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Abstract
Machine learning algorithms with empirical risk minimization are vulnerable to
distributional shifts due to the greedy adoption of all the correlations found in
training data. Recently, there are robust learning methods aiming at this problem
by minimizing the worst-case risk over an uncertainty set. However, they equally
treat all covariates to form the uncertainty sets regardless of the stability of their
correlations with the target, resulting in the overwhelmingly large set and low con-
fidence of the learner. In this paper, we propose the Invariant Adversarial Learning
(IAL) algorithm that leverages heterogeneous data sources to construct a more
practical uncertainty set and conduct robustness optimization, where covariates
are differentiated according to the stability of their correlations with the target.
We theoretically show that our method is tractable for stochastic gradient-based
optimization and provide the performance guarantees for our method. Empirical
studies on both simulation and real datasets validate the effectiveness of our method
in terms of robust performance across unknown distributional shifts.
1 Introduction
Traditional machine learning algorithms which optimize the average loss often suffer from the poor
generalization performance under distributional shifts induced by latent heterogeneity, unobserved
confounders or selection biases in training data[1–3]. However, in high-stake applications such as
medical diagnosis[4], criminal justice[5, 6] and autonomous driving [7], it is critical for the learning
algorithms to ensure the robustness against potential unseen data. Therefore, robust learning methods
have recently aroused much attention due to its favorable property of robustness guarantee[8–10].
Instead of optimizing the empirical cost on training data, robust learning methods seek to optimize the
worst-case cost over an uncertainty set and can be further separated into two main branches named
adversarially and distributionally robust learning. In adversarially robust learning, the uncertainty set
is constructed point-wisely[9, 11, 10, 12]. Adversarial attack is performed independently on each
data point within a L2 or L∞ norm ball around itself. In distributionally robust learning, on the
other hand, the uncertainty set is characterized on a distributional level[13–15]. A joint perturbation,
typically measured by Wasserstein distance or f -divergence, is applied on the entire distribution
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entailed by training data. These methods can provide robustness guarantees under distributional shifts
when testing distribution is captured in the uncertainty set. However, in real scenarios, to contain
the true distribution, the uncertainty set is often overwhelmingly large, which is also referred to as
the over pessimism or the low confidence problem[16, 17]. Specifically, with an overwhelmingly
large set, the learner optimizes for implausible worst-case scenarios, resulting in the meaningless
results (e.g. the classifier assigns equal probability to all classes). Such problem greatly hurts the
generalization ability of robust learning methods in practice.
The essential problem of the above methods lies on the construction of the uncertainty set. To address
the over pessimism of the learning algorithm, one should form a more practical uncertainty set
which is likely to contain the potential distributional shifts in the future. More specifically, in real
applications we observe that different covariates may be perturbed in a non-uniform way, which
should be considered in building a practical uncertainty set. Taking the problem of waterbirds and
landbirds classification as an example[18]. There exist two types of covariates where the stable
covariates (e.g. representing the bird itself) preserve immutable correlations with the target across
different environments, while those unstable ones (e.g. representing the background) are likely to
change. Therefore, for the example above, the construction of the uncertainty set should mainly focus
on the perturbation of those unstable covariates (e.g. background) to generate more practical and
meaningful samples.
Following such intuition, there are several work[19, 20] based on adversarial attack which focus on
perturbing the color or background of images to improve the adversarial robustness. However, these
methods mainly follow a step by step routine where the segmentation is conducted first to separate
the background from the foreground and cannot theoretically provide robustness guarantees under
unknown distributional shifts, which limits their applications on more general settings. In this paper,
we propose the Invariant Adversarial Learning (IAL) algorithm to address this problem in a more
principled and unified way, which leverages heterogeneous data source to construct a more practical
uncertainty set. Specifically, we adopt the framework of Wasserstein distributionally robust learning
and further characterize the uncertainty set to be anisotropic according to the stability of covariates
across the multiple environments, which induces stronger adversarial perturbations on unstable
covariates than those stable ones. A synergistic algorithm is designed to jointly optimize the covariates
differentiating process as well as the adversarial training process of model’s parameters. Compared
with traditional robust learning techniques, the proposed method is able to provide robustness under
strong distributional shifts while maintain enough confidence of the learner. Theoretically, we prove
that our method constructs a more practical uncertainty set, which leads to improved generalization
performance against distributional shifts. The advantages of our IAL algorithm are demonstrated on
both synthetic and real world datasets in terms of uniformly good performance across distributional
shifts.
2 The IAL Method
We first introduce the Wasserstein Distributionally Robust Learning (WDRL) framework[21] which
attempts to learn a model with minimal risk against the worst-case distribution in the uncertainty set
characterized by Wasserstein distance:
Definition 2.1 Let Z ⊂ Rm+1 and Z = X × Y , given a transportation cost function c : Z × Z →
[0,∞), which is nonnegative, lower semi-continuous and satisfies c(z, z) = 0, for probability
measures P and Q supported on Z , the Wasserstein distance between P and Q is :
Wc(P,Q) = inf
M∈Π(P,Q)
E(z,z′)∼M [c(z, z′)] (1)
where Π(P,Q) denotes the couplings with M(A,Z) = P (A) and M(Z, A) = Q(A) for measures
M on Z × Z .
As mentioned above, the uncertainty set built in WDRL is often overwhelmingly large in wild
high-dimensional scenarios. To demonstrate this over pessimism problem of WDRL, we design a
toy example in 4.1.1 to show the necessity to construct a more practical uncertainty set. Indeed,
without any prior knowledge or structural assumptions, it is quite difficult to design a practical
set for robustness under distributional shifts. Therefore, we consider a more flexible setting with
heterogeneous datasets De = {Xe, Y e} from multiple training environments e ∈ Etr. Specifically,
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each dataset De contains examples identically and independently distributed according to some joint
distribution P eXY on X ×Y . Then we come up with one basic assumption for our problem. Given the
observations that in real scenarios, different covariates have different extents of stability, we propose
assumption 2.1.
Assumption 2.1 There exists a decomposition of all the covariates X = {S, V }, where S represents
the stable covariate set and V represents the unstable one, so that for all environments e ∈ E ,
E[Y e|Se = s, V e = v] = E[Y e|Se = s] = E[Y |S = s].
Intuitively, assumption 2.1 indicates that the correlation between stable covariates S and the target
Y stays invariant across environments, which is quite similar to the invariance in [22]. Moreover,
assumption 2.1 also demonstrates that the influence of V on the target Y can be wiped out as long
as whole information of S is accessible. Under the assumption 2.1, the disparity among covariates
revealed in the heterogeneous datasets can be leveraged for better construction of the uncertainty set.
Here we propose the Invariant Adversarial Learning (IAL) algorithm, which leverages heterogeneous
data to build a more practical uncertainty set with covariates differentiated according to their stability.
The objective function of our IAL algorithm is:
min
θ∈Θ
sup
Q:Wcw (Q,P0)≤ρ
EX,Y∼Q[`(θ;X,Y )] (2)
where cw(z1, z2) = ‖w  (z1 − z2)‖22 (3)
and w ∈ arg min
w∈W
{
1
|Etr|
∑
e∈Etr
Le(θ) + α
(
max
ep,eq∈Etr
Lep(θ)− Leq (θ)
)}
(4)
where P0 denotes the training distribution, Wcw denotes the Wasserstein dis-
tance with transportation cost function cw defined as equation 3, W ={
w : w ∈ [1,+∞)m+1 & min(w(1), . . . , w(m+1)) = 1} denotes the covariate weight space(w(i)
denotes the ith element of w), and Le denotes the average loss in environment e ∈ Etr, α is a
hyper-parameter to adjust the tradeoff between average performance and the stability.
Intuitively, w controls the perturbation level of each covariate and formulates an anisotropic uncer-
tainty set compared with the conventional WDRL methods. The objective function of w (equation
4) contains two parts: the average loss in training environments as well as the maximum margin,
which aims at learning such w that the resulting uncertainty set leads to a learner with uniformly
good performance across environments. Equation 2 is the objective function of model’s parameters
via distributionally robust learning with the learnable covariate weight w. During training, the
covariate weight w and model’s parameters θ are iteratively optimized. Details of the algorithm are
delineated below. We first will introduce the optimization of model’s parameter in section 2.1, then
the transportation cost function learning procedure in section 2.2. The pseudo-code of the whole
algorithm can be found in appendix.
2.1 Tractable Optimization
In IAL algorithm, the model’s parameters θ and covariate weight w is optimized iteratively. In each
iteration, given current w, the objective function for θ is:
min
θ∈Θ
sup
Q:Wcw (Q,P0)≤ρ
EX,Y∼Q[`(θ;X,Y )] (5)
The duality results in lemma 2.1 show that the infinite-dimensional optimization problem (5) can be
reformulated as a finite-dimensional convex optimization problem [14]. Besides, inspired by [13], a
Lagrangian relaxation is provided for computation efficiency.
Lemma 2.1 Let Z = X × Y and ` : Θ× Z → R be continuous. For any distribution Q and any
ρ ≥ 0, let sλ(θ; (x, y)) = sup
ξ∈Z
(`(θ; ξ)− λcw(ξ, (x, y))), P = {Q : Wc(Q,P0) ≤ ρ},we have:
sup
Q∈P
EQ[`(θ;x, y)] = inf
λ≥0
{λρ+ EP0 [sλ(θ; (x, y))]} (6)
and for any λ ≥ 0, we have:
sup
Q∈P
{EQ[`(θ; (x, y))]− λWcw(Q,P0)} = EP0 [sλ(θ; (x, y))] (7)
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Notice that there exists only the inner supremum in EP0 [sλ(θ; (x, y))], which can be seen as a
relaxed Lagrangian penalty function of the original objective function (5). Here we give up the
prescribed amount ρ of robustness in equation (5) and focus instead on the relaxed Lagrangian penalty
function for efficiency in equation (7). The loss function on empirical distribution PˆN becomes
1
N
∑N
i=1 sλ(θ; (xi, yi)). We adopt adversarial training procedure proposed in [13] to approximate
the supremum for sλ.
Specifically, given predictor x, we adopt gradient ascent to obtain an approximate maximizer xˆ of
{`(θ; (x, y))− λcw(xˆ, x)} and optimize the model’s parameter θ using xˆ as: Lˆ = 1N
∑N
i=1 `(θ; xˆ, y).
In the following parts, we simply use XA to denote {xˆ}N , which means the set of maximizers for
training data {x}N . The convergence guarantee for this optimization can be referred to [13].
2.2 Learning for transportation cost function
We introduce the learning for transportation cost function cw in this section. In supervised scenarios,
perturbations are typically only added to predictor X and not target Y . Therefore, we simplify
cw : Z × Z → [0,+∞)(Z = X × Y) to be:
cw(z1, z2) = cw(x1, x2) +∞× I(y1 6= y2) = ‖w  (x1 − x2)‖22 +∞× I(y1 6= y2) (8)
and omit ’y-part’ in cw as well as w, that is w ∈ [1,+∞)m in the following parts. Intuitively,
w controls the strength of adversary put on each covariate. The higher the weight is, the weaker
perturbation is put on the corresponding covariate. Ideally, we hope the covariate weights on
stable covariates are extremely high to protect them from being perturbed and to maintain the
stable correlations, while weights on unstable covariates are nearly 1 to encourage perturbations
for breaking the harmful spurious correlations. With the goal towards uniformly good performance
across environments, we come up with the objective function R(θ(w)) for learning w as:
R(θ(w)) =
1
|Etr|
∑
e∈Etr
Le(θ(w)) + α
(
max
ep,eq∈Etr
Lep(θ(w))− Leq (θ(w))
)
(9)
where α is the hyper-parameter. R(θ(w)) contains two parts: the first is the average loss in multiple
training environments; the second reflects the max margin among environments, which reflects the
stability of θ(w), since it is easy to prove that max
ep,eq∈Etr
Lep(θ(w))− Leq (θ(w)) = 0 if and only if
the errors among all training environments are same. Here α is used to adjust the tradeoff between
average performance and stability.
In order to optimize w, ∂R(θ(w))/∂w can be approximated as following.
∂R(θ(w))
∂w
=
∂R
∂θ
∂θ
∂XA
∂XA
∂w
(10)
Note that the first term ∂R/∂θ can be calculated easily. The second term can be approximated during
the gradient descent process of θ as :
∂θ
∂XA
≈ −
∑
t
∇θLˆ(θt;XA, Y )
∂XA
(11)
where ∇θLˆ(θ
t;XA,Y )
∂XA
can be calculated during the training process. The third term ∂XA/∂w can be
approximated during the adversarial learning process of XA as:
∂XA
∂w
≈ −2xλ
∑
t
(XtA −X) (12)
which can be accumulated during the adversarial training process. Then given current θ, we can
update w as:
wt+1 = ProjW
(
wt − w ∂R(θ
t)
∂w
)
(13)
where ProjW means projecting onto the spaceW . The detailed derivation of this part as well as the
whole algorithm is shown in appendix due to space limitations.
4
3 Theoretical Analysis
Here we first provide the robustness guarantee for our method, and then we analyze the rationality of
our uncertainty set, which also demonstrates the uncertainty set built in our IAL is more practical.
First, we provide the robustness guarantee in theorem 3.1 with the help of lemma 2.1 and Rademacher
complexity[23].
Theorem 3.1 Let Θ = Rm, x ∈ X , y ∈ Y . Assume |`(θ; z)| is bounded by T` ≥ 0 for all
θ ∈ Θ, z = (x, y) ∈ X × Y . Let F : X → Y be a class of prediction functions, then for
θ ∈ Θ, ρ ≥ 0, λ ≥ 0, with probability at least 1− δ, we have:
sup
P :Wcw (P,P0)≤ρ
EP [`(θ;Z)] ≤ λρ+ EPˆn [sλ(θ;Z)] +Rn(˜`◦ F ) + kT`
√
ln(1/δ)
n
(14)
Specially, let M(θ; z0) = arg min
z∈Z
{sλ(θ; z0)} when ρˆn(θ) = EPˆn [cw(M(θ;Z), Z)],
sup
P :Wcw (P,P0)≤ρˆn(θ)
EP [`(θ;Z)] ≤ sup
P :Wcw (P,Pˆn)≤ρˆn(θ)
EP [`(θ;Z)] +Rn(˜`◦ F ) + kT`√ ln(1/δ)
n
(15)
with probability at least 1− δ, where ˜`◦ F = {(x, y) 7→ `(f(θ;x), y)− `(0, y) : f ∈ F} and Rn
denotes the Rademacher complexity[23] and k is a numerical constant no less than 0.
Theorem 3.1 proves that our optimization method can control the original worst-case cost for the
uncertainty set in WDRL. Then we analyze the rationality of our method.
Assumption 3.1 Given ρ > 0, ∃Q0 ∈ P0 that satisfies:
(1) ∀ > 0,
∣∣∣∣ infM∈Π(P0,Q0)E(z1,z2∼M) [c(z1, z2)]
∣∣∣∣ ≤ , we refer to the couple minimizing the expecta-
tion as M0.
(2) EM∈Π(P0,Q0)−M0 [c(z1, z2)] ≥ ρ, where Π(P0, Q0)−M0 means excluding M0 from Π(P0, Q0).
(3) Q0#S 6= P0#S , where S = {i : w(i) > 1} and w(i) denotes the ith element of w and P#S
denotes the marginal distribution on dimensions S.
Theorem 3.2 Under assumption 3.1, assume the transportation cost function in Wasserstein dis-
tance takes form of c(x1, x2) = ‖x1 − x2‖1 or c(x1, x2) = ‖x1 − x2‖22. Then, given observed
distribution P0 supported on Z and ρ ≥ 0, for the adversary set P = {Q|Wcw(Q,P0) ≤ ρ}
and the original P0 = {Q|Wc(Q,P0) ≤ ρ}, given cw where min(w(1), . . . , w(m)) = 1 and
max(w(1), . . . , w(m)) > 1, we have P ⊂ P0. Furthermore, for the set U = {i|w(i) = 1}, ∃Q0 ∈ P
that satisfies Wcw(P0#U , Q0#U ) = ρ.
Theorem 3.2 proves that the constructed uncertainty set of our method is smaller than the original.
Intuitively, in adversarial learning paradigm, if stable covariates are perturbed, the target should also
change correspondingly to maintain the underlying relationship. However, we have no access to
the target value corresponding to the perturbed stable covariates in practice, so optimizing under an
isotropic uncertainty set (e.g. P0) which contains perturbations on both stable and unstable covariates
would generally lower the confidence of the learner and produce meaningless results. Therefore, from
this point of view, by adding high weights on stable covariates in the cost function, we may construct
a more reasonable and practical uncertainty set in which the ineffective perturbations are avoided.
4 Experiments
In this section, we validate the effectiveness of our method on simulation data and real-world data.
Baselines We compare our proposed IAL with the following methods in linear regression scenarios
with mean square loss.
• Empirical Risk Minimization(ERM): min
θ
EP0 [`(θ;X,Y )]
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• Wasserstein Distributionally Robust Learning(WDRL): min
θ
sup
Q∈W (Q,P0)≤ρ
EQ [`(θ;X,Y )]
• Invariant Risk Minimization(IRM[22]): min
θ
∑
e∈E Le + λ‖∇w|w=1.0Le(w · θ)‖2
For ERM and WDRL, we simply pool the multiple environments data for training. For fairness,
we search the hyper-parameter λ in {1e − 2, 1e − 1, 3e − 1, 5e − 1, 7e − 1, 9e − 1} for IRM and
the hyper-parameter ρ in {1, 5, 10, 20, 50, 80, 100} for WDRL, and select the best hyper-parameter
according to the validation performance.
Evaluation Metrics To evaluate the prediction performance, we use Mean_Error de-
fined as Mean_Error = 1|Ete|
∑
e∈Ete Le and Std_Error defined as Std_Error =√
1
|Ete|−1
∑
e∈Ete (Le −Mean_Error)
2, which are the mean and standard deviation error across
testing environments e ∈ Ete.
4.1 Simulation Data
Firstly, we design one toy example to demonstrate the over pessimism problem of conventional
WDRL. Then, we design two mechanisms to simulate the varying correlations of unstable covariates
across environments, named by selection bias and anti-causal effect.
4.1.1 Toy Example
(a) Testing performance for each en-
vironment.
(b) Testing performance with respect
to radius
(c) The learned coefficient value of
S and V with respect to radius
Figure 1: Results of the toy example. The left figure shows the testing performance in different
environments with the radius set to 20.0. The middle figure denotes the prediction performance with
respect to radius. And the right figure shows the learned coefficients of WDRL and IAL with respect
to radius.
In this setting, we have Y = 5 ∗ S + S2 + , V = αY + , where the effect of S on Y stays
invariant, but the correlation between V and Y , i.e. the parameter α, varies across environments. In
training, we generate 180 data points with α = 1 for environment 1 and 20 data points with α = −0.1
for environment 2. We compared methods for linear regression across testing environments with
α ∈ {−2.0,−1.5, . . . , 1.5, 2.0}. More details are shown in appendix.
We first set the radius for WDRL and IAL to be 20.0, and the results are shown in Figure 1(a). We
find the ERM induces high estimation error as it puts high regression coefficient on V . Therefore, it
performs poor in terms of prediction error when there are distribution shifts. While WDRL achieves
more robust performance than ERM across environments, the prediction error is much higher than
the others. Our method IAL achieves not only the smallest prediction error, but also the most robust
performance across environments.
Furthermore, we train IAL and WDRL for linear regression with a varying radius ρ ∈
{0.0, 0.01, . . . , 20.0}. From the results shown in Figure 1(b), we can see that, with the radius
growing larger, the robustness of WDRL becomes better, but meanwhile, its performance maintains
poor in terms of high Mean_Error and much worse than ERM (ρ = 0). This further verifies
the limitation of WDRL with respect to the overwhelmingly-large adversary distribution set. In
contrast, IAL achieves not only better prediction performance but also better robustness across
environments. The plausible reason for the performance difference between WDRL and IAL can
be explained by Figure 1(c). As the radius ρ grows larger, WDRL tends to conservatively estimate
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small coefficients for both S and V so that the model can produce robust prediction performances
over the overwhelmingly-large uncertainty set. Comparatively, as our IAL provides a mechanism
to differentiate covariates and focus on the robustness optimization over unstable ones, the learned
coefficient of unstable covariate V is gradually decreased to improve robustness, while the coefficient
of stable covariate S does not change much to guarantee high prediction accuracy.
4.1.2 Selection Bias
In this setting, the correlations between unstable covariates and the target are perturbed through
selection bias mechanism. According to assumption 2.1, we assume X = [S, V ]T and Y = f(S) + 
and P (Y |S) remains invariant across environments while P (Y |V ) can arbitrarily change. For
simplicity, we select data points according to a certain unstable covariate v0, and experimental details
as well as more complicated settings with multiple unstable covariates can be found in appendix.
Pˆ (x) = |r|−5∗|f(s)−sign(r)∗v0| (16)
where |r| > 1 and Pˆ (x) denotes the probability of point x to be selected. Intuitively, r eventually
controls the strengths and direction of the spurious correlation between v0 and Y (i.e. if r > 0, a data
point whose v0 is close to its y is more probably to be selected.). The larger value of |r| means the
stronger spurious correlation between v0 and Y , and r ≥ 0 means positive correlation and vice versa.
Therefore, here we use r to define different environments.
In the training, we generate n data points, where κn points from environment e1 with a predefined
r and (1 − κ)n points from e2 with r = −1.1. In the testing, we generate test data points for 10
environments with r ∈ [−3,−2.5,−2,−1.7,−1.5, 1.5, 1.7, 2, 2.5, 3].
Table 1: Results in selection bias simulation experiments of different methods with varying selection
bias r, ratio κ and sample size n of training data, and each result is averaged over ten times runs.
Scenario 1: varying selection bias rate r (n = 2000, p = 10, κ = 0.95)
r r = 1.5 r = 1.7 r = 2.0
Methods Mean_Error Std_Error Mean_Error Std_Error Mean_Error Std_Error
ERM 0.484 0.058 0.561 0.124 0.572 0.140
WDRL 0.482 0.044 0.550 0.114 0.532 0.112
IRM 0.494 0.083 0.537 0.133 0.596 0.191
IAL 0.450 0.019 0.449 0.015 0.452 0.017
Scenario 2: varying ratio κ and sample size n (p = 10, r = 1.7)
κ, n κ = 0.90, n = 500 κ = 0.90, n = 1000 κ = 0.975, n = 4000
Methods Mean_Error Std_Error Mean_Error Std_Error Mean_Error Std_Error
ERM 0.580 0.103 0.562 0.113 0.555 0.110
WDRL 0.563 0.101 0.527 0.083 0.536 0.108
IRM 0.545 0.136 0.539 0.134 0.535 0.129
IAL 0.454 0.015 0.451 0.015 0.448 0.014
We compare our IAL with ERM, IRM and WDRL for Linear Regression. We conduct extensive
experiments with different settings on r, n, and κ. In each setting, we carry out the procedure 15
times and report the average results. The results are shown in Table 1.
From the results, we have the following observations and analysis: ERM suffers from the distribu-
tional shifts in testing and yields poor performance in most of the settings. Compared with ERM,
the other three robust learning methods achieve better average performance due to the consideration
of robustness during the training process. When the distributional shift becomes serious as r grows,
WDRL suffers from the overwhelmingly-large distribution set and performs poorly in terms of
prediction error, which is consistent with our analysis. IRM has poor average performance as well
as the stability, which reveals that IRM has more harsh requirements on the diversity of different
training environments. Compared with other robust learning baselines, our IAL achieves nearly
perfect performance with respect to average performance and stability, especially the variance of
losses across environments close to 0, which reflects the effectiveness of assigning different weights
to covariates for constructing the uncertainty set.
4.1.3 Anti-causal Effect
Inspired by [22], in this setting, we introduce the spurious correlation by using anti-causal relationship
from the target Y to the unstable covariates V . In this experiment, we assume X = [S, V ]T , and
firstly sample S from mixture Gaussian distribution characterized as
∑k
i=1 zkN (µi, I) and the target
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Y = θTs S + βS1S2S3 + N (0, 0.3). Then the unstable covariates V are generated by anti-causal
effect from Y as
V = θvY +N (0, σ(µi)2) (17)
where σ(µi) means the Gaussian noise added to V depends on which component the stable covariates
S belong to. Intuitively, in different Gaussian components, the corresponding correlations between V
and Y are varying due to the different value of σ(µi). The larger the σ(µi) is, the weaker correlation
between V and Y . We use the mixture weight Z = [z1, . . . , zk]T to define different environments,
where different mixture weights represent different overall strength of the effect Y on V .
Figure 2: Results of the anti-causal
experiment. e1 − e3 are captured
in training data while the other are
not.
(a) Mean_Error and
Std_Error.
(b) Prediction error with respect to
build year.
Figure 3: Results of the real data experiment.
In this experiment, we set S ∈ R5, V ∈ R5, β = 0.1 and build 10 environments, the first three
for training and the last seven for testing. More experimental details can be found in appendix.
We run experiments for 15 times and the average results are shown in figure 2, where the first
three environments are used for training and the last seven are not captured in training with weaker
correlation between V and Y . ERM and IRM achieve the best training performance with respect to
their prediction errors on training environments e1, e2, e3, while their performances in testing are poor.
WDRL performs worst due to its over pessimism problem. IAL achieves nearly uniformly good
performance in training environments as well as the testing ones, which validates the effectiveness of
our method and proves the excellent generalization ability of IAL. More results of other settings are
put in appendix due to the limitation of space.
4.2 Real Data
In this experiment, we use a real world regression dataset (Kaggle) of house sales prices from King
County, USA[24], which includes the houses sold between May 2014 and May 2015 . The target
variable is the transaction price of the house and each sample contains 17 predictive variables such as
the built year of the house, number of bedrooms, and square footage of home etc. We normalize all
the predictive covariates to get rid of the influence by their original scales.
To test the stability of different algorithms, we simulate different environments according to the built
year of the house. It is fairly reasonable to assume the correlations between parts of the covariates and
the target may vary along the time, due to the changing popular style of architectures. Specifically,
the houses in this dataset were built between 1900 ∼ 2015 and we split the dataset into 12 periods,
where each period approximately covers a time span of one decade. In training, we train all methods
on the first and second period where built year ∈ [1900, 1910) and [1910, 1920) respectively, and
validate on 100 data points sampled from the third period.
From the results shown in figure 3(a), we can find that IAL achieves not only the smallest
Mean_Error but also the lowest Std_Error compared with baselines. From figure 3(b), we
can find that from period 4 and so on, where large distribution shifts occurs, IAL performs better than
ERM, IRM and WDRL. In periods 1-2, the IAL method incurs a performance drop compared with
ERM and WDRL, which is consistent with our intuition that our method sacrifice a little performance
in I.I.D. setting for its superior robustness under unknown distribution shifts.
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5 Conclusion
In this paper, we address a practical problem of overwhelmingly-large uncertainty set in robust
learning, which often results in unsatisfactory performance under distributional shifts in practice.
We propose the Invariant Adversarial Learning (IAL) algorithm that anisotropically considers each
covariate to achieve more realistic robustness. We theoretically show that our method constructs
a better uncertainty set. Empirical studies validate the effectiveness of our methods in terms of
uniformly good performance across different distributed data.
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6 Broader Impact
This paper proposes Invariant Adversarial Learning (IAL) algorithm to certify distributional robust-
ness in practice. Firstly, the proposed method is trustworthy for its robustness guarantee and performs
well under distributional shifts, which is critical for machine learning algorithms to be deployed
in reality, especially in high-stake areas such as medical diagnosis[4], criminal justice[5, 6] and
autonomous driving [7]. Secondly, this method is according with the principle of fairness. In reality,
many fairness problems are caused by data bias. For example, race is a sensitive attribute for crime
judgment. [25] found it is unfair that African Americans were more likely to be incorrectly labeled
as higher risk compared with Caucasians in the COMPAS system. Traditional machine learning
algorithms adopt the bias in data, which to some extent results in the fairness problem. Our IAL can
protect learners from this by finding the stable decision covariates across environments. Therefore, it
is plausible that our method could achieve better fairness in practice.
However, the effectiveness of our method depends on whether multiple environments can reveal the
disparity of covariates. For example, when all training environments are polluted by the same data
bias, it is nearly impossible to protect the learner from adopting such harmful bais.
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