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EQUATIONS FOR THE THIRD SECANT VARIETY OF THE
SEGRE PRODUCT OF n PROJECTIVE SPACES
YANG QI
Abstract. We determine set theoretic defining equations for the third secant
variety of the Segre product of n projective spaces, and from the proof of the
main statement we derive an upper bound for the degrees of these equations.
1. Introduction
The study of tensor ranks and border ranks plays an important role in complexity
theory, algebraic statistics, biology, signal processing, and many other areas ([8, 2,
3, 7, 13, 14]). Due to the geometric interpretations of rank and border rank, it is
important to find the equations for the secant varieties of Segre varieties since they
produce tests for the border rank of a tensor.
1.1. Strassen’s equations. For a projective variety X ⊂ PW , the r-th secant
variety σr(X) is defined by
σr(X) =
⋃
x1,...,xr∈X
< x1, . . . , xr > ⊂ PW
where < x1, . . . , xr >⊂ PW denotes the linear span of the points x1, . . . , xr.
Let A1, . . . , An be finite dimensional complex vector spaces, define the Segre
variety Seg(PA1 × · · · × PAn) to be the image of the map
Seg : PA1 × · · · × PAn → P(A1 ⊗ · · · ⊗An)
given by
([v1], · · · , [vn]) 7→ [v1 ⊗ · · · ⊗ vn].
For T ∈ A1 ⊗ · · · ⊗ An, in geometric language, T is said to have rank one if [T ] ∈
Seg(PA1×· · ·×PAn), and T has border rank ≤ r if [T ] ∈ σr(Seg(PA1×· · ·×PAn)).
Definition 1.1. Given W = A1 ⊗ · · · ⊗ An, a flattening of W is a decomposition
W = (Ai1 ⊗ · · · ⊗Aiq )⊗ (Aj1 ⊗ · · · ⊗Ajn−q ) =: AI ⊗AJ , where I ∪ J = {1, . . . , n}
is a partition.
Since Seg(PA1 × · · · × PAn) ⊂ Seg(PAI × PAJ ), σr(Seg(PA1 × · · · × PAn)) ⊂
σr(Seg(PAI×PAJ)), the (r+1)×(r+1) minors of flattenings, i.e. ∧
r+1A∗I⊗∧
r+1A∗J ,
give equations for σr(Seg(PA1 × · · · × PAn)). For σ3(Seg(PA × PB × PC)), V.
Strassen [16] discovered equations beyond 4 × 4 minors of flattenings. Here we
present a version of Strassen’s equations due to G. Ottaviani.
Given T ∈ A ⊗ B ⊗ C, i.e. T : B∗ → A ⊗ C, IdA ⊗ T gives a linear map
A⊗B∗ → A⊗A⊗C, by composing IdA⊗T with the projection pi : A⊗A→ ∧
2A
we obtain a map T∧BA : A⊗B
∗ → ∧2A⊗ C.
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Theorem 1.2 ([15]). Let T ∈ A⊗B⊗C, and assume 3 ≤ dimA ≤ dimB ≤ dimC.
If [T ] ∈ σr(Seg(PA×PB×PC)), then rank(T
∧
BA) ≤ r(dimA−1). Thus (r(dimA−
1)+1)× (r(dimA−1)+1) minors of T∧BA furnish equations for σr(Seg(PA×PB×
PC)), which are called Strassen’s equations.
We have
Theorem 1.3 ([10, 5]). σ3(Seg(PA×PB×PC)) is the zero set of the size 4 minors
of flattenings and Strassen’s equations.
When dimA = dimB = dimC = 3, we have 4 × 4 minors of flattenings and
degree 7 Strassen’s equations which define a zero set equivalent to Strassen’s original
degree 4 equations [8].
1.2. Main results. Given T ∈ A1 ⊗ · · · ⊗ An, and any partition I ∪ J ∪ K =
{1, . . . , n}, where I, J,K disjoint, if T ∈ σ3(Seg(PA1 × · · · × PAn)), then T ∈
σ3(Seg(PAI × PAJ × PAK)), so T satisfies Strassen’s equations for the partition
I ∪ J ∪K = {1, . . . , n} and 4× 4 minors of all flattenings. Our main result is:
Theorem 1.4. The third secant variety of the Segre product of n projective spaces
σ3(Seg(PA1× · · · ×PAn)) is set theoretically defined by Strassen’s equations for all
partitions I∪J∪K = {1, . . . , n} and all 4×4 minors of flattenings. More precisely,
when dimAi ≤ 3 for each i, σ3(Seg(PA1×· · ·×PAn)) is set theoretically defined by
Strassen’s equations of degree 4 for the partitions {i}∪{j}∪{1, . . . , î, · · · , ĵ, · · · , n}
and all 4× 4 minors of flattenings.
As an example of the result of Draisma and Kuttler [4], this theorem gives
an explicit uniform upper bound of degrees of set theoretic defining equations for
σ3(Seg(PA1 × · · · × PAn)).
1.3. Normal forms of points in σ3(Seg(PA1×· · ·×PAn)). Here we recall results
of Buczynski and Landsberg that classify all normal forms for tensors of border rank
≤ 3.
Proposition 1.5 ([1]). Let X denote Seg(PA1 × · · · × PAn) and p = [v] ∈ σ2(X),
then v has one of the following normal forms:
1, p ∈ X ;
2, v = x+ y with [x], [y] ∈ X ;
3, v = x′ with x′ ∈ T̂[x]X .
Theorem 1.6 ([1]). Let X denote Seg(PA1 × · · · × PAn) and p = [v] ∈ σ3(X) \
σ2(X), then v has one of the following normal forms:
1. v = x+ y + z with [x], [y], [z] ∈ X;
2. v = x+ x′ + y with [x], [y] ∈ X and x′ ∈ T̂[x]X;
3. v = x+ x′ + x′′, where [x(t)] ⊂ X is a curve and x′ = x′(0), x′′ = x′′(0);
4. v = x′ + y′, where [x], [y] ∈ X are distinct points that lie on a line contained
in X, x′ ∈ T̂[x]X, and y
′ ∈ T̂[y]X.
Normal forms for Theorem 1.6 are as follows:
Theorem 1.7 ([1]). Let X denote Seg(PA1 × · · · × PAn) and p = [v] ∈ σ3(X) \
σ2(X), then v has one of the following normal forms:
1. v = a11 ⊗ · · · ⊗ a
n
1 + a
1
2 ⊗ · · · ⊗ a
n
2 + a
1
3 ⊗ · · · ⊗ a
n
3 ;
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2. v =
n∑
i=1
a11 ⊗ · · · ⊗ a
i−1
1 ⊗ a
i
2 ⊗ a
i+1
1 ⊗ · · · ⊗ a
n
1 + a
1
3 ⊗ · · · ⊗ a
n
3 ;
3. v =
∑
i<j
a11⊗· · ·⊗a
i−1
1 ⊗a
i
2⊗a
i+1
1 ⊗· · ·⊗a
j−1
1 ⊗a
j
2⊗a
j+1
1 ⊗· · ·⊗a
n
1 +
n∑
i=1
a11⊗
· · · ⊗ ai−11 ⊗ a
i
3 ⊗ a
i+1
1 ⊗ · · · ⊗ a
n
1 ;
4. v =
n∑
s=2
a12⊗ a
2
1⊗ · · · ⊗ a
s−1
1 ⊗ a
s
2⊗ a
s+1
1 ⊗ · · · ⊗ a
n
1 +
n∑
i=1
a11⊗ · · · ⊗ a
i−1
1 ⊗ a
i
3⊗
ai+11 ⊗ · · · ⊗ a
n
1 ,
where aij ∈ Ai, and the vectors need not all be linearly independent.
1.4. Outline of the proof of the main result. Given T ∈ A1 ⊗ · · · ⊗ An, for
each Ai we fix a basis {a
i
j} and its dual basis {α
i
j}. Let Xk := Seg(PA1 × · · · ×
PAk × P(Ak+1 ⊗ · · · ⊗An)), and X := Seg(PA1 × · · · × PAn).
Definition 1.8 ([12]). Given b1, . . . , bn ∈ Z≥1, define the subspace variety
Subb1,...,bn(A1 ⊗ · · · ⊗An) := P{T ∈ A1 ⊗ · · · ⊗An| dimT (A
∗
j ) ≤ bj, ∀1 ≤ j ≤ n}.
Proposition 1.9 ([9]). Let dimAj ≥ r, 1 ≤ j ≤ n. The ideal of σr(Seg(PA1 ×
· · · × PAn)) is generated by the modules inherited from the ideal of σr(Seg(P
r−1×
· · · × Pr−1)) and the modules generating the ideal of Subr,...,r(A1 ⊗ · · · ⊗An). The
analogous scheme and set theoretic results hold as well.
According to this proposition, we only need to consider the case 3 ≥ dimA1 ≥
· · · ≥ dimAn ≥ 2.
Outline of the proof of the main result. Here we present the main idea of the
proof, and we will show the details in the next section.
If T satisfies Strassen’s equations of the partition {1}∪{2}∪{3, . . . , n} and 4×4
minors of flattenings, then T ∈ σ3(X2). We split our discussion into 4 cases to show
T ∈ σ3(X). Much of the proof is a careful case by case analysis. Case 1 and Case 4
are straightforward. The subtle case is Case 3, where we exploit knowledge about
symmetric tensors and need the results of other cases.
Case 1: T ∈ σ3(X2) \ σ2(X2) and T /∈ Sub3,2,...,2(A1 ⊗ · · · ⊗ An), then T has
one of the four types of the normal forms in Theorem 1.7 for σ3(X2). Because
4 × 4 minors of T : A∗1 ⊗ A
∗
3 → A2 ⊗ A4 ⊗ · · · ⊗ An vanish, T has to have the
same type of normal form for σ3(X3). Similarly, by considering 4 × 4 minors of
T : A∗1 ⊗ A
∗
k → A2 ⊗ · · · ⊗ Âk ⊗ · · · ⊗ An we use induction to show that T has to
maintain the same type of normal form for σ3(X).
Case 2: T ∈ σ3(X2)\σ2(X2) and T ∈ Sub3,2,...,2(A1⊗· · ·⊗An)\Sub2,2,...,2(A1⊗
· · ·⊗An), then T has one of the normal forms in Theorem 1.7 for σ3(X2). Because
dimA2 = · · · = dimAn = 2, the discussion of this case is more complicated than
Case 1, and we split the argument into several subcases for each type of normal
forms. For each subcase, by considering 4× 4 minors of T : A∗1 ⊗A
∗
3 → A2 ⊗A4 ⊗
· · · ⊗An and T : A
∗
2 ⊗A
∗
3 → A1 ⊗A4 ⊗ · · · ⊗An, we show T has one of the normal
forms for σ3(X3). Note that the type of the normal form of T for σ3(X2) could be
different from the type of the normal form of T for σ3(X3). By induction, we show
that T has one of the normal forms of points in σ3(X).
Case 3: T ∈ σ3(X2)\σ2(X2) and T ∈ Sub2,2,...,2(A1⊗· · ·⊗An). In this case, T
has two types of normal forms, T = (a11⊗a
2
1+a
1
2⊗a
2
2)⊗b
3
1+a
1
1⊗a
2
2⊗b
3
2+a
1
2⊗a
2
1⊗b
3
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T = a11⊗a
2
1⊗b
3
1+a
1
1⊗a
2
2⊗b
3
2+a
1
2⊗a
2
1⊗b
3
3 for some b
3
j ∈ A3⊗· · ·⊗An. For the generic
normal form T = (a11⊗a
2
1+a
1
2⊗a
2
2)⊗b
3
1+a
1
1⊗a
2
2⊗b
3
2+a
1
2⊗a
2
1⊗b
3
3, we show that there
is a rank 2 matrix φ21 in the kernel of T
∧
A2A1
: A1⊗A
∗
2 → A3⊗· · ·⊗An, and φ21(T ) ∈
S2A1 ⊗ (A3 ⊗ · · · ⊗An). So if for each 2 ≤ i ≤ n, T has the generic type of normal
form for σ3(Seg(PA1×PAi×P(A2⊗· · ·⊗ Âi⊗· · ·⊗An))), then similarly we have a
2× 2 matrix φi1 ∈ Ker(T
∧
AiA1
) with full rank, and φn1 ◦ · · · ◦φ21(T ) ∈ S
nA1. Since
each φi1 is nonsingular, T ∈ σ3(X) if and only if φn1 ◦ · · · ◦ φ21(T ) ∈ σ3(νn(PA1)),
where νn is the n-th Veronese embedding. Since the equations for σ3(νn(P
1)) are
known [11], we can check Strassen’s equations and 4× 4 minors of flattenings give
equations for σ3(X) in this situation. If for some 2 ≤ i ≤ n, say i = 2, T does not
have the generic normal form for σ3(X2), T must have the other type of normal
form T = a11 ⊗ a
2
1 ⊗ b
3
1 + a
1
1 ⊗ a
2
2 ⊗ b
3
2 + a
1
2 ⊗ a
2
1 ⊗ b
3
3. By considering 4× 4 minors
of T : A∗1 ⊗ A
∗
3 → A2 ⊗ A4 ⊗ · · · ⊗ An, T : A
∗
2 ⊗ A
∗
3 → A1 ⊗ A4 ⊗ · · · ⊗ An, and
T : A∗1 ⊗A
∗
2 ⊗A
∗
3 → A4 ⊗ · · · ⊗An, we deduce T ∈ σ3(X3). Then we use induction
to show T ∈ σ3(X) by checking each type of the normal forms in Theorem 1.7,
under the assumption that T is not of the generic normal form for σ3(X2). When
proceeding by induction, because dimT (A∗3 ⊗ · · · ⊗ A
∗
n) ≤ 3 we can view T as a
tensor in T (A∗3 ⊗ · · · ⊗A
∗
n)⊗A3 ⊗ · · · ⊗An and reduce most cases to Case 2. For
the remaining cases, we show directly T ∈ σ3(X).
Case 4: T ∈ σ2(X2), then T has one of the three types of the normal forms
in Proposition 1.5 for σ3(X2). We verify by induction that for each normal form
T ∈ σ3(X).

2. Proof of the main theorem
We only need to show that if T satisfies Strassen’s equations of all partitions
I ∪ J ∪ K = {1, . . . , n} and 4 × 4 minors of all flattenings I ∪ J = {1, . . . , n},
then T ∈ σ3(Seg(PA1 × · · · × PAn)). For each Ai we fix a basis {a
i
j} and its
dual basis {αij}. Let Xk := Seg(PA1 × · · · × PAk × P(Ak+1 ⊗ · · · ⊗ An)), and
X := Seg(PA1× · · · × PAn). For any flattening I ∪ J = {1, . . . , n}, 4× 4 minors of
T : A∗I → AJ vanish if and only if dimT (A
∗
I) ≤ 3. By Corollary 1.9, we can assume
3 ≥ dimA1 ≥ · · · ≥ dimAn ≥ 2. Since T satisfies Strassen’s equations of the
partition {1}∪ {2}∪ {3, . . . , n} and 4× 4 minors of all flattenings, by Theorem 1.3
we have T ∈ σ3(X2). We split our discussion into 4 cases to show T ∈ σ3(X).
2.1. Case 1: T ∈ σ3(X2) \ σ2(X2), T /∈ Sub3,2,...,2(A1 ⊗ · · · ⊗ An). Since T has
one of the normal forms in Theorem 1.7, we use induction to show T ∈ σ3(X) by
verifying each normal form.
Type 1: Without loss of generality, let T = a11⊗a
2
1⊗u1+a
1
2⊗a
2
2⊗u2+a
1
3⊗a
2
3⊗u3,
where ui ∈ A3⊗· · ·⊗An. dimT (A
∗
1⊗A
∗
3) ≤ 3 implies that ui : A
∗
3 → A4⊗· · ·⊗An
has rank ≤ 1 for all i, say ui = b
3
i ⊗ vi for some b
3
i ∈ A3 and vi ∈ A4 ⊗ · · · ⊗ An.
Therefore T = a11⊗a
2
1⊗b
3
1⊗v1+a
1
2⊗a
2
2⊗b
3
2⊗v2+a
1
3⊗a
2
3⊗b
3
3⊗v3, i.e. T ∈ σ3(X3).
Now we use induction, assume T = a11⊗a
2
1⊗b
3
1⊗· · ·⊗b
k
1+a
1
2⊗a
2
2⊗b
3
2⊗· · ·⊗b
k
2+
a13⊗a
2
3⊗b
3
3⊗· · ·⊗b
k
3 , then dimT (A
∗
1⊗A
∗
k) ≤ 3 implies that b
k
i : A
∗
k → Ak+1⊗· · ·⊗An
has rank ≤ 1 for all 1 ≤ i ≤ 3.
Type 2: T = a11 ⊗ a
2
1 ⊗ v
3
2 + a
1
1 ⊗ a
2
2 ⊗ v
3
1 + a
1
2 ⊗ a
2
1 ⊗ v
3
1 + a
1
3 ⊗ a
2
3 ⊗ v
3
3 , where
v3i ∈ A3⊗· · ·⊗An. Since T /∈ σ2(X2), v
3
1 and v
3
3 are non-zero. dimT (A
∗
1⊗A
∗
3) ≤ 3
implies v31 and v
3
3 : A
∗
3 → A4⊗· · ·⊗An have rank 1, say v
3
i = b
3
i ⊗v
4
i for i = 1, 3 and
EQUATIONS FOR THE THIRD SECANT VARIETY OF THE SEGRE PRODUCT OF n PROJECTIVE SPACES5
some b3i ∈ A3, v
4
i ∈ A4 ⊗ · · · ⊗An, and for each j = 2, 3, a
2
1 ⊗ v
3
2(α
3
j) + a
2
2 ⊗ v
3
1(α
3
j )
is a linear combination of a21 ⊗ v
3
2(α
3
1) + a
2
2 ⊗ v
3
1(α
3
1) and a
2
1 ⊗ v
3
1(α
3
1), then v
3
2 =
b31 ⊗ v
4
2 + b
3
2 ⊗ v
4
1 for some b
3
2 ∈ A3 and v
4
2 ∈ A4 ⊗ · · · ⊗ An. Thus T = a
1
2 ⊗ a
2
1 ⊗
b31⊗ v
4
1 + a
1
1⊗ a
2
1⊗ b
3
1⊗ v
4
2 + a
1
1⊗ a
2
1⊗ b
3
2⊗ v
4
1 + a
1
1⊗ a
2
2⊗ b
3
1⊗ v
4
1 + a
1
3⊗ a
2
3⊗ b
3
3⊗ v
4
3 .
Now we use induction, and assume that T =
k∑
i=1
b11 ⊗ · · · ⊗ b
i−1
1 ⊗ b
i
2 ⊗ b
i+1
1 ⊗
· · · ⊗ bk1 + b
1
3 ⊗ · · · ⊗ b
k
3 , where b
i
j = a
i
j for i = 1, 2 and 1 ≤ j ≤ 3. The induction
argument is similar to the case k = 3 above.
Type 3: T = a11 ⊗ a
2
2 ⊗ v
3
2 + a
1
2 ⊗ a
2
1 ⊗ v
3
2 + a
1
2 ⊗ a
2
2 ⊗ v
3
1 + a
1
1 ⊗ a
2
1 ⊗ v
3
3 +
a11 ⊗ a
2
3 ⊗ v
3
1 + a
1
3 ⊗ a
2
1 ⊗ v
3
1 , where v
3
i ∈ A3 ⊗ · · · ⊗ An. If v
3
1 = 0, T has been
discussed in Case 1 Type 1. If v32 = 0, T has been discussed in Case 1 Type
2. So we assume v31 and v
3
2 are non-zero. dimT (A
∗
1 ⊗ A
∗
3) ≤ 3 implies v
3
1 =
u31 ⊗ u
4
1, v
3
2 = u
3
1 ⊗ u
4
2 + u
3
2 ⊗ u
4
1 and v
3
3 = u
3
1 ⊗ u
4
3 + u
3
2 ⊗ u
4
2 + u
3
3 ⊗ u
4
1 for some
u31, u
3
2, u
3
3 ∈ A3, and u
4
1, u
4
2, u
4
3 ∈ A4⊗· · ·⊗An. Denote a
i
j by u
i
j when i = 1, 2, then
T =
∑
1≤i<j≤4
u11 ⊗ · · · ⊗ u
i
2 ⊗ · · · ⊗ u
j
2 ⊗ · · · ⊗ u
4
1 +
4∑
i=1
u11 ⊗ · · · ⊗ u
i
3 ⊗ · · · ⊗ u
4
1.
The induction argument is similar the above argument.
Type 4: T = a12⊗a
2
1⊗v
3
2+a
1
2⊗a
2
2⊗v
3
1+a
1
1⊗a
2
1⊗v
3
3+a
1
1⊗a
2
3⊗v
3
1+a
1
3⊗a
2
1⊗v
3
1
for some v3j ∈ A3 ⊗ · · · ⊗An. Since T /∈ σ2(X2), v
3
1 6= 0, then dimT (A
∗
1 ⊗A
∗
3) ≤ 3
implies v31 = u
3
1 ⊗ u
4
1, v
3
2 = u
3
1 ⊗ u
4
2 + u
3
2 ⊗ u
4
1, v
3
3 = u
3
1 ⊗ u
4
3 + u
3
3 ⊗ u
4
1 for some
u3j ∈ A3, u
4
j ∈ A4 ⊗ · · · ⊗An. Denote a
i
j by u
i
j for i = 1, 2, then T =
4∑
i=2
u12 ⊗ · · · ⊗
ui2 ⊗ · · · ⊗ u
4
1 +
4∑
i=1
u11 ⊗ · · · ⊗ u
i
3 ⊗ · · · ⊗ u
4
1.
The induction argument is similar.
2.2. Case 2: T ∈ σ3(X2)\σ2(X2), T ∈ Sub3,2,...,2(A1⊗· · ·⊗An)\Sub2,2,...,2(A1⊗
· · · ⊗An). We show T ∈ σ3(X) by induction on each type of the normal forms.
Type 1: T = a11 ⊗ b
2
1 ⊗ b
3
1 + a
1
2 ⊗ b
2
2 ⊗ b
3
2 + a
1
3 ⊗ b
2
3 ⊗ b
3
3, where b
2
j ∈ A2 and
b3j ∈ A3⊗· · ·⊗An. Without loss of generality, we can assume b
2
1 and b
2
2 are linearly
independent, then b23 = b
2
1 or b
2
3 = b
2
1 + b
2
2.
If b23 = a
2
1, since dim T (A
∗
2 ⊗ A
∗
3) ≤ 3, then either b
3
2 : A
∗
3 → A4 ⊗ · · · ⊗ An has
rank 1, or both b31 and b
3
3 have rank 1 as maps A
∗
3 → A4 ⊗ · · · ⊗An.
When b32 : A
∗
3 → A4 ⊗ · · · ⊗ An has rank 1, let b
3
2 = a
3
2 ⊗ b
4
2 for some b
4
2 ∈
A4 ⊗ · · · ⊗ An. We only need to consider the case that at least one of b
3
1 and
b33 : A
∗
3 → A4 ⊗ · · · ⊗ An has rank 2. Without loss of generality we can assume
b31 = u
3
1⊗ b
4
1+u
3
3⊗ b
4
3 for some u
3
i ∈ A3 and b
4
i ∈ A4⊗ · · ·⊗An where i = 1, 3, then
dimT (A∗1 ⊗ A
∗
3) ≤ 3 requires b
3
3(α
3
j) = xjb
4
1 + yjb
4
3 for some xj , yj , where j = 1, 2.
Consider A3 ⊗ V4, where V4 is spanned by b
4
1 and b
4
3, after a change of basis, we
can assume b31 = u
3
1 ⊗ b
4
1 + u
3
3 ⊗ b
4
3 and b
3
3 = λu
3
1 ⊗ b
4
1 + u
3
1 ⊗ b
4
3 + λu
3
3 ⊗ b
4
3, or
b33 = µu
3
1⊗ b
4
1+ νu
3
3⊗ b
4
3. Then T = T
′+ a12⊗ b
2
2⊗ a
3
2⊗ b
4
2, where T
′ = (a11+λa
1
3)⊗
b21⊗ u
3
1⊗ b
4
1+(a
1
1 +λa
1
3)⊗ b
2
1⊗ u
3
3⊗ b
4
3 + a
1
3⊗ b
2
1⊗ u
3
1⊗ b
4
3 ∈ T̂(a11+λa13)⊗b21⊗u31⊗b43X3,
or T = (a11 + µa
1
3)⊗ b
2
1 ⊗ u
3
1 ⊗ b
4
1 + (a
1
1 + νa
1
3)⊗ b
2
1 ⊗ u
3
3 ⊗ b
4
3 + a
1
2 ⊗ b
2
2 ⊗ a
3
2 ⊗ b
4
2.
When b31 and b
3
3 : A
∗
3 → A4 ⊗ · · · ⊗ An have rank 1, say b
3
1 = a
3
1 ⊗ b
4
1 and
b33 = u
3
3 ⊗ b
4
3 for some u
3
3 ∈ A3 and b
4
i ∈ A4 ⊗ · · · ⊗ An where i = 1, 3, and
6 YANG QI
assume b32 : A
∗
3 → A4 ⊗ · · · ⊗An has rank 2, dimT (A
∗
2 ⊗A
∗
3) ≤ 3 requires u
3
3 = a
3
1
up to a scalar, and dimT (A∗1 ⊗ A
∗
3) ≤ 3 requires b
4
1 = b
4
3 up to a scalar, then
T = (a11 + a
1
3)⊗ b
2
1 ⊗ a
3
1 ⊗ b
4
1 + a
1
2 ⊗ b
2
2 ⊗ a
3
1 ⊗ b
3
2(α
3
1) + a
1
2 ⊗ b
2
2 ⊗ a
3
2 ⊗ b
3
2(α
3
2).
If b23 = b
2
1 + b
2
2, dimT (A
∗
2 ⊗ A
∗
3) ≤ 3 implies b
3
1 or b
3
2 : A
∗
3 → A4 ⊗ · · · ⊗ An
has rank 1. If only one of them has rank 1, without loss of generality we assume
that b32 = a
3
1 ⊗ u
4
1 + a
3
2 ⊗ u
4
2, and b
3
1 = u
3
1 ⊗ u
4
3. dimT (A
∗
2 ⊗ A
∗
3) ≤ 3 implies
b33 = u
3
1 ⊗ u
4
4 for some u
4
4 ∈ A4 ⊗ · · · ⊗ An. dim T (A
∗
1 ⊗ A
∗
3) ≤ 3 requires that u
4
3
and u44 are linearly dependent, then we can assume u
4
4 = u
4
3. dimT (A
∗
1 ⊗ A
∗
3) ≤ 3
also requires u44 is a linear combination of u
4
1 and u
4
2. Consider A3 ⊗ V4, where
V4 is the subspace of A4 ⊗ · · · ⊗ An spanned by u
4
1 and u
4
2, after a change of
basis, we can assume b32 = a
3
1 ⊗ u
4
1 + a
3
2 ⊗ u
4
2 is still the identity matrix, and
b31 = b
3
3 = a
3
1 ⊗ u
4
2 or a
3
1 ⊗ u
4
1. Then T = (a
1
1 + a
1
3) ⊗ b
2
1 ⊗ a
3
1 ⊗ u
4
2 + T
′, where
T ′ = a12 ⊗ b
2
2 ⊗ a
3
1 ⊗ u
4
1 + a
1
2 ⊗ b
2
2 ⊗ a
3
2 ⊗ u
4
2 + a
1
3 ⊗ b
2
2 ⊗ a
3
1 ⊗ u
4
2 ∈ T̂a12⊗b22⊗a31⊗u42X3,
or T = (a11 + a
1
3)⊗ b
2
1 ⊗ a
3
1 ⊗ u
4
1 + (a
1
2 + a
1
3)⊗ b
2
2 ⊗ a
3
1 ⊗ u
4
1 + a
1
2 ⊗ b
2
2 ⊗ a
3
2 ⊗ u
4
2.
If both b31 and b
3
2 have rank 1, let b
3
1 = a
3
1 ⊗ u
4
1 and b
3
2 = u
3
2 ⊗ u
4
2. If u
4
1 and
u42 are linearly independent, dimT (A
∗
1 ⊗ A
∗
3) ≤ 3 implies b
3
3 : A
∗
3 → A4 ⊗ · · · ⊗ An
has rank 1. If u41 and u
4
2 are dependent, say u
4
1 = u
4
2, and if u
3
2 = a
3
1 up to a
scalar, since dimT (A∗1 ⊗ A
∗
3) ≤ 3, then b
3
3(α
3
1) = xb
3
3(α
3
2) + yu
4
1 for some x, y. So
T = (a11+ya
1
3)⊗b
2
1⊗a
3
1⊗u
4
1+(a
1
2+ya
1
3)⊗b
2
2⊗a
3
1⊗u
4
1+a
1
3⊗(b
2
1+b
2
2)⊗(xa
3
1+a
3
2)⊗b
3
3(α
3
2).
If u32 and a
3
1 are independent, we can assume u
3
2 = a
3
2, since dim T (A
∗
2 ⊗ A
∗
3) ≤ 3,
then b33 : A
∗
3 → A4 ⊗ · · · ⊗An has rank 1.
Now we use induction. Assume T = a11 ⊗ b
2
1 ⊗ · · · ⊗ b
k
1 + a
1
2 ⊗ b
2
2 ⊗ · · · ⊗ b
k
2 +
a13 ⊗ b
2
3 ⊗ · · · ⊗ b
k
3 , without loss of generality we can assume b
2
1 = a
2
1, b
2
2 = a
2
2, then
b23 = a
2
1 or b
2
3 = a
2
1 + a
2
2. The induction argument is similar to the case k = 3.
Type 2: T = a11⊗ b
2
1⊗ b
3
2+a
1
1⊗ b
2
2⊗ b
3
1+a
1
2⊗ b
2
1⊗ b
3
1+a
1
3⊗ b
2
3⊗ b
3
3, without loss
of generality we can assume b21 = a
2
1 and b
2
2 = a
2
2, then b
2
3 = a
2
1, or b
2
3 = a
2
2 + λa
2
1
for some λ ∈ C.
When b23 = a
2
1, dimT (A
∗
2⊗A
∗
3) ≤ 3 forces b
3
1 : A
∗
3 → A4⊗· · ·⊗An has rank 1, say
b31 = a
3
1⊗ b
4
1. If b
3
3 : A
∗
3 → A4⊗ · · ·⊗An has rank 2, say b
3
3 = a
3
1⊗ b
4
2+ a
3
2⊗ b
4
3, then
dimT (A∗1 ⊗A
∗
3) ≤ 3 requires that b
4
1 and b
3
2(α
3
2) are both in the subspace spanned
by b42 and b
4
3. After a change of basis, we can assume that b
3
3 = a
3
1 ⊗ b
4
2 + a
3
2 ⊗ b
4
3,
and b31 = a
3
1 ⊗ b
4
2 or b
3
1 = a
3
1 ⊗ b
4
3. We can assume b
3
2(α
3
2) = b
4
2 + λb
4
3 or b
3
2(α
3
2) = b
4
3.
So we have four cases:
Case 1: If b31 = a
3
1 ⊗ b
4
3 and b
3
2(α
3
2) = b
4
2 + λb
4
3, T = a
1
1 ⊗ a
2
1 ⊗ a
3
1 ⊗ b
3
2(α
3
1) + a
1
1 ⊗
a21 ⊗ (λa
3
2)⊗ b
4
3 + a
1
1 ⊗ a
2
2 ⊗ a
3
1 ⊗ b
4
3 + a
1
2 ⊗ a
2
1 ⊗ a
3
1 ⊗ b
4
3 + a
1
1 ⊗ a
2
1 ⊗ a
3
2 ⊗ b
4
2 + a
1
3 ⊗
a21 ⊗ a
3
1 ⊗ b
4
2 + a
1
3 ⊗ a
2
1 ⊗ a
3
2 ⊗ b
4
3. Let S(t) = (a
1
1 + ta
1
3 + t
2a12)⊗ (a
2
1 + t
2a22)⊗ (a
3
1 +
ta32 + t
2λa32)⊗ (b
4
3 + tb
4
2 + t
2b32(α
3
1)), then T = S
′′(0).
Case 2: If b31 = a
3
1⊗ b
4
3 and b
3
2(α
3
2) = b
4
3, then T = T
′+T ′′, where T ′ = a11⊗ a
2
1⊗
a31⊗b
3
2(α
3
1)+a
1
1⊗a
2
1⊗a
3
2⊗b
4
3+a
1
1⊗a
2
2⊗a
3
1⊗b
4
3+a
1
2⊗a
2
1⊗a
3
1⊗b
4
3 ∈ T̂a11⊗a21⊗a31⊗b43X3,
and T ′′ = a13 ⊗ a
2
1 ⊗ a
3
1 ⊗ b
4
2 + a
1
3 ⊗ a
2
1 ⊗ a
3
2 ⊗ b
4
3 ∈ T̂a13⊗a21⊗a31⊗b43X3.
Case 3: If b31 = a
3
1⊗ b
4
2 and b
3
2(α
3
2) = b
4
2+λb
4
3, T = T
′+(λa11+a
1
3)⊗a
2
1⊗a
3
2⊗ b
4
3,
where T ′ = a11 ⊗ a
2
1 ⊗ a
3
1 ⊗ b
3
2(α
3
1) + a
1
1 ⊗ a
2
1 ⊗ a
3
2 ⊗ b
4
2 + a
1
1 ⊗ a
2
2 ⊗ a
3
1 ⊗ b
4
2 + (a
1
2 +
a13)⊗ a
2
1 ⊗ a
3
1 ⊗ b
4
2 ∈ T̂a11⊗a21⊗a31⊗b42X3.
Case 4: If b31 = a
3
1⊗b
4
2 and b
3
2(α
3
2) = b
4
3, then T = T
′+(a11+a
1
3)⊗a
2
1⊗a
3
2⊗b
4
3, where
T ′ = a11⊗a
2
1⊗a
3
1⊗b
3
2(α
3
1)+a
1
1⊗a
2
2⊗a
3
1⊗b
4
2+(a
1
2+a
1
3)⊗a
2
1⊗a
3
1⊗b
4
2 ∈ T̂a11⊗a21⊗a31⊗b42X3.
If b33 : A
∗
3 → A4 ⊗ · · · ⊗An has rank 1, say b
3
3 = (xa
3
1 + ya
3
2)⊗ b
4
3, and b
4
1 and b
4
3
are linearly independent, dim T (A∗1 ⊗A
∗
3) ≤ 3 forces b
3
2(α
3
2) is a linear combination
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of b41 and b
4
3. We can assume b
3
2(α
3
2) = b
4
1 or b
3
2(α
3
2) = b
4
3 + λb
4
1. If b
3
2(α
3
2) = b
4
1,
T = T ′+a13⊗a
2
1⊗(xa
3
1+ya
3
2)⊗b
4
3, where T
′ = a11⊗a
2
1⊗a
3
1⊗b
3
2(α
3
1)+a
1
1⊗a
2
1⊗a
3
2⊗
b41 + a
1
1 ⊗ a
2
2 ⊗ a
3
1 ⊗ b
4
1 + a
1
2 ⊗ a
2
1 ⊗ a
3
1 ⊗ b
4
1 ∈ T̂a11⊗a21⊗a31⊗b41X3. If b
3
2(α
3
2) = b
4
3 + λb
4
1,
we can assume b33 = a
3
2 ⊗ b
4
3 or b
3
3 = (a
3
1 + µa
3
2) ⊗ b
4
3. If b
3
3 = a
3
2 ⊗ b
4
3, then
T = T ′+(a11+a
1
3)⊗a
2
1⊗a
3
2⊗b
4
3, where T
′ = a11⊗a
2
1⊗a
3
1⊗b
3
2(α
3
1)+a
1
1⊗a
2
1⊗(λa
3
2)⊗
b41+ a
1
1⊗ a
2
2⊗ a
3
1⊗ b
4
1+ a
1
2⊗ a
2
1⊗ a
3
1⊗ b
4
1 ∈ T̂a11⊗a21⊗a31⊗b41X3. If b
3
3 = (a
3
1+µa
3
2)⊗ b
4
3,
and if µ 6= 0, let a˜32 = a
3
1 + µa
3
2, then T = T
′ + (1/µa11 + a
1
3) ⊗ a
2
1 ⊗ a˜
3
2 ⊗ b
4
3,
where T ′ = a11 ⊗ a
2
1 ⊗ a
3
1 ⊗ [b
3
2(α
3
1)− 1/µ(b
4
3 + λb
4
1)] + a
1
1 ⊗ a
2
1 ⊗ (λ/µa˜
3
2)⊗ b
4
1 + a
1
1 ⊗
a22 ⊗ a
3
1 ⊗ b
4
1 + a
1
2 ⊗ a
2
1 ⊗ a
3
1 ⊗ b
4
1 ∈ T̂a11⊗a21⊗a31⊗b41X3. If µ = 0, T = T
′ + T ′′, where
T ′ = a11⊗a
2
1⊗a
3
1⊗b
3
2(α
3
1)+a
1
1⊗a
2
1⊗(λa
3
2)⊗b
4
1+a
1
1⊗a
2
2⊗a
3
1⊗b
4
1+a
1
2⊗a
2
1⊗a
3
1⊗b
4
1 ∈
T̂a1
1
⊗a2
1
⊗a3
1
⊗b4
1
X3, and T
′′ = a11⊗ a
2
1⊗ a
3
2⊗ b
4
3+ a
1
3⊗ a
2
1⊗ a
3
1⊗ b
4
3 ∈ T̂a11⊗a21⊗a31⊗b43X3.
If b41 and b
4
3 are linearly dependent, say b
4
1 = b
4
3, then T = T
′ + T ′′, where T ′ =
a11⊗a
2
1⊗a
3
1⊗b
3
2(α
3
1)+a
1
1⊗a
2
2⊗a
3
1⊗b
4
1+(a
1
2+xa
1
3)⊗a
2
1⊗a
3
1⊗b
4
1 ∈ T̂a11⊗a21⊗a31⊗b41X3,
and T ′′ = a11 ⊗ a
2
1 ⊗ a
3
2 ⊗ b
3
2(α
3
2) + (ya
1
3)⊗ a
2
1 ⊗ a
3
2 ⊗ b
4
1 ∈ T̂a11⊗a21⊗a32⊗b41X3.
When b23 = a
2
2+λa
2
1, dimT (A
∗
2⊗A
∗
3) ≤ 3 implies three cases. Case 1: b
3
1 = a
3
1⊗b
4
1
and b32 = a
3
1⊗b
4
2 for some b
4
1, b
4
2 ∈ A4⊗· · ·⊗An; Case 2: b
3
1 = a
3
1⊗b
4
1 and b
3
3 = a
3
1⊗b
4
3
for some b41, b
4
3 ∈ A4 ⊗ · · · ⊗ An; Case 3: b
3
1 = a
3
1 ⊗ b
4
1 and b
3
3 = a
3
2 ⊗ b
4
3 for some
b41, b
4
3 ∈ A4 ⊗ · · · ⊗An.
For case 1, if b33 = u
3
3 ⊗ u
4
3 for some u
3
3 ∈ A3 and u
4
3 ∈ A4 ⊗ · · · ⊗ An, then
T = T ′ + a13 ⊗ (a
2
2 + λa
2
1) ⊗ u
3
3 ⊗ u
4
3, where T
′ = a11 ⊗ a
2
1 ⊗ a
3
1 ⊗ b
4
2 + a
1
1 ⊗ a
2
2 ⊗
a31 ⊗ b
4
1 + a
1
2 ⊗ a
2
1 ⊗ a
3
1 ⊗ b
4
1 ∈ T̂a11⊗a21⊗a31⊗b41X3. If b
3
3 : A
∗
3 → A4 ⊗ · · · ⊗ An has
rank 2, dimT (A∗1 ⊗ A
∗
3) ≤ 3 requires b
4
1 = b
4
2 up to a scalar, and b
4
1 is a linear
combination of b33(α
3
1) and b
3
3(α
3
2), say b
3
3(α
3
1) = xb
3
3(α
3
2) + yb
4
1 or b
4
1 = b
3
3(α
3
2)
up to a scalar, then T = (a11 + a
1
2 + yλa
1
3) ⊗ a
2
1 ⊗ a
2
1 ⊗ a
3
1 ⊗ b
4
1 + (a
1
1 + ya
1
3) ⊗
a22 ⊗ a
3
1 ⊗ b
4
1 + a
1
3 ⊗ (a
2
2 + λa
2
1) ⊗ (xa
3
1 + a
3
2) ⊗ b
3
3(α
3
2), or T = T
′ + T ′′, where
T ′ = a11⊗a
2
2⊗a
3
1⊗ b
4
1+a
1
3⊗a
2
2⊗a
3
1⊗ b
3
3(α
3
1)+a
1
3⊗a
2
2⊗a
3
2⊗ b
4
1 ∈ T̂a13⊗a22⊗a31⊗b41X3,
and T ′′ = (a11 + a
1
2)⊗ a
2
1⊗ a
3
1⊗ b
4
1+ a
1
3⊗ a
2
1⊗ a
3
1⊗ λb
3
3(α
3
1) + a
1
3⊗ a
2
1⊗ (λa
3
2)⊗ b
4
1 ∈
T̂a1
3
⊗a2
1
⊗a3
1
⊗b4
1
X3.
For case 2, if b43 = b
4
1 up to a scalar, then b
3
1 = b
3
3 up to a scalar, and T =
a11⊗a
2
1⊗ b
3
2+(a
1
1+a
1
3)⊗a
2
2⊗ b
3
1+(a
1
2+λa
1
3)⊗a
2
1⊗ b
3
1, which is discussed in Case 2
Type 1. Hence we assume b41 and b
4
3 are linearly independent. dim T (A
∗
1⊗A
∗
3) ≤ 3
implies b32(α
3
2) = b
4
1 up to a scalar, then T = T
′ + a13 ⊗ (a
2
2 + λa
2
1)⊗ a
3
1 ⊗ b
4
3, where
T ′ = a11⊗a
2
1⊗a
3
1⊗ b
3
2(α
3
1)+a
1
1⊗a
2
1⊗a
3
2⊗ b
4
1+a
1
1⊗a
2
2⊗a
3
1⊗ b
4
1+a
1
2⊗a
2
1⊗a
3
1⊗ b
4
1 ∈
T̂a1
1
⊗a2
1
⊗a3
1
⊗b4
1
X3.
For case 3, dim T (A∗2 ⊗ A
∗
3) ≤ 3 requires b
3
2(α
3
2) = b
4
1 up to a scalar. Then
T = T ′ + a13 ⊗ (a
2
2 + λa
2
1)⊗ a
3
2 ⊗ b
4
3, where T
′ = a11 ⊗ a
2
1 ⊗ a
3
1 ⊗ b
3
2(α
3
1) + a
1
1 ⊗ a
2
1 ⊗
a32 ⊗ b
4
1 + a
1
1 ⊗ a
2
2 ⊗ a
3
1 ⊗ b
4
1 + a
1
2 ⊗ a
2
1 ⊗ a
3
1 ⊗ b
4
1 ∈ T̂a11⊗a21⊗a31⊗b41X3.
Now we assume T =
k∑
i=1
b11⊗ · · · ⊗ b
i−1
1 ⊗ b
i
2⊗ b
i+1
1 ⊗ · · · ⊗ b
k
1 + b
1
3⊗ · · · ⊗ b
k
3 . The
induction argument is similar to the case k = 3.
Type 3: T = a11⊗ b
2
2⊗ b
3
2 + a
1
2⊗ b
2
1⊗ b
3
2 + a
1
2⊗ b
2
2⊗ b
3
1 + a
1
1⊗ b
2
1⊗ b
3
3 + a
1
1⊗ b
2
3⊗
b31 + a
1
3 ⊗ b
2
1 ⊗ b
3
1. Without loss of generality, we can assume b
2
1 = a
2
1, b
2
2 = a
2
2, and
b23 = xa
2
1 + ya
2
2. dim T (A
∗
2 ⊗ A
∗
3) ≤ 3 implies two cases. Case 1: b
3
1 = a
3
1 ⊗ b
4
1 for
some b41 ∈ A4 ⊗ · · · ⊗An, b
3
2(α
3
2) = b
4
1 up to a scalar, and b
3
2(α
3
1) = b
3
3(α
3
2) + λb
4
1 for
some λ ∈ C; Case 2: b31 = a
3
1⊗ b
4
1, and b
3
2 = a
3
1⊗ b
4
2 for some b
4
1, b
4
2 ∈ A4⊗ · · · ⊗An.
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For case 1, T = a11⊗a
2
2⊗a
3
1⊗ b
3
3(α
3
2)+a
1
1⊗a
2
2⊗a
3
2⊗ b
4
1+a
1
2⊗a
2
1⊗a
3
1⊗ b
3
3(α
3
2)+
a12⊗a
2
1⊗a
3
2⊗ b
4
1+a
1
2⊗a
2
2⊗a
3
1⊗ b
4
1+a
1
1⊗a
2
1⊗a
3
2⊗ b
3
3(α
3
2)+a
1
1⊗a
2
1⊗a
3
1⊗ b
3
3(α
3
1)+
a11 ⊗ (y + λ)a
2
2 ⊗ a
3
1 ⊗ b
4
1 + (xa
1
1 + λa
1
2 + a
1
3)⊗ a
2
1 ⊗ a
3
1 ⊗ b
4
1. Let S(t) = [a
1
1 + ta
1
2 +
t2(xa11+λa
1
2+ a
1
3)]⊗ [a
2
1+ ta
2
2+ t
2(y+λ)a22]⊗ (a
3
1+ ta
3
2)⊗ [b
4
1+ tb
3
3(α
3
2)+ t
2b33(α
3
1)],
then T = S′′(0).
For case 2, if b42 = λb
4
1 for some λ ∈ C, then b
3
2 = λb
3
1, T = [(y+λ)a
1
1+a
1
2]⊗a
2
2⊗
b31+(xa
1
1+λa
1
2+a
1
3)⊗a
2
1⊗ b
3
1+a
1
1⊗a
2
1⊗ b
3
3, which is discussed in Case 2 Type 1.
Thus we assume b41 and b
4
2 are independent. dimT (A
∗
1⊗A
∗
3) ≤ 3 implies b
3
3(α
3
2) = b
4
1
up to a scalar, so T = a11⊗a
2
2⊗a
3
1⊗ b
4
2+a
1
2⊗a
2
1⊗a
3
1⊗ b
4
2+a
1
2⊗a
2
2⊗a
3
1⊗ b
4
1+a
1
1⊗
a21⊗a
3
1⊗b
3
3(α
3
1)+a
1
1⊗a
2
1⊗a
3
2⊗b
4
1+a
1
1⊗(xa
2
1+ya
2
2)⊗a
3
1⊗b
4
1+a
1
3⊗a
2
1⊗a
3
1⊗b
4
1. Let
S(t) = [a11+ta
1
2+t
2a13]⊗ [a
2
1+ta
2
2+t
2(xa21+ya
2
2)]⊗(a
3
1+t
2a32)⊗ [b
4
1+tb
4
2+t
2b33(α
3
1)],
then T = S′′(0).
Now we assume T =
∑
i<j
b11⊗· · ·⊗ b
i−1
1 ⊗ b
i
2⊗ b
i+1
1 ⊗· · ·⊗ b
j−1
1 ⊗ b
j
2⊗ b
j+1
1 ⊗· · ·⊗
bk1 +
k∑
i=1
b11⊗ · · ·⊗ b
i−1
1 ⊗ b
i
3⊗ b
i+1
1 ⊗ · · ·⊗ b
k
1 , and use induction to show T ∈ σ3(X).
The induction argument is similar to the case k = 3.
Type 4: T = a12⊗ b
2
1⊗ b
3
2+a
1
2⊗ b
2
2⊗ b
3
1+a
1
1⊗ b
2
1⊗ b
3
3+a
1
1⊗ b
2
3⊗ b
3
1+a
1
3⊗ b
2
1⊗ b
3
1.
If b22 = b
2
1, T = a
1
2⊗ b
2
1⊗ b
3
2+a
1
1⊗ b
2
1⊗ b
3
3+a
1
1⊗ b
2
3⊗ b
3
1+(a
1
2+a
1
3)⊗ b
2
1⊗ b
3
1, which is
discussed in Case 2 Type 2. Hence we can assume b2i = a
2
i for 1 ≤ i ≤ 2. Assume
b23 = xa
2
1 + ya
2
2, then T = (ya
1
1 + a
1
2)⊗ a
2
1 ⊗ b
3
2 + (ya
1
1 + a
1
2)⊗ a
2
2 ⊗ b
3
1 + a
1
1 ⊗ a
2
1 ⊗
(b33 − yb
3
2) + (xa
1
1 + a
1
3) ⊗ a
2
1 ⊗ b
3
1. Therefore after a change of basis, we only need
to consider the case T = a12 ⊗ a
2
1 ⊗ b
3
2 + a
1
2 ⊗ a
2
2 ⊗ b
3
1 + a
1
1 ⊗ a
2
1 ⊗ b
3
3 + a
1
3 ⊗ a
2
1 ⊗ b
3
1.
dimT (A∗2 ⊗A
∗
3) ≤ 3 implies b
3
1 : A
∗
3 → A4 ⊗ · · · ⊗An has rank 1, say b
3
1 = a
3
1 ⊗ b
4
1
for some b41 ∈ A4 ⊗ · · · ⊗An.
If b33(α
3
1) and b
3
3(α
3
2) are linearly independent, dimT (A
∗
1 ⊗ A
∗
3) ≤ 3 implies
b41, b
3
2(α
3
2) are in V4, where V4 is spanned by b
3
3(α
3
1) and b
3
3(α
3
2). For the subspace
A3 ⊗ V4, after a change of basis, we can assume a
3
1 and a
3
1 ⊗ b
3
3(α
3
1) + a
3
2 ⊗ b
3
3(α
3
2)
are preserved, and b41 = b
3
3(α
3
1), or b
4
1 = b
3
3(α
3
2). So we have two cases:
Case 1: If b41 = b
3
3(α
3
1), assume b
3
2(α
3
2) = xb
3
3(α
3
1)+yb
3
3(α
3
2), then T = T
′+(ya12+
a11)⊗a
2
1⊗a
3
2⊗ b
3
3(α
3
2), where T
′ = a12⊗a
2
1⊗a
3
1⊗ b
3
2(α
3
1)+a
1
2⊗a
2
1⊗ (xa
3
2)⊗ b
3
3(α
3
1)+
a12 ⊗ a
2
2 ⊗ a
3
1 ⊗ b
3
3(α
3
1) + (a
1
1 + a
1
3)⊗ a
2
1 ⊗ a
3
1 ⊗ b
3
3(α
3
1) ∈ T̂a12⊗a21⊗a31⊗b33(α31)X3.
Case 2: If b41 = b
3
3(α
3
2), we can assume b
3
2(α
3
2) = b
3
3(α
3
1) + λb
3
3(α
3
2) for some
λ ∈ C, or b32(α
3
2) = λb
3
3(α
3
2). If b
3
2(α
3
2) = b
3
3(α
3
1) + λb
3
3(α
3
2), T = a
1
2 ⊗ a
2
1 ⊗ a
3
1 ⊗
b32(α
3
1) + a
1
2 ⊗ a
2
1 ⊗ (λa
3
2)⊗ b
3
3(α
3
2) + a
1
2⊗ a
2
2 ⊗ a
3
1 ⊗ b
3
3(α
3
2) + a
1
3 ⊗ a
2
1⊗ a
3
1 ⊗ b
3
3(α
3
2) +
a12 ⊗ a
2
1 ⊗ a
3
2 ⊗ b
3
3(α
3
1) + a
1
1 ⊗ a
2
1 ⊗ a
3
1 ⊗ b
3
3(α
3
1) + a
1
1 ⊗ a
2
1 ⊗ a
3
2 ⊗ b
3
3(α
3
2). Let S(t) =
(a12+ta
1
1+t
2a13)⊗(a
2
1+t
2a22)⊗(a
3
1+ta
3
2+t
2λa32)⊗(b
3
3(α
3
2)+tb
3
3(α
3
1)+t
2b32(α
3
1)), then
T = S′′(0). If b32(α
3
2) = λb
3
3(α
3
2), T = T
′+T ′′, where T ′ = a12⊗a
2
1⊗a
3
1⊗b
3
2(α
3
1)+a
1
2⊗
a21⊗λa
3
2⊗b
3
3(α
3
2)+a
1
2⊗a
2
2⊗a
3
1⊗b
3
3(α
3
2)+a
1
3⊗a
2
1⊗a
3
1⊗b
3
3(α
3
2) ∈ T̂a12⊗a21⊗a31⊗b33(α32)X3,
and T ′′ = a11 ⊗ a
2
1 ⊗ a
3
1 ⊗ b
3
3(α
3
1) + a
1
1 ⊗ a
2
1 ⊗ a
3
2 ⊗ b
3
3(α
3
2) ∈ T̂a11⊗a21⊗a31⊗b33(α32)X3.
If b33(α
3
2) = λb
3
3(α
3
1) for some λ ∈ C, then we can assume b
3
3 = a
3
1 ⊗ b
3
3(α
3
1) or
b33 = a
3
2 ⊗ b
3
3(α
3
1). Thus we have four cases:
Case 1: If b33 = a
3
1⊗b
3
3(α
3
1), b
3
3(α
3
1) and b
4
1 are linearly independent, we can assume
b32(α
3
2) = xb
4
1+yb
3
3(α
3
1) for some x, y ∈ C due to dimT (A
∗
1⊗A
∗
3), then T = T
′+T ′′,
where T ′ = a12⊗a
2
1⊗a
3
1⊗b
3
2(α
3
1)+a
1
2⊗a
2
1⊗xa
3
2⊗b
4
1+a
1
2⊗a
2
2⊗a
3
1⊗b
4
1+a
1
3⊗a
2
1⊗a
3
1⊗b
4
1 ∈
T̂a1
2
⊗a2
1
⊗a3
1
⊗b4
1
X3, and T
′′ = a12 ⊗ a
2
1 ⊗ ya
3
2 ⊗ b
3
3(α
3
1) + a
1
1 ⊗ a
2
1 ⊗ a
3
1 ⊗ b
3
3(α
3
1) ∈
T̂a1
2
⊗a2
1
⊗a3
1
⊗b3
3
(α3
1
)X3.
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Case 2: If b33 = a
3
1⊗ b
3
3(α
3
1) and b
3
3(α
3
1) = µb
4
1 for some µ ∈ C, T = T
′+a12⊗a
2
1⊗
a32 ⊗ b
3
2(α
3
2), where T
′ = a12 ⊗ a
2
1 ⊗ a
3
1 ⊗ b
3
2(α
3
1) + a
1
2 ⊗ a
2
2 ⊗ a
3
1 ⊗ b
4
1 + (µa
1
1 + a
1
3) ⊗
a21 ⊗ a
3
1 ⊗ b
4
1 ∈ T̂a12⊗a21⊗a31⊗b41X3.
Case 3: If b33 = a
3
2 ⊗ b
3
3(α
3
1), b
3
3(α
3
1) and b
4
1 are linearly independent, we can
assume b32(α
3
2) = xb
4
1 + yb
3
3(α
3
1) due to dim T (A
∗
1⊗A
∗
3), then T = T
′+(ya12 + a
1
1)⊗
a21⊗ a
3
2⊗ b
3
3(α
3
1), where T
′ = a12⊗ a
2
1⊗ a
3
1⊗ b
3
2(α
3
1) + a
1
2⊗ a
2
1⊗ xa
3
2⊗ b
4
1 + a
1
2⊗ a
2
2⊗
a31 ⊗ b
4
1 + a
1
3 ⊗ a
2
1 ⊗ a
3
1 ⊗ b
4
1 ∈ T̂a12⊗a21⊗a31⊗b41X3.
Case 4: If b33 = a
3
2⊗b
3
3(α
3
1) and b
3
3(α
3
1) = µb
4
1 for some µ ∈ C, T = T
′+T ′′, where
T ′ = a12⊗a
2
1⊗a
3
1⊗ b
3
2(α
3
1)+a
1
2⊗a
2
2⊗a
3
1⊗ b
4
1+a
1
3⊗a
2
1⊗a
3
1⊗ b
4
1 ∈ T̂a12⊗a21⊗a31⊗b41X3,
and T ′′ = a11 ⊗ a
2
1 ⊗ a
3
2 ⊗ µb
4
1 + a
1
2 ⊗ a
2
1 ⊗ a
3
2 ⊗ b
3
2(α
3
2) ∈ T̂a12⊗a21⊗a32⊗b41X3.
Now assume T =
k∑
i=2
b12 ⊗ b
2
1 ⊗ · · · ⊗ b
i−1
1 ⊗ b
i
2 ⊗ b
i+1
1 ⊗ · · · ⊗ b
k
1 +
k∑
i=1
b11 ⊗ · · · ⊗
bi−11 ⊗ b
i
3 ⊗ b
i+1
1 ⊗ · · · ⊗ b
k
1 , and use induction to show T ∈ σ3(X). The induction
argument is similar to the case k = 3.
2.3. Case 3: T ∈ σ3(X2)\σ2(X2), T ∈ Sub2,2,...,2(A1⊗· · ·⊗An). Since dimT (A
∗
3⊗
· · · ⊗ A∗n) ≤ 3, then after a change of basis we can assume T (A
∗
3 ⊗ · · · ⊗ A
∗
n) ⊂ V ,
where V is spanned by {a11⊗a
2
1+a
1
2⊗a
2
2, a
1
1⊗a
2
2, a
1
2⊗a
2
1} or {a
1
1⊗a
2
1, a
1
1⊗a
2
2, a
1
2⊗a
2
1}.
So T has 2 types of normal forms.
Type 1: T = (a11 ⊗ a
2
1 + a
1
2 ⊗ a
2
2)⊗ b
3
1 + a
1
1 ⊗ a
2
2 ⊗ b
3
2 + a
1
2 ⊗ a
2
1 ⊗ b
3
3, we reduce
the problem to finding equations for σ3(νn(P
1)), which has been settled.
Lemma 2.1. Let T ∈ A ⊗ B ⊗ C, where dimA = dimB. If there is an element
φ ∈ Ker(T∧BA) with full rank, then φ(T ) ∈ S
2A⊗ C.
Proof of the lemma. Let {ai}, {bj}, {ck} be bases for A, B, C respectively, and
{ai}, {bj}, {ck} their dual bases. Let T =
∑
αijkai⊗ bj ⊗ ck, then T
∧
BA : al⊗ b
j 7→∑
i,k α
ijk(al ∧ ai)⊗ ck. Let φ =
∑
βljal⊗ b
j ∈ Ker(T∧BA), then
∑
βljα
ijk(al ∧ ai)⊗
ck = 0, which means
∑
j β
l
jα
ijk =
∑
j β
i
jα
ljk. Since φ(T ) =
∑
βljα
ijkai ⊗ al ⊗ ck,
then φ(T ) ∈ S2A⊗ C.

Let V be a complex vector space. Given φ ∈ SdV , let φa,d−a ∈ S
aV ⊗
Sd−aV denote the (a, d − a)-polarization of φ. As a linear map SaV ∗ → Sd−aV ,
rank(φa,d−a) ≤ r if [φ] ∈ σr(νd(PV )) [11].
Theorem 2.2 ([11]). σ3(ν3(P
n)) is ideal theoretically defined by Aronhold invariant
and size 4 minors of φ1,2. σ3(νd(P
n)) is scheme theoretically defined by size 4
minors of φ2,2 and φ1,3 when d ≥ 4.
Now given any T ∈ A1 ⊗ · · · ⊗An, if there is some 1 ≤ i ≤ n, and for any j 6= i,
there is a φji ∈ Ker(T
∧
AjAi
) with full rank, then T˜ = φni ◦ · · · ◦ φ1i(T ) ∈ S
nAi
has the same rank with T . If T satisfies 4 × 4 minors of flattenings, T˜ satisfies
size 4 minors of symmetric flattenings, by Theorem 2.2 T˜ ∈ σ3(νn(P
1)), then T ∈
σ3(X). If T is of Type 1, we always have a
1
1 ⊗ a
2
2 + a
1
2 ⊗ a
2
1 ∈ Ker(T
∧
A2A1
) with
full rank, hence if for any 2 ≤ i ≤ n, T is of Type 1 when viewed as a tensor
in A1 ⊗ Ai ⊗ (A2 ⊗ · · · ⊗ Ai−1 ⊗ Âi ⊗ Ai+1 ⊗ · · · ⊗ An), then T ∈ σ3(X). If
T ∈ A1⊗A2⊗ (A3 ⊗ · · · ⊗An) is not of Type 1, then it must be of Type 2, and we
will use induction to show that T ∈ σ3(X) in this situation.
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Type 2: T = a11⊗a
2
1⊗b
3
1+a
1
1⊗a
2
2⊗b
3
2+a
1
2⊗a
2
1⊗b
3
3, the dimension of T (A
∗
2⊗A
∗
3)
implies b33 : A
∗
3 → A4 ⊗ · · · ⊗An has rank 1, or b
3
2 : A
∗
3 → A4⊗ · · · ⊗An has rank 1.
If b33 : A
∗
3 → A4⊗· · ·⊗An has rank 1, say b
3
3 = a
3
1⊗b
4
3, and b
3
2 : A
∗
3 → A4⊗· · ·⊗An
has rank 2, say b32 = a
3
1 ⊗ b
4
1 + a
3
2 ⊗ b
4
2, then dimT (A
∗
2 ⊗ A
∗
3) ≤ 3 implies b
3
1(α
3
2) =
λb41 + µb
4
2 for some λ, µ ∈ C. If b
4
3, b
4
1 and b
4
2 are linearly independent, then
dimT (A∗1 ⊗ A
∗
2 ⊗ A
∗
3) ≤ 3 forces b
3
1(α
3
1) = xb
4
3 + yb
4
1 + zb
4
2 for some x, y, z ∈ C,
thus T = a11 ⊗ a
2
1 ⊗ (ya
3
1 ⊗ b
4
1 + za
3
1 ⊗ b
4
2 + λa
3
2 ⊗ b
4
1 + µa
3
2 ⊗ b
4
2) + a
1
1 ⊗ a
2
2 ⊗
(a31 ⊗ b
4
1 + a
3
2 ⊗ b
4
2) + (xa
1
1 + a
1
2) ⊗ a
2
1 ⊗ a
3
1 ⊗ b
4
3. For the subspace A3 ⊗ V4, where
V4 ⊂ A4 ⊗ · · · ⊗An is spanned by b
4
1 and b
4
2, after a change of basis we can assume
a31 ⊗ b
4
1 + a
3
2 ⊗ b
4
2 is preserved, a
3
1 is mapped to ua
3
1 + va
3
2 for some u, v ∈ C, and
ya31 ⊗ b
4
1 + za
3
1 ⊗ b
4
2 + λa
3
2 ⊗ b
4
1 + µa
3
2 ⊗ b
4
2 is of the Jordan canonical form, i.e.
a31 ⊗ b
4
1 + a
3
2 ⊗ b
4
2, or a
3
1 ⊗ b
4
1, or a
3
1 ⊗ b
4
2, or βa
3
1 ⊗ b
4
1 + a
3
1 ⊗ b
4
2 + βa
3
2 ⊗ b
4
2 for some
0 6= β ∈ C. Hence we have:
Subcase 1: T = a11⊗ (a
2
1 + a
2
2)⊗ a
3
1⊗ b
4
1+ a
1
1⊗ (a
2
1 + a
2
2)⊗ a
3
2⊗ b
4
2+(xa
1
1 + a
1
2)⊗
a21 ⊗ (ua
3
1 + va
3
2)⊗ b
4
3.
Subcase 2: T = a11 ⊗ (a
2
1 + a
2
2)⊗ a
3
1 ⊗ b
4
1 + a
1
1 ⊗ a
2
2 ⊗ a
3
2 ⊗ b
4
2 + (xa
1
1 + a
1
2)⊗ a
2
1 ⊗
(ua31 + va
3
2)⊗ b
4
3.
Subcase 3: T = T ′ + (xa11 + a
1
2) ⊗ a
2
1 ⊗ (ua
3
1 + va
3
2)⊗ b
4
3, where T
′ = a11 ⊗ a
2
1 ⊗
a31 ⊗ b
4
2 + a
1
1 ⊗ a
2
2 ⊗ a
3
1 ⊗ b
4
1 + a
1
1 ⊗ a
2
2 ⊗ a
3
2 ⊗ b
4
2 ∈ T̂a11⊗a22⊗a31⊗b42X3.
Subcase 4: T = T ′+ (xa11 + a
1
2)⊗ a
2
1⊗ (ua
3
1 + va
3
2)⊗ b
4
3, where T
′ = a11⊗ (βa
2
1 +
a22)⊗a
3
1⊗ b
4
1+a
1
1⊗ (βa
2
1+a
2
2)⊗a
3
2⊗ b
4
2+a
1
1⊗a
2
1⊗a
3
1⊗ b
4
2 ∈ T̂a11⊗(βa21+a22)⊗a31⊗b42X3.
If b43 = pb
4
1 + qb
4
2 for some p, q ∈ C, for A3 ⊗ V4, after a change of basis we can
assume a31 and a
3
1 ⊗ b
4
1 + a
3
2 ⊗ b
4
2 are preserved, b
4
3 = b
4
1 or b
4
2, and a
3
2 ⊗ b
3
1(α
3
2) is of
the form x11a
3
1 ⊗ b
4
1 + x
1
2a
3
1 ⊗ b
4
2 + x
2
1a
3
2 ⊗ b
4
1 + x
2
2a
3
2 ⊗ b
4
2. If b
4
3 = b
4
1 we have:
Subcase 5: T = T ′+a11⊗(x
2
2a
2
1+a
2
2)⊗a
3
2⊗b
4
2, where T
′ = a11⊗a
2
1⊗a
3
1⊗ [b
3
1(α
3
1)+
x11b
4
1+x
1
2b
4
2]+a
1
1⊗a
2
1⊗(x
2
1a
3
2)⊗b
4
1+a
1
1⊗a
2
2⊗a
3
1⊗b
4
1+a
1
2⊗a
2
1⊗a
3
1⊗b
4
1 ∈ T̂a11⊗a21⊗a31⊗b41X3.
If b43 = b
4
2, by changing a
3
2, b
4
2 and a
2
1, we can assume x
2
1 = 1 or 0. So we have:
Subcase 6: T = a11 ⊗ a
2
1 ⊗ a
3
1 ⊗ [b
3
1(α
3
1) + x
1
1b
4
1 + x
1
2b
4
2] + a
1
1 ⊗ a
2
1 ⊗ (x
2
2a
3
2)⊗ b
4
2 +
a12 ⊗ a
2
1 ⊗ a
3
1 ⊗ b
4
2 + a
1
1 ⊗ a
2
1 ⊗ a
3
2 ⊗ b
4
1 + a
1
1 ⊗ a
2
2 ⊗ a
3
1 ⊗ b
4
1 + a
1
1 ⊗ a
2
2 ⊗ a
3
2 ⊗ b
4
2. Let
S(t) = (a11+t
2a12)⊗(a
2
1+ta
2
2)⊗(a
3
1+ta
3
2+t
2x22a
3
2)⊗[b
4
2+tb
4
1+t
2(b31(α
3
1)+x
1
1b
4
1+x
1
2b
4
2)],
so T = S′′(0).
Subcase 7: T = T ′+T ′′, where T ′ = a11⊗ a
2
1⊗ a
3
1⊗ [b
3
1(α
3
1)+ x
1
1b
4
1+ x
1
2b
4
2] + a
1
1⊗
a21 ⊗ (x
2
2a
3
2) ⊗ b
4
2 + a
1
2 ⊗ a
2
1 ⊗ a
3
1 ⊗ b
4
2 ∈ T̂a11⊗a21⊗a31⊗b42X3, and T
′′ = a11 ⊗ a
2
2 ⊗ a
3
1 ⊗
b41 + a
1
1 ⊗ a
2
2 ⊗ a
3
2 ⊗ b
4
2 ∈ T̂a11⊗a22⊗a31⊗b42X3.
If b32 : A
∗
3 → A4⊗· · ·⊗An has rank 1, say b
3
2 = a
3
1⊗b
4
2 for some b
4
2 ∈ A4⊗· · ·⊗An,
and b33 : A
∗
3 → A4 ⊗ · · · ⊗ An has rank 2, say b
3
3 = a
3
1 ⊗ b
4
1 + a
3
2 ⊗ b
4
3 for some
b41, b
4
3 ∈ A4⊗· · ·⊗An, then dim T (A
∗
1⊗A
∗
3) ≤ 3 implies b
3
1(α
3
2) = λb
4
1+µb
4
3 for some
λ, µ ∈ C. If b43, b
4
1 and b
4
2 are linearly independent, then dimT (A
∗
1 ⊗A
∗
2 ⊗ A
∗
3) ≤ 3
forces b31(α
3
1) = xb
4
1+yb
4
2+zb
4
3 for some x, y, z ∈ C. For the subspace A3⊗V4, where
V4 ⊂ A4 ⊗ · · · ⊗An is spanned by b
4
1 and b
4
3, after a change of basis we can assume
a31⊗b
4
1+a
3
2⊗b
4
3 is preserved, a
3
1 is mapped to ua
3
1+va
3
2 for some u, v ∈ C under the
new basis, and xa31 ⊗ b
4
1 + za
3
1 ⊗ b
4
3 + λa
3
2 ⊗ b
4
1 + µa
3
2⊗ b
4
3 is of the Jordan canonical
form, i.e. a31 ⊗ b
4
1 + a
3
2 ⊗ b
4
3, or a
3
1 ⊗ b
4
1, or a
3
1 ⊗ b
4
3, or βa
3
1 ⊗ b
4
1 + a
3
1 ⊗ b
4
3 + βa
3
2 ⊗ b
4
3
for some 0 6= β ∈ C. Hence we have:
Subcase 8: T = (a11 + a
1
2)⊗ a
2
1 ⊗ a
3
1 ⊗ b
4
1 + (a
1
1 + a
1
2)⊗ a
2
1 ⊗ a
3
2 ⊗ b
4
3 + a
1
1 ⊗ (ya
2
1 +
a22)⊗ (ua
3
1 + va
3
2)⊗ b
4
2.
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Subcase 9: T = (a11 + a
1
2)⊗ a
2
1 ⊗ a
3
1 ⊗ b
4
1 + a
1
2 ⊗ a
2
1 ⊗ a
3
2 ⊗ b
4
3 + a
1
1 ⊗ (ya
2
1 + a
2
2)⊗
(ua31 + va
3
2)⊗ b
4
2.
Subcase 10: T = T ′ + a11 ⊗ (ya
2
1 + a
2
2)⊗ (ua
3
1 + va
3
2)⊗ b
4
2, where T
′ = a11 ⊗ a
2
1 ⊗
a31 ⊗ b
4
3 + a
1
2 ⊗ a
2
1 ⊗ a
3
1 ⊗ b
4
1 + a
1
2 ⊗ a
2
1 ⊗ a
3
2 ⊗ b
4
3 ∈ T̂a12⊗a21⊗a31⊗b43X3.
Subcase 11: T = T ′+a11⊗ (ya
2
1+a
2
2)⊗ (ua
3
1+va
3
2)⊗ b
4
2, where T
′ = (βa11+a
1
2)⊗
a21⊗ a
3
1⊗ b
4
1+(βa
1
1+ a
1
2)⊗ a
2
1⊗ a
3
2⊗ b
4
3+ a
1
1⊗ a
2
1⊗ a
3
1⊗ b
4
3 ∈ T̂(βa11+a12)⊗a21⊗a31⊗b43X3.
If b42 = pb
4
1 + qb
4
3 for some p, q ∈ C, for A3 ⊗ V4, after a change of basis we can
assume a31 and a
3
1 ⊗ b
4
1 + a
3
2 ⊗ b
4
3 are preserved, b
4
2 = b
4
1 or b
4
3, and a
3
2 ⊗ b
3
1(α
3
2) is of
the form x11a
3
1 ⊗ b
4
1 + x
1
2a
3
1 ⊗ b
4
3 + x
2
1a
3
2 ⊗ b
4
1 + x
2
2a
3
2 ⊗ b
4
3. If b
4
2 = b
4
1 we have:
Subcase 12: T = T ′+(x22a
1
1+a
1
2)⊗a
2
1⊗a
3
2⊗b
4
3, where T
′ = a11⊗a
2
1⊗a
3
1⊗[b
3
1(α
3
1)+
x11b
4
1+x
1
2b
4
3]+a
1
1⊗a
2
1⊗x
2
1a
3
2⊗b
4
1+a
1
1⊗a
2
2⊗a
3
1⊗b
4
1+a
1
2⊗a
2
1⊗a
3
1⊗b
4
1 ∈ T̂a11⊗a21⊗a31⊗b41X3.
If b42 = b
4
3, by changing a
3
2, b
4
3 and a
2
2, we can assume x
2
1 = 1 or 0. So we have:
Subcase 13: T = a11 ⊗ a
2
1 ⊗ a
3
1 ⊗ [b
3
1(α
3
1) + x
1
1b
4
1 + x
1
2b
4
3] + a
1
1 ⊗ a
2
1 ⊗ (x
2
2a
3
2)⊗ b
4
3 +
a11 ⊗ a
2
2 ⊗ a
3
1 ⊗ b
4
3 + a
1
2 ⊗ a
2
1 ⊗ a
3
1 ⊗ b
4
1 + a
1
1 ⊗ a
2
1 ⊗ a
3
2 ⊗ b
4
1 + a
1
2 ⊗ a
2
1 ⊗ a
3
2 ⊗ b
4
3. Let
S(t) = (a11+ta
1
2)⊗(a
2
1+t
2a22)⊗(a
3
1+ta
3
2+t
2x22a
3
2)⊗[b
4
3+tb
4
1+t
2(b31(α
3
1)+x
1
1b
4
1+x
1
2b
4
3)],
so T = S′′(0).
Subcase 14: T = T ′ + T ′′, where T ′ = a11 ⊗ a
2
1 ⊗ a
3
1 ⊗ [b
3
1(α
3
1) + x
1
1b
4
1 + x
1
2b
4
3] +
a11 ⊗ a
2
1 ⊗ (x
2
2a
3
2) ⊗ b
4
3 + a
1
1 ⊗ a
2
2 ⊗ a
3
1 ⊗ b
4
3 ∈ T̂a11⊗a21⊗a31⊗b43X3, and T
′′ = a12 ⊗ a
2
1 ⊗
a31 ⊗ b
4
1 + a
1
2 ⊗ a
2
1 ⊗ a
3
2 ⊗ b
4
3 ∈ T̂a12⊗a21⊗a31⊗b43X3.
If both b32 and b
3
3 : A
∗
3 → A4 ⊗ · · · ⊗ An have rank 1, say b
3
2 = a
3
1 ⊗ b
4
2 and
b33 = u
3
3⊗b
4
3 for some u
3
3 ∈ A3 and b
4
2, b
4
3 ∈ A4⊗· · ·⊗An, and b
3
1 : A
∗
3 → A4⊗· · ·⊗An
has rank 2, say b31 = a
3
1 ⊗ u
4
1 + a
3
2 ⊗ u
4
2 for some u
4
1, u
4
2 ∈ A4 ⊗ · · · ⊗ An, b
4
2, u
4
1
and u42 are linearly independent, then b
4
3 = xb
4
2 + yu
4
1 + zu
4
2 for some x, y, z ∈ C.
After a change of basis, we can assume x = 0 or 1, u33 = a
3
1 or a
3
2. For the subspace
A3 ⊗ V4, where V4 is spanned by u
4
1 and u
4
2, after a change of basis we can assume
a31 ⊗ u
4
1 + a
3
2 ⊗ u
4
2 and a
3
1 are preserved, and yu
4
1 + zu
4
2 = u
4
1 or u
4
2. Then we have:
Subcase 15: If u33 = a
3
1, x = 0, yu
4
1 + zu
4
2 = u
4
1, then T = (a
1
1 + a
1
2) ⊗ a
2
1 ⊗ a
3
1 ⊗
u41 + a
1
1 ⊗ a
2
1 ⊗ a
3
2 ⊗ u
4
2 + a
1
1 ⊗ a
2
2 ⊗ a
3
1 ⊗ b
4
2.
Subcase 16: If u33 = a
3
1, x = 0, yu
4
1 + zu
4
2 = u
4
2, then T = T
′ + a11 ⊗ a
2
2 ⊗ a
3
1 ⊗ b
4
2,
where T ′ = a11⊗a
2
1⊗a
3
1⊗u
4
1+a
1
1⊗a
2
1⊗a
3
2⊗u
4
2+a
1
2⊗a
2
1⊗a
3
1⊗u
4
2 ∈ T̂a11⊗a21⊗a31⊗u42X3.
Subcase 17: If u33 = a
3
1, x = 1, yu
4
1 + zu
4
2 = u
4
1, then T = (a
1
1 + a
1
2) ⊗ a
2
1 ⊗ a
3
1 ⊗
(u41 + b
4
2) + a
1
1 ⊗ a
2
1 ⊗ a
3
2 ⊗ u
4
2 + a
1
1 ⊗ (a
2
2 − a
2
1)⊗ a
3
1 ⊗ b
4
2.
Subcase 18: If u33 = a
3
1, x = 1, yu
4
1 + zu
4
2 = u
4
2, then T = T
′ + T ′′, where
T ′ = a11 ⊗ a
2
1 ⊗ a
3
1 ⊗ u
4
1 + a
1
1 ⊗ a
2
2 ⊗ a
3
1 ⊗ b
4
2 + a
1
2 ⊗ a
2
1 ⊗ a
3
1 ⊗ b
4
2 ∈ T̂a11⊗a21⊗a31⊗b42X3,
and T ′′ = a11 ⊗ a
2
1 ⊗ a
3
2 ⊗ u
4
2 + a
1
2 ⊗ a
2
1 ⊗ a
3
1 ⊗ u
4
2 ∈ T̂a11⊗a21⊗a31⊗u42X3.
If u33 = a
3
2, for the subspace A3 ⊗ V4, after a change of basis we can assume
a31⊗ u
4
1 + a
3
2⊗ u
4
2 and a
3
2 are preserved, yu
4
1 + zu
4
2 = u
4
1 or u
4
2, and a
3
1 is mapped to
λa31 + µa
3
2 for some λ, µ ∈ C under the new basis. Then we have:
Subcase 19: If x = 0, yu41 + zu
4
2 = u
4
1, then T = T
′+ a11 ⊗ a
2
2 ⊗ (λa
3
1 + µa
3
2)⊗ b
4
2,
where T ′ = a11⊗a
2
1⊗a
3
1⊗u
4
1+a
1
1⊗a
2
1⊗a
3
2⊗u
4
2+a
1
2⊗a
2
1⊗a
3
2⊗u
4
1 ∈ T̂a11⊗a21⊗a32⊗u41X3.
Subcase 20: If x = 0, yu41 + zu
4
2 = u
4
2, then T = a
1
1 ⊗ a
2
1 ⊗ a
3
1 ⊗ u
4
1 + (a
1
1 + a
1
2)⊗
a21 ⊗ a
3
2 ⊗ u
4
2 + a
1
1 ⊗ a
2
2 ⊗ (λa
3
1 + µa
3
2)⊗ b
4
2.
By adjusting a22, we can assume λa
3
1 + µa
3
2 = a
3
2 or a
3
1 + µa
3
2. So we have:
Subcase 21: If λa31 + µa
3
2 = a
3
2, x = 1, yu
4
1 + zu
4
2 = u
4
1, T = T
′ + T ′′, where
T ′ = a11 ⊗ a
2
1 ⊗ a
3
2 ⊗ u
4
2 + a
1
1 ⊗ a
2
2 ⊗ a
3
2 ⊗ b
4
2 + a
1
2 ⊗ a
2
1 ⊗ a
3
2 ⊗ b
4
2 ∈ T̂a11⊗a21⊗a32⊗b42X3,
and T ′′ = a11 ⊗ a
2
1 ⊗ a
3
1 ⊗ u
4
1 + a
1
2 ⊗ a
2
1 ⊗ a
3
2 ⊗ u
4
1 ∈ T̂a11⊗a21⊗a32⊗u41X3.
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Subcase 22: If λa31 +µa
3
2 = a
3
2, x = 1, yu
4
1+ zu
4
2 = u
4
2, T = (a
1
1 + a
1
2)⊗ a
2
1⊗ a
3
2⊗
(u42 + b
4
2) + a
1
1 ⊗ (a
2
2 − a
2
1)⊗ a
3
2 ⊗ b
4
2 + a
1
1 ⊗ a
2
1 ⊗ a
3
1 ⊗ u
4
1.
Subcase 23: If λa31 + µa
3
2 = a
3
1 + µa
3
2, x = 1, yu
4
1 + zu
4
2 = u
4
1, let c
2
1 = a
2
1,
c22 = a
2
2−a
2
1, v
4
1 = u
4
1+ b
4
2 and v
4
2 = b
4
2, then T = a
1
1⊗a
3
1⊗ (c
2
1⊗ v
4
1+ c
2
2⊗ v
4
2)+a
1
1⊗
a32⊗(c
2
1⊗u
4
2+µc
2
1⊗v
4
2+µc
2
2⊗v
4
2)+a
1
2⊗a
3
2⊗c
2
1⊗v
4
1 = T
′+a11⊗c
2
2⊗(a
3
1+µa
3
2)⊗v
4
2 , where
T ′ = a11⊗c
2
1⊗a
3
1⊗v
4
1+a
1
1⊗c
2
1⊗a
3
2⊗(µv
4
2+u
4
2)+a
1
2⊗c
2
1⊗a
3
2⊗v
4
1 ∈ T̂a11⊗c21⊗a32⊗v41X3.
Subcase 24: If λa31 + µa
3
2 = a
3
1 + µa
3
2, µ 6= 0, x = 1, yu
4
1 + zu
4
2 = u
4
2, let c
2
1 = a
2
1,
c22 = µa
2
2 − a
2
1, v
4
1 = u
4
2 + b
4
2 and v
4
2 = b
4
2, then T = (a
1
1 + a
1
2)⊗ c
2
1 ⊗ a
3
2 ⊗ v
4
1 + a
1
1 ⊗
c22 ⊗ (
1
µ
a31 + a
3
2)⊗ v
4
2 + a
1
1 ⊗ c
2
1 ⊗ a
3
1 ⊗ (u
4
1 +
1− µ
µ
v42).
Subcase 25: If λa31+µa
3
2 = a
3
1, x = 1, yu
4
1+ zu
4
2 = u
4
2, then T = T
′+(a11+ a
1
2)⊗
a21 ⊗ a
3
2 ⊗ (u
4
2 + b
4
2), where T
′ = a11 ⊗ a
2
1 ⊗ a
3
1 ⊗ u
4
1 + a
1
1 ⊗ (a
2
2 − a
2
1)⊗ a
3
1 ⊗ b
4
2 + a
1
1 ⊗
a21 ⊗ (a
3
1 − a
3
2)⊗ b
4
2 ∈ T̂a11⊗a21⊗a31⊗b42X3.
If b42 is in the subspace V4 spanned by u
4
1 and u
4
2, after a change of basis of
A3 ⊗ V4 we can assume b
3
1 is preserved, and b
4
2 = u
4
1 or u
4
2. So we have:
Subcase 26: If b42 = u
4
1, T = a
1
1 ⊗ (a
2
1 + a
2
2)⊗ a
3
1 ⊗ u
4
1 + a
1
1 ⊗ a
2
1 ⊗ a
3
2 ⊗ u
4
2 + a
1
2 ⊗
a21 ⊗ u
3
3 ⊗ b
4
3.
Subcase 27: If b42 = u
4
2, T = T
′ + a12 ⊗ a
2
1 ⊗ u
3
3 ⊗ b
4
3, where T
′ = a11 ⊗ a
2
1 ⊗ a
3
1 ⊗
u41 + a
1
1 ⊗ a
2
1 ⊗ a
3
2 ⊗ u
4
2 + a
1
1 ⊗ a
2
2 ⊗ a
3
1 ⊗ u
4
2 ∈ T̂a11⊗a21⊗a31⊗u42X3.
Subcase 28: If b31 : A
∗
3 → A4⊗· · ·⊗An has rank 1, say b
3
1 = u
3
1⊗b
4
1 for some u
3
1 ∈
A3 and b
4
1 ∈ A4⊗· · ·⊗An, then T = a
1
1⊗a
2
1⊗u
3
1⊗b
4
1+a
1
1⊗a
2
2⊗a
3
1⊗b
4
2+a
1
2⊗a
2
1⊗u
3
3⊗b
4
3.
Now we assume T ∈ σ3(Xk−1), and T is of Type 2, but is not of Type 1 when
viewed as a tensor in A1 ⊗ A2 ⊗ (A3 ⊗ · · · ⊗ An). For each normal form, we show
by induction that T ∈ σ3(X).
Subtype 1: T = b11⊗· · ·⊗b
k
1+b
1
2⊗· · ·⊗b
k
2+b
1
3⊗· · ·⊗b
k
3 . Since we assume T (A
∗
3⊗
· · · ⊗A∗n) ⊂ V , where V is spanned by a
1
1⊗ a
2
1, a
1
1⊗ a
2
2, and a
1
2⊗ a
2
1, then b
1
j ⊗ b
2
j ∈
A1⊗A2 has rank 1 for any 1 ≤ j ≤ 3 implies b
1
j = a
1
1 or b
2
j = a
2
1. Hence we have two
subcase: T = a12⊗a
2
1⊗b
3
1⊗· · ·⊗b
k
1+a
1
1⊗a
2
2⊗b
3
2⊗· · ·⊗b
k
2+(λa
1
1+µa
1
2)⊗a
2
1⊗b
3
3⊗· · ·⊗b
k
3
or T = a11⊗a
2
2⊗b
3
1⊗· · ·⊗b
k
1+a
1
2⊗a
2
1⊗b
3
2⊗· · ·⊗b
k
2+a
1
1⊗(λa
2
1+µa
2
2)⊗b
3
3⊗· · ·⊗b
k
3.
Here we only show the first case since the argument for the second case is similar.
For the first subcase, if λ = 0, T has been discussed in Case 3 Type 1, so we
assume λ 6= 0. Now let c11 = a
1
2⊗a
2
1, c
1
2 = a
1
1⊗a
2
2, and c
1
3 = (λa
1
1+µa
1
2)⊗a
2
1. From
the argument of Case 2 Type 1, we can deduce directly that T ∈ σ3(Xk) except
for the following several subcases.
Exceptional Subcase 1: b3j = a
3
j for 1 ≤ j ≤ 2, b
3
3 = a
3
1 + a
3
2, b
k
2 = a
k
1 ⊗
uk+11 + a
k
2 ⊗ u
k+1
2 for some u
k+1
1 , u
k+1
2 ∈ Ak+1 ⊗ · · · ⊗ An, b
k
1 = b
k
3 = a
k
1 ⊗ u
k+1
1 ,
bi1 = b
i
2 = b
i
3 for all 4 ≤ i ≤ k − 1, then there is no harm to assume k = 4. So
T = (c11+ c
1
3)⊗a
3
1⊗a
4
1⊗u
5
2+ c
1
2⊗a
3
2⊗a
4
1⊗u
5
1+ c
1
2⊗a
3
2⊗a
4
2⊗u
5
2+ c
1
3⊗a
3
2⊗a
4
1⊗u
5
2.
When µ 6= −1, T = [λa11 + (µ + 1)a
1
2] ⊗ a
2
1 ⊗ (a
3
1 +
µ
µ+ 1
a32) ⊗ a
4
1 ⊗ u
5
2 + T
′,
where T ′ = a11 ⊗ a
2
2 ⊗ a
3
2 ⊗ a
4
1 ⊗ u
5
1 + a
1
1 ⊗ a
2
2 ⊗ a
3
2 ⊗ a
4
2 ⊗ u
5
2 + a
1
1 ⊗
λ
µ+ 1
a21 ⊗
a32 ⊗ a
4
1 ⊗ u
5
2 ∈ T̂a11⊗a22⊗a32⊗a41⊗u52X4. When µ = −1, T = T
′ + T ′′, where T ′ =
a11⊗ a
2
1⊗λa
3
1⊗ a
4
1⊗ u
5
2+(λa
1
1− a
1
2)⊗ a
2
1⊗ a
3
2⊗ a
4
1⊗ u
5
2 ∈ T̂a11⊗a21⊗a32⊗a41⊗u52X4, and
T ′′ = a11 ⊗ a
2
2 ⊗ a
3
2 ⊗ a
4
1 ⊗ u
5
1 + a
1
1 ⊗ a
2
2 ⊗ a
3
2 ⊗ a
4
2 ⊗ u
5
2 ∈ T̂a11⊗a22⊗a32⊗a41⊗u52X4.
Exceptional Subcase 2: T = (c11 + c
1
3)⊗ a
3
1 ⊗ b
4
1 ⊗ · · · ⊗ b
k−1
1 ⊗ a
k
1 ⊗ u
k+1
1 + (c
1
2 +
c13)⊗ a
3
2 ⊗ b
4
1 ⊗ · · · ⊗ b
k−1
1 ⊗ a
k
1 ⊗ u
k+1
1 + c
1
2 ⊗ a
3
2 ⊗ b
4
1 ⊗ · · · ⊗ b
k−1
1 ⊗ a
k
2 ⊗ u
k+1
2 . It
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is harmless to assume k = 4. When µ 6= −1, T = [λa11 + (µ + 1)a
1
2] ⊗ a
2
1 ⊗ (a
3
1 +
µ
µ+ 1
a32)⊗a
4
1⊗u
5
1+
1
µ+ 1
a11⊗ [(µ+1)a
2
2+λa
2
1]⊗a
3
2⊗a
4
1⊗u
5
1+a
1
1⊗a
2
2⊗a
3
2⊗a
4
2⊗u
5
2.
When µ = −1, T = T ′ + a11 ⊗ a
2
2 ⊗ a
3
2 ⊗ a
4
2 ⊗ u
5
2, where T
′ = a11 ⊗ a
2
1 ⊗ λa
3
1 ⊗ a
4
1 ⊗
u51 + a
1
1 ⊗ a
2
2 ⊗ a
3
2 ⊗ a
4
1 ⊗ u
5
1 + (λa
1
1 − a
1
2)⊗ a
2
1 ⊗ a
3
2 ⊗ a
4
1 ⊗ u
5
1 ∈ T̂a11⊗a21⊗a32⊗a41⊗u51X4.
Exceptional Subcase 3: T = (c11+ yc
1
3)⊗ a
3
1⊗ b
4
1⊗ · · · ⊗ b
k−1
1 ⊗ a
k
1 ⊗ u
k+1
1 +(c
1
2 +
yc13)⊗ a
3
2 ⊗ b
4
1 ⊗ · · · ⊗ b
k−1
1 ⊗ a
k
1 ⊗ u
k+1
1 + c
1
3 ⊗ (a
3
1 + a
3
2)⊗ b
4
1 ⊗ · · · ⊗ b
k−1
1 ⊗ (xa
k
1 +
ak2)⊗ b
k
3(α
k
2) for some x, y ∈ C. It is harmless to assume k = 4. When yµ+ 1 6= 0,
T = [yλa11 + (yµ + 1)a
1
2] ⊗ a
2
1 ⊗ (a
3
1 +
yµ
yµ+ 1
a32) ⊗ a
4
1 ⊗ u
5
1 + a
1
1 ⊗ (
yλ
yµ+ 1
a21 +
a22) ⊗ a
3
2 ⊗ a
4
1 ⊗ u
5
1 + (λa
1
1 + µa
1
2) ⊗ a
2
1 ⊗ (a
3
1 + a
3
2) ⊗ (xa
4
1 + a
4
2) ⊗ b
4
3(α
4
2). When
yµ + 1 = 0, T = T ′ + (λa11 + µa
1
2) ⊗ a
2
1 ⊗ (a
3
1 + a
3
2) ⊗ (xa
4
1 + a
4
2) ⊗ b
4
3(α
4
2), where
T ′ = a11⊗a
2
1⊗yλa
3
1⊗a
4
1⊗u
5
1+y(λa
1
1+µa
1
2)⊗a
2
1⊗a
3
2⊗a
4
1⊗u
5
1+a
1
1⊗a
2
2⊗a
3
2⊗a
4
1⊗u
5
1 ∈
T̂a1
1
⊗a2
1
⊗a3
2
⊗a4
1
⊗u5
1
X4.
Subtype 2: T =
k∑
i=1
b11 ⊗ · · · ⊗ b
i−1
1 ⊗ b
i
2 ⊗ b
i+1
1 ⊗ · · · ⊗ b
k
1 + b
1
3 ⊗ · · · ⊗ b
k
3 . Since
T (A∗3 ⊗ · · · ⊗ A
∗
n) ⊂ V , where V is spanned by a
1
1 ⊗ a
2
1, a
1
1 ⊗ a
2
2 and a
1
2 ⊗ a
2
1, and
b11 ⊗ b
2
1 ∈ V has rank 1, we can assume b
1
1 = a
1
1, b
2
1 = a
2
1. If b
1
2 and b
1
1 are linearly
independent, then assume b12 = a
1
2, otherwise assume b
1
3 = a
1
2. If b
2
2 and b
2
1 are
linearly independent, then assume b22 = a
2
2, otherwise assume b
2
3 = a
2
2. Since b
1
3⊗ b
2
3
is a rank 1 matrix in V , then b13⊗b
2
3 = (xa
1
1+ya
1
2)⊗a
2
1 or b
1
3⊗b
2
3 = a
1
1⊗(xa
2
1+ya
2
2).
Hence we have three subcases:
Subcase 1: T =
k∑
i=3
a11 ⊗ a
2
1 ⊗ b
3
1 ⊗ · · · ⊗ b
i−1
1 ⊗ (b
i
2 +
2
k − 2
bi1)⊗ b
i+1
1 ⊗ · · · ⊗ b
k
1 +
a12 ⊗ a
2
2 ⊗ b
3
3 ⊗ · · · ⊗ b
k
3 , which is discussed in Case 3 Type 1.
Subcase 2: T = (a12⊗a
2
1+a
1
1⊗a
2
2)⊗ b
3
1⊗· · ·⊗ b
k
1 +
k∑
i=3
a11⊗a
2
1⊗ b
3
1⊗· · ·⊗ b
i−1
1 ⊗
bi2 ⊗ b
i+1
1 ⊗ · · · ⊗ b
k
1 + a
1
1 ⊗ a
2
1 ⊗ b
3
3 ⊗ · · · ⊗ b
k
3 , which has been discussed in Case 3
Type 1 after a change of basis.
Subcase 3: T = (a12⊗a
2
1+a
1
1⊗a
2
2)⊗b
3
1⊗· · ·⊗b
k
3+
k∑
i=3
a11⊗a
2
1⊗b
3
1⊗· · ·⊗b
i−1
1 ⊗b
i
2⊗
bi+11 ⊗· · ·⊗b
k
1+b
1
3⊗b
2
3⊗b
3
3⊗· · ·⊗b
k
3 , where b
1
3 and a
1
1 are independent, or b
2
3 and a
2
1
are independent. Let c11 = a
1
1⊗a
2
1, c
1
2 = a
1
2⊗a
2
1+a
1
1⊗a
2
2, c
1
3 = b
1
3⊗b
2
3, and V1 denote
the subspace of A1⊗A2 spanned by c
1
1, c
1
2 and c
1
3, since b
1
3⊗b
2
3 = (xa
1
1+ya
1
2)⊗a
2
1 or
b13⊗b
2
3 = a
1
1⊗(xa
2
1+ya
2
2), by the argument of Case 2 Type 2, we have T ∈ σ3(Xk)
directly except for a few subcases. From the argument of Case 2 Type 2, we can
see it is harmless to assume k = 4 when considering these exceptional subcases.
Exceptional Case 1: b3j = a
3
j for j = 1, 2, b
4
j = a
4
1⊗b
5
1 for some b
5
1 ∈ A5⊗· · ·⊗An,
b33 = a
3
2 + λa
3
1 for some λ ∈ C, b
4
3 : A
∗
4 → A5 ⊗ · · · ⊗ An has rank 2, say b
4
3 =
a41 ⊗ u
5
1 + a
4
2 ⊗ u
5
2, and b
5
1 is a linear combination of u
5
1 and u
5
2, then by redefining
a12 and a
2
2, we can assume c
1
3 = a
1
2⊗ a
2
1 or a
1
1⊗ a
2
2, u
5
1 = b
5
1−µu
5
2 for some µ ∈ C or
u52 = b
5
1. If c
1
3 = a
1
2 ⊗ a
2
1, u
5
1 = b
5
1 − µu
5
2, then T = a
1
1 ⊗ [a
2
2 − (1 + λ)a
2
1]⊗ a
3
1 ⊗ a
4
1 ⊗
b51+(a
1
1+a
1
2)⊗a
2
1⊗ [(1+λ)a
3
1+a
3
2]⊗a
4
1⊗b
5
1+a
1
2⊗a
2
1⊗ (a
3
2+λa
3
1)⊗ (a
4
2−µa
4
1)⊗u
5
2.
If c13 = a
1
2 ⊗ a
2
1, u
5
2 = b
5
1, T = T
′ + a11 ⊗ (a
2
2 − λa
2
1) ⊗ a
3
1 ⊗ a
4
1 ⊗ b
5
1, where T
′ =
a12⊗ a
2
1⊗ a
3
1⊗ a
4
1⊗ b
5
1+ a
1
1⊗ a
2
1⊗ (a
3
2+ λa
3
1)⊗ a
4
1⊗ b
5
1 + a
1
2⊗ a
2
1⊗ (a
3
2 +λa
3
1)⊗ a
4
1⊗
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u51 + a
1
2 ⊗ a
2
1 ⊗ (a
3
2 + λa
3
1) ⊗ a
4
2 ⊗ b
5
1 ∈ T̂a12⊗a21⊗(a32+λa31)⊗a41⊗b51X4. If c
1
3 = a
1
1 ⊗ a
2
2,
u51 = xb
5
1+yu
5
2 for some 0 6= x, y ∈ C, T = a
1
1⊗ (a
2
1+a
2
2)⊗ [xa
3
2+(xλ+1)a
3
1]⊗a
4
1⊗
b51 + (a
1
2 −
xλ+ 1
x
a11)⊗ a
2
1 ⊗ a
3
1 ⊗ a
4
1 ⊗ b
5
1 + a
1
1 ⊗ a
2
2 ⊗ (a
3
2 + λa
3
1)⊗ (ya
4
1 + a
4
2)⊗ u
5
2.
If c13 = a
1
1 ⊗ a
2
2, u
5
2 = b
5
1, T = T
′ + (a12 − λa
1
1) ⊗ a
2
1 ⊗ a
3
1 ⊗ a
4
1 ⊗ b
5
1, where T
′ =
a11⊗ a
2
2⊗ a
3
1⊗ a
4
1⊗ b
5
1+ a
1
1⊗ a
2
1⊗ (a
3
2+ λa
3
1)⊗ a
4
1⊗ b
5
1 + a
1
1⊗ a
2
2⊗ (a
3
2 +λa
3
1)⊗ a
4
1⊗
u51 + a
1
1 ⊗ a
2
2 ⊗ (a
3
2 + λa
3
1) ⊗ a
4
2 ⊗ b
5
1 ∈ T̂a11⊗a22⊗(a32+λa31)⊗a41⊗b51X4. If x = 0, b
4
1 = b
4
2
and b43 : A
∗
4 → A5 ⊗ · · · ⊗An all have rank 1.
Exceptional Case 2: If c13 = a
1
2⊗a
2
1, b
4
1 = b
4
3 = a
4
1⊗b
5
1 for some b
5
1 ∈ A5⊗· · ·⊗An,
b42 = a
4
1 ⊗ u
5
1 + a
4
2 ⊗ u
5
2 for some u
5
1, u
5
2 ∈ A5 ⊗ · · · ⊗ An, and u
5
1 = xu
5
2 + yb
5
1 for
some x, y ∈ C, then T = a11 ⊗ [(y− λ− 1)a
2
1 + a
2
2]⊗ a
3
1 ⊗ a
4
1 ⊗ b
5
1 + (a
1
1 + a
1
2)⊗ a
2
1 ⊗
[a32 + (λ + 1)a
3
1] ⊗ a
4
1 ⊗ b
5
1 + a
1
1 ⊗ a
2
1 ⊗ a
3
1 ⊗ [xa
4
1 + a
4
2] ⊗ u
5
2. If c
1
3 = a
1
1 ⊗ a
2
2, then
T = a11 ⊗ (a
2
1 + a
2
2) ⊗ [a
3
2 + (λ + 1)a
3
1]⊗ a
4
1 ⊗ b
5
1 + [a
1
2 + (y − λ − 1)a
1
1]⊗ a
2
1 ⊗ a
3
1 ⊗
a41 ⊗ b
5
1 + a
1
1 ⊗ a
2
1 ⊗ a
3
1 ⊗ (xa
4
1 + a
4
2)⊗ u
5
2.
Subtype 3: T =
∑
i<j
b11 ⊗ · · · ⊗ b
i−1
1 ⊗ b
i
2 ⊗ b
i+1
1 ⊗ · · · ⊗ b
j−1
1 ⊗ b
j
2 ⊗ b
j+1
1 ⊗ · · · ⊗
bk1 +
k∑
i=1
b11⊗ · · · ⊗ b
i−1
1 ⊗ b
i
3⊗ b
i+1
1 ⊗ · · ·⊗ b
k
1 . If b
1
2 = b
1
1, b
2
2 = b
2
1 up to a scalar, then
we can assume b12 = b
1
1 = a
1
1, b
2
2 = b
2
1 = a
2
2, b
1
3 = a
1
2, and b
2
3 = a
2
1. This has been
discussed in Case 3 Type 1. Otherwise, Let c11 = b
1
1 ⊗ b
2
1, c
1
2 = b
1
2 ⊗ b
2
1 + b
1
1 ⊗ b
2
2,
and c13 = b
1
2 ⊗ b
2
2 + b
1
3 ⊗ b
2
1 + b
1
1 ⊗ b
2
3. By the argument of Case 2 Type 3,
we can see T ∈ σ3(Xk) except only one subcase, and by the argument of Case
2 Type 3 it is harmless to assume k = 4 for the exceptional subcase, b3j = a
3
j
for j = 1, 2, b33 = xa
3
1 + ya
3
2 for some x, y ∈ C, b
4
1 = b
4
2 = a
4
1 ⊗ b
5
1 for some
b51 ∈ A5⊗· · ·⊗An, b
4
3 : A
∗
4 → A5⊗· · ·⊗An has rank 2, say b
4
3 = a
4
1⊗u
5
1+a
4
2⊗u
5
2 for
some u51, u
5
2 ∈ A5⊗· · ·⊗An, u
5
2 and b
5
1 are linearly independent, and u
5
1 = λu
5
2+µb
5
1
for some λ, µ ∈ C. So T = [(x + µ− 5)c11 + 2c
1
2 + c
1
3]⊗ a
3
1 ⊗ a
4
1 ⊗ b
5
1 + [(y + 2)c
1
1 +
c12]⊗ a
3
2 ⊗ a
4
1 ⊗ b
5
1 + c
1
1 ⊗ a
3
1 ⊗ (λa
4
1 + a
4
2)⊗ u
5
2, which has been discussed in Case 3
Type 1.
Subtype 4: T =
k∑
i=2
b12 ⊗ b
2
1 ⊗ · · · ⊗ b
i−1
1 ⊗ b
i
2 ⊗ b
i+1
1 ⊗ · · · ⊗ b
k
1 +
k∑
i=1
b11 ⊗ · · · ⊗
bi−11 ⊗ b
i
3 ⊗ b
i+1
1 ⊗ · · · ⊗ b
k
1 . If b
1
2 = b
1
1 up to a scalar, T has been discussed in Case
3 Type 1. Otherwise, let c11 = b
1
1 ⊗ b
2
1, c
1
2 = b
1
2 ⊗ b
2
1, c
1
3 = b
1
2 ⊗ b
2
2 + b
1
3 ⊗ b
2
1. From
the argument of Case 2 Type 4, we can see T ∈ σ3(Xk).
2.4. Case 4: T ∈ σ2(X2). We assume T ∈ σ2(Xk−1), and show T ∈ σ3(Xk) by
checking each type of the normal forms in Proposition 1.5.
Type 1: T = b11 ⊗ · · · ⊗ b
k
1 . Then T = b
1
1 ⊗ · · · ⊗ b
k−1
1 ⊗ a
k
1 ⊗ b
k
1(α
k
1) + b
1
1 ⊗ · · · ⊗
bk−11 ⊗ a
k
2 ⊗ b
k
1(α
k
2) + b
1
1 ⊗ · · · ⊗ b
k−1
1 ⊗ a
k
3 ⊗ b
k
1(α
k
3).
Type 2: T = b11 ⊗ · · · ⊗ b
k
1 + b
1
2 ⊗ · · · ⊗ b
k
2 . Since there is some 1 ≤ i ≤ k − 1
such that bi1 and b
i
2 are linearly independent, then dim T (A
∗
i ⊗ A
∗
k) ≤ 3 implies at
least one of bk1 and b
k
2 : A
∗
k → Ak+1 ⊗ · · · ⊗ An has rank 1, and the other one has
rank at most 2, say bk1 = a
k
1 ⊗ b
k+1
1 and b
k
2 = a
k
1 ⊗ b
k+1
2 + a
k
2 ⊗ b
k+1
3 for some b
k+1
1 ,
bk+12 , b
k+1
3 ∈ Ak+1 ⊗ · · · ⊗An. Hence, T = b
1
1 ⊗ · · · ⊗ b
k−1
1 ⊗ a
k
1 ⊗ b
k+1
1 + b
1
2 ⊗ · · · ⊗
bk−12 ⊗ a
k
1 ⊗ b
k+1
2 + b
1
2 ⊗ · · · ⊗ b
k−1
2 ⊗ a
k
2 ⊗ b
k+1
3 .
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Type 3: T =
k∑
i=1
b11⊗· · ·⊗b
i−1
1 ⊗b
i
2⊗b
k+1
1 ⊗· · ·⊗b
k
1 . Without loss of generality,
we can assume b11 and b
1
2 are linearly independent, and b
2
1 and b
2
2 are linearly inde-
pendent, then dimT (A∗1⊗A
∗
k) ≤ 3 implies b
k
1 : A
∗
k → Ak+1⊗· · ·⊗An has rank 1, say
bk1 = a
k
1 ⊗ b
k+1
1 for some b
k+1
1 ∈ Ak+1 ⊗ · · · ⊗An, and {b
k+1
1 , b
k
2(α
k
2), b
k
2(α
k
3)} spans
an at most 2 dimensional subspace. Thus we can assume bk2(α
k
3) = xb
k+1
1 + yb
k
2(α
k
2)
for some x, y ∈ C, then T = T ′ + a11 ⊗ · · · ⊗ b
k−1
1 ⊗ (a
k
2 + ya
k
3) ⊗ b
k
2(α
k
2), where
T ′ =
k−2∑
i=1
b11⊗ · · · ⊗ b
i−1
1 ⊗ b
i
2⊗ b
i+1
1 ⊗ · · · ⊗ b
k−1
1 ⊗ a
k
1 ⊗ b
k+1
1 + b
1
1⊗ · · · ⊗ b
k−1
1 ⊗ a
k
1 ⊗
bk2(α
k
1) + a
1
1 ⊗ · · · ⊗ b
k−1
1 ⊗ xa
k
3 ⊗ b
k+1
1 ∈ T̂b1
1
⊗···⊗b
k−1
1
⊗ak
1
⊗b
k+1
1
Xk.
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