Abstract. Higher-dimensional Gaussian weighted integration is of interest in probabilistic simulations. Motivated by the need for variance calculations with functions being at least quadratic, the family of degree 5 formulae is considered. Using an existing formula for the integration over the surface of an n-sphere, an efficient, new formula for Gaussian weighted integration is obtained. Several other formulae that have appeared in the numerical integration literature are also given. The number of function evaluations required by the formulae is compared to a minimal bound result. The degree 5 formulae are applied to simple test problems and the relative errors are compared.
Introduction.
In probabilistic studies, random inputs are often modeled to have Gaussian distributions. The calculation of mean or variance of certain outputs under random inputs requires the evaluation of certain integrals. After an affine change of variables of the formx = Ax + c, this amounts to performing an integral of the form
Typically, the integrand f (x) in (1.1) is usually not an analytical expression but an output from some computational simulation. Hence, approximation methods for (1.1) are needed, using the values of integrand at a certain number of points. Efficient procedures for approximating Gaussian weighted integrals are also of interest for implementations of stochastic finite element methods [11] .
Presently, the prevalent methods for approximating integral (1.1) include the Monte Carlo and response surface methods. Although these methods may give good accuracy, they are typically not the most efficient. In this paper, we consider numerical cubature schemes,
with certain choices of weights w j and points x (j) , dependent on the method but not on f (x). In the context of probabilistic design, the integration problem is characterized by high dimensionality and expensive function evaluations. Hence, our focus is on formulae that give reasonable accuracy, requiring a small number of evaluation points and capable of generalization to arbitrarily high dimensions.
There are several ways of specifying the accuracy of cubature formulae [2] . Perhaps the most widely used criterion is the algebraic degree. Let us denote α = (α 1 , α 2 2 , where g(x) is the function whose variance is desired and µ M is the mean of g (x) .
Many common approaches to estimate the impact of variability on an output assume that f (x) is at most quadratic. Seeking cubature formulae which are exact for mean and variance of quadratic functions, this translates to examining those of algebraic degree at least 4. As it happens, many of the degree 4 formulae are also automatically exact for all odd degree polynomials. Hence, our attention is focused on 5th algebraic degree formulae. The numerical integration literature is vast, containing a large variety of formulae for several regions and weight functions. Much of work pre-1970s is largely contained in Stroud's book [20] . Recent compilations of cubature formulae have also been carried out [5, 1] . Tight bounds on the minimal number of cubature points necessary have also been derived for some of the integration problems. However, since traditionally the integrands are analytical expressions that are easily computable, there has been more emphasis on formulae having desirable numerical accuracy qualities (such as weights having the same sign) rather than on the efficiency. For probabilistic design applications, the focus is different, with efficiency being the prominent concern. The purpose of this paper is to present a new, asymptotically optimal (in the sense of efficiency) degree 5 formula for (1.1) that is valid for all higher dimensions and to review previous work on cubature formulae for the same integration problem (1.1). In particular, the view is on efficient, higher-dimensional rules.
In section 2, the question of the strongest known theoretical bound on the minimal number of cubature points necessary for 5th degree rules is addressed. This result aids in gauging the closeness to minimality for the various formulae and gives an indication of the extent for possible efficiency improvements. In section 3, some approaches to formula construction are mentioned, together with references for further information. Of the most interest is the method based on invariant theory, from which nearly all the formulae given here are derived. In section 4, we give a new 5th degree formula, derived from a formula due to Mysovskikh [16] , that is valid for all higher dimensions and is asymptotically optimal. Also, several others that have appeared in the numerical integration literature are also collected. We have not included every 5th degree cubature formulae for Gaussian weighted integration. In particular, formulae that require that the number of evaluations grow exponentially with the problem dimension are ruled out on the grounds of practical infeasibility. As an example, the formula given by Dobrodeev [6] is not listed here as for dimension 13; the formula already requires in excess of 50,000 function evaluations. In section 5, we mention in passing other cubature formulae that are potentially useful in the context of probabilistic design. Degrees 7, 9, and 11 formulae are considered, showing what the theoretical minimum number of functional evaluations are, and what the presently available formulae require. Also considered is the family of embedded formulae, being the most efficient formulae known for d ≥ 13. In section 6, the cubature formulae given in section 4 are tested on simple test problems. It is observed that whether the location of the cubature points scales with the problem dimension or not may have consequences for the accuracy of the cubature formulae.
Minimal bound.
Minimal bound results are obtained from theoretical arguments which show that, for a general cubature formula of the form (1.2) of a certain algebraic degree accuracy for approximating integrals of certain forms, the number of function evaluations must exceed a certain number. As such, the existence of formulae attaining the bounds is not assured. However, using the special symmetry structure of the integration region and weight function, tight bounds have been obtained. For the Gaussian weighted integration (1.1), which may be viewed as a linear functional evaluated with f (x), the tightest bound is still that by Möller [14] , also given in [24] . 
where P n 2k is the subspace generated by even polynomials of algebraic degree 2k and P n 2k+1 is the subspace generated by odd polynomials of algebraic degree 2k + 1.
Written more explicitly, N min in (2.2) is
3)
The integral (1.1) is certainly a centrally symmetric functional on f (x). Applying Theorem 2.2 for degree 5 formulae, we obtain
3. Methods of formula construction. Consider the one-dimensional version of (1.1), the integral
With the quadrature formulae of the form (1.2), exactness of degree d implies that the weights w j and quadrature points x (j) satisfy the following nonlinear system of moment equations:
Hence, an obvious but algebraically difficult way of obtaining quadrature formulae is to seek solutions to the above nonlinear system. An alternative is to take the quadrature points x (j) to be some appropriately chosen values and solve only the above system for the weights w j . For example, by taking x (j) to be the zeros of Hermite polynomials, the resulting quadrature formula is optimal for (3.1) in the sense of requiring the least number of quadrature points.
For higher dimensions, the technique of orthogonal polynomials could similarly be used. However, the problem of finding common zeros of orthogonal polynomials is much more complex in higher dimensions, and many questions have not been settled yet. Some of the ideas and further references are given in section 3.1.
The approach of seeking solutions to the nonlinear moment equations also becomes more difficult in higher dimensions. To reduce the algebraic problem, some postulates are made regarding the cubature points. One method is to choose the quadrature points to be of certain simple forms [22] . For example, the quadrature points may be taken to have many of the coordinates taking identical values (see Formula IV of section 4.4) or set to zero so as to significantly decrease the resulting degrees of freedom. A more attractive way of solving the nonlinear moment equations is to require that, as linear functionals, the cubature rules satisfy some of the symmetry properties of the integral functional. This greatly simplifies the algebra and is the approach from which most higher-dimensional cubature formulae are obtained. This is discussed in section 3.2.
Multidimensional orthogonal polynomials.
It is known that a Gaussian cubature formula of degree d = 2s − 1 in n variables with
points exists if and only if the orthogonal polynomials of degree 2s − 1 have N GS distinct real zeros. However, the properties of orthogonal polynomials are not known for higher dimensions; much of the result and formulae are known only for n = 2 [7] . In [4] , an extensive survey of the connection between orthogonal polynomials and cubature formulae is given, showing some of the approaches and difficulties in higher dimensions. In [24] , a characterization of quasi-orthogonal polynomials is given. Cubature formulae may be found by solving a nonlinear system of equations. For higher dimensions, this remains a difficult problem.
Invariance theory.
Let G be a finite subgroup of the group of all orthogonal transformations of R n onto itself, leaving the origin fixed. Then G is a transformation group of a regular polyhedron centered at the origin, onto itself.
Definition 3.
A linear functional I[·] is said to be G-invariant if the domain of integration and the weight function are both invariant with respect to G.
Let a ∈ G. Then the set obtained by taking the group composition of g with a, g · a, as g runs through all elements of G, is called the G-orbit containing the point a.
} is a union of G-orbits, with all points belonging to the same orbit having the same coefficient w j .
Formula construction based on invariance theory places the reasonable requirement that the cubature formulae be linear functionals having some of the same symmetries as that for the functional I[·] that is to be approximated. Observe that the algebraic degree of a polynomial is preserved under G. Application of a result due to Sobolev [18] (also in [12, 16] ) shows how the invariance requirement simplifies the cubature formula construction, as follows. 
The set of midpoints of the vertices projected onto the surface of the sphere U n is
Taking as cubature points the sets {a (j) } and {b (j) } and further requiring central symmetry of the cubature formula, Mysovskikh shows how a 5th degree formula requiring n 2 + 3n + 2 points may be constructed of the form
The above cubature formula over the spherical surface may be used to derive an efficient cubature formula for (1.1) if the Gaussian weighted integral is written as then, using Mysovskikh's degree 5 formula [16] for integration over the r = n/2 + 1 spherical surface, we obtain
where the point sets {a (j) } and {b (j) } are defined in (4.1) and (4.3), respectively.
Formula II: 2n
2 + 1 points. This formula is shown in Stroud and Secrest [23] and also in [20] :
f ( n/4 + 1/2, n/4 + 1/2, 0, . . . , 0), (4.10) where the summation is performed over all distinct reflections and permutations of the input variables. As shown in p. 294 of Stroud's book [20] , this formula is derived from the formula for integration over the surface of the unit n-sphere. Comparison with Formula I shows that, applied to radially symmetric functions f (|x|), Formulae I and II obtain exactly the same values.
Formula III: 2n
2 +1 points. A class of formulae based on invariant theory is constructed by McNamee and Stenger in [15] and also by Phillips [17] for general fully symmetric regions, which are invariant under reflections and index permutations. Specifically, the following degree 5 formula for (1.1) is given in [17] :
f ( 3/2, 0, . . . , 0)
f ( 3/2, 3/2, 0, . . . , 0), (4.11) where the summation is performed over all distinct reflections and permutations of the input variables. As noted in [17] , for n = 2, this formula is identical to the product-Gauss rule.
The main difference between Formulae II and III is that whereas the cubature points of III lie on the surface of a sphere with fixed radius (independent of the problem dimension n), those of Formula II lie on a surface that grows with n (as do those of Formula I). As is demonstrated in section 6, this appears to bring about significant differences in the accuracy.
4.4.
Formula IV: 2 ≤ n ≤ 7, n 2 + n + 2 points. This is a formula valid for 2 ≤ n ≤ 7 given by Stroud [20, pp. 92-96] . While this formula is valid only for a limited range of dimensions, it is perhaps the most efficient possible since it requires only one point more than the number given by the theoretical lower bound of section 2. The formula is of the form 
For completeness, the table of values of coefficients µ, γ, η, A, B, C on pp. 316-317 of [20] is reproduced in Table 1 . As can be seen from (4.13), for n > 7, some of the cubature points take on complex values. Figure 1 , it may be seen that together, Formulae I and IV provide near optimally efficient degree 5 rules over all dimensions.
Efficiency comparison. From

Further possibilities.
Higher degree formulae.
For cubature formulae of accuracy degrees 7, 9, and 11, Table 2 gives the minimal bound result (2.2) and references to some presently known formulae for these degrees. Again, formulae requiring the number of functional evaluations growing exponentially with the problem dimension are not listed here. In [19] , Stoyanova gives an efficient new 7th degree formula for integration over the nsphere, using the simplex symmetry similar to that shown in section 4.1. It might be possible to use a similar approach to derive a degree 7 rule for the case of Gaussian weighted integration. 0.24200 00000 00000 π n/2 0.24200 00000 00000 π n/2 B 0.81000 00000 00000 π n/2 × 10 −1 0.81000 00000 00000 π n/2 × 10 −1 C 0.50000 00000 00000 π n/2 × 10 −2 0.50000 00000 00000 π n/2 × 10 from which the coordinate components of the cubature points are selected. The sets of generators are chosen to have a certain nested structure so that for each degree, the cubature points include all those of lower degrees. This has the advantage of allowing the computation of a conservative error estimate and of reusing the previously obtained function values if a higher degree accuracy is needed. However, the number of cubature points required is larger than 2 n , and hence grows exponentially with the problem dimension. In [3] , the Genz and Malik family of embedded cubature formu- lae is applied to the integral with Gaussian weight function (1.1). For this problem, explicit expressions for the weights are given in [3] for degrees ≤ 9.
Attempts have been made to decrease the number of cubature points necessary for embedded cubature schemes that are fully symmetric interpolatory. In [8] , a Lagrange interpolation technique is considered to explicitly calculate cubature weights in terms of the generators. By placing a simple condition on the generators, some of the weights may be made to be zero, thereby eliminating some of the terms in the summation. There, the general theory is applied to the problem of unweighted integration over the hypercube. In [9] , application to the problem of Gaussian weighted integral (1.1) is carried out. For degrees higher than 13, the two family of formulae given in [9] are the most efficient known.
Test results.
6.1. Mean and variance estimates. We consider the mean and variance calculation for the function
The relative error in the mean estimate obtained from a cubature formula Q[g] is defined to be
Using the same quadrature points as that used for the mean calculation, we similarly obtain the variance estimate by approximating the integral
where µ M is the true mean. Again, the variance relative error is defined by normalizing the error in the variance estimate by the true variance. The relative errors in the mean and variance estimates are shown in Table 3 . It is seen that whereas Formulae I and IV provide good mean estimates and satisfactory variance estimates, Formulae II and III are far less accurate.
Using Monte Carlo to achieve the accuracy of mean estimate obtained from Formula I would take N ≈ 78000 function evaluations (with 99% confidence). For the variance calculation, a simple estimate using chi-squared distribution gives N ≈ 700. This shows that the use of quadrature rules can result in orders-of-magnitude computational saving. 6.2. Dimensionality study. For higher-dimensional applications, it is of interest to determine how the relative errors for the cubature rules scale with the problem dimension. Here, Formulae I-III are applied to a function whose general form is dimension independent. In particular, we consider the following radially symmetric function:
In this test case, Formulae I and II obtain exactly the same values, f (x) being radially symmetric. The results are shown in Table 4 . Here, the relative errors for Formulae I and II appear to be relatively constant with respect to the dimension. However, the error in Formula III grows steadily with the dimension. This suggests that there is an advantage in having cubature points located at a radius scaling with the square root of the problem dimension. An intuitive explanation may be provided by the following argument. Consider the integration (1.1) of the function f (x) = r q , r ≡ √ x T x. This may be written as an integration over the radial variable showing a scaling with the square root of n.
Conclusion.
Numerical integration methods were considered for probabilistic design applications, which are characterized by high dimensionality and possibly high computational costs required for function evaluations. An asymptotically optimal formulae was given that is able to capture the variance of quadratic functions. On simple test problems, some of the formulae were shown to give reasonable accuracy. For better accuracies, higher degree formulae may be used. However, significantly many more function evaluations may be necessary, as shown by the minimal bound result.
