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Abstract
In this paper, we study the Abreu equation on toric surfaces with
prescribed scalar curvatures on Delzant ploytope. In particular, we
prove the existence of the extremal metric when relative K-stability
is assumed.
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1 Introduction
Extremal metrics, introduced by E. Calabi, have been studied intensively in
the past 20 years. There are three aspects of the topic: sufficient conditions
for existence, necessary conditions for existence and the uniqueness of ex-
tremal metric. The necessary conditions for the existence are conjectured
to be related to certain stabilities. There are many works on this aspect
(see [16,25,26,52,53]). The uniqueness was completed by Mabuchi (see [48])
and Chen-Tian (cf. [16, 17]).
On the other hand, there has been no much progress on the existence of
extremal metrics or Ka¨hler metrics of constant scalar curvature. One reason
is that the equation is highly nonlinear and of fourth order. The problem
is to solve the equation under certain necessary stability conditions. It was
Tian who first gave an analytic “stability” condition and showed that such
stability is equivalent to the existence of a Ka¨hler-Einstein metric (see [53]).
In [53], Tian also defined the algebro-geometric notion of K-stability. Then
in [26], Donaldson generalized Tian’s definition of K-stablilty by giving an
algebro-geometric definition of the Futaki invariant and conjectured that it
is equivalent to the existence of a constant scalar curvature Ka¨hler metric
(cscK metric). The problem may become simpler if the manifold admits
more symmetry. Hence, it is natural to consider the problem on toric vari-
eties first. Since each toric manifold M2n can be represented by a Delzant
polytope in Rn, by Abreu, Burns and Guillemin’s work, the fourth order
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equation can be transformed to be an equation of real convex functions on
the polytope, which is known as the Abreu equation. In a sequence of pa-
pers, Donaldson initiated a program to study the extremal metrics on toric
manifolds: Donaldson formulated K-stability for polytopes and conjectured
that the stability implies the existence of the cscK metric on toric manifolds.
In [26], Donaldson also proposed a stronger version of stability which we call
uniform stability in this paper (cf. Definition 2.8). The existence of weak
solutions was solved by Donaldson under the assumption of the uniform sta-
bility (cf. [26]). Note that in [14], we prove that the uniform stability is a
necessary condition. On the other hand, Zhou-Zhu (cf. [60]) introduced the
notion of properness on the modified Mabuchi functional and showed the
existence of weak solutions under this assumption. When the scalar curva-
ture K > 0 and n = 2, all these conditions are equivalent. The remaining
issue is to show the regularity of the weak solutions. In a sequence of papers
(cf. [26–28]), Donaldson solved the problem for cscK metrics on toric surfaces
by proving the regularity of the weak solutions.
In this paper, we study the existence for metrics of any prescribed scalar
curvature on Delzant polytope (including extremal metrics) under the as-
sumption of uniform stability. As we know, though the equation of extremal
metric is on the complex manifolds, for the toric manifolds, the equation
can be reduced to a real equation on the Delzant polytope. The second
author with his collaborators developed a systematic package of tools to
study one type of fourth order PDEs which includes the Abreu equation
(cf. [10, 11, 36, 38–41, 44–46, 50]). We call the package the real affine te-
chinique. This is explained in [9]. The challenging part is then to study the
boundary behavior of the Abreu equation near the boundary of polytope.
The boundary of polytopes can be thought as the interior of the complex
manifold. The important issue is then to generalize the affine techniques to
the complex case. In [9], we made an attempt on this direction. In particular,
we obtain the estimate of the Ricci curvature K in terms of the bound of H
(cf. Theorem 3.11). We call the technique the complex affine technique. The
real/complex affine techniques play an important role in both [9] and this
paper.
The main theorem of this paper is
Theorem 1.1 Let (M,ω) be a compact toric surface and ∆ be its Delzant
polytope. Let K ∈ C∞(∆¯) be an edge-nonvanishing function. If (∆, K) is
uniformly stable, then there is a smooth T 2-invariant metric ωf on M such
that the scalar curvature of ωf is K.
For the definitions of the edge-nonvanishing function and uniform stability,
readers are referred to Definition 2.6 and Definition 2.8 respectively. For
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any Delzant polytope ∆, there is a unique affine linear function K such that
LK(u) = 0 for all affine linear functions u (for the definition of LK see §3.1).
On the other hand, by a result of Donaldson (cf. Proposition 2.9), we know
that any relativeK-polystable (∆, K) withK > 0 is uniformly stable. Hence,
as a corollary, we get the following theorem.
Theorem 1.2 Let M be a compact toric surface and ∆ be its Delzant poly-
tope. Let K ∈ C∞(∆¯) be a positive linear function. If (M,K) is relative
K-polystable then there is a smooth T 2-invariant metric on M with scalar
curvature K.
The paper is organized as follows: in §2, we review the background and
formulate the problems. In §8.1, we explain that Theorem 1.1 can be reduced
to Theorem 8.1. The proof of Theorem 8.1 occupies the rest of the paper
and the contents of sections are indicated by the titles.
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would also like to thank Bo Guan and Qing Han for their valuable discussions.
The first author is partially supported by NSFC 10631050 and NKBRPC
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10631050, NKBRPC (2006CB805905) and RFDP (20060610004).
2 Ka¨hler geometry on toric surfaces
In this section, we review the Ka¨hler geometry of toric surface and introduce
the notations to be used in this paper. We assume that the readers are
familiar with some basic knowledge of toric varieties.
A toric manifold is a 2n-dimensional Ka¨hler manifold (M,ω) that admits
an n-torus (denoted Tn) Hamitonian action. Let τ : M → t∗ be the moment
map, where t∗, identified with Rn, is the dual of the t which is the Lie
algebra of Tn. The image ∆¯ = τ(M) is known to be a polytope( [23]). In
the literature, people use ∆ for the image of the moment map. However, it is
more convenient in this paper to always assume that ∆ is an open polytope.
Note that ∆ determines a fan Σ in t. The converse is not true: Σ determines
∆ only up to a certain similarity. M can be reconstructed from either ∆ or
Σ(cf. [29] and [31]). Moreover, the class of ω can be read from ∆. Hence,
the uncertainty of ∆ reflects the non-uniqueness of Ka¨hler classes. Two
different constructions are related via Legendre transformations. The Ka¨hler
geometry appears naturally when considering the transformation between
two different constructions. This was explored by Guillemin in [31]. We will
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summarize these facts in this section. For simplicity, we only consider the
toric surfaces, i.e, n = 2.
2.1 Toric surfaces and coordinate charts
Let Σ and ∆ be a pair consisting of a fan and a polytope for a toric surface
M . For simplicity, we focus on compact toric surfaces. Then ∆ is a Delzant
polytope in t∗ and its closure is compact.
We use the notations in §2.5 of [29] to describe the fan. Let Σ be a fan
given by a sequence of lattice points
{ν0, ν1, . . . , νd−1, νd = ν0}
in the counterclockwise order, in N = Z2 ⊂ t, such that successive pairs
generate N . Suppose that the vertices and edges of ∆ are denoted by
{ϑ0, . . . , ϑd = ϑ0}, {ℓ0, ℓ1, . . . , ℓd−1, ℓd = ℓ0}.
Here ϑi = ℓi ∩ ℓi+1.
By saying that Σ is dual to ∆ we mean that νi is the inward pointing
normal vector to ℓi of ∆. Hence, Σ is determined by ∆. Suppose that the
equation for ℓi is
li(ξ) := 〈ξ, νi〉 − λi = 0. (2.1)
Then we have
∆ = {ξ|li(ξ) > 0, 0 ≤ i ≤ d− 1}
There are three types of cones in Σ: a 0-dimensional cone {0} denoted by
C∆; 1-dimensional cones generated by νi and denoted by Cℓi; 2-dimensional
cones generated by {νi, νi+1} and denoted by Cϑi. It is known that for each
cone of Σ, one can associate to it a complex coordinate chart of M (cf. §1.3
and §1.4 in [29]). Let U∆,Uℓi and Uϑi be the coordinate charts. Then
U∆ ∼= (C∗)2; Uℓi ∼= C× C∗; Uϑi ∼= C2.
In particular, in each Uℓi there is a divisor {0} × C∗. Its closure is a divisor
in M , we denote it by Zℓi.
Remark 2.1 C∗ is called a complex torus and denoted by Tc. Let z be its
natural coordinate.
In this paper, we introduce another complex coordinate by considering the
following identification
T
c → R× 2√−1T; w = log z2. (2.2)
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We call w = x+
√−1y the log-affine complex coordinate (or log-affine coor-
dinate) of C∗.
When n = 2, we have
(C∗)2 ∼= t× 2
√−1T2.
Then (z1, z2) on the left hand side is the usual complex coordinate; while
(w1, w2) on the right hand side is the log-affine coordinate. Write wi =
xi +
√−1yi, yi ∈ [0, 4π]. Then (x1, x2) is the coordinate of t.
We make the following convention.
Remark 2.2 On different types of coordinate chart we use different coordi-
nate systems as follows:
• on Uϑ ∼= C2, we use the coordinate (z1, z2);
• on Uℓ ∼= C× C∗, we use the coordinate (z1, w2);
• on U∆ ∼= (C∗)2, we use the coordinate (w1, w2),
where zi = e
wi
2 , i = 1, 2.
Remark 2.3 Since we study the T2-invariant geometry on M , it is useful
to specify a representative point of each T2-orbit. Hence for (C∗)2, we let
the points on t× 2√−1{1} be the representative points.
2.2 Ka¨hler geometry on toric surfaces
Guillemin in [31] constructed a natural T 2-invariant Ka¨hler form ωo on M
from the polytope ∆. We take this form as a reference point in the class [ωo]
and call the associated Ka¨hler metric the Guillemin metric.
For each T 2-invariant Ka¨hler form ω ∈ [ωo], on each coordinate chart
associated to a cone of the fan Σ, there is a Ka¨hler potential function (unique
up to linear functions). Write the collection of the potential functions as
f = {f•} := {f∆, fℓ0, . . . , fℓd−1, fϑ0 , . . . , fϑd−1}
as the Ka¨hler potential function with respect to the coordinate charts
{U∆,Uℓi,Uϑi |i = 1, · · · , d− 1}.
We write ω = ωf to indicate the associated potential functions.
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Let g = {g•} be the collection of potential functions for ωo. We can realize
f by the following construction. Let C∞
T2
(M) be the smooth T2-invariant
functions of M . Set
C∞+ (M) = {φ ∈ C∞T2(M)|ωg∆+φ > 0}.
Then for ω ∈ [ωo] there exists a function φ such that
f = g + φ := (g• + φ)
and ω = ωf . Set
C∞(M,ωo) = {f|f = g + φ, φ ∈ C∞+ (M)}.
Remark 2.4 Suppose that f• = g• + φ. Consider the matrix
Mf = (
∑
k
gik¯fjk¯).
Though this is not a globally well defined matrix on M , its eigenvalues are
globally defined. Set νf to be the set of eigenvalues and Hf = detM
−1
f . These
are global functions on M .
Under a coordinate chart with potential function f , the Christoffel symbols,
the curvature tensors, the Ricci curvature and the scalar curvature of Ka¨hler
metric ωf are given by
Γkij =
n∑
l=1
fkl¯
∂fil¯
∂zj
, Γk¯i¯j¯ =
n∑
l=1
f k¯l
∂fi¯l
∂zj¯
,
Rij¯kl¯ = −
∂2fij¯
∂zk∂zl¯
+
∑
f pq¯
∂fiq¯
∂zk
∂fpj¯
∂zl¯
,
Rij¯ = − ∂
2
∂zi∂z¯j
(log det (fkl¯)) , S =
∑
f ij¯Rij¯,
respectively. When we use the log-affine coordinates on t, the Ricci curvature
and the scalar curvature can be written as
Rij¯ = − ∂
2
∂xi∂xj
(log det (fkl)) , S = −
∑
f ij
∂2
∂xi∂xj
(log det (fij)) .
We treat S as an operator for f and denote it by S(f).
Define
K = ‖Ric‖f + ‖∇Ric‖
2
3
f + ‖∇2Ric‖
1
2
f (2.3)
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W = det(fst¯), Ψ = ‖∇ logW‖2f . (2.4)
We also denote by Γ˙kij , R˙
m
kil¯
and R˙ij¯ the connections, the curvatures and the
Ricci curvature of the metric ωo respectively.
When focusing on U∆ and using the log-affine coordinate (cf. Remark
2.1), we have f(x) = g(x) + φ(x). We remark that when restricting on
R2 ∼= R2 × 2√−1{1}, the Riemannian metric induced from ωf is the Calabi
metric Gf (cf. §2.6).
Fix a large constant Ko > 0. We set
C∞(M,ωo;Ko) = {f ∈ C∞(M,ωo)||S(f)| ≤ Ko}.
In this paper, we mainly study the apriori estimates for the functions in this
class.
2.3 The Legendre transformation, moment maps and
potential functions
Let f be a (smooth) strictly convex function on t. The gradient of f defines
a (normal) map ∇f from t to t∗:
ξ = (ξ1, ξ2) = ∇f(x) =
(
∂f
∂x1
,
∂f
∂x2
)
.
The function u on t∗
u(ξ) = x · ξ − f(x)
is called the Legendre transformation of f . We write u = L(f). Conversely,
f = L(u).
Now we restrict to U∆. When we use the coordinate (z1, z2), the moment
map with respect to ωf is given by
τf : U∆
(log |z21 |,log |z22 |)−−−−−−−−−→ t ∇f−→ ∆ (2.5)
Note that the first map is induced from (2.2). It is known that u must satisfy
certain behavior near boundary of ∆.
Theorem 2.5 (Guillemin) Let v = L(g), where g = g∆ is the potential
function of the Guillemin metric. Then v(ξ) =
∑
i li log li, where li is defined
in (2.1).
For u = L(f), we have u = v + ψ, where ψ ∈ C∞(∆¯). Motivated by this, we
set
C∞(∆, v) = {u|u = v + ψ is strictly convex, ψ ∈ C∞(∆¯)},
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with v as a reference point. Note that this space only depends on ∆.
We summarize the fact we just presented: let f ∈ C∞(M,ωo), then the
moment map τf is given by f = f∆ via the diagram (2.5) and u = L(f) ∈
C∞(∆, v). Conversely, f• can be constructed from u as well.
Given a function u ∈ C∞(∆, v), we can get an f ∈ C∞(M,ωo) as follows.
• On U∆, f∆ = L(u);
• on Uϑi , fϑi is constructed in the following steps: (i), since ϑi = ℓi∩ℓi+1,
let B ∈ SL(2,Z) be the transformation of t∗ such that
B(νi) = (1, 0), B(νi+1) = (0, 1).
Meanwhile, u is transformed to a function in the following format
u′ = ξ1 log ξ1 + ξ2 log ξ2 + ψ′;
(ii), f ′ = L(u′) defines a function on t and therefore is a function on
(C∗)2 ⊂ Uϑi in terms of log-affine coordinate;
(iii), it is known that f ′ can be extended over Uϑi and we set fϑi to be
this function;
• on Uℓ, the construction of fℓ is similar to fϑ. The reader may refer to
§2.5 for the construction.
2.4 The Abreu equation on ∆
We can transform the scalar curvature operator S(f) to an operator S(u) of
u on ∆, where u = L(f). Then
S(u) = S(f) ◦ ∇u.
The operator S(u) is known to be
S(u) = −
∑
U ij∂2ijw
where (U ij) is the cofactor matrix of the Hessian matrix (∂2iju), w = (det(∂
2
iju))
−1.
Here and later we denote ∂2iju =
∂2u
∂ξi∂ξj
. It is well known that ωf gives an ex-
tremal metric if and only if S ◦ ∇u is a linear function of ∆. Let K be a
smooth function on ∆¯, the Abreu equation is
S(u) = K. (2.6)
We set C∞(∆, v;Ko) to be the functions u ∈ C∞(∆, v) with |S(u)| ≤ Ko.
Definition 2.6 Let K be a smooth function on ∆¯. It is called edge-nonvanishing
if it does not vanish on any edge of ∆. That is to say, for any edge ℓ there
exists a point ξ(ℓ) on the edge such that K(ξ(ℓ)) 6= 0.
In our papers, we will always assume that K is edge-nonvanishing.
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2.5 A special case: C× C∗
Let h∗ ⊂ t∗ be the half plane given by ξ1 ≥ 0. The boundary is the ξ2-axis
and we denote it by t∗2. The corresponding fan consists of only one lattice
ν = (1, 0). The coordinate chart is Uh∗ = C × C∗. Let Z = Zt∗2 = {0} × C∗
be its divisor.
Let vh∗ = ξ1 log ξ1 + ξ
2
2 . Set
C∞(h∗, vh∗) = {u|u = vh∗ + ψ is strictly convex, ψ ∈ C∞(h∗)}
and C∞(h∗, vh∗ ;Ko) be the functions whose S is less than Ko.
Take a function u ∈ C∞(h∗, vh∗). Then f = L(u) is a function on t.
Hence it defines a function on the C∗×C∗ ⊂ Uh∗ in terms of log-affine coor-
dinates (w1, w2). Then the function fh(z1, w2) := f(log |z21 |, Re(w2)) extends
smoothly over Z, and hence is defined on Uh∗ . We conclude that for any
u ∈ C∞(h∗, vh∗) it yields a potential function fh on Uh∗ .
When we choose the coordinate (z1, w2), the moment map with respect
to ωf is given by
τf : U
∗
h
(log |z21 |,Re(w2))−−−−−−−−−→ t ∇f−→ h∗. (2.7)
Using vh∗ and the above argument, we define a function gh on U
∗
h
.
2.6 K-stability
In a sequence of papers, Donaldson initiates a program to study the extremal
metrics on toric manifolds. Here, we outline his program and some of his
important results. Again, we restrict ourself only on the 2-dimensional case.
Let ∆ be a Delzant polytope in t∗. Most of the material in this subsec-
tion can be applied to general convex polytopes, or even convex domains.
However, for simplicity we focus on the Delzant polytopes.
For any smooth function K on ∆¯, Donaldson defined a functional on
C∞(∆):
FK(u) = −
∫
∆
log det(∂2iju)dµ+ LK(u),
where LK is the linear functional
LK(u) =
∫
∂∆
udσ −
∫
∆
Kudµ,
where dµ is the Lebesgue measure on Rn and on each face F dσ is a constant
multiple of the standard (n − 1)-dimensional Lebesgue measure (see [25]
for details). In [25], Donaldson defined the concept of K-stability by using
the test configuration (Definition 2.1.2 in [25]). We recall the definition of
relatively K-polystability for toric manifolds(cf. [51]).
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Definition 2.7 [relatively K-polystable] Let K ∈ C∞(∆¯) be a smooth func-
tion on ∆¯. (∆, K) is called relatively K-polystable if LK(u) ≥ 0 for all
rational piecewise-linear convex functions u, and LK(u) = 0 if and only if u
is a linear function.
In this paper, we will simply refer to relatively K-polystable as polystable.
We fix a point p ∈ ∆ and say u is normalized at p if
u(p) ≥ 0, ∇u(p) = 0.
By Donaldson’s work, we make the following definition.
Definition 2.8 (∆, K) is called uniformly stable if it is polystable and for
any normalized convex function u ∈ C∞(∆)
LK(u) ≥ λ
∫
∂∆
udσ
for some constant λ > 0. Sometimes, we say that ∆ is (K, λ)-stable.
Donaldson proved
Proposition 2.9 When n = 2, if (∆, K) is polystable and K > 0, then there
exists a constant λ > 0 such that ∆ is (K, λ)-stable.
This is stated in [25] (Proposition 5.2.2).
Conjecture 7.2.2 in [25] reads
Conjecture 2.10 If (∆, K) is polystable, the Abreu equation S(u) = K
admits a solution in C∞(∆), where C∞(∆) consists of smooth convex functions
on ∆ that are continuous on ∆¯.
Note that the difference between C∞(∆) and C∞(∆, v) is that the second one
specifies the boundary behavior of the functions. On the other hand, we
proved in [14] the uniform stability is a necessary condition. Hence, related
to the toric manifolds, we state a stronger version of Conjecture 2.10 for
Delzant polytopes.
Conjecture 2.11 Let ∆ be a Delzant polytope. If (∆, K) is uniformly stable,
the Abreu equation S(u) = K admits a solution in C∞(∆, v),
The conjecture for cscK metric on toric surfaces was recently solved by Don-
aldson (cf. [26]). In this paper, we solve this conjecture on toric surfaces for
any edge-nonvanishing function K.
We need the following result proved by Donaldson.
Theorem 2.12 (Donaldson [28]) Suppose that ∆ is (K, λ)-stable. When
n = 2, there is a constant C1 > 0, depending on λ, ∆ and ‖S(u)‖C0, such
that |max
∆¯
u−min
∆¯
u| ≤ C1.
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3 Some results via affine techniques
We review the results developed in [9] via affine techniques.
3.1 Calabi geometry
Let f(x) be a smooth, strictly convex function defined on a convex domain
Ω ⊂ Rn ∼= t. As f is strictly convex,
G := Gf =
∑
i,j
∂2f
∂xi∂xj
dxidxj
defines a Riemannian metric on Ω. We call it the Calabi metric. We recall
some fundamental facts on the Riemannian manifold (Ω, G). Let u be the
Legendre transform of f and Ω∗ = ∇f (Ω) ⊂ t∗. Then it is known that
∇f : (Ω, Gf )→ (Ω∗, Gu) is locally isometric. The scalar curvature is S(f) or
S(u).
Let ρ = [det(fij)]
− 1
n+2 , we introduce the following affine invariants:
Φ = ‖∇ log ρ‖2G =
1
(n + 2)2
‖∇ log det(∂2iju)‖2G (3.1)
4n(n− 1)J =
∑
f ilf jmfkn∂3ijkf∂
3
lmnf =
∑
uilujmukn∂3ijku∂
3
lmnu. (3.2)
where ∂3ijkf =
∂3f
∂xi∂xj∂xk
and ∂3ijku =
∂3u
∂ξi∂ξj∂ξk
. Φ is called the norm of the
Tchebychev vector field and J is called the Pick invariant. Put
Θ = J + Φ. (3.3)
Consider an affine transformation
Aˆ : t∗ × R→ t∗ × R; Aˆ(ξ, η) = (Aξ, λη),
where A is an affine transformation on t∗. If λ = 1 we call Aˆ the base-affine
transformation. Let η = u(ξ) be a function on t∗. Aˆ induces a transformation
on u:
u∗(ξ) = λu(A−1ξ).
Then we have the following lemma of the affine transformation rule for the
affine invariants.
Lemma 3.1 Let u∗ be as above, then
1. det(∂2iju
∗)(ξ) = λn det(A)−2 det(∂2iju)(A
−1ξ).
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2. Gu∗(ξ) = λGu(A
−1ξ);
3. Θu∗(ξ) = λ
−1Θu(A−1ξ);
4. S(u∗)(ξ) = λ−1S(u)(A−1ξ).
As a corollary,
Lemma 3.2 G and Θ are invariant with respect to the base-affine transfor-
mation. Θ ·G and S ·G are invariant with respect to affine transformations.
The following lemma was proved in [9].
Lemma 3.3 Let u be a smooth, strictly convex function defined on Ω ⊂ Rn
and 0 ∈ Ω. Suppose that
Θ ≤ N2 in Ω, (3.4)
and the Hessian matrix (∂2iju) satisfies ∂
2
iju(0) = δij. Let Γ : ξ = ξ(s), s ∈
[0, a], be a curve lying in Ω, starting from ξ(0) = 0 with arc-length parameter
with respect to the Calabi metric Gu =
∑
∂2ijudξidξj. Let λmin and λmax be
the minimal and maximal eigenvalues of (∂2iju) along the path Γ. Then there
exists a constant C1 such that
(i) exp (−C1a) ≤ λmin ≤ λmax ≤ exp (C1a) ,
(ii) Γ ⊂ D
a exp( 12C1a)
(0), where D
a exp( 12C1a)
(0) ⊂ Rn is a Euclidean disk cen-
tered at 0 with the radius a exp
(
1
2
C1a
)
.
In [9], we used the affine blow-up analysis to prove the following estimates.
We only state the results for the Delzant polytopes.
Theorem 3.4 Let u be a smooth strictly convex function on a Delzant poly-
tope ∆ ⊂ R2 with ‖S(u)‖C3(∆) < Ko, where ‖ · ‖C3 denotes the Euclidean
C3-norm. Suppose that for any p ∈ ∆, du(p, ∂∆) <∞, and
max
∆¯
u−min
∆¯
u ≤ C1 (3.5)
for some constant C1 > 0. Then there is a constant C3 > 0, depending only
on ∆,C1, Ko such that
(Θ + |S|+K)d2u(p, ∂∆) ≤ C3. (3.6)
Here du(p, ∂∆) is the distance from p to ∆ with respect to the Calabi metric
Gu.
13
3.2 Convergence theorems and Bernstein properties
Let Ω ⊂ R2 be a bounded convex domain. It is well-known (see [30], p.27)
that there exists a unique ellipsoid E which attains the minimum volume
among all the ellipsoids that contain Ω and that is centered at the center of
mass of Ω, such that
2−
3
2E ⊂ Ω ⊂ E,
where 2−
3
2E means the 2−
3
2 -dilation of E with respect to its center. Let
T be an affine transformation such that T (E) = D1(0), the unit disk. Put
Ω˜ = T (Ω). Then
2−
3
2D1(0) ⊂ Ω˜ ⊂ D1(0). (3.7)
We call T the normalizing transformation of Ω.
Definition 3.5 A convex domain Ω is called normalized when its center of
mass is 0 and 2−
3
2D1(0) ⊂ Ω ⊂ D1(0).
Let A : R2 → R2 be an affine transformation given by A(ξ) = A0(ξ) + a0,
where A0 is a linear transformation and a0 ∈ R2. If there is a constant L > 0
such that |a0| ≤ L and for any Euclidean unit vector v
L−1 ≤ |A0v| ≤ L,
we say that A is L-bounded.
Definition 3.6 A convex domain Ω is called L-normalized if its normalizing
transformation is L-bounded.
The following lemma is useful to measure the normalization of a domain.
Lemma 3.7 Let Ω ⊂ R2 be a convex domain. Suppose that there exists a
pair of constants R > r > 0 such that
Dr(0) ⊂ Ω ⊂ DR(0),
then Ω is L-normalized, where L depends only on r and R.
Let u be a convex function on Ω. Let p ∈ Ω be a point. Consider the set
{ξ ∈ Ω|u(ξ) ≤ u(p) +∇u(p) · (ξ − p) + σ}.
If it is compact in Ω, we call it a section of u at p with height σ and denote
it by Su(p, σ).
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Denote by F(Ω, C) the class of convex functions defined on Ω such that
inf
Ω
u = 0, u = C on ∂Ω,
and
F(Ω, C;Ko) = {u ∈ F(Ω, C)||S(u)| ≤ Ko}.
We will assume that Ω is normalized in this subsection.
The main result of this subsection is the following.
Proposition 3.8 Let Ω ⊂ R2 be a normalized domain. Let u ∈ F(Ω, 1;Ko)
and po be its minimal point, that is, u(po) = 0. Then
(i) there are two positive constants s and C2 such that dE(p
o, ∂Ω) > s and
in Ds(p
o)
‖u‖C3,α ≤ C2
for any α ∈ (0, 1);
(ii) there is a constant δ ∈ (0, 1), such that Su(po, δ) ⊂ Ds(po).
(iii) there exists a constant b > 0 such that Su(p
o, δ) ⊂ Bb(po).
In the statement, all the constants only depend on Ko; D,B are disks with
respect to the Euclidean metric and the Calabi metric Gu respectively; dE
is the Euclidean distance function. Here and later we denote ‖ · ‖C3,α the
Euclidean C3,α-norm.
Furthermore, if u is smooth, then for any k ∈ Z≥0
‖u‖Ck+3,α(Ds(po)) ≤ C′2
where C′2 depends on the C
k-norm of S(u).
This can be restated as a convergence theorem.
Theorem 3.9 Let Ω ⊂ R2 be a normalized domain. Let uk ∈ F(Ω, 1;Ko) be
a sequence of functions and pok be the minimal point of uk. Then there exists
a subsequence of functions, still denoted by uk, locally uniformly converging
to a function u∞ in Ω, and pok converging to p
o
∞; satisfying:
(i) there are two positive constants s and C2 independent of k such that
dE(p
o
k, ∂Ω) > s and in Ds(p
o
∞)
‖uk‖C3,α ≤ C2
for any α ∈ (0, 1);
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(ii) there is a constant δ ∈ (0, 1), independent of k, such that Suk(pok, δ) ⊂
Ds(p
o
∞).
(iii) there exists a constant b > 0 independent of k such that Suk(p
o
k, δ) ⊂
Bb(p
o
k).
(i) implies that in Ds(p
o
∞), uk C
3-converges to u∞. Furthermore, if uk is
smooth and the Ck-norms of S(uk) are uniformly bounded, then uk Ck+3,α
converges to u∞ in Ds(po∞).
3.3 Interior regularities and estimate of K near divi-
sors
Let ∆ ⊂ R2 be a Delzant polytope. In [9], we prove the following regularity
theorem.
Theorem 3.10 Let U be a chart of either U∆,Uℓ or Uϑ. Let zo ∈ U and
Ba(zo) be a geodesic ball in U. Suppose that there is a constant C1 such that
f(zo) = 0, |∇f |(zo) ≤ C1, and
K(f) ≤ C1, W ≤ C1, |z| ≤ C1
in Ba(zo). Then there is a constant a1 > 0, depending on a and C1, such
that D2a1(zo) ⊂ Ba2 (zo), and for any k ≥ 0, such that
‖f‖Ck+3,α(Da1 (zo)) ≤ C(a, C1, ‖S(u)‖Ck).
One of the main results in [9] that is developed from the affine technique
is the following. Here K,W and Ψ are introduced in §2.2.
Theorem 3.11 Let u ∈ C∞(∆, v). Let z∗ be a point on a divisor Zℓ for some
ℓ. Choose a coordinate system (ξ1, ξ2) such that ℓ = {ξ|ξ1 = 0}. Let p ∈ ℓ and
Db(p) ∩ ∆¯ be an Euclidean half-ball such that its intersects with ∂∆ lies in
the interior of ℓ. Let Ba(z∗) be a geodesic ball satisfying τf (Ba(z∗)) ⊂ Db(p).
Suppose that
|S(u)| ≥ δ > 0, in Db(p) ∩ ∆¯, (3.8)
‖S(u)‖C3(∆¯) ≤ N,
∂222h|ℓ∩Db(p) ≥ N−1
where h = u|ℓ and ‖.‖C3(∆) denotes the Euclidean C3-norm. Then there is a
constant C3 > 0, depending only on a, δ,N and Db(p), such that
W
1
2
max
Ba(z∗)
W
1
2
(K + ‖∇ log |S|‖2f +Ψ) (z)a2 ≤ C3, ∀z ∈ Ba/2(z∗) (3.9)
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where W = det(fst¯).
4 Estimates of the determinant
In this section, we will explore the dependence of some estimates of det(∂2iju)
on dE(·, ∂∆). The results in §4.1 hold for any n.
4.1 The lower bound of the determinant
The following lemma can be found in [27].
Lemma 4.1 Suppose that u ∈ C∞(∆, v;Ko). Then
(1) det(∂2iju) ≥ C4 everywhere in ∆, where C4 = (4n−1Kodiam(∆)2)−n.
(2) For any δ ∈ (0, 1) there is a constant Cδ > 0, depending only on n and
δ, such that
det(∂2iju)(p) ≥ CδdE(p, ∂∆)−δ.
Here we denote ∂2iju =
∂2u
∂ξi∂ξj
. In the following we derive a stronger estimate
for det(∂2iju)(p).
Lemma 4.2 Let u ∈ C∞(∆, v;Ko). Then there is a constant C5 > 0, de-
pending only on ∆ and Ko such that for any ξ ∈ ∆
det(∂2iju)(ξ) ≥
C5
dE(ξ, ∂∆)
.
Proof. Let p ∈ ∆ be a point and F be a facet such that dE(p, ∂∆) = dE(p, q),
q ∈ F . We choose a new coordinate system on t∗ such that: (i) F is on the
{ξ1 = 0}-plane; (ii) ξ(q) = 0 ; (iii) ξ1(∆) ≥ 0.
By (2) of Lemma 4.1, we already have
det(∂2iju) ≥ C0ξ−(1−
1
n
)
1 . (4.1)
Consider the function
v′ = ξα1
(
C +
n∑
j=2
ξ2j
)
− aξ1,
where a > 0, α > 1 and C > 0 are constants to be determined. We may
choose a large such that v′ ≤ 0 on ∆. For any point ξ we may assume that
ξ = (ξ1, ξ2, 0, ..., 0). By a direct calculation we have
v′11 = α(α− 1)ξα−21 (C + ξ22), v′12 = 2αξ2ξα−11 , v′ii = 2ξα1 i ≥ 2,
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det(∂2ijv
′) = 2n−1
[
α(α− 1)(C + ξ22)− 2α2ξ22
]
ξnα−21 .
Set α = 1 + 1
n2
. Then for large C, it is easy to see that v′ is strictly convex
in ∆ and
det(∂2ijv
′) ≥ C1ξnα−21 . (4.2)
Consider the function
F = w + C5v
′,
where w−1 = det(∂2iju). As w vanishes on the boundary of ∆, we have F ≤ 0
on ∂∆. Then∑
U ij∂2ijF = −K + C5 det(∂2iju)
∑
uij∂2ijv
′
≥ −K + nC5 det(∂2iju)1−1/n det(∂2ijv′)1/n
≥ −K + nC5C1−
1
n
0 ξ
−(1− 1
n
)2
1 C
1
n
1 ξ
α− 2
n
1
= −K + nC5C1−
1
n
0 C
1
n
1 .
where C0 and C1 are constants in (4.1) and (4.2), (u
ij) denotes the inverse
matrix of the matrix (∂2iju). Choose C5 such that
∑
U ij∂2ijF > 0. So
by the maximum principle we have w ≤ C5|v′| ≤ aC5ξ1. It follows that
det(∂2iju)(ξ) ≥ C5ξ1−1 for some constant C5 > 0 independent of p. 
4.2 The upper bound of the determinant
We need the following two lemmas.
Lemma 4.3 Let ∆ ⊂ Rn be a Delzant ploytope and p ∈ ∆ be a point with
ξ(p) = 0. Let uk ∈ C∞(∆) be a sequence of convex functions such that
uk(0) = 0, ∇uk(0) = 0,
and uk locally uniformly C
2-converges to a strictly convex function u∞ defined
in ∆. Then there are two constants d, C1 > 0 independent of k such that
∑(∂uk
∂ξi
)2
(d+ fk)2
≤ C1
where fk is the Legendre function of uk (cf. Section 2.3).
Proof. Obviously fk(0) = 0, ∇fk(0) = 0, fk ≥ 0 and fk uniformly
C2-converges to a strictly convex function f∞ in Dǫ(0) for some ǫ > 0, in
particular,
fk|∂Dǫ(0) ≥ δ
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for some δ > 0 independent of k. Let h(x) = δ|x|
ǫ
. Using the convexity of fk
one can check that in Rn \Dǫ(0),
fk(x) ≥ h(x).
Then in Rn
(fk + δ)
2 ǫ
2
δ2
≥
∑
i
x2i =
∑
i
(
∂uk
∂ξi
)2
. q.e.d.
The following lemma is proved in [10] (cf. Corollary 2.6):
Lemma 4.4 Let ∆ ⊂ R2 be a Delzant ploytope. Suppose that u ∈ C∞(∆, v;Ko),
and suppose that there are two constants b, d > 0 such that
∑(
∂u
∂ξk
)2
(d+ f)2
≤ b, d+ f ≥ 1 (4.3)
where f is the Legendre function of u. Then there is a constant b0 > 0
depending only on Ko and ∆ such that
det(∂2iju)
(d+ f)4
(p) ≤ b0
dE(p, ∂∆)4
.
Using Lemma 4.3 and Lemma 4.4 we can obtain the upper bound esti-
mates for det(∂2iju).
Lemma 4.5 Let ∆ ⊂ R2 be a Delzant ploytope. Suppose that uk ∈ C∞(∆, v;Ko)
and uk locally uniformly C
2-converges to a strictly convex function u∞ in ∆.
And suppose that
max
∆¯
|uk| ≤ C1,
for some constant C1 > 0 independent of k. Denote dE(p, ∂∆) by the Eu-
clidean distance from p to the boundary ∂∆. Then there is a constant C6 > 0,
independent of k, such that for any p ∈ ∆
log det(∂2ijuk)(p) ≤ C6 − C6 log dE(p, ∂∆).
Proof. Since u is convex, we have for any p ∈ ∆∣∣∣∣ ∂u∂ξi (p)
∣∣∣∣ ≤ 2C1dE(p, ∂∆) . (4.4)
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Again by the convexity and (4.4) we obtain that for any point p ∈ ∆
f(∇u(p)) =
∑ ∂u
∂ξi
ξi − u ≤ 4C2C1
dE(p, ∂∆)
, (4.5)
where C2 > 0 is a constant depending only on ∆. From Lemma 4.3, Lemma
4.4 and (4.5) we conclude that
det(∂2iju) ≤ C3(dE(p, ∂∆))−8, (4.6)
where C3 > 0 is a constant. q.e.d.
5 Estimates of Riemannian distances on ∂∆
Let ∆ ⊂ R2 be a Delzant ploytope. Let ℓ be an edge of ∆ and ℓ◦ be the
interior of ℓ. Let ξ(ℓ) ∈ ℓ◦. For simplicity, we fix a coordinate system on t∗
such that (i) ℓ is on the ξ2-axis; (ii) ξ
(ℓ) = 0; (iii) ∆ ⊂ h∗.
Define ℓc,d = {(0, ξ2)|c ≤ ξ2 ≤ d} ⊂ ℓo.
Let uk ∈ C∞(∆, v;Ko) be a sequence of functions with S(uk) = Kk.
Suppose that
1. ∣∣∣∣max
∆¯
uk −min
∆¯
uk
∣∣∣∣ ≤ C1 (5.1)
for some constant C1 independent of k,
2. Kk C
3-converges to K on ∆¯, and
3. uk locally C
6-converges in ∆ to a strictly convex function u∞. u∞ can
be naturally continuously extended to be defined on ∆¯.
5.1 C0-convergence
Denote by hk the restriction of uk to ℓ. Then hk locally uniformly converges
to a convex function h in ℓ. Obviously, u∞|ℓ◦ ≤ h. In this subsection we
prove that ”≤” is indeed ”=”. In fact, we have the following Proposition.
Proposition 5.1 For q ∈ ℓ◦, u∞(q) = h(q).
Proof. For simplicity we assume that
ξ(q) = 0. (5.2)
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If this proposition is not true, then u∞(0) < h(0). Without loss of generality
we can assume that ℓ− 1
2
, 1
2
= {ξ|ξ1 = 0, |ξ2| ≤ 12} ⊂ ℓo and for any point
p ∈ ℓ− 1
2
, 1
2
u∞(p) +
1
2
< h(p), u∞(0) = 0.
By assumption we have
lim
k→∞
‖Kk −K‖C3(∆¯) = 0. (5.3)
For any Kk, consider the functional
FKk(u) = −
∫
∆
log det(∂2iju)dµ+ LKk(u),
defined in C∞(∆), where LKk is the linear functional
LKk(u) =
∫
∂∆
udσ −
∫
∆
Kkudµ.
Here dσ and dµ are as in the section 2.6. Since S(uk) = Kk, by a result of
Donaldson uk is an absolute minimizer for FKk in C∞(∆) (cf. [25]). By (5.1)
and u∞(0) = 0
|uk|L∞(∆¯) < C1 (5.4)
as k large enough. For any positive constant δ < 1, denote
∆δ = {p ∈ ∆ | dE(p, ∂∆) ≥ δ}.
By Lemma 4.1 and Lemma 4.5 we have for any k∣∣∣∣
∫
∆\∆δ
log det(∂2ijuk)dµ
∣∣∣∣ ≤ C2√δ
as δ is small enough, where C2 is a constant independent of k and δ. Com-
bining this and that uk locally uniformly C
3-converges to u∞ in ∆ we have
lim
k→∞
∫
∆
log det(∂2ijuk)dµ =
∫
∆
log det(∂2iju∞)dµ.
By (5.3) and (5.4) we have
lim
k→∞
∫
∆
Kkukdµ =
∫
∆
Ku∞dµ
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and
lim
k→∞
∫
∂∆
ukdσ −
∫
∂∆
u∞dσ =
∫
∂∆
hdσ −
∫
∂∆
u∞dσ ≥
∫
ℓ
−
1
2 ,
1
2
(h− u∞)dσ ≥ 1
2
.
We conclude that
FK(u∞) ≤ lim
k→∞
FKk(uk)−
1
2
. (5.5)
Hence
FKk(u∞) = FK(u∞)−
∫
∆
(Kk −K)u∞dµ ≤ FKk(uk)−
1
4
, (5.6)
as k large enough, where we used (5.3) and (5.4) in the last inequality. This
contradicts FKk(uk) = inf
u∈C∞(∆)
FKk(u). 
Corollary 5.2 Suppose that ℓc−2ǫo,d+2ǫo ⊂ ℓ for some ǫo > 0. For any ǫ > 0,
there is a constant δ > 0, such that for any q ∈ ℓc,d and p ∈ Eδc,d := {(ξ1, ξ2) ∈
∆|ξ1 ≤ δ, c ≤ ξ2 ≤ d} with dE(p, q) ≤ δ,
|uk(p)− uk(q)| ≤ ǫ, (5.7)
when k is big enough.
Proof. Let δ0 be a constant such that E
2δ0
c−ǫo,d+ǫo ∩ ∂∆ ⊂ ℓ. By the convexity
of uk, for any p ∈ Eδ0c,d, we have
∂1uk(p) < C1δ−10 , |∂2uk(p)| ≤ C1ǫ−1o . (5.8)
Without loss of generality we can assume that max
E
δ0
c,d
∂1uk ≤ 0 (otherwise,
we can use u − C1δ−10 ξ1 instead of u, and use the same argument). Let
0 < δ1 ≤ δ0 be a constant such that
max
c≤b≤d
|u∞(0, b)− u∞(δ1, b)| ≤ ǫ/8. (5.9)
By (5.8) we conclude that uk is uniform continuous in the ξ2-direction. As
max
E
δ0
c,d
∂1uk < 0 we have uk(δ1, b) < uk(a, b) < uk(0, b) for any 0 < a < δ1. It
suffices to prove that for any c ≤ b ≤ d
|uk(0, b)− uk(δ1, b)| ≤ ǫ.
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By the convergence of hk and the convergence of uk we have
max
c≤b≤d
|uk(δ1, b)− u∞(δ1, b)| ≤ ǫ
8
, max
c≤b≤d
|hk(0, b)− h(0, b)| ≤ ǫ
8
, (5.10)
when k large enough. By Proposition 5.1 we have
|uk(0, b)− uk(δ1, b)|
≤ |u∞(0, b)− u∞(δ1, b)|+ |u∞(δ1, b)− uk(δ1, b)|+ |h∞(0, b)− hk(0, b)|.
Then the Corollary follows from (5.9) and (5.10). 
5.2 Monge-Ampe`re measure on the boundary
Lemma 5.3 Let u ∈ C∞(∆, v;Ko) and h = u|ℓ. There is a constant C7 > 0,
depending on dE(ℓc,d, ∂ℓ), such that on ℓc,d, ∂
2
22h ≥ C7.
Proof. By the boundary behavior of u, we know that ∂u
11
∂ξ1
= 1 on ℓ (cf.
[28]). Consider a small neighborhood of ℓc,d which depends on u, such that
1
2
≤ ∂u11
∂ξ1
≤ 2. By integrating we have, in this neighborhood,
1
2
ξ1 ≤ u11 ≤ 2ξ1.
Then, by Lemma 4.2, ∂222u = det(∂
2
iju) · u11 ≥ C7. 
For any δ > 0 denote
Lδc = {(ξ1, c)|0 ≤ ξ1 ≤ δ}, Lδd = {(ξ1, d)|0 ≤ ξ1 ≤ δ}.
Lemma 5.4 Suppose that ℓc−ǫo,d+ǫo ⊂ ℓ for some ǫo > 0. Then there exists
δ > 0 independent of k, such that
max
Lδc
∂2uk < min
Lδ
d
∂2uk, (5.11)
when k is big enough.
Proof. Since (5.11) is invariant under adding a linear function, we can
assume that
∂2uk(0, e) = 0, uk(0, e) = 0,
where e = (c+ d)/2. Using Lemma 5.3, a direct integration gives us
uk(0, c) ≥ δ0, uk(0, d) ≥ δ0,
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for some δ0 > 0 depends only on C7 and d − c. Applying Corollary 5.2 with
ǫ = δ0
10
, there is a constant δ > 0, such that for any 0 ≤ a ≤ δ and c ≤ b ≤ d
|uk(a, b)− uk(0, b)| ≤ δ0
10
(5.12)
when k is big enough. Then
uk|Lδc ≥
9δ0
10
, uk|Lδ
d
≥ 9δ0
10
, − δ0
10
≤ uk|Lδe ≤
δ0
10
.
By the convexity of uk, we have ∂2uk|Lδc < 0 and ∂2uk|Lδd > 0. 
5.3 Some lemmas
Let u ∈ C∞(h∗, vh∗ ;Ko). Let p◦ be a point such that d(p◦, t∗2) = 1, where
t∗2 = ∂h
∗. By adding a linear function we normalize u such that p◦ is the
minimal point of u; i.e.,
u(p◦) = inf
h∗
u. (5.13)
Let pˇ be the minimal point of u on t∗2, the boundary of h
∗. By adding some
constant to u, we require that
u(pˇ) = 0. (5.14)
By a coordinate translation we can assume that
ξ(pˇ) = 0. (5.15)
We call (u, p◦, pˇ) a normalized triple, if u satisfies (5.13), (5.14), (5.15) and
d(p◦, t∗2) = 1.
Lemma 5.5 Let (uk, p
◦
k, pˇk) be a sequence of normalized triples with
lim
k→∞
max |S(uk)| = 0, Θukd2uk(p, t∗2) ≤ C3, (5.16)
then there is a constant Co > 0 such that
C−1o ≤ |uk(p◦k)| ≤ Co. (5.17)
The proof of this Lemma is the same as Lemma 7.6 in [9].
Based on this, we prove the following lemma in this subsection.
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Lemma 5.6 Let (uk, p
◦
k, pˇk) be a sequence of normalized triple with (5.16)
and ∂2ijuk(p
◦
k) = δij. Then by choosing a subsequence we have
(1) p◦k converges to a point p
◦
∞, there exists a constant a > 0 such that uk
uniformly C3-converges to u∞ in a Euclidean ball Da(p◦∞);
(2) there exist two constants 0 < τ < 1 and C1 > 0 independent of k such
that
max
Sh(pˇ,1)
|ξ2| ≤ C1
2
, (5.18)
max
Sh(pˇ,1)
∂2u ≥ C−11 , min
Sh(pˇ,1)
∂2u ≤ −C−11 , (5.19)
|∇u| ≤ C−11 , in Bτ (p◦) (5.20)
as k large enough, where h = u|t∗2 and Sh(pˇ, 1) = {ξ ∈ t∗2 | h ≤ 1}.
Proof. Let u be a function of uk. By a coordinate translation ξ
⋆ = ξ− ξ(p◦)
we have ξ⋆(p◦) = 0.
By (5.16) and d(p◦, t∗2) = 1, we have
Θ ≤ 16C3, in B 3
4
(p◦).
Using Lemma 3.3 we obtain
C−12 ≤ ∂2iju ≤ C2, |∂3ijku| ≤ C2.
It follows from (5.13) and (5.17) that ‖u‖C3(B 3
4
(p◦)) ≤ C1. Then U ij ∈ C1(B 3
4
(p◦)).
Following from the standard elliptic regularity theory of the equations∑
U ij∂2ijw = −K, U ij∂2ij(∂ku) = ∂kw−1
we have ‖u‖W 4,p(B 3
4
(p◦)) ≤ C. By the Sobolev embedding theorem
‖u‖C3,α(B 1
2
(p◦)) ≤ C2‖u‖W 4,p(B 3
4
(p◦)).
for some positive constant C2 independent of k. Then by Ascoli Theorem
and choosing a subsequence we conclude that uk uniformly C
3-converges to a
strictly convex function u∞ in Da(0) for some constant a > 0. In particular,
there is a positive constant ǫ such that
Suk(0, ǫ) ⊂ Da(0), |∇eruk| (p) ≥
ǫ
2a
, ∀p ∈ ∂Da(0). (5.21)
25
where er is a unit vector parallel to p◦p. Consider the function
Λ(ξ⋆) =
ǫ
2a
|ξ⋆| − C,
where C is the constant in (5.17). Since Λ(0) < u(0) and Λ(p) ≤ u(p) for
any p ∈ ∂Da(0), by (5.21) and the convexity of u we have
Λ(q) ≤ u(q), ∀ q ∈ h∗ \Da(0). (5.22)
Then by t∗2 ⊂ h∗\Da(0), we have Sh(pˇ, 1) ⊂ SΛ(p◦, C+1)∩t∗2. In particular
max
Sh(pˇ,1)
|ξ⋆| ≤ max
SΛ(p◦,C+1)
|ξ⋆| ≤ 2a
ǫ
(C1 + 1). (5.23)
Combing this, ξ⋆(pˇ) = −ξ(p◦) and pˇ ∈ Sh(pˇ, 1), we prove (5.18) and
|ξ(p◦)| ≤ 2a
ǫ
(C1 + 1). (5.24)
(1) follows from (5.24) and the convergence of uk in the coordinates of ξ
⋆.
(5.20) follows from (1) and the convexity of u∞. Then by the convexity of u
and (5.18) we obtain (5.19). 
5.4 Lower bounds of Riemannian distances inside edges
Let p = (0, c) and q = (0, d). Let ǫo > 0 be a constant such that ℓc,d ⊂
ℓc−2ǫo,d+2ǫo ⊂⊂ ℓ and ǫo ≤ d−c4 . Set
Eδoc−2ǫo,d+2ǫo = [0, δo]× ℓc−2ǫo,d+2ǫo ⊂ ∆.
We assume that Eδoc−2ǫo,d+2ǫo
⋂
(∂∆ \ ℓ) = ∅.
We use affine technique to prove the following proposition.
Proposition 5.7 There is a constant C8 > 0 independent of k such that
duk(p, q) ≥ C8
for k large enough. Here duk(p, q) denotes the geodesic distance from p to q
with respect the Calabi metric Guk .
We introduce some notations. Let u be a function of the sequence uk.
Let Γ be a minimal geodesic from (0, c) to (0,d) with respect to the Calabi
metric Gu. For any p
◦ ∈ Γ \ ℓ, denote
d(p◦) = d(p◦, ∂∆).
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Let pˇ ∈ ℓ be the point such that
∂2u(pˇ) = ∂2u(p
◦). (5.25)
Let L(p◦) be the geodesic arc-length of the connected component con-
taining p◦ of Γ ∩ Bτd(p◦)(p◦), where τ is the constant in Lemma 5.6. Then
L(p◦) = 2τd(p◦). Denote
m(p◦) = max
q∈Bτd(p◦)(p◦)
|∂2u(q)− ∂2u(p◦)|,
B(pˇ) = {p ∈ ℓ | |∂2u(p)− ∂2u(pˇ)| < m(p◦)}.
To prove Proposition 5.7 we need the following lemma.
Lemma 5.8 Let uk ∈ C∞(∆, v;Ko) be a sequence of functions such that uk
satisfies (5.1) and
S(uk) = Kk.
Suppose that Kk uniformly C
3-converges to K on ∆ and the geodesic arc-
length of Γk converges to zero as k → ∞. Then there is a positive constant
C2 independent of k such that for any uk and any p
◦ ∈ Γk ∩ Eδoc−ǫo,d+ǫo,∫
Bk(pˇ)
√
∂222ukdξ2 ≤ C2τdk(p◦) ≤ C2Lk(p◦), (5.26)
where dk(p
◦) = duk(p
◦, ∂∆) and pˇ satisfies (5.25).
Proof. If the lemma is not true, there are a subsequence of points p◦k and a
subsequence of functions uk, still denoted by p
◦
k and uk to simplify notations,
such that
lim
k→∞
τdk(p
◦
k)∫
B(pˇk)
√
∂222ukdξ2
= 0. (5.27)
Let u be a function of the sequence uk. Let uˆ = u−∇u(p◦) · ξ+C, where
C is a constant such that inf∂∆ uˆ = 0. Then, uˆ(pˇ) = inf
ℓ
uˆ, uˆ(p◦) = inf
∆
uˆ. We
claim that
inf
∂∆
uˆ = inf
ℓ
uˆ = uˆ(pˇ), (5.28)
as k is large enough.
Proof of the Claim. If the Claim is not true, there are a subsequence of uˆk
and a sequence of points qˇk ∈ ∂∆ \ ℓ, still denoted by uˆk and qˇk, such that
uˆk(qˇk) = inf
∂∆
uˆk.
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Let αk = − inf
∆
uˆk. Since the geodesic arc-length of Γk converges to zero as
k →∞ we have lim
k→∞
dk(p
◦
k) = 0. Then by the interior regularity and choosing
a subsequence, we have
lim
k→∞
p◦k = pˇ∞ ∈ ℓc−ǫo,d+ǫo. (5.29)
In fact, if pˇ∞ ∈ ∆, then uk C3,α converges to a strictly convex function u∞ in
the neighborhood of pˇ∞, and dk(p◦k) ≥ ǫ1 for some ǫ1 > 0 independent of k.
It contradicts lim
k→∞
dk(p
◦
k) = 0. It follows from (5.29) and Corollary 5.2 that
lim
k→∞
|uk(p◦k)− uk(pˇ∞)| = 0. (5.30)
By the convexity of u and (5.1) we have |∂2u(p◦)| ≤ C1 for some positive
constant C1 independent of k. Then
uˆ(pˇ∞)− uˆ(p◦)
= u(pˇ∞)− u(p◦) + ∂1u(p◦)ξ1(p◦)− ∂2u(p◦)(ξ2(pˇ∞)− ξ2(p◦))
≤ u(pˇ∞)− u(p◦) + C1 |(ξ2(pˇ∞)− ξ2(p◦))|+ Cξ1(p◦), (5.31)
as k is large enough, where we used the fact ∂1u(p
◦) < C, 0 < ξ1(p◦) <diam(∆).
Combining (5.29), (5.30), (5.31), lim
k→∞
ξ1(p
◦
k) = 0 and uˆ(pˇ∞) > uˆ(qˇ) > uˆ(p
◦)
we conclude that
lim
k→∞
αk = 0. (5.32)
Let γ be the line segment connecting p◦ and qˇ. By the convexity we have
for any p ∈ γ
− α ≤ uˆ(p) ≤ 0, l(p) ≤ u(p) ≤ l(p) + α, (5.33)
where l(p) = u(p◦) + ∇u(p◦) · (p − p◦). By choosing a subsequence we can
assume that γk converges to a line segment γ∞. We can see that γ∞ ⊂ ℓ,
otherwise, as limk→∞ αk = 0, u∞ is a linear function on γ∞, it contradicts
the strict convexity of u∞. For any p ∈ γ∞ ∩ ℓc−ǫo,d+ǫo and pk ∈ γk with
lim
k→∞
pk = p, by Corollary 5.2 and the same calculation as (5.31) we have
0 ≤ lim
k→∞
(uˆk(p)− uˆk(pk)) ≤ lim
k→∞
(uk(p)− uk(pk)) = 0. (5.34)
Let hˆ = uˆ|ℓ. By (5.32), (5.33) and (5.34) we conclude that
lim
k→∞
hˆk(p) = 0, ∀p ∈ ℓc−ǫo,d+ǫo ∩ γ∞. (5.35)
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On the other hand, since hˆ = h−∂2u(p◦)ξ2+C, from Lemma 5.3 hˆk converges
to a strictly convex function hˆ∞. It contradicts (5.35). The Claim is proved.
By a coordinate translation, we assume that ξ(pˇ) = 0. Consider the fol-
lowing affine transformation T ,
ξ˜1 = a11ξ1, ξ˜2 = a21ξ1 + a22ξ2, u˜(ξ˜) = λuˆ
(
ξ˜1
a11
,
ξ˜2
a22
− a21ξ˜1
a11a22
)
.
We choose λ = [d(p◦)]−2 and
a11 =
√
λ det(∂2ij uˆ)√
∂222uˆ
(p◦), a21 =
√
λ∂221uˆ√
∂222uˆ
(p◦), a22 =
√
λ∂222uˆ(p
◦).
Denote by p˜◦, ˜ˇp, · · · the image of p◦, pˇ, · · · under the affine transformation T .
Then by a direct calculation we have ∂˜2ij u˜(p˜
◦) = δij , and for any p, q
∂˜2u˜(p˜) =
λ
a22
∂2uˆ(p), ∂˜
2
22u˜(p˜) =
λ
a222
∂222uˆ(p), d˜u˜(p˜, q˜) =
√
λduˆ(p, q), (5.36)
lim
k→∞
max |S(u˜k)| = lim
k→∞
max
S(uk)
λk
= lim
k→∞
max d(p◦k)S(uk) = 0, (5.37)
where we denote ∂˜iu˜ =
∂u˜
∂ξ˜i
, ∂˜2ij u˜ =
∂2u˜
∂ξ˜i∂ξ˜j
and use S(u) = S(uˆ). In particular,
d˜(p˜◦) = 1, and
lim
k→∞
τ d˜(p˜◦k)∫
B˜(˜ˇpk)
√
∂222u˜kdξ˜2
= lim
k→∞
τd(p˜◦k)∫
B(pˇk)
√
∂222ukdξ2
= 0, (5.38)
where
m˜(p˜◦) = max
Bτ (p˜◦)
|∂˜2u˜|, B˜(˜ˇp) = {q ∈ t∗2||∂˜2u˜|(q) < m˜(p˜◦)}.
On the other hand, using Lemma 5.6 for (u˜k, p˜
◦
k, ˜ˇpk), we conclude that u˜k
locally uniformly converges to u˜∞ and
m˜(p˜◦) ≤ C−11 , B˜(˜ˇp) ⊂ Sh˜(˜ˇp, 1), |ξ˜2(q)| ≤ C1/2, ∀ q ∈ B˜(p˜◦). (5.39)
Then∫
B˜(˜ˇp)
√
∂˜222u˜kdξ˜2 ≤
(∫
B˜(˜ˇp)
∂˜222u˜kdξ˜2
) 1
2
(∫
B˜(˜ˇp)
dξ˜2
) 1
2
≤
√
2m˜(p˜◦)C1 ≤ 2.
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It contradicts to (5.38). .
Proof of Proposition 5.7. If the Proposition is not true, by choosing a
subsequence we can assume that
lim
k→∞
L(Γk) = 0, (5.40)
where L(Γk) denotes the geodesic arc-length of Γk. Moreover, we can assume
that the Euclid measure of Γk ∩ ℓ goes to zero as k → ∞. In fact, if the
Euclid measure of Γk ∩ ℓ has uniform positive lower bound, we can get a
contradiction easily from ∂222u|ℓc−ǫo,d+ǫo ≥ C.
There is a open set U ⊂ ℓ which contains Γ∩ℓc−ǫo,d+ǫo, such that ℓc−ǫo,d+ǫo\
U is a compact set and the Euclidean measure of U less than ǫo/2, as k is
large enough. For any δ1 > 0 and ǫo > 0, denotes
Lδ1c−ǫo = {(ξ1, c− ǫo)|0 ≤ ξ1 ≤ δ1}, Lδ1d+ǫo = {(ξ1, d+ ǫo)|0 ≤ ξ1 ≤ δ1}.
By Lemma 5.4, there exists a constant δ1 > 0 independent of k such that
max
L
δ1
c−2ǫo
∂2u ≤ min
L
δ1
c−ǫo
∂2u, min
L
δ1
d+2ǫo
∂2u ≥ max
L
δ1
d+ǫo
∂2u. (5.41)
Denote p1 = (0, c− ǫo), q1 = (0, d+ ǫo).
Since the geodesic arc-length of Γk converges to zero as k → ∞, by the
interior regularity we can assume that Γ ∩ {ξ ∈ Eδ1c−2ǫo,d+2ǫo|ξ1 = δ1} = ∅.
We discuss three cases:
Case 1. Γ∩Lδ1c−2ǫ 6= ∅. Since ∂2u is continuous on Γ∩Eδ1c−2ǫo,d+2ǫo, by (5.41)
we have
[∂2u(p1), ∂2u(p)] ⊂
⋃
ξ∈Γ∩Eδ1
c−2ǫo,d+2ǫo
∂2u(ξ).
Hence
ℓc−ǫo,c \ U ⊂
⋃
p◦∈Γ\ℓ
B(pˇ), |ℓc−ǫo,c \ U | ≥ ǫo/2.
Case 2. Γ ∩ Lδ1d+2ǫ 6= ∅. By the same argument of Case 1, we have
ℓd,d+ǫo \ U ⊂
⋃
p◦∈Γ\ℓ
B(pˇ), |ℓd,d+ǫo \ U | ≥ ǫo/2.
Case 3. Γ ⊂ Eδ1c−2ǫo,d+2ǫo. Since ∂2u is continuous on Γ, we have
[∂2u(p), ∂2u(q)] ⊂
⋃
ξ∈Γ∩Eδ1
c−2ǫo,d+2ǫo
∂2u(ξ).
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Hence
ℓc,d \ U ⊂
⋃
p◦∈Γ\ℓ
B(pˇ), |ℓc,d \ U | ≥ ǫo/2
as k is large enough.
We prove the Case 3 (the proof of the other cases is the same). There are
finitely many points {p◦l }N1 ⊂ Γ such that {B(pˇl)}N1 covers ℓc,d \ U and
B(pˇi) ∩ B(pˇj) ∩ B(pˇl) = ∅,
for any different i, j, l. Then
Bτdi(p
◦
i ) ∩Bτdj (p◦j ) ∩Bτdl(p◦l ) = ∅,
where di = d(p
◦
i , ∂∆). In fact, if there exists a point p
∗ ∈ Bτdi(p◦i )∩Bτdj (p◦j)∩
Bτdl(p
◦
l ), let q
∗ ∈ ℓ such that ∂2u(q∗) = ∂2u(p∗). By definition of B(pˇl) we
have q∗ ∈ B(pˇi) ∩ B(pˇj) ∩ B(pˇl). We get a contradiction. Therefore L(Γ) ≥
1
2
N∑
i=1
L(p◦i ). By Lemma 5.3 and Lemma 5.8 we have
L(Γ) ≥
N∑
i=1
τdi ≥ 1
C2
∫
ℓc,d\U
√
∂222udξ2 ≥
√
C7ǫo
C2
.
It contradicts (5.40). We finish the proof of Proposition 5.7. 
By the same argument, we have
Proposition 5.9 For any δ > 0, there exists a constant C9 > 0 independent
of k such that
duk(p, q) > C9
for p ∈ Lδc and q ∈ Lδd.
By the interior regularities and the same argument of Proposition 5.7, we
conclude that
Theorem 5.10 Let p ∈ ℓc,d. Suppose that Da(p) ∩ ∂∆ ⊂ ℓc−ǫo,d+ǫo for some
0 < a < ǫo. Then there exists a small constant ǫ, independent of k, such that
the intersection of the geodesic ball B
(k)
ǫ (p) and ∆ is contained in a Euclidean
half-disk Da(p) ∩∆.
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6 Upper bound of H
Recall that H =
det(gij¯)
det(fij¯)
. The following theorem has been proved in [11].
Theorem 6.1 Let (M,G) be a compact complex manifold of dimension n
with Ka¨hler metric G. Let ωo be its Ka¨hler form. Denote
C∞(M,ωo) = {φ ∈ C∞(M)|ωφ = ωo +
√−1
2π
∂∂¯φ > 0}.
Then for any φ ∈ C∞(M,ωo), we have
H ≤
(
2 +
max
M
|S(f)|
nK˙
)n
exp
{
2K˙(max
M
{φ} −min
M
{φ})
}
. (6.1)
where f = g+φ and K˙ = max
M
‖Ric(g)‖2g, Ric(g) denotes Ricci tensors of the
metric ωg.
7 Lower bound of H
In this section we will prove the following theorem.
Theorem 7.1 Let ∆ ⊂ R2 be a Delzant polytope and (M,ωo) be the associ-
ated compact toric surface. Let K ∈ C∞(∆¯) be an edge-nonvanishing func-
tion and uk = v+ψk ∈ C∞(∆, v) be a sequence of functions with S(uk) = Kk.
Suppose that
(1) Kk C
3-converges to K on ∆¯;
(2) max∆¯ |uk| ≤ C1 ,
where C1 is a constant independent of k. Then there exists a constant C10 > 1
independent of k such that for any k
C−110 ≤ Hfk ≤ C10. (7.1)
The upper bound is proved. Let pk ∈ ∆¯ be the minimum point of Hfk ,
that is, for any zk ∈ τ−1fk (pk), Hfk(zk) = minM Hfk . Let p∞ be the limit of pk
(if necessary, by taking a subsequence to get the limit). Then by the interior
regularity,we can assume that p∞ ∈ ∂∆.
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7.1 A subharmonic function
Let C2ϑ be a coordinate chart associated to the vertex ϑ. Let Qϑ be the space
of coordinates of radius of C2ϑ. It is the first quadrant of R
2. We omit the
index ϑ if there is no danger of confusion. We have a natural map
ρ : C2 → Q, ρ(z1, z2) = (r1, r2) = (|z1|, |z2|).
Since we consider T2-invariant objects, we identify C2 as Q in the following
sense: when we write a set Ω ⊂ Q, we mean ρ−1(Ω). We also note that Q◦
(the interior of Q) is identified with t in a canonical way: xi = 2 log ri.
Introduce the notations in Q
Box(a; b) = {(r1, r2)|r1 ≤ a, r2 ≤ b}.
Box(a1, a2; b1, b2) = {a1 ≤ r1 ≤ a2, b1 ≤ r2 ≤ b2}.
Let Bϑ = Box(1, 1) in Qϑ. Its boundary consists of two parts, Eiϑ =
{(r1, r2)||ri| = 1, |r3−i| ≤ 1}, i = 1, 2. (Here, by the boundary we mean
the boundary of ρ−1(B) in C2. Hence the boundaries of the box located on
the axis are in fact the interior of the complex manifold.)
For a toric surface, we have the following simple lemma.
Lemma 7.2 (i) All Bϑ’s in M intersect at one point, i.e, (1, 1) in each Bϑ;
(ii) For any two vertices ϑ and ϑo next to each other, Bϑ and Bϑo share a
common boundary; (iii) M =
⋃
ϑ Bϑ.
Proof. Let ϑ and ϑo be two vertices that are next to each other. Let ℓ
be the edge connecting them. We put ∆ in the first quadrant of t∗ as the
following: (1) ϑ at the origin; (2) ℓ on the ξ2-axis; (3) the other edge ℓ∗ of ϑ
on the ξ1-axis; (4) suppose that ϑ
o = (0, co) and its other edge ℓ
∗ is given by
the equation ξ2 = aoξ1 + co for some integer ao.
The edges ℓ∗ and ℓ is of the form ϑ+ te1 and ϑ+ te2, t ∈ R respectively.
Here {e1, e2} is a basis of Z2. Similarly, ℓ∗ and ℓ is of the form ϑo + teo1 and
ϑo + teo2, t ∈ R respectively, and {eo1, eo2} is a basis of Z2. Then
eo1 = e1 + aoe2, e
o
2 = −e2.
For any point p ∈ ∆, we have
p = (e1, e2)(ξ1, ξ2)
t = (eo1, e
o
2)(ξ
o
1, ξ
o
2)
t + (e1, e2)(0, co)
t,
where At denotes the transpose of a matrix A. Hence the coordinate trans-
formation between (ξ1, ξ2) and (ξ
o
1, ξ
o
2) is
ξo1 = ξ1, ξ
o
2 = aoξ1 − ξ2 + co,
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and the coordinate transformation between (x1, x2) and (x
o
1, x
o
2) is
xo1 = x1 + aox2, x
o
2 = −x2.
Then the coordinate transformation between C2ϑ and C
2
ϑo is given by
zo1 = z1z
ao
2 , z
o
2 = z
−1
2 . (7.2)
By this, we find that Bϑ and Bϑo intersect at the common boundary E2ϑ = E2ϑo .
The rest of the facts of the lemma can be derived easily as well. q.e.d.
Let E be the collection of all Eiϑ’s.
Now consider an element f ∈ C∞(M,ω;Ko). Let fϑ be its restriction to
Uϑ. We introduce a subharmonic function
Fϑ = logWϑ +Nfϑ.
Lemma 7.3 If N ≥ max |S(fϑ)| + 1, Fϑ > 0. Hence the maximum of
Fϑ on Bϑ is achieved on E1ϑ ∪ E2ϑ. Here  denotes the complex Laplacian
operator of the metric ωf .
Proof. By a direct computation,
Fϑ = −S(fϑ) + 2N > 0.
q.e.d.
Lemma 7.4 All Fϑ on Bϑ form a continuous function F on M .
Proof. Let ϑ and ϑo be two vertices that are next to each other as in the
proof of Lemma 7.2. By a direct calculation, we have
fϑo − fϑ =
∑
(xoi ξ
o
i − u)−
∑
(xiξi − u)
=
∑
xoi ξ
o
i − (xo1 + aoxo2)ξo1 − (−xo2)(aoξo1 − ξo2 + co)
= co log |ro2|2. (7.3)
logWϑo − logWϑ = log
∣∣∣∣ ∂zi∂zoj
∣∣∣∣
2
= (ao − 2) log |ro2|2. (7.4)
From this we conclude that Fϑo and Fϑ match on their common boundary
(where r2 = r
o
2 = 1). Hence, all Fϑ’s form a function on M . q.e.d
Hence F is a continuous function on M and piecewise strict subharmonic.
Recall that Wgϑ = det((gϑ)ij¯).
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Lemma 7.5 Let qo be the maximum point of F. Then there is a constant
C11 > 0 independent of k such that H(qo) ≤ C11minM H
Proof. Let zo be the minimal point of H . Suppose that it is in Bϑ0 for
some vertex ϑ0. Suppose that F achieves its maximum at qo in Bϑ. by the
assumption, Fϑ(qo) ≥ Fϑ0(zo). Explicitly, this is
logWϑ(qo) +Nfϑ(qo) ≥ logWϑ0(zo) +Nfϑ0(zo).
Hence, by the definition of H , we have
logH(qo)− logWgϑ(qo)−N(f − g)ϑ(qo)−Ngϑ(qo)
≤ logH(zo)− logWgϑ0 (zo)−N(f − g)ϑ0(zo)−Ngϑ0(zo).
In Bϑ (resp.Bϑ0), |gϑ| (resp.|gϑ0 |) and | logWgϑ | (resp.| logWgϑ0 |) are uni-
formly bounded. Note that ‖f• − g•‖L∞ = ‖u − v‖L∞(∆) ≤ C1. Therefore,
there exists a constant C such that
logH(qo) ≤ logH(zo) + C.
This implies the claim. q.e.d.
Let
Aδϑ = Box(δ, δ
−1; δ, δ−1) ⊂ Qϑ.
Set M δ ⊂ M to be the union of all Aδϑ. For simplicity we choose δ = 11000 .
By the interior regularity we can assume that qo /∈M δ.
7.2 Proof of Theorem 7.1
To prove Theorem 7.1 we need the following lemma (cf. Lemma 7.16 in [9]).
Lemma 7.6 Let z∗ ∈ Z. Let f be a function in the sequence fk. Suppose
that in B2a(z
∗), K ≤ C0 for some constant C0 > 0 independent of k. Then
there is a constant c > 0, independent of k, such that there is a point zo in
Ba(z
∗) satisfying
d(zo, B2a(z
∗) ∩ Z) = c.
Obviously c ≤ a. Hence d(zo, Z) = c.
Proof of Theorem 7.1. The upper bound is proved in Theorem 6.1. Let
f be a function in the sequence fk that satisfies the conditions of Theorem
7.1. Let qo be the point in Lemma 7.5 and po = τf (qo).
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Recall that the vertices and the edges of ∆ are denoted by
{ϑ0, . . . , ϑd = ϑ0}, {ℓ0, ℓ1, . . . , ℓd−1, ℓd = ℓ0}, where ϑi = ℓi∩ℓi+1, 0 ≤ i ≤ d.
For any edge ℓi, 0 ≤ i ≤ d, let ξ(ℓi) ∈ ℓi and Dℓi := Dǫ(ξ(ℓi)) ∩ ∆¯ be a half
ǫ-disk such that
dE(Dℓ, ∂∆ \ ℓ) > ǫ, |K| > δo > 0, on Dℓ. (7.5)
for some δo > 0 independent of k. Let o be the mass center of ∆. For any
0 ≤ i ≤ d, we denote by oξ(ℓi)ϑiξ(ℓi+1) the quadrilateral with the vertices o,
ξ(ℓi), ϑi and ξ
(ℓi+1). Then
∆¯ =
d⋃
i=1
oξ(ℓi)ϑiξ
(ℓi+1).
Without loss of generality we can assume that po ∈ oξ(ℓ1)ϑ1ξ(ℓ2). Consider
the coordinates Cϑ1 . Denote Ωϑ1 = τ
−1
f (oξ
(ℓ1)ϑ1ξ
(ℓ2)). Let z∗ ∈ ∂Ωϑ1 be the
point such that
Fϑ1(z∗) = max
Ωϑ1
Fϑ1 ≥ Fϑ1(qo),
where we used the fact that Fϑ1 = logWϑ1+Nfϑ1 is a subharmonic function.
Note that fϑ1 and det((gϑ1)kl¯) are uniform bounded in Ωϑ1 . It follows that
H(z∗) ≤ C ′1H(qo) ≤ C1minH (7.6)
for some constants C ′1 > 0, C1 > 0. Denote p∗ = τf (z∗). Assume that
dE(p∗, ξ(ℓ1)) ≤ ǫ4 or dE(p∗, ξ(ℓ2)) ≤ ǫ4 , otherwise, the theorem follows from the
interior regularity and (7.6). We assume dE(p∗, ξ(ℓ1)) ≤ ǫ4 .
By Theorem 5.10 there exists a constant a > 0 independent of k such
that B2a(z∗) ⊂ τ−1f (Dℓ1). Denote W = det(fij¯) and Wg = det(gij¯). Since Wg
is uniform bounded in τ−1f (Dℓ1), it follows from (7.6) that
W (z) ≤ N1W (z∗), ∀z ∈ B2a(z∗), (7.7)
for some constants N1 > 0 independent of k. Applying Theorem 3.11, we
can find a constant C2 > 0 independent of k such that in Ba(z∗),[
W
W (z∗)
] 1
2
(Ψ +K) ≤ C2.
Notice that Ψ = ‖∇ logW‖2f . Let a′ = min(a, 12√C2 ). Then for any z ∈
Ba′(z∗),
1
2
≤
[
W (z)
W (z∗)
] 1
4
≤ 3
2
, K ≤ 4C2. (7.8)
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On the other hand, by Lemma 7.6, there is a p′ ∈ τf(Ba′/2(z∗)) such that
d(p′, ∂∆) = c′ for some constant c′ > 0 independent of k.
Claim: There is a constant C3 > 0 independent of k, such that ξ1(p
′) ≥
C3.
Proof of the Claim. If the Claim is not true, lim
k→∞
ξ1(p
′
k) = 0. By (7.5), the
convexity of u and |max
∆¯
u−min
∆¯
u| ≤ C1 we have in Dℓ1 ,
|∂2u|(p′) ≤ C1ǫ−1, ∂1u(p′) ≤ C1ǫ−1.
Without loss of generality we can assume that ∂2uk(p
′
k) = 0 (for general case,
since |∂2u(p′)| ≤ C1ǫ−1 we can use u−∂2u(p′)ξ2 instead of u, and use the same
argument). Consider the function u∗ = u − ∂1u(p′)ξ1. Then u∗(p′) = inf u∗.
By Lemma 7.5 in [9] we have
inf
ℓ
u∗ − u∗(p′) ≥ C4 > 0 (7.9)
for some constant C4 > 0 independent of k. We discuss two cases.
Case 1 ∂1u(p
′) < 0. Then
inf
ℓ
u− u(p′) ≥ inf
ℓ
u∗ − u∗(p′) ≥ C4.
Case 2 0 ≤ ∂1u(p′) < C1ǫ−1. Then by lim
k→∞
ξ1(p
′
k) = 0 we have
inf
ℓ
u− u(p′) ≥ inf
ℓ
u∗ − u∗(p′)− C4
2
≥ C4
2
,
as k large enough.
For two cases we have infℓ u − u(p′) ≥ C42 . By this and Proposition 5.1,
we get a contradiction. The Claim is proved.
Let z′ ∈ τ−1f (p′) ∈ Ba′(z∗) be the corresponding point of p′. Following
from the Claim and the interior regularity, W (z′) is bounded as C−1 <
W (z′) < C for some constant C independent of k. By (7.8),W (z∗) is bounded
above, therefore H(z∗) > C5 > 0 for some constant C5 independent of k. This
completes the proof of Theorem 7.1. 
8 Proof of Theorem 1.1
8.1 The continuity method
We argue the existence of the solution to (2.6) by the standard continuity
method.
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Let K be the scalar function on ∆¯ in Conjecture 2.11 and suppose that
there exists a constant λ > 0 such that ∆ is (K, λ) stable.
Let I = [0, 1] be the unit interval. At t = 0 we start with a known metric,
for example ωo (cf. Remark 8.2). Let K0 be its scalar curvature on ∆. Then
∆ must be (K0, λ0) stable for some constant λ0 > 0 (cf. [14]). At t = 1, set
(K1, λ1) = (K, λ). On ∆, set
Kt = tK1 + (1− t)K0, λt = tλ1 + (1− t)λ0.
It is easy to verify that ∆ is (Kt, λt) stable. Set
Λ = {t|S(u) = Kt has a solution in C∞(∆, v).}
Then we should show that Λ is open and closed. Openness is standard by
using Lebrun and Simanca’s argument (cf. [28,47]). It remains to get a priori
estimates for solutions ut = v+ψt to show closedness. However, for technical
reasons, we are only able to prove closedness under the condition that K is
an edge-nonvanishing function.
Theorem 8.1 Let ∆ ⊂ R2 be a Delzant polytope and (M,ωo) be the associ-
ated compact toric surface. Let K ∈ C∞(∆¯) be an edge-nonvanishing func-
tion and uk = v+ψk ∈ C∞(∆, v) be a sequence of functions with S(uk) = Kk.
Suppose that
(1) Kk C
3-converges to K on ∆¯;
(2) max∆¯ |uk| ≤ C1 ,
where C1 > 0 is a constant independent of k. Then there is a subsequence of
ψk which C
6,α-converges to a function ψ ∈ C6,α(∆¯) with S(v + ψ) = K.
We can restate Theorem 8.1 as follows:
Theorem 8.1’ Let ∆ ⊂ R2 be a Delzant polytope and (M,ωo) be the as-
sociated compact toric surface. Let K ∈ C∞(∆¯) be an edge-nonvanishing
function and φk ∈ C∞T2(M) be a sequence of functions with
S(fk) = Kk ◦ ∇fk , ωfk > 0,
where fk = g + φk and g is the potential function of ωo. Suppose that
(1) Kk C
3-converges to K on ∆¯;
(2) maxM |φk| ≤ C1,
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where C1 > 0 is a constant independent of k. Then there is a subsequence of
φk which C
6,α-converges to a function φ ∈ C6,α
T2
(M) with S(g+φ) = K ◦∇f .
The estimates for ψk will be established by the following steps:
Interior estimates: Donaldson proved the interior regularity for the Abreu
equation when n = 2. In [11], we proved the interior regularity for the Abreu
equation of toric manifolds for arbitrary n assuming the C0 estimates.
Estimates on edges: This is the most difficult part. On each ℓ, we use the
point ξ(ℓ) in the interior of ℓ. By the condition, there exists a half ǫ-disk
Dℓ := Dǫ(ξ(ℓ)) ∩ ∆¯, D2ǫ(ξ(ℓ)) ∩ ∂∆ ⊂ ℓ (8.1)
such that K is non-zero on this half-disk. Hence there exists a constant
δo > 0 such that
|K| > δo, on Dℓ. (8.2)
In §8.2 we will show the regularity on a neighborhood of ξ(ℓ) that lies inside
Dℓ.
Estimates on vertices: Once the first two steps are completed, the regularity
on a neighborhood of vertices is based on a subharmonic function. This is
done in §8.3.
Remark 8.2 Let K be an edge-nonvanishing function on ∆. Suppose that it
satisfies (8.2). By the computation in Proposition 8.3, we find that we may
modify ωo to a new form ω˜o (equivalently, from g to g˜) such that the scalar
curvature K˜0 also satisfies (8.2) and
K˜0K > 0, on Dℓ.
Hence we can assume that the whole path Kt connecting K˜0 and K1 = K
satisfies (8.2).
Fix a point qℓ inside ℓ. We assign a sign sign(ℓ) = ±1 to qℓ. Then we
conclude that
Proposition 8.3 There is a potential function v on ∆ such that for any ℓ
sign(ℓ)K(qℓ) > 0,
where K = S(vo).
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Let ℓ be a edge. We choose a coordinate on t∗ such that ℓ = {ξ|ξ1 = 0}
and qℓ is the origin. For any δ > 0, let
Ω1δ(ℓ) =: {ξ ∈ ∆|ξ1 ≤ δ}, Ω2δ(qℓ) := {ξ ∈ ∆||ξ2| ≤
δ
2
},
and Ωδ(qℓ) = Ω
1
δ(ℓ) ∩ Ω2δ(qℓ). Set Ωc(ℓ) = ∆ \ (Ω12δ(ℓ) ∪ Ω22δ(ℓ)).
We need the following lemma.
Lemma 8.4 There is a convex function uℓ such that sign(ℓ)S(uℓ) > 0 in
Ωδ(qℓ); and uℓ is linear on Ω
c(ℓ).
Proof. Consider the convex function u = ξ1 log ξ1+ψ where ψ is a function
of ξ2. We compute S(u) = −
∑
uijij. By a direct calculation, we have
S(u) = −
(
1
ψ22
)
22
. (8.3)
Set Ψ = (ψ22)
−1. We consider Ψ to be a function of the following form:
Ψ = aξ22 + c. (8.4)
Then S(u) = −2a. We may choose a to have the right sign. Now we have
φ := ψ22 =
1
aξ22 + c
.
By choosing c large, ψ22 is positive.
Now we construct two convex functions α(ξ1) and β(ξ2), such that
• α(ξ1) = ξ1 log ξ1 when ξ1 ≤ δ and is a linear function when ξ1 ≥ 2δ;
• and β(ξ2) = ψ when |ξ2| ≤ δ/2 and is a linear function when |ξ2| ≥ δ,
where ψ is the function as above.
We use a cut-off function to modify φ to be a non-negative function φ˜ such
that φ˜(ξ2) =
1
aξ22+c
when |ξ2| ≤ δ and vanishes when ξ2 ≥ 2δ. Then β can be
constructed from φ˜ such that β ′′ = φ˜ and β(0) = ψ(0), β ′(0) = ψ′(0). By the
same method we can construct the function α(ξ1).
Let uℓ = α(ξ1) + β(ξ2). Then uℓ satisfies the lemma. q.e.d.
Proof of Proposition 8.3. It is not hard to choose δ and arrange the
coordinate system when we construct ψ such that
Ωδ(qℓ) ⊂
⋂
ℓ′ 6=ℓ
Ωc(ℓ′). (8.5)
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Let u˜ =
∑
ℓ uℓ, where uℓ is the function in Lemma 8.4. Then on Ωδ(qℓ),
S(u˜) = S(uℓ). Hence, in Ωδ(qℓ),
sign(qℓ)S(u˜) > 0.
However, u˜ is not strictly convex. Let
u = u˜+ ǫ(ξ21 + ξ
2
2).
For ǫ > 0 small enough, S(u) is a small perturbation of S(u˜) = S(uℓ) near
qℓ. The proposition is then proved. q.e.d.
Remark 8.5 For any t ∈ [0, 1], ∆ is (Kt, λ′)-stable, where λ′ = min{λ0, λ1}.
Let ut be a solution of the equation S(u) = Kt. Applying Theorem 2.12 we
have
|max
∆¯
ut −min
∆¯
ut| ≤ C1, ∀ t ∈ [0, 1],
where C1 is a constant depending only on λ′, ∆ and ‖K0‖C0 + ‖K1‖C0 .
It remains to prove the regularity on divisors.
8.2 Regularity on edges
Let ℓ be any edge and ξ(ℓ) ∈ ℓ such that |S(ξ(ℓ))| > 0. Recall that fk = g+φk,
where fk, g are Legendre transform of uk, v respectively; and φk ∈ C∞T2(M).
By Remark 8.2 we can assume that |Kk| > δ > 0 in
Ω := {(z1, z2)| log |z1|2 ≤ 1
2
, | log |z2|2| ≤ 1 }, D2a(ξ(ℓ)) ⊂ τfk(Ω)
and |z1(z(ℓ)k )| = 0, |z2(z(ℓ)k )| = 1, where δ, a are positive constants independent
of k, z
(ℓ)
k ∈ Zℓ whose image of the moment map is ξ(ℓ).
We omit the index k if there is no danger of confusion. By Theorem 5.10,
we conclude that there is a constant ǫ > 0 that is independent of k such that
Bǫ(ξ
(ℓ)) ∩∆ ⊂ Da(ξ(ℓ)) ∩∆. Then Bǫ(z(ℓ)) is uniformly bounded. Hence, on
this domain, we assume that all data of gℓ are bounded.
Note thatWgℓ is bounded on Bǫ(z
(ℓ)). By Theorem 7.1 we have on Bǫ(z
(ℓ))
C−11 ≤W ≤ C1 (8.6)
It follows from Lemma 5.3 that
∂222h|Da(ξ(ℓ))∩ℓ ≥ C7.
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Then by Theorem 3.11 and (8.6) we conclude that there is a constant C2 > 0
independent of k such that on Bǫ(z
(ℓ))
K ≤ C2. (8.7)
By the convexity of u and ‖u− v‖L∞(∆) ≤ C1, we have
|∂2u| ≤ C1a−1, ∂1u ≤ C1a−1.
That is maxBǫ(z(ℓ)) |z| ≤ C3. Hence, by Theorem 3.10, we have the regularity
of f on Bǫ(z
(ℓ)).
8.3 Regularity at vertices
Let ϑ be any vertex. By the results in section 8.2, there is a bounded open
set Ωϑ ⊂ Uϑ, independent of k, such that ϑ ∈ τ(Ωϑ) and the regularity of fϑ
holds in a neighborhood of ∂Ωϑ.
We omit the index k if there is no danger of confusion. We now quote
Lemma 5.4 in [9]. Recall that φ = fϑ − gϑ ∈ C∞T2(M), where fϑ, gϑ are
Legendre transform of u, v respectively with respect to the origin ϑ. Denote
fϑ by f . Let
T =
∑
f i¯i, P = exp(κW α)
√
WΨ, Q = eN1(|z|
2−A)√WT.
Lemma 8.6 Let Ω ⊂ Uϑ and K = S(f)◦τ−1f be the scalar curvature function
on t. Suppose that on Ω
max
τf (Ω¯)
(
|K|+
∑∣∣∣∣∂K∂ξi
∣∣∣∣
)
≤ C0, W ≤ C0, |z| ≤ C0 (8.8)
for some constant C0 > 0 independent of k. Then we may choose
A = C20 + 1, N1 = 100, α =
1
3
, κ = [4C
1
3
0 ]
−1 (8.9)
such that
(P +Q + C7f) ≥ C6(P +Q)2 > 0 (8.10)
for some positive constants C6 and C7 that depend only on C0 and n.
It follows from this result that P and Q are bounded above. By Theorem
7.1 we conclude that W is bounded below and above in Ωϑ. Then T is
bounded above. Therefore we have a constant C such that
C−1 ≤ λ1 ≤ λ2 ≤ C, ‖W‖C1 ≤ C
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where λ1 and λ2 are eigenvalues of (fij¯). By Theorem 6.7 in [9] we have for
any U ⊂⊂ Ωϑ,
‖f‖C6,α(U) ≤ C1.
where C1 is a constant depends on ‖K‖C3(∆), dE(U,Ωϑ) and the bound of
Ωϑ.
Then we get the interior regularity f in Ωϑ :
φk uniformly C
6,α-converges to a function φ ∈ C6,α
T2
(M) with S(φ + g) =
K ◦ ∇f .
We have finished the proof of Theorem 8.1.
By a bootstrapping argument we have φ ∈ C∞
T2
(M). Then ψ ∈ C∞(∆¯).
It follows that Λ is closed. This then implies Theorem 1.1.
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