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Real-Time Least-Squares Estimation Using Successive Integrations 
A. A. SEIF, A. A. R. HANAFY, AND M. F. SAKR 
Electrical Engineering Department, Cairo University, Gizah, Egypt 
• A real-time state estimator has been developed for multivariable continuous 
systems. It is based on least-squares theory, therefore no a priori noise statistics 
are needed and the stability of the algorithm is guaranteed even for unstable 
systems. Successive integrations are used to filter the noise and to accumulate 
the necessary data in a parallel fashion with much flexibility in combining these 
data. This estimator equires a square matrix to be inverted in an off-line 
fashion; hence the real-time computations are reduced to only matrix-vector 
multiplications. For noise free systems the developed estimator can be used as 
an observer. 
INTRODUCTION 
Kalman (1960) has derived the optimum state estimator for the linear con- 
tinuous system. However, the resulting filter requires the complete knowledge 
about he different noise covariances. 
Usually the exact values for these covariances are unknown. Mehra (1970) 
has developed the adaptive filter to estimate the noise covariances together with 
the filter gain. Carew and BelSnger (1973) have derived an iterative method 
where the filter gain is directly computed without identifying the noise co- 
variances. Several computational nd instrumentation problems would arise if 
real-time application for these methods is to be tried. Carew and Belfinger (1973) 
and Godbole (1973) have shown the possible divergence of such a technique 
since the required output or innovation covarianees are computed using ob- 
servation intervals of finite size. The major work in the adaptive filters has been 
developed for discrete systems. 
In the present paper a least-squares timator is developed where continuous 
filtering for the existing noise is made by using successive integrations. Young 
(1970) has developed a similar filtering technique to identify the unknown 
parameters of linear systems. However, there is no systematic method to be 
followed in designing the state-variable filters proposed by Young. Simple 
integrations are used, instead, in this paper to achieve the necessary noise 
filtering. 
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PROBLEM FORMULATION 
Consider a linear time-invariant multivariable continuous system represented 
by the following mathematical model. It is assumed to be completely controllable 
and observable: 
x(t) = Ax(t) + B.(t) + ~(t),  x(0) = x0, (1) 
y(t) = Hx(t) + v(t), (2) 
where 
x(t): n-state vector, 
u(t): r-input vector, 
y(t): m-output vector. 
~o(t) and v(t) are white Gaussian oise sequences ofzero mean and of dimension  
and m, respectively. A, B, and H are matrices of appropriate dimensions which 
are assumed to be known. 
It is desired to get an accurate stimate ~(t) of the system state. This is achieved 
by successively integrating u(t) and y(t), then a least-squares (LS) estimator is 
developed to obtain the desired estimate. The successive integrators are used 
for the following three purposes: (a) To accumulate he necessary input-output 
data to apply the least-square method in a parallel fashion. (b) Successive 
integrations of statistically independent noise samples result in statistically 
independent oise components. Also, successive integratiofls of correlated noise 
samples result in less correlated noise cornponents. This property of the integra- 
tion process is shown to be true in Appendix II. Decreasing the correlation 
between the different noise components i a precondition to get an unbiased 
estimate if the ordinary least-squares method is to be used. (c) Since the in- 
tegrators can be considered as low-pass filters, then for a noise sequence that is 
composed of sinusoidal components of very high frequencies the successive 
integration process would be very effective in reducing the noise level and 
improving the signal-to-noise ratio (for n( t )~ N sin(~ot) then fn(t)dt  = 
(--N/w) cos(cot) and for co >~ 1 the amplitude of f n(t) dt is much less than that 
of n(t)). This filtering out of the existing noise components would improve the 
estimation accuracy. The value of the lowest frequency component existing in 
the sequences co(t) and v(t) is to be at least one decade larger than the highest 
natural frequency components of the system described by (1). 
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Integrating (l) and (2) the resulting equations would be 
/. / .  t e t  
(3) 
0 ,Jo zo 
jo fo io y(r) dr = H x(~-) aT -t- v(~-) dr. (4) 
Premultiplying (3) by HA -1, then 
t fot HA-~x(t) -- HA-axo = H (jo x(r) dr + HA-~B u(T) dr 
t 
+ HA-X fo w(T) dr. (5) 
Substituting for j'to x(~-) dr in (5) using (4) and rearranging the resulting equation, 
fo y(r dr = HA-Xx(t) -- HA-IXo -- HA-~B U(T) dr 
t 
+ fo (v(.) -- HA-~oJ(T)) d7 
= HA-Xx(t) -- HA-lxo -- HA-1B u(r) dr + noise. (6) 
Successively integrating (6), say for M times, and making use of (4), the following 
set of equations i obtained, 
Y(k) = Cx(k) -- DU(k) -- EQ(k)+ noise, (7) 
where 
o . ,  - t  k Y'(k) = [y'(k) yl"(k) YM-I( )]IXmM, 
U'(k) = [~l"(k) %' (k )  -.. ~-k_~(k)]~×~(M_l), 
9'(k) = [1 ~(k) ... ~M--2(k)]~×(M--~), 
C= HA- I  
HA-M+I.J mMXn 
(8) 
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D = 
0 0 0 0 
HA.1B 0 0 0 
HA-2B HA-1B 0 0 
HA-1B 0 
HA-M+1B HA-2B HA-1B mM×r(M--1) 
The matrix E is similar in structure to the matrix D except hat B is replaced by 
x 0 and is of dimension mMx(M -- 1). The notations yi(k) and ~i(k) are used to 
represent 
~T "r~ ~i -1  
Y i (k )=fo  d'Clffld'r2fo ""~o y(T) d~-, 
k T 71 "r2 f i -1  
(9) 
which is the result of successively integrating y(t) and u(t) i times. Also, the 
notation qi(k) is given by 
~i(k) = (kT)i/i!, i = 1, 2,..., M -- 2. 
The estimation of x(t) is to be obtained every T seconds and the notation (k) 
represents he instant (k T). 
Equation (7) can be rearranged as 
where 
Z(k) -= Cx(k) q- noise, 
Z(k) = Y(k) -k D U(k) + EQ(k). 
(10) 
(11) 
The least-squares estimation &(k) is that obtained by minimizing the error, 
(Z(k) --  Ck(k))'(Z(k) --  Ck(k)). This estimate is known to be 
= (Cr 'Cr )  -1 Cr'Z(k), (12) 
where Cr is the rectangular structure of the matrix C given by (8). As shown by 
(12) the rank of the matrix Cr should equal n. Therefore, the required number 
of integrators M is that number necessary to obtain a matrix Cr of rank n. 
However, according to the discussion given at the end of the section "Problem 
Formulation," as well as in Appendix II, the higher the order to integrations 
the less correlated are the different noise components in (10) and also the smaller 
the noise level. This would result in a more accurate stimation of x(k). Following 
this reasoning, the use of a square matrix Cs of rank n with M integrators, 
denough to reduce the noise level to a negligible value, is recommended. This 
would be a trade-off between decreasing the computational effort by using a 
square matrix C, and the resulting increase in the instrumentation expenses 
due to the relatively large number of integrators that are needed. Therefore, 
the required number of integrators M is basically a trial-and-error process 
with some a priori experience with the particular physical system under con- 
sideration. Using a square matrix C, equation (12) would be modified into 
2(k) = C;?Z(k). 
Constructing a square nonsingular matrix C, with high order of integrations to 
~.-. 1 
u u 
u(t) . W.Axltl* BuItl+witl 
I 11 1 y(t)=Hxltl+vlt) 
i 
8, 
s i . . 
9 
i 
s i .j 
/------- 
f Read 7 
‘I 
’ A,B,H,x, ‘I 
L~.z~i~~-z=:4 
Calculate Zlk) 
FIG. 1. Flow chart of least-squares estimation using successive integrations: off-line 
computation, - - -; real-time computation, --. 
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sufficiently reduce the existing noise levels is always possible by using different 
combinations ofy,(k) and gi(k). 
A flow chart is shown in Fig. 1 that summarizes the different steps used to 
construct he proposed estimator. The integrators used are operated in an 
analog fashion while the rest of the required calculations are digitally furnished. 
EXAMPLE 
A multiinput-multioutput linear system is considered here. The system is 
represented by the following mathematical model: 
--1 0 
x(t) = - .5  -1  x(t) + 
0 1 
y(,) : [10 2 01 x(,) + Ivy(')1 
1 1J tv.(t)J" 
u(t), Xo = ; 
(14) 
The input u(t) is taken as 
* )  : 
The exact solutions xi(t), i = 1, 2, 3 for the above system are as follows: 
xa(t ) = e-~(1 --  2 Cos t) + 2, 
x2(t ) = e-~(Sin t q- Cos t --  1) + 1, 
x3(t ) = e-tO -- 2 Sin t) q- 2. 
(15) 
An estimate ~(t) is obtained every T = 0.001 sec. The levels of the noise 
sequences v 1 and v~ are taken to be output dependent according to the relation 
v~(k) = ~i(y¢~fnm) ngi (i = 1, 2), (16) 
where ng i is a pseudorandom computer generated noise sequence which has the 
maximum amplitude of nm, and Yim is the maximum amplitude of the output 
yi(k). The choice ~1 = ~2 = 0.2, E(ngi) = 0 is made, where E(') denotes the 
expected value of the random sequence between the brackets. 
Four different combinations are tried to construct the square matrix Cs used 
in (13). It is clearly shown from Table I - I I I  that the estimation error is effectively 
reduced as a result of using successive integrators. Also, the higher the order of 
integration used the smaller would be the value of the estimation error: 
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In Seif (1975) an example representing the oscillatory system has been tried 
and the results obtained assure the accuracy of the proposed estimator. 
CONCLUSIONS 
A real-time least-squares estimator has been developed for multivariable 
continuous ystems. Successive integrations are used to filter the existing noise. 
The results obtained clearly show the good estimation accuracy of the developed 
estimator. The advantages of the present estimator can be summarized in the 
following points: 
1. The required bank of data is accumulated in a parallel fashion, unlike 
the usually adopted series version where over a finite observation interval a 
number of measurements is considered to compute the output or the innovation 
covariances. This parallel accumulation of data would speed up the estimation 
process. 
2. The number of integrations M is determined mainly by two conditions: 
(i) the rank of the matrix C should be equal to n; (ii) sufficient decrease in the 
level of the existing noise components. A generalized inverse has been used to 
invert the resulting rectangular matrix Cr • However, using a different combina- 
tion of the input-output data a square matrix Cs can be constructed and the 
exact inverse of the matrix C is computed. The results of the studied example 
clearly show that for the same number of integrators M, the use of a square 
matrix Cs composed only of the filtered data results in better estimations than 
those obtained from the generalized inverse approach. Also, using a square 
matrix Cs results in less computational effort to compute the inverse of the 
matrix C than those required to compute the generalized inverse of the rectan- 
gular matrix Cr. 
3. The matrix inverse C -1 as well as D, E are computed in an off-line 
fashion while the real-time computations are only made of matrix-vector 
multiplications. 
4. Since the present estimator is mainly a least-squares one, then it has 
the good stable behavior that characterizes any least-squares technique. This 
stable performance has been maintained even for the case where the original 
system is unstable. No knowledge is required about the noise covariances. 
The bias that infects the least-squares methods can always be reduced, or even 
eliminated, by sinaply increasing the number of integrations used. 
5. The proposed estimator uses an exact discrete model for the continuous 
plant. Therefore, the dependence of the estimation accuracy on the sampling 
rate is not a problem. 
6. Unlike the Kalman filter, the developed estimator can be directly used 
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as an observer for noise free systems. The integrators for this case are used 
mainly to accomplish the purpose of squaring the matrix C, 
For the case of singular matrix A the proposed estimator can be modified 
as shown in Appendix I. 
Finally, further research is still required to systematically design low-pass 
filters to be used with a wider class of noise sequences of colored type that 
have some vias and a relatively slow rate of variation. 
APPENDIX I 
For the case of a singular matrix A, the proposed estimator can be modified 
making use of the estimation of the (M -- 1)th order of integration of x, i.e., 
Y(k) = C,,~(M_I)(k ) @- DU(k) + Eg(k), (I-1) 
where 
Y'(k) = [y~M_~)(k) "'" y'(k) y'(k)]lXcnM ,
u'(k) = [~(M_~)(k) "'" ~2'(k),.'(~)]l×r(~,-~) 
Q'(k) = [q(M_2)(k)"'" ql(k) 111×(M_1) , 
and matrices C, D, E are similar to those of Eq. (8) except hat A-: is replaced 
by A. 
Using different combinations ofdata with the corresponding square matrix Cs, 
x(:_~)(k) = C;IZ(k), (I-2) 
where 
for 
where 
Z(k) = Y(k) -- DU(k) -- EQ(k), n ~ J ~ M. (1-3) 
Hence to estimate x(k) use the recursive relations, 
x,_l)(k) = A&(h) + B~(k) + Xoq,_l)(k) (1-4) 
i= J -1 ,  J -2 , . . . ,1 ,  
~(k) =~o(k) .  
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This modified version of the estimator clearly shows that for a singular 
matrix C the original system is not observable. 
APPENDIX I I  
In the following, it will be shown that if the noise samples of the sequences 
w(t) and v(t) are uncorrelated then the samples of the integrated noise are also 
uncorrelated. For simplicity, we will consider a single noise component in order 
to prove the validity of the previous statement. 
Consider the noise component n(t) which can be represented by the following 
statistics: 
E[,,(t)] = o, 
z [ , , ( t )  n(~)] = ae -~i*-*' .  
(I I -2) 
If a is of infinite value then n(t) will be a type of white-noise component. For 
a physical realization of the noise component n(t) it will be assumed that a is 
a very large but finite quantity and that a is of finite value. 
Let 
t 
N~(t) A= fo ~(~1) d'q, ( i i -2 )  
then it can be shown that 
NNI ( t )  .(~)1 = (a/~)[e-~c~-" - -  e -~]  for ~ > t 
= (a/c~)[2 - -  e . . . .  e -~l*-~)] for 0 ~< r ~< t. 
( I I -3 )  
For fixed time t and a very large value of a, 
E[N~(t )  n(t)]  = (a/o0[1 - -  ~-~.] 
a/ot. 
0>4)  
The following nondimensional ratio can be used as a measure of the degree of 
correlation between Nl(t ) and n(t): 
E[NI ( t )  n(t)] 1 
- -  [1 - -  e -s*] 
,E[ , ,~(t)]  ~t 
1 
- -  c~t 
( i i -5 )  
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Equation (II-5) shows that for fixed t and a large value of a the correlation 
between Nl ( t  ) and n(t) samples is much less than the correlation between the 
samples of n(t). 
Also, 
a [2c¢t + e -~ e -~t e -~(~-t) E[NI(t.) Nl(r)] ---~ ~ -]- - -  - -  1] 
2at  
~- for r>/ t  
O~ 
a 
= a--g- [2at + e -~* -~- e -~t - -  e -~(t-~) - -  1] ( I I -6)  
2at  
~--  for O<.~t .  
O~ 
For r = t, 
E[N12(t) ] = 2a [at + e, ~t 1] ~-
(I1-7) 
2a 
~- - -  t ,  
E[NI2(t)] 2 
( I I -8)  
tE[n2(t)] = a 
Equations (II-6) and (II.7) show that the correlation between the samples of 
the noise component Nl(t  ) vanishes as a --~ oo. Equation (II-8) shows that for 
fixed t and large value of ~ the correlation between the samples of Nx(t ) is 
much less than that between the samples of n(t). 
The above analysis shows that successive integrations of statistically inde- 
pendent noise samples result in statistically independent noise components. 
Also, successive integrations of correlated noise samples result in less correlated 
noise components. 
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