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Algorithm Greedy $1(\mathrm{i}\mathrm{n}\mathrm{p}\mathrm{u}\mathrm{t}c, C_{i})$; % $G=(C, E),$ $c_{i}$
begim
$Ans[1]arrow c_{i}$ ; %Ans , Ans $j$ .
$C’arrow C-\{c_{i}\}$ ; % $C’$
for $jarrow 2$ to $n$ do
begin






> $c$ , .
3.1 Greedy1
Step
$Ans[2]arrow c_{k_{2}}$ $n-1$ . $n-2$
$Ans[3|arrow c_{k_{3}}$ $n-2$ . $n-3$
$Ans[n-1]arrow c_{k_{\mathrm{n}-1}}$ 2 . 1
$Ans[n]arrow c_{k_{\mathfrak{n}}}$ 1 . $0$
$c_{k_{\mathrm{j}}}$
$j$ .
, $f(n)$ , ,
$f(n)= \sum_{k=2}(n-kn)=\frac{1}{2}n^{2}-\frac{3}{2}n+1=o(n)2$
.
32 $-\text{ }[]$ Greedy1
, .
1. Greedy1 $G$ $c_{i}$ , Greedy 1
$G$ $c_{i}$ ( $G$ , Greedy 1 $c_{i}$
\Downarrow \preceq \geqq , Greedy1($G$ , ci) .
2. Greedyl $\underline{s}$ , , ,
$\underline{s_{1}},$ $\underline{s_{2}}$ . $\cdot$ .. , $\underline{s_{n-1}}$ . , $\underline{s=s_{0}}$ .
, Greedy$1(G, c_{1})=[s, s_{1}, s_{2}, \ldots, sn-1]$ .
26
3. , $s_{i}\nearrow s_{j}$ $s_{i},$ $s_{i+1},$ $\ldots,$ $S_{j}$ , $s_{i}\searrow s_{j}$ $s_{i},$ $s_{i-1},$ $\ldots,$ $sj$ ,
$s_{i}\nearrow s_{i}$ $s_{i}\searrow s_{i}$ $s_{i}$ , si. $s_{i}$ .
, Greedy$1(G, C_{1})=[s\nearrow s_{n-1}|$ .
, .-
$>$
$\mathrm{r}c_{ree}dy1(G, c_{1})$ ( A ) , Greedy $1(G, c_{1})$
3.2 ( 32 ). , Greedy1 $s_{n-1}(=C_{n})$





$\backslash \mathrm{s}\mathrm{s}\backslash$ 1. $d(s:, g:+1)\leq d(g:+1, gi+2).(0\leq i\leq n-3)$ .
1 2. $d(s_{\dot{*}}, gi+1)=d(s_{\dot{*}}, s)\mathrm{J}(0\leq i\leq n-2, i+2\leq j\leq n-1)$ .$l$ $\iota$
$\mathrm{t}$
1
$\mathrm{t}$ 1 3. $d(s, s_{1})<d(sn-2, s_{n-}1)$ .
$\mathrm{t}$ $l$
$.\mathrm{s}_{\mathrm{s}_{\mathrm{s}}\prime’}\sim’\sim---\sim_{---}arrow\prime’’\prime\prime\prime i$
$|\backslash \backslash \backslash \backslash \backslash \backslash$
$\prime\prime t$ 4. $si=c:+1$ $(1\leq i\leq n-1)$ .
32 32
, Greedy1 1 , $\mathcal{O}(n^{2})$ ,
$c_{1},$ $c_{n}$ 2 $O(n^{2})$ . , TSP\dagger
, Greedy1 , $O(n^{2})$ , .
. – $l_{\mathrm{L}}’$ $\mathrm{L}^{\backslash }1$ ), $\mathrm{s}_{\backslash }$ \mbox{\boldmath $\phi$}\supset .
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(1) $d(s, s_{1})<d(s, sn-1)$ ( 33 )
$[s_{1}\nearrow s_{n-1}, s]$ Greedy$1(G, Cd)$ , Greedy$1(G, c_{d})$ .
(2) $d(S,S_{1})=d(s, s_{n-}1)$ ( 34 )
, $s$ $[s, s_{1}]$ . $[s, s_{w}]$ ,
$[s_{1}\nearrow Sw-1, Sw+1\nearrow s_{n-1}, s_{w}, S]$ Greedy$(c, cd)$ , Greedy$1(G, c_{d})$
.
(1), (2) , Greedy $1(G, c_{d})$ . $\square$ 33 $>$
. .
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$[c_{e}, \ldots, c_{j,d}c]$ (. . . ‘o )








Algorithm Greedy$2(\mathrm{i}\mathrm{n}\mathrm{p}\mathrm{u}\mathrm{t}G, c\dot{\iota})$ ; % $G=(C, E),$ $c_{i}$
begin
$Ans[1]arrow c_{\dot{*}}$ ; %Ans , Ans $j$ .
$C’arrow C-\{c_{1}\}$ ; % $C’$
$Ans[2]arrow d$ (ci, $c$) $c\in C’$ ; % >
$C’arrow C’-\{Ans[2]\}$ ;
$Ans[n]arrow d$ (ci, $c$) $c\in C’$ ; % >
$C’arrow C’-\{AnS[n]\}$ ;
for $jarrow 3$ to $n-1$ do
begin
Ans $[\dot{\uparrow}]arrow d(AnS\mathrm{b}-1], c)$ $c\in C’$ ; % >






> $c$ , .




, Greedy1 , $O(n^{2})$ .
4.2 $\overline{\text{ }^{}7}$ Greedy2
, .
1. $\text{ }$ Greedy2 $G$ $c_{i}$ , Greedy2
$G$
$c_{i}$ ($G$ , Greedy2 $c_{i}$
) , Greedy$2(G$ , c .
29
2. Greedy2 $\underline{s}$ , , ,
$\underline{s_{1}}$ . $\underline{s_{2}}$ , $\cdot$ .. , $\underline{s_{n-1}}$ . , $\underline{s=s_{0}}$ .
, $Greedy2(G, c_{1})=[s, s_{1}, s_{2}, \ldots, S_{n-1}, s]$ .
3. , $s_{i}\nearrow s_{j}$ $s_{\dot{*}},$ $s_{i+1},$ $\ldots,$ $S_{j}$ , $s_{i}\searrow s_{j}$ $s_{i},$ $s_{i1}-,$ $\ldots,$ $s_{j}$
, $s_{i}\nearrow s_{i}$ $s_{i}\searrow s_{i}$ $s_{i}$ , si $s_{i}$ .
, Greedy$2(G, C_{1})=[s\nearrow s_{n-1}, s]$ .
4. , $\underline{c_{i}\uparrow cj}$ $c_{i},$ $c_{i+1},$ $\ldots$ , $c_{j}$ , $\underline{c_{i}\downarrow C_{j}}$ $c_{i}$ , $c_{i-l},$ $\ldots,$ $c_{j}$
, $c_{i}\uparrow c_{i}$ $ci\downarrow c_{\dot{*}}$ $c_{i}$ , ci $c_{i}$ .
5. $d(S;-1, Si)\neq d(s_{i}, S_{i+}1)$ si $(1 \leq i\leq n-2)$ $d(s, s_{1})\neq d(s, s_{n-}1)$ $s$
( $s_{n-1}$ ).
6. $Greedy2$( $G$ , ci) $k_{j}$ ( , $s$ ) , $\underline{s_{k_{1}}},$ $\underline{s_{k_{2}}}$ ,
... .
, .
, 3 , 2 , 1 , ,
31 .
1. $d(c_{i}, Cj)\in\{0,1\}$ .
2. Greedy$2(G, c_{1})$ ( , $n\geq 4$ ).
3. Greedy2 , .
, $\forall iGreedy2(G, ci)=Greedy2(c, c_{1})(2\leq i\leq n)$ .
Greedy2 1 , $O(n^{2})$ , $n$
$\mathcal{O}(n^{3})$ . , $n$
, $c_{1}$ , $c_{1}$ $(Greedy2(G, C_{1}))$ , $s_{n-1},$ $s_{n-2},$ $s_{k_{1}},$ $s_{k_{2}}$ 5
. ,
, $O(n^{2})$ . , TSP , $0$ 1
, Greedy2 , $O(n^{2})$ , .
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