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Abstract
The need for fast acquisition and automatic anal-
ysis of MRI data is growing in the age of big
data. Although compressed sensing magnetic res-
onance imaging (CS-MRI) has been studied to ac-
celerate MRI by reducing k-space measurements,
in current CS-MRI techniques MRI applications
such as segmentation are overlooked when doing
image reconstruction. In this paper, we test the
utility of CS-MRI methods in automatic segmen-
tation models and propose a unified deep neural
network architecture called SegNetMRI which we
apply to the combined CS-MRI reconstruction and
segmentation problem. SegNetMRI is built upon
a MRI reconstruction network with multiple cas-
caded blocks each containing an encoder-decoder
unit and a data fidelity unit, and MRI segmentation
networks having the same encoder-decoder struc-
ture. The two subnetworks are pre-trained and fine-
tuned with shared reconstruction encoders. The
outputs are merged into the final segmentation. Our
experiments show that SegNetMRI can improve
both the reconstruction and segmentation perfor-
mance when using compressive measurements.
1 Introduction
Magnetic resonance imaging (MRI) is an important technique
for visualizing human tissue. The raw measurements come in
the form of Fourier transform coefficients in “k-space” and
the MRI can be viewed after an inverse 2D Fourier transform
of the fully sampled k-space. Conventionally, radiologists
view MRI for diagnosis. However, in areas where medical
expertise may be lacking or not sufficient to meet demand, au-
tomated methods may also be useful. To this end, automatic
MR image segmentation is essential because it allows for
finer localization of focus. To take brain segmentation for ex-
ample, usually four structures emerge including background,
gray matter (GM), white matter (WM) and cerebrospinal fluid
(CSF). Lesions appearing in white matter are closely associ-
ated with various issues such as strokes and Alzheimer’s dis-
ease [Steenwijk et al., 2013].
Although rich anatomical information can be provided by
MRI, it is limited by a long imaging period. This can in-
troduce motion artifacts caused by movement of the patient
[Atkinson et al., 1999] or induce psychological pressures
brought by claustrophobia [Hricak and Amparo, 1984]. Thus
accelerating imaging speed while maintaining high imaging
quality is key for MRI. Compressed sensing (CS) theory
[Donoho, 2006; Cande`s et al., 2006], which shows the possi-
bility of recovering signals with sub-Nyquist sampling rates,
has been introduced to the field of MRI to accelerate imag-
ing. In 2017, the US Food and Drug Administration (FDA)
approved CS-MRI techniques for use by two major MRI ven-
dors: Siemens and GE [Fessler, 2017]. Thus, one can expect
increasing deployment of CS-MRI technique in the future for
real-world applications.
To our knowledge, current segmentation algorithms for
MRI assume a “clean” (i.e., fully-sampled) image as input
and do not take CS-MRI scenarios into consideration. Like-
wise, CS-MRI reconstruction methods do not consider their
output’s potential downstream segmentation. Although expe-
rienced human experts can make relatively robust decisions
with CS-reconstructed images, the anticipated increase in the
number of CS-reconstructed MRI for clinical application will
call for automatic segmentation algorithms optimized for this
type of data. Therefore, a unified approach to MRI recon-
struction/segmentation under the compressed sensing frame-
work is worthy of exploration.
In this paper, we develop a unified deep neural network
called SegNetMRI for joint MRI reconstruction and segmen-
tation with compressive measurements. We build SegNetMRI
on two networks: an MRI reconstruction network (MRN) and
MRI segmentation network (MSN). The MSN is an encoder-
decoder structure network and SegNetMRI is made up of ba-
sic blocks which consists of encoder-decoder and data fidelity
units. The MRN is pre-trained with pairs of artificially under-
sampled and their corresponding fully-sampled MRI and the
MSN with fully-sampled MRI and corresponding segmenta-
tion labels. We fine-tune the resulting unified network with
MSN and MRN sharing the encoder component. With the ba-
sic features produced by the fine-tuned encoder, the MRI re-
construction and segmentation can regularize each other this
way. The outputs are merged by 1× 1 convolution.
2 Background and Related Work
MRI segmentation Broadly speaking, the research in MRI
segmentation can be categorized into three classes: (1) atlas-
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based segmentation with registration; (2) machine learn-
ing models with hand-crafted features; (3) deep learning
models. Atlas-based segmentation [Aljabar et al., 2009;
Artaechevarria et al., 2009] requires accurate registration and
is time-consuming, so it is impractical in real applications
that require fast speed. In the second class, manually de-
signed features are fed into classifiers, e.g., 3D Haar/spatial
features into random forests [Wang et al., 2015]. These
hand-crafted features are not very flexible in encode di-
verse patterns within MRI data. Recently deep learning
based models have been propose,d such as a 2D convolu-
tional neural network [Nie et al., 2016; Moeskops et al.,
2016], a 3D convolutional neural network [C¸ic¸ek et al., 2016;
Chen et al., 2017], and parallelized long short-term memory
(LSTM) [Stollenga et al., 2015]. They can learn semantic im-
age features from data, leading to the state-of-the-art perfor-
mance in MRI segmentation. However, these MRI segmenta-
tion models do not take the input quality into consideration,
but assume full measurements.
Compressed Sensing MRI We denote the underlying vec-
torized MRI x ∈ CP×1 which we seek to reconstruct from the
sub-sampled vectorized k-space data y ∈ CQ×1 (Q  P ).
CS-MRI is then typically formulated as
x = argmin ‖Fux− y‖22 + fθ (x) , (1)
where the Fu ∈ CQ×P denotes the under-sampled Fourier
matrix. The `2 term is the data fidelity and fθ (·) represents
a regularization with parameter θ to constrain the solution
space.
The main research focus of CS-MRI is proposing better fθ
and efficient optimization techniques. In the first CS-MRI
work called SparseMRI [Lustig et al., 2007], wavelet domain
`1 sparsity plus image total variation are imposed as regular-
izations. More complicated wavelet variants are designed for
CS-MRI in PANO [Qu et al., 2014] and GBRWT [Lai et al.,
2016]. Dictionary learning techniques are also introduced in
CS-MRI, e.g., DLMRI [Ravishankar and Bresler, 2011] and
BPTV [Huang et al., 2014]. These works can all be cate-
gorized as sparsity-based CS-MRI methods; they model the
MRI with a “shallow” sparse prior, which often tends to over-
smooth the image.
Recently, deep neural networks have been introduced to
CS-MRI. Researchers have directly applied convolutional
neural networks (CNN) to learn a direct mapping from the
zero-filled MRI FHu y (obtained by zero-padding the unsam-
pled positions in k-space) to the true MRI [Wang et al., 2016].
A deep residual architecture was also proposed for this same
mapping [Lee et al., 2017]. Data fidelity terms have been in-
corporated into the deep neural network by [Schlemper et al.,
2017] to add more guidance. These deep learning based CS-
MRI models have achieved higher reconstruction quality and
faster reconstruction speed.
Combining visual tasks The combination of different vi-
sual tasks in a unified model has been investigated in the field
of computer vision. For example, a joint blind image restora-
tion and recognition model [Zhang et al., 2011] based sparse
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Figure 1: The MSN architecture composed of an encoder and de-
coder. It is used to assess the segmentation accuracy on different
reconstructed MRI produced by various CS-MRI methods.
coding was proposed for face recognition with low-quality
images. In the image dehazing model AOD-Net [Li et al.,
2017], the researchers discuss detection in the presence of
haze by performing dehazing during detection. In the MRI
field, 3T-obtained images have been used in joint segmenta-
tion and super-resolution (7T) image generation [Bahrami et
al., 2017].
3 Methodology
In this section, we give a detailed description of the pro-
posed SegNetMRI model. First, we propose a segmentation
network baseline and test popular CS-MRI methods on the
well-trained model. Next we propose a MRI reconstruction
network formed by cascading basic blocks. We show the
proposed MRI reconstruction network achieves better perfor-
mance on segmentation over conventional sparsity based CS-
MRI models, but still inferior to the full-sampled MR image.
We further propose the SegNetMRI model to merge the MRI
reconstruction and segmentation into an single model.
3.1 Illustration: Segmentation after CS-MRI
We first test several popular CS-MRI outputs on an automatic
MRI segmentation model to assess the impact of compressed
sensing for this task. Inspired by the state-of-the-art medical
image segmentation model U-Net [Ronneberger et al., 2015],
we propose the MRI segmentation network (MSN) shown in
Figure 1. The segmentation encoder (SE) component, using
convolution and pooling, can extract features from the input
image at different scales, and the segmentation decoder (SD)
component, using a deconvolution operation, predicts the the
pixel-wise segmentation class from these features. Shortcut
(a) ZF (b) PANO (c) MRN5 (d) Full-sample (GT) (e) Mask
(f) ZF Seg (g) PANO Seg (h) MRN5 Seg (i) Full-sample Seg (j) Manual Seg
Figure 2: First row: The reconstructed MRI using different CS-MRI methods and a 20% sampling mask. These are then segmented by an
independently-trained segmentation model based on the state-of-the-art U-Net (referred to as MSN in this paper for its MRI application).
connections are used by this model to directly send lower-
layer features to high-layer features by concatenation.
Training this MSN model using fully-sampled MRI and
their segmentation labels, we test this models performance
on reconstructed MRI produced by various CS-MRI meth-
ods. We use a 20% Cartesian under-sampling mask as shown
in Figure 2(e). Our tested methods including the degraded
zero-filled (ZF) reconstruction as baseline, PANO [Qu et al.,
2014] and the proposed MRN model which will be discussed
in the following section1.
We observe that the zero-filled (ZF) reconstruction in Fig-
ure 2(a) produces a low-quality MR image, which leads to the
poor segmentation performance shown in Figure 2(f). The
PANO reconstructed MRI in Figure 2(b) has been segmented
better in Figure 2(g), but is still far from satisfactory because
of the loss of structural details in the reconstruction. The seg-
mentation using the fully-sampled (FS) MRI in Figure 2(d)
is shown in Figure 2(i). Though this isn’t the ground truth
segmentation, it is the segmentation performed on the ground
truth MRI, and so represented an upper bound for CS-MRI
on this segmentation task. The manually label segmentation
is shown in Figure 2(j). This experiment shows that while
CS-MRI can substantially improve the reconstruction qual-
ity visually, the fine structural details which are important for
segmentation can still be mission, leaving much space for fur-
ther improvement.
3.2 An MRI Reconstruction Network
Deep learning for CS-MRI has the advantage of large mod-
eling capacity, fast running speed, and high-level seman-
tic modeling ability, which eases the integration of high-
1We adjust the parameters of PANO for this problem.
level task information compared with traditional sparsity-
based CS-MRI models. Therefore, we adopt the same
MSN encoder-decoder architecture from Figure 1 as a basic
encoder-decoder unit with a global residual shortcut, which
has been proven to help network training. The encoder-
decoder unit produces the reconstructed MRI. Since with
deep neural networks the information loss can become se-
vere, we introduce a data fidelity (DF) unit to help correct
the Fourier coefficients of the reconstructed MRI produced
by the encoder-decoder architecture on the sampled positions
in k-space. This takes advantage of the fact that we have ac-
curate measurements at the under-sampled k-space locations,
and so the layers of the network should not override this in-
formation. (The details of the data fidelity unit can be found
in [Schlemper et al., 2017].)
The encoder-decoder architecture and data fidelity unit
make up a basic block. As more blocks are stacked in a
cascaded manner, the quality of the reconstructed MRI of
each block can be gradually improved [Schlemper et al.,
2017]. We therefore cascade N such basic units to form the
MRI reconstruction network (MRNN ) in Figure 3. The re-
construction encoder in different blocks extract features at
different depth. Previously in Figure 1, we observed that
MRN5 achieves better reconstruction performance in Figure
2(c) than the non-deep PANO method, but the segmentation
output in Figure 2(h) (MRN→MSN) is still inferior to the
fully-sampled segmentation. This motivates the following
joint framework.
3.3 SegNetMRI: A Unified Deep Neural Network
Based on these observations, we propose a joint framework
for CS-MRI reconstruction/segmentation that uses a deep
neural network. We call this joint network SegNetMRI,
Figure 3: The SegNetMRI structure, formed by connecting the discussed MRN (top) for reconstruction, with MSN (bottom) for segmentation.
which is shown in Figure 3.
To learn this model, we first pre-train separate models. We
pre-train the MRNN with under-sampled and fully-sampled
MRI training pairs. Similarly, we pre-train the MSN with
fully-sampled MRI and their corresponding segmentation la-
bels. After training MSN, we leave out the encoder compo-
nent (SE) and keep the decoder component (SD). We then
connect the single decoder component of the MSN (SD) to
each of the encoder components of each MRN (called REn)
within each block. The resulting N outputs of the MSN de-
coder for each block are concatenated and merged to give the
final segmentation via a 1× 1 convolution. After pre-training
separately and initializing the remaining parts, the parame-
ters of SegNetMRIN (with N blocks in the MRN portion,
but a single segmentation decoder duplicated N times) are
then fine-tuned. Therefore, both the reconstruction and seg-
mentation tasks share the same encoders, but have separate
decoders for their respective tasks.
The rationale for this architecture is the following:
1. With the pre-training of MRNN , the reconstruction en-
coder extracts basic features in different blocks. In
SegNetMRI, the sharing of the reconstruction encoders
between MRN and MSN means that these same fea-
tures are used for both reconstruction and segmentation,
which can help the two problems regularize each other.
2. The segmentation component uses information at vari-
ous depths in the cascaded MRN, and combines this in-
formation in the decoder. The 1× 1 convolution used to
merge the outputs of the segmentation decoder at each
layer can be viewed as ensemble learning.
Loss function We adopt the `2 Euclidean distance as the
loss function for pre-training the MRN,
LMRN = 1
L
∑L
i=1
∥∥∥xfsi − xi∥∥∥2
2
, (2)
where xfsi and xi are the i
th full-sampled training image and
the output of the MRN, respectively. To pre-train the MSN,
we adopt the pixel-wise cross-entropy loss function
LMSN = −
∑L
i=1
∑N
j=1
∑C
c=1
tgtijc ln tijc, (3)
where C tissue classes are to be classified. tgt and t is the
pixel-wise ground-truth label and the MSN predicted label,
respectively.
Pre-training the MRN and MSN this way, we then con-
struct and fine-tune SegNetMRI with the following loss func-
tion
LSegNetMRI = LMRN + λLOMSN. (4)
We set λ = 0.01 in our experiments. Note the overall MSN
(OMSN) loss containingN+1 loss function terms if the Seg-
NetMRI contains N blocks is
LOMSN = 1
N + 1
(
LMMSN +
∑N
i=1
LiSMSN
)
, (5)
where the LMMSN is the loss for the merged prediction and
LSMSN is the loss for each sub-MSN decoder prediction.
4 Experiments and Discussions
4.1 Implementation Details
Setup We implement all deep models on TensorFlow for
the Python environment using a NVIDIA Geforce GTX
1080Ti with 11GB GPU memory and Intel Xeon CPU E5-
2683 at 2.00GHz. We show the hyperparameter settings of
encoder-decoder architecture used for both MRN and MSN
in Figure 1. We use batch normalization to stabilize training.
ReLU is used as activation function except for the last con-
volution layer of the encoder-decoder unit within each MRN
block, where the identity map is applied for residual learn-
ing. We apply Xavier initialization for pre-training MRN and
MSN. MSN is pre-trained for 60, 000 iterations using 64×64
fully-sampled MRI patches randomly cropped (16 patches in
a batch) and MRN is pre-trained for 30, 000 iterations using
the entire training image (4 images in a batch). We then fine-
tune the SegNetMRI model for 8, 000 further iterations using
entire images (4 images in a batch). ADAM is chosen as op-
timizer. We select the initial learning rate to be 0.0005, the
first-order momentum to be 0.9 and the second momentum to
be 0.999.
Data We test our SegNetMRI architecture on the MR-
BrainS datasets from the Grand Challenge on MR Brain Im-
age Segmentation (MRBrainS) Workshop [Mendrik et al.,
(a) GBRWT+MSN (b) MRN5+MSN (c) [Liu et al., 2017] (d) SegNetMRI5 (e) FS+MSN (f) GroundTruth
Figure 4: The segmentations of the compared methods.
Methods GM WM CSFDC HD AVD DC HD AVD DC HD AVD
GBRWT+MSN 75.55 2.24 4.21 65.56 1.90 3.10 76.50 1.77 2.69
MRN5+MSN 79.36 2.06 3.57 65.76 1.88 2.96 78.43 1.64 2.33
[Liu et al., 2017] 83.41 1.81 2.96 78.05 1.24 1.61 77.81 1.76 2.58
SegNetMRI5 86.38 1.66 2.52 81.49 1.08 1.34 79.23 1.61 2.23
FS+MSN 87.36 1.60 2.33 85.94 1.00 1.14 81.01 1.61 2.18
Table 1: The segmentation comparison of the different models using DC (%), HD and AVD (%) as metrics. FS+MSN is the segmentation
performance when the ground truth MRI is known.
2015]. The datasets are acquired using 3T MRI scans. Five
datasets are provided containing T1-1mm, T1, T1-IR and T2-
FLAIR imaging modalities already registered and with man-
ual segmentations. Here we use the T1 MRI data of the size
240 × 240 throughout the paper. We use four datasets for
training (total 192 slices) and one dataset for testing (total 48
slices). We adopt the same data augmentation technique dis-
cussed in [Dong et al., 2017].
4.2 Experimental Results
To evaluate the segmentation performance, we compare
the proposed SegNetMRI5 (5 blocks) with the inputting
a fully-sampled MRI in MSN (FS+MSN) as ground truth
performance, inputing the MRN5 reconstruction in MSN
(MRN5+MSN) – i.e., no fine-tuning), inputting GBRWT re-
construction in MSN (GBRWT+MSN). GBRWT [Lai et al.,
2016] represents the state-of-the-art performance in the con-
ventional sparse based CS-MRI methods. Finally, we also
compare with the joint framework proposed by [Liu et al.,
2017], where only the reconstruction network is fine-tuned
in MRN5+MSN using the loss function LMRN + λLMSN.
The same under-sampling mask shown in Figure 2(e) is again
used.
We show qualitative comparison in Figure 4. We colorize
segmentation corresponding white matter, gray matter and
cerebrospinal fluid with yellow, green and red. We observe
that the proposed SegNetMRI5 model provides better seg-
mentation and approximates the ideal FS+MSN most closely,
both of which are not perfect compared with the human la-
beling. For quantitative evaluation, we use the Dice Coeffi-
cient (DC), the 95th-percentile of the Hausdoff distance (HD)
and the absolute volume difference (AVD), as also used in the
MRBrainS challenge [Mendrik et al., 2015]. Larger DC, and
smaller HD and AVD, indicate better segmentation. We show
these results in Table 1, which is consistent with the subjec-
(a) ZF (b) GBRWT (c) MRN5
(d) Huang (e) SegNetMRI5 (f) FS
(g) GBRWT Error (h) MRN5 Error (i) Huang Error (j) SegNetMRI5 Error
Figure 5: The reconstructed MR images with different CS-MRI
methods in the first two rows and the residual maps in the third row.
tive evaluation.
In addition to the improvement of segmentation accuracy,
we also evaluate the reconstruction quality of the SegNetMRI
model. We show the reconstructed MRI from SegNetMRI5,
the model in [Liu et al., 2017], MRN5 and GBRWT in Fig-
GBRWT MRN5 [Liu et al., 2017] SegNetMRI5
PSNR 31.80 33.94 33.47 34.27
NMSE 0.0584 0.0361 0.0388 0.0333
Table 2: The averaged PSNR (dB) and NMSE on 37 test MRI data.
GM B1 B2 B3 B4 B5 Merged
DC 75.15 80.31 83.64 81.02 85.66 86.38
HD 2.15 1.95 1.77 1.90 1.68 1.66
AVD 4.35 3.58 2.90 3.43 2.60 2.52
Table 3: We compare the segmentation performance of the outputs
from each block in SegNetMRI5 model without the 1 × 1 convolu-
tion and the segmentation output produced by the SegNetMRI5 via
merging.
ure 5, along with their corresponding residuals. (We set the
error ranges from [0 0.1] on a [0 1] pre-scaled image.) We
find that SegNetMRI achieves the minimal reconstruction er-
ror, especially in the meaningful tissue regions. We also give
averaged reconstruction performance measures in Table 2 us-
ing peak signal-to-noise ratio (PSNR) and the corresponding
normalized mean squared error (NMSE) on all 37 test MRI.
Discussion It is worth noting that the the model in [Liu et
al., 2017] achieves better segmentation performance than the
MRN5 model, but the reconstruction quality is worse than
MRN5 both qualitatively and quantitatively. The original
work in [Liu et al., 2017] is devote to joint natural image
denoising and segmentation, while for medical image analy-
sis, the absolute reconstruction and segmentation accuracy is
equally important. Usually, segmented MRI will also be pro-
vided by radiologists for diagnosis. A reconstruction error
can thus cause the loss of valuable diagnostic information. In
contrast, the SegNetMRI model achieves better performance
on both reconstruction and segmentation.
In SegNetMRIN , the output of N MSN decoders are con-
catenated and merged into the final segmentation using a 1×1
convolution. The ensemble learning can make full use of the
information from different depth of the SegNetMRI and pro-
duce better segmentation accuracy. We take the SegNetMRI5
on the gray matter tissue of all the test MRI data for exam-
ple. In Table 3, we show the segmentation performance of the
outputs from each block in SegNetMRI5 model without the
1× 1 convolution, and we compare them with the segmenta-
tion output produced after merging the SegNetMRI5 outputs
with 1× 1 convolution. The output of SegNetMRI5 achieves
better segmentation performance, showing the effectiveness
of this ensemble structure.
In Figure 6, we show the segmentation accuracy (in Dice
Coefficient metric) as a function of blocks, N . The recon-
struction quality (in PSNR metric) improves as the number
of the blocks increases in the SegNetMRI model, but at the
expense of longer training time.
5 Conclusion
Automatic segmentation of MRI is an important problem in
medical imaging, and with the recent adoption of CS-MRI by
Figure 6: The model performance of SegNetMRIN architecture as a
function of the number of blocks.
industry, segmentation techniques that take CS-MRI recon-
struction into account are needed. After verifying that the two
tasks suffer when done independently, we proposed a deep
neural network architecture called SegNetMRI to merge the
MRI reconstruction and segmentation problems into a joint
framework. Our experiments show that doing simultaneous
reconstruction and segmentation can positively reinforce each
other, improving both tasks significantly.
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