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Resumen: El presente trabajo describe el disen˜o y desarrollo de un laboratorio de pra´cticas
especialmente concebido para apoyar el aprendizaje en sistemas de control de tiempo real.
La herramienta desarrollada permite realizar experiencias de control de tiempo real sobre un
motor de corriente continua tanto en modo simulacio´n (basado en el modelo del proceso) o bien
realizando pruebas pra´cticas usando el motor f´ısico. As´ı, mediante la asignacio´n de periodos
de muestreo, tiempos de co´mputo de tareas y prioridades de ejecucio´n, el usuario final de la
aplicacio´n (profesores y estudiantes) puede observar el comportamiento correcto o incorrecto del
sistema de control permitiendo, por contraste, reafirmar los aspectos teo´ricos de la metodolog´ıa
de implementacio´n de sistemas de tiempo real.
Keywords: Educacio´n en Control, Sistemas de Tiempo Real, Laboratorios Virtuales y Remotos.
1. INTRODUCCIO´N
Una vez que el disen˜o de una estrategia de control ha sido
correctamente probada mediante te´cnicas de simulacio´n,
esta debe ser implementada sobre el proceso para ser
ejecutada en tiempo real. Desde el punto de vista de su
implementacio´n pra´ctica, esta u´ltima etapa comu´nmen-
te involucra el correcto entendimiento y aplicacio´n de
conceptos de sistemas de tiempo real, tales como: tarea,
periodo de muestreo, concurrencia, prioridad, pol´ıtica de
planificacio´n, tiempo de co´mputo, tiempo de activacio´n,
tiempo l´ımite, etc., los cuales no siempre son bien en-
tendidos por estudiantes que se inician en el campo del
control automa´tico. Por ejemplo, ellos usualmente asumen
que el controlador se ejecuta como un u´nico proceso un
computador dedicado exclusivamente a tal labor, lo cual
en muchas situaciones no es cierto, ya que existen otros
servicios o procesos que comparten los recursos compu-
tacionales del sistema.
Numerosas universidades alrededor del mundo ofrecen cur-
sos de tiempo real en sus planes de estudio, generalmente
en el a´mbito de la informa´tica (Litayem et al. (2011)). Sin
embargo, al centrarse en el a´mbito del control automa´tico,
su presencia es ma´s escasa. En (Bradley et al. (2012)) se
detalla una alternativa educacional que permite a los estu-
diantes participar en la concepcio´n e implementacio´n de un
sistema de control en tiempo real. Por otra parte, tambie´n
existen herramientas para la concepcio´n de sistemas de
tiempo real las cuales, dadas sus caracter´ısticas, pueden
ser adaptadas para su utilizacio´n en el a´mbito docente
(Bucher et al. (2009)).
Un aspecto en comu´n de los trabajos referenciados pre-
viamente dice relacio´n con su enfoque. En todos estos
casos se aborda el disen˜o, desarrollo e implementacio´n del
sistema de tiempo real como eje central. El presente tra-
bajo, sin embargo, posee motivaciones docentes desde una
perspectiva diferente. Espec´ıficamente, se busca ofrecer al
estudiante un ejemplo pra´ctico que reafirme parte de la
teor´ıa de los sistemas de tiempo real. En la actualidad
existen herramientas de simulacio´n que cumplen este rol
(Farias et al. (2010)). Sin embargo, en las simulaciones, a
pesar de su potencial, la identificacio´n con la experiencia
por parte del alumno puede no llegar a ser tan poderosa o
reafirmante. De esta forma, se busca elaborar una aplica-
cio´n que junte tanto los aspectos de simulacio´n como los
de comportamiento pra´ctico.
Basado en la discusio´n anterior, este art´ıculo presenta el
desarrollo de un laboratorio virtual y remoto especialmen-
te concebido para el apoyo en la ensen˜anza de sistemas de
control de tiempo real. La herramienta permite explorar
la problema´tica de control que existe cuando se modifi-
can algunos para´metros involucrados en la ejecucio´n de
un sistema de tiempo real y co´mo estos afectan en la
implementacio´n pra´ctica de un sistema de control.
Este trabajo se organiza de la siguiente manera. La seccio´n
2 presenta un breve introduccio´n a los sistemas de tiempo
real. Luego, la seccio´n 3 presenta las herramientas de
hardware y software que se utilizaron para el desarrollo
del laboratorio mientras que la seccio´n 4 presenta su
metodolog´ıa de implementacio´n. La seccio´n 5 presenta
las pruebas de funcionamiento realizadas al laboratorio y,
finalmente, la seccio´n 6 presenta las conclusiones finales.
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2. CONCEPTOS DE TIEMPO REAL
Se considera a un sistema informa´tico de tiempo real (RT)
si su correcta funcionalidad depende no so´lo de su lo´gica
programada sino tambie´n del cumplimiento de unas espe-
cificaciones temporales (Burns and Wellings (2003)). Los
sistemas de tiempo real pueden clasificarse en: sistemas de
tiempo real estricto, en el cual la ejecucio´n tard´ıa (despue´s
de un plazo l´ımite) puede provocar una falla cr´ıtica en
todo el sistema, y sistemas de tiempo real flexible en los
cuales algunos retrasos pueden ser tolerados, pero con
algu´n grado menor de efectividad (por ejemplo, un mayor
tiempo de estabilizacio´n en un sistema de control).
Normalmente los sistemas de tiempo real ejecutan concu-
rrentemente diferentes tareas, incluyendo tareas de con-
trol. As´ı la seleccio´n de que´ tarea que debe ser ejecutada
depende de la pol´ıtica de planificacio´n utilizada. El planifi-
cador es un algoritmo que decide que´ tarea debe ejecutarse
en cada instante. Para ello, este algoritmo requiere conocer
las caracter´ısticas de cada tarea que compone el sistema.
Las caracter´ısticas ma´s comunes son las siguientes:
Tiempo de activacio´n (o liberacio´n): Momento en el
que, idealmente, la tarea deber´ıa iniciar su ejecucio´n.
Tiempo l´ımite : Momento en el que la tarea debe
haber finalizado su ejecucio´n.
Tiempo de co´mputo (o ejecucio´n): Tiempo que tarda
el computador en ejecutar el co´digo de la tarea.
Periodo: Tiempo entre dos instantes de activacio´n
consecutivos.
Plazo: Tiempo entre el instante de activacio´n y el
instante l´ımite de finalizacio´n. Comu´nmente el plazo
corresponde al periodo de una tarea perio´dica.
Prioridad : Preferencia de ejecucio´n de una tarea
respecto al resto.
Las tareas pueden estar en uno de los tres siguientes
estados: ejecutando (R, la tarea quiere ejecutarse y tiene la
CPU asignada), en espera (P, la tarea quiere ejecutarse y
pero no tiene la CPU asignada) y (S, bloqueado a la espera
de un evento temporal o externo ). El primer estado indica
que la tarea se esta´ ejecutando en la CPU. Si hay una tarea
que deber´ıa ejecutarse, pero que no puede porque existe
otra con mayor prioridad utilizando la CPU se dice que
la tarea esta´ apunto. Si una tarea esta´ esperando que se
libere un recurso se dice esta´ bloqueda. Finalmente si una
tarea decide paralizar su ejecucio´n a la espera que pase
un cierto tiempo se dice que esta´ durmiendo. La Figura 1
muestra los estados de tres tareas.
Figura 1. Monitor de planificacio´n: 3 tareas ejecutadas en
paralelo en el mismo procesador.
Las pol´ıticas de planificacio´n en tiempo real suelen agru-
parse en pol´ıticas de prioridades esta´ticas o de prioridades
dina´micas. RMPA y DMPA son dos maneras de asignar
prioridades utilizadas en planificacio´n esta´tica(Burns and
Wellings, 2003). La primera asigna mayor prioridad a
aquellas tareas con un periodo menor mientras que la
segunda asigna mayor prioridad a aquellas tareas con un
plazo menor; en ambos casos la asignacio´n se realiza fuera
de l´ınea. Earliest Deadline First (EDF) es un pol´ıtica
conocida de planificacio´n dina´mica(Burns and Wellings,
2003). Esta da mayour prioridad a aquellas tareas con un
timepo l´ımite ma´s cercano, este ca´lculo se realiza en l´ınea.
En las secciones siguientes se describe el disen˜o e imple-
mentacio´n del laboratorio virtual y remoto desarrollado
para el estudio de los conceptos de tiempo real explicados
en este apartado.
3. HERRAMIENTAS DE HARDWARE Y SOFTWARE
PARA EL DESARROLLO DEL LABORATORIO
En esta seccio´n se describe el dispositivo hardware utiliza-
do como prototipo de pruebas para el desarrollo del labo-
ratorio, en este caso, un motor de corriente continua espe-
cialmente concebido para la pra´ctica docente del control
automa´tico. Seguidamente, se presentan las herramientas
de software necesarias para la implementacio´n del control
en tiempo real tanto desde la perspectiva de la simulacio´n
como del sistema f´ısico en el laboratorio.
3.1 Motor de corriente continua
Una de las ma´quinas ele´ctricas ma´s comunes y estudiadas
son los motores de corriente continua. Sus cualidades de
alto torque de arranque, su relativa alta velocidad de
respuesta, as´ı como la facilidad para controlarlo por me-
dios ele´ctricos y electro´nicos lo convierten en un objetivo
ideal para el estudio del control. La Figura 2 muestra la
disposicio´n real del dispositivo en el laboratorio.
Figura 2. Motor DC MS-150 de FEEDBACK.
El proyecto utiliza el Servosistema Modular MS-150 de
FEEDBACK, empresa especializada en la fabricacio´n de
equipamiento dida´ctico para la ensen˜anza del control au-
toma´tico. De los diferentes mo´dulos disponibles, se utiliza
el motor DC (mo´dulo DCM150F), el taco´metro (mo´dulo
GT150X), el lector de posicio´n (mo´dulo OP150K) y el
mo´dulo que maneja el sentido de giro del motor (mo´dulo
SA150D), el cual se realiza con un control por armadura.
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Para el manejo de datos desde y hacia el motor, se utiliza la
tarjeta de adquisicio´n de datos PCI-1711U de Advantech,
que es instalada en un computador personal desde donde
se controla el dispositivo de forma local (ver Figura 4).
Para la implementacio´n del control del motor (que sera´ tra-
tada en la seccio´n 4.2) es necesario contar con un modelo
del proceso que permita disen˜ar los controladores tanto
de velocidad como de posicio´n. A partir de la aplicacio´n
de un escalo´n unitario a la entrada del motor es posible
determinar una funcio´n de transferencia de primer orden
que modele la planta, considerando motor, armadura y
taco´metro como un bloque (ver Figura 3).
Figura 3. Escalo´n unitario aplicado al motor.
La identificacio´n del modelo se realizo´ para el punto de
operacio´n U = 0, 5 [voltios] y V = 2, 25 [voltios]. De este
proceso se ha obtenido el siguiente modelo:
V (s)
U(s)
=
3, 733
0, 07483s+ 1
. (1)
Cabe mencionar que la funcio´n de transferencia para el
control de posicio´n del motor se obtiene incorporando un
integrador a la ecuacio´n 1.
3.2 Herramientas de software utilizadas
Para desarrollar un sistema de tiempo real se hace ne-
cesario disponer de ciertas condiciones especiales tales
como reduccio´n de latencias, concurrencia de tareas o
un adecuado manejo de las prioridades de ejecucio´n. De
esta forma, y dado que un sistema operativo tradicional
generalmente no se ajusta a estas necesidades, se hace uso
de un sistema operativo de tiempo real. En este sentido, el
desarrollo de tiempo real que se presenta en este trabajo
utiliza XENOMAI (Xen (2014)), un sistema operativo de
tiempo real de co´digo libre basado en Linux el cual ha sido
ampliamente adoptado por la comunidad internacional de
desarrolladores de aplicaciones de tiempo real.
Xenomai, en base a un mismo Kernel, permite utilizar
diferentes API de programacio´n. Entre ellas destacan PO-
SIX, VxWorks, VRTX, RTAI, entre otras. Adema´s, ofrece
facilidades para migrar co´digos entre ellas. La interfaz a
utilizar en este trabajo es POSIX (Portable Operating
System Interface), la cual corresponde a un esta´ndar IEEE
que busca establecer una compatibilidad entre los sistemas
operativos UNIX. En este esta´ndar se pueden distinguir
diferentes grupos de trabajo, donde el relacionado con los
aspectos de sistemas en tiempo real se denomina POSIX-
4 (Gallmeister (1995)). E´ste se centra principalmente en
la gestio´n de los hilos de ejecucio´n (threads o tareas),
la comunicacio´n entre ellos, mecanismo de planificacio´n
de ejecucio´n temporal, entre otros servicios. POSIX se
programa escencialmente en co´digo C.
Por otra parte, el trabajo tambie´n considera la implemen-
tacio´n de un entorno simulado de control de tiempo real.
Para ello se ha escogido Easy Java Simulations (EJS), una
herramienta de software gratuita disen˜ada para la creacio´n
de simulaciones interactivas en lenguaje Java (Esquembre
(2014)). El usuario al que esta´ dirigida EJS son estudian-
tes, profesores e investigadores de ciencias e ingenier´ıa,
que poseen un conocimiento ba´sico de programacio´n de
computadores, pero que no disponen de una gran cantidad
de tiempo para crear una simulacio´n gra´fica con un elevado
grado de interactividad.
En conjunto con EJS, este desarrollo utiliza la librer´ıa JTT
(Java True Time) que proporciona una API especialmente
concebida para la creacio´n de entornos de simulacio´n de
sistemas de tiempo real (Farias et al. (2010)).
4. DETALLES DE IMPLEMENTACIO´N
Dado que se pretende crear un mo´dulo de pra´cticas que
reu´na el entrenamiento tanto en modo simulado como
sobre el dispositivo f´ısico real, se ha planteado la creacio´n
de un laboratorio remoto como mo´dulo de trabajo com-
plementario. Las siguientes secciones describen cada una
de las etapas de implementacio´n del laboratorio.
4.1 Arquitectura del laboratorio virtual y remoto
La Figura 4 presenta la arquitectura de comunicacio´n del
laboratorio y su relacio´n con las herramientas de software
utilizadas para su desarrollo.
En relacio´n a la implementacio´n del lado del servidor,
el intercambio de datos entre la planta y el computador
se lleva a cabo mediante una tarjeta de adquisicio´n de
datos Advantage PCI-1711, se cierra el lazo de control y
se configura el socket servidor que queda a la espera de
conexio´n por parte del cliente.
La implementacio´n del lado del cliente diferencia tres
mo´dulos desde el punto de vista de su programacio´n: La
construccio´n de la GUI o interfaz con la cual los usuarios
llevan a cabo sus tareas de experimentacio´n, la definicio´n
del modelo necesario para desarrollar una representacio´n
Figura 4. Arquitectura de comunicacio´n cliente-servidor.
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virtual del proceso y finalmente, la programacio´n de los
me´todos de comunicacio´n (sockets TCP/IP) necesarios
para enlazar con la aplicacio´n del lado del servidor.
4.2 Control en tiempo real mediante POSIX
Se disen˜an controladores PID (A˚stro¨m and Ha¨gglund
(2006)) para regular tanto en velocidad como en posicio´n el
eje del motor DC utilizado como dispositivo de pruebas. Se
busca disponer de controladores simples ya que el e´nfasis
en este trabajo radica en su desempen˜o en tiempo real. Se
utiliza para el control de velocidad un PI y para el control
de posicio´n un PD, aprovechando el integrador existente
en el modelo de la planta.
El disen˜o del controlador de velocidad se realiza de forma
anal´ıtica mediante el me´todo de asignacio´n de polos. Se
busca disponer de un tiempo de asentamiento de 0,5 [seg]
sin sobrepaso. Esto se logra mediante las ecuaciones que
relacionan el sobrepaso (OS) y el tiempo de asentamiento
(Ta al 2%) con la razo´n de amortiguamiento (ζ) y la
frecuencia natural (wn) (ver ecuaciones (2) y (3)).
%OS = 100 · e
−ζpi√
1−ζ2 (2)
Ta =
4
ζwn
(3)
As´ı, para un tiempo de asentamiento de 0,5 [seg] y un
sobrepaso nulo se tienen valores de ζ = 0, 98 y wn = 4, 7.
Con estos valores es posible utilizar las fo´rmulas que
relacionan la ecuacio´n caracter´ıstica de lazo cerrado (s2 +
2ζwns+ wn
2) con la de la planta junto al controlador PI,
las cuales se aprecian en las ecuaciones (4) y (5).
Kp =
2ζwnτ − 1
K
(4)
Ti =
2ζwnτ − 1
wn2τ
(5)
De esta manera, se obtienen tanto la constante propor-
cional Kp = 0, 0737 [voltios] como el tiempo integral
Ti = 0, 0487 [seg] para el controlador PI.
Para el caso del controlador PD de posicio´n se utiliza
el me´todo basado en el criterio ITAE, aprovechando las
fo´rmulas que relacionan la funcio´n caracter´ıstica en lazo
cerrado con la frecuencia natural (Martins (2005)). De esta
forma, si se desea un sobrepaso menor al 5% con un tiempo
de asentamiento bajo el medio segundo, se pueden obtener
los para´metros proporcional y derivativo del controlador
Kp = 2, 88 [voltios] y Td = 0, 024 [seg].
Seguidamente, ambos controladores fueron programados
en POSIX (co´digo C) con el fin de realizar pruebas de
desempen˜o en tiempo real de los controladores disen˜ados.
Para ello, se programa un thread en tiempo real cuyo
diagrama de flujo se presenta en la Figura 5.
El co´digo de control a ejecutarse de forma perio´dica se
dispone dentro de un bucle while(). Para ello, se fija un
periodo de ejecucio´n al inicio del co´digo de la tarea, el que
luego es referenciado por una instruccio´n de espera al final
del bucle. El tiempo de co´mputo del co´digo dentro de dicho
bucle, por tanto, no debe ser mayor al per´ıodo definido, ya
Figura 5. Accio´n de control a ejecutarse perio´dicamente.
que la instruccio´n de espera har´ıa referencia a un momento
de tiempo pasado. Lo anterior se ve reflejado en que,
conforme el tiempo de co´mputo de la tarea se aproxima a
su per´ıodo asignado, el porcentaje de utilizacio´n de CPU
se incrementa hacia el 100% tal y como se aprecia en
la Figura 6. Xenomai implementa un sistema watchdog
que detiene la ejecucio´n del programa ante condiciones no
adecuadas.
Figura 6. Porcentaje de utilizacio´n de CPU.
Cabe mencionar que el periodo de muestreo asignado a la
tarea de control (cuyo algoritmo ba´sico de ejecucio´n se pre-
senta en el listado 1) ha sido de 2 [ms], lo cual busca hacer
el funcionamiento del sistema ma´s exigente. Las razones de
ello se relacionan con las pruebas de funcionamiento que se
presentan en la seccio´n 5 de este trabajo, las que ilustrara´n
el desempen˜o de los controladores desde una perspectiva
de tiempo real.
Listing 1. Algoritmo PID.
N = 100 ;
h = PERIODO∗0 .000000001 ;
P = kp∗( Vref−Vi ) ;
I = I0 ;
D = td /(N∗h+td )∗D0 + N∗kp∗ td /(N∗h+td )∗ ( Vi0−Vi ) ;
c t r = P + I + D;
I0 = I0 + kp∗h/ t i ∗( Vref−Vi ) ;
D0 = D;
Vi0 = Vi ;
Dado que el fin u´ltimo de este trabajo es ilustrar, de forma
pra´ctica, el efecto de una correcta parametrizacio´n de las
tareas de un sistema de control de tiempo real, es que se
propone, como mecanismo de prueba, la incorporacio´n de
una tarea perturbadora que corra en paralelo a la tarea
de control. De esta manera, mediante la asignacio´n de
periodos de muestreo, tiempos de co´mputo y prioridades
a las tareas de control y perturbacio´n, se podra´ observar
el comportamiento correcto o incorrecto del sistema de
control permitiendo, por contraste, reafirmar los aspectos
teo´ricos de la metodolog´ıa de tiempo real.
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As´ı, se busca que la tarea perturbadora posea, adema´s de
una ejecucio´n perio´dica, un tiempo de co´mputo variable.
Esto u´ltimo se regula mediante el nu´mero de iteraciones de
un bucle for(). Por otro lado, dado que el tiempo utilizado
por la tarea de control es muy bajo, el tiempo de co´mputo
de la tarea de perturbacio´n debe alcanzar valores muy
cercanos a su periodo para afectarlo. Con tal de evitar la
detencio´n de la ejecucio´n por parte del watchdog de Linux,
se aumento´ el tiempo de co´mputo de la tarea de control a
0,15 [ms], tambie´n por medio del nu´mero de iteraciones en
un ciclo for(). Naturalmente, esto se realiza sin degradar
el desempen˜o de los controladores.
La idea principal es asignar una mayor prioridad al thread
de perturbacio´n que al de control y aumentar su tiempo
de co´mputo para visualizar el efecto que produce en esta
u´ltima. Despue´s de ello, un cambio en las prioridades
asignadas, buscara´ poner de manifiesto los beneficios de
una mayor prioridad a una tarea cr´ıtica, en este caso la
tarea de control de un motor. Se debe mencionar que las
prioridades utilizadas son fijas, dado que Xenomai so´lo
permite este tipo de asignacio´n.
De esta forma, se dispone de un periodo de ejecucio´n para
ambas tareas de 2 [ms] (ver Figura 7). As´ı se considera que,
de forma teo´rica, a partir de un tiempo de co´mputo de 1,85
[ms] para la tarea perturbadora, se aprecia una influencia
en la tarea de control. Adema´s de este caso, se presentan
las situaciones con 1,9 [ms] y 1,95 [ms] con una prioridad
mayor para el thread perturbador. Finalmente, se asigna
la tarea de control al dominio de Xenomai manteniendo
un alto tiempo de co´mputo en la tarea perturbadora para
ver sus efectos en el control.
Figura 7. Representacio´n gra´fica de las tareas en el tiempo.
4.3 Simulacio´n del control de tiempo real en EJS
Como ya se ha mencionado, el laboratorio a implementar
consta de dos partes: la simulacio´n del sistema y la
conexio´n remota. En esta seccio´n se discute el primer
rasgo, con el que se busca reforzar el conocimiento que
esta herramienta pueda brindar al estudiante, de manera
que sea posible realizar un ana´lisis del sistema desarrollado
en base a simuladores de tiempo real. En particular, y
como se menciono´ en la seccio´n 3.2, este trabajo utilizo´ la
herramienta de simulacio´n EJS y la librer´ıa JTT para
desarrollar el entorno simulado del sistema de control de
tiempo real para el motor DC.
Un programador puede utilizar la librer´ıa JTT directa-
mente en un programa Java, o utilizando EJS para crear
simulaciones de sistemas de tiempo real. La integracio´n de
la librer´ıa con otras herramientas se observa en la Figura
8. El entorno de simulacio´n del sistema de tiempo real
esta´ dado por JTT, mientras que el solver y la vista (inter-
faz de usuario) son suministrados por otras herramientas
Figura 8. Simulacio´n en tiempo real utilizando JTT.
Java, en este caso EJS. La seccio´n 4.5 presentara´ la interfaz
de usuario final del entorno de simulacio´n desarrollado.
Para conocer ma´s detalles del uso de la librer´ıa JTT y EJS,
el lector puede revisar la referencia (Farias et al. (2010)).
4.4 Comunicacio´n cliente-servidor
La Figura 9 muestra un diagrama representativo de la
lo´gica de comunicacio´n cliente-servidor del laboratorio. Al
programa constituido por la tarea de control y perturba-
cio´n se le incorpora un nuevo thread. Esta nueva tarea, con
un periodo de 40 [ms] y ejecucio´n en el kernel de Linux,
cumple un rol de servidor TCP/IP tradicional. Con ella
se busca que un usuario pueda visualizar las variables del
sistema y adema´s comandar la ejecucio´n del mismo. As´ı,
las dos tareas mencionadas pasan a estar administradas
por este thread servidor. Segu´n el valor que es recibido
desde el cliente, la accio´n a ejecutar sera´ diferente por parte
del thread servidor. Se tienen cuatro casos:
Crear las tareas de perturbacio´n y de control con una
mayor prioridad para esta u´ltima.
Crear las mismas tareas pero con una prioridad mayor
para la perturbadora.
Destruir el thread perturbador y de control. Se ejecu-
ta una tarea encargada de apagar civilizadamente el
motor. Esta accio´n es necesaria para crear las tareas
nuevamente.
Finalizar la conexio´n con el cliente, quedando el ser-
vidor disponible para establecer una nueva conexio´n.
Se destruyen las tareas existentes.
Aqu´ı se hace necesario tambie´n compartir datos entre las
tareas. Para esto se utilizan variables globales y sema´foros.
Se tiene, as´ı, un intercambio de datos entre: la tarea
de control y el servidor y entre esta u´ltima y la tarea
de perturbacio´n. Esta informacio´n es enviada hacia el
Figura 9. Proceso de conexio´n entre servidor y cliente.
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cliente EJS (referencia, sen˜al de control y de salida) o bien
recibida desde el mismo (iteraciones, tipo de referencia y
tipo de control). Por su parte, el cliente EJS genera o
utiliza estos datos, por medio de una interfaz de usuario,
que adema´s incluye la simulacio´n. En ella se pueden
graficar las variables del sistema, crear o destruir las
tareas de control y perturbacio´n, cambiar sus prioridades
y modificar el tiempo de co´mputo de la perturbacio´n.
4.5 Aspecto final del laboratorio desarrollado
En la Figura 10 se muestra la interfaz de usuario lograda
funcionando en conexio´n remota. Se disponen dentro de
ella, tanto para la simulacio´n como para el funcionamiento
pra´ctico, diferentes atributos, los que apuntan a facilitar
la interaccio´n con el estudiante. Por una parte, se tiene la
representacio´n del giro del motor. Adema´s, se presentan
las gra´ficas de las variables del sistema, la posibilidad de
seleccionar el tipo de control y el tipo de referencia. En
esta misma l´ınea, se exponen los para´metros usados en los
controladores. No se ofrece, sin embargo, la posibilidad de
modificar estos u´ltimos ya que se escapa de la intencio´n
de la aplicacio´n. De todas formas, se entiende que este y
otros atributos puedan ser an˜adidos en el futuro.
Respecto a los rasgos de tiempo real en s´ı, se ofrecen dos
paneles. En uno de ellos, es posible visualizar una gra´fica
de planificacio´n. Este elemento se considera un recurso
clarificador para los estudiantes con el fin de entender el
efecto del cambio del tiempo de co´mputo y prioridades.
Finalmente, se dedica una porcio´n de la interfaz para mo-
dificar los atributos temporales y de prioridad de las tareas
de control y perturbacio´n, lo que permite al usuario final
experimentar probando los efectos de esta parametrizacio´n
en el desempen˜o del control del motor.
5. PRUEBAS DE FUNCIONAMIENTO
La aplicacio´n desarrollada busca complementar el estudio
teo´rico de los sistemas de control de tiempo real. En
primer lugar, se pretende que el estudiante interactu´e con
la simulacio´n para formarse una idea del comportamiento
ideal del sistema y luego, con la ejecucio´n pra´ctica, con-
trastarlo. Todo esto siguiendo como base las pruebas de
funcionamiento descritas a continuacio´n.
Figura 10. Interfaz gra´fica del laboratorio de tiempo real.
5.1 Control de velocidad: Simulacio´n v/s Pra´ctica
Las Figuras 11 y 12 muestran la respuesta del contro-
lador de velocidad y la correspondiente sen˜al de control
a un cambio en la referencia. Estas gra´ficas ilustran el
contraste entre el comportamiento simulado del sistema
y su homo´logo pra´ctico. Las ima´genes superiores repre-
sentan el funcionamiento con una prioridad mayor para
la perturbacio´n y, las inferiores, el desempen˜o al cambiar
las prioridades. Ambos casos con un tiempo de co´mputo
para la tarea perturbadora de 1,95 [ms]. En las gra´ficas
es posible apreciar la degradacio´n del funcionamiento del
sistema y su posterior mejora.
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Figura 11. Evolucio´n de la velocidad (simulacio´n y expe-
rimental) y la referencia de velocidad.
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Figura 12. Evolucio´n de la accio´n de control (simulacio´n y
experimental).
5.2 Control de posicio´n: Simulacio´n v/s Pra´ctica
Al igual que en la seccio´n anterior, se presenta en las
Figuras 13 y 14 los resultados para el control de posicio´n.
Adema´s de las diferencias de comportamiento ya sen˜ala-
das, se puede observar que la degradacio´n en la simulacio´n
se relaciona con una respuesta ma´s lenta del sistema. En
la accio´n de control, por otra parte, se aprecia un leve
“rizado” en la porcio´n transitoria de la sen˜al al tener la
tarea perturbadora la mayor prioridad.
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Figura 13. Seguimiento a referencia en posicio´n.
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Figura 14. Evolucio´n de la accio´n de control en el control
de posicio´n.
5.3 Ana´lisis final
Conforme a los resultados obtenidos es posible crear una
tabla resumen de las pruebas desarrolladas (ver Cuadro 1).
Se debe recordar que para ambas tareas se tiene un periodo
de 2 [ms]. El tiempo de co´mputo de la tarea de control es
de 0,15 [ms] y el de la tarea perturbadora es variable por
medio del nu´mero de iteraciones de un ciclo for(). Con
tal de que el tiempo asignado no genere inconvenientes en
la ejecucio´n del programa, se limita el ma´ximo tiempo de
co´mputo asignado a la tarea perturbadora a 1,95 [ms].
Como se ha mencionado anteriormente, conforme el tiem-
po de co´mputo de la tarea perturbadora se incremen-
ta, la tarea de control comienza a verse afectada en su
desempen˜o. Esta situacio´n se revierte por medio de un
Cuadro 1. Resumen de las pruebas
Tarea de mayor
prioridad
Tiempo de co´mputo
tarea perturbadora
Consumo
CPU
Control
Perturbadora 1,85 [ms] 91,1% Afectado
Perturbadora 1,90 [ms] 93,7% Afectado
Perturbadora 1.95 [ms] 96,7% Afectado
Control 1,95 [ms] 6,2% Normal
cambio en la asignacio´n de prioridades. De esta forma se
tiene un funcionamiento normal de los controladores au´n
en presencia de otra tarea demandante de recursos. Por
otra parte, se detalla el consumo de CPU relativo a cada
tarea cuando se encuentra en el dominio de Xenomai. Este
porcentaje se relaciona, como se discutio´ en la seccio´n 4.2,
con la relacio´n entre el tiempo de co´mputo de la tarea
y el periodo asignado. De esta forma se tiene una idea de
cuantos recursos quedan disponibles para las dema´s tareas
presentes en el dominio de Linux y que son ejecutadas en
base a una pol´ıtica equitativa.
6. CONCLUSIO´N
Se presento´ una aplicacio´n dedicada a reforzar, de for-
ma pra´ctica, ciertos aspectos teo´ricos de los sistemas de
tiempo real. E´sta se enfoca, principalmente, en destacar la
influencia de la asignacio´n de prioridades en tareas cr´ıticas
de funcionamiento que involucran el control de sistemas.
Adema´s, mediante su extensio´n a un laboratorio remoto, se
obtuvo como producto una herramienta docente poderosa
para la ensen˜anza de sistemas de control de tiempo real.
As´ı mismo, la herramienta ofrece mu´ltiples alternativas
de desarrollo a futuro, como por ejemplo, su aplicacio´n al
manejo de plantas ma´s exigentes en cuanto a su compor-
tamiento temporal y funcionalidades cr´ıticas. En la misma
l´ınea, la disposicio´n de una interfaz de usuario en conexio´n
con Xenomai brinda la posibilidad de aplicar este esquema
de monitoreo a otros proyectos futuros.
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