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ABSTRACT 
The aim of this research paper is to investigate the efficacy of combined FEM/DEM modelling for 
accurately representing complex stress states and fracture processes. The necessity for this is 
significant when taking into consideration the range of applications that can benefit from accurately 
modelling complex stress states and fracture mechanisms. There are direct benefits to the mining 
and geotechnical industry by being able to confidently simulate large-scale real-world scenarios for 
which complex stress states and fracture processes must be modelled. To achieve this, a suite of 
five, 2D FEM/DEM models was suggested based on experimental annular Brazilian tests with 
quantitative and qualitative outputs for comparison to the experimental data (peak loads and 
fracture paths). The annular Brazilian test was specifically chosen due to the lack of research in the 
field of computational modelling of the method, the complex distribution of stresses during loading, 
the unique fracture mechanisms that follow, and the availability of experimental data and high-
speed fracture footage.  
Three preliminary models were initially conducted on two sample geometries (models 1 and 2 
having an inner to outer hole diameter ratio of 0.13 and model 3 having a ratio of 0.5) to validate 
the code’s ability to represent the fractures based on expected outcomes and to investigate the 
effects of scaling density for increasing computational speed. From the preliminary investigation it 
was determined that the code could deliver the expected outcomes, though density scaling should be 
avoided due to its effects on fracture propagation. These models, however, were not compared to 
the experimental data as they were conducted for an arbitrary coal material for faster fracturing, not 
the materials used during experimentation.  
Although there was an initial aim to complete five final models based on the experimental data, 
only three managed to be (partially) completed. From these models it was evident that the high 
loading rate caused violent fracturing rather than tensile splitting. However, the preferential fracture 
planes were consistent with what was observed during experimentation. The peak loads however 
were not, and this was likely due to the un-even distribution of stresses observed due to the high 
loading rate. From the models developed in this study the code’s efficacy is inconclusive as not 
enough models were investigated to validate the models’ accuracy. Various limitations also 
impacted the completion of the project and it was ultimately recommended that more work be done 
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Numerical modelling techniques are constantly advancing and becoming more prominent as an aid 
in design. Eventually, it can be predicted that numerical modelling will be used in place of 
experimental modelling, as it is cheaper, simpler and less time consuming. Using numerical 
modelling in this way will require rigorous testing and investigation to ensure that outcomes can 
accurately represent real-world outcomes. Furthermore, there is a current day need to model large-
scale real-world scenarios computationally as experimental modelling for these scenarios is either 
infeasible or impossible. With this said, herein this report aims to provide an investigation into the 
accuracy of the numerical modelling of complex stress states and fracture processes for large-scale 
applications in mining and geotechnical engineering (as well as broader uses in various other 
fields). 
1.2 PROBLEM DEFINITION  
Although numerical modelling has been shown to effectively model the standard Brazilian test and 
the associated fracture processes, there is a severe lack of research to whether or not it can 
effectively model complex stress states and fracture processes such as those present in annular 
Brazilian testing.  
1.3 AIMS AND OBJECTIVES 
Therefore, the aim of this project is to investigate the efficacy of combined FEM/DEM modelling 
for accurately representing complex stress states and fracture mechanisms. The expected outcome 
for this aim is that the numerical modelling code will indeed be able to produce accurate data when 
modelling complex stress states and fracture propagation, thus giving it a use in large-scale 
modelling of real-world problems.  
 
In order to achieve the aim of this project the following objectives were accomplished: 
1. An understanding was developed of the state-of-the-art related to the computational and 
analytical modelling of continuum-to-discrete fracture processes such as that in the 
Brazilian, multipoint Brazilian, and annular Brazilian test; 
  7 
 
2. A campaign of numerical models was designed and conducted to investigate the efficacy 
of finite element-discrete element modelling in capturing the complex stress states and 
fracture propagations that occur during annular Brazilian test; 
3. A comment was made on the outcomes of the FEM-DEM numerical experiments and 
this was used as a basis for supporting, or otherwise, the use of such techniques in the 
modelling of larger (i.e. industrial scale) problems. 
1.4 SCOPE 
This project involves researching standard Brazilian test (with variations of the method) with 
research and modelling occurring for the annular Brazilian test. Other rock testing methods will not 
be investigated; though analytical modelling methods may be referenced for insight into the 
determination of stress-states. Numerical modelling will be conducted through the combined 
FEM/DEM code ELFEN. Research regarding separate FEM and DEM modelling is also essential 
for understanding combined FEM/DEM. Constitutive models and the numerical modelling process 
is also important in understanding the work conducted. The rigorous mathematical formulation of 
analytical models will not be reviewed, yet other numerical modelling methods may be researched 
if needed. The effect of certain rock or loading properties on tensile strength or fracture mechanisms 
will not be investigated in this research project, as the purpose is to comment on the accuracy of the 
aforementioned numerical modelling code.  
1.5 SIGNIFICANCE TO THE INDUSTRY 
If the expected outcomes of this research project were met, then it would validate the numerical 
modelling code for use in large-scale applications. The explicit benefits from the models being 
created for this research project would be the ability to model laboratory tests with a high level of 
accuracy. Through the validation of the numerical modelling code, numerical models could be 
conducted confidently and accurately on the large-scale where laboratory methods are impractical. 
The benefit of having the ability to model large-scale stress states and fracture propagation is 
exceptional with applications in the mining, geotechnical and civil industries being large. For 
example, coal/ hard rock pillars could be modelled to show what type of stresses will be present for 
the respective pillar geometry. Doing this could save lives, and eliminate some safety and economic 
risks associated with preliminary mine designs.  
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1.6 PROJECT MANAGEMENT 
A plan and risk assessment was made for the project in order to ensure it’s timely completion. It 
was determined that the most integral task for the completion of the project was the modelling and 
hence biggest risk was determined to be related to software or hardware issues. The timeline of the 
project was followed, though delays in modelling forced the report writing to be pushed forward 
numerous weeks. However, the project was still completed on time, though due to the risks that 
were faced (limitations that are later discussed), the outcomes were limited. A detailed overview of 
the project plan and risk assessment can be seen in Appendix A with a breakdown of the project 
timeline and tasks.  
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2 LABORATORY METHODS INVOLVING TENSILE 
FAILURE 
Tensile strength is a material property that is essential in many branches of engineering. Difficulties 
related to the preparation and gripping of samples causes the uniaxial tensile test to often be avoided 
when determining the tensile strength of a rock sample (Chen & Hsu, 2001). Indirect methods of 
determining the tensile strength of rocks therefore become a necessity in order to both efficiently 
and cost effectively determine the tensile strength of rock samples. Furthermore, the knowledge 
gained from the fracture mechanisms seen in laboratory tensile tests can be applied to larger scale 
tensile failure issues. 
2.1 STANDARD BRAZILIAN TEST 
The standard Brazilian test is the most commonly used experimental method for indirectly deriving 
the tensile strength of a rock specimen and is suggested by the International Society for Rock 
Mechanics as the standard for determining the tensile strength of rock samples (Chen & Hsu, 2001). 
A disc shaped sample is used, with a load applied across the sample’s diameter. With the load at 
failure (P), sample diameter (D) and sample thickness known (L), the tensile strength (σt) of the 
sample can be calculated using Equation 1. The equation assumes maximum tensile stresses are 
perpendicular to the plane of loading which is generally true. With the exception of anisotropic 
rocks and non-homogeneous rock samples, the primary fracture plane is parallel to the loading 
plane. This principle is what makes the standard Brazilian test such a simple and effective testing 
method. Though since its conception, the standard Brazilian test has been scrutinised. Under 
concentrated point loads using loading platens, compressive crushing occurs at the loading points 
resulting in a shear failure of the sample. Alternatively, the standard Brazilian jaws seen in Figure 1 
do not apply a single point load on the Brazilian disc. Instead, a distributed load is applied on a 
section along the circumference of the disc resulting in tensile cracking as intended.    
 𝜎! = !!!"#           (1) 
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Figure 1. Schematic of Brazilian disc under distributed load from Brazilian jaw loading apparatus 
(Gheibi et al., 2015). 
2.2 MULTIPOINT BRAZILIAN TEST 
The load caused by the Brazilian jaws has been extensively researched experimentally and 
analytically in order to find a way to accurately describe the stress states within the sample as it 
differs from what would be conventionally expected in the standard Brazilian test. Whilst some 
researchers simplify the problem by representing the load as a uniformly distributed radial load 
(Erarslan et al., 2011: Erarslan & Williams, 2011: Gheibi et al., 2015: Komurlu et al., 2016: Serati 
et al., 2013), other research provides more rigorous approaches where the applied load is 
represented as a parabolically distributed load (Kourkoulis et al., 2012: Markides & Kourkoulis, 
2011: Markides et al., 2011).  Whereas Markides et al. (2011) analytically described the load as 
varying by a sinusoidal law the outcome of the research concluded that the far field stress states 
remain generally similar. Therefore, a simpler approach such as that from Erarslan et al. (2011) 
could be employed, where the load can be represented as two point loads as seen in Figure 2. 
Loading described in this way would induce a biaxial load on the sample thus becoming a 
multipoint Brazilian test. The distributed load (W) can be described by Equation 2 with p being the 
pressure distributed over the angle 2α (with reference to Figure 2) and R being the disc radius.  
 𝑊 = 2𝑝𝛼𝑅           (2) 
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Figure 2. Diagram of loads and internal stresses of a rock sample with parabolic loading  
(Erarslan et al., 2011). 
2.3 ANNULAR BRAZILIAN TEST 
The annular Brazilian test (also called the ring test) is an experimental method for indirectly 
measuring the tensile strength of a brittle material. The applications of this testing method range 
from geology to structural and mechanical engineering. It is used alternately to the Brazilian test 
due to the similar simplicity in its setup and operation, as well as its unique failure mechanisms. 
The ring test is loaded using either the Brazilian jaws (as was described in multipoint Brazilian 
testing) or flat platens such as the standard Brazilian test. In contrast to the two aforementioned test 
setups, the samples are prepared with a central hole (as seen in Figure 3), hence the name. The size 
of the central hole is a major factor affecting the strength of the sample and, furthermore, the 
failure/fracture mechanisms during loading. The effect of hole size on these properties has been 
modelled analytically in existing literature (Durelli & Lin, 1986: Serati & Williams, 2015: Serati et 
al., n.d.: Kourkoulis et al., 2015). The ring test has been shown to avoid the criticisms of the 
standard Brazilian test and serve as an accurate method of determining (indirectly) the tensile 
strength of rock samples by failure in a pure tensile mode (Chen & Hsu, 2001).   
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Figure 3. Annular Brazilian disc in Brazilian jaws apparatus with cracks present within the inner 
radius (Chen et al., 2008). 
The problem of a brittle ring under uniaxial compression is popular in analytical mathematics and 
thus numerous approaches to the solution of the internal stress states within such a ring exist 
(Kourkoulis et al., 2015: Durelli & Lin, 1986: Tokovyy et al., 2010: Serati & Williams, 2015: 
Serati et al., n.d.: Leung et al., 1999). It is evident that ring test fracturing occurs much differently 
to solid disc splitting. Due to the arrangement of stresses within an annular disc, as opposed to a 
solid disc, there exists a tensile stress both parallel and perpendicular to the plane of loading. This 
property of the ring test, paralleled with various hole sizing, is what dictates the unique failure 
mechanisms present in this laboratory method. Hudson (1969) mentions a modification to Equation 
1 for determining the indirect tensile strength of a rock using annular Brazilian peak loads. Equation 
3 shows the modified Brazilian equation, whilst Equation 4 applies the effect of the inner to outer 
hole diameter to the equation where ṙ is the aforementioned diameter ratio. It can be seen from this 
relationship that the tensile strength of a sample increases exponentially to compensate for the 
reduced strength induced by a larger inner hole. This equation cannot be used for the standard 
Brazilian test however, as there is a constant factor of 12 applied to the load when ṙ is 0, which 
would scale results up. This is an inherent issue in the formulation this relationship as any model 
should reduce to the equivalent of the standard Brazilian test when the inner radius is null. 
𝜎! = !!"!"#                 (3) 𝐾 = 6+ 38ṙ!       (4)  
  13 
 
3 NUMERICAL MODELLING 
3.1 CONSTITUTIVE MODELS 
For a computational model to simulate a type of material, it is firstly essential to define how the 
material will act under stress, mathematically. A constitutive model can be used to describe a 
materials mechanical nature under load through the use of certain mechanical properties of the 
material. As an example, a simple form of this is seen in Equation 5. It describes the deformation of 
a material under stress by using the stiffness of a material, E. Equation 5 represents what is known 
as linear elastic deformation, which assumes a material deforms linearly with an increase in stress 
and after the load is reduced the material returns to an undeformed state. There are many cases 
where this is useful such as simple excavation load models for example, but the limitations are 
evident. Only pre-fracture mechanisms can be described and no plastic (irreversible) deformation 
can be predicted. For cases like this there are other models that can be used.  𝜎/𝐸 = 𝜀      (5) 
In the case of this study the constitutive model being discussed will be the Mohr-Coulomb failure 
criterion, though others exist that achieve the similar values through different means. It is 
abundantly used for geotechnical applications as it can describe at what stress a material is likely to 
fail or fracture based on material properties such as cohesion and friction angle. Figure 4 below 
shows a graphical representation of the failure envelope, whilst Equation 6 shows the mathematical 
representation of the failure envelope. In Equation 6 τ represents shear stress, ϕ represents friction 
angle and c represents cohesion. Cohesion and friction angle are both inherent material properties 
that can be found through testing and help describe the connection of material particles and a 
materials resistant to shear respectively. The red line in Figure 4 represents the cut-off value for a 
material where stresses above the red line represent the potential for failure and fracture. This cut-
off can only dictate when a material is likely to fail (when it will fracture), but not how it will 
fracture. In terms of the type of loading present during the above experimental methods, failure 
occurs when the tensile stress exceeds the tensile strength of the sample as there is no shear taking 
place.  𝜏 = tan 𝜙 + 𝑐     (6) 
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Figure 4. Basic Mohr-Coulomb failure criterion with Mohr’s circle included. 
Once failure occurs (for a brittle material this results in fracturing), the post fracture mechanism 
must be calculated. For fracture propagation one available model is the rotating crack model. The 
model works on the basis that as fracture propagates, the principle strain axis rotates by a certain 
amount. This dictates the direction of the crack tip by varying the points of highest tension between 
particles nearest to the current crack tip. Real world fracture mechanics have been shown to be 
based on the abundance of pre-existing anisotropies dictating fracture propagation, though the 
rotating crack model is useful in attempting to model this process (Rots and Blaauwendraad, 1989). 
The math associated with this method is too rigorous and ultimately out of the project scope, hence 
not discussed. 
3.2 DESCRIPTION OF COMMONLY USED NUMERICAL MODELLING METHODS 
Numerical modelling is the process of computationally analysing the stress states (usually through 
modelling strain deformations in the form of displacements) in order to produce data that would 
otherwise be unobtainable (through experimental methods) or extremely difficult and time 
consuming (through analytical methods). The addition of being able to also produce a visual 
representation of stress contours, object deformations, particle dynamics and fracture processes 
(amongst other things) has made numerical modelling a heavily used tool in countless fields of 
engineering. Various types of numerical modelling codes exist that utilise different mathematical 
algorithms to model anything from rock breakage mechanisms, to fluid flow simulations.  
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3.2.1 Finite Element Method 
The finite element method (hereafter referred to as FEM) is a continuum based numerical modelling 
method that discretises any geometry into a ‘mesh’ of ‘elements’. These elements are of the same 
geometry and consist of ‘nodes’ at their vertices. A mesh with more, smaller elements will have a 
higher accuracy and longer computational time than an identical model with fewer larger elements. 
Figure 5 shows a finite element mesh for a two-dimensional circle with a higher concentration of 
elements around the ends of the circle of higher accuracy for stresses in that area. The elements are 
the purple triangular sections defined by the grey lines. Nodes can be assumed at any area where 
lines intersect. In order for a finite element model to have any significance the model must be given 
deformability parameters (generally based on constitutive laws). These deformability parameters 
allow the nodes to move under applied loads, which is important as all of the stress calculations 
within a finite element model are conducted based on the relationship between displacement and 
stress (through the relationship between displacement and strain). Generally, the finer the mesh 
(meaning the smaller the size of the triangles) used, the higher the degree of accuracy and the longer 
the computational time. FEM modelling has been used extensively (in 2D and 3D) due to its broad 
use in a number of applications. FEM lacks in comparison of other methods as fracture propagation 
cannot be accurately modelled, particle interaction is simplified and heterogeneities cannot be easily 
modelled. 
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3.2.2 Discrete Element Method 
The discrete element method (hereafter referred to as DEM) is a modelling method that represents a 
geometry as discontinuum using particles (generally spheres the approximate size of the grain size 
if used to model rocks). The particles are given various properties (such as cohesive forces) that 
dictate the strength of the material being represented and the interaction of particles within the 
material. Particles can be various sizes depending on the level of accuracy required, much like the 
concept of meshes in FEM. In a DEM model, when the cohesive force between two particles is 
exceeded they can separate and cause a fracture path along the particles due to the redistribution of 
stresses. This makes DEM appropriate for fracture and breakage models. DEM is also used heavily 
in fluid flow simulations as a large quantity of particles can be modelled simultaneously. With this 
arises the main issue with DEM. DEM is heavily resource intensive and demands either a large 
amount of computing power, or a long duration for computation. For reference, Figure 4 shows a 
cube represented by spheres in DEM. In this figure it is quite evidence the quantity of spheres 
required for a model. Quantity of spheres and computational time are directly proportional. 
Therefore, although DEM can be used to model a broader number of scenarios than FEM 
modelling, the selection of which method should be used is determined on a case-by-case basis.  
 
Figure 4. Cube modelled using DEM with symmetrical spheres (Harthong et al., 2012). 
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3.2.3 Combined Finite/Discrete Element Method 
A method that utilises the best of both modelling methods is the combined finite/discrete element 
method (hereafter referred to as combined FEM/DEM). In combined FEM/DEM models both 
continuous and discontinuous methods can be modelled through FEM and DEM respectively 
(Munjiza & John, 2002). This means that when, for example, a Brazilian disc is under low load the 
disc acts as a finite element model. Though when the tensile stress within the disc exceeds the 
strength of the sample the fracture will occur directly where DEM contacts would be broken (not 
conforming to the FEM elements) and re-meshing can occur to represent the fractured sample as an 
FEM model again. A comparison between a FEM and FEM/DEM fracture can be seen in Figure 7. 
The process of re-meshing is part of the intra-element fracture code. Intra-element fracturing is the 
most accurate way to model fractures as it allows for the possibility to create new elements along 
the edges of the fracture path to precisely follow fracture propagation. This process is time 
consuming to model, as re-meshing is required in each step. Alternatively, inter-element fracturing 
requires no re-meshing as fracture paths are modelled through element boundaries thus reducing 
computation time. The drawback of this process is that a very fine mesh is required to appropriately 
capture fracture propagation (Hamdi et al., 2013). This modelling method should not be mistaken 
with a similarly named method referred to as the hybrid FEM/DEM. Hybrid FEM/DEM uses DEM 
to represent areas of importance (in terms of analysis or fracturing) whereas FEM is used for the 







Figure 7. Fracture propagation for 3D FEM/DEM (a) and 3D FEM (b)  
(Hamdi et al., 2013: Fahimifar & Malekpour, 2011). 
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3.3 CURRENT LITERATURE ON NUMERICAL MODELLING OF TENSILE FAILURE 
METHODS 
3.3.1 Standard Brazilian Test 
The standard Brazilian test, due to its wide range of applications and extensive use, has been 
numerically modelled comprehensively in literature. Saksala et al. (2013) used 2D FEM (with 
support from a 3D model) to investigate the loading rate dependencies of Kuru granite rock samples 
through the use of visco-plastic laws. The use of FEM in this application is appropriate due to the 
decreased computational times and the lack of need for fracture mechanics and helped them to 
determine that loading rate is highly influential when strain hardening properties are assigned. A 
similar study by Mahabadi et al. (2010) using 2D FEM/DEM modelling both models show similar 
ranges of accuracy to the experimental data, similar to Saksala et al. (2013) though with additional 
fracture propagation data for comparison. Papers by Cai and Kaiser (2004), and Cai (2013) both 
present 2D FEM/DEM models investigating the effects of anisotropy and pre-existing cracks, and 
pre-existing crack friction respectively. Two-dimensional FEM/DEM was also used by Mahabadi et 
al. (2009) to model laboratory testing of layered rock samples as a means for commenting on the 
suitability of FEM/DEM methods on fracture modelling. The models with anisotropies all showed 
relatively similar results with a high dependency on the way in which the anisotropies were 
modelled. Whereas Cai and Kaiser’s work used finer, more variable anisotropies and yielded 
realistic fracture paths, Mahabadi’s work used well defined rock layers that showed how 
symmetrical, consistent layer boundaries result in oversimplified fracture paths along those 
boundaries. 
Three-dimensional FEM models were conducted by Fahimifar and Malekpour (2012) based on 
experimental data relating to isotropic limestone samples and the effect of various sample geometric 
ratios and load bearing strips. In the same paper the accuracy of two fracture models was also 
investigated with the smeared rotating crack model yielding more accurate results. Galindo-Torres 
et al. (2012) employed an altered 3D DEM approach to accurately model the cohesive forces in 
granular brittle materials (such as sandstone). The alteration to the standard DEM model was that 
Voronoi-spheropolyhedra tessellations were used to determine discrete particle geometries to aid in 
the typical contact issues common in standard DEM modelling with spherical particles. 3D 
FEM/DEM was proven against previous 2D experiments in Brazilian test applications by Rougier et 
al. (2011). Additionally, 3D (and 2D) FEM/DEM model was constructed by Hamdi et al. (2013) to 
investigate the accuracy of 3D FEM/DEM in respect to fracture paths. From these papers written on 
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3D models it was clear to see that for the context of this report 2D modelling was sufficient for 
describing the proposed models. 
3.3.2 Multipoint Brazilian Test 
As multipoint Brazilian test is based on a differing interpretation of standard Brazilian test 
mechanisms, some numerical models in literature that are (in essence) representative of multipoint 
Brazilian test are in fact only modelling a single uniaxial point load. Analytical models (as 
described above) are plentiful for multipoint Brazilian testing, though literature on the numerical 
modelling of this method is lacking in comparison to that relating to standard Brazilian test. FEM 
modelling seems to be the most abundant form of modelling for this method with Erarslan and 
Williams (2011), and Erarslan et al. (2011) both using 2D FEM in order to determine the effect of 
various loading arc angle on tensile strength and model accuracy, concluding that 20o loading arcs 
provide the most accurate models. Furthermore, 3D FEM was used by Komurlu et al. (2015) for the 
determination of loading arc angle on crack initiation finding that the larger the arc angle, the higher 
the chance of centralised cracks as required by the testing method.  
3.3.3 Ring Test 
Despite the extensive amount of literature regarding analytical solutions of the ring test, there are 
limited resources on the topic of numerical modelling of the method; or at least, a limited amount in 
comparison to both standard and multipoint Brazilian tests. Chen and Hsu (2001) used the boundary 
element method in order to determine the tensile strength of granite samples. The boundary element 
method (BEM) is a similar numerical modelling method to FEM but with the difference that only 
the external surfaces (boundaries) need to be meshed in a model (thus saving computational time). 
BEM was then used again by Chen et al. (2007) in order to determine the mixed mode fracture 
toughness of anisotropic rocks and a ring with a pre-existing crack. 2D FEM was used by Niu et al. 
(2001) to analyse the elastic and elastic-plastic stress states within a ring with a v-notch on its inner 
radius. For this investigation the crack tip deformation in the v-notch was also analysed.   
3.4 KNOWLEDGE GAP 
From the literature available above it is evident to see where the scope of this project is derived. 
The first issue is in the lack of numerical modelling literature available for the annular Brazilian 
test; more specifically, the lack of numerical modelling papers that investigate fracture propagation. 
Numerically modelling this laboratory method using combined FEM/DEM modelling would be 
helpful in ascertaining the details in the unique failure mechanisms of said test. Furthermore, the 
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accurate modelling of this method could carry over a range of uses in modelling of other annular 
disc problems.  
The primary issue with the literature presented above, and the main gap that this research project 
will fill, is the lack of distinct comparison between laboratory data and numerical modelling to 
comment explicitly on the accuracy of the numerical modelling method under question. Generally, 
numerical modelling is used as an aid to experimental and/or analytical investigations and thus the 
accuracy of the numerical outcomes is often secondary to the main purpose of the investigations 
(Mahabadi et al., 2010: Mahabadi et al., 2009: Erarslan and Williams, 2011: Erarslan et al., 2011: 
Chen and Hsu, 2001: Chen et al., 2007). Therefore, this research project aims to explicitly comment 
on the accuracy of the combined FEM/DEM code for use in multipoint Brazilian and ring test, and 
the ability of the code to represent the fracture processes accurately.  
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4 EXPERIMENTAL DATA 
The experimental data used for this study was acquired from experiments conducted by the 
University of Queensland. Although the experimental method being modelled in this paper is the 
annular Brazilian test, the experimental data also includes point load data, as well as standard 
Brazilian test data for use in determining rock properties. The test materials were Brisbane tuff, 
basalt and concrete as these were most accessible at the time of testing. Standard safety practises 
were utilised during the acquisition of the data as enforced for the University of Queensland.  
4.1 EXPERIMENTAL METHODOLOGY 
Experimentation was conducted based on the International Society for Rock Mechanics (ISRM) 
standards to achieve consistent results. This means that for point load test a constant load was 
applied to a sample (for which the equivalent 50mm diameter can be found) using two spherically-
truncated, conical platens with a 60o cone angle (ISRM, 1985). For the standard Brazilian test a 
constant load was applied to a disc shaped sample (with a diameter to thickness ratio between 0.5 
and 1) using concave platens with 81mm arch diameters (Komurlu et al., 2015). For the annular 
Brazilian test a constant load was applied to a disc shaped sample (similar to Brazilian test, though 
with a centralised hole) using flat steel platens (Tokovyy et al., 2010). Multiple samples were used 
to ensure consistency through the data and to develop an average where data was varied. 
Data collection was recorded from the test instrumentation in the way of peak loads and test 
durations, and in addition to this, the rock fractures were recorded visually using a high-speed 
camera in order to track fracture propagation and initiation. High-speed data was used for 
comparison with the computational fracture propagation, whilst peak loads were used to determine 
rock properties. Sample dimensions were also recorded for use in calculations. The data for the five 
samples selected can be seen in Table 1 below. 
Table 1. 
Data collected through experimentation of annular Brazilian test. 









Brisbane Tuff 52.03 6.83 26.79 0.13 13.49 51.78 25.85 26.48 0.50 2.64 
Basalt 53.12 27.07 26.68 0.51 4.77 
Concrete 52.20 12.85 26.53 0.25 6.79 51.96 26.98 26.39 0.52 1.51 
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4.2 ROCK PROPERTIES 
4.2.1 Calculated Properties 
As stated above, the information provided through experimentation includes peak loads for the 
Brazilian test, point load test and annular Brazilian test, as well as the dimensions of the samples 
used. From this information only limited useful rock data could be calculated, whereas other 
properties were either correlated or researched. From the standard and annular Brazilian test results 
the tensile strength of the rock was directly calculated using Equations 1 and 3, respectively. From 
the point load test the uniaxial compressive strength (UCS) of the rock could have been 
approximated and therefore the tensile strength could have been approximated as 1/10th of the UCS, 
though doing this was highly variable with results being orders of magnitude higher than for the 
other methods, and therefore these values were ultimately not included. The fracture toughness 
could not be calculated using Brazilian test data, as Equation 7 requires a loading contact arc (B) 
greater than 0o (0o is assumed for flat platens) and a crack length value (c) not recorded during 
experimentation (Guo et al., 1993).  
𝐾! = 𝐵𝑃𝜙(!!)      (7) 
As the tensile strength of a material is a property of that material and ideally not affected by 
experimentation orientation (although it is in the real world), the tensile strength could be derived 
from both annular and standard Brazilian test results, and be applicable to an annular Brazilian test 
model. These values can be seen in Table 2 below, where the values for tensile strength for both 
testing methods were averaged for comparison. In general it appeared that the annular Brazilian test 
approximation of tensile strength is relatively overestimated in comparison to the Brazilian test 
values. From this observation it is more likely that the annular Brazilian test data is inaccurate as the 
method used to approximate the tensile strength has not been scrutinised to the same degree as the 
equation for the standard Brazilian test. Furthermore, although it is not obvious from Table 2, 
Appendix B shows some of the experimental data used and the samples with the smallest inner hole 
diameter have grossly exaggerated tensile strengths in comparison to the standard Brazilian test 
outcomes. For this reason, the tensile strengths derived using the standard Brazilian test were used 
for the models instead of those found from annular Brazilian test experimentation.  
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Table 2. 
Calculated tensile strengths for experimental specimens. 
Material Method Tensile Strength (MPa) 
Brisbane Tuff Annular Brazilian Test 31.15 Standard Brazilian Test 10.30 
Basalt Annular Brazilian Test 39.24 Standard Brazilian Test Not Conducted 
Concrete Annular Brazilian Test 13.00 Standard Brazilian Test 10.21 
 
4.2.2 Researched Properties  
As not all of the rock properties could have been calculated, the remaining properties were derived 
from various sources under the assumption that the samples were isotropic and homogenous. The 
use of Mohr-Coulomb with rotating crack constitutive model dictated the material properties 
required. This includes cohesion, friction angle, dilation, tensile strength, fracture energy (strain 
energy release rate), Young’s modulus, Poisson’s ratio and density. The fracture energy for the 
rocks was calculated using Equations 8 and 9 (for plane stress and plane strain assumptions 
respectively), where KI is the mode I fracture toughness and E is the Young’s modulus (Gent and 
Mars, 2013). Fracture energy is the energy used during fracture to propagate the fracture surface. 
This is the mechanism that dictates the rate of crack propagation in methods such as the 
aforementioned rotating crack model. The unit of this is J/m2, which describes how much energy is 
required per unit area of crack surface before the fracture surface extends.  
𝐺 = !!!!       (8) 
𝐺 = !!!!/(!!!!)     (9) 
All of these values with supporting references can be seen below in Table 3. It is to be noted that 
the values derived for the concrete material are approximations. Due to the exact type of concrete 
not being known, it is improbable that the derived values are accurate. As concrete is not a type of 
rock and instead a processed material, there are various different types that exist and it is difficult to 
derive the exact mixture of the concrete from the limited data provided. It is assumed, however, that 
due to the tensile strength being accurate (as it was calculated from the samples) that fracture 
mechanisms should also be relatively accurate. 
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Table 3. 
Researched and calculated rock properties for experimental materials. 
Rock Type Property Value Reference 
Brisbane Tuff 
Young’s Modulus 22 GPa Tiryaki et al. (2010) 
Poisson’s Ratio 0.24 Tiryaki et al. (2010) 
Density 2100 kg/m3 Wohletz and Heiken (1992) 
Cohesion 25 MPa Li et al. (2012) 
Friction Angle 35o Wyllie and Mah (2004) 
Dilation 0 Assumed 
Tensile Strength 8 MPa Lowest Calculated 
Fracture Energy 77 J/m2 Tiryaki et al. (2010) 
Basalt 
Young’s Modulus 61 GPa RocData 
Poisson’s Ratio 0.29 Hyndman and Drury (2007) 
Density 2700 kg/m3 Hyndman and Drury (2007) 
Cohesion 31 MPa RocData 
Friction Angle 40o Wyllie and Mah (2004) 
Dilation 0 Assumed 
Tensile Strength 7 MPa RocData 
Fracture Energy 86 J/m2 Balme et al. (2004) 
Concrete 
Young’s Modulus 24 GPa Ardiaca (2009) 
Poisson’s Ratio 0.2 Ardiaca (2009) 
Density 2400 kg/m3 Ardiaca (2009) 
Cohesion 365 kPa Ardiaca (2009) 
Friction Angle 35o Ardiaca (2009) 
Dilation 0 Assumed 
Tensile Strength 10 MPa Lowest Calculated 
Fracture Energy 43 J/m2 Hamoush and Abdel-Fattah (1996) 
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5 PRELIMINARY MODELLING 
As a precursor to conducting the final models on the experimental rock types, it was determined to 
be beneficial to develop preliminary models on a weaker material to ensure that the stresses within 
the model and the fracture characteristics are consistent with what is to be expected. Additionally, 
certain inputs were tested to see their effect on the run-time of the models and how they impact the 
outcomes. The aforementioned run-time of the models is what instigated the need for the 
preliminary models, as it took roughly 20hrs to simulate 0.5s of fracture mechanics (for a relatively 
fast models). As the preliminary models were not conducted on the same material as the 
experimental samples they could not be compared directly to the experimental results and hence 
they were compared to the expected outcomes derived from analytical results and experimental 
observations.  
5.1 MODELS 
Three preliminary models were conducted in total on two different geometries. All three models 
were conducted using arbitrary coal data with the fracture energy reduced to 1J/m2 to inhibit early 
fracturing. Coal was chosen due to its very poor tensile strength resulting in a faster fracture 
initiation thus limiting the time required per model. In addition, the models were developed 
assuming plane strain as in the final models, hence disregarding the depths of the samples. The 
constitutive model is also identical to the final model with Mohr-Coulomb with rotating crack being 
chosen. The material properties used for this model can be seen in Table 4 below. Additionally, 
Figure 8 shows the sample geometries used for the three models. 
Table 4. 
Material properties for coal sample used in preliminary models.  
Property Value 
Young’s Modulus (Stiffness) 3.2 GPa 
Poisson’s Ratio 0.206 
Density 1500 kg/m3 
Dilation 0 
Cohesion 250 kPa 
Friction Angle 50o 
Tensile Strength 20 kPa 
Fracture Energy (Strain Release Energy) 1 J/m2 
 
 




Figure 8. Meshed sample geometries for models 1 and 2 with an inner/outer diameter ratio of 
0.13 (a) and model 3 with an inner/outer diameter ratio on 0.5 (b). 
The geometries seen in Figure 8 were chosen as the inner hole ratios represent both extremes (both 
the smallest and largest inner hole ratios), hence hopefully showing variation in fracturing. Two 
models were conducted for the same geometry (models 1 and 2) in order to gauge the effect of 
scaling the density of the sample and loading rate in order to reduce run-time. Scaling the density is 
called mass scaling and is used in explicit, dynamic modelling in order to decrease the 
computational time by increasing the size of the stable time step. This happens because the stable 
time step is calculated as being directly proportional to the smallest element size and inversely 
proportional to the mass scaling factor (the square root of the stiffness divided by the density).  The 
density was scaled by a factor of 100 whist the loading rate was scaled to a factor of 10. Assuming 
the system to be quasi-static allowed for the density to be scaled, meaning that variations occur so 
gradually that the system can redistribute stresses and remain in constant static equilibrium. The 
loading rate was scaled simply to reach the tensile strength of the sample faster. For the preliminary 
models the exact loading rates and geometries are important to gauging the accuracy of the models 
and therefore are not mentioned. This remains the same for the DEM and FEM properties as they 
are the same for both models and are discussed in the final modelling where they hold more 
significance.   
5.2 EXPECTED OUTCOMES 
As previously mentioned the outputs from the preliminary models could not be compared to the 
experimental data and therefore were gauged based on expected outcomes derived from other 
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research done on the method. From these models the fracture initiation, fracture path, deformation 
prior to fracture and load/time curve were all used to give indication of the models’ functionality. 
Firstly, work done by Serati and Williams (2015) give analytical solutions for the hoop stresses 
during the ring test and provide the contours seen in Figure 9 as a visual representation. These 
contours make it evident where the fracture initiation points are located on a sample with both a 
large and small inner/outer diameter ratio. The points where the tension is highest represents areas 
where fracturing is most likely to occur as the fracture process begins once the tensile cut-off is 
reached. From this it can be defined that the fractures will initiate on the inner boundary of the 
vertical plane and outer boundary of the horizontal plane. 
 
Figure 9. Typical stress states for hoop stresses in analytical models with similar inner/outer 
diameter ratios to model 1, 2 and 3 (Serati and Williams, 2015). 
From experimental observations it was found that when the inner/outer diameter ratio is large (like 
that seen in model 3) fracture initiation occurs on the horizontal plane before the vertical plane, 
whereas for a sample with a smaller inner/outer diameter ratio the sample has a tendency to slip like 
a standard Brazilian test sample with the fracture propagation occurring primarily through the 
vertical plane as seen in Figure 10. Though these observed results apply to materials far more brittle 
than the coal material used. For a softer material like coal it is expected that due to the deformation 
the sample is susceptible to, fracturing will occur along both planes for both sample geometries. 
Additionally, the low fracture energy would mean that less energy is required to propagate a crack 
tip; meaning that even if tensile stresses are lesser in the horizontal plane, fracturing is still likely to 
occur. Furthermore, due to the extensive deformation present in the sample with a larger inner hole, 
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the sample will have a higher propensity to fracture along the horizontal plane than the samples 
with the smaller inner hole.  
 
Figure 10. Image of fracture plane during annular Brazilian experimentation of a concrete sample 
with a small inner hole diameter (Serati, 2016).  
Finally, the load over time curve should encompass elastic deformation, strain softening, peak load 
and other post fracture mechanisms. The constant loading rate means that the curve should be 
comparable to a stress-strain curve. Peak loads from similar curves were analysed in the final results 
for comparison with the peak loads observed during testing to determine the accuracy of the stress 
translation through the models. 
5.3 OUTCOMES 
The screen captures in Figure 11 shows the fracture propagation of all three models at different time 
frames. These visual outputs were used to validate that the models can fracture as needed, yet with 
unknown accuracy. It could be noted that the fracturing of model 3 occurred far slower than the 
other models due to the hypothesised effect of the sample’s softness and hole diameter. Although 
model 1 had a slightly faster computational time than model 2, the fracture propagation occurred 
unrealistically as a semi vertical, smooth crack, as if it were a more brittle material. This could be 
explained by the fact that the models are homogeneous and symmetrical in both loading and 
geometry (including mesh). Though when the same geometry is modelled without the scaled 
density the fracture appears to occur to a more realistic standard. From these figures it is also clear 
that the fracture initiation points are identical to those expected. 
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(a) (b) (c) 
Figure 11. Fracture propagation of preliminary models with model 1 (with scaled density) at 0.19s 
(a), model 2 at 0.23s (b) and model 3 at 0.41s (c). 
To supplement the fracture propagation images seen in Figure 10, plastic strain rate contours were 
added to models 2 and 3 in Figure 12. These images show more precisely the fracture initiation 
points and preferential fracture planes. Whist model 2 showed a relatively high amount of strain 
along the axis of loading, model 3 showed a seemingly equal preference for both planes. This result 
also means that model 3 experiences more deformation than model 2 before fracturing as was 
hypothesised. The concentration of these plastic strain rates also correspond to stresses, and can be 




Figure 12. Plastic strain rate contours for model 2 (a) and model 3 (b). 
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Finally, the load over time curve that can be seen in Figure 13 (for model 3) shows results identical 
to the expected outcomes. As the time increases, so does the load until softening occurs before 
failure. Softening is where the stiffness of the material decrease during deformation causing micro 
fractures that eventuate into visible fractures. All of these outcomes appear consistent to what was 
expected and were used as a basis for the final models. From the comparison between models 1 and 
2 it was determined that scaling the density and loading rate should not be done for the final models 
as it affects fracture propagation. Additionally, the tangential penalties applied to the contact 
boundaries of the models need to be increased, whilst the DEM field must be decreased in order to 
decrease boundary penetration at higher loads as seen in Figure 14. Contact penetrations results in a 
decrease in stress due to the increase of the surface area in contact with the loading platen. 
 
Figure 13. Load over time curve for model 3 showing post fracture behaviour. 
  
(a) (b) 
Figure 14. Contact penetration between platen (top) and sample (bottom) of model 1 at 0.02s (a) 
and 0.1s (b). 
 
  
  31 
 
6 FINAL NUMERICAL MODELS 
The final numerical models were developed based on the three experimental materials (Brisbane 
tuff, basalt and concrete) with the smallest and largest hole diameters for each material used 
totalling in five models as the basalt models had only one geometry type. These models were 
developed for comparison with the high-speed footage and maximum loads recorded during 
experimentation. The order of the model inputs follows the flow of the software in order to better 
envision the methodology related to producing a numerical model.  
6.1 MODELLING INPUTS 
6.1.1 Geometry  
The geometries of each model were based on the values shown in Appendix B. A refined copy of 
these values (with model names) can be seen in Table 5. The naming convention used for these 
models includes the first four letters of the rock name, with the letter proceeding the underscore 
representing the inner hole size (‘S’ for small and ‘L’ for large). The platens were all modelled 
identically with a 0mm offset from the model to ensure immediate loading, and a 2mm by 20mm 
cross-section. The models themselves were constructed in quarters to induce even mesh distribution 
at the risk of creating an overly symmetrical mesh, as it was found that meshing an entire sample at 
once resulted in varied mesh densities. This causes problems during loading as contact penetration 
happens to a greater degree for larger elements, and ideally all elements should be identical in size. 
Figure 15 shows how a model is constructed in quarters with all surfaces created in green. 
Thicknesses were not applied to the models as they were modelled in 2D plane strain, thus 
assuming an infinite length for the models.  
Table 5. 
Final model geometries with names for reference. 
Model Outer Radius Inner Radius 
TUFF_S 26.02 3.42 
TUFF_L 25.89 12.93 
BASA_L 26.56 13.54 
CONC_S 26.10 6.43 
CONC_L 25.98 13.49 
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Figure 15. TUFF_S surfaces showing quadrants used for developing the model with platens 
included. 
6.1.2 Loadings and Constraints 
The applied load is identical for all models and is larger than the experimental loading force. During 
experimentation approximately 320N/s was applied to the samples, whereas the computational 
models have a total applied velocity of 0.001m/s. This is applied as a 0.0005m/s velocity on each 
platen with a load curve that reached maximum load at 0.0001s. This was used to ensure the models 
would fracture in a timely manner as run-times are relatively slow. The higher loading rate makes a 
quasi-static assumption difficult and therefore providing another reason why densities were not 
scaled. The load being applied in the y direction constrains the movements of the platens, and for 
this reason only a horizontal fixity was applied to the platens. The sample on the other hand was not 
constrained to allow for deformation and fracture. Additionally, there were no initial conditions 
applied, as they were not required. 
Discrete element properties were applied along with contact properties and these can be seen in 
Table 6. The normal and tangential penalties were selected based on the Young’s modulus of the 
rock (varies with rock), with the normal penalty scaled by a factor of 10 in order to decrease the 
contact penetration that was experienced during the preliminary experiments. The tangential penalty 
was decreased by a factor of 10 as suggested by the software and also as this does not affect the 
penetration to the level that the normal penalty does. The search zone was set to equal the average 
finite element mesh size, as this was determined to be the best median between cheap computations 
and accurate contact detection. The contact field was initially set to 20% of the element size during 
the preliminary models but was changed to equal the element size in order to further reduce contact 
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penetration issues. This ultimately slows down the computational process, though it was decided 
that the penetration was too great of an issue, and the increased computational time was worth the 
increased accuracy.  
Table 6. 
Discrete element contact properties used in final models.  
Property Value 
Normal Penalty Young’s Modulus x10 
Tangential Penalty Young’s Modulus /10 
Search Zone 0.0005 m 
Contact Field  0.0005 m 
Smallest Element 0.0001 m 
Friction 0.65 
Contact Damping 0.1 
 
The smallest element was set to be smaller than the mesh elements to allow for fracturing. The size 
of 0.0001m was ultimately chosen as an arbitrary value that suited the above requirement. High 
friction was chosen to reduce the chance of movement along the platens and contact dampening was 
set as default. All other DEM properties were left as defaults as there was no requirement to change 
them for the application. Identical penalty properties were added to the outer contacting boundaries 
of the sample and platens to try further reduce contact penetration. 
6.1.3 Constitutive Model and Material Properties 
The properties that were used for each model can be seem in Table 3 and were derived through 
calculations and research. They were derived based on the requirements for the Mohr-Coulomb 
failure criterion. Mohr-Coulomb with rotating crack was used for fracture initiation and propagation 
as the models were developed using a plane strain assumption. Although this is ultimately 
unrealistic due to the limited width of the samples, knowledge limitations meant that preliminary 
models could not be developed using a plane stress assumption in the time frame required. The 
plane strain assumption for this use does not considerably affect results. Only the sample was 
modelled plastically as the platens were modelled elastically with an arbitrary material set to resist 
deformation that could affect results. 
6.1.4 Mesh Settings 
The mesh settings used for the final models are identical to those used for the preliminary models. 
The default mesh generation technique was used (unstructured method, advancing front algorithm, 
linear element order and triangular elements). The element mesh size, however, was changed to 
  34 
 
0.0005m; to both better represent the rounded shape of the sample more accurately, but also to 
reduce penetration by having less room for penetration in each element and to facilitate a more 
accurate fracture initiation. The meshes for all models can be seen below in Figures 16, 17 and 18.  
  
(a) (b) 
Figure 16. Meshes for TUFF_S (a) and TUFF_L (b) with platens. 
 
Figure 17. Mesh for BASA_L with platens. 
  
(a) (b) 
Figure 18. Meshes for CONC_S (a) and CONC_L (b) with platens. 
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6.1.5 Model Controls 
Model controls are used to dictate how and when the model outputs the data. Dynamic and explicit 
model settings were chosen due to the nature of the experiment and output data such as stress 
invariants and displacements were chosen to gauge how the model is working during processing. It 
was set to plot outputs at 0.01s increments in model time. To put this into context, the 
computational model simulates a model in time steps that are representative of real time. Yet the 
models do not take the same time to run as the ultimate length of the model. For example, a model 
that is set to model a 1s simulation can take days of real world time to process. This is why the 
output frequency was reduced to 0.01s increments as outputting data more frequently increases the 
computational time even further. All other inputs were left as defaults including the overall runtime 
of 1s. This was increased from the preliminary model runtime of 0.5s due to the increased tensile 
strength of the rock, which required a higher loading before failure. If, however, an animation were 
to be constructed from the output plots, it would be recommended that the plot frequency be 
increased to 0.001s steps to increase frame rate and create a more fluid representation.  
6.2 RESULTS AND COMPARISON 
The results taken from the models for comparison were limited to fracture propagation images and 
peak loads as these outputs could be compared to the experimental results in order to achieve the 
aim of the project. Observations based on the final (and preliminary) data can be seen in the 
discussion section of the report. Due to certain limitations that will be discussed later, not all of the 
final models were run in the time frame of the project. Models CONC_S, CONC_L and BASA_L 
were run for as long as possible, though only CONC_L was seen to have completely fractured in the 
timeframe provided. The fracturing of CONC_L can be seen in Figure 19. The fracture path is 
highly varied from the preliminary results and this could be due to the relatively high loading rate in 
addition to the decreased contact penetration. As the penetration was reduced, the load reducing 
affect it held was reduced meaning the sample was subjected to the full load of the platen (and 
therefore the full loading rate). This would have resulted in stresses being unable to redistribute 
evenly before failure and causing the model to violently fracture in a more explosive manner rather 
than the typical tensile splitting. The fracture plane is consistent with what was hypothesised 
previously however. Where, for a harder material, the preferential fracture plane is vertical, and this 
can somewhat be seen from the heavy fracturing at the top of the model, and micro-fractures at the 
bottom. 
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Figure 19. Fracture propagation of CONC_L at 0.035s. 
Models CONC_S and BASA_L unfortunately did not reach the point of failure, though CONC_S 
did begin to experience micro-fracturing before the model crashed due to excessive fracturing. The 
image for this can be seen in Figure 20, where micro-fracturing can be seen occurring at the bottom 
of the sample. This sample is based on the experimental sample shown in Figure 10. The 
preferential fracture plane appears to be vertical for the sample (this assumption was based on the 
plane of micro-fracturing) and this was also observed to be the case with the experimental model. 
Although any conclusive evidence is lacking for the accuracy of the fracture propagation, all 
models thus far have shown fracturing planes similar with what is to be expected. Additionally, 
CONC_S had been run for twice as long as CONC_L without failing, showing the expected effect 
of the inner hole size (a sample with a larger inner hole is weaker than a sample with a smaller inner 
hole). 
The loads for each sample can be compared to the peak loads observed during testing in order to 
gauge how accurately the stresses were translated within the models. As BASA_L and CONC_S 
did not experience full fracturing, the models are assumed to fracture in the next time-step, hence 
the loads in the last computed time step will be assumed as the peak loads before failure. This is a 
fair assumption as excessive fracturing in the final time was a common cause of model crashes. 
Table 7 shows a comparison between the expected peak loads to those experienced during 
modelling. It can be seen that for all samples the loads found during modelling are far higher than 
those found through experimentation. This may be due to a number of factors, including incorrect 
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material properties (discussed later), un-ideal stress redistrubution due to high loading rate, human 
error (also discussed later), and possibly the code’s inability to accurately represent complex stress 
states. Though the former is most likely the case, as the models themselves seem to be showing 
signs of excessive stress as the fracturing seen in Figure 19. 
Table 7. 
Expected vs actual peak loads for final models. 
Model Name Expected Load (N) Actual Load (N) 
CONC_L 1500 11000 
CONC_S 6790 24000 
BASA_L 4770 190000 
 
 
Figure 20. Micro-fractures present in CONC_S at 0.065s. 
From these final models is can be noted that the fracture planes appear consistent with those found 
during experimental testing, though the loads vary highly from the experimental methods. 
Ultimately more models need to be conducted in order to gain a better understanding of the code’s 
true ability to model the stress states and fracture processes present in this testing method in order to 
achieve the aim of this project.  
  




Firstly, although the outcomes from the preliminary models could not be used to directly achieve 
the aim if the project, they did serve to aid in the development of the final models. The information 
on the contact penetration gained from the preliminary models helped to streamline the final models 
to achieve more accurate results. Loading with contact penetration severely decreases the rate the 
load is transmitting into stresses within the model. To put this into perspective, a 1kN load 
distributed over an area of 1m2 results in a 1kPa stress. When the area is increased to 2m2 it results 
in a 0.5kPa stress. This is analogous to what was observed during the preliminary models and was 
reduced as much as possible for the final models. Additionally, by distributing the load over 
multiple points along the curve of the sample the inherent test procedure is altered, hence different 
outcomes will arise. Contact penetration was still seen in the final results, though to a lesser extent. 
Strain softening was evident before model failure in all models. When softening occurs the stress 
redistributes due to the deformation to maintain the stress/ strength equilibrium. This deformation 
begins the fracturing process with micro-fractures that cause the fracturing observed during failure. 
In some cases, when penetration is too high, the model will appear to be softening when in fact the 
contacts are penetrating keeping the stress in equilibrium. The effect of contact penetration and 
softening have the same effect in graphical form, hence why it is so essential to eliminate contact 
penetration. This was observed in the preliminary models and Figure 21 shows how the stress 
plateaus during this softening period for a model with reduced contact penetration. Figure 22 
corroborates this observation by showing the amount of deformation over time. The plastic strain 
curve appears to begin increasing at the point that the stress curve plateaus, which is in agreement 
with what was previously stated.  
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Figure 21. Maximum tensile strength over time for model BASA_L. 
 
 
Figure 22. Plastic strain rate over time for model BASA_L. 
 
When comparing the output from the final results to the preliminary results it can be observed that 
the fracture initiation tends toward a single vertical fracture for a stronger rock. Figure 23 below 
shows a comparison between the plastic deformation rates for a final and preliminary model with 
similar inner hole sizes. This could be explained by the increased stiffness of the basalt model (in 
comparison to the weak coal model) causing less deformation and therefore acting as a standard 
Brazilian sample. This shows how much of an effect the ‘squashing’ of the sample has on the 





























Figure 23. Plastic strain rates representing fracture plane preference for preliminary model 3 (a) and 
BASA_L (b) 
7.2 LIMITATIONS 
The largest issue experienced during the progression of this project was computational time. 
Although this was mentioned earlier throughout this report, it will be broken-down into more detail 
in this section. The modelling natively requires a relatively long amount of time to compute due to 
the sheer amount computations occurring, though certain things can affect this. The first of which is 
the contact penetration that doesn’t necessarily increase computational time, though increases the 
amount of time steps until the point of fracturing. This has been discussed previously and is only 
being briefly mentioned in this section. The mesh density of the finite element mesh is another 
contributor to the computational time, as the code has to calculate the movement of more nodes for 
each step in the calculation process. Higher tangential penalties can also increase computational 
time due to reducing the chance of contact penetration. With this in mind, models with no 
penetration generally take shorter ‘real world’ time to run than models with penetration. Although 
the actual time taken for computations is increased, fewer computations are required until the point 
of failure. Tracking fracture propagation also increases computational time by requiring more 
complex computations and re-meshing to approximate fracture paths (though this only occurs one 
fracturing had begun).  
Other issues that are shown to cause slow computations are in the realm of hardware limitations. 
The entirety of this project was conducted via remote desktop access to a machine that could at any 
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one time be accessed simultaneously by a number of people, all taking up processing power. Even 
the most complex model can be run rapidly on a computer powerful enough. Furthermore, the lack 
of computing power of the machine meant that multiple models could not be run simultaneously, 
limiting the work that could be done. If a model were to take two days to run, and models could be 
run simultaneously, technically all models could be conducted in two days. With only a single 
model running at a time, to run ten two-day models, the process would take 20 days. Lack of 
experience using the code was a very influential factor in the timely completion of the models. 
Initial models were done without sound knowledge of the fundamentals that governs the code. 
Although example problems using the code helped, ultimately trial and error was the most useful 
tool in learning the subtleties of the code and eventually being able to confidently use the package, 
thus reducing real-world time spent on modelling.  
Due to the relatively limited amount of data provided for the rock samples used, the material 
properties could not all be calculated. This could have affected the outcome of the results greatly 
due to fracture energies, cohesions and other material properties potentially being far different from 
the actual material properties of the sample. Additionally, rock anisotropies were not investigated, 
as the rock was assumed homogeneous, though this also skews the results as a weakness plane 
could have completely changed the load required to fracture a rock and the fracture path observed 
during failure. This would have ultimately skewed the tensile strength data and therefore the model 
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8 CONCLUSIONS AND RECOMMENDATIONS 
8.1 CONCLUSIONS 
Due to the aforementioned limitations of this project, the aim of this project could not be achieved. 
However, there are still some conclusions to be drawn from the findings, and many 
recommendations to be made for potential future work on the subject. It is evident from the findings 
that the chosen FEM/DEM code can accurately represent observations that were made in the field 
as seen in the preliminary models. For example, materials with a higher stiffness preferentially split 
through the vertical plane rather than the horizontal. Additionally, the code could accurately 
represent the two plane splitting seen in the preliminary models. From the final models it can be 
concluded that although the peak load outputs of the models highly varied in comparison to the 
experimental data, the fracture planes were consistent with observed fractures.  
From the observations made it was clear that the code could accurately represent strain softening, 
and that contact penetration has a large effect on the outcomes of a model. Ultimately there are no 
justified conclusions to make regarding the aim of the report in relation to whether or not the 
FEM/DEM code can accurately represent complex stress states and fracture processes for use in real 
world models. The recommendations below should provide some useful information for any 
researcher continuing work in the field.  
8.2 RECOMMENDATIONS 
It is recommended for future endeavours into this subject that the following be done. More models 
should be conducted to gain a plethora of data for comparison to truly validate the codes ability to 
accurately model the test. Furthermore, material properties for the sample materials should be tested 
under triaxial test (and others) in order to gain the true material properties of the rock rather than 
assuming then through the use of literature, and the loading rate used in the models should be 
identical to the loading rate during testing. Models should be conducted using plane stress rather 
than plane strain in order to accurately represent the models in 2D, but alternatively, 3D models 
should be looked into for more dynamic fracture processes. Anisotropies in the rocks could also be 
applied using DEM to the sample in order to possible better represent the fracture processes. In 
addition to improving the modelling for the annular Brazilian test, it is also recommended that 
multipoint Brazilian test be modelled to consolidate the codes applicability for complex fracture 
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processes. This was in the original scope of the project but was ultimately deemed impractical to do 
once it was observed that modelling the annular Brazilian models was extremely time consuming. 
Some recommendations for anyone looking to further the work in the field of numerical modelling 
include ensuring that ample time is provided for modelling. It is essential that the modelling process 
begin as early as possible, especially if the user is not experienced with the code. In order to gain 
experience using a numerical modelling code it is essential to use trial and error and conduct 
sensitivity analysis by independently changing variable to see how they affect the outcomes. A 
sensitivity analysis on the effects of contact penetration would serve a great purpose. Additionally 
to those with no experience, it is recommended that the fundamentals be learnt prior to constructing 
numerical models in order to streamline the process immensely. It is also recommended that the 
best available hardware be used for more time conservative results. Finally, the lessons learned 
through the mistakes of this project should be taken into consideration for future work to ensure that 
the mistakes be avoided. 
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APPENDIX A – PROJECT MANAGEMENT 
The timeline of this project was spread across two university semesters encompassing a total of 26 
weeks excluding holidays. The literature review was finished in the first semester as planned to give 
more time in the second semester for modelling.  
TASKS 
Primary Tasks 
Primary tasks are the tasks that have milestones at the end of their completion. They can be made 
up of smaller tasks called sub-tasks and generally need to be completed in order to achieve the final 
outcome of the project. Additionally, the main milestones of the report will occur at the completion 
of each primary task. The project plan can be seen in Figure A with the critical path highlighted in 
red and milestones highlighted in yellow. Table A below shows these primary tasks and their 
associated durations and dates. 
 
Table A. 
Primary tasks with associated durations including start and end dates. 
Task Duration Start Date End Date 
Project Proposal 15 days 25/02/16 10/03/16 
Annotated Bibliography 40 days 11/03/16 19/04/16 
Progress Report 45 days 10/04/16 24/05/16 
Progress Plan 10 days 25/05/16 03/06/16 
Numerical Modelling 55 days 25/05/16 18/07/16 
Oral Presentation 10 days 19/07/16 28/07/16 
Thesis 50 days 29/07/16 26/09/16 
Conference Paper 15 days 27/09/16 16/10/16 
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Sub-tasks 
Some tasks consist of smaller tasks that need to be completed as part of the larger task. Only tasks 
with distinct sub-tasks will have the sub-tasks explicitly mentioned in Table B below. 
 
Table B. 
Distinct sub-tasks with associated durations including start and end dates. 
Tasks Sub-task Duration Start Date End Date 
All Supervisor Consultation 235 days 25/02/16 16/10/16 
Annotated Bibliography  Research 30 days 11/03/16 9/04/16 Research Analysis 10 days 10/04/16 19/04/16 
Progress Report 
Literature Review 25 days 10/04/16 04/05/16 
Risk Assessment 10 days 05/05/16 14/05/16 




20 days 25/05/16 13/06/16 
Model Construction 10 days 14/06/16 23/06/16 
Data Analysis 25 days 24/06/16 26/09/16 
 
RESOURCES 
For the completion of this project there were various resources required. Without these resources 
the outcome of the report could have been hindered. These resources included: 
• Access to the internet; 
• ELFEN software; 
• Access to supervisor; 
• Experimental research; 
• Computer; and, 
• Time. 
Cost allocation for these resources was not required as they are provided by the university and are 
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CRITICAL PATH 
The critical path (as outlined in red in Figure A) is the critical set of tasks that must be completed in 
order to achieve the main outputs of the project. These critical tasks can also encompass the 
subtasks within them or consist of only a subtask instead of the overarching primary task. As seen 
in Figure A the critical tasks included project proposal, research, progress report, numerical 
modelling, oral presentation, thesis and conference paper. These tasks were identified as the critical 
tasks as without these tasks, the main output of the project (conference paper) could not be achieved 
and furthermore, if one task is hindered the entire project is affected. 
 
  
Figure A. Gantt chart of tasks required for the project including milestones in yellow and critical 
tasks in red. 
ACTUAL PROGRESSION 
The actual progression of the project was different to that expected. This was to be expected, but 
due to the intense learning curve of the FEM/DEM code model construction was setback a matter of 
months. This ultimately was the downfall of the project along with some risks that are described 
below. 
RISK ASSESSMENT  
For this risk assessment the FMECA (failure mode, effects and critical analysis) risk assessment 
criteria was adopted through the use of the tables seen in Figure A in Appendix A. The functional 
failures and failure modes were defined, after which the likelihood and severity factors were 
applied. A contingency plan was then developed to reduce the risk of the project where applicable.  
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Functional Failures  
The possible functional failures for this project included: 
• The thesis is not completed; 
• The thesis is completed to a poor standard; 
• Injury (eye, back, neck or wrist strain); and 
• Insomnia or narcolepsy.  
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Failure Modes 
Failure modes are the causes of the functional failures of project and therefore were assessed in 
order to determine their risk. Table C below shows the failure modes with their associated 
consequences and risk rating from the criteria seen in Table E. The failure modes presented are the 
most influential failure modes and others that were not included might exist.  
 
Table C. 
Risk assessment before contingency plan. 
Failure Mode Consequence Likelihood Severity Risk Rating 
Poor time management 
Work is not completed efficiently or in 
defined time frame. Too much time is 
given to insignificant tasks. 
4 3 12 
Irrelevant research 
Report will consist of irrelevant data and 
research will have to recommence to find 
sources relevant to scope. 
3 3 9 
Software issues Modeling cannot be completed, or report writing cannot be done. 3 3 9 
Hardware issues Resources cannot be accessed or resources are destroyed. 3 3 9 
Data corruption 
Saved report or modeling data will be 
lost, meaning that they will need to be 
started again in a shorter time frame. 
3 5 15 
Illness Time framed will be shortened if illness causes an inability to work. 2 4 8 
Lack of motivation 
Work will become haphazardly effecting 
quality and possibility of no work being 
completed exists. 
4 2 8 
Improper posture Sore back which affects concentration and blood flow to the brain (may cause 
death). 
3 5 15 
Staring for too long 
Sore eyes that might be temporarily or 
permanently damaged, thus effecting the 
ability for the project to be completed. 
2 5 10 
Typing for too long 
Sore wrists that will affect the ability for 
more words to be typed, hence hindering 
the progression of the report. 
2 2 4 
Submission issues Completed report cannot be submitted for marking causing lost marks or failure. 2 2 4 
Incorrect scope 
A scope too large will reduce ease of 
research and affect the quality of the 
overall report if everything is covered to a 
shallow degree. 
2 2 4 
Critical task incomplete  
Hinders the progression of the whole 
project and greatly impacts the project 
management. 
2 4 8 
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Contingency Plan 
The preferred risk level for this project for a task should be no higher than six. Due to many failure 
modes having a risk level higher than six, a contingency plan was developed. Controls were 
selected to mitigate the severity or likelihood of certain failure modes to an acceptable level. These 
controls and their effects on the risk of the project can be seen in Table D below. Controls were 
applied to failure modes with risk levels below 6 to reduce the risk further. 
 
Table D. 
Risk assessment with controls added. 
Failure Mode Control Likelihood Severity Risk Rating 
Poor time management Have regular meeting with supervisor and develop an appropriate project plan. 2 3 6 
Irrelevant research Corroborate research with supervisor to ensure scope is met.  1 3 3 
Software issues 
Ensure work using software is started 
early to ensure any issues will not impact 
progress. 
3 1 3 
Hardware issues Make sure work is started early and that work is not only kept on one computer. 3 1 3 
Data corruption Save data multiple times in multiple locations both online and on local drives. 3 1 3 
Illness Ensure a healthy lifestyle and that an extension is sought after if needed. 1 2 2 
Lack of motivation 
Ensure the ultimate goal of the project is 
kept in mind, as well as the prospect of a 
good job. 
3 2 6 
Improper posture Sit straight and ensure that breaks are taken to stretch. 1 5 5 
Staring for too long 
Take breaks every 30mins to not exceed 
more than one hour of constant screen 
exposure. 
1 5 5 
Typing for too long 
Take breaks when necessary, use an 
ergonomic keyboard and practice 
stretches to relieve pain. 
1 2 2 
Submission issues Ensure the completion of the project is well ahead of the due date. 2 1 2 
Incorrect scope Review scope with supervisor to assure they agree with what is included. 1 2 2 
Critical task incomplete  
Make sure that deadlines are met and 
work-rate is kept consistent throughout 
the entirety of the project. 
1 4 4 
 
  




(a) Risk assessment criteria. 
Likelihood 
Consequence 
Insignificant Minor Significant Major Severe 
Almost Certain 5 10 15 20 25 
Likely 4 8 12 16 20 
Moderate 3 6 9 12 15 
Unlikely 2 4 6 8 10 
Rare 1 2 3 4 5 
 
(b) Legend for risk assessment criteria. 
Ranking Risk Category 








The main risk that was experienced and caused many issues was trouble with software. Difficulty 
with conducting models caused major hindrances in the completion of the project and cause a 
change of scope part way through the project to adjust the work load to a manageable amount. More 
time should be given in future work to the modelling process and high resolution mesh models 
require many hours of running to deliver a final result.  
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APPENDIX B – EXPERIMENTAL DATA 
Table F. 























52.03 26.79 6.83 13.49 0.70 41.01 
52.17 26.48 12.82 8.75 0.46 33.46 
51.78 26.48 25.85 2.64 0.14 18.98 
Brazilian 
51.97 26.46 0.00 27.60 1.44 12.77 
52.23 26.37 0.00 17.98 0.94 8.31 
51.77 26.60 0.00 17.64 0.92 8.16 
51.84 26.30 0.00 25.58 1.33 11.95 
Basalt Ring Test 
53.27 26.69 27.36 5.23 0.25 37.52 
53.12 26.68 27.07 4.77 0.23 34.03 
53.10 26.75 27.09 6.48 0.31 46.16 
Concrete 
Brazilian 
52.21 26.52 0.00 26.31 2.92 12.10 
51.97 26.51 0.00 23.16 2.57 10.70 
52.04 26.34 0.00 16.85 1.87 7.82 
Ring Test 
52.20 26.53 12.85 6.79 0.75 25.91 
52.19 26.53 20.32 2.91 0.32 15.74 
51.95 26.19 20.29 2.72 0.30 15.03 
52.08 26.59 20.18 2.75 0.30 14.80 
51.91 26.57 25.81 2.42 0.27 17.20 
52.09 26.46 27.02 1.41 0.16 10.59 
52.35 27.84 27.22 1.81 0.20 12.86 
52.02 27.83 27.28 1.60 0.18 11.55 
51.96 26.39 26.98 1.51 0.16 11.38 
