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Abstract
This paper reports a closed-form solution for recon-
structing a scene up to an afﬁne transformation from a
single image in the presence of a symmetry plane. Un-
like scene reconstruction in stereo vision, the afﬁne recon-
struction process discussed in this paper does not require
any knowledge about camera parameters or camera orien-
tation relative to the scene, so camera self-calibration is
totally eliminated. By setting in the scene a plane mirror
which creates lateral symmetric world points for an uncali-
brated, perspective camera to capture, the linear equations
involved in the reconstruction process can be derived from
two sets of similar triangles. The afﬁne reconstruction is
relative to an arbitrary afﬁne coordinated frame implicitly
deﬁnedonthemirrorplane. Alsoinvolvedintheprocessare
the estimation of the epipole and recovery of the image-to-
mirror plane homography. Implementation on estimating
the epipole is detailed. A real experiment is presented to
demonstrate the reconstruction.
1. Introduction
Scene reconstruction from images captured by uncali-
brated cameras has caught the attention of many Vision
and Photogrammetryresearchers. Research on camera self-
calibration originated with Faugeras et al’s paper [3]. Since
then, numerous research works on self-calibration and re-
construction have emerged. While Euclidean reconstruc-
tion contains all the information that we strive to achieve,
afﬁne structurehas a fruitfulamount of informationthat has
been known to be useful in many Vision applications. In
afﬁne reconstruction, parallelism, ratio of regions on paral-
lel planes, ratio of lengths of parallel lines are all preserved.
￿The author thanks the anonymous reviewers for their suggested im-
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Reconstructing a scene from monocular vision has not
been substantially studied because the depth information
that is lost from the 3D scene to the 2D image transforma-
tion is known to be unrecoverable from one image alone.
However, when symmetric scene information is known to
be present, both projective and afﬁne reconstructions are
retrievable. In Rothwell et al’s work [13], projective recon-
structionof a set of 3D pointsis investigatedand the rankof
the matrix involved is used to verify the class of polyhedral
the object belongs (the object itself need not be a polyhe-
dron). Following that, Fawcett et al [4] report an afﬁne re-
construction algorithm for an afﬁne image of objects that
have bilateral symmetries. In their work, reconstruction
modulo an Euclidean transformation to a three parameter
family of symmetric shapes is also discussed. In this pa-
per we describe a simple afﬁne reconstruction method for
objects of arbitrary shapes from a single perspective im-
age. We create lateral symmetric world points by explic-
itly setting a plane mirror in the scene. With an arbitrary
afﬁne coordinate frame deﬁned on the mirror, afﬁne struc-
ture can be recovered. Our approach reported here is dif-
ferent from [4, 13] in the following respects: a perspective
cameramodelisusedhereratherthananafﬁneoneasin[4];
the structure recovered in our system is afﬁne rather than
projective as in [13].
We organise the paper as follows. Section 2 describes
the geometryand then afﬁne reconstructionalgorithm. Sec-
tion3,whichisanothermajorsectionofthepaper,describes
the estimation ofthe epipole. Due to the limitation ofspace,
Section4presentsoneof theexperimentsconductedforthis
research. Section 5 discusses the issues on occlusion and
applications of Vision systems that include mirrors. Lastly,
Section 6 gives the conclusion.
2. Afﬁne reconstruction
A brief description on notations: we use upper case bold
letters for world points, lower case bold letters for imagepointsand lines. Entities with a
0 arevirtualworldorimage
points. Matrices are in uppercase; scalars are in lower case.
2.1. The geometry
Let a mirror plane
￿
m be placed in the scene. If
A
$
A
0 is a pair of corresponding real and virtual world points
in the scene then the symmetry of points about the mirror
plane ensures that
A and
A
0 are on either side of
￿
m and
are equidistant from it (Fig. 1), i.e. the midpoint
￿
A of the
segment is on the mirror plane. Furthermore, the segment
A
A
0 isorthogonalto
￿
m. Theimagepoints
a and
a
0 arethe
perspective projections of
A and
A
0 onto the image plane
￿
i under the optical centre
O of the camera. Let
A
m and
A
0
m be, respectively, the intersection points of the rays
O
A
and
O
A
0 with
￿
m. A study of Fig. 1 reveals that
A,
A
0,
A
m
A
0
m,
￿
A,
O,
a,a n d
a
0 are coplanar in space.
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Figure 1. Geometry of a world point
A with re-
spect to the mirror plane
￿
m and image plane
￿
i.
Another set of coplanar world points are those on the
mirror plane
￿
m:
A
m,
A
0
m,
O
m,
￿
A. Relative to an arbi-
trary 2D coordinate frame
F
m deﬁned on
￿
m, they can be
expressed as
2-vectors and be referred to as
a
m,
a
0
m,
o
m,
￿
a
m respectively.
2.2. An afﬁne reconstruction algorithm
Construct the vector
O
O
m orthogonal to the mirror
plane
￿
m.L e t
d
m and
d be, respectively, the distances
of the perspective centre
O and the world point
A from
￿
m (Fig. 2). Let
o
m
=
(
o
x
;
o
y
)
> be the coordinates of
O
m relative to the arbitrary 2D coordinate frame
F
m.T h e
world point
A
=
(
A
x
;
A
y
;
A
z
)
> has three unknown com-
ponents: the ﬁrst two components can be expressed relative
toan afﬁnecoordinateframe
F
m andthe lastcomponent
A
z
can be expressed as the distance
d from
￿
m.F r o mt h et w o
setsofsimilarrighttriangles,
O
A
Qand
O
A
m
O
m;
O
A
0
Q
0
and
O
A
0
m
O
m, the following equations can be derived:
d
m
(
P
A
￿
o
m
)
=
(
d
m
￿
d
)
(
a
m
￿
o
m
) (1)
d
m
(
P
A
0
￿
o
m
)
=
(
d
m
+
d
)
(
a
0
m
￿
o
m
) (2)
where
P
=
[
I
j
0
] with
I being the
2
￿
2 identity matrix,
so
P
A
=
(
A
x
;
A
y
)
>.
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Figure 2. Top view of the geometry of a world
point
A and the mirror and image planes.
Since relative to the
F
m coordinate frame
P
A and
P
A
0
have the same coordinates, (1) and (2) can be combined to
eliminate
A and
A
0 and yield
d
m
(
a
m
￿
a
0
m
)
￿
d
(
a
m
+
a
0
m
)
+
2
d
o
m
=
0
: (3)
The unknown quantities in (3) are
d,
o
m,a n d
d
m provided
that
a
m and
a
0
m can be computed from other means. The
total number of unknowns is therefore
n
+
3,w h e r e
n is
the number of pairs of corresponding real and virtual world
points, each of which has an unknown distance
d from the
mirror plane
￿
m that needs to be solved; the remaining
3
unknowns are: the
o
x and
o
y components of
o
m,a n dt h e
distance
d
m of the perspective centre
O to
￿
m.
A close study of (3) reveals that multiplying
d
m and
d
in the equation by an arbitrary scalar incurs no change to
the equality. One can therefore conclude that
d
m, and con-
sequently the corresponding
d value of each world point,
can only be recovered up to scale. Dividing the equation
through by
d gives
~
d
(
a
m
￿
a
0
m
)
￿
(
a
m
+
a
0
m
)
+
2
o
m
=
0 (4)
where
~
d
=
d
m
=
d.
The total number of unknowns that needs to be solved
in (4) for
n corresponding pairs of image points is
n
+
2 .
With two equations provided by each pair of corresponding
real and virtual world points, the total number of equations
available is
2
n.
Geometrically, the quantity
^
d
￿
1
=
~
d
=
d
=
d
m has a
more meaningful interpretation: It is the distance
d of each
world point being scaled by the factor
1
=
d
m. The estimated
^
d’s are now taken as the
z-componentsof the reconstructed
world points.Having recovered the coordinates of
o
m and all the
world points’
z-components up to scale, the next step
is to compute their
x-a n d
y-components. Let
A
=
(
A
x
;
A
y
;
A
z
)
> betheworldpointtobereconstructed. Then
dividing (1) and (2) by
d
m and rearranging yields
￿
A
x
A
y
￿
=
￿
1
￿
^
d
￿
(
a
m
￿
o
m
)
+
o
m
=
￿
1
+
^
d
￿
(
a
0
m
￿
o
m
)
+
o
m
: (5)
Note that unlike the
z-component
A
z of
A, the components
A
x and
A
y are recoveredup to their exactscale with respect
to the coordinate axes chosen for
F
m.
The reconstruction described above is afﬁne only if the
2D coordinate frame
F
m is afﬁne. That is, if 4 arbitrary
points on
￿
m that form a rectangle or a parallelogram can
be identiﬁed, then, by setting these 4 points to
(
0
;
0
;
1
)
>,
(
1
;
0
;
1
)
>,
(
0
;
1
;
1
)
>,
(
1
;
1
;
1
)
>, an afﬁne frame
F
m is de-
ﬁned. There are two approaches that one can adopt: (1) Put
explicitlandmarkson the mirror plane to deﬁne this coordi-
nateframe;(2)Identifyintheimage4coplanarworldpoints
(if any) whose orthogonalprojections onto the mirror plane
form a rectangle or parallelogram. Although the second ap-
proach requires the existence of 4 coplanar world points on
the object that form an afﬁne coordinate frame, the object
itself does not need to be a polyhedron. This approach is
adopted in the paper and will be discussed in Section 3.2.
The reconstruction procedure assumes that the coordi-
nates of
a
m and
a
0
m on
￿
m are available from other means.
While these points are not known a priori, their image pro-
jectionsareidenticalto
a and
a
0 oftherealandvirtualworld
points
A and
A
0. If the homography [14] between the im-
ageplane
￿
i andthemirrorplane
￿
m is knownthen
a
m and
a
0
m can be synthesised. The determinationof this image-to-
mirror homography and the afﬁne frame
F
m will be out-
lined in Section 3.2.
3. The real/virtual correspondence problem
Since it is more convenient to express image points as
homogeneous 3-vectors (by adding 1 to the third compo-
nent), from here onward, image points and image lines are
3-vectors unless explicitly stated otherwise.
3.1. The epipole
For each pair of real and virtual image points,
a
i
$
a
0
i, the epipolar line joining
a
i and
a
0
i is simply
a
i
￿
a
0
i
i.e. the cross product of the homogeneous coordinates of
the two image points. Ideally, the epipole
e
1 satisﬁes
(
a
i
￿
a
0
i
)
>
e
1
=
0,f o ra l l
i. In the presence of noise,
the dot product above may not identically vanish and one
must tackle the problem of optimally determining
e
1.I n
this paper, we assume that the correspondencesbetween the
real and virtual image points have been identiﬁed, i.e. the
real/virtual correspondence problem has been solved. We
will focus on the recovery of the epipole, the determination
of the image-to-mirror homography, and the ﬁnal afﬁne re-
construction.
3.2.Determiningtheimage-to-mirrorplanehomog-
raphy and
F
m
Given that the image points
a
i
$
a
0
i of 4 correspond-
ing pairs of real and virtual world points
A
i
$
A
0
i,f o r
1
￿
i
￿
4, have been correctly identiﬁed and the epipole
e
1 has been computed, the image projection
￿
a
i of the mid-
point
￿
A
i oftheworld linesegment
A
i
A
0
i canbedetermined
fromthe cross ratio. Since the cross ratio
f
a
i
;
a
0
i
;
￿
a
i
;
e
1
g is
known to have the value
￿
1 (see [14]), one can deduce the
image coordinates
￿
a
i that corresponds to
￿
A
i on the mirror
plane. If the world points
f
A
i
j
1
￿
i
￿
4
g form a rectan-
gle or parallelogram then the midpoints
￿
￿
A
i
j
1
￿
i
￿
4
￿
on
￿
m deﬁne an afﬁne frame
F
m.T h e
3
￿
3 non-singular
matrix
H that deﬁnes the image-to-mirrorhomographycan
then be determined from
H
￿
a
i
￿
￿
A
i
;
1
￿
i
￿
4 (6)
where
￿ denotes equality up to scale.
If explicit landmarks on the mirror plane are used and
their image projections are identiﬁed then the homography
H can be directly computed without knowing the epipole.
3.3. The epipolar constraint
Once the epipole has been estimated, givena real (or vir-
tual) image point
p, the corresponding virtual (or real) im-
age point
p
0 must be on the line deﬁned by
p
￿
e
1.T h i s
is the epipolar line that constrains the search space for the
corresponding virtual (or real) image point
p
0.
Proposition 1. Let the pencil of planes with axis at
O
O
m
be denoted by the symbol pencil
(
O
O
m
). Then for any cor-
responding pair of real and virtual world points
A
$
A
0
there exists a plane
￿ in pencil
(
O
O
m
) such that
A,
A
0
2
￿.
Proof:
The vector
O
O
m is constructedto be orthogonalto
￿
m.A s
the line segment
A
A
0 is also orthogonal to
￿
m, it follows
immediately that the points
A,
A
0,
O,
O
m are coplanar in
space. Since
A and
A
0 are arbitrarily chosen, every plane
determined by
O and any corresponding pair of real and
virtual world points must contain the point
O
m. All these
planes thus form a pencil with axis at
O
O
m. The plane in
the pencil that contains
A and
A
0 is known as the epipolar
plane of
A (or
A
0). Fig. 3 shows the geometry involved.
2Am
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Figure 3. A pencil of planes with axis
O
O
m
intersecting the image plane
￿
i and mirror
plane
￿
m.
￿
A is the epipolar plane of
A
(or
A
0).
Proposition 2. The axis
O
O
m meets
￿
i in the epipole
e
1.
Proof:
Let
o be the intersection point of line segment
O
O
m with
the image plane
￿
i (Fig. 3). From Proposition 1, all the
epipolar planes intersect at the axis
O
O
m. These epipolar
planes intersect
￿
i at the epipolar lines, which are concur-
rent at the epipole
e
1. It follows that
o and
e
1 must co-
incide. Thus, the axis
O
O
m meets
￿
i at the epipole
e
1.
2
3.4. Computing the epipole
Since getting a good estimate of the epipole is essential-
ly for our afﬁne reconstruction, we will explain at length in
this subsection the various approaches that we have imple-
mented.
Normalisation
In computing the epipole line
l
i
￿
a
i
￿
a
0
i,t h el a r g e
magnitude (in pixel unit) of the ﬁrst two components of
a
i and
a
0
i relative to their third component (a constant
1) often causes undesirable numerical instability. A sen-
sible choice is to normalise the ﬁrst two components of
each
a
i and
a
0
i before computing
l
i. Such normalisation
has been employed by Hartley [6] in estimating the fun-
damental matrix. Here we deﬁne a column scaling ma-
trix [5]
D
￿ diag
(
1
=
m
x
;
1
=
m
y
;
1
),w h e r e
(
m
x
;
m
y
;
1
)
>
=
1
2
n
P
n
i
=
1
(
a
i
+
a
0
i
), to normalise
a
i and
a
0
i.
Three methods for estimating the epipole are present-
ed below. All these methods are preceded by the above
normalisation process (i.e. multiplied by
D)s ot h ec o m -
putation is performed in scaled pixel coordinates. When
the epipole has been computed, the unnormalisation pro-
cess (multiplied by
D
￿
1) is then applied. Our simulations
show that this normalisation process gave the methods sig-
niﬁcant improvementin epipole estimation. Golub and Van
Loan [5] also suggest row-column equilibration (page 125)
by combining a row scaling matrix. In this paper, we focus
only on column scaling.
Method 1: SVD
1. Construct
L
=
2
6
4
l
1
>
. . .
l
n
>
3
7
5
where
l
i
￿
D
a
i
￿
D
a
0
i.
2. Apply the singular value decomposition (SVD) to
L.
Deﬁne
e
1 to be the singular vector that corresponds
to the smallest singular value of
L.
Both methods 2 and 3 below take into account the noise
involved in the corresponding image points. Before we go
on to describe these two methods, we ﬁrst introduce nota-
tions and general ideas.
Let
l
i
=
￿
l
i
+
￿
l
i,f o r
1
￿
i
￿
n, be the observed ho-
mogeneous coordinates of the epipolar lines, with
￿
l
i being
the true, unknown line coordinates and
￿
l
i the noise com-
ponentinvolved. If
￿
a
i and
￿
a
0
i are the covariancematrices
of the corresponding image points
a
i and
a
0
i, then the ﬁrst
order approximation of the covariance matrix (see [1] for a
general discussion) of
￿
l
i is simply
￿
l
i
=
P
i
￿
[
D
a
i
]
￿
D
￿
a
0
i
D
>
[
D
a
i
]
>
￿
+
[
D
a
0
i
]
￿
D
￿
a
i
D
>
[
D
a
0
i
]
>
￿
￿
P
>
i (7)
where
[
:
]
￿ denotestheskewsymmetricmatrixofthevector
concerned and
P
i
=
I
￿
l
i
l
>
i , with
I being the
3
￿
3 identi-
ty matrix. Assuming that the noise
￿
l
i is Gaussian of 0
mean, then maximising the likelihood function of the
￿
l
i’s
is equivalent to minimising the quantity
P
n
i
=
1
￿
l
>
i
￿
￿
l
i
￿
l
i
subject to the linearised constraints
l
>
i
e
1
￿
￿
l
>
i
e
1
=
0 ,
for
1
￿
i
￿
n,w h e r e
￿
￿
l
i denotes the rank-2generalised in-
verse of
￿
l
i. The noise terms
￿
l
i’s can be eliminated from
the system to yield a nonlinear unconstrained minimisation
system given as
m
i
n
e
1
J
=
n
X
i
=
1
(
l
>
i
e
1
)
2
e
>
1
￿
l
i
e
1
: (8)
The common approach to take from here is to replace the
denominator term with a constant term
w
i o f t e nr e f e r r e dt o
as the weighting factor so that the least-squares approach
can be adopted. That is,
m
i
n
e
1
J
=
n
X
i
=
1
(
l
>
i
e
1
)
2
w
i
: (9)Unfortunately, the solution that minimises
J in (9) is
known to be not optimal to the original nonlinear problem
given in (8), as is now widely known in the literature. Due
to the space limit, we cannot cite all the known references.
Interestedreaderisreferredto[16,10] fora similar problem
in estimating the fundamental matrix.
Method 2: Generalised eigenvector
The generalised eigenvector method described in [8] is in-
vestigatedandincorporatedintoourmethodissomemodiﬁ-
cation that has shown to improvethe estimate of the epipole
in hundreds of conducted simulations (not reported here).
The main idea is outlined below.
The (weighted) moment matrix
M involved in our least-
squaresproblemin (9) is deﬁned as
1
n
P
n
i
=
1
l
i
l
>
i
=
w
i.S i n c e
each
l
i that constitutes the moment matrix
M can be de-
composed into
￿
l
i
+
￿
l
i,m a t r i x
M can be written as the
sum of two matrices:
M
=
￿
M
+
￿
2
￿
M,w h e r e
￿
M
=
1
n
P
n
i
=
1
￿
l
i
￿
l
>
i
=
w
i and
￿
M
=
1
n
P
n
i
=
1
￿
l
i
=
w
i. Here, we as-
sumethatthe covariancematrix
￿
l
i estimated in(7)is equal
to the true covariancematrix of
￿
l
i up to an unknownscale
factor
￿
2 (the noise level). Deﬁning
^
M
￿
M
￿
￿
2
￿
M
gives
E
(
^
M
)
=
￿
M,w h e r e
E
(
:
) denotes the expected value.
That is,
^
M is an unbiased estimator of
￿
M. This is a gen-
eralised eigenvector problem, with the unknown noise level
￿
2, as discussed in [8], being chosen as the smallest gen-
eralised eigenvalue. The epipole is then estimated as the
correspondinggeneralised eigenvector.
The modiﬁcation that we apply to the above method is
based on the following observation: the deﬁnition of
M is
determinedby the weightingfactors
w
i’s, whichmay notbe
optimal to start with. Since the weighting factors
w
i’s can
becomputedoncea reasonablygoodestimate oftheepipole
is known, a new copy of matrices
M and
￿
M, based on
the new weighting factors
w
i’s, should be used. Our sim-
ulations show that this modiﬁcation improves the epipole
estimation and, on average, this modiﬁed method is com-
parable to the nonlinear minimisation that will be described
later. The procedure for Method 2 is given below:
1. Deﬁne each weighting factor
w
i in (9) as trace
(
￿
l
i
).
Compute
M and
￿
M.
2. Compute the smallest generalised eigenvalue
￿ such
that
M
￿
￿
￿
M is singular. Let
e
o be the correspond-
ing generalised eigenvector.
3. Recompute each weighting factor
w
i as
e
>
o
￿
l
i
e
o.R e -
construct
M and
￿
M.
4. Redo step 2 above. Let
￿
2 be the smallest generalised
eigenvalue. The epipole
^
e
1 is estimated as the corre-
sponding eigenvector.
Routines for generalised eigendecomposition can be found
in most Mathematics software libraries. In Matlab, the qz
function does the job. We note that in some odd cases both
￿
2 and
^
e
1 can be complex; however, our simulations show
that the imaginary components of these two entities are far
from signiﬁcance and can be ignored.
Finally, the covariance matrix of the estimated
^
e
1 is de-
ﬁned as (see [8] for derivation)
￿
^
e
1
=
￿
2
n
(
P
^
M
P
>
)
￿ (10)
where
P
=diag
(
1
;
1
;
0
). Wecallthiscovariancematrix
￿
(
2
)
^
e
1.
Method 3: Nonlinear minimisation
This method targets directly at the nonlinear problem giv-
en in (8). Given that an initial estimate of the epipole can
be obtained from Method 1, our objective is to reﬁne this
estimate by minimising the nonlinear system of equations.
Again, most standard Mathematics software libraries pro-
vide routines to do the job. In this paper, we use the Matlab
fminunc function whose minimisation algorithm is based
on the interior-reﬂective Newton method. We set all the ap-
propriate options so that the user deﬁned gradient and Hes-
sian matrix
G of the residual
J are used in the minimisa-
tion procedure. The inverse of the Hessian matrix
G at the
estimated
^
e
1 is taken to be the covariance matrix of
^
e
1,
i.e.
￿
^
e
1
=
(
P
G
P
>
)
￿,w h e r e
P is given in (10). We call
this covariance matrix
￿
(
3
)
^
e
1.
We note that Propositions 1 and 2 imply that
e
1
￿
H
￿
1
[
o
x
o
y
1
]
>. Thus, if the image-to-mirror homography
is known because explicit landmarks are used, then one can
compare the epipoles obtained from these three methods
with that produced by the inverse homography.
4. Experiment
The afﬁne reconstruction algorithm and the computation
for the epipoledescribed have been implementedin Matlab.
One of the conducted experiments is reported here.
Fig. 4showstheimageofa toy. Theimagehas
4
8
0
￿
6
4
0
pixelsand was taken with a Casio QV-100hand-helddigital
camera. Superimposed onto the image are the 48 pairs of
corners manually detected and, to avoid crowdedness, the
epipolar line for every
7th corresponding pair of real and
virtual image points. The landmarks on the mirror are for
an earlier version of our reconstruction algorithm and are
not used in this paper.
The afﬁne coordinate frame
F
m was deﬁned by manual-
ly selecting 4 pairs of image points whose world points are
known to form a rectangle. The coordinates of the epipole
computedbythe3describedmethodsareshowngraphicallyFigure 4. Image of a toy.
in Fig. 5 and numericallyin Table 1. If the epipolarlinesare
parallel then the estimated epipole from any of these meth-
ods will have its third component insigniﬁcant, signifying
that the epipole is in the ideal plane. For Methods 2 and 3,
the covariance matrices
￿
a
i and
￿
a
0
i of all corresponding
points were set to diag
(
1
;
1
;
0
), based on the assumption
that the image noise is independent, isotropic, and Gaus-
sian. The covariance matrix
￿
l
i was then estimated using
formula (7). The residuals
J for both methods were esti-
mated to
4
5
:
8
4, which is well below the 99%
￿
2 value with
(
n
￿
2
)degreesof freedom. The noiselevel
￿
2 was estimated
to
0
:
6
9 from Method 2. The conﬁdence ellipses of the es-
timated
^
e
1 from these methods are shown in Fig. 5, using
the estimated covariance matrices
￿
(
2
)
^
e
1 and
￿
(
3
)
^
e
1.
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Figure5.Theepipoleestimatedfromthethree
methods and the corrected epipolar lines.
(a) The rectangular box is the boundary of the
image. (b) A magniﬁed portion of (a) show-
ing the two conﬁdence ellipses centred at the
epipoles computed by Methods 2 and 3.
The two conﬁdence ellipses are almost concentric in
this experiment because the epipoles from Methods 2 and
3 are almost identical. However, the conﬁdence ellipse
from Method 3 is smaller (dashed black line) than that from
Method 2 (solid red line). The reason is that, when dif-
ferentiating
J of (8) with respect to
e
1 for Method 3, the
squared term in the numerator becomes a scale factor of
2
for the gradient and the Hessian matrix. Since this scale
factor has no effect on ﬁnding the minimum in the itera-
tion process, the common strategy is to save computation
time by discarding it. In our implementation for Method
3, however, this scale factor was retained. So our Hessian
matrix is twice as large and
￿
(
3
)
^
e
1, being the inverse Hes-
sian, is twice as small. Taking into account the estimated
noise level
￿
2 that Method 2 uses in (10) for rescaling each
￿
l
i, we found the following relationship between
￿
(
2
)
^
e
1 and
￿
(
3
)
^
e
1 that explains the size difference of the two conﬁdence
ellipses:
￿
(
2
)
^
e
1
￿
2
￿
2
￿
(
3
)
^
e
1 (agreement to the ﬁrst 3 to 4 dec-
imal places). A conclusion that one can draw from here is
that it is not meaningful to talk about the size of a conﬁ-
dence ellipse unless all the factors that determine this num-
ber are well justiﬁed. We also note that while both
^
e
1 and
￿
^
e
1, for any non-zero scalar
￿, are solutions to (8) and
give the same residual,
￿ plays the role of a scale factor to
the Hessian matrix. To be consistent with Methods 1 and 2,
we scaled the epipole in Method 3 to unit length.
Method Estimated epipole (pixels)
1
(
2
5
2
9
:
5
1
;
￿
5
9
2
:
8
4
)
>
2
(
2
5
3
8
:
7
5
;
￿
5
9
6
:
3
3
)
>
3
(
2
5
3
9
:
0
0
;
￿
5
9
6
:
4
2
)
>
Table 1. The coordinates of
e
1 computed
from the three methods.
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Figure 6. Afﬁne reconstruction of the toy.
In our simulations, the estimates of the epipoles from
Methods2and3wereclosertothetrueepipolethanMethod
1. This ﬁnding is consistent with Luong and Faugeras’ [10]
report that the nonlinear method is more robust than the lin-
ear methodin computingthe fundamentalmatrix. Although
the difference between the estimates of the epipole from
Methods 2 and 3 is insigniﬁcant, we have chosen the re-
sult from Method 3 for subsequent computation and afﬁne
reconstruction. The image coordinates of the midpoints ofworld line segments (see Section 3.2) that are required for
determining the
H matrix in (6) were estimated. The afﬁne
reconstruction of the toy is displayed in Fig. 6. Superim-
posed onto the reconstructed 3D points are 3D line seg-
ments for visualisation. It is evident that parallelism was
well retained.
5. Discussions
Afﬁne coordinate frame
The afﬁne reconstruction reported in this paper is relative
to an arbitrary afﬁne coordinate frame deﬁned on the mir-
ror plane
￿
m via the image-to-mirror homography. This is
analogous to Irani et al [7] and Weinshall et al’s [15] scene
reconstruction relative to a ﬂoor plane. In particular, their
identiﬁcation of parallel lines on the ﬂoor plane for height
computation(see also [2]) is also similar, exceptthat in here
these parallel lines are determined by four coplanar points
on the object and then transferred to the mirror plane
￿
m
using the cross ratios of the corresponding points with the
estimated epipole.
Occlusion and applications
In stereo vision, the occlusion problem refers to the situa-
tion where some prominent features that need to be recon-
structed are not visible to both cameras; in a camera/mirror
system, this refers to the situation where some features are
notvisibletoboththecameraandthemirror. Ourconducted
experimentsshow that occlusion is minimised when the op-
tical axis of the camera is orthogonal or near orthogonal to
the mirror plane normal. While the occlusion problem may
be viewed as a drawback of a camera/mirror system, many
industrial applications have in fact utilised multiple mirrors
to uncoveroccluded regions of the imaged objects [11]. All
these early camera/mirror(s) systems (e.g. [9, 11]) that we
found in the literature had the camera explicitly calibrated
for Euclidean reconstruction. More recent camera/mirror
systems see the inclusion of ellipsoidal, hyperboloidal, and
paraboloidal mirrors, e.g. [12]. Interestingly, Nene and Na-
yar’s [12] camera/mirror systems capture two mirror reﬂec-
tions of the scene for analysis while the actual 3D scene is
outside the ﬁeld of view of the camera.
6. Conclusion
We have presented an afﬁne reconstructionmethod from
a single image using the real and virtual corresponding im-
age points created by a plane mirror. We have also given
a thorough treatment to the estimation of the epipole that
is essential to the reconstruction method. We have demon-
strated the reconstruction result on a real image.
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