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Abstract	  	  
Understanding	  how	   the	  brain	   learns	   to	   compute	   functions	   reliably,	   efficiently	   and	   robustly	  with	  noisy	  
spiking	   activity	   is	   a	   fundamental	   challenge	   in	   neuroscience.	   Most	   sensory	   and	   motor	   tasks	   can	   be	  
described	  as	  dynamical	  systems	  and	  could	  presumably	  be	  learned	  by	  adjusting	  connection	  weights	  in	  a	  
recurrent	   biological	   neural	   network.	   However,	   this	   is	   greatly	   complicated	   by	   the	   credit	   assignment	  
problem	  for	  learning	  in	  recurrent	  network,	  e.g.	  the	  contribution	  of	  each	  connection	  to	  the	  global	  output	  
error	  cannot	  be	  determined	  based	  only	  on	  locally	  accessible	  quantities	  to	  the	  synapse.	  Combining	  tools	  
from	  adaptive	  control	  theory	  and	  efficient	  coding	  theories,	  we	  propose	  that	  neural	  circuits	  can	  indeed	  
learn	   complex	   dynamic	   tasks	   with	   local	   synaptic	   plasticity	   rules	   as	   long	   as	   they	   associate	   two	  
experimentally	  established	  neural	  mechanisms.	   	  First,	   they	  should	   receive	   top-­‐down	  feedbacks	  driving	  
both	  their	  activity	  and	  their	  synaptic	  plasticity.	  	  Second,	  inhibitory	  interneurons	  should	  maintain	  a	  tight	  
balance	   between	   excitation	   and	   inhibition	   in	   the	   circuit.	   The	   resulting	   networks	   could	   learn	   arbitrary	  
dynamical	  systems	  and	  produce	  irregular	  spike	  trains	  as	  variable	  as	  those	  observed	  experimentally.	  Yet,	  
this	   variability	   in	   single	   neurons	   may	   hide	   an	   extremely	   efficient	   and	   robust	   computation	   at	   the	  
population	  level.	  	  	  
	  
Introduction	  	  
The	   brain	   is	   a	   hugely	   complex,	   highly	   recurrent	   and	   nonlinear	   neural	   network.	   This	   network	   is	  
surprisingly	   plastic	   and	   sustains	   our	   amazing	   capability	   for	   learning	   from	   experience	   and	   adapting	   to	  
new	  situations.	  It	  is	  widely	  believed	  that	  such	  learning	  is	  implemented	  by	  synaptic	  plasticity	  mechanisms	  
that	  change	  synaptic	  weights	  as	  a	  function	  of	  joint	  pre-­‐	  and	  postsynaptic	  activity	  (Hebb,	  1949).	  However,	  
most	  of	  our	  neurons	  are	  embedded	  in	  highly	  recurrent	  circuits	  and	  several	  synapses	  away	  from	  sensory	  
receptors	  or	  motor	  effectors.	   In	  this	  situation,	   it	  could	  be	  generally	  difficult	  (if	  not	  impossible)	  to	  learn	  
global	  functions	  like	  sensory	  perception,	  motor	  control	  or	  behavioral	  tasks	  based	  solely	  on	  local	  synaptic	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plasticity	  rules.	  Indeed,	  while	  there	  has	  been	  a	  recent	  renewed	  interest	  for	  neural	  networks	  in	  machine	  
learning,	  particularly	  deep	  networks	   (LeCun	  et	  al.,	  2015)	  and	   recurrent	  networks	   (Sussillo	  and	  Abbott,	  
2009),	   they	   use	   non-­‐local	   rules	   such	   as	   the	   “backpropagation”	   algorithm	   that	   are	   not	   biologically	  
plausible	  with	  the	  notable	  exception	  of	  feedback	  alignment	  methods	  (Lillicrap	  et	  al.,	  2016).	  It	  should	  be	  
noted	  that	  although	  there	  have	  been	  some	  proposals	  for	  how	  simple	  forms	  of	  back-­‐propagation	  could	  
be	  implemented	  in	  a	  neural	  structure	  (Schiess	  et	  al.,	  2016;	  Urbanczik	  and	  Senn,	  2014)	  these	  are	  usually	  
limited	   to	   two	   layers.	   	   The	   fundamental	   reason	   is	   one	   of	   the	   credit	   assignment:	   in	   a	   network	  where	  
inputs	   and	   outputs	   are	   several	   synapses	   away,	   and/or	   where	   connections	   are	   recurrent,	   there	   is	   no	  
trivial	  way	   to	   assign	   a	   responsibility	   for	   the	  error	  made	  by	   the	  entire	  network	   to	   a	   given	   synapse.	   To	  
understand	  how	  changing	  one	  synaptic	  weight	  will	  affect	  the	  network	  output,	  one	  would	  need	  to	  know	  
the	  synaptic	  weights	  of	  the	  “downstream”	  neurons.	  How,	  then,	  can	  the	  brain	  learn	  complex	  tasks	  based	  
on	  biophysically	  plausible	  plasticity	  mechanisms?	  
Moreover,	  neural	  processing	   is	  extremely	  costly	   for	  our	  metabolism,	  accounting	   for	  about	  20%	  of	  our	  
total	  energy	  consumption.	  	  Yet,	  an	  extreme	  level	  of	  variability	  is	  observed	  in	  individual	  neural	  responses	  
(Churchland	   et	   al.,	   2010;	   Tolhurst	   et	   al.,	   1983).	   The	   timing	   and	   exact	   number	   of	   spikes	   emitted	   by	  
cortical	   neurons	   is	   largely	   unpredictable	   from	   trial	   to	   trial.	   Consequently,	   neural	   selectivity	   is	   usually	  
characterized	  by	  a	  tuning	  curve	  (the	  mean	  firing	  rate	  as	  a	  function	  of	  the	  stimulus/task	  parameter)	  plus	  
noise.	   However,	   increasingly	   more	   exhaustive	   techniques	   for	   simultaneous	   recordings	   of	   multiple	  
neurons	   have	   revealed	   that	   only	   a	   small	   part	   of	   the	   neural	   response	   variance	   is	   explained	   by	   the	  
stimulus	  or	   the	   task.	   	   The	  activity	  of	  other	  nearby	  neurons	   is	   in	   fact	  a	  much	  better	  predictor	  of	   spike	  
trains	   (Lin	  et	   al.,	   2015).	   Computing	  with	   such	  noisy	   and	   correlated	  units	   could	  naively	   appear	   to	  be	  a	  
particularly	  inefficient	  and	  wasteful	  strategy.	  	  
Here,	   we	   suggest	   that	   these	   issues	   can	   be	   elegantly	   resolved	   by	   combining	   two	   experimentally	  
established	  properties	  of	  neural	  circuits.	  First,	  the	  maintenance	  of	  tight	  excitatory/inhibitory	  balance	  (E-­‐I	  
balance)	   in	   a	   neural	   system	   	   (Brendel	   et	   al.,	   2017;	   Denève	   and	   Machens,	   2016;	   Chalk	   et	   al.,	   2016;	  
Isaacson	   and	   Scanziani,	   2011;	   Vogels	   et	   al.,	   2011;	   Bourdoukan	   and	  Denève,	   2015;	   Bourdoukan	   et	   al.,	  
2012).	   Second,	   a	   top-­‐down	   error	   feedback	   that	   modulates	   both	   neural	   circuit	   activity	   and	   synaptic	  
plasticity	   (Bourdoukan	   and	   Denève,	   2015).	   Together,	   these	   two	   basic	   features	   of	   neural	   circuits	   can	  
ensure	  that	  global	  functions	  can	  be	  learned	  with	  local	  learning	  rules,	  but	  also	  that	  the	  resulting	  circuits	  
are	  highly	  efficient	  (e.g.	  generate	  minimal	  neural	  activity)	  and	  extremely	  robust	  (i.e.	  resistant	  to	  noise,	  
neural	  death,	  etc.)	  despite	  the	  variability	  in	  neural	  responses.	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Balanced	  networks	  as	  efficient	  autoencoder	  
Let	  us	  start	  with	  the	  simplest	  problem	  that	  a	  neural	  population	  could	  solve,	  which	  is	  to	  represent	  a	  time-­‐
varying	   input	   signal,	   and	   convey	   this	   information	   to	   downstream	   neurons	   with	   spikes	   (Fig	   1A).	  
Downstream	   neurons	   will	   perform	   a	   synaptic	   integration	   of	   the	   output	   spike	   trains,	   which	   can	   be	  
considered	  (to	  a	  first	  approximation)	  as	  a	  weighted	  sum	  of	  these	  output	  spike	  trains.	  The	  question	  we	  
ask	  is	  how	  to	  represent	  the	  signal	  efficiently,	  i.e.	  how	  can	  the	  signal	  be	  decoded	  by	  downstream	  neurons	  
be	  as	  precise	  as	  possible,	  while	  at	  the	  same	  time	  requiring	  the	  minimal	  number	  of	  output	  spikes?	  This	  
may	   seem	   to	   be	   a	   hard	   problem,	   but	   it	   has	   a	   simple	   solution,	   namely	   an	   autoencoder:	   the	   decoded	  
signal	  can	  be	  directly	  subtracted	  from	  the	  input	  by	  feedback	  connections,	  ensuring	  that	  the	  network	  is	  
only	  driven	  by	  its	  own	  coding	  errors	  (Fig	  1B).	  Such	  “error-­‐driven”	  coding	  ensures	  that	  the	  representation	  
is	  very	  precise:	  any	  coding	  errors	  will	  result	  in	  an	  increased	  feedforward	  drive,	  inducing	  new	  spikes	  until	  
the	   feedforward	   inputs	   (i.e.	   the	   decoding	   error)	   is	   cancelled.	   	   At	   the	   same	   time,	   this	   network	   is	  
maximally	  efficient:	  the	  neurons	  only	  respond	  when	  it	  becomes	  necessary	  to	  update	  the	  representation.	  
We	  showed	  that	  such	  network	  minimizes	  an	  objective	  function	  corresponding	  to	  the	  coding	  errors	  plus	  a	  
“cost”	  term	  penalizing	  high	  levels	  of	  neural	  activity	  (Boerlin	  et	  al.,	  2013).	  This	  auto-­‐encoder	  can	  also	  be	  
interpreted	  as	  performing	  a	  simple	  form	  of	  predictive	  coding	  (Rao	  and	  Ballard,	  1999,	  1997).	  
To	   obtain	   a	  more	   biologically	   plausible	   architecture,	   we	   can	   replace	   the	   negative	   loop	   by	   equivalent	  
recurrent	  connections	  between	  neurons.	  In	  the	  fast	  negative	  loops,	  the	  decoding	  weights	  𝐃	  are	  applied	  
to	  the	  neural	  activity	  to	  obtain	  an	  estimate	  of	  the	  input	  signal	  𝐬 =   𝐃𝐨(𝑡)	  	  [𝐨	  is	  a	  vector	  of	  spike	  trains].	  
This	   estimate	   is	   then	   subtracted	   from	   the	   input,	   and	   subsequently	   fed	   back	   into	   the	   network	   via	  
feedforward	   connections	  𝐅.	   	   The	   overall	   effect	   of	   the	   negative	   loop	   on	   neural	   activity	   is	   thus	  −𝐅𝐃𝐨,	  
which	  could	  be	  implemented	  by	  direct	  recurrent	  connections	  (Fig	  1C).	  	  In	  this	  recurrent	  implementation	  
of	  the	  autoencoder,	  each	  neuron	  is	  driven	  by	  its	  total	  feedforward	  input	  signal,	  minus	  the	  prediction	  of	  
those	   input	   signals	   by	   other	   neurons	   in	   the	   network.	   In	   effect,	   the	   recurrent	   connections	   remove	   all	  
redundancies	   between	   neural	   spike	   trains	   due	   to	   their	   shared	   input.	   Interestingly,	   those	   lateral	  
connections	   are	   also	   those	   that	   achieve	   the	   tightest	   excitatory/inhibitory	   balance	   (by	   “balance"	   we	  
mean	  the	  excitatory	  and	  inhibition	  inputs	  cancel	  each	  other	  such	  that	  a	  neuron	  remains	  very	  close	  to	  the	  
neuronal	  threshold).	  The	  resulting	  spike	  trains	  reproduce	  the	  variability	  of	  responses	  observed	  in	  cortex,	  
and	   in	  particular	  resemble	   independent	  Poisson	  processes	  [as	   indeed	  predicted	   in	  a	  balanced	  network	  
(van	  Vreeswijk	  and	  Sompolinsky,	  1996)].	   	   	  We	  will	  explain	   later	  how	  this	  variability	  can	  co-­‐exist	  with	  a	  
maximally	  precise	  coding	  at	  the	  population	  level.	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The	  last	  stage	  to	  achieve	  a	  more	  plausible	  network	  is	  to	  replace	  this	  recurrent	  network	  by	  an	  equivalent	  
network	   of	   excitatory	   neurons	   (pyramidal	   cells)	   coupled	   with	   inhibitory	   interneurons	   (Boerlin	   et	   al.,	  
2013;	   Brendel	   et	   al.,	   2017)	   (see	   Fig	   1D).	   While	   this	   connection	   can	   be	   set	   by	   hand,	   any	   network	  
composed	   of	   pyramidal	   cells	   recurrently	   connected	   with	   interneurons	   will	   self-­‐organize	   into	   an	  
autoencoder	  as	  long	  as	  inhibitory	  connections	  are	  trained	  to	  cancel	  excitation	  as	  closely	  as	  possible.	  For	  
example,	  inhibitory	  connections	  can	  be	  trained	  to	  minimize	  the	  postsynaptic	  membrane	  potential:	  if	  the	  
postsynaptic	   neuron	   is	   depolarized	   at	   the	   time	   of	   the	   presynaptic	   spike,	   the	   inhibitory	   weight	   is	  
strengthened.	   On	   the	   contrary,	   if	   the	   postsynaptic	   neuron	   is	   hyperpolarized	   at	   the	   time	   of	   the	  
presynaptic	  spikes,	  the	  inhibitory	  weight	  is	  weakened	  [see	  Fig	  1E	  and	  (Brendel	  et	  al.,	  2017;	  Bourdoukan	  
et	  al.,	  2012)].	  The	  connections	  of	  the	  resulting	  network	  converge	  to	  their	  optimal	  weights,	  resulting	  in	  a	  
dramatic	   improvement	   in	   the	   network	   coding	   precision	   (Fig	   1F,	   top	   panels),	   a	   paradoxical	   increase	   in	  
single	   neural	   variability	   (middle	   panels)	   and	   tight	   E-­‐I	   balance	   (bottom	   panels).	   Endowed	   with	   this	  
learning	  rule,	  the	  network	  can	  also	  learn	  to	  handle	  many	  forms	  of	  biophysical	  limitations	  such	  as	  sparse	  
connections	   (Maras	  and	  Deneve,	  2017),	  noise	   (Koren	  and	  Deneve,	  2017),	  synaptic	  delays	   (Chalk	  et	  al.,	  
2016;	  Schwemmer	  et	  al.,	  2015),	  see	  also	  Fig	  4C	  .	  Because	  this	  recurrent	  inhibition	  needs	  to	  be	  fast	  and	  
reliable,	  the	  corresponding	  interneurons	  would	  mostly	  be	  driven	  by	  monosynaptic,	  fast	  AMPA	  synapses	  
from	  excitatory	  neurons,	   targeting	  the	  soma	  and	  relying	  on	   ionic	   (GABA-­‐A)	  neurotransmission	  (e.g.	  PV	  
interneurons).	  	  There	  is	  strong	  evidence	  for	  balanced	  E-­‐I	  in	  cortex	  (Denève	  and	  Machens,	  2016).	  	  
Note	   that	   once	   the	   network	   has	   learned	   to	   track	   and	   cancel	   its	   own	   input,	   purely	   local	   biophysical	  
entities	   such	   as	   spikes	   and	   membrane	   potential	   have	   acquired	   functional	   meanings	   in	   terms	   of	   the	  
global	  objective	  solved	  by	  the	  network	  (i.e.	  representing	   its	  signal	  efficiently).	  For	  example,	  a	  neuron’s	  
membrane	   potential	   now	   represents	   an	   integration	   of	   the	   global	   coding	   error	   projected	   onto	   the	  
feedforward	  weights	  𝐅.	  A	  spike	  occurs	  when	  this	  error	  has	  reached	  a	  threshold,	  and	  thus	  needs	  to	  be	  
corrected.	   	  As	  we	  will	   see,	   the	  same	  principle	  translates	  to	  a	  network	  that	  computes	  more	   interesting	  
functions	  of	  its	  inputs.	  	  
Adaptive	  learning	  of	  arbitrary	  dynamical	  systems	  
Let	  us	  now	  move	  to	  the	  next	  stage,	  and	  consider	  how	  one	  could	  learn	  an	  efficient	  implementation	  of	  any	  
function	  of	   the	   inputs	   (rather	   than	   just	  an	  efficient	   representation	  of	   these	   inputs).	   	  Since	  both	   inputs	  
and	   outputs	   vary	   over	   time,	   such	   function	   could	   be	   formalized	   as	   a	   dynamical	   system,	   i.e.	  𝐱 = −𝐱 +
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  𝑓(𝐱) + 𝐬,	   where  𝐬	   is	   the	   input,  𝐱	   is	   the	   time	   varying	   state	   to	   be	   represented	   internally,	   and	   𝑓	   is	   a	  
function	  describing	  the	  dynamics	  of	  𝐱.	   	  For	  the	  sake	  of	  concreteness,	  we	  provide	  a	  specific	  example	  in	  
the	  framework	  of	  sensorimotor	  control	   in	  Table	  1.	  Thus,	  𝐱	  could	  correspond	  to	  the	  dynamical	  state	  of	  
our	  arm	  and	  𝐬	   could	   correspond	   to	  an	  efference	   copy	  of	   the	  motor	   commands	   that	  were	   sent	   to	   the	  
spinal	  cord.	  	  The	  function	  f	  would	  represent	  an	  internal	  model	  of	  the	  arm	  dynamic,	  able	  to	  predict	  the	  
arm	  trajectory	  based	  solely	  on	  its	  initial	  position	  and	  the	  sequence	  of	  motor	  commands.	  Such	  “forward	  
models”	  have	  been	   identified	  as	  key	  components	   in	  building	  sensorimotor	  neural	  controllers	   (Wolpert	  
and	  Ghahramani,	  2000;	  Haruno	  et	  al.,	  2001).	  	  
	  
Table	  1	  approximately	  here	  
	  
Let	  us	  build	  this	  forward	  model	  step	  by	  step,	  starting	  from	  our	  initial	  “unfolded”	  autoencoder	  (as	  seen	  in	  
Fig	  1B).	  First,	   let	  us	  note	  that	  we	  can	  already	  interpret	  the	  previously	  described	  autoencoder	  model	  as	  
performing	   an	   elementary	   computation,	   namely	   a	   leaky	   integration	   [i.e.	   𝑓 𝐱 = 0].	   	   For	   this,	   we	  
consider	  the	  input	  s	  as	  a	  leaky	  derivative	  of	  a	  state	  variable  𝐱,	  defined	  by	  	  𝐱 + 𝐱 =   𝐬  .	   	  Meanwhile,	  we	  
interpret	  the	  network	  output	  as	  an	  estimate	  of	  this	  state	  variable,	  i.e. 𝐬 =   𝐱 + 𝐱	  (Fig	  2A).	  Importantly,	  
this	   is	   still	  exactly	   the	   same	  network	   as	   in	   Fig	   1B.	   	   Since	   this	   autoencoder	   network	  works	   by	   actively	  
cancelling	  its	  own	  input,	  it	  automatically	  enforces	  that	  𝐱 = −𝐱 + 𝐬.	  In	  other	  words,	  the	  autoencoder	  can	  
be	  seen	  as	   implementing	  a	   leaky	   integration	  of	  the	  input	  signal  𝐬.	   	  To	  recover	  the	  state	  variable	  𝐱,	  the	  
spike	  trains	  have	  to	  be	  filtered	  then	  multiplied	  by	  the	  decoding	  weights	  𝐃.	  	  
This	  may	   appear	   as	   a	   useless	   exercise	   at	   first,	   but	   this	   reinterpretation	   of	   the	   autoencoder	   becomes	  
interesting	  once	  we	  consider	  how	  a	  non-­‐zero	  dynamical	  function	  𝑓 𝐱 	  could	  be	  implemented.	  For	  this,	  
we	  incorporate	  an	  additional	  loop	  to	  the	  autoencoder	  (magenta	  in	  Fig	  2C)	  whose	  goal	  is	  to	  approximate	  
f	   (magenta	   in	   Fig	   2B).	   This	   approximation	   is	   injected	   back	   into	   the	   network	   as	   if	   it	  was	   an	   additional	  
input.	   	  This	  “predictive	  loop”	  combines	  the	  filtered	  output	  spike	  trains	  with	  a	  set	  of	  “slow”	  connection	  
weights	  in	  order	  to	  approximate	  the	  state	  dynamic	  function	  𝑓(𝐱).	  These	  connections	  are	  called	  “slow”	  
because	  the	  spikes	  are	  convolved	  with	  an	  exponential	  before	  they	  are	  added	  to	  the	  inputs,	  whereas	  the	  
negative	   loop	   (fast	   connections)	   subtracts	   the	   spikes	   directly.	   This	   is	   all	   that	   is	   required	   if	   the	   state	  
dynamics	  𝑓	  is	  linear.	  If	  a	  nonlinear	  transfer	  function	  (e.g.	  a	  dendritic	  or	  synaptic	  nonlinearity)	  is	  applied	  
to	   the	   neural	   responses	   before	   they	   are	   combined,	   any	   nonlinear	   function	   𝑓	   can	   be	   closely	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approximated	   (Eliasmith	   and	   Anderson,	   2004;	   Eliasmith,	   2005;	   Thalmeier	   et	   al.,	   2016;	   Abbott	   et	   al.,	  
2016;	  Alemi	  et	  al.,	  2017).	  
	  
Figure	  2	  approximately	  here	  
	  
With	  the	  addition	  of	  the	  predictive	  loop	  (magenta	  in	  Fig	  2B),	  the	  effective	  input	  to	  the	  network	  becomes	  𝐬 − 𝐱 − 𝐱 + 𝑓(𝐱).	  Since	  the	  negative	  loop	  is	  still	  in	  place,	  the	  network	  actively	  cancels	  this	  total	  input	  at	  
the	  short	  time-­‐scale	  and	  ensures	  that	  𝐱 = −𝐱 + 𝑓(𝐱)  +  𝐬,	  and	  thus	  that	  the	  state	  estimate	  automatically	  
follows	  the	  desired	  dynamics.	  	  For	  example,	  with	  the	  appropriate	  set	  of	  slow	  connection	  weights,	  such	  a	  
network	   could	   represent	   and	   update	   an	   internal	   estimate	   of	   arm	   position	   based	   solely	   based	   on	   the	  
efference	  copy	  of	  the	  motor	  commands.	  	  We	  will	  refer	  to	  this	  network	  as	  a	  “predictive	  autoencoder”.	  	  	  	  	  	  	  
To	  get	  a	  more	  biologically	  plausible	  network,	  we	  can	  fold	  it	  again	  and	  replace	  the	  two	  sets	  of	  feedback	  
loops	   with	   two	   sets	   of	   recurrent	   connections	   within	   the	   network	   (Fig	   2C).	   We	   obtain	   a	   recurrent	  
network	  with	   two	   types	  of	   connections.	  As	  previously,	   fast	   connections	   implement	   the	  negative	   loop,	  
and	  are	  competitive	   in	  nature	   (similar	   tuned	  neurons	   inhibit	  each-­‐other).	  They	  could	  be	   implemented	  
and	   learned	   by	   inhibitory	   interneurons	   interconnected	   with	   the	   pyramidal	   cells	   (see	   Fig	   1D	   and	   the	  
previous	   section	   on	   the	   autoencoder)	   and	   should	   use	   fast	   synapses	   with	   ionic	   receptors	   (e.g.	  
AMPA/GABA-­‐A)	  in	  order	  to	  update	  the	  postsynaptic	  neuron’s	  membrane	  potential	  as	  quickly	  as	  possible.	  
Slow	   connections,	   on	   the	   other	   hand,	   implement	   the	   predictive	   loop.	   The	   input	   that	   they	   provide	   to	  
postsynaptic	  cells	  corresponds	  to	  an	  increase	  in	  postsynaptic	  currents	  followed	  by	  an	  exponential	  decay.	  
These	  could	  be	  implemented	  by	  slower	  metabolic	  channels	  (e.g.	  NMDA/GABA-­‐B)	  and	  correspond	  either	  
to	   direct	   connections	   between	   pyramidal	   cells,	   or	   disynaptic	   inhibition	   using	   another	   type	   of	  
interneuron,	  in	  the	  case	  of	  negative	  weights.	  In	  contrast	  to	  fast	  connections,	  slow	  predictive	  connections	  
are	  cooperative	  in	  nature:	  similarly	  tuned	  cells	  tend	  to	  excite	  each	  other.	  They	  will	  also	  differ	  from	  the	  
fast	   connections	   by	   their	   learning	   rules:	   rather	   than	   an	   unsupervised	   learning	   based	   on	   balancing	  
excitation	  and	  inhibition	  in	  the	  postsynaptic	  cell,	  slow	  connections	  will	  be	  trained	  based	  on	  a	  feedback	  
from	  the	  network’s	  own	  output	  errors	  (see	  next).	  When	  making	  the	  network	  more	  biologically	  plausible,	  
the	  detailed	  dynamics	  of	  synapses	  turns	  out	  to	  be	  relatively	  unimportant.	  However,	  one	  crucially	  needs	  
connections	   with	   different	   time	   scales	   (i.e.	   filtering	   properties)	   to	   take	   on	   (and	   learn)	   the	   strikingly	  
different	  roles	  of	  the	  negative	  loop	  and	  the	  predictive	  loop.	  Indeed,	  it	  is	  the	  interplay	  of	  fast	  competition	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with	   slower	   cooperation	   that	   allows	   the	   network	   to	   produce	   the	   desired	   dynamics	   while	   remaining	  
efficient	  and	  robust	  (see	  Fig	  4D).	  	  	  	  	  	  
Before	  we	  consider	  how	  the	  slow	  synapses	  can	  be	  learned,	  it	   is	  interesting	  to	  compare	  this	  framework	  
with	   the	   “Neural	   Engineering	   Framework”	   (NEF)	   (Eliasmith,	   2005;	   Eliasmith	   and	   Anderson,	   2004)	   in	  
Fig	  2D.	  The	  NEF	  is	  similar	  to	  ours,	  in	  that	  the	  network	  injects	  a	  prediction	  of	  its	  dynamics	  back	  into	  itself	  
(replaced	  by	  recurrent	  connections	  in	  its	  folded	  form).	  The	  big	  difference,	  however,	  is	  that	  NEF	  does	  not	  
have	   a	   fast	   corrective	   loop.	   It	   reproduces	   the	   dynamics	   by	   approximating	   the	   derivative	   of	   the	   state	  
dynamics	   and	   adding	   this	   derivative	   to	   the	   input,	   but	   it	   does	   not	   confront	   this	   prediction	   with	   the	  
current	   network	   output	   in	   order	   to	   correct	   its	   own	  mistakes.	   This	   has	   clear	   implications	   in	   terms	   of	  
neural	   coding,	   learning,	   efficiency,	   and	   robustness,	   which	   are	   different	   from	   our	   framework.	   In	  
particular,	   NEF	   typically	   exhibits	   largely	   regular	   output	   spike	   trains	   and	   high	   firing	   rates,	   while	   the	  
balanced	  network	  exhibits	  irregular	  spike	  trains	  and	  much	  lower	  firing	  rates.	  The	  inherent	  robustness	  of	  
the	  balanced	  network	  might	  also	  not	  be	  present	  in	  the	  NEF	  implementations.	  	  
	  
Learning	  the	  Slow	  Connections	  
Let	   us	   now	   imagine	   that	   we	   have	   access	   to	   training	   examples,	   i.e.	   true	   state	   trajectories	   𝐱𝒅(𝑡)	   in	  
response	   to	   inputs	   𝐬(𝑡),	   but	   that	   the	   dynamic	   function	   f	   itself	   is	   unknown.	   In	   the	   case	   of	   a	   forward	  
model	  of	  arm	  dynamics	  (table	  1),	  example	  trajectories	  could	  be	  provided	  by	  sensory	  observations	  of	  the	  
arm	  trajectories	  as	  a	  result	  of	  sending	  specific	  motor	  commands	  to	  the	  spinal	  cord.	  	  The	  goal	  of	  learning	  
is	   then	   to	   train	   the	  network	   to	   reproduce	   (simulate)	   similar	   trajectories	   as	   those	  provided	  as	   training	  
examples,	  but	  also	  to	  generalize	  to	  other	  inputs	  that	  were	  never	  experienced	  before.	  For	  example,	  the	  
goal	  of	  a	  forward	  model	  of	  the	  arm	  dynamics	   is	  to	  be	  able	  to	  simulate	  the	  arm	  trajectory	   internally	   in	  
response	  to	  any	  sets	  of	  motor	  commands,	  not	  only	  those	  that	  were	  used	  previously.	  
The	   actual	   framework	   is	   derived	   from	   adaptive	   control	   theory.	   	   Here,	   we	   will	   only	   provide	   some	  
intuitions	  [For	  mathematical	  details	  of	  the	  linear	  case	  see	  (Bourdoukan	  and	  Denève,	  2015)	  and	  for	  the	  
general	  nonlinear	  case	  see	  (Sanner	  and	  Slotine,	  1992;	  Slotine	  and	  Coetsee,	  1986;	  Slotine	  and	  Li,	  1991)].	  	  
Once	   again,	  we	   start	   from	   the	  unfolded	  network	   (Fig	   3A),	  with	   its	   fast	   corrective	   and	   slow	  predictive	  
loops.	  However,	   the	  dynamics	   implemented	   initially	   is	   incorrect.	  As	  a	   result,	   the	  network	  makes	   large	  
errors:	  there	  is	  a	  large	  mismatch	  between	  the	  state	  estimate	  𝐱	  and	  the	  desired	  state	  𝐱𝒅.	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As	   we	   have	   seen	   before,	   learning	   the	   slow	   connections	   is	   not	   trivial	   due	   to	   the	   credit	   assignment	  
problem.	   In	   particular,	   changing	   a	   single	   slow	   connection	   weight	   can	   potentially	   change	   the	   future	  
activity	   of	   all	   neurons	   in	   the	   network	   and	   thus	   have	   unpredictable	   consequences	   for	   the	   network	  
output.	  But	  what	  if	  we	  could	  alleviate	  this	  non-­‐locality?	  In	  particular,	  if	  we	  could	  force	  the	  neural	  activity	  
to	   already	   generate	   near	   optimal	   outputs,	   we	   could	   use	   the	   resulting	   neural	   activity	   as	   a	   target	   for	  
learning,	  without	  having	   to	  worry	  about	  unpredictable	  consequences	  on	   the	   rest	  of	   the	  network.	  This	  
can	  be	  achieved	  by	  adding	  a	  third	  “control”	  loop	  to	  the	  network,	  this	  time	  injecting	  into	  the	  network’s	  
input	   its	  own	   supervised	  error	  multiplied	  with	  a	  positive	  gain	  𝐾,	   i.e.	  𝐾 𝐱  –   𝐱𝒅 	   (Fig	  3A).	   If	  𝐾	   is	   large,	  
then	   the	   supervised	   error	   feedback	   dominates	   all	   the	   others,	   and	   the	   network	   represents	  𝐱 ≈ 𝐱𝒅.	   In	  
practice	  𝐾	  does	  not	  need	  to	  be	  so	  large	  and	  the	  learning	  can	  be	  proven	  to	  converge	  as	  long	  as	  𝐾 > 0.	  In	  
a	  sense,	  this	   is	  cheating,	  since	  all	   the	   job	   is	  performed	  by	  the	  error	  feedback	  (green	  control	   loop),	  not	  
the	  network	  connections	  (magenta	  predictive	  loop).	  	  	  Nevertheless,	  we	  have	  now	  greatly	  simplified	  the	  
learning	  problem.	  	  This,	  as	  we	  will	  see	  later,	  will	  lead	  to	  a	  local	  plasticity	  rule	  for	  the	  slow	  connections.	  
Importantly,	   as	   the	   network	   learns,	   its	   output	   error	   becomes	   smaller	   and	   smaller,	   until	   it	   eventually	  
vanishes,	  i.e.	  (𝐱  – 𝐱𝒅) → 𝟎.	  When	  this	  occurs,	  the	  network	  will	  become	  entirely	  autonomous	  (i.e.	  it	  does	  
not	  rely	  on	  the	  “green”	  control	  loop	  anymore).	  	  	  
Figure	  3	  approximately	  here	  
	  
To	  achieve	  a	  more	  biologically	  plausible	  network,	  we	  fold	  the	  network	  once	  more	  to	  obtain	  a	  recurrent	  
network	  with	  slow/fast	  connections.	   In	  addition,	  each	  neuron	  in	  the	  network	  now	  receives	  a	  feedback	  
proportional	  to	  the	  difference	  between	  the	  network’s	  actual	  output	  and	  the	  desired	  output	  (Fig	  3B).	  	  In	  
the	  example	  of	  the	  arm	  forward	  model,	  this	  feedback	  would	  correspond	  to	  the	  difference	  between	  the	  
perceived	   and	   predicted	   arm	   position.	   Such	   “prediction	   error”	   could	   be	   provided	   by	   feedback	  
connections	   from	   sensory	   areas	   showing	   suppression	   of	   self-­‐generated	   sensory	   signals	   [i.e.	   sensory	  
attenuation	  (Brown	  et	  al.,	  2013)].	  
	  
The	   slow	  connections	   trained	  with	  a	   local	   synaptic	  plasticity	   rule	   corresponding	   to	   the	  product	  of	   the	  
presynaptic	  activity	  and	  the	  projection	  of	  the	  error	  feedback	  received	  by	  the	  postsynaptic	  neuron.	  This	  
could	  be	  achieved	  for	  example	  if	  the	  slow	  connections	  and	  error	  feedbacks	  targeted	  a	  similar	  dendritic	  
region	  of	  the	  postsynaptic	  neuron	  (Fig	  3C).	  A	  simple	  Hebbian-­‐type	  learning	  in	  the	  dendrite	  would	  lead	  to	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a	   progressive	   decrease	   in	   the	   error	   feedback,	   until	   it	   eventually	   disappears	   while	   the	   feedback	  
connections	  become	  silent	  (Fig	  3D	  left	  panel).	  Error	  feedbacks	  could	  also	  be	  provided	  by	  other	  means,	  
such	  as	  climbing	  fibers	  in	  the	  cerebellum	  or	  backpropagating	  error	  potentials	  in	  the	  cortex	  (Schiess	  et	  al.,	  
2016).	  	  	  
Because	   this	   framework	   is	   derived	   from	   adaptive	   control	   theory,	   it	   inherits	   its	   proof	   of	   convergence.	  
After	   learning,	   the	  network	   generates	   trajectories	   according	   to	   the	   learned	  dynamical	   system	   f	   on	   its	  
own,	  and	  can	  generalize	  to	  any	  new	  input	  signals	  (there	  is	  restriction	  of	  course,	  e.g.	  if	  the	  new	  input	  is	  
outside	   the	   range	   for	   which	   the	   network	   was	   trained).	   These	   can	   be	   directly	   inferred	   from	   adaptive	  
control	   theory.	   	   This	   typically	   requires	   very	   short	   training	   (e.g.	   the	   network	   only	   requires	   enough	  
trajectories	  to	  completely	  determine	   f,	   regardless	  of	   its	  size,	  and	  thus	  does	  not	  suffer	   from	  traditional	  
overfitting).	  	  A	  simple	  example	  is	  provided	  in	  Fig	  3E.	  In	  this	  case,	  the	  network	  was	  trained	  to	  implement	  
a	  damped	  harmonic	  oscillator.	  	  	  	  
As	   for	   the	   autoencoder,	   the	   learning	   of	   the	   dynamics	   predictive	   autoencoder	   results	   in	   biophysical	  
entities	  such	  as	  membrane	  potential,	  spikes	  and	  synaptic	  weights,	  with	  initially	  no	  clear	  relation	  to	  the	  
network	  objective,	  acquiring	  a	  very	  specific	  meaning	  as	  a	   local	  representation	  of	  a	  global	  output	  error	  
defined	   as	   the	   difference	   between	   the	   network	   output	   and	   the	   learned	   dynamical	   system.	   Because	  
these	  learning	  algorithms	  were	  derived	  from	  top-­‐down	  principles	  (efficiency	  and	  adaptive	  learning),	  they	  
could	   have	   widely	   different	   neural	   implementations	   in	   different	   areas/structures/organisms,	   or	   even	  
rely	  on	  several	  redundant	  feedback	  mechanisms	  at	  different	  spatial	  and	  temporal	  scales.	  However,	  given	  
how	   important	   it	   is	   to	   learn	   new	   tasks	   quickly,	   accurately	   and	   efficiently,	   we	   suspect	   that	   what	   we	  
describe	   here	   are	   very	   generic	   principles	   for	   neural	   processing	   and	   plasticity	   in	   sensory,	   motor	   and	  
associative	   areas.	   	  We	   suspect	   that	   similar	   principle	   could	   govern	  hierarchical	   learning	   in	   the	  brain,	   a	  
topic	  that	  we	  intend	  to	  explore	  in	  the	  near	  future	  (see	  Discussion).	  	  	  We	  also	  envision	  that	  very	  similar	  
mechanisms	   could	   implement	   reinforcement	   learning	   (by	   using	   the	   reward	   prediction	   errors	   as	   a	  
feedback)	  or	  even	  unsupervised	   learning	   (by	  using	   reconstruction	  errors	  of	   the	   integrated	   input	   itself,	  
e.g.	  the	  somatic	  membrane	  potential,	  as	  the	  error	  feedback).	  In	  the	  case	  of	  unsupervised	  learning,	  the	  
learning	  rule	  could	  be	  similar	  to	  a	  prospective	  coding	  STDP	  rule	  proposed	  recently	  for	  prospective	  coding	  
with	  spikes	  (Brea	  et	  al.,	  2016).	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Main	  properties	  and	  testable	  predictions	  
We	  make	  strong	  predictions	  for	  neural	  plasticity,	  variability	  and	  robustness,	  which	  clearly	  distinguish	  this	  
framework	   from	   all	   approaches	   based	   on	   the	   backpropagation	   algorithm,	   and	   even	   from	   its	   closest	  
relative,	  the	  Neural	  Engineering	  Framework.	  	  
Prediction	  1:	  	  As	  long	  as	  there	  are	  significantly	  more	  neurons	  than	  input	  signals,	  the	  spike	  trains	  will	  have	  
very	   low	   firing	   rates	   and	  will	   be	   asynchronous	   and	   irregular	   (apparently	   as	   noisy	   as	   cortical	   neurons)	  
even	  if	  no	  external	  noise	  is	  injected	  in	  the	  network.	  This	  contrasts	  with	  the	  NEF	  framework	  that	  exhibits	  
regular,	  reproducible	  and	  redundant	  spike	  trains	  at	  high	  rates	  (Fig.	  2D).	  This	  sparseness	  and	  variability	  of	  
spike	   trains	   is	   a	   consequence	   of	   the	   degeneracy	   in	   the	   neural	   representations	   of	   internal	   state	   or	  
external	   signals.	   	   In	   Fig	  4A,	  we	   illustrate	   this	   concept	  with	  a	  network	   composed	  of	  only	   two	  neurons,	  
with	   identical	   decoding	   weights,	   representing	   a	   one-­‐dimensional	   time	   varying	   signal.	   The	   “fast	  
connection”	   between	   the	   two	   neurons	   is	   inhibitory,	   and	   ensures	   that	   when	   one	   neuron	   spikes,	   the	  
corresponding	  decrease	  in	  the	  coding	  error	  is	  taken	  into	  account	  by	  the	  other	  neuron.	  As	  a	  result,	  when	  
an	  update	  in	  the	  representation	  is	  needed,	  only	  one	  of	  the	  two	  neurons	  spikes,	  and	  resets	  both	  neurons.	  
This,	   in	   turn,	   results	   in	   a	  maximally	   efficient	   code.	  Note	   that	   individual	   spike	   trains	   look	   irregular	   and	  
noisy,	   even	   if	   the	  global	  population	   tracks	   the	   signal	   as	  accurately	  as	  possible.	   Since	   the	   two	  neurons	  
have	  the	  same	  decoding	  weights,	   their	   firing	  order	   is	  unimportant;	  any	  small	  noise	  or	  change	   in	   initial	  
conditions	  will	  change	  this	  order	  without	  impacting	  the	  representation.	  In	  larger	  networks,	  this	  results	  in	  
asynchronous	  irregular	  spikes	  trains	  that	  resemble	  Poisson	  processes	  (see	  Fig	  1F,	  Fig	  3D,	  Fig	  4B,C).	  The	  
quality	   of	   the	   representations	   can	   only	   be	   assessed	   at	   the	   population	   level,	   not	   at	   the	   single	   neuron	  
level.	   	   In	  particular,	   the	  precision	  of	  the	  representation	  scales	   far	  better	  with	  network	  size	  than	  a	  rate	  
model	  with	  independent	  Poisson	  noise	  [see	  (Boerlin	  et	  al.,	  2013)].	  
	  
Figure	  4	  approximately	  here	  
	  
Prediction	  2:	  The	  network	  is	  robust	  to	  noise,	  perturbations	  or	  destructions	  of	  its	  neurons	  (Fig	  4).	  Indeed,	  
since	   the	  network	   constantly	   corrects	   its	   own	  mistakes,	   even	  massive	  perturbations	   such	  as	   suddenly	  
inactivating	   a	   large	   proportion	   of	   the	   neurons	   (fig	   4A,B)	   will	   be	   corrected	   automatically	   (without	  
requiring	   any	   synaptic	   plasticity,	   see	   fig	   4D).	   This	   prediction	   appear	   compatible	   with	   recent	   reports	  
regarding	   behavioral	   and	   neural	   robustness	   after	   unilateral	   inactivation	   of	   premotor	   cortex	   (Li	   et	   al.,	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2016).	   For	   a	   more	   thorough	   exploration	   of	   the	   network	   robustness,	   see	   (Barrett	   et	   al.,	   2015).	  More	  
generally,	  this	  robustness	  implies	  that	  the	  network	  can	  still	  function	  close	  to	  optimal	  despite	  biological	  
constraints	   such	  as	   realistic	   spike	  generation	  mechanisms	   (Schwemmer	  et	  al.,	  2015),	  delayed	  synaptic	  
dynamics	  (Chalk	  et	  al.,	  2016;	  Koren	  and	  Deneve,	  2017),	  sparse	  connections	  (Maras	  and	  Deneve,	  2017),	  
see	  Fig	  4C.	  	  	  
Prediction	   3:	   The	   trained	   network	   is	   very	   low	   dimensional	   (regardless	   of	   how	   large	   it	   is	   in	   terms	   of	  
number	  of	  neurons/connections).	  This	  is	  true	  for	  both	  the	  pattern	  of	  neural	  activity	  it	  generates,	  and	  for	  
the	   structure	  of	   the	   recurrent	   connections	   it	   learns.	   	   The	   low	  dimensionality	  of	   the	   fast	   connection	   is	  
first	   enforced	   by	   E-­‐I	   balance.	   In	   effect,	   it	   shapes	   neural	   activity	   such	   that	   𝐬 =   𝐃𝐫,	   resulting	   in	   a	   low	  
dimensional	   structure	  −𝐅𝐃	   for	   the	   fast	   connections.	  Meanwhile,	   the	   low	   dimensionality	   of	   the	   slow	  
connections	  is	  enforced	  by	  the	  error-­‐based,	  adaptive	  learning	  rule.	  Slow	  connections	  will	  converge	  to	  a	  
direct	  implementation	  of	  the	  learned	  dynamics	  whose	  dimensionality	  is	  imposed	  by	  𝑓,	  not	  by	  the	  total	  
number	   of	   free	   parameters	   (connection	   weights)	   in	   the	   network.	   In	   contrast,	   learning	   based	   on	  
temporal	   back-­‐propagation	   suffers	   from	   severe	   overfitting,	   and	   would	   probably	   require	   far	   longer	  
training	  to	  achieve	  the	  same	  generalization	  performance.	  
Prediction	  4:	   	   Error	   feedbacks	   (or	   feedbacks	   from	   later	  processing	  stages)	   should	  simultaneously	  drive	  
the	  network	  and	  drive	  synaptic	  plasticity.	  In	  most	  previous	  frameworks	  involving	  supervised	  learning	  in	  
recurrent	  networks,	   the	  output	  error	  was	  used	  to	   train	   the	  connections,	  but	  not	   to	  drive	   the	  network	  
itself.	  However,	  adaptive	  control	  works	  only	  if	  the	  feedback	  drives	  the	  network	  and	  pushes	  its	  activity	  in	  
the	  right	  direction	  while	  synaptic	  plasticity	  is	  taking	  place	  (i.e.	  we	  need	  𝐾 > 0,	  even	  if	  it	  does	  not	  have	  to	  
be	   very	   large).	   	   This	   appears	   compatible	   with	   the	   fact	   that	   feedback	   connections	   represent	   a	   large	  
portion	   of	   connections	   in	   the	   brain,	   strongly	   influences	   neural	   activity,	   but	   also	   modulates	   synaptic	  
plasticity	  (Gilbert	  and	  Li,	  2013;	  Zhang	  et	  al.,	  2014).	  Interestingly,	  a	  feedback	  on	  the	  network	  output	  (not	  
the	   error)	   was	   introduced	   in	   another	   framework	   (“FORCE	   learning”)	   and	   lead	   to	   largely	   improved	  
performance	  (Sussillo	  and	  Abbott,	  2009;	  Thalmeier	  et	  al.,	  2016).	  
Discussion 
We	  have	  reviewed	  a	  new	  powerful	  framework,	  along	  with	  its	  underlying	  concepts	  and	  tools,	  that	  allows	  
a	  spiking	  neural	  network	  to	  learn	  arbitrary	  tasks	  with	  maximal	  efficiency,	  while	  respecting	  basic	  neural	  
constraints	   such	   as	   local	   learning	   rule	   and	   robustness	   [for	   Dale’s	   law	   see	   supplementary	  materials	   in	  
(Boerlin	  et	  al.,	  2013)].	  The	  framework	  makes	   it	  possible	  to	   implement	  functional	  networks	  that	  exhibit	  
irregular	   spike	   trains	   very	   similar	   to	   Poisson-­‐like	   variability	   of	   spike	   trains	   observed	   in	   numerous	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experimental	   findings,	  while	  being	  extremely	  parsimonious	   in	  terms	  of	  number	  of	  neurons	  and	  spikes.	  
This	  should	  motivate	  researchers	  to	  use	  this	  model	  to	  explore	  experimental	  data	  for	  signatures	  of	  such	  
spike	  based	  (not	  rate	  based)	  coding.	  
	  We	  believe	  that	  application	  of	  adaptive	  control	  theory,	  so	  far	  relatively	  unexplored	  by	  neuroscientists	  
(at	  least	  in	  recent	  years)	  has	  a	  bright	  future	  for	  learning	  functional	  models	  of	  neural	  circuits.	  Such	  purely	  
top-­‐down	   approaches	   provide	   a	   powerful	   alternative	   to	   bottom	   up	   approaches	   (investigating	   the	  
influence	  of	  a	  phenomenologically	  observed	  learning	  rule	  on	  network	  dynamics,	  i.e.	  (Vogels	  et	  al.,	  2011),	  
or	  reservoir	  computing	  approaches	  such	  as	  FORCE	  learning	  (Sussillo	  and	  Abbott,	  2009).	  It	  also	  raises	  the	  
enticing	   possibility	   that	   neural	   representations	   are	   much	   more	   organized	   and	   meaningful	   than	   they	  
normally	  would	  be	  in	  a	  complex	  hierarchical	  and	  recurrent	  network	  like	  the	  brain.	  All	  that	  is	  required	  is	  a	  
tight	   maintenance	   of	   E-­‐I	   balance	   everywhere	   in	   the	   circuit	   and	   feedback	   connections	   conveying	   the	  
difference	  between	  the	  network	  output	  and	  its	  objective.	  	  Note	  that	  this	  feedback	  has	  not	  one,	  but	  two	  
essential	   roles:	  1)	   its	  projection	  drives	  the	  network	   into	  the	  right	   trajectory	  2)	   its	  projection	   is	  directly	  
accessible/available	   to	   each	   neuron	   and	   used	   as	   the	   postsynaptic	   term	   in	   the	   learning	   of	   the	   slow	  
connections.	  It	  would	  be	  interesting	  to	  look	  for	  experimental	  evidence	  for	  the	  simultaneous	  presence	  of	  
these	  two	  roles	  in	  biological	  neural	  networks.	  
The	   framework	   is	   capable	   of	   learning	   highly	   efficient	   neural	   implementations	   for	   a	   variety	   of	  
behaviorally	  relevant	  computations.	  For	  example,	  it	  can	  be	  used	  to	  implement	  working	  memory	  (Boerlin	  
and	  Denève,	   2011;	  Vertechi	   et	   al.,	   2014),	   dynamical	   systems	   for	   sensorimotor	   systems	   (Boerlin	   et	   al.,	  
2013),	  and	  to	   implement	  nonlinear	  dynamical	  systems	  with	  the	  help	  of	  synaptic	  nonlinearity	  (Alemi	  et	  
al.,	   2017;	   Thalmeier	   et	   al.,	   2016).	   	   Furthermore,	   the	   framework	   is	   generic	   enough	   to	   be,	   in	   principle,	  
extended	  to	  hierarchical	  neural	  circuits	  in	  which	  hidden	  layer	  neurons	  do	  not	  have	  direct	  access	  to	  the	  
global	  error.	  	  
Lastly,	   it	  might	  be	  worth	  highlighting	   the	  emerging	   role	  of	   the	  E-­‐I	   balance	  and	  homeostasis	   as	   crucial	  
ingredients	  for	  neural	  information	  processing,	  computation	  and	  learning.	  Theoretical	  neuroscience	  field	  
has	  long	  been	  seeking	  principles	  for	  developing	  mathematical	  theories	  that	  advance	  our	  understanding	  
of	  mechanisms	  and	  functions	  of	  neural	  circuits.	  Adaptive	  learning	  and	  efficient	  coding	  are	  part	  of	  these	  
mathematical	   theories.	   E-­‐I	   balance	  might	   a	   priori	   look	   like	   a	   phenomena	  observed	   in	   cortical	   circuits,	  
due	   to	   biological	   constraints	   at	   the	   implementation	   level	   (i.e.	   keep	   neural	   activity	   in	   check,	   avoid	  
synchronization…),	   but	  without	   being	   a	   computational	   principle	   at	   the	   algorithmic	   level	   (like	   efficient	  
coding	   is).	  What	  we	  show	  here	  is	  that	  E-­‐I	  balance,	  efficient	  coding	  and	  adaptive	   learning	  are	   in	  fact	  so	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intimately	  linked	  in	  a	  spiking	  network	  that	  they	  might	  be	  considered	  as	  different	  sides	  of	  the	  same	  coin.	  	  
It	  would	  be	  interesting	  to	  explore	  the	  implications	  of	  disruption	  of	  such	  tight	  balance.	  According	  to	  the	  
theory	  outlined	  here,	  an	  outcome	  of	  gradually	  disrupting	   the	   tight	  E-­‐I	  balance	   is	  a	  degradation	  of	   the	  
task	   and	   learning	   performance,	   which	   is	   generally	   consistent	   with	   implication	   of	   such	   disruptions	   in	  
neurological	  and	  psychiatric	  disorders	  (Eichler	  and	  Meier,	  2008;	  Yizhar	  et	  al.,	  2011;	  Žiburkus	  et	  al.,	  2013;	  
Denève	  and	  Jardri,	  2016;	  Jardri	  and	  Deneve,	  2015).	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Figure	   1:	   Autoencoder	   network	   and	   learning	   of	   a	   tight	   E-­‐I	   balance.	   	   A.	   Structure	   of	   the	   recurrent	  
network.	   Interconnected	   leaky	   integrate	   and	   fire	   neurons	   receive	   a	   time-­‐varying	   input	   𝐬(t)	   with	  
feedforward	  weights	  𝐅.	  Output	  spikes	  (vertical	  bars)	  are	  multiplied	  by	  the	  decoding	  weights	  𝐃,	  providing	  
an	  instantaneous	  estimate	  of	  the	  input,	  𝐬(t).	  	  B.	  In	  this	  unfolded	  version	  of	  the	  autoencoder	  network,	  the	  
decoded	   estimate	   is	   subtracted	   from	   the	   input.	   	   C.	   Recurrent	   network	   equivalent	   to	   the	   unfolded	  
network	  in	  panel	  B.	  D.	  Equivalent	  network	  of	  pyramidal	  cells	  and	  interneurons.	  Interneurons	  inhibit	  the	  
pyramidal	   cells	   via	   a	   fast	   inhibitory	   connection	   with	   weight	  𝐖𝐟.    	   E.	   	   Learning	   rule	   for	   training	   fast	  
connections:	   the	  synaptic	  weight	   is	  adjusted	   to	  exactly	   reset	   the	  postsynaptic	  membrane	  potential	   (in	  
red)	  at	  the	  time	  of	  the	  pre-­‐synaptic	  spike	  (black).	  It	  is	  in	  fact	  a	  Hebbian-­‐inhibitory	  learning	  rule	  with	  the	  
weight	  changed	  according	  to	  the	  product	  of	  pre-­‐	  synaptic	  spikes	  and	  post-­‐synaptic	  membrane	  potential	  
(Brendel	  et	  al.,	  2017;	  Bourdoukan	  et	  al.,	  2012).	  F.	  The	  reconstruction	  𝐬	  (in	  blue)	  of	  the	  input	  signal	  𝐬	  (in	  
red)	   is	  much	  more	  precise	  after	   learning.	  Raster	  plots	   show	  the	  spiking	  activity	   in	   the	  network	  before	  
(left	  panel)	  and	  after	  learning	  (right	  panel).	  	  [Top	  and	  middle	  panels	  are	  adapted	  from	  (Bourdoukan	  and	  
Denève,	   2015)].	   In	   the	   bottom	   [adapted	   from	   (Brendel	   et	   al.,	   2017)],	  we	   schematized	   how	   excitation	  
dominates	   in	   the	   network	   before	   learning,	   resulting	   in	   regular	   spike	   trains,	   while	   inhibitory	   current	  
closely	   tracks	   excitatory	   current	   after	   learning	   (with	   a	   short	   time-­‐lag,	   see	   inset).	   Excitatory	   (red),	  
inhibitory	  (blue)	  and	  total	  currents	  are	  shown	  above,	  membrane	  potentials	  shown	  below.	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Figure	   2:	   Dynamic	   autoencoder	   implementing	   a	   dynamical	   system	   efficiently.	   A.	   Alternative	  
interpretation	   of	   the	   unfolded	   autoencoder	   in	   Fig	   1B.	   B.	   Unfolded	   network	   with	   the	   addition	   of	   a	  
predictive	  loop	  approximating	  the	  state	  dynamics	  (in	  magenta).	  Blacks	  Bars	  represent	  the	  spikes	  in	  the	  
fast	   corrective	   loop.	   Black	   continuous	   lines	   represent	   the	   filtered	   spike	   train	   in	   the	   slower	   predictive	  
loop.	  C.	  Folded	  network	  where	  the	  fast	  corrective	  loop	  are	  replaced	  by	  fast	  connections	  (blue)	  resulting	  
in	  fast	  (exponential	  kernel)	  postsynaptic	  potential	  (PSP).	  The	  slow	  predictive	  loop	  is	  replaced	  by	  another	  
set	  of	  connections	   (magenta)	  with	  slower	  PSP	   (exponential	  kernel	  convolved	  with	   itself).	  D.	  Schematic	  
representation	   of	   an	   unfolded	   network	   in	   Neural	   Engineering	   Framework	   (Eliasmith	   and	   Anderson,	  
2004).	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Figure	  3:	  Learning	  the	  slow	  connections.	  A.	  Unfolded	  network	  with	  the	  addition	  of	  the	  error	  feedback	  (in	  
green).	  The	  desired	  trajectory	  is	  provided	  as	  a	  teaching	  signal	  and	  subtracted	  from	  the	  network	  estimate	  
before	  being	  fed-­‐back	  into	  the	  input.	  B.	  Equivalent	  folded	  network.	  C.	  Schema	  representing	  the	  learning	  
of	  the	  slow	  connections.	  The	  change	  in	  connection	  weights	  is	  proportional	  to	  the	  product	  between	  the	  
presynaptic	  firing	  rate	  and	  the	  postsynaptic	  error	  feedback.	  Thus,	  when	  a	  presynaptic	  input	  is	  correlated	  
with	  the	  error	  feedback,	  its	  weight	  (𝑤)	  is	  increased.	  When	  a	  presynaptic	  input	  is	  anti-­‐correlated	  with	  the	  
error	   feedback,	   its	  weight	   (𝑤)	   is	   decreased.	   Eventually,	   the	   error	   feedback	   is	   cancelled	   and	   does	   not	  
contribute	   anymore	   to	   the	   learning	   or	   neural	   activity.	   	   D.	  The	   output	   of	   the	   network	   (red)	   and	   the	  
desired	  output	   (blue),	  before	   (left)	  and	  after	   (right)	   shown	   for	   learning	  a	  damped	  harmonic	  oscillator.	  
The	  black	  solid	  line	  on	  the	  top	  shows	  the	  impulse	  command	  that	  drives	  the	  network.	  At	  the	  bottom,	  the	  
spike	   trains	   of	   all	   network	   neurons	   are	   shown	   as	   a	   raster	   plot.	   E.	  Comparison	   between	   the	   learned	  
weights	   and	   their	   predicted	   weights	   based	   on	   the	   optimal	   closed	   form	   solution	   for	   the	   damped	  
harmonic	  oscillator.	  Panel	  D	  and	  E	  are	  taken	  from	  (Bourdoukan	  and	  Denève,	  2015).	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Figure	  4:	  Robustness	  of	  the	  predictive	  auto-­‐encoder.	  	  A.	  A	  toy	  example	  of	  two	  neurons	  reconstructing	  a	  
continuous	   input	  signal	   (black:	   filtered	   input	  signal,	  blue:	   filtered	  spike	  train);	  Bottom	  panels	  show	  the	  
membrane	   potential	   and	   spike	   trains	   of	   the	   two	   neurons	   (adapted	   from	   Barrett	   et	   al,	   2016).	  	  	  	  	  	  	  	  	  
B.	  Robustness	  of	  a	  network	  of	  200	  neurons	  implementing	  a	  perfect	  integrator	  (adapted	  from	  Boerlin	  et	  
al,	  2013).	  Top	  panel	  shows	  the	  input	  signal,	  dots	  the	  spikes,	  blue	  and	  red	  lines	  the	  desired	  and	  estimated	  
state,	   colored	   boxes	   indicate	   time	   periods	   during	   which	   a	   quarter	   of	   all	   neurons	   were	   inactivated.	  	  	  
C.	  Network	   performance	   (100	   neurons)	   before	   (left	   panel)	   and	   after	   learning	   (two	   middle	   panels)	  
compared	  to	  a	  population	  of	  neurons	  with	  independent	  Poisson	  noise	  (right	  panel).	  	  All-­‐to-­‐all	  connected	  
network	   with	   instantaneous	   synapses	   ‘”after”	   is	   compared	   to	   a	   “realistic”	   network	   with	   50%	  
connections	   of	   the	   connections	  missing,	   AMPA-­‐like	   synaptic	   dynamics	   and	   large	   amount	   of	   noise	   [for	  
details	   see	   (Brendel	   et	   al.,	   2017)].	   	   C.	   Schema	   illustrating	   the	   interplay	   and	   fast	   and	   slow	   synapse	   to	  
ensure	  the	  network	  robustness	  and	  efficiency.	  Left	  panel:	  During	  a	  time	  interval	  Δ,	  the	  represented	  state	  
moves	   from	  𝐱(𝑡)	   to	  𝐱 𝑡 + Δ 	   thanks	  to	  the	  slow	  connection.	  Neural	  activity	  moves	  between	  two	   lines	  
defined	  as	  𝐃𝐫 𝑡 = 𝐱(𝑡)	  and	  𝐃𝐫 𝑡 + Δ = 𝐱 𝑡 + 𝛥 .	  For	  illustration	  purposes,	  the	  network	  has	  only	  two	  
neurons	   with	   𝐃 = [1,1],	   albeit	   robustness	   typically	   requires	   more	   neurons.	   The	   elongated	   blob	  
represents	   the	   objective	   function	   minimized	   by	   the	   network	   (reconstruction	   error	   +	   cost	   of	   neural	  
activity,	   lighter	   colors	   corresponding	   to	   a	   more	   efficient	   code).	   Middle	   panel:	   result	   of	   a	   sudden	  
perturbation	  of	  neural	  activity	  (orange	  arrow).	  With	  no	  fast	  connections,	  the	  perturbation	  propagates	  to	  
the	  future	  state	  estimates.	  With	  fast	  connections	  (right	  panel),	  the	  activity	   is	  brought	  back	  toward	  the	  
optima	  so	  quickly	  that	  the	  slow	  dynamics	  (and	  thus,	  the	  state	  estimate)	  remains	  unperturbed.	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Mathematical	  
Symbol	  
Meaning	  in	  the	  
model	  
Example	  in	  motor	  cortex	  
Putative	  
physiological	  
Mechanism	  
𝐃	   Decoder	   Readout	  weights	  for	  predicting	  arm	  position	  from	  neural	  
activity	  
	  
𝐅	   Feedforward	  
connections	  
Efference	  copy	  input	  strength	  
on	  each	  neuron	  
AMPA/GABA-­‐A	  
𝐖𝒇,𝒘𝒇	   Fast	  connections	   Connections	  to	  a	  from	  
inhibitory	  interneurons	  
AMPA/GABA-­‐A	  
𝐖𝒔,𝒘𝒔	   Slow	  connections	   Recurrent	  connections	  
between	  pyramidal	  cells	  
NMDA/GABA-­‐B	  
𝐱𝒅(t)	   Desired	  dynamical	  
variables	  
Actual	  arm	  position	  
Sensory	  feedback	  
(proprioceptive,	  
visual	  …)	  𝐱(t)	   Estimated	  
dynamical	  variables	  
Internal	  representation	  of	  arm	  
position	  
	  
𝐬(𝒕)	   Input	  signal	   Efference	  copy	  of	  motor	  
command	  
	  
𝐬(𝒕)	   Estimated	  input	   Internal	  representation	  of	  the	  
efference	  copy	  
	  
𝒇(𝐱)	   Estimated	  state	  
dynamics	  
Forward	  model	  of	  arm	  
dynamics	  
	  
𝐱(𝒕) − 𝐱𝒅(𝒕)	   Error	  feedback	   Mismatch	  between	  predicted	  
and	  perceived	  arm	  position	  
Prediction	  error	  
feedback	  from	  
sensory	  areas	  𝐨(𝒕)	   Spike	  trains	   	   	  𝐫(𝒕)	   Filtered	  spike	  trains	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Table	  1:	  The	  math	  symbols	  used	  in	  this	  paper	  and	  their	  corresponding	  meanings.	  An	  example	  of	  learning	  
a	  forward	  model	   in	  sensorimotor	   learning	  and	  putative	  physiological	  mechanisms	  are	  provided	  for	  the	  
quantities.	  
	  
