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  III 
Abstract 
Lessons learned and the knowledge gained from previous projects could save a considerable 
amount of time and budget in planning and construction of future projects. In the process of 
knowledge and experiment reuse, finding the most similar case(s) to the current project is critical 
and therefore, a number of methods have been developed which use different variables to represent 
each specific sub-area of knowledge and also to measure the similarity of the documented cases to 
the current project.  
It is hypothesized that the hierarchy of project activities, which is represented as Work 
Breakdown Structure (WBS) of the project, encompasses the entire scope of the project and 
contains the necessary information to measure the semantic similarity of construction projects. 
Thus, WBS could be used as an appropriate representative of the projects. In this research project, 
a novel method is proposed to assess the semantic similarity of projects by means of Natural 
Language Processing (NLP) techniques. In this method, the current project is compared with the 
documented as-built projects based on their WBS and the most similar ones to the current project 
are retrieved. 
The proposed WBS similarity measurement is implemented using two metrics, (1) node 
similarity that compares the semantics of elements in two WBSs; (2) structural similarity which 
compares the topology of Work Breakdown Structures. The proposed processes to estimate each 
of these two metrics produce a similarity score between 0 and 1. The average of these two scores 
provides the final similarity score between two WBSs. The method was tested using nine WBS 
test samples with promising results in compliance with similarity properties. Finally, the metrics 
were experimentally evaluated in terms of precision and recall. The results showed that the 
structural similarity slightly outperformed the other metric.  
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Chapter 1: Introduction 
1.1. Background and research motivation  
Construction managers and project planners typically make their decisions based on the 
knowledge gained from previous projects (Tah et al. 1999). Effective reuse of the gained 
knowledge can improve construction processes and reduce the time and cost of solving problems 
(Tserng and Lin 2004). If the experience and knowledge gained in projects are electronically 
captured and shared, then the same issues should not be faced repeatedly. By reusing lessons 
learned, the need to refer to the similar past projects could be increased, the efforts to solve current 
issues could be reduced, and effective solutions could be undertaken to address the problems 
(Tserng and Lin 2004). 
Research efforts on reusing the gained knowledge have a long history in construction and project 
management domains, which are explained in Chapter 2. One of the important approaches in this 
area is case-based reasoning (CBR), which is a technique for problem solving by recalling similar 
past problems (Riesbeck and Schank 2013), and the solution of the similar past cases could be 
adapted to the new problem (Chen et al. 2008). The main limitation of CBR is due to applicability 
of proposed methods only on retrieving small documents with specific features.  Defining the right 
features to appropriately differentiate the cases has been a main challenge for researchers. 
More recently, “knowledge management” and “semantic webs” methods have been used for the 
retrieval of knowledge in construction domain, but reusing the knowledge was not the main 
purpose of these research studies and a solid method for knowledge retrieval has not been 
introduced yet.  
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Since a comprehensive extraction of domain knowledge is difficult, usually the domain 
knowledge is broken down into a hierarchy of interrelated problem elements and the research 
efforts have focused on storage and retrieval of small part of the entire documents and knowledge 
obtained from past projects, such as the schedules, drawings, designs, and cost estimation data. 
These approaches do not consider the entire scope of construction projects to estimate the 
similarity of projects. In other words, the problem is defined as a small part of the bigger problem 
(which is the entire construction project) in the retrieval process. In this study, however, the 
definition of the problem is changed from the small sub-areas to the entire scope of the projects. 
Therefore, a comprehensive method is needed to compare a representative form of the 
documented projects with the existing project, and order the documented projects based on their 
similarity to the current project. Since the Work Breakdown Structure (WBS) of a project should 
include the total scope of the project work (Project Management Institute 2017), WBS is 
considered as a potential representative of construction projects. Therefore, a novel method is 
proposed to measure the semantic similarity of the WBSs of two projects, which calculates a score 
between 0 and 1 to determine the semantic similarity of two WBSs. 
1.2. Research objectives 
The main objective of this research project is to develop a method which compares the WBS of 
a new construction project with the WBSs of documented projects to find the most similar projects. 
The overall scope of this thesis is to peruse the following objectives: 
1. Developing WBS sample tests to evaluate the proposed method. 
2. Encoding WBS of projects into a computer readable language. 
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3. Developing semantic similarity measurements based on Natural Language Processing 
(NLP) techniques to compare a given WBS with the WBS of all documented projects to 
find the most similar project(s). 
4. Evaluating performance of the retrieval results based on a set of experiments. 
1.3. Research methodology 
The schematic workflow of this research is presented in Figure 1. It consists of three main phases: 
1) Encoding WBS of projects to computer readable language; 2) developing metrics to compare 
the semantic and structural similarity of WBSs; 3) calculating a similarity score between 0 and 1 
which determines the similarity of two WBSs and their corresponding projects. Details of the 
proposed methods are presented in Chapter 3. 
1.4. Thesis organization  
This thesis consists of five chapters. Chapter 1 introduces the background, main concepts, and 
principles of knowledge reuse and documentation of previously completed projects. Then, it 
explains research motivations and objectives of this thesis, as well as a summary of the 
methodology. Chapter 2 presents the literature review related to this thesis. It discusses different 
methods which have been proposed for knowledge reuse in the construction domain. Afterward, 
the details of the methods used to develop this framework are described in Chapter 3. In this chapter, 
the details of the proposed metrics to compare two WBSs are explained. Chapter 4 presents 
development of WBS test samples and the results of experiments to evaluate the performance of 
this system. Chapter 5 summarizes the findings of this research, highlights its limitations, and 
provides recommendations for future developments. 

 5 
Chapter 2: Literature Review  
2.1. Introduction 
After completion of each construction project, a large amount of knowledge and experience will 
be gained. They include information and documents which are typically generated during the 
progress of the project. Forming of the knowledge starts from the very first step, when the idea of 
the project is created, to the very last step, which is the commissioning of the facility (Kamara et 
al. 2002). 
The knowledge can be classified as tacit or explicit (Addis 2016). The expression of tacit 
knowledge in a formal language is difficult and this knowledge is stored in the mind of employees 
and managers involved in a project (Tserng and Lin 2004). Explicit knowledge can be represented, 
stored, shared, and effectively applied (Tserng and Lin 2004). Explicit knowledge is documented 
by organizations in different forms, such as reports, articles, manuals, patents, audios, videos, 
software, and etc. (Tiwana 2000). 
Once a project is completed, involved organizations might gradually lose related data and 
information over time (Tah et al. 1999). Without a systematic approach for storing documented 
knowledge, this information, including the tacit and explicit knowledge, can be lost after a period 
of time (Tah et al. 1999). 
Although the memory of individuals involved in each project stores the knowledge, human 
memory might fade away over time. In addition, it is possible that organizations lose the 
information stored in the memory of their expert employees when they leave the company (Tah et 
al. 1999; Joe et al. 2013) . As a result, reliable methods are needed to capture the lessons learned 
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and to retrieve them in future similar cases. 
The tacit knowledge, which is stored in employees’ mind, could result in a loss of valuable 
project-related experiences and knowledge. Moreover, the information gathered by a construction 
manager could not be used by others, which would result in repeating mistakes that could have 
been avoided if the appropriate knowledge was transferred. 
This chapter discusses the three important areas in construction research domain which mostly 
focused on knowledge reuse. These topics include “case-based reasoning”, “knowledge 
management in construction”, and more recently the development of “semantic webs” in 
construction. After clarifying the gap in the literature, the definition of WBS and its features are 
discussed. 
2.2. Case-based Reasoning  
Artificial Intelligence (AI) can solve complex problems by attempting to copy human perception, 
learning, and reasoning (Chen et al. 2008). There are different AI techniques, such as case-based 
reasoning, rule-based systems (Hayes-Roth 1985), neural networks and deep learning, fuzzy 
models, genetic algorithms, cellular automata, multi-agent systems, swarm intelligence, 
reinforcement learning, and hybrid approaches (Chen et al. 2008). 
Case-based reasoning (CBR) is a technique for problem solving by recalling similar past 
problems (Riesbeck and Schank 2013), and the solution of the similar past cases could be adapted 
to the new problem (Chen et al. 2008). This process involves four steps (Figure 2): 1) retrieving 
the most similar past case(s) from the database; 2) making a solution for the new problem based 
on the retrieved case(s); 3) revising of the retrieved solution; and 4) retaining the solution for future 
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applications. 
Retrieval process measures the similarity of the new case and the past cases by the means of 
syntactical (grammatical structure) or semantic (meaning) similarity (Chen et al. 2008). The 
syntactical similarity is superficial and can be easily applied (Chen et al. 2008). Advanced CBRs 
use different methods for semantic similarity according to the context of the base. The main 
retrieval methods are the nearest-neighbor, inductive, and knowledge-guided techniques (Salem 
2000). 
Nearest-neighbor retrieval method looks for a case with the most common features with the new 
case and weights them according to their importance. Assigning reasonable weights to the features 
is the most challenging task. The retrieval time depends on database size and the method could 
time consuming (Watson and Marir 1994). The inductive method finds the most important features 
that differentiate the cases (Watson and Marir 1994), where the cases are organized in a decision 
tree based on the chosen features. As a result, it reduces the retrieval time. Knowledge-guided 
retrieval chooses important features based on the existing knowledge (Watson and Marir 1994). 
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Figure 2. The four steps of the CBR process (Chen et al. 2008) 
Rule-based reasoning and neural networks are two other methods in this field, which try to 
represent the knowledge related to past experiences, but each of these methods has certain 
limitations. For example, rule-based reasoning systems have a problem in defining an appropriate 
set of rules for extracting knowledge in the non-experienced domains (Watson 1998), and they 
lack the capability of self-learning. The major disadvantage of the neural networks is that the 
knowledge acquisition process is considered as a black box; in other words, the user cannot obtain 
any information from the software showing the effect of an input variable on the output variable 
(Yeh 1998). 
CBR has been an active research area in the AI research community (Chen et al. 2008). A 
research done by Marir and Watson discussed a number of prototype applications of CBR 
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developed in various areas, such as knowledge acquisition and refinement, legal reasoning, failure 
recovery, diagnosis, arbitration, design, general planning, help desk, and teaching and learning. 
(Marir and Watson 1994)   
Case-based planning systems help managers to develop different strategies by reusing past 
sequence of actions from past plans (Hammond 1989). Juloa (Kolonder 1998), Prodigy/Analogy 
(Veloso 1992), and CAPlan/CBC (Muñoz-Avila and Huellen 1995) are some examples of such 
planning approach, in which the main goal of the systems was decomposed into smaller sub-goals, 
which would lead to a hierarchical representation of plans. This model of plan representation acts 
as a graphical tree, where each node represents a goal, the child nodes are sub-goals, and the leaf 
nodes are the actions of the plan. The next section discusses the applications of the CBR in the 
construction industry. 
2.2.1. CBR in the construction industry 
The construction industry has been a growing area for various CBR applications. The main areas 
of interest for these applications include four fields: design-related CBR systems, non-design CBR 
applications, cost estimation, and CBR in construction planning. SEED software (Flemming et al. 
1994) was developed for design applications in which a case-based reasoning system was 
developed with a large repository of past solutions, and fast derivation of an initial solution for 
editing or modification. Non-design efforts cover some other building construction fields, such as 
building regulation interpretation (Yang and Robertson 1994) and contractor prequalification (Ng 
et al. 1998). 
In the cost estimation domain, An et al. (An et al. 2007) proposed a case-based reasoning cost 
estimation method. As the authors argue in this research, domain knowledge is necessary to answer 
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the following questions: why the retrieved case is similar to the problem, how the similarity 
measure is calculated, and which attributes have more influence on the similarity measure. Since 
a comprehensive extraction of the domain knowledge is difficult, this study used Analytic 
Hierarchy Process (AHP) to elicit the domain knowledge by breaking down the case-based 
problem into a hierarchy of interrelated problem elements as shown in Figure 3. 
 
Figure 3. AHP developed for CBR cost estimation (An et al. 2007) 
As presented in Figure 3, the authors have considered nine major attributes (gross floor area, 
number of stories, total unit, unit area, location, roof types, foundation types, usage of the basement, 
and finish grades), which were obtained from interviews with cost engineers in different 
construction projects. At the end, by utilizing AHP and pairwise comparison of the attributes to the 
goal (influence on the construction cost), the influence weight of each attribute was determined. 
Using these weights, the developed CBR system measures the similarity of the new project with 
the documented cases and retrieves a similar case(s).  
In the planning domain, Tah et al. (Tah et al. 1999) proposed a system to apply CBR to facilitate 
construction planning. The proposed system contains two levels of information:  A database 
containing information of the past projects and a case-base which contains only essential elements 
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of database information that were filtered into a concentrated form for the purpose of case retrieval, 
adaption, and reuse.  
The case-base is a hierarchical representation of basic components. This tree-like representation 
is consistent with the project’s WBS. For each component node of this hierarchy, several local 
design features were defined as indices. The function, behavior, and structural design attributes, 
which were defined by Highway Agency, were adopted to cover design level information. The case 
retrieval is performed on the case-base, using the defined design level information as a match.  
2.2.2. Conclusion  
As explained earlier, most of the studies in this area were focused on how different types of 
construction knowledge, such as cost estimation, planning, and design, are represented, 
documented, and could be reused. In most of the studies, the retrieval process of CBR was not 
completely explained. The selected attributes to retrieve similar cases focused on specific features 
without considering all aspects of the project. The other problem with these methods is that they 
cannot be extended to different kind of construction projects, for example, a building and highway 
construction project cannot be distinguished from each other. 
As a result, a more comprehensive method is needed to expand the problem in case-based to 
extract all of the document and knowledge related to the projects. However, comparison of projects 
with huge amount of data and documents is not practical, and projects can be expressed using a 
representative and methods could be developed to semantically compare these representatives. 
This system should find the most semantically matched solution to the input problem. For the 
semantic comparison, a semantic understanding ability should be provided for the computer. 
However, one of the challenges is to develop a complete knowledge domain to represent the 
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knowledge of construction projects and to provide the computer with a semantic understanding 
ability. Next section explores more sophisticated methods of knowledge representation in 
Knowledge Management (KM) systems and the retrieval methods in these domains.   
2.3. Knowledge Management                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                             
Knowledge is one of the most important assets in the field of marketing-oriented organization, 
and its integration across departments and disciplines should be emphasized (Carneiro 2001). 
Success of an organization highly depends on the availability of the knowledge that it uses in its 
activities. As Manasco explained, knowledge is a valuable asset that needs to be managed in order 
to improve organizational business performance (Manasco 1996). 
KPMG (Parlby 1998) describes the Knowledge Management (KM) as an organized system to 
use the knowledge inside an organization to improve the performance of the organization by 
utilizing the KM’s ability to store and use the knowledge. By considering the growing importance 
of KM in the success and survival of an organization, the necessity of an organized knowledge 
management is more than before. (Parlby 1998) 
Since, the exact differences among knowledge, information, and data could be debatable, there 
are considerable efforts in the KM literature to define knowledge, information, and data. One of 
the most popular arguments defines data as raw numbers and facts, information as processed data, 
and knowledge as validated information (Dretske 1981).  
Koenig discusses that the first generation of KM systems explored IT driven knowledge sharing 
with a focus on “best practices” and “lesson learned” (Koenig 2002), while Rezgui et al. defined 
the knowledge sharing as “supply-side KM” in which people can reach to the supplied information 
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by means of KM systems (Rezgui et al. 2010).  The second generation of KM is knowledge 
creation, which is defined as “demand-side KM” with the main goal of increasing a capacity to 
satisfy the growing demands for new knowledge that has not been already captured and stored in 
a knowledge repository (Turk 2006). Next section explains recent knowledge management 
innovation and practices in the construction industry. 
2.3.1. Knowledge Management in construction industry 
Based on a survey from project-based organizations in the construction industry in U.K., more 
than 50% of participants mentioned that the organizations can take advantage of new technologies 
developed in knowledge management (Egbu 2002). Another survey in construction industry in 
U.K. revealed that about 40% of the organizations who participated in the survey already had a 
KM strategy and another 41% of them had plans to implement this strategy within a year (Carrillo 
et al. 2003). Although the industry has been aware of the importance of KM, there are a number 
of limitations in the current practices for capturing and reusing of knowledge. 
The Architecture, Engineering, and Construction (AEC) industry is a project-based environment 
and the knowledge of construction industry is mostly obtained through the delivery of projects 
based on the client’s requirements and objectives (Kamara et al. 2002). Figure 4 shows a simplified 
model of the construction processes. A construction project starts with establishing a need by the 
client with a set of requirements. The requirements are converted to appropriate designs and these 




Figure 4. Simplified model of the construction processes (Kamara et al. 2002) 
The AEC is a knowledge intensive industry and it is difficult to communicate effectively and 
efficiently among partners, which would result in a fragmented industry (Rezgui et al. 2010). This 
fragmented nature causes low efficiency in project delivery which could result in dissatisfaction 
of clients and low profitability for the construction firms (Carrillo et al. 2000).  An effective project 
knowledge management can improve this issue through effective application of the lessons learned. 
In addition, effective management of the obtained knowledge could initiate many innovations 
in this industry. Tan et al. argued (Tan et al. 2007) that effective management of knowledge in an 
organization can help prevent the “reinvention of wheel” and repetition of the same mistakes. An 
organization can focus on lessons learned to improve problem solving which provide a basis for 
future innovations and better solutions (Tan et al. 2007). 
2.3.2.  Knowledge Management Stages  
According to various studies, Knowledge Management systems consist of several stages. 
Bergmann proposes that knowledge and experiences should be preserved and managed through 
the following steps: capturing, modeling, storing, retrieving, adapting, evaluating, and maintaining 
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(Bergmann 2002). On the other hand, Kululanga and McCaffer considers the issues of knowledge 
obsolescence in KM and proposed four main KM processes within the context of construction: 
capturing the knowledge, sharing knowledge, reusing knowledge, and maintaining knowledge 
(Kululanga and McCaffer 2001). 
Each of these processes has several steps in common, such as knowledge capturing, knowledge 
sharing, and knowledge reuse. Knowledge capturing step, which is common in all the proposed 
procedures, is composed of three sub-processes: identifying and locating the knowledge, 
representing and storing knowledge, and validating it (Tan et al. 2007). The knowledge sharing 
step is about submitting the right knowledge to the right parties (Heisig et al. 2001). The 
Knowledge reusing step focuses on reusing stored knowledge in future cases with the purpose of 
reapplication of best practice (Szulanski 2000), or innovation with necessary adaptions (Majchrzak 
et al. 2004).  
To keep the knowledge in each KM system updated, maintaining the knowledge is necessary. 
The knowledge can become expired due to the employment of new information, rules, and theories 
(Bhatt 2001). Maintaining the knowledge stage aims to review, correct, update, and refine the 
knowledge to keep it updated (Rollett 2003).  
2.3.3. Knowledge reuse in Knowledge Management  
The reuse of knowledge in KM means the reapplication of gained knowledge, such as 
reapplication of best practices  (Szulanski 2000), and the reuse of knowledge for innovation with 
required adjustments (Majchrzak et al. 2004). This adoption of reused knowledge includes 
reconceptualization of the problem and searching for new ideas, scanning and evaluating reusable 
ideas, analyzing and choosing the best ideas, and developing the most innovative idea. 
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A method on reusing of the knowledge in the construction domain was proposed by Tan et al. 
(Tan et al. 2007). In this method, details of project information are saved in a file named PKF 
(Project Knowledge File) for future access. The users have an option to search for intended 
information through a simple Google™-like search or an advanced search function. Within this 
advanced search, the knowledge can be searched based on keywords, rating given by others in 
validating the knowledge, project details (such as project title, type of contract, location), and any 
combination of these methods.   
Studies in the last decade found several methods for the implementation of KM in the 
construction domain and for taking advantage of a comprehensive project Knowledge 
Management for improving projects’ efficiency. However, none of them was able to achieve a 
complete knowledge reuse method. By reviewing current literature, it was noticed that Knowledge 
Management systems are moving toward implementation of semantic webs in the construction 
industry. Thus, it is important to consider current studies in semantic webs and explore the methods 
for knowledge recovery and reuse in this domain. A summary of recent works in semantic web 
field is provided in the next section.  
2.4.  Semantic web and Ontology 
In the traditional World Wide Web (W3c 2004), most of the contents were linked together by 
hyperlinks that reference one data to another and users could move from one file to another by 
clicking on the link. In other words, the traditional World Wide Web was a massive repository of 
information with trillions of links connecting them together (Berners-Lee et al. 2001).  
Most of the web’s contents were not designed to be meaningfully manipulated by computers 
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and designed to be read by humans (Berners-Lee et al. 2001). As a result, computer programs could 
not reliably analyze information using the traditional word wide web. The semantic web has been 
developed to resolve the gap between human and computer understanding and to create a document 
repository which is understandable to both human and computers. The initial idea of a machine-
understandable web was utilized in 1989 (Pan et al. 2004) and it was called semantic web, for the 
first time by Tim Berners-Lee in early 2000s (Berners-Lee et al. 2001). 
Several researchers have been studying semantic web in different fields of computer science, 
such as database management, artificial intelligence, and library science. In all of these fields, they 
are trying to reach a global goal of “bringing structure to the meaningful content of web pages, 
creating an environment where software agents roaming from page to page can readily carry out 
sophisticated tasks for users” (Berners-Lee et al. 2001). 
 The main problem is to define a structured collection of information and a set of rules for 
automated reasoning. The provided information will define the architecture of knowledge 
representation for the semantic web. Good structured knowledge can increase efficiency and 
functionality of the semantic web.  
Extensible Markup Language (XML) and Resource Description Framework (RDF) are two 
considerable technologies utilized in developing semantic web, both recommended by W3C. XML 
allows users to add arbitrary structures to their document, but the meaning of the aforementioned 
structure is not defined in XML. Meaning is expressed by RDF, which encodes it in a set of triples, 
each triple could be subject, verb, or object of an elementary sentence.  In RDF, a document that 
explores a certain thing (such as people, Web pages or others) have properties (such as “is a sister 
of,” “is the author of”) with certain values (another person, another Web page) (Berners-Lee et al. 
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2001). 
Two databases may use the same concept in different ways. For example, “postal codes” and 
“zip codes” both represent the location of a place by using two different terms. To compare and 
combine information between two different databases, a semantic program needs to understand 
the similarity of each concept and relates them with the corresponding meaning. This problem has 
been solved through the use of ontologies.  
Ontology is a theory about the nature of existence, to study what type of things exist (Berners-
Lee et al. 2001). Artificial intelligence and web researchers have adopted this term to define the 
relationship among the terms in a document. This is represented by sets of concept hierarchies and 
relationships that link these concepts together, and axioms for reasoning in a semantic way. In 
other words, semantic webs utilize ontologies to encapsulate and manage relative knowledge and 
to give information a human-relevant meaning (Lima et al. 2005). 
  Stab and Stuber define ontology through a tuple as shown in Equation 1 (Staab and Studer 
2004). 
Eq.  1 
𝑶 ≔ (𝑪, 𝑯𝑪, 𝑷𝑪, 𝑰. 𝑨) 
In which, 𝐻𝐶 hierarchy and concepts C are arranged in a sub-sumption hierarchy. Each concept 
is defined by its properties 𝑃𝐶. Each concept has a set of instances I and axioms A in the hierarchy. 
Bodenreider classified ontologies in two major types, domain ontologies and upper-level 
ontologies (Bodenreider 2003). Domain ontology is a conceptualized representation of vocabulary 
of the special domain. For example, in engineering design, one ontology could be defined for 
construction planning domain and another one could be defined for chemical plant design domain. 
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Possible conceptual elements of the ontology for construction planning field might contain the 
words “manager”, “contract”, “schedule”, and all other concepts that are commonly used in the 
construction domain. These concepts are related by means of the ontology; for example, the 
“manager” develops a “schedule” for each “contract”. 
2.4.1. Semantic webs in the AEC industry 
2.4.1.1. The emergence of Semantic Web technologies in the AEC industry 
Development of Building Information Modeling (BIM) in the last two decades have resulted in 
a broad implementation of BIM application tools in AEC industries (Eastman et al. 2011). A 
research conducted by Yalcinkaya and Singh introduced 12 most recent research areas in the AEC 
domain by means of Natural Language Processing in the papers with BIM as topic and 
implementation and adoption, information exchange and interoperability, as-is and as-built data, 
design codes, and code compliance were highlighted. BIM and all the mentioned research efforts 
focus on information and making the information available for addressing existing problems 
(Yalcinkaya and Singh 2015). 
The AEC industry is facing an increasing demand for information and exchange of this 
information among project parties. Inefficient understanding of project information and ineffective 
communication among different partners are major obstacles for the success of construction 
projects (Pan et al. 2004). The information is usually managed using current web-based 
technologies, which typically enable data sharing and processing by human and not by computers. 
Thus, the partners have difficulties in interacting with others, communicating with different 
languages, or in using alternative wording to refer to the same concept (Pan et al. 2004).  
The thriving focus on this area has attracted more attention to data and information exchange 
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across different application areas of the building life-cycle. This emerging change in the AEC 
industry could be addressed by allowing the web content to be understandable for both human and 
computers, and incorporating the semantic web into the systems (Pauwels et al. 2017). Semantic 
description of project resources can improve construction collaboration by enhancing the 
understanding of the information content (Zeeshan et al. 2004).  
2.4.1.2. Semantic web’s research in the AEC industry 
One of the earliest research projects about implementation of semantic web technologies in AEC 
industry  was done by Pet et al. (Pan et al. 2004), in which they determined key concepts and 
advantages of semantic webs, such as improvement of the information exchange in the 
construction industry and discussed how semantic web can be applied in design, communication, 
and change and claim management.  
Studies have been continued through the last decade about various applications of semantic web 
in the construction industry. In the following section, a complete framework of the topics and 
challenges that researchers are facing today will be discussed. These topics could be classified into 
one of the following topics: interoperability, linking between different domains, and logical 
inference and proofs (Pauwels et al. 2017).  
Interoperability is the implementation of importing and using the same content in different 
computer applications; hence, it can provide a rich data exchange environment in the construction 
industry. The data exchange has been enhanced by utilizing the semantic web as an opportunity to 
represent information in a computer-understandable manner.  
BuildingSMART international (Buldingsmart), an organization with the mandate of information 
exchange among various applications in AEC industry, has developed Industry Foundation Classes 
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(IFC) data model for describing building and construction industry data. A methodology for 
interoperability among construction industry’s stakeholders was proposed which was implemented 
using IFC language (Venugopal et al. 2015). Since IFC lacks semantic clarity, especially in 
mapping semantic information among different federated models (Venugopal et al. 2015), this 
methodology was developed as an ontology-based framework to make the IFC definitions more 
formal, consistent, and unambiguous. 
Linking different domains enables access the information stemming from domains such as BIM, 
GIS, and simulation data with the universal web. One of the organizations who has been investing 
on this area is Linked Building Data Community Group, a group of experts in BIM and web 
technologies, that have been able to define the requirements to link database applications across 
the life cycle of a building (W3C 2014). 
Developing ontologies for collaborative information management purpose is an interesting topic, 
which requires tremendous information coming from different applications to be managed within 
a single platform. The key area of interest is to create an ontology that represents domain concepts 
and identifies how these concepts are linked together. In other words, creating domain ontology is 
the first step of semantic Knowledge Management procedure (Pauwels et al. 2017). In the next 
section, the application of the ontology to link different domains in a semantic base is explained. 
 To demonstrate the difference between interoperability and linking across domains, it should 
be noted that interoperability is mapping the same concepts which are defined differently in 
different languages, while linking across domains focuses on mapping different languages which 
are used for modeling the same object (Pauwels et al. 2017). 
 Logical inference and proofs explore the underlying logical foundations of the languages 
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utilized in semantic technologies (Pauwels et al. 2017). The formal logical basis of semantic web 
languages can provide proofs for the results inferred from the reasoning process, which can be 
used by the semantic web application to make a trust around their results. One of the research 
topics in this area is regulations compliance checking (Pauwels et al. 2017), which is beyond the 
scope of this research. 
2.4.1.3. Semantic application in Knowledge Management 
The construction industry can be divided into several different disciplines ranging from design, 
construction, operation, and maintenance. As mentioned before, the management of information 
coming from different sources and close collaboration among parties are required for the current 
state of the construction industry. Ontology-based information management can be a solution to 
this problem. 
Various semantic systems have been developed in building and construction industry which can 
be ranged from domain dictionaries to specialized taxonomies (Costa et al. 2016). Among them 
are BS61 (Glossary of Building and Civil Engineering terms produced by the British Standard 
Institution), bcXML (an XML vocabulary developed by the eConstruct IST project for the 
construction industry), IFD (BuildingSmart. 2012); OCCS (OCCS 2013), BARBi (Norwegian 
Building and Construction Reference Data Library), and e-COGNOS (Consistent knowledge 
management across project and between enterprises in the construction domain IST-2000-28671). 
 e-COGNOS platform proposed by Lim et al. was the first comprehensive ontology-based portal 
for knowledge management in the construction industry (Lima et al. 2005). This platform consists 
of different ontologies to encapsulate human knowledge and a set of web services to support the 
management of these ontologies, user management, and knowledge management. 
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e-COGNOS is composed of three elements: the e-COGNOS ontology that is the domain 
knowledge representor, the ontology server (e-COSer) to manage the ontologies, and e-
Construction Knowledge Management Interface (e-CKMI) to handle the main knowledge 
management services.  
 e-COGNOS provides four major knowledge management services to resolve challenges 
encountered in the industry, including user profiling, indexing, searching, and knowledge 
discovery. User profiling allows the system administrator to identify the skill sets of various 
individuals, their requirements, roles, and preferences. Development of these profiles helps the 
system for ordering proper knowledge to individuals during mass e-mailing.   
Indexing tool rates, the most relative concepts to the input keywords. Searching module recovers 
related knowledge to the semantic concepts, which are provided by the indexing tool. In the 
knowledge discovery stage, the user can specify a set of related web sites or set up a profile for the 
knowledge of interest. The system provides ontology-based lists of relevant new knowledge. This 
stage provides users an updated knowledge based on the user’s profile and  requests (Lima et al. 
2005). 
Domain ontology and its’ applications are the most important part to achieve semantic 
knowledge management.  The ontology developed by Lima et al. for implementation in e-
COGNOS was the first attempt to deploy a domain ontology in the construction industry (Lima et 
al. 2005).  The ontology developed for e-COGNOS is composed of four major elements: actors, 
resources, processes, and products. The relationship among these elements is always defined as 
follows: the actors use the resources to construct products which are made using certain processes. 
The e-COGNOS ontology is composed of taxonomy of concepts and taxonomy of relationships, 
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both based on the IFC entities. 
One of the important findings revealed during implementation and use of e-COGNOS was the 
dependency of organizations on re-using of successful strategies from previous projects, especially 
in the design domain, even though this was a recognized factor in improving the system.  
In a recent project (Costa et al. 2016), a domain ontology was developed based on several 
resources already available in building and construction industry such as: the OmniClass Standards 
for the Construction Environment (OCCS 2013), the Building Smart IFD (BuildingSmart. 2012), 
and the Construction Information and Knowledge Portal ontology (Zhang 2010). This ontology 
was utilized for enrichment of traditional knowledge representations by incorporation of implicit 
information derived from the ontology with the information presented in documents, thereby a 
baseline was provided for facilitating knowledge sharing between humans and machines (Costa et 
al. 2016).  
2.5. Statement of the gap in the literature 
As mentioned earlier, the methods of knowledge re-using have not been fully incorporated in 
the previous studies and were only partially implemented using simplistic methods. In conclusion, 
reviewing relevant studies have illustrated the importance of previous knowledge and experiments 
in the construction industry. Thus, the development of a comprehensive method to measure the 
similarity of projects is needed. Such a method can compare different projects semantically to 
retrieve the best matched project. Related information and knowledge linked to that project can be 
extracted and used to improve the efficiency of the current project. 
In previous studies, the knowledge re-using was implemented using some simple methods. Tah 
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et al.  proposed a CBR searching method for similar cases based on some limited attributes, which 
were defined by the user (Tah et al. 1999).  Since these attributes are identified manually by the 
user, the choices of attributes are subjective and might not appropriately find the most similar 
project(s).  
Another approach proposed a method to search in the databases of the past project for the most 
similar project using some keywords (for example, the project title, type of contract, and location 
of the project) (Tan et al. 2007). This method would encounter some shortcomings, because 
keywords cannot consider all aspects of the project and cannot be a reliable variable for finding 
the similarity between non-identical activities. Moreover, keywords are also subjective. 
As a result, this research investigates the possibility of using project activities as a potential 
representation for each project. This means that a project can be recognized by the types of 
activities. Work Breakdown Structure (WBS), including all activities required to complete a 
project, is a hierarchical structure of a construction project activities and could be a good 
representative for each construction project. In the next section, a brief description of WBS is 
provided and its applications in finding the similarity among projects are studied. 
2.6. Work Breakdown Structure  
Project Management Institute (PMI) defines WBS as “a hierarchical decomposition of the total 
scope of work to be carried out by the project team to accomplish the project objectives and create 
the required deliverables. The WBS organizes and defines the total scope of the project and 
represents the work specified in the currently approved project scope statement” (PMBOK Guide  
2017). In other word, the main goal of WBS is to present a complete and proper scope of the entire 
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project work (Ibrahim et al. 2007).  
The highest level of the WBS tree represents the entire project, and it is then decomposed into 
smaller subjects, each representing tasks that should be done for the higher-level subject to be 
completed. The process of subdividing continues until the tasks could not be decomposed any 
further (or it is not meaningful). The lowest level entries in this structure represent work packages. 
The responsibility of the performance of each work package is assigned to an individual or 
organization (Haugan 2001). 
In this research, the hypothesis is that the WBS hierarchy can be used as an identifier for 
construction projects, because it includes a sufficient amount of information about project 
requirements and all activities required for that construction project. The idea of comparing 
different projects based on their WBS and measuring the similarity of two WBS is novel in the 
project management domain. Considering the hierarchical structure of WBS, the next section 
discusses similar studies which were conducted in other domains to measure the similarity between 
hierarchies. 
2.7. Hierarchies and similarity measurement  
Measuring the similarity between two physical objects is one of the areas where the hierarchical 
similarity measurement methods were employed. To achieve this, each object will be represented 
by a hierarchy of categories, and then the similarity score is computed to determine the similarity 
between two objects (Shukla et al. 2016). This similarity score is grounded on the effect of 
categories of two hierarchies on each other.   
The effect of each category may be computed by measuring distance and sibling factors; the 
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distance factor represents the effect of depth of each category and the sibling factor measures the 
influence of each category by means of the number of siblings existed in that category. The effect 
of categories can be presented in a vector for each object, which could be utilized to compute the 
similarity of the aforementioned category (Shukla et al. 2016). 
The similarity of semantic business process models is another related field in which some methods 
were introduced with regards to the ontology structure in two business process models (Ehrig et 
al. 2007). One of these methods proposed an approach for semi-automatic detection of synonyms 
and homonyms of the process element names and the other method considers three similarity 
measures, including syntactic, linguistic, and structural, in order to determine the similarity of the 
business processes. By combining these similarity measures to obtain a combined similarity 
measure, semantic processes will be given a score between 0 and 1 to represent the similarity 
between them. 
Unlike work breakdown structures, which only represent the name of each task, business process 
models may have some additional attributes attached to their nodes. These methods consider the 
name of each node, their attributes, siblings (successor), and the value of each node, and then use 
a weighted average of these variables to compute the structural similarity between nodes (Ehrig et 
al. 2007).  
To compute the syntactic similarity, the proposed method (Ehrig et al. 2007) compares the 
number of characters in the concept’s names in each process’s nodes. Linguistic similarity 
measurement is implemented by utilizing a dictionary to determine the synonyms of each 
concept’s name and the method computes the similarity based on whether the names are listed as 
synonyms. They used WordNet as the source dictionary in this study. More information about the 
WordNet is provided in the upcoming sections. 
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Syntactic and linguistic measures alone cannot compare two business process models, as they 
do not consider the context of the processes. The structural measure has been proposed to solve 
this issue. A context of a term is defined as the set of all elements which are more effective on the 
similarity of the term.  
In the proposed method in this study, the differences between hierarchy structures of the two 
processes were not considered. To overcome this shortcoming, an structural similarity 
measurement method was proposed in another research to define graph-edit-distance of business 
process model as part of the calculations (Dijkman et al. 2011) (Hart et al. 1968).  The graph-edit-
distance between two graphs is the minimum number of graph-edit actions needed for altering one 
graph to the other. This is achieved by a variety of edit operations, such as node deletion or 
insertion, node substitution (a node from one graph is mapped to a node in the other graph), and 
edge deletion or insertion. 
Since there have not been any studies on comparing the semantic similarity of work breakdown 
structures, this study proposes to employ and alter ideas from other domains and apply them to the 
construction domain by adding new variables and measures. Thus, a novel method for comparing 
the semantic similarity of two work breakdown structures is proposed. The details and hypothesis 
used in this research are explained in Chapter 3 
2.8. Text similarity 
2.8.1. Introduction  
Measuring similarity between words, sentences, paragraphs, and documents has been used for a 
long time  in several Natural Language Processing (NLP) fields, such as information retrieval, text 
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classification, document clustering, topic detection, topic tracking, question generation, question 
answering, essay scoring, short answer scoring, machine translation, text summarization, and 
many other areas (Gomaa and Fahmy 2013).  
One of the first implementations for text similarity carried out by Salton and Lesk, in which the 
most similar documents to an input query were determined by the ranking of the documents in the 
order of their similarity to the input query (Salton and Lesk 1968). The text similarity has also 
been used recently in the construction domain for automated regulatory compliance checking 
(Zhang and El-Gohary 2013). 
Finding similarity between words is one of the most important steps in the text similarity 
measure. Work Breakdown Structure’s entries mostly contain short phrases, which include a 
couple of words. Thereby, the focus of this research is on measuring word-to-word similarity 
measure for measuring the similarity of very short text segments. Details of this method are 
explained in the next sections. 
Two words can be similar either semantically or lexically. Lexically similar words contain 
strings with similar characters in their structures, and this similarity is evaluated through a couple 
of string-based methods, which are discussed in the following subsection. Whereas semantically 
similar words are related by means of different relations, such as being synonyms or antonyms and 
being used in the same way or in the same context. In fact, semantic similarity determines the 
relation of words or concepts based on databases which are used and the relations that are defined 
for the words in those databases. The following subsections provide a brief description of different 
methods for measuring the semantic and lexical similarities. 
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2.8.2. String-based similarity measure 
In order to measure the similarity between two concept strings, Levenshtein proposed edit 
distance method in which the difference between two strings is defined by the minimum number 
of changes (insertion, deletion or substitution) needed to transform one string to another 
(Levenshtein 1966).  For example, the distance between the strings “cat” and “hat” is one character 
(substitution of “c” for “h”).  Edit distance method does not consider the number of strings of 
compared concepts. In another proposed method for syntactic similarity (Maedche and Staab 2002), 
the number of characters is also being considered as shown in Equation 2.   
Eq.  2 
𝑠𝑖𝑚𝑠𝑦𝑛(𝑐1 , 𝑐2) = 𝑚𝑎𝑥 (0 ,
𝑚𝑖𝑛(|𝑐1| , |𝑐2|) − 𝑒𝑑(𝑐1 , 𝑐2) 
𝑚𝑖𝑛(|𝑐1| , |𝑐2|)
) 
Lexical similarity method does not reliably provide an accurate similarity measurement. For 
instance, similarity (𝑠𝑖𝑚𝑠𝑦𝑛 ) between the concepts “reinforcement” and “rebar” would not return 
a high score of similarity, even though these two concepts are semantically related to a great degree. 
Mihalcea et al. showed that semantic similarity algorithms outperform simple lexical methods with 
a 13% error rate reduction (Mihalcea et al. 2006). 
2.8.3. Semantic similarity measure 
Semantic similarity measurement methods were introduced using Corpus-based and 
Knowledge-based algorithms. A Corpus is a large database for collecting written or spoken texts 
for the purpose of language processing. The corpus-based similarity is a semantic similarity by the 
exploitation of a large corpus which determines the similarity of various words. Latent Semantic 
Analysis (LSA) (Landauer and Dumais 1997) is one of the most popular methods for obtaining 
corpus-based similarity. LSA believes that reoccurring of the same words in a similar piece of texts 
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is an indication for their proximate meaning (Landauer and Dumais 1997). 
The knowledge-based similarity is another type of semantic similarity that measures similarity 
by using embedded information in semantic networks. A semantic network is a knowledge base 
which represents semantic relation of concepts using networks (Sowa 2012). 
 WordNet is the most popular semantic network in the field of Knowledge-based semantic 
similarity measurement, which was produced as a result of a comprehensive research program at 
Princeton University (Miller 1995). It is utilized as a lexical reference of English. In WordNet, 
English nouns, verbs, and adjectives are organized in synonym sets and these sets are related 
together by means of semantic relations. A variety of semantic relations have been developed in 
WordNet including (but not limited to) synonymy, autonomy, hyponymy, membership, similarity, 
domain, and cause-and-effect relationships (Meng et al. 2013). By exploiting these relations, 
semantic hierarchy structures are developed and these hierarchies could be useful in semantic 
computations. 
Since nouns have a significant role in language semantics, most of these studies focused on 
nouns for semantic similarity calculations. Four common semantic relations for nouns are 
hyponym/hypernym (is-a), part meronym/part holonym (part-of), member meronym/member 
holonym (member-of), and substance meronym/substance holonym (substance-of). For example, 
“car” is a “vehicle” and a “wheel” is part of a “car”. 
There are a number of different methods based on WordNet for semantic similarity 
measurements such as path-based measure, information content-based measure, feature-based 
measure, and hybrid measure. In this research the method proposed by Wu and Palmer (path-based 
measure) will be used for the semantic comparison of tasks between WBSs. 
 32 
2.8.3.1. Path-based measure 
This method measures the similarity between two concepts based on the length of the path 
linking them in the taxonomy and their position in the taxonomy. Wu and Palmer (1994) proposed 
a method to compute similarity based on the position of concepts 𝑐1 and 𝑐2, as well as the position 
of the lowest common subsumer 𝑙𝑠𝑜 (𝑐1, 𝑐2) . As it can be seen in the following equation, the 
𝑙𝑒𝑛(𝑐1, 𝑐2) measures the length of the shortest path from the synset c1 to synset c2, and the 𝑑𝑒𝑝𝑡ℎ 
measures the length of the path from each synset to the root element (Wu and Palmer 1994). 




         
2.8.3.2. Information content-based measure 
This measure is based on the information content of each concept in WordNet. In this method, 
a higher similarity of information between two concepts will result in a higher similarity in value 
of concepts. (Resnik 1995)  It was proposed that the similarity of two given concepts depends on 
the information content that subsumes them in the taxonomy. This similarity could be calculated 
using Equation 4, that for two given concepts c1 and c2, similarity depends on the information 
content (IC) that subsumes them in the taxonomy.  
Eq.  4 
𝒔𝒊𝒎𝑹𝒆𝒔𝒏𝒊𝒌(𝒄𝟏, 𝒄𝟐) = − 𝒍𝒐𝒈 𝒑 (𝒍𝒔𝒐 (𝒄𝟏, 𝒄𝟐)) = 𝑰𝑪(𝒍𝒔𝒐 (𝒄𝟏, 𝒄𝟐))     
2.8.3.3. Feature-based measure 
This method has a different approach from path-based and information content-based methods. 
It’s not affected by the taxonomy and subsumer of concepts, and the similarity value is the function 
of properties of each concept. This method is based on the set of words indicating the properties 
and features of them, such as their definitions or “glosses” in WordNet. More common 
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characteristics between two concepts result in greater similarity values between them. Tversky 
(Tversky 1977) defined this similarity as follows : 













Chapter 3: Methodology 
3.1. Introduction 
This chapter presents the proposed method to compare two projects similarity by measuring 
semantic and structural similarity of their WBSs. It was explained that each WBS comprises 
different elements, which are labeled with some tasks and services required to complete the project. 
In the following sections, the Work Breakdown Structure’s elements are mentioned as nodes of 
WBS and each element’s task is called as node’s label. 
WBS similarity measurement is implemented using two metrics: 1) node similarity that 
compares the semantics of elements in two WBSs; 2) structural similarity which compares the 
topology of Work Breakdown Structures. The proposed processes to calculate each of these two 
metrics result in a similarity score between 0 and 1. The average of these two scores provides the 
final similarity score between two WBSs. 
This chapter explains the executed programming and the implemented methods for reading and 
importing WBS’s data to the developed program. In the subsequent sections, the proposed methods 
for calculating node similarity score, structural similarity scores, and the total similarity score are 
discussed. 
3.2. Reading and parsing WBS data 
A program was developed in Python programming language ('Python programming Language')  
to read WBSs from the database for further processes. The following sections explains how the 
WBS information is read and parsed using the developed program.  
 35 
3.2.1. WBS encoding 
The WBS for each project can be developed in different formats. In this study, WBS information 
is extracted for projects that were developed in the Microsoft Project application (Microsoft). This 
software product is one of the most popular project management applications, which can 
implement WBS of projects along with their schedules. The Microsoft Project also provides WBS 
codes, which specify the exact location of each node in the WBS’s hierarchy. These data can be 
exported from Microsoft Project to a spreadsheet format file (such as Excel). Figure 6 and Figure 
7 show the tasks names and WBS codes in Excel format for small parts of two simplified projects 
that belong to a “House project” and a “Bridge project”.  
The labels and codes of WBS’s nodes need to be converted from a simple note in Excel to a 
machine-readable format. To address this issue, WBS hierarchies were encoded in eXtensible 
Markup Language (XML). XML is a markup language, which encodes documents by defining a 
set of rules and makes them readable for both human and computers (Bray et al. 1997).  
XML documents are formatted in a tree structure which starts with a root element and branches 
from the root to child elements. The tree structure format of XML makes it compatible with WBS 
which has a hierarchy structure. Each element is represented by a tag name in XML, which 
contains other information such as text, attributes, other elements or a mix of these. For the purpose 
of encoding of WBS, the labels are encoded as XML tags. These tags also have an attribute of 
“level” which presents WBS’s codes. Given the WBS of the mentioned “House project”, the XML 
file can be written in the .xml format as shown in Figure 5. For example, the task “internal_works” 
is defined as an XML tag name with the “level” attribute of “1.3”. Since space character in a tag 
name of an XML element is not allowed, the words in each tag are separated by “_” character 
instead. 











programming language ('Python programming Language'). Each WBS written in XML language 
is imported to the Python environment. For example, Wbs1.xml and Wbs2.xml are the XML files 
for the previously mentioned “House project” and “Bridge project”. They are imported to the 
Python environment as File1 and File2 as follows. 
 
3.2.3. Parsing imported documents 
The imported information from .xml files into the program environment can be parsed into two 
separate lists, including elements tags (WBS’s tasks) in one list and attribute of each element 
(WBS’s codes) in another list. Given Wbs1, the task list and code list can be developed by means 
of the following codes. 
 
 
3.3. Node similarity 
The first step to measure the similarity of two WBSs is a pairwise comparison of two WBS’s 
nodes. In the proposed method, the semantic similarity of two nodes is measured by considering 




>>> from xml.etree.ElementTree import iterparse 
>>> Wbs1= []     
>>> Level1= [] 
>>> for (event, node) in iterparse (File1, ['start', 'end', 'start-ns', 'end-ns']): 
>>> if event=='start': 
>>>    Wbs1.append(node.tag) 
>>>    Level1.append(node.get('level')) 
>>> Wbs1 
['house project', 'site preparation', 'structure', 'columns', 'beams', 'roof', 'internal 
works'] 
>>> Level1 
['1', '1.1', '1.2', '1.2.1', '1.2.2', '1.2.3', '1.3'] 
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following sections.  
There are two important issues in measuring the semantic similarity of nodes. First, the labeling 
of tasks in a project are subjective to the project managers. For instance, “Reinforcing placement” 
and “Reinforcement installation” are not exactly the same with regards to their strings, but a project 
manager considers them the same tasks. Thus, two labels to be considered similar must not contain 
exactly the same concepts. This problem can be solved by semantic similarity measurements of 
labels instead of simple string measurements.  
On the other hand, the semantic equivalence of two labels does not necessarily mean similarity 
of two nodes. Assuming that there are two nodes with “concrete pouring” as a label for both. 
Although they are semantically similar, they might represent different tasks, for example, one can 
represent concrete pouring for a column and the other one is for a beam.  
To address the mentioned issues, the proposed method determines the similarity of two WBS 
through three metrics as follows. 
1. Semantic similarity, in which the semantic similarity of the words within the compared 
labels is measured; 
2. Parent similarity, which measures the semantic similarity of the parents of the compared 
nodes; 
3. Siblings similarity, to measure the semantic similarity of siblings (nodes from a common 
parent) of the compared nodes. 
This way, other related tasks are examined to have a more comprehensive semantic similarity 
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measure between two nodes. In this part, the semantic similarity measurements are carried for all 
the nodes of two WBSs. The results of these pairwise comparisons are presented by a matrix.  
Assuming 𝑊𝐵𝑆𝑁1
𝐿1   and 𝑊𝐵𝑆𝑁2
𝐿2    are two Work Breakdown Structures, in which 𝐿1  and 
𝐿2 represent the total number of levels that each WBS hierarchy contains, and 𝑁1 and 𝑁2 represent 
the finite sets of WBS’s nodes. The semantic similarity results matrix can be developed as bellow. 




𝑠𝑖𝑚(𝑛1 , 𝑚1) ⋯ 𝑠𝑖𝑚 (𝑛1 , 𝑚𝑗)
⋮ ⋱ ⋮
𝑠𝑖𝑚 (𝑛𝑖 , 𝑚1) ⋯ 𝑠𝑖𝑚 (𝑛𝑖  , 𝑚𝑗)
]             
𝑁1: (𝑛1, 𝑛2, … , 𝑛𝑖) 
𝑁2: (𝑚1, 𝑚2, … , 𝑚𝑗) 
        
3.3.1. Semantic similarity 
WordNet (Miller 1995) was utilized to measure the semantic similarity of labels in this system. 
WBS labels are usually expressed as a phrase which contain a few words. There are different 
methods for measuring the semantic similarity of two sentences or phrases by averaging semantic 
similarity of their words, such as a method proposed by Mihalcea et al. (Mihalcea et al. 2006). In 
order to measure the semantic similarity of two text segments 𝑇1 and 𝑇2, for each word w in the 
segment 𝑇1 , this method finds the most semantically similar word from segment 𝑇2 
(𝑚𝑎𝑥𝑆𝑖𝑚(𝑤, 𝑇2)), using one of the word-to-words similarity measures explained previously in 
Chapter 2. The same procedure will determine the most similar word in 𝑇1 starting with the words 
in 𝑇2. These similarities are then weighted with corresponding word specificity. The specificity of 
words idf(w) gives higher scores to the specific words compared to the generic concepts such as 
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“get” or “become” (Mihalcea et al. 2006). This method measures the semantic similarity of two 
segments by means of the equation bellow.  





∑ (𝑚𝑎𝑥𝑆𝑖𝑚(𝑤, 𝑇2) ∗ 𝑖𝑑𝑓(𝑤))𝑤∈{𝑇1}
∑ 𝑖𝑑𝑓(𝑤)𝑤∈{𝑇1}
+
∑ (𝑚𝑎𝑥𝑆𝑖𝑚(𝑤, 𝑇1) ∗ 𝑖𝑑𝑓(𝑤))𝑤∈{𝑇2}
∑ 𝑖𝑑𝑓(𝑤)𝑤∈{𝑇2}
) 
This method can be adjusted to a more appropriate method for this study by eliminating the 
word specificity weight.  The reason behind this decision is that in this case, the labels are phrases 
with a very few (one or two) generic concepts and most of the component words are specific to 
the construction domain.  
Using Wu and Palmer method (Wu and Palmer 1994) as a word-to-word semantic similarity 
measurement and taking the mentioned assumptions, for given nodes 𝑛𝑖 and 𝑚𝑗 from 𝑊𝐵𝑆𝑁1
𝐿1  and 
𝑊𝐵𝑆𝑁2
𝐿2  , the semantic similarity of their labels is obtained by means of the following equation. In 
this equation for each word as w in the task node 𝑛𝑖, the most semantically similar word from task 
node 𝑚𝑗 (𝑚𝑎𝑥𝑆𝑖𝑚(𝑤, 𝑚𝑗)𝑤𝑢𝑝) is found by means of the Wu and Palmer (1994) method which was 
explained previously in Chapter 2. The same procedure will determine the most similar word in 𝑛𝑖 
starting with the words in 𝑚𝑗 (a sample calculation is presented in Appendix D). 











To execute the above-mentioned method on two labels, each label should be decomposed to its 
components, and then a method is needed to compute word-to-words similarity.  
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To implement natural language processing to measure the semantic similarity of two WBS’s 
labels, this study has benefited from Natural Language Toolkit (NLTK) (Bird and Loper 2004). 
NLTK is a suite of libraries and programs written in Python programming language which enables 
the human natural language programming. NLTK provides more than 50 corpora and lexical 
recourses which have easy-to-use interfaces such as WordNet. NLTK also provides a suite of text 
processing libraries for classification, tokenization, stemming, tagging, parsing, and semantic 
reasoning (Toolkit 2018). NLTK library and WordNet interface can be imported in Python as 
follows. 
 
3.3.1.1. Label tokenization 
NLTK is implemented by a large collection of small modules. nltk.toenizer is a task 
module which decomposes a sentence or phrase into its components (Bird and Loper 2004). Given 
“concrete pouring” as a task, it will be tokenized into words “concrete” and “pouring” by executing 
the code below. 
 
3.3.1.2. word-to-word semantic similarity measurements 
As it was explained in the literature review, synset is a set of synonyms which share a common 
meaning. Wn.synset module in NLTK develops a list of synsets with regards to the input word. 
In the developed list, synsets are ordered by their frequency of occurrence in the corpus texts. For 
example, the synsets of the word “concrete” are developed as it is shown in Figure 8. As it’s shown 
>>> from nltk.corpus import wordnet as wn 
>>> from nltk import word_tokenize 
 




in this Figure, the definition of the first noun synset is different from the definition of the first verb 
synset of this word.  
 
Figure 8. Synsets of the word “concrete” 
Each synset is labeled with three parts, <word>, <part of speech of word> and <index of the 
synset>. For instance, the first synset is <concerete>, with a noun part of speech <n> and index of 
<1>. The other part of speeches of a word can be verb <v>, adjective <a> adverb <r> or adjective 
satellite <s>.  
Since the relations between concepts are based on synsets in WordNet, an algorithm is needed 
to find the similarity between words rather than synsets (Jurafsky and Martin 2014). Thus, to 
compute the semantic similarity of two words by utilizing WordNet, one synset from each word 
should be selected. The comparison of chosen synsets results in the semantic similarity of two 
words.  
In the process of choosing the right synset for a given word, a large amount of ambiguity might 
happen. First, the part of speech of the word needs to be clarified and then the intended synset with 
that specific part of speech should be specified. There are different methods for disambiguation of 
part of speech and sense of words, such as part-of-speech tagging and word sense 
disambiguation (Jurafsky and Martin 2014).  
Word Sense Disambiguation or WSD techniques find the correct sense of input word by means 
>>> print(wn.synsets('concrete')) 
[Synset('concrete.n.01'), Synset('concrete.v.01'), Synset('concrete.v.02'),…] 
 
>>> print(wn.synsets('concrete,n,01').definition()) 
a strong hard building material composed of sand and gravel and cement and water 
 
>>> print(wn.synsets('concrete,v,01').definition()) 





of some databases, such as sense-tagged databases, which contain context sentences, labeled with 
a correct sense for the targeted word. But such database has not been developed for the construction 
domain yet and implementation of these techniques needs more expert knowledge about natural 
language processing, which is out of the scopes of this research. 
Due to all above-mentioned reasons, some simplified methods have been used in this study to 
measure the similarity of two words. One approach was targeting only the first noun synset of each 
word. The key idea of this hypothesis was that most of the words used in tasks are a noun, and the 
first synset is usually the most common synset.  
Focusing only on noun aspect of words can disregard words without any noun synset. This 
problem can cause zero semantic similarity for any pairwise comparison containing such a word. 
For example, as it is shown below in the developed list of synsets for the word “reinforcing”, all 
the synsets are a verb.   
 
On the other hand, always the first synsets are not necessarily the intended sense of the word, 
especially in the construction domain. For example, the first synset of the word “reinforcement” 
is not obviously the intended sense (see the Figure 9), which is used as a task in construction 
domain and the relevant sense is C.4. The definition of different senses of the word “reinforcement” 
is presented in Figure 9. 
>>> print(wn.synsets('reinforcing')) 






Figure 9. The definitions of different synsets for the word “reinforcement” 
Another approach was to use pos_tag module to disambiguate part of speech of each word and 
only target the synsets with that selected part of speech, but this approach also failed, because for 
example in the task “concrete pouring”, pos_tag module tagged the word “pouring” as a noun 
(‘NN’), however as its presented below, this word does not have any synsets as a noun.  
 
In the final approach, the system approximates the similarity by using the pair of synsets for two 
words that result in maximum sense similarity.  
Eq.  9 
𝑤𝑜𝑟𝑑 − 𝑡𝑜 − 𝑤𝑜𝑟𝑑𝑠𝑖𝑚𝑖𝑙𝑎𝑖𝑟𝑡𝑦(𝑤1, 𝑤2) = 𝑚𝑎𝑥(𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝐶1, 𝐶2))  
𝐶1 ∊ 𝑠𝑦𝑛𝑠𝑒𝑡𝑠 (𝑤1) , 𝐶2 ∊ 𝑠𝑦𝑛𝑠𝑒𝑡𝑠 (𝑤2) 
The word-to-word similarity is executed by the following code. 
>>> for synset in wn.synsets('reinforcement'): 
>>>    print(synset.definition()) 
 
(c.1) a military operation (often involving new supplies of men and materiel) to 
strengthen a military force or aid in the performance of its mission. 
(C.2) information that makes more forcible or convincing 
(C.3) (psychology) a stimulus that strengthens or weakens the behavior that 
produced it 
(C.4) a device designed to provide additional strength 





>>> print(pos_tag(word_tokenize('concrete pouring'))) 
[('concrete', 'NN'), ('pouring', 'NN')] 
 
>>> print(wn.synsets('pouring')) 
[Synset('pour.v.01'), Synset('pour.v.02'), Synset('decant.v.01'), 






As it can be seen in the above code, before semantic similarity of two words, a string base 
similarity, which was explained in Chapter 2, is measured for the words that provoke in two 
conditions. In the first condition, it prevents giving the similarity of zero for the words which are 
wrongly misspelled (to avoid possible typos). The second condition considers the cases in which 
the words are not defined in the WordNet and do not have any defined synsets, and therefore it 
gives the string similarity of them instead of zero. For example, the similarity of the word “HVAC” 
by itself can be increased from the semantic similarity of zero to the correct similarity of one by 
means of the string similarity.  
 
Using the word-to-word similarity measure and the proposed method for measuring the semantic 
similarity of two phrases, the semantic similarity of two labels is calculated. The results of these 
pairwise comparisons between nodes 𝑛𝑖 and 𝑚𝑗 from 𝑊𝐵𝑆𝑁1
𝐿1 , 𝑊𝐵𝑆𝑁2
𝐿2 will form the following 
matrix. This matrix represents the semantic similarity of labels of nodes 𝑛𝑖 and 𝑚𝑗. 
>>> print(wn.synsets('concrete', 'n')+ wn.synsets('concrete', 'v')) 
[Synset('concrete.n.01'), Synset('concrete.v.01'), Synset('concrete.v.02')] 
 
>>> def word_to_word_similarity(word1, word2): 
    similarity=0 
    if wn.synsets(word1)==[] or wn.synsets(word2)==[]: 
       edit_distance=nltk.edit_distance(word1,word2) 
       max_len=max(len(word1),len(word2)) 
       syntactit_similarity=(1-(edit_distance/max_len)) 
       similarity=syntactit_similarity 
    else: 
    for synset1 in wn.synsets(word1,'n')+wn.synsets(word1,'v'): 
        for synset2 in wn.synsets(word2,'n')+wn.synsets(word2,'v'): 
            if wn.wup_similarity(synset1,synset2)==None: 
                sim=0 
            else: 
                sim=wn.wup_similarity(synset1,synset2) 
            if sim>similarity: 
                similarity=sim             
    return similarity 
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𝑠𝑖𝑚𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐(𝑛1 , 𝑚1) ⋯ 𝑠𝑖𝑚𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐(𝑛1 , 𝑚𝑗)
⋮ ⋱ ⋮
𝑠𝑖𝑚𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐(𝑛𝑖 , 𝑚1) ⋯ 𝑠𝑖𝑚𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐(𝑛𝑖  , 𝑚𝑗)
] 
The proposed method considers two nodes semantically similar if they have a semantic 
similarity more than a threshold which can be set to a number in the range of 0 to 1. In addition, 
the system only computes the other node similarity metrics (parent similarity and siblings’ 
similarity) for the nodes that are semantically similar (more than the threshold).  The effects of 
different thresholds on the accuracy of the system are explored in the next Chapter.  
3.3.2. Parent similarity 
In a Work Breakdown Structure, except the root element (highest level), each node is subdivided 
from an upper-level element, which is the node’s parent. Also, each parent is generated from 
another upper-level element which creates a sequence of parents for each node. In this step, the 
semantic similarity of the parents of two given tasks are considered. This metric determines the 
similarity of parents and is calculated by a weighted average of semantic similarity of them.  
Since considering all ancestors of a node requires an extremely large amount of calculations, the 
Least Similar Parent is defined (LSP). LSPs are the first pair of parents in the sequence of two 
given node’s parents that are not semantically similar (less than the defined threshold). This 
method only considers the parents up to LSP. Given nodes n and m from 𝑊𝐵𝑆𝑁1
𝐿1 , 𝑊𝐵𝑆𝑁2
𝐿2   
respectively, the parent similarity between them ( 𝑠𝑖𝑚𝑝𝑎𝑟𝑒𝑛𝑡𝑠(𝑛, 𝑚) ) is calculated using the 
equation bellow. 𝐿𝐿𝑆𝑃 − 𝐿𝑛  is the difference between levels of node n and its LSP, and 
𝑠𝑖𝑚𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐(𝑖
𝑡ℎ 𝑝𝑎𝑟𝑒𝑛𝑡𝑠) is the semantic similarity between 𝑖𝑡ℎ  parents of nodes n and m. 
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Eq.  12 
𝑠𝑖𝑚𝑝𝑎𝑟𝑒𝑛𝑡𝑠(𝑊𝐵𝑆𝑁1
𝐿1 , 𝑊𝐵𝑆𝑁2
𝐿2 ) = [
𝑠𝑖𝑚𝑝𝑎𝑟𝑒𝑛𝑡𝑠(𝑛1 , 𝑚1) ⋯ 𝑠𝑖𝑚𝑝𝑎𝑟𝑒𝑛𝑡𝑠(𝑛1 , 𝑚𝑗)
⋮ ⋱ ⋮
𝑠𝑖𝑚𝑝𝑎𝑟𝑒𝑛𝑡𝑠(𝑛𝑖  , 𝑚1) ⋯ 𝑠𝑖𝑚𝑝𝑎𝑟𝑒𝑛𝑡𝑠(𝑛𝑖 , 𝑚𝑗)
] 
 
3.3.3. Siblings similarity 
In a Work Breakdown Structure, the nodes generated from the same parent are called siblings. 
Semantic similarity of siblings of two nodes is another metric that can increase the confidence in 
similarity degree. For example, the chance for a task like “reinforcing” to have a sibling task of 
“concrete pouring” is more than an unrelated task such as “marking of the road”. 
To find the matched siblings of two nodes, the siblings should be semantically compared one by 
one using the  𝑠𝑖𝑚𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐(𝑊𝐵𝑆𝑁1
𝐿1 , 𝑊𝐵𝑆𝑁2
𝐿2 )  matrix, that was developed in the previous step. Any 
two siblings which are semantically similar (𝑠𝑖𝑚𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐 > 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑) are considered matched 
together. Thus, (𝑠𝑖𝑏𝑙𝑖𝑛𝑔𝑛𝑖 , 𝑠𝑖𝑏𝑙𝑖𝑛𝑔𝑚𝑗) can be defined as a tuple that includes the pairs of matched 
siblings from nodes 𝑛𝑖 , 𝑚𝑗.  
Eq.  13 
𝑚𝑎𝑡𝑐ℎ𝑒𝑑𝑠𝑖𝑏𝑙𝑖𝑛𝑔𝑠(𝑛𝑖, 𝑚𝑗) = (𝑠𝑖𝑏𝑙𝑖𝑛𝑔𝑛𝑖 , 𝑠𝑖𝑏𝑙𝑖𝑛𝑔𝑚𝑗) 
As a result, the sibling similarity score for nodes 𝑛𝑖 , 𝑚𝑖 is calculated by means of equation 
bellow, which is obtained by dividing the total number of matched nodes by the total number of 
siblings. 






For example, the sibling similarity between nodes 𝑛1 and 𝑚1 with only one pair of matched 

 50 




𝑠𝑖𝑚average(𝑛1 , 𝑚1) ⋯ 𝑠𝑖𝑚average(𝑛1 , 𝑚𝑗)
⋮ ⋱ ⋮
𝑠𝑖𝑚average(𝑛𝑖  , 𝑚1) ⋯ 𝑠𝑖𝑚average(𝑛𝑖  , 𝑚𝑗)
] 
 
3.3.5. Nodes mapping 
Each node from the first WBS will be mapped to a node from the second WBS with the highest 
average similarity. The highest average similarity must be more than the defined threshold. This 
threshold is considered to prevent mapping of irrelevant nodes which have a semantic similarity 
score below the threshold. 
In some cases, there is more than one node with the highest 𝑠𝑖𝑚𝑎𝑣𝑒𝑟𝑎𝑔𝑒. In these cases, the 
system prefers the task nodes with a closer level of details. The level of details of the nodes depends 
on their level in the WBS hierarchy. The details of task nodes in the hierarchy decreases from the 
lowest to the highest level. Since usually the lowest level of WBS contains the task with the highest 
level of details, the level of details of each node is assessed based on the distance between its level 
and the lowest level in the WBS hierarchy. For this purpose, the system defines a weight between 
0 and 1, which determines the distance between the level of details of two nodes 
The 𝑏𝑜𝑡𝑡𝑜𝑚𝑙𝑒𝑣𝑒𝑙 is the level of nodes which its numbering starts from the lowest level. For 
example, for the Wbs1 (“house project”) the 𝑏𝑜𝑡𝑡𝑜𝑚𝑙𝑒𝑣𝑒𝑙 and regular 𝑙𝑒𝑣𝑒𝑙 of nodes are indicated 




𝑙𝑒𝑣𝑒𝑙𝑠𝑐𝑜𝑟𝑒𝑠(“columns” , “road”) = |
(1 − 2)
3
− 1| = 0.66 
and for “columns”, “Girders” is calculated as, 
𝑙𝑒𝑣𝑒𝑙𝑠𝑐𝑜𝑟𝑒𝑠(“columns” , “Girders”) = |
(1 − 1)
3
− 1| = 1 
This score will increase the chance of node “Columns” to be mapped to “Girders” instead of the 
node “road” with a lower 𝑙𝑒𝑣𝑒𝑙𝑠𝑐𝑜𝑟𝑒𝑠 . The following matrix is used to contain node to node 
𝑙𝑒𝑣𝑒𝑙𝑠𝑐𝑜𝑟𝑒𝑠 for nodes of two WBSs. 




𝑙𝑒𝑣𝑒𝑙𝑠𝑐𝑜𝑟𝑒𝑠(𝑛1 , 𝑚1) ⋯ 𝑙𝑒𝑣𝑒𝑙𝑠𝑐𝑜𝑟𝑒𝑠(𝑛1 , 𝑚𝑗)
⋮ ⋱ ⋮
𝑙𝑒𝑣𝑒𝑙𝑠𝑐𝑜𝑟𝑒𝑠(𝑛𝑖 , 𝑚1) ⋯ 𝑙𝑒𝑣𝑒𝑙𝑠𝑐𝑜𝑟𝑒𝑠(𝑛𝑖  , 𝑚𝑗)
] 
By multiplying matrixes 𝑙𝑒𝑣𝑒𝑙𝑠𝑐𝑜𝑟𝑒𝑠 and 𝑠𝑖𝑚𝑎𝑣𝑒𝑟𝑎𝑔𝑒 , a matrix is formed which contains the 
required scores and can be used to find the mapped nodes.  




𝑚𝑎𝑝𝑝𝑖𝑛𝑔𝑠𝑐𝑜𝑟𝑒(𝑛1 , 𝑚1) ⋯ 𝑚𝑎𝑝𝑝𝑖𝑛𝑔𝑠𝑐𝑜𝑟𝑒(𝑛1 , 𝑚𝑗)
⋮ ⋱ ⋮
𝑚𝑎𝑝𝑝𝑖𝑛𝑔𝑠𝑐𝑜𝑟𝑒(𝑛𝑖 , 𝑚1) ⋯ 𝑚𝑎𝑝𝑝𝑖𝑛𝑔𝑠𝑐𝑜𝑟𝑒(𝑛𝑖 , 𝑚𝑗)
] 
The system searches through the 𝑚𝑎𝑝𝑝𝑖𝑛𝑔𝑠𝑐𝑜𝑟𝑒𝑠 matrix to find the highest mapping score, 
When the highest score is found, the system will use that for mapping corresponding nodes and 
then removes them for finding the other matched paired in the next runs. The system continues 
this procedure until all the possible nodes are mapped. 
𝑚𝑎𝑝𝑝𝑒𝑑 𝑛𝑜𝑑𝑒𝑠 is a list of tuples (𝑛𝑖 , 𝑚𝑗 , 𝑠𝑖𝑚𝑎𝑣𝑒𝑟𝑎𝑔𝑒) in which, 𝑛𝑖 and 𝑚𝑗 are mapped together 
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with the average similarity of 𝑠𝑖𝑚𝑎𝑣𝑒𝑟𝑎𝑔𝑒. 
Eq.  21 
𝑚𝑎𝑝𝑝𝑒𝑑 𝑛𝑜𝑑𝑒𝑠 = {(𝑛𝑖, 𝑚𝑗 , 𝑠𝑖𝑚𝑎𝑣𝑒𝑟𝑎𝑔𝑒)}  
𝑛𝑖 ∊ 𝑁1   
𝑚𝑗 ∊ 𝑁2 
3.3.6. Node similarity score 
The overall Node similarity score between 𝑊𝐵𝑆𝑁1
𝐿1   and 𝑊𝐵𝑆𝑁2
𝐿2  , is the average of 𝑠𝑖𝑚𝑎𝑣𝑒𝑟𝑎𝑔𝑒of 
all the mapped nodes. This score is calculated by means of following equation. 




2 × ∑ (𝑠𝑖𝑚𝑎𝑣𝑔(𝑛𝑖 , 𝑚𝑗))(𝑛𝑖,𝑚𝑗) ∈ 𝑚𝑎𝑝𝑝𝑒𝑑 𝑛𝑜𝑑𝑒𝑠
|𝑁1| + |𝑁2|
 
3.4. Structural similarity 
The second similarity measurement is the structural similarity, which examines the hierarchy 
structure of two WBSs. This metric is defined based on graph-edit-distance (Hart et al. 1968) of 
two WBSs. The graph-edit-distance measures the minimum required operations which are needed 
to change the structure of one WBS to another. There are different graph-edit operations which can 
be used here. Node deletion or insertion, and node substitution were considered in this study.   
The structural similarity measurements start with the mapped nodes that were found in the 
previous stage. The node deletion or insertion cost (or effort) can be defined as the required 
operations to delete unmapped nodes. This distance was defined as Deletion Effort (DE), and can 
be computed by the total number of Unmapped Nodes (|𝑈𝑁|) divided by the total number of nodes 
in 𝑊𝐵𝑆𝑁1
𝐿1   and 𝑊𝐵𝑆𝑁2
𝐿2  .  
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The Substitution Effort (SE) can be explained as the required effort to map the nodes. In other 
words, the required effort to map two similar nodes is lower than the required effort to map two 
less similar nodes. Therefore, for each pair of mapped nodes in  𝑚𝑎𝑝𝑝𝑒𝑑 𝑛𝑜𝑑𝑒𝑠 list, the SE is 
calculated by one minus their similarity. 
Eq.  24 
𝑓𝑜𝑟 (𝑛𝑖 , 𝑚𝑗) ∊ 𝑚𝑎𝑝𝑝𝑒𝑑 𝑛𝑜𝑑𝑒𝑠, 𝑆𝐸(𝑛𝑖 , 𝑚𝑗) = 1 − 𝑠𝑖𝑚average(𝑛𝑖 , 𝑚𝑗) 
And, the total SE effort between 𝑊𝐵𝑆𝑁1
𝐿1   and 𝑊𝐵𝑆𝑁2
𝐿2   over all the mapped nodes can be 
calculated by following function. 




2 ∗ ∑ (1 − 𝑠𝑖𝑚average(𝑛𝑖 , 𝑚𝑗))(𝑛𝑖,𝑚𝑗)∊𝑚𝑎𝑝𝑝𝑒𝑑 𝑛𝑜𝑑𝑒𝑠
|𝑁1| + |𝑁2| − |𝑈𝑁|
 
The structural similarity between 𝑊𝐵𝑆𝑁1
𝐿1  and 𝑊𝐵𝑆𝑁2
𝐿2  is defined by 1 minus average of two over 
mentioned efforts (DE and SE). Less effort that is required to transfer structure of the first WBS to 
second one, which results in higher structural similarity and vice versa. 
Eq.  26 
𝑆𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑎𝑙 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 (𝑊𝐵𝑆𝑁1
𝐿1 , 𝑊𝐵𝑆𝑁2








3.5. Total similarity score 
The final score determines the Total similarity between 𝑊𝐵𝑆𝑁1
𝐿1  and 𝑊𝐵𝑆𝑁2
𝐿2  which is calculated 
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by the average of Node similarity (Eq. 22) and Structural similarity (Eq. 26) scores using the 
equation bellow. This final measurement produces a score between 0 and 1, which 0 is 
hypothetically resulted from the comparison of two completely different projects, and 1.0 is 
resulted for two exact similar projects.  














Chapter 4: Results and Discussion 
4.1. Introduction 
This chapter presents a set of experiments to evaluate the performance of the proposed system 
in two major parts: First the precision of the node to node similarity measurements in mapping the 
related tasks is discussed, and second, the precision of the overall similarity scores in measuring 
the similarity of WBS samples and retrieving most similar samples to the given samples are 
examined.  
The experiments are carried out on nine different WBS test samples, which the method of their 
development is presented in the following section. The obtained results from each experiment are 
presented and discussed in each part.  
4.2. Test Samples  
Three different construction project models were given to three experts in the construction 
management area to develop the WBS samples. The main reason for choosing different experts 
was to reduce the subjectivity of tasks in each WBS. The experts were asked to develop one WBS 
corresponding to each given project model. In the following sections, the project models and 
corresponding WBS are presented and the encoding of the samples in XML language is explained. 
4.2.1.  Construction project models 
Three different construction projects were chosen to have WBS samples from different types of 
projects. Two of these projects were building construction and one was a bridge construction 
project. The bridge project had twelve spans with ten concrete piers and two concrete abutments, 
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and was constructed with steel girders and reinforced concrete decks. The first building project 
was a four-story reinforced concrete-framed residential building and the other one was a two-story 
steel-framed commercial building. 
3D building information model (BIM) of these projects were provided to each expert to ensure 
that all participant have the same level of detailed information about the projects. These models 
were developed in Revit software product to not only visualize the projects, but also to provide 
object-oriented information about the elements of the structures to develop the WBSs. Figure 14, 
Figure 15 and Figure 16 show the developed 3D BIM models for the bridge, concrete-framed 
building, and steel-framed building, respectively. 
 
Figure 14. The 3D model of the bridge project 
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Figure 15. The 3D model of the concrete structure building project 
 
Figure 16. The 3D model of the steel structure building project (roof was sectioned to provide 
internal details) 
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4.2.2. Developing WBS of the test samples 
The prepared project models were given to the experts to develop the corresponding WBSs. The 
experts were chosen from qualified civil engineers who were experienced in construction 
management and were academically trained about the principles of project planning and 
development of work breakdown structures. 
As it is shown in Table 1, the developed samples are represented by B, C and S, which refer to 
𝐵𝑟𝑖𝑑𝑔𝑒 𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛 , 𝑐𝑜𝑛𝑐𝑟𝑒𝑡𝑒 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔  and 𝑠𝑡𝑒𝑒𝑙 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔 , respectively. 
The developed samples needed some small adjustments to become compatible with the proposed 
system. In the following subsection, these changes are explained. 
 
Table 1. The developed samples by the experts. 
Experts Developed samples Represented by 
Expert 1 
𝐵𝑟𝑖𝑑𝑔𝑒 𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛1 
𝑐𝑜𝑛𝑐𝑟𝑒𝑡𝑒 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔1 






𝑐𝑜𝑛𝑐𝑟𝑒𝑡𝑒 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔2 






𝑐𝑜𝑛𝑐𝑟𝑒𝑡𝑒 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔3 




4.2.3. WBS sample adjustments 
Due to the sensitivity of the semantic similarity measurements to the correct spelling of the 
words within the task nodes, any mistake could cause undesirable results. For instance, the 
similarity measurement of the words “concret” and “form” results in 0.28 which is scored by the 
string similarity measurement. By changing the “concret” to its correct spelling of “concrete”, the 
semantic similarity measurement score increases to 0.625. Thus, the first adjustment was to correct 
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the misspelled words in the WBS samples. 
Since the WordNet is developed for general English language, some technical words of the 
construction domain are not defined in this lexical database. The second adjustment was to change 
this kind of words to their synonyms which are defined in the WordNet. For instance, the word 
“rebar”, which in construction stands for the “reinforcement rebar”, is not defined in WordNet, 
therefore, it was changed to the “reinforcing”. 
A Similar problem was found with the words “HVAC”, “formwork” and “elastomeric” which 
were used in tasks like “HVAC installation”, “formwork installation” and “elastomeric pads”. The 
word “HCAV” was changed to the “heating ventilation and air conditioning”, the word “formwork” 
was altered to “form work”, and the word “bearing” was used instead of the “elastomeric”. 
These modified samples were in 𝐵3, 𝐶1 and  𝑆1, and these three adjusted samples together with 
the rest of the samples are presented in Table 10 to Table 18 in Appendix A. 
4.2.4. Encoding WBS samples in XML language 
The WBS samples were initially developed in MS project software by the experts, which were 
then exported to spreadsheet format to apply the required adjustments, and then were encoded in 
XML language. The XML files were saved in the documented samples file for further experiments. 








Figure 18. A part of the written XML for the test sample S1 
4.3. Results 
The results of this study can be organized into two sections. First, precision of the node to node 
similarity measurements in mapping the relative task nodes between WBS test samples is 
discussed, and second, the precision of the overall similarity scores in comparing the WBS test 
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samples and retrieving the similar ones, in terms of precision and recall measures is examined. In 
each part, the effects of two important variables with a significant impact on the precision of the 
measurements are studied. 
The first variable is the threshold used in measuring node to node similarity metrics, which was 
introduced in Chapter 3. This threshold was determined to measure the 𝑠𝑖𝑚𝑝𝑎𝑟𝑒𝑛𝑡𝑠 and 𝑠𝑖𝑚𝑠𝑖𝑏𝑙𝑖𝑛𝑔𝑠 
and finally, map the nodes with a similarity higher than the threshold. The other variable is the 
weight of the 𝑠𝑖𝑚𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐 in measuring the 𝑠𝑖𝑚𝑎𝑣𝑒𝑟𝑎𝑔𝑒 (Eq. 16). The 𝑠𝑖𝑚𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐 has a higher 
impact on the node to node similarity scores than the other two measurements. For this reason, 
only the effect of this metric is investigated. 
Before discussing the results, it is important to explain the precision and recall measures. The 
definition of these two terms can be defined based on the binary relevance judgment in which 
every retrievable item is recognizably “relevant” or “not relevant” (Buckland and Gey 1994). 
Hence, in a search result, each item is placed in only one of the four groups in which the items are 
“relevant” or “not relevant” and “retrieved” or not “retrieved” (Buckland and Gey 1994). 
For any given retrieved set of items, Recall is defined as the number of retrieved relevant items 
as a proportion of all relevant items. In other words, recall is a measure of performance in including 
relevant items in the retrieved set. Precision can be defined as the number of retrieved relevant 
items as a proportion of retrieved items. Therefore, precision is a measure of excluding the 
nonrelevant items from the retrieved set (Buckland and Gey 1994). 
4.3.1. Node mapping precision  
When two WBSs are compared, the system only maps the nodes with a similarity score higher 
than the defined threshold. In this section, the terms “mapped” and “not mapped” are used instead 
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of the terms “retrieved” and “not retrieved” to evaluate the precision. Therefore, as it can be seen 
in the following equation that the mapping precision can be measured by dividing the number of 
mapped relevant nodes to the total number of mapped nodes. 
𝑀𝑎𝑝𝑝𝑖𝑛𝑔 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
|{𝑀𝑎𝑝𝑝𝑒𝑑 𝑡𝑎𝑠𝑘 𝑛𝑜𝑑𝑒𝑠} ∩ {𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑡𝑎𝑠𝑘 𝑛𝑜𝑑𝑒𝑠}|
|𝑀𝑎𝑝𝑝𝑒𝑑 𝑡𝑎𝑠𝑘 𝑛𝑜𝑑𝑒𝑠|
 
Since human judgment for assessing the relevance of the mapped nodes is a costly and time 
consuming task (Samimi and Ravana 2014), two sets of rules were considered which helped the 
relevance assessment of the mapped tasks: First, the nodes which represent the same tasks, for 
instance, in Table 2 showing the mapped nodes for the pair (𝑆1 , 𝑆2),  the nodes “fencing” and 
“fences installation” are relevant. Second, the nodes which are subdivided from the same tasks, 
although they do not represent the same tasks, they are still relevant since their completion fulfilled 
finishing of the same tasks. For example, the pairs such as “external walls” and “painting” are not 
referring to the same task, but they are somehow related since both tasks are carried out in walls 
finishing jobs. 
The nodes that do not fulfill the overmentioned condition are categorized as not relevant nodes. 
Some tasks, such as “elevator installation” and “form work removal”, are highlighted in red which 
means that they are not relevant.  
To examine the precision of the system in mapping relevant task nodes, the pairs (𝑆1 , 𝑆2) and 
(𝐵1  ,  𝐶2 ) are randomly chosen to be investigated. The precision is explored in four different 
scenarios as follow. 

















In the first and second scenarios, the weight of 𝑠𝑖𝑚𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐 was considered as one and the 
threshold values of 0.5 and 0.7 were used. In the third and fourth scenarios, the weight of the 
𝑠𝑖𝑚𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐 was increased to two and the threshold values were the same as the first two cases.  
Table 2 shows the results of the mapped nodes for the projects ( 𝑆1 , 𝑆2) in the first scenario. The 
results of the second to the fourth scenarios for this pair and all the scenarios for the pair (𝐵1 , 𝐶2) 
are provided in the Table 19 to Table 25 (Appendix B). Table 3 provides a summary of these results. 
Each table presents a list of all mapped nodes accompanied by the node to node similarity 
measurements scores, including 𝑠𝑖𝑚𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐, 𝑠𝑖𝑚𝑝𝑎𝑟𝑒𝑛𝑡𝑠, 𝑠𝑖𝑚𝑠𝑖𝑏𝑙𝑖𝑛𝑔𝑠 and the 𝑠𝑖𝑚𝑎𝑣𝑒𝑟𝑎𝑔𝑒. The pairs 
of task nodes, which are mapped and not relevant, are highlighted in red. At the end of each table, 
the overall measurements between two WBS, such as similarity scores, the total number of mapped 
nodes and unmapped nodes as well as the number of irrelevant mapped nodes (highlighted in red) 
are provided.   



































Task node WBS code Task node 
1 1 steel building 1 steel building 1.000 1.000 0.000 0.667 




































Task node WBS code Task node 
3 1.1.1 site mobilization 1.1.2 
equipment 
mobilization 
0.853 1.000 0.971 0.941 
4 1.1.2 surveying 1.1.1 surveying 1.000 1.000 0.898 0.966 
5 1.1.3 fencing 1.1.3 
fences 
installation 
0.942 1.000 0.926 0.956 
6 1.2 earthworks 1.2 earthworks 1.000 1.000 0.533 0.844 
7 1.2.1 stripping ground 1.2.1 stripping 0.850 1.000 1.000 0.950 
8 1.2.2 excavation 1.2.2 excavation 1.000 1.000 0.850 0.950 







0.816 0.786 0.946 0.850 
11 1.3.2 form work 1.6.2 
second floor 
finishing 
0.788 0.899 0.568 0.752 
12 1.3.3 concrete pouring 1.3.1.3 concrete pouring 1.000 0.786 0.900 0.896 
13 1.3.4 curing concrete 1.3.1.4 curing 0.833 0.786 0.942 0.854 
14 1.3.5 form work removal 1.6.1 
ground floor 
finishing 
0.840 0.899 0.600 0.780 




1.3.1 foundation 0.742 0.967 0.685 0.798 
17 1.4.2 
installation of 
beams first floor 




1.3.3 slabs 0.647 0.967 0.732 0.782 
19 1.5 floor slabs 1.4 
mechanical 
works 








































Task node WBS code Task node 
21 1.5.2 first floor concrete 1.4.2 second floor 0.911 0.827 0.786 0.841 




1.3.2.1.3 joints 0.667 0.588 0.258 0.504 
24 1.6.1 external walls 1.6.1.6 painting 0.594 0.617 0.823 0.678 
25 1.6.2 separation walls 1.6.1.2 
dry walls 
installation 
0.808 0.617 0.758 0.728 
26 1.6.3 partition walls 1.6.1.1 
exterior walls 
installation 







1.000 0.617 0.715 0.778 
28 1.6.5 doors installation 1.6.1.4 doors installation 1.000 0.617 0.683 0.767 
29 1.7.1 external walls 1.6.2.6 painting 0.594 0.614 0.886 0.698 
30 1.7.2 separation walls 1.6.2.2 
dry walls 
installation 
0.808 0.614 0.809 0.743 
31 1.7.3 partition walls 1.6.2.1 
exterior walls 
installation 







1.000 0.614 0.770 0.795 
33 1.7.5 doors installation 1.6.2.4 doors installation 1.000 0.614 0.741 0.785 



















































































second floor steel 
installation 
0.921 0.607 0.189 0.572 
41 1.8.7 elevator room 1.5.2.4 
fire alarm 
systems 







0.714 0.474 0.472 0.553 
43 1.9.1 distribution boards 1.5.1.4 
fire alarm 
systems 











1.5.2 second floor 0.838 0.375 0.305 0.506 
46 1.9.4 smoke detectors 1.5.1.3 
install light 
fixtures 







0.774 0.484 0.623 0.627 
48 1.10 finishing works 1.6 finishing works 1.000 1.000 0.568 0.856 




































Task node WBS code Task node 
50 1.10.2 testing systems 1.6.4 testing systems 1 1 0.4 0.8 
51 1.10.3 cleaning 1.6.3 cleaning 1 1 0.4 0.8 











102 19 32 0.621 0.806 0.713 
Mapping precision 0.69 
 















(𝑆1 , 𝑆2) 
1st 0.713 121 102 70 0.69 
2nd 0.607 121 64 62 0.97 
3rd 0.741 121 108 72 0.67 
4th 0.628 121 68 62 0.91 
(𝐵1 , 𝐶2) 
1st 0.576 196 126 44 0.35 
2nd 0.505 196 90 64 0.71 
3rd 0.587 196 126 54 0.43 
4th 0.532 196 96 64 0.67 
4.3.1.1. Discussion 
The results in Table 2 shows that the system had a promising performance in mapping relevant 
nodes with an overall 0.69 mapping precision. From 121 nodes of the WBSs of samples 𝑆1 and 𝑆2, 
102 nodes were mapped together, in which 32 were not relevant. Manual investigation of these 
non-relevant mapped nodes revealed that the 𝑠𝑖𝑚𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐 had a high score in most cases. The main 
reason of this limitation is the lexical database which was utilized in this study. Some words are 
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semantically similar in the English language, but they are less similar in the construction domain. 
This problem can be improved by employing a customized lexical database developed for the 
construction domain. 
The results in Table 3 show that the increase of the threshold from 0.5 to 0.7 increased the 
mapping precision as well (0.5 and 0.7 were two thresholds which were changed from first to 
second and third to fourth scenarios). A higher threshold only maps the nodes with a higher degree 
of similarity, and this will increase the chance of relevance of the mapped nodes.  
In addition, the results in Table 3 indicate that increasing the weight of semantic similarity 
(second variable) does not significantly affect the mapping precision for these two cases. It is 
interesting to note that, although the precision is not affected considerably, the overall total 
similarity score is increased for the pairs ( 𝑆1 , 𝑆2) and (𝐵1 , 𝐶2). This increase is about 3% for the 
( 𝑆1 , 𝑆2)  and 5% for the (𝐵1 , 𝐶2). It is speculated that increasing the weight of the 𝑠𝑖𝑚𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐   
may increase the similarity of non-similar projects more than the similarity of similar projects, 
which is not a desirable result. If this hypothesis is true, the retrieving of non-similar cases may 
decrease retrieving precision. This hypothesis is further investigated in the next section by 
experimenting with all the samples. 
4.3.2. Overall similarity scores 
In this section, the overall similarity scores, which are measured by three metrics of node 
similarity, structural, and total similarity, are discussed. These results are explored in two parts: 
First, the compliance of the results with similarity measure properties is examined. In the second 
part, the performance of the method is evaluated in the retrieving process in which the method 
searches through the stored WBS samples to find the similar ones to a sample which is given to 
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the system. This evaluation is performed based on two measures: precision and recall. 
The results in this section are obtained through experiments in two main scenarios. In both 
scenarios, the threshold varies in the range of 0.50 to 0.80 with 0.05 intervals. In the first scenario, 
the weight of the 𝑠𝑖𝑚𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐 was one and in the second scenario, it was increased to two.
 
4.3.2.1. Properties of similarity measures 
The overall similarity measurements must fulfill the properties of symmetry and reflexivity 
(Richter 1993). A similarity function S: S×S→ [0,1] on a set S measuring the degree of similarity 
between two elements, is called similarity measure if, ∀ 𝑋, 𝑌 ∈ 𝑆: 
Eq.  28 
Sim (X, Y) = Sim (Y, X) (Symmetry) 
Sim (X, X) =1 (Reflexivity) 
Symmetry 
In this system to determine the symmetry fulfillment, the symmetry error for two WBSs such as 
A and B is computed by using the following equation. In this equation, the 𝑠𝑖𝑚 can be one of the 
three overall similarity measurements (total similarity, node similarity or structural similarity). 
1) 
Threshold = {0.50, 0.55, 0.60, 0.65, 070, 0.75, 0.80} 
𝑠𝑖𝑚𝑎𝑣𝑒𝑟𝑎𝑔𝑒 =





Threshold = {0.50, 0.55, 0.60, 0.65, 070, 0.75, 0.80} 
𝑠𝑖𝑚𝑎𝑣𝑒𝑟𝑎𝑔𝑒 =





Eq.  29 
𝑆𝑦𝑚𝑚𝑒𝑡𝑟𝑦 𝑒𝑟𝑟𝑜𝑟 =
|𝑠𝑖𝑚(𝐴, 𝐵) − 𝑠𝑖𝑚(𝐵, 𝐴)|
𝑎𝑣𝑒𝑟𝑎𝑔𝑒[𝑠𝑖𝑚(𝐴, 𝐵), 𝑠𝑖𝑚(𝐵, 𝐴)]
 
The symmetry errors of all the possible pairwise comparisons from the test samples were 
measured and averaged for different overall similarity metrics. Table 4 and Table 5 present the 
average of the symmetry errors for the first and the second scenario. Also, these results are 
illustrated in Figure 19 and Figure 20. 
Table 4. The average of the symmetry errors (first scenario) 
Threshold 
Symmetry error obtained by 
Total similarity score Node similarity score Structural similarity score 
0.5 0.008 0.015 0.004 
0.55 0.009 0.018 0.003 
0.6 0.009 0.019 0.003 
0.65 0.013 0.035 0.004 
0.7 0.018 0.057 0.004 
0.75 0.022 0.108 0.003 




















0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85
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comparing the result of the first with the second scenario, it must be pointed out that the system is 
performing better in the first scenario, especially with Structural and Total similarity measurements, 
because both are declining to zero for the threshold more than 0.75. 
Reflexivity 
The reflexivity error (e.g. for the sample 𝐵1) is calculated using the following equation (Richter 
1993):  
𝑅𝑒𝑓𝑙𝑒𝑥𝑖𝑣𝑖𝑡𝑦 𝑒𝑟𝑟𝑜𝑟 = 1 − 𝑠𝑖𝑚(𝐵1, 𝐵1) 
The reflexivity errors were obtained by comparing the test samples with themselves. The 
average of the results are presented in Table 6 and Table 7 for the first and the second scenarios, 
respectively. The summarized results are graphically presented in Figure 21 and Figure 22. 
Table 6. The average of the reflexivity errors (first scenario) 
Threshold 
Reflexivity error obtained by 
Total similarity Node similarity Structural similarity 
0.5 0.005 0.007 0.003 
0.55 0.005 0.007 0.003 
0.6 0.005 0.007 0.003 
0.65 0.005 0.007 0.003 
0.7 0.012 0.020 0.005 
0.75 0.012 0.020 0.005 





compared with all the stored samples and the results were ranked from the highest to the lowest 
similarity score. For instance, Table 8 and Table 9 show the results in the first and the second 
scenarios and thresholds of 0.65 and 0.75 respectively. In these two tables, the 𝐵1 is set as the query 
sample and the results are ordered by the Total similarity score. 











𝐵1 𝐵2 0.719 0.635 0.803 
𝐵1 𝑆2 0.688 0.561 0.815 
𝐵1 𝐵3 0.634 0.479 0.789 
𝐵1 𝐶1 0.599 0.467 0.731 
𝐵1 𝑆1 0.589 0.398 0.779 
𝐵1 𝑆3 0.557 0.351 0.762 
𝐵1 𝐶2 0.531 0.392 0.670 
𝐵1 𝐶3 0.508 0.336 0.680 











𝐵1 𝐵2 0.665 0.530 0.799 
𝐵1 𝐵3 0.539 0.305 0.774 
𝐵1 𝑆1 0.533 0.291 0.776 
𝐵1 𝐶1 0.527 0.322 0.731 
𝐵1 𝑆2 0.517 0.260 0.774 
𝐵1 𝑆3 0.515 0.268 0.762 
𝐵1 𝐶2 0.462 0.248 0.676 
𝐵1 𝐶3 0.457 0.228 0.685 
 
The retrieving precision is calculated by the following equation that calculates the number of 
retrieved relevant samples as a proportion of retrieved samples. In this part, the relevance 
arguments are not challenging, because the sample tests were developed for the same project by 
different experts and are relative. Therefore, for each query sample, two relevant samples exist 
among the stored samples. For example, the samples 𝐵2 and 𝐵3 are the relevant samples to the 
query sample 𝐵1. 
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𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑖𝑛𝑔 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
|{𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑠𝑎𝑚𝑝𝑙𝑒𝑠} ∩ {𝑅𝑒𝑡𝑟𝑖𝑣𝑒𝑑 𝑠𝑎𝑚𝑝𝑙𝑒𝑠}|
|{𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝑠𝑎𝑚𝑝𝑙𝑒𝑠}|
  
The number of retrieved samples are determined by the recall score, in other words the retrieving 
procedures continue until the number of retrieved relevant samples fulfill the recall score. Because 
of the small number of stored WBS samples and therefore small number of relevant samples, only 
two recall scores are considered in this study. In the recall score of 0.5, the retrieving of stored 
samples continues until one of the two relevant samples among the stored samples is retrieved. 
The second recall score is 1 in which both relevant samples are retrieved. 
For instance, from Table 8, the precision scores for retrieving the 𝐵1 were obtained as follow: 
As it can be seen, for the recall score of 1.0, the retrieving process continues until both relevant 
samples to 𝐵1 are retrieved. This results in two retrieved relative samples out of three retrieved 
samples and 0.66 precision. For the recall score of 0.5 only one of the relative samples to the 𝐵1 
must be retrieved which is achieved by retrieving only the first sample from Table 8 and it results 
in a precision that equals to one. 

















From Figure 23 and Figure 24, it is clear that the Structural similarity measurement is delivering 
higher precision scores than the Total and Node similarity metrics especially in the first scenario 
with an average precision of 0.8. In both figures, the retrieval precision (for structural similarity) 
increases with the increase of threshold until 0.75, and after that starts to decline, especially with 
a higher rate for the second scenario. The higher rate of declining for the second scenario might be 
due to the higher weight for the 𝑠𝑖𝑚𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐 which increases the impact of changing the threshold 
on the semantic similarity metrics and therefore on the retrieving precision. 
Overall, these two figures demonstrate the ability of the system in retrieving relative models 
with an average precision of 70% for the thresholds in the range of 0.7 to 0.75. However, when 
comparing the results in both figures, it can be concluded that the first scenario is giving more 
stable results among various values of thresholds, namely in the Structural similarity metric and 
the threshold values in the range of 0.7 to 0.75. 
4.3.3. Conclusion  
In this chapter, a set of experiments was conducted to explore the precision of the method in 
finding relative tasks and mapping them together in comparing two WBSs.  Determination of the 
tasks’ relativeness in this part was challenging and two rules were defined to differentiate the 
relative and not relative arguments. A better approach to produce more promising results on this 
experiment could be to ask different experts to argue the relativity of the mapped nodes which was 
not possible in limited timeframe of this research. 
Three similarity metrics were proposed to measure the similarity of WBSs which were tested by 
two set of experiments. The first experiment evaluated the similarity properties of the proposed 
 82 
method. The experiment revealed promising results with very low errors in the symmetry and 
reflexivity properties (average error of 0.016 for both properties). The most important goal of this 
chapter was the experiments on retrieving precision. The experiments on this part show that the 
system can retrieve the relative samples with an average precision of 0.7 for thresholds in the range 
of 0.70 to 0.75.  
The retrieval system with Structural similarity metric outperforms in the first scenario with the 
thresholds in the range of 0.7 to 0.75. A major limitation on the experiments was the lack of enough 
test samples in the database. With access to a larger database containing different types of 
construction projects, the method could be tested more comprehensively and the results could be 
more reliable.  
4.3.4. Run time efficiency  
The tests were conducted on a computer with a 3.6 GHz quad-core intel processor, 16GB RAM, 
and using Python version 3.6 compiler. The execution time for comparing a pair of WBS with 150 
nodes took around two minutes. The following adjustments can be considered to reduce the 
computation time of this method. 
1. For each two words comparison, the system searches through a huge lexical database 
used in this research (WordNet), which includes all English words developed for 
professional language processing. In this research, application of a smaller database, 
customized for construction-related words, can considerably decrease the running time 
of the system.  
2. Another reason that increases the computation time is the issue which was explained in 
Chapter 3, which occurs in the word-to-word semantic similarity measurements. In this 
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method, all the existed synset of two given words are compared and the highest score is 
chosen. Having a database in which each word is tagged only with the construction 
related synsets can reduce the running time.  
3. The developed system executes all the similarity metrics, which can be limited only to 
measurements with the best performances. This can reduce the running time since the 
amount of calculation can be reduced dramatically.   
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Chapter 5 Conclusion 
5.1. Summary and Conclusion 
Reuse of the knowledge and experiences gained from previously completed construction 
projects can improve the time and cost efficiency of the new projects. In order to reuse knowledge, 
finding similar past projects is crucial. This research was undertaken to develop three semantic 
based similarity metrics to measure the similarity of construction projects using their Work 
Breakdown Structure (WBS) as their representative, which include: 
1. Node similarity measurement comparing the semantic of elements of two WBSs; 
2. Structural similarity measurement comparing the topology and semantic of two WBSs; 
3. Total similarity measurement which is the average of Node and Structural similarity 
measurements. 
These metrics were performed by utilizing NLP techniques written in Python programing 
language. The similarity metrics were evaluated based on two sets of experiments: First the metrics 
were tested for the similarity properties fulfillment, including symmetry and reflexivity; second, 
the metrics were tested to search between WBS test samples and to find the similar ones to the 
given samples. Subsequently, two information retrieval metrics, including precision and recall, 
were used to evaluate the retrieval performance. 
The results show promising results in compliance with similarity properties (i.e. symmetry and 
reflexivity) with small errors. The results on the second part of the experiments, which were the 
main focus of this research, revealed that the method can retrieve similar projects with an average 
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precision of 0.65 among all of the threshold. It should be noted that the structural similarity in the 
first scenario outperforms the other two metrics in the retrieval process with an average precision 
of 0.8 for the thresholds in the range of 0.7 to 0.75. 
5.2. Limitations  
The findings of this study must be seen in the light of some limitations, and the main limitations 
of this study can be noted as follow: 
1. A major limitation of this research project was an insufficient test sample size. The 
experimental tests should be carried out on a larger sample size to further investigate 
performance of this system.  
2. Lack of previous research efforts on this topic was another limitation of this study, 
because there is no benchmark to compare the performance of this method.  
3. An apparent limitation of this system is the utilized lexical database (WordNet). It is a 
massive database of words which most of them are not used in the construction domain. 
The second problem of this source is that each word contains all the available synsets 
and synonyms, which most of them are not related to construction. Therefore, a 
database, containing technical construction words which are tagged with intended 
synsets, can improve the efficiency of the method. 
4. Running time of the developed program is another issue, because the system has to 
search various scenarios in a generic lexical database. A specialized lexical database, 
which is developed for construction industry, can significantly reduce the computation 
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efforts and also increase the accuracy of semantic matching. 
5. Another limitation of the proposed method is reusing of the information and documents 
of projects from different geographic locations. Although the system can compare the 
construction projects from different geographic locations, the effect of geographical 
situations such as weather and economy on the construction documents (e.g.  schedules 
and cost estimation) should be considered.  
5.3. Recommendations for Future Work 
There are many opportunities for further investigation on this topic to advance this method, 
which can benefit intelligent knowledge management systems in construction industry: 
1. Investigating the performance of the method by implementing the method on a larger 
test samples, including different types of construction projects. 
2. Developing a platform to store all the information and documents related to past projects 
in a server and link it to the corresponding WBS. The WBS of the new project is given 
to the system and the platform can retrieve the corresponding information of the most 
similar project for further planning and development of the new project.  
3. Although some vocabulary recourses have been developed in construction researches, 
they do not contain different senses of the technical words with complex relationships 
between them same as WordNet. So, they can not be used for word sense disambiguation 
(WSD) and measuring the similarities between words. There is a good opportunity in 
developing a semantic lexical database specialized for the construction technical words 
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for future semantic research studies in the construction management.  
4. Developing a system based on the proposed method in which the effects of the 
geographic differences of construction projects in knowledge reusing is considered.  
5.4. Developed Program Source Code 
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Appendix A: Developed WBS samples 








WBS codes Tasks 
1 1 Bridge project 33 1.3.4.6 backfilling 
2 1.1 Site preparation 34 1.4 super structure 
3 1.1.1 site mobilization 35 1.4.1 piers 
4 1.1.2 transport equipment 36 1.4.1.1 reinforcement installation 
5 1.1.3 surveying 37 1.4.1.2 form work 
6 1.1.4 securing the site 38 1.4.1.3 concrete pouring 
7 1.1.5 temporary buildings 39 1.4.1.4 form work removal 
8 1.2 earthworks 40 1.4.2 column caps 
9 1.2.1 vegetation removal 41 1.4.2.1 reinforcement installation 
10 1.22 stripping ground 42 1.4.2.2 form work 
11 1.2.3 excavation 43 1.4.2.3 concrete pouring 
12 1.3 substructure 44 1.4.2.4 form work removal 
13 1.3.1 pile driving 45 1.4.2.5 bearing pads 
14 1.3.2 pile caps 46 1.4.3 girders 
15 1.3.2.1 reinforcement installation 47 1.4.3.1 girder installation 
16 1.3.2.2 form work 48 1.4.3.2 bracing 
17 1.3.2.3 concrete pouring 49 1.4.4 decks 
18 1.3.2.4 curing concrete 50 1.4.4.1 form work 
19 1.3.2.5 form work removal 51 1.4.4.2 reinforcement installation 
20 1.3.3 left abutment 52 1.4.4.3 concrete pouring 
21 1.3.3.1 reinforcement installation 53 1.4.4.4 form work removal 
22 1.3.3.2 form work 54 1.5 road works 
23 1.3.3.3 concrete pouring 55 1.5.1 guardrails 
24 1.3.3.4 curing concrete 56 1.5.2 asphalt 
25 1.3.3.5 form work removal 57 1.5.3 surface marking 
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26 1.3.3.6 backfilling 58 1.5.4 electrical wiring 
27 1.3.4 right abutment 59 1.5.5 lightings 
28 1.3.4.1 reinforcement installation  60 1.6 finishing works 
29 1.3.4.2 form work 61 1.6.1 landscaping 
30 1.3.4.3 concrete pouring 62 1.6.2 testing systems 
31 1.3.4.4 curing concrete 63 1.6.3 cleaning 
32 1.3.4.5 form work removal    








WBS codes Tasks 
1 1  bridge construction  23 1.2.2.2.3  concrete pouring  
2 1.1  site preparation  24 1.2.2.2.4  form work removal  
3 1.1.1  procurement  25 1.2.2.3  piers  
4 1.1.2  surveying  26 1.2.2.3.1  form work installation  
5 1.1.3  fencing  27 1.2.2.3.2  reinforcement placement  
6 1.1.4  equipment mobilization  28 1.2.2.3.3  concrete pouring  
7 1.2  construction  29 1.2.2.3.4  form work removal  
8 1.2.1  foundation  30 1.2.3  superstructure  
9 1.2.1.1  excavation  31 1.2.3.1  steel beams installation  
10 1.2.1.2  piles  32 1.2.3.2  deck slab  
11 1.2.1.2.1  cast piles  33 1.2.3.2.1  form work installation  
12 1.2.1.2.2  drive piles  34 1.2.3.2.2  reinforcement placement  
13 1.2.1.2.3  piles installation  35 1.2.3.2.3  concrete pouring  
14 1.2.2  substructure  36 1.2.3.2.4  form work removal  
15 1.2.2.1  piles cap  37 1.2.4  roads  
16 1.2.2.1.1  form work installation  38 1.2.4.1  pavement  
17 1.2.2.1.2  reinforcement placement  39 1.2.4.2  barriers  
18 1.2.2.1.3  concrete pouring  40 1.2.4.3  line painting  
19 1.2.2.1.4  form work removal  41 1.2.4.4  lighting  
20 1.2.2.2  abutments  42 1.3  finishing  
21 1.2.2.2.1  form work installation  43 1.3.1  landscaping  
22 1.2.2.2.2  reinforcement placement  44 1.3.2  cleaning  
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WBS codes Tasks 
1 1 bridge construction 29 1.2.2.3 pier caps 
2 1.1 site preparation 30 1.2.2.3.1 form work 
3 1.1.1 survey 31 1.2.2.3.2 reinforcing installation 




 site area 
33 1.2.2.3.4 curing 
6 1.1.4 setup equipment 34 1.2.2.3.5 form work removal 
7 1.1.5 setup crane 35 1.2.2.3.6 bearing pad installation 
8 1.2 construction 36 1.2.2.4 girders 
9 1.2.1 earth work 37 1.2.2.4.1 girders installation 
10 1.2.1.1 excavation level 38 1.2.2.4.2 sealing of girders 
11 1.2.2 structural 39 1.2.2.5 decks 
12 1.2.2.1 foundation 40 1.2.2.5.1 form work 
13 1.2.2.1.1 deep foundation 41 1.2.2.5.2 reinforcing installation 
14 1.2.2.1.1.1 drilling 42 1.2.2.5.3 casting 
15 1.2.2.1.1.2 
installation of 
 reinforcing cage 
43 1.2.2.5.4 curing 
16 1.2.2.1.1.3 casting 44 1.3.2.5.5 form work removal 
17 1.2.2.1.1.4 curing 45 1.2.3 road works 
18 1.2.2.1.2 pile caps 46 1.2.3.1 side walks 
19 1.2.2.1.2.1 form work 47 1.2.3.2 pavement 
20 1.2.2.1.2.2 reinforcing installation 48 1.2.3.3 painting the lines 
21 1.2.2.1.2.3 casting 49 1.2.3.4 installing guards 
22 1.2.2.1.2.4 curing 50 1.2.3.5 
lighting system 
 installation 
23 1.2.2.1.2.5 form work removal 51 1.2.3.6 drainage system 
24 1.2.2.2 columns 52 1.3 finishing 
25 1.2.2.2.1 form work 53 1.3.1 tests 
26 1.2.2.2.2 reinforcing installation 54 1.3.2 cleaning 
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27 1.2.2.2.3 casting 55 1.3.3 landscaping 
28 1.2.2.2.4 curing    








WBS codes Tasks 
1 1 steel building 28 1.6.5 doors installation 
2 1.1 site preparation 29 1.7 second floor Architectural 
3 1.1.1 site mobilization 30 1.7.1 external walls 
4 1.1.2 surveying 31 1.7.2 separation walls 
5 1.1.3 fencing 32 1.7.3 partition walls 
6 1.2 earthworks 33 1.7.4 windows installation 
7 1.2.1 stripping ground 34 1.7.5 doors installation 
8 1.2.2 excavation 35 1.7.6 skylight structure 
9 1.3 foundation 36 1.8 mechanical systems 
10 1.3.1 reinforcing installation 37 1.8.1 
mechanical room water 
heater 
11 1.3.2 form work 38 1.8.2 
mechanical room heating 
ventilation and air 
conditioning unit 
12 1.3.3 concrete pouring 39 1.8.3 
heating ventilation and air 
conditioning ducts ground 
floor 
13 1.3.4 curing concrete 40 1.8.4 
heating ventilation and air 
conditioning ducts second 
floor 
14 1.3.5 form work removal 41 1.8.5 plumbing ground floor 
15 1.4 steel structure 42 1.8.6 plumbing second floor 
16 1.4.1 installation of columns 43 1.8.7 elevator room 
17 1.4.2 installation of beams first floor 44 1.8.8 elevator installation 
18 1.4.3 installation of beams roof 45 1.9 electrical systems 
19 1.5 floor slabs 46 1.9.1 distribution boards 
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20 1.5.1 ground floor concrete 47 1.9.2 
electrical wiring ground 
floor 
21 1.5.2 first floor concrete 48 1.9.3 
electrical wiring second 
floor 
22 1.5.3 roof floor concrete 49 1.9.4 smoke detectors 
23 1.6 ground floor Architectural 50 1.9.5 outlets and switches 
24 1.6.1 external walls 51 1.10 finishing works 
25 1.6.2 separation walls 52 1.10.1 landscaping 
26 1.6.3 partition walls 53 1.10.2 testing systems 
27 1.6.4 windows installation 54 1.10.3 cleaning 








WBS codes Tasks 
1 1 steel building 35 1.4.1.2 
heating ventilation and air 
conditioning installation 
2 1.1 Site preparation 36 1.4.2 second floor 
3 1.1.1 surveying 37 1.4.2.1 plumbing 
4 1.1.2 equipment mobilization 38 1.4.2.2 
heating ventilation and air 
conditioning installation 
5 1.1.3 fences installation 39 1.4.3 elevator 
6 1.2 earthworks 40 1.5 electrical works 
7 1.2.1 stripping 41 1.5.1 ground floor 
8 1.2.2 excavation 42 1.5.1.1 install wiring 
9 1.3 structure 43 1.5.1.2 install outlets switches 
10 1.3.1 foundation 44 1.5.1.3 install light fixtures 
11 1.3.1.1 form work installation 45 1.5.1.4 fire alarm systems 
12 1.3.1.2 reinforcing placement 46 1.5.2 second floor 
13 1.3.1.3 concrete pouring 47 1.5.2.1 install wiring 
14 1.3.1.4 curing 48 1.5.2.2 install outlets switches 
15 1.3.1.5 form work removal 49 1.5.2.3 install light fixtures 
16 1.3.2 steel structure 50 1.5.2.4 fire alarm systems 
17 1.3.2.1 ground floor steel installation 51 1.6 finishing works 
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18 1.3.2.1.1 steel columns installation 52 1.6.1 ground floor finishing 
19 1.3.2.1.2 steel beams installation 53 1.6.1.1 exterior walls installation 
20 1.3.2.1.3 joints 54 1.6.1.2 dry walls installation 
21 1.3.2.2 second floor steel installation 55 1.6.1.3 windows installation 
22 1.3.2.2.1 steel columns installation 56 1.6.1.4 doors installation 
23 1.3.2.2.2 steel beams installation 57 1.6.1.5 flooring 
24 1.3.2.2.3 joints 58 1.6.1.6 painting 
25 1.3.3 slabs 59 1.6.2 second floor finishing 
26 1.3.3.1 ground floor slab 60 1.6.2.1 exterior walls installation 
27 1.3.3.1.1 concrete pouring 61 1.6.2.2 dry walls installation 
28 1.3.3.1.2 concrete curing 62 1.6.2.3 windows installation 
29 1.3.3.2 second floor slab 63 1.6.2.4 doors installation 
30 1.3.3.2.1 concrete pouring 64 1.6.2.5 flooring 
31 1.3.3.2.2 concrete curing 65 1.6.2.6 painting 
32 1.4 mechanical works 66 1.6.3 cleaning 
33 1.4.1 ground floor 67 1.6.4 testing systems 
34 1.4.1.1 plumbing    











1 1 steel building 28 1.4.2.7 curing floor slab 
2 1.1 site preparation 29 1.5 non structural 
3 1.1.1 survey 30 1.5.1 ground floor 
4 1.1.2 fencing 31 1.5.1.1 surrounding walls 
5 1.2 earthwork 32 1.5.1.2 interior walls 
6 1.2.1 excavation 33 1.5.1.3 piping 
7 1.3 foundations 34 1.5.1.4 
heating ventilation and air 
conditioning installation 
8 1.3.1 reinforcing installation 35 1.5.1.5 hardwood flooring 
9 1.3.2 form work 36 1.5.1.6 electrical works and wiring 
10 1.3.3 pouring concrete 37 1.5.1.7 installing doors 
11 1.3.4 curing 38 1.5.1.8 installation windows 
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12 1.4 steel Structural 39 1.5.1.9 plastering and painting 
13 1.4.1 ground floor 40 1.5.2 second floor 
14 1.4.1.1 installing base plates 41 1.5.2.1 surrounding walls 
15 1.4.1.2 installing steel columns 42 1.5.2.2 interior walls 
16 1.4.1.3 beam installation 43 1.5.2.3 piping 
17 1.4.1.4 bracing installation 44 1.5.2.4 
heating ventilation and air 
conditioning installation 
18 1.4.1.5 metal deck installation 45 1.5.2.5 hardwood flooring 
19 1.4.1.6 concrete pouring floor slab 46 1.5.2.6 electrical works and wiring 
20 1.4.1.7 curing floor slab 47 1.5.2.7 installing doors 
21 1.4.2 second floor 48 1.5.2.8 installation windows 
22 1.4.2.1 installing base plates 49 1.5.2.9 plastering and painting 
23 1.4.2.2 installing steel columns 50 1.6 finishing 
24 1.4.2.3 beam installation 51 1.6.1 testing 
25 1.4.2.4 bracing installation 52 1.6.2 landscape 
26 1.4.2.5 metal deck installation 53 1.6.3 cleaning 
27 1.4.2.6 concrete pouring floor slab    











1 1 concrete building 52 1.7.7 concrete pouring slab 
2 1.1 site preparation 53 1.7.8 form work removal slab 
3 1.1.1 site mobilization 54 1.8 ground floor architectural 
4 1.1.2 surveying 55 1.8.1 external walls 
5 1.1.3 fencing 56 1.8.2 separation walls 
6 1.2 earthworks 57 1.8.3 partition walls 
7 1.2.1 stripping ground 58 1.8.4 windows installation 
8 1.2.2 excavation 59 1.8.5 doors installation 
9 1.3 foundation 60 1.9 second floor architectural 
10 1.3.1 form work 61 1.9.1 external walls 
11 1.3.2 reinforcing installation 62 1.9.2 separation walls 
12 1.3.3 concrete pouring 63 1.9.3 partition walls 
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13 1.3.4 curing concrete 64 1.9.4 windows installation 
14 1.3.5 form work removal 65 1.9.5 doors installation 
15 1.3.6 base slab form work 66 1.10 third floor architectural 
16 1.3.7 base slab reinforcing installation 67 1.10.1 external walls 
17 1.3.8 base slab concrete 68 1.10.2 separation walls 
18 1.4 ground level structure 69 1.10.3 partition walls 
19 1.4.1 reinforcing installation columns 70 1.10.4 windows installation 
20 1.4.2 form work columns 71 1.10.5 doors installation 
21 1.4.3 concrete pouring columns 72 1.11 fourth floor architectural 
22 1.4.4 form work removal columns 73 1.11.1 external walls 
23 1.4.5 shoring and form work slab 74 1.11.2 separation walls 
24 1.4.6 reinforcing installation slab 75 1.11.3 partition walls 
25 1.4.7 concrete pouring slab 76 1.11.4 windows installation 
26 1.4.8 form work removal slab 77 1.11.5 doors installation 
27 1.5 second floor structure 78 1.12 mechanical systems 
28 1.5.1 reinforcing installation columns 79 1.12.1 
mechanical room water 
heater 
29 1.5.2 form work columns 80 1.12.2 
mechanical room heating 
ventilation and air 
conditioning unit 
30 1.5.3 concrete pouring columns 81 1.12.3 
heating ventilation and air 
conditioning ducts ground 
floor 
31 1.5.4 form work removal columns 82 1.12.4 
heating ventilation and air 
conditioning ducts second 
floor 
32 1.5.5 shoring and form work slab 83 1.12.5 
heating ventilation and air 
conditioning ducts third 
floor 
33 1.5.6 reinforcing installation slab 84 1.12.6 
heating ventilation and air 
conditioning ducts fourth 
floor 
34 1.5.7 concrete pouring slab 85 1.12.7 plumbing ground floor 
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35 1.5.8 form work removal slab 86 1.12.8 plumbing second floor 
36 1.6 third floor structure 87 1.12.9 plumbing third floor 
37 1.6.1 reinforcing installation columns 88 1.12.10 plumbing fourth floor 
38 1.6.2 form work columns 89 1.12.11 elevator room 
39 1.6.3 concrete pouring columns 90 1.12.12 elevator installation 
40 1.6.4 form work removal columns 91 1.13 electrical systems 
41 1.6.5 shoring and form work slab 92 1.13.1 distribution boards 
42 1.6.6 reinforcing installation slab 93 1.13.2 
electrical wiring ground 
floor 
43 1.6.7 concrete pouring slab 94 1.13.3 
electrical wiring second 
floor 
44 1.6.8 form work removal slab 95 1.13.4 electrical wiring third floor 
45 1.7 fourth floor structure 96 1.13.5 electrical wiring fourth floor 
46 1.7.1 reinforcing installation columns 97 1.13.6 smoke detectors 
47 1.7.2 form work columns 98 1.13.7 outlets and switches 
48 1.7.3 concrete pouring columns 99 1.14 finishing works 
49 1.7.4 form work removal columns 100 1.14.1 landscaping 
50 1.7.5 shoring and form work slab 101 1.14.2 testing systems 
51 1.7.6 reinforcing installation slab 102 1.14.3 cleaning 











1 1 concrete building 68 1.4 mechanical works 
2 1.1 Site preparation 69 1.4.1 ground floor 
3 1.1.1 surveying 70 1.4.1.1 plumbing 
4 1.1.2 equipment mobilization 71 1.4.1.2 
heating ventilation and air 
conditioning installation 
5 1.1.3 fences installation 72 1.4.2 second floor 
6 1.2 earth works 73 1.4.2.1 plumbing 
7 1.2.1 stripping 74 1.4.2.2 
heating ventilation and air 
conditioning installation 
8 1.2.2 excavation 75 1.4.3 third floor 
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9 1.3 structure 76 1.4.3.1 plumbing 
10 1.3.1 foundation 77 1.4.3.2 
heating ventilation and air 
conditioning installation 
11 1.3.1.1 form work installation 78 1.4.4 fourth floor 
12 1.3.1.2 reinforcing placement 79 1.4.4.1 plumbing 
13 1.3.1.3 concrete pouring 80 1.4.4.2 
heating ventilation and air 
conditioning installation 
14 1.3.1.4 curing 81 1.4.5 elevator 
15 1.3.1.5 form work removal 82 1.5 electrical works 
16 1.3.2 ground floor structure 83 1.5.1 ground floor 
17 1.3.2.1 columns 84 1.5.1.1 install wiring 
18 1.3.2.1.1 form work installation 85 1.5.1.2 install outlets switches 
19 1.3.2.1.2 reinforcing placement 86 1.5.1.3 install light fixtures 
20 1.3.2.1.3 concrete pouring 87 1.5.1.4 fire alarm systems 
21 1.3.2.1.4 curing 88 1.5.2 second floor 
22 1.3.2.1.5 form work removal 89 1.5.2.1 install wiring 
23 1.3.2.2 beams and slab 90 1.5.2.2 install outlets switches 
24 1.3.2.2.1 form work installation 91 1.5.2.3 install light fixtures 
25 1.3.2.2.2 reinforcing placement 92 1.5.2.4 fire alarm systems 
26 1.3.2.2.3 concrete pouring 93 1.5.3 third floor 
27 1.3.2.2.4 curing 94 1.5.3.1 install wiring 
28 1.3.2.2.5 form work removal 95 1.5.3.2 install outlets switches 
29 1.3.3 second floor structure 96 1.5.3.3 install light fixtures 
30 1.3.3.1 columns 97 1.5.3.4 fire alarm systems 
31 1.3.3.1.1 form work installation 98 1.5.4 fourth floor 
32 1.3.3.1.2 reinforcing placement 99 1.5.4.1 install wiring 
33 1.3.3.1.3 concrete pouring 100 1.5.4.2 install outlets switches 
34 1.3.3.1.4 curing 101 1.5.4.3 install light fixtures 
35 1.3.3.1.5 form work removal 102 1.5.4.4 fire alarm systems 
36 1.3.3.2 beams and slab 103 1.6 finishing works 
37 1.3.3.2.1 form work installation 104 1.6.1 ground floor finishing 
38 1.3.3.2.2 reinforcing placement 105 1.6.1.1 exterior walls installation 
39 1.3.3.2.3 concrete pouring 106 1.6.1.2 dry walls installation 
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40 1.3.3.2.4 curing 107 1.6.1.3 windows installation 
41 1.3.3.2.5 form work removal 108 1.6.1.4 doors installation 
42 1.3.4 third floor structure 109 1.6.1.5 flooring 
43 1.3.4.1 columns 110 1.6.1.6 painting 
44 1.3.4.1.1 form work installation 111 1.6.2 second floor finishing 
45 1.3.4.1.2 reinforcing placement 112 1.6.2.1 exterior walls installation 
46 1.3.4.1.3 concrete pouring 113 1.6.2.2 dry walls installation 
47 1.3.4.1.4 curing 114 1.6.2.3 windows installation 
48 1.3.4.1.5 form work removal 115 1.6.2.4 doors installation 
49 1.3.4.2 beams and slab 116 1.6.2.5 flooring 
50 1.3.4.2.1 form work installation 117 1.6.2.6 painting 
51 1.3.4.2.2 reinforcing placement 118 1.6.3 third floor finishing 
52 1.3.4.2.3 concrete pouring 119 1.6.3.1 exterior walls installation 
53 1.3.4.2.4 curing 120 1.6.3.2 dry walls installation 
54 1.3.4.2.5 form work removal 121 1.6.3.3 windows installation 
55 1.3.5 fourth floor structure 122 1.6.3.4 doors installation 
56 1.3.5.1 columns 123 1.6.3.5 flooring 
57 1.3.5.1.1 form work installation 124 1.6.3.6 painting 
58 1.3.5.1.2 reinforcing placement 125 1.6.4 fourth floor finishing 
59 1.3.5.1.3 concrete pouring 126 1.6.4.1 exterior walls installation 
60 1.3.5.1.4 curing 127 1.6.4.2 dry walls installation 
61 1.3.5.1.5 form work removal 128 1.6.4.3 windows installation 
62 1.3.5.2 beams and slab 129 1.6.4.4 doors installation 
63 1.3.5.2.1 form work installation 130 1.6.4.5 flooring 
64 1.3.5.2.2 reinforcing placement 131 1.6.4.6 painting 
65 1.3.5.2.3 concrete pouring 132 1.6.5 cleaning 
66 1.3.5.2.4 curing 133 1.6.6 testing systems 















1 1 concrete building 62 1.3.5.1 ground floor 
2 1.1 site preparation 63 1.3.5.1.1 installing joist 
3 1.1.1 equipment mobilization 64 1.3.5.1.2 forming 
4 1.1.2 surveying 65 1.3.5.1.3 concrete pouring 
5 1.1.3 fence installation 66 1.3.5.1.4 curing 
6 1.2 earthwork 67 1.3.5.2 second floor 
7 1.2.1 excavation 68 1.3.5.2.1 installing joist 
8 1.3 Structural 69 1.3.5.2.2 forming 
9 1.3.1 foundations 70 1.3.5.2.3 concrete pouring 
10 1.3.1.1 forming 71 1.3.5.2.4 curing 
11 1.3.1.2 reinforcing assembly 72 1.3.5.3 third floor 
12 1.3.1.3 casting concrete 73 1.3.5.3.1 installing joist 
13 1.3.1.4 curing 74 1.3.5.3.2 forming 
14 1.3.2 columns 75 1.3.5.3.3 concrete pouring 
15 1.3.2.1 ground floor columns 76 1.5.3.3.4 curing 
16 1.3.2.1.1 forming 77 1.3.5.4 fourth floor 
17 1.3.2.1.2 reinforcing assembly 78 1.3.5.4.1 installing joist 
18 1.3.2.1.3 casting concrete 79 1.3.5.4.2 forming 
19 1.3.2.1.4 curing 80 1.3.5.4.3 concrete pouring 
20 1.3.2.2 second floor columns 81 1.3.5.4.4 curing 
21 1.3.2.2.1 forming 82 1.4 non structural 
22 1.3.2.2.2 reinforcing assembly 83 1.4.1 ground floor 
23 1.3.2.2.3 casting concrete 84 1.4.1.1 outer walls 
24 1.3.2.2.4 curing 85 1.4.1.2 inner walls 
25 1.3.2.3 third floor columns 86 1.4.1.3 piping 
26 1.3.2.3.1 forming 87 1.4.1.4 
heating ventilation and air 
conditioning installation 
27 1.3.2.3.2 reinforcing assembly 88 1.4.1.5 floor tiling 
28 1.3.2.3.3 casting concrete 89 1.4.1.6 electrical works and wiring 
29 1.3.2.3.4 curing 90 1.4.1.7 plastering and painting 
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30 1.3.2.4 fourth floor columns 91 1.4.1.8 installing doors and windows 
31 1.3.2.4.1 forming 92 1.4.2 second floor 
32 1.3.2.4.2 reinforcing assembly 93 1.4.2.1 outer walls 
33 1.3.2.4.3 casting concrete 94 1.4.2.2 inner walls 
34 1.3.2.4.4 curing 95 1.4.2.3 piping 
35 1.3.3 beams 96 1.4.2.4 
heating ventilation and air 
conditioning installation 
36 1.3.3.1 ground floor beams 97 1.4.2.5 floor tiling 
37 1.3.3.1.1 forming 98 1.4.2.6 electrical works and wiring 
38 1.3.3.1.2 reinforcing assembly 99 1.4.2.7 plastering and painting 
39 1.3.3.1.3 casting concrete 100 1.4.2.8 installing doors and windows 
40 1.3.3.1.4 curing 101 1.4.3 third floor 
41 1.3.3.2 second floor beams 102 1.4.3.1 outer walls 
42 1.3.3.2.1 forming 103 1.4.3.2 inner walls 
43 1.3.3.2.2 reinforcing assembly 104 1.4.3.3 piping 
44 1.3.3.2.3 casting concrete 105 1.4.3.4 
heating ventilation and air 
conditioning installation 
45 1.3.3.2.4 curing 106 1.4.3.5 floor tiling 
46 1.3.3.3 third floor beams 107 1.4.3.6 electrical works and wiring 
47 1.3.3.3.1 forming 108 1.4.3.7 plastering and painting 
48 1.3.3.3.2 reinforcing assembly 109 1.4.3.8 installing doors and windows 
49 1.3.3.3.3 casting concrete 110 1.4.4 fourth floor 
50 1.3.3.3.4 curing 111 1.4.4.1 outer walls 
51 1.3.3.4 fourth floor beams 112 1.4.4.2 inner walls 
52 1.3.3.4.1 forming 113 1.4.4.3 piping 
53 1.3.3.4.2 reinforcing assembly 114 1.4.4.4 
heating ventilation and air 
conditioning installation 
54 1.3.3.4.3 casting concrete 115 1.4.4.5 floor tiling 
55 1.3.3.4.4 curing 116 1.4.4.6 electrical works and wiring 
56 1.3.4 shear walls and stairs 117 1.4.4.7 plastering and painting 
57 1.3.4.1 forming 118 1.4.4.8 installing doors and windows 
58 1.3.4.2 reinforcing assembly 119 1.4.5 finishing 
59 1.3.4.3 casting concrete 120 1.4.5.1 landscape 
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60 1.3.4.4 curing 121 1.4.5.2 system tests 




Appendix B: Detailed results of mapped nodes 







































1 1.1 site preparation 1.1 Site preparation 1.000 1.000 0.361 0.787 
2 1.1.1 site mobilization 1.1.2 
equipment 
mobilization 
0.853 1.000 0.971 0.941 
3 1.1.2 surveying 1.1.1 surveying 1.000 1.000 0.898 0.966 
4 1.1.3 fencing 1.1.3 
fences 
installation 
0.942 1.000 0.926 0.956 
5 1.2 earthworks 1.2 earthworks 1.000 1.000 0.361 0.787 
6 1.2.1 stripping ground 1.2.1 stripping 0.850 1.000 1.000 0.950 







0.816 0.786 0.946 0.850 
9 1.3.2 form work 1.3.1.1 
form work 
installation 
0.952 0.786 0.912 0.884 
10 1.3.3 concrete pouring 1.3.1.3 concrete pouring 1.000 0.786 0.900 0.896 







0.801 0.899 0.471 0.724 




1.3.2.1.3 joints 0.624 0.781 0.785 0.730 
15 1.4.2 
installation of 





















1.3.3 slabs 0.706 0.954 0.813 0.824 
20 1.6.1 external walls 1.6.2.6 painting 0.594 0.688 0.823 0.702 
21 1.6.2 separation walls 1.6.2.2 
dry walls 
installation 
0.808 0.688 0.758 0.751 
22 1.6.3 partition walls 1.6.2.1 
exterior walls 
installation 







1.000 0.688 0.715 0.801 
24 1.6.5 doors installation 1.6.2.4 doors installation 1.000 0.688 0.683 0.790 
25 1.7.2 separation walls 1.6.1.6 painting 0.656 0.680 0.843 0.726 
26 1.7.3 partition walls 1.6.1.1 
exterior walls 
installation 







1.000 0.680 0.644 0.775 
28 1.7.5 doors installation 1.6.1.4 doors installation 1.000 0.680 0.615 0.765 
29 1.10 finishing works 1.6 finishing works 1.000 1.000 0.400 0.800 
30 1.10.1 landscaping 1.6.1 
ground floor 
finishing 
0.452 1.000 0.800 0.751 
31 1.10.2 testing systems 1.6.4 testing systems 1.000 1.000 0.400 0.800 
32 1.10.3 cleaning 1.6.3 cleaning 1.000 1.000 0.400 0.800 












64 57 2 0.430 0.785 0.607 
Mapping precision 0.97 
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1 1 steel building 1 steel building 1.000 1.000 0.000 0.750 
2 1.1 site preparation 1.1 Site preparation 1.000 1.000 0.533 0.883 
3 1.1.1 site mobilization 1.1.2 
equipment 
mobilization 
0.853 1.000 0.971 0.919 
4 1.1.2 surveying 1.1.1 surveying 1.000 1.000 0.898 0.974 
5 1.1.3 fencing 1.1.3 
fences 
installation 
0.942 1.000 0.926 0.953 
6 1.2 earthworks 1.2 earthworks 1.000 1.000 0.533 0.883 
7 1.2.1 stripping ground 1.2.1 stripping 0.850 1.000 1.000 0.925 
8 1.2.2 excavation 1.2.2 excavation 1.000 1.000 0.850 0.963 




1.5.1 ground floor 0.801 0.812 0.317 0.683 
11 1.3.2 form work 1.6.2 
second floor 
finishing 
0.788 0.899 0.568 0.761 
12 1.3.3 concrete pouring 1.3.1.3 concrete pouring 1.000 0.786 0.900 0.922 
13 1.3.4 curing concrete 1.3.1.4 curing 0.833 0.786 0.942 0.849 
14 1.3.5 form work removal 1.6.1 
ground floor 
finishing 
0.840 0.899 0.600 0.795 




1.3.1 foundation 0.742 0.967 0.685 0.784 
17 1.4.2 
installation of 
beams first floor 




1.3.3 slabs 0.647 0.967 0.732 0.748 
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19 1.5 floor slabs 1.4 
mechanical 
works 




1.4.1 ground floor 0.952 0.827 0.765 0.874 
21 1.5.2 first floor concrete 1.4.2 second floor 0.911 0.827 0.786 0.858 




1.3.3.1 ground floor slab 0.786 0.461 0.139 0.543 
24 1.6.1 external walls 1.5.1.3 
install light 
fixtures 
0.621 0.611 0.567 0.605 
25 1.6.2 separation walls 1.6.1.2 
dry walls 
installation 
0.808 0.617 0.758 0.748 
26 1.6.3 partition walls 1.6.1.1 
exterior walls 
installation 







1.000 0.617 0.715 0.833 







0.583 0.519 0.320 0.501 
30 1.7.1 external walls 1.6.1.6 painting 0.594 0.577 0.886 0.662 
31 1.7.2 separation walls 1.6.2.2 
dry walls 
installation 
0.808 0.614 0.809 0.759 
32 1.7.3 partition walls 1.6.2.1 
exterior walls 
installation 







1.000 0.614 0.770 0.846 
34 1.7.5 doors installation 1.6.2.4 doors installation 1.000 0.614 0.741 0.839 
















































1.6.2.5 flooring 0.889 0.492 0.633 0.725 
43 1.8.7 elevator room 1.3.2.1 
ground floor 
steel installation 




1.4.3 elevator 0.917 0.375 0.330 0.635 
45 1.9 electrical systems 1.3.2.2.3 joints 0.625 0.587 0.258 0.524 
46 1.9.1 distribution boards 1.5.1.4 
fire alarm 
systems 














0.771 0.607 0.306 0.614 
49 1.9.4 smoke detectors 1.5.2.4 
fire alarm 
systems 








0.774 0.484 0.623 0.664 
51 1.10 finishing works 1.6 finishing works 1.000 1.000 0.568 0.892 
52 1.10.1 landscaping 1.5.2.3 
install light 
fixtures 
0.493 0.571 0.607 0.541 
53 1.10.2 testing systems 1.6.4 testing systems 1.000 1.000 0.400 0.850 
54 1.10.3 cleaning 1.6.3 cleaning 1.000 1.000 0.400 0.850 













108 13 36 0664 0.818 0.741 
Mapping precision 0.67 







































1 1 steel building 1 steel building 1.000 1.000 0.000 0.750 
2 1.1 site preparation 1.1 Site preparation 1.000 1.000 0.361 0.840 
3 1.1.1 site mobilization 1.1.2 
equipment 
mobilization 
0.853 1.000 0.971 0.919 
4 1.1.2 surveying 1.1.1 surveying 1.000 1.000 0.898 0.974 
5 1.1.3 fencing 1.1.3 
fences 
installation 
0.942 1.000 0.926 0.953 
6 1.2 earthworks 1.2 earthworks 1.000 1.000 0.361 0.840 
7 1.2.1 stripping ground 1.2.1 stripping 0.850 1.000 1.000 0.925 







0.795 0.899 0.473 0.740 
10 1.3.2 form work 1.3.1.1 
form work 
installation 
0.952 0.786 0.912 0.901 
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11 1.3.3 concrete pouring 1.3.1.3 concrete pouring 1.000 0.786 0.900 0.922 







0.801 0.899 0.471 0.743 




1.3.2.1.3 joints 0.624 0.781 0.785 0.704 
16 1.4.2 
installation of 























1.3.3 slabs 0.706 0.954 0.813 0.795 
21 1.6.2 separation walls 1.6.2.2 
dry walls 
installation 
0.808 0.688 0.758 0.765 
22 1.6.3 partition walls 1.6.2.1 
exterior walls 
installation 







1.000 0.688 0.715 0.851 
24 1.6.5 doors installation 1.6.2.4 doors installation 1.000 0.688 0.683 0.843 
25 1.7.2 separation walls 1.6.1.2 
dry walls 
installation 
0.808 0.680 0.682 0.744 
26 1.7.3 partition walls 1.6.1.1 
exterior walls 
installation 







1.000 0.680 0.644 0.831 
















0.839 0.579 0.624 0.720 
32 1.10 finishing works 1.6 finishing works 1.000 1.000 0.400 0.850 
33 1.10.2 testing systems 1.6.4 testing systems 1.000 1.000 0.400 0.850 
34 1.10.3 cleaning 1.6.3 cleaning 1.000 1.000 0.400 0.850 












68 53 6 0.46 0.795 0.628 
Mapping precision 0.91 







































1 1 bridge project 1 
concrete 
building 
0.784 0.784 0.000 0.522 
2 1.1 site preparation 1.1 Site preparation 1.000 0.784 0.675 0.820 
3 1.1.1 site mobilization 1.1.2 
equipment 
mobilization 







0.733 0.870 0.618 0.740 
5 1.1.3 surveying 1.1.1 surveying 1.000 0.870 0.529 0.800 







0.702 0.795 0.575 0.691 
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8 1.2 earthworks 1.4 
mechanical 
works 




1.4.2 second floor 0.569 0.670 0.522 0.587 
10 1.2.2 stripping ground 1.4.3 third floor 0.736 0.670 0.446 0.617 
11 1.2.3 excavation 1.2.2 excavation 1.000 0.726 0.560 0.762 
12 1.3 substructure 1.3 structure 0.923 0.784 0.718 0.808 
13 1.3.1 pile driving 1.5.3 third floor 0.673 0.682 0.778 0.711 
14 1.3.2 pile caps 1.3.5 
fourth floor 
structure 







0.603 0.796 0.946 0.782 
16 1.3.2.2 form work 1.3.1.1 
form work 
installation 
0.952 0.796 0.808 0.852 
17 1.3.2.3 concrete pouring 1.3.1.3 
concrete 
pouring 
1.000 0.796 0.815 0.870 







1.000 0.796 0.834 0.877 







0.871 0.718 0.567 0.719 
22 1.3.3.2 form work 1.6.3.6 painting 0.768 0.692 0.591 0.684 
23 1.3.3.3 concrete pouring 1.3.2.1.3 
concrete 
pouring 
1.000 0.706 0.725 0.810 
24 1.3.3.4 curing concrete 1.6.1.2 
dry walls 
installation 







0.698 0.718 0.605 0.674 
26 1.3.3.6 backfilling 1.6.2.1 
exterior walls 
installation 
0.225 0.696 0.740 0.554 
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27 1.3.4 right abutment 1.3.4 
third floor 
structure 







0.889 0.755 0.567 0.737 
29 1.3.4.2 form work 1.6.1.6 painting 0.768 0.755 0.591 0.704 
30 1.3.4.3 concrete pouring 1.6.4.5 flooring 0.714 0.728 0.602 0.681 







0.728 0.736 0.600 0.688 
33 1.3.4.6 backfilling 1.6.4.6 painting 0.455 0.728 0.727 0.637 
34 1.4 super structure 1.5 electrical works 0.529 0.784 0.774 0.695 







0.827 0.714 0.655 0.732 
37 1.4.1.2 form work 1.5.1.1 install wiring 0.695 0.716 0.720 0.710 
38 1.4.1.3 concrete pouring 1.5.1.3 
install light 
fixtures 







0.734 0.714 0.707 0.718 
40 1.4.2 column caps 1.3.3 
second floor 
structure 







0.889 0.750 0.647 0.762 
42 1.4.2.2 form work 1.6.2.6 painting 0.768 0.750 0.674 0.731 







0.728 0.750 0.683 0.720 
45 1.4.2.5 bearing pads 1.6.2.5 flooring 0.774 0.750 0.659 0.728 
46 1.4.3 girders 1.5.2 second floor 0.639 0.682 0.831 0.717 
47 1.4.3.1 girder installation 1.3.3.2 beams and slab 0.705 0.747 0.857 0.770 
48 1.4.3.2 bracing 1.3.3.1 columns 0.857 0.747 0.705 0.770 
 117 
49 1.4.4 decks 1.3.2 
ground floor 
structure 
0.935 0.815 0.624 0.791 
50 1.4.4.1 form work 1.5.2.4 
fire alarm 
systems 







0.827 0.769 0.655 0.750 
52 1.4.4.3 concrete pouring 1.5.4.4 
fire alarm 
systems 







0.734 0.769 0.702 0.735 
54 1.5 road works 1.2 earth works 0.843 0.784 0.711 0.779 
55 1.5.1 guardrails 1.6.3 
third floor 
finishing 
0.580 0.792 0.630 0.667 
56 1.5.2 asphalt 1.6.1 
ground floor 
finishing 
0.748 0.792 0.595 0.712 
57 1.5.3 surface marking 1.4.1 ground floor 0.864 0.737 0.632 0.744 
58 1.5.4 electrical wiring 1.4.5 elevator 0.553 0.737 0.707 0.666 
59 1.5.5 lightings 1.6.5 cleaning 0.700 0.792 0.592 0.695 
60 1.6 finishing works 1.6 finishing works 1.000 0.784 0.724 0.836 
61 1.6.1 landscaping 1.6.4 
fourth floor 
finishing 
0.392 0.870 0.571 0.611 
62 1.6.2 testing systems 1.6.6 testing systems 1.000 0.870 0.286 0.719 
63 1.6.3 cleaning 1.2.1 stripping 1.000 0.796 0.543 0.780 












126 70 82 0.467 0.685 0.576 
Mapping precision 0.35 
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0.861 0.870 0.572 0.768 







0.715 0.870 0.618 0.734 
5 1.3.1 pile driving 1.3.2 
ground floor 
structure 







0.603 0.796 0.946 0.782 
7 1.3.2.2 form work 1.3.1.1 
form work 
installation 
0.952 0.796 0.650 0.800 
8 1.3.2.3 concrete pouring 1.3.1.3 
concrete 
pouring 
1.000 0.796 0.658 0.818 







1.000 0.796 0.675 0.824 







0.868 0.701 0.614 0.728 
13 1.3.3.2 form work 1.3.2.1.1 
form work 
installation 
0.952 0.706 0.578 0.746 
14 1.3.3.3 concrete pouring 1.3.2.1.3 
concrete 
pouring 
1.000 0.706 0.585 0.764 















0.868 0.697 0.614 0.726 
18 1.3.4.2 form work 1.3.3.1.1 
form work 
installation 
0.952 0.705 0.578 0.745 
19 1.3.4.3 concrete pouring 1.3.3.1.3 
concrete 
pouring 
1.000 0.705 0.585 0.763 







1.000 0.705 0.600 0.768 







0.889 0.700 0.553 0.714 
24 1.4.1.2 form work 1.3.3.1.2 
reinforcing 
placement 
0.637 0.735 0.819 0.730 
25 1.4.1.3 concrete pouring 1.3.4.1.3 
concrete 
pouring 







1.000 0.725 0.534 0.753 
27 1.4.2 column caps 1.3.4 
third floor 
structure 







0.889 0.751 0.647 0.762 
29 1.4.2.2 form work 1.6.2.6 painting 0.768 0.751 0.674 0.731 







0.728 0.751 0.683 0.721 
32 1.4.2.5 bearing pads 1.6.2.1 
exterior walls 
installation 
0.701 0.751 0.689 0.714 
33 1.4.3.1 girder installation 1.3.3.2 beams and slab 0.705 0.635 0.857 0.733 
34 1.4.3.2 bracing 1.3.3.1 columns 0.857 0.635 0.705 0.733 
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35 1.4.4 decks 1.3.3 
second floor 
structure 
0.914 0.815 0.479 0.736 







0.889 0.787 0.553 0.743 







0.728 0.787 0.593 0.703 
40 1.5 road works 1.2 earth works 0.843 0.784 0.550 0.726 
41 1.5.3 surface marking 1.3.5 
fourth floor 
structure 
0.773 0.804 0.540 0.706 
42 1.6 finishing works 1.6 finishing works 1.000 0.784 0.491 0.758 
43 1.6.1 landscaping 1.2.2 excavation 0.815 0.796 0.667 0.759 
44 1.6.2 testing systems 1.6.6 testing systems 1.000 0.870 0.286 0.719 
45 1.6.3 cleaning 1.2.1 stripping 1.000 0.796 0.543 0.780 












90 106 26 0.342 0.669 0.505 
Mapping precision 0.71 







































1 1 bridge project 1 
concrete 
building 
0.784 0.784 0.000 0.588 
2 1.1 site preparation 1.1 Site preparation 1.000 0.784 0.675 0.865 
3 1.1.1 site mobilization 1.1.2 
equipment 
mobilization 








0.733 0.870 0.618 0.739 
5 1.1.3 surveying 1.1.1 surveying 1.000 0.870 0.529 0.850 







0.702 0.795 0.575 0.693 







0.638 0.686 0.458 0.605 
10 1.2.2 stripping ground 1.6.5 cleaning 0.861 0.686 0.406 0.703 
11 1.2.3 excavation 1.2.2 excavation 1.000 0.726 0.560 0.821 
12 1.3 substructure 1.3 structure 0.923 0.784 0.718 0.837 
13 1.3.1 pile driving 1.5.2 second floor 0.673 0.682 0.778 0.701 
14 1.3.2 pile caps 1.3.4 
third floor 
structure 







0.889 0.721 0.630 0.782 
16 1.3.2.2 form work 1.3.1.1 
form work 
installation 
0.952 0.796 0.808 0.877 
17 1.3.2.3 concrete pouring 1.3.1.3 
concrete 
pouring 
1.000 0.796 0.815 0.903 
18 1.3.2.4 curing concrete 1.3.1.4 curing 0.833 0.796 0.857 0.830 
19 1.3.2.5 form work removal 1.3.1.5 
form work 
removal 
1.000 0.796 0.834 0.908 
20 1.3.3 left abutment 1.3.5 
fourth floor 
structure 







0.871 0.718 0.567 0.757 
22 1.3.3.2 form work 1.6.1.6 painting 0.768 0.718 0.591 0.711 
23 1.3.3.3 concrete pouring 1.3.2.1.3 
concrete 
pouring 
1.000 0.706 0.725 0.858 
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24 1.3.3.4 curing concrete 1.6.3.4 
doors 
installation 
0.654 0.692 0.614 0.654 
25 1.3.3.5 form work removal 1.3.2.1.5 
form work 
removal 
1.000 0.706 0.742 0.862 
26 1.3.3.6 backfilling 1.3.2.1.4 curing 0.364 0.706 0.762 0.549 







0.889 0.728 0.567 0.768 
29 1.3.4.2 form work 1.3.1.2 
reinforcing 
placement 
0.637 0.852 0.822 0.737 
30 1.3.4.3 concrete pouring 1.6.4.5 flooring 0.714 0.728 0.602 0.690 
31 1.3.4.4 curing concrete 1.6.1.5 flooring 0.726 0.755 0.594 0.700 
32 1.3.4.5 form work removal 1.6.2.4 
doors 
installation 
0.728 0.741 0.600 0.699 
33 1.3.4.6 backfilling 1.6.4.6 painting 0.455 0.728 0.727 0.591 
34 1.4 super structure 1.4 
mechanical 
works 
0.529 0.784 0.774 0.654 







0.827 0.716 0.655 0.756 
37 1.4.1.2 form work 1.5.3.4 
fire alarm 
systems 
0.777 0.714 0.688 0.739 
38 1.4.1.3 concrete pouring 1.3.3.1.3 
concrete 
pouring 
1.000 0.735 0.694 0.857 
39 1.4.1.4 form work removal 1.5.2.2 
install outlets 
switches 
0.734 0.714 0.707 0.722 
40 1.4.2 column caps 1.3.3 
second floor 
structure 







0.889 0.750 0.647 0.794 
42 1.4.2.2 form work 1.6.2.6 painting 0.768 0.750 0.674 0.740 
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43 1.4.2.3 concrete pouring 1.6.3.5 flooring 0.714 0.750 0.686 0.716 
44 1.4.2.4 form work removal 1.6.3.6 painting 0.737 0.750 0.669 0.723 
45 1.4.2.5 bearing pads 1.6.2.5 flooring 0.774 0.750 0.659 0.739 
46 1.4.3 girders 1.4.5 elevator 0.700 0.682 0.733 0.704 
47 1.4.3.1 girder installation 1.3.4.1 columns 0.806 0.747 0.752 0.778 
48 1.4.3.2 bracing 1.3.3.1 columns 0.857 0.747 0.705 0.792 
49 1.4.4 decks 1.3.2 
ground floor 
structure 
0.935 0.815 0.624 0.827 
50 1.4.4.1 form work 1.5.2.4 
fire alarm 
systems 







0.889 0.772 0.553 0.775 
52 1.4.4.3 concrete pouring 1.5.4.4 
fire alarm 
systems 
0.721 0.724 0.705 0.718 
53 1.4.4.4 form work removal 1.5.1.2 
install outlets 
switches 
0.734 0.769 0.702 0.734 
54 1.5 road works 1.2 earth works 0.843 0.784 0.711 0.795 
55 1.5.1 guardrails 1.5.3 third floor 0.654 0.737 0.637 0.671 
56 1.5.2 asphalt 1.6.1 
ground floor 
finishing 
0.748 0.792 0.595 0.721 
57 1.5.3 surface marking 1.4.1 ground floor 0.864 0.737 0.632 0.774 
58 1.5.4 electrical wiring 1.4.3 third floor 0.497 0.737 0.714 0.611 
59 1.5.5 lightings 1.6.3 
third floor 
finishing 
0.682 0.792 0.578 0.684 
60 1.6 finishing works 1.6 finishing works 1.000 0.784 0.724 0.877 
61 1.6.1 landscaping 1.5.1.3 
install light 
fixtures 
0.493 0.608 0.607 0.550 
62 1.6.2 testing systems 1.6.6 testing systems 1.000 0.870 0.286 0.789 
63 1.6.3 cleaning 1.2.1 stripping 1.000 0.796 0.543 0.835 













126 70 72 0.479 0.694 0.587 
Mapping precision 0.43 














































0.861 0.870 0.572 0.791 







0.715 0.870 0.618 0.729 
5 1.2 earthworks 1.6.4.2 
dry walls 
installation 
0.802 0.667 0.601 0.718 
6 1.2.3 excavation 1.2.2 excavation 1.000 0.639 0.560 0.800 







0.603 0.796 0.946 0.737 
9 1.3.2.2 form work 1.3.1.1 
form work 
installation 
0.952 0.796 0.650 0.838 
10 1.3.2.3 concrete pouring 1.3.1.3 
concrete 
pouring 
1.000 0.796 0.658 0.864 














0.871 0.676 0.439 0.714 
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14 1.3.3.2 form work 1.3.2.1.1 
form work 
installation 
0.952 0.706 0.578 0.797 
15 1.3.3.3 concrete pouring 1.3.2.1.3 
concrete 
pouring 
1.000 0.706 0.585 0.823 







1.000 0.706 0.600 0.827 







0.871 0.760 0.439 0.735 
20 1.3.4.2 form work 1.3.3.1.1 
form work 
installation 
0.952 0.705 0.578 0.797 
21 1.3.4.3 concrete pouring 1.3.3.1.3 
concrete 
pouring 
1.000 0.705 0.585 0.822 







1.000 0.705 0.600 0.826 
24 1.4 super structure 1.6.4.4 
doors 
installation 
0.781 0.667 0.616 0.711 







0.889 0.700 0.553 0.757 
27 1.4.1.2 form work 1.3.4.1.1 
form work 
installation 
0.952 0.725 0.505 0.784 
28 1.4.1.3 concrete pouring 1.3.4.1.3 
concrete 
pouring 







1.000 0.725 0.534 0.815 
30 1.4.2 column caps 1.3.4 
third floor 
structure 








0.889 0.751 0.647 0.794 
32 1.4.2.2 form work 1.6.2.6 painting 0.768 0.751 0.674 0.740 




1.6.3.6 painting 0.737 0.751 0.669 0.724 
35 1.4.2.5 bearing pads 1.6.2.1 
exterior walls 
installation 
0.701 0.751 0.689 0.711 
36 1.4.3.1 girder installation 1.3.4.1 columns 0.806 0.635 0.752 0.750 
37 1.4.3.2 bracing 1.3.3.1 columns 0.857 0.635 0.705 0.764 
38 1.4.4 decks 1.3.2 
ground floor 
structure 
0.935 0.815 0.479 0.791 







0.889 0.787 0.553 0.779 







0.728 0.770 0.593 0.705 
43 1.5 road works 1.2 earth works 0.843 0.784 0.550 0.755 
44 1.5.3 surface marking 1.3.3 
second floor 
structure 
0.836 0.804 0.536 0.753 
45 1.5.5 lightings 1.6.4.6 painting 0.842 0.693 0.528 0.726 
46 1.6 finishing works 1.6 finishing works 1.000 0.784 0.491 0.819 
47 1.6.2 testing systems 1.6.6 testing systems 1.000 0.870 0.286 0.789 
48 1.6.3 cleaning 1.2.1 stripping 1.000 0.796 0.543 0.835 












96 100 32 0.378 0.685 0.532 
Mapping precision 0.67 
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Appendix C: Precision scores in retrieving the query samples 
Table 26. Retrieving precession scores (First scenario) 
Threshold Query sample 
Total similarity Node similarity Structural similarity 
Recall score 
50% 100% 50% 100% 50% 100% 
Retrieving precision 
0.5 
b1 0.5 0.66 0.5 0.66 0.5 0.5 
c1 0.5 0.4 0.5 0.33 0.5 0.66 
s1 1 1 1 1 1 1 
Average 0.68 0.66 0.69 
0.55 
b1 0.5 0.66 0.5 0.6 0.5 0.5 
c1 0.5 0.33 0.25 0.25 0.5 0.66 
s1 1 1 1 0.66 1 1 
Average 0.66 0.54 0.69 
0.6 
b1 0.5 0.66 1 0.66 0.5 0.66 
c1 0.33 0.33 0.33 0.28 0.5 0.66 
s1 1 1 0.33 0.66 1 1 
Average 0.64 0.54 0.72 
0.65 
b1 1 0.66 1 0.66 0.5 0.66 
c1 1 0.29 0.33 0.25 0.5 0.66 
s1 0.5 0.66 0.5 0.66 1 1 
Average 0.68 0.57 0.72 
0.7 
b1 1 0.66 1 0.66 1 0.66 
c1 0.5 0.25 0.5 0.25 0.5 0.66 
s1 0.5 0.66 0.5 0.66 1 1 
Average 0.59 0.59 0.80 
0.75 
b1 1 0.66 1 0.66 1 0.66 
c1 0.5 0.29 0.5 0.25 0.5 0.66 
s1 0.5 0.66 0.5 0.5 1 1 
Average 0.6 0.56 0.80 
0.8 
b1 1 0.4 1 0.29 1 0.5 
c1 0.25 0.33 0.17 0.25 0.5 0.66 
s1 0.5 0.66 1 0.66 1 1 




Table 27. Retrieving precession scores (Second scenario) 
Threshold Query sample 
Total similarity Node similarity Structural similarity 
Recall score 
50% 100% 50% 100% 50% 100% 
Retrieving precision 
0.5 
b1 0.5 0.5 0.5 0.66 0.5 0.5 
c1 0.5 0.5 0.5 0.4 0.5 0.66 
s1 1 1 1 1 1 1 
Average 0.67 0.68 0.69 
0.55 
0.5 0.66 0.5 0.66 0.5 0.5 0.5 
0.5 0.4 0.4 0.4 0.5 0.66 0.5 
1 0.66 0.5 0.5 1 0.5 1 
Average 0.62 0.49 0.61 
0.6 
b1 0.5 0.5 0.5 0.5 0.5 0.5 
c1 0.33 0.4 0.25 0.33 0.5 0.66 
s1 1 1 1 0.5 1 1 
Average 0.62 0.51 0.69 
0.65 
b1 1 0.66 1 0.66 0.5 0.66 
c1 0.5 0.33 0.33 0.28 0.5 0.66 
s1 1 1 1 0.66 1 0.66 
Average 0.74 0.65 0.66 
0.7 
b1 1 0.66 1 0.66 0.5 0.66 
c1 0.5 0.33 0.5 0.25 0.5 0.66 
s1 1 0.66 0.5 0.66 1 1 
Average 0.69 0.595 0.72 
0.75 
b1 1 1 1 0.66 1 0.5 
c1 0.33 0.28 0.33 0.25 0.5 0.66 
s1 0.5 0.66 0.5 0.66 1 1 
Average 0.62 0.56 0.78 
0.8 
b1 1 0.28 1 0.25 0.6 0.66 
c1 0.33 0.33 0.25 0.25 0.5 0.66 
s1 0.5 0.66 1 0.66 1 0.66 
Average 0.52 0.57 0.68 
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Appendix D: Sample equation  
The following calculations show how the semantic similarity of task node “doors installation” 
and “windows installation” is measured by means of the Equation 8. Table 28 and Table 29 show 












𝑛𝑖 =“doors installation”,  𝑤 = {doors, installation} 
𝑚𝑗 = “windows installation”, 𝑤 = {windows, installation} 
Table 28. Comparing the component words of 𝒏𝒊 and 𝒎𝒋 
𝑤 ∈ {𝑛𝑖} 𝑚𝑗 Similarity 𝑚𝑎𝑥𝑆𝑖𝑚(𝑤, 𝑚𝑗)𝑤𝑢𝑝 
doors windows 0.750 0.769 
doors installation 0.769 
installation windows 0.769 1.0 
installation installation 1.0 
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Table 29. Comparing the component words of 𝒎𝒋 and 𝒏𝒊 
𝑤 ∈ {𝑚𝑗} 𝑛𝑖 Similarity 𝑚𝑎𝑥𝑆𝑖𝑚(𝑤, 𝑛𝑖)𝑤𝑢𝑝 
windows doors 0.750 0.769 
windows installation 0.769 
installation doors 0.769 1.0 
installation installation 1.0 
Eq. 8 
𝑠𝑖𝑚𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐(𝑛𝑖, 𝑚𝑗) =  
0.769 + 1.0
2
+
0.769 + 1.0
2
= 0.84 
 
