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This paper focuses on developing and analyzing support for real-time trac
over a switched Ethernet network without any hardware or protocol modi-
cations. Network architecture with full-duplex switched Ethernet and end-
nodes has been assumed. The switch and the end nodes control the real-time
trac with Earliest Deadline First (EDF) scheduling on the frame level. No
modication to the Ethernet standard is needed in the network that supports
both real-time and non-real -time TCP/IP communication. The switch is re-
sponsible for admission control where feasibility analysis is made for each link
between source and destination. All added trac handling to support real-
time communication is positioned in a thin layer (RT layer) added between the
Ethernet layer and the TCP/IP suite. This assures adaptation to the surround-
ing protocol standards. The RT layer manages trac on the basis of virtual
connections, denoted as RT channels, as well as packet level scheduling. RT
channels are created between end-nodes prior to any occurrence of real-time
trac. The comparison of two deadline-partitioning schemes, to partition the
delay budget over the links for a path, is also presented. While SDPS (Sym-
metric Deadline Partitioning Scheme) is straightforward to implement, ADPS
(Asymmetric Deadline Partitioning Scheme) is devised in order to have a more
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exible feasibility test. ADPS shows promises in removing bottlenecks from
links, especially when a master-slave communication is considered as the trac
pattern, and ADPS proves to be a better choice than SDPS.
18.1 Network architecture
 
Figure 18.1: Network conguration with master-slave trac pattern over
RT channels
We assume a network with the star topology, which includes a full-
duplex switched Ethernet and the end-nodes. Both the switch and the
end-nodes have an RT layer added to support guarantees for real-time
trac. All the end-nodes are connected to the switch. The RT channel
is described as a logical connection between two nodes in the network
allowing the nodes to communicate with each other (see Section 18.2).
Regular non-real-time trac is supported at the same time. End-nodes
have the capability of controlling outgoing trac from the nodes us-
ing the Earliest Deadline First (EDF) algorithm. The switch has the
same capability, and is also responsible for the admission control. The
proposed network is well suited for, e.g., master-slave communication,
in which the end-nodes are divided into master nodes and slave nodes
according to Figure 18.1.
18.2 Real-time trac handling
18.2.1 Real-time layer interaction
The function and interaction with the RT layer etc is shown in Fig-
ure 18.2. When an application wants to setup an RT channel, it inter-
acts directly with the RT layer (1). The RT layer then sends a question
to the RT channel management software in the switch (18.2). Outgoing18.2 REAL-TIME TRAFFIC HANDLING 419
real-time trac from the end-node uses UDP and is put in a deadline-
sorted queue in the RT layer (18.3). Outgoing non-real-time trac from
the end-node typically uses TCP and is put in a FCFS-sorted (First
Come First Serve) queue in the RT layer (4). In the same way, there are
two dierent output queues for each port on the switch too (18.5) (see
Figure 18.2).
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Figure 18.2: Layers and output queues.
18.2.2 Real-time channel establishment
Each RT channel is a virtual connection between two nodes in the sys-
tem. The network has capability to add RT channels dynamically. The
network guarantees to deliver each generated message with a bounded
delay over the RT channel. An RT channel with index iis characterized
by fPi;Ci;dig, where Pi is the period of data, Ci is the amount of data
per period, and di is the relative deadline used for the end-to-end EDF
scheduling. All Pi, Ci, and di are expressed as the number of maximal
sized frames.
The creation of an RT channel consists of request and acknowledg-
ment communication where the source node, the destination node, and
the switch agree on the channel establishment. When a node wants to
establish an RT channel, it sends a RequestFrame to the switch, which
includes (see Figure 18.3): source and destination node MAC and IP ad-
dresses and f Pi, Ci, di g. The connection ID eld is set to a source-node
unique ID for the ability to distinguish the response in the case of sev-
eral requests. The RT channel ID eld is not set with a valid value yet.
When receiving a RequestFrame, the switch will calculate the feasibility
of the trac schedule between the requesting node and the switch, and
between the switch and the destination node (admission control). If the
switch nds the schedule feasible, the RequestFrame is then forwarded to420 CHAPTER 18. REAL-TIME COMMUNICATION...
the destination node, after adding a network unique ID in the RT chan-
nel ID eld. The destination node responds with a ResponseFrame (see
Figure 18.4) to the switch telling whether the establishment is accepted
or not. The switch will then, after taking notation of the response, for-
ward the ResponseFrame to the source node. If the switch did not nd
the requested RT channel feasible to schedule, the RequestFrame is not
forwarded to the destination node. Instead, a ResponseFrame is sent
directly to the source node reporting the rejection.
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The RT layer in an end-node prepares outgoing real-time IP data-
grams by changing the IP header (in the data part of an Ethernet frame)
before allowing the Ethernet layers to forward the datagram to the
switch. The IP source address and the 16 most signicant bits of the IP
destination address, 48 bits together, are set to the absolute deadline of
the frame. The 16 least signicant bits of the IP destination are set to
the RT channel ID for the RT channel to which the frame belongs. The
Type of Service (ToS) eld is always set to value 255. Other values than
255 in the ToS eld can be used for future services.
18.3 Deadline scheduling and feasibility test
18.3.1 Scheduling Algorithm
As mentioned above, both the switch and the end-nodes use the EDF
algorithm to control the outgoing ow of RT trac. An RT channel
must traverse two physical links, one from the source node to the switch
(uplink), and one from the switch to the destination node (downlink).18.3 DEADLINE SCHEDULING AND FEASIBILITY TEST 421
The relative deadline of a RT channel is divided into two parts: diu and
did, as the guaranteed worst-case time to deliver on the uplink and down-
link, respectively. The source node controls the trac ow on the uplink
and the switch controls the downlink part. The network guarantees to
deliver each generated message with a bounded delay:
Tmax delay;i = di + Tlatency (18.1)
Where Tlatencyis a value determined by the medium propagation de-
lay and the medium access time. Consider a system consisting of one
centralized switch and several end-nodes with identical connections to
the switch. In such a system, Tlatency can be considered as a system
specic constant.
18.3.2 Feasibility Analysis
The switch checks the feasibility of accepting a new RT channel, using
an EDF theory modied to reect the characteristics of the Ethernet
network proposed. Each part of the RT channel can be looked upon as
a periodic task, and the corresponding link would constitute a CPU or
processing system (from a scheduling point of view). The capacity, Ci,
would be the worst-case-execution-time (WCET) for the task. Further-
more, because the system is full duplex, each link would organize two
independent CPUs, one executing the download parts of all channels
traversing the link, and the other executing the upload parts. Following
are some denitions that are used throughout this chapter.
 The Utilization factor: According to basic EDF theory [2] the
utilization of periodic real-time trac is dened as:
U =
X
Ci=Pi (18.2)
 The Hyperperiod: The Hyperperiod for a set of periodic tasks is
dened as the length of time from when all tasks' periods start at
the same time, until they start at the same time again.
 The BusyPeriod: A BusyPeriod is any interval of time in which a
link is not idle.
 The workload function h(n, t): is the sum of all the capacities of
the tasks with absolute deadline less than or equal to t, running on
link n, where t is the number of timeslots elapsed from the start
of the hyperperiod. It is calculated as follows:
h(n;t) =
X
1 +

t   di
Pi

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 A feasible link: A feasible link is a link with a set of channels
traversing it that can be feasibly scheduled using EDF.
 The system state: The system state, denoted SS, is dened by the
pair: fN,Kg, where N is the set of nodes connected to the system,
and K is the set of RT channels currently active.
 A feasible system: A feasible system is a system state (SS) with
every link in the system being feasible.
Following the above discussion, in relation to the new denitions, the
problem for the switch to conduct a test to determine if the channel can
be added is equivalent to testing if the new state is still feasible, given
that the new channel has been added. The feasibility test of a link is
done in two steps, each step being a test of its own, as shown below.
 First Constraint: The utilization of the link has to be less than or
equal to one (100%)
 Second Constraint: For all values of t, the workload function
h(n;t) has to be less than or equal to t
Liu and Layland [2] showed that the rst constraint is enough for the
RT channels, which has relative deadline equal to their period. In such
a scenario, it is enough for the switch to check utilization only, to deter-
mine if a RT channel can be added or not. The second constraint, in the
form given above, does not lend itself out particularly well to computa-
tion. It is shown in [6] how to reduce the time and memory complexity
of the second constraint check. If h(n, t)  t in the rst busy period of
the hyperperiod in the proposed schedule to come, then h(n, t)  t
for all t. The following upperbound would therefore be an improvement
of the algorithm noted above:
t, such that 1  t  BusyPeriod(n) (18.4)
where BusyPeriod(n) is the rst BusyPeriod in the schedule at the
start of the hyper-period, on link n. Furthermore, one does not need to
check every integer from the rst timeslot, but only the integers t where
t 2
[Q
i=1
fmPi + di : m = 0;1;:::g (18.5)
assuming that Q denotes the number of RT channels traversing the
considered link in the considered direction.18.4 DEADLINE PARTITIONING SCHEMES 423
18.4 Deadline partitioning schemes
Here we review the method of looking at links as processing units, where
each link has tasks to perform. This method is devised in the interest
of forcing the test of system feasibility, down to the level of successive
tests on links. For this approach to work, it is necessary to derive two
supposed tasks from each channel. A pair of supposed tasks for the
upload and download part of a channel, Tiu and Tid, is dened as:
Tiu = fSourcei;Pi;Ci;diug (18.6)
Tid = fDestinationi;Pi;Ci;didg (18.7)
Where Sourcei and Destinationi are the source and destination nodes
for the channel anddiuand didare deadlines for the tasks on the uplink
part and downlink part respectively. Obtaining such tasks is accom-
plished by partitioning the deadline of the channel into two parts: diu
and did where
Di = diu + did (18.8)
diu;did  Ci ;(if Di  2Ci) (18.9)
Condition (8) must be upheld, because otherwise the channel as a
whole will be dierent. If one divides a task into separate smaller tasks,
it should follow then that if the original task had a deadline, then the sum
of the subtasks' deadlines must equal this larger deadline. Condition (9)
should be upheld because otherwise the partitioning will automatically
yield a non-EDF-feasible situation. The deadline cannot be allowed to
be shorter than the capacity, because the capacity is the WCET of the
supposed tasks. We can also assure ourselves that if Di < 2Cithen the
channel cannot, by denition, be EDF-feasible for a store-and-forward
switch.
A deadline-partitioning scheme (DPS) is dened as: DPS is a func-
tion that maps the deadlines di of all the channels in the system into two
deadlines diu;did such that Equation (8) is upheld for each RT channel.
The presence of a DPS gives us the freedom to create diu and didfrom
every channel i. In fact, the availability of a DPS is not optional, but
the system cannot operate without a DPS. There are dierent ways of
looking at DPSs, but the most mathematically satisfying one is as a
multi-dimensional function. The dimension of the function is then
dim = size(K) (18.10)
where K is the set of channels in the system state.424 CHAPTER 18. REAL-TIME COMMUNICATION...
We can make the DPS more agreeable as a function, by turning it
into a vector eld, with the range of its elements xed between 0 and 1.
To start out with, the function would not generate scalars, but it would
be dim number of pairs of deadlines, fdiu;didg. We now take steps to
change this function. First, we normalize with the original deadline, di
for each corresponding pair. Because of (8) this would mean that we
would have pairs, ranging from 0 to 1. The output would look like:
Upart;i = diu=di
Dpart;i = did=di
(18.11)
where Upart and Dpart are the factors of dito get diu and did;respectively.
But because of (8) we conclude that:
Upart;i = 1   Dpart;i (18.12)
This means that both Upart;i and Dpart;i contain all the information
by themselves. We can now write a DPS in the general form:
Upart = DPS(systemstate) (18.13)
18.4.1 SDPS (Symmetric Deadline Partitioning)
In [1], it was proposed to partition the deadline of the channels into two
equal parts, i.e. to split it in half. Following the notation introduced
above, this would imply that
diu = did = di=2 (18.14)
Upart;i = Dpart;i = 1=2 (18.15)
We dene this approach as a Symmetric DPS (SDPS). It is easily seen
that condition (8) is upheld under this function. We can also note that
the SDPS only depends on the size(K) of the system state. In the view
of DPSs as vector elds this means that the SDPS is represented by a
vector of size(K) number of elements, with each element being constant,
equal to 0.5. Obviously, as the SDPS doesn't take into consideration
what the system looks like, we should be able to propose a better DPS.
18.4.2 ADPS (Asymmetric Deadline Partitioning Scheme)
With bottlenecks we mean links with a greater number of channels
traversing them than other links. We say that bottlenecks have a higher
link-load, which we propose to be dened in the following manner. We
dene the linkload:18.5 CONCLUSIONS 425
 The LinkLoad (LL) of a link is the number of channels traversing
it, which is the same as the number of tasks running on the link.
A logical approach in the case of a bottleneck is for the system to par-
tition deadlines for the channels that traverse the bottleneck, so that a
high fraction of the deadlines for the channels can be found in the tasks
of the bottleneck. Obviously, the SDPS does not do anything to relieve
bottlenecks, as the SDPS, as stated above, is invariant of the System
State.
 The ADPS is a DPS devised to distribute, when possible, the
deadline of channels, to where it is most needed, i.e. where the LL
is greatest. We dene ADPS as:
Upart;i = LL(Sourcei)=(LL(Sourcei) + LL(Destinationi)) (18.16)
Dpart;i = LL(Destinationi)=(LL(Sourcei) + LL(Destinationi))
(18.17)
We do an experiment with the network conguration of 10 master
nodes and 50 slave nodes. To compare the result between symmetric and
asymmetric deadline partitioning, in this simulation, every requested
channel have the same parameters: Ci = 3, Pi = 100, di = 40. The
result showed in Figure 18.5 proved that we get much better result with
asymmetric deadline partitioning scheme.
18.5 Conclusions
We present a switched Ethernet based network concept supporting real-
time communication with guaranteed bit rate and worst-case delay for
periodic trac. Two deadline-partitioning schemes are presented. While
SDPS is straightforward to implement, ADPS is devised in order to have
a more exible feasibility test. ADPS in particular, shows promise to
relieve bottlenecked links. When the master-slave communication is
considered as the trac pattern, ADPS proves to be a better choice
than SDPS.
Future work into this area should include investigating the use of
more complex network topologies, i.e, networks, consisting of many in-
terconnected Switches and links having a shared medium. Alternative
communication models and scheduling algorithms could be explored as
well.426 CHAPTER 18. REAL-TIME COMMUNICATION...
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