Abstract-There is a big trend nowadays to use event-triggered proximity report for indoor positioning. This paper presents a generic received-signal-strength (RSS) threshold optimization framework for generating informative proximity reports. The proposed framework contains five main building blocks, namely the deployment information, RSS model, positioning metric selection, optimization process and management. Among others, we focus on Gaussian process regression (GPR)-based RSS models and positioning metric computation. The optimal RSS threshold is found through minimizing the best achievable localization root-mean-square-error formulated with the aid of fundamental lower bound analysis. Computational complexity is compared for different RSS models and different fundamental lower bounds. The resulting optimal RSS threshold enables enhanced performance of new fashioned low-cost and low-complex proximity report-based positioning algorithms. The proposed framework is validated with real measurements collected in an office area where bluetooth-low-energy (BLE) beacons are deployed.
I. INTRODUCTION

A. Background
O
VER the past few years, indoor localization and tracking using wireless networks has received considerable attention due to the ever increasing demand on location-awareness in various sectors. So far, most of the efforts have been made to improve the localization accuracy using advanced technologies, for instance statistical sensor fusion [3] , dedicated to optimally fuse different types of position-related measurements collected from indoor wireless infrastructures (for instance, cellular, wireless fidelity (Wi-Fi) and bluetooth low-energy (BLE) nodes) and mobile devices. Due to the rapid development of the beaconing techniques, there is a big trend nowadays to use event-triggered proximity information for developing new-fashioned, low-cost (e.g., less communication overhead, smaller database for storage, cheaper deployment and maintenance) indoor positioning systems.
One way of obtaining a proximity report from the network is to compare an instantaneous RSS value with a tuned threshold P th . A proximity report obtained in such way indicates whether or not a user equipment (UE) is in proximity of a reference network node. Essentially, a proximity measurement can be treated as a quantized RSS with merely two quantization levels [3, 4] . Unlike in the conventional paradigm, where the UE sends the measured RSS indication values periodically to the core network, a proximity report is triggered only when the UE's status changes, for instance when the UE is crossing a border to another service region. Such proximity reporting scheme is beneficial in various ways. Among other benefits, the signaling between the UE and the core network can be significantly reduced by sending much less frequently 1-bit proximity values instead of 6-8 bits RSS indication values.
In order to explain the concept of proximity based noncooperative indoor positioning more clearly, we give an illustrative example in Fig. 1 , wherein we assume noise free RSS measurements and a simplistic propagation model with which an RSS threshold corresponds to a circular coverage area in open space. As we can see from the figure, the service area is divided into several small regions. An instantaneous RSS measurement being larger than a predefined threshold implies that the UE resides in the corresponding coverage area. For instance, the proximity vector, e.g., [1, 1, 0] , indicates that the UE is in the coverage area of the first and the second reference nodes, while outside of the coverage area of the third reference node. The UE needs to upload the proximity vector only if there is status change in the proximity report, for instance from [1, 1, 0] to [0, 1, 0] , when the UE moved from the marked place some distance to the right. However, we note that in practice the RSS measurements are subject to various types of noise and we resort to a statistical framework for RSS thresholding.
B. Related Work and Our Contributions
In the literature, the proximity based positioning algorithms are often called coarse grained algorithms or range-free 1053-587X © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information. For simplicity, we assume that the RSS measurements are noise free and the underlying propagation model fits a linear log-distance model, cf. Section II-B.
The coverage radius of each node,d i , i = 1, 2, 3, is simply determined bŷ
, where the notations will be explained later on. As we can see, the service area is divided into several small regions. An instantaneous RSS measurement being larger than a predefined threshold implies that the UE resides in the corresponding coverage area. For instance, the proximity vector, e.g., [1, 1, 0] , indicates that the UE is in the coverage area of the first and the second reference nodes, while outside of the coverage area of the third reference node. The UE needs to upload the proximity vector if and only if there is at least one entry reversing the status, for instance from [1, 1, 0] to [0, 1, 0], when the UE moved from the marked place some distance to the right.
algorithms. Since the publication of [4] , a plethora of proximity based positioning algorithms have been proposed, including the centroid algorithm [4] , the approximate point in triangle (APIT) algorithm [5] , the maximum-likelihood estimation based algorithm [6] , the ecolocation algorithm [7] , and the iterative learning based algorithm [8] , to mention a few. The majority of the existing work considered large-scale cooperative sensor network localization subject to communication constraints. To the best of our knowledge, RSS thresholding was first considered for cooperative localization in [9] . Therein, a single RSS threshold is optimized so as to limit the number of the neighboring senors. In our recent work [1] , RSS thresholding was considered for non-cooperative, infrastructure-based indoor positioning, which can be regarded as a special case of [9] . But the focus of [1] lies in the overall positioning performance in a given service area and thorough treatment on the measurement campaign, RSS modeling, model fitting and parameter calibration, signaling, and performance evaluation using real data measured from a live network. In this work, we extend [1] to multiple RSS thresholds tuning. The performance metric to be optimized is selected to be the overall positioning root-mean-square-error (RMSE) represented in terms of the Cramér-Rao bound or Barankin bound [2] . The former bound is suitable to benchmark estimation performance for medium-and large scale sensor networks, while the latter bound is more suitable to benchmark small scale sensor networks. Moreover, we introduce advanced Gaussian process regression (GPR) based RSS models, perform detailed performance analyses and validate the results with more real data. Lastly, we incorporate the derived fundamental lower bounds and the advanced GPR based RSS models into RSS thresholds optimization. To give a quick overview, the proposed generic framework for selecting a set of reasonable RSS thresholds for proximity report based positioning is given in Fig. 2 . represents the optimized RSS thresholds. The connections are the following. The fundamental bound analysis is based on deployment information and RSS modeling. The outcome of the fundamental bound analysis is the best achievable RMSE expression. Together with the evaluation set of positions, they are combined to evaluate the overall best achievable positioning accuracy as a function of the rss threshold.
C. Paper Organization and Notations
The remainder of this paper is organized as follows: Section II lists the prerequisites for performing the RSS threshold optimization, including the deployment information, RSS modeling, and selection of an evaluation set of sample positions. This section corresponds to the first step shown in Fig. 2 . Section III introduces fundamental lower bounds on the position estimation. This section corresponds to the second step shown in Fig. 2 . Section IV introduces a general RSS threshold optimization procedure. This section corresponds to the third step shown in Fig. 2 . In Section V, we validate the proposed framework experimentally with real RSS measurements. Finally, Section VI concludes the paper.
Throughout this paper, matrices are presented with uppercase letters and vectors with boldface lowercase letters. The operator The readers should not confuse the following notations: p geographical position, P a collection of geographical positions,p grid position specific for the online Gaussian process regression, P a set of grid positions,p test points for evaluating the Barankin bound, P T transmit power, P th a vector of RSS thresholds.
II. PREREQUISITES
Performing RSS threshold optimization in our work requires necessary deployment information, cf., Section II-A, a trained RSS model, cf., Section II-B, and an evaluation set of sample positions, cf., Section II-C.
A. Deployment
Throughout this paper, we restrict ourselves to indoor positioning scenarios where a number of N reference network nodes, such as cellular base stations, BLE beacons, Wi-Fi routers, or a combination, are deployed. The reference network nodes are often placed rather uniformly in the surveillance area and mounted either on the ceiling or high on the wall to give a panoramic view. The geographical position and the transmission power of each reference network node are assumed to be known a priori. In addition to a reference signal, a reference network node may also broadcast information such as sensor ID, position, transmit power, network configurations, as well as a tiny amount of information about the event to be triggered.
B. RSS Model
A generic RSS model can be written as:
where r i (p) denotes the RSS observed at any position p (three dimensional in general) by the UE from the ith reference network node, m i (p) denotes the received signal strength due to path loss as a deterministic function of p, e i (p) is a position dependent noise term, and n i is a position independent noise term. Herein, we use e i (p) to represent the noise due to the shadowing effect, which is often position dependent. We use the noise term n i to account for the joint influence of the interference from other devices, signal absorption from human bodies, (unsuccessfully removed) small-scale fading, as well as the background noise. We assume n i to be independent and identically Gaussian distributed with zero mean and variance σ 2 n,i . The sum of m i (p) + e i (p) denoted byr i (p) can be understood as the clean RSS without noise. Model fitting can be done either offline or online. We show three examples in the sequel.
Example 1 (Offline Linear Least-Squares (LLS) Regression):
The underlying received signal strength due to path loss is represented by a deterministic, linear log-distance model as follows:
where A i is the received signal strength measured at a reference distance d 0 , B i is the path loss exponent, and d i (p) is a short-hand notation of the Euclidean distance between p and the ith reference network node's position, p r,i , i.e., d i (p) ||p − p r,i ||. Furthermore, we assume that the shadowing effect can be simply added to the variance σ 2 n,i of n i . The resulting RSS model can be seen as a special case of (1) and is widely known as log-distance path-loss model [10] .
In the offline calibration phase, we are given a training data set, 
Example 2 (Offline Nonlinear Gaussian Process Regression (GPR)): We follow the same path loss function as given in (2) in the first example. But the error term, e i (p), due to the large-scale shadow fading, is represented by a zero-mean Gaussian process
where we follow the notation of a Gaussian process GP(·, ·) used in [11, Section 2.2]. The covariance (kernel) function is selected to be
where σ 2 s,i accounts for the uncertainty introduced by the shadow fading into the GP model and l c,i denotes the correlation distance. It is noted that in this model the noise terms at two different positions, say p and p , are assumed to be spatially correlated according to the well-established Gudmundson's model [12] . Similar work but using different covariance functions can be found in [13] - [15] .
Similar to the first example, we perform offline calibration of the GPR based RSS model. We start with writing the likelihood function of the observed RSS measurements as follows:
with the following notations:
The parameters in θ i are usually unknown and need to be calibrated. A maximum-likelihood estimate (MLE),θ i , is adopted here as an approximation of the underlying parameters. Detailed derivations are given in Appendix A. In order to give a training data driven RSS model that takes into account all noise sources, we compute according to [11] the Gaussian posterior probability of an observed RSS value at a new position p * by
Note that in (10a) and (10b), r i , m i , k i (p * ), and C i are short
The above introduced GPR will be called full GPR in the sequel for the reason that it processes the training data (of size M ) in a batch manner. The corresponding computational complexity scales as O(M 3 ) and the memory requirement scales as O(M 2 ). Some sparse GPR methods have been proposed to reduce the computational complexity to O(s 2 M ) and the memory requirement to O(sM ), where s (s M ) is the size of a set of inducing input points that are sub-sampled smartly from the original training dataset. A unifying view of the state-of-the-art sparse GPR methods has been given in [16] . Next, we apply the recent recursive Gaussian process regression method [17] for deriving our online RSS model.
Example 3 (Online Gaussian Process Regression):
The notations, if not re-defined, will follow those given for the full GPR method. For simplicity and easier comparison with the full GPR, let us imagine that the training data arrives one by one as time evolves, namely we have a new data point {p i,t , r i (p i,t )}, at each time instance t = 1, 2, . . . , M.
Similar to the sparse GPR methods, we introduce a set of s gridsP = [p 1 ,p 2 , . . . ,p s ], representing the desired tracking area. Herein, we simply assume that all the reference nodes use the sameP. The corresponding RSS observations at these grids are latent
T . Furthermore, we denote D g,i {r i (P),P}. For notational brevity in the sequel,r i is short forr i (P), and its mean and covariance matrix are denoted bym i andK i , respectively. Our first aim is to compute the posterior distribution ofr i at any time instance t (t ≥ 1) given the training data D i,1:t {P i,1:t , r i (P i,1:t )}. Herein, the noisy RSS observations are stacked into r i (
T , and the locations are stacked
The main steps of the recursive GPR [17] 
After the recursive processing of the online GPR, cf.
3) Prediction: At the end of the training phase, i.e., t = M assumed in this specific example, the posterior distribution of r i (p * ) at a novel input position p * , given D i and D g,i , can be approximated by
wherê
Herein,k i (p * ) is short for k i (p * ,P). Note that the detailed derivations of (11a)-(11f) can be found in [17] and the derivations of (14a) and (14b) 
In the above RSS modeling procedure, we assumed that an estimate of the true parameter θ i is known prior to the online GPR. This can be the case when some historical/expert knowledge is available or a small set of the training data can be used to train the parameters like we did for the full GP in the second example. Alternatively, [18] demonstrated that these parameters can be learned online as training data come in. To summarize, online GPR model is more flexible to use and adaptive to new arrival data. While if the underlying RSS model is time invariant and the computational cost is secondary, full GPR using all available measurements for both hyper-parameter optimization and prediction will theoretically give the best modeling results.
C. Evaluation Set of Sample Positions
Apart from the deployment information and the RSS model, we need also an evaluation set of sample positions for which localization accuracy will be evaluated. An evaluation set can be selected for instance to contain uniform grids or a plurality of trajectories that cover the area where positioning is of interest.
D. Concluding Remarks
This section introduces and compares several RSS models. A good RSS model is able to give more information about the UE position in a proximity measurements, which is essentially a hard-thresholded RSS measurement. The Gaussian distributive profile of the RSS makes the computation of an information metric tractable. More details will be given at beginning of Section III.
III. FUNDAMENTAL LOWER BOUNDS ON POSITION ESTIMATION
This section aims to derive two fundamental lower bounds on the proximity report based position estimation mean-squareerror (MSE). These are the Cramér-Rao bound (CRB) and the Barankin bound (BB), respectively. It is known that CRB falls into the category of small error bounds, while BB falls into the category of large error bounds. Small/Large-error bound is intended for small/large estimation error [19] . Herein, we assume that all regularity conditions for computing these two bounds are fulfilled.
A. Preliminaries
A proximity report is obtained by hard thresholding an RSS measurement, concretely,
where c i is introduced here to denote the proximity information obtained through comparing a threshold P th,i with the instantaneous RSS value, r i , measured at p = [x, y, z] T by the UE via communicating with the ith reference network node. We set c i equal to '1'/'0' when the UE is in/beyond proximity of the ith reference network node. We further define a vector of RSS measurements received by the UE from all reference network nodes as r = [r 1 , r 2 , . . . , r N ]
T and define the corresponding vector of proximity reports as c = [c 1 , c 2 , . . . , c N ] T . By taking advantages of the Gaussian distributive profile of (3) for the log-distance model or (9) for the full GPR model or (13) for the online GPR model, we can easily derive the probability of observing c i at p, i.e.,
where G(·) denotes the Gaussian cumulative distribution function (CDF). For notational brevity, we define
. Similarly, we use Pr{c; p} to denote the probability of observing vector c at p and due to the assumption that the measurements are mutually independent, we have Pr{c; p} = N i=1 Pr{c i ; p}. Lastly, we note that in (16) 
B. Proximity Report Based Position Estimator
We define a proximity based position estimator byp(c). A direct measure of the estimation error-the mean-square-error (MSE), is very often used for comparing different parameter estimators. The MSE of any proximity based position estimator can be expressed as
where the bias, b(p), and the covariance matrix, Σ(p), are defined, respectively, by
C. Fundamental Lower Bounds
It is known from the literature, see for instance [19] , that fundamental lower bounds can be placed on the MSE of a parameter estimator by
where the information matrix, Γ (p), and the translation matrix, Υ (p), are defined as follows:
where η(p) is some function of p. Next, we show two well known lower bounds that adopt different η(p).
Cramér-Rao Bound (CRB):
When we let
the translation matrix, Υ (p), defined in (21) can be easily proven to become
and the information matrix, Γ (p), defined in (20) becomes the well known Fisher information matrix (FIM), namely,
The FIM can be further expressed, due to the independence assumption on the measurements, as
where for any combination of m, n ∈ {x, y, z},
The first-order derivatives of G i (p) for all the three RSS models are given in Appendix C. Having G i (p) as well as its derivatives, we can easily evaluate (25) to get the FIM. Finally, inserting the results of Υ (p) and Γ (p) into the right-hand-side of (19) gives the CRB.
Barankin Bound (BB):
In this case, as will be shown later on, η(p) and eventually Υ (p) and Γ (p) are also functions of an additional set of test points. This set of test points, denoted as p j , j = 1, 2, . . . , M b , must be preselected according to a given UE position p. This set of test points decides the tightness of the Barankin bound to be derived below.
For the BB, we set
The translation matrix can be derived based on the results in [19] to be
and the information matrix Γ (p) becomes the Barankin information matrix (of dimension M b × M b ), with the (j, k)th entry given by
where the second equation is owing to the independence assumption on the proximity reports.
In order to give a tight lower bound, the test points need to be carefully selected. The optimal set of test points can be found as
Unfortunately, this optimization problem is cumbersome in our case. A much easier way of providing a set of sub-optimal test points is to minimize the diagonal elements of the Barankin matrix, Γ j j (p,p j ), namely,
According to (30), we have
We adopt the following procedure to find the test points: 1) Generate a set of K (with K M b ) candidate test points, p k , uniformly and rather densely in the service area. 2) For each candidate test point, evaluate Γ kk , k = 1, 2, . . . , K, according to (33) and store them. 3) Find among Γ kk , k = 1, 2, . . . , K, all the local minima Γ j j and record their indexes j . 4) Set a selection threshold, ε, search for all j ∈ {1, ..., j − 1, j + 1, ..., K} that satisfy Γ j j − Γ j j < ε and usep j as the final test points. Repeat this for all j . The test points selected in the above way should well represent the location ambiguities that a position estimation algorithm gets stuck at more easily. Another big advantage of the BB lies in that the map information can be easily incorporated into the test point selection procedure. Lastly, we take the optimized test pointsp s-opt j , j = 1, 2, . . . , M b into (28) and (30) to evaluate Υ (p) and Γ (p), respectively. Similarly, inserting the results of Υ (p) and Γ (p) into the right-hand-side of (19) gives the BB. It was shown in [20, Theorem I] that the Barankin bound is an increasing function of the number of test points and can converge to certain value when the regularity conditions are fulfilled. We have confirmed this experimentally in [2] .
D. Computational Complexity
Before showing the results, let us first recap the following notations: N is the number of reference network nodes, M the number of RSS measurements collected at each node, s the number of grids for the online GP regression, K the total number of candidate test points and M b the final candidate test points for computing the Barankin bound.
The computation of the CRB requires the first order derivatives of G i (p). From our derivations in Appendix C, the computational complexity scales as O (N 
E. Discussions on Bias
In the previous subsection, we derived two fundamental lower bounds, namely the CRB and the BB, on the MSE of any proximity based position estimator. Obviously, it is much simpler to compute the two bounds for unbiased position estimator due to the fact that b(p) = 0, ∀p in the parameter space. Two different methods might be used to derive an unbiased, proximity report based position estimator. In the first method, an unbiased estimator might be obtained as a by-product when deriving the BB in a more complicated manner according to [21] . In the second method, we might use dithering techniques to generate dither noise and add it to the proximity measurement before running the maximum-likelihood estimation. We have shown some interesting results recently in [22] , [23] . In the sequel, we will focus on unbiased position estimator. However, our method also applies for any biased estimator if the bias b(p) is of known form, which needs to be obtained either analytically or replaced by the maximum bias tolerance planned for each position in the worst case.
IV. RSS THRESHOLD OPTIMIZATION
In Section II and Section III, we listed the prerequisites and information criteria that serve as elementary building blocks for RSS threshold optimization. In this section, we aim to give a generic RSS thresholding procedure, followed by discussions on the implementation aspect.
We summarize the results obtained from Section II as follows:
r We obtained the sensor deployment information, including for instance the floor plan, reference network node positions, transmit power, etc.
r We obtained a calibrated RSS model for each reference network node i, i = 1, 2, . . . , N, specified by the model parameters: average by
where f (P th ) is short for an overall accuracy metric function that is dependent of deployment and RSS model, and f (p * i , P th ) is short for an accuracy metric function that is dependent of the evaluation sample position, RSS model and deployment. 2) Solve P opt th = optimize P t h f (P th ), subject to certain constraints on P th . Lastly, devices that newly appear in the deployment area will be configured with the optimized reporting threshold, P opt th . The proximity reports can be used directly for positioning purposes, see for instance proximity report based particle filtering in [24] , or serve as basis for analyzing user behaviors, such as dwell time and motion patterns. RSS threshold optimization is supported by an architecture, and we characterize the architecture by describing the logical entities performing different steps in the procedure. Furthermore, different node candidates are discussed for the logical entities. Fig. 3 shows the signaling chart of our proposed RSS thresholding procedure, where most of the key steps are performed by a computation entity. It can also be so that the offline processing is performed in a configuration entity, and the online processing in a separate fusion entity. Another possibility is that the calibration efforts are performed in a dedicated calibration entity. These logical entities can be implemented separately or jointly in a mobile device, a reference network node, or some other network node. The necessary communication in the two phases between a device and logical entity may be via a link with a reference network node, via some other communication link, or internally in the device.
Next, we provide more details about the implementation of the proposed RSS thresholding procedure, especially the optimization part.
r There exist many choices on the localization accuracy metric, for instance, the mean-square-error (MSE) and the localization outage probability of a specific proximity based position estimator, fundamental lower bounds on the MSE such as the Cramér-Rao bound (CRB) and the Barankin bound (BB). Bayesian type bounds [25] can also be used if the evaluation set contains a multiple of trajectories that follow certain motion model. r We consider in the remainder of this paper the best achievable localization RMSE of unbiased, proximity report based position estimator, which is formulated in terms of the CRB or the BB derived in Section III. More precisely, we have
where both the CRB and the BB on the estimation of p * i are computed in a snapshot manner for every sample position in the evaluation set. r Originally in [1] , we set identical RSS thresholds P th,1 = P th,2 = . . . = P th,N = P th , test every possible RSS threshold candidate, and choose the one that minimizes the cost function. While this method does not apply to multiple RSS thresholds optimization due to the exponentially increased computational complexity as was explained in [1] . To sidestep this complex combinatorial problem, we first relax the integer constraint and resort to numerical optimization method to solve for an locally optimal set of RSS thresholds, P opt th , from the minimization problem. The result is then rounded to the nearest feasible integer.
r The cost function that minimizes the best achievable localization RMSE in the above example is not ensured to be convex in terms of the RSS thresholds. A numerical optimization method may stuck at local optimum.
r For the case that some reference nodes malfunction, principally, we need to redo RSS thresholding for the remaining nodes. While for the case that more reference nodes are to be added in a calibrated network, we need to consider where to place them in the first place. Intuitively, it is more meaningful to install them in the area where the localization accuracy is relatively poor. Besides, we need to collect RSS measurements and train the RSS model parameters for those newly installed reference nodes before we can redo RSS thresholds optimization. For largescale sensor network, however, this is prohibitively expensive. In order to maintain similar performance with reasonable computation time, we can redo the optimization only for the 'neighbors' of the removed nodes in the former case or jointly for the newly added nodes and their 'neighbors' in the latter case.
V. EXPERIMENTAL VALIDATION
In Section IV, we have shown the whole procedure of optimizing RSS threshold(s) for enhanced overall localization performance. In what follows, we will validate our idea experimentally using real RSS measurements collected in an indoor bluetooth-low-energy (BLE) network. There is a big trend nowadays to use BLE networks for Internet of Things (IoT) due to the low power consumption and efficient monitoring capabilities of the BLE devices [26] . The optimized RSS thresholds not only lead to novel proximity based positioning methods but also enable user equipment (UE) assisted measurement to support handover, for instance, in Wideband Code Division Multiple Access (WCDMA) and Long-Term Evolution (LTE) systems [27] , [28] .
A. Sensor Deployment, Measurement Campaign and Model Fitting
Our experiments were conducted in a typical office environment at Ericsson Research, Linköping, Sweden. In total N = 12 BLE beacons are placed uniformly in the area. The floor plan as well as the known beacon positions are illustrated using a local two-dimensional (2-D) coordinate system in Fig. 4 . The BLE beacons serve as transmitters and broadcast data packages regularly. The transmit power is set to P T = −58 dBm identically for all BLE beacons. Moderate scale measurement campaign was conducted during normal work hours. Throughout the measurement campaign, the UE walked along various predefined tracks and measured a total number of 28214 RSS measurements from the BLE beacons. For simpler Gaussian process regression model, the track positions are assumed to be Fig. 5 . Illustration of the training data set (600 samples marked by black +) and the calibrated full GPR model for the 4th BLE beacon: (a) depicts the posterior mean of (9) and (b) depicts the posterior variance of (9).
precisely known. 1 The obtained RSS measurements were eventually uploaded to a computation entity via Wi-Fi for RSS model fitting and threshold optimization. More details about the sensor deployment and the outcome of the measurement campaign are given in Table I .
We consider three RSS models, namely the linear log-distance model, the nonlinear full GPR model and the online GPR model, 1 The track positions were essentially obtained from an app-based positioning algorithm developed by SenionLab and are supposed to be subject to zero mean Gaussian error with covariance matrix Σ p = σ 2 p I 2 , where the standard deviation (std) is identical for both x-and y-direction and varies moderately from 10 −4 to 2.6 meter for different positions. Fig. 6 . Illustration of the training data set (3845 samples marked by black +) and the calibrated online GPR model for the 4th BLE beacon: (a) depicts the posterior mean of (13) and (b) depicts the posterior variance of (13).
respectively. The linear model fitting follows the steps given in the first example of Section II and the calibrated model parameters are given in Table I . These parameters serve as our prior knowledge when choosing the initial guesses of the full GPR model parameters. The nonlinear full GPR model is learned with 600 RSS measurements randomly sampled from the full dataset. Herein, we only choose 600 measurements so that too long overall simulation time can be avoided for full GPR model calibration and RSS thresholds optimization. We show both the posterior mean and the posterior covariance for the fourth BLE beacon in Fig. 5 . In contrast, due to the significantly reduced computational complexity, we use the full dataset to train the online GPR model and use it in the RSS threshold optimization. Herein, a number of 39 grids are predefined in the online GPR model and they are depicted in Fig. 4 . In Fig. 6 , we show similar results for the online GPR model. When comparing Fig. 5 with Fig. 6 , it is observed that posterior mean map of the online GPR model is richer in context than that of the full GPR model. This might be due to larger number of measurements used in the modeling. However, the posterior covariance is accurate only at the predefined grids and needs to be interpolated at other points. Hence, if the evaluation set contains a lot of sample positions that are far from the grid points, we will probably suffer from higher approximation error.
Lastly, we note that due to space limitation, we are unable to show the posterior mean and covariance for other beacons. The results for other BLE beacons are similar. It is clear from Fig. 5 that the energy pattern is not isotropic. To the left side of the fourth BLE beacon is concrete wall and the energy is highly absorbed. While to its right side, the energy is much less absorbed owing to the wooden wall. These explain why we did not see a uniform, isotropic energy pattern. This is the advantage of the GP model over empirical models as the data speak for the model.
B. RSS Threshold Optimization
Before performing RSS threshold optimization, we first generate a set X * of 100 evaluation positions, p * i , uniformly in the deployment area, as shown in Fig. 4 . 2 The weighting factors are set equally as w * i = 1/|X * | for all evaluation positions in X * . As the localization accuracy metric, we compute the best achievable RMSE either in terms of the CRB or the BB. Herein, we assume that the z-component of all sample positions is fixed Fig. 8 . Illustration of the overall best achievable RMSE using multiple RSS thresholds optimized individually for each BLE beacon versus the global RSS threshold optimized for all BLE beacons (a) CRB based (b) BB based. to 1.3 meter and known a priori. Thus, we only concern about position estimation in x-and y-directions. As a consequence, f (p * i , P th ) boils down to f ([x * i , y * i ], P th ). Our focus is to optimize a RSS threshold individually for each BLE beacon and compare the overall localization performance with that led by a global RSS threshold. We use the MATLAB function fmincon to solve the multi-variate minimization problem with the cost function given in (34) and the constraints −100 dBm ≤ P th,i ≤ −70 dBm, i = 1, 2, . . . , 12. Afterwards, we round the optimized RSS thresholds, P opt th to the nearest integers. The starting point is selected to be P th,1 = P th,2 = . . . = P th,12 = −90 dBm. The number of test points, M b , for computing the BB is set to 25 to save computational time.
We depict the multiple RSS thresholds optimized individually for each BLE beacon versus the global RSS threshold optimized for all beacons based on the CRB in Fig. 7(a) and based on the BB in Fig. 7(b) . To give better a vision, we did not use the rounded values in these figures. Interestingly, the average of the multiple RSS thresholdsP opt th very close to the global RSS threshold in both cases. The global RSS threshold does not differ much for different combinations of RSS model and lower bound. The improvement becomes more obvious when we decrease the number of BLE beacons in the network. For instance, when we merely use Beacon 5, 6, 12, the difference will be around one meter. In these figures, it is also obvious that advanced GPR based RSS models help improve the positioning accuracy about two meters. The positioning performance is comparable for the two GPR models, but the computational time of the online GPR model is about 50 times faster than that of the full GPR model. Furthermore, we show the overall best achievable RMSE for different combinations of RSS model and lower bound in Fig. 8 . Only modest performance improvement has been obtained by using the RSS threshold optimized individually for each beacon. However, much more computational time has also been observed when optimizing multiple RSS thresholds. The RMSE led by the BB based RSS thresholds is higher than the CRB based counterparts. Similar to the conclusion drawn in [2] , the BB is less optimistic about the mean-square-error of proximity based position estimator than the CRB.
Next, we aim to show the improvement made when using an optimal RSS threshold as compared to a suboptimal one. Herein, we simply consider the global RSS threshold for three different RSS models. In Fig. 9 , we depict the overall best achievable localization RMSE as a function of the RSS threshold P th , which ranges from −100 to −70 dBm with an increment 1 dBm. As is shown in the figure, the minimum is achieved at −83, −84, and −84 dBm respectively for the three different RSS models. The optimal thresholds coincide with those given in Fig. 7 (a) if they are rounded to the nearest integer therein. The corresponding RMSE values coincide with those shown in Fig. 8(a) for the CRB case. It is not surprising to see the convex profile of the RMSE curves in all cases. The reason is that too large or too small threshold gives very little information about an unknown location. We have explained this with a toy example in the introduction. A formal proof of the convexity of our cost function might be interesting for our future work. Lastly, we demonstrate a target tracking example using the trained RSS thresholds. More precisely, particle filtering has been applied to obtain the position estimates for a specific trajectory as shown in Fig. 10 . The trajectory is selected from one of the 52 predefined tracks. It is noted that with the full GPR-based RSS measurement model, the best positioning performance has been achieved. While with the full GPR-based proximity measurement model, less accurate position estimates have been obtained. Nevertheless, the two corridors on this floor can be successfully distinguished in all cases. This is important for determining pedestrian flow required in various indoor applications. To compare the statistical performance of the different measurement models and different thresholding algorithms, the cumulative distribution function (CDF) of the estimation errors are compared in Fig. 11 . It is clear that the median positioning error for RSS model is around 1.3 m. For proximity model with global threshold, the median error is approximate 2.3 m and for proximity model with optimized thresholds from CRB and BB, there is around 0.3 m improvement. With the optimized thresholds from BB, the position accuracy has been improved for most of the cases, while for around 20% of the cases large position errors have been observed.
VI. CONCLUSION
We have introduced a generic framework of RSS threshold optimization for indoor sensor networks. With the aid of this framework, we can obtain the most informative proximity report by means of optimizing the overall localization accuracy in a deployment area. Two pivotal building elements of this work are the RSS model and the fundamental lower bound. We have tested both the full GPR based model and an online GPR based model. Various existing numerical methods can be adopted to solve this minimization problem, such as the limited-memory BFGS (LBFGS) quasi-Newton method [11] and the conjugate gradient (CG) method. Herein, we adopt the former method which requires the first-order derivatives of the cost function, g(θ i ). Equation (37) 
Here we use (A)(·) T to denote (A)(A) T for brevity.
APPENDIX B
Imagine that D g,i = {P,r i } is also a training data set despite thatr i is latent. Given a novel input, p * , the posterior distribution of observing a noisy RSS r i (p * ), given D g,i , can be easily obtained as follows: 
The posterior distribution of r i (p * ), given D i andP, can be computed analytically via the following marginalization:
and approximated with reduced computational complexity, like in [30] 
Inserting the above result into (26) and performing some algebraic manipulations yields
where γ i is a variable in terms of the calibrated RSS model parameters and the RSS threshold, more precisely,
Full GPR model: The first-order derivatives can be derived for the full GPR model with a bit more efforts as follows:
where
In this caseμ i (p) andσ 
is a vector of size M × 1 with the jth entry given by
