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Abstract 
We derive absorbing boundary conditions for viscoelastic waves. Error estimates are given for such absorbing boundary 
conditions. We treat the problem in the space-frequency domain formulation after taking the Fourier transformation i  
time. Well-posedness is shown for the elliptic problems thus created, and Fourier invertibility is also proved. We also 
present some results of numerical simulations. 
Keywords: Absorbing boundary conditions; Viscoelastic waves; Numerical methods 
AMS classification: 35L20; 73Fxx 
1. Introduction 
In the simulation of wave propagation through an unbounded domain, it is necessary totruncate the 
original domain into a finite domain in order to reduce computational costs. On artificial boundaries 
which are created by truncation, certain types of boundary conditions must be imposed. Theoretically, 
one can find exact transmitting boundary conditions. However, as such conditions are non-local 
in both space and time; the resulting problems involve pseudodifferential operators, and therefore 
the exact conditions are not useful for numerical computation. Furthermore, traditional boundary 
conditions, such as Dirichlet and Neumann boundary conditions will generate r flecting waves, which 
pollute numerical wave solutions. 
Therefore, reasonable boundary conditions must be introduced on the artificial boundaries so that 
the most significant waves arriving at the boundaries should not be reflected by the boundary condi- 
tions. These types of boundary conditions have been developed and widely used; they still remain as 
active research topics among researchers interested in the numerical solution of various kind of waves. 
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Although there has been remarkable progress in the development in both theories and practices 
concerning the absorbing boundary conditions for acoustic and elastic waves [5, 8, 9, 12, 13], 
relatively few results about absorbing boundary conditions are known for viscoelastic media; yet 
most materials in the world are viscoelastic [3, 15, 16]. 
Wave propagations in viscoelastic media are accompanied by attenuation and dispersion [2, 14]. 
In [2, 3, 14], it is shown that viscoelastic rheology with multiple relaxation mechanisms provides a 
framework that can explain experimental observations of wave propagation i  the Earth and Earth- 
type materials; for example, polymeric material, supersonic fluid, etc. For such models, convolution 
relations of certain type are present in the equation of motion. 
In this paper the goal is to find absorbing boundary conditions in two-dimensional viscoelastic 
media. In acoustic and elastic cases, approximate absorbing boundary conditions are local in time 
and space. However, for viscoelastic media, approximate absorbing boundary conditions will be 
non-local in time, but local in space, since the wave equation in the viscoelastic medium is already 
non-local in time. Indeed, such boundary conditions can be easily handled; the treatments of wave 
propagations with absorbing boundary conditions in the frequency domain [6, 7], instead of those in 
the time domain, turn out to be naturally parallelizable. 
In Section 2, the viscoelastic wave equations and the notations used in this paper are given. 
In Section 3, we derive exact absorbing boundary operators for viscoelastic waves from the disper- 
sion relation, which are pseudodifferential operators. We approximate the pseudodifferential operators 
which appear in exact absorbing boundary operators. In Section 4, error estimates for the approximate 
absorbing boundary conditions are given. In Section 5, we treat the problems in the space-frequency 
domain after taking the Fourier transformation i  time. Well-posedness for the elliptic problems thus 
created are shown, and Fourier invertibility is also proved. In Section 6, we present he results from 
the numerical simulations of viscoelastic wave propagation with absorbing boundary conditions. 
2. Preliminaries and notations 
In viscoelastic media, the stress-strain relation cannot be expressed by the material constants [4, 
10, 11, 17], which differs from the cases of purely elastic and purely viscous media; the ratio of stress 
to strain for purely elastic media and the ratio of stress to the rate of strain for purely viscous media 
are constants. The rheological behavior of viscoelastic materials is characterized by time-dependent 
material functions. In most general cases, stress becomes a function of strain; indeed, stress depends 
on the history of strain. 
Let u be the displacement in material and a the relaxation modulus which is a monotonically 
decreasing function in time. For the case of one-dimensional viscoelastic media, the stress o- is 
given by 
a = • (a  * Ux), 
Ct 
where the • represents the convolution in time, and subscripts are used to denote derivatives. By 
the conservation of momentum, we get the viscoelastic wave equation 
u, = a * uxx. (2.1) 
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In the two-dimensional case, a simple generalization of (2.1) yields 
ut = a * Au. (2.2) 
In what follows, we shall use the Laplace transform in time and the Fourier transform in x, which 
are defined by 
~(u) (x ,  y, s) = ~(x, y, s) = u(x, y, t) exp(-st)  dt, 
for Re s > 0 and 
~(u) (o~,y , t )=~(~,y , t )= u(x,y , t )exp(- ioox)dx,  
respectively. The Laplace inverse transform and the Fourier inverse transform are then given by 
~-l(u)(x,y, l)  = u(x,y , t )  = ~ ~(x,y,~ + iq) exp((~ + it/)t) dq, 
and 
1 F Y- l ( f i ) (x ,y , t )  = u(x,y , t )  = ~ ~(og, y,t)exp( i~x)do9,  
0<) 
respectively. 
For a given domain D, we denote by II" [[m,p,D the norm of the usual Sobolev space wm'p(D) 
[1]. Especially, when p = 2, we denote wm'p(D) by Hm(D) and the corresponding norm by II" [Im, D. 
Let (., .) and (., ")aD be the L2-inner products in L2(D) and LZ(0D), respectively. For B COD, we 
denote by I" [mW the norm of Hm(B). We also take a branch covering for the square roots of z E C 
as -g  ~< arg(z) < ~. 
3. Absorbing boundary conditions 
Set J = (0, ~<~). For the standard viscoelastic model, the kernel a may be given by 
a = aN + b, 
where aN is a positive constant and b E W3'1(J). Let us assume that a is twice differentiable such 
that 
( -1 ) Ja  (j) > 0, 0 ~< j ~< 2, 
and a" is strictly decreasing. For simplicity, set a (0 )= 1 and assume that there exists a positive 
constant 60 < 1 such that 
I '(s)l < 6o (3.1) 
for all s E C with Re s > 0. 
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Then a satisfies the following properties: 
~d(s) = s -1 4- a'(O)s -2 4- o(s -2) 
1 4- ½a'(O)s -1 4-o(s -1) 
(1 4- at(s))  1/2 = all 2 4- o(1) 
as Isl oo, 
as Is[ oo, 
as Isl ~ 0, 
(3.2) 
and Re~(s) > 0 when Res > 0. 
Let f2= N × N+ and/ ' l  = 0~2. For g E L2(j;L2(FI)), let us consider the following model problem: 
ut=a*Au,  (2×J, 
u=g,  F~ x J, 
ul,=0 = 0, f~, 
(3.3) 
in which we shall derive radiation boundary conditions on the hyperplane IV 2 = {(x,y)E f2: y = L} 
from dispersion relation, which make Fz transparent to the outgoing waves. 
Taking the Laplace transformation with respect o time and the Fourier transformation with respect 
to x in Eq. (3.3), we obtain the following problem: 
{ SU(CO, y, S) =a(s)(--co2~(co, y, S) + Uyy(co, y, S)) 
~(co, 0, S) =~(co, S) 
for y E R +, 
(3.4) 
for each co E E and s E C with Re s > 0. Since we are interested in outgoing waves, we choose a 
solution to Eq. (3.4) which remains bounded as y tends to infinity. The solution is given by 
~(co, y, s) = ~(co, s) exp(-(s/~ 4- co2)1/2 y). 
Now we confine the problem (3.3) to the strip f2c = {(x, y) E f2 ] 0 < y < L} and impose an addi- 
tional boundary condition 
u s = 5f- l~- l ( - - (s/ 'd(s)  + co2) 1/2 "ff(co, L,s)), Fz x J, (3.5) 
which is an exact absorbing boundary condition non-local in both time and space. 
We approximate the pseudodifferential operator on the right-hand side of (3.5) by differential 
operators using Pad6 approximation. Set 
s +°92 - p(s) ' 
where 
p(s)=(s'd(s))~/2=(l +'d'(s)) ~/2 and q(co's)= ( l  +'d(s)co-----~2) 
Let rm(Z) be the ruth Pad6 approximant o x/1 +z .  Then set pm(s)=rm('d~(s)) and q,(s)= 
rn('d'(s)coZ/s) for m, n c N tO {0}. Then the problem with the approximate boundary condition 
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becomes 
Umn, t=a*Aumn,  QL ×J, 
Umn = g, F1 × J, 
o~--1,- ~-1(  -- ~" )* ~--l~--l(--SqnUmn), F2 × J, \Fro ran,y] 
Umn It=0 = 0, ~c~ L.
305 
(3.6) 
In the next section, we shall derive an error estimate of the solution Umn to the problem (3.6). 
4. Error Estimates 
Let us define the reflection coefficient ~mn by 
~mn((J), S) ~- (s/a(s) ~- 0) 2) 1/2 _ Sqn(0), s)/pm(S) 
(s/'d(s) + 0)2) 1/2 + Sqn(0),s)/pm(S)" 
Then we obtain the following results. 
Lemma 4.1. For all sufficiently large m, the reflection coefficient ~mn is bounded and holomorphic 
with respect to s where Re s > 0. 
Proof. By (3.1), we have 
pro(S) 
~/1 + ~'(s) 
for sufficiently large m. Therefore, the denominator of ~m, is bounded away from zero and the 
results follow. [] 
We also have the following lemma from the properties of a. 
Lemma 4.2. There exists a positive constant 6 such that 
) Re +0)2 1/2~>6Res 
for all co E ~ and Re s > 0. 
Proof. It is enough to prove this lemma for co = 0. By (3.2), 
~-~/  =s-  ½~'(0)+o(a)  as Isl ~ 
and 
~(s)J -~  +°(s) aslsl~0 
This completes the proof. [] 
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The following lemma can be found in [ 15], but for convenience we give a brief sketch of the 
proof here. 
Lemma 4.3. There exists a positive constant ~ such that 
Re pm(i~/) > 
for all m and ~1 E ~. Furthermore, we have 
q Im pm(i~/) > 0 
for all m and tl E ~ \ {0}. 
Proof. By the assumption on a, we have Re if' < 0, and hence Re pl > ½(1 + a~)  > 0 for all 
r/E ~, Similarly, we get r/Im p~ > 0 for all nonzero ~/E ~. Proceeding inductively, suppose that 
Rep,  > ½(1 +a~)  for all r/E ~, and q Imp,  > 0 for all nonzero ~/E ~. Then we obtain 
Re P,+I = 1 + 
Re ~'( 1 + Re Pn) + Im ~' Im Pn 
2 {(1 + Re p,)2 + (Im pn) 2} 
Re ~ 
>1+ 
2(1 + Re p.)  
l+a~ > - -  
2 ' 
Im ~'( 1 + Re Pn ) - Re ~' Im pn 
Imp~+l = 2{( l+Rep~)2+( Imp. )2}  >0.  
By setting ~ = ½(1 + am), we get the desired inequalities. [] 
Now we state the main theorem. 
Theorem 4.1. Let u and Umn be the solutions to Eqs. (3.3) and (3.6), respectively. Then for any 
s > 0 and T > O, there exist a positive integer N and L > 0 such that 
T ~ L I oo 
~0 ~0 /_ fora l lm,  n>N,  
where O <. T' ~ T and O <~ L' <. L. 
ProoL Let v----~mn -3 .  Then we have 
{ sv(03, y,s) = ~(s) (-03%(03, y,s) + Vyy(03, y,s)) ,  v(03,0,s) = 0, sq,(03,s) ~ {(s  ~ .] 'x' 1/2 sqn(03, S)} P - -~ 
Vy(( ,o,L,s)  -~ v(( ,o ,L ,s)  = Jr o3 2} u(03 ,L ,s )  
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for co E ~ and s E C with Re s > 0. The solution of the above problem is given by 
y,s) = ~(co, s) {exp((s/a(s) + (02) '/2 y) - exp(-(s/a(s) + 0)2)1/2 y)} V((D,  
×~(-1  ~+' ~ ,~ ) m,,(o ,s), 
k 1 
where ~m,(~O,S)= ~m,,(o~,s)exp(--2L(s/'a(s)+ o~2)1/2). Let 6 > 0 be given in Lemma 4.2. Fix a 
positive integer K such that T <~ 26L(K - 1 ). Let 
(am,k(O0, y S) = ~(~0, S)[~m,(~O, S)] ~ exp((s/'a(s) + ¢o 2 )W2y). 
Then by Lemma 4.2, we have 
I~)mnlc(Co, y,s)l ~ C I~(~' , s ) l  exp( - rRes)  
for all k ~> K. Thus, the Laplace inverse transform of dPm~X with respect o s exists and is given by 
'F Om,k(o,y , t )=~- l (4m~k)(e) ,y , t )=~i  ~bmnk(co, y, ~ + iq)e(¢+i")t dq 
where ¢ > O. By the Paley-Wiener theorem, we get ~( . ,  . ,t)  - 0 for 0 < t < T and k i> K. 
Set 
Imnk(O), y, iq) = ~(eo, ir/)[~m,(oo, it/)] k 
× {exp((s/a(ir/) + 6o 2)'/2y) _ exp(-(s/a(iq) + co 2)wzy)} .
Then due to the Plancherel Theorem, it suffices to show that there exist L > 0 and N > 0 such that 
for L' ~< L, 
oc oo L ~ 
Jo IIm~k(~, y itl)l z dydt/dco < K----L~ CX3 OO 
for a l l k<K andm, n>N.  
We divide ~2 into three regions as in [9]. For any So > 0, set 
Gl = {(co, ~/) . 1 _ Co ~ ~o2 a(i~/) (O 2 i~ } ~< 1 + e0 or + < e0 , 
G2 = {(~o, ~/) . co2 a(itT) (D 2 i~ } < l - s0  and + >s0 , 
G3 = {(¢o,r/) . c02 ~(iq) °~ 2 i~  } > l+so  and + >So • 
In the glancing region Gi, the integral of  Imnk can be controlled since g is in Lz(J;LZ(FI)) and 
the measure of  G, can be arbitrarily small by choosing sufficiently small So. 
In the region of hard reflection G2, we can take N such that ~,,n(eo, i~/) is sufficiently small for 
all m, n > N. Therefore, the integral of Im,k can be also be controlled. 
308 D. Kim et al./Journal of Computational nd Applied Mathematics 76 (1996) 301-314 
In the evanescent region G3, we have 
inf Re(  i~+fO2)  1/2 >0.  
~o,r/E R
By taking L sufficiently large, we can also make the integral of Imnk in G3 small enough. This 
completes the proof. [] 
5. Well-posedness 
In this section, we shall show well-posedness of the problem (3.6). There is a technical difficulty 
in proving this for all m and n. So we confine the situation to the case of n = 0 and show it for all 
m. For instance, for m = 1, 
1 t Uy + 5a * Uy + l.l I =0, F2 X J, 
and for m --- 2, 
4Uy + 3a' • Uy + 4ut + a' * ut =0, F2 × J. 
Consider the problem 
ut=a.  Au, f2 c X J, 
Uy = g, FI >( J~ (5.1) 
~-l (pm(S) ' fy(X,L ,s) )  = --Ut, F 2 x J, 
u(x ,y , t )=O,  (x,y)Ef2L, t <~ O. 
Differentiating the above equations with respect o time leads to 
ut t=Au+a ' *Au ,  Qc x J, 
Uy g, F 1 x J, (5.2) 
~- l (pm(S) ' fy (x ,L ,s ) )  = --ut, F2 × J, 
ub=0 = u,l,=0 = 0, OL. 
Taking the Fourier transformation with respect o time, we obtain a sequence of elliptic problems. 
By taking the limit as ~ tends to 0 where s = ¢ + iq is dual to the time variable, Laplace transforms 
may be identified with Fourier transforms. Thus, we consider the following problem in the frequency 
domain: 
{ -~/2'f(x, y, ~/) = (1 +'d'(t/))A'f(x,y,q), (x,y)Ef2L, 
'fy(X, O, q) = ~(x, q ), (x, O) E F1, (5.3) 
pm( t/ )'fy(X,L, q) = -it/'f(x,L, q ), (x,L ) ¢ 1"2 
for each t/C R. Since u is real-valued, it is enough to solve problem (5.3) for all r/>/0. 
For q = 0, Eq. (5.3) becomes a Neumann problem, and has a unique solution in HI(OL). 
Let us define a sesquilinear form A, : H1(f2L) × HI(QL) ~ C by 
, it/ 
An(v, w) = (1 + ~d'(t/))(Vv, Vw) - t/2(v, w) + (1 + "d (q ) )p -~ (v, W)r2. 
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Then the weak formulation of problem (5.3) is given as follows: Find ~(., .,~/)EHI(QL) such that 
A,(fi, v) --- - (1 + fi'(r/))(~,V)r, for all vEHl((2c). (5.4) 
Lemma 5.1. Let gEL2(j;L2(F1)). Then for each ~ # 0, there ex&ts a unique solution ~(.,. ,t/)E 
H1(g2L) to Eq. (5.3). Moreover, there exists a positive constant C(q) such that 
(5.5) 
Proof. Choose v = fi in (5.4). Then 
~,~ .. it/ A 2 
A.(~,~)-----(1 + -n ll ll , L + (1 + a UI))p~-~ lulo.   
= -(1 + ~'(q))(g.fi)r,. 
Multiplying the above equation by (1 + ~'(r/)/4) -1, the imaginary parts of the coefficients in the 
left-hand side are strictly positive. Hence, we have 
Im{ (1 + a'~--~))-' A.(fi, fi)} >~ CO/)Hu 2 .  
By taking the imaginary parts in the resulting equation, we obtain the desired estimate using the 
properties of ~' and by Lemma (4.3). By Lax-Milgram theorem, (5.4) has a unique solution and 
(5.5) follows. This completes the proof. [] 
Now we want to show the existence of the Fourier inverse transform of ~. For this purpose, 
we shall assume that there exists a function G EH4(J;L2(I'I)) such that G(.,t) - 0 for t ~< 0 and 
g = G,t. Then we have the following theorem. 
Theorem 5.1. There exists a Fourier inverse transform u of ~, which is a solution of  Eq. (5.2) in 
L2(J;H 1 ((2L)). 
Proof. Since C(t/) in Lemma (5.1) is bounded above for r ~< 17 ~< R, we may concentrate on the 
cases of 0<q<r  and 1/>R. 
First, for 0 < i /< r, we have 
Im(1+~7~/) /4 )  [[~(.,.,~/)[[~,~L <Im{(1 ~'(t/---)))-'A~(~,~)} 
1 + ~' ( r / )  
~< C 1 + ~'(~)/4 Ig('.ff)lo, r,. 
where C is a generic constant independent of r/. By the assumption on G, we obtain 
for all 0 < ~/< r. 
For ~/> R, we have 
lm (1 +~'(r/)/4] ]u(""r/)lll'~L ~< Im a '~) )  
1 +~'(r/)  I (,,z)lor, 
~< 1 + ~'0/)/4 
Again by the assumption on G, we obtain 
< 
for all t /> R. This completes the proof. [] 
6. Simulation 
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In this section, we present some results from the simulation of wave propagation i a viscoelastic 
medium with an absorbing boundary condition, which was developed in this paper. We employed a
standard three-parameter Voigt model as our viscoelastic model [4, 10, 11, 17]. We chose 
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Fig. 1. Source characteristics 
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Fig. 2. The snapshots of solution u from 0.075 to 0.35 s with time interval 0.025 s 
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Table 1 
The comparison of u and u0 
Time Sup-error Relative sup-error L2-error Relative L2-error 
0.075 0.00019087 0.00072646 0.00003638 0.02465412 
0.100 0.00019496 0.00024853 0.00003668 0.00509702 
0.125 0.00019526 0.00048974 0.00003617 0.00251051 
0.150 0.00018079 0.00031382 0.00003480 0.00206544 
0.175 0.00053422 0.00110603 0.00003678 0.00197664 
0.200 0.00394091 0.02535155 0.00011723 0.00612849 
0.225 0.00931311 0.08280117 0.00041531 0.02391346 
0.250 0.01212668 0.11939351 0.00087143 0.05752365 
0.275 0.01808382 0.19435694 0.00132122 0.11590843 
0.300 0.01502383 0.18357347 0.00128502 0.16600217 
313 
and £2=( -0 .15 ,0 .15)× ( -0 .1 ,0 .1 )  as our computational domain. We imposed an absorbing boundary 
condition with m = 1 and n = O, 
Ou 1 , Ou 
0---~ + ~a • ~v +ut=0,  0(2 × J, 
for the governing integrodifferential equation 
u, - Au - a' * Au = f ,  (2 × J. 
The problem was solved in the frequency domain and then the time-domain solution u was recovered 
by Fourier inversion formula. We chose as our source function f the derivative of Gaussian distri- 
bution located at (0, 0). Fig. 1 shows the shape of the source function and its frequency spectrum. 
The numerical solutions are given in Fig. 2. Figs. 2(a)-(1) show the solutions from 0.075 to 0.35 s 
with time step 0.025 s. 
We also took a larger domain 0o=(-0.25, 0.25 )× (-0.2, 0.2), and tested the same integrodifferential 
equation with homogeneous Dirichlet boundary data imposed on the boundary 0f20. Let u0 be the 
solution for this enlarged omain. The two solutions u and u0 were then compared in the domain 
~2 and reported in Table 1, where the supremum errors ]]u - u0 ]]0,~,2, the relative supremum error 
Ilu- uollo,~,~/lluollo.~,~, L2-error ] lu -  u0110,~, and Ilu- uollo,~/lluollo,~ are shown. The table also 
shows that the numerical solutions with our absorbing boundary condition approximates well the 
solutions in the larger domain until the waves reflected at the boundary 0f20 return to ~2. 
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