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THE GENERALIZED BIRMAN–SCHWINGER PRINCIPLE
Jussi Behrndt, A. F. M. ter Elst, and Fritz Gesztesy
Abstract. We prove a generalized Birman–Schwinger principle in the non-
self-adjoint context. In particular, we provide a detailed discussion of geomet-
ric and algebraic multiplicities of eigenvalues of the basic operator of interest
(e.g., a Schro¨dinger operator) and the associated Birman–Schwinger operator,
and additionally offer a careful study of the associated Jordan chains of general-
ized eigenvectors of both operators. In the course of our analysis we also study
algebraic and geometric multiplicities of zeros of strongly analytic operator-
valued functions and the associated Jordan chains of generalized eigenvectors.
We also relate algebraic multiplicities to the notion of the index of analytic
operator-valued functions and derive a general Weinstein–Aronszajn formula
for a pair of non-self-adjoint operators.
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1. Introduction
The Birman–Schwinger principle is one of the standard tools in spectral analysis
of Schro¨dinger operators, originating in work of Birman [7] and Schwinger [68], and
raised to an art by mathematical physicists in subsequent decades. In its original
form, this useful technique permits one to reduce the eigenvalue problem for an
unbounded differential operator (e.g., the Schro¨dinger operator H = −∆ + V in
L2(Rn; dnx)) to an eigenvalue problem for a bounded integral operator involving
a sandwiched resolvent of the unperturbed operator (e.g., H0 = −∆ in the case
of Schro¨dinger operators), where the underlying integral kernel and its mapping
properties and asymptotics are well-studied. Roughly speaking, in the standard
Schro¨dinger operator situation, z0 ∈ C\[0,∞) is an eigenvalue of H = −∆ + V
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in L2(Rn; dnx) if and only if −1 is an eigenvalue of the Birman–Schwinger oper-
ator V1(H0 − z0IH)−1V ∗2 , employing a convenient factorization V = V
∗
2 V1. This
correspondence is very useful in various spectral problems; typical examples are ex-
plicit bounds on the number of discrete eigenvalues in essential spectral gaps, in the
proof of the Lieb–Thirring inequality [57], the proof of the Cwikel–Lieb-Rozenblum
bound, etc., see, for instance [32], [57], [74, Ch. III], [75] (all in the book [56]), [64,
Sect. XIII.3], to mention just a few sources.
We also refer to a variety of other literature on eigenvalue estimates and spectral
problems that in one way or another are based on the Birman–Schwinger principle
[8, 27, 44, 48, 49, 50, 59, 62, 69, 72, 77, 64], but cannot make any attempt to
be complete in this context as the existing literature is of an overwhelming nature.
While most of these sources focus on self-adjoint situations, eventually, the Birman–
Schwinger technique was extended to non-self-adjoint situations in the context of
complex resonances in [73, 1], and systematically in [29] (and later again in [5], [6],
[28]), adapting factorization techniques developed in Kato [45], Konno and Kuroda
[50], and Howland [44], primarily in the self-adjoint context. The past 15 years saw
enormous interest in various aspects of spectral theory associated with non-self-
adjoint problems and we refer, for instance, to [10, 12, 14, 15, 16, 20, 21, 22, 23,
24, 25, 43, 55, 66, 67], again, just a tiny selection of the existing literature without
hope of any kind of completeness, and to [9, Sect. III.9], [53] for applications to
spectral stability of nonlinear systems.
The principal purpose of this paper is to prove a generalized Birman–Schwinger
principle in the non-self-adjoint context that not only focuses on a detailed discus-
sion of geometric and algebraic multiplicities of eigenvalues of the operator of inter-
est (e.g., a Schro¨dinger operator) and the associated Birman–Schwinger operator,
but also a detailed discussion of the associated eigenvectors and the corresponding
Jordan chains of generalized eigenvectors. In Section 2 we first recall the notions
of algebraic and geometric eigenvalue multiplicities and the corresponding Jordan
chains of generalized eigenvectors of a single Hilbert space operator. As a warm up
we treat an exactly solvable example of a non-self-adjoint, one-dimensional, peri-
odic Schro¨dinger operator, exhibiting algebraic multiplicities of eigenvalues strictly
larger than geometric ones in Proposition 2.2. Afterwards, in Section 3 we then
turn to one of our principal topics, algebraic and geometric multiplicities and corre-
sponding Jordan chains of generalized eigenvectors associated with zeros of strongly
analytic operator-valued functions. This leads directly to Section 4, where our main
result is formulated. More precisely, in Theorem 4.5 we show that if H0 is a closed
operator in some Hilbert space H and V = V ∗2 V1 is an additive perturbation of
H0, then the vectors {f0, . . . , fk−1} form a Jordan chain for the perturbed operator
H = H0 + V
∗
2 V1 if and only if the vectors {ϕ0, . . . , ϕk−1} form a Jordan chain for
the operator-valued function (an abstract Birman–Schwinger-type operator family)
ρ(H0) ∋ z 7→ IK + V1(H0 − zIH)
−1V ∗2 ; (1.1)
here K is some auxiliary Hilbert space and V1, V2 are (possible unbounded) opera-
tors mapping from H to K that satisfy some additional mild technical conditions
(cf. Hypothesis 4.1). In the context of non-self-adjoint second-order elliptic par-
tial differential operators and Dirichlet-to-Neumann maps a similar correspondence
was found recently in [4]; see also [17, Sect. 7.4.4] for a related result in the ab-
stract setting of extension theory of symmetric operators. The notion of the index
of meromorphic operator-valued functions is briefly recalled in Section 5 and an
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application to algebraic multiplicities of meromorphic operator-valued functions is
provided in Theorem 5.9 and Theorem 5.11. Our final Section 6 centers around
the notion of the essential spectrum of closed operators in a Hilbert space, and as
a highlight derives a global version of the Weinstein–Aronszajn formula (relating
algebraic multiplicities of a pair of operators) in the non-self-adjoint context in
Theorem 6.5 and Theorem 6.7.
Finally, we summarize the basic notation used in this paper: H and K denote
separable complex Hilbert spaces with scalar products ( · , · )H and ( · , · )K, linear
in the first entry, respectively.
The Banach spaces of bounded and compact linear operators in H are denoted
by B(H) and B∞(H), respectively. Similarly, the Schatten–von Neumann (trace)
ideals will subsequently be denoted by Bp(H), p ∈ [1,∞), and the subspace of all
finite-rank operators in B1(H) will be abbreviated by F(H). Analogous notation
B(H,K), B∞(H,K), etc., will be used for bounded, compact, etc., operators be-
tween two Hilbert spaces H and K. In addition, trH(T ) denotes the trace of a trace
class operator T ∈ B1(H) and detp,H(IH + S) represents the (modified) Fredholm
determinant associated with an operator S ∈ Bp(H), p ∈ N (for p = 1 we omit
the subscript 1). Moreover, Φ(H) denotes the set of bounded Fredholm operators
on H, that is, the set of operators T ∈ B(H) such that dim(ker(T )) < ∞, ran(T )
is closed in H, and dim(ker(T ∗)) < ∞. The corresponding (Fredholm) index of
T ∈ Φ(H) is then given by ind(T ) = dim(ker(T )) − dim(ker(T ∗)). For a linear
operator T we denote by dom(T ), ran(T ) and ker(T ) the domain, range, and kernel
(i.e., nullspace), respectively. If T is closable, the closure is denoted by T . The
spectrum, point spectrum, and resolvent set of a closed operator T will be denoted
by σ(T ), σp(T ), and ρ(T ), respectively.
The identity matrix in CN , N ∈ N, is written as IN , the corresponding nullmatrix
will be abbreviated by 0N ; by D(z0; r0) ⊂ C we denote the open disk with center
z0 and radius r0 > 0, and by ∂D(z0; r0) the corresponding circle; we also employ
the notation N0 = N ∪ {0}.
2. Eigenvalues and Jordan Chains for (Unbounded) Operators: A
Warm Up and a Non-Self-Adjoint Schro¨dinger Operator
To motivate the objects of interest in this paper a bit, we start by considering a
(possibly unbounded) operator A in a separable, complex Hilbert space K. Recall
first that the vectors {ϕ0, . . . , ϕk−1} ⊂ dom(A) form a Jordan chain of length k for
A at the eigenvalue λ0 ∈ C if and only if ϕ0 6= 0 and
(A− λ0IK)ϕ0 = 0 and (A− λ0IK)ϕj = ϕj−1, j ∈ {1, . . . , k − 1}. (2.1)
In this case the vector ϕ0 is an eigenvector corresponding to the eigenvalue λ0 ∈
σp(A) and the vectors ϕ1, . . . , ϕk−1 are usually called generalized eigenvectors
corresponding to λ0. It is clear from (2.1) that all generalized eigenvectors are
nontrivial. If {ϕ0,n}1≤n≤N , N ∈ N ∪ {∞}, is a basis in ker(A − λ0IK) and
{ϕ0,n, . . . , ϕkn−1,n} ⊂ dom(A), 1 ≤ n ≤ N , are the corresponding Jordan chains of
maximal lengths kn ∈ N, then the algebraic multiplicity ma(λ0;A) of the eigenvalue
λ0 is defined as
ma(λ0;A) =
N∑
n=1
kn. (2.2)
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If one of the eigenvectors has a Jordan chain of arbitrarily long length, then we
define ma(λ0;A) =∞.
Next, the geometric multiplicity of an eigenvalue λ0 ∈ σp(A) of A, denoted by
mg(λ0;A), is given by
mg(λ0;A) = dim(ker(A− λ0IK)). (2.3)
In the following paragraph we assume that A is a closed operator in K (and
hence ker(A− zIK) is closed in K, z ∈ C): Suppose λ0 ∈ C is an isolated point in
σ(A) and introduce the Riesz projection P (λ0;A) of A corresponding to λ0 by
P (λ0;A) =
−1
2πi
‰
∂D(λ0;ε)
dζ (A− ζIK)
−1, (2.4)
where ∂D(λ0; ε) is a counterclockwise oriented circle centered at λ0 with sufficiently
small radius ε > 0 (excluding the rest of σ(A)). If the Riesz projection is a finite-
rank operator in K, then
(i) λ0 is an eigenvalue of A,
and
(ii) ran(P (λ0;A)) coincides with the algebraic eigenspace of A at λ0. In this case
one obtains for the algebraic multiplicity ma(λ0;A) of the eigenvalue λ0 of A
ma(λ0;A) = dim(ran(P (λ0;A))) = trH(P (λ0;A)) (2.5)
(see, e.g., [33, Sect. XV.2]), [36, Sect. I.2], [46, Sect. III.6.5]), and
mg(λ0;A) ≤ ma(λ0;A). (2.6)
Following a standard practice (particularly, in the special context of self-adjoint
operators A in K), we now introduce the discrete spectrum of A in K by
σd(A) = {λ ∈ σp(A) |λ is an isolated point of σ(A) with ma(λ0;A) <∞}. (2.7)
Any element of σd(A) in (2.7) is called a discrete eigenvalue of A.
Remark 2.1. Assume that A is closed in K. Then what we called a discrete
eigenvalue of A in (2.7) (see, e.g., [64, p. 13]), is also called an eigenvalue of finite-
type of A (cf. e.g., [33, p. 326]), or, a normal eigenvalue of A (see, e.g., [36, p. 9]).
⋄
Next, to illustrate the notion of Jordan chains with a concrete and exactly solv-
able example of a non-self-adjoint, one-dimensional, periodic Schro¨dinger operator,
exhibiting algebraic multiplicities of eigenvalues strictly larger than geometric ones,
we now develop the case of the exactly solvable exponential potential in some detail:
Proposition 2.2. Let α ∈ C, consider the potential
V (α, x) = α2eix, x ∈ R, (2.8)
and introduce the associated Schro¨dinger differential expression1
τ(α) = −
d2
dx2
+ α2eix, x ∈ R, (2.9)
1We chose α2 instead of α to be the coupling constant in (2.9) to avoid taking numerous square
roots of the coupling constant later on (cf. (2.12)).
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and the underlying periodic Schro¨dinger operator Hp(α) in L
2([0, 2π]; dx),
(Hp(α)f)(x) = (τ(α)f)(x) for a.e. x ∈ [0, 2π],
f ∈ dom(Hp(α)) =
{
g ∈ L2([0, 2π]; dx)
∣∣ g, g′ ∈ AC([0, 2π]); (2.10)
g(0) = g(2π), g′(0) = g′(2π); g′′ ∈ L2([0, 2π]; dx)
}
.
Then σ(Hp(α)) is purely discrete,
σ(Hp(α)) = {z ∈ C |D(z) = 1} =
{
m2
}
m∈N0
, (2.11)
with corresponding (non-normalized ) eigenfunctions y
(
m2, ·
)
∈ dom(Hp(α)) ex-
plicitly given by
y
(
m2, x
)
= J2m
(
2αeix/2
)
, x ∈ [0, 2π], m ∈ N0 (2.12)
(with Jν( · ) the regular Bessel function of order ν ∈ C, see [2, Sect. 9.1]), if α 6= 0.
In fact, for m ∈ N0, the associated kernel (i.e., geometric eigenspace) of Hp(α) −
m2IL2([0,2π];dx) is one-dimensional,
ker
(
Hp(α)−m
2IL2([0,2π];dx)
)
=
{
cmy
(
m2, ·
) ∣∣ cm ∈ C}, (2.13)
if α 6= 0. If α = 0, then
ker
(
Hp(α)−m
2IL2([0,2π];dx)
)
=
{
x 7→ cme
imx+ dme
−imx
∣∣ cm, dm ∈ C}, m ∈ N0,
is two dimensional, except if m = 0, when it is one-dimensional. Next, introducing
.
y
(
m2, x
)
= [(2m− 1)!]
2m−1∑
k=0
[(2m− k)(k!)]−1
[
αeix/2
]k−2m
Jk
(
2αeix/2
)
,
x ∈ [0, 2π], m ∈ N,
(2.14)
then
.
y
(
m2, ·
)
∈ dom
((
Hp(α)−m
2IL2([0,2π];dx)
)2)
, m ∈ N, and(
Hp(α) −m
2IL2([0,2π];dx)
)
.
y
(
m2, ·
)
= y
(
m2, ·
)
, m ∈ N, (2.15)(
Hp(α) −m
2IL2([0,2π];dx)
)2.
y
(
m2, ·
)
= 0, m ∈ N. (2.16)
Moreover, for each m ∈ N, the algebraic eigenspace of Hp(α) corresponding to the
eigenvalue m2 is two-dimensional and given by{
cmy
(
m2, ·
)
+ dm
.
y
(
m2, ·
) ∣∣ cm, dm ∈ C}, (2.17)
exhibiting the Jordan chain
{
y
(
m2, ·
)
,
.
y
(
m2, ·
)}
(cf. (2.1)) corresponding to the
eigenvalue m2, m ∈ N. In particular, one obtains
mg(0;Hp(α)) = 1,
mg
(
m2;Hp(α)
)
=
{
1, m ∈ N, α ∈ C\{0},
2, m ∈ N, α = 0,
(2.18)
ma(0;Hp(α)) = 1,
ma
(
m2;Hp(α)
)
= 2, m ∈ N, α ∈ C.
(2.19)
In (2.11) we abbreviated the underlying Floquet discriminant by D( · ) and note
that actually,
D(z) = cos
(
z1/22π
)
, z ∈ C, (2.20)
in this particular example.
6 J. BEHRNDT, A. TER ELST, AND F. GESZTESY
Proof. The (self-adjoint) case α = 0 can be done by elementary means, since the
differential equation −y′′(z, x) = zy(z, x), is explicitly solvable in terms of the
exponential functions y±(z, x) = e
±iz1/2x, x ∈ R. So in the sequel we may (and do)
assume that α 6= 0.
We start by observing that the general solution of the differential equation
τ(α)y(z, · ) = zy(z, · ), z ∈ C, is of the explicit form (see, e.g., [2, No. 9.1.54])
y(z, x) =
{
c1(z)J2z1/2
(
2αeix/2
)
+ c2(z)J−2z1/2
(
2αeix/2
)
, 2z1/2 ∈ C\N0,
d1(n)Jn
(
2αeix/2
)
+ d2(n)Yn
(
2αeix/2
)
, 2z1/2 = n, n ∈ N0,
(2.21)
with Jν( · ), Yν( · ), ν ∈ C, the standard regular and irregular Bessel functions (see
again, e.g., [2, Sect. 9.1]), and cj(z), dj(n) ∈ C, j = 1, 2, appropriate constants with
respect to x ∈ R.
Next, introducing the special fundamental system of solutions φ0(z, · ), θ0(z, · )
of τ(α)y(z, · ) = zy(z, · ), entire in the parameter z ∈ C and uniquely characterized
by the initial conditions
φ0(z, 0) = 0, φ
′
0(z, 0) = 1, θ0(z, 0) = 1, θ
′
0(z, 0) = 0, z ∈ C, (2.22)
one obtains (for 2z1/2 ∈ C\N0, x ∈ R)
φ0(z, x) =
iπ
sin
(
z1/22π
)[J2z1/2(2α)J−2z1/2(2αeix/2)− J−2z1/2(2α)J2z1/2(2αeix/2)],
(2.23)
θ0(z, x) =
πα
sin
(
z1/22π
)[J ′2z1/2(2α)J−2z1/2(2αeix/2)− J ′−2z1/2(2α)J2z1/2(2αeix/2)],
(2.24)
and (for 2z1/2 = n ∈ N0, x ∈ R)
φ0(z, x) = iπ
[
Yn(2α)Jn
(
2αeix/2
)
− Jn(2α)Yn
(
2αeix/2
)]
,
θ0(z, x) = πα
[
Y ′n(2α)Jn
(
2αeix/2
)
− J ′n(2α)Yn
(
2αeix/2
)]
.
(2.25)
In particular,
W (θ0(z, · ), φ0(z, · )) = 1, z ∈ C, (2.26)
and the monodromy matrix M( · ) associated with τ(α) is thus of the type
M(z) =
(
θ0(z, 2π) φ0(z, 2π)
θ′0(z, 2π) φ
′
0(z, 2π)
)
, z ∈ C, (2.27)
with Floquet discriminant (i.e., Lyapunov function) D( · ) given by
D(z) = trC2(M(z))/2 = [θ0(z, 2π) + φ
′
0(z, 2π)]/2, z ∈ C. (2.28)
Employing standard properties of the Bessel functions in (2.23), (2.24) and [2,
No. 9.1.35] one confirms that actually, D(z) = cos
(
z1/22π
)
, z ∈ C, that is, (2.20)
holds (see also [13], [26], [41], [42], [60], [61], [70], [71]).
To determine the spectrum of Hp(α) one recalls that by general Floquet theory
σ(Hp(α)) = {z ∈ C |D(z) = 1}. (2.29)
Furthermore, one verifies that the resolvent of Hp(α) is a Hilbert–Schmidt operator
and hence σ(Hp(α)) is purely discrete, and given by
σ(Hp(α)) =
{
m2
}
m∈N0
, (2.30)
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with corresponding eigenfunctions ym ∈ dom(Hp(α)) explicitly given by (2.12). In
fact, using (2.21) it follows that the associated kernel of Hp(α)−m2IL2([0,2π];dx) is
one-dimensional, since (cf. [2, No. 9.1.36])
Yν
(
ζeiπ
)
= e−iνπYν(ζ) + 2i cos(νπ)Jν(ζ), ζ ∈ C\(−∞, 0],
Y ′ν
(
ζeiπ
)
= −e−iνπY ′ν(ζ) − 2i cos(νπ)J
′
ν(ζ), ζ ∈ C\(−∞, 0],
(2.31)
(and similarly on the cut ζ ∈ (−∞, 0]) and hence
Y2m(2αe
iπ) = Y2m(2α) + 2iJ2m(2α),
Y ′2m(2αe
iπ) = −Y ′2m(2α)− 2iJ
′
2m(2α),
(2.32)
that is, Y2m(2αe
ix/2), m ∈ N0, cannot satisfy the periodic boundary conditions at
x = 0 and 2π for elements in dom(Hp(α)) (see also, [2, Sect. 9.5]). On the other
hand, employing
J2m
(
ζeiπ
)
= J2m(ζ), J
′
2m
(
ζeiπ
)
= −J ′2m(ζ), ζ ∈ C (2.33)
(cf. [2, 9.1.35]), J2m(2αe
ix/2), m ∈ N0, clearly satisfies these periodic boundary
conditions at x = 0 and 2π.
To determine the algebraic multiplicity of the periodic eigenvalues m2, m ∈ N0,
we recall the fact (see, e.g., [30]),
detL2([0,2π];dx)
(
(Hp(α) − zIL2([0,2π];dx))(Hp(α)− z0IL2([0,2π];dx))
−1
)
= detL2([0,2π];dx)
(
IL2([0,2π];dx) − (z − z0)(Hp(α) − z0IL2([0,2π];dx))
−1
)
=
D(z)− 1
D(z0)− 1
=
cos
(
z1/22π
)
− 1
cos
(
z
1/2
0 2π
)
− 1
, z ∈ C, z0 ∈ C
∖{
m2
}
m∈N0
, (2.34)
where detH(IH + T ) represents the Fredholm determinant in connection with the
trace class operator T ∈ B1(H) in the complex, separable Hilbert space H. Thus,
the algebraic multiplicity of the eigenvalue m2, m ∈ N0, of Hp(α) coincides with
the order of the zero of
detL2([0,2π];dx)
(
IL2([0,2π];dx) − (z − z0)(Hp(α)− z0IL2([0,2π];dx))
−1
)
(2.35)
at the point z = m2, and hence also with the order of the zero of D(z) − 1 =
cos
(
z1/22π
)
− 1 at z = m2. This proves (2.18), (2.19), see also [13], [26], [41], [42],
[60], [61].
It remains to determine the Jordan chains associated with m2, m ∈ N. For this
purpose we fix m ∈ N and note that
− y′′(z, x) +
[
α2eix − z
]
y(z, x) = 0, (2.36)
implies (with . abbreviating d/dz),
−
.
y
′′
(z, x) +
[
α2eix − z
]
.
y(z, x) = y(z, x). (2.37)
We note that for z ∈ C the function
y(z, x) = c1(z)J2z1/2
(
2αeix/2
)
+ c2(z)Y2z1/2
(
2αeix/2
)
(2.38)
is a solution of (2.36) (see, e.g., [2, No. 9.1.54] or (2.21) for z = m2) and, from
now on for simplicity, we agree to choose c1(z) = 1, z ∈ C, and that c2( · ) is
differentiable (without loss of generality) and that it satisfies
c2
(
m2
)
= 0, (2.39)
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in accordance with the boundary conditions in dom(Hp(α)); c2( · ) will explicitly
be chosen in (2.43). One then computes
.
y(z, x) =
.
c2(z)Y2z1/2
(
2αeix/2
)
+ (∂/∂z)J2z1/2
(
2αeix/2
)
+ c2(z)(∂/∂z)Y2z1/2
(
2αeix/2
)
,
(2.40)
and hence
.
y
(
m2, x
)
=
.
c2
(
m2
)
Y2m
(
2αeix/2
)
+ (∂/∂z)J2z1/2
(
2αeix/2
)∣∣
z=m2
=
.
c2
(
m2
)
Y2m
(
2αeix/2
)
+
[
[π/(2m)]Y2m
(
2αeix/2
)
+ [(2m− 1)!]
2m−1∑
k=0
[
αeix/2
]k−2m
(2m− k)(k!)
Jk
(
2αeix/2
)]
, (2.41)
where we employed (2.39) and (cf. [2, No. 9.1.66])
[(∂/∂ν)Jν(ζ)
∣∣
ν=2m
= (π/2)Y2m(ζ)
+ 2−1[(2m)!]
2m−1∑
k=0
[(2m− k)(k!)]−1(ζ/2)k−2mJk(ζ).
(2.42)
Next, we choose,
.
c2
(
m2
)
= −π/(2m) and c2(z) = −π
(
z −m2
)
/(2m), m ∈ N, (2.43)
to eliminate Y2m( · ) in (2.41), finally resulting in
.
y
(
m2, x
)
= [(2m− 1)!]
2m−1∑
k=0
[(2m− k)(k!)]−1
[
αeix/2
]k−2m
Jk
(
2αeix/2
)
, m ∈ N.
(2.44)
Exploiting a slight extension of (2.33),
Jk
(
ζeiπ
)
= (−1)kJk(ζ), J
′
k
(
ζeiπ
)
= (−1)k+1J ′k(ζ), ζ ∈ C, k ∈ N0 (2.45)
(cf. [2, 9.1.35]), one verifies that
.
y
(
m2, 0
)
=
.
y
(
m2, 2π
)
,
.
y
′(
m2, 0
)
=
.
y
′(
m2, 2π
)
, (2.46)
that is,
.
y
(
m2, ·
)
, m ∈ N, in (2.44) satisfy the boundary conditions in dom(Hp(α)).
Moreover, employing the identity (cf. [2, No. 9.1.27]),
J ′ν(ζ) = −Jν+1(ζ) + (ν/ζ)Jν(ζ), ν ∈ C, (2.47)
and using the fact that Jν( · ) satisfies the second-order differential equation
d2
dx2
Jν
(
2αeix/2
)
=
[
α2eix −
(
ν2
/
4
)]
Jν
(
2αeix/2
)
, ν ∈ C, x ∈ R, (2.48)
(this follows from [2, No. 9.1.54]), one verifies that
−
.
y
′′(
m2, x
)
+
[
α2eix −m2
]
.
y
(
m2, x
)
= y
(
m2, x
)
, m ∈ N, (2.49)
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as follows:
[
−
d2
dx2
+ α2eix
]
.
y
(
m2, x
)
= α2eix
.
y
(
m2, x
)
− [(2m− 1)!]
2m−1∑
k=0
αk−2m
(2m− k)[k!]
[
−
(k − 2m)2
4
ei(k−2m)x/2Jk
(
2αeix/2
)
− α(k − 2m)ei(k+1−2m)x/2J ′k
(
2αeix/2
)
+ ei(k−2m)x/2
[
α2eix −
(
k2
/
4
)]
Jk
(
2αeix/2
)]
= m2
.
y
(
m2, x
)
+ [(2m− 1)!]
2m−1∑
k=0
αk−2m(k − 2m)
(2m− k)[k!]
ei(k−2m)x/2
×
[
(k/2)Jk
(
2αeix/2
)
+ αeix/2J ′k
(
2αeix/2
)]
= m2
.
y
(
m2, x
)
− [(2m− 1)!]
[
2m−1∑
k=1
[
αeix/2
]k−2m
[(k − 1)!]
Jk
(
2αeix/2
)
−
2m−1∑
k=0
[
αeix/2
]k+1−2m
[k!]
Jk+1
(
2αeix/2
)]
= m2
.
y
(
m2, x
)
+ J2m
(
2αeix/2
)
= m2
.
y
(
m2, x
)
+ y
(
m2, x
)
, (2.50)
proving (2.14)–(2.19). 
Remark 2.3. The fact that ma
(
m2;Hp(α)
)
= 2, m ∈ N, can also independently
be established as follows. Suppose that Ω ⊆ C open, H is a complex separable
Hilbert space, T : Ω→ B1(H) is analytic with respect to the trace norm ‖ · ‖B1(H),
and A is a densely defined, closed operator in H such that (A−z0IH)−1 ∈ B1(H) for
some (and hence for all) z0 ∈ ρ(A). Then the trace formula (cf. [36, eq. (IV.1.14),
p. 163])
trH
(
(IH − T (z))
−1T ′(z)
)
= −
d
dz
ln(detH(IH − T (z))), z ∈ Ω, (2.51)
applied to the special case
TA(z) = IH − (A− zIH)(A− z0IH)
−1 = (z − z0)(A− z0IH)
−1 ∈ B1(H),
z0 ∈ ρ(A), z ∈ C,
(2.52)
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yields
−
d
dz
ln
(
detH
(
(IH − (z − z0)(A − z0IH)
−1
))
= −
d
dz
ln(detH(IH − TA(z)))
= trH
(
(IH − TA(z))
−1T ′A(z)
)
= trH
([
(A− zIH)(A− z0IH)
−1
]−1
(A− z0IH)
−1
)
= trH
([
(A− z0IH)(A− zIH)
−1
]
(A− z0IH)
−1
)
= trH
(
(A− zIH)
−1
)
, z0, z ∈ ρ(A), (2.53)
employing cyclicity of the trace.
An application of (2.53) to A = Hp(α) together with (2.34) thus implies for
z0 ∈ ρ(Hp(α))
trL2([0,2π];dx)
(
(Hp(α) − zIL2([0,2π];dx))
−1
)
= −
d
dz
ln
(
detL2([0,2π];dx)
(
IL2([0,2π];dx) − (z − z0)(Hp(α) − z0IL2([0,2π];dx))
−1
))
= −
d
dz
ln
(
D(z)− 1
D(z0)− 1
)
=
.
D(z)
1−D(z)
, z ∈ C\
{
m2
}
m∈N0
. (2.54)
(One notes that the 2nd and 3rd lines in (2.54) are independent of z0).
Thus, one confirms (for 0 < ε sufficiently small and m ∈ N)
ma
(
m2;Hp(α)
)
= trL2([0,2π];dx)
(
P
(
m2;Hp(α)
))
= trL2([0,2π];dx)
(
−1
2πi
‰
∂D(m2;ε)
dζ (Hp(α)− ζIL2([0,2π];dx))
−1
)
=
1
2πi
‰
∂D(m2;ε)
dζ
.
D(ζ)
D(ζ)− 1
=
1
2i
‰
∂D(m2;ε)
dζ ζ−1/2 cot
(
ζ1/2π
)
=
1
2i
‰
∂D(m2;ε)
dζ
2
π
[
1
ζ −m2
+O(1)
]
= 2, m ∈ N. (2.55)
Here the term O(1) abbreviates an analytic function in an open neighborhood of
D(m2; ε) and we employed the elementary identity
sin
(
ζ1/22π
)
1− cos
(
ζ1/22π
) = cot (ζ1/2π), ζ ∈ C\{m2}
m∈N0
. (2.56)
⋄
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Remark 2.4. Without going into further details, we note that the antiperiodic
Schro¨dinger operator Hap(α) in L
2([0, 2π]; dx) is defined by
(Hap(α)f)(x) = (τ(α)f)(x) for a.e. x ∈ [0, 2π],
f ∈ dom(Hap(α)) =
{
g ∈ L2([0, 2π]; dx)
∣∣ g, g′ ∈ AC([0, 2π]); (2.57)
g(0) = −g(2π), g′(0) = −g′(2π); g′′ ∈ L2([0, 2π]; dx)
}
,
and one obtains in close analogy to (2.11), (2.18), and (2.19),
σ(Hap(α)) = {z ∈ C |D(z) = −1} =
{
[m− (1/2)]2
}
m∈N
, (2.58)
mg
(
[m− (1/2)]2;Hap(α)
)
= 1, ma
(
[m− (1/2)]2;Hap(α)
)
= 2, m ∈ N. (2.59)
⋄
Finally, we briefly mention a Floquet theoretic result for the corresponding peri-
odic operator acting on the real line which is an immediate consequence of Propo-
sition 2.2 (and its proof):
Corollary 2.5. Given V (α, · ) and τ(α), α ∈ C, as in (2.8) and (2.9), we introduce
the corresponding periodic Schro¨dinger operator H(α) in L2(R; dx) via
(H(α)f)(x) = (τ(α)f)(x) for a.e. x ∈ R,
f ∈ dom(H(α)) =
{
g ∈ L2(R; dx)
∣∣ g, g′ ∈ ACloc(R); g′′ ∈ L2(R; dx)} (2.60)
= H2(R).
Then
σ(H(α)) = [0,∞), α ∈ C, (2.61)
equivalently, one obtains the remarkable fact that the spectrum of H(α) is indepen-
dent of α ∈ C and hence equals that of H(0), where
H(0) = −d2/dx2, dom(H(0)) = H2(R). (2.62)
Proof. Standard Floquet theory in the non-self-adjoint context (see, e.g., [30] and
the literature cited therein) implies
σ(H(α)) = {z ∈ C |D(z) ∈ [−1, 1]} = [0,∞), (2.63)
see also [26], [41], [42], [60], [61], [70], [71]. 
Remark 2.6. The fact that the exponential potential is exactly solvable in terms of
Bessel functions is of course well-known, see, for instance, [13], [19, Problem 75, p.
196]. The explicit representations of generalized eigenvectors (2.14) and algebraic
eigenspace (2.17) appear to be new. Generalizations to appropriate superpositions
of exponentials of the form V (x) =
∑
n∈N αne
inx, x ∈ [0, 2π] were studied in [26],
[42] (see also [41]), [60], [61], [70]. ⋄
3. Algebraic and Geometric Multiplicities and Jordan Chains for
the Zeros of Strongly Analytic Operator-Valued Functions
In this section we study families of operators, or operator-valued functions rather
than a fixed operator as in Section 2. Let K be a separable, complex Hilbert space
and assume that z 7→ A(z) is a function defined on some open set Ω ⊂ C such
that for all z ∈ Ω the values A(z) are linear operators in K and dom(A(z)) = D
for all z ∈ Ω. In addition, assume that for all ϕ ∈ D, the K-valued function
z 7→ A(z)ϕ is analytic in Ω; the ℓ-th derivative of A( · )ϕ at z ∈ Ω is denoted by
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A(ℓ)(z)ϕ. Under these assumptions we can extend the notion of Jordan chains of
B(K)-valued analytic operator functions due to M. V. Keldysh from [47] (see also
[58, Sect. II.11]).
Definition 3.1. Suppose that A( · ) is a strongly analytic function defined on some
open set Ω ⊂ C with D = dom(A(z)) ⊆ K, z ∈ Ω (i.e., for all ϕ ∈ D, z 7→ A(z)ϕ is
analytic in Ω), and let λ0 ∈ Ω.
(i) Fix k ∈ N and ϕ0, . . . , ϕk−1 ∈ D. We say that the vectors {ϕ0, . . . , ϕk−1} form
a Jordan chain of length (or rank ) k for the operator-valued function A( · ) at λ0 if
ϕj ∈ D, j = 0, . . . , k − 1, satisfy
j∑
ℓ=0
1
ℓ!
A(ℓ)(λ0)ϕj−ℓ = 0, j = 0, . . . , k − 1, (3.1)
and
ϕ0 6= 0. (3.2)
The vector ϕ0 ∈ ker(A(z0)) is called an eigenvector of the operator-valued function
A( · ) at the zero (or, characteristic value) λ0 and the vectors ϕ1, . . . , ϕk−1 are said
to be generalized eigenvectors of A( · ) at λ0.
(ii) The supremum of the length of a chain composed of an eigenvector ϕ0 ∈
ker(A(λ0)) and the corresponding generalized eigenvectors of A( · ) at λ0 is called
the algebraic multiplicity of ϕ0 and denoted by ma(λ0;ϕ0).
(iii) The geometric multiplicity of the zero λ0 of A( · ), denoted by mg(0;A(λ0)), is
defined to be
mg(0;A(λ0)) = dim(ker(A(λ0))). (3.3)
(iv) Suppose {ϕ0,n}1≤n≤N , N ∈ N ∪ {∞} represents a basis in ker(A(λ0)). Then,
the algebraic multiplicity of the zero λ0 of the analytic family A( · ), denoted by
ma(λ0;A( · )), is defined via
ma(λ0;A( · )) =
N∑
n=1
ma(λ0;ϕ0,n). (3.4)
Assume that the vectors {ϕ0, . . . , ϕk−1} ⊂ D form a Jordan chain for the
operator-valued function A( · ) at λ0. In contrast to a Jordan chain for an eigenvalue
of an operator (as in the previous section) here some of the generalized eigenvec-
tors ϕ1, . . . , ϕk−1 may be zero. It is also important to note that the restricted
chain {ϕ0, . . . , ϕl} ⊂ D, 0 ≤ l ≤ k − 1, is a Jordan chain of length l + 1 for the
operator-valued function A( · ) at λ0, and it is also clear that the algebraic multi-
plicity ma(λ0;ϕ0) of the eigenvector ϕ0 and the algebraic multiplicity ma(λ0;A( · ))
of the zero λ0 of A( · ) satisfy
ma(λ0;ϕ0),ma(λ0;A( · )) ∈ N ∪ {∞}. (3.5)
Furthermore, one can show (see, e.g., [58, p. 57]) that that ma(λ0;A( · )) is inde-
pendent of the basis chosen in ker(A(λ0)), rendering ma(λ0;A( · )) well-defined. By
definition,
mg(0;A(λ0)) ≤ ma(λ0;A( · )). (3.6)
The next example shows that Definition 3.1 is a natural generalization of the
concept of Jordan chains of a linear operator (cf. [58, Remark 11.2]).
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Example 3.2. Let A0 be a (possibly unbounded ) operator A on D = dom(A) in K
and consider the special case of the (linear ) operator-valued pencil B(z) = A−zIK,
where z ∈ Ω = C and D = dom(B(z)). Then it follows from Definition 3.1 that
{ϕ0, . . . , ϕk−1} ⊂ D = dom(A) is a Jordan chain of length k for the function B( · )
at λ0 ∈ C if and only if λ0 is an eigenvalue of A with corresponding eigenvec-
tor ϕ0 6= 0 and (2.1) holds. Furthermore, the algebraic multiplicity ma(λ0;A)
of the eigenvalue λ0 of the operator A coincides with the algebraic multiplicity
ma(λ0;B( · )) of the zero λ0 of the operator-valued pencil B( · ), that is,
ma(λ0;A) = ma(λ0;B( · )). (3.7)
Assume that A( · ) is a strongly analytic function defined on some open set Ω ⊂ C
with D = dom(A(z)) ⊆ K, z ∈ Ω. Next, we turn to an equivalent definition of
Jordan chains (see, [51, App. A] and [58, Sect. 11.2] in the context of bounded
analytic families). Given k ∈ N and ϕ0, . . . , ϕk−1 ∈ D, with ϕ0 an eigenvector of
A( · ) corresponding to the zero λ0 ∈ Ω, introduce the vector function
φ(z) =
k−1∑
j=0
1
(z − λ0)k−j
ϕj . (3.8)
One verifies that
A(z)φ(z) =
|z−λ0|↓0
O(1) (3.9)
(in the norm of K) if and only if {ϕ0, . . . , ϕk−1} ⊂ D is a Jordan chain of length k
for A( · ). This is a consequence of the fact that
A(z)φ(z) =
∞∑
j=0
1
j!
A(j)(λ0)(z − λ0)
j
k−1∑
ℓ=0
1
(z − λ0)k−ℓ
ϕℓ
=
k−1∑
ℓ=0
1
(z − λ0)k−ℓ
ℓ∑
j=0
1
j!
A(j)(λ0)ϕℓ−j +O(1)
(3.10)
(here the Cauchy product of two series was invoked to obtain the second equality
in (3.10)).
Thus, introducing the generalized nullspace associated with the zero λ0 ∈ Ω of
the strongly analytic family A( · ) via
N (λ0;A( · )) = {φ of the form (3.8) |φ satisfies (3.9)}, (3.11)
the algebraic multiplicity of the zero λ0 of A( · ) equals
ma(λ0;A( · )) = dim(N (λ0;A( · ))). (3.12)
The equality (3.12) is verified in [51, App. A] in the context of bounded operator
functions, but the arguments remain valid in the slightly more general situation
treated here. The main observation to justify (3.12) is the fact that a Jordan chain
{ϕ0, . . . , ϕk−1} ⊂ D of length k for A( · ) gives rise to the k linearly independent
functions
φ0(z) =
ϕ0
z − λ0
, φ1(z) =
ϕ0
(z − λ0)2
+
ϕ1
z − λ0
, . . . , φk−1(z) =
k−1∑
j=0
ϕj
(z − λ0)k−j
(3.13)
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inN (λ0;A( · )). Note, in particular, that ϕ0 ∈ ker(A(λ0)) implies φ0 ∈ N (λ0;A( · )),
and hence one again infers the inequality (3.6) between geometric and algebraic
multiplicities of the zero λ0 of A( · ).
For future purpose it will be useful to employ the notion of local equivalence
of two (strongly analytic) operator-valued functions: Let Kj , j = 1, 2, be Hilbert
spaces, let Ω ⊆ C be open and consider the operator-valued functions z 7→ Aj(z),
j = 1, 2, for z ∈ Ω, with dom(Aj(z)) = Dj . Then A1( · ) and A2( · ) are called locally
equivalent at some point z0 ∈ Ω, if there exist analytic operator-valued functions
z 7→ E1(z) ∈ B(K1,K2) and z 7→ E2(z) ∈ B(K2,K1) in some open neighborhood
Υ(z0) ⊆ Ω of z0 such that E1(z)−1 ∈ B(K2,K1) and E2(z)−1 ∈ B(K1,K2) and
E2(z)D2 = D1 and A2(z) = E1(z)A1(z)E2(z), z ∈ Υ(z0). (3.14)
If, in addition, Aj( · ), j = 1, 2, are strongly analytic, then one verifies in the same
way as in the context of bounded operator functions (see [51, Proposition A.5.1])
that λ0 is a zero of A1( · ) if and only if λ0 is a zero of A2( · ), that
ma(λ0;A1( · )) <∞ if and only if ma(λ0;A2( · )) <∞, (3.15)
and if one of these numbers in (3.15) is finite, the algebraic multiplicities of the zero
λ0 of Aj( · ), j = 1, 2, coincide, and the same applies to the corresponding geometric
multiplicities.
Specializing first to the finite-dimensional situation we now recall the following
result (see [3, Theorem 1.1.3], [34], [37, Sect. 1.6], [38, Sect. 4.3], [39, p. 607], [51,
Sect. A.6], [54, Sect. 7.5]):
Lemma 3.3. Suppose N ∈ N and λ0 ∈ C. If A( · ) ∈ CN×N is an N ×N matrix
with complex-valued entries analytic at λ0, then A( · ) is locally equivalent to an
N ×N diagonal matrix D( · ) of the (Smith ) form
D(z) = diag(0, . . . , 0︸ ︷︷ ︸
p entries
, (z−λ0)
µp+1 , . . . , (z−λ0)
µq , 1 . . . , 1), 0 ≤ p ≤ q ≤ N, (3.16)
for z in an open neighborhood Υ(z0) ⊆ C of z0, with µs ∈ N, s ∈ {p + 1, . . . , q},
where
1 ≤ µp+1 ≤ · · · ≤ µq <∞. (3.17)
In particular,
ma(λ0;A( · )) =∞ if and only if p ≥ 1 (3.18)
(equivalently, if and only if detCN (AN ( · )) ≡ 0). Thus, ma(λ0;A( · )) < ∞ if and
only if p = 0, in which case
ma(λ0;A( · )) =
q∑
s=1
µs, (3.19)
(equivalently, ma(λ0;A( · )) equals the order of the zero of detCN (A( · )) at λ0).
The following elementary illustrations underscore some aspects of Lemma 3.3:
Example 3.4. Consider N = 3, λ0 = 0, and introduce
A1(z) = diag(z, 1, 1), z ∈ C, (3.20)
Then A1(0) = diag(0, 1, 1), A
′
1(0) = diag(1, 0, 0), A
(l)
1 (0) = 03, l ≥ 2, and
ker(A1(0)) = lin. span{ϕ0}, ϕ0 = (1, 0, 0)
⊤, (3.21)
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and A1(0)ϕ1 + A
′
1(0)ϕ0 = 0 yields the contradiction ϕ0 = 0, implying the absence
of a chain beyond the eigenvector ϕ0. Thus,
mg(0;A1(0)) = 1, ma(0;ϕ0) = 1, ma(0;A1( · )) = 1. (3.22)
Example 3.5. Consider N = 3, λ0 = 0, and introduce
A∞(z) = diag(0, z, 1), z ∈ C, (3.23)
Then A∞(0) = diag(0, 0, 1), A
′
∞(0) = diag(0, 1, 0), A
(l)
∞ (0) = 03, l ≥ 2, and
ker(A∞(0)) = lin. span{ϕ0,1, ϕ0,2}, ϕ0,1 = (1, 0, 0)
⊤, ϕ0,2 = (0, 1, 0)
⊤. (3.24)
By inspection, the eigenvector ϕ0,1 has an associated chain of length ∞ since
A∞(0)ϕ1 + A
′
∞(0)ϕ0,1 = 0, and A∞(0)ϕj+1 + A
′
∞(0)ϕj = 0, j ∈ N, yields the
(infinite ) chain,
ϕ0,1 = (1, 0, 0)
⊤, ϕ1 = (c1,1, 0, 0)
⊤, ϕ2 = (c2,1, 0, 0)
⊤, . . . ,
. . . , ϕj = (cj,1, 0, 0)
⊤, ϕj+1 = (cj+1,1, 0, 0)
⊤, . . . , ck,1 ∈ C, k ∈ N.
(3.25)
However, as in Example 3.4 the equation A∞(0)ϕ1 + A
′
∞(0)ϕ0,2 = 0 yields again
the contradiction ϕ0,2 = 0, implying the absence of a chain beyond the eigenvector
ϕ0,2. Thus,
mg(0;A∞(0)) = 2, ma(0;ϕ0,1) =∞, ma(0;ϕ0,2) = 1, ma(0;A∞( · )) =∞,
(3.26)
in accordance with detC3(A∞( · )) ≡ 0.
Example 3.6. Consider N = 3, λ0 = 0, and introduce
A2(z) = diag
(
z, z2, 1
)
, z ∈ C. (3.27)
Thus, A2(0) = diag(0, 0, 1), A
′
2(0) = diag(1, 0, 0), [2!]
−1A′′2 (0) = diag(0, 1, 0),
A
(l)
2 (0) = 03, l ≥ 3, and
ker(A2(0)) = lin. span{ϕ0,1, ϕ0,2}, ϕ0,1 = (1, 0, 0)
⊤, ϕ0,2 = (0, 1, 0)
⊤. (3.28)
As in the previous examples the equation A2(0)ϕ1+A
′
2(0)ϕ0,1 = 0 leads to the con-
tradiction ϕ0,1 = 0. Hence there is no chain beyond the eigenvector ϕ0,1. Similarly,
A2(0)ϕ1 + A
′
2(0)ϕ0,2 = 0, with ϕ1 = (c1,1, c1,2, c1,3)
⊤ implies c1,3 = 0, and thus
yields the chain (with c1,1, c1,2 ∈ C)
ϕ0,2 = (0, 1, 0)
⊤, ϕ1 = (c1,1, c1,2, 0)
⊤. (3.29)
Next, studying A2(0)ϕ2 + A
′
2(0)ϕ1 + [2!]
−1A′′2 (0)ϕ0,2 = 0, with some ϕ2 yields the
contradiction ϕ0,2 = 0. Thus, there exists no generalized eigenvector ϕ2 and hence
no chain of length ≥ 3. Summing up,
mg(0;A2(0)) = 2, ma(0;ϕ0,1) = 1, ma(0;ϕ0,2) = 2, ma(0;A2( · )) = 3.
(3.30)
Example 3.7. Consider N = 3, λ0 = 0, and introduce
Ak(z) = diag
(
z, zk, 1
)
, z ∈ C, k ≥ 3. (3.31)
Then Ak(0) = diag(0, 0, 1), A
′
k(0) = diag(1, 0, 0), [k!]
−1A
(k)
k (0) = diag(0, 1, 0),
A
(l)
k (0) = 03 for l ≥ 2, l 6= k, and
ker(Ak(0)) = lin. span{ϕ0,1, ϕ0,2}, ϕ0,1 = (1, 0, 0)
⊤, ϕ0,2 = (0, 1, 0)
⊤. (3.32)
16 J. BEHRNDT, A. TER ELST, AND F. GESZTESY
In the same way as in the previous examples one verifies that there is no chain
beyond the eigenvector ϕ0,1 and a chain of maximal length k beyond the eigenvector
ϕ0,2. This leads to
mg(0;Ak(0)) = 2, ma(0;ϕ0,1) = 1, ma(0;ϕ0,2) = k, ma(0;Ak( · )) = k + 1.
(3.33)
In the general finite-dimensional situation one obtains the following:
Example 3.8. Consider N ∈ N, λ0 = 0, and introduce
Ak1,...,kN (z) = diag
(
zk1 , . . . , zkN , 1
)
, 1 ≤ kj ≤ kj+1, 1 ≤ j ≤ N − 1. (3.34)
Then Ak1,...,kN (0) = diag(0, . . . , 0, 1),
ker(Ak1,...,kN (0)) = lin. span{ϕ0,j}1≤j≤N ,
ϕ0,j = (0, . . . , 0, 1︸︷︷︸
j
, 0, . . . 0)⊤, 1 ≤ j ≤ N. (3.35)
Each term zkj in Ak1,...,kN (z) then leads to a Jordan chain of (maximal ) length kj
since
[kj !]
−1A
(kj)
k1,...,kN
(0) = diag(0, . . . , 0, 1, . . . , 1︸︷︷︸
j
, . . . , 1
︸ ︷︷ ︸
, 0, . . . , 0), (3.36)
[ℓ!]−1A
(ℓ)
k1,...,kN
(0) = diag(∗, . . . , ∗, 0, . . . , 0︸︷︷︸
j
, . . . , 0
︸ ︷︷ ︸
, 0, . . . , 0), 1 ≤ ℓ ≤ kj − 1,
(3.37)
where the larger underbraced part . . .︸︷︷︸ characterizes all those j′ ∈ {1, . . . , N} such
that kj′ = kj and ∗ stands for 0 or 1. Because of (3.36) and (3.37), the equation
Ak1,...,kN (0)ϕkj +A
′
k1,...,kN (0)ϕkj−1 + · · ·+ [kj !]
−1A
(kj)
k1,...,kN
(0)ϕ0,j = 0 (3.38)
implies the contradiction ϕ0,j = 0 and hence no chain of length kj + 1 (containing
ϕkj ) exists. The explicit form of A
(kj)
k1,...,kN
(0) in (3.36) then shows that
the Jordan chain ϕ0,j , ϕ1, . . . , ϕkj−1 of (maximal ) length kj exists. (3.39)
Thus,
mg(0;Ak1,...,kN ( · )) = N, ma(0;ϕ0,j) = kj , ma(0;Ak1,...,kN ( · )) =
N∑
j=1
kj .
(3.40)
To extend the finite-dimensional situation described in Lemma 3.3 to the infinite-
dimensional case, we next recall the notion of a zero of finite-type of a bounded
analytic function following [33, Sects. XI.8, XI.9], [39] (see also [28], [38, Ch. 4]).
Definition 3.9. Let Ω ⊆ C be open, λ0 ∈ Ω, and suppose that A : Ω → B(H) is
analytic on Ω. Then λ0 is called a zero of finite-type of A( · ) if A(λ0) is a Fredholm
operator, ker(A(λ0)) 6= {0}, and A( · ) is boundedly invertible on D(λ0; ε0)\{z0},
for some sufficiently small ε0 > 0.
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In particular, the hypotheses imposed in Definition 3.9 imply that A(z) is Fred-
holm for all z ∈ D(λ0; ε0). In the context of bounded analytic operator-valued
functions we also recall that the notions of weakly analytic, strongly analytic, and
norm analytic families are all equivalent.
Combining various results in [39] (in particular, p. 605, eqs.(1.1)–(1.3), (3.1)–
(3.3), Lemma 2.1, Theorems 3.1, 3.2, and the last paragraph in the proof of
Lemma 2.1 on p. 613) and [33, Theorem XI.8.1] (see also [34]), one then obtains
the following infinite-dimensional analog of Lemma 3.3:
Theorem 3.10. Assume that A : Ω → B(H) is analytic on Ω and that λ0 ∈ Ω is
a zero of finite-type of A( · ). Then
ind(A(λ0)) = dim(ker(A(λ0))) − dim(ker(A(λ0)
∗)) = 0, (3.41)
and there exist ε > 0, analytic and boundedly invertible operator-valued functions
Ej : Ω → B(H), j = 1, 2, and mutually disjoint orthogonal projections Pk, k =
0, . . . , r, in H with
dim(ran(Pj)) = 1, 1 ≤ j ≤ r,
r⊕
j=0
Pj = IH, (3.42)
and uniquely determined ρ1 ≤ ρ2 ≤ · · · ≤ ρr, ρj ∈ N, j = 1 . . . , r, such that
A(z) = E1(z)D(z)E2(z), z ∈ D(λ0; ε), (3.43)
where D( · ) admits the diagonal block operator form
D(z) =

(z − λ0)ρ1
(z − λ0)ρ2
. . .
(z − λ0)ρr
Iran(P0)
 (3.44)
with respect to the decomposition
H = ran(P1)⊕ ran(P2)⊕ · · · ⊕ ran(Pr)⊕ ran(P0). (3.45)
The geometric multiplicity mg(0;A(z0)) and the algebraic multiplicity ma(λ0;A( · ))
of the zero of A( · ) at λ0 are given by
mg(0;A(λ0)) = dim
(
ran
(
IH − P0
))
= r, and ma(λ0;A( · )) =
r∑
j=1
ρj . (3.46)
Without going into further details we emphasize that [39] actually focuses on
meromorphic operator-valued functions, not just the special analytic case.
4. The Generalized Birman–Schwinger Principle and Jordan Chains
This section is devoted to the generalized Birman–Schwinger principle in con-
nection with a pair of operators (H0, H) in a separable, complex Hilbert space H
that satisfy the following hypothesis.
Hypothesis 4.1. Let H0 be a closed operator in H with ρ(H0) 6= ∅, and assume
that V1, V2 are (possibly unbounded ) operators mapping from H into an auxiliary
Hilbert space K such that V1 is closed, and
dom(H0) ⊆ dom(V
∗
2 V1), and dom(V2) = H. (4.1)
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One then introduces
H = H0 + V
∗
2 V1, dom(H) = dom(H0). (4.2)
One notes that the operatorH in Hypothesis 4.1 is not necessarily closed and that
the case ρ(H) = ∅ is not excluded. Since V1 is assumed to be closed it follows from
the closed graph theorem that V1(H0 − zIH)−1 ∈ B(H,K) holds for all z ∈ ρ(H0)
and hence one can use D = dom(V ∗2 ) ⊆ K for the special operator-valued function
ρ(H0) ∋ z 7→ IK + V1(H0 − zIH)
−1V ∗2 . (4.3)
In the following it will also be used that
dℓ
dzℓ
(H0 − zIH)
−1 = ℓ! (H0 − zIH)
−(ℓ+1), ℓ ∈ N, z ∈ ρ(H0), (4.4)
and that
(H0 − zIH)
−1 =
∞∑
s=0
(H0 − z0IH)
−(s+1)(z − z0)
s (4.5)
for all z in a neighbourhood of z0 ∈ ρ(H0).
Lemma 4.2. Assume Hypothesis 4.1. If ϕ ∈ dom(V ∗2 ), then the map
ρ(H0) ∋ z 7→
[
IK + V1(H0 − zIH)
−1V ∗2
]
ϕ ∈ K (4.6)
is analytic and
dℓ
dzℓ
V1(H0 − zIH)
−1V ∗2 ϕ = ℓ!V1(H0 − zIH)
−(ℓ+1)V ∗2 ϕ, ℓ ∈ N. (4.7)
Proof. In fact, since V1(H0 − z0IH)−1 ∈ B(H,K) for z0 ∈ ρ(H0) one has
lim
z→z0
1
z − z0
[
V1(H0 − zIH)
−1V ∗2 − V1(H0 − z0IH)
−1V ∗2
]
ϕ
= lim
z→z0
V1(H0 − z0IH)
−1(H0 − zIH)
−1V ∗2 ϕ
= V1(H0 − z0IH)
−2V ∗2 ϕ, ϕ ∈ dom(V
∗
2 ).
(4.8)
Hence the function (4.6) is analytic from ρ(H0) into K. In the same manner, making
use of (4.4) and V1(H0 − z0IH)−1 ∈ B(H,K), one verifies (4.7) by induction. 
With D = dom(V ∗2 ) and Ω = ρ(H0), the next result follows immediately from
Definition 3.1 and Lemma 4.2.
Corollary 4.3. Assume Hypothesis 4.1 and let z0 ∈ ρ(H0). Then the collection
{ϕ0, . . . , ϕk−1} ⊂ D = dom(V
∗
2 ) form a Jordan chain of length k ∈ N for the
function
ρ(H0) ∋ z 7→ IK + V1(H0 − zIH)
−1V ∗2 (4.9)
at z0 ∈ ρ(H0) if and only if ϕ0 6= 0 and for all j ∈ {0, . . . , k − 1} one has ϕj ∈
dom(V ∗2 ) and
j∑
ℓ=0
V1(H0 − z0IH)
−(ℓ+1)V ∗2 ϕj−ℓ = −ϕj , j = 0, . . . , k − 1. (4.10)
We continue with the following auxiliary result, which can be viewed as a variant
of [4, Lemma 4.5] and goes back to more abstract considerations in [17, Sect. 7.4.4].
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Lemma 4.4. Let H0 and H = H0 + V
∗
2 V1 be as in Hypothesis 4.1, let z0 ∈ ρ(H0)
and let {f0, . . . , fk−1} ⊂ dom(H), k ∈ N, be a Jordan chain of length k for H at
z0. Then for all j ∈ {1, . . . , k},
− V1(H0 − z0IH)
−1fj−1 =
j∑
ℓ=1
V1(H0 − z0IH)
−(ℓ+1)V ∗2 V1fj−ℓ. (4.11)
Proof. We shall show by induction that
− V1(H0 − zIH)
−1fj−1 =
j∑
ℓ=1
1
(z − z0)ℓ
V1
×
(
(H0 − zIH)
−1 −
ℓ−1∑
s=0
(H0 − z0IH)
−(s+1)(z − z0)
s
)
V ∗2 V1fj−ℓ
(4.12)
for all j ∈ {1, . . . , k} and z ∈ ρ(H0)\{z0}. The assertion of the lemma then follows
by taking the limit z → z0 in (4.12). Indeed, using V1(H0−z0IH)−1 ∈ B(H,K) one
obtains for the limit on the left-hand side of (4.12)
lim
z→z0
V1(H0 − zIH)
−1fj−1 − V1(H0 − z0IH)
−1fj−1
= lim
z→z0
V1(H0 − z0IH)
−1(z − z0)(H0 − zIH)
−1fj−1 = 0.
(4.13)
On the other hand, using the Taylor expansion (4.5) of the resolvent z 7→ (H0 −
zIH)
−1 in a neighbourhood of z0 ∈ ρ(H0) shows that
1
(z − z0)ℓ
V1
(
(H0 − zIH)
−1 −
ℓ−1∑
s=0
(H0 − z0IH)
−(s+1)(z − z0)
s
)
V ∗2 V1fj−ℓ
=
1
(z − z0)ℓ
V1
(
(H0 − z0IH)
−(ℓ+1)(z − z0)
ℓ
+
∞∑
s=ℓ+1
(H0 − z0IH)
−(s+1)(z − z0)
s
)
V ∗2 V1fj−ℓ
= V1(H0 − z0IH)
−(ℓ+1)V ∗2 V1fj−ℓ
+ V1(H0 − z0IH)
−1
∞∑
s=ℓ+1
(H0 − z0IH)
−s(z − z0)
s−ℓV ∗2 V1fj−ℓ, (4.14)
and using again V1(H0 − z0IH)−1 ∈ B(H,K) it follows that in the limit z → z0 the
right-hand side of (4.12) tends to
j∑
ℓ=1
V1(H0 − z0IH)
−(ℓ+1)V ∗2 V1fj−ℓ. (4.15)
Therefore, taking the limit z → z0 in (4.12) implies the assertion of the lemma.
Next, we prove (4.12) for j = 1. By assumption we have (H − z0IH)f0 = 0 and
hence V ∗2 V1f0 = −(H0 − z0IH)f0. Therefore,
1
z − z0
V1
[
(H0 − zIH)
−1 − (H0 − z0IH)
−1
]
V ∗2 V1f0
= V1(H0 − zIH)
−1(H0 − z0IH)
−1V ∗2 V1f0
= −V1(H0 − zIH)
−1f0, z ∈ ρ(H0)\{z0}, (4.16)
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which gives the desired formula (4.12) for j = 1.
Next, let m ∈ {1, . . . , k− 1} and assume that the formula (4.12) holds for j = m
and all z ∈ ρ(H0)\{z0}. Taking the limit z → z0 one deduces that
− V1(H0 − z0IH)
−1fm−1 =
m∑
ℓ=1
V1(H0 − z0IH)
−(ℓ+1)V ∗2 V1fm−ℓ, (4.17)
by arguing as in (4.13) and (4.14).
Let z ∈ ρ(H0)\{z0}. We next prove formula (4.12) for j = m+ 1. Starting with
the right-hand side of (4.12) a computation yields
m+1∑
ℓ=1
1
(z − z0)ℓ
V1
(
(H0 − zIH)
−1 −
ℓ−1∑
s=0
(H0 − z0IH)
−(s+1)(z − z0)
s
)
V ∗2 V1fm+1−ℓ
=
m+1∑
ℓ=2
1
(z − z0)ℓ
V1
(
(H0 − zIH)
−1 −
ℓ−1∑
s=0
(H0 − z0IH)
−(s+1)(z − z0)
s
)
× V ∗2 V1fm+1−ℓ
+
1
z − z0
V1
[
(H0 − zIH)
−1 − (H0 − z0IH)
−1
]
V ∗2 V1fm
=
m∑
ℓ=1
1
(z − z0)ℓ+1
V1
(
(H0 − zIH)
−1 −
ℓ∑
s=0
(H0 − z0IH)
−(s+1)(z − z0)
s
)
× V ∗2 V1fm−ℓ
+
1
z − z0
V1
[
(H0 − zIH)
−1 − (H0 − z0IH)
−1
]
V ∗2 V1fm
=
1
z − z0
m∑
ℓ=1
1
(z − z0)ℓ
V1
(
(H0 − zIH)
−1 −
ℓ−1∑
s=0
(H0 − z0IH)
−(s+1)(z − z0)
s
)
× V ∗2 V1fm−ℓ
−
1
z − z0
m∑
ℓ=1
V1(H0 − z0IH)
−(ℓ+1)V ∗2 V1fm−ℓ
+
1
z − z0
V1
[
(H0 − zIH)
−1 − (H0 − z0IH)
−1
]
V ∗2 V1fm. (4.18)
At this point we use assumption (4.12) for j = m for the first term on the right-hand
side, (4.17) for the second term on the right-hand side of (4.18), and (H−z0IH)fm =
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fm−1 to conclude that formula (4.18) becomes
m+1∑
ℓ=1
1
(z − z0)ℓ
V1
(
(H0 − zIH)
−1
−
ℓ−1∑
s=0
(H0 − z0IH)
−(s+1)(z − z0)
s
)
V ∗2 V1fm+1−ℓ
=
1
z − z0
− V1(H0 − zIH)
−1fm−1
+
1
z − z0
V1(H0 − z0IH)
−1fm−1
+
1
z − z0
V1
[
(H0 − zIH)
−1 − (H0 − z0IH)
−1
]
V ∗2 V1fm
=
1
z − z0
V1
[
(H0 − zIH)
−1 − (H0 − z0IH)
−1
]
(V ∗2 V1fm − fm−1)
= V1(H0 − zIH)
−1(H0 − z0IH)
−1(V ∗2 V1fm − (H − z0IH)fm)
= −V1(H0 − zIH)
−1(H0 − z0IH)
−1(H0 − z0IH)fm
= −V1(H0 − zIH)
−1fm, (4.19)
which is (4.12) for j = m+ 1. 
The generalized Birman–Schwinger principal then reads as follows:
Theorem 4.5. Let H0 and H = H0 + V
∗
2 V1 be as in Hypothesis 4.1, assume
z0 ∈ ρ(H0), and consider the map
ρ(H0) ∋ z 7→ IK + V1(H0 − zIH)
−1V ∗2 . (4.20)
Then the following items (i) and (ii) hold:
(i) Let {f0, . . . , fk−1} ⊂ dom(H), k ∈ N, be a Jordan chain of length k for H at
z0. Define
ϕj = V1fj (4.21)
for all j ∈ {0, . . . , k − 1}. Then {ϕ0, . . . , ϕk−1} ⊂ dom(V ∗2 ) is a Jordan chain of
length k for the function (4.20) at z0.
(ii) Let {ϕ0, . . . , ϕk−1} ⊂ dom(V ∗2 ), k ∈ N, be a Jordan chain for the function
(4.20) at z0. Define
f0 = −(H0 − z0IH)
−1V ∗2 ϕ0 (4.22)
and inductively define
fj = −(H0 − z0IH)
−1
(
fj−1 − V
∗
2
j∑
ℓ=0
V1(H0 − z0IH)
−(ℓ+1)V ∗2 ϕj−ℓ
)
(4.23)
for all j ∈ {1, . . . , k − 1}. Then {f0, . . . , fk−1} ∈ dom(H) is a Jordan chain of
length k for H at z0 with V1fj = ϕj for all j ∈ {0, . . . , k − 1}.
Proof. (i) Assume that {f0, . . . , fk−1} ⊂ dom(H) is a Jordan chain of length k for
H at z0. If j ∈ {0, . . . , k− 1}, then fj ∈ dom(H) ⊆ dom(V
∗
2 V1) ⊆ dom(V1). For all
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j ∈ {0, . . . , k − 1}, define ϕj = V1fj . Then ϕ0 6= 0, as otherwise (H0 − z0IH)f0 =
−V ∗2 V1f0 = 0 and therefore f0 = 0, since z0 ∈ ρ(H0). We shall show that
j∑
ℓ=0
V1(H0 − z0IH)
−(ℓ+1)V ∗2 V1fj−ℓ = −V1fj (4.24)
for all j ∈ {0, . . . , k − 1}, which proves item (i) by Corollary 4.3.
If j = 0, then (H − z0IH)f0 = 0 and hence V ∗2 V1f0 = −(H0 − z0IH)f0. This
implies
V1(H0 − z0IH)
−1V ∗2 V1f0 = −V1f0, (4.25)
which is (4.24) for j = 0.
Let j ∈ {1, . . . , k − 1}. Making use of Lemma 4.4 one obtains
− V1(H0 − z0IH)
−1V ∗2 V1fj − V1fj
= −V1(H0 − z0IH)
−1(V ∗2 V1 +H0 − z0IH)fj
= −V1(H0 − z0IH)
−1(H − z0IH)fj
= −V1(H0 − z0IH)
−1fj−1
=
j∑
ℓ=1
V1(H0 − z0IH)
−(ℓ+1)V ∗2 V1fj−ℓ. (4.26)
Consequently
−V1fj = V1(H0 − z0IH)
−1V ∗2 V1fj +
j∑
ℓ=1
V1(H0 − z0IH)
−(ℓ+1)V ∗2 V1fj−ℓ
=
j∑
ℓ=0
V1(H0 − z0IH)
−(ℓ+1)V ∗2 V1fj−ℓ,
(4.27)
and hence (4.24) holds.
(ii) Assume that {ϕ0, . . . , ϕk−1} ⊂ dom(V
∗
2 ) is a Jordan chain of length k for
the function (4.20) at z0 ∈ ρ(H0). Then (4.10) in Corollary 4.3 holds for all j ∈
{0, . . . , k − 1} and ϕ0 6= 0. Define f0, . . . , fk−1 as in (4.23). We now proceed by
induction.
The assumption (4.10) for j = 0 gives V1(H0 − z0IH)−1V ∗2 ϕ0 = −ϕ0 and with
f0 as in (4.22) one obtains
(H − z0IH)f0 = (H0 − z0IH)f0 + V
∗
2 V1f0
= −V ∗2 ϕ0 − V
∗
2 V1(H0 − z0IH)
−1V ∗2 ϕ0
= 0.
(4.28)
Moreover, V1f0 = −V1(H0 − z0IH)−1V ∗2 ϕ0 = ϕ0. Since ϕ0 6= 0 it also follows that
f0 6= 0.
Let m ∈ {1, . . . , k − 1} and assume that {f0, . . . , fm−1} is a Jordan chain of
length m for H at z0 and ϕj = V1fj for all j ∈ {0, . . . ,m − 1}. It follows from
Lemma 4.4 that
− V1(H0 − z0IH)
−1fm−1 =
m∑
ℓ=1
V1(H0 − z0IH)
−(ℓ+1)V ∗2 V1fm−ℓ. (4.29)
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We shall show that (H − z0IH)fm = fm−1 and V1fm = ϕm. For convenience we
next set
f˜m = −
m∑
ℓ=0
(H0 − z0IH)
−(ℓ+1)V ∗2 ϕm−ℓ. (4.30)
Then
f˜m − (H0 − z0IH)
−1
[
(H − z0IH)f˜m − fm−1
]
= (H0 − z0IH)
−1
[
(H0 − z0IH)f˜m − (H − z0IH)f˜m − fm−1
]
= (H0 − z0IH)
−1
[
− V ∗2 V1f˜m − fm−1
]
= −(H0 − z0IH)
−1
[
fm−1 + V
∗
2 V1f˜m
]
= fm (4.31)
by the definition of fm. It follows from (4.10) with j = m that V1f˜m = ϕm. Next,
− V1(H0 − z0IH)
−1(H − z0IH)f˜m
= −V1(H0 − z0IH)
−1[V ∗2 V1 +H0 − z0IH]f˜m
= −V1(H0 − z0IH)
−1V ∗2 V1f˜m − V1f˜m
= −V1(H0 − z0IH)
−1V ∗2 ϕm − ϕm, (4.32)
and with the help of (4.10) with j = m, the induction hypothesis, and (4.29) one
obtains
− V1(H0 − z0IH)
−1(H − z0IH)f˜m
=
m∑
ℓ=1
V1(H0 − z0IH)
−(ℓ+1)V ∗2 ϕm−ℓ
=
m∑
ℓ=1
V1(H0 − z0IH)
−(ℓ+1)V ∗2 V1fm−ℓ
= −V1(H0 − z0IH)
−1fm−1. (4.33)
Hence
V1(H0 − z0IH)
−1
[
(H − z0IH)f˜m − fm−1
]
= 0. (4.34)
Therefore also
V ∗2 V1(H0 − z0IH)
−1
[
(H − z0IH)f˜m − fm−1
]
= 0. (4.35)
This in turn implies
(H− z0IH)(H0− z0IH)
−1
[
(H− z0IH)f˜m− fm−1
]
= (H− z0IH)f˜m− fm−1. (4.36)
Using (4.31) and (4.36) one obtains
(H − z0IH)fm = (H − z0IH)f˜m
− (H − z0IH)(H0 − z0IH)
−1
[
(H − z0IH)f˜m − fm−1
]
= fm−1. (4.37)
Moreover, with (4.31) and (4.34) one deduces V1fm = V1f˜m = ϕm. 
24 J. BEHRNDT, A. TER ELST, AND F. GESZTESY
For k = 1, Theorem 4.5 reduces to the classical Birman–Schwinger principle. In
addition, it is shown in the next corollary that a resolvent-type formula as in [21,
Lemma B.1] or [29, eq. (2.13)] holds under our weak assumption Hypothesis 4.1 for
all those z0 ∈ ρ(H0) with z0 6∈ σp(H) and ψ ∈ ran(H − z0IH).
Corollary 4.6. Let H0 and H = H0 + V
∗
2 V1, dom(H) = dom(H0), be as in Hy-
pothesis 4.1 and let z0 ∈ ρ(H0). Then one has the following.
(i) If z0 ∈ σp(H) and f0 is an eigenvector of H then 0 ∈ σp
(
IK + V1(H0 −
z0IH)
−1V ∗2
)
and V1f0 is an eigenvector of
[
IK + V1(H0 − z0IH)−1V ∗2
]
with eigen-
value zero.
(ii) If 0 ∈ σp
(
IK+V1(H0−z0IH)−1V ∗2
)
and ϕ0 is a corresponding eigenvector, then
z0 ∈ σp(H) and f0 = −(H0 − z0IH)−1V ∗2 ϕ0 is an eigenvector of H.
(iii) The geometric multiplicity of z0 ∈ σp(H) and 0 ∈ σp
(
IK+V1(H0−z0IH)−1V ∗2
)
coincide, that is,
mg(z0;H) = mg
(
0; IK + V1(H0 − z0IH)
−1V ∗2
)
. (4.38)
(iv) If z0 6∈ σp(H) and ψ ∈ H, then
ψ ∈ ran(H − z0IH) if and only if
V1(H0 − z0IH)
−1ψ ∈ ran
(
IK + V1(H0 − z0IH)
−1V ∗2
) (4.39)
and for all ψ ∈ ran(H − z0IH) one has
(H − z0IH)
−1ψ = (H0 − z0IH)
−1ψ
− (H0 − z0IH)
−1V ∗2
[
IK + V1(H0 − z0IH)
−1V ∗2
]−1
V1(H0 − z0IH)
−1ψ.
(4.40)
Proof. Items (i) and (ii) follow immediately from Theorem 4.5 when considering
the special case k = 1. It follows from the proof of Theorem 4.5 that V1 maps
ker(H0 − z0IH) bijectively onto ker(IK + V1(H0 − z0IH)−1V ∗2 ). This implies (iii).
For the statements in (iv) we first assume that ψ ∈ ran(H−z0IH), that is, for some
ϕ ∈ dom(H) one has
ψ = (H − z0IH)ϕ = V
∗
2 V1ϕ+ (H0 − z0IH)ϕ. (4.41)
Then
V1(H0 − z0IH)
−1ψ = V1(H0 − z0IH)
−1
(
V ∗2 V1 + (H0 − z0IH)
)
ϕ
=
[
IK + V1(H0 − z0IH)
−1V ∗2
]
V1ϕ
(4.42)
shows that V1(H0 − z0IH)−1ψ ∈ ran
(
IK + V1(H0 − z0IH)−1V ∗2
)
. Conversely, if
z0 6∈ σp(H) then by (ii) the operator
[
IK + V1(H0 − z0IH)−1V ∗2
]
is invertible and
if ψ ∈ H with V1(H0 − z0IH)−1ψ ∈ ran
(
IK + V1(H0 − z0IH)−1V ∗2
)
then the vector
ξ = (H0 − z0IH)
−1ψ − (H0 − z0IH)
−1V ∗2
[
IK + V1(H0 − z0IH)
−1V ∗2
]−1
× V1(H0 − z0IH)
−1ψ
(4.43)
is well-defined. A straightforward computation using H−z0IH = H0−z0IH+V ∗2 V1
shows that (H − z0IH)ξ = ψ. Hence ψ ∈ ran(H − z0IH). Moreover, as z0 6∈ σp(H)
this implies ξ = (H − z0IH)−1ψ and the last assertion follows from the definition
of ξ. 
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Remark 4.7. Let z0 6∈ σp(H) and assume that [IK+V1(H0−z0IH)−1V ∗2 ]
−1 ∈ B(K).
Then by Corollary 4.6 one has ran(H − z0IH) = H and the formula
(H − z0IH)
−1 = (H0 − z0IH)
−1
− (H0 − z0IH)
−1V ∗2
[
IK + V1(H0 − z0IH)
−1V ∗2
]−1
V1(H0 − z0IH)
−1
(4.44)
holds on H. Note that V1(H0 − z0IH)
−1 ∈ B(H,K) since V1 is closed by Hypoth-
esis 4.1. Similarly V ∗2
[
IK + V1(H0 − z0IH)−1V ∗2
]−1
∈ B(K,H) since V ∗2 is closed.
Therefore the right-hand side of (4.44) is a bounded and everywhere defined oper-
ator in H and hence also (H − z0IH)−1 ∈ B(H). This implies, in particular, that
H is closed and z0 ∈ ρ(H). ⋄
Assume again that H0 and H = H0+V
∗
2 V1 are as in Hypothesis 4.1 and suppose
that ρ(H) ∩ ρ(H0) 6= ∅. Since V1 is closed one has V1(H0 − zIH)
−1 ∈ B(H,K) for
z ∈ ρ(H0) and V1(H − zIH)−1 ∈ B(H,K) for z ∈ ρ(H) and it is easy to verify that
the resolvent formulas
(H − zIH)
−1 = (H0 − zIH)
−1 − (H0 − zIH)
−1V ∗2 V1(H − zIH)
−1 (4.45)
and
(H − zIH)
−1 = (H0 − zIH)
−1 − (H − zIH)
−1V ∗2 V1(H0 − zIH)
−1 (4.46)
hold for all z ∈ ρ(H0) ∩ ρ(H). Multiplying (4.45) from the left by V1 and from the
right by V ∗2 leads to[
IK + V1(H0 − zIH)
−1V ∗2
][
IK − V1(H − zIH)
−1V ∗2
]
= IK (4.47)
and multiplying (4.46) from the left by V1 and from the right by V
∗
2 leads to[
IK − V1(H − zIH)
−1V ∗2
][
IK + V1(H0 − zIH)
−1V ∗2
]
= IK (4.48)
for all z ∈ ρ(H0) ∩ ρ(H). Note that the above identities hold on dom(V ∗2 ). In
the next corollary we conclude under an additional assumption that the individual
factors are boundedly invertible.
Corollary 4.8. Let H0 and H = H0 + V
∗
2 V1 be as in Hypothesis 4.1, suppose
ρ(H) ∩ ρ(H0) 6= ∅ and assume, in addition, that
V1(H0 − zIH)−1V ∗2 ∈ B(K), V1(H − zIH)
−1V ∗2 ∈ B(K), z ∈ ρ(H) ∩ ρ(H0).
(4.49)
Then IK+V1(H0 − zIH)−1V ∗2 and IK−V1(H − zIH)
−1V ∗2 are boundedly invertible
and one has[
IK+V1(H0 − zIH)−1V ∗2
]−1
= IK−V1(H − zIH)−1V ∗2 , z ∈ ρ(H)∩ρ(H0), (4.50)
and[
IK−V1(H − zIH)−1V ∗2
]−1
= IK+V1(H0 − zIH)−1V ∗2 , z ∈ ρ(H)∩ρ(H0). (4.51)
The assumption (4.49) holds, in particular, when V2 ∈ B(H,K). In this case one
has V1(H0−zIH)−1V ∗2 ∈ B(K) and V1(H−zIH)
−1V ∗2 ∈ B(K) for z ∈ ρ(H)∩ρ(H0)
and the closures in the identities (4.50) and (4.51) can be omitted.
Remark 4.9. (i) We emphasize that Hypothesis 4.1, in particular, permits the
case where H and K differ. But it also includes the situation K = H, V2 = IH,
and V = V1, which then naturally leads to the non-symmetrized Birman–Schwinger
operator family IH + V (H0 − zIH)
−1, z ∈ ρ(H0), in H.
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(ii) A slightly more general situation than in (i) consists of K being a closed sub-
space of H, V2 = PK the orthogonal projection onto K and hence V ∗2 = ιK the
canonical embedding of K in H, and V = V1 a closed operator from H into K,
leading to the Birman–Schwinger operator family
IK + V (H0 − zIH)
−1ιK, z ∈ ρ(H0), (4.52)
in K ⊂ H. For the characterization of points in σp(H)∩ρ(H0) as in Corollary 4.6 (i)
one may also use the corresponding extended Birman–Schwinger operator family
in H = K ⊕K⊥ given by
IH +
[
V (H0 − zIH)
−1ιK ⊕ 0K⊥
]
, z ∈ ρ(H0), (4.53)
since 0 is an eigenvalue of the operator in (4.52) if and only if 0 is an eigenvalue of
the operator in (4.53) (cf. Example 4.10).
(iii) The Birman–Schwinger principle has been derived in Corollary 4.6 (i), (ii) un-
der very general conditions on H0 and H , in particular, the latter was not assumed
to be closed. However, one can also consider very general situations in a rather dif-
ferent direction going far beyond relatively bounded perturbations V with respect
to H0 so that the domain of H can no longer be compared to that of H0. In fact,
one can even consider situations more general than quadratic form perturbations,
following the lead in Kato’s paper [45]. Indeed, Konno and Kuroda [50] considered
this general setup in the case where H0 is self-adjoint, and [6], [28], [29] in the sit-
uation where H0 and H are non-self-adjoint. In particular, formula (4.38) extends
to such a generalized setup. ⋄
We conclude with a brief discussion of multi-dimensional Schro¨dinger operators.
Example 4.10. Consider the selfadjoint operator H0 = −∆, dom(H0) = H
2(Rn),
in H = L2(Rn; dnx) and let v : Rn → C be a (Lebesgue ) measurable function such
that
vh ∈ L2(Rn; dnx) for all h ∈ H2(Rn). (4.54)
Next define the functions v1 and v2 by
v1 = sign(v)|v|
1/2 and v2 = |v|
1/2, sign(v(x)) :=
{
v(x)/|v(x)|, if v(x) 6= 0,
0, if v(x) = 0.
(4.55)
The maximal multiplication operators associated to v and v1 in L
2(Rn; dnx) are
denoted by V and V1, respectively. Furthermore, let
K0 =
{
v2f
∣∣ f ∈ L2(Rn; dnx)v2f ∈ L2(Rn; dnx)}, (4.56)
and
K := K0 ⊆ L
2(Rn; dnx). (4.57)
The maximal multiplication operator associated to v2 is viewed as a densely defined
operator from L2(Rn; dnx) to K and will be denoted by V2; the adjoint from K to
L2(Rn; dnx) is the maximal multiplication operator V ∗2 = v2. One observes that
ran(V1) ⊆ K and hence also V1 can be viewed as a maximal multiplication operator
from L2(Rn; dnx) to K. In this situation one has V = V ∗2 V1 and dom(H0) ⊆
dom(V ∗2 V1) by (4.54). Therefore, Hypothesis 4.1 is satisfied and Theorem 4.5 can
be applied to give a description of the Jordan chains of the Schro¨dinger operator in
L2(Rn; dnx)
H = H0 + V, dom(H) = H
2(Rn), (4.58)
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in terms of the Birman–Schwinger operator in K,
IK + sign(v)|v|
1/2
(
−∆− zIL2(Rn;dnx)
)−1
|v|1/2. (4.59)
In fact, writing L2(Rn; dnx) = K⊕K⊥, the operator in (4.59) naturally extends to
the classical Birman–Schwinger operator in L2(Rn; dnx) of the type
IK⊕K⊥ + sign(v)|v|
1/2
(
−∆− zIL2(Rn;dnx)
)−1
|v|1/2 ⊕ 0K⊥ (4.60)
(with 0K⊥ the zero operator in K
⊥), which is typically just denoted by
IL2(Rn;dnx) + sign(v)|v|
1/2
(
−∆− zIL2(Rn;dnx)
)−1
|v|1/2; (4.61)
see Remark 4.9 (ii). Under the present weak assumptions on the potential V , the
Schro¨dinger operator H in (4.58) may not be closed and its spectrum may cover the
whole complex plane. Of course, under additional assumption on V the situation
is markedly different. For instance, assume that n = 1, 2, 3 and V ∈ L2(Rn; dnx),
or n ≥ 4 and V ∈ Lp(Rn) with p > n/2. Then by [12, Theorem 11.2.11], H
is a relatively compact perturbation of H0 and it follows that the spectrum of H
in C\[0,∞) consists of discrete eigenvalues with finite algebraic multiplicity. The
algebraic eigenspaces can then be characterized with the help of Theorem 4.5.
5. The Index of Meromorphic Operator-Valued Functions and
Applications to Algebraic Multiplicities of Analytic Families
In the following we briefly recall the notion of the index of meromorphic operator-
valued functions and discuss applications to the algebraic multiplicity of a zero of
finite-type of an analytic operator-valued function following [5], [6], [28] [39] [33,
Sects. XI.8, XI.9], [38, Ch. 4].
We begin with some preparatory material taken from [5]. Let H be a separable
complex Hilbert space, assume that Ω ⊆ C is an open set, and let M( · ) be a
B(H)-valued meromorphic function on Ω that has the norm convergent Laurent
expansion around z0 ∈ Ω of the form
M(z) =
∞∑
k=−N0
(z − z0)
kMk(z0), z ∈ D(z0; ε0)\{z0}, (5.1)
where Mk(z0) ∈ B(H), k ∈ Z, k ≥ −N0 and ε0 > 0 is sufficiently small such
that the punctured open disc D(z0; ε0)\{z0} is contained in Ω. The principal (or
singular ) part ppz0{M(z)} of M( · ) at z0 is defined as the finite sum
ppz0{M(z)} =
−1∑
k=−N0
(z − z0)
kMk(z0). (5.2)
Definition 5.1. Let Ω ⊆ C be an open set and let M( · ) be a B(H)-valued mero-
morphic function on Ω. Then M( · ) is called finitely meromorphic at z0 ∈ Ω if
M( · ) is analytic on the punctured disk D(z0; ε0)\{z0} ⊂ Ω with sufficiently small
ε0 > 0, and the principal part ppz0{M(z)} of M( · ) at z0 is of finite rank, that is,
the principal part of M( · ) is of the type (5.2), and one has
Mk(z0) ∈ F(H), −N0 ≤ k ≤ −1. (5.3)
The function M( · ) is called finitely meromorphic on Ω if it is meromorphic on Ω
and finitely meromorphic at each of its poles.
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In the context of Theorem 3.10, that is, M : Ω → B(H) is analytic on Ω and
z0 ∈ Ω is a zero of finite-type of M( · ), an application of the analytic Fredholm
Theorem A.2 (cf. e.g., [38, Sect. 4.1], [39], [44], [63, Theorem VI.14], [79]) shows
that M( · )−1 is finitely meromorphic at z0.
Assume that Mj( · ), j = 1, 2, are B(H)-valued meromorphic functions on Ω
that are both finitely meromorphic at z0 ∈ Ω, choose ε0 > 0 such that (5.1) holds
for both functions Mj( · ), and let 0 < ε < ε0. Then by [33, Lemma XI.9.3] or
[38, Proposition 4.2.2] also the functions M1( · )M2( · ) andM2( · )M1( · ) are finitely
meromorphic at z0 ∈ Ω, the operators‰
∂D(z0;ε)
dζ M1(ζ)M2(ζ) and
‰
∂D(z0;ε)
dζ M2(ζ)M1(ζ) (5.4)
are both of finite rank and the identities
trH
( ‰
∂D(z0;ε)
dζ M1(ζ)M2(ζ)
)
= trH
( ‰
∂D(z0;ε)
dζ M2(ζ)M1(ζ)
)
, (5.5)
trH
(
ppz0 {M1(z)M2(z)}
)
= trH
(
ppz0 {M2(z)M1(z)}
)
, 0 < |z − z0| < ε0, (5.6)
hold; here the symbol

denotes the contour integral and ∂D(z0; ε) is the counter-
clockwise oriented circle with radius ε centered at z0.
Next, we take a closer look at resolvents of closed operators providing prime
examples of finitely meromorphic operator-valued functions, but first we introduce
the extended resolvent set ρ˜(A) of A as follows:
Definition 5.2. Let A be a closed operator in K. Then the extended resolvent set
of A is defined by
ρ˜(A) = ρ(A) ∪ σd(A). (5.7)
One verifies that
ρ(A), ρ˜(A) are open subsets of C. (5.8)
Since ρ˜(A) ⊂ C is open, it’s connected components are open and at most countable
(cf., e.g., [11, Theorem 2.9]).
Next, suppose A is a closed operator in K. If λ0 ∈ ρ˜(A), then, according to [46,
Sect. III.6.5], the singularity structure of the resolvent of A near λ0 is of the very
special norm convergent meromorphic type,
(A− zIK)
−1 = (λ0 − z)
−1P (λ0;A) +
µ(λ0;A)∑
k=1
(λ0 − z)
−k−1(−1)kF (λ0;A)
k
+
∞∑
k=0
(λ0 − z)
k(−1)kS(λ0;A)
k+1
(5.9)
for z ∈ C in a sufficiently small punctured neighborhood of λ0. Here
F (λ0;A) = (A− λ0IK)P (λ0;A) =
1
2πi
‰
∂D(λ0;ε)
dζ (λ0 − ζ)(A − ζIK)
−1 ∈ B(K),
(5.10)
S(λ0;A) = −
1
2πi
‰
∂D(λ0;ε)
dζ (λ0 − ζ)
−1(A− ζIK)
−1 ∈ B(K), (5.11)
and F (λ0;A) is nilpotent with its range contained in that of P (λ0;A),
F (λ0;A) = P (λ0;A)F (λ0;A) = F (λ0;A)P (λ0;A). (5.12)
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Of course, P (λ0;A) = F (λ0;A) = 0 if λ0 ∈ ρ(A). Moreover,
S(λ0;A)A ⊆ AS(λ0;A), (A− λ0IK)S(λ0;A) = IK − P (λ0;A),
S(λ0;A)P (λ0;A) = P (λ0;A)S(λ0;A) = 0.
(5.13)
Finally,
µ(λ0;A) + 1 ≤ ma(λ0;A) = dim(ran(P (λ0;A))), (5.14)
ma(λ0;A) = tr(P (λ0;A)), F (λ0;A)
ma(λ0;A) = 0. (5.15)
In particular, since F (λ0;A) (and hence, F (λ0;A)
k, k ∈ N) is of finite rank and
nilpotent, (5.9), (5.14), and (5.15) prove the following fact.
Lemma 5.3. Assume that A is closed in K.
(i) Then the map z 7→ (A − zIK)−1 is analytic on ρ(A) and finitely meromorphic
on ρ˜(A).
(ii) If H is a Hilbert space, S ∈ B(K,H), T ∈ B(H,K), and z0 ∈ σd(A), then the
B(H)-valued function
z 7→ S(A− zIK)
−1T, z ∈ ρ˜(A), (5.16)
is finitely meromorphic at z0.
To introduce the notion of an index of M( · ) we need the following set of as-
sumptions:
Hypothesis 5.4. Let Ω ⊆ C be open and connected, and Ωd ⊂ Ω a discrete set
(i.e., a set without limit points in Ω). Suppose that M : Ω\Ωd → B(H) is analytic
and that M( · ) is finitely meromorphic on Ω. In addition, suppose that
M(z) ∈ Φ(H) for all z ∈ Ω\Ωd, (5.17)
and for all z0 ∈ Ωd there is a norm convergent Laurent expansion around z0 of the
form
M(z) =
∞∑
k=−N0
(z − z0)
kMk(z0), 0 < |z − z0| < ε0, (5.18)
for some N0 = N0(z0) ∈ N and some 0 < ε0 = ε0(z0) sufficiently small, with
M−k(z0) ∈ F(H), 1 ≤ k ≤ N0(z0), M0(z0) ∈ Φ(H),
Mk(z0) ∈ B(H), k ∈ N.
(5.19)
Finally, given z0 ∈ Ωd, assume that M( · ) is boundedly invertible on D(z0; ε0)\{z0}
for some 0 < ε0 sufficiently small.
Recalling the meromorphic Fredholm Theorem A.4, enables one to make the
following definition of the index of M( · ):
Definition 5.5. Assume Hypothesis 5.4, let z0 ∈ Ω, and suppose that 0 < ε is
sufficiently small. Then the index of M( · ) with respect to the counterclockwise
oriented circle ∂D(z0; ε), ind∂D(z0;ε)(M(·)), is defined by
ind∂D(z0;ε)(M(·)) = trH
(
1
2πi
‰
∂D(z0;ε)
dζ M ′(ζ)M(ζ)−1
)
= trH
(
1
2πi
‰
∂D(z0;ε)
dζ M(ζ)−1M ′(ζ)
)
, 0 < ε < ε0.
(5.20)
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A special case of the logarithmic residue theorem proved by Gohberg and Sigal
[39, Theorems 2.1, 2.1’] (see also [33, Sect. XI.9] and [38, Sect. 4.4]) then reads as
follows.
Theorem 5.6. Let Ω ⊆ C be open and z0 ∈ Ω. Suppose that M( · ) : Ω → B(H)
satisfies Hypothesis 5.4. Then
ind∂D(z0;ε)(M( · )) ∈ Z. (5.21)
In addition, assume that M( · ) : Ω→ B(H) is analytic at z0. Then
ma(z0;M( · )) = ind∂D(z0;ε)(M( · )) ∈ N0. (5.22)
While the algebraic multiplicity computations in Examples 3.4, 3.6–3.8, employ-
ing Jordan chains of maximal length, is somewhat cumbersome, we now revisit
these computations using equality (5.22) and show that the latter yields algebraic
multiplicities in an effortless manner.
Example 5.7 (Examples 3.4, 3.6–3.8 revisited). Noting that the the matrix func-
tions A1( · ), A2( · ), Ak( · ), and Ak1,...,kN ( · ) all satisfy Hypothesis 5.4 with Ω = C
and Ωd = {0}, one trivially computes
A′1(ζ)A1(ζ)
−1 = diag
(
ζ−1, 0, 0
)
, ζ ∈ C\{0}, (5.23)
A′2(ζ)A2(ζ)
−1 = diag
(
ζ−1, 2 ζ−1, 0
)
, ζ ∈ C\{0}, (5.24)
A′k(ζ)Ak(ζ)
−1 = diag
(
ζ−1, k ζ−1, 0
)
, ζ ∈ C\{0}, (5.25)
A′k1,...,kN (ζ)Ak1,...,kN (ζ)
−1 = diag
(
k1 ζ
−1, . . . , kN ζ
−1, 0
)
, ζ ∈ C\{0}. (5.26)
Hence
trC3
(
A′1(ζ)A1(ζ)
−1
)
= ζ−1, ζ ∈ C\{0}, (5.27)
trC3
(
A′2(ζ)A2(ζ)
−1
)
= 3 ζ−1, ζ ∈ C\{0}, (5.28)
trC3
(
A′k(ζ)Ak(ζ)
−1
)
= (k + 1)ζ−1, ζ ∈ C\{0}, (5.29)
trCN+1
(
A′k1,...,kN (ζ)Ak1,...,kN (ζ)
−1
)
=
( N∑
j=1
kj
)
ζ−1, ζ ∈ C\{0}, (5.30)
which together with the elementary fact 12πi

∂D(0;ε)
dζ ζ−1 = 1 instantly yields the
algebraic multiplicities ma(0;A( · )) recorded in (3.22), (3.30), (3.33), and (3.40).
For completeness we mention that the matrix function A∞( · ) in Example 3.5
does not satisfy Hypothesis 5.4 since A∞( · ) is nowhere invertible on C.
In the remainder of this section we apply this circle of ideas to the pair of op-
erators (H,H0) as discussed in Section 4 and to the associated Birman–Schwinger
operator K(z) = −V (H0 − zIH)−1, z ∈ ρ(H0). The following hypothesis is conve-
nient and natural in the present context.
Hypothesis 5.8. Suppose H0 is a closed operator in H with ρ(H0) 6= ∅, and
assume that V is an operator in H satisfying dom(V ) ⊇ dom(H0). Introduce
H = H0 + V, dom(H) = dom(H0), (5.31)
and suppose that ρ(H) 6= ∅. Furthermore, it is assumed that the Birman–Schwinger
operator is bounded, that is,
K(z) = −V (H0−zIH)
−1 ∈ B(H) for some (and hence for all ) z ∈ ρ(H0). (5.32)
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Assume Hypothesis 5.8. From ρ(H) 6= ∅ one concludes, in particular, that H
is a closed operator in H. We also note that assumption (5.32) on the Birman–
Schwinger operator is satisfied if V is a closed operator in H, which is the typical
situation in perturbation theory (see also [31, Proposition 1] for related situations).
In particular, in quantum mechanical applications to Schro¨dinger operators, H0 is
the self-adjoint realization of the Laplacian −∆ defined on H2(Rn), n ∈ N, and
V represents the maximally defined operator of multiplication with the function
V ( · ), which thus is closed in L2(Rn; dnx). Furthermore, if (5.32) is satisfied for
some z ∈ ρ(H0) then it is an direct consequence of the resolvent identity for H0 that
(5.32) is satisfied for all z ∈ ρ(H0). One observes that in the notation of Section 4
here V = V1 and V2 = V
∗
2 = IH, although we do not require here that V is closed.
For z ∈ ρ(H) ∩ ρ(H0) we have the resolvent equation
(H − zIH)
−1 = (H0 − zIH)
−1 − (H − zIH)
−1V (H0 − zIH)
−1. (5.33)
It follows from (5.32) that
IH −K(z) = IH + V (H0 − zIH)
−1, z ∈ ρ(H0), (5.34)
and, as in the proof of Corollary 4.8, one verifies that for all z ∈ ρ(H) ∩ ρ(H0) the
operator IH −K(z) is boundedly invertible and one has
(H0 − zIH)(H − zIH)
−1 = IH − V (H − zIH)
−1 =
[
IH −K(z)
]−1
∈ B(H) (5.35)
and
(H − zIH)
−1 = (H0 − zIH)
−1
[
IH −K(z)
]−1
, z ∈ ρ(H) ∩ ρ(H0). (5.36)
Inserting the latter expression for (H − zIH)−1 in the right hand side of (5.33) it
follows that
(H − zIH)
−1 = (H0 − zIH)
−1 − (H0 − zIH)
−1
[
IH −K(z)
]−1
V (H0 − zIH)
−1,
z ∈ ρ(H) ∩ ρ(H0). (5.37)
Theorem 5.9 below provides a sufficient condition in terms of the Birman–
Schwinger operator K( · ) for an isolated spectral point of H to be a discrete eigen-
value. Moreover, in this case the algebraic multiplicity is related to the algebraic
multiplicity of the corresponding zero of the function IH − K( · ) and the index
formula (5.44) provides a convenient tool for computing algebraic multiplicities (cf.
also the illustrations in the simple Example 5.7). For our purposes it useful to recall
from Lemma 5.3 that the assumption z0 ∈ σd(H0) implies that the resolvent,
ρ(H0) ∋ z 7→ R0(z) = (H0 − zIH)
−1 ∈ B(H), (5.38)
is finitely meromorphic on a disc D(z0; ε0) for some ε0 > 0 sufficiently small, and
analytic on D(z0; ε0)\{z0}. Using the Laurent expansion of the resolvent R0( · ) it
follows from the boundedness assumption (5.32) in Hypothesis 5.8 that the function
z 7→ IH −K(z) = IH + V (H0 − zIH)
−1 (5.39)
is also finitely meromorphic on D(z0; ε0); cf. Lemma 5.3 (ii). Hence the Birman–
Schwinger operator K( · ) satisfies
K(z) =
∞∑
k=−N0
(z − z0)
kKk(z0), 0 < |z − z0| < ε0, (5.40)
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for some N0 = N0(z0) ∈ N with
K−k(z0) ∈ F(H), 1 ≤ k ≤ N0(z0), Kk(z0) ∈ B(H), k ∈ N ∪ {0}. (5.41)
In the next theorem an additional assumption is imposed on the operator K0(z0) ∈
B(H) in (5.40).
Theorem 5.9. Assume Hypothesis 5.8 and consider a point z0 ∈ σd(H0) ∩ σ(H)
such that D(z0; ε0)\{z0} ⊂ ρ(H0) ∩ ρ(H) for some ε0 > 0. In addition, suppose
that
[IH −K0(z0)] ∈ Φ(H). (5.42)
Then z0 is a discrete eigenvalue of H,
z0 ∈ σd(H), (5.43)
and for 0 < ε < ε0,
ma(z0;H) = ma(z0;H0) + ind∂D(z0;ε)(IH −K( · )). (5.44)
Proof. We start with the proof of (5.43): The assumptions z0 ∈ σd(H0) and
D(z0; ε0)\{z0} ⊂ ρ(H0) yield that both R0( · ) and IH − K( · ) are analytic in
D(z0; ε0)\{z0} and finitely meromorphic on D(z0; ε0) (cf. the discussion preceding
Theorem 5.9). The assumption D(z0; ε0)\{z0} ⊂ ρ(H) and (5.35) imply that [IH−
K(z)]−1 ∈ B(H) and, in particular, [IH −K(z)] ∈ Φ(H) for all z ∈ D(z0; ε0)\{z0}.
Due to the assumption (5.42) it follows that (A.8) and hence Hypothesis A.3 is
satisfied by [IH −K( · )] with the choice Ω = D(z0; ε0) and Ωd = {z0}. It is clear
that alternative (ii) in Theorem A.4 applies to [IH − K( · )] and hence the func-
tion [IH −K( · )]−1 is finitely meromorphic on D(z0; ε0). From (5.37) and the fact
that R0( · ) and V R0( · ) are finitely meromorphic on D(z0; ε0) it follows that the
resolvent of H ,
ρ(H) ∋ z 7→ R(z) = (H − zIH)
−1 ∈ B(H) (5.45)
is also finitely meromorphic on D(z0; ε0) and analytic on D(z0; ε0)\{z0} (since
D(z0; ε0)\{z0} ⊂ ρ(H) by assumption); one notes that R( · ) has a singularity at z0
by the assumption z0 ∈ σ(H). An application of [46, Sect. III.6.5] then yields that
z0 ∈ σp(H), and employing once more the finitely meromorphic property of R(·)
on D(z0; ε0), one infers that the Riesz projection associated with z0,
P (z0;H) =
−1
2πi
‰
∂D(z0;ε)
dζ (H − ζIH)
−1, 0 < ε < ε0, (5.46)
is finite-dimensional. This in turn is equivalent to the eigenvalue z0 having finite
algebraic multiplicity, implying (5.43).
Next, employing (5.35), one obtains
[IH −K(z)]
−1[−K ′(z)] = [IH −K(z)]
−1V (H0 − zIH)
−2
= [IH −K(z)]
−1(−K(z))(H0 − zIH)
−1
=
{
IH − [IH −K(z)]
−1
}
(H0 − zIH)
−1
= (H0 − zIH)
−1 − (H0 − zIH)(H − zIH)
−1(H0 − zIH)
−1, (5.47)
z ∈ D(z0, ε0)\{z0}.
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Thus, for 0 < ε < ε0 (5.47) implies
ind∂D(z0;ε)(IH −K( · )) =
1
2πi
trH
( ‰
∂D(z0;ε)
dζ [IH −K(ζ)]
−1[−K ′(ζ)]
)
=
1
2πi
trH
( ‰
∂D(z0;ε)
dζ
[
(H0 − ζIH)
−1
− (H0 − ζIH)(H − ζIH)
−1(H0 − ζIH)
−1
])
= −ma(z0;H0)
−
1
2πi
trH
( ‰
∂D(z0;ε)
dζ
[
(H0 − ζIH)(H − ζIH)
−1
]
(H0 − ζIH)
−1
)
= −ma(z0;H0)
−
1
2πi
trH
( ‰
∂D(z0;ε)
dζ ppz0
{[
(H0 − ζIH)(H − ζIH)
−1
]
(H0 − ζIH)
−1
})
= −ma(z0;H0)
−
1
2πi
‰
∂D(z0;ε)
dζ trH
(
ppz0
{[
(H0 − ζIH)(H − ζIH)
−1
]
(H0 − ζIH)
−1
})
= −ma(z0;H0)
−
1
2πi
‰
∂D(z0;ε)
dζ trH
(
ppz0
{
(H0 − ζIH)
−1
[
(H0 − ζIH)(H − ζIH)
−1
]})
= −ma(z0;H0)−
1
2πi
trH
( ‰
∂D(z0;ε)
dζ ppz0
{
(H − ζIH)
−1
})
= −ma(z0;H0)−
1
2πi
trH
( ‰
∂D(z0;ε)
dζ (H − ζIH)
−1
)
= −ma(z0;H0) + trH(P (z0;H))
= ma(z0;H)−ma(z0;H0). (5.48)
Here we used that z0 ∈ σd(H0) to arrive at the 3rd equality sign in (5.48), employed
again (5.35), the fact that
z 7→ (H0 − zIH)(H − zIH)
−1 =
[
IH −K(z)
]−1
(5.49)
is finitely meromorphic in D(z0; ε0), applied (5.6), and finally used (5.46). 
Remark 5.10. Condition (5.42), viz., [IH−K0(z0)] ∈ Φ(H), might not be so easily
verified in practice. However, invoking compactness of K( · ) in the form that
K(z) ∈ B∞(H), 0 < |z − z0| < ε0, (5.50)
readily implies that K0(z0) ∈ B∞(H) and hence [IK−K0(z0)] ∈ Φ(H) with vanish-
ing Fredholm index, ind(IK −K0(z0)) = 0. Indeed, by (5.40),
K(z) =
∞∑
k=−N0
(z − z0)
kKk(z0) ∈ B∞(H), 0 < |z − z0| < ε0, (5.51)
and hence also
K(z) =
∞∑
k=0
(z − z0)
kKk(z0) ∈ B∞(H), 0 < |z − z0| < ε0, (5.52)
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as Kk(z0) ∈ F(H) for −N0 ≤ k ≤ −1. Taking the norm limit z → z0 in (5.52)
results in K0(z0) ∈ B∞(H). ⋄
We end this section with a variant of Theorem 5.9, where it is assumed that
z0 ∈ ρ(H0). In this case K( · ) is analytic in z0 and assumption (5.42) simplifies:
Theorem 5.11. Assume Hypothesis 5.8 and consider a point z0 ∈ ρ(H0) ∩ σ(H)
such that D(z0; ε0)\{z0} ⊂ ρ(H0) ∩ ρ(H) for some ε0 > 0. In addition, suppose
that the Birman–Schwinger operator satisfies
[IH −K(z0)] ∈ Φ(H). (5.53)
Then z0 is a discrete eigenvalue of H,
z0 ∈ σd(H), (5.54)
and for 0 < ε < ε0,
ma(z0;H) = ma(z0; IH −K( · )) = ind∂D(z0;ε)(IH −K( · )). (5.55)
The proof of Theorem 5.11 is almost the same as the proof of Theorem 5.9;
instead of the meromorphic Fredholm theorem (Theorem A.4) it now suffices to
use the analytic Fredholm theorem (Theorem A.2). Finally use Theorem 5.6.
6. Essential Spectra and the Weinstein–Aronszajn Formula
In our final section we discuss various issues connected with essential spectra of
closed operators.
Throughout this section we assume that A is a closed operator in the separable,
complex Hilbert space K. Recalling the definition of the discrete spectrum σd(A)
of A in (2.7), we now introduce (in analogy to the self-adjoint case) the essential
spectrum σ˜ess(A) of A as follows:
Definition 6.1. Let A be a closed operator in K. Then the essential spectrum of
A is defined by
σ˜ess(A) = σ(A)\σd(A) (6.1)
One verifies that
σ(A), σ˜ess(A) are closed subsets of C, (6.2)
and (cf. Definition 5.2)
ρ˜(A) = C\σ˜ess(A). (6.3)
Of course, σ˜ess(A) coincides with the standard essential spectrum of A if A is self-
adjoint in K. Since A is not assumed to be self-adjoint, we emphasize that several
inequivalent definitions of the essential spectrum are in use in the literature (cf., e.g.,
[12, Sects. 11.2, 14.4], and especially, [18, Ch. 9] for a detailed discussion), however,
in this paper we will only adhere to (6.1), which corresponds to the definition
employed in [64, p. 106], and, as discussed in detail in [9, p. 30–56], especially, in
Lemma III.125 on p. 53, our definition of σ˜ess(A) in (6.1) is precisely σe5(A) in [18,
Sect. 1.4, Ch. 9].
Next, we turn to the invariance of the essential spectrum with respect to rel-
atively compact perturbations. We start by recalling the following well-known
facts. Suppose that A is closed in K, ρ(A) 6= ∅, and B is an operator in K with
dom(B) ⊇ dom(A). Then B is relatively bounded (resp., relatively compact) with
respect to A if and only if B(A− z0IK)
−1 ∈ B(K) (resp., B(A− z0IK)
−1 ∈ B∞(K))
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for some (and hence for all) z0 ∈ ρ(A). In particular, if B is relatively compact with
respect to A then it is infinitesimally bounded with respect to A and consequently,
the operator
A+B, defined on dom(A+B) = dom(A), is closed in K, (6.4)
a fact that will be tacitly employed in the Theorem 6.2. (For details, see, e.g.,
[46, Sects. IV.1.1, IV.1.3], [80, Sect. 9.2].) The following theorem on the extended
resolvent set and the essential spectrum is in a certain sense folklore and is widely
used by experts on non-self-adjoint operators. It can be seen as a variant of [36,
Lemma I.5.2] for unbounded closed operators and can also be concluded from stabil-
ity theorems for semi-Fredholm operators; cf. [46, Sect. IV.5] and Remark 6.4 (iii).
Theorem 6.2. Assume that A is closed in K, ρ(A) 6= ∅, and B is an operator in
K with dom(B) ⊇ dom(A) and
B(A− zIK)
−1 ∈ B∞(K) for some (and hence for all ) z ∈ ρ(A). (6.5)
(i) Let Ω0(A) be a connected component of ρ˜(A). If Ω0(A) ∩ ρ(A + B) 6= ∅, then
Ω0(A) is also a connected component of ρ˜(A + B). In particular, if A,B ∈ B(K),
the unbounded connected component of ρ˜(A) and ρ˜(A+B) coincide.
(ii) Suppose that Ωj(A)∩ρ(A+B) 6= ∅ for all connected components Ωj(A), j ∈ J ,
of ρ˜(A) (J ⊆ N an appropriate index set ). Then,
ρ˜(A) ⊆ ρ˜(A+ B), equivalently, σ˜ess(A+B) ⊆ σ˜ess(A). (6.6)
Proof. (i) One can follow the proof of [36, Lemma I.5.2], where the special case of
bounded operators is treated. More precisely, one first notes that K(z) = −B(A−
zIK)
−1 is analytic in Ω0(A) ∩ ρ(A) and K(z) ∈ B∞(K) for all z ∈ Ω0(A) ∩ ρ(A).
By hypothesis, (A+B − z0IK)−1 ∈ B(K) for some z0 ∈ Ω0(A). If z0 ∈ ρ(A), then
(A+B − z0IK) = [IK −K(z0)](A − z0IK) (6.7)
implies bounded invertibility of IK −K(z0), that is,
[IK −K(z0)]
−1 ∈ B(K). (6.8)
If z0 ∈ σd(A) one chooses a z1 6= z0, z1 ∈ ρ(A) ∩ Ω0(A) in a sufficiently small
neighborhood of z0 and then obtains
[IK −K(z1)]
−1 ∈ B(K). (6.9)
This choice is possible since ρ(A),Ω0(A) are both open subsets of C and z0 ∈
σd(A) is isolated in σ(A) by definition. By Theorem A.2, there is a discrete set
D0 ⊂ ρ(A) ∩ Ω0(A) such that [IK −K(z)]−1 ∈ B(K) for all z ∈ ρ(A) ∩ Ω0(A) with
z 6∈ D0. Thus, since σ(A) ∩ Ω0(A) consists of isolated points only,
(A+B − zIK) = [IK −K(z)](A− zIK) (6.10)
is boundedly invertible for z ∈ Ω0(A)\D1, where D1 ⊂ Ω0(A) is a (possibly empty)
discrete set. In particular, σ(A+B)∩Ω0(A) consists of isolated points only. Next,
pick z˜ ∈ Ω0(A) and 0 < ε sufficiently small such thatD(z˜; ε)\{z˜} ⊂ ρ(A)∩ρ(A+B).
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Use (6.7) and consider the Riesz projection
P (z˜;A+B) =
−1
2πi
‰
∂D(z˜;ε)
dζ (A+B − ζIK)
−1
=
−1
2πi
‰
∂D(z˜;ε)
dζ
(
(A− ζIK)
−1 − (A+B − ζIK)
−1
[
B(A − ζIK)
−1
])
= P (z˜;A)−
1
2πi
‰
∂D(z˜;ε)
dζ (A+B − ζIK)
−1K(ζ). (6.11)
Since dim(ran(P (z˜;A))) <∞ andK(ζ) ∈ B∞(K) for all ζ ∈ ∂D(z˜; ε), also P (z˜;A+
B) ∈ B∞(K). The latter fact is equivalent to dim(ran(P (z˜;A+B))) <∞ implying
z˜ ∈ ρ˜(A+B) and hence
Ω0(A) ⊆ ρ˜(A+B). (6.12)
In particular,
Ω0(A) ⊆ Ω0(A+B), (6.13)
where Ω0(A + B) is the connected component of ρ˜(A + B) that contains Ω0(A).
To prove the reverse inclusion we now interchange the role of A and A + B as
follows: Pick ẑ ∈ ρ˜(A + B) and 0 < ε sufficiently small such that D(ẑ; ε)\{ẑ} ⊂
ρ(A) ∩ ρ(A+B) and consider the Riesz projection
P (ẑ;A) =
−1
2πi
‰
∂D(ẑ;ε)
dζ (A− ζIK)
−1
=
−1
2πi
‰
∂D(ẑ;ε)
dζ
(
(A+B − ζIK)
−1 + (A+B − ζIK)
−1
[
B(A− ζIK)
−1
])
= P (ẑ;A+B) +
1
2πi
‰
∂D(ẑ;ε)
dζ (A+B − ζIK)
−1K(ζ). (6.14)
Invoking compactness of K( · ) once more one then concludes ẑ ∈ ρ˜(A) and hence
Ω0(A+B) ⊆ ρ˜(A). (6.15)
Since Ω0(A+B) ∩ Ω0(A) 6= ∅, this implies
Ω0(A+B) ⊆ Ω0(A), (6.16)
and hence by (6.13),
Ω0(A) = Ω0(A+B). (6.17)
The fact that for bounded operators
ρ(A) ∩ ρ(A+B) ⊃ {z ∈ C | |z| > max(‖A‖, ‖A+B‖)}, (6.18)
proves that the unbounded connected component of ρ(A) and ρ(A+B) coincide.
(ii) Since
⋃
j∈J Ωj(A) = ρ˜(A), part (ii) follows from part (i). 
Thus, a sufficient condition for the invariance of the essential spectrum of A
under the perturbation B arises as follows:
Corollary 6.3. Assume that A is closed in K, ρ(A) 6= ∅, and B is a linear operator
in K with dom(B) ⊇ dom(A) and
B(A− zIK)
−1 ∈ B∞(K) for some (and hence for all ) z ∈ ρ(A). (6.19)
Suppose each connected component of ρ˜(A) contains a point of ρ(A+B), and each
connected component of ρ˜(A+B) contains a point of ρ(A). Then,
ρ˜(A+B) = ρ˜(A), equivalently, σ˜ess(A+B) = σ˜ess(A). (6.20)
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Proof. From Theorem 6.2 (ii) we obtain the inclusion
ρ˜(A) ⊆ ρ˜(A+B), equivalently, σ˜ess(A+B) ⊆ σ˜ess(A). (6.21)
To show the other inclusion we note that A + B is closed in K, ρ(A + B) 6= ∅,
and −B is a linear operator in K with dom(−B) ⊇ dom(A + B). Moreover, for
z ∈ ρ(A) ∩ ρ(A+B) one verifies
B(A+B − zIK)
−1 = IK − (A− zIK)(A+B − zIK)
−1 ∈ B(K) (6.22)
and from
−B(A+B−zIK)
−1 = −B(A−zIK)
−1+B(A−zIK)
−1
[
B(A+B−zIK)
−1
]
(6.23)
and assumption (6.19) one concludes −B(A+B − zIK)−1 ∈ B∞(K) for some (and
hence for all ) z ∈ ρ(A) ∩ ρ(A + B). Therefore, Theorem 6.2 (ii) applies with the
roles of A and A+B interchanged to obtain the remaining inclusion
ρ˜(A+B) ⊆ ρ˜(A), equivalently, σ˜ess(A) ⊆ σ˜ess(A +B). (6.24)

Remark 6.4. (i) The example of the unitary left-shift operator A0 in ℓ
2(Z), given
by
(A0f)n = fn+1, f = {fn}n∈Z ∈ ℓ
2(Z), (6.25)
with
σ(A0) = σess(A0) = {z ∈ C | |z| = 1} = ∂D(0; 1), (6.26)
perturbed by the rank-one perturbation
(B0f)n = −δn,0f1, f = {fn}n∈Z ∈ ℓ
2(Z), (6.27)
yields for A0 +B0,
σ(A0 +B0) = σess(A0 +B0) = D(0; 1), (6.28)
see, for instance, [64, Example 1, p. 110]. Thus, invariance of the essential spectrum
already fails spectacularly even in the presence of a rank-one perturbation B0,
without some some additional condition on the connected components of ρ˜(A0),
respectively, ρ˜(A0 +B0). Indeed,
ρ(A0) = ρ˜(A0) = D(0; 1) ∪ (C\D(0; 1)) = C\∂D(0; 1) (6.29)
consists of two connected components, while
ρ(A0 +B0) = ρ˜(A0 +B0) = C\D(0; 1) (6.30)
has precisely one connected component, consistent with
D(0; 1) = σess(A0 +B0) % σess(A0) = ∂D(0; 1). (6.31)
(ii) For additional criteria implying invariance of the essential spectrum we refer to
[64, p. 111–117].
(iii) Alternatively, one can prove Theorem 6.2 invoking Fredholm theoretic notions
(such as, nullity, deficiency, and the Fredholm index). For more details we refer to
[46, Sect. IV.5].
(iv) The hypotheses on the connected components of ρ˜(A) and ρ˜(A+B) in Corol-
lary 6.3 correct and complete the ones made in [29, Sects. 4, 5]. ⋄
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Next, we need one more piece of notation: Let Ω ⊆ C be open and connected,
and let f : Ω→ C ∪ {∞} be meromorphic and not identically vanishing on Ω. The
multiplicity function m(z; f), z ∈ Ω, is then defined by
m(z; f) =

k, if z is a zero of f of order k,
−k, if z is a pole of f of order k,
0, otherwise.
(6.32)
=
1
2πi
‰
∂D(z;ε)
dζ
f ′(ζ)
f(ζ)
, z ∈ Ω, (6.33)
for 0 < ε sufficiently small. Here the counterclockwise oriented circle ∂D(z; ε) is
chosen sufficiently small such that ∂D(z; ε) contains no other singularities or zeros
of f except, possibly, z.
As discussed in Howland [44], there is an additional problem with meromorphic
(even finitely meromorphic) Bp(K)-valued functions in connection with modified
Fredholm determinants we need to address. Indeed, suppose F is meromorphic in
Ω and F (z), z ∈ Ω, is of finite rank. Then of course detH(IK−F (·)) is meromorphic
in Ω (here detH( · ) represents the standard Fredholm determinant). However, the
formula (see, e.g., [78, p. 75], [81, p. 44]),
detH,p(IK−F (z)) = detH(IK−F (z)) exp
[
trH
(
−
p−1∑
j=1
j−1F (z)j
)]
, z ∈ Ω, (6.34)
where detH,p( · ), p ∈ N, represents the pth (modified) Fredholm determinant (cf.,
[35, Ch. IX], [36, Ch. IV], [76], [78, Chs. 3, 9], [81, Sect. 1.7]) shows that detH,p(IK−
F ( · )), for p > 1, in general, will exhibit essential singularities at poles of F . To side-
step this difficulty, Howland extends the definition of m(· ; f) in (6.32) to functions
f with isolated essential singularities by focusing exclusively on (6.33): Suppose f
is meromorphic in Ω except at isolated essential singularities. Then as in (6.33),
we use the definition
m(z; f) =
1
2πi
‰
∂D(z;ε)
dζ
f ′(ζ)
f(ζ)
, z ∈ Ω, (6.35)
where ε > 0 is again chosen sufficiently small to exclude all singularities and zeros
of f except, possibly, z.
Given the extension of m( · ; f) to meromorphic functions with isolated essential
singularities, the generalization of Howland’s global Weinstein–Aronszajn formula
[44] to the case where H0, H are non-self-adjoint, is obtained in the next theo-
rem. Here a slightly stronger assumption than in Theorem 5.9 or Remark 5.10
is imposed, namely, it is assumed that the Birman–Schwinger operator satisfies
K(z) = −V (H0− zIH)−1 ∈ Bp(H) for some p ∈ N and for some (and hence for all)
z ∈ ρ(H0). In this situation it will be shown in the proof of Theorem 6.5 that the
identity
m(z0; detH,p(IH −K( · ))) = ind∂D(z0;ε)(IH −K( · )) (6.36)
holds for all z0 ∈ ρ˜(H0) and 0 < ε sufficiently small.
Theorem 6.5. In addition to Hypothesis 5.8 let p ∈ N, and assume that
V (H0 − zIH)
−1 ∈ Bp(H) for some (and hence for all ) z ∈ ρ(H0). (6.37)
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Suppose each connected component of ρ˜(H0) contains a point of ρ(H), and each
connected component of ρ˜(H) contains a point of ρ(H0). Then,
ρ˜(H) = ρ˜(H0), equivalently, σ˜ess(H) = σ˜ess(H0), (6.38)
and the global Weinstein–Aronszajn formula
ma(z;H) = ma(z;H0) +m(z; detH,p(IK −K( · ))), z ∈ ρ˜(H0), (6.39)
holds.
Proof. Since (6.38) has been established in Corollary 6.3, it suffices to focus on
(6.39). In the computation (6.41) below we shall make use of the elementary identity
[IK − L]
−1Lp−1 = [IK − L]
−1 −
p−2∑
j=0
Lj (6.40)
for L ∈ B(K) such that [IK − L]−1 ∈ B(K). It follows from (6.35), [81, eq. (18) on
p. 44] for z0 ∈ ρ˜(H0), and 0 < ε sufficiently small, that
m(z0; detH,p(IH −K( · ))) =
1
2πi
‰
∂D(z0;ε)
dζ
d
dζ
ln(detH,p(IH −K(ζ)))
=
1
2πi
‰
∂D(z0;ε)
dζ trH
(
[IH −K(ζ)]
−1K(ζ)p−1[−K ′(ζ)]
)
=
1
2πi
trH
( ‰
∂D(z0;ε)
dζ [IH −K(ζ)]
−1K(ζ)p−1[−K ′(ζ)]
)
=
1
2πi
trH
( ‰
∂D(z0;ε)
dζ
{ p−2∑
j=0
K(ζ)jK ′(ζ) + [IH −K(ζ)]
−1[−K ′(ζ)]
})
=
1
2πi
trH
( ‰
∂D(z0;ε)
dζ [IH −K(ζ)]
−1[−K ′(ζ)]
)
= ind∂D(z0;ε)(IH −K( · ))
= ma(z0;H)−ma(z0;H0), (6.41)
which also implies (6.36). Here we used (5.20) and (5.44) in the final steps, and
the fact that because of analyticity of K( · )jK ′( · ) in a sufficiently small punctured
neighborhood of z0, ‰
∂D(z0;ε)
dζ K(ζ)jK ′(ζ) = 0, j ∈ N0. (6.42)
To prove (6.42) one invokes (5.4)–(5.6) repeatedly to conclude that
trH
( ‰
∂D(z0;ε)
dζ K(ζ)jK ′(ζ)
)
=
1
j + 1
trH
( ‰
∂D(z0;ε)
dζ
d
dζ
K(ζ)j+1
)
= 0,
j ∈ N0, (6.43)
since K( · )j+1, j ∈ N0, is analytic in a sufficiently small neighborhood of ∂D(z0; ε).
The result (6.41) extends to z0 in each connected component of ρ˜(H0) and hence
to all of ρ˜(H0). 
Remark 6.6. In the special case p = 1 Theorem 6.5 was originally obtained by
Kuroda [52]. Howland [44] developed the theory in great detail for ve
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perturbations (patterned after Kato [45]) in the case where H0 and H are self-
adjoint. A very different proof of (6.39), closely following the arguments in Howland
[44], was discussed in [29]. Frank [21] also considered the case where H0 was self-
adjoint and bounded from below. ⋄
We conclude with the following variant of Theorem 5.11:
Theorem 6.7. Assume Hypothesis 5.8 and consider a point z0 ∈ ρ(H0) ∩ σ(H)
such that D(z0; ε0)\{z0} ⊂ ρ(H0) ∩ ρ(H) for some ε0 > 0. Let p ∈ N. In addition,
suppose that
V (H0 − zIH)
−1 ∈ Bp(H) for some (and hence for all ) z ∈ ρ(H0). (6.44)
Then z0 is a discrete eigenvalue of H,
z0 ∈ σd(H), (6.45)
and for 0 < ε < ε0,
ma(z0;H) = ind∂D(z0;ε)(IH −K( · ))
= ma(z0; IH −K( · )) = m(z0; detH,p(IK −K( · ))).
(6.46)
Proof. By formula (5.55) in Theorem 5.11 (which applies in the current situation
since assumption (6.44) is stronger than (5.53); cf. Remark 5.10), it remains to
prove the final equality in (6.46). For this purpose one now follows the derivation
of (6.41) (see also (6.36)) line by line to arrive at
m(z0; detH,p(IH −K( · ))) = · · · · · · = ind∂D(z0;ε)(IH −K( · )) = ma(z0;H), (6.47)
since ma(z0;H0) = 0 as z0 ∈ ρ(H0). 
We remark that Lemma 3.2 in Frank [21] corresponds to the second line of (6.46)
(see also [40]).
Appendix A. The Analytic and Meromorphic Fredholm Theorems
In this short appendix we recall the analytic and meromorphic Fredholm theo-
rems for operator-valued functions, see, e.g., [38, Sect. 4.1], [39], [44], [63, Theorem
VI.14], [64, Theorem XIII.13], [65], [79].
Hypothesis A.1. Let Ω ⊆ C be open and connected, and suppose that A : Ω →
B(H) is analytic and that
A(z) ∈ Φ(H) for all z ∈ Ω. (A.1)
Then the analytic Fredholm theorem reads as follows:
Theorem A.2. Assume that A : Ω→ B(H) satisfies Hypothesis A.1. Then either
(i) A(z) is not boundedly invertible for any z ∈ Ω,
or else,
(ii) A( · )−1 is finitely meromorphic on Ω. More precisely, there exists a discrete
subset Ωd ⊂ Ω (i.e., a set without limit points in Ω; possibly, Ωd = ∅) such that
A(z)−1 ∈ B(H) for all z ∈ Ω\Ωd, A( · )
−1 is analytic on Ω\Ωd, and meromorphic
on Ω. In addition,
A(z)−1 ∈ Φ(H) for all z ∈ Ω\Ωd, (A.2)
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and if z1 ∈ Ωd then
A(z)−1 =
∞∑
k=−N0(z1)
(z − z1)
kCk(z1), 0 < |z − z1| < ε0(z1), (A.3)
with
C−k(z1) ∈ F(H), 1 ≤ k ≤ N0(z1), C0(z1) ∈ Φ(H),
Ck(z1) ∈ B(H), k ∈ N.
(A.4)
In addition, if [IH −A(z)] ∈ B∞(H) for all z ∈ Ω, then[
IH −A(z)
−1
]
∈ B∞(H), z ∈ Ω\Ωd, [IH − C0(z1)] ∈ B∞(H), z1 ∈ Ωd. (A.5)
Next, we briefly turn to the meromorphic Fredholm theorem.
Hypothesis A.3. Let Ω ⊆ C be open and connected, and Ωd ⊂ Ω a discrete set
(i.e., a set without limit points in Ω). Suppose that A : Ω\Ωd → B(H) is analytic
and that A( · ) is finitely meromorphic on Ω. In addition, suppose that
A(z) ∈ Φ(H) for all z ∈ Ω\Ωd, (A.6)
and for all z0 ∈ Ωd there is a norm convergent Laurent expansion around z0 of the
form
A(z) =
∞∑
k=−N0
(z − z0)
kAk(z0), 0 < |z − z0| < ε0, (A.7)
for some N0 = N0(z0) ∈ N and some 0 < ε0 = ε0(z0) sufficiently small, with
A−k(z0) ∈ F(H), 1 ≤ k ≤ N0(z0), A0(z0) ∈ Φ(H),
Ak(z0) ∈ B(H), k ∈ N.
(A.8)
Then the meromorphic Fredholm theorem reads as follows:
Theorem A.4. Assume that A : Ω\Ωd → B(H) satisfies Hypothesis A.3. Then
either
(i) A(z) is not boundedly invertible for any z ∈ Ω\Ωd,
or else,
(ii) A( · )−1 is finitely meromorphic on Ω. More precisely, there exists a discrete
subset Ωd,0 ⊂ Ω (possibly, Ωd,0 = ∅) such that A(z)−1 ∈ B(H) for all z ∈ Ω\{Ωd ∪
Ωd,0}, A( · )−1 extends to an analytic function on Ω\Ωd,0, meromorphic on Ω. In
addition,
A(z)−1 ∈ Φ(H) for all z ∈ Ω\Ωd,0, (A.9)
and if z1 ∈ Ωd,0 then for some N0(z1) ∈ N, and for some 0 < ε0(z1) sufficiently
small,
A(z)−1 =
∞∑
k=−N0(z1)
(z − z1)
kDk(z1), 0 < |z − z1| < ε0(z1), (A.10)
with
D−k(z1) ∈ F(H), 1 ≤ k ≤ N0(z1), D0(z1) ∈ Φ(H),
Dk(z1) ∈ B(H), k ∈ N.
(A.11)
In addition, if [IH −A(z)] ∈ B∞(H) for all z ∈ Ω\Ωd, then[
IH −A(z)
−1
]
∈ B∞(H), z ∈ Ω\Ωd,0, [IH −D0(z1)] ∈ B∞(H), z1 ∈ Ωd,0.
(A.12)
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