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SCATTERING IN H1 FOR THE INTERCRITICAL NLS WITH
AN INVERSE-SQUARE POTENTIAL
JING LU, CHANGXING MIAO, AND JASON MURPHY
Abstract. We study the nonlinear Schro¨dinger equation with an inverse-
square potential in dimensions 3 ≤ d ≤ 6. We consider both focusing and de-
focusing nonlinearities in the mass-supercritical and energy-subcritical regime.
In the focusing case, we prove a scattering/blowup dichotomy below the ground
state. In the defocusing case, we prove scattering in H1 for arbitrary data.
1. Introduction
We consider the Cauchy problem for nonlinear Schro¨dinger equations (NLS) with
an inverse-square potential:{
(i∂t − La)u = µ|u|
αu, (t, x) ∈ R× Rd,
u(0, x) = u0(x),
(NLSa)
in dimensions d ≥ 3. Here we consider an inverse square potential, i.e.
La = −∆+
a
|x|2 for a > −
(
d−2
2
)2
. (1.1)
More precisely, we consider the Friedrichs extension of the quadratic form Q defined
on C∞c (R
d\{0}) via
Q(f) =
∫
Rd
|∇f(x)|2 + a|x|2 |f(x)|
2 dx.
The choice of the Friedrichs extension is natural from a physical point of view;
furthermore, when a = 0, La reduces to the standard Laplacian −∆. For more
details, see for example [13].
We choose the power α in (NLSa) to be intercritical, i.e. mass-supercritical but
energy-subcritical (cf. the discussion below):
4
d < α <
4
d−2 . (1.2)
We consider µ ∈ {±1}, where µ = 1 gives the defocusing case and µ = −1 gives
the focusing case.
The restriction on a in (1.1) guarantees positivity of La. In fact, by the sharp
Hardy inequality,
Q(f) = ‖
√
Laf‖
2
L2x
∼ ‖∇f‖2L2x for a > −
(
d−2
2
)2
. (1.3)
In particular, the Sobolev space H˙1x is isomorphic to the space H˙
1
a defined in terms
of La. The equivalence of other Sobolev spaces plays an important role in the
well-posedness theory for (NLSa); see Section 2.4 below.
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Solutions to (NLSa) conserve the mass and energy, defined respectively by
M(u(t)) :=
∫
Rd
|u(t, x)|2 dx,
Ea(u(t)) :=
∫
Rd
1
2 |∇u(t, x)|
2 + a2|x|2 |u(t, x)|
2 + µα+2 |u(t, x)|
α+2 dx.
When a = 0, (NLSa) reduces to the ‘free’ NLS:
(i∂t +∆)u = µ|u|
αu. (NLS0)
Like (NLS0), the equation (NLSa) enjoys the scaling symmetry
u(t, x) 7→ uλ(t, x) := λ
2
αu(λ2t, λx). (1.4)
This symmetry identifies H˙scx (R
d) as the scaling-critical space of initial data, where
sc =
d
2 −
2
α .
The mass-critical problem corresponds to sc = 0 (or α =
4
d), in which case
M(u) ≡ M(uλ). The energy-critical problem corresponds to sc = 1 (or α =
4
d−2),
in which case Ea(u) ≡ Ea(u
λ). The condition (1.2) is equivalent to sc ∈ (0, 1),
which we call the intercritical case.
In contrast to (NLS0), the equation (NLSa) with a 6= 0 is not space-translation
invariant. The presence of a broken symmetry in (NLSa) plays an important role
in the analysis throughout the paper.
In this paper, we study global well-posedness and scattering for (NLSa) for initial
data u0 ∈ H
1. Such data have finite mass and energy; indeed, this follows from
(1.3) and the following Gagliardo–Nirenberg inequality:
‖f‖α+2
Lα+2x
≤ Ca‖f‖
4−(d−2)α
2
L2x
‖f‖
dα
2
H˙1a
, (1.5)
where Ca denotes the sharp constant in the inequality above. Note that Ca is finite
in light of the standard Gagliardo–Nirenberg inequality and (1.3). The inequality
(1.5) plays a key role throughout the paper; it is discussed further in Section 2.6.
Before stating our results, we briefly discuss the relevant past results on (NLS0)
and (NLSa) in the intercritical setting.
1.1. Discussion of past results. For the defocusing intercritical free NLS, one
has scattering in H1 [9, 22], that is, for any u0 ∈ H
1
x there exist a global solution
u and unique u± ∈ H1 such that
lim
t→±∞
‖u(t)− eit∆u±‖H1x(Rd) = 0.
Here eit∆ denotes the Schro¨dinger group. For (NLSa) in the defocusing intercritical
setting, the authors of [25] proved scattering in H1 in the regime{
a ≥ 0 d = 3,
a > −
(
d−2
2
)2
+
(
2
α+2
)2
d ≥ 4.
(1.6)
That is, they showed that there exist unique u± ∈ H1 so that
lim
t→±∞ ‖u(t)− e
−itLau±‖H1x(Rd) = 0.
The restrictions in (1.6) stemmed from the interaction Morawetz inequality.
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For the focusing intercritical free NLS, there exists a global nonscattering so-
lution, namely, the ground state soliton u(t) = eitQ0, where Q0 is the unique,
positive, radial, decaying solution to
∆Q0 −Q0 +Q
α+1
0 = 0.
In [3, 7, 10, 11], a blowup/scattering dichotomy was established ‘below the ground
state’. In particular, [7, 11] considered the cubic NLS in three dimensions (see also
[6]), while [3, 10] considered the full intercritical range. To make this precise, one
can define the following quantities (for some fixed 0 < sc < 1):
E0 = M(Q0)
σE0(Q0), K0 = ‖Q‖
σ
L2x
‖Q‖H˙1x
, σ = 1sc − 1.
Then one has the following:
Theorem 1.1 (Scattering/blowup dichotomy, free case [3, 7, 10, 11]). Let µ = −1
and let α satisfy (1.2). Suppose u0 ∈ H
1 satisfies M(u0)
σE0(u0) < E0 and let u be
the corresponding solution to (NLS0) with initial data u0.
If ‖u0‖
σ
L2‖u0‖H˙1 > K0 and u0 is radial or xu0 ∈ L
2, then u blows up in finite
time in both time directions.
If ‖u0‖
σ
L2‖u0‖H˙1 < K0, then u is global and scatters.
Furthermore, if ψ ∈ H1 satisfies 12‖ψ‖
2σ
L2‖ψ‖
2
H˙1
< E0, then there exists a global
solution to (NLS0) that scatters to ψ forward in time. The analogous statement
holds backward in time.
For (NLSa) in the focusing intercritical regime, an analogous result was estab-
lished in [18]. In particular, [18] considered a cubic nonlinearity in three space
dimensions. In this case, when a ∈ (− 14 , 0] one can construct a solution to the
elliptic problem
− LaQa −Qa + |Qa|
2Qa = 0, (1.7)
as an optimizer to the Gagliardo–Nirenberg inequality (1.5); when a > 0, no opti-
mizer exists. In this case, one defines the quantities
Ea = M(Qa∧0)Ea∧0(Qa∧0), Ka = ‖Qa∧0‖L2x‖Qa∧0‖H˙1a∧0 ,
where a ∧ 0 = min{a, 0}. The main result in [18] is the following:
Theorem 1.2 (Scattering/blowup dichotomy [18]). Let µ = −1, a > − 14 , α = 2,
and d = 3. Suppose u0 ∈ H
1(R3) satisfies M(u0)Ea(u0) < Ea and let u be the
corresponding solution to (NLSa) with initial data u0.
If ‖u0‖L2‖u0‖H˙1a
> Ka and u0 is radial or xu0 ∈ L
2, then u blows up in finite
time in both time directions.
If ‖u0‖L2‖u0‖H˙1a < Ka, then u is global and scatters.
1.2. Discussion of main results. In this paper, we firstly address the scattering
theory for (NLSa) in the defocusing intercritical setting, extending the results of
[25]. For the focusing problem, we adapt the arguments of [18] to prove a scat-
tering/blowup dichotomy below the ground state for the full intercritical regime,
giving a result analogous to that of [3] for the free NLS.
Our results require a local well-posedness theory in H1 for (NLSa). This leads to
restrictions on the range of (d, a) that we can consider, as we now briefly explain.
As in the case of (NLS0), Strichartz estimates play a key role in the local theory.
For the case of (NLSa), the full range of Strichartz estimates were established in
[2]. We also need to estimate powers of La applied to the nonlinearity. To get the
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requisite fractional calculus estimates for La, we rely on the equivalence of Sobolev
spaces (proved in [16]) to exchange powers of La and powers of −∆ (for which
fractional calculus estimates are known). This approach leads to a restriction on
the range of (d, a) that we can treat. Specifically, we consider the following ranges:{
a > −
(
d−2
2
)2
if d = 3 and 43 < α ≤ 2,
a > −
(
d−2
2
)2
+
(
d−2
2 −
1
α
)2
if 3 ≤ d ≤ 6 and 2d−2 ∨
4
d < α <
4
d−2 .
(1.8)
Here a∨b := max{a, b}. As will be discussed in Section 2.4, one can prove a local
theory in critical spaces for a larger range of (d, a); however, we need to rely on
conservation laws and hence we work at the level of H1. For the specific estimates
leading to the restrictions (1.8), see (2.9).
Our first result is for the defocusing case.
Theorem 1.3 (Scattering). Assume µ = 1 and that (d, a, α) satisfy (1.8). Then
for any u0 ∈ H
1, the solution to (NLSa) with initial data u0 is global and scatters.
In the focusing case, we prove a result analogous to Theorem 1.1 and Theo-
rem 1.2, namely, a scattering/blowup dichotomy below the ground state. In par-
ticular, in Section 2.6 we will see that there exist optimizers Qa to the Gagliardo–
Nirenberg inequality (1.5) for a ≤ 0, which solve the elliptic equation
− LaQa −Qa + |Qa|
αQa = 0. (1.9)
For a > 0, Ca = C0 but no optimizers exist. As above, we define the thresholds
Ea := M(Qa∧0)σEa∧0(Qa∧0), Ka := ‖Qa∧0‖σL2x‖Qa∧0‖H˙1a∧0 , (1.10)
where σ := 1sc − 1 and a ∧ b := min{a, b}. We remark that Ea and Ka may be
described purely in terms of the sharp constant Ca (see Section 2.6). Our second
result is the following:
Theorem 1.4 (Scattering/blowup dichotomy). Assume µ = −1 and that (d, a, α)
satisfy (1.8). Suppose that u0 ∈ H
1 satisfies M(u0)
σEa(u0) < Ea and let u be the
corresponding solution to (NLSa) with initial data u0.
(i) If ‖u0‖L2‖u0‖H˙1a
> Ka and u0 is radial or xu0 ∈ L
2, then u blows up in
finite time in both time directions.
(ii) If ‖u0‖L2‖u0‖H˙1a < Ka, then u is global and scatters.
Our arguments parallel those of [18], which treated the cubic problem in three
dimensions. New technical obstructions appear throughout the arguments, related
especially to the problem of equivalence of Sobolev spaces. The blowup result in
Theorem 1.4 will follow from fairly standard virial arguments; thus, we focus on
discussing the scattering results in Theorem 1.3 and Theorem 1.4.
For the scattering results, we adopt the concentration compactness approach to
induction on energy: We first show that if the scattering result is false, then we
may find a minimal blowup solution that is global-in-time and has a precompact
orbit in H1. We then use a localized virial argument to rule out the existence of
such solutions; in the focusing case, the sub-threshold assumption guarantees the
requisite coercivity of the virial estimate.
The broken translation symmetry present in (NLSa) plays an important role in
the analysis, particularly in the construction of minimal blowup solutions. This con-
struction relies on linear and nonlinear profile decompositions. The most delicate
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point comes in the construction of scattering solutions corresponding to nonlinear
profiles with translation parameters tending to spatial infinity (cf. Theorem 3.6).
For such profiles, we rely on the scattering results for the free NLS (e.g. Theo-
rem 1.2 above) to construct a scattering solution to (NLS0). We then show that
this solution approximately solves (NLSa) and invoke a stability result to deduce
the existence of a true scattering solution to (NLSa). As a consequence of these
arguments, we find that minimal blowup solutions are pre-compact in H1 without
modding out by a spatial center; this facilitates a direct implementation of the
standard localized virial arguments.
1.3. Outline of the paper. The rest of the paper is organized as follows. In Sec-
tion 2, we first introduce notation. We also discuss harmonic analysis tools adapted
to La, as well as the local theory for (NLSa). We finally discuss virial identities
and the variational analysis related to the sharp Gagliardo–Nirenberg inequality.
In Section 3, we develop the requisite concentration compactness tools adapted
to the Strichartz estimate for La. We also prove the embedding result nonlinear
profiles, Theorem 3.6. In Section 4, we show that if the scattering results fail,
then there exist minimal blowup solutions. In Section 5, we preclude the possibil-
ity of such minimal blowup solutions, completing the proofs of Theorem 1.3 and
Theorem 1.4(ii). Finally, in Section 6, we prove the blowup result, Theorem 1.4(i).
Acknowledgements. J.M. was supported by the NSF Postdoctoral Fellowship
DMS-1400706. C.M. was partly supported by the NSF of China (No. 11671047)
2. Preliminaries
The notation A . B means that A 6 CB for some constant C > 0. If A .
B . A, we write A ∼ B. We write A ∧B = min{A,B}, A ∨B = max{A,B}, and
〈x〉 =
√
1 + |x|2. We use LqtL
r
x space-time norms defined via
‖f‖LqtLrx(I×Rd) :=
(∫
I
‖f(t)‖q
Lr(Rd)
dt
) 1
q
for any space-time slab I×Rd. We make the usual modifications when q or r equals
∞. When q = r, we abbreviate LqtL
r
x by L
q
t,x. To shorten formulas, we often omit
Rd or I × Rd. For r ∈ [1,∞] we let r′ ∈ [1,∞] denote the Ho¨lder dual, i.e. the
solution to 1r +
1
r′ = 1.
We write x+ to denote x+ ε for some small ε > 0, and similarly for x−.
We define Sobolev spaces in terms of La via
‖f‖H˙s,ra (Rd) = ‖(La)
s
2 f‖Lrx(Rd) and ‖f‖H
s,r
a (Rd) = ‖(1 + La)
s
2 f‖Lrx(Rd).
We abbreviate H˙sa(R
d) = H˙s,2a (R
d) and Hsa(R
d) = Hs,2a (R
d).
2.1. Harmonic analysis adapted to La. In this section, we describe some har-
monic analysis tools adapted to the operator La. The primary reference for this
section is [16].
Recall that by the sharp Hardy inequality, one has
‖
√
La f‖
2
L2x
∼ ‖∇f‖2L2x for a > −(
d−2
2 )
2. (2.1)
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Thus, the operator La is positive for a > −(
d−2
2 )
2. To state the estimates below,
it is useful to introduce the parameter
ρ := d−22 −
[(
d−2
2
)2
+ a
] 1
2 . (2.2)
We first give the estimates on the heat kernel associated to the operator La.
Lemma 2.1 (Heat kernel bounds, [20, 21]). Let d ≥ 3 and a > −(d−22 )
2. There
exist positive constants C1, C2 and c1, c2 such that for any t > 0 and any x, y ∈
Rd\{0},
C1(1∨
√
t
|x| )
ρ(1∨
√
t
|y| )
ρt−
d
2 e
− |x−y|2
c1t ≤ e−tLa(x, y) ≤ C2(1∨
√
t
|x| )
ρ(1∨
√
t
|y| )
ρt−
d
2 e
− |x−y|2
c2t .
The following result concerning equivalence of Sobolev spaces was established in
[16]; it plays an important role throughout this paper.
Lemma 2.2 (Equivalence of Sobolev spaces, [16]). Let d ≥ 3, a > −(d−22 )
2, and
0 < s < 2. If 1 < p <∞ satisfies s+ρd <
1
p < min{1,
d−ρ
d }, then
‖|∇|sf‖Lpx .d,p,s ‖(La)
s
2 f‖Lpx for all f ∈ C
∞
c (R
d\{0}).
If max{ sd ,
ρ
d} <
1
p < min{1,
d−ρ
d }, then
‖(La)
s
2 f‖Lpx .d,p,s ‖|∇|
sf‖Lpx for all f ∈ C
∞
c (R
d\{0}).
Next, we recall some fractional calculus estimates due to Christ andWeinstein [5].
Combining these estimates with Lemma 2.2, we can deduce analogous statements
for powers of La (with suitably restricted sets of exponents).
Lemma 2.3 (Fractional calculus).
(i) Let s ≥ 0 and 1 < r, rj , qj <∞ satisfy
1
r =
1
rj
+ 1qj for j = 1, 2. Then
‖|∇|s(fg)‖Lrx . ‖f‖Lr1x ‖|∇|
sg‖Lq1x + ‖|∇|
sf‖Lr2x ‖g‖L
q2
x
.
(ii) Let G ∈ C1(C) and s ∈ (0, 1], and let 1 < r1 ≤ ∞ and 1 < r, r2 <∞ satisfy
1
r =
1
r1
+ 1r2 . Then
‖|∇|sG(u)‖Lrx . ‖G
′(u)‖Lr1x ‖u‖Lr2x .
We make use of Littlewood–Paley projections defined via the heat kernel:
P aN := e
−La/N2 − e−4La/N
2
for N ∈ 2Z.
In order to state the following results, it is convenient to define
q˜ :=
{
∞ if a ≥ 0,
d
ρ if − (
d−2
2 )
2 < a < 0.
We write q˜′ for the dual exponent to q˜.
We begin with several lemmas from [16], which were proved using a Mihklin-type
multiplier theorem for functions of La.
Lemma 2.4 (Expansion of the identity [16]). Let q˜′ < r < q˜. Then
f =
∑
N∈2Z
P aNf as elements of L
r
x.
Lemma 2.5 (Bernstein estimates [16]). Let q˜′ < q ≤ r < q˜. Then
(i) The operators P aN are bounded on L
r
x.
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(ii) The operators P aN map L
q
x to L
r
x, with norm O(N
d
q
− d
r ).
(iii) For any s ∈ R,
Ns‖P aNf‖Lrx ∼
∥∥L s2a P aNf∥∥Lrx .
Lemma 2.6 (Square function estimate [16]). Let 0 ≤ s < 2 and q˜′ < r < q˜. Then∥∥∥∥
(∑
N∈2Z
N2s|P aNf |
2
)1
2
∥∥∥∥
Lrx
∼ ‖(La)
s
2 f‖Lrx .
We also record a refined Fatou lemma for use in Section 3.
Lemma 2.7 (Refined Fatou [1]). Let 1 ≤ r <∞ and let {fn} be a bounded sequence
in Lrx. If fn → f almost everywhere, then∫ ∣∣|fn|r − |fn − f |r − |f |r∣∣ dx→ 0.
Strichartz estimates for the propagator e−itLa were proved in [2]. Combining
these with the Christ–Kiselev lemma [4], we arrive at the following:
Proposition 2.8 (Strichartz [2]). Fix a > −(d−22 )
2. The solution u to
(i∂t − La)u = F
on an interval I ∋ t0 obeys
‖u‖LqtLrx(I×Rd) . ‖u(t0)‖L2x(Rd) + ‖F‖Lq˜′t Lr˜′x (I×Rd)
for any 2 ≤ q, q˜ ≤ ∞ with 2q +
d
r =
2
q˜ +
d
r˜ =
d
2 and (q, q˜) 6= (2, 2).
We call such pairs (q, r) and (q˜, r˜) admissible pairs.
2.2. Function spaces. We need to take some care to work in function spaces
for which we have equivalence of Sobolev spaces (cf. Lemma 2.2). Many of the
exponents we use are complicated combinations of α and d. For this reason, we
introduce some notation for frequently-used exponents and function spaces.
First, it will be convenient to use the following notation:
Ssa(I) = L
2
tH
s, 2d
d−2
a ∩ L
∞
t H
s
a(I × R
d) and S˙sa(I) = L
2
t H˙
s, 2d
d−2
a ∩ L
∞
t H˙
s
a(I × R
d).
We let
q0 =
α(d+2)
2 , r0 =
2dα(d+2)
dα(d+2)−8 ,
Then (q0, r0) is an admissible pair. The L
q0
t,x-norm is critical for (NLSa) (i.e. invari-
ant under (1.4)) and will be used to give a scattering criterion below. By Sobolev
embedding, one has H˙sc,r0x →֒ L
q0
x . Furthermore, for (d, a, α) satisfying (1.8), we
have by Lemma 2.2 that H˙sc,r0a and H˙
sc,r0
x are equivalent.
In conjunction with the spaces introduced above, we will often use the particular
dual admissible pair
(ρ, γ) = (α(d+2)2(α+1) ,
2αd(d+2)
αd(d+6)−8 ).
Further specific exponents to be used throughout the paper will be introduced
in Remark 2.16.
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2.3. Convergence of operators. In this section we recall some results from [17]
concerning the convergence of certain linear operators arising from the lack of trans-
lation symmetry for La. These will be useful in Sections 3 and 4.
Definition 2.9. Suppose {xn} ⊂ R
d. We define
Lna = −∆+
a
|x+xn|2 and L
∞
a =
{
−∆+ a|x+x∞|2 , if xn → x∞ ∈ R
d,
−∆, if |xn| → ∞.
In particular, La[φ(x − xn)] = [L
n
aφ](x − xn).
The operators L∞a appear as limits of the operators L
n
a , as in the following:
Lemma 2.10 (Convergence of operators [17]). Let a > −(d−22 )
2. Suppose τn →
τ∞ ∈ R and {xn} ⊂ Rd satisfies xn → x∞ ∈ Rd or |xn| → ∞. Then,
lim
n→∞
‖Lnaψ − L
∞
a ψ‖H˙−1x = 0 for all ψ ∈ H˙
1
x, (2.3)
lim
n→∞
‖
(
e−iτnL
n
a − e−iτ∞L
∞
a
)
ψ‖H˙−1x = 0 for all ψ ∈ H˙
−1
x , (2.4)
lim
n→∞
‖
[
(Lna )
1
2 − (L∞a )
1
2
]
ψ‖L2x = 0 for all ψ ∈ H˙
1
x. (2.5)
Furthermore, for any 2 < q ≤ ∞ and 2q +
d
r =
d
2 ,
lim
n→∞
‖
(
e−itL
n
a − e−itL
∞
a
)
ψ‖LqtLrx(R×Rd) = 0 for all ψ ∈ L
2
x. (2.6)
Finally, if x∞ 6= 0, then for any t > 0,
lim
n→∞
‖[e−tL
n
a − e−tL
∞
a ]δ0‖H˙−1x = 0. (2.7)
In [17, Corollary 3.4], the authors use (2.5) and (2.6) to prove
lim
n→∞
‖eitnL
n
aψ‖
L
2d
d−2
x
= 0 for ψ ∈ H˙1x.
Interpolating this with L2x-boundedness yields the following corollary.
Corollary 2.11. For {xn} ⊂ R
d, tn → ±∞, and ψ ∈ H
1
x, we have
lim
n→∞
‖eitnL
n
aψ‖Lα+2x = 0.
We record one final corollary:
Corollary 2.12. Let a > −(d−22 )
2. Suppose xn → x∞ ∈ Rd or |xn| → ∞. Then
lim
n→∞ ‖(e
−itLna − e−itL
∞
a )ψ‖Lq0t,x(R×Rd) = 0 for all ψ ∈ H
1
x.
Proof. Fix ψ ∈ H1x. By Sobolev embedding, it suffices to show
lim
n→∞
‖|∇|sc(e−itL
n
a − e−itL
∞
a )ψ‖Lq0t L
r0
x
= 0.
To this end, we first use (2.6) to see that
lim
n→∞
‖(e−itL
n
a − e−itL
∞
a )ψ‖Lq0t L
r0
x
= 0.
On the other hand, by equivalence of Sobolev spaces and Strichartz, we have
sup
n
‖|∇|sc+(e−itL
n
a − e−itL
∞
a )ψ‖Lq0t L
r0
x
. ‖|∇|sc+ψ‖L2x . 1.
The result now follows by interpolation. 
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2.4. Local well-posedness and stability. We next discuss the local theory for
(NLSa). We need to consider both the subcritical and critical well-posedness results.
It is convenient to use subcritical results so that we can capitalize on a priori H1-
bounds to deduce global existence; on the other hand, it is natural to address
scattering via critical space-time bounds.
We begin by making our notion of solution precise.
Definition 2.13 (Solution). Let t0 ∈ R and u0 ∈ H
1
a(R
d). Let I be an interval
containing t0. We call u : I × R
d → C a solution to
(i∂t − La)u = µ|u|
αu, u(t0) = u0
if it belongs to CtH
1
a(K × R
d) ∩ S1a(K) for any compact K ⊂ I and obeys the
Duhamel formula
u(t) = e−i(t−t0)Lau0 − iµ
∫ t
t0
e−i(t−s)La
(
|u|αu
)
(s) ds (2.8)
for all t ∈ I. We call I the lifespan of u. We call u a maximal-lifespan solution if
it cannot be extended to a strictly larger interval. We call u global if I = R.
Theorem 2.14 (Local well-posedness). Let t0 ∈ R and u0 ∈ H
1
x(R
d). Suppose
(d, a, α) satisfy (1.8). Then the following hold.
(i) There exist T = T (‖u0‖H1a) > 0 and a unique solution u : (t0−T, t0+T )×
Rd → C with u(t0) = u0. In particular, if u remains uniformly bounded in
H1a throughout its lifespan, then u extends to a global solution.
(ii) There exists η0 > 0 such that if
‖e−i(t−t0)Lau0‖Lq0t,x((t0,∞)×Rd) < η for some 0 < η < η0,
then the solution to (NLSa) with u(t0) = u0 is forward-global and satisfies
‖u‖Lq0t,x((t0,∞)×Rd) . η.
The analogous statement holds backward in time (and on all of R).
(iii) For any ψ ∈ H1a , there exist T > 0 and a solution u : (T,∞)× R
d → C to
(NLSa) such that
lim
t→∞
‖u(t)− e−itLaψ‖H1a = 0.
The analogous statement holds backward in time.
Proof. By time-translation symmetry we may choose t0 = 0. The proofs follow
along standard lines using the contraction mapping principle; in particular, for (i)
and (ii) one constructs a solution satisfying the Duhamel formula (2.8), while for
(iii) one needs to solve
u(t) = e−itLaψ − iµ
∫ ∞
t
e−i(t−s)La
(
|u(s)|αu(s)
)
ds.
We will show here the relevant nonlinear estimates. For more details in a similar
setting, see [18].
For (i), we fix a space-time slab (−T, T )× Rd and argue as follows. We fix β to
be determined shortly and define the parameters
(q˜, r˜) = ( 2αββ−2 ,
2dαβ
β(dα−2)+4), s =
d
2 −
2
α (1−
1
β ).
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We now choose
2 ∨ 44−α(d−2) < β <
{
∞ α ≥ 1
2
1−α α < 1.
The upper bound on β guarantees that (q˜, r˜) is an admissible pair. The lower bound
on β guarantees that s ≤ 1. The conditions on a in (1.8) guarantee that H˙s,r˜x is
equivalent to H˙s,r˜a (cf. Lemma 2.2). Note that to find β adhering to the restrictions
above requires that (d− 4)α < 2; as we wish to consider the full intercritical range
(1.2), we therefore restrict to dimensions d ≤ 6. (We could also include the range
4
d < α <
2
d−4 in dimension d = 7.)
Having chosen parameters as above, we may now estimate by Ho¨lder’s inequality,
Sobolev embedding, and the equivalence of Sobolev spaces:
‖|u|αu‖
L2tH
1, 2d
d+2
a
. ‖|u|αu‖
L2tH
1, 2d
d+2
x
. T
1
β ‖u‖α
Lq˜tL
dα
x
‖u‖L∞t H1x
. T
1
β ‖|∇|su‖α
Lq˜tL
r˜
x
‖u‖L∞t H1a
. T
1
β ‖u‖α
Lq˜tH˙
s,r˜
a
‖u‖L∞t H1a .
(2.9)
Using this estimate, one can close a contraction in the space CtH
1
a ∩ L
q˜
tH
1,r˜
a on a
sufficiently small time interval, where T = T (‖u0‖H1a).
(ii) To prove a ‘critical’ well-posedness result as in (ii), we would instead use the
following nonlinear estimate:
‖|u|αu‖LρtH
sc,γ
a
. ‖u‖α
L
q0
t,x
‖u‖Lq0t H
sc,r0
a
, (2.10)
where once again we have relied on the equivalence of Sobolev spaces (and recall the
notation from Section 2.2). Recalling that H˙sc,r0x →֒ L
q0
x , one can close a contraction
in the space CtH
sc
a ∩ L
q0
t H
sc,r0
a , where we consider functions with small L
q0
t,x-norm
on this time interval. To upgrade to a solution in the sense of Definition 2.13, we
use Remark 2.16 below.
Using the same spaces as in (ii) and once again relying on Remark 2.16, one can
also prove item (iii). 
Remark 2.15. If one is only interested in the critical well-posedness result, then
the following conditions on (d, a) are sufficient to get the necessary equivalence of
Sobolev spaces:{
a > −
(
d−2
2
)2
if 4d < α <
d
d+2 ·
4
d−2 ,
a > −
(
d−2
2
)2
+
(
d−2
2 −
1
α
2d
d+2
)2
if dd+2 ·
4
d−2 ≤ α <
4
d−2 .
(2.11)
The restrictions on (d, a) in (1.8) stem from the fact that we work in CtH
1
a .
Remark 2.16 (Persistence of regularity). Suppose u : I ×Rd → C is a solution to
(NLSa) such that
‖u(t0)‖H1x ≤ E for some t0 ∈ I and ‖u‖L
q0
t,x(I×Rd) ≤ L. (2.12)
Then
‖u‖S1a(I) .E,L 1. (2.13)
Proof of (2.13). In the following, we consider all norms over I × Rd. We will
consider separately the two cases in (1.8). We will show that in each case we may
find exponents q, q1, r, r1, r2 such that the following hold:
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(i) (q, r) and (q1, r1) are admissible pairs,
(ii) H˙sc,r1x →֒ L
r2
x ,
(iii) H˙sc,r1a and H˙
sc,r1
x are equivalent,
(iv) H˙1,ra and H˙
1,r
x are equivalent,
(v) the following nonlinear estimate holds by Ho¨lder’s inequality, the Sobolev
embedding (ii), and the equivalence of Sobolev spaces in (iii) and (iv):
‖|u|αu‖
L2tH
1, 2d
d+2
a
. ‖u‖αLq1t L
r2
x
‖u‖LqtH
1,r
x
. ‖u‖α
L
q1
t H˙
sc,r1
a
‖u‖LqtH
1,r
a
. (2.14)
If we can find such exponents, then using (2.12) and a standard bootstrap argu-
ment (estimating the nonlinearity as in (2.10)), one can first show that
u ∈ L∞t H
sc
a ∩ L
q0
t H
sc,r0
a ∩ L
q1
t H
sc,r1
a .
To prove the S1a-estimates, one can use (2.14) to deduce that L
1
2
a u belongs to every
admissible Strichartz space other than the endpoint L2tL
2d
d−2
x . Perturbing the spaces
slightly (without ruining equivalence of Sobolev spaces) then allows one to get the
endpoint.
1. First consider 43 < α ≤ 2 in d = 3. In this case, we choose
q1 = 2α+, r2 = 3α−, r1 =
6α
3α−2−, (q, r) = (∞−, 2+).
We do not simply choose (q, r) = (∞, 2) in this case for the sake of an approximation
argument later in the paper (cf. (3.15)). 2. We next consider 2d−2 ∨
4
d < α <
4
d−2
in dimensions 3 ≤ d ≤ 6. We need to choose spaces a bit more delicately. First
define
q1 =
4α2
2−α(d−4) , r2 =
2dα2
dα−2 , r1 =
2dα2
dα2−2+α(d−4)
Then (q1, r2) is an admissible pair: As α <
2
d−4 (cf. the remarks surrounding (2.9)),
we have q1 < ∞. The condition q1 > 2 boils down to a quadratic equation for α,
resulting in the constraint
α > α0(d) :=
4−d+√d2−8d+32
4 .
However, one can check that α0(d) ≤
4
d for 3 ≤ d ≤ 6. Note also that by Sobolev
embedding, we also have H˙sc,r1x →֒ L
r2
x . Furthermore, under the contraints (1.8),
we have that H˙sc,r1x and H˙
sc,r1
a are equivalent.
Finally, we let
(q, r) = ( 4αα(d−2)−2 ,
dα
α+1 ).
This is an admissible pair; indeed 2d−2 < α <
2
d−4 guarantees 2 < q <∞. Further-
more, the restrictions in (1.8) guarantee that H˙1,ra and H˙
1,r
x are equivalent.
This completes the proof of (2.13). 
As a consequence of (2.13), we have the following:
(i) If the Lq0t,x-norm of a solution remains bounded throughout its lifespan, then
the solution may be extended globally in time.
(ii) If the solution belongs to Lq0t,x(R× R
d), then the solution scatters in H1a .
Indeed, for (i) we need only note that in this case, u remains uniformly bounded
in H1a . For (ii), we can use Strichartz and estimate as in (2.14) to show that
{eitLau(t)}t is Cauchy in H1a as t→ ±∞.
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We next record a stability result for (NLSa), which will play an important role
in the proofs of Theorems 3.6 and 4.1. The proof is standard and relies on the
estimates used above; thus, we omit the proof.
Theorem 2.17 (Stability). Suppose (d, a, α) satisfy (1.8). Let I be a compact time
interval and let v˜ be an approximate solution to (NLSa) on I×R
d in the sense that
(i∂t − La)v˜ = ±|v˜|
αv˜ + e, v(t0) = v˜0 ∈ H
1
x(R
d)
for some suitable small function e : I × Rd → C. Fix v0 ∈ H
1
x and assume that for
some constants E,L > 0 we have
‖v0‖H1x + ‖v˜0‖H1x ≤ E and ‖v˜‖L
q0
t,x
≤ L
There exists ε0 = ε0(E,L) > 0 such that if 0 < ε < ε0 and
‖v˜0 − v0‖H˙scx + ‖|∇|
sce‖N(I) < ε, (2.15)
where
N(I) := L1tL
2
x + L
ρ
tL
γ
x + L
ρ+
t L
γ−
x + L
2−
t L
2d
d+2
+
x ,
then there exists a solution v : I × Rd → C to (NLSa) with v(t0) = v0 satisfying
‖v − v˜‖S˙sca (I) .E,L ε, (2.16)
‖v‖S1a(I) .E,L 1. (2.17)
Additionally, if
‖v˜0 − v0‖H˙sc+x + ‖|∇|
sc+e‖N(I) < ε,
then we have
‖v − v˜‖S˙sc+a (I×Rd) .E,L ε. (2.18)
2.5. Virial identities. In this section, we recall some standard virial identities.
Given a weight w : Rd → R and a solution u to (NLSa), we define
V (t;w) :=
∫
|u(t, x)|2w(x) dx.
A direct computation yields
∂tV (t;w) =
∫
2 Im u¯∇u · ∇w dx,
∂ttV (t;w) =
∫
(−∆∆w)|u|2 + 4Re u¯jukwjk + 4|u|
2 ax
|x|4 · ∇w +
2µα
α+2 |u|
α+2∆w dx,
(2.19)
where subscripts denote partial derivatives and repeated indices are summed.
Choosing w(x) = |x|2 or a truncated version thereof, one arrives at the following.
Lemma 2.18 (Virial identities). Let u solve (NLSa). The following hold:
• Choosing w(x) = |x|2,
∂ttV (t; |x|
2) = 8‖u(t)‖2
H˙1a
+ 4µαdα+2 ‖u(t)‖
α+2
Lα+2x
.
• Let wR(x) = R
2φ( xR ), where R > 1 and φ is a smooth, non-negative radial
function satisfying
φ(x) =
{
|x|2 |x| ≤ 1
9 |x| > 3,
with |∇φ| ≤ 2|x|, |∂jkφ| ≤ 2. (2.20)
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Then we have
∂ttV (t;wR)
= 8
[
‖u(t)‖2
H˙1a
+ µαd2(α+2)‖u(t)‖
α+2
Lα+2x
]
+ 4
∫
|x|>R
Re u¯juk∂jk[wR] + |u|
2 ax
|x|4 · ∇wR dx− 8
∫
|x|>R
|(La)
1
2u|2 dx
(2.21)
+O
(∫
|x|≥R
R−2|u|2 + |u|α+2 dx
)
.
2.6. Variational analysis. In this section, we discuss the variational analysis re-
lated to the sharp Gagliardo–Nirenberg inequality:
‖f‖α+2
Lα+2x
≤ Ca‖f‖
4−(d−2)α
2
L2x
‖f‖
dα
2
H˙1a
. (1.5)
Theorem 2.19 (Sharp Gagliardo–Nirenberg inequality). Fix µ = −1, a > −(d−22 )
2
and define
Ca := sup
{
‖f‖α+2
Lα+2x
÷
[
‖f‖
4−(d−2)α
2
L2x
‖f‖
dα
2
H˙1a
]
: f ∈ H1a\{0}
}
.
Then Ca ∈ (0,∞) and the following hold:
(i) If a ≤ 0, then equality in inequality (1.5) is attained by a function Qa ∈ H
1
a ,
which is a non-zero, non-negative, radial solution to the elliptic problem
− LaQa −Qa +Q
α+1
a = 0. (2.22)
(ii) If a > 0, then Ca = C0, but equality in (1.5) is never attained.
Mutatis mutandis, the proof of Theorem 2.19 is the same as the proof appearing
in [18, Section 3], and thus we omit it.
Now fix a ≤ 0 and let Qa be as in Theorem 2.19. Multiplying (2.22) by Qa and
x · ∇Qa and integrating leads to the Pohozaev identities
‖Qa‖
2
H˙1a
+ ‖Qa‖
2
L2x
− ‖Qa‖
α+2
Lα+2x
= d−22 ‖Qa‖
2
H˙1a
+ d2‖Qa‖
2
L2x
− dα+2‖Qa‖
α+2
Lα+2x
= 0.
In particular,
‖Qa‖
2
L2x
= 4−α(d−2)αd ‖Qa‖
2
H˙1a
= 4−α(d−2)2(α+2) ‖Qa‖
α+2
Lα+2x
(2.23)
and
Ca =
2(α+2)[4−α(d−2)] dα4 −1
(αd)
dα
4
‖Qa‖
−α
L2x
. (2.24)
We define
Ea :=
(αd−4)(αd)
dα
4−dα
2(2(α+2))
4
4−dα
C
4
4−dα
a , Ka :=
(
2(α+2)
αd
) 2
dα−4
C
2
4−dα
a . (2.25)
One can check that
Ea := M(Qa∧0)σEa∧0(Qa∧0) and Ka := ‖Qa∧0‖σL2x‖Qa∧0‖H˙1a∧0 , (2.26)
where σ = 1sc − 1.
Corollary 2.20 (Comparison of thresholds). Assume µ = −1, then for any a >
−(d−22 )
2, we have
Ea ≤ E0 and Ka ≤ K0.
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Proof. When a ≥ 0, we have Ea = E0 and Ka = K0 by definition.
For a < 0, we note
‖Q0‖
α+2
Lα+2x
= C0‖Q0‖
4−(d−2)α
2
L2x
‖Q0‖
dα
2
H˙1
> C0‖Q0‖
4−(d−2)α
2
L2x
‖Q0‖
dα
2
H˙1a
.
This implies C0 < Ca. The result follows. 
The following proposition connects the sharp Gagliardo–Nirenberg inequality
with the quantities appearing in the virial identities.
Proposition 2.21 (Coercivity). Let µ = −1 and a > −(d−22 )
2. Let u : I×Rd → C
be the maximal-lifespan solution to (NLSa) with u(t0) = u0 ∈ H
1
a\{0} for some
t0 ∈ I. Assume that
M(u0)
σEa(u0) ≤ (1− δ)Ea for some δ > 0. (2.27)
Then there exist δ′ = δ′(δ) > 0, c = c(δ, a, ‖u0‖L2x) > 0, and ε = ε(δ) > 0 such that:
a. If ‖u0‖
σ
L2x
‖u0‖H˙1a
≤ Ka, then for all t ∈ I,
(i) ‖u(t)‖σL2x
‖u(t)‖H˙1a
≤ (1− δ′)Ka,
(ii) ‖u(t)‖2
H˙1a
− αd2(α+2)‖u(t)‖
α+2
Lα+2x
≥ c‖u(t)‖2
H˙1a
(iii) 12‖u(t)‖
2
H˙1a
[1− 2α+2CaKa(1− δ
′)] ≤ Ea(u) ≤ 12‖u(t)‖
2
H˙1a
,
b. If ‖u0‖
σ
L2x
‖u0‖H˙1a ≥ Ka, then for all t ∈ I,
(i) ‖u(t)‖σL2x
‖u(t)‖H˙1a ≥ (1 + δ
′)Ka,
(ii) (1 + ε)‖u(t)‖2
H˙1a
− αd2(α+2)‖u(t)‖
α+2
Lα+2x
≤ −c < 0.
Proof. By the sharp Gagliardo–Nirenberg inequality, conservation of mass and en-
ergy, and (2.27), a.(i) and b.(i) follow from a continuity argument. For claim a.(iii),
the upper bound is trivial, since the nonlinearity is focusing.
For the lower bound, by the sharp Gagliardo–Nirenberg inequality, a.(i) and
(2.25), we have
Ea(u) ≥
1
2‖u(t)‖
2
H˙1a
[1− 2α+2Ca‖u(t)‖
4−α(d−2)
2
L2x
‖u(t)‖
dα
2
H˙1a
]
≥ 12‖u(t)‖
2
H˙1a
[1− 2α+2CaKa(1 − δ
′)]
for all t ∈ I. Thus a.(iii) holds.
For a.(ii) and b.(ii), note that
‖u(t)‖2
H˙1a
− αd2(α+2)‖u(t)‖
α+2
Lα+2x
= αd2 Ea(u)−
αd−4
4 ‖u(t)‖
2
H˙1a
,
(1 + ε)‖u(t)‖2
H˙1a
− αd2(α+2)‖u(t)‖
α+2
Lα+2x
= αd2 Ea(u)− (
αd−4
4 − ε)‖u(t)‖
2
H˙1a
,
for t ∈ I, where ε > 0 will be chosen below. Thus a.(ii) follows from a.(iii) by
choosing any 0 < c ≤ δ′.
For b.(ii), by the conservation of mass and energy, (2.27), (2.25), and b.(i), we
have
αd
2 Ea(u)− (
1
2 − ε)‖u(t)‖
2
H˙1a
≤ 1M(u)σ
[
αd
2 Ea − (
1
2 − ε)(1 + δ
′)2K2a
]
provided ε is sufficiently small depending on δ′. Thus b.(ii) follows. 
Corollary 2.22. Let µ = −1 and suppose u0 ∈ H
1 satisfies M(u0)
σEa(u0) < Ea
and ‖u0‖
σ
L2x
‖u0‖H˙1a ≤ Ka. Then the corresponding solution to (NLSa) is global-in-
time. For µ = 1, all solutions with H1 data are global.
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Proof. For the focusing case, the solution u to (NLSa) with initial data u0 obeys
‖u(t)‖σL2x‖u(t)‖H˙1a
< Ka
for all t in the lifespan of u. In particular, u remains uniformly bounded in H1x,
and hence by Theorem 2.14 may be extended globally in time. For the defocusing
case, we simply rely on conservation of mass and energy. 
3. Concentration compactness
In this section, we prove a linear profile decomposition adapted to the H1 →
L
q0
t,x Strichartz inequality. We further prove a result concerning the embedding
of nonlinear profiles, which will be used in the proof of the existence of minimal
blowup solutions (Theorem 4.1). Recall from Section 2.2 that q0 :=
α(d+2)
2 .
3.1. Linear profile decomposition.
Proposition 3.1 (Linear profile decomposition). Fix a > −(d−22 )
2 and let {fn}
be a bounded sequence in H1a(R
d). Passing to a subsequence, there exist J∗ ∈
{0, 1, 2, . . . ,∞}, functions {φj}J
∗
j=1 ⊂ H
1
x(R
d), and {(tjn, x
j
n)}
J∗
j=1 ⊂ R× R
d satisfy-
ing the following: for each finite 0 ≤ J ≤ J∗,
fn =
J∑
j=1
φjn + r
J
n , (3.1)
where φjn = [e
itjnL
nj
a φj ](x − xjn) and L
nj
a is as in Definition 2.9, corresponding to
the sequence {xjn}
∞
n=1.
The remainder rJn satisfies(
e−it
J
nLarJn
)
(x + xJn) ⇀ 0 weakly in H
1
x (3.2)
and
lim
J→J∗
lim sup
n→∞
‖e−itLarJn‖Lq0t,x(R×Rd) = 0. (3.3)
The parameters (tjn, x
j
n) are asymptotically orthogonal: for any j 6= k,
lim
n→∞
(
|tjn − t
k
n|+ |x
j
n − x
k
n|
)
=∞. (3.4)
Furthermore, for each j, we may assume that either tjn → ±∞ or t
j
n ≡ 0, and
either |xjn| → ∞ or x
j
n ≡ 0.
Moreover, for each finite 0 ≤ J ≤ J∗ we have the following asymptotic orthogo-
nality:
lim
n→∞
{
‖(La)
s
2 fn‖
2
L2x
−
J∑
j=1
‖(La)
s
2φjn‖
2
L2x
− ‖(La)
s
2 rJn‖
2
L2x
}
= 0, s ∈ {0, 1}, (3.5)
lim
n→∞
{
‖fn‖
α+2
Lα+2x
−
J∑
j=1
‖φjn‖
α+2
Lα+2x
− ‖rJn‖
α+2
Lα+2x
}
= 0. (3.6)
We start with a refined Strichartz estimate.
Lemma 3.2 (Refined Strichartz). Let (d, a, α) satisfy (1.8). There exists θ =
θ(d, a, α) such that
‖e−itLaf‖Lq0t,x(R×Rd) . ‖f‖
θ
H˙sca
sup
N∈2Z
‖e−itLafN‖1−θLq0t,x(R×Rd)
. (3.7)
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Proof. To shorten formulas, we set u(t) = e−itLaf and denote frequency projections
with subscripts. All space-time norms are taken over R× Rd.
We break into two cases.
1. First suppose α > 8d+2 , so that q0 > 4. (In light of (1.2), this restricts to
dimensions 3 ≤ d ≤ 5.) We recall also the exponent r0 defined in Section 2.2. By the
square function estimate (Lemma 2.6), Bernstein, Strichartz, and Cauchy–Schwarz,
we may estimate
‖u‖Lq0t,x .
∫∫ [∑
N
|uN |
2
] q0
2
dx dt
.
∑
N1≤N2
∫∫ [∑
N
|uN |
2
] q0
2 −2
|uN1|
2|uN2 |
2 dx dt
. ‖u‖q0−4
L
q0
t,x
∑
N1≤N2
‖uN1‖Lq0t L
q0+
x
‖uN2‖Lq0t L
q0−
x
2∏
j=1
‖uNj‖Lq0t,x
. ‖f‖q0−4
H˙sca
sup
N
‖uN‖
2
L
q0
t,x
∑
N1≤N2
(
N1
N2
)0+ 2∏
j=1
‖uNj‖Lq0t H˙
sc,r0
a
. ‖f‖q0−4
H˙sca
sup
N
‖uN‖
2
L
q0
t,x
∑
N1≤N2
(
N1
N2
)0+
‖fN1‖H˙sca ‖fN2‖H˙sca
. ‖f‖q0−2
H˙sca
sup
N
‖e−itLafN‖2Lq0t,x .
The result follows in this case.
2. Suppose α < 8d+2 , so that 2 < q0 < 4 (this is always the case for d ≥ 6).
Estimating in a similar fashion to case one, we find
‖u‖q0
L
q0
t,x
.
∫∫ [∑
N
|uN |
2
] q0
2
dx dt
.
∫∫ [∑
N
|uN |
q0
2
]2
dx dt
.
∑
N1≤N2
∫∫
|uN1 |
q0
2 |uN2 |
q0
2 dx dt
.
∑
N1≤N2
‖uN1‖Lq0t L
q0+
x
‖uN2‖Lq0t L
q0−
x
2∏
j=1
‖uNj‖
q0
2 −1
L
q0
t,x
. sup
N
‖e−itLafN‖
q0−2
L
q0
t,x
‖f‖2
H˙sca
,
giving the result in this case. 
We next prove an inverse Strichartz inequality.
Proposition 3.3 (Inverse Strichartz). Let (d, a, α) satisfy (1.8). Suppose {fn} ⊂
H1a(R
d) satisfy
lim
n→∞ ‖fn‖H
1
a
= A <∞ and lim
n→∞ ‖e
−itLafn‖Lq0t,x = ε > 0.
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Up to a subsequence, there exist φ ∈ H1x and {(tn, xn)} ⊂ R× R
d such that
gn(·) = [e
−itnLafn](·+ xn)⇀ φ(·) weakly in H1x, (3.8)
‖φ‖H1a & ε(
ε
A )
c. (3.9)
Furthermore, defining
φn(x) = e
itnLa [φ(· − xn)](x) = [eitnL
n
aφ](x − xn),
with Lna as in Definition 2.9, we have
lim
n→∞
{
‖(La)
s
2 fn‖
2
L2x
− ‖(La)
s
2 (fn − φn)‖
2
L2x
− ‖(La)
s
2φn‖
2
L2x
}
= 0, s ∈ {0, 1},
(3.10)
lim
n→∞
{
‖fn‖
α+2
Lα+2x
− ‖fn − φn‖
α+2
Lα+2x
− ‖φn‖
α+2
Lα+2x
}
= 0. (3.11)
Finally, we may assume that either tn → ±∞ or tn ≡ 0, and either |xn| → ∞
or xn ≡ 0.
Proof. Throughout the proof, we let c denote small positive constants whose precise
values do not play any important role; in particular, this constant may change from
line to line.
By Lemma 3.2, for n sufficiently large, there exists Nn ∈ 2
Z such that
‖e−itLaP aNnfn‖Lq0t,x & ε(
ε
A )
c.
By Bernstein and Strichartz estimates, we have
‖e−itLaP aNfn‖Lq0t,x . (N
sc ∨N1−sc)A for any N ∈ 2Z,
so that we must have
( εA )
c′ . Nn . (
A
ε )
c′′ .
Passing to a subsequence, we may assume Nn ≡ N∗. Thus
‖e−itLaP aN∗fn‖Lq0t,x & ε(
ε
A )
c
for all n sufficiently large. In what follows, we use the shorthand:
P∗ := P aN∗ .
Note that by Ho¨lder and Bernstein inequalities, for any N > 0 and C > 0 we
have
‖P aNF‖Lq0x ({|x|≤CN−1}) . ‖P
a
NF‖Lq0+x ‖1‖L
∞−
x ({|x|≤CN−1}) . C
0+‖P aNF‖Lq0x .
Thus,
‖e−itLaP∗fn‖Lq0t,x(R×{|x|≥α}) & ε(
ε
A )
c, provided α = CN−1∗
for C > 0 sufficiently small. Using this together with Ho¨lder, Strichartz, and
Bernstein inequalities, we find
ε( εA )
c . ‖e−itLaP∗fn‖
αd−4
αd
L∞t,x(R×{|x|≥α})‖e
−itLaP∗fn‖
4
αd
L
2(d+2)
d
t,x
. ‖e−itLaP∗fn‖
αd−4
αd
L∞t,x(R×{|x|≥α})‖fn‖
4
αd
L2x
,
and hence there exist (τn, xn) ∈ R× R
d with |xn| ≥ α such that∣∣∣∣[e−iτnLaP∗fn](xn)
∣∣∣∣ & ε( εA )c. (3.12)
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Passing to a subsequence, we may assume τn → τ∞ ∈ [−∞,∞]. If τ∞ ∈ R, we set
tn ≡ 0. If τ∞ ∈ {±∞}, we set tn = τn. We may also assume that xn → x∞ ∈
Rd\{0} or |xn| → ∞.
We now let
gn(x) = [e
−itnLafn](x + xn), i.e. fn(x) = [eitnL
n
a gn](x− xn),
where Lna is as in Definition 2.9. Note that
‖gn‖H1x = ‖e
−itnLafn‖H1x ∼ ‖e
−itnLafn‖H1a . A,
so that gn converges weakly to some φ in H
1
x (up to a subsequence). Define
φn(x) = e
itnLa [φ(· − xn)](x) = [eitnL
n
aφ](x − xn).
By a change of variables and weak convergence, we have
‖fn‖
2
L2x
− ‖fn − φn‖
2
L2x
− ‖φn‖
2
L2x
= 2Re〈gn, φ〉 − 2〈φ, φ〉 → 0
as n→∞; using (2.3) as well, we get
‖fn‖
2
H˙1a
− ‖fn − φn‖
2
H˙1a
− ‖φn‖
2
H˙1a
= 2Re〈gn,L
n
aφ〉 − 2〈φ,L
n
aφ〉
→ 2[〈φ,L∞a φ〉 − 〈φ,L
∞
a φ〉] = 0.
This proves (3.10).
We next turn to (3.9). We define
hn =
{
Pn∗ δ0 if τ∞ ∈ {±∞},
e−iτnL
n
aPn∗ δ0 if τ∞ ∈ R,
where Pn∗ = e
−Lna/N2∗ − e−4L
n
a/N
2
∗ .
Note that after a change of variables, (3.12) reads∣∣〈hn, gn〉∣∣ & ε( εA )c.
As |xn| ≥ α > 0, we have by (2.7) and (2.4) that
hn →
{
P∞∗ δ0 if τ∞ ∈ {±∞},
e−iτ∞L
∞
a P∞∗ δ0 if τ∞ ∈ R,
where P∞∗ = e
−L∞a /N2∗ − e−4L
∞
a /N
2
∗ .
Here the convergence holds strongly in H˙−1x . Thus, if τ∞ ∈ {±∞}, we have
ε( εA )
c . |〈P∞∗ δ0, φ〉| . ‖φ‖L2x‖P
∞
∗ δ0‖L2x .
By the heat kernel bounds of Lemma 2.1, we can bound
‖P∞∗ δ0‖L2x . N
d
2∗ . (Aε )
c,
which implies
‖φ‖L2x & ε(
ε
A )
c.
The case of τ∞ ∈ R is similar. This proves (3.9).
We now turn to (3.11). Using Rellich–Kondrashov and passing to a subsequence,
we may assume gn → φ almost everywhere. Thus, Lemma 2.7 implies
‖gn‖
α+2
Lα+2x
− ‖gn − φ‖
α+2
Lα+2x
− ‖φ‖α+2
Lα+2x
→ 0.
This, together with a change of variables, gives (3.11) in the case tn ≡ 0. If instead
tn → ±∞, then (3.11) follows from Corollary 2.11.
Finally, if xn → x∞ ∈ Rd, then we may take xn ≡ 0 by replacing φ(·) with
φ(· − x∞). By the continuity of translation in the strong H1x-topology, all the
conclusions still hold. 
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With Proposition 3.3 in place, the proof of Proposition 3.1 follows from a fairly
standard inductive argument. We omit the proof, referring the reader to similar
proofs appearing in [18, 24]. To prove orthogonality of the parameters requires two
additional ingredients, which we state here without proof (see [17]):
Lemma 3.4. Let fn ∈ H˙
1
x satisfy fn ⇀ 0 weakly in H˙
1
x, and suppose τn → τ0 ∈ R.
Then for any sequence {yn} ⊂ R
d, we have
e−iτnL
n
afn ⇀ 0 weakly in H˙
1
x.
Here Lna is as in Definition 2.9, corresponding to the sequence {yn}.
Lemma 3.5. Let f ∈ H˙1x. Let {(τn, xn)} ⊂ R × R
d and suppose that either
|τn| → ∞ or |xn| → ∞. Then for any sequence {yn} ⊂ R
d, we have
[e−iτnL
n
a f ](·+ xn)⇀ 0 weakly in H˙
1
x,
where Lna is as in Definition 2.9, corresponding to the sequence {yn}.
3.2. Embedding nonlinear profiles. Central to the proof of existence of minimal
blowup solutions will be a ‘nonlinear profile decomposition’. The following result
is essential to the construction of nonlinear solutions associated to profiles whose
spatial translation parameter tends to infinity. The idea is that such solutions
should not be strongly affected by the potential, and hence may be approximated
by solutions to (NLS0). In particular, we rely on the results of [3, 7, 9] for the free
NLS (cf. Theorem 1.1).
We will also need to approximate the nonlinear solutions by functions that are
compactly supported in space-time. We need to do this in several topologies, which
we introduce here. We recall that q0 =
α(d+2)
2 . We also recall the exponents (q, r)
and (q1, r1) introduced in Remark 2.16. We consider a parameter sc < s < 1, where
take s extremely close to sc (cf. the last statement in Theorem 2.17). We will prove
approximation in the spaces
L
q0
t,x, L
2(d+2)
d
t,x , L
q1
t H˙
sc,r1
a , and L
q
t H˙
s,r
a . (3.13)
Proposition 3.6 (Embedding of nonlinear profiles). Let (d, a, α) satisfy (1.8). Let
{tn} ⊂ R satisfy tn ≡ 0 or tn → ±∞, and let {xn} ⊂ R
d satisfy |xn| → ∞. Let
φ ∈ H1x(R
d) and define
φn(x) = [e
−itnLnaφ](x− xn),
where Lna is as in Definition 2.9.
If µ = 1 (defocusing case), then for all n sufficiently large, there exists a global
solution vn to (NLSa) with vn(0) = φn satisfying
‖vn‖S1a(R) . 1,
with the implicit constant depending on ‖φ‖H1x .
If µ = −1 (focusing case), the same results hold provided
M(φ)σE0(φ) < E0 and ‖φ‖
σ
L2x
‖φ‖H˙1x
< K0 if tn ≡ 0,
1
2‖φ‖
2σ
L2x
‖φ‖2
H˙1x
< E0 if tn → ±∞.
(3.14)
In both scenarios, we have the following: for any ε > 0, there exist Nε ∈ N and
ψε ∈ C
∞
c (R× R
d) such that for n ≥ Nε,
‖vn − ψε(·+ tn, · − xn)‖X(R×Rd) < η. (3.15)
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for any X appearing in (3.13).
Proof. Note that
‖φn‖H˙1x
. ‖φ‖H˙1x
uniformly in n. (3.16)
1. We first find solutions to (NLS0) related to φ. Define Pn = P≤|xn|θ for some
0 < θ < 1. If µ = −1, since |xn| → ∞, Pnφ satisfies (3.14) for all n sufficiently
large, so that we may use Theorem 1.1: If tn ≡ 0, then we let wn and w∞ be the
solutions to (NLS0) with wn(0) = Pnφ and w∞(0) = φ; if tn → ±∞, we instead let
wn and w∞ be the solutions to (NLS0) satisfying
‖wn(t)− e
it∆Pnφ‖H1x → 0 and ‖w∞(t)− e
it∆φ‖H1x → 0
as t→ ±∞. Note that in both cases, we have
‖wn‖S10(R) + ‖w∞‖S10(R) . 1 (3.17)
for n sufficiently large, with the implicit constant depending on ‖φ‖H1x . For the
defocusing case, we instead rely on the results of [9] (say) to construct wn, w∞.
Note that as ‖Pnφ− φ‖H1x → 0 as n→ ∞, the stability theory for (NLS0) implies
that
lim
n→∞
‖wn − w∞‖S10(R) = 0. (3.18)
By persistence of regularity for (NLS0) and the fact that ‖|∇|
λPnφ‖H1x . |xn|
λθ for
any λ ≥ 0, we have
‖|∇|λwn‖S10(R) . |xn|
θλ for all λ ≥ 0 and n large. (3.19)
Finally, note that in either case, w∞ scatters to some asymptotic states w± in H1x.
2. We next construct approximate solutions to (NLSa). For each n, define χn
to be a smooth function satisfying
χn(x) =
{
0 |x+ xn| ≤
1
4 |xn|,
1 |x+ xn| >
1
2 |xn|,
with sup
x
|∂αχn(x)| . |xn|
−|α| (3.20)
for all multi-indices α. Note that χn(x)→ 1 as n→∞ for each x ∈ R
d. For T > 0,
we now define
v˜n,T (t, x) :=


[χnwn](t, x− xn) |t| ≤ T,
[e−i(t−T )La v˜n,T (T )](x) t > T,
[e−i(t+T )La v˜n,T (−T )](x) t < −T.
3. We are now in the position to construct vn by applying Theorem 2.17. To do
so, we must verify the following: For θ ∈ {sc, s},
lim sup
T→∞
lim sup
n→∞
{
‖v˜n,T ‖L∞t H1x + ‖v˜n,T‖L
q0
t,x
}
. 1, (3.21)
lim
T→∞
lim sup
n→∞
‖v˜n,T (tn)− φn‖H˙θx
= 0, (3.22)
lim
T→∞
lim sup
n→∞
‖|∇|θ[(i∂t − La)v˜n,T − µ|v˜n,T |
αv˜n,T ]‖N(R) = 0, (3.23)
where space-time norms are over R × Rd. For the definition of N(R), see Theo-
rem 2.17.
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Firstly, by Strichartz estimate, equivalence of Sobolev spaces, and (3.17), we
have
‖v˜n,T‖L∞t H1x . ‖〈∇〉(χnwn)‖L∞t L2x
. ‖∇χn‖Ldx‖wn‖
L∞t L
2d
d−2
x
+ ‖χn‖L∞x ‖〈∇〉wn‖L∞t L2x
. ‖wn‖L∞t H1x . 1 uniformly in n, T. (3.24)
On the other hand, by Strichartz and (3.17), we have
‖v˜n,T ‖Lq0t,x . 1 uniformly in n, T.
Hence (3.21) holds.
Secondly, we prove (3.22). By (3.16) and (3.24), we first note that
‖v˜n,T (tn)− φn‖H˙1x
. 1 uniformly in n, T. (3.25)
Consider the case tn ≡ 0. Then
‖v˜n,T (0)− φn‖L2x = ‖χnPnφ− φ‖L2x ,
which converges to zero as n → ∞ by the dominated convergence theorem and
Bernstein. Thus, by interpolation with (3.25), we see that (3.22) holds when tn ≡ 0.
Now consider the case tn → ∞; the case tn → −∞ is similar. For sufficiently
large n, we have tn > T , and hence (since L
∞
a = −∆)
‖v˜n,T (tn)− φn‖L2x = ‖e
iTLnaχnwn(T )− φ‖L2x
. ‖χnwn(T )− w∞(T )‖L2x (3.26)
+ ‖[eiTL
n
a − eiTL
∞
a ]w∞(T )‖L2x (3.27)
+ ‖e−iT∆w∞(T )− φ‖L2x . (3.28)
Using dominated convergence and (3.18), we deduce that (3.26) → 0 as n → ∞.
By (2.6), we also find that (3.27)→ 0 as n→∞. Finally, by construction, we have
that (3.28) → 0 as T → ∞. Interpolating with (3.25), we see that (3.22) holds in
the case tn → ±∞, as well. This completes the proof of (3.22).
We now turn to (3.23). First note that for |t| > T , we have that
en,T := (i∂t − La)v˜n,T − µ|v˜n,T |
αv˜n,T = −µ|v˜n,T |
αv˜n,T .
For θ ∈ {sc, s}, we estimate
‖|∇|θ
(
|v˜n,T |
αv˜n,T
)
‖LρtL
γ
x({t>T}×Rd) . ‖v˜n,T‖
α
L
q0
t,x({t>T}×Rd)‖v˜n,T ‖Lq0t H˙
θ,r0
a
. ‖e−itL
n
a [χnwn(T )]‖
α
L
q0
t,x((0,∞)×Rd).
We now claim
lim
T→∞
lim sup
n→∞
‖e−itL
n
a [χnwn(T )]‖Lq0t,x((0,∞)×Rd) = 0, (3.29)
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which implies (3.23) for times t > T . (The case t < −T is similar.) We use Sobolev
embedding and Strichartz to estimate
‖e−itL
n
a [χnwn(T )]‖Lq0t,x((0,∞)×Rd) . ‖χnwn(T )− w∞(T )‖H˙scx (3.30)
+ ‖[e−itL
n
a − e−itL
∞
a ]w∞(T )‖Lq0t,x((0,∞)×Rd)
(3.31)
+ ‖eit∆[w∞(T )− eiT∆w+]‖Lq0t,x((0,∞)×Rd)
(3.32)
+ ‖eit∆w+‖Lq0t,x((T,∞)×Rd). (3.33)
Note that it follows from H˙1x-boundedness and our analysis of (3.26) that (3.30)→ 0
as n→∞. Next, (3.31)→ 0 as n→∞ by Corollary 2.12. We have that (3.32)→ 0
as T → ∞ by Strichartz and the definition of w+. Finally, (3.33) → 0 as T → ∞
by monotone convergence theorem. This completes the proof of (3.23) for times
|t| > T .
We next consider times |t| ≤ T . We have
en(t, x) = −µ[(χn − χ
α+1
n )|wn|
αwn](t, x− xn) (3.34)
+ [wn∆χn + 2∇χn · ∇wn](t, x− xn) (3.35)
− a|x|2 [χnwn](t, x− xn). (3.36)
First, by Sobolev embedding (noting that r < d) and (3.17),
‖∇(3.34)‖
L2tL
2d
d+2
x
. ‖wn‖
α
L
q1
t L
r1
x
{
‖∇χn‖Ldx‖wn‖
LqtL
dr
d−r
x
+ ‖∇wn‖LqtLrx
}
. ‖|∇|scwn‖
α
L
q1
t L
r2
x
‖∇wn‖LqtLrx . 1,
while by dominated convergence and (3.18) we get
‖(3.34)‖
L
2(d+2)
d+4
t,x
. ‖wn‖
α
L
q0
t,x
‖(χα+1n − χn)wn‖
L
2(d+2)
d
t,x
→ 0
as n→∞. Thus, by interpolation,
‖(3.34)‖Lρt H˙
sc,γ
a
+ ‖(3.34)‖Lρ+t H˙
s,γ−
a
→ 0 as n→∞.
Next, using (3.19),
‖∇(3.35)‖L1tL2x({|t|≤T}×Rd) . T
{
‖∇∆χn‖L∞x ‖wn‖L∞t L2x + ‖∆χn‖L∞x ‖∇wn‖L∞t L2x
+ ‖∇χn‖L∞x ‖∆wn‖L∞t L2x
}
. T
{
|xn|
−3 + |xn|−2 + |xn|−1+θ
}
→ 0 as n→∞.
Similarly,
‖(3.35)‖L1tL2x({|t|≤T}×Rd) . T
{
‖∆χn‖L∞x ‖wn‖L∞t L2x + ‖∇χn‖L∞x ‖∇wn‖L∞t L2x
}
. T
{
|xn|
−2 + |xn|−1} → 0 as n→∞.
Thus
lim
T→∞
lim
n→∞
‖|∇|θ(3.35)‖L1tL2x({|t|≤T}×Rd) = 0 for all θ ∈ [0, 1].
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Finally, we estimate
‖〈∇〉(3.36)‖L1tL2x({|t|≤T}×Rd) . T
{
‖ χn|·+xn|2 ‖L∞x ‖〈∇〉wn‖L∞t L2x
+ ‖∇
(
χn
|·+xn|2
)
‖L∞x ‖wn‖L∞t L2x
}
. T
{
|xn|
−2 + |xn|−3} → 0 as n→∞,
so that
lim
T→∞
lim
n→∞ ‖|∇|
θ(3.36)‖L1tL2x({|t|≤T}×Rd) = 0 for all θ ∈ [0, 1].
This completes the proof of (3.23) for times |t| ≤ T .
With (3.21), (3.22), and (3.23) in place, we apply Theorem 2.17 to deduce the
existence of a global solution vn to (NLSa) with vn(0) = φn satisfying
‖vn‖S1a(R) . 1 uniformly in n,
lim
T→∞
lim sup
n→∞
‖[vn(· − tn)− v˜n,T (·)]‖S˙θa(R)
= 0 for θ ∈ [sc, s]. (3.37)
4. Finally, we turn to (3.15). We will only prove the approximation in the space
L
q
t H˙
s,r
a . Approximation in the other spaces follows from similar arguments.
Fix ε > 0. As C∞c (R× R
d) is dense in Lqt H˙
s,r
x , we may find ψε ∈ C
∞
c such that
‖w∞ − ψε‖Lqt H˙s,rx <
ε
3 .
In light of (3.18) and (3.37), it suffices to show that
‖v˜n,T (t, x) − w∞(t, x − xn)‖Lqt H˙s,rx <
ε
3 (3.38)
for n, T large.
Using (3.17) and equivalence of Sobolev spaces, we have
‖v˜n,T ‖Lqt H˙
s+,r
a
. 1 uniformly in n, T. (3.39)
Using this and the triangle inequality we have
‖v˜n,T (t, x)− w∞(t, x− xn)]‖Lqt H˙s+,ra . 1.
On the other hand, we can estimate
‖v˜n,T (t, x) − w∞(t, x − xn)‖LqtLrx
. ‖χnwn − w∞‖LqtLrx
+ ‖e−i(t−T )L
n
a [χnwn(T )]− w∞‖LqtLrx((T,∞)×Rd)
+ ‖e−i(t+T )L
n
a [χnwn(−T )]− w∞‖LqtLrx((−∞,−T )×Rd).
The first term converges to zero as n → ∞ by the dominated convergence theo-
rem and (3.17). The second and third terms are similar, so we only consider the
second. For this term, we apply the triangle inequality. By (3.17) and monotone
convergence,
‖w∞‖LqtLrx((T,∞)×Rd) → 0 as T →∞,
while arguing as we did for (3.29) we see that
lim
T→∞
lim sup
n→∞
‖e−itL
n
a [χnwn(T )]‖LqtLrx((0,∞)×Rd) = 0.
Interpolation now yields (3.38) for n, T large. This completes the proof of Theo-
rem 3.6. 
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4. Existence of minimal blowup solutions
In this section we use the profile decomposition and stability theory to show the
existence of minimal blowup solutions under the assumption that Theorem 1.4(ii)
or Theorem 1.3 fails. We first define
L(E) := sup
{
‖u‖Lq0t,x(I×Rd)
}
,
where the supremum is taken over all maximal-lifespan solutions u : I × Rd such
that M(u)σEa(u) ≤ E . In addition, for the focusing case we restrict to solutions
satisfying
‖u(t)‖σL2x‖u(t)‖H˙1a
< Ka,
for some t ∈ I.
By Theorem 2.14 and Corollary 2.22, we have that L(E) <∞ for all E sufficiently
small; in fact,
L(E) . E
1
4 for 0 < E . η0, (4.1)
where η0 is the small-data threshold.
If Theorem 1.4(ii) or Theorem 1.3 fails, then we see that there must exist a
‘critical’ Ec ∈ (0, Ea) such that
L(E) <∞ for E < Ec and L(E) =∞ for E > Ec.
Theorem 4.1 (Existence of minimal blowup solutions). Suppose that either The-
orem 1.4(ii) or Theorem 1.3 fails. Then there exists a global solution v to (NLSa)
satisfying:
M(v) = 1, Ea(v) = Ec, and ‖v‖Lq0t,x((−∞,0)×Rd) = ‖v‖L
q0
t,x((0,∞)×Rd) =∞.
Moreover, the orbit of {v(t)}t∈R is precompact in H1x(R
d). Furthermore, in the
focusing case, we have ‖v(0)‖H˙1a < Ka.
Proposition 4.2 (Palais–Smale condition). Let (d, a, α) satisfy (1.8). Let un :
In × R
d → C be a sequence of solutions to (NLSa) such that M(un)Ea(un) ր Ec,
and suppose tn ∈ In satisfy
lim
n→∞
‖un‖Lq0t,x({t<tn}×Rd) = limn→∞
‖un‖Lq0t,x({t>tn}×Rd) =∞ (4.2)
in the defocusing case, or

‖un(tn)‖
σ
L2x
‖un(tn)‖H˙1a
< Ka,
lim
n→∞
‖un‖Lq0t,x({t<tn}×Rd) = limn→∞
‖un‖Lq0t,x({t>tn}×Rd) =∞
(4.3)
in the focusing case.
Then, with λn :=M(un), we have that {u
λn
n (tn)} converges along a subsequence
in H1x, where we use the notation from (1.4).
Given Proposition 4.2, it is standard to complete the proof of Theorem 4.1 (cf.
[18], for example). Thus, it remains to prove Proposition 4.2.
Proof of Proposition 4.2. Without loss of generality, we assume λn ≡ 1 (equiva-
lently, M(un) ≡ 1). We will give the proof in the focusing case; the defocusing case
is essentially the same, with a few simplifications.
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We have that each un is global by Corollary 2.22. By time-translation invariance,
we may assume tn ≡ 0; thus, we have
lim
n→∞
‖un‖Lq0t,x((0,∞)×Rd) = limn→∞
‖un‖Lq0t,x((−∞,0)×Rd) =∞. (4.4)
Note that Ea(un)→ Ec, and (4.2) or (4.3) holds for un.
Now we apply Proposition 3.1 to {un(0)} to get the decomposition
un(0) =
J∑
j=1
φjn + r
J
n for all finite 0 ≤ J ≤ J
∗ ∈ {0, 1, 2, . . . ,∞},
which satisfies the conclusions of Proposition 3.1. We need to show that J∗ = 1,
r1n → 0 in H
1, t1n ≡ 0, and x
1
n ≡ 0.
We first claim that lim infnEa(φ
j
n) > 0 for each j. To this end, we first note
that if |xjn| → ∞, then (2.5) gives
‖φjn‖H1a → ‖φ
j‖H1x > 0. (4.5)
Thus the claim follows from (3.5), (4.3), and Proposition 2.21a.(iii).
We are left with two possibilities: either (a) supj lim supn→∞Ea(φ
j
n) = Ec, or
(b) supj lim supn→∞ Ea(φ
j
n) < Ec − 3δ for some δ > 0. We will show that in the
scenario (a) we have the desired compactness, while scenario (b) cannot happen.
Scenario (a). In this case, we have J∗ = 1 and un(0) = φn + rn with rn → 0
in H˙1. (We consider the issue of L2 convergence below.)
We first show that we must have xn ≡ 0. If not, then we will apply Theorem 3.6.
This requires that we check (3.14), which is clear in this scenario if tn ≡ 0 and
requires Corollary 2.11 if tn → ±∞ (cf. Corollary 2.20). In particular Theorem 3.6
gives a global solution vn to (NLSa) with vn(0) = φn obeying global space-time
bounds. However, an application of Theorem 2.17 then yields uniform space-time
bounds for the un, which is a contradiction to (4.4).
We next show that we must have tn ≡ 0. If tn → ∞, say, then an application
of Theorem 2.17 (comparing un to the linear solutions e
−itLaun(0)) suffices to give
uniform space-time bounds for the un, resulting in a contradiction to (4.4). The
assumptions tn → ∞ and the condition (3.3) guarantee that the linear solutions
are actually approximate solutions.
To complete the proof in scenario (a), we need to show that rn → 0 in L
2. As
M(un) ≡ 1, it suffices to show ‖φ‖L2 = 1. If not, then ‖φ‖L2 < 1 and hence (by
definition of Ec) the solution to (NLSa) with data φ would scatter. Using the fact
that rn → 0 in H˙
sc (since it is bounded in L2 and converges to zero in H˙1), another
application of stability theory would imply space-time bounds for the un, giving a
contradiction to (4.4). This completes the proof in scenario (a).
Scenario (b). In this case, we will find a contradiction. Note that for every
finite J ≤ J∗, we have
M(φjn)
σEa(φ
j
n) < Ec − 2δ for 1 ≤ j ≤ J and n large.
Using (3.5), (4.3), and Proposition 2.21, we also have that for some δ′ > 0,
‖φjn‖
σ
L2x
‖φjn‖H˙1a
< (1 − δ′)Ka for all 1 ≤ j ≤ J and n large. (4.6)
If |xjn| → ∞, then we argue as above to get a global solution v
j
n to (NLSa) with
vjn(0) = φ
j
n. If x
j
n ≡ 0 and t
j
n ≡ 0 then we take v
j to be the solution to (NLSa) with
vj(0) = φj . If xjn ≡ 0 and t
j
n → ±∞ then we use Theorem 2.14 to find a solution
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vj to (NLSa) that scatters to e
−itLaφj in H1 as t→∞. In the latter two cases we
define
vjn(t, x) = v
j(t+ tjn, x).
Note that
lim
n→∞ ‖v
j
n(0)− φ
j
n‖H1a = 0
Thus Ea(v
j
n) ≤ Ec − δ for all 1 ≤ j ≤ J and n large. By definition of Ec and
(4.6), it follows that each vjn is global in time with uniform space-time bounds. In
particular (using Theorem 3.6 for the j for which |xjn| → ∞), for any η > 0 we may
find ψjη ∈ C
∞
c (R× R
d) such
‖vjn − ψ
j
η(· − t
j
n, · − x
j
n)‖X(R×Rd) < η (4.7)
for all n sufficiently large, where X is any of the norms appearing in (3.13).
We will now apply Theorem 2.17 to get a contradiction to (4.4). We define
uJn(t) :=
J∑
j=1
vjn(t) + e
−itLarJn , which satisfies
lim
n→∞
‖uJn(0)− un(0)‖H1x = 0 for any J. (4.8)
In order to apply Theorem 2.17, we need to verify the following conditions:
lim sup
n→∞
{
‖uJn(0)‖H1x + ‖u
J
n‖Lq0t,x
}
. 1 uniformly in J, (4.9)
lim
J→J∗
lim sup
n→∞
‖|∇|sc
[
(i∂t − La)u
J
n − µ|u
J
n|
αuJn
]
‖N(R) = 0, (4.10)
where the space-time norms are taken over R × Rd. (See Theorem 2.17 for the
definition of N(R)). Assuming that (4.9) and (4.10) hold, Theorem 2.17 implies
that the un inherit the space-time bounds from the u
J
n, which contradicts (4.4).
Thus, to complete the proof of Proposition 4.2, it remains to prove (4.9) and
(4.10). First, we record some important orthogonality conditions. We recall the
spaces appearing in (3.13). Then for j 6= k, we have
‖vjnv
k
n‖
L
q0
2
t,x∩L
d+2
d
t,x
+ ‖(L
sc
2
a v
j
n)(L
sc
2
a v
k
n)‖
L
q1
2
t L
r1
2
x
+ ‖(L
s
2
a v
j
n)(L
s
2
a v
k
n)‖
L
q
2
t L
r
2
x
→ 0 as n→∞.
Indeed, we knew that each vjn(t, x) were of the form ψ
j(t − tjn, x − x
j
n) for some
ψj ∈ C∞c (R× R
d), this would follow directly from a change of variables and (3.4).
In fact, (4.7) tells us that we may estimate each vjn by such a function (in suitable
spaces) up to arbitrarily small errors. Using this together with the uniform bounds
on the vjn, the result follows.
Proof of (4.9). First, using (4.3) and (4.8), we deduce the H1x-bound in (4.9). From
this bound and the decoupling (3.5), we deduce that
lim sup
n→∞
J∑
j=1
‖φjn‖
2
H1x
. 1 uniformly in J.
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In fact, in view of (2.1), (4.5), and the definition of profiles, this implies
∞∑
j=1
‖φj‖2H1x <∞
Letting η0 > 0 be the small-data threshold of Theorem 2.14 and using (4.1),
there exists J0 = J0(η0) such that
sup
J
lim sup
n→∞
J∑
j=J0
‖vjn‖
2
S1a(R)
. lim sup
n→∞
∑
j≥J0
‖φj‖2H1 < η0.
Thus, we deduce that
lim sup
n→∞
J∑
j=1
‖vjn‖
2
S1a(R)
. 1 uniformly in J. (4.11)
Next, we recall (cf. [15], for example) that for p > 1,∣∣∣∣∣∣
J∑
j=1
zj
∣∣p − J∑
j=1
|zj |
p
∣∣∣∣.J ∑
j 6=k
|zj ||zk|
p−1.
Using orthogonality, Sobolev embedding, and equivalence of Sobolev spaces,∣∣∣∣
∥∥∥∥
J∑
j=1
vjn
∥∥∥∥
q0
L
q0
t,x
−
J∑
j=1
‖vjn‖
q0
L
q0
t,x
∣∣∣∣ .J ∑
j 6=k
‖vjn‖
q0−2
L
q0
t,x
‖vjnv
k
n‖
L
q0
2
t,x
→ 0 as n→∞.
As ‖e−itLarJn‖Lq0t,x . 1 uniformly, we may therefore deduce the L
q0
t,x bound in (4.9)
from (4.11). This completes the proof of (4.9). 
Before turning to (4.10), we collect a few more bounds for the uJn. In particular,
we claim
lim sup
n→∞
‖uJn‖
L
2(d+2)
d
t,x ∩Lq1t H˙sc,r1a ∩Lqt H˙s,ra
. 1 uniformly in J. (4.12)
Indeed, we can argue as above for the first norm. For the second norm, we argue
as follows:∥∥∥∥
J∑
j=1
vjn
∥∥∥∥
2
L
q1
t H˙
sc,r1
a
.
∥∥∥∥
( J∑
j=1
L
sc
2
a v
j
n
)2∥∥∥∥
L
q1
2
t L
r1
2
x
.
J∑
j=1
‖vjn‖
2
L
q1
t H˙
sc,r1
a
+ CJ
∑
j 6=k
‖(L
sc
2
a v
j
n)(L
sc
2
a v
k
n)‖
L
q1
2
t L
r1
2
x
.
Thus, by (4.11) and orthogonality, we deduce the required bound for uJn. A similar
argument treats the third norm in (4.12).
Proof of (4.10). Denoting F (z) = −µ|z|αz, we write
eJn := (i∂t − La)u
J
n − F (u
J
n) =
J∑
j=1
F (vjn)− F
( J∑
j=1
vjn
)
(4.13)
+ F (uJn − e
−itLarJn)− F (u
J
n). (4.14)
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We first estimate (4.13). We recall another pointwise estimate from [15], namely∣∣∣∣∇
(
F
( J∑
j=1
vjn
)
−
J∑
j=1
F (vjn)
)∣∣∣∣ .J ∑
j 6=k
|∇vjn| |v
k
n|
α.
Thus we may estimate as in (2.14) to get
lim sup
n→∞
‖(4.13)‖
L2tH˙
1, 2d
d+2
a
.J lim sup
n→∞
∑
j 6=k
‖vkn‖Lq1t H˙
sc,r2
a
‖vjn‖LqtH
1,r
a
.J 1.
On the other hand, using orthogonality,
lim sup
n→∞
‖(4.13)‖
L
2(d+2)
d+4
t,x
.J lim sup
n→∞
∑
j 6=k
‖vjnv
k
n‖
L
q0
2
t,x
‖vjn‖
L
2(d+2)
d
t,x
= 0
for each J . By interpolation, this implies
lim sup
J→J∗
lim sup
n→∞
‖(4.13)‖Lρt H˙
sc,γ
a
= 0.
We next estimate (4.14). We first have (estimating as in Remark 2.16 and
recalling (4.12))
lim sup
n→∞
‖F (uJn)‖
L2t H˙
s, 2d
d+2
a
. lim sup
n→∞
‖uJn‖
α
L
q1
t H˙
sc,r1
a
‖uJn‖Lqt H˙
s,r
a
. 1 uniformly in J.
As e−itLarJn ∈ S
1
a, this estimate suffices to show
lim sup
n→∞
‖(4.14)‖
L2t H˙
s, 2d
d+2
a
. 1 uniformly in J.
On the other hand, by Strichartz, (4.12), (4.9), and (3.3), we can bound
lim sup
J→J∗
lim sup
n→∞
‖(4.14)‖
L
2(d+2)
d+4
t,x
. lim sup
J→J∗
lim sup
n→∞
{
‖e−itLarJn‖Lq0t,x
(
‖uJn‖Lq0t,x + ‖r
J
n‖H˙sc
)
×
(
‖uJn‖
L
2(d+2)
d
t,x
+ ‖rJn‖L2x
)}
= 0.
Thus, by interpolation,
lim sup
J→J∗
lim sup
n→∞
‖(4.14)‖
L2−t H˙
sc,
2d
d+2
+
a
= 0.
We conclude that (4.10) holds. 
As described above, (4.9) and (4.10) complete the proof of Proposition 4.2. 
5. Preclusion of minimal blowup solutions
In this section, we prove that the solutions constructed in Section 4 cannot
exist. This ensures that Ec = Ea if µ = −1 and Ec =∞ if µ = 1. In particular, this
completes the proof of Theorem 1.4(ii) and Theorem 1.3.
Theorem 5.1. There are no solutions to (NLSa) as in Theorem 4.1.
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Proof. Suppose towards a contradiction that there exists a global solution v as in
Theorem 4.1. Let δ > 0 such that Ec ≤ (1− δ)Ea, and take η > 0 to be determined
later. By pre-compactness in H1x, there exists R = R(η) > 1 such that∫
|x|>R
|u(t, x)|2 + |∇u(t, x)|2 + |u(t, x)|α+2 dx < η uniformly for t ∈ R. (5.1)
In the focusing case (µ = −1), we use Proposition 2.21a.(ii), which implies
‖u(t)‖2
H˙1a
− αd2(α+2)‖u(t)‖
α+2
Lα+2x
≥ c‖u(t)‖2
H˙1a
&u c uniformly for t ∈ R (5.2)
for some c = c(δ, a) > 0.
In the defocusing case (µ = 1), we note that we have a uniform lower bound on
the H˙1a norm of u(t) by compactness and the fact that the solution is not identically
zero (indeed, it has infinite Lq0t,x-norm).
We now define wR as in Section 2.5. Choosing η = η(u, c) sufficiently small, we
claim that
c .u ∂tt
∫
Rd
wR(x)|u(t, x)|
2 dx uniformly for t ∈ R. (5.3)
Indeed, this follows from Lemma 2.18 and (5.1), along with (5.2) in the focusing
case and the H˙1 lower bound in the defocusing case.
Using (2.19) and noting that∣∣∣∣∂t
∫
Rd
wR(x)|u(t, x)|
2 dx
∣∣∣∣ . R‖u‖2L∞t H1x .u R uniformly for t ∈ R,
we can integrate (5.3) over any interval of the form [0, T ] and use the fundamental
theorem of calculus to deduce that cT .u R. Choosing T sufficiently large now
yields a contradiction. 
6. Blowup
In this section, we prove the blowup result Theorem 1.4(i). The reader can refer
to [7, 8, 11, 23] for similar arguments; we give a complete proof for convenience.
Proof of Theorem 1.4(i). We let u0 and u be as in the statement of Theorem 1.4(i).
We choose δ > 0 so that M(u0)Ea(u0) ≤ (1− δ)Ea.
First, suppose xu0 ∈ L
2. Using Lemma 2.18 and Proposition 2.21, we deduce
∂tt
∫
Rd
|x|2|u(t, x)|2 dx ≤ −c < 0 for all t ∈ I
for some c = c(δ, a, ‖u0‖L2x). By the standard convexity arguments (cf. [8]), it
follows that u blows up in finite time in both time directions.
Next, suppose that u0 is radial. By Ho¨lder’s inequality, radial Sobolev embed-
ding, and the equivalence of Sobolev spaces, the following holds: for any radial
f ∈ H1a and any R > 1,
‖f‖α+2
Lα+2x ({|x|>R}) . R
−α‖f‖
α+4
2
L2x
‖f‖
α
2
H˙1a
.
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Now take R > 1 to be determined below and define wR ≥ 0 as in Section 2.5. Using
Lemma 2.18 and the conservation of mass, we can bound
∂tt
∫
Rd
wR(x)|u(t, x)|
2 dx ≤ 8
[
‖u(t)‖2
H˙1a
− αd2(α+2)‖u(t)‖
α+2
Lα+2x
]
+ e(t), where
|e(t)| . R−2‖u0‖2L2x + ‖u(t)‖
α+2
Lα+2x ({|x|≥R}).
Take ε = ε(δ) > 0 and c = c(δ, a, ‖u0‖L2x) > 0 as in Proposition 2.21b.(iii). By the
radial Gagliardo–Nirenberg inequality, conservation of mass, and Young’s inequal-
ity, we may bound
‖u(t)‖α+2
Lα+2x ({|x|>R}) . R
−α‖u(t)‖
α+4
2
L2x
‖u(t)‖
α
2
H˙1a
≤ 8ε‖u(t)‖2
H˙1a
+ Cε−1R−
4α
4−α ‖u0‖
2(α+4)
4−α
L2x
for some C > 0.
Thus, using Proposition 2.21 and choosing R = R(c, ε, ‖u0‖L2x) sufficiently large,
we can guarantee that
∂tt
∫
Rd
wR(x)|u(t, x)|
2 dx ≤ − c2 < 0,
which again implies that u must blow up in finite time in both time directions. 
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