Beyond the standard model in effective couplings: the charm contribution to mixing and decay of the Β meson by Leslie, Kirsten
   
 
A University of Sussex PhD thesis 
Available online via Sussex Research Online: 
http://sro.sussex.ac.uk/   
This thesis is protected by copyright which belongs to the author.   
This thesis cannot be reproduced or quoted extensively from without first 
obtaining permission in writing from the Author   
The content must not be changed in any way or sold commercially in any 
format or medium without the formal permission of the Author   
When referring to this work, full bibliographic details including the 
author, title, awarding institution and date of the thesis must be given 
Please visit Sussex Research Online for more information and further details   
Beyond the standard model in effective
couplings
The charm contribution to mixing and decay of the B meson
Kirsten Leslie
Submitted for the degree of Doctor of Philosophy
School of Mathematical and Physical Sciences
University of Sussex
July 2019
Declaration
I hereby declare that this thesis has not been and will not be submitted in whole or in part
to another University for the award of any other degree. The research in this Thesis has
been carried out in collaboration with my supervisor Prof. S. Ja¨ger and Prof . A. Lenz, Dr.
M. Kirk and Dr. L. Vale-Silva. The parts of this Thesis which contain research performed
collaboratively are detailed as follows:
• Chapters 3, 4, 5 and 6 contain work with Prof. S. Ja¨ger, Dr. M. Kirk and Prof. A.
Lenz based on “Charming new physics in rare b decays and mixing?” published in
Physical Reviews D [1].
• Chapters 3, 4, 5 and 6 contain work with Prof. S. Ja¨ger, Prof. A. Lenz, Dr. M. Kirk
based on “Charming New B-Physics” submitted to JHEP [2].
• Chapter 6 is based on work with Prof. S. Ja¨ger and Dr. L.Vale-Silva [3].
Signature:
Kirsten Leslie
UNIVERSITY OF SUSSEX
KIRSTEN LESLIE, DOCTOR OF PHILOSOPHY
BEYOND THE STANDARD MODEL IN EFFECTIVE COUPLINGS
THE CHARM CONTRIBUTION TO MIXING AND DECAY OF THE B MESON
SUMMARY
This thesis performs a comprehensive and systematic study of Beyond the StandardModel
(BSM) physics in b! cc¯s couplings, using an Effective Field Theory (EFT) framework.
The weak effective Hamiltonian is constructed from a complete set of twenty, dimension
six four quark operators and their respective Wilson coefficients. The phenomenological
impact of these operators upon B-physics observables is investigated. Conservation and
violation of CP (where C is the charge conjugation symmetry and P is the parity sym-
metry) are both considered.
Where CP is conserved, couplings take real values. In this case, the following quantities
are calculated; from mixing processes the B(0)s   B¯(0)s decay rate difference and flavour
specific CP asymmetry, the B(0)s to B(0)d meson lifetime ratio, the branching ratio for the
inclusive B ! Xs  decay rate and the partonic transition amplitude for the rare decay
b ! sµ+µ  . Subsequently, effects potentially detectable in real valued Wilson coeffi-
cients are predicted and presented for the full basis of twenty operators. Bounds upon
the energy scale at which such operators are generated and which indicate the energy at
which new heavy quanta could be present, are found to be in the TeV range.
Where CP is violated couplings take complex values, and hence carry new weak phases.
Here, the above set of observables is expanded to include the time dependent B(0)d !
J/ KS CP asymmetry and the B
(0)
d ! J/ K(0)d branching ratio. These quantities are
calculated for a subset of coefficients. It is found that a small CP violating shift to SM
coefficients is attainable within constraints from data.
In addition to the above findings, the Renormalization Group Equation (RGE) is solved
for the complete set of Wilson coefficients, and the evolution matrix governing the change
of coefficients with energy scale is obtained and presented.
Finally, a separate technical result regarding one and two loop diagrams which forms part
of an ongoing project on anomalous dimensions in the Standard Model Effective Field
Theory (SMEFT), are presented.
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1Chapter 1
Introduction
1.1 Prelude
Motivation for belief in and the study of physics beyond the standard model (BSM) is
twofold; on the theoretical side the Standard Model (SM) of particle physics is extremely
successful in predicting many of the phenomena observed in nature. However it is long
believed to be incomplete due to its inability to explain outstanding questions such as
the hierarchy/naturalness problem and the reason for the observed pattern of masses and
mixing angles of quarks and leptons. These problems lead theorists to believe that the
SM is the low energy limit of a more fundamental theory offering a complete description
of nature. On the experimental side, experiments have reached high levels of sensitivity
to flavour observables. Such levels of sensitivity offer two advantages; the first is when
reported values of measurements deviate from the SM prediction, there is an obvious mo-
tivation for theorists to explain such a deviation by constructing well motivated extensions
to the SM. The second is the power to constrain or falsify models going beyond the SM.
The flavour sector of the SM concerns interactions which differentiate between different
flavours of matter particles. It is known to be sensitive to indirect effects which could oc-
cur due to the presence of new non standard particles. Effects produced by new particles,
too heavy to be produced at energies currently within experimental reach, may effect fla-
vour observables. Hence, this sector of the SM has the potential to probe indirectly the
underlying structure of possible completions of the SM. Some observable quantities in
the B physics sector are suppressed due to small Cabibbo Kobayashi Masakawa (CKM)
matrix elements, or because some processes are forbidden at tree level in the SM and
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hence the leading perturbative contributions are suppressed by loop factors such as Fla-
vour Changing Neutral Current (FCNC) interactions. Other B meson processes are sens-
itive probes of CP violation; a phenomenon which is thought to arise in the SM purely
due to the CKM matrix, but which is much more prominent in the universe than can be
explained through this alone.
In this thesis we consider those processes in B physics which are triggered by the quark
level b ! cc¯s transition. This transition contributes to a wide range of B physics pro-
cesses and thus offers a selection of complimentary observables one can use to constrain
predicted signals of physics beyond the standard model (BSM).
In particular, this transition contributes at loop level to the suppressed rare B decays
triggered by the b ! sµ+µ  transition. This decay mode is one for which there ex-
ist tensions between experiment and theory [4, 5, 6, 7, 8, 9, 10, 11, 12, 13]. Inter-
estingly, such tensions may indicate a beyond the SM contact interaction, which could
cause a negative shift to the SM Wilson coefficient C9V , as has been studied previously
[14, 15, 16, 17, 18, 19, 20]. The significance of such an effect is somewhat unclear, due
to hadronic uncertainties [21, 22, 23, 24]. However, as short distance virtual charm con-
tributions constitute a portion of C9V in the SM, in this thesis we consider whether such
rare decay anomalies could be explained by new heavy degrees of freedom affecting the
quark level b ! cc¯s transitions. Such an effect, if indeed responsible for the anomalies,
would also be captured as a negative O(1) shift to C9V .
If there exist BSM effects in rare decay, affecting B physics observables through a charm
loop, such effects will also show up in mixing and lifetime processes, offering the exciting
prospect of investigating these effects in B¯0s B0s mixing andB0s lifetimes [1]. In addition,
we extend our study to include radiative processes triggered by the quark level b ! s 
transition, as well as the hadronicB ! J/ K(S) decay, to which b! cc¯s transitions also
contribute, at loop and at tree level respectively [2].
Using the standard EFT framework, we go beyond research previously carried out by con-
structing the most general weak effective Hamiltonian of b! cc¯s operators, and perform
a comprehensive evaluation of new physics effects in B physics observables related to
the processes mentioned above [1],[2]. Namely, the mass eigenstate decay rate difference
  s and flavour specific CP asymmetry asfs from B0s   B¯0s mixing, the inclusive radiative
decay branching ratio B(B ! Xs ), the time dependent B0d ! J/ KS CP asymmetry
observables SJ KS and CJ/ KS , and the branching ratio B(B0d ! J/ K0d).
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Further, we consider the impact of operators containing a right-handed strange quark, as-
sociated with the chirality conjugate partners of our basis. We then ask the question as
to whether B0d ! J/ K(S) observables can impose extra constraints upon BSM shifts
to SM coefficients, through the introduction of coefficients carrying weak CP violating
phases. Finally, we determine the resultant constraints of all these quantities upon each
Wilson coefficient in the Hamiltonian and speculate upon what type of new physics could
have generated this at the TeV scale.
As an additional separate chapter we include a technical result which is a part of an on-
going project. Here, we include a set of two loop and one loop Feynman diagrams which
contribute to the anomalous dimension matrix element governing the mixing of dimen-
sion six operators with dipole operators in the Standard Model Effective Field Theory
(SMEFT), and present the methodology employed to perform the calculations [3].
1.2 Layout of thesis
The remainder of this thesis is laid out as follows; In Chapter 2 we review the SM of
particle physics and introduce some of the existing formalism for meson mixing and CP
violation, the concept and practical application of renormalization, the EFT framework,
and the necessary theoretical tools required for the following chapters such as heavy quark
effective theory (HQET) and the heavy quark expansion (HQE). In Chapter 3 the Charm-
ing Beyond the Standard Model (CBSM) scenario is introduced, motivated and the op-
erator basis and weak Hamiltonian defined. In Chapter 4 the full renormalization group
evolution for our scenario is presented, in Chapter 5 the observables considered in our
work are defined mathematically and their expressions in terms of Wilson coefficients
given. In Chapter 6 the phenomenological implications of our mechanism are presented
and discussed. In Chapter 7, results of the set of two, and one-loop diagrams contributing
to the Anomalous Dimension Matrix (ADM) element which governs mixing of certain
operators with dipole operators in SMEFT are presented and technical details shown [3].
Finally, Chapter 8 contains our conclusions.
4Chapter 2
Preliminaries
In this chapter we lay the foundation for our novel results by reviewing the standard model
of particle physics in 2.1 with a focus on the flavour sector. In section 2.2 we review the
basics of neutral meson mixing and derive some expressions for later chapters and in
section 2.3 we define some transformation properties and highlight relevant CP violating
processes. In section 2.4 we review the standard treatment of divergences which appear in
quantum field theory calculations focusing on regularization, the concept and application
of renormalizat SUW (2)ion and introduce the renormalization group. In section 2.5 we
review the EFT framework and give a simple illustrative example. In sections 2.6 and 2.7
we introduce the Heavy Quark Effective Theory (HQET) and Heavy Quark Expansion
(HQE), respectively.
2.1 The standard model
The Standard Model (SM) of particle physics is described by the Lagrangian density
[25, 26, 27, 28, 29, 30]
LSM =  1
4
X
A=1...8
GAµ⌫G
A,µ⌫   1
4
X
I=1...3
W Iµ⌫W
I,µ⌫   1
4
Bµ⌫B
µ⌫ +
X
 =q,u,d,l,e
 ¯i /D 
+ (DµH
†)(DµH)   
✓
H†H   µ
2
2 
◆2
 
h
q¯jYddHj + q¯jYuuH˜j + ¯`jYeeHj + h.c
i
(2.1)
which is specified by the gauge group SUC(3) ⇥ SUW (2) ⇥ UY (1) and it’s matter con-
tent. The first line contains the gauge and fermion terms and the second and third lines
are comprised of terms involving the Higgs field. The field content of the SM and the
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transformation properties of the fields under the gauge group are given in table 2.1. The
Table 2.1: SM field content and transformation properties of fields under the gauge group.
Fermion fields
q1 =
✓
u
d
◆
L
q2 =
✓
c
s
◆
L
q3 =
✓
t
b
◆
L
(3,2, 16 )
uR cR tR (3,1, 23 )
dR sR bR (3,1,  13 )
`1 =
✓
⌫e
e 
◆
L
`2 =
✓
⌫µ
µ 
◆
L
`3 =
✓
⌫⌧
⌧ 
◆
L
(1,2,  12 )
e R µ
 
R ⌧
 
R (1,1, -1)
Gauge boson fields
GAµ (8,1, 0)
W Iµ (1,3, 0)
Bµ (1,1, 0)
Scalar boson fields
H =
✓
H+
H0
◆
(1,2, 12 )
H˜ =
✓
H0⇤
 H+⇤
◆
(1,2,  12 )
fermion fields make up the first five rows of 2.1, with the upper three being the quark
fields and the lower two the lepton fields. The first three columns contain the individual
generations of the quark and lepton fields. The sixth to eighth rows which comprise the
gauge bosons have only two columns, similarly for the last last two rows which contain
the scalar boson fields. The fourth column contains the transformation properties of the
fields under the gauge group. These properties are given in terms of the representation
of the gauge group under which the fields transform. To summarise how these trans-
form with respect to each individual group, there are three entries in the row vector in
the last column. The representations of the gauge groups are labelled by their dimension.
The 3-dimensional representation of SUC(3) is written as 3, and this is the fundamental
representation. The 2-dimensional representation of SUW (2) is written 2, and the trans-
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formation properties with respect to UY (1) are labelled by the eigenvalue of the generator
Y which is called the weak hypercharge. If a field does not transform, then this is written
as 1 which denotes the trivial invariant representation.
We define the field strength tensors to be
GAµ⌫ = @µA
A
⌫   @⌫AAµ + gsfABCABµAC⌫ , A = 1...8 (2.2)
W Iµ⌫ = @µW
I
⌫   @⌫W Iµ + g2✏IJKW JµWK⌫ , I = 1...3 (2.3)
Bµ⌫ = @µB⌫   @⌫Bµ (2.4)
where Gµ,Wµ and Bµ are the gauge fields for the SUC(3), SUL(2) and UY (1) gauge
groups respectively. The covariant derivative is
Dµ = @µ + igsT
AAAµ + ig2t
IW Iµ + ig1Y Bµ, (2.5)
The contraction /D in (2.1) is defined as /D =  µDµ where the 4⇥ 4 Dirac matrices obey
the anti-commutation relations
{ µ,  ⌫} = 2gµ⌫ , (2.6)
with gµ⌫ the Minkowski metric defined in (A.6). An explicit representation of the Dirac
matrices is the Dirac-Pauli representation wherein
 0 =
0@ 0
0  
1A ,  i =
0@ 0  i
  i 0
1A ,  5 =
0@ 0
0
1A , (2.7)
where  0 and  5 are hermitian and  i is anti-hermitian and the  i with i = 1, 2, 3 are the
2 ⇥ 2 Pauli matrices defined below in (2.15). Here denotes the 2 ⇥ 2 identity matrix,
and the matrix  5 obeys
{ 5,  µ} = 0, ( 5)2 = . (2.8)
The other commonly used representation is the Chiral or Weyl representation and this and
its relation with the above representation is given in Appendix A.
Moreover, in (2.5) the TA are the SUC(3) generators, which obey
[TA, TB] = ifABCTC , (2.9)
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and the structure constants fABC are totally anti-symmetric. The matrices TA are con-
ventionally defined as
TA =
1
2
 A, (2.10)
and satisfy
Tr(TATB) =
1
2
 AB. (2.11)
In the conventional basis the 3 ⇥ 3 hermitian traceless matrices  A are the Gell-Mann
matrices:
 1 =
0BBB@
0 1 0
1 0 0
0 0 0
1CCCA ,  2 =
0BBB@
0  i 0
i 0 0
0 0 0
1CCCA
 3 =
0BBB@
1 0 0
0  1 0
0 0 0
1CCCA ,  4 =
0BBB@
0 0 1
0 0 0
1 0 0
1CCCA
 5 =
0BBB@
0 0  i
0 0 0
i 0 0
1CCCA ,  6 =
0BBB@
0 0 0
0 0 1
0 1 0
1CCCA
 7 =
0BBB@
0 0 0
0 0  i
0 i 0
1CCCA ,  8 = 1p3
0BBB@
1 0 0
0 1 0
0 0  2
1CCCA .
Similarly, tI are the SUW (2) generators, obeying
[tI , tJ ] = i✏IJKtK , (2.12)
again the structure constants ✏IJK , are totally anti-symmetric. The tI are defined as
tI =
1
2
 I , (2.13)
satisfying
Tr(tItJ) =
1
2
 IJ . (2.14)
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The traceless, hermitian 2⇥ 2 matrices  I are the Pauli-Sigma matrices, and are given by
 1 =
0@ 0 1
1 0
1A ,  2 =
0@ 0  i
i 0
1A ,  3 =
0@ 1 0
0  1
1A . (2.15)
and Y is the UY (1) hyper-charge generator. The couplings in (2.5) are as follows: gs is
the SUC(3) gauge coupling, g2 is the SUW (2) gauge coupling and g1 is the UY (1) gauge
coupling. The fermion fields  = {qL, uR, dR, lL, eR} all have flavour indices p = 1, 2, 3
for each generation in flavour space. These are suppressed in (2.1) for clarity. Explicitly
q¯jYddHj = q¯
p
LjY
pn
d d
n
RHj, p = 1, 2, 3. (2.16)
the index j is an SUW (2) index and Yd, Yu and Ye are Yukawa matrices in flavour (gener-
ation) space. The field H˜ is defined
H˜j = ✏jkH
†
k, (2.17)
and ✏jk is the SUW (2) invariant tensor which is defined by ✏12 = 1, ✏jk =  ✏kj .
2.1.1 Spontaneous symmetry breaking
The Lagrangian in (2.1) is expressed in the gauge eigenstate basis such that its fields
have definite gauge quantum numbers and transformation properties. However, the mass
spectrum of the theory is brought about by spontaneous symmetry breaking (SSB) when
the Higgs field acquires a non zero vacuum expectation value (VEV) [26, 27, 28]:
h0|H|0i =
0@ 0
vp
2
1A , v = rµ2
 
. (2.18)
Working in the unitary gauge we can parameterize the Higgs field in terms of its VEV
value and a real valued field h(x)
H =
0@ 0
v+h(x)p
2
1A . (2.19)
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When the field H is replaced with (2.19) in (2.1), the covariant derivative given by (2.5),
in terms of the three weak gauge bosons in the mass eigenstate basis, becomes [30, 25]
Dµ = @µ + i
g2p
2
(W+µ t
+ +W µ t
 ) + i
g2
cos ✓W
Zµ(t
3  Q sin2 ✓W ) + ieQAµ (2.20)
where the matrices t± = (t1 ± it2) with tI = 12 I I = 1, 2, 3 with  I the Pauli sigma
matrices, as given in (2.15). The electromagnetic coupling e and the Weinberg angle ✓W
are
e =
g2g1p
g22 + g
2
1
, sin ✓W =
g1p
g22 + g
2
1
, cos ✓W =
g2p
g22 + g
2
1
, (2.21)
and the U(1) generator Y is related to t3 and Q through Q = (t3 + Y ). In 2.1.2 we will
briefly explain the origin of the fermion masses in the SM after spontaneous symmetry
breaking (SSB).
2.1.2 The flavour sector
The masses and mixings of the fermions are determined from the Yukawa term in the
SM Lagrangian (2.1) which couples the Higgs field to the fermions before SSB. For the
quarks, we will need to alter notation to make clear the difference between the gauge
interaction and mass eigenstate bases. Let us make the substitutions
q ! q0 =
0@0@ u0
d0
1A
L
,
0@ c0
s0
1A
L
,
0@ t0
b0
1A
L
1A (2.22)
`! `0 =
0@0@ ⌫ 0e
e0
1A
L
,
0@ ⌫ 0µ
µ0
1A
L
,
0@ ⌫ 0⌧
⌧ 0
1A
L
1A (2.23)
uR ! u0R 8 uR 2 {uR, cR, tR} (2.24)
dR ! d0R 8 dR 2 {dR, sR, bR} (2.25)
eR ! e0R 8 eR 2 {eR, µR, ⌧R} (2.26)
so that it is clear that when we are referring to gauge interaction eigenstate fields, we
mean those with a prime in the superscript.
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Fermion masses
For the quarks, the Yukawa terms, after replacingH with (2.19) lead to non diagonal mass
matrices of the form
M (f)pq =  
vp
2
Y (f)pq , f = e, u, d. (2.27)
In the quark sector, in order to obtain mass matrices which are diagonal, we make the
field re-definitions letting
uL(R) = V
u
L(R)u
0
L(R), dL(R) = V
d
L(R)d
0
L(R), (2.28)
where the matrices V qL(R), q = u, d are unitary matrices which are chosen in such a way
as to ensure that the diagonalized mass matrices have real and positive eigenvalues. Upon
this change the quark mass matrices become
fMu =   vp
2
diag(yu, yc, yt) fMd =   vp
2
diag(yd, ys, yb) (2.29)
with the diagonalized quark mass matrices given in terms of the Yukawa matrices as
fM f = V fL Y f (V fR )† f = u, d. (2.30)
We can do the same for the leptons, however because there are no right handed neutrinos
there is only one Yukawa matrix to diagonalize and the two components of the SU(2)
doublet ` require the same field redefinition. The result is that the transformation matrices
commute with the SU(2) interactions arising in the covariant derivative and so in the mass
eigenstate basis the lepton mass matrix is
fM ` =   vp
2
diag(ye, yµ, y⌧ ), fM ` = V eLYe(V eR)† (2.31)
Fermion-gauge interactions
In terms of interactions, we must then apply the field redefinitions to the fermion kinetic
term in the Lagrangian to obtain the interactions between the gauge bosons and the fermi-
ons, in the mass eigenstate basis. Interactions involving quarks and leptons and the electro
weak gauge bosons are present in the standard electroweak theory of Glashow,Weinberg
and Salam [25],[30]. The gauge - fermion interaction Lagrangian consists of a neutral
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and a charged current.
Lgf = Lcc + Lnc, (2.32)
where Lcc contains the charged current interactions between quark and lepton currents
mediated by the charged gauge bosonsW± andLnc the neutral current interactions between
quark and lepton currents mediated by the neutral gauge bosons Z0 and A. The charged
current Lagrangian, in terms of the physicalW± fields reads
Lcc =   g2p
2
(J +µ W+µ + J  µ W µ), (2.33)
The neutral current Lagrangian reads
LNC =  eJ emµ Aµ +
g2
cos ✓W
J 0µZµ, (2.34)
where the electromagnetic and neutral currents are given by
J emµ =
X
f
Qf f¯
p µf
p, (2.35)
J 0µ =
X
f
(f¯ pL µg
f
Lf
p
L + f¯
p
R µg
f
Rf
p
R), (2.36)
when f = ⌫e, e, u, d is a fermion field and with p = 1, 2, 3 a generation index. The gfL
is the 2 ⇥ 2 matrix t3   Qf sin ✓W which acts on the SUW (2) doublets f pL, where t3 is
defined in (2.13) and (2.15) for index I = 3. The gfR acts on the right handed SUW (2)
singlets f pR. They are given below as
gfL =
0@ 12  Qf sin2 ✓W 0
0  12  Qf sin2 ✓W
1A , (2.37)
gfR =  Qf sin2 ✓W . (2.38)
Applying the transformations given in (2.28) to the fields in the neutral current Lagrangian
leads to the cancelling of the matrices V qL(R), q = u, d because the neutral current is fla-
vour diagonal. This is due to the matrix t3 having zero off diagonal elements and hence
the components of the SUW (2) doublets do not get mixed up. This is the reason why
there are no flavour changing neutral currents at tree level in the SM. Applying the field
re-definitions in (2.28) to the fields in the charged current (2.33), leads to the explicit
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definition of the quark mixing matrix
J+µ =
⇣
u¯L, c¯L, t¯L
⌘
 µV
u
L (V
d
L )
†
0BBB@
dL
sL
bL
1CCCA (2.39)
J  µ = (J +µ )†. (2.40)
the transformation matrix V uL (V dL )† in (2.39) is the Cabibbo Kobayashi Masakawa (CKM)
matrix [31], [32] and originates from the Yukawa term in (2.1) in that
VCKM = V
u
L V
d†
L . (2.41)
The weak interaction eigenstates of (2.39) are connected to the mass eigenstates through
the Unitary transformation0BBB@
d0
s0
b0
1CCCA =
0BBB@
Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb
1CCCA
0BBB@
d
s
b
1CCCA , (2.42)
The CKM matrix is a complex 3⇥ 3 matrix predicted by the SM to be unitary, Uˆ † = Uˆ 1
and therefore Uˆ †Uˆ = UUˆ † = 1. Some of the complex phases of the CKM matrix do not
have physical meaning. It is possible to re-phase the quark fields
up = e
i pu˜p, (2.43)
dn = e
i n d˜n (2.44)
when n, p are generation indices, with a CKM matrix element transforming under this re
phasing as
V˜CKM = e
i( n  p)VCKM . (2.45)
Through this re-phasing of the fields, it is possible to eliminate the phases of 2Ng   1
VCKM elements where Ng = 3 is the number of generations. The number of physical
parameters of the CKMmatrix may be counted as follows. The number of parameters are
Nparam = N
2
g   (2Ng   1) = (Ng   1)2 (2.46)
13
that is the number of elements minus the number of phases which can be eliminated.
These parameters can be expressed in terms of Euler angles and phases. A unitary matrix
has
Nangle =
1
2
Ng(Ng   1) (2.47)
rotation angles. Then the number of phases we require to parameterize VCKM are
Nphase = Nparam  Nangle = 1
2
(Ng   2)(Ng   1) (2.48)
That is for Ng = 3 generations the CKM matrix can be parameterized in terms of 3 Euler
angles and 1 phase. It is given in the standard KM parameterization in [33] as
VCKM =
0BBB@
c12c13 s12c13 s13e i 
 s12c23   c12s23s13ei  c12c23   s12s23s13ei  s23c13
s12s23   c12c23s13ei   c12s23   s12c23s13ei  c23c13
1CCCA . (2.49)
where sij = sin ✓ij, cij = cos ✓ij and ✓ij 2 [0, ⇡2 ] is chosen such that sijcij   1.   is
the CP violating phase which accounts for all CP violation in flavour changing transitions.
The complex elements of VCKM display a hierarchy which is most transparently displayed
in the Wolfenstein parameterization [34] which is related to the standard parameterization
through the relations [33]
s12 =   =
|Vus|p|Vud|2 + |Vus|2 (2.50)
s23 = A 
2 =  
    VcbVus
     (2.51)
s13e
i  = A 3(⇢+ i⌘) =
A 3(⇢¯+ i⌘¯)
p
1  A2 4p
1   2[1  A2 4(⇢¯+ i⌘¯)] = V
⇤
ub (2.52)
The reason for the introduction of the barred ⇢¯, ⌘¯ is to ensure i) that ⇢¯ + i⌘¯ =  VudV ⇤ubVcdV ⇤cb
is phase convention independent and ii) that VCKM when written in terms of  , A, ⇢¯, ⌘¯ is
unitary to all orders in the expansion parameter  . In terms of the un barred parameters
⇢, ⌘, where ⇢¯ ⌘ ⇢(1  12 2 + · · ·), ⌘¯ ⌘ ⌘(1  12 2 + · · ·), the CKM matrix can be written
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in the Wolfenstein parameterization as
VCKM =
0BBB@
1   22   A 3(⇢  i⌘)
   1   22 A 2
A 3(1  ⇢  i⌘)  A 2 1
1CCCA+O( 4). (2.53)
This highlights that interactions between quarks will be suppressed to varying degrees
depending upon their CKM structure. The unitarity condition yields 3 normalization re-
lations and 6 orthogonality relations, these are
X
k=1...3
V ⇤ikVki = 1
X
k=1...3
V ⇤ikVkj 6=i = 0 (2.54)
For the purposes of this thesis, the relation we will use most often is the one governing
the b! s transitions namely
VcbV
⇤
cs + VtbV
⇤
ts + VubV
⇤
us = 0, (2.55)
which may be expressed as
VubV ⇤us
VtbV ⇤ts
+
VcbV ⇤cs
VtbV ⇤ts
+ 1 = 0. (2.56)
The latest values of the CKM elements are to be found in [33]. Throughout this thesis
we employ the standard phase convention, and calculate the CKM elements from inputs
shown in Table 6.1 using (2.49).
2.2 Neutral meson mixing
In this section we follow the development of [35]. Using a simplification first shown by
Wigner and Weisskopf [36], [37], in the Wigner-Weisskopf approximation, the time evol-
ution of a beam of neutral mesons which are both oscillating and decaying, is expressible
in the rest frame of the P¯ 0   P 0 system as a superposition of meson anti meson states
| (t)i = P 0(t)|P 0i+ P¯ 0(t)|P¯ 0i. (2.57)
The conditions being that i) at time t = 0 only the wave functions above are non zero,
ii) it is only these functions we are interested in, and iii) t is much larger than the strong
interaction scale. Here we denote P 0(t),P¯ 0(t) as the the wave functions associated with
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the states |P 0i,|P¯ 0i which are the meson states prepared at time t = 0 labelled by their
quark flavour quantum numbers. In this thesis we are considering P (0) = B(0)q , K(0)q
meson mixing with q = s, d flavours. The wave functions in (2.57) obey a Schro¨dinger
type equation
i~ d
dt
0@ P 0(t)
P¯ 0(t)
1A =
0@ H11 H12
H21 H22
1A0@ P 0(t)
P¯ 0(t)
1A . (2.58)
The Hamiltonian governing this mixing and decay of flavour eigenstates is not Hermitian
but it can be decomposed into two separately hermitian matrices Mˆ , and  ˆ in the following
way
Hˆ = Mˆ   i
2
 ˆ, (2.59)
where Mˆ = Mˆ †,  ˆ =  ˆ†. In order to diagonalize a non hermitian matrix Hˆ with a
unitary similarity transformation, Mˆ and  ˆ must be simultaneously so diagonalized. The
necessary and sufficient condition for this is that Mˆ and  ˆ commute, which is possible
if and only if Hˆ is normal, i.e [Hˆ, Hˆ†] = 0. The discrete symmetries CP and CPT
constrain the elements of the mixing matrix so thatM11 = M22 = M and  11 =  22 =  
and hermicity of Mˆ and  ˆ ensureM21 = M⇤12 and  21 =  ⇤12. This gives for the mass and
decay rate matrices
 ˆ =
0@    12
 ⇤12  
1A , Mˆ =
0@ M M12
M⇤12 M
1A . (2.60)
The requirement that Hˆ be normal in order to be diagonalized by a unitary similarity
transformation is satisfied because the diagonal elements of Mˆ and  ˆ are real.
The eigenstates of Hˆ , which we shall label |pAi and |pBi, are states of definite mass and
decay rates. They can be expressed in terms of the flavour eigenstates |P 0i and |P¯ 0i as0@ |PAi
|PBi
1A =
0@ pA qA
pB qB
1A0@ |P 0i
|P¯ 0i
1A , (2.61)
and evolve in a simple way according to
i~ d
dt
0@ |PA(t)i
|PB(t)i
1A =
0@ MA   i2 A 0
0 MB   i2 B
1A0@ |PA(t)i
|PB(t)i
1A . (2.62)
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The diagonal elements are the eigenvalues of Hˆ which we label A,B in accordance with
the eigenstates of Hˆ . They are
µA = MA   i
2
 A, µB = MB   i
2
 B. (2.63)
Let us introduce and define the mass and decay rate differences as the difference between
the masses and decay rates of the physical eigenstates
 M = MA  MB (2.64)
   =  A    B (2.65)
The sign of these mass and decay rate difference has physical significance and is different
for different mesons. In order to extract expressions for these observable quantities it is
useful to define the eigenvalue difference as
 µ =  M   i
2
  . (2.66)
Diagonalization of (2.59) gives the eigenvalues of (2.59)
µA = M   i
2
 +
r
|M12|2   1
4
| 12|2   iRe(M⇤12 12), (2.67)
µB = M   i
2
  
r
|M12|2   1
4
| 12|2   iRe(M⇤12 12). (2.68)
In terms of the individual elements of the mass and decay rate matrices in the flavour
eigenstate basis, from (2.66), (2.67) and (2.68) we deduce that
 µ = 2
r
|M12|2   1
4
| 12|2   iRe(M⇤12 12). (2.69)
As a consequence of assuming CPT to be a good symmetry of (2.59), the ratios
qA
pA
=
qB
pB
⌘ q
p
. (2.70)
Upon diagonalization of Hˆ , in the way described above, comparison of (2.61) with the
transformation matrix formed of the eigenvectors of Hˆ , fixes the ratio q/p to be
q
p
=
2(M⇤12   i2 ⇤12)q
|M12|2   14 | 12|2   iRe(M⇤12 12)
. (2.71)
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B(0)s   B¯(0)s mixing
Let us specialise to B(0)s   B¯(0)s mixing. For this process we have A = H,B = L where
H stands for the heavy eigenstate and L stands for the light eigenstate. The quantity
 M > 0 by definition, and since in the SM BL is the short lived eigenstate it means that
 L >  H . We define the mass and decay rate difference in the following sense.
 Ms = M
s
H  M sL (2.72)
  s =  
s
L    sH (2.73)
which means that the eigenvalue difference is
 µ =  M +
i
2
  . (2.74)
It is convenient in what follows to expressM s12, s12 as
M s12 = |M s12|ei✓M (2.75)
 s12 = | s12|ei✓  . (2.76)
To fix the expressions for  Ms and   s that are needed for construction of the mixing
observables we may equate the LHS of (2.69) with the LHS of (2.66) and notice that the
smallness of the ratio of the magnitude of | s12/M s12| in the SM [38]      s12M s12
     ⇡ 5⇥ 10 3 (2.77)
allows for an expansion in powers of
     s12Ms12    , so that
 Ms +
i
2
   = 2
r
|M12|2   1
4
| 12|2   iRe(M⇤12 12)
= 2|M12|
s
1  1
4
      12M12
    2   iRe(M⇤12 12)|M12|2
= 2|M12|
s
1  i
      12M12
     ✓cos(✓    ✓M)  i4
      12M12
    ◆
= 2|M12|

1  i
2
      12M12
     ✓cos(✓    ✓M)  i4
      12M12
    ◆
+
1
8
      12M12
    2✓cos(✓    ✓M)  i4
      12M12
    ◆2
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+
i
16
      12M12
    3✓cos(✓    ✓M)  i4
      12M12
    ◆3 + · · ·
#
. (2.78)
Let ✓12 be the relative phase ofM s12 and  s12, defined as
✓s12 = arg
✓
 M
s
12
 s12
◆
:= ⇡ + ✓M   ✓ , (2.79)
then
 Ms +
i
2
   = 2|M12|
"
1 +
i
2
      12M12
     cos ✓12   18
      12M12
    2 sin2 ✓12
+
i
16
      12M12
    3 cos ✓12 sin2 ✓12 +O
       12M12
    4
!#
(2.80)
Equating real and imaginary parts yields
 M = 2|M12|
 
1  1
8
      12M12
    2 sin2 ✓12 +O
       12M12
    4
!!
,
   = 2| 12| cos ✓12
 
1 +
1
8
      12M12
    2 sin2 ✓12 +O
       12M12
    4
!!
.
Then neglecting the small corrections, we find
 M s = 2|M12| (2.81)
  s = 2| 12| cos ✓12
=  2Re( 12e i✓M ) (2.82)
where to a good approximation in the SM, the dominant contribution to the phase ofM s12
gives ei✓M ⇡ V ⇤tsVtbVtsV ⇤tb [38], and the second line of (2.82) is shown for later convenience. In
addition, for our study of effects in hadronic decay we will need to define the B0s mixing
parameter
⇣
q
p
⌘
Bs
of (2.71), which is given by
✓
q
p
◆
Bs
=
(|M s12|e i✓M   i2 | s12|e i✓ )q
|M s12|2   iRe( 12M⇤12)  14 | 12|2
= (e i✓M   i
2
      12M12
     e i✓ )(1 + i2
      12M12
     cos(✓    ✓M) +O
       12M12
    2
!
)
= (e i✓M   i
2
      12M12
     e i✓ )(1 + i2
      12M12
     cos(✓    ✓M) +O
       12M12
    2
!
)
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= e i✓M
✓
1 +
1
2
      12M12
     sin(✓M   ✓ )◆+O
       12M12
    2
!
.
= e i✓M
✓
1  1
2
      12M12
     sin ✓12◆+O
       12M12
    2
!
. (2.83)
2.3 CP violation
In this section we provide a brief review of some of the basic formalism describing CP
violation in the SM and introduce some notation, define some transformation properties
necessary for later chapters. Where known results are stated, they will be done so follow-
ing the development in [35].
2.3.1 Symmetries and transformation properties
Generically, let us define the decay amplitudes for a pseudo-scalar meson P 0 and its CP
conjugate P¯ 0 to decay to a final multi particle state F , and its CP conjugate F¯ as
AF = hF |H|P 0i, A¯F = hF |H|P¯ 0i, (2.84)
AF¯ = hF¯ |H|P 0i, A¯F¯ = hF¯ |H|P¯ 0i (2.85)
The operators representing the transformations C charge conjugation and P Parity are
denoted here as C,P , and the action of these operators on the meson and final states is
(CP)|P 0i = ei⇠P |P¯ 0i (CP)|F i = ei⇠F |F¯ i (2.86)
(CP)|P¯ 0i = e i⇠P |P 0i (CP)|F¯ i = e i⇠F |F i (2.87)
(CP)2 = 1 (2.88)
The phases ⇠F , ⇠P are flavour dependent and non- physical. We also define the CP eigen-
states as FCP as
(CP)|FCP i = ⌘CP |FCP i, ⌘CP = ±1. (2.89)
If CP is conserved then
[(CP),H] = 0, (2.90)
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and hence due to (2.90) and from (2.84)-(2.85) we deduce that in the absence of CP
violation
A¯F¯ = e
i(⇠F ⇠P )AF , (2.91)
A¯F = e
 i(⇠P+⇠F )AF¯ . (2.92)
In addition, the action of the parity operator on the odd parity neutral mesons P 0 =
K0q , B
0
q is as follows
P|P 0i =  |P 0i. (2.93)
2.3.2 CP violation in the SM
Complex parameters in any Hamiltonian term which contribute to the decay amplitude
will appear as their complex conjugate form after a CP transformation is performed. There
are three sources of complex parameters arising in the SM; i) spurious flavour dependent
transformation phases, ii) weak phases and iii) strong phases. The spurious phases are
those shown above and are un-physical and arbitrary. We chose in this thesis to set them
to zero for convenience. The weak phases are associated with the charged current interac-
tions shown in (2.39) and violate CP. These phases are associated with the CKM matrix
elements and are the only source of CP violation in the SM. The strong phases are CP
conserving and in general, are non-perturbative in origin.
In this thesis the processes which are studied and which are used in the SM as a meas-
ure of CP violation are i) CP violation in B0s meson mixing and ii) CP violation in the
interference between mixing and decay.
CP violation in mixing: B0s system
CP violation in mixing is associated with the relative phase of mixing quantitiesM s12 and
 s12 given as ✓s12 and defined in (2.79). This effect is calculated in the SM as the flavour
specific CP asymmetry and given by
asfs = Im
✓
 s12
M s12
◆
=
      s12M s12
     sin ✓s12 (2.94)
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by examining (2.83) it is clear that for CP violation in mixing, we will find that    qp
    
Bs
6= 1. (2.95)
CP violation in the interference between mixing and decay: B0d system
This class of CP violation occurs when B0d and B¯0d can decay to the same common final
state which is a CP eigenstate. For this we define the quantity  F generically to be
 FCP =
✓
q
p
◆
B
A¯FCP
AFCP
. (2.96)
It can be measured by studying the decay of an initially pure B0d meson state to a CP
eigenstate and with an initially pure B¯0d meson decaying to the same CP eigenstate. In the
SM this class of decay can happen when    qp
     = 1, Im( FCP ) 6= 0. (2.97)
2.4 Renormalization
In Quantum Field Theory (QFT), decay rates and cross sections related to interactions
between combinations of quantum fields contained in (2.1), can be approximated using
perturbation theory. One can calculate the leading order or “Tree level” amplitude for an
interaction by obtaining the invariant matrix element of the term in the Lagrangian cal-
culated between the desired initial and final states. The accuracy can be systematically
improved by including higher order corrections in the perturbative expansion, as long as
this is performed at an energy scale for which the expansion parameter is small. How-
ever, the accuracy in such computations is ultimately limited by non perturbative power
corrections.
In practice, this involves the calculation of integrals over four momenta which represent
the presence of virtual particles at the so called “Loop level” and often these integrals
diverge. Such divergent integrals must be regulated in some way so that the divergence
can be contained in a particular parameter which typically will be associated with the
divergence in some limit. There are various methods of doing this, and in this thesis we
will employ the gauge invariant method of dimensional regularization.
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2.4.1 Dimensional regularization
In Dimensional Regularization [39, 40, 41, 42, 43] scheme the number of spacetime di-
mensions is continued to d = 4   2✏ and singularities arising in loop integrals are con-
tained in 1✏ poles. As an illustration let us consider the diagram associated with the quark
field renormalization
 i⌃↵ (p) =  g2µ4 d(TATA)↵ 
Z
ddk
(2⇡)d
 ⌫/k ⌫
(k2 + i✏)((p  k)2 + i✏)
=  g2µ4 dCF  ↵ 
Z
dd`
(2⇡)d
Z 1
0
dx
 ⌫(/`+ (1  x)/p) ⌫
(`2   + i✏)2
=  g2µ4 dCF  ↵ 
Z
dd`
(2⇡)d
Z 1
0
dx
(2  d)(/`+ (1  x)/p)
(`2   + i✏)2 (2.98)
where we have shifted k = ` + (1   x)p and   =  x(1   x)p2, TA, A = 1, ..., 8 are
SUC(3) group generators, and µ is a parameter with dimensions of mass, introduced in
order to ensure the strong coupling is dimensionless in d dimensions. In the last line the
Dirac algebra in d dimensions gives
 ⌫ ⇢ ⌫ = (2  d) ⇢ (2.99)
 ⌫ ⌫ = d (2.100)
The two integrals over ` arising in (2.98) are evaluated in dimensional regularization to
be Z
dd`
(2⇡)d
1
(`2   + i✏)2 =
i
(4⇡)
d
2
 (2  d2)
 (2)
✓
1
 
◆2  d2
(2.101)Z
dd`
(2⇡)d
/`
(`2   + i✏)2 = 0 (2.102)
The second integral (2.102) is zero by symmetry and the (2.101) is expressed in terms of
Gamma functions.
 i⌃↵ (p) =  ig2µ4 dCF  ↵ 
Z 1
0
dx(1  x)(2  d)/p
(4⇡)d/2
 (2  d2)
 (2)
✓
1
 
◆2  d2
=  2ig2 CF
(4⇡)2
 ↵ /p
Z 1
0
dx(1  x)(✏  1) (✏)
✓
4⇡µ2
 
◆✏
(2.103)
with CF = N
2 1
2N and N is the number of colours. For d = 4   2✏, the   function has a
pole at ✏ = 0 so we expand for ✏ close to zero. The quantities in parentheses raised to the
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power ✏ and the Gamma function close to its pole may be expanded under the integral in
✏ about zero, where
 (✏) =
1
✏
   E +O(✏), A✏ = 1 + ✏ lnA+O(✏2), (2.104)
where  E is the Euler Gamma constant. This gives for the integral (2.98) in dimensional
regularization scheme
⌃↵ (p) =
g2CF
(4⇡)2
 ↵ /p
✓
1  1
✏
  ln
✓
µ2
 p2
◆
+  E
  ln 4⇡ + 2
Z 1
0
dxx ln (x(1  x)) +O(✏)
◆
=
↵s
4⇡
CF  ↵ /p
✓
1  1
✏
  ln
✓
µ2
 p2
◆
+  E   ln 4⇡
◆
+ finite. (2.105)
This integral has now been regulated, and the divergence is now contained in the 1✏ pole,
which diverges as ✏! 0.
Renormalization is the practice of removing these divergences, represented by the 1✏ poles,
order by order in perturbation theory so that one may obtain finite results in the limit as
✏! 0 in d = 4 dimensions. These renormalized quantities can then be safely used in the
theoretical prediction of observables such as cross sections and decay rates.
For a concrete example of how the procedure of renormalization works consider the the-
ory of Quantum Chromodynamics (QCD). Following the development of [44], upon first
fixing the gauge via the method of Fadeev and Popov [45], the Lagrangian density is given
by
Lqcd =  1
4
(@µG
A
⌫   @⌫GAµ )(@µG⌫A   @⌫GµA) 
1
2⇠
(@µGAµ )
2
+ q¯(i/@  mq)q +  A⇤@µ@µ A
  g
2
fABC(@µG
A
⌫   @⌫GAµ )GBµGC⌫  
g2
4
fABCfCDEGAµG
B
⌫ G
CµGD⌫
+ gq¯iT
A
ij  
µqjG
A
µ + gf
ABC(@µ A⇤) BGCµ , (2.106)
where TA, fABC with A,B,C = (1, 2, ..., 8) are the generators and structure constants of
SU(3)c respectively, GAµ are the gluon fields, q = (q1, q2, q3) are the SU(3) colour triplet
of the quark field of flavour qi where i = (u, d, c, s, t, b).  A is the ghost field, ⇠ is the
gauge parameter and g is the strong coupling.
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The procedure for renormalization of the theory is to write the bare Lagrangian as the sum
of the Lagrangian of (2.109) and a counter term Lagrangian.
Lqcd,b = Lqcd + Lqcd,CT , (2.107)
One then expresses the bare Lagrangian containing the bare quantities in terms of renor-
malization constants and renormalizad quantities, via the following prescription:
GAbµ =
p
Z3G
A
µ , qb =
p
Z2q,  
A
b = Z˜3 
A,
gb = Zgµ
✏g, mb = Zmm, ⇠b = Z3⇠. (2.108)
where the quantities with a subscript b are the bare unrenormalized ones and the Zi are the
renormalization constants. The quantity µ is introduced to the strong coupling in order to
make it dimensionless in d dimensions. By comparing the RHS of (2.107) given by
Lqcd + Lqcd,CT =  (1 +  3)
4
(@µG
A
⌫   @⌫GAµ )(@µG⌫A   @⌫GµA) 
1
2⇠
(@µGAµ )
2
+ i(1 +  2)q¯ /@q   (1 +  m)mq q¯q + (1 +  ˜3) A⇤@µ@µ A
  (1 +  3g3 )
g
2
fABC(@µG
A
⌫   @⌫GAµ )GBµGC⌫
  (1 +  4g3 )
g2
4
fABCfCDEGAµG
B
⌫ G
CµGD⌫
+ (1 +  1g)q¯iT
A
ij  
µqjG
A
µ + (1 +  ˜1)gf
ABC(@µ A⇤) BGCµ ,
(2.109)
with the LHS expressed in terms of (2.108)
Lqcd,b =  Z3
4
(@µG
A
⌫   @⌫GAµ )(@µG⌫A   @⌫GµA) 
1
2⇠
(@µGAµ )
2
+ Z2q¯ /@q   Z2Zmmq q¯q + Z˜3 A⇤@µ@µ A
  Z 323 Zg
g
2
fABC(@µG
A
⌫   @⌫GAµ )GBµGC⌫
  Z23Z2g
g2
4
fABCfCDEGAµG
B
⌫ G
CµGD⌫
+ Z2ZgZ
1
2
3 gq¯iT
A
ij  
µqjG
A
µ + Z2ZgZ˜
1
2
3 gf
ABC(@µ A⇤) BGCµ , (2.110)
the parameters for the counter terms are found to be
 3 = Z3   1,  2 = Z2   1,  ˜3 = Z˜3   1,
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 m = Z2Zm   1,  3g3 = Z
3
2
3 Zg   1,  4g3 = Z23Z2g   1,
 1 = Z2Z
1
2
3 Zg   1,  ˜1 = Z˜3Z
1
2
3 Zg   1. (2.111)
The counter terms are then treated as interaction terms in the Lagrangian and have cor-
responding Feynman rules. These then contribute to the calculation of Green functions at
the desired order in perturbation theory. To fix the renormalization constants Zi one then
determines their value such that they cancel the divergences which arise in computing the
Green functions, in accordance with the selected renormalization scheme. In this thesis
we use theMS scheme, for which only the divergent 1✏ poles are subtracted, and not any
of the other finite parts of the calculated loop diagrams. In this scheme the quantity µ
introduced in (2.109) is re-expressed as
µMS =
e E/2p
4⇡
µ (2.112)
So for example from the result given by (2.105), the quark field renormalization constant
Z2 will renormalize the theory at O(↵s) inMS for
Z2 = 1  ↵s
4⇡
CF
1
✏
. (2.113)
2.4.2 Renormalization group
The Renormalization Group [46, 47] is the group of transformations between different
choices of renormalization scale µ. The renormalization group equations (RGE) govern
the change in renormalized quantities such as Greens functions and parameters (masses,
couplings) with µ, in differential form. Let us consider the strong coupling in (2.108) and
derive the differential equations it obeys, keeping in mind that the bare parameters are µ
independent. Consider the strong coupling which depends upon µ through the rescaling
performed in order to obtain a dimensionless coupling in d spacetime dimensions. We
re-express g in (2.108) as
g(µ) = Z 1g µ
 ✏gb (2.114)
and take the derivative of g(µ) with respect to µ
µ
d
dµ
g(µ) = Z 1g gb
✓
µ
d
dµ
µ ✏
◆
+ µ ✏gb
✓
µ
d
dµ
Z 1g
◆
,
=  ✏µ ✏Z 1g gb   µ ✏gbZ 2g
✓
µ
d
dµ
Zg
◆
,
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=  ✏g(µ)  g(µ) 1
Zg
✓
d
d lnµ
Zg
◆
.
This can be written in terms of the QCD beta function
µ
d
dµ
g(µ) =  (✏, g(µ)), (2.115)
where the definition of  (✏, g(µ)) valid in d dimensions is explicitly
 (✏, g(µ)) =  ✏g(µ)  g(µ) 1
Zg
✓
d
d lnµ
Zg
◆
. (2.116)
For Zg in theMS scheme to L.O given as
Zg = 1 +
g2b
32⇡2
1
✏
( 11 + 2Nf
3
), (2.117)
where Nf is the number of active quark flavours and where it is understood that in the
dimensional regularization scheme, the 1✏ pole is pre-multiplied by the same factor as the
logarithm of µ appearing in the calculation of Zg. Then differentiating with respect to
(2.117) and taking the limit as ✏! 0 in d! 4 of (2.116) gives
 (g) =   0 g
3
16⇡2
, (2.118)
with  0 =
11N 2Nf
3 , and N is the number of colours. Then at leading order, the RGE for
the strong coupling is given by
µ
d
dµ
g(µ) =   0 g(µ)
3
16⇡2
, (2.119)
and solving this will give the value of the strong coupling at scale µ at leading order in
perturbation theory. We give this example here as it will be useful in explaining how the
RG is used in renormalization group improved effective field theory.
2.5 Effective Field Theory
2.5.1 Weak effective Hamiltonian
An Effective Field Theory (EFT) is a framework adopted in order to find the simplest way
to encapsulate the most important physics for the problem. The type of EFT applicable
to B meson processes is a ”top down” EFT in that we have knowledge of the theory
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at higher energy scales, but for greater simplicity in calculations, it is useful to obtain
a theory valid at lower energies containing only the relevant degrees of freedom. The
guiding principle in such an endeavour is that in order to describe physics at a scale µ, we
need not have detailed knowledge of the dynamics at much higher scales ⇤  µ thus we
may remove from the lower energy theory the degrees of freedom not relevant, and focus
on interactions involving those that are. In B meson decays there is a wide variation in
scales within the problem. These include ⇤QCD,mb,MW where ⇤QCD ⌧ mb ⌧ MW .
⇤QCD is the so called ”soft scale” and this is the scale at which perturbation theory breaks
down and non perturbative methods must be applied. The natural scale in the decay of a
B meson is the b quark mass, given that the b quark is the ”heavy” quark in the meson and
when the meson decays at rest the most energy which can go into decay products will be
proportional to this. Then MW is the so called ”hard scale” at which we ”integrate out ”
the mass of the W boson. In QCD the relevant expansion parameter is the strong coupling
↵s(µ) which is a valid expansion parameter down to scales µ ⇠ 1GeV. If we consider a b
decay b ! cc¯s then the appropriate scale at which to renormalize the effective operators
is the characteristic scale of the problem µ = O(mb). Figure 2.1 depicts the reduction of
a full amplitude to an effective amplitude in diagrammatic from, and is a generalization
of the Fermi theory for   decays [48, 49, 50].
Mathematically, according to the momentum space Feynman rues the full amplitude for
b c
c s
b c
c s
1
Figure 2.1: Full theory to effective theory
the diagram on the lhs is
Afull = ig22
V ⇤csVcb
8
u¯↵s  µ(1   5)u↵c
✓
⌘µ⌫
q2  M2W + i✏
◆
u¯ c  ⌫(1   5)u b . (2.120)
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with q2 the momentum squared of theW boson, uq the spinors for the quark fields, ↵,   =
1, 2, 3 SUC(3) colour indices. As this process really describes a b ! cc¯s transition, the
momentum release available is of the order q2 ⇠ m2b ⌧ M2W . We can perform a Taylor
expansion in q
2
M2W
on the propagator to give
  i ⌘
µ⌫
q2  M2W + i✏
|q2⌧M2W =
i⌘µ⌫
M2W
+O
✓
q2
M2W
◆
. (2.121)
This makes the propagator at LO effectively a constant and removes the heavyW degree
of freedom from the theory. We can write this now as an effective interaction valid for
q2 ⌧M2W
Afull !  ig22
V ⇤csVcb
8M2W
[u¯↵s  
µ(1   5)u↵c ][u¯ c (p) µ(1   5)u b ] +O
✓
q2
M2W
◆
. (2.122)
We can obtain the identical result by writing down an Effective  B = 1 Hamiltonian
comprised of only two four fermion operators
He↵ = GFp
2
VcbVcs
2X
i=1
CiQi (2.123)
where the Fermi constant GF is
GFp
2
=
g22
8M2W
, GF = 1.16639⇥ 10 5GeV 2, (2.124)
and where the operators Qi are defined as
Q1 = (c¯
↵
L µb
 
L)(s¯
 
L 
µc↵L), Q2 = (c¯
↵
L µb
↵
L)(s¯
 
L 
µc L). (2.125)
We obtain the same amplitude as given in (2.122) by calculating the rhs of Figure 2.1
where the circled crosses denote the vector minus axial vector (V   A) currents in oper-
ators Qi.
Ae↵ = GFp
2
V ⇤csVcb
⇥
C1hQ1iTreep + C2hQ2iTreep
⇤
(2.126)
We define the tree level matrix elements to be
hQiiTreep = hs(~p0), c(~p0c)|Q1(0)|c(~pc), b(~p)i+O(↵s) (2.127)
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and explicitly at tree level they are simple products of quark field bilinears
hQ1iTreep = [u¯↵s  µ(1   5)u c ][u¯ c  µ(1   5)u↵b ] (2.128)
hQ2iTreep = [u¯↵s  µ(1   5)u↵c ][u¯ c  µ(1   5)u b ] (2.129)
Therefore the effective amplitude corresponding to the rhs in figure 2.1 is
Ae↵ =  GFp
2
V ⇤csVcb
 
C1[u¯
↵
s  
µ(1   5)u c ][u¯ c  µ(1   5)u↵b ]+
+ C2[u¯
↵
s  
µ(1   5)u↵c ][u¯ c  µ(1   5)u b ]
⌘
(2.130)
Then by matching (2.122) onto i times (2.130) we can determine the Wilson coefficients
C1 and C2 at tree level to be
C1(MW ) = 0, C2(MW ) = 1. (2.131)
The reason that C1 is zero at tree level is because there are no gluonic colour index chan-
ging contributions. The weak W boson does not change colour and so the two quark
currents have the same SUC(3) index. The weak effective Hamiltonian in (2.123) is the
starting point of the effective theory and is an Operator Product Expansion (OPE), first
introduced by [51, 52, 53, 54]. In the following section, we discuss this in greater detail.
2.5.2 Operator Product Expansion
The Operator Product Expansion was proposed as a generalization the equal time com-
mutator of two fieldsX(x) and Y (y) by [51]. This approach is applied to the time ordered
product of operators under similar conditions as was later introduced in [52]. Following
[55], in position space, the bi-local time ordered product (defined in (A.14)) of operators
placed at different space time points a distance z apart, can be systematically expanded in
local operators multiplied by coefficient functions, in the limit as z ! 0. That is
T [Qa(z)Qb(0)] =
X
k
Cabk(z)Ok(0). (2.132)
The coefficients Cabk(z) are independent of the matrix elements of the operators on the
left hand side and right hand sides, under the condition that the external states have mo-
mentum components which are small compared to the inverse separation. Moreover, the
coefficients are calculated in perturbation theory in an expansion in the QCD coupling ↵s
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due to the “short distance” effects being contained in the coefficients and all non perturb-
ative “long distance” effects occurring at scales much larger than z. Or, to cast this in a
slightly different light, the momentum space expression for the OPE isZ
d4zeiq·zT [Qa(z)Qb(0)] =
X
k
Cabk(q)Ok(0) (2.133)
In this case, the limit is q ! 1, which the Fourier transform relates to z ! 0. Thus
we can think of the expansion in terms of matrix elements representing “low energy” non
perturbative parts and coefficient functions containing the “high energy” scales. Since
again the strong coupling becomes asymptotically small for high scales the coefficients
can be computed in perturbation theory.
The method of moving from a high energy theory to a low energy effective theory depicted
in Figure 2.1 and discussed in subsection 2.5.1 can be viewed as an OPE as was introduced
in [54]. As long as the momentum scale relevant for the decaying meson is much lower
than the mass of the particle we wish to “ integrate out”, we can express the amplitude
describing the weak decay of a meson as
A = hHe↵i = GFp
2
VCKM
X
i
Ci(µ,MW )hQi(µ)i. (2.134)
Here the factor VCKM is schematic, it will be different for different operators and contain
a combination of CKM matrix elements. In (2.134) the application of the OPE formalism
has again achieved a separation of scales, the short distance, high energy physics belongs
to the perturbatively calculable Wilson coefficients Ci(µ) and the long distance, low en-
ergy physics to the non perturbative matrix elements of local operators hQi(µ)i and µ is
the scale of separation between the two regimes. Degrees of freedom with mass higher
than µ are removed from the theory, but their existence is remembered by the Wilson
coefficients.
The physical amplitude cannot depend upon the factorization scale, which therefore should
cancel out in between the Wilson coefficients and the operator matrix elements. The
Wilson coefficients, as has been mentioned above, can be calculated perturbatively, how-
ever large logarithms of the form ln
⇣
MW
µ
⌘
spoil the perturbative expansion due to the
large separation of scales present on weak meson decays. In order to address this prob-
lem, we must employ the Renormalization Group formalism to sum up these large logar-
ithms to all orders in perturbation theory. After this, one may use this “ renormalization
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group improved perturbation theory” to calculate the coefficients. The operator matrix
elements can be treated separately and these require non perturbative methods such as
Lattice gauge theory , Heavy Quark Effective Theory (HQET), Heavy Quark Expansion
(HQE), 1N counting rules and so on.
2.5.3 Operator renormalization
The operators in the Weak effective Hamiltonian are renormalized in a way analogous
to that of the quark fields, they are rescaled by a multiplicative renormalization constant,
which is adjusted according to a renormalization condition to remove ultra violet diver-
gences order by order in perturbation theory. In the case of an operator basis, the renor-
malization constant is replaced with a renormalization matrix which leads to operator
mixing. Here and in what follows, where initial and final states are not explicitly labelled,
we denote the matrix elements of operators with hadronic initial and final states I, F as
hF |Q|Ii := hQi, (2.135)
and the matrix elements of operators with partonic initial and final states i, f as
hf |Q|ii := hQip, (2.136)
where in the latter case, the subscript p stands for partonic. In this section, the expectation
value of an operator given by (2.136) denotes amputated Greens functions with operator
insertion. In the partonic case this is evaluated using LSZ reduction formula or by com-
puting Feynman diagrams. in the hadronic case as in (2.135) which will become relevant
in later sections, this represents a non perturbative quantity and as such will be paramet-
erised in terms of non perturbative quantities such as decay constants, form factors and
bag factors computed using Lattice QCD (LQCD), Light Cone Sum Rules (LCSR), or
QCD Factorization (QCDF) etc.
To illustrate this let us consider an example of the O(↵s) corrections to tree level matrix
elements of Qc1 and Qc2 shown already in subsection 2.5.1. Considering the Hamiltonian
given in (2.123), the QCD corrections to the matrix elements of Q1 and Q2 are calculated
by evaluating and summing up the 6 diagrams shown in figure 2.2.
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Figure 2.2: QCD corrections to effective b ! cc¯s operators. Circled crosses denote the current current operator
structure.
That is
A(b! cc¯s) = 4GFp
2
VcbV
⇤
cshsc¯c|(C1(µ)Q1(µ) + C2(µ)Q2(µ))|bi+O(↵2s). (2.137)
The corresponding divergent amputated Green functions of (2.137) are then obtained,
assuming all quarks have the same momenta p and setting all quark masses to zero, as
hQ1ip = hQ1iTreep + 2CF
↵s
4⇡
✓
1
✏
+ ln
✓
µ2
 p2
◆◆
hQ1iTreep
  3↵s
4⇡
✓
1
✏
+ ln
✓
µ2
 p2
◆◆
hQ2iTreep +
3
N
↵s
4⇡
✓
1
✏
+ ln
✓
µ2
 p2
◆◆
hQ1iTreep
+ 4
↵s
4⇡
✓
1
✏
+ ln
✓
µ2
 p2
◆◆⇥hE22iTreep   hE11iTreep ⇤
hQ2ip = hQ2iTreep + 2CF
↵s
4⇡
✓
1
✏
+ ln
✓
µ2
 p2
◆◆
hQ2iTreep
  3↵s
4⇡
✓
1
✏
+ ln
✓
µ2
 p2
◆◆
hQ1iTreep +
3
N
↵s
4⇡
✓
1
✏
+ ln
✓
µ2
 p2
◆◆
hQ2iTreep
+
↵s
4⇡
✓
1
✏
+ ln
✓
µ2
 p2
◆◆
hE11iTreep   4hE12iTreep +
1
N
(hE22iTreep   4hE12iTreep )
 
(2.138)
The evanescent operators E1(2)1(2) will only yield constant and finite contributions and are
not relevant for finding the leading order anomalous dimension matrix. So dropping finite
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and constant terms leaves
hQ1ip =
✓
1 + 2CF
↵s
4⇡
✓
1
✏
+ ln
✓
µ2
 p2
◆◆◆
hQ1iTreep
  3↵s
4⇡
✓
1
✏
+ ln
✓
µ2
 p2
◆◆
hQ2iTreep +
3
N
↵s
4⇡
✓
1
✏
+ ln
✓
µ2
 p2
◆◆
hQ1iTreep
(2.139)
hQ2ip =
✓
1 + 2CF
↵s
4⇡
✓
1
✏
+ ln
✓
µ2
 p2
◆◆◆
hQ2iTreep
  3↵s
4⇡
✓
1
✏
+ ln
✓
µ2
 p2
◆◆
hQ1iTreep +
3
N
↵s
4⇡
✓
1
✏
+ ln
✓
µ2
 p2
◆◆
hQ2iTreep
(2.140)
To renormalize the operators a similar procedure is performed as that for fields and para-
meters except for composite operators an extra renormalization must be performed. This
is because at O(↵s) the colour structure of the interactions generate linear combinations
of operators Q1 and Q2 and so counter terms for both operators are required. This comes
about by the QCD coupling to quarks involving an SUC(3)matrix which generates an ex-
tra colour structure. In analogy with (2.108) the relation between bare and renormalized
operators is
Qbi = ZijQj i, j = 1, 2 (2.141)
and it is understood that the composite operator is comprised of bare quark fields. The
corresponding relation for the amputated Greens functions is
hQiibp = Z22ZijhQjip i, j = 1, 2 (2.142)
with Z2 the quark field renormalization constant which inMS scheme is given by (2.113).
Expressing then the amputated Green functions of (2.139) and (2.140) as prescribed in
(2.142)
hQ1i(b)p =
✓
1 + 2CF
↵s
4⇡
ln
✓
µ2
 p2
◆◆
hQ1iTreep
  3↵s
4⇡
✓
1
✏
+ ln
✓
µ2
 p2
◆◆
hQ2iTreep +
3
N
↵s
4⇡
✓
1
✏
+ ln
✓
µ2
 p2
◆◆
hQ1iTreep ,
(2.143)
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hQ2i(b)p =
✓
1 + 2CF
↵s
4⇡
ln
✓
µ2
 p2
◆◆
hQ2iTreep
  3↵s
4⇡
✓
1
✏
+ ln
✓
µ2
 p2
◆◆
hQ1iTreep +
3
N
↵s
4⇡
✓
1
✏
+ ln
✓
µ2
 p2
◆◆
hQ2iTreep .
(2.144)
the quark field renormalization factor has removed the pole in the first term of (2.143)
and (2.144) and we can read off the expression for the renormalization matrix in theMS
scheme to be
Z = 1 +
↵s
4⇡
1
✏
0@ 3N  3
 3 3N
1A . (2.145)
So that the renormalized amputated Green functions on the RHS of (2.142) are now finite
in the limit as ✏! 0 and are given to O(↵2s) by
hQ1ip =
✓
1 + 2CF
↵s
4⇡
ln
✓
µ2
 p2
◆◆
hQ1iTreep
  3↵s
4⇡
ln
✓
µ2
 p2
◆
hQ2iTreep +
3
N
↵s
4⇡
ln
✓
µ2
 p2
◆
hQ1iTreep , (2.146)
hQ2ip =
✓
1 + 2CF
↵s
4⇡
ln
✓
µ2
 p2
◆◆
hQ2iTreep
  3↵s
4⇡
ln
✓
µ2
 p2
◆
hQ1iTreep +
3
N
↵s
4⇡
ln
✓
µ2
 p2
◆
hQ2iTreep . (2.147)
Finally, the renormalized amplitude in the effective theory is given by
Ae↵ = 4GFp
2
VcbV
⇤
cs
⇥
C1(µ)
 
d1hQ1iTreep + d2hQ2iTreep
 
+C2(µ)
 
d1hQ2iTreep + d2hQ1iTreep
 ⇤
+O(↵2s) (2.148)
with the coefficients d1, d2
d1 = 1 + 2CF
↵s
4⇡
ln
✓
µ2
 p2
◆
+
3
N
↵s
4⇡
ln
✓
µ2
 p2
◆
, (2.149)
d2 =  3↵s
4⇡
ln
✓
µ2
 p2
◆
. (2.150)
We have calculated the QCD corrections to the matrix elements of the operators in the
effective Hamiltonian (2.123) and obtained their renormalization matrix and subsequently
know the renormalized amputated Green functions and renormalized amplitude in the
effective theory at some scale µ. However, in order to calculate the Wilson coefficients
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C1 and C2, one needs to compute the O(↵s) corrections to Afull given in (2.120), and
“match” this onto the result Ae↵ given in (2.148). We do not do this here, however it
is detailed in [44]. The coefficients so obtained will contain µ dependent logarithms
of the form ↵s(µ) ln
⇣
M2W
µ2
⌘
which are only small, if the subtraction point is µ ⇡ MW .
However the characteristic scale of the problem in b ! cc¯s transitions is µ ⇡ mb and
hence the natural scale at which to obtain results. In the next section we will introduce the
application of renormalization group to improve the EFT outlined above, such that large
logarithms are resummed by solving the renormalization group equations.
2.5.4 Renormalization group improvement of EFT
The renormalization group equation for the amputated Green functions is analogous to
(2.119) shown in 2.4 and is obtained by the same principles. It is written as
µ
d
dµ
hQ(µ)ip,i =   ijhQ(µ)ip,j (2.151)
with the anomalous dimension matrix (ADM) given as an expansion in the strong coup-
ling to be
 ˆ =
↵s
4⇡
 ˆ(0) +O(↵2s). (2.152)
Where our notational conventions are that where the symbol is shown with a ‘hat’ as in
 ˆ, we are referring to a matrix, and where the symbol is given without the ‘hat’ but with
indices as in  ij , we are referring to the component of  ˆ with indices i, j. Having prior
knowledge of the renormalization matrix of (2.145) leads to a simple way of obtaining
the anomalous dimension. Since the coefficients of the 1✏ poles in (2.139) and (2.140) are
the same coefficients of the µ2 dependent logarithms when using the dimensional regu-
larization scheme, we obtain the anomalous dimension matrix by direct differentiation of
the divergent parts of (2.143) and (2.144),with respect to µ. That is
µ
d
dµ
0@ hQ1ibp
hQ2ibp
1A = ↵s
4⇡
0@ 6N  6
 6 6N
1A0@ hQ1itreep
hQ2itreep
1A+O(↵2s) (2.153)
by comparison with (2.151) then
 ˆ(0) =
0@  6N 6
6   6N
1A . (2.154)
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Due to the µ independence of the Hamiltonian, the RGE of (2.151) holds also for the
Wilson coefficients. For later chapters, it will be instructive here to demonstrate in this
relatively simple case how the solution to this differential equation will give the evolution
of the coefficients with scale µ. At leading logarithmic order, the RGE for the Wilson
coefficients is
µ
d
dµ
~C(µ) =
↵s
4⇡
( ˆ(0))T ~C(µ). (2.155)
and the initial conditions are theWilson coefficients renormalized at the scale µ0, obtained
by the matching the full theory on to the effective theory at O(↵s). We solve (2.155) by
transforming to a basis in which the ADM is diagonal. The coefficients in the new basis
are
C+(µ) =
1p
2
(C1(µ) + C2(µ)), C (µ) =
1p
2
(C1(µ)  C2(µ)), (2.156)
so that in this basis the RGE becomes
µ
d
dµ
C±(µ) =
↵s
4⇡
 ±C±(µ), (2.157)
with the eigenvalues of (2.154) given by  ± =  6( 1N ± 1). Solving (2.157) is straight
forward, using the relation between the strong coupling and the QCD beta function
µ
d
dµ
= µ
d
d↵s
d↵s
dµ
=  (↵s)
d
d↵s
=  2 (0)↵
2
s
4⇡
d
d↵s
+O(↵3s), (2.158)
we may write Z C±(µ)
C±(µ0)
dC 0±(µ
0)
C 0±(µ0)
=    ±
2 0
Z ↵(µ)
↵(µ0)
d↵0(µ0)
↵0(µ0)
(2.159)
and upon integration and exponentiation obtain the solution
C±(µ) =
✓
↵(µ0)
↵(µ)
◆  ±
2 0
C±(µ0). (2.160)
Transforming back to the original basis gives the leading logarithmic relation between the
coefficients at scale µ in terms of the coefficients at the scale µ00@ C1(µ)
C2(µ)
1A = 1
2
0@ ⌘+ + ⌘  ⌘+   ⌘ 
⌘+   ⌘  ⌘+ + ⌘ 
1A0@ C1(µ0)
C2(µ0)
1A , (2.161)
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where
⌘± =
✓
↵(µ0)
↵(µ)
◆  ±
2 0
. (2.162)
This result enables the accurate calculation of Wilson coefficients at a scale µ in terms
of the coefficients of operators renormalized at scale µ0. The Wilson coefficients Ci(µ0)
contain no large logarithms.
2.6 Heavy Quark Effective Theory
Here we briefly describe the Heavy Quark Effective Theory (HQET) [56, 57, 58] and state
some results and make some definitions required for later chapters. Where known results
are stated we refer to the development in [59]. In Heavy Quark Effective Theory one
considers a single heavy quark inside a hadron which moves with a velocity comparable
to that of the hadron and interacts softly with light degrees of freedom inside the hadron.
The momentum of an on shell heavy quark is p = mQv and the momentum of an off
shell heavy quark is p = mQv + k where k is the residual momentum, which determines
the amount by which the quark is “off shell” due to interaction. vµ is a four velocity and
v2 = 1. It is convenient to define a heavy quark field as
Q(x) = e imQv·x [hv(x) +Hv(x)] (2.163)
where the new fields are
hv(x) = e
imQv·xP+Q(x) Hv(x) = eimQv·xP Q(x), (2.164)
and with the velocity dependent projectors defined as
P± =
± /v
2
. (2.165)
The following relations hold due to the projectors
/vhv(x) = hv(x), /vHv(x) =  Hv(x). (2.166)
The HQET is obtained from the QCD Lagrangian by substitution of (2.163) in to the part
of the Lagrangian for the heavy quark
Le↵ = Q¯(x)(i /D  mQ)Q(x) (2.167)
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Le↵ = (eimQv·x(h¯v(x) + H¯v(x)))(i /D  mQ)(e imQv·x(hv(x) +Hv(x)))
= h¯v(x)(mQ/v + i /D)hv(x) + h¯v(x)(mQ/v + i /D)Hv(x)+
+ H¯v(x)(mQ/v + i /D)hv(x) + H¯v(x)(mQ/v + i /D)Hv(x)
 mQ(h¯(x)vhv(x) + H¯(x)vhv(x) + h¯(x)vHv(x) + H¯(x)vHv(x)) (2.168)
using (2.166) we find the mass terms for the hv field cancel and acting with P+ and P 
either side of the derivatives in the terms only involving hv(x) and Hv(x) respectively,
gives
Le↵ = h¯v(x)(iv ·D)hv(x)  H¯v(x)(iv ·D + 2mQ)Hv(x) + h¯v(x)i /DHv(x)
+ H¯v(x)i /Dhv(x). (2.169)
Already we can see from (2.169) that Hv appears to have a mass term with a mass para-
meter of twice the heavy quark mass, and the field hv does not have such a term. To
remove the field Hv from the Lagrangian at tree level we solve the equations of motion.
These are derived in a similar manner as the Lagrangian. Given
(i /D  mQ)Q(x) = 0 (2.170)
we find, substituting (2.163) into (2.170) and acting with the covariant derivatives on the
exponential factors gives
[(i /D +mQ/v)hv(x) + (i /D +mQ/v)Hv(x) mQ(hv(x) +Hv(x))] = 0 (2.171)
and application of (2.166) leads to
i /Dhv(x) + (i /D   2mQ)Hv(x) = 0. (2.172)
To further reduce this we act from the left with the projector P  of (2.165) and commute
the /v terms with the covariant derivatives where
/v /D = 2v ·D   /D/v (2.173)
It is also convenient to project four vectors onto components parallel and perpendicular
to the heavy quark velocity v. The we define the perpendicular component of any four
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vector x to be
xµ? = x
µ   x · vvµ (2.174)
then (2.172) becomes
1
2
(1  /v)  i /Dhv(x) + (i /D   2mQ)Hv(x)  =
1
2
 
(i /Dhv(x) + (i /D   2mQ)Hv(x)) 
 
i(2v ·D   /D/v)(hv(x) +Hv(x)) + 2mQ/v)Hv(x)
  
= i /D?hv(x)  (iv ·D + 2mQ)Hv(x). (2.175)
) Hv(x) = i
/D?
(iv ·D + 2mQ)hv(x) (2.176)
This demonstrates that the effects of the Hv(x) field are O( 1mQ ) suppressed relative to
hv(x). Now, let us substitute (2.176) into (2.163) to give
Le↵ = h¯v(x)
✓
(iv ·D) + i /D? 1(iv ·D + 2mQ)
/D?
◆
hv(x) (2.177)
because the derivatives acting on the field hv bring down powers of the residual mo-
mentum which by definition is O( QCD) ⌧ mQ we may express the inverse operator
(iv ·D + 2mQ) 1 as a derivative expansion as
1
(iv ·D + 2mQ) =
1
2mQ
1X
k=0
✓ iv ·D
2mQ
◆k
, (2.178)
further using the fact that P+hv(x) = h)v(x) we use the identity
P+i /D?i /D?P
+ = P+
h
(i /D?)
2 +
gs
2
 µ⌫G
µ⌫
i
P+ (2.179)
to give the HQET Lagrangian is to O
⇣
1
m2Q
⌘
as
Le↵ = h¯v(x)(iv ·D)hv(x)  h¯v(x)(
/D?)2
2mQ
hv(x)  h¯v(x) gs
4mQ
 µ⌫G
µ⌫hv(x). (2.180)
In the heavy quark limitmQ !1
Le↵ |mb!1 = h¯v(iv ·D)hv(x). (2.181)
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2.7 Heavy Quark Expansion
2.7.1 An expansion in inverse powers of the heavy quark mass
The Heavy Quark Expansion (HQE) was introduced in [60], [61], [62], [63]. Here we
will follow the reviews [64] ,[65] and [66]. To begin a quark is considered heavy if its
mass term in the QCD Lagrangian has mQ   ⇤QCD.The hadron itself, denoted HQ is
comprised of a heavy quark Q and a light anti quark q¯ and a cloud of quarks and gluons
which acts to keep all the constituent parts together in a colourless bound state. In order
to introduce the HQE it is taken as understood that the light constituents of the hadron
have soft momenta of O(⇤QCD). The heavy quark is treated as a non relativistic object
submerged in a soft gluon background field.
The HQE is an extension of the OPE and as such we begin with the transition operator
which is the imaginary part of the bi-local product of the weak effective HamiltonianHW
T (Q! F ! Q) = Im
⇢
i
Z
d4xT [HW (x)HW (0)]
 
. (2.182)
If the energy released in the decay HQ ! F is sufficiently large, T may be expressed as
an infinite sum of local operators of increasing dimension, suppressed by inverse powers
of the heavy quark mass
T = G2Fm5Q|VˆCKM |2
X
j
cfj (µ)
m
dj 3
Q
Oj
= G2Fm
5
Q|VˆCKM |2
 
c(f)3 (µ)Q¯Q+
c(f)5 (µ)
m2Q
Q¯
1
2
  ·GQ+ c
(f)
6 (µ)
m3Q
O6
+
c(f)7 (µ)
m4Q
O7 +O
 
1
m5Q
!!
(2.183)
where VˆCKM schematically represents the relevant CKM matrix elements, dj is the di-
mension of the operator Oj and µ is the renormalization scale. There is no 1mQ term. The
operators of dimension d = 6, 7 depend upon the spectator quark and are different de-
pending upon terms arising in the bi-local product of Hamiltonians on the left hand side.
For semi-leptonic and non leptonic decays, the HQE predicts that the the total inclusive
rate for the decay of a heavy hadron to final state f is given by
  =
G2Fm
5
Q
192⇡3
|VˆCKM |2
"
cf3(µ)
hHQ|Q¯Q|HQi(µ)
2MHQ
+
cf5(µ)
m2Q
hHQ|Q¯12  ·GQ|HQi(µ)
2MHQ
+
41X
j
cf6,j(µ)
m3Q
hHQ|O(6)j |HQi(µ)
2MHQ
+
X
j
cf7,j(µ)
m4Q
hHQ|O(7)j |HQi(µ)
2MHQ
+O
 
1
m5Q
!#
.
(2.184)
2.7.2 Individual terms in the HQE
The individual terms require some explanation. The first term is universal to all Q fla-
voured Hadron decay and is associated with the decay of a free quark. In HQET
hHQ|Q¯Q|HQi = 1  µ⇡(HQ)
2   µG(HQ)2
2m2Q
+O
✓
1
m3q
◆
(2.185)
The two contributions are the matrix element of the kinetic operator µ2⇡ and the matrix
element of the chromomagnetic operator µ2G and are defined in the rest frame of the heavy
hadron HQ to be
µ2⇡(HQ) =
1
2MHQ
hHQ|Q¯(i ~D)2Q|HQi, (2.186)
µ2G(HQ) =
1
2MHQ
hHQ|Q¯gs
2
 µ⌫G
µ⌫Q|HQi. (2.187)
Here (i ~D)2 = (iv ·D)2 (iD)2. The kinetic part is analogous to the Lorenz factor because
the lifetime for a particle in motion will increase due to time dilation. The chromo-
magnetic part is due describes the colour magnetic interaction of the heavy quark inside
the hadron, with the gluon field. The second term is again associated with the chromo-
magnetic operator and arises from a two loop diagram involving the emission of a gluon
from an internal quark like, it results in the chromomagnetic operator which again, due to
its dimension, is suppressed by two powers of the heavy quark mass.
The third term contains dimension d = 6 operators of the form
O(6)j = (Q¯ jq)(q¯ jQ) (2.188)
where  j denotes generic Dirac and chiral structure. This term is associated with a one-
loop diagram which called a weak annihilation diagram (for example the annihilation
bs! cc¯ in the case ofHQ = B(0)s [67]) and this is the first term in the HQE that is sensitive
to the flavour of the spectator quark. The fourth term is associated with dimension d =
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7 operators which are comprised either of dimension 6 operators such as those above
multiplied by a power of the spectator quark mass or contain additional derivatives.
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Chapter 3
Beyond the standard model in b! cc¯s
transitions
Chapters 1-2 have focused upon known results, and now in this chapter we begin our
presentation of novel research as detailed in[1, 2]. To begin, we motivate our novel study
of BSM in b! c¯cs transitions in section 3.1 and give definitions of the weak Hamiltonian
and operator basis constructed to perform the investigation in 3.2.
3.1 Why study new physics in b! cc¯s
The quark level b ! cc¯s transition contributes to a range of both CP conserving and CP
violating processes providing a number of different ways to theoretically test for signs of
physics beyond the standard model (BSM). One set of processes which have received a
lot of attention in recent years are the rare semi-leptonic decays triggered by the b! s ¯``
transition. Anomalies exist in between theory and experiment in observables associated
with these decays [4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20], and have
been the cause of much excitement due to their potential to be explained by the presence
of new degrees of freedom.
In contrast, b ! cc¯s transitions also affect B(0)s   B¯(0)s mixing for which theoretical pre-
dictions of observables such as   s are currently in perfect agreement with experiment
[68]. Another observable which provides a precise theoretical prediction in good agree-
ment with experiment is the branching ratio for the total inclusive B¯ ! Xs  decay [69].
The purpose of this research is to determine effects produced by a complete set of dimen-
sion 6 four quark operators in a full compliment of processes to which they contribute in
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order to both offer possible explanations for anomalies, and to obtain phenomenological
constraints upon the couplings that accompany them in the effective Hamiltonian.
More precisely, we construct the most general set of  B = 1 dimension 6 effective op-
erators which are allowed by the symmetries of the theory, and which mimic the b! cc¯s
transition in the effective theory, and add this to the SM weak effective Hamiltonian.
These operators differ from those of the SM by their Dirac and chiral structure, and thus
are used to calculate BSM contributions to observables associated with the following
processes, which proceed at loop level: Rare semi leptonic decay through b ! sµ+µ 
transitions, Radiative decay through b ! s  transitions, B(0)s   B¯(0)s mixing and B(0)s
lifetimes. In addition we consider the B0d ! J/ KS hadronic decay through tree level
b! cc¯s transitions. Signs of new physics appear in three forms in our explorative study:
i) as shifts to SM Wilson coefficients Cc1 and Cc2, ii) in the form of non zero BSMWilson
coefficients which accompany our new operators in the extended weak Hamiltonian, and
iii) as complex parts of SM Wilson coefficients. In what follows, we define the weak
Hamiltonian constructed of the SM and BSM b ! cc¯s operators as detailed above, and
their corresponding Wilson coefficients in terms of their SM and BSM parts, and together
call this the ‘Charming Beyond the Standard Model’ (CBSM) scenario as presented in
works [1] and [2].
3.2 Weak Hamiltonian and operator Basis
In what follows we use from the unitarity relation of the CKM matrix (2.55)
VcbV ⇤cs
VtbV ⇤ts
+
VubV ⇤us
VtbV ⇤ts
=  1, (3.1)
and neglect the small ratio
VubV ⇤us
VtbV ⇤ts
⇡ O(10 3), (3.2)
so that in the following definitions we have worked with the approximation that
VcbV ⇤cs
VtbV ⇤ts
⇡  1. (3.3)
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In the CP conserving case, the observable which would be affected by neglecting the small
ratio (3.2) is the flavour specific CP asymmetry asfs, which currently has an experimental
value of roughly⇠ 130 times that of the SM central value, so that the above approximation
yields reasonable results. In the CP violating case, we find that the BSM complex Wilson
coefficients can take values much larger than the error we make in neglecting this quantity,
so that the impact of doing so does not appreciably affect our results.
We define the weak effective Hamiltonian governing b! cc¯s transitions as
Hcc¯e↵ =
4GFp
2
"
VcbV
⇤
cs
10X
`=1
(Cc` (µ)Q
c
`(µ) + C
0c
` (µ)Q
0c
` (µ))
#
+ h.c, (3.4)
The full basis of dimension d = 6 four quark operators is given by [1]
Qc1 = (c¯
i
L µb
j
L)(s¯
j
L 
µciL), Q
c
2 = (c¯
i
L µb
i
L)(s¯
j
L 
µcjL),
Qc3 = (c¯
i
Rb
j
L)(s¯
j
Lc
i
R), Q
c
4 = (c¯
i
Rb
i
L)(s¯
j
Lc
j
R),
Qc5 = (c¯
i
R µb
j
R)(s¯
j
L 
µciL), Q
c
6 = (c¯
i
R µb
i
R)(s¯
j
L 
µcjL),
Qc7 = (c¯
i
Lb
j
R)(s¯
j
Lc
i
R), Q
c
8 = (c¯
i
Lb
i
R)(s¯
j
Lc
j
R),
Qc9 = (c¯
i
L µ⌫b
j
R)(s¯
j
L 
µ⌫ciR), Q
c
10 = (c¯
i
L µ⌫b
i
R)(s¯
j
L 
µ⌫cjR),
and there are a further 10 primed four fermion operators can be obtained by letting
PL/R ! PR/L in the above expressions, where we define the left and right projection
operators as PL(R) = (1⌥ 
5)
2 . The roman indices i, j = 1..3 are colour indices. To describe
the rare and radiative decay processes we will need to introduce the weak Hamiltonian
triggering the b! s ¯`` and b! s  transitions as
Hrsle↵ =
4GFp
2
[VcbV
⇤
cs(C7 (µ)Q7 (µ) + C9V (µ)Q9V (µ)
+C 07 (µ)Q
0
7 (µ) + C
0
9V (µ)Q
0
9V (µ))
⇤
+ h.c. (3.5)
The electromagnetic dipole and semileptonic operators, along with their chirality conjug-
ates are given by
Q7  =
emb
16⇡2
(s¯L µ⌫bR)F
µ⌫ , Q9V =
↵
4⇡
(s¯L µbL)(µ¯ 
µµ)
Q07  =
emb
16⇡2
(s¯R µ⌫bL)F
µ⌫ , Q09V =
↵
4⇡
(s¯R µbR)(µ¯ 
µµ).
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Wheremb is the b-quark mass, e is the electromagnetic coupling, and ↵ = e
2
4⇡ .
To calculate the ADM and subsequent mixing of the CBSM operators and their mixing
with the dipole and semileptonic operators one should also include the section of the SM
Effective Hamiltonian which contains the QCD penguin operators and the chromomag-
netic dipole operator.
Hqcde↵ =
4GFp
2
"
VcbV
⇤
cs
6X
`=3
(Cp` (µ)Q
p
`(µ) + C
0p
` (µ)Q
0p
` (µ))
+C8g(µ)Q8g(µ) + C
0
8g(µ)Q
0
8g(µ)
⇤
+ h.c (3.6)
The basis of QCD penguin operators is taken from [70]
Qp3 = (s¯L µbL)
X
q
(q¯ µq) (3.7)
Qp4 = (s¯L µT
abL)
X
q
(q¯ µT aq) (3.8)
Qp5 = (s¯L ⌫ µ ⇢bL)
X
q
(q¯ ⌫ µ ⇢q) (3.9)
Qp6 = (s¯L ⌫ µ ⇢T
abL)
X
q
(q¯ ⌫ µ ⇢T aq) (3.10)
where q runs over all active quark flavours in the effective theory. Again, the primed
operators corresponding to the above set are obtained by letting  L(R) !  R(L) for
 2 {s, c, b}.
In addition to the dipole and semileptonic operators, in order to obtain the correct evolu-
tion for the b ! cc¯s basis, we also need to include the chromomagnetic dipole operator
given by
Q8g =
gs
16⇡2
(s¯ µ⌫T aPRb)G
a
µ⌫ . (3.11)
Further, to isolate the BSM contribution we define the Wilson coefficients for the charmed
four quark operators to be split into SM parts and NP parts which are expressed as
Cc` (µ) =
8><>:C
SM
` (µ) + C`(µ), ` = 1, 2
 C`(µ), ` = 3, .., 10
Cc0` (µ) =  C
0
`(µ) ` = 1, ..., 10 . (3.12)
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As will be described next, RG evolution then generates BSM contributions to the penguin
and dipole operators, which play a crucial role in the phenomenology of the CBSM scen-
ario. The CBSM scenario should be viewed as a partial effective description of a more
complete UV scenario, which will in general also involve nonzero initial values for the
other  C`.
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Chapter 4
Renormalization group improvement of
CBSM
In Chapter 1 the notion of renormalization in QFT, and further in EFT was introduced
and in Section 2.4 it was explained how renormalization group can be used to sum up
large logarithms appearing in the perturbative expansion. The RGE for operator matrix
elements and for their Wilson coefficients was introduced in 2.5 for the simple case of
QCD corrections to the effective amplitude involving SM operators Qc1 and Qc2. Here
we now wish to present our novel extension to this known result, by considering the
special and somewhat more complicated case of the renormalization group evolution for
full CBSM operator basis.
The chapter is laid out as follows: In section 4.1 the renormalization group equation
in terms of the full set of Wilson coefficients used in this study and the full anomalous
dimension matrix governing their respective change of scale is given. In section 4.2 a
derivation of the solution to the RGE is outlined and we present two individual cases
in which we solve the RGE and subsequently obtain the evolved b ! cc¯s coefficients.
Finally in section 4.3 the full evolution matrix is given.
4.1 Renormalization group equation
4.1.1 Effective coefficients
To obtain the renormalization group evolution for the full basis of operators we will be
using the Hamiltonian
He↵ = Hcc¯e↵ +Hqcde↵ +Hr,sle↵ , (4.1)
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where the Hcc¯e↵ , Hqcde↵ and Hr,sle↵ and the operator basis are defined in chapter 3. Instead
of using the coefficients for the electromagnetic and chromomagnetic dipole operators
it is convenient and conventional to use certain linear combinations of them which are
termed “effective coefficients”. We extend the formalism of [71] and [70] and express
the coefficients of the electromagnetic and chromomagnetic dipole operators in terms of
a linear combination of the QCD penguin coefficients and our CBSM coefficients. In the
SM, only the penguin coefficients and theC1, C2 SM coefficients contribute, however here
we present a novel result which necessarily includes all contributing Wilson coefficients
contained in (4.1). Let us define the effective coefficients as
Ce↵7  (µ) = C7 (µ) + ~y · ~C(µ), (4.2)
Ce↵8g (µ) = C8g(µ) + ~z · ~C(µ). (4.3)
here ~C(µ) = (~Cc(µ), ~Cp(µ)) is a column vector with components
~Cc(µ) = (Cc1(µ), C
c
2(µ), ..., C
c
10(µ)), (4.4)
~Cp(µ) = (Cp3 (µ), C
p
4 (µ), ..., C
p
6 (µ)), (4.5)
with the coefficients Cci (µ) as defined in (3.12). The vectors ~z and ~y are
~y =
✓
0, 0, 0, 0,
2N
3
xc,
2
3
xc, 0, 0, 0, 0, 1
3
, 4
9
, 20
3
, 80
9
◆
, (4.6)
~z =
✓
0, 0, 0, 0, 0, xc, 0, 0,0, 0, 1, 1
6
, 20, 10
3
◆
, (4.7)
where N is the number of colours and xc = mcmb . The first two and the final four com-
ponents of equations (4.6) and (4.7) are known SM results which are taken from [70] 1,
and the components yi, zi for i = 3...10 are novel results calculated for the first time here
[2]. There are a further six equations which correspond to the primed parity conjugate
operators defined in chapter 3 which take the same structural form and can be obtained
from those above by simply adding a prime in superscript. This is due to the Qci and their
chirality flipped counterparts Qc0i not mixing under renormalization.
The need to express the magnetic dipole coefficients in this way arises due to a regu-
larization scheme dependence which is particular to b ! s  decay. In Naive Dimen-
sional Regularization (NDR) scheme, which is dimensional regularization with fully anti-
1Note that the authors use a different basis for the four fermion operators however the result is the same in our basis.
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commuting  5, when computing the 1 loop matrix elements of the four quark operators in
b ! s  decay it is found that there are terms arising which are finite in the limit ✏ ! 0.
It was found in [71] that such terms are zero when doing the same calculations in the ’t
Hooft-Veltman (HV) scheme. In the SM these terms arise in the calculation of matrix
elements of penguin operators. In the CBSM scenario extra terms arise which are asso-
ciated with the 1 loop matrix elements of Qc5,6. The matrix element of He↵ between the
appropriate initial and final states at order ↵(0)s is
hs |He↵ |bi = C7 (µ)hs |Q7 (µ)|bitree +
14X
i=1
Cai (µ)hs |Qai (µ)|bi1 loop (4.8)
when (4.8) is renormalized, there will remain some finite terms which are scheme de-
pendent. We then express (4.8) as
hs |He↵ |bi = Ce↵7 (µ)hs |Q7 (µ)|bitree (4.9)
with Ce↵7  (µ) as defined in (4.2). This corresponds to a finite renormalization of the op-
erators such that the renormalized operators are the same in either NDR or HV scheme.
There are analogous expressions in terms of Q8g
hsg|He↵ |bi = C8g(µ)hsg|Q8g(µ)|bitree +
14X
i=1
Cai (µ)hsg|Qai (µ)|bi1 loop (4.10)
hsg|He↵ |bi = Ce↵8g (µ)hsg|Q8g(µ)|bitree. (4.11)
4.1.2 RGE for the effective coefficients
The evolution of the effective coefficients is governed by their renormalization group
equation
µ
d
dµ
Ce↵i (µ) =  
e↵
ji (µ)C
e↵
j (µ), (4.12)
where  ˆe↵ is a 17⇥ 17 matrix, and the 17⇥ 1 column vector upon which it acts is
~Ce↵(µ) = ( ~Cc(µ), ~Cp(µ), Ce↵7  (µ), C
e↵
8g (µ), C9V (µ)), (4.13)
and the 10 ⇥ 1 and 4 ⇥ 1 vectors ~Cc(µ) and ~Cp(µ), corresponding to the CBSM coeffi-
cients and the penguin coefficients respectively are defined in (4.4) and (4.5). The relation
between the effective ADM and the ADM governing the evolution of the non effective
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coefficients is extended beyond that given in [70], such that the terms involving compon-
ents yi, zi now contain novel results [2]
 (0)e↵ji =  
(0)
j7  +
14X
k=1
yk 
(0)
jk    (0)7 7 yj    (0)8g7 zj i = 7 , j = 1, ..., 14 (4.14)
 (0)e↵ji =  
(0)
j8g +
14X
k=1
zk 
(0)
jk    (0)8g8gzj i = 8g, j = 1, ..., 14 (4.15)
 (0)e↵ji =  
(0)
ji otherwise (4.16)
The effective ADM and in addition the QCD beta function both have a perturbative ex-
pansion in ↵s(µ)
 ˆe↵(µ) =
↵s(µ)
4⇡
 ˆ(0)e↵ +
✓
↵s(µ)
4⇡
◆2
 ˆ(1)e↵ + · · · (4.17)
 (µ) =  2 0↵s(µ)
2
4⇡
  2 1↵s(µ)
3
(4⇡)2
+ · · · (4.18)
we will work to leading order in both, in what follows.
4.2 Solutions to the RGE
4.2.1 The solution to the RGE
The solution to the RGE gives the direct relation between the coefficients renormalized at
a given high scale µ0 which is the initial condition for the solutions, and a lower energy
scale µ which is the scale of interest. It is
Ce↵i (µ) = Uij(µ, µ0)C
e↵
j (µ0), (4.19)
Let us solve (4.12) in order to obtain the evolution operator and hence the full evolution
of the coefficients in (4.13). We truncate (4.17) and (4.18) at L.O. then,
µ
d
dµ
Ce↵i (µ) =
↵s
4⇡
 (0)e↵ji C
e↵
j (µ). (4.20)
We will use (2.158) to change variables such that (4.20) becomes
d
d↵s
Ce↵i (µ) =  
1
↵s
1
2 (0)
 (0)e↵ji C
e↵
j (µ) (4.21)
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To solve this differential equation we have to diagonalize  ˆ(0) and solve (4.20) in the basis
of coefficients for which  ˆ(0) is diagonal. That is we seek a matrix Xˆ with detXˆ 6= 0 such
that
C 0i(µ) = (X
 1)ijCe↵j (µ) (4.22)
because Xˆ is non singular it has an inverse and satisfies
XˆXˆ 1 = Xˆ 1Xˆ = 1ˆ (4.23)
where 1ˆ is the 17⇥ 17 identity matrix. Then inserting (4.22) into the lhs of (4.21) gives
d
d↵s
(X 1)ikCe↵k (µ) =  
1
↵s
1
2 (0)
(X 1)jk 
(0)e↵
km Xmi(X
 1)jlCe↵l (µ) (4.24)
where the identity matrix has been inserted on the rhs. Then, in the new basis we have
d
d↵s
C 0i(µ) =  
1
↵s
1
2 (0)
(X 1( (0)e↵)TX)ijC 0j(µ), (4.25)
where the change of basis matrices diagonalize ( ˆ(0)e↵)T so that
(Xˆ 1( ˆ(0)e↵)T Xˆ) = Diag( 1, 2, ...., n), (4.26)
with  1, ..., n the eigenvalues of ( ˆ(0)e↵)T and Xˆ is the matrix whose columns are the ei-
genvectors of ( ˆ(0)e↵)T . Further it is convenient to define a vector ~ (0)D = ( 1, 2, ...., n)
T
containing the diagonal elements of (4.26). So now the differential equation is decoupled
and we have a set of n = 17 ODE’s to be solved for each coefficient in ~C 0. This is straight
forward at L.O: Z C0(µ0)
C0(µ)
dC 0i(µ
0)
C 0i(µ0)
=  ( 
(0)
D )i
2 (0)
Z ↵s(µ0)
↵s(µ)
d↵0s
↵0s
(4.27)
where no sum over i is implied. Upon integrating (4.27) and exponentiating, component-
wise the solution in the diagonal basis is
C 0i(µ) =
✓
↵s(µ)
↵s(µ0)
◆ (( (0))D)i
2 (0)
C 0i(µ0), (4.28)
53
again, no sum implied.Transforming back to our original basis then we must left multiply
(4.28) with Xˆ to give in matrix notation
~Ce↵(µ) =
0B@Xˆ
264✓ ↵s(µ)
↵s(µ0)
◆ ~ (0)D
2 (0)
375
D
Xˆ 1
1CA ~Ce↵(µ0) (4.29)
where what is meant by the subscriptD on the matrix between the Xˆ and its inverse is that
this is a diagonal matrix whose diagonal elements are precisely the pre-factor to C 0i(µ0)
in (4.28). Comparing with (4.19), we obtain the LO solution for the evolution matrix
Uˆ (0)(µ, µ0) =
0B@Xˆ
264✓ ↵s(µ)
↵s(µ0)
◆  ~ (0)D
2 (0)
375
D
Xˆ 1
1CA . (4.30)
Solving the RGE in practice for the full set of coefficients contains a degree of complex-
ity, owing to the fact that at 1-loop level, the contributions from matrix elements of the
operators in our basis enter at differing orders in the strong coupling - that being ↵(0)s ,↵(1)s ,
however the leading order term in the expansion (4.17) is of order ↵(1)s . In addition, op-
erator matrix elements of the electromagnetic dipole vanish at 1 loop and contribute at
two loop but order ↵(1)s . In this section it is shown that the solution to (4.20) is found
by considering two separate cases, categorised as Case I and Case II, for which we must
rescale some of the operators and coefficients in our basis differently, in order to obtain a
solution to (4.20) which is expressible in the form (4.19). For the purposes of solving in
each case, we split the vector of CBSM coefficients as
~Cc(µ) = ( ~CcI(µ), ~C
c
II(µ)), (4.31)
~CcI(µ) = (C
c
1(µ), ..., C
c
6(µ)), (4.32)
~CcII(µ) = (C
c
7(µ), ..., C
c
10(µ)). (4.33)
and accordingly in what follows, the ADM which governs the 1-loop mixing of the b !
cc¯s amongst themselves is split as
 ˆ(0)cc =
24  ˆ(0)cc,I 0
0  ˆ(0)cc,II
35 .
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For the effective dipole coefficients we split the ~y, ~z vectors as:
~y = (~ycI , ~y
c
II , ~y
p) (4.34)
~z = (~zcI , ~z
c
II , ~z
p) (4.35)
~yp =
✓
 1
3
, 4
9
, 20
3
, 80
9
◆
, ~zp =
✓
0, 1, 1
6
, 20, 10
3
◆
, (4.36)
~ycI = (0, 0, 0, 0, 2xc,
2
3
xc), ~z
c
I = (0, 0, 0, 0, 0, xc), (4.37)
~ycII = (0, 0, 0, 0), ~z
c
II = (0, 0, 0, 0). (4.38)
4.2.2 Case I: Cc1(µ)  Cc6(µ)
In this case we consider only the first 6 CBSMWilson coefficients, and so
~CI(µ) = (~CcI(µ), ~C
p(µ), Ce↵7,I(µ), C
e↵
8,I(µ), C9V (µ))
T . The effective coefficients are defined
through
Ce↵7,I(µ) = C7 (µ) + ~yI · ~CcpI (µ), (4.39)
Ce↵8,I(µ) = C8g(µ) + ~zI · ~CcpI (µ). (4.40)
with ~yI = (~ycI , ~yp),~zI = (~zcI , ~zp) and ~C
cp
I (µ) = ( ~C
c
I(µ), ~C
p(µ)). To understand how the
rescaling works and how to scale back after solving the RGE, it is most transparent to
look at the individual coupled equations. For the purpose of clarity in what follows, we
will omit the zero superscript on the ADM.
µ
d
dµ
~CcI(µ) =
↵s
4⇡
 ˆTcc,I ~C
c
I(µ) (4.41)
µ
d
dµ
~Cp(µ) =
↵s
4⇡
⇣
 ˆTcp,I ~C
c
I(µ) +  ˆ
T
pp
~Cp(µ)
⌘
(4.42)
µ
d
dµ
Ce↵7,I(µ) =
↵s
4⇡
⇣
(~ e↵c7,I)
T · ~CcI(µ) + (~ e↵p7 )T · ~Cp(µ) +  77Ce↵7,I(µ) +  87Ce↵8,I(µ)
⌘
(4.43)
µ
d
dµ
Ce↵8,I(µ) =
↵s
4⇡
⇣
(~ e↵c8,I)
T · ~CcI(µ) + (~ e↵p8 )T · ~Cp(µ) +  88Ce↵8,I(µ)
⌘
(4.44)
The differential equations above are all proportional to one power of the strong coup-
ling, because the partonic matrix elements of their operators, between the relevant states
involve 2 interaction vertices which contribute a power of ↵s. However, at 1-loop the
entries ~ (0)c9 are O(↵,↵(0)s ) and so right hand side of the DE below is not proportional to
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↵s as it does not originate from QCD corrections. It is therefore necessary to rescale Q9V
and C9V so that we bring ~ 
(0)
c9 into the full leading order ADM and solve the RGE in a
straight forward manner. Then
Q˜9V =
4⇡
↵s
Q9V , C˜9V =
↵s
4⇡
C9V . (4.45)
The coefficient C9V (µ) obeys
µ
d
dµ
C9V (µ) = ~ 
T
c9,I
~CcI(µ) + ~ 
T
p9
~Cp(µ), (4.46)
now rescaling C9 in accordance with (4.45) gives the expression
µ
d
dµ
C˜9V (µ) =
↵s
4⇡
⇣
~ Tc9,I ~C
c(µ) + ~ Tp9 ~C
p(µ)  2 0C˜9V (µ)
⌘
(4.47)
Now it is possible to solve the RGE in matrix form, with a single ADM given symbolically
below and numerically in (4.48) [1, 2] .
µ
d
dµ
0BBBBBBBB@
~CcI(µ)
~Cp(µ)
Ce↵7,I(µ)
Ce↵8,I(µ)
C˜9V (µ)
1CCCCCCCCA
=
↵s
4⇡
0BBBBBBBB@
 ˆcc,I  ˆcp,I ~ e↵c7,I ~ 
e↵
c8,I ~ c9,I
0  ˆpp ~ e↵p7 ~ 
e↵
p8 ~ p9
0 0  77 0 0
0 0  87  88 0
0 0 0 0  99
1CCCCCCCCA
T 0BBBBBBBB@
~CcI(µ)
~Cp(µ)
Ce↵7,I(µ)
Ce↵8,I(µ)
C˜9V (µ)
1CCCCCCCCA
.
 ˆe↵I =
0BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@
 2 6 0 0 0 0 0 0 0 0 0 3  83
6  2 0 0 0 0 0 43 0 0 41681 7027  89
0 0 2  6 0 0 0 0 0 0 0 0 43
0 0 0  16 0 0 0  23 0 0 22481 19 49
0 0 0 0  16 0 0 0 0 0  160xc3 0 0
0 0 0 0  6 2 0 0 0 0  128xc9  22xc3 0
0 0 0 0 0 0 0  523 0 2  17681 1427  169
0 0 0 0 0 0  409  1009 49 56  152243  587162 3227
0 0 0 0 0 0 0  2563 0 20  627281 659627  1129
0 0 0 0 0 0  2569 569 409  23 4624243 477281 51227
0 0 0 0 0 0 0 0 0 0 323 0 0
0 0 0 0 0 0 0 0 0 0  329 283 0
0 0 0 0 0 0 0 0 0 0 0 0  2 0
1CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA
(4.48)
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To construct the ADM we have extracted elements from our own calculations detailed in
chapter 5 using the procedure outlined in section 2.5 and for the remaining elements used
known entries calculated by the following authors [72], [70], [73], [74]. The full details
of which are given in appendix B and in [2].
The evolution matrix Uˆ(µ, µ0) is calculated as prescribed in 4.1, with help from Mathem-
atica for diagonalization of the large matrices. Eigenvalues and eigenvectors are extracted
accordingly and the evolved coefficients are given below after rescaling back the scaled
coefficient C˜9V . The values of the coefficients at the Weak scale are all zero except for
the coefficients in ~CcI(µ).
Cc1(µb) =
1
2
(⌘
6
23 + ⌘ 
12
23 ) Cc1(MW ) +
1
2
(⌘
6
23   ⌘  1223 ) Cc2(MW ) (4.49)
Cc2(µb) =
1
2
(⌘
6
23   ⌘  1223 ) Cc1(MW ) +
1
2
(⌘
6
23 + ⌘ 
12
23 ) Cc2(MW ) (4.50)
Cc3(µb) = ⌘
3
23 Cc3(MW ) (4.51)
Cc4(µb) =
1
3
(⌘ 
24
23   ⌘ 323 ) Cc3(MW ) + ⌘ 
24
23 Cc4(MW ) (4.52)
Cc5(µb) = ⌘
  2423 Cc5(MW ) +
1
3
(⌘ 
24
23   ⌘ 323 ) Cc6(MW ) (4.53)
Cc6(µb) = ⌘
3
23 Cc6(MW ) (4.54)
Ce↵7,I(µb) = hi⌘
ai Cc1(MW ) + gi⌘
ai Cc2(MW ) + fi⌘
bi Cc3(MW )
+ ki⌘
bi Cc4(MW ) + li⌘
bi Cc5(MW ) + ni⌘
bi Cc6(MW )) (4.55)
C9V (µb) =
4⇡
↵(µb)
 
mi⌘
ci Cc1(MW ) + qi⌘
ci Cc2(MW ) + ri⌘
di Cc3(MW )
+si⌘
di Cc4(MW )
 
(4.56)
where ⌘ = ↵s(MW )↵s(µb) and the coefficients and exponents given by alphabetical letters are
~a =
⇣
16
23 ,
14
23 ,
6
23 , 1223 , 0.899 , 0.423 , 0.409 , 0.146
⌘
~b =
⇣
16
23 ,
14
23 ,
3
23 , 2423   0.899 , 0.423 , 0.409 , 0.146
⌘
~c =
⇣
6
23 , 1223 , 0.90 , 0.42 , 0.41 , 0.15 , 1
⌘
~d =
⇣
3
23 , 2423 , 0.90 , 0.42 , 0.41 , 0.15 , 1
⌘
~h =
⇣
 5933151730 , 5818630253 , 37 , 114 , 0.009 , 0.051 , 0.471 , 0.008
⌘
~g =
⇣
 5628151730 , 2.30 , 37 ,  114 , 0.019 , 0.038 , 0.65 , 0.006
⌘
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~f =
⇣
  18818144105 , 0.1133 , 133011583 ,  98638475 , 0.014 , 0.005 , 0.08 , 0.017
⌘
~k =
⇣
18818
99765 , 0.1138 , 0,  98612825 , 0.037 , 0.007 , 0.057 , 0.001
⌘
~l =
⇣
  92417209000 , 0 , 0 , 92417209000 , 0 , 0 , 0 , 0
⌘
~n =
⇣
92417
209000 ,  92417156750 , 0 , 92417627000 , 0 , 0 , 0 , 0
⌘
~m =
⇣
  20203 ,  233 , 0.02, 0.05, 0.01, 0.003, 0.22
⌘
~q =
⇣
  20203 , 233 , 0.04, 0.03, 0.01, 0.002, 0.05
⌘
~r =
⇣
4
65 , 15 , 0.03, 0.01, 0.001, 0.006, 0.11
⌘
~s =
⇣
0, 35 , 0.08, 0.01, 0.001  0.002, 4137878647
⌘
In (4.56) it is made explicit the rescaling back of C9V (µb) and that this coefficient there-
fore receives an enhancement of 4⇡↵s(µb) which is the reason for strong RG effects in the
phenomenology section. Below, in matrix form and with numerical evolution matrix
entries is the full mixing of the coefficients to leading order for case I.
0BBBBBBBBBBBBBBBBB@
Cc1(µb)
Cc2(µb)
Cc3(µb)
Cc4(µb)
Cc5(µb)
Cc6(µb)
Ce↵7,I(µb)
C9V (µb)
1CCCCCCCCCCCCCCCCCA
=
0BBBBBBBBBBBBBBBBB@
1.12  0.267 0 0 0 0
 0.267 1.12 0 0 0 0
0 0 0.922 0 0 0
0 0 0.331 1.92 0 0
0 0 0 0 1.92 0.331
0 0 0 0 0 0.922
0.0171  0.185  0.0147  0.131 0.560 0.166
8.49 2.05  4.26  1.97 0 0
1CCCCCCCCCCCCCCCCCA
0BBBBBBBBBBBBBBBBB@
Cc1(MW )
Cc2(MW )
Cc3(MW )
Cc4(MW )
Cc5(MW )
Cc6(MW )
0
0
1CCCCCCCCCCCCCCCCCA
. (4.57)
4.2.3 Case II: Cc7(µ)  Cc10(µ)
In this case we consider only the last 4 CBSMWilson coefficients, and so
~CII(µ) = (~CcII(µ), ~C
p(µ), Ce↵7,II(µ), C
e↵
8,II(µ), C9V (µ))
T . This time, we will need to res-
cale the dipole and magnetic penguin operators and coefficients in the following way:
Q˜7  =
4⇡
↵s
Q9V , C˜7 =
↵s
4⇡
C7 (4.58)
Q˜8g =
4⇡
↵s
Q8, C˜8 =
↵s
4⇡
C8 (4.59)
We keep expressing the coefficients in terms of the effective combinations, but theC7 , C8g
parts are rescaled
C˜e↵7,II(µ) = C˜7 (µ) + ~yII · ~CcpII(µ), (4.60)
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C˜e↵8,II(µ) = C˜8g(µ) + ~zII · ~CcpII(µ). (4.61)
here ~yII = (~ycII , ~yp),~zII = (~zcII , ~zp) and ~C
cp
II(µ) = ( ~C
c
II(µ), ~C
p(µ)). The coupled equa-
tions this time are (note that  78 =  79 =  89 =  99 = ~ p7 = ~ p8=0)
µ
d
dµ
~CcII(µ) =
↵s
4⇡
( ˆcc,II)
T ~CcII(µ) (4.62)
µ
d
dµ
~Cp(µ) =
↵s
4⇡
⇣
( ˆcp,II)
T ~CcII(µ) +  ˆ
T
pp
~Cp(µ)
⌘
(4.63)
µ
d
dµ
C˜e↵7,II(µ) =
↵s
4⇡
⇣
(~ e↵c7,II)
T · ~CcII(µ) + (~ e↵p7,II)T · ~Cp(µ) + ( 77   2 0)C˜7 (µ) +  87C˜8g(µ)
⌘
(4.64)
µ
d
dµ
C˜e↵8,II(µ) =
↵s
4⇡
⇣
(~ e↵c8,II)
T · ~CcII(µ) + (~ e↵p8,II)T · ~Cp(µ) + ( 88   2 0)C˜8g(µ)
⌘
(4.65)
µ
d
dµ
C˜9(µ) =
↵s
4⇡
⇣
~ Tp9 ~C
p(µ)  2 0C˜9(µ)
⌘
(4.66)
The full RGE in matrix form is then
µ
d
dµ
0BBBBBBBB@
~CcII(µ)
~Cp(µ)
C˜e↵7,II(µ)
C˜e↵8,II(µ)
C˜9V,II(µ)
1CCCCCCCCA
=
↵s
4⇡
0BBBBBBBB@
 ˆcc,II  ˆcp,II ~ e↵c7,II ~ 
e↵
c8,II 0
0  ˆpp ~ e↵p7,II ~ 
e↵
p8,II ~ p9,II
0 0  77,II 0 0
0 0  87,II  88,II 0
0 0 0 0  99,II
1CCCCCCCCA
T 0BBBBBBBB@
~CcI(µ)
~Cp(µ)
C˜e↵7,II(µ)
C˜e↵8,II(µ)
C˜9V,II(µ)
1CCCCCCCCA
.
where, again, the ADM contains elements extracted from our own calculations [2] and
the remaining elements are known results from [72], [70], [73], [74], see appendix B for
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full details. The L.O ADM matrix being explicitly given by
 ˆe↵II =
0BBBBBBBBBBBBBBBBBBBBBBBBBB@
2  6  76  12 0 0 0 0 2xc 0 0
0  16  1 13 0 0 0 0 2xc3 xc 0
 56  24  383 6 0 0 0 0  8xc 0 0
 48 16 0 163 0 0 0 0  8xc3  4xc 0
0 0 0 0 0  523 0 2  21827 209  169
0 0 0 0  409  1009 49 56  53681 6827 3227
0 0 0 0 0  2563 0 20  269627 6089  1129
0 0 0 0  2569 569 409  23  569681 112427 51227
0 0 0 0 0 0 0 0 323   2 0 0 0
0 0 0 0 0 0 0 0  329 283   2 0 0
0 0 0 0 0 0 0 0 0 0  2 0
1CCCCCCCCCCCCCCCCCCCCCCCCCCA
(4.67)
Once again, the coefficients at each scale are related via the evolution operator. Upon
solving the RGE with initial conditions at the weak scale MW and rescaling back, the
individual expressions for evolution of the NP coefficients are
Cc7(µb) =
✓
0.427⌘0.718 +
0.427
⌘0.064
+
0.073
⌘0.631
+
0.073
⌘1.414
◆
Cc7(MW )
+
✓
0.028⌘0.718 +
0.117
⌘0.064
  0.278
⌘0.631
+
0.133
⌘1.414
◆
Cc8(MW )
+
✓
 1.932⌘0.718   0.773
⌘0.064
+
1.932
⌘0.631
+
0.773
⌘1.414
◆
Cc9(MW )✓
 3.529⌘0.718 + 2.949
⌘0.064
+
0.529
⌘0.631
+
0.051
⌘1.414
◆
Cc10(MW ) (4.68)
Cc8(µb) =
✓
0.966⌘0.718   0.193
⌘0.064
  0.966
⌘0.631
+
0.193
⌘1.414
◆
Cc10(MW )
+
✓
 0.117⌘0.718   0.028
⌘0.064
  0.133
⌘0.631
+
0.278
⌘1.414
◆
Cc7(MW )
+
✓
 0.008⌘0.718   0.008
⌘0.064
+
0.508
⌘0.631
+
0.508
⌘1.414
◆
Cc8(MW )
+
✓
0.529⌘0.718 +
0.051
⌘0.064
  3.529
⌘0.631
+
2.949
⌘1.414
◆
Cc9(MW ) (4.69)
Cc9(µb) =
✓
0.133⌘0.718   0.278
⌘0.064
+
0.117
⌘0.631
+
0.028
⌘1.414
◆
Cc10(MW )
+
✓
 0.016⌘0.718   0.040
⌘0.064
+
0.016
⌘0.631
+
0.040
⌘1.414
◆
Cc7(MW )
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+
✓
 0.001⌘0.718   0.011
⌘0.064
  0.061
⌘0.631
+
0.074
⌘1.414
◆
Cc8(MW )
+
✓
0.073⌘0.718 +
0.073
⌘0.064
+
0.427
⌘0.631
+
0.427
⌘1.414
◆
Cc9(MW ) (4.70)
Cc10(µb) =
✓
0.508⌘0.718 +
0.508
⌘0.064
  0.008
⌘0.631
  0.008
⌘1.414
◆
Cc10(MW )
+
✓
 0.061⌘0.718 + 0.074
⌘0.064
  0.001
⌘0.631
  0.011
⌘1.414
◆
Cc7(MW )
+
✓
 0.004⌘0.718 + 0.020
⌘0.064
+
0.004
⌘0.631
  0.020
⌘1.414
◆
Cc8(MW )
+
✓
0.278⌘0.718   0.133
⌘0.064
  0.028
⌘0.631
  0.117
⌘1.414
◆
Cc9(MW ) (4.71)
Ce↵7,II(µb) =
4⇡
↵(µb)
✓
 0.121⌘0.72 + 0.493
⌘0.064
  0.590
⌘7/23
+
0.157
⌘9/23
+
0.062
⌘0.63
  0.001
⌘1.41
◆
Cc10(MW )
+
✓
0.015⌘0.72 +
0.071
⌘0.06
  0.118
⌘7/23
+
0.025
⌘9/23
+
0.009
⌘0.63
  0.002
⌘1.41
◆
Cc7(MW )
+
✓
0.001⌘0.72 +
0.02
⌘0.06
  0.096
⌘7/23
+
0.111
⌘9/23
  0.033
⌘0.631
  0.003
⌘1.41
◆
Cc8(MW )
+
✓
 0.067⌘0.72   0.13
⌘0.06
+
0.452
⌘7/23
  0.467
⌘9/23
+
0.226
⌘0.631
  0.015
⌘1.41
◆
Cc9(MW )
(4.72)
It was possible to rescale (4.72) because 1) the penguin and CBSM coefficients do not mix
into each other and 2) the entries to ~ycII are all zero. This means that C˜e↵7,II(µb) = C˜7 (µb).
Again, after rescaling, the full evolution numerically is given below.0BBBBBBBBBBB@
Cc7(µb)
Cc8(µb)
Cc9(µb)
Cc10(µb)
Ce↵7,II(µb)
C9V (µb)
1CCCCCCCCCCCA
=
0BBBBBBBBBBB@
1.0 0.049 2.7 1.7
0.37 2.0 2.3  0.55
0.069 0.074 1.8 0.037
0.0091  0.024  0.28 0.82
 1.0  0.47 4.0 0.70
0 0 0 0
1CCCCCCCCCCCA
0BBBBBBBBBBB@
Cc7(MW )
Cc8(MW )
Cc9(MW )
Cc10(MW )
0
0
1CCCCCCCCCCCA
. (4.73)
4.3 Complete evolution
Finally in this section we present the full evolution matrix which governs the mixing of
the CBSM operators with renormalization through the solving of the RGE. In subsection
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4.2.2 and 4.2.3 we showed that the evolution for the Wilson coefficients was calculated
separately for two sets of coefficients due to the different order at which they appear
in the perturbative expansion. The final result can be recombined into one expression,
due to the dependence of the dipole and semi leptonic coefficients only upon the CBSM
coefficients, and the block diagonal nature of the evolution matrix corresponding to the
mixing of charm coefficients amongst themselves. As explained above, we have0@ ~ccI(µb)
~ccII(µb)
1A =
0@ Uˆcc,I 0
0 Uˆcc,II
1A0@ ~ccI(MW )
~ccII(MW )
1A .
) ~Cc(µb) = Uˆcc · ~Cc(MW ) (4.74)
Similarly for the dipole and semileptonic coefficients0@ Ce↵7 (µb)
C9V (µb)
1A =
0@ ~Uc7,I ~Uc7,II
~Uc9,I ~Uc9,II
1A0@ ~ccI(MW )
~ccII(MW )
1A .
) Ce↵7 (µb) = ~Uc7 · ~Cc(MW ) (4.75)
C9V (µb) = ~Uc9 · ~Cc(MW ) (4.76)
The full evolution matrix for all the coefficients in our study is given below [2].
Uˆ =
0BBBBBBBBBBBBBBBBBBBBBBBBBBBBB@
1.1  0.27 0 0 0 0 0 0 0 0
 0.27 1.1 0 0 0 0 0 0 0 0
0 0 0.92 0 0 0 0 0 0 0
0 0 0.33 1.9 0 0 0 0 0 0
0 0 0 0 1.9 0.33 0 0 0 0
0 0 0 0 0 0.92 0 0 0 0
0 0 0 0 0 0 1.0 0.05 2.70 1.70
0 0 0 0 0 0 0.37 2.0 2.30  0.55
0 0 0 0 0 0 0.07 0.07 1.80 0.04
0 0 0 0 0 0 0.01  0.02  0.29 0.82
0.02  0.19  0.015  0.13 0.56 0.17  1.0  0.47 4.00 0.70
8.50 2.10  4.30  2.00 0 0 0 0 0 0
1CCCCCCCCCCCCCCCCCCCCCCCCCCCCCA
. (4.77)
The computation carried out in this chapter has been performed with only partial know-
ledge of the contribution to the evolution of coefficients Ce↵7 and C9V from operators Qc5
and Qc6. These operators do not contribute at all to the evolution of C9V (µ) at leading
order and contribute to the evolution of Ce↵7 (µ) only through finite pieces which enter
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the effective anomalous dimension matrix. Therefore to reliably trust the dependence of
Ce↵7 (µb) upon Cc5(MW ) and Cc6(MW ) which is calculated in (4.77), it would be required
to perform a higher order calculation to obtain the leading anomalous dimension matrix
entries governing the mixing of Cc5(µ) and Cc6(µ) into Ce↵7 (µ).
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Chapter 5
Observables
In this chapter we introduce a set of observables used to constrain BSM effects generated
by the CBSM operator basis given in (3.2). The results we present here are novel and are
obtained in sections 5.1, 5.2, 5.3.1, 5.4 by inserting all of the operators in (3.2) into the
expressions for each of the following observables; the rare semileptonic decay coefficient
C¯(0)9V
1, the inclusive radiative decay branching ratio B(B ! Xs ), the B0s meson width
difference   s, the flavour specific CP asymmetry asfs, and the B0s to B0d lifetime ratio
⌧Bs
⌧Bd
, respectively. We thus provide a new BSM theoretical prediction for each individual
observable, in the form of a function of all of the Wilson coefficients present in the CBSM
Hamiltonian Hcc¯e↵ . In section 5.5 we also provide a novel BSM prediction which in addi-
tion to including all operators in (3.2), allows all Wilson coefficients inHcc¯e↵ to be complex
for the quantities SJ/ KS and CJ/ KS associated with the observable B ! J/ KS CP
asymmetry, and for the branching ratio observable B(B(0)d ! J/ K(0)d ). These predic-
tions have not been calculated before, form part of the novel research presented in this
thesis and may be found in articles [1, 2]. We show the calculations carried out in order
to determine contributions from the operators to each observable and show the methods
used in order to achieve this.
5.1 The rare decay b! sµ+µ 
5.1.1 The partonic amplitude A(b! sµ+µ )
We study here the b! cc¯s contribution to the Flavour Changing Neutral Current (FCNC)
decay b ! s ¯`` for ` = µ. This quark level decay would contribute to the hadronic
1This coefficient is extracted from the partonic amplitudeA(b! sµ¯µ)
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B ! K(⇤)µ¯µ process. This decay is not present in the SM at tree level and so the LO
contribution begins at the 1-loop level at O(↵,↵(0)s ) in the electromagnetic and strong
couplings respectively. The Feynman diagram in Figure 5.1 describes the process by
which a beauty quark decays to a strange quark and a di-muon pair with invariant mass
squared q2, via a charm quark loop and an off shell photon.
b s
cc¯
 q 
µ+ µ 
1
Figure 5.1: Feynman diagram for b! s ¯`` quark level decay
The circled crosses here denote electromagnetic quark currents which make up the dim
6 operators of (3.2). We define the individual four quark operators generically as
Qci = C↵   
 
c¯↵ Ai b
 
   
s¯  Bi c
 
 
, (5.1)
where C↵    are colour factors, i = 1, ..., 10,  X ; X = A,B are Dirac structures and
left - right projection operators. At tree level+ 1-loop we express the amplitude for a free
b quark to decay to a strange quark and a photon as
A(b! sµ¯µ) = A(0)(b! sµ¯µ) +A(1)(b! sµ¯µ) +O(↵s,↵↵s), (5.2)
where the leading order tree level and the 1-loop contributions are defined as follows
A(0)(b! sµ¯µ) = 4GFVcbV
⇤
csp
2
 
C7 hQ7 i(0)p + C9V hQ9V i(0)p
+C 07 hQ07 i(0)p + C 09V hQ09V i(0)p
 
(5.3)
A(1)(b! sµ¯µ) = 4GFVcbV
⇤
csp
2
10X
i=1
 
Cci hQcii(1,0)p + C 0ci hQ0ci i(1,0)p
 
. (5.4)
To make clear what is meant by these tree level and loop level matrix elements we
define the following tree level matrix element of the effective operator QX for X =
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1, ...10, 7 , 9V as
hQXi(0)p = CX(↵0,  0)hs(p0,↵0), µ¯(r), µ(r0)|QX(0)|b(p;  0)i, (5.5)
where the indices ↵0,  0 are colour indices and the contractions of these with colour factor
is CX(↵0,  0) ensures the whole object is colourless. The 1-loop matrix element of the ef-
fective operator is the third order term in the perturbative expansion of the S matrix which
contains two interaction terms from the neutral current Lagrangian and one insertion of
the operator,
hQXi(1,0)p = CX(↵0,  0)
Z
d4x
Z
d4y⇥
hµ¯(r), µ(r0)|s(p0;↵0)|T{( ieJ lµ(x)Aµ(x)) ( ieJ c⌫ (y)A⌫(y))QX(0)}|b(p;  0)i.
(5.6)
Where J lµ is the muon vector current and J c⌫ is the charm vector current as defined in
(2.35) with Qf =  1 for the left handed muon and Qf = 23 for the left handed charm
quark, and e is the electromagnetic coupling. Only the four quark operators survive (5.6)
and upon employing the LSZ reduction formula [75] and performing the Wick contrac-
tions yields the loop integrals
hQii(1,0)p = i
2
3
µ4 de2
ZqZe
Z
ddk
(2⇡)d
[u¯s(p0) Bi ((/k   /q) +mc) ⌫(/k +mc) Ai ub(p)]
((k   q)2  m2c + i✏)(k2  m2c + i✏)
[u¯(r0) ⌫v(r)]
(q2 + i✏)
,
(5.7)
where the quark and lepton field renormalization factors are defined in Section 2.4. To
reduce the integrand for all Dirac structures it is convenient to define the numerator as
N =  Bi ((/k   /q) +m) ⌫(/k +m) Ai ⌦  ⌫ (5.8)
where it is understood that the tensor product symbol means that the Dirac matrices on
either side are contracted with spinor fields. Upon expanding (5.8) simplifies as
N =  Bi (/k ⌫/k +mc(/k ⌫ +  ⌫/k)  /q ⌫/k   /q ⌫mc +m2c ⌫) Ai ⌦  ⌫
=  Bi ( ⇢⌫ k
⇢k  + (2mc⌘⌫     ⇢⌫ q⇢)k  + (m2c ⌫  mc  ⌫q )) Ai ⌦  ⌫ (5.9)
Employing the method of Veltman and Passarino (VP) [76], the tensor integrals are re-
duced to the product of scalar 1-loop integrals over loop momenta k and Dirac structures
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contracted with spinor fields. We can express (5.7) as a master expression
hQii(1,0)p = i
2
3
µ4 de2
ZqZe
 ⇥
(2  d)B00(m2c ,m2c , q2) +m2cB0(m2c ,m2c , q2)
+ q2(B1(m
2
c ,m
2
c , q
2)  B11(m2c ,m2c , q2)) )] hQVi ip
+mcB0(m
2
c ,m
2
c , q
2)hQTi ip
 1
q2
, (5.10)
which can then be evaluated for each operator Qci in the basis. Here d is the number
of spacetime dimensions and the Veltman and Passarino (VP) integrals are given in Ap-
pendix C. We define the tree level matrix elements which depend upon the Dirac structure
of each operator for each i = 1, ..., 10 as
hQVi ip = [u¯s(p0) Bi  ⌫ Ai ub(p)][u¯(r0) ⌫v(r)], (5.11)
hQTi ip = [u¯s(p0) Bi qµi µ⌫ Ai ub(p)][u¯(r0) ⌫v(r)]. (5.12)
no sum implied, and the basis integrals evaluated in the dimensional regularization scheme
are
B0(m
2
c , q
2) =
i
(4⇡)2
2641
✏
+ ln
✓
µ2
m2c
◆
+ 2  2
p
|z   1|
8><>:arctan
⇣
1p
z 1
⌘
z > 1
ln
⇣
1+
p
1 zp
z
⌘
  i⇡2 z 6 1
375 .
(5.13)
A(m2c) =
im2c
(4⇡)2

1
✏
+ 1 + ln
✓
µ2
m2c
◆ 
+O(✏), (5.14)
where z = 4m
2
c
q2 . As expressed in Section 2.4 parameter µ
2 = e
  µ˜2
4⇡ is the usual dimension-
full quantity which is introduced into the calculation so as to give a dimensionless elec-
tromagnetic coupling e, but which is also the renormalization scale. The meaning of the
two branches to B0(m2,m2, q2) is that below the charm pair production threshold energy
where q2 < 4m2c we have z > 1 and at or above the threshold where q2   4m2c the
loop function develops an imaginary part and we have z  1. At the threshold we will
have a resonance where there is enough energy for charmonium states to be produced.
For the purposes of the study of b ! s ¯`` we will always stay below threshold. In what
follows we construct an observable C¯(0)9V which is an ingredient of the the forward back-
ward (FB) asymmetry observable in B¯ ! K¯⇤`+` , as calculated in [77] using the QCD
factorization approach. For low q2, such observables contain uncertainties due to power
suppressed non perturbative charm effects. In this thesis we neglect these uncertainties
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and work instead, directly with the coefficient C¯(0)9V .
5.1.2 The pseudo observable C¯9V and C¯7 
Returning now to (5.2), (5.3) and (5.4), at the tree level there is nothing to be done but at
the loop level we must sum up all contributions from each of the i = 1, ..., 10 operators
and their chirality conjugates in the basis introduced in subsection 3.2. For the sum over
operator matrix elements in (5.4) we find for the primed and the unprimed case that these
are expressible in terms of a linear combination of tree level matrix elements of the dipole
and semi leptonic operators. That is
10X
i=1
C(0)ci hQ(0)ci i(1,0)p = C(0)7  hQ(0)7 i(0)p + C(0)9V hQ(0)9V i(0)p . (5.15)
Let us define the coefficients C(0)9V , C(0)7 as
C(0)7  =
10X
i=1
Cc(0)i 
i
7 (µ, q
2) C(0)9V =
10X
i=1
Cc(0)i 
i
9V (µ, q
2), (5.16)
and the X are functions of the VP integrals from (5.10) and whatever relations result
from the Dirac reduction in (5.11) and (5.12). In (5.2) then we can write for the full
amplitude at tree + 1-loop
A(b! sµ¯µ) = 4GFVcbV
⇤
csp
2
⇥
(C7  + C7 )hQ7 i(0)p + (C9V + C9V )hQ9V i(0)p
+(C 07  + C 07 )hQ07 i(0)p + (C 09V + C 09V )hQ09V i(0)p
⇤
+O(↵s,↵↵s). (5.17)
The coefficients C(0)9V and C(0)7  as defined in (5.16) are
C(0)9V (q2, µ,mc) =
 
 C(0)1,2  
 C(0)3,4
2
!
h  2
9
 C(0)3,4 , (5.18)
C(0)7  (q2, µ,mc) =
mc
mb
"⇣
4 C(0)9,10  C(0)7,8
⌘
y   C
(0)
7,8
6
#
, (5.19)
with  Cx,y = 3 Cx + Cy, and the loop functions
h(q2,mc, µ) =  4
9

ln
m2c
µ2
  2
3
+ (2 + z)a(z)  z
 
, (5.20)
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y(q2,mc, µ) =  1
3

ln
m2c
µ2
  3
2
+ 2a(z)
 
, (5.21)
where a(z) =
p|z   1| arctan 1p
z 1 , and the  Cx,y are just short hand for the linear
combinations 3 Cx +  Cy, where the BSM coefficients  Cx are defined in (3.12) in
chapter 3, and always appear in this combination due to the differing colour structure of
pairs of operators with the same Dirac structure. For this thesis we will find it convenient
to further express these tree level and loop level induced coefficients in a single coefficient
for both the dipole and semileptonic operators.
C¯(0)9V (µ) = C
(0)BSM
9V (µ) + C(0)9V (q2, µ,mc) (5.22)
C¯(0)e↵7  (µ) = C
(0)e↵,BSM
7  (µ) + C(0)7  (q2, µ,mc), (5.23)
where the first term on the right hand side (RHS) will mix with the four fermion coef-
ficients  Ci(µ) through renormalization group evolution if we wish to consider scales
above the scale of the B meson mass µ > µb ⇡ mb and the second term will contain the
evolved coefficients themselves in addition to a q2 dependent piece. In Chapter 6 we will
explore the q2 dependence and study the different constraints we obtain upon rare decay
at the B scale and the weak scale.
5.2 The radiative decay b! s 
In this subsection we introduce the b ! cc¯s operator contribution to the b ! s  decay
amplitude and show how this contributes to the observable B(B¯ ! Xs ).
5.2.1 The partonic amplitude A(b! s )
The Feynman diagram for a b quark to decay to a strange quark and a photon via a charm
loop is given in Figure 5.2.
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b s
cc¯
 q 
1
Figure 5.2: Feynman diagram for b! s  quark level decay
Again, we split the amplitude into tree and 1-loop level contributions as
A(b! s ) = A(0)(b! s ) +A(1)(b! s ) +O(↵s,↵↵s), (5.24)
where the individual tree level and 1-loop contributions are proportional to
A(0)(b! s ) = 4GFVcbV
⇤
csp
2
(C7 hQ7 i(0)p + C 07 hQ07 i(0)p ), (5.25)
A(1)(b! s ) = 4GFVcbV
⇤
csp
2
10X
i=1
 
Cci hQcii(1,0)p + C 0ci hQ0ci i(1,0)p
 
. (5.26)
The one-loopO(↵(0)s ) contributions from SM operatorQc1, Qc2 and fromQc3, Qc4 vanish for
an on shell photon with q2 = 0. However, operators Qc5   Qc10 do contribute at 1 loop at
order ↵(0)s . We do not repeat the steps shown above but state the acquired result for the
master expression, which is
hQii(1,0)p = i
2
3
µ4 de2
ZqZe
mB0(m
2,m2, 0)hQTi i, (5.27)
This is none other than the result which contributes to the b! sµµ amplitude for operat-
ors Qc5  Qc10. Thus we write
A(b! s ) = 4GFVcbV
⇤
csp
2
⇥
(C7  + C7 )hQ7 i(0)p + (C 07  + C 07 )hQ07 i(0)p
⇤
+O(↵s,↵↵s).
(5.28)
and for the calligraphic coefficients C(0) and loop function we have
C(0)7  (0, µ,mc) =
mc
mb
"⇣
4 C(0)9,10  C(0)7,8
⌘
y   C
(0)
7,8
6
#
, (5.29)
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y(0,mc, µ) =  1
3

ln
m2c
µ2
+
1
2
 
. (5.30)
It is customary, as explained in chapter 4 to define a scheme independent effective coeffi-
cient.
5.2.2 The inclusive branching Ratio B(B¯ ! Xs )
It is well known that weak radiative B meson decays are sensitive to BSM physics.
The Standard-Model prediction of the branching ratio for B(B¯ ! Xs )SM = (3.36 ±
0.23)⇥ 10 4 [69] is in good agreement with the current experimental average of B(B¯ !
Xs )exp = (3.32± 0.15)⇥ 10 4[78]. In accordance with Heavy Quark Effective Theory
(HQET) we may express the inclusive decay rate for a B meson into a charmless hadron
and a photon as
 (B¯ ! Xs ) '  (b! Xpartons  ) +  np, (5.31)
Here the nonperturbative term  np, for E  > E0 with the lower cut off of the photon
energy E0 = 1.6GeV, is estimated to be at the (3 ± 5)% level [79, 80]. Following the
approach of [81, 82] the branching ratio B(B¯ ! Xs ) can be expressed as
B(B¯ ! Xs )E0>E  = B(B¯ ! Xce⌫¯)exp
    V ⇤tsVtbVcb
    2 6↵em⇡C [P (E0) +N(E0)] , (5.32)
where P (E0) and N(E0) denote, respectively, the leading-power perturbative contribu-
tion and non-perturbative corrections, and C is defined as
C =
    VubVcb
    2  (B¯ ! Xce⌫¯) (B¯ ! Xue⌫¯) . (5.33)
The semi-leptonic branching ratio and the ratio C are taken from [81]:
B(B¯ ! Xce⌫¯)exp = 0.1061± 0.0017 , (5.34)
C = 0.580± 0.016 . (5.35)
We neglect BSM corrections to the non-perturbative part and split the perturbative term
P (E0) into an SM part and a BSM part,
P (E0) = P
SM(E0) + P (E0). (5.36)
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We similarly split the branching ratio,
B(B¯ ! Xs ) = B(B¯ ! Xs )SM + BNP . (5.37)
To zeroth order in ↵s and neglecting the strange quark mass, we have
 P (E0) = 2C
e↵,SM
7  Re(C¯
e↵
7  ) + |C¯ e↵7  |2 + |C¯ 0 e↵7  |2, (5.38)
which follows from substituting Ce↵7  ! Ce↵,SM7  + C¯e↵7  in the SM expression. The SM
contribution to B ! Xs  which interferes with our BSM contribution is given by [83]
Ceff,SM7  (mb) =  0.385 . (5.39)
The barred coefficients are defined as below, where the first term comes from the evolution
detailed in 4 and the second term is the LO result of (5.29).
C¯ e↵7  (µ) = C
e↵,BSM
7  (µ) + C7 (0, µ, z) (5.40)
C¯ 0 e↵7  (µ) = C
0 e↵,BSM
7  (µ) + C 07 (0, µ, z), (5.41)
With expressions (5.32) and (5.38) we determine the shift to the SM branching ratio in
terms of the charmed four fermion coefficients and in Chapter 6 find this leads, in many
cases, to stringent constraints upon the possible size of BSM effects.
5.3 B0s mixing observables   s and assl
5.3.1 The calculation of  s12
The quantity we wish to compute is  s12, the off diagonal matrix element of theB
(0)
s  B¯(0)s
decay rate matrix given in eq (2.60) in section 2.2. This quantity is the absorptive part of
theB(0)s meson mixing matrix in that contributions to  s12 are associated with intermediate
states for which there is enough energy to actually be produced. As there is no top quark
contribution, the charm will give the leading effect. Following [67], [84]  12 may be
expressed as 2
 s12 =
1
2MB
hB0s |T |B¯0s i, (5.42)
2Our operator basis is the hermitian conjugate of those used the literature cited, so we are computing  12 and not  21.
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where we use the relativistic normalization of states hBs|Bsi = 2EV and the transition
operator T is formed of the imaginary part of the bi-local time ordered product of the two
 B = 1 Hamiltonians at different spacetime points as detailed in section 2.7.
T = Im
⇢
i
Z
d4xT [He↵(x)He↵(0)]
 
. (5.43)
with the Hamiltonian being the weak effective Hamiltonian which mediates b quark decay.
We split  s12 into the SM part and a NP part
 s12 =  
SM
12 +  
cc¯
12, (5.44)
where the second term contains the effects of b ! cc¯s operators. The time ordered
product of the Hamiltonian is given by (3.4) expands into four terms which contribute to
different processes.
T (Hcc¯(x)Hcc¯(0)) = 8G2F
X
n
X
m
 
V 2cb(V
⇤
cs)
2CmCnT [Qm(x)Qn(0)]
+|Vcb|2|Vcs|2CmC⇤nT [Qm(x)Q†n(0)]
+|Vcb|2|Vcs|2C⇤mCnT [Q†m(x)Qn(0)]
+(V ⇤cb)
2(V ⇤cs)
2C⇤mC
⇤
nT [Q
†
m(x)Q
†
n(0)]
 
. (5.45)
The part of which contributes to  s12 and does not vanish between the given initial and
final states is
T | cc¯12 = 8G2FV 2cb(V ⇤cs)2
20X
m=1
20X
n=1
CcmC
c
nIm
⇢
i
Z
d4xT [Qcm(x)Q
c
n(0)]
 
, (5.46)
where here, operators with indices m = 11, ..., 20 are the primed operators of (3.4) with
indicesm = 1, ..., 10. Thus we express the second term in (5.44) as
 cc¯12 =
20X
m=1
20X
n=1
NmnhB0s |Im
⇢
i
Z
d4xT [Qcm(x)Q
c
n(0)]
 
|B¯0s i, (5.47)
for brevity expressing the normalization factor as
Nmn = 4G
2
FV
2
cb(V
⇤
cs)
2CcmC
c
n
MB
. (5.48)
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The leading contribution to  12 occurs at third order in the HQE such that the dimension
6 operators arising in (5.43) are local  B = 2 operators
hB0s |Im
⇢
i
Z
d4xT [Qcm(x)Q
c
n(0)]
 
|B¯0s i =
m2b
16⇡
h
G(m,n)(z)hQi+ F (m,n)(z)hQ˜Si
i
.
(5.49)
To compute these quantities, the matrix element of the transition operator is evaluated
between partonic initial and final states - and once the coefficients F (m,n), G(m,n) of
the new basis of operators are found, the matrix elements of these are expressed between
the full meson (non perturbative) states. That is to say, we may compute the coefficients
F (m,n), G(m,n) using perturbative methods, but when this is done, we will need to use
matrix elements of the  B = 2 operators computed using QCD Sum rules or Lattice
Field theory to obtain a prediction. First let us define the shorthand notation
hAˆimixp := hb¯2(pb2), s2(ps2)|Aˆ|b1(pb1), s¯1(ps1)i, (5.50)
where p stands for partonic, pqj, j = 1, 2, q = b, s are the four momentum of the initial
and final state particles, and Aˆ is any operator, and the superscript ”mix” indicates that
the initial and final states are associated with B¯ and a B meson respectively. Consider
the partonic matrix element of the T-product of  B = 1 operators on the lhs of (5.49).
Straight forward application of the LSZ reduction formula [75] givesZ
d4xhT [Qm(x)Qn(0)]imixp = Zf
Z
d4x
Z
d4x2
Z
d4y2
Z
d4x1
Z
d4y1 {
( i)eips2·y2 [u¯s2(ps2)(i/@y2  m)] 2ie ips1·y1 [v¯s1(ps1)(i/@y1  m)] 1⇥
h0|T [ ¯i↵2(x2) j 2(y2) ¯k↵1(x1) l 1(y1)Qm(x)Qn(0)]|0i⇥
( i)[( i
 
/@ x1  m)ub1(pb1)]↵1e ipb1·x1i[( i
 
/@ x2  m)vb2(pb2)]↵2eip
0·x2
 
(5.51)
here  i↵(x) are anti commuting fermion fields, greek letters ↵ and   are Dirac indices,
roman letters i, j, k, l are colour indices and u(p), v(p) are spinors. Since the time ordered
product of operators is
T [AˆBˆ...Zˆ] = N [AˆBˆ...Zˆ + all possible contractions] (5.52)
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and between the vacuum states, a product of un-contracted fields in normal order vanishes,
that is
h0|N(anything uncontracted)|0i = 0 (5.53)
there are only actually 4 non vanishing contractions, and two of those are related by
symmetry. We find for the correlation function in (5.51)
h0|T [ ¯i↵2(x2) j 2(y2) ¯k↵1(x1) l 1(y1)Qm(x)Qn(0)]|0i =
= (SF (y2) 
B
nS
F ( x) AmSF (x  x2)) 2↵2(SF (y1   x) BmSF (x) AnSF ( x1)) 1↵1
  (SF (y1) BnSF ( x) AmSF (x  x2)) 1↵2(SF (y2   x) BmSF (x) AnSF ( x1)) 2↵1
+ n$ m (5.54)
where SF (x) are Dirac Feynman propagators and are given in (A.13) in Appendix A.
Now let us substitute these results back in to (5.51) this gives
Im
⇢
i
Z
d4xhT [Qm(x)Qn(0)]imixp
 
= ZF Im [i(I1(m,n)  I2(m,n) + n$ m)]
(5.55)
After some simplification, the integrals over loop momenta are
I1(m,n) = C
ijkl
uv
Z
d4k
(4⇡)4
[u¯is2 
B
n (/k +m) 
A
mv
j
b2]
(k2  m2 + i✏)
[v¯ks1 
B
m((/k + /p
 ) +m) Anu
l
b1]
((k + p )2  m2 + i✏) (5.56)
I2(m,n) = C
ijkl
uu
Z
d4k
(4⇡)4
[v¯ks1 
B
n (/k +m) 
A
mv
l
b2]
(k2  m2 + i✏)
[u¯is2 
B
m((/k + /p
+) +m) Anu
j
b1]
((k + p+)2  m2 + i✏)
(5.57)
where C ijkluu(v) are colour factors and depend upon n andm. Momentum conserving Dirac
Delta functions (see appendix) give the external momentum conservation relations
p  = pb1  ps2 = pb2  ps1 and p+ = pb1+ ps1 = pb2+ ps2˙ In the same way as was done
in Section 5.1 the integrals in (5.56) and (5.57) are reduced to the product of a scaler loop
integral and some tree level matrix elements which are given below. Upon expanding out
and taking the imaginary part (5.56) and (5.57) reduce to
Im(iI1) =
p
1  ⇠
192⇡
⇥
(p )2(1  ⇠ )hQuvV imixp + (⇠  + 2)hQuvPP imixp
 6mc(hQuvPRimixp   hQuvPLimixp )  12m2chQuvS imixp
⇤
(5.58)
Im(iI2) =
p
1  ⇠
192⇡
⇥
(p+)2(1  ⇠+)hQuuV imixp + (⇠+2)hQuuPP imixp
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 6mc(hQuuPRimixp   hQuuPLimixp )  12m2chQuuS imixp
⇤
(5.59)
where ⇠± are defined as ⇠± = 4m
2
c
(p±)2 , and the matrix elements hQxyX imixp with x, y = uu, uv
and X 2 {V, PP, PR, PL, S} are comprised of spinors and Dirac structure and include
colour factors, colour indices and dependence upon n,m are suppressed for clarity. In
fact we can further simplify (5.58) and (5.59) as in this work we do not keep terms of
O(msmb ) or higher. Expanding the external momenta in inverse powers of the b quark mass
gives
(p )2
m2b
= 1 +
m2s
m2b
  2pb1 · ps2
m2b
(5.60)
(p+)2
m2b
= 1 +
m2s
m2b
+
2pb1 · ps1
m2b
(5.61)
In this work we approximate (p+)2 = (p )2 ⇡ p2b and this gives ⇠+ = ⇠  = ⇠ ⇡ 4m
2
c
m2b
.
For the lhs, the master integral is
Im(iI(m,n)) =
p
1  ⇠
96⇡
⇥
p2b(1  ⇠)hQV imixp + (⇠ + 2)hQPP imixp
 6mc(hQPRimixp   hQPLimixp )  12m2chQSimixp
⇤
(5.62)
where a symmetry factor of 2 has been included as the above expression is symmetric
under interchange of labels n $ m. Finally, taking the imaginary part, the result for the
lhs of (5.49) in terms of perturbative quantities is
Im
⇢
i
Z
d4xhT [Qm(x)Qn(0)]imixp
 
=
p
⇠   1
96⇡
⇥
p2(1  ⇠)hQV (m,n)imixp
+(⇠ + 2)hQPP (m,n)imixp
 6mc(hQPR(m,n)imixp   hQPL(m,n)imixp )
 12m2chQS(m,n)imixp
⇤
. (5.63)
When using the above expression and performing the reduction of Dirac matrices using
their anti commuting properties, the terms dependent upon external momentum may be
reduced using the equations of motion for the b and s quark spinor fields. These are
(/pb  mb)ub = 0 (/pb +mb)vb = 0, (5.64)
u¯s(/ps  ms) = 0 v¯s(/ps +ms) = 0. (5.65)
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Again, neglecting the mass of the strange quark achieves simplification and in addition,
we do not keep terms dependent upon the strange quark momentum - these lead to higher
dimensional operators but are also proportional again to the strange quark mass (see op-
erator basis definitions (R operators)). The dictionary for the above quantities is given
below in table 5.1, where colour indices on spinors and colour factors Cxy, xy = uu, uv
have again been suppressed for clarity.
Table 5.1: Intermediate bilinears : Mixing
Quantity Expression
hQV (m,n)imixp Cuv(u¯s2 Bn  ⌫ Amvb2)(v¯s1 Bm ⌫ Anub1)  Cuu(u¯s2 Bn  ⌫ Amub1)(v¯s1 Bm ⌫ An vb2)
hQP (m,n)imixp Cuv(u¯s2 Bn /p Amvb2)(v¯s1 Bm/p Anub1)  Cuu(u¯s2 Bn /p Amub1)(v¯s1 Bm/p An vb2)
hQPL(m,n)imixp Cuv(u¯s2 Bn /p Amvb2)(v¯s1 Bm Anub1))  Cuu(u¯s2 Bn  Amub1)(v¯s1 Bm/p An vb2)
hQPR(m,n)imixp Cuv(u¯s2 Bn  Amvb2)(v¯s1 Bm/p Anub1)  Cuu(u¯s2 Bn  Amub1)(v¯s1 Bm/p An vb2)
hQS(m,n)imixp Cuv(u¯s2 Bn  Amvb2)(v¯s1 Bm Anub1)  Cuu(u¯s2 Bn  Amub1)(v¯s1 Bm An vb2))
Evaluating (5.63) for each n,m results in a new expression in terms of partonic matrix
elements of  B = 2 operators.
Im
⇢
i
Z
d4xhT [Qm(x)Qn(0)]imixp
 
=
m2b
16⇡
h
G(m,n)(z)hQimixp + F (m,n)(z)hQ˜Simixp
i
.
(5.66)
Now the dependence upon m and n has been placed into the coefficients G(m,n) and
F (m,n) and depending upon the different combination of Dirac structures these will be
proportional to one of two operator matrix elements which are identified as in Table 5.2
Table 5.2: Spinorial form of B = 2 matrix elements
Quantity Expression
hQimixp
2Cuv((u¯s2 ⌫(1   5)vb2)(v¯s1 ⌫(1   5)ub1)
 Cuu(u¯s2 ⌫(1   5)ub1)((v¯s1 ⌫(1   5)vb2))
hQSimixp 2Cuv((u¯s2(1 +  5)vb2)(v¯s1(1 +  5)ub1)  Cuu(u¯s2(1 +  5)ub1)((v¯s1(1 +  5)vb2))
To summarise the calculation steps
1. we evaluate the LHS of (5.49) using equations of motion and anti commuting prop-
erties of Dirac matrices for eachm,n
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2. match this onto the RHS to obtain the coefficients F (m,n), G(m,n) for eachm,n
3. Return to the full expression for  12 and identify the perturbative matrix elements
with the non perturbative ones and use non perturbative methods to express the eval-
uation of these.
Expressing  12 in terms of non perturbative objects having performed the integration and
Dirac reduction we find
 cc¯12 =
G2FV
2
cb(V
⇤
cs)
2m2b
4MB⇡
h
G(⇠)hQi+ F (⇠)hQ˜Si
i
+O
✓
ms
mb
◆
+O(↵s) (5.67)
The coefficients F (⇠) and G(⇠) are sums over individual coefficients which depend upon
them,n operators inserted.
F (⇠) =
20X
m=1
20X
n=m
F (0)m,n(⇠)C
c
mC
c
n   F (0)SM +O(↵s) (5.68)
G(⇠) =
20X
m=1
20X
n=m
G(0)m,n(⇠)C
c
mC
c
n  G(0)SM +O(↵s) (5.69)
At leading order and neglecting dimension 7 operators, the two primed and unprimed
sectors do not mix. I.e. there are not terms in (5.67) proportional to combinations of
Wilson Coefficients such as CcmCc
0
n or Cc
0
mC
c
n.
Below are given the coefficients F (0)m,n, and G(0)m,n with ⇠ = 4m
2
c
m2b
, and following this is the
prescription for obtaining the further coefficients not given below, which are associated
with terms quadratic in the primed Wilson coefficients. To reconstruct (5.67), substitute
the below coefficients and the further set obtained through relations (5.70) and (5.71), in
to (5.68) and (5.69) and subtract off all terms quadratic in coefficients CSMi CSMj i, j =
1, 2. This is necessary to avoid over counting because the SM part of the observables will
already be included in  SM12 .
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F (0)1,1 =
Nc
12
p
1  ⇠(⇠ + 2) F (0)1,2 = 16
p
1  ⇠(⇠ + 2) F (0)2,2 =   112
p
1  ⇠(⇠ + 2)
F (0)3,3 =
Nc
48
p
1  ⇠(⇠ + 2) F (0)3,4 = 124
p
1  ⇠(⇠ + 2) F (0)4,4 =   148
p
1  ⇠(⇠ + 2)
F (0)5,7 =
Nc
4
p
1  ⇠(⇠   2) F (0)5,8 = 14
p
1  ⇠(⇠   2) F
(0)
5,9 = 3Nc
p
1  ⇠(⇠   2)
F (0)5,10 = 3
p
1  ⇠(⇠   2) F (0)6,7 = 14
p
1  ⇠(⇠   2) F (0)6,8 =   14
p
1  ⇠(⇠   2)
F (0)6,9 = 3Nc
p
1  ⇠(⇠   2) F (0)6,10 =  3
p
1  ⇠(⇠   2)
F (0)1,5 =   12Nc
p
⇠(1  ⇠) F (0)1,6 =   12
p
⇠(1  ⇠) F (0)1,9 = 2Nc
p
⇠(1  ⇠)
F1,10 = 2
p
⇠(1  ⇠) F (0)2,5 =   12
p
⇠(1  ⇠) F (0)2,6 = 12
p
⇠(1  ⇠)
F (0)2,9 = 2
p
⇠(1  ⇠) F (0)2,10 =  2
p
⇠(1  ⇠) F (0)3,5 =  Nc4
p
⇠(1  ⇠)
F (0)3,6 =   14
p
⇠(1  ⇠) F (0)3,7 = Nc8
p
⇠(1  ⇠) F (0)3,8 = 18
p
⇠(1  ⇠)
F (0)3,9 =
Nc
2
p
⇠(1  ⇠) F (0)3,10 = 12
p
⇠(1  ⇠) F (0)4,5 =   14
p
⇠(1  ⇠)
F (0)4,6 =
1
4
p
⇠(1  ⇠) F (0)4,7 = 18
p
⇠(1  ⇠) F (0)4,8 =   18
p
⇠(1  ⇠)
F (0)4,9 =
1
2
p
⇠(1  ⇠) F (0)4,10 =   12
p
⇠(1  ⇠) F (0)5,5 = Nc2
p
1  ⇠⇠
F (0)5,6 =
p
1  ⇠⇠ F (0)6,6 =   12⇠
p
1  ⇠ F (0)7,7 = Nc16
p
1  ⇠⇠
F (0)7,8 =
1
8
p
1  ⇠⇠ F (0)7,9 = Nc2 ⇠
p
1  ⇠ F (0)7,10 = 12
p
1  ⇠⇠
F (0)8,8 =   116
p
1  ⇠⇠ F (0)8,9 = 12⇠
p
1  ⇠ F (0)8,10 =   12
p
1  ⇠⇠
F (0)9,9 = 5Nc
p
1  ⇠⇠ F (0)9,10 = 10⇠
p
1  ⇠ F (0)10,10 =  5
p
1  ⇠⇠
The coefficients G(0)m,n
G(0)1,1 =  Nc12 (1  ⇠)
3
2 G(0)1,2 =  16(1  ⇠)
3
2 G(0)3,3 =  Nc48 (1  ⇠)
3
2
G(0)3,4 =   124(1  ⇠)
3
2 G(0)2,2 =
1
24
p
1  ⇠(⇠   4) G(0)4,4 = 196
p
1  ⇠(⇠   4)
G(0)5,7 =
Nc
8
p
1  ⇠(⇠   2) G(0)5,8 = 18
p
1  ⇠(⇠   2) G(0)5,9 = 3Nc2
p
1  ⇠(⇠   2)
G(0)5,10 =
3
2
p
1  ⇠(⇠   2) G(0)6,7 = 18
p
1  ⇠(⇠   2) G(0)6,9 = 32
p
1  ⇠(⇠   2)
G(0)1,3 =
Nc
8
p
1  ⇠⇠ G(0)1,4 = 18
p
1  ⇠⇠ G(0)2,3 = 18
p
1  ⇠⇠
G(0)2,4 =
1
8
p
1  ⇠⇠ G(0)5,5 = Nc4
p
1  ⇠⇠ G(0)5,6 = 12
p
1  ⇠⇠
G(0)7,9 =
Nc
2
p
1  ⇠⇠ G(0)7,10 = 12
p
1  ⇠⇠ G(0)8,8 =   132
p
1  ⇠⇠
G(0)8,9 =
1
2
p
1  ⇠⇠ G(0)8,10 = 14
p
1  ⇠⇠ G(0)9,9 = 2Nc
p
1  ⇠⇠
G(0)9,10 = 4
p
1  ⇠⇠ G(0)10,10 =  12
p
1  ⇠⇠ G(0)1,6 =  14
p
⇠(1  ⇠)
G(0)1,8 =
1
8
p
⇠(1  ⇠) G(0)1,9 = Nc2
p
⇠(1  ⇠) G(0)1,10 = 12
p
⇠(1  ⇠)
G(0)2,5 =  14
p
⇠(1  ⇠) G(0)2,7 = 18
p
⇠(1  ⇠) G(0)2,8 = 18
p
⇠(1  ⇠)
G(0)2,9 =
1
2
p
⇠(1  ⇠) G(0)2,10 =  12
p
⇠(1  ⇠) G(0)3,5 =  Nc8
p
⇠(1  ⇠)
G(0)3,6 =  18
p
⇠(1  ⇠) G(0)3,9 = Nc2
p
⇠(1  ⇠) G(0)3,10 = 12
p
⇠(1  ⇠)
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G(0)4,5 =  18
p
⇠(1  ⇠) G(0)4,8 =   116
p
⇠(1  ⇠) G(0)4,9 = 12
p
⇠(1  ⇠)
G(0)4,10 =
1
4
p
⇠(1  ⇠) G(0)1,5 =  Nc4
p
⇠(1  ⇠) G(0)1,7 = Nc8
p
⇠(1  ⇠)
To obtain other coefficients use the prescription
F (0)m,n =
8><>:F
(0)
m 10,n 10 n > 10,m > 10
0 otherwise
(5.70)
G(0)m,n =
8><>:G
(0)
m 10,n 10 n > 10,m > 10
0 otherwise
(5.71)
and all others are zero.
5.3.2 Matrix elements of  B = 2 basis
We use the B = 2 basis in accordance with the SM calculations performed in [84], [85],
[86]
Q = (s¯↵ µ(1   5)b↵)⇥ (s¯  µ(1   5)b ) (5.72)
QS = (s¯
↵(1 +  5)b
↵)⇥ (s¯ (1 +  5)b ) (5.73)
Q˜S = (s¯
↵(1 +  5)b
 )⇥ (s¯ (1 +  5)b↵) (5.74)
R1 =
ms
mb
(s¯↵(1 +  5)b↵)⇥ (s¯ (1   5)b ) (5.75)
R˜1 =
ms
mb
(s¯↵(1 +  5)b )⇥ (s¯ (1   5)b↵) (5.76)
However, as we do not include O(msmb ) contributions which correspond to the d = 7
operators arising at O
⇣
1
m4b
⌘
in the HQE, so the operator matrix elements of R1 and R˜1
are not required. As found in [67] the above set of operators is not independent and we
can eliminate QS through
QS =  Q˜S   1
2
Q+O
✓
⇤
mb
◆
. (5.77)
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The non perturbative matrix elements of the operators Q and Q˜S are parameterized in
terms of decay constants and bag factors and are given by
hQi = 8
3
m2Bf
2
BB, hQ˜Si =
1
3
m2Bf
2
BsB˜
0, (5.78)
with the modified bag parameter defined in [38] as
B0(µ) =
M2Bs
(mb(mb) +ms(mb))2
B(µ). (5.79)
5.3.3 The width difference   s
Using the conventions of [38], in the SM the width difference   s may be expressed as
  s = 2| s12| cos ✓s12, (5.80)
where the relative phase is defined in (2.79). For phenomenological purposes as we are
considering NP only in  s12, it is more convenient to use the following form, in which we
split the SM and NP parts as defined in (5.44) and assume a SM likeM s12
  s =  2Re
 
( SM12 +  
cc¯
12)e
 iArg(Ms12)
 
(5.81)
with the SM value of eiArg(M
s,SM
12 ) =
VtsV ⇤tb
V ⇤tsVtb
as given in [38].
5.3.4 The flavour specific asymmetry assl
Using the same conventions and as found in [? ], in the SM the flavour specific CP
asymmetry may be expressed again in terms of the mixing angle ✓12 as
asfs =
      s12M s12
     sin ✓12. (5.82)
Again, to separate cleanly the SM and NP contributions of  12 and for ease of calcula-
tion in the study of complex Wilson coefficients we use the following expression, again
assuming SM likeM s12 and experimentally determined value of  M . It is
asfs =
2Im
 
( SM12 +  
cc¯
12)e
 iArg(Ms12)
 
 M
. (5.83)
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5.4 Lifetime ratio
⇣
⌧Bs
⌧Bd
⌘
5.4.1 Calculation of the total inclusive width  s
As is shown in the decay rate matrix in (2.60), the diagonal elements of the decay rate
matrix in the Hamiltonian governing mixing and decay of the neutral B mesons is the total
width  Bs . We can compute the contribution of the b ! cc¯s operator basis to this width
using again the HQE, to which the dimension 6 operators enter at O
⇣
1
m3b
⌘
as shown in
(2.184) with HQ = B
(0)
s . The total inclusive width is again expressed as the imaginary
part of the forward matrix element of the transition operator
 Bs =
1
2MB
hB(0)s | T | B(0)s i. (5.84)
The ratio of the B0s meson to B0d meson lifetimes is proportional to the ratio of the B0d
meson to B0s meson total widths and so we may express it as
⌧Bs
⌧Bd
= 1 +
 Bd    Bs
 Bs
= 1 +
 SMBd    SMBs
 SMBs
   
cc¯
Bs
 Bs
=
⌧SMBs
⌧SMBd
  ⌧ expBs  cc¯Bs (5.85)
In (5.85) we assume no BSM effects in  Bd and for the part to which we introduce the
BSM effects of our operators we use the experimental value of the Bs meson lifetime. In
terms of the individual operator insertions, the terms in (5.45) which will contribute to the
transition operator for the Bs lifetime are the second and third terms
T |⌧cc¯Bs = 8G
2
F | Vcb |2| Vcs |2 Im
(
i
Z
d4x
20X
m=1
20X
n=1
 
CmC
⇤
nT
⇥
Qcm(x)Q
c†
n (0)
⇤
+C⇤mCnT
⇥
Qc†m(x)Q
c
n(0)
⇤  
(5.86)
However, the second term in (5.86) can be simplified using translational invariance, under
the assumption that the initial and final Bs meson momenta are equal. Take the matrix
element of the integral in the second term in (5.86), sandwiched between between meson
initial and final B0s states
I =
Z
d4x
20X
m=1
20X
n=1
C⇤mCnhB0s |T
⇥
Qc†m(x)Q
c
n(0)
⇤ |B0s i (5.87)
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and make a change of variables where xµ ! x0µ =  xµ, then the Jacobean is
J = Det

@x0µ
@x⌫
 
= Det(Diag( 1, 1, 1, 1))
= 1 (5.88)
so d4x! d4x0 = d4x. Then I becomes
I =
Z
d4x
20X
m=1
20X
n=1
C⇤mCnhB0s |T
⇥
Qc†m( x)Qcn(0)
⇤ |B0s i (5.89)
Inserting the translation operator defined through
U(a) = e iPa with U(a) (x)U †(a) =  (x+ a) (5.90)
U †(a) = eiPa with U †(a) (x)U(a) =  (x  a) (5.91)
whose action on the B meson momentum eigenstates is
U(x)|B0s i = e iPx|B0s i = |B0s ie ipx (5.92)
I =
Z
d4x
20X
m=1
20X
n=1
C⇤mCnhB0s |T
⇥
U †(x)U(x)Qc†m( x)U †(x)U(x)Qcn(0)U †(x)U(x)
⇤ |B0s i
=
Z
d4x
20X
m=1
20X
n=1
C⇤mCnhB0s |eiPxT
⇥
Qc†m(0)Q
c
n(x))
⇤
e iPx|B0s i
=
Z
d4xei(p p)x
20X
m=1
20X
n=1
C⇤mCnhB0s |T
⇥
Qcn(x)Q
c†
m(0)
⇤ |B0s i
=
Z
d4x
20X
n=1
20X
m=1
C⇤nCmhB0s |T
⇥
Qcm(x)Q
c†
n (0)
⇤ |B0s i (5.93)
In the last step it was used that dummy indices which are summed over can be relabelled,
and it is assumed that the initial and final B meson momenta are equal. So, then
T |T cc¯Bs = 16G
2
F | Vcb |2| Vcs |2 Im
(
i
Z
d4x
20X
m=1
20X
n=1
CmC
⇤
nT
⇥
Qcm(x)Q
c†
n (0)
⇤)
(5.94)
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and the quantity which we would like to calculate, and which contributes to the lifetime
ratio, is then
 cc¯Bs =
20X
m=1
20X
n=1
N˜m,nhBs | Im
⇢
i
Z
d4xT
⇥
Qm(x)Q
†
n(0)
⇤  | Bsi. (5.95)
N˜mn = 8G
2
F | Vcb |2| Vcs |2
MB
CcmC
c⇤
n (5.96)
The calculation is carried out in a similar way to the calculation which was performed to
obtain  12 except the resulting basis of d = 6 operators will be of the  B = 0 quark
structure. The RHS of (5.95) is matched onto a linear combination of coefficients and
 B = 0 opaerator matrix elements
hB0s |Im
⇢
i
Z
d4xT [Qcm(x)Q
c†
n (0)]
 
|B0s i =
m2b
16⇡
h
H(m,n)(z)hQLLi+ H˜(m,n)(z)hQ˜LLi
+K(m,n)(z)hQLRi+ K˜(m,n)(z)hQ˜LRi
+HS(m,n)(z)hQSLLi+ H˜S(m,n)(z)hQ˜SLLi
+KS(m,n)(z)hQSLRi+ K˜S(m,n)(z)hQ˜SLRi
i
.
(5.97)
Define the short hand notation for the matrix element of operator Aˆ between partonic b¯
and s initial and final states as
hAˆiltp := hb¯(pb1), s(ps1) | Aˆ | b¯(pb2), s(ps2)i (5.98)
where p stands for partonic and Aˆ is any operator of our considered basis, and the su-
perscript ”lt” indicates that the initial and final states are both those quark level states
associated with a B(0)s meson. There is only one contraction possible for the double in-
sertion between these initial and final states and so
Im
⇢
i
Z
d4xhT [Qcm(x)Qc†n (0)]iltp
 
= ZF Im [i(I(m,n)] (5.99)
where the imaginary part of the integration over loop momenta yields a similar set of
intermediate spinor bilinears as shown below and given explicitly in table 5.4.
Im(iI(m,n)) =
p
1  ⇠
192⇡
⇥
p2(1  ⇠)hOV iltp + (⇠ + 2)hOPP iltp   6mc(hOPRiltp   hOPLiltp )
 12m2chOSiltp
⇤
(5.100)
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Table 5.4: Intermediate bilinears : Lifetimes
hOV iltp = (v¯b1 B†n  ⌫ Amvb2)(u¯s2 Bm ⌫ A†n us1) hOP iltp = (v¯b1 B†n /p Amvb2)(v¯s1 Bm/p A†n us1)
hOPLiltp = (v¯b1 B†n /p Amvb2)(v¯s1 Bm Anus1)) hOPRiltp = (v¯b1 B†n  Amvb2)(v¯s1 Bm/p A†n us1)
hOSiltp = (v¯b1 B†n  Amvb2)(v¯s1 Bm A†n us1)
Again after performing the Dirac reduction, applying the equations of motion and
using the fierz relations given in Appendix A the result is a linear combination of the
following operator matrix elements in table 5.5.
Table 5.5: Spinorial form of B = 0 perturbative matrix elements
hOLLiltp = (v¯b1 µPLus1)(u¯s2 µPLvb2) hO˜LLiltp = (v¯↵b1 µPLu s1)(u¯ s2 µPLv↵b2)
hOLRiltp = (v¯b1 µPLus1)(u¯s2 µPRvb2) hO˜LRiltp = (v¯↵b1 µPLu s1)(u¯ s2 µPRv↵b2)
hOSLLiltp = (v¯b1PLus1)(u¯s2PLvb2) hO˜SLLiltp = (v¯↵b1PLu s1)(u¯ s2PLv↵b2)
hOSLRiltp = (v¯b1PLus1)(u¯s2PRvb2) hO˜SLRiltp = (v¯↵b1PLu s1)(u¯ s2PRv↵b2)
Having shown the procedure used for calculating the results in perturbation theory, it
is now possible to express the full inclusive width in terms of the coefficients calculated
through (5.97) and replace the matrix elements of the  B = 0 operators which have
arisen naturally during the calculation and have been found and are expressed on a per-
turbative level in table 5.5, with their full hadronic form which need to be calculated using
Sum rules. The full result for the inclusive width is then expressed up to 1mb corrections
as
 cc¯Bs =
G2F |Vcb|2|Vcs|2m2b
2MB⇡
h
H(⇠)hQLLi+ H˜(⇠)hQ˜LLi+K(⇠)hQLRi+ K˜(z)hQ˜LRi
+HS(⇠)hQSLLi+ H˜S(⇠)hQ˜SLLi+KS(⇠)hQSLRi
+K˜S(⇠)hQ˜SLRi
i
+O
✓
ms
mb
◆
+O(↵s) (5.101)
R(⇠) =
20X
m=1
20X
n=m
R(0)m,n(⇠)2Re(C
c
m(C
c
n)
⇤) R(0)SM
R(S)(⇠) 2 {H(S)(⇠), K(S)(⇠), H˜(S)(⇠), K˜(S)(⇠)} (5.102)
85
Below are listed the coefficients in (5.101) and following this, relations one can use to
obtain the remaining coefficients related by symmetry. In (5.102), all parts which are
quadratic in the SMWilson coefficients are once more subtracted. To reconstruct the total
width, substitute into (5.102), the coefficients below and use the following rules (5.103)
and (5.104) for obtaining the remaining coefficients not listed in the minimal set below.
Then one may calculate the CBSM contribution to given in (5.101) to the lifetime ratio in
(5.85).
H(0)1,1 =
Nc
12
p
1  ⇠(⇠   4) H(0)3,3 = Nc48
p
1  ⇠(⇠   4) H(0)7,7 =  Nc48
p
1  ⇠(⇠ + 2)
H(0)7,9 =
Nc
6
p
1  ⇠(⇠ + 2) H(0)9,9 =  Nc3
p
1  ⇠(⇠ + 2) H(0)1,3 = Nc4 ⇠
p
1  ⇠
H(0)1,7 =
Nc
4
p
⇠(1  ⇠) H(0)1,9 =  Nc
p
⇠(1  ⇠) H(0)3,7 =  Nc8
p
⇠(1  ⇠)
H(0)3,9 =
Nc
2
p
⇠(1  ⇠) H(0)1,2 = 16
p
1  ⇠(⇠   4) H(0)3,4 = 124
p
1  ⇠(⇠   4)
H(0)7,8 =   124
p
1  ⇠(⇠ + 2) H(0)9,10 =   23
p
1  ⇠(⇠ + 2) H(0)5,5 = H(0)5,6 = 0
H(0)m,n = 0,m  10, n > 10
K(0)1,13 =  Nc12
p
1  ⇠(⇠   4) K(0)1,11 =  Nc2 ⇠
p
1  ⇠ K(0)3,13 =  Nc8 ⇠
p
1  ⇠
K(0)3,19 =
Nc
2
p
⇠(1  ⇠) K(0)7,17 =  Nc8 ⇠
p
1  ⇠ K(0)7,19 = Nc2 ⇠
p
1  ⇠
K(0)9,19 =  2Nc⇠
p
1  ⇠ K(0)3,17 =  Nc8
p
⇠(1  ⇠) K(0)1,17 = Nc4
p
⇠(1  ⇠)
K(0)1,19 =  Nc
p
⇠(1  ⇠)
K(0)m,n = 0,m, n  10
HS(0)1,13 =  Nc6
p
1  ⇠(⇠ + 2) HS(0)1,15 = Nc
p
⇠(1  ⇠) HS(0)1,17 =  Nc2
p
⇠(1  ⇠)
HS(0)1,19 =  2Nc
p
⇠(1  ⇠) HS(0)3,15 = Nc2
p
⇠(1  ⇠) HS(0)3,19 =  2Nc
p
⇠(1  ⇠)
HS(0)5,17 =  Nc2
p
1  ⇠(⇠   2) HS(0)5,19 =  6Nc
p
1  ⇠(⇠   2) HS(0)5,15 =  2Nc⇠
p
1  ⇠
HS(0)7,19 =  2Nc
p
1  ⇠⇠ HS(0)9,19 =  16Nc
p
1  ⇠⇠
HS(0)m,n = 0,m, n  10
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KS(0)9,9 =
2Nc
p
1 ⇠
3 (28  13⇠) KS(0)7,9 = Nc
p
1 ⇠
3 (8  5⇠) K
S(0)
3,3 =
Nc
24
p
1  ⇠(⇠ + 2)
KS(0)1,1 =
Nc
6
p
1  ⇠(⇠ + 2) KS(0)1,5 =  Nc
p
⇠(1  ⇠) KS(0)1,9 = 4Nc
p
⇠(1  ⇠)
KS(0)3,5 =   12Nc
p
⇠(1  ⇠) KS(0)3,7 = Nc4
p
⇠(1  ⇠) KS(0)3,9 = Nc
p
⇠(1  ⇠)
KS(0)5,7 =   12Nc⇠
p
1  ⇠ KS(0)5,9 =  6Nc⇠
p
1  ⇠ KS(0)5,5 =  Nc
p
1  ⇠(⇠   2)
KS(0)7,7 =  Nc24
p
1  ⇠(⇠   4) KS(0)9,10 = 4
p
1 ⇠
3 (28  13⇠) K
S(0)
3,4 =
1
12
p
1  ⇠(⇠ + 2)
KS(0)1,2 =
1
3
p
1  ⇠(⇠ + 2) KS(0)5,6 =  2
p
1  ⇠(⇠   2) KS(0)7,8 =   112
p
1  ⇠(⇠   4)
KS(0)m,n = 0,m  10, n > 10
To obtain the other coefficients the following relations hold for the non tilde operators
R(S)m,n =
8>>>>>>>>>>><>>>>>>>>>>>:
0 m,n even
R(S)m 10,n 10 m,n = 11, ...20
1
Nc
R(S)m,n 1 m odd, n = m+ 3, ..., 20 even
1
Nc
R(S)m 1,n m even, n odd n > m
R(S)n 10,m+10 m  10, n > 10
(5.103)
and the remaining relations which determine the tilde coefficients are associated with
colour factors. They are
R˜(S)m,n =
⇢
1
Nc
R(S)m 1,n 1 m,n even, n > m (5.104)
 B = 0 Basis
Operators arising in the calculation of the B0s lifetime are given below.
QLL = (b¯
↵ µPLs
↵)(s¯  µPLb
 ) Q˜LL = (b¯
↵ µPLs
 )(s¯  µPLb
↵)
QLR = (b¯
↵ µPLs
↵)(s¯  µPRb
 ) Q˜LR = (b¯
↵ µPLs
 )(s¯  µPRb
↵)
QSLR = (b¯
↵PLs
↵)(s¯ PRb
 ) Q˜SLR = (b¯
↵PLs
 )(s¯ PRb
↵)
QSLL = (b¯
↵PLs
↵)(s¯ PLb
 ) Q˜SLL = (b¯
↵PLs
 )(s¯ PLb
↵)
QTLL = (b¯
↵ µ⌫PLs
↵)(s¯  µ⌫PLb
 ) Q˜TLL = (b¯
↵ µ⌫PLs
 )(s¯  µ⌫PLb
↵)
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5.4.2 Reduction of  B = 0 operators in heavy quark limit
There are a further 10 operators found by taking the parity conjugate of the above set,
however the matrix elements of the above operators are found to be equal to those of their
parity conjugates. All in all the counting gives 10 independent matrix elements, however
the number of linearly independent operator matrix elements between B meson states
decreases in the heavy quark limit.
Defining the heavy b quark field as
b(x) = e imbv·x[bv(x) + Bv(x)] (5.105)
In the heavy quark limit, the Bv(x) field is integrated out of the theory. In order to reduce
the number of linearly independent operators arising in the calculation we use the remain-
ing component of the heavy quark field in our  B = 0 operators. We work in the fierzed
basis expressing our operators generically as
Q  = (b¯v bv)(s¯ s) +O
✓
1
mb
◆
, (5.106)
with   2 {1, PL(R),  µPL(R),  µ⌫PL(R)}. We form a list of all linearly independent heavy
and light bilinears possible. Working in the rest frame of the heavy quark, in the Dirac-
Pauli basis we reduce the number of independent heavy bilinears by one and then determ-
ine all possible heavy-light operators we can construct which respect the parity symmetry
of QCD.
We find that in the heavy quark limit, there are four non vanishing linearly independent
 B = 0 operators which can be formed from the heavy-light bilinears.
H1 = (b¯vbv)(s¯s) H2 = (b¯vbv)(s¯/vs) (5.107)
H3 = (b¯v µ 5bv)(s¯ µ 5s) H4 = (b¯v µ⌫bv)(s¯ µ⌫s) (5.108)
To reduce the number of operators in out chiral basis we express their matrix elements in
terms of matrix elements of operators in the basis found in the HQ limit. These are
hB0s |QLL|B0s i =
1
4
(hB0s |H2|B0s i+ hB0s |H3|B0s i) (5.109)
hB0s |QLR|B0s i =  
1
2
hB0s |H1|B0s i (5.110)
hB0s |QSLR|B0s i =
1
8
(hB0s |H3|B0s i   hB0s |H2|B0s i) (5.111)
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hB0s |QSLL|B0s i =  
1
16
(hB0s |H4|B0s i+ 2hB0s |H1|B0s i) (5.112)
hB0s |QTLL|B0s i =
1
4
(hB0s |H4|B0s i   6hB0s |H1|B0s i) (5.113)
From the above relations we can deduce that the relation we require is
hB0s |QLR|B0s i = hB0s |QSLL|B0s i+
1
4
hB0s |QTLL|B0s i. (5.114)
The stronger statement that this holds at the operator level is given below
QTLL = 4(QLR  QSLL) (5.115)
and is used to remove the tensor operators QTLL and Q˜TLL from the above basis thus redu-
cing the number of linearly independent operators from 10 to 8.
Matrix elements
The hadronic matrix elements of the above set of operators, evaluated between B meson
states are non-perturbative objects and thus have to be parameterised in some form such
that our ignorance of the hadronic effects are hidden in some small number of parameters.
Using the colour singlet and colour rearranged operator basis below, the parameters B,B˜i
are defined following conventions in [87] such that
1
2MB
hBs|QLL|Bsi = 1
8
B1(µ)f
2
BMB,
1
2MB
hBs|Q˜LL|Bsi = 1
8
B˜1(µ)f
2
BMB,
1
2MB
hBs|QsLR|Bsi =
1
8
B02(µ)f
2
BMB,
1
2MB
hBs|Q˜sLR|Bsi =
1
8
B˜02(µ)f
2
BMB,
1
2MB
hBs|QLR|Bsi = 1
8
B3(µ)f
2
BMB,
1
2MB
hBs|Q˜LR|Bsi = 1
8
B˜3(µ)f
2
BMB,
1
2MB
hBs|QsLL|Bsi =
1
8
B04(µ)f
2
BMB,
1
2MB
hBs|Q˜sLL|Bsi =
1
8
B˜04(µ)f
2
BMB
where we define the modified bag parameter B0i is defined in (5.79). In the Vacuum inser-
tion approximation in which the matrix elements of the operators are evaluated by insert-
ing the vacuum state, the following values for the bag parameters of the BSM operator
matrix elements hold
B3 =  1, B4 =  1,
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B˜3 =   1
Nc
, B˜4 =   1
Nc
.
For the bag parameters of the SM operator matrix elements we use recently calculated
results from HQET sum rules in [88] which uses non perturbative inputs from [89], [90],
and which are calculated in a different basis. The relation between the different operators
is given as
Q1 = 4QLL , Q2 = 4Q
S
LR , (5.116)
T1 = 2Q˜LL   2
Nc
QLL , T2 = 2Q˜
S
LR  
2
Nc
QSLR . (5.117)
and the matrix elements in the basis of [88] are defined as
hBs|Qi|Bsi = Aif 2BsM2BsBi , hBs|Ti|Bsi = Aif 2BsM2Bs✏i , (5.118)
with the coefficients
A1 = 1 , A2 =
M2Bs
(mb +ms)2
. (5.119)
The SM values for the non perturbative inputs, including the meson decay constant taken
from FLAG [91], are
fBs = (227.2± 3.4)MeV, (5.120)
B¯1(m¯b) = 1.028
+0.064
 0.056 , B¯2(m¯b) = 0.988
+0.087
 0.079 , (5.121)
✏¯1(m¯b) =  0.107+0.028 0.029 , ✏¯2(m¯b) =  0.033+0.021 0.021 . (5.122)
5.5 The hadronic decay B0d ! J/ KS
5.5.1 Operator basis and factorization
Another process to which the b ! cc¯s operators contribute is the hadronic decay of a
neutral Bd meson into a charmonium state J/ and the short lived flavour eigenstateKS .
This process is interesting because in the SM it may be used to predict the value of the
CKMmatrix angle   as it violates CP and the only source of CP violation in the SM comes
from the CKM matrix. This allows for the introduction of new weak CP violating phases
via the b! cc¯sWilson coefficients as a measure of possible new sources of CP violation
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not coming from the SM. For the study of CP violating processes we use the fierzed basis
as it is more convenient when we wish to consider the computation of hadronic matrix
elements in the naive factorization hypothesis. In this basis the operators are
Oc1 = (s¯
i
L µb
i
L)(c¯
j
L 
µcjL), O
c
2 = (s¯
i
L µb
j
L)(c¯
j
L 
µciL),
Oc3 = (s¯
i
L µb
i
L)(c¯
j
R 
µcjR), O
c
4 = (s¯
i
L µb
j
L)(c¯
j
R 
µciR),
Oc5 = (s¯
i
Lb
i
R)(c¯
j
Rc
j
L), O
c
6 = (s¯
i
Lb
j
R)(c¯
j
Rc
i
L),
Oc7 = (s¯
i
Lb
i
R)(c¯
j
Lc
j
R), O
c
8 = (s¯
i
Lb
j
R)(c¯
j
Lc
i
R),
Oc9 = (s¯
i
L µ⌫b
j
R)(c¯
j
L 
µ⌫ciR), O
c
10 = (s¯
i
L µ⌫b
i
R)(c¯
j
L 
µ⌫cjR).
The transformation matrix Fˆ which converts the (c¯b)(s¯c) basis introduced in chapter 3,
into the above (c¯c)(s¯b) basis is given by
Fˆ =
0BBBBBBBBBBBBBBBBBBBBBBB@
1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0  12 0 0 0 0 0 0 0
0 0 0  12 0 0 0 0 0 0
0 0 0 0  2 0 0 0 0 0
0 0 0 0 0  2 0 0 0 0
0 0 0 0 0 0  12 0  18 0
0 0 0 0 0 0 0  12 0  18
0 0 0 0 0 0  6 0 12 0
0 0 0 0 0 0 0  6 0 12
1CCCCCCCCCCCCCCCCCCCCCCCA
. (5.123)
In the limit that the b quark mass is large compared to the scale of the strong interaction
mb   ⇤QCD, we can express the hadronic matrix element of a dimension 6 operator as
the factorized product of two matrix elements of quark bilinears, up to non factorizable
corrections of order ↵s and power corrections [92, 93, 94], as follows
hJ/ K¯0|Oci |B¯0i = hJ/ |c¯ ic|0ihK¯0|s¯ ib|B¯0i
✓
1 +O(↵s) +O
✓
⇤
mc↵s
◆◆
. (5.124)
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Equation (5.124) requires some explanation. On the lhs is the full hadronic matrix element
of the operator Oi. On the rhs, at leading order is the factorized form of the matrix
element where by it is assumed that interactions between the J/ meson and the BK
system can be neglected in the heavy quark limit and we can therefore parameterize the
matrix element in terms of a decay constant and a form factor. The next term occurs for
gluon exchange between the J/ meson and the BK system and whilst are perturbatively
calculable in some frameworks, are non factorizable. The third term is associated with
power corrections and where this is usually O
⇣
⇤
mb
⌘
for other classes of decays, in this
decay the corrections are found to be larger due to the size of charmonium being small
in the heavy quark limit but its Bohr radius being larger than 1mb [93]. In what follows
we restrict ourselves to considering the first term in (5.124). Let us write down the naive
estimate for the matrix element ofO1. For the vector and tensor decay constants and form
factors we have the following definitions from [95] and [96]
hJ/ (p)|c(0) µc(0)|0i = fJ/ MJ/ ✏⇤µ(p) (5.125)
hJ/ (p)|c(0) µ⌫c(0)|0i = ifTJ/ (✏⇤⌫(p)pµ   ✏⇤µ(p)p⌫) (5.126)
hK¯(0)(p0)|s¯(0) µb(0)|B¯(0)(pB)i = [(pB + p0)µ   M
2
B
p2
pµ]F
+
B!K +
M2B
p2
pµF
0
B!K
(5.127)
p⌫hK¯(0)(p0)|s¯(0) µ⌫b(0)|B¯(0)(pB)i = iF
T
B!K
MB
[p2(pB + p
0)µ  M2Bpµ] (5.128)
and p0 = pB   p being the four-momentum of the J/ meson and p2 = M2J . We work
in the frame of reference in which the B meson is at rest. So that
pµB = (MB,~0) (5.129)
p0µ = (MK , ~p0) (5.130)
pµ = (MJ/ , ~p) (5.131)
The decay is back to back with ~p =  ~p0 =  |~p|zˆ , and the charmonium state with helicity
  = 0 is described by the polarization vector
"⇤µ(p) =
(|~p|, 0, 0,MJ/ )
MJ/ 
(5.132)
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Moreover, neglecting the mass of the strange quark and the Kaon gives the simplified
relation between the form factors
F 0B!K =
✓
1  p
2
M2B
◆
F+B!K (5.133)
Then, applying the Lorenz condition "µpµ = 0 the simple factorization approximation
gives
hJ/ K¯0|Oci |B¯0iNF =
1
4
hJ/ |c¯(0) µc(0)|0ihK¯0|s¯(0) µb(0)|B¯0i
=
1
4
fJ/ MJ/ (2"
⇤(p) · pB)F+B!K (5.134)
Thus we have for the naive factorization estimate of the magnitude of the matrix element
of operator O1
|hOc1i|NF =
MB
2
|~p|fJ/ F+B!K +O
✓
1
N2c
◆
, (5.135)
with
|~p| =
q
M4B + (M
2
K  M2J/ )2   2M2B(M2K +M2J/ )]
2MB
. (5.136)
considering all corrections to be proportional to an O(1) number suppressed by two
powers of the number of colours in the large N limit [97], gives the estimate
|hOc1i|NF = (1.23± 0.11±O
✓
1
N2c
◆
)GeV 3 (5.137)
5.5.2 The time dependent CP asymmetry
Adopting notation similar to that of [38], as a measure of CP violation we may consider
the time dependent CP asymmetry given by
ACP (t) =
 (B¯(t)! fCP )   (B(t)! fCP )
 (B¯(t)! fCP ) +  (B(t)! fCP ) (5.138)
which describes the difference in rate between the decay of a Bd meson into a CP eigen-
state with the anti-Bd meson into the same CP eigenstate. If the symmetry CP is indeed
violated, this quantity will be non zero, as it is in the SM. We may express the above in
terms of the mass difference and decay rate difference as defined in (2.64) and (2.65) of
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section 2.2
ACP (t) =
Sf sin( Mdt)  Cf cos( Mdt)
cosh(  dt2 ) +Df sinh(
  dt
2 )
(5.139)
where the coefficients of the sine, cosine and sinh functions are defined as
Sf =
2Im( f )
1 + | f |2 (5.140)
Cf =
1  | f |2
1 + | f |2 (5.141)
Df =
2Re( f )
1 + | f |2 (5.142)
Sf is associated with the CP violation in the interference between neutral meson mixing
and decay, Cf is associated with direct CP violation. In the case where   ⌧d ⌧ 1 the
above expression simplifies to
ACP (t) = Sf sin( Mdt)  Cf cos( Mdt) (5.143)
Generically, let the amplitude for aB meson to decay to a final state f and an anti B meson
to decay to the same state be
Af = hf |He↵ |Bi, (5.144)
A¯f = hf |He↵ |B¯i, (5.145)
then the quantity important in the study of CP violation in the quark sector  f is
 f =
✓
q
p
◆
B
A¯(B0 ! f)
A(B0 ! f) . (5.146)
with pq defined generically in chapter 2 section 2.2. Having specified definitions and
relations, let us now specialise to the final CP eigenstate fCP = J/ KS . In (5.146) we
will have
 J/ KS =
qBd
pBd
A¯J/ KS
AJ/ KS
(5.147)
and we define the following hadronic amplitudes for B0 ! J/ KS and B¯0 ! J/ KS
as
AJ/ KS = hJ/ KS|He↵ |B0di A¯J/ KS = hJ/ KS|He↵ |B¯0di. (5.148)
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The hadronic states for the long KL and short KS lived physical eigenstates are linear
combinations of the neutral Kaon K0, K¯0 flavour eigenstates, as is given generically in
section 2.2.
|KLi = pK |K0i+ qK |K¯0i (5.149)
|KSi = pK |K0i   qK |K¯0i (5.150)
In what follows we assume no CP violation in Kaon mixing, so that we assume
⇣
qK
pK
⌘
⇡ 1
which is a reasonable approximation [98]. The operators in He↵ which contribute to
A¯J/ KS are Oi, and those contributing to AJ/ KS their hermitian conjugates O†i , so that
(5.148) in (5.147) gives
 J/ KS =
qB
pB
 c
 ⇤c
P10
i=1hJ/ KS|(CciOci + Cc0i Oc0i )|B¯0diP10
i=1hJ/ KS|((Cci )⇤Oc†i + (Cc0i )⇤Oc†0i )|B0di
. (5.151)
Upon factoring out the ratio of the operator matrix element ofOc1 to that ofOc†1 and using
the CP conservation of the strong interactions we find that
 J/ KS =
qB
pB
 c
 ⇤c
1
⌘CP
(Cc1 +
P10
i=2(C
c
i ri1 + C
c0
i r
0
i1)
((Cc1)
⇤ +
P10
i=2((C
c
i )
⇤ri1 + (Cc0)⇤i r
0
i1))
. (5.152)
Finally, we make the approximation that  c ⇤c ⇡ 1 2 R, which is justified in our phase con-
vention, further we take qBpB =
V ⇤tbVtd
VtbV ⇤td
⇡ e 2i +O( 4) [33] where the Wolfenstein paramater
  ⇡ 0.22 which amounts to neglecting CP violation in mixing. With ⌘CP =  1 we get
 J/ K =  e 2i  (C
c
1 +
P10
i=2(C
c
i ri1 + C
c0
i r
0
i1))
((Cc1)
⇤ +
P10
i=2((C
c
i )
⇤ri1 + (Cc0)⇤i r
0
i1))
. (5.153)
In the above we express the Wilson coefficients as complex quantities
 Ci = Re( Ci) + iIm( Ci) i = 1, ..., 10, (5.154)
and the ratio of the matrix elements of the ith operator i = 1, 2, ..., 10 to that of the matrix
element of the colour singlet operator Oc1 as
r(0)i1 =
hJ/ KS|Oc(0)i |B¯0di
hJ/ KS|Oc1|B¯0di
ei( i  1) i = 1, ..., 10 (5.155)
where the phases  i and  i are strong CP conserving phases and weak CP violating phases
respectively. There are three observable quantities which we will use to obtain a further
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constraint from this process. From (5.143) with f = J/ KS , the first two are
SJ/ KS =
2Im
⇣
 e 2i  (Cc1+
P10
i=2(C
c
i ri1+C
c0
i r
0
i1))
((Cc1)
⇤+
P10
i=2((C
c
i )
⇤ri1+(Cc0)⇤i r
0
i1))
⌘
✓
1 +
    (Cc1+P10i=2(Cci ri1+Cc0i r0i1))
((Cc1)
⇤+
P10
i=2((C
c
i )
⇤ri1+(Cc0)⇤i r
0
i1))
   2◆ , (5.156)
CJ/ KS =
✓
1 
    (Cc1+P10i=2(Cci ri1+Cc0i r0i1))
((Cc1)
⇤+
P10
i=2((C
c
i )
⇤ri1+(Cc0)⇤i r
0
i1))
   2◆✓
1 +
    (Cc1+P10i=2(Cci ri1+Cc0i r0i1))
((Cc1)
⇤+
P10
i=2((C
c
i )
⇤ri1+(Cc0)⇤i r
0
i1))
   2◆ . (5.157)
5.5.3 The branching ratio B(B(0)d ! J/ K(0)d )
For the third observable used in this study we consider the branching ratio B(B(0)d !
J/ K(0)d ), in a similar manner as is done in the SM case in [99], and [100]. It is obtained
by calculating the decay rate  (B(0)d ! J/ K(0)d ) in the usual manner by performing a
two-body phase space integral over the modulus squared of the amplitude. The differential
decay rate is
d  =
1
2EB
|M(B(0)d ! J/ K(0)d )|2d (2), (5.158)
with the differential two-body phase space given by
d (2) =
Z
d3p0
(2⇡)32EK
Z
d3p
(2⇡)32E 
(2⇡)4 (4)(pB   p  p0). (5.159)
Replacing four dimensional Dirac delta distribution with
 (4)(pB   p  p0) =  (MB   (EK + E )) (3)(~p+ ~p0), (5.160)
and performing the integration over d3p0 and moving to spherical polar coordinates, we
find
d  =
1
(2⇡)2
1
8M2B
|~p||M(B(0)d ! J/ K(0)d )|2d⌦. (5.161)
Subsequently, as the B(0)d meson is spin zero, performing the integral over the solid angle
gives only a factor of 4⇡ and this yields
 (B(0)d ! J/ K(0)d ) =
1
8⇡M2B
|~p||hJ/ K(0)|Hcce↵ |B(0)d i|2. (5.162)
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for the branching ratio then, we use the lifetime of the B(0)d meson to give the final result
for our theoretical prediction of the branching ratio
B(B(0)d ! J/ K(0)d ) =
⌧Bp3cG
2
F | c|2
⇡
|hOc†1 i|2|((Cc1)⇤ +
10X
i=2
((Cci )
⇤ri1 + (Cc0i )
⇤r0i1))|2.
(5.163)
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Chapter 6
Phenomenology
In this chapter results obtained from calculations in Chapter 5 are presented in graphical
and tabular format. The theoretical predictions for the collection of observables are com-
pared with their average experimental values, and constraints upon scenarios of modified
CBSM couplings are obtained. The chapter is laid out as follows: In section 6.1 the stat-
istical methods for obtaining bounds and constraints are introduced. In section 6.3 results
constraining scenarios involving pairs of Wilson coefficients  C1    C4 are shown at
renormalization scales µb andMW and rare decay anomalies related to the Wilson coeffi-
cient C9V are addressed and discussed. In section 6.4 scenarios involving pairs of Wilson
coefficients  C 01   C 04 are presented and constrained by additional pseudo observables
C¯ 07  and C¯ 09V . In section 6.7 complex SMWilson coefficients are studied and the CP viol-
ating effects which are constrained by flavour specific CP asymmetry and hadronic decay
observables are shown, and finally in section 6.8 we present best fit ranges for individual
coefficients both in the case of individual observables providing constraint, and combined
constraints which lead to naive estimates for the scale at which BSM physics could occur.
6.1 Statistical treatment
Following a procedure outlined in [101] we define the following quantities
XExp =
n
XExp1 , ..., X
Exp
Nexp
o
(6.1)
XTh =
 
XTh1 , ..., X
Th
Nth
 
(6.2)
✓ = {✓1, ..., ✓N✓} (6.3)
⌫ = {⌫1, ..., ⌫N⌫} (6.4)
98
Where (6.1) is a set of Nexp experimental measurements, (6.2) is a set of Nth corres-
ponding theoretical expressions which predict values for the measurements, and which
are functions of the N✓ parameters ✓ and N⌫ parameters ⌫ of (6.3) and (6.4) respectively.
Individually, for each XExpi , XThi we determine regions of the parameter space using a
simple function
 2i (~✓, ~⌫) =
(XExpi  XThi (~✓, ~⌫))2
 (XExpi )
2 +  (XThi )
2
, (6.5)
and when combining constraints we will use the sum of the individual functions given
above
 2(~✓, ~⌫) =
NExpX
i=1
(XExpi  XThi (~✓, ~⌫))2
 (XExpi )
2 +  (XThi )
2
. (6.6)
For the study of real Wilson coefficients, we will only consider the parameters of interest
✓ which are the Wilson coefficients  Cj and we will set all other parameters to their
experimental averages. In general when plotting results and obtaining best fit points we
will refer to the offset corrected  2 denoted as
  2(~✓, ~⌫) =  2(~✓, ~⌫)   2min;✓;⌫ , (6.7)
where the last term in (6.7) is the absolute minimum of  2(~✓, ~⌫), obtained by allowing all
parameters ~✓ and ~⌫ to be freely varied. This quantity gives a measure of the quality of
agreement of a given theoretical model with the data, assuming the SM to be correct. For
the study of hadronic decay we will use the following definitions. Define the profile  2
as a function of the relevant parameters ~✓ at the values of ~⌫ which minimize (6.6), at each
point in ✓ space.
 2(~✓) =  2min;⌫(~✓) (6.8)
We aim to set Confidence Levels (CL) in the space of relevant parameters ✓ irrespective
of what values the parameters ⌫ might take. Then the quantity which gives confidence
levels for the parameters of interest in ✓ space is the offset corrected  2
  2(~✓) =  2(~✓)min;⌫    2min;✓;⌫ . (6.9)
Here the first term on the LHS of (6.9) is the minimal value of the  2(~✓) function with
respect to parameters ~⌫ for fixed ~✓, and the second term is the same as that described
above for (6.7). For each case it will be made clear which approaches we are using to
represent and analyse results.
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6.2 Numerical inputs
In this section, we describe all the numerical inputs that are used in this work, along with
the experimental results and their corresponding uncertainties. We break these down into
a set of fundamental inputs that are common to all our different observables, and then
some specific input values required for the prediction of BSM contributions to individual
observables.
6.2.1 Common inputs
We show in Table 6.1 input parameters that are common to all our theoretical predictions.
These inputs are taken from the PDG [33] and CKMfitter [102]
Parameter Value Reference
↵s(MZ) 0.1181± 0.0011 PDG 2018
MKS (0.497 611± 0.000 013)GeV PDG 2018
MJ/ (3.096 900± 0.000 006)GeV PDG 2018
MBd (5.279 55± 0.000 26)GeV PDG 2018
MBs (5.366 84± 0.000 30)GeV PDG 2018
m¯b(m¯b) 4.18
+0.04
 0.03 GeV PDG 2018
mc,pole (1.67± 0.07)GeV PDG 2018
m¯c(m¯b) (0.924± 0.07)GeV frommc,pole and ↵s(MZ) via RunDec [103, 104]
ms(2GeV) 95
+9
 3MeV PDG 2018
|Vub/Vcb| 0.08835+0.00221 0.00281 CKMfitter (ICHEP 2018)
Vcb 0.04240
+0.00030
 0.00115 CKMfitter (ICHEP 2018)
Vus 0.2254745
+0.000254
 0.000059 CKMfitter (ICHEP 2018)
  65.81+0.99 1.66
  CKMfitter (ICHEP 2018)
Table 6.1: List of general input parameters needed for our theoretical predictions.
6.2.2 Theoretical inputs
Shown in table 6.2 are the SM predictions for our mixing, lifetime and radiative decay
observables and their references. In tables 6.5 and 6.4 are the non perturbative inputs for
the B = 0 and B = 2matrix elements required for prediction of the lifetime ratio and
mixing observables respectively.
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Quantity Value Reference
  SMs (0.088± 0.02) ps 1 [38]
as,SMfs (2.22± 0.27)⇥ 10 5 [38]
(⌧Bs/⌧Bd)
SM 0.9994± 0.0025 [88]
B(B ! Xs )SM (3.36± 0.23)⇥ 10 4 [69]
Table 6.2: List of SM values needed for our theoretical predictions.
Quantity Value Reference
fBs (227.2± 3.4)MeV [91]
B¯1(m¯b) 1.028
+0.064
 0.056 [88]
B¯2(m¯b) 0.988
+0.087
 0.079 [88]
✏¯1(m¯b)  0.107+0.028 0.029 [88]
✏¯2(m¯b)  0.033+0.021 0.021 [88]
Table 6.3: Non- perturbative inputs for B = 0 matrix elements.
Quantity Value Referencep
BˆfBs 270(16)MeV [91]
Bˆ 1.32(6) [91]
B˜s(mb)
B(mb)
1.07(6) [38]
Table 6.4: Non- perturbative inputs for B = 2 matrix elements.
Quantity Value Reference
fJ/ (407± 6)MeV [105]
FB!K(q2 =M2J/ ) 0.68± 0.06 [106]
Table 6.5: Non - perturbative inputs for B ! J K matrix elements.
As part of our theoretical calculation of SJ/ KS and CJ/ KS , we use the most recent
CKMfitter [102] value
sin 2  = 0.738+0.027 0.030 , (6.10)
where the experimental measurement is not included in their fit. We note there is a very
slight tension between the HFLAV average and the CKMfitter result, at the level of ⇠
1.1  .
The non perturbative inputs in table 6.4 contain the following definitions and conversions.
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The RGI B parameter Bˆ is given in [91] as
BˆBq =
✓
g¯(µ)2
4⇡
◆   0(2 0) ⇢
1 +
g¯(µ)2
(4⇡)2

 1 0    0 1
2 20
  
BBq(µ) (6.11)
formb < µ < mt, the following values are Nf = 5, and Nc = 3,  0 = 4,  0 = 233 ,
 1 =
116
3 ,  1 =  439 .
6.2.3 Experimental inputs
Quantity Value Reference
  exps (0.088± 0.006) ps 1 [78]
as,expfs  0.0006± 0.0028 [78]
(⌧Bs/⌧Bd)
exp 0.993± 0.004 [78]
B(B ! Xs )exp (3.32± 0.15)⇥ 10 4 [78]
⌧expBs 1.509± 0.004 ps [78]
SJ/ KS 0.699± 0.017 [78]
CJ/ KS  0.005± 0.015 [78]
B(Bd ! J/ KS) (8.73± 0.32)⇥ 10 4 [33]
B(B¯ ! Xce⌫¯)exp 0.1061± 0.0017 [81]
Table 6.6: List of experimental values needed for our theoretical predictions.
6.2.4 Rare decay Wilson coefficients
For our study of new physics in rare decay and constraints upon all four fermion coeffi-
cients we use the following best fit values for C(0)9 and C 07  from global fits performed by
[19] and [107], respectively.
CNP9 =  1.21± 0.2 (6.12)
C 09 = 0.19± 0.2 (6.13)
C 07  = 0.018± 0.037 (6.14)
The observables included in these fits forC(0)9 are; angular observables inB0 ! K⇤0µ+µ 
[9, 108], [109, 5] ,B0,± ! K⇤0,±µ+µ  branching ratios [4, 110, 5, 9],B0,± ! K0,±µ+µ 
branching ratios [4, 9], Bs !  µ+µ  branching ratio [111, 9], Bs !  µ+µ  angular ob-
servables [111, 9], the branching ratio of inclusive decay B ! Xsµ+µ  [112], with
the standard model predictions of these [18, 113]. For C 07  the measurements are for
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the exclusive semileptonic angular observables hP1i(B0 ! K⇤0e+e ) and AImT [114],
the mixing induced CP asymmetry in B0 ! K⇤  given by SK⇤  [115, 116] , and the
B(B ! Xs ) [117, 118, 119, 120, 121], B(B+ ! K⇤ ),B(B0 ! K⇤ ) [120, 122, 123],
and B(Bs !   ) [124] branching ratios.
6.3 Constraints on BSM in C9V :  C1   C4
In this section we focus upon the study carried out in [1] concerning the impact of op-
erators Qc1   Qc4 upon the partonic A(b ! sµ¯µ) by investigating whether it is possible
to achieve a shift to Wilson coefficient C9V ⇡  1 subject to constraints from mixing
and lifetime data. Currently global fits performed by [19] predict a best fit value of
CNP9 =  1.21 ± 0.2. Here, constraints imposed by the B(0)s meson width difference
and the ratio of the B(0)s to the B(0)d lifetimes are used to determine the viability of such a
shift being due to modified coefficients in the CBSM Hamiltonian.
6.3.1 Low scale scenarios and q2 dependence
In Figures 6.1 - 6.3 are shown six plots representing scenarios where two Wilson coeffi-
cients are ”switched on” and all of the rest are set to their SM values. In all figures the
regions are determined by individual constraints overlaid using (6.5) and best fit points
correspond to points which minimize (6.6). The experimental quantities, their respective
theoretical predictions and parameters of interest are
XExp = {  Exps , Cbsµµ9 , (⌧s/⌧d)Exp} (6.15)
XTh = {  s, C¯9V (µb), (⌧Bs/⌧Bd)} (6.16)
~✓ = { C1(µb), C2(µb), C3(µb), C4(µb)} (6.17)
and the theoretical predictions in (6.16) are given by (5.81), (5.22) and (5.85) in Chapter
5. In these scenarios we consider the scale of new physics to be around the scale of the
B meson mass, MB. At this scale it is not necessary to employ renormalization group
improvement, as the logarithms appearing in the loop calculations are not large. Such a
situation could be due to ”hidden” new particles which although are within the range of
energies probed by current experiments, are for some reason not detectable.
In this ”low scale” scenario, (5.22) reduces to (5.18) as without renormalization group
improvement, C9V (µb) does not contain a BSM contribution and so it does not mix
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with CBSM coefficients. In all plots the black and red dashed lines are contours of
C¯9V (µb) =  1.21± 0.2 for two choices of dilepton invariant mass squared q2 = 5GeV 2
and q2 = 2GeV 2 respectively. For values of q2 above this, the charmonium resonances
are the dominant signal detected and therefore for consideration of rare decay anomalies,
it is most reliable to remain in the region q2 2 [1, 5]GeV 2.
Figure 6.1: Two parameter scenarios for C1(µb), C2(µb) (left), C1(µb), C3(µb) (right). Red dashes and black
dashes correspond to q2 = 2GeV2 and q2 = 5GeV2 respectively. Overlaid are individual 1  constraints from   s
(orange shaded) and ⌧Bs⌧Bd
(green shaded) with the (orange and green) dashed lines the experimental central value for
each respectively.
In Figure 6.1 (left) of ( C1(µb), C2(µb)) we are considering shifts to the SM coeffi-
cients C1, C2. The width difference (orange) here constrains new physics in C2 and the
lifetime ratio (green) new physics inC1 at 1 . There is a current 1.4  discrepancy between
the SM prediction computed recently in [88] shown in Table 6.2 and the measured value
[78] given in Table 6.6, and this is why the lifetime ratio does not pass through the SM
point. The best fit points lie outside the 1  regions for C9V at (C1(µb), C2(µb)) =
( 0.5, 0.03) and (C1(µb), C2(µb)) = ( 0.51, 0.04) for the higher and lower q2 val-
ues respectively. There is no region for which a shift of C¯9V =  1.21± 0.2 is achievable
and in agreement with both mixing and lifetimes, however   s easily accommodates a
negative shift for both q2 values. In the next panel (right hand) we consider BSM effects
as a shift to SM C1 and NP C3. Indeed this is a favourable scenario, it would be possible
to produce a shift by as much as C¯9V =  1.21 for ( C1(µb), C3(µb)) = ( 0.19, 0.57)
in the higher q2 for and ( C1(µb), C3(µb)) = ( 0.31, 0.58) for lower q2 and remain
well within allowed values imposed by the lifetime ratio.
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Figure 6.2: Two parameter scenarios for C1(µb), C4(µb) (left), C2(µb), C3(µb) (right). Red dashes and black
dashes correspond to q2 = 2GeV2 and q2 = 5GeV2 respectively. Overlaid are individual 1  constraints from   s
(orange shaded) and ⌧Bs⌧Bd
(green shaded) with the (orange and green) dashed lines the experimental central value for
each respectively.
In Figure 6.2 (left) of ( C1(µb), C4(µb)) this scenario is again quite favoured with
points in the plane where all observables agree, and achieve the desired shift of C¯9V =
 0.95 ± 0.2. It is clear the  C4(µb) is not constrained much by the observables, yet a
preference for a negative shift to SM Cc1(µb) is observed. The data prefers best fit points
of ( C1(µb), C4(µb)) = ( 0.48, 0.64) and ( C1(µb), C4(µb)) = ( 0.49, 0.90) in
the q2 = 5GeV2 and q2 = 2GeV2 cases respectively.The q2 dependence of C¯9V (µb)
leads to contours closer to the origin for higher q2. In the right hand panel, as is the
case with ( C1(µb), C2(µb)) the even coefficient is constrained by the mixing and
lifetime observables, and the odd coefficient by rare decay. For this scenario the best
fit points lie close to the if not just outside the region allowed by the lifetime ratio
( C2(µb), C3(µb)) = ( 0.11, 0.63), and ( C2(µb), C3(µb)) = ( 0.10, 0.60) for
q2 = 5GeV2 and q2 = 2GeV2 respectively.
In Figure 6.3 (left) of ( C2(µb), C4(µb)) this is the least viable of the scenarios, the con-
tours of constant C¯9V are only just visible in the top left hand corner and nowhere in the
plane agree with the width difference and lifetime ratio.  C2 is constrained by mixing and
lifetimes but these impose no constraints at all for  C4. Finally the ( C3(µb), C4(µb))
plane has best fit points very closely placed together at ( C3(µb), C4(µb)) = (0.37, 0.69)
for the higher q2 value and ( C3(µb), C4(µb)) = (0.36, 0.68) for the lower. Neither
are in agreement with all observables. This scenario again implies a possible shift of
 C3(µb) ⇡ 0.3, if we consider only   s.
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Figure 6.3: Two parameter scenarios for C2(µb), C4(µb) (left), C3(µb), C4(µb) (right). Red dashes and black
dashes correspond to q2 = 2GeV2 and q2 = 5GeV2 respectively. Overlaid are individual 1  constraints from   s
(orange shaded) and ⌧Bs⌧Bd
(green shaded) with the (orange and green) dashed lines the experimental central value for
each respectively.
6.3.2 High scale scenarios
In Figures 6.4-6.6 are shown 2-parameter planes in one to one correspondence with those
in Figures 6.1-6.3 respectively, but in this case the coefficients are evaluated at the weak
scale µ = MW and evolved down to the scale of the b quark mass through RG im-
provement [1]. Again, in all figures the regions are determined by individual constraints
overlaid using (6.5) and best fit points correspond to points which minimize (6.6). The
experimental quantities, their respective theoretical predictions and parameters of interest
are
XExp = {  Exps , Cbsµµ9 , (⌧s/⌧d)Exp ,B(B ! Xs )Exp} (6.18)
XTh = {  s, C¯9V (µb), (⌧Bs/⌧Bd) ,B(B ! Xs )} (6.19)
~✓ = { C1(MW ), C2(MW ), C3(MW ), C4(MW )} (6.20)
and the theoretical predictions in (6.19) are given by (5.81), (5.22), (5.85) and (5.37) in
Chapter 5. In all panels, 1  constraints from   s (orange shading), B(B¯ ! Xs ) (blue
shading), ⌧s⌧d (green shading) are given, with the dashed lines in the corresponding col-
ours being the experimental central value respectively. For these scenarios, our pseudo
observable C¯9V (µ) given in (5.22) contains contributions from  C1(MW )  C4(MW ),
in addition to those which are due to C9V (q2, µ), which appear because of mixing between
Q9V and Qc1   Qc4 upon renormalization. Again in red dashed lines are contours of con-
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stant C¯9V (µb) =  1.21± 0.2.
The branching ratio of the inclusive B¯ ! Xs  decay has now been included as an ad-
ditional constraint. As can be seen by comparing the three sets of plots, the effect of the
evolution of C9V (µb) upon C¯9V is powerful and considerably improves the prospects of
achieving a negative shift to the SM coefficient C9V , without being excluded due to mix-
ing, lifetime and radiative decay data. The contours are tightly spaced and closer to the
SM point implying a very small BSM contribution could be hidden in CBSM coefficients
and yet still give rise to a negative shift to C9V .
In the left hand panel of 6.4, if there were agreement between the lifetime ratio and the
SM, a small negative  C1 and very slight shift to  C2 would satisfy this requirement.
In the right hand panel is shown a scenario where  C1 and  C3 are modified by NP.
This scenario is favourable, all of the observables agree at the best fit point and allow a
shift to C9V for a  C3(MW ) ⇡ 0.3 and  C1 < 0.1. In the left hand panel of 6.5, in the
Figure 6.4: Two parameter planes of: left C1(MW ), C2(MW ) and right C1(MW ), C3(MW )
 C1(MW )  C4(MW ) plane the B¯ ! Xs  branching ratio constrains only C4 but the
lifetime ratio constrains  C1. In this scenario a negative shift  C1 ⇡  0.1 and a very
slight negative  C4(MW ) achieve agreement with radiative decay and the   s, whereas
the lifetime ratio with it’s current discrepancy would not support our hypothesis. In the
right hand panel of the C2(MW )  C3(MW ) plane again is found a favourable scenario.
All of the observables agree with a a shift C¯9V =  1.21 within 1  and again, this requires
a positive non vanishing C3(MW ) 2 [0.1, 0.2] and very slight positive C2(MW ). None
of the observables constrain C3 at all with vertical bands from radiative decay and mix-
ing constraints, but these do impose a region of allowed values for  C2(MW ). These
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statements will be made quantitative in subsection 6.8.1. In the left hand panel of 6.6, is
Figure 6.5: Two parameter planes of: left C1(MW ), C4(MW ) and right C2(MW ), C3(MW )
shown the  C2(MW )    C4(MW ) plane which is less favoured by the data. None of
the observables constrain  C4(MW ) and in addition there is no point in the plane where
all observables agree with a negative shift to C9V . In the right hand panel showing the
 C3(MW )  C4(MW ) plane again the pattern of favoured new physics in C3(MW ) is
confirmed. There is a point in the plane where all observables support the hypothesis for a
positive C3(MW ) 2 [0.2, 0.3] and a very slight negative C4(MW ). Viewing this “High
Figure 6.6: Two parameter planes of: left C2(MW ), C3(MW ) and right C2(MW ), C4(MW )
scale” BSM in C9V from C1(MW )  C4(MW ) scenario the distinguishing features are
that a non zero coefficient C3 at the weak scale is highly favoured, as is demonstrated in
the right hand panels of 6.4, 6.5 and 6.6. All these point to a positive  C3(MW ) accom-
panied by either a small shift to SM coefficients or a pure new physics scenario involving
just  C3(MW ), C4(MW ). The least favoured combinations are  C2(MW ), C4(MW )
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for which there is nowhere agreement from any of our chosen observables. It remains to
be seen whether  C1(MW ), C2(MW ) and  C1(MW ), C4(MW ) could become viable
but this is dependent upon future measurement, and SM calculations of the lifetime ratio,
converging.
6.4 BSM in right handed currents:  C 01(MW )  C 04(MW )
This subsection focuses upon the constraints that the right handed coefficients C 09 =
0.19 ± 0.2 and C 07  = 0.018 ± 0.037 which are associated with the ”wrong chirality”
semileptonic and dipole operators respectively, place upon new physics in b! cc¯s coeffi-
cients C 01(MW )  C 04(MW ). In this case our ”pseudo observables” are the coefficients
C¯ 09V and C¯ 0e↵7  and rather than assuming BSM physics could be hidden in these coeffi-
cients, we instead use their best fit points obtained from global fits from [19] and [107]
to angular observables as our “experimental central value”. Regions are determined by
individual constraints overlaid using (6.5) and best fit points correspond to points which
minimize (6.6). The experimental quantities, their respective theoretical predictions and
parameters of interest are
XExp = {  Exps , C 0bsµµ9 , C 07 , (⌧s/⌧d)Exp ,B(B ! Xs )Exp} (6.21)
XTh = {  s, C¯9V (µb), C¯ 0e↵7  (µb), (⌧Bs/⌧Bd) ,B(B ! Xs )} (6.22)
~✓ = { C 01(MW ), C 02(MW ), C 03(MW ), C 04(MW )} (6.23)
and the theoretical predictions in (6.22) are given by (5.81), (5.22), (5.41), (5.85) and
(5.37) in Chapter 5. In all the panels in figures 6.7, 6.8 and 6.9 are shown contours of
C¯ 09V = 0.19±0.2 in red dashed at central value and dotted at 1 , and C¯ 0e↵7  = 0.018±0.037
in blue dashed (central value) and dotted (1 ). The observables already mentioned above
are shown according to the same colour scheme. The radiative decay constraint for the
primed coefficients is much weaker than in the previous case due to (assuming par-
ity symmetry) the mixing of operators Q01, ..., Q04 with Q07  under renormalization oc-
curring first at two-loop, and in addition, to the primed coefficient C¯ 0e↵7 only entering
(5.38) quadratically with no linear dependence upon Ce↵,SM7 . For combinations of these
coefficients it is found that the strongest constraint comes from the experimental fits
of angular observables to C 09. This is due to a strong dependence of C
0,BSM
9V (mb) upon
 C 01(MW )  C 04(MW ) which results in closely spaced contours (red dashes).
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In the ( C 01(MW ), C 02(MW )) plane shown in Figure 6.7 (left), the radiative decay does
not constrain the scenario, and the width difference only mildly constrains  C 02 and the
lifetime ratio constrains mildly  C 01. In the right panel ( C 01(MW ), C 03(MW )) does
achieve a best fit point for which all observables agree, however this would imply a
large  C 03 <  0.4 and  C 01 ⇡  0.3 which has been pulled down to the left hand
corner by the non visible contours of C¯ 0e↵7 for which the central value is beyond the
right bottom hand corner. The central values for the rare and radiative decay agree for
large negative values of ( C1, C3) ⇡ ( 2.1, 3.5). In Figure 6.8 the radiative decay
Figure 6.7: Contours of C¯09V (red, dashed) and C¯0e↵7  (blue, dashed) for best fit, and 1 sigma ranges, along
with radiative decay (blue), lifetime ratio (green) and width difference (orange) 1 sigma constraints on coefficients
 C01(MW ), C
0
2(MW ) and C01(MW ), C03(MW ).
constrains the even coefficients and the rare decay, very tightly the odd coefficients. In
the ( C 01(MW ), C 04(MW )) plane (left) there is a best fit point for which all observables
agree implying that for this scenario new physics is slightly favoured over the SM. In the
( C2(MW ), C3(MW )) plane and in Figure 6.9 the ( C2(MW ), C4(MW )) plane (left)
the best fit value is very close to zero which appears to be due to the pull of the lifetime ra-
tio somewhat cancels out the effect of the radiative decay. Finally in Figure 6.9 right there
is no point in the plane where all observables agree but a ( C 03(MW ), C 04(MW )) ⇡
(0.03, 0.1) are the best fit for the current data.
6.5 General constraints on BSM:  C(0)5 (MW )  C(0)10 (MW )
In figure 6.10 are shown three examples of two parameter scenarios involving combina-
tions of the coefficients  C5    C10 evaluated at the weak scale. For this case regions
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Figure 6.8: Contours of C¯09V (red, dashed) and C¯0e↵7  (blue, dashed) for best fit, and 1 sigma ranges, along
with radiative decay (blue), lifetime ratio (green) and width difference (orange) 1 sigma constraints on coefficients
 C01(MW ), C
0
4(MW ) and C02(MW ), C03(MW ).
Figure 6.9: Contours of C¯09V (red, dashed) and C¯0e↵7  (blue, dashed) for best fit, and 1 sigma ranges, along
with radiative decay (blue), lifetime ratio (green) and width difference (orange) 1 sigma constraints on coefficients
 C02(MW ), C
0
4(MW ) and C03(MW ), C04(MW ).
are determined as are the cases above, experimental quantities, their respective theoretical
predictions and parameters of interest are
XExp = {  Exps , (⌧s/⌧d)Exp ,B(B ! Xs )Exp} (6.24)
XTh = {  s, (⌧Bs/⌧Bd) ,B(B ! Xs )} (6.25)
~✓ = { C5(MW ), ..., C10(MW ), C 05(MW ), ..., C 010(MW )} (6.26)
and the theoretical predictions in (6.25) are given by (5.81),(5.85) and (5.37) in Chapter 5.
The presiding feature in all of these panels is the stringent constraint placed upon values
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that these coefficients could take, by B(B ! Xs ).
6.5.1  C5   C10
As explained in chapter 4, the mixing of operators Q5, ..., Q10 with Q7  first at one-loop
gives rise to strong RG effects which enter C¯e↵7 and result in the dominant constraint
for such scenarios coming from radiative decays. As the coefficient C¯e↵7 enters (5.38)
both quadratically as well as linearly, it receives a contribution from Ce↵,SM7 which at the
scale µb = 4.2GeV we take to be Ce↵,SM7 (µb) =  0.385. This combination results in
a much narrower 1 sigma region, as is shown in all panels of Figure 6.10 as the blue
shaded area. In the first and third panel, the presence of another purple band corresponds
to contours where C¯e↵7 = ±Ce↵,SM7 . In terms of the lifetime ratio, shown in the green
shaded area, the contours slightly miss the SM point due to the current 1.4  discrepancy
between theory and experiment. For theBs B¯s width difference the scenarios consisting
of coefficients of left and right handed vector currents and coefficients of tensor operators
are the most restrictive. In all cases scenarios between even numbered coefficients are
favoured owing to the 1Nc suppression which always accompanies colour singlet operators
in the calculations.
Figure 6.10: Overlaid individual constraints from radiative decay (blue), lifetime ratio (green), width difference (or-
ange) upon  C5    C7 plane (left),  C6    C10 plane (middle),  C9    C10 plane (right). The SM point and
best fit point are shown as the black and red dots respectively.
6.5.2  C 05   C 010
Three examples of possible 2 parameter scenarios are shown in Figure 6.11 and are the
right handed counter parts in one to one correspondence with those of Figure 6.10. Al-
though as for coefficients C5  C10, it is also true in this case that the one-loop mixing
under renormalization of Q05, ..., Q010 with Q07  results in a stronger dependence of C¯ 0e↵7
upon  C 05    C 010 than is true for coefficients  C 01    C 04, here C¯ 0e↵7 only contributes
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quadratically to the B ! Xs  branching ratio so the radiative decay constraint bands are
wider. All plots show very similar constraints from the lifetime ratio and the width dif-
ference, although differences are more pronounced in   s due to primed and unprimed
coefficients not mixing in the theoretical prediction for  NP12 and hence there is no linear
contribution from SMWilson coefficients C1 and C2 here.
Figure 6.11: Overlaid individual constraints from radiative decay (blue), lifetime ratio (green), width difference (or-
ange) upon  C05    C07 plane (left),  C06    C010 plane (middle),  C09    C010 plane (right). The SM point and
best fit point are shown as the black and red dots respectively.
6.6 Prospects for mixing and lifetime observables
In this section we turn our attention to the precision with which we may know exactly the
predicted and measured value of the width difference, the lifetime ratio and the B(B¯ !
Xs ) branching ratio. Here, it is investigated whether in the case where the predictions
and the measurements coincide, such observables could discriminate between different
scenarios of Wilson coefficients, and even completely rule some of them them out.
In Figures 6.12-6.14 are shown contours of constant width difference (brown) and life-
time ratio (green) corresponding to the SM central values respectively. The dashed and
dotted lines are spaced either side of this in such a way that any spacing between two
contours corresponds to a prospective 1  region, where we have assumed a combined
experimental and theoretical error of 0.001 on the lifetime ratio and an error of 5% on the
width difference. These future errors are representative of expected theoretical and exper-
imental progress. For the width difference, the experimental error in table 6.6 is already
6%, but in this observable it is the theoretical error which requires most improvement.
Since publication of [1], the state of the art SM prediction is   s = 0.091± 0.014 [125]
with a current error of 14% which is a marked improvement on 23% as given by table 6.2
[38]. The main source of theoretical error is due to the lattice determination of dimension
7 operators [126], however it is realistic to expect a future reduction in uncertainty to be-
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low 5%, given further effort from both sum rules and lattice QCD. For the lifetime ratio,
the theoretical error is already 2.5 per mille, and current work in reducing this error by
including SU(3)F violating corrections and inclusion of extra, previously undetermined
terms is in progress [125]. For further reduction, again this would require determina-
tion of dimension 7 operator matrix elements. Experimentally, the error is greater at 4 per
mille, however a recent ATLAS measurement of theB0s width difference has been presen-
ted [127] with reduced errors, indicating a B0s lifetime with accordingly reduced errors at
approximately around 2.5 per mille. Other collaborations such as CMS and LHCb provid-
ing independent measurements could result in halving the current uncertainty. With future
developments 1 per mille is achievable.
In addition, we have shown the B(B¯ ! Xs ) overlaid as the blue shaded region corres-
ponding to a 1  difference between measurement and SM. In Figure 6.12 the left hand
Figure 6.12: Future prospects for lifetime and mixing observables. Left hand panel: real  C1    C2 plane, right
hand panel: real  C1   C3 plane. Solid lines are the SM prediction for width difference (brown) and lifetime ratio
(green). Brown dashed and green dotted lines are contours of constant width difference and lifetime ratio respectively.
panel shows a point in the ( C1, C2) plane where C¯9V =  1.21 at a 2  deviation in
the lifetime ratio and a 1  deviation in   s which is just within the constraints imposed
by radiative decay. In the right hand panel showing the combination  C1    C3, con-
tours of C¯9V =  1.21, and the SM contours for both mixing and lifetime coincide within
1  in this scenario favoured already in Figure 6.4. In Figure 6.13 left hand panel, there
are not any points in the ( C1, C4) plane which simultaneously allow a new contri-
bution to semi-leptonic decay and still lie within 1  of the other constraints. One could
consider that this scenario is potentially ruled out by the lifetime ratio which requires a
larger value of  C4 than can be accommodated by radiative decay. In the right hand
114
Figure 6.13: Future prospects for lifetime and mixing observables. Left hand panel: real  C1    C4 plane, right
hand panel: real  C2   C3 plane. Solid lines are the SM prediction for width difference (brown) and lifetime ratio
(green). Brown dashed and green dotted lines are contours of constant width difference and lifetime ratio respectively.
panel we observe that a smaller combined error on the mixing and lifetime observables
can more accurately pinpoint preferred values for couplings in this scenario of approxim-
ately ( C2, C3) ⇡ ( 0.05, 0.15). In Figure 6.14 left hand panel, there are no points for
Figure 6.14: Future prospects for lifetime and mixing observables. Left hand panel: real  C2    C4 plane, right
hand panel: real  C3   C4 plane. Solid lines are the SM prediction for width difference (brown) and lifetime ratio
(Green). Brown dashed and green dotted lines are contours of constant width difference and lifetime ratio respectively.
which all observables considered can accommodate C¯9V =  1.21 within 1 . Interest-
ingly, although the better agreement between experiment and theory in the lifetime ratio
helps this scenario, the more ambitious future error estimates for the width difference
prevent a negative contribution to our pseudo observable C¯9V which is accommodated by
B(B¯ ! Xs ) and one might therefore conclude that this is a case where more precise
knowledge would rule out this scenario. Finally, in the right hand panel we find again that
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a situation which involves  C3 is favoured and with the C¯9V =  1.21 contour running
almost parallel with, but just outside the limits of, the lifetime ratio 1  contour, we might
consider the possibility that a further precise determination of   s could really pinpoint
the place on this line which offers a candidate for a viable new physics scenario.
6.7 CP Violation: Complex Wilson coefficients  C1,  C2
In this section we determine bounds upon the size of complex shifts to SMWilson coeffi-
cients Cc1 and Cc2 by introducing a new weak CP violating phase for each coefficient. The
observables which are sensitive to CP violation are the flavour specific CP asymmetry asfs
and the time dependent CP asymmetry ACP (B
(0)
d ! J/ KS). In subsection 6.7.1 are
shown constraints from asfs,B(B¯ ! Xs ), ⌧s⌧d and   s, in the complex  Ci plane for
i = 1, ..., 4. In subsection 6.7.2 we show the above constraints and in addition, a further
set of three constraints from the hadronic B0d ! J/ K(S) decay.
6.7.1 CP violating constraints on NP in SM coefficients
Figure 6.15 shows the complex C1(MW ) plane (left hand side) and the complex C2(MW )
plane (right hand side). In the complex C1(MW ) plane are shown in red the width differ-
ence, in purple the flavour specific asymmetry and in green the lifetime ratio. For a scen-
ario where CP violation is accounted for by a complex phase in this coefficient the best ob-
servable to discriminate possible values is the lifetime ratio which constrains the real and
imaginary parts to lie in the set of points { C1(MW ) 2 C : 0.21 < | C1(MW )+0.16| <
0.31}. Taking into account the other constraints leads to an approximate constraint on the
complex phase of C1(MW ) of  1 2 [ 3⇡4 , 3⇡4 ]. In the right hand panel there is a stronger
constraint upon the imaginary part of  C2(MW ) from the flavour specific asymmetry,
and constraints upon the real part from the lifetime ratio, width difference and inclus-
ive radiative branching ratio. There is no point in the plane where all observables agree
upon a particular value, however the precisely measured and theoretically well controlled
branching ratio and width difference along with the CP asymmetry require a complex
Re( C2)(MW ) 2 [ 0.1, 0.1] and Im C2(MW ) 2 [ 0.2, 0.2] for agreement at the level
of 1 . In Figure 6.16 (left) are shown constraints upon a complex  C3(MW ), which
are dominated by the lifetime ratio. The lifetime ratio requires that complex values of
 C3(MW ) are included in the set { C3(MW ) 2 C : 0.35 < | C3(MW )+0.02| < 0.54}
and here there are no restrictions on the complex phase. In the right hand panel are
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Figure 6.15: Complex Wilson coefficients C1(MW ), C2(MW )
shown regions of the complex  C4(MW ) plane allowed by all of the observables. In
this case, the radiative inclusive branching ratio constrains the real part and the lifetime
ratio and width difference, the imaginary part. For this coefficient there are points in the
plane for which all observables agree at 1  and these are approximately Re C4(MW ) 2
[ 0.2, 0.1] and Im C4(MW ) 2 [ 0.5, 0.3], [0.25, 0.5].
Figure 6.16: Complex Wilson coefficients C3(MW ), C4(MW )
6.7.2 Constraints from hadronic decay
In the study of the SM Wilson coefficients C1(µ), C2(µ) in the non leptonic decay B !
J/ KS , we assume these be shifted relative to their SM values by amount C1(µ), C2(µ)
and allow them to take on complex values. Here, we will be using the profile  2 in (6.9)
and equations (6.3) and (6.4) take the form
~✓ = (Re( C1(MW )), Im( C1(MW )),Re( C2(MW )), Im( C2(MW )))
T (6.27)
~⌫ = (Re(r21), Im(r21), |hOc1i|)T (6.28)
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and the experimental measured values and their corresponding theoretical predictions are
XExp = {SexpJ/ K , CexpJ/ K ,B(B ! J/ K)exp} (6.29)
XTh = {SJ/ K , CJ/ K ,B(B ! J/ K)} (6.30)
where the central values of (6.1) are taken from [78] and [33]
SexpJ/ K = 0.699± 0.017 (6.31)
CexpJ/ K =  0.005± 0.015 (6.32)
B(B ! J/ K)exp = (8.73± 0.32)10 4 (6.33)
and the analytical functional form of the observables in are given by (5.156), (5.157) and
(5.163).
Complex  C1 plane
Let us now consider what constraints may be obtained in the complex  C1 plane. The
naive factorization estimate for the ratio of matrix elements defined in (5.155) with i = 2
is
rNF21 =
1
N
, (6.34)
with N = 3. Our first result shown in Figure 6.17, depicts the departure of the complex
parameter r21 from the naive factorization estimate shown above, for all angles  21 2
[ ⇡, ⇡] at a given radius corresponding to contours of ⌧(Bs)⌧(Bd)
th
= 0.993 ± 1 , in the the
annulus given by the shaded green region in Figure 6.15 (left). The phase  21 is given by
 21 = Arg
✓
Im( C1)
Re( C1    )
◆
(6.35)
with   =  0.16, the offset of the center of the concentric circles from the SM point at
(0, 0). Figure 6.17 shows four distinct points (there are only four because ±⇡ is the same
point) within the region allowed by lifetime data at 1 , for which the  2 is minimized to
give a value of r21 in agreement with (6.34). Table 6.7 shows the angles for which the
value of r21 at the minimum coincides with the naive factorization prediction, along with
the corresponding points in the  C1 plane.
Analogously, in Figure 6.18 is shown the departure of the |hOc1i| from the NF prediction.
In the left hand panel we see the surprising result that there are four distinct points for
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Figure 6.17: Left: Solution 1 and Right: Solution 2 showing the difference between the naive estimate for r21 and the
point wise minimum values of r21 for fixed ⌧s⌧d 2 {0.988, 0.993, 0.998} shown as green, blue, yellow lines respectively.
 21 Re( C1) + iIm( C1)
Solution 1
 21 =  0.85 rad ( 49.4 ) 0.01  0.2i
 21 = 2.37 rad (136 )  0.35 + 0.2i
Solution 2
 21 = 0.013 rad ( 0.75 ) 0.1 + 0i
 21 = 3.13 rad (179.3 )  0.4 + 0i
Table 6.7:  21 and C1 values where r21 agrees with Naive Factorization
-π - 2π3 - π3 0 π3 2π3 π ϕ21
0.2
0.4
0.6
|〈O1〉 -|〈O1〉 NF
-π - 2π3 - π3 0 π3 2π3 π ϕ21
0.5
1
1.5
|〈O1〉 -|〈O1〉 NF
Figure 6.18: Left: Solution 1 and Right: Solution 2 showing the difference between the naive estimate for |hOc1i| and
the point wise minimum values of |hOc1i| for fixed ⌧s⌧d 2 {0.988, 0.993, 0.998} shown as green, blue, yellow lines
respectively
which the value of |hOc1i| at the minimum coincides with the naive factorization prediction
of |hOc1i|NF = 1.23GeV3. In the right hand panel there are again only two points at
 21 = 0,±⇡. The corresponding angles and points in the complex plane are shown in
Table 6.8.
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 21 Re( C1) + iIm( C1)
Solution 1
 21 = 0.85 rad (48.8 ) 0.5 + 0.15i
 21 = 2.21 rad (126.6 )  0.35 + 0.2i
 21 =  2.1 rad ( 120.6 )  0.35  0.2i
 21 =  0.95 rad ( 54.4 ) 0.4  0.18i
Solution 2
 21 = 0.01 rad (0.43 ) 0.1 + 0i
 21 = 3.13 rad (179.2 )  0.37 + 0i
Table 6.8:  21 and C1 values where |hOc1i| agrees with Naive Factorization
In Figure 6.19 are shown the solutions for the values of |hOc1i| again with the phase  21,
and over this is shown the theoretical prediction for |hOc1i|NF given in (5.137) including
parametric error bars plus a correction of Oc   1N2  , which we include to parameterize our
ignorance of the hadronic effects using the large N counting rules of [97]. The purple
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Figure 6.19: Left: Solution 1 and Right: Solution 2 showing the values of the hadronic matrix element |hOc1i| with
phase  12 for contours of constant lifetime ratio ⌧s⌧d 2 {0.988, 0.993, 0.998} shown as green, blue, yellow lines
respectively. Theoretical estimate for |hOc1i| in purple with errors in blue.
line is the central value and the blue shaded area represents the error. In the left hand
panel it is clear that there are four points where the numerical solution crosses the NF
estimate. In the right hand panel it is less clear to the eye, but there are in fact solutions at
 21 = 0,±⇡ as was the case with r21. These are the same points as those shown in Figure
6.18. All in all, this parameter allows six regions in the complex C1 plane which further
constrain the possibility of physics BSM in Cc1. All the above results are summarized in
Figure 6.20 which shows all points determined by the above analysis in one figure in the
complex C1 plane. In this graph are shown angular and radial regions which correspond
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to the constraints we can obtain from our minimization procedure as described above.
The squares represent the points in the plane where r21 agrees with the naive factorization
estimate exactly. As r21 is less well theoretically controlled due to the uncertainty in the
matrix element of Oc2 being considered to be greater (as it would receive corrections of
O(↵s)) we do not estimate errors but simply show points of agreement. These occur at the
angles and points shown in table 6.7. The solid lines represent angular regions where the
solutions in Figure 6.19 coincide with the NF prediction and it’s error at the given radius.
What is interesting about this plot is that there seems to be some sort of degeneracy in the
points allowed in the upper and lower plane, which is broken by a strict agreement of r21
with the NF prediction.
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Figure 6.20: Naive factorization predictions for |hOc1i|,Re(r21), Im(r21) in complex C1(MW ) plane
In Table 6.9 are given the angular regions and the corresponding allowed real and
imaginary parts of C1 shown in Figure 6.20. As can be seen in the figure, there are four
continuous angular ranges corresponding to each of the contours of the lifetime ratio,
which can be distinctly separated in the region { C1(MW ) 2 C : 0.21 < | C1(MW ) +
0.16| < 0.31}.
Complex  C2 plane
We turn our attention now to the complex  C2 plane and find a rather different picture
emerge. The same analysis is performed as is done for the coefficient C1 however when
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  21 Re( C1) Im( C1)
25  6  21 6 60  Re C1 2 [ 0.06, 0.12, ] Im C1 2 [0.13, 0.18]
115  6  21 6 151  Re C1 2 [ 0.34, 0.29] Im C1 2 [0.10, 0.29]
 149  6  21 6  102  Re C1 2 [ 0.43, 0.20] Im C1 2 [ 0.20, 0.16]
 73  6  21 6  37  Re C1 2 [ 0.09, 0.12] Im C1 2 [ 0.2, 0.14]
Table 6.9:   21 and C1 values where |hOc1i| agrees with Naive Factorization
regarding Figure 6.15 we see that there is no region wherein all the observables under
consideration agree which would provide an obvious region over which to minimize the
 2 containing B ! J/ K predictions.
The closest region of overlap appears to be along the line Re( C2) = 0.1 thus we min-
imize for each point on that line to obtain the values of the uncertain hadronic parameters
which give the best description of the data. In Figure 6.21 in the left hand panel there is a
solution to the minimization problem which favours a value of Re(r21) in agreement with
naive factorization of a small negative value of Im( C2). The right hand panel however
has no points where there is agreement with naive factorization. In Figure 6.22 in the
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Figure 6.21: Solution 1 (left) and solution 2 (right) for the value of Re(r21) at fixed Re( C2) = 0.1 and  C2 2
[ 0.2, 0.2] (blue solid) and the naive factorization prediction of Re(r21) (purple dashes).
left hand panel there is a solution to the minimization problem which assymptotes to the
naive factorization prediction for Im( C2)! ±0.2 and crosses from positive to negative
at Im( C2) = 0. In the right hand panel the solution is everywhere small but agrees with
naive factorization again at Im( C2) = 0.
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Figure 6.22: Solution 1 (left) and solution 2 (right) for the value of Im(r21) at fixed Re( C2) = 0.1 and  C2 2
[ 0.2, 0.2] (Red solid) and the naive factorization prediction of Im(r21) (purple dashes).
In Figure 6.23 are the two solutions for the value of the hadronic matrix element ofOc1
at the minimum of the  2 for varying Im( C2). In the left hand panel there is again one
place where the solution agrees with naive factorization for small negative Im( C2) and
this corresponds roughly with the agreement found in the left hand panel (same solution)
of Figure 6.21. The right hand panel shows the solution for which there are no points of
agreement with naive factorization and the values found for |hOc1i| in this solution are too
large to be realistic.
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Figure 6.23: Solution 1 (left) and solution 2 (right) for the value of |hOc1i| at fixed Re( C2) = 0.1 and  C2 2
[ 0.2, 0.2] (purple solid) and the naive factorization prediction of |hOc1i| = (1.23± 0.16)GeV3 (blue shaded area).
Full results for  C1 and  C2
In Figure 6.24 this work is extended to find whole regions of the complex  C1 plane
which receive a further constraint from the B(0)d ! J/ KS time dependent CP asym-
metry B(0)d ! J/ K(0)d branching ratio. In the left hand panel of Figure 6.24 are shown
regions in the complex  C1 plane for which   2(Re C1, Im C1) is minimized with
respect to Rer21, Imr21 subject to the constraint that |hOc1i| 2 [1.07, 1.39] which corres-
ponds to a 1  band given by the naive factorization prediction and it’s error. There are
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three regions in the plane which further constrain  C1: The upper and lower bands con-
strain the imaginary part to be Im( C1(MW ) ⇡  0.2 or Im( C1(MW ) ⇡ 0.2. The third
region requires a zero imaginary part. Taken together with the lifetime ratio constraint,
we find that the real part is Re( C1(MW ) 2 [ 0.4, 0.1] with CP violating phase and
Re( C1(MW ) 2 [ 0.45, 0.35], [0.02, 0.12] with no CP violation present.
In the right hand panel the picture is less clear, owing to the absence of any points in the
complex  C2(MW ) plane for which all of the observables agree. None the less, should
the SM value predicted for the lifetime ratio and the measured value obtain more precise
agreement, the region for which the hadronic decay observables and the radiative decay
and width difference could allow a value of Re( C2(MW ) 2 [ 0.1, 0.1] and a very small
Im( C2(MW ) 2 [ 0.05, 0.05]. The red diagonal band of values in the lower left hand
corner is ruled out by the other constraints.
Figure 6.24: B0d ! J/ K constraints on (left)  C1(MW ), (right) C2(MW ). Regions for which data agree with
naive factorization prediction for |hOc1i| at 1, 2 and 3  shown as horizontal red bands.
6.8 Constraints on 1 parameter scenarios
In this section we present best fit ranges for one parameter scenarios in two cases. The first
case is shown and discussed in subsection 6.8.1 for which we set all Wilson coefficients
to zero except the one we are considering and find the best fit point for that coefficient
according to each individual observable separately. The second case is presented in sub-
section 6.8.2 where we combine all of the observables and find the best fit point for each
coefficient and the energy scale we could naively expect the coefficient to be generated at.
The ranges allowed by individual observables as shown in Tables 6.10 and 6.11 are found
using (6.5), while for the combined quantities (Table 6.12), we sum up the individual  2.
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In both cases we normalise to the best fit point by subtracting the relevant  2 minima.
6.8.1 Best fit ranges for 1 parameter models
In Table 6.10 are shown possible ranges for each coefficient taking into account only one
observable at a time. Considering  C5    C10 in the first column of Table 6.10, there
are best fit ranges which correspond to those that pass through the SM point and those
that do not. This can be understood by considering the functional form with which C¯e↵7
enters (5.38) and the impact that larger coefficients in Ce↵,BSM7 have upon reducing the
parameter space allowed by radiative decay. This results in there being two bands instead
of one for each   2i  1. Some of these are unphysically large, such as is the case for
 C1   C4 and these points could not be representative of genuine BSM effects as they
would be ruled out upon consideration alongside other observables. The second column
of Table 6.10 does not for any coefficient include the SM point, and this is simply due to
the current disagreement between measurement and theory for the lifetime ratio. Column
3 containing ranges accommodated by   s always includes the SM point.
In Table 6.11 we show 1  ranges accommodated by C 09 and C 07  for the primed coeffi-
Table 6.10: 1  Best fit ranges for scenarios with one Wilson coefficient.
Coeff.   2   1   2⌧  1   2    1
 C1 [ 0.71, 0.99], [44.0, 46.0] [ 0.48, 0.35], [0.03, 0.16] [ 0.32, 1.1]
 C2 [ 4.2, 4.1], [ 0.09, 0.07] [ 2.7, 2.3], [0.09, 0.49] [ 2.0, 1.9], [ 0.08, 0.08]
 C3 [ 53.0, 51.0], [ 1.2, 0.83] [ 0.62, 0.29], [0.16, 0.50] [ 0.84, 1.5]
 C4 [ 6.0, 5.7], [ 0.13, 0.09] [ 0.75, 0.28], [0.33, 0.80] [ 0.34, 0.58]
 C5 [ 0.01, 0.01], [0.36, 0.37] [ 0.03, 0.01], [0.03, 0.06] [ 0.13, 0.34]
 C6 [ 0.02, 0.03], [1.1, 1.2] [ 0.11, 0.03], [0.09, 0.17] [ 1.5, 0.49]
 C7 [ 0.46, 0.45], [ 0.01, 0.01] [ 0.21, 0.11], [0.04, 0.14] [ 1.7, 0.44]
 C8 [ 0.92, 0.88], [ 0.02, 0.014] [ 0.26, 0.12], [0.06, 0.20] [ 0.27, 0.27]
 C9 [ 0.002, 0.003], [0.15, 0.15] [ 0.02, 0.01], [0.003, 0.011] [ 0.14, 0.035]
 C10 [ 0.05, 0.07], [3.2, 3.3] [ 0.08, 0.05], [0.02, 0.05] [ 0.09, 0.09]
 C 01 [ 5.7, 5.7] [ 0.32, 0.15], [0.08, 0.25] [ 0.58, 0.58]
 C 02 [ 0.53, 0.53] [ 1.2, 0.51], [0.39, 1.1] [ 0.39, 0.39]
 C 03 [ 6.7, 6.7] [ 1.0, 0.79], [0.06, 0.30] [ 1.1, 1.1]
 C 04 [ 0.75, 0.75] [ 1.3, 0.96], [0.09, 0.45] [ 0.44, 0.44]
 C 05 [ 0.05, 0.05] [ 0.03, 0.01], [0.03, 0.06] [ 0.21, 0.21]
 C 06 [ 0.15, 0.15] [ 0.10, 0.03], [0.10, 0.18] [ 0.85, 0.85]
 C 07 [ 0.06, 0.06] [ 0.23, 0.13], [0.03, 0.13] [ 0.86, 0.86]
 C 08 [ 0.12, 0.12] [ 0.30, 0.17], [0.04, 0.17] [ 2.0, 2.0]
 C 09 [ 0.02, 0.02] [ 0.02, 0.01], [0.003, 0.011] [ 0.07, 0.07]
 C 010 [ 0.42, 0.42] [ 0.09, 0.05], [0.01, 0.05] [ 1.2, 1.2]
cients. The primed coefficients  C 01    C 04 are tightly constrained by the right handed
C 09V , which has no expectation of new physics and thus stringently constrains the para-
meter space for these coefficients. Of all the coefficients, the largest value a non SM
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coupling can take is | C 02| = 0.17. In terms of the pseudo observable C 07  , the constraints
for the 1 parameter scenarios are much less severe for C 01  C 04 but similarly stringent
for  C 05   C 010 for the same reasons as are explained in subsection 6.5.2.
Table 6.11: 1  Best fit ranges for scenarios with one primed Wilson coefficient. These correspond to C¯0e↵7 (mb) and
C¯09(mb) at ±1  from fitted values of C07 and C09 respectively.
Coeff.   2C¯09  1   
2
C¯0eff7
 1
 C 01 [ 0.001, 0.04] [ 1.11, 3.21]
 C 02 [ 0.004, 0.17] [ 0.30, 0.10]
 C 03 [ 0.07, 0.002 [ 3.74, 1.29]
 C 04 [ 0.13, 0.003] [ 0.42, 0.14]
 C 05   [ 0.01, 0.03]
 C 06   [ 0.03, 0.08]
 C 07   [ 0.03, 0.01]
 C 08   [ 0.06, 0.02]
 C 09   [ 0.03, 0.01]
 C 010   [ 0.08, 0.23]
6.8.2 Best fit ranges and corresponding bounds
By combining the individual constraints we can proceed further and make predictions
upon the possible scale at which new physics generates the b ! cc¯s operators. We
employ a simple approximation to the BSM scale, estimating that at tree level
⇤2NP  
UcbU⇤cs
VcbV ⇤cs
p
2
4GF
g2NP
| Ci(MW )| . (6.36)
where UcbU⇤cs are the quark mixing matrix elements which are generic and represent some
BSM model. The gNP is the coupling at the high scale, in the full theory. If we assume
the value of these is 1 then the simplified expression is
⇤2NP  
p
2
4GF
1
VcbV ⇤cs
1
| Ci(MW )| . (6.37)
In column 2 of Table 6.12 the coefficients  C5   C10 have 1  ranges according to the
sum of the individual  2 including the radiative decay branching ratio. The 1  ranges for
the primed coefficients  C 01   C 010 include the sum of  2 excluding the radiative decay
branching ratio, as this is already contained in the fitted value of C 07  . In columns 3 and 4
of Table 6.12 are shown allowed ranges for each coefficient according to the sum of the
individual  2. In the following columns we take the modulus of the bound corresponding
to the negative value of  Ci in the best fit range, if it exists, and call it ⇤ . We take the
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modulus of the bound corresponding to the positive value of  Ci in the same range and
call it ⇤+. This way we allow the possibility of a negative coefficient, corresponding to
new heavy quanta at the associated scale. If there is no negative value because the range
does not include the SM point, then the ⇤  is left blank as the scale in this case will be
greater than ⇤+ and ⇤  has no meaning. Where there are two ranges per coefficient, as is
the case for  C 010 the bounds in the 3rd and 4th column correspond to the magnitude of
the largest negative and positive values in each range, respectively. Adopting a completely
Table 6.12: Allowed ranges and corresponding bounds on NP for Wilson coefficients from all observables combined
at 1 
Coeff.   2  1 ⇤ (TeV) ⇤+(TeV)
 C1 [0.03, 0.161] - 2.1
 C2 [ 0.04, 0.06] 4.1 3.4
 C3 [ 0.60, 0.25], [0.14, 0.49] 2.3 1.7
 C4 [ 0.14, 0.09] 2.3 2.8
 C5 [ 0.01, 0.01] 9.7 10.5
 C6 [ 0.02, 0.02] 5.6 5.8
 C7 [ 0.01, 0.01] 8.8 9.7
 C8 [ 0.02, 0.02] 6.2 6.9
 C9 [ 0.001, 0.01] 22.3 12.6
 C10 [0.01, 0.05] - 3.8
 C 01 [0, 0.04] - 4.3
 C 02 [ 0.03, 0.14] 5.5 2.3
 C 03 [ 0.06, 0.01] 3.6 8.4
 C 04 [ 0.12, 0.02] 2.5 6.4
 C 05 [ 0.02, 0.04] 5.8 4.5
 C 06 [ 0.07, 0.11] 3.3 2.6
 C 07 [ 0.03, 0.02] 5.1 6.6
 C 08 [ 0.06, 0.04] 3.6 4.3
 C 09 [0.002, 0.010] - 8.5
 C 010 [ 0.08, 0.06], [0.02, 0.05] 7.1 3.5
agnostic view of the type of BSM physics generating the operators in (5.123) we make
some general observations about the lower bounds obtained in Table 6.12. Scenarios
involving Wilson coefficients  C(0)9 which correspond to tensor operators, show possible
sensitivity to scales as high as ⇤ ⇠ (8.5   22.3)TeV and above. Whereas the colour
singlet operator coefficient  C(0)10 is sensitive already to lower scales ⇤ ⇠ 3.8TeV and
above. Operator coefficients  C(0)5(6) are sensitive to the lowest scales with ⇤ ⇠ (5.6  
10.5)TeV and ⇤ ⇠ (2.6   5.8)TeV in the unprimed and primed cases respectively.
Operators corresponding to these coefficients could be generated in the full theory by
vector gauge bosons which couple to left and right handed fermions. Operators which
could be generated by scalar bosons in the full theory are associated with coefficients
 C(0)7(8) and C
0
3(4). Of these C
(0)
7(8) have lower bounds in the region ⇤ ⇠ (6.2 9.7)TeV
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and ⇤ ⇠ (3.6   6.6)TeV for unprimed and primed coefficients respectively.  C 03(4)
correspond to lower scales of ⇤ ⇠ (2.5   8.4)TeV. Finally the right handed  C 01(2)
which would also be associated with a vector boson coupling to a right handed fermion in
the full theory have a lower bound of ⇤ ⇠ (2.1  5.5)TeV.
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Chapter 7
BSM in dipole operator mixing
This chapter presents the technical result of a calculation of two and one loop diagrams,
carried out for a project which is still ongoing. These results are partial, but will be used
in the calculation of the anomalous dimension matrix element which governs the mixing
of certain dimension six operators with the dipole operators of the SM EFT basis.
7.1 SM EFT Lagrangian and operator basis
Dimension six dipole operators contribute to several processes, including radiative de-
cay and electron and neutron dipole moments and are sensitive probes of BSM physics
at high energy scales. Dipoles are important in setting bounds upon CP violation and in
exploring the flavour structure of BSM models. Through renormalization, certain classes
of operators mix with Dipole operators, possibly generating non-negligible effects which
contribute to observables associated with these processes. Some of the operators under
consideration however, such as the  2H3 class, have vanishing ADM entries at one loop,
necessitating higher order perturbative calculations to capture effects generated by this
mixing.
The goal of this project is to calculate the ADM entry which governs the mixing of operat-
ors with  2H3 structure (where  2 {q, u, d, `, e} andH is the Higgs doublet as described
in chapter 2), with dipole operators with  2HX structure (with X 2 {Bµ⌫ , F µ⌫ , Gµ⌫}).
The ultimate aim, is to determine phenomenological bounds on BSM physics generated
by  2H3 operators, through their associated effective coefficients, which we label gener-
ically as C H .
Results presented in this chapter include the two loop diagrams with  2H3 operator inser-
tions, which evaluate to scalar loop integrals multiplying Dirac structure corresponding to
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that of the dipole operators, and one loop diagrams which will contribute to their counter
terms.
To begin, we define the Lagrangian we use as the LSM which contains dim d = 2 and
dim d = 4 operators and is given in (2.1), and further higher dimensional effective oper-
ators which are necessarily suppressed by a power of the heavy particle which has been
integrated out at the high scale ⇤NP .
L = LSM + 1
⇤2NP
X
k
C(6)k Q
(6)
k (7.1)
Below, in Table 7.1 are shown the dimension six  2H3 operators and the dimension six
dipole operators, as taken from the basis used in [128]. The subscripts p, r are flavour
indices.
Table 7.1: Operator basis: Dimension six  2H3 operators (left) and dimension six dipole operators (right)
 2H3 + h.c  2XH + h.c
QeH = (H†H)(¯`perH) QeW = (¯`p µ⌫er)⌧ IHW Iµ⌫
QuH = (H†H)(q¯purH) QeB = (¯`p µ⌫er)HBµ⌫
QdH = (H†H)(q¯pdrH) QuG = (q¯p µ⌫TAur)H˜GAµ⌫
QuW = (¯`p µ⌫ur)⌧ IH˜W Iµ⌫
QuB = (¯`p µ⌫ur)H˜Bµ⌫
QdG = (q¯p µ⌫TAdr)HGAµ⌫
QdW = (¯`p µ⌫dr)HW Iµ⌫
QdB = (¯`p µ⌫dr)HBµ⌫
7.2 Calculation
7.2.1 Conventions
We work in a basis of operators not reduced by the equations of motion (EOM) and in
all cases work in Feynman gauge. At each interaction vertex the coupling assigned may
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be complex and contains group theory factors if it is a gauge coupling. These are left
unspecified, table 7.2 gives the generic prescriptions. In addition, where there are more
than one vertex with the same type of coupling, the number of the vertex is put in brackets
as a superscript and the corresponding vertex of the diagram will be labelled accordingly.
Table 7.2: Interaction vertices
Coupling Interactions
gffs Yukawa
gffb Gauge - fermion
gssb Gauge - scalar
gssbb Gauge - scalar
gssss Quartic scalar
gbbbb Quartic gauge
gbbb Cubic gauge
7.2.2 Technical procedure
The two and one loop integrals are simplified and Infra Red (IR) regulated using the
propagator decomposition procedure outlined in [129]. In this procedure the IR diver-
gences are regulated by introducing an artificial mass parameter to each denominator of
each propagator in a diagram. Following this, an expansion in all the particle masses and
external momenta is carried out. The result of this is that all integrals are reduced to those
with only a single mass - the regulator mass in all the propagator denominators and loop
momenta.
1
(k + p)2  M2 =
1
k2  m2 +
(M2   p2   2k · p m2)
(k2  m2)
1
(k + p)2  M2 (7.2)
The expansion takes the form of (7.2) where k is a linear combination of loop momenta, p
is a linear combination of external momenta,M is the particle mass andm is the regulator
mass. We define the superficial degree of Ultra Violet (UV) divergence, denoted as as !,
in a naive sense as the number of powers of loop momenta in the numerator minus the
number of powers of loop momenta in the denominator. We note that the first term on
the lhs of (7.2) has superficial degree of divergence  ! =  2 as does the first term on
the rhs, however this term depends only upon the regulator mass and the loop momenta.
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The second term on the lhs has  ! =  3 overall and the denominator of the last term in
the product has the identical form as the original propagator. Performing the expansion
iteratively two times more leads to the expression
1
(k + p)2  M2 =
1
k2  m2 +
(M2   p2   2k · p m2)
(k2  m2)2 +
(M2   p2   2k · p m2)2
(k2  m2)3
+
(M2   p2   2k · p m2)3
(k2  m2)3
1
(k + p)2  M2 (7.3)
Again, counting the superficial degree of divergence of the terms on the rhs we find the
first term as before has  ! =  2, the second term has  ! =  3 and the third term
has  ! =  4. The last term then has  ! =  5. Through this procedure we have IR
regulated the integrals and in addition, we have simplified the terms in the expansion so
that now all integrands contain only loop momenta and mass regulator in the denominat-
ors and polynomials of the particle masses, external momenta and regulator mass in the
numerators which can be factored out and the resultant simplified tensor integrals reduced
further in a next step.
The typical one and two loop integrals arising from the diagrams shown in Figures 7.1-7.3
are rank 0 to rank 4 tensor integrals in the Minkowski metric, of the form
(I(1)`n )µ1...µ` =
1
(2⇡)D
Z
dDk kµ1 ...kµ`
(k2  m2)n , (7.4)
(I(2)`mn1n2n3)µ1...µ`,⌫1...⌫m =
1
(2⇡)2D
Z Z
dDk dDq kµ1 ...kµ`q⌫1 ...q⌫m
(k2  m2)n1(q2  m2)n2((k   q)2  m2)n3 .
(7.5)
Next, we outline the steps taken to reduce the tensor integrals to scalar integrals.
One loop integrals
The one loop tensor integrals reduce as
(I(1)1n ) = A
(D)
n , (7.6)
(I(1)1n )µ1 = 0, (7.7)
(I(1)2n )µ1µ2 =
⌘µ1µ2
D
(A(D)n 1 +m
2A(D)n ), (7.8)
(I(1)3n )µ1µ2µ3 = 0, (7.9)
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(I(1)4n )µ1µ2µ3µ4 = (⌘µ1µ2⌘µ3µ4+ ⌘µ1µ3⌘µ2µ4+ ⌘µ1µ4⌘µ2µ3)
(A(D)n 2+ 2m
2A(D)n 1 + 3m
4A(D)n )
D(D + 2)
.
(7.10)
Where the basis integral A(D)n is given by
A(D)n =
1
(2⇡)D
Z
dDk
(k2  m2)n . (7.11)
Two loop integrals
The two loop tensor integrals are more complicated to reduce, we give an example for
(7.5) with ` = 2,m = 2.
(I(2)22n1n2n3)µ1µ2⌫1⌫2 = F1⌘µ1µ2⌘⌫1⌫2 + F2(⌘µ1⌫1⌘µ2⌫2 + ⌘µ1⌫2⌘µ2⌫1) (7.12)
To obtain the coefficients F1, F2 we contract both sides once with ⌘µ1⌫1⌘µ2⌫2 and then with
⌘µ1µ2⌘⌫1⌫2 giving the following set of equations for scalar integrals X1, X2
X1 = DF1 +D(D + 1)F2, (7.13)
X2 = D
2F1 + 2DF2, (7.14)
with the integrals now
X1 =
Z Z
dDkdDq
(k · q)2
((k2  m2)n1(q2  m2)n2((k   q)2  m2)n3 , (7.15)
X2 =
Z Z
dDkdDq
k2q2
((k2  m2)n1(q2  m2)n2((k   q)2  m2)n3 . (7.16)
To obtain the coefficient then we must invert the matrix to give0@ F1
F2
1A =
0@ D D(D + 1)
D2 2D
1A 10@ X1
X2
1A . (7.17)
The integrals X1, X2 are reduced to linear combinations of basis integrals of the form
K(D)n1,n2,n3 =
1
⇡D
Z Z
dDkdDq
(k2  m2)n1((k   q)2  m2)n2(q2  m2)n3 , (7.18)
by re-expressing the scalar products in the numerators using
k · q = 1
2
((k   q)2  m2   (k2  m2)  (q2  m2)  2m2), (7.19)
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k2q2 = (k2  m2)(q2  m2) +m2(k2  m2) +m2(q2  m2) +m4. (7.20)
This procedure is implemented in a mathematica workbook by programming all possible
combinations of `,m in the two loop integrals arising and programming their reduction
to scalar integrals, through relations obtained analytically in a similar manner as is shown
above. After the above relations are obtained, further contractions of metric tensors and
Dirac matrices are performed using the FeynCalc package [130], [131]. Then, in the two
loop case, these scalar integrals are simplified using the Tarcer package [132].
Computational procedure
1. All diagrams are analytically expressed and input to a mathematica notebook using
graph theory techniques to obtain conservation of momentum at vertices
2. The propagator decomposition is performed and the integrals IR regulated
3. Dirac structure, external momentum are factored out and integrals are isolated
4. Tensor integrals are reduced to scalar integrals
5. Results are expressed in terms of a small basis of basic one and two loop integrals
with Dirac structure and external momenta dependence factored out
7.3 Results
In this section we present the results obtained by the methods described above, for a set
of two and one loop graphs with  2H3 operator insertion. Below in Tables 7.3 - 7.6 are
shown the combination of couplings and the integral and Dirac structure resulting from
calculation of the two loop graphs and their symmetric counterparts 1 in terms of the
integrals defined in (7.11) and (7.18) we find only the following are necessary
AD1 =
1
(2⇡)D
Z
dDk
(k2  m2) , (7.21)
KD1,1,1 =
1
(2⇡)2D
Z Z
dDk1dDk2
(k21  m2)((k1   k2)2  m2)(k22  m2)
, (7.22)
whereD is the number of spacetime dimensions, ki are loop momenta andm are the reg-
ulator masses. The parts of the above integrals which will be retained are the divergent 1✏
1Not all symmetric diagrams are shown
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poles, as it is these which will allow us to construct the ADM element.
7.3.1 Two loop results
We begin by presenting the results from calculation of the Greens functions of  2H3 op-
erators represented by graphs in figures 7.1 - 7.3 and their symmetric counterparts (not all
shown). All of these diagrams represent the calculation of Greens functions with H ¯ X
fields as external states, and are classified according to their different topologies. In all
figures, the black square represents the insertion of a  2H3 operator.
Figure 7.1 correspond to the results in table 7.3. The diagrams 7.1a and 7.1d vanish,
whilst 7.1d and 7.1d yield dipole Dirac structure with divergent integrals. These contri-
butions involve gauge-scalar, and gauge-fermion couplings.
Figure 7.2 correspond to the results in table 7.4. All these diagrams are non vanishing,
and except for 7.2d, contain dipole Dirac structure and divergent integrals. Results of fig-
ures 7.2a and 7.2b contribute Yukawa and gauge-fermion couplings, whilst figures 7.2c
and 7.2d contribute gauge-scalar and Yukawa couplings.
Figure 7.3 correspond to the results in table 7.5. All these diagrams are non vanishing,
contain dipole Dirac structure and only include simple integrals of the form (7.21). Res-
ults of figures 7.3a contribute Yukawa and gauge-fermion couplings, whilst figure 7.3b
contribute gauge-scalar and Yukawa couplings.
Figure 7.4 correspond to the results in table 7.6 and unlike those above, correspond to
Greens functions with H  as external states. Figure 7.4a corresponds to a result with
dipole - like  µ⌫ structure and divergent integral of type (7.21) only. Figures 7.4b and
7.4c have no dipole structure and are polynomial in the external momenta. They depend
upon both types of integrals. All Class 4 results contribute Yukawa couplings.
7.3.2 One loop results
These one loop results are computed in order to form part of the counter terms for the two
loop results. All one loop graphs are shown in Figure 7.5 and the resultant expressions
and couplings are given in Table 7.7.
Figure 7.5a corresponds to a Greens function with H ¯ X external states and vanishes
identically. Figures 7.5b and 7.5c correspond to Greens functions withH ¯ XX external
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Figure 7.1: Class 1 topologies of two loop graphs
Table 7.3: Class 1 contributions from two-loop Feynman diagrams and their couplings
Fig. Couplings Contribution
7.1a C Hg
(4)
ffbg
(2)
ffbgssb 0
C Hg
(4)
ffbg
(2)
ffbgssb 0
7.1b C Hgffbgssbb
(D 2)2
6Dm4 ((p
µ
1 + i 
µp1)PR   2(qµ2 + i µq2)PR)(A(D)1 )2 +
(D 3)
9Dm2 ( 2(D + 1)(pµ1 + i µp1)PR + (D + 4)(qµ2 + i µq2)PR)K(D)111
C Hgffbgssbb
(D 2)2
6Dm4 ((p
µ
2   i µp2)PR + 2(qµ2   i µq2)PR)(A(D)1 )2
+ (D 3)9Dm2 (2(D + 1)(i 
µp2   pµ2 )PR + (D + 4)(i µq2   qµ2 )PR)K(D)111
7.1c C Hg
(4)
ssbg
(2)
ssbgffb
(D 2)2
6Dm4 (2q
µ
2PR   (pµ1 + i µp1)PR)(A(D)1 )2
+ (D 3)9Dm2 (2(D + 1)(p
µ
1 + i 
µpi)PR   (D + 4)qµ2PR)K(D)111
C Hg
(4)
ssbg
(2)
ssbgffb
(D 2)2
6Dm4 (2q
µ
2PR + (p
µ
2   i µp2)PR)(A(D)1 )2
+ (D 3)9Dm2 (2(D + 1)(i 
µp2   pµ2 )PR   (D + 4)qµ2PR)K(D)111
7.1d C Hgffbgbbbgssb 0
C Hgffbgbbbgssb 0
states, have tensor structure and contribute gauge-scalar couplings. Figures 7.5d-7.5i cor-
respond to Greens functions withHHH ¯ external states. These all have Lorentz scalar
structure and contribute different combinations of gauge-scalar, gauge-fermion, Yukawa
and scalar quartic couplings. Figure 7.5j correspond to Greens functions with HH ¯ 
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Figure 7.2: Class 2 topologies of two loop graphs
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Figure 7.3: Class 3 topologies of two loop graphs
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Figure 7.4: Class 4 topologies of two loop graphs
external states. This graph gives a Yukawa coupling, is of vector structure and is de-
pendent upon external momenta. Figure 7.5k and 7.5l correspond to Greens functions
with HH ¯ X external states. These have vectorial structure and contribute Yukawa and
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Table 7.4: Class 2 contributions from two-loop Feynman diagrams and their couplings
Fig. Couplings Contribution
7.2a C Hg
(2)
ffsgffbg
(4)
ffs
(D 2)2
216Dm4 (5(D + 2)(p
µ
1   i µp1)PR
 (D + 20)(qµ2   i µq2))PR(A(D)1 )2
+ (D 3)324Dm2 (2(D   5)(D + 2)(pµ1   i µp1)PR
+(5D2   6D + 40)(qµ2   i µq2)PR
 
K(D)111
C Hg
(2)
ffsgffbg
(4)
ffs
  (D 2)2216Dm4 (5(D + 2)(pµ2   i µp2)PR
+(D + 20)(qµ2 + i 
µq2))PR(A
(D)
1 )
2
+ (D 3)324Dm2 ( 2(D   5)(D + 2)(pµ2 + i µp2)PR
+(5D2   6D + 40)(qµ2 + i µq2
 
PR)K
(D)
111
7.2b C Hgffbg
(2)
ffsg
(4)
ffs
(D 2)2
72Dm4 [i(D   10) µp1PR
+(2  5D)pµ1PR + 8(D   1)(q2 + i µq2)PR] (A(D)1 )2
+ (D 3)54Dm2
⇥
i(2D2   3D + 10) µp1PR   (D2   9D + 2)pµ1PR
 2(D   1)(D + 4)(qµ2 + i µq2)PR]K(D)111
C Hgffbg
(2)
ffsg
(4)
ffs
(D 2)2
72Dm4 [i(D   10) µp2PR + (2  5D)pµ2PR
+8(D   1)(q2   i µq2)PR] (A(D)1 )2
+ (D 3)54Dm2
⇥
i(2D2   3D + 10) µp2PR + (D2   9D + 2)pµ2PR
 2(D   1)(D + 4)(qµ2   i µq2)PR]K(D)111
7.2c C Hgssbg
(2)
ffsg
(4)
ffs
(D 2)2
36Dm4 [(2D + 7)p
µ
1PR   2(D + 2)qµ2PR   3i µp1PR] (A(D)1 )2
+ (D 3)54Dm2 [(D + 2)(D + 4)q
µ
2PR   (D(D + 3) + 14)pµ1PR
 3i(D   2) µp1PR]K(D)111
C Hgssbg
(2)
ffsg
(4)
ffs
  (D 2)236Dm4 [(2D + 7)pµ2PR + 2(D + 2)qµ2PR + 3i µp2PR] (A(D)1 )2
+ (D 3)54Dm2 [(D + 2)(D + 4)q
µ
2PR + (D(D + 3) + 14)p
µ
2PR
 3i(D   2) µp2PR]K(D)111
7.2d C Hgssbg
(2)
ffsg
(4)
ffs
  (D 2)2216Dm4 [(D + 20)(qµ2   2pµ1 )PR] (A(D)1 )2
+ (D 3)324Dm2 [(D(5D   6) + 40)(qµ2   2pµ1 )PR]K(D)111
C HCssbg
(2)
ffsg
(4)
ffs
  (D 2)2216Dm4 [(D + 20)(qµ2 + 2pµ2 )PR] (A(D)1 )2
+ (D 3)324Dm2 [(D(5D   6) + 40)(qµ2 + 2pµ2 )PR]K(D)111
Table 7.5: Class 3 contributions from two-loop Feynman diagrams and their couplings
Fig. Couplings Contribution
7.3a C Hg
(2)
ffsgffbg
(4)
ffs   (D 2)
3
32m4 (p
µ
2 + i 
µp2)PR(A
(D)
1 )
2
C Hg
(2)
ffsgffbg
(4)
ffs
(D 2)3
32m4 (p
µ
1   i µp1)PR(A(D)1 )2
7.3b C Hg
(2)
ffsgssbg
(4)
ffs
(D 2)2
16m4 PR(p
µ
2 + i 
µp2)(A(D)1 )
2
C Hg
(2)
ffsgssbg
(4)
ffs   (D 2)
2
16m4 PR(p
µ
1   i µp1)(A(D)1 )2
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Table 7.6: Class 4 contributions from two-loop Feynman diagrams and their couplings
Fig. Couplings Contribution
7.4a C Hg
(2)
ffsg
(3)
ffs
(D 2)2
16m4 (p1 · p2 + i p1p2)PR(A(D)1 )2
7.4b C Hg
(2)
ffsg
(3)
ffs
(D 2)2(D+20)
216Dm4 p
2
2PR(A
(D)
1 )
2  
✓
54(D 4)D2+ (D 3)(D(5D 6)+40)p
2
2
m2
◆
324D PRK
(D)
111
7.4c C Hg
(2)
ffsg
(3)
ffs
(D 2)2(D+20)
216Dm4 p
2
1PR(A
(D)
1 )
2  
✓
54(D 4)D2+ (D 3)(D(5D 6)+40)p
2
1
m2
◆
324D PRK
(D)
111
gauge-scalar, gauge-fermion couplings. Figure 7.5m correspond to Greens functions with
H ¯ external states. This result is finite and does not contribute a pole.
Table 7.7: Contributions from one-loop Feynman diagrams and their couplings
Graph Couplings Contribution
7.5a CfHgssb 0
7.5b CfHgssbb
(D 2)
2m2 ⌘
µ⌫PRA
(D)
1
7.5c CfHgssbgssb
(D 2)
2m2 PR⌘
µ⌫A(D)1
7.5d CfHgssbgffb  D(D 2)8m2 PRA(D)1
7.5e CfHgffbgffb  D
2(D 2)
8m2 PRA
(D)
1
7.5f CfHgffsgffs
D(D 2)
8m2 PRA
(D)
1
7.5g CfHgssbgssb   (D 2)D8m2 PRA(D)1
7.5h CfHgssss
(D 2)
2m2 PRA
(D)
1
7.5i CfHgffsgffs
D(D 2)
8m2 PRA
(D)
1
7.5j CfHgffs
(D 2)
4m2 /p1PRA
(D)
1
7.5k CfHgffsgssb   (D 2)4m2  µPRA(D)1
7.5l CfHgffsgffb   (D 2)
2
8m2  µPRA
(D)
1
7.5m CfH finite
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Figure 7.5: One loop diagrams with  2H3 operator insertion
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Chapter 8
Conclusions
In this thesis we have made a thorough study of the possible effects of new physics
arising in tree-level in the strong coupling b ! cc¯s decays. This decay mode contrib-
utes to a wide variety of different observables. In this work we have focused on seven:
the branching ratio for radiative B meson decay B(Bs ! Xs ), the B0s to B0d meson
lifetime ratio ⌧(Bs)/⌧(Bd), the B0s mixing observables   s and assl, the branching ratio
B(B0d ! J/ K0d) and the hadronic B0d ! J/ KS time dependent CP asymmetry ob-
servables SB0d!J/ KS and CB0d!J/ KS .
The radiative branching ratio is an example of an inclusive decay mode that is under
good theoretical control and is well measured experimentally, while similarly the life-
time ratio and mixing observables are controlled through the HQE. Whilst the remaining
observables are less well theoretically understood, we have adopted a new approach for
extracting further limits upon BSM effects which does not depend upon any particular
theoretical method for estimation of hadronic matrix elements. Taken together, effects in
this set of observables are connected through our “Charming BSM” scenario providing
very complementary constraints.
Our basis of four quark operators contributing to b ! cc¯s transitions is comprised of
twenty dimension six operators, defined in (3.2). We have calculated the contribution
from the full basis to all of our observables; the most complex result being that obtained
for mixing and the lifetime ratio which involved a high degree of detail and required in-
tense analytical and computational effort. We have further calculated the renormalisation
group evolution for our basis, and results are summarised in the full evolution matrix
given in (4.77).
First we summarise our results for BSM in Wilson coefficients  C1   C4, which form
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some of the most important findings of this thesis. We have shown that it is possible to
generate an effect in rare semi-leptonic decays compatible with hints from LHCb and B-
factory data, while satisfying the B ! Xs  constraint. Such an effect can originate from
different b! cc¯s operators, with scenarios including coefficient C3 distinctly favoured.
Considering renormalization scales µ ⇠MB we find a mild q2 dependence of the pseudo
observable C¯9V and show that negative shifts of O(1) are achievable in certain scenarios
whilst still respecting the measured width difference and lifetime ratio. However, consid-
erable theoretical progress in the understanding of long distance charm effects would be
required to identify these as genuine new physics effects.
If new physics enters at µ ⇠ MW or above, strong renormalization group enhancements
are present. Whilst the q2 dependence is then lost, we find the striking result that O(1)
shifts to C9V are indeed readily achievable for very small shifts to our b ! cc¯s coeffi-
cients. In short, we find it possible to provide a new physics explanation to the rare decay
anomalies coming from operators Qc1   Qc4 by considering only short distance effects.
Again however, until theoretical methods for calculation of long distance effects are un-
der better control, we cannot make any stronger statements.
Another important result includes our study of future prospects for constraining BSM in
the lifetime ratio and width difference observables with improvements in experimental
and theoretical uncertainties. We find indications that a convergence of the SM predic-
tions and experimental measurements for the lifetime ratio and mixing observables could
confirm or exclude Charming-BSM scenarios and indeed discriminate between different
new physics couplings.
We consider next our results for and  C 01 4 and  C
(0)
5 10, which provide general con-
straints upon BSM effects in combinations of these coefficients, which could be useful
to model builders, but which do not confront any particular flavour anomaly. We group
them into three categories exhibiting similar behaviour. In scenarios involving coefficients
 C 01 4 the strongest constraint upon these coefficients comes indirectly from angular ob-
servables through the pseudo observables C¯ 09V , C¯ 0e↵7  for which data from global fits ofC 09V
and C 07  sets stringent bounds 1. As is the case above, at higher scales there are strong
RG enhancements but in contrast in this case they create a constraining effect due to the
smallness of C 09V . Of all the scenarios, we find that scenarios involving the pairs of coef-
ficients  C 01 and  C 03, and  C 01 and  C 04, stand out as scenarios where agreement with
all data can be found.
1 under assumptions regarding hadronic effects
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In contrast, in coefficients  C5 10 the mixing of C¯e↵7  with  C5 10 occurs at 1-loop,
resulting in these coefficients being very highly constrained by radiative decay, and this
indicates that our study disfavours models involving combinations of these coefficients.
Finally, the coefficients  C 05 10 are constrained in a complementary fashion by each of
our observables, the crucial difference between scenarios involving these effective coup-
lings and that of their unprimed counterparts is again the quadratic dependence of the
radiative decay rate upon C¯ 0e↵7  , which relaxes the constraints imposed by radiative decay
relative to the unprimed case.
As a step towards converting our many constraints into statements on the viability of
more definite NP models, we considered what the equivalent NP scale ⇤NP we are prob-
ing when we place limits on our Wilson coefficients, and our results were shown in Table
6.12. The tensor operators Q(0)c9 are sensitive to the highest scales, with the best fit to
those coefficients corresponding to scales in excess of 20TeV. Importantly, all our op-
erators probe energy scales above 1.5TeV, showing how our choice of observables can
complement direct LHC searches for NP effects.
When considering the introduction of new weak CP violating phases to Cc1  Cc4 we have
first considered the observables already employed in our CP conserving study but with
an emphasis upon the flavour specific CP asymmetry which in the complex case, comes
into play. We find that asfs leads to constraints on the imaginary part in the complex  C2
plane, but that it does not give much further constraint for the remaining coefficients. The
B(B ! Xs ) constrains the real part of the even coefficients and the lifetime ratio dic-
tates the region of allowed parameter space in the odd coefficients.
To go a step further and study more closely the SM coefficients Cc1 and Cc2 we used the
sine and cosine coefficients SJ/ KS and CJ/ KS of the time dependent CP asymmetry
ACP (B0d ! J/ KS), alongside the branching ratio B(B0d ! J/ K0d) to constrain the
parameter space. Since the theoretical predictions for this hadronic decay depend upon
non-perturbative parameters which are theoretically problematic to calculate, we adopted
a different approach to constrain our BSMWilson coefficients. We profiled over the non-
hadronic parameters, fixing the magnitude of the matrix element hO1i to agree with the
naive factorisation prediction and its error whilst allowing the ratio r21to float freely, and
studied resultant constraints.
For the possibility of a non standard shift to Cc1, our result (shown in Figure 6.24) proves
very interesting – whereas in the SM naive factorisation is not expected to well describe
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this decay mode, we have shown that a small complex BSM contribution with an ima-
ginary part of around Im C1 = ±0.2 is sufficient to achieve agreement between the full
compliment of observables and their respective experimental averages. Furthermore, we
find that there are distinct points in the complex  C1 plane where r21 coincides with its
NF prediction (shown in Figure 6.20) breaking the approximate sign degeneracy of the
imaginary part. This is indeed a striking and unexpected result, and demonstrates that
including B ! J/ KS observables in our analysis does not imply large violations of
naive factorization. We find the best agreement (within 1 standard deviation) between all
our observables and data, favours a small negative imaginary shift to Cc1.
For Cc2, we found that the results, whilst clear, were less interesting. A broad band centred
on real shifts is compatible with the NF result for hO1i, as well as a diagonal region with
negative real and imaginary parts. Unfortunately the other constraints we consider have
no clear region of overlap where all the predictions can be brought into agreement with
data.
In chapter 7 we have presented the calculation of a set of two and one loop graphs
which contribute to the ADM governing the mixing of  2H3 dimension six operators
with  2HX dipole operators in the SMEFT framework. For this partial result, we have
shown that the propagator decomposition method of [129] is effectively implemented to
calculate the two loop Greens functions for  2H3 operators, and that many of these do
result in a dipole Dirac structure, signalling the mixing between these operators.
To summarise, we have shown in this work that new physics in b! cc¯s operators can lead
to a set of complimentary effects in several well known and studied observables. We have
produced a full set of expressions for these effects which will be of use for any further
study in this area, as well as calculating the leading order renormalisation group running
for the full set of operators. Our results show that a complex  C1(MW ) can give agree-
ment with all the observables considered, including those associated with B0d ! J/ KS .
We have placed limits on the real contributions to the coefficients C(0)c5 10 and C
(0)c
1 4 and
shown that these operators can probe NP scales above 10TeV in several cases. We also
showed how possible BSM effects in grouped combinations of coefficients are constrained
by data, classifying the various groups according to the similar patterns of constraints im-
posed upon them by our chosen set of observables.
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Appendix A
Definitions and conventions
Definitions
/p =  
µpµ (A.1)
/@ =  µ@µ (A.2)
In the Chiral/Weyl representation the Dirac matrices are given by
 0 =
0@ 0
0
1A ,  i =
0@ 0  i
  i 0
1A ,  5 =
0@   0
0
1A . (A.3)
The relation between the Dirac representation and the Chiral representation is
 µchiral = U 
µ
Dirac, U =
1p
2
(    5 0). (A.4)
Conventions
~ = c = 1 (A.5)
⌘µ⌫ = diag(1, 1, 1, 1) (A.6)
 µ⌫ =
i
2
[ µ,  ⌫ ] (A.7)
PL =
1
2
(1   5) (A.8)
PR =
1
2
(1 +  5) (A.9)
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Covariant and contravariant four-vectors
xµ = (x0, ~x) (A.10)
xµ = (x
0, ~x) (A.11)
Particles with mass m have
p2 = pµpµ = E
2   |~p|2 = m2 (A.12)
The Feynman propagator for the Dirac fermion is
SF (x) =
Z
d4p
(2⇡)4
i(/p+m)
(p2  m2 + i✏)e
 ip·x. (A.13)
The time ordering symbol is defined through
h0|T [ (x) (y)|0i ⌘ ✓(x0   y0)h0| (x) (y)|0i+ ✓(y0   x0)h0| (y) (x)|0i (A.14)
Fierz relations
( µPL)ij( µPL)kl =  ( µPL)il( µPL)kj (A.15)
( µPL)ij( µPR)kl = 2(PR)il(PL)kj (A.16)
(PL)ij(PL)kl =
1
2
(PL)il(PL)kj +
1
8
( µ⌫PL)il( 
µ⌫PL)kj (A.17)
( µ⌫PL)ij( 
µ⌫PL)kl = 6(PL)il(PL)kj   1
2
( µ⌫PL)il( 
µ⌫PL)kj (A.18)
The fierz relations between operators, in d! 4 dimensions, with operators defined as
OV LL = (s¯i1 µPLbi1)(s¯j2 µPLbj2) (A.19)
OV LR = (s¯i1 µPLbi1)(s¯j2 µPRbj2) (A.20)
OSLR = (s¯i1PLbi1)(s¯j2PRbj2) (A.21)
OTLL = (s¯i1 µ⌫PLbi1)(s¯j2 µ⌫PLbj2) (A.22)
OSLL = (s¯i1PLbi1)(s¯j2PLbj2) (A.23)
O˜V LL = (s¯i1 µPLbj2)(s¯j2 µPLbi1) (A.24)
O˜V LR = (s¯i1 µPLbj2)(s¯j2 µPRbi1) (A.25)
O˜SLR = (s¯i1PLbj2)(s¯j2PRbi1) (A.26)
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O˜TLL = (s¯i1 µ⌫PLbj2)(s¯j2 µ⌫PLbi1) (A.27)
O˜SLL = (s¯i1PLbj2)(s¯j2PLbi1) (A.28)
O˜V LL = OV LL (A.29)
O˜V LR =  2OSLR (A.30)
O˜TLL =  6OSLL + 1
2
OTLL (A.31)
O˜SLL =  1
2
OSLL   1
8
OTLL (A.32)
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Appendix B
Anomalous dimension matrix entries
Here are listed the sources from which some of the anomalous dimension matrix elements
were obtained in the literature in order to calculate the evolution for the coefficients in
Chapter 4. Some elements were obtained from calculations performed for this thesis and
where this is the case, it has been stated.
Case I
This corresponds to the solution for case I obtained in section 4.2. The entries to  ˆcc,I are
obtained from [72]
 ˆcc,I =
0BBBBBBBBBBB@
  6N 6 0 0 0 0
6   6N 0 0 0 0
0 0 6N  6 0 0
0 0 0  6N + 6N 0 0
0 0 0 0  6N + 6N 0
0 0 0 0  6 6N
1CCCCCCCCCCCA
(B.1)
entries for  ˆpp are obtained from [70]
 ˆpp =
0BBBBB@
0  523 0 2
 409  1009 49 56
0  2563 0 20
 2569 569 409  23
1CCCCCA (B.2)
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entries to ~ p7,I and ~ p8,I are from [73] and note that due to rescaling of their operators
these are part of the  ˆ(1) matrix.
~ p7,I =
⇣
64
81 ,
 200
243 ,  646481 ,  11408243
⌘
T (B.3)
~ p8,I =
⇣
368
27 ,  1409162 , 1305227 ,  274081
⌘
T (B.4)
~ p9,I is from [74]
~ p9,I =
⇣
 169 , 3227 ,  1129 , 51227
⌘T
(B.5)
The first 4 entries of ~ e↵c7,I are 2 loop entries and from [70] and [1]. The last 2 entries are
from my own calculations.
~ c7,I =
⇣
0, 46481 , 0,
200
81 , 0, 0
⌘
T (B.6)
The first 2 entries of ~ e↵c8,I are 2 loop entries and from [70].
~ c8,I =
⇣
3, 7627 , 0, 0, 0, 0
⌘
T (B.7)
All entries of ~ c9,I and  ˆcp,I are from my own calculations.
~ c9,I =
⇣
 8N9 ,  89 , 4N9 , 49 , 0 0
⌘T
 ˆcp,I =
0BBBBBBBBBBB@
0 0 0 0
0 43 0 0
0 0 0 0
0  23 0 0
0 0 0 0
0 0 0 0
1CCCCCCCCCCCA
(B.8)
The first 6 elements are from [70] and  99,I in the normalization specified in 4.2.2 from
my own calculations.
 77,I =
32
3
,  87,I =  32
9
, (B.9)
 ˆ88,I =
28
3
,  99,I =  2 (0) (B.10)
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Case II
This corresponds to the solution for case II obtained in section 4.2. The entries to  ˆcc,II
are obtained from [72]
 ˆcc,II =
0BBBBB@
6
N  6 1N   N2  12
0 6N   6N  1 1N
48
N   24N  24 4N   2N 6
 48 48N 0 2N   2N
1CCCCCA (B.11)
The below elements are from adaptation of my own results.
 ˆcp,II =
0BBBBBBBBBBB@
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
1CCCCCCCCCCCA
. (B.12)
Entries to ~ p7,II and ~ p8,II are from [73],
~ p7,II =
⇣
0, 0, 0, 0
⌘
T (B.13)
~ p8,II =
⇣
0, 0, 0, 0
⌘
T (B.14)
~ c7,II =
⇣
2Nxc3 ,
2xc
3 ,  8Nxc3 ,  8xc3
⌘
T (B.15)
~ c8,II =
⇣
0, xc, 0,  4xc
⌘
T (B.16)
All entries of ~ c9,II and  ˆcp are from my own calculations.
~ c9,II =
⇣
0, 0, 0, 0,
⌘T
(B.17)
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These elements are from the above sources but are changed in the normalization employed
in 4.1 from own calculations.
 77,II =
32
3
  2 (0),  87,II =  32
9
  2 (0), (B.18)
 88,II =
28
3
  2 (0),  99,II =  2 (0) (B.19)
All of the other elements are the same as those in case I.
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Appendix C
Integrals
Veltman and Passarino integrals
B0, B , B   =
Z
ddk
(2⇡)d
1; k ; k  
((k   q)2  m2 + i✏)(k2  m2 + i✏) (C.1)
A(m2) =
Z
ddk
(4⇡)d
1
k2  m2 + i✏ (C.2)
and where The Veltman and Passarino reduction yields
B1(m
2,m2, q2) =
1
2
B0(m
2,m2, q2) (C.3)
B00(m
2,m2, q2) =
1
(1  d)
✓
1
4
q2  m2
◆
B0(m
2,m2, q2)  A(m
2)
2
 
(C.4)
B11(m
2,m2, q2) =   1
q2(1  d)
✓
d
4
q2  m2
◆
B0(m
2,m2, q2) +
(d  2)
2
A(m2)
 
(C.5)
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Appendix D
Complete set of constraints
Figure D.1
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Figure D.2
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Figure D.3
167
Figure D.4
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Figure D.5
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Figure D.6
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Figure D.7
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Figure D.8
172
Figure D.9
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Figure D.10
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Figure D.11
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Figure D.12
176
Figure D.13
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Figure D.14
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Figure D.15
Figure D.16
