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3.1 Uopšteni inverzi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2 Mur-Penrouzov inverz u prostorima sa nedegenerativnim nedefinitnim
skalarnim proizvodom . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.3 Mur-Penrouzov inverz u prostorima sa nedefinitnim skalarnim proizvodom 47
3.4 Mur-Penrouzov inverz H-normalnih matrica . . . . . . . . . . . . . . . 62
4 EP matrice 68
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Prostori sa nedefinitnim skalarnim proizvodom počeli su da se izučavaju na teritoriji
bivšeg Sovjetskog Saveza. Prvi rad o linearnim operatorima u beskonačno - dimenzion-
alnim prostorima sa nedefinitnim skalarnim proizvodom delo je ruskog matematičara
Pontrjagina [82] iz 1944. godine. Problem protoka fluida u mehanici, koji je postavio
Soboljev, bio je motivacija za istraživanja na ovu temu. Nezavisno od njega, anal-
izirajući stabilnost jednačine sa operatorskim koeficijentima Autt + But + C = O,
Krein i Langer takod̄e su koristili prostore sa nedefinitnom metrikom. Od tada pa do
danas linearni operatori u prostorima sa nedefinitnim skalarnim proizvodom predstav-
ljaju jednu od važnih grana u modernoj teoriji operatora.
Najvažniji i najizučavaniji primeri prostora sa nedefinitnim skalarnim proizvodom
su Kreinovi i Pontrjaginovi prostori. Vektorski prostor V sa nedefinitnim skalarnim
proizvodom [., .] je Kreinov prostor ako postoje potprostori V + i V − prostora V takvi
da je:
(i) V = V + ˙[+]V −,
pri čemu je sa ˙[+] označena direktna ortogonalna suma potprostora V + i V −.
(ii) (V +, [., .]) i (V −,−[., .]) su Hilbertovi prostori.
Dekompozicija prostora data sa (i) naziva se fundamentalna dekompozicija.
Istorijski gledano, prostori Kreina pojavili su se još u XIX veku (u nešto drugačijem
kontekstu nego danas) i to tokom razvoja neeuklidske geometrije.
Ako je neki od potprostora V + i V − konačno - dimenzionalan, tada se Kreinov
prostor (V, [., .]) naziva Pontrjaginov prostor. Još jedan od poznatijih primera prostora
sa nedefinitnim skalarnim proizvodom je prostor Minkovskog. Ovaj prostor je speci-
jalan slučaj Kreinovih prostora, preciznije, to je 4 - dimenzionalni Kreinov prostor nad
poljem realnih brojeva gde je nedefinitni skalarni proizvod definisan sa [x, y] = 〈Jx, y〉,
pri čemu je J = diag(1, 1, 1,−1), a 〈., .〉 predstavlja standardan skalarni proizvod.
Proučavanje linearnih transformacija u prostorima sa nedefinitnim skalarnim proiz-
vodom veoma je aktuelno poslednjih trideset godina. Nekoliko važnih strukturnih
karakterizacija dato je u [13] i [91].
Primena prostora sa nedefinitnim skalarnim proizvodom je velika. Oni se koriste u
fizici, npr. [40], u teoriji faktorizacije za racionalne matrične funkcije, zatim u teoriji sis-
tema i upravljanja, itd. Degenerativni prostori sa nedefinitnim skalarnim proizvodom
važni su teoriji operatorskih snopova.
i
SADRŽAJ
U ovoj disertaciji govorimo o uopštenim inverzima matrica i nekim tipovima ma-
trica samo u slučaju kada je prostor sa nedefinitnim skalarnim proizvodom konačno-
dimenzionalan. Posmatraćemo prostor Cn na kome je definisan nedefinitan skalaran
proizvod sa:
[x, y] = 〈Hx, y〉, x, y ∈ Cn (1)
gde je sa 〈., .〉 označen standardan skalarni proizvod na Cn, a matrica H ∈ Cn×n je
ermitska. Ako je matrica H još i singularna, onda je ovaj prostor degenerativan. U tom
slučaju, mnogi rezultati koje uopštavamo (koji, na primer, koriste rangove matrica),
ne mogu biti dobijeni po analogiji, pa u te svrhe koristimo linearne relacije.
Izučavanje linearnih relacija prvi je započeo američki matematičar R. Arens 1961.
godine u radu [1]. Sistematičan i detaljan prikaz rezultata vezanih za linearne relacije
može se naći u monografiji čiji je autor britanski matematičar R. Kros [19].
Relacija T izmed̄u elemenata skupova X i Y predstavlja podskup od X × Y . Za
x ∈ X važi T (x) = {y : (x, y) ∈ T}. Domen relacije T sadrži sve elemente x ∈ X za
koje skup T (x) nije prazan. Kažemo da je relacija T jednovednosna ako za svako x iz
domena skup T (x) sadrži jednan element i tada je T , u stvari, funkcija iz X u Y . Slika
relacije T je unija svih T (x).
Ako su X i Y vektorski prostori nad poljem F = R ili F = C, tada je T linearna
relacija, ili vǐsevrednosan linearan operator (multivalued linear operator), ako za sve
x, y iz domena relacije T i proizvoljni skalar λ ∈ F imamo
(1) Tx+ Ty ⊂ T (x+ y)
(2) λTx ⊂ T (λx).
Domen linearne relacije je linearan potprostor u X.
U ovoj disertaciji izloženi su originalni rezultati iz teorije matrica i uopštenih in-
verza u konačno-dimenzionalnim prostorima sa nedefinitnim skalarnim proizvodom.
Ovi rezultati objavljeni su u radovima [83], [84] i [85]. Takod̄e su predstavljeni origi-
nalni rezultati iz neobjavljenih radova [92, 93]. Ova disertacija sadrži i brojne primere
kojim se ilustruju važne razlike pojmova kvazihiponormalnosti, Mur-Penrouzovog in-
verza i EP -matrica u euklidskim, nedegenerativnim i degenerativnim prostorima sa
nedefinitnim skalarnim proizvodom. Radi bolje čitljivosti, neke teoreme iz citiranih
radova date su sa dokazom.
Disertacija se sastoji iz četiri glave. Prva glava je uvodnog karaktera. U sekciji
1.1 dati su osnovni pojmovi vezani za matrice i konačno-dimenzionalne prostore. U
sekciji 1.2 data je definicija prostora sa nedefinitnim skalarnim proizvodom na Cn.
Razmatrane su specifičnosti nedegenerativnog i degenerativnog slučaja. Posebno su
tretirani semidefinitni potprostori, i to njihova maksimalna dimenzija i oblik. Sekcija
1.3 odnosi se na linearne relacije. Istaknut je njihov značaj u samoj disertaciji i šire.
ii
SADRŽAJ
Naime, usled nepostojanja adjungovane matrice (ponekad i inverzne matrice) u de-
generativnom slučaju, veći deo rezultata ćemo izvesti korǐsćenjem linearnih relacija.
Pored osobina linearnih relacija prikazana je i forma za linearne relacije AA[∗] i A[∗]A,
pri čemu je A ∈ Cn×n matrica. One će biti značajne u daljem radu.
Pre nego što se pred̄e na centralni deo druge glave gde ćemo uvesti kvazihiponor-
malne matrice, u sekciji 2.1 predstavljene su neke klase matrica u nedegenerativnim
prostorima (H-samoadjungovane, H-unitarne i H-normalne matrice). Mogućnosi nji-
hovog uopštenja na degenerativan slučaj bazirale su se na rezultatima Mela i Tranka iz
2007. godine [71]. Uopštenje je izvršeno na dva načina, čime su dobijene dve različite
klase, i to:
(i) Mur-Penrouz H-normalne matrice: HTH†T ∗H = T ∗HT
(ii) H-normalne matrice: T [∗]T ⊆ TT [∗].
Sekcije 2.2 i 2.3 sadrže originalne rezultate zajedničkog rada sa D. S. -Dord̄evićem
[85]. U [67] definisane su H-hiponormalne matrice, koje su potom bile uopštene i
na degenerativni slučaj u radu [44] iz 2010. godine. Definicija je uključivala i lin-
earne relacije. Ova klasa sadrži i H-normalne i Mur-Penrouz H-normalne matrice.
Dalje predstavljamo originalne rezultate iz pomenutog rada [85]. Najpre smo izvršili
uopštenje na H-kvazihiponormalne matrice u nedegenerativnim prostorima (Definicija
4.9). Posle detaljnog izvod̄enja potrebnog oblika odgovarajuće linearne relacije, defin-
isali smo H-kvazihiponormalne matrice i linearne relacije (Definicija 2.5) i pokazali
da ova klasa sadrži sve H-hiponormalne matrice (Teorema 2.10), ali da se ove dve
klase ne poklpaju. Takod̄e, dali smo potpunu karakterizaciju H-kvazihiponormalnih
matrica (Teorema 2.9). Na kraju ove sekcije, kao Posledicu 2.1 pokazali smo da H-
kvazihiponormalnost neke matrice T implicira H-hiponormalnost na nekom potpros-
toru slike date matrice T .
Sekciju 2.3 počinjemo isticanjem važne osobine H-normalnih matrica. Naime, jez-
gro matrice H, koja indukuje nedefinitan skalarni proizvod, je invarijantno za H-
normalne matrice. Za Mur-Penrouz H-normalne matrice ova osobina ne važi. Ako
je T Mur-Penrouz H-normalna matrica, tada je jezgro matrice H sadržano u nekom
T -invarijantnom H-neutralnom potprostoru [68]. H-hiponormalne matrice nemaju ovu
osobinu, a kao opštija klasa, nemaju je ni H-kvazihiponormalne matrice koje smo defin-
isali u prethodnom delu. Razlog je to sto je ova klasa suvǐse široka. Pooštravajući
uslov domena, tj. zahtevajući da linearna relacija (T [∗])iT i ima potpun domen za svako
i ∈ N, sužavamo ovu klasu i definǐsemo jako H-kvazihiponormalne matrice i linearne
relacije (Definicija 2.7). Zatim dajemo karakterizaciju jako H-kvazihiponormalnih
matrica (Teorema 2.13). Posledicom 2.3 pokazujemo ekvivalenciju Mur-Penrouz H-
normalnih, H-hiponormalnih, jako H-hiponormalnih, H-kvazihiponormalnih i jako H-




U delu 2.4 navodimo nekoliko teorema koje se odnose na ekstenziju semidefinit-
nih potprostora do maksimalnih za normalne i hiponormalne matrice. Ovi rezultati
se mogu naći u [3, 44, 66, 67]. Jedna od njih je i Teorema 2.19 kojom se pokazuje
kako naći potprostor koji bi sadržao jezgro matrice H i pritom bio invarijantan za jako
H-hiponormalne matrice. Zaključujemo da je ovaj rezultat potpuno primenljiv i na
jako H-kvazihiponormalne matrice i dajemo Teoremu 2.22.
Glava 3 se odnosi na Mur-Penrouzov inverz matrica. Sekcije 3.1, 3.2 i 3.3 daju
pregled rezultata (osobina) ovog inverza u euklidskom prostoru, kao i u nedegenera-
tivnim i degenerativnim prostorima sa nedefinitnim skalarnim proizvodom. U sekciji
3.1 uvodimo pojam uopštenih inverza za matrice i dajemo istorijski osvrt na njihov
razvoj, sa akcentom na Mur-Penrouzov inverz. Za nekoliko tipova uopštenih inverza
(Mur-Penrouzov, grupni, Drazinov i unutrašnji inverz) navedene su osnovne osobine.
Veći deo ovih rezultata može se naći u poznatoj knjizi Ben-Izraela i Grevila Generalized
Inverses: Theory and Applications iz 2003. godine.
Sekcija 3.2 daje uopštenje Mur-Penrouzovog inverza na prostore sa nedefinitnim
skalarnim proizvodom. U radu [54] ispitivan je samo nedegenerativan slučaj i ti rezul-
tati su predstavljeni ovde. Indijski matematičari Kamaraj i Sivakumar pokazali su
da gotovo sve poznate osnovne osobine Mur-Penrouzovog inverza važe i u ovim pros-
torima. Bitna razlika jeste u tome što Mur-Penrouzov inverz ne mora da postoji. On
postoji ako i samo ako je r(A[∗]A) = r(AA[∗]) = r(A) i u skoro svim rezultatima uslov
egzistencije se mora pretpostaviti.
U delu 3.3 dati su originalni rezultati zajedničkog rada sa D. S. -Dord̄evićem [84].
Pojam Mur-Penrouzovog inverza uopšten je na degenerativne prostore sa nedefinitnim
skalarnim proizvodom. Definicija se razlikuje od poznatih za Mur-Penrouzov inverz,
šira je i uključuje i linearne relacije. Glavni uzrok je taj što A[∗] neke matrice A ∈ Cn×n
nije matrica, već linearna relacija. Teoremom 3.22 pokazuje se da je ovako definisan
inverz kvadratnih matrica svojevrsno uopštenje Mur-Penrouzovih inverza u prostorima
sa nedegenerativnim nedefinitnim skalarnim proizvodom. U slučaju da je matrica H
invertibilna, ovaj inverz se svodi na A[†] predstavljen u radu [54], dok se za pozitivno
definitnu matricu H svodi na težinski inverz. Takod̄e pokazujemo da, ako postoji, ovaj
inverz ne mora da bude jedinstven (Primer 3.2). Pod uslovom da u skupu matrica
Mur-Penrouzov inverz postoji (u oznaci A[†]), izvodimo sledeće osobine:
(1) (A[†])[∗] ⊆ (A[∗])[†] (Teorema 3.24);
(2) A[∗] = A[∗]AA[†] i A[†]AA[∗] ⊆ A[∗] (Teorema 3.25);











ibilna, tada je A[∗] = A[∗]AA[†] i A[∗] = A[†]AA[∗] (Posledica 3.2);
(4) A[†](A[†])[∗] ∈ A[∗]A{1, 2, (3)} (Teorema 3.26);
iv
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(5) (A[†])[∗]A[†] ∈ AA[∗]{1, 2, (4)} (Teorema 3.27);
(6) Dajemo potrebne i dovoljne uslove da važi (A[∗]A)[†] = A[†](A[†])[∗] i (AA[∗])[†] =
(A[†])[∗]A[†] (Teoreme 3.28 i 3.29)
(7) Ako linearne relacije A[∗] i (A[†])[∗] imaju potpune domene, tada takod̄e važi
(A[∗]A)[†] = A[†](A[†])[∗] i (AA[∗])[†] = (A[†])[∗]A[†] (Posledica 3.3);
(8) A[†] 6= (A[∗]A)[†]A[∗], kao i A[†] 6= A[∗](AA[∗])[†] (Primer 3.5).
Glava 4 sadrži rezultate iz autorskog rada [83]. Ovi rezultati vezani su za EP
matrice u prostorima sa nedefinitnim skalarnim proizvodom u kome je definisan nov
matrični proizvod - nedefinitan matrični proizvod. Takve matrice se nazivaju J −EP
matrice. U sekciji 4.1 dati su uvodni pojmovi. Definisan je Mur-Penrouzov inverz, koji
je označen sa A[‡], i istaknuta razlika u odnosu na Mur-Penrouzov inverz u nedefinitnim
prostorima sa standardnim matričnim proizvodom (koji je ispitivan u prethodnoj glavi).
U sekciji 4.2 dajemo potrebne i dovoljne uslove da nedefinitan matrični proizvod
dveju matrica bude J−EP (Teoreme 4.3 i 4.4). Pored toga, uslovi za ekvivalenciju EP
i J−EP matrica iz rezultata datih u [51], oslabljeni su (Teoreme 4.5 i 4.6). Pokazujemo
povezanost izmed̄u EP , J −EP matrica i ortogonalnosti (preciznije, J-ortogonalnosti)
potprostora Ra(A[∗]) i Nu(A) (Teorema 4.14). Takod̄e uopštavamo rezultat iz [64]
(istovremeno pobolǰsavamo rezultat iz [51]) definǐsući dovoljne uslove da zbir J − EP
matrica bude J − EP (Teoreme 4.18 i 4.19).
U sekciji 4.3 ispitujemo zakon obrnutog redosleda za Mur-Penrouzov inverz nedefini-
tnog matričnog proizvoda dveju matrica. Neki od originalnih rezultata dati su Teore-
mama 4.23 i 4.24, kao i Teoremom 4.26 koja pobolǰsava rezultat iz [51].
U sekciji 4.4 navodimo rezultat iz [73] kojim je predstavljena veza izmed̄u zvezda
parcijalnih ured̄enja matrica i EP matrica. Teoremom 4.36 dajemo potpunu general-
izaciju ovog rezultata na matrice u prostorima sa nedefinitnim skalarnim proizvodom
i sa nedefinitnim matričnim proizvodom. Ova teorema takod̄e predstavlja pobolǰsanje
rezultata iz rada [51].
Ovom prilikom izražavam zahvalnost svom mentoru profesoru Draganu -Dord̄eviću
za usmeravanje mog naučnog rada i izrade ove disertacije, kao i na profesionalnom i
prijateljskom odnosu tokom ovih godina.
Zahvaljujem se i prof. dr Ivani -Dolović na saradnji na Tehničkom fakultetu u Boru,
prijateljstvu i podršci. Zahvalnost dugujem i svim članovima komisije na interesantnim
predavanjima i korisnim savetima tokom mog školovanja.
Na kraju, posebnu zahvalnost dugujem suprugu Ivanu, svojim roditeljima Mǐsi i




U ovoj glavi predstavićemo osnovne pojmove i teoreme vezane za prostore sa nedefinit-
nim skalarnim proizvodom i za linearne relacije. Ovi rezultati dati su bez dokaza, a
mogu se naći u monografijama [8, 13, 33, 86], kao i u radovima [44, 71] i tamo navedenim
referencama.
1.1 Konačno - dimenzionalni vektorski prostori
U ovoj disertaciji koristićemo sledeće oznake. Sa Cn je označen n-dimenzionalan






gde je x = (x1, x2, . . . , xn)
t, y = (y1, y2, . . . , yn)
t i xi, yi ∈ C za i = 1, . . . , n.
Vektori x, y ∈ Cn su uzajamno ortogonalni, u oznaci x⊥y, ako je 〈x, y〉 = 0. Or-
togonalnost vektora može se jednostavno produžiti na ortogonalnost skupova. Ako je
M ⊂ Cn, tada je M⊥ = {y ∈ Cn : y⊥x, za svako x ∈M}.
Podrazumevaćemo još da je {e1, e2, . . . , en} baza prostora Cn, pri čemu je ei =
(0, 0, . . . 0, 1, 0, . . . 0)t ∈ Cn, gde se 1 nalazi na i − tom mestu. Sa Span{x1, . . . , xk}
ćemo označavati potprostor razapet vektorima x1, . . . , xk.
Neka je Cm×n skup svih m × n kompleksnih matrica. Sa AT i A∗ označena je
transponovana, odnosno konjugovano - transponovana matrica matrice A ∈ Cm×n. Sa
In je označena jedinična matrica reda n, a sa O nula matrica odgovarajućih dimenzija.
Za matricu A ∈ Cm×n definǐsu se slika (postor kolona) sa R(A) = {Ax : x ∈ Cn} i
jezgro sa N(A) = {x ∈ Cn : Ax = 0} i oni su potprostori prostora Cm i Cn, redom.
Dimenzija slike matrice A predstavlja rang matrice i označavamo je sa r(A). Dimenzije
slike i jezgra matrice povezane su na sledeći način.
Teorema 1.1 (Teorema o rangu i defektu) Za proizvoljnu matricu A ∈ Cm×n važi
dimR(A) + dimN(A) = n.
Osobine konjugovano-transponovanih matrica date su sledećom lemom koja se može
naći npr. u [25].
Lema 1.1 Neka su A,B ∈ Cl×m, C ∈ Cm×n i λ ∈ C. Tada važi:
(i) (A+B)∗ = A∗ +B∗;
(ii) (λA)∗ = λ̄A∗;
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(iii) A∗∗ = A;
(iv) (AC)∗ = C∗A∗;
(v) I∗ = I, O∗ = O;
(vi) ako je A invertibilna matrica, tj. l = m, onda je A∗ takod̄e invertibilna matrica
i važi (A−1)∗ = (A∗)−1.
Teorema 1.2 Neka je A ∈ Cm×n. Tada važi:
(1) N(A∗) = R(A)⊥;
(2) R(A∗) = N(A)⊥;
(3) N(A∗A) = N(A);
(4) R(A∗A) = R(A∗).
U konačno dimenzionalnim prostorima sa standardnim skalarnim proizvodom važi
i sledeći rezultat.
Lema 1.2 Za svaku matricu A ∈ Cm×n važi
r(AA∗) = r(A) = r(A∗A). (1.1)
Indeks kvadratne matrice A je najmanji nenegativan ceo broj k takav da važi
r(Ak) = r(Ak+1) i on se označava sa ind(A). Kvadratna matrica A ∈ Cn×n je invert-
ibilna (regularna) ako je r(A) = n. U suprotnom, matrica A je singularna. Jasno, ako
je matrica A invertibilna, tada je ind(A) = 0. Važi i da je indA ≤ 1 ako i samo ako je
r(A) = r(A2). U opštem slučaju za proizvoljnu matricu A ∈ Cn×n važi 0 ≤ ind(A) ≤ n.
Poznato je da se svaka linearna transformacija iz jednog konačno-dimenzionalnog
vektorskog prostora u drugi može prikazati matricom. Takva matrica je jedinstveno
odred̄ena samom linearnom transformacijom i izborom baza u ovim prostorima. Tako
ćemo linearni operator A ∈ L(Cn,Cm) posmatrati kao matricu A ∈ Cm×n i obrnuto.
1.2 Prostori sa nedefinitnim skalarnim proizvodom
Definicija 1.1 Funkcija [., .] : Cn × Cn −→ C je nedefinitan skalarni proizvod na Cn
ako su zadovoljene sledeće tri aksiome:
(1) linearnost po prvom argumentu:
[αx1 + βx2, y] = α[x1, y] + β[x2, y]




[x, y] = [y, x]
za sve x, y ∈ Cn;
(3) nedegenerativnost: ako je [x, y] = 0 za svaki y ∈ Cn, tada je x = 0.
Drugim rečima, razmatramo kompleksan vektorski prostor sa nedegenerativnom er-
mitskom seskvilinearnom formom [., .]. Za razliku od standardnog skalarnog proizvoda,
kod nedefinitnog skalarnog proizvoda nije pretpostavljena aksioma pozitivnosti, tj.
mogu postojati vektori x, y ∈ Cn, takvi da je [x, x] < 0 < [y, y].
Za svaki nedefinitan skalarni proizvod [., .] na Cn postoji n×n invertibilna ermitska
matrica H takva da važi:
[x, y] = 〈Hx, y〉, x, y ∈ Cn (1.2)
gde je sa 〈., .〉 označen standardan skalarni proizvod na Cn. Važi i obrat, tj. for-
mulom (1.2) odred̄en je nedefinitan skalarni proizvod na Cn. Dakle, postoji bijekcija
izmed̄u skupa nedefinitnih skalarnih proizvoda na Cn i skupa svih invertibilnih ermit-
skih matrica dimenzije n × n. U ovoj disertaciji to će biti korǐsćeno u velikoj meri,
tj. pretpostavljaćemo da je nedefinitan skalarni proizvod definisan sa (1.2), ili (drugim
rečima) da matrica H indukuje ovaj skalarni proizvod [33].
Nedefinitnost skalarnog proizvoda povlači specifičnu geometriju prostora na kome
je definisan. Tako, na primer, ortogonalnost se definǐse na sledeći način. Ortogonalni
komplement potprostora L u Cn je potprostor
L[⊥] = {x ∈ Cn|[x, y] = 0 za sve y ∈ L} .
Ako je nedefinitan skalarni proizvod zadan ermitskom matricom H, tj. sa (1.2), u
upotrebi je i: potprostor L[⊥] je H-ortogonalan na L. Jedan od primera koji pokazuju
da ortogonalan komplement nekog potprostora nije obavezno i direktan komplement
može se pronaći u radu [33].
Primer 1.1 Neka je [x, y] = 〈Hx, y〉, gde je H invertibilna ermitska matrica reda n
koja indukuje nedefinitan skalarni proizvod
H =

0 0 . . . 0 1






0 1 . . . 0 0
1 0 . . . 0 0
 . (1.3)
Za potprostor M = Span{e1}, lako se dobija da je M [⊥] = Span{e1, e2, . . . , en−1}.
Matrica H definisana sa (1.3) je takozvana sip matrica (the standard involutary
permutation matrix) i ona ima važnu ulogu kod kanonskih formi nekih klasa matrica u
ovim prostorima. Sip matricu reda p obično označavamo sa Zp.
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Značajan pojam u ovim prostorima jeste i H-adjungovana matrica matrice A ∈
Cn×n, koja je označena sa A[∗]. Naime, za svaku matricu A ∈ Cn×n postoji jedinstvena
matrica A[∗] ∈ Cn×n koja zadovoljava
[A[∗]x, y] = [x,Ay], za sve x, y ∈ Cn. (1.4)
Nije teško pokazati da postoji i eksplicitni oblik ove matrice, i to:
A[∗] = H−1A∗H,
gde je sa A∗ obeležena konjugovano - transponovana matrica od A. Kako je A∗ jedin-
stvena matrica za proizvoljnu matricu A ∈ Cn×n, iz ovog oblika slede egzistencija i
jedinstvenost i H-adjungovane matrice A[∗]. Matrica A[∗] je slična matrici A∗.
Kvadratna matrica A je idempotent (projektor) ako je A2 = A, a ako je još i
A[∗] = A, onda je A H-ortogonalan projektor.
Važi i opštiji slučaj. Neka su na Cm i Cn definisani nedefinitni skalarni proizvodi sa
〈x, y〉M = y∗Mx, x, y ∈ Cm i 〈x, y〉N = y∗Nx, x, y ∈ Cn, (1.5)
redom, pri čemu su M ∈ Cm×m i N ∈ Cn×n invertibilne ermitske matrice. MN -
adjungovana matrica matrice A ∈ Cm×n je matrica
A[∗] = N−1A∗M.
Za H-adjungovane matrice, sledećom teoremom date su neke osobine.
Teorema 1.3 Neka su A,B ∈ Cm×p i C ∈ Cp×n. Tada važi
(i) (A[∗])[∗] = A,
(ii) (AC)[∗] = C [∗]A[∗],
(iii) (A+B)[∗] = A[∗] +B[∗],
(iv) Ako je Cn prostor sa nedefinitnim skalarnim proizvodom koji je indukovan ermit-
skom matricom H ∈ Cn×n, tada je H [∗] = H.
Teoremom 1.2 dat je poznat rezultat koji povezuje sliku i jezgro matrice A i
njene konjugovano-transponovane matrice A∗. Ista relacija važi i za matricu A i H-
adjungovanu matricu A[∗] u prostorima sa nedefinitnim skalarnim proizvodom.
Teorema 1.4 ([33]) Neka je A[∗] H-adjungovana matrica matrice A ∈ Cn×n. Tada
važi:
R(A[∗]) = N(A)[⊥] i N(A[∗]) = R(A)[⊥]. (1.6)
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Potprostor L ⊂ Cn je nedegenerativan ako ne postoji vektor x ∈ L, x 6= 0, koji je H-
ortogonalan na sve vektore iz L. Drugim rečima, potprostor L ⊂ Cn je nedegenerativan
ako i samo ako je L ∩ L[⊥] = {0}. U protivnom L je degenerativan. U opštem slučaju,
L0 = L ∩ L[⊥]
je izotropni deo od L. Karakterizaciju nedegenerativnih potprostora dali su Gohberg,
Lankaster i Rodman u monografiji [33] na sledeći način:
Teorema 1.5 [33] Potprostor L[⊥] je direktan komplement od L u Cn ako i samo ako
je L nedegenerativan.
Ako su L i M potprostori u Cn takvi da važi
M ⊆ L[⊥] i M ∩ L = {0},
tada je L[+̇]M direktna H-ortogonalna suma potprostora L i M .
Važi i sledeća teorema:
Teorema 1.6 [94] Neka je u Cn nedefinitan skalarni proizvod definisan sa (1.2), i neka
je L potprostor od Cn. Sledeća tvrd̄enja su ekvivalentna:
(i) L je nedegenerativan;
(ii) L[⊥] je nedegenerativan;
(iii) L[⊥] je direktan komplement od L u Cn, tj. važi L[+̇]L[⊥] = Cn.
Vektor x ∈ Cn je H-pozitivan (ili pozitivan u odnosu na nedefinitan skalarni
proizvod indukovan matricom H) ako je [x, x] > 0. Vektor x ∈ Cn je H-negativan
(H-neutralan) ako je [x, x] < 0 ([x, x] = 0).
Potprostor L ⊂ Cn je H-pozitivan (H-negativan, H-neutralan, H-nenegativan,
H-nepozitivan) ako je svaki vektor iz L\{0} H-pozitivan (respektivno, H-negativan,
H-neutralan, H-nenegativan, H-nepozitivan).
Potprostor je:
(i) H-definitan ako je H-pozitivan ili H-negativan;
(ii) H-semidefinitan ako je H-nenegativan ili H-nepozitivan;
(iii) H-nedefinitan ako nije H-definitan, H-semidefinitan ili H-neutralan.
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Treba napomenuti da su H-pozitivni i H-negativni potprostori uvek nedegenerativni.







gde je p broj pozitivnih, a q broj negativnih sopstvenih vrednosti matrice H. Ovaj oblik
matrice H uvek se može dobiti pomoću transformacije H −→ P ∗HP , za odgovarajuću
invertibilnu matricu P [33]. Kada je matrica H data sa (1.7) mogu se opisati H-
definitni, H-semidefinitni i H-neutralni potprostori.
Teorema 1.7 ([33]) Neka je matrica H data sa (1.7). Netrivijalan potprostor M ⊆ Cn







gde je P ∈ Cp×d matrica čije su kolone ortonormirane, a K ∈ Cq×d je kontrakcija (tj.
||K|| ≤ 1).
Sličan rezultat važi i za H-pozitivne potprostore, pri čemu se u Teoremi 1.7 uslov
kontrakcije zamenjuje strogom kontrakcijom, tj. sa ||K|| < 1.
Za H-nepozitivne, odnosno H-negativne potprostore analogni rezultati mogu se
dobiti ako umesto matrice H posmatramo −H.
Teorema 1.8 ([33]) Neka je matrica H data sa (1.7). Netrivijalan potprostor M ⊆ Cn







gde je P ∈ Cq×d matrica čije su kolone ortonormirane, a K ∈ Cp×d je kontrakcija
(stroga kontrakcija).
Posebno su interesantni H-neutralni potprostori jer oni nemaju svoj analogon u
prostorima sa definitnim skalarnim proizvodom. Ovi potprostori se nazivaju još i
izotropni potprostori. Jasno je da su neutralni potprostori istvremeno nepozitivni i




{[x+ y, x+ y] + i[x+ iy, x+ iy]− [x− y, x− y]− i[x− iy, x− iy]},
pokazano je da je potrprostor L H-neutralan ako i samo ako je [x, y] = 0 za sve vektore
x, y ∈ L.
6
1 Uvod
Teorema 1.9 ([33]) Neka je matrica H data sa (1.7). Netrivijalan potprostor M ⊆ Cn







gde su P ∈ Cp×d i K ∈ Cq×d matrice čije su kolone ortonormirane.
H-semidefinitan (H-definitan, H-nutralan) potprostor je maksimalan ako nije sadržan
ni u jednom širem H-semidefinitnom (H-definitnom, H-nutralnom) potprostoru.
Za matricu T ∈ Cn×n (posmatranu kao linearnu transformaciju iz Cn u Cn) pot-
prostor L ⊆ Cn je invarijantan (odnosno T -invarijantan) ako je TL ⊆ L.
Navodimo tri teoreme koje se odnose na maksimalnu dimenziju H-semidefinitnog,
odnosno H-neutralnog potprostora.
Teorema 1.10 Maksimalna dimenzija pozitivnog ili nenegativnog potprostora u odnosu
na nedefinitan skalarni proizvod (1.2) jednaka je broju pozitivnih sopstvenih vrednosti
(sa algebarskom vǐsestrukošću) od H.
Sličan rezultat važi i za H - nepozitivne i H - negativne potprostore.
Teorema 1.11 Maksimalna dimenzija negativnog ili nepozitivnog potprostora u odnosu
na nedefinitan skalarni proizvod (1.2) jednaka je broju negativnih sopstvenih vrednosti
(sa algebarskom vǐsestrukošću) od H.
Teorema 1.12 Maksimalna dimenzija H-neutralnog potprostora u odnosu na nedefini-
tan skalarni proizvod (1.2) je min(k, l), gde je k broj pozitivnih, a l broj negativnih
sopstvenih vrednosti (sa algebarskom vǐsestrukošću) od H.
Jasno, maksimalna dimenzija H-pozitivnog i H-nenegativnog (H-negativnog i H-
nepozitivnog, respektivno) potprostora su jednake.
Ermitske, unitarne i normalne matrice imaju svoje odgovarajuće analogne pojmove
u prostorima sa nedefinitnim skalarnim proizvodom. H-samoadjungovane, H-unitarne
i H-normalne matrice definisane su, redom, sa:
A[∗] = A, A[∗] = A−1 i A[∗]A = AA[∗]. (1.11)
Klasa H-samoadjungovanih matrica je detaljno izučavana. Za razliku od H-normal-
nih matrica, za H-samoadjungovane matrice poznata je i kanonska forma za slučaj kada
je H invertibilna matrica. Do ovog bitnog rezultata došli su Gohberg, Lankaster i Rod-
man [32].




Teorema 1.13 Neka je A ∈ Cn×n H-samoadjungovana matrica. Tada postoji nesin-
gularna matrica P ∈ Cn×n, takva da je
P−1AP = A1 ⊕ · · · ⊕ Ak i P ∗HP = H1 ⊕ · · · ⊕Hk, (1.12)
gde su Aj i Hj blokovi istih dimenzija i svaki par (Aj, Hj) ima jedan i samo jednan od
sledećih oblika:
(1) blokovi koji odgovaraju realnim sopstvenim vrednostima matrice A:
Aj = Jp(λ) i Hj = εZp,
gde je λ ∈ R, p ∈ N i ε ∈ {1,−1};












gde je λ ∈ C \ R i p ∈ N.
Neka je H ∈ Cn×n invertibilna ermitska matrica. H-samoadjungovana matrica
A ∈ Cn×n je H-nenegativna ako je [Ax, x] ≥ 0 za svako x ∈ Cn. Matrica A je H-
pozitivna ako je [Ax, x] > 0 za svako x ∈ Cn\{0}. Slično se definǐsu H-nepozitivne i
H-negativne matrice. Kako važi
[Ax, x] = 〈HAx, x〉, za svako x ∈ Cn
sledi da je A H-nenegativna matrica ako i samo ako je HA pozitivno semidefinitna
matrica. Matrica A je H-pozitivna ako i samo ako je HA pozitivno definitna matrica.
Veći deo ove disertacije biće posvećen prostorima u kojima je nedefinitan skalarni
proizvod definisan sa (1.2), pri čemu je H ermitska singularna matrica. Takav prostor je
degenerativan. Ovaj tip prostora je manje izučavan, mada ima široku primenu, kao što
je i izloženo u Predgovoru. Singularnost matrice H, izmed̄u ostalog, implicira moguće
nepostojanje H-adjungovane matrice T [∗] koja bi zadovoljavala uslov (1.4). Ukoliko
ovakva matrica postoji, ona ne mora biti jedinstvena. Nije teško pronaći primere kojim
bi se ovo ilustrovalo. Sledeći primer preuzet je iz rada [71].











ne postoji matrica N ∈ C2×2 takva da važi [x, Ty] = [Nx, y], za











su a, b ∈ C, zadovoljavaju traženu jednakost.
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Upravo problem egzistencije H-adjungovane matrice bio je glavni motivacioni faktor
da se potraži novi pristup pri uopštenju nekih klasa matrica na prostore sa degenera-
tivnim nedefinitnim skalarnim proizvodom. Ovom problematikom bavićemo se u prvom
delu Glave 2. Novi koncept koji će i ovde biti efikasno sredstvo jesu linearne relacije o
kojima će biti vǐse reči u narednoj sekciji.
Kako singularna matrica obavezno ima i nule kao sopstvene vrednosti, to se odražava
na maksimalnost potprostora. Analogno Teoremama 1.10, 1.11 i 1.12, važi sledeći
rezultat preuzet iz [68], koji se odnosi na maksimalne semidefinitne potprostore u de-
generativnom slučaju.
Teorema 1.14 Neka je M potprostor u Cn. Tada važi:
1. Potprostor M je maksimalan H-nenegativan ako i samo ako je
dim M = i+(H) + i0(H);
2. Potprostor M je maksimalan H-pozitivan ako i samo ako je dim M = i+(H);
3. Potprostor M je maksimalan H-nepozitivan ako i samo ako je
dim M = i−(H) + i0(H);
4. Potprostor M je maksimalan H-negativan ako i samo ako je dim M = i−(H);
5. Potprostor M je maksimalan H-neutralan ako i samo ako je
dim M = min(i+(H), i−(H)) + i0(H),
gde je sa i+(H), i−(H) i i0(H) obeležen broj pozitivnih, negativnih i nula sopstvenih
vrednosti (sa algebarskom vǐsestrukošću) matrice H, redom.
Opis H-nenegativnih, H-nepozitivnih i H-neutralnih potprostora za
H =
 Ip 0 00 −Iq 0
0 0 0r
 , (1.13)
dali su Mel, Ran i Rodman i može se naći u [68].
1.3 Linearne relacije
Definicija 1.2 Linearna relacija (vǐsevrednosan linearan operator) na Cn je linearan
potprostor od C2n.
Definicija 1.3 Neka su T i S linearne relacije na Cn. Tada:
(i) dom(T ) =
{
x ∈ Cn





- domen od T ;
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(ii) ran(T ) =
{
y ∈ Cn





- slika od T ;
















- inverz od T ;



























- proizvod T i S.
Ako je dom T = Cn, tada linearna relacija T ima potpun domen.
Adjungovanu linearnu relaciju definisao je fon Nojman u [80].
Definicija 1.4 ([71]) Neka je H ∈ Cn×n ermitska matrica koja indukuje nedefinitan















naziva H-adjungovana linearna relacija od T .
Svaka matrica T ∈ Cn×n može se predstaviti linearnom relacijom u Cn tako što se






: x ∈ Cn
}
⊆ C2n. (1.15)
Radi jednostavnijeg zapisa, a po ugledu na korǐsćenu literaturu sa odgovarajućom
tematikom, u (1.14) uglavnom ćemo izostavljati indeks H. Tako ćemo postupati kad
god nema opasnosti od zabune. Odgovarajuće indekse koristićemo kada je potrebno
naglasiti o kom nedefinitnom skalarnom proizvodu je reč. Takod̄e, i za matricu T kao
i za njenu linearnu relaciju Γ(T ) koristićemo istu oznaku: T .






∈ C2n : [y, Tx] = [z, x] za svaki vektor x ∈ Cn
}
. (1.16)










∈ C2n : T ∗Hy = Hz
}
. (1.17)
Pritom, T [∗] je matrica ako i samo ako je H invertibilna matrica.
Osnovne osobine linearnih relacija date su u sledećoj teoremi.
Teorema 1.15 ([44]) Neka su T i S linearne relacije na Cn. Tada važi:
(i) T ⊆ S implicira S[∗] ⊆ T [∗];
(ii) T [∗] + S[∗] ⊆ (T + S)[∗];
(iii) T [∗]S[∗] ⊆ (ST )[∗];
(iv) mul T [∗] = (dom T )[⊥]; ako je T matrica, tada je mul T [∗] = N(H);
(v) (T [∗])[∗] = T + (N(H)×N(H)).
Kako se u ovoj disertaciji izučavaju linearne transformacije na Cn (matrice u Cn×n),
za dalji rad od suštinskog je značaja naći što jednostavniji oblik za H i T . Promenom
baze prostora Cn: x→ Px, za neku invertibilnu matricu P ∈ Cn×n, matrice H i T se












gde su H1, T1 ∈ Cm×m,m ≤ n, i H1 je obavezno invertibilna matrica.
Kao direktna posledica Leme 1.3 i prethodnih činjenica dobija se sledeće tvrd̄enje.
Teorema 1.16 ([71]) Neka je T ∈ Cn×n. Tada je
T [∗] = H−1T ∗H,









 : T2∗H1y1 = 0
 . (1.19)
Štavǐse, domT [∗] = Cn ako i samo ako je T2 = 0.
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U ovoj disertaciji često ćemo koristiti linearne relacije TT [∗] i T [∗]T . Stoga dajemo




















1 T1y1 + T1
[∗]T2y2
z2
 : T2∗H1T1y1 + T2∗H1T2y2 = 0
 .
Jasno, domen od TT [∗] je potpun ako i samo ako je T2 = 0 (kao i kod T
[∗]), dok
T [∗]T ima potpun domen ako i samo ako važi
T2
∗H1T1 = 0 i T2
∗H1T2 = 0.
U sledećoj glavi biće reči o nekim klasama matrica u prostorima sa nedefinitnim
skalarnim proizvodom. Neke od njih biće uopštene (normalne, a samim tim i samoad-
jungovane i unitarne) do kvazihiponormalnih matrica. Ukratko prikazujemo bitne
rezultate vezane za H-simetrične matrice i linearne relacije. One će biti od kruci-
jalnog značaja u Glavama 2 i 3.
H-simetrične i H-izometrične matrice i linearne relacije u degenerativnim pros-
torima uveo je 1982. godine Ritsner u radu [90]. One predstavljaju uopštenje H-
samoadjungovanih, odnosno H-unitarnih matrica u nedegenerativnim prostorima i
definǐsu se na sledeći način:
Definicija 1.5 ([90]) Linearna relacija T na Cn je H-simetrična ako važi T ⊆ T [∗].
Teorema 1.17 ([44]) Neka je T ∈ Cn×n matrica. Sledeća tvrd̄enja su ekvivalentna.
(1) T je H-simetrična linearna relacija, tj. T ⊆ T [∗];
(2) T ∗H = HT ;
(3) T [∗] = (T [∗])[∗];
(4) T [∗] = T + (N(H)×N(H)).
Ako je neki od uslova zadovoljen, tada je N(H) T -invarijantan potprostor. Specijalno,
ako su H i T dati u formi (1.18), tada važi:
T je H-simetrična linearna relacija ako i samo ako je
T1 H1 − samoadjungovana matrica i T2 = 0.
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Definicija 1.6 ([90]) Linearna relacija U na Cn je H-izometrična ako važi U−1 ⊆
U [∗].
U ovoj definiciji U−1 je inverzna linearna relacija od U . Za slučaj kada je U ∈ Cn×n
matrica dobija se sledeći rezultat.
Teorema 1.18 ([71]) Neka je U ∈ Cn×n matrica. Sledeća tvrd̄enja su ekvivalentna:
(1) U je H-izometrična linearna relacija, tj. U−1 ⊆ U [∗];
(2) U∗HU = H.
Ako je neki od uslova zadovoljen, tada je N(H) U-invarijantan potprostor. Specijalno,
ako su U i H dati u formi (1.18), tada važi:
U je H-izometrična linearna relacija ako i samo ako je
U1 H1 − unitarna matrica i U2 = 0.
H-nenegativnost linearnih relacija bazira se na H-simetričnosti i definisana je u
[44].
Definicija 1.7 Linearna relacija T na Cn je H-nenegativna ako je T H-simetrična










2.1 Klase linearnih transformacija
Rezultati dobijeni na prostorima sa nedefinitnim skalarnim proizvodom imaju veliku
primenu u mehanici, statistici, a naročito u fizici. Razvoj ovih nauka zahtevao je pozna-
vanje specifične strukture nedefinitnih prostora i linearnih transformacija u njima. Tako
su različite klase matrica u prostorima sa nedefinitnim skalarnim proizvodom postale
bitan i čest predmet proučavanja poslednjih godina. Osobine, kao i kanonska forma
za neke od ovih klasa potpuno su izučene. H-samoadjungovane, H-kosoadjungovane i
H-unitarne matrice na nedegenerativnim prostorima detaljno su opisane u monografiji
[33]. Takod̄e, pogodan materijal predstavljaju i radovi [32, 69].
H-normalne matrice, koje predstavljaju širu klasu od pomenutih, intenzivno su
izučavane i to sa različitih aspekata. Klasifikacija H-normalnih matrica tretirana je u
radovima [32, 34, 35, 36, 46, 47, 48, 65], dok se rezultati o numeričkom rangu mogu
pronaći u [60, 61]. Izučavana je i polarna dekompozicija H-normalnih matrica [15, 62].
Uopštenje klase H-normalnih matrica na prostore sa degenerativnim nedefinitnim
skalarnim proizvodom izvršili su Mel i Trank u [71]. Za ove matrice jezgro matrice
H je invarijantno. Uopštavajući pojam hiponormalnosti na degenerativne prostore,
Hen, Mel i Trank definisali su klasu matrica koja će sadržati H-normalne matrice i
imati svojstvo da je jezgro matrice H sadržano u nekom invarijantnom H-neutralnom
potprostoru. Tako se u [44] dolazi do H-hiponormalnih i jako H-hiponormalnih ma-
trica. U sekcijama 2.2 i 2.3 predstavljeni su originalni rezultati iz zajedničkog rada
sa D. S. -Dord̄evićem [85]. Pokazano je da slični rezultati važe i za širu klasu H-
kvazihiponormalnih matrica.
Neke od važnih klasa matrica u nedegenerativnim slučaju su:
(i) H-samoadjungovane matrice: T [∗] = T ;
(ii) H-kosoadjungovane matrice: T [∗] = −T ;
(iii) H-unitarne matrice: T [∗] = T−1, kada je matrica T invertibilna;
(iv) H-disipativne matrice: Im[Tx, x] = 〈 1
2i
(HT − T ∗H)x, x〉 ≥ 0 za svako x ∈ Cn;
(v) H-ekspanzivne matrice: [Tx, Tx] ≥ [x, x] za svako x ∈ Cn;
(vi) H-normalne matrice: T [∗]T = TT [∗].
Ako je T matrica koja pripada nekom od pomenutih tipova, tada struktura para
(T,H) ostaje invarijantna pod transformacijom:




za neku invertibilnu matricu P . Preciznije, važi sledeća teorema.
Teorema 2.1 ([33], Teorema 4.1.3) Neka ermitske invertibilne matrice H1 i H2 definšu
nedefinitne skalarne proizvode na Cn i neka je H2 = P ∗H1P za neku invertibilnu ma-
tricu P . Tada važi: matrica T1 je H1-samoadjungovana (H1-unitarna, H1-normalna)
ako i samo ako je matrica T2 = P
−1T1P H2-samoadjungovana (H2-unitarna, H2-
normalna, respektivno).
Dokaz. Dokaz dajemo samo za H-samoadjungovane matrice, dok se za H-unitarne i
H-normalne matrice dokaz slično izvodi.












∗H1P ) = T2
∗H2,
čime je pokazano da je matrica T2 H2-samoadjungovana.
Drugi smer dokazuje se analogno. 
Pre nego što damo uopštenje klase H-normalnih matrica (i njenih potklasa H-
samoadjungovanih, H-kosoadjungovanih iH-unitarnih matrica) na prostore sa degener-
ativnim nedefinitnim skalarnim proizvodom, iznećemo neka zapažanja do kojih su došli
autori u radu [71]. U nedegenerativnom slučaju, korǐsćenjem zapisa T [∗] = H−1T ∗H
klase (i), (ii) i (iii) mogu se predstaviti i kao:
T ∗H = HT, T ∗H = −HT i T ∗HT = H, respektivno.
Jasno, na ovaj način se lako izbegava upotreba inverzne matrice H−1. Upravo to
jeste i glavno sredstvo koje omogućava uopštenje na degenerativan slučaj. Pri defin-
isanju potrebnih i dovoljnih uslova za H-normalnost matrica ove matrice su imale
značajno mesto u radu [69]. Unija ove tri klase nazvana je trivijalno H-normalnim
matricama.
Matrica T ∈ Cn×n je H-normalna ako komutira sa T [∗], tj. ako važi TT [∗] = T [∗]T .
Poslednja jednakost se može zapisati i kao
TH−1T ∗H = H−1T ∗HT,
imajući u vidu definiciju H-adjungovane matrice i invertibilnost matrice H koja in-
dukuje nedefinitan skalarni proizvod. Jasno je da nikakvim transformacijama ovog





Prva ideja, koju su koristili autori u [14, 61, 68, 71], sastojala se u korǐsćenju Mur-
Penrouzovog uopštenog inverza za singularnu matricu H, koji označavamo sa H†. Tako
je H-normalna matrica definisana u degenerativnom slučaju kao matrica T za koju važi:
HTH†T ∗H = T ∗HT. (2.1)
Tek su 2006. u radu [71] ove matrice nazvane Mur-Penrouz H-normalnim matricama,
kako bi se naglasio tip inverza matrice H u ovoj definiciji. Taj termin ćemo i ovde
koristiti.
U Uvodu je navedeno da H-samoadjungovane matrice imaju osobinu da je jezgro
N(H) uvek T -invarijantno (Teorema 1.17). Ovu osobinu takod̄e imaju i H-kosoadjung-
ovane i H-unitarne matrice. Sledećim primerom pokazaćemo da za Mur-Penrouz H-
normalne matrice N(H) ne mora da bude T -invarijantan potprostor.
Primer 2.1 Neka su T =
 1 1 11 1 1
0 0 0
 i H =
 1 0 00 −1 0
0 0 0
. Tada je H† = H i (2.1)
je zadovoljeno pa matrica T jeste Mur-Penrouz H-normalna. Lako se proverava da




 nije T -invarijantan potprostor.
Ako su matrice T i H date u formi (1.18), tada važi sledeća teorema.
Teorema 2.2 ([71]) Neka su matrice T i H u formi (1.18). Tada je Mur-Penrouzov
























Jasno je da je matrica T Mur-Penrouz H-normalna ako i samo ako važi
T ∗2H1T2 = 0, T
∗
2H1T1 = 0 i T1 je H1-normalna.
Mur-Penrouz H-normalne matrice izučavane su u radovima [61, 68, 71].
Kao što je objašnjeno u [71], korǐsćenje Mur-Penrouzovog inverza može biti manje
pogodno u teoriji degenerativnih nedefinitnih skalarnih proizvoda. Na primer, za neku
matricu T može biti zadovoljeno T = H†T ∗H, dok HT = T ∗H ne važi ili obrnuto.




Drugi pristup kod uopštenja klase H-normalnih matrica (i njihovih potklasa H-
samoadjungovanih i H-unitarnih matrica) na prostore sa degenerativnim skalarnim
proizvodom zasniva se na teoriji linearnih relacija. H-normalne metrice i linearne
relacije definisane su na sledeći način:
Definicija 2.1 ([71]) Linearna relacija T na Cn je H-normalna ako važi
TT [∗] ⊆ T [∗]T.
Kod definicijeH-normalnosti imamo baš ovu inkluziju jer bi, u protivnom, postojala
H-simetrična linearna relacija koja nije H-normalna.
Teorema 2.3 ([71]) Neka je T ∈ Cn×n H-normalna matrica. Tada je N(H) T -
invarijantan potprostor. Specijalno, ako su matrice T i H date u formi (1.18), tada
važi:
T je H-normalna matrica ako i samo ako je
T1 H1-normalna matrica i T2 = 0.
Sledi da je klasa H-normalnih matrica prava potklasa Mur-Penrouz H-normalnih
matrica za koju je jezgro od H invarijantan potprostor.
2.2 Definicija i karakterizacija H-kvazihiponormalnih
matrica
Po analogiji sa definicijom hiponormalnih operatora u Hilbertovim prostorima, u
radu [67] definisane su H-hiponormalne matrice u nedegenerativnim prostorima sa
nedefinitnim skalarnim proizvodom na sledeći način.
Definicija 2.2 ([67]) Matrica T ∈ Cn×n je H-hiponormalna ako važi
H(T [∗]T − TT [∗]) ≥ 0.
Ako je matrica H negativno semidefinitna, klasa H-hiponormalnih matrica poklapa
se sa klasom H-normalnih matrica. U slučaju da matrica H nedefintna, onda je klasa
H-hiponormalnih matrica prava natklasa klase H-normalnih matrica.
Generalizacija rezultata vezanih za H-hiponormalne matrice na degenerativne pro-
store iziskivala je da se H-nenegativnost od T [∗]T − TT [∗] posmatra u smislu linearnih
relacija. Prema Definiciji 1.7, a vodeći računa da novodefinisana klasa obuhvati i
H-normalne kao i Mur-Penrouz H-normalne matrice, u radu [44] data je definicija
H-hiponormalnih matrica i linearnih relacija u prostorima sa (potencijalno degenera-
tivnim) nedefinitnim skalarnim proizvodom. Takod̄e, data je teorema koja omogućava




Definicija 2.3 ([44]) Linearna relacija T na Cn je H-hiponormalna ako T [∗]T ima
potpuni domen i ako je T [∗]T − TT [∗] H-nenegativna linearna relacija.
Teorema 2.4 ([44]) Neka su matrice T,H ∈ Cn×n date u formi (1.18). Tada važi:
matrica T je H-hiponormalna ako i samo ako T [∗]T ima potpun domen i ako važi
y1
∗H1(T1
[∗]T1 − T1T1[∗])y1 ≥ 0
za svaki vektor y1 odgovarajuće dimenzije, koji zadovoljava uslov T2
∗H1y1 = 0.
Ova teorema zapravo je direktna posledica opštijeg rezultata koji ovde navodimo
sa dokazom.
Teorema 2.5 ([44]) Neka su T,H ∈ Cn×n date u formi (1.18). Tada je T [∗]T − TT [∗]
H-nenegativna linearna relacija ako i samo ako važi:
y1
∗H1(T1
[∗]T1 − T1T1[∗])y1 ≥ y2∗T2∗H1T2y2
za sve vektore y1 i y2 odgovarajućih dimenzija za koje važi T2
∗H1(T1y1 + T2y2) = 0 i
T2
∗H1y1 = 0.







1 T1 − T1T
[∗]
1 )y1 + T
[∗]
1 T2y2 − T2y2
ω2 − T3T [∗]1 y1 − T4y2
 : T ∗2H1y1 = 0T ∗2H1(T1y1 + T2y2) = 0
 .




1 T1 − T1T
[∗]
1 )y1 + y1
∗H1T1
[∗]T2y2 − y1∗H1T2y2 ≥ 0, (2.2)
za sve y1 i y2 koji zadovoljavaju uslov T2
∗H1y1 = 0 i T2
∗H1(T1y1 + T2y2) = 0.
Iz ovih uslova sledi:
y1
∗H1T2y2 = 0 i y1
∗H1T
[∗]
1 T2y2 = y1
∗T1
∗H1T2y2 = −y2∗T2∗H1T2y2.
Sada se (2.2) redukuje na
y1
∗H1(T1
[∗]T1 − T1T1[∗])y1 ≥ y2∗T2∗H1T2y2.

Na sličan način u radu [85] definisali smo H-kvazihiponormalne matrice na pros-




Definicija 2.4 Neka je H ∈ Cn×n invertibilna ermitska matrica. Matrica T ∈ Cn×n
je H-kvazihiponormalna ako važi
HT [∗](T [∗]T − TT [∗])T ≥ 0,
tj. ako je matrica T [∗](T [∗]T − TT [∗])T H-nenegativna.
Ovako definisana klasa matrica obuhvata klasuH-hiponormalnih matrica, što pokazu-
jemo sledećom teoremom.
Teorema 2.6 Neka je H ∈ Cn×n invertibilna ermitska matrica. Ako je T ∈ Cn×n
H-hiponormalna matrica, tada je T i H-kvazihiponormalna matrica.
Dokaz. Kako je H(T [∗]T − TT [∗]) ≥ 0, dokaz sledi jednostavno iz:
HT [∗](T [∗]T − TT [∗])T = HH−1T ∗H(T [∗]T − TT [∗])T
= T ∗H(T [∗]T − TT [∗])T ≥ 0.

Pri uopštenju ove klase matrica na degenerativan slučaj (matrica H je singularna),
takod̄e ćemo zahtevati H-nenegativnost datog izraza koji ćemo posmatrati kao linearnu
relaciju. Korǐsćenjem drugačijeg zapisa ispitivaćemo H-nenegativnost linearne relacije
(T [∗])2T 2− (T [∗]T )2. Iz Definicije 1.7 sledi da je pre svega neophodno dokazati tvrd̄enje
o H-simetričnosti ove linearne relacije.
Teorema 2.7 Neka je T linearna relacija na Cn. Tada je (T [∗])2T 2 − (T [∗]T )2 H-
simetrična linearna relacija, tj. važi
(T [∗])2T 2 − (T [∗]T )2 ⊆ ((T [∗])2T 2 − (T [∗]T )2)[∗].
Dokaz. U radu [44] dokazano je da su T [∗]T i TT [∗] H-simetrične linearne relacije.
Stoga važi:










T 2 ⊆ ((T [∗])2)[∗] i (T [∗])2 ⊆ (T 2)[∗],
korǐsćenjem osobina linearnih relacija dobijamo konačno
(T [∗])2T 2 − (T [∗]T )2 ⊆
(
(T 2)[∗]T 2 − (T [∗]T )2
)[∗]
,





Pre nego što okarakterǐsemo linearnu relaciju (T [∗])2T 2− (T [∗]T )2, utvrdićemo njen
oblik. Kao u najvećem delu ove disertaciije, podrazumevaćemo da su matrice T i H













gde su vektori y1, y2, z2 i ω2 odgovarajućih dimenzija, za koje važi:
T ∗2H1(T1y1 + T2y2) = 0 i
T ∗2H1T1T
[∗]
1 (T1y1 + T2y2) + T
∗
2H1T2z2 = 0.
Kako bismo izbegli trivijani slučaj pri čemu je domen ove linearne relacije prazan,
pretpostavićemo da važi uslov T2
∗H1T2 = 0. Pod ovim dodatnim uslovom biće:













 : T ∗2H1T1y1 = 0T ∗2H1T1T [∗]1 (T1y1 + T2y2) = 0
 .
Slično, pod uslovom T ∗2H1T2 = 0, dobijamo da je (T












∗H1T1(T1y1 + T2y2) = 0 i
T2
∗H1T1
[∗]T1(T1y1 + T2y2) + T2
∗H1T1









[∗]T1 − T1T1[∗])(T1y1 + T2y2) + (T1[∗])2T2(T3y1 + T4y2)− T1[∗]T2z2
ω2
 ,




∗H1T1(T1y1 + T2y2) = 0,
T2
∗H1T1T1
[∗](T1y1 + T2y2) = 0,
T2
∗H1T1
[∗]T1(T1y1 + T2y2) + T2
∗H1T1
[∗]T2(T3y1 + T4y2) = 0.
Teorema 2.8 Neka je T ∈ Cn×n matrica takva da su T i H u formi (1.18) i važi
T2
∗H1T2 = 0. Tada (T





1 T1 − T1T
[∗]
1 )(T1y1 + T2y2) ≥ 0,
za sve vektore y1 i y2 koji zadovoljavaju sledeće uslove:
(1) T ∗2H1T1y1 = 0,
(2) T ∗2H1T1(T1y1 + T2y2) = 0,
(3) T ∗2H1T1T1
[∗](T1y1 + T2y2) = 0,
(4) T ∗2H1T1
[∗]T1(T1y1 + T2y2) + T
∗
2H1T1
[∗]T2(T3y1 + T4y2) = 0.
Dokaz. Prema prethodnoj teoremi linearna relacija
(T [∗])2T 2 − (T [∗]T )2
je H-simetrična. Na osnovu njenog oblika i Definicije 1.7 proizilazi da važi:




[∗]T1 − T1T1[∗])(T1y1 + T2y2)
+y1
∗H1(T1
[∗])2T2(T3y1 + T4y2)− y1∗H1T1[∗]T2z2 ≥ 0,
pod uslovima (1) – (4).
Iz uslova (1) sledi da je y1
∗H1T1











[∗])2T2(T3y1 + T4y2) = −y2∗T2∗T1∗H1T2(T3y1 + T4y2).




[∗]T1 − T1T1[∗])(T1y1 + T2y2) + y2∗T2∗T1∗H1T1(T1y1 + T2y2) ≥ 0.
Nakon kraćeg računanja gornja jednakost postaje
(T1y1 + T2y2)
∗H1T1




[∗](T1y1 + T2y2) ≥ 0.
Konačno, imajući u vidu (3), sledi
(T1y1 + T2y2)
∗H1(T1
[∗]T1 − T1T1[∗])(T1y1 + T2y2) ≥ 0.

Ukoliko je matrica H invertibilna, iz definicija hiponormalnosti i kvazihiponor-
malnosti lako je zaključiti da H-kvazihiponormalnost neke matrice T implicira H-
hiponormalnost te matrice na R(T ). Upravo zahtev da važi sličan rezultat i u degen-
erativnom slučaju (pod nešto jačim uslovom domena), pokazuje da H-nenegativnost
linearne relacije iz prethodne teoreme, čak i pod uslovom T ∗2H1T2 = 0, nije dovoljna
da definǐse H-kvazihiponormalne matrice, što se lako pokazuje sledećim primerom.






 1 10 0 1−1
0 0 0
 i H =
 1 00 −1 00
0 0 0
.
Lako se proverava da je T ∗2H1T2 = 0. Vektor y =
 y11y12
y2
 pripada domenu linearne








1 T1 − T1T
[∗]
1 )(T1y1 + T2y2) = 0,
odakle, prema prethodnoj teoremi, sledi da je (T [∗])2T 2 − (T [∗]T )2 H-nenegativna lin-
earna relacija.
S druge strane, jasno je da matrica T nije H-hiponormalna ni na jednom potpros-




U cilju definisanja H-kvazihiponormalnih matrica (i linearnih relacija), imajući u
vidu prethodni primer, zahtevaćemo da T [∗]T ima potpuni domen. Konačno dajemo
sledeću definiciju H-kvazihiponormalnosti.
Definicija 2.5 Linearna relacija T na Cn je H-kvazihiponormalna ako T [∗]T ima pot-
pun domen i ako je (T [∗])2T 2 − (T [∗]T )2 H-nenegativna linearna relacija.
Sledećom teoremom dajemo karakterizaciju H-kvazihiponormalnih matrica.
Teorema 2.9 Neka su T,H ∈ Cn×n date u formi (1.18). Tada je matrica T H-kvazi-




[∗]T1 − T1T1[∗])T1y1 ≥ y∗2T ∗2 T ∗1H1T1T2y2 (2.3)
za sve vektore y1, y2 odgovarajućih dimenzija koji zadovoljavaju uslov
T ∗2 T
∗
1H1T1(T1y1 + T2y2) = 0.
Dokaz. Neka linearna relacija T [∗]T ima potpun domen, tj. neka važi
T ∗2H1T1 = 0 i T
∗
2H1T2 = 0.




1 T1 − T1T
[∗]
1 )(T1y1 + T2y2) ≥ 0 (2.4)




1 T1(T1y1 + T2y2) = 0.






















1 T1(T1y1 + T2y2)
−y∗2T ∗2H1T1T
[∗]
1 (T1y1 + T2y2) ≥ 0.
Kako je T ∗2H1T1 = 0 (samim tim i T
[∗]











1 (T1y1 + T2y2) = 0.
Iz uslova T ∗2H1T
[∗]











1 T1T2y2 = −y∗2T ∗2H1T
[∗]
1 T1T2y2.









U nastavku pokazujemo da je ovako definisana klasa H-kvazihiponormalnih matrica
prava natklasa H-hiponormalnih matrica. Za invertibilnu ermitsku matricu H ovaj
rezultat dat je u vidu Teoreme 2.6. Sledećom teoremom dokazujemo da je svaka H-
hiponormalna matrica ujedno i H-kvazihiponormalna i u degenerativnom slučaju, dok
Primer 2.3 ilustruje da se ove dve klase razlikuju.
Teorema 2.10 Svaka H-hiponormalna matrica je H-kvazihiponormalna matrica.
Dokaz. Neka je T ∈ Cn×n H-hiponormalna matrica. Bez gubljenja opštosti možemo
pretpostaviti da su matrice T,H ∈ Cn×n date u formi (1.18). Prema Teoremi 2.4, važi
da T [∗]T ima potpun domen, kao i da je y1
∗H1(T1
[∗]T1− T1T1[∗])y1 ≥ 0, za svaki vektor
y1 za koji je T2
∗H1y1 = 0.
Neka su vektori z1, z2 odgovarajućih dimenzija koji zadovoljavaju uslov
T ∗2H1T
[∗]
1 T1(T1z1 + T2z2) = 0.
Kako je T ∗2H1T1 = 0 i T
∗
2H1T2 = 0, za y1 = T1z1 + T2z2 važi
T2
∗H1y1 = T2
∗H1(T1z1 + T2z2) = 0,





pripada domenu H-hiponormalnih matrica, za proizvoljan
vektor y2. Stoga je:
(T1z1 + T2z2)
∗H1(T1
[∗]T1 − T1T1[∗])(T1z1 + T2z2) ≥ 0.
Prema Teoremi 2.9 sledi da je T H-kvazihiponormalna matrica.









0 1 0 0
0 1 0 0
0 1 0 0





0 0 0 0 0







1 0 0 0
0 −1 0 0
0 0 −1 0





0 0 0 0 0
.





gde su y1 =
(y11, y12, y13, y14)
T , y1i, y2 ∈ C za i ∈ {1, 2, 3, 4}. Tada
y ∈ dom
(
T [∗](T [∗]T − TT [∗])T
)








1 T1 − T1T
[∗]
1 )(T1y1 + T2y2) = y2y2 ≥ 0.
Prema tome, T je H-kvazihiponormalna matrica.
S druge strane, vektor y = (y1, y2)
T = (1, 3, 0, 0, y2)
T ∈ dom
(
T [∗]T − TT [∗]
)
, jer je
T ∗2H1y1 = 0. Med̄utim, za takvo y1 biće
y∗1H1(T
[∗]
1 T1 − T1T
[∗]
1 )y1 = −5 < 0
odakle sledi da T nije H-hiponormalna matrica.
Sledeća posledica pokazuje da klasa matrica iz Teoreme 2.9 zaista ima zahtevanu
osobinu, tj. H-kvazihiponormalnost matrice T implicira H-hiponormalnost matrice na
nekom potprostoru slike matrice T .
Posledica 2.1 Neka su T,H ∈ Cn×n. Ako je T H-kvazihiponormalna matrica tada je
T H-hiponormalna matrica na R(T ) ∩ dom (T [∗])2T .
Dokaz. Pretpostavimo da je T ∈ Cn×n H-kvazihiponormalna matrica. Tada važi da
je T ∗2H1T2 = 0, T
∗




1 T1 − T1T
[∗]
1 )(T1y1 + T2y2) ≥ 0




1 T1(T1y1 + T2y2) = 0.





∈ R(T ) ∩ dom (T [∗])2T ako i
samo ako je T ∗2H1T
[∗]
1 T1z1 = 0, pri čemu je z1 = T1y1 + T2y2. Odavde sledi
T ∗2H1z1 = T
∗
2H1(T1y1 + T2y2) = 0.
Za takav vektor z važi:
z∗1H1(T
[∗]
1 T1 − T1T
[∗]
1 )z1 = (T1y1 + T2y2)
∗H1(T
[∗]
1 T1 − T1T
[∗]
1 )(T1y1 + T2y2) ≥ 0.
Prema tome, T je H-hiponormalna matrica na R(T ) ∩ dom(T [∗])2T .

Klasa H-kvazihiponormalnih matrica uopštava klase H-normalnih, Mur-Penrouz
H-normalnih i H-hiponormalnih matrica. U radu [44] pokazano je da su u slučaju
negativno semidefinitne matrice H, klase H-hiponormalnih i H-normalnih matrica ek-
vivalentne.
Posledica 2.2 ([44]) Neka je H ∈ Cn×n negativno semidefinitna matrica i neka je




Uslov da je matrica H-negativno semidefinitna ne obezbed̄uje ekvivalenciju klasa
H-normanih iH-kvazihiponormalnih matrica. To se može prikazati sledećim primerom.







 −2 10 0 00
0 0 0




 −1 00 −1 00
0 0 0
 .
Očigledno je T2 = 0 pa je T
∗




1 T1(T1y1 + T2y2) = 0 za sve vektore y1












≥ 0, pa je T H-kvazihiponormalna
matrica.
S druge strane, T1
[∗]T1 6= T1T1[∗] pa matrica T nije H-normalna. Treba napomenuti, a
lako se i pokazuje, da matrica T nije ni H-hiponormalna.
2.3 Jako H-kvazihiponormalne matrice
U Sekciji 2.1 rečeno je da je za H-normalnu matricu T jezgro od H T -invarijantan
potprostor. Mur-Penrouz H-normalne matrice nemaju ovu osobinu, što je ilustrovano
Primerom 2.1. Med̄utim, za njih važi da je jezgro matrice H uvek sadržano u nekom
invarijantnom H-neutralnom potprostoru. Ovu značajnu osobinu koristili su autori u
radu [68], dokazujući egzistenciju maksimalnog invarijantnog H-nenegativnog potpros-
tora za Mur-Penrouz H-normalne matrice.
Teorema 2.11 ([68], Teorema 6.6) Neka je T ∈ Cn×n Mur-Penrouz H-normalna ma-
trica. Tada postoji H-nenegativan invarijantan potprostor M takav da je dim M =
i+(H) + i0(H).
H-hiponormalne matrice definisane u degenerativnim prostorima nemaju ovu os-
obinu, što otežava dolazak do sličnih rezultata. Uzrok leži u tome što je klasa H-
hiponormalnih matrica suvǐse široka. Zato je u radu [44] definisana nova klasa matrica
koja će biti njihova prava potklasa, dovoljno velika da sadrži i H-normalne i Mur-
Penrouz H-normalne matrice, ali istovremeno i dovoljno mala da zadrži željenu osobinu
da je N(H) sadržano u nekom invarijantnom H-neutralnom potprostoru. Definisane
su tzv. jako H-hiponormalne matrice. Definicija je opštija i odnosi se i na linearne
relacije.




(1) T je jako H-hiponormalna linearna relacija stepena k ∈ N ako je T H-hiponormalna
i ako (T [∗])iT i ima potpun domen za svako i = 1, 2, . . . k.
(2) T je jako H-hiponormalna linearna relacija ako je T jako H-hiponormalna ste-
pena k za svako k ∈ N .
Sada predstavljamo originalni rezultat kojim smo pokazali da postoji i šira klasa od
jako H-hiponormalnih matrica koja će imati ovu osobinu. Takve matrice ćemo nazivati
jako H-kvazihiponormalnim matricama.
Kao što smo pokazali u prethodnoj sekciji, klasa H-kvazihiponormalnih matrica je
šira od klase H-hiponormalnih matrica, pa očigledno da i za njih u opštem slučaju
jezgro matrice H nije sadržano u invarijantnom H-neutralnom potprostoru. Na sličan
način, sužavanjem domena H-kvazihiponormalnih matrica (linearnih relacija), dolaz-
imo do definicije jako H-kvazihiponormalnih matrica (linearnih relacija).
Definicija 2.7 Neka je T linearna relacija na Cn.
(1) T je jako H-kvazihiponormalna linearna relacija stepena k ∈ N ako je T H-
kvazihiponormalna i ako (T [∗])iT i ima potpun domen za svako i = 1, 2, . . . k.
(2) T je jako H-kvazihiponormalna linearna relacija ako je T jako H-kvazihiponor-
malna stepena k za svako k ∈ N .
Kao i kod jako H-hiponormalnih, i kod jako H-kvazihiponormalnih matrica nije
neophodno pokazati da (T [∗])T k ima potpun domen za svako k ∈ N , već je dovoljno
to učiniti za k ≤ r(H). Sledeće tvrd̄enje je direktna posledica odgovarajućeg tvrd̄enja
iz rada [44], pa je i dokaz analogan. U njemu će biti iskorǐsćen rezultat da su sledeća
tvrd̄enja ekvivalentna:









i−1T i−11 T2 = 0 za 1 ≤ i ≤ k
(2.5)
Teorema 2.12 Neka je T ∈ Cn×n kompleksna matrica. Ako je T jako H-kvazihiponor-
malna matrica stepena k = r(H), tada je T jako H-kvazihiponormalna matrica.
Dokaz. Treba dokazati da (T [∗])kT k ima potpun domen za svako k ∈ N . Dokaz
izvodimo svod̄enjem na kontradikciju.
Pretpostavimo da matrica T nije jako H-kvazihiponormalna. Tada postoji prirodan
broj k ≥ r(H) takav da je matrica T jako H-kvazihiponormalna stepena k, ali ne i
stepena k + 1. Bez gubljenja opštosti možemo pretpostaviti i da su matrice T i H u
















Cilj je da dokažemo da (T [∗])k+1T k+1 ima potpun domen, čime dolazimo do kontradik-










kT k1 T2 = 0. (2.6)
Očigledno je T1 podmatrica dimenzije m × m, gde je m = r(H). Prema Teoremi

































































što je kontradikcija sa pretpostavkom. Stoga je T jako H-kvazihiponormalna matrica.

Sledećom teoremom dajemo karakterizaciju jako H-kvazihiponormlalnih matrica.




[∗]T1 − T1T1[∗])T1y1 ≥ 0












za svako 1 ≤ i ≤ k, gde je k = r(H).
Dokaz. Dokaz sledi iz Teoreme 2.9 o karakterizaciji H-kvazihiponormalnih matrica,





Klasa jako H-hiponormalnih matrica je potklasa jako H-kvazihiponormalnih ma-
trica. Ove dve klase se ne poklapaju, što se može pokazati sledećim primerom.







 −2 10 0 00
0 0 0




 1 00 −1 00
0 0 0
 .











i−1T2 = 0 za sve i = 1, 2,
tako da (T [∗])2T 2 ima potpun domen.
Takod̄e, T ∗2H1T
[∗]























1 T1 − T1T
[∗]































= (2y11 − y12)∗(2y11 − y12) ≥ 0,
čime se pokazuje da je T jako H-kvazihiponormalna matrica.
S druge strane, T ∗2H1y1 = 0 za sve y1, ali H1(T
[∗]








nije nenegativno, tj. T nije jako H-hiponormalna matrica.
Takod̄e, klasa jako H-kvazihiponormalnih matrica ne poklapa se sa klasom H-
kvazihiponormalnih matrica. Kao ilustraciju ove činjenice možemo uzeti Primer 2.3.
U ovom primeru pokazano je da je data matrica T H-kvazihiponormalna. Ova matrica
nije i jako H-kvazihiponormalna što sledi iz T ∗2H1T
[∗]
1 T1T1 6= 0.
Sledećom teoremom dajemo vezu izmed̄u Mur-Penrouz H-normalnih matrica, H-
kvazihiponormalnih i jako H-kvazihiponormalnih matrica. Sličan rezultat za Mur-




Teorema 2.14 Neka su T,H ∈ Cn×n date u formi (1.18). Sledeća tvrd̄enja su ekviva-
lentna:
(i) T je Mur-Penrouz H-normalna matrica;
(ii) T je jako H-kvazihiponormalna matrica i T1 je H1-normalna;
(iii) T je H-kvazihiponormalna matrica i T1 je H1-normalna.
Dokaz. (i) ⇒ (ii) Pokazano je da ako je T Mur-Penrouz H-normalna matrica tada
je T1 H1-normalna matrica i T je jako H-hiponormalna, pa samim tim i jako H-
kvazihiponormalna matrica.
(ii)⇒ (iii) Implikacija sledi iz definicije jako H-kvazihiponormalnih matrica.
(iii)⇒ (i) Neka je T H-kvazihiponormalna matrica. Tada je T2∗H1T2 = 0 i T ∗2H1T1 =
0. Uz uslov da je T1 H1-normalna matrica i Leme 5.1. u [44], sledi (i).

Iz Teoreme 2.14 i prethodnog razmatranja sledi da u specijalnom slučaju kada je
T1 H1-normalna matrica, važi sledeća posledica.
Posledica 2.3 Neka su T,H ∈ Cn×n date u formi (1.18), pri čemu je T1 H1-normalna
matrica. Tada su sledeća tvrd̄enja ekvivalentna:
(1) T je Mur-Penrouz H-normalna matrica;
(2) T je H-hiponormalna matrica;
(3) T je jako H-hiponormalna matrica;
(4) T je H-kvazihiponormalna matrica;
(5) T je jako H-kvazihiponormalna matrica.
2.4 Invarijantni semidefinitni potprostori za
H-kvazihiponormalne matrice
Poznata je teorema koji daje uslove kada se za neku H-normalnu matricu H-
nenegativan invarijantan potprostor može proširiti do maksimalnog. Ovaj rezultat
se može naći u radu [3].
Teorema 2.15 ([3])Neka je T ∈ Cn×n H-normalna matrica i M0 ⊆ Cn T -invarijantan
H-nenegativan potprostor koji je invarijantan i za T [∗]. Tada postoji T -invarijantan




U opštem slučaju za neku H-normalnu matricu T , T -invarijantan potprostor ne
mora biti invarijantan i za T [∗]. Kao što je pokazano sledećom teoremom preuzetom
iz rada [67], ovo jeste slučaj ukoliko je H-nenegativan potprostor koji se posmatra i
maksimalan.
Teorema 2.16 ([67]) Neka je H ∈ Cn×n ermitska invertibilna i T ∈ Cn×n H-normalna
matrica. Ako je M ⊆ Cn T -invarijantan maksimalan H-nenegativan potprostor, tada
je M T [∗]-invarijantan potprostor.
Dokaz. Korǐsćenjem transformacija T −→ P−1TP , H −→ P ∗HP , bez gubljenja
opštosti, možemo pretpostaviti da prvih m vektora razapinje potprostor M , kao i da
su matrice T i H date u obliku:
T =

T11 T12 T13 T14
T21 T22 T23 T24
0 0 T33 T34
0 0 T43 T44
 i H =

I 0 0 0
0 0 I 0
0 I 0 0
0 0 0 −I
 . (2.7)
Zaista, ovaj oblik sledi iz dekompozicije potprostora M = Mp⊕M0, na H-neutralan
potprostor M0 i njegov ortogonalni komplement Mp u M , kao i odabirom nekog H-
neutralnog potprostora Msl koji je koso povezan za M0. Tada je H-ortogonalan kom-
plement od M+̇Msl obavezno i H-negativan potprostor, s obzirom na maksimalnost
potprostora M . Birajući pogodnu bazu ovih potprostora, dolazimo do odgovarajuće













−T14∗ −T34∗ −T24∗ T44∗
 . (2.8)
Stoga je
T [∗]T − TT [∗] =
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ T12∗T12 + T34T34∗ ∗ ∗
∗ ∗ ∗ T44∗T44 − T14∗T14 − T24∗T34 − T ∗34T24 − T44T44∗
 . (2.9)
Pošto je T H-normalna matrica, tj. važi da je T [∗]T − TT [∗] = 0, iz bloka na mestu
3.2 u matrici (2.9) lako se dobija da je T12 = 0, kao i da je T34 = 0. Sada će blok 4.4
izgledati na sledeći način:
T44




Na osnovu tragova matrica sa obe strane jednakosti (2.10), važi T14 = 0, čime se
konačno iz (2.8) dobija da je M invarijantan potprostor i za T [∗].

Na sličan način može se pokazati da Teorema 2.16 važi ako umesto maksimalnog
H-nenegativnog posmatramo maksimalan H-nepozitivan potprostor. U tom slučaju
ovaj rezultat važiće i za širu klasu matrica - za H-hiponormalne matrice. Preciznije, u
radu [66] data je teorema koju navodimo u nastavku.
Teorema 2.17 ([66]) Neka je H ∈ Cn×n ermitska invertibilna i T ∈ Cn×n H-hipo-
normalna matrica. Ako je M ⊆ Cn T -invarijantan maksimalan H-nepozitivan pot-
prostor, tada je M T [∗]-invarijantan potprostor.
Dokaz. Dokaz se izvodi slično dokazu prethodne teoreme, s tim što se pri transforma-
ciji matrica T i H i dekompoziciji potprostora M dobija
T =

T11 T12 T13 T14
T21 T22 T23 T24
0 0 T33 T34
0 0 T43 T44
 i H =

−I 0 0 0
0 0 I 0
0 I 0 0















−T14∗ −T34∗ −T24∗ T44∗
 .
Imajući u vidu da je T H-hiponormalna matrica, iz uslova H(T [∗]T − TT [∗]) ≥ 0
sledi da je T12 = 0, T14 = 0 i T34 = 0, čime je tvrd̄enje dokazano.

U nastavku pokazujemo da ovaj rezultat ne važi za H-kvazihiponormalne ma-
trice. To ilustrujemo originalnim rezultatom iz neobjavljenog rada [92], u vidu sledećeg
primera.
Primer 2.6 Neka su date matrice H =

−1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 i T =

1 0 0 0
0 0 0 0
0 0 −1 1
0 0 1 0
 i


















se izračunava da je T [∗] =

1 0 0 0
0 −1 0 1
0 0 −1 1
0 1 0 0
. Sada je
HT [∗](T [∗]T − TT [∗])T =

0 0 0 0
0 0 0 0
0 0 1 −1
0 0 −1 1
 ≥ 0,
čime se pokazuje da je T H-kvazihiponormalna matrica.
Napomenućemo još i da T nije H-hiponormalna matrica, što se jednostavno dobija iz
H(T [∗]T − TT [∗]) =

0 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 0
 6≥ 0
Potprostor M je T -invarijantan. Zaista, iz x ∈ M sledi x =
(
a+ b b 0 0
)T
,
za proizvoljne a, b ∈ C, dok je Tx =
(
a+ b 0 0 0
)T ∈M , pa je TM ⊆M .
Potprostor M je i H-nepozitivan (preciznije, u ovom slučaju on je H-negativan).
Lako je proveriti da za x =
(
a+ b b 0 0
)T ∈M važi [x, x] = x∗Hx = −|a+ b|2.
Sopstvene vrednosti matrice H su λ1 = 1 (sa vǐsestrukošću 2) i λ2 = −1 (takod̄e sa
vǐsestrukošću 2), pa je prema Teoremi 1.10 (1), potprostor M maksimalan.
Kako je T [∗]
(




1 −1 0 1
)T
/∈ M , sledi da potprostor M nije
invarijantan za T [∗].
Pod kojim uslovima se za H-hiponormalne matrice (gde je H-invertibilna matrica)
H-nepozitivan invarijantan potprostor može proširiti do maksimalnog, odgovoreno je
u radu [66].
Teorema 2.18 ([66]) Neka je T H-hiponormalna matrica i M H-nepozitivan pot-
prostor koji je invarijantan za T . Označimo sa M0 izotropni deo od M i izvršimo
dekompoziciju M [⊥] na sledeći način:
M [⊥] = M+̇Mnd, (2.12)
za neki nedegenerativan potprostor Mnd. Označimo sa T44 i H4 restrikciju od T i H na
Mnd, respektivno. Pretpostavimo da je M0 T
[∗]-invarijantno i da važi neki od sledećih
uslova:





(ii) σ (T44 − T44[∗]) ⊂ iR;
(iii) T44 je H4-normalna matrica.
Tada se M može proširiti do maksimalnog H-nepozitivnog potprostora M− koji je in-
varijantan i za T i za T [∗]. Uslovi (i) – (iii) ne zavise od izbora nedegenerativnog
potprostora Mnd u (2.12).
U radu [44] autori su dali dovoljne uslove pod kojima se za jako H-hiponormalnu
matricu T može naći T -invarijantan potprostor koji će sadržati jezgro matrice H, a
zatim i kako se takav potprostor može proširiti do maksimalnog H-nepozitivnog pot-
prostora. Sledećom teoremom pokazuje se da je za jako H-hiponormalnu matricu T ,
jezgro od H uvek sadržano u T -invarijantnom H-neutralnom potprostoru.
Teorema 2.19 ([44]) Neka je T ∈ Cn×n jako H-hiponormalna matrica. Neka je M
najmanji T -invarijantan potprostor koji sadrži jezgro matrice H. Tada je potprostor
M H-neutralan. Specijalno, ako su T i H date u formi 1.18, tada važi dekompozicja
M = M0[+̇]N(H)
gde je M0 (kanonički identifikovan sa potprostorom od Cm) H1-neutralan i najmanji
T1-invarijantan potprostor koji sarži sliku od T2.
Dokaz. Bez gubljenja opštosti možemo pretpostaviti da su matrice T i H date u formi
(1.18), gde su T1 ∈ Cm×m i T2 ∈ Cm×(n−m). Neka je
X = [ T2 T1T2 . . . T1
m−1T2 ] i M0 = ImX,
tj. M0 je kontrolisani potprostor za par (T1, T2). M0 dobijen na taj nav cin predstavlja
najmanji T1-invarijantni potprostor koji sadrži sliku od T2. Odatle sledi da postoje
matrice B i C odgovarajućih dimenzija takve da važi:
T1X = XB i T2 = XC.
Sada identifikujemo M0 sa potprostorom od Cn i definǐsemo

























sledi da je M̃ T -invarijantan potprostor. Štavǐse, kako je








M̃ je najmanji T -invarijantan potprostor koji sadrži N(H). Prema tome, svaki T -
invarijantan potprostor koji sadrži N(H) mora da sadrži i M0. Ostaje da se pokaže
da je M̃ = M H-neutralan potprostor, ili (što je ekvivalentno) da je M0 H1-neutralan






Koristeći činjenicu da (T1
[∗])iT1




i−1T1 = 0 i T2
∗H1(T1
[∗])i−1T1


















odakle sledi da je M0 H1-neutralan potprostor.

Teorema 2.20 ([44]) Neka je T jako H-hiponormalna matrica i neka je M najmanji
T -invarijsntan potprostor koji sadrži N(H) (koji je H-neutralan prema Teoremi 2.19).
Neka je data dekompozicija potprostora M [⊥] na sledeći način:
M [⊥] = M+̇Mnd, (2.13)
za neki nedegenerativan potprostor Mnd. Označimo sa T̃33 i H̃3 restrikciju T i H na
Mnd, respektivno. Tada je H̃3 invertibilna matrica. Pretpostavimo da je M invarijantan
potprostor za T [∗] i da važi neki od sledećih uslova:
(i) σ (T̃33 + T̃
[∗]
33 ) ⊂ R;
(ii) σ (T̃33 − T̃ [∗]33 ) ⊂ iR;
(iii) T̃33 je H3-normalna matrica.
Tada se M može proširiti do maksimalnog H-nepozitivnog potprostora M−, koji je
invarijantan za T . Uslovi (i) – (iii) ne zavise od izbora nedegenerativnog potprostora
Mnd u (2.13).
Da bismo izvršili slična uopštenja i za jako H-kvazihiponormalne matrice, trebalo
bi dati odgovarajuće rezultate za H-kvazihiponormalne matrice u nedegenerativnom
slučaju. Neke od teorema koje su važne za dokazivanje ovakvih rezultata zahtevaju
dodatne uslove kada su u pitanju H-kvazihiponormalne matrice. Jedna od takvih je i
sledeća teorema (preuzeta iz [67]), za koju Primerom 2.7 pokazujemo da ne važi ako




Teorema 2.21 ([67]) Neka je T H-hiponormalna matrica pri čemu je sa A = 1
2
(T +
T [∗]) i S = 1
2
(T − T [∗]) označen njen H-samoadjungovan i H-kosoadjungovan deo,
respektivno.
1. Ako spektralni potprostor od A, pridružen realnom delu spektra od A nije H-
negativan (nije H-pozitivan, respektivno), tada postoji zajednički sopstveni vektor
za A i S koji odgovara realnoj sopstvenoj vrednosti od A koji je H-nenegativan
(H-nepozitivan, respektivno).
2. Ako spektralni potprostor od S, pridružen imaginarnom delu spektra (koji poten-
cijalno uključuje i nulu) od S nije H-negativan (nije H-pozitivan, respektivno),
tada postoji zajednički sopstveni vektor za A i S koji odgovara imaginarnoj sop-
stvenoj vrednosti od S i koji je H-nenegativan (H-nepozitivan, respektivno).
Primer 2.7 Neka je T =
 0 1− ib 0−ib 0 1− ib
0 −ib 0
, gde je b proizvoljni realan broj i
neka je H =








HT [∗](T [∗]T − TT [∗])T =
 0 0 00 4b2 0
0 0 0
 ≥ 0,
pa je T H-kvazihiponormalna matrica. Njen H-samoadjungovani i H-kosoadjungovani
deo respektivno biće
A =
 0 1 00 0 1
0 0 0
 i S =
 0 −ib 0−ib 0 −ib
0 −ib 0
 .
Spektralni potprostor od A koji odgovara realnom spektru je U = Span{e1} i on nije
H-negativan. Jedini sovstveni vektor od A je e1, koji je istovremeno i sopstveni vektor
od S samo u slučaju kada je b = 0.
Dakle, za b 6= 0, A i S nemaju zajednički sopstveni vektor.





Možemo generalizovati rezultat dat Teoremom 2.19 i na jako H-kvazihiponormalne
matrice. Tehnika i uslovi koji su bili zadati za jako H-hiponormane matrice mogu se
i ovde primeniti. Bitan uslov pri dokazivanju ove teoreme jeste potpunost domena za
(T1
[∗])iT1
i, za svako i ∈ N . Jasno, kako je ovaj uslov isti i za jako H-hiponormalne
matrice i za jako H-kvazihiponormalne matrice, dokaz bi bio potpuno isti kao i dokaz
Teoreme 2.19, pa ga zato izostavljamo.
Teorema 2.22 Neka je T ∈ Cn×n jako H-kvazihiponormalna matrica. Neka je M
najmanji T -invarijantan potprostor koji sadrži jezgro matrice H. Tada je potprostor
M H-neutralan. Specijalno, ako su T i H date u formi (1.18), tada važi dekompozicja
M = M0[+̇]N(H),
gde je M0 (kanonički identifikovan sa potprostorom od Cm) H1-neutralan i najmanji




Matrica A ∈ Cn×n je regularna ako je r(A) = n. Tada za nju postoji jedinstveno
odred̄ena matrica B ∈ Cn×n takva da je AB = BA = In. U tom slučaju matricu B
nazivamo inverzom matrice A i označavamo je sa A−1.
Osobine inverzne matrice dobro su poznate i date su u sledećoj teoremi.
Teorema 3.1 Neka su A,B ∈ Cn×n regularne matrice. Tada važi:
(i) (A−1)−1 = A;
(ii) AT je regularna i važi (AT )−1 = (A−1)T ;
(iii) A∗ je regularna i važi (A∗)−1 = (A−1)∗;
(iv) AB i BA su regularne i važi (AB)−1 = B−1A−1.
Kod mnogih matematičkih problema od interesa nam je da posmatramo samo neke
(a ne sve) osobine inverzne matrice. Tako možemo doći do neke vrste inverza za ma-
trice koje nisu kvadratne, a samim tim ni invertibilne.
Uopšteni (generalisani) inverz ili pseudoinverz neke matrice predstavlja matricu
koja zadovoljava neke bitne osobine, kao npr.
(1) postoji za klasu matrica koja je šira od klase invertibilnih matrica,
(2) poseduje neka svojstva običnog inverza,
(3) ako je matrica invertibilna, poklapa se sa običnim inverzom.
Uopšteni inverzi su nastali iz potrebe da se reše praktični problemi vezani za inte-
gralne i diferencijalne jednačine. Pojam ”pseudoinverz” prvo se javio u teoriji opera-
tora, a tek kasnije je počeo da se izučava kod matrica, što je u matematici vrlo redak
slučaj. Prvi put se pominju početkom, dok ozbiljna teorija uopštenih inverza počinje
ubrzano da se razvija od sredine dvadesetog veka. Švedski matematičar E. I. Fredholm
1903. godine u radu [31] uveo je pojam ”pseudoinverz” za integralne operatore. Godinu
dana kasnije, nemački matematičar D. Hilbert pominje generalisani inverz diferencijal-
nih operatora [45]. U narednim godinama uopšteni inverzi bili su predmet proučavanja
manjeg broja matematičara, od kojih je značajniji doprinos u ovoj oblasti dao Hurvic
(Hurwitz, 1912).
Američki matematičar E. H. Mur (E. H. Moore, 1862–1932) intenzivno je izučavao
uopštene inverze na matricama u drugoj deceniji dvadesetog veka. Godine 1920. na
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skupu Američkog matematičkog društva, Mur predstavlja rezultate vezane za ovaj in-
verz, koji je on nazvao ”general reciprocal ”. U radovima [75, 76] pokazao je egzistenciju
i jedinstvenost, kao i osobine takvog inverza za singularne kvadratne matrice. Takod̄e,
ukazao je i na mogućnost primene istih kod rešavanja linearnih jednačina. Ipak, njegov
rad dugo je ostao nezapažen. Smatra se da je uzrok tome vrlo komplikovana notacija
koju je pritom koristio. Vezom izmed̄u Murovog inerza i rešenja linearnih jednačina
uspešno se bavio A. Bjerhamar (A. Bjerhammar) u radovima [9, 10] iz 1951, kao i [11]
iz 1958. godine.
Konačno je 1955. godine R. Penrouz (R. Penrose), engleski matematičar i fizičar, u
[81] nezavisno od Mura, dao novu definiciju i potpuno algebarsku karakterizaciju ovog
inverza. U modernoj teoriji uopštenih inverza ovaj inverz se naziva Mur-Penrouzov
inverz.
Mur-Penrouzov inverz kompleksne matrice dimenzije m × n uvodi se na sledeći
način:
Definicija 3.1 Neka je A ∈ Cm×n. Matrica X ∈ Cn×m koja zadovoljava jednakosti
AXA = A, (1)
XAX = X, (2)
(AX)∗ = AX, (3)
(XA)∗ = XA, (4)
naziva se Mur-Penrouzov inverz matrice A i označava sa X = A†.
Jednačine (1)–(4) iz Definicije 3.1 nazivamo Penrouzovim jednačinama. Poznato je
da za svaku matricu A ∈ Cm×n postoji jedinstvena matrica X ∈ Cn×m koja zadovoljava
ove četiri jednačine, tj. za svaku matricu postoji jedinstveni Mur-Penrouzov inverz, što
je pokazao Penrouz u radu [81]. Jasno je da ukoliko je matrica A ∈ Cn×n invertibilna,
tada važi da je A† = A−1.
Teorema 3.2 ([81]) Za proizvoljnu matricu A ∈ Cm×n Penrouzove jednačine (1)−(4)
imaju jedinstveno zajedničko rešenje.
Osobine Mur-Penrouzovog inverza se mogu naći u literaturi. Sledećom teoremom
navedene su neke od njih.
Teorema 3.3 ([8]) Za proizvoljnu matricu A ∈ Cm×n i λ ∈ C važe sledeće osobine:
(i) (A†)† = A;
(ii) (A†)∗ = (A∗)†;
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(iii) (λA)† = λ†A†, gde je λ† =
{
λ−1, λ 6= 0,
0, λ = 0;
(iv) A∗ = A∗AA† i A∗ = A†AA∗;
(v) (A∗A)† = A†(A†)∗ i (AA∗)† = (A∗)†A†;
(vi) A† = (A∗A)†A∗ = A∗(AA∗)†;
(vii) A = AA∗(A∗)† i A = (A∗)†A∗A;
(viii) (UAV )† = V ∗A†U∗ ako i samo ako su U i V unitarne matrice.
Ako matricu A ∈ Cm×n posmatramo kao liearan operator iz Cn u Cm, na kojima
su definisani težinski skalarni proizvodi sa:
〈x, y〉 = y∗Nx, x, y ∈ Cn, 〈x, y〉M = y∗Mx, x, y ∈ Cm, (3.1)
pri čemu su matrice N ∈ Cn×n i M ∈ Cm×m pozitivno definitne, kao prirodno uopštenje
dobija se težinski Mur-Penrouzov inverz.
Definicija 3.2 ([8]) Neka je A ∈ Cm×n i neka su M i N pozitivno definitne ma-
trice reda m i n, respektivno. Težinski Mur-Penrouzov inverz matrice A je jedinstvena
matrica X = A†M,N ∈ Cn×m takva da je
(1) AXA = A;
(2) XAX = X;
(3M) (MAX)∗ = MAX;
(4N) (NXA)∗ = NXA.




Za matricu A ∈ Cm×n sa A{i, j, . . . , k} označavamo skup svih matrica X ∈ Cn×m
koje zadovoljavaju Penrouzove jednačine (i), (j), . . . , (k). Matrica X ∈ A{i, j, . . . , k} se
naziva {i, j, . . . , k}-inverz od A i često se označava sa A(i,j,...,k). Pored Mur-Penrouzovog
inverza matrice A ∈ Cm×n koji zadovoljava sve četiri jednačine, bitno je pomenuti i
sledeće inverze. Matrica X ∈ Cn×m je
• unutrašnji inverz (g-inverz) matrice A, ako X ∈ A{1},
• spoljašni inverz matrice A, ako X ∈ A{2},
• refleksivni inverz matrice A, ako X ∈ A{1, 2}.
Za matricu A ∈ Cm×n unutrašnji inverz se označava sa A(1). Ovaj inverz postoji za




Teorema 3.4 ([8]) Neka je A ∈ Cm×n i λ ∈ C. Tada važi:
(1) (A(1))∗ ∈ A∗{1};
(2) Ako je A regularna matrica, tada je A(1) = A−1;
(3) λ†A(1) ∈ (λA){1}, gde je λ† =
{
λ−1, λ 6= 0,
0, λ = 0;
;
(4) r((A)(1)) ≥ r(A),
(5) Ako su S i T regularne matrice, tada je T−1A(1)S−1 ∈ SAT{1};
(6) AA(1) i A(1)A su idempotentne matrice koji imaju isti rang kao i matrica A. Važi
još i R(AA(1)) = R(A) i N(A(1)A) = N(A(1)).
Egzistencija unutrašnjeg inverza povlači egzistenciju i refleksivnog ({1, 2})-inverza.
Ako su Y, Z dva unutrašnja inverza, tada je X = Y AZ refleksivan inverz.




Posledica 3.1 Za proizvoljnu matricu A(1,2) ∈ A{1, 2} važi:
(1) matrica AA(1,2) je projektor na R(A), paralelno sa N(A(1,2));
(2) matrica A(1,2)A je projektor na R(A(1,2)), paralelno sa N(A);
Dakle, za proizvoljnu matricu A ∈ Cm×n važi
R(A)⊕N(A(1,2)) = Cm i R(A(1,2))⊕N(A) = Cn. (3.2)
To znači da su slika proizvoljne matrice A ∈ Cm×n i jezgro nekog {1, 2}-inverza te
matrice komplementarni potprostori. To takod̄e važi za jezgro matrice A i sliku nekog
{1, 2}-inverza. Sledeća teorema pokazuje da važi i obrnuto, tj. ako je S potprostor koji
je direktni komplement od R(A) u Cm, a T direktni komplement od N(A) u Cn, tada
postoji {1, 2}-inverz X matrice A takav da je R(X) = T i N(X) = S. Takav inverz je
jedinstven.
Teorema 3.6 ([8]) Neka je A ∈ Cm×n i neka za potprostore S ⊆ Cm i T ⊆ Cn važi
R(A)⊕S = Cm i N(A)⊕ T = Cn. Tada postoji jedinstveni {1, 2}-inverz X matrice A
takav da je R(X) = T i N(X) = S.
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Konkretno, za T = R(A∗) = N(A)⊥ i S = N(A∗) = R(A)⊥, dobijamo Mur-
Penrouzov inverz matrice A. To znači da je Mur-Penrouzov inverz neke matrice {1, 2}-




Teorema 3.7 Za matricu A ∈ Cm×n važi AA† je ortogonalni projektor na R(A) i A†A
je ortogonalni projektor na R(A∗). Pored toga, ako je X neki {1, 2}-inverz matrice A,
tada je X = A† ako i samo ako je R(X) = R(A∗) i N(X) = N(A∗).
Pored Penrouzovih jednačina, bitne osobine koje generalisani (uopšteni) inverzi
mogu imati su:
Ak+1X = Ak, (1k)
AX = XA, (5)
Definicija 3.3 Grupni inverz kvadratne matrice A ∈ Cn×n je matrica X ∈ Cn×n koja
zadovoljava:
(1) AXA = A;
(2) XAX = X;
(5) AX = XA.
Grupni inverz se obeležava sa A#.
Teorema 3.8 ([8]) Za matricu A ∈ Cn×n postoji grupni inverz ako i samo ako je
ind(A) = 1, tj. ako i samo ako važi
r(A) = r(A2).
Ako grupni inverz postoji, onda je on jedinstven.
Očigledno je da za grupni inverz X matrice A važi:




Neke od osobina grupnog inverza, pod uslovom da on postoji, date su sedećom
teoremom.
Teorema 3.9 Ako postoji grupni inverz A# matrice A ∈ Cn×n tada važi:
(i) Ako je matrica A regularna, tada je A# = A−1;
(ii) A## = A;
(iii) A∗# = A#∗;
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(iv) AT# = A#T ;
(v) (Al)# = (A#)l, za svaki pozitivan celi broj l.
Definicija 3.4 Neka je A ∈ Cn×n i ind(A) = k. Ako matrica X ∈ Cn×n zadovoljava
jednakosti
(1k) AkXA = A;
(2) XAX = X;
(5) AX = XA,
tada se X naziva Drazinov inverz matrice A i označava sa X = Ad.
Kada je ind(A) = 1 tada se Drazinov i grupni inverz poklapaju.
Neka svojstva Drazinovog inverza data su u sledećim teoremama.
Teorema 3.10 Neka je A ∈ Cn×n i ind(A) = k. Tada važi:
(i) R(Ad) = R(Al), l ≥ k;
(ii) N(Ad) = N(Al), l ≥ k;
(iii) AAd = AdA = PR(Ad),N(Ad);
(iv) Aπ = I − AAd = I − AdA = PN(Ad),R(Ad).
Teorema 3.11 Neka su A,B ∈ Cn×n. Tada važi:
(i) Ako su l,m ∈ N takvi da je l > m > 0, tada je Am(Ad)l = (Ad)l−m;
(ii) Ako su l,m ∈ N takvi da je m > 0 i l −m > ind(A), tada je Al(Ad)m = Al−m,
(iii) (Ad)l = (Al)d;
(iv) (Ad)∗ = (A∗)d;
(v) (Ad)T = (AT )d;
(vi) ((Ad)d)d = Ad;
(vii) Ako je P regularna matrica, tada je A = PBP−1 =⇒ Ad = PBdP−1;
(viii) AB = BA =⇒ AdB = BAd, ABd = BdA;
(ix) AB = BA =⇒ (AB)d = BdAd = AdBd;
(x) (AB)d = A((BA)d)2B = A((BA)2)dB;
(xi) Ako je A idempotentna matrica, tada je Ad = A;
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(xii) Ako je A nilpotentna matrica, tada je Ad = O;
(xiii) (Ad)d = A2Ad;
(xiv) Ad = (A2Ad)d.
Drazinov inverz se naziva još i spektralni inverz jer ima neke spektralne osobine
običnog inverza. Ovde se nećemo detaljnije baviti grupnim i Drazinovim inverzom pa
navodimo reference u kojima se ispituju ovi inverzi: [8, 18, 38, 39], itd.
Važnu klasu matrica čine one kod kojih su Mur-Penrouzov inverz i grupni inverz







pa je A† = A# ako i samo ako je R(A∗) = R(A) i N(A∗) = N(A).
Definicija 3.5 Matrica A ∈ Cn×n je ermitrkog ranga ako je R(A∗) = R(A), ili ekvi-
valentno N(A∗) = N(A).
Matrice ermitskog ranga nazivaju se i EP matrice (equal projections).
Teorema 3.12 Matrica A ∈ Cn×n je EP ako i samo ako je AA† = A†A.
3.2 Mur-Penrouzov inverz u prostorima sa nede-
generativnim nedefinitnim skalarnim proizvodom
Mur-Penrouzov inverz matriceA ∈ Cm×n u prostorima sa nedegenerativnim nedefinit-
nim skalarnim proizvodom uveli su Kamaraj i Sivakumar u radu [54]. Veliki broj rezul-
tata naveden je u ovom delu. Ovo uopštenje bilo je i motivacija da se slično uradi i u
degenerativnom slučaju, što će biti izloženo u sledećoj sekciji. Mur-Penrouzov inverz
definǐse se analogno ovom inverzu u Euklidskom prostoru.
Definicija 3.6 ([54]) Neka je A ∈ Cm×n. Matrica X ∈ Cn×m koja zadovoljava
jednačine
AXA = A, (1’)
XAX = X, (2’)
(AX)[∗] = AX, (3’)
(XA)[∗] = XA, (4’)
naziva se Mur-Penrouzov inverz matrice A i označava sa X = A[†].
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Za razliku od Mur-Penrouzovog inverza u Euklidskim prostorima, u ovom slučaju
on ne mora da postoji. Ako ovaj inverz postoji, jedinstven je.











ne postoji matrica X koja zadovoljava
jednačine (1′)− (4′).
Potrebne i dovoljne uslove za egzistenciju Mur-Penrouzovog inverza, kao i tvrd̄enje
o jedinstvenosti, isti autori dali su sledećom teoremom.
Teorema 3.13 Neka je A ∈ Cm×n. Tada Mur-Penrouzov inverz A[†] postoji ako i
samo ako važi
r(A) = r(A[∗]A) = r(AA[∗]). (3.5)
Ako A[†] postoji, onda je on jedinstven.
Ova teorema predstavlja samo specijalni slučaj Kalmanovog rezultata iz 1976. go-
dine koje je izložio u radu [52]. On je dao uslov da za proizvoljnu matricu A dimenzije
m× n nad nekim poljem F, Mur-Penrouzov inverz postoji ako i samo ako je
r(A) = r(A∗A) = r(AA∗), (3.6)
gde je sa ∗ obeležena proizvoljna involucija na F.
Napomena. Ovde skećemo pažnju na poznatu činjenicu da u Euklidskom prostoru
Mur-Penrouzov inverz za matrice uvek postoji (na šta je ukazano i u prethodnoj sek-
ciji). Ovaj rezultat svakako je posledica Leme 1.2, po kojoj je Kalmanov uslov (3.6)
uvek zadovoljen.
Poznato je da su mnogi matematičari izučavali težinski inverz [89], čija je definicija
data u prethodnom poglavlju (Definicija 3.2). Kamaraj i Sivakumar u [54] pokazuju da
Mur-penrouzov inverz uopštava pojam težinskog inverza na prostore sa nedefinitnim
nedegenerativnim skalarnim proizvodom.
Teorema 3.14 Neka je A ∈ Cm×n. Ako su M i N ermitske invertibilne matrice, tada
je A[†] = A†M,N , ukoliko ovaj inverz postoji. Takod̄e, A
†
M,N je jedinstven.
Postoji analogija u osnovnim osobinama sa osobinama Mur-Penrouzovog inverza u
Euklidskom prostoru.
Teorema 3.15 ([54]) Neka je λ ∈ C. Ako za matricu A ∈ Cm×n postoji Mur-
Penrouzov inverz A[†] ∈ Cn×m, tada važe sledeće osobine:
(i) (A[†])[†] = A;
(ii) (A[†])[∗] = (A[∗])[†];
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(iii) (λA)[†] = λ[†]A[†], gde je λ[†] =
{
λ−1, λ 6= 0,
0, λ = 0;
(iv) A[∗] = A[∗]AA[†] i A[∗] = A[†]AA[∗];
(v) (A[∗]A)[†] = A[†](A[†])[∗] i (AA[∗])[†] = (A[∗])[†]A[†];
(vi) A[†] = (A[∗]A)[†]A[∗] = A[∗](AA[∗])[†].
Teorema 3.16 ([54]) Neka je A ∈ Cm×n. Ako je r(A[∗]A = r(A), tada je (A[∗]A)(1) ∈
A{1, 2, (3)} i ako je r(AA[∗]) = r(A), tada je A[∗](AA[∗])(1) ∈ A{1, 2, (4)}.
Jaka analogija sa inverzima u prostorima sa definitnim skalarnim proizvodom ogleda
se i u sledećim rezultatima. Bitnu razliku predstavlja egzistencija samog inverza, koja
se u gotovo svim rezultatima mora pretpostaviti.
Teorema 3.17 ([54]) Neka je A ∈ Cm×n matrica takva da postoji A[†]. Tada je A[†] =
A(1,4)AA(1,3), gde su A(1,3) ∈ A{1, (3)} i A(1,4) ∈ A{1, (4)}.
Za proizvoljnu matricu A ∈ Cm×n potprostori R(A) i N(A[∗]) jesu ortogonalni (pre-
ciznije, H-ortogonalni), ali ne moraju da budu komplementarni u Cn. To se može
ilustrovati matricom A iz Primera 3.2, za koju važi da je R(A) = N(A[∗]).
Egzistencija Mur-Penrouzovog inverza matrice A ∈ Cm×n je dovoljan uslov za kom-
plementarnost potprostora R(A) i N(A[∗]).
Teorema 3.18 ([54]) Neka je A ∈ Cm×n takva da postoji A[†]. Tada su R(A) i N(A[∗])
ortogonalni i komplementarni potprostori u Cn.
Dokaz. Neka su x ∈ R(A) i y ∈ N(A[∗]). Tada je za neki vektor z ∈ Cn
[x, y] = [Az, y] = [z, A[∗]y] = 0,
čime se dokazuje da su R(A) i N(A[∗]) ortogonalni. Neka je sada x ∈ R(A) ∩N(A[∗]).
Tada je za neko y ∈ Cn
x = Ay = AA[†]Ay = AA[†]y = (A[†])[∗]A[∗]x = 0.
Prema tome, R(A) ∩ N(A[∗]) = {0}. Kako je r(A) = r(A[∗]), dimenzije za N(A[∗]) i
N(A) su jednake, pa je prema Teoremi 1.1 R(A)⊕N(A[∗]) = Cn.

Teorema 3.19 ([54]) Ako postoji Mur-Penrouzov inverz A[†] matrice A ∈ Cm×n, tada
je
R(A[†]) = R(A[∗]) i N(A[†]) = N(A[∗]).
Važi još i




Posebnu klasu čine kvadratne matrice kod kojih se (ukoliko postoje) Mur-Penrouzov
inverz i grupni inverz poklapaju. Takve matrice nazivaju se matricama H - ermitskog
ranga ili H - EP matricama (skraćenica od equal projection matrix).
Definicija 3.7 ([54]) Matrica A ∈ Cn×n je H-ermitskog ranga ako je R(A) = R(A[∗]).
Poznato je da u Euklidskom prostoru važi da je AA† = A†A ako i samo ako je
R(A) = R(A∗). Analogni rezultat važi u prostorima sa nedegenerativnim nedefinitnim
skalarnim proizvodom.
Teorema 3.20 Neka je A ∈ Cn×n matrica takva da A[†] postoji. Tada je R(A) =
R(A[∗]) ako i samo ako je AA[†] = A[†]A.
Dokaz. Neka je R(A) = R(A[∗]). Mur-Penrouzov inverz matrice A postoji, te prema
Teoremi 3.6 važi
AA[†] = PR(A),N(A[∗]) = PR(A[∗]),N(A) = A
[†]A.
S druge strane, ako važi AA[†] = A[†]A, biće
R(A) = R(AA[†]) = R(A[†]A) = R(A[†]) = R(A[∗]).

Teorema 3.21 ([54]) Neka je A ∈ Cn×n H-normalna matrica. Ako postoji Mur-
Penrouzov inverz A[†], tada je matrica A H-ermitskog ranga.
3.3 Mur-Penrouzov inverz u prostorima sa nedefinit-
nim skalarnim proizvodom
U prethodnom poglavlju predstavili smo poznate rezultate uopštenja Mur-Penrouzo-
vog inverza na prostore sa nedefinitnim skalarnim proizvodom. U svim rezultatima koji
su prikazani sam skalarni proizvod bio je nedegenerativan. U ovoj sekciji predstavl-
jamo originalne rezultate iz zajedničkog rada sa D. S. -Dord̄evićem [84]. Oni se odnose
na uopštenje Mur-Penrouziovog inverza na degenerativan slučaj, tj. definisaćemo ovaj
inverz i pokazati neke bitne osobine za kvadratne matrice, pri čemu će matrica H koja
indukuje nedefinitni skalarni proizvod biti potencijalno singularna. Videćemo da je u
ovom slučaju potrebno sagledati inverz u širem kontekstu od matrica. Kao i u drugoj
glavi ove disertacije, to će biti učinjeno za linearne relacije. Ipak, osobine kojima ćemo
se baviti odnosiće se samo na kvadratne matrice.
Ako su A i X kompleksne matrice dimenzije n × n, prema Lemi 1.3, (AX)[∗] i
(XA)[∗] su matrice ako i samo ako je matrica H invertibilna. To znači da u prostorima
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sa nedefinitnim skalarnim proizvodom koji je indukovan ermitskom singularnom ma-
tricom, uslovi (3′) i (4′) u Definiciji 3.6 ne mogu biti zadovoljeni. Med̄utim, ovi uslovi
za invertibilnu matricu H mogu se zapisati kao (AX)∗H = HAX i (XA)∗ = XA,
respektivno. Prema Teoremi 1.17 ovo su uslovi za H-simetričnost matrica AX i XA,
što pruža motivaciju za sledeću definiciju koju dajemo i za linearne relacije.
Definicija 3.8 Neka je A linearna relacija na Cn. Linearna relacija X na Cn je Mur-
Penrouzov inverz od A ako zadovoljava sledeća četiri uslova:
(1) AXA = A,
(2) XAX = X,
(3) AX ⊆ (AX)[∗],
(4) XA ⊆ (XA)[∗].
Teorema 3.22 Neka je A ∈ Cn×n i neka je H ∈ Cn×n ermitska matrica. Matrica
X ∈ Cn×n je Mur-Penrouzov inverz matrice A ako su zadovoljena sledeća četiri uslova:
(1) AXA = A,
(2) XAX = X,
(3) (HAX)∗ = HAX,
(4) (HXA)∗ = HXA.
Dokaz. Ovaj rezultat sledi direktno iz Definicije 3.8 i razmatranja iz prethodnog
pasusa.

Ovom teoremom dolazimo do operativnijeg načina za nalaženje Mur-Penrouzovog
inverza. Takod̄e, primećujemo da postoji veza sa težinskim Mur-Penrouzovim inverzom
datog Definicijom 3.2. U ovom slučaju ”težina” H nije pozitivno definitna matrica, dok
su ostali uslovi isti. Ukoliko je H invertibilna, ovaj inverz se svodi na A[†] iz Definicije
3.6, a ako je još i pozitivno definitna matrica, onda se ovaj inverz poklapa sa težinskim
iz Definicije 3.2.
Za razliku od Mur-Penrouzovog inverza u nedegenerativnim prostorima, u degen-
erativnom slučaju (ako postoji) on ne mora biti jedinstven. Sledećim primerom to i
ilustrujemo:










. Direktnim izračunavanjem iz









Proizvoljan Mur-Penrouzov inverz matrice A obeležavaćemo sa A[†].

















gde je matrica H1 invertibilna.
Teorema 3.23 Neka je A ∈ Cn×n. Tada je X ∈ Cn×n Mur-Penrouzov inverz od A
ako i samo ako važe sledeći uslovi:
(i) A1X2 + A2X4 = 0,
(ii) A1X1 + A2X3 je H1-samoadjungovana matrica ,
(iii) X1A2 +X2A4 = 0,
(iv) X1A1 +X2A3 je H1-samoadjungovana matrica,
(v) A1X1A1 + A2X3A1 = A1,
(vi) A1X1A2 + A2X3A2 = A2,
(vii) A3X1A1 + A4X3A1 + A3X2A3 + A4X4A3 = A3,
(viii) A4X3A2 + A4X4A4 = A4,
(ix) X1A1X1 +X2A3X1 = X1,
(x) X1A1X2 +X2A3X2 = X2,
(xi) X3A1X1 +X4A3X1 +X3A2X3 +X4A4X3 = X3,
(xii) X4A3X2 +X4A4X4 = X4.
Dokaz. Neka je X ∈ Cn×n Mur-Penrouzov inverz matrice A. Tada on zadovoljava
uslove Teoreme 3.22. Iz uslova (3) dobijamo
HAX = (HAX)∗ ako i samo ako je
[












(i) A1X2 + A2X4 = 0,
(ii) A1X1 + A2X3 je H1-samoadjungovano.
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Slično, iz uslova (4) sledi
(iii) X1A2 +X2A4 = 0,
(iv) X1A1 +X2A3 je H1-samoadjungovano.
Korǐsćenjem ova četiri rezultata i uslova (1) i (2) iz Teoreme 3.22 dobija se:[
A1X1A1 + A2X3A1 A1X1A2 + A2X3A2









(v) A1X1A1 + A2X3A1 = A1,
(vi) A1X1A2 + A2X3A2 = A2,
(vii) A3X1A1 + A4X3A1 + A3X2A3 + A4X4A3 = A3,
(viii) A4X3A2 + A4X4A4 = A4.
I analogno,[
X1A1X1X2A3X1 X1A1X2 +X2A3X2








(ix) X1A1X1 +X2A3X1 = X1,
(x) X1A1X2 +X2A3X2 = X2,
(xi) X3A1X1 +X4A3X1 +X3A2X3 +X4A4X3 = X3,
(xii) X4A3X2 +X4A4X4 = X4.

Uslovi prethodne teoreme se teško proveravaju, pa ova teorema nije pogodna za
utvrd̄ivanje egzistencije Mur-Penrouzovog inverza neke matrice. Med̄utim, ona ima
značajnu ulogu u dokazivanju osobina ovog inverza. Njenom primenom u velikom
broju rezultata vrši se redukcija linearnih relacija na jednostavnije oblike. U nastavku
ovog poglavlja pokazujemo neke od osobina Mur-Penrouzovog inverza.


















 : A∗2H1y1 = 0








 : X∗2H1y1 = 0
 .
Dokazujemo da ako je za matricu A proizvoljni Mur-Penrouzov inverz matrica X,
onda će X [∗] biti Mur-Penrouzov inverz od A[∗]. Proverićemo uslove Teoreme 3.22.



















Pod ovim uslovima domena, a imajući u vidu da matrica X kao Mur-Penrouzov
inverz od A zadovoljava jednačine iz Teoreme 3.23, mozemo uprostiti zapis.




















= (A2 − A2X3A2)∗H1y1








= (A1 − A2X3A1)[∗]y1 = A1[∗]y1 − (A2X3A1)[∗]y1
= A1














(2) Potpuno analogno dokazujemo da je
X [∗]A[∗]X [∗] = X [∗].




















 : X∗2H1y1 = 0
 ,





























važi ako i samo ako je































pripadaju domenu linearne relacije A[∗]X [∗] imamo da je X∗2H1x1 = X
∗
2H1y1 = 0.





































= x∗1H1(X1A1 +X2A3 − (X2A3)[∗])y1






što sledi iz X∗2H1x1 = X
∗













Napomena. Ovde ćemo napomenuti da u opštem slučaju ne važi jednakost već samo
inkluzija (AXA)[∗] ⊇ A[∗]X [∗]A[∗] (Teorema 1.15). Iz prethodne teoreme sledi da u
slučaju kada je X ∈ Cn×n Mur-Penrouzov inverz važi jednakost, tj. A[∗]X [∗]A[∗] =
(AXA)[∗].
Kao što je navedeno u predhodnoj sekciji u Teoremi 3.15(iv), za Mur-Penrouzov
inverz neke kvadratne matrice A u nedegenerativnim prostorima važi A[∗] = A[∗]AA[†] =
A[†]AA[∗]. U degenerativnom slučaju važi delimična analogija sa ovim rezultatom.
Teorema 3.25 Ako je A[†] ∈ Cn×n Mur-Penrouzov inverz matrice A ∈ Cn×n, tada je
A[∗] = A[∗]AA[†] i A[†]AA[∗] ⊆ A[∗].









 : A∗2H1(A1X1 + A2X3)y1 = 0
 .
Ovu linearnu relaciju možemo pojednostaviti, pomoću ((ii),(vi),(v)) na sledeći način:
A∗2H1(A1X1 + A2X3)y1 = 0⇐⇒ A∗2H1(A1X1 + A2X3)[∗]y1 = 0
⇐⇒ A∗2(A1X1 + A2X3)∗H1y1 = 0
⇐⇒ (A1X1A2 + A2X3A2)∗H1y1 = 0
⇐⇒ A∗2H1y1 = 0.
Takod̄e,
A1

















čime je prvo tvd̄enje zadovoljeno.











1 y1 + (X3A2 +X4A4)z2







= (A1X1A1 + A1X2A3)
[∗]y1
(v,i)
= (A1 − A2X3A1 − A2X4A3)[∗]y1 = A[∗]1 y1,














1 y1 + (X3A2 +X4A4)z2











 : A∗2H1y1 = 0
 = A[∗]. (3.8)
Očigledno je da suprotna inkluzija važi samo u slučaju kada je matrica X3A2 + X4A4
invertibilna.

Posledica 3.2 Ako je u prethodnoj teoremi A4 invertibilna matrica, tada važi
A[∗] = A[∗]AA[†] i A[†]AA[∗] = A[∗].
Dokaz. Prvi deo sledi iz prethodne teoreme. Pokazujemo samo drugi deo. Ako je
podmatrica A4 invertibilna, tada se u Teoremi 3.22 uslov (viii)
A4X3A2 + A4X4A4 = A4
svodi na
X3A2 +X4A4 = I,




Sledećim promerom pokazujemo da jednakost A[†]AA[∗] = A[∗] ne mora da važi u opštem
slučaju.

































, a z2 i c proizvoljni fiksirani kompleksni brojevi.
Očigledno je da važi A[†]AA[∗] ⊆ A[∗]. Da ne važi i obrnuta inkluzija mžemo






Definicija 3.9 Matrica X ∈ Cn×n je
• {1, 2, (3)}- inverz matrice A ∈ Cn×n ako važi
AXA = A, XAX = X i AX ⊆ (AX)[∗];
• {1, 2, (4)}- inverz matrice A ∈ Cn×n ako važi
AXA = A, XAX = X i XA ⊆ (XA)[∗].
Teorema 3.26 Ako je A[†] ∈ Cn×n Mur-Penrouzov inverz od A ∈ Cn×n, tada je
A[†](A[†])[∗] {1,2,(3)}- inverz linearne relacije A[∗]A.
Dokaz. Ovo tvrd̄enje se dokazuje jednostavno korǐsćenjem Teoreme 3.24 i Teoreme
3.25. Za X = A[†] proveravamo osobine {1, 2, (3)} - inverza.
(1) A[∗]AXX [∗]A[∗]A = A[∗]X [∗]A[∗]A = A[∗]A.
(2) XX [∗]A[∗]AXX [∗] = XX [∗]A[∗]X [∗] = XX [∗].
(3) A[∗]AXX [∗] = A[∗]X [∗] ⊆ (A[∗]X [∗])[∗].

Sledećom teoremom dajemo analogno tvrd̄enje. Med̄utim, sam dokaz je nešto
složeniji.
Teorema 3.27 Ako je A[†] ∈ Cn×n Mur-Penrouzov inverz od A ∈ Cn×n, tada je


























































 : A∗2H1y1 = 0
 = AA[∗].
Jednakosti koje se javljaju u ovim linearnim relacijama slede iz Teoreme 3.22 i detaljno
su izvedene u nastavku.
Neka je A∗2H1y1 = 0. Tada:
X∗2H1(X1A1 +X2A3)A
[∗]






















































[∗]y1 = (A1 − A2X3A1)[∗]y1 = A[∗]1 y1.
(2) Pokazujemo drugi uslov iz definicije Mur-Penrouzovog inverza:









































1 (X1y1 +X2y2) + A4ω2














































 : X∗2H1(X1y1 +X2y2) = 0
 = X [∗]X.




1 (X1y1 +X2y2) = (X1A2)
∗H1(X1y1 +X2y2) =





[∗](X1y1 +X2y2) = (X1A1X2)
∗H1(X1y1 +X2y2)
























= (X1A1X1A1 + (X2 −X2A3X2)A3)[∗](X1y1 +X2y2)
= (X1A1X1A1)







[∗](X1y1 +X2y2) = (X1A1X1)
[∗](X1y1 +X2y2)




(3) Sada pokazujemo da važi (A[†])[∗]A[†]AA[∗] ⊆ ((A[†])[∗]A[†]AA[∗])[∗], tj. da je zadovol-









 : A∗2H1y1 = 0
 .

















takve da je A∗2H1y1 = A
∗
2H1x1 = 0.









1H1(A1X1 + A2X3 − (A2X3)[∗])y1




što sledi iz A∗2H1x1 = A
∗
2H1y1 = 0.
Kako su leva i desna strana jednakosti (3.9) jednake, jasno je da sledi da je




Sledećim primerom pokazujemo da u opštem slučaju četvrti uslov u Teoremi 3.26
nije zadovoljen, tj. da A[†](A[†])[∗] nije Mur-Penrouzov inverz linearne relacije A[∗]A.
Jasno je da se može pokazati da i treći uslov u Teoremi 3.27 ne mora biti zadovoljen.










. Lako se dobija da je Mur-






Pokazujemo da četvrti uslov iz Definicije 3.22 ne važi:









gde su y1 i z2 proizvoljni kompleksni brojevi.
Prema definiciji H - simetričnosti imamo da iz A[†](A[†])[∗]A[∗]A ⊆ (A[†](A[†])[∗]A[∗]A)[∗]
sledi (z2)
∗y1 = (y1)
∗z2, što, očigledno, nije zadovoljeno za y1 = 1 i z2 = i.
Teorema 3.28 Ako je X = A[†] ∈ Cn×n Mur-Penrouzov inverz matrice A ∈ Cn×n
tada je A[†](A[†])[∗] Mur-Penrouzov inverz linearne relacije A[∗]A ako i samo ako je
X2






∗H1(A1y1 + A2y2) = 0.
Dokaz. Iz Teoreme 3.26, već sledi da je A[†](A[†])[∗] is {1,2,(3)} - inverz od A[∗]A. Za
X = A[†], važi





































X1(A1y1 + A2y2) +X2z2
X3(A1y1 + A2y2) +X4z2
 : A∗2H1(A1y1 + A2y2) = 0
 .
I ovde ćemo koristiti uslove Teoreme 3.25.
Kako je A∗2H1(A1y1 + A2y2) = 0, imamo
X2
∗H1A1









[∗](A1y1 + A2y2) = (A1X1)
[∗](A1y1 + A2y2) =
(A1X1 + A2X3 − (A2X3)[∗])(A1y1 + A2y2)
A1X1A1y1 + A2X3A1y1 + A1X1A2y2 + A2X3A2y2
= (A1X1A1 + A2X3A1)y1 + (A1X1A2 + A2X3A2)y2 = A1y1 + A2y2.
Potreban i dovoljan uslov za postojanje {(4)}-inverza (tj. XX [∗]A[∗]A ⊆ (XX [∗]A[∗]A)[∗])
je:
(X1(A1x1 + A2x2) +X2ω2)
∗H1y1 = x1
∗H1(X1(A1y1 + A2y2) +X2z2),
kada je
A2
∗H1(A1y1 + A2y2) = 0 i A2
∗H1(A1x1 + A2x2) = 0
za sve vektore z2 i ω2 odgovarajućih dimenzija.















za sve z2 i ω2 odgovarajućih dimenzija.














Štavǐse, iz Teoreme 3.25 i X2
∗H1y1 = X
∗










∗H1y1 = −x∗2(X2A4)∗H1y1 = −x∗2A∗4X∗2H1y1 = 0 i
x∗1H1X1A2y2 = −x∗1H1X2A4y2 = 0.





, takve da je A∗2H1(A1y1 +
A2y2) = 0 važi da su leva i desna strana poslednje jednačine iste. Prema tome, dobijamo




Analogno, važi i sledeća simetrična teorema.
Teorema 3.29 Ako je X = A[†] ∈ Cn×n Mur-Penrouzov inverz od A ∈ Cn×n tada
je (A[†])[∗]A[†] Mur-Penrouzov inverz od AA[∗] ako i samo ako je A2







∗H1(X1y1 +X2y2) = 0.
Dokaz. Analogno dokazu Teoreme 3.28.

Posledica 3.3 Ako je X = A[†] ∈ Cn×n Mur-Penrouzov inverz od A ∈ Cn×n i A2 = 0
i X2 = 0 (što je ekvivalentno uslovu da linearne relacije A
[∗] i X [∗] imaju potpune
domene), tada važi (A[∗]A)[†] = A[†](A[†])[∗], i (AA[∗])[†] = (A[†])[∗]A[†].
Dokaz. Kako je A2 = X2 = 0 imamo da je
A∗2H1(A1y1 + A2y2) = 0, X
∗
2H1(X1y1 +X2y2) = 0,
A∗2H1y1 = 0 i X
∗
2H1y1 = 0





. Prema Teoremi 3.28 i Teoremi 3.29 sledi
(A[∗]A)[†] = A[†](A[†])[∗] i (AA[∗])[†] = (A[†])[∗]A[†].

Sledećim primerom ilustrujemo da za razliku od osobine (4) u Teoremi 3.15, jed-
nakosti A[†] = (A[∗]A)[†]A[∗] i A[†] = A[∗](AA[∗])[†] ne važe u prostorima sa degenera-
tivnim nedefinitnim skalarnim proizvodom.





i A = I2. Tada je A
[†] = X = I2.

















. Prema tome, biće
(A[∗]A)[†]A[∗] 6= A[†] and A[∗](AA[∗])[†] 6= A[†].
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Potreban i dovoljan uslov za egzistenciju Mur-Penrouzovog inverza matrice u nede-
generativnom slučaju r(AA[∗]) = r(A) = r(A[∗]A) uključuje rangove matrica. Kako
su za matricu A u degenerativnom slučaju AA[∗] i A[∗]A linearne relacije, jasno je da
se ovaj uslov nikako ne može primeniti. U dosadašnjem radu nismo uspeli da damo
odgovor na ovo pitanje, pa ga ostavljamo kao otvoren problem.
Otvoren problem. Odrediti potrebne i dovoljne uslove za egzistenciju Mur-
Penrouzovog inverza matrice u degenerativnim prostorima sa nedefinitnim skalarnim
proizvodom.
3.4 Mur-Penrouzov inverz H-normalnih matrica






, gde je podmatrica A1 ∈ Cm×m, za m ≤ n.
U opštem slučaju, ako postoji Mur-Penrouzov inverz matrice A ∈ Cn×n, ne mora
postojati i Mur-Penrouzov inverz podmatrice A1.
















 1 11 1 01
1 0 0








 0 01 0 1−1
−1 1 0
 .
Kako je r(A1) 6= r(A1A1[∗]), prema Teoremi 3.13 sledi da Mur-Penrouzov inverz
matrice A1 ne postoji.
Ukoliko je data matrica A ∈ Cn×n H-normalna, tada ne samo da iz egzistencije
Mur-Penrouzovog inverza matrice A sledi i egzistencija Mur-Penrouzovog inverza pod-
matrice A1, već se može zaključiti da je ona još i matrica ermitskog ranga. Definicija
H-normalnih matrica i linearnih relacija u prostorima sa degeneratvnim skalarnim
proizvodom već je data u prethodnom delu. Podsećanja radi, napomenućemo da je
kvadratna matrica A ∈ Cn×n H-normalna ako i samo ako je A2 = 0 i A1A1[∗] = A1[∗]A1.
Teorema 3.30 Neka je A ∈ Cn×n H-normalna matrica. Ako postoji A[†] ∈ Cn×n,
tada postoji i A1
[†] i važi da je A1 matrica ermitskog ranga.
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Dokaz. Kako je matrica A H-normalna, sledi da je A1 H1-normalna matrica.
Za matricu X ∈ Cn×n koja je Mur-Penrouzov inverz matrice A imamo da važi:
r(A1) = r(A1X1A1) = r((A1X1)
[∗]A1) = r(X1
[∗]A1





pa sledi da Mur-Pennrouzov inverz za A1 postoji.
Drugi deo dokaza sledi iz Teoreme 3.21.

Interesantno je pitanje reprezentacije Mur-Penrouzovog inverza. Mi dajemo ovu





, pri čemu je blok
A4 invertibilna matrica. Sa aspekta linearnih relacija ovo znači da AA
[∗] i A[∗]A imaju
potpun domen, a ako je A H-normalna linearna relacija (zbog uslova invertibilnosti za
A4) dobijamo da je A
[∗]A = AA[∗].
Za pokazivanje ovog reprezentacije biće nam potreban poznati Penrouzov rezultat,
koji ima veliki značaj u rešavanju linearnih sistema. Na osnovu njega je Bjerhamar
[11] dao je karakterizaciju skupa unutrašnjih inverza proizvoljne matrice A.
Teorema 3.31 ([81]) Neka su A ∈ Cm×n, B ∈ Cp×q i D ∈ Cm×q. Matrična jednačina
AXB = D (3.10)
ima rešenje ako i samo ako postoje A(1) ∈ A{1} i B(1) ∈ B{1}, takvi da je
AA(1)DB(1)B = D. (3.11)
U tom slučaju opšte rešenje jednačine (3.10) je
X = A(1)DB(1) + Y − A(1)AY BB(1), (3.12)
za proizvoljnu matricu Y ∈ Cn×p.
Posledica 3.4 ([11]) Neka je A ∈ Cm×n i A(1) ∈ A{1}. Tada je
A{1} = {A(1) + Z − A(1)AZBB(1) : Z ∈ Cm×n}. (3.13)
Teorema 3.32 Neka je A ∈ Cn×n H-normalna matrica takva da postoji A[†] ∈ Cn×n.


















gde je Y ∈ C(n−m)×m proizvoljna matrica.
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Dokaz. Kako je prema pretpostavci A H-normalna matrica, sledi da je A2 = 0. Neka





Mur-Penrouzov inverz matrice A. Pokazaćemo da je on u
obliku (3.20).
Jednačine iz Teoreme 3.23 svode se na:
(i) A1X2 = 0,
(ii) A1X1 je H1-samoadjungovana matrica ,
(iii) X2A4 = 0,
(iv) X1A1 +X2A3 je H1-samoadjungovana matrica,
(v) A1X1A1 = A1,
(vi) 0 = 0,
(vii) A3X1A1 + A4X3A1 + A3X2A3 + A4X4A3 = A3,
(viii) A4X4A4 = A4,
(ix) X1A1X1 +X2A3X1 = X1,
(x) X1A1X2 +X2A3X2 = X2,
(xi) X3A1X1 +X4A3X1 +X4A4X3 = X3,
(xii) X4A3X2 +X4A4X4 = X4.
Zbog invertibilnosti matrice A4, iz (iii) se jednostavno dobija da je X2 = 0, a iz (8) da
je X4 = A
−1
4 . Potrebni i dovoljni uslovi za egzistenciju Mur-Penrouzovog inverza sada
se redukuju na:
(2) (A1X1)
[∗]H1 = A1X1, (4) (X1A1)
[∗]H1 = X1A1,
(5) A1X1A1 = A1 i (9) X1A1X1 = X1.
Zbog jedinstvenosti Mur-Penrouzovog inverza za matrice u nedegenerativnim pros-














1 A1 + A4X3A1 = 0, (3.16)







1 = 0. (3.17)
64
3 Mur-Penrouzov inverz
Primetimo prvo da je sistem jednačina (3.16) i (3.17) ekvivalentan sa
X3A1 = −A−14 A3A
[†]
1 A1. (3.18)
Zaista, jednačina (3.18) se dobija lako iz jednačine (3.16), množenjem sa A−14 sa leve
strane, odnosno iz jednačine (3.17) množenjem sa A1 sa desne strane.
Obrnuto, ako (3.18) pomnožimo sa leve strane saA4 dobija se (3.16), dok množenjem
iste jednakosti sa leve strane sa A
[†]






1 A1 = −A−14 A3A
[†]
1 A1, (3.19)
uslov (4.27) je zadovoljen, pa je prema Teoremi 3.31 jednačina (3.18) rešiva.
Njeno opšte rešenje prema (3.12) dato je sa




1 + Y − Y A1A
(1)
1 .

















gde je Y ∈ C(n−m)×m proizvoljna matrica, Mur-Penrouzov inverz zadate matrice A.

Teorema 3.33 Neka je A ∈ Cn×n H-normalna matrica. Ako postoji A[†]1 i važi















gde je Y ∈ C(n−m)×m matrica za koju je PY Q = O, gde je P = I − A(1,2)4 A4 i Q =
I − A1A[†]1 .
Dokaz. Pokazujemo prvo da je sa (4.3) definisan Mur-Penrouzov inverz matrice A.
Kako je N(A1) ⊆ N(A3) i postoji A[†]1 imamo
A3A
[†]












































1 A1 + Y A1 − A
(1,2)











−A(1,2)4 A3 + Y A1 − A
(1,2)



































































= Y − A(1,2)4 A4Y − (I − A
(1,2)

















(3) i (4) Jednostavno se pokazuje da važi (HAX)∗ = HAX i (HXA)∗ = HXA.
Obrnuto, neka je X potencijalni Mur-Penrouzov inverz. Iz H - normalnosti ponovo
imamo da su potrebni i dovoljni uslovi kao u dokazu prethodne teoreme (i) − (xii).
Kako je (3.21), množenjem jednačine (i) sa A3A
[†]
1 sa leve strane, dobija se A3X2 = 0.
Zamenom u (x) sledi da je X2 = 0.





Iz uslova (viii) i (xii) dobijamo da je X4 = A
(1,2)
4 i refleksivni inverz uvek postoji.
Sada se iz (vii) dobija
A4X3A1 + A4A
(1,2)





Uslov (4.27) iz Teoreme 3.31 je zadovoljen npr. za A
[†]
1 ∈ A1{1} i A
(1,2)
4 ∈ A4{1}.
Zaista, uz uslov A3A
[†]

























za proizvoljnu matricu Y ∈ C(n−m)×m. Ova matrica X3 mora da zadovolji i uslov (xi)









4 A4X3 = X3
ako i samo ako je
−A(1,2)4 A3A
[†]







































4 A4Y = Y,
tj.
(I − A(1,2)4 A4)Y (I − A1A
[†]
1 ) = 0,
čime smo pokazali da matrica Y mora da zadovoji uslov PY Q = 0, gde su P =






Ova glava sadrži rezultate vezane za EP matrice u prostorima sa nedefinitnim
skalarnim proizvodom u odnosu na nedefinitan matrični proizvod. U svim sekcijama
koje slede predstavljeni su originalni rezultati iz [83]. Neki od njih predstavljaju
pobolǰsanje rezultata koje je dao indijski matematičar Jayaraman u [51].
4.1 Nedefinitan matrični proizvod
Kao i u prvom delu disertacije, nedefinitan skalarni proizvod na Cn je seskvilinearna
forma definisana sa
[x, y] = 〈Hx, y〉, x, y ∈ Cn,
gde je H ∈ Cn×n ermitska invertibilna matrica.
Ovde ćemo uvesti i izvesne promene koje se tiču notacije. Naime, umesto oznake
H u literaturi je češće je u upotrebi J kojom je takod̄e označena ermitska invertibilna
matrica. Shodno tome, i mi ćemo koristiti takvu oznaku. Pored toga zahtevaćemo
da za ovu matricu J važi i dodatni uslov J2 = I. Ovaj uslov koristili su i autori u
radovima [51, 87, 88] i predstavlja svojevrsno uopštenje prostora Minkovskog. U nekim
slučajevima ovaj uslov neće biti neophodan, dok će u drugim biti od velikog značaja.
Druga bitna razlika jeste u samoj definiciji proizvoda matrica (vektora). U radu
[88], definisan je novi proizvod matrica koji je nazvan nedefinitan matrični proizvod.
Na taj način dobija se analogija sa nekim rezultatima u Euklidskom prostoru.
Može se definisati i Mur-Penrouzov kao i grupni inverz matrice u odnosu na nedefini-
tan matrični proizvod, što će u nastavku biti i učinjeno.
Definicija 4.1 ([88]) Neka je Jn ∈ Cn×n matrica za koju je Jn = J∗n = J−1n . Nedefini-
tan matrični proizvod matrica A ∈ Cm×n i B ∈ Cn×l definisan je sa
A ◦B = AJnB. (4.1)
Definicija 4.2 ([88]) Neka je A ∈ Cm×n. Adjungovana matrica matrice A je matrica
A[∗] = JnA
∗Jm.
Interesantno je da za ovako definisanu matricu A[∗] važi
[A ◦ x, y] = [x, (I ◦ A ◦ I)[∗] ◦ y] i [Ax, y] = [x,A[∗]y],
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ali ne i [A◦x, y] = [x,A[∗] ◦y]. U nastavku ćemo koristiti nedefinitan matrični proizvod
bez posebnog naglašavanja matrice J i njene dimenzije. Za Jn = In nedefinitan ma-
trični proizvod svodi se na običan proizvod matrica, a J - adjungovanost na uobičajnu
adjungovanost matrica.
Definicija 4.3 ([88]) Matrica X ∈ Cn×m je Mur-Penrouzov inverz matrice A ∈ Cm×n
ako zadovoljava sledeće četiri jednačine:
A ◦X ◦A = A, X ◦A ◦X = X, (A ◦X)[∗] = A ◦X i (X ◦A)[∗] = X ◦A. (4.2)
Definicija 4.4 ([88]) Matrica X ∈ Cn×nje grupni inverz matrice A ∈ Cn×n, ako
zadovoljava sledeće jednačine:
A ◦X ◦ A = A, X ◦ A ◦X = X i A ◦X = X ◦ A.
Kako bismo istakli razliku izmed̄u pojmova Mur-Penrouzovog inverza u prostorima
sa nedefinitnim skalarnim proizvodom u sučaju običnog ili nedefinitnog matričnog
proizvoda, uvodimo novu notaciju. Mur-Penrouzov inverz pravougaone matrice A
označavaćemo sa A[‡], a grupni inverz iz Definicije 4.4 sa A[#].
Potreban i dovoljan uslov egzistencije Mur-Penrouzovog inverza u ovom slučaju je
r(A[∗] ◦A) = (A◦A[∗]) = r(A) i nije teško primetiti da je on uvek zadovoljen. Štavǐse iz
samih Penrouzovih jednačina (4.2), kao iz osobina matrice J , sledi da Mur-Penrouzov
inverz matrice A ima oblik
A[‡] = JnA
†Jm (4.3)
gde je sa A† označen običan Mur-Penrouzov inverz. Iz ovog oblika takod̄e sledi egzis-
tencija i jedinstvenost.
S druge strane, slična analogija kod grupnog inverza ne važi. Uslovi postojanja
grupnog inverza u Euklidskom slučaju i u prostoru sa nedefinitnim skalarnim proizvodom
























biće B[#] = 1
4
B, dok B# ne postoji.
Poznato je da grupni inverz matrice u Euklidskom prostoru postoji ako i samo ako
je ispunjen uslov r(A2) = r(A). Slično, potreban i dovoljan uslov egzistencije grupnog
inverza u našem slučaju biće r(A(2)) = r(A), tj. r(AJA) = r(A). Ukoliko postoji
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grupni inverz, on je jedinstven.
Može se pokazati da važi još i A[#] = (AJ)#J . Ukoliko matrice A i J komutiraju,
tada oba grupna inverza postoje i u tom slučaju važi A[#] = A#.
U nastavku dajemo definiciju slike i jezgra matrica u odnosu na nedefinitan matrični
proizvod. Za proizvoljnu matricu A oni će radi jasnijeg izlaganja biti označeni saRa(A),
odnosno sa Nu(A).
Definicija 4.5 Neka je A ∈ Cm×n. Skup Ra(A) = {A ◦ x : x ∈ Cn} je slika matrice
A i predstavlja potprostor u Cm.
Skup Nu(A) = {x ∈ Cn : A ◦ x = 0} je jezgro matrice A i predstavlja potprostor u Cn.
Važi:
Ra(A) = R(A) i Nu(A) = N(AJ), (4.4)
kao i
Ra(A[∗]) = R((AJ)∗) i Nu(A[∗]) = N(A∗). (4.5)
Indijski matrematičar Menakši je u radu [64] dao dovoljne uslove pod kojima zbir
EP matrica ostaje EP. Ovaj rezultat je takod̄e uopšten i na J − EP matrice u origi-
nalnom radu [83] i predstavljen je u sledeój sekciji.
Zakon obrnutog redosleda za Mur-Penrouzov inverz proizvoda matrica izučavali
su brojni matematičari. U radu [83] ovaj problem je takod̄e izučavan i dato je neko-
liko rezultata pod pretpostavkom da je (neka od) matrica u proizvodu J−EP matrica.
Na kraju, u sekciji 4.4, dokazujemo generalizaciju zvezda parcijanog ured̄enja (star
partial ordering) na prostore sa nedefinitnim skalarnim proizvodom i sa nedefinitnim
matričnim proizvodom.
4.2 EP i J − EP matrice
U Glavi 3 bilo je reči o EP-matricama. Veliki broj matematičara izučavao je EP
matrice i EP linearne operatore na Banahovim i Hilbertovim prostorima. Neki od bit-
nijih rezultata mogu se naći u [6, 12, 16, 17, 26, 23, 30, 43, 55]. D. Mosić, D. -Dord̄ević
i J. Koliha u [77, 78] ispitivali su EP elemente na prstenima sa involucijom, pri čemu
su do poznatih rezultata došli čisto algebarski.
U radu [51] iz 2012. godine, autor je definisao EP matrice u prostoru sa nedefinit-
nim skalarnim proizvodom u odnosu na nedefinitni matrični proizvod. Takve matrice
nazvane su J − EP matricama. U tom radu pokazane su osobine ovih matrica, kao i
veza sa običnim EP matricama. U autorskom radu [83], veliki broj rezultata je uopšten,
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dok je vǐse njih dokazano pod oslabljenim uslovima od postojećih. J −EP matrice su
matrice koje komutiraju sa svojim Mur-Penrouzovim inverzom, pri čemu je nedefinitni
matrični proizvod definisan sa (4.1).
Definicija 4.6 ([51]) Matrica A ∈ Cn×n je J-EP ako važi A ◦ A[‡] = A[‡] ◦ A.
Jasno je da se klase EP i J − EP matrica ne poklapaju, tj. neka EP matrica ne





n i proizvoljnu matricu A ∈ Cm×n važi (AJ)† = JA†, jednostavno se
može dokazati sledeća lema koji daje finu vezu izmed̄u EP i J − EP matrica.
Lema 4.1 ([51]) Matrica A ∈ Cn×n je J-EP matrica ako i samo ako je AJ ∈ Cn×n
EP matrica.
U radu [17] Čeng i Tian dali su karakterizaciju EP kompleksnih matrica, dok je D.
-Dord̄ević u [23] došao do sličnih rezultata za EP operatore u Hilbertovim prostorima.
Može se pokazati da mnoge osobine koje važe za EP matrice važe i za J − EP ma-
trice. Analogno, sledećom teoremom, dajemo i karakterizaciju J−EP matrica. Dokaz
izostavljamo, a sledi direktno iz Leme 4.1.
Teorema 4.1 Neka je A ∈ Cn×n. Sledeća tvrd̄enja su ekvivalentna:
(1) A je J-EP;
(2) A ◦ A[‡] = A(2) ◦ (A[‡])(2);
(3) A[‡] ◦ A = (A[‡])(2) ◦ A(2);
(4) A ◦ A[‡] ◦ A[∗] ◦ A = A[∗] ◦ A ◦ A ◦ A[‡];
(5) A[‡] ◦ A ◦ A ◦ A[∗] = A ◦ A[∗] ◦ A[‡] ◦ A;
(6) A ◦ A[‡] ◦ (A ◦ A[∗] − A[∗] ◦ A) = (A ◦ A[∗] − A[∗] ◦ A) ◦ A ◦ A[‡];
(7) A[‡] ◦ A ◦ (A ◦ A[∗] − A[∗] ◦ A) = (A ◦ A[∗] − A[∗] ◦ A) ◦ A ◦ A[‡];
(8) A[∗] ◦ A[#] ◦ A+ A ◦ A[#] ◦ A[∗] = 2A[∗];
(9) A[‡] ◦ A[#] ◦ A+ A ◦ A[#] ◦ A[‡] = 2A[‡];
(10) A ◦ A ◦ A[‡] + A[‡] ◦ A ◦ A = 2A;
(11) A ◦ A ◦ A[‡] + (A ◦ A ◦ A[‡])[∗] = A+ A[∗];
(12) A[‡] ◦ A ◦ A+ (A[‡] ◦ A ◦ A)[∗] = A+ A[∗].
Teorema 4.2 ([51]) Neka su A i B kvadratne matrice istih dimenzija. Tada važi
sledeće:
(a) Ako je AJ = JA, tada je A EP matrica ako i samo ako je A J-EP matrica;
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(b) Ako je AJ = JA, tada AB je EP ako i samo ako A ◦B je J-EP;
(c) A je J-EP ako i samo ako je Ra(A[2]) = Ra(A[∗]).
Dokaz. (a): Neka je AJ = JA. Tada važi i A†J = JA†. Po definiciji je A ◦ A[‡] =
AA†J . S druge strane važi A[‡] ◦ A = JA†A, pa je
A ◦ A[‡] = A‡ ◦ Aako i samo ako je AA†J = JA†A,
što je ekvivalentno sa A†A = AA†, tj. A je J − EP matrica.
(b) Neka je A◦B J−EP matrica. Tada je (A◦B)[‡] ◦ (A◦B) = (A◦B)◦ (A◦B)[‡],
tj.
J(AJB)†AJB = AJB(AJB)†J,
odakle, zbog komutativnosti matrica A i J sledi
(AB)†AB = AB(AB)†,
čime je pokazano da je AB EP-matrica.
Drugi smer se dokazuje analogno.
(c) Za dokaz ovog tvrd̄enja koristimo Lemu 4.1. Sada imamo: A je J − EP ma-
trica ako i samo ako je AJ EP matrica, što je ekvivalentno sa R(AJ) = R((AJ)∗) =
R(JA∗J). Dalje sledi
Ra(A[2]) = R((AJ)2) = R(AJ) = R(JA∗J) = R(A[∗]).

Sledećih nekoliko teorema i primera predstavljaju originalne rezultate objavljene
u radu [83] i odnose se na vezu izmed̄u EP i J − EP matrica. Narednom teoremom
dajemo potrebne i dovoljne uslove da nedefinitni matrični proizvod matrica A i B bude
J − EP .
Teorema 4.3 Neka je A ∈ Cn×n takva da je A[∗] = A i B ∈ Cn×n. Matrica A ◦ B je
J-EP ako i samo ako je A∗B EP matrica.
Dokaz. Ovo tvrd̄enje možemo dokazati na dva načina. Ovde ćemo izložiti oba. Prvi
način je algebarski, uz korǐsćenje poznate činjenice da je A[‡] = JA†J . Drugi način se
bazira na Lemi 4.1.
Dokaz 1. Neka je A[∗] = A. Tada je JA∗J = A, t.j.
A∗J = JA i JA∗ = AJ.




tj. J(JA∗B)†JA∗B = JA∗B(JA∗B)†J , što je dalje ekvivalentno sa
J(A∗B)†A∗B = JA∗B(A∗B)†.
Množeći ovaj izraz sa leve strane matricom J dobijamo (A∗B)†A∗B = A∗B(A∗B)†,
čime je tvrd̄enje dokazano.
Dokaz 2. Drugi dokaz je nešto jednostavniji: Pod pretpostavkom da je A[∗] = A,
imamo A ◦B je J-EP matrica ako i samo ako AJB je J-EP, što je ekvivalentno sa
JA∗B je J- EP. (4.6)
Na osnovu Leme 4.1 dobijamo da (4.6) važi ako i samo ako je A∗B EP - matrica.

Teorema 4.4 Neka su A i B kvadratne matrice istih dimenzija. Ako A komutira sa
JB ili ako B komutira sa AJ tada je proizvod A ◦ B J − EP matrica ako i samo ako
je BA EP matrica.
Dokaz. Neka matrica A komutira sa JB. Tada, prema Lemi 4.1 sledi da je A ◦ B
J − EP ako i samo ako je AJBJ EP matrica, što je dalje ekvivalentno sa tvrd̄enjem
da je JBAJ EP matrica. Ako primenimo Lemu 4.1 dvaput, dobijamo da je BA takod̄e
EP matrica. Ostatak dokaza izvodi se analogno.

Sledećom teoremom dajemo uslov pod kojim je neka matrica A istovremeno EP i
J − EP . Ovaj uslov je slabiji od uslova datog Teoremom 4.2, (a).
Teorema 4.5 Neka je A ∈ Cn×n takva da matrica J komutira sa A†A. Matrica A je
J-EP ako i samo ako je A EP-matrica.
Dokaz. Neka J komutira sa A†A i neka je A J-EP matrica. Tada imamo
A†A = A†AJJ = JA†AJ = JA†JJAJ = A[‡] ◦ AJ = A ◦ A[‡]J = AA†.
Prema tome, A je EP-matrica.
Obrnuto, neka J komutira sa A†A pri čemu je A EP matrica. Tada važi
A ◦ A[‡] = AJJA†J = AA†J = A†AJ = JA†A = A[‡] ◦ A,
čime se dokazuje da je A J-EP matrica.

Analogni rezultat daćemo sledećom teoremom bez dokaza.
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Teorema 4.6 Neka je A ∈ Cn×n takva da matrica J komutira sa AA†. Tada važi da
je A J − EP matrica ako i samo ako je A EP matrica.
Da su uslovi Teoreme 4.2 zaista oslabljeni pokazujemo teoremom i primerom koji
slede.
Teorema 4.7 Neka je A ∈ Cn×n. Ako je AJ = JA tada je A†AJ = JA†A i JAA† =
AA†J .










. Kako je A invertibilna ma-
trica, važi JA†A = A†AJ = J . Med̄utim ni A ni A† ne komutiraju sa J .
U nastavku dajemo još jedan rezultat o ekvivalenciji EP i J − EP matrica.
Teorema 4.8 Neka je A ∈ Cn×n i N(AJ) = N(A). Matrica A je EP ako i samo ako
je A J-EP matrica.
Dokaz. Iz uslova N(AJ) = N(A), uzimajući direktne komplemente obeju strana,
dobijamo R((AJ)∗) = R(A∗).
Neka je A J-EP matrica. Prema Lemi 4.1 sledi da je AJ je EP matrica. Tada je
R((AJ)∗) = R(AJ) i N((AJ)∗) = N(AJ). Odavde je
R(A) = R(AJ) = R((AJ)∗) = R(A∗)
i
N(A∗) = N(JA∗) = N((AJ)∗) = N(AJ) = N(A).
Dakle, A je EP matrica. Drugi smer dokaza može se pokazati analogno.

Jasno je da ukoliko važi AJ = JA tada je i N(AJ) = N(A), kao i R((AJ)∗) =
R(AJ). Obrat ne važi, pa je ovaj rezultat takod̄e jači od rezultata datog Teoremom
4.2, (a), što potvrd̄uju primeri dati u nastavku. Njima je ilustrovana pomenuta ekviva-
lencija za matrice koje ne komutiraju sa matricom J , ali za koje važi N(AJ) = N(A).






















te je AJ 6= JA.
Kako su A i AJ invertibilne matrice, imamo N(AJ) = N(A) = {0}. Takod̄e je
A† = A−1, pa je A EP-matrica, a takod̄e i J-EP matrica.
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, pa je AJ 6= JA.






Jednostavno se dobija da A nije ni EP, ni J-EP matrica.
U Primeru 4.2 matrica A je bila invertibilna. U tom slučaju rezultat je gotovo
trivijalan pošto za invertibilne matrice važi da su i EP i J − EP matrice, pri čemu
je još i N(AJ) = N(A) = {0}. Med̄utim, može se pokazati da ovaj rezultat važi i za
singularne matrice.
Primer 4.4 Neka su A =
 1 1 11 0 0
1 0 0
 i J =
 1 0 00 −1 0
0 0 −1
. Imamo da je
AJ =
 1 −1 −11 0 0
1 0 0
 i JA =
 1 1 1−1 0 0
−1 0 0
 ,
te je AJ 6= JA. Nije teško videti da je N(AJ) = N(A) = Span{(0, 1,−1)T}.
Takod̄e imamo A† = 1
4
 0 2 22 −1 −1
2 −1 −1
. Kako je
AA† = A†A =
1
4
 4 0 00 2 2
0 2 2
 ,
matrica A je EP.
Direktnim izračunavanjem dobija se A[‡] ◦ A = A ◦ A[‡] = 1/4
 4 0 00 −2 −2
0 −2 −2
, čime
se dokazuje da je A takod̄e i J-EP matrica.
Teorema 4.9 Neka je A ∈ Cn×n J-idempotentna i J-EP matrica. Tada je A EP-
matrica ako i samo ako A komutira sa J .
Dokaz. Neka je A J-idempotentna J-EP matrica. Tada važi,
AJA = A (4.7)
JA†A = AA†J. (4.8)




Sada, množenjem sa A dobija se A†AJA = JAA†A. Kako važi (4.8), to je ekvivalentno
sa A†A = JA.
S druge strane, ako (4.8) pomnožimo sleva sa AJ dobijamo
AJJA†A = AJAA†J,
ili A = AA†J , što je ekvivalentno sa AJ = AA†.
Prema tome, sledi AA† = A†A ako i samo ako AJ = JA.

Uslov J-idempotentnosti matrice A (A[2] = A) ne može se izostaviti. To ilustrujemo
sledećim primerom.


























primetiti da je A J-EP matrica i istovremeno i EP-matrica.










te je AJ 6= JA.
Sledećim primerom pokazujemo da se u Teoremi 4.9 uslov da je matrica A J-EP
takod̄e od krucijalnog značaja.





























i A† = 1
9
A, pa sledi da je A EP- matrica.
S druge strane imamo da je

























odakle očigledno sledi da A nije J-EP matrica.
Jasno, važi i AJ 6= JA.
Poznato je da za svaki linearni operator A ∈ L(Cn,Cm) (tj. matricu A ∈ Cm×n)
važe identiteti
R(A∗) = N(A)⊥ i R(A)⊥ = N(A∗).
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U prethodnoj glavi Teoremom 3.18 pokazano je da to važi i u slučaju matrica u pros-
torima sa nedefinitnim skalarnim proizvodom, sa standardnom operacijom množenja:
R(A[∗]) = N(A)[⊥] i R(A)[⊥] = N(A[∗]).
Ukoliko postoji Mur-Penrouzov inverz date matrice A, tada su ovi potprostori još i
direktni komplementi.
Ako posmatramo matrice u prostorima sa nedefinitnim skalarnim proizvodom i
nedefinitnim matričnim proizvodom, dobijamo identitete
Ra(A[∗]) = Nu(A)⊥ i Nu(A[∗]) = Ra(A)⊥.
Zaista, iz (4.4) i (4.5), gornje jednakosti jednostavno slede. Ovde se ortogonalnost
posmatra u standardnom smislu. U opštem slučaju ne važi
Ra(A[∗]) = (Nu(A))[⊥] i Nu(A[∗]) = Ra(A)[⊥].
U radu [87] Teoremom 2.5, pokazano je da za m× n realnu matricu A važi
Ra(I ◦ A) = Nu(A[∗])[⊥].
Taj rezultat dobijen je kao posledica Farkasove i Fredholmove alternative, čije uopštenje
navodimo u nastavku. U Euklidskom slučaju teorema o Farkasovoj alternativi glasi:
Teorema 4.10 [87] Neka je A m× n realna matrica i b ∈ Rm. Tada važi ili
(i) za Ax = b postoji rešenje x ≥ 0, ili
(ii) za A∗y ≥ 0, 〈b, y〉 < 0 postoji rešenje y.
Teorema 4.11 ([87], Farkasova alternativa) Neka je A m× n realna matrica i b ∈
Rm. Tada važi ili
(i) za A ◦ x = b postoji rešenje x ≥ 0, ili
(ii) za (I ◦ A)[∗] ◦ y ≥ 0, [b, y] < 0 postoji rešenje y.
Dokaz. Lako je primetiti da obe alternative ne mogu važiti istovremeno. Pret-
postavimo da (i) ne važi. Tada sistem AJnx = b, x ≥ 0 nema rešenja. Prema Teoremi
4.11 postoji vektor z ∈ Rm takav da je JnA∗z ≥ 0 pri čemu je 〈b, z〉 < 0. Kako je
Jm invertiilna matrica, postoji y ∈ Rm takav da je z = Jmy. Tada je JnA∗Jmy ≥ 0 i
〈b, Jmy〉 < 0. Primetimo da je [b, y] = 〈b, Jmy〉 i (I ◦A)[∗] ◦ y = JnA∗Jmy. Prema tome,
važi alternativa (ii).

Kao posledicu Farkasove alternative, izvodi se Fredholmova alternativa.
Teorema 4.12 ([87], Fredholmova alternativa) Neka je A m× n realna matrica i b ∈
Rm. Tada važi ili
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(i) za A ◦ x = b postoji rešenje x, ili
(ii) za (I ◦ A)[∗] ◦ y ≥ 0, [b, y] 6= 0 postoji rešenje y.
Dokaz. Jasno je da (i) i (ii) ne mogu važiti istovremeno. Pretpostavimo da ne važi (i).
Stavljajući da je x = x1−x2 pri čemu je x1, x2 ≥ 0, dobijamo da za A ◦x1−A ◦x2 = b
ne postoji rešenje x1, x2 ≥ 0. Neka je sada B = (A,−A) i u = (x1, x2), dobijamo
da B ◦ u = b, u ≥ 0 nema rešenja. Prema Teoremi 4.11 postoji y ∈ Rm, takav da
je (I ◦ B)[∗] ◦ y ≥ 0 i [b, y] < 0. Konačno, I ◦ B = (I ◦ A,−(I ◦ A)), te se dobija
(I ◦ A) ◦ y = 0 i [b, y] 6= 0. Prema tome, važi alternativa (ii).

Konačno dajemo teoremu o ortogonalnosti potprostora Ra(I ◦ A) i Nu(A[∗]).
Teorema 4.13 ([87]) Za m× n realnu matricu A važi Ra(I ◦ A) = Nu(A[∗])[⊥].
Dokaz. Neka je b ∈ Ra(I ◦ A) i y ∈ Nu(A[∗]). Ako je [b, y] 6= 0, tada sistem
(I ◦ B)[∗]y = 0, [b, y] 6= 0 ima rešenje y, gde je I ◦ B = A, i prema tome I ◦ A = B.
Prema Fredholmovoj alternativi ne postoji rešenje za I ◦A◦x = b, što je kontradikcija.
Dakle, važi da je [b, y] = 0, kao i Ra(I ◦ A) ⊆ Nu(A[∗]).
Obrnuto, pretpostavimo da je y ∈ Nu(A[∗])[⊥]. Tada za svako u važi A[∗] ◦ u =
0 =⇒ [u, y] = 0. Stavljajući B = I ◦ A, dobijamo da je (I ◦ B)[∗] ◦ u = 0, odakle
sledi [u, y] = 0. Prema tome, tvrd̄enje (ii) iz Fredholmove alternative ne važi, pa stoga
alternativa (i) ima rešenje. Dakle, postoji vektor x takav da je I ◦ A ◦ x = u. Odavde
sledi da u ∈ R(I ◦ A), čime je teorema dokazana.

U radu [83] pokazali smo da je ortogonalnost (preciznije, J-ortogonalnost) potpros-
tora Ra(A[∗]) i Nu(A) u bliskoj vezi sa EP i J − EP matricama.
Teorema 4.14 Neka je A ∈ Cn×n. Bilo koja dva tvrd̄enja impliciraju treće:
(i) Ra(A[∗]) = Nu(A)[⊥],
(ii) A je EP-matrica,
(iii) A je J-EP matrica.
Dokaz. (1,2) =⇒ (3) ((1,3) =⇒ (2)):
Neka je Ra(A[∗]) = Nu(A)[⊥]. Tada imamo da je R(JA∗) = N(AJ)[⊥]. Prema [33],
(2.2.3), važi da je R(JA∗) = J(N(AJ))⊥. Imajući u vidu da je matrica J invertibilna,
dobijamo R(A∗) = N(AJ)⊥. Takod̄e je poznato i N(AJ)⊥ = R((AJ)∗) odakle konačno
sledi da je R(A∗) = R((AJ)∗) i, prema tome, N(A) = N(AJ). Sada, prema Teoremi
4.8, imamo da tvrd̄enje (iii) sledi (tvrd̄enje (ii), respektivno).
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(2,3) =⇒ (1): Neka je A ∈ Cn×n istovremeno i EP i J-EP matrica. Tada važi
R(A) = R(A∗) i N(A) = N(A∗), (4.9)
kao i
R(AJ) = R((AJ)∗) i N(AJ) = N((AJ)∗). (4.10)
Sada će biti:






JN(AJ)⊥ = (N(AJ))[⊥] = Nu(A)[⊥].
Dakle, tvrd̄enje (i) je dokazano.

Teoreme 4.4 i 4.2 dale su odgovor na pitanje kada je nedefinitni matrični proizvod
dveju matrica J −EP matrica. Jednako interesantno jeste odrediti uslove pod kojima
je zbir J − EP matrica opet J − EP matrica. Sličnim problemom u prostorima sa
običnim skalarnim proizvodom i EP matricama bavili su se mnogi matematičari. Jedan
od takvih rezultata može se naći u [64] i navodimo ga u nastavku.
Teorema 4.15 ([64]) Neka su Ai, i = 1, ...,m, EP matrice. Tada je suma A =
∑
Ai
EP matrica ako važi neki od sledećih ekvivalentnih uslova:










Dokaz. Prvo dokazujemo ekvivalenciju uslova (1) i (2). Pretpostavimo da je N(A) ⊆
N(Ai) za svako i = 1, ...,m. Odavde sledi da je N(A) ⊆
⋂
N(Ai). Kako je N(A) =
N(
∑























 = r(A), pa tvrd̄enje (2) sledi.





















N(Ai). Prema tome, N(A) ⊆ N(Ai) za svako i = 1, ...,m pa tvrd̄enje
(1) važi. Dokazujemo drugi deo tvrd̄enja. Kako je Ai EP matrica za svako i = 1, ...,m,
važi da je N(Ai) = N(A
∗








N(A∗) i r(A) = r(A∗).
Odatle je N(A) = N(A∗), pa je matrica A EP , čime je tvrd̄enje dokazano.

Još jednim rezultatom u istom radu autor je dao dovoljne uslove da suma EP
matrica bude EP matrica.
Teorema 4.16 ([64]) Neka su Ai EP matrice za svako i = 1, ...m, takve da važi∑
i 6=j
A∗iAj = 0.












































N(A1)∩N(A2)∩· · ·∩N(Am). Prema tome, N(A) ⊆ N(Ai) za svako i = 1, ...,m. Kako
je još i Ai EP matrica za svako i = 1, ...,m, prema Teoremi 4.15 A je EP matrica.

Kao generalizaciju ovog rezultata na prostore u kojima je definisan nedefinitni ma-
trični proizvod, u radu [51] data je sledeća teorema.
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Teorema 4.17 Neka su A1,. . .Am J − EP matrice i neka je A := A1 + · · · + Am.
Pretpostavimo da važi Nu(A) ⊆ Nu(Ai) za svako i = 1, . . . ,m i Ai ◦Aj = 0, za i 6= j.
Tada je matrica A J − EP .
Dokaz. Pretpostavimo da važi Nu(A) ⊆ Nu(Ai) za svako i = 1, ...,m. Matrice
AiJ su EP , prema Teoremi 4.1. Kako je još i Ai ◦ Aj = 0, za i 6= j, sledi da je
R(J(A1 + . . . Am)
∗) = R(((A1 + · · · + Am)J)2). Leva strana je jednaka sa Ra((A1 +
· · · + Am)[∗]), dok se ponovnim korǐsćenjem Ai ◦ Aj = 0, za i 6= j dobija da je desna
strana Ra(A
[2]
1 + · · ·+A
[2]
m ) = Ra(A[2]). Prema Teoremi 4.2 (c), matrica A je J −EP .

U poslednjoj teoremi uslov Ai◦Aj = 0, za i 6= j može se potpuno izbeći. To pokazu-
jemo sledećom teoremom koja se dokazuje jednostavno prelaskom na EP matrice.
Teorema 4.18 Neka su A1, . . . , Am J − EP matrice. Ako je Nu(A) ⊆ Nu(Ai) za
svako i = 1, . . . ,m, tada je A := A1 + · · ·+ Am is J-EP.
Dokaz. Neka su A1,. . . , Am J-EP matrice i neka je A := A1 + · · · + Am. Tada su
prema Teoremi 4.1 A1J, . . . , AmJ EP matrice. Iz uslova Nu(A) ⊆ Nu(Ai) sledi da je
N(AJ) ⊆ N(AiJ) za svako i = 1, . . . ,m. Prema Teoremi 4.15 AJ := A1J + · · ·+AmJ
je EP matrica, te je A zbog toga J − EP matrica.

Takod̄e, imamo i sledeći rezultat koji se odnosi na sumu J − EP matrica.






 = r(A), tada
je A := A1 + · · ·+ Am J − EP matrica.
Dokaz. Neka su A1,. . . , Am J − EP matrice, tj. AiJ je EP matrica za svako i =













Matrica AJ := A1J + · · · + AmJ je prema Teoremi 4.15 EP matrica, te je stoga A




4.3 Zakon obrnutog redosleda za Mur-Penrouzov
inverz
Neka su A i B kvadratne kompleksne matrice istog reda. Ukoliko su one invertibilne,
poznato je da je invertibilan i njihov proizvod, kao i da važi:
(AB)−1 = B−1A−1. (4.11)
Ova relacija se naziva zakon obrnutog redosleda, ili skraćeno ROL.
Tokom 60-ih godina prošlog veka, sa razvojem teorije uopštenih inverza, mnogi
matematičari bavili su se i problemom uopštenih inverza proizvoda dveju matrica.
Prirodno, nametnulo se pitanje pod kojim uslovima važi zakon obrnutog redosleda
u tom slučaju. Uopštenje (4.11) za Mur-Penrouzov inverz proizvoda dveju matrica
A ∈ Cp×n i B ∈ Cn×m glasi:
(AB)† = B†A†, (4.12)
i on u opštem slučaju ne važi.
Potrebne i dovoljne uslove pod kojima (4.12) važi prvi je dao američki matematičar
Grevil 1966. godine u radu [37]:
(AB)† = B†A† ⇔ R(A∗AB) ⊆ R(B) i R(BB∗A∗) ⊆ R(A∗), tj.
(AB)† = B†A† ⇔ A†ABB∗A∗ = BB∗A∗ i BB†A∗AB = A∗AB.
Rumunski matematičar Argirijade je došao do novog rezultata koji je objavljen
1968. godine u radu [2]:
(AB)† = B†A† ⇔ A∗ABB∗ je matrica ermitskog ranga. (4.13)
Zakon obrnutog redosleda za uopštene inverze bio je izučavan i za proizvod tri
kompleksne matrice.
(ABC)† = C†B†A† (4.14)
Značajniji rezultat dao je Hartvig 1986. godine u [42], Tian u [96, 97] iz 1994. i 1992.
godine. Pored toga, neki rezultati dobijeni za proizvod dve i tri matrice uopšteni su na
proizvod n matrica:
(A1A2 . . . An)











Zakonom obrnutog redosleda za težinski inverz bavili su se Sun i Vei [95], kao i Vang
[98].
Brojni su rezultati okoji se odnose na zakon obrnutog redosleda na skupu ograničenih
linearnih operatora. Kako se matrični rang ne može upotrebiti u ovom slučaju, -Dord̄ević
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i Dinčic koristili su novi pristup svod̄enjem linearnog operatora na matričnu formu
koja je indukovana dekompozicijom Hilbertovog prostora. Ovi rezultati mogu se naći
u radovima: [22, 24, 27]. Poznata su i uopštenja na C∗-algebre, kao i na prstenima sa
involucijom, itd.
Ovde ćemo napomenuti da ima smisla izučavati zakon obrnutog redosleda za Mur-
Penrouzov inverz proizvoda matrica u prostorima sa nedefinitnim skalarnim proizvodom
(koji je definisan u Glavi 3). Problem egzistencije ovog inverza predstavlja glavnu
prepreku u tome. Kao i kod ograničenih linearnih operatora, i u ovom slučaju ne može
se govoriti o matričnom rangu, te je ovaj problem još uvek otvoren.
Ukoliko umesto običnog posmatramo nedefinitni matrični proizvod, uopštenje pos-
tojećih rezultata postaje jednostavnije. U radu [51] predstavljeno je nekoliko rezultata
koji se odnose na zakon obrnutog redosleda za Mur-Penrouzov inverz proizvoda matrica
u ovom slučaju i istaknuta je njihova veza sa EP matricama. To je bilo motivisano
poznatim rezultatom -Dord̄evića i Rakočevića iz [28] koji je opštiji i odnosi se na linearne
operatore:
Teorema 4.20 ([28]) Ako su A,B ∈  L(H) EP operatori sa zatvorenim slikama, pri
čemu važi i R(A) = R(B), tada je (AB)† = B†A†.
Analogno gornjoj teoremi, izvodi se rezultat za J−EP matrice i nedefinitni matrični
proizvod.
Teorema 4.21 ([51]) Ako su A,B ∈ Cn×n J−EP matrice za koje je Ra(A) = Ra(B),
tada je (A ◦B)[‡] = B[‡] ◦ A[‡].
Dokaz. Kako su A i B JEP matrice, prema Teoremi 4.1 AJ i BJ su EP matrice.
Takod̄e, uslov Ra(A) = Ra(B) implicira R(AJ) = R(BJ). Teoremu 4.20 možemo sada
primeniti na matrice AJ i BJ , tj. važiće
((AJ)(BJ))† = (BJ)†(AJ)†.
Zbog osobina matrice J , dobijamo (AJB)† = (B)†J(A)†, odakle sledi
(A ◦B)[‡] = B[‡] ◦ A[‡],
čime je tvrd̄enje dokazano.

Napomena. Podsećamo da klase EP i J − EP matrica nisu jednake i pokazujemo
da zakon obrnutog redosleda važi i ako je B EP matrica, ako se slike matrica A i B
posmatraju u uobičajenom smislu.
Teorema 4.22 Ako je A ∈ Cn×n J − EP matrica i B ∈ Cn×n EP matrica za koje
važi R(A) = R(B), tada je (A ◦B)[‡] = B[‡] ◦ A[‡].
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Dokaz. Neka je A J −EP matrica. Tada je AJ EP matrica. Dalje imamo R(AJ) =
R(A) = R(B). Kako je B EP matrica, iz Teoreme 4.20 za matrice AJ i B sledi
(AJB)† = B†(AJ)†.
Iz oblika Mur-Penrouzovog inverza (4.3) dobijamo
(A ◦B)[‡] = (AJB)[‡] = J(AJB)†J = JB†(AJ)†J
= JB†JA†J = B[‡] ◦ A[‡].

U nastavku pokazujemo da se zahtev da matrica B bude J − EP , odnosno EP u
gornjim teoremama može potpuno izbeći. U dokazu koristimo poznati Grevilov uslov
o kome je bilo reči na početku ovog poglavlja.
Teorema 4.23 Ako je A ∈ Cn×n J − EP matrica i B ∈ Cn×n matrica za koje važi
R(A) = R(B), tada je (A ◦B)[‡] = B[‡] ◦ A[‡].




R((AJ)∗AJB) ⊆ R(JA∗) = R(JA†AA∗)
⊆ R(JA†A) = R(AA†J)
= R(AA†) = R(A) = R(B),
kao i
R(BB∗(AJ)∗) ⊆ R(B) = R(A)
= R(AA†J) = R(JA†A)
= R(J(A†A)∗) = R(JA∗(A†)∗)
⊆ R(JA∗) = R((AJ)∗).
Ovim je pokazano da je zadovoljen Grevilov uslov za matrice AJ i B. Prema tome,
važi
(AJB)† = B†(AJ)†,
što je ekvivalentno sa
(A ◦B)[‡] = B[‡] ◦ A[‡].

Ovo tvrd̄enje ilustrovaćemo primerom.
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Lako se može proveriti da matrica B nije ni EP ni J − EP . Kako je A† = 1/4A,
dobijamo da je A J−EP matrica. Takod̄e imamo da je R(A) = R(B). Time su uslovi
















, te zaista važi
(A ◦B)[‡] = B[‡] ◦ A[‡].
Sledećom teoremom dati su dovoljni uslovi za ROL, pri čemu nijedna od matrica
u proizvodu nije ni EP ni J − EP .
Teorema 4.24 Neka su A,B ∈ Cn×n matrice za koje važi Ra(A[∗]) = Ra(B). Tada
je (A ◦B)[‡] = B[‡] ◦ A[‡].
Dokaz. Kako je Ra(A[∗]) = Ra(JA∗J) = R(JA∗) i Ra(B) = R(BJ), iz uslova teoreme
dobijamo da je R(JA∗) = R(BJ). Sada imamo
R((AJ)∗AJBJ) ⊆ R((AJ)∗) = R(JA∗) = R(BJ),
kao i




(A ◦B)[‡] = (AJB)[‡] = J(AJB)†J
= J†(AJB)†J = (AJBJ)†J
= (BJ)†(AJ)†J = JB†JA†J
= B[‡] ◦ A[‡].

Navodimo rezultat iz rada [51] koji daje potrebne i dovoljne uslove da za Mur-
Penrouzov inverz nedefinitnog matričnog proizvod važi zakon obrnutog redosleda.
Teorema 4.25 ([51] ) Neka je matrica A ∈ Cn×n takva da važi AJ = JA. Tada
(A ◦B)[‡] = B[‡] ◦ A[‡] ako i samo ako je A∗A ◦BB∗ J − EP matrica.
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U dokazu ove teoreme, a i u nekoliko sledećih, koristićemo rezultat (4.13), pri čemu
imamo na umu da ekvivalenciju EP matrica i matrica ermitskog ranga. Dakle, važi
(AB)† = B†A† ako i samo ako je A∗ABB∗ EP matrica.
.
Pokazujemo da se uslov komutativnosti može isključiti u Teoremi 4.25. Na taj
način, pobolǰsaćemo predstavljeni rezultat.
Teorema 4.26 Neka su A,B ∈ Cn×n.Tada (A ◦ B)[‡] = B[‡] ◦ A[‡] ako i samo ako je
A∗A ◦BB∗ J − EP matrica.
Dokaz. Očigledno je da je (A◦B)[‡] = B[‡] ◦A[‡] ekvivalentno sa J(AJB)† = JB†JA†,
tj. (AJBJ)† = (BJ)†(AJ)†. Prema (4.13) ovo je ekvivalentno sa tvrdnjom da je
(AJ)∗AJBJ(BJ)∗ matrica ermitskog ranga, tj. JA∗AJBB∗ je ermitskog ranga pa
samim tim i EP matrica. Prema Lemi 4.1 imamo ekvivalenciju sa A∗A ◦ BB∗ je
J − EP matrica, čime je tvrd̄enje dokazano.

Sledećim primerom ilustrujemo ovaj rezultat.





















, koja je ermitska
matrica, a samim tim i matrica ermitskog ranga.
Dalje je



























Očigledno, (A ◦B)[‡] = B[‡] ◦ A[‡].
Na kraju ovog dela dajemo rezultat za zakon obrnutog redosleda za Mur-Penrouzov
inverz nedefinitnog matričnog proizvoda tri matrice.
Teorema 4.27 ([51]) Neka su A,B,C ∈ Cn×n matrice za koje važi AJ = JA,
(A◦B)J = J(A◦B). Pretpostavimo još da su A∗ABB∗ i (AB)∗(AB)CC∗ EP matrice.
Tada važi (A ◦B ◦ C)[‡] = C [‡] ◦B[‡] ◦ A[‡].
Dokaz. Primetimo prvo da uslov (A◦B)J = J(A◦B) i pretpostavka da je (AB)∗(AB)CC∗
EP matrica impliciraju
(A ◦B ◦ C)[‡] = C [‡] ◦ (A ◦B)[‡],
što sledi iz Teoreme 4.25. S druge strane, iz uslova AJ = JA i pretpostavke da je





Teorema 4.28 ([51]) Neka su A,B,C ∈ Cn×n matrice za koje je BJ = JB. Tada
važi (A ◦B ◦ C)[‡] = C [‡] ◦B[‡] ◦ A[‡] ako i samo ako je (ABC)†C†B†A†.
Dokaz. Pretpostavimo da je BJ = JB, kao i (A ◦B ◦C)[‡] = C [‡] ◦B[‡] ◦A[‡]. Odatle
sledi da je
J(AJBJC)†J = JC†JB†JA†.
Posle malo sred̄ivanja dobija se da je (ABC)† = C†B†A†.
Suprotan smer se dokazuje analogno.

Uslov (A◦B)J = J(A◦B) možemo izostaviti u Teoremi 4.27 ako umesto (AB)∗ABCC∗
je EP matrica pretpostavimo da je (ABJ)∗ABJCC∗ EP .
Teorema 4.29 Neka su A,B,C ∈ Cn×n takve da važi AJ = JA. Pretpostavimo još i
da su A∗ABB∗ i (ABJ)∗ABJCC∗ EP matrice. Tada važi (A◦B◦C)[‡] = C [‡]◦B[‡]◦A[‡].
Dokaz. Kako je A∗ABB∗ EP matrica, prema (4.13) sledi da je (AB)† = B†A†.
Slično, pretpostavka da je (ABJ)∗ABJCC∗ EP -matrica implicira (ABJC)† = C†(ABJ)†.
Sada, koristeći AJ = JA, dobijamo
(A ◦B ◦ C)[‡] = J(AJBJC)†J = J(JABJC)†J
= J(ABJC)† = JC†(ABJ)†
= JC†J(AB)† = JC†JB†A†JJ
= C [‡] ◦B[‡] ◦ A[‡]
.

4.4 Zvezda parcijalno ured̄enje
Teorija matričnih parcijalnih ured̄enja vrlo je aktuelna poslednjih nekoliko decenija.
Jaka veza sa uopštenim inverzima doprinela je da se ove dve oblasti razvijaju paralelno.
Veliki broj rezultata može se naći u monografiji [73] u kojoj su ispitivana matrična par-
cijalna ured̄enja i to: minus parcijalno ured̄enje, oštro (sharp) parcijalno ured̄enje i
zvezda (star) parcijalno ured̄enje. U manjem delu ove sekcije to će biti osnovni izvor.
Pored ovih matričnih ured̄enja bitno je napomenuti da je poslednjih nekoliko godina
objavljeno vǐse radova u kojima su izučavana i nova matrična ured̄enja - jezgarno (core)
i dualno jezgarno matrično ured̄enje [4, 63, 72].
Minus parcijalno ured̄enje, nezavisno jedan od drugog, definisali su Hartvig [41] i
Namburipad [79] 1980. godine. Za matrice ovo ured̄enje definǐse se na sledeći način:
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Definicija 4.7 ([73]) Neka su A,B ∈ Cm×n. Kažemo da je A manja od B u odnosu
na minus parcijalno ured̄enje, u oznaci A <− B, ako postoji g - inverz A(1) ∈ A{1}
takav da je
AA(1) = BA(1) i A(1)A = A(1)B. (4.17)
Ukoliko se u gornjoj definiciji g− inverz zameni grupnim inverzom dobija se takoz-
vano oštro matrično ured̄enje. Njega je prvi definisao Mitra u [74]. Kako u definiciji
imamo grupni inverz neke matrice A, jasno je da ta matrica mora biti kvadratna i
indeksa indA ≤ 1. Ovaj uslov se ipak nameće i za matricu B u cilju dobijanja brojnih
osobina oštrog matričnog ured̄enja.
Definicija 4.8 ([74]) Neka su A,B ∈ Cn×n takve da je indA ≤ 1 i indB ≤ 1. Kažemo
da je A manja od B u odnosu na oštro parcijalno ured̄enje, u oznaci A <† B, ako važi
AA# = BA# i A#A = A#B. (4.18)
Očigledno je da važi A <# B ⇒ A <− B.
Od svih matričnih parcijalnih ured̄enja najvǐse je istpitivano zvezda parcijalno ured̄enje.
Ono je bilo i prvo definisano (Drazin 1977. godine u [29]).
Definicija 4.9 ([29]) Neka su A,B ∈ Cm×n. Kažemo da je matrica A manja od
matrice B u odnosu na zvezda parcijalno ured̄enje, u oznaci A <∗ B, ako važi
AA∗ = BA∗ i A∗A = A∗B. (4.19)
Pokazano da je ova definicija ekvivalentna sa sledećom:
A <∗ B, ako važi AA† = BA† i A†A = A†B. (4.20)
Takod̄e, gotovo trivijalno se pokazuje, a od velikog značaja je i sledeći rezultat.
Teorema 4.30 ([73]) Za matrice A,B ∈ Cm×n važi:
(1) A <∗ B ⇐⇒ A∗ <∗ B∗;
(2) Ako su U ∈ Cm×m i V ∈ Cn×n unitarne matrice, tada
A <∗ B ⇐⇒ UAV <∗ UBV.
Poznata je teorema koja daje vezu zvezda parcijalnog ured̄enja i uopštenih inverza.
Ovaj i mnogi drugi rezultati iz oblasti parcijalnog ured̄enja mogu se naći u monografiji
[73].
Teorema 4.31 ([73]) Za matrice A,B ∈ Cm×n sledeći uslovi su ekvivalentni:
(1) A <∗ B;
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(2) Neka je rank(A) = a i rank(B) = b. Postoje unitarne matrice U ∈ Cm×m i V ∈
Cn×n i pozitivno definitne deijagonalne matrice Da ∈ Ca×a i Db−a ∈ C(b−a)×(b−a)
takve da je
A = U
 Da 0 00 0 0
0 0 0
V ∗ i B = U
 Da 0 00 Db−a 0
0 0 0
V ∗ (4.21)
(3) B{1, 3, 4} ⊆ A{1, 3, 4};
(4) Postoje ortogonalni idempotenti P ∈ Cm×m i Q ∈ Cn×n takvi da je
A = PB = BQ. (4.22)
.
Teorema 4.32 ([73]) Neka su A,B ∈ Cm×n sledeća tvrd̄enja su ekvivalentna:
(i) A <∗ B;
(ii) A† <∗ B†;
(iii) AA†B = A = BA†A = BA†B;
(iv) A†AB† = A† = B†AA† = B†AB†.
Posebno je interesano posmatrati matrična ured̄enja za posebne klase matrica, kao
npr. za ermitske, EP , normalne matrice, itd. Mi ćemo ovde posmatrati samo zvezda
parcijalno ured̄enje za EP matrice, dok se slični rezultati za druga ured̄enja mogu naći
u literaturi.
Teorema 4.33 ([73] ) Neka su A,B ∈ Cm×n takve da je A <∗ B. Sledeća tvrd̄enja su
ekvivalentna:
(i) A je EP matrica;
(ii) A† i B komutiraju;
(iii) A i B† komutiraju.
Kako bi ove rezultate preneo na prostore sa nedefinitnima skalarnim proizvodom (sa
nedefinitnim matričnim proizvodom), indijski matematičar Jajaraman uveo je nedefinitno
zvezda parcijalno ured̄enje na sledeći način:
A <[∗] B ako važi A ◦ A[∗] = B ◦ A[∗] i A[∗] ◦ A = A[∗] ◦B. (4.23)
Pokazao je da je ovo matrično ured̄enje ekvivalentno sa A <∗ B. Osobine svakako
ima smisla ispitivati, što je on i uradio za J −EP matrice. Motivisan Teoremama 4.32
i 4.33, u radu [51] dao je sledeće rezultate.
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Teorema 4.34 ([51]) Neka su A i B kvadratne matrice istog reda takve da je A <∗ B.
Tada važi: A je J − EP matrica ako i samo ako je A[‡] ◦B = B ◦ A[‡].
Dokaz. Pretpostavimo da je A J − EP matrica. Tada je AA†J = JA†A. Kako važi
A <∗ B, iz (4.20) biće AA†J = BA†J i JA†A = JA†B. Odavde se lako dobija da je
BA†J = JA†B, tj. važi A[‡] ◦B = B ◦ A[‡]. Slično se dokazuje i obrnuti smer.

Teorema 4.35 ([51]) Neka su A i B kvadratne matrice istog reda. Ako važi A <∗ B,
AJ = JA, JB = BJ i AB∗ = B∗A, tada A[‡] ◦B = B ◦ A[‡] =⇒ B[‡] ◦ A = A ◦B[‡].
Ekvivalencijom u Teoremi 4.34 dato je uopštenje Teoreme 4.33. Ovo uopštenje nije
potpuno jer nije razmatrano pitanje da li važi i komutacija matrica A i B[‡]. S druge
strane, veliki broj uslova u Teoremi 4.35 daje ne tako jak rezultat. U sledećoj teoremi
vršimo potpunu generalizaciju Teoreme 4.33.
Teorema 4.36 Neka su A i B kvadratne matrice istog reda takve da je A <∗ B.
Sledeća tvrd̄enja su ekvivalentna:
(i) A is J − EP matrica;
(ii) A[‡] ◦B = B ◦ A[‡];
(iii) A ◦B[‡] = B[‡] ◦ A.
Dokaz. Prvo ćemo pokazati ekvivalenciju izmed̄u A <∗ B i JA <∗ JB.
(JA)∗JA = (JA)∗JB i JA(JA)∗ = JB(JA)∗
ekvivalentno je sa A∗A = A∗B i JAA∗J = JBA∗J , tj.
A∗A = A∗B i AA∗ = BA∗.
Primenom Teoreme 4.33 na matrice JA i JB dobija se:
(i) JA je matrica ermitskog ranga (tj. EP matrica);
(ii) (JA)† i JB komutiraju;
(iii) JA i (JB)† komutiraju.
Prema Teoremi 4.1 dobijamo da je A J − EP matrica.
Iz (ii) sledi
(JA)†JB = JB(JA)† ⇐⇒ A†JJB = JBA†J
⇐⇒ A[‡] ◦B = B ◦ A[‡],
i slično iz (iii):
JA(JB)† = (JB)†JA ⇐⇒ JAB†J = B†JJA
⇐⇒ A ◦B[‡] = B[‡] ◦ A.




Ovom teoremom pokazali smo da su uslovi da matrica J komutira sa matricama
A i B, kao i da važi AB∗ = B∗A potpuno suvǐsni, ali i da kao rezultat nemamo samo
implikaciju, već i ekvivalenciju.
Posledica 4.1 Neka su A i B kvadratne matrice istog reda takve da je A <∗ B i neka
A komutira sa matricom J . Sledeća tvrd̄enja su ekvivalentna:
(i) A je J − EP matrica;
(ii) A je EP matrica;
(iii) A[‡] ◦B = B ◦ A[‡];
(iv) A‡B = BA‡;
(v) A ◦B[‡] = B[‡] ◦ A;
(vi) AB† = B†A.
Dokaz. Dokaz sledi direktno iz Teoreme 4.36 i ekvivalencije EP i J − EP matrica
pod uslovom AJ = JA.

Čak i pod uslovom da je matrica A EP i J−EP , bez pretpostavke poretka matrica
A i B, ne mora istovremeno da važi A[‡] ◦ B = B ◦ A[‡] i A†B = BA†. To ilustrujemo
sledećim primerom.











AJ = JA = I,
pa A i J komutiraju. Sada važi A[‡] ◦B = B i B ◦ A[‡] = B, pa je
A[‡] ◦B = B ◦ A[‡].







Primećujemo da je A 6<∗ B.
Da bismo pokazali da možemo naći matrice A i B takve da važi
A†B = BA† i A[‡] ◦B 6= B ◦ A[‡]





















(3) AA†B = BA†A = BA†B = A;







(7) A ◦ A[‡] ◦B = B ◦ A[‡] ◦ A = B ◦ A[‡] ◦B = A;
(8) A[‡] ◦ A ◦B[‡] = B[‡] ◦ A ◦ A[‡] = B[‡] ◦ A ◦B[‡] = A[‡].
Dokaz. Ekvivalencija uslova (1)− (4) sledi iz Teoreme 4.32. Ostatak dokaza posledica
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[27] D. S. Djordjević, N. Dinčić. Reverse order law for the Moore-Penrose inverse, J,
Math. Anal. Appl., 361(1) (2010), 252–261.
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matematičkom fakultetu u Nǐsu na odseku za matematiku i informatiku. Diplomirala
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