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Abstract 
This paper answers the (non)adjacency question for the whole spectrum of Hamiltonian cycles 
on the Hamiltonian cycle polytope (HC-polytope), also called the symmetric traveling salesman 
polytope, namely from Hamiltonian cycles that differ in only two edges through Hamiltonian 
cycles that are edge disjoint. The HC-polytope is the convex hull of the characteristic vectors 
corresponding to the Hamiltonian cycles of K,, (n > 3). Let 2 d k < n. The k-interchange graph 
is the graph with as vertices the i(n - l)! Hamiltonian cycles of K,, and an edge between two 
vertices if and only if the corresponding Hamiltonian cycles differ in an interchange of k edges. 
It is shown that the 2- and the 3-interchange graphs are the only ones that are subgraphs of 
the skeleton of the HC-polytope; the (n - 1)- and the n-interchange graphs are the only ones 
that do not have edges in common with the skeleton. For each k with 4 d k < n - 2, there are 
Hamiltonian cycles that are adjacent and cycles that are nonadjacent on the skeleton. Finally. 
the Hamiltonicity of k-interchange graphs is solved for several values of k. 
Kqwords: Traveling salesman problem; Hamiltonian cycle polytope; Interchange graph; 
Adjacency 
1. Adjacency and interchange graphs 
The set of all Hamiltonian cycles in the complete graph K, (n 3 3) is denoted by 
S,, and each element of S,, is represented as a characteristic vector in [w”, with m = 
i(n)(n- 1) the number of edges of K,. For u E S,,, the set E(U) denotes the set of edges 
of the Hamiltonian cycle U. The Hamiltonian cycle polytope (HC-polytope, also called 
symmetric traveling salesman polytope), is denoted by Qn = conv{x E iw” 1 x c &}. 
Clearly, S,, = Vert(Q,) is the set of vertices of Qn. The skeleton, Skel(Q,), is the 
graph with vertices the O-faces of Qn and with edges the l-faces of Qn. Two ver- 
tices (O-faces) are adjacent if and only if they share a common edge (l-face). Recall 
* E-mail: g.sierksma@eco.rug.nl. 
0166-218X/98/$19.00 0 1998 Elsevier Science B.V. All rights reserved 
PII SO 166-2 18X(97)00086-3 
218 G. Sierksmal Discrete Applied Mathematics 81 (1998) 217-224 
that ‘nonadjacency’ on the HC-polytope is NP-complete; see [6] Let 2 d k d n. The 
k-interchange graph, Intk(Qn), is the graph with the vertices the vertices of Skel(Q,), 
and with two vertices adjacent if and only if the corresponding Hamiltonian cycles 
differ in an interchange of k edges. 
The 2- and 3-interchange graphs can be used to prove the Hamiltonicity of Skel(Q,); 
see [7, 81. In order to check adjacency of two vertices on the HC-polytope, we will 
use the well-known Hausmann criterion (see e.g. [3-51): 
Let u and v be vertices of the HC-polytope Qn corresponding to different Hamil- 
tonian cycles in K,,. Let WI,. . . , w, be vertices that correspond to the Hamiltonian 
cycles in K, for which E(u) n E( v) c E(wi) c E(u) U E(V) for each i = 1,. . . , Y. 
Then u and v are adjacent on Q,, if and only if conv{u, v} n conv{wt, . , I+} = 4. 
It follows directly from this criterion that u and v are adjacent on Qn if E(u) U E(v) 
contains at most one Hamiltonian cycle different from u and v. For instance, if u and v 
differ in an interchange of two edges, then E(u) UE(v) contains no Hamiltonian cycles 
besides u and v, so that u and v are adjacent. Hence, lnt,(Q,) c Skel(Q,) for IZ 3 4; 
see [7]. In [8] it is shown that Ints(Qn) c Skel(Q,) for n > 5. For 2 < k < n - 1, one 
can easily check that Intk(Qn) and Intk-t(Qn) are edge disjoint. 
2. Hamiltonian cycles with at most one common edge 
In this section, we will show that both Int,_t(Q,) and Int,(Q,) are edge disjoint 
with Skel(Q,). We recall two results of Thomason from [lo]. 
Let G be the graph that is the union of two edge disjoint Hamiltonian cycles in 
K,, (n > 3) and let et and e2 be edges of G. Then 
1. the number of pairs of edge disjoint Hamiltonian cycles, with et and e2 in the 
same cycle, is even, and 
2. G contains at least four pairs of edge disjoint Hamiltonian cycles. 
Theorem 1. For n > 5, both Intn_t(Qn) and Intn(Qn) are edge disjoint with Skel(Q,); 
i.e. Hamiltonian cycles with at most one edge in common are nonadjacent on the 
HC-polytope. 
Proof. Let u and v be two edge disjoint Hamiltonian cycles in K,,. According to 
[IO], there exists at least one other pair of edge disjoint Hamiltonian cycles, say ut 
and vl, such that E(~)UE(V)=E(~~)UE(VI). Since ;U + lo= GUI + $vt, it follows 
that conv{u, v} n conv{h E &\{u, v} 1 E(h) C [E(u) UE(v)]} # 4, and therefore u and v 
are nonadjacent on Q,!. This shows that Int,(Q,) is edge disjoint with Skel(Q,). To 
show that Intn_l(Qn) is also edge disjoint with Skel(Q,), take any two Hamiltonian 
cycles u and v, such that IE(u)nE(v)I = 1, say {e} =E(u)nE(v). Let e=(zi,zI) with 
zt and 22 the end vertices of e. Moreover, let e’ = (WI, ~2) E E(V) with Zi # wj for each 
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i,j E { 1,2}. Let p be a vertex not in K,,. Define the Hamiltonian cycles u’ and L.’ in 
61 by 
and 
E(d)=E(c)\{e’} U{(P,Wl)>(P>W2)j-. 
Clearly, E(u’) n E(c’) = 4. According to [lo], there exists one other pair of edge dis- 
joint Hamiltonian cycles ~‘1 and c/I, such that (p,z,) and (p,z~) E E(u’, ). Define the 
Hamiltonian cycles ut and ~1 by 
E(Zil) = wt: )\{(PJl ),(PJ2)) u {e>, 
E(~I)=E(~‘,)\{(~,~I),(P,wI)}U(~‘}. 
Clearly, ut and ~‘1 are edge disjoint, and E(LLI)UE(CI) =E(u)U E(c). 
Hence, iu+ic= &~t + ic,, and therefore, u and z: are nonadjacent on Qn. U 
3. k-Interchanges with 4 < k < n - 2 
In Section 1 it is mentioned that Hamiltonian cycles, differing in an interchange 
of either two or three edges, are adjacent on Qn, whereas in Section 2 it is shown 
that they are nonadjacent if they differ in an interchange of either n - 1 or n edges. 
In the following theorem, it will be shown that between 4 and n - 2 it can go either 
way. Namely, for each k with 4 < k < n-2, there exists a pair of adjacent Hamiltonian 
cycles and a pair of nonadjacent Hamiltonian cycles, such that the Hamiltonian cycles 
in a pair differ in an interchange of k edges. 
Theorem 2. Let n and k be integers with 4 < k < n - 2. Then there ure pairs of’non- 
adjucent Humiltoniun cycles in K, thut difier in an interchange qf’k ed(]es. Moreover. 
ruch Humiltonian cycle IA in K, is adjucent to at leust 2n other ones ijk <II - 2 and 
to ut lemst n other ones if’ k = n - 2, euch cycle d@ering in an interchunye of’ k edges 
with u. 
Proof. Take any k >, 4. Theorem 1 implies that each two Hamiltonian cycles that differ 
in an interchange of k edges are nonadjacent on Skel(Qk+t ). Let u and 1: be two such 
Hamiltonian cycles in Kk+l, and let E(u) n E(v) = {e}. Inserting IZ -k - 1 new vertices 
on edge e, yields two Hamiltonian cycles tr and F in K,, that have precisely n - k 
edges in common, i.e. that differ in an interchange of k edges. Clearly, Ir and 6 are 
nonadjacent on Qn. 
Now take any Hamiltonian cycle u in K,, and let 4 < k < n - 2. We will construct 
a Hamiltonian cycle u that differs in an interchange of k edges with u and that is 
adjacent with u on Qn; i.e. u and v are adjacent on Lntk(Qn). In order to do so, we 
distinguish the following four cases. 
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bin.1 
b;, 
Cycle v 
Fig. 1. The case ‘n even > 6, k even > 4’. 
(1) rzeven 3 6, keven 3 4. Define u=(a1,az, . . . . a(~pp-k) ,..., am ,..., b~~p)(,+-k), 
. . .,h ), and u =(a~,. . . ,qlp)~-k), 41p)~ ,q1p)~,b(1/2)~--1,. . . ,41/2)+-k), . . . ,h 1; see 
Fig. 1. 
One can easily check that E(u) n E(v) = {(al, a~), . . . , (u(~p)+k)_~, a(lp)+k)), 
(~l,h),(h,~2),..., (b(l/Z)(n--k)-I, 41/2)+-k)), (q1,2)~, 41/2)~)). Hence, l-&u) nE(v)l= 
i(n - k)-l+i(n-k)- 1+2 =n-k. So, u and v differ in an interchange of k edges. 
Since the edge (u(i,2)+k), u(t/2)+k)+l) is not in cycle v and not in all cycles ‘between’ 
E(u) n E(v) and E(u) U E(v), it follows that u and v correspond to adjacent vertices 
on W(Q, ). 
(2) lzeven 28, kodd 35. Let u=(ai ,..., u(i/~)~, bc1/2jn ,..., bt), and v=(ut ,..., 
ql/2)(n-k-1), q1/2)(n-k+l), 41/2)(n--k+l),. . .,q1/2)n-lr &l/2)+It q1/2)?, 41/2)n,..., 
41/2)+-1), . . , W; see Fig. 2. 
In this case the edge (b(1,2)(n--k),b(1/2)(n_-k)+,) is not in v and not in all cycles 
‘between’ E(u) n_!?(u) and E(u) U E(v). Therefore, 
vertices on Intk(Q,). 
(3) n odd > 7,k even 3 4. 
(4) n odd 3 9,k odd 3 5. Cases 3 and 4 are 
and 2, respectively. We introduce a new vertex p. 
draw the cycle v in both cases; see Fig. 3. The 
u and v correspond to adjacent 
more or less similar to cases 1 
Without giving details, we only 
initial cycle u is in both cases 
u=(a1,a2 3.“,q/2)(n-l), P>b(l/z)(n-l),.~., bZ,bl). One can easily check that in both 
cases, u and v are adjacent on Intk(Qn). 
By rotating the labeling of the vertices of v (in all four cases), one can easily verify 
that the number of Hamiltonian cycles adjacent to u is at least II if k = n - 2, and at 
least 2n if k <II - 2. 0 
G. Sierksmal Discrete Applied Mathematics 81 (1998) 217-224 221 
Fig. 2. The cake ‘n even 2 8,k odd > 5’. 
Li 
P 
Cycle v (case 4) 
Fig. 3. The cases ‘n odd > 7.k even > 4’. and ‘n odd > 9,k odd > 5‘ 
4. Hamiltonicity of htk(&) 
In [2] it is asked whether Skel(Q,) is Hamiltonian. The answer to this question is 
in the affirmative; the proof follows, for instance, from the Hamiltonicity of Int2(Qn) 
(see [7]), as well as from the Hamiltonicity of Int,(Q,) (see [S]). The Hamiltonicity of 
Intk(Qn) for k >, 4 is open, except for k = n. The proof for k = n is given in Theorem 3. 
By brute-force calculations, it can be shown that Intn(Qn) is not Hamiltonian for IZ = 4,5 
and 6, and is Hamiltonian for II = 7,8 and 9. In Fig. 4 we have depicted Ii-&( 
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(1) = 12345 
(2) = 23415 
(3) = 34125 
(4) = 41235 
(5) = 23145 
(6) = 31425 
(7) = 14235 
(8) = 42315 
(9) = 31245 
(10) = 12435 
(11) = 24315 
(12) = 43125 
(1) (2) (3) (4) 
Fig. 4. The graph of Ints(Q5). 
Theorem 3. Intn(Qn) is HLcmiltoniun jbr n 3 7. 
Proof. For n = 7,8 and 9 the Hamiltonicity of bit,@,) can be shown by brute- 
force calculations. For n 3 9 the proof is by induction on n. Suppose Int,(Q,) is 
Hamiltonian for n(n 2 9); we show that Intn+i(Qn+i) is Hamiltonian as well. Let H, 
be a Hamiltonian cycle in Int,(Qn). Note that two adjacent vertices on H,, correspond 
to edge-disjoint Hamiltonian cycles. By adding a new vertex x to K,, each Hamiltonian 
cycle u in K,, can be ‘blown up’ to n Hamiltonian cycles Ui,. , G,, in K,,,,, in the 
following way (let E(u) = {ei, . . , e,}): 
E(&) =E(u)\{ej} U {x’(ei),X”(e;)} for i = 1,. . . , n, 
with x’(ei) the edge connecting x and one end point of ei, and x”(ei) connecting x and 
the other end point of ei. Let u and v be adjacent vertices on H, and let Ui, . , iin and 
51 , . . . , I?,, be the vertices that correspond to the Hamiltonian cycles in K,,+I obtained by 
the above ‘blow up’ procedure. 
Claim 1. The induced subgruph of In&,+, (Qn+i ) on the vertices Ul , . . , ii,, und 51,. . . , I?,, 
is (n - 4)-regular and bipartite. 
Clearly, for each i,j E { 1,. . , n}, with i # j, the Hamiltonian cycles Ui and Z7j are 
not edge disjoint. Similarly, for the Ei’S. So there are no edges between the z&‘s and 
between the V,‘s in Int,+i (Qn+i ). Let E(u) = {et,. . . ,e,} and Gi corresponds to ei for 
i = 1,. . . , II. On the other hand, Ui and ijj are adjacent on Int,+t (Qn+i ) as long as z?, 
does not contain an edge incident with both x and ei. Since v has four edges incident 
with ei (recall that ei @E(v)), it follows that for each i there are II - 4 Hamiltonian 
cycles tTj adjacent to Ui on Int,+i (Qn+ I). 
Claim 2. The induced subgraph of Int,,+i(Q,,+i) on the vertices ~21,. . ,I&, VI,. . . , I?,, is 
Hamiltonian. 
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This is a direct consequence of the following theorem of Bondy (see e.g. [I]): 
Let G = (X, Y, E) be a simple bipartite graph with (X( = / Y 1 = p > 2. Let the ver- 
tices of both X and Y be labeled with increasing degrees; i.e. for X = {xi,. ,xp} 
and Y ={,vt,. . . ,yp} holds that d(x,) 6 . . < d(xp) and d(yt) < . . d d(y,). 
If for each j, k E { 1,. , p} with d(xj) < j, d(yk ) < k holds that d(x, ) + d( ,vk ) 3 
p + 1, then G is Hamiltonian. 
Clearly, d(u,) 6 j for n - 4 < j < n, and d(t?k ) < k for n - 4 < k < n. Moreover, 
d(z7,) + d(&) = 2(n - 4) > n + 1 for n - 4 < j, k < n, as long as n 2 9. According to 
Bondy’s theorem, the induced subgraph is in fact Hamiltonian. 
The construction of the Hamiltonian cycle in Int,,, (en+, ) is now as follows. Let 
H, = (~~~112,. . , u,). Each Hamiltonian cycle Ui in K, gives rise to n Hamiltonian 
cycles z&l,. . . , iii,, in K,,, by inserting a new vertex on the respective edges of u,. 
Start with vertex Uil. 
The induced subgraph B( 1,2) of Int,+i(Q,,+, ) on the vertices Ult,. . , ii,,,, ~221,. . , Uz,, 
is Hamiltonian according to Claim 2. So, there is a Hamiltonian path in B( 1,2) that 
starts at Utl and connects all vertices of h-1,2). Let Z&I be the end vertex of this 
Hamiltonian path. Since u2 is adjacent to ~3 on H,, it follows that U2t is adjacent on 
H n+ 1 to one of the vertices z&t, . . . , &,, say to i&t. Repeat the procedure for the induced 
subgraph B(3,4) of Intn+l(Qn+l) on ti3t,. . . ,273, and z&t,. . . , U/l,, and continue until 
B(m-3, m-2). Let z&2, be the last vertex reached so far. According to Claim 1, U,,_~,t 
is adjacent on Intn+t(Qn+t) to n -4 vertices in B(m - l,m), say Um-l,l,...,U,~l,,,_.4. 
Since B(m - 1, m) is Hamiltonian, sayH(m - 1, m) is a Hamiltonian cycle in B(m - I, m), 
each of the vertices z&_ t,t , . , ~2,_l,~-4 has a different endpoint of a Hamiltonian path 
in H(m- 1,m); let 27,~ ,..., z&n-4 be the different end points. Since Ult is adjacent on 
Int,l+l(Qn+t ) with n - 4 of the vertices Z&J,. , Um.n, and 2(n - 4) 3 n + 1, it follows 
that Ull is adjacent to at least one of the vertices U,, I,. . , ii,,,,,_q. This completes a 
Hamiltonian cycle H,,, in Int,z+i (Qn+i ). The conclusion is that Ii&( Qn ) is in fact 
Hamiltonian for n 2 7. 
5. Conclusions and further research 
Although the question whether two vertices (Hamiltonian cycles in K,) are adja- 
cent on the HC-polytope is in co-NP complete, this paper answers the (non) adjacent 
question for vertices corresponding to Hamiltonian cycles that differ in an interchange 
of 2, 3, n - 1, or n edges. For values in between 3 and n - 1 the vertices can be either 
adjacent or nonadjacent, It would be interesting to know which Hamiltonian cycles 
in K,, differing in an interchange of k edges (4 < k < n - 2) correspond to adjacent 
vertices and which to nonadjacent vertices on the HC-polytope. 
The Hamiltonicity of interchange graphs is of importance because it allows us to 
order and to generate all Hamiltonian cycles in K,, according to an interchange criterion. 
For k = 2,3, the Hamiltonicity of Intk(Qn) is established in [7, 81. This paper proves 
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the Hamiltonicity of Int&&) for k = n 3 7. For 4 < k < n - 1 the question is still 
open. 
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