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Background
In pursuit of innovation and accomplishment, humans are creating increasingly complex systems that, while having great capabilities, also
challenge the effective interactions between humans and the systems they create. Socio-Technical Systems are especially complex due to the
interactions of both technology and human behavior. Within Socio-Technical Systems, the most significant element in human interaction with
complex systems is found, the Human Mental Model. This mental algorithm is the very foundation of human cognition, and is the process
through which humans create a virtual map of the perceived reality of the world.

Positive Effects of Mental Models

The success of Socio-Technical Systems depends on the manner with
which humans act together with complex systems. The Human Mental
Model influences the behaviors exhibited by humans interacting with
systems and provides a plan for responding to system stimulus. Peter
Senge developed the Iceberg Theory which suggests that mental models
Figure 1: The Iceberg
are an essential element
of systems due to the
leverage they exert on
event outcomes. Often,
mental models are not
considered in design and
use of systems, leading
to decreases in the
system’s resilience,
flexibility, and ability to
handle unexpected occurrences.
Adapted from The Fifth Discipline by Peter Senge

Correct and holistic Mental Models can also be one of the finest tools
to deal with unexpected occurrences in systems in its innate function as
an indicator of where to focus attention and action. Near-tragedies were
turned into achievements of the human mind over impending disaster as
shown in the inspiring and memorable cases below.

Increasing Leverage

The Human Mental Model

Negative Effects of Mental Models
Biased or flawed mental models have resulted in infamous failures and
several well-known examples are presented that demonstrate a lack of
proper communication, operator error, designing flaws into systems,
and the Normalization of Deviance from set procedure.
Mars Climate Orbiter
1998: A $327.6M NASA robotic
space probe was lost due to
communications in non-SI units
instead of SI. The path of the
probe took it too close to Mars
and it disintegrated.

Space Shuttles Challenger & Columbia

Iran Air Flight 655

Air France Flight 447

1988: A U.S Navy Cruiser shot
down the Iranian Airbus A300
after falsely identifying it as a
F-14A Tomcat Fighter.
All 290 lives on board were lost.

2009: Cabin crew reacted
incorrectly to an equipment
malfunction, causing the A330
to enter aerodynamic stall and
crash. All 228 lives were lost.

1986, 2003: After incidents of both “O-ring
Failure” (Challenger) and “Foam Shedding”
(Columbia) with no observed effects, NASA
became accustomed to both of these safety
issues and ‘Normalized the Deviance’ from safety
requirements. Shuttles and crew were lost after
hot gas pierced Challenger’s SRB joint, and foam
debris fatally damaged Columbia’s left wing.

United Airlines Flight 232

US Airways Flight 1549

Qantas Airways Flight 32

1989: Uncontained engine failure
resulted in high speed projectiles
which ruptured the hydraulic lines
and resulted in loss of flight controls.
Crew flew the plan by engine thrust
alone and managed to land the plane.
Crew just recently completed Crew
Resource Management Training,
leading to enhanced mental models.
185 out of 296 lives were saved.

2009: Multiple bird strikes caused
both engines to fail and as the
plane couldn’t reach the nearest
airport, it was ditched at the
perfect angle of descent into the
Hudson River in New York City.
Also known as the “Miracle on the
Hudson”, the location was chosen
to be near watercraft for rescue.
All 155 lives were saved.

2010: An engine failure caused a
turbine disk to expel shrapnel at
supersonic speeds, crippling control
systems and 21 of 22 aircraft
systems. With > 3% margin for
error on runway space, they made
the incredibly difficult landing and
all 469 lives were saved. The crew
trained themselves on their disaster
response skills before every flight.

Key Research
Many system researchers are finding that improving the field of
complex systems requires addressing the emerging gap between
systems and mental models interacting with them. A survey of literature
suggests that Socio-Technical Systems are growing in complexity and
capability at an exponential rate due to inter-system and unanticipated
interactions, whereas, engineering tools/knowledge and mental models
are increasing linearly. One potential method to address this gap is to
Figure 2: The Emerging Gap in Systems Engineering
develop methods to
instill more holistic,
resilient, and flexible
mental models in
humans to provide a
“big picture” view
for more optimal
interactions with
complex systems.

Conclusion & Future Research
In pursuit of innovation and accomplishment, humans are creating increasingly complex Socio-Technical Systems that, while having great
capabilities, also challenge the effective interactions between humans and the system. Research indicates that methods to inculcate accurate and
adaptable mental models in humans that design and use systems, can decrease the correspondence bias and ontological anxiety found in human
behavior, contributing to a “Big Picture” outlook and more flexible and resilient human-system interaction. Future research in this area would
include exploring the fields of Model Based Systems Engineering (MBSE), Systems Thinking, Cognitive Engineering, and Decision-Making
Theory, all of which could potentially contribute to the understanding and knowledge of the Complex Socio-Technical Systems field.
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