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Abstract. To study extreme hydrodynamic wave impact in offshore and coastal engi-
neering, the VOF-based CFD simulation tool ComFLOW is being developed. In this
paper we will present its turbulence modeling. In particular, a blend of a QR-model and a
regularization model has been designed. The QR-model belongs to a class of modern eddy-
viscosity models, where the amount of turbulent eddy viscosity is kept minimal. Also, to
enhance efficieny, local grid refinement has been added. For validation, experiments have
been carried out at MARIN.
1 INTRODUCTION
Over the recent years, in close cooperation with the offshore industry, the VOF-based
CFD simulation tool ComFLOW has been developed; see e.g. [1–3]. In the early phase
of its development, emphasis has been on simulating momentum-dominated phenomena,
such as the impact of extreme waves (green water loading [4]; wave run-up [5]) and
sloshing (LNG tanks [6]; onboard spacecraft [7]). In these applications viscous effects
can be mostly neglected. Later, the application area has been extended to flows where
the influence of viscosity is becoming noticeable, like in side-by-side mooring or inside
moonpools. One has to realize that, in general, the grids used by ComFLOW will be
too coarse to resolve the turbulent details of the flow. Therefore a turbulence model is
required that can cope with coarse grids, yet without excessive diffusive smoothing.
Numerical simulation of turbulent flow has to face the challenge of the very small
spatial and temporal scales present in turbulence, requiring computational grids and time
steps that resolve these small scales. Thus over the years strategies have been developed
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to model the effects of the subgrid scales onto the resolved scales: turbulence modeling
through RaNS or LES models. Most eddy-viscosity models (like k-ǫ or Smagorinski) add
an excessive amount of ‘turbulent’ diffusion to model the dissipative effect of turbulence.
Doing so, in laminar and transitional flow regions they seriously disturb the physical flow
phenomena.
Therefore, in modern turbulence models the amount of turbulent diffusion is better
controlled. One such model is the QR-model by Verstappen [8]. Based on functional-
analytic arguments, it estimates the unresolved subgrid-scale details, and minimizes the
amount of turbulent diffusion that is added. These estimates can be described in terms of
the second and third invariants, Q and R, of the rate-of-strain tensor. This method not
only recognizes laminar parts of the flow, but also whether the turbulent flow field is more
or less two-dimensional (relevant near free surfaces). In regions of backscatter, the QR-
model is extended with a non-diffusive regularization model, which reduces the production
of the smaller scales. Irregular geometries are treated with a cut-cell immersed-boundary
method. Because in the engineering applications envisaged insufficient resolution in wall
regions can be expected, a local refinement strategy and a wall model is employed [9].
The behaviour of the flow model will be demonstrated on simulations of the water
motion inside moonpools, and on extreme wave impact against a semi-submersible offshore
platform. For validation purposes, MARIN has performed a series of experiments.
2 THE NAVIER–STOKES EQUATIONS





+ C(u)u+ Gp−Du = f. (1)
Here M is the divergence operator1 which describes conservation of mass. Conservation
of momentum is based on the convection operator C(u)v ≡ ∇(u⊗v), the pressure gradient
operator G ≡ ∇ (absorbing the density ρ), the diffusion operator D(u) ≡ ∇ · ν∇u (with
ν the kinematic viscosity) and the forcing term f .
The Navier–Stokes equations (Eq. 1) are discretized on a staggered Arakawa C-grid.
The second-order finite-volume discretization of the continuity equation at the new time







where M0 acts on the interior of the domain and MΓ acts on the boundaries of the
domain. In the discretized momentum equation, convection C(uh) and diffusion D are
discretized explicitly in time. The pressure gradient is discretized at the new time level.
In this exposition, for simplicity reasons the first-order forward Euler time integration will
1Note that calligraphic symbols denote analytic operators, whereas their discrete counterparts will be
denoted by upper-case italic symbols.
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be used. In the actual calculations, the second-order Adams–Bashforth method is being
applied.

















h + f. (3)
The discrete convection operator is skew-symmetric, i.e.
C(u
(n)
h ) + C(u
(n)
h )
T = 0, (4)
where the superscript ·T denotes the transpose. In this way convection does not contribute
to energy production or dissimination [10]: its discretization preserves the energy of the
flow and does not produce artificial viscosity. This can be seen by looking at the discrete










uh, uh))h = ((−C(uh)uh −Gph +Duh, uh))h
= −((C(uh)uh, uh))h − ((Gph, uh))h + ((Duh, uh))h. (5)
When the operator C(uh) is skew-symmetric, the first term in the right-hand side of Eq. 5
vanishes, i.e. no numerical diffusion is introduced. To make the discretization fully energy-
preserving, the discrete gradient operator and the divergence operator are each others
negative transpose, i.e. G = −M0T , thus mimicking analytic symmetry ∇ = (−∇·)T , as
in [10,11]. In this way, also the work done by the pressure drops out of Eq. 5. In all cases,
possible influence of boundary conditions is ignored.
The solution of the discrete Navier–Stokes equation is split into two steps. An auxiliary












h + f. (6)
Imposing discrete mass conservation (Eq. 2) at the new time level (n + 1) results in a








This equation is often referred to as the discrete pressure Poisson equation, as it can be
regarded to be a discretization of the equation MGp =Mu˜.
The liquid region and the free liquid surface is described by an improved VOF-method;
for details we refer to [1, 12].
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Figure 1: Block-based (left) and patch-based (right) refinement, illustrated for refinement around a
curved strip.
3 LOCAL GRID REFINEMENT
Figure 1 illustrates the block-based and patch-based local refinement methods that are
commonly encountered in the literature. In the present work, a block-based Cartesian
local grid refinement approach is followed in which refinement and coarsening is applied
block-wise. By setting the block size equal to 1 × 1, effectively a cell-based approach is
obtained. On static grids, the blocks can be manually grouped together to form arbitrary
rectangular refinement regions. On adaptive grids a block-clustering algorithm could be
used to group blocks together in larger rectangular regions, but design of an efficient
clustering algorithm is not a trivial task.
Discretization at interfaces As an example we consider refinement interfaces in the
“x =constant”-plane where the refined cells are located to the left of the interface. Five
other interface orientations are possible, which are treated similarly. To further simplify
discussion we assume a base grid with uniform grid spacings δx0 and δy0. In the current
discussion we apply no refinement perpendicular to the refinement interface; a 1:2 local
refinement is only applied along the interface. For the grid spacings this implies δyℓ+1 =
δyℓ/2 and δxℓ+1 = δxℓ. Extending the discretization to the three-dimensional case, non-
uniform grids and other refinement directions or refinement ratios is straightforward.
Typically, a large stencil is used for the approximation of missing pressure or velocity
variables along the refinement interface. Interpolation of missing variables increases the
number of non-zero coefficients in the pressure Poisson matrix, which might result in a
non-symmetric matrix, putting higher demands on the solver. Most authors use a non-
overlapping interface and apply linear (or even higher-order) interpolation for missing
variables on the other side of the interface, e.g. [13]. Another approach is to apply linear
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Figure 2: Left: Refinement approach with interpolation of missing pressure variables. Right: Refinement
approach (as followed here) with shifted pressure gradient which is equal for both refined cell faces.
interpolation inside an overlapping interface [14]. In all these cases the discretization
results in a non-symmetric system of equations.
In the present approach, a compact discretization scheme is designed (in both space
and time), which results in a small and symmetric scheme for the discrete composition of
M and G. This makes it possible to employ an efficient linear solver. Furthermore, this
facilitates the use of adjacent refinement regions as well as the interface discretization near
objects and free-surface boundaries. The idea of using a compact discretization scheme
that maintains the symmetry of the discrete Poisson equation can also be found in [15].
Divergence and pressure gradient There are two ways of obtaining a first-order
accurate discretization of the pressure gradient. Either by using a linear interpolation for
the missing pressure variable outside the refinement region (see left of Fig. 2) or by slightly
shifting the location of the pressure gradient (see right of Fig. 2). Both approaches result
in a first-order accurate discretization scheme introducing an error term that is propor-





, where for brevity we use ∆ to denote the order of
magnitude of a grid cell, omitting any subscripts or products of grid spacings. However,
the first approach results in a relatively large stencil whereas the second approach uses a
smaller interpolation stencil consisting of pressure variables that already form part of the
regular stencil. For this reason the second approach is followed, which can be described
as “using a constant pressure gradient along a refined cell face”; see e.g. [15, 16]. Corre-
spondingly, we use a uniform velocity across the entire refined cell face and only place
coarse computational velocity variables at the interface.
Convection and diffusion Missing velocities that are needed in the convection and
diffusion scheme are approximated using (bi-)linear interpolation and a quadratic correc-
tion is added whenever sufficient information is available. Due to this interpolation, the
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central discretization scheme for convection remains second-order accurate since plugging
in an interpolation error ǫ of order O(∆3) in the numerator of a single differencing scheme
results in a discretization error of order ǫ/∆ = O(∆2). The central discretization scheme
for diffusion becomes first-order accurate since plugging in an interpolation error ǫ of order
O(∆3) in the numerator of a double differencing scheme results in a discretization error
of order ǫ/∆2 = O(∆).
Locally refined Volume-of-Fluid (VOF) scheme The fluid distribution is dis-
cretized by means of cell-wise volume fractions which are advected by a second-order
advection scheme. The fluid displacement in ComFLOW is modeled by means of a
second-order Volume-of-Fluid advection scheme. A sharp free-surface interface is recon-
structed from the volume fractions F by a piecewise-linear interface reconstruction (PLIC)
developed by Youngs [17]; see also [18]. At refinement interfaces missing volume fractions
Figure 3: Reconstruction of missing volume fractions needed by the VOF advection scheme.
on the coarse grid are approximated by averaging the refined volume fractions (left part of
Fig. 3) and on the fine grid they are reconstructed geometrically from the volume fractions
on the coarse grid (right part of Fig. 3). The advective fluxes located at the refinement
interfaces are calculated on the fine grid and simply added up to obtain the advective
fluxes on the coarse grid.
4 TURBULENCE MODELLING
In order to simulate the high Reynolds number turbulent flows that are associated
to offshore applications, some form of turbulence modeling is required. Simply put, it is
necessary to model those scales of motion that cannot be represented on the computational
grid, i.e. the subgrid scales. The production of small scales takes place through the non-
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linear convective term. The only mechanism that counteracts the production of small
scales of motion is diffusion. The equilibrium between production (by convection) and
dissipation (by diffusion) of small scales cannot be reached on the computational grid.
This consideration gives rise to two modeling options: either restrict the production of
subgrid scales or increase the dissipation of subgrid scales.
4.1 The vortex stretching mechanism
In order to arrive at a correspondence between the turbulent dynamics of the fluid and
the Navier-Stokes equations, consider the momentum equation. Taking the curl of Eq. 1
gives the evolution of the vorticity field ω ≡ ∇ × u ≡ curl u in time. As the curl of a
gradient of a scalar field vanishes, the vorticity equation reads
∂ω
∂t
+ C(u)ω +Dω = C(ω)u. (8)
The term on the right-hand side describes the vortex stretching. Like the kinetic energy,




ω · ω dΩ. (9)
Taking the inner product of Eq. 8 with the vorticity field ω and recalling the skew-




+ ((ω,Dω)) = ((ω, C(ω)u)). (10)
The vortex stretching term on the right-hand side of this equation can be written as
((ω, C(ω)u)) = ((ω,S(u)ω)), where S(u) denotes the symmetric part of the velocity gradient
tensor S(u) = 1
2
(∇u+ (∇u)T ) .
When a domain Ω∆ of arbitrary size ∆ is considered, the evolution of enstrophy in this






(ω · S(u)ω + νω · ∇2ω) dΩ. (11)
Both terms in the right-hand side are closely related to invariants of the rate-of-strain
tensor. In the absence of boundary terms, the diffusive term in Eq. 11 can be rewritten
as




where S(ω) = 1
2
(∇ω + (∇ω)T ). Note that the right-hand side of this equation equals the
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As has been demonstrated by Chae [19] in an analysis of the 3-D Euler equations, the
vortex stretching term can be expressed in terms of the third invariant of the rate-of-strain










ω · S(u)ω dΩ,






(R(u)− νQ(ω)) dΩ. (13)
This relation is important in analyzing and formulating the turbulence models that will
be described below.
5 LARGE-EDDY MODELS
5.1 The Smagorinsky model
An important class of LES turbulence models relies on the turbulent viscosity hy-
pothesis, e.g. [20]. An eddy viscosity model defines the effect of subfilter scales on the
resolved scales as a locally increased diffusivity of the flow. In an eddy viscosity model, it
is assumed that the anisotropic part of the subfilter tensor is proportional to the filtered
rate-of-strain tensor S(u¯), i.e.
τ − 1
3
(tr τ)I = −2νedS(u¯),
where the constant of proportionality νed is dubbed the eddy viscosity. The trace of
the subfilter tensor tr (τ) can be incorporated into the pressure. The archetype of eddy-
viscosity LES models is the Smagorinsky model, first formulated in [21], which assumes
that the eddy viscosity is proportional to the local stresses in the fluid. The characteristic
stress |S(u¯)| is related to the second invariant of the rate-of-strain tensor Q through
|S(u¯)|2 = trS2(u¯) = Q(u). The Smagorinsky eddy viscosity is obtained from multiplying
the characteristic stress by a turbulent mixing length or filter length. If ∆ denotes the
filter length, the Smagorinsky eddy viscosity is given by
νed ≡ CS∆
2|S(u)|, (14)
where CS denotes the Smagorinsky coefficient, which has to be determined empirically.
Typically a value in the range of 0.1-0.18 is used for CS. Note furthermore that the
resulting continuity and momentum equations are written only in terms of the filtered
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velocity field u, which shows that in the Smagorinsky model there is no need to perform
an explicit filter operation in the course of the computation to determine the filtered
velocity field.
The transfer of energy from resolved to subfilter scales according to the Smagorinsky
model is found to be Ps = νed|S(u)|
2, which is clearly always nonnegative. This shows that
dissipation is enhanced in regions of high rates-of-strain. Note that energy dissipation will
also occur in laminar parts of the flow, where, e.g., only a shear layer is present. This
is an undesirable feature of the Smagorinsky model, and some modifications have been
proposed, e.g. a dynamic version which adapts to the local flow physics [22, 23].
5.2 QR eddy-viscosity model
In order to overcome unnecessary and excessive dissipation in a turbulent flow, an
answer to the question “When does eddy-viscosity damp subfilter scales sufficiently?”
is sought. Starting from this question, Verstappen [8] arrives at the QR eddy-viscosity
model. One of the ways through which he arrives at this model is by a classical analysis of
the vortex stretching mechanism that has been presented above. Adding an eddy-viscosity
term to the Navier-Stokes equations, allows a derivation of the enstrophy evolution equa-






(R(u)− (ν + νed)Q(ω)) dΩ. (15)



















where C∆ is the smallest nonzero eigenvalue of the Laplacian operator ∇
2 on the domain
Ω∆. Thus, when the right-hand side in (17) is larger than the right-hand side in (16),
there certainly is sufficient turbulent eddy viscosity (somewhat less might also suffice).
In a numerical implementation, this eigenvalue will be based on the local computational
grid information. The result gives an eddy viscosity model that is entirely based on the








In order to evaluate the eddy-viscosity in the course of the computation, note that the
integrals in the last expression can be interpreted as a filter applied to the invariants of
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the rate-of-strain tensor. Using the approximate deconvolution method to regain subfilter
information, [8] shows that to second order in the filter length ∆ an appropriate estimate







The QR-model has been extensively tested on a number of ‘elementary’ flows like
decaying isotropic turbulence [24] and channel flow [8,25]. Comparisons with the popular
dynamic version of the Smagorinsky model [23] can be found in [24, 26]. Especially [26]
gives a good comparison, because exactly the same grid and the same numerical method
are used for both models, so that numerical discretization errors do not hamper the
comparison. It is found that the behaviour of the QR-model on the smaller length scales
is clearly better because of the reduced dissipation.
5.3 Regularization of convection
Preventing the vortex stretching mechanism from creating scales of motion that can-
not be resolved can be achieved by a regularization of the convective term. The first
approach in this direction has been Leray’s smoothing of the advection-velocity [27], fol-
lowed more recently by the Navier-Stokes α-model, in which effectively the transported
momentum velocity is smoothed [28]. The third type of regularization, introduced in [29],
regularizes the convective term in an explicit symmetry-preserving way, unlike the other
regularization approaches.
A symmetry-preserving regularization of the convective term smoothes the original
convective term while preserving its skew-symmetry. The smoothing takes place through
a filter operation uh → uh. Verstappen [29, 30] applies the filter to the convective term,
which yields a family of symmetry-preserving regularization models. For the discrete
convective term C(uh)uh, the second-order (in terms of the filter length) accurate regu-
larization model from this family is given by
C2(uh, uh) = C(uh) uh. (19)
Selfadjointness of the filter ensures the skew-symmetry of the original convective term.
The length scale over which the filter smoothes the signal will depend on the local flow
physics.
5.4 A blending strategy
The interaction of resolved scales of motion with subfilter scales of motion are quantified
by the third invariant R(u) of the rate-of-strain tensor. For positive values of R, the
equations of motion suggest that energy is transferred from large to small scales of motion,
and a suitable model seems to be the QR eddy-viscosity model. However, when a negative
value of R occurs, this indicates a transfer of energy from subfilter to resolved scales of
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motion. This backscatter of energy is not allowed by the requirement that the dynamics
of resolved and unresolved scales should be completely separated. A negative value of R
would introduce anti-diffusive behavior of the QR eddy-viscosity model. This suggests
that the model can be closed for backscatter through regularization of the convective
term. The suggested approach blends two different modeling approaches into one blended
turbulence model, depending on the invariants of the rate-of-strain tensor.
5.5 The near-wall boundary layer
From a computational point of view it is expensive to refine the grid to the level at
which the boundary layer can be resolved. Therefore, to account for the influence of the
turbulent boundary layer on the effective wall-shear stress that the outer flow experiences,




Model experiments have been carried out at MARIN to provide validation material
for various aspects of the numerical method, such as the wave run-up effects and the
impact loading on an offshore structure. As a first example we present simulations and
experiments for run-up against a semi-submersible offshore platform.
The setup of the wave run-up model experiment is sketched in Fig. 5. The experiment
is carried out on a scale of 1 : 50. A semi-submersible with a typical (but simplified)
geometry is located in the center of the flow domain. On full scale, it has a length of
114.5m, a width of 17.5m, a height of 28.0m and a draft of 16.0m. The waves in the
experiment are generated by a flap-type wave generator, creating waves by translational
motion. The basin width is 4m, which is equal to 200m on full scale, with solid side walls.
The incoming wave has a full scale wave height of 14.7m and a wave period of 11.0 s. To
measure the wave elevation at several positions, an array of resistance type wave probes
(100 Hz) is placed in the basin, most of them in front of and between the two columns.
The pressure is monitored by 28 piezo-resistive transducers (5 kHz) that are fitted on the
semi-submersible.
In describing the wave motion in the simulation, the boundaries of the flow domain
are brought closer to the structure than in the experiment to reduce computational costs.
The computational domain, at full scale, is 400m long, 200m wide and vertically reaches
90m into the water and 24m into the air. Its inflow boundary is located at 240m from
the center of the semi-submersible. To facilitate this decreased distance between the
wave maker and the semi-submersible in the simulations, the incoming waves have been
analyzed by wave calibration tests (without semi-submersible in the flow) to establish
a representative incoming computational wave [32]. The generated incoming wave is
modeled as a 5th-order Stokes wave, with wave parameters depending on the experiment.
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Figure 4: Wave run-up against a semi-submersible: snapshots of experiment and simulation.
Note that the shape of the experimental wave differs from a theoretical Stokes wave: the
wave crests can be made to correspond nicely, but a difference in the troughs is left. This
has to be taken into account when comparing the simulations with the model tests.
WH01 WH09 WH17 WH19
P11
P15
Figure 5: Left: Location of the wave height and pressure sensors. Right: The grid with local refinements
around the free surface and around the semi-submersible (color shows the VOF-function).
The numerical simulations will be shown for two different, stretched grids: 180 ×
40 × 60 = 430k and 360 × 80 × 120 = 3.5M grid cells. The grid sizes near the semi-
submersible are about 80 cm and 40 cm, respectively, in all three directions. Also results
for a locally-refined grid are shown, with cells of around 15m away from the structure
and five refinement levels, down to 50 cm near the object, making a total of only 0.4M
cells (Fig. 5). This grid is the coarsest in the far field, yet almost the finest in the near
field.
In the presentation of results we will focus on the region in front of the first column,
ie.e. monitor points WH09, P11 and P15; see Fig. 5. Firstly, in Fig 6 the wave run-up
against the column is shown for the first two wave periods in the simulation: The results
from the locally-refined simulation are pretty similar to those of the finest grid, although
the amount of grid points is more than 8× less.
The pressure development near the bottom (P11) and the top (P15) of the first column
of the semi-submersible is shown in Fig. 7. For transducer P11, the short-lasting pressure
peaks of the experiment are also visible in the simulations. Near the top of the first
12
A.E.P. Veldman, R. Luppes, H.J.L. van der Heiden, P. van der Plas, T. Bunnik and J. Helder























Figure 6: The wave height development (full scale) at the first column (WH09) for several grids compared
with experimental data.













































Figure 7: The pressure (full scale) at the first column (left P11; right P15) for several grids compared
with experimental data.
column, at transducer P15, the peak pressure values in the simulations are relatively low,
which can be attributed to the limited number of grid cells along the column. We will
report on more detailed simulations in Van der Plas et al. [9].
6.2 Moonpool water motion
The simulation of free-surface dynamics in moonpools is an example of an application
where violent free-surface motion is coupled to viscous flow details. A realistic simula-
tion of free-surface motion is strongly dependent on the correct prediction of the vortex
formation in the moonpool. The combination of coarse grids and upwind discretization
techniques dissipates the perturbations that lead to the characteristic roll-up of the shear
layer, thus preventing vortex formation at the edges of the moonpool. In order to illus-
trate the performance of the above-described central discretization, the first results of
13
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the simulation of water motion in a moonpool (in calm water) will be presented. The
experimental set-up at MARIN is shown in Fig. 8(left).
Figure 8: Left: Photograph of the moonpool experiment. Right: Impression of the locally-refined
computational grid (only every tenth grid line is shown).
In order to model moonpool dynamics in calm water (i.e. in the absence of waves) not
the entire ship will be modeled. The domain has dimensions (in m) [5.0, 6.0]× [0.5, 0.5]×
[4.0, 0.5], and the stretched grid has dimensions 228 × 10 × 184. As the setup of the
problem is two-dimensional and most variation is expected to take place in the (x, z)-
plane, we assume that 10 uniformly spaced grid points in the y-direction are enough to
capture the essential physics. The smallest grid spacing is 0.01m. An impression of the
computational grid, with local refinement, is given in Fig. 8(right).
In rest, the flat free-surface (z = 0) is elevated 0.4m above the submerged bottom of
the object, i.e. the draft is taken to be 0.4m. The width of the moonpool is 0.8m in
stream-wise (x) direction and 1.0m in cross-stream (y) direction. Rather than moving
the moonpool through the grid or to prescribe the inflow velocity, the moonpool and the
grid fixed to the geometry are accelerated from rest. The acceleration is modeled through
the forcing term in the Navier–Stokes equations. No-slip boundary conditions are applied
at all the moonpool walls.
Figure 9: Experiment vs simulation: (left) vortex shedding; (right) spectrum of the water height in the
middle of the moonpool.
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The vortex formation in the moonpool is illustrated by the vorticity plot in Fig. 9(left).
In the first stage, during acceleration of the moonpool a big vortex is formed at the edge
and shear layer roll-up is observed. The vortex travels upward in the moonpool and
impinges on the free surface. The synchronization of vortex formation and the oscillation
of the water column lead to resonant (piston mode) motion of the water in the moonpool.
Moreover, a bore formed by the impinging vortex on the right-side wall of the moonpool
is observed to travel back and forth between the right and left wall (slosh mode).
The spectrum of the time trace of the water height in the middle of the moonpool is
compared in Fig. 9(right). A very good agreement is obtained between experiment and
simulation. This also is visible in the comparison of a detailed window of the time trace
in Fig. 10: both amplitude and phase velocity are pretty similar.
Figure 10: Experiment vs simulation: part of a time trace of the water height in the middle of the
moonpool.
These results are a clear improvement over a too-diffusive second-order upwind dis-
cretization which results in a steady state solution, with a stationary recirculation zone
present in the moonpool; see the discussion in [33]. Also, traditional LES models (like
the Smagorinsky model) produce a more diffusive flow pattern, with much less vortical
details. It pays off that the current blended turbulence model is minimizing the amount
of eddy viscosity. We hope to present a more detailed comparison between the results
from various turbulence models in the near future.
7 CONCLUSIONS
The turbulence modeling in the free-surface flow solver ComFLOW has been demon-
strated and discussed. The turbulence model belongs to a modern class of models, where
turbulent eddy viscosity is kept to a minimum. It has been extended with a (dissipation-
free) regularization model, to deal with backscatter. Calculation time has been lowered
by using local grid refinement. The performance of the new model has been demonstrated
first on flow past a semi-submersible. Thereafter, its performance on simulating flow in a
moonpool has been discussed. For both cases experimental validation has been provided
by MARIN.
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