INTRODUCTION
Suppose that we have n individuals or components which are subject to 'failure' and that the response variable of interest is time to failure. Let Tj*, T 2 *, ..., Tn* be independent random variables representing the times to failure of the individuals. We suppose that right censoring may occur because of the need for early termination . denote the numbers of uncensored and censored observations, respectively.
We now suppose that measurements are available on k explanatory variables P. * (x k function of T* given x will be denoted by f(t;X) and S(t;Z), respectively. If the hazard function f(t;x)/S(t;x) is assumed to be a constant independent of t for any given x, then T* has the exponential distribution with p.d. where p x denotes the expected value of T* given x.
Various models have been proposed in the literature to represent the dependence of Vi on x. Fiegl and Zelen (1965) consider the model form Ux A (1 *x'6) (3.5) while Greenberg et.al. (1974) This model arises for the exponential case from the well-known family of proportional hazard regression models (see e.g. Kay (1977) )in which an assumed underlying hazard function is adjusted by multiplicative exponential factors to allow for the effect of the explanatory variables.
Prentice (1973) also discusses the use of censored regression models for the exponential case.
In this paper, we consider the power transformation model given by
We shall refer to 6 as the power parameter. It is seen that when 6 -1, the model corresponds to the usual additive regression model for the mean given by (1.5), while if 6 -1 the reciprocal model In general, the power parameter 6 as well as the coefficient vector -will have to be estimated from the data. In section 2, results are given for maximum likelihood estimation and it is shown how the estimates can be obtained numerically using the statistical package GLIM. The problem of assessment of the goodness of fit of the model is discussed briefly in section 3 and in section 4 a numerical example is used to illustrate the
vrocedure.
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MAHIUM LIKELIHOOD ESTIMATION
We shall assume that the stochastic model underlying the censoring mechanism is unknown. 
for jj'-0,1,...,k, where . '*2.. If 6 is known, the value k.(6) which maximises the log-likelihood, now denoted by logL(k*(6), 6) , can be found fitting a Poisson regression model with the user defined link function % ( i) -={(ti/)j) 1)6.
In the usual case when 6 is unknown, the maximum likelihood estimates 
If a confidence interval for 6 is required, we use the approximate distribution result
where X 2 ( -0) denotes the upper 1O01% point of the 4 distribution.
V . The covariance matrices for A* and 6 can also be found straightforwardly using (2.11) since the GLIM output will provide the value of A71, A A the covariance matrix for f, when 6 is treated as the true fixed value of 6. Finally, we may wish to test the hypothesis that a specified subset of the explanatory variables have no effect on the expected time to failure. This can be done using a standard likelihood ratio test based on the difference between the maximised log-likelihoods under the full and reduced models, this being the difference between the corresponding deviances in the GLIM output.
Thus if
RESIDUAL PLOTS
A graphical procedure based on suitably defined observed residuals provides "... If the model is correct, the {r i ) will approximately have the properties expected of a random sample of n observations from the standard exponential distribution. A plot of the ith ordered residual n' r(i) against the ith smallest exponential score e., n should n-i J then give an approximate straight line relation with unit slope and zero intercept.
To deal with censoring, we note that E{R1 R > t ( 6x )/ 6 ) 1 + t(I + 6 (3.2)
Replacing the censored value of R by the maximum likelihood estimate of its expected value, we define modified residuals by 
AN-ILLUSTRATIVE EXAMPLE
To illustrate the use of the power transformation model we use the data in table I which were taken from Prentice (1973). The data are for groups of advanced lung cancer patients, the groups being defined by two factors, type of chemotherapeutic agent at two levels standard and test, and tumour cell type at four levels, squamous, small, adeno and large. In the original study, four explanatory variables were measured and the analysis based on model (1.7) indicated that only one show that at the higher levels of x, the expected survival times are highest f or group G5, and that the differences among the groups G3, G6 and G7 are relatively small. These results support the general finding made by Prentice and it should be noted that for these data, the use of the power transformation model leads to only a moderate improvement in fit compared with the model given by (1.7). The value of 2logL{C%(0.43), 0.43) -2logL{S (0),0) is 1.41 which when referred to the X, distribution is just significant at the 25% level.
It is of course instructive to use the general power transformation model to assess the adequacy of fit of the commonly used model given by (1.7). x -0 which is assumed to depend on a vector e of unknown parameters.
A straightforward argument shows that the log-likelihood under the model given by (5.1) is n n logL(ae,6)-1 (wlogit -V )+I IWlog{ho(ti;e)/Ho(ti;e)) 
