Abstract. We consider time-dependent parabolic problems coupled across a common interface which we formulate using a Lagrange multiplier construction and solve by applying a monolithic solution technique. We derive an adjoint-based a posteriori error representation for a quantity of interest given by a linear functional of the solution. We establish the accuracy of our error representation formula through numerical experimentation and investigate the effect of error in the adjoint solution. Crucially, the error representation affords a distinction between temporal and spatial errors and can be used as a basis for a blockwise time-space refinement strategy. Numerical tests illustrate the efficacy of the refinement strategy by capturing the distinctive behavior of a localized traveling wave solution. The saddle point systems considered here are equivalent to those arising in the mortar finite element technique for parabolic problems. 1. Introduction. We consider an adjoint-based a posteriori error estimator for parabolic problems that are coupled across a given interface and construct an adaptive space-time finite element scheme. A posteriori error estimation is commonly used in parabolic problems for adaptive mesh refinement and the different approaches are described in a detailed review paper [1], as well as in [4, 5, 14, 20, 24, 35, 39, 40, 41] . In particular, [14, 15, 16] develop a technique based on solving an adjoint problem to estimate the error in a quantity of interest given by a functional of the solution as opposed to the error in a norm of the solution.
Introduction.
We consider an adjoint-based a posteriori error estimator for parabolic problems that are coupled across a given interface and construct an adaptive space-time finite element scheme. A posteriori error estimation is commonly used in parabolic problems for adaptive mesh refinement and the different approaches are described in a detailed review paper [1] , as well as in [4, 5, 14, 20, 24, 35, 39, 40, 41] . In particular, [14, 15, 16] develop a technique based on solving an adjoint problem to estimate the error in a quantity of interest given by a functional of the solution as opposed to the error in a norm of the solution.
Error estimation for coupled problems solved using operator decomposition techniques was considered in [17, 18, 9, 8] . While operator decomposition is traditionally viewed as easy and inexpensive to implement [19, 28] , its convergence is rarely guaranteed. In this paper we take the alternative, monolithic approach to solving coupled parabolic problems, which do not suffer from this problem. We introduce a Lagrange multiplier (mortar element) space on the interface between the component domains, resulting in a large-scale complex system, which can nevertheless be solved efficiently with special treatment [33, 22] . Moreover, the presence of the Lagrange multiplier variable allows us to derive error estimates for a quantity of interest that is supported along the interface. This is particularly useful in applications where the Lagrange multiplier represents an important physical quantity. Similar systems arise when using mortar elements [7, 2, 3, 6] as part of a domain decomposition approach [34] to solving elliptic or parabolic systems.
Multiphysics problems in which the coupling occurs across a common interface arise in many fields. For example, models of fluid-structure interaction are of interest in many physiological applications [12, 23, 26, 38] . Examples include the normal stress along arterial walls when assessing the risk of aneurysm rupture [12, 11] , and the flux through the boundary between a fluid and a porous media when modeling air flow in the lungs [27] . The problems considered here are a necessary step towards an a posteriori error analysis for more complicated multiphysics systems.
Recent investigations [29, 25] have established convergence of goal-oriented adaptive schemes for linear and nonlinear parabolic problems, respectively, and build on the earlier work of [31, 30] . These analyses require a Dörfler "mark and refine" strategy [13] and simultaneously refine both forward and adjoint problems. The extension of the approach in [29, 25] to goal-oriented adaptivity for coupled parabolic systems such as those studied here is not immediate. Our focus is on error estimation and on a single refinement step. We do not attempt to prove the convergence of our adaptive strategy. Nor do we seek to develop methods akin to the "safeguarded" dual weighted residual method of [32] that allow for inaccuracy in the (numerical) adjoint solution.
The structure of this paper is as follows. We formulate a coupled time-dependent problem in section 2 and define our solution method. In section 3 we introduce the error in the quantity of interest and derive an error representation formula. We also assess its accuracy in the presence of an inexact adjoint solution. A blockwise adaptive mesh refinement strategy is then discussed in section 4. The effectivity of the error estimator is demonstrated in section 5. Finally, section 6 illustrates the performance of the mesh refinement algorithm.
A model coupled time-dependent problem.
Our model problem is to find functions u i (x, t), x ∈ Ω i , t ∈ [0, T ], for i = 1, 2, where Ω i are nonoverlapping open polygonal domains sharing a common interface Γ. Here, u 1 (x, t) and u 2 (x, t) satisfy the following partial differential equations, continuity constraints along Γ, and initial and boundary values: 
A3
In order to construct weak solutions, we introduce the function spaces
be the affine subspaces including the given Dirichlet and zero Dirichlet boundary conditions, respectively, along Γ D i . For any v i , w i ∈ X i , i = 1, 2, we define the following bilinear forms:
Finally, for any pair (v, ν) ∈ X i × Y we define < ν, v > to be the standard duality pairing. Note, we assume the action of the trace operator on v is contained within the duality pairing.
The weak form of (2.1)-(2.6) is as follows:
In the first equation we use shorthand notation ∓ < λ, v i >, i = 1, 2, for the terms − < λ, v 1 > when i = 1, and < λ, v 2 > when i = 2. In the text below the top sign always corresponds to i = 1 and the bottom sign to i = 2.
Note. Nonzero Neumann boundary conditions on Γ N i , i = 1, 2, will result in additional boundary integral terms in (2.7).
We construct a finite element method for this problem using continuous piecewiselinear functions in space (cG(1) in space) and discontinuous piecewise-constant functions in time (dG(0) in time). We denote the spatial and temporal discretization spaces by P 1 c and P 0 d , respectively. First, we partition I = (0, T ] into N time intervals, 0 = t 0 < t 1 < · · · ≤ t N = T with Δt n = t n − t n−1 and define I n = (t n−1 , t n ]. We construct regular triangulations τ i for Ω i , i = 1, 2, and a partition τ for Γ, consisting of nonoverlapping elements Δ and γ, respectively. The corresponding finite element spaces are
We define semidiscrete subspaces of the test spaces X 1 , X 2 , and Y , and the projections π h and θ onto these semidiscrete subspaces as
where j is the index of the domain that defines the finite element space on Γ (i.e., that where the mesh in the domain conforms with the mesh on the interface). Finally, let [u
denote the jumps in the (discontinuous in time) finite element solutions u h i at times t n . The resulting finite element method can be written as follows:
where R 1 and R 2 are the residuals (2.13)
For sufficiently smooth interfaces the problem is known to be well posed [21] . Interfaces with corners require a more precise definition of the Lagrange multiplier space.
The error representation formula. Let the discretization errors be defined as
, and e λ = λ − λ h , which are functions of both space and time. The quantity of interest
is a linear functional of the solution with coefficients ψ 1 , ψ 2 , and ψ, and has error
A5
The adjoint problem corresponding to (2.7)-(2.8) is as follows:
where (φ 1 , φ 2 , μ) is the solution of the adjoint problem (3.3)-(3.5) and the residuals R i , i = 1, 2 are defined in (2.13). We identify the following:
as the error due to the discontinuous approximation in time,
In (R i , φ i ) dt as the domain error, and write
Proof. We use the errors e 1 , e 2 , and e λ as test functions in the weak formulation of the adjoint problem (3.3) and (3.4), yielding
Adding these equations together, integrating by parts in time, and recalling the residual definition (2.13) and the piecewise constant dependence of the finite-element solution in time, we obtain
We can also use φ 1 , φ 2 and μ as test functions in the weak formulation of the original problem (2.7) and (2.8), resulting in
Subtracting both expressions from the above formula for E,
We can rewrite the term due to jumps in the solution, assuming the exact solutions to the original and to the adjoint problems are continuous in time (within their respective subdomains), and using the initial and final conditions (2.2) and (3.5). Noting that
, the error measure can be written as
Using the initial conditions u h i,0+ = πu i,0 and φ i,N = 0 to rearrange the first two terms we obtain the representation formula (3.6),
Remark 1. Upon appropriate simplification, error representation formulas for a system comprising two coupled elliptic problems and for a system comprising a parabolic problem coupled to an elliptic problem, follow immediately from the above result.
We now consider corrections to the error representation formula due to errors on the boundary and error in the adjoint solution. 
We extend this function to the whole domain Ω 1 ∪ Ω 2 by setting it to zero at all mesh points other than those A7 on the Dirichlet boundaries, and allowing it to be piecewise linear in space. Then we can write
is a suitable test function for the adjoint. Substituting for the first term on the right-hand side from (3.3),
Proceeding as before, we define
and arrive at the full error representation (3.10)
In a realistic case, a Dirichlet boundary condition is unlikely to be given in functional form, meaning it will automatically reside in the finite element space. Unless stated explicitly, we do not include this error component in the calculations below.
The effect of adjoint approximation.
The effect of adjoint approximation has previously been considered by [10, 32, 37] , amongst others. Let the adjoint finite element spacesX 1 ,X 2 , andŶ be such that
Thus we solve the following:
Note that the partition of the time interval I remains the same. A finer partition will introduce additional jump terms which we choose to avoid for ease of exposition. In practice, we employ dG(1) in time (discontinuous piecewise-linear functions), and cG(1) in space (continuous piecewise-linear functions) on a finer mesh than that used for the original finite element method. where
Proof. Analogous to the proof of Theorem 3.1. The value of is not computable but can be bounded a priori if f i are sufficiently regular. We provide numerical evidence in section 5 that can indeed be neglected provided the adjoint finite element solution is sufficiently accurate.
An adaptive strategy.
Our goal is to use the error representation formula (3.6) in order to obtain a mesh which is well-suited for a given problem and which achieves a specified error tolerance in a given quantity of interest. We consider the projection of the adjoint solution onto the original finite element space (π h θφ 1 , π h θφ 2 , π h θμ), which can be used as a test function in the original finite element problem (2.10)-(2.11), and so satisfies
Adding these equations together, we have
Combining with the representation formula (3.15), and adding and subtracting the term
This form of the error measure allows us to distinguish between the effects of approximation in time and in space. We group all terms involving φ h − θφ h to produce the temporal error, and all terms involving θφ h − π h θφ h to produce the spatial error, and write the total error as the sum of these two components. Clearly, the initial error is part of the spatial approximation error. We compute the contributions to the temporal error at each time step, and the contributions to the spatial error on each element Δ at each time step I n , i.e.,
Given a global tolerance TOL, the total number of elements in the domain and on the interface M , and the number of time steps N , we compute the local tolerance LTOL = 2 TOL/(NM ). A time step n is marked for refinement if |E Constructing a solution on a different spatial mesh at every time step can become extremely costly. Moreover, projection introduces additional errors and any gains from nonuniform refinements can be lost in the process of repeated projections. To overcome this difficulty we employ one of the blockwise time refinement techniques introduced in [8] . We group time steps into blocks so that a single refined spatial mesh is used to compute solutions within each space-time block. We prescribe an upper bound on the number of refinements allowed in a block, NMAX , introducing an effective upper bound on the number of elements in the refined mesh, and hence a restriction on the memory used. Clearly TOL and NMAX are related, and it is possible to construct situations in which the desired accuracy cannot be achieved with the prescribed maximum number of refinements. The severity of this issue will depend upon the accuracy desired.
We start from a single temporal block corresponding to the original mesh, including all time steps. Starting from t = 0 the required refinements are applied to the original mesh for consecutive time steps until a block is "full," i.e., the number of required refinements reaches NMAX . Then a new block is formed from the original mesh and the process is repeated starting from the following time step. For details of the method we refer to the original paper [8] .
This algorithm can result in more than NMAX refinements in a block, first, because a new block is created only after this upper limit is exceeded, and second, because the resulting triangulation is regularized, i.e., additional edges are introduced to remove hanging nodes. Depending on the refinement limits and the behavior of the solution, this strategy can result in anything from a single time block to a block every time step. The flexibility of the algorithm to automatically obtain reliable block mesh refinements, under constraints such as the user's available computational power, storage, and processing time, will be illustrated in the following section.
Numerical examples of the effectivity of the error estimate.
We investigate the accuracy of the representation formula (3.10) in a variety of scenarios for which exact solutions are known, allowing an effectivity ratio of
to be calculated. Since the refinements are based on the absolute values of local errors, we also consider the effect of summing the absolute value of error contributions. We define
and E est = E t + E x , where
The corresponding effectivity ratio is
We begin by examining the "domain decomposition" scenario in which there is a single operator and a single solution within the entire domain which we choose to subdivide for computational purposes. We then consider problems in which distinct operators and/or distinct solutions pertain to the two subdomains, including the case in which an elliptic operator in one domain is coupled to a parabolic operator in the other domain. In this case the arguments described in section 3 must be suitably (though easily) modified. We also consider situations in which the discretizations do not conform along the interface, the situation arising in mortar finite element methods. In all cases, (3.10) provides an accurate estimate of the numerical error which improves as the adjoint solution is refined. (1, 2) }. We note that this scenario is similar to that arising in domain decomposition [34] .
Single operator in Ω
+ Lu = f in Ω × (0, T ], u(x, y, 0) = u 0 (x, y) ( x, y) ∈ Ω, u = u D on Γ D × (0, T ], ∂u ∂n = 0 on Γ N × (0, T ],
Domain error.
We first consider the quantity of interest to be a function of solutions u 1 and u 2 only. In the following examples Lu = −Δu and the right-hand sides, the initial and boundary conditions are obtained using the exact solution. The quantity of interest is a weighted average solution in the (space-time) domain, so that the adjoint solution can be obtained in closed form as φ = 0.5(T − t)y(2 − y). The problem was solved with N t = 5 time steps on t ∈ (0, 1] and for an original mesh containing DOF = 78 degrees of freedom. We consider five test problems with exact solutions:
and report effectivity ratios in As expected, the calculated effectivity ratios R for problems (i)-(iii) approach one as the accuracy of the adjoint solution increases. The exact adjoint solution φ = 0.5(T − t)y(2 − y) is linear in time and quadratic in space, hence the finite element method used (dG(1) in time, cG(1) in space) can capture temporal variation exactly, while spatial refinements of the adjoint mesh reduce the error in the adjoint solution.
In problems (iv) and (v), the spatial errors in the adjoint finite element solution are symmetric about y = 1 leading to cancelation in the term (f, φ − φ h ) in (3.16). Problems (iv) and (v) were chosen so that the boundary conditions do not lie in the finite element space (are not piecewise constant in time). When the error is calculated according to the original formula (3.6) (omitting the boundary error), the effectivity ratio in both problems R ≈ 0.4 independently of the accuracy of the mesh on which the adjoint problem is solved. Despite the fact that the Dirichlet boundary error E D is small, it is significant in relation to the overall error and cannot be ignored.
If we choose to sum the absolute values of the error contributions on each element, eliminating the possibility for cancelation of error between elements, we compute the effectivity ratios R shown in Table 5 .1. These ratios are not as close to 1 as R, and moreover, do not converge to one as the adjoint solution converges.
Interfacial error.
To estimate interfacial errors we consider the test problem with the exact solution (vi) u = t sin(πy). In order to obtain an adjoint solution in closed form, specifically φ 1 = 0.5(T − t)y and φ 2 = 0.5(T − t)(y − 2), the weighting functions for the quantity of interest are chosen to be ψ 1 = 0.5y, ψ 2 = (0.5y − 1) and ψ = T − t. Note that the adjoint solution satisfies zero Dirichlet conditions at y = 0, 2, zero Neumann conditions at x = 0, 1, and zero conditions at t = T . Note too, that these adjoint weights do not correspond to pure interface error.
A13
However, since
the interface error is a significant part of the total error. We report effectivity ratios for mixed domain and interface error in columns two and three of Table 5 .2. The adjoint solution is captured exactly by the finite element method, and the effectivity ratios are therefore equal to one. In order to calculate purely interfacial error, we set ψ 1 = ψ 2 = 0 and ψ = T − t (to satisfy the condition at t = T ). We report effectivity ratios for the interfacial error in columns four and five of Table 5 .2.
We consider both triangulations in Ω 1 and Ω 2 that conform on the interface (see Figure 5 .1(a)) and those that do not (see Figure 5.1(b) ). Conforming discretizations have 121 degrees of freedom in each domain and 11 on the interface. Nonconforming discretizations have 121 degrees of freedom in Ω 1 , 256 in Ω 2 , and 16 on Γ. As seen in Table 5 .2, the calculated effectivity ratios R for both conforming and nonconforming cases converge to one as the adjoint mesh is refined. Summing the absolute values of the error contributions on each element and thus eliminating the possibility for cancelation of error between elements, we compute the effectivity ratios R shown in Table 5 .2. 
Distinct problems in Ω
with the usual initial, boundary, and coupling conditions, and the right-hand sides such that u 1 = u 2 = 0.5ty(2 − y). The quantity of interest was once again chosen such that φ = 0.
5(T − t)y(2 − y).
All problems were solved on t ∈ (0, 1] using N t = 5 time steps. We report our results in Table 5 .3. Spatial errors dominated in all three cases, and the effectivity ratio converged to one with spatial refinements for both conforming and nonconforming meshes in Ω 1 and Ω 2 . Once again summing the absolute values of the error contributions on each element and eliminating the possibility for cancelation of error between elements, we compute the effectivity ratios R shown in Table 5 .3.
Numerical examples of adaptive mesh refinement.
We apply the adaptive strategy described in section 4 to a sequence of problems and discuss the results obtained. We first consider situations in which a single domain with a single operator and solution is divided, perhaps for computational reasons. We then consider the effect of different operators. As before, Ω 1 = (0, 1) × (0, 1) and Ω 2 = (0, 1) × (1, 2). For a given mesh (whether uniform, or locally refined) the adjoint problem is solved on the same mesh refined once uniformly.
6.1. Single elliptic operator in Ω 1 and Ω 2 with different order finite elements. In order to highlight the effect of different order approximations on mesh refinement we solve an elliptic problem using quadratic finite elements in Ω 1 and linear finite elements in Ω 2 . We consider a (QoI) in the whole domain by setting ψ 1 = 1, ψ 2 = −1 and ψ = 0 and choosing f and boundary conditions such that u 1 = u 2 = sin(πx) sin(πy), and a (QoI) on the interface by setting ψ 1 = ψ 2 = 0 and ψ = cos(πx) and choosing f and boundary conditions such that u 1 = u 2 = cos(πx) sin(πy). The initial meshes in Ω 1 and Ω 2 are identical. The global tolerance was set to TOL = 0.01 for the quantity of interest in the domain, and TOL = 0.06 for the quantity of interest on the interface.
Since higher order elements are utilized in Ω 1 , we expect the error there to be significantly lower than in Ω 2 , and for the meshes to be refined accordingly. Indeed, in both problems the only refinements in Ω 1 occur near Γ to ensure compatibility between the meshes in the domains and on the interface. By contrast, the number of degrees of freedom in Ω 2 increased by a factor of ∼ 10. The refined meshes are shown in Figure 6.1(a) , and the errors and corresponding effectivity ratios are shown in Table 6 .1. Note that in the case of interface errors the mesh is not refined around x = 0.5 where the weighting of the quantity of interest is zero.
We define the standard L 2 -norm errors of the solution in the domain and on the interface as
Ωi
The computed errors, shown in Table 6 .1, decrease as the mesh is refined, although not necessarily as dramatically as the errors in the quantity of interest. 
6.2.
Single parabolic operator in Ω 1 and Ω 2 . Next, we consider a parabolic problem with L 1 u = L 2 u = −Δu, and return to using linear elements in both domains. The right-hand sides and the initial and Dirichlet boundary conditions were chosen so that u = exp(−100(x − 0.5 − 0.25 sin(πt)) 2 − 100(y − 1 − 0.5 cos(πt)) 2 ). This solution is a Gaussian with a peak located at (0.5, 1.5) at time t = 0, and moving clockwise along an elliptic trajectory inside Ω 1 ∪ Ω 2 . At the final time T = 2, the peak returns to its initial position after making one complete orbit. A snapshot view of the solution is presented in Figure 6 .2(a). Unless stated otherwise, we began the adaptive procedure with a uniform mesh containing 453 degrees of freedom, and 200 equally distributed time steps. 6.2.1. Adaptivity based on error in the domain only. First, we consider the quantity of interest representing the average in the whole domain, so that
i.e., ψ 1 = ψ 2 = 1 and ψ = 0. The global tolerance was set to TOL = 0.01. We allowed at most three refinements of an element, and at most six new time steps within an original time step. The maximum number of triangles marked for refinements in each temporal block was set at NMAX = 400. In practice more triangles were refined in order to prevent hanging nodes or distorted elements. In all cases time steps were refined independently of the number of mesh blocks produced. The time-space adaptive refinement strategy applied to the original uniform mesh produced six temporal blocks I 1 , . . . , I 6 shown in Figure 6 .3. As expected, the spatial mesh refinements trace the movement of the Gaussian shaped "peak" of the solution in the domain. Away from the peak of the Gaussian, where the solution approaches a constant, the original mesh provides sufficiently good resolution and need not be refined. In Figure 6 .3 we also show temporal refinements, namely how many time steps (between 1 and 6) the adaptive strategy produces for a single old time step. The observed temporal refinements are concentrated around t = 0.5 and t = 1.5, at which points of its elliptical orbit the peak is moving most rapidly. The estimated errors on the original and refined meshes are given in Table 6 .2. We immediately observe the effect of error cancelation in the case of signed errors E, they are at least one order of magnitude lower than their absolute value counterparts E. In addition, the spatial component is dominant throughout for E, while the temporal component becomes significant postrefinement for E. Note that since the refinement strategy relies on the absolute errors, temporal refinements are carried out even though E t is very small. Overall, applying the method resulted in E decreasing by an order of magnitude, E decreasing by a factor of 3, and the L 2 -error e Ω decreasing by a factor of 7. In the method proposed in section 4 we apply all mesh refinements at once, allowing each element and time step to be subdivided multiple times. An alternative would be to apply refinements iteratively, and only allow elements and time steps to be refined once per iteration. The latter approach involves recalculating both the primal and the dual solutions, as well as the error estimate, after each refinement. The resulting errors and meshes are therefore more fine-tuned. However, the overhead computational costs of solving both the primal and the dual problems repeatedly on increasingly finer meshes, and computing the error estimates, are very substantial.
In order to compare the single-step and iterative strategies, we solve the problem with the quantity of interest equal to the average solution in the domain over all time. We start with a uniform mesh of 128 degrees of freedom and 100 uniform time steps, and set the global tolerance to 0.005. The maximum number of refinements in a block NMAX must vary depending on the maximum number of refinements allowed in an element, and therefore has to be different for the two strategies if our goal is to produce the same number of temporal blocks for comparison. We set NMAX = 210 for the single-step method, and NMAX = 100 for the iterative method. The resulting spatial meshes are presented in Figure 6 .4, and the errors in Table 6 .3. In the singlestep strategy we allow each element and time step to be subdivided at most three times, i.e., into eight elements/time steps, respectively. This is equivalent to allowing a single refinement of an element/time step per iteration in the iterative strategy.
The difference in the resulting meshes (at most 2164 degrees of freedom in the single-step process, and at most 1707 in the iterative process) is mainly due to the fact that multiple refinements of the original coarse mesh require more additional elements to avoid hanging nodes or distorted elements. The final number of time steps is higher in the iterative method: 673 compared to 634. There is no significant difference in the final errors, so the computational cost can be considered the most important factor in the choice of the method. We therefore proceed with the single-step method.
We also note that in contrast to the locally refined meshes, which in the above problem contain at most 2164 degrees of freedom in a block for NMAX = 210, a thrice uniformly refined mesh contains 6603 degrees of freedom. Similarly, the total number of time steps produced by the adaptive strategy is 634 compared to 800 in the uniformly refined case. The error estimates computed on uniformly refined meshes are shown in Table 6 .4. The absolute error E est only reaches the tolerance TOL = 0.005 on mesh 4, i.e., after three uniform refinements of the original mesh. The reason for the rapid decay of the actual error E est with uniform refinement is the cancelation of errors due to the symmetry of the problem. This cannot be guaranteed, and will not necessarily occur in other problems.
Adaptivity based on error along the interface.
The weighted averaged error along the interface is calculated as
which corresponds to the adjoint right-hand sides ψ 1 = ψ 2 = 0 and ψ = 0. The adjoint solution has a jump across the interface φ 1 − φ 2 = ψ on Γ. In order for this to conform with the Dirichlet boundary conditions for φ 1 = φ 2 = 0, we need to have ψ = 0 at (0, 1) and (1, 1). We also require φ 1 − φ 2 = 0 at t = T . To satisfy these conditions we chose ψ = (T − t) sin(πx). The global tolerance was set to TOL = 0.05. In this example we set block capacity to NMAX = 550 elements, and obtained three temporal blocks with at most 6027 degrees of freedom, as shown in Figure 6 .5. Even though the peak of the Gaussian is almost fully contained in Ω 1 and does not intersect Γ in the second block t ∈ I 2 = (0.5, 1.2], there is significant refinement of the mesh around the interface in Ω 2 , where the quantity of interest is supported. The last block t ∈ I 3 = (1.2, 2] is less refined around the point (0.5, 1.5) than the first block. The reason for this is that while the accuracy of the solution for t < 1.5 directly affects the accuracy of the solution on the interface through which the Gaussian passes at t = 0.5 and t = 1.5, the accuracy with which the Gaussian is resolved for t > 1.5 will have little effect on the interface values. Moreover, the weighting of the interface error decreases linearly with T − t, and therefore it is more important to capture the solution at the beginning of (0, T ] as compared to the end. For the same reason the temporal refinements shown in Figure 6 .5, concentrated near t = 0.5 and t = 1.5, were much more pronounced in the first two blocks than in the third. The error estimates are given in Table 6 .5. Both E est and E est were reduced by approximately an order of magnitude. Note that while the temporal error E t was higher on the refined mesh than on the original mesh (due to lack of cancelation), its absolute value counterpart E t , which drives temporal refinements, was reduced by an order of magnitude. 6.3. Distinct parabolic operators in Ω 1 and Ω 2 . We modify the problem to consider the case of different diffusion coefficients, and set L 1 u = −k 1 Δu and L 2 u = −k 2 Δu. In this case, the right-hand sides and the initial and boundary conditions are chosen so that
The Gaussian, as well as its trajectory, is now compressed in the y-direction by the factor of 1/k i in Ω i . The solution for k 1 = 0.2 and k 2 = 1 is shown in Figure 6 . For both quantities of interest we observe some common features of the refined mesh. Fewer temporal blocks are required to trace the trajectory in Ω 1 , where the solution is now compressed relative to the case when k 1 = k 2 = 1, and travels closer to the interface. The highly refined region is noticeably thinner in the y-direction in the second block as compared to the other blocks. The error is reduced similarly to the k 1 = k 2 = 1 case. Note that in the case of interface refinements there is now less cancelation of error due to lack of symmetry in the solution, and the error E is higher than before. As before, temporal refinements are concentrated around t = 0.5 and t = 1.5, where the speed of the Gaussian peak is highest. In the case of domain errors, more temporal refinements are now required in Ω 2 , where the peak is poorly resolved. In the case of interface errors, most refinement occur near t = 0.5, where the weighting of the errors is higher. The absolute error E and its components are reduced by a small factor, but sufficiently to reach the global tolerance.
Conclusions.
We performed an adjoint-based a posteriori analysis for the error in a given quantity of interest of solutions to parabolic problems that are coupled across a common interface. A number of numerical simulations were performed to validate this result in test problems where the exact error could be obtained. As anticipated, the accuracy of the error estimate depends upon the accuracy of the adjoint solution.
A block time-space refinement strategy based on the error representation formula was implemented which takes advantage of our ability to distinguish between temporal and spatial errors. The performance of the algorithm was investigated in the case of a travelling wave-like solution. The block time-space refinement strategy was shown to produce efficient refinements to reduce the errors in a wide range of quantities of interest. Imposing an upper limit on the number of degrees of freedom in a time block provides a useful technique when computational resources are limited.
The extension of this framework to multiphysics systems that are coupled across boundaries whose location is known a priori is a relatively straightforward procedure. For example, coupling between Stokes and Darcy flows implementing the BeaversJoseph-Saffman condition requires that continuity of the normal component of velocity and the normal component of stress on the interface be enforced. This can be achieved using a similar Lagrange multiplier construction. Further extensions of this approach include the application to deformable boundary such as that which occurs in fluid-solid interactions problems [36] .
