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This report is an appraisal of recent Soviet contributions to dif- 
ferential equations and nonlinear mechanics. It contains a general 
appraisal of the significance and implications of Soviet research in 
this field. A somewhat nontechnical description is given of the major 
areas of research and the significance of individual Soviet contribu- 
tions. As an appendix to this report we have included a more technical 
appraisal of the Soviet contributions. A mathematical abstract 
together with the names of the authors and exact references are given 
in this appendix of each of the major papers and books available to 
us in 1958. Papers which appear to be of undoubted practical impor- 
tance are designated in the list of references by a dagger before the 
reference number. An asterisk indicates that we have judged the 
work to be an outstanding scientific contribution. These symbols 
also follow the reference numbers (enclosed in square brackets) within 
the text. 
GENERAL APPRAISAL 
Differential equations is certainly the part of mathematics closest 
to applications. Problems of oscillations from a string to a bridge, all 
questions related to electrical circuits or machinery, the design of 
computers, and of controls all call for the most advanced technique of 
differential equations. In brief, it is a “must” in modern technology. 
Wherever differential equations arise in the applications there is a 
constant and natural endeavor to “linearize it all,” that is, to set up a 
scheme leading to the simplest type of equations (linear with constant 
coefficients), with the fond hope that it will be satisfactory. However, 
as technique progresses and becomes more and more complicated and 
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refined, the fond hopes disappear, and one must face nonlinear differential 
equations with all their theoretical difficulties, Now in this field Soviet 
scientists have taken such a lead that catching up with them will not 
be an easy matter. As they, and their leaders, appear to be thoroughly 
aware of the practical implications, there is no sign that they do not intend 
to maintain this lead and even to increase it. 
The modus ofierandz’ appears to be something like this. At one end of 
the spectrum one finds a large group of pure scientists working on first 
rate problems often suggested by practice. Among them there are such 
world authorities as A. A. Kolmogorov and I. G. Petrovskii, L. S. Pon- 
trjagin and N. N. Bogoliubov, members of the Academy of Sciences 
of the USSR together with a number of other very strong personalities. 
This group, which includes men dominating every branch of modern 
differential equations inspires in its turn a group of men who are strong 
mathematicians and at the same time aware of the problems of technology. 
These men are in direct contact with top echelon engineers. We think 
of Lur’e in Leningrad, of Letov and Aizerman of the Institute of 
Automatics and Telemechanics in Moscow, of Gantmacher of the Physico- 
Technical Institute in Moscow, of Mitropolskii of Kiev, and N. N. Krassovs- 
kii of Sverdlovsk. Many, if not most of these are young men, and were 
not known before 1950, but their brilliant performance already gives 
them a front rank place in the field. Finally, as a third step one finds 
capable and active practicing engineers. 
There is no doubt that the contacts between the various links of the 
chain are ample and mutually most beneficial. Moreover, the demarcation 
is by no means exclusive. Thus Krassovskii is a brilliant mathematician, 
outside all applications, as also is Aizerman. We also know directly from 
Letov that he conducts a lively seminar on differential equations as 
applied to controls, which is attended by about 20 young engineers. 
Nothing underscores the Soviet emphasis on differential equations 
like the considerable number of advanced books on the subject published 
in the USSR during the last decade. First and foremost is the treatise 
by Niemitskii and Stepanov, “Qualitative Theory of Differential Equa- 
tions,” a book years in advance of any other general work on the subject. 
While we cannot compile a full list, one must point out however: (a) the 
books on control by Lur’e and by Letov, with extensive treatment of 
practical problems, and many details of calculation; (b) second edition 
of a book by Bogoliubov and Mitropolskii discussing procedures for 
dealing very fully, by methods of approximation, with systems not too 
remote from the linear type, but which cannot be solved exactly. i\long 
this line there also exist the numerous applications of these methods, 
made about 25 years ago by Krylov and Bogoliubov, to practical problems 
of vibrations (for instance airplane flutter). 
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There is a good deal of evidence that the scientific leadership in the 
USSR has endeavored to inoculate more remote centers with the virus 
of differential equations. How else is one to explain the presence of 
Lur’ye in Leningrad, of Bautin in Minsk, of Mitropolskii in Kiev, of 
Krassovskii in Sverdlovsk, of Persidskii in Alma Ata, all strong and well 
known leaders in the field? That they are producing results is amply 
evidenced, for example, by comparatively recent writings of a whole 
new crop of students of Persidskii. 
In the USSR the study of differential equations has profound roots, 
and in this subject the USSR occupies incontestably the first place. 
One may also say that Soviet specialists, far from working in a vacuum, 
are in intimate contact with applied mathematicians and front rank 
engineers. This has brought great benefits to the USSR and it is safe 
to say that the USSR has no desire to relinquish these advantages. 
MAJOR AREAS QF SOVIET RESEARCH IN DIFFERENTIAL EQUATIONS 
In the appendix we have given a mathematical abstract of the major 
Soviet contributions which were available to us in the year 1958. In the 
appendix we give the authors and exact references for each paper and 
book. Here our purpose is to summarize, in somewhat less technical 
language, a few of the major areas of research and the significance of the 
Soviet contributions. 
1. Stability of Physical Systems 
Although the concept of stability can have and does have many 
different meanings, the general idea is clear. A physical system, be it 
a control system, a computer, an oscillator, a missile, or suspension 
bridge, has a given function or is to perform an operation. The compo- 
nents of the system cannot be constructed exactly, and during its opera- 
tion the system will be perturbed. The question is will the system continue 
to perform properly when the components of the system are changed 
slightly. The Russians have been leaders in this field of research for some 
time. They continue to advance the general theory and to apply this 
general theory to the study of the stability of all types of physical systems. 
A point of particular importance here is their development and applica- 
tion of Liapunov’s theory of stability, and their use of methods and 
techniques that have been almost completely ignored outside the USSR. 
The danger in this is that their methods may lead them to superior 
design of equipment and to fundamental discoveries overlooked by us. 
The method appears to be a powerful one. 
Recent papers have virtually completed the classical theory of stability 
begun by Liapunov in his great Memoire of 1892, and we begin to see 
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extensions of his so-called second method. There are also a large number 
of papers applying this method to the study of the stability of special 
systems, particularly, control systems. They have also published another 
first-rate book [62]* on the subject which operates within the thoroughly 
modern framework of topological dynamics and which gives a number of 
novel applications. 
2. Equilibrium States 
In the language of differential equations the equilibrium states of a 
physical system correspond to the critical points of the differential equa- 
tions which describe the physical system. Mathematicians in the Soviet 
Union continue to make advances in describing the nature and number 
of critical points and the development of methods for studying specific 
systems. Their results are of theoretical importance in the qualitative 
theory of differential equations. The theory is of practical importance 
to anyone making an empirical or analog study of physical systems. 
It indicates that a broad general knowledge of the qualitative behavior 
of a physical system can be obtained from a knowledge of the equilibrium 
states of the system and the variation of these states when parameters 
of the system are varied. There are few engineers in this country aware 
of this. We have reason to believe that this is not the case in the USSR. 
Many Soviet engineers have a strong background in mathematics, and 
the best book on the qualitative theory of differential equations was 
published some years ago in the USSR. 
3. Nonlinear Vibratio?zs 
This part of the mathematical theory is applicable to the study of all 
types of oscillations and vibrations. The linear theory is well known, 
and the emphasis in the USSR is on the study of nonlinear systems. 
Here again the general theory is being studied and extended, and methods 
are being developed and applied to the study of special systems. Some 
of their work on the determination of the exact number of periodic 
solutions is particularly noteworthy. They have published recently 
another outstanding book on nonlinear oscillations by one of their major 
authorities on this subject (Malkin). One also finds papers on the steady- 
state oscillations of nonlinear systems. They have also published a second 
and much amplified edition of the book by Bogoliubov and Mitropol’skii 
on “Asymptotic Methods in the Theory of Nonlinear Oscillations.” It is 
a considerable amplification of the first edition with many more examples 
and ample mathematical treatments. 
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4. Control Systems 
The problem of control is undoubtedly one of the most important new 
problems of our time, and the emphysis placed on this problem is apparent 
from the published contributions of Soviet mathematicians and from the 
caliber and number of mathematicians working in this field. We see on 
one hand the outstanding research of Pontrjagin, one of their leading 
mathematicians - if not their leading mathematician - on the theory 
of optimal control, and sessions of the Soviet Academy of Science devoted 
to the discussion of automation (automatic production). On the other 
hand, we see a continuation of the publication of excellent books on the 
subject of control systems which are carefully written, exhaustive, 
detailed, and designed to be read and applied by engineering scientists. 
It is also noteworthy that experienced engineers and scientists who are 
unacquainted with control systems are being given special training 
which indicates that they are being shifted from other areas of science 
and engineering and are being prepared to work in this field. 
The Soviet contributions in the last year to the theory of optimal 
control systems has been outstanding. They apparently realize the 
necessity of an adequate mathematical theory in order to carry out the 
design and synthesis of sophisticated optimal control systems. 
5. Mechanics 
Their work on gyroscopes and their study of the motion of bodies of 
variable mass are especially interesting. In one paper the orbit of a rocket 
for a flight around the moon is calculated, and they have developed a 
theory, which appears to have some new features, and this theory is 
applied to the study of the projection of a particle of variable mass in 
the Northern hemisphere in the plane of the meridian (this was first 
published in 1949). A new book has appeared on oscillations of mechanical 
systems which is of practical interest to engineers for computing the 
frequencies and modes of the free and forced oscillations (vibrations) of 
nonlinear systems. A major book has also been published on gyroscopic 
systems, and in general one notes a lively interest in the study of 
dynamical systems and celestial mechanics. 
APPENDIX. A TECHNICAL APPRAISAL 
This report is an analysis of recent major Soviet contributions 
to differential equations and nonlinear mechanics. A brief abstract is 
given of each major paper and book together with an exact reference 
and an appraisal of the research. 
This topic of differential equations is certainI>. one oi the cornerstonc~ 
of applied mathematics. It all began with Newton’s laws. Take the 
simplest situation possible: motion of a point mass m on a straight line. 
Imagine the position on the line to be determined b!, the distance x from 
some fixed point 0. Sewton’s law states that mass x acceleration = force. 
The acceleration is just the second time derivative ti2x/dt2, also written Y. 
The force depends upon the position x and the time t, say it is a function 
m/(x, t) of both. More generally, it might even depend also upon the 
\Telocity .< and so would be represented by WZ/(X, .<, t). Example: the 
force is HZV + .C2 ~~ (1 /l)i. The Ian of motion is then 
.if = f(x, ,t, t) 
and this is a simple type of differential equation. Its solutions x(t) would 
gi\.e us the exact motion of the point on the line. 
A preliminary step consists in introducing 3i-, the velocity, as an 
auxiliary variable y, that is, setting ri = y, and then (1) may be replaced 
by a system of the first order in two variables x and y: 
P = y, .i' = f(x, Y, 1). (2) 
A convenient view of this new system is to think of a solution x(t), y(t) 
as describing a trajectory (a motion) in the plane of the variables X, j’ 
or phase plane. All the solutions represent a lot of trajectories in the 
phase plane. 
A trajectory may accidentally consist of a single point x = a, y = 0 
and is called a critical point or a rest point. Since i = 6 = 0 we must 
then have b = /(a, h, t) = 0 for all t, or all t say positive. “Restpoint” 
because the “phase velocity” (&, b) vanishes there. 
Another interesting possibility is the occurrence of a closed curve as 
a phase trajectory. The variable x(t) oscillates then between two limits 
M, M’ and the motion is periodic. 
If we deal with a more complicated mechanism depending on several 
parameters: xi,. . . , x,&, the situation is the same. One thinks of x1,. ., x,~ 
together with .s,,. , .i-, as components of a vector x (2% dimensional 
vector) and the law of motion assumes the form of a vector equation 
I;- = X(x, t). (3) 
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This is the faithful translation of Newton’s general law: vector 
acceleration = l/m x vector force and otherwise everything is as before. 
One again encounters “rest points”: points (vectors) a such that the 
vector /(a, t) = 0 for all t; periodic motions: represented in the phase 
space of the vector x by a closed trajectory. 
Y 
FIG. 1 
Let us suppose that A is a rest point. A highly important question 
is whether it is or is not truly stable. Stable will mean that a motion 
starting very close to A remains quite close to it, unstable that it departs 
FIG. 1 
from it. Even more emphatically, the point is asymptotically stable’if 
the motion not only remains quite close to A, but comes ever closer to 
the point. Something similar may be described for a periodic motion. 
This general notion has been very lucidly put forth some seventy years ago 
by the great Russian mathematician Liapunov, who also devised very 
profound and far reaching criteria of stability. 
It is clear that this problem of stability is of particular importance 
in the organization and design of control and servo mechanisms of all kinds. 
It may be noted in passing that the simplest electrical circuits lead 
at once to differential equations, indeed of the most complicated kind. 
Thus the simplest possible scheme with a vacuum tube (a triode oscillator) 
leads to the very famous van der Pol equation (x is current): 
2 + k(X2 - I)$ + x = 0. 
\I’e omit further details here 
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The preceding remarks underscore the importance of differential 
equations in a great variety of applied mathematical problems. We also 
have found indications of some of the general topics to be encountered 
in this report: systems of low dimension, of arbitrary high dimension, 
questions of stability, periodic systems, controls. Our analysis has been 
subdivided into the following sections : systems of low dimension; 
systems of arbitrary dimension and their stability; periodic and almost 
periodic systems ; asymptotic methods; questions of characteristic 
functions and values; various applications of Caplygin’s method; systems 
with retardation; systems with degeneration; control systems; mechanics; 
reference symbols. 
Certain groups of questions are of undoubted direct practical impor- 
tance and have been marked in the reference list with a dagger before 
the reference number. This by no means signifies that the rest of the 
topics are’ devoid of practical value, but only that their practical value 
is less immediately apparent. In addition, some of the contributions to 
be described seem comparatively more important than the rest and they 
are marked by an asterisk. These symbols also follow the reference 
numbers (enclosed in square brackets) within the text. 
The largest number of contributions by far refer to systems of the 
general type 
1 = X(x, y), 9 = Y(% 3') 
or equivalently as regards the geometry 
dY y 
d<= X 
-- = qx, y) (5) 
These systems belong to a general category first thoroughly investigated 
by PoincarC (see Oeuvres, Vol. I) with a noteworthy elucidating memoire 
by Bendixson [I]. 
I. SYSTEMS OF Low DIMENSION 
These contributions mostly refer to the dimension two. Such systems 
may consist of one equation of the second order or of two of the first order. 
They arise primarily in physical schemes with one degree of freedom where 
position is designated by x and velocity by 2. 
The critical points are the common zeros of X, Y, and they are 
generally assumed to be isolated. One supposes usually that X and Y 
are continuous and, in addition, possess enough partial derivatives. As 
regards a limit-cycle y one generally assumes that in a neighborhood of y 
the functions X and Y are analytical. 
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A. Critical Points 
Vinograd and Grobman [2] study an equation 
dY Pn(% Y) + PC% Y) 
dx = Q&t Y) + 0, Y) 
where P,, Q,, are forms of degree n and p, q are small relative to P,, Q,,. 
They apply the method of Frommer: passage to polar coordinates, and 
complete it by stating with precision (in certain important cases) whether 
a singular direction is approached by one, an infinity, or no trajectory. 
Gubar [3]* takes a system (4) with critical point at the origin, and X, Y 
analytic in its neighborhood and describes its nature by the number and 
nature of the ordinary critical points near the origin of an approximating 
analytical system. This highly interesting method was introduced by 
Andronov. 
Tabueva [4] deals with 2 + v(x)% + f(x) = 0 or equivalently, 
i = y, 9 = - pl(x)y - f(x). Under certain restrictions there are saddle 
points at (x1, O), (x2, 0)) (f(xi) = O), and she determines their separatrices 
by a method of successive approximations. 
B. Limit Cycles 
A particular position in regard to this question is occupied by the 
following. Take the equation of the second order 
2 + f(X)2 + g(x) = 0. (1.1) 
With a new variable y = li the system is reduced to one of type (4): 
li= y, 3 = - WY - &L 
abundantly discussed in the literature. The special equation with g(x) = x 
is the classical equation of LiCnard. This equation is investigated by 
Hudai-Vouinov [5]*. For a rather general type of function f(x) he gives 
noteworthy geometric details about the periodic solution, reproves 
LiCnard’s result about its unicity, and produces a broad case in which 
there are two periodic solutions. 
There are several papers on a system (4) where X, Y are polynomials. 
The most interesting is by Landis and Petrovskii [6]* where they give 
an upper bound for the number of limit cycles when X, Y are of degree 1z 
at most. The very ingenious method is the same one which they followed 
in an earlier paper [7] in determining the exact maximum number of 
limit-cycles when n. = 2. These are first rate contributions. 
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A more restricted result is given by Peretjagin X ‘_ He shows that when 
s --= ax 4 II!, -+ s*. 
)’ ; cx + dv 4- ?‘* 
ad ~- hc # 0 
where X*, Y* are forms of degree 11, then no more than u I I limit- 
cycles may appear with a variation of the coefficients of the former in a 
suitable vicinity of the values zero of the coefficients. 
Otrokov !9j* studies the possible appearance of several limit-cycles 
in the vicinity of a given one, under variations of type 
where 
is small. He defines a limit-cycle of multiplicity n and shows that 
under the modification just indicated there may appear at most n 
simple limit-cycles. 
Tkaciov [lo] gives explicit sufficient conditions for the stability, 
instability, and conditional stability of a limit-cycle. 
Markosyan [ll] finds that under certain conditions 
i = If(x) + hyl@(x, y) 
(second order system) has at least n limit-cycles. Andronov and Leontovic 
[12] consider the system (4) with the origin as critical point, define the 
origin as multiple focus (multiplicity k), and show that in a modified 
system there are up to and including h limit-cycles near the origin. The 
results are analogous for multiple limit-cycles. 
Let it be 
or its equivalent 
C. Equation? of the Second Order 
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Ghan Chi Fen [13] and Kushkov [la] specify various types of restrictions 
on f under which there are two limit-cycles over certain bounded x 
segments. This is more specific and general than the well known, unique 
limit-cycle theorem of Lienard. 
I’oilokov (15]* gives conditions for the existence of exactly n limit- 
cycles. 
Kushkov [lS] investigates the nature of the solutions of 
i =; y + f(x), ?i = g(x) 
when the Hurwitz stability conditions fail to be satisfied in a certain 
interval (x,, xs), 0 < x1, < x2. That is, he assumes 
4(x), d-4 
I< 0 for .z: outside (x,, x2) 
\> 0 for x in (x1, x2) 
and gives a detailed description of the trajectories. 
Krasnosel’skii and Krein [17] discuss y’ = f(x, y) (all scalars) and 
obtain a uniqueness theorem for x in R: [x0, xr, + a] under the condition 
that on R: p12 = If@, yJ -- f(k y2)( < Ply, - y2iu3 if W - 4 < 1, 
where p is constant and &X - x0) < kl y, - ~~1. There exist various 
extensions. 
Shidlovskaya [18] deals with a method for solving EJ.: y”+Af(x,y,y’) =O 
for x in [a, b] and y(a) = A, y(b) = B. 
Beklemisheva [19] studies the asymptotic behavior for t - + oci 
of the solutions of j; + zi= r bJ1 + c,$)) t”’ xnk = 0 where Ick(t) j < At-“, 
lCk’(t)I < At-“-‘, P > 0, and ?%k are positive rationals with odd denom- 
inators. 
Shapovalov PO] studies i = P(x, y), j = Q(x, y), P(0, 0) = Q(O,O) == 0 
when P -+ ;Q is an analytic function of z = x + iy, and P, Q are 
polynomials of order two. We have then i = az + bz2 leading to integra- 
tion in closed form and ready determination of everything. 
D. Special Negntizle Resdf 
Nikolenko [al] shows that under certain conditions every nontrivial 
solution of y” + f(x)y = 0 is nonoscillatory. 
Petropavlovskaya PS] discusses oscillatory solutions (with an infinity 
of zeros) of ii = f(z4, ti, t), 
E. Special Complex System 
Miacin [23] deals with the special Eriot-Bouquet complex system 
x2 = ps1y1+ Ps2Y2 + mYI, YZJ XL s= 1,2 
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looks for homomorphic solutions such that yS + 0 with x and completes 
certain results of Picard regarding such solutions. 
1;. A System of Order 3 
Mintz [24] studies 32 = 14x + X(x) where x, S are 3-vectors, with 
components of X analytic and with terms of degree > 2 in those of x, 
and with one of the characteristic roots of A zero. He determines (in a 
rough way) the nature of the approach of the trajectories to the origin. 
G. Systems of Order 3 and 4 
Kondratiev [25] studies the oscillatoriness of 
. . . 
x + P(4Y = 0, ‘X + g(t)y = 0; 
that is, when a solution y(t) does or does not have an infinity of zeros. 
II. SYSTEMS OF ARBITRARY DIMENSION AND THEIR STABILITY 
The differential equations to be discussed are of the general form 
i = X(x, t) (2.1) 
where x, X are n-vectors or, exceptionally, when the time does not occur 
explicitly : 
i = X(x). (2.2) 
The latter are the autonomous systems. Generally, but not necessarily, 
one assumes that the time t > 0 which may always be realized by a 
change of the time origin. 
A. Stability 
Here one virtually witnesses the end of an investigation. The theory 
and several basic, and by now classical sufficiency conditions, were laid 
down in the great 1892 Memoire of Liapun0v.l These conditions were 
shown to be also necessary in a broad collection of cases (Persidskii, 1937 ; 
Massera, 1949; Krassovskii, Kurzweil among others 1954-1955). 
Krassovskii [26] gave a broad review treatment of the problem with a 
large number of references. 
1 Reproduction of 1907 French translation as A?tn. Math. .%&es, 17. 
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Kurzweil [27]* shows that the Liapunov criteria for stability or 
asymptotic stability may be inverted under the sole assumption that X 
in (2.1) is continuous. 
Krassovskii [28]* proves the converse of Liapunov’s theorem on 
asymptotic stability and his instability theorem. 
Krassovskii [29]* gives necessary and sufficient conditions for the 
origin to be uniformly and equiasymptotically stable, also merely 
asymptotically stable for (2.1). 
Krassovskii [30]* finds necessary and sufficient conditions for the 
existence of Liapunov functions such as occur in his two instability 
theorems. 
Persidskii [31] gives an instability theorem d la Liapunov in terms 
of a certain function V and proves it is inverse. 
Krasnosel’skii [32] discusses methods applicable to some nonlinear 
n-vector equations such as 2 = f(t, x); j; + g(t, x, 2) = 0. 
Melnikov [33] gives estimates for the rapidity of crossing by the 
trajectories the sets V(x, t) = const., in the Liapunov asymptotic stability 
situation. 
Ryabov [34a] corrects a proof of a generalization of a theorem of 
Liapunov which he had previously given [34b]. 
Grobman [35] studies the asymptotic behavior of solutions of 
i = Ax + f(t, x) where If@, x) - f(t, y)\ < g(t)\% - y( under various 
assumptions on g(t). 
Barbashin [36] gives schemes for proving stability theorems in the 
first approximation, 
Pojarskii [37]* takes the s-vector equation (2.1), assumes the existence 
of 9 < 12 first integrals UI(x, t) and uses functions y(U) of definite sign 
in x for conclusions as to stability. 
Reutenberg [38] constructs a Liapunov function for the m-vector 
system cp(D)x = 0, 91 = HO(I)@ + B,(t)DLT1 + . . . . 
Gavrilov [39] gives a new non-Liapunov method for determining the 
stability at the origin of the n-vector system 3i = P(t)x. 
Zubov [40] investigates necessary and sufficient conditions for a 
certain region to be the set of asymptotic stability (uniform or non- 
uniform) (set from which all solutions tend to the origin). The same 
author [41] investigates the possible asymptotic stability of (2.2) when X 
is homogeneous of a certain degree. 
Krassovskii [42]* gives conditions for asymptotic stability of a 
system (2.1) for initial values in a whole specified domain which may even 
be the whole space. He even allows X to be only piecewise continuous. 
Aizerman and Gantmacher [43]* discuss the stability of a periodic 
solution period z of (2.1) when X has period -c in t, in comparison with the 
stability of the origin for the variation equation of the solution x”(t). 
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It is assumed that along the (x, t) space trajectory .\’ has breaks at thtl 
intersections of y with a sequence (I;,} f o manifolds (finite breaks, rea- 
sonable behavior near each). Between breaks, near y, X is equal to a 
function of period z. The linear approximation is defined and stabilit!- 
conditions in terms of it are described. 
The same authors [44]* apply the preceding results to the stabilitv 
of a system i = Az + f(z,) * A + F(t) where 2, I;, 1 are n-vectors (;I 
constant), f is a scalar function of zi, the first component of z, and A is a 
constant matrix. Moreover I; has period z in t. Details are given for 
f (4 = kx 21 + %c Then the system may be gilTen the form i = Ax $- 
I(t) * xi ;i where Z(t) is periodic and constant in the intervals of continuit! 
I(L) = A, for I, _ i < t < t,. 
Berstein [45] shows that under certain very general conditions the 
n-vector equation 7i- =: X(x, t) + ,uY(x, t, p) where X, Y have period OJ 
in t and with the origin asymptotically stable for i = X, X(0, t) = 0 
for t > 0, has a solution with period o in the neighborhood of the origin. 
Basov [46] and Rapoport [47] discuss solutions of the matrix 
equations 
8, = tfl(P + Q)X, + t- 2 R,, X, 
where P is a constant m, x m, matrix, Q(t) is continuous for all real 
t --L 0 with l/t, and Rii m, x mi matrices continuous and bounded for 
t 3 t*. 
Basov [48] continues the investigation of the solutions of the equation 
in n x 12 matrices X = (PO + P(t))X (PO constant, P(t) matrix in 
negative powers of t with periodic coefficients) near an irregular singular 
point. 
Petropavlovskaya [49] assumes that in the equation (1) the domain 
of existence is of the form I x G, where I is the interval of the real line, 
with time discontinuities for the components of X, and discusses what 
happens as time tends to one of the discontinuities. 
Biglov [50] describes expansion theorems in terms of the characteristic 
functions of the n-vector equation 
- y" + P(x)y = Z(x) O<x< co, Y'(O) = OYP) 
with B a hermitian matrix. 
Brodskii [51]* asks this question. On 0 < x < I take the n-vector 
system 
Y’ = 4 %4Y, A = diag (1,. . . , n), 
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and let W(x, A), be the fundamental solution W(0, 2) = 1. When is B(x) 
completely determined by W(Z, A) ? It is answered positively in some cases. 
Kostomarov [52] considers the n-vector system dwldz = A(z)w, 
A = ,&l(“) zS-*‘q and proves the existence of a formal fundamental 
solution in terms of certain series introduced by Poincare [53] and 
discusses their relation to the actual solutions. Details may be found in 
the author’s Moscow (1956) thesis. 
Gold’berg [54] discusses single valued integrals of differential equa- 
tions of the first order. 
Azbelev and Tonkov (Equations of high order [55] estimate the devia- 
tion of a given function U(X) from the solution of y(+‘) = f(~, y, y’, . . . , y(” - ‘1) 
satisfying prescribed initial conditions. 
Vozniuk [56] describes a rather complicated method for dealing with 
R(p)z = E@(z, F), p = d/d where R is analytic (probably only a pol- 
ynomial). 
Dobrotin [57] applies successive approximations to obtain an estimate 
for the solutions of .I”) + ZCQ x(“-~) = f(x, t) where the ai are constants, 
the real parts of the characteristic roots are all negative, and bounds for f 
and its partials are given for j xi < L. 
B. Liapwov Characteristic Nzcmbers 
Vinograd [58] discusses and compares the Liapunov characteristic 
numbers of the two n-vector equations: (a) f = A(t)%; (/?) 3i = A(t)% + 
f(t, x). Here A(t) is a piecewise continuous bounded matrix f(t, 0) = 0 
and f is continuous and satisfies IfI < 61x1. A comparison is made between 
the largest characteristic numbers i,, of (a) and I, of (p) when f varies 
in the class with a Lipschitz constant < b. 
Garbunov [59] gives estimates for the Liapunov characteristic 
numbers of the solutions of the n-vector equation 2 = A(t)%. 
Vinograd [60] studies the Liapunov characteristic numbers for the 
solutions of 2; = X(x, t) (n-vector system). 
Bogdanov [61] gives some properties of the Liapunov characteristic 
numbers of the solution of an n-vector equation 3i = P(t)%. 
We will now describe an important book relating to these questions. 
The major merit of Zubov’s book [62]* entitled “The Methods of Liapunov 
and Their Application” is that it gives the necessary and sufficient 
condition (direct and inverse) of Liapunov, not only for critical points 
but also for critical invariant sets in what is known as topological dynamics. 
He also discusses Liapunov’s first method of attack on stability: for 
analytic systems, by examining power series solutions. The author also 
brings out clearly an important generalization of the so-called Liapunov 
functions due to the Japanese Yoshizawa. A decidedly valuable book 
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in spite of some errors (wrong necessary and sufficient condition for 
stability in theorem 7, p. 39). 
A gelzeralization of jwopedies of solutiom of (2.1) when X defiends also 
zlfion a parameter 1. \Vell known properties of the solution x(t, ~0, 1,)) 
are generalized to this situation by Kurzweil and Vorel [63]. 
Kurzweil [64] * extends the very concept of a differential equation 
to cover also the case of a discontinuous right hand side. 
Cr. Some Special Investigations 
Demidovic [65] presents a number of results: existence uniqueness, 
stability of solutions of 3i = ‘4% + g(x, t, by), where x, g are n-vectors 
and A is a constant matrix. 
Erugin, in his monograph [66]*, exposes and extends the results of 
Lapo-Danielevskii on analytic functions of matrices and their applications 
to differential equations. 
Zoloturev [67] discusses the stability of the origin for the n-vector 
system 2 = A(t)% + f(x, t), f(0, t) = 0 for t 3 0, under special assump- 
tions concerning f and the solutions of f = A(t)x. 
Cecik [68] considers the n-vector system (2.1) where X is continuous 
for 0 < t < 6, ljxil < a but possibly unbounded as t -+ 0. He discusses 
certain conditions for existence and unicity of solutions. 
Klokov [69] gives sufficient conditions for the boundedness of all 
solutions of the system 2 + a(t)f(x) = 0, 
2; + ai g = 0 (;=1,2 ,..., n). 
2 
Bedel’baev [70] deals with the construction of a Liapunov quadratic 
form for a system of order S. 
D. Indefinite Dimensional Systems 
A number of the results for finite dimensional systems may be extended 
(with due precautions) to those of infinite dimension. A few of the 
contributions are along that line. 
Persidskii [71]* discusses a system i = X(x, t) where x is a point 
(vector) of a space with an arbitrary (even transfinite) set of coordinates. 
Gorshin [72] defines a very general type of stability and applies it 
notably to countable systems. 
Yataev [73] studies R = o(t, x) t > 0, where x is a vector (a point) 
in L, with norm for v in [a, b] given by 
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He proves existence and uniqueness of the solutions as well as the Liapunov 
stability theorems. 
III. PERIODIC AND ALMOST PERIODIC SYSTEMS 
One must report here on an important book by Malkin [74]. The 
noteworthy feature of this book consists in a very ample treatment 
(83 pages) of almost periodic solutions of quasi-linear systems, or of type 
where x, f, F are a-vectors, A is a constant matrix, ,u a small parameter, 
and /, F are almost periodic, in actuality finite trigonometric sums. The 
treatment of this problem is very thorough and well written. The same 
observation holds for the other questions dealt with in the book: periodic 
solutions, systems with one or with many degrees of freedom, and quasi- 
harmonic systems. The author pays attention to stability and even to 
computation. This is an excellent book by one of the major authorities 
on the subject in the USSR. 
Blehman [75]* treats the periodic solution of the n-vector equation 
j = Ay + ,u/(y,p) where A is a constant matrix whose canonical form 
is diagonal, the real parts of the characteristic roots being < 0. 
Lykova [76]* consider the s-vector system i = X(x) + eX*(t, x). 
For E = 0 there is a two-parameter family of solutions with period 2~1~0, 
the X* having the same period. Under certain assumptions a similar 
two-parameter (approximate) family is constructed for the full system 
which is near to the family for E = 0. 
Volk [77] studies the appearance of steady self-oscillations of a system 
2 = X(x, Y) + p{Jyp, % Y) + cU(c, p, x9 Y, z)}, 
9 = Y(. . .) + p{Q(. . .) + cq. * .,}, 
P-~ 2 = AZ + R(x, Y) + z(c, ,uu, x, y, z) 
where x, y are scalars, z an m-vector, A a constant matrix, and C,,U are 
small scalar parameters. 
Shimanov [78]* considers the s-vector system (a) 3i = (A + pF(t, p)x 
where A is a constant matrix, and F has period 2n in t and is analytic 
in 1~ for 1~1 < p*. If A, is a characteristic root of A he discusses the 
analytic nature of the corresponding characteristic exponent of (a). 
. . . 
Pliss [79] studies periodic solutions of 5 + r(i) + [ + 5 = 0 where 
#(/A) is continuous, satisfies a Lipschitz condition for all q, f(0) = 0 
rfh) > r2 for 7 # 0. 
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Demidovic [YOj discusses the existence of periodic solutions to which 
all others tend for an yz-Irector system a! = F(x) -t G(t) where I; is of 
class Cl and G(t) is continuous and periodic. 
Berstein and Halanai ‘Sl] consider the tz-\.ector system (1) n’ == S(x) ~. 
,uL’(x, t, p), where p is a small scalar, X(0) =: 0, and 1’ has period w in f. 
They show that if the origin is an isolated critical point of 2 = S with 
nonzero index and if % = X has no periodic solutions near 0 then (1) 
has periodic solutions of period w for ,N small. 
Vorovic [82] obtains periodic solutions for certain functional dif- 
ferential equations of the second order. 
Lyascenko [83] obtains a representation for the solutions of linear 
systems of differential equations with quasi-periodic coefficients analogous 
to the known one for periodic coefficients. 
Islinskii [84] reduces an ordinary differential equation (A) in x to 
one of the second order by substituting x = a cos (pt + a), (a, p, cc 
independent of t), and then assuming that p is the circular frequency of 
the free undamped vibrations described by (A). 
Volosov [85]* studies the periodic solutions for E small of Y = Q(x) 
=&/(x,5,&). When sign Q=signx and J*“Q(x)dx diverges, ji $-Q(x) =O 
has only periodic solutions. Let x,,(t) be such a solution. Assuming Q,f 
analytic in x, li everywhere and also in E for E small, he finds conditions 
for periodicity of x(e, t) such that 
i(O) = 0, X(&, 0) = F,(E) = F,, + F,, & + F,, 82 + . . ) 
which for E = 0 reduces to x0(t), and finds conditions for stability of the 
solution in terms of Q and f alone. This noteworthy method was suggested 
to the author by El’sgolz. 
IV. ASYMPTOTIC METHODS 
Two distinct types of problems fall under this heading. Actually they 
may be dealt with by the same method. 
Problem A. Consider the well known equation (quasi-harmonic) 
2 + co2 x = &f(X, i’, t, E) (4.1) 
where F has period w in t, one may attempt to look for its periodic solu- 
tions by a process of successive approximations as 
x = x0 + FX, + . . . . (4.2) 
This yields a sequence of differential equations 
Ii0 + co’2 xg = 0, 
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where fn is a polynomial in the xk, k < S, with period w in 1. One solves 
in succession for x0, x1,. . . , as function with period cr) in t. The formal 
solution (4.2) yields, however, a power series which may well be divergent. 
However, the expression 
x0 + &X1 + . . . + &fi x, (4.3) 
is an approximation to within &“+I to the true solution. One refers to (4.2) 
as an asymptotic expansion of the solution. The discussion of this type 
of solution is the topic under discussion. What one deals with here is then 
the approximate periodic solution of a definite system. This has great 
practical importance since very often this is all that one may obtain 
for a very wide range of systems. 
On this problem one must point out the second and much amplified 
edition of the book by Bogoliubov and Mitropol’skii [86]: “Asymptotic 
Methods in the Theory of Non-Linear Oscillations,” 408 pages, Fizmatgiz, 
1958. It is a great amplification of the first edition, with many more 
examples and ample mathematical treatments. It will be recalled that 
the genesis of this topic (beyond early work by astronomers) is to be 
found in the computationally bold but mathematically shaky work of 
Krylov-Bogoliubov from 1930 to 1937. The present volume, even more 
than its predecessor, has restored, as it were, the mathematical balance. 
Popov [8’7] applies the general asymptotic method of Bogoliubov to 
j; + 2bi + c2 x = E/(X, i). 
Problem B. It arises from the necessity of dealing with physical 
problems in which some of the quantities vary slowly with the time. The 
typical problem for one degree of freedom leads to an equation 
(m(t)%) * . . + c(z)% = EF(x, i, t, 8, F) (4.4) 
where E is small, z = ct (slowly varying time), 0 = v(t) (slowly varying 
frequency) and F is periodic with period 2n in 13. The treatment of (4.4) 
is more or less like that of Problem A and it was very well dealt with by 
Mitropol’skii [%I. A good general outline by the same author is found 
in his recent paper [89]. 
Volusov [90] discusses at length an equation of type (4.4). 
Mitropol’skii [91]* gives a full treatment of the n-vector equation 
2 = X(x) + &X*(Yt, x, E) 
with period 2n in it. Assuming the existence of Z% = X(x), say x0(& + v) 
where x0(p) has period 2n, he shows that near it there is, for E small, 
a unique biperiodic solution of (4.4) (function of o,t and rf with period 2~ 
in each). 
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A closely related contribution is by Lykova 921. She considers the 
n-vector equation 
i = X(x) + &x*(t, x, E) 
where X* has period 2~ in t, assumes that the x0 above belongs to a two- 
parameter family, and shows that under suitable restrictions the complete 
system has a biperiodic family of solutions depending on two parameters, 
all the other solutions tending to the manifold which the biperiodic 
family generates. 
Breres [93] shows that the fundamental matrix of the solutions of the 
a-vector system i = A(o.d)x where A is real, symmetric, continuous, and 
has periodic 27~1~0, is analytic in the small parameter E -+. l/w. 
Burstein and Solov’ev [94] take 
i + &p(&t, O)k + q(&t, l9)x = 0, 
E small, fi and q periodic in 0, 0 = Y(E~) (slowly varying frequency) and 
solve for the values of x, i at the end of the nth period. 
Mishchenko [95] computes the periodic solutions of E% = f(x, y), 
P = g(x, Y) (x9 Y vectors, e small) and obtains asymptotic formulas for 
their periods. 
V. QUESTIONS OF CHARACTERISTIC FUNDAMENTAL VALUES 
These questions arise, generally, in the following manner. Given the 
equation 
- Y” + my + JY = 0 (5.1) 
it is required to find a solution y(x) such that at two different points 
x = a, x = b there exists a certain linear relation between the values y(a) 
and y’(a), y(b) and y’(b). This relation cannot take place unless 3, assumes 
certain special values: the characteristic values of the problem and 
certain associated functions; the characteristic functions, The collection 
of characteristic values is the spectrum. 
A problem much to the fore is to what extent does the spectrum 
determine the equation? Here we have a noteworthy contribution due 
to Cudov [96]*. Let (In}, {I,> be the spectra corresponding to the following 
boundary conditions : 
y’(0, 2) = 12, y(O, 4, y’(1, 2) = h, y(1, A), 
y’(0, 1) = tt, Y&A 4, y’(1, a) = k, y(1, A) 
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coinciding with those of the analogue of (5.1) with q1 instead of q under the 
same conditions. It is shown that q. = q1 if IL,, - &j/jh, - h,l is suffi- 
ciently large or sufficiently small. 
Kac [97] considers generalized forms of singular characteristic values 
problems for second order differential operators and gives sufficient 
conditions under which these problems have a simple spectrum. 
Levitan and Sargsyan [98] discuss (with errors and few proofs) the 
convergence of certain functions according to eigenfunctions of a Sturm- 
Liouville operator. 
Glasko [99] studies the characteristic value problem for a rather 
involved scalar equation of order four, with certain boundary conditions. 
Gel’fand [loo] discusses the eigenvalues of 
- Y” + P(x) = ly, y(0) = y(n) = 0. 
Karaseva [IO11 showed that a boundedness condition given by Krein 
for the boundedness of all the solutions of j; + $(t)x = 0 where 
@(t + T) = Iv) and sr p(t) dt = 0, is the best possible condition. 
Rris [102] studies the behavior of the solutions of 
&Yt4) - A WY” + WY + C(x)y = f(X), E > 0, 
y(u) = y(b) = y’(u) = y’(b) = 0. 
VI. VARIOUS APPLICATIONS OF CAPLYGIN'S METHOD 
‘This is a very general method of solving a differential equation or a 
system of such equations by means of two sequences of approximations 
converging from above and from below on the required solution. 
Kondyurin [IO31 discusses the convergence of Caplygin’s method for 
the solution of y” = f(x, y, y’) where y(0) = y(1) = 0; f is twice 
differentiable in y, y’, f,,, > 0 in [0, l] ; f < A + By’2 (-4, B constants, 
y’ arbitrary, and the hessian form of f in y, y’ is semidefinite). 
Cecik [104] deals with y’ = f(x, y) (n-vector equation) under assump- 
tions making it impossible to obtain a solution by Picard’s method and 
applies to it the method of Caplygin. 
Slugin [IO51 applies Caplygin’s method to the solution of 
y’“’ = f (t, y, y’, . . . ) y+ - 11, y’k’(to) = ak. 
Kashceev [lOS] finds exact applicability limits for Caplygin’s theorem 
on bounds of solutions for the nth order equation 
yw - ,r a&%)y(“-0 = f(x), 
where aj, f are continuous, a < x < b. 
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It is inevitable that in any mechamcal ot- electrical system where 
observations have to be made of various quantities, certain time lags 
occur between the different observables. As a consequence there arise 
differential equations in which, for instance, one has to consider say a 
velocity i at time t = 0 and at time 1, giving rise to equations in which 
there appear both i(t = 0) and 2(t). These are the retardation (time lag) 
equations or difference-differential equations. Their general theory is 
much less developed, and more difficult than the general theory of dif- 
ferential equations and, in particular, stability for such systems has not 
been dealt with very extensively. Some contributions along that line are 
mentioned below. 
Razumikhin [107]* gives various criteria for simple and asymptotic 
stability of systems with retardation. In [108] he considers particularly 
the E-vector retardation equation li- = P(d)%(t) + Q(t)+ - t) + S 
(degree in x(t), ~(t - t) 3 2) and compares for stability with the first 
approximation (leave out X). 
Krassovskii [109]* extends Liapunov’s second method to systems 
A$ = Xi(t - h,,(t),. . ., t - h,,(t), I), i = 1, 2,. . ., 72. In [llO]* he dis- 
cusses asymptotic stability for 32 = X(x(t - O), t) (n-vector system). This 
is done by means of certain analogues of Liapunov functions. 
Norkin [ill] proves the existence and finds the asymptotic behavior 
of the characteristic values for y” + ly + M(~)y(3i. - d(x)) = 0 and the 
boundary conditions y(0) = y(n) = y(x - d(x)) = 0, x - n(x) < 0; n(x) 
and M(x) > 0. 
Frid [112] considers the stability of a linear differential equation 
with retardation where among the characteristic roots a finite set have 
real parts zero, and for the rest they are uniformly negative. 
Rehlickii [113] considers the operator equation 3 - A (t)y(t - II) = x(t), 
0 < 1 < co, a > 0, y(t) = p,(t) for t < 0, and shows that under appropriate 
conditions for A(t) the behavior of the solutions for t = 00 is completely 
determined by that of the solutions of p -- Ay(t - a) = 0, A spectrum of A, 
with the same initial conditions. 
1'111. Sysmhls \VITH DEGENERATION 
Typically, a system of this nature may be given the form 
&k = f(x, y), i, = g(x, Y) (X.1) 
where E is a small parameter and x, y are vectors. The degeneration arises 
when c: + 0 and replaces (8.1) by 
I(% y) = 0, p = .g(% Y). (X.2) 
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The problem generally dealt with is given a solution x(t), y(t) of (8.2) in the 
given initial condition, to find a solution x(t, F), y(t, E), if any exists 
which tends to x(t), y(t) as e-+ 0. A fundamental paper on this general 
problem is a recent one due to Pontrjagin [114]*. 
Zadiraka [115] takes 3i = /(x, z, t, t/p) ,ui = F(x, z, t)x(t,) = x,,, z(t,) = z0 
(x, z vectors) and finds sufficient conditions to have the solution approach 
one of li = f&x, .z, t), z = pl(x, t), f, =: lim T--r Jr/(x, z, i, U) dzl, and 
T--t% 
zqx, ql, I) = 0. 
Zadiraka [116] discusses the closeness of the solution of i = /(x, z, t), 
x(&) = x0; ,~i = F(x, z, t), z(t,) = z,, (/J small, x and z vector variables) 
to the solutions of the system for ,I! = 0. 
IX. (:ONTROL SYSTEMS 
The problem of control is undoubtedly one of the most important new 
problems of our time, and the emphasis placed on this problem is apparent 
from the published contributions of Soviet mathematicians. We see on 
one hand the outstanding research of Pontrjagin (see 8 4, p. 490) their 
leading mathematician and a member of the Soviet Academy of Science, 
and sessions (5 4, p. 490) of this Academy devoted to the discussion of 
automation (automatic production). On the other hand, we see a continua- 
tion of the publication of excellent books ($5 1 and2, p. 490) on the subject 
of control systems which are carefully written, exhaustive, detailed, and 
designed to be read and applied by engineering scientists. It is also 
noteworthy that experienced engineers and scientists who are un- 
acquainted with this field are given special training (4 2, p. 490) which 
indicates that they are being shifted from other areas of science and 
engineering and are being prepared to work in this field. 
A control system is characterized by its differential equation, and 
there is nothing surprising about the type of systems being studied. The 
system receiving the most attention is represented by a differential 
equation of the form 
j, = BY + Hf(o) 
where B and H are square constant matrices, y is an a-vector, f = (fl, . . . , f,J 
is a vector function, and CT = z:= 1 ak yk. This represents a control 
system with 12 nonlinear elements (the characteristics of the servo motors). 
A more surprising feature is that their most important mathematical 
tool is a mathematical method that has been almost completely neglected 
in the Western world. This is the Second Method of Liapunov which they 
are applying continually and is a method of wide applicability in the 
study of the stability of many types of systems. See $$ 6, 10, 11, 12, 13, 
16. See also Section X, $ 25. 
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5 1. The recent book [117.!*+ b y Ya. Z. Cypkin is the most com- 
prehensive book yet to be written on this subject and contains considerable 
material which, to us in the IVestern world, is new. -4s seems to be char- 
acteristic of Russian books of this type, it is written with sufficient care 
and detail to be understandable to engineers and students. 
$ 2. M. A. Aizerman j118]t, “Lectures 011 the, Theory of Automatic 
Regulatio~z,” 428 pp (Moscow, 1956) is a book based on a series of lectures 
he gave to scientists and engineers who were not specialists on control 
systems. The book gives an extensive survey of practical servosystems. 
The control systems are characterized by differential equations ; there is 
a detailed discussion of the solution of linear systems and their stability and 
performance, and there is a fairly lengthy discussion of nonlinear systems. 
$ 3. Aizerman and [119] Gantmacher have determined the periodic 
motions of a nonlinear control system of the form 
i = Ax + f(x)r, 
where A is an n x n constant matrix, r is a constant n vector, and / is 
a scalar function that is assumed to be piecewise linear. 
3 4. Boltyanski, Gamkrelidze, and Pontrjagin [120]*+ have studied 
the problem of optimal control for a system whose state x = (xi,. , x,) 
at time t is governed by 
where the freedom of choice of the function u = (u,(t), . . . , a+(t)) represents 
our ability to control the system. In this paper they limit their study 
to the problem of starting at x,, and of arriving at the desired state xi 
in minimum time under various restrictions on the selection of the control 
or steering function u. They are able to derive necessary conditions for 
a minimum and give sufficient conditions for a local minimum. Since 
that time Pontrjagin and his collaborators have made considerable 
progress. As reported by Pontrjagin at the International Congress of 
Mathematicians at Edinburgh (1958) they are now able to give sufficient 
conditions for quite general types of systems - both linear and nonlinear 
- with various kinds of restrictions on the admissable control functions 
and with various criteria for optimal control. He also stated that they 
are able in some cases to compute the optimal control function as a 
function of the state of the system, which would be a big step forward in 
synthesizing optimal control systems. The only examples he gave were 
for linear systems. 
It is also of interest to note that in 1956 in Moscow a session of the 
Soviet Academy of Sciences was devoted to the discussion of automation 
(automatic production) and Pontrjagin reported that they were able to 
establish the existence of optimal control functions for nonlinear systems. 
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$ 5. With regard to this same problem, Krasovskii [121]*+ studied 
the following problem: The differential equation of the system is 
2 = X(x, t, u). 
A moving particle x = E(t) in the phase space is given. The control 
problem is to hit this moving particle as quickly as possible. Thus one 
wishes to select the steering function u(t) so that at some time t = 1, + 7‘, 
x(t, t,, x,,, U) = t(t) ; x(t, t,,, x0, U) is the solution of the differential equa- 
tion satisfying @a, t,, x0, u) = x0. Krasovskii gives necessary and 
sufficient conditions for optimal control with various types of constraints 
on the admissable steering functions and discusses in some detail the 
synthesis problem. Krasovskii appears to have worked on the problem 
quite independently from Pontrjagin and his group, and he obtains in the 
linear case results which are quite a bit more general than those of 
Bellman and his collaborators at RAND. 
4 6. In the work of Rumyancev [122]t we see another example of 
the use of the second method of Liapunov to investigate the stability 
of a control system. By the construction of a Liapunov function he is 
able to give sufficient conditions for the stability of a control system 
whose differential equation is 
6=Ay, 
where y = (yr, . . . , y,J are the controlled coordinates, the CF = (cri, . . . , ok) 
are the coordinates of the controlling organs, and f(u) = (/i(a), . . . , fk(o)) 
are the characteristics of the servomotors. A, B, and H are constant 
square matrices. 
S 7. Starkova [123]t investigated the self-excited oscillations and the 
stability of a nonlinear control system by the so-called retardation 
method, which was proposed by E. B. Popov, and is based on the method 
of harmonic balance as developed by Krylov and Bogoliubov.2 It is 
difficult to describe the control system. (The paper gives its block 
diagram.) 
5 8. Ostrovskii [124]+ considers the synthesis of a control system in 
which the error x satisfies 
2 + /x(x)% + f2(x)i + x = 0, 
where /r and f2 are to be so selected that there is no overshoot in response 
to a unit-step function and the length of time for which the error exceeds 
2 See AWL Math. Studies, No. 11. 
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a certain value is a minimum. Subject to the constraints ur .< /r(x) 1~ h, 
and a2 < /a(z) = b, he shows that the optimal system is a relay (bang- 
bang) servo and shows how to determine the optimal control functions 
f1 and fz. 
3 9. Petrov and Ulanov [125]+ study three modes of operation of a 
relay servo: gliding, vibrational, and optimal modes. By a gliding mode 
is meant one in which the output of the relay is a series of pulses having 
the same signs; in the vibrational mode the relay is a part of an internal 
feedback loop with an integrator, and the optimal mode is one where the 
error is reduced to zero in minimum time without overshoot. There are 
certain similarities in these modes of operation, and a qualitative discussion 
is given under which a gliding mode approaches an optimal mode. 
3 10. Shachkoff [l%]t studies the stability of the control system 
whose differential equations are 
Yl = a11 Yl + a12 x* 
Y2 = a21 Yl + a22 XJ 
i = fh Yl + c2 Y2) 
where a,, < 0, u2r > 0, f(0) = 0, af(a) > 0. Using Lure’s result (this is 





such that 1’ is negative definite, he obtains sufficient conditions for the 
global stability of the equilibrium state. 
$ 11. Skatchkov [127] studies the control properties and the stability 
in the large (over the whole space) of a control system. Here again we 
find an application of Liapunov’s second method and by means of this 
method a fairly simple sufficient condition is given for stability in the 
large. In suitable coordinates the control system is represented by the 
system of differential equations 
91 = y1 Yl + fi, x7 
9, = y2 y2 + %I x9 
i = f(YlJ Y29 4. 
Here ri<O and if x===~ry1+p2y2 then /=O; the si and p, are 
constants. The stability condition is that 
1 + I% Pll __. ) lfi2 P2l > 0. 
Yl y2 
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5 12. Berezkin [128]+ gives another of the numerous applications of 
Liapunov’s method to the study of stability of a special control system. 
Sufficient conditions are given for both stability and instability. The 
system is described by the differential equations 
.t = yp + f(x)), 
f = F,(x) + yF,(x) + yZF,(x) + . . +. 
3 13. Rozenvasser [12Y] gives a sufficient condition for stability in 
the large of a control system whose differential equation is 
j = BY + hf(4, 
where cr = zF= ia, ys and n = 5 or 6. B is a square constant matrix, 
h is a constant B-vector, and f is a scalar function. The result follows from 
a theorem due to Lure. 
$ 14. Kazakov [130]t discusses quite thoroughly a method for carrying 
out an approximate probability analysis of the performance of nonlinear 
control systems subject to a random input. Several examples of practical 
interest are discussed in detail. It is interesting to note that at about the 
same time, and quite independently, this same method was developed by 
two American engineers, L. A. Zadeh and R. C. Boonton. 
$ 15. Cypkin [131]+ has discussed the calculation of transients in 
intermittent control systems, where the pulse duration of the controlling 
pulse is proportional to the error, and as an example investigates an 
intermittent control system with internal feedback. 
0 16. Tusov [132]+ studies a control system of a type that has received 
considerable attention by mathematicians in USSR since 1949 (over a 
dozen papers have appeared). The system is of the form 
?ii = 2 &k xk + f($) (i, k = 1, 2, 3), 
where axs2< x2 f(x,) < pxz2. Sufficient conditions for stability in the 
large are obtained by the second method of Liapunov. 
$ 17. Ersov [133]+ obtains estimates of the growth of solutions of 
the system i = Ax + F(x) where A is a constant matrix. It is assumed 
that A has simple characteristic roots with negative real parts and that 
Fi(x) = k f(x) where If(x)1 <~/xl. Th e estimations can be applied to 
the study of stability of certain nonlinear control systems. 
X. MECHANICS 
In this section we have listed a few of the papers that are most closely 
related to differential equations and which are of some mathematical 
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interest. We note here also two other outstanding texts ($5 18 and Z?(J) 
that are of practical interest to engineers. 
The work on gyroscopes ($$ 20, 23, 28) and the study of the motion 
of a body of variable mass ($9 24, 26) are especially noteworthy. In 5 24, 
which was published in 1949, the theory developed is applied to the study 
of the projection of a particle of variable mass in the northern hemisphere 
in the plane of the meridian. In $ 27 the orbit of a rocket for a flight 
around the moon is calculated. 
5 18. Terskih’s book [134]+ is another of the excellent Russian books 
on the study of oscillations that is of practical interest to engineers. 
Methods are given for computing the frequencies and modes of free 
vibrations and the amplitudes and initial phases of forced vibrations of 
nonlinear systems. The presentation is detailed and clear. 
$ 19. Merman [135] shows that Vernic’s claim to have obtained trans- 
formations that regularize all collisions is not quite correct and that 
the result holds for all binary collisions of Lagrangian motions and for 
other special types. It does not hold for all real triple collisions and 
does not hold for any imaginary triple collisions. He showed that another 
theorem due to Vernic is completely false. 
5 20. The book “Gyroscopic Systems” by Merkin [136]+ was published 
in Moscow and appeared in 1956. It is a 299 page treatise on dynamical 
systems acted on by gyroscopic forces (i.e., forces that do no work). 
There are numerous examples, and the presentation is kept at a fairly 
elementary level. 
5 21. Fesenkov [137] has obtained a first approximation to what 
is a fairly difficult problem - that of the motion of a particle in the 
gravitational field of a sphere in an atmosphere of homogeneous density. 
The resistance is assumed to be proportional to the velocity relative to 
the atmosphere. By numerical integration he has shown that the orbit 
tends to become circular. 
0 22. Berman [138] continues his study of Birkhoff’s theory of 
dynamical systems. He reformulates two of Birkhoff’s theorems more 
precisely and gives proofs for the types of motion in the three-body 
problem when the energy constant is negative. 
9 23. Islinskii [139]t studies the gliding motions of dynamical systems 
where the vector field of the equations of motion has discontinuities along 
hypersurfaces. He discusses in some detail a gyroscopic system. In 
another paper [I401 he has made what seem to be important contribu- 
tions to the theory of horizontal gyrocompasses. Two gyroscopes with 
a gyroframe whose center moves on an immovable sphere about the 
earth gives rise to an eighth order differential equation. For small vibra- 
tions and neglecting friction he approximates the differential equation 
by a linear system. 
RECENT SOVIET CONTRIBUTIONS 495 
3 24. Vitenzon [141]t derives general differential equations for the 
relative motion of a particle with variable mass. It is particularly 
interesting to note that he applies his equations to the study 01 a particle 
of variable mass projected into space in the northern hemisphere in the 
plane of the meridian and gives necessary and sufficient conditions that 
its trajectory be a straight line or a parabola. 
3 25. Pozarickii [142] studies the stability of the solutions of the 
conservative Hamiltonian system 
. aH 
Y=ap- 
Let S be a solution and consider along S the k x k matrices 
By Liapunov’s first theorem on instability, the solution S is unstable if 
P,,> 0 and Q,, < 0. Pozarickii shows that S is unstable if Q,, = diag (Qi,Qn -i) 
for some i and Pi> 0 and Qi> 0, then S is unstable. 
5 26. Kosticyn [143]t shows that the problem of the rotation of a 
body with variable mass about a fixed axis can be solved graphically 
when the equation of the motion is 
and the moment of inertia I, a function of the angle of rotation v, and 
the angular momentum M as a function of time 1, are given by 
graphs. 
$ 27. Chebotarev [144] has calculated the orbit of a rocket for the 
flight around the moon taking into account the effects of the earth’s 
and moon’s gravitational fields with no fuel expenditure during the trip. 
5 28. Sergeev [145] discusses the accuracy of gyroscopic verticals 
mounted on an aircraft that is moving at constant speed in a straight 
line by a probabilistic analysis of small oscillations of the gyromotor, 
and also studies the effects of moments due to acceleration of the aircraft, 
gravity, and friction. Formulas are given for computing the mathematical 
expectation of the precession angle. It is important to note that Sergeev 
also gives practical recommendations for increasing the accuracy and for 
the kind of control that will reduce the mathematical expectation of the 
precession angle to zero. 
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