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Potentials
David Hasler and Oliver Siebert
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Jena, Germany
We study a model of an atom in form of a Schro¨dinger operator
with a compactly supported potential coupled to a bosonic field at
positive temperature. We show that, under sufficiently small coupling,
it exhibits the behavior of thermal ionization. Mathematically, one
has to rule out the existence of zero eigenvalues of the self-adjoint
generator of time evolution – the Liouvillian. This will be done by using
positive commutator methods with dilations on the space of scattering
functions.
1. Introduction
The phenomenon of thermal ionization can be viewed as a positive temperature
generalization of the photoelectric effect: an atom is exposed to thermal radiation
emitted by a black-body of temperature T > 0. Then photons of momentum ω
according to Planck’s probability distribution of black-body radiation,
1
eβω − 1 , β ∼
1
T
,
will interact with the atoms’ electrons. Since there is a positive probability for
arbitrary high energy photons, eventually one with sufficiently high energy will
show up exceeding the ionization threshold of the atom.
For the zero temperature situation (photoelectric effect) there can be found
qualitative and quantitative statements for different simplified models of atoms
with quantized fields in [3, 22, 9]. If one replaces the atom by a finite-dimensional
small subsystem, the model usually exhibits the behavior of return to equilibrium,
1
see for example [2]. Here the existence of a Gibbs state of the atom leads to the
existence of an equilibrium state of the whole system. One is confronted with
the same mathematical problem – disproving existence of eigenvalues. The most
common technique for handling this are complex dilations, or its infinitesimal
analogue: positive commutators, which goes back to work of Mourre (cf. [15]).
There are a number of papers which also use positive commutators in the context
of return to equilibrium, see [8, 11, 12, 13].
A first rigorous treatment of the positive temperature problem was given by
Fro¨hlich and Merkli in [5] and in a subsequent paper [6] by the same authors
together with Sigal. The ionization appears mathematically as the absence of
an equilibrium state in a suitable von Neumann algebra describing the complete
system. The equilibrium states can be shown to be in one-to-one correspondence
with the zero eigenvalues of the Liouvillian. For the proof they used a global posi-
tive commutator method first established for Liouvillians in [4] with a conjugation
operator on the field space as in [12]. Furthermore, they developed a new virial
theorem.
In [5] an abstract representation of a Hamiltonian diagonalized with respect to
its energy with a single negative eigenvalue was considered. For the proof certain
regularity assumptions of the interaction with respect to the energy were imposed.
However, it is not so clear how these assumptions translate to a more concrete
setting. The reference [6] on the other hand covers the case of a Schro¨dinger
operator with a long-range potential but with only finitely many modes coupled
via the interaction. Moreover, only a compact interval away from zero of the
continuous spectrum was coupled.
The purpose of this paper is to transfer the results of [5, 6] to a more specific
model of a Schro¨dinger operator with a compactly supported potential with finitely
many eigenvalues. We consider a typical coupling term and we have to impose
a spatial cutoff. However, we do not need any restrictions with respect to the
coupling to the continuous subspace of the atomic operator as in [6]. Moreover,
in contrast to [5, 6] our result is uniform in the temperature by considering an
approximation of the so-called level shift operator. For the proof we use the same
commutator on the space of the bosonic field as in [12, 5, 6], and we also reuse
the original virial theorem of [5, 6]. On the other hand we work with a different
commutator on the atomic space, namely the generator of dilations in the space
of scattering functions.
The organization of the paper is as follows. In Section 2 we introduce the model
and define the Liouvillian. In addition, we state the precise form of our main result
in Theorem 2.3 and all the necessary assumptions. We also give a more detailed
outline of the proof in Subsection 2.6. Section 3 recalls the abstract virial theorem
of [5, 6] and some related technical methods. Then, we verify the requirements of
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the abstract virial theorem in our setting in Section 4. We repeat the definition
of scattering states (Subsection 4.1) and use those for the concrete choice of the
commutators. The major difficulty here is to check that the commutators with
the interaction terms are bounded. This requires some bounds with respect to
the scattering functions and is elaborated in Section 5. The application of the
virial theorem then yields a concrete version – Theorem 4.4. This is the first key
element for the proof of the main theorem. The second one is the actual proof
that the commutator together with some auxiliary term is positive. This and the
concluding proof of Theorem 2.3 at the end can be found in Section 6.
2. Model and the Main Result
A model of a small subsystem interacting with a bosonic field at positive temper-
ature is usually represented as a suitable C∗- or W ∗-dynamical system on a tensor
product algebra consisting of the field and the atom, respectively.
The field is defined by a Weyl algebra with infinitely many degrees of freedom.
To implement black-body radiation at a specific temperature T > 0 the GNS repre-
sentation with respect to a KMS (equilibrium) state depending on T is considered.
For the atom the whole algebra L(Hp) for the atomic Hilbert space Hp = L2(R3)
is used and the GNS representation with respect to an arbitrary mixed reference
state is performed. The combined representation of the whole system generates a
W ∗-algebra where the interacting dynamics can be defined by means of a Dyson
series in a canonical way. Its self-adjoint generator – the Liouvillian – is of great
interest when studying such systems.
It is shown in [5, 6] that the absence of zero eigenvalues of the Liouvillian implies
the absence of time-invariant states of the W ∗-dynamical system. The details of
this construction can be found in [5, 6, 16].
In this paper we start directly with the definition of the Liouvillian without
repeating its derivation and the algebraic construction. The only difference in our
setting to [5, 6] is the coupling term which can be realized as an approximation of
step function couplings as considered in their work.
The purpose of this section is the definition of the concrete Liouvillian, the
precise statement of the result – absence of zero eigenvalues – and the required
conditions. At the end in Subsection 2.6, we explain the basic structure of the
proof.
We start with the three ingredients of the model: the atom, the field and the
interaction, which we first discuss separately and state the required assumptions.
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2.1. The Atom
For the atom we consider a Schro¨dinger operator on the Hilbert space Hp :=
L2(R3),
Hp = −∆+ V,
where we assume that
(H1) V ≤ 0 and V ∈ C∞c (R3),
(H2) zero is not an eigenvalue of Hp.
In particular, this implies that Hp is essentially self-adjoint on C
∞
c (R
3) with
domain D(∆) and has essential spectrum [0,∞) with finitely many discrete eigen-
values which we denote by σd(Hp). As we are in a statistical physics setting, we
have to consider density matrices as states of our system. They form a subset of
the Hilbert-Schmidt operators, so we will work a space isomorphic to the latter,
Hp ⊗Hp.
Remark 2.1
For the result and our proof one actually needs just finitely many derivatives of
V . Therefore, one could weaken (H1). However it seems a bit tedious in the proof
to keep track to which order exactly derivatives are required.
2.2. The Quantized Field
The quantized field will be described by operators on Fock spaces. Let F(h) denote
the bosonic Fock space over a Hilbert space h, that is,
F(h) =
∞⊕
n=0
h⊗sn,
where ⊗sn is the n-times symmetric tensor product of Hilbert spaces, and h⊗s0 :=
C. For ψ ∈ F(h), we write ψn for the n-th element in the direct sum and we use the
notation ψ = (ψ0, ψ1, ψ2, . . .). The vacuum vector is defined as Ω := (1, 0, 0, . . .).
For a dense subspace d ⊆ h we define the dense space of finitely many particles in
F(h) by
Ffin(d) :={(ψ0, ψ1, ψ2, . . . ) ∈ F(h) : ψn ∈ d⊗sn for all n ∈ N0
and there exists N ∈ N0 : ψn = 0 for n ≥ N}
where ⊗sn now represents n-times symmetric tensor product of vector spaces.
Again we will work on the space of density matrices and thus use the space
F := F(L2(R3))⊗ F(L2(R3)) ∼= F(L2(R× S2)),
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where L2(R × S2) := L2(R × S2, dudΣ) and dΣ denotes the standard spherical
measure on S2, see Remark 2.2. This identification is called ‘gluing’ and was first
established by Jaksˇic´ and Pillet in [11]. For ψ ∈ F notice that ψn can be
understood as an L2 function in n symmetric variables (u,Σ) ∈ R× S2.
Let H be another Hilbert space. On H⊗ F we define the annihilation operator
for a function F ∈ L2(R× S2,L(H)) by
(a(F )ψ)n(u1,Σ1, . . . , un,Σn)
=
√
n+ 1
∫
F (u,Σ)∗ψn+1(u,Σ, u1,Σ1, . . . , un,Σn)d(u,Σ).
Note that a(F )Ω = 0. The creation operator a∗(F ) is defined as the adjoint of
a(F ). By definition F 7→ a∗(F ) is linear whereas F 7→ a(F ) is anti-linear. In the
scalar case of H = C, H ⊗ F = F, the creation and annihilation operators satisfy
the canonical commutation relations, for f, g ∈ L2(R× S2),
[a(f), a∗(g)] = 〈f, g〉 , [a(f), a(g)] = 0, [a∗(f), a∗(g)] = 0.
We also define the field operators as Φ(F ) = 2−1/2(a(F ) + a∗(F )).
For a measurable functionM : R×S2 → R we introduce the second quantization
dΓ(M), which is a self-adjoint operator on F, given for ψ ∈ F by
(dΓ(M)ψ)n(u1,Σ1, . . . , un,Σn) =
(
n∑
i=1
M(ui,Σi)
)
ψn(u1,Σ1, . . . , un,Σn), n ∈ N0.
In particular we will use the number operator,
Nf := dΓ(1).
2.3. Liouvillian with Interaction
We assume to have an interaction term with a smooth spatial cutoff. For (ω,Σ) ∈
R+ × S2, we define a bounded multiplication operator on Hp by
G(ω,Σ)(x) = κ(ω)G˜(ω,Σ)(x), x ∈ R3, (1)
where κ is a function on R+ and, for each (ω,Σ), G˜(ω,Σ) is a function on R
3,
satisfying the following conditions.
(I1) Spatial cutoff: For n ∈ {0, . . . , 3} and all (ω,Σ), x ∈ R3, the deriva-
tive ∂nωG˜(ω,Σ)(x) exists and the following holds. For all (ω,Σ) we have
∂nωG˜(ω,Σ) ∈ S(R3), where S(R3) denotes the space of Schwartz functions.
(ω,Σ, x) 7→ G˜(ω,Σ)(x) is measurable, and for all α ∈ N30 there exists a
polynomial P such that∣∣∣∂αx∂nωG˜(ω,Σ)(x)∣∣∣ ≤ P (ω), (ω,Σ) ∈ R+ × S2, x ∈ R3.
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(I2) UV cutoff: κ decays faster than any polynomial, that is, for all n ∈ N,
sup
ω≥1
ωnκ(ω) <∞.
(I3) Infrared behavior: κ|(0,∞) ∈ C3((0,∞)), and either there exist 0 < k1, k2 <
∞, p > 2 such that if ω < k1, we have∣∣∣∂jωκ(ω)∣∣∣ ≤ k2ωp−j,
for j ∈ {0, . . . , 3}, or
κ(ω) = ω±
1
2 κ˜(ω), ω > 0,
where κ˜ ∈ C3([0,∞)), and all derivatives of κ˜ are bounded.
Let β > 0 be the inverse temperature and let
ρβ(ω) :=
1
eβω − 1
be the probability distribution for black-body radiation. To describe the interac-
tion in the positive temperature setting it is convenient to introduce the map
τβ : L
2(R+ × S2, (ω2 + ω)dωdΣ) −→ L2(R× S2),
(τβf)(u,Σ) :=
u
√
1 + ρβ(u)f(u,Σ), u > 0,
−u
√
ρβ(−u)f(−u,Σ), u < 0.
This map extends naturally to a map L2(R+×S2, (ω2+ω)dωdΣ,L(Hp))→ L2(R×
S2, (ω2 + ω)dωdΣ,L(Hp)) which in the following will also be denoted by just τβ.
Let Cp be the complex conjugation on Hp given by Cpψ(x) := ψ(x), and for an
operator T ∈ L(Hp) we write also T := CpTCp. Let
D := C∞c (R3)⊗ C∞c (R3)⊗ Ffin(C∞c (R× S2)),
which is a dense subspace of the complete Hilbert space
H := Hp ⊗Hp ⊗ F.
On D we define for λ ∈ R the Liouvillian by
Lλ := (Hp ⊗ Idp− Idp⊗Hp)⊗ Idf + Idp⊗ Idp⊗dΓ(u) + λΦ(I), (2)
where
I(u,Σ) := I(l)(u,Σ)⊗ Idp+ Idp⊗I(r)(u,Σ),
I(l)(u,Σ) := τβ(G)(u,Σ), I
(r)(u,Σ) := −e−βu/2τβ(G∗)(u,Σ).
It will be shown below (Proposition 4.3) that Lλ is indeed essentially self-adjoint
on D.
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Remark 2.2
We define the unitary transformations
Ψ: L2(R3) −→ L2(R+ × S2, dωdΣ)
with Ψ(f)(ω,Σ) := ωf(ωΣ), and
τ : L2(R+ × S2)⊕ L2(R+ × S2) −→ L2(R× S2),
with τ(f1, f2)(ω,Σ) := f1(ω,Σ) if ω > 0 and f2(−ω,Σ) if ω < 0. Then this induces
the following unitary transformation of Fock spaces as follows
F(L2(R3))⊗ F(L2(R3)) Ψ∼= F(L2(R+ × S2))⊗ F(L2(R+ × S2))
∼= F(L2(R+ × S2)⊕ L2(R+ × S2))
τ∼= F(L2(R× S2)),
where in the second line we made use of a canonical isomorphism. Let H˜f :=
F(L2(R3)) and let Hf := dΓ(| · |) be the free field energy operator on H˜f . Then Lλ
is unitary equivalent to the following operator in Hp ⊗Hp ⊗ H˜f ⊗ H˜f
L˜λ = (Hp ⊗ Idp− Idp⊗Hp)⊗ IdH˜f⊗H˜f + Idp⊗ Idp⊗(Hf ⊗ IdH˜f − IdH˜f ⊗Hf)
+λ(Φl(
√
1 + ρβG⊗ Idp−√ρβ Idp⊗G∗)
+Φr(
√
ρβG
∗ ⊗ Idp−
√
1 + ρβ Idp⊗G)),
where Φl := Φ⊗ IdH˜f , Φr := IdH˜f ⊗Φ.
2.4. Main Result
For the proof of our main result we need another additional assumption. The
instability of the eigenvalues should be visible in second order in perturbation
theory with respect to the coupling. This term is also called level shift operator
and the corresponding positivity assumption Fermi Golden Rule condition. In
Subsection 2.5 an example is provided where this is satisfied.
Fermi Golden Rule Condition
For E ∈ σd(Hp) let pE := 1{E}(Hp) be the spectral projection corresponding to
the eigenvalue E and let Pess be the spectral projection to the essential spectrum
of Hp.
(F) Let ε > 0. For all E ∈ σd(Hp) we assume there is a γβ(E) > 0, such that we
have
pE(F
(1)
ε + F
(2)
ε )pE ≥ γβ(E)pE ,
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where
F (1)ε :=
∫ ∞
0
∫
S2
ω2
eβω − 1G(ω,Σ)
εPess
(Hp − E − ω)2 + ε2G(ω,Σ)
∗dΣdω,
F (2)ε :=
∫ ∞
0
∫
S2
ω2
1− e−βωG(ω,Σ)
∗ εPess
(Hp −E + ω)2 + ε2G(ω,Σ)dΣdω.
Furthermore we set γβ := infE∈σd(Hp) γβ(E).
Notice that γβ might depend on β. In particular, this is the case if, as in [5, 6]
and Proposition 2.6, (F) is verified using only the term F (1)ε (for ε → 0), which
decays exponentially to zero if β → ∞. However, one can also obtain results
uniformly in β for β ≥ β0 > 0 (low temperature) by proving that F (2)ε is positive
for a fixed ε > 0, which will be done in Corollary 2.4.
This allows us to state the main result of this paper.
Theorem 2.3
Assume that (H1), (H2), (I1), (I2), (I3) and (F) are satisfied. Let β0 > 0 and
let γβ > 0 be the constant appearing in (F). Then there exists constants λ0, C > 0
such that for all 0 < |λ| < λ0 with |λ| < Cγ2β and all β ≥ β0, the self-adjoint
extension of the operator Lλ given in (2) does not have any eigenvalues.
2.5. Application
In the following we present an example of a QED system with a linear coupling
term (Nelson Model) where the conditions for the main theorem are satisfied. In
particular, one can verify the Fermi Golden Rule condition (F) in this case. We
summarize this in the following corollary to Theorem 2.3.
Corollary 2.4
Let V ∈ C∞c (R3) with V ≤ 0 such that −∆ + V has one (negative) discrete non-
degenerate eigenvalue and no zero eigenvalue. Let χ ∈ S(R3) and let χ be constant
in a neighborhood of zero. Assume that
G(k)(x) = κ(|k|)eikxχ(αx), k, x ∈ R3, (3)
where α > 0 and κ is a function on R+ satisfying (I2), (I3). For instance, we can
choose
κ(ω) = Cω−
1
2 e−cω
2
, ω ≥ 0,
for some contants c and C.
Then for any β0 > 0 there exist constants λ0, C > 0 such that for all 0 < |λ| < λ0
with |λ| < Cγ2β and all β ≥ β0, Lλ, or equivalently L˜λ given in Remark 2.2, has
no zero eigenvalue.
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Proof. Writing G in spherical coordinates with the notation in (1),
G(ω,Σ)(x) = κ(ω)G˜(ω,Σ)(x), G˜(ω,Σ)(x) = eαiωΣxχ(αx), x ∈ R3,
one realizes that derivatives of G˜ with respect to ω still yield a Schwartz function.
Furthermore, derivatives with respect to x yield only polynomial growth in ω.
Thus, (I1) is satisfied. (H1), (H2), (I2), (I3) are satisfied by assumption. It
remains the verification of the Fermi Golden Rule condition, which is done in
Proposition 2.5.
Proposition 2.5
For any ε > 0 there exists α > 0 and γ > 0 (independent of β) such that
〈
ϕE, F
(2)
ε ϕE
〉
= pE
∫ ∞
0
∫
S2
ω2
1− e−βωG(ω,Σ)
εPess
(Hp −E + ω)2 + ε2G(ω,Σ)
∗dΣdωpE
≥ γpE.
Proof. First note that
〈
ϕE , F
(2)
ε ϕE
〉
≥
∫ ∞
0
∫
S2
ω2
〈
ϕE, G(ω,Σ)
∗ εPess
(Hp −E + ω)2 + ε2G(ω,Σ)ϕE
〉
dΣdω.
The integrand is continuous in (ω,Σ) and non-negative. Thus, it suffices to show
that for some (ω,Σ) we have〈
G(ω,Σ)ϕE,
εPess
(Hp − E + ω)2 + ε2G(ω,Σ)ϕE
〉
6= 0,
which follows if we can show
PessG(ω,Σ)ϕE 6= 0. (4)
We can write
G(ω,Σ) = κ(ω)χαUω,ΣϕE ,
where χα denotes the multiplication operator by x 7→ χ(αx) and Uω,Σ denotes the
unitary multiplication operator by x 7→ eiωΣx. Now for ω 6= 0,
PessUω,ΣϕE = (Id−pE)Uω,ΣϕE 6= 0, (5)
because Uω,Σ has no eigenvalues. Now it follow that there exists α > 0 such that
(4) holds: if not, we had
Uω,ΣϕE = lim
α→0
χαUω,ΣϕE ∈ ran pE,
which would be a contradiction to (5).
9
Instead of using F (2)ε one can also verify (F) with the first term F
(1)
ε in the limit
ε → 0. This does not improve the qualitative statement of Corollary 2.4 and has
the drawback that γβ → 0 as β → ∞ as in [5, 6]. However, in certain regimes it
still might be the dominant term.
For the proof we use a dipole approximation as in [9], that is, a power series
expansion of the coupling term.
Proposition 2.6
Assume that
G(k)(x) = κ(|k|)eαikxχ(αδx), k, x ∈ R3,
where δ > 0, α > 0, and κ and χ satisfy the same assumptions as in Corollary 2.4.
We have for all E ∈ σd(Hp),
lim
ε→0
〈
ϕE , F
(1)
ε ϕE
〉
=
∫
S2
∫
R3
(k2 − E)2
eβ(k2−E) − 1 |κ(k
2 −E)|2(k2 − E)2α2|χ(0)|2|〈ϕE,Σ · xˆϕ(k, ·)〉|2dkdΣ
+O(α3),
where xˆ = (xˆ1, xˆ2, xˆ3) denotes the vector of multiplication operators in the respective
components. In particular, if V is rotationally invariant and there is only one
eigenvalue, then (F) is satisfied for α > 0 small enough.
Proof. Notice that the terms F (1), F (2) are Dirac sequences in the limit ε → 0.
Thus, as G is continuous,
lim
ε→0
〈
ϕE , F
(2)
ε ϕE
〉
=
∫
S2
∫
R3
(k2 −E)2
eβ(k2−E) − 1
∣∣∣κ(k2 − E)∣∣∣2 ∣∣∣〈ϕE, eiα(k2−E)Σ·xˆχ(αδ·)ϕ(k, ·)〉∣∣∣2 dkdΣ.
Now we consider an expansion in powers of α. There exists a constant C such that∣∣∣eis − 1− is∣∣∣ ≤ C|s|2, s ∈ R.
This means that∣∣∣〈ϕE, (eiα(k2−E)Σ·xˆχ(αδ·)− χ(αδ·)− iα(k2 − E)Σ · xˆχ(αδ·))ϕ(k, ·)〉∣∣∣
≤ α2C‖ϕ(k, ·)‖∞‖χ‖∞
∫
|ϕE(x)||(k2 − E)(Σ · x)|2dx.
Now let us estimate the contribution of χ(αδ·). For this suppose χ is constant
on a ball centered at the origin of radius r > 0. As the eigenfunctions decay
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exponentially (cf. [20]), we may assume that there are constants c, C > 0 such
that
|ϕE(x)| ≤ Ce−c|x|.
Then we find for n = 0, 1,
|
〈
xˆ
n
j ϕE , (χ(α
δ·)− χ(0))ϕ(k, ·)
〉
| ≤ ‖ϕ(k, ·)‖∞2‖χ‖∞
∫
αδ|x|>r
|xj|n|ϕE(x)|dx
≤ ‖ϕ(k, ·)‖∞‖χ‖∞C
∫
αδρ>r
e−
c
2
ρdρ
≤ ‖ϕ(k, ·)‖∞‖χ‖∞Ce− cr2 α−δ ,
where we used that polynomial functions are exponentially bounded. On the other
hand by the orthogonality relation we find〈
ϕE, χ(α
δ·)ϕ(k, ·)
〉
=
〈
ϕE , (χ(α
δ·)− χ(0))ϕ(k, ·)
〉
.
Collecting estimates, we arrive at∣∣∣〈ϕE, eiα(k2−E)Σ·xˆχ(αδ·)ϕ(k, ·)〉 − 〈ϕE, iα(k2 −E)Σ · xˆϕ(k, ·)〉∣∣∣
≤ α2‖ϕ(k, ·)‖∞‖χ‖∞C(ϕE),
where C(ϕE) denotes a constant depending on the exponential decay of ϕE and
expectations of moments.
Thus in the limit α ↓ 0 we determined the leading order contribution. Within
the explicit model, one can now verify whether the leading order term does not
vanish. If V is rotationally invariant and Hp has only one eigenvalue ϕE, then
〈ϕE, xˆjϕE〉 = 0 by symmetry. Thus by the orthogonality relation of the scattering
states
∫ | 〈ϕE(x), xjϕ(k, x)〉 |2dk = ‖xˆjϕE‖2 6= 0.
2.6. Overview of the Proof
The first step is to find a suitable conjugate operator A consisting of a part Ap on
the particle space Hp and a part Af on the field space F.
For the latter we make the same choice as established for the first time in [12]
and later also used by Merkli and co-authors in [13, 5, 6], namely the second
quantization of the generator of translations,
Af = dΓ(i∂u).
Let PΩ denote the orthogonal projection onto the subspace generated by the vac-
uum Ω (“vacuum subspace”). Formally, we obtain on F that
i[dΓ(u), Af ] = dΓ(Nf) ≥ PΩ⊥,
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which yields a positive contribution on the space not containing the vacuum. The
Hilbert space H can be further decomposed by means of the projection
Π := 1{0}(L0) = 1{0}(Lp)⊗ PΩ (6)
as
ran(IdHp⊗Hp ⊗P⊥Ω )⊕ ranΠ⊕ ran(1R\{0}(Lp)⊗ PΩ). (7)
To get a positive operator on ranΠ, we proceed again as in [5, 6] and consider a
bounded operator A0 on the whole space H. The Fermi Golden Rule Condition
(F) then implies that
iΠ[Lλ, A0]Π > 0.
The details can be found in Subsection 6.2.
Let Pdisc denote the spectral projection to the discrete spectrum of Hp and
Pess := Pdisc
⊥. The third space in (7) can decomposed further by use of
1R\{0}(Lp) = (Pess ⊗ Pess)⊕ (Pess ⊗ Pdisc) (8)
⊕ (Pdisc ⊗ Pess)⊕ 1R\{0}(Lp)(Pdisc ⊗ Pdisc). (9)
We start with the space generated by the first projection Pess⊗Pess. In contrast to
[6] the conjugate operator in the particle space will be defined as follows. We first
diagonalize the non-negative part of Hp with general eigenfunctions corresponding
to the positive (continuous) spectrum, the scattering functions, which we recall in
Subsection 4.1. This yields a unitary map Vc between the non-negative eigenspace
of Hp and L
2(R3) with the property that V ∗c HpVc = kˆ
2, where kˆ = (kˆ1, kˆ2, kˆ3)
denotes the vector of multiplication operators with the respective components.
Let
AD :=
1
4
(xˆkˆ + kˆxˆ)
be the generator of dilations, where xˆ := −i∇ = (−i∂1,−i∂2,−i∂3) and the (non-
commutative) scalar product of xˆ and kˆ is to be understood as sum of products of
the component operators. Then
Ap := V
∗
c ADVc
has the effect that
i[Hp, Ap] = V
∗
c kˆ
2Vc = PessHp,
which is strictly positive on ranPess. We combine Af and Ap to an operator on H
by
A = (Ap ⊗ Idp− Idp⊗Ap)⊗ Idf + Idp⊗ Idp⊗Af ,
which yields
i[L0, A] = (PessHp ⊗ Idp+ Idp⊗PessHp)⊗ Idf + Idp⊗ Idp⊗Nf .
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As A is unbounded, it is necessary to use a virial theorem for the positive commu-
tator method to work. We will indeed use the same abstract versions developed in
[5, 6] which are repeated in Section 3. The exact definition ofA and the verification
of the conditions for the virial theorems are given in Section 4.
For the space given by the ranges of the remaining projections in (8) we choose
an operator Q on Hp ⊗Hp given as a bounded continuous function of Lp, which
vanishes at the origin. We add a suitable operator T depending on the interaction
and λ to accomplish
〈ψ, (Q⊗ PΩ + T )ψ〉 = 0
for all ψ ∈ kerLλ. Since the distance between the essential and the discrete
spectrum is strictly positive as well as the distance between the eigenvalues, Q⊗PΩ
is also strictly positive on
ran(1R\{0}(Lp)⊗ PΩ).
The operator T yields an error term which can be estimated by Nf .
Finally, there will arise further error terms from the the commutator of the
interaction with A and A0, respectively. The general idea is that they can be
estimated by Nf on F and bounded terms on Hp ⊗Hp ⊗ ranPΩ, respectively. For
the latter we can use the decomposition and the corresponding positive operators
explained above. On ranPess ⊗ Pess we estimate them by xˆ−2 and then use that
kˆ
2 − λxˆ−2 > 0
for λ > 0 sufficiently small (cf. [18, X.2]).
3. Abstract Virial Theorems
In this section we recall the abstract virial theorems of [5, 6]. They are based on
Nelson’s commutator theorem, which can be used for proving self-adjointness of
operators which are not bounded from below. An important notion will be that
of a GJN triple.
Definition 3.1 (GJN triple)
Let H be a Hilbert space, D ⊂ H a core for a self-adjoint operator Y ≥ Id, and X
a symmetric operator on D. We say the triple (X, Y,D) satisfies the Glimm-Janne-
Nelson (GJN) condition, or that (X, Y,D) is a GJN-triple, if there is a constant
C <∞, such that for all ψ ∈ D:
‖Xψ‖ ≤ C‖Y ψ‖, (10)
±i{〈Xψ, Y ψ〉 − 〈Y ψ,Xψ〉 ≤ C 〈ψ, Y ψ〉 . (11)
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Theorem 3.2 (GJN commutator theorem, [18, Theorem X.37])
If (X, Y,D) satisfies the GJN condition, then X determines a self-adjoint operator
(again denoted by X), such that D(X) ⊃ D(Y ). Moreover, X is essentially self-
adjoint on any core for Y , and (10) is valid for all ψ ∈ D(Y ).
A consequence is that the unitary group generated by X leaves the domain of
Y invariant. The concrete formulation is taken from [5].
Theorem 3.3 (Invariance of domain, [7])
Suppose (X, Y,D) satisfies the GJN condition. Then, for all t ∈ R, eitX leaves
D(Y ) invariant, and there is a constant κ ≥ 0 such that∥∥∥Y eitXψ∥∥∥ ≤ eκ|t| ‖Y ψ‖ , ψ ∈ D(Y ).
Based on the GJN commutator theorem, we next describe the setting for a
general virial theorem. Suppose one is given a self-adjoint operator Λ ≥ Id with
core D ⊂ H, and operators L,A,N,D,Cn, n = 0, 1, 2, 3, all symmetric on D, and
satisfying
〈ϕ,Dψ〉 = i(〈Lϕ,Nψ〉 − 〈Nϕ,Lψ〉) (12)
and
C0 = L (13)
〈ϕ,Cn+1ψ〉 = i(〈Cnϕ,Aψ〉 − 〈Aϕ,Cnψ〉), n = 0, 1, 2, (14)
where ϕ, ψ ∈ D. Furthermore we shall assume
(V1) (X,Λ,D) satisfies the GJN condition, for X = L,N,D,Cn, n = 0, . . . , 3.
Consequently all these operators determine self-adjoint operators, which we
denote by the same letters.
(V2) A is self-adjoint, D ⊂ D(A), and eitA leaves D(Λ) invariant.
Theorem 3.4 (Abstract virial theorem, [5, Theorem 3.2])
Let Λ ≥ Id be a self-adjoint operator in H with core D ⊂ H, and let L,A,N,D,Cn,
n = 0, 1, 2, 3, be symmetric on D and satisfying the assumptions above. Assume
that N and eitA commute, for all t ∈ R, in the strong sense on D, and that there
exist 0 ≤ p <∞ and C <∞ such that
‖Dψ‖ ≤ C
∥∥∥N1/2ψ∥∥∥ , (15)
‖C1ψ‖ ≤ C ‖Npψ‖ , (16)
‖C3ψ‖ ≤ C
∥∥∥N1/2ψ∥∥∥ , (17)
for all ψ ∈ D. Then, if ψ ∈ D(L) is an eigenvector of L, there is a sequence of
approximating eigenvectors (ψn)n∈N in D(L)∩D(C1) such that limn→∞ ψn = ψ in
H, and
lim
n→∞
〈ψn, C1ψn〉 = 0.
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4. Definition of the Commutator and Verification of
the Virial Theorems
With the scattering function formalism we can now present the concrete choice
of the abstract operators L,A,N,D,Cn, n = 0, 1, 2, 3, of Section 3. Subsequently,
we prove the assumptions of the abstract virial theorem which we use in order
to get the concrete virial theorem Theorem 4.4. It will be one main ingredient
for the proof of the main result of this paper. We give its proof at the end of
Subsection 4.3.
4.1. Scattering States
In this part we recall the theory of generalized eigenstates (scattering states) and
the corresponding spectral decomposition.
We assume to have a potential V satisfying (H1), (H2). Then the scattering
states ϕ(k, ·), k ∈ R3, are defined as generalized eigenvectors,
(−∆+ V )ϕ(k, ·) = k2ϕ(k, ·),
or as solutions of the so-called Lippmann-Schwinger equation,
ϕ(k, x) = eikx − 1
4π
∫
R3
ei|k||x−y|
|x− y| V (y)ϕ(k, y)dy. (18)
We discuss their properties in the following proposition which is basically a com-
bination of [19, Theorem XI.41] with the theory given in [10] and [17]. Notice in
particular that Ho¨lder continuity of V implies the existence of a scattering function
for k = 0 in the case Hp does not have a zero eigenstate (by [10]), therefore the
absence of so called half-bound states described as in [17].
The scattering functions can be used for a spectral decomposition of the contin-
uous spectrum of Hp. Denote by ϕn, n = 1, . . . , N the eigenvectors of Hp and let
Pess be the projection to the essential spectrum [0,∞) of Hp.
Theorem 4.1 (see [19, Theorem XI.41])
Let f ∈ L2(R3).
(a) For all k ∈ R3 there exists a unique bounded function ϕ(k, ·) on R3 satisfying
(18) such that R3 ×R3 → C, (k, x) 7→ ϕ(k, x) is continuous.
(b) The generalized Fourier transform
(Vcf)(k) := f
#(k) := (2π)−3/2l.i.m.
∫
ϕ(k, x)f(x)dx,
where l.i.m.
∫
g(x)dx := L2-limR→∞
∫
|x|<M g(x)dx, exists.
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(c) The generalized Fourier coefficients
f#n = (2π)
−3/2
l.i.m.
∫
ϕn(x)f(x)dk
exist, and
∑∞
n=1
∣∣∣f#n ∣∣∣2 <∞.
(d) We have ranVc = L
2(R3), and Vc is a partial isometry, because
‖Vcf‖ = ‖Pessf‖ .
In particular, Vc|ranPess : ranPess → L2(R3) is a unitary operator, and VcV ∗c =
Id.
(e) We have the spectral decomposition
(Pessf)(x) = l.i.m.(2π)
−3/2
∫
f#(k)ϕ(k, x)dk.
(f) If f ∈ D(Hp), then
(Hpf)
#(k) = k2f#(k),
in other words, VcHpV
∗
c = kˆ
2.
Furthermore, we can extend Vc to a unitary operator by including the eigen-
functions into consideration. We define
Vd : L
2(R3) −→ ℓ2(N), (V ψ)i = 〈ϕi, ψ〉 .
Obviously Vd|ranPdisc : ranPdisc → ℓ2(N) is a unitary operator and Vd|ranPess = 0.
Thus,
V := Vd ⊕ Vc : L2(R3) −→ ℓ2(N)⊕ L2(R3) (19)
is unitary.
4.2. Setup for the Virial Theorems
First, we describe the setting on the particle space Hp. We consider a dense
subspace given by
Dp := V ∗c C∞c (R3)⊕ ranPdisc.
Note that Dp is dense since V ∗c C∞c (R3) ⊆ ranPess is dense in ranPess. Now, based
on the definition of the generator of dilations,
AD =
1
4
(kˆxˆ + xˆkˆ),
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we define on Dp the conjugation operator
Ap := V
∗
c ADVc.
It is clear that both Hp and Ap leave Dp invariant. Thus we can define ad(n)Ap (Hp)
on Dp for all n ∈ N. Furthermore, the bounding operator is chosen as
Λp := V
∗
c (kˆ
2 + xˆ2)Vc + Id .
Next, on the field space we set
Af := dΓ(i∂u),
Λf := dΓ(u
2 + 1).
Now, we can define on the dense subspace of the complete space H,
D = Dp ⊗Dp ⊗ Ffin(C∞c (R3)),
the operators
Λ = Λp ⊗ Idp⊗ Idf + Idp⊗Λp ⊗ Idf + Idp⊗ Idp⊗Λf ,
L = Lλ,
N = Idp⊗ Idp⊗Nf ,
A = (Ap ⊗ Idp− Idp⊗Ap)⊗ Idf + Idp⊗ Idp⊗Af ,
D = i[Lλ, Idp⊗ Idp⊗Nf ].
For symmetric operators X, Y with a dense domain D0 we define multiple com-
mutators by ad
(0)
Y (X) = X and ad
(n+1)
Y (X) = i[ad
(n)
Y (X), Y ] in the form sense on
D0 × D0. If the form is bounded, we denote the corresponding bounded operator
by the same symbol. Now we set
Wn := ad
(n)
A (Φ(I)) (20)
=
n∑
k=0
(
n
k
)
Φ
(
(−i∂u)kτβ(ad(n−k)Ap (G))⊗ Idp
− (−i∂u)ke−βu/2 Idp⊗τβ(ad(n−k)Ap (G
∗
))
)
,
Cn = δn,1 Idp⊗ Idp⊗Nf + ad(n)Ap (Hp)⊗ Idp+(−1)n Idp⊗ ad(n)Ap (Hp) + λWn.
Notice that the conditions in Lemma A.2 for m = 3 are satisfied due to (I2),
(I3), which guarantees that the expressions in the field operators in (20) are indeed
in L2(R × S2,L(Hp)). Hence, it is relatively Idp⊗ Idp⊗N1/2f -bounded, thus, also
Idp⊗ Idp⊗Λf-bounded. We will see shortly, that Cn, n = 1, 2, 3, are indeed essen-
tially self-adjoint on D and we denote their self-adjoint extensions bei the same
symbols. Moreover, it will be shown below in Proposition 6.3 that C1 is actually
bounded from below. Thus, we can assign to C1 a quadratic form qC1 .
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4.3. Verification of the Assumptions of the Virial Theorems
In the given setting just described we can now start to prove the assumptions of
the virial theorem Theorem 3.4. Above all, we have to check the GJN condition
for the different commutators. The most difficult part will be the discussion of
interaction terms Wn, n = 1, 2, 3. Here, the expressions in the field operators
need to be sufficiently bounded. These bounds will be collected in the following
proposition which is the main result of Section 5.
Proposition 4.2
Let ∂u denote the derivative of a L(Hp)-valued function in the sense of the strong
operator topology. For all n,m ∈ {0, 1, 2, 3}, j ∈ {1, 2, 3}, and for all (u,Σ) the
operators
(1) ∂mu ad
(n)
Ap (τβ(G)(u,Σ)),
(2) ∂mu adV ∗c kˆjVc(ad
(n)
Ap (τβ(G)(u,Σ))),
(3) ∂mu adV ∗c xˆjVc(ad
(n)
Ap (τβ(G)(u,Σ))),
and for all n,m ∈ {0, 1},
(4) ∂mu V
∗
c xˆjVc ad
(n)
Ap (τβ(G)(u,Σ)),
are well-defined, and the corresponding functions R× S2 → L(Hp) are continuous
and in L2(R × S2,L(Hp)). Moreover there exists a constant C independent of β
such that for n,m ∈ {0, 1},∥∥∥∂mu V ∗c xˆjVc ad(n)Ap (τβ(G))∥∥∥L2(R×S2,L(Hp)) ≤ C(1 + β− 12 ).
Having this we can now verify the necessary GJN conditions.
Proposition 4.3
The following triples are GJN:
(1) (Ap,Λp,Dp),
(2) (Hp,Λp,Dp),
(3) (L,Λ,D),
(4) (D,Λ,D),
(5) (Ci,Λ,D), i ∈ {1, 2, 3}.
In particular, L = Lλ is essentially self-adjoint on D for any λ ∈ R due to (3).
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Proof. (1) Using that (AD,Λp, C
∞
c (R
3)) is GJN, we have, for ψ ∈ Dp,
‖Apψ‖ = ‖V ∗c ADVcψ‖ = ‖ADVcψ‖ ≤ C ‖ΛpVcψ‖ = C ‖V ∗c ΛpVcψ‖ ,
for some constant C, and
±i(〈Apψ,Λpψ〉 − 〈Λpψ,Apψ〉)
= ±i
(〈
ADVcψ, (kˆ
2 + xˆ2)Vcψ
〉
−
〈
(kˆ2 + xˆ2)Vcψ,ADVcψψ
〉)
≤ C
〈
Vcψ, (kˆ
2 + xˆ2)Vcψ
〉
≤ C 〈ψ,Λpψ〉 .
(2) We have, with regard to the first GJN condition,
‖Hpψ‖ =
∥∥∥V ∗c kˆ2Vcψ +HpPdiscψ∥∥∥ ≤ C ∥∥∥V ∗c (kˆ2 + xˆ2)Vcψ∥∥∥+ sup
λ∈σd(Hp)
|λ| ‖ψ‖ ,
as kˆ2 is relatively bounded by xˆ2 + kˆ2. Furthermore,
〈Hpψ,Λpψ〉 − 〈Λpψ,Hpψ〉
=
〈
V ∗c kˆ
2Vcψ, V
∗
c (xˆ
2 + kˆ2)Vcψ
〉
−
〈
V ∗c (xˆ
2 + kˆ2)Vcψ, V
∗
c kˆ
2Vcψ
〉
=
〈
kˆ
2Vcψ, xˆ
2Vcψ
〉
−
〈
xˆ
2Vcψ, kˆ
2Vcψ
〉
Using now that the commutator [xˆ2, kˆ2] is obviously bounded in the operator
sense by a multiple of xˆ2 + kˆ2, we get also the second GJN condition.
(3) As Hp is relatively bounded by Λp (by the previous argument), L0 = (Hp ⊗
Idp− Idp⊗Hp)⊗Idf is relatively bounded by Λ. Next, we know that the inter-
action terms I(l), I(r) ∈ L2(R×S2). Hence W is bounded by Idp⊗ Idp⊗N1/2f
and thus bounded by Idp⊗ Idp Λ1/2f . Therefore, the first GJN condition is
satisfied.
For the second GJN condition, as (Hp,Λp,Dp) is GJN, we get that, for
ψ ∈ D,
±i(〈L0ψ,Λψ〉 − 〈Λψ, L0ψ〉) ≤ C 〈ψ, (Λp ⊗ Idp+ Idp⊗Λp)⊗ Idf ψ〉
for some constant C.
By (I2), (I3) we know that (u,Σ) 7→ (u2 + 1)I(l)(u,Σ) and (u,Σ) 7→ (u2 +
1)I(l)(u,Σ) are in L2(R× S2,L(Hp ⊗Hp)). We have∣∣∣〈Φ(I(l))ψ, Idp⊗ Idp⊗Λfψ〉− 〈Idp⊗ Idp⊗Λfψ,Φ(I(l))ψ〉∣∣∣
= 2−
1
2
∣∣∣〈ψ, (a ((u2 + 1)I(l))− a∗((u2 + 1)I(l)))ψ〉∣∣∣
≤ C
∥∥∥Idp⊗ Idp⊗N1/2f ψ∥∥∥ ‖ψ‖
≤ C 〈ψ,Λψ〉
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for some constants C. The same thing can be shown for the commutator
with Φ(I(r)).
It remains to consider the commutator of W with the Λp terms. One has to
show that the weak commutators
[Φ(I(l)), V ∗c (xˆ
2 + kˆ2)Vc], [Φ(I
(r)), V ∗c (xˆ
2 + kˆ2)Vc]
are weakly bounded by Λp. This follows directly from Proposition 4.2 as we
can write in the weak sense on D,
[Φ(I(l)), V ∗c xˆ
2Vc] =
∑
j
[Φ(I(l)), V ∗c xˆjVc]V
∗
c xˆjVc + V
∗
c xˆjVc[Φ(I
(l)), V ∗c xˆjVc]
and analogously for Φ(I(r)), and for the commutator with V ∗c kˆ
2Vc.
(4) We have
D =
i√
2
(a(I)− a∗(I)).
Thus, the proof works as the one of L.
(5) We first consider again the free part. We have on Dp,
[Hp, Ap] = [V
∗
c kˆ
2Vc, Ap] = V
∗
c [kˆ
2, Ap]Vc = iV
∗
c kˆ
2Vc
Repeating this procedure yields for n ∈ {1, 2, 3},
ad
(n)
Ap (Hp) = (−1)nV ∗c kˆ2Vc.
Then we can show as in the proof of (Hp,Λp,Dp) that also (ad(n)Ap (Hp),Λp,Dp),
n ∈ {1, 2, 3}, is GJN and so is (ad(n)A (L0),Λ,D), n = 1, 2, 3.
It remains to verify the GJN conditions for (Wn,Λ,D), n = 1, 2, 3. Anal-
ogously to the proof of the GJN condition of L we have to show that the
expressions in the field operators are bounded, and also stay bounded if we
commute with the square root of Λp, that is, we have to show that
(u,Σ) 7→ ∂kuτβ(ad(n−k)Ap (G))(u,Σ),
(u,Σ) 7→ ∂ku[τβ(ad(n−k)Ap (G))(u,Σ), V ∗c kˆjVc],
(u,Σ) 7→ ∂ku[τβ(ad(n−k)Ap (G))(u,Σ), V ∗c xˆjVc],
n = 1, 2, 3, k = 0, . . . , n, j = 1, 2, 3, are in L2(R × S2). As κ has the
right decay behavior, this follows directly from Proposition 4.2 together with
Lemma A.2.
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Now we can prove the main result of this section, the concrete virial theorem of
our setting.
Theorem 4.4 (Concrete virial theorem)
Let C1 defined as below. Assume that there exists ψ ∈ D(Lλ) with Lλψ = 0. Then
ψ ∈ D(qC1) and qC1(ψ) ≤ 0.
Proof. We have seen in Proposition 4.3 that Lλ, A,N,D,Cn, n = 0, 1, 2, 3, satisfy
the GJN condition on D. Furthermore, it is shown there that also (Ap,Λp,Dp) is
a GJN triple. Hence Theorem 3.2 implies that, for all t ∈ R, eitAp leaves D(Λp)
invariant. Moreover, one computes on Ffin(C
∞
c (R
3)),
Λfe
itAf = eitAf (Λf + dΓ(2ut− t2)).
Thus, for some fixed t there is a constant C such that
∥∥∥ΛfeitAfψ∥∥∥ ≤ C ‖Λfψ‖ for
all ψ ∈ D. As Ffin(C∞c (R3)) is a core for Λf , we find eitAfD(Λf) ⊆ D(Λf). Thus,
we conclude D(Λ) is invariant under the unitary group associated to A. Finally,
by definition of A it is clear that Idp⊗ Idp⊗Nf and eitA, t ∈ R, commute in the
stronge sense on D.
Therefore, by Theorem 3.4 we find a sequence (ψn)n∈N in D(C1) ∩ D(Lλ) such
that limn→∞ ψn = ψ and limn→∞ 〈ψn, C1ψn〉 = 0. Now, as qC1 is closed, thus
continuous from below, we obtain ψ ∈ D(qC1) and
qC1(ψ) ≤ limn→∞ qC1(ψn) = 0.
5. Estimates on the Scattering Functions
The aim of this section is to prove that the commutators of the interaction with
the dilation in scattering space are sufficiently bounded. To achieve this, we use
the Born series expansion of the scattering functions, that is, we expand them
using the recursion formula of the Lippmann-Schwinger equation (18). Then we
get the Born series terms, and a remainder term since we perform only finitely
many recursion steps. The idea is that the remainder term decays fast enough for
the momentum |k| → ∞ for sufficiently many recursion steps.
5.1. Born Series Expansion and Technical Preparations
First we show that that the scattering functions as well as their derivatives with
respect to the wave vector k are bounded. For that we use the method of modified
square integrable scattering functions, which can be found in [10, 19], originally
developed by Rollnik. Remember that ϕ(k, ·), k ∈ R3, denote the continuous
scattering functions on R3 and V a potential satisfying the assumptions (H1),
21
(H2). As V is compactly supported we may assume that suppV is contained in
a ball around the origin of radius R. We now set ϕ˜(k, x) := |V (x)|1/2 ϕ(k, x).
Then ϕ˜(k, ·) ∈ L2(R3) for all k, and we can write down the Lippmann-Schwinger
equation in the modified form
ϕ˜(k, x) = |V (x)|1/2 eikx + (L|k|ϕ˜(k, ·))(x),
where
Lκψ(x) := − 1
4π
∫ |V (x)|1/2 eiκ|x−y|V (y)1/2
|x− y| ψ(y)dy, κ ≥ 0,
and V (y)1/2 := |V (y)|1/2 sgnV (y). It is shown in [19] that we can recover the
original scattering function from the modified one by
ϕ(k, x) = eikx − 1
4π
∫
ei|k||x−y|
|x− y| V (y)
1/2ϕ˜(k, y)dy, (21)
Now we extend the results of boundedness of the first derivative of the scattering
functions in [10, Lemma 1.1.3] to derivatives of arbitrary order.
Proposition 5.1
Let Dˆk =
k
|k|
∇k and let ∂k,j be the derivative with respect to the j-th component
of k. For all n ∈ N0, m ∈ {0, 1} there is a polynomial P such that for all x and
k 6= 0, ∣∣∣∂mk,jDˆnkϕ(k, x)∣∣∣ ≤ P (|x|).
Proof. We get by the modified Lippmann-Schwinger equation
ϕ˜(k, ·) = (Id−L|k|)−1(|V |1/2 ek),
where ek(x) := e
ikx. One can show (cf. [10, Lemma 1.1.3]) that (Id−L|k|)−1 is
uniformly bounded in k. Observe that Dˆk|k| = 1 and Dˆk(k/|k|) = 0. Thus, for any
n ∈ N0, Dˆnk (Id−L|k|)−1 is again uniformly bounded in k 6= 0 since differentiation
with Dˆk yields just higher powers of (Id−L|k|)−1 and radial derivatives of L|k|,
which are again bounded operators since V decays fast enough. The same is true
if one applies another partial derivative in k. Note that it is not differentiable for
k = 0. Furthermore, for any n ∈ N,
sup
k 6=0
∥∥∥Dˆnk (|V |1/2 ek)∥∥∥2 <∞
as V is compactly supported. Thus, we have shown, for all n ∈ N0,
sup
k 6=0
∥∥∥Dˆnk ϕ˜(k, ·)∥∥∥2 <∞.
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Now we can differentiate (21), estimate the integral with Cauchy-Schwarz, and use
that∫ |V (y)|
|x− y|2dy ≤ ‖V ‖∞
∫
BR(x)
dy
y2
≤ ‖V ‖∞
(∫
B3R(0)
dy
y2
+
|BR(0)|
R2
)
<∞ (22)
is bounded uniformly in x, which can be seen by considering the cases |x| < 2R
and |x| ≥ 2R.
Next, we return to the original setting in the space of bounded continuous func-
tions and perform the Born series expansion. Similar to [10] it is convenient to
introduce a symbol for the integral operator in the Lippmann-Schwinger equa-
tion. We consider a slightly bigger class of operators to cover also derivatives with
respect to k. Let Cb(R
3) denote the bounded continuous functions on R3 and
Cpoly(R
3) the polynomially bounded continuous functions, that is,
Cpoly(R
3) = {ψ ∈ C(R3) : ∃n ∈ N0 : ∃C > 0: ∀x ∈ R3 : |ψ(x)| ≤ C(1 + |x|)n}.
Definition 5.2
For κ ≥ 0, ψ ∈ Cpoly(R3) and n ∈ N0, we define
T
(n)
V,κψ(x) =
∫ eiκ|x−y|
|x− y|1−nV (y)ψ(y)dy =
∫ eiκ|v|
|v|1−nV (v + x)ψ(v + x)dv.
Furthermore, we write TV,κ := T
(0)
V,κ. They have the following elementary properties.
Proposition 5.3
For all κ ≥ 0,
(a) TV,κ, T
(−1)
V,κ are bounded operators from Cb(R
3) to Cb(R
3),
(b) for all n ∈ N0, T (n)V,κ maps Cpoly(R3) to Cpoly(R3).
Proof. (a) It follows that for ψ ∈ Cb(R3), x ∈ R3, κ ≥ 0,
∣∣∣T−1V,κψ(x)∣∣∣ ≤ ‖ψ‖∞ ∫ |V (y)||x− y|2dy ≤ ‖V ‖∞ ‖ψ‖∞
∫
BR(0)
1
|x− y|2dy,
|TV,κψ(x)| ≤ ‖ψ‖∞
∫ |V (y)|
|x− y|dy ≤ ‖V ‖2 ‖ψ‖∞
(∫
BR(0)
1
|x− y|2dy
)1/2
.
The integral is bounded independent of x, see (22).
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(b) There exists a constant C > 0 such that for all x ∈ R3, n ∈ N0, κ ≥ 0,∣∣∣T (n)V,κψ(x)∣∣∣ ≤ C ∫
BR(0)
|V (y)|
|x− y|1−n (1 + |y|
m)dy
≤ C(1 + |R|m) ‖V ‖2
(∫
BR(x)
1
|y|2−2ndy
)1/2
.
The last integral can be estimated by∫ R+|x|
r=0
r2ndr,
which is bounded by a polynomial in |x|.
Using the previous notation and iterating the Lippmann-Schwinger equation
(18) we arrive at the following.
Proposition 5.4
For all N ∈ N0, k, x ∈ R3, we have
ϕ(k, x) =
N∑
n=0
ϕ
(n)
0 (k, x) + ϕ
(N+1)
R (k, x),
where we set, for n ∈ N0,
ϕ
(n)
0 (k, x) := (−4π)−nT nV,|k|ek(x),
ϕ
(n)
R (k, x) := (−4π)−nT nV,|k|ϕ(k, ·)(x),
where ek(x) = e
ikx.
5.2. Estimates of the Born Series Terms
In this subsection we prove decay estimates for the inner products of an abstract
coupling function χ ∈ S(R3) with (derivatives with respect to k of) the func-
tions ϕ
(n)
0 (k, ·), k ∈ R3, n ∈ N0, which will be collected in Proposition 5.8 and
Proposition 5.9. One can actually show an arbitrary fast decay for any n ∈ N.
The main tool will be a standard stationary phase argument as given below.
Lemma 5.5 (Stationary phase)
For any n ∈ N there exists a constant C such that for all g ∈ C∞c (R3) and k ∈ R3,
we have ∣∣∣∣∫ eixkg(x)dx∣∣∣∣ ≤ C〈k〉n sup|α|≤n ‖Dαg‖1 .
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Proof. For all k ∈ R3, j = 1, . . . , n,
ikj
∫
eixkg(x)dx =
∫
∂je
ixkg(x)dx
= lim
R→∞
∫
SR(0)
eixkg(x)dx−
∫
eixk∂jg(x)dx.
The first term clearly vanishes. Now we can repeat this procedure n times.
We proceed by computing the derivatives and the effect of a multiple application
of the dilation operator in k on the Born series terms. The idea is that the
application of k∇k or ∇k on terms of the form
TV1,|k| · · ·TVp,|k|ek, V1, . . . , Vp ∈ C∞c (R3), p ∈ N, (23)
yields again a linear combination of such terms multiplied with polynomials in x
and k (Lemma 5.6 and Lemma 5.7). In particular, remember the Born series terms
can be written in the form (23). This procedure can be repeated multiple times
and the resulting expressions can then be estimated with the stationary phase
argument.
Lemma 5.6
Assume V1, . . . , Vp ∈ C∞c (R3). Then we can write for all k ∈ R3,
k∇k
(
TV1,|k| · · ·TVp,|k|ek
)
as a sum of
i(kxˆ)TV1,|k| · · ·TVp,|k|ek, (24)
where xˆ denotes the multiplication in x, and terms of the form
p∑
i=1
QTW1,|k| · · ·TWp,|k|ek, (25)
where Q denotes the multiplication in x with a polynomial of maximal degree one,
and Wl ∈ C∞c (R3), l = 1, . . . , p.
Proof. We have
(TV1,|k| · · ·TVp,|k|ek)(x)
= eikx
∫ { p∏
l=1
ei(|k||ul|+kul)
|ul| Vl
(
x+
l∑
s=1
us
)}
d(u1, . . . , up). (26)
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Differentiation with respect to the first factor yields (24). Under the integral we
find
k∇k
p∏
l=1
ei(kul+|k||ul|)
|ul| = i
p∑
l′=1
(kul′ + |k| |ul′|)
p∏
l=1
ei(kul+|k||ul|)
|ul|
=
p∑
l′=1
(ul′∇ul′ + 1)
p∏
l=1
ei(kul+|k||ul|)
|ul| . (27)
We can now use partial integration in (26) to shift the derivatives to the Vl terms.
Any boundary terms vanish as we consider compactly supported functions. Thus,
we arrive at
k∇k
∫ { p∏
l=1
ei(|k||ul|+kul)
|ul| Vl
(
x+
l∑
s=1
us
)}
d(u1, . . . , up)
= −
∫ { p∏
l=1
ei(|k||ul|+kul)
|ul|
} p∑
l′=1
(ul′∇ul′ + 2)
p∏
l=1
Vl
(
x+
l∑
s=1
us
)
d(u1, . . . , up)
= −
∫ { p∏
l=1
ei(|k||ul|+kul)
|ul|
} p∑
l′=1

p∏
l=1
l 6=l′
Vl
(
x+
l∑
s=1
us
) l′∑
s=1
us∇+ 2
Vl′
x+ l′∑
s=1
us
 d(u1, . . . , up).
We can now write, with Wl′(y) := y∇Vl′(y), l′∑
s=1
us∇
 Vl′
x+ l′∑
s=1
us
 =Wl′
(
x+
l∑
s=1
us
)
− x∇Vl′
(
x+
l∑
s=1
us
)
.
AsWl′ and the derivatives of Vl′ are again in C
∞
c (R
3) for all l′, we obtain expressions
of the form (25).
Lemma 5.7
Let p ∈ N. Assume that V1, . . . , Vp ∈ C∞c (R3), n1, . . . , np ∈ N0. Then for j ∈
{1, 2, 3},
∂k,j
(
T
(n1)
V1,|k|
· · ·T (np)Vp,|k|ek
)
= ixˆjT
(n1)
V1,|k|
· · ·T (np)Vp,|k|ek −
1
|k|
p∑
i=1
X
(i)
1 · · ·X(i)p ek,
where
X
(i)
l :=
T
(nl)
Vl,|k|
, i 6= l,
T
(nl+1)
∂jVl,|k|
, i = l.
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Proof. We proceed analogously to the proof of Lemma 5.6 but instead of (27) for
the integration by parts we use
∇k e
i(kul+|k||ul|)
|ul| = i
(
ul
|ul| +
k
|k|
)
ei(kul+|k||ul|) = ∇ul
ei(kul+|k||ul|)
|k| .
Finally, we summarize the previous estimates in the following two propositions.
Proposition 5.8
Let χ ∈ S(R3). For all p,m, n ∈ N, s ∈ {0, 1, 2, 3}, X ∈ {Id, (∇k + ∇k′),∇k},
there are constants n1, n2 ∈ N, C, such that for all k, k′,∣∣∣X(k∇k + k′∇′k)s 〈ϕ(p)0 (k, ·), χϕ(m)0 (k′, ·)〉∣∣∣
≤ C
1 + |k − k′|n sup|α|≤n1
‖〈·〉n2 Dαχ‖1 .
Proof. The s-fold application of Lemma 5.6 yields that we can write
(k∇k + k′∇′k)s
〈
ϕ
(p)
0 (k, ·), χϕ(m)0 (k′, ·)
〉
as linear combination of terms of the form
(k − k′)α
〈
TV1,|k| · · ·TVp,|k|ek, PχTW1,|k′| · · ·TWm,|k′|ek
〉
, (28)
for some polynomial P , multi-index α, V1, . . . , Vp, W1, . . . ,Wm ∈ C∞c (R3). Then
we obtain the desired estimate for X = Id by the stationary phase argument
(Lemma 5.5), which can easily be seen from (26). For X = ∇k +∇k′ and X = ∇k
we apply in addition Lemma 5.7 which yields that the application of X does not
change the structure of the expressions (28).
Proposition 5.9
Let χ ∈ S(R3). For all p, n ∈ N, there exist constants n1, n2 ∈ N, C, such that for
all k, k′, s ∈ {0, 1, 2, 3}, X ∈ {Id,∇k}, we have∣∣∣X(k∇k)s 〈ϕ(p)0 (k, ·), χ〉∣∣∣ ≤ C1 + |k|n sup|α|≤n1 ‖〈·〉n2 Dαχ‖1 .
Proof. Analogously as above we apply s times Lemma 5.6 to compute that
(k∇k)s
〈
ϕ
(p)
0 (k, ·), χ
〉
can be written as
kα
〈
(TV1,|k| · · ·TVp,|k|ek, Pχ
〉
, (29)
for some polynomial P , multi-index α, V1, . . . , Vp ∈ C∞c (R3). Then again the
stationary phase argument and Lemma 5.7 for X = ∇k yield the desired estimate.
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5.3. Estimates of the Remainder Terms
Now we prove arbitrary fast polynomial decay for the remainder terms of suf-
ficiently high order. We obtain results for remainder terms in Proposition 5.12
and scalar products of Born series terms with remainder terms (Proposition 5.14).
The main tool will be the following lemma, where the basic idea is due to [21].
It is essentially a stationary phase argument together with a suitable coordinate
transformation.
Lemma 5.10 (Klein, Zemach)
For V ∈ C∞c (R3), n1, n2 ∈ N0, R > 0, there exists a constant C such that for all
κ ≥ 0,
sup
|x|,|x′|≤R
∣∣∣∣∣
∫
eiκ|x−y|
|x− y|1−n1 V (y)
eiκ|x
′−y|
|x′ − y|1−n2 dy
∣∣∣∣∣ ≤ C1 + κ. (30)
Proof. For the proof we use Prolate Spheroidal coordinates, see [21, appendix] and
[14, p. 661]. Let D = 1
2
|x− x′|. For
ξ ∈ [D,∞), η ∈ [−1, 1], ϕ ∈ [0, 2π),
we set
Φ(ξ, η, ϕ) =
1
2
(x+ x′) +R

√
(ξ2 −D2)(1− η2) cosϕ√
(ξ2 −D2)(1− η2) sinϕ
ξη
 ,
where R is the rotation matrix transforming e3 into
x−x′
|x−x′|
. A straightforward
computation then shows that
ξ =
1
2
(|x− Φ(ξ, η, ϕ)|+ |x′ − Φ(ξ, η, ϕ)|) ,
η =
1
2D
(|x− Φ(ξ, η, ϕ)| − |x′ − Φ(ξ, η, ϕ)|) ,
detΦ(ξ, η, ϕ) = (ξ +Dη)(ξ −Dη).
Thus, by change of coordinates,∫
eiκ|x−y|V (y)eiκ|x
′−y|
|x− y|1−n1 |x′ − y|1−n2 dy =
∫
e2iκξV (Φ(ξ, η, ϕ))(ξ +Dη)n1(ξ −Dη)n2d(ξ, η, ϕ).
=
∫ ∞
D
e2iκξh(ξ)dξ,
where h(ξ) :=
∫
V (Φ(ξ, η, ϕ))(ξ + Dη)n1(ξ − Dη)n2d(η, ϕ). Let E := 1
2
|x+ x′|.
Notice that by direct computation, for ξ ≥ D + E,
|Φ(ξ, η, ϕ)| ≥ ξ −D − E.
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Thus, we get that h(ξ) = 0 for ξ ≥ R +D + E. Then, by integration by parts,∫ ∞
D
e2iκξh(ξ)dξ =
1
2iκ
∫ R+D+E
D
∂ξ
(
e2iκξ
)
h(ξ)dξ
=
1
2iκ
(
− h(D)e2iκD −
∫ R+D+E
D
e2iκξ∂ξh(ξ)dξ
)
.
As D,E ≤ R are bounded, so is the first term. For the second one notice that
∂ξh(ξ) =
∫
〈∇V (Φ(ξ, η, ϕ)), ∂ξΦ(ξ, η, ϕ)〉 (ξ +Dη)n1(ξ −Dη)n2d(η, ϕ) (31)
+
∫
V (Φ(ξ, η, ϕ))∂ξ((ξ +Dη)
n1(ξ −Dη)n2)d(η, ϕ) (32)
The term (32) is clearly bounded in R. The term (31) is bounded up to a constant
by
sup
η,ϕ
|∂ξΦ(ξ, η, ϕ)| ≤ C
(
1 +
ξ√
ξ2 −D2
)
,
for some constant C. This is integrable and the integral is also bounded by a
constant only depending on R:∫ R+D+E
D
ξ√
ξ2 −D2dξ =
√
(R +D + E)2 −D2.
Lemma 5.11
Let V1, . . . , Vp ∈ C∞c (R3) and n1, . . . , np ∈ N0. Then there exists a constant C such
that for all k, x ∈ R3, continuous bounded functions ψ on R3,
∣∣∣(T (n1)V1,|k| · · ·T (np)Vp,|k|ψ)(x)∣∣∣ ≤ C(1 + 〈x〉n1−1) ‖ψ‖∞
1 + |k|⌊ p−12 ⌋
.
Proof. First we assume that p = 2p∗ + 1. Then
(T
(n1)
V1,|k|
· · ·T (np)Vp,|k|ψ)(x)
=
∫
ei|k||x−y1|
|x− y1|1−n1
V1(y1) (33)
p∗∏
l=1
ei|k||y2l−1−y2l|
|y2l−1 − y2l|1−n2l
V2l(y2l)
ei|k||y2l−y2l+1|
|y2l − y2l+1|1−n2l+1
V2l+1(y2l+1)
 (34)
ψ(yp)d(y1, y2, y3, . . . , yp).
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In the following let C denote different constants depending only on Vl and nl,
l = 1, . . . , p. We estimate the terms in (34) for l = 1, . . . , p∗ by∣∣∣∣∣
∫
ei|k||y2l−1−y2l|
|y2l−1 − y2l|1−n2l
V2l(y2l)
ei|k||y2l−y2l+1|
|y2l − y2l+1|1−n2l+1
dy2l
∣∣∣∣∣ ≤ C1 + |k|
using Lemma 5.10, the term (33) by∣∣∣∣∣
∫
ei|k||x−y1|
|x− y1|1−n1
V1(y1)dy1
∣∣∣∣∣ ≤ C(1 + 〈x〉n1−1),
and thus we find∣∣∣(T (n1)V1,|k| · · ·T (np)Vp,|k|ψ)(x)∣∣∣
≤ C(1 + 〈x〉
n1−1)
(1 + |k|)p∗
∫ 
p∗−1∏
l=0
|V2l+2(y2l+2)|
ψ(yp)d(y2, y4, . . . , yp)
≤ C(1 + 〈x〉
n1−1) ‖ψ‖∞
(1 + |k|)p∗ .
One can show the same for odd p by using the standard estimates of Proposition 5.3
for np ≤ 1, and ∫
|Vp(yp)| (1 + 〈yp〉np−1)dyp <∞
for np > 1.
Proposition 5.12
For any p ∈ N, n ∈ N0, m ∈ {0, 1} there exists a constant C such that we have
for all k 6= 0, x ∈ R3,
∣∣∣∂mk,jDˆnkϕ(p)R (k, x)∣∣∣ ≤ C(1 + 〈x〉n+m−1)
1 + |k|⌊ p−12 ⌋
.
Proof. For k 6= 0, evaluating
∂mk,jDˆ
n
kTV,|k| · · ·TV,|k|ϕ(k, ·),
yields a linear combination of terms
f(k)T
(n1)
V,|k| · · ·T (np)V,|k|∂m
′
k,jDˆ
n′
k ϕ(k, ·), (35)
where f is a bounded function on R3, 0 ≤ n′ ≤ n, 0 ≤ m′ ≤ m, and n1 + · · · +
np + m = n
′ + m′. Then we use Lemma 5.11 and Proposition 5.1 to prove the
claim.
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Lemma 5.13
Let p,m, r ∈ N with m ≥ 2r+1, V1, . . . , Vp, W1, . . . ,Wm ∈ C∞c (R3), and n1, . . . , np,
n′1, . . . , n
′
m ∈ N0. Then there exists a constant C, n0 ∈ N0, such that for all k, k′,
continuous bounded functions ψ and χ ∈ S(R3),∣∣∣〈T (n1)V1,|k| · · ·T (np)Vp,|k|ek, χT (n′1)W1,|k′| · · ·T (n′m)Wm,|k′|ψ〉∣∣∣
≤ C(‖(1 + 〈·〉
n0)χ‖1 + ‖(1 + 〈·〉n0)χ′‖1) ‖ψ‖∞
(1 + |k|⌊ p−12 ⌋+r)(1 + |k′|⌊m−12 ⌋−r)
. (36)
Proof. To shorten the following notation we assume that n1 = · · · = np = n′1 =
· · · = n′m = 0. The proof works analogously for the other cases.
First we consider r = 1 and multiply the left-hand side of (36) with k and show
that it has the required bound with r = 0:
k
〈
TV1,|k| · · ·TVp,|k|ek, χTW1,|k′| · · ·TWm,|k′|ψ
〉
=
∫
e−i|k||v1|
|v1| V1(v1 + x)
e−i|k||v2|
|v2| V2(v2 + v1 + x) . . .
e−i|k||vp|
|vp| Vp
( p∑
l=1
vl + x
)
e−ik
∑p
l=1
vl(i∇xe−ikx)χ(x)e
i|k′||x−x1|
|x− x1| W1(x1)
ei|k
′||x1−x2|
|x1 − x2| W2(x2)
. . .
ei|k
′||xm−1−xm|
|xm−1 − xm|Wm(xm)ψ(xm)d(v1, . . . vp, x, x1, . . . , xm).
We now use integration by parts with respect to x. By the product rule, we have
a linear combination of several different terms. The ones with derivatives of the
potentials V1, . . . , Vp and χ can be estimated using Lemma 5.11 by the bound (36)
with r = 0. For the last term containing x we have
∇x e
i|k′||x−x1|
|x− x1| = ∇x1
ei|k
′||x−x1|
|x− x1| .
Then we use again partial integration and get a term involving ∇W1, which can
be estimated as the first terms, and
∇x1
ei|k
′||x1−x2|
|x1 − x2| .
Repeating this trick we obtain expressions with derivatives of the W ’s and finally
the term where we take the derivative of the last fraction,
∇xm−1
ei|k
′||xm−1−xm|
|xm−1 − xm| = K(xm−1, xm)
xm−1 − xm
|xm−1 − xm| ,
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where
K(xm−1, xm) :=
ei|k
′||xm−1−xm|
|xm−1 − xm|
(
i |k′| − 1|xm−1 − xm|
)
.
The integral operator corresponding to (xm−1, xm) 7→ K(xm−1, xm)Wm(xm) can be
written as
i |k′|TWm,|k′| − T (−1)Wm,|k′|.
Both operators are bounded due to Proposition 5.3. Then we can again use
Lemma 5.11 but notice that we lose one order in the decay in k′ by the mul-
tiplication by |k′| and by the fact that we cannot gain from the last operator
T
(−1)
Wm,|k′|
in Lemma 5.11.
Now we repeat the whole procedure r times and each time we lose one order of
decay in k′ and obtain one in k.
Proposition 5.14
For all n ∈ N, there exist constants m,n1, n2 ∈ N, C, such that for all k, k′ 6= 0,
s ∈ {0, 1, 2, 3}, p ∈ N0, χ ∈ S(R3), X ∈ {Id,∇k +∇k′,∇k}, we have∣∣∣X(k∇k + k′∇′k)s 〈ϕ(p)0 (k, ·), χϕ(m)R (k′, ·)〉∣∣∣
≤ C
(1 + |k|n)(1 + |k′|n) sup|α|≤n1
‖〈·〉n2 Dαχ‖1 .
Proof. By applying Lemma 5.6 and (35) for the left and right part of the inner
product, respectively, we can write
X(k∇k + k′∇′k)s
〈
ϕ
(p)
0 (k, ·), χϕ(m)R (k′, ·)
〉
for all given X and s as a linear combination of expressions
kα(k′)βf(k′)
〈
T
(n1)
V1,|k|
· · ·T (np)Vp,|k|ek, χT
(n′1)
W1,|k′|
· · ·T (n′m)Wm,|k′|ϕ(k′, ·)
〉
,
where α, β are multi-indices with |α| , |β| ≤ s, f is a bounded function on R3,
V1, . . . , Vp, W1, . . . ,Wm ∈ C∞c (R3), and n1, . . . , np, n′1, . . . , n′m ∈ N0. Now we can
estimate these expressions with Lemma 5.13.
5.4. Commutator with the Interaction
This part provides the key for the proof of Proposition 4.2. In the following we
omit for the moment the regularity function κ of the coupling and work with
multiplication operators H(ω,Σ), (ω,Σ) ∈ R+ × S2, which are assumed to satisfy
the same conditions as ∂nωG˜(ω,Σ): For all (ω,Σ) let H(ω,Σ) ∈ S(R3). (ω,Σ, x) 7→
H(ω,Σ)(x) is measurable, and for all m ∈ N there exists a polynomial P such that
|∂mx H(ω,Σ)(x)| ≤ P (ω), (ω,Σ) ∈ R+ × S2, x ∈ R3.
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To show that a commutator [H,Ap], for an operator H on L
2(R3), is bounded,
we use the following decomposition on ℓ2(N)⊕ L2(R3),
V[H,Ap]V∗ =
(
0 −ADVcHV ∗d
VdHV
∗
d AD [VcHV
∗
c , AD]
)
,
where V is the unitary operator defined in (19) and N ∈ N is the number of
eigenfunctions of Hp. We treat the term on the diagonal in Lemma 5.18 and the
off-diagonal terms in Proposition 5.16.
Lemma 5.15
Let n ∈ N and (ω,Σ) ∈ R× S2. Assume that ad(n)Ap (H(ω,Σ)), ad(n)AD(VcH(ω,Σ)V ∗c ),
1 ≤ n ≤ n0, exist as bounded operators. Let ψd ∈ ranPdisc and ψc ∈ C∞c (R3).
Then we have for all 1 ≤ n ≤ n0, VcH(ω,Σ)ψd ∈ D(AnD), and
(a) Vc ad
(n)
Ap (H(ω,Σ))ψd = A
n
DVcH(ω,Σ)ψd,
(b) Vc ad
(n)
Ap (H(ω,Σ))V
∗
c ψc = ad
(n)
AD
(VcH(ω,Σ)V
∗
c )ψc.
Proof. This follows by induction over n by the definition of Ap.
Proposition 5.16
For all n ∈ {0, 1, 2, 3}, j ∈ {1, 2, 3}, (ω,Σ), the operators
(1) AnDVcH(ω,Σ)Pdisc,
(2) kˆjA
n
DVcH(ω,Σ)Pdisc,
(3) xˆjA
n
DVcH(ω,Σ)Pdisc,
are well-defined and their norms can be estimated uniformly in (ω,Σ) by a poly-
nomial in ω. Furthermore, they are strongly continuous in (ω,Σ).
Proof. Choose N big enough so that we find by means of Proposition 5.12 a con-
stant C such that for all 0 ≤ n ≤ 3, m ∈ {0, 1}, ψd ∈ ranPdisc, k 6= 0,∣∣∣∂mk,jDˆnkϕ(N)R (k, x)χ(x)ψd(x)dx∣∣∣ ≤ C ‖ψd‖
1 + |k|6 . (37)
Expanding ϕ(k, x), we obtain for ψd ∈ ranPdisc, k 6= 0,
VcH(ω,Σ)ψd(k) = (2π)
−3/2
∫
ϕ(k, x)H(ω,Σ)(x)ψd(x)dx
= (2π)−3/2
(
N∑
n=0
∫
ϕ
(n)
0 (k, x)H(ω,Σ)(x)ψd(x)dx (38)
+
∫
ϕ
(N)
R (k, x)H(ω,Σ)(x)ψd(x)dx
)
. (39)
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Then the terms which come out if we apply AnD, kˆj, xˆj, n ∈ {0, 1, 2, 3}, j ∈ {1, 2, 3},
respectively, to (38), can be estimated with Proposition 5.9 by
P (ω) ‖ψd‖
1 + |k|2
where P is some polynomial not depending on ψd and k. The ones coming from
(39) can be estimated with (37) by
C ‖ψd‖
1 + |k|2 ,
with a constant C independent of ψd and k. This proves that the operators (1),
(2) and (3) are well-defined and their norm scan be estimated by a polynomial in
ω.
Finally, strong continuity in (ω,Σ) follows from dominated convergence as we
obviously have point-wise convergence.
Lemma 5.17
For all (ω,Σ) and k, k′ ∈ R3 let
Kω,Σ(k, k
′) :=
∫
ϕ(k′, x)H(ω,Σ)(x)ϕ(k, x)dx.
There exists a polynomial P such that for all s ∈ {0, 1, 2, 3}, j ∈ {1, 2, 3}, m ∈
{0, 1}, (ω,Σ), k, k′ 6= 0 we can estimate the absolute value of
(1) (k∇k + k′∇k′)sKω,Σ(k, k′),
(2) (∂k,j + ∂k′,j)(k∇k + k′∇k′)sKω,Σ(k, k′),
(3) (kj − k′j)(k∇k + k′∇k′)sKω,Σ(k, k′),
(4) ∂k,j(k∇k + k′∇k′)mKω,Σ(k, k′),
respectively, from above by
P (ω)
(
1
(1 + |k|2)(1 + |k′|2) +
1
1 + |k − k′|4
)
.
Moreover, for fixed k, k′ 6= 0, the functions R+ × S2 → C mapping (ω,Σ) to the
expressions (1)–(4), are continuous.
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Proof. We choose N big enough such that Proposition 5.14 holds for m = N and
n = 3. Then
Kω,Σ(k, k
′) =
∫
ϕ(k′, x)H(ω,Σ)(x)ϕ(k, x)dx
=
N∑
n,n′=0
∫
ϕ
(n′)
0 (k
′, x)H(ω,Σ)(x)ϕ
(n)
0 (k, x)dx (40)
+
N∑
n=0
∫
ϕ
(N)
R (k
′, x)H(ω,Σ)(x)ϕ
(n)
0 (k, x)dx (41)
+
∫
ϕ
(n)
0 (k
′, x)H(ω,Σ)(x)ϕ
(N)
R (k, x)dx (42)
+
∫
ϕ
(N)
R (k
′, x)H(ω,Σ)(x)ϕ
(N)
R (k, x)dx. (43)
By (I1), for all α ∈ N30, there exists a polynomial P such that
‖∂αxH(ω,Σ)(x)‖1 ≤ P (ω), (ω,Σ) ∈ R+ × S2, x ∈ R3.
We now apply the derivatives given above and use Proposition 5.8 to estimate the
terms which come from (40) by
P (ω)
1 + |k − k′|4
for some polynomial P . Similarly, we use Proposition 5.14 for (41) and (42), and
Proposition 5.12 for (43).
The continuity property follows by dominated convergence asH(ω,Σ) is bounded
by the Schwartz function χ and the derivatives of the scattering functions are
bounded by polynomials (Proposition 5.1).
Lemma 5.18
For all n ∈ {0, 1, 2, 3}, m ∈ {0, 1}, j ∈ {1, 2, 3}, (ω,Σ), the operators
(1) ad
(n)
AD
(VcH(ω,Σ)V
∗
c ),
(2) adkˆj (ad
(n)
AD
(Vc H(ω,Σ)V
∗
c )),
(3) adxˆj(ad
(n)
AD
(VcH(ω,Σ)V
∗
c )),
(4) xˆj ad
(m)
AD
(VcH(ω,Σ)V
∗
c ),
are well-defined bounded operators and we can estimate their norms uniformly in
(ω,Σ) by a polynomial in ω. Moreover, the functions R+ × S2 → L(Hp) mapping
(ω,Σ) to the expressions above, are continuous.
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Proof. The operators can be written as integral operators with integral kernels
which can be estimated as in Lemma 5.17. An integral operator with integral
kernel
(k, k′) 7→ 1
(1 + |k|2)(1 + |k′|2)
is Hilbert-Schmidt. An operator with integral kernel
(k, k′) 7→ 1
1 + |k − k′|4
is bounded by Young’s inequality for convolutions: ‖K ∗ ψ‖2 ≤ ‖K‖1 ‖ψ‖2, K ∈
L1(R3), ψ ∈ L2(R3).
With regard to the continuity in (ω,Σ) notice that the integral kernels are
point-wise continuous for almost all k, k′ by Lemma 5.17. Finally, dominated
convergence yields the continuity in norm for these operators.
The following central proposition can be thought of as a version of Proposition 4.2
without κ.
Proposition 5.19
For all n ∈ {0, 1, 2, 3}, m ∈ {0, 1}, j ∈ {1, 2, 3}, (ω,Σ), the operators
(1) ad
(n)
Ap (H(ω,Σ)),
(2) adV ∗c kˆjVc(ad
(n)
Ap (H(ω,Σ))),
(3) adV ∗c xˆjVc(ad
(n)
Ap (H(ω,Σ))),
(4) V ∗c xˆjVc ad
(m)
Ap (H(ω,Σ)),
are well-defined and we can estimate their norms uniformly in (ω,Σ) by a polyno-
mial in ω. The corresponding functions R+ × S2 → L(Hp) are continuous and in
L2(R+ × S2,L(Hp))
Proof. Let ψ ∈ Dp, then by definition ofDp there exist ψc ∈ C∞c (R3), ψd ∈ ranPdisc
such that
ψ = V ∗c ψc + ψd.
We now first prove that (1) is bounded by induction over n. Assume for (ω,Σ)
and n ∈ N that we have shown that ad(n)Ap (H(ω,Σ)) is bounded. Then we compute
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using Lemma 5.15,〈
ad
(n)
Ap (H(ω,Σ))ψ,Apψ
〉
−
〈
Apψ, ad
(n)
Ap (H(ω,Σ))ψ
〉
=
〈
ad
(n)
Ap (H(ω,Σ))V
∗
c ψc, V
∗
c ADψc
〉
−
〈
V ∗c ADψc, ad
(n)
Ap (H(ω,Σ))V
∗
c ψc
〉
+
〈
Vc ad
(n)
Ap (H(ω,Σ))ψd, ADψc
〉
−
〈
ADψc, Vc ad
(n)
Ap (H(ω,Σ))ψd
〉
=
〈
ad
(n)
AD
(VcH(ω,Σ)V
∗
c )ψc, ADψc
〉
−
〈
ADψc, ad
(n)
AD
(VcH(ω,Σ)V
∗
c )ψc
〉
+ 〈AnDVcH(ω,Σ)ψd, ADψc〉 − 〈ADψc, AnDVcH(ω,Σ)ψd〉 .
The first two terms are bounded by Lemma 5.18 and the last two terms are
bounded by a polynomial in ω by Proposition 5.16. The continuity in (ω,Σ) follows
from the continuity of the operator-valued function (ω,Σ) 7→ ad(n)AD(VcH(ω,Σ)V ∗c )
and of (ω,Σ) 7→ AnDVcH(ω,Σ)ψd. The proof of (2) and (3) is completely analogous.
Finally, for m ∈ {0, 1}, we note that
Vc ad
(m)
Ap (H(ω,Σ))ψ = ad
(m)
AD
(VcH(ω,Σ)V
∗
c )ψc + A
m
DVcH(ω,Σ)ψd
is in D(|p|) by Lemma 5.18 and Proposition 5.16 and we can bound it by a poly-
nomial in ω.
Proof of Proposition 4.2. We write
∂mω ad
(n)
Ap (G(ω,Σ)) =
m∑
l=0
(
m
l
)
∂lωκ(ω) ad
(n)
Ap (∂
m−l
ω G˜(ω,Σ)),
In Proposition 5.19 we plug in H(ω,Σ)(x) := ∂m−lω G˜(ω,Σ)(x), and we get a poly-
nomial P such that for all l = 0, . . . , m, (ω,Σ),∥∥∥ad(n)Ap (∂m−lω G˜(ω,Σ))∥∥∥ ≤ P (ω).
Then it follows by Lemma A.2 with the decay behavior of κ that the corresponding
operator-valued functions are indeed in L2(R× S2,L(Hp)). In the other two cases
one can proceed analogously.
6. Proof of Positivity and of the Main Theorem
In this section the main estimates and proofs of positivity of the commutator are
discussed. First we introduce the two terms A0 and CQ which we add to C1 as
already mentioned in the overview of the proof. Then we show how the main
theorem is proven given that we know that the sum of all three terms is positive
(Proposition 6.2). Then, in Subsection 6.2 we prove how we estimate the three
37
terms separately and which error terms occur. With that we conclude by proving
Proposition 6.2.
In this section the conditions of Theorem 2.3 are assumed, that is, that (H1),
(H2), (I1), (I2), (I3) and (F) are satisfied.
6.1. Putting Things together, Proof of the Main Theorem
In the following we use for m ∈ N0 the short-hand notation
N̂f := Idp⊗ Idp⊗Nf , P̂Ω := Idp⊗ Idp⊗PΩ.
Remember that we have on D,
C1 = V
∗
c kˆ
2Vc ⊗ Idp⊗ Idf + Idp⊗V ∗c kˆ2Vc ⊗ Idf +N̂f + λW1, (44)
where W1 was the commutator with the interaction, cf. (20). Obviously, C1 is
strictly positive on the orthogonal complement of the vacuum subspace for λ = 0
and its first two terms are positive on (ran(Pdisc ⊗ Pdisc))⊥ ⊗ F.
On the space ranΠ we use the Fermi Golden Rule and introduce the corre-
sponding conjugation operator A0 in order to obtain a positive expression in
Proposition B.2 as a commutator with Lλ. It was first developed for zero tem-
perature systems in [1] and later adapted to the positive temperature case in [13].
It is a bounded self-adjoint operator on H, given by
A0 := iλ(ΠWR
2
εΠ
⊥ − Π⊥R2εWΠ),
where R2ε := (L
2
0+ε
2)−1 and ε > 0. We will choose ε > 0 such that (F) holds. One
can show that ranA0 ⊆ D(Lλ) since ranA0 ⊆ Hp ⊗ Hp ⊗ Ffin (cf. Lemma B.1).
Furthermore,
i[Lλ, A0] = −λ[Lλ,ΠWR2εΠ⊥ − Π⊥R2εWΠ] (45)
extends to a bounded self-adjoint operator as well and we have εΠi[Lλ, A0]Π > 0
for small ε > 0, see Proposition B.2.
To obtain positivity on the remaining space (kerLp)
⊥⊗ ranPΩ we introduce the
bounded operator
CQ := Q⊗ PΩ + λ
2
W (L−1p Q⊗ PΩ) +
λ
2
(W (L−1p Q⊗ PΩ))∗ (46)
on H, where L−1p is to be understood in the sense of functional calculus as an
unbounded operator, and
Q := L2p1[−1,1](Lp) + 1(−∞,−1)∪(1,∞)(Lp). (47)
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Notice that by construction ranQ ⊆ D(L−1p ), L−1p Q is bounded and self-adjoint,
so the definition of CQ makes sense. Furthermore, the first summand Q ⊗ PΩ is
indeed positive on (kerLp)
⊥ ⊗ ranPΩ.
The idea will be to show that the sum of the three operators (44), (45) and (46)
is positive and has zero expectation with any element of the kernel of Lλ. To this
end we define for ψ ∈ D(qC1) ∩ D(Lλ) and some θ > 0,
qtot(ψ) := qC1(ψ) + θ 〈ψ, i[Lλ, A0]ψ〉+ 〈ψ,CQψ〉 .
By the virial theorem for C1 and by construction of the other two terms, this form
is actually non-positive for any ψ ∈ kerLλ. This is the content of the following
proposition.
Proposition 6.1
For arbitrary λ, ε, δ, and ψ ∈ kerLλ we have ψ ∈ D(qC1) and qtot(ψ) ≤ 0.
Proof. Let ψ ∈ kerLλ. By Theorem 4.4 we know that ψ ∈ D(qC1), and
qC1(ψ) ≤ 0.
It is clear that 〈ψ, i[Lλ, A0]ψ〉 = 0. Furthermore, by construction, the last term
vanishes:
0 =
〈
(L−1p Q⊗ PΩ)Lλψ, ψ
〉
=
〈
ψ, Lλ(L
−1
p Q⊗ PΩ)ψ
〉
=
〈
ψ, (Lp ⊗ Idf +λW )(L−1p Q⊗ PΩ)ψ
〉
=
〈
ψ, (Q⊗ PΩ)ψ + λW (L−1p Q⊗ PΩ)ψ
〉
.
Then 〈ψ,CQψ〉 = 0 follows by adding the complex conjugate term. Thus,
qtot(ψ) = qC1(ψ) ≤ 0.
We prove in the next subsection the following proposition which states that qtot
is in fact positive. Remember that γβ is the constant appearing in (F) which might
depend on β.
Proposition 6.2
Let β0 > 0. Then there exists constant λ0, C > 0 such that for all 0 < |λ| < λ0
with |λ| < Cγ2β and all β ≥ β0, we have qtot > 0. That is, qtot ≥ 0 and qtot(ψ) = 0
for some ψ ∈ D(qC1) ∩ D(Lλ) implies ψ = 0.
This positivity result together with Proposition 6.1 now implies the main theo-
rem Theorem 2.3.
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6.2. Error Estimates
In the following proposition we prove separate estimates from below of the three
operators (44), (45) and (46).
Proposition 6.3
(a) There exist constants c1, c2 > 0 such that, for all λ ∈ R, we have in the
sense of quadratic forms on D(qC1),
C1 ≥
[
V ∗c kˆ
2Vc ⊗ Idp+ Idp⊗V ∗c kˆ2Vc (48)
− c1(1 + β−1)λ2
(
V ∗c 〈xˆ〉−2 Vc ⊗ Idp+ Idp⊗V ∗c 〈xˆ〉−2 Vc + (Pess ⊗ Pess)⊥
)]
⊗ Idf +c2P̂Ω⊥.
(b) For all ε > 0 there exist constants c1, c2, c3 > 0 (depending on ε) such that
for |λ| < 1,
i[Lλ, A0] ≥ (1− c1 |λ|)2λ2ΠWR2εΠ⊥WΠ− c2 |λ| Idf ⊗ Idf ⊗PΩ⊥
− c3(1 + β−1)λ21Lp 6=0
(
V ∗c 〈xˆ〉−2 Vc ⊗ Idp+ Idp⊗V ∗c 〈xˆ〉−2 Vc
+ (Pess ⊗ Pess)⊥
)
⊗ PΩ.
(c) There exists a constant c1 > 0 such that, for all λ ∈ R,
CQ ≥ (1− c1 |λ| (1 + β−1))Q⊗ PΩ − |λ| P̂Ω⊥.
Before we can give the proof of Proposition 6.3 we need some preparatory lem-
mas. It is convenient to introduce some further notation for the interaction and
the commuted interaction. We separate them into parts which act on the left and
right of the particle space tensor product, respectively,
I1(u,Σ) := I
(l)
1 (u,Σ)⊗ Idp+ Idp⊗I(r)1 (u,Σ),
I
(l)
1 (u,Σ) := (−i∂u)τβ(G)(u,Σ) + τβ(ad(1)Ap(G))(u,Σ),
I
(r)
1 (u,Σ) := (−i∂u)e−βu/2τβ(G∗)(u,Σ)− e−βu/2τβ(ad(1)Ap(G
∗
))(u,Σ).
We introduce also integrated versions which will be used in the further estimates.
Wp :=
∫
I(u,Σ)∗I(u,Σ)d(u,Σ),
W1,p :=
∫
I1(u,Σ)
∗I1(u,Σ)d(u,Σ),
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and the left and right parts, for α = l, r,
W (α)p :=
∫
I(α)(u,Σ)∗I(α)(u,Σ)d(u,Σ),
W
(α)
1,p :=
∫
I
(α)
1 (u,Σ)
∗I
(α)
1 (u,Σ)d(u,Σ).
By construction W1 = Φ(I1) and we have the decomposition
I1(u,Σ) = I
(l)
1 (u,Σ)⊗ Idp+ Idp⊗I(r)1 (u,Σ). (49)
First, we estimate the commuted interaction term W1 appearing in (48).
Lemma 6.4
For any δ > 0 we have
±λW1 ≤ δN̂f + 1
δ
λ2W1,p ⊗ Idf (50)
in the sense of forms.
Proof. By (I1) and (I2) we know that I1 ∈ L2(R × S2,L(Hp)). The standard
estimates of the creation and annihilation operators lead to the inequality above.
Next, we prove a bound for Wp and W1,p.
Lemma 6.5
There exists constants C independent of β such that, for α = l, r,
(a) W (α)p ≤ C(1 + β−1),
(b) W
(α)
1,p ≤ C(1 + β−1),
(c) PessW
(α)
p Pess ≤ C(1 + β−1)V ∗c 〈xˆ〉−2 Vc,
(d) PessW
(α)
1,p Pess ≤ C(1 + β−1)V ∗c 〈xˆ〉−2 Vc.
Proof. By Proposition 4.2 we have that, for all j ∈ {1, 2, 3}, α = l, r,
I(α), I
(α)
1 , I
(α)V ∗c xˆjVc, I
(α)
1 V
∗
c xˆjVc ∈ L2(R× S2,Hp),
and there is a constant C independent of β such that we can estimate the norm
of these expressions by
C(1 + β−1).
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Thus, the same applies for I(α)V ∗c 〈xˆ〉Vc, I(α)1 V ∗c 〈xˆ〉 Vc ∈ L2(R × S2,Hp). Con-
sequently, we obtain, for α = l, r, and some constant C > 0 not depending on
β,
PessW
(α)
p Pess
= V ∗c 〈xˆ〉−1 Vc
∫
(I(α)(u,Σ)V ∗c 〈xˆ〉Vc)∗I(α)(u,Σ)V ∗c 〈xˆ〉 Vcd(u,Σ)V ∗c 〈xˆ〉−1 Vc
≥ C(1 + β−1)V ∗c 〈xˆ〉−2 Vc.
The proof for W
(α)
1,p is analogous.
Now, we estimate the second term involving A0. We have
i[Lλ, A0] = −λ[Lλ,ΠWR2εΠ⊥ −Π⊥R2εWΠ].
With respect to the different subspaces we obtain
Πi[Lλ, A0]Π = 2λ
2ΠWR2εΠ
⊥WΠ, (51)
Π⊥i[Lλ, A0]Π
⊥ = −λ2(Π⊥WΠWR2εΠ⊥ +Π⊥R2εWΠWΠ⊥), (52)
Πi[Lλ, A0]Π
⊥ = λΠWR2εΠ
⊥LλΠ
⊥. (53)
The Fermi Golden Rule condition implies strict positivity of Πi[Lλ, A0]Π, see
Proposition B.2. The other expressions can be potentially negative and are es-
timated in the following lemma. It contains sharper estimates than [6] which we
use later for a Birman-Schwinger argument.
Lemma 6.6
For all ε, and all λ the following holds.
(a) We have Π⊥i[Lλ, A0]Π
⊥ = 1
N̂f=1
Π⊥i[Lλ, A0]Π
⊥
1
N̂f=1
. Moreover,
∥∥∥Π⊥i[Lλ, A0]Π⊥∥∥∥ ≤ 2λ2
ε2
‖Wp‖ .
(b) For arbitrary δ1, δ2 > 0.
Π⊥i[Lλ, A0]Π + Πi[Lλ, A0]Π
⊥ ≤ (|λ| δ1 + δ2λ2)ΠWR2εΠ⊥WΠ+
|λ|
δ1
P̂Ω
⊥
+
λ2
δ2
(
P̂Ω
⊥
Π⊥a∗(I)Π⊥R2εa(I)Π
⊥P̂Ω
⊥
+Π⊥
∫
I(u,Σ)∗Π⊥I(u,Σ)
u2 + ε2
d(u,Σ)Π⊥P̂Ω
)
.
42
Proof. (a) Consider the first term in (52),
Π⊥WΠWR2εΠ
⊥ = a∗(I)Πa(I)R2εΠ
⊥.
Clearly, this operator vanishes everywhere except on ran1
N̂f=1
. By standard
estimates of creation annihilation operators we obtain
‖a∗(I)Πa(I)‖ ≤
∥∥∥∥∫ I∗(k)I(k)dk∥∥∥∥ ,
thus ∥∥∥Π⊥WΠWR2εΠ⊥∥∥∥ ≤ ‖
∫
I∗(k)I(k)dk‖
ε2
,
which proves the first inequality, as the second term in (52) is just the adjoint
of the first one.
(b) Using the formulas above, and the operator inequality
A∗B +B∗A ≤ A∗A+B∗B, (54)
we get
Π⊥i[Lλ, A0]Π + Πi[Lλ, A0]Π
⊥
= λ(ΠWR2εΠ
⊥L0Π
⊥
1
N̂f=1
+ 1
N̂f=1
Π⊥L0R
2
εWΠ)+
λ2(ΠWR2εΠ
⊥
1
N̂f=1
WΠ⊥ +Π⊥W1
N̂f=1
Π⊥R2εWΠ)
≤ |λ| (δ1ΠWR2εΠ⊥WΠ+ δ−11 1N̂f=1Π
⊥L0Π
⊥R2εL0Π
⊥
1
N̂f=1
) (55)
+ λ2(δ2ΠWR
2
εΠ
⊥WΠ+ δ−12 Π
⊥W1
N̂f=1
Π⊥R2ε1N̂f=1WΠ
⊥). (56)
We have ∥∥∥1
N̂f=1
Π⊥L0Π
⊥R2εL0Π
⊥
1
N̂f=1
∥∥∥ ≤ 1,
which yields a bound for the second operator in (55). The second one (56)
only operates on the space ran(P̂Ω + 1N̂f=2), so we can write
Π⊥W1
N̂f=1
Π⊥R2ε1N̂f=1WΠ
⊥
= (P̂Ω + 1N̂f=2)Π
⊥W1
N̂f=1
Π⊥R2ε1N̂f=1WΠ
⊥(P̂Ω + 1N̂f=2). (57)
Now, we can use the same operator inequality as above to bound (57) by
2(Π⊥a∗(I)Π⊥R2εa(I)Π
⊥
1
N̂f=2
+Π⊥
∫
I∗(u,Σ)Π⊥I(u,Σ)
u2 + ε2
d(u,Σ)Π⊥P̂Ω).
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Having all this we can give the proof for the concrete error estimates we stated.
Proof of Proposition 6.3. (a) First, we use Lemma 6.4 and the explicit form of
C1 to obtain on D, for any δ1 > 0,
C1 = (V
∗
c kˆ
2Vc ⊗ Idp+ Idp⊗V ∗c kˆ2Vc)⊗ Idf +N̂f + λW1
≥ (V ∗c kˆ2Vc ⊗ Idp+ Idp⊗V ∗c kˆ2Vc)⊗ Idf +(1− δ1)P̂Ω
⊥ − λ
2
δ1
W1,p.
Next, note that the operator inequality (54) yields
W1,p ≤ 2(W (l)1,p ⊗ Idp+ Idp⊗W (r)1,p).
Then, using (54) again, and subsequently Lemma 6.5, a decomposition into
ranPess and ranPdisc gives, for α = l, r,
W
(α)
1,p ≤ 2(PessW (α)1,p Pess + PdiscW (α)1,p Pdisc)
≤ C(1 + β−1)(V ∗c 〈xˆ〉−2 Vc + Pdisc),
where C > 0 is a constant not depending on β. Choosing any 0 < δ1 < 1
yields (48) on D. As D is a core for C1, it is also a form core for qC1 , so the
operator inequality can be extended to the corresponding forms in the form
sense on D(qC1).
(b) We have for all δ1, δ2 > 0, by Lemma 6.6,
i[Lλ, A0] = Πi[Lλ, A0]Π + Π
⊥i[Lλ, A0]Π
⊥ +Π⊥i[Lλ, A0]Π + Πi[Lλ, A0]Π
⊥
≥ (1− (|λ| δ1 + δ2λ2))Πi[Lλ, A0]Π− 2λ
2
ε2
‖Wp‖1N̂f=2
− |λ|
δ1
1
N̂f=1
− 2λ
2
δ2
Π⊥a∗(I)Π⊥R2εa(I)Π
⊥
1
N̂f=2
− 2 λ
2
δ2ε2
Π⊥WpΠ
⊥P̂Ω.
Notice that the operator Π⊥a∗(I)Π⊥R2εa(I)Π
⊥
1
N̂f=2
is in fact bounded. The
last term can be decomposed and estimated as above in the proof of (a).
(c) We have
W (L−1p Q⊗ PΩ) = a∗(I)(L−1p Q⊗ PΩ) = a∗(IL−1p Q)P̂Ω.
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Thus, by the standard estimates for creation and annihilation operators, we
obtain for all δ > 0 on D(N̂f),
W (L−1p Q⊗ PΩ) + (W (L−1p Q⊗ PΩ))∗
≤ δN̂f + δ−1
(∫
L−1p QI(u,Σ)
∗I(u,Σ)L−1p Qd(u,Σ)
)
⊗ PΩ.
Hence, we get
CQ ≥ Q⊗ PΩ − |λ| δN̂f − |λ| ‖Wp‖ δ−1(L−1p Q)2 ⊗ PΩ
≥ (1− 2λ(1 + β−1)δ−1)Q⊗ PΩ − |λ| δN̂f , (58)
where we used the that the concrete choice of Q as in (47) yields
(L−1p Q)
2 = (L2p1[−1,1](Lp) + L
−2
p 1(−∞,−1)∪(1,∞)(Lp)) ≤ 2 Idp⊗ Idp .
After the preparations we are now able to put all the estimates of this chapter
together in order to prove positivity of qtot.
Proof of Proposition 6.2. First choose ε > 0 such that Proposition B.2 holds. Us-
ing Proposition 6.3, we obtain in the sense of forms on D(q1),
qtot ≥ V ∗c
(
kˆ
2 − c1λ2(1 + θ)(1 + β−1) 〈xˆ〉−2
)
Vc ⊗ Idp⊗ Idf
+ Idp⊗V ∗c
(
kˆ
2 − c2λ2(1 + θ)(1 + β−1) 〈xˆ〉−2
)
Vc ⊗ Idf
+
(
c3 − c4(1 + θ) |λ| (1 + β−1)
)
P̂Ω
⊥
(59)
+ 2θλ2(1− c5 |λ|)γβΠ− c6λ2(1 + β−1)Π (60)
+
[ (
1− c7 |λ| (1 + β−1)
)
Q (61)
− c8λ2(1 + θ)(1 + β−1)(Pess ⊗ Pess)⊥1R\{0}(Lp)
]
⊗ PΩ,
for constants ci > 0, i ∈ {1, . . . , 8}, independent of λ and β. Now we set θ = |λ|−1/2
in order to have a positive term in (60) of higher order. Next, we make |λ| > 0
sufficiently small in the following sense: First we make it so small such that, by
the uncertainty principle lemma (cf. [18, X.2]),
kˆ
2 −max{c1, c2}λ2(1 + |λ|−
1
2 )(1 + β−1) 〈xˆ〉−2 > 0.
Furthermore, we can make it small enough such that we get strictly positive op-
erators in (59) and (60) on ranPΩ
⊥ and ranΠ, respectively. Note that we have to
choose |λ| small enough proportional to γ2β due to (60). For the last term, we have
(Pess ⊗ Pess)⊥1R\{0}(Lp) ≤ 1[Ξ,∞)(L2p),
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where
Ξ := inf
λ∈σdisc(Hp),µ∈σ(Hp)
λ6=µ
(λ− µ)2 > 0.
Now we can plug in Q = L2p1[0,1](L
2
p) + 1(1,∞)(L
2
p), and use that
Q− δ1[Ξ,∞)(L2p) = L2p1[0,Ξ)(L2p) + (L2p − δ)1[Ξ,1](L2p) + (1− δ)1(1,∞)(L2p)
> 0
on ran1R\{0}(Lp), for δ < min{Ξ, 1}. Thus we can achieve that (61) is positive on
ran(1R\{0}(Lp) ⊗ PΩ) for |λ| small enough. The claim now follows in view of the
decomposition (7).
A. Decay in the Glued Positive Temperature Space
In Lemma A.2 the decay behavior of functions and their derivatives in the positive
temperature gluing representation is discussed. That is, sufficient decay conditions
of a function are stated such that the derivatives of the transformation by τβ,
defined as in Subsection 2.3, are integrable. This is necessary for the proof that
the commuted interaction is sufficiently bounded.
Before that we state some properties of the decay behavior of the Planck distri-
bution and its first derivative.
Lemma A.1 (Properties of ρβ)
There exists constants C such that for all ω ≥ 0,
(a)
√
ρβ(ω) ≤ 1√
βω
,
(b)
√
1 + ρβ(ω) ≤ 1 + 1√
βω
,
(c) ∂ω
√
ρβ(ω) ≤ C(ω−1 + β− 12ω− 32 ),
(d) ∂ω
√
1 + ρβ(ω) ≤ C(ω−1 + β− 12ω− 32 ).
Proof. Elementary calculation.
Lemma A.2
Assume that f ∈ L2(R3), m ∈ N, and for all Σ ∈ S, we have that ω 7→ f(ωΣ)
is in Cm(R+). Furthermore assume that there exist constants ε > 0 and 0 <
k1, k2, K1, K2 <∞ such that for all Σ ∈ S2,
(1) |∂jωf(ωΣ)| ≤ k2ωm−1+ε−j, for ω < k1,
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(2) |∂jωf(ωΣ)| ≤ K2ω−3/2−ε, for ω > K1,
Then ∂juτβ(f) ∈ L2(R × S2) for j = 0, . . . , m. Moreover, for j = 0, 1, there exists
a constant k3 independent of β such that∥∥∥∂juτβ(f)∥∥∥2 ≤ k3(1 + β−1). (62)
Instead of condition (1) we can also require
(1’) f(ω,Σ) = ω±
1
2 f˜(ωΣ), for ω < k1,
for a function f˜ such that, for all Σ ∈ S2,
[0,∞) −→ C, ω 7→ f˜(ωΣ),
is in Cm(R+) and all derivatives are bounded uniformly in ω and Σ.
Proof. For u > 0, we have
∂ju(τβf)(u,Σ) =
j∑
l=0
(
j
l
)
∂lu
(
u
√
1 + ρβ(u)
)
∂j−lu f(uΣ). (63)
We first check the sufficient decay behavior near zero. The first factor in the sum
(63), ∂lu
(
u
√
1 + ρβ(u)
)
, is in O(u
1
2
−l) for u→ 0. The same can be shown for u < 0
as
√
ρβ has the same decay behavior. The second factor is in O(u
m−1−(j−l)+ε),
hence there exist constants k′1, k
′
2, such that, for 0 < |u| < k′1,∣∣∣∂ju(τβf)(u,Σ)∣∣∣ ≤ k′2 |u|− 12+m−j+ε .
This yields that the function ∂ju(τβf)(·,Σ) has a weak derivative for all Σ ∈ S2 and
j = 0, . . . , m− 1, and
u 7→ 1[−1,1](u)∂ju(τβf)(u,Σ)
is in L2(R) for all Σ ∈ S2 and j = 0, . . . , m.
In the case of the alternative condition (1’) we get for f(ωΣ) := ω−
1
2 f˜(ωΣ),
(τβf)(u,Σ) =

√
u+ uρβ(u)f˜(uΣ), u > 0,√
−uρβ(−u)f˜(−uΣ), u < 0.
It is easy to check that u 7→ (τβf)(u,Σ) is in Cm(R) for all Σ and all derivatives
are bounded uniformly in u and Σ. This also yields the desired infrared regularity.
The same is true if we choose f(ωΣ) := ω
1
2 f˜(ωΣ).
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Second, we discuss the decay if u tends to infinity. The first factor in (63) is
in O(u) for u → ∞. This means there exist constants K ′1, K ′2, such that, for all
j = 0, . . . , m and all u with |u| > K ′1,∣∣∣∂ju(τβf)(u,Σ)∣∣∣ ≤ K ′2 |u|− 12−p−ε .
This yields that
u 7→ 1R\[−1,1](u)∂ju(τβf)(u,Σ)
is in L2(R) for all Σ ∈ S2 and j = 0, . . . , m.
Finally, note that (62) follows immediately from Lemma A.1.
B. Fermi Golden Rule
In this part we review the result [6, Proposition 3.2] – how the Fermi Golden Rule
condition (F) implies the positivity of the commutator with A0 – and generalize
it with the obvious modifications to the coupling considered in this paper.
First we state some elementary properties of the conjugation operator A0.
Lemma B.1
The operator
A0 = iλ(ΠWR
2
εΠ
⊥ − Π⊥R2εWΠ),
is bounded, self-adjoint and ranA0 ⊆ D(Lλ) for any λ and ε > 0.
Proof. Note that Π contains the projection to the vacuum subspace, so the creation
operators are bounded and the annihilation operators vanish. Thus, the operator
is indeed bounded and self-adjoint by construction.
Furthermore, the range of the first summand of A0 equals ranΠ and of the
second one D(L20) ∩ Ffin, which are clearly subsets of D(Lλ).
Proposition B.2
Assume that (F) is satisfied. Then
εΠWΠ⊥R2εΠ
⊥WΠ ≥ γβΠ
on ranΠ.
Proof. We have ΠWΠ = 0 and thus ΠWΠ⊥R2εΠ
⊥WΠ = ΠWR2εWΠ. Notice that
Π = P0 ⊗ PΩ =
∑
E∈σd(Hp)
pE ⊗ pE ⊗ PΩ,
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where P0 := 1{0}(Lp). Then we compute
ΠWR2εWΠ ≥ ΠWR2ε(Pess ⊗ Pdisc ⊗ Idf)WΠ
= Π(a(τβ(G⊗ Idp))− a(e−β·/2τβ(Idp⊗G∗)))Pess ⊗ Pdisc ⊗ Idf
L20 + ε
2
(a∗(τβ(G⊗ Idp))− a∗(e−β·/2τβ(Idp⊗G∗)))Π
= Πa(τβ(G⊗ Idp))Pess ⊗ Pdisc ⊗ Idf
L20 + ε
2
a∗(τβ(G⊗ Idp))Π
=
∑
E∈σd(Hp)
Πa(τβ(G⊗ Idp)) Pess ⊗ pE ⊗ Idf
(Hp ⊗ Idp⊗ Idf −E + d̂Γ(u))2 + ε2
a∗(τβ(G⊗ Idp))Π,
with d̂Γ(u) := Idp⊗ Idp⊗dΓ(u), and where we used the pull through formula in
the last step. Evaluating Π and using the definition of τβ , we arrive at
ΠWR2εWΠ ≥ (P0
∑
E∈σd(Hp)
∫
R
∫
S2
τβ(G
∗ ⊗ Idp)(u,Σ) Pess
(Hp −E + u)2 + ε2 ⊗ pE
τβ(G⊗ Idp)(u,Σ)dΣduP0)⊗ PΩ
= pE(F
(1)
ε + F
(2)
ε )pE ⊗ pE ⊗ PΩ,
with F (1)ε , F
(2)
ε defined as in (F).
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