Introduction

Overview of the paper
Large-scale surveys based on interviews are often used for assessing the health of populations. Such surveys provide large, representative samples of the populations of interest, rich sets of covariates, and widely available data for public use. Typically, however, the data on health conditions in large-scale surveys are based on responses to questions such as, 'Has a doctor or other health professional ever told you that you have health condition of interest ?' or 'What is your height/weight ?' Use of such self-reported data could lead to inaccuracies in estimating measures of health (see, e.g. [1--7] ). For example, some respondents might not have access to a doctor or other health professional, and thus they might answer 'no' even if they have the condition Note: Certain records were excluded from the data for this study, as discussed in Section 2.1.2.
The setup in this paper is related to estimation based on two-phase or double sampling in survey sampling [16] as well as estimation based on two-stage or validation sampling in biostatistics and epidemiology [17, 18] . In such problems, an inexpensive measure is collected for all units in a large study, whereas a more expensive but more accurate measure is collected for a subsample of the units. The information in both sets of measurements is used to obtain a single estimate from the entire study. Examples of the use of multiple imputation in the context of validation sampling are given in [8, 19] . For the problem considered in this paper, the self-report values are analogous to the inexpensive measure, the NHIS is analogous to the large study, the clinical values are analogous to the more accurate measure, and the NHANES is analogous to the units on which the more accurate measure is obtained.
A major difference between the problem considered here and two-phase/two-stage/validation sampling and estimation is that, because the NHANES units are not a subset of the NHIS units, the NHANES units are not included in analyses of the multiply imputed NHIS data. This difference also distinguishes the problem considered here from traditional problems of imputation for missing data, in the sense that the units on which the data are fully observed (the NHANES) are not included in the post-imputation analysis. The emphasis here is on viewing the multiply imputed NHIS file as a stand-alone infrastructure to improve on analyses of self-reported data.
Some theoretical results
To provide some theoretical insight into the preceding discussion and the results to be presented later, consider the following simple setup. Let (X i ,Y i ), i = 1,. . . ,n+m be independent and identically distributed bivariate normal random variables, which are divided into two samples. Suppose that in sample 1, (X i ,Y i ), i = 1,. . . ,n are observed, whereas in sample 2, only X i , i = n+1,. . . ,n+m are observed because the values of Y are missing. Thus, in the context of this paper, X is analogous to the self-report variable, Y is analogous to the clinical variable, sample 1 is analogous to the NHANES, and sample 2 is analogous to the NHIS. Suppose further that it is desired to make inferences about Y = E(Y) from sample 2, and that if Y i , i = n+1,. . . ,n+m had been observed, Y would have been estimated byȲ (2) and V(Ȳ (2) ) would have been estimated by s
2(2)
Y / m, whereȲ (2) and s
2(2) Y
are, respectively, the sample mean and variance of Y in sample 2. Now suppose that multiple, say D, imputations of the missing Y-values have been created for sample 2 based on the imputation model Y = 0 + 1 X + , ∼ N(0, 2 ) fitted to sample 1 using the steps described in [20] . The result is D completed data sets for sample 2, from which D different versions of the complete-data estimatesȲ (2) and s
2(2)
Y / m can be calculated, one version for each of the completed data sets. These D sets of estimates can be combined via the standard combining rules for multiple imputation to make inferences about Y [21, 22] .
The following theoretical results can be derived using standard results on linear regression, as given in [23] , together with manipulations relating unconditional expectations and variances to conditional expectations and variances, such as those performed in [24] . With an infinite number of imputations (i.e. D →∞), the multiple-imputation point estimator of Y iŝ
whereˆ (1) 0 andˆ (1) 1 are the least-squares estimates based on sample 1, andX (2) denotes the sample mean of X in sample 2. The variance of the point estimator is
where 2 Y is the variance of Y and is the correlation between X and Y. Finally, the expectation of the multiple-imputation variance estimator is
Expression (1) for the multiple-imputation estimator of the mean has the same form as the two-phase regression estimator of the mean [25] . The difference between the two approaches in this case is that with two-phase estimation,X (2) would be replaced by a sample mean calculated using the combined sample of n+m units rather than just the m units in sample 2. It follows from expression (2) that the relative efficiency ofȲ (1) , the sample mean of Y in the first sample, toˆ MI Y , the point estimator based on the multiple imputations for sample 2, is RE(Ȳ (1) 
. Three limiting cases are worth mentioning. First, as m becomes very large relative to n, the main contributor to the relative efficiency is , andˆ MI Y tends to gain efficiency relative toȲ (1) as increases. Second, as approaches 1, the relative efficiency approaches the ratio of the sample sizes. Finally, as approaches 0, the relative efficiency approaches 1.
Comparison of expressions (2) and (3) shows that the multiple-imputation variance estimator tends to overestimate the actual variance ofˆ MI Y by the amount 2 2 / m and that the approximate relative bias of the multiple-imputation variance estimator is 2 / [(m/ n)+{ 2 / (1− 2 )}]. Thus, the conservatism of the variance estimator decreases as m increases relative to n and/or as increases. When X ≡ 1, so that imputation is carried out without any predictors, the comparison of expressions (2) and (3) reduces to a result presented in [26] [27] , where this is referred to as a type of 'uncongeniality'.
Contents of the remainder of the paper
Section 2 describes the data used in this study and provides definitions of the conditions considered. Section 3 describes the imputation models and methods. Section 4 contains results for estimates of prevalence rates and regression analyses involving hypertension, diabetes, and obesity. Section 5 contains a concluding discussion of limitations of the work presented, practical considerations, and topics for further research. The NHIS contains questions on socio-demographic characteristics, health status, activity limitations, injuries, health insurance coverage, and health care that are asked for all people included in the survey. In addition, one adult and one child are sampled from each family, and further information is obtained on items such as health behaviors and conditions.
Data used and definitions of conditions
The NHANES is a program of studies designed to assess the health and nutritional status of adults and children in the United States [29] . It began in the early 1960s and has been conducted as a series of surveys focusing on different population groups or health topics. In 1999, the NHANES became a continuous survey. For the years 1999-2002, it examined a nationally representative sample of about 5000 persons in 15 primary sampling units each year, with oversampling of low-income persons, adolescents aged 12-19 years, persons aged 60 years and over, African Americans, and Mexican Americans.
The NHANES is unique in that it combines interviews with physical examinations. The interviews, which are conducted in respondents' homes, include demographic, socioeconomic, dietary, and health-related questions. The examinations, which are performed in mobile examination centers, consist of medical and dental examinations, physiological measurements, and laboratory tests.
Target population and data exclusions.
The target population in this study was composed of persons of at least 20 years of age, excluding pregnant women, in 1999-2002. Public-use data from the NHIS and the NHANES were used, and the common variables (some recoded) that were used from the two surveys are listed in Table II. The NHIS sample size for the target population was initially 122 870 persons. To simplify this study, 17 618 persons were excluded from the research data set if they had one or more missing values on the variables listed in Table II . Among those excluded were 8956 persons with self-reported heights outside of the interval [59 inches, 76 inches] or self-reported weights outside of the interval [99 pounds, 285 pounds], for which the values outside of those intervals were set to 'missing' in the NHIS public-use data for purposes of confidentiality. The NHANES sample size for the target population was initially 8889 persons, out of which 2779 persons were excluded using the same criteria as for the NHIS. (There were 365 persons in the NHANES sample with self-reported heights or weights outside of the intervals mentioned above, and they were excluded for consistency with the NHIS data.) Thus, the final sample sizes for the data used in this research were 6110 for the NHANES and 105 252 for the NHIS.
Definitions of conditions
A person was classified as having hypertension based on self-reported data if a doctor or other health professional had told the person two or more times that he/she had hypertension or high blood pressure. For clinical data, the classification of hypertension was based on having systolic blood pressure greater than 140 mmHg, having diastolic blood pressure greater than 90 mmHg, or taking medication to control blood pressure.
Self-reported diabetes was based on a person having been told by a doctor or other health professional that he/she had high blood sugar or diabetes not related to pregnancy. The clinical classification was based on having glycohemoglobin (HbA1c) greater than or equal to 7 per cent, having fasting plasma glucose (FPG) greater than or equal to 126 mg/dL, or taking medication for diabetes.
Obesity was defined as having a body mass index (BMI) greater than 30, where BMI = (weight in kg)/(height in meters) 2 . In calculating BMI, either self-reported height and weight or measured (clinical) height and weight could be used.
Self-reported conditions were available for persons in both the NHANES and the NHIS, whereas clinical conditions were available only for persons in the NHANES, except as noted in Sections 3.1 and 3.2.1 below. 
Models and methods used for imputation
The imputation methods for the three conditions, hypertension, diabetes, and obesity, have many common features. Therefore, the methods for hypertension will be described first, and then the methods for diabetes and obesity will be described, with emphasis on how they differ from the methods for hypertension. . However, to the extent that the distributions of covariates X in the NHANES and NHIS differ (due to differences in sample designs, sampling variability, non-response, etc.), a model fitted to the NHANES data might not be as appropriate for the NHIS, especially if the model is subject to any misspecification. Moreover, fitting separate 'local' models in different regions of the covariate space would be expected to provide a better fit than fitting a single model globally. Therefore, the general strategy used here is to create subgroups for which the distributions of covariates are similar across the two surveys and then to fit logistic regression models within the subgroups.
Imputation methods for hypertension
To create the subgroups, the method of propensity score subclassification was used [30, 31] . This method is popular in the context of comparing treatments in an observational study, where it is desired to create subgroups for which the covariate distributions are similar across the treatments. In the current context, the data from the NHANES and the NHIS were combined, and then a logistic regression predicting the propensity to be in one survey versus the other was fitted.
The propensity score model can be expressed as
Throughout Section 3, X i will be used in a general way to denote predictors that include variables listed in Table II and selected interactions, although the specific variables and interactions change somewhat across models. Because self-reported hypertension status was to be included as a predictor in the imputation models, it was not included as a predictor in the propensity score model. Given the fitted model, letP was also included as a predictor in the imputation models, as described in Section 3.1.3.
Using summaries of the covariates to create parsimonious imputation models.
Within the subgroups based on the estimated propensity scores for survey membership, the goal was to predict clinical hypertension for a given self-reported hypertension, controlling for the covariates. Parsimony was needed, given that the propensity score subclassification reduced the sample sizes for fitting each model.
To create a predictor (in addition to the survey membership propensity score) summarizing the covariates X, with emphasis on how the covariates relate to having hypertension, a logistic regression model predicting the propensity of having self-reported hypertension was fitted to the combined survey data within each of the five subgroups for survey membership propensity. The self-reported hypertension propensity score model within subgroup g (g = 1,. . . , 5) can be expressed as
Given the fitted model, letQ (H) i denote the estimated propensity score for self-reported hypertension for person i (i.e. the estimated probability that SR i = 1). Within each of the five survey membership propensity subgroups,Q (H) i was included as a predictor in the imputation models. To account for variability in self-reported hypertension not explained byQ (H) i , SR i was included as a predictor as well.
Imputing clinical hypertension status for the NHIS. Within survey membership propensity (P (H)
i ) subgroup g (g = 1,. . . , 5), clinical hypertension status (CL i ) was multiply imputed for persons in the NHIS based on a logistic regression model with the propensity scores, the self-reported status, and all two-way interactions as predictors:
To create the multiple imputations, model (6) was fitted to the NHANES data, and then the following steps were repeated independently 10 times (resulting in 10 sets of imputations):
1. Under a flat prior distribution for the parameters in model (6) , values for the parameters were drawn from their posterior distribution given the NHANES data. 2. The predicted probability of clinical hypertension was calculated for each person in the NHIS based on model (6), conditional upon the values drawn in step 1.
3. For each person in the NHIS, the clinical hypertension status was drawn from a Bernoulli distribution, conditional upon the predicted probability from step 2.
The number of imputations was limited to 10 to be consistent with the common practice of creating only a small to moderate number of completed data sets in public-use data for the convenience of analysts. The procedure just described for multiple imputation was carried out using the software package IVEware (http://www.isr.umich.edu/src/smp/ive/; accessed August 7, 2009).
Imputation methods for diabetes
3.2.1. Separating out persons taking medication for diabetes. Both the NHANES and the NHIS collected data on whether medication was being taken for diabetes. Those who were taking such medication were defined as having clinical diabetes and were separated from those not taking such medication for the purpose of imputation. For those who were not taking medication for diabetes, the imputation procedure was similar to that described for hypertension in Section 3.1. However, because there were some missing values of FPG and HbA1c in the NHANES, a preliminary imputation step was performed for the NHANES.
Imputing missing FPG and HbA1c for NHANES persons not taking medication for diabetes.
By design, FPG was only measured for a subset of NHANES persons. In addition, although HbA1c was designed to be measured for all persons, there were some missing values of HbA1c as well. Therefore, as a first step, missing values of FPG and HbA1c were multiply imputed (with 10 sets of imputations) for the NHANES via sequential regression multivariate imputation [32] , as implemented in IVEware.
Sequential regression multivariate imputation is an iterative technique that cycles through the variables with missing values (FPG and HbA1c in this case), imputing a set of values for each variable using a regression model with predictors including the most recent imputed values for the other variables. The steps used in imputing the set of values are analogous to those described in Section 3.1.3, in that values for the regression parameters are drawn from their posterior distribution, and then the missing values are drawn conditional on the values drawn for the regression parameters. The iterations in sequential regression multivariate imputation are continued until convergence.
For imputing missing values of FPG and HbA1c, the regression models were as follows: For each of the NHANES data sets completed by imputation, the existence of clinical diabetes was defined for each person based on the person's (observed or imputed) values of FPG and HbA1c, as described in Section 2.2.
Imputing missing clinical diabetes statuses for the NHIS.
Based on each NHANES data set completed as described in Section 3.2.2, a single set of imputations of clinical diabetes statuses was created for the NHIS persons using a procedure completely analogous to that described for hypertension in Section 3.1. The only change was in model (6) , for which only a subset of the interactions was used owing to the low rate of self-reported diabetes, with the subset varying across the subgroups for which model (6) was fitted. Creating a single set of imputations for the NHIS corresponding to each of multiple completed NHANES data sets resulted in multiple imputations (10 sets) for the NHIS.
Recombining persons taking and not taking medication for diabetes.
After imputations were created for missing clinical diabetes statuses for persons not taking medication for diabetes, those persons were recombined with the persons taking such medication to create full data sets for analysis.
Imputation methods for obesity
A feature that distinguishes obesity from the other two conditions considered here is that self-reported obesity is derived from two continuous self-reported variables, height and weight (see Section 2.2), which are available in both surveys. Therefore, models relating clinical height and weight to their self-reported counterparts were built using the NHANES and then used to impute clinical height and weight for the NHIS. Given the imputed values of clinical height and weight, clinical obesity was derived.
The first step in the imputation process was completely analogous to that for hypertension; that is, five subgroups of persons were formed based on the quintiles of the distribution of the estimated propensity score for survey membership (P (O) i ) in the combined samples (with '(O)' denoting obesity and self-reported height and weight not included as predictors in the propensity score model).
Let CLH i , CLW i , SRH i , and SRW i denote clinical (i.e. measured during an examination) and self-reported height and weight, respectively, for person i. Within survey membership propensity (P (O) i ) subgroup g (g = 1,. . . , 5), CLH i , and CLW i were multiply imputed (with 10 sets of imputations) for persons in the NHIS via sequential regression multivariate imputation using the following regression models: 
The transformations for height and weight were chosen based on examining residual plots for the regressions fitted to the NHANES data. Jeffreys prior distributions were placed on the regression parameters.
Results
Sections 4.1 and 4.2 present results for estimating prevalence rates and logistic regression coefficients, respectively. The estimation procedures applied to each complete data set accounted for the complex sample design features (stratification, clustering, and weighting) of the survey data, with variance estimates calculated using jackknife repeated replication as implemented in IVEware.
For the analyses of multiply imputed data, each of the completed data sets was analyzed using the design-based procedures just mentioned, and then the results of the multiple analyses were combined using the standard rules (e.g. [21, 22] ).
Estimating prevalence rates
Table III contains estimated prevalence rates for hypertension, diabetes, and obesity, by education and race/ethnicity, based on the NHIS self-reported data and the NHIS multiply imputed clinical data. For every combination of condition and subgroup in the table, the estimate based on the multiply imputed clinical data is larger than that based on the self-reported data, which is analogous to the results discussed in Section 1 for estimates based on NHANES self-reported versus clinical data. In addition, the NHIS estimates based on multiply imputed clinical data are closer to their NHANES clinical counterparts in Table I than are the NHIS estimates based on self-reported data. The size of the difference between the NHIS estimate based on multiply imputed clinical data and that based on self-reported data is related somewhat to the subgroup of interest, but this 'subgroup effect' is small compared with the effect of using multiply imputed clinical data rather than self-reported data.
Although the goal of this study is to investigate an approach to creating an NHIS data set with imputations of clinical values, a question might arise as to whether there are gains in precision in analyzing such a data set versus simply analyzing the NHANES clinical data. Table IV displays the ratios of the estimated standard errors of the estimated prevalence rates based on the NHANES clinical data to the corresponding estimated standard errors based on the NHIS multiply imputed clinical data. Given that the NHIS sample is about 17 times as large as the NHANES sample in this study (105 252 persons versus 6110 persons), the ratios of estimated standard errors would be expected to be about √ 17 = 4.1 or less, as extra variability is introduced into the NHIS estimates via the multiple imputation. Indeed, this is the case for all of the entries in Table IV. The results in Table IV suggest that multiply imputing clinical values for a large sample using models derived from a smaller sample with known clinical values can result in more precise estimates than those based on the smaller sample alone. Analogous findings were obtained for the industry and occupation coding problem described in Section 1 [10, 33] . As suggested by the theoretical discussion of relative efficiency in Section 1.2, such gains in precision would be expected when there are strong predictors in the imputation model, such as self-report values as predictors of clinical values. In this study, within the five survey membership propensity score subgroups created for imputation, the sample correlation coefficients between self-reported height (or weight) and clinical height (or weight) in the NHANES were all between 0.93 and 0.98; and the kappa statistics for agreement between self-reported statuses and clinical statuses were between 0.54 and 0.68 for hypertension and between 0.56 and 0.81 for diabetes. In addition, R 2 values for various prediction models used in the imputation process (pseudo-R 2 values for binary Note: Certain records were excluded from the data for this study, as discussed in Section 2.1.2.
outcomes) were in the range of 0.85-0.95 for continuous variables, 0.5-0.7 for hypertension status, and 0.3-0.5 for diabetes status.
(The small pseudo-R 2 values for diabetes status were owing to small sample sizes and low prevalences of the disease.) Note, however, that the ratios in Table IV should be viewed as only approximate indications of relative precision for the following reasons. First, they are subject to sampling variability. Second, as discussed further in Section 5.3, it is suspected that the imputations created in this study did not fully reflect clustering in the surveys. Finally, as discussed in Section 1.2, for the type of setup considered here, in which the NHANES units are omitted from the post-imputation analysis, variance estimates from the multiply imputed NHIS can be conservative.
Estimating logistic regression coefficients
Thirteen logistic regression models, similar to those found in the literature (e.g. [34--36] ), were fitted using (1) the NHANES self-reported data, (2) the NHANES clinical data, (3) the NHIS self-reported data, and (4) the NHIS multiply imputed clinical data. The models, which are outlined in Table V , had a total of 106 coefficients, excluding the intercepts. To facilitate comparisons, the logistic regression coefficients were standardized by multiplying each coefficient by the standard deviation of the predictor corresponding to it (see [37] ).
The upper-left graph in Figure 1 displays the standardized coefficients obtained using the NHANES clinical data plotted against those obtained using the NHANES self-reported data, analogous to the comparison of prevalence rates in Table I . Also included are the least-squares line for the regression of the clinical-data-based estimates on the self-reported-data based estimates and the line of equality. The graph of standardized coefficients does not suggest any systematic difference between the clinical estimates and the self-report estimates, unlike the case of prevalence rates. The upper-right graph compares the standardized coefficients based on self-reported data from the two surveys. Again, no systematic difference is displayed. Thus, the upper-left and upper-right graphs would suggest that the standardized coefficients based on the NHIS multiply imputed clinical data should be close to both those based on the NHIS self-reported data and those based on the NHANES clinical data. This is borne out in the lower-left graph (which is analogous to the comparison of prevalence rates in Table III ) and the lower-right graph, respectively, except that there is a hint of slight attenuations in some of the coefficients obtained from the NHIS multiply imputed clinical data. Note: Certain records were excluded from the data for this study, as discussed in Section 2.1.2. One possible explanation for the apparent slight attenuations in some of the coefficients based on the NHIS multiply imputed clinical data is that the relations between the outcomes and the predictors in the logistic regression models of Table V were not fully reflected in the imputation models. It is a standard advice that all variables to be used in analyses of imputed data should also be included in the imputation model, to avoid attenuation (see, e.g. [38] ). Recall that many predictors entered the imputation models only through the estimated propensity scores. Thus, although the use of propensity score modeling and subgrouping appears to have been mostly effective, the effort to use parsimonious models might have resulted in slight attenuations. Such apparent attenuations also occur when the clinical data in the NHANES are treated as missing and multiple imputations are created for them. See Figure 2 , which compares NHANES estimates based on the multiply imputed clinical data to those based on the actual clinical data.
As was the case with prevalence rates (Section 4.1), multiply imputing clinical values for a large sample using models derived from a smaller sample with known clinical values appears to result in more precise estimates than those based on the smaller sample alone. The ratios of the estimated standard errors of the estimated coefficients based on the NHANES clinical data to the corresponding estimated standard errors based on the NHIS multiply imputed clinical data have the following five-number summary: minimum = 1.39, lower quartile = 2.41, median = 3.08, upper quartile = 3.84, and maximum = 11.05. Moreover, a large majority (88 per cent) of the ratios are less than or equal to 4.1, as would be expected given the relative sizes of the samples from the two surveys (see Section 4.1). These results on precision should be interpreted subject to the caveats given regarding the comparisons of precision at the end of Section 4.1.
Limitations, practical considerations, and areas for future research
Assumption of portability
An issue that typically arises when information is combined across data sources is portability, that is, whether a model fitted to one of the data sets applies to the other(s). Section 3.1.1 discussed how subclassification based on the propensity score for survey membership was used to enhance portability by creating subgroups with similar covariate distributions across the NHANES and the NHIS.
Differences in context between the two surveys could also be a source of partial lack of portability. Specifically, although the self-report questions about conditions are comparable across the surveys, answers to self-report questions in the NHANES could differ systematically from those given in the NHIS because the respondents in the NHANES know that they will be examined subsequently. This could be more of an issue for items that might be somewhat sensitive, such as height and weight. (Note that in Tables I and III , the NHANES self-report obesity rates are always a few percentage points higher than the corresponding NHIS self-report obesity rates, whereas the self-report hypertension and diabetes rates are more similar between the surveys.) If it were the case that self-reported values are closer to clinical values in the NHANES than they are in the NHIS, then the procedures discussed in this paper might lead to conservative adjustments for self-reporting in the NHIS, and results based on the multiply imputed values in the NHIS might not be expected to perfectly match those based on the clinical values in the NHANES. Supplemental studies to address such portability issues would be a useful area for future research.
Issues of uncongeniality
The term 'uncongeniality' [27] refers to situations in which the model used for imputation is incompatible in various ways with the model used for analyzing the data completed by imputation. One type of uncongeniality, owing to not including the data used in fitting the imputation model (the NHANES in this study) in the final data set to be used by analysts (the NHIS in this study), was discussed earlier (see, e.g. Section 1.2).
A second type of uncongeniality could arise when final analyses of the completed data include variables that were not included in the imputation model; this could occur especially if imputations were created for a rich, large-scale survey such as the NHIS. If such omitted variables actually have sizable effects in the final analyses, leaving them out of the imputation model could result in attenuation of the effects. A possible example of such attenuation was discussed in the evaluation of estimated logistic regression coefficients in Section 4.2. If, on the other hand, the omitted variables are 'irrelevant' in the final analysis, then results in [27] suggest that leaving them out of the imputation model will not bias point estimators, but will result in conservative multiple-imputation inferences. Two implications of the omitted-variables issue are that (a) as many relevant variables as possible should be incorporated into the imputation model and (b) documentation of the imputed data should make clear which variables were included in the imputation model, so that subsequent analysts can take the information into account.
Incorporating complex sample design features in the imputation models
The standard advice for multiple imputation (e.g. [38, 39] ) is to incorporate complex sample design features (stratification, clustering, weighting) into imputation models to the extent possible. In the type of problem discussed in this paper, however, it is difficult to fully include the complex sample design features in the imputation models because the sample designs differ across the two surveys. Thus, for example, if survey weights for the NHANES were included as predictors in an imputation model, those weights would not have meaning as predictors if the model were used to create imputations for the NHIS, because the weighting schemes differ across the two surveys. Nevertheless, to the extent that common variables from the two surveys are related to the features of the two sample designs, inclusion of those variables in the imputation models, as was done in this study via the use of propensity scores, will help to reflect the sample designs in the imputation models.
The imputation models used in this study did not include contextual variables such as county-level characteristics in the imputation models, which would have likely helped to reflect clustering in the two surveys further. If the two surveys had the 
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same clusters, some other possibilities for reflecting the clustering would be to include indicators or random effects for the clusters in the imputation models; or to implement the imputation process separately within the clusters. The three approaches just discussed (incorporating contextual variables, including cluster indicators or random effects, or imputing within clusters) would require detailed geographical information for the surveys. Such information was not available in this study, because the study used public-use files for the NHIS and the NHANES, which do not include detailed geographical information for reasons of confidentiality. In an actual application by a data producer, however, detailed geographical information would be available.
Possible refinements of modeling
Several refinements to the modeling used in this study are possible, and they would be worth further research. For example, although the methods used for imputation (Section 3) incorporated features of 'less parametric' approaches such as hot-deck imputation by first creating subgroups based on the estimated propensity scores for survey membership, the procedures within subgroups could be made less parametric as well via use of semi-parametric models (e.g. spline functions or generalized additive models). Another example of a refinement would be to use an approach that borrows strength across the propensity score subgroups. This could result in increased efficiency, and the efficiency gains could allow the incorporation of additional predictors, which could mitigate possible attenuation such as that discussed in Sections 4.2 and 5.2.
Application with incomplete data on predictors
As mentioned in Section 2.1.2, cases with missing data on any of the common variables listed in Table II were excluded from this study for simplicity. In an actual application, however, it would be feasible to include such cases. For example, the missing values on the common variables could be imputed prior to the implementation of the process for imputing clinical values in the large-scale interview survey (the NHIS in this study). This would be analogous to the imputation of missing FPG and HbA1c values in the NHANES that was described in Section 3.2.2.
