Chromonic liquid crystals form when certain molecules are dissolved in a solvent, usually water, and the molecules spontaneously assemble into anisotropic structures. If the density of these structures is high enough and the temperature is low enough, they organize into a liquid crystal phase with orientational and sometimes with positional order also. Chromonic liquid crystals have been studied for more than half a century, yet theoretical, computational, and experimental investigations in the last decade have revealed many more details about them. The molecular structures that form chromonic liquid crystals are quite varied, and as a result the assemblies that these molecules form vary significantly also. Recent research has begun to shed light on these assembly processes, revealing that these too can be quite different from one system to another.
Introduction
The story of chromonic liquid crystals normally starts with the work of Sandquist in 1915 on solutions of phenanthrene sulfonic acid, in which he describes optical textures under a polarizing microscope that reveal the existence of a liquid crystal phase. [1] Reports of other scientists continue in the years after, but independent work by Jelley [2, 3] and Schiebe [4] on pseudoisocyanine chloride (PIC) brought significantly more attention to the idea of molecular assembly. Researchers working to understand the efficacy of a new asthma drug initiated the more recent work on chromonics when they published X-ray and optical data on disodium cromoglycate (DSCG). [5] It did not take long before people realized that the two liquid crystal phases identified in this work were composed of columns of stacked molecules. [6] During this period, other chromonic systems were discovered, including some azo dyes, [7] xanthone derivatives, [8, 9] and cyanine dyes. [10] Soon thereafter it was realized that work on some nucleic acids revealed similar behavior. An extensive review of all of this work was written by Lydon in 1998. [11] More recent reviews describe what has been learned since that time and together do an excellent job of covering the entire field. [12] [13] [14] [15] [16] [17] It was realized fairly early that the assembly process that formed the columns of stacked molecules is close to isodesmic, meaning that the change in free energy for a molecule joining the stack is nearly independent of the number of molecules in the stack. [11] This means molecules begin to associate at extremely low * Corresponding author. Email: pcollin1@swarthmore.edu concentrations, with the numbers and average size ofthe assemblies increasing as the concentration increases. In particular, there is no threshold at which assembly formation begins as is the case with the formation of micelles in amphiphilic systems. The onset of liquid crystallinity critically depends on the size and density of assemblies, so it appears as a phase transition, although a wide coexistence region, on the order of 10 K, is usually present. The formation of a liquid crystal phase at room temperature for systems undergoing isodesmic assembly occurs when the concentration is typically between 10 and 30 wt%. However, there are numerous reports in the literature that some systems behave differently, forming a liquid crystal phase at much lower concentrations (typically below 1 wt%), with indications that a threshold for assembly might be present. These include PIC, [18] cyanine dyes, [10, 19] an azo dye, [10] benzopurpurin 4B, [20, 21] and more recently pinacyanol acetate [22] and IR-806. [23] The working hypothesis is that the assembly structure is more complex and contains water, allowing these larger assemblies to interact and form a liquid crystal phase at significantly lower concentrations.
This review focuses on the assembly process in systems that form chromonic liquid crystals. Molecular assembly is common in nature and is responsible for a wide range of phenomena in fields such as material science and biology, just to name two. While significant scientific research has shed light on the assembly process in many systems, such is not the case for the compounds that form liquid crystal phases. Most of the work on chromonic liquid crystals has 2 P.J. Collings et al. been devoted to understanding either the structure of the assemblies or the properties of the liquid crystal phases. It is the research that has revealed information about the assembly process that is described here. Most of this work is quite recent and includes theoretical, computational, and experimental investigations. It has also been aided by efforts to image the assemblies using cryo-transmission electron microscopy. [24, 25] 2. Simple models of assembly It is worthwhile to begin a discussion of the models of the assembly process with the most simple ones. There are two reasons for this. First, more complex assembly models are in some senses extensions of the simple models. Second, in the case of chromonic liquid crystals, the simple models correspond to what is observed in some cases. Typically, models of assembly are described either through a series of reactions or by determining the partition function of the system. The former is used in this review, but general references that describe each of them are available. [26, 27] 
Isodesmic assembly
In the isodesmic assembly model, the change in the free energy for the addition or subtraction of a molecule from an assembly is independent of the size of the assembly. This can be described by a series of chemical reactions, all of which involve one molecule and an assembly, but with the equilibrium constant the same for all reactions. 
Here A 1 represents a single molecule, A i represents an assembly of i molecules, K is the equilibrium constant for all of the reactions, and the brackets denote concentrations. The system is constrained because the number of single molecules in solution plus the number of molecules in assemblies of any size must add up to the total number of molecules in the system. If C T is the total concentration of molecules in the system and if C i = [A i ] is the concentration of assemblies of size i, then the following equation describes the constraint.
After performing the summation with KC 1 < 1, this yields
which results in a quadratic equation with the following solution for C 1 and α 1 , the fraction of single molecules in solution.
and
The concentration of the assemblies of different sizes and the fraction of molecules in each size of assembly, α i , are then
Notice how convenient it is to work with the fractions of molecules in each size of assembly, since they depend only on the product of K and C T because KC 1 depends only on product of K and C T . How some of the fractions depend on C T is shown in Figure 1 , where several α i are plotted against KC T . Note also that the concentration of assemblies of different size C i is an exponential function of i with a characteristic size of −1/ ln (KC 1 ).
As is evident from Figure 1 (a), the formation of assemblies is a continuous process. A small number of small assemblies form at extremely low concentration, and the number and average size of the assemblies increase as the concentration increases. There is no threshold concentration for assembly formation.
Cooperative assembly
In isodesmic assembly, molecules are added or subtracted from an assembly one at a time. There are no interactions between molecules not already in the assembly during the addition process, and no interactions between molecules in the assembly during the subtraction process. This contrasts to cases in which more than one molecule is involved in creating or destroying an assembly, the simplest being when a specific number of molecules is necessary to form an assembly. Such a process is called "cooperative", because interactions between the molecules play a necessary role. Perhaps the best example of such a process is the formation of micelles in amphiphilic systems. Only full, spherical micelles form, meaning that all assemblies contain a specific number of molecules.
The case in which all assemblies have N molecules is particularly easy to model. There are only two species present, a molecule A 1 reaction, and one constraint.
where
is the concentration of assemblies of size N. Combining the two equations results in a N th order equation that needs to be solved, which can be simplified by multiplying each term by K E .
Rather than solving the N th order equation, one can specify values for N and K E C 1 , use them to calculate K E C T , and then find α 1 and α N from the following relations.
The results of such calculations are shown in Figure 2 , where both α 1 and α N are plotted as a function of K E C T . Notice how the assembly process gets more and more abrupt as N increases, approaching a discontinuity in the slope at K E C T = 1 as N → ∞. Since all of the processes shown in Figure 2 involve N > 2, they are all cooperative; the ones with large values of N represent highly cooperative assembly processes.
More complicated models of assembly
The typical way assembly models become more complicated is by combining simple models. If an assembly process consists of two steps in which the first step must occur before the second step happens, then it usually can be modeled by having a simple model describing each step. 
Quasi-isodesmic assembly
The experimental evidence for some systems is that the formation of an assembly of two molecules is governed by one equilibrium constant, while adding a molecule to an assembly of two or more molecules is described by a different equilibrium constant. This results in the following reactions and equations, where K 2 = ρK is the equilibrium constant for two molecules forming an assembly and K is the equilibrium constant for adding a molecule to assemblies of two or more molecules.
. . . . . .
The constraint equation can be written as follows :
Again, instead of solving a cubic equation for C T , one can start with values for ρ and KC 1 , generate a value for KC T , and determine the value of α 1 = KC 1 /KC T . Knowing α 1 , the values for α i can be found using Equation (9) , that is,
One can see how this assembly process works by looking at Figure 3 . If ρ < 1, the formation of assemblies of two molecules is the rate-limiting step and threshold-like behavior can be present (the smaller ρ is, the sharper the threshold). The fractions of molecules in different sizes of assemblies are not shown in Figure 3 because they are quite small, that is, the distribution of assembly sizes is very broad.
Activation and growth assembly
Another model with the potential for a rate-limiting initial reaction is the activation and growth model. Here the first step of the assembly process is the change of a molecule to an activated state before it can join, one molecule at a time, with other activated molecules or assemblies. One example of such activation is a conformational change that is necessary for molecules to form weak bonds with each other. Normally, the addition of activated molecules to already formed assemblies is assumed to be isodesmic. The reactions involved are therefore as follows, with activated molecules denoted with an asterisk and K A the equilibrium constant for the activation reaction.
. (11) As before, the concentrations of the assemblies can be expressed in terms of the concentration of unactivated molecules and the two equilibrium constants, yielding a slightly different constraint equation.
For computational ease, values for K A and K A KC 1 are first specified, then K A KC T is calculated from Equation (12), after which the fractions of unactivated, activated, and assemblies of activated molecules (α 1 , α of the fraction of single molecules (unactivated and activated) as a function of K A KC T . It is interesting to note that a small equilibrium constant for the activation reaction produces the same type of effect as a small equilibrium constant for the first reaction in an otherwise isodesmic assembly process, that is, compare Figures 3 and 4 . In fact, these two models have been shown to be nearly equivalent in general and exactly equivalent when the equilibrium constant for the initial reaction is much, much less than the growth equilibrium constant. [28] 
Nucleation and growth assembly
In the nucleation and growth assembly process, the first reaction is N molecules coming together to form an assembly with an equilibrium constant K N . Single molecules can join an assembly of N or more molecules in a reaction governed by an equilibrium constant K. As with the activation and growth model, the addition of single molecules to assemblies is usually assumed to be isodesmic. With these assumptions, the equilibrium reactions take slightly different forms.
)
The constraint equation is different also.
(14) After performing the summation and letting σ be defined by K N = σ K N −1 , this yields
Given values for the parameters C T , N, K, and σ , the concentration of molecules C 1 can be calculated. The concentrations of assemblies of all the other sizes can then be calculated using Equation (13) . Again, solving Equation (15) involves an equation of N th order. A more simple way to perform the calculation is to multiply both sides of Equation (15) by K,
First a value for KC 1 is chosen. Then, Equation (16) 
Instead of graphing α 1 , the fraction of molecules in assemblies, α N , is plotted versus KC T in Figure 5 for a fixed value of σ and a wide range of nucleus sizes N. Notice that as the nucleus size increases, the onset of assembly formation gets more abrupt. In the limit of infinite nucleus size, the plot would have a discontinuous slope at KC T = 1. It should be pointed out that the same progression toward a more abrupt threshold results if N remains constant and σ is decreased. So far the discussion of all the models has been for constant temperature. It is important to understand how temperature enters into a model, and the nucleation and growth model can be used to illustrate this. If one assumes that the growth equilibrium constant K depends on the absolute temperature T as follows:
where G is a Gibbs free energy change, R is the gas constant, and K 0 is the proportionality constant, then plots showing how the fraction of molecules in assemblies depends on temperature can be generated for a specified total concentration C T . An easy way to do this is to specify KC 1 , determine KC T using Equation (16) , then calculate α N , and finally pair these values with a temperature
. Such plots are shown in Figure 6 , where the various parameters have been chosen so the process occurs over a suitable range of temperatures near room temperature (C T = 0.2 wt%, G/R = −8600 K, and K 0 = 2.5 x 10 −11 wt% −1 ). Notice again that the assembly process begins more and more abruptly with decreasing temperature as the size of the nucleus increases.
Sharp threshold limit
Instead of plotting the fractions of molecules that are either single α 1 or in assemblies α N , it is instructive to look at how KC 1 depends on KC T as N is varied in the nucleation and growth model. This is shown in Figure 7 , where it is clear that in the limit of an extremely sharp threshold, KC 1 = 1 for values of KC T above the threshold value of KC T = 1.
Thus, Equation (17) indicates that there is a threshold temperature T * , with K 0 e − G/(RT * ) C T = 1, above which there are no assemblies. If T < T * , then α N = 1 − α 1 = 1 − (1/KC T ). Substituting K from Equation (17) into this expression and using the definition of T * yield an expression for the fraction of molecules in assemblies as a function of T, originally formulated by van der Schoot. [29] 
This sharp threshold limit is shown in Figures 6 and 7 .
Kinetics of the assembly models
The easiest kinetics experiment to perform on chromonic liquid crystal systems is to start with a solution in which there are assemblies in equilibrium and quickly cause a decrease in concentration by diluting with water. Since the system is no longer in equilibrium, the concentrations of single molecules and the different sizes of assemblies will change, eventually reaching an equilibrium condition appropriate to the new concentration. experiment is to subject a solution in equilibrium to a sudden increase in temperature. This changes the equilibrium constants and therefore forces the solution to adopt the molecular and assembly concentrations dictated by the new equilibrium constants. Finally, kinetics experiments can be done by rapidly changing the solvent conditions, which is another way to alter the equilibrium constants. A good example for chromonic liquid crystal systems is to add salt to the solution, which causes the equilibrium constants to change much as a change in temperature does. Since the dilution experiments are the easiest, a few examples of what theory predicts are discussed for this type of experiment.
In the case of isodesmic assembly, the starting point is an equilibrium distribution of assemblies, with each assembly of size i having an initial concentration C i (0). Then, a set of differential equations is written to reflect how a concentration C i (t) can increase and decrease. In general, there are four terms in each equation, representing two addition reactions with rate constant k + and two subtraction reactions with rate constant k − . The two forward reactions either increase or decrease C i (t), as is also true for the two reverse reactions. If an assembly of size M is the largest to be considered in the calculation, then C M (t) can only change due to the addition of a molecule to an assembly of M − 1 molecules or the subtraction of a molecule from an assembly of size M. In addition to these differential equations, there is the constraint relationship regarding the total concentration of molecules in the system. These equations are sometimes referred to as the master equations, which usually must be solved numerically given the initial concentrations C i (0). [30] [31] [32] 
As an illustration of such a calculation, consider a system at equilibrium with the distribution of assembly sizes given in Figure 8 (a) (the average assembly size is 2.3). Imagine the system is then diluted with 10 times as much water, meaning that the concentrations C i (t) are 11 times less. Solving the master equations shows how the C i (t) change to a new equilibrium with the distribution of assembly sizes given in Figure 8 (a) (the average assembly size is 1.2). The kinetics of the change for the five smallest assembly sizes are shown in Figure 8 (b), where the large increase in single molecules and the decrease in larger assembly sizes are evident.
To illustrate the reverse kinetics, that is, assembly formation, the calculation starts with the equilibrium distribution of assembly sizes for the final state of the previous calculation. Then, the master equations are solved for the condition in which the forward rate constant is 11 times larger, which results in an equilibrium distribution of assembly sizes equal to the starting state of the previous calculation. This is shown in Figure 9 . An illustration of the kinetics for a more complex model is also enlightening. The set of master equations is more complicated, but still entails a number of differential equations plus the constraint relationship. For the nucleation and growth assembly model with N molecules in the nucleus, the master equations take the following form.
Here forward and reverse rate constants, k N + and k N − , have been introduced for the first reaction given in Equation (13) .
As two examples of kinetics calculations for the nucleation and growth assembly process, consider a 10:1 dilution of a system with a distribution of assembly sizes. Of course, the initial concentration and all the rate constants must be specified, but as before, the initial distribution of assembly sizes is first determined, with these being used as the initial concentrations after being divided by the dilution factor. Figure 10 (a) shows the result of such a calculation for different beginning total concentrations. In all cases, the system initially starts with some of the molecules in assemblies and the 10:1 dilution is enough to ensure that at the end, there are no molecules in assemblies. Notice that for the rate constants chosen, the kinetics speed up as the total concentration decreases. This makes sense since the average size of the initial assemblies decreases as the total concentration decreases. Also shown in Figure 10 (b) is what happens when the two forward rate constants, k N + and k + , are increased by a factor of 2.5. For the three concentrations in the figure, the initial condition has no molecules in assemblies, but after the rate constants are increased, assemblies start to form, ending up with both single molecules and assemblies. The kinetics are faster, the higher the concentration.
The kinetics for the nucleation and growth model are extremely interesting because the reaction rates for the nucleation reaction and the growth reactions need not be similar. This means that the assembly and disassembly processes occur via two steps, with one being the rate-limiting reaction. The following example assumes that the nucleation reaction is the rate-limiting step since that turns out to be the case in one of the experiments on a chromonic liquid crystal. Figure 11 shows the time evolution of the fraction of molecules in assemblies of size N or larger, namely α N = 1 − α 1 , due to a 10:1 dilution. Since the growth reactions are fast, the initial, rapid drop in the fraction of molecules in assemblies is due to the fast buildup of assemblies of size N, thus "speeding up" the normally slow reverse nucleation reaction. Once this buildup is over, all that is left is the slow breakup of the remaining assemblies of size N.
Computational investigations of the assembly
process There is a rich history of computational calculations involving the spontaneous assembly of molecules. Some of it is detailed in review articles that are referenced earlier. [11, 12, 17, 26, 27, 29] Since an exhaustive discussion is beyond the scope of this review, examples are chosen from computations that are formulated with chromonic liquid crystals in mind. These usually discuss both the assembly process and the formation of liquid crystal phases, although only the former is included in what follows.
Non-atomistic models
One of the first theoretical attempts to include a description of both the assembly process and the liquid-crystalline ordering properties is the work of Taylor and Herzfeld. [33] [34] [35] and planar). The system free energy has terms representing ideal mixing, association, and inter-assembly interactions.
In the case of rod-like assemblies and no inter-assembly interactions, this results in the same predictions as the isodesmic model based on chemical reactions. That is, if − fk B T is the association free energy change per monomer, then the equilibrium constant times the total concentration KC T in the chemical reaction isodesmic model is equal to φ e f , where φ is the volume fraction (volume of all of the molecules divided by the volume of the solution).
1 So for example, the average assembly size i can be written in two ways.
[36] Also considered is the case of cylindrical assemblies with spherical end caps. It is assumed that N molecules are needed to form two end caps, meaning there are no assemblies made up of less than N molecules. Molecules can be added to the cylindrical part of the assemblies one-by-one, meaning that each assembly is made up of N molecules in the end caps and any number of molecules in the cylindrical portion. If free energies of association are defined by − f 0 k B T and − f 1 k B T for the spherical and cylindrical regions, respectively, the calculation follows the nucleation and growth assembly model discussed previously. For example, for the nucleation and growth model when σ and N are large, the concentration for the onset of assembly formation (the critical micelle concentration) is approximately given by 1/( twice its diameter. The six outer spheres interact with the solvent spheres just as the solvent spheres interact with each other, namely through a square-well potential with a hard core equal to the sphere diameter and an attractive region extending out to three-halves of a sphere diameter. Parameters for the simulations are set for the purpose of investigating the formation of both linear assemblies and lyotropic liquid crystal phases.
Although the results of the simulation follow the isodesmic assembly model, one of the most interesting findings stems from using the simulation to determine the average equilibrium constant for adding a disk to assemblies of various sizes (still in the isotropic phase). The expectation is that the equilibrium constant should depend on temperature according to Equation (17) and not be concentration dependent. This is borne out by the simulation, but only at intermediate volume fractions (0.3 < φ < 0.6). For lower and higher volume fractions, especially at low temperatures, the equilibrium constant does not follow Equation (17) and varies with concentration. The conclusion is that at high enough temperatures, this model system acts as one would expect from an isodesmic assembly model. But such is not the case for lower temperatures and the reason may be associated with the nearness of the limit of complete assembly in which the distribution of assembly sizes is flat.
A continuation of this work is a Monte Carlo simulation that utilizes a nine hard sphere, bonded diamond-shaped structure along with the seven-hard sphere disk structure just discussed. [38] The six outer spheres of the seven sphere disk-shaped structure are hydrophilic and the central sphere is hydrophobic. For the nine sphere diamondshaped structure, the seven spheres that form a disk are hydrophobic and the two spheres on opposite sides of this disk are hydrophilic. The attractive interaction among hydrophilic spheres and spheres representing water are modeled with a Lennard-Jones potential. Hydrophobichydrophilic interactions are modeled by a truncated and shifted Lennard-Jones potential. The simulations reveal the formation of assemblies for the diamond-shaped structures but not for the disk-shaped ones. Two results from the simulations with the diamond-shaped structures have direct bearing on how well this simulated system follows the isodesmic assembly model. First, a plot of the average size versus volume fraction follows a power law with an exponent of around 0.6 for average sizes below 10, but the exponent seems to increase significantly when the assemblies are larger than this. Equation (21) predicts that for average assembly sizes less than 10, the exponent should be slightly less than 0.5, with the exponent approaching 0.5 for larger average sizes. Second, the free energy between a disk and a single disk, two disks, and three disks varies somewhat. Both of these findings question whether the assumption of isodesmic assembly is always an appropriate one. The curves use a modified version of Equation (21), namely with the total concentration ρ taking the place of φ, f given as lnK a , and κρ added to
In a slightly different simulation, the Monte Carlo method is used for hard spheres which can bond together with a bond energy (in units of k B T) specified as ln(K a ), where K a is the association constant, independent of assembly size. [39] In addition, the bending potential for the angle between any three consecutive bound spheres is an infinite square well between θ min and θ max and no junctions or branch points are permitted. The values of θ min and θ max determine the persistence length of the assembly p , given in units of an hypothetical distance d. The average assembly size varies with total sphere concentration as predicted by Equation (21) , at least at low sphere concentration. The simulation results at higher sphere concentration correspond to an isodesmic assembly model that takes into account end effects, since the excluded volume of a sphere at the end of the assembly is greater than that for an interior sphere. This amounts to adding a term κφ to f in Equation (21) . As can be seen from Figure 12 , this produces excellent agreement with the simulation results. Notice also that assembly size does not depend on p , because assembly is governed by K a alone. The distribution of assembly sizes in the isotropic phase is a decreasing exponential function of assembly size as in the isodesmic assembly model, but this breaks down in the nematic phase where the data approximate a sum of two exponential functions.
In between cylinder ends. [40] The shape of the attractive potential is tuned slightly to promote the formation of linear as opposed to branched assemblies. Aspect ratios L/D of 0.5, 1, and 2, along with binding energies ranging from 0 to 12 k B T are examined. The average number of cylinders in assemblies grows slowly with volume fraction in the isotropic phase, after which it increases much more rapidly with volume fraction in the nematic phase. In the isotropic phase, the concentration of different assembly sizes decreases exponentially with increasing size up to a size of about 60, in accordance with the isodesmic assembly model.
Atomistic models
Recently, researchers have been able to simulate the behavior of large numbers of actual chromonic liquid crystalforming molecules in solution. One of the first molecules investigated in this way was 3-
The structure of the NMI molecule is shown in Figure 13 (a). A semi-empirical quantum mechanics code is used to determine the conformation and electronic structure of NMI in water. Then, a molecular dynamics algorithm is utilized to follow the behavior of multiple molecules in water. Starting with a random distribution of molecules, stacks of molecules form during the simulation. The calculated X-ray diffraction pattern using the results of the molecular dynamics simulation displays a peak corresponding to a stacking distance of 0.33 nm. The stacks are not always of single molecules; often stacks of three-and four-member rings are observed. The calculated stacking free energy changes per molecule are about 2 k B T for single stacks and approximately 6 k B T for four-member rings, with roughly 40% of the free energy change due to the π -π interactions between neighboring molecules in a stack. A more detailed simulation concerns the disodium salt of 6-hydroxy-5-[(4-sulfophenul)azo]-2-naphthalene sulfonic acid or Sunset Yellow FCF (SSY) shown in Figure 13 More recent work addresses assembly in a nonionic system, namely 2,3,6,7,10,11-hexa-(1,4,7-trioxaoctyl)-triphenylene (TP6EO2M), the molecular structure of which is in Figure 15 . [43] Again molecular calculations are first carried out, followed by molecular dynamics simulations of a collection of molecules in water. Two force fields are used; one produces results differing significantly from experimental observations but the other results in simulations in accord with experiment. Assembly occurs quickly in the simulations, with dimers and trimers showing up within 10 ns, 2 stacks of 2 and 6 molecules appearing within 50 ns, and a stack of 8 molecules resulting after 90 ns. Two stacking distances are examined in the stack of 8 molecules: an inter-molecular distance between the center of mass of 2 neighboring molecules and an interlayer distance defined perpendicularly from the molecular planes of 2 neighboring molecules. The former distance averages about 0.46 nm and the latter distance is 0.37 nm on average. This difference indicates that the molecules are offset from one another in the stack. The free energies of association are a bit larger for these molecules, 17.5, 14.5, and 14.4 k B T for binding a molecule to another molecule, a dimer, and a trimer, respectively. Again, the quasiisodesmic character of the assembly process is revealed by the slightly larger free energy for dimer formation over the addition of a molecule to a stack of molecules (see Figure 16 ). The simulation also demonstrates that the average number of water molecules around the oxygen atoms in the chains decreases when a single molecule joins a stack of molecules.
A thermodynamic analysis is also useful in the simulations. Determining the free energy of association of a molecule to a stack of three molecules for different temperatures allows the free energy to be decomposed into enthalpy and entropy contributions. Over a temperature range of 280-320 K, the enthalpy is relatively constant at roughly −12 k B T while the temperature times the entropy increases from around 16 k B T to about 19 k B T. In general, although both contributions favor forming assemblies, the entropy contribution is greater than the enthalpy contribution.
Atomistic simulations are extremely intensive computationally, encouraging efforts to find faster methods. One such "course graining" technique also deals with the assembly of TP6EO2M. Instead of starting with the actual molecule, a simpler structure for a dissipative particle dynamics simulation is employed. [44] The triphenylene core is represented by a hexagon with 12 particles on its perimeter and 7 internal particles. Each ethylene oxide chain is represented by 3 particles. The particles making up the core are different from the particles in the chains. The dissipative particle dynamics parameters are chosen to encourage micro phase segregation, allowing the ethylene oxide arms and water to freely mix, but keeping the triphenylene core separate. The reduced number of particles allows the simulated system to contain many more "molecules". One result of the simulation is that the preference for dimers over monomers is greater than expected for an isodesmic assembly process. This preference is quantified by constructing Van't Hoff plots of ln K versus 1/T, from which it is found that the association enthalpy for dimer formation and assembly growth are very similar at −15.2 k B T, but the entropy for dimer formation and assembly growth are −9.0 k B and −10.6 k B , respectively. While these values differ from the atomistic simulations, it is noted that the parameters of the dissipative particle dynamics simulation can be tuned to give the association enthalpy that results from atomistic simulations in dilute solutions. 6. Experimental investigations of the assembly process The main experimental techniques that are used to study chromonic liquid crystals are X-ray diffraction and optical investigations such as polarized optical microscopy and optical spectroscopy. Also of use are nuclear magnetic resonance (NMR) experiments and light scattering investigations. Some of these experiments reveal information on the assembly process, and it is these that are addressed in what follows. It is beyond the scope of this review to include all of the work; recent reviews, however, provide a much more comprehensive summary. [11] [12] [13] [14] [15] [16] [17] 6.1. X-ray measurements X-ray diffraction provides critical information on the assembly process in chromonic liquid crystals. The first report on DSCG (see Figure 17 (a) for its chemical structure) includes X-ray measurements done in two liquid crystal phases. [5] Two results from this and later work point to a rod-like assembly structure made from stacks of molecules. The first piece of evidence is a reflection indicating a repeat distance of 0.34 nm that is independent of concentration and temperature. This distance is typical of the separation between aromatic structures, including the atomic planes in graphite and the separation of base pairs in DNA. The conclusion is therefore that the assemblies involve molecular stacking. The second result is the observation of a reflection that represents a much larger distance and varies with concentration. This is noteworthy due to some very simple geometrical ideas on how structures of different shape respond to changes in concentration. The best way to see this connection is to consider volume fraction φ instead of concentration. , as expected for long rods. [45, 46] Thus, models for linear assemblies are the ones appropriate for these systems.
The results of a much more recent X-ray experiment on DSCG are shown in Figure 18 . [47] The refections from both the molecular stacking distance (0.34 nm) and the inter-assembly distance (4.5 nm) are clearly shown, along with some concentration-independent reflections probably associated with the molecular structure of DSCG. The chromonic liquid crystal is oriented by a magnetic field, showing that the direction of stacking is perpendicular to the inter-assembly distance. This is consistent with a stack of molecular planes perpendicular to the long axis of the linear assemblies.
X-ray experiments can be done with the goal of investigating the length of the assemblies. The correlation length corresponding to the stacking of the molecules can be determined from the half-width of the X-ray reflection due to molecular stacking. [48] If this correlation length is taken to be the length of the assembly, then the free energy change due to stacking can be determined if the volume fraction is known. For the chromonic liquid crystal Sunset Yellow FCF, a value of about 5.7 k B T is found. The importance of recognizing that most molecules that form chromonic liquid crystals are charged, should be taken into account. The most simple way to do this is to realize that the free energy change measured in an experiment may be lower by about 2 k B T from the uncharged case due to this repulsive interaction. In later work, the temperature dependence of the correlation length for SSY is used and a value of (4.3 ± 0.3) k B T is obtained. [49] dependent. These results indicate that the assumption of isodesmic assembly is warranted, but it should be viewed as a first step and not exact.
X-ray measurements also show that the assemblies in some liquid crystals are more complicated than a stack of molecules or even a stack of molecules with a crosssection of two or more molecules. For the chromonic liquid crystal pinacyanol acetate, shown in Figure 17(b) , the interassembly distance is as large as 20 nm in the liquid crystal phase, significantly larger than found in such systems as DSCG and SSY. [22] In addition, the concentration of pinacyanol acetate is much lower. Since the dependence of the inter-assembly distance still depends on the volume fraction to the half power, the assembly must elongate in one dimension. These data along with additional data from a point-collimated small angle X-ray diffraction experiment are consistent with a hollow cylinder structure, in which the pinacyanol acetate molecules are in a thin shell around the outside of an inner core of water. The diameter of the assembly is about 4.6 nm, much more than a molecular (a) (b) Figure 20 . Variation of the peaks due to single molecules and molecules in assemblies with temperature and concentration for pinacyanol acetate (from Ref. [50] ). (a) The concentration is fixed at 0.0075 wt% in a 1 mm cell and the temperature is varied. The spectra can be decomposed into six Gaussian peaks with constant center wavelengths and widths but changing magnitude as the concentration or temperature is changed. (b) The result of the decomposition for room temperature spectra of different concentrations with plots of the magnitude of two peaks, one representing single molecules and one representing molecules in assemblies. These peak magnitude data are fit to the isodesmic assembly model simultaneously, yielding a value for the stacking free energy of 10.3 k B T.
dimension. A similar case is the chromonic liquid crystal IR-806 (chemical structure shown in Figure 19 (a)), in which X-ray diffraction measurements indicate that the inter-assembly distance is about 15 nm.
[23]
Absorption measurements
For many chromonic liquid crystal systems, the absorption coefficient spectrum depends on the distribution of assembly sizes. In some cases, the change is not dramatic. In other cases, the absorption coefficient spectrum possesses multiple peaks that increase and decrease during the assembly process. In the former case, theories for both the assembly process and how the absorption coefficient spectrum depends on assembly size must be combined to interpret the data. This can be done for a number of chromonic liquid crystals using the isodesmic assembly model and the exciton model for the electronic structure, yielding values for the stacking free energy change in the 7-12 k B T range. [21, 45] In the latter case, a peak in the absorption coefficient spectrum can often be assigned to either single molecules or molecules in assemblies. Thus, the magnitude of these peaks can be used to track the fraction of single molecules and the fraction of molecules in assemblies.
An example of such a measurement is shown in Figure 20 for pinacyanol acetate. [50] The absorption measurements can be taken at constant temperature or constant concentration. The latter are usually more consistent with each other, so the absorption coefficient spectra at a very low concentration and varying temperature for pinacyanol acetate are shown in Figure 20 (a). All of the spectra, even spectra at higher concentrations, can be decomposed into six Downloaded by [ Gaussian peaks. The center wavelength and full-width at half-maximum (FWHM) of each peak do not change with concentration; only the magnitude of the peak changes. Shown in Figure 20 (b) is how the peak at 600 nm due to single molecules and the peak at 512 nm due to molecules in assemblies change with concentration at room temperature, along with a fit to the isodesmic assembly model, Equation (4), for both single molecules and molecules in assemblies simultaneously. The best fit value for K is 204 wt% −1 , which can be converted to a stacking free energy change through KC T = φ e f , because φ is proportional to C T at these low concentrations. The result is a stacking free energy change of 10.3 k B T. Similar measurements on IR-806 yield a stacking free energy change of 9.0 k B T. [23] It is interesting to check whether these data are consistent with a simple dimerization reaction instead of isodesmic assembly. When the data of Figure 20 (b) are fit to a reaction in which two molecules form a dimer, the fit is not as good, with a χ 2 value 32% higher. When the same check is applied to the IR-806 data, the χ 2 value increases by a factor of over 4 for the fit to dimerization. [23] An example that in some ways falls between the two cases outlined above are the UV/VIS measurements on Acid Red 266 (see Figure 19(b) ). [51] Although there is little structure in the absorption spectrum, the spectrum can be decomposed into the split bands due to assembly. Although it is not possible to distinguish dimerization from isodesmic assembly, the enthalpy driving the reaction is found to be (−8.9 ± 0.2) k B T with a positive entropy times temperature of about 0.8 k B T. From determinations of the single molecule concentration as a function of total concentration, a stacking free energy change of about 12 k B T can be calculated. [45] Absorption measurements have also been done in the isotropic phase near the transition to the liquid crystal phase to see if the assembly process continues to be continuous at higher concentrations. These experiments involve measurements of the absorption coefficient at one wavelength as the temperature is varied. The absorption coefficient varies linearly over a wide range of temperature in SSY, but in DSCG there is a sharp change in slope roughly 10 K above the nematic-isotropic coexistence region. [46] There seem to be two classes of chromonic liquid crystals. One forms a liquid crystal phase at room temperature for concentrations somewhere in the vicinity of 10 wt% (the range is actually quite wide, from less than 10 wt% to over 30 wt%). The other class forms a liquid crystal phase at room temperature for much lower concentrations, typically less than 1 wt%. When the assembly process is probed at extremely low concentrations, both classes more or less act the same, with something close to isodesmic assembly and a stacking free energy in the 10 k B T range. Actually, the systems that form a liquid crystal phase at the low concentrations tend to have a higher stacking free energy change. Whereas this nearly isodesmic assembly process seems to continue right to the formation of the liquid crystal phase for the first class of materials, such is not the case for the second class. For at least some of the compounds that form a liquid crystal phase at concentrations below 1 wt%, there is a second step in the assembly process at higher concentration but before the liquid crystal phase forms. Initial investigations of this second step are producing evidence that it is not continuous, but closer to a process with a sharp threshold.
The system from this second class that has received the most attention is IR-806. In order to perform a thorough thermodynamic analysis, measurements are taken with both concentration and temperature being varied. [52] Varying the temperature at constant concentration turns out to be a much more precise technique, since precise control of the concentration is more difficult than controlling the temperature. For IR-806, this second step occurs over about a 25
• C range that varies with concentration. As can been seen from Figure 21 , for a 0.4 wt% sample the range is from 10
• C to 35 • C. [53] At temperatures above this range, the spectrum is dominated by a peak at 660 nm. At temperatures below this range, a peak at 830 nm dominates the spectrum. Notice the well-defined isosbestic point at 723 nm, indicating that there are only two absorbing species involved. One must be the intermediate assemblies that result from the quasi-isodesmic assembly process and the other must be the large assemblies that form as a result of this second step in the overall assembly process. By performing similar experiments at concentrations below and above 0.4 wt%, pairs of points in the temperature-concentration plane with the same absorption coefficient spectrum can be identified. If these (18), and yields a value for the enthalpy during growth of (−65.4 ± 0.9) kJ/mol. Reprinted with permission from Journal of Physical Chemistry B. Copyright 2014 American Chemical Society. [52] are assumed to represent the same assembly condition, a modified form of the van't Hoff equation can be used to estimate the enthalpy of this reaction, which turns out to be − 50 kJ/mol. [52] A more precise analysis can be performed by decomposing the absorption coefficient spectra at a fixed concentration and determine the magnitude of the 830 peak (representing the large assemblies) as a function of temperature. If the magnitude of this peak is assumed to be proportional to the number of intermediate assemblies in the large assembly, then it can be compared to theoretical predictions. As shown in Figure 22 , the data are consistent with the theory in the sharp threshold limit, Equation (18), and yield a value for the enthalpy of (−65.4 ± 0.9) kJ/mol. In short, the second step of the assembly process in IR-806 is very different from the first step; the former has a sharp threshold while the latter is continuous.
A two-step assembly process is also present in pinacyanol acetate. As assembly takes place at the lowest concentrations, a peak in the absorption coefficient spectrum around 600 nm gives way to a peak around 520 nm in a process that appears to be isodesmic (see Figure 20(a) ). But at higher concentrations starting around 0.5 wt%, two peaks in the vicinity of 620 nm begin to grow at the expense of the 520 nm peak. [54] This is shown in Figure 23 . As will be explained later in the section on kinetics, there is evidence that this step also has a sharp threshold. This is not the first time a two-step process is observed in a system in which self-assembly occurs. For example, oligo(p-phenylenevinylene) derivatives with chiral Figure 23 . Absorption coefficient of pinacyanol acetate solutions at various concentrations (from Ref. [54] ). The second step of the assembly process is evident when the two peaks around 600 and 640 nm appear.
side chains form disordered stacks via an isodesmic assembly process at high temperatures, but upon lowering the temperature nucleation of ordered chiral stacks occurs with a sharp threshold, followed by elongation of the assemblies. Measurements of the circular dichroism reveal data that closely resemble the absorption data in Figure 22 . [55] 
Light scattering measurements
Light scattering experiments are useful in probing assembly processes because they are sensitive to the concentration, size, and shape of the assemblies. For example, while the change in the absorption coefficient spectrum might be attributable to either isodesmic assembly or dimer formation, light scattering can tell the difference. This is illustrated quite nicely when experiments are done on PIC (shown in Figure 24 (a)) at concentrations below and above the concentration at which a sharp, red-shifted absorption band appears. Analysis of the data indicates that just below the appearance of the assembly absorption band, the average number of molecules in an assembly is about 60, and increases to over 1000 as the concentration increases. [56] Likewise, static light scattering measurements on Acid Red 266 at concentrations below 0.05 wt% indicate assemblies with between 200 and 2000 molecules that have a Gaussian coil or worm-like structure. [51] More recent light scattering investigations of chromonic liquid crystals have concentrated on either the isotropic phase near the nematic-isotropic coexistence region or in the liquid crystal phases themselves. As the coexistence region is approached by decreasing the temperature, there is an increase in light scattering for two reasons: (1) the size and concentration of the assemblies is increasing, and (2) pretransitional fluctuations of orientational order are increasing. In an experiment using DSCG, the fact that both of these contribute to light scattering can be verified. In addition, dynamic light scattering results indicate that there are two fluctuating modes: one rapidly slows down as the temperature approaches the coexistence region, but the other remains fairly constant. The first is associated with the relaxation of orientational fluctuations and the second is a diffusion mode of concentration fluctuations. [57] In later work utilizing improved techniques, a change in the assembly process is observed about 12 K above the nematic-isotropic coexistence region. The temperature dependence of the scattering intensity suddenly changes and the intensity autocorrelation function changes shape as shown in Figure 25 . [58] These findings are a clear indication that in DSCG, the nature of the assembly process changes as orientational order begins to set in. This feature is not universal, as similar light scattering experiments on the chromonic liquid crystal Bordeaux dye (chemical structure shown in Figure 24 (b)) do not show this sudden change. [46] 6.4. NMR measurements NMR spectroscopy is a useful tool to probe the assembly process in chromonic liquid crystal systems. When DSCG is dissolved in D 2 O, for example, the deuteron quadrupole splitting is sensitive to DSCG concentration, temperature, and NaCl concentration. [59] Some of the D 2 O molecules are associated with DSCG molecules, and if the DSCG molecules are partially ordered by the magnetic field, then there is a splitting of the deuteron quadrupole resonance. It must be kept in mind that the assemblies align with their axes perpendicular to the magnetic field due to the diamagnetic anisotropy of the individual DSCG molecules. The transition from the isotropic to the nematic phase is quite evident, as is the increase in the nematic order parameter with decreasing temperature and increasing NaCl concentration. Only one splitting is observed, indicating that either there is only one type of water associated with the assemblies (e.g. no inside versus outside water) or that the exchange rate between two such types of associated water is fast enough to average out the difference in splittings. Na-23 NMR spectroscopy is useful for studying systems that contain sodium atoms or systems without sodium atoms but added NaCl. [60] In the liquid crystal phases, the quadrupole splittings increase as the DSCG concentration increases, but eventually start to decrease at higher DSCG concentrations. The effect of added NaCl is monotonic, with the splitting decreasing as the NaCl concentration increases. This may reflect two solvation sites for the sodium ions, each with a different sign of the quadrupole interaction. More interesting for the assembly process is the observation that the FWHM of the single NMR peak in the isotropic phase suddenly starts to increase with decreasing temperature about 10-15
• C above the transition from the isotropic phase to the coexistence (N and I) region. This is interpreted as an abrupt onset of assembly formation (non-isodesmic) and, as has been already noted, is clearly evident in absorption and light scattering measurements on DSCG.
Chromonic liquid crystals with a fluorine atom can be investigated by F-19 NMR spectroscopy. [61] These include some of the azo sulphonic dyes, where a trifluoromethyl group is present. The chemical shift of the fluorine atoms is sensitive to the assembly structure, and in the case of two compounds differing only in the number of sulphate groups, the change of the chemical shift is in opposite directions. As with absorption measurements, it is possible to determine the growth equilibrium constant from the NMR data. Closer examination of the data indicates that for one compound only dimers are formed, but for the other compound larger assemblies are formed. Similar results occur if the compound contains one sulphate group but the trifluoromethyl group is moved to different positions on the aromatic ring. In all cases, the chemical shift decreases with concentration, with some compounds forming only dimers and others forming larger assemblies. [62] Acid Red 266 has a similar structure to these azo sulphonic dyes with a trifluoromethyl group, and F-19 NMR studies reveal a decrease in the chemical shift that is consistent with an isodesmic assembly process. The equilibrium constants determined for Acid Red 266 by NMR and absorption measurements differ by a factor of about 2.5. [51] NMR can be used to study 7,7 -DSCG, a compound similar to DSCG but with the attachment to each chromone group occurring at the 7 position instead of the 5 position (see Figure 26(a) ). As with DSCG, there seems to be an onset of assembly in the isotropic phase 20
• C or so above the transition to the nematic phase. What is different from the similar finding with DSCG is that some birefringence is seen with polarizing microscopy between this onset and the nematic phase transition. Deuterium, O-17, and Na-23 NMR are all useful in such studies. [63] NMR relaxation times are also affected by the assembly process. In Benzopurpurin 4B (molecular structure given in Figure 26(b) ), the spin-lattice relaxation time increased with temperature smoothly across the transition to the liquid crystal phase. On the other hand, the temperature dependence of the spinspin relaxation time increases at the point where the liquid crystal phase begins to form. [20] More recent multinuclear NMR experiments on Sunset Yellow FCF are successful in showing that the hydrazine structure is present in aqueous solution and not the azo structure (the hydrazine structure is shown in Figure 13(b) ). In addition, the proton and C-13 chemical shifts decrease with increasing concentration, indicating that the assembly process causes adjacent aromatic groups to shield these nuclei. A stacked structure with the orientation of the molecule alternating along the assembly is proposed. [64] Even more recent work using high resolution proton NMR allowed the chemical shifts of individual protons to be measured. [65] Seven NMR resonances are followed, and all depend on concentration in extremely similar ways. By following these chemical shifts over a large range of SSY concentration, it is shown that the isodesmic model of assembly is too simple to describe the process from very low concentrations where there are mostly single molecules present to concentrations near the nematic phase where mostly assemblies are present. This is demonstrated in Figure 27 for three resonances, where fits to the isodesmic model using all of the concentration data are shown in Figure 27 (a), and fits to the four lowest and highest concentration data points are shown in Figure 27 (b). It is clear from the figure that the low concentration data are consistent with a much higher equilibrium constant than the high concentration data. The results for the three resonances are consistent, with the low concentration data yielding an average equilibrium constant of 1.78 wt% −1 , and the high concentration data yielding an equilibrium constant of 0.56 wt% −1 . The former indicates a stacking free energy change of 5.5 k B T, which is in good agreement with the X-ray data. [48, 49] In addition, these NMR results are consistent with both theoretical and experimental evidence pointing to the fact that the stacking free energy change in SSY decreases as the concentration is increased. [42, 49] Analysis of the proton chemical shifts can also be done when adding NaCl to low SSY concentrations. At first, this alters the size and shape of the assemblies but not the fraction of assemblies, whereas at higher NaCl concentrations, the fraction of assemblies increases. [65] Diffusion NMR measurements are also useful in examining the assembly process. By performing pulsed echo experiments in a magnetic field gradient, the diffusion constant can be determined. The measurements can be compared to predictions for the diffusion of an isodesmic distribution of ellipsoids. When this is done, it points to a Downloaded by [ Table 1 ]). The isodesmic assembly model, Equation (4) is used to fit the data, with the chemical shift of the molecule fixed at the value given in Table 1 . Fits to all of the data are shown in (a). Fits to the lowest and highest four data points with the chemical shifts of the assembly fixed at the best fit values found in (a) are shown in (b).
larger stacking free energy change for SSY, namely about 11 k B T. [66] This finding has become more interesting as a result of crystal structure determination of a guanidinium salt of SSY and theoretical simulations using molecular dynamics, metadynamics, and quantum chemical computations. [67] The pairwise interactions in the disordered crystal structure correspond quite well to the stereochemistry of SSY molecules in solution and the simulations yield a value for the stacking free energy change of a little over 11 k B T . Perhaps more important, the calculations reveal that lateral shifts of molecules in the assembly form quite readily, a proposal made earlier to explain why measurements of the assembly length might give results lower than the actual value. [48] The simulation also demonstrated that another possible stacking defect, a Y-junction, does not occur much at all.
Other measurements
Other experimental methods have been used for the study of the assembly process in chromonic liquid crystals, but much more sparingly. Magnetic birefringence studies done on DSCG shortly after its unusual assembly properties were discovered are revealing. Such a measurement involves measuring the birefringence in the isotropic phase as a function of applied magnetic field. The slope of the birefringence versus magnetic field squared plot gives the Cotton-Mouton constant. For DSCG solutions in the 0.3 to 1.3 wt% range, the Cotton-Mouton constant appears to be roughly linear, with an intercept consistent with zero. [68] A more recent magnetic birefringence measurement involves several compounds, higher magnetic fields, and varying temperature. By varying the temperature in the isotropic phase just above the isotropic-nematic coexistence region, the assembly process and nematic correlations can be investigated through measurements of the Cotton-Mouton constant. For three of the compounds investigated, the data follow what one would expect from basic theoretical ideas, but this is not true for DSCG, again pointing out the result of many different experiments that the assembly process in DSCG at concentrations approaching that necessary for formation of the liquid crystal phase is unique. [69] Rheology is also useful in investigating the assembly process. The zero shear viscosity of PIC at 25
• C increases sharply by 5 orders of magnitude over the same concentrations at which the narrow red-shifted absorption band indicating assembly formation appears. [70] A rise in the dynamical viscosity of SSY is observed at concentrations where NMR diffusion measurements indicate that almost all of the molecules are in assemblies. [66] The data for PIC and SSY are plotted in Figure 28 . Clearly, these two systems belong to the two different classes of chromonic liquid crystals. PIC forms complex assemblies at low concentrations with no isotropic-liquid crystal twophase region observed. [70] SSY forms simple assemblies of stacked molecules at high concentrations and a wide two-phase region is present. Also the assembly process in PIC has a threshold, whereas the assembly process in SSY is isodesmic. These differences are apparent in the different rheological properties observed for these two systems. . Viscosity measurements for two chromonic liquid crystals. The PIC data are taken from Ref. [70] and the SSY data are taken from Ref. [66] 6.6. Kinetics measurements Kinetics experiments can be extremely useful in revealing the details of many assembly processes, for example, protein aggregation, amyloid formation, actin polymerization, and microtubule assembly. Surprisingly, there is very little work on the kinetics of assembly in dye systems that form liquid crystal phases. The assembly of neutral tetrakis-4-sulfonatophenylporphine can be initiated at very low concentration by conversion to the diacid form (H 4 TPPS 2− 4 ) following the addition of HCl. This system precipitates at concentrations too low to form the liquid crystal phase. The kinetics can be monitored by absorption at the proper wavelength, revealing a sigmoidal-shaped profile over thousands of seconds with a significant incubation period. If the same solution is "seeded" by adding a small amount of concentrated H 4 TPPS 2− 4 solution, the incubation period disappears and the profile follows a simple exponential. [71] Merocyanine dyes assemble into helical nanorods, a process that can be monitored by absorption and circular dichroism measurements. Assembly is initiated by the addition of methylcyclohexane and the process takes many thousands of seconds. [72] Similar experiments can be done with squarine dyes by addition of a poor solvent such as acetonitrile. The profile obeys second-order kinetics and takes thousands of seconds. [73] The formation of fibers by a shape-persistent macrocycle can be initiated by a change in temperature and monitored by measuring the magnetic birefringence. This process can take many hours to complete. [74] Finally, PIC molecules can be induced to assemble at low concentration if polyvinylsulfonate is present as a template. The process is slow (thousands of seconds) and the non-sigmoidal profile can be fit nicely by a model in which the rate constant is time-dependent due to the self-similar nature of the assemblies. [71] The most simple type of assembly process for chromonic liquid crystals is isodesmic assembly into simple stacks of molecules as occurs for SSY. However, the assembly and disassembly processes in this case are much faster than for the systems that form more complicated assemblies. One of the most common ways to study kinetics is a stopped-flow apparatus. When a sample of SSY at a concentration well below the liquid crystal phase is investigated using such an apparatus with a dead time of 1 ms, one finds that the process is complete within the dead time. These data are shown in Figure 29 , where a 0.9 wt% SSY solution is diluted with 5 times as much water and a 0.15 wt% SSY solution is diluted with 1 5 as much 1 M NaCl solution. [75] Two kinetic traces are shown on each of the graphs: one is the kinetic trace when mixing two 0.9 or 0.15 wt% SSY solutions multiplied by 1 6 or 5 6 , respectively, to get the absorption after mixing but before any assembly or disassembly occurs, and the other is the kinetic trace after the actual dilution. If the kinetics were slower, one would observe a trace starting from the scaled undiluted trace and approaching the actual observed trace. The fact that the actual trace is flat at the value expected after the process is complete signifies that the assembly process in SSY is complete in less than 1 ms. Similar fast kinetics are observed for low concentrations of DSCG.
The kinetics of the assembly and disassembly processes are slower for the formation of more complex assemblies in systems that form a liquid crystal phase at low concentrations. The most extensively studied material is IR-806, in which both processes take place on the order of a second. [52] In this case, stopped-flow experiments show quite clearly that there is a threshold to the process because disassembly experiments do not reveal any change unless the starting concentration is high enough and assembly experiments do not reveal any change unless the concentration of the added salt solution is high enough. Similar experiments on benzopurpurin 4B and pinacyanol acetate reveal both slow kinetics and a threshold. Figure 30 (a) demonstrates that there is no change if the starting concentration of Benzopurpurin 4B is less than 0.29 wt%. [76] Likewise, Figure 30 (b) shows that there is no change if the starting concentration of pinacyanol acetate is less than 0.5 wt%. [54] In addition, the experiments on IR-806 show that if the starting concentration is less than the threshold for the formation of complex assemblies, dilution with a salt solution causes complex assemblies to form, but only if the concentration of the added salt solution is high enough. [52] The same is true for pinacyanol acetate, as can be seen from Figure 31 . [54] The starting concentration is 0.11 wt%, well below the threshold for complex assembly formation. Addition of one-tenth as much salt solution causes a change in the absorbance only if the concentration of NaCl is higher than 35 mM.
It is interesting to compare the results of kinetics experiments with some of the assembly models. A close look at the dilution experiments for IR-806 shows that the kinetics profile at first changes quite rapidly and then changes much more slowly. This can be seen in Figure 32 , in which the change during the first fraction of a second is much more rapid that for later times. [53] This is exactly what the nucleation and growth model predicts if the disassembly of nuclei is much slower than the breakup of larger assemblies into nucleus-size assemblies. The assemblies are larger than a nucleus, so the first part of the disassembly process is when the assemblies break down into sizes close to the nucleus size causing the breakup of the nuclei Downloaded by [ Figure 31 . Assembly kinetics for pinacyanol acetate using a hand-mixing method with a dead time of a few minutes (from Ref. [54] ). The starting concentration is 0.11 wt% and addition of one-tenth as much salt solution brings the final pinacyanol acetate concentration down to 0.1 wt%. Only for added NaCl solutions above 35 mM do complex assemblies form resulting in a change in the absorbance. These can be fitted to an simple exponential curve (visible only for the 60 mM data below 15 minutes), with rate constants that increase with the NaCl concentration. All experiments with the 60 mM NaCl solution show an unusual profile at the beginning.
to proceed faster. Then more slowly the nuclei break down into individual entities, which in the case of IR-806 are the assemblies that form due to the isodesmic process at lower concentrations or higher temperatures. [52] Also shown in Figure 32 is the prediction of the nucleation and growth model using parameters chosen to qualitatively agree with the experimental data and an exponential fit to the data for reference purposes.
The nucleation and growth model also does a nice job describing the kinetics of IR-806 when a small amount of salt solution is added to induce formation of the complex assemblies. This can be done with an IR-806 solution with a concentration below the threshold for complex assembly formation. [52] As can be seen from Figure 33 , proper selection of the parameters in the nucleation and growth model yields a kinetics profile very similar to what is obtained in an experiment. [53] It is interesting to look at the model calculation that follows the data. Although the threshold is experimentally and theoretically very sharp, a small number of complex assemblies are present just below the threshold. For example, for the model calculation that follows the experimental data of Figure 33 , the fraction of intermediate assemblies in large assemblies is on the order of 10 −5 and this affects the slope of the kinetics profile at the earliest times. that solvent conditions play a very strong role in determining the assembly behavior. There has been very little research done on the effect of changing solvent conditions on the nature of the assembly process, including quantitative measurements of equilibrium and kinetic constants. Much more attention has been paid to how different solvent conditions affect the stability of the various liquid crystal phases. Ref. [16] summarizes the dependence on solvent conditions by discussing three effects: (1) ionic additives, (2) non-ionic additives, and (3) pH. Ref. [48] goes into more detail on ionic additives, showing that at lower concentrations NaCl, MgCl 2 , and MgSO 4 (in order of increasing strength) raise the isotropic-nematic transition temperature for SSY and attribute it to the screening of the charged sulfonate groups, thus effectively increasing the growth equilibrium constant and therefore the stacking free energy change. The addition of the neutral polymer polyethylene glycol (PEG) to SSY solutions also tends to make the liquid crystal phases more stable due to the separation into SSY-rich regions and PEG-rich regions. [77] At lower concentrations, it is likely that PEG acts as a depletion agent, forcing the SSY molecules into a smaller volume, effectively increasing the SSY volume fraction. The effect is similar to increasing the stacking free energy change. Similar effects are found for DSCG and some water-soluble polymers, indicating that the depletion effect due to the presence of these polymers is quite general. [78] Increasing the pH of the solution has the opposite effect. At high pH, the molecules carry more charge on average, increasing the electric repulsion between them. This is seen as a decrease in the degree of SSY assembly as the pH is increased, [79] demonstrating that high pH has the effect of reducing the stacking free energy change. A reduction in the stability of the liquid crystal phase also results. [48, 80] It should be kept in mind that different solvent conditions can change the structure of the assemblies that are formed. While adding modest amounts of NaCl to IR-806 solutions normally produces a spectral change identical to an increase in the IR-806 concentration, [52] such is not always the case. If the IR-806 concentration is low, adding NaCl can lead to spectra that are not similar to the spectra observed at any IR-806 concentration without added NaCl.
Imaging the assemblies
Although a wealth of evidence is available for the formation of both simple and complex assembly structures, there is nothing better than to actually image them. The amount of research in this area is not extensive, but results in the past few years forecast important advances in the near future.
The most common technique for imaging the assemblies is transmission electron microscopy after rapid freezing of the solution (cryo-TEM). In such an experiment, a drop of solution is put on an open grid, the excess solution is blotted off, and the grid is quickly plunged into a cryogenic bath such as liquid ethane. The ultrafast cooling achieves artifact-free thermal fixation of the aqueous solution, thus preventing crystallization of the water and rearrangement of the assemblies. The grid is kept at cryogenic temperatures as it is transferred to a transmission electron microscope and remains at that temperature during exposure to a low-intensity X-ray beam. More details on cryo-TEM, including variants on the procedure just described, are contained in a recent paper reviewing the experiments on both thermotropic and lyotropic liquid crystals. [25] When such an experiment is performed on PIC, one can observe long, rod-like assemblies with a diameter of 2.3 ± 0.2 nm with lengths averaging 300-400 nm. [81] When NaCl is added to the PIC solution, a network superstructure of isolated fibers and complex fiber bundles is observed. Dilution of one of these samples reveals isolated thread-like assemblies with a diameter of 2.3 nm. [82] The situation appears to be quite different for pinacyanol chloride. Cryo-TEM experiments on freshly prepared samples show tubular assemblies with a single-layer wall thickness of about 2.5 nm and an outer diameter of roughly 6.5 nm. These assemblies transform to a different type of assembly over many weeks. These new assemblies are approximately 9 nm wide and consist of stacked pairs of ribbons that eventually form tape-like ribbons. [24] Cryo-TEM experiments performed on DSCG reveal parallel assemblies in both the isotropic and nematic phases. The distance between assemblies averages roughly 4.2 nm and their lengths are in the 25-80 nm range. The separation nicely matches the results of X-ray diffraction investigations, although the lengths are a bit longer. The higher Liquid Crystals Reviews 25 viscosity of SSY solutions makes cryo-TEM more difficult, but it is still possible. Rod-like assemblies are visible with separations between 2.0 and 2.4 nm, which is consistent with the results of X-ray diffraction studies. [25] Since chromonic liquid crystals can be spread on a substrate and allowed to dry, imaging the assemblies in the resulting thin film is also possible. An atomic force microscopy study of Violet 20, the structure of which is shown in Figure 34 , demonstrates that oriented monolayers are achieved through a shear deposition method in the nematic phase. The images of the assemblies show they are 1-2 nm wide, 1-2 nm tall, and 1-2 nm apart. [83] 
Conclusions
The study of chromonic liquid crystal systems is both challenging and unique. The basic components are molecular assemblies, a property of widespread importance across an array of matter. The basic components spontaneously order both orientationally and positionally, a trait shared with many other systems. Possessing both qualities simultaneously obviously makes for complicated behavior, but it also allows for a huge array of phenomena. Other lyotropic liquid crystal systems are in many ways quite similar, but the combination of attractive interactions between the aromatic parts of molecules and the amphiphilic character of the molecules is unique. There is a great deal to be learned about chromonic liquid crystals, and the chances are very good that one of their unique properties will be the feature that allows for unique applications. One of the many aspects of chromonic liquid crystals that must be understood to make progress is the nature of the assembly process. Much has already been learned, but much more waits to be discovered.
