Group theoretical ideas on quantization of reparametrization invariant systems due to Isham, Rovelli and Dirac are applied to the metric-torus sector of the 2+1 gravity in the homogeneous gauge. A complete Lie algebra of perennials with the structure of so(2,3) is used; it contains Martin's perennials. Only the subgroup SO(1,2)×R of the corresponding group SO(2,3) acts on the phase space. The whole group acts on a symplectic manifold in which the physical phase space is a dense open subset. We argue that some of the group quantization methods will still work. Time evolution is constructed according to Dirac, but only the subgroup SO(1,2)×R can be used for it. There is only one "form of dynamics", based on a surface of constant mean curvature, and there is only one Hamiltonian that is bounded from below, namely that given by Moncrief. The physical representation is obtained using methods by Kostant and Kirillov; it turms out that the whole group SO(2,3) does not have any physical representation, but its largest subgroup (SO(1,2)×R)⊗ S R 3 does. Due to global structure, the resulting quantum mechanics is not equivalent to that of the free relativistic particle, though both the chosen algebra of observables and the form of constraint coincide with those of the particle.
Introduction
The subject of the present paper is not only the 2+1 gravity, but also some general problems and methods of quantization of reparametrization invariant systems. Let us first give a short overview of these problems and methods. Such a description will necessarily be vague, yet it can be useful, because the rest of the paper will be rigorous. Moreover, all these general points will be illustrated in detail by the model.
If we quantize any classical system, then at some stage we have to specify its most important observables describing its basic measurable properties. We need at least so many such observables that their values determine the state of the system. Technically, we also require that the set of the observables is closed with respect to linear combinations and Poisson brackets; then, we have the so-called complete Lie algebra g of observables (cf. [1] ). The elements of g are functions on the phase space. The algebra is not uniquely determined and the resulting quantum mechanics can depend on it. One of the main problems is, how this choice is to be done. Using a choice of the algebra g as the starting point of quantization is almost a definition property of Ashtekar's "algebraic quantization method" [2] . Any quantization then has to provide a suitable representation of the Lie algebra g by linear operators on a common invariant domain in a Hilbert space K.
Some conditions, however, must be satisfied in order that the representation can be accepted as physically reasonable. The operators are to be essentially selfadjoint so that each of them has a well-defined spectrum and a complete system of eigenstates. Moreover, as the spectrum comprizes all values that can be obtained by measurements of the observable, it should not be very different from the range of the corresponding classical function on the phase space. For example, the spectrum of energy or volume has to be non-negative; non-trivial topology of the configuration space may also lead to constraints on the values (cf. [3] ). Which of these constraints are to be taken over to the quantum theory, in which form, and how this can be achieved-such questions form the second complex of problems, which we call problem of ranges.
A (somewhat related) condition on the physical representation is that it should reflect the number of freedom n of the system. More specifically, the number of degrees of freedom manifest itself in the number of the so-called relations that phase space functions from g satisfy (see e.g. [2] ). Indeed, the dimension of the physical phase space is 2n; if the dimension of the algebra g is N, then the functions must satisfy N − 2n independent relations (N ≥ 2n because the algebra is complete). Are the operators in the physical representation to satisfy "similar" relations? Can any given set of all independent relations be taken over? Clearly, this cannot be always done, even if we allow for deformations (additional terms that are proportional to h). For example, consider the case that the relations have the form of equations setting some linear combination of products of the functions to zero. Then, in the quantum theory, certain elements of the enveloping algebra E(g) are set to zero. Such operators have to commute with all elements of the algebra (within the physical representation) and so they can have something to do with Casimir operators (see [5] ). Clearly, in general there will not be a sufficient number of Casimirs to represent all independent relations. Let us call this complex of questions problem of relations.
An excellent technical tool to deal with these three problems is the so-called group quantization method (for a review, see [3] ; some new ideas developed in [4] will also be used). Every Lie algebra determines uniquely a (simply connected) Lie group. Let the group corresponding to g be G. A (continuous) unitary representation of G defines then a representation of g such that the first condition on a physical representation is satisfied: the operators representing the elements of the algebra are essentially self-adjoint. There is also a very interesting interplay between the existence of certain action of G on the physical phase space and the problem of ranges. The Hamiltonian vector fields of the elements of g determine this action of G, if some condition are satisfied (completeness of the vector fields). The action is then unique; let us call it Hamiltonian action. It turns out that the representation of the group will satisfy a great deal of the range conditions, if the Hamiltonian action exists. This is, in fact, one of the main motivations of the group quantization, see [3] for detail. We can consider the existence of Hamiltonian action as a condition on the choice of g. Finally, the problem of relations can also be dealt with using the group theoretical methods, for example the theory of enveloping algebras. We will use another idea of the group representation theory: the so-called Kostant-Kirillov method of orbits [6] , [7] .
Our discussion has been general as yet; if we focuse on the so-called reparametrization invariant systems (RIS), then some additional problems appear. RIS is a constrained system whose dynamics is completely determined by the constraints. As the contraint functions also generate, via Poisson brackets, gauge transformations and reparametrizations, we would like that observables satisfy an additional condition: their Poisson brackets with all constraints should vanish. We call such functions perennials, because they must be constant along the dynamical trajectories of the system and because we have to distinguish them from the standard observables of quantum theory (see Sec. 2). The problem then arises of how a time evolution of time dependent properties can be obtained, if all "observables" are "constant in time". This is an aspect of the notorious problem of time (see [8] ). Again, group theoretical methods offer, at least in some cases, an elegant construction of a nontrivial time evolution. This construction has been first described by Dirac [9] for the system of massive relativistic particles in Minkowski spacetime. Let us consider just one particle to explain the main idea. The system is a RIS, if all four coordinates and the four-momentum span the phase space; the constraint is the mass-shell condition. Then the canonical generators of the Poincaré group form a complete Lie algebra g of perennials. The corresponding group G is the Poincaré group, and its Hamiltonian action exists. Thus, a unitary representation of G on a Hilbert space K will not only give us a suitable operator for each perennial of g, but it will also define some unitary transformations in K. These transformations can be interpreted as Poincaré transformations of states. Some Poincaré transformations "go in time direction"; thus, we can use them to define a kind of time evolution (for detail, see [9] , [10] and Sec. 5).
The 2+1 gravity model can be considered as a dynamics of an ISO(1,2) affine connection of a two-dimensional manifold M (see [11] ). If some conditions are satisfied, then the affine connection defines a Riemannian metric on M and this property is preserved by the dynamics (we shall cut out the singularities!). We assume that M is the torus (S 1 × S 1 ) and that the metric is well-defined; in such a case, we speak of the metric-torus sector. This sector alone gives a solvable but unexpectedly interesting model so that all the general points above can be illustrated in a rather non-trivial way. We shall limit ourselves to this sector. In fact, utilizing the 2+1 gravity model as a laboratory for studying specific problems of quantum gravity has already some tradition, see e.g. [12] .
Certain complete Lie algebra of perennials for each sector of the 2+1 gravity has been published by Martin [13] . The perennials are directly related to the topological degrees of freedom of the system and can be expressed as a kind of Wilson loop variables. For the metric-torus sector, Moncrief observed that Martin's perennials form the six-dimensional algebra g isomorph to iso (1, 2) . We shall introduce new variables that are adapted to Martin's perennials; the constraint becomes just the mass-shell condition for a rest-mass-zero relativistic particle. Thus, further four perennials can be immediately written down; together with the old ones, they form a ten-dimensional algebra so (2, 3) . The corresponding group G is the conformal group of three-dimensional flat spacetime, which is isomorph to SO (2, 3) .
The problem of existence of the Hamiltonian action for G is non-trivial. Our calculation will reveal the first surprise: only a subgroup G 0 ⊂ G with the structure of SO(1,2)×R acts on the phase space of the system. It is easy to observe, however, that the phase space can be extended so that the whole group G has the g-induced action on the extended space. We call such extensions group extensions. A minimal group extension is unique under some quite general conditions. It turns out that the minimal group extension of the physical phase space consists, in our case, of adding "relatively few points": they form a submanifold of lower dimension in the group extended physical phase space. If there is a group extension of the physical phase space in which the physical phase space forms a dense open subset, then we say that the group possesses a weak Hamiltonian action on the physical phase space. The interplay of weak action and the problem of ranges seem to be similar as for the ordinary action.
The metric-torus sector has two degrees of freedom. Thus, a ten-dimensional algebra like g will exhibit six independent relations. Using the Kostant-Kirillov method, we come to the next surprise: the group G does not possess any physical representation. This has to do with Van Hove theorem: the algebra g of functions is to large to be represented without deformation. We find, however, that one of its maximal subgroups, G 1 , which is seven-dimensional, and isomorph to (SO(1,2)×R) ⊗ S R 3 , possesses a unique physical representation and we calculate the form of the operators representing g 1 . Three independent classical relations for G 1 can be written down in terms of (generalized) Casimir operators.
For the construction of time evolution a là Dirac, we can use only the G 0 subgroup and the Hamiltonian action provides the interpretation of the corresponding unitary transformations in the Hilbert space. It turns out that this action "goes in time direction" and so a time evolution can be constructed. The candidates for the Hamiltonian that generates everywhere time evolution towards future form a threedimensional family. There are two additional surprises.
1. Most of these operators are unbounded from below. Thus, the condition that an operator generates time evolution towards the future does not necessarily guarantee that the operator has a non-negative spectrum. However, 2. there is exactly one Hamiltonian that is bounded from below (and it is even non-negative).
By the way, the positive Hamiltonian coincides with the Hamiltonian written down by Moncrief and the time coincides with the CMC. The final surprise is that the quantum mechanics we have constructed is not equivalent to the "ordinary" quantum mechanics of the rest-mass-zero free particle in three dimensional Minkowski spacetime. This, in spite of the fact that the algebra of observables is so(2,3) like for the particle, and that we managed to introduce new variables in which the constraint coincides with the ordinary mass-shell condition for such a particle. The explanation of the paradox is that the global structure of the torus configuration space is very different from that of the particle (which is the three-dimensional Minkowski spacetime): the former is only a subset of the latter, namely the inside of the light cone of the origin. The points outside of the light cone correspond to timelike two-surfaces evolving in a spacelike direction (the signature of the spacetime remains +1).
The plan of the paper is as follows. In Sec. 2, we briefly describe the mathematical apparatus that has turned out advantageous for the study of RIS's, their observable properties and their time evolution. No detail and proofs are given, because these can be found in already published papers [10] , [14] , [15] , [16] , [17] , [18] and [19] . In Sec. 3, we list our starting assumptions and equations concerning the 2+1 gravity model. They are mostly taken over from [20] and [21] , where more detail can be found. One non-trivial but plausible assumption is that of existence of a constant mean curvature Cauchy surface in each maximal three-dimensional classical spacetime solution. If this assumption is true, then the so-called homogeneous gauge can be chosen in which the model becomes finite-dimensional ( [20] , [22] ).
In Sec. 4, we study the problem of action of the group, define the group extension and the weak action. We derive the group extension of the model and prove that the group G has a weak Hamiltonian action on the physical phase space. We list the equations that define this action, give the form of all perennials of the algebra g on the physical phase space and list all independent relations. Sec. 5 describes an application of Dirac's time evolution idea to our model. We find that the dynamics is much more unique than in the case of free relativistic particle studied by Dirac (who found three inequivalent "forms of relativistic dynamics"): we find only one "form". Finally, in Sec. 6, after a brief description of the Kostant-Kirillov method, we derive the physical representation.
Theory of time evolution
In this section, we are going to summarize the relevant points of the theory of reparametrization invariant systems as it has been described in [23] and in the references given there.
Let (Γ,Ω) be a symplectic manifold; it will play the role of extended phase space. Let Γ be a submanifold ofΓ. Let us define, for any x ∈ Γ,L x := {X ∈ T xΓ |Ω(X, Y ) = 0 ∀Y ∈ T x Γ} and the space L x of longitudinal vectors at x by L x :=L x ∩T x Γ. Suppose that L x = {0} and that L x for all x ∈ Γ defines a subbundle LΓ of the tangent bundle T Γ. Then, the triplet (Γ,Ω, Γ) is called reparametrizationinvariant system (RIS) and Γ is called the constraint surface; the points of Γ are interpreted as physical states. L x is also the subspace of degeneracy of the pull-back Ω ofΩ to Γ. LΓ is an integrable subbundle, because Ω is closed. Thus, there are integral submanifolds of LΓ through any point x of Γ. Let us call maximal integral submanifolds of LΓ c-orbits (orbits of first-class constraints). For any RIS, there is one-to-one correspondence between c-orbits and maximal dynamical trajectories [14] : each classical solution is just a c-orbit rather that a set of c-orbits like, e.g., in gauge theories. A particular class of RIS's is formed by the so-called first-class systems; they are defined by L x =L x for all x ∈ Γ; that means that Ω is maximally degenerate.
Non-geometrical formulations of RIS's usually focuse on the Hamiltonian action S = pq−H, where the second class constraints have been removed and H is a linear combination of the first class ones (see [24] ). Let us call H extended Hamiltonian to distinguish it from the genuine (Schrödinger or Heisenberg) Hamiltonian (see Sec. 2.1), which will be called simply Hamiltonian.
Consider the spaceΓ defined byΓ := Γ/γ, where γ denotes the c-orbits. With the quotient topology,Γ is a topological space; it is interpreted as the space of physical degrees of freedom (the number of physical degrees of freedom is half of the dimension ofΓ), or the space of classical solutions, or the physical phase space. An important tool in the theory of RIS's is that of transversal surface (a section of Γ/γ). It is any submanifold of Γ which has no common tangent vectors with any c-orbit (except for zero vectors) and which intersects each c-orbit in at most one point. A global transversal surface must intersect every c-orbit.
For the sake of simplicity, we assume thatΓ is a quotient manifold; the general case is dealth with in [19] . Then, the natural projectionπ : Γ →Γ is a submersion and it determines a two-formΩ byπ * Ω = Ω. The symplectic manifold (Γ,Ω) is the physical phase space.π * also gives a one-to-one relation between functions onΓ and functions on Γ that are constant along all c-orbits. We define: a function o :Γ → R that is constant along all c-orbits is a perennial. We call a set of perennials complete, if it separates points in, and if its differentials span the cotangent space at every point of, an open dense subset ofΓ (cf. [1] and [2] 
where {·, ·} 1 is the Poisson bracket determined by Ω 1 . For detail and proofs, see [14] .
A simple example to explain the abstract notions may be in order; consider a nonrelativistic conservative system. Let the physical phase space be R 2n with canonical coordinates q k and p k , k = 1, ..., n, and let the Hamiltonian be some function H(q, p) on the phase space. We assume that the model describes some physically interesting system so that both q k and p k are directly measurable (coordinate and momentum). The dynamical equations arė
We construct an equivalent RIS by the so-called parametrization. This can be done in many ways; we chooseΓ = R 2n+2 with canonical coordinates T , P , q k and
.., n, so thatΩ = dP ∧ dT + dp k ∧ dq k . Then Γ is defined by the equation
This form of L x implies that 1) the orbits parametrized by T yield solutions to Eqs.
(1), and 2) each Γ t defined by T = t is a global transversal surface. Using global transversal surfaces, one can define a complete set of perennials by their "initial data": let the perennials Q k t and P tk satisfy Q k t | Γt = q k | Γt and P tk | Γt = p k | Γt . Then the functions Q k t (T, P, q, p) and P tk (T, P, q, p) are well-defined on Γ, because they must be constant along the c-orbits. This particular kind of perennials were well-known to Bergmann, who called them "canonical constants of motion of the Hamilton-Jacobi theory" [1] . As functions of t, they are special cases of Rovelli's "evolving constants of motion" [25] .
Hamiltonian dynamics
The standard kind of time evolution of dynamical systems is based on some additional assumptions about the structure of RIS's. We are going to reveal these assumptions and describe them in symplectic-geometrical terms using the example of non-relativistic conservative system. For this system, we can of course define the surfaces Γ t of constant time unambiguously: Γ t := {x ∈ Γ | T (x) = t}; they are global transversal surfaces. On each Γ t , we can choose the coordinates x k t and y tk defined by x k t := q k | Γt and y tk := p k | Γt . The pull-back Ω t ofΩ to Γ t is then Ω t = dy kt ∧ dx k t and (Γ t , Ω t ) is a symplectic manifold. Observe that (Γ t , Ω t ) can be identified with (Γ,Ω). We call these surfaces time levels. This is the interpretation of transversal surfaces in general [19] . Indeed, for example the following property of general relativity can easily be shown. Let Γ 1 be an arbitrary transversal surface and letΓ 1 be the set of c-orbits that intersect Γ 1 . Let γ ∈Γ 1 be associated with the spacetime (M, g) that does not admit any isometry (an open dense subset ofΓ 1 ). Then the intersection point γ ∩ Γ 1 determines a unique Cauchy surface in (M, g). Thus, roughly speaking, each transversal surface defines a particular instant of time in each solution to Einstein's equations.
The coordinates x k t and y tk represent results of measurements: x k t that of space coordinate and y tk that of momentum. Given the value of all these coordinates, a state of the system is determined; two states at different times T = t and T = s are considered to be the same, if the corresponding coordinates coincide: x k t = x k s and y kt = y ks . This is because the space coordinate and momentum measurements are defined for all times; each of them specifies a class of the "same measurements at different times". This leads to a further structure in the phase space: the system of maps θ ts : Γ s → Γ t such that the values of these coordinates are preserved:
We call the maps θ ts time shifts. Time shifts define an equivalence relation of states: if u ∈ Γ t , v ∈ Γ s and v = θ st (u), then u and v are equivalent-they are two states with the same measurable properties. Thus, the maps θ st satisfy the axioms:
1. θ ts is a symplectic diffeomorphism of Γ s to Γ t for all t and s, 2. θ ts • θ sr = θ tr for all t and s and r,
We call the set (Γ t , θ ts ) a phase space reference frame (PSRF) (in general, the time index t runs through a more general index set). On one hand, the above construction can be generalized to show that a RIS that is obtained by parametrizing a Hamiltonian dynamical system possesses a unique PSRF. On the other, if a RIS possesses an PSRF, then we can reduce it to a Hamiltonian dynamical system. Indeed, the motion of the system can then be defined as the motion with respect of the PSRF. Let us consider a particular c-orbit γ. Define η γ (t) to be the point of intersection of γ with Γ t ; for each t, and for each γ, there is an η γ (t) and it is unique. Project η γ (t) to a fixed but arbitrary time level Γ 0 by θ 0t , ξ γ (t) := θ 0t (η γ (t)). We call the curve ξ γ : R → Γ 0 trajectory of the system in the physical phase space (Γ 0 , ω 0 ). The functions (we drop the index 0)
where H(x, y) is independent of γ and can be constructed directly from the set of time shifts. In our case, it coincides with the original Hamiltonian of the system; {·, ·} is the Poisson bracket of the symplectic space (Γ 0 , ω 0 ). The system (3)- (4) is called Schrödinger dynamical equation. The coordinates x k and y k are called Schrödinger observables associated with the PSRF (Γ t , θ ts ). This is a very important point: Schrödinger observables are always associated with some PSRF [19] .
One can also describe Heisenberg evolution. Let o t be a perennial that represents a measurement at the time (level) Γ t . Then the perennial o s defined by o s | Γs = o t | Γt •θ ts represents the same measurement at the time Γ s . The set {o t |t ∈ R} is called Heisenberg observable associated with the PSRF (Γ t , θ ts ). We stress again: there are no more general Heisenberg observables; to construct or define a Heisenberg observable, an PSRF is necessary [19] . Let us project a Heisenberg observable {o t |t ∈ R} to a particular time level (Γ 0 , ω 0 ) byō t := o t | Γ 0 . The projectionō t (x, y) is a function of 2n + 1 variables x k , y k and t. Its t-dependence satisfies the equation [14] ∂ ∂tō t (x, y) + {ō t , H} = 0.
This is the Heisenberg dynamical equation.
The construction of the Hamiltonian from an PSRF (Γ t , θ ts ) starts by the observation that the c-orbits define another map between the time levels, ρ st : Γ t → Γ s by {ρ st (p)} := γ p ∩ Γ s , where γ p is the c-orbit through p ∈ Γ t . ρ st is a symplectic diffeomorphism for all t and s [14] . Then the map χ t : Γ 0 → Γ 0 defined by χ t := θ 0t • ρ t0 is also a symplectic difeomorphism for each t, and its derivative d t χ t defines a locally Hamiltonian vector field on Γ 0 . The corresponding Hamiltonian function H S t is called Schrödinger Hamiltonian associated with the PSRF (Γ t , θ ts ). H S t is defined up to a constant, only locally in general and it can also depend on t in a non-trivial way (time-dependent Hamiltonian). In this case, the Heisenberg Hamiltonian H H t (which features in Eq. (5) 
Three forms of relativistic mechanics
In this subsection, we are going to describe Dirac's construction in terms of the formalism given above. Let M be Minkowski spacetime and let there is just one particle of mass m. ThenΓ = T * M with coordinates x µ , p µ andΩ = dp µ ∧ dx µ . The constraint is p 2 = −m 2 . Let G be the Poincaré group. The Hamiltonian action of G onΓ is defined by its ten generator functions (via Poisson brackets) p µ (momentum), J k (angular momentum), and
is a basis of a complete Lie algebra g of perennials. To construct a time evolution, Dirac chose one of three non-timelike surfaces in M with the maximal symmetry with respect to G ("three forms"); let us take just one, the spacelike plane
Thus, there is a ten-dimensional family of such subgroups. Let us define Γ t := g(t)Γ 0 and θ st := g(s)g(−t)| Γt ; Then, (Γ t , θ st ) is a PSRF. The Hamiltonian H associated with this PSRF is the projection of h to Γ 0 , H = h| Γ 0 . For more detail, see [14] and [10] . This is an elegant construction of dynamics, where the complete system of perennials generates a group and contains all Hamiltonians. Observe that the maps θ st can be extended to symplectic diffeomorphisms on the whole ofΓ.
Poincaré transformations act as symplectic diffeomorphisms inΓ that preserve the constraint surface. Such mappings are called symmetries. We shall need the following general properties of symmetries. The image of a c-orbit by a symmetry is again a c-orbit. If a one-dimensional group ϕ(t) of symmetries is generated by a function f via Poisson brackets, then f is a perennial and if a perennial f generates a one-dimensional group, it is a group of symmetries. Any symmetry ϕ can be projected to a transversal surface Γ 1 as follows. Let p ∈ Γ 1 and let γ be the unique c-orbit through p; then, the projection ϕ 1 is defined by {ϕ 1 (p)} := ϕ(γ) ∩ Γ 1 . ϕ 1 is a symplectic diffeomorphism on (Γ 1 , ω 1 ). If G is a group of symmetries, then its projection G 1 to a global transversal surface is a group isomorph to G. If f is a perennial that generates the group ϕ(t) of symmetries, then the projection f 1 to a global transversal surface Γ 1 generates ϕ 1 (t), where ϕ 1 (t) is the projection of ϕ(t) to Γ 1 . For more detail and proofs, see [14] .
Being confronted with a whole family of Hamiltonians, one can wonder if the condition of positivity applies to them, and if not, which form will this condition take. Indeed, there is no reason for boosts, space shifts or rotations to be positive, and they are not. However, in constructing the quantum theory by the so-called group quantization method (see [3] ), one looks for some suitable representation of the group generated by the Lie algebra of perennials [14] . In our case, it is the Poincaré group and one can require that in this representation the spectrum of p µ lies in the future light cone. This is a typical range condition.
The homogeneous gauge
In this section, we return to the 2+1 gravity and briefly summarize our starting assumptions and equations. More detail can be found in [20] , [21] . We will consider only the metric-torus sector of the 2+1 gravity system. In arbitrary coordinates x 1 and x 2 on an arbitrary spacelike surfaces t = const with the manifold structure Σ, the metric of the spacetime M has the form
and the ADM action for the model reads
where
, ∇ a is the covariant derivative associated with the metric g ab and R is the curvature scalar of the two-surfaces t = const.
The analysis of the model simplifies enormously, if one can choose the so-called "homogeneous gauge". This means that the coordinates are such that the fields g ab and π ab are independent of x 1 and x 2 [22] , [21] . A rigorous proof that such coordinates exist for each classical solution of the model has not yet been given. If each solution, however, admits at least one Cauchy surface of constant mean curvature (CMC), which seems to be a very plausible conjecture, then the existence can be shown [20] . We will assume, that there is such a Cauchy surface; in any case, one can consider this as a part of the definition of the system, and if the conjecture is invalid, then this system will not be completely equivalent to the 2+1 gravity.
In the homogeneous gauge, the metric can be taken in the form [21] :
A straightforward calculation then leads to the action
Moncrief then performs two canonical transformations; the first is:
so that the super-Hamiltonian becomes
These coordinates are advantageous for visualisation of the geometry of the system. The phase space isΓ = T * R 3 with the canonical coordinates q 1 , q 2 , q 3 , p 1 , p 2 and p 3 ; the meaning of q 3 and p 3 is
∂t .
The constraint surface Γ is the light cone in the momentum space:
The p 3 > 0 half of the cone represents expanding, the p 3 < 0 half contracting, and the cusp p 3 = 0 represents the static tori-solutions with higher symmetry. We shall adhere to the convention that the coordinate t on the tori spacetimes is future oriented for N > 0. The structure of the constraint surface Γ and of the physical phase spaceΓ = Γ/γ is spoilt by the points of higher symmetry. The c-orbits with p 3 = 0 are curves, those with p 3 = 0 are just points. As the static solutions form a set of measure zero, we can cut them away. Thus, we consider only that part of the system that satisfies the condition p 3 = 0.
The new system will have a disconnected phase spaceΓ
After this truncation, Moncrief performes the second transformation:
the other variables remaining the same; the super-Hamiltonian then reads
The meaning of the variable T is given by
where ǫ = ±1 and the sign is determined by ǫ = sign p 3 = −sign p T . Thus, ǫ is just the sign of the CMC of the surface t = const. Martin's [13] constants of motion (perennials) are in these coordinates given by:
They can be expressed as a kind of loop integrals by means of the original fields g ab (x) and π ab (x) [13] .
Moncrief observed that the Poisson brackets of the variables P µ and J µ defined by
and
form an algebra isomorphic to iso(1,2): if we introduce the abbreviations
Here, we lift and sink the indices of X µ and P µ by the Minkowskian three-metric diag(−1, 1, 1), ε ρµν and ε ρµν are the usual antisymmetric symbols (ε ρµν is not ε ρµν with lowered indices). The formulas (8)- (13) imply the following four relations:
There also are some discrete symmetries that originate from non-uniqueness of the metric (6) for a given torus geometry (class group transformations, see e.g. [26] ). If X 1 and X 2 form a basis of a lattice in E 2 defining the torus, then the metric has the form
The following two transformations of the basis generate the whole group of the discrete transformations ("large diffeomorphisms"):
Using Eq. (6), we obtain from Eq. (17) for µ, ν and β:
This gives for the momenta
One can then easily verify that
so that the super-Hamiltonian (7) is invariant. The transformation (18) gives
Thus,
and p
The transformation (19) - (21) implies
and (22) implies
These are both integral transformations with determinant 1 as one expects for loop variables, if the loops are just permuted or linearly combined. In this section, we will investigate which transformations are generated by the perennials P µ and J µ in the phase space of the system. This task will be simplified, if we use coordinates that are adapted to the perennials in the following sense. (8)- (10) . The perennials C 1 , C 2 and C 3 have vanishing Poisson brackets with each other, soĈ 1 ,Ĉ 2 andĈ 3 will define a holonomous frame; the corresponding coordinates are the desired ones. Let us first simplify these vectors by the transformation
Now, we look for pairs of independent functions that are annihilated by each of these differential operators. The method of characteristics suggests that we study integral curves of the vector fields. The integral curve ofĈ 1 is defined by: The pair of functions we have found for each vector field determines all functions that are annihilated by the field. We can easily find three independent functions such that each vector field annihilates exactly two of them. The results can be summarized in the following table.
Hence, the following transformation will simplify the vector fields:
Indeed, we obtain thatĈ
Finally, the transformation
Composing all the transformations, we express X ρ by means of the original variables T , q 1 and q 2 :
The class group transformations in terms of the coordinates X read:
which is an element of SO(1,2), and
The relations (23)- (25) together with (8)- (10) and (14) can be considered as a map ι :Γ ′ → T * M 3 of the phase spaceΓ ′ of our system spanned by the coordinates T , q 1 , q 2 , p t , p 1 and p 2 into the cotangent bundle T * M 3 of the three-dimensional Minkowski space M 3 with the coordinates (X µ , P µ ). A very important point is that the image ι(Γ ′ ) is only a proper subset of T * M 3 , namely the cotangent bundle of the inside of the light cone. Indeed, calculating X · X from (23)- (25), we obtain the identity
At the points of the light cone, the CMC is infinite; this surface represents the singularity of the torus dynamics. For the CMC τ , we obtain
From Eq. (23), it follows that ǫX 0 > 0. ThusΓ
is mapped on the inside of the future (past) light cone. Moreover, Eqs. (8)- (10) and (14) yield
we easily verify the identity:
Thus, (V T , V 1 , V 2 ) is a "timelike vector" oriented towards future (V T > 0) and (p T , p 1 , p 2 ) is a "null vector" at the constraint surface (see (7)). Their "scalar prod-
. As the sign of p T and of ǫ are correlated, it follows that P 0 < 0 everywhere at the constraint surface. This, together with the Eqs. (14) and (16) imply that the points of the constraint surface satisfy the conditions
with respect to the new variables (X µ , P µ ). Let us denote by P the set of points in the momentum space with the coordinates P µ that satisfy Eq. (27) .
The transformation inverse to (23)- (25) is well-defined only inside the light cone, and can be written with respect to the coordinates as follows
As X 0 + X 1 is positive (negative) inside the future (past) half cone, e q 1 will be always positive. If we try to extend the transformation above to the whole of M 3 , then we discover the meaning of the points lying outside the light cone. A simple calculation leads to the following complex transformation of the original variables:
µ and β remaining unchanged, where t ′ and ν ′ are real. Then, all new momenta are real, but
so that e 2T and e 2q 1 become negative as necessary. Thus, we obtain spacetimes with the metric
which have the signature of spacetime, but are acausal. A complete null geodesic crossing from the inside to the outside of the light cone represents an analytic threedimensional spacetime analogous to the Taub-NUT solution with a Cauchy horizon and the Taub-NUT-like incompleteness at the cross point (see e.g. [27] ). Martin's perennials are push-forwarded by ι just into the usual generators of the Poincaré group in the three-dimensional Minkowski spacetime M 3 : P ρ and J ρ = ε ρµν X µ P ν . The corresponding group action is not transitive on T * M 3 : the orbits are classified by the well-known invariants P · P and sign P 0 , if P · P ≤ 0. However, each orbit of the group ISO(1,2) intersects ι(Γ ′ ), so no superfluous orbit has been added. On the inside of the light cone, only the subgroup SO(1,2) acts; P 's do not define any group acion on ι(Γ ′ ), because the corresponding vector fields are badly incomplete there. We can interpret our construction as follows.
The system of six Martin's functions form a complete system perennials; only three of them, the generators of SO(1,2), can be integrated to give a group action on the phase spaceΓ ′ the three Hamiltonian vector fields corresponding to the perennials P ρ being incomplete inΓ ′ . However, the Lie algebra generated by the six perennials defines an (abstract) group, ISO (1, 2 
The constraint surface Γ ′ will be mapped to the subset of T * M 3 given by X ·X < 0 and (27) . The group ISO(1,2) does not act on ι(Γ ′ ) even if the generators of the group are tangential to ι(Γ ′ ): again, the translations are incomplete within this surface. However, there is an extension of ι(Γ ′ ) in T * M 3 , that we call Γ ISO . This surface is determined just by the equations (27) . Clearly, (T * M 3 , Ω ISO , Γ ISO ) is a reparametrization invariant system that defines the corresponding c-orbits: they coincide with the maximal null geodesics in M 3 . Moreover, the image ι(γ) of each c-orbit γ in Γ ′ lies completely in some of the c-orbits of (T * M 3 , Ω ISO , Γ ISO ) namely in that null geodesic that extends ι(γ). Thus, we also have a well-defined map, ι :Γ ′ →Γ ISO , whereΓ ISO is the physical phase space of (T * M 3 , Ω ISO , Γ ISO ). In this sense, we can speak about a group extension of the reparametrization invariant system. The extension constructed above has an interesting property. Let (M, Ω) be a symplectic manifold and let a set g of functions form a Lie algebra with respect to linear combinations and Poisson brackets. Let G be the (abstract) simply connected group that is determined by g. Let (M G , Ω G , ι) be a minimal group extension of (M, Ω) by G. Thus, G acts on (M G , Ω G ) as a group of symplectic diffeomorphisms. Let the image ι(M) be an open dense subset of M G . Then, we say that the group G has a weak action on (M, Ω). For the above construction, we shall show the theorem:
Theorem 1 The group ISO(1,2) has a weak action on the physical phase spaceΓ
′ .
Proof Consider the two surfaces Σ ± defined by X · X = ±1 inside the light cone of the origin in M 3 ; the manifolds Σ ± × P are global transversal surfaces in ι(Γ ′ + ) and ι(Γ ′ − ), as they are intersected by all null geodesics that intersect the inside of the light cone. Thus,Γ ′ can be identified with (Σ + × P) ∪ (Σ − × P). Next consider the surface Σ in M 3 defined by X 0 = 0. Clearly, the manifold Σ × P is a global transversal surface for the group extended system, because it is intersected by any null geodesic at exactly one point; we can identifyΓ ISO with Σ × P.
Every point of Σ ± ×P defines a unique null geodesic; this geodesic intersects Σ×P at precisely one point. Thus we have a well-defined map ρ : (Σ + × P) ∪ (Σ − × P) → Σ × P. This map ρ is nothing butῑ and we have to show that ρ((Σ + × P) ∪ (Σ − × P) is open and dense in Σ × P.
Let us introduce the coordinates u and v at the surfaces Σ ǫ by
and the coordinates x 1 and x 2 at Σ by X 1 = x 1 and X 2 = x 2 . Let us consider null geodesics with a definite three-momenta of the form
where p is a (negative) number. The null geodesic with the momenta (28) starting at the point (x 1 , x 2 ) of Σ will intersect Σ ǫ at the point
Solving for (x 1 , x 2 ), we obtain the desired map ρ described in terms of the coordinates u 1 , u 2 , ǫ, x 1 and x 2 :
To see which part of Σ is hit, we introduce new variables:
and observe that u
2 . Then, Eqs. (29) and (30) are equivalent to
Thus, as u
On the other side, we obtain
Thus, Σ + is mapped to x 1 cos α + x 2 sin α < 0 and Σ − is mapped to x 1 cos α + x 2 sin α > 0. Only the straight line x 1 cos α + x 2 sin α = 0 is missing from each surface P 1 = const, P 2 = const. It follows that ρ(Γ ′ ) is open and dense, Q.E.D. There is a standard way of construction of group extensions, if the Lie algebra of observables is complete. Let (M, Ω) be a symplectic manifold and let g be a Lie algebra generated by a complete system of functions on M. Let G be the unique simply connected group whose Lie algebra coincides with g. Let g * be the dual linear space to g and let ad * be the co-adjoint representation of G on g * . The orbits of the action ad * of G in g * are homogeneous symplectic spaces of the group G according to a beautiful result of Kirillov [7] . Moreover, from a basis of g, a (basis-independent) map Π : M → ω of M into an orbit ω can be constructed; Π is the so-called momentum map. Then, the manifold ω with Kirillov's symplectic structure and with Π as ι is the desired (minimal) extension.
As an example consider the manifold M with the coordinates q and p given by q 2 + p 2 < 1, equipped with the symplectic form Ω = dp ∧ dq. Let the algebra g be generated by the functions q, p and 1 (constant function). The corresponding group is the three-dimensional Heisenberg group defined on R 3 with group law
The space dual to the algebra is R 3 with the coordinates A, B and R, the orbits of the group are the planes R = const and the momentum map is
Thus, the orbit ω on which M is mapped is given by the equation R = 1. The image of M is the disk A 2 + B 2 < 1, and the group does not act even weakly.
SO(2,3) extension
The reparametrization invariant system (T * M 3 , Ω ISO , Γ ISO ) admits more perennials that just the generators of the three-dimensional Poincaré group: we have also the conformal isometries. The so-called dilatation is generated by
and the so-called conformal accelerations are generated by
It is easy to verify that the Poisson brackets of these variables with P · P weakly vanish. Let us denote B µ Q µ by B. Then, the Lie algebra of A, B, C and D is given by Eqs. (15) and
This is the Lie algebra of the group SO(2,3). Indeed, let Z 0 , Z 1 , Z 3 , W 0 and W 1 be coordinates in R 5 with the metric
to obtain the algebra (15), (36) and (37), we have just to identify:
where the indices are lowered by the metric (38). The Hamiltonian vector field corresponding to the dilatation is complete not only within T * M 3 , but even within ι(Γ ′ ). However the Hamiltonian vector fields corresponding to Q's are incomplete within T * M 3 , and we have to construct the next extension. This extension is well-known: it is the cotangent bundle T * M3 of the compactified Minkowski spacetimeM 3 [28] . Let us briefly describe the construction, because we shall need some details of it.
Consider the three-dimensional Einstein cosmology spacetime M 3 E with the coordinates τ , ϑ and ϕ and the metric
The null geogesics that start at the point τ = τ 0 , ϑ = 0, are given by
These geodesic form a null cone that refocuses at the point τ = τ 0 + π, ϑ = π. Similarly, all null geodesics through the point τ = τ 0 , ϑ = π, have the form
and they refocuse at τ = τ 0 + π, ϑ = 0. As it is well-known, (e.g. [28] ), the compactified Minkowski spacetimeM 3 is obtained from M
3
E by the identification of each point (τ, ϑ, ϕ) with the point (τ + π, π − ϑ, ϕ + π). There is a conformal isometry φ that sends M 3 intoM 3 such that the set φ(M 3 ) lies in the future of the null cone between the points (τ = −π, ϑ = 0) and (τ = 0, ϑ = π), and in the past of the null cone between (τ = 0, ϑ = π) and (τ = π, ϑ = 0).
Another copy of Minkowski spacetime lies beween the points (τ = −π, ϑ = π), (τ = 0, ϑ = 0) and (τ = π, ϑ = π). By the above identification and the two conformal isometries, the point X µ of the first Minkowski spacetime will be mapped to the point Y µ of the second one given by
if the inertial coordinates X µ and Y µ are chosen properly. We will make a heavy use of these two patches ofM 3 ; the fact that they do not coverM 3 will not be important. Let us call them U and V .
The map φ is a diffeomorphism of three-dimensional manifolds and it can be extended to an isomorphism φ cot of the cotangent bundles of these manifolds. As the conformal group SO(2,3) acts transitively in T * M3 , the triad (T * M3 , Ω SO , φ cot ) is the desired minimal SO(2,3) extension; the form Ω SO is the standard symplectic form of cotangent bundles; observe that it is exact. The set φ cot (T * M 3 ) is equal to T * U, and so it is open and dense in T * M3 . Thus, SO(2,3) acts weakly on T * M 3 . Let the canonical coordinates in the cotangent bundles T * U and T * V be X µ , P µ and Y µ , Q µ , respectively. Then the transformation (39) between X µ and Y µ leads to the following transformation between P µ and Q µ :
The inverse map is
Comparison with Eqs. (33)- (35) shows that the use of the letter Q for this coordinate will not lead to any confusion with the notation for the generators of conformal accelerations. From the transformation formulas (40) and (41), we easily verify that the symplectic form Ω SO at the points where the patches overlap satisfies
, where Γ SO is given by the equations
is the metric of the conformal chart U i , P i µ the canonical coordinate in the fibers of T * U i and we allow only charts that have the same time orientation.
It follows that the projection of the c-orbits to the configuration space T * M3 are complete null geodesics; they are closed curves (topologically S 1 ). The φ-images of the c-orbits of the system (T * M 3 , Ω ISO , Γ ISO ) are the null geodesics in the chart U; they are completed by one point inM 3 . The null geodesics inM 3 that do not contain any φ-images form the light cone of the origin of the chart V (Y µ = 0).
Hence, the surface Γ 0 given by the equations X 0 = 0, P 0 = − P within the chart T * V is a global transversal surface. We can introduce coordinates (
One easily verifies that Γ 0 defined in this way is a smooth surface and that the transformation formulas (39), (40) and (41) imply the relations
In particular, Eq. (40) implies that Q 0 < 0 if P 0 < 0. The pull-back Ω 0 of the symplectic form Ω SO to Γ 0 is given in these coordinates by
the last inequality following from Eqs. (43). Ω 0 is exact. The manifold Γ 0 is a bundle with the fiber P ∼ = S 1 ×R given by x k = const or y k = const. The base space is S 2 , and the coordinates (x 1 , x 2 ) and (y 1 , y 2 ) are nothing but the two stereographical projection charts. The symplectic space (Γ 0 , Ω 0 ) is a homogeneous symplectic space of the group SO(2,3), which acts on Γ 0 by projection of symmetries: each element of the conformal group maps null geodesics in null geodesics. (Γ 0 , Ω 0 ) can be identified with the group extended physical phase spacē Γ SO . The compositionφ •ῑ of the ISO(1,2)-extension and the SO(2,3)-extension gives the imageφ(ῑ(Γ ′ )) as an open dense subspace of Γ 0 ; thus, the conformal group SO(2,3) acts weakly (and transitively) onΓ ′ . The generators of the action of SO(2,3) on Γ 0 are Hamiltonian vector fields of the projections of the perennials P µ , Q µ , J µ and D from T * M 3 to Γ 0 . In the patch (x k , p k ), the projections coincide with the functions
Here, we used the abbreviation u · v := u 1 v 1 + u 2 v 2 . The expressions within the other patch, (y k , q k ), are analogous, one just have to exchange P 's and Q', write y for x and q for p. Via Poisson brackets, the functions generate the Lie algebra of SO(2,3). They are ten functions of four variables; thus, there will be six relations. These relations can be systematically written down, if we solve the definitions of P 1 ,P 2 ,J 1 , andJ 2 for p 1 , p 2 , x 1 and x 2 and substitute the results into the other definitions:
The two Eqs. (45) are relations concerning also ISO(1,2) alone and the four relations (46)-(48) can be used to calculate the remaining generators of SO (2, 3) . A quadratic relation follows
The Poisson brackets of the four quadratic expressions P ·P , Q·Q, J ·P and −D 2 +J ·J with the generators P µ , Q µ , J µ and D are mostly vanishing or proportional to P · P ; they are (generalized) Casimirs of some subgroups.
The action of SO(2,3) on Γ 0 is generated by the Hamiltonian vector fields of the perennials (44). This defines a linear map from the Lie algebra so(2,3) into vector fields on Γ 0 . We can describe the map, if we choose a basis of so (2, 3) and list the images of the elements of the basis. Let the basis be
Here, we denote the abstract elements of the Lie algebra by upper case calligraphic letters to distinguish them from the corresponding perennials or vector fields. The vector fields are:
We shall need the form of these vector fields for the construction of the physical representation of the group in Sec. 6.
The Hamiltonian
In this section, we study the time evolution of the 2+1 gravity model. We are going to apply a version of Dirac's idea: a choice of transversal surfaces of maximal symmetry, and a comparison of different time levels using symmetry operations.
There are two problems that prevent a straightforward application. First, the group SO(2,3) is too large to have a representation that satisfies all conditions on physical representation (see the next section). Second, only a four-dimensional subgroup of SO (2, 3) has the action on the phase space of the system that is associated with the corresponding Lie algebra of perennials.
The largest subgroup that has a physical representation is
3 (⊗ S denotes the semidirect product) generated by J 0 , J 1 , J 2 , D, P 0 , P 1 and P 2 ; the corresponding group extension of the 2+1 gravity coincides with the ISO(1,2)-extension that was constructed in the previous section, because the only additional element, the dilatation D, acts onΓ ′ . Let us, therefore, restrict ourselves to G 1 . The group G 1 acts weakly on the physical phase spaceΓ ′ . This is important for the quantum generators of the group to have suitable spectra. On the other hand, the weak action is not sufficient for the construction of a time evolution according to Dirac. Let us explain these two points.
Consider the two-dimensional disk example studied at the end of the previous section. The Heisenberg group did not act even weakly. On the disk, the values of the classical observables q and p are bounded: q 2 + p 2 < 1. On the group extension, which is a whole plain, the values of q fill up the interval (−∞, ∞) and similarly for p. This follows from the structure of the Lie algebra (see, e.g. [3] ). If we represent q and p by self-adjoint operators satisfying the canonical commutation relations, then this structure forces the spectra again to fill up the whole real axis. The corresponding quantum mechanics contains semiclassical wave packets with average values ofq andp that lie far away from possible classical values. On the other hand, if a group acts weakly, then the only change of the range of classical values that is motivated is a closure of the range. This would happen in any case in the quantum mechanics, because the spectrum of any self-adjoint operator is a closed subset of R. In this respect, the weak action does not differ from an ordinary action.
However, for Dirac's idea to work, we have to find a family of maximally symmetric transversal surfaces and a sufficiently large subset of the symmetry group so that all such surfaces can be obtained from one by the action of the subset. We emphasize that this has to work within the phase space of the classical theory so that we can interpret the transformations. Clearly, for these purposes, the weak action is not adequate. First, the maximally symmetric surfaces will lie in the group extended phase space, but not, in general, inside that of the system; the intersection of such surfaces with the phase space of the system will not be, in general, globally transversal. Second, an image of a globally transversal surface by an element of the group that has only a weak action will not, in general, lie inside the phase space. It is easy to construct examples of this kind for the action of G 1 . This means that only the subgroup G 0 is at our disposal for Dirac's construction.
The group G 0 = SO(1,2)×R generated by J 0 , J 1 , J 2 and D is a cartesian product of two simple groups. Its three-dimensional subgroups are of two types:
1. SO (1, 2) , which is the unique subgroup of this type, because it is a normal subgroup, 2. subgroups that leave a null plane invariant; an example is the subgroup of the plane X 0 + X 1 = 0, which is generated by J 0 + J 1 , J 2 and D. All other subgroups of this type are (group-) similar to this one.
The surfaces inΓ
′ symmetric with respect to SO(1,2) satisfy −(X 0 ) 2 + (X 1 ) 2 + (X 2 ) 2 = const (const < 0) and form two one-dimensional families (with X 0 > 0 and X 0 < 0). They coincide with the CMC surfaces and are globally transversal. The projection of the surfaces to M 3 that are invariant with respect to the null plane groups are of course these null planes; the surfaces do not lie inside the null cone ι(Γ ′ ) and their intersections with ι(Γ ′ ) are not transversal (at few points, they are not even transversal). We summarize the results: The second step of the construction is to find a subgroup that would carry us along the family of the CMC surfaces. Thus, it must be a subgroup whose elements are representatives of all classes of G 0 /SO (1,2) . However, G 0 /SO(1,2) = R, so the desired subgroup is generated by just one element, which must have the form
, where a, b and c are three arbitrary reals. We can normalize the generator in this way, as the overal factor does not change the subgroup, and the factor in front of D must be non-zero: a nontrivial motion of the CMC surface is generated just by the D term. Let us study how it acts on the CMC τ . Using equations (26) and (32), we find that
Thus, for ǫ > 0, the action of D diminishes τ , and for ǫ < 0, it enlarges τ . ǫ > 0 (ǫ < 0) means that we are in the future (past) light cone of the origin. In the future light cone, we have expanding tori (τ > 0) and they expand from the "big bang" τ = ∞ to the maximal expansion state τ = 0. Thus, D generates evolution towards future here. In the past light cone (τ < 0), we have contracting tori that start at the maximal expansion state τ = 0 and finish at the "big crunch" τ = −∞. Thus D generates an evolution towards past. Luckily enough, there is a smooth Hamiltonian H that evolves everything towards the future: H = D inside the future light cone and H = −D inside the past light cone. Les us calculate the corresponding perennial H on the physical phase spaceΓ ISO . From the proof of the theorem 1, it follows that the portionΓ ′ + of the physical phase space that corresponds to the future half of the light cone is given by x 1 cos α + x 2 sin α < 0 and thatΓ ′ − corresponding the past one by x 1 cos α + x 2 sin α > 0. However, Eq. (28) implies that
where p < 0. Here x 1 , x 2 , p 1 and p 2 are the coordinates that we have chosen in the physical phase spaceΓ (cf. Eq. (42)). Then, from the last Eq. of (44) it follows that D is positive for the expanding tori and negative for the contracting ones, or
In the general case, we start from the function
As it is only the D-part which leads to changes in τ , the Hamiltonian that evolves towards the future corresponding to the above function is
Eqs. (44) lead tō
Let us change the variables x 1 , x 2 , p 1 and p 2 toD,J 0 , p, α; we obtain
We can see thatH is unbounded from below except for the case that a = b = c = 0, becauseJ 0 can take on an arbitrary values independently ofD and α. Hence, (58) is the only one from the three-dimensional family of possible candidates for a Hamiltonian that is bounded from below (and even positive). This is, of course, nothing but an intriguing observation: there is no a priori reason for the generator of the time evolution, even if it evolves towards the future, to be bounded from below or positive, unless it plays simultaneously another role, for example that of the total energy of the system. We also observe that the dynamics simplifies strongly if we choose (58) in comparison with all other candidates:J µ become time independent, andP µ just scale with time. The next comment is that the choice (58) leads to the dynamics that has been obtained by Moncrief [21] . Finally, it is easy to see that there will be no problem to define the quantum mechanical operatorĤ fromH, if the operatorsD andĴ µ are given, becauseD will commute with allĴ's. The corresponding problem of ranges will be automatically solved, if we define |Ĥ| by the spectral theorem.
The physical representation
The physical representation of the algebra so(2,3) would map each element of the algebra to a linear operator on a common invariant dense domain K 0 in a Hilbert space K; the map ρ must satisfy the following conditions:
1. ρ is linear, ρ(1) = id, and
for all X, Y ∈ so(2,3) on K 0 , 2. the operators ρ(X) for all X ∈ so(2,3) are essentially self-adjoint on K 0 , 3. the problem of ranges is satisfactorily solved, 4. the operators ρ(X) for all X ∈ so(2,3) satisfy algebraic relations that go over to (45)-(48) in the classical limit.
In general, the group method of quantization of an algebra g of observables on a symplectic manifold (M, Ω) is to find a unitary representation on a Hilbert space K of the group G corresponding to the algebra. Then, the generators of the group action on K satisfy automatically the conditions 1 and 2, but a part of the condition 3 (P 0 < 0) and the condition 4 can pose problems.
In this section, we are going to use an old idea of finding the physical representation by the group way: the Kostant-Kirillov method of orbits. This method works quite generally for finite systems. Let us briefly describe the steps of the method (for more detail see [7] , [6] ).
The method of orbits is based on the momentum map Π determined by the algebra of observables g (in this way, the relations and ranges are encoded). Π(M) is a particular orbit ω of G in the linear space g * dual to the Lie algebra g, where the group acts via the co-adjoint representation.
The method starts with a choice of a point F ∈ ω and with calculating the stabilizer G F ⊂ G of F . Then, the subalgebra n F called subordinate to F must be found satisfying the conditions:
3. Pukanszky's condition: let n ⊥ F be the subspace of g * that annihilates n F ; then,
One can show that g F ⊂ n F . The subalgebra n F generates a subgroup N F of G and one must find a one-dimensional unitary representation ρ n of N F such that ρ n (exp X) = exp( F, X ) in a neighbourhood of the identity of N F . Such a representation will exist, if Kirillov's symplectic form of ω is integral (its integral over any 2-cycle is an integer).
The physical representation is then just the unitary representation of G induced by N F (see [7] , [29] ).
In our case, M = Γ 0 and as the group we take first SO(2,3). The momentum map Π will be described in terms of a coordinate system in g * ; the coordinate system will be associated with the basis that is dual to (50); let the corresponding coordinates be (ξ µ , ζ µ , θ µ , δ). Then, the momentum map is given by
As the group SO(2,3) has a trivial center, the momentum map is a symplectic isomorphism and the homogeneous symplectic space (Γ 0 , Ω 0 ) of G can be identified with the orbit ω. Then, the Kirillov symplectic form Ω 0 is exact and so it is trivially integral. Let us choose the point F corresponding to the point u ∈ Γ 0 that is given by the values of coordinates x 1 = x 2 = 0, p 1 = 1 and p 2 = 0. From Eqs. (60), we calculate the coordinates of F to be (−1, 1, 0, 0, 0, 0, 0, 0, 0, 0). The map of g into T F ω is given by the values of the vector fields (51)-(57) at the point u:
The kernel of the map is, therefore, the subalgebra g F generated by
The algebra g F has to be extended to n F . Thus, we have to find a two-dimensional subspace of g/g F which is invariant with respect to g F . g/g F is four-dimensional; we choose [
, where X is a representant of an element of the basis of g/g F , [X] is the corresponding class and π is the projector from g to g/g F . A straifgtforward calculation gives
Our task is to find a two-dimensional (in general complex) common invariant subspace of all six transformations. The abelian subalgebra generated by Q 0 , Q 1 and Q 2 is represented by triangular matrices. They have a common invariant subspace T spanned by [J 1 ] and [J 2 ]; there is no complex linear combination [aP 1 + bP 2 ] that would be mapped by all Q µ , µ = 0, 1, 2, to a one-dimensional subspace of T . Thus, T is the only two-dimensional invariant subspace of all Q µ , µ = 0, 1, 2. However, this subspace is not invariant with respect to P 0 +P 1 . Hence, no subordinate algebra n F exists for the whole group SO (2,3) .
In fact, if we just want to have a unitary representation of SO(2,3) by complex functions on a two-dimensional manifold M (this reflects the fact that we have two physical degrees of freedom), then such a representation will determine a definite action of SO(2,3) on M that will be transitive, or else the representation will not be irreducible. Then, M = SO(2, 3)/G M , where G M is a stabilizer of a point of M. Thus, SO(2,3) had to admit an 8-dimensional subgroup. However, there is no such subgroup [29] .
There is, however, n F , if we restrict ourselves to some subgroup of SO(2,3): the largest are G 1 , generated by (P 0 , P 1 , P 2 , J 0 , J 1 , J 2 , D) and G 2 generated by (Q 0 , Q 1 , Q 2 , J 0 , J 1 , J 2 , D). Γ 0 is still a space where G 1 or G 2 act; they do not act transitively, however: the points with x 1 = x 2 = 0 are invariant with respect to G 2 and those with y 1 = y 2 = 0 with respect to G 1 . These points have to be cut out in respective cases. Thus, the coordinate patch (x k , p k ) is a homogeneous space of G 1 and (y k , q k ) that of G 2 . The action of the group G 1 on T * U is the same as that of G 2 on T * V in the respective coordinates. Let us consider G 1 and T * M 3 only. In fact, only this case is a group extension of our original system, namely a G 1 -extension.
From the corresponding part of the . It is easy to see that there are no others. From T 2 , we obtain the subalgebra n 2F generated by P 0 + P 1 , P 2 , J 0 − J 1 , J 2 and D; n 2F satisfies the conditions 1 and 2, but it does not satisfy Pukanszky's condition. Indeed, the subspace n ⊥ 2F that annihilates it has the form (a, −a, 0, b, b, 0, 0) where (a, b) ∈ R 2 . The subset F + n ⊥ 2F is given by (−1 + a, 1 − a, 0, b, b, 0, 0 ). This will lie in ω if the equations − √ p · p = −1 + a, p 1 = 1 − a, p 2 = 0,
have solutions for any a and b. However, the first equation implies that a < 1. Thus, this algebra is not admissible. Similar calculation for T 1 shows that the corresponding algebra n 1F satisfies all three conditions and so it is the only possibility. Let us concentrate on n 1F , which is generated by P 0 , P 1 , P 2 , J 0 − J 1 and D − J 2 .
The map of the Lie algebra g 1 of the group G 1 into T F ω given by Eqs. (51) and (54)-(57) sends n 1F on the subspace R F ∈ T F ω spanned by the vectors
We can use the action ad * of the group G 1 to bring the subspace from the point F to any other point of ω; this is a well-defined procedure, because n 1F is invariant with respect to the stabilizer G 1F of F . The result is the subspace spanned by (65) at any point (x 1 , x 2 , p 1 , p 2 ) of ω. Indeed, we can use the four one-dimensional subgroups of G 1 generated by P 1 , P 2 , J 0 and J 2 . The corresponding vector fields given by Eqs. . Thus, the curve defined by
with the real constants p 0 1 and p 0 2 will be mapped onto a curve of the form
by any element of the group. Hence, the subspace R F will be mapped to the subspace R F ′ spanned by the vectors (65) at any point F ′ of ω with x 1 = x 2 = 0 and p 1 and p 2 arbitrary. The vector fields (65) (which are now used in their role of the action of P 1 and P 2 ) can easily be integrated; they generate the maps (x 1 , x 2 , p 1 , p 2 ) → (x 1 + a, x 2 + b, p 1 , p 2 ) with arbitrary a and b. Thus, curves of the form (66) are mapped to Hence, R F ′ goes over to R F ′′ spanned again by (65) in an arbitrary point F ′′ of ω. The resulting subbundle of the tangent bundle is called polarization. It is an integrable subbundle, its integral manifolds R being given by p 1 = const, p 2 = const.
At this stage, it is much quicker to guess the form of the operators representing the Lie algebra that to calculate the representation according to the general procedure by Kostant-Kirillov. The unitary representation of G 1 that we are going to construct is induced by the representation ρ n of the subgroup N 1F that is generated by the subalgebra n 1F . Thus, the Hilbert space will be built from complex functions on the homogeneous space G 1 /N 1F . This may be identified with the manifoldΓ ISO /R that is just R 2 \ {0} with the coordinates p 1 and p 2 and which we have denoted by P in Sec. 4.1. If we look at the formula for the induced representation (see e.g. [29] , P. 479, formula (15)), we can see that there will be three kinds of terms in the operators representing the Lie algebra of G 1 . From the representation of N 1F , multiplicative terms will come; they must clearly be multipications by − √ p · p, p 1 and p 2 for the operatorsP 0 ,P 1 andP 2 . From the action of G 1 on the classes G 1 /N 1F , differential operators come; they must be projections of the vector fields (51), (54)-(57) to the space P multiplied by -i:
Finally, there will be terms coming from the Radon-Nikodym derivative that will correct the differential operators. Such terms have the general form
where σ is a quasi-invariant measure on G 1 /N 1F . Different but equivalent measures will lead to unitarily equivalent representations. A good choice is
Then, finally, the operators must have the form
It is easy to verify that this guessed operators coincide with those that would follow from the full general construction of the representation. An interesting question is, what happend with the relations. For the goup G 1 , we have only three relations, and we can take Eqs. 
