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3Abstract
The relativistic theory of elasticity is developed and its formulations as given
by Carter and Quintana [4] and by Beig and Schmidt [3] are compared. Then,
the nonrelativistic limit is performed, and the resulting non-relativistic elas-
ticity theory is investigated. Linear perturbations are also considered in this
case, especially the so-called trivial displacements, that are special perturba-
tions whichs satisfy the equations of motion trivially. Finally, the eigenmodes
of a self-gravitating sphere are calculated in the non-relativistic case as an ex-
ample.
Zusammenfassung
Die relativistische Elastizita¨tstheorie wird entwickelt und ihre Formulierungen
von Carter und Quintana [4] und von Beig und Schmidt [3] werden verglichen.
Dann wird der nichtrelativistische Limes durchgefu¨hrt, und die resultierende
nicht-relativistische Elastizita¨tstheorie untersucht. Lineare Sto¨rungen werden
auch in diesem Fall betrachtet, insbesondere die sogenannten trivialen Sto¨rungen,
das sind spezielle Sto¨rungen, die die Bewegungsgleichungen trivial erfu¨llen.
Als abschließendes Beispiel werden die Eigenmoden einer selbst-gravitierenden
Kugel im nichtrelativistischen Fall ausgerechnet.
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Chapter 1
Introduction
The theory of elasticity is one of the oldest fields of theoretical physics; it was
developed back in the 17th century by Bernoulli, Cauchy and Euler, to name
just a few. Here also roots the concept of tensors that is so central to relativity.
A mathematically clean presentation of the nonrelativistic theory can be found
in the textbook by Marsden and Hughes [13].
When special and general relativity emerged in 1905 and 1915, this meant of
course a program to formulate every physical theory in a relativistic version, so
also a relativistic elasticity theory (sometimes called relasticity for short) was
needed, and indeed such a theory was presented pretty fast by Herglotz in 1911
[8] (covering the special relativistic case) and Nordstro¨m in 1916 [15] (already
for the general-relativistic background). The following years, the field was quiet,
since perfect fluids seemed sufficient as matter model in general relativity. It
was as late as 1973 that Carter and Quintana renewed interest in relasticity [4].
One of the main goals of this thesis is to compare their approach with more
recent work by Kijowski and Magli [11, 12] and Beig and Schmidt [3].
Apart from the obvious theoretical interest in relativistic elasticity as a build-
ing block to complete relativistic physics, there is also practical use in astro-
physics: we know nowadays that neutron stars have a solid crust [16].
The structure of this thesis is as following: in the chapters 2 and 3, the rela-
tivistic elasticity theory is developed. We first view the kinematical framework,
introducing the body manifold B and the basic fields fA as mappings from the
spacetime to the points of the body occupying it. Then, the dynamics of the
theory is developed: we view relativistic elasticity as a Lagrangian field the-
ory, with the energy density of the material as the Lagrange density. It turns
out that the covariant divergence freeness condition for the energy momentum
tensor is equivalent to the Lagrange equations of motion for this theory.
In chapter 4, we discuss how the relativistic equations of motion can be
linearized using perturbation formalism. Eulerian and Lagrangian variations
are introduced and their connection is discussed.
In chapter 5, the non-relativistic limit is performed (via 1c → 0) on the La-
grange density. This yields the Lagrange density for the nonrelativistic version
of elastodynamics.
This theory is examined further in chapter 6, where we first discuss the
kinematical framework in the nonrelativistic case and then derive the equations
of motion from the action principle. Finally, we also discuss the linearization of
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these equations via perturbation theory. We then discuss special perturbations
that satisfy the linearized equations of motions trivilly: firstly, ones that are
generated by Killing vector fields on the body manifold B for homogeneous and
isotropic materials. These are related to the so-called trivial displacements in
the literature (see e.g. [7]). Secondly, there is a similar result for perturbations
generated by Killing vector fields on Newtonian space S. This is because the
Lagrange density (and hence also the equations of motion) are invariant under
Euclidean motions (which are generated by the Killing vector fields). Finally, we
use the theory developed so far to calculate the eigenmodes of a self-gravitating
elastic sphere, a problem that goes back to Cauchy, who solved this in the case
without gravity back in 1829.
There is also an appendix, in which some mathematical results are threated
shortly which may not be familiar to everyone (at least they were not familiar
to me while writing this thesis).
Finally, some words on the conventions used: lowercase greek letters (µ, ν,
λ, . . . ) denote spacetime indices, capital latin letters (A,B,C, . . . ) denote in-
dices for the body manifold. Lowercase latin letters (i, j, k, . . . ) denote general
indices, as they are for example used in general mathematical statements that
are independent of the dimension. The spacetime metric gµν is assumed to be
of signature (−,+,+,+).
Chapter 2
Kinematics
2.1 Configuration
All descriptions of elastic bodies make - at least implicitly - use of a 3-dimensional
body manifold B, which can be thought of as the abstract collection of all points
(“molecules”) in the considered continuous medium. Some authors assume B to
be equipped with a positive-definite metric γAB , which describes the distances
in the body in relaxed state. Since it is possible, however, to formulate large
parts of the theory without a body metric, we will try to do so; we will only
assume the body manifold B to be equipped with a volume form ΩABC , that
describes the particle density in the body.
Let (M, gµν) be a general-relativistic spacetime with a metric gµν . LetM′ ⊆
M be the open subset of the space-time through which the elastic body passes.
Then the configuration of the elastic body is completely specified through a
smooth mapping
f :M′ → B (2.1)
xµ 7→ fA(xµ) (2.2)
that assings points in the body manifold (“molecules” of the body) to given
spacetime-points. We call a given fA(xµ) configuration for short as well. Since
the coordinate system on the body manifold doesn’t necessarily change when
changing spacetime coordinates, the fA transform as three scalar fields, i.e.:
LξfA = ξµ∂µfA (2.3)
and of course ∇µfA = ∂µfA as well. The same will be true for all other objects
that only carry body manifold indices A,B,C, . . . as well.
This is the so-called space-time description, which is somehow more natu-
ral in the relativistic setting. In non-relativistic elastodynamics the material
description is used more frequently; here mappings φ : B → M are used to
describe the elastic body, which are inverse to the configuration fA in an ap-
propiate sense.
The inverse image f−1(XA) of a given point XA ∈ B is supposed to be a
timelike curve in M′; these are the world-lines of the “molecules”. This means
(by the implicit function theorem) that the deformation gradient fA,µ≡ ∂µfA
9
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must have full rank everywhere:
rg(fA,µ ) = 3 (2.4)
and that the null space of fA,µ is timelike with respect to the spacetime metric.
Of course the world lines of the “molecules” must not intersect and fill the
wholeM′ (formally speaking the inverse images of all points in B form a timelike
congruence). This enables us to define a 4-velocity field uµ, which is the uniquely
given vector field that is everywhere:
• orthogonal to the deformation gradient: fA,µ uµ = 0
• normalised: gµνuµuν = −1 and
• future-pointing.
The rank condition on the deformation gradient is of course equivalent
to the condition that fA,µ (x) is an isomorphism between [uµx]
⊥ = {vµ ∈
TxM|vµgµνuν = 0} (the subspace orthogonal to uµ) and Tf(x)B.
2.2 Strain
The strain is defined the following way:
hAB := fA,µ gµνfB ,ν (2.5)
Note that this is no push-forward of the spacetime metric (although it looks
similar), since fA is not a diffeomorphism. Thats why hAB in general is not a
tensor field on B, since it still depends on the spacetime coordinates xµ.
The strain is obviously a symmetric matrix in each spacetime point. Further-
more, it is even positive definite, since the deformation gradients fA,µ project
out the timelike (negative) parts of the spacetime metric, and leave behind only
the positive definite rest. Because of the full-rank condition of the deformation
gradient fA,µ, also hAB has rank three.
Since hAB is symmetric and positive definite, it is “almost” (apart from the
fact that it depends on spacetime points) a metric on B. As such, it describes
the distances of neighbouring points in B in their local rest frame in spacetime.
Also, the positive definitness of hAB is the reason that there exists an inverse,
which is denoted by hAB , that is of course symmetric and positive definite too.
Next, we would like to define a corresponding tensor hµν (note that this is
not the same hµν as the one used by Kijowski and Magli [11, 12]!). This can be
done in two equivalent ways:
hµν := gµν + uµuν ≡ fA,µ fB ,ν hAB (2.6)
To show the equivalence of both definitions, we first note that both are sym-
metric. So it is sufficient to contract one index on both sides with a basis of
TM. We use our standard basis uµ and f iµ for that purpose. The former is
obviously annihilated by both, the latter gives f i,ν on both sides:
(gµν + uµuν)f i,λ gλµ = f i,ν +f i,µ uµuν = f i,ν (2.7)
fA,µ f
B ,ν hABf
i,λ g
λµ = hAihABfB ,ν = f i,ν (2.8)
2.3. MATTER CURRENT AND PARTICLE DENSITY 11
In other words, hµν = gµλhλν annihilates uµ and leaves its orthogonal subspace
(spanned by the f iµ) untouched, so it is the orthogonal projection operator to
the tangent subspace orthogonal to uµ, i.e. hµλhλν = hµν . This can also be
shown directly by calculation using both definitions:
hµλh
λ
ν = (δµλ + uµuλ)(δλν + uλuν) = δµν + uµuν = hµν (2.9)
hµλh
λ
ν = gµρhρλgλσhσν = gµρfA,ρ fB ,λ hABgλσfC ,σ fD,ν = (2.10)
= gµρfA,ρ hBChABfD,ν hCD = gµρfA,ρ hABfB ,ν = hµν (2.11)
The orthogonality of the projection operator hµν is of course equivalent with
the symmetry of hµν .
Since hAB is positive definite, and fA,µ is an isomorphism between [uµx]⊥ and
Tf(x)B, hµν acts as a positive definite metric on [uµx]⊥. Also an inverse hµν =
gµλhλρg
ρν can be defined that satisfies hµλhλν = hµν because of the projection
operator property (hµν is of course the identity on [uµx]
⊥.). For orthogonal
spacetime tensors (i.e. such for which all contractions with uµ vanish) hµν and
hµν can be used instead of gµν and gµν for raising and lowering of indices.
Because fA,µ is an isomorphism between [uµx]
⊥ and Tf(x)B, we can also
define an inverse fAµ that satisfies
fA,µ fB
µ = δAB ( = h
A
B) (2.12)
fA
µfA,ν = hµν (2.13)
using hAB this can be explicitely written down as
fA
µ = hABfB ,ν gνµ (2.14)
because
fA,µ fB
µ = fA,µ hBCfC ,ν gνµ = hBChAC = δAB (2.15)
fA
µfA,ν = hABfB ,λ gλµfA,ν = hνλgλµ = hµν (2.16)
Finally, we note that
hAB = fA,µ hµνfB ,ν (2.17)
since fA,µ uµ = 0. This means that there is a 1-1 mapping between the hABs
and hµνs.
Finally, we calculate the partial derivatives of hAB for further use:
∂hAB
∂gµν
= fA,µ fB ,ν
∂hAB
∂fC ,λ
= δACδ
λ
µf
B ,ν g
µν + δBC δ
ν
λf
A,ν g
µν = δACf
Bµ + δBC f
Aµ = 2δ(AC f
B)µ
(2.18)
2.3 Matter current and particle density
With the help of the volume form ΩABC on B, we can give an explicit formula
for uµ: we define ωµνλ as the pull-back of ΩABC to M:
ω = f∗Ω (2.19)
ωµνρ = fA,µ fB ,ν fC ,ρ ΩABC (2.20)
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and use the Hodge operator to define Jµ (we use −∗ per convention, to make
the coordinate formulae more beautiful):
J = − ∗ ω (2.21)
Jµ =
1
3!
²µνλρωνλρ =
1
3!
²µνλρfA,ν f
B ,λ f
C ,ρ ΩABC (2.22)
Per definition, ωµνλ is orthogonal to uµ (i.e. ωµνλuµ = 0), since fA,µ uµ = 0
identically. In consequence, Jµ is proportional to uµ, since fD,µ Jµ = 0, because
²µνλρfA,ν f
B ,λ f
C ,ρ f
D,µ is the determinant of a 4×4 matrix with two identical
columns. Without loss of generality, we can assume that Jµ is future-pointing,
otherwise we could simply change the orientation of ΩABC on B, i.e. replace
ΩABC by −ΩABC . In other words, we want fA to be orientation-preserving.
Furthermore we note that Jµ is conserved:
∇µJµ = δJ = − ∗ d ∗ J = ∗dω = ∗df∗Ω = ∗f∗dΩ = 0 (2.23)
since the volume form Ω on B is closed. For people who don’t like differential
forms, we also give a coordinate-based proof:
∇µJµ = ∇µ( 13!²
µνλρωνλρ) =
1
3!
²µνλρ∇µ(fA;νfB ;λfC ;ρΩABC) =
=
1
3!
²µνλρ(fA;ν;µfB ;λfC ;ρΩABC + fA;νfB ;λ;µfC ;ρΩABC+
fA;νf
B
;λf
C
;ρ;µΩABC + fA;νfB ;λfC ;ρΩABC,DfD;µ ) = 0
(2.24)
The first equality holds because∇µ²µνλρ = 0; the second one, because ²µνλρfA;ν;µ =
0, since the covariant derivative is torsion free and fA;νfB ;λfC ;ρΩABC ,D fD ;µ =
0 because ²µνλρfA;νfB ;λfC ;ρfD;µ is a vanishing determinant again (see explana-
tion after equation (2.22)).
The conservation of Jµ justifies the definition of a particle density n > 0
(since both uµ and Jµ are future-pointing) by
Jµ = nuµ. (2.25)
Next we would like to derive an explicit formula for n =
√−JµJµ. For this,
the strain will already be very useful:
n2 = −JµJµ = − 13!²
µνλρωνλρ
1
3!
²µν′λ′ρ′ω
ν′λ′ρ′ =
=
1
3!
1
3!
δνλρν′λ′ρ′ωνλρω
ν′λ′ρ′ =
1
3!
ωνλρω
νλρ =
=
1
3!
gνν
′
gλλ
′
gρρ
′
fA,ν f
B ,µ f
C ,λΩABCfA
′
,ν′ f
B′ ,µ′ f
C′ ,λ′ ΩA′B′C′ =
=
1
3!
hAA
′
hBB
′
hCC
′
ΩABCΩA′B′C′ = det
Ω
(hAB)
(2.26)
The indices in the calculation above can be read as “abstract indices”; the
determinant relative to a volume form is an invariant geometric concept. If we
introduce coordinates, we can rewrite the volume form the following way:
1
3!
ΩABC(X)dXAdXBdXC = Ω(X)dX1 ∧ dX2 ∧ dX3 (2.27)
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Then we get
n = Ω(f(x))
√
dethAB =
Ω(f(x))√
dethAB
(2.28)
Where det now denotes the standart determinant of the matrix hAB in a given
basis. This shows that n is the ratio of the materials volume form ΩABC to the
metric volue form generated by hAB .
So the particle number density n as a function only depends on the strain
hAB (or equivalently hAB of course) and the configuration (via the volume form
of the body) that is given as an explicit formula. By plugging the equations
(2.22), (2.25) and (2.26) together, we even get an explicit formula for uµ.
By differentiating n2 = detΩ(hAB) with respect to hCD using (7.1) from the
appendix, we get 2n ∂n
∂hCD
= detΩ(hAB)hCD (since hCD is symmetric) or (after
reinserting n2 = detΩ(hAB) and renaming indices):
∂n
∂hAB
=
1
2
nhAB (2.29)
Using ∂h
AB
∂hCD
= −hAChBD (see (7.1.3) in the appendix) and the chain rule
∂n
∂hCD
= ∂n
∂hAB
∂hAB
∂hCD
we further get (after renaming indices):
∂n
∂hAB
= −1
2
nhAB (2.30)
14 CHAPTER 2. KINEMATICS
Chapter 3
Dynamics
3.1 The Lagrangian
The dynamics is given by an action principle. As Lagrangian density we use
the rest-frame energy density ρ (which is of course non-negative), just as it is in
relativistic hydrodynamics, too. This is viewed as function of our field variables,
the configuration fA(xλ), its derivatives, the configuration gradient fA,µ (xλ)
and the spacetime location xλ - but we assume that the dependency on xλ
is only implicitely via the spacetime metric gµν(xλ). So our action looks the
following:
SM [fA] =
∫
M
ρ(f, ∂f ; g)
√
− det(g) d4x (3.1)
3.1.1 Basic assumption and consequences
ρ(f, ∂f ; g) is assumed to be covariant under spacetime diffeomorphisms, i.e. that
it transforms as scalar for a given configuration. Mathematically, this means
Lξρ(xν) = ξµ∂µρ(fA(xν), fA,λ (xν); gλσ(xν)) (3.2)
for arbitrary vector fields ξµ(xν) on M. But on the other hand, Lξρ can be
written as
Lξρ = ∂ρ
∂fA
Lξ(fA) + ∂ρ
∂fA,µ
L(fA,µ ) + ∂ρ
∂gµν
Lξ(gµν) (3.3)
By writing out both expressions, we get the following equation:
∂ρ
∂fA
ξµ∂µf
A +
∂ρ
∂fA,ν
ξµ∂µf
A,ν +
∂ρ
∂gνλ
ξµ∂µg
νλ =
=
∂ρ
∂fA
ξµ∂µf
A +
∂ρ
∂fA,ν
(ξµ∂µfA,ν +(∂νξµ)fA,µ )+
+
∂ρ
∂gνλ
(ξµ∂µgνλ − (∂µξν)gµλ − (∂µξλ)gνµ)
(3.4)
This yields:
∂ρ
∂fA,ν
(∂νξµ)fA,µ= 2
∂ρ
∂gµλ
(∂νξµ)gνλ (3.5)
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Since ξµ is arbitrary, we get:
∂ρ
∂fA,ν
fA,µ= 2
∂ρ
∂gµλ
gλν (3.6)
or (after pulling down one index):
2
∂ρ
∂gµν
= fA,µ gνλ
∂ρ
∂fA,λ
(3.7)
Since the left hand side of this equation is obviously symmetric, we conclude
that the right hand side must be symmetric in µ and ν, too. By contracting the
last equation with uµ, we get as another corollary:
∂ρ
∂gµν
uµ = 0 (3.8)
From this we conclude that
ρ(XA, fA,µ ; gµν) = ρ(XA, fA,µ ; gµν + uµuν) = ρ(XA, fA,µ , hµν) (3.9)
since ρ(XA, fA,µ ; gµν + suµuν) does not depend on s ∈ R:
d
ds
ρ(XA, fA,µ ; gµν + suµuν) =
∂ρ
∂gµν
uµuν = 0 (3.10)
because of equation (3.8). Inserting s = 0 and s = 1 yields the claim (3.9).
Equation (2.17) tells us that hAB contains the same information as hµν ,
so we can write ρ = σ(XA, fA,µ , hAB(fA,µ , gµν)) as function. Inserting σ in
equation (3.6) yields (using (2.18))
∂ρ
∂fA,ν
fA,µ = (
∂σ
∂fA,ν
+
∂σ
∂hBC
∂hBC
∂fA,ν
)fA,µ=
=
∂σ
∂fA,ν
fA,µ+2
∂σ
∂hAB
fA,µ f
B ,λ g
λν
2
∂ρ
∂gµλ
gλν = 2
∂σ
∂hAB
∂hAB
gµλ
gλν = 2
∂σ
∂hAB
fA,µ f
B ,λ g
λν
(3.11)
so we get
∂σ
∂fA,ν
fA,µ= 0 (3.12)
Using the full-rank condition of fA,µ (or, more explicitely, by multiplying with
fB
µ), we see that σ doesn’t depend on the deformation gradient explicitely, so
ρ = ρ(XA, hAB) (3.13)
Doing the calculation (3.11) again with ρ(XA, hAB) (i.e. using that ∂ρ
∂fA,µ
= 0),
we regain equation (3.6). This means that (3.2), (3.6) and (3.13) are equivalent.
There is also a “physicist’s proof” for (3.13): we view the deformation gra-
dient as three vectors ∂µf1, ∂µf2, ∂µf3. The only way of forming scalars out
of this vectors are their six different scalar products. But these are just the
components of hAB .
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Because ρ is just a function of XA and hAB , and we already know that the
same is true for the particle density n, we are now able to decompose ρ in the
following way:
ρ = n ² (3.14)
² is called stored energy function and of course just depends on XA and hAB as
well. It is the total rest frame energy per particle.
3.1.2 Euler-Lagrange equations
In Lagrangian field theory we have generally an action S[φi] depending on some
fields φi in the following form:
S[φi] =
∫
M
L(φi,∇φi, xµ) d4x =
∫
M
L˜(φi,∇φi, xµ)
√
− det(g) d4x (3.15)
Here we use the following notation for the Lagrangian density: L = L˜√− det(g),
where L˜ is a scalar and L is a scalar density.
Then the Euler-Lagrange Equations have the following form:
∂L
∂φi
− ∂µ
(
∂L
∂ (∇µφi)
)
= 0 (3.16)
which is generally equivalent to the following equation (see e.g. [17], chapter
11.3, page 189):
∂L˜
∂φi
−∇µ
(
∂L˜
∂ (∇µφi)
)
= 0 (3.17)
Now we go back to relativistic elasticity theory (L˜ = ρ, φi = fA, ∇µφi =
∂µf
A, since the fA transform as scalars). Here this equivalence is especially easy
to see, since our fields fA transform as scalars under spacetime diffeomorphisms.
First, we finally write down our equations of motion, the Euler - Lagrange
equations of the action principle (3.1):
√
− det(g) ρ
∂fA
− ∂µ
(√
− det(g) ∂ρ
∂(∂µfA)
)
= 0 (3.18)
By simply dividing by
√− det(g) we get:
ρ
∂fA
− 1√− det(g)∂µ
(√
− det(g) ∂ρ
∂(∂µfA)
)
= 0 (3.19)
which obviously transforms as a covector on B. But this is the same as
ρ
∂fA
−∇µ
(
∂ρ
∂(∂µfA)
)
= 0 (3.20)
by the standart identity ∇µvµ = 1√− det(g)∂µ
(√− det(g) vµ) for the diver-
gence.
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3.2 Energy-Momentum tensor
3.2.1 Definition
In General Relativity, there are two possible ways to define an Energy-Momentum
tensor: on the one hand, there is the Hilbert Energy-Momentum tensor, that is
the source term in the Einstein field equations (as result from the Hilbert action
principle) and therefore symmetric by birth:
Tµν = − 2√−det(g) δSδgµν(x) (3.21)
Which yields in our case (the Lagrangian just depends on the fields, their first
derivatives and the metric):
Tµν = 2
∂ρ
∂gµν
− ρgµν (3.22)
On the other hand there is the canonical Energy-Momentum tensor that is
familiar from special relativity:
Tµν =
∂ρ
∂fA,µ
fA,ν −ρδµν (3.23)
after pulling down one index we get:
Tµν = fA,ν gµλ
∂ρ
∂fA,λ
− ρgµν (3.24)
which is surprisingly identical with the symmetric Energy-Momentum tensor
(3.22) because auf equation (3.7)!
3.2.2 Divergence
Next, we calculate the divergence of Tµν using (3.23):
∇µTµν = ∇µ
(
ρ
∂(∂µfA)
∂νf
A
)
− ∂νρ =
(
∇µ ∂ρ
∂(∂µfA)
)
(∂νfA)+
+
∂ρ
∂(∂µfA)
(∇µ(∂νfA))− ∂ρ
∂fA
(∂νfA)− ∂ρ
∂(∂σfA)
∂ν∂σf
A − ∂ρ
∂gλρ
∂νg
λρ
(3.25)
The first and the third term together are the Euler - Lagrange equation in the
form (3.20) multiplied with fA,ν , the other terms cancel out: in the last term
we use ∂νgλρ = −
(
Γλνσgσρ + Γρνσgλσ
)
, which is true because gλρ;ν = 0, and
equation (3.6):
− ∂ρ
∂gλρ
∂νg
λρ =
∂ρ
∂gλρ
(
Γλνσgσρ + Γρνσgλσ
)
= 2
∂ρ
∂gλρ
gρσΓλνσ =
=
∂ρ
∂fA,σ
fA,λ Γλνσ
(3.26)
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Next, we write out the covariant derivative in the second term of (3.25) using
Christoffel symbols and get the following:
∂ρ
∂(∂µfA)
(∇µ(∂νfA)) = ∂ρ
∂ (∂σfA)
(
∂σ∂νf
A − ΓλσνfA,λ
)
(3.27)
Indeed, the two Christoffel symbol terms cancel out because Γλνσ = Γλ(νσ), and
the two second-order partial derivatives cancel out because ∂ν∂σ = ∂(ν∂σ). So
we get as final result:
∇µTµν =
(
∇µ
(
∂ρ
∂(∂µfA)
)
− ρ
∂fA
)
fA,ν (3.28)
So we see the Energy-Momentum Tensor is conserved on-shell. Another impor-
tant observation is that ∇µTµνuν = 0 identically.
3.2.3 Stress tensors
We know that
Tµνu
ν = −ρuµ (3.29)
according to (3.8) and (3.22). This suggests that it is possible to rewrite Tµν in
the form
Tµν = ρuµuν + Pµν (3.30)
where the Cauchy stress tensor Pµν is symmetric and orthogonal to uµ. Indeed,
we get it in that form if we insert gµν = hµν − uµuν in (3.22):
Tµν = ρuµuν + 2
∂ρ
∂gµν
− ρhµν (3.31)
so
Pµν = 2
∂ρ
∂gµν
− ρhµν (3.32)
The form (3.30) of the Energy-Momentum Tensor also justifies the interpretation
of our Lagrangian ρ as the total energy density in the materials rest frame.
To get another nice form of Pµν we use (3.14)
∂ρ
∂gµν
=
∂(n²)
∂hµν
= n
∂²
∂hµν
+ ²
∂n
∂hµν
= n
∂²
∂hµν
+
1
2
ρhµν (3.33)
to get
Pµν = 2n
∂²
∂hµν
(3.34)
This can be further rewritten as
Pµν = 2n
∂²
∂hµν
= 2n
∂²
∂hAB
∂hAB
∂hµν
= n τABfA,µ fB ,ν (3.35)
where
τAB := 2
∂²
∂hAB
(3.36)
is the second Piola-Kirchhoff stress tensor, which is symmetric by definition.
This is again (similar to the strain hAB) not a tensor on the body manifold,
because it is a function on the spacetime M, not B.
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For completeness we also mention the first Piola-Kirchhoff stress tensor σµA:
σµA :=
∂²
∂fA,µ
(3.37)
This is connected to τAB via the chain rule in the following way:
σµA :=
∂²
∂fA,µ
=
∂²
∂hBC
∂hBC
∂fA,µ
= τABfBµ (3.38)
This also shows σµAuµ = 0.
3.2.4 Stress tensor decomposition, Hydrodynamics
We define a new quantity ηAB conformal to hAB according to
ηAB = n−2/3hAB (3.39)
It obviously satisfies the constraint
det
Ω
(ηAB) = 1 (3.40)
because of (2.26). That’s why {n, ηAB} contains the same information about
the strain as hAB : n denotes how much the material is compressed and ηAB
contains the information about the deformation aside from the compression.
We now express the Cauchy stress tensor using n and ηAB :
Pµν = 2n
∂²
∂hµν
= 2n
(
∂²
∂n
∂n
∂hµν
+
∂²
∂ηλρ
∂ηλρ
∂hµν
)
=
n2
∂²
∂n
hµν + 2n
(
∂²
∂hµν
− 1
3
∂²
∂hλρ
hλρhµν
) (3.41)
Here we have used
∂n
∂hµν
=
1
2
nhµν (3.42)
∂²
∂ηµν
=
∂²
∂hλρ
∂hλρ
∂ηµν
=
∂²
∂hµν
n2/3 (3.43)
∂ηλρ
∂hµν
= −2
3
n−5/3
∂n
∂hµν
hλρ + n−2/3δλµδ
ρ
ν = (3.44)
= n−2/3
(
δλµδ
ρ
ν −
1
3
hµνh
λρ
)
(3.45)
This shows we can decompose the stress tensor into the isotropic pressure p:
p =
1
3
Pµνh
µν = n2
∂²
∂n
= n
∂ρ
∂n
− ρ (3.46)
which is directly related to the particle density n, and a trace-free anisotropic
tensor piµν = Pµν −phµν . The pressure is also equivalent to the familiar expres-
sion from Thermodynamics:
p = −∂U
∂V
= −N ∂²
∂V
= −N ∂²
∂n
∂n
∂V
= n2
∂²
∂n
(3.47)
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Now we can also see that relativistic Hydrodynamics is just the special case of
our theory in which the Lagrangian only depends on n, but not on ηµν . Then
the Energy-Momentum tensor takes the familiar form
Tµν = ρuµuν + phµν = (ρ+ p)uµuν + pgµν (3.48)
and as the equations of motion we can use Tµν ;ν = 0 because of (3.28).
3.2.5 Carter-Quintana equation of motion
Carter and Quintana [4] use Tµν ;ν = 0 as equation of motion, which is equivalent
to our Euler-Lagrange equations, as we have already seen in subsection 3.2.2
(more generally, they use Tµν ;ν = fµ, where the force density fµ is due to other
fields like the electromagnetic field, but we aren’t interested in external forces).
More precisely, they use the spatial projection, because uµTµν ;ν = 0 identically,
as we have already seen too. Nevertheless, we want to prove it again in the
Carter-Quintana way. In this calculation, we will use the following trick twice:
Pµνuν = 0 (3.49)
(Pµνuν);λ = 0 (3.50)
Pµν ;λuν = −Pµνuν;λ (3.51)
Now we can decompose the divergence of the pressure tensor in a part propor-
tional to uµ and a part orthogonal to it:
Pµν ;ν = Pµν ;λhλν − Pµν ;λuλuν =
= P σν ;λhλνhµσ − P σν ;λhλνuµuσ + Pµνuν;λuλ =
= P σν ;λhλνhµσ + P σλuσ;λuµ + Pµνuν;λuλ
(3.52)
Now we write down the divergence of the energy-momentum tensor, already in
decomposed form:
Tµν ;ν =
(
ρ˙+ ρθ + Pσλθσλ
)
uµ +
(
ρu˙ν + Pµν u˙ν + Pσν ;λhλνhµσ
)
(3.53)
where θνλ := u(ν;λ) and θ = gµνθµν = hµνθµν .
The part proportional to uµ in (3.53) automatically vanishes because of
Pµν = 2 ∂ρ∂gµν − ρhµν (equation (3.32)). The orthogonal part of (3.53) can be
rewritten as
(ρhµν + Pµν) u˙ν = −DνPµν (3.54)
Here Dµ denotes the Levi-Civita connection specified by the metric hµν . It can
be expressed by
DµT
ν...
λ... = hµρhνσhλτ . . .∇ρT σ...τ... (3.55)
It is obvious that Dµ is linear, satisfies the Leibnitz rule and is torsion free.
Compatiblity with the metric hµν can be seen as following:
Dµhνλ = hµρhνσhλτ∇ρhστ = hµρhνσhλτ (uσ;ρuτ + uσuτ ;ρ) = 0 (3.56)
For the special case of the ideal fluid (Pµν = Phµν) this yields the well-
known relativistic Euler equation:
(ρ+ P ) u˙µ = −hµν∂νP (3.57)
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3.2.6 Recovering B and fA
When one uses uµ as field variable evolving with the Carter-Quintana equation
of motion (3.54), the question is how the full setup including the body manifold
B and the configuration mappings fA can be restored. One possibility is to
define new fields e(i)µ , which form a basis of the orthogonal space to uµ (i.e.
e
(i)
µ uµ = 0 and will be identified with the configuration gradient fAµ later on,
and also use the strain tensor hAB as an independent field. So the fields of the
theory become
{uµ(x), e(i)µ (x), hij(x)} (3.58)
which have to satisfy the constraints
uµuνgµν = −1 (3.59)
e(i)µ u
µ = 0 (3.60)
ι∗Σ
(
∇[µe(i)ν]
)
= 0 (3.61)
The last of these equations means that the exterior derivative of the e(i)µ , calcu-
lated on one time-like slice vanishes.
Next, we need to find equations of motions for our fields (3.58). To get one
for e(i)µ , we remark that we have the equation
LufAµ = ∇νfAµuν + fAν∇µuν = 0 (3.62)
from our original formulation, which follows immediately from ∇µ
(
fAνu
ν
)
= 0
and fA;µν = fA;νµ; rewritten in our new terms, this becomes
uν∇νe(i)µ = −e(i)ν ∇µuν (3.63)
This is the wanted equation of motion for the e(i)µ . Using it, we can show that
the constraint (3.60) propagates:
uν∇ν
(
e(i)µ u
µ
)
= −e(i)ν uµ∇µuν + e(i)µ uν∇νuµ = 0 (3.64)
Using (3.63) in the other direction on ∇ν(uµe(i)µ ), we get
∇ν
(
uµe(i)µ
)
= (∇νuµ) e(i)µ + uµ∇νe(i)µ = −uµ∇µe(i)ν + uµ∇νe(i)µ = 0 (3.65)
or, in short
uµ∇[µe(i)ν] = 0 (3.66)
Using Cartan’s magic formula we see
Lu∇[µe(i)ν] = 0 (3.67)
which means that the constraint (3.61) propagates and the e(i)µ become closed
one-forms on the whole space-timeM, which is necessary for them to be gradi-
ents of functions fA.
The definition of the strain tensor becomes in current terms
hijga = e(i)µ e
(j)
ν g
µν (3.68)
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From this, we can get an equation of motion for hij by differentiating it with
respect to uλ∇λ and inserting (3.63), which yields
uµ∇µhij = −2e(i)µ e(j)ν ∇(µuν) (3.69)
The equation of motion for uµ is given by ∇µTµν = 0, as usual; the three
independent equations can be projected out by contraction with e(i)µ , and the
stress tensor is given by
Pµν
(
hkl
)
= e(i)µ e
(j)
ν τij(h
kl) (3.70)
with the second Piola-Kirchhoff stress tensor given by
τij
(
hkl
)
= 2n(hkl)
∂²(hkl)
∂hij
(3.71)
as usual. So in sum the equation of motion takes the following form in the
current terms
e
(i)
λ g
µλ∇ν
(
ρ(hkl)uµuν + e(i)µ e
(j)
ν τij(h
kl)
)
= 0 (3.72)
In sum, the equations (3.72), (3.63) and (3.69) taken together form a complete
set of equations of motion for the fields (3.58) satisfying the constraints (3.59)-
(3.61).
To restore the body manifold from a solution of this equation system, one
has to introduce a coordinate system of the form (t, xi) onM such that uµ∂µ =
∂t. The body manifold B can then be defined as the quotient of M by the
equivalence relation defined by the flowlines. Because the e(i)µ are closed one-
forms, the fA can be defined via ∂µf i = e
(i)
µ .
3.3 Relativistic Elasticity as gauge theory
Kijowski and Magli have pointed out in [12] that the two different approaches for
an equations of motion for relativistic elasticity theory can be seen gauge-type
theory. In their approach, uµ is seen as the basic field, and the fAs are the gauge
potentials. To see this more nicely, they introduce a material metric γµν on the
spacetime that describes distances between body points in their rest frame in
the relaxed state (i.e. if their corresponding small portion of the body had been
extracted and relaxed). Therefore γµν has to be symmetric, orthogonal to uµ
(γµνuµ = 0) and positive semidefinite, i.e. γµν has the signature (0,+,+,+).
This means that γµν has 9 independent parameters.
If a γµν is given, we can easily restore uµ from it; we simply define it as the
unique timelike, future oriented, normalized vector that is annihilated by γµν .
There are further kinematical conditions that are imposed on γµν : the ma-
terial metric is “frozen” in the material; mathematically this means that its Lie
derivative with respect to uµ has to vanish:
Luγµν = 0 (3.73)
Because uµ is a function of γµν , this condition can be considered as imposed on
γµν alone.
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The 10 equations (3.73) are not independent; they satisy the following 4
equations identically
uµLuγµν = Lu (uµγµν)− γµνLuuµ ≡ 0 (3.74)
This means there are only 6 independent conditions in (3.73), which reduces
the number of independent functions in γµν to 3. Now both γµν and uµ have
the same number of degrees of freedom, which means that they are equivalent.
They can be both viewed as fundamental fields of our theory.
The condition (3.73) is purely kinematical; its analog in Electrodynamics
would be the homogeneous Maxwell equations. And similar to Electrodynamics,
we can introduce a potential, and define the basic field of the theory in terms of
the potential in a way that satisfies the kinematical conditions identically. Here
the potentials become the mappings to the material space (which is assumed to
be equipped with a material metric GAB), and the field γµν is defined as the
pull-back of GAB under fA:
γµν(x) = fA,µ(x)fB,ν(x)GAB(f(x)) (3.75)
This way (3.73) is satisfied identically
Luγµν = uλγµν,λ + γλνuλ,µ + γµλuλ,ν = uλ (γµν,λ − γλν,µ − γµλ,ν) =
= uλ(GAB,CfCλfAµfBν +GABfAµλfBν +GABfAµfBνλ
−GAB,CfCµfAλfBν −GABfAλµfBν −GABfAλfBνµ
−GAB,CfCνfAµfBλ −GABfAµνfBλ −GABfAµfBλν) = 0
(3.76)
because the second term cancels with the fifth and the third one with the last; all
other vanish due to fAλuλ = 0. Thus, (3.73) is analogue to the homogeneous
Maxwell equations F[µν;λ] = 0, which also become identities when using the
potential Aµ.
The whole theory is obviously invariant under coordinate changes on the
material space, which therefore take the role of gauge transformations, so the
fields fA can be regarded as gauge potentials for the elasticity field γµν (or,
equivalently, the velocity field uµ).
3.4 Isotropic materials - Eigenvalue and eigen-
vector formalism
In the case where the body manifold B has certain symmetries, the elastic
problem simplifies. Firstly, if the stored energy function ² only depends on the
strain hAB , but not directly on the configuration fA, the material is said to be
homogeneous.
If one has a metric GAB on the body, one can further define what an isotropic
material is: here we demand that the stored energy function only depends on
hAB via its invariants (which can be expressed as hABGAB , hABhCDGBCGAD,
detΩ hAB , for example). Another way of choosing invariants of the strain tensor
taken from [9] is to view the quantity
kµν = gµλγλν = hµλγλν (3.77)
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where γµλ is the pull-back of the material metric GAB , like in the last section
(cf. equation (3.75)). kµν is obviously flowline orthogonal and can therefore be
diagonalized with respect to the positive-definite metric hµν within the three-
dimensional space orthogonal to uµ. As usual, we get a orthonormal basis eµi of
eigenvectors (eigenvectors to different eigenvalues are orthogonal automatically,
and eigenvectors to the same eigenvalue can be choosen orthogonal). Because
both hµλ and γλν are positive definite, all eigenvalues are positive, and we can
write them as n2i ; these can be seen as linear particle densities along the principal
directions, which are given by the eigenvectors eµi . This interpretation is also
supported by the fact that we also have
det kµν = det
(
hABGBC
)
= det
Ω
hAB = n2 (3.78)
because Ω is the metric volume element belonging toGAB , so the particle density
n can be written as the product of the linear particle densities ni:
n = n1n2n3 (3.79)
Also the stress tensor becomes diagonal when using the basis eµi :
Pµν = 2n
∂²
∂hµν
= 2n
∂²
∂kλρ
∂kλρ
∂hµν
= 2n
∂²
∂kλρ
δλ(µδ
σ
ν)γσρ = (3.80)
= 2nγρ(ν
∂²
∂kµ)ρ
= 2n
3∑
i=1
n2i eiρei(ν
3∑
j=1
ejµ)e
ρ
j
∂²
∂
(
n2j
) = (3.81)
= 2n
3∑
i=1
n2i eiµeiν
∂²
∂ni
∂ni
∂ (n2i )
=
3∑
i=1
nni
∂²
∂ni
eiµeiν (3.82)
So the stress tensor can be written in diagonal form
Pµν =
3∑
i=1
pieiµeiν (3.83)
with
pi =
3∑
i=1
nni
∂²
∂ni
(3.84)
The pi are called the principal pressures.
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Chapter 4
Perturbation Formalism
4.1 Material (Lagrangian) description
Until now we have worked with the Space-Time (Eulerian) description of Re-
lasticity, which means that we have used the mappings fA from M to B. This
is the more natural way in the relativistic setting. In the Material description,
we use time-dependant mappings F i from B to M, which involves choosing a
foliation on M.
We’re only introducing some basic facts of the Lagrangian picture that are
useful when working with perturbations; a more throughout description can be
found in [18].
So let’s assume there exists a foliation of our space-time M by spacelike
hypersurfaces, i.e. M = I × Σ, where I ⊂ R and Σ is a three dimensional
spacelike manifold. By assumption, fA,i is a full-rank 3×3-matrix. This means
that the configuration is a diffeomorphism between Σt and B for each instant
of time t. So we can define an inverse F i(t,XB) (called deformation) for each
t that satisfies
fA(t, F i(t,XB)) = XA (4.1)
F i(t, fA(t, xj)) = xi (4.2)
One must not forget that this definition is dependant on the choice of folia-
tion M = I × Σ. We call the F i(t,XB) the deformation and its derivative
F i,A(t,XB) the deformation gradient. Obviously, we have
fA,iF
i
,B = δAB (4.3)
F i,Af
A
,j = δij (4.4)
Furthermore, if we differentiate equation (4.1) with respect to t, we get
˙fA + fA,iF˙ i = 0 (4.5)
Since the 4-velocity uµ is per definiton anihilated by fAµ, this means that the
vector field
vµ(t, xi)∂µ = ∂t + F˙ j(t, fA(t, xi))∂j (4.6)
is proportional to uµ, but not necessarily normalized (vµvµ 6= −1 in general).
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4.2 Perturbation theory
This treatment is based on [6].
When doing perturbation theory, one assumes that the configuration of the
system one is interested in is always nearby an equilibrium configuration which is
known. To make that more formal, one introduces a family of solutions indexed
by a parameter λ in a smooth way:
Q(λ) = {gµν(λ), uµ(λ), ρ(λ), Pµν(λ), . . . } (4.7)
whereQ(0) is the equilibrium solution. Now we compareQ(0) with the pertubed
variables Q(λ) in first order in λ:
δQ =
d
dλ
Q(λ)|λ=0 (4.8)
These so-called Eulerian perturbations (denoted with δ) are constructed by
comparing the Qs in the corresponding points of spacetime (so δxµ = 0). In
regions filled with matter, one can additionally define Lagrangian pertubations
∆Q. Here the quantities Q belonging to the same particle are compared, i.e as
measured by an observer swimming with the matter.
For that purpose, one uses that inside the matter a family of diffeomorphisms
Φλ is uniquely given that maps the particle trajectories of Q(0) to the ones of
Q(λ), which is given by Φλ(xµ) = (t, F iλ(t, f
A
0 (x
µ)). The generating vector field
ξµ(xν) = δΦµ(xν) = ∆xµ (the ”Lagrangian displacement“) can be seen as the
vector connecting the unpertubed particle coordinates with the pertubed ones.
More explicitely, ξµ is given by:
ηi(t,XA) =
d
dλ
F iλ(t,X
A)|λ=0 (4.9)
ξµ∂µ = ηi(t, fA0 (t, x
j))∂i (4.10)
Now we can define the Lagrangian perturbations ∆Q:
∆Q =
d
dλ
(Φλ∗Q(λ)) |λ=0 = (δ + Lξ)Q (4.11)
The problem with the Eulerian perturbations is that they contain an gauge
degree of freedom because one can match different points of the perturbed and
unperturbed spacestimes, whereas the Lagrangian perturbations are uniquely
determined (up to a replacement ξµ → ξµ + fuµ, where f is an arbitrary scalar
field) and therefore often preferred. To fix that last degree of freedom, one can
restrict the timelike part of ξµ, for example by the requirement ξµuµ = 0.
4.2.1 Perturbing vµ
We calculate the perturbation of the quantity vµ defined in section 4.1:
(δvµ)∂µ = (δvi)(t, x)∂i (4.12)
(δvi)(t, xj) = δF˙ i(t, fA(t, xj)) + F˙ i,A (t, f(t, xj))δfA(t, xj) (4.13)
Perturbing equation (4.1), we get:
δfA = −fAiδF i (4.14)
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Inserting that in (4.13) and using the definition of ηi yields:
δvi(t, xj) = η˙i(t, fA(t, xj))− F˙ i,A (t, f(t, x))fAj(t, x)ηj(t, f(t, x)) =(4.15)
= η˙i(t, fA(x))− ∂j
(
vi(t, f(t, x))
)
ηj(t, f(t, x)) (4.16)
This is equivalent to −Lξv, as can be seen by the following calculation:
− (Lξv) = −[ξ, v] = [v, ξ] = [∂t + vi∂i, ξj∂j ] =
=
(
η˙i + ηi,Af˙A + vj∂jξi − ξj∂jvi
)
∂i =
(
η˙i − ξj∂jvi
)
∂i
(4.17)
because vj∂jξi = vjηi,AfAj = −ηi,Af˙A, so we get
δvµ = −[ξ, v]µ = −(Lξv)µ (4.18)
∆vµ = δvµ + (Lξv)µ = 0 (4.19)
Using that, we can now now calculte ∆uµ using uµ =
(−gνλvνvλ)−1/2 vµ:
∆uµ =
1
2
(−gνλvνvλ)−3/2∆gνλvνvλvµ = 12∆gνλuνuλuµ (4.20)
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Chapter 5
Non-relativistic Limit
We conduct the non-relativistic limit directly in the action principle, like in [3]
and [18] (a similar treatment for the special relativistic case can also be found
in [17]). To get convergence, we have to multiply the action principle (3.1) with
1
c ; to get the nonrelativistic Lagrangian in the standard form, we also have to
take the negative of it:
SM [fA] = −1
c
∫
M
n(fA, hAB) ²(fA, hAB)
√
− det (gµν) d4x (5.1)
Now we develop all items of the Lagrangian density in power series in 1c . We
start with n. To get an appropriate expression for the strain, we use the ADM
decomposition of the metric (see e.g. [14]):
gµνdx
µdxν = −N2dt2 + g(3)ij
(
dx1 + Y idt
) (
dxj + Y jdt
)
(5.2)
gµν∂µ∂ν = − 1
N2
(
∂t − Y i∂i
)2
+ gij(3)∂i∂j (5.3)
Here gij(3) is the inverse to g
(3)
ij ; note that this is not the spatial part of the
inverse metric, but g(3)ij − Y
iY j
N2 is. Inserting the ADM representation of the
inverse metric in the definition of the relativistic strain tensor yields
hAB = fA,ifB,j
(
gij(3) −
1
N2
Y iY j
)
− 1
N2
f˙Af˙B +
2
N2
f (Aif˙
B)Y i (5.4)
We now use f˙A = −fA,iF˙ i = −fA,iV i (equation (4.5)) and get
hAB = fAifBj
(
gij(3) −
Y iY j
N2
− V
iV j
N2
− 2Y
(iV j)
N2
)
(5.5)
After introducing the abbreviations
W i =
1
N
(
V i + Y i
)
(5.6)
WA = fAiW i (5.7)
kAB = fA,ifB,j
(
gij(3)
)
(5.8)
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the strain can be written as
hAB = kAB −WAWB (5.9)
The Determinant of hAB in this decomposition can be calculated using Sylvester’s
determinant theorem
n2 = det
Ω
(
kAB −WAWB) = det
Ω
(
kAC
(
δBC − kCDWDWB
))
= (5.10)
= det
Ω
(
kAB
) (
1−WAWBkAB
)
(5.11)
Obviously, the inverse of kAB is given by
kAB = F iAF jBg
(3)
ij (5.12)
If we insert that, we finally get for n
n =
√
det
Ω
kAB
√
1−W iW jgij (5.13)
The volume element takes the following form in the ADM formalism√− det gµν d4x = N√det g(3)ij dt d3x (5.14)
This is because g00 = 1det gµν cofactor00 (see equation (7.4)), and we have g
00 =
− 1N2 and cofactor00 = det g(3)ij . For N we have the following formula:
N = c expU/c2 (5.15)
where U is the Newtonian gravitational potential, and the factor c comes from
dx0 = cdt. This can be expanded in a Taylor series in 1c immediately:
N = c
(
1 +
U
c2
+O
(
1
c4
))
(5.16)
Now, as a first step to the non-relativistic limit, we choose a foliation with
Y i = 0. Then g(3)ij becomes the spatial part of the inverse metric, and k
AB
becomes the non-relativistic version of the strain tensor. For W i we get
W i =
V i
N
=
V i
c
+O
(
1
c2
)
(5.17)
so equation (5.9) implies that
hAB = kAB +O
(
1
c2
)
(5.18)
Therefore, the first term κ :=
√
detΩ kAB in equation (5.13) is the nonrelativis-
tic expression for the particle number density, and the factor
√
1−W iW jgij
can be interpreted as relativistic correction. κ can be seen as the ratio between
the pulled back volume form from the body and the induced metric volume form
on the spacelike hypersurfaces
fAif
B
jf
C
kΩABC(f(x)) = κ²ijk(x) (5.19)
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This can be seen by multiplying this equation with itself and summing over the
space indices, which gives back the orginial term for κ.
Using (5.17), the relativistic correction term can be developed in a power
series in 1/c: √
1−W iW jgij = 1− V
2
2c2
+O
(
1
c4
)
(5.20)
Finally, we need to split the stored energy function in the rest energy and the
potential energy change caused by deformations to get a finite limit.
²(hAB) = mc2 + e(hAB) (5.21)
m denotes the mass per particle; we will assume it to be constant. Since hAB
is equal to kAB up to Terms O ( 1c2 ), the same is true for e(hAB):
²(hAB) = mc2 + e(kAB) +O
(
1
c2
)
(5.22)
Putting all this together, we get:
SM [fA] = −
∫
M
κ
(
1− V
2
2c2
+O
(
1
c4
))(
mc2 + e(kAB) +O
(
1
c4
))
(
1 +
U
c2
+O
(
1
c4
)) √
det gij dt d3x =
=
∫
M
κ
(
−mc2 + mV
2
2
− e(kAB)−mU +O
(
1
c2
)) √
det gij dt d3x
(5.23)
The term proportional to mc2 does not converge; nevertheless it doesn’t con-
tribute to the equations of motion and can therefore be discarded. So we get as
our action principle for nonrelativistic elasticity theory:
SM [fA] =
∫
M
κ
(
mV 2
2
− e(kAB)−mU
)
dt d3x (5.24)
The total action of the system can be obtained by adding the gravitational action
SG[gµν ] to the matter action SM [fA, gµν ]; it is well-known that the former is
given basically by the scalar curvature R of the metric gµν :
SG[gµν ] =
c4
16piG
∫
M
R
√
− det(gµν) d4x (5.25)
We multiply this with − 1c as well and get in the Newtonian limit (see [2]):
SG[U ] = − 18piG
∫
M
∂iU∂jUδ
ij dt d3x (5.26)
where the gravitation is described by the Newtonian potential U . Similar to the
relativistic case, one can add up the gravitational action and the matter action
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to get a variational principle for the whole system
S[fA, U ] =
∫
M
Λ dt d3x (5.27)
Λ = Λkin + Λelast + Λpot + Λgrav (5.28)
Λkin =
1
2
ρvivjδij (5.29)
Λelast = −ne (5.30)
Λpot = −ρU (5.31)
Λgrav = − 18piG∂iU∂jUδ
ij (5.32)
Note that we have already renamed the non-relativistic particle density κ to
n here, and that we have introduced the abbreviation ρ = mn, as is usual in
non-relativistic elasticity.
Chapter 6
Non-relativistic theory
6.1 Kinematics
Newtonian physics lives on Euclidean space S, which is essentially R3 endowed
with the standard metric. So the configuration is a time dependant function
f : S → B, the deformation φ : B → S is its inverse (of course time dependant
as well), i.e. f ◦ φ = idB and φ ◦ f = idf−1(B).
For the derivatives of the configuration and the deformation we use the short
notation fAµ = ∂µfA and φiA = ∂Aφi, where µ = 0, 1, 2, 3 and fA0 = f˙A means
the time derivative. Obviously, fAi and φiA are inverse matrices:
fAi(t, x)φjA(t, f(t, x)) = δ
j
i (6.1)
fAi(t, φ(t,X)φiB(t,X) = δAB (6.2)
From differentiating (6.1) we get the useful identities
∂k
(
φiA
)
= φiACfCk = −φiBfBjkφjA (6.3)
∂B
(
fAi
)
= fAikφkB = −fAjφjCBfCi (6.4)
The nonrelatvistic strain tensor is defined via (this is the limit of the KAB from
the last section)
HAB = fAiδijfBj (6.5)
and its inverse is given by
HAB = φiAδijφjB (6.6)
HAB is often called the right Cauchy-Green tensor in the classic elasticity lit-
erature.
The velocity field vµ∂µ = ∂t + vi∂i is defined via
fAµv
µ = f˙A + fAivi = 0 (6.7)
From (6.7) we get an explicit formula for vi:
vi = −φiAf˙A (6.8)
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On the other hand, differentiating fA(t, φ(t,X)) = XA with respect to t yields
f˙A(t, φ(t,X)) + fAiφ˙i(t,X) = 0 (6.9)
so we get another formula for vi by comparing this with (6.7):
vi(t, x) = φ˙i(t, f(t, x)) (6.10)
As in the relativistic case (5.19), the particle density is defined by the relation
fAif
B
jf
C
kΩABC(f(x)) = n(x)²ijk(x) (6.11)
which results in
n =
√
det
Ω
HAB (6.12)
If we are using Cartesian coordinates in flat space, this reduces to
n = det fAi (6.13)
From that immediately follows for the derivation of n (compare equation (7.1))
∂n
∂fAi
= nφiA (6.14)
As already mentiond at the end of the last section, it is common in non-
relativistic elastodynamics to denote the mass density ρ. it is given by
ρ = nm (6.15)
where m is the mass of a single particle, which we will assume to be constant.
Do not confuse this with the energy density ρ in the relativistic case!
As in the relativistic theory, we can form a conserved current out of the
particle density. We have
∂µ (nvµ) = 0 (6.16)
because
∂µ (nvµ) = vµ∂µn+n∂ivi = vµnφiAfAiµ+n∂ivi = −nφiAfAµ∂ivµ+n∂ivi = 0
(6.17)
Further on, we have the similar equation
∂i
(
nφiA
)
=
∂n
∂fBj
fBjiφ
i
A + n∂iφiA = nφjBfBijφiA + n∂iφiA = 0 (6.18)
because φjBfBijφiA = −∂iφiA, as can be seen by differentiating equation (6.1).
Since ρ and n just differ by the constant factor m, these equations are also true
if one replaces n with ρ.
The stress tensor is defined via a stored energy function ² = ²(fA,HAB).
First we have the second Piola-Kirchhoff tensor
τAB = 2
∂²
∂HAB
(6.19)
from which we get the Cauchy stress tensor by
τij = nfAifBjτAB (6.20)
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Again, those definitions are completely analogous to the relativistic case. Fur-
ther on, the quantity
τA
i = nτABfBjδij (6.21)
will be useful later on in the variational process, because
∂²
∂fAi
=
∂²
∂HBC
∂HBC
∂fAi
=
1
2
τBC2δ
(B
A f
C)i =
1
n
τA
i (6.22)
The connection of τAi to the Cauchy stress is obviously given by τij = fAiτAj .
Note that our definition of the stress tensor differs by a minus sign to the one
more commonly used in non-relativistic elasticity literature. This is because the
Lagrangian description is more frequently used in classical elasticity, so HAB
(see equation (6.6)) is the more common form of the strain tensor, and then the
natural definition for the stress tensor is
2
∂²
∂HAB
(6.23)
which differs by a factor of −HACHBD (see equation (7.14)) from our definition
(6.19).
6.2 Dynamics
The equations of motion are obtained by varying the action (5.27). Variation
with respect to U yields the poisson equation (only Λgrav contains ∂iU , and U
is only in Λpot):
∂i
∂Λ
∂ (∂iU)
− ∂Λ
∂U
= − 1
4piG
∂iδ
ij∂jU + ρ = 0 (6.24)
∂i∂
iU = 4piGρ (6.25)
Variation of Λkin = 12ρviv
i yields
∂µ
∂Λkin
∂fAµ
− ∂Λkin
∂fA
= ∂t
∂Λkin
∂f˙A
+ ∂k
∂Λkin
∂fAk
= −∂t
(
ρviφ
i
A
)
+ (6.26)
+∂k
(
1
2
ρφkAv
2 − ρviφiAφkB f˙B
)
(6.27)
where we have used vi = −φiAf˙A and ∂φ
i
B
∂fAk
= −φiAφkB (see equation (7.14)).
If we further plug ∂µ (ρvµ) = 0 and ∂k
(
ρφkA
)
= 0 into that expression, we get
− ρ∂t
(
viφ
i
A
)
+
1
2
ρφkA∂kv
2 − ρvk∂k
(
viφ
i
A
)
= (6.28)
− ρv˙iφiA − ρviφ˙iA − ρviφiAB f˙B + ρφkAviφ˙iBfBk− (6.29)
− ρvkvi,kφiA − ρvkviφiABfBk (6.30)
The second and the fourth terms cancel, and the third and the sixth term vanish
because of fAµvµ = 0; the remains can be combined into
−ρvµ∂µviφiA (6.31)
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When varying Λelast, we need to take some more care: n is only defined on
f−1 (B) (strictly speaking, we should multiply it with the appropiate character-
istic function χf−1(B)). This will give us some boundary condition:
δ
∫
f−1(B)
Λelast dt d3x =
∫
f−1(B)
∂Λelast
∂fA
δfA +
∂Λelast
∂fAi
δfAi dt d
3x = (6.32)
=
∫
f−1(B)
∂Λelast
∂fA
δfA + ∂i
(
∂Λelast
∂fAi
δfA
)
− ∂i ∂Λelast
∂fAi
δfA dt d3x = (6.33)
=
∫
f−1(B)
(
∂Λelast
∂fA
− ∂i ∂Λelast
∂fAi
)
δfA dt d3x+ (6.34)∫
∂f−1(B)
∂Λelast
∂fAi
niδf
A dt d2A (6.35)
so we get (using (6.18)) the following contribution to the Euler equations
∂µ
∂Λelast
∂fAµ
− ∂Λelast
∂fA
= ∂j
(
−nφjA²− n 1
n
τA
j
)
+ n
∂²
∂fA
= (6.36)
= −nφjA
(
∂²
∂fB
fBj +
∂²
∂HBC
2fBkjfClδkl
)
− ∂jτAj + n ∂²
∂fA
=
(6.37)
= −φjAτBkfBkj − ∂jτAj = −φiA∂j
(
fBiτB
j
)
= −φiA∂jτij (6.38)
plus the boundary condition
∂Λelast
∂fAi
ni|∂f−1(B) =
(
−nφiA²− n 1
n
τA
i
)
ni|∂f−1(B) = 0 (6.39)
n vanishes on the boundary anyways, that’s why we only need to keep the second
term; after multiplication with −fAi we get the final form of the boundary
condition
τi
jnj |∂f−1(B) = 0 (6.40)
The normal covector ni on ∂f−1(B) can be expressed as the pull-back of a
normal covector nA on ∂B:
ni(t, xk) = fAi(t, xk)nA(fB(t, xk)) (6.41)
Finally, the variation of Λpot contributes
∂i
∂Λpot
∂fAi
= −∂i
(
ρφiAU
)
= −ρφiA∂iU (6.42)
where we have used (6.18) for the second equality. putting all this together, we
get
−ρvµ∂µviφiA − ∂jτijφiA − ρφiA∂iU = 0 (6.43)
or, after multiplication with −fAkδkl (and renaming the index afterwards):
ρvµ∂µv
i + ∂jτ ij + ρ∂iU = 0 (6.44)
This equation, together with the boundary condition (6.40) and the Poisson
equation (6.25) fully determines nonrelativistic elastodynamics coupled to grav-
ity.
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6.3 Variations
If we apply the perturbation formalism to the equations of motion derived in
the last section, we get
δρ
∂vi
∂t
+ ρ
∂δvi
∂t
+ δρvj∂jvi + ρδvj∂jvi + ρvj∂jδvi + ∂jδτ ij + δρ∂iU + ρ∂iδU = 0
(6.45)
∇2δU = 4piGδρ (6.46)
To perturb the boundary condition (6.40), it is more convenient to transform it
to the body manifold:
τ ij(φ(t,X))fAi(φ(t,X))nA(X)|∂B = 0 (6.47)
applying the perturbation formalism to this equation gives(
δτ ijfAinA + τ ij ,kδφkfAinA + τ ijδfAinA + τ ijfAikδφknA
) |∂B = 0 (6.48)
where everything is understood to be evaluated at the same points as in (6.47).
For δφk we use the relationship
δφk = −φkBδfB (6.49)
which is a direct consequence of applying the perturbation operator δ to the
identity φk(f(x)) = xk. Now inserting (6.49) to (6.47) yields(
δτ ijfAinA − τ ij ,kφkBδfBfAinA + τ ijδfAinA − τ ijfAikφkBδfBnA
) |∂B = 0
(6.50)
From perturbing the definitions (6.15), (6.5), (6.19)) and (6.20) we get
δρ = mδn = m
∂n
∂fAi
δfAi = mnφiAδfAi (6.51)
δHAB = δfAiδijfBj + fAiδijδfBj = 2δf (AifB)jδij (6.52)
δτAB = 2
∂2²
∂HAB∂HCD
δHCD + τAB,CδfC (6.53)
δτij = δnfAifBjτAB + nδfAifBjτAB + nfAiδfBjτAB + nfAifBjδτAB
(6.54)
To get an expression for δvµ, we use the defining equation for vµ (6.7), and get
δfAµv
µ + fAµδvµ = 0 (6.55)
which implies
δvi = −φiAδfAµvµ = −φiAδf˙A − φiAδfAjvj (6.56)
The generating vector field of a perturbation is given by
ξi(t, x) = δφi(t, f(t, x)) = −φiA(t, f(t, x))δfA(t, x) (6.57)
where the second equality comes from perturbing fA(t, φ(t,X)) = XA. Using
that, we can verify the formula
∆vi = δvi + Lξvi = ξ˙i (6.58)
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from Friedman and Schutz [7]: we simply add (6.56) to the Lie derivative
Lξvi = ξj∂jvi − vj∂jξi =
= −φjAδfAφ˙iBfBj + vjφiABfBjδfA + vjφiAδfAj =
= −φ˙iAδfA − φiAB f˙BδfA + φiAδfAjvj
(6.59)
and get the same expression as from differentiating (6.57)
ξ˙i = −φ˙iAδfA − φiAB f˙BδfA − φiAδf˙A (6.60)
The reason that the result in the non-relativistic case is different to the relativis-
tic result (∆vµ = 0, (4.19)) is that the four-dimensional Lie derivative (4.17)
differs from the three-dimensional Lie derivative (6.59).
Finally, we note that another way to write (6.58) is
δvi = (∂t + Lv) ξi (6.61)
Similarly to the above, we also see δρ = −∂i
(
ρξi
)
:
−∂i
(
ρξi
)
= φiAδfA
∂ρ
∂fBj
fBji − ρ
(−∂i (φiA) δfA − φiAδfAi) =
= ρφjBfBjiφiAδfA − ρφiBfBjiφjAδfA + ρφiAδfAi = δρ
(6.62)
When working with variations around a static configuration, one can use the
portion of S occupied by matter as body manifold. This means the unperturbed
fA become the identity and we therefore also have
fAi = δAi
φiA = δiA
(6.63)
Then, the relation of δfA and the displacement vector ξi (6.57) simplifies to
δfA = −δAj ξj
δfAi = −δAj ξj ,i
(6.64)
Thus, we can express the variation of the strain tensor (6.52) via the displace-
ment vector field ξi
δHAB = δfAifBjδij + fAiδfBjδij = −δAk ξk,iδBj δij − δAi δBk ξk,jδij =
= −δAi δBj
(
ξi,j + ξj,i
) (6.65)
This expression is sometimes called the infinitesimal strain tensor. In a similar
way, the variations of the Cauchy stress tensor (6.54) becomes
δτij = −∂k
(
nξk
)
δAi δ
B
j τAB − nδAk ξk,iδBj τAB − nδAi δBk ξk,jτAB+
+ nδAi δ
B
j
(
−1
2
C˜ABCDδ
C
k δ
D
l
(
ξk,l + ξl,k
)− τAB,CδCk ξk) =
= −∂kξkτij − τkjξk,i − τikξk,j − C˜ijklξk,l − τij,kξk =
= −
(
τijδkl + τkjδil + τikδlj + C˜ijkl
)
ξk,l − τij,kξk =
= −Cijklξk,l − τij,kξk
(6.66)
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where we have used the abbreviations
C˜ABCD = 4
∂2²
∂HAB∂HCD
(6.67)
C˜ijkl = nδAi δ
B
j δ
C
k δ
D
l C˜ABCD (6.68)
Cijkl = C˜ijkl + τijδkl + τkjδil + τikδlj (6.69)
C˜ABCD is called the elasticity tensor.
6.3.1 Perturbations generated by a Killing field on B
We want to show that the following perturbed quantities satisfy the perturbed
equations of motion (6.45), (6.46) identically:
δfA(t, x) = ηA(f(t, x)) (6.70)
δU(t, x) = 0 (6.71)
Here ηA is a Killing vector field on the body manifold B that is tangential to
∂B, i.e.
ηAnA|∂B = 0 (6.72)
Further we assume the body to be homogeneous and isotropic. For a fluid it is
already sufficient to assume that ηA,A = 0.
The first step in proving the claim is to show that all perturbed quantities
that enter the perturbed equations of motion (6.45), (6.46) vanish. First, we
get through simple calculations:
δfAµ = ηA,BfBµ (6.73)
δρ = mnφiAηA,BfBi = mnηA,BδBA = 0 (6.74)
δvi = −φiAδfAµvµ = −φiAηA,BfBµvµ = 0 (6.75)
δHAB = ηA,CfCiδijfBj + fAiδijηB,CfCj = (6.76)
= ηA,CHCB + ηB,CHAC (6.77)
We have not yet used that ηA is a Killing vector, only that it is divergence free
(for δρ = 0). This already yields the result for the perfect fluid, since in this
case we have δp = 0 with δρ = 0, and thus also δτ ij = 0.
To extend the result to an isotropic solid, we look at the perturbations of the
invariants of the strain. They vanish as well, where we now have to explicitely
use ηA,B = η[A,B]:
δHAA = δHABδAB =
(
ηA,CH
CB + ηB,CHAC
)
δAB =
= ηB,CHCB + ηA,CHAC = 0
δ
(
HABH
B
A
)
= 2 δHABHCDδBCδAD =
= 2
(
ηA,EH
EB + ηB,EHAE
)
HCDδBCδAD =
= 2
(
ηD,EH
EBδBCH
CD + ηC,EHAEδADHCD
)
= 0
δ
(
HABH
B
CH
C
A
)
= 3 δHABHCDHEF δBCδDEδAE =
= 3
(
ηA,GH
GB + ηB,GHAG
)
HCDHEF δBCδDEδAF =
= 6ηF,GHGBδBCHCDδDEHEF = 0
(6.78)
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The assumption that the body is homogeneous and isotropic means that the
stored energy function ² only depends on the invariants of the strain. Thus, we
can rewrite the second Piola-Kirchhoff stress tensor as
τAB = 2
3∑
a=1
∂²
∂qa
∂qa
HAB
(6.79)
where the qa (a = 1, 2, 3) are the invariants of HAB . Consequently, we get
τij = 2n
3∑
a=1
∂²
∂qa
fAif
B
j
∂qa
HAB
(6.80)
For the variations of the first part of this expression we get:
δ
(
∂²
∂qa
)
=
∂2²
∂qa∂qb
δqb = 0 (6.81)
because δqb = 0 (equation (6.78)).
If we use qa = tr
((
HABδBC
)a) as the simplest choice for the invariants (like
we have already done above in (6.78)), we get
∂q1
HAB
= δAB (6.82)
∂q2
HAB
= 2δACHCDδDB (6.83)
∂q3
HAB
= 3δACHCDδDEHEF δFB (6.84)
so the second part of (6.80) can be expressed via the pull-back of the body
metric γij = fAifBjδAB :
fAif
B
j
∂qa
HAB
= aδik
(
δklγlj
)a
(6.85)
The variation of γij vanishes:
δγij = δfAifBjδAB + fAiδfBjδAB =
= ηA,CfCifBjδAB + fAiηB,CfCjδAB =
= ηB,CfCifBj + ηA,CfAifCj = 0
(6.86)
and with it
(
δijγjk
)a for all a as well. Thus, we get the desired result
δτij = 0 (6.87)
To finish the proof of the claim, we also have to show that the perturbed
boundary condition (6.50) is identically satisfied by the perturbations (6.70).
To do so, we insert the perturbed quantities (6.70) and (6.73) into (6.50) and
get(
δτ ijηA,Bf
B
i − τ ij ,kφkBηBfAinA + τ ijηA,BfBinA − τ ijfAikφkBηBnA
) |∂B = 0
(6.88)
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The first term vanishes, since δτ ij = 0. The third term can be rewritten using
the Gauss equation, because both ηA and τ ijfBi are tangential to ∂B by the
assumption (6.72) and the unperturbed boundary condition (6.47); we can work
with an arbitrary extension of nA to an open neignbourhood of ∂B.
ηA,BnAτ
ijfBi|∂B = −τ ijfBiηAnA,B |∂B = −τ ijfBiηAnB,A|∂B (6.89)
The first equality comes from applying τ ijfBi∂B to the orthogonality condition
(6.72), the second one is the Gauss equation. Finally, we exchange the role of
the summation indices A and B in the said term. Thus, (6.88) becomes(−τ ij ,kφkBηBfAinA − τ ijfAikφkBηBnA − τ ijfAinA,BηB) |∂B = 0 (6.90)
This is automatically satisfied, since this is the same as we get when applying
−ηB∂B to the unperturbed boundary condition (6.47).
The perturbations (6.70) are equal to the ”trivial displacements“ used in [7]:
ξi(t, x) = δφi(t, f(t, x)) = −φiA(t, f(t, x))ηA(f(t, x)) (6.91)
Thus we see ξi is just minus the pull-back of ηA:
ξi∂i = −f∗
(
ηA∂A
)
(6.92)
The operator (∂t + Lv) applied to a pull-back vanishes identically (this is an-
other way to show δvi = 0, according to equation (6.61)). Here is the explicit
calculation for vectors:
(∂t + Lv)φiA(t, f(t, x))ηA(f(t, x)) = φ˙iAηA + φiAB f˙BηA + φiAηA,B f˙B+
+vjφiABfBjηA + vjφiAηA,BfB,j − φiAηAvi,j = 0
(6.93)
The second and forth and third and fifth term cancel because of (6.7) and
vi,j = φ˙iBfBj because of (6.8), so the first and the sixth term cancel as well.
For one-forms, the calculation looks like this:
(∂t + Lv) fAi(t, x)ηA(f(t, x)) = f˙AiηA + fAiηA,B f˙B + vjfAijηA+
+vjfAiηA,BfBj + fAjηAvj ,i = 0
(6.94)
Again, because of (6.7) the second and fourth term cancel; the remaining terms
vanish, as one can see by differentiating (6.7).
Divergence free vector fields are corresponding to closed two-forms by Hodge
duality, which again correspond to exterior derivatives of one-forms by the
Poincare´ lemma. In index notation, the exterior derivative of a one-form ζA
is given by ∂[AζB], and its corresponding vector field is given by
ηC = ΩCAB∂[AζB] = ΩCAB∂AζB (6.95)
If that is pulled back to S, this yields
ηi =
1
n
Ωijk∂jζk (6.96)
which is (up to a constant factor of 1m ) just the formula given in [7]. Also, as a
pull-back ζk∂k = f∗
(
ζA∂A
)
satisfies equation (6.94).
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6.3.2 Perturbations generated by a Killing field on S
We want to show that the following perturbed quantities satisfy the perturbed
equations identically:
δfA = LξfA = fAiξi (6.97)
δU = LξU = U,iξi (6.98)
where ξi is a Killing vector field on the Galileian (Euclidean) space S.
In this case we get for the other perturbed quantities:
δfAi = fAijξj + fAjξj ,i = LξfAi (6.99)
δf˙A = f˙Aiξi = Lξ f˙A (6.100)
δρ = mnφiAδfAi = mnφiA
(
fAijξ
j + fAjξj ,i
)
= (6.101)
=
∂ρ
∂fAi
fAijξ
j = Lξρ (6.102)
δvi = −φiAδf˙A − φiAδfAjvj = (6.103)
= −φiAf˙Akξk − φiAfAjkξkvj − φiAfAkξk,jvj = (6.104)
= φiAfAjvj ,kξk − ξi,jvj = vi,jξj − ξi,jvj = Lξvi (6.105)
δHAB =
(
fAikξ
k + fAkξk,i
)
δijfBj + fAiδij
(
fBjkξ
k + fBkξk,j
)
=(6.106)
= HAB,kξk + fAkfBj
(
ξk,j + ξj,k
)
= HAB,kξk = LξHAB (6.107)
δτAB =
∂τAB
∂fC
δfC +
∂τAB
∂HCD
δHCD =
∂τAB
∂xi
ξi = LξτAB (6.108)
δτij = δ
(
nfAif
B
jτAB
)
= Lξτij (6.109)
In equation (6.103) we have used −f˙Ak−fAjkvj = fAjvj ,k, which follows from
differentiating the defining equation of vµ (6.7). Also note that with (6.109),
a similar equality holds for the contravariant stress tensor, i.e. δτ ij = Lξτ ij ,
because Lξδij = 0 by the assumption that ξi is a Killing vector field.
We first show that the perturbed Poisson equation (6.46) follows from the
unperturbed one (6.25) by applying Lξ to it. Since we already know that δρ =
Lξρ, we just have to show a similar equation for δU :
∇2δU = ∇2 (U,iξi) = (∇2U),i ξi + 2U,ijξi,j + U,i∇2ξi = Lξ (∇2U) (6.110)
Here, the last two terms in the decomposition of the Laplace operator vanish
since ξi is a Killing vector, i.e. ξi,j = ξ[i,j], and second derivations of a Killing
vector fields are proportional to the Riemann curvature and therefore vanish in
flat space. So indeed the Poisson equation (6.46) is satisfied with the unper-
turbed one (6.25).
Similarly, applying Lξ to the unperturbed equation of motion (6.44) yields
the equation of motion for the perturbations (6.45):
Lξ
(
vµ∂µv
i
)
= Lξ
(
∂vi
∂t
+ vj∂jvi
)
=
=
∂Lξvi
∂t
+ Lξ
(
vj
)
∂jv
i + vjLξ
(
∂jv
i
)
=
=
∂δvi
∂t
+ δvj∂jvi + vj∂jδvi
(6.111)
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because Lie derivatives and time derivatives commute and
Lξ
(
∂jv
i
)
= vi,jkξk + vi,kξk,j − vk,jξi,k =
= vi,kjξk + vi,kξk,j − vk,jξi,k − vkξi,kj =
= ∂j
(
vi,kξ
k − vkξi,k
)
= ∂j
(Lξvi) = ∂jδvi (6.112)
Also
Lξ
(
∂jτ
ij
)
= τ ij ,jkξk − τkj,jξi,k = ∂j
(Lξτ ij) = ∂j (δτ ij) (6.113)
since
∂j
(Lξτ ij) = ∂j (τ ij ,kξk − τkjξi,k − τ ikξj ,k) =
= τ ij ,kjξk + τ ij ,kξk,k − τkj,jξi,k − τkjξi,kj−
− τ ik,jξj ,k − τ ikξj ,kj = τ ij ,jkξk − τkj,jξi,k
(6.114)
The fourth and the sixth term vanish, since they contain second derivations of
the Killing vector field, and the second and the fifth term cancel out.
Also for the gradient of U , the perturbation and the differentiation commute:
Lξ
(
∂iU
)
= U ,i,jξj − U ,jξi,j = U,j ,iξj + U ,jξj ,i =
= ∂i
(
U,jξ
j
)
= ∂iδU
(6.115)
To finish the proof of the claim, we still need to show that also the perturbed
boundary condition (6.50) are identically satisfied. To do so, we insert the
perturbations (6.97), δτ ij = Lξτ ij = τ ij ,kξk − ξi,kτkj − ξj ,kτ ik and δfAi =
LξfAi = fAikξk + fAkξk,i and get
(
(
τ ij ,kξ
k − ξi,kτkj − ξj ,kτ ik
)
fAinA − τ ij ,kφkBfBlξlfAinA+
+τ ij
(
fAikξ
k + fAkξk,i
)
nA − τ ijfAikφkBfBlξlnA)|∂B = 0
(6.116)
In this equation, the third term vanishes with the unperturbed boundary con-
dition (6.40), i.e. τ ikfAinA = 0; the remaining terms cancel in pairs (the first
with the fourth, the second with the sixth and the fifth with the seventh), so
indeed with the perturbations (6.97) the perturbed boundary condition (6.50)
is identically satisfied.
From a more general point of view the fact that the perturbations (6.97)
identically satisfy the perturbed equations (6.45), (6.46) follows from the invari-
ance of the Lagrange function (5.27) under Euclidean motions σ : S → S.
L[σ∗fA, σ∗U ](x) = L[fA, U ](σ(x)) (6.117)
This is true since under Euclidean motions the quantities of the theory behave
as following:
fA(xi) −→ fA(σ(xi))
fAi(xk) −→ σj ,ifAj(σ(xk))
φi(XA) −→ σi(φk(XA))
φiA(XB) −→ σijφjA(XB)
vi(xk) −→ σijvj(σ(xk))
vi(xk)vj(xk)δij −→ vi(σ(xk))vj(σ(xk))δij
U,i(xk) −→ σi,jU,j(σ(xk)
U,i(xk)U,j(xk)δij −→ U,i(σ(xk))U,j(σ(xk))δij
(6.118)
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because the derivatives σi,j of Euclidean motions are orthogonal matrices, that
leave the Euclidean metric δij invariant. Thus, all parts of the Lagrangian
behave as scalars under Euclidean motions as well.
With the Lagrangian, also the equations of motion F [fA, U ] is invariant
under σ:
F [fA, U ] = 0 =⇒ F [σ∗fA, σ∗U ] = 0 (6.119)
Let’s view an one-parametric family of Euclidean motions σλ now. If we differ-
entiate (6.119) with respect to the parameter λ and set it to zero afterwards,
we get
δF [LξfA,LξU ] = 0 (6.120)
where ξi is the Killing vector field generating σλ and the perturbed equations
δF are understood to be evaluated at the fixed solution of the unperturbed
equation.
6.4 Self-gravitating isotropic sphere
As an example, we view the radial oscillations of a self-gravitating isotropic
sphere with radius a and constant density ρ. This problem (in the case without
gravity) was first solved by Cauchy in 1829; we follow the treatment of [5].
We first look at the static background solution: since we assume it to be a
sphere with constant density ρ, the gravitational field strength g(r) = U ′(r) can
be immediately written down:
g(r) =
{
4pi
3 Gρr for r < a
4pi
3 Gρ
a3
r2 for r ≥ a
(6.121)
Thus, the Newtonian potential U is given by
U(r) =
{
4pi
3 Gρ
(
r2
2 − 3a
2
2
)
for r < a
− 4pi3 Gρa
3
r for r ≥ a
(6.122)
where the integration constant was chosen so that U is continuous at r = a.
Further we assume that the background configuration we are perturbing
around is hydrostatic, i.e. that the unperturbed stress is simply determined by
the pressure p:
τi
j = pδji (6.123)
Then, the equation of motion (6.44) for the background configuration reduces
to
∂ip+ ρ∂iU = 0 (6.124)
This integrates to
p(r) =
4pi
3
Gρ2
(
a2 − r2) /2 (6.125)
where we have chosen the integration constant so that p(a) = 0.
A constitutive relation that is compatible with this assumptions is
²(HAB , fA) =
1
2
p
(
HAB − δAB) δAB + 12 C˜ABCD (HAB − δAB) (HCD − δCD)
(6.126)
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with
C˜ABCD =
1
4
((
κ− 2
3
µ− p
)
δABδCD + (µ− p) (δACδBD + δADδBC)
)
(6.127)
where p = p(
√
fAfBδAB) is given by relation (6.125) with
√
fAfBδAB inserted
for r (i.e. (6.126) is not homogeneous), and κ and λ are constants. Note
that here we have made use of the considerable freedom one has in choosing
a constitutive relation. The first order term in HAB was chosen to give the
hydrostatic pressure (6.125), while the second order term was chosen in such
a way that we get the particularly simple stress-strain relation (6.136) with a
constant tensor Cijkl (equation (6.130)). This choice was made in accordance
with the literature (i.e. [5]), but cannot be fully justified from the theory. Also,
we have neglected terms of higher orders than two.
The Ansatz (6.126) gives
τAB = 2
∂²
∂HAB
|HAB=δAB = pδAB (6.128)
which of course reproduces the hydrostatic form of the Caucy stress tensor
(6.123), and
4
∂2²
∂HAB∂HCD
|HAB=δAB = C˜ABCD (6.129)
which leads to
Cijkl =
(
κ− 2
3
µ
)
δijδkl + µ (δikδjl + δilδjk) (6.130)
according to equation (6.69). Again, we have identified the body manifold B
with f−1(B), as described in section 6.3. In particular, with fAi = δAi , we also
have n = 1, so the constant density ρ is simply given by the mass per particle
m.
Now that we have set up the background solution, we can view perturbations
around it. First we look at equation (6.45), the main equation of motion; since
we are perturbing around a static solution, i.e. vi = 0, it simplifies considerably:
ρ
∂δvi
∂t
+∇jδτij + δρ∂iU + ρ∂iδU = 0 (6.131)
Since we are going to use spherical coordinates, we now use ∇ or semicolons to
denote the affine connection of S. Another simplification due to vi = 0 is
δvi = ∆vi = ξ˙i (6.132)
For the stress tensor we use (6.66)
δτi
j = −Cijklξk;l − τij ;kξk (6.133)
Because of the assumption that the background solution is hydrostatic, the
second term in (6.133) reduces to
τi
j
;kξ
k = p,kξkδ
j
i (6.134)
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To express p,k, we use equation (6.124); inserting this in (6.131) yields
ρ
∂2ξi
∂t2
−∇j
(
Ci
j
klξ
k;l
)
+ ∂i
(
ρξjU,j
)
+ δρ∂iU + ρ∂iδU = 0 (6.135)
For Cijklξk;l, we use the isotropic constitutive relation (6.130)
Ci
j
klξ
k;l =
(
κ− 2
3
µ
)
∇kξkδji + µ
(∇iξj + δil∇mξlδmj) (6.136)
which gives
∇j
(
Ci
j
klξ
k;l
)
=
(
κ− 2
3
µ
)
ξk;ki + µ
(
ξj ;ij + δilξl;mjδmj
)
=
=
(
κ+
1
3
µ
)
ξk;ki + µ∇2ξi
(6.137)
where of course entered that Newtonian (=Euclidean) space is flat and deriva-
tives therefore can be exchanged.
We apply a separational ansatz to (6.135)
ξi(xk, t) = ξi(xk) exp iωt (6.138)
This just results in the replacement of the first term in (6.135) by −ω2ρξi
−ω2ρξi −∇j
(
Ci
j
klξ
k;l
)
+ ∂i
(
ρξjU,j
)
+ δρ∂iU + ρ∂iδU = 0 (6.139)
This way, we have turned the problem into an eigenvalue problem; we are search-
ing for the eigenfunctions ξ(xk) to the corresponding eigenfrequencies ω.
In the perturbed Poisson equation (6.46), we can express δρ using (6.62) to
get
∇i∇iδU = −4piG∇i
(
ρξi
)
(6.140)
The equation of motion (6.139) and the Poisson equation (6.140) still need
to be supplemented by the boundary condition (6.48):(
δτi
jfAjnA + τij ,kξkfAjnA + τijδfAjnA − τijfAjkφkBδfBnA
) |∂B = 0
(6.141)
Also this simplifys considerably because perturbing around a hydrostatic state.
Firstly, the unperturbed hydrostatic stress tensor τij vanishes on ∂B, so ony the
first two terms in (6.141) remain. Using (6.133) this becomes
Ci
j
klξ
k;lnj |r=a = 0 (6.142)
with the normal vector
njdx
j = dr (6.143)
Here again the identification of B with the portion of S occupied by the unper-
turbed configuration comes into play; ∂B is then obviously given by r = a.
Next, we apply the simplifying assumption that the perturbations should be
spherical symmetric, i.e. the displacement vector and δU are given by
ξi(xk)∂i = ξ(r)∂r
δU = δU(r)
(6.144)
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It is noteworthy that by the restriction to spherical symmetric perturbations,
we eliminate the possibility of trivial displacements as discussed in section
6.3.1. This is because the only Killing vector fields on a spherical symmet-
ric and bounded manifold B are the ones generating rotations (i.e. given by
ηA(X) = ²ABCnBXC for a fixed nB determining the rotational axis), which
are not spherically symmetric themself, since the choice of an axis breaks the
symmetry.
Using (6.144), ξjU,j simplifies to ξg and therefore we insert ∂i
(
ρξjU,j
)
dxi =
−δρgdr+ ρξg,rdr into (6.139), where we have used the expression (6.62) for δρ.
The first term in this expression just cancels with the fourth term in (6.139).
For the second one we get ρξg,r = 4pi3 Gρ
2ξ after using 6.121.
Using the spherical symmetry assumption, the Poisson equation (6.140) be-
comes
1
r2
∂
∂r
(
r2δU,r
)
= −4piG 1
r2
∂
∂r
(
r2ρξ
)
(6.145)
This can be readily integrated once, which gives
δU,rdr = −4piGρξdr (6.146)
Here, the integration constant was set to zero since both δU and ξ have to
vanish at the origin because of the symmetry assumption. Combining all this
into (6.139) yields
−ρω2ξdr −∇j
(
Ci
j
klξ
k;l
)
dxi − 8pi
3
Gρ2ξdr = 0 (6.147)
The expression (6.137) for ∇j
(
Ci
j
klξ
k;l
)
can be evaluated in spherical co-
ordinates by standard formulas of vector analysis (dashes are used to denote
derivatives with respect to r):
ξi;j
∂
∂xi
⊗ dxj = ξ′ ∂
∂r
⊗ dr + ξ
r
(
∂
∂θ
⊗ dθ + ∂
∂φ
⊗ dφ
)
(6.148)
ξk;k = ξ′ +
2
r
ξ (6.149)
ξk;kidx
i =
(
ξ′′ +
2
r
ξ′ − 2
r2
ξ
)
dr = ∇2ξidxi (6.150)
so we get
∇j
(
Ci
j
klξ
k;l
)
dxi =
(
κ+
4
3
µ
)(
ξ′′ +
2
r
ξ′ − 2
r2
ξ
)
dr (6.151)
Therefore, only the r component of our eigenvalue equation (6.147) is nontrivial
and gives the wanted equation for ξ
−ρω2ξ −
(
κ+
4
3
µ
)(
ξ′′ +
2
r
ξ′ − 2
r2
ξ
)
− 8
3
piGρ2ξ = 0 (6.152)
which can be rewritten as
ξ′′ +
2
r
ξ′ +
(
γ2 − 2
r
)
ξ = 0 (6.153)
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using the abbreviation
γ2 = ρ
(
ω2 +
8
3
piGρ
)(
κ+
4
3
µ
)−1
(6.154)
Equation (6.153) is (up to a rescaling x = γr) just the spherical Bessel equation
of degree 1, so we get as solution the rescaled spherical Bessel function j1:
ξ(r) = j1(γr) =
sin(γr)
γ2r2
− cos(γr)
γr
(6.155)
The boundary condition (6.142) becomes
0 =
(
κ− 2
3
µ
)(
ξ′(a) +
2
a
ξ(a)
)
+ 2µξ′(a) = (6.156)
=
(
κ+
4
3
µ
)(
ξ′(a) +
2
a
ξ(a)
)
− 4µ
a
ξ(a) (6.157)
after inserting equation (6.136) for Cijklξk;l and using the vector calculus rela-
tions (6.149) and (6.148). If we further insert the solution (6.155), we get:
cot(γa) =
1
γa
− a
4µ
(
κ+
4
3
µ
)
γ (6.158)
This equation is satisfied for certain discrete γ’s, which in turn gives the eigen-
frequencies ω as they are inserted into equation (6.154).
Chapter 7
Appendix
7.1 Some mathematical formulae
7.1.1 Derivative of the determinant
For the determinant det (A) of a matrix A, the following formula holds:
∂ det(A)
∂Aij
= det(A)(A−1)ji (7.1)
This can be seen by writing the determinant using the Laplace expansion for-
mula:
det(A) =
∑
i
AijCij =
∑
j
AijCij (7.2)
Here the Cij are the so-called cofactors given by Cij = (−1)i+jMij (Mij ; Mij
are the minors of A, i.e. the determinants of the submatrices one gets after
removing the ith row and jth column form A. Differentiating (7.2) one gets:
∂ det(A)
∂Aij
= Cij (7.3)
Then, by expressing the Cij from the inverse matrix formula
(A−1)ij =
1
det(A)
Cji (7.4)
one gets exactly (7.1).
For a matrix that depends on some variable x (for example a second-order
tensor field), we get by the chain rule
∂ det(A)
∂x
=
∂ det(A)
∂Aij
∂Aij
∂x
= det(A)(A−1)ji
∂Aij
∂x
(7.5)
In the special case of the metric tensor this means:
∂g
∂xλ
= g gµν
∂gµν
∂xλ
(7.6)
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7.1.2 Divergence
The divergence of a vector field is given as:
div
(
vi
)
= ∇ivi ≡ vi;i (7.7)
Written out explicitely in components, this is vi;i = vi,i+Γiijvj . The expression
Γiij can be simplified using (7.6):
Γiij =
gik
2
(gki,j + gkj,i − gij,k) = g
ik
2
(
gki,j + 2gj[k,i]
)
=
=
gik
2
∂gki
∂xj
=
1
2g
∂g
∂xj
=
∂ ln
√
g
∂xj
=
1√
g
∂
√
g
∂xi
(7.8)
Now we insert this in (7.7) and get:
vi;i = vi,i + Γiijvj =
∂vi
∂xi
+
1√
g
∂
√
g
∂xi
vi =
1√
g
∂i
(√
gvi
)
(7.9)
so we get as final result:
div
(
vi
)
=
1√
g
∂i
(√
gvi
)
(7.10)
Without proof we note that this is also the same as the codifferential of the
one-form associated with vi:
div
(
vi
)
= δ
(
gijv
j
)
(7.11)
7.1.3 Derivation of the inverse matrix
We consider a matrix hAB with inverse hAB , i.e.
hAEhEF = δAF (7.12)
and want to calculate ∂h
AB
∂hCD
. For that purpose we differenciate (7.12) with
respect to hCD and get:
∂hAE
∂hCD
hEF + hAEδ
(C
E δ
D)
F = 0 (7.13)
Multiplication with hFB yields:
∂hAB
∂hCD
= −hA(ChD)B (7.14)
by exchanging the role of upper and lower indices this can be rewritten as:
∂hAB
∂hCD
= −hA(ChD)B (7.15)
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