Step 1. We assume that the test sample can be represented by the training samples class by class. Let X i be n training samples from the i th class (i=1,…,m), so we can write the first step of the NBR method by
where
where μ is a positive constant and I is the identity matrix.
The deviation between the test sample and each class is calculated using Eq. (4)
Step 2. In the second step, we express a training sample by the test sample, as well as the training samples that belongs to the same class with this training sample, i.e.
where x j i is the j th training sample from the i th class, X i j denotes all of the samples from the i th class except x j i , and ξ j i is the residue. In this way, each training sample is associated with a residue. Let
, then we can calculate W j i as follows
With W j i , we can obtain the complimentary deviation for x j i by
1. Corrected tables of experimental results appear below. Corrections are marked with a bold, italic typeface. 
