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Abstract
The formalism recently introduced in [BHZ16] allows one to assign a regularity
structure, as well as a corresponding “renormalisation group”, to any subcritical
system of semilinear stochastic PDEs. Under very mild additional assumptions,
it was then shown in [CH16] that large classes of driving noises exhibiting the
relevant small-scale behaviour can be lifted to such a regularity structure in a robust
way, following a renormalisation procedure reminiscent of the BPHZ procedure
arising in perturbative QFT.
The present work completes this programme by constructing an action of the
renormalisation group onto a suitable class of stochastic PDEswhich is intertwined
with its action on the corresponding space of models. This shows in particular that
solutions constructed from the BPHZ lift of a smooth driving noise coincide with
the classical solutions of a modiﬁed PDE. This yields a very general black box
type local existence and stability theorem for a wide class of singular nonlinear
SPDEs.
Contents
1 Introduction 2
1.1 A review of the theory of regularity structures . . . . . . . . . . . . . . . 5
1.2 Outline of the paper . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2 A black box theorem for local well-posedness of SPDEs 10
2.1 Preliminary notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 Hölder-Besov Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3 Types, non-linearities, and functional derivatives . . . . . . . . . . . . . 11
2.4 Example: the generalised KPZ equation . . . . . . . . . . . . . . . . . . 12
2.5 Regularity pairs and subcriticality . . . . . . . . . . . . . . . . . . . . . 13
2.6 Kernels on the torus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.7 The local well-posedness theorem . . . . . . . . . . . . . . . . . . . . . 15
2.8 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2 Introduction
3 Algebraic theory and main theorem 25
3.1 Set-up of the regularity structure and renormalisation group . . . . . . . . 25
3.2 Drivers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.3 Inner product spaces of trees . . . . . . . . . . . . . . . . . . . . . . . . 26
3.4 A class of allowable equations . . . . . . . . . . . . . . . . . . . . . . . 29
3.5 Truncations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.6 Nonlinearities on trees . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.7 Coherence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.8 The main theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4 Another space of labelled trees 35
4.1 The space B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.2 Coherent expansion on V . . . . . . . . . . . . . . . . . . . . . . . . . . 36
5 Grafting operators and action of the renormalisation group 38
5.1 Grafting operators on B . . . . . . . . . . . . . . . . . . . . . . . . . . 38
5.2 Grafting operators on V . . . . . . . . . . . . . . . . . . . . . . . . . . 40
5.3 Interaction with the renormalisation group . . . . . . . . . . . . . . . . . 43
6 Analytic theory and a generalised Da Prato–Debussche trick 44
6.1 Admissible models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
6.2 The space of jets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
6.3 Modelled distributions . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
6.4 Renormalised PDEs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
6.5 Generalised Da Prato–Debussche trick . . . . . . . . . . . . . . . . . . . 50
A Additional proofs 58
A.1 Proof of Lemma 3.17 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
A.2 Proof of Lemma 4.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
A.3 Proof of Proposition 5.12 . . . . . . . . . . . . . . . . . . . . . . . . . . 61
A.4 Proof of Proposition 5.14 . . . . . . . . . . . . . . . . . . . . . . . . . . 65
A.5 Proof of Theorem 2.13 . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
B Symbolic index 69
1 Introduction
This article is part of the ongoing programme initiated in [Hai14] aiming to develop
a robust existence and approximation theory for a wide class of semilinear parabolic
stochastic partial diﬀerential equations (SPDEs). The problem we tackle here is
that of showing that when such equations are “renormalised” using the procedure
given in [BHZ16, CH16], the resulting process is again the solution to a modiﬁed
equation containing counterterms that only depend in a local way on the solution
itself.
A similar situation to the one dealt with here already arises in the classical
theory of stochastic integration. There, one is faced with the problem of deﬁning in-
tegrals with respect to Brownian motion which, on a pathwise level, has insuﬃcient
regularity for the classical Riemann-Stieltjes integral to be well-deﬁned. When
establishing the convergence of discrete approximations one must take advantage
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of probabilistic cancellations in order to overcome this pathwise irregularity. More-
over, one sees that diﬀerent classes of approximations that would have had the same
limit for the case of regular drivers actually lead to diﬀerent limiting integrals with
diﬀerent propertieswhenworkingwith irregular stochastic drivers – in the limit, one
can obtain either the Itô or Stratonovich integral, or any of a one-parameter family
of theories of stochastic integration which contains these as special cases [KPS04].
In practice this choice is informed either by phenomenological considerations or by
a desire for the integral to satisfy a given mathematical property.
In the theory of parabolic, locally subcritical SPDEs, both the design of ap-
proximations and the framework for showing convergence of these approximations
become more involved. A rigorous solution / integration theory in this case was
fairly intractable until just a few years ago – now there are several frameworks avail-
able that provide rigorous descriptions of what it means to be a (local) solution to
these SPDEs: the theory of regularity structures [Hai14], the theory of paracon-
trolled distributions [GIP15], aWilsonian renormalisation group approach [Kup16],
and most recently the approach of [OW16]. Although these approaches diﬀer in
their technical details and their scope of application, the solutions constructed with
all of them do coincide for those examples in which more than one approach applies.
As an example, suppose that one wants to develop a notion of solution for the
Cauchy problem associated to the system of SPDEs on R+ × T
d
(∂t −∆)ϕj = Fj(ϕ,∇ϕ) + ξj , (1.1)
where (Fj)
m
j=1 is a collection of local non-linearities given by smooth functions.
One can take the vector of “drivers” ξ = (ξj)
m
j=1 to be a family of generalised random
ﬁelds which are stationary, jointly Gaussian, and have covariances E[ξj(z)ξk(z¯)]
which are smooth as long as z¯ 6= z but behave like a homogeneous distribution of
some negative degree near the diagonal z = z¯. A suﬃcient condition for (1.1) to be
locally subcritical is that, via power-counting considerations, the non-linear term
Fj(ϕ,∇ϕ) is expected to be of better regularity than the driving noise ξj .1
In many cases of interest one cannot solve (1.1) using classical deterministic
methods since the lack of regularity of ξj may force some ϕj to live in a space of
functions / distributions on which Fj(ϕ,∇ϕ) has no canonical meaning. A naive
way to obtain awell-deﬁned approximation to (1.1) is to replace ξj with ξ
(ε)
j = ξj∗̺ε
where ε > 0 and ̺ε is a smooth approximation of the identity with limε↓0 ̺ε = δ.
Then one has classical solutions ϕε = (ϕj,ε)
m
j=1 for the system of equations
(∂t −∆)ϕj,ε = Fj(ϕε,∇ϕε) + ξ
(ε)
j , (1.2)
Unfortunately, in the generic situation, ϕj,ε will either fail to converge as ε ↓ 0, or
converge to a trivial limit as in [HRW12], so that simply replacing ξj with ξ
(ε)
j does
not allow one to deﬁne solutions to (1.1) via a limiting procedure.
Upon studying the ε ↓ 0 behaviour of formal perturbative expansions forϕε, one
is naturally led to a more sophisticated approximation procedure. In general, one
1See Deﬁnition 2.2 and the remark following it for a formal deﬁnition.
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expects to ﬁnd n1, . . . , nm ∈ N and, for each j = 1, . . . ,m, a family of constants
{c(j,i)[̺ε]}
nj
i=1, typically divergent as ̺ε → δ, as well as a family of functions
{P(j,i)(·, ·)}
nj
i=1, such that the classical solutions ϕˆε = (ϕˆj,ε)
m
j=1 to the system of
equations
(∂t −∆)ϕˆj,ε = Fj(ϕˆε,∇ϕˆε)−
nj∑
i=1
c(j,i)[̺ε]P(j,i)(ϕˆε,∇ϕˆε) + ξ
(ε)
j , (1.3)
converge in probability as ε ↓ 0 to a tuple ϕ of limiting random distributions, which
can be viewed as “a solution” to the system of equations (1.1) and which does
not depend on the speciﬁc choice of approximation ξ(ε)j . This process of using
approximations where one regularises at a certain scale and then modiﬁes the non-
linearity in a way that depends on this regularisation scale is called renormalisation.
Remark 1.1 One may worry about the fact that (1.3) no longer seems to relate to
the “real” equation (1.1) due to the presence of the additional counterterms P(j,i).
From a physical perspective however, this is not as unnatural as it may seem. Indeed,
what one can typically “guess” from physical arguments is not the speciﬁc system of
equations (1.1), but rather the generic form of such a system, with the nonlinearities
Fj involving a priori unknown parameters (‘coupling constants’) that then need to
be determined a posteriori by matching predictions with experiments. From this
perspective, (1.3) is actually also of the form (1.1) and simply corresponds to an
ε-dependent reparametrisation of the family of equations under consideration. One
way of interpreting this is that the whole family of solutions given by (1.1) and
indexed by a suitable ﬁnite-dimensional collection of possible nonlinearities F con-
verges to a limiting family of solutions as ε→ 0, but the collection of nonlinearities
has to be suitably reparametrised in the process. A trivial but analogous situation
is the following. For any ﬁxed ε, consider the subset Aε ⊂ R
2 parametrised by R
and given by Aε = {(xε(t), yε(t)) : t ∈ R}, where
xε(t) = εt+
2
ε
, yε(t) = ε cos(t) .
While it is clear that Aε → A0 with A0 = R× {0}, xε and yε do not converge to a
parametrisation ofA0, although they do if we perform the ε-dependent reparametri-
sation t 7→ t/ε− 2/ε2 and write instead Aε = {(xˆε(t), yˆε(t)) : t ∈ R} with
xˆε(t) = t , yˆε(t) = ε cos
( t
ε
−
2
ε2
)
.
In this analogy, t plays the role of F , (xε, yε) plays the role of the solution map ϕε,
while (xˆε, yˆε) plays the role of the “renormalised” solution map ϕˆε.
While perturbative methods can shed light on the mechanics of renormalisation,
they are limited to proving statements about the term by term behaviour of formal
expansions for ϕˆε which one does not expect to be summable. The jump from
knowing how to set up approximations such as (1.3) to showing that the solutions
ϕˆε do actually converge as ε ↓ 0 requires fundamentally new ideas and is the main
achievement of the methods developed in [Hai14, GIP15, Kup16, OW16].
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Eq M
Mε
× Dγ
Eq
Mε
× C
ξ(ε)
∈
Cα
RΨ
SA
SC
Figure 1: Mechanism of renormalisation
1.1 A review of the theory of regularity structures
The setting of the current work is the theory of regularity structures [Hai14], so
we quickly present the theory’s central ideas. Those seeking more pedagogical
expositions are encouraged to look at [FH14, CW15, Hai16b]. The approach of the
theory can be illustrated by the diagram shown in Figure 1.
In this ﬁgure, Eq denotes a space of possible equations. While the instances of
Eq on the top and bottom lines can be thought of as the same, we will see them as
playing diﬀerent roles. The choice of an element in Eq on the bottom line will be
called a concrete equation and the choice of an element in Eq on the top line will
be called an abstract equation.
Continuing on the bottom line, we denote by C a space of continuous (or
suﬃciently smooth) functions deﬁned on the underlying space-time – this is where
regularised realisations of our driving noise live, but this space is typically much
too small to contain instances of the limiting noise ξ. The space Cα is a Hölder-type
space of space-time functions / distributions where the solution to the equation at
hand will live. Given a concrete equation and a regularised driving noise ξ(ε) the
classical solution map SC returns the solution to the speciﬁed concrete equation
starting from 0 (or some other speciﬁed initial condition) and driven by ξ(ε).
While the map SC is well-deﬁned when the driving noise is drawn from C,
it lacks suﬃcient continuity in this argument to be well-deﬁned on any of the
distributional spaces in which the convergence ξ = limε↓0 ξ
(ε) takes place. This is
actually already the case for stochastic ordinary diﬀerential equations, see [Lyo91].
The theory of regularity structures follows the philosophy of (controlled) rough
paths [Lyo98, Gub04, LCL07, FV10, FH14] and builds a continuous solution map
SA at the price of deﬁning it on a richer space – one must feed into the map SA
not just a realisation of the driving noise but also a suitable “enhancement”, which
encodes various multilinear functionals of the driving noise that are a priori ill-
deﬁned.
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Such a collection of data is referred to as amodel in the terminology of regularity
structures, with the space of models M being a fairly complicated non-linear
metric space. The multilinear functionals one must deﬁne in order to specify
an element of M are such that they can be deﬁned canonically when evaluated on
regularised instances of the noise but have no such interpretation when evaluated on
an un-regularised realisation – this is because one encounters ill-deﬁned pointwise
products of rough functions and distributions. Consequently, on the space of
regularised realisations of the noise C, one has a canonical lift Ψ : C → M but this
lift does not extend continuously to typical realisations of ξ.
One can also deﬁne a bundle2 Dγ of Hölder-type spaces of abstract jets over M
where the abstract equation can be formulated as a well-posed ﬁxed point problem.
The ﬁxed point yields a solution map SA that is a continuous section of the bundle
Dγ : given Z ∈ M , SA[Z] belongs to the ﬁbre over the model Z .
The map R appearing on the very right is the reconstruction operator which
is a continuous map from the bundle Dγ to some Hölder space Cα of space-time
functions / distributions. The key point of the diagram above is that the square
commutes, namelyR◦SA◦Ψ = SC . This factorisation of SC separates diﬃculties:
the map Ψ is discontinuous, but has the advantage of being given explicitly, while
the map SA is given as the solution to a ﬁxed point problem but has the advantage
of being continuous.
The incorporation of renormalisation in the abstract setting is done by replacing
the canonical lift Ψ : C → M by a diﬀerent lift which is allowed to break the
usual deﬁnition of a product. The space of those deformations of the product
that are allowed and that preserve stationarity is itself rather small. In particular,
one can exhibit a ﬁnite-dimensional Lie group R acting on M (in this case by a
right action or equivalently by a left action of the adjoint) which parametrises all
“natural” lifts of the noise. The art of renormalisation then involves remembering
that ξ(ε) is random, and choosing, for each ε > 0, a deterministic elementMε ∈ R,
determined by the law of ξ(ε), such that the random modelsM∗ε ◦Ψ[ξ
(ε)] converge
in probability as ε→ 0. If this can be done, then thanks to the pathwise continuity
of R and SA, one concludes that
Sˆ (ε)C [ξ
(ε)]
def
= R ◦ SA ◦M
∗
ε ◦Ψ[ξε] (1.4)
also converges in probability as ε → 0 to some limiting “renormalised solution
map” SˆC , which is only deﬁned almost surely with respect to the law of ξ.
The overall framework of the theory of regularity structures was set forth in
[Hai14]. The theory was designed to be robust and fairly automated in that it does
not need to be modiﬁed on an equation by equation basis but three of the above
steps were left to the person applying the theory in general:
2Strictly speaking, the space Dγ doesn’t satisfy the axioms of a vector bundle because ﬁbres
corresponding to diﬀerent models are not isomorphic in general. At an algebraic level, the object
in each ﬁbre is always a “jet”-valued function, but the analytic requirements we impose on this do
depend on the underlying model and can be very diﬀerent, even for nearby ﬁbres.
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(i) the construction of a Lie group R rich enough to contain {Mε}ε>0,
(ii) proving the convergence of the renormalised modelsM∗ε ◦Ψ[ξ
(ε)],
(iii) showing that Sˆ (ε)C actually coincides with the classical (not renormalised)
solution map, but for a modiﬁed equation.
Robust theorems which automate the ﬁrst two of these steps were recently obtained
in [BHZ16] and [CH16], respectively. The aim of the current article is to give a
general proof of the last step.
Note that the action of Mε on the top line of Figure 1 doesn’t change the ﬁxed
point problem used to build the map SA, it only changes the model which is used as
an input to this map. This deformation of the canonical lift generates a discrepancy
between how we interpret products on the top and bottom lines of our diagram
and as a result Sˆ (ε)C 6= SC . The purpose of the present article is to describe a
corresponding action of R on a suitable space of equations Eq so that the identity
(R ◦ SA)(F,M
∗Ψ(ξ)) = SC(MF, ξ) ,
holds for every smooth noise ξ, every right hand side F ∈ Eq, and everyM ∈ R.
In [BCFP17] the authors identiﬁed such an action in the simpler setting of
regularity structures arising from branched rough paths, which gave rise to a natural
morphism of pre-Lie algebras. The approach in [BCFP17] inspired that of the
present work, however the setting here is quite a bit more complex.
The problem of identifying the action of the renormalisation group on the
equation is also found in perturbative quantum ﬁeld theory (QFT) where one checks
that the counterterms one would like to insert in order to make individual Feynman
diagrams ﬁnite can be generated order by order by changing the coupling constants
in the Lagrangian that was used to generate these terms in the ﬁrst place. The
fact that the Lagrangian can be modiﬁed in this way can usually be checked quite
easily on a case by case basis – examples can be found in any textbook on QFT.
However, we have not been able to ﬁnd work analogous to the present work in the
perturbative QFT literature – this would be a theorem which gives an explicit and
model-independent formalism for deriving renormalised Lagrangians.
Remark 1.2 Continuing the thread of Remark 1.1, we can view our full space of
equations as being parameterised by a family of coupling constants ~c = (c(j,i)) ∈
RK , where we range across 1 ≤ j ≤ m, 1 ≤ i ≤ nj , and K =
∑m
j=1 nj .
The correspondence between the coupling constants ~c and the equation is given
by (1.3). The dual action of the renormalisation group on the equation is then just
a representation of R on RK .
As shown in [CH16], we can choose the sequenceMε to depend on our choice of
sequence ̺ε of approximate identities in such away that the limitMε[̺ε]
∗◦Ψ[ξ∗̺ε]
is independent of the choice of ̺ε. Once one has obtained one limiting model
limε↓0M
∗
εΨ[ξ
(ε)], then an entire family of models is obtained via{
lim
ε↓0
M∗M∗εΨ[ξ
(ε)] : M ∈ R
}
. (1.5)
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Once one ﬁxes an initial choice ~c of coupling constants, every model in (1.5) gives
rise to a notion of solution which can be obtained as the ε ↓ 0 limit of the classical
solution to (1.3) driven by ξ(ε) and with coupling constants given byMMε~c.
We stress that there is in general not a canonical model or solution theory that
can be pointed out in the family (1.5). This is because, even though the BPHZ lift
constructed in [BHZ16, CH16] seems canonical to a certain extent, it depends in
general on an arbitrary choice of (scale 1) cutoﬀ in the Green’s function for the
linear system. Diﬀerent choices of cutoﬀ yield solutions that diﬀer by the action of
an element ofR, but no single choice of cutoﬀ is more canonical than the others in
general. We reiterate that
(i) If a speciﬁc solution is required for modelling purposes, then its parameters
do have to be determined by comparisons with data / experiments anyway.
This will then determine a unique element of the family of solutions, which
is independent of the parametrisation of the family that is being used.
(ii) The exact same sensitivity / indeterminacy in the notion of solution is present
already in the case of the theory of integration against Brownian motion.3
1.2 Outline of the paper
Section 2 introduces the bare minimum in order to state an existence result, namely
Theorem 2.13, which is applicable to awide class of semilinear SPDEs. This section
can be read without any prior knowledge of the theory of regularity structures and,
with the exception of Section 2.1, it can be skipped by those who are more interested
in learning the method of proof for the main results of this paper. In Section 2.8 we
illustrate two applications of Theorem 2.13 to the generalised KPZ equation and
the dynamical Φ44−δ model for any δ > 0.
In the early parts of Section 3 we recall some of the basic algebraic deﬁnitions
from the theory of regularity structures and describe how we specialize them for
our purposes. In Section 3.3 we introduce a formalism that allows us to eﬃciently
deal with some of the combinatorial symmetry factors that appear when we work
with spaces of combinatorial decorated trees.
After this preliminary work, we introduce the notion of coherence in Section 3.7,
which plays a central role in the paper. Given a PDE determined by some right
hand side F , we ﬁrst deﬁne a function ΥF [·] on the trees of the corresponding
regularity structure. In the case of a single scalar equation, we then say that a
linear combination of trees U is coherent if the coeﬃcient of every tree of the form
I[τ ] in the expansion of U is given by ΥF [τ ] evaluated on the coeﬃcients of the
3This is not just an analogy as integration against Brownian motion falls within the framework of
regularity structures and the choice between Itô and Stratonovich integrals, or some interpolation of
the two, is parameterised by the corresponding renormalisation group. The diﬀerence is that, in the
case of SDEs, no renormalisation is in principle required and every smooth regularisation of Brownian
motion yields the Stratonovich solution in the limit. On the other hand, the BPHZ renormalisation
procedure, which is the natural way of centring random models used in the present article, always
yields the Itô solution in the limit. (In the special case of SDEs, the eﬀect of the cutoﬀ of the Green’s
function happens to vanish in the limit.)
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polynomial part of U . After introducing this concept, we present the ﬁrst of two
key lemmas, Lemma 3.16, which states that coherence of U with F is equivalent
to U satisfying a ﬁxed point problem determined by F .
In Section 3.8, we describe how Υ• allows us to deﬁne an action of the renor-
malization group R on the space of F ’s which we write F 7→ MF for M ∈ R.
We can then present our second key lemma, Lemma 3.18, which states that any
renormalisation operator M ∈ R takes expansions coherent with respect to F to
expansions coherent with respect to a new nonlinearity MF . We conclude Sec-
tion 3 by presenting the main theorem of this paper, Theorem 3.20, which gives
the general form of the action of the renormalisation group onto a suitable space of
nonlinearities, and show how this theorem follows from Lemmas 3.16 and 3.18.
Sections 4 and 5 are devoted to developing an algebraic / combinatorial frame-
work in which we can prove Lemmas 3.16 and 3.18. In Section 4 we introduce
a new collection of trees which carry more data through additional decorations
which greatly facilitates the proof of Lemma 3.16. In Section 5 we deﬁne various
“grafting” operations on trees. A key result here is Proposition 5.14, which states
that a certain space of trees is the “universal free object” corresponding to our
grafting operators. We then also state lemmas showing that the maps Υ• and the
renormalisation operators M ∈ R all have “morphism” properties with respect to
these grafting operators. This, when combined with Proposition 5.14, allows us to
prove Lemma 3.18.
Section 6 is the analytic part of our paper which is needed to prove Theorem 2.13.
Sections 6.1,6.2, and 6.3 recall many analytic objects in the theory of regularity
structures and describe howwewill specialize them for our purposes. In Section 6.4
we state and prove Theorem 6.7, which is obtained by combining Theorem 3.20
with the analytic theory given in the earlier parts of Section 6. One novel aspect of
Theorem 2.13 is that it states, with full generality, to what degree one can expect to
“restart” solutions to the class of SPDE under consideration and consequently what
a natural notion of “maximal solution” should be. To facilitate this, we develop a
new argument which could be loosely described as an analogue of the Da Prato–
Debussche trick [DPD03] in the space of modelled distributions – this is the content
of Section 6.5.
In Appendix A.1 we state a technical result describing how the renormalisation
of nonlinearities inﬂuences the trees they generate via Duhamel expansion. In
Appendix A.2 we give a multivariate Faa Di Bruno formula which allows us to
show that work performed on the “richer” space of trees introduced in Section 4
collapses appropriately to the smaller trees which populate the regularity structure.
In Appendix A.3 we give the details of the proofs describing how renormalisation
interacts with the grafting operations, which leverages the co-interaction property
of [BHZ16]. In Appendix A.4 we describe how the techniques of [CL01] can be
used to prove Proposition 5.14. InAppendix A.5we describe how our abstract result
can be combined with the framework of regularity structures to prove Theorem 2.13.
The reader need not have any familiarity with [CH16], but some familiarity
with the frameworks of [Hai14] and [BHZ16] is assumed throughout the paper.
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2 A black box theorem for local well-posedness of SPDEs
2.1 Preliminary notation
Throughout this article, we adopt the standard conventions sup 6#
def
= −∞ and
inf 6#
def
= +∞. We freely use multi-index notation. For any set A, a ∈ A, and
θ ∈ NA we usually write θ[a] for the a-component of θ, |θ|
def
=
∑
a∈A θ[a], and
θ!
def
=
∏
a∈A θ[a]!. For a vector of commuting indeterminates (or real numbers)
x = (xa)a∈A, we similarly write x
θ =
∏
a∈A(xa)
θ[a]. For any a ∈ A we deﬁne
ea ∈ N
A by setting ea[b]
def
= 1{a = b} for b ∈ A.
In [BHZ16] and in this paper one often uses the notion of multisubsets of some
ﬁxed set A. By saying B is a multisubset of A we are indicating that B can
contain certain elements of A with multiplicity. In [BHZ16] the collection of all
multisubsets of A, denoted by Pˆ(A), is given by
⊔
n≥0[A]
n where [A]n is An
quotiented by permutation of entries. We will implicitly identify Pˆ(A) with NA.
In particular, for b ∈ NA we adopt the notational convention that∑
a∈b
xa
def
=
∑
a∈A
b[a]xa .
Similarly, for b1, b2 ∈ N
A, writing the interpretation as “multi-sets” like in [BHZ16]
on the left and multi-indices on the right, one has
b1 ∩ b2 = min{b1, b2} , b1 ∪ b2 = max{b1, b2} ,
b1 ⊔ b2 = b1 + b2 , b1 ⊂ b2 ⇔ b1 ≤ b2 .
We ﬁx for the rest of the paper a dimension of space4 d ≥ 0. We deﬁne our space-
time to be Λ
def
= R × Td with the ﬁrst component being referred to as “time”. We
write {∂i}
d
i=0 for the corresponding partial derivatives with respect to space-time.
We will also sometimes identify functions on Λwith functions onRd+1 by periodic
continuation. A space-time scaling s is a tuple s = (si)
d
i=0 ∈ [1,∞)
d+1 with
non-vanishing components. Given a space-time scaling swe set |s|
def
=
∑d
i=0 si and,
for any ε > 0, we deﬁne a scale transformation Sεs on functions ̺ : R
d+1 → R by
setting (Sεs̺)(z0, . . . , zd)
def
= ε−|s|̺(ε−s0z0, . . . , ε
−sdzd).
We also introduce a notion of s-degree |k|s of a multi-index k ∈ N
d+1 by setting
|k|s =
∑d
i=0 k[i]si. This gives a corresponding notion of s-degree for polynomials
4The case d = 0 corresponds to working with stochastic diﬀerential equations.
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and s-degree of partial derivatives. We deﬁne a scaled distance | · |s on Λ as usual
by setting |z|s
def
=
∑d
i=0 |zi|
1/si . We often write s¯ = (si)
d
i=1 for the associated
space-scaling on Rd. Clearly, one has natural analogues of all the above notation
when working with distances and degrees of polynomials / derivatives on Rd with
respect to the scaling s¯ and we use these in what follows.
2.2 Hölder-Besov Spaces
While the bulk of this paper is algebraic / combinatorial, our statement and proof
of the main theorem of Section 2.7 requires us to reference scaled Hölder-Besov
spaces. This subsection can be skipped by those readers who are more interested
in our main result Theorem 6.7 as opposed to Theorem 2.13.
We ﬁrst specialize to the case of α ∈ (0,∞) \N. We deﬁne, for every compact
set K ⊂ Λ and any function f : K→ R,
‖f‖α,K
def
= sup
z∈K
|k|s≤⌊α⌋
inf
{
sup
z¯∈K
|z¯−z|s≤1
|(∂kf)(z¯)− (∂kP )(z¯ − z)|
|z − z¯|
α−|k|s
s
: degs P ≤ ⌊α⌋
}
,
where degs P denotes the s-degree of the polynomial P . We then deﬁne C
α
s (Λ)
to be the collection of f : Λ → R with ‖f‖α,K < ∞ for every compact K ⊂ Λ,
and we equip it with a metric induced by these seminorms. If d = 1 and s = 1
then Cαs (Λ) just corresponds to functions that admit ⌊α⌋ continuous derivatives and
whose ⌊α⌋-th derivative is Hölder continuous of index α− ⌊α⌋.
We now deﬁne Cαs (Λ) for α ∈ (−∞, 0). First, for every r ∈ N and z ∈ Λ
we deﬁne Bz,r to be the collection of all smooth functions ω : Λ → R which are
supported on the ball {z¯ ∈ Λ : |z¯ − z|s ≤ 1} and satisfy supz¯∈Λ |D
kω(z¯)| ≤ 1 for
every k ∈ Nd with |k|s ≤ r. For any compact K ⊂ Λ and distribution f ∈ S
′(Λ),
we then set
‖f‖α,K
def
= sup
{
λ−α|(f, Sλs ω)| : z ∈ K, ω ∈ Bz,⌈−α⌉, λ ∈ (0, 1]
}
. (2.1)
and we deﬁne Cαs (Λ) to be the collection of distributions f with ‖f‖α,K < ∞ for
every compact K ⊂ Λ. As before, we equip Cαs (Λ) with a metric induced by these
seminorms. The spaces Cαs¯ (T
d), α ∈ R, are deﬁned in the analogous way.
2.3 Types, non-linearities, and functional derivatives
We ﬁx a ﬁnite set L− which will index the set of rough driving noises that appear
in our system of SPDEs and a ﬁnite set L+ which will index the set of components
of our system of SPDEs. We also ﬁx a degree assignment | · |s on L
def
= L− ⊔ L+
which takes strictly negative values on L− and strictly positive ones on L+. For
any multi-set A of elements of L we deﬁne |A|s
def
=
∑
t∈A |t|s.
We deﬁne an indexing set O
def
= L+ × N
d+1 and write elements of this set as
(b, q) ∈ Owith b ∈ L+ and q ∈ N
d+1. For (b, q) ∈ Owewrite |(b, q)|s
def
= |b|s−|q|s,
where |q|s =
∑d
i=0 qisi. One should think of O as indexing all the solutions and
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derivatives of solutions of our system of SPDEs. We also assume that we have
a partition O
def
= O+ ⊔ O−. This partition corresponds to an a priori assumption
that the elements of O− will index space-time distributions of negative regularity,
while O+ will index functions of positive regularity, see Section 2.5. We introduce
a family of commuting indeterminates X
def
= (Xo)o∈O. The indeterminate Xo will,
depending on context, serve as a placeholder for a portion of the abstract expansion
corresponding to the (derivative of the) component of the solution indexed by o or
for a reconstruction of that expansion.
We write CO for the real algebra of smooth functions on R
O which depend on
only ﬁnitely many components, which we henceforth identify with functions of X.
Given F ∈ CO we write O(F ) for the minimal subset of O such that F does not
depend on any components of O outside of O(F ).
We introduce two types of diﬀerential operators on CO. For o ∈ O we write
Do : CO → CO for the operation of diﬀerentiation with respect to Xo. We also
deﬁne, for every 0 ≤ i ≤ d, and every (t, p) ∈ O, ∂iX(t,p) = X(t,p+ei) and we
impose the chain rule5
∂iF
def
=
∑
o∈O
∂iXoDoF . (2.2)
We deﬁne P to be the sub-algebra of CO consisting of all elements F ∈ CO for
which there exists α ∈ NO supported on O− withD
αF = 0.
Observe that every F ∈ P admits a unique (modulo permutations of the index
j) expansion
F (X) =
m∑
j=1
Fj(X)X
αj , (2.3)
where (i) α1, . . . , αm ∈ N
O are distinct, supported on O−, and have only ﬁnitely
many non-zero components and (ii) for all 1 ≤ j ≤ m, the element Fj(X) is not
identically 0 and O(Fj) ⊂ O+.
Lemma 2.1 Let F ∈ CO and k ∈ N
d+1 \ {0}. Then ∂kF = 0 if and only if F is
constant.
Proof. If F is constant, then evidently ∂kF = 0. Conversely, suppose F is not
constant. Then there exists a (not necessarily unique) element (t, p) ∈ O for which
D(t,p)F 6= 0 but D(t,p¯)F = 0 for all p¯ > p. Using Deﬁnition 2.2, the fact that Do
and Do¯ commute, and that DoX¯o = δo,o¯, we see that D(t,p+ei)∂iF = D(t,p)F for
every i ∈ {0, . . . , d}, whence we conclude that ∂iF is not constant either. The
conclusion then readily follows by induction.
2.4 Example: the generalised KPZ equation
We make a small aside to clarify the abstract notation we have introduced above
by looking at how a concrete example can be recast in this setting. Some of the
particular choices we make here are motivated in Section 2.8.1.
5See (A.2).
A black box theorem for local well-posedness of SPDEs 13
We consider the generalised KPZ equation (as described in [Hai16a]), a natural
stochastic evolution on loop space. We set d = 1, s = (2, 1), ﬁx n > m ≥ 1,
L+ = {1, . . . ,m}, and L− = {1, . . . , n} (since L+ always indexes kernels and L−
always indexes noises, which is which will be clear from context). Working in local
coordinates on a manifold of dimension m, we are looking for the solution (ui)
m
i=1
to the system of equations given by
∂tui = (∂
2
x−1)ui+ui+
m∑
j,k=1
Γij,k(u) (∂xuj)(∂xuk)+
n∑
r=1
σir(u)ξr , 1 ≤ i ≤ m ,
where we write (t, x) rather than (z0, z1) for the space-time coordinates. Here the
{ξr}
n
r=1 are independent space-time white noises, the (Γ
i
j,k) are the Christoﬀel
symbols of the underlying manifold. The σr are a collection of smooth vector
ﬁelds on the manifold generating its metric in the sense that
∑n
r=1 L
2
σr = ∆, the
Laplace-Beltrami operator, where Lσ is the Lie derivative in the direction of σ.
Note that these vector ﬁelds and Christoﬀel symbols only depend on u itself, not
on its derivatives. Recasting this in our earlier notation, we set |t|s
def
= 2 for every
t ∈ L+, which encodes the fact that the Green’s function of (∂
2
x − 1) increases
the regularity of the solution by two degrees of diﬀerentiability in the parabolic
scaling. We also ﬁx some κ ∈ (0, 1
6
) and, for every l ∈ L−, we set |l|s = −
3
2
− κ.
This encodes the path-wise parabolic regularity estimate on the driving space-time
noises {ξr}
n
r=1 which guarantees that each ξr belongs almost surely to C
− 3
2
−κ
s .
We then have O+ = {(i, 0)}
m
i=1 and the non-linearity F = (F
l
t : t ∈ L+, l ∈
L− ⊔ {0}) is given by setting, for 1 ≤ i ≤ m,
F li
def
=
{
X(i,0) +
∑m
j,k=1 Γ
i
j,k(X)X(j,(0,1))X(k,(0,1)) if l = 0,
σir(X) otherwise.
2.5 Regularity pairs and subcriticality
Given any function f from L (resp. L+) toR, we extend f canonically to L×N
d+1
(resp. L+ × N
d+1) by setting f (t, p)
def
= f (t) − |p|s. Fix then a map reg : L → R
for which the following hold.
1. One has o ∈ O± if and only if (±) reg(o) > 0.
2. For every l ∈ L− one has reg(l) < |l|s. (Recall that |l|s < 0 in this case.)
For t ∈ L+ one should think of the quantity reg(t) as an estimate of the space-time
regularity of the distribution / function associated to t. For l ∈ L− the quantity
reg(l) can be taken arbitrarily close to but strictly smaller than |l|s – this doesn’t
really encode any new information, but such a convention will be convenient later
on to gain a little bit of “wriggle room”.
Deﬁnition 2.2 Suppose we are given a tuple F = (F lt )t,l, where t ranges over L+,
l ranges over L− ⊔ {0}, and for each t, l one has F
l
t ∈ P . We say F obeys reg if
the following condition holds.
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For every t ∈ L+ and l ∈ L−, if one expands F
l
t as in (2.3) then for every
exponent α ∈ NO appearing in the expansion of F lt one has
reg(t) < |t|s + reg(l) +
∑
o∈α
reg(o) . (2.4)
We deﬁne Q˜ to be the set of all tuples F which obey reg.
Condition (2.4) enforces that the assumptions on regularity encoded by reg are
self-consistent when checked on an equation with right hand side determined by F ,
namely the system of SPDEs formally given by
∂tut = Ltut + F
0
t (u, ∂iu, . . .) +
∑
l∈L−
F lt (u, ∂iu, . . .) ξl . (2.5)
They also guarantee that the SPDE associated to F can be algebraically formulated
using a regularity structure built in [BHZ16]. If there exists a function reg such that
F obeys reg, then F is said to be locally subcritical.
To guarantee the existence of local solutions however, extra assumptions are
needed. Fix a function ireg : L+ → R. One should think of ireg(t) as the space
regularity of the initial condition for the “remainder” part of the t component of our
SPDE (see Section 2.7.2).
For t ∈ L+ and F
l
t as in (2.3) with multisets α
l
j for j ≤ ml where ml is the
corresponding value ofm in (2.3), deﬁne
nt
def
= min
l∈L−⊔{0}
{
|l|s + min
1≤j≤ml
min
f
∑
o∈αlj
fo(o)
}
, (2.6)
where minf is taken over all assignments f : o 7→ fo ∈ {reg, ireg} which, for those
j such that (F lt )j is identically constant, satisfy f
−1(ireg) ∩ αlj 6= 6#.
Remark 2.3 If F lt itself is identically constant for some l ∈ L−⊔{0}, thenml = 1
and αl1 = 0, so that minf is taken over the empty set. Due to our convention
inf 6#
def
= +∞, the value in the parentheses {. . .} in (2.6) is then +∞ for this l.
Assumption 2.4 For every o ∈ O+, it holds that 0 ≤ ireg(o) ≤ reg(o). Moreover,
for every t ∈ L+, it holds that nt > −s0 and nt + |t|s > ireg(t).
The ﬁrst condition of Assumption 2.4 is required to deal with the composition
of solutions with smooth functions, while the second condition is required to
reconstruct products of singular modelled distributions which appear in the abstract
ﬁxed point map associated to our equation.
Remark 2.5 In practice one starts with a speciﬁc system of equations, then ﬁxes
a scaling s, computes the regularisation of the kernels {|t|s}t∈L+ and regularity
of the noises {|l|s}l∈L− , encodes the non-linearities that appear in terms of a rule,
and then tries to determine the functions reg and ireg. We introduce notions in a
diﬀerent order because, from the outset, we always want to consider a whole family
of equations on which the renormalisation group will then be able to act.
A black box theorem for local well-posedness of SPDEs 15
2.6 Kernels on the torus
We make the following standing assumption regarding the linear part of our equa-
tion.
Assumption 2.6 For each t ∈ L+, we are given a diﬀerential operatorLt involving
only the spatial derivatives {∂i}
d
i=1 which satisﬁes the following properties.
• ∂0 − Lt admits a Green’s function Gt : Λ \ {0} → R which is a kernel of
order |t|s in the sense of [Hai14, Ass. 5.1] with respect to s.
• For any η ∈ (−∞, 0) \ N, u ∈ Cηs¯ (T
d), k ∈ Nd+1, and for some χ > 0, one
has the bounds
sup
t∈(0,1]
t−(η−|k|s)/s0 sup
x∈Td
∣∣∣ ∫
Td
dy DkGt(t, x− y)u(y)
∣∣∣ <∞ , (2.7)
sup
|t|>1
sup
x∈Td
eχ|t| · |(DkGt)(t, x)| <∞ . (2.8)
Example 2.7 If Lt = Q(∇x)− 1 for a homogeneous polynomial Q of even degree
2q with respect to a scaling s¯, then [Hai14, Lem. 7.4] implies that we can take
|t|s = 2q for the scaling s = (2q, s¯1, . . . , s¯d). In particular, the heat operator with
unit mass falls into this framework: here d ≥ 1, s = (2, 1, . . . , 1), Lt = ∆ − 1,
where ∆
def
=
∑d
j=1 ∂
2
j , and |t|s = 2. However, while this is the most common
example, other non-trivial choices are possible: if one sets d = 2 and s = (4, 2, 1)
then one can take Lt
def
= ∂21 − ∂
4
2 − 1, and |t|s = 4.
Remark 2.8 One can sharpen the second condition by assuming that for each
t ∈ L+, there exists κt > 0 such that (2.7) holds with t
−(η−|k|s)κt in place of
t−(η−|k|s)/s0 . This could allow, in certain cases, for a lower regularity of initial
data and / or driving terms6. However, since κt = 1/s0 is optimal in most cases of
interest, and since the current assumptions are already quite involved, we refrain
from making this generalisation.
2.7 The local well-posedness theorem
We ﬁx some quantities and objects just for the remainder of this subsection so we
can state the aforementioned result.
We introduce a family of rooted decorated combinatorial trees T˚ . An element
τ ∈ T˚ consists of an underlying combinatorial rooted tree T with node set NT ,
edge setET , an edge decoration f : ET → O, and a node decorationm = (m
Ξ,mX) :
NT → (L− ⊔ {0}) × N
d+1. We also write ̺T ∈ NT for the root node and we
sometimes write τ = Tmf . Observe that for every τ ∈ T˚ there exist unique n ≥ 0,
o1, . . . , on ∈ O, and τ1, . . . , τn ∈ T˚ such that τ is obtained by attaching each τj to
6In particular, one could sharpen Lemma 6.5 below.
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the root of τ (which has some decoration (l, k)) using edges with decoration oj . In
this case we adopt the symbolic notation
τ = XkΞl
( n∏
j=1
Ioj [τj]
)
, k
def
= mX(̺T ) , l
def
= mΞ(̺T ) . (2.9)
In particular, when n = 0, so that τ consists of only the root node, we write
τ = XkΞl. Also, if m
Ξ(̺T ) = 0 or m
X(̺T ) = 0, then we omit the corresponding
symbol Ξ0 or X
0 respectively. Every tree of the form τ = Io[τ¯ ] for some o and
some τ¯ , we call planted.
For every Tmf ∈ T˚ , we set
|Tmf |s
def
=
∑
e∈ET
|f(e)|s +
∑
u∈NT
(|mΞ(u)|s + |m
X(u)|s) ,
where |0|s
def
= 0.
For any τ and F ∈ Q˜ we deﬁne ΥF [τ ]
def
= (ΥFt [τ ])t∈L+ ∈ P
L+ inductively as
follows. For τ given by (2.9) for some n ≥ 0, we deﬁne for every t ∈ L+
ΥFt [τ ]
def
=
( n∏
j=1
ΥFtj [τj]
)
·
(
∂k
n∏
j=1
Doj
)
F lt , (2.10)
where oj = (tj , pj).
Deﬁnition 2.9 Given t ∈ L+, F ∈ Q˜, and τ ∈ T˚ of the form (2.9), we say that τ
is t-non-vanishing for F if (∂k
∏n
j=1Doj )F
l
t 6= 0, and τj is tj-non-vanishing for F
for all j ∈ [n]. Let T˚t[F ] denote the set of all τ ∈ T˚ that are t-non-vanishing for
F . We also write T˚t,−[F ] ⊂ T˚t[F ] for those elements τ for which |τ |s < 0.
We note that, for every γ ∈ R, and t ∈ L+, the set {τ ∈ T˚t[F ] : |τ |s < γ} is ﬁnite
due to the local subcriticality of F (see the proof of Theorem 2.13). In particular,
T˚t,−[F ] is a ﬁnite set. Note also that if τ is not t-non-vanishing, thenΥ
F
t [τ ] = 0 but
the converse implication is not true in general7. With these notations, we consider
the following assumption on F ∈ Q˜, which is used in Section 6.3 to ensure that
certain subspaces of a regularity structure form sectors.
Assumption 2.10 For every t ∈ L+ and T
m
f ∈ T˚t[F ] and any strict subtree8 T¯
m¯
f¯
of T with ̺T = ̺T¯ , one has |T¯
m¯
f¯
|s > −(|t|s ∧ s0).
7This is because one can ﬁnd f1, f2 ∈ CO\{0} with f1f2 = 0 because their supports are disjoint.
However, the converse does hold for polynomial non-linearities.
8By a subtree, we mean that T¯ m¯f¯ is a tree whose node and edge sets are subsets of those of T
m
f
and whose decorations satisfy f¯(e) = f(e) for all e ∈ ET¯ , and m¯
Ξ(x) = mΞ(x) and m¯X (x) ≤ mX (x)
for all x ∈ NT¯ . By a strict subtree, we mean T¯
m¯
f¯ 6= T
m
f .
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2.7.1 The random driving terms
Given ε > 0, a smooth function ̺ : Λ→ R, and ψ ∈ S′(Λ), we write
ψ(̺,ε)
def
= ψ ∗ (Sεs̺) . (2.11)
Next we describe the class of driving noises included in our main theorem.
Deﬁnition 2.11 We deﬁne Gauss to be the collection of all tuples ξ = (ξl)l∈L− of
jointly Gaussian, stationary, centred, random elements of S′(Λ) which satisfy the
following regularity properties for every l, l′ ∈ L− .
1. There exist distributions Cl,l′ ∈ S
′(Λ) whose singular support is contained in
{0} and with the property that for every f, g ∈ S(Λ),
E[ξl(f )ξl′(g)] = Cl,l′
(∫
R×Td
dzf (z − ·)g(z)
)
.
2. Writing z 7→ Cl,l′(z) for the smooth function which determines Cl,l′ away
from 0, one has, for any g ∈ S(Λ) satisfying Dkg(0) = 0 for all k ∈ Nd+1
with |k|s < −|s| − |l|s − |l
′|s,
Cl,l′[g] =
∫
dz Cl,l′(z)g(z) .
3. There exists κ > 0 such that for any k ∈ Nd+1
sup
0<|z|s≤1
|DkCl,l′(z)| · |z|
−|l|s−|l′|s+|k|s−κ
s <∞ .
It follows from Kolmogorov’s continuity theorem combined with items 2 and 3
above that every ξ ∈ Gauss admits a version which is a random element of Cnoise
def
=⊕
l∈L−
C
|l|s
s (Λ).
2.7.2 The local existence theorem
Here and for the remainder of this subsection, we use the convention that for any
collection ϕ = (ϕt)t∈L+ of smooth functions ϕt : R+ × T
d → R and z ∈ Λ we
write
ϕ(z)
def
= (∂pϕt(z) : (t, p) ∈ O) ∈ R
O . (2.12)
We ﬁx F ∈ Q˜ for the remainder of this subsection. For every ξ ∈ Gauss, our main
result yields a (local in time) solution theory for the initial value problem
∀t ∈ L+, ∂tϕt = Ltϕt + F
0
t (ϕ) +
∑
l∈L−
F lt (ϕ)ξl , (2.13)
with a suitably chosen initial condition ϕt(0, ·).
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We now discuss where our solutions will live. In general our solution may not
accommodate evaluation at ﬁxed times, however we introduce a decomposition of
our solution into a sumof explicit space-time distributions coming fromperturbation
theory, alongwith a remainderwhich is actually a function. The explicit perturbative
part will live in the space
Creg,−
def
=
⊕
t∈L+
{
C
reg(t)
s (Λ) if reg(t) < 0 ,
{0} otherwise.
In order to describe the remainder, we ﬁrst set, for any t ∈ L+,
r˜eg(t)
def
= |t|s + inf {|τ |s : τ is t-non-vanishing and |τ |s > −(|t|s ∧ s0)} .
We then deﬁne, for any T ∈ (0,∞], Creg,+T
def
=
⊕
t∈L+
C r˜eg(t)s ((0, T ) × T
d).
We also deﬁne the spaces Cireg
def
=
⊕
t∈L+
C
ireg(t)
s¯ (T
d). and Ĉireg
def
= Cireg ⊔ {∞}.
More precisely, we view Cireg as a Banach space with norm ‖ · ‖Cireg and deﬁne
the topological space Ĉireg by including a point at inﬁnity ∞ and determining the
topology by starting with the basis of open balls in Cireg and adding sets of the
form {g ∈ Cireg : ‖g‖Cireg ≥ N} ⊔ {∞} for any N > 0. We adopt the notational
convention that ‖∞‖Cireg = +∞.
For any f ∈ C(R+, Ĉireg) and L ∈ (0,∞] we write
TL[f ]
def
= inf{t ∈ R+ : ‖f (t)‖Cireg ≥ L} , T [f ]
def
= T∞[f ] .
Consider the space
Crem
def
=
{
f ∈ C(R+, Ĉireg) :
∀t > T [f ], f (t) =∞
f↾(0,T [f ]) ∈ C
reg,+
T [f ]
}
.
Fix a smooth decreasing function χ : R→ Rwhich is identically 1 on (−∞, 0] and
identically 0 on [1,∞). For any L ∈ N we deﬁne a map ΘL : C
rem → C(R+, C
ireg)
by setting
ΘL(f )(t)
def
= χ
( t− TL[f ]
T 2L[f ]− TL[f ]
)
f (t) .
This is basically a “soft” way of stopping the function f when its norm becomes
larger than L. Note that ΘL(f ) ∈ C
reg,+
T for all T ≥ 0 and f ∈ C
rem. We equip
Crem with a metric d(·, ·)
def
=
∑∞
L=1 2
−LdL(·, ·), where for f, g ∈ C
rem
dL(f, g)
def
= 1 ∧
[
sup
t∈[0,L]
‖ΘL(f )(t)−ΘL(g)(t)‖Cireg + ‖ΘL(f )−ΘL(g)‖Creg,+L
]
.
Remark 2.12 The reason for the complicated deﬁnition of ΘL(f ), rather than a
simple stop such as ΘL(f )(t)
def
= f (t)1{t < TL[f ]} + f (TL(f ))1{t ≥ TL[f ]}, is
that the latter loses time regularity, inwhich case itmayhappen that ‖ΘL (f )‖Creg,+L
=
∞ (e.g., if r˜eg(t) > s0 for some t ∈ L+).
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We also set
Cclas
def
=
{
f ∈ C(R+, Ĉireg) :
∀t > T [f ], f (t) =∞
f↾(0,T [f ]) ∈ C
∞((0, T [f ]) × Td)
}
.
Finally, consider a smooth function ̺ : Rd+1 → R supported on the ball |z|s ≤ 1
with
∫
̺ = 1, as well as a family of constants
{cτ̺,ε ∈ R : τ ∈ T˚t,−[F ] for some t ∈ L+, ε > 0} . (2.14)
We then denote by
S̺,ε : C
noise × Cireg → Cclas , S̺,ε : (ξ, ψ) 7→ ϕε = (ϕt,ε)t∈L+
the classical solution map of the following system of initial value problems for
t ∈ L+
∂0ϕt,ε = Ltϕt,ε+F
0
t (ϕε)+
∑
l∈L−
F lt (ϕε)ξ
(̺,ε)
l +
∑
τ∈T˚t,−[F ]
cτ̺,ε
ΥFt [τ ](ϕε)
S(τ )
, (2.15)
with initial data ϕt,ε(0, ·)
def
= ψt(·), where the molliﬁed noises ξ
(̺,ε)
l are deﬁned as
in (2.11). The combinatorial symmetry factor S(τ ) appearing in this identity is
deﬁned as follows. For any tree τ written as
τ = XkΞl
( m∏
j=1
Ioj [τj]
βj
)
,
where we group terms (uniquely) in such a way that (oi, τi) 6= (oj , τj) for i 6= j, we
inductively set
S(τ )
def
= k!
( m∏
j=1
S(τj)
βjβj !
)
. (2.16)
In order to formulate our result, it will be convenient to decompose the map S̺,ε
into a stationary part
S−̺,ε : C
noise → Creg,− ∩ C∞ ,
independent of the initial condition, as well as a part
S+̺,ε : C
noise × Cireg → Cclas ,
which does depend on the initial condition. These two maps will be chosen in such
a way that one has the identity
S̺,ε
(
ξ, ψ + S−̺,ε(ξ)(0, ·)
)
= S+̺,ε(ξ, ψ) + S
−
̺,ε(ξ) . (2.17)
Here S−̺,ε(ξ)(0, ·) is a function of space obtained by restricting S
−
̺,ε(ξ) to the time
0 hyperplane. We also remark that addition between an element of Cclas and an
element of C∞ naturally yields again an element of Cclas.
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The precise deﬁnitions of S±̺,ε will be given in (A.11) below, based on the
construction of Section 6.5 below, but do not matter much at this stage. Suﬃces to
say that this decomposition should be thought of as a higher order version of the
classical Da Prato–Debussche trick [DPD02, DPD03].
With all of these preliminaries in place, our general convergence result can be
formulated as follows.
Theorem 2.13 Suppose that Assumptions 2.4, 2.6 and 2.10 hold and that, for every
t ∈ L+ and T
m
f ∈ T˚t[F ] with |ET | > 0, one has
|Tmf |s− max
x∈NT
mΞ(x)6=0
|mΞ(x)|s > 0 , |T
m
f |s > −
|s|
2
, |Tmf |s+|s|+min
l∈L−
|l|s > 0 . (2.18)
Let ξ ∈ Gauss, viewed as a Cnoise-valued random variable. Then the system (2.13)
admits maximal solutions in the following sense. There exist maps S− : Cnoise →
Creg,− and S+ : Cnoise × Cireg → Crem with the following properties.
• The maps S± are measurable.
• For almost every ξ, the map ψ 7→ T [S+(ξ, ψ)] is a strictly positive lower
semicontinuous function and ψ 7→ S+(ξ, ψ) is continuous from Cireg into
Crem.
• For any smooth function ̺ : Rd+1 → R supported on the unit ball with∫
̺ = 1, there exists a choice of constants (2.14) such that, as ε ↓ 0, S−̺,ε
converges to S− in probability as random elements of Creg,− and, for ﬁxed
ψ ∈ Cireg,S+̺,ε(ξ, ψ) converges in probability toS
+(ξ, ψ) as random elements
of Crem.
A possible choice for the constants (2.14) is given by
cτ̺,ε = E[Π
̺,εA˜ex−τ (0)] , (2.19)
where A˜ex− is the twisted antipode deﬁned in [BHZ16, Prop. 6.17] and Π
̺,ε is the
canonical lift of (ξ(ε)l )l∈L− deﬁned in [BHZ16, Sec. 6.2]. In particular, c
τ
ε,̺ can be
taken as zero whenever τ is planted or of the form (2.9) with k 6= 0.
Remark 2.14 The ﬁrst condition of (2.18) is in fact automatic for locally subcritical
systems of SPDEs where all driving noises have the same regularity. In the general
case, this condition is more for convenience than a fundamental necessity. This
assumption was also made in [CH16] to ease the presentation of the proof. If
this condition fails, one can always rewrite the system under consideration in such
a way that it is satisﬁed for the rewritten (equivalent) system. We also mention
that that our formulation of the renormalised equation in (2.15) is based on this
assumption. Our main theorem, which is a combinatorial / algebraic result, does not
require this condition and in the more general case one may see new terms involving
components of the noises ξ in the renormalised equation – see Section 3.20.
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The second condition of (2.18) guarantees that none of the stochastic objects
we need to control have diverging variances. Diverging variances cannot be can-
celled by the subtraction of renormalisation constants and thus fall outside of our
framework. The diﬃculty of dealing with this scenario was already observed in
[CQ02, FV10, Hos16, HHL+15, CH16] and one can not expect the conclusions
of Theorem 2.13 to hold in this case. The third condition likewise prevents the
occurrence of divergences we cannot renormalise.
Remark 2.15 The statement of Theorem 2.13 is more convoluted than a classical
maximal existence theorem due to our splitting of the solution map into maps
S− and S+. This is because our method of proof is to solve an equation for the
remainder term of a truncated perturbative expansion at stationarity. This truncated
expansion is given by S−, which can be written explicitly9 as a ﬁnite sum of
renormalised multilinear functionals of ξ. Each such functional makes sense as a
global in time object and there is one such functional for every t-non-vanishing tree
Tmf with |T
m
f |s ≤ −(|t|s ∧ s0). The remainder, which may blow up in ﬁnite time, is
then given by S+(ψ).
The generality allowed by the assumptions of Theorem 2.13 means that this
notion of maximal solution is the best one can hope for. This is also needed for
treating equations with scaling behaviour like the dynamicalΦ4d problemwith d ≥ 3.
Indeed, our result then applies as stated for arbitrary (non-integer) d < 4 for which
it is not possible to ﬁnd a function space B containing typical realisations of the
solutions and such that even the deterministic Allen-Cahn equation is well-posed
for arbitrary initial data in B.
2.8 Applications
2.8.1 The generalised KPZ equation
We apply Theorem 2.13 to the generalised KPZ equation as described in Section 2.4.
We note that the convergence statement of Theorem 2.13 simpliﬁes greatly in this
example since, as we shall see below, there are no t-non-vanishing trees with
|Tmf |s ≤ −(|t|s ∧ s0), so by Remark 2.15, one can take S
−
̺,ε(ξ) = S
−(ξ) = 0.
For every t ∈ L+, we set Lt
def
= ∂21 − 1. Note that we chose Li to satisfy (2.8),
and added the term X(i,0) to F
l accordingly.
We deﬁne reg : L → R and ireg : L+ → R by reg(t) = ireg(t) =
1
2
− 3κ for
t ∈ L+, and reg(l) = −3/2 − 2κ for l ∈ L−. Then it is straightforward to check
that F obeys reg in the sense of Deﬁnition 2.2. Note also that Assumption 2.10
trivially holds, while Assumption 2.4 is readily veriﬁed upon noting that nt =
|l|s ∧ (2 ireg(t)− 2) = (−
3
2
− κ) ∧ (−1− 6κ).
We turn to checking the conditions (2.18). As mentioned in Remark 2.14 the
ﬁrst condition follows from the fact that F obeys reg and | · |s is constant on L−. The
second and third conditions are immediate consequences of the easily proven fact
9See the proof of Theorem 2.13 in Section A.5.
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that for any Tmf ∈ T˚ti,−[F ] with |ET | > 0 one has |T
m
f |s ≥ −1− 2κ > −3/2 + κ.
It follows that one can apply Theorem 2.13 to the generalised KPZ equation with
the further simpliﬁcation that S−̺,ε(ξ) = S
−(ξ) = 0 as claimed.
We ﬁnish this subsection by performing explicit computations of some of the
terms ΥFt [T
m
f ](uε) and constants c̺,ε[T
m
f ] appearing on the RHS of the renor-
malised equation for uε = (ui,ε)
M
i=1. There is a degree of freedom in choosing
c̺,ε[·] as given in (2.19) in that in order to specify Π
̺,ε one must ﬁx a choice of
truncation of (∂0−Lt)
−1 for each t ∈ L+. For convenience, since all these kernels
coincide in our case, just ﬁx a single kernel K(z) which is a smooth function on
Λ \ {0} that is of compact support, agrees with (∂0 − Lt)
−1 for |z|s ≤ 1, and
integrates to 0.
Let us consider the trees given byI(j,0)(X
(0,1)Ξr)Ξr andI(j,0)(Ξr)I(k,(0,1))(Ξr)
in the notation of (2.9). Both trees are of homogeneity −2κ and we can depict them
graphically as in [FH14, HP15] by
I(j,0)(X
(0,1)Ξr)Ξr = , I(j,0)(Ξr)I(k,(0,1))(Ξr) = .
(We suppress the indices in the graphical notation for the sake of conciseness.
Circles represent instances of Ξ, the cross represents the factor X(0,1).) We ﬁrst
walk through the computation of ΥFt [ ](u) for some arbitrary t ∈ L+:
ΥFt [ ](u) = F
r
t (u) = σ
t
r(u)
ΥFt [ ](u) = (∂
(0,1)ΥFt [ ])(u) = (∂
(0,1)F rt )(u) =
M∑
l=1
(∂xul)(Dlσ
t
r)(u)
ΥFt [ ](u) =
(
ΥFj [ ]D(j,0)F
r
t
)
(u)
= (Djσ
t
r)(u)
M∑
l=1
(∂xul)(Dlσ
j
r)(u) .
Using formula (2.19) we get:
c̺,ε[ ] = E[(Π
̺,εA˜ex− )(0)] = −E[(Π
̺,ε )(0)] (2.20)
=
∫
Λ2
̺ε(z − z
′)̺ε(−z
′)z1K(−z) dz dz
′ .
For the tree we have
ΥFt [ ](u) = [Υ
F
j [ ] Υ
F
k [ ] D(j,0)D(k,(0,1))F
0
t ](u)
= σjr(u)σ
k
r (u)
M∑
w=1
(∂xuw)[Dj(Γ
t
w,k + Γ
t
k,w)](u)
and, writing K (̺,ε)
def
= K ∗ ̺ε,
c̺,ε[ ] = E[(Π
̺,εA˜ex− )(0)] = −E[(Π
̺,ε )(0)]
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=
∫
Λ
K (̺,ε)(z)(∂1K
(̺,ε))(z) dz . (2.21)
Note that (2.21) vanishes, and, for spatially symmetric ̺ and K , so does (2.20); in
fact, this remains true for any choice of noise ξ ∈ Gauss.
2.8.2 The dynamical Φ44−δ model
We consider in this subsection the equation
∂0ϕ = (∆− 1)ϕ − ϕ
3 + ξ . (2.22)
We work here in 1 + 4 dimensions Λ
def
= R × T4 and use the parabolic scaling
s = (2, 1, 1, 1, 1). We ﬁx some δ > 0 and consider ξ as a Gaussian noise which
satisﬁes the conditions of Deﬁnition 2.11 for every |l|s < −3 +
δ
2
(constructed, for
example, by the convolution of white noise onΛwith a slightly regularising kernel).
Note that, in terms of scaling properties, the cases δ = 2 and δ = 1 behave like the
usual Φ42 [DPD03] and Φ
4
3 [CC13, Hai14, HX16, MW16] equations respectively,
while the case δ = 0 corresponds to the critical regime.
In this example, we demonstrate a situation where one is unable to start the
equation from initial data of the “natural regularity”, i.e., of the same regularity
as the solution, and thus requires the full power of Assumptions 2.4 and 2.10 and
the decomposition of S into S± in Theorem 2.13. As we shall see below, for
every δ > 0, one must take ϕε(0, ·) = ψ + S
−
̺,ε(0, ·) where ψ ∈ C
η
s¯ (T
d) with
η > (−2
3
) ∨ (−δ), and S−̺,ε is the explicit perturbative part which converges in
C
−1+δ/2−κ
s (Λ) in probability as ε → 0. In particular, rougher noise forces us to
start the equation from a smoother initial condition for the remainder (which can
be interpreted as starting the equation closer to equilibrium).
Remark 2.16 One can see directly the necessity of the lower bound η > −2
3
by
recalling that the deterministic map which sends ϕ(0, ·) to the solution (2.22) with
zero noise ξ = 0 is continuous only for ϕ(0, ·) ∈ Cηs¯ (T
d) with η > −2
3
, cf. [Hai14,
Rem. 9.9].
We ﬁx some δ > 0 and κ ∈ (0, δ
6
) for the rest of the example. First, a computation
shows that the renormalised equation takes the form
∂0ϕε = (∆− 1)ϕε−ϕ
3
ε +Cε,2ϕ
2
ε +Cε,1ϕε+Cε,0+
4∑
i=1
C (i)ε ∂iϕε+ ξ
(ε) . (2.23)
Indeed, hereL+ = {t} andL− = {l} are singletons, |t|s = 2, and |l|s
def
= −3+ δ
2
−κ.
The corresponding non-linearity is the cubic function F (X) = X3(t,0). Suppose that
τ = Tmf ∈ T˚t,−[F ] has at least one edge, i.e. it is not of the form Ξl. The following
can readily be deduced by an inductive argument: if x ∈ NT is a leaf, then
mΞ(x) = l; if x ∈ NT is not a leaf, then m
Ξ(x) = 0; if e ∈ ET , then f(e) = (t, 0).
Moreover, every node x ∈ NT must have m
X(x) = 0 and, if x is not a leaf, must
have three outgoing edges with the following possible exceptions:
24 A black box theorem for local well-posedness of SPDEs
1. there is exactly one node with one outgoing edge; in this case |τ |s = −1 +
δ
2
− κ if τ is the planted tree I(t,0)[Ξl], and |τ |s ≥ −1 +
3δ
2
− 3κ otherwise,
2. there is exactly one node x with two outgoing edges and mX(x) = ei for
some i = 1, . . . , 4; in this case |τ |s = −1 + δ − 2κ if τ = X
eiI(t,0)[Ξl]
2,
and |τ |s ≥ −1 + 2δ − 4κ otherwise,
3. there are exactly two nodes with two outgoing edges each; in this case
|τ |s ≥ −1 +
5δ
2
− 5κ,
4. there is exactly one node with two outgoing edges; in this case |τ |s ≥
−2 + δ − 2κ,
5. no exceptions; in this case |τ |s ≥ −3 +
3δ
2
− 3κ.
An inductive argument tells us that the counterterms associated to the above possi-
bilities are given respectively by (up to combinatorial factors):
1. ϕ2ε, 2. ∂iϕε, 3. ϕ
2
ε, 4. ϕε, and 5. a numeric constant.
Furthermore, recalling that planted trees and trees with polynomial decorations at
the root do not contribute to the counterterms, we see that Cε,2ϕ
2
ε and C
(i)
ε ∂iϕε do
not appear in (2.23) whenever δ > 2
3
and δ > 1
2
respectively, which explains their
absence in the usualΦ43 equation. Similarly,Cε,1ϕε andCε,0 donot appearwhenever
δ > 2, precisely the values for which (2.22) is classically well-posed. Note further
that, due to the symmetry ϕ 7→ −ϕ, one can in fact take Cε,2 = Cε,0 = 0 since our
noise has vanishing odd moments.
Remark 2.17 Equation (2.22) also demonstrates an example where the naive rule
constructed from the corresponding non-linearity is not complete in the sense
of [BHZ16]. Indeed, the rule R(l) = {()}, R(t) = {(Ξl), ([I(t,0)]ℓ)}ℓ=0,...,3 ceases
to be complete for δ ≤ 1
2
, and its completion [BHZ16, Def. 5.21] is given by
adding {(I(t,ei))}i=1,...4 to R(t). While the consideration of rules is not necessary
to compute the renormalised equation, we note that R fails to be complete for
the same reason as the counterterm
∑4
i=1C
(i)
ε ∂iϕε appears in (2.23), which are
consequences of the (negative) renormalisation procedure.
Continuing on, we deﬁne reg : L → R by reg(l)
def
= −3 + δ
2
− 2κ and reg(t)
def
=
−1 + δ
2
− 3κ. Since reg(t) > −1, we see that F obeys reg, i.e., the equation (2.22)
is subcritical. Furthermore, choosing any ireg : L+ → R such that ireg(t) >
(−2
3
)∨(−δ+6κ), we see that Assumption 2.4 is satisﬁed. Indeed, the ﬁrst condition
in Assumption 2.4 is trivial since O+ = 6#. Furthermore, using Remark 2.3, we
have that nt = |0|s + (3 ireg(t)) ∧ (ireg(t) + 2 reg(t)). Hence the bounds in the
second condition of Assumption 2.4 are respectively equivalent to
(3 ireg(t)) ∧ (ireg(t) + 2 reg(t)) > −2 ⇔ ireg(t) > (−2/3) ∨ (−δ + 6κ) ,
(3 ireg(t)) ∧ (ireg(t) + 2 reg(t)) + 2 > ireg(t) ⇔ ireg(t) ∧ reg(t) > −1 ,
both of which are satisﬁed with the above choices. Note that the ﬁrst condition
of (2.18) is again automatic by Remark 2.14, while the second and third condi-
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tions of (2.18), as well as Assumption 2.10, are readily checked using the above
classiﬁcation of T˚t,−[F ]. We thus meet all the criteria to apply Theorem 2.13.
To summarise, it follows from Theorem 2.13 that for any ﬁxed δ > 0 there
exists
• a choice of constants Cε,2, Cε,1, Cε,0, C
(i)
ε , i = 1, . . . , 4, and
• a function of the noise S−̺,ε(ξ) which is smooth for every ε > 0,
such that, as ε ↓ 0,
• S−̺,ε(ξ) → S
−(ξ) in C
−1+δ/2−κ
s (Λ) in probability, and
• for any η > (−2
3
) ∨ (−δ), the solution to the renormalised equation (2.23)
with initial condition ϕε(0, ·) = ψ + (S
−
̺,ε(ξ))(0, ·), for ﬁxed ψ ∈ C
η
s¯ (T
d),
converges in probability to local solutions in the sense dictated by the theorem.
Remark 2.18 In the case δ ∈ (2
3
, 2], the perturbative part S− takes on the simple
form S−̺,ε(ξ)
def
= G ∗ ξ(̺,ε) → S−(ξ)
def
= G ∗ ξ, where the convergence moreover
happens in the space C([0, T ], C
−1+δ/2−
s¯ (T
4)) (cf. [Hai14, Sec. 9.4]). One can
leverage this fact to build a more explicit (though equivalent) solution theory for
the Φ43 equation than that given by Theorem 6.7.
3 Algebraic theory and main theorem
3.1 Set-up of the regularity structure and renormalisation group
We freely use the notion of rules and relation notation from [BHZ16, Sec. 5.2].
We start by ﬁxing a normal complete rule R which is subcritical with respect to
reg : L→ R; namely
reg(t) < |t|s + inf
N∈R(t)
∑
(b,p)∈N
reg(b, p) , ∀t ∈ L.
We denote by T
def
= (Tex, G) the (untruncated) extended regularity structure corre-
sponding toR as deﬁned in [BHZ16], and byR the corresponding renormalisation
group.10 We write T ex for the collection of decorated trees which span Tex. These
decorated trees are of the form T n,oe where T is a rooted tree endowed with a type
map t : ET → L, an edge decoration e : ET → N
d+1 and two node decorations
n : NT → N
d+1, o : NT → Z
d+1 ⊕ Z(L). We assign to any such tree two degrees
| · |− and | · |+ by
|T n,oe |−
def
=
∑
e∈ET
(|t(e)|s − |e(e)|s) +
∑
x∈NT
|n(x)|s ,
|T n,oe |+
def
=
∑
e∈ET
(|t(e)|s − |e(e)|s) +
∑
x∈NT
(|n(x)|s + |o(x)|s) .
(3.1)
10At this stage we really mean the full renormalisation group R which gives complete freedom on
how to treat extended labels, we are not restricting to the subgroups mentioned in [BHZ16, Rem. 6.25].
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Given a rooted tree T , we endow NT with the partial order ≤ where x ≤ y if and
only if x is on the unique path connecting y to the root.
We writeR for the set of linear mapsM : Tex → Tex of the formMg for some
g ∈ Gex− , see [BHZ16, Sec. 6.3].
3.2 Drivers
Our equations will be written in a mild formulation, where we ask for the compo-
nents of the solution to be equal to an integral kernel operator acting on a linear
combination of elements ofP multiplied by “driving terms”. The family of possible
driving terms includes the noises and their derivatives {Deξt : t ∈ L−, e ∈ N
d+1},
products of such terms, as well as the constant function 1. In order to incorporate
information on how an equation has been renormalised, it is natural to allow for
some degeneracy in the set of drivers in our abstract formulation, so we introduce
some notation for this. First, we deﬁne D˜
def
= {(l, e) : l ∈ L−, e ∈ N
d+1}. Then we
deﬁne
Dˆ
def
=
{ˆ
l ∈ ND˜ : ∃t ∈ L+ with Ξlˆ ∈ R(t)
}
,
where, for lˆ = {(l1, e1), . . . , (lk, ek)} ∈ Dˆ, we set
Ξ
lˆ
def
= De1Ξl1 · · ·D
ekΞlk ∈ T
ex ,
with the product being the tree product in T ex. In particular, Ξ0 = 1. Note that
subcriticality ofR implies that Dˆ is ﬁnite and that, by completeness, one has 0 ∈ Dˆ.
We also deﬁne, as in [BHZ16, Def. 5.22], a set D(t, N ) ⊂ Zd+1 ⊕ Z(L) of
extended decorations for every t ∈ L+ and N ∈ R(t). We extend this deﬁnition
by setting D(t, N ) = 6# for t ∈ L+ and N ∈ N\ R(t) where N is the set of all
possible node types as in [BHZ16, Sec. 5.2].
For each t ∈ L+ we deﬁne a corresponding set of drivers Dt via
Dt
def
= {(ˆl, o) ∈ Dˆ× (Zd+1 ⊕ Z(L)) : o ∈ D(t, lˆ)} . (3.2)
We also writeD
def
=
⋃
t∈L+
Dt. For l = (ˆl, o) ∈ D we use as above the shorthand
Ξl
def
= Ξ
lˆ
· •0,o ∈ T ex, |l|+
def
= |Ξl|+ . (3.3)
3.3 Inner product spaces of trees
3.3.1 A general construction
We introduce a very general prescription for building inner products of rooted
decorated trees which is designed to have the advantage of automatically encoding
symmetry factors of trees11
11The situation focused on in this paper is the “fully commutative”, in particular we see the degree
1 polynomials (Xei )di=0 as commuting and also do not distinguish diﬀerent planar embeddings of
trees (i.e., we assume Io(τ ) and Io′ (τ
′) also commute). One key advantage of the formalism we
adopt here is that it allows our work to be more easily translated to situations where some of this
commutativity is lost, for instance [GH17b], by a simple tweak of the construction given here.
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Saying that a set of rooted trees are decorated means that that there are diﬀerent
species of nodes and edges appearing in our trees. We thus assume that we are
given a set N of possible node species and another set E of possible edge species.
We write D = (N,E) for the tuple of decorations. We also assume we have been
given an inner product 〈·, ·〉 on the free vector space generated by N.
Wewill generate a corresponding set of rooted decorated treesT (D) and an inner
product space built from the free vector space generated by T (D) and extending
〈•〉 which we will call T(D). We write Y for an element of N. We write I for
an element of E, and each such element will be thought of as operator on T (D).
In particular we view the full set T (D) as being generated from the set of nodes
by taking products and applying the edge operators. We recall how our symbolic
deﬁnition of a rooted decorated tree corresponds to the naive one. Given n ≥ 0,
I1, . . . , In ∈ E, a collection of previously deﬁned rooted decorated trees τ1, . . . , τn,
and Y ∈ N, the rooted decorated tree
τ = Y
n∏
i=1
Ii(τi) (3.4)
is obtained as follows:
• Start with the trees τ1, . . . , τn and add a new node of type Y .
• For each 1 ≤ i ≤ n connect the new node to the root of τi with an Ii edge.
• Make the new node the root.
We treat the product over [n] appearing in (3.4) as commutative.
We will deﬁne T (D)
def
=
⊔
k=0 Tk(D) and now deﬁne the sets on the RHS. For
k = 0we set T0(D)
def
= N. Then for k ≥ 1 and l ≥ 0we deﬁne T (l)k (D) inductively by
setting T (0)k (D) = 6# and then setting, for l ≥ 1, T
(l)
k (D) to be given by all elements
τ of the form (3.4) where one takes n = k and requires τ1, . . . , τk ∈ T
(l−1)(D)
where we set
T (l−1)k (D)
def
= T0(D) ⊔
( ⊔
k≥1
T (l−1)k (D)
)
.
Finally, we set Tk(D)
def
=
⋃
l≥0 T
(l)
k (D). Similarly, we deﬁne
T(D)
def
=
⊕
k≥0
Tk(D)
where, for each the k ≥ 0, Tk(D) is an inner product space with its underlying
vector space being the free vector space generated by Tk(D).
Remark 3.1 The space T˚ is of the form T(D) with N = (L− ⊔ {0}) × N
d+1 and
E = O. (In our notations, N is identiﬁed with {XkΞl : k ∈ N
d+1, l ∈ L− ⊔ {0}}.)
For k = 0 the inner product for T0(D) is given by the one given as input for our
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construction. For k ≥ 1 we inductively set, for any τ, τ¯ ∈ T k(D),
〈τ, τ¯ 〉
def
= 〈Y, Y¯ 〉
∑
s∈Sk
k∏
j=1
δIj ,I¯s(j)〈τj, τ¯s(j)〉
where Sk is the set of permutations on [k] and we are using Y (resp. Y¯ ), Ij (resp.
I¯j), and τj (resp. τ¯j) as those appearing in (3.4) for the expansion of τ (resp. τ¯ ).
One should remember that T (D) is an orthogonal but not orthonormal basis for
T(D). We often write expansions of σ ∈ T(D) in the dual basis (〈τ, τ〉−1τ : τ ∈
T (D)) as σ =
∑
τ∈T (D) τ〈σ, τ〉〈τ, τ〉
−1.
The construction above also enjoys some natural functorial properties.
Lemma 3.2 Suppose we are given two sets of decorations D = (N,E) and D′ =
(N′,E) along with inner products on 〈N〉 and 〈N〉. Then for any linear operator
A : 〈N〉 → 〈N′〉 we deﬁne a linear operator TD,D′(A) : T(D) → T(D
′) as follows.
For any τ ∈ T (D), we inductively set
TD,D′(A)τ = (AY )
n∏
i=1
Ii(Aτi) ,
where on the RHS we have used the expansion (3.4).
Then if we denote by A∗ : 〈N′〉 → 〈N〉 the adjoint of A (deﬁned with respect to
the given inner products on 〈N〉 and 〈N′〉) then TD,D′(A)
∗, the adjoint of TD,D′(A),
is given by TD′,D(A
∗).
3.3.2 The trees of V
We introduce a new notation for rooted decorated combinatorial trees, closely
related to the notation of Section 2.7. Let V be the set of all decorated trees of the
form Tmf where m = (m
Ξ,mX) : NT → D × N
d+1 and f : ET → O are arbitrary
maps.
As in Remark 3.1, we formulate this in the language of Section 3.3. We set
N
def
= D × Nd+1 and E
def
= O, so that V = T (D) with D = (N,E). We also give an
inner product on 〈N〉 by setting (using the same notational identiﬁcations as above),
〈ΞlX
k,Ξl¯X
k¯〉 = δl,¯lδk,k¯k! .
A tree τ ∈ V is of the form
τ = ΞlX
k
n∏
i=1
I(ti,pi)(τi) , (3.5)
with l ∈ D, k ∈ Nd+1, n ≥ 0, τ1, . . . , τn ∈ V , and (t1, p1), . . . , (tn, pn) ∈ O. We
then set V
def
= T(D) and denote by 〈·, ·〉 the induced inner product on Vas described
in Section 3.3.
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It is not hard to see that this inner product just keeps track of the symmetry
factors analogous to that deﬁned in (2.16). Extending the deﬁnition of S(·) in the
natural way one has, for any τ, τ¯ ∈ V , 〈τ, τ¯ 〉 = δτ,τ¯S(τ ).
Since L−⊔{0} can be identiﬁed with a subset ofD by identifying 0with (6#, 0)
and l with (ˆl, 0) where lˆ = {(l, 0)} ∈ Dˆ, T˚ can (and will) be identiﬁed with the
corresponding subset of V .
We also identify T ex with a subset of V as follows. To a decorated tree T n,oe
equipped with a type map t : ET → L, we associate the decorated tree T¯
m
f where T¯
is obtained from T by removing all the edges with type in L−. (This is indeed again
a tree since normal rules forbid to attach any further edge to an edge with a label
in L−.) The decoration m is given by m = (m
Ξ,mX) = ((ˆl, o), n) where for every
x ∈ NT , lˆ(x) is equal to {(t(e), e(e)) : e ∈ E
−
x } where E
−
x are the edges incident
to x with type belonging to L−. The edge decoration f is deﬁned by f = (t, e). For
the rest of the paper, we use the notation Tmf and we revert to the notation T
n,o
e only
when we need to rely on some results from [BHZ16], e.g. for the proofs given in
Appendix A.3.
Remark 3.3 Formally, the diﬀerence between T ex and V is that V does not enforce
the restrictions that trees should conform to the ruleR and that extended decorations
should be compatible with edge types as dictated in [BHZ16, Def. 5.24]: the only
role played by R in the deﬁnition of V is through the deﬁnition of the label set D.
We will often use the symbolic notation (3.5) as in [Hai14, Sec. 8] and [BHZ16,
Sec. 4.3]. In particular, the drivers Ξl, l ∈ D are given by (3.3). For o ∈ O, we
also deﬁne an operator Io : V → V as suggested by (3.5): given T
m
f ∈ V , Io(T
m
f )
is the decorated tree obtained by adding a new root with node decoration equal to
zero and joining this new root to the root of T with an edge decorated by o.
Remark 3.4 Note that as in [BHZ16] we do allow symbols of the form I(t,p)[X
k].
3.4 A class of allowable equations
Recall that in the theory of regularity structures one lifts a concrete ﬁxed point
problem to an abstract ﬁxed point problem in a space of modelled distributions.
We deﬁne Q˚ to consist of all tuples (F lt )t,l where t ranges over L+, l ranges over
Dt and for each such t and l one has F
l
t ∈ P . There is a restriction on the equations
we can work with in that they must be compatible with the rule R used to construct
our regularity structure – we now describe a subset Q ⊂ Q˚ which enforces this
constraint. First, deﬁneN+ ⊂N to be collection of all node-types whose elements
are all members of L+×N
d+1. We then deﬁne a map Nˆ : P → P(N+) by setting,
for F given by (2.3),
Nˆ(F )
def
=
⋃
1≤j≤m
{α ⊔ β : α ≤ αj , β ∈ Pˆ(O(Fj))} .
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Deﬁnition 3.5 We say that F ∈ Q˚ obeys our ﬁxed rule R if for every t ∈ L+,
(ˆl, o) ∈ D, and N ∈ Nˆ(F (ˆl,o)t ), one has o ∈ D(t, N ⊔ lˆ). We denote by Q the set of
all F ∈ Q˚ which obey R.
Remark 3.6 At ﬁrst glance the deﬁnition abovemay seem to just enforce conditions
on the labels o, but recall that D(t, N ) = 6# if N 6∈ R(t), so that it implies in
particular that Nˆ(F lt ) ⊂ R(t) for every l ∈ D and t ∈ L+.
Up to now, we have not required any additional properties on our rule R beyond
completeness and subcriticality with respect to reg. We now introduce an additional
non-degeneracy assumption.
Assumption 3.7 For every t ∈ L+, N ∈ R(t), and o ∈ O+, one has N ⊔ {o} ∈
R(t).
Note that any subcritical rule R can be trivially extended to satisfy Assumption 3.7
while remaining subcritical with respect reg, so this is really just a condition
guaranteeing that we are considering a suﬃciently large class of SPDEs. We give
a simple equivalent deﬁnition of Q under Assumption 3.7.
Proposition 3.8 Let F ∈ Q˚. Consider the following statements.
(i) F ∈ Q.
(ii) For all l = (ˆl, o) ∈ D, t ∈ L+, and α ∈ N
O such that o /∈ D(t, α ⊔ lˆ), one
has DαF lt ≡ 0.
Then (i)⇒ (ii). If Assumption 3.7 holds, then (i)⇔ (ii).
Proof. (i) ⇒ (ii): Let F ∈ Q˚ and let l, t, α be as in point (ii). Then necessarily
α /∈ Nˆ(F lt ), from which it readily follows that D
αF lt ≡ 0, which proves (ii).
ForN ∈ NO, deﬁneN−
def
= N1reg(t,p)<0 ∈ N
O (i.e., consideringN as an element
of N, N− is obtained by removing all edge types (t, p) for which reg(t, p) ≥ 0).
Observe that under Assumption 3.7, it follows readily from the deﬁnition ofD(t, N )
that D(t, N− ⊔ lˆ) ⊂ D(t, N ⊔ lˆ).
Suppose now that Assumption 3.7 holds. Let t ∈ L+, l = (ˆl, o) ∈ D, and
N ∈ Nˆ(F lt ). To prove (i), it suﬃces to show that o ∈ D(t, N
− ⊔ lˆ). Observe that
the expansion (2.3) and deﬁnition of Nˆ(F lt ) implies that D
N−F lt is not identically
zero. If (ii) holds, then o ∈ D(t, N− ⊔ lˆ), and therefore (i) holds.
3.5 Truncations
In practice, one works with a truncated version of the space Tex. We describe here
the truncated spaces and projections used to deﬁne our ﬁxed point map.
Deﬁnition 3.9 For γ ∈ R, let T ex≤γ
def
= {τ ∈ T ex : |τ |+ ≤ γ}. Let T
ex
≤γ ≤ T
ex be
the subspace spanned by T ex≤γ , and deﬁne the projection Q≤γ : T
ex → Tex≤γ which
acts as the identity on τ ∈ T ex if τ ∈ T ex≤γ , and maps τ to zero otherwise. We
deﬁne T ex<γ , T
ex
<γ , and Q<γ : T
ex → Tex<γ similarly.
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We further introduce a truncation map with the important property that it is
additive with respect to tree multiplication (which does not hold for the | · |+-
degree).
Deﬁnition 3.10 For τ = Tmf ∈ T
ex we call L(τ )
def
= |ET | + |m
X | the truncation
parameter of τ . For L ∈ N, deﬁne
W≤L
def
= {τ ∈ T ex : L(τ ) ≤ L}.
Let W≤L ⊂ T
ex be the subspace spanned by W≤L, and deﬁne the projection
p≤L : T
ex → W≤L which acts as the identity on τ ∈ T
ex if τ ∈ W≤L, and maps
τ to zero otherwise. We also set
γL
def
= max{|τ |+ : τ ∈ W≤L} ,
and, for α ∈ R, set
Lα
def
= max{L(τ ) : τ ∈ T ex, |τ |+ ≤ α}.
Note that W≤L is a ﬁnite set for any L ∈ N and thus 0 ≤ γL < ∞. Note also
that Lα < ∞ since, by subcriticality of the rule R, there are only ﬁnitely many
τ ∈ T ex for which |τ |+ ≤ α. It holds that Lα is the smallest natural number for
which τ ∈ W≤Lα for all τ ∈ T
ex such that |τ |+ ≤ α.
Note that W≤L is closed under the action of R but not in general under the
action of the structure group of T . Finally, we will require the following deﬁnition
when dealing with renormalised equations.
Deﬁnition 3.11 For L ∈ N, let
L¯
def
= max{L(τ ) : τ ∈ T ex, |τ |+ ≤ γL} .
Note that L ≤ L¯ <∞ and that for allM ∈ R
M,M∗ : Tex≤γL → W≤L¯ , (3.6)
which follows from the fact thatM andM∗ preserve the | · |+-degree.
Remark 3.12 In the remainder of the paper we will often continue working with
the untruncated regularity structure T and then insert the needed projections into
various expressions; these are easily converted to statements on an appropriately
truncated regularity structure. We also remark that any statements we give involving
continuity with respect to or convergence of models assume that one has truncated
the regularity structure at some level.
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3.6 Nonlinearities on trees
Let T¯ex
def
= Span {Xp : p ∈ Nd+1} denote the sector12 of abstract Taylor polyno-
mials in Tex. For every t ∈ L+ we deﬁne T
ex
t , T˜
ex
t ⊂ T
ex and Text , T˜
ex
t ⊂ T
ex
via
T ext
def
= {τ ∈ T ex : τ = I(t,0)[τ¯ ] for some τ¯ ∈ T
ex} , Text
def
= T¯ex ⊕ Span T ext ,
T˜ ext
def
= {τ¯ ∈ T ex : I(t,0)[τ¯ ] ∈ T
ex} , T˜ext
def
= Span T˜ ext .
We note that one also has T¯ex ⊂ T˜ext . The space T
ex
t contains all “jets” used to
describe the left hand side of the t-component of our equation (2.5), while T˜ext
contains those used to describe its right hand side. Thanks to our assumptions on
the underlying rule R, one has the following lemma, cf. [BHZ16, Eq. 5.11]. Note
that we always refer to the | · |+-degree when speaking about the regularity of a
sector.
Lemma 3.13 For each t ∈ L+, T
ex
t , and T˜
ex
t are sectors of T of respective
regularities reg(t) ∧ 0 and (reg(t)− |t|s) ∧ 0.
We also deﬁne Hex
def
=
⊕
t∈L+
Text and H˜
ex def=
⊕
t∈L+
T˜ext .
For p ∈ Nd+1 we write Dp for the abstract diﬀerential operator Dp : Hex →
Tex given by I(t,0)[τ ] 7→ I(t,p)[τ ], as well as X
q 7→ q!
(q−p)!X
q−p if q ≥ p and
Xq 7→ 0 otherwise. Given U = (Ut)t∈L+ ∈ H
ex we deﬁne U = (U(t,p))(t,p)∈O ∈⊕
(t,p)∈OD
pText by setting U(t,p)
def
= DpUt.
Writing W
def
=
⊕
t∈L+
Tex, we immediately obtain the following lemma from
the implication (i)⇒ (ii) of Proposition 3.8.
Lemma 3.14 Let F ∈ Q. Write FΞ: W → W for the map given by U 7→
(
∑
l∈Db
(Flb(U )Ξl) : b ∈ L+) where
Flb(U )
def
=
∑
α∈NO
DαF lb(〈U , 1〉)
α!
(U − 〈U , 1〉1)α , (3.7)
and, writing U = (Uo)o∈O, we set 〈U , 1〉
def
= (〈Uo, 1〉)o∈O ∈ R
O. Then, for any
γ ∈ R, Q≤γFΞ maps H
ex to H˜ex.
Proof. This follows from the fact that for b ∈ L+, l ∈ Db, and any α ∈ N
O with
DαF lb 6= 0, Proposition 3.8 guarantees that (U − 〈U , 1〉1)
αΞl ∈ T˜
ex
b .
12A sector is a subspace of Tex which is stable under the structure group and respects the decom-
position into homogeneous subspaces, see [Hai14, Def. 2.5].
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3.7 Coherence
For each F ∈ Q˚ we deﬁne ΥF : V → PL+ , ΥF : τ 7→ ΥF [τ ] = (ΥFt [τ ])t∈L+ by
(2.10), the only diﬀerence being that we now allow to have l ∈ D. Recall also that
we identify T ex with a subset of V .
For U ∈ Hex we deﬁne UR ∈ H˜ex by setting, for each t ∈ L+,
URt =
∑
τ∈T˜ ext
〈U,I(t,0)[τ ]〉
〈τ, τ〉
τ .
Additionally, we deﬁne a tuple uU = (uUα )α∈O where u
U
α ∈ R is given by setting
uU(t,p)
def
= 〈Xp, Ut〉 = 〈1, U(t,p)〉. In this way, every U ∈ H
ex can be written uniquely
as
Ut =
∑
p∈Nd+1
1
p!
uU(t,p)X
p +I(t,0)[U
R
t ] . (3.8)
Deﬁnition 3.15 We say that U ∈ Hex is coherent to order L ∈ N with F ∈ Q if,
for every t ∈ L+ and every τ such that I(t,0)[τ ] ∈ W≤L+1, one has
〈Ut,I(t,0)[τ ]〉 = Υ
F
t [τ ](u
U ).
We note the following equivalence.
Lemma 3.16 Fix F ∈ Q and L ∈ N. Consider U ∈ Hex of the form (3.8). Then
U is coherent to order L with F if and only if, for every t ∈ L+,
p≤L
∑
l∈Dt
F lt (U )Ξl = p≤LU
R
t .
Proof. This follows from Lemma 4.5 below, combined with the additivity of tree
multiplication with respect to the truncation parameter L(τ ).
3.8 The main theorem
We deﬁne an action of R on Q˚ written, forM ∈ R, as F 7→MF whereMF ∈ Q˚
is deﬁned by setting, for each t ∈ L+ and l ∈ Dt,
(MF )lt
def
= ΥFt [M
∗Ξl] =
∑
τ∈T ex
〈Mτ,Ξl〉
〈τ, τ〉
ΥFt [τ ] ∈ P . (3.9)
We defer the proof of the following lemma to Appendix A.1.
Lemma 3.17 Let F ∈ Q and M ∈ R. Under Assumption 3.7, it holds that
MF ∈ Q.
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The following lemma, whose proof is deferred to the very end of Section 5.3,
implies that the map F 7→MF deﬁnes a (left) group action13 of R on Q, which is
not obvious from (3.9).
Lemma 3.18 Suppose Assumption 3.7 holds. Then for all F ∈ Q, M ∈ R, and
τ ∈ T ex, it holds that ΥF [M∗τ ] = ΥMF [τ ].
For the rest of this section, we suppose that Assumption 3.7 is in place.
Proposition 3.19 Fix F ∈ Q, L ∈ N, andM ∈ R. Suppose U ∈ Hex is coherent
to order L¯ with F , with L¯ as in Section 3.5. ThenMU is coherent to order L with
MF .
Proof. One has, for every t ∈ L+ and I(t,0)[τ ] ∈ W≤L+1
〈MUt,I(t,0)[τ ]〉 = 〈Ut,M
∗I(t,0)[τ ]〉 = 〈Ut,I(t,0)[M
∗τ ]〉
= ΥFt [M
∗τ ](uU ) = ΥMFt [τ ](u
MU ) .
Here the third equality uses the deﬁnition of coherence and thatM∗τ ∈ W≤L¯ (which
follows from (3.6)). The fourth equality uses Lemma 3.18 and that uU = uMU .
Our main algebraic result can be stated as follows.
Theorem 3.20 Let F ∈ Q, L ∈ N, and U ∈ Hex written as (3.8). Suppose that U
satisﬁes, for every t ∈ L+,
p≤L¯
∑
l∈Dt
F lt (U )Ξl = p≤L¯U
R
t .
Then U is coherent to order L¯ with F , and, for allM ∈ R and t ∈ L+,
p≤LMU
R
t = p≤L
∑
l∈Dt
(MF )lt(MU )Ξl . (3.10)
Proof. Coherence of U to order L¯ with F follows from Lemma 3.16. It follows
from Proposition 3.19 that MU is coherent to order L with MF , from which we
obtain (3.10) again by Lemma 3.16.
Note that the proof of Theorem 3.20 is a simple application of Lemma 3.16 and
Proposition 3.19, which in turn rely on Lemmas 4.5 and 3.18 respectively. In
Sections 4 and 5 we set up the combinatorial / algebraic framework which allows
us to prove the latter two lemmas.
13One also needs injectivity of the map F 7→ (ΥFt )t∈L+ but this immediately follows from the fact
that F lt = Υ
F
t [Ξl] for any t ∈ L+, l ∈ D.
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4 Another space of labelled trees
4.1 The space B
We apply the procedure in Section 3.3 to deﬁne another space of trees with a
speciﬁed inner product. We keep E as in Section 3.3.2 but introduce a new set of
node decorations
N
′ def=
{
Ξl
n∏
i=1
I(ti,pi)[X
ki] : l ∈ D, n ≥ 0, (ti, pi) ∈ O, ki ∈ N
d+1, pi < ki
}
.
where the product over [n] appearing above is treated as commutative. The inner
product on 〈N′〉 is deﬁned by
〈
Ξl
n∏
i=1
Ioi[X
ki],Ξl¯
n¯∏
i=1
Io¯i[X
k¯i]
〉
def
= δl,¯lδn,n¯
∑
s∈Sn
n∏
i=1
δoi,o¯s(i)δki,k¯s(i)(ki − pi)! .
(4.1)
Setting D′
def
= (N′,E), we then deﬁne the set B
def
= T (D′) and the inner product space
B
def
= T(D′) as prescribed in Section 3.3. In particular, it holds that every tree σ ∈ B
can be uniquely written as
σ = Y
∏
j∈J
Ioj [σj] = Ξl
(∏
i∈I
Ioi[X
ki]
)(∏
j∈J
Ioj [σj]
)
(4.2)
where I and J are ﬁnite index sets, l ∈ D, oi, oj ∈ O, σj ∈ B, and oi = (ti, pi) with
pi < ki (and conversely, any such expression corresponds to a unique tree in B).
Equivalently, B is the set of all decorated trees of the form Tmf where m : NT → N
and f : ET → E are arbitrary maps.
For every F ∈ Q˚ we deﬁne a linear map Υ˚F [·] : B→ PL+ as follows. For
σ ∈ B of the form (4.2) and t ∈ L+, we deﬁne Υ˚
F
t [σ] ∈ P inductively by setting
Υ˚Ft [σ]
def
=
(∏
i∈I
X(ti,ki)
)(∏
j∈J
Υ˚Ftj [σj]
)[( ∏
i∈I⊔J
Doi
)
F lt
]
(4.3)
(the base case being implicitly deﬁned with J = 6#).
Next we deﬁne a linear operator Q : 〈N′〉 → 〈N〉 as follows. Given σ ∈ B as
in (4.2) we set
Qσ
def
= Ξl
(∏
i∈I
Xki−pi
)
We then have an extension TD′,D(Q) of Q which is a linear map from B to V. We
will abuse notation and just write Q instead of TD′,D(Q) for this extension, we will
commit such an abuse of notation for other linear operators as well.
Remark 4.1 The intuition behind the setB is that its trees contain information about
which components of the solution (and derivatives thereof) every polynomial term
came from. In other words, a term I(t,p)[X
k] at the root of a tree σ ∈ B indicates
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that the expansion ofDpUt contributed a polynomial termX
k−p to σ. Keeping track
of this information facilitates several combinatorial proofs (particularly Lemma 4.5
below). The map Q : B → V simply discards this information.
Lemma 4.2 Fix F ∈ Q. It holds that Υ˚Ft [σ] = 0 for every σ ∈ B and t ∈ L+ for
which I(t,0)[Qσ] ∈ V \ T
ex.
Proof. This follows from the implication (i)⇒ (ii) of Proposition 3.8.
4.2 Coherent expansion on V
We denote byQ∗ : V∗ → B∗ the adjoint ofQ, where V∗ andB∗ are the algebraic
duals of V and B respectively (identiﬁed with the space of series in V and B).
Recall that V and B are equipped with an inner product, in particular we identify
V as a subspace of V∗. With our deﬁnitions we have the following lemma which
is proved in Appendix A.2.
Lemma 4.3 For any τ ∈ V , t ∈ L+, and F ∈ Q˚ one has
ΥFt [τ ] = Υ˚
F
t [Q
∗τ ]. (4.4)
Remark 4.4 While in principle Q∗τ ∈ B∗ is an inﬁnite series, it is easy to see
that Υ˚Ft is non-zero for only ﬁnitely many of its terms. Hence Υ˚
F
t [Q
∗τ ] is a
well-deﬁned element of P .
The following result is used in the proof of Lemma 3.16.
Lemma 4.5 Let F ∈ Q and U ∈ Hex written as (3.8). Then U is coherent to all
orders with F if and only if for any t ∈ L+,∑
l∈Dt
F lt (U )Ξl = U
R
t . (4.5)
Proof. Suppose U is coherent to all orders with F . For any t ∈ L+ and τ ∈ T
ex
one can use Lemmas 4.2 and 4.3 along with the fact that 〈Ut,I(t,0)[τ ]〉 6= 0 only if
I(t,0)[τ ] ∈ T
ex to see that
〈Ut,I(t,0)[τ ]〉 = Υ
F
t [τ ](u
U ) = Υ˚Ft [Q
∗τ ](uU ) =
∑
σ∈B
Υ˚Ft [σ](u
U )
〈Qσ, τ〉
〈σ, σ〉
.
Thus URt =
∑
σ∈B Υ˚
F
t [σ](u
U )
Qσ
〈σ,σ〉 and, for each (t, p) ∈ O, we can write
U(t,p) = u(t,p)Ξ0 + U˚(t,p) +QÛ(t,p)
where U˚(t,p) ∈ Tand Û(t,p) ∈ B are given by
U˚(t,p)
def
=
∑
q∈Nd+1
q 6=0
u(t,p+q)
q!
Xq and Û(t,p)
def
=
∑
σ∈B
Υ˚Ft [σ]
I(t,p)[σ]
〈σ, σ〉
.
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We introduce some shorthand. First we set A
def
= (O× B) ⊔ (O× Nd+1 \ {0}).
Second, for any ν ∈ NA, we deﬁne ν¯ ∈ NO by setting
ν¯[(b, p)]
def
=
∑
σ∈B
ν[((b, p), σ)] +
∑
q∈Nd+1\{0}
ν[((b, p), q)] .
Finally, for any ν ∈ NA with |ν| <∞ we use the shorthand
uν
def
=
∏
(b,p)∈O
q∈Nd+1\{0}
(u(b,p+q)
q!
)ν[((b,p),q)]
, (Υ˚F )ν
def
=
∏
(b,p)∈O
σ∈B
Υ˚Fb [σ]
ν[((b,p),σ)]
Iν
def
=
∏
(b,p)∈O
σ∈B
(I(b,p)[σ]
〈σ, σ〉
)ν[((b,p),σ)]
, σ(ν)
def
= Iν
∏
(b,p)∈O
q∈Nd+1\{0}
(
I(b,p)[X
p+q]
)ν[((b,p),q)]
Now ﬁx t ∈ L+, then by Taylor expansion one has
∑
l∈Dt
F lt (U )Ξl is equal to∑
l∈Dt
η∈NO
DηF lt (u
U )Ξl
η!
[ ∏
(b,p)∈O
(U˚(b,p) +QÛ(b,p))
η[(b,p)]
]
=
∑
l∈Dt
η∈NO
DηF lt (u
U )
η!
∑
ν∈NA
ν¯=η
η!
ν!
uνQ[Ξl(Υ˚
F )ν(uU )Iν ]
=
∑
l∈Dt
ν∈NA
Dν¯F lt (u
U )
ν!
uνQ[Ξl(Υ˚
F )ν (uU )Iν ]
=
∑
l∈Dt
ν∈NA
Υ˚Ft [σ
νΞl](u
U )Q[σ(ν)Ξl] =
∑
σ∈B
Υ˚Ft [σ](u
U )
Qσ
〈σ, σ〉
Above, in the sums over ν and η, we implicitly enforce that |ν|, |η| <∞.
Conversely, suppose that (4.5) holds. Let V ∈ Hex be the unique element for
which uV = uU and which is coherent to all orders with F . It suﬃces to show that
for t ∈ L+ and every τ ∈ T
ex one has 〈Vt,It(τ )〉 = 〈Ut,It(τ )〉. We prove this by
induction on the number of edges in τ . The base case when τ has no edges follows
from the deﬁnition of V . Suppose now that τ has k ≥ 1 edges and that the claim
is true for all b ∈ L+ and all trees with at most k − 1 edges. Then
〈Ut,It(τ )〉 = 〈
∑
l∈Dt
F lt (U )Ξl, τ〉 = 〈
∑
l∈Dt
F lt (V )Ξl, τ〉 = 〈Vt,It(τ )〉,
where the ﬁrst equality follows from (4.5), the second from the inductive hypothesis
and the fact that the number of edges is additive with respect to tree multiplication,
and the third from the coherence of V and the previous part.
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5 Grafting operators and action of the renormalisation group
We introduce grafting operators on our spaces of trees and show they possess sev-
eral important properties. First, the maps Υ˚F : B→ PL+ and ΥF : V→ PL+
become (pre-Lie) morphisms with respect to these operators (Lemma 5.2 and Corol-
lary 5.9). Second, they are in suitable “co-interaction” with the renormalisation
groupR (Proposition 5.12). Third, they allow us to decompose the construction of
trees into elementary grafting operations starting from a simple set of generators
(Proposition 5.14). Together, these facts lead to the proof of Lemma 3.18.
5.1 Grafting operators on B
Deﬁnition 5.1 (i) For o ∈ O, let yo: B⊗B→ B be the linear map which,
for all σ, σ˜ ∈ B with σ of the form (4.2), is given inductively by
σ˜ yo σ
def
= σ˜ yrooto σ + σ˜ y
non−root
o σ + σ˜ y
poly
o σ (5.1)
def
= Ξl
(∏
i∈I
Ioi[X
ki]
)
Io[σ˜]
(∏
j∈J
Ioj [σj]
)
+ Ξl
(∏
i∈I
Ioi[X
ki]
)∑
¯∈J
Io¯[σ˜ yo σ¯]
( ∏
j∈J\{¯}
Ioj [σj]
)
+ Ξl
∑
ı¯∈I
δo,(tı¯,kı¯)
( ∏
i∈I\{ı¯}
Ioi[X
ki]
)
Ioı¯[σ˜]
(∏
j∈J
Ioj [σj]
)
.
(ii) For l = 0, . . . , d, deﬁne ↑l: B→ B
∗ for σ ∈ B of the form (4.2) inductively
by
↑l σ
def
= Ξl
∑
ı¯∈I
Ioı¯[X
kı¯+el]
∏
i∈I\ı¯
Ioi[X
ki]
∏
j∈J
Ioj [σj] (5.2)
+ Ξl
∑
o∈O
Io[X
o+el]
∏
i∈I
Ioi[X
ki]
∏
j∈J
Ioj [σj]
+ Ξl
∏
i∈I
Ioi[X
ki]
∑
¯∈J
Io¯[↑l σ¯]
∏
j∈J\{¯}
Ioj [σj] .
The motivation for this deﬁnition comes from the following lemma. For o ∈ O,
let ⊳o : P
L+ ×PL+ → PL+ be the bilinear map given by setting, for any b ∈ L+
and F , F¯ ∈ PL+ , (F ⊳o F¯ )b
def
= Ft ·DoF¯b.
Lemma 5.2 Let F ∈ Q˚, o ∈ O, l ∈ {0, . . . , d}, and σ, σ˜ ∈ B. It holds that
Υ˚F [σ˜ yo σ] = Υ˚
F [σ˜] ⊳o Υ˚
F [σ] (5.3)
and
Υ˚F [↑l σ] = ∂lΥ˚
F [σ] . (5.4)
Remark 5.3 Although ↑l σ is a series inB, note that Υ˚
F vanishes on all but a ﬁnite
number of its terms, hence the LHS of (5.4) is well-deﬁned as an element of PL+ .
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Proof. From the deﬁnition (4.3) and the Leibniz rule, we see that Υ˚F [σ˜] ⊳o Υ˚
F [σ]
splits into a sum of three terms. We immediately see that Υ˚F [σ˜ yrooto σ] and
Υ˚F [σ˜ y
poly
o σ] from the expression (5.1) match two of the terms from the Leibniz
rule. The term in Υ˚F [σ˜ ynon−rooto σ] then matches the ﬁnal term from the Leibniz
rule by an induction on the number of edges in σ, which completes the proof of (5.3).
The proof of (5.4) follows in an identical manner.
We now provide an expression for the adjoint of yo and ↑l. For a tree σ =
Tmf ∈ B and an edge (x, y) = e ∈ ET , let P
eσ ∈ B be the subtree of σ with
node set NP eσ
def
= {z ∈ NT : z ≥ y}, and for which the corresponding decoration
maps are given by restrictions of m and f. Let Reσ be the subtree of σ with node
set NReσ
def
= NT \ NP eσ and decoration map again given by restrictions of m and
f. We call P eσ and Reσ the branch and trunk respectively of a cut at e. Also,
for (t, k) ∈ O and p ≥ k, we deﬁne Re(t,k),pσ := R
eσ if p = k, and otherwise
deﬁneRe(t,k),pσ ∈ B as the tree obtained fromR
eσ by addingI(t,k)[X
p] to the node
decoration at x.
Lemma 5.4 (i) For o = (t, p) ∈ O, consider the map y∗o: B→ B⊗B given
for any σ = Tmf ∈ B by
y
∗
o σ
def
=
∑
0≤k≤p
∑
e∈ET
δf(e),(t,k)
(p − k)!
P eσ ⊗Re(t,k),pσ . (5.5)
Then for all σ1, σ2, σ ∈ B
〈σ1 ⊗ σ2,y
∗
o σ〉 = 〈σ1 yo σ2, σ〉 . (5.6)
(ii) For l = 0, . . . , d, deﬁne ↑∗l : B→ B for all σ = T
m
f ∈ B by
↑∗l σ
def
=
∑
x∈NT
∑
ı¯∈I
kı¯−el≥pı¯
(kı¯[l]− pı¯[l])σ˜ , (5.7)
where in the ﬁnal sum we denoted m(x) = Ξl
∏
i∈I I(ti,pi)[X
ki] and σ˜
def
=
T m¯f ∈ B with m˜(y) = m(y) for all y ∈ NT \ {x} and
m˜(x) =
{
ΞlI(tı¯,pı¯)[X
kı¯−el]
∏
i∈I\{ı¯} I(ti,pi)[X
ki] if kı¯ − el > pı¯ ,
Ξl
∏
i∈I\{ı¯} I(ti,pi)[X
ki] if kı¯ − el = pı¯ .
Then 〈σ¯, ↑∗l σ〉 = 〈↑l σ¯, σ〉 for all σ, σ¯ ∈ B.
Proof. (i) For σ given by (4.2), note that y∗o admits the inductive form
y
∗
o σ =y
∗,root
o σ+ y
∗,non−root
o σ
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def
=
∑
0≤k≤p
∑
¯∈J
δ(t,k),o¯
(p − k)!
σ¯ ⊗ Y I(t,k)[X
p]
∏
j∈J\{¯}
Ioj [σj]
+
∑
¯∈J
∑
σ(1)¯ ⊗ YIo¯ [σ
(2)
¯ ]
∏
j∈J\{¯}
Ioj [σj] ,
where we used the shorthand y∗o σ¯ =
∑
σ(1)¯ ⊗ σ
(2)
¯ . For any σ1, σ2 ∈ B, it
follows from the deﬁnition of the inner product (4.1) that 〈σ1 y
root
o σ2, σ〉 and
〈σ1 y
poly
o σ2, σ〉 are given by the terms in 〈σ1 ⊗ σ2,y
∗,root
o σ〉 with p = k and
p < k respectively. It now follows by an induction on the number of edges in σ
that 〈σ1 y
non−root
o σ2, σ〉 = 〈σ1 ⊗ σ2,y
∗,non−root
o σ〉, which completes the proof
of (5.6). Point (ii) follows by identical considerations by noting that ↑∗l admits the
inductive form
↑∗l σ = Ξl
∑
ı¯∈I
kı¯−el≥pı¯
(kı¯[l]− pı¯[l])I(tı¯,pı¯)[X
kı¯−el]
∏
i∈I\{ı¯}
Ioi[X
ki]
∏
j∈J
Ioj [σj]
+ Y
∑
¯∈J
Io¯[↑
∗
l σ¯]
∏
j∈J\{¯}
Ioj [σj] ,
where we used an abuse of notation by assuming that I(tı¯,pı¯)[X
kı¯−el] if missing in
the ﬁrst sum in the case that kı¯ − el = pı¯.
5.2 Grafting operators on V
For a tree τ = Tmf ∈ V and an edge (x, y) = e ∈ ET , we deﬁne the branch and
trunk P eτ,Reτ ∈ V of a cut at e in the identical manner as for B. For a node
x ∈ NT and q ∈ N
d+1, let m±qx : NT → D× Z
d+1 be deﬁned by
m±qx (y)
def
=
{
(mΞ(x),mX(x)± q) if x = y,
m(y) otherwise.
m±qx agrees with m at every node of T except x and increases / decreases by q the
second component of m(x) at x. We extend the notation to
τ±qx
def
= 1{mX(x)± q ≥ 0}(T,m±qx, f),
where the RHS is understood as an element of V.
We now describe a family of grafting operators (yˆ(t,p))(t,p)∈O on the space of
trees V for which it holds that Q∗yˆ(t,p) =y(t,p) (Q
∗ ⊗ Q∗). We prefer to deﬁne
yˆ(t,p) in terms of its adjoint.
Deﬁnition 5.5 For (t, p) ∈ O, let yˆ(t,p) : V⊗ V→ V be the unique linear map
whose adjoint yˆ∗(t,p) : V→ V⊗ V is given for all τ = T
m
f ∈ V by
yˆ
∗
(t,p)τ
def
=
∑
0≤k≤p
∑
(x,y)∈ET
1f(x,y)=(t,k)
(p− k)!
P (x,y)τ ⊗
[
(R(x,y)τ )+p−kx
]
. (5.8)
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In words, the factor in the right tensor of the summands appearing on the RHS
of (5.8) is obtained from τ by removing the branch I(t,k)[P
(x,y)τ ] and adding Xp−k
to the decoration at x (adding nothing if k = p). We give a pictorial example below
in which p ≥ k and where we have explicitly labelled two edges and two nodes.
yˆ
∗
(t,p) ΞlX
q
Ξl′ X
q′
(t, k
)
(t
,p
)
=
1
(p− k)!
⊗ ΞlXq+p−k
Ξl′X
q′
(t
,p
)
+ ⊗ ΞlXq Ξl′ X
q′
(t, k
)
+ · · · .
Remark 5.6 For (t, p) ∈ O, one is able to give a precise deﬁnition of the grafting
operator yˆ(t,p) similar to (5.1). Indeed, for τ ∈ V and τ¯ = ΞlX
k
(∏
j∈J Ioj [τj]
)
,
we have
τyˆ(t,p)τ¯ =
∑
ℓ
(
k
ℓ
)
ΞlX
k−ℓI(t,p−ℓ)[τ ]
(∏
j∈J
Ioj [τj]
)
+ ΞlX
k
(∏
j∈J
Ioj [τyˆ(t,p)τj]
)
.
Deﬁnition 5.7 For i ∈ {0, . . . , d}, let ↑ˆi : V→ Vbe the unique linear map with
adjoint given for all τ = Tmf ∈ V by
↑ˆ
∗
i τ
def
=
∑
x∈NT
mX(x)[i]τ−eix , (5.9)
where we write m(x) = (mΞ(x), (mX(x)[0], . . . ,mX(x)[d])) ∈ D× Nd+1.
We give a pictorial example for the above deﬁnitionwith one node explicitly labelled.
↑ˆ
∗
i
ΞlX
q
Ξl′X
q′
= q[i]
ΞlX
q−ei
Ξl′X
q′
+ q′[i]
ΞlX
q
Ξl′X
q′−ei
+ · · · .
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Note that yo and ↑l extend to well-deﬁned maps B
∗ ⊗B∗ → B∗ and B∗ → B∗
respectively (this can be seen from Lemma 5.4 or directly from the triangular
structure of the maps).
Lemma 5.8 Let (t, p) ∈ O and l ∈ {0, . . . , d}. Then, as maps from V⊗ V to B∗,
Q∗yˆ(t,p) =y(t,p) (Q
∗ ⊗Q∗) (5.10)
and, as maps from V→ B∗,
↑l Q
∗ = Q∗↑ˆl. (5.11)
Proof. Considering the dual statements, it suﬃces to show that for all σ ∈ B,
yˆ
∗
(t,p)(Qσ) = (Q⊗Q) y
∗
(t,p) σ, (5.12)
and
↑ˆ
∗
l (Qσ) = Q(↑
∗
l σ). (5.13)
To show (5.12), observe that, by deﬁnition of Q, there is a bijection between the
edges with decoration (t, k) in Qσ and edges with decoration (t, k) in σ. Further-
more, for every cut appearing in the sum (5.5) of Lemma 5.4 with corresponding
term 1
(p−k)!b ⊗ t, it holds that
1
(p−k)! (Qb) ⊗ (Qt) is the term appearing from the
corresponding cut in (5.8), from which (5.12) follows.
To show (5.13), consider a node x in σ with decoration Ξl
∏
i∈I I(ti,pi)[X
ki].
Denote by x¯ the corresponding node in Qσ. Note that the polynomial decoration
at x¯ is k
def
=
∑
i∈I (ki− pi). Every term σ˜ of ↑
∗
l σ in the sum (5.7) then corresponds
to a term inQσ¯, up to a combinatorial factor, obtained by lowering the polynomial
decoration at x¯ by el. It remains to verify that the correct combinatorial factor is
obtained. To this end, the contribution from x to the factor in front of ↑ˆ
∗
lQσ is k[l].
On the other hand, if I(tı¯,pı¯)[X
kı¯] at x was lowered ﬁrst by el from ↑
∗
l , and then
Q was applied, its contribution to the combinatorial factor becomes kı¯[l] − pı¯[l]
(provided kı¯ − pı¯ ≥ el). Running over all polynomial decorations at x gives the
total combinatorial factor of
∑
i∈I (ki[l]− pi[l]) = k[l] as desired.
Corollary 5.9 For all F ∈ Q˚, o ∈ O, and τ, τ¯ ∈ V ,
ΥF [τyˆoτ¯ ] = Υ
F [τ ] ⊳o Υ
F [τ¯ ]. (5.14)
Furthermore, for all i = 0, . . . , d,
∂iΥ
F [τ ] = ΥF [↑ˆiτ ] . (5.15)
Proof. To prove (5.14), observe that, by Lemmas 4.3 and 5.2,
ΥF [τ ] ⊳o Υ
F [τ¯ ] = Υ˚F [Q∗τ ] ⊳o Υ˚
F [Q∗τ¯ ] = Υ˚F [(Q∗τ ) yo (Q
∗τ¯ )]
= Υ˚F [Q∗(τyˆoτ¯ )] = Υ
F [τyˆoτ¯ ],
where the third equality follows from (5.10). The proof of (5.15) follows in the
same manner using now (5.11).
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5.3 Interaction with the renormalisation group
An important property of the grafting operators yˆ(t,p) is that its adjoint suitably
preserves Tex ⊂ V.
Lemma 5.10 For all o ∈ O and i ∈ {0, . . . , d}, it holds that yˆ∗o (resp. ↑ˆi) maps
Tex to Tex ⊗Tex (resp. Tex).
Proof. The claim that ↑ˆi maps T
ex to Tex is obvious. For yˆ∗o, observe that
normality of the rule R and the explicit description of the set of trees T ex [BHZ16,
Lem. 5.25] imply that P eτ ⊗ Reτ ∈ Tex for any τ ∈ T ex and e ∈ Eτ . The
conclusion follows from the expression (5.8) for yˆ∗o.
Deﬁne the linear map y¯o : T
ex ⊗Tex → Tex given by τy¯oτ¯
def
= πTex(τyˆoτ¯ ),
where πTex : V→ T
ex is the canonical projection. The following is a consequence
of Lemma 5.10.
Corollary 5.11 It holds that y¯o is the adjoint of yˆ
∗
o : T
ex → Tex ⊗Tex.
The following proposition is proved in Appendix A.3.
Proposition 5.12 LetM ∈ R. Then
• For i = 0, . . . , d, it holds on T ex that
M∗↑ˆi = ↑ˆiM
∗. (5.16)
• For all τ, τ¯ ∈ T ex and o ∈ O
(M∗τ )y¯o(M
∗τ¯ ) =M∗(τy¯oτ¯ ). (5.17)
Corollary 5.13 LetM ∈ R. Then for any t ∈ L+, l ∈ D, k ∈ N
d+1:
ΥMFt [ΞlX
k] = ΥFt [M
∗(ΞlX
k)]. (5.18)
Proof. For any t ∈ L+, l ∈ D, k ∈ N
d+1,
ΥMF [ΞlX
k] = ∂kΥMF [Ξl] = ∂
kΥF [M∗Ξl] = Υ
F [M∗(ΞlX
k)],
where we have used (5.15), the identity (↑ˆ)kΞl = ΞlX
k (where (↑ˆ)k
def
=
∏d
i=0(↑ˆi)
k[i],
which is well deﬁned due to the commutativity of ↑ˆi and ↑ˆj), and (5.16) which
impliesM∗(↑ˆ)k = (↑ˆ)kM∗.
Let us write D¯ ⊂ T ex for the set of all elements of the form ΞlX
k with k ∈ Nd+1
and l ∈ D. We then have the following universal property of the space Vwith the
grafting operators (yˆo)o∈O, the proof of which will be given in Appendix A.4.
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Proposition 5.14 The space V is freely generated by the family (yˆo)o∈O with
generators D¯. More precisely, consider any vector space V equipped with bilinear
operators (⊳α)α∈A, ⊳α : V × V → V , which satisfy the pre-Lie identity for all
α, α¯ ∈ A and x, y, z ∈ V ,
(x ⊳α y) ⊳α¯ z − x ⊳α (y ⊳α¯ z) = (y ⊳α¯ x) ⊳α z − y ⊳α¯ (x ⊳α z).
Then for any map Φ : D¯ → V and Ψ : O→ A, there exists a unique extension of
Φ to a linear map Φˆ : V→ V which satisﬁes for all o ∈ O and τ, τ¯ ∈ V
Φˆ(τyˆoτ¯ ) = (Φˆτ ) ⊳Ψ(o) (Φˆτ¯ ).
Remark 5.15 In what follows, we will only use the fact that V is generated by
D¯ and (yˆo)o∈O; we emphasize that this generation is free only to highlight the
algebraic structure of V.
Corollary 5.16 Tex is generated by the family (y¯o)o∈O with generators D¯.
Proof of Lemma 3.18. By Proposition 5.12 identity (5.18), ΥF ◦ M∗ and ΥMF
agree on D¯. SinceMF ∈ Q by Lemma 3.17, observe that Proposition 3.8 implies
that ΥMF [τ ] = 0 for all τ ∈ V \ T ex, and thus ΥMF ◦ πTex = Υ
MF . Therefore,
applying (5.14) to ΥMF , we see that for all τ, τ¯ ∈ T ex and o ∈ O
ΥMF [τy¯oτ¯ ] = Υ
MF [τ ] ⊳o Υ
MF [τ¯ ] .
On the other hand, by (5.17), we have
ΥF [M∗(τy¯oτ¯ )] =
(
ΥF [M∗τ ]
)
⊳o
(
ΥF [M∗τ¯ ]
)
.
It thus follows from Corollary 5.16 that ΥMF = ΥF ◦M∗ as desired.
6 Analytic theory and a generalised Da Prato–Debussche trick
6.1 Admissible models
For each t ∈ L+ we ﬁx a decomposition Gt = Kt +Rt on Λ \ {0} where
• Kt(x) is supported in the ball |x|s ≤ 1 and coincides with Gt(x) whenever
|x|s ≤ 1/2.
• For a parameter γ ∈ R to be deﬁned later, and for every polynomial Q on Λ
of s-degree less than γ + |t|s, one has∫
Λ
Kt(z)Q(z) dz = 0 .
• One has Kt(t, x) = Rt(t, x) = 0 whenever t < 0.
• Rt : Λ → R is a smooth function and satisﬁes, for every k ∈ N
d+1, the
bound
sup
t≥0
sup
x∈Td
eχt|(DkRt)(t, x)| <∞ for some χ > 0.
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We write K for the tuple (Kt)t∈L+ . We also write Ω∞ for the set of all tuples
ξ = (ξl)l∈L− where for each l ∈ L−, ξl : Λ→ R is a smooth function. For ξ ∈ Ω∞
we denote by Zξ the model on T given by the canonical K-admissible lift of ξ.
We write M∞ for the space of all smooth K-admissible models on T .
We introduce a family of pseudo-metrics onM∞ indexed by compactK ⊂ R
d+1
and ℓ ∈ A = {|τ |+ : τ ∈ T
ex}. Given (Π,Γ) and (Π¯, Γ¯) one sets M∞,
|||(Π,Γ); (Π¯, Γ¯)|||ℓ;K
def
= ‖Π− Π¯‖ℓ;K + ‖Γ− Γ¯‖ℓ;K , (6.1)
where
‖Π− Π¯‖ℓ;K
def
= sup
{
|((Πx − Π¯x)τ, S
λ
s ϕ)|
λℓ
:
x ∈ K, τ ∈ T exℓ ,
λ ∈ (0, 1], ϕ ∈ Bx,r
}
, (6.2)
‖Γ− Γ¯‖ℓ;K
def
= sup
{
‖Γxyτ − Γ¯xyτ‖m
‖x− y‖m−ℓs
:
x, y ∈ K, x 6= y,
τ ∈ T exℓ ,m ∈ [r, ℓ) ∩A
}
. (6.3)
Above, we have used the notation T exℓ
def
= {τ ∈ T ex : |τ |+ = ℓ}, for a ∈ T
ex of the
form a =
∑
τ∈T ex aττ andm ∈ A we set ‖a‖m
def
= sup{|aτ | : τ ∈ T
ex
m }, and we set
r
def
= 1−minA. Note that for any ﬁxed γ ≥ 0, the family of pseudo-metrics{
|||•; •|||ℓ,K : ℓ ∈ A ∩ (−∞, γ],K ⊂ R
d+1 compact
}
generates a metric dγ on M∞. Denote by M0 the completion14 of M∞ under dγ .
To prepare for Proposition 6.18 we deﬁne a stronger metric on a subset of M0.
Deﬁnition 6.1 Given Z, Z¯ ∈ M0 we deﬁne
|||Z; Z¯||| = sup
n∈Z
1
n2 + 1
|||Z; Z¯|||Kn ,
where
Kn
def
= [n− 1, n+ 1]× Td ⊂ Λ , (6.4)
and for any compact K ⊂ Λ, |||Z; Z¯|||K
def
= maxℓ≤0 |||Z; Z¯|||ℓ,K. We deﬁne |||Z|||K =
|||Z; 0|||K and |||Z||| = |||Z; 0||| analogously by removing the presence of Π¯ and Γ¯
in (6.2) and (6.3). We let M0,1 ⊂ M0 (resp. M∞,1 ⊂ M∞) denote the collection
of Z ∈ M0 (resp. Z ∈ M∞) with |||Z||| <∞.
Clearly |||·; ·||| is a stronger metric than dγ for any γ ≥ 0 and moreover M0,1 is a
complete metric space with respect to |||·; ·|||.
One important fact regarding R is the following from [BHZ16, Thm. 6.15].
14The completion does not depend on the choice of γ ≥ 0. This is a consequence of the fact that
admissible models are completely determined (in a continuous way) once one knows their restriction
to symbols τ with |τ |+ ≤ 0.
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Theorem 6.2 Any M ∈ R deﬁnes a map from M∞ into itself which associates
to a model Z = (Π,Γ) a renormalised model ZM = (Πˆ, Γˆ) . This renormalised
model satisﬁes for every x ∈ Λ
Πˆx = ΠxM . (6.5)
Furthermore, this action of R extends to a continuous right action on M0.
6.2 The space of jets
We set P
def
= {(t, x) ∈ Λ : t = 0} (thought of as the singular set of a modelled
distribution) and deﬁne U as the space of all maps U : Λ \ P → Hex and U˜ the
maps U : Λ \ P → H˜ex. For U ∈ U or U ∈ U˜ , we write U = (Ut)t∈L+ . For
U ∈ U we also write U(t,p) = D
pUt and, by applying the deﬁnitions in Section 3.6
pointwise, we deﬁne UR ∈ U˜ as well as the tuple of functions uU = (uUα )α∈O (so
that uUα : Λ \ P → R is given by setting u
U
(t,p)(x)
def
= 〈Xp, Ut(x)〉 = 〈1, U(t,p)(x)〉).
For any F ∈ CO we write F (u
U ) for the real-valued function on Λ \ P given by
F (uU )(x)
def
= F (uU (x)).
Following Lemma 3.14, given U ∈ U , we henceforth write Q≤γF (U )Ξ ∈ U˜
for the element obtained by applying the map Q≤γFΞ to U pointwise. Also
following Deﬁnition 3.15, we say that U ∈ U is coherent to order Lwith F if U (z)
is for all z ∈ Λ \ P .
We record the following simple lemma for the canonical model.
Lemma 6.3 Consider F ∈ Q, Zξ = (Π,Γ) the canonical model built from some
ξ ∈ Ω∞, and an element U = (Ut)t∈L+ ∈ H
ex. It holds for all x ∈ Λ, t ∈ L+, and
l = (ˆl, o) ∈ Dt that
Πx
[
Q≤0F
l
t(U )Ξl
]
(x) = F lt (ϕ(x))ξˆl(x) ,
where Flt(U ) is given by (3.7), ξˆl
def
=
∏
(b,e)∈ˆlD
eξb, ϕ = (ϕt)t∈L+ is given by
ϕt
def
= ΠxUt, and ϕ is deﬁned as in (2.12).
Proof. Note that Πx(U − 〈U , 1〉)
α(x) = 0 for any α ∈ NO such that α(o) > 0
for some o ∈ O+. Expanding F
l
t as in (2.3), the claim follows from the fact that
a polynomial is given exactly by its Taylor expansion, as well as the fact that the
canonical model is multiplicative, reduced (i.e., ignores the value of the extended
label o), and compatible with the abstract gradient D (see [Hai14, Def. 5.26]).
6.3 Modelled distributions
Throughout this subsection we ﬁx F ∈ Q. Our deﬁnitions and results, unless
explicitly stated, are given with respect to some arbitrary ﬁxed model Z ∈ M0. We
often drop dependence on Z from the notation.
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For any sector V of the regularity structure T , and any γ, η ∈ R, recall
that [Hai14, Def. 6.2] deﬁnes a corresponding space of singular modelled distribu-
tions Dγ,ηP (V ) with respect to Z over Λ \ P , with values in the sector V . We will
often drop the reference to P and V when it is clear from the context. We will also
often write Dγ,ηα to emphasise that the underlying sector is of regularity α ≤ 0.
Denote by 1+ : Λ → {0, 1} the indicator function of the set {(t, x) : t > 0},
which we canonically identify with an element of D∞,∞0 . We recall two results
from [Hai14].
Lemma 6.4 Let γ, α, η ∈ R, and t ∈ L+. Suppose that γ, η /∈ N, γ−|t|s > 0, and
η ∧ α > −s0 + |t|s. Then K
t
γ−|t|s
, deﬁned by [Hai14, Eq. 5.15] using the kernel
Kt, is a locally Lipschitz map from D
γ−|t|s,η−|t|s
(α−|t|s)∧0
(T˜ext ) to D
γ,η∧α∧|t|s
α∧0 (T
ex
t ).
Moreover, for all κ ≥ 0 and T ∈ (0, 1], it holds that
|||Ktγ−|t|s1+f |||γ;η∧α;T . T
κ/s0 |||f |||γ−|t|s;η−|t|s+κ;T
for all f ∈ D
γ−|t|s,η−|t|s+κ
(α−|t|s+κ)∧0
(T˜ext ), where the proportionality constant depends on
|||Z|||[−1,2]×Rd .
Proof. For all f ∈ D
γ−|t|s,η−|t|s
reg(t)−|t|s
(T˜ext ), it holds by deﬁnition of T˜
ex
t that K
t
γ−|t|s
f
is a function from Λ \ P to Text . The conclusion follows at once from [Hai14,
Prop. 6.16, Thm. 7.1].
Concerning the initial condition, we recall the following result.
Lemma 6.5 Let α ∈ R such that α /∈ N and ut0 ∈ C
α
s¯ (T
d). Then the function
vt(t, x)
def
= (Gtu
t
0)(t, x) =
∫
Td
Gt(t, x− y)u
t
0(y)dy .
lifts canonically to a singular modelled distribution inDγ,α(T¯ex) for all γ > α∨ 0.
Proof. Identical to the proof of [Hai14, Lem. 7.5] upon using (2.7).
For α ∈ R and γ > 0, recall the operator Rtγ : C
α
s (Λ) → D
γ(T¯ex) deﬁned
by [Hai14, Eq. 7.7] using the smooth kernel Rt. Let R denote the reconstruction
operator15 associated to the model Z .
For a choice of γt, ηt ∈ R, with t ∈ L+, let us deﬁne
U
γ,η def=
⊕
t∈L+
Dγt,ηt(Text ) ,
which is a subspace of U by deﬁnition.
15See [Hai14, Sec. 6.1]
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To formulate the ﬁxed point map, we introduce the operator
f 7→ Pt1+f
def
= (Ktγt−|t|s +R
t
γtR)1+f ,
which is a locally Lipschitz map from D
γ−|t|s,η−|t|s
(α−|t|s)∧0
(T˜ext ) to D
γ,η∧α∧|t|s
α∧0 (T
ex
t ) for
appropriate γ, η, α ∈ R (see Lemma 6.4).
The direct abstract version of the initial value problem (2.13) is given by
Ut = Pt
[
1+Q≤γt−|t|s
(∑
l∈Dt
F lt (U )Ξl
)]
+Gtu
t
0 , ∀t ∈ L+ . (6.6)
In a number of examples, however, one encounters a problem when trying to
naively solve (6.6) in U γ,η. The diﬃculty comes from the fact that some of the
terms 1+F
l
t (U )Ξl may take values in a sector of regularity α ≤ −s0: because of
the singularity at t = 0, the reconstruction operator R (and thus the maps Ktγt−|t|s
and Pt) is not a priori well-deﬁned for such terms, see [Hai14, Prop. 6.9]. A related
diﬃculty is that (reconstructions of) solutions to (6.6) can be distribution-valued,
and thus one needs additional assumptions guaranteeing that they can be evaluated
at a ﬁxed time slice; this is necessary if we wish to restart our ﬁxed point map to
obtain a well-posed notion of maximal solution. Both of these diﬃculties already
appear in the Φ43 model [Hai14, Sec. 9.4], where they are dealt with in a somewhat
ad hoc manner.
Remark 6.6 Note that Pt1+f in general makes sense for any singular modelled
distribution f forwhichR1+f can be appropriately deﬁned, see [Hai14, Rem. 6.17];
see also [GH17a] where such problems arise on the boundary of the domain.
6.4 Renormalised PDEs
In the scope of the problems we consider, we wish to apply Pt to modelled distribu-
tions 1+f ∈ D
γ¯,η¯
α with α ≤ −s0 (as in, e.g.,Φ
4
d with d ≥ 2); however it will always
be the case that η¯ > −s0 (namely by Assumption 2.4 or 6.20), so this parameter will
not be a problem. Following Remark 6.6, it suﬃces to give a canonical deﬁnition
for R1+f with the expected regularity.
In this subsection, we resolve this issue by assuming that the underlying model
Z is smooth and that 1+f ∈ D
γ¯,η¯
α with γ¯ > 0 and η¯ > −s0. In this case, one
can readily see (e.g., by inspecting the proof of [Hai14, Prop. 6.9]) that R1+f is
canonically deﬁned as a continuous function on Λ \ P with a blow-up of order η¯ at
P . As a result, Pt1+f ∈ D
γ¯+|t|s,(η¯∧α)+|t|s
(α+|t|s)∧0
is likewise canonically deﬁned. (In this
case, however, R1+f and Pt1+f will generally fail to be continuous functions of
f and the model!) In this case, we also note that
RPt1+f = Gt ∗ R1+f , (6.7)
and, for all x ∈ Λ \ P ,
(R1+f )(x) = (Πx(1+f )(x))(x) . (6.8)
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With these considerations in mind, we can reformulate the purely algebraic
result of Theorem 3.20 in the setting of modelled distributions.
Theorem 6.7 Fix F ∈ Q, ξ ∈ Ω∞, and M ∈ R. Let Z = (Π,Γ) ∈ M∞ be the
canonical K-admissible lift of ξ and write Zˆ = (Πˆ, Γˆ) for the renormalised model
ZM obtained in Theorem 6.2. For each t ∈ L+, let ηt > −s0 and γt
def
= γ + reg(t)
for some ﬁxed γ ∈ R. Suppose that γt − |t|s > γL, with L
def
= L0 and γL deﬁned as
in Section 3.5.
Suppose also that there exists U ∈ U γ,η with respect to Zˆ, deﬁned on an
interval (0, T ), such that, for each t ∈ L+, there exist γ¯ > 0 and η¯ > −s0 such that
1+
∑
l∈Dt
F lt (U )Ξl is an element of D
γ¯,η¯. Suppose ﬁnally that U is a solution on
(0, T ) to the ﬁxed point problem (6.6) with some initial data ut0.
Then for every t ∈ L+, the function ut
def
= RˆUt is the unique solution on (0, T )
to the stochastic PDE
∂0ut = Ltut +
∑
(ˆl,o)∈Dt
(MF )(ˆl,o)t (u)ξˆl ,
with initial condition ut0, where ξˆl
def
=
∏
(l,e)∈ˆlD
eξl and the tuple u = (uo)o∈O is
given by u(b,q)
def
= ∂qub.
Proof. Let t ∈ L+ and consider the expansion of Ut as (3.8). Using the condition
γt − |t|s > γL to note that p≤LQ≤γt−|t|s = p≤L, it follows from the deﬁnition of
Ktγt−|t|s that
p≤L
∑
l∈Dt
F lt (U )Ξl = p≤LU
R
t . (6.9)
By (6.7), one has
ut(x) = Gt ∗
[
Rˆ1+Q≤γt−|t|s
∑
l∈Dt
F lt (U )Ξl
]
+Gtu
t
0 .
Since we consider models in M∞, we can use [Hai14, Rem. 3.15] for the term on
the right hand side, which yields for any x ∈ Λ
Rˆ
(
1+Q≤γt−|t|s
∑
l∈Dt
F lt (U )Ξl
)
(x) = Πˆx
(
1+(x)Q≤γt−|t|s
∑
l∈Dt
F lt (U )(x)Ξl
)
(x)
= 1+(x)Πˆx
(
p≤L0
∑
l∈Dt
F lt (U )(x)Ξl
)
(x) = 1+(x)Πˆx(p≤L0U
R
t (x))(x)
= 1+(x)Πx(p≤L0MU
R
t (x))(x),
where the ﬁrst equality uses (6.8), the second equality uses that γt − |t|s > 0 and
that |τ |+ > 0 for every τ /∈ W≤L0 , and thus Πˆx(τ )(x) = 0, and the third equality
uses (6.9) and that L ≥ L0. To obtain the ﬁnal equality, we used the identity
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Πˆx = ΠxM , combined with the fact that for all τ ∈ T
ex we can writeMτ =
∑
i τi
with |τi|+ = |τ |+, and thus Πx(Mτ )(x) = 0 for all τ /∈ W≤L0 . Recalling that
L = L0 and using again that |τ |+ > 0 for all τ /∈ W≤L0 , and thus Πx(τ )(x) = 0,
it follows from (6.9) and Theorem 3.20 that
Πx(p≤L0MU
R
t (x))(x) = Πx
(∑
l∈Dt
(MF )lt(MU (x))Ξl
)
(x)
=
∑
(ˆl,o)∈Dt
(MF )(ˆl,o)t (u(x))ξˆl(x) .
In the ﬁrst equality we used that Πx(p≤L0τ )(x) = Πx(τ )(x). For the second
equality, suppose that (MF )(ˆl,o)t depends on X(b,p), i.e.,D(b,p)(MF )
(ˆl,o)
t 6≡ 0. Then
sinceMF obeysR by Lemma 3.17, it holds that reg(t) < |t|s+ |Ξlˆ|−+reg(b)−|p|s.
Since γt − |t|s > 0, it follows by deﬁnition of γb that γb − |p|s > 0. By [Hai14,
Prop.5.28] and the fact thatM commutes with Dp, we obtain
(ΠxD
pMUb(x))(x) = (ΠˆxD
pUb(x))(x) = (RˆD
pUb)(x) = ∂
pub(x) ,
whence the conclusion follows from Lemma 6.3.
6.5 Generalised Da Prato–Debussche trick
In this subsection, we address the issues discussed at the end of Section 6.3 in a way
which is stable under taking limits of models. We do so by ﬁnding an appropriate
space of modelled distributions and making a few additional assumptions on the
regularity structure and models, which allow us to perform a version of the Da
Prato–Debussche trick [DPD02, DPD03]. In contrast to Section 6.4, this method
does not rely on the smoothness of the underlying model and retains continuity
of the ﬁxed point with respect to the model; we reconcile the two viewpoints in
Proposition 6.22 below.
Consider t ∈ L+. As in Deﬁnition 2.9, we say that τ ∈ T
ex of the form (3.5) is
t-non-vanishing for F if ∂k
∏n
j=1DojF
l
t 6≡ 0 and τj is tj-non-vanishing for every
j = 1, . . . , n. Note that if τ is t-non-vanishing, then every subtree16 τ¯ of τ with
̺τ¯ = ̺τ is also t-non-vanishing. Furthermore, we deﬁne
T Ft
def
= {τ ∈ T˜ ext : τ is t-non-vanishing} , T
F
t
def
= Span T Ft .
Let U0 ⊂ U denote the subspace of those functions taking values in T¯
ex ⊕⊕
t∈L+
I(t,0)[T
F
t ].
Remark 6.8 T Ft is in general not invariant under the action ofM ∈ R on F ∈ Q
deﬁned in Section 3. For example, if F lt = 0, then Ξl /∈ T
F
t , but it is possible
16As before, by a subtree, wemean that T¯ m¯f¯ is a tree whose node and edge sets are subsets of those of
Tmf and whose decorations satisfy f¯ = f(e) for all e ∈ ET¯ , and m¯
Ξ(x) = mΞ(x) and m¯X (x) ≤ mX (x)
for all x ∈ NT¯ .
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that (MF )lt
def
= ΥFt [M
∗Ξl] 6= 0 and Ξl ∈ T˜
ex
t , so that Ξl ∈ T
MF
t (this can occur
naturally when l = (0, o) ∈ Dt, i.e., Ξl is a “purely extended decoration” noise).
However this does not cause issues for proving our main theorem –while the notion
of t-non-vanishing is used to ensure that we can solve the ﬁxed point problem
associated to F , we never try to solve a ﬁxed point problem associated withMF .
Lemma 6.9 Let t ∈ L+. Then T¯
ex ⊕TFt and T¯
ex ⊕I(t,0)[T
F
t ] are sectors of T .
Moreover, for every l ∈ Dt, γ ∈ R, and U ∈ U0, it holds that Q≤γF
l
t (U )Ξl is a
map from Λ \ P to T¯ex ⊕TFt .
Proof. Consider τ ∈ T Ft and write∆
+
exI(t,0)[τ ] =
∑
i τ
(1)⊗ τ (2)i with∆
+
ex deﬁned
in [BHZ16]. To show that T¯ex ⊕ I(t,0)[T
F
t ] is a sector, it suﬃces to show that
τ (1)i ∈ T¯
ex ⊕I(t,0)[T
F
t ]. If τ
(1)
i = X
k for some k ∈ Nd+1, this is clear. Otherwise,
we necessarily have τ (1)i = I(t,0)[τ¯ ], where τ¯ ∈ T˜
ex
t is a subtree of τ with ̺τ¯ = ̺τ
(indeed, note that the “driver” decorations of τ¯ and τ necessarily match due to
the projection onto the positive trees in the deﬁnition of ∆+ex). Since τ ∈ T
F
t by
assumption, it follows that τ¯ ∈ T Ft , and thus T¯
ex ⊕I(t,0)[T
F
t ]. The argument to
show that T¯ex ⊕TFt is a sector is similar and simpler.
For the second claim, consider a tree τ ∈ T ex, written as (3.5), which appears
with a non-zero coeﬃcient in the expansion of F lt (U )Ξl. By Lemma 3.14, it suﬃces
to show that τ is t-non-vanishing.
We note that since U ∈ U0 it holds that τi ∈ T
F
ti
for all i = 1, . . . , n, thus it
suﬃces to show that ∂k(
∏n
j=1Doj )F
l
t 6= 0. If k = 0, this is directly a consequence
of the fact that that τ appears with a non-vanishing coeﬃcient. Similarly, if k 6= 0,
we know that there must be some α ∈ NO, α 6= 0, such that Dα(
∏n
j=1Doj )F
l
t 6= 0.
However, this means that
∏n
j=1DojF
l
t is not a constant and we get the desired result
by applying Lemma 2.1.
It follows that the natural space in which to solve the ﬁxed point problem (6.6) is
U
γ,η
0
def
= U γ,η ∩U0 =
⊕
t∈L+
Dγt,ηt
(
T¯ex ⊕I(t,0)[T
F
t ]
)
.
In order to guarantee that this problem is well-posed we make the following as-
sumption which is natural in view of the discussion above.
Assumption 6.10 For every t ∈ L+, every T = T
m
f ∈ T˜
ex
t which is t-non-
vanishing, and every subtree T¯ m¯
f¯
of T with T¯ m¯
f¯
6= Tmf and ̺T = ̺T¯ , one has
|T¯ m¯
f¯
|+ > −(|t|s ∧ s0).
Remark 6.11 Since every tree in T˜ ext with a non-zero extended decoration came
from contracting a subforest of another tree in T˜ ext with identically zero extended
decorations (see [BHZ16, Lem. 5.25]), an equivalent version of Assumption 6.10
is to replace |T¯ m¯
f¯
|+ > −(|t|s ∧ s0) with |T¯
m¯
f¯
|− > −(|t|s ∧ s0).
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Wewill see below that Assumption 6.10 allows us to remove all the planted negative
trees in the expansion of the solution to (6.6) and solve for the remainder as a
modelled distribution taking values in a function-like sector; this procedure can be
seen as performing the Da Prato–Debussche trick [DPD03] at the level of modelled
distributions17.
For t ∈ L+, deﬁne
T Ft,−
def
= T Ft ∩ T
ex
≤−(|t|s∧s0)
, TFt,−
def
= Span T Ft,− = T
F
t ∩T
ex
≤−(|t|s∧s0)
,
T Ft,+
def
= T Ft \ T
F
t,− , T
F
t,+
def
= Span T Ft,+ .
We suppose for the remainder of the section that Assumption 6.10 holds.
Lemma 6.12 Let t ∈ L+. Then Γτ = τ for every Γ ∈ G and τ ∈ T
F
t,−.
Proof. It suﬃces to show that ∆+exτ = τ ⊗ 1 for every τ ∈ T
F
t,−. Writing ∆
+
exτ =∑
τ (1)i ⊗ τ
(2)
i , it holds that τ
(1)
i is a subtree of τ . Suppose τ
(1)
i is a strict subtree
of τ . By Assumption 6.10, we have |τ (1)i |+ ≥ −(|t|s ∧ s0). On the other hand,
since |τ |+ ≤ −(|t|s ∧ s0) and∆
+
ex preserves the | · |+-degree, this would imply that
|τ (2)i |+ < 0, which is impossible, hence ∆
+
exτ = τ ⊗ 1 as desired.
Lemma 6.13 Let t ∈ L+. Then T¯
ex ⊕I(t,0)[T
F
t,+] and T¯
ex ⊕ TFt,+ are sectors of
T of respective regularities 0 and −(|t|s ∧ s0) + κ for some κ > 0.
Proof. By deﬁnition of TFt,+, we only need to show that T¯
ex ⊕ TFt,+ and T¯
ex ⊕
I(t,0)[T
F
t,+] are sectors. We only show that the latter is a sector since the argument
for the former is identical.
Let τ ∈ T Ft,+. Writing ∆
+
exI(t,0)[τ ] =
∑
τ (1)i ⊗ τ
(2)
i , it suﬃces to show that
τ (1)i ∈ T¯
ex ⊕I(t,0)[T
F
t,+]. If τ
(1)
i = X
k for some k ∈ Nd+1, this is clear. Otherwise
τ (1)i = I(t,0)[τ¯ ] for some subtree τ¯ of τ with ̺τ¯ = ̺τ . In particular, τ¯ is t-
non-vanishing. If τ¯ = τ , then evidently τ (1)i ∈ I(t,0)[T
F
t,+]. If τ¯ 6= τ , then, by
Assumption 6.10, |τ¯ |+ > −(|t|s ∧ s0), and so again τ
(1)
i ∈ I(t,0)[T
F
t,+] as desired.
Lemma 6.14 ΥFt [τ ] is a constant for every t ∈ L+ and τ ∈ T
F
t,−.
Proof. Suppose thatΥFt [τ ] is not constant for some t ∈ L+ and τ ∈ T
F
t . Consider
↑ˆi fromDeﬁnition 5.7 below andwrite ↑ˆiτ =
∑
j cjτj , where cj ∈ R, τj ∈ T˜
ex
t , and
τ is a strict subtree of τj with̺τ = ̺τj . It follows fromLemma2.1 that∂iΥ
F
t [τ ] 6≡ 0
for every i ∈ {0, . . . , d}, and thus, byCorollary 5.9 below,ΥFt [↑ˆiτ ] 6≡ 0. Hence, for
some j, ΥFt [τj] 6≡ 0 and thus τj is t-non-vanishing. It follows by Assumption 6.10
that |τ |+ > −(|t|s ∧ s0), which concludes the proof.
17While there is similarity to the trick of [DPD03] our version of the trick plays a diﬀerent and less
central role here: in general the abstract equation we arrive at for our remainder will involve products
that, viewed concretely, are still classically ill-deﬁned.
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Let U+ denote the space of functions from Λ \ P to
⊕
t∈L+
(T¯ex ⊕I(t,0)[T
F
t,+]),
noting that U+ is a subspace of U0. Let U˜ ∈ U0 denote the unique constant
function for which, for every t ∈ L+ and τ ∈ T
ex,
〈U˜t, τ〉 =
{
ΥFt [τ ] if τ ∈ T
F
t,− ;
0 otherwise ;
(6.10)
(in particular, U˜ takes values in TFt,−).
Lemma 6.15 For any V ∈ U+, if one deﬁnes U ∈ U0 via Ub
def
= Vb +I(b,0)[U˜b]
for each b ∈ L+, then one has, for every t ∈ L+,
Q≤−(|t|s∧s0)
∑
l∈Dt
F lt (U )Ξl = U˜t .
Proof. Fix t ∈ L+ and l ∈ Dt. Suppose one has a tree τ ∈ T
ex, written as (3.5),
which appears with a non-zero coeﬃcient in the expansion of F lt (U )Ξl. Note that
τ ∈ T Ft by Lemma 6.9.
Suppose that |I(ti ,pi)[τi]|+ ≥ 0 for some i = 1, . . . , n. Let τ¯ be the strict subtree
of τ formed by removing the branch I(ti,pi)[τi] from τ . Then, by Assumption 6.10,
|τ¯ |+ > −(|t|s ∧ s0), which in particular implies that |τ |+ > −(|t|s ∧ s0). Likewise,
suppose k 6= 0. Let τ¯ be the strict subtree of τ formed by setting the polynomial
decoration at the root of τ to zero. Then, by Assumption 6.10, |τ¯ |+ > −(|t|s ∧ s0),
which again implies |τ |+ > −(|t|s ∧ s0). Therefore, for every t ∈ L+, l ∈ Dt,
and every τ appearing in the expansion of F lt (U )Ξl with |τ |+ ≤ −(|t|s ∧ s0), it
holds that τ has no polynomial decoration at the root or branches of non-negative
| · |+-degree. It follows that
Q≤−(|t|s∧s0)
∑
l∈Dt
F lt (U )Ξl = Q≤−(|t|s∧s0)
∑
l∈Dt
F lt ((I(b,0)[U˜b] + 〈Vb, 1〉1)b∈L+ )Ξl .
(6.11)
Since the RHS of (6.11) does not depend on the coeﬃcient in U of any tree of
positive order, we may assume without loss of generality that U is coherent. It then
follows from Lemma 3.16 that the LHS is precisely U˜t.
In order to work “at stationarity” as described in Remark 2.15 we want to deﬁne,
for each t ∈ L+ and τ ∈ T
F
t,−, Ptτ as an appropriately continuous function of the
underlying model. This requires some work since the action of Pt may not be local.
Throughout this section we have assumed that we have ﬁxed diﬀerential op-
erators {Lt}t∈L+ as in the beginning of Section 2.6 and then a truncation of the
corresponding Green’s functions as described at the beginning of Section 6.1. Us-
ing an appropriately designed partition of unity, we assume that for each t ∈ L+ we
have ﬁxed a decomposition Rt =
∑∞
m=0Rt,m where for each t ∈ L+ and m ∈ Z
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one has Rt,m smooth and supported on Km (where Km was deﬁned in (6.4)), and
such that for each k ∈ Nd+1 one has, for some χ > 0,
sup
m∈N
sup
z∈Λ
eχm · |(DkRt,m)(z)| <∞ .
With these notations, one has the following straightforward fact.
Lemma 6.16 For any Z ∈ M0,1, t ∈ L+, and τ ∈ T
F
t,−,
rZt,τ
def
= lim
N→∞
N∑
j=0
Rt,j ∗ (R
Zτ ) (6.12)
converges in C∞(Λ). Moreover, the map Z 7→ rZt,τ is a continuous map from M0,1
into C∞(Λ).
Proof. We ﬁx t ∈ L+ and τ ∈ T
F
t,−. By Lemma 6.12, the structure group acts
trivially on τ , and so for any Z = (Π,Γ) ∈ M0 one has (R
Zτ )(·) = Πzτ (·) ∈ C
|τ |+
s
where z ∈ Λ is arbitrary.
One immediately has the bounds
‖RZτ‖|τ |+,K . ‖Z‖K and ‖(R
Z −RZ¯ )τ‖|τ |+,K . ‖Z; Z¯‖K , (6.13)
uniform in the choice of compact set K ⊂ Λ, and Z, Z¯ ∈ M0. The norms on
the LHS’s of (6.13) are those of (2.1). Below, all of our estimates are uniform in
Z ∈ M0. It is straightforward to see that one has the bound
|(RZτ )(f )| . |||Z|||Kn sup
k∈Nd+1
|k|s<−|τ |++1
|Dkf (z)| ,
uniformly in n ∈ Z, and over all test functions f supported on Kn. Therefore, for
any n ∈ Z, k ∈ Nd+1, and uniformly over z ∈ Kn, one has the estimate
N∑
j=0
|(DkRt,j ∗ (R
Zτ ))(z)| .
N∑
j=0
e−χj(|||Z|||Kn−j−1 + |||Z|||Kn−j + |||Z|||Kn−j+1 ) .
Clearly if Z ∈ M0,1 the RHS above is absolutely convergent as one takes N →∞.
This establishes the convergence of (6.12) inC∞(Λ). The statement about continuity
follows by using the second bound of (6.13) as input for the same argument.
Remark 6.17 Here and in the rest of the section, we use Z as a superscript when
we want to stress the dependence of some object on the underlying model Z .
The following result is immediate from Lemmas 6.12 and 6.16.
Analytic theory and a generalised Da Prato–Debussche trick 55
Proposition 6.18 LetZ ∈ M0,1, t ∈ L+, and τ ∈ T
F
t,−. Then the constant function
z 7→ I(t,0)[τ ] is an element of D
∞. Moreover, there exists a smooth rZτ,t ∈ C
∞(Λ),
which we treat canonically as an element ofD∞(T¯ex), with the following properties.
1. Setting,
PZt τ
def
= I(t,0)[τ ] + r
Z
τ,t ∈ D
∞(T¯ex ⊕I(t,0)[T
F
t,−]) ,
the distribution fZτ,t
def
= RZPZt τ ∈ C
|τ |++|t|s(Λ) solves
∂0f
Z
τ,t = Ltf
Z
τ,t +R
Zτ .
2. The map Z 7→ fZτ,t is continuous with respect to the metric on M1,∞.
A consequence of Proposition 6.18 is that, for any Z ∈ M0,1, we can deﬁne
PZt U˜t ∈ D
∞, and thus PZU˜ ∈ U0 by setting (P
Z U˜ )t
def
= PZt U˜t. Moreover, the
map Z 7→ PZU˜ is a continuous map from M0,1 to
⊕
t∈L+
D∞.
Rather than seeking a solution U ∈ U to (6.6), we instead treat U as a
perturbation of the stationary solution by writing
Ut = Vt + PtU˜t , ∀t ∈ L+ , (6.14)
where Vt is function-like. More precisely, let us ﬁx
γt
def
= γ + reg(t) , ηt
def
= η + ireg(t) ,
for some γ, η ∈ R, and deﬁne the space
U
γ,η
+
def
= U+ ∩U
γ,η
0 =
⊕
t∈L+
Dγt,ηt
(
T¯ex ⊕I(t,0)[T
F
t,+]
)
.
For t ∈ L+, let U˜t denote the space of all maps U : Λ \ P → T˜
ex
t (so that
U˜ =
⊕
t∈L+
U˜t), and consider the mapHt : U → U˜t given by
Ht(V )
def
= Q≤γt−|t|s
∑
l∈Dt
F lt (V + PU˜ )Ξl − U˜t .
The following lemma makes precise the gain in regularity obtained by considering
the remainder V . For t ∈ L+, deﬁne the quantity n¯t as in (2.6), but with |l|s
replaced by |l|+ and the ﬁrst min taken instead over l ∈ Dt.
Lemma 6.19 Let 0 ≤ η ≤ γ and t ∈ L+. Then there exists κt > 0 suﬃciently
small, depending only on the rule R and functions reg and ireg, such that Ht is a
locally Lipschitz map
U
γ,η
+ → D
γt−|t|s+κt,η+n¯t(T¯ex ⊕TFt,+) .
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Proof. Note that, for every V ∈ U+, Ht(V ) is indeed a function from Λ \ P to
T¯ex ⊕ TFt,+ due to Lemma 6.15. Fix l ∈ Dt and consider a term F¯ (X)X
α in the
expansion (2.3) of F lt . Write U
def
= V + PU˜ . Since U˜t ∈ D
∞,∞, it remains only to
show that
Q≤γt−|t|sF¯ (U )U
αΞl ∈ D
γt−|t|s+κt,η+n¯t . (6.15)
Suppose ﬁrst that F¯ is not identically constant. Note that, by Lemma 3.13, Texb is
a sector of regularity reg(b) ∧ 0. Note also that
D
pUb ∈ D
γ+reg(b,p),ηb−|p|s
reg(b,p)∧0 (D
pTexb ).
If reg(b, p) > 0, then the sector DpTexb is function-like. Recall also that in this case
0 ≤ η ≤ ηb − |p|s ≤ γ + reg(b, p). It follows from [Hai14, Prop. 6.13] that
Q<γF¯ (U ) ∈ D
γ,η
0 .
Writing
Uα =
∏
(t,p)∈α
D
pUt, D
pUt ∈ D
γ+reg(t,p),η+ireg(t,p)
reg(t,p) ,
it follows from [Hai14, Prop. 6.12] that
Uα ∈ D
γ+
∑
o∈α reg(o),η+
∑
o∈α reg(o)∧ireg(o)∑
o∈α reg(o)
.
Finally, note that Ξl ∈ D
∞,∞
|l|+
. Combining everything, we obtain
UαΞlQ<γF¯ (U ) ∈ D
γ+|l|++
∑
o∈α reg(o),η+|l|++
∑
o∈α reg(o)∧ireg(o)
|l|++
∑
o∈α reg(o)
.
Since F obeys the rule R, we can ﬁnd κt > 0 such that
reg(t)− |t|s + κt ≤|l|+ +
∑
o∈α
reg(o) .
By considering the regularity of the relevant sectors (and decreasingκt if necessary),
we see that
Q≤γt−|t|sF¯ (U )U
αΞl = Q<γt−|t|s+κt
[
UαΞlQ<γF¯ (U )
]
,
which proves (6.15).
Suppose now that F¯ is identically constant. Then expanding (V + PU˜ )αΞl,
the term (PU˜ )αΞl is an element of D
∞. On the other hand, using that Vb ∈
Dγ+reg(b),η+ireg(b)0 , we see that every other term is inD
γ+|l|++
∑
o∈α reg(o),η+n¯t , which
again proves (6.15).
In light of the above lemmas, it is natural to consider an analogue of Assumption 2.4.
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Assumption 6.20 Assumption 2.4 holds with nt replaced by n¯t.
We now take γ suﬃciently large and ηt = ireg(t), and write the ﬁxed point problem
for the remainder V in the space U γ,η+ , with initial condition v
t
s at time s ≥ 0, as
Vt 7→ Pt
[
1
s
+Ht(V )
]
+Gtv
t
s , ∀t ∈ L+ , (6.16)
where 1s+ denotes the indicator function of the set {(t, x) ∈ Λ : t > s}. It
follows from Lemmas 6.4, 6.5, and 6.19, as well as Assumption 6.20, that the ﬁxed
point (6.16) is well-posed and admits local solutions in the space U
γ,η
+ for any
initial condition (vt0)t∈L+ ∈ C
ireg. Moreover, since Vt takes values in a function-like
sector, the formulation (6.16) allows us to restart the ﬁxed point to obtain maximal
solutions,18 i.e., up to the blow-up time ofRV .
Note that we restricted most of our discussion above to one ﬁxed model Z .
One can of course extend all the results to obtain continuity properties of the ﬁxed
point with respect to the model (the only extension which doesn’t immediately
follow from [Hai14] is Lemma 6.19, for which one can use [HP15, Prop. 3.11]).
We summarise the above discussion along with the remaining necessary results
from [Hai14] in the following theorem.
Theorem 6.21 Let γ ∈ R, and set γt
def
= γ + reg(t) and ηt
def
= ireg(t). Suppose
that Assumptions 6.10 and 6.20 hold, and that γt − |t|s > 0 and γt, ηt /∈ N for all
t ∈ L+. Then the following statements hold.
1. For any modelZ = (Π,Γ) ∈ M0,1 and periodic initial data v0 = (v
t
0)t∈L+ ∈
Cireg, the ﬁxed point problem (6.16) is well posed and admits a local in time
solution V Z ∈ U γ,η+ .
2. It holds that RV ∈ Crem, and V is deﬁned on the interval (0, T [RV ]).
3. The map (v0, Z) 7→ R
ZV Z is continuous from Cireg ×M0,1 into C
rem when
M0,1 is equipped with the metric |||·; ·|||.
It remains to connect the remainder V with some abstract ﬁxed point equation to
which we can apply Theorem 6.7. For simplicity, we will only do this in the case
whereZ ∈ M∞,1 so that the reconstruction of all relevantmodelled distributions are
continuous functions. Note that, in this case, one can canonically deﬁne PZt 1+U˜t,
and that the distributions fτ,t from Proposition 6.18 are in fact smooth functions. In
the following result, we implicitly restrict all modelled distributions to the domain
(−∞, T ]× Td where T > 0 is such that V Z blows up after time T .
Proposition 6.22 Suppose we are in the setting of Theorem 6.21. Let Z ∈ M∞,1,
v0 ∈ C
ireg, and consider the functions UZ
def
= V Z+PZ U˜ ∈ U γ,η andU
Z def
= 1+U
Z .
18The fact that local solutions can be patched together in a consistent way follows from an argument
identical to [Hai14, Prop. 7.11]
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For every t ∈ L+, set
u¯Z,t0
def
=
∑
τ∈T Ft,−
ΥFt [τ ]
〈τ, τ〉
fτ,t(0, ·) ∈ C
∞(Td) .
It then holds that
U
Z
t = V
Z
t + P
Z
t 1+U˜t +Gtu¯
Z,t
0 , ∀t ∈ L+ . (6.17)
Furthermore, U
Z
solves the ﬁxed point problem
U
Z
t = P
Z
t
[
1+Q≤γt−|t|s
∑
l∈Dt
F lt (U
Z
)Ξl
]
+Gtv
t
0 +Gtu¯
Z,t
0 , ∀t ∈ L+ . (6.18)
In particular, U
Z
falls under the scope of Theorem 6.7.
Proof. To show (6.17) we show that PZt 1+U˜ + Gtu¯
Z,t
0 = 1+P
ZU˜ . It follows
directly from deﬁnitions that the two sides agree on all non-polynomial trees, so
it suﬃces to show that their reconstructions coincide (see [Hai14, Prop. 3.29]).
However, we see that the reconstruction of either side satisﬁes the PDE
∂0u = Ltu+R
ZU˜t
for all t > 0 with initial condition given by u0 = u¯
Z,t
0 , and thus must be equal.
We now check that U
Z
satisﬁes (6.18). It holds that
U
Z
t = V
Z
t + P
Z
t 1+U˜t +Gtu¯
Z,t
0
= PZt 1+
[
Q≤γt−|t|s
(∑
l∈Dt
F lt (V
Z + PZU˜ )Ξl
)
− U˜t
]
+ PZt 1+U˜t
+Gtv
t
0 +Gtu¯
Z,t
0
= PZt
[
1+Q≤γt−|t|s
∑
l∈Dt
F lt (V
Z + PZU˜ )Ξl
]
+Gtv
t
0 +Gtu¯
Z,t
0 .
It remains to observe that 1+F
l
t (V
Z + PZU˜ ) = 1+F
l
t (U
Z
), which readily follows
from the identity (6.17).
Appendix A Additional proofs
A.1 Proof of Lemma 3.17
Proof of Lemma 3.17. Let F ∈ Q and M ∈ R. Suppose that for t ∈ L+, l =
(ˆl, o) ∈ Dt and τ ∈ T
ex one has 〈M∗Ξl, τ〉 6= 0. Let α ∈ N
O such that o /∈
D(t, α ⊔ lˆ). To conclude thatMF ∈ Q it suﬃces, by Proposition 3.8, to show that
DαΥFt [τ ] = 0.
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To this end, let us add an additional “driver” element Ξˇ and construct the spaces
Vˇ and Vˇin the identical manner to V and Vbut instead using the set Dˇ
def
= D⊔{Ξˇ}
in place of D. Note that we can canonically identify Vwith a subspace of Vˇ. We
also set ΥFb [Ξˇ]
def
= 1 for all b ∈ L+.
Let us write α as a multi-set α = {(t1, p1), . . . , (tk, pk)} for some k ≥ 0 and
(tj , pj) ∈ O. Consider the element
τˇ
def
= Ξˇyˆ(t1,p1)(Ξˇyˆ(t2,p2)(. . . (Ξˇyˆ(tn,pn)τ ) . . .)) ∈ Vˇ.
Note that in the case k = 0, one simply has τˇ = τ . By (5.14) we have
DαΥFt [τ ] = D(t1,p1) . . . D(tn,pn)Υ
F
t [τ ] = Υ
F
t [τˇ ] .
Write τˇ as a sum of trees τˇ =
∑N
i=1 ciτˇi with τˇi ∈ Vˇ . Observe that due to the
choice ΥF [Ξˇ] = 1, for every τˇi with an edge whose two adjacent nodes carry the
label Ξˇ, it holds that ΥF [τˇi] = 0.
Consider a tree τˇi in which every edge has at most one adjacent node with the
label Ξˇ. We may identify τˇi with an element τi ∈ V by mapping the label Ξˇ to
1. However, by the assumption that the rule R is complete, that o /∈ D(t, α ⊔ lˆ),
and that 〈M∗Ξl, τ〉 6= 0, it necessarily holds that I(t,0)[τi] /∈ T
ex. Therefore, there
exists a non-leaf node inI(t,0)[τi] with label Ξ(¯l,o¯), incoming edge t¯, and a multi-set
of outgoing edges β ∈ NO with o¯ /∈ D(¯t, β ⊔ {Ξl¯}). Again by Proposition 3.8, it
holds that DβF l¯
t¯
= 0, and thus ΥFt [τˇi] = 0, which concludes the proof.
A.2 Proof of Lemma 4.3
The key ingredient for establishing the lemma is the following multi-variable gen-
eralisation of the Faa di Bruno formula. In order to state this formula we ﬁrst
introduce some more notation.
We ﬁx some choice of a total order “<” on the set Nd+1 with the property that
0 is the minimal element. Then for each r ∈ N and k ∈ Nd+1 \ {0} we deﬁne the
set
I(r, k)
def
=
{
(~q, ~m) ∈ (Nd+1)r × (NO \ {0})r :
0 < q1 < q2 < · · · < qr,∑r
j=1 |mj| · qj = k
}
.
We also set I(k)
def
=
⊔∞
r=0 I(r, k). Additionally, for (~q, ~m) ∈ I(r, k) we use the
shorthands r(~q,~m) = r and m
def
=
∑r
j=1mj . Note that I(0, k) = 6# except for the
case k = 0 when I(k) = {(0, 0)} with r(0,0) = 0.
We can now state the mentioned Faa Di Bruno formula.
Lemma A.1 For any k ∈ Nd+1 and F ∈ P one has
∂kF = k!
∑
(~q,~m)∈I(k)
[ ∏
1≤j≤r(~q,~m)
(t,p)∈O
1
mj[(t, p)]!
( 1
qj!
X(t,p+qj)
)mj[(t,p)]]
·DmF , (A.1)
wheremj[(t, p)] denotes the (t, p) component ofmj ∈ N
O.
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That the above formula really is a “Faa Di Bruno” formula is partially obscured by
our notation. One should view the indeterminates {X(t,p)}(t,p)∈O as representing a
family of smooth functions from Rd+1 to R, namely one ﬁxes smooth functions
{ut(z)}t∈L+ and then the correspondence is given by X(t,p) ↔ ∂
p
zut(z) where ∂z
denotes the vector of partial derivatives in the components of z.
Then one has, for F ∈ P ,m ∈ NO, and k ∈ Nd+1,
F (X) ←→ F ((∂pzut : (t, p) ∈ O)) (A.2)
DmF (X) ←→
( ∏
(t,p)∈m
∂
∂(∂put(z))
)
F ((∂pzut(z) : (t, p) ∈ O))
∂kF (X) ←→ ∂kzF ((∂
p
zut(z) : (t, p) ∈ O))
We then compute ∂kF by manipulation of Taylor series (seen as formal power
series). We ﬁrst expand the ∂pzut into Taylor series in z, insert these Taylor series
into the one for F in the variables ∂pzut, and then read oﬀ the coeﬃcient of z
k in
the resulting power series.
If one takes the correspondences of (A.2) for granted, then the proof of
Lemma A.1 is immediate, for completeness we give a careful proof below. A
more combinatorial proof of the formula can be found in [Ma09].
Proof of Lemma A.1. We ﬁrst claim that it suﬃces to prove the identity (A.1) for
the case where the function F is actually a polynomial in the variables (Xo)o∈O. To
see this is the case ﬁrst note that if k ∈ Nd+1, x = (xo)o∈O ∈ R
O and F,G ∈ P
with (DmF )(x) = (DmG)(x) for everym ∈ NO with |m| ≤ |k| then it follows that
(∂kF )(x) = (∂kG)(x).
Now suppose that the formula (A.1) holds whenever F ∈ P is a polynomial
of X and we want to verify it for G ∈ P and k ∈ Nd+1 at a point x ∈ RO. The
desired claim follows by applying the identity (A.1) to the polynomial Fx given by
Fx(X)
def
=
∑
m∈NO
|m|≤|k|
DmG(x)
m!
Xm .
We turn to proving (A.1) for polynomial F . In the remainder of this proof
we deﬁne z and w to be two vectors of mutually commuting indeterminates
(z0, . . . , zd), (w0, . . . , wd) that will be the variables of our formal power series.
Given a formal power series A(z, w)
def
=
∑
j,k∈Nd+1 Aj,kz
jwk we use the notation
[A(z, w); zjwk] = Aj,k. We introduce an O-indexed family of power series
X(t,p)(z)
def
=
∑
q∈Nd+1
zq
q!
X(t,p+q) . (A.3)
Then each polynomial F (X) can be associated to a power series
F (X(z)) =
∑
m∈NO
DmF (X)
m!
(X(z)−X)m . (A.4)
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For k ∈ Nd+1 we deﬁne ∂kF
def
= k![F (X(z)); zk ], by induction one sees that
∂kF = ∂kF . For the base cases we clearly have that ∂k = ∂k if |k| ≤ 1. For the
inductive step follows observe that for any j, k ∈ Nd+1,
∂j∂kF = j! k! [F (X(z + w));wjzk] = (j + k)![F (X(z)); zk+j ] = ∂j+kF,
where in the ﬁrst equality we are using that F is a polynomial and in the second
equality we are using the binomial formula.
All that remains is showing that for k 6= 0 the coeﬃcient k![F (X(z)); zk] is
given by the RHS of (A.1). When expanding the RHS of (A.4) the terms that come
with a zk are indexed by I(k).
Namely, one chooses an integer r > 0, and then a collection of powers 0 <
q1 < q2 < · · · < qr ∈ N
d+1 corresponding to the q’s that one will allow oneself
to pick out in (A.3) when expanding (X(z)−X)m for somem. Next, one chooses
a tuple m1, . . . ,mr ∈ N
O \ {0} wheremj records from which (t, p) ∈ O and with
what multiplicity one is drawing out powers of zqj . To obtain an overall power of
zk one has the constraint k =
∑r
j=1 |mj |qj . The corresponding m ∈ N
O in the
ﬁrst sum of (A.4) is given by m =
∑r
j=1mj . The corresponding coeﬃcient of z
k
which is contributed is given by the summand on the RHS of (A.1).
Proof of Lemma 4.3. We prove the statement of the lemma by induction over the
number of internal nodes of τ . The base case, when τ is a trivial tree, can be proven
in the same way as the inductive step so we immediately turn to proving the latter.
Suppose that τ is of form (3.5) withN edges and that the claim has been proved
for any τ˜ ∈ V with fewer than N edges. Applying Lemma 3.2 for Q one gets that
Q∗τ is given by
Ξl
∑
(~q,~m)∈I(k)
( ∏
1≤j≤r(~q,~m)
(t,p)∈O
1
mj[(t, p)]!
(I(t,p)[Xp+qj ]
qj!
)mj [(t,p)])( n∏
w=1
I(tw,pw)[Q
∗τw]
)
.
By applying Υ˚Pt [·] to the quantity above and applying the inductive hypothesis we
see that the RHS of (4.4) is given by∑
(~q,~m)∈I(k)
( ∏
1≤j≤r(~q,~m)
(t,p)∈O
1
mj[(t, q)]!
(X(t,p+qj)
qj !
)mj [(t,p)])( n∏
w=1
ΥFtw [τw]
)
(A.5)
·
(
Dm
( n∏
w=1
D(tw ,pw)
)
F lt
)
.
The desired result follows by applying Lemma A.1.
A.3 Proof of Proposition 5.12
The proof of Proposition 5.12 relies on the next two lemmas. We prove them by
invoking a more general co-interaction property described in [BHZ16, Thm 3.22].
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Lemma A.2 On Tex, it holds that for (t, p) ∈ O
M(13)(2)(4)
(
∆−ex ⊗∆
−
ex
)
yˆ
∗
(t,p) =
(
id⊗ yˆ∗(t,p)
)
∆−ex.
Lemma A.3 On Tex, it holds that for any i ∈ {0, . . . , d},
∆−ex↑ˆ
∗
i =
(
id⊗ ↑ˆ
∗
i
)
∆−ex.
Before proving these lemmas, we recall some notations and the deﬁnition of ∆−ex.
Let Tˆex− the free commutative algebra generated byT
ex. Thenwe setTex− = Tˆ
ex
− /J+
where J+ is the ideal of Tˆ
ex
− generated by {τ ∈ T
ex : |τ |− ≥ 0}. The map
∆−ex : T
ex → Tex− ⊗T
ex is given for T n,oe ∈ T
ex by:
∆−exT
n,o
e =
∑
A⊂T
∑
eA,nA
1
eA!
(
n
nA
)
(A, nA + πeA, o↾NA, e↾EA) (A.6)
⊗ (RAT, [n− nA]A, o(A) + [nA − πeA]A, e+ eA) ,
where
• For C ⊂ D and f : D → Nd, we denote by f↾C the restriction of f to C .
• The ﬁrst sum runs over all subgraphs A of T (Amay be empty). The second
sum runs over all nA : NA → N
d+1 and eA : ∂(A,T ) → N
d+1 where
∂(A,F ) denotes the edges in ET \ EA that are adjacent to NA.
• WewriteRAT for the tree obtained by contracting the connected components
of A. This gives an action on the decorations in the sense that for f : NT →
Nd+1 such that A ⊂ T one has: [f ]A(x) =
∑
x∼Ay
f (y) where x is an
equivalence class of ∼A and x ∼A y means that x and y are connected in A.
Moreover, the map o(A) is deﬁned on x by:
o(A)(x) =
∑
y∼Ax
o(y) +
∑
e∈EA
(t(e) − e(e)).
• For f : ET → N
d+1, we set for every x ∈ NT , (πf )(x) =
∑
e=(x,y)∈EF
f (x).
Then one can turn this map into a coproduct ∆−ex : T
ex
− → T
ex
− ⊗ T
ex
− and
obtain a Hopf algebra for Tex− endowed with this coproduct and the forest product,
see [BHZ16, Prop. 5.35]. AnyMℓ ∈ R is described by an element ℓ of the character
group Gex− associated to this Hopf algebra:
Mℓ = (ℓ⊗ id)∆
−
ex,
where∆−ex is the co-action deﬁned in (A.6). Before stating the main co-interaction,
we need to recall the deﬁnition of another map ∆2 given in [BHZ16]. Let Tˆ
ex
+
denote the linear span of Tˆ ex+ , the coloured trees (T, Tˆ )
n,o
e such that Tˆ
−1({2}) = ̺T
and o(̺T ) = 0. If we consider that a vertex x has the colour 1 when o(x) 6= 0 then
we can use lighter notations avoiding the notion of a coloured tree and consider that
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Tˆ ∈ {0, 2}. Hence, elements of Tˆ ex+ are denoted by (T, 2)
n,o
e and those of T
ex are
denoted by T n,oe = (T, 0)
n,o
e . Then the map ∆2 : T
ex → Tex ⊗ Tˆex+ is given for
T n,oe ∈ T
ex by:
∆2T
n,o
e =
∑
A⊂T
∑
eA,nA
1
eA!
(
n
nA
)
(A, nA + πeA, o↾NA, e↾EA)
⊗ Pˆ2(RAT, 2, [n − nA]A, o(A) + [nA − πeA]A, e+ eA) ,
where Pˆ2 sets to zero the o decoration at the root. We deﬁne Pˆ
ex
+ ⊂ Tˆ
ex
+ as the
subspace of planted trees, i.e., trees having just one edge incident to the root and
vanishing node decoration at the root. In the sequel, we use the co-interaction
identity on Tex:
M(13)(2)(4)
(
∆−ex ⊗∆
−
ex
)
∆2 = (id⊗∆2)∆
−
ex . (A.7)
This identity is a consequence of the co-interaction given in [BHZ16, Thm 3.22]:
M(13)(2)(4)(∆1 ⊗∆1)∆2 = (id⊗∆2)∆1 . (A.8)
We apply
(
pex− ⊗ id⊗ id
)
to A.8 in order to obtain A.7, where pex− is the projection
onto the forest composed of trees with negative degree. The main idea of the
following proofs is to rewrite yˆ∗(t,p) and ↑ˆ
∗
i in terms of ∆2 and some projections
which behave well with∆−ex.
Proof of Lemma A.2. For yˆ∗(t,p) from Deﬁnition 5.5, we have the identity
yˆ
∗
(t,p) =M
(2)(1)
(
id⊗R2 ◦ p(t,p) ◦ΠPˆex
+
)
∆2
where
• M(2)(1)(τ1 ⊗ τ2)
def
= (τ2 ⊗ τ1),
• ΠPˆex
+
: Tˆex+ → Pˆ
ex
+ is the projection onto Pˆ
ex
+ ,
• p(t,p) : Pˆ
ex
+ → Pˆ
ex
+ is the projection onto planted trees with the root edge
decorated by (t, k) for some k ≤ p,
• R2 : Pˆ
ex
+ → T
ex acts by removing the edge incident to the root and the color
blue at the root.
Then it is easy to show that the following identities hold:
(id⊗R2)∆
−
ex = ∆
−
exR2, (id⊗ p(t,p))∆
−
ex = ∆
−
exp(t,p) on Pˆ
ex
+ ,(
id⊗ΠPˆex
+
)
∆−ex = ∆
−
exΠPˆex
+
on Tˆex+ .
Indeed, the previous projections are linked to the form of the tree at the root. The
root is coloured in blue and therefore cannot be touch by∆−ex. Then by using these
identities, we have
M(13)(2)(4)
(
∆−ex ⊗∆
−
ex
)
yˆ
∗
(t,p)
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=M(13)(2)(4)
(
∆−ex ⊗∆
−
ex
)
M(2)(1)
(
id⊗R2 ◦ p(t,p) ◦ ΠPˆex
+
)
∆2
=
(
id⊗M(2)(1)
)
M(13)(2)(4)
(
∆−ex ⊗∆
−
ex
)(
id⊗R2 ◦ p(t,p) ◦ ΠPˆex
+
)
∆2
=
(
id⊗M(2)(1)
)
M(13)(2)(4)
(
∆−ex ⊗
(
id⊗R2 ◦ p(t,p) ◦ΠPˆex
+
)
∆−ex
)
∆2
=
(
id⊗M(2)(1)
(
id⊗R2 ◦ p(t,p) ◦ ΠPˆex
+
))
M(13)(2)(4)
(
∆−ex ⊗∆
−
ex
)
∆2
=
(
id⊗M(2)(1)
(
id⊗R2 ◦ p(t,p) ◦ ΠPˆex
+
))
(id⊗∆2)∆
−
ex
=
(
id⊗ yˆ∗(t,p)
)
∆−ex.
Proof Lemma A.3. The map ↑ˆ
∗
i from Deﬁnition 5.7 can be rewritten as
↑ˆ
∗
i =M
(1)(id⊗ pXi)∆2
where M(1)(τ1 ⊗ τ2) = τ1 and pXi : Tˆ
ex
+ → Tˆ
ex
+ is the projection on the
tree composed of one node coloured in blue corresponding to Xi. One has
(id⊗ pXi)∆
−
ex = pXi and by using this identity it follows that(
id⊗M(1)(id⊗ pXi)
)
M(13)(2)(4)
(
∆−ex ⊗∆
−
ex
)
∆2
=
(
id⊗M(1)
)
M(13)(2)(4)
(
∆−ex ⊗ (id⊗ pXi)∆
−
ex
)
∆2
=
(
id⊗M(1)
)(
∆−ex ⊗ pXi
)
∆2
= ∆−exM
(1)(id⊗ pXi)∆2 = ∆
−
ex↑ˆ
∗
i .
On the other hand, we obtain:(
id⊗M(1)(id⊗ pXi)
)
(id⊗∆2)∆
−
ex =
(
id⊗ ↑ˆ
∗
i
)
∆−ex .
Remark A.4 Lemmas A.2 and A.3 can be proven without the use of the strong
co-interaction obtained in [BHZ16, Thm. 3.22]. The diﬃcult part of the proof
is taking care of the binomial coeﬃcients and one can handle this by using the
Chu-Vandermonde identity in a more elementary way than in the proof of [BHZ16,
Thm. 3.22]. Lemma A.3, for example, only needs the identity a
(
a−1
b
)
= (a− b)
(
a
b
)
for a, b ∈ N.
Proof Proposition 5.12. Let ℓ ∈ Gex− and setMℓ = (ℓ⊗ id)∆
−
ex ∈ R. Lemma A.3
implies that any i ∈ {0, . . . , d}
Mℓ↑ˆ
∗
i = (ℓ⊗ id)∆
−
ex↑ˆ
∗
i = (ℓ⊗ ↑ˆ
∗
i )∆
−
ex = ↑ˆ
∗
iMℓ ,
from which (5.16) follows. Turning to (5.17), for o ∈ O one has, by Lemma A.2,
yˆ
∗
oMℓ = (ℓ⊗ yˆ
∗
o)∆
−
ex
= (ℓ⊗ id⊗ id)M(13)(2)(4)
(
∆−ex ⊗∆
−
ex
)
yˆ
∗
o
= (ℓ⊗ id⊗ id)
(
(ℓ⊗ id)∆−ex ⊗ (ℓ⊗ id)∆
−
ex
)
yˆ
∗
o = (Mℓ ⊗Mℓ)yˆ
∗
o .
Passing to the adjoint and using Corollary 5.11 concludes the proof.
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A.4 Proof of Proposition 5.14
Proof of Proposition 5.14. Our proof follows the one given in [CL01] for rooted
trees without decorations on the grafting operators. We ﬁrst consider decorated
variables x(k), k ∈ Nd+1, and decorated brackets (·)(t,p), . Let F
ex(n) the vector
space given by parenthesised product on these variables indexed by {1, . . . , n},
using the previous decorated brackets. For example, a basis for Fex(2) is given by:
(x(k1)1 x
(k2)
2 )(t,p), (x
(k2)
2 x
(k1)
1 )(t,p), (t, p) ∈ O, ki ∈ N
d+1 .
We set PLex = Fex/(R) where Fex = (Fex(n))n≥1 and the equivalence relation
R is generated by the relations
r = ((x(k1)1 x
(k2)
2 )(t1,p1)x
(k3)
3 )(t2,p2) − (x
(k1)
1 (x
(k2)
2 x
(k3)
3 )(t2,p2))(t1,p1)
− ((x(k2)2 x
(k1)
1 )(t2,p2)x
(k3)
3 )(t1,p1) + (x
(k2)
2 (x
(k1)
1 x
(k3)
3 )(t1,p1))(t2,p2) .
LetRTex(n) be the linear span of trees with edge decorations in Oand having their
nodes labelled by {1, . . . , n}. Moreover, they do not have drivers. For (t, p) ∈ O,
we deﬁne the grafting operator yˆ(t,p) as a linear map from RT
ex(m) ⊗ RTex(n)
into RTex(n+m) by
τyˆ(t,p)τ¯ =
∑
ℓ
(
kr
ℓ
)
•kr−ℓr I(t,p−ℓ)[τ ]
(∏
j∈J
Ioj [τj]
)
+ •krr
(∏
j∈J
Ioj [τyˆ(t,p)τj]
)
,
where •krr is the rooted tree composed of a single node labelled by r and decorated
by kr. Note that the expression of this grafting operator is essentially identical to
the one given in Remark 5.6; we commit here an abuse notation by identifying the
two operators. The grafting operator yˆ(t,p) satisﬁes a pre-Lie type identity:
(τ1yˆ(t1,p1)τ2)yˆ(t2,p2)τ3 − τ1yˆ(t1,p1)(τ2yˆ(t2,p2)τ3) (A.9)
= (τ2yˆ(t2,p2)τ1)yˆ(t1,p1)τ3 − τ2yˆ(t2,p2)(τ1yˆ(t1,p1)τ3) .
We deﬁne a morphism Φ : PLex → RTex for the concatenation w = (uv)(t,p) of
two words u and v by setting
Φ(x(ki)i )
def
= •kii , Φ((uv)(t,p))
def
= Φ(u)yˆ(t,p)Φ(v) ,
The identity (A.9) proves that Φ(r) = 0, so that this is well-deﬁned.
We want to construct an inverse Ψ of Φ. Let us ﬁx a ﬁnite set I and write
RTex(I) for the decorated trees of RTex labelled with I . We consider ΦI :
PLex(I) →RTex(I) the extension ofΦ. Wewant to deﬁne amapΨI : RT
ex(I) →
PLex(I) such that ΨIΦI = id and ΦIΨI = id. We proceed by induction on the
cardinal |I| of I . The initialisation with only one element in I is straightforward.
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Suppose that the mapΨI is deﬁned for |I| ≤ n and consider I such that |I| = n+1.
Let T ∈ RTex(I) such that the root of T is labelled by r ∈ I . Using symbolic
notation, T is of the form
T = •krr
N∏
i=1
I(ti,pi)[τi] .
We deﬁne the map ΨI by induction on N . If N = 1, observe that
T = •krr I(t,p)[τ ] =
∑
ℓ
(−1)|ℓ|s
(
kr
ℓ
)(
τyˆ(t,p−ℓ)•
kr−ℓ
r
)
, (A.10)
with the convention that the terms with kr − ℓ are zero when kr = 0. Then we
set ΨI (T ) =
∑
ℓ(−1)
|ℓ|s
(kr
ℓ
)(
x(kr−ℓ)r ΨI (τ )
)
(t,p−ℓ)
, where we note that ΨI (τ ) is
well-deﬁned due to our induction hypothesis on |I|. It is then immediate to verify
that ΦIΨI(T ) = T . If N ≥ 2, observe that
T =
∑
ℓ
(−1)|ℓ|s
(
kr
ℓ
)
τ1yˆ(t1,p1−ℓ) •
kr−ℓ
r
N∏
i=2
I(ti,pi)[τi]
−
∑
ℓ
(−1)|ℓ|s
(
kr
ℓ
) N∑
j=2
•kr−ℓr I(tj ,pj)[τ1yˆ(t1,p1−ℓ)τj]
∏
i 6=j
I(ti,pi)[τi] .
Note that intuitively, this represents an “ungrafting” of τ1 from the root of T . Then
we deﬁne ΨI(T ) by
ΨI(T ) =
∑
ℓ
(−1)|ℓ|s
(
kr
ℓ
)(
ΨI (τ1)ΨI
(
•kr−ℓr
N∏
i=2
I(ti,pi)[τi]
))
(t1,p1−ℓ)
−
∑
ℓ
(−1)|ℓ|s
(
kr
ℓ
) N∑
j=2
ΨI
(
•kr−ℓr I(tj ,pj)[τ1yˆ(t1,p1−ℓ)τj]
∏
i 6=j
I(ti,pi)[τi]
)
.
One can then verify that ΦIΨI(T ) = T as desired. Since the tree T is invariant
under permutation of the Ti = I(ti,pi)[τi], we need to check that the deﬁnition
of ΨI(T ) does not depend on the subtree we ungraft from the root of T (in the
above, this was taken as τ1). We proceed by induction on N and we prove that
the order of ungrafting τ1 and τ2 does not matter in the deﬁnition of ΨI (T ). The
proof follows in exactly the same way as in [CL01] but we have longer expressions
because of the identity (A.10). We omit the details but note that the relations R,
the symmetries, and the pre-Lie identity (A.9) provide all the necessary ingredients
for the veriﬁcation.
It remains to prove that one has ΨΦ = id. We show by induction on N that
Ψ(T ′yˆ(t,p)T ) = (Ψ(T
′)Ψ(T ))(t,p) .
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If we consider a word w in PLex then w = (uv)t,p and we get:
ΨΦ(w) = Ψ(Φ(u)yˆ(t,p)Φ(v)) = (ΨΦ(u)ΨΦ(v)) .
We conclude by applying the induction hypothesis on u and v. We obtain Proposi-
tion 5.14 by substituting the indexed nodes by the drivers Ξl, l ∈ D.
A.5 Proof of Theorem 2.13
Proof of Theorem 2.13. Given F ∈ Q˜, we deﬁne F ∈ Q˚ as follows. For any if
t ∈ L+, if l ∈ Dt is not of the form (6#, 0) or ((b, 0), 0) for some b ∈ L− then we
set F bt
def
= 0. We then set F (6#,0)t
def
= Fˆ 0t and F
((b,0),0) = Fˆ bt .
We now construct a corresponding rule Rˆ. If t ∈ L− we set Rˆ(t) = 6#. If
t ∈ L+ then writing expanding for each b ∈ L− as in (2.3)
F bt (X) =
mt,b∑
j=1
Fj,t,b(X)X
αj,t,b ,
we set
Rˆ(t)
def
=
( ⋃
b∈L−
1≤j≤mt,b
{
α ⊔ β ⊔ ((b, 0)) :
α ⊂ αj,t,b
β ∈ NO+
})
⊔ NO+ .
Note that Rˆ is normal and subcritical with respect to reg. By [BHZ16, Prop. 5.20]
one can extend Rˆ to a complete rule R which is again subcritical with respect to
reg. Finally, it is straightforward to verify that R satisﬁes Assumption 3.7 and that
F obeys R. We deﬁne as in Section 3 and [BHZ16, Sec. 5] a regularity structure,
space of models, and renormalisation group corresponding to the rule R.
Let Z (̺,ε)
bphz
be the random model obtained by taking the BPHZ lift of the noise
ξ(̺,ε)
def
= (ξ(̺,ε)l )l∈L− . Thanks to the assumptions of Theorem 2.13 we can apply
[CH16, Thm. 2.15] which states that there exists a random element Zbphz of M0,
independent of our choice of molliﬁer ̺, such that the random models Z (̺,ε)
bphz
converge in probability to Zbphz in the topology of M0 as ε ↓ 0.
By stationarity it is clear that the models Z (̺,ε)
bphz
, Zbphz belong to M0,1 almost
surely and moreover the convergence of statement of [CH16, Thm. 2.15] also
implies that Z (̺,ε)
bphz
converge to Zbphz in the topology of M0,1 as ε ↓ 0.
Therefore, by Proposition 6.18, the modelled distributions PZ
(̺,ε)
bphz U˜ are well-
deﬁned elements of U
γ,η
0 .
We deﬁne
S−̺,ε(ζ)
def
= RZ
(̺,ε)
bphz PZ
(̺,ε)
bphz U˜ and S+̺,ε(ζ, ψ)
def
= RZ
(̺,ε)
bphz V Z
(̺,ε)
bphz (ψ) , (A.11)
where ψ ∈ Cireg and V •(v0) is the solution of the ﬁxed point problem (6.16) started
at time s = 0 with initial data v0 ∈ C
ireg.
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We also deﬁne
S̺,ε(ζ, ψ)
def
= RZ
(̺,ε)
bphz U
Z (̺,ε)bphz (ψ − S−̺,ε(ζ)(0, ·)) ,
where U
Z (̺,ε)bphz
(v0) is deﬁned as in (6.17). The identity (2.17) is then an immediate
consequence of (6.17) and the deﬁnitions we chose above.
ByProposition 6.18,S−̺,ε converges in probability, as ε ↓ 0, toS
− def= RZbphzPZbphz U˜
in the topology of Creg,−. Theorem 6.21 implies that S+̺,ε converges in probabil-
ity, as ε ↓ 0, pointwise in its Cireg argument, and in the topology of Crem, to
S+
def
= RZ
bphz
V Zbphz . This ﬁnishes the proof of the convergence of the various
solution maps to a limit which is independent of ̺. What remains to be veriﬁed is
that our deﬁnition of S̺,ε given here coincides with the earlier deﬁnition (1.3).
By Proposition 6.22, U
Z (̺,ε)bphz
(v0) satisﬁes the ﬁxed point problem (6.18) - when
written in diﬀerential form the initial data is given by v0+ u¯
Z (̺,ε),t
0 . Also recall that
by deﬁnition u¯Z
(̺,ε),t
0 (·) = S
−
̺,ε(ξ)(0, ·).
We ﬁx initial data ψ ∈ Cireg and set ϕˆ(̺,ε)
def
= S̺,ε(ξ, ψ). By combining the
observations of the previous paragraph with Theorem 6.7 it follows that for every
ε > 0 we have that ϕˆ(̺,ε) is a local solution to the system of equations
ϕˆ(̺,ε)t = Gt ∗
[
1+
∑
(ˆl,o)∈Dt
(M (̺,ε)
bphz
F )(ˆl,o)t (ϕˆ
(̺,ε))ξ(̺,ε)
lˆ
]
+Gtψt, t ∈ L+ . (A.12)
Here M (̺,ε)
bphz
∈ R is deﬁned via M (̺,ε)
bphz
def
= (ℓ(̺,ε)
bphz
⊗ id)∆−ex where ℓ
(̺,ε)
bphz
(·)
def
=
E(Π̺,εA˜ex− ·)(0) andΠ
(̺,ε) is the canonical lift of ξ∗̺ε deﬁned in [BHZ16, Sec. 6.2].
In particular M (̺,ε)
bphz
is a deterministic element ofR such thatM (̺,ε)
bphz
Z (̺,ε)
can
= Z (̺,ε)
bphz
.
We now compute M (̺,ε)
bphz
F . Fix t ∈ L+. For any M ∈ R and (ˆl, o) ∈ Dt
with lˆ 6= 6#, we have by the ﬁrst assumption of (2.18) that M∗Ξ
(ˆl,o) = Ξ(ˆl,o) and
consequently, by Deﬁnition 3.9, (MF )(ˆl,o)t = F
(ˆl,o)
t . Also recall that one always has
M∗Ξ(6#,0) = Ξ(6#,0). It follows that∑
(ˆl,o)∈Dt
(M (̺,ε)
bphz
F )(ˆl,o)t (ϕˆ
(̺,ε))ξ(̺,ε)
lˆ
=
∑
l∈L−
Fˆ lt (ϕˆ
(̺,ε))ξ(̺,ε)l + Fˆ
0
t (ϕˆ
(̺,ε))
+
∑
(6#,o)∈Dt
o6=0
ΥFt [(M
(̺,ε)
bphz
)∗Ξ(6#,o)](ϕˆ
(̺,ε)) .
Again, by using the ﬁrst condition of (2.18), we have that∑
(6#,o)∈Dt
o6=0
ΥFt [(M
(̺,ε)
bphz
)∗Ξ(6#,o)](ϕˆ
(̺,ε)) =
∑
τ∈Tex
−
τ tree
ℓ(̺,ε)
bphz
(τ )
ΥFt [τ ](ϕˆ
(̺,ε))
S(τ )
.
It follows that the system (A.12) is the same as the system given in Theorem 2.13
if we set c̺,ε[T
m
f ]
def
= ℓ(ε)
bphz
[Tmf ] for each t ∈ L+ and T
m
f ∈ T˚t,−[F ], where we
are using the natural identiﬁcation of
⋃
t∈L+
T˚t,−[F ] with the trees generating T
ex
−
(here we are using the notation of [BHZ16]).
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Appendix B Symbolic index
In this appendix, we collect the most used symbols of the article, together with their
meaning and the page where they were ﬁrst introduced.
Symbol Meaning Page
yo Grafting operator on B 38
yˆo Grafting operator on V 40
y¯o Grafting operator on T
ex 43
↑l Polynomial raising operator on B 38
↑ˆl Polynomial raising operator on V 41
B Subset of Bˇ with restrictions on polynomial nodes 35
B Vector space spanned by B 35
Creg,− Space where distribution-like part of solutions takes values 18
Crem Space in which function-like part of solutions takes values 18
Cireg Space of possible initial conditions 18
Cnoise Space in which noises take values 17
D Abstract gradient 32
Dγ,η Space of singular modelled distributions 47
Dˆ Products of derivatives of noises 26
D Set of abstract drivers including extended decorations 26
Dt Set of elements of D compatible with t ∈ L+ 26
ea Element in N
A, a ∈ A, deﬁned by ea[b]
def
= 1{a = b} 10
Gt Green’s function of ∂t −Lt 15
Kt Truncation of Gt 44
Lt Diﬀerential operator associated with component t 15
L+ Index set for the components of the system of SPDEs 11
L− Index set for the rough “drivers” in our system of SPDEs 11
Λ The underlying space-time [0,∞)× Td 10
M∞ Space of all smooth admissible models on T 45
M0 Closure of smooth admissible models 45
N+ All node-types in L+ × N
d+1 29
O Set indexing the jet of U 11
P Time 0 hyperplane 46
Pˆ(A) Set of all multi-subsets of A. Identiﬁed with NA 10
P Non-linear functions of the jet of U 12
Q˚ Collection of non-linearities (F lt )t∈L+,l∈Dt 29
Q Subset of all F ∈ Q˚ which obey R 30
Q Map from B to V which collapses polynomial decorations 35
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Symbol Meaning Page
Q≤γ Natural projection T
ex → Tex≤γ 30
R Reconstruction operator 47
R Rule used to construct a regularity structure 25
Rt Smooth function such that Gt = Kt +Rt 44
R Renormalisation group of T 26
s Space-time scaling 10
Sεs Scale transformation by ε around the origin 10
T Regularity structure built from the rule R 25
T ex Trees with extended decorations generated by the rule R 25
T ex≤γ Set of trees τ ∈ T
ex with |τ |+ ≤ γ 30
Tex Vector space spanned by T ex 25
Tex≤γ Subspace of T
ex spanned by T ex≤γ 30
T¯ex Abstract Taylor polynomials in Tex 32
Text Sector where Ut takes values 32
T˜ext Sector on which I(t,0) is well-deﬁned 32
U Functions from Λ \ P to Hex 46
U γ,η Direct sum of modelled distribution spaces 47
V Set of trees which contains T ex 28
V Vector space spanned by V 28
X Commuting indeterminates representing the jet of U 32
ΥF Map into non-linearities ΥF : V → PL+ 16
Υ˚F Map into non-linearities Υ˚F : B→ PL+ 35
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