Abstract-In recent years, there have been a number of new delay-dependent stability criteria based on linear matrix inequalities published in the literature. This note aims to theoretically establish the equivalence of seven of these stability criteria. Moreover, the efficiency of these stability criteria is assessed based on the number of unknowns in the linear matrix inequalities.
On Equivalence and Efficiency of Certain Stability Criteria for Time-Delay Systems
computationally most efficient compared with those in [2] , [4] , [5] , [8] , [9] , and [11] .
Notation: Throughout this note, for real symmetric matrices X and Y , the notation X Y (respectively, X > Y ) means that the matrix X 0 Y is positive semidefinite (respectively, positive definite). I is an identity matrix with appropriate dimension. The superscript "T " represents the transpose. Matrices, if not explicitly stated, are assumed to have compatible dimensions.
II. MAIN RESULTS
Consider the following time-delay system: (6) : _ x(t) =Ax(t) + A h x(t 0 h) (1) x(t) =(t) 8t 2 [0h; 0]
where x(t) 2 n is the state, and (t) is the initial condition. The scalar h > 0 is the constant delay of the system, A and A h are known real constant matrices. By the so-called "descriptor system approach" [1] together with the bounding technique in [6] , a delay-dependent stability condition for system (6) was presented in [2] , which is less conservative than that in [1] ; we rewrite this as follows. 
It was shown in [11] that Lemma 1 can be simplified by using fewer variables, and an equivalent delay-dependent stability condition can be stated as follows.
Lemma 2:
[11] (6) is asymptotically stable for any delay h satisfying 0 < h h if there exist matrices P 1 > 0, P 2 , P 3 , R 1 > 0, S 1 , Y11, and Y12 such that the following LMI holds:
where , P and Y 1 are given in (5)- (7), respectively. On the other hand, via different Lyapunov-Krasovskii functionals, conditions for delay-dependent stability were also reported in [4] and [5] , respectively, which are given as follows.
Lemma 4:
[4] The time-delay system (6) is asymptotically stable for any delay h satisfying 0 < h h if there exist matrices P > 0, Q > 0, P1 , P2 , Xij (i j; i; j = 1; 2; 3) such that the following LMIs hold:
as well as (13), as shown at the bottom of the page. (6) were proposed in [9] and [10] , respectively, which are restated as follows. Proof: (Necessity) Suppose that there exist matrices P1 > 0, P 2 , P 3 , R 1 > 0, S 1 , Y 11 , and Y 12 such that (9) holds, then by the definitions in (5)- (7), LMI (9) can be rewritten as shown in (19) and its transpose, respectively, we have the first inequality shown at the bottom of the next page. This, together with (27), gives (29), as shown at the bottom of the next page. Now, choose
Then, by (29), it is easy to see that P1, P2, P3, R1, S1, Y11, and Y12
given in (30) satisfy (9) . This completes the proof. Following a similar line as in the proof of Theorem 1, we can establish that Lemma 3 is also equivalent to Lemma 7. This is given in the following theorem.
Theorem 2:
There exist matrices P1 > 0, S > 0, P2, P3, P4, Y1, Y 2 , Z 1 , Z 2 , Z 3 , and R > 0 such that both (10) and (11) We now show that Lemma 4 is equivalent to Lemma 7.
Theorem 3: There exist matrices P > 0, Q > 0, P1, P2, Xij (i; j = 1; 2; 3) such that both (12) and (13) hold if and only if there exist matrices P > 0, Q > 0, Z > 0, Y , and W such that (18) holds.
Proof: Similar to the proof of [11, Th. 2], we can show that there exist matrices P > 0, Q > 0, P 1 , P 2 , X ij , (i; j = 1; 2; 3) such that both (12) and (13) hold if and only if there exist matrices P > 0, Q > 0, P1, P2, Xij, (i; j = 1; 2; 3) such that (31), as shown at the bottom of the page, holds. Then, by following a similar line as in the proof of the necessity part in Theorem 1, we can show that (31) implies (18). In the next, we prove that (18) implies (31). To this end, we note that applying Schur complement to (18) gives (25) and its transpose, respectively, we obtain (37), as shown at the bottom of the page. SetP
Then, (37) can be rewritten as shown in the second inequality at the bottom of the page. This together with (34) gives (39), as shown at the bottom of the page. Now, choose
Then, by (39), it is easy to see that P1, P2, X13, S1, X23, and X33
given in (40) satisfy (31). This completes the proof.
The following theorem shows that Lemma 5 is equivalent to Lemma 2.
Theorem 4:
There exist matrices P 1 > 0, P 2 , P 3 , Q, X 11 , X 12 , X22, Y1, Y2, and Z > 0 such that both (14) and (15) hold if and only if there exist matrices P 1 > 0, P 2 , P 3 , R 1 > 0, S 1 , Y 11 , and Y 12 such that (9) holds.
Proof: Along a similar line as in the proof of [11, Th. 2] , it is easy to show that there exist matrices P 1 > 0, P 2 , P 3 , Q, X 11 , X 12 , X 22 , Y1, Y2, and Z > 0 such that (14) and (15) hold if and only if there exist matrices P 1 > 0, P 2 , P 3 , Q, Y 1 , Y 2 and Z > 0 such that the LMI shown in the last inequality at the bottom of the page holds. Noting this and (9), we have the desired result immediately. Similarly, we can show that Lemma 6 is equivalent to Lemma 7. By this and Theorems 1-4, we have the following result.
Theorem 5: The delay-dependent conditions in Lemmas 1-7 are equivalent.
Remark 1: By Theorem 5, it is now clear that the "descriptor system approach" in [2] and the methods in [4] , [5] , [8] , [9] , and [11] will introduce some redundant variables. From a mathematical point of view, the condition in [10] is more efficient than those in [2] , [4] , [5] , [8] , [9] , and [11] since it involves the least number of variables while providing an equivalent stability condition. Table I Remark 2: It was theoretically established in [10] that the stability condition in Lemma 7 contains that in [6, Th. 1] as a special case. Therefore, by Theorem 5, it is easy to see that [6, Th. 1] is also a special case of Lemmas 1-6. It is also worth noting that the bounding technique in [6] used in many papers is not resorted to when deriving the stability condition in Lemma 7.
Remark 3: In the case when time-varying delays appear, that is, system (6) becomes
where h(t) is the time-varying delay of the system, which is assumed to be a differentiable function satisfying for all t 0 
It is easy to show that the corresponding stability conditions in [2] and [11] are special cases of (45). Therefore, they are more complicated than (45). Also, when the time-delay is differentiable and satisfies (42), it is easy to see that (43) is less conservative than (45). When the timevarying delay is continuous and (44) is satisfied, it is easy to see that we can only resort to (45) to check its stability.
III. CONCLUSION
This note has theoretically established that a number of LMI-based delay-dependent stability criteria obtained in recent years are equivalent. It has been shown that there are redundant variables in some of these stability criteria which can be removed while maintaining the effectiveness of the stability condition. The additional variables in LMIs sometimes improve the robust stability results for the case of timedelay systems with parameter uncertainties.
