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SHARP SPHERICALLY AVERAGED STRICHARTZ ESTIMATES
FOR THE SCHRO¨DINGER EQUATION
ZIHUA GUO
Abstract. We prove generalized Strichartz estimates with weaker angular in-
tegrability for the Schro¨dinger equation. Our estimates are sharp except some
endpoints. Then we apply these new estimates to prove the scattering for the 3D
Zakharov system with small data in the energy space with low angular regularity.
Our results improve the results obtained recently in [11].
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1. Introduction
In this paper, we continue the previous work [11] to study the generalized Strichartz
estimates for the following Schro¨dinger-type dispersive equations
i∂tu+D
au = 0, u(0, x) = f(x) (1.1)
where u(t, x) : R × Rd → C, D = √−∆, a > 0. We are mainly concerned with
following estimates
‖eitDaP0f‖LqtLpρL2ω.‖f‖L2x (1.2)
where P̂0f ≈ 1|ξ|∼1fˆ (See the end of this section for the precise definition). Here the
norm LqtLpρLsω for function u(t, x) on R× Rd(d ≥ 2) is defined as follows
‖u‖LqtLpρLsω =
(∫
R
[ ∫ ∞
0
∣∣∣∣ ∫
Sd−1
|u(t, ρx′)|sdω(x′)
∣∣∣∣ ps ρd−1dρ] qpdt
)1/q
.
The purpose of this paper is to study the sharp range for (q, p) such that the estimate
(1.2) holds. Then we apply these estimates to the 3D Zakharov system.
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Two typical examples are of particular interest, one is the wave equation (a = 1),
the other is the Schro¨dinger equation (a = 2). The space time estimates which are
called Strichartz estimates address the estimates
‖eitDaP0f‖LqtLpx.‖f‖L2. (1.3)
Strichartz [38] first proved (1.3) for the case q = p and then the estimates were
substantially extended by various authors, e.g. [8, 22] for a = 1, and [7, 42] for
a = 2. It is now well-known (see [18]) that the optimal range for (1.3) is the
admissible condition: if a = 1,
2 ≤ q, p ≤ ∞, 1
q
≤ d− 1
2
(
1
2
− 1
p
), (q, p, d) 6= (2,∞, 3); (WA)
and if a 6= 1,
2 ≤ q, p ≤ ∞, 1
q
≤ d
2
(
1
2
− 1
p
), (q, p, d) 6= (2,∞, 2). (SA)
However, if d ≥ 2 and f is radial, then (1.3) holds for a wider range of (q, p) (for
example, see [20, 34, 31]). For the wave equation (a = 1), the optimal range for
(1.3) under radial symmetry assumption is (see [20, 34, 37], see also [14])
2 ≤ q, p ≤ ∞, 1
q
< (d− 1)(1
2
− 1
p
) or (q, p) = (∞, 2). (RWA)
For the Schro¨dinger-type equation (a 6= 1), it was known that (1.3) holds under
radial symmetry assumption if the following condition holds:
2 ≤ q, p ≤ ∞, 1
q
≤ (d− 1
2
)(
1
2
− 1
p
), (q, p) 6= (2, 4d− 2
2d− 3). (RSA)
The range (RSA) is optimal except the radial endpoint (q, p) = (2, 4d−2
2d−3) which still
remains open. (RSA) was first obtained in [14] except some endpoints improving the
results in [31] and the remaining endpoint estimates were later obtained in [5, 17]
independently.
There are two kinds of analogue results in the non-radial case. The first is to
consider the estimate with additional angular regularity (See the end of this section
for the definition of H0,sω )
‖eitDaP0f‖LqtLpx.‖f‖H0,sω (1.4)
in which some angular regularity is traded off by the extension of admissible range,
see [37, 16, 5]. The second one is to consider the estimate (1.2) that we study
in this paper. From the viewpoint of application, the estimate (1.2) works better
than (1.4), because there is no loss of angular regularity. The spherically averaged
Strichartz norm was used in [40] to obtain the endpoint case of Strichartz estimate
for 2D Schro¨dinger (see [23] for 3D wave equation). For the wave equation (a = 1),
it was known that (1.2) also holds for (q, p) satisfying (RWA) (see [33, 16, 5]). If
a 6= 1, [11] showed that (1.2) holds for (q, p) satisfying (RWA), improving the results
in [16]. Moreover, when a > 1, [11] also showed (1.2) holds for (q, p) belonging to a
wider range than (RWA), but the sharp range is unknown.
The main result of this paper is
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Theorem 1.1. Let a > 1. Then (1.2) holds if (q, p) satisfies
(i) d = 2:
2 ≤ q, p ≤ ∞, 1
q
< (d− 1
2
)(
1
2
− 1
p
) or (q, p) = (∞, 2). (1.5)
(ii) d ≥ 3: (q, p) satisfies (RSA).
By the theorem above, we see that the optimal range for (1.2) is obtained except
the endpoint line 1
q
= (d − 1
2
)(1
2
− 1
p
) for d = 2, and the endpoint (q, p) = (2, 4d−2
2d−3)
for d ≥ 3. The basic ideas of proving Theorem 1.1 are the same as in [11], namely to
do the space dyadically localized estimates by exploiting the decay and oscillatory
effect of a family of Bessel functions uniformly. The key differences in this paper
are: 1) we prove better uniform estimates for Bessel functions (indeed, we give
a uniform expansion) in the transitive region; 2) we treat the oscillatory integral
operator related to the Bessel function in finer scale so that we can catch more
subtle oscillatory effects; 3) To get the endpoint for d ≥ 3, we exploit some “almost
orthogonality” to overcome some logarithmic summation difficulty.
Besides its own interest, (1.2) plays important roles in the nonlinear problems, e.g.
in [11] where the authors proved scattering for the 3D Zakharov system for small
data in the energy space with one additional angular regularity. In this paper, we
use the new estimates in Theorem 1.1 to improve the angular regularity. Consider
the 3D Zakharov system: {
iu˙−∆u = nu,
n¨/α2 −∆n = −∆|u|2, (1.6)
with the initial data
u(0, x) = u0, n(0, x) = n0, n˙(0, x) = n1, (1.7)
where (u, n)(t, x) : R1+3 → C × R, and α > 0 denotes the ion sound speed. The
system was introduced by Zakharov [43] as a mathematical model for the Langmuir
turbulence in unmagnetized ionized plasma. It preserves ‖u(t)‖L2x and the energy
E =
∫
R3
|∇u|2 + |D
−1n˙|2/α2 + |n|2
2
− n|u|2dx (1.8)
The natural energy space for initial data is
(u0, n0, n1) ∈ H1(R3)× L2(R3)× H˙−1(R3). (1.9)
The Zakharov system has been extensively studied, see [4, 10, 19, 25, 10, 3, 10, 2,
4, 39, 21, 30, 27, 24, 26, 32, 9, 28, 12, 13], and the introduction of [11].
Since global well-posedness for (1.6) with small data in the energy space was
proved by Bourgain-Colliander [4], the long time behavior of the solutions has been
a very interesting problem. For this problem, the first result was obtained in [12] that
scattering holds for small energy data under radial symmetry assumption. Later,
global dynamics below ground state in the radial case was obtained in [13]. In
the non-radial case, for data with sufficient regularity and decay, and with suitable
small norm, scattering was obtained in [15]. In [11], the authors proved scattering
for small data in the energy space with one order angular regularity. In this paper
we prove
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Theorem 1.2. Let s > 3/4. Assume ‖(u0, n0, n1)‖H1,sω ×H0,sω ×H˙−1,sω = ε for ε >
0 sufficiently small. Then the global solution (u, n) to (1.6) belongs to C0tH
1,s
ω ×
C0tH
0,s
ω ∩ C1t H˙−1,sω , and scatters in this space.
Theorem 1.2 was proved in [11] for s = 1. We improve the angular regularity to
s > 3/4 by using the new estimates of Theorem 1.1. To deal with the fractional
derivative on the sphere, we transfer it to the fractional derivative on SO(3) (see the
appendix). We remark that s > 3/4 reaches a limitation of our method. To remove
the angular regularity, new ideas should be developed.
Notations. Finally we close this section by listing the notation.
• We denote N = Z ∩ [0,∞), N∗ = Z ∩ (0,∞).
• F(f) and f̂ denote the Fourier transform of f , fˆ(ξ) = ∫
Rn
e−ix·ξf(x)dx. For a ≥ 1,
Sa(t) = e
itDa = F−1eit|ξ|aF .
• η : R → [0, 1] is an even, non-negative smooth function which is supported in
{ξ : |ξ| ≤ 8/5} and η ≡ 1 for |ξ| ≤ 5/4. For k ∈ Z, χk(ξ) = η(ξ/2k)− η(ξ/2k−1) and
χ≤k(ξ) = η(ξ/2k).
• Pk, P≤k are defined on L2(Rd) by P̂ku(ξ) = χk(|ξ|)û(ξ), P̂≤ku(ξ) = χ≤k(|ξ|)û(ξ).
• ∆ω denotes the Laplace-Beltrami operator on the unite sphere Sd−1 endowed with
the standard metric g measure dω and Λω =
√
1−∆ω. Denote Lpω = Lpω(Sd−1) =
Lp(Sd−1 : dω), Hsp = Hsp(Sd−1) = Λ−sω Lpω.
• Lp(Rd) denotes the usual Lebesgue space, and Lp(R+) = Lp(R+ : rd−1dr).
• LprLqω and LprHsq are Banach spaces defined by the following norms
‖f‖LprLqω =
∥∥‖f(rω)‖Lqω∥∥Lpr , ‖f‖LprHsq = ∥∥‖f(rω)‖Hsq∥∥Lpr .
• Hsp , H˙sp (Bsp,q, B˙sp,q) are the usual Sobolev (Besov) spaces on Rd.
• B˙s(p,q),r denotes the Besov-type space given by the norm
‖f‖B˙s
(p,q),r
= (
∑
k∈Z
2ksr‖Pkf‖rLprLqω)1/r.
• 0 ≤ α ≤ 1, Hs,αp,ω is the space with the norm ‖f‖Hs,αp,ω = ‖Λαωf‖Hsp , and the spaces
H˙s,αp,ω , B
s,α
p,q,ω, B˙
s,α
p,q,ω, and B˙
s,α
(p,q),r,ω are defined similarly.
• For simplicity, we denote Hs,αω = Hs,α2,ω , H˙s,αω = H˙s,α2,ω , Bs,αp,ω = Bs,αp,2,ω, B˙s,αp,ω = B˙s,αp,2,ω,
B˙s,α(p,q),ω = B˙
s,α
(p,q),2,ω.
• Let X be a Banach space on Rd. LqtX denotes the space-time space on R × Rd
with the norm ‖u‖LqtX =
∥∥‖u(t, ·)‖X∥∥Lqt .
2. Uniform estimates for Bessel functions
To prove Theorem 1.1, we need to deal with a family of Bessel functions which
are defined by
Jν(r) =
(r/2)ν
Γ(ν + 1/2)pi1/2
∫ 1
−1
eirt(1− t2)ν−1/2dt, ν > −1/2.
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In this section, we study the uniform properties for the Bessel functions Jν(r) with
respect to the order ν by some dedicate stationary phase analysis. Consider the
oscillatory integral
I(λ) =
∫ ∞
−∞
eiλφ(x)a(x)dx, λ ∈ R
where φ ∈ C∞(R) and a ∈ C∞0 (R). We are interested in the behavior of I(λ) as
λ → ∞. In order to apply it to the estimate for Bessel function, we need to track
the dependence of φ, a, since we allow φ depends on λ. There is a classical useful
Van der Corput lemma (see [36]):
Lemma 2.1 (Van der Corput). Suppose φ is real-valued and smooth in (a, b), and
that |φ(k)(x)| ≥ 1 for all x ∈ (a, b). Then∣∣∣∣∫ b
a
eiλφ(x)ψ(x)dx
∣∣∣∣ ≤ ckλ−1/k[|ψ(b)|+ ∫ b
a
|ψ′(x)|dx
]
holds when (i) k ≥ 2, or (ii) k = 1 and φ′(x) is monotonic. Here ck is a constant
depending only on k.
By the Van der Corput lemma and the Schla¨fli’s integral representation of Bessel
function (see p. 176, [41]):
Jν(r) =
1
2pi
∫ pi
−pi
ei(r sinx−νx)dx− sin(νpi)
pi
∫ ∞
0
e−ντ−r sinh τdτ
:=JMν (r)− JEν (r), (2.1)
we can prove
Lemma 2.2. Assume r, ν > 10. Then we have
|Jν(r)|+ |J ′ν(r)| ≤Cr−1/3(1 + r−1/3|r − ν|)−1/4. (2.2)
Proof. It’s obvious that |JEν (r)|.(r+ν)−1, then it remains to consider JMν . We may
assume ν.r. If |r − ν| > r1/3, see the proof of Lemma 3.2 in [11]. If |r − ν| ≤ r1/3,
it follows from Lemma 2.1 with k = 2, 3. 
Lemma 2.3. Assume ν ∈ N, ν > r + λ, and λ > r 13+ε for some ε > 0. Then for
any K ∈ N
|Jν(r)|+ |J ′ν(r)| ≤ CK,εr−Kε. (2.3)
Proof. We only need to estimate Jν(r), since 2J
′
ν(r) = Jν−1(r)−Jν+1(r) (see p. 45 (2)
in [41]). If ν ≥ 2r, then integrating by part K times we can get |Jν(r)|.ν−K.r−K .
Now we assume ν ≤ 2r. Let φ(x) = r sin x − νx. Then φ′(x) = r cosx− ν. By the
assumption |φ′(x)| > r 13+ε. Define the operator Dφ by
Dφ(f) = −∂x(φ′(x)−1f).
Then
Jν(r) =
1
2pi
∫ pi
−pi
φ′(x)−1∂x[ei(r sinx−νx)]dx =
1
2pi
∫ pi
−pi
ei(r sinx−νx)DKφ (1)dx.
It suffices to show
|DKφ (1)| ≤ CK,εr−Kε. (2.4)
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We prove (2.4) by induction on K. ForK = 0, the bound is trivial. Now we consider
K = 1. We have
∂x(φ
′(x)−1) = φ′(x)−1
r sin x
φ′(x)
.
Let g(x) = r sinx
φ′(x)
. By calculus we see
|g(x)| ≤ |g(arccos r
ν
)| = r√
ν2 − r2.r
1
3 . (2.5)
Thus by assumption the case K = 1 is proved. Now we assume (2.4) holds for K
by using the bound (2.5). If g is not a factor of DKφ (1), then
|DK+1φ (1)| ∼ |DKφ (1)φ′(x)−1g(x)|.r−(K+1)ε.
If g is a factor of DKφ (1), then
DK+1φ (1) = CD
K
φ (1)φ
′(x)−1g(x) + C˜G
where G is given by DKφ (1) but with one factor g replaced by φ
′(x)−1 r cos x
φ′(x)
. The
letter has better bound r
1
3
+ε than g. So by induction |G|.r−(K+1)ε. We complete
the proof of the lemma. 
We will not only use the decay of I(λ), but also the oscillation of I(λ). Following
the argument of section 3.4 in [44] (see also [36]), we prove
Lemma 2.4. Assume a is supported in {x ∈ R : |x| < 1}, and φ satisfies
(1) φ(0) = φ′(0) = 0;
(2) φ′′(x) ∼ 1, if |x| ≤ 1;
(3) |φ(k)(x)|.1 if |x| ≤ 1, 1 ≤ k ≤ 6.
Then
I(λ) = (2pi)1/2λ−1/2
a(0)eipi/4
[φ′′(0)]1/2
+R(λ)
and for some C independent of φ, a, λ, we have
|R(λ)| ≤ Cλ−3/2
∑
0≤k≤4
sup
R
|∂ka|.
Moreover, if assuming |a(k)(x)|.1 and |φ(k)(x)|.1 for |x| < 1, k ∈ N, then for any
K ∈ N we have
R(λ) = (2pi)1/2λ−1/2eipi/4
K∑
k=1
akλ
−k
k!
+ R˜(λ)
where |ak| ≤ Ck and |R˜(λ)| ≤ CKλ−K−3/2 with constants C,CK independent of φ, λ.
Proof. Since φ′(x) = x ·∫ 1
0
φ′′(tx)dt, then we have φ′(x) ∼ x if 0 < |x| < 1. We write
φ(x) = 1
2
ψ(x)x2 with ψ(x) = 2
∫ 1
0
(1− t)φ′′(tx)dt, then we know ψ(x) ∼ 1 if |x| < 1.
Make a change of variables
y := ψ(x)1/2x.
We see that ∂yx =
x
φ′(x)
ψ(x)1/2 ∼ 1 if |x| < 1 and xy(0) = 1[φ′′(0)]1/2 . So it determines
unique a function x = x(y). Moreover, using the equality
∂yx =
x
φ′(x)
ψ(x)1/2 = (
∫ 1
0
φ′′(tx)dt)−1(2
∫ 1
0
(1− t)φ′′(tx)dt)1/2
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and the condition (3) we easily get
|∂ky (x)|.1, 1 ≤ k ≤ 5. (2.6)
Thus
I(λ) =
∫
e
iλy2
2 a(x(y))xy(y)dy.
Let u(y) = a(x(y))xy(y). Using the fact F(e− iλy
2
2 ) = (2piλ−1)1/2e−
ipi
4 e
iξ2
2λ , we get
I(λ) =(2piλ−1)1/2e
ipi
4
∫
e−
iξ2
2λ uˆ(ξ)dξ
=(2piλ−1)1/2e
ipi
4
a(0)
[φ′′(0)]1/2
+
(2piλ−1)1/2e
ipi
4
2λ
∫
e(−
iξ2
2λ − 1)2λ
−iξ2 (−iξ
2)uˆ(ξ)dξ
:=(2piλ−1)1/2e
ipi
4
a(0)
[φ′′(0)]1/2
+R(λ).
Now we estimate R(λ). By (2.6) we get
|R(λ)|.λ−3/2‖∂̂2u‖L1.λ−3/2
∑
0≤k≤2
sup
R
|∂k∂2u|.λ−3/2
∑
0≤k≤4
sup
R
|∂ka|.
Moreover, if |a(k)(x)|.1 and |φ(k)(x)|.1 for |x| < 1, k ∈ N, then (2.6) holds for
k ∈ N. Then by the Taylor’s expansion e− iξ
2
2λ =
∑∞
k=0
(−iξ2/(2λ))k
k!
, we can prove the
expansion for R(λ) with
ak = 2
−kik∂2ku(0).
We complete the proof of the lemma. 
Remark 1. (1) If φ depends on λ, a is independent of λ, then x = x(y, λ), and
∂λx = −∂λφ
∂xφ
, ∂2yλx = −
y∂2xφ∂λφ
(∂xφ)3
.
Then we get
|∂λR(λ)|.λ−5/2 + λ−3/2 sup
|x|.1
|∂λφ|
|x|2 .
(2) Lemma 2.4 applies easily to the general case. If φ satisfies φ′(x0) = 0 for some
x0 ∈ supp(a) and φ′(x) 6= 0 for x0 6= x ∈ supp(a), then under suitable conditions
I(λ) = (2piλ−1)1/2|φ′′(x0)|−1/2e ipi4 sgnφ′′(x0)eiλφ(x0)a(x0) +O(λ−3/2).
We need to deal with Jν(r) on the region r > ν + ν
1/3 which is usually the main
contribution. The difficulty is that we need to catch both decay and oscillation,
especially in the transitive region ν + ν1/3 < r < 2ν. In the case d = 2, we need a
uniform expansion of the Bessel functions in this region. We prove
Lemma 2.5 (Asymptotical property). Let ν > 10 and r > ν + ν1/3. Then
(1) We have
Jν(r) =
1√
2pi
eiθ(r) + e−iθ(r)
(r2 − ν2)1/4 + h(ν, r),
where
θ(r) = (r2 − ν2)1/2 − ν arccos ν
r
− pi
4
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and
|h(ν, r)|.
(
ν2
(r2 − ν2)7/4 +
1
r
)
1[ν+ν1/3,2ν](r) + r
−11[2ν,∞)(r).
(2) Let x0 = arccos
ν
r
. For any K ∈ N we have
h(ν, r) =(2pi)−1/2eiθ(r)x0
K∑
k=1
(rx30)
−k−1/2ak(x0)
k!
+ (2pi)−1/2e−iθ(r)x0
K∑
k=1
(rx30)
−k−1/2a˜k(x0)
k!
+ h˜(ν, r)
with functions |∂lak|+ |∂la˜k|.1 for any l ∈ N and
|h˜(ν, r)|.
(
r
K
2
+ 1
4
(r − ν) 3K2 +7/4
+
1
r
)
1[ν+ν1/3,2ν](r) + r
−11[2ν,∞)(r).
Moreover, if ν ∈ Z, we have better estimate
|h˜(ν, r)|. r
K
2
+ 1
4
(r − ν) 3K2 +7/4
1[ν+ν1/3,2ν](r) + r
−3/21[2ν,∞)(r).
Proof. Part (1) was given in [1]. Here we give a proof by Lemma 2.4. If ν ∈ Z,
then JEν (r) = 0. Thus it suffices to consider J
M
ν (r). Denote φ(x) = sin x− νrx. Let
φ′(x) = cos x − ν
r
= 0, then we find two solutions x = ±x0 = ± arccos νr . Since
ν < r, we get x0 ∼
√
r2−ν2
r
< 1. We divide the proof into two cases.
Case 1. r ≥ 2ν.
In this case we have x0 ∼ 1. Let β(x) be a cutoff function around 0 and supported
in {|x| ≪ 1}. Let β˜ = 1− β(x− x0)− β(x+ x0). Then
JMν (r) =
1
2pi
∫ pi
−pi
eirφ(x)[β(x− x0) + β(x+ x0) + β˜(x)]dx := I1 + I2 + I3.
First, we estimate the term I3. Since |φ′(x)| ∼ 1 in suppβ˜, integrating by part we
get that
|I3|.|
∫ pi
−pi
∂x[e
irφ(x)]
irφ′(x)
β˜(x)dx|.r−1.
If ν ∈ Z, we can do better since the boundary term vanishes. Indeed, in this case
from the fact that eirφ(pi) = eirφ(−pi), φ′(pi) = φ′(−pi), β˜(pi) = β˜(−pi), we can get
|I3|.r−2, if ν ∈ Z.
Now we consider the term I1. We have
I1 =
1
2pi
∫
eirφ(x+x0)β(x)dx.
It is easy to check that φ(x + x0) − φ(x0), β satisfy the conditions in Lemma 2.4.
Thus by Lemma 2.4 we get
I1 =
1√
2pi
eiθ(r)
(r2 − ν2)1/4 +R1(ν, r)
STRICHARTZ ESTIMATES FOR SCHRO¨DINGER EQUATION 9
with |R1|.r−3/2. Similarly, for I2 we have
I2 =
1√
2pi
−eiθ(r)
(r2 − ν2)1/4 +R2(ν, r)
with |R2|.r−3/2. Therefore, we prove part (1) by setting h = R1 +R2 + I3 + JEν .
Case 2. r < 2ν.
Let γ = 1− β(x−x0
x0
)− β(x+x0
x0
). Then
JMν (r) =
1
2pi
∫ pi
−pi
eirφ(x)[β(
x− x0
x0
) + β(
x+ x0
x0
) + γ(x)]dx := II1 + II2 + II3.
First, we estimate the term I1. We have
II1 =
1
2pi
∫
eirφ(x)β(
x− x0
x0
)dx =
x0
2pi
∫
eirx
3
0·x−30 φ(x0x+x0)β(x)dx.
By the condition r > ν + ν1/3 we get rx30&1. Let φ˜(x) = x
−3
0 [φ(x0x + x0)− φ(x0)].
By the mean value formula we can verify the conditions in Lemma ?? for φ˜(x), β.
Thus by Lemma 2.4 we get
II1 =
1√
2pi
eiθ(r)
(r2 − ν2)1/4 + R˜1
with |R˜1|.x0(rx30)−3/2. ν
2
(r2−ν2)7/4 . Similarly, for II2 we get
II2 =
1√
2pi
−eiθ(r)
(r2 − ν2)1/4 + R˜2
with |R˜2|.x0(rx30)−3/2. ν
2
(r2−ν2)7/4 .
Now we estimate the term II3. We have
II3 =
1
2pi
∫
eirφ(x)η(x)γ(x)dx+
1
2pi
∫ pi
−pi
eirφ(x)(1− η(x))dx := II13 + II23 .
For the term II13 , it’s easy to see that |φ′(x)|&x20, |∂kx( 1φ′(x))|.x−2−k0 , ∀k ∈ N for
x ∈ supp(ηγ), then integrating by parts we get that
|II13 |.r−K
∣∣∣∣ ∫ eirφ(x)(∂x 1φ′(x))K[η(x)γ(x)]dx
∣∣∣∣.x0(rx30)−K. ν2(r2 − ν2)7/4 .
For the term II23 , we have |φ′(x)| ∼ 1 for x ∈ supp(1 − η). Thus we get |II23 |.r−1
using integration by parts. If ν ∈ Z, as in case 1, the boundary value vanishes, and
we get |II23 |.r−2. Thus we prove part (1) by setting h = R˜1 + R˜2 + II3 + JEν .
Now we prove part (2). We only need to consider R˜1, R˜2 in case 2. By Lemma
2.4 we have
R˜1 =x0(2pi)
−1/2eirφ(x0)(rx30)
−1/2eipi/4
K∑
k=1
ak(rx
3
0)
−k
k!
+ x0O((rx
3
0)
−K−3/2)
=(2pi)−1/2eiθ(r)x0
K∑
k=1
ak(rx
3
0)
−k−1/2
k!
+ x0O((rx
3
0)
−K−3/2).
We can obtain the expansion for R˜2 similarly. We complete the proof. 
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3. Spherically averaged Strichartz estimates
In this section, we prove Theorem 1.1 by improving the proof in [11]. First, we
reproduce some proof in [11] for the readers’ convenience. To prove (1.2), it is
equivalent to show
‖Taf‖LqtLpρL2ω.‖f‖L2x, (3.1)
where
Taf(t, x) =
∫
Rd
ei(xξ+t|ξ|
a)χ0(|ξ|)f(ξ)dξ.
Now we expand f by the orthonormal basis {Y lk}, k ≥ 0, 1 ≤ l ≤ d(k) of spherical
harmonics with d(k) = Ckn+k−1 − Ck−2n+k−3, such that
f(ξ) = f(ρσ) =
∑
k≥0
∑
1≤l≤d(k)
alk(ρ)Y
l
k(σ).
Using the identities (see [35])
Ŷ lk(ρσ) = cd,kρ
− d−2
2 Jν(ρ)Y
l
k(σ)
where cd,k = (2pi)
d/2i−k, ν = ν(k) = d−2+2k
2
, then we get
Taf(t, x) =
∑
k,l
cd,kT
ν
a (a
l
k)(t, |x|)Y lk(x/|x|),
where
T νa (h)(t, r) = r
− d−2
2
∫
e−itρ
a
Jν(rρ)ρ
d/2χ0(ρ)h(ρ)dρ.
Here Jν(r) is the Bessel function. Thus (3.1) becomes
‖T νa (alk)‖LqtLprl2k,l.‖{alk(ρ)}‖L2ρl2k,l. (3.2)
To prove (3.2), it is equivalent to show
‖T νa (h)‖LqtLpr.‖h‖L2 , (3.3)
with a bound independent of ν, since q, p ≥ 2.
By the classical Strichartz estimates (see the endpoint estimates in [18, 23] ), we
can get ‖1r≤100T νa (h)‖LqtLpr.‖h‖L2 . Thus it remains to show
‖1r≫1T νa (h)‖LqtLpr.‖h‖L2 , (3.4)
with a bound independent of ν. For any R≫ 1, define
Sν,aR (h)(t, r) = χ0
( r
R
) ∫
e−itρ
a
Jν(rρ)χ0(ρ)h(ρ)dρ.
Then
‖1r≫1T νa ‖L2→LqtLpr.
∑
j≥5
2j(
d−1
p
− d−2
2
)‖Sν,a2j ‖L2→LqtLpr .
Then to prove (3.4), it suffices to show for some δ > 0
R
d−1
p
− d−2
2 ‖Sν,aR (h)‖LqtLpr ≤ CR−δ‖h‖L2 , (3.5)
where C is independent of ν. By interpolation, we only need to show (3.5) for
(q, p) = (2, p). The difficulty in (3.5) is to obtain a uniform bound as ν → ∞. We
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need to exploit the uniform properties of the Bessel function with respect to ν. By
the uniform decay of Bessel function presented in Lemma 2.2, one can show
Lemma 3.1 (Lemma 2.4, [11]). Assume a > 0. For ν > 10, R&1, 2 ≤ p ≤ ∞
‖Sν,aR (h)‖L2tLpr.‖h‖L2, ‖S
ν,a
R (h)‖L∞t L2r.‖h‖L2. (3.6)
This lemma gives the sharp estimates for the wave equation a = 1. For the
Schro¨dinger case a > 1, there is some more oscillatory effect to exploit. To do so, in
[11], Sν,aR is decomposed into three operators S
ν
R(h) =
∑3
j=1 S
ν
R,j(h) where
SνR,j(h) = χ0
( r
R
) ∫
e−itρ
2
Jν(rρ)γj(
rρ− ν
λ
)χ0(ρ)h(ρ)dρ,
with γ1(x) = η(x), γ2(x) = (1 − η(x))1x<0, and γ3(x) = (1 − η(x))1x>0. By some
uniform stationary phase analysis, the following lemma was proved in [11]
Lemma 3.2 (Lemma 2.5, [11]). Assume R&1, λ ≥ 100R1/3, 2 ≤ p ≤ ∞. Then
‖SνR,1(h)‖L2tLpr.λ1/4R−1/4‖h‖L2 ,
‖SνR,2(h)‖L2tLpr.
(
(λ−1R1/4)1−
2
p +R−1/2
)‖h‖L2 ,
‖SνR,3(h)‖L2tLpr.
(
λ−
1
4
(1− 2
p
) + (λ−5/4R1/4)2/p +R−1/p
)‖h‖L2 .
3.1. The improvement: non-endpoint. To prove Theorem 1.1, we will refine
the estimates for SνR,3 and S
ν
R,2. We prove
Lemma 3.3. Assume R&1, λ ≥ 100R1/3, 2 ≤ p ≤ ∞. Then for any K ∈ N
‖SνR,3(h)‖L2tLpr.
(
R−
1
4
(1− 2
p
) + (R−1/2λ3/2)−2K/p(λ−5/4R1/4)2/p +R−1/p
)‖h‖L2 . (3.7)
Moreover, if ν ∈ Z we have
‖SνR,3(h)‖L2tLpr.
(
R−
1
4
(1− 2
p
) + (R−1/2λ3/2)−2K/p(λ−5/4R1/4)2/p +R−2/p
)‖h‖L2 . (3.8)
Proof. By interpolation, we only need to show the estimates for p = 2,∞. By the
support of γ3, we have rρ > ν + λ > ν + ν
1/3 in the support of γ3(
rρ−ν
λ
). Thus we
use the Lemma 2.5, and decompose
SνR,3(h) :=M
ν
R,3(h) + E
ν
R,3(h)
where
MνR,3(h) =χ0
( r
R
) ∫
e−itρ
a eiθ(rρ) + e−iθ(rρ)
2
√
2pi(r2ρ2 − ν2)1/4γ3(
rρ− ν
λ
)χ0(ρ)h(ρ)dρ,
EνR,3(h) =χ0
( r
R
) ∫
e−itρ
a
h(ν, rρ)γ3(
rρ− ν
λ
)χ0(ρ)h(ρ)dρ,
with θ(r), h(ν, r) given in Lemma 2.5.
Step 1. The estimate for MνR,3.
We only estimate
M˜νR,3(h) = χ0
( r
R
) ∫
e−itρ
a eiθ(rρ)
(r2ρ2 − ν2)1/4γ3(
rρ− ν
λ
)χ0(ρ)h(ρ)dρ,
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since the other term is similar. It is easy to see ‖M˜νR,3(h)‖L2tL2r.‖h‖2 by Plancherel’s
equality in t. It suffices to
‖M˜νR,3(h)‖L2tL∞r .R−1/4‖h‖L2.
Let γ(x) = χ(x) · 1x>0. We decompose further M˜νR,3(h) =
∑
k:R1/3≪2k.R M˜
ν
R,3,k(h)
where
M˜νR,3,k(h) = χ0
( r
R
) ∫
e−itρ
a
Jν(rρ)γ(
rρ− ν
2k
)χ0(ρ)h(ρ)dρ. (3.9)
It suffices to prove
‖M˜νR,3,k(h)‖L2tL∞r .2k/8R−3/8‖h‖2. (3.10)
By TT ∗ argument, it suffices to prove
‖M˜νR,3,k(M˜νR,3,k)∗(f)‖L2tL∞r .2k/4R−3/4‖f‖L2tL1r . (3.11)
The kernel for M˜νR,3,k(M˜
ν
R,3,k)
∗ is
K(t− t′, r, r′) =
∫
e−i[(t−t
′)ρa−θ(rρ)+θ(r′ρ)]χ0
(
r
R
)
γ( rρ−ν
2k
)
(r2ρ2 − ν2)1/4
χ0
(
r′
R
)
γ( r
′ρ−ν
2k
)
(r′2ρ2 − ν2)1/4 χ
2
0(ρ)dρ.
Obviously, we have a trivial bound
|K|.2−k/2R−1/2.
Recall θ(r) = (r2 − ν2)1/2 − ν arccos ν
r
− pi
4
, then direct computation shows
θ′(r) =(r2 − ν2)1/2r−1,
θ′′(r) =(r2 − ν2)−1/2 − (r2 − ν2)1/2r−2 = (r2 − ν2)−1/2ν2r−2,
θ′′′(r) =(r2 − ν2)−3/2 ν
2
r
(−3 + 2ν
2
r2
).
Denoting G =
χ0
(
r
R
)
γ3(
rρ−ν
λ
)
(r2ρ2−ν2)1/4
χ0
(
r′
R
)
γ3(
r′ρ−ν
λ
)
(r′2ρ2−ν2)1/4 χ
2
0(ρ), φ2 = tρ
a − θ(rρ) + θ(r′ρ). Then
∂ρ(φ2) =atρ
a−1 − θ′(rρ)r + θ′(r′ρ)r′ = 2tρ− ρ(r
′2 − r2)√
r′2ρ2 − ν2 +
√
r2ρ2 − ν2
∂2ρ(φ2) =a(a− 1)tρa−2 − θ′′(rρ)r2 + θ′′(r′ρ)r′2
=a(a− 1)tρa−2 + (r
′2 − r2)√
r′2ρ2 − ν2 +
√
r2ρ2 − ν2
ν2√
r′2ρ2 − ν2
√
r2ρ2 − ν2
∂3ρ(φ2) =− θ′′′(rρ)r3 + θ′′′(r′ρ)r′3.
We divide the proof into two cases.
Case 1. R.ν
The key observation here is that if |∂ρ(φ2)| ≪ |t|, then |∂2ρ(φ2)|&|t|R2−k on the
support of G. Indeed, if |∂ρ(φ2)| ≪ |t|, then t and r′2−r2√
r′2ρ2−ν2+
√
r2ρ2−ν2
have same
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sign and comparable size. This observation is not true if a < 1, in which case ∂ρ(φ2)
and ∂ρ(φ2) can both be small. Note that on the support of G, one has
|r′2 − r2|√
r′2ρ2 − ν2 +
√
r2ρ2 − ν2.2
k/2R1/2.
If |t|.2k/2R1/2, we divide K
K =
∫
e−iφ2Gη0(
100∂ρ(φ2)
t
)dρ+
∫
e−iφ2G[1− η0(100∂ρ(φ2)
t
)]dρ := I1 + I2.
By Lemma 2.1, we obtain
|I1|.|t|−1/2
(∫
|∂ρGη0(100∂ρ(φ2)
t
)|dρ+
∫
|Gη′0(
100∂ρ(φ2)
t
)
100∂2ρ(φ2)
t
|dρ
)
.|t|−1/22k/2R−1/22−k/2R−1/2,
where for the first term, we estimate it as K3, while for the second term, we only
need to observe that η′0(
100∂ρ(φ2)
t
)
100∂2ρ(φ2)
t
has fixed sign depending only on t.
For I2, without loss of generality, we assume r
2 − r′2 > 0. Then integrating by
part, we get
|I2|.
∫ ∣∣∣∣∂ρ((∂ρφ2)−1G[1− η0(100∂ρ(φ2)t )]
)∣∣∣∣ dρ
.
∫ ∣∣∣∣ ∂2ρφ2(∂ρφ2)2G[1− η0(100∂ρ(φ2)t )]
∣∣∣∣ dρ
+ |t|−1(
∫
|∂ρG|dρ+
∫
|Gη′0(
100∂ρ(φ2)
t
)
100∂2ρ(φ2)
t
|dρ)
.
∫ |∂2ρφ2|
(∂ρφ2)2
G[1− η0(100∂ρ(φ2)
t
)]dρ+ |t|−1λ−1/2R−1/2
.|t|−12−k/2R−1/2,
where we used the fact that ∂2ρφ2 changes the sign at most once.
If |t| ≫ 2k/2R1/2, we have |∂ρ(φ2)| ∼ |t|. Thus integrating by part, we get
|K|.
∫ ∣∣∂ρ[(∂ρφ2)−1∂ρ((∂ρφ2)−1G)]∣∣ dρ
.
∫ ∣∣(∂ρφ2)−3∂3ρφ2G∣∣ dρ+ ∫ ∣∣(∂ρφ2)−2∂2ρG∣∣ dρ
+
∫ ∣∣(∂ρφ2)−3∂2ρφ2∂ρG∣∣ dρ+ ∫ ∣∣(∂ρφ2)−4(∂2ρφ2)2G∣∣ dρ
:=II1 + II2 + II3 + II4.
As for I2, we can obtain
II2 + II3 + II4.|t|−22−k/2R−1/2R22−2k.|t|−22−5k/2R3/2.
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For II1, we have
II1.|t|−3λ−1/2R−1/2
∫
(−θ′′′(rρ)r3 − θ′′′(r′ρ)r′3)γ3(rρ− ν
λ
)γ3(
r′ρ− ν
λ
)dρ
.|t|−3λ−1/2R−1/2 sup
ρ:rρ>ν+λ
θ′′(rρ)r2.|t|−32−kR.
Thus, eventually we get
|K|.|t|−1/2R−11|t|.R1/22k/2 + (|t|−22−5k/2R3/2 + |t|−32−kR)1|t|≫R1/22k/2
which implies ‖K‖L1tL∞r,r′.2
k/4R−3/4 as desired, if 2k&R1/3.
Case 2. R≫ ν.
In this case, we may assume 2k ∼ R. We also observe that if |∂ρ(φ2)| ≪ |t|, then
|∂2ρ(φ2)|&|t| on the support of G. The rest of proof is the same as Case 1.
Step 2. The estimate for EνR,3.
First, we have for any f ∈ L2
‖EνR,3(f)‖L2tL∞r .‖SνR,3(f)‖L2tL∞r + ‖MνR,3(f)‖L2tL∞r .‖f‖L2.
On the other hand, using the decay estimate of h(ν, r), we get
‖EνR,3(f)‖L2tL2r.(λ−5/4R1/4 +R−1/2)‖f‖L2. (3.12)
In the case d = 2, ν ∈ Z, thus by the better decay of h(ν, r) given by [], we can get
‖EνR,3(f)‖L2tL2r.(λ−5/4R1/4 +R−1)‖f‖L2. (3.13)
Thus, the lemma with K = 0 is proved by interpolation.
To show the case K ≥ 1, we need to analyze EνR,3 more carefully. Using the
expansion in Lemma 2.5, we can divide
EνR,3(f) =
K∑
k=1
EνR,3,k(f) + E˜R,3,K
where E˜R,3,k is the term ER,3,k with h replaced by h˜. Arguing as before, we see
EνR,3,k has the same bound as M
ν
R,3. For E˜R,3,K , we can obtain the bound similarly
as EνR,3. We complete the proof 
For the case d = 2, we also need to refine the estimate for SνR,2. By Lemma 2.3
and Sobolev embedding we get
Lemma 3.4. Let ν ∈ Z, R&1, 2 ≤ p ≤ ∞. If λ ≥ 100R 13+ε for some ε > 0, then
for any N > 0 there exists CN,ε such that
‖SνR,2(h)‖L2tLpr ≤CN,εR−Nε‖h‖L2. (3.14)
Now we are ready to prove Theorem 1.1 for the non-endpoint range, namely
assuming
2 ≤ q, p ≤ ∞, 1
q
< (d− 1
2
)(
1
2
− 1
p
) or (q, p) = (∞, 2). (3.15)
It suffices to show (3.5). First, we consider d ≥ 3. From Lemma 3.2 and Lemma 3.3
by taking λ = R
1
2
+ and K = 0, we get
R
d−1
p
− d−2
2 ‖Sν,aR (h)‖L2tLpr.R
d−1
p
− d−2
2 R−
1
4
(1− 2
p
)‖h‖2.R−δ‖h‖2
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for some δ > 0 if 4d−2
2d−3 < p <
2d
d−2 . For d = 2, we can prove Theorem 1.1 similarly
by using Lemma 3.2, Lemma 3.3 and Lemma 3.4 by taking λ = R1/3+ε for ε > 0
sufficiently small and K sufficiently large.
3.2. The improvement: endpoint. It remains to prove Theorem 1.1 for (q, p)
lying on the endpoint line for d ≥ 3, namely 1
q
= (d− 1
2
)(1
2
− 1
p
). From the proof in
the previous subsection, assuming λ > R
1
2
+ we know the logarithmic difficulty only
appears in the summation
∑
R M˜
ν
R,3(h) (This is not true for d = 2). We will exploit
some orthogonality to overcome this logarithmic difficulty. Similar technique was
also used in [5] and [17]. It suffices to show
‖
∑
R
r
d−1
p
− d−2
2 M˜νR,3(h)‖LqtLpr ≤ ‖h‖2 (3.16)
with a uniform bound with respect to ν. By TT ∗ argument, we see that (3.16) is
equivalent to
‖
∑
R′,R
r
d−1
p
− d−2
2 M˜νR,3(M˜
ν
R′,3)
∗(r′
d−1
p
− d−2
2 g)‖LqtLpr ≤ ‖g‖Lq′t Lp′r . (3.17)
The key ingredient to prove (3.17) is the following observation:
Lemma 3.5. Assume d ≥ 2, R ≫ R′ > 1 and (q, p) satisfies 2 ≤ q, p ≤ ∞, 1
q
=
(d− 1
2
)(1
2
− 1
p
), (q, p) 6= (2, 4d−2
2d−3). Then ∃ε > 0 such that
‖r d−1p − d−22 M˜νR,3(M˜νR′,3)∗(r′
d−1
p
− d−2
2 g)‖LqtLpr.(R′/R)ε‖g‖Lq′t Lp′r . (3.18)
Proof. By interpolation, it suffices to show Lemma 3.5 for q = p = q0 =
4d+2
2d−1 . We
may assume R≫ R′&ν. Then we decompose
MνR,3(M˜
ν
R′,3)
∗g =
∑
k:R′
1
2+<2k.R′
MνR,3(M˜
ν
R′,3,k)
∗g
where M˜νR,3,k is given by (3.9). We can write
M˜νR,3(M˜
ν
R′,3,k)
∗g =
∫
K˜(t− t′, r, r′)g(t′, r′)dt′dr′
where
K˜(t− t′, r, r′) =
∫
e−i[(t−t
′)ρa−θ(rρ)+θ(r′ρ)] χ0
(
r
R
)
(r2ρ2 − ν2)1/4
χ0
(
r′
R′
)
γ( r
′ρ−ν
2k
)
(r′2ρ2 − ν2)1/4 χ
2
0(ρ)dρ.
By the stationary phase method as for K in the proof of Lemma 3.3, we obtain
|K˜|.(R R
′3/2
R2k/2
)−1/2R−1/2R′−1/42−k/4.R−1R′−1/2.
Thus we get
‖r− d−22 M˜νR,3(M˜νR′,3,k)∗(r−
d−2
2 g)‖L∞t L∞r .(RR′)−
d−2
2 R−1R′−1/2‖g‖L1tL1r .
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Interpolating with the following bound
‖r 12M˜νR,3(M˜νR′,3,k)∗(r′
1
2g)‖L2tL2r.R
1
2‖(M˜νR′,3,k)∗(r′
1
2 g)‖L2
.R
1
2R′
1
22k/4R′−1/4‖g‖L2tL2r
we obtain
‖r d−1q0 M˜νR,3(M˜νR′,3,k)∗(r′
d−1
q0 g)‖Lq0t Lq0r
.((RR′)−
d−2
2 R−1R′−1/2)1−2/q0(R
1
2R′
1
22k/4R′−1/4)2/q0‖g‖
L
q′0
t L
q′0
r
.(R′/R)
1
4d+2 (2k/4R′−1/4)
2d−1
2d+1‖g‖
L
q′
0
t L
q′
0
r
.
Therefore, summing over k we complete the proof of Lemma 3.5. 
Now we prove (3.17). We have
‖
∑
R,R′
r
d−1
p
− d−2
2 M˜νR,3(M˜
ν
R′,3)
∗(r′
d−1
p
− d−2
2 g)‖LqtLpr
.(
∑
R
‖
∑
R′
r
d−1
p
− d−2
2 M˜νR,3(M˜
ν
R′,3)
∗(r′
d−1
p
− d−2
2 χ(r/R′)g)‖2LqtLpr )
1/2
.(
∑
R
‖χ(r/R)g‖2
Lq
′
t L
p′
r
)1/2.‖g‖
Lq
′
t L
p′
r
.
where we used Lemma (3.5) in the second inequality.
Interpolating Theorem 1.1 with the classical Strichartz estimates we get
Corollary 3.6. Assume a > 1, d ≥ 2, 2d
d−2 > p >
4d−2
2d−3 . Let β(p) =
2p(d−1)
(4−p)d+2p−2 .
Then ∥∥eitDaP0f∥∥L2tLpρLβ(p)−ω .‖f‖L2,
where a− denotes a− ε for any ε > 0.
3.3. Counter-example. Finally, we use the Knapp example to obtain some neces-
sary conditions for the Strichartz estimates with mixed angular-radius integrability,
namely
‖eitDaP0f‖LqtLpρLsω.‖f‖L2x. (3.19)
Proposition 3.7. Assume 1 6= a > 0 and (3.19) holds. Then 2
q
≤ d
2
− 2d−1
p
+ d−1
s
.
As a consequence, β(p) in Corollary 3.6 is sharp.
Proof. Take
D = {ξ = (ξ1, ξ′) ∈ Rd : |ξ1 − 1|.δ, |ξ′| ≤ δ}.
Let fˆ = 1D(ξ). Then ‖f‖2 ∼ δd/2, and∫
Rd
eit|ξ|
σ
eixξη0(ξ)fˆ(ξ)dξ = e
i(t+x1)
∫
D
eit(|ξ|
a−ξa1 )eit(ξ
a
1−1−a(ξ1−1))ei(ta+x1)(ξ1−1)eix
′ξ′dξ.
Since in D we have
||ξ|a − ξa1 |.|ξ′|2.δ2, |ξa1 − 1− a(ξ1 − 1)|.|ξ1 − 1|2.δ2,
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then for (t, x) ∈ E = {|t|.δ−2, |ta+ x1|.δ−1, |x′|.δ−1}, we have∣∣∣∣ ∫
Rd
eit|ξ|
a
eixξη0(ξ)fˆ(ξ)dξ
∣∣∣∣ ∼ |D| ∼ δd.
By simple geometric observation we see that
E ⊇ E ′ = {|t| ∼ δ−2, ρ ∈ (δ−2, δ−2 + δ−1), |θ| < δ}
where θ is the central angle. Therefore, (3.19) implies
δdδ(d−1)/s(δ−2)
d−1
p δ−1/pδ−
2
q.δd/2,
which implies immediately that 2
q
≤ d
2
− 2d−1
p
+ d−1
s
by taking δ ≪ 1. 
4. 3D Zakharov system
This section is devoted to proving Theorem 1.2. We follow the ideas in [12] and
[11]. The new difficulty is to handle the fractional derivatives on the sphere in
accordance with Fourier multiplier, we will transfer it to SO(3). After normal form
reduction (see [12]), the Zakharov system (1.6) is equivalent to
(i∂t +D
2)(u− Ω(N, u)) = (Nu)LH+HH+αL + Ω(D|u|2, u) + Ω(N,Nu),
(i∂t + αD)(N −DΩ˜(u, u)) = D|u|2HH+αL+Lα +DΩ˜(Nu, u) +DΩ˜(u,Nu).
(4.1)
where N = n−iD−1n˙/α, Ω, Ω˜ are bilinear Fourier multiplier operators with symbols
ω, ω˜ respectively, where
ω(ξ, η) =
∑
k∈Z:|k−log2 α|>1 χk(ξ)χ≤k−5(η)
−|ξ + η|2 + α|ξ|+ |η|2 ,
ω(ξ, η) =
∑
k∈Z:|k−log2 α|>1(χk(ξ)χ≤k−5(η) + χk(η)χ≤k−5(ξ))
|ξ|2 − |η|2 − α|ξ + η| .
Here the bilinear Fourier multiplier operator with a symbol m on R6 is the bilinear
operator Tm defined by Tm(f, g)(x) =
∫
R6
m(ξ, η)f̂(ξ)ĝ(η)eix(ξ+η)dξdη.
Following [12, 11], for u and N , we use the Strichartz norms with angular regu-
larity:
u ∈ X =〈D〉−1(L∞t H0,sω ∩ L2t B˙1/4+ε,s(q(ε),γ(ε)−),ω ∩ L2t B˙0,s6,ω), (4.2)
N ∈ Y =L∞t H0,sω ∩ L2t B˙−1/4−ε,s(q(−ε),2+),ω, (4.3)
for fixed 0 < ε≪ 1, where
1
q(ε)
=
1
4
+
ε
3
,
1
γ(ε)
=
3
8
+
5ε
6
. (4.4)
The condition 0 < ε≪ 1 ensures that
10
3
< q(ε) < 4 < q(−ε) <∞, (4.5)
such that the norms in (4.2)-(4.3) satisfy the condition in Theorem 1.1.
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Lemma 4.1. Let 1 ≤ p, p1, p2 ≤ ∞ and 1/p = 1/p1 + 1/p2. Assume m(ξ, η) is a
symbol on R6, m(Aξ,Aη) = m(ξ, η) for any A ∈ SO(3), m is bounded and satisfies
for all α, β
|∂αξ ∂βηm(ξ, η)| ≤ Cαβ|ξ|−|α||η|−|β|, ξ, η 6= 0.
Then for q > 1, q1, q˜1 ∈ (1,∞), q˜1, q˜2 ∈ (1,∞], and 1/q = 1/q1+1/q2 = 1/q˜1+1/q˜2
‖Tm(Pk1f, Pk2g)‖LprHαq.‖f‖Lp1r Hαq1‖g‖Lp2r Lq2ω + ‖f‖Lp1r Lq˜2ω ‖g‖Lp2r Hαq˜1
holds for any k1, k2 ∈ Z, with an uniform constant C.
Proof. We can write
Tm(Pk1f, Pk2g)(x) =
∫
K(x− y, x− y′)f(y)g(y′)dydy′
where the kernel is given by K(x, y) =
∫
m(ξ, η)χk1(ξ)χk2(η)e
ixξ+iyηdξdη. From the
assumption on m, and integration by parts, we get a pointwise bound of the kernel:
|K(x, y)|.23k1(1 + |2k1x|)−423k2(1 + |2k2y|)−4. (4.6)
Since m(Aξ,Aη) = m(ξ, η), then K(Ax,Ay) = K(x, y) for any A ∈ SO(3). Then
we have
‖Tm(Pk1f, Pk2g)‖LprHαq.‖Tm(Pk1f, Pk2g)‖LprLqω + ‖DαωTm(Pk1f, Pk2g)‖LprLqω
:=I + II.
We only consider the term II since term I can be handled in an easier way. By the
fractional derivative on SO(3) (see the appendix) we get
II =‖A(DαωTm(Pk1f, Pk2g))‖LpxLqA = ‖DαAA(Tm(Pk1f, Pk2g))‖LpxLqA
=
∥∥∥∥∫ K(x− y, x− y′)DαA[f(Ay)g(Ay′)]dydy′∥∥∥∥
LpxL
q
A
.‖f‖Lp1r Hαq1‖g‖Lp2r Lq2ω + ‖f‖Lp1r Lq˜2ω ‖g‖Lp2r Hαq˜1
where we used Lemma 5.1 in the last step. 
Now we follow the proof with slight modifications in [12] to prove Theorem 1.2.
It suffices to prove the nonlinear estimates. Fix s > 3/4. The following two lemmas
can be proved similarly as Lemma 3.2-3.3 in [12]. The main difference is that we
use Lemma 4.1 for every bilinear dyadic piece.
Lemma 4.2 (Bilinear terms I). (1) For any N and u, we have
‖(Nu)LH‖L1tH1,sω .‖N‖L2t B˙−1/4−ε,s(q(−ε),2+),ω‖〈D〉u‖L2t B˙1/4+ε,s(q(ε),γ(ε)−),ω ,
‖(Nu)HH‖L1tH1,sω .‖N‖L2t B˙−1/4−ε,s(q(−ε),2+),ω‖〈D〉u‖L2t B˙1/4+ε,s(q(ε),γ(ε)−),ω .
(2) If 0 ≤ θ ≤ 1, 1
q˜
= 1
2
− θ
2
, 1
r˜
= 1
4
+ θ
3
+ ε
3
, then for any N and u
‖(Nu)αL‖
〈D〉−1Lq˜′t B˙
3
2−
2
q˜
−
3
r˜
,s
(r˜′,2),ω
. ‖N‖
L2t B˙
−1/4−ε,s
(q(−ε),2+),ω
‖u‖
L∞t H
0,1
ω ∩L2t B˙1/4+ε,s(q(ε),γ(ε)−),ω
.
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Lemma 4.3 (Bilinear terms II). (1) For any u, we have
‖D(uu¯)HH‖L1tH0,sω . ‖u‖L2t B˙1/4−ε,s(q(−ε),γ(ε)−),ω‖〈D〉u‖L2t B˙1/4+ε,s(q(ε),γ(ε)−),ω . (4.7)
(2) If 0 ≤ θ ≤ 1, 1
q˜
= 1
2
− θ
2
, 1
r˜
= 1
4
+ θ
3
− ε
3
, then
‖D(uu¯)αL+Lα‖
Lq˜
′
t B˙
3
2−
1
q˜
−
3
r˜
,s
(r˜′,2),ω
. ‖〈D〉u‖2
L∞t H
0,s
ω ∩L2t B˙1/4+ε,1(q(ε),γ(ε)−) ,ω
. (4.8)
Remark 2. In application, we will use Lemma 4.2 (2) and Lemma 4.3 (2) by fixing
a 0 < θ0 ≪ 1 such that by this choice (q˜, r˜) is admissible to apply Corollary 3.6.
For the boundary terms and cubic terms, we can use Lemma 4.1 to prove the
estimates similarly as Lemma 3.5 and Lemma 3.7 obtained in [12].
5. Appendix: Sobolev spaces on SO(3)
In the appendix, we collect some facts about the Sobolev spaces on SO(3). It
is well-known that G = SO(3) is a compact Lie group, with a Haar measure µ.
Let X1(t), X2(t), X3(t) denote the subgroups with x, y, z-axis as axis of rotations,
namely1 0 00 cos t − sin t
0 sin t cos t
 ,
cos t 0 − sin t0 1 0
sin t 0 cos t
 ,
cos t − sin t 0sin t cos t 0
0 0 1
 , t ∈ R.
Let Xj be the vector fields induced by Xj(t), j = 1, 2, 3, namely for f ∈ C∞(G)
Xj(f) =
d
dt
∣∣∣∣
t=0
f(AXj(t)).
Define the Laplacian operator ∆A on G by ∆A =
∑
j X
2
j and DA = (−∆A)1/2. Then
we define the Sobolev space Hsp(G) by the norm ‖f‖Hsp(G) = ‖f‖Lpµ(G)+‖DsAf‖Lpµ(G).
∆ω denotes the Laplace-Beltrami operator on the unite sphere S
2 endowed with
the standard metric g and measure dω and Dω = (−∆ω)1/2. Let X˜1 = x2∂x3−x3∂x2 ,
X˜2 = x3∂x1 − x1∂x3 , X˜3 = x1∂x2 − x2∂x1 . It is well-known that for f ∈ C2(R3)
∆ω(f)(x) =
∑
1≤j≤3
X˜2j (f)(x).
For f ∈ C2(R3), A ∈ SO(3), define the action A(f) = f(Ax). It is easy to see
that Xj[f(Ax)] = A(X˜j(f)), and hence (−∆A)s[f(Ax)] = A((−∆ω)sf). Moreover,
we have
∫
S2
f(x)dω =
∫
G
f(Ax)dµ. Therefore, we can transfer freely the fractional
derivatives between S2 and SO(3). We will use the fractional Leibniz rule on SO(3)
which was proved in [6].
Lemma 5.1 (Theorem 4, [6]). Let α ≥ 0, p1, q2 ∈ (1,∞] and r, p2, q1 ∈ (1,∞) such
that 1/r = 1/pi + 1/qi, i = 1, 2. Then
‖DαA(fg)‖Lrµ(G).‖f‖p1‖DαAg‖q1 + ‖g‖q2‖DαAf‖p2.
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