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1Abstract— This article deals with a simple optimization for a 
level-5 protocol called JRMP (Java’s Remote Method Protocol), 
which is used in a distribution model named Java’s RMI (Java’s 
Remote Method Invocation). The main JRMP subprotocol, 
namely Stream, has been enhanced with a simple and direct 
multiplexing mechanism that offers the possibility of transferring 
several parallel request-response interactions without opening 
new TCP/IP connections. The overhead required to process 
headers and the advantages stemmed from the approach in terms 
of response-time are explored on a switched-ethernet benchmark 
application. 
 Keywords— Protocol implementation, empirical evaluation, 
JRMP, real-time Java. 
I. INTRODUCCIÓN
 XISTE en los sistemas de tiempo real ([1][2, 3][4-6]) una 
tendencia cada vez más marcada hacia la utilización de 
infraestructuras de comunicación que requieren un 
comportamiento que conjugue predictibilidad con flexibilidad. 
En un principio reinó la predictibilidad mediante mecanismos 
de reservas en las comunicaciones, en fases iniciales de la 
comunicación que eran reutilizados por cada comunicación 
inter nodal. Sin embargo, en la actualidad, la necesidad de 
hacer sistemas más flexibles que interactúen con Internet ([7-
9]) hace que se añadan progresivamente soluciones que 
permiten ofrecer un mayor rendimiento de la infraestructura 
subyacente.  
En este campo, este trabajo se alinea con los protocolos que 
dan soporte a los middlewares de tiempo real de próxima 
generación [1]. En especial se centra en Java distribuido de 
tiempo real ([10][11]) que intenta proveer comunicación entre 
diferentes nodos equipados con máquinas virtuales Java de 
tiempo real. Este middleware utiliza un protocolo de 
comunicaciones llamado JRMP (Java’s Remote Method 
Protocol) [12][13, 14] que comunica a nivel 5 diferentes nodos 
Java. 
Desde el punto de vista de las aplicaciones de tiempo real, 
dicho soporte puede ser insuficiente al no existir un mapeo 
claro entre conexiones TCP/IP y las tareas con requisitos de 
tiempo real. Diversos investigadores han abordado el tema 
([15][16]) propagando la urgencia, en forma de prioridad, de 
sus peticiones al servidor mediante la modificación del 
protocolo JRMP. Otros investigadores han propuesto que se 
recuperen otros protocolos ya existentes ([17][18][19]) dentro 
de RMI. La idea sobre las que trabajan es que hay diferentes 
subprotocolos, algunos ya existentes en JRMP (SingleOp y 
Multiplex), y que se añadan otros nuevos (e.g. ConnectionLess 
[18][19]) que ofrezcan una multiplexación eficiente en las 
comunicaciones. Como consecuencia de estos nuevos 
protocolos la aplicación tendrá que seleccionar el que más le 
interese como parte de su configuración. 
En este artículo se explora la utilización de un protocolo 
similar a ConnectionLess como sustituto del protocolo Stream. 
Experiencias de comparación previa ([18] [19]) sugieren que 
el rendimiento de ConnectionLess debería de estar cerca del 
comportamiento de Stream. Sin embargo, no se ha 
cuantificado en términos de ganancia o de pérdidas los costes 
que tendría realizar dicha sustitución. Este es el objetivo de 
este artículo: el de cuantificar el coste del mecanismo de 
multiplexacion eficientemente cuando ejecuta directamente 
sobre el principal protocolo de JRMP: Stream. Hasta ahora los 
trabajos realizados con ConnectionLess se han centrado más 
en comparar el coste en aquellos casos en el que el protocolo 
evita que se negocien nuevas conexiones TCP/IP, en los 
cuales ha mostrado un gran rendimiento. Por tanto la 
exploración realizada en este artículo complementa el trabajo 
previo. 
Este resultado tiene un impacto en el trabajo que se está 
realizando en diferentes infraestructuras para Java de tiempo 
real distribuido ([17,20][21][15]). Actualmente, estas 
aproximaciones utilizan el protocolo JRMP con Stream (con 
algunas cabeceras adicionales para tiempo real). Si los costes 
computacionales extras introducidos por las cabeceras de 
multiplexación propuestos son competitivos, se podría 
incorporar directamente sobre las comunicaciones ya 
existentes, sin necesidad de nuevos subprotocolos en JRMP. 
El resto de este artículo se enfoca en presentar una estrategia 
sencilla de cabeceras para el subprotocolo de JRMP 
denominado Stream. La Sección II introduce el contexto de la 
evaluación dentro de la arquitectura por capas de un 
middleware para Java de tiempo real. La Sección III analiza el 
problema y propone un esquema sencillo de cabecera de 
multiplexación. Tras ello, se evalúa la propuesta en un 
escenario de trabajo descrito en la Sección IV. La Sección V 
explora aquellos trabajos más relacionados con el propuesto. 
Por último, la Sección VI resume los principales logros 
realizados en el trabajo y propone líneas futuras de actuación a 
considerar a corto plazo. 
II. CONTEXTO DE LA EVALUCION
A. Java de Tiempo Real Distribuido
El contexto de este protocolo gira alrededor de Java de tiempo 
real. Actualmente, aunque existe un intento de especificación 
denominado DRTSJ [22] (The Distributed Real-Time 
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la obtención de modelos predecibles para Java de tiempo real 
distribuido ([26][27][28]). En esta línea, las cabeceras 
evaluadas servirían para reducir los tiempos de respuesta de 
los diferentes casos donde hay que dotar al sistema de 
flexibilidad operacional. 
Aunque el modelo es exportable a diferentes tecnologías 
de comunicación basadas en diferentes mecanismos de 
comunicación con SOAs ([29][30][31][32, 33]) o RT-CORBA 
([34,35]), el diseño del mecanismo está especialmente 
indicado para RMI y por tanto puede beneficiar a una parte de 
la comunidad interesada en la utilización de invocaciones 
remotas basadas en RMI.  
La Universidad Politécnica de Madrid (UPM) ha analizado 
(en [36]) la problemática de Java de tiempo real distribuido y 
ha producido diferentes marcos de programación para RT-
RMI ([15][37]). Ninguno de ellos considera la multiplexación 
eficiente de diferentes invocaciones basadas en un 
identificador como el propuesto en este trabajo. Dichos 
marcos recurren a la creación en una fase inicial de todas las 
comunicaciones necesarias para comunicarse con el servidor. 
Por tanto, el trabajo descrito en este artículo les sería útil a la 
hora de introducir una alternativa que requiriese un menor 
número de conexiones entre cliente y servidor.  
La Universidad de York también ha incluido un marco de 
trabajo general para introducir Java de tiempo real y 
distribuido sobre RMI [17]. Su marco general permite reducir 
la inversión de prioridad de las aplicaciones distribuidas 
basadas en RMI. En este sentido, las cabeceras propuestas 
añaden la posibilidad de que se puedan utilizar las 
comunicaciones subyacentes para establecer comunicaciones 
sobre un mismo transporte TCP/IP. 
Por último, el marco de trabajo denominado DREQUIEMI 
y propuesto por la Universidad Carlos III de Madrid es uno de 
los que más se podría beneficiar de este tipo de cabeceras. Los 
esfuerzos en DREQUIEMI han estado enfocados a la 
definición de optimizaciones para las invocaciones remotas y 
a soporte predecible ([23][38][39][24][16, 40][41]); en menor 
grado se han integrado servicios mejorados y abstracciones de 
orden superior ([42, 43][44][45, 46]). La integración de las 
cabeceras podría incluirse directamente sobre el protocolo de 
tiempo real propuesto en [16]. 
Por último, este trabajo está fuertemente cimentado en dos 
trabajos previos donde se proponía un nuevo subprotocolo 
(denominado ConnectionLess [18][19]) para JRMP. Ambos 
trabajos (el presente y ConnectionLess) comparten la idea de 
tener un mecanismo que permita multiplexación eficiente de 
comunicaciones. Las diferencias aparecen a la hora de 
implementar dichas estrategias. ConnectionLess propone un 
nuevo subprotocolo que se añade con el resto ya existente, 
mientras que el presente trabajo no requiere un nuevo 
subprotocolo e implementa la extensión directamente sobre 
uno ya existente. Eso lo hace más sencillo de implementar y 
también un poco más eficiente pues la plataforma no requiere 
distinguir entre diferentes tipos de subprotocolos. 
VI. CONCLUSIONES Y LÍNEAS DE TRABAJO FUTURO
En este trabajo se ha evaluado la posibilidad de integrar
cabeceras de multiplexación directamente sobre el principal 
subprotocolo de JRMP denominado stream. Para ello, se han 
añadido dos caberas adicionales sobre los mensajes utilizados 
durante la invocación remota. Los resultados obtenidos en la 
evaluación sobre un escenario procedente de un marco de 
evaluación tipo AUTOSAR muestran unos costes moderados 
para los casos estudiados y unos grandes beneficios sobre la 
opción actual existente en JRMP cuando es necesario abrir 
conexiones paralelas.  
A fin de extender el ámbito de aplicación de la estrategia a 
otros dominios, actualmente se está analizando la aplicación a 
casos de uso tomados de [47] y [48]. 
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