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Abstract
In this thesis, the problem of analysis and design of Analog to Digital Converters
(ADCs) is studied within an optimal feedback control framework. A general ADC
is modeled as a causal, discrete-time dynamical system with outputs taking values
in a finite set. The performance measure is defined as the worst-case average in-
tensity of the filtered input-matching error, i.e., the frequency weighted difference
between the input and output of the ADC. An exact analytic solution with condi-
tions for optimality of a class of ADCs is presented in terms of the quantizer step size
and range, resulting in a class of optimal ADCs that can be viewed as generalized
Delta-Sigma Modulators (DSMs). An analytic expression for the performance of
generalized DSMs is given. Furthermore, separation of quantization and control for
this class of ADCs is proven under some technical conditions. When the technical
conditions needed for establishing separation of quantization and control and subse-
quently optimality of the analytical solution to ADC design problem are not satisfied,
suboptimal ADC designs are characterized in terms of solutions of a Bellman-type
inequality. A computational framework is presented for designing suboptimal ADCs,
providing certified upper and lower bounds on the performance.
Thesis Supervisor: Alexandre Megretski
Title: Professor of Electrical Engineering and Computer Science
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Chapter 1
Introduction and Motivation
Analog to Digital Converters (ADCs) act as the interface between the analog world
and digital processors. They are present in almost all audio/music applications,
digital control and communication systems, modern data conversion and storage
systems, and many digital consumer electronics. Naturally, the design and analysis
of ADCs have, for many years, attracted the attention and interest of researchers
from various disciplines across academia and industry. Despite the progress that has
been made in this field, the design of optimal ADCs has remained an open challenging
problem. Furthermore, rigorous analysis and design of these non-linear systems is
lacking in the literature, and the fundamental limitations of their performance are
not well understood.
In this thesis, we consider the situation when the analog input signal is sampled
in time, producing a sequence of continuous amplitude values, i.e., a real-valued
discrete-time signal. Thus, an ADC is a system that takes this analog input signal
and generates a digital output signal which is discrete in both amplitude and time.
We distinguish between two classes of ADCs: Nyquist-rate converters and over-
19
sampled converters. Nyquist-rate converters are simply quantizers. The digital out-
put signal is produced by mapping the analog input signal to the nearest discrete
value that the quantizer can generate – they are memoryless systems with no feed-
back. On the other hand, oversampled converters are more sophisticated, since
they have dynamics and feedback [3]. Delta Sigma Modulators (DSMs) are the most
widely used form of oversampled ADCs. DSMs are popular forms of analog-to-digital
conversion in high resolution applications [3]. A DSM consists of the feedback in-
terconnection of a loop filter and a quantizer, illustrated in Figure 1-1. Figure 1-2
shows a quantizer with uniform step size δ and range M . An m-bit quantizer refers
to a quantizer with 2m discrete levels.
j - -
ﬀ
6
- -LTI Loop
Filter-
+
discrete
input
Quantizer
DAC
digital
output
uyr
d
Figure 1-1: Delta Sigma Modulator 1
6
-
y
Q(y)
δ
2
3δ
2
δ
Mδ
−Mδ
Fig. 1. Quantizer with Uniform Step SizeFigure 1-2: Quantizer with Uniform Step Size
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Figure 1-3 illustrates the power spectral density of the error signal (difference
between the input and output) of a Nyquist rate converter (blue signal) and a DSM
(red signal) for a uniformly distributed random noise input. DSMs shape the error
signal (r − d) outside of the frequency band of interest, in this example the error is
shaped outside of the low frequency band. Hence, for a frequency-weighted quality
measure, a lower-bit DSM can have comparable performance to that of higher-bit
Nyquist rate converter which does not employ noise shaping. This is one reason for
DSMs being more desirable.
Figure 1-3: Illustration of Noise Shaping
The order of the DSM is determined by the order of its loop filter. For instance,
a first-order DSM has a loop filter with transfer function 1/(1 − z−1) [4]. Figures
1-4 and 1-5 illustrate the first and second order DSMs, respectively, where Q is a
quantizer with uniform step size [4]. In this thesis, these DSMs will be referred to
as the classical first-order and classical second-order DSMs, respectively.
The accuracy of Nyquist-rate converters is a function of the accuracy of the analog
21
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Figure 1-4: Classical first-order DSM
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Figure 1-5: Classical second-order DSM
components used to build the converter. On the other hand, oversampled converters
utilize digital circuitry in addition to analog circuitry. The accuracy constraints on
the analog circuitry in oversampled converters are less stringent than the constraints
on the analog circuitry of Nyquist-rate converters [3]. This is another reason for
oversampled converters being more desirable.
Since the introduction of DSMs in the early 1960s, engineers have been challenged
with their analysis and design. Indeed, the problem of optimal DSM design was posed
in the book Unsolved Problems in Mathematical Systems and Control Theory [1] by
A. Rantzer. This problem was the inspiration for this research.
The main objective of this research is to present a novel approach for optimal ADC
design and to provide insight and understanding of the fundamental limitations of
ADCs. The novelty of the approach is in applying optimal control theoretic/dynamic
22
game methods to the design of ADCs. Optimal ADC design is viewed as an optimal
discrete decision-making system, with the output of the ADC being the discrete
control.
Extensive literature on DSMs has appeared in the signal processing and control
literature. In this work, optimality and stability of some DSMs are proven with
respect to a specific worst-case performance measure and an analytic expression for
its performance is given. Technical conditions for which the DSM is optimal are
presented. For example, the first-order DSM is always optimal with respect to a
natural selection for a worst-case performance measure. However, the quantizer in
higher-order DSMs must meet some technical conditions (i.e., the quantizer range
must be large enough and the quantizer step size must be small enough) in order
to guarantee such optimality. Furthermore, the theoretic results presented in this
thesis allow for optimal DSM design of any order with any desired frequency band
of operation.
1.1. Background/Literature Review
This section provides background on ADCs, points out the drawbacks in existing
techniques, and lists possible measures of performance.
1.1.1 Performance Measure Selection
Optimal ADC design requires defining optimality with respect to some criterion.
Thus, we discuss the possible performance measures that can be used to assess the
quality of a design. There are many criteria that one could use, this section outlines
some possible choices. An ADC performance measure is a function used to quantify
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the fidelity in converting analog signals into digital signals. Clearly in the process
of analog to digital conversion some information is lost; the goal is to minimize this
loss as much as possible.
The loss of information is quantified by defining an error signal, which can be
done in two different ways:
• The difference between the input and output of the ADC (Figure 1-6).
• The difference between the input and reconstructed signal (Figure 1-7).
- 
+ 
r u e 
ADC 
Figure 1-6: Error signal defined as the difference between the input and output of
the ADC
Reconstruction 
Filter 
- 
+ 
r u e r
¤  
ADC 
Figure 1-7: Error signal defined as the difference between the original signal and the
reconstructed signal
Examples of work using both definitions of error signal, which in turn defines the
accuracy of conversion, will be given in the next section. In this thesis, the error
signal is defined according to the setup in Figure 1-6.
An important aspect of a performance measure to consider is whether it is uniform
or frequency selective. A uniform performance measure is a function defined in such
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a way that there is equal weighting on the error signal at all frequencies. A frequency
selective performance measure is a function defined in such a way that there is greater
weight on the error signal in a particular frequency band of interest. Frequency
selective performance measures provide the advantage of using noise shaping, that is,
lowering the error in the frequency region of interest at the cost of increasing it outside
that region (Figure 1-3). Figures 1-8 and 1-9 illustrate the frequency weighted setup
for measuring performance using a weighting filter. In the case when the transfer
function of the weighting filter is equal to 1, we have a uniform performance measure,
in which case the performance will be uniformly poor at all frequencies.
- 
+ 
Weighting 
Filter 
r u e q 
ADC 
Figure 1-8: Frequency Weighted Setup: e = r − u
Reconstruction 
Filter 
- 
+ 
Weighting 
Filter 
r u e q r
¤  
ADC 
Figure 1-9: Frequency Weighted Setup: e = r − r∗
The performance measure is then defined as a function of the output of the shap-
ing filter, e.g., |q| or |q|2. The performance measure can be defined in the worst-case
sense or the stochastic average sense. A worst-case measure evaluates the perfor-
mance of the ADC for an input sequence that maximizes the performance measure.
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A stochastic average measure evaluates the expected value of the performance, with
possibly some assumptions on the statistical properties of the input.
The weighting filter can be either an ideal infinite dimensional filter or a low-
order filter. The problem formulation in [1], uses an ideal low-pass filter to define the
performance measure, which is the energy of the error signal in a specific frequency
band ω ∈ [ω1, ω2], for some ω1, ω2 ∈ [0, pi]. The drawback is that this filter is
infinite dimensional. While the sharp cutoff of the filter is appealing, low-order
approximations make the design process easier. One could take advantage of placing
the poles of the low-order filter on the unit circle to achieve sharper cutoffs in the
vicinity of the poles.
1.1.2 Exact Nonlinear Model vs. Linearized Simplifications
The inherent non-linearity of the ADC makes both analysis and synthesis challenging.
The performance measure can be evaluated using the exact non-linear model versus
the linearized simplification of the system. One well known approximation of the
DSM is the linearized additive noise model. However, the underlying assumption
for validity of the linearized additive noise model is availability of a relatively high
number of bits (large number of quantizer levels), which is not always satisfied. In
much of the existing literature on DSMs, the performance is assessed in terms of
signal to noise ratio (SNR), which is a measure based on the linearized additive
noise model. Herein, both approaches: the linearized approximation and the exact
nonlinear approach are reviewed. This thesis takes the exact nonlinear model view.
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I. Linearized Additive Noise Model Approximation
An extensive body of research on DSMs has appeared in the signal processing lit-
erature. In a well-known classical approach, the design and analysis of the DSM is
simplified via removing the nonlinear component of the system, i.e., the quantizer,
and replacing it with an additive noise source. The additive noise model typically
assumes that the error introduced by the quantizer is independent of the input and
is a uniformly distributed white noise signal [4] - [10]. This simplified model of the
quantizer, although may be reasonable for large number of bits, is far from being
accurate for low-bit, especially 1-bit case. Nevertheless in the absence of rigorous
analysis of the non-linear system, this approximation is widely used even for the 1-bit
case.
One-bit DSMs are desirable to use and study, because they do not have the added
complexity in implementation that high-bit quantizers introduce. Consider the first-
order 1-bit DSM (Figure 1-1), in which the loop filter is an integrator. The DAC
in the feedback loop is linear for the 1-bit case, i.e., can be represented by d = cu,
where c is the DAC gain. The 1-bit case is desirable since the DAC in higher bit
quantizers introduces nonlinear distortion [3]. Thus, the DAC can be idealized to
just a delay z−1, illustrated in Figure 1-4 [4].
The linearized additive noise model for the classical first-order DSM is shown in
Figure 1-10, where the quantizer Q is replaced by the additive noise source ε [4].
The ratio of the variances of the input signal to the noise signal – referred to as the
signal to noise ratio (SNR) – is the performance measure used to assess the quality of
the conversion. The transfer function from the noise ε to the output u is referred to
as the noise transfer function (NTF). The transfer function from the input r to the
output u is referred to as the signal transfer function (STF). In Figure 1-10, the noise
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transfer function is given by NTF = 1 − z−1 which is a high-pass filter, and thus,
it filters the noise in the low frequencies (i.e., shapes the noise out of the frequency
band of interest, please see Figure 1-3). The signal transfer function is simply STF
= 1, which keeps the signal unaltered [4]. This view of the DSM is widely used in
many sources [3, 4, 5, 7, 11, 12, 13].
j j- -
ﬀ
?
6
- -1
1−z−1
z−1
-+
Q
+
r[n] y[n]
ε[n]
u[n]
Figure 1-10: Quantizer replaced with the linear noise model approximation
Background on the DSM design strategies which use the linearized additive noise
model is given below. Three approaches are reviewed: the ad-hoc approach, the
stochastic optimization approach, and the deterministic approach.
Ad-Hoc Approach to Optimal DSM Design: References [3] and [5] are
considered introductory level books for design of DSMs, and the methods presented
can also be viewed as an example of the approaches taken in industry to optimal
DSM design. The drawbacks with the approaches presented in [3] and [5] are that
from a practical standpoint, DSMs are generally designed using a cookbook-like
procedure which involves trial and error. It is also based on many oversimplifying
approximations, e.g., the quantization noise being white and the region of operation
of the DSM being for very low, close to DC, frequencies.
In [3], the first step of optimal DSM design is to optimize the NTF zeros by
minimizing the noise power within the frequency band of interest [0, ω0] with re-
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spect to the locations of the zeros. However, it is assumed that ω0 is small enough
so that the approximation sinω0 ≈ ω0 holds and the quantization noise is white,
along with other simplifying assumptions. The poles of the NTF are optimized by
cookbook/rule-of-thumb style optimization method or using the delta-sigma toolbox
for MATLAB [14] and Appendix B of [3]. Another example of a cookbook method
for DSM design is given in [5] (pages 152-153), where it provides a five-step outline
of how DSMs are practically designed. See [15]-[17] for a few more references on
ad-hoc design methods.
One issue that generally arises with design of high-order DSMs, is the issue of
stability. Commercial DSMs do not seem to come with certificates that ensure sta-
bility. Stability of DSMs is verified via intensive simulations, in both references [3]
and [5]; there is a trial and error component for obtaining a “stable” design where
stability is concluded based on exhaustive simulations. This practice fails to provide
a rigorous proof of stability and relies heavily on simulation results which at best
can only conjecture stability. Furthermore, using trial and error is not an efficient
means of design.
In [18] theoretical work on proving stability of DSMs can be found. A second-
order DSM with certain time-varying inputs or third-order DSMs with a particular
constant input is shown to be stable in [18]. A more comprehensive study of stability
of DSMs is presented in [19]. The work in [19] is neither restricted to a specific class
of inputs, nor are there any limitations in modulator order; however, there is only
one scalar design parameter shared between the state-space matrices A and C of the
loop filter, while the state-space matrices B and D of the loop filter are fixed. The
issue of stability will be returned to in the discussion on nonlinear model approaches
below.
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Stochastic Optimization Approach: In contrast to the ad-hoc methods to
optimal ADC design mentioned above, the work in [2] takes a more rigorous approach
while still using the linearized noise model to simplify the problem. The setup is
shown in Figure 1-11, with the added presence of a pre-filter at the input of the ADC
and a reconstruction filter at the output. In [2], a performance measure is defined
in terms of the mean squared error of the frequency weighted difference between the
pre-filtered input and the reconstructed version of the input. The weighting-filter is
assumed to be given, and the design parameters are the frequency responses of the
pre-filter, reconstruction filter, and loop filter. The goal is to design the pre-filter
and reconstruction filter in such a way that the signal transfer function (STF) is
equal to 1 in the frequency band of interest. The input to the ADC is assumed to
be a zero-mean wide-sense-stationary stochastic process with a given power spectral
density. The quantization noise is assumed to be a zero-mean wide-sense-stationary
random process that is uncorrelated with the input. One of the main contributions
of [2] is a procedure for design of optimal pre-filter, reconstruction filter, and loop
filter which minimizes the variance of the frequency weighted error signal.
Pre-filter 
Reconstruction 
Filter 
Q 
Loop 
Filter 
- 
+ 
Weighting 
Filter 
r 
u 
½ 
y e q r¤  
DSM 
Figure 1-11: Setup used in [2]
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Deterministic Approach: Conditions for optimality of scalar feedback quanti-
zation are given in [20]. The error signal is defined according to the setup in Figure
1-7, and the objective is to minimize the 2-norm of the reconstruction error. Since in
the model of [20] the quantizer has infinite range, the output belongs to an infinite
discrete set, and the problem formulation lacks stability considerations. Unfortu-
nately, the assumptions in [20] are somewhat unclear. Nevertheless, it appears that
under an uncorrelated linearized additive noise model assumption, optimality of the
nth order multi-bit DSM is claimed with respect to a specific reconstruction filter.
In [21], a method is presented for designing the sampler and quantizer concur-
rently while considering signals that may not be bandlimited. A design method
which utilizes DSMs within the feedback loop of the ADC is presented in [23], and
the problem setup includes a pre-filter and a weighting filter used to define a fre-
quency weighted performance measure. For literature on model predictive control see
[27] and [28]. In [29], there is an unproven claim of optimality of the 1-bit first-order
classical DSM.
II. Nonlinear Model
The work in this thesis does not rely on a linearized additive noise model; it treats
the quantizer as a finite output map. A broad array of literature that does not use
the linearized additive noise model are reviewed below.
Deterministic Error Analysis: The problem formulation in [30], shown in
Figure 1-7, does not include a weighting filter to define the performance of the DSM.
A deterministic approach is taken for analysis; however, the results are limited to
constant inputs. The bounds on the norm of the error are in terms of the order of
the oversampling rate. The work in [30] does not provide any information about the
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intensity of the error itself. Instead, it studies the rate at which the error decreases
with respect to the oversampling rate. Both worst-case and averaging norms are
considered to define the performance measure.
There is also a large volume of work by N. T. Thao on deterministic analysis
of DSMs. For instance, in [32] and [33], mean squared error rates are given as a
function of the order of oversampling ratios. Other work that does not use linearized
additive noise models is reported in [34]-[39].
The setup illustrated in Figure 1-7, which lacks frequency weighting of the error
signal, is also used in [40] and [41]. The bound given on the magnitude of the error
signal (difference between input to the ADC and reconstructed signal) is a function
of the oversampling rate. Also discussed in [40] is stability of arbitrary order ADCs;
while the ADCs are called DSMs, they are not the classically known DSMs; they
have a specific quantization scheme which differs from the classical DSM. Stability
is defined in terms of bounded input and bounded internal state values of the ADC.
It is shown in [40], that the internal states are bounded for a bounded input for a
specific mapping function which defines the quantization scheme.
Linear Stochastic Control and Quantized Feedback Control Problems:
In [42]-[44] suboptimal control policies and lower bounds on performance have been
established for linear stochastic control problems using Bellman inequalities with
quadratic value functions. Using convex relaxation techniques, the search for a
quadratic value function associated with the sub-optimal control problem is for-
mulated as a semidefinite programming problem.
Literature in the control field includes information-theoretic approaches to quan-
tized feedback control [45]-[47], control with data rate communication constraints
[48] and [49], and robust control approached based on treatment of the quantizer as
32
an uncertainty block [50] and [51]. For literature on quantized control see [52]-[55].
Parametrized Design and Linear Matrix Inequality (LMI) Optimization:
In [56] a procedure for analysis and design of low-frequency DSMs with a 1-bit
quantizer based on convex optimization of Lyapunov functions and semidefinite pro-
gramming (Figure 1-12) is presented. From an analysis perspective, a quadratic
Lyapunov function is used to guarantee stability. From a design perspective, convex
optimization of storage functions is used to design DSMs such that their performance
is optimized for a given frequency band of interest ω ∈ [0, ω0] . The feedback inter-
connection consists of a discrete-time LTI system with transfer function H(z) and
an ideal relay, as illustrated in Figure 1-12. The objective is to design H(z) such
that the quantization error e[n] is minimized for the more restricted frequency range
ω ∈ [0, ω0] with the input bounded to r[n] ∈ [−1, 1].
j - -
6
- -H(z)
-
+
r[n] e[n] y[n] d[n]
Figure 1-12: Sigma-Delta Modulator
The performance measure used is the average power of the quantization error
signal e[n]. The average power of e[n] is defined as:
Pe , lim sup
T→∞
1
T
∫ ω0
0
|ET (ejω)|2dω, (1.1)
33
where ET (e
jω) is the Fourier transform of the truncated signal eT [n]:
eT [n] =
 e[n] 0 ≤ n ≤ T0 otherwise . (1.2)
Strictly speaking, the problem of minimization of Pe is very difficult. However,
this can be simplified by replacing minimization of (1.1) with minimization of an
upper bound of Pe. One of the results in [56], presents an upper bound based on a
worst-case performance criterion on the average power Pe of the quantization error
within a specific frequency range. This upper bound is directly proportional to the
maximum amplitude of the output signal of the loop filter, and inversely proportional
to the minimum magnitude of the transfer function of the loop filter in the frequency
range of interest.
Pe ≤ 2pi max |y[n]|
2
min
ω∈[0,ω0]
|H (ejω) |2 . (1.3)
The design methodology in [56] is based on optimal placement of the zeros of
the loop filter to minimize the upper bound on Pe while the poles are fixed. It is
shown that, after convex relaxations, the problem of optimal placement of the zeros
of the loop filter can be formulated as a semidefinite program via quadratic Lyapunov
functions and the discrete-time finite frequency KYP Lemma [57]. Several second
order DSMs are designed and presented in [56] with simulation results comparing
the performance of the design with a DSM in [3]; simulation results showed that the
design given in [56] performed better than the DSM.
34
1.2. Contributions of this Thesis
The main contributions are as follows:
• A framework for setting up ADC design problems as full-information optimal
feedback control problems is presented, and a complete characterization of the
solution to the optimal ADC design problem in terms of an analog of the
Bellman inequality is given.
• An exact analytical solution to the problem of optimal design of a certain class
of ADCs is given and their optimality is proven with respect to a specific per-
formance criterion. The analytical characterization is shown to be identical to
the classical DSM subject to certain conditions that the quantizer must satisfy,
which proves the optimality of the classical DSM. An analytic expression for
the performance of the ADC is given.
• We compute M0 and δ0 such that for a sufficiently large quantizer range M >
M0 and sufficiently small quantizer step size δ < δ0, the DSM is optimal with
respect to a specific worst-case performance criterion.
• Separation of quantization and control for a class of optimal ADCs is proven
subject to some technical conditions.
• The results presented in this thesis provide certificates of stability for the de-
signed optimal ADC/DSM for loop filters of any order.
• A generic methodology for numerical computation of sub-optimal solutions
is presented to find a quantization law (output of the ADC) that minimizes
the cost function, along with computation of a certified upper bound on the
performance via post-design verification.
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• A framework for finding certified lower bounds for the performance of ADCs
with shaping filters of arbitrary order is presented by finding a lower bound on
the infimum of the cost function.
1.3. Notation and Terminology:
• Z+ denotes the set of all non-negative integers, i.e., Z+ = {0, 1, 2, 3, · · · }.
• Function f : Rm 7→ Rk is called BIBO, if the image f(Ω) of every bounded
subset Ω ⊂ Rm under f is bounded.
• Given a set P , `+(P ) is the set of all one-sided sequences x with values in P ,
i.e., functions x : Z+ 7→ P .
• The ∞−norm is defined as:
‖v‖∞ = max |vi|, for v =

v1
...
vm
 ∈ Rm
and
‖M‖∞ def= sup
v 6=0
‖Mv‖∞
‖v‖∞ = maxi∈{1,··· ,l}
m∑
j=1
|Mij|
for a matrix M = (Mij) ∈ Rl×m.
• Let X be a set and f : X 7→ R be a function. For every  > 0,
arg sup
x∈X
f(x)
def
=
{
x ∈ X : f(x) > −+ sup
x∈X
f(x)
}
. (1.4)
• The symbol ♥ denotes the end of a proof.
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Chapter 2
Problem Statement and
Equivalent Formulations
In this chapter, two problem formulations are given for ADC design, and the relation
between the formulations is discussed. The main approach to solving the problem is
presented. A general system view is taken for an ADC with the objective of matching
the output of the ADC to its input for a frequency bandwidth of interest. It is shown
that the problem can be reformulated into a simpler problem which is shown to be
equivalent to the general formulation under certain conditions. Figure 2-1 illustrates
the setup used for measuring the performance of the ADC. The performance is
evaluated with respect to a cost function which is a measure of the intensity of the
error signal e (the difference between the input signal r and the quantized output
u) for the worst case input sequence. The delay block z−k, where k ∈ Z+, allows
for the possibility of designing the ADC with lookahead capabilities by defining the
error signal as the difference between the current ADC output and the delayed input.
However, motivated by the absence of lookahead feature in Delta-Sigma Modulators
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(DSMs), it is assumed in the examples considered in this thesis that k = 0. The
error signal is passed through a shaping filter which dictates the frequency region in
which the error is to be minimized. The advantage of using a shaping filter is that it
allows for improving the performance in the desired frequency bandwidth of interest
at the cost of having worse performance outside of this range. In the absence of a
shaping filter, there would be uniform performance at all frequencies.
g- - -
6
-
- ADC
z−k
+
−
r u e qShaping
Filter
Figure 2-1: Setup Used for Measuring the Performance of the ADC
The problem is then re-formulated as a dynamic game in which the input signal
to the ADC plays against the output of the ADC. This adversarial setup is also
known as the minimax control problem [58].
2.1. Problem Formulation
In this section, we give a formal problem statement in which a dynamical system
view is taken for ADC analysis and design.
2.1.1 Analog to Digital Converters
In this thesis, a general ADC is viewed as a causal, discrete-time, non-linear system
Ψ, accepting arbitrary inputs in the [−1, 1] range and producing outputs in a fixed
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finite subset U ⊂ R, as shown in Figure 2-2. It is assumed that max{U} > 1 and
min{U} < −1.
- -Ψ
r[n] ∈ [−1, 1]
n ∈ Z+
u[n] ∈ U
n ∈ Z+
Figure 2-2: Analog to Digital Converter as a Dynamical System
Equivalently, an ADC is defined by a sequence of functions Υn : [−1, 1]n+1 7→ U
according to
Ψ : u[n] = Υn (r[n], r[n− 1], · · · , r[0]) , n ∈ Z+. (2.1)
The class of ADCs defined above is denoted by YU .
2.1.2 Asymptotic Weighted Average Intensity (AWAI) of a
Signal
Let φ : R 7→ R+ be an even, non-negative, and monotonically nondecreasing function
on the positive real line; and G (z) be the transfer function of a strictly causal LTI
dynamical system LG with input e and output q:
- -
e[n] q[n]
G(z)
Figure 2-3: Strictly Proper LTI Shaping Filter LG
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LG :
x[n+ 1] = Ax[n] +Be[n], x[0] = 0,q[n] = Cx[n] (2.2)
where A, B, C are given matrices of appropriate dimensions. The Asymptotic
Weighted Average Intensity ηG,φ (e) of signal e with respect to G (z) and φ is given
by:
ηG,φ (e) = lim sup
N 7→∞
1
N
N−1∑
n=0
φ (q[n]) . (2.3)
The motivation for using the AWAI as a measure for the quality of analog to
digital conversion is that when φ (q) = |q|2 and LG is a strictly stable dynamical
system with transfer function G (z) , the AWAI can be interpreted as the average
power of the filtered input for signals that are sums of sinusoids. Let ck ∈ R and
ωk ∈ R, where k ∈ Z+, satisfy ∞∑
k=0
|ck| <∞,
and ωk − ωl 6= 2pim for k 6= l, where k, l,m ∈ Z. Then,
e [n] =
∞∑
k=0
cke
jωkn ⇒ ηG,φ (w) =
∞∑
k=0
|ck|2
∣∣G (ejωk)∣∣2 . (2.4)
Therefore, the AWAI allows for penalizing the input of the filter over the frequency
range of interest, which is determined by the passband of G (z) . An alternative
measure can be obtained with φ (q) = |q| , which is attractive due to its simplifying
properties for some numerical representations. In this case, the AWAI represents the
average amplitude of the filtered input signal.
It is assumed without loss of generality that CB 6= 0 for G(z) 6≡ 0. Indeed, since
ηG,φ does not change if G(z) is replaced by z
kG(z), i.e., if q[n] is replaced with q[n+k]
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in (2.2), the case when CB = 0 can be reduced to the case CB 6= 0 by extracting
sufficient number of delays from LG.
2.1.3 ADC Performance Measure
The setup used to measure the performance of an ADC is illustrated in Figure 2-4.
Let k ∈ Z+ and Dk : `+([−1, 1]) 7→ `+([−1, 1]) denote the delay operator
(Dkr)[n] =
r[n− k], ∀n = {k, k + 1, · · · }, k ∈ Z+0, otherwise .
The performance measure of Ψ ∈ YU , denoted by JG,φ (Ψ) , is the worst-case
AWAI of the error signal for all input sequences r ∈ `+([−1, 1]), that is:
JG,φ (Ψ) = sup
r∈`+([−1,1])
ηG,φ (Dkr −Ψ (r)) . (2.5)
1
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Figure 2-4: Setup Used for Measuring the Performance of the ADC
For marginally stable shaping filters, the need for the assumptions max{U} > 1
and min{U} < −1 is now evident. If G(z) has poles on the unit circle, then the
values that u can take must be strictly greater in magnitude than the values r can
take in order to guarantee a finite value for (2.5).
41
2.1.4 Abstract ADC Optimization
Given LG and φ, ADC Ψo ∈ YU is considered optimal if JG,φ (Ψo) ≤ JG,φ (Ψ) for all
Ψ ∈ YU . The corresponding optimal performance measure γG,φ (U) is defined as
γG,φ (U) = inf
Ψ∈YU
JG,φ (Ψ) . (2.6)
The ultimate objective of abstract ADC optimization is to compute γG,φ (U) and
the associated optimal ADC.
2.2. Main Approach
The approach used in this work is inspired by the Internal Model Principle [59] and
[60]. That is, the search for an optimal ADC is restricted within the class of systems
described by a feedback system consisting of a controller to be designed and a copy
of the LTI system used to define the performance criteria.
2.2.1 Optimality and Upper Bound on Performance
The original problem posed in the previous section is solved via another problem
that is believed to be equivalent, though proof of equivalence in the general case is
not provided. In this section, another alternative problem formulation is introduced,
the relation between the two problems is discussed, and proof of equivalence of the
problems is presented subject to certain conditions. The original problem formulation
calls for an ADC defined by (2.1) with its optimal performance measured by (2.6)
using the setup depicted in Figure 2-4. The problem that will instead be solved is
a full-state feedback optimal controller design problem. It will be shown that the
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setup depicted in Figure 2-5 is an optimal ADC architecture for a certain class of
ADCs. This will also indirectly prove equivalence of the two problem formulations
for this particular class.
A function K : Rm× [−1, 1] 7→ U is said to be an admissible controller at perfor-
mance level γ ∈ (0,∞) if every triplet of sequences (xΨ, u, r) satisfying
xΨ [n+ 1] = AxΨ [n] +Br [n− k]−Bu [n] , xΨ [0] = 0, (2.7)
u [n] = K (xΨ [n] , r [n]) , (2.8)
qΨ [n] = CxΨ [n] , (2.9)
also satisfies the dissipation inequality
sup
N,r∈`+([−1,1])
N−1∑
n=0
(φ (qΨ [n])− γ) <∞. (2.10)
Let γo be the maximal lower bound of γ, for which an admissible controller at
performance level γ exists. Then K is said to be an optimal controller if (2.10) is
satisfied with γ = γo.
1
u[n]
 
-
Ψ
xΨ[n]
- xΨ[n]g- -
-
6
K(·, ·)
+
−r[n]
u[n] e[n]
qΨ[n]
LG
-
-
z−k
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Figure 2-5: Full-State Feedback Control Setup
Before discussing how this problem relates to the original formulation, a con-
densed summary of each of the problem formulations is provided below. The origi-
nal problem formulation will be referred to as Problem 1 and the full-state feedback
problem formulation as Problem 2.
Problem 1 Original Problem
In Figure 2-4 find
Ψ : u[n] = Υn (r[n], r[n− 1], · · · , r[0]) , n ∈ Z+ (2.11)
such that
sup
r∈`+([−1,1])
lim sup
N 7→∞
1
N
N−1∑
n=0
φ (q[n])→ inf
Ψ∈YU
(2.12)
where q(·) is defined by
LG :

x[n+ 1] = Ax[n] +Be[n], x[0] = 0
e[n] = r[n− k]− u[n]
q[n] = Cx[n].
(2.13)
Problem 2 Full-State Feedback Control Problem
In Figure 2-5 find function K : Rm× [−1, 1] 7→ U such that
γ → inf
K
subject to
sup
N,r∈`+([−1,1])
N−1∑
n=0
(φ(qΨ[n])− γ) <∞ (2.14)
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where qΨ(·) is defined by
LΨG :

xΨ[n+ 1] = AxΨ[n] +BeΨ[n], xΨ[0] = 0,
eΨ[n] = r[n− k]− u[n]
u [n] = K (xΨ [n] , r [n])
qΨ[n] = CxΨ[n].
(2.15)
(2.16)
(2.17)
(2.18)
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Figure 2-6: Setup Used for Measuring the Performance of the Designed ADC
The setup in Figure 2-6 is used to measure the performance of the ADC designed in
Problem 2. Solving this problem determines γ which satisfies (2.14). Furthermore,
the dynamical system within the designed ADC is a copy of the shaping filter used
to define the performance criteria. Since both systems LΨG, defined by (2.15)–(2.18),
and LG, defined by
LG :

x[n+ 1] = Ax[n] +Be[n], x[0] = 0,
e[n] = r[n− k]− u[n]
q[n] = Cx[n],
(2.19)
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have the same input and initial condition xΨ[0] = x[0] = 0, we have qΨ[n] = q[n] for
every n ∈ Z+. Hence
inf
{
γ : sup
N,r∈`+([−1,1])
N−1∑
n=0
(φ(qΨ[n])− γ) <∞
}
=
inf
{
γ : sup
N,r∈`+([−1,1])
N−1∑
n=0
(φ(q[n])− γ) <∞
}
. (2.20)
Lemma 1 below shows equivalence of performance criteria (2.12) and (2.14) when
the system LG is strictly stable.
Lemma 1 Let U be a finite set and x ∈ `+(Rm), r ∈ `+([−1, 1]), u ∈ `+(U), and
q ∈ `+(R) be sequences satisfying (2.19), where the magnitude of the largest root of
the characteristic polynomial of A is strictly less than 1. Let φ : R 7→ R+ be an
even, non-negative, and monotonically nondecreasing function on the positive real
numbers. Then, the following conditions are equivalent:
(i) There exists γ˜ ∈ R such that
sup
N,r∈`+([−1,1])
N−1∑
n=0
(φ (q [n])− γ˜) <∞. (2.21)
(ii) There exists γ ∈ R such that
sup
r∈`+([−1,1])
lim sup
N→∞
1
N
N−1∑
n=0
φ (q [n]) ≤ γ. (2.22)
Moreover, the minimal γ˜ satisfying (2.21) is equal to the minimal γ satisfying (2.22).
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Proof: (i) =⇒ (ii): Inequality (2.21) states that for every sequence r and every
integer N there exists a finite real number c such that
N−1∑
n=0
(φ (q [n])− γ˜) ≤ c. (2.23)
Thus, (2.23) can be rewritten as:
N−1∑
n=0
φ (q [n])−Nγ˜ ≤ c, ∀r ∈ `+([−1, 1]), ∀N ∈ Z+ (2.24)
Equivalently,
1
N
N−1∑
n=0
φ (q [n]) ≤ c
N
+ γ˜, ∀r ∈ `+([−1, 1]), ∀N ∈ Z+ (2.25)
Taking lim sup over N from both sides gives:
lim sup
N→∞
1
N
N−1∑
n=0
φ (q [n]) ≤ lim sup
N→∞
c
N
+ γ˜, ∀r ∈ `+([−1, 1]) (2.26)
Since lim sup
N→∞
c
N
→ 0, we have (2.22) with γ = γ˜.
(ii) =⇒ (i) Since (2.19) is strictly stable, (2.22) implies
1
N
N−1∑
n=0
φ (q [n])− γ ≤ (N), (2.27)
where (N)→ 0 as N →∞, for every sequence r. Since, for every δ > 0, there exists
c ∈ R such that
N(N) ≤ c+Nδ, ∀N ∈ Z+
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multiplying both sides of (2.27) by N and using the above bound gives:
N−1∑
n=0
φ (q [n])−N(γ + δ) ≤ c (2.28)
which implies (i) for all γ˜ > γ. ♥
In Chapter 4, is presented which shows that the performance of the ADC designed
with control law (2.11) is equal to the performance of the ADC designed with control
law (2.17). Thus, Theorem 2 in conjunction with Lemma 1 show that, if the poles
of LG are strictly inside the unit circle, Problems 1 and 2 are equivalent. For the
case when analytic solutions to the optimal ADC design problem are presented, even
though LG can have poles on the unit circle, equivalence of Problems 1 and 2 is
indirectly shown by proving optimality of the design with respect to the original
performance criteria γG,φ (U). In the case when LG has poles on the unit circle,
only the implication (i) =⇒ (ii) holds in Lemma 2 below, thus yielding an upper
bound on the performance measure of Problem 1. Hence, a solution to the full-state
feedback control problem provides a design and an upper bound for its performance.
Lemma 2 Let U be a finite set and x ∈ `+(Rm), r ∈ `+([−1, 1]), u ∈ `+(U), and
q ∈ `+(R) be sequences satisfying (2.19), where the magnitude of the largest root of
the characteristic polynomial of A is equal to 1. Let φ : R 7→ R+ be an even, non-
negative, and monotonically nondecreasing function on the positive real numbers.
Then, (i) =⇒ (ii) below for the minimal γ satisfying (2.30) being equal to the
minimal γ˜ satisfying (2.29).
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(i) There exists γ˜ ∈ R such that
sup
N,r∈`+([−1,1])
N−1∑
n=0
(φ (q [n])− γ˜) <∞. (2.29)
(ii) There exists γ ∈ R such that
sup
r∈`+([−1,1])
lim sup
N→∞
1
N
N−1∑
n=0
φ (q [n]) ≤ γ. (2.30)
Some questions to ask are: how good is this design? When is it optimal? If it
is not optimal, what is the lower bound on its performance? There are two possible
avenues to prove optimality of the design. The first option is by directly proving
equivalence of Problems 1 and 2. The second method is a two step process. First by
solving Problem 2, a design and an upper bound on γG,φ (U) is obtained. Second,
the lower bound on the performance of the ADC is computed. If the lower bound on
γG,φ (U) equals the upper bound (i.e., there is no other ADC that can perform better
than the designed ADC), then the optimal solution is found and the equivalence of
the two problem formulations is indirectly proven. The latter is the approach taken
in this thesis. In Chapter 3, we discuss the conditions under which the solution to
Problem 2 is an optimal ADC, i.e., the class of ADCs for which there is an analytic
solution for the control law u and exact answer to (2.12) is presented. Chapters 4 and
5 discuss upper and lower bounds on the performance of the ADC when optimality
conditions are not met. In this case, the solution to Problem 2 provides an ADC
design and with the use of numerical methods, an algorithm that provides a certified
upper and lower bound on its performance is presented. In the next subsection,
we present the main approach to finding a universal lower bound for γG,φ (U), i.e.,
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finding fundamental design limitations of ADCs.
2.2.2 Optimality, Fundamental Design Limitations, and Lower
Bound on Performance
The lower bound on the performance of any given ADC belonging to the class YU is
found by associating the problem with a full-information feedback control problem.
The objective is to find a feedback law for generating the input of the ADC, r, such
that regardless of the output u, the performance is bounded from below by a certain
value. Thus, in this setup, r is viewed as the control and u is viewed as the input of
a strictly causal system with output r. The setup is depicted in Figure 2-7, where
the function Kr : Rm 7→ [−1, 1] is said to be an admissible controller at performance
level γ ∈ [0,∞) if every triplet of sequences (x, u, r) satisfying
x[n+ 1] = Ax[n] +Br[n]−Bu[n], x[0] = 0, (2.31)
r[n] = Kr (x[n]) , (2.32)
q[n] = Cx[n], (2.33)
also satisfies the dissipation inequality
inf
N
N−1∑
n=0
(φ (q[n])− γ) > −∞. (2.34)
Note that if (2.34) holds subject to (2.31)-(2.33), then γG,φ (U) ≥ γ. Let γo be the
minimal upper bound of γ, for which an admissible controller at performance level γ
exists. Then Kr is said to be an optimal controller if (2.34) is satisfied with γ = γo.
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q[n]
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Kr(·)
Figure 2-7: Full State-Feedback Control Setup for Lower Bound
2.3. Summary
In this chapter, a general problem formulation for optimal ADC design (Problem
1) was given, and an alternative formulation (Problem 2), which is proven to be
equivalent to the original problem under certain conditions, was presented. Though
conjectured that they are always equivalent, the proof is only provided with certain
assumptions in place. In this work, Problem 2 is solved, and in Chapter 3 it is
shown that for a certain class of ADCs, known as Delta Sigma Modulators (DSMs)
and subject to some technical conditions, Problem 2 is equivalent to Problem 1. In
cases when these conditions are not met, algorithms are presented in Chapters 4
and 5 for ADC design and computation of certified upper and lower bounds on its
performance.
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Chapter 3
Optimal Analog to Digital
Converters
In this chapter, optimality of a certain class of ADCs, which can be viewed as gen-
eralized Delta-Sigma Modulators (DSMs), is proven with respect to the worst-case
performance measure defined by (2.5) in the previous chapter. Furthermore, an
analytic expression is given for the ADC performance.
In Chapter 2, the question of when Problem 2 is equivalent to the original problem
formulation (Problem 1) was posed. It is shown in this chapter that the full-state
feedback architecture for the ADC given in Figure 2-5 is an optimal ADC under
certain technical conditions which will prove the equivalence of Problems 1 and 2.
Furthermore, the optimal control law shows separation of quantization and control for
this class of ADCs. That is, quantizing the control law that would be optimal in the
absence of quantization gives the optimal control law in the presence of quantization.
Moreover, the technical conditions under which this result holds are bounds on the
quantizer range and step size.
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Consider the case when the output of the ADC can take any value in R, i.e.,
there is no quantization in the ADC; then the optimal control law that minimizes
(2.14) is trivially given by
u[n] = (CB)−1CAxΨ[n] + r[n]. (3.1)
This choice of control law in conjunction with x[0] = 0 gives q[n] = 0 for all
n ≥ 0. Thus,
sup
N,r∈`+([−1,1])
N−1∑
n=0
φ(qΨ[n]) = 0.
Hence, the smallest γ satisfying (2.14) is γ = 0. However, it is not obvious that in
the presence of quantization (i.e., the set of values that control u can take belongs
to a finite set) the optimal control decision would be to quantize the control given in
(3.1). Moreover, it is unclear what conditions the uniform quantizer Q must satisfy
in order for the optimal control decision to be given by
u[n] = Q((CB)−1CAxΨ[n] + r[n]). (3.2)
A question to ask is: for what choice of quantizer step size and range is the control
law in (3.2) optimal? The present chapter provides an answer to this question. The
contributions of this chapter are as follows:
• Sufficient conditions for separation of quantization and control are given in
terms of a lower bound on the quantizer dynamic range and an upper bound
on the step size. That is, M0 and δ0 are computed (which are functions of the
coefficients of the shaping filter LG which in turn defines the performance mea-
sure) such that for a sufficiently large quantizer range M > M0 and sufficiently
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small quantizer step size δ < δ0, the optimal control law is given by quantizing
the control law that would be optimal in the absence of quantization. These
conditions will be referred to as the optimality conditions where optimality is
with respect to the specific worst-case performance criterion defined in terms
of the shaping filter LG.
• Subject to the optimality conditions being satisfied, the exact analytic solution
and architecture of an optimal ADC with respect to the selected performance
criterion are given.
• Optimality of certain classical DSMs is shown with respect to specific perfor-
mance criteria.
3.1. Class of Optimal ADCs
Consider the ADC optimization problem presented in Chapter 2 with LG defined by
(2.2) with CB 6= 0. For δ ∈ (0, 2] and M ∈ N∪{∞}, define the set UM and function
KM : R→ UM as
UM = {mδ | m ∈ Z, |m| ≤M} (3.3)
KM(θ) = min
{
arg min
u∈UM
|θ − u|
}
, (3.4)
where the function KM represents a nearest neighbor quantization scheme. Consider
the ADC Ψ̂ ∈ YUM defined by
LΨ̂ :
xΨ̂ [n+ 1] = AxΨ̂ [n] +Br [n]−Bu [n] , xΨ̂ [0] = 0qΨ̂[n] = CxΨ̂[n] (3.5)
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with the control law
u[n] = KM
(
(CB)−1CAxΨ̂[n] + r[n]
)
. (3.6)
The control decision u[n] in (3.6) minimizes |qΨ̂[n + 1]| at every time instance
n. Theorem 1 below states that if M is large enough and δ is small enough, then
the ADC defined above is optimal. Thus, an interpretation of this theorem is that
a greedy algorithm, i.e., an algorithm that minimizes the cost function at each time
instant without taking into account the past or future, is optimal subject to certain
conditions. Furthermore, optimality of the control decision in (3.6) indicates that
there is a separation of quantization and control whenever the quantizer step size
is sufficiently small and the quantizer range is sufficiently large, i.e., the control law
that is optimal in the presence of quantization is given by quantizing the control law
that is optimal in the absence of quantization.
Let
qΨ̂[n+ 1] =
k∑
i=0
aiqΨ̂[n− i] +
k∑
j=0
bj(r[n− j]− u[n− j]). (3.7)
be the difference equation that is equivalent to (3.5). Let F be the causal LTI system
with transfer function
F (z) =
1
k∑
j=0
bjz
−j
. (3.8)
Let {cl}∞l=0 be the unit sample response of system (3.7), i.e.
F (z) =
∞∑
l=0
clz
−l, for |z| > R0 (3.9)
where R0 ∈ R is the maximal absolute value of the largest pole of F (z) in (3.8).
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Theorem 1 Let Ψ̂ ∈ YUM be the ADC defined by (3.5)−(3.6) with CB 6= 0 and KM
defined by (3.3)−(3.4). Let
β =
[
|CB|δ
2
(
k∑
i=0
|ai|+ 1
)
+
k∑
j=0
|bj|
] ∞∑
l=0
|cl|, (3.10)
where {ai}ki=0 and {bj}kj=0 are defined by (3.7) and {cl}∞l=0 is defined by (3.8)−(3.9).
Let Mδ be such that Mδ > 1 and
Mδ > β − δ. (3.11)
Let f : [0,∞) → [0,∞) be a monotonically nondecreasing function and φ (q) =
f (|q|) . Then Ψ̂ is an optimal ADC in the sense that
JG,φ (Ψ) ≥ JG,φ(Ψ̂) = φ (|CB|δ/2) ∀Ψ ∈ YUM . (3.12)
Proof: Let us begin by showing that with the control law given in (3.6) with M =∞
we have: ∣∣qΨ̂ [n]∣∣ ≤ |CB|δ/2, ∀n ∈ Z+, (3.13)
Indeed, for n = 0, inequality (3.13) follows from the initial condition in (3.5). For
n > 0,
qΨ̂[n+ 1] = CB(w[n]−K(w[n])),
where w[n] = (CB)−1CAxΨ̂[n] + r[n]. Since |θ −K(θ)| ≤ δ/2 for all θ ∈ R, we have
(3.13) for all n ≥ 0.
The next step is to use the bound |qΨ̂[n]| ≤ |CB|δ/2 to show that |u[n]| ≤ β.
Rearranging (3.7), taking absolute value from both sides, and using the triangle
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inequality yields: ∣∣∣∣∣
k∑
j=0
bju[n− j]
∣∣∣∣∣ ≤ |CB|δ2
(
k∑
i=0
|ai|+ 1
)
+
k∑
j=0
|bj|
If
∑k
j=0 bju[n− j] is the input signal to the system F with transfer function F (z)
defined in (3.8), then the output u[n] is bounded in magnitude by
|u[n]| ≤ β (3.14)
A sufficient condition for |u[n]| ≤ Mδ, is given by (3.11), (3.14), and u ∈ U∞.
Therefore (3.11) implies (3.13).
Since both systems LG and LΨ̂ have the same input and xΨ̂ [0] = x [0] = 0,
condition (3.13) implies that
|q [n]| ≤ |CB|δ/2, ∀n ∈ Z+.
Therefore,
sup
N,r∈[−1,1]
N∑
n=0
(φ (q [n])− φ(|CB|δ/2)) ≤ 0 <∞,
which implies that
JG,φ(Ψ̂) ≤ φ (|CB|δ/2) . (3.15)
In order to complete the proof, we need to show that no ADC can achieve a better
performance than φ (|CB|δ/2). It is sufficient to show that for all Ψ ∈ YU , there
exists an input sequence r such that
|qΨ [n]| ≥ |CB|δ/2, ∀n ∈ Z+\{0}. (3.16)
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Define function ρ : Rm → Z by
ρ(x) = min
{
arg min
k∈Z
[
2k + 1
2
δ − (CB)−1CAx
]}
. (3.17)
When r[n] is given by
r[n] =
2ρ(x[n]) + 1
2
δ − (CB)−1CAx[n], (3.18)
we have r[n] ∈ [−1, 1] (since δ ∈ (0, 2]) and
|qΨ[n+ 1]| =
∣∣∣∣CB(2ρ(x[n]) + 12 δ − u[n]
)∣∣∣∣ ≥ |CB|δ/2 (3.19)
for all n ∈ Z+, because u[n] ∈ kδ. Hence
JG,φ(Ψ̂) ≥ φ (|CB|δ/2) . (3.20)
Inequalities (3.15) and (3.20) complete the proof. ♥
The optimal ADC architecture presented in Figure 2-5 along with the optimal
control law given in (3.6) can be equivalently represented by Figure 3-1 and equation
(3.21), where Q is a uniform quantizer with step size δ and saturation level Mδ
satisfying (3.11) and G(z) is the transfer function of the shaping filter LG.
H(z) = (CB)−1zG(z)− 1 = (CB)−1C(zI − A)−1AB (3.21)
Figure 3-1 has a DSM architecture and thus with proper selection of the shaping
filter LG, many standard DSMs that satisfy the optimality conditions in Theorem 1
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Figure 3-1: Optimal ADC architecture, where G(z) = C(zI −A)−1B is the transfer
function of LG
can be proven optimal, as shown in the next section.
3.2. Examples
The architecture of the optimal ADC (Figure 3-1) indicates that a proper selection
of the shaping filter LG, which is used to define the performance measure, will prove
the optimality of the classical DSM with respect to that performance measure. This
is illustrated in this section for the first- and second-order DSMs. Furthermore, it
is possible to design a second-order ADC with superior performance to the classical
second-order DSM by selecting a sharper noise-shaping filter.
3.2.1 Optimality of the Classical First-Order DSM
Consider the setup in Figure 2-4 with k = 0 and the transfer function of LG as
G(z) = 1/(z − 1), as shown below.
1
f- - -
6
- Ψ
+
−
r[n] u[n] e[n] q[n]1
z−1
LG
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Figure 3-2: Setup used for measuring the performance of an ADC with a first-order
weighting filter
Let the state-space matrices for LG be given by:
A = 1, B = 1, C = 1, D = 0.
The difference equation for LG is given by:
q[n+ 1] = q[n] + r[n]− u[n].
Thus, the non-zero coefficients are a0 = 1 and b0 = 1, and the transfer function
defined in (3.8) is F (z) = 1. Therefore, c0 = 1. We have CB = 1, and thus from
(3.10) we have
β = δ + 1.
Hence, the condition on the range of the quantizer is simply Mδ > 1, which does
not impose any additional constraints, as this condition is assumed in the problem
formulation. Thus, the optimal ADC Ψ (shown in Figure 3-3) is given by
LΨ :
xΨ [n+ 1] = xΨ [n] + r [n]− u [n] , xΨ [0] = 0qΨ[n] = xΨ[n], (3.22)
with the control law
u[n] = KM (xΨ[n] + r[n]) , (3.23)
where KM is defined by (3.4).
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Figure 3-3: Optimal ADC when the performance is defined for shaping filter LG with
transfer function G(z) = 1
z−1
According to Theorem 1, the performance of this optimal ADC is given by:
JG,φ(Ψ) = φ (δ/2) . (3.24)
Note that an alternative proof, exclusively for the first-order case, is presented in
[61].
In Figure 3-3, the transfer functions from r to y and from u to y are denoted by
Hry (z) and Huy (z), respectively. Similarly, for the first-order classical DSM (Figure
1-4), the transfer functions from r to y and from u to y are denoted by HDSMry and
HDSMuy (z). It is clear that these transfer functions are given by:
Hry (z) = H
DSM
ry (z) =
z
z − 1 ,
Huy (z) = H
DSM
uy (z) =
−1
z − 1 .
Furthermore, the optimal control law defined in (3.4) is essentially a quantizer
with uniform step size. Therefore, the classical first-order DSM with a uniform
quantizer is identical to this optimal ADC, and hence is optimal with respect to the
selected performance measure with shaping filter LG = 1/(z − 1) and any uniform
quantizer Q with Mδ > 1 and δ ∈ (0, 2].
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3.2.2 Optimality of the Classical Second-Order DSM
Consider the setup in Figure 2-4 with k = 0 and the transfer function of LG as
G(z) = z/(z − 1)2, as shown below.
1
f- - -
6
- Ψ
+
−
r[n] u[n] e[n] q[n]z
(z−1)2
LG
Figure 3-4: Setup Used for Measuring the Performance of an ADC with a second-
order weighting filter
Let the state-space matrices for LG be given by
A =
1 1
0 1
 , B =
1
1
 , C = [1 0] , D = 0
The difference equation for LG is given by:
q[n+ 1] = 2q[n]− q[n− 1] + r[n]− u[n].
Thus, the non-zero coefficients are a0 = 2, a1 = −1, and b0 = 1; and the transfer
function defined in (3.8) is F (z) = 1. Therefore, c0 = 1. We have CB = 1, and thus
from (3.10) we have
β = 2δ + 1.
Hence, the condition on the range of the quantizer is
Mδ > δ + 1.
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The optimal ADC Ψ (shown in Figure 3-3) is given by
LΨ :
xΨ [n+ 1] = AxΨ [n] +Br [n]−Bu [n] , xΨ [0] = 0qΨ[n] = CxΨ[n], (3.25)
with the control law
u[n] = KM (CAxΨ[n] + r[n]) , (3.26)
where KM is defined by (3.4).
g- - -?- g- 2z − 1
(z − 1)2
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Figure 3-5: Optimal ADC when the performance is defined for shaping filter LG with
transfer function G(z) = z
(z−1)2
According to Theorem 1, the performance of this optimal ADC is given by
JG,φ(Ψ) = φ (δ/2) . (3.27)
In Figure 3-5, the transfer functions from r to y and from u to y are denoted
by Hry (z) and Huy (z), respectively. Similarly, for the second-order classical DSM
(Figure 1-5) the transfer functions from r to y and from u to y are denoted by HDSMry
and HDSMuy (z). It is clear that these transfer functions are given by:
Hry (z) = H
DSM
ry (z) =
z2
(z − 1)2 ,
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Huy (z) = H
DSM
uy (z) =
−2z + 1
(z − 1)2 .
Therefore, for the shaping filter LG = z/(z − 1)2, and any uniform quantizer Q
with step size δ ≤ 2 and the magnitude of the largest value of the quantizer being
larger than 1 + δ, the classical second-order DSM is optimal.
3.3. CONCLUSION
In this chapter, we established a separation principle between quantization and con-
trol for a class of ADCs. Sufficient conditions were given in terms of the quantizer
range and step size, which when satisfied, resulted in the optimal discrete control law
being exactly equal to the quantized version of the obvious choice for the optimal
control law for the linear system in the absence of quantization. An analytic descrip-
tion for a class of optimal ADCs, which were shown to have DSM-like architecture,
along with the exact analytic expression for its performance was provided. As a
consequence of this result, certain DSMs were proven optimal.
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Chapter 4
The Numerical Method and Upper
Bounds on Performance
The previous chapter presented a class of ADCs for which an exact analytic solution
can be found. The analytic solution provided an optimal ADC architecture and an
exact value of the performance. This chapter presents a general numerical method-
ology for ADC design when the optimality conditions presented in Chapter 3 are
not met. A generic methodology for numerical computation of sub-optimal solutions
along with computation of a certified upper bound on the optimal performance is
given. Note that this design algorithm provides the same design as the analytic
solution presented in the previous chapter when the optimality conditions are met.
The full-state feedback control problem formulated in Chapter 2 is solved by
numerical computation of the candidate value function of the underlying dynamic
program, which is computed iteratively, in parallel with the quantization law. The-
oretical statements that support this approach are provided along with a procedure
for certifying the numerical solution and providing an upper bound for the perfor-
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mance of the designed ADC via post-design verification. For computation of the
value function and control law, the state space and the input space are discretized
and computations are restricted to finite subsets of the gridded space. Examples
using this approach are provided in Chapter 6.
4.1. Main Approach
This section presents the design methodology and post-design certification procedure.
4.1.1 The Bellman Inequality
Consider problem 2 from Chapter 2. Assume that the system dynamics evolve ac-
cording to (2.7)-(2.9), replicated here for convenience with k = 0:
xΨ [n+ 1] = AxΨ [n] +Br [n]−Bu [n] , xΨ [0] = x0, (4.1)
u [n] = K (xΨ [n] , r [n]) , (4.2)
qΨ [n] = CxΨ [n] . (4.3)
Note that the initial condition is assumed to be arbitrary. The dissipation in-
equality (2.10), again repeated for convenience, is given by
sup
N,r∈`+([−1,1])
N−1∑
n=0
(φ (qΨ [n])− γ) <∞. (4.4)
The solution to a well-posed state-feedback optimal control problem can be char-
acterized in terms of the solution to the associated Bellman equation [62]-[65]. The
dissipation inequality (4.4) can be reformulated as a Bellman inequality as follows.
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Define function σ : Rm→ R as
σγ (x) = φ (qΨ)− γ (4.5)
Let V : Rm → R+ be a function taking values on the non-negative reals. If
σγ (x) ≤ V (xΨ)− V (AxΨ +Br −Bu), (4.6)
then
N−1∑
n=0
σ(xΨ [n]) ≤ V (xΨ[0])− V (xΨ[N ]) ≤ V (xΨ[0]), ∀N ∈ Z+,∀r ∈ `+([−1, 1]).
(4.7)
Hence, inequality (4.7) and non-negativity of V imply that the dissipation in-
equality (4.4) holds. Inequality (4.6) is frequently called the Bellman inequality.
Herein, standard techniques will be used to show that a controller K such that (4.4)
is achieved exists, if and only if the solution to the Bellman inequality exists. The
formulation will be made more precise as follows. A control sequence u [n] satisfying
(4.2) results in an output sequence qΨ [n] satisfying (4.4), if and only if there exists
a function V : Rm → R+, such that the inequality
V (x) ≥ σγ (x) + max
r∈[−1,1]
min
u∈U
V (Ax+Br −Bu) (4.8)
holds for all x ∈ Rm (Theorem 2). We refer to inequality (4.8) as the Bellman
inequality.
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4.1.2 Numerical Solutions to the Bellman Inequality
The numerical search for V satisfying (4.8) involves a finite-dimensional parameter-
ization of V defined over a bounded, control-invariant subset of the state space. A
strong invariant set of system (4.1) is defined as a subset Is ⊂ Rm such that:
Ax+Br −Bu ∈ Is, ∀x ∈ Is, r ∈ [−1, 1], u ∈ U. (4.9)
Moreover, a control invariant set of system (4.1) is a subset I ⊂ Rm such that:
∀x ∈ I, ∃u ∈ U : Ax+Br −Bu ∈ I, ∀r ∈ [−1, 1] . (4.10)
If max | eig(A)| < 1, then a bounded strong invariant set Is satisfying (4.9) is
guaranteed to exist, and can be found by using standard techniques. However, if
max | eig(A)| = 1, then a bounded strong invariant set does not exist. Thus, it
is desirable to construct a bounded control invariant set I satisfying (4.10). The
value function V that satisfies the Bellman inequality (4.8) when the control action
is restricted to the set of values that keep the state trajectory within the control
invariant set I also satisfies the Bellman inequality when the control takes arbitrary
values in the set U . Thus, a bounded set I satisfying (4.10) is constructed and a
solution to the Bellman inequality is sought over this set. Then, grids are created for
both the state space and the input space. In this work, these are uniformly-spaced,
discrete subsets of the Euclidean space, and are defined as follows. The set
G = {i∆ | i ∈ Z} (4.11)
is called a grid on R, where D = 1/∆ is a positive integer. The corresponding grid
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on I is
Γ = Gm ∩ I. (4.12)
Furthermore, we define Γr = {r1, r2, · · · , rL} as
Γr = G ∩ [−1, 1] . (4.13)
The next step is to create a finite-dimensional parametrization of V. In this the-
sis, the search is performed over the class of piecewise constant (PWC) functions
assuming a constant value over a tile. A tile in Gn, n ∈ N is defined as the smallest
hypercube formed by 2n points on the grid, and thus, has 2n faces (the faces are
hypercubes of dimension n − 1). By convention, we assume that the n faces that
contain the lexicographically smallest vertex are closed, and the rest are open. The
union of all such tiles covers Rn and their intersection is empty. Let Ti denote the
ith tile over the grid Gm, and T the set of all tiles that fully lie within I, and NT the
number of all such tiles:
T = {Ti | i ∈ {1, 2, · · · , NT}} .
The PWC parametrization of V is as follows
V (x) = Vi, ∀x ∈ Ti, i ∈ {1, 2, · · · , NT} (4.14)
where Vi ∈ R+. LetRj be the jth tile in the input space:
Rj = [rj, rj+1), ∀j ∈ {1, · · · , 2D} (4.15)
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where r1 = −1 and rj − rj−1 = ∆, ∀j ∈ {2, · · · , 2D} . We then use (4.14) to find a
function V satisfying the following discretized version of (4.8)
V (x) ≥ σγ (x) + max
r∈Γr
min
u∈U
V (Ax+Br −Bu) , ∀x ∈ Γ. (4.16)
The corresponding control function KΓ : Γ× Γr → U is defined (non-uniquely) by
KΓ (x, r) ∈ arg min
u∈U
V (Ax+Br −Bu) , ∀x ∈ Γ, ∀r ∈ Γr. (4.17)
Using the control function KΓ : Γ×Γr → U and (4.15), a piecewise constant function
K : T × [−1, 1]→ U is constructed as follows
K (x, r) = KΓ (li, rj) , ∀x ∈ Ti, ∀r ∈ Rj (4.18)
where li and rj are the lexicographically smallest vertices of Ti and Rj respectively.
In Subsection 4.1.3 we show how to search for functions V and KΓ satisfying
(4.16) and (4.17), and in Subsection 4.1.4 we show how to verify that the candidate
functions V and K (the piecewise constant extension of KΓ defined by (4.18)) satisfy
(4.8).
4.1.3 Searching for Numerical Solutions
The discrete Bellman inequality (4.16) is solved via value iteration. The algorithm is
initialized at Λ0 (x) = 0, ∀x ∈ T , and at stage k+ 1 it computes a piecewise constant
function Λk+1 : T → R+ satisfying
Λk+1 (x) = max
{
0, σγ (x) + max
r∈Γr
min
u∈U
Λk (Ax+Br −Bu)
}
. (4.19)
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When the iteration converges, it converges pointwise to a limit Λ : T → R+, where
the limit satisfies, for all x ∈ Γ, the equality
Λ (x) = max
{
0, σγ (x) + max
r∈Γr
min
u∈U
Λ (Ax+Br −Bu)
}
(4.20)
The smallest γ for which (4.19) converges is found through line search. We take
V (x) = Λ (x) , for all x ∈ T . The optimal control law at all the grid points is given
by (4.17), and its piecewise constant extension to T by (4.18).
4.1.4 Certifying Piecewise Constant Solutions
So far, we have shown how to obtain a piecewise constant value function along
with the corresponding piecewise constant control law as candidate solutions to the
Bellman inequality (4.8). In this subsection, we show how to formally certify validity
of these candidate solutions and provide a proof that the obtained value function and
the candidate control law satisfy (4.8). Define
η (r, x) = V (x)− σγ (x)− V (Ax+Br −BK (x, r)) , (4.21)
η (x) = sup
r∈[−1,1]
η (r, x) . (4.22)
If
min
x∈T
η (x) ≥ 0 (4.23)
then V satisfies the Bellman inequality (4.8) for all x ∈ T . The verification procedure
is as follows:
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1. Define
vi = V (x) , x ∈ Ti, i ∈ {1, 2, · · · , NT} ,
σi = max
x∈Ti
σγ (x) .
2. Define
uij = K (x, r) , x ∈ Ti, r ∈ Rj.
Yij = {Ax+Br −Buij | x ∈ Ti, r ∈ Rj} ,
and find all the tiles that intersect with Yij
Θij = {Tk | Tk ∩ Yij 6= {∅} , k ∈ {1, 2, · · · , NT}} .
3. Compute
v˜ij = max
s∈Θij
vs
4. Verify that
vi − σi − v˜ij ≥ 0 (4.24)
5. Repeat steps 2-4 for all input tiles r ∈ Rj, j ∈ {1, · · · , 2D} .
6. Repeat steps 1-5 for all tiles x ∈ Ti, i ∈ {1, 2, · · · , NT} .
7. An arbitrarily close approximation for the smallest value of γ for which (4.24)
is satisfied for all i, j, can be found through line search.
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4.2. Theoretical Statements
Lastly, in subsection 4.2.1, we present a theorem that establishes the link between the
full information feedback control problem (problem 2) and the Bellman inequality
(4.8). The implications of Theorem 2 below are as follows: First, the equivalence
between (i) and (ii) establishes that the full information feedback control problem,
i.e., the problem of finding the smallest γ for which there exists a quantization law
satisfying criterion (2.10), and the problem of finding the solution of the Bellman
inequality (4.8) are equivalent. Second, the equivalence between (ii) and (iii) means
that the Bellman inequality can be satisfied with equality constraint everywhere, and
the solution is the limit of a sequence of functions.
Note that in this section we use subscript notation for values of sequences at
specific time instances instead of the bracket notion used elsewhere, that is xn is
used in place of x[n].
4.2.1 A Bellman Inequality Theorem
Theorem 2 Let X be a metric space, Ω ⊂ R be a compact set, U ⊂ R be a finite
set, and f : X × Ω × U 7→ X and σ : X 7→ R be continuous functions. Then the
following statements are equivalent:
(i) There exists a function α : X 7→ R+ and a sequence of functions Fn : Ωn+1 ×
X 7→ U , such that the inequality
N−1∑
n=0
σ (xn) ≤ α(x0) (4.25)
holds for all N and all sequences x : Z+ 7→ X, r : Z+ 7→ Ω, and u : Z+ 7→ U
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satisfying
xn+1 = f(xn, rn, un), x0 = x¯, ∀n ∈ Z+ (4.26)
un = Fn (rn, · · · , r0, x0) . (4.27)
(ii) There exists a function V : X 7→ R+ such that
V (x) ≥ σ (x) + max
r∈Ω
min
u∈U
V (f(x, r, u)) , ∀x ∈ X. (4.28)
(iii) The sequence of functions Λk : X 7→ R+ defined by
Λ0 (x) ≡ 0 (4.29)
Λk+1 (x) = max
{
0, σ (x) + max
r∈Ω
min
u∈U
Λk (f(x, r, u))
}
(4.30)
converges pointwise to a limit Λ∞ : X 7→ R+.
Moreover, if conditions (i)−(iii) hold, then Λ∞ from (iii) satisfies
Λ∞ (x) = max
{
0, σ (x) + max
r∈Ω
min
u∈U
Λ∞ (f(x, r, u))
}
(4.31)
and there exists a function K : X × Ω 7→ U such that every triplet of sequences
(x, u, r) satisfying (4.26) and
un = K(xn, rn) (4.32)
also satisfies (4.25) for α(x) = Λ∞(x).
Observation 1 The sequence of functions Λk : X 7→ R+ defined by (4.29) and
(4.30) is monotonically increasing.
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Proof: The proof is done by induction. Since Λ0(x) = 0 for all x ∈ X, it follows
that
Λ1(x) = max {0, σ(x)} ≥ Λ0(x), ∀x ∈ X. (4.33)
Assume, Λk(x) ≥ Λk−1(x) for all x ∈ X. This assumption in conjunction with
equation (4.30), results in the following inequality
Λk+1 (x) ≥ max
{
0, σ (x) + max
r∈Ω
min
u∈U
Λk−1 (f(x, r, u))
}
= Λk(x).
Therefore,
Λ0(x) ≤ Λ1(x) ≤ · · · ≤ Λk(x), ∀x ∈ X, k ∈ Z+
♥
Proof of Theorem 2:
(i) =⇒ (iii) Define function V∞ : X 7→ R+ as follows:
V∞(x0)
def
= sup
τ∈Z+
Vτ (x0) <∞, ∀x0 ∈ X, (4.34)
where Vτ : X 7→ R+ is defined by
Vτ (x0) = max
θ0,r0
min
u0
max
θ1,r1
min
u1
· · · max
θτ−2,rτ−2
min
uτ−2
max
θτ−1
τ−1∑
n=0
hn+1σ(xn), (4.35)
with rn, un, θn restricted by rn ∈ Ω, un ∈ U, θn ∈ {0, 1}, xn ∈ X defined by (4.26),
and hn defined by
hn+1 = θnhn, h0 = 1, ∀n ∈ Z+. (4.36)
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Note that boundedness of V∞ is guaranteed by (4.25). For τ = 0, equation (4.35)
simplifies to:
V0(x0) = 0, ∀x0 ∈ X. (4.37)
For τ = 1, we have:
V1(x0) = max{0, σ(x0)}.
The rest of the proof is done by induction over τ . For τ = 2, we have:
V2(x0) = max{0, σ(x0) + max
r0
min
u0
max
θ1
θ1σ(x1)}
= max{0, σ(x0) + max
r0
min
u0
V1(f(x0, r0, u0))}.
Assume that,
Vk(x0) = max{0, σ(x0) + max
r0
min
u0
Vk−1(f(x0, r0, u0))}.
Define h˜n+1 = θnh˜n, h˜1 = 1, for n = 1, 2, 3 · · · . Equation (4.35) can be equiva-
lently written for τ = k + 1 as follows:
Vk+1(x0) = max
θ0
[
θ0
(
σ(x0) + max
r0
min
u0
max
θ1
· · · max
θk−1,rk−1
min
uk−1
max
θk
k∑
n=1
h˜n+1σ(xn)︸ ︷︷ ︸
Vk(x1)
)]
.
Therefore,
Vk+1(x0) = max{0, σ(x0) + max
r0
min
u0
Vk(f(x0, r0, u0))}. (4.38)
From Observation 1, we know that the sequence of functions Vk is monotonically
increasing. Since a monotonic sequence of functions converge if and only if it is
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bounded, we have convergence of the sequence.
(iii) =⇒ (i)
Taking the limit as k →∞ from both sides of (4.30) gives
Λ∞ (x) = lim
k→∞
max
{
0, σ (x) + max
r∈Ω
min
u∈U
Λk (f(x, r, u))
}
.
Again from Observation 1, the sequence of functions Λk is monotonically increas-
ing, thus the limit as k →∞ of Λk is equivalent to its supremum over k. Hence, we
can rewrite the above equation as follows:
Λ∞ (x) = max
{
0, σ (x) + max
r∈Ω
sup
k
min
u∈U
Λk (f(x, r, u))
}
. (4.39)
Given a finite set U ∈ R and a sequence of functions ζn : U 7→ R such that the
limit lim
n→∞
ζn exists, the identity
lim
n→∞
min
u∈U
ζn(u) = min
u∈U
lim
n→∞
ζn(u)
holds. This theorem in conjunction with the fact that the supremum over k and the
limit as k →∞ of Λk can be interchanged, allows equation (4.39) to be rewritten as:
Λ∞ (x) = max
{
0, σ (x) + max
r∈Ω
min
u∈U
sup
k
Λk (f(x, r, u))
}
= max
{
0, σ (x) + max
r∈Ω
min
u∈U
Λ∞ (f(x, r, u))
}
. (4.40)
This proves (4.31).
Let xn be be defined by (4.26), define
un = arg min
u∈U
Λ∞(f(xn, rn, u)) = K(xn, rn) (4.41)
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where K : X × Ω 7→ U is a function. Since xn is a function of rn−1, rn−2, · · · , r0
and x0, equation (4.41) defines the sequence of functions Fn in (4.27). Furthermore,
equation (4.40) implies:
Λ∞(x) ≥ σ(x) + max
r∈Ω
min
u∈U
Λ∞(f(x, r, u))
≥ σ(x) + min
u∈U
Λ∞(f(x, r, u)), ∀r ∈ Ω
Let un be defined by (4.41). For n = 0, we can write:
Λ∞(x0) ≥ σ(x0) + Λ∞(x1), ∀r0 ∈ Ω,
and for n = 1 we can write:
Λ∞(x1) ≥ σ(x1) + Λ∞(x2), ∀r1 ∈ Ω.
Adding the above two inequalities gives:
Λ∞(x0) ≥ σ(x0) + σ(x1) + Λ∞(x2), ∀r0, r1 ∈ Ω,
Thus, by induction we have:
N−1∑
n=0
σ(xn) ≤ Λ∞(x0)− Λ∞(xN). (4.42)
The sequence of functions Vk is monotonically increasing and in conjunction with
convergence of the sequence, we have Λ∞(x) <∞ for all x ∈ X. Furthermore, since
Λk(x) ≥ 0 for all k ∈ Z+, x ∈ X, we also have Λ∞(x) ≥ 0 for all x ∈ X. Thus we
80
can rewrite (4.42) as:
N−1∑
n=0
σ(xn) ≤ Λ∞(x0).
Hence, (4.25) holds for α(x0) = Λ∞(x0).
(iii) =⇒ (ii) From the proof of (iii) =⇒ (i) we have equation (4.40), which
implies
Λ∞(x) ≥ σ(x) + max
r∈Ω
min
u∈U
Λ∞(f(x, r, u)).
For V (x) = Λ∞(x) we have (4.28).
(ii) =⇒ (i)
Let xn be be defined by (4.26), define
un = arg min
u∈U
V (f(xn, rn, u)) = K(xn, rn) (4.43)
where K : X × Ω 7→ U is a function. Since xn is a function of rn−1, rn−2, · · · , r0
and x0, equation (4.43) defines the sequence of functions Fn in (4.27).
Writing (4.28) for xn defined by (4.26), un be defined by (4.43), and n = 0, we
have:
V (x0) ≥ σ(x0) + V (x1), ∀r0 ∈ Ω,
For n = 1 we have:
V (x1) ≥ σ(x1) + V (x2), ∀r1 ∈ Ω.
Adding the above two inequalities gives:
V (x0) ≥ σ(x0) + σ(x1) + V (x2), ∀r0, r1 ∈ Ω,
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Thus, by induction we have:
N−1∑
n=0
σ(xn) ≤ V (x0)− V (xN). (4.44)
Since V (x) ≥ 0 for all x ∈ X, we have:
N−1∑
n=0
σ(xn) ≤ V (x0).
Hence, (4.25) holds for α(x0) = V (x0). ♥
4.3. Summary
An algorithm was presented for numerical computation of solutions to the under-
lying Bellman inequality for the full information feedback optimal control problem.
Moreover, a post-design verification algorithm was presented for computing an upper
bound on the quality of the design. In Chapter 6, we present examples utilizing the
method presented herein.
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Chapter 5
Lower Bounds on the Performance
of Analog to Digital Converters
In this chapter, we present a framework for finding certified lower bounds for the
performance of ADCs with shaping filters of arbitrary order. The objective is to
find a lower bound on the infimum of the cost function. The approach is to find a
feedback law for generating the input of the ADC such that regardless of its output,
the performance is bounded from below by a certain value. Thus, the input of the
ADC is viewed as the control, and the problem is posed within a non-linear optimal
feedback control/game framework in subsection 2.2.2. We show that the optimal
control law can be characterized in terms of a value function satisfying an analog
of the Bellman inequality. The value function in the Bellman inequality and the
corresponding control law can be jointly computed via value iteration.
Since searching for the value function involves solving a sequence of infinite di-
mensional optimization problems, some approximations are needed for numerical
computation. First, a finite-dimensional parameterization of the value function is
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selected. Second, the state space and the input space are discretized. Third, the
computations are restricted to a finite subset of the space. The latter step deserves
further elaboration. If the dynamical system inside the ADC is strictly stable, then
a bounded control invariant set exists, thus it is possible to do the computations
over a bounded region. The challenge arises when the filter has poles on the unit
circle. In this case, there does not exist a bounded control invariant set, since the
disturbances can exceed the control variable in magnitude. Under the condition that
there is at most one pole on the unit circle, we present a theorem that states that
the value function is zero outside a certain bounded space. Thus, we have an a priori
knowledge of an analytic expression for the value function beyond a bounded region.
As a result, the computations need to be carried out only over this bounded region.
This is in dramatic contrast with the case of upper bound computations in Chapter
4, something to be discussed in the next section.
5.1. Main Approach
This section describes the methodology for finding worst-input sequence generator for
any ADC and the certified lower bound on its performance by solving a Bellman-type
inequality.
5.1.1 The Bellman Inequality
Assume that the system dynamics evolve according to (2.31)-(2.33), repeated here
for convenience
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x[n+ 1] = Ax[n] +Br[n]−Bu[n], x[0] = x0, (5.1)
r[n] = Kr (x[n]) , (5.2)
q[n] = Cx[n], (5.3)
Note that the initial condition is assumed to be arbitrary. The dissipation in-
equality (2.34), again repeated for convenience, is given by
inf
N
N−1∑
n=0
(φ (q[n])− γ) > −∞. (5.4)
The solution to a well-posed state-feedback optimal control problem can be char-
acterized in terms of the solution to the associated Bellman equation [62]-[65]. The
dissipation inequality (5.4) can be reformulated as a Bellman inequality as follows.
Let V : Rm → R+ be a function taking values on the non-negative reals. If
φ (Cx)− γ ≥ V (Ax+Br −Bu)− V (x), (5.5)
then
N−1∑
n=0
(φ (Cx)− γ) ≥ V (x[N ])− V (x[0]) ≥ −V (x[0]). (5.6)
Hence, inequality (5.6) and non-negativity of V imply that the dissipation in-
equality (5.4) holds. Inequality (5.5) is frequently called the Bellman inequality.
Herein, standard techniques are used to show that a controller Kr satisfying (5.4)
exists if and only if a solution to an analog of the Bellman equation exists. The
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formulation will be made more precise as follows. Define function σ¯γ : Rm 7→ R by
σ¯γ (x) = γ − φ (Cx) . (5.7)
It can be shown that a controller Kr in (5.2), guaranteeing (5.4) exists, if and
only if there exists a function V : Rm 7→ R+, such that inequality
V (x) ≥ σ¯γ (x) + min
r∈[−1,1]
max
u∈U
V (Ax+Br −Bu) (5.8)
holds for all x ∈ Rm (see Theorem 3). We refer to inequality (5.8) as the Bellman
inequality, and to a function V satisfying (5.8) as the value function.
5.1.2 Numerical Solutions to the Bellman Inequality
In this section, we outline our approach for numerical computation of the value
function V and the control function Kr. We can simplify the problem of searching
for a solution to inequality (5.8) by instead finding a solution V ≥ 0 to the inequality
V (x) ≥ σ¯γ (x) + min
r∈Γr
max
u∈U
V (Ax+Br −Bu) , ∀x ∈ Rm (5.9)
where Γr is a finite subset of [−1, 1]. Since for every function g : [−1, 1] 7→ R, we
have
inf
r∈[−1,1]
g (r) ≤ min
r∈Γr
g (r) , (5.10)
a solution V of (5.9) is also a solution of (5.8). In the remainder of this section we
focus on finding a solution to (5.9).
A strong invariant set of system (5.1), with respect to Γr, is defined as a subset
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Is ⊂ Rm such that:
Ax+Br −Bu ∈ Is, ∀x ∈ Is, r ∈ Γr, u ∈ U. (5.11)
Moreover, a control invariant set of system (5.1), with respect to Γr, is defined
as a subset I ⊂ Rm such that:
∀x ∈ I, ∃r ∈ Γr : Ax+Br −Bu ∈ I, ∀u ∈ U. (5.12)
Once again, we would ideally like to have a bounded invariant set, so that the
search for V satisfying the Bellman inequality is restricted to a bounded region of
the state space. If max | eig(A)| < 1, then a bounded set Is satisfying (5.11) is
guaranteed to exist, and can be found by using standard techniques. However, if
max | eig(A)| = 1, then not only is there no bounded strong invariant set, but also
there is no bounded control invariant set I satisfying (5.12), due to the assumption
that the smallest element in the set U is less than−1 and the largest element is greater
than 1. Hence, the case when max | eig(A)| = 1 presents the challenge of searching
for a numerical solution to (5.9) over an unbounded state space. However, for the
case that there is only one pole on the unit circle, we will establish in Theorem 4,
that the value function is zero for all x outside a certain bounded region. Hence, the
numerical search for V satisfying (5.9) needs to be carried out only over a bounded
subset of the state space. Furthermore, for the case when there are two poles on
the unit circle, an analytic expression for the value function outside of a bounded
region is presented for the second order example given in Chapter 6. Next, uniform
grids Γ (4.12) and Γr (4.13) are created for the state and input spaces, respectively.
The next step is to create a finite-dimensional parameterization of V. As defined
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in Chapter 4, the class of piecewise constant (PWC) functions assuming a constant
value over a tile is used. We then search for a solution V : I 7→ R+ of (5.9) for all
x ∈ I within the class of PWC functions defined in (4.14). The corresponding PWC
control function Kr : I 7→ Γr is defined (non-uniquely) by
Kr (x) ∈ arg min
r∈Γr
max
u∈U,x¯∈T (x)
V (Ax¯+Br −Bu) , ∀x ∈ I. (5.13)
where T (x) = Ti for x ∈ Ti. In the next subsection we show how to search and
certify functions V and Kr satisfying (5.9) and (5.13).
5.1.3 Searching for Numerical Solutions
The Bellman inequality (5.9) is solved via value iteration. The algorithm is initialized
at Λ0 (x) = 0, for all x ∈ T , and at stage k + 1 it computes a PWC function
Λk+1 : T 7→ R+ satisfying
Λk+1 (x) = max
{
0, σ¯γ (x) + min
r∈Γr
max
u∈U,x¯∈T (x)
Λk (Ax¯+Br −Bu)
}
. (5.14)
At each stage of the iteration, Λk+1 is computed and certified to satisfy (5.14) for
all x ∈ T as follows:
1. For every i ∈ {1, 2, · · · , NT} and j ∈ {1, 2, · · · , L}, define
σi = sup
x∈Ti
σ¯γ (x) ,
Yij = {Ax+Brj −Bu | x ∈ Ti, rj ∈ Γr, u ∈ U} ,
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and find all the tiles that intersect with Yij
Θij = {p | Tp ∩ Yij 6= {∅} , p ∈ {1, 2, · · · , NT}} .
2. Let
vs = Λk (x) , x ∈ Ts, s ∈ {1, 2, · · · , NT} .
Compute
vij = max
s∈Θij
vs.
3. For every tile x ∈ Ti compute PWC functions:
Λk+1 (x) = max
{
0, σi + min
j
vij
}
.
When the iteration converges, it converges pointwise to a limit Λ : T 7→ R+,
where the limit satisfies, for all x ∈ T , the equality
Λ (x) = max
{
0, σ¯γ (x) + min
r∈Γr
max
u∈U,x¯∈T (x)
Λ (Ax¯+Br −Bu)
}
. (5.15)
The largest γ for which (5.14) converges is found through line search. We take
V (x) = Λ (x) , for all x ∈ T . The associated suboptimal control law is a PWC
function defined over all tiles Ti in the control invariant set I that satisfies (5.13).
5.2. Theoretical Statements
In this section, we show that under some technical assumptions, the value function
in (5.8) is zero beyond a bounded region. However, we first present a theorem that
89
establishes the link between the full information feedback control problem and the
Bellman inequality (5.8). Note that in this section we use subscript notation for
values of sequences at specific time instances instead of the bracket notion used
elsewhere, that is xn is used in place of x[n].
Theorem 3 Let X be a metric space, Ω ⊂ R be a compact set, U ⊂ R be a finite
set, and f : X × Ω × U 7→ X and σ : X 7→ R be continuous functions. Then the
following statements are equivalent:
(i)
V∞(x¯)
def
= sup
τ∈Z+
Vτ (x¯) <∞, ∀x¯ ∈ X, (5.16)
where Vτ : X 7→ R+ is defined by
Vτ (x¯) = max
θ0
min
r0
max
u0,θ1
· · ·min
rτ−2
max
uτ−2,θτ−1
τ−1∑
n=0
hn+1σ(xn), (5.17)
with rn, un, θn restricted by rn ∈ Ω, un ∈ U, θn ∈ {0, 1} and xn, hn defined
by
xn+1 = f(xn, rn, un), x0 = x¯, ∀n ∈ Z+ (5.18)
hn+1 = θnhn, h0 = 1, ∀n ∈ Z+. (5.19)
(ii) The sequence of functions Λk : X 7→ R+ defined by
Λ0 (x) ≡ 0
Λk+1 (x) = max
{
0, σ (x) + min
r∈Ω
max
u∈U
Λk (f(x, r, u))
}
(5.20)
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converges pointwise to a limit Λ∞ : X 7→ R+.
(iii) There exists a function V : X 7→ R+ such that
V (x) = max
{
0, σ(x) + min
r∈Ω
max
u∈U
V (f(x, r, u))
}
(5.21)
for every x ∈ X.
(iv) There exists a function V : X 7→ R+ such that
V (x) ≥ σ(x) + min
r∈Ω
max
u∈U
V (f(x, r, u)), ∀x ∈ X. (5.22)
Moreover, if conditions (i)−(iv) hold, then V∞ is a solution of (5.21) and
V∞ = Λ∞ ≥ Vk = Λk, ∀k ∈ Z+ (5.23)
V ≥ V∞. (5.24)
for V satisfying (iii). Furthermore, for every xn satisfying (5.18),
sup
τ
τ−1∑
n=0
σ(xn) <∞. (5.25)
Observation 2 The sequence of functions Λk : X 7→ R+ defined by (5.20) is mono-
tonically increasing.
Proof: The proof is done by induction. Since Λ0(x) = 0 for all x ∈ X, it follows
that
Λ1(x) = max {0, σ(x)} ≥ Λ0(x), ∀x ∈ X. (5.26)
Assume, Λk(x) ≥ Λk−1(x) for all x ∈ X. This assumption in conjunction with
91
equation (5.20), results in the following inequality
Λk+1 (x) ≥ max
{
0, σ (x) + min
r∈Ω
max
u∈U
Λk−1 (f(x, r, u))
}
= Λk(x).
Therefore,
Λ0(x) ≤ Λ1(x) ≤ · · · ≤ Λk(x), ∀x ∈ X, k ∈ Z+
♥
Proof of Theorem 3:
(i) =⇒ (ii) For τ = 0, equation (5.17) simplifies to:
V0(x0) = 0, ∀x0 ∈ X. (5.27)
For τ = 1, we have:
V1(x0) = max{0, σ(x0)}.
The rest of the proof is done by induction over τ . For τ = 2, we have:
V2(x0) = max{0, σ(x0) + min
r0
max
u0,θ1
θ1σ(x1)}
= max{0, σ(x0) + min
r0
max
u0
V1(f(x0, r0, u0))}.
Assume that,
Vk(x0) = max{0, σ(x0) + min
r0
max
u0
Vk−1(f(x0, r0, u0))}.
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Define h˜n+1 = θnh˜n, h˜1 = 1, for n = 1, 2, 3 · · · . Equation (5.17) can be equiva-
lently written for τ = k + 1 as follows:
Vk+1(x0) = max
θ0
[
θ0
(
σ(x0) + min
r0
max
u0
max
θ1
· · ·min
rk−1
max
uk−1,θk
k∑
n=1
h˜n+1σ(xn)︸ ︷︷ ︸
Vk(x1)
)]
.
Therefore,
Vk+1(x0) = max{0, σ(x0) + min
r0
max
u0
Vk(f(x0, r0, u0))}. (5.28)
From Observation 2, we know that the sequence of functions Vk is monotonically
increasing. Since a monotonic sequence of functions converge if and only if it is
bounded, we have convergence of the sequence.
(ii) =⇒ (i) Again from Observation 2, the sequence of functions Vk is mono-
tonically increasing; thus, in conjunction with convergence of the sequence, we have
Λ∞(x) <∞ for all x ∈ X. Furthermore, since Λk(x) ≥ 0 for all k ∈ Z+, x ∈ X, we
also have Λ∞(x) ≥ 0 for all x ∈ X. It only remains to show that equation (5.20) is
equivalent to (5.17). Equation (5.20) for k = 0 is trivially equivalent to:
Λ1(x0) = max
θ0∈{0,1}
θ0σ(x0), ∀x0 ∈ X
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For k = 1, equation (5.20) is equivalent to:
Λ2(x0) = max
{
0, σ(x0) + min
r0
max
u0
Λ1(x1)
}
= max
θ0
[
θ0
(
σ(x0) + min
r0
max
u0,θ1
{θ1σ(x1)}
)]
= max
θ0
min
r0
max
u0,θ1
1∑
n=0
hn+1σ(xn).
Assume,
Λk(x0) = max
θ0
min
r0
max
u0,θ1
· · ·min
rk−2
max
uk−2,θk−1
k−1∑
n=0
hn+1σ(xn).
Substituting the above equation into (5.20) we have:
Λk+1(x0) = max
θ0
[
θ0
(
σ(x0) + min
r0
max
u0
max
θ1
· · ·min
rk−1
max
uk−1,θk
k∑
n=1
h˜n+1σ(xn)︸ ︷︷ ︸
Λk(x1)
)]
,
which is equivalent to (5.17). Finally, since the sequence of functions Λk is mono-
tonically increasing, the limit as k → ∞ of Λk is equivalent to its supremum over
k.
(i) =⇒ (iii) Substituting (5.28) into (5.16) and interchanging the order of the
supremum over τ with the maximum, we get
V∞(x¯) = max{0, σ(x0) + sup
τ∈Z+
min
r0
max
u0
Vτ−1(f(x0, r0, u0))}.
As discussed in the proof of (ii) =⇒ (i), the supremum over τ , in the expression
above, is equal to the limit as τ → ∞. Moreover, a well-known theorem from
Analysis states that: given a metric space X, a compact set Ω, and a continuous
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function g : X × Ω 7→ R, the function gˆ : X 7→ R defined by
gˆ(x) = max
r∈Ω
g(x, r), or gˆ(x) = min
r∈Ω
g(x, r)
is continuous. Furthermore, given a compact metric space Ω, and a monotonically
increasing sequence of continuous functions gk : Ω 7→ R such that limk→∞ gk(r) is
finite for every r ∈ Ω, the following equality holds:
lim
k→∞
min
r∈Ω
gk(r) = min
r∈Ω
lim
k→∞
gk(r)
Therefore, we have (5.21).
(iii) =⇒ (iv) Trivially true.
(iv) =⇒ (i) Since V (x) ≥ 0 for all x, we can rewrite (5.22) as
V (x) ≥ max
{
0, σ(x) + min
r
max
u
V (f(x, r, u))
}
. (5.29)
Inequality (5.29) holds for all x ∈ X, thus it holds for the sequence {x0, x1, · · · , xk−1},
where xk−1 satisfies (5.18). Now take inequality (5.29) with x replaced by x0 and
substitute for V (f(x0, r0, u0)) the corresponding inequality for V (x1):
V (x0) ≥ max
{
0, σ(x0) + min
r0
max
u0
max
[
0, σ(x1) + min
r1
max
u1
V (f(x1, r1, u1))
]}
.
Equivalently,
V (x0) ≥ max
θ0
θ0
(
σ(x0) + min
r0
max
u0,θ1
θ1
[
σ(x1) + min
r1
max
u1
V (f(x1, r1, u1))
])
.
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Repeating this process, we have:
V (x0) ≥
S(x0)︷ ︸︸ ︷
max
θ0
min
r0
max
u0,θ1
· · ·min
rk−2
max
uk−2,θk−1
[
k−1∑
n=0
hn+1σ(xn)
+ min
rk−1
max
uk−1
hnV (f(xk−1, rk−1, uk−1))
]
.
After rearranging terms we have:
S(x0) ≤ V (x0)−max
θ0
min
r0
max
u0,θ1
· · ·min
rk−1
max
uk−1
hnV (xk).
Non-negativity and existence of V guarantees:
S(x0) ≤ V (x0) <∞. (5.30)
Since (5.30) holds for all k, we have (5.16).
The proof for (5.23)-(5.25) is as follows: Substituting (5.16) into the right hand
side of (5.21) and using the reasoning in (i) =⇒ (iii) it is easy to see that (5.16) is a
solution of (5.21). Furthermore, (5.23) was proved within the proof of (i) =⇒ (ii).
Inequality (5.24) states that (5.16) is the minimal solution of (5.21), this is proven
by induction. Let F be a function that maps function V on X into function FV on
X, defined according to:
(FV )(x) = max
{
0, σ(x) + min
r∈Ω
max
u∈U
V (f(x, r, u))
}
,
then V = FV . Since V ≥ 0, we have V ≥ V0. Assume V ≥ Vk, and apply
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mapping F to both sides to get
FV ≥ FVk = Vk+1.
Therefore, V ≥ Vk for all k, and thus (5.16) is the minimal solution of (5.21).
Finally, (5.25) is obtained by substituting into (5.16) the argument of minimums
and maximums for the sequences r, u, and θ respectively. ♥
Definition 1 For v ∈ Rm\{0}, a cylinder with axis v is a set of the form:
CQ,β(v) =
{
p ∈ Rm : inf
t∈R
(p− tv)TQ(p− tv) ≤ β
}
(5.31)
where Q ∈ Rm×m, Q = Q′ > 0, and β > 0.
Remark 1 A cylinder that is an invariant set for system (2.31) is called an invariant
cylinder.
The next theorem establishes that the value function is zero for all x outside a
certain bounded region. However, the proof of Theorem 4 relies on Lemmas 3 and
4, which are presented first.
Lemma 3 Let (A,B) be a controllable pair. Then, for every bounded set Ξ ⊂ Rm,
there exists a finite set X˜ ⊂ Rm and a function ρ : Ξ 7→ [−1, 1]m, such that xm ∈ X˜
whenever x0 ∈ Ξ for every solution (x, r) of
xn+1 = Axn +Brn −Bun, n ≤ m (5.32)
rn = ρ(x0)n, n ≤ m (5.33)
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for every u ∈ `+(U), where ρ(x0)n denotes the n-th element of ρ(x0).
Proof: The solution to (5.32) is given by
xm = A
mx0 +
m−1∑
i=0
AiBrm−i−1 −
m−1∑
i=0
AiBum−i−1. (5.34)
Since Ξ is bounded, AmΞ is also bounded, thus the first term on the right hand
side of (5.34) is bounded. Let Lc denote the controllability matrix:
Lc = [A
m−1B · · ·AB B].
Construct a finite set Ξ˜F ⊂ Ξ˜ as follows: let Ξ˜F be the intersection of Ξ˜ and the
set consisting of uniformly spaced Cartesian grid points with spacing ∆, where
∆ ≤ 2/||L−1c ||∞.
Then for every y0 ∈ Ξ˜, there exists ξ˜ ∈ Ξ˜F such that:
||y0 − ξ˜||∞ ≤ ∆/2
Thus,
||L−1c (y0 − ξ˜)||∞ ≤ 1,
which implies
L−1c (A
mx0 − ξ˜) ∈ [−1, 1]m, ∀x0 ∈ Ξ (5.35)
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Then for
ρ(x0) = −L−1c (Amx0 − ξ˜), (5.36)
we have
xm = ξ˜ −
m−1∑
i=0
AiBum−i−1.
Since Ξ˜F and U are finite sets, xm takes only a finite number of values. ♥
Lemma 4 Assume (A,B) is controllable and the function σ : Rm 7→ R is BIBO. If
V∞ in (5.16)-(5.17) satisfies
V∞(x) <∞, ∀x ∈ Rm (5.37)
then V∞ is BIBO.
Proof: Let α : Rm × `+([−1, 1]) × `+(U) × Z+ 7→ Rm be a function that maps the
initial state x0 and sequences r and u to the state x at time k, where the evolution
of the state is given by x[n+ 1] = Ax[n] +Br[n]−Bu[n]:
α(x0, r, u, k) = xk. (5.38)
Equation (5.17) can be equivalently written as:
Vτ (x0) = max
θ0
min
r0
max
u0,θ1
· · ·min
rm−1
max
um−1
{
m−1∑
n=0
hn+1σ(xn)
+ max
θm
min
rm
max
um,θm+1
· · ·min
rτ−2
max
uτ−2,θτ−1
τ−1∑
n=m
hn+1σ(xn)
}
(5.39)
99
Using the notation: r̂ = {ri}m−1i=0 , û = {ui}m−1i=0 , θ̂ = {θi}m−1i=0 , we can rewrite
(5.39) as:
Vτ (x0) = max
θ0
min
r0
max
u0,θ1
· · ·min
rm−1
max
um−1
{
m−1∑
n=0
hn+1σ(xn) + Vτ (α(x0, r̂, û,m))
}
(5.40)
Let Ξ be a bounded subset of Rm and x0 ∈ Ξ. Furthermore, let ρ : Ξ 7→ [−1, 1]m
be the function defined in (5.36) and X˜ ⊂ Rm denote the set of all states that can be
reached in exactly m steps for some input sequence u ∈ `+(U). According to Lemma
3, the set X˜ is finite. Let r̂ = ρ(x0), consequently α(x0, ρ(x0), û,m) = xm ∈ X˜ for
every sequence û. Denote r¯ = {ri}m−2i=0 , u¯ = {ui}m−2i=0 ,
ν¯
(
x0, r¯, u¯, θ̂
)
def
=
m−1∑
n=0
hn+1σ(xn).
Let r¯ = {ρ(x0)i}m−2i=0 and
ν
(
x0, u¯, θ̂
)
def
= ν¯
(
x0, r¯, u¯, θ̂
) ∣∣∣∣
r¯={ρ(x0)i}m−2i=0
.
Thus,
Vτ (x0) ≤ max
û,θ̂
{
ν
(
x0, u¯, θ̂
)
+ Vτ (xm)
}
,
where xm ∈ X˜ for every sequence û. Taking supremum over τ from both sides of the
above inequality, we have:
V∞(x0) ≤ sup
τ
max
û,θ̂
{
ν
(
x0, u¯, θ̂
)
+ Vτ (xm)
}
,
= max
û,θ̂
{
ν
(
x0, u¯, θ̂
)
+ V∞(xm)
}
.
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Hence
sup
x0∈Ξ
V∞(x0) ≤ sup
x0∈Ξ
max
u¯,θ̂
ν
(
x0, u¯, θ̂
)
+ sup
x0∈Ξ
max
û,θ̂
V∞(xm). (5.41)
Since Ξ and U are bounded, the set{
Anx+
n−2∑
k=−1
Ak+1B(rn−k − un−k) : x ∈ Ξ, rk ∈ [−1, 1], uk ∈ U
}
is also bounded for every finite n. Furthermore, σ is BIBO, which immediately
implies that the first supremum on the right side of inequality (5.41) is bounded.
Moreover, xm can take only a finite number of values for every x0 ∈ Ξ and every
sequence û. Since V∞ is finite and the supremum over a finite set is finite, the second
term on the right side of inequality (5.41) is also bounded. Hence V∞ is BIBO. ♥
Theorem 4 Let U ⊂ R be a fixed finite set. Consider the system defined by equation
(2.31), where x ∈ `+(Rm), r ∈ `+([−1, 1]), u ∈ `+(U), and the pair (A,B) is
controllable. Suppose that A has exactly one eigenvalue on the unit circle. Let e1
denote the eigenvector corresponding to the eigenvalue of A that is on the unit circle.
Let β > 0 and Q ∈ Rm×m, Q = Q′ > 0 be such that CQ,β(e1) is an invariant cylinder
for system (2.31). Let V be defined by (5.16) and σ be BIBO. If the set
S0 = {x ∈ CQ,β(e1) : σ(x) > −0} (5.42)
is bounded for some 0 > 0, then the set
M = {x ∈ CQ,β(e1) : V (x) 6= 0} (5.43)
is also bounded.
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Proof: For system (2.31) with exactly one pole z1 on the unit circle and all other
poles strictly inside the unit circle, with e1 ∈ Rm\{0} such that Ae1 = z1e1, and
Q ∈ Rm×m, Q = Q′ > 0 such that Q ≥ A′QA, there exists an invariant cylinder
with axis e1 for some β > 0. Furthermore, the intersection of CQ,β(e1) with the set
{|e1x| < ζ : x ∈ Rm, ζ > 0} is bounded whenever Ce1 6= 0. Define
M0 = sup
x∈S0
V∞(x).
Lemma 4 guarantees finiteness of the supremum. Let α : Rm × `+([−1, 1]) ×
`+(U)×Z+ 7→ Rm be a function defined in the proof of Lemma 4. Let L denote the
smallest integer strictly larger than M0/0. Define
SL = {x ∈ CQ,β(e1) : α(x, r, u, k) /∈ S0, ∀k ≤ L, ∀r ∈ `+([−1, 1]), ∀u ∈ `+(U)}
That is, SL is the set of all states within the invariant cylinder from which S0 cannot
be reached in L steps or less. The complement of the set SL is the region of the
cylinder for which there exist sequences r and u such that the state gets to S0 in L
steps or less. Since, both r and u are uniformly bounded, the set ScL is bounded.
For j = {0, 1, 2, · · · , τ − 2}, define functions gj : Rm × `+({0, 1})× `+([−1, 1])×
`+(U) 7→ R and gτ−1 : Rm × `+({0, 1})× `+([−1, 1])× `+(U) 7→ R by:
gj(x¯, {θi}ji=0, {ri}j−1i=0 , {ui}j−1i=0 ) = min
rj
max
uj ,θj+1
· · ·min
rτ−2
max
uτ−2,θτ−1
τ−1∑
n=0
hn+1σ(xn) (5.44)
gτ−1(x¯, {θi}τ−1i=0 , {ri}τ−2i=0 , {ui}τ−2i=0 ) =
τ−1∑
n=0
hn+1σ(xn) (5.45)
For  > 0 and x¯ ∈ Rm, let τ˜(x¯) ∈ Z+, Θ˜0(x¯) ∈ {0, 1}, R˜0(x¯) ∈ [−1, 1], U˜0(x¯) ∈ U ,
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Θ˜1(x¯) ∈ {0, 1} be functions such that:
τ˜(x¯) ∈ arg sup
τ∈Z+
Vτ (x¯), (5.46)
Θ˜0(x¯) = θ0 ∈ arg max
θ0
g0(x¯, θ0), (5.47)
R˜0(x¯) = r0 ∈ arg min
r0
max
u0,θ1
g1
(
x¯,
(
Θ˜0(x¯), θ1
)
, r0, u0
)
, (5.48)(
U˜0(x¯), Θ˜1(x¯)
)
= (u0, θ1) ∈ arg max
u0,θ1
g1
(
x¯,
(
Θ˜0(x¯), θ1
)
, R˜0(x¯), u0
)
. (5.49)
For x¯ ∈ Rm and j = {0, 1, 2, · · · , τ˜(x¯) − 2}, let Θ˜ ∈ {0, 1}j+2, R˜ ∈ [−1, 1]j+1,
U˜ ∈ U j+1, R˜j(x¯) ∈ [−1, 1], U˜j(x¯) ∈ U , and Θ˜j+1(x¯) ∈ {0, 1} be functions such that:
Θ˜ =
(
{Θ˜i(x¯)}ji=0, θj+1
)
, R˜ =
(
{R˜i(x¯)}j−1i=0 , rj
)
, U˜ =
(
{U˜i(x¯)}j−1i=0 , uj
)
. (5.50)
R˜j(x¯) = rj ∈ arg min
rj
max
uj ,θj+1
gj+1
(
x¯, Θ˜, R˜, U˜
)
, (5.51)(
U˜j(x¯), Θ˜j+1(x¯)
)
= (uj, θj+1) ∈ arg max
uj ,θj+1
gj+1
(
x¯, Θ˜, {R˜i(x¯)}ji=0, U˜
)
. (5.52)
Assuming that x¯ ∈ SL, there are two cases to consider, either:
1. α(x¯, {R˜i(x¯)}J−1i=0 , {U˜i(x¯)}J−1i=0 , J) /∈ S0, for all J ∈ {0, 1, 2, · · · τ˜ − 1}.
2. There exists an integer J > L such that α(x¯, {R˜i(x¯)}J−1i=0 , {U˜i(x¯)}J−1i=0 , J) ∈ S0.
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From equations (5.44)−(5.52), we have:
g0(x¯, 0) = 0, (5.53)
g0(x¯, 1) = min
{ri}τ˜(x¯)−2i=0
τ˜(x¯)−1∑
n=0
hn+1σ(xn) (5.54)
≤
τ˜(x¯)−1∑
n=0
hn+1σ(xn)
∣∣∣{ri}τ˜(x¯)−2i=0 ={R˜i(x¯)}τ˜(x¯)−2i=0 (5.55)
where {ui}τ˜(x¯)−2i=0 = {U˜i(x¯)}τ˜(x¯)−2i=0 and {θi}τ˜(x¯)−1i=1 = {Θ˜i(x¯)}τ˜(x¯)−1i=1 . Furthermore, by
(5.16) and (5.46), we have:
V∞(x¯) < + Vτ˜(x¯)(x¯) = + max
θ0
g0(x¯, θ0) (5.56)
= + max {g0(x¯, 0), g0(x¯, 1)} . (5.57)
Consider case (1): since σ(x) ≤ −0 for all x /∈ S0, the sum over hn+1σ(xn) will
be negative for all τ˜(x¯). Thus,
V∞(x¯) < , ∀x¯ ∈ SL. (5.58)
For case (2), we can write g0(x¯, 1) equivalently as:
g0(x¯, 1) = min
r0
max
u0,θ1
· · ·min
rJ−2
max
uJ−2,θJ−1
{
J−1∑
n=0
hn+1σ(xn)
+ min
rJ−1
max
uJ−1,θJ
· · · min
rτ˜(x¯)−2
max
uτ˜(x¯)−2,θτ˜(x¯)−1
τ˜(x¯)−1∑
n=J
hn+1σ(xn)
 (5.59)
Since the first summation term in (5.59) is bounded above by −J0 for {Θ˜i(x¯)}J−1i=0
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and all sequences {ri}J−2i=0 and {ui}J−2i=0 , and the second summation term is equal to
g0(α(x¯, {ri}J−1i=0 , {ui}J−1i=0 , J), θJ), we have:
g0(x¯, 1) ≤ min
r0
max
u0,θ1
· · ·min
rJ−2
max
uJ−2,θJ−1
{−J0 + g0(α(x¯, {ri}J−1i=0 , {ui}J−1i=0 , J), θJ)} .
(5.60)
Since
g0(α(x¯, {R˜i(x¯)}J−1i=0 , {U˜i(x¯)}J−1i=0 , J), Θ˜J(x¯)) ≤M0, (5.61)
we have:
g0(x¯, 1) ≤M0 − J0. (5.62)
Furthermore, J > M0/0, thus,
V∞(x¯) < + max {0, M0 − J0} = . (5.63)
Since, V∞(x¯) <  for every  > 0,
V∞(x¯) = 0, ∀x¯ ∈ SL. (5.64)
Finally, the complement of the set SL is bounded; therefore, (5.43) is bounded.♥
5.3. Summary
In this chapter, we studied performance limitations of Analog to Digital Converters
(ADCs). The problem of finding a lower bound for the performance of an ADC was
associated with a full information feedback optimal control problem and formulated
as a dynamic game in which the input of the ADC (control variable) played against
the output of the ADC (quantized disturbance). Since the disturbances can exceed
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the control variable in magnitude, if the shaping filter has a pole on the unit circle,
then there does not exist a bounded control invariant set, which presents a challenge
for numerical computations. This challenge is overcome with theoretical results that
show that the value function is zero beyond a bounded region, thus computations
need to be done only over this bounded region. A numerical algorithm was presented
that provided certified solutions to the underlying Bellman inequality in parallel with
the control law; hence, certified lower bounds on the performance of arbitrary ADCs
with respect to the adopted performance criteria. In the next chapter, the approaches
presented herein and in the previous chapter are used to provide several illustrative
design examples.
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Chapter 6
Numerical Examples
Herein, the numerical algorithms presented in Chapters 4 and 5 are used to design
suboptimal ADCs. It was shown in Chapter 3 that the classical first-order DSM
(Figure 1-4) always satisfies the technical conditions required for optimality, and thus
is always optimal, even in the 1-bit case. In this chapter, second-order ADCs are
designed by utilizing second-order shaping filters to define the performance measure
with low-bit quantizers that do not satisfy the optimality conditions presented in
Chapter 3 for optimality of the analytic solution.
6.1. Procedure
The following is an outline of the steps taken for each example to design the ADC
and compute the upper and lower bounds for its performance:
1. Select the parameters that define the performance measure: the function φ
and the transfer function of the shaping filter LG. The choice of the latter
depends on the desired optimal frequency range of operation for the ADC and
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on the desired level of complexity of the ADC, i.e., the order of the shaping
filter determines the order of the filter contained within the ADC.
2. Select the finite set U which the output of the ADC will belong to.
3. Use the algorithm outlined in Chapter 4 to obtain a design for an ADC along
with a certified upper bound on its performance. The Bellman inequality in
(4.8) is solved by value iteration over a bounded control invariant set of the
state space, defined according to (4.10). The search for the value function
satisfying (4.8) is over the class of piecewise-constant functions. A control
invariant set I is selected according to the following procedure:
• If LG is strictly stable with no poles on the unit circle, then a bounded
strong invariant set, defined according to (4.9), exists for the system (4.1)
and can be found via standard techniques.
• If LG has poles on the unit circle, then a bounded strong invariant set does
not exist. Consequently, a sufficiently large bounded control invariant set
is selected to compute the value iteration. The procedure is explained in
a case-by-case basis for the examples in this chapter.
4. Select grid size ∆ in (4.11), which is used to create uniform grids for both the
state space and the input space.
5. Use the procedures outlined in subsections 4.1.2 and 4.1.3 for numerically solv-
ing the Bellman inequality (4.8) to find the value function V and control law
K.
6. Verify the design by using the method outlined in subsection 4.1.4, which also
gives the upper bound on the performance γG,φ.
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7. Use the algorithm outlined in Chapter 5 to obtain a certified lower bound on
the performance of the designed ADC. Again, the search for the value function
satisfying (5.9) is over the class of piecewise-constant functions. The Bellman
inequality in (5.9) is solved by value iteration over a bounded subset of the
state space. As noted in Chapter 5 there are two possibilities:
• If LG is strictly stable with no poles on the unit circle, then a bounded
strong invariant set, defined according to (5.11), exists for the system (5.1)
and can be found via standard techniques.
• If LG has poles on the unit circle, then not only is there no bounded strong
invariant set, but also there is no bounded control invariant set satisfying
(5.12) since the magnitude of the disturbance is strictly greater than the
magnitude of the control. However, for the case when there is a single pole
on the unit circle, the value function is shown to be zero beyond a bounded
region of the state-space (Theorem 4). Moreover, it is shown in this
chapter that when there are two poles on the unit circle, the value function
can be described analytically beyond a bounded region of the state-space
for the example considered. Consequently, a sufficiently large bounded
region of the state-space is selected to compute the value iteration. The
procedure is explained in a case-by-case basis for the examples in this
chapter.
8. Finally, use the procedures outlined in subsections 5.1.2 and 5.1.3 to find the
largest certified lower bound γ for which the iteration in (5.14) converges.
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6.2. Example 1
Consider the problem of optimal ADC design with respect to a shaping filter LG
(2.2) with transfer function
G(z) =
z + 1
z(z − 1) ,
with state-space representation
A =
1 0
1 0
 , B =
1
0
 , C = [1 1] .
Let U = {−1.5, 0, 1.5}, φ(x) = |Cx|, and x =
[
x1 x2
]T
.
Upper Bound and Design
Since max | eig(A)| = 1, a sufficiently large bounded control invariant set I needs
to be selected (step 3 from the previous section). This is done as follows. The
eigenvalues of A are λ0 = 0 and λ1 = 1, with corresponding left eigenvectors p0 =[
1 −1
]
and p1 =
[
1 0
]
. Multiplying both sides of (4.1) by p0 yields
p0xΨ [n+ 1] = λ0p0xΨ [n] + p0B (r [n]− u [n])
= r [n]− u [n] .
Hence,
|p0xΨ| ≤ 2.5, ∀r ∈ [−1, 1] , ∀u ∈ U. (6.1)
Similarly, in the direction of the eigenvector corresponding to the pole on the unit
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circle we have:
p1xΨ [n+ 1] = λ1p1xΨ [n] + p1B (r [n]− u [n])
= p1xΨ [n] + r [n]− u [n] .
In this case, an invariant strip of the form (6.2) does not exist; however, it can be
verified that for all r ∈ [−1, 1] , there exists a control u ∈ U, such that |p1xΨ| ≤ 0.75.
This bound is too restrictive on the values that control can take, and thus it must be
increased to allow for the optimal control action to be found by the design method.
It is verified by trial and error that the following invariant set is adequately large:
I = {xΨ | |p1xΨ| ≤ 3, |p0xΨ| ≤ 2.5} .
Next, a grid spacing of ∆ = 1/64 is selected. Following step 5 from the previous
section, we find the smallest γ for which the iteration in (4.19) converges to the limit
Λ in (4.20) to be γ = 1. For this example the iteration converges in 10 steps. The
value function V is shown in Figure 6-1 with the control law K shown in Figure 6-2
for r = 0. Following step 6, we have the upper bound on the performance:
γG,φ (U) ≤ 1.1875.
Lower Bound
According to step 7, we need to select a sufficiently large bounded region of the
state space to compute a certified lower bound on the performance of the designed
ADC. A strong invariant set Is is given by
Is = {x ∈ R2 : |x1 − x2| ≤ 2.5}. (6.2)
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Figure 6-1: Value Function V (x) for Upper Bound
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Figure 6-2: Control K(x, r) for r = 0 for Upper Bound
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However, due to the pole at z = 1, Is given by (6.2) is unbounded and defines an
infinite strip in R2. According to Theorem 4, V (x) is 0 for all x outside a certain
bounded region, and thus we need to search for V (x) only inside a bounded region
within this infinite strip. It was found by trial and error that a bounded region
within Is that is sufficiently large enough is given by
B = {x ∈ R2 : |x1 − x2| ≤ 2.5, |x1| ≤ 3} .
Figure 6-3 shows B as well as the zero level set for the value function V found
by value iteration. The light blue region is where V = 0; the dark blue region is
where V > 0. Figures 6-4 and 6-5 show the value function V and the cross section
of V , respectively. This function is certified to satisfy the Bellman inequality (5.9).
Figures 6-6 and 6-7 show the control function and its cross section, respectively.
Figure 6-3: Zero Level Set of V (x)
Again a grid spacing of ∆ = 1/64 is selected. Following step 8, the largest γ for
which the iteration in (5.14) converges to the limit Λ in (5.15), is γ = 0.925, which
113
is a certified lower bound on the performance of any arbitrary ADC with respect to
the specific performance measure selected.
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Figure 6-4: Value Function V (x) for Lower Bound
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Figure 6-5: Cross Section of V (x) along x1 = −x2
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Figure 6-6: Control Kr(x) for Lower Bound
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6.3. Example 2
Consider the problem of optimal ADC design with respect to a shaping filter LG
(2.2) with transfer function
G(z) =
z
(z − 1)2 , (6.3)
with state-space representation
A =
1 1
0 1
 , B =
1
1
 , C = [1 0] .
Let U = {−1.5, 0, 1.5}, φ(x) = |Cx|, and x =
[
x1 x2
]T
. It was proven in Chapter
3 that, subject to the optimality conditions δ ≤ 2 and M > 1 + δ, the optimal ADC
with respect to a shaping filter with transfer function (6.3) is the classical second-
order DSM (Figure 1-5). However, the quantizer in this example does not satisfy
those optimality conditions; hence, the algorithm outlined in Chapters 4 and 5 is
used to obtain an ADC design, along with certified upper and lower bounds on its
performance.
Upper Bound and Design
Since the A matrix has both poles on the unit circle, the method used for the pre-
vious example to select a bounded control invariant set will not work. The following
bounded control invariant set was found via trial and error:
I =
{
xΨ
∣∣∣∣ |x2| < √2 + .5, ∣∣∣∣ 12√2x1 + x2
∣∣∣∣ ≤ 2, |x1 − x2| < 4√2, |x1| ≤ 5.5} .
A grid spacing of ∆ = 1/64 is selected. Following step 5, the smallest γ for which
the iteration in (4.19) converges to the limit Λ in (4.20) is γ = 1.3125. For this
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example, the iteration converges in 44 steps. Figures 6-8 illustrates the zero level set
of V ; again the light blue region indicates the area in which V = 0 and the dark blue
region is where V is positive. A 3D plot of the value function V is shown in Figure
6-9.
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Figures 6-10 and 6-11 show the control law U for r = 0. The design is verified by
following step 6, which gives the upper bound on the performance:
γG,φ (U) ≤ 2.0625.
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Figure 6-10: Level sets for the control law U(x, r) for r = 0
−6 −4 −2 0 2 4 6−2
0
2
−2
0
2
x1
x2
Figure 6-11: Control U(x, r) for r = 0
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It is interesting to contrast the designed worst-case control law (Figures 6-10 and
6-11) with the control law for the classical second-order DSM (Figure 6-12), which
satisfies the separation of quantization and control principle.
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Figure 6-12: Control U(x, r) for r = 0 for Classical DSM
Lower Bound
The repeated pole at z = 1 causes the strong invariant set Is to be the entire
R2. However, it is easy to show that for sufficiently large values of x, the analytic
expression for V that satisfies the Bellman inequality is given by:
V (x) = max{0, γ − |Cx|}. (6.4)
By trial and error, a sufficiently large enough subspace of R2 is selected for simulation
as described below. Let B be the set over which value iteration is performed according
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to step 8. This set is defined as follows:
B = {x | |0.5x1 + x2| ≤ 10.5, |x1 − x2| ≤ 21, |x2| ≤ 8}
A grid spacing of ∆ = 1/64 is selected. The largest γ for which the iteration in
(5.14) converges to the limit Λ in (5.15) is γ = 1.25, which is a certified lower bound
on the performance of any arbitrary ADC with respect to the specific performance
measure selected. Figures 6-13 and 6-14 show the value function V and the control
function Kr, respectively.
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Figure 6-13: Value Function V (x) for Lower Bound
This design is compared with the classical second-order DSM by simulating both
designs using the input sequence generator (control law Kr) illustrated in Figure 6-
14. The worst-case input sequence for the sub-optimal design using the worst-input
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Figure 6-14: Control Law Kr(x)
generator law (Figure 6-14), with zero initial conditions, is given by
r[n] = {−0.75, −0.5, −0.125, −0.0625, −0.0313, −0.0156, 0, −0.0156, 0, 0, 0, 0 · · · }.
Only the first eight samples of this input is non-zero. On the other hand, the worst-
case input sequence for the classical DSM using the worst-input generator law (Figure
6-14), with zero initial conditions, is given by
rDSM [n] = {−0.75, − 0.5, − 1, − 1, − 1, − 0.25, 1, 1, 1, p˜}, (6.5)
where p˜ is a periodic sequence with a single period given by
{−0.5, − 1, − 1, − 1, − 1, − 1, − 1, − 0.5, 0.5, 1, 1}.
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The performance is computed by taking the maximum of the moving average of φ(q)
for a sufficiently long interval. While the performance of the classical DSM is 1.88,
the performance of this design is 1.25, which is in agreement with the certified lower
bound. This also illustrates that this design does indeed outperform the classical
DSM for the worst-case input, as was expected. Since the worst-input law Kr was
found by solving the Bellman inequality, with max over u, it is possible to find an
even worse input sequence for the classical DSM that is different from the input
sequence found by using the control law Kr. One example of such input is given by
replacing p˜ in (6.5) with a periodic sequence, with its single period given by
{−0.75, − 1, − 1, − 0.75, 0.75, 1, 1, 0.75}.
With this input sequence, the performance of the classical DSM is 2.05. Having
established that the sub-optimal design provided herein outperforms the classical
DSM for the worst-case input, it is important to ask: how will the design optimized
for the worst-case input sequence perform for all other inputs in comparison to the
classical DSM? In an attempt to answer this question, very fine frequency sweep of
sinusoidal inputs was tested for both the sub-optimal design and the classical DSM.
Let r[n] = cos(ωn). Then the energy of the filtered error signal q is computed as a
function of ω:
Eq(ω) =
1
N
N−1∑
n=0
|q[n]|2.
Figures 6-15 and 6-16 illustrate the plot of Eq(ω) versus ω for both the sub-optimal
design (in blue) and the classical DSM (in red) for frequency ranges ω ∈ [0, pi] and
ω ∈ [pi/16, 3pi/8], respectively.
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This result shows fragility of optimal control with respect to a worst-case perfor-
mance criterion. Except for a few frequencies, Eq(ω) for the sub-optimal design is
higher than that of the classical DSM, although it can be seen from the zoomed-in
plot in Figure 6-16 that there are frequency regions for which both the sub-optimal
design and the classical DSM have comparable performance. This is in sharp contrast
to the result of optimal controller design using H∞ methods for linear systems, where
the control designed for worst-case performance also performs well for non-worst-case
inputs.
6.4. Summary
Using the algorithms presented in Chapters 4 and 5, ADCs that did not belong
to the class of optimal ADCs presented in Chapter 3, i.e., the quantizer did not
satisfy the optimality conditions, were designed and upper and lower bounds on their
performance were computed. One of the design examples considered in this chapter,
is a second-order ADC, which – if the optimality conditions given in Chapter 3 were
satisfied – then the optimal ADC design would yield the classical second-order DSM.
However, the quantizer is selected in such a way that the optimality conditions are
not satisfied, thus resulting in the second-order DSM not being optimal with respect
to the specific performance measure selected. The designed sub-optimal ADC is
shown to outperform the classical second-order DSM under worst-case inputs. The
performance of the sub-optimal design was also tested for non-worst-case inputs, e.g.,
very fine frequency sweep of sinusoidal inputs, and compared to the performance of
the classical DSM. The result of this comparison revealed that there is fragility of
optimal control with respect to worst-case performance measures, in contrast to the
performance of the control laws designed by H∞ methods.
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Chapter 7
Summary and Future Work
In this thesis, optimal design of Analog to Digital Converters (ADCs) was studied. A
general ADC was modeled as a causal, discrete-time dynamical system with outputs
taking values in a finite set U and inputs taking values in [−1, 1]. Moreover, it
was assumed that max{U} > 1 and min{U} < −1. The performance of the ADC
was defined as the average intensity of the filtered input matching error for the
worst-case input, where the error signal is defined as the difference between the
input signal and its quantized version. The passband of the shaping filter, used to
filter the error signal, determines the frequency region of interest for minimizing the
error. The design task was viewed as that of optimal quantized decision-making
with the objective of finding a quantization law that minimizes the performance
measure (cost function). The design problem was posed within a full-state feedback
non-linear optimal control framework, and it was shown that the performance of the
ADC designed within this framework is equal to the performance of the most generic
formulation for ADC design, subject to certain technical conditions.
In Chapter 3, an exact analytic expression for the optimal control law (which
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dictates the output of the ADC) was given for a class of ADCs that satisfy certain
specific technical conditions, referred to in this thesis as optimality conditions. The
optimality conditions are bounds on the quantizer range and step size, which, when
satisfied, guarantee that quantizing the control law that is optimal in the absence
of quantization, gives the optimal control law in the presence of quantization. The
architecture of this class of optimal ADCs was given along with an analytic expres-
sion for its performance. This result gave insight into the conditions under which
separation of quantization and control hold. However, these optimality conditions
are only sufficient conditions; thus, at times the conditions can be too conservative,
especially in the case when the shaping filter LG has zeros on the unit circle. One
improvement would be to find less conservative conditions (bounds on the quantizer
range and step size), in addition to finding necessary conditions for optimality of the
analytic solution.
The class of optimal ADCs presented in Chapter 3 was shown to have a DSM-like
architecture. Moreover, it was shown that when the quantizer satisfies the optimality
conditions and when a specific selection of the shaping filter LG is made, some classi-
cal DSMs are provably optimal. For instance, the first-order classical DSM is always
optimal with respect to the worst-case performance criterion with LG = 1/(z − 1),
even with a 1-bit quantizer. On the other hand, the second-order classical DSM is
optimal with respect to the worst-case performance criterion with LG = z/(z − 1)2,
when its quantizer satisfies the bounds dictated by the optimality conditions. This
result is novel for two reasons. First, the long standing question of stability and
optimality of some classical DSMs is proven with respect to natural worst-case per-
formance criteria. Second, a separation principle is established, providing necessary
and sufficient conditions under which separation of quantization and control holds.
For all other cases not described by the class of optimal ADCs given in Chapter
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3, a numerical algorithm based on principles of optimal control was presented in
Chapters 4 and 5 to design ADCs and to compute certified upper and lower bounds
for their performance. For the design and upper bound computation, it was shown
that the optimal quantization law could be found by solving an underlying Bellman
inequality, which could be viewed as a dynamic game problem in which the input
signal is adversarial to the control (output of the ADC). The value function in the
Bellman inequality and the corresponding control law were jointly computed via
value iteration. The search for these functions was restricted to the class of piecewise-
constant functions. Moreover, the state-space and the input space were discretized
and computations were restricted to finite subsets of the gridded space.
Restricting the value iteration computation to a bounded region posed some
challenges when the shaping filter LG had poles on the unit circle due to the absence
of a strong control invariant set. For the upper bound computations, this problem
is overcome by selecting a sufficiently large control invariant set. However, this
approach does not work for the lower bound computations, in which case the objective
is to find a worst-case input generating law. In this case, the underlying Bellman
inequality, which can again be viewed as a dynamic game problem but now with the
output of the ADC (disturbance) being adversarial to the input (control variable).
Since the magnitude of the disturbances exceed that of the control variable, not only
is there no strong control invariant set, but also there is no control invariant set
when LG has poles on the unit circle. This challenge was overcome for the case when
LG has only a single pole on the unit circle with a result establishing that the value
function is zero beyond a certain bounded region. Thus enabling computations over
a bounded region. For the second-order example considered with both poles on the
unit circle, an analytic expression for the value function outside of a sufficiently large
bounded region was given and shown to satisfy the Bellman inequality. For future
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work, it is desirable to have a general theorem that provides an analytic expression
for the value function outside of a bounded region when LG has an arbitrary number
of poles on the unit circle.
Note that an element of trial and error was involved in selecting the bounded
regions over which the value iteration was conducted (both for upper and lower
bound computations). It is very desirable to establish a systematic means for finding
these bounded subsets of the state-space. Moreover, it would be beneficial if one
could characterize the optimal control law for non-DSM-like ADCs (e.g., the cases
considered in Chapter 6), which may become an easier task if one were to make Finite
State Automata approximations for the shaping filter LG. These approximations are
justified by the fact that the purpose of the filter LG is merely to provide weighting for
the frequency region of interest; the internal construction of the shaping filter itself
is not essential. Among all the future work directions mentioned thus far, perhaps
the most important one is to design the ADCs within a stochastic framework, i.e.,
design ADCs with respect to a stochastic performance measure, rather than a worst-
case performance measure. This future direction stems from the comparison result
presented in Chapter 6, in which fragility of the optimal control with respect to the
worst-case performance measure was observed.
Finally, some more general future directions to mention are as follows. Although
the focus in this thesis was on the specific application of ADC design, the methodolo-
gies presented are broadly applicable to general problems of optimal discrete-decision
making systems. Hence, there are many future directions that one can take with the
framework and approaches presented in this thesis. Examples include applications
in image and video processing, filter design, biomedical applications, AC/DC and
DC/DC converters, and communication applications. Exploring these applications
in detail from the perspective of optimal quantized control would be fruitful and
128
novel.
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