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Abstract
Wireless networks have evolved considerably in the recent years thanks to the advancement of technology that has made devices
more portable, smarter, and more energy eﬃcient. In particular, Mobile Ad hoc Networks (MANETs), that are formed without any
centralized infrastructure, have received a lot of attention as they can be used in many real life applications. Yet, compared to static
wireless networks, less academic research has been done on MANETs, especially when all the nodes are in continuous movement.
In particular, we consider MANETs that broadcast HELLO messages at regular time intervals in order to maintain dynamic neigh-
borhood information. The range of velocities of the nodes and the HELLO message interval duration can signiﬁcantly aﬀect the
performance of routing protocols in MANETs. In this work, we study the eﬀect of varying these two main characteristics on the
performance of MANETs in terms of delivered packets and packets delivery ratio that reﬂect routing paths stability. We present a
comprehensive experimental analysis of the eﬀect of such variations on three position-based stability-oriented routing protocols,
namely, Greedy-based Backup Routing (GBR), LEARN-based Backup Routing (LBR), and GBR combined with a Conservative
Neighborhood Range (GBR-CNR).
c© 2016 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of the Conference Program Chairs.
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1. Introduction
In the recent years, the use of smart devices capable of wirelessly communicating and sharing information has
become part of the daily routine practiced by millions of people. To build such wireless networks, a lot of atten-
tion has been given to Mobile Ad hoc Networks (MANETs) where mobile nodes assure the communication within
the network without the presence of a centralized infrastructure. One of the limiting factors of Mobile Ad hoc Net-
works (MANETs) using traditional message exchange is the inability to transmit and receive at the same time slot
or frequency simultaneously. Therefore, since every node is responsible of managing its own communication and
discovering its surrounding nodes, to achieve maximum throughput, appropriate algorithms should be established
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in order to reduce network traﬃc caused by control messages used to maintain link information and to establish
connections. In particular, we consider MANETs that broadcast HELLO control messages at regular time intervals
in order to maintain neighborhood information including node positions to allow for position-based routing. It has
been shown1,2 that the duration of the HELLO message interval signiﬁcantly aﬀects the performance of MANETs.
In addition, when constructing a communication path between a source and a destination, the source node starts by
broadcasting a Route-Request (RREQ) control message in order to ask the nodes that are in its communication range
to respond with relevant information such as their positions, velocities, orientations/directions of movement, etc. The
same process is then repeated with next-hop nodes to complete a path to the destination node. In addition to the eﬀect
of the HELLO message interval, mobility is an important aspect that should be taken into consideration when when
designing routing protocols for MANETs as their impact on the performance should be evaluated3,4.
Meghanathan5 proposed a beaconless node velocity based stable path (NVSP) routing protocol for MANETs where
they conjecture that the stability of NVSP routes could be further improved if the route discovery procedure is modiﬁed
to use only links involving slow moving nodes. Yassein et al.6 proposed to study the eﬀects of network density and
network mobility scheme based on Velocity Of Node (VON). However, VON uses a ﬁxed threshold regardless of
network status. Oliveira et al.7 considered MANETs under the Random Waypoint mobility model. They investigated
the relationship between the transmission frequency of the HELLO messages and the sensing timer expiration value
with the network nodes mobility. They showed that he transmission frequency of the HELLO messages and the
expiration value of the sensing timer truly depends on nodes mobility.
In this paper, we extend previous work1 to study the combined eﬀect of varying node velocity as well as HELLO in-
terval duration on the network performance. The eﬀect of such variations are studied using the position-based stability-
oriented routing algorithms: Greedy-based Backup Routing (GBR)8; LEARN-based Backup Routing (LBR)9; and
GBR combined with a Conservative Neighborhood Range (GBR-CNR)10. The rest of this paper is organized as fol-
lows. We provide brief details of related stable routing protocols in Section 2. Section 3 discusses the impact of
the interval duration between periodically transmitted HELLO messages and varying maximum node velocity. The
performance evaluation and results are given in Section 4. Finally, concluding remarks are made in Section 5.
2. Routing Environments and Models in MANETs
When modeling a MANET, routing is a critical component that should be properly managed since its performance
is very sensitive to the network topology, nodes velocities and available bandwidth. Indeed, routing protocols should
ﬁnd paths eﬃciently while maintaining tolerable network performance in terms of packets delivery rate and similar
metrics. Thus, we should ﬁrst deﬁne a network model of a MANET and introduce appropriate routing algorithms.
2.1. Network Model of MANETs
A MANET can be modeled using a graph G = (V, E) where V represents the set of nodes/vertices and E represents
the set of links/edges. Each edge represents a link between two nodes currently within the transmission range that,
for this work, we assume to be the same for all nodes11 (the resulting graph is termed a Unit Disk Graph (UDG)). We
denote the set of neighbors of a node vi by N(vi). A path of length n between a source node S and a destination node
D is denoted by (S = v0, v1, v2, . . . , vn = D) where vi ∈ V and vi ∈ N(vi−1). In multi-path routing, the path which is
used as the ﬁrst choice when transmitting from the source to the destination is called the primary path. In MANETs,
it is generally assumed that nodes have unique identiﬁers and their geographic position can be tracked using a Global
Positioning System (GPS) and/or Location Service (LS)8. We assume the nodes are arranged in a two dimensional
2D Euclidean space such that G is a geometric graph. We also assume that all nodes broadcast their positions to their
neighbors using HELLO messages at regular intervals (also called beacon messages).
2.2. Position-based Routing
There are two main categories of routing on ad hoc networks, namely, topology-based routing and position-based
routing. Topology-based routing protocols use link information available from the network to determine a route
between the nodes12,13 whereas position-based routing protocols use the nodes positions to determine routes14. In
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position-based routing each node is informed about its position, its neighbors’ positions and the position of the des-
tination (the latter position requested, for example, from a LS). Since it is not necessary to maintain explicit routes,
position-based routing scales well even when the network is highly dynamic which is considered as a major advantage
in mobile ad hoc networks where the topology may change frequently.
2.3. Conservative Neighborhood Range
Since nodes are in constant movement with diﬀerent speeds and directions, a node positioned within the transmis-
sion range of another neighboring node at a certain time might be out of the range at another time. In Greedy-based
Backup Routing Protocol (GBR)8, the position based routing algorithm Greedy Perimeter Stateless Routing (GPSR)15
is used to construct the primary path such that each node considers the closest node to the destination within its trans-
mission range as its next hop. To maintain local link stability, GBR locally constructs backup paths. Due to the
greedy manner of GPSR, selected next-hop nodes tend to be, where possible, near the boundary of a node’s trans-
mission range such that the next-hop node may move out of transmission range before the next HELLO beacon will
broadcast, resulting in no further received transmissions from the current node.
Fig. 1: Transmission Range for
GBR-CNR protocol: Node u is the
sender and node D is the destination.
Node u will pick the node v that is
closest to the destination as its next-
hop node if node v does not go out of
transmission range of node u during
the HELLO broadcast interval.
u v
D
Rc
R
As we introduced in10, we modiﬁed GBR by introducing a CNR which
takes into account the possibility of nodes that could go out of range during
the interval and subsequently avoided including them in the path leading to
a signiﬁcant reduction in the packets losses as well as increasing the relia-
bility of communication. The CNR is deﬁned by the Conservative Neigh-
borhood transmission Range Rc which depends on the maximum possible
node velocity vmax, the time interval t between HELLO broadcasts, and
transmission range R. Rc, in Fig. 1, is given by Equation 1.
Rc = R − (vmax ∗ t). (1)
If the next hop neighbor vi+1 is chosen within this conservative neighbor-
hood range from vi, then vi+1 will not go out of transmission range of vi
during this interval and no links in the primary path will break before the
next HELLO beacon will broadcast. There will be no need to back up the
primary path. This GBR Protocol with next-hop neighbors chosen from the
CNR is denoted by GBR-CNR.
2.4. LEARN-based Backup Routing (LBR)
Fig. 2: Area from which LEARN
chooses next hop node.
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D
R
ϴ 
η2 r0
η
1  r0
In order to develop a more energy-eﬃcient variation of GBR, we also
considered the Energy-Eﬃcient protocol LEARN, proposed by Wang et
al.16. It is assumed that the energy required for a transmission from node
u to a neighbor v is E(‖uv‖). Then, LEARN chooses the next node during
route discovery on the neighboring node with respect to a critical transmis-
sion radius r0 which is the distance d, where dE(d) is maximized. For a node
u, we deﬁne the interior region of a 2-D cone to be CN, with respect to the
destination node D, with its apex at u and centered on the line from u to D,
with a cone half-angle (the angle from center line of the cone to the side of
cone) of θ. The interior area of a 2-D torus is deﬁned as TO, which includes
the region bounded by the distance between η1r0 and η2r0, The constant
parameters θ, η1 and η2 are illustrated in Fig. 2.
Further, they deﬁne a Restricted Neighborhood Area (RNA) for a node u to be the intersection of CN and TO.
Then, during route discovery for the next hop from u, LEARN will choose the neighbor vi with maximum
‖uvi‖
E(‖uvi‖) in
RNA, or if none exists, it then chooses the neighbor closest to D in CN. If none still exists, by default, a neighbor
is chosen as would be chosen by GPSR. Therefore, we deﬁne a variation of GBR by replacing GPSR with LEARN
which we reference as LEARN-based Backup Routing (LBR)9.
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3. Impact of Control Messages in MANETs
Node mobility in MANETs cause topology changes that necessitate the exchange of HELLO beacon messages
periodically between a node and its one-hop neighbors. This keeps the node aware of its current neighbors as well as
being informed if the next hop node of a path is still within its transmission range. If not, the node sends back a mes-
sage to inform the source of the connection that it should start a new route discovery process. Before rebroadcasting a
HELLO message, each node in a MANET is expected to wait for a pre-speciﬁed interval of time, generally termed as
the back oﬀ interval17. If the back oﬀ interval time expires and the node did not receive a HELLO message from the
next hop node, then the link is considered to be broken7. These HELLO messages are prone to collisions with traﬃc
from hidden active nodes18.
4. Performance Evaluation
Mobility networks models are practical representations of real world MANETs where the communication capabil-
ity is completely dependent on the activity state of the nodes and how their location and velocity change over time.
Also, the topology and movement of mobile nodes are key factors for the performance of the routing protocols. Once
the nodes are initially placed, the mobility model dictates how each mobile node will move. Subsequently, the mobil-
ity of nodes causes changes of topology due to the fact that a node can appear and disappear from the transmission
range of other nodes without following any speciﬁc pattern which causes links between nodes to appear and disap-
pear. Therefore, this section shows the eﬀect of changing both range of node velocities and the duration of a HELLO
interval beacon message on the performance, in terms of throughput given by the metrics of the number of delivered
packets and packets delivery ratio, and adaptability of the three schemes, GBR, LBR and GBR-CNR.
4.1. Simulation Setup
For all the algorithms, we construct the primary path as described in Subsection 2.1. In addition, we set back-
up paths for GBR and LBR. The simulation environment is modeled using a network area of 2200m × 2200m; 400
nodes; a maximum transmission range of R = 250m. We set up the simulation time to be 600 seconds with enough
packets assigned to the senders during the simulation time. We use 20 pairs of Constant Bit Rate (CBR) data ﬂows in
the network layer and non-identical source and destination ﬂows are randomly selected. Each ﬂow keeps its source
and destination throughout the simulations. The moving direction that a node could have is given randomly at the
beginning of the simulation. When a node reaches the boundary at angle φ, we reﬂect it oﬀ the boundary using
the formula φ + π/2 + C 19. For each diﬀerent node density, we use 40 randomly distributed connected graphs as a
starting network topology for each run of the simulation for all algorithms using MATLAB, in order to get an average
performance result for better analysis. The velocity that we attribute to a node is randomly chosen from the range
[Vmin,Vmax]. Vmin is always set to 1 m/s, and we vary Vmax from 5 to 25 m/s in order to reﬂect the frequency of
the topology changes. As for the HELLO beacon interval t, we set it to diﬀerent values ranging from 1 second to 4
seconds as indicated for each experiment.
4.2. Simulation Results
Fig. 3 illustrates the obtained results when varying the HELLO message duration and nodes velocities, using GBR,
LBR and GBR-CNR . For each algorithm we report on the number of the delivered packets and the packets delivery
ratio. The abscissa axis represents diﬀerent histograms where we vary Vmax from 5 to 25 m/s and the color/shading
pattern indicate the used HELLO message duration that varies from 1 to 4 seconds. As we mentioned before, the
minimum speed Vmin is always set to 1 m/s during the simulation. We notice that the velocity aﬀects the performance
of the network as the maximum velocity increases, the performance decreases. This is explained by the fact that nodes
with higher velocities are more likely to break links and cause packets loss, which then triggers the process of building
a new path. As it is shown in Fig. 3, the duration of HELLO interval message also aﬀects the performance, as with
increased frequency of the HELLO interval messages, the better the performance. This is explained by the fact that
with more frequent HELLO messages the information that nodes have of their surroundings is more current which
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helps to build more stable paths. Thus, reducing the HELLO duration helps to maintain stable paths as the overall
nodes velocities increase. Still, there is a tradeoﬀ between decreasing the HELLO message interval duration and the
congestion of the network with control messages leading to bandwidth reduction.
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Fig. 3: Performance metrics for HELLO Interval Duration versus the Node Velocity
We also see from Fig. 3 that GBR-CNR outperforms the other algorithms when considering the shortest HELLO
message interval of one second. This is due to the fact the GBR-CNR builds more stable paths taking into consid-
eration relevant node information such as maximum velocity to construct paths that are stable during the HELLO
message duration. On the other hand, to maintain stability, GBR and LBR build backup paths for the primary paths
which then replace broken links due to mobility. Nevertheless, those backup paths increasingly also break with higher
nodes velocities. Still, as we have mentioned, when the range of node velocities is large, improved performance oc-
curs with the use of shorter HELLO message interval durations, thus, the GBR-CNR is considered a better candidate
than the GBR and LBR in such cases.
We note that the performance of the GBR-CNR protocol and the performance of the LBR protocol are close to each
other in three seconds interval time whereas the LBR is better when the interval time reached four seconds. This is
because the performance of the GBR-CNR will decrease when the interval time will increase because CNR takes into
account the possibility of nodes that could go out of range during the interval and subsequently avoids including them
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in the path. As a result, the number of established paths will decrease due to the fact that the establishment of stable
paths becomes harder when the interval size increases. Among the considered protocols, GBR-CNR consistently
outperformed over the various node velocity and the interval size, it follows closely by the LBR protocol, then the
GBR protocol. These results are explained by the fact that the selection strategy of nodes in a given path had an
inﬂuence on the performance of the routing algorithm. From the obtained results of PDR ﬁgures when varying Vmax
from 5 to 25 m/s and diﬀerent interval sizes, GBR-CNR had better quality of service in terms of path stability.
5. Conclusions
We have proposed in this paper a comprehensive study about the eﬀects of varying the maximum nodes velocity
and HELLO message interval on the performance of position-based stable routing in MANETs in terms of delivered
packets and packets delivered ratio. We have simulated the actions of mobile users in terms of how their location,
velocity, and transmission range coverage change over time. This study evaluated the adaptability of GBR, LBR and
GBR-CNR to dynamic topologies simulated by varying the maximum node velocity Vmax and the interval size of
HELLO messages. Our simulations have clearly shown that HELLO message interval durations and velocities aﬀect
the communication reliability in MANETs. We have shown that GBR-CNR leads to a signiﬁcant reduction in the
number of lost packets when having high velocities and short HELLO intervals compared to using GBR and LBR.
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