Abstract. In their seminal paper from 1983, Erdős and Szemerédi showed that any n distinct integers induce either n 1+ε distinct sums of pairs or that many distinct products, and conjectured a lower bound of n 2−o(1) . They further proposed a generalization of this problem, in which the sums and products are taken along the edges of a given graph G on n labeled vertices. They conjectured a version of the sum-product theorem for general graphs that have at least n 1+ε edges.
The Erdős-Szemerédi sum-product problem for a set A ⊂ Z remains open, despite the considerable amount of attention it has received. The value of ε in the above statement was improved by Nathanson [30] to 1 31 , by Ford [23] to 1 15 and by Chen [16] to 1 5 . In 1997, a beautiful proof of Elekes [18] yielded a version of the sums and products over the reals (where the exponent is also believed to be 2 − o(1)) with ε = 1 4 , via an elegant application of the Szemerédi-Trotter Theorem. Following this approach, Solymosi [32, 33] improved the bound on ε for sums and products over R to (1) . For more details on this problem and related results, cf. [10, [12] [13] [14] [15] 19] as well as [36] and the references therein.
Different variants of the sum-product problem were the focus of extensive research in the past decade, with numerous applications in Analysis, Combinatorics, Computer Science, Geometry, Group Theory. Most notable is the version of the sum-product theorem for finite fields [7] , where one must add a restriction that A ⊂ F p is not too large (e.g., almost all of F p ) nor too small (e.g., a subfield of F p ). See, e.g., [4, 5, 24] for further information on sum-product theorems over finite fields and their applications, and also [6, 35] for such theorems over more general rings.
1.2.
Sums and products along a graph. In their aforementioned paper [21] , Erdős and Szemerédi introduced the following generalization of the sum-product problem, where an underlying geometry (in the form of a graph on n labeled vertices) restricts the set of the pairs used to produce the sums and products. Formally, we let the sum-product with respect to a ring R be the following graph parameter:
Definition (Sum-product of a graph). Let G = (V, E) be a graph. Given A = (a u ) u∈V , an injective map of V into some ring R, define the sum-set In other words, each ordered set A ⊂ R of cardinality |V (G)| is associated with a sum-set and a product-set according to G as follows: The elements of A correspond to the vertices, and we only consider sums and products along the edges. Thus the original sum-product problem of Erdős-Szemerédi corresponds to SP Z (K n ), where K n is the complete graph on n vertices.
In the above notation, Erdős and Szemerédi conjectured the following:
Conjecture (Erdős-Szemerédi [21] ). For all α, ε > 0 and every sufficiently large n, if G = (V, E) is a graph on n vertices satisfying |E| ≥ n 1+α then SP Z (G) ≥ |E| 1−ε .
(1.1)
Erdős and Szemerédi note that the above conjecture is likely to hold also over the reals. However, for sparse graphs (graphs that contain O(|V |) edges) there is a fundamental difference between the sum-product behavior over the integers and the reals. As stated in [21] , Erdős had originally thought that (1.1) also holds when G is a graph on n vertices with at least cn edges for some c > 0. It was then shown by A. Rubin that the analogue of (1.1) for sparse graphs does not hold over R, yet the question of whether or not it holds over Z remains open. See [11] , where the author relates this question of Erdős to a famous conjecture of W. Rudin [31] .
Clearly, for any ring R and graph G = (V, E) we have that SP R (G) ≤ |E|. We will mostly be interested in a choice of either Z or R for the ring R, and as we later state, these satisfy SP Z (G) ≥ SP R (G) ≥ |E| for any graph G = (V, E) .
(
1.2)
Thus, when G is a sparse graph with n edges, the order of SP Z (G) is between √ n and n. Our main focus in this paper is the case where G is a matching, i.e., a graph consisting of disjoint edges. The sum-product problem corresponding to this graph over the integers is already challenging, and as the next theorem demonstrates, it has an immediate implication for the original Erdős-Szemerédi problem: Theorem 1. Let M be a matching of size n. The following holds:
In particular, if the sum-product of M over Z is Ω(n 1/2+δ ) for some δ > 0, then every n-element subset A ⊂ Z satisfies max{|A+A|, |A×A|} ≥ Ω(n 1+δ ).
Note that (1.3) translates any nontrivial lower bound in the sparse setting to one for the dense setting. In particular, the best-possible lower bound of n 1−o(1) for a matching of size n would imply that SP Z (K n ) ≥ n 3/2−o(1) , improving upon the currently best known bound of n 4/3−o (1) . Moreover, (1.4) points out a relation between the upper bounds in these two settings: Just as in the sum-product problem for the complete graph, the ε in the upper bound of n 1−ε for the sum-product of a matching is essential.
1.3. Sum-products and Euler's problem on translates of squares. Our next main result reduces the problem of obtaining a lower bound on SP Z (M ), the sum-product of a matching over the integers, to bounding the maximum possible number of translates of a set of integers into the set of perfect squares, denoted by Squares = {z 2 : z ∈ Z}. A special case of this problem was studied by Euler [22] , and as we soon state, this problem fully captures the notion of a nontrivial lower bound on SP Z (M ).
Definition (Square translates). Let F k denote the maximum number of translates of a set A that are contained within the set of perfect squares, taken over every k-element subset A ⊂ Z:
Further let F k (n) denote this maximum with the added constraint that |a| ≤ n for all a ∈ A:
Recall that |E| is a lower bound on SP R (G) for any graph G = (V, E). The following theorem shows that, while this bound is tight for a matching M over R, there is an equivalence between a nontrivial lower bound for SP Z (M ) and a uniform upper bound on F k for some integer k.
Theorem 2. Let M be a matching of size n. The following holds:
Furthermore, for any t = t(n) and any A ⊂ {−t, . . . , t} we have
As a corollary of the above theorem, we obtain a nontrivial lower bound of n 2/3 in case the elements of A are all polynomial in n.
Corollary 3. Let M be a matching of size n, and A be a mapping of its vertices to distinct integers, such that
In fact, the statement of Corollary 3 holds as long as |a| ≤ n c log log n for all a ∈ A and some constant c > 0.
Euler [22, Chapter 2.XIV, Article 223] studied translates of sets of three integers into the set of perfect squares, corresponding to the parameter F 3 . He provided examples where nontrivial translates exist, and showed how to find such translates in general if they are known to exist. In Section 4 we extend Euler's results, and use elliptic curves to construct sets of three integers for which there are infinitely many such translates (F 3 = ∞).
The parameter F 4 , together with the results of Theorem 2, enables us to deduce another lower bound on SP Z (M ), assuming a major conjecture in arithmetic geometry -the Bombieri-Lang conjecture for rational points on varieties of general type.
Corollary 4. Assume the Bombieri-Lang conjecture, and let M denote a matching of size n. Then SP Z (M ) = Ω(n 4/7 ).
Notice that, combining the above lower bound (assuming the BombieriLang conjecture) with Theorem 1 yields a lower bound of ε = 1 14 for the sum-product of the complete graph. While this does not improve the best known exponent for SP Z (K n ), as we later state, it does improve all known sum-product bounds for graphs with slightly smaller degrees (e.g., of average degree n 1−δ for certain small δ > 0).
See, for instance, [8, 17] for other implications of the Bombieri-Lang conjecture on problems involving the perfect squares.
1.4. Sums along expander graphs. Up till now, we considered sums and products along graphs, where each of the sum-set and product-set could be small (yet they could not both be small at the same time): For instance, the sum-set along a matching can consist of a single element. The final part of this paper investigates the smallest possible size of the sum-set along other underlying geometries. Note that this problem is trivial for dense graphs, as the maximal degree of a graph G is clearly a lower bound on |A G + A|. As we later explain, a straightforward extension of one of our basic arguments for the sum-product of a matching gives that, for instance, if G is a vertex-transitive graph on n vertices with odd-girth then
In particular, when G is a disjoint union of triangles, |A G + A| ≥ n 1/3 , and we later show that this bound is tight. It is natural to assume that the sumset along G should be forced to be larger if G had, in some sense, stronger interactions between its vertices, and specifically, if the graph is an expander (defined below). Surprisingly, our results show that the sum-set along an n-vertex expander can be of size only O(log n), and this is best possible.
The conductance of a graph G = (V, E), denoted by Φ(G), is defined as 8) where A, vol(A) and e(A, B) denote the complement of A, its volume (the sum of its degrees) and the number of edges between A and B respectively.
For a real δ > 0 and a graph G without isolated vertices, we say that G is a δ-(edge)-expander if Φ(G) > δ. For further information on these objects and their numerous applications, cf., e.g., [26] .
The next theorem characterizes the smallest possible cardinality of the sum-set of A ⊂ Z along an expander.
Theorem 5. For any 0 < δ < 1 2 there exist constants C, c > 0 such that: 1. If G is a δ-expander on n vertices then
2. There exists a regular δ-expander G on n vertices such that
. . , n} .
1.5.
Organization. The rest of this paper is organized as follows. Section 2 contains the proof of Theorem 1, which provides upper bounds on SP Z (M ) and relates it to SP Z (K n ). In Section 3 we prove Theorem 2, which gives lower bounds for SP Z (M ) in terms of the parameters F k (translates of k integers into the squares). Section 4 focuses on this problem of translates of a set into the squares: We first analyze F 3 , and extend Euler's result using elliptic curves. We then discuss F 4 and its implication on the sum-product of the matchings. In Section 5 we study sum-sets along other geometries, and prove Theorem 5, which establishes tight bounds for sums along expanders. The final section, Section 6, contains concluding remarks and open problems.
Upper bounds for the sum-product of a matching
In this section, we prove Theorem 1, which provides upper bounds for the sum-product of a matching over the integers. Throughout this section, let M denote a matching consisting of n disjoint edges. We begin with a simple lemma.
Lemma 2.1. Suppose the edges of a graph G = (V, E) are properly coloured with k colours, and let ∆ be the maximal degree in G. Then G contains a matching of at least |E|/(4∆) edges involving at most k/(2∆) colours.
Proof. Repeatedly select all edges of the most used colour and delete all edges adjacent to them, until at least |E|/(4∆) edges have been selected. Up to that point at most |E|/2 edges are deleted, so at each step at least |E|/(2k) edges are selected. Thus the number of steps is at most 2k/(4∆).
2.1.
A sub-linear upper bound: proof of (1.4). The desired upper bound given in inequality (1.4) is equivalent to the following statement: There is a fixed ε > 0 so that, for every sufficiently large n, there exists an ordered set A of 2n distinct integers satisfying
We need the following result of Erdős [20] .
Lemma 2.2. There is a fixed ε > 0 such that for every sufficiently large N , the number of integers which are the product of two integers, each no greater than N , is smaller than
Let N = 16n be a large integer, let I be the interval of all integers in
and let G 0 = (V, E) be the graph on the set of vertices {1, 2, . . . , N } in which i and j are connected iff i + j ∈ I. Note that every vertex of G 0 has degree at least d/2 and at most d, where d = 
2.2.
From matchings to dense graphs: proof of (1.3). We prove a stronger statement than the one given in Theorem 1, and bound SP Z (M ) in terms of the sum-product of any sufficiently dense graph (rather than the complete graph). This is formalized by the following theorem. Theorem 2.3. Let G = (V, E) be a graph on N vertices with maximum degree at most D ≥ 10(log N ) 2 and average degree at least d, such that N is large enough and
Then there is a matching
, and let R be a random subset of A G + A obtained by picking every element s ∈ A G + A, randomly and independently, with probability p. Let H be the spanning subgraph of G consisting of all edges uv so that a u + a v ∈ R.
By standard large deviation estimates for binomial distributions, with high probability the total size of R is smaller than 2Sp = 2S/ √ D, and the maximum degree in H is smaller than 2Dp = 2 √ D. (Note that the degree of each vertex in H is indeed a binomial random variable, as each edge of G incident with the vertex remains in H randomly and independently with probability p.) Moreover, we claim that the number of edges of H is at least
with probability at least 1/5, hence with positive probability H satisfies all of these conditions. To see this last claim, let m i ≤ N/2 be the number of edges in G with sum i. Then
Fix a choice of H for which the above conditions hold. Assign to each edge e = uv of H, a colour given by the numbers associated to its endpoints: a u · a v . Note that this is a proper colouring of H with at most S colours.
Applying Lemma 2.1 to H, yields a matching in H consisting of at least Remark. The assumption D ≥ 10(log N ) 2 can be easily relaxed, as it is not essential that all degrees in H will be at most 2 √ D, it suffices to ensure that no set of
edges. It is also not difficult to prove a version of the above theorem starting with the assumption that In particular, for G being a complete graph this implies that if there is a set A of N distinct integers so that |A + A| ≤ S and |A × A| ≤ S, then there is a matching M of size Ω(N ) and a set B of 2|M | distinct integers so that
This proves (1.3), and completes the proof of Theorem 1.
Lower bounds for matchings and translates into squares
In this section, we prove Theorem 2, which relates lower bounds for the sum-product of the matching over the integers to the square-translates problem defined in the introduction.
Proof of Theorem 2. We first elaborate on inequality (1.2), which stated that any graph G = (V, E) satisfies SP Z (G) ≥ SP R (G) ≥ |E|. This follows immediately from the next simple observation:
Observation 3.1. Let F be a field and G = (V, E). Then any injection
Indeed, since any quadratic polynomial over F has at most 2 roots, any two elements {x, y} ∈ F are uniquely determined by their sum s = x + y and their product p = xy. In particular, when the characteristic of F is other than 2,
The above bound is tight (up to rounding) whenever it is possible to take a square-root of elements in F (in fact, a slightly weaker condition already suffices). To demonstrates this over R and any n = m 2 for m ≥ 1, let X denote a set of m reals chosen uniformly from the interval [5, 6] . Clearly, every pair s, p ∈ X satisfies
and furthermore, with probability 1 there exist 2n distinct solutions to the m 2 equations of the form (3.1), as s, p range over all possible values in X. This shows that
even with the added constraint |A
Next, we wish to relate SP Z (M ) to the parameters F k , defined in (1.5).
To prove Item (2) of the theorem, assume that indeed F k = ∞ for all k. We need to show that if M is a matching comprising n = m 2 edges, then there exists a set A of 2n distinct integers such that both |A M + A| = m and 3 . By the assumption on {F k } we have F m+1 > K. In particular, there exist two sets of distinct integers, X = {x 1 , . . . , x K } and Y = {y 0 , y 1 , . . . , y m }, such that x + y ∈ Squares for all x ∈ X and y ∈ Y .
By translating X, Y in opposite directions (recall that F m+1 ≥ K + 1) we may assume that 0 = y 0 ∈ Y , and so X ⊂ Squares. We may also assume 4 | x i for all i, (otherwise, multiply X and Y by 4), and setX = { √ x : x ∈ X} ⊂ Z.
Let
We claim that there exists a subset S ⊂X of size m, such that all the solutions to (3.1) with s ∈ S, p ∈ P are distinct.
To see this, first notice that if s ∈X and p = p ∈ P , then s 2 − 4p and s 2 − 4p are two distinct squares by our assumption on X and Y . It thus follows that there are 2m distinct solutions to (3.1) for this s and all p ∈ P . Let A s denote this set of 2m integer solutions.
Consider the graph H on the vertex setX, where two distinct vertices s, s ∈X are adjacent if and only if they share a common solution to (3.1), that is, if A s ∩ A s is nonempty.
Next, note that any a ∈ Z (in fact even in R) and p ∈ P can correspond to at most one possible value of s such that a is a solution of (3.1) with this pair (s, p) (namely, the only possible value for s is a + p a , where here we used the fact that p = 0 for all p ∈ P ). It then follows that the degree of any s ∈X in H is at most
In other words, H is graph on K vertices with maximal degree less than 2m 2 , and thus has an independent set (an induced subgraph containing no edges) of size at least K/(2m 2 ) = m. Furthermore, such an independent set can easily be found via the Greedy algorithm (sequentially processingX and adding vertices that are not incident to the current induced subgraph). Combined with Observation 3.1, this implies that SP Z (M ) = m, proving Item (2).
It remains to prove Item (3). Let A = {a u : u ∈ V } be a set of |V | distinct integers, let S = A M + A and P = A M × A denote the sum-set and product-set of A along M resp., and set m = max{|S|, |P |}. Define the following m × m binary matrix B, indexed by the elements of S and P (if either S or P has less than m elements, B may have all-zero rows or columns respectively):
Let t = t(n), and consider F k (4t 2 ), defined in (1.6) as the maximum number of translates that k integers {a 1 , . . . , a k } ⊂ {−(2t) 2 , . . . , (2t) 2 } can have into the set of perfect squares. It then follows from (3.2) and (3.3) that, if |a u | ≤ t for all u ∈ V , then there are at most r = F 2 (4t 2 ) translates of any set {s 2 1 , . . . , s 2 k } with s 1 , . . . , s k ∈ S into the squares. Similarly, there are at most r translates of any set {−4p 1 , . . . , −4p k } with p 1 , . . . , p k ∈ P into the squares. It follows that B does not contain a k × (r + 1) minor consisting of all 1's. Equivalently, B represents a bipartite graph G with color classes of size m each, which has e(M ) = n edges and does not contain a copy of the subgraph K k,r+1 .
The case k = 2 is somewhat simpler and has interesting consequences, and so we deal with it first. In what follows we need a special case of a well known result of Kövári, Sós and Turán. For completeness, we reproduce its (simple) proof. Let N (u) and d(u) denote the neighborhood of a vertex u and its degree resp., and further let N (u, v) and d(u, v) denote the common neighborhood of two vertices u, v and its size (the co-degree) respectively. According to these notations, a standard calculation shows that the total of all co-degrees in G is
where the inequality was due to Cauchy-Schwartz (recalling that G is a graph on 2m vertices). Dividing by 2m 2
and using the fact that e(G) ≤ 2m 2 , we obtain that the average co-degree in G is at least
On the other hand, as G contains no K 2,r+1 , this quantity is necessarily at most r, and so
Rearranging, we have m ≥ n 2 2(r + 1)
, which by definition of m, r gives that for all A ⊂ {−t, . . . , t}
. It follows that the number of such translates corresponds to the number of divisors of a−b. As it is well known that the number of divisors of an integer N is at most exp O( log N log log N ) ≤ N o(1) , we deduce that
Combining this with (3.4) immediately implies the required lower bound
whenever every a ∈ A has |a| ≤ n O(1) . To generalize the lower bound to any fixed k, we apply the general theorem of Kövári, Sós and Turán [28] on the density of binary matrices without certain sub-matrices consisting only of 1 entries. We use the following version of this theorem (see, e.g., [27, Chapter 2.2], and also [29] ): Theorem 3.2 (Kövári-Sós-Turán). Let k ≤ r be two integers, and let G be a bipartite graph with m vertices in each of its parts. If G does not contain K k,r as a subgraph, then
As noted above, with r = F k (4t 2 ), for any k rows of B there can be at most r columns forming a sub-matrix consisting only of 1 entries, and vice versa. Equivalently, the bipartite graph G does not contain K k,r+1 as a subgraph. Recalling that e(G) = n, we obtain that
, in which case we are done, or else this yields
This concludes the proof of Theorem 2.
4.
Translates of a set into the squares 4.1. Euler's problem: translates of three integers into the squares.
In this section, we study the parameter F 3 : We are interested in integer solutions to the following set of 3 equations in 4 variables (X, Y 1 , Y 2 , Y 3 ):
where the a i 's are distinct integers. By clearing denominators, it is equivalent to consider rational solutions rather than integer ones. Euler [22, Chapter 2.XIV] studied this question in the following form:
"To find a number, x, which, added to each of the given numbers, a,b,c, produces a square"
After demonstrating that this is impossible in some families of parameters, he concludes (in the following m = b − a and n = c − a):
". . . it is not easy to choose such numbers for m and n as will render the solution possible. The only means of finding such values for m and n is to imagine them, or to determine them by the following method."
Euler's method is to start with a given solution (assuming one is available), and look for others, using transformations of certain quartics into squares. He considers the integers {0, 2, 6}, so also provides such a solution, since in that case it is easy to verify that
Plugging in x = (the next element obtained via this recursion has 38-digit numerator and denominator). Euler does not discuss when this method may guarantee an aperiodic series of translations (though this may be shown using similar elementary methods).
In what follows, we present a general framework for obtaining sets of 3 integers with infinitely many translates into the squares, using elliptic curves. This approach further provides a quantitative lower bound on the number of translates, in terms of the height of the elements of the original set (i.e., a lower bound on F 3 (n)). We begin by showing that indeed F 3 = ∞.
Theorem 4.1. The parameter F 3 is unbounded. Moreover, there exist distinct integers {a 1 , a 2 , a 3 } with infinitely many translates into the set of perfect rational squares.
Proof. We may assume that there is at least one solution to (4.1), and without loss of generality X = 0 is a solution, so we have √ a i ∈ Q for all i and can instead consider the equations
For some t, u ∈ Q to be later specified, let
It follows that
is the unique non-zero rational such that
Note that, for t = ±1, only u = 0 satisfies this equality, since a 1 = a 2 ). Using this substitution, we find
where Q(t) is a monic quartic with known coefficients (derived from a 1 , a 2 , a 3 ). Therefore, to solve (4.1) we need Q(t) to be a rational square.
Let G(t) be a quadratic and H(t) linear so that Q(t) = G 2 (t) + H(t). If Q(t) is a rational square, let
We have
, which upon multiplying by T 0 becomes a polynomial relation between S 0 , T 0 . Next, let S, T be affine changes of S 0 , T 0 as follows: Table 1 . Optimal sum-product mapping for a matching of size 9 over the integers: 3 sums and 3 products, found using the elliptic curve S 2 = T 3 − 63T + 162.
This brings the polynomial relation between S 0 , T 0 to an elliptic curve in standard form:
We next show that F 3 = ∞. Consider the choice a 1 = . By (4.4), this produces the elliptic curve
which has positive rank (namely, rank 1, computed via SAGE). This gives rise to infinitely many rational points (T, S), and using (4.3), we can recover the value of t = S/T from each of them. Recalling that u is uniquely determined by t, we now return to (4.2) and obtain the rational points Y 1 , Y 2 , Y 3 from each pair (T, S), as required. Table 1 demonstrates how the above analysis provides an optimal family of 9 pairs of distinct integers, inducing only 3 sums and 3 products: SP Z (M ) = 3 when M is the matching on 9 edges , where the lower bound follows from (1.2).
Remark. In general, the above analysis leads, for any integer n, to an explicit construction giving a family of 3n pairs of distinct integers, inducing 3 distinct sums and n distinct products.
Remark. An alternative way for proving Theorem 4.1 is to consider the curve y 2 = (x + a 1 )(x + a 2 )(x + a 3 ). This curve contains the rational points of the curve defined in (4.4), and one may obtain infinitely many of them by starting from one of the points and repeatedly doubling it.
4.2.
A quantitative lower bound. Recall that F 2 (n) = exp Θ log n log log n , which implies that
The next theorem provides a lower bound on F 3 (n):
Proof. We need the following well-known facts concerning elliptic curves. The Mordell-Weil Theorem states that, for any elliptic curve E(Q), the group of rational points on the curve is a finitely generated abelian group: E(Q) ∼ = E torsion Z r , where E torsion is the torsion group (points of finite order) and r is the rank of the curve. Mazur's Theorem characterizes the torsion group of any E(Q) as one of 15 given (small) groups.
The logarithmic height of a rational x = p q , denoted by h(x), is defined as h(p/q) = max{log |p| , log |q|} .
For a point P = (x, y) ∈ E(Q) we let h(P ) = h(x). Further define the canonical height of P ∈ E(Q) to bê
The following theorem states some well known properties of the canonical height: Theorem 4.3 (canonical height). The following holds:
1. The canonical heightĥ is quadratic and satisfies the parallelogram law:
2. The canonical heightĥ is roughly logarithmic:
By the above facts, we can now deduce the following corollary for the number of rational points on E(Q) with a given bound on their numerators and denominators:
Corollary 4.4. In an elliptic curve E(Q) of rank r, the number of points withĥ(P ) < M has order M r/2 . Consequently this is also the number of points with numerator and denominator bounded by O(exp(M )). To see this, take a basis P 1 , . . . , P r for the abelian group E(Q). It is now straightforward to verify that the requisite points are (up to the slight effect of the torsion group) the points r i=1 a i P i where a i < √ M . Let a 1 , a 2 , a 3 be distinct rational points, and let r denote the rank of the elliptic curve defined in (4.4). By the above discussion, there are M r/2 rational solutions with denominators bounded by O(exp(M )). Clearing denominators results in M r/2 integer solutions to the system corresponding to a 1 , a 2 , a 3 ∈ Z, where all absolute values are at most N = O(exp(M 1+r/2 )). Equivalently, M = Ω (log N ) 2/(r+2) , giving the following estimate on F 3 (n):
In particular, one can verify that a choice of a 1 = 3, a 2 = 34, a 3 = 89 (obtained by a computer search using SAGE) for the a i 's produces a curve of rank 5, implying the desired result.
Remark. The above curve of rank 5 was found by a computer search (see Figure 1 ). Not every elliptic curve can be represented by (4.4), and it is even unknown if there are elliptic curves of arbitrarily large rank. It appears that the curves obtained from (4.4) have rank 0 only when a 1 , a 2 , a 3 are of the form xy, xy + x 2 , xy + y 2 for some x, y. The rank distribution for curves obtained from (4.4) appears to concentrate on rank 1 as the height of the a i 's tends to infinity (e.g., random samples of curves from the ranges {L, . . . , 2L} with L ∈ {10 3 , 10 4 , 10 5 } gave rank 1 in about 0.33, 0.48 and 0.70 fraction of the samples resp.). This is in contrast with all elliptic curves, where it is believed that the rank is 0 and 1 with density 1/2 each.
Further note that the constants implicit in Corollary 4.4 depend on the curve. A uniform (in the curve) bound on the number of points of height at most m in an elliptic curve may lead to an improved upper bound.
4.3.
Translates of four or more integers and curves of higher genus. We next turn our attention to the parameters F k for k > 3. Recalling the general framework of the problem, we are interested in integer solutions to the set of k equations in the k + 1 variables (X, Y 1 , . . . , Y k ):
where the a i 's are assumed to be distinct coefficients. Let S ⊂ C k+1 denote the set of all complex solutions. By adding a point at infinity, S can be compactified into a one (complex) dimensional manifold.
Proof. Using the relation to the Euler characteristic χ(S) = 2 − 2g(S), it suffices to show that
This is achieved by means of the Riemann-Hurwitz formula: For a map π : S → S which is N → 1 except at some ramification points of S we have
where the sum is over the ramification points and e p is the ramification index at p and c p the cycle index. We apply this to our manifold S and the Riemann sphere S , and with the map π(X, Y 1 , . . . , Y k ) = X. Any X has 2 k pre-images with coordinates given by the square roots of X + a i . The ramification points are X = −a i for each i and X = ∞. At X = a i we have only 2 k−1 pre-images (here we use that all a i 's are distinct) and so
The singularity at X = ∞ is of the same type (2 k−1 coinciding points of ramification index 2, and thus e ∞ − c ∞ = 2 k−1 ). Combining these we find
as required.
Note that for k = 3, the genus of S is 1 and thus S is an elliptic curve, as we have already seen in the above analysis of this case. For k > 3 the genus is larger, and the understanding of rational points on S is relatively scant.
It is well known that rational points in curves of high genus are uncommon: Indeed, Falting's Theorem states that the number of rational points on any curve of genus g > 1 is finite. The following result of Caporaso, Harris and Mazur further states that this quantity is uniformly bounded from above, if we accept a major conjecture in Arithmetic Geometry. Theorem 4.6 (Caporaso-Harris-Mazur [9] ). Assume the Bombieri-Lang conjecture. Then for any g > 1 there is some constant B(g) such that the number of rational points on any curve of genus g is at most B(g).
Combining this with Lemma 4.5 implies that, if we accept the BombieriLang conjecture, then for any k ≥ 4 there is some constant B depending only on k such that the number of solutions to (4.5) is at most B. In other words, if the Bombieri-Lang conjecture holds, then Remark. The curve determined by (4.5) is not completely general, and so it may be possible to get bounds on the number of solutions without assuming the Bombieri-Lang conjecture. One approach is to multiply the equations and note that P (X) := (X + a i ) = ( Y i ) 2 is a square, where P (X) is some polynomial of degree k with distinct integer roots. This determines a curve of lower genus, but still of genus greater than 1 for k > 4.
4.4.
Consequences for the original Erdős-Szemerédi problem. We have shown that, assuming a plausible conjecture in Number Theory, for every matching M of size n and every set B of 2n distinct integers,
Together with Theorem 2.3, this implies that if G is any graph on n vertices and at least n 2 /k edges, and A is any set of n distinct integers, then
by Theorem 2.3 with D = n and d = n/k, either S = Ω(n 3/2 /k), or there is a matching M of size Ω(n/k) and a set of of 2|M | distinct integers B so that
supplying the desired lower bound for S.
It is worth noting that without assuming any unproven conjectures, one can prove that for every G as above, and every set A of positive integers
This can be done as follows. Suppose
where G has n vertices and at least n 2 /k edges. By the proof of Gowers [25] of the Balog-Szemerédi Theorem [3] (see also [34] ), there are two subsets A , B ⊂ A so that |A | = |B | ≥ Ω(n/k) and
However, if we plug in the best current lower bound for the sum-product of the complete bipartite graph, due to Solymosi [33] , we have that (1) ), which gives the desired estimate cn ≥ Ω n 10/9−o(1) k 19/9+o (1) .
Note that for k > n 1/19 this does not give any nontrivial bound. On the other hand, the estimate (4.6) (which depends on the validity of the Bombieri-Lang conjecture) gives a nontrivial bound for all k < n 1/8 . Furthermore, our bound improves upon (4.7) already for k > n 5/194 .
Sums along expanders
In this section, we study sum-sets along various underlying geometries, and obtain tight bounds for the case of expander graphs (Theorem 5). Note that we no longer consider the product-set along the graph.
5.1.
Lower bound for sums along general graphs. We begin with a straightforward lower bound for the size of the sum-set along a given graph:
Observation 5.1. Let F be a field of characteristic char(F) = 2. Then for any graph G and an injective map A from its vertices to F we have
where e k (G) denotes the number of cycles of length k in G.
To prove this, let A be a mapping from the vertices of G to F, and consider a cycle
where v 0 v k ∈ E and v i v i+1 ∈ E for i = 0, . . . , k − 1. We then have that
and so A u is uniquely determined by the sums on the edges of the cycle. Therefore, for any directed cycle as above (fixing the starting point u = v 0 and the orientation), we must have a different sequence of k sums along the edges (otherwise, for two cycles starting at u = u we would get A u = A u , while for the two orientations of the same cycle we would get
Altogether, any undirected cycle gives rise to 2k distinct sequences of sums (accounting for both orientations). This implies the desired lower bound.
Note that we cannot infer a bound on |A G + A| in terms of e k (G) when char(F) = 2 or k is even. To see this, suppose one cycle has labels a 1 , . . . , a k . Disjoint cycles may then be labeled a i + (−1) i x with an arbitrary x to get the same k sums. It is thus possible to choose at least |F|/k 2 values of x (and in fact even more, with a careful choice of the values a 1 , . . . , a k ), so that the labels are all distinct, whereas |A G + A| = k. The lower bound of Observation 5.1 can be asymptotically tight: To demonstrate this for k = 3, we consider the graph G comprising m 3 disjoint triangles, and construct for it an injection A such that
Let S be a set of m distinct sums, all even, to be specified later. We assign each of the triangles a different triplet of these sums. This determines the integer values at each of the vertices. To conclude the construction, we need S to yield distinct integer values at different vertices; this is achieved, for instance, by choosing
(alternatively, one can obtain A which is injective whp, by choosing the elements of S independently and uniformly over some large ground set). It is not difficult to extend this example and show that Observation 5.1
gives the optimal order of |A G + A| whenever G is a disjoint union of cycles of odd length k.
5.2.
Tight bounds for sums along expanders. We now prove Theorem 5, showing that the sum-set along an n-vertex expander can be of size O(log n), and this is best possible.
Recall the definition of an expander given in the introduction. In the special case where the graph G = (V, E) is d-regular, we call G a δ-expander if for every set X of at most |V |/2 vertices, the number of edges from X to its complement is at least δd|X|.
An (n, d, λ)-graph is a connected d-regular graph on n vertices, in which the absolute value of each nontrivial eigenvalue is at most λ. This notion was introduced by the first author in the 1980's, motivated by the observation that such graphs in which λ is much smaller than d exhibit strong pseudorandom properties. In particular, it is easy to show (see, e.g., [2] ) that
there is a constant c = c(δ) so that the following holds: For any sufficiently large n there is a δ-expander G on n vertices such that |A G + A| ≤ c log n for A = {1, 2, . . . , n}.
Proof. For an abelian group Λ and a subset T ⊂ Λ, the Cayley sum graph G = G(Λ, T ) of Λ with respect to T is the graph whose set of vertices is Λ, in which yz is an edge for each y, z ∈ Λ satisfying y + z ∈ T . Clearly, this is a |T |-regular graph.
Let D be the adjacency matrix of G. It is well known (cf., e.g., [1] ) that its eigenvalues can be expressed in terms of T and the characters of Λ. Indeed, for every character χ of Λ and every y ∈ Λ,
Applying D again, it follows that
Therefore, the eigenvalues of the symmetric matrix D 2 are precisely the expressions | s∈T χ(s)| 2 , where the characters are the corresponding eigenvectors, and as the characters are orthogonal, these are all eigenvalues. It then follows that each nontrivial eigenvalue of the graph G = G(Λ, T ) is, in absolute value, | s∈T χ(s)| for some nontrivial character χ of Λ (it is not difficult to determine the signs as well, but these are not needed here).
In particular, for the additive group Z n and for T ⊂ Z n , every nontrivial eigenvalue of the Cayley graph of Z n with respect to T is, in absolute value, | s∈T ω s |, where ω is a nontrivial n-th root of unity. The following lemma is proved in [1] by a simple probabilistic argument. To complete the proof of Theorem 5.2, assume n is sufficiently large as a function of δ. Let T satisfy the assertion of the lemma, with |T | = c log n, where c is chosen to ensure that c log n − 3 √ c log n log(10n) 2c log n ≥ δ.
Since δ < 1/2 it is obvious that c = c (δ) > 0 can be chosen to satisfy this inequality, and thus the graph G = G(Z n , T ) has the desired expansion properties, by (5.1). Every sum of endpoints of an edge in it is equal, modulo n, to a member of T , and as we are considering addition over the integers, this means that for A = {1, 2, . . . , n}, It follows that for every a w ∈ A, either the difference a w − a u or the sum a w + a u can be expressed as the inner product of an integral vector x of length s with 1 -norm at most r with the vector (g : g ∈ T ). The number of choices for the vector x is at most 2 s r+s s , implying (5.2). The conclusion in case r ≤ L log n for some L > 1 now follows by a simple manipulation, since 2 s r+s 
Concluding remarks and open problems
We have introduced the study of sums and products along the edges of sparse graphs, showing that it is related to the well studied investigation of the problem for dense graphs, as well as to classical problems and results in Number Theory.
There are many possible variants of the problems considered here. In particular, the results in the previous section suggest the study of the minimum possible value of |A G + A| for a given graph G, and its relation to the structural properties of the graph. Lemma 5.4 provides a lower bound for this quantity for graphs with a small diameter, and Observation 5.1 supplies another lower bound in terms of the number of short odd cycles in the graph (provided the characteristic of the field is not 2).
In view of the relation to the original conjecture of Erdős and Szemerédi for the dense case, an interesting open problem is whether the minimum possible value of SP Z (M ) for a matching M of size n is n 1−o (1) . We believe that this is the case, but a proof will certainly require some additional ideas.
Finally, given its ramifications on the sum-product exponents of sparse graphs, it would be interesting to establish whether the parameter F k (the maximum number of translates of k integers into the perfect squares) is indeed finite for some k.
Conjecture. There is a finite k so that there are no sets X, Y ⊂ Z of sizes |X| = |Y | = k that satisfy x + y ∈ Squares for all x ∈ X and y ∈ Y .
(6.1)
Note that, by our results, for all k there exist sets X, Y ⊂ Z of sizes |X| = 3, |Y | = k that do satisfy (6.1).
