Introduction
Algorithms to solve Toeplitz matrices can be broadly classi ed into two categories, namely, the Levinson type and the Schur type. The Levinson type algorithms produce factorizations of the inverse of the Toeplitz matrix such as T ?1 = LDL T and T ?1 = QR while the Schur type algorithms produce factorizations of the Toeplitz matrix itself such as T = LDL T and T = QR. In addition, the two approaches di er in the kinds of computational primitives used during the factorization.
In 30] Schur derived a fast recursive algorithm to check if a power series is analytic and bounded in the unit disc. Interestingly, the recursions proposed in this algorithm provide a fast factorization of matrices with displacement rank 2. It is well known that Toeplitz matrices have a displacement rank of 2 22] . More generally block Toeplitz matrices with a block size of m have a displacement rank of 2m. In this paper we discuss several high performance variants of the classical Schur algorithm algorithms to factor symmetric block Toeplitz matrices. Speci cally we discuss routines to factor symmetric positive de nite, positive semide nite and inde nite matrices. Algorithms to obtain the QR factorization of exactly and nearly rank de cient Toeplitz matrices are also discussed.
In this paper the classical Schur algorithm for obtaining the Cholesky factorization of symmetric positive de nite block Toeplitz matrices 9, 8] is generalized to the block Toeplitz matrix case using a block generalization of the hyperbolic Householder re ectors. The block generalization of the Schur algorithm and various blocking schemes di ering in the amount of storage and computational primitives used are described in Section 2. Blocking the hyperbolic Householder transformations allows us to apply these transformations using BLAS 3 primitives rather than the BLAS 2 primitives which are required for plain hyperbolic Householder transformations. On machines with a memory hierarchy this provides us with a faster algorithm.
For symmetric inde nite block Toeplitz matrices the Schur algorithm breaks down if the matrix has singular principal minors. A scheme to modify the block Schur algorithm by perturbing the generators and obtaining an approximate factorization of the matrix is described in Section 3. The approximate solution is then improved through iterative re nement. The numerical behavior of this method to circumvent the singularities is studied. If an exact factorization of the inde nite block Toeplitz matrix is desired, then one would have to look-ahead over the singular or near singular principal minors. Look-ahead algorithms based on the Levinson algorithm have appeared
The work of the rst three authors is supported by the National Science Foundation under Grants NSF CCR-9120105 and CCR-9209349, and by ARPA under a subcontract of Grant No. ARPA/NIST 60NANB2D1272. V. Vermaut is supported by an FDS-94 grant of the Universit e Catholique de Louvain in the literature 4, 12] but su er from the same reduced parallelism relative to the Schur algorithm mentioned above and are limited to point Toeplitz matrices. Look-ahead Schur algorithms based on orthogonal polynomials exist 18] but are limited to point Toeplitz matrices. In Section 3 we present two look-ahead Schur algorithms for point and block Toeplitz matrices and compare the two from a computational viewpoint.
The classical Schur algorithm can be generalized to obtain the QR factorization of block Toeplitz matrices 6]. If the Toeplitz matrix is rank de cient, then we present a modi cation of the generalized Schur algorithm in Section 4 to obtain the QR factorization by pruning the generators of the Toepliz matrix. If the matrix is nearly rank de cient, then this method produces a low rank approximation of the Toeplitz matrix.
Finally we discuss algorithms to factor Toeplitz matrices by converting them to Cauchy type matrices. Toeplitz matrices can be converted using the discrete Fourier transform into Cauchy type matrices that allow pivoting during the factorization 21, 15] . These algorithms also have the same complexity,O(n 2 ), as the Schur algorithm. The problem with this method is that any real valued Toeplitz matrix is converted to a complex Cauchy type matrix and the entire factorization algorithm proceeds in complex arithmetic. This is computationally expensive. Similarly, any symmetry in the Toeplitz matrix is ignored in this algorithm. In Section 5 we present a modi cation to this algorithm that allows us to work in real arithmetic and also exploit the symmetric structure of the matrix. This yields a rank revealing algorithm for the factorization of a semide nite block Toeplitz matrix that is computationally less expensive than the algorithm presented in 21, 15].
Symmetric positive de nite block Toeplitz matrices
In this section we present a block generalization of the classical Schur algorithm 8, 9] using block hyperbolic Householder re ectors. Block hyperbolic Householder transformations can be applied at the BLAS 3 rate rather than plain householder transformations which are applied at the BLAS 2 rate. On machines with a memory heirarchy this provides us with a signi cant improvement in performance. Various blocking strategies that di er in the computational primitives required during the construction are presented. The cost of applying these transformations is also discussed.
The classical Schur algorithm
Let T be an mp mp symmetric positive de nite block Toeplitz matrix with a block size of m m whose rst block row is given by T 1T2 : : :T p?1Tp ]. Let Z be a block right shift matrix. The Schur algorithm is based on the fact that the displacement of a block Toeplitz matrix T, de ned as T ? Z T TZ, has a rank of at most 2m 22] . The derivation of the Schur algorithm to compute the Cholesky factorization of a symmetric positive de nite block Toeplitz matrix is outlined below.
SinceT 1 is a symmetric positive de nite matrix, we can nd its Cholesky factorizationT 1 
If we can obtain a transformation matrix U which satis es the property U T W mp U = W mp such that UG = R, where R is upper triangular, then we have 
It can also be seen that the above generator matrix Gen is obtained by a factorization of the displacement of the block Toeplitz matrix into:
T ? Z T TZ = Gen T " I m 0 0 I m # Gen (6) Notice that whenT 1 is not positive de nite we can consider the more general decomposition 
The three blocking schemes discussed above di er in the computational primitives employed (dotproducts or saxpys) and the amount of storage. A detailed performance analysis of the three blocking schemes is presented in 14].
The Factorization Algorithm
The following algorithm is used to reduce matrix G (3) described in Section 2.1 to an upper triangular matrix. This algorithm is essentially the same as the one described in 8] except that we are dealing with blocks instead of elements. We describe the algorithm using an example as follows. Let T = G T W mp G where G and W mp are as shown in (12) . 
The goal of this algorithm is to reduce G into an upper triangular matrix using block hyperbolic Householder matrices. Since the rst column of the generator is already in the right form we only use the generator matrix from the second row down. The rst row of the upper submatrix of the generator is the rst block row of the triangular factor of the Toeplitz matrix. The rst step in this algorithm therefore involves eliminating the rst diagonal in the lower half of the generator matrix (the boxed T 2 blocks in (12) ). If this is done while maintaining the Toeplitz structure of the remaining portion of the matrix (the submatrix from the third row downwards), we can repeat the process on the smaller generator till we triangularize G.
Consider the matrix formed by stacking the second block row of the upper submatrix and the rst block row of the lower submatrix as follows
Let U 1 be a block hyperbolic Householder transformation that eliminates T 2 using T 1 . Applying this to G 0 we get
The matrix formed by stacking the third row of the upper submatrix and the second row of the lower submatrix is just a shifted version of G 0 . Similarly all matrices constructed by stacking the corresponding rows in the two halves of the generator matrix are shifted versions of the G 0 matrix in (13) . Hence, all the work that was needed to zero out the diagonal row of T 2 in the lower submatrix was done in the rst step. At this stage, the generator matrix G has a Toeplitz submatrix in its upper half (from the third row onwards) and another Toeplitz submatrix in its lower half as shown in (15) . 
The second row of the upper submatrix of G is the second block row of the triangular factor of the Toeplitz matrix. The process is then repeated on the two lower right submatrices of the generator in (15) . After p ? 2 steps the generator is completely triangularized.
Notice that in addition to being able to work with only two block rows, we can work with the same two block rows because the reduced generator in the next step has the same lower block row but the upper block row is shifted by one block to the right. Before this shift is made the upper block row must be stored in the right place in the triangular factor of the original Toeplitz matrix. At the rst step of the algorithm, this reduced matrix which we refer to as the generator matrix is:
Also, we see that in the rst step T 1 is upper triangular because by construction T 1 = L T 1 . The diagonal elements of T 1 are sequentially used to zero out all the elements in the corresponding column of the lower block (T 2 ). This implies that at each step of the algorithm the block hyperbolic Householder matrices are computed using vectors that have one non-zero element in their upper half and a non-zero lower half. This means that the V; Y matrices in the rst two forms and the Y matrix in the third form have more sparsity than usual. The sparsity patterns of the matrices V , Y and Y , T and their performance implications can be found in 14]. In this paper we provide a summary of the computational costs involved in blocking the hyperbolic Househholder re ector.
The blocking scheme described in Lemma 1 requires two reduction primitives (matrix vector products) at each step. For a block Toeplitz matrix with block size m, if the m hyperbolic
Householder re ectors at each step of the Schur algorithm are blocked, then the total op count is 2:33m 3 +3:75m 2 +8m. Also, applying the blocked re ector to a generator of size 2m mp requires 5m 3 p + 3m 2 p operations performed at the BLAS 3 (matrix multiplication) rate.
If the blocking scheme described in Lemma 2 is used, one matrix vector product and one rank-1 update are used at each step of the blocking process. The total op count to block the re ectors is 2m 3 + 3m 2 + 8m and the cost of applying the blocked re ector to the rest of the generator is 5m 3 p + 2m 2 p.
The blocking scheme described in Lemma 3 requires two reduction primitives like in Lemma 1 but the cost of blocking m re ectors is 1:33m 3 + 3:75m 2 + 8m which is less than the two schemes mentioned above. On the other hand applying the blocked re ector in this form to the rest of the generator is the most expensive requiring 5m 3 p + 5m 2 p ops.
From this discussion it can be seen that there are de nite tradeo s in implementing the three blocking schemes and implementation choices must be made following a detailed performance analysis taking into consideration the architecture of the machine at hand.
LDL T factorization of a s.p.d. block Toeplitz matrix
In this section we derive another form of the block hyperbolic Householder re ector that is used to obtain an LDL T factorization of a symmetric positive de nite block Toeplitz matrix as opposed to a Cholesky factorization. This blocking scheme can be used if the matrix is symmetric inde nite unless there is a breakdown. Modi cations to the Schur algorithm in the presence of breakdowns are discussed in Section 3. 
= (Ĝ (2) ) TŴĜ (2) whereĜ ( From this discussion it is obvious that we need to construct a block hyperbolic Householder re ector U such that
The steps to construct the block re ector U are shown below. From (22) and (23) (27) Substituting for U, and^ in (22) we get 6:83m 3 + m 2 ops. This is substantially higher than the cost of the previous blocking schemes but the operations are performed at a higher rate (BLAS 3 rate versus BLAS 2 for the other schemes). The advantage of this scheme over the others is that applying the block re ector to the rest of the generator of size 2m mp requires 4m 3 p ops which is signi cantly less than that of the other blocking schemes.
Symmetric inde nite block Toeplitz matrices
In Section 2 we described the Schur algorithm to obtain a Cholesky (LL T ) factorization and an LDL T factorization of a block Toeplitz matrix. In this section, we discuss modi cations to the classical Schur to obtain an LDL T factorization of a symmetric inde nite block Toeplitz matrix. We begin by discussing a possible degeneracy for inde nite matrices and then present a few techniques to overcome these degenerate steps in the Schur algorithm.
The following theorem states that if the block Toeplitz matrix T is positive de nite, it can be shown that the block re ector U (23) always exists at every step of the Schur algorithm.
Theorem 1 Given a symmetric positive de nite block Toeplitz T, at every step of the Schur algorithm, one can always construct a block re ector U, such that (22) and (23) 
Modi cations to the Schur algorithm for the inde nite case
If the block Toeplitz matrix T is symmetric inde nite, then the Schur algorithm could break down because of a singular^ 1 (see (32)). Even if^ 1 is badly conditioned the Schur algorithm would produce an inaccurate factorization. If at any step of the Schur algorithm^ 1 is found to be well conditioned, then one can proceed with the Schur algorithm exactly as described in Section 2.5 to the next step.
There are two ways in which one can, in the event of degeneracy, avoid the problem of near or total breakdown of the Schur algorithm. The rst method involves perturbing the pivot element of the generator such that the matrix^ 1 in (32) is invertible. This method of \boosting" the pivot block provides an inexact factorization of the block Toeplitz matrix. Iterative re nement may be used to correct the solution of such a system. The other method of avoiding degeneracy is to \look-ahead" a few steps of the Schur algorithm, till a well conditioned principal minor can be obtained. These two techniques are discussed in Sections 3.2 and 3.3.
Approximate factorization of inde nite Toeplitz matrices using perturbations
We outline a modi cation to the Schur algorithm to factor a symmetric inde nite block Toeplitz matrix with singular principal minors. As indicated in the previous subsection, if the matrix has a singular principal minor, then the hyperbolic Householder re ector cannot be constructed and the Schur algorithm breaks down. If the pivot block is perturbed such that the matrix^ 1 becomes nonsingular, then the Schur algorithm can be continued. This provides an approximate factorization of block Toeplitz matrix.
The blocking scheme used in this subsection is di erent from the one discussed in the previous subsection. The scheme used is a modi cation of the techniques discussed in Section 2. Consider a symmetric inde nite block Toeplitz matrix T with block size m m whose rst block row is given asT i ; i = 1; : : :; p. IfT 1 is nonsingular andT 1 = PL 1 1 L T 1 P T (P is a permutation matrix), then the generator for the Toeplitz matrix is given as 
where I m is an identity matrix of size m.
At each step of the Schur algorithm, a block hyperbolic Householder matrix is constructed using the rst block column of the generator at that step. Let us consider the blocking schemes discussed in Section 2. A sequence of hyperbolic Householder matrices is constructed such that the diagonal element of the upper block is used to zero out all the elements of the column below it. At the j th step of the process of zeroing out the lower block, the vector u has the form 0; : : :; 0; u j ; : : :; u 2m ]. Let the hyperbolic norm of u be u T Wu. A hyperbolic Householder re ector can transform a vector u to another vector b such that u T Wu = b T Wb. If we choose b to be ? e j (using u j to zero out the column), then b T Wb = W(j; j) 2 . If sign(W(j; j)) 6 = sign(u T Wu), then one cannot obtain a re ector U such that Uu = ? e j . We would have to look for an alternate nonzero pivot element in the column of u that has the same signature as the sign of u T Wu. Let this be u k . The element u k can be permuted to the j th position and can be used as a pivot element to zero out the column below it.
Let us rst assume that the hyperbolic norms of all the u vectors during the block re ector generation process are nonzero. The case of a zero hyperbolic norm is discussed later. The blocking schemes discussed in Section 2 can be easily extended to the inde nite case in the presence of permutations of the kind described above. Let us consider the V Y blocking scheme. A derivation of the Y TY T form can be obtained similarly.
Let us consider a particular step in the Schur algorithm. Let the generator and signature matrix Gen and W satisfy the following displacement equatioñ T ?Z TTZ = Gen T WGen
Consider the rst step of the blocking process. Let P 1 be the permutation matrix to get the correct pivot element in place. The hyperbolic re ector U 1 is given as 
. At the rst step P (1) = P 1 , W (1) = W 1 and U (1) = U 1 . Assume that U (i) has been obtained in the correct form. We show that U (i+1) can be obtained in the correct form.
At the (i + 1) th stepW i+1 is given bỹ
and
where
The block hyperbolic Householder transformation at the end of m steps has the form U (m) = C (m) + V (m) Y (m) T The perturbation of a column of the pivot block column of the generator with zero hyperbolic norm allows us to continue the factorization process but introduces numerical instability into the algorithm. One way to circumvent the possible numerical instability of the Schur algorithm is to use iterative re nement on the system of equations. A similar perturbation technique has been used in 7] for the Levinson algorithm. They use the approximate factorization as a preconditioner in the conjugate-gradient algorithm. The iterative re nement technique we propose requires less work than the preconditioned conjugate-gradient algorithm per iteration. 
If we can now obtain that max i k T i T ?1 k = p then the number of iteration steps to get \convergence" to this result would be k.
As shown above it is important to bound k T T ?1 k in the construction of the factorization. Since LDL T is only an approximate decomposition of T (but an exact decomposition of T + T), we have the freedom to perturb T so as to obtain a better bound for T T ?1 . In this subsection we show how to obtain this by selective perturbations introduced in the Schur algorithm. Similar ideas have independently been developed for the Levinson algorithm by Concus and Saylor 7] .
At the i th step of the Schur algorithm we apply a block hyperbolic Householder transformation U i to the generator G 0 (i) to get G 0 (i + 1) i.e., U i G 0 (i) = G 0 (i + 1) The corresponding decomposition for the Toeplitz matrix is
whereÛ i is essentially a block arrangement of identity matrices and U i blocks. Hence, kÛ i k 2 = kU i k 2 and kÛ ?1 i k 2 = kU ?1 i k 2 :
If we now perturb the generator matrix G 0 (i) by a perturbation of norm kG(1)k 2 then the equivalent perturbation k G(1)k of G (1) In other words, the norms of the inverses of the block transformations performed thus far, act as a growth factor in the back-transformations of the perturbation to the original matrix. Another factor that we have to be concerned about is that the transformation U i for which the perturbation was done will have a norm of approximately 1= and the norm of the next generator G(i+1) will be increased by that amount. Numerical errors in subsequent steps will thus be proportional to this value and when transforming these back to the original matrix T we nd again that we have to keep kU 1 k kU n?1 k bounded. Experience has shown that for each perturbation performed at a certain step i, there will be two block transformations of norm approximately 1= . For hyperbolic Householder transformations, kUk = kU ?1 k. Hence, the total error due to one perturbation is:
k Tk kTk
We choose so as to minimize the above expression. The value of that minimizes the above expression is p . This is usually very wasteful of computation. Also, if the number of times the generator needs to be perturbed increases, the accuracy is lost very quickly and we might have to look for other ways to handle such cases. From our experiments with Toeplitz matrices, we have observed that even for Toeplitz matrices with several singular minors one perturbation is su cient. So, in practice, it might be safe to assume that a large number of systems can be solved by perturbing the generator only once and the above analysis holds. For systems where this is not the case the algorithms discussed below are applicable. We now present an example of a symmetric Toeplitz matrix with a singular principal minor.
Consider the following block Toeplitz matrix T with a block size of 2. We nd kx ? x 1 k = 3:1699e ? 04. Using iterative re nement, we nd that after one step kx ? x 2 k = 9:7515e ? 08, after the second step kx ? x 3 k = 3:2389e ? 11 and after the third step kx ? x 4 k = 3:5231e ? 15 which is approximately equal to the machine precision. Note that this is consistent with the analysis above.
Look-ahead Schur algorithms
Perturbing the generators in the event of singularities during the Schur algorithm produces an approximate factorization of the block Toeplitz matrix. Iterative re nement is needed to improve the accuracy of the solution. If an exact factorization of a symmetric inde nite block Toeplitz matrix is desired, then we would have to deal with the singular principal minors of the Toeplitz matrix in a di erent way.
One important way of avoiding the singular principal minors during the Schur algorithm is to \look-ahead" over the singularities. This technique may also be used when the principal minors are badly conditioned. Look-ahead techniques were originally proposed to improve the numerical robustness of the Lanczos algorithm applied to an inde nite matrix T in the presence of singular and nearly singular leading principal minors in T 25] . We restrict our discussion to the look-ahead scheme after the determination of the step size k. The rst step in this look-ahead scheme is the computation of the rst km rows of the Toeplitz or quasi Toeplitz matrix given by T 11 
The Schur algorithm can be continued if we obtain a factorization of T (k) sc that is of the form shown in (62). Since the displacement rank of the Schur complement of a block Toeplitz matrix is 2m, such a factorization exists. We now proceed to show how such a factorization can be obtained. 
where D k is a diagonal matrix with 1 entries, the above equation
can be rewritten as:
This indicates that we can readily obtain a generator for the Schur complement. The problem with (72) is that the generatorĜ has a rank of at most 2km+2m. We know that the minimal generator of a block Toeplitz matrix has rank 2m. We, therefore, have to reduce the generator shown above and updating it with u T du. It must be noted that the matrix T (k) sc can be stored in its factored form and when a certain row is needed it can be computed using the factorization in (72). For example, the j th row of T (k) sc is given byĝ T j WĜ and requires O(mkn) ops where m is the block size, k is the lookahead step size and n is the number of columns ofĜ. After obtaining the rst row of X, the maximum element of this row is computed. If the (1; 1) element of X can be used as the pivot (for a detailed description of the Bunch-Kaufman algorithm see 16]), then this row can be used to compute the next row of the factorization. If the (1; 1) element cannot be used as a pivot, another row of the matrix X needs to be computed in the same way as described above.
In some cases this new row becomes the pivot row. In others the rst row and the new row are used to de ne a 2 2 pivot block which is used in the elimination. Afterm steps with s i s i pivot blocks where Pm i=1 s i = 2m, the generator of the T (k) sc is obtained. This look-ahead algorithm requires 2km+2m of storage for the generatorĜ. In addition, during the reduction ofĜ to G k a Bunch-Kaufman like pivoting strategy is applied to obtain 1 1 or 2 2 pivot blocks that are used to compute the hyperbolic Householder transforms. The pivot search strategy requires reduction primitives in order to nd the column with maximum hyperbolic norm. In Section 3.3.2 we present an alternate look-ahead Schur algorithm that requires less storage and in some cases less computation than this method and avoids the Bunch-Kaufman pivoting strategy all together. Hence, reduction primitives that perform poorly on distributed memory machines are avoided.
Algorithm 2
In this section we discuss another look-ahead Schur algorithm that requires less storage than the previous scheme and avoids the reduction primitives used in the Bunch Kaufman pivoting strategy. A similar algorithm has been developed independently by Sayed 
where T 11 and Z 11 are of dimension mk mk (a multiple of the block size) and T 11 is assumed to be invertible (this is always possible by choosing k large enough). Let us also assume that all the conditions for determining the look-ahead step size of k as discussed in 12] are satis ed. We now derive updating formulas for the Schur complement of a matrix T with low displacement rank, and
show that it also has low displacement rank. 
Using (78) and (80) 
This expression can now be further simpli ed to prove that the rank of T sc is at most . In order to prove this we rst need the following lemma. Proof. See 13] 2 In order to simplify (85) we now must apply this lemma to construct a transformation H such that 
whereT 11 andT 11 are matrices of size mk mk, G has dimensions N andĜ 2 has dimensions (N ? mk). In order to apply the above lemma we only need to show that W 11 is invertible since T 11 is invertible by assumption. From ( 
we have W 11 = Z T 11 T 11 T ?1 11 T 11 Z 11 + G T 1 G 1 = T 11 ;
(94) which thus shows that W 11 is invertible as well.
Applying (89) and (90) to (85) 
This establishes a new displacement identity where~ andĜ 2 are obtained from (89-90 
The rst step involves a QR factorization :
From (101) and (102) 
The matrix H is then computed as a product of R and Q.
This algorithm is of course only conceptual. It does not describe how to track the condition number of T 11 . For this we refer to techniques as those described in 4; 18; 12]. If no look-ahead is necessary, then the blocking scheme discussed in Section 2.5 can be used to compute H. If a look-ahead of size km is required, then H can be computed as shown in Lemma 4. It should be pointed out that when T 11 is well conditioned then the transformation H and its construction should give no numerical problems.
Comparison of the two algorithms
In this section we compare the two look-ahead algorithms from a computational stand point. Consider a block Toeplitz matrix with a block size of m. Further, let us consider a look-ahead step size of km at some stage of the Schur algorithm. Let the size of the Schur complement following the look-ahead step be lm lm.
In Algorithm 1, the Bunch-Kaufman pivoting strategy would have to be applied to obtain the generator for the Schur complement. In the worst case, we would have 2m steps with each step requiring 2 rows of T sc to be computed and contributing a 1 1 pivot. This would mean that a total of 4m reduction operations, each of length lm are done throughout the algorithm. Computing one row of T sc for example, say the i th row is done asĝ T i WĜ. It can be seen that computing one row of T sc costs total ops = 8m 2 + 4m 2 k 2 + 4m 2 (k + 1)l (107) As mentioned earlier, in the worst case there are 2m steps requiring 2 rows at each step. Also, at each step the rows computed need to be updated with the factorization computed till the previous step. At the j th step this requires 2(j ? 1)lm operations. Hence, the total cost of the entire algorithm is = 2m 2 (8m 2 + 4m 2 k 2 + 4m 2 (k + 1)l) + 2m Consider an example where m = 4 and l = 100. It can be seen from (115) that for look-ahead step sizes greater than 24 Algorithm 1 is less expensive than Algorithm 2. Hence for small block sizes, if the look-ahead step size is large, the Bunch-Kaufman based look-ahead algorithm is faster than the one without pivoting. Note, in this calculation the cost of the reduction operation has not gured in. The results are not very di erent for serial machines. For parallel machines, the reduction operations give rise to several synchronization points but the reduction is done in parallel. For algorithm 2 the computation of H is a serial bottleneck. It is possible on some parallel machines that algorithm 1 will have a wider range of applicability than on a sequential machine. From this it is clear that the two algorithms have distinct ranges of applicability. The performance implications of these algorithms on serial and parallel machines is currently being investigated.
QR factorization of block Toeplitz matrices
The Schur algorithm can be generalized to obtain the QR factorization of block Toeplitz matrices due to the low displacement rank of the matrix T T T. This generalized Schur algorithm has been outlined in 6] for scalar Toeplitz matrices and can be trivially extended to block Toeplitz matrices. In this section we present a modi cation of the generalized Schur algorithm for rank de cient Toeplitz matrices. It is shown that for exactly rank de cient block Toeplitz matrices, in the event of a degeneracy, the rank of the generator matrix can be dropped by 2. This reduces the complexity of the generalized Schur algorithm. For numerically rank de cient block Toeplitz matrices this algorithm yields a low rank approximation.
QR factorization of Rank De cient Toeplitz matrices
The generalized Schur algorithm described in 6] was applied to block Toeplitz systems with full column rank. In several applications in signal and image processing the Toeplitz systems are related to rank de cient least squares problems and hence regularization has to be applied in order to yield an acceptable solution.
A standard approach would be to apply Tikhonov regularization which still yields a matrix in For some applications, T is a large matrix, and its rank r is small compared to the dimensions of T (r << minfM; Ng). This fact is not exploited in the standard approach because the regularized problems yield full rank matrices. One would expect that the Toeplitz algorithms should only require O(Nr) operations instead since the Cholesky decomposition of a low rank semide nite matrix A is A = U r U r where U r in a r N \upper-triangular" matrix or rank r. Depending of the given matrix, the rank pro le of U r will be of the type :
Instead of applying a hyperbolic Householder transform to zero out the rst column using g 11 , we rst apply two orthogonal transforms to zero out g 21 and g 41 using g 11 and g 31 respectively. Let Q 1 and Q 3 be those transforms. The sparsity pattern of the generator will then be as shown: If the matrix T has columns that are nearly linearly dependent on the other columns, i.e. it is nearly rank de cient, then the hyperbolic norm of the pivot column of the generator at those steps will be non zero. In this case a simple thresholding mechanism applied to the above algorithm can be used to obtain an approximate low rank decomposition of the matrix T T T.
A + A = U r U r
In case one is solving least squares problems, it is easy also to use the obtained decomposition to perform a few steps of iterative re nement on the seminormal equations.
If the matrix T is a block Toeplitz matrix of block size m, then the generator at the start of the generalized Schur algorithm has rank 4m. Again, if the hyperbolic norm of the generator is zero, then the Schur complement will have a leading \zero". Also since the matrix T T T is semide nite, the entire row of the displacement of the Schur complement will be zero and the rank of the generator can be dropped by 2 by dropping the two identical rows with opposite signatures. The algorithm proposed in this section is a signi cant simpli cation over a similar approach proposed in 20], which uses the Levinson algorithm with look-ahead. We include an example to illustrate the above algorithm. Consider a Toeplitz matrix T T = 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 5 4 3 2 1 2 2 3 6 5 4 3 2 1 2 2 7 6 5 4 3 2 1 2 8 7 6 5 4 3 2 1 9 8 7 6 5 4 3 2 10 9 8 7 6 5 4 3 11 10 9 8 7 6 5 4 12 11 10 9 8 7 6 5 13 12 11 10 9 8 7 6 14 13 12 11 10 9 8 7 15 14 13 12 11 10 9 8 3 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 We then use Householder transformations to eliminate G (2) (2; 1) using G (2) (1; 1) and G (2) (4; 1) using G (2) Since the rst and third rows of the generator are equal and have signatures of opposite signs, they can be removed and the generator for the next step will have only two columns. Also, it can be seen that the rst three columns of this generator are zeros and this means that we can skip the corresponding rows in the upper triangular factor U r . 
Conversion to Cauchy type matrices
In Section 4, we discussed modi cations to the QR factorization algorithm for block Toeplitz matrices proposed by Chun et. al. 6]. The modi ed algorithm could be used to obtain the QR factorization of an exactly rank de cient block Toeplitz matrix. If the Toeplitz matrix happened to be numerically rank de cient, then only a low approximation of the block Toeplitz matrix could be obtained. This was because any form of pivoting applied to the generalized Schur algorithm would destroy the displacement structure of the block Toeplitz matrix. In 15, 21] it was shown that if Toeplitz matrices were converted to Cauchy type matrices, then the factorization of such matrices could be carried out with pivoting. The drawbacks of the algorithms proposed in 15, 21] were that complex valued FFT's were used to convert a real valued Toeplitz matrix into a complex valued Cauchy type matrix. The algorithms were not able to exploit any symmetry in the Toeplitz or quasi-Toeplitz matrix to reduce the computational complexity.
In this section we present a modi cation to the algorithms in 15, 21] to factor a symmetric semide nite quasi-Toeplitz matrix using only real arithmetic and exploiting the symmetric property of the matrix. This algorithm can be used to obtain a rank revealing factorization of the matrix T T T where T is a rank de cient Toeplitz matrix. Rank de cient Toeplitz matrices arise in image reconstruction and system identi cation problems.
In 20] Heinig and Gesmar present a look-ahead like algorithm for fast orthogonalization of rank de cient Toeplitz matrices and in 11] Eld en and Park present a modi cation to the algorithm proposed in 6] where they delay the application of the ill-conditioned skew hyperbolic transforms to obtain an approximate factorization. Both algorithms do not involve any pivoting since they deal with Toeplitz matrices only. The algorithm presented in this section does not have this limitation due to the conversion to Cauchy type matrices. 
where C =ĤTĤ T is a Cauchy type matrix and A =ĤZĤ T is a block diagonal matrix with 1 1 and 2 2 blocks. If we obtain a factorization C = LDl T of the Cauchy type matrix, then the corresponding factorization of the quasi Toeplitz matrix T will be T =Ĥ T LDL TĤ . The next step in this algorithm is obtaining a factorization of the form LDL T of the Cauchy type matrix C in (129).
It must be noted that the Cauchy type matrix C is not explicitly computed but is implicitly available from the matrices A, G and . Reconstructing any column of the Cauchy matrix from (129) would require solving the Lyapunov equations. Let the columns of the matrix C and G T be partitioned conformally with the block structure of A. The 
If j 6 = i, then the matrices a j and a i have di erent eigenvalues and the Lyapunov equation can be solved for c ij . For j = i, the Lyapunov equation cannot be solved. The diagonal blocks of C, therefore cannot be computed from A, G and . We, therefore, need to precompute the diagonal blocks of C from the original quasi-Toeplitz matrix.
Having outlined the method to compute any column and the diagonal block of the Cauchy type matrix, we now proceed to describe the algorithm to obtain the factorization of C. Let the block diagonal of the Cauchy matrix C be denote by D. Since the matrix T is positive semide nite, it can be argued that searching for the diagonal block d i with the highest determinant is su cient to locate a pivot block. Let P 1 be the permutation matrix to get the diagonal block d i to the pivot position d 1 . Also, let P 1 CP T 1 be partitioned as: 
If we obtain a generator for C sc that satis es the displacement equation of the form C sc ? A 22 C sc A T 22 = G sc sc G T sc ;
then we would have nished the rst step of the factorization algorithm. It can be seen that the above equation is identical in form to (81) and hence the procedure developed in Section 3.3.2 can be used to obtain the generator of C sc .
Alternately, another technique to update the generators can be used. PartitioningĜ T conformally asĜ T = Ĝ T 1Ĝ (148) This de nes all the information to proceed with the next step of the factorization. Carrying the factorization to completion in a similar manner, one obtains a factorization of C of the form LDL T and a factorization of T for the formĤ T LDL TĤT .
Extensions of the algorithm
The above algorithm extends very easily to block Toeplitz matrices because the block circulant matrix Z can also be diagonalized by a permuted version of the Hartley transform.
The pivoting strategy used in the above algorithm was block diagonal pivoting. Since the matrix T (and hence C) was assumed to be positive semide nite, this pivoting strategy was su cient. If the matrix T is inde nite, then one would require a di erent pivoting strategy to select the pivot block. An example of such a pivoting strategy would be the Bunch-Kaufman pivoting strategy applied in block form conforming to the block diagonal structure of A. The stability of such an algorithm needs to be investigated. 6 
Conclusions
In this paper we have presented several high performance variants of the Schur algorithm to solve block Toeplitz matrices. Based on the existing Schur type algorithms and the algorithms discussed in this paper a high performance library is currently being developed. In the past there have been e orts to develop libraries for point Toeplitz matrices 1, 19] on serial machines using the Levinson algorithm. The proposed library can be used to solve point and block Toeplitz matrices on parallel machines. On parallel machines, the Levinson algorithm su ers from reduced parallelism. The Schur algorithm based library will be developed for distributed memory machines such as the Cray T3D and shared memory /vector-pipeline machines such as the Cray C90. A detailed performance analysis of the algorithms on the various high performance architectures will impact the implementation choices.
