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Abstract
In this paper we study the semiclassical limit for the following system of Schrödinger–Maxwell
equations in the unit ball B1 of R3:
− h¯
2
2m
v + eφv = λv, −φ = 4πev2
with the boundary conditions u = 0, φ = g on ∂B1. Here h¯,m, e,λ > 0, v,φ :B1 → R, g : ∂B1 → R.
This system has been introduced by V. Benci, D. Fortunate in [V. Benci, D. Fortunate, An eigenvalue
problem for the Schrödinger–Maxwell equations, Topol. Methods Nonlinear Anal. 11 (1998) 283–
293] as a model describing standing charged waves for the Schrödinger equation in presence of an
electrostatic field. We exhibit a family of positive solutions (vh¯, φh¯) such that vh¯ concentrates (as
h¯ → 0+) around some points of the boundary ∂B1 which are proved to be minima for g.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
According to Quantum Mechanics, a charged particle constrained to move in a region
Ω in the presence of an electromagnetic field derived from a vector potential A and a scalar
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ih¯
∂ψ
∂t
(x, t)= 1
2m
(
h¯
i
∇ − e
c
A(x, t)
)2
ψ(x, t)+ eφ(x, t)ψ(x, t),
x ∈Ω, t ∈ R. (1.1)
In (1.1) ψ :Ω × R → C is the wave function associated to the particle, m and e are the
mass and the charge of the particle, respectively, while h¯ is the Planck’s constant and c
denotes the velocity of light in vacuo. On the right-hand side of Eq. (1.1), the operator(
h¯
i
∇ − e
c
A
)2
designates the formal scalar product of the vector operator
h¯
i
∇ − e
c
A
by itself, i.e.(
h¯
i
∇ − e
c
A
)2
ψ = −h¯2ψ +
(
e2
c2
|A|2 − eh¯
ic
div A
)
ψ − eh¯
ic
(A · ∇ψ).
Let us assume that the potentials A and φ do not depend on the time and that the particle
is represented by a wave of the type
ψ(x, t)= v(x) exp
(
−i λ
h¯
t
)
,
where λ ∈ R and v :Ω → R. Such a wave is said to be a stationary wave. With this ansatz
Eq. (1.1) reduces to the following eigenvalue equation:
1
2m
(
h¯
i
∇ − e
c
A(x)
)2
v(x)+ eφ(x)v(x) = λv(x), x ∈Ω. (1.2)
Many papers are concerned with the eigenvalue problem (1.2) in the case of assigned
external potentials A, φ. For fixed h¯ > 0 the spectral theory for this type of operator has
been studied in detail, particularly by Avron, Herbst and Simon [4,5]. In the papers [7,21,
22] the effect of the magnetic field on the spectrum of the Schrödinger operator is investi-
gated in the semiclassical limit, i.e. as h¯ → 0, and especially it is studied the influence on
the bottom of the essential spectrum and on the decay of the eigenfunctions.
Following the same idea of [6] (later developed in [11]), in this paper we consider the
case of a charged particle interacting with its own electromagnetic field. Hence, since we
do not assume that the electromagnetic field is assigned, we have to solve a system whose
unknowns are the wave function ψ associated to the particle and the potentials A and φ.
More precisely, considering the stationary case, we are reduced to solve Eq. (1.2) coupled
with the following Maxwell equations:
−φ = 4πev2, ∇ × ∇ × A = 4πe
2
Av2. (1.3)
mc2
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B1 =
{
x ∈ R3 ∣∣ |x|< 1}.
We shall investigate the case Ω = B1, A = 0 and non-trivial electric potential φ, so that the
second equation of (1.3) is identically satisfied and then the Schrödinger–Maxwell system
takes the form:
−h¯2v + eφv = λv in B1, (1.4)
−φ = 4πev2 in B1 (1.5)
(where we have assumed, for sake of simplicity, 2m = 1). Furthermore, we require that v
and φ are assigned on the boundary ∂B1, namely we impose the boundary conditions
v = 0 on ∂B1, φ = g on ∂B1, (1.6)
where g : ∂B1 → R is an assigned function.
The system (1.4)–(1.5) has been studied in [6] in the case in which the charged parti-
cle lies in a bounded space region Ω and in [8] in all R3 where the action of an external
nonzero potential is considered. In both cases, for fixed h¯ > 0, the authors prove the exis-
tence of infinitely many solutions {λk, vk,φk}.
This paper deals with the semiclassical limit h¯→ 0+ of the system (1.4)–(1.5). We no-
tice that this is not only a challenging mathematical task, but also of some relevance for
the understanding of a wide class of quantum phenomena. Indeed, according to the corre-
spondence principle, letting h¯ go to zero in the Schrödinger equation formally describes
the transition from Quantum Mechanics to Classical Mechanics; it is therefore interest-
ing the problem of finding nontrivial solutions and studying their asymptotic behaviour as
h¯→ 0+.
While there is a wide literature concerning semiclassical states for linear and nonlinear
Schrödinger equation in an assigned potential φ (we recall, among many others, [1–3,9,15–
20,23–27,29,30]), there are few papers dealing with the case of an unknown potential. The
first time the semiclassical limit for a Schrödinger–Maxwell system has been considered
seems to be in [10,12,13,28]. In such papers a nonlinear perturbation of the system (1.4)–
(1.5) is studied and it is proved that the solutions exhibit some kind of notable behaviour
in the semiclassical limit, a concentration behaviour: their form consists of very sharp
peaks which become highly concentrated when h¯ is small. More precisely in [10,12,28]
the authors construct a family of radially symmetric positive waves concentrating around a
sphere. In [13] it is shown that for any integer K there exists a solution exhibiting exactly
K spikes. However, to our knowledge, we are unaware of semiclassical phenomena for the
system (1.4)–(1.5); this paper seems to be the first result in this line. Notice that the nature
of the problem is still nonlinear, but the nonlinearity is merely internal to the system, being
given only by the coupling, i.e. by the interaction of the particle with its own electrostatic
field.
The purpose of this paper is to establish the existence of solutions for (1.4)–(1.5) con-
centrating at one or more points of the boundary ∂B1 which are proved to be minima for g.
In order to state the exact result we enumerate the assumptions on the function g that will
be steadily assumed:
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(g2) the set
Z(g)=
{
x ∈ ∂B1
∣∣ g(x)= min
∂B1
g
}
is finite and, setting Z(g) = {z0, . . . , z	} (	 0), for every i there exists qi > 1 such
that
lim sup
y→zi
g(y)− g(z0)
|y − zi |qi <+∞. (1.7)
For every i ∈ {0, . . . , 	} set
Ai =
∫
∂B1
g(y)− g(z0)
|y − zi |3 dS.
According to (1.7) each number Ai is finite. Finally we order the points in Z(g) such that
A0 = · · · =A	′ = inf{Ai | i = 0, . . . , 	}, Ai > A0 for i = 	′ + 1, . . . , 	
for some 0 	′  	. Then, for small values of the parameter h¯, we find a positive wave vh¯
and a potential φh¯ satisfying (1.4)–(1.5). Furthermore, in the limit as h¯ → 0, vh¯ exhibits a
concentration behavior around the points z0, . . . , z	′ : roughly speaking, most of the support
of vh¯ is concentrated in a neighborhood of these points whose size depends on h¯ and
shrinks to 0 as h¯→ 0. More precisely the main result of this paper is the following.
Theorem 1.1. Let (g1)–(g2) hold. Then for every h¯ > 0 the system (1.4)–(1.5) with the
boundary conditions (1.6) has a solution (vh¯, φh¯, λh¯) such that:
(i) vh¯, φh¯ ∈H 1(B1),
(ii) λh¯ → eg(z0) as h¯→ 0+,
(iii) φh¯ → 1 − |x|
2
4π
∫
∂B1
g(y)
|y − x|3 dS uniformly in B1 as h¯→ 0
+.
Furthermore, for each sequence h¯n → 0+, possibly passing to a subsequence, there exist
α0, . . . , α	′  0 such that α0 + · · · + α	′ = 1 and
(iv) 1
h¯2
|vh¯n |2 → α0δz0 + · · · + α	′δz	′ (δzi denoting the Dirac measure on R3 giving unit
mass to the point zi ) in the sense of the distributions.
Remark. Notice that if 	′ = 0, then all the family vh¯ concentrates in the point z0, i.e. the
second part of the theorem becomes
1
h¯2
|vh¯|2 → δz0 as h¯→ 0+.
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of the behavior of sequences with bounded energy, in the spirit of the concentration com-
pactness principle. Since Eqs. (1.4)–(1.5) have a variational structure, our solutions are
captured by a constrained minimization method; hence each (vh¯, φh¯) is obtained as a sta-
tionary point of a suitable functional having λ = λh¯ as a Lagrangian multiplier for the
constraint ‖v‖L2 = 1. Once we have found the solutions, we want to locate their peaks in
the limit as h¯ → 0+. To this aim we have to investigate which kind of limit problem they
solve. The crucial step consists in defining a suitable limiting functional I (independent
on h¯) and in proving that, when h¯ → 0, I (vh¯) approximates (up to higher order terms) the
infimum value of I on the manifold ‖v‖L2 = 1. This allows us to construct a suitable limit
minimization problem and to provide some asymptotic estimates which will be useful to
analyze the behavior of the waves as h¯→ 0+.
We briefly outline the organization of the contents of this paper. Section 2 is devoted
to the description of the functional setting in which we work. In Section 3 we provide
some preliminary results which will play a key role in the rest of the arguments. In Sec-
tion 4 we introduce the limiting functional I and study its properties. Finally the proof of
Theorem 1.1 is given in Section 5.
Notations
• For any Ω ⊂ RN , ∂Ω is its boundary. Furthermore, χΩ denotes the characteristic
function of Ω .
• Given Ω ⊂ R3 and u :Ω → R, suppu denotes the set {x ∈ Ω | u(x) 	= 0}. Further-
more, we will continue to denote by u the function defined by using polar coordinates:
(r, θ,ϕ) 
→ u(x) with x having polar coordinates (r, θ,ϕ).
• Given Ω ⊂ RN a measurable set, LP (Ω) is the usual Lebesgue space endowed with
the norm
‖u‖pp :=
∫
Ω
|u|p dx for 1 p <+∞, ‖u‖∞ = sup
x∈Ω
∣∣u(x)∣∣.
• We will often use the symbol C for denoting a positive constant independent on h¯. The
value of C is allowed to vary from line to line (and also in the same formula).
• o(1) denotes quantities that tends to zero as h¯→ 0+.
• Given {ah¯}h¯>0 and {bh¯}h¯>0 two family of numbers, we write ah¯ = o(bh¯) (respectively
ah¯ =O(bh¯)) to mean that ah¯/bh¯ → 0 (respectively |ah¯|C|bh¯|) as h¯− → 0+.
2. Abstract setting
In order to obtain solutions of (1.4)–(1.5) we choose a suitable functional setting. For
every h¯ > 0, set
Bh¯ :=
{
x ∈ R3
∣∣∣ |x|< 1}.
h¯
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‖u‖2
H 10 (Bh¯)
:= ‖∇u‖L2(Bh¯)2 =
∫
Bh¯
|∇u|2 dx.
We provide the following two propositions.
Proposition 2.1. Assume g ∈ C(∂B1). Then the function
fh¯(x)= 1 − |h¯x|
2
4π
∫
∂B1
g(y)− g(z0)
|y − h¯x|3 dS(y)
is the unique solution in C2(Bh¯)∩ C(Bh¯) of
−f (x)= 0 in Bh¯, f (x)= g(h¯x)− g(z0) on ∂Bh¯. (2.8)
See [14, Theorem 5, p. 28, Theorem 15, p. 41] for the proof.
Remark. Notice that, if we assume g ∈ C(∂B1)∩H 1/2(∂B1), then the variational method
applies and gives that fh¯ is also the unique weak solution in H 1(Bh¯) of (2.8).
Before going on with the second proposition we recall that the Green’s function Gh¯ for
the ball Bh¯ is given by
Gh¯(x, y)= 1|y − x| −
|h¯x|
|y|h¯x|2 − x| (2.9)
(see [14, p. 40]). An easy computation shows that
Gh¯(x, y)=Gh¯(y, x), Gh¯(x, y) 0 for every x, y ∈ Bh¯, x 	= y.
Proposition 2.2. For every u ∈H 10 (Bh¯) the function Φh¯[u] defined by
Φh¯[u](x) = eh¯
∫
Bh¯
Gh¯(x, y)u
2(y) dy (2.10)
is the unique solution in H 10 (Bh¯) of
−φ = 4πeh¯u2 in Bh¯, φ = 0 on ∂Bh¯. (2.11)
Furthermore, the functional F :u ∈H 10 (Bh¯) 
→
∫
Bh¯
u2Φh¯[u]dx is C1 and
F ′(u)[w] = 4
∫
Bh¯
uwΦh¯[u]dx ∀u,w ∈H 10 (Bh¯).
Proof. By Lax–Milgram’s lemma for every u ∈ H 10 (Bh¯), since u2 ∈ L2(Bh¯), we get the
existence of a unique Φ = Φh¯[u] ∈ H 10 (Bh¯) solving (2.11). The representation formula
(2.10) holds for u ∈ C∞(Bh¯) (see, for example, [14]); by density (2.10) can be extended0
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Tonelli’s theorem)
F ′(u)[w] = 2eh¯
∫
Bh¯
uw dx
∫
Bh¯
Gh¯(x, y)u
2 dy + 2eh¯
∫
Bh¯
u2 dx
∫
Bh¯
uwGh¯(x, y) dy
= 4
∫
Bh¯
uwΦh¯[u]dx. 
Let us define the functional Jh¯ :H 10 (Bh¯)→ R given by
Jh¯(u) = 12
∫
Bh¯
|∇u|2 dx + e
2
∫
Bh¯
fh¯|u|2 dx + e4
∫
Bh¯
Φh¯[u]|u|2 dx.
According to Proposition 2.2 Jh¯ ∈ C1(H 10 (Bh¯),R). Let us consider the manifold
Mh¯ =
{
u ∈H 10 (Bh¯)
∣∣∣∣
∫
Bh¯
|u|2 dx = 1
}
.
Our aim is to capture solutions of (1.4)–(1.5) as critical points of the functional Jh¯ con-
strained on the manifold Mh¯. Then for every h¯ > 0 we define the infimum value J ∗h¯ as
follows:
J ∗h¯ = inf
u∈Mh¯
Jh¯(u).
3. Preliminary estimates
In this section we collect some preliminary facts which will be used in the following for
the proof of Theorem 1.1. We begin with the following elementary lemma.
Lemma 3.1. Let A ⊂ RN be a measurable set, {fn}, f ⊂ L∞(A,R) and gn :A → R two
sequences of functions verifying
gn is measurable, gn(x) 0 a.e. in A,
inf
A
f > 0, (fn − f )χsuppgn → 0 uniformly in A as n→ +∞.
Then the following holds:∫
A
fngn dx =
∫
A
fgn dx + o
(∫
A
fgn dx
)
.
The proof is an easy computation.
Next lemma describes the behavior of the functional Jh¯ with respect to suitable se-
quences of functions in H 1(Bh¯).0
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such that∫
Bh¯n
|wn|2 dx  C, wn ≡ 0 if |h¯nx − zi | δn
for some δn → 0+. Then the following holds:
Jh¯n(wn)
1
2
∫
Bh¯n
|∇wn|2 dx + Ai4π e
∫
Bh¯n
|wn|2
(
1 − |h¯nx|
)
dx + o(Jh¯n(wn)),
Jh¯n(wn)=
1
2
∫
Bh¯n
|∇wn|2 dx + Ai4π e
∫
Bh¯n
|wn|2
(
1 − |h¯nx|
)
dx +O(δqin )
+ o(Jh¯n(wn))+O(h¯n).
Proof. First we recall that from the well-known Hardy’s inequality∫
R3
1
|x|2 |w|
2 dx  C
∫
R3
|∇w|2 dx ∀w ∈H 1(R3).
Then by (2.9) and (2.10) we get∫
Bh¯n
w2nΦh¯n[wn]dx
 eh¯n
∫
Bh¯n
|wn|2 dx
∫
Bh¯n
1
|y − x|w
2
n dy
 eh¯n
∫
Bh¯n
|wn|2 dx
∫
|y−x|1
1
|y − x|2 w
2
n dy + eh¯n
∫
Bh¯n
|wn|2 dx
∫
|y−x|1
w2n dy
 Ceh¯n
∫
Bh¯n
|∇wn|2 dx + eh¯n,
by which
∫
Bh¯n
w2nΦh¯n [wn]dx = o(Jh¯n(wn))+O(h¯n).
Fix x ∈ Bh¯n with |h¯nx − zi | δn. For every y ∈ ∂B1 with |y − zi | 4
√
δn, since |a−3 −
b−3| 3(min{a, b})−2|a − b| for a, b > 0, then we have∣∣∣∣ 1|y − zi |3 −
1
|y − h¯nx|3
∣∣∣∣ 3( 4√δn − δn)2 |h¯nx − zi |
3δn
( 4
√
δn − δn)2
and, consequently,∣∣∣∣∣
∫
4√
g(y)− g(z0)
|y − h¯nx|3 dS −Ai
∣∣∣∣∣
|y−zi | δn
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∫
|y−zi | 4√δn
(
g(y)− g(z0)
)∣∣∣∣ 1|y − h¯nx|3 −
1
|y − zi |3
∣∣∣∣dS
+
∫
|y−zi | 4√δn
g(y)− g(z0)
|y − zi |3 dS
 3δn
( 4
√
δn − δn)3
∫
∂B1
(
g(y)− g(z0)
)
dS +
∫
|y−zi | 4√δn
g(y)− g(z0)
|y − zi |3 dS → 0
by (1.7); hence we deduce
(
1 + |h¯nx|
) ∫
|y−zi | 4√δn
g(y)− g(z0)
|y − h¯nx|3 dS → 2Ai
uniformly for |h¯nx − zi | δn. Lemma 3.1 applies and gives∫
Bh¯n
|wn|2 1 − |h¯nx|
2
4π
dx
∫
|y−zi | 4√δn
g(y)− g(z0)
|y − h¯nx|3 dS
= Ai + o(1)
2π
∫
Bh¯n
|wn|2
(
1 − |h¯nx|
)
dx.
We have obtained the first part of the thesis. In order to deduce the last part it remains
to examine the term∫
Bh¯n
|wn|2
(
1 − |h¯nx|
)2
dx
∫
|y−zi | 4√δn
g(y)− g(z0)
|y − h¯nx|3 dS.
To this aim notice that, according to (1.7),
g(y)− g(z0)
|y − zi |qi  C ∀y ∈ ∂B1. (3.12)
Now assume, without loss of generality, that zi = (0,0,1) and we use the spherical
coordinates in the space:
x1 = r cos θ cosϕ, x2 = r cos θ sinϕ, x3 = r sin θ,
r > 0, ϕ ∈ [0,2π], θ ∈ [−π/2,π/2].
Then for every x = x(|x|, θ, ϕ) ∈ Bh¯n , consider the rotation matrix
Mx =
(
sin θ cosϕ − sinϕ cos θ cosϕ
sin θ sinϕ cos θ cos θ sinϕ
− cos θ 0 sin θ
)
.
It is obvious that Mx(0,0, |x|)= x and Mx(− cos θ,0, sin θ)= zi .
Fix x = x(|x|, θ, ϕ) ∈ Bh¯n with |h¯nx − zi | δn; then cos θ  δn and, for every y ∈ ∂B1
with |Mxy − zi | 4√δn, we have
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∣∣y −M−1x zi∣∣+ ∣∣zi −M−1x (zi)∣∣ 4√δn + √2 − 2 sin θ  4√δn + 2δn
 2 4
√
δn
at least for large n. Then for such x compute∫
|y−zi | 4√δn
|y − zi |qi
|y − h¯nx|3 dS =
∫
|Mxy−zi | 4√δn
|Mxy − zi |qi
|Mxy − h¯nx|3 dS

∫
|y−zi |2 4√δn
|Mxy − zi |qi
|Mxy − h¯nx|3 dS =
∫
|y−zi |2 4√δn
|y −M−1x zi |qi
|y − (0,0, |h¯nx|)|3 dS
 2qi/2
2π∫
0
dϕ′
π/2∫
arccos 2 4
√
δn
(1 + cos θ cos θ ′ cosϕ′ − sin θ ′ sin θ)qi/2
(1 + |h¯nx|2 − 2|h¯nx| sin θ ′)3/2 cos θ
′ dθ ′.
(3.13)
Note that for every θ, θ ′ ∈ (0,π/2) and ϕ′ ∈ [0,2π] we have
(1 + cos θ cos θ ′ cosϕ′ − sin θ ′ sin θ)qi/2
 C(1 − sin θ sin θ ′)qi/2 +C cosqi/2 θ cosqi/2 θ ′
 C(1 − sin θ)qi/2 +C(1 − sin θ ′)qi/2 +C cosqi/2 θ cosqi/2 θ ′
 C cosqi θ +C cosqi θ ′. (3.14)
A direct computation shows that
π/2∫
arccos 2 4
√
δn
cos θ ′ dθ ′
(1 + |h¯nx|2 − 2|h¯nx| sin θ ′)3/2
= 1|h¯nx|
(
1
1 − |h¯nx| −
1
(1 + |h¯nx|2 − 2|h¯nx| sin arccos 2 4√δn)1/2
)
 2
1 − |h¯nx|
for |h¯nx − zi | δn; furthermore, since 1 + t2 − 2t sin θ ′  cos2 θ ′ for every t ∈ [0,1],
π/2∫
arccos 2 4
√
δn
(cos θ ′)qi+1
(1 + |h¯nx|2 − 2|h¯nx| sin θ ′)3/2 dθ
′ 
π/2∫
arccos 2 4
√
δn
1
(cos θ ′)2−qi
dθ ′ = o(1)
uniformly for x ∈ Bh¯n . Combining the last two inequalities with (3.13) and using (3.14),
one deduces that∫
|y−zi | 4√δn
|y − zi |qi
|y − h¯nx|3 dS  C
δ
qi
n
1 − |h¯nx| + o(1)
uniformly for |h¯nx − zi | δn. Using (3.12) we conclude
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∫
Bh¯n
|wn|2
(
1 − |h¯nx|2
)
dx
∫
|y−zi | 4√δn
g(y)− g(z0)
|y − h¯nx|3 dS
Cδqin
∫
Bh¯n
|wn|2 dx + o(1)
∫
Bh¯n
|wn|2
(
1 − |h¯nx|
)
dx  Cδqin + o
(
Jh¯n(wn)
)
. 
An immediate corollary is the following.
Corollary 3.1. limh¯→0+ J ∗h¯ = 0.
Proof. Consider h¯n → 0 an arbitrary sequence. Fix u¯ ∈ C∞0 (R3) with supp(u¯) ⊂ B1 and∫
B1
|u¯|2 = 1. Define
xn = 1 −
√
h¯n
h¯n
z0 and wn = h¯3/4n u¯
(√
h¯n(x − xn)
)
.
An immediate computation shows that
∫
R3 w
2
n = 1 and supp(wn) ⊂ B(xn,1/
√
h¯n) ⊂ Bh¯n ,
then wn ∈Mh¯n . Furthermore, wn = 0 for |h¯nx − z0| 2
√
h¯n. We have∫
Bh¯n
|∇wn|2 dx = h¯n
∫
B1
|∇u¯|2 dx → 0,
∫
Bh¯n
|wn|2
(
1 − |h¯nx|
)
dx =
∫
B1
|u¯|2(1 − ∣∣√h¯n(x − z0)+ z0∣∣)dx → 0.
Hence Lemma 3.2 applies and gives the thesis. 
4. Construction of the limiting functional
The purpose in now to define a suitable limiting functional which will be useful for
estimating the energy of our solutions in the limit when h¯ → 0+. To this aim we need the
result on the symmetrization of functions provided by the following proposition.
Proposition 4.1. Consider R > 0 and u ∈ H 10 (B(0,R)), u  0. Then there exists u∗ ∈
H 10 (B(0,R)) such that u
∗  0, u∗ is radial and the following properties hold:
∫
B(0,R)
|∇u∗|2 dx 
∫
B(0,R)
∣∣∣∣∂u∂r
∣∣∣∣
2
dx,
∫
B(0,R)
f
(|x|)|u∗|2 dx = ∫
B(0,R)
f
(|x|)|u|2 dx for every f ∈ L∞([0,R)).
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For every r ∈ [0,R) define
u∗(r) =
(
1
4πr2
∫
∂B(0,r)
u2(y) dS
)1/2
=
(
1
4π
∫
∂B1
u2(ry) dS
)1/2
.
It is immediate to prove that u∗ ∈ C∞(B(0,R)), u∗ ≡ 0 on ∂B(0,R) and
(u∗)′(r) = 1
4πu∗(r)
∫
∂B1
u(ry)∇u(ry)y dS
= 1
4πr2u∗(r)
∫
∂B(0,R)
u(y)∇u(y)y
r
dS
= 1
4πr2u∗(r)
∫
∂B(0,R)
u(y)
∂u
∂r
(y) dS,
by which, using Hölder’s inequality,
∣∣(u∗)′(r)∣∣2  1
(4πr2)2|u∗|2(r)
∫
∂B(0,R)
∣∣u(y)∣∣2 dS ∫
∂B(0,R)
∣∣∣∣∂u∂r
∣∣∣∣
2
dS
= 1
4πr2
∫
∂B(0,R)
∣∣∣∣∂u∂r
∣∣∣∣
2
dS.
Then we get
∫
B(0,R)
|∇u∗|2 dx = 4π
R∫
0
r2
∣∣(u∗)′(r)∣∣2 dr 
R∫
0
dr
∫
∂B(0,R)
∣∣∣∣∂u∂r
∣∣∣∣
2
dS
=
∫
B(0,R)
∣∣∣∣∂u∂r
∣∣∣∣
2
dx
and, for every f ∈ L∞([0,R)),
∫
B(0,R)
f
(|x|)|u|2 dx =
R∫
0
f (r) dr
∫
∂B(0,R)
|u|2 dS = 4π
R∫
0
r2f (r)|u∗|2 dr
=
∫
B(0,R)
f
(|x|)|u∗|2 dx.
In order to conclude it is sufficient to note that the set C is dense in {u ∈ H 10 (B(0,R)) |
u 0}. 
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I ih¯(u) =
1
2
∫
Bh¯
∣∣∣∣∂u∂r
∣∣∣∣
2
dx + Ai
4π
e
∫
Bh¯
(
1 − |h¯x|)|u|2 dx
and the infimum value(
I ih¯
)∗ = inf{I ih¯(u) | u ∈Mh¯}.
In future we will write Ih¯ and I ∗h¯ in place of I 0h¯ and (I 0h¯ )∗, respectively. We notice that for
every u ∈H 10 (Bh¯), since
fh¯ 
1 − |h¯x|
32π
∫
∂B1
(
g(y)− g(z0)
)
dS > 0,
then
min
{
1,
1
16A0
∫
∂B1
(
g(y)− g(z0)
)
dS
}
Ih¯(u) Jh¯(u) ∀u ∈H 10 (Bh¯), (4.15)
by which, using Corollary 3.1,
lim
h¯→0+
I ∗h¯ = 0. (4.16)
In the next lemma we provide an estimate of the values I ∗h¯ .
Lemma 4.1. For every h¯ > 0 the infimum I ∗h¯ is attained in the setMh¯ by a radial function
ϕh¯  0. Furthermore, for every q > 1,
lim
h¯→0+
∫
|h¯x|1−(I∗h¯ )1/q
|ϕh¯|2 dx = 0 (4.17)
and
lim
h¯→0 h¯
2(I ∗h¯ )−(2+q)/q = 0. (4.18)
Proof. Fix h¯ > 0 and consider {ϕn} ⊂Mh¯ a minimizing sequence. According to Propo-
sition 4.1, possibly substituting ϕn with |ϕn|∗ (which belongs to Mh¯ and satisfies
Ih¯(|ϕn|∗)  Ih¯(ϕn)), we may assume that ϕn is radial and ϕn  0. Since {ϕn} is bounded
in the H 10 (Bh¯)-norm, up to a subsequence we have
ϕn ⇀ ϕh¯ weakly in H 10 (Bh¯), ϕn → ϕh¯ in L2(Bh¯) and a.e.
as n → +∞, for some ϕh¯ ∈Mh¯, ϕh¯  0 and ϕh¯ radial. Now, using the weakly lower
semicontinuity and Fatou’s lemma, we obtain
I ∗h¯ = limn Ih¯(ϕn)
1
2
∫ ∣∣∣∣∂ϕh¯∂r
∣∣∣∣
2
dx + A0
4π
e
∫ (
1 − |h¯x|)|ϕh¯|2 dx = Ih¯(ϕh¯), (4.19)Bh¯ Bh¯
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I ∗h¯ = Ih¯(ϕh¯)
A0
4π
e
∫
|h¯x|1−(I∗h¯ )1/q
|ϕh¯|2
(
1 − |h¯x|)dx
 A0
4π
e
(
I ∗h¯
)1/q ∫
|h¯x|1−(I∗h¯ )1/q
|ϕh¯|2 dx
and, taking into account of (4.16), (4.17) follows. To prove (4.18) consider ξ ∈ C∞0 (Bh¯),
ξ radial, and for every r ∈ (0, 1
h¯
) compute
∣∣ξ(r)∣∣2 =
∣∣∣∣∣
1/h¯∫
r
∂ξ
∂r
dρ
∣∣∣∣∣
2

(
1
h¯
− r
) 1/h¯∫
r
∣∣∣∣∂ξ∂r
∣∣∣∣
2
dρ  1
r2
(
1
h¯
− r
) 1/h¯∫
r
ρ2
∣∣∣∣∂ξ∂r
∣∣∣∣
2
dρ
 1
4πr2
(
1
h¯
− r
)∫
Bh¯
|∇ξ |2 dx,
by which
∫
|h¯x|1−(I∗h¯ )1/q
|ξ |2 dx = 4π
1/h¯∫
1−(I∗
h¯
)1/q
h¯
r2|ξ |2 dr 
1/h¯∫
1−(I∗
h¯
)1/q
h¯
(
1
h¯
− r
)
dr
∫
Bh¯
|∇ξ |2 dx
= 1
2
(I ∗h¯ )2/q
h¯2
∫
Bh¯
|∇ξ |2 dx.
By density we deduce that∫
|h¯x|1−(I∗h¯ )1/q
|ϕh¯|2 dx  12
(I ∗h¯ )2/q
h¯2
∫
Bh¯
|∇ϕh¯|2 dx 
(I ∗h¯ )2/q
h¯2
Ih¯(ϕh¯)=
(I ∗h¯ )(2+q)/q
h¯2
and, using (4.17), we get
lim sup
h¯→0+
h¯2
(
I ∗h¯
)−(2+q)/q  1.
The arbitrariness of q together with (4.16) gives the thesis. 
Next lemma is crucial for the proof of Theorem 1.1.
Lemma 4.2. Consider 1 < q < q0. Then for h¯ > 0 sufficiently small there exists wh¯ ∈Mh¯
such that
wh¯ ≡ 0 if |h¯x − z0| 4(Ih¯)1/q (4.20)
and
Ih¯(wh¯)= I ∗h¯ + o
(
I ∗h¯
)
.
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Step 1. For every h¯ > 0 there exists ψh¯ ∈Mh¯, ψh¯  0 and ψh¯ radial, such that
ψh¯ ≡ 0 if |h¯x| 1 − 2
(
I ∗h¯
)1/q
, Ih¯(ψh¯)= I ∗h¯ + o
(
I ∗h¯
)
.
Consider the family {ϕh¯} constructed in the previous lemma. For every h¯ > 0 take ξh¯ ∈
C∞(R3,R) a radial function such that
0 ξh¯  1,
ξh¯ = 1 if |h¯x| 1 −
(
I ∗h¯
)1/q
,
ξh¯ = 0 if |h¯x| 1 − 2
(
I ∗h¯
)1/q
,
|∇ξh¯| 2h¯
(I ∗h¯ )1/q
.
A direct computation shows that
Ih¯(ξh¯ϕh¯) Ih¯(ϕh¯)+ 2h¯
(I ∗h¯ )1/q
∫
Bh¯
|∇ϕh¯| |ϕh¯|dx + 2h¯
2
(I ∗h¯ )2/q
∫
Bh¯
|ϕh¯|2 dx
 I ∗h¯ +
2h¯
(I ∗h¯ )1/q
(∫
Bh¯
|∇ϕh¯|2 dx
)1/2
+ 2h¯
2
(I ∗h¯ )2/q
 I ∗h¯ +
2h¯
(I ∗h¯ )1/q
(
2I ∗h¯
)1/2 + 2h¯2
(I ∗h¯ )2/q
.
By taking into account of (4.17) we achieve
Ih¯(ξh¯ϕh¯) I ∗h¯ + o
(
I ∗h¯
)
. (4.21)
Now for every h¯ > 0 take th¯ > 0 such that
∫
Bh¯
|th¯ξh¯ϕh¯|2 dx = 1. According to (4.17) th¯ → 1
as h¯→ 0+. Then set ψh¯ = th¯ξh¯ϕh¯ ∈Mh¯. By (4.21) we have
I ∗h¯  Ih¯(ψh¯)= t2h¯ Ih¯(ξh¯ϕh¯) t2h¯ I ∗h¯ + o
(
I ∗h¯
)= I ∗h¯ + o(I ∗h¯ )
and the conclusion follows.
Step 2. End of the proof.
Assume, without loss of generality, z0 = (0,0,1) and use the spherical coordinates in
the space:
x1 = r cos θ cosϕ, x2 = r cos θ sinϕ, x3 = r sin θ,
r > 0, ϕ ∈ [0,2π], θ ∈
[
−π
2
,
π
2
]
. (4.22)
Fix 1 <p < q and for every h¯ > 0 take ηh¯ ∈ C∞([−π/2,π/2]) satisfying
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ηh¯ = 1 if θ  π2 −
(
I ∗h¯
)1/q
,
ηh¯ = 0 if θ  π2 −
(
I ∗h¯
)1/q − (I ∗h¯ )1/p,∣∣η′h¯∣∣ 2(I ∗h¯ )1/p .
Set wh¯(x)= λh¯ηh¯(θ(x))ψh¯(x) where, by (4.22),
θ(x)= arctan x3√
x21 + x22
and λh¯ > 0 is such that
∫
Bh¯
|wh¯|2 dx = 1. More precisely
λ−2h¯ =
∫
Bh¯
∣∣ηh¯(θ)ψh¯∣∣2 dx  2π
1/h¯∫
0
r2|ψh¯|2 dr
π/2∫
π/2−(I∗h¯ )1/q
cos θ dθ
= 1 − cos(I
∗
h¯ )
1/q
2
. (4.23)
By (4.23) we compute∫
Bh¯
(
1 − |h¯x|)|wh¯|2 dx  λ2h¯
∫
ηh¯(θ(x)) 	=0
(
1 − |h¯x|)|ψh¯|2 dx
 2πλ2h¯
π/2∫
π/2−(I∗h¯ )1/q+(I∗h¯ )1/p
cos θ dθ
1/h¯∫
0
(1 − h¯r)r2∣∣ψh¯(r)∣∣2 dr
 4π
1 − cos((I ∗h¯ )1/q + (I ∗h¯ )1/p)
1 − cos(I ∗h¯ )1/q
1/h¯∫
0
(1 − h¯r)r2∣∣ψh¯(r)∣∣2 dr
= (1 + o(1))∫
Bh¯
(
1 − |h¯x|)|ψh¯|2 dx, (4.24)
since p < q and then
(I ∗h¯ )1/q + (I ∗h¯ )1/p
(I ∗h¯ )1/q
→ 1 as h¯→ 0+.
Analogously
λ2h¯
∫
ηh¯(θ(x)) 	=0
|ψh¯|2 dx 
1 − cos((I ∗h¯ )1/q + (I ∗h¯ )1/p)
1 − cos(I ∗h¯ )1/q
∫
Bh¯
|ψh¯|2 dx
= 1 + o(1) (4.25)
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λ2h¯
∫
ηh¯(θ(x)) 	=0
|∇ψh¯|2 dx 
1 − cos((I ∗h¯ )1/q + (I ∗h¯ )1/p)
1 − cos(I ∗h¯ )1/q
∫
Bh¯
|∇ψh¯|2 dx
= (1 + o(1))∫
Bh¯
|∇ψh¯|2 dx. (4.26)
For every x = x(|x|, θ, ϕ) ∈ Bh¯ we have
∣∣∇(ηh¯ ◦ θ)(x)∣∣= 1|x|
∣∣η′h¯(θ)∣∣;
hence, using (4.25) and (4.26) we compute
∫
Bh¯
|∇wh¯|2 dx  λ2h¯
∫
ηh¯(θ(x)) 	=0
|∇ψh¯|2 dx + 5h¯2
(
I ∗h¯
)−2/p
λ2h¯
∫
ηh¯(θ(x)) 	=0
|ψh¯|2 dx
+ 3h¯λ2h¯
(
I ∗h¯
)−1/p ∫
ηh¯(θ(x)) 	=0
|ψh¯| |∇ψh¯|dx

(
1 + o(1))∫
Bh¯
|∇ψh¯|2 dx + 6h¯2
(
I ∗h¯
)−2/p + 3h¯2(I ∗h¯ )−1/p
×
(
λ2h¯
∫
ηh¯(θ(x)) 	=0
|ψh¯|2 dx
)1/2(
λ2h¯
∫
ηh¯(θ(x)) 	=0
|∇ψh¯|2 dx
)1/2

(
1 + o(1))∫
Bh¯
|∇ψh¯|2 dx + 6h¯2
(
I ∗h¯
)−2/p
+ 4h¯(I ∗h¯ )−1/p
(∫
Bh¯
|∇ψh¯|2 dx
)1/2
.
By using (4.18) we deduce (I ∗h¯ )−1/ph¯= o((I ∗h¯ )1/2), while, by step 1,∫
Bh¯
|∇ψh¯|2 dx  2Ih¯(ψh¯)= 2I ∗h¯ + o
(
I ∗h¯
)
.
Hence we obtain∫
Bh¯
|∇wh¯|2 dx 
∫
Bh¯
|∇ψh¯|2 dx + o
(
I ∗h¯
)
. (4.27)
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I ∗h¯  Ih¯(wh¯) Ih¯(ψh¯)+ o
(
I ∗h¯
)= I ∗h¯ + o(I ∗h¯ ).
Finally by construction and (4.16) at least for small h¯ (4.20) is satisfied. 
We conclude this section by establishing the following relation between the minima I ∗h¯
and J ∗h¯ .
Lemma 4.3. lim suph¯→0+ J ∗h¯ (I ∗h¯ )−1  1.
Proof. Consider h¯n → 0+ an arbitrary sequence and the related functions wn ≡wh¯n given
by Lemma 4.2. Lemma 3.2 and (4.18) applies and gives
Jh¯n(wn)= Ih¯n(wn)+O
((
I ∗h¯n
)q0/q)+ o(Jh¯n(wn))+O(h¯n)
= I ∗h¯n + o
(
I ∗h¯n
)+ o(Jh¯n(wn))
since q0/q > 1, and the thesis follows. 
5. Proof of Theorem 1.1
We are now in position to prove Theorem 1.1, and we begin with the existence of a
minimizer for J ∗h¯ .
Lemma 5.1. For every h¯ > 0 the infimum J ∗h¯ is attained in the setMh¯ by a function uh¯  0.
Furthermore, there exists rh¯ → 0+ such that
lim
h¯→0+
	∑
i=0
∫
|h¯x−zi |rh¯
|uh¯|2 dx = 1. (5.28)
Proof. Fix h¯ > 0 and consider {un} ⊂Mh¯ a minimizing sequence. Since {un} is bounded
in the H 10 (Bh¯)-norm, up to a subsequence we have
un ⇀ uh¯ weakly in H 10 (Bh¯), un → uh¯ in L2(Bh¯) and a.e.
as n → +∞, for some uh¯ ∈Mh¯. By using the weakly lower semicontinuity and Fatou’s
lemma, we obtain J ∗h¯ = limn Jh¯(un) Jh¯(uh¯), i.e. uh¯ is the desired minimizing function.
Since Jh¯(u)= Jh¯(|u|), we may assume uh¯  0. In order to prove (5.28) fix a > 0 and set
D = {y ∈ ∂B1 ∣∣ |y − zi | a/2 ∀i = 0, . . . , 	}, d = inf
D
(
g(y)− g(z0)
)
> 0.
We compute
J ∗h¯ 
e
2
∫
B \⋃	 B(z /h,a/h)
|uh¯|2 dx 1 − |h¯x|
2
4π
∫
D
d
|y − h¯x|3 dS
h¯ i=0 i ¯ ¯
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2
d
∫
Bh¯\⋃	i=0 B(zi/h¯,a/h¯)
|uh¯|2 dx
− e
2
∫
Bh¯\⋃	i=0 B(zi/h¯,a/h¯)
|uh¯|2 dx 1 − |h¯x|
2
4π
∫
∂B1\D
d
|y − h¯x|3 dS.
Notice that if x ∈ Bh¯ \⋃	i=0 B(zi/h¯, a/h¯) and y ∈ ∂B1 \D, then |y− h¯x| a/2, by which
J ∗h¯ 
e
2
d
∫
Bh¯\⋃	i=0 B(zi/h¯,a/h¯)
|uh¯|2 dx − 16πe
a3
d
∫
Bh¯\⋃	i=0 B(zi/h¯,a/h¯)
|uh¯|2 1 − |h¯x|
2
4π
dx.
Since
1 − |h¯x|2
4π
 8fh¯(x)
( ∫
∂B1
(
g(y)− g(z0)
)
dS
)−1
,
we get
e
2
d
∫
Bh¯\⋃	i=0 B(xi/h¯,a/h¯)
|uh¯|2 dx  J ∗h¯ +
256πd
a3
∫
∂B1
(g(y)− g(z0)) dS J
∗
h¯ → 0
by Corollary 3.1. The arbitrariness of a gives the thesis. 
The remaining part of the proof regards the asymptotic behavior of the minimizers {uh¯}
when h¯→ 0. From now on we focus on a generic sequence h¯n → 0+. For sake of simplic-
ity, in what follows we will replace the subscript h¯n by n. Then set un ≡ uh¯n , Φn[un] ≡
Φh¯n[un], rn ≡ rh¯n and so on. Fix q > 1 and for every n ∈ N consider ηn ∈ C∞(R3,R) such
that
0 ηn  1,
ηn ≡ 0 if |x| rn
h¯n
,
ηn ≡ 0 if |x| rn + (I
∗
n )
1/q
h¯n
,
|∇ηn| 2h¯n
(I ∗n )1/q
and, for every i ∈ {0, . . . , 	} set
uin(x)= un(x)ηn
(
x − zi
h¯n
)
.
Letting αin  0 be such that
∫
Bn
|uin|2 = αin, according to Lemma 5.1, up to a subsequence
αin → αi,
	∑
i=0
αi = 1.
For sake of clarity we divide the remaining part of the proof into 3 steps.
T. D’Aprile / J. Math. Anal. Appl. 317 (2006) 526–549 545Step 1. For every i = {0, . . . , 	}:
lim
n→+∞
Jn(u
i
n)
I ∗n
= lim
n→+∞
In(u
i
n)
I ∗n
= αi.
	∑
i=0
Jn(u
i
n) Jn(un)+
2h¯n
(I ∗n )1/q
∫
Bn
|∇un| |un|dx + 2h¯
2
n
(I ∗n )2/q
∫
Bn
|un|2 dx
 J ∗n +
2h¯n
(I ∗n )1/q
(∫
Bn
|∇un|2 dx
)1/2
+ 2h¯
2
n
(I ∗n )2/q
 J ∗n +
2h¯n
(I ∗n )1/q
(
2J ∗n
)1/2 + 2h¯2n
(I ∗n )2/q
.
By (4.18) and Lemma 4.3 we get
	∑
i=0
Jn
(
uin
)
 J ∗n + o
((
I ∗n
)1/2)(
J ∗n
)1/2 + o(I ∗n )= J ∗n + o(I ∗n ) I ∗n + o(I ∗n ). (5.29)
Lemma 3.2 applies to each sequence uin and gives
Jn
(
uin
)
 I in
(
uin
)+ o(Jn(uin)).
Assume αin 	= 0 for large n (otherwise the thesis is obvious); then (αin)−1/2uin ∈Mn, by
which we obtain
Jn
(
uin
)+ o(Jn(uin)) I in(uin)= αinI in((αin)−1/2uin) αin(I in)∗  αinI ∗n ,
and, consequently,
Jn(u
i
n)+ o(Jn(uin))
I ∗n
 I
i
n(u
i
n)
I ∗n
 αin. (5.30)
Hence the thesis will follow if we prove that for every i ∈ {0, . . . , 	}
lim sup
n→+∞
Jn(u
i
n)
I ∗n
 αi.
Assume by contradiction the existence of i ∈ {0, . . . , 	} such that
lim sup
n→+∞
Jn(u
i
n)
I ∗n
 αi + 
for some  > 0. Then combining (5.29) and (5.30) we get
1 lim sup
n→+∞
	∑
i=0
Jn(u
i
n)
I ∗n

	∑
i=0
αi +  = 1 + 
and the contradiction follows.
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1 =
	∑
i=1
αi = lim sup
n→+∞
	∑
i=0
Jn(u
i
n)
I ∗n
 lim inf
n→+∞
J ∗n
I ∗n
.
Then, by Lemma 4.3 we conclude limn→+∞ J ∗n /I ∗n = 1, and, from the arbitrariness of h¯n,
limh¯→0+ J ∗h¯ /I ∗h¯ = 1.
Step 2. For every i ∈ {	′ + 1, . . . , 	} αi = 0.
First we prove that if j ∈ {0, . . . , 	} is such that αj 	= 0, then
lim inf
n→+∞
∫
Bn
|ujn|2(1 − |h¯nx|) dx
I ∗n
> 0. (5.31)
Otherwise, up to a subsequence,
lim
n→+∞
∫
Bn
|ujn|2(1 − |h¯nx|) dx
I ∗n
= 0. (5.32)
Fix λ > 0 and set
u˜n(r, θ,ϕ)=
⎧⎨
⎩
λ1/2tnu
j
n
(
λ(h¯nr−1)+1
h¯n
, θ, ϕ
)
if 1 − rn+(I∗n )1/q
λ
 h¯nr  1,
0 if h¯nr  1 − rn+(I
∗
n )
1/q
λ
,
where tn > 0 is such that u˜n ∈Mn.
Now, since h¯nr → 1 uniformly on supp u˜n and suppujn, by Lemma 3.1 we compute
1 =
∫
Bn
|u˜n|2 dx =
1/h¯n∫
0
dr
2π∫
0
dϕ
π/2∫
−π/2
r2 cos θ |u˜n|2 dθ
= 1
h¯2n
1/h¯n∫
0
dr
2π∫
0
dϕ
π/2∫
−π/2
cos θ |u˜n|2 dθ + o(1)
= t
2
n
h¯2n
1/h¯n∫
0
dr
2π∫
0
dϕ
π/2∫
−π/2
cos θ
∣∣ujn∣∣2 dθ + o(1)= t2n
∫
Bn
∣∣ujn∣∣2 dx + o(1)
= t2nαjn + o(1),
by which tn → α−1/2j as n→ +∞. Similarly,
∫ ∣∣∣∣∂u˜n∂r
∣∣∣∣
2
dx = 1
h¯2n
1/h¯n∫
dr
2π∫
dϕ
π/2∫
cos θ
∣∣∣∣∂u˜n∂r
∣∣∣∣
2
dθ + o(In(u˜n))Bn 0 0 −π/2
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2t2n
h¯2n
1/h¯n∫
0
dr
2π∫
0
dϕ
π/2∫
−π/2
cos θ
∣∣∣∣∂u
j
n
∂r
∣∣∣∣
2
dθ + o(In(u˜n))
= λ2t2n
∫
Bn
∣∣∣∣∂u
j
n
∂r
∣∣∣∣
2
dx + o(In(u˜n)) (5.33)
and ∫
Bn
|u˜n|2
(
1 − |h¯nx|
)
dx
= 1
h¯2n
1/h¯n∫
0
dr
2π∫
0
dϕ
π/2∫
−π/2
cos θ |u˜n|2
(
1 − |h¯nr|
)
dθ + o(In(u˜n))
= t
2
n
λh¯2n
1/h¯n∫
0
dr
2π∫
0
dϕ
π/2∫
−π/2
cos θ
∣∣ujn∣∣2(1 − |h¯nr|)dθ + o(In(u˜n))
= t
2
n
λ
∫
Bn
∣∣ujn∣∣2(1 − |h¯nx|)dx + o(In(u˜n)). (5.34)
By using (5.32)–(5.34) and step 1 we obtain
lim
n→+∞
In(u˜n)
I ∗n
= lim
n→+∞
λ2t2n
2
∫
Bn
| ∂ujn
∂r
|2 dx + A0t2n4πλ e
∫
Bn
|ujn|2(1 − |h¯nx|) dx
I ∗n
= λ2α−1j limn→+∞
I
j
n (u
j
n)
I ∗n
= λ2.
Since u˜n ∈Mn then In(u˜n) I ∗n ; hence, choosing λ < 1, we obtain the contradiction.
Hence (5.31) holds for every j ∈ {0, . . . , 	} with αj 	= 0. Assume by contradiction
that there exists j ∈ {	′ + 1, . . . , 	} with αj 	= 0. Using step 1, taking into account that
Aj −A0 > 0, we obtain
αj = lim
n→+∞
I
j
n (u
j
n)
I ∗n
= lim
n→+∞
In(u
j
n)+ Aj−A04π e
∫
Bn
|ujn|2(1 − |h¯nx|) dx
I ∗n
> lim inf
n→+∞
In(u
j
n)
I ∗n
= αj lim inf
n→+∞
In((α
j
n)
−1/2ujn)
I ∗n
.
Since (αjn)−1/2ujn ∈Mn, then In((αjn)−1/2ujn) I ∗n and the contradiction follows.
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According to Propositions 2.1 and 2.2 and Lemma 5.1, by applying the Lagrange mul-
tiplier rule, for every h¯ > 0 there exists ωh¯ ∈ R such that uh¯ solves
−uh¯ + efh¯uh¯ + eΦh¯[uh¯]uh¯ = ωh¯uh¯.
By multiplying both members by uh¯ and integrating by parts we deduce
0 ωh¯  4Jh¯(uh¯),
by which, using Corollary 3.1, ωh¯ → 0 as h¯→ 0+. Now put
vh¯(x)= h¯−1/2uh¯
(
x
h¯
)
and φh¯(x) = fh¯
(
x
h¯
)
+Φh¯[uh¯]
(
x
h¯
)
+ g(z0),
then an easy computation shows that 1
h¯2
∫
Bn
|vh¯|2 dx = 1 and (vh¯, φh¯) solves the system
(1.4)–(1.5) with the conditions (1.6) and
λ= λh¯ = ωh¯ + eg(z0)→ eg(z0)
as h¯→ 0+. From Proposition 2.2 and Hardy’s inequality
Φh¯[uh¯](x) eh¯
∫
Bh¯
1
|y − x|u
2
h¯ dy  Ceh¯
∫
Bh¯
|∇uh¯|2 dx Ceh¯Jh¯(uh¯)→ 0,
by which Φh¯[uh¯] → 0 uniformly as h¯ → 0+. Furthermore, an immediate computation
shows that
fh¯
(
x
h¯
)
= 1 − |x|
2
4π
∫
∂B1
g(y)
|y − x|3 dS − g(z0)
then (iii) of Theorem 1.1 is proved. Finally (iv) of Theorem 1.1 follows directly from
Lemma 5.1 and step 3.
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