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Abstract
Clinical decisions are usually made based on the practitioners’ experiences with lim-
ited support from data-centric analytic processes from medical databases. This often
leads to undesirable biases, human errors and high medical costs affecting the qual-
ity of services provided to patients. Recently, the use of intelligent technologies in
clinical decision making in the telehealth environment has begun to play a vital role
in improving the quality of patients’ lives and reducing the costs and workload in-
volved in their daily healthcare. In the telehealth environment, patients suffering
from chronic diseases such as heart disease or diabetes have to take various medi-
cal tests such as measuring blood pressure, blood sugar and blood oxygen, etc. This
practice adversely affects the overall convenience and quality of their everyday living.
In this PhD thesis, an effective recommender system is proposed utilizing a set of
innovative disease risk prediction algorithms and models for short-term disease risk
prediction to provide chronic disease patients with appropriate recommendations
regarding the need to take a medical test on the coming day.
The input sequence of sliding windows based on the patient’s time series data, is
analyzed in both the time domain and the frequency domain. The time series med-
ical data obtained for each chronicle disease patient is partitioned into consecutive
sliding windows for analysis in both the time and the frequency domains. The avail-
able time series data are readily available in time domains which can be used for
analysis without any further conversion. For data analysis in the frequency domain,
ii
Fast Fourier Transformation (FFT) and Dual-Tree Complex Wavelet Transformation
(DTCWT) are applied to convert the data into the frequency domain and extract
the frequency information.
In the time domain, four innovative predictive algorithms, Basic Heuristic Algorithm
(BHA), Regression-Based Algorithm (RBA) and Hybrid Algorithm (HA) as well as
a structural graph-based method (SG), are proposed to study the time series data for
producing recommendations. While, in the frequency domain, three predictive clas-
sifiers, Artificial Neural Network, Least Squares-Support Vector Machine, and Naive
Bayes, are used to produce the recommendations. An ensemble machine learning
model is utilized to combine all the used predictive models and algorithms in both
the time and frequency domains to produce the final recommendation.
Two real-life telehealth datasets collected from chronic disease patients (i.e., heart
disease and diabetes patients) are utilized for a comprehensive experimental evalua-
tion in this study. The results show that the proposed system is effective in analyzing
time series medical data and providing accurate and reliable (very low risk) recom-
mendations to patients suffering from chronic diseases such as heart disease and
diabetes.
This research work will help provide high-quality evidence-based intelligent decision
support to clinical disease patients that significantly reduces workload associated
with medical checkups would otherwise have to be conducted every day in a telehealth
environment.
Certification of Thesis
This Thesis is entirely the work of Raid Luaibi Lafta except where otherwise
acknowledged. The work is original and has not previously been submitted for any
other award, except where acknowledged.
Student and supervisors signatures of endorsement are held at the University.
Principal Supervisor: Ji Zhang
Associate Supervisor: Xiaohui Tao
Associate Supervisor: Yan Li
Acknowledgments
I would like to express my deepest appreciation to my Principle Supervisor, Associate
Professor Ji Zhang, for his useful guidance, valuable support, insightful comments,
and considerable encouragement in completing this thesis. I would also like to ex-
press my deepest heartfelt appreciation to my co-supervisors Dr. Xiaohui Tao and
Professor Yan Li for their valuable support, advice and effective guidance.
Many thanks to the Ministry of Higher Education and Scientific Research in Iraq for
their financial support by offering the PhD scholarship. Their support is gratefully
acknowledged.
I would also like to extend my appreciation to my parents, sisters and brothers who
have given me everlasting encouragement and support during the completion of the
thesis. I am specially thankful to my wife for her patience, love and understanding.
Also, I wish to thank Sandra Cochrane for proofreading.
Finally, I would like to acknowledge the support by Australian Commonwealth Gov-
ernment through the Research Training Program (RTP) Fees Offset scheme during
my research.
Raid Luaibi Lafta
Associated Publications
The following publications were produced during the period of candidature:
1. Zhang, J., Lafta, R., Tao, X., Li, Y., Zhu, X., Luo, Y. and Chen, F. (2017),
“Coupling a fast fourier transformation with a machine learning ensemble
model to support recommendations for heart disease patients in a telehealth
environment”, IEEE Access, Vol.5, pp. 10674 - 10685.
2. Lafta, R., Zhang, J., Tao, X., Li, Y., Abbas, W., Luo, Y., Chen, F. and
Tseng, V. S. (2017), “A fast fourier transform-coupled machine learning-based
ensemble model for disease risk prediction using a real-life dataset”, Proceeding
of the Pacic-Asia Conference on Knowledge Discovery and Data Mining, South
Korea.
3. Lafta, R., Zhang, J., Tao, X., Li, Y. and Tseng, V. S. (2016), “IRS-HD: an
intelligent personalized recommender system for heart disease patients in a
tele-health environment”, Proceeding of the 12th International Conference on
Advanced Data Mining and Applications (ADMA), Gold Coast, QLD, Aus-
tralia.
4. Lafta, R., Zhang, J., Tao, X., Li, Y., Tseng, V. S., Luo, Y. and Chen, F.
(2016), “An intelligent recommender system based on predictive analysis in
telehealthcare environment”, Web Intelligence, Vol. 14, IOS Press, pp. 325-
336.
Associated Publications vi
5. Lafta, R., Zhang, J., Tao, X., Li, Y. and Tseng, V. S. (2015), “An intelligent
recommender system based on short-term risk prediction for heart disease pa-
tients”, Proceeding of the Web IEEE/WIC/ACM International Conference on
Intelligence and Intelligent Agent Technology (WI-IAT), Singapore.
Contents
Abstract i
Acknowledgments iv
Associated Publications v
List of Figures xiii
List of Tables xvi
Chapter 1 Introduction 1
1.1 Chronic Diseases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Time Series Data in a Telehealth Environment . . . . . . . . . . . . . 2
1.3 Recommendations for Patients with Chronic Diseases in a Telehealth
Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Research Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
CONTENTS viii
1.5 Research Questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.6 Outcomes and Results . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.7 Statement of the Problems for Disease Risk Prediction . . . . . . . . 8
1.8 Structure of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . 9
Chapter 2 A Literature Review of Disease Risk Prediction 11
2.1 Chronic Disease Risk Assessment . . . . . . . . . . . . . . . . . . . . 11
2.1.1 Disease risk assessment . . . . . . . . . . . . . . . . . . . . . . 12
2.1.2 Prediction of the risk level of diseases . . . . . . . . . . . . . . 13
2.1.3 Disease risk prediction models . . . . . . . . . . . . . . . . . . 14
2.2 Basic Concepts and Methods for Disease Risk Prediction . . . . . . . 15
2.2.1 Fast Fourier transformation of the time series data . . . . . . 15
2.2.2 Dual tree complex wavelet transformation . . . . . . . . . . . 17
2.2.3 Graph theory . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2.4 Machine learning ensembles . . . . . . . . . . . . . . . . . . . 20
2.3 Limitations of Existing Time Series Prediction Models . . . . . . . . 20
Chapter 3 Disease Risk Prediction Algorithms and Models 22
CONTENTS ix
3.1 Time Domains Analysis Algorithms for Short-Time Disease Risk Pre-
diction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.1.1 Basic Heuristic Algorithm . . . . . . . . . . . . . . . . . . . . 24
3.1.2 Regression-Based Algorithm . . . . . . . . . . . . . . . . . . . 27
3.1.3 Hybrid Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.1.4 A Structural Graph-Based Method . . . . . . . . . . . . . . . 32
3.1.4.1 Graph construction and structural graph similarity . 32
3.1.4.2 Graph features . . . . . . . . . . . . . . . . . . . . . 34
3.2 Frequency Domains Analysis Techniques for Short-Time Disease Risk
Prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2.1 Fast Fourier Transformation . . . . . . . . . . . . . . . . . . . 36
3.2.2 Dual-Tree Complex Wavelet Transformation . . . . . . . . . . 39
3.3 Machine Learning Ensemble Model . . . . . . . . . . . . . . . . . . . 41
3.3.1 Artificial Neural Networks . . . . . . . . . . . . . . . . . . . . 41
3.3.2 Least Square-Support Vector Machine . . . . . . . . . . . . . 42
3.3.3 Naive Bayes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.3.4 Bootstrap Aggregation (Bagging) . . . . . . . . . . . . . . . . 43
3.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
CONTENTS x
Chapter 4 Experimental Evaluation 47
4.1 Time Series Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.1.1 Data Acquisition . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.1.1.1 Tunstall datset . . . . . . . . . . . . . . . . . . . . . 48
4.1.1.2 Diabetes datset . . . . . . . . . . . . . . . . . . . . . 49
4.1.2 Ethics Clearance . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.1.3 Data Pre-processing . . . . . . . . . . . . . . . . . . . . . . . 51
4.1.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.2 The Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.3 The Experimental System . . . . . . . . . . . . . . . . . . . . . . . . 55
4.3.1 The System Architecture of IRS-CD . . . . . . . . . . . . . . 55
4.3.2 Managing IRS-CD System . . . . . . . . . . . . . . . . . . . . 56
4.4 The Analysis Results of Time Domain Algorithms . . . . . . . . . . . 61
4.4.1 The Analysis Results of the Three Predictive Algorithms . . . 61
4.4.1.1 Effectiveness of k . . . . . . . . . . . . . . . . . . . . 62
4.4.1.2 Effectiveness of p . . . . . . . . . . . . . . . . . . . . 63
4.4.1.3 Performance of the three algorithms under different
measurements for all patients . . . . . . . . . . . . . 65
CONTENTS xi
4.4.1.4 Difference and rotating frequency analysis . . . . . . 66
4.4.1.5 Algorithms’ performance evaluation for disease risk
prediction . . . . . . . . . . . . . . . . . . . . . . . . 67
4.4.1.6 The relationship among different measurements . . . 68
4.4.1.7 The relationship between performance metrics and
dataset characteristics . . . . . . . . . . . . . . . . . 69
4.4.1.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . 71
4.4.2 The Analysis Results of the Structural Graph-Based Method . 71
4.4.2.1 Prediction accuracy with different numbers of features 71
4.4.2.2 Prediction accuracy with different sizes of sliding win-
dows . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.4.2.3 Performance evaluation based on a single classifier as
well as ensemble model . . . . . . . . . . . . . . . . . 78
4.4.2.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . 80
4.5 The Analysis Results of the Frequency Domains Techniques . . . . . 82
4.5.1 The Evaluation of Fast Fourier Transformation . . . . . . . . 82
4.5.1.1 Recommendation effectiveness under different statis-
tical features . . . . . . . . . . . . . . . . . . . . . . 82
4.5.1.2 Efficiency Comparison . . . . . . . . . . . . . . . . . 89
CONTENTS xii
4.5.1.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . 90
4.5.2 The Evaluation of Dual-Tree Complex Wavelet Transformation 92
4.5.2.1 Recommendation effectiveness under different sub-
bands and statistical features . . . . . . . . . . . . . 92
4.5.2.2 Effectiveness comparison with previous approaches . 99
4.5.2.3 Efficiency comparison . . . . . . . . . . . . . . . . . 100
4.5.2.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . 102
Chapter 5 Conclusions and Future Work 103
5.1 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.2 Future Research Directions . . . . . . . . . . . . . . . . . . . . . . . . 108
References 110
List of Figures
1.1 Architecture of the recommendation system . . . . . . . . . . . . . . 8
1.2 Logical structure of thesis . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1 1-D dual-tree complex wavelet transformation . . . . . . . . . . . . . 18
2.2 Four-level decomposition of WTCWT . . . . . . . . . . . . . . . . . . 19
3.1 Diagram for methodology . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2 An example of an undirect graph . . . . . . . . . . . . . . . . . . . . 33
3.3 The decomposition of a sliding window into 28 bands . . . . . . . . . 38
3.4 An example of a bagging algorithm . . . . . . . . . . . . . . . . . . . 45
4.1 First interface to select the patient’s number and enter into the system 57
4.2 Main interface presenting the recommendations . . . . . . . . . . . . 58
4.3 Generation of the recommendation (No test required) . . . . . . . . . 59
LIST OF FIGURES xiv
4.4 Generation of the recommendation (Test required) . . . . . . . . . . . 60
4.5 The averaged accuracy and workload savings for all algorithms under
varying values of k using a Tunstall dataset . . . . . . . . . . . . . . 62
4.6 The averaged accuracy and workload savings for all algorithms under
varying values of k using a Diabetes dataset . . . . . . . . . . . . . . 63
4.7 The averaged accuracy and workload savings for all algorithms under
varying values of p using Tunstall dataset . . . . . . . . . . . . . . . 64
4.8 The averaged accuracy and workload savings for all algorithms under
varying values of p using Diabetes dataset . . . . . . . . . . . . . . . 64
4.9 The accuracy and workload saving for different patients in Tunstall
dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.10 Rotating frequency analysis for each algorithm under four measure-
ments in Tunstall dataset . . . . . . . . . . . . . . . . . . . . . . . . 66
4.11 Comparison the performance of the three algorithms for all patients
in Tunstall dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.12 Comparison the performance of the three algorithms for all patients
in Diabetes dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.13 Ranking of the graph features based on their accuracy performance . 72
4.14 Accuracy based on two-features sets. (Note: DD=Degree Distribu-
tion; JC=Jaccard Coefficient; CC=Clustering Coefficient; AD=Average
Degree). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
LIST OF FIGURES xv
4.15 Accuracy based on three and four features sets . . . . . . . . . . . . . 74
4.16 The ROC plot of the three classifiers and the ensemble model . . . . 79
4.17 Comparison of the execution time between the classifiers and the en-
semble model under different sliding windows . . . . . . . . . . . . . 80
4.18 Ranking of the statistical features based on their accuracy performance 83
4.19 Comparison of the training time between the base classifiers and the
ensemble model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.20 Comparison of the prediction time between the classifiers and the
ensemble model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.21 Ranking of the statistical features based on their accuracy performance 94
4.22 The ROC plot of the classifiers and the ensemble model . . . . . . . 98
4.23 Comparison of the training time between the base classifiers and the
ensemble model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.24 Comparison of the prediction time between the classifiers and the
ensemble model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
List of Tables
3.1 The adjacency matrix of a graph G . . . . . . . . . . . . . . . . . . . 34
3.2 Short explanations of the statistical features . . . . . . . . . . . . . . 38
4.1 Meta-data attributes of Tunstall dataset . . . . . . . . . . . . . . . . 49
4.2 Meta-data attributes of Diabetes dataset . . . . . . . . . . . . . . . . 50
4.3 Examples of rotating frequency . . . . . . . . . . . . . . . . . . . . . 54
4.4 Correlation coefficient for 5 measurements (HR is Heart rate; SBP is
Systolic Blood Pressure; DBP is Diastolic Blood Pressure; MAP is
Mean Arterial Pressure; SO2 is Oxygen Saturation) . . . . . . . . . . 69
4.5 Correlation coefficient for performance metrics and Tunstall dataset
characteristics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.6 Correlation coefficient for performance metrics and Diabetes dataset
characteristics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.7 Performance evaluation based on a sliding windows of 7 days . . . . . 76
LIST OF TABLES xvii
4.8 Performance evaluation based on a sliding window of 10 days . . . . . 77
4.9 Performance evaluation based on a sliding windows of 15 days . . . . 77
4.10 Performance evaluation based on a single classifier and an ensemble
model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.11 The average performance of the proposed model under different num-
bers of features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.12 The model performance using a three-feature set . . . . . . . . . . . . 86
4.13 The model performance using a six-feature set . . . . . . . . . . . . . 87
4.14 The model performance using an eight-feature set . . . . . . . . . . . 88
4.15 Model performance average based on an eight-feature set using Tun-
stall and Diabetes datasets . . . . . . . . . . . . . . . . . . . . . . . . 89
4.16 Prediction performance using single sub-bands . . . . . . . . . . . . . 93
4.17 Prediction performance using combinations of sub-bands . . . . . . . 93
4.18 The average performance of the proposed system under different num-
bers of features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.19 The model performance using a two-feature set . . . . . . . . . . . . 95
4.20 The model performance using a four-feature set . . . . . . . . . . . . 96
4.21 The model performance using a six-feature set . . . . . . . . . . . . . 97
LIST OF TABLES xviii
4.22 Model performance average based on a six-feature set using Tunstall
and Diabetes datasets . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.23 Recommendation performance comparison with previous methods . . 100
Chapter 1
Introduction
Most healthcare organizations, such as hospitals and medical centers, generate huge
volumes of data in the form of text, numbers, charts and images. Clinical decisions
are usually made based on practitioners’ experiences, with limited support from
medical databases. Quite often this leads to undesirable biases, human errors and
high medical costs affecting the quality of services provided to patients. There is
strong evidence that clinical decisions based on risk assessment can improve chronic
disease management (Ali et al., 2016). In telehealth environments, the continuous
remote monitoring of patients’ key measurements generates a lot of time series data.
Furthermore, short term prediction is more difficult than long-term projection due
to the high levels of uncertainty when reading these measurements.
Given our increasingly aging society, telehealth care is becoming more popular, de-
livering health-related services via telecommunication technologies such as the tele-
phone or the Internet (O’Neil et al., 2014; Hawkes et al., 2013). Evidence shows
that tele-health care could save money and time by reducing emergency department
visits, hospital admissions, associated travel and physical limitations (Lu, Chi and
Chen, 2014). Intelligent technologies can be developed to greatly facilitate the de-
velopment and deployment of telehealth systems for patients, especially those who
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suffer from chronic disease and require continuous monitoring and chronic-related
medical measurements.
These intelligent technologies will improve the quality of clinical evidence-based de-
cisions made by medical practitioners and help reduce the financial and time costs
experienced by patients, as well as help reduce workload from unnecessary medical
checkups.
1.1 Chronic Diseases
Chronic disease, such as heart failure or diabetes, is a major health problem in the
world and the rates of incidence are rising significantly. Over 57 million people
around the world died in 2008, and 58% (33 million) of these deaths were due to
chronic diseases (Alwan et al., 2010). Chronic diseases also impose huge costs on the
health care systems responsible for their prevention and treatment. In the US, the
direct health care system costs for patients with chronic diseases, especially patients
with diabetes, asthma, heart disease and hypertension, were around $52.1 billion in
1996 (Druss et al., 2001). Therefore, chronic diseases require more and more medical
attention and resources in today’s increasingly aging societies.
1.2 Time Series Data in a Telehealth Environment
Time series data can be defined as a collection of observations obtained through
repeated measurements over time (Chatfield, 2016). In some cases, time series data
is a set of recorded values about one variable taken at evenly spaced time points. In
the health care domain, the sequence of medical body tests is a time series. A time
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series can be generated in the fields of science, health care, engineering, economics
and sociology. Telehealth services can provide real-life time series data for patients’
day-to-day medical readings of different measurements.
Time series analysis is a statistical process which deals with techniques developed to
draw important inferences from time series. The initial step of time series analysis is
the choice of an appropriate model for the data. Based on the analysis of the previous
time series, a satisfactory model will forecast future values of the time series.
The huge volumes of generated time series data also grow quickly. However, the
analysis and management of time series data still pose a great challenge to medical
practitioners and patients who have little knowledge and experience of time series
analysis models. Although, many analytic tools exist for time series analysis, a lot
of them are designed for data experts and analysts.
1.3 Recommendations for Patients with Chronic
Diseases in a Telehealth Environment
Recommendation systems are computer-based information systems designed to sup-
port and assist medical practitioners in the implementation evidence-based practices
and improved decision-making (Njie et al., 2015). These recommendation systems
can help in minimizing medical errors and providing more detailed data analysis in
shorter periods of time (Thong and Le, 2015).
In the era of telehealth, many applications have been designed to help patients and
medical practitioners deliver their medical information easily. These digital tools
allow patients and practitioners to exchange personalized reminders and medical
recommendations, upload information from devices such as blood pressure cuffs or
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blood glucose monitors, store health records, and share information with health
care providers (Van Ma et al., 2016). Health care providers can interact face-to-
face and in real-time with their patients using the telehealth services (such as the
Internet or video equipment) to provide appropriate recommendations for overall
health conditions. Devices such as heart rate monitors and blood pressure monitors
can be connected to web-based applications in a telehealth environment to exchange
medical information between patients and health care providers.
Telehealth systems can be particularly useful for people with chronic diseases, as
well as those who live in rural or remote areas where fewer visits to health care
organizations such as hospitals and medical centers and are possible access to medical
care and medical recommendations can be limited.
Telehealth devices can assess images, sounds, body motion, and vital signs such as
blood pressure, heart rate and pulse, body temperature, body weight, and blood
oxygenation. Thus, medical practitioners can take the advantage of technologies to
provide appropriate recommendations to their patients.
Telehealth systems are becoming increasingly popular and are an effective means
of coping with the challenges posed by the care of patients with chronic diseases
and, therefore have enjoyed fast development in many countries due to their low-cost
and fast service delivery. Most telehealth services are delivered through web-based
applications which use web browsers and the Internet, together with sensors, mobiles
and wearable devices.
Given the importance of disease risk prediction in the medical domain (Zhang et al.,
2017) as well as the urgency of obtaining more effective analytic techniques for disease
risk prediction, great efforts are needed to enhance the quality of evidence-based
decisions and recommendations in the telehealth environment. Patients with chronic
disease need to undertake various daily medical tests to monitor their overall chronic
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health conditions through the telehealth system. Carrying out various medical tests
every day brings lots of inconvenience, even burden, to patients and adversely affects
their life quality. Producing accurate intelligent recommendations to guide their
daily medical tests can effectively reduce the workload associated with taking those
tests while keeping the associated health risk at an acceptably low level.
1.4 Research Objectives
This research aims to develop an intelligent recommendation system to provide pa-
tients in a telehealth environment with appropriate recommendations for the need
to take a medical body test on the coming day. The proposed system aims to im-
prove the quality of clinical evidence-based decisions and reduce the financial and
time costs incurred by patients. This project develops an intelligent recommenda-
tions system which uses an innovative time series prediction models to provide useful
recommendations to chronic disease patients in the telehealth environment. The sys-
tem can be used by both patients and medical practitioners to improve their decision
making processes and to reduce the workload associated with unnecessary tests for
patients. It also offers an effective way to reduce the risk of incorrect recommen-
dations. Specifically, this research is designed to achieve the following three major
objectives:
1. Develop an intelligent recommendation system supported by several time and
frequency domain analysis techniques for the efficient and effective prediction
of short-term risk associated with chronic diseases based on time series medical
data analysis.
2. Implement recommendation techniques and develop a system prototype that
interacts with patients and provides recommendations based on the assessment
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of the disease risk.
3. Evaluate the performance, including both efficiency and effectiveness, of the
proposed system using real-life datasets and conduct a comparative study with
existing recommendation models.
1.5 Research Questions
This study attempts to answer the following questions:
1. How to effectively assess and predict the short-term risk of chronic disease?
2. How to effectively provide accurate and reliable recommendations to patients
with chronic diseases?
1.6 Outcomes and Results
In this study, the time series data of patients are employed for short-term disease risk
prediction using the time and frequency analysis techniques. Several techniques are
applied to assess short-term disease risk of patients in a telehealth environment based
on the analysis of a patient’s historical medical data. Three innovative predictive
algorithms with a developed structural graph-based method are used for the time
domain analysis in time domain. Two existing decomposition methods, fast Fourier
transformation and dual tree complex wavelet transformation, are developed for time
series analysis in the time frequency.
Figure 1.1 illustrates the overall architecture of the recommendation system. The
proposed system produces accurate recommendations and the assessment of short-
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term risk for patients. The study leads to many different advantages for medical
practitioners and patients including:
- Improving the quality of clinical evidenced-based decisions made by medical
practitioners and reduction of the financial and time cost taken by patients
- Offering a promising tool for analyzing time series medical data and providing
accurate and reliable recommendations to patients
- Contributing the better monitoring, assessment and management the disease
risk for patients
- Reducing the workload in medical checkups and the potential risk of incorrect
recommendations for patients who must conduct body tests every day
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Figure 1.1: Architecture of the recommendation system
1.7 Statement of the Problems for Disease Risk
Prediction
The goal of this thesis is to develop an intelligent system to analyze patients’ time se-
ries medical data to assess the short-term risk of disease and provide quality decision-
making support, thus reducing the associated cost without sacrificing the quality of
healthcare services.
The problem can be formulated mathematically. Let Dmed be the full set of obser-
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vations including measurements and symptoms, and T = t1, t2, ..., tm represent the
full set of timestamps in the collection. Dmed is a m × (n+1) table where Dmed(i , j )
means the jth observations at the ith timestamp. Conceptually, the prediction model
can also be understood as the following mapping function:
f (Dmed , k) −→ R (1.1)
f (R) −→ Recommendations (1.2)
The first function is the risk prediction function in which observations over the last
k timestamps are analyzed to predict the risk of disease; R represents the disease
risk level. The second function is the recommendation function that provides recom-
mendations to patients based on the outcome of the risk prediction function.
1.8 Structure of the Thesis
Figure 1.2 illustrates the logical structure of the dissertation. The dissertation is
organised as follows:
Chapter 1 includes four major topics: the time series data in a telehealth envi-
ronment, telehealth environment recommendations for patients with chronic
diseases, objectives of the research, research questions, statement of the prob-
lems, and outcomes and results.
Chapter 2 provides a comprehensive literature review of disease risk assessment in
a health domain including the chronic disease risk assessment, basic methods
and techniques, limitations of the existing analytic tools and potential improve-
ments.
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Chapter 3 presents the new methods proposed to improve the predictive perfor-
mance of the system using three innovative predictive algorithms, a structural
graph-based method, the fast Fourier transformation (FFT), and dual-tree
complex wavelet transformation (DTCWT).
Chapter 4 describes the datasets used and the experimental evaluation of the pro-
posed system and elaborates on the results of the experiments conducted to
evaluate the performance of the system for short-term disease risk prediction
using the time and frequency analysis techniques.
Chapter 5 provides a summary of the main outcomes of this study and highlights
future research directions.
Figure 1.2: Logical structure of thesis
Chapter 2
A Literature Review of Disease
Risk Prediction
This chapter reviews related state of the art work in predictive data analytics and
mining, as well as their applications in the telehealth environment.
2.1 Chronic Disease Risk Assessment
Chronic diseases have been one of the main public health concerns worldwide, ac-
counting for over 50% of global mortality (Kuh and Shlomo, 2004) and thus require
more and more medical attention and resources in today’s increasingly aging soci-
eties. As patients with chronic diseases require frequent medical attention, the lack
of automatically generated medical recommendation systems is currently limiting
options for improvements in treatment and care, thus affecting patients’ quality of
life. In the last decades, much research effort has been invested in the assessment
of different disease risk in the healthcare domain. Many of these research stud-
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ies have been carried out in data mining and analytics on medical data (Reddy
et al., 2018; Nilashi et al., 2017; Braamse et al., 2016; Sa´nchez et al., 2016; Beaney
et al., 2015; Mohktar et al., 2015; Yang et al., 2014; Lu, Huang, Su and Lin, 2014; Kr-
ishnaiah et al., 2013; Huang et al., 2012; Chang et al., 2011; Yeh et al., 2011; Polat
and Gu¨nes¸, 2007). The following subsections review the use of various predictive
modelling techniques in medical and health domains.
2.1.1 Disease risk assessment
Extensive research work has been carried out in the prediction of the long-term or
lifetime risk for the patients with different diseases. Statistical analyses were used
by Aoki et al. (2017) to predict the development of hepatocellular carcinoma within
five years in patients with chronic liver disease. They proposed a new score system
based on combining several risk factors with high predictive accuracy. Statistical
analysis such as Kaplan-Meier’s, t-test and Fisher’s exact test were applied by Ni-
htyanova et al. (2014) on patients who suffered from long-term (15 year) systemic
sclerosis and assessed the survival and incidence of organ-based complications for
these patients. Prediction models estimating survival and lung-based SSc compli-
cations and prediction of death, pulmonary fibrosis, and pulmonary hypertension
were developed. This work basically relied on some indicators and measurements
to assess survival and pulmonary complications for systemic sclerosis patients. No-
bel et al. (2014) developed a personalized risk assessment tool for stroke by using
statistical analysis such as the Cox proportional-hazards regression which enables a
person to count their personal risk of stroke for a ten-year period based on a personal
risk profile. They also estimated the risk of stroke for specific combinations of health
and lifestyle-related factors. A risk prediction model to detect pregnant women at
increased risk of death or major hypertensive-related complications in developing
countries was developed by Payne et al. (2014). They developed a clinical prediction
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model for adverse maternal outcomes among women who suffer from hypertensive
disorders in pregnancy for use in primary health care facilities in low and middle
income countries.
However, all of these focus on long-term medical prediction. Short-term prediction,
which is studied in this research, is more challenging than long-term prediction as
patients’ conditions may experience more dramatic and abrupt changes during a
short timeframe. In addition, short-term recommendations are equally useful for
patients as they provide guidance as to what the patients need to do for the next
few days.
2.1.2 Prediction of the risk level of diseases
Data mining technologies and statistical analysis have been used to predict the level
of disease in patients. The long-term prognostic model of primary biliary cholangi-
tis was used by Carbone et al. (2016) to estimate the exact risk level of developing
end-stage liver disease within specific time points in the future. The researchers de-
veloped their model based on corporate measures of treatment response with other
prognostic variables. A Genetic Algorithm was used by Sabibullah et al. (2013) to
predict the risk level for diabetes, heart attack, and stroke. This work employed lab-
oratory measurements to predict the level of risk associated with either heart attack
or stroke. A k-means clustering algorithm was used by Ahmed et al. (2013) to predict
the risk level of skin cancer (Ahmed et al., 2013). The researchers relied on some
risk factors and measurements to detect skin cancer risk level. A prediction model
for the detection of patients at high risk of hepatocellular carcinoma was developed
using decision tree analysis by Kurosaki et al. (2012). This model was constructed
on the basis of simple and generally available factors to identify patients at a high
risk of HCC development. Decision tree analysis was applied to make the proposed
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model easy for patients and practitioners to use in the clinic. Models for predicting
long-term cirrhosis and hepatocellular carcinoma risk in chronic Hepatitis B Virus
patients were developed by Lee et al. (2013). The models categorized participants
accurately with low, medium, and high cirrhosis and HCC risk. Applying these mod-
els was totally based on measurements and relevant risk factors. Statistical analysis
was applied in this study to evaluate the performance of the risk models. Boateng
et al. (2018) developed cardiovascular disease (CVD) risk algorithms for sub-Saharan
African populations. The Framingham laboratory, non-laboratory and Pooled Co-
hort Equations (PCE) algorithms were used in this study to classify individuals as
high, moderate or high risk.
2.1.3 Disease risk prediction models
Samuel et al. (2017) proposed a hybrid approach based on both artificial neural net-
works (ANN) and the Fuzzy analytic hierarchy process (Fuzzy-AHP) technique to
predict heart failure in patients. They used 13 heart failure attributes in their study
and the authors’ contributions were determined based on an experienced cardiac clin-
ician. The newly proposed method achieved a high prediction accuracy compared
with the conventional ANN approach using a real dataset of heart failure patients.
A decision tree-based predictive model was proposed by Tayefi et al. (2017) for coro-
nary heart disease. They used different associated risk factors including gender, age,
systolic blood pressure, diastolic blood pressure, body mass index, triglyceride level,
highly sensitive C-reactive protein, total cholesterol, high density lipoprotein and left
anterior descending to differentiate healthy and coronary heart disease patients. Ye
et al. (2018) developed a risk prediction model for essential hypertension within a
year. The predictive analytic model was developed using a machine learning algo-
rithm to predict the incidence of hypertension in the following year by analysing the
electronic health records of patients. Kim et al. (2014) proposed a prediction sup-
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port model to predict coronary heart disease risk in patients. The proposed model
used a mining technique which was validated by medical experts to give content
recommendation to coronary heart disease using knowledge-based rules.
The improvement of the overall accuracy of prediction models was the main purpose
of these studies and the high accuracies of the predictive models show that these
techniques have a high probability of predicting patient status quickly in order to
treat patients effectively. However, a challenge in securing an effective analytical tool
with high accuracy to help support personalized evidence-based decisions remains.
In addition, the existing work does not deal with chronic disease using the medical
measurements of patients as this study does.
2.2 Basic Concepts and Methods for Disease Risk
Prediction
This section addresses the details concerning the different methods and techniques
for disease risk prevention used in this research project.
2.2.1 Fast Fourier transformation of the time series data
The Fast Fourier Transformation (FFT) is an efficient technique for computing the
Discrete Fourier Transform (DFT) and its inverse. It is similar to the wavelet trans-
formation as a windowing technique (Deo et al., 2016; Kiplangat et al., 2016).
Due to its predictive effectiveness, the fast Fourier transformation has been used in
many different research areas such as analyzing and forecasting electricity consump-
tion in buildings (Tsai et al., 2016; Ji et al., 2015), detecting epileptic seizures in
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electroencephalography (EEG) (Samiee et al., 2015; Kovacs et al., 2014) and fore-
casting water demand (Brentan et al., 2017; Odan and Reis, 2012).
The DFT decomposes the input data sequence (i.e., the data in the sliding windows
of the given time series data of the patients) to extract frequency information for the
purpose of predicting the patient’s condition one day in advance.
Let x (t) be a time series bounded by a sliding window. The Discrete Fourier Trans-
formation of x (t) can be defined as:
X (cjw) =
∞∑
t=−∞
x (t)c−jwt (2.1)
where t is a discrete time index and w refers to the frequency. There are T input
time series x (t), so the transform pair of the DFT can be defined as:
X (P) =
T−1∑
t=0
x (t)W tpT ⇔ x (t) =
1
T
T−1∑
p=0
X (P)W −tpT ,
where W = c−j2Π/T
(2.2)
Furthermore, the DFT can be presented as a discrete-time Fourier transformation of
a cyclic signal with period T as:
x =

x (0)
x (1)
...
x (T − 1)
 , X =

X (0)
X (1)
...
X (T − 1)
 (2.3)
W = [W ptT ] =

1 1 . . . 1
1 WT . . . W
T−1
T
...
...
...
...
1 W T−1T . . . W
(T−1)(T−1)
T
 (2.4)
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The following equation presents the relationship between x and X :
X = Wx ⇔ x = 1
T
W HX (2.5)
Based on the above equations, the DFT matrix W requires T 2 complex multipli-
cations for a given time series input signal x (t) with a length of T . Therefore, the
required implementation cost for factorizing the fast Fourier transformation W into
a matrix is lower than that of the direct Fourier transformation since each stage of
the fast Fourier transform only requires T/2 multiplications and T additions (Cooley
et al., 1969; Mertins, 1999).
2.2.2 Dual tree complex wavelet transformation
The Discrete Wavelet Transformation (DWT) is a powerful tool for analyzing sig-
nals in the time-frequency domain. Despite its ability to provide an efficient time-
frequency analysis of non-stationary signals, the DWT suffers from several problems
such as aliasing, shift variance and lack of directionality (Kingsbury, 1998).
Over previous decades, there has been a growing interest in using transformation
techniques such as a wavelet, Fourier and hybrid transformations to analyze dif-
ferent time series data, such as biomedical. One of the developed transformation
techniques is Dual-Tree Complex Wavelet Transformation (DTCWT). It is an im-
proved version of wavelet transformation designed to tackle some limitations in the
wavelet transformation. Due to its predictive effectiveness, the dual-tree complex
wavelet has been successfully utilized in many different research areas such as the
processing and de-noising of images (Yu et al., 2016; Jung et al., 2017), and de-
tecting epileptic seizures in electroencephalography (EEG) (Swami et al., 2017; Li
et al., 2017).
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Figure 2.1: 1-D dual-tree complex wavelet transformation
The drawbacks of DWT are ameliorated by using the dual tree complex wavelet
transformation (DTCWT) which offers a better time-frequency representation of
signals (Das et al., 2016). Basically, the dual tree complex wavelet transformation
employs two real DWT trees (Yu et al., 2016), where the top tree represents the real
part of the complex wavelet coefficient whilst the tree at the bottom represents the
imaginary part, as illustrated in Figure 2.1.
Therefore, the components obtained after four levels of decomposition include five
sub-bands y1, y2, y3 ,y4 and z4 for each part (tree). In this study’s system, DTCWT
is adopted to decompose the input time series data into sub-bands of delta, theta,
alpha, beta and gamma. Figure 2.2 shows four-level decomposition of DTCWT. Each
DTCWT coefficient has two parts: real and imaginary. As a result, ten sub-bands
in total are obtained after four-level decomposition (five sub-bands for each part).
In the present work, the DTCWT sub-bands for both real and imaginary parts are
presented by (y1,1),(y1,2),(y2,1),(y2,2),(y3,1),(y3,2),(y4,1),(y4,2),(z4,1) and (z4,2).
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Figure 2.2: Four-level decomposition of WTCWT
Each coefficient sub-band has two parts, for example (y1,1),(y1,2) represent the y1
sub-band for the real and imaginary parts respectively.
2.2.3 Graph theory
Graphs can be mathematically defined as abstract representations of networks that
consist of a set of nodes linked by edges (Micheloyannis et al., 2006). In previous
years, graph theory has been increasingly used in the analysis and classification of
complex network relationships such as social networks, biological and brain networks,
signal and image processing. It is used in neuroscience research to analyze and study
brain diseases (Panzica et al., 2013; Vural and Yildiz, 2010; Wang et al., 2014). Some
studies (He and Evans, 2010; Li, Hu, Jin, Han, Liu, Guo, Hao and Li, 2013; Stam and
Reijneveld, 2007) have shown that graph theory can be considered as a robust tool to
characterize the functional topological properties of brain networks for both normal
and abnormal brain functioning (Lang, 2017; Vecchio et al., 2017). It is also used
in image processing as a powerful tool to analyze and classify digital images (Sarsoh
et al., 2012). The time series of EEG signals are converted into graphs by Diykh and
Li (2016) and Diykh et al. (2016) for EEG sleep stages classification.
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2.2.4 Machine learning ensembles
The intelligent, accurate medical recommendations in this work rely on the use of
classification approaches to produce reliable predictions of short-term medical risks.
By nature, this is a classification problem which involves using classification methods
(called classifiers) to predict the necessity of taking a body test of a given medical
measurement. In this work, machine learning techniques are combined to build an
ensemble classifier.
There are many advantages for using the ensemble classier in the medical field. First,
it provides an efficient solution for building a single model for applications of very
large volumes of data (Valentini and Masulli, 2002). Second, it has been proven to be
an effective tool thanks to its ability to improve the overall accuracy of the prediction
model. Empirical results show that machine learning ensembles are often more accu-
rate than the individual classifiers that make them up (Valentini and Masulli, 2002).
Bagging aggregation is a machine learning ensemble algorithm designed to enhance
the accuracy and stability of machine learning algorithms (Voyant et al., 2017; Bashir
et al., 2015), and was proposed by Breiman in the mid-1990’s (Breiman, 1996). It
has been proven to be a very popular, efficient and effective method for building
ensemble models.
2.3 Limitations of Existing Time Series Prediction
Models
Although many time series prediction models have been effectively applied in the
medical domain to assess the risk of chronic diseases, a challenge remains in securing
an effective analytical tool with high accuracy to help make high quality, efficient
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evidence-based decisions. A review of the literature shows the main limitations of
time series prediction models to be:
- Most existing work focuses on long-term medical prediction. Nevertheless,
short-term prediction, which is studied in this work, has turned out to be more
challenging than long-term prediction as patients’ conditions may experience
more dramatic and abrupt changes during a short-term timeframe
- None of the existing work approached or solved the problem dealt with in
this research: to provide accurate recommendations to chronic disease patients
about whether they should to take or skip the medical tests on the coming day
- Most of the existing work analyzes time series data using only time domain
analysis techniques while this study employs both the time and frequency anal-
ysis techniques for analysing the time series medical data of patients
- None of the existing work use the medical measurements (or medical tests) of
patients in the prediction of the short-term disease risk in a telehealth environ-
ment.
Chapter 3
Disease Risk Prediction
Algorithms and Models
This chapter introduces a set of disease risk prediction algorithms and the models
proposed in the system for short-term disease risk prediction. The time and fre-
quency domains analysis methods are applied to provide patients with appropriate
recommendations about the need to take a medical test or not on the coming day
based on the analysis of their medical data.
The project investigates the effectiveness of the recommendation system in analysing
the time series data of patients in both the time domain and the time-frequency
domain, thus providing patients in a telehealth environment with appropriate rec-
ommendations for taking a medical body test on the coming day. The time domain
refers to variation of amplitude of signal with time, while the frequency domain refers
to how much signals lie in the frequency range (Machac et al., 1988). Three innova-
tive predictive algorithms, the Basic Heuristic Algorithm (BHA), Regression-Based
Algorithm (RBA) and Hybrid Algorithm (HA), are proposed as well as a structural
graph-based method (SG) to study the behavior of time series data in the time do-
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main for the short-term risk assessment of patients in a telehealth environment based
on the analysis of a patient’s historical medical data. In the frequency domain, the
fast Fourier transformation and dual-tree complex wavelet transformation are ap-
plied to study the behaviour of the time series data of patients. A bagging-based
ensemble model is utilized to predict the patient’s condition one day in advance for
producing the final recommendation. A combination of three classifiers – Artificial
Neural Network, Least Squares-Support Vector Machine, and Naive Bayes – is used
to construct an ensemble framework. The conceptual framework of the study is
presented in Figure 3.1.
Figure 3.1: Diagram for methodology
3.1 Time Domains Analysis Algorithms for Short-Time Disease Risk
Prediction 24
3.1 Time Domains Analysis Algorithms for Short-
Time Disease Risk Prediction
This section begins by presenting an overview of the three innovative predictive
algorithms used for the short-term risk assessment of patients (in a telehealth envi-
ronment), and then provides a detailed structural graph-based method; the major
technical components of the system developed to analyze the time series data of
patients in the time domain.
The key component of the proposed system is the recommendation algorithms based
on time series data analysis. The system is based on time series prediction algorithms
which predict short-term disease risk for patients, and facilitates the generation of
recommendations as to whether a particular patient needs to take the physical body
test on the current date. The basic heuristic algorithm is used to analyze the medical
data of patients, assess their risk and provide them with appropriate recommenda-
tions for the necessity of taking a medical test on the following day based on the
outcomes of prediction.
3.1.1 Basic Heuristic Algorithm
A basic heuristic algorithm is developed to decide whether a given patient needs to
take a medical measurement, such as the heart rate test, today based on a study of
his/her measurement readings for the past k days. If the patient satisfies both of
the following two heuristic rules for a measurement, a recommendation of “no test
required” will be generated, and the patient does not need to take the test for that
measurement on the following day:
- She (he) has taken the test for no less than p% of the past k days for this
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measurement (0 <= p <= 100), and
- All the readings of this measurement during the past k days are normal.
The “no test required” recommendation will be provided to the patient and stored
in the backend database as a part of the patient’s historical records. If any of the
conditions is not satisfied, a recommendation of “test required” will be generated
and the patient will be advised to take the medical test on the following day. Again,
the recommendation will be stored in the system as a historical record.
Overall, there are four parameters in the recommendation algorithm, i.e., the min-
imum (min) and maximum (max) of normal values for each measurement, setting
up the boundary of healthy range; the length of the sliding time window k , and the
minimum percentage (p) of days when the medical test is conducted for the measure-
ment in the past k days. The recommendation algorithm is presented in Algorithm
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1.
Algorithm 1: Basic Time Series Prediction Algorithm
Input : Patient’s time series medical testing data (e.g., heart rates).
Output: Rick = [0 | 1] (0: low risk; 1: high risk); Recomm = [0 | 1] (0: no
test required; 1: test required.)
1 let k be a limited number from the past days (the length of time window k);
2 let p% be a value between the range (0 <= p <= 100);
3 let max and min be the boundary of healthy values in the test;
4 foreach days for the patient do
5 if the patient has taken the test for no less than p% of the past k days
(<= k − (p × k)) AND all the measured values during the past k days are
normal then
6 Risk = 0;
7 else
8 Risk = 1;
9 end
10 if Risk == 0 then
11 Recomm = 0;
12 else
13 Recomm = 1;
14 end
15 end
16 return Recomm.
The algorithm of the recommender system is presented in Algorithm 1. It evaluates
the time series data collected for a patient on a continuous basis using a sliding
window with a length of k , which is the number of days in the past that the algorithm
will look at in support of an assessment evaluation for the following day. Two
conditions are evaluated in the IF predicate from Lines 5 to 14. The first evaluates
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the percentage of the actual medical tests that have been carried out in the past
k days. If a test is skipped for a day, the actual reading will be missing and, as
a result, the certainty and accuracy for risk assessment will drop for future days.
Therefore, in this condition, an upper bound is imposed on the total number of
days when the medical testing is skipped in each sliding window. In addition to
this bound, we also require that the readings of all the medical checkups conducted
during the past k days are in the normal range for the measurement, as dictated
by its corresponding minimum and maximum threshold values. Intuitively speaking,
normal readings improve the confidence that the short-term risk is low, whereby a
skip of the test on this measurement can be recommended. If both two conditions
are satisfied, then the risk for skipping the physical test for this measurement is
deemed low and a recommendation for skipping a test for the measurement can be
made for the following day. Otherwise, the system will provide a recommendation
urging patients to take a medical test for the measurement on the following day and
the reading of the measurement will be received and stored in the database. It is
worth mentioning that the above algorithm will be applied to a single measurement
once at the time for risk assessment and recommendation. If the recommendations
are to be performed for multiple measurements, then the system simply runs each
separately to produce recommendations for different measurements.
3.1.2 Regression-Based Algorithm
Regression analysis is a simple method for investigating functional relationships
among variables (Chatterjee and Hadi, 2015). Let Y be the response variable and
X1,X2,X3, ...,Xp be the set of independent variables, where p is the number of inde-
pendent variables. The relationship between the response variable and independent
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variables can be approximated by the regression model:
Y = f (X1,X2,X3, ...,Xp) +  (3.1)
where  is a random error representing the discrepancy in the approximation.
The following equation illustrates the linear regression model
Y = β0 + β1X1 + β2X2 + β3X3 + ...+ βpXp +  (3.2)
where β0, β1, β2, ..., βp are unknown constants to be estimated from the data.
The second version of the predictive algorithm is developed based on the linear
regression model. This involves modifying the second rule of the basic heuristic
algorithm by leveraging the prediction generated by the linear regression model, as
follows:
- She (he) has taken the test for no less than p% of the past k days for this
measurement (0 <= p <= 100), and
- The predicted value for the current day generated by the linear regression based
on the past k days is normal.
Compared with the basic heuristic algorithm, only the second rule has been modified
in the regression-based algorithm. Using the data from the past k days, a linear
regression model is generated for the prediction of the value of the measurement
in question for the next day. The predicted measurement value must be normal to
produce the “no test required” recommendation which will be provided to the patient
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and stored in the backend database as a part of the patient’s historical records. If
either of the two conditions is not satisfied, a recommendation of “test required” will
be generated and the patient is advised to take the medical test on the following day.
Again, the recommendation will be stored in the system as a historical record. The
regression-based algorithm is presented in Algorithm 2.
Algorithm 2: Regression-Based Time Series Prediction Algorithm
Input : Patient’s time series medical testing data (e.g., heart rates).
Output: Rick = [0 | 1] (0: low risk; 1: high risk); Recomm = [0 | 1] (0: no
test required; 1: test required.)
1 let k be a limited number from the past days (the length of time window k);
2 let p% be a value between the range (0 <= p <= 100);
3 let max and min be the boundary of healthy values in the test;
4 foreach days for the patient do
5 if the patient has taken the test for no less than p% of the past k days
(<= k − (p × k)) AND the predicted measurement value for the current day
based on the linear regression model is normal < max then
6 Risk = 0;
7 else
8 Risk = 1;
9 end
10 if Risk == 0 then
11 Recomm = 0;
12 else
13 Recomm = 1;
14 end
15 end
16 return Recomm.
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3.1.3 Hybrid Algorithm
By combining both the basic heuristic and the regression-based algorithms, a new
hybrid algorithm is obtained. The second condition in the basic heuristic and the
regression-based algorithms are combined to generate a new condition as follows:
- She (he) has taken the test for no less than p% of the past k days for this
measurement (0 <= p <= 100), and
- All the readings of this measurement during the past k days are normal and the
predicted value for the current day generated by the linear regression based on
the past k days is normal.
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The hybrid recommendation algorithm is demonstrated in Algorithm 3.
Algorithm 3: Hybrid Time Series Prediction Algorithm
Input : Patient’s time series medical testing data (e.g., heart rates).
Output: Rick = [0 | 1] (0: low risk; 1: high risk); Recomm = [0 | 1] (0: no
test required; 1: test required.)
1 let k be a limited number from the past days (the length of time window k);
2 let p% be a value between the range (0 <= p <= 100);
3 let max and min be the boundary of healthy values in the test;
4 foreach days for the patient do
5 if the patient has taken the test for no less than p% of the past k days
(<= k − (p × k)) AND the predicted measurement value for the current day
based on the linear regression model is normal AND all the measured value
k days are normal then
6 Risk = 0;
7 else
8 Risk = 1;
9 end
10 if Risk == 0 then
11 Recomm = 0;
12 else
13 Recomm = 1;
14 end
15 end
16 return Recomm.
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3.1.4 A Structural Graph-Based Method
Another time domain method is the structural graph-based method. This method is
used to assess the short-term disease risk for patients suffering chronic diseases for
producing recommendations in a telehealth environment. The following subsections
illustrate the main concepts and equations used in the proposed method.
3.1.4.1 Graph construction and structural graph similarity
Each slide window was mapped as an undirected graph. A graph is a pair of sets
G = (V ,E ), where V is a set of nodes (vertices, or points) so that each node
represents the value of a test measurement for that day and E is a set of connections
between the nodes of graphs. Therefore, each pair of nodes in a graph is connected
by a link if there is a relationship between them (Blondel et al., 2004; Bernhardt
et al., 2015; Miraglia et al., 2017). The Euclidean distance has been widely used as
a similarity measuring method (Boccaletti et al., 2006; Huang and Lai, 2006; Jain
et al., 1999). Let Dij = 1, 2, 3, ...,M be the set of time series of M test measurements
in each slide window. Each test measurement in a slide window is assigned to be a
node in an undirected graph. Lets n1 and n2 be nodes in an undirected graph. They
are connected if the distance (d) between them is less than or equal to a determined
threshold (Diykh et al., 2017):
(n1, n2) ∈ E , if d(n1, n2) ≤ θ (3.3)
where θ is a predefined threshold. An example of an undirect graph is shown in
Figure 3.2. A graph G can be described by giving a square matrix N ×N called an
adjacency or connectivity matrix A to describe the connections between the nodes
of the graph. The adjacency matrix contains zeros in its diagonal and thus it is a
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symmetric matrix. The adjacency matrix is equal to one if there is a connection
between two nodes, and zero otherwise (Boccaletti et al., 2006).
A(ni , nj ) =
1 if(ni , nj ) ∈ E ,0 otherwise. (3.4)
Figure 3.2: An example of an undirect graph
For example, Table 3.1 shows the adjacency matrix of a graph G that consists of 7
nodes. We can see that each element aij in an adjacency matrix A is equal to 1 when
the connection exists, and zero otherwise. The diagonal of matrix A is zero for all
its elements.
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Table 3.1: The adjacency matrix of a graph G
n1 n2 n3 n4 n5 n6 n7
n1 0 1 1 1 1 1 0
n2 1 0 1 0 0 0 0
n3 1 1 0 1 0 0 0
n4 1 0 1 0 1 0 1
n5 1 0 0 1 0 0 1
n6 1 0 0 0 0 0 1
n7 0 0 0 1 1 1 0
3.1.4.2 Graph features
The adjacency matrix of a graph G can be used to extract the statistical features of
a graph G (Li et al., 2013; Diykh et al., 2016; Fang and Wang, 2014). In this study,
the statistical features of a graph can be used for prediction. The following sections
illustrate the most common extracted features from a graph G :
1. Degree distributions of the graph
The degree distribution, denoted by P(q), refers to the proportion of nodes
with degree q divided by the total number of nodes in the graph (Diykh
et al., 2016). It can be mathematically defined as follows:
P(q) =
| {z | d(z ) = q} |
Z
(3.5)
where d(z ) refers to the degree of node z , Z is the total number of nodes in
the graph.
2. The clustering coefficient of the graph
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The Clustering Coefficient(CC) is one of the most important measures used to
characterize the local and global structures of a graph (Micheloyannis et al.,
2006; Li et al., 2013; Diykh et al., 2016). Let ni be a node in a graph G . Thus
the local clustering coefficient of a given node ni is computed as the proportion
of links between ni ’s neighbours which are actually compared with the total
number of possible connections. For example, the clustering coefficient of a
node n3 in Figure 3.2 is 1 because the node n3 has three neighbours, which can
have a maximum of 3 connections among them and all of them are realised.
The overall level of clustering in a graph is measured as the average of the local
clustering coefficients of all the nodes:
C ′ =
1
N
N∑
i=1
Cni (3.6)
where, N is the number of nodes in a graph G and Cni is the local clustering
coefficient of the node ni .
3. Jaccard coefficient of the graph
Jaccard Coefficient (also called the Jaccard Index) is a statistical tool used
to measure the similarity and diversity between two nodes of a graph (Jain
et al., 1999). Let ni and nj be two nodes in a graph G . Thus, the Jaccard
coefficient Γ(ni , nj ) is defined as the ratio of the set of the neighboring inter-
sections between these two nodes to the set of the neighboring unions for the
two nodes. It can be mathematically defined as follows:
Γ(ni , nj ) =
| N (ni) ∩ N (nj ) |
| N (ni) ∪ N (nj ) | (3.7)
where N (ni) is the set of neighbors of the node ni that have an edge from ni
to them, and N (nj ) is the set of neighbors of the node nj that have an edge
from nj to them.
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4. Average degree
The average degree (AD) points to the average number of links connecting in
a node ni to the other nodes in the graph (Artameeyanant et al., 2015). The
average degree of a graph can be defined as the total number of links for each
node divided by the number of nodes in a graph (Diykh and Li, 2016):
AD =
1
N
m∑
i=1
Ki (3.8)
where Ki is the degree of node ni and N is the total number of nodes in a
graph.
For example, we can easily calculate the degree of each node for a graph G
shown in Figure 3.2 and then calculate the average degree (AD) as follows:
K (n1)=5, K (n2)=2, K (n3)=3, K (n4)=4, K (n5)=3, K (n6)=2, K (n7)=3, K (n8)=0,
and AD=2.
3.2 Frequency Domains Analysis Techniques for
Short-Time Disease Risk Prediction
In this section, two decomposition methods (fast Fourier transformation and Dual-
tree complex wavelet transformation) are used to analyze patients’ time series data
in the frequency domain.
3.2.1 Fast Fourier Transformation
The Fast Fourier Transformation (FFT) was utilized to process patients’ time series
medical data to facilitate the subsequent data analysis to produce accurate predic-
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tion and recommendations. Fast Fourier transformation is an efficient technique for
computing the Discrete Fourier Transformation (DFT) and its inverse. It is a robust
tool for classification and is faster than the standard DFT.
The input time series data, represented as X = {y1, y2, y3, . . . , yn} which contains
n data, is segmented into a set of overlapped sub-segments based on a predefined
value of parameter k that specifies the size of the sliding window, corresponding to
each sub-segment. The input time series are analyzed using the fast Fourier transfor-
mation to extract frequency information in order to predict the patient’s condition.
Five frequency bands (i.e., α, β, γ, δ, and θ) are acquired using the fast Fourier trans-
formation for each sliding window. Since the high frequency band captures most of
the information of the sliding window, it is further divided into eight sub-bands. The
original sliding window is also added, as a reference, to the extracted feature set. As
a result, a total of 14 (5 + 8 + 1 = 14) frequency bands are generated for each sliding
window. In addition, the power of the FFT coefficients is calculated for all the 14
frequency bands. This allows the computation of the square of the absolute value
of the Fourier coefficients. As a result, there can be a total of 28 (14 + 14 = 28)
frequency bands extracted for a sliding window. Figure 3.3 shows the 28 frequency
bands that can be extracted from a sliding window.
From each frequency band, eight different statistical features can be extracted. The
extracted features are denoted by XMin , XMax , XSD , XMed , XMean , XRG , XFQ and XSQ ,
respectively. Short explanations of the statistical features are provided in Table 3.2.
The best performing features are dataset dependent. Some time series data are sym-
metrically distributed while others may have a more skewed distribution. Generally
speaking, the min and max are considered appropriate measures for a time series
with a symmetric distribution but, for a skewed distribution, the mean and stan-
dard deviation are better used to measure the centre and spread of a dataset (S¸en
et al., 2014; Li et al., 2011; Diykh and Li, 2016). In this work, the features extracted
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Figure 3.3: The decomposition of a sliding window into 28 bands
Table 3.2: Short explanations of the statistical features
Feature name Formula Description
Maximum value XMax = Max [xn ] Where xn = 1, 2, 3, ...,n is a time series, n is
the size of the sliding window and AM is the
mean of the sliding window.
Minimum value XMin = Min[xn ]
Mean XMean =
1
n
n∑
1
xi
Median XMed = (
N + 1
2
)th
Standard Deviation XSD =
√√√√ N∑
n=1
(xn −AM ) 2
n − 1
Range XRG = XMax −XMin
First Quartile XFQ =
1
4(N + 1)
Second Quartile XSQ =
4
4(N + 1)
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from each band are grouped into one vector and used as the input to the ensem-
ble learning model predicting the patient’s condition. Experimental evaluations are
conducted to evaluate the impact of different combinations of the extracted features
on the final recommendation generated. The detailed results are discussed in the
experimental results section.
3.2.2 Dual-Tree Complex Wavelet Transformation
The Discrete Wavelet Transformation (DWT) is a powerful tool for analyzing signals
in time-frequency domain. The drawbacks of DWT are ameliorated by using the
Dual Tree Complex Wavelet Transformation (DTCWT) which offers a better time-
frequency representation of signals.
Here, the input time series data is segmented into a set of overlapping sub-segments
based on a pre-defined value of parameter k that specifies the size of the sliding win-
dow corresponding to each sub-segment. Then, each of the sub-segments is subjected
to a four-level DTCWT decomposition, giving 10 wavelet coefficients sub-bands. The
input time series are decomposed using the dual tree complex wavelet transforma-
tion to extract frequency information to predict the patient’s condition. DTCWT
decomposition techniques represent the input time series as a few sets of wavelet
coefficients (sub-bands).
The ability to convert the set of obtained wavelet coefficients into a reduced set
of features is a very important stage in the proposed system. Since these features
characterize the behavior of the time series data of patients, the process of feature
selection is of crucial importance. The following six statistical features were used to
predict the patient’s condition:
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1. Mean of coefficients absolute values in every sub-band, η =
1
N
N∑
j=1
| yj |
2. Average power of the coefficients in every sub-band, µ =
√√√√ 1
N
N∑
j=1
y2j
3. Standard deviation of the coefficients in every sub-band, ν =
√√√√ 1
N
N∑
j=1
(yj − η)2
4. Ratio of the absolute mean values of coefficients of adjacent sub-bands, ξ =
N∑
j=1
| yj |
N∑
j=1
| zj |
5. Kurtosis of the coefficients in every sub-band, χ =
√√√√ 1
N
N∑
j=1
(yj − η)4
ν4
6. Skewness of the coefficients in every sub-band, φ =
√√√√ 1
N
N∑
j=1
(yj − η)3
ν3
where y and z are two adjacent sub-bands and N is the length of a sub-band. In the
literature, Features 5 and 6 are considered as a higher order than other statistical
features.
The obtained statistical features will be entered to the machine learning ensemble to
predict the patient’s condition. The detailed results are discussed in the experimental
results section. The following section illustrates the machine learning ensemble in
more detail.
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3.3 Machine Learning Ensemble Model
As the theoretical background, a detailed description of the constituent classifiers
used in the ensemble model is provided in this section. Specifically, the ensemble
model consists of three popular and capable machine learning classifiers: Artificial
Neural Networks (ANN), Least Square-Support Vector Machine (LS-SVM) and Naive
Bayes (NB). Based on the literature, these classifiers were found to be the most
popular in data mining and classification (Sharawardi et al., 2014; Diykh and Li,
2016; Geng et al., 2015).
The statistical features of the structural graph-based method and frequency domains
analysis techniques (FFT and DTCWT) are individually entered to the ensemble
model as shown in Figure 3.1. The final recommendation is considered based on
the aggregation of the three classifiers. The detailed information for each method is
presented in the next chapter (Experimental results).
3.3.1 Artificial Neural Networks
Artificial Neural Network (ANN) is a supervised learning machine algorithm that can
be used to provide effective solutions for many complex modeling problems. This
method uses a set of processing neurons or nodes which are interconnected. The
network can be considered as a directed graph in which each neuron i executes the
transfer function fi as in the following equation (Yao, 1999):
yi = fi
( n∑
j=1
wij xj − θi
)
(3.9)
where yi is the output of neuron i , xj is the j th input to the neuron and wij is the
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connection weight between neurons i and j . θ is the threshold bias of the neuron. fi
is usually nonlinear taking, for example, a sigmoid, Heaviside, or Gaussian function.
3.3.2 Least Square-Support Vector Machine
The Least Square-Support Vector Machine (LS-SVM) (Suykens and Vandewalle,
1999) is a supervised machine learning technique that is based on statistical learn-
ing theory. It has been used in some applications for medical prediction, such as
heart disease prediction (Bai et al., 2015), muscle fatigue prediction in electromyo-
gram (sEMG) signals (Suykens and Vandewalle, 1999) and breast cancer prediction
(Sharawardi et al., 2014).
A linear LS-SVM, which is the most popular form of LS-SVM, is designed to classify a
dataset that contains two separable classes represented as {1,−1} (Polat and Gu¨nes¸,
2007). This method attempts to map the given data into a high-dimensional space
and then uses a hyperplane separating the two classes involved by maximizing the
distance between the plane and the support vectors. Suppose the training data
consists of n data (x1, y1), (x2, y2), ..., (xm , ym) ∈ Rm . LS-SVM finds the optimal
separating hyperplane (with the maximum margin) to separate these classes. LS-
SVM is based on the following rules for solving a given problem:
yi [(wxi) + w0] = 1− ξi , i = 1, ...,m, (3.10)
1/2‖w‖2 + c
2
m∑
i=1
ξ2i (3.11)
According to the above formulas, the problem to be solved by LS-SVM can be
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formulated as follows:
(w , b, α, ξ) = 1/2‖w‖2 + c
2
m∑
i=1
ξ2i −
m∑
i=1
αi{yi [(wxi) + w0]− 1 + ξi} (3.12)
3.3.3 Naive Bayes
The Naive Bayes classifier (NB) is a machine learning classifier that is based on
probability theory with the supposition that the features are independent of each
other (Geng et al., 2015). It is often used for classification problems in machine
learning as well as for medical predictions. According to the Bayes theorem, the
conditional probabilities involved in the problem can be obtained using the following
formula:
P(Cx | Y ) = P(Cx )× P(Y | Cx )
P(Y )
(3.13)
where Y is a given example that needs to be classified. Cx is a class label and
P(Cx | Y ) is the probability that the vector Y belongs to Cx .
3.3.4 Bootstrap Aggregation (Bagging)
An ensemble approach is a very effective method that combines the decisions of
multiple base classifiers to overcome the limited generalization performance of each
base classifier, and generate more accurate predictions than individual base classifiers.
Bootstrap aggregation is a machine learning ensemble algorithm designed to enhance
the accuracy and stability of machine learning algorithms (Li et al., 2016; Gao et al.,
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2016). In the bootstrap method, the classifiers are trained independently and then
aggregated by an appropriate combination strategy. Specifically, this ensemble model
can be divided into two phases. In the first phase, the model uses bootstrap sampling
to generate a number of training sets. In the second phase, the training of the
three base classifiers, Neural Network, Least Square-Support Vector Machine and
Naive Bayes, is performed using the bootstrap training sets generated during the
first phase. Figure 3.4 shows an example of the bagging algorithm which involves
the three classifiers to build our ensemble model.
In this study, the training set was divided into multiple datasets using the boot-
strap aggregation approach, and then the classifiers were individually applied to
these datasets to generate the final prediction. It is noted that different individual
classifiers in the bagging approach may perform differently. Therefore, this study
assigns a weight to each classifier’s vote based on how well the classifier performs.
The classifier’s weight is calculated based on its error rate. The classifier that has
the lower error rate is considered more accurate and is, therefore, assigned a higher
weight. The weight of classifier Ci ’s vote is calculated as follows:
w(Ci) = log
1− error(Ci)
error(Ci)
, 1 ≤ i ≤ 3 (3.14)
The following example is presented to facilitate the understanding of the proposed
weighted bagging ensemble model:
1. Neural Network, Least Square-Support Vector Machine and Naive Bayes are
used as individual base classifiers in the ensemble model. Suppose that the
classifier training is performed on the training data and the error rate is cal-
culated for each base classifier as 0.25 for NN, 0.14 for LS-SVM, and 0.30 for
NB;
3.3 Machine Learning Ensemble Model 45
Figure 3.4: An example of a bagging algorithm
2. As per Equation (3.14), the weight 0.47 is assigned to NN, 0.78 to LS-SVM,
and 0.36 to NB;
3. Suppose that the three base classifiers generate the following predictions for
a coming testing day: NN predicts 0, LS-SVM predicts 1 and NB predicts 0
(Here, 0 means no test is required on the testing day for a medical measurement;
1 means a test is required otherwise);
4. The ensemble classifier will use the weighted vote to generate the following
prediction results:
Class 0: NN + NB −→ 0.47 + 0.36 −→ 0.83,
Class 1: LS-SVM −→ 0.78.
5. Finally, according to the weighted vote, the Class 0 has a higher value than
Class 1. Therefore, the ensemble classifier will classify this testing day as being
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in Class 0, suggesting that the patient in question can skip the test on that
day for a medical measurement.
3.4 Summary
This chapter introduced a set of disease risk prediction algorithms and models pro-
posed for the system for short-term disease risk prediction. First, three innovative
predictive algorithms (basic heuristic algorithm, regression-based algorithm and hy-
brid algorithm) as well as a structural graph-based method were described. The pro-
posed algorithms were applied to study the behavior of time series data in the time
domain for short-term risk assessment of patients in a telehealth environment based
on the analysis of a patient’s historical medical data. Then, the fast Fourier trans-
formation and dual-tree complex wavelet transformation were presented to study the
behavior of the time series data of chronic disease patients in the frequency domain.
The experimental results of the innovative predictive algorithms and existing tech-
niques will be presented in the next chapter.
Chapter 4
Experimental Evaluation
This chapter discusses the experimental evaluation design including performance
metrics and the experimental platform of the algorithms and models for short-term
disease risk prediction using the time and frequency analysis techniques.
The main purpose of this research is to investigate the effectiveness of the proposed
recommendation system in analysing the time series data of patients in both the time
domain and the time-frequency domain to provide patients in a telehealth environ-
ment with appropriate recommendations regarding the need to undertake a medical
body test on the coming day. The conceptual framework of the study is presented
in Figure 3.1.
Three innovative predictive algorithms, Basic Heuristic Algorithm (BHA), Regression-
Based Algorithm (RBA) and Hybrid Algorithm (HA), and a structural graph-based
method (SG) are proposed to study the behaviour of time series data in the time
domain for short-term risk assessment of patients in a telehealth environment based
on the analysis of patients’ historical medical data. In the frequency domain, the fast
Fourier transformation and dual-tree complex wavelet transformation are applied to
study the behavior of the time series data of patients in frequency domain.
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4.1 Time Series Datasets
Two time series telehealth datasets collected from patients are used for experimen-
tation and evaluation. Extensive experiments were designed and conducted to eval-
uate the performance of the proposed recommendation system using the two real-life
datasets. The first dataset, called the Tunstall dataset, was obtained from a group
of chronic heart disease patients while the second dataset was obtained from a set of
chronic diabetes patients.
4.1.1 Data Acquisition
4.1.1.1 Tunstall datset
The study used a real-life dataset obtained from our industry collaborator, Tunstall
Healthcare, to test the practical applicability of the proposed system. This Tunstall
dataset was obtained from a pilot study conducted on a group of chronic heart
disease patients, and the data collected contained the patients’ day-to-day medical
readings of different medical measurements in a telehealth care environment. The
dataset is a time series and comprises data from six patients with a total of 7,147
different time series records acquired between May and October 2012. Each dataset’s
record consists of a number of patient-related meta-data attributes, such as patient-
id, visit-id, measurement type, measurement unit, measurement value, measurement
question, date and date-received.
The characteristics of the meta-data attributes of the dataset are shown in Table 4.1.
The dataset also contains the numerical readings of several critical medical measure-
ments for each patient on every day during the time period of the pilot study, in-
cluding Heart Rate, Diastolic Blood Pressure (DBP), Mean Arterial Pressure (MAP),
Oxygen Saturation (SO2), Blood Glucose and Weight, of which the data of Heart
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Table 4.1: Meta-data attributes of Tunstall dataset
Attribute name Attribute type
id Numeric
patient-id Numeric
hcn Numeric
visit-id Numeric
measurement type Nominal
measurement unit Nominal
measurement value Numeric
measurement question Nominal
date Numeric
date-received Numeric
Rate, DBP, MAP and SO2 are used in the evaluation.
4.1.1.2 Diabetes datset
The Diabetes dataset used in this research was obtained from the Repository of Ma-
chine Learning Databases which is available online from the URL link of https:
//archive.ics.uci.edu/ml/datasets/diabetes (Kahn, 1994). The data contains
measurements taken multiple times per day from 70 patients. Blood glucose mea-
surements, symptoms and insulin treatments were recorded with timestamps for each
patient over the course of several weeks to months. Two different sources, an auto-
matic electronic recording device and paper records, were used to acquire the data
records. The automatic device had an internal clock to timestamp events, whereas
the paper records only provided “logical time” slots (breakfast, lunch, dinner, bed-
time) (Moghaddass et al., 2016).
The dataset is a time series and comprises data from 70 Diabetes patients. Each
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Table 4.2: Meta-data attributes of Diabetes dataset
Attribute name Attribute type
Date Numeric
Time Numeric
Code Numeric
Value Numeric
record in the Diabetes dataset consists of four fields for the date of measurement,
time of measurement, code of measurement and value of measurement. The char-
acteristics of the meta-data attributes of the dataset are shown in Table 4.2. Each
code represents one of twenty numerical readings about the patients such as reg-
ular insulin dose, NPH insulin dose, ultralente insulin dose, unspecified blood glu-
cose measurement, pre-breakfast blood glucose measurement, post-breakfast blood
glucose measurement, pre-lunch blood glucose measurement, post-lunch blood glu-
cose measurement, pre-supper blood glucose measurement, post-supper blood glucose
measurement, pre-snack blood glucose measurement, hypoglycemic symptoms, typ-
ical meal ingestion, more-than-usual meal ingestion, less-than-usual meal ingestion,
typical exercise activity, more-than-usual exercise activity, less-than-usual exercise
activity and unspecified special event.
4.1.2 Ethics Clearance
Prior to the use of the Tunstall dataset, ethics clearance was obtained from the
Human Research Ethics Committee of the University of Southern Queensland (No:
H15REA167).
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4.1.3 Data Pre-processing
The real time series datasets were transferred to a desktop computer configured with
a 3.40 GHz Intel core i7 CPU processor with 8.00 GB RAM for off-line analysis.
Data pre-processing is necessary to ensure that raw data is ready for the analysis
tasks (Famili et al., 1997). Analytic tools can be misled and give inaccurate results
if data have impurities such as missing or duplicate data. As a result, it is necessary
to prepare the data before starting the data analysis process. In this phase, the
data missing problem, caused during data collection or transmission, is resolved by
filling the missing data with a global constant. Also, duplicated records are removed
from the dataset to make the data consistent. Another important task of data pre-
processing, in this work, is to extract the information for each individual patient
from the original dataset for personalized data analysis and recommendations.
In this study, the input time series data, represented as X = {y1, y2, y3, . . . , yn}
which contains n data, is segmented into a set of overlapping sub-segments based
on a predefined value of parameter k that specifies the size of the sliding window,
corresponding to each sub-segment.
Before the proposed algorithms and techniques were performed, the input variables
were scaled using a normalization technique. The normalized variables take on values
within the interval of [0,1] (Singh and Gupta, 2007). Normalization is performed
based on the following equation:
Dnor =
Dori − Dmin
Dmax − Dmin (4.1)
Here, Dnor is the normalized data value, Dori is the original raw data, Dmin and Dmax
are the minimum and maximum data values respectively for the entire dataset.
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4.1.4 Summary
This chapter presents the time series data of patients in both the Tunstall and Di-
abetes datasets. The raw data of Tunstall and diabetes were collected and prepro-
cessed using C/C++ in Microsoft Visual Studio 2008 on a desktop computer with
the configurations of a 3.40 GHz Intel Core i7 CPU processor with 8.00 GB RAM.
The medical checkups for each patient were selected from the datasets and saved in a
separate file for later processing. In addition, the medical checkups were normalised
to reduce the exaction time of the proposed algorithms and techniques.
4.2 The Experimental Setup
The performance of the proposed recommendation system has been evaluated by
three performance metrics proposed for this work, namely accuracy, workload saving
and risk. Accuracy refers to the percentage of correctly recommended days against
the total number of days for which recommendations are provided. Workload saving
refers to the percentage of the total number of days when recommendations are
provided for skipping the medical test against the total number of days in the training
set. Risk refers to the percentage of incorrectly recommended days against the total
number of days in the training set. Mathematically, they are defined as follows:
Accuracy =
NN
NN + NA
× 100% (4.2)
Saving =
NN + NA
| D | × 100% (4.3)
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Risk =
NR
| D | × 100% (4.4)
Here, NN denotes the number of days with correct recommendations, NA denotes
the number of days with incorrect recommendations, NR denotes the number of
days with a risky recommendation that refers to a recommendation that suggests
skipping a medical test for a given medical measurement but the actual reading of
the measurement in the testing set is abnormal), and | D | refers to the total number
of days in the training set. Here, a correct recommendation means that the system
produces the recommendation of “no test required” for the following day and the
actual reading for that day in the dataset is normal. Any recommendations other
than this case are considered incorrect.
Two metrics, Difference and Rotating frequency, have also been devised in this study.
These have been developed to quantitatively measure data characteristics for each
medical measurement. Their impact on the performance of the recommender system
in terms of accuracy, workload saving and risk will be evaluated. Difference refers
to the difference in terms of the number of normal and abnormal values for a given
medical measurement in the dataset, as dictated by their corresponding minimum
and maximum threshold values; whilst rotating frequency refers to the total number
of instances where two consecutive values for the medical measurement have different
states (one is normal and the other one is abnormal) in the dataset. Both metrics
will be normalized against the total number of days in the dataset. Mathematically,
difference and rotating frequency for a medical measurement m are defined as follows:
Difference(m) =
| NVm − AVm |
| D | × 100% (4.5)
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Table 4.3: Examples of rotating frequency
Example1 Exampe2
normal normal
normal abnormal
normal normal
normal normal
abnormal abnormal
abnormal abnormal
abnormal abnormal
abnormal abnormal
abnormal abnormal
abnormal normal
Difference=2/10=0.2 Difference=2/10=0.2
Rotating Frequency=1/10 =0.1 Rotating Frequency=4/10 =0.4
RotatingFrequency(m) =
Rotation
| D | × 100% (4.6)
Where NVm and AVm denote the number of normal and abnormal values of m in
the dataset. Normal and abnormal values are detected based on the corresponding
minimum and maximum threshold values of m. Rotation denotes the total number
of instances where two consecutive values for the medical measurement have different
states. | D | refers to the total number of days in the dataset. Table 4.3 demonstrates
two examples for difference and rotating frequency.
The proposed recommendation system was developed using MATLAB on a desktop
computer configured with a 3.40 GHz Intel core i7 CPU processor with 8.00 GB
RAM.
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4.3 The Experimental System
Easy-to-use interfaces are developed for users to supply necessary inputs to the sys-
tem and receive recommendations from the system. An intelligent recommendation
system for patients with chronic diseases (IRS-CD) involves human computer interac-
tion to receive input from human users concerning the values of the parameters that
are used in the system’s algorithm. Recommendations generated by the IRS-CD will
be returned to users through different channels and platforms including desktops,
laptops and even tablets, thus embracing the latest technological advancements for
quick information dissemination. As well as being returned to patients, the results
can be sent remotely to medical practitioners such as doctors and nurses so that
they can keep track of the physical checkups and overall health conditions of their
patients.
4.3.1 The System Architecture of IRS-CD
The major contribution of this chapter is the design of an end-user software. The
software is designed based on the heterogenous prediction algorithms discussed in
the previous chapters. The proposed software is a time series analysis software
designed for easy use by end users in a telehealth environment. It is enriched with
user friendly interfaces and interactive defaults. The software is designed to supply
necessary inputs to the system and receive recommendations from the system. The
work of the intelligent recommendation system can be divided into two categories:
1. Data input and preparation
2. Result analysis and recommendations
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As discussed in previous sections, the time series data of patients are pre-processed
to make them ready for analysis tasks. The results analysis and recommendations
provision tasks are performed using the time series analysis software designed for
easy use by end users in a telehealth environment. The use scenarios of the IRS-CD
is described in this chapter. It contains descriptions of the software interfaces with
respect to analyzing the time series data of patients and providing the appropriate
recommendations to patients in relation to the necessity of medical tests taken on a
daily basis.
4.3.2 Managing IRS-CD System
This section presents the intelligent recommendation system equipped with an array
of predictive algorithms which analyse the medical data, assess risk and provide
appropriate recommendations regarding the necessity of taking a medical test in the
following day based on the outcome of the prediction (Lafta, Zhang, Tao, Li and
Tseng, 2016).
The IRS-CD utilizes heterogenous prediction algorithms, the basic heuristic algo-
rithm, regression-based algorithm, hybrid algorithm, as well as a structural graph-
based method to study the behavior of time series data in the time domain. In
addition, the fast Fourier transformation and dual-tree complex wavelet transforma-
tion are employed to study the behavior of the time series data of chronic disease
patients in the frequency domain.
All phases of the IRS-CD were implemented using Matlab. Figure 4.1 shows the first
interface of the system. Here, the user of system must select the patient’s number
from the list and then the system moves to the main interface.
In the main interface, the user must enter the three parameters into the system and
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Figure 4.1: First interface to select the patient’s number and enter into the system 1
1The picture included in Figure 4.1 is downloaded from (burnham health centre, 2006)
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Figure 4.2: Main interface presenting the recommendations
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Figure 4.3: Generation of the recommendation “No test required”2
then select the predictive analytic methods from the list as shown in Figure 4.2. There
are three parameters in the recommendation system requiring configuration before
use. The first parameter is the medical measurement (e.g., heart rate, blood pressure,
etc.) that the prediction is working on. The minimum (min) and maximum (max )
normal values for the selected medical measurement are also specified to establish its
normal range. The second parameter is the length of the sliding time window k which
determines the historical data to be utilized for prediction and recommendation.
The final parameter is p for determining the minimum percentage of days when the
physical test is conducted by the patient for the measurement in the past k days.
Users can choose one or multiple analytical methods and, if multiple methods are
selected, the IRS-CD utilizes an ensemble-based method to produce the prediction
and recommendation. Through this function, the IRS can assess the patient’s status
2The picture included in Figure 4.3 is downloaded from (Sepalika, 2018)
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Figure 4.4: Generation of the recommendation “Test required”
and then generate recommendations based on the analysis of his/her measurement
readings for the past k days and decide whether a given patient needs to take a
medical measurement such as the heart rate test today or not.
Here, if the patient does not need to take the test for a selected medical measurement
on the following day, a recommendation of “no test required” will be generated and
presented on the interface, and stored in the backend database as a part of the
patient’s historical records, as shown in Figure 4.3. Otherwise, a recommendation of
“test required” will be generated and the patient is advised to take the medical test
on the following day. Then, the recommendation system will ask the user to enter
the his/her test value for today which will be stored in the system as a historical
record, as shown in Figure 4.4.
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4.4 The Analysis Results of Time Domain Algo-
rithms
The three innovative predictive algorithms for short term risk assessment are pro-
posed in this section. The algorithms – basic heuristic algorithm, regression-based
algorithm and hybrid algorithm – and a structural graph-based method are used to
analyze the time series data of patients in the time domain. These algorithms and
a structural graph-based method are developed to provide patients in a telehealth
environment with appropriate recommendations for the need to take a medical body
test on the coming day. Such recommendations are established based on the predic-
tion of the patient’s conditions using their time series medical data from the past
few days.
4.4.1 The Analysis Results of the Three Predictive Algo-
rithms
In this section, the results of the experimental evaluation conducted on the proposed
system are reported. The effect of two key parameters used in the algorithms, k and
p were evaluated. k determines the size of the sliding windows (i.e., the number of
past days involved in assessing the disease risk of the current day) used for analyzing
the time series data, while p is the percentage of the days in the past k days that
the patients have physically conducted the test for the measurement under study.
After evaluating the effectiveness of the parameters, an investigation of the perfor-
mance of the proposed system from the perspective of different measurements and
patients was conducted. Then, the impact of the difference and rotating frequency
on different algorithms was evaluated. After this, a comparative study on the three
algorithms was undertaken to evaluate the performance of the proposed system. Fi-
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nally, a correlation coefficient analysis was undertaken to assess the relationships
between the performance metrics (accuracy and workload saving) and dataset char-
acteristics (differences and rotating frequency). Both accuracy and workload savings
were evaluated in all the experiments.
4.4.1.1 Effectiveness of k
First, the effectiveness of k, the size of the sliding window used in time series data
analysis. Figures 4.5 and 4.6 show the averaged accuracy and saving percentages
with time windows in different sizes for all algorithms. Generally speaking, for both
the Tunstall and Diabetes datasets collected in the pilot studies, the best combina-
tion of accuracy and working savings was achieved when k ranged from 3 to 5, the
relatively small values, meaning the risk prediction was more accurate when only the
most recent days were considered.
Figure 4.5: The averaged accuracy and workload savings for all algorithms under
varying values of k using the Tunstall dataset
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Figure 4.6: The averaged accuracy and workload savings for all algorithms under
varying values of k using a Diabetes dataset
4.4.1.2 Effectiveness of p
In this experiment, the proposed system was applied to different values of p on all
patients when k = 5. The results are presented in Figures 4.7 and 4.8. When p takes
relatively large values, e.g. when p ranged from 70% to 80%, the system achieves
better recommendation accuracy. The reason is that, under a fixed value of k , a
larger value of p led to a larger lower-bound for the percentage of the days in the
sliding window when a medical test was required. A higher percentage of the days
with medical test naturally provided more information to the system and, as a result,
made the system capable of providing more accurate recommendations. In addition,
on the basis of observation of the experimental results, a higher value of p did not
considerably affect the performance of workload saving despite better accuracy being
achieved.
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Figure 4.7: The averaged accuracy and workload savings for all algorithms under
varying values of p using Tunstall dataset
Figure 4.8: The averaged accuracy and workload savings for all algorithms under
varying values of p using Diabetes dataset
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4.4.1.3 Performance of the three algorithms under different measure-
ments for all patients
In this experiment, the performance of the system is evaluated when it is applied
to different measurements for all patients based on k = 5 for the Tunstuall dataset.
Each algorithm was tested in four rounds for all patients with different medical tests
(Heart rate, DBP, MAP and SO2). Figure 4.9 shows the detailed results obtained for
each algorithm. From the results, we can see that the algorithms yield recommen-
dations with varying degree of accuracy, with the heart rate and SO2 measurements
registering the highest compared to others. This is because there are intrinsically
stronger correlations for the neighboring readings of heart rate and SO2 measure-
ments so the short-term prediction of risk becomes more accurate than the other
measurements.
Figure 4.9: The accuracy and workload saving for different patients in Tunstall dataset
By further aggregating the results for the measurements in Figure 4.9, Figure 4.11
demonstrates the averaged accuracy and workload savings for each algorithm. The
results clearly show that Regression-Based and Hybrid algorithms yield the highest
accuracy and saving compared with the Basic algorithm. Therefore, the risk pre-
diction of disease provided by the proposed system is more accurate with these two
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Figure 4.10: Rotating frequency analysis for each algorithm under four measurements
in Tunstall dataset
algorithms. The system is capable of helping reduce, on average, 15% of workload
for patients from their daily medical tests.
4.4.1.4 Difference and rotating frequency analysis
The relationship between the data characteristics measured by Difference and Ro-
tating Frequency on the performance of the proposed system was also evaluated.
Figure 4.10 shows the performance of the system and the data characteristic mea-
surements (Difference and Rotating Frequency) of four measurements. As shown in
Figure 4.10, there is a negative relationship between Accuracy and Rotating Fre-
quency under each measurement for all algorithms. Based on the obtained results,
”it is observed that the recommendations provided by the proposed system are more
accurate for a measurement when Rotating Frequency is degraded for this measure-
ment and vice visa. In addition, the value of Difference is positively correlated with
that of accuracy, suggesting that the proposed system can produce more accurate
recommendations when Difference values are high.
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4.4.1.5 Algorithms’ performance evaluation for disease risk prediction
In this experiment, three algorithms were tested to evaluate their performance for all
patients in both the Tunstall and Diabetes datasets. From Figures 4.11 and 4.12, we
can clearly see that there are relative differences in the values of accuracy and saving
for each algorithm. General speaking, the Regression-Based and Hybrid algorithms
yielded a high degree of workload saving compared with the Basic algorithm. This
means that these two algorithms can help reduce patient workload by more than 15%
from their daily medical tests. Recommendation accuracy of the proposed system
ranged between 75% and 92% across different patients under the three algorithms.
Figure 4.11: Comparison the performance of the three algorithms for all patients in
Tunstall dataset
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Figure 4.12: Comparison the performance of the three algorithms for all patients in
Diabetes dataset
4.4.1.6 The relationship among different measurements
In this experiment, the values of Pearson’s Correlation Coefficient for all the pairs
of numerical measurements in the dataset are quantified. The purpose of this ex-
periment is to investigate the correlation relationships between different numerical
measurements. There are five numerical measurements in the datasets, thus the cor-
relation coefficient for a total of 10 different pairs was evaluated. Table 4.4 presents
the values of correlation coefficients of different pairs of measurements for each of the
patients and the average value across all the patients. The results show that there are
five pairs of measurements ({HR, SBP}, {HR, DBP}, {DBP, SBP}, {DBP, MAP}
and {SBP, MAP}) exhibiting relatively strong positive correlations, ranging from
0.55 to 0.63, where other pairs of measurements did not show any strong correlations
(HR is Heart rate; SBP is Systolic Blood Pressure; DBP is Diastolic Blood Pressure;
MAP is Mean Arterial Pressure; SO2 is Oxygen Saturation). This experiment helps
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reveal the relationship between different measurements and create the foundation
for an improvement of the current recommendation system so that risk prediction of
a measurement can be performed on, not only its own historical data, but also on
those of another measurement with which it is correlated.
Table 4.4: Correlation coefficient for 5 measurements (HR is Heart rate; SBP is Systolic
Blood Pressure; DBP is Diastolic Blood Pressure; MAP is Mean Arterial Pressure; SO2
is Oxygen Saturation)
PID-31 PID-32 PID-33 PID-37 PID-39 PID-40 Average
(HR,SBP) 0.7 0.5 0.4 0.5 0.6 0.8 0.58
(HR,DBP) 0.5 0.4 0.6 0.5 0.7 0.6 0.55
(HR,SO2) -0.5 -0.6 -0.3 0 -0.4 -0.5 -0.38
(HR,MAP) 0.01 0.02 0.15 0.01 0.07 0.09 0.058
(DBP,SBP) 0.8 0.6 0.5 0.7 0.5 0.7 0.63
(DBP,MAP) 0.7 0.5 0.7 0.4 0.6 0.5 0.57
(DBP,SO2) 0.01 -0.01 -0.01 0.01 0.09 -0.05 0.007
(SBP,MAP) 0.7 0.6 0.5 0.4 0.5 0.7 0.567
(MAP,SO2) 0.03 0.01 0.06 0.03 0 0.04 0.028
(SBP,SO2) 0.02 0.11 -0.1 0.13 -0.4 -0.2 -0.073
4.4.1.7 The relationship between performance metrics and dataset char-
acteristics
This experiment quantified the values of Pearson’s Correlation Coefficient for the
performance metrics (Accuracy and Workload Saving) and dataset characteristics
metrics (Difference and Rotating Frequency). The purpose of this experiment was to
investigate the correlation relationships between different performance metrics and
dataset characteristics metrics. Tables 4.5 and 4.6 present the average value across
all patients of correlation coefficients for different pairs of performance metrics and
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datasets characteristics metrics in the Tunstall and Diabetes datasets. From the
obtained results, the interesting observation in Tables 4.5 and 4.6 is a relatively
strong positive relationship among the Difference, Accuracy and Workload Saving,
whereas the strong negative correlations clearly appeared with other pairs. From
this experiment, we conclude that the system yields a higher Accuracy and Workload
Saving for all the patients for those medical measurements with a higher value of
Difference and a lower value of Rotating Frequency and vice visa.
Table 4.5: Correlation coefficient for performance metrics and Tunstall dataset char-
acteristics
Performance Metrics and Characteristics Averaged Correlation Coefficient
(Differences, Accuracy) 0.7
(Differences, Saving) 0.6
(Accuracy, Saving) 0.6
(Differences, Rotating) -0.8
(Rotating, Accuracy) -0.7
(Rotating, Saving) -0.6
Table 4.6: Correlation coefficient for performance metrics and Diabetes dataset char-
acteristics
Performance Metrics and Characteristics Averaged Correlation Coefficient
(Differences, Accuracy) 0.6
(Differences, Saving) 0.5
(Accuracy, Saving) 0.7
(Differences, Rotating) -0.7
(Rotating, Accuracy) -0.6
(Rotating, Saving) -0.5
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4.4.1.8 Summary
This work has illustrated that it is possible to develop an intelligent recommender
system, supported by several innovative predictive algorithms, for short-term risk
assessment of patients in a telehealth environment based on the analysis of a pa-
tient’s historical medical data. On the basis of the assessment results, the system
provides recommendations to patients in relation to the need to take medical tests
on a daily basis. The research is conducted with the aim of improving the quality
of clinical evidenced-based decisions made by medical practitioners and reducing the
financial and timing cost taken by patients. The work makes a theoretical contribu-
tion through the time series prediction algorithms and another contribution with the
intelligent system to improve the quality of health care services. The experimental
results demonstrate that the proposed system yields reasonably good recommenda-
tion accuracy and can effectively reduce the workload required in medical tests for
patients.
A structural graph-based method was also applied to study the behavior of time
series data in the time domain for the short-term risk assessment of patients. The
results obtained are presented in the following section.
4.4.2 The Analysis Results of the Structural Graph-Based
Method
4.4.2.1 Prediction accuracy with different numbers of features
First, experiments to evaluate the recommendation performance of the system under
different sets of statistical features extracted from the siding windows of the datasets
were carried out. Several experiments were carried out to determine the best set of
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graph features by which the original time series can be represented with the best
form. The four graph features were tested separately to evaluate the prediction
accuracy of the proposed system. Figure 4.13 shows the ranking of the statistical
features based on their performance where the features are sorted in descending order
based on their effectiveness in predicting the patient’s condition.
Figure 4.13: Ranking of the graph features based on their accuracy performance
1. Two-features set
To determine the best combination of the two graph features, a set of exper-
iments was designed. A two features set of graphs was picked up from the
ordered list in Figure 4.13 and sent to the ensemble classifier. The six permu-
tations of two graph features were tested. Figure 4.14 shows the performance
of the proposed method based on the graphs features. Based on the obtained
results, it was observed that the combination of Jaccard coefficient and de-
gree distribution recorded the highest accuracy for both datasets compared to
other combinations. These two features were able to give a promising predic-
tion. However, the lowest accuracy rate was recorded by the pair of clustering
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coefficients and average degree. For further investigation, a three features set
was tested in the next experiment.
Figure 4.14: Accuracy based on two-features sets. (Note: DD=Degree Distribution;
JC=Jaccard Coefficient; CC=Clustering Coefficient; AD=Average Degree).
2. Three-features set
To assess the method’s ability to predict the status of patients with a high
accuracy, the proposed method was tested using a three features set. The first
three graph features in Figure 4.13 were selected. The three features were
degree distribution, Jaccard coefficient and clustering coefficient. Figure 4.15
shows the performance of the proposed method using three and four features
sets. The most noticeable results from this experiment were that the predic-
tion accuracies exceeded 94% for both datasets compared with the sets of two
features. For more accurate results, different experiments were designed with
different data sizes. The results showed a stability in the performance of the
proposed method. Another three features set was also tested, however, the
results confirmed that the three features set of degree distribution, Jaccard
4.4 The Analysis Results of Time Domain Algorithms 74
Figure 4.15: Accuracy based on three and four features sets
coefficient and clustering coefficient was the best combination of the graphs
features to provide the recommendation accurately.
Four features was also tested and investigated. Based on the results in Fig-
ure 4.15, the prediction accuracy of the proposed method was lower compared
with the three features set. A rate of 86% using all the graph features (degree
distribution, Jaccard coefficient, clustering coefficient and average degree) was
achieved. The combination of the first three features of degree distribution,
Jaccard coefficient and clustering coefficient were considered to achieve the
best accuracy.
4.4.2.2 Prediction accuracy with different sizes of sliding windows
The impact of window size is also studied. In this experiment, the best window
size was investigated to obtain the desired prediction accuracy. From the obtained
results, it is clear that there is a positive relationship between the selected size of
sliding window and the predictive performance of the proposed system. It was found
that, when the number of nodes in a graph was increased due to the increasing the
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size of a sliding window, the proposed method generated more accurate recommenda-
tions. To determine the optimum size of a slide, a set of experiments was conducted
with different window sizes. The model performance was found to be improved by
increasing the size of the sliding window (the number of nodes). This is because the
characteristics of time series data were clearly presented when the number of graph
nodes was increased. As a result, the proposed model was tested with different win-
dow sizes at 7 days, 10 days, 15 days and 20 days. In these experiments, the three
features set of degree distribution, Jaccard coefficient and clustering coefficient were
considered. The four medical attributes of Heart Rate, Diastolic Blood Pressure
(DBP), Mean Arterial Pressure (MAP), and Oxygen Saturation (SO2) were used in
the following experiments.
1. Sliding window of 7 days
A sliding window of 7 days was used to test the predictive performance of the
proposed method. For each day, the sliding window was represented by a node
in a graph. The three structural properties of the graphs were extracted and
considered the key features to represent each window. The metrics of accuracy,
workload saving and risk for all the graphs were calculated to verify the per-
formance of the proposed method. Table 4.7 presents the metrics of accuracy,
workload saving and risk for each measurement in the Tunstall dataset.
Based on the obtained results, it was noticed that the performance of the
proposed method was not good enough to predict the patient’s condition as
the number of the graph nodes was not enough to reflect the behaviours of
the time series data. To tackle this issue, the number of nodes in each graph
was increased by considering a new window size. In the next experiment, the
influence of a 10 days window size was discussed.
2. Sliding window of 10 days
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Table 4.7: Performance evaluation based on a sliding windows of 7 days
Dataset Measurement Accuracy(%) Saving(%) Risk(%)
Tunstall Heart Rate 86.37 60.34 05.21
DBP 85.30 57.18 05.40
MAP 87.70 61.33 05.00
SO2 84.30 55.44 05.90
Diabetes BG 83.90 55.30 05.70
The time series data were segmented into windows using a sliding window of
10 days and then each window was transferred into a graph. As previously
mentioned, 10 days sliding windows were considered to improve the accuracy
of the proposed method and give more accurate recommendations. One of
the interesting findings was that the proposed method yielded a high perfor-
mance using 10 days sliding window compared with the window size of 7 days.
The performance of the proposed method significantly improved due to the
increased number of graph nodes. The graphs nodes were found to reflect big
differences between the patient states which include whether he/she requires
medical a test or not. Table 4.8 shows the results obtained by the proposed
method after considering the window size of 10 days.
Based on the obtained results in Table 4.8, it is interesting to note that the
accuracy values for all measurements improved by more than 5% compared to
the results in Table 4.7. In addition, using a window size of 10 days did not
considerably affect the performance of workload saving, although the accuracy
and risk were increased.
3. Sliding window of 15 days
For further investigation, a window size of 15 days was adopted to test the
performance of the proposed method. In this experiment, the size of window
was increased to 15 days. Table 4.9 presents the metrics of accuracy, workload
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Table 4.8: Performance evaluation based on a sliding window of 10 days
Dataset Measurement Accuracy(%) Saving(%) Risk(%)
Tunstall Heart Rate 92.75 59.80 03.95
DBP 91.40 58.77 04.50
MAP 90.55 60.65 04.80
SO2 91.60 55.50 04.20
Diabetes BG 90.85 60.00 04.90
saving and risk for all the measurements using sliding window size of 15 days.
Based on results in Table 4.9, the average accuracy of the proposed method
exceeded 94% across the different measurements. The obtained results proved
that the size of the window has the potential to significantly impact the ac-
curacy of the prediction for all measurements. The connectivity among the
graph nodes (clustering coefficients) are strong enough to reveal the differences
between time series data.
Different window sizes including 20, 25 and 30 days were also tested and eval-
uated in this study. There were no significant differences compared with the
results obtained using the 15 days sliding windows. Thus, the optimal window
size is 15 days because it reflects the actual behavior of the time series data.
Table 4.9: Performance evaluation based on a sliding windows of 15 days
Dataset Measurement Accuracy(%) Saving(%) Risk(%)
Tunstall Heart Rate 94.80 62.30 02.60
DBP 93.80 59.50 03.60
MAP 93.90 61.40 03.40
SO2 94.60 61.80 02.90
Diabetes BG 94.60 61.20 02.70
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4.4.2.3 Performance evaluation based on a single classifier as well as
ensemble model
In this experiment, the performance of the system using a sliding window of 15
and the three graph features set based on the previous information was evaluated.
Table. 4.10 shows the results of comparison among the ensemble classifier and the
individual classifiers. Based on these results, the system performance using individual
classifier was between 80% and 85% across different measurements. The maximum
accuracy of 85% was obtained by the LS-SVM, while the minimum accuracy of 80%
was gained by Naive Byes. We can notice that, although the proposed system was
conducted with different classifiers, there is not a big fluctuation in its performance
and the accuracy values of those classifiers are quite close. A ’gold’ solution for
improving the performance of the proposed method and decreasing the error rate, is
to combine multi-classifiers to classify the extracted features.
Table 4.10: Performance evaluation based on a single classifier and an ensemble model
Classifier Accuracy(%) Saving(%) Risk(%)
LS-SVM 85.30 61.10 04.30
Neural Network 83.50 60.80 05.10
Naive Bayes 80.40 60.95 04.90
Ensemble model 94.27 61.25 03.01
However, in this work, an ensemble machine learning was used to classify the graphs
features. The recommendation system achieved a better prediction accuracy com-
pared with the individual classifiers; with an increase of 12%. As mentioned above,
each classifier was trained and conducted with the datasets separately and were then
combined according to an appropriate criteria. By comparing the results in Ta-
ble. 4.10, we can observe that the performance of the proposed system was improved
4.4 The Analysis Results of Time Domain Algorithms 79
when the ensemble machine learning was adopted.
Furthermore, the performance of the proposed system for a single classifier as well
as ensemble model were evaluated by the receiver operating characteristics (ROC)
curve. The ROC plot is a graph of true positive rate (y − axis) against false pos-
itive rate (x − axis) (Fawcett, 2006). The ROC provides a better measure of the
recommendation accuracy.
The evaluation results for all the classifiers and the ensemble model were supported
using ROC curve. From Figure 4.16, it is clear that the ROC for the ensemble model
is 0.94, which indicates that the proposed method is the best method for providing
accurate recommendations to patients. The second best result was obtained with
the LS-SVM classifier, while the Naive Bayes recorded the lowest area under ROC
curve among the four classifiers.
Figure 4.16: The ROC plot of the three classifiers and the ensemble model
For more investigation, the execution time of the proposed model was calculated
based on the ensemble classifier as well as individual classifiers. Figure 4.17 shows the
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complexity time for each individual classifier and the ensemble model. We observed
that the ensemble model took more time to complete the training and prediction
than the individual base classifier. This is reasonable as the ensemble model needs to
aggregate the results from the base classifiers to generate the weights and produce the
final recommendation. The ensemble model sacrifices a little on the execution time to
achieve better recommendation effectiveness for patients. Additionally, the training
stage can be performed off-line so that it will not adversely affect the efficiency in
generating recommendations for patients during the prediction stage.
Figure 4.17: Comparison of the execution time between the classifiers and the ensemble
model under different sliding windows
4.4.2.4 Summary
This work proposes a recommendation system supported by the structural graph
properties and advanced machine learning ensemble for short-term disease risk pre-
diction and medical test recommendation in a telehealth environment for chronic
diseases patients. This study applies the the structural graph, which effectively rep-
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resents the medical time series data and enters the extracted statistical features to
the ensemble model to generate the accurate, reliable recommendations for chronic
disease patients. Three popular and capable classifiers, Least Square-Support Vec-
tor Machine, Neural Network, and Naive Bayes, were used to construct the ensemble
framework.
The experimental results showed that the proposed system using a sliding windows
of 15 days with the optimal statistical features set produced by the structural graph
properties yielded a better predictive performance for both datasets. The results also
showed that the proposed system using the ensemble classifier with optimal features
set can correctly predict up to 94% of the subjects across all measurements. The
system is also more effective than the individual base classifiers used in the ensem-
ble model and outperforms the previously proposed approaches to solve the same
problem. The evaluation establishes that the recommendation system is effective in
improving the quality of clinical evidence-based decisions and reduces the time costs
incurred by patients taking their daily medical test, thereby improving their overall
life quality.
In summary, three innovative predictive algorithms and a structural graph-based
method have been proposed to study the behavior of time series data in the time
domain for short-term risk assessment of patients in a telehealth environment based
on an analysis of a patient’s historical medical data.
Furthermore, two decomposition methods, the fast Fourier transformation and dual-
tree complex wavelet transformation, were applied to study the behavior of the time
series data of patients in the frequency domain. The detailed experimental results
of these decomposition methods are presented in the following section.
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4.5 The Analysis Results of the Frequency Do-
mains Techniques
In this section, two decomposition techniques – the fast Fourier transformation and
dual-tree complex wavelet transformation – are used to study the behavior of time
series data in the frequency domain for short-term risk assessment of patients in a
telehealth environment based on the analysis of a patient’s historical medical data.
4.5.1 The Evaluation of Fast Fourier Transformation
4.5.1.1 Recommendation effectiveness under different statistical features
First, experiments to evaluate the recommendation performance of the system under
different sets of statistical features extracted from the siding windows of the Tunstall
dataset were conducted.
Eight statistical features were tested separately to evaluate the prediction accuracy
of the proposed system. Figure 4.18 shows the ranking of the statistical features
based on their performance with features sorted in ascending order based on their
effectiveness in predicting a patient’s condition. In this experiment, the extracted
statistical features from all 28 frequency bands were used as the input for training
the base classifiers in the ensemble model.
An experiment to investigate the recommendation effectiveness of the system under
different numbers of features was also conducted. To this end, the performance of
the system under different feature sets whose number of features ranged from two to
eight were tested and recorded thoroughly. The results are presented in Table 4.11.
Based on these results, it is observed that there is a positive correlation between
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Figure 4.18: Ranking of the statistical features based on their accuracy performance
the number of extracted statistical features and the recommendation performance
of the proposed system in terms of all three performance metrics used. The system
becomes more accurate when the number of statistical features used increases.
Finally, the system’s performance was evaluated under three different feature sets
containing three, six and eight statistical features respectively based on the sorted
feature information presented in Figure 4.18. Only the top three, six and eight set
features in the Figure were selected into the three sets. The detailed statistical
features selected for the three evaluated sets are as follows:
Three-feature set: XMean , XMed and XMin
Six-feature set: XMean ,XMed ,XMin ,XRG ,XMax and XSD
Eight-feature set: XMean , XMed , XMin , XRG , XMax , XSD , XFQ and XSQ
For each of the three feature sets evaluated, system performance was further evalu-
ated when only five and all the 28 frequency bands are used for each sliding window,
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Table 4.11: The average performance of the proposed model under different numbers
of features
Feature sets Accuracy (%) Saving (%) Risk (%)
2-feature set 86.80 62.00 05.20
3-feature set 87.00 62.12 05.00
4-feature set 92.50 64.00 04.50
5-feature set 92.70 64.20 04.20
6-feature set 93.00 64.50 04.00
7-feature set 94.80 64.80 03.00
8-feature set 94.83 64.80 02.30
indicating the impact of the choice of frequency bands on the performance of the
system. The five frequency bands used were α, β, γ, δ and θ, respectively. Under this
setup, the total number of features extracted for each sliding window in different
experimental setups can be calculated as Nb × Nf , where Nb and Nf represent the
number of frequency bands and statistical features selected, respectively.
The detailed experiment results are presented in Table 4.12, Table 4.13 and Ta-
ble 4.14 for three, six and eight-feature sets, respectively. First, it can be seen that
the recommendation performance of the system, for all the four medical measure-
ments, is noticeably improved compared with the performance when using only five
frequency bands. This is because using all 28 frequency bands can better capture
the characteristics of each sliding window than using just five. Second, the results
from the three tables reveal a similar trend; that the performance of the system in
terms of all three performance metrics is generally improved when the number of
the statistical features used is increased. For example, under 28 frequency bands,
the recommendation accuracy and risk of the system, when using eight statistical
features, is approximately 2.4% and 42.9% better than using six statistical features
across different medical measurements while maintaining roughly the same level of
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workload saving at the same time. Therefore, to achieve the best possible perfor-
mance, it is suggested to use all eight statistical features for all the 28 frequency
bands to generate recommendations for patients. Table 4.15 shows the averaged
performance of the proposed model based on an eight-feature set for both datasets.
Based on the results obtained from Table 4.15, we can see that, for both datasets, we
can achieve a very high accuracy and workload saving as well as a very low risk. For
instance, when using 28 frequency bands and eight statistical features, the system
can achieve an accuracy over 94% and a workload saving over 64% with a risk lower
than 2.6%, indicating that the recommendation system is highly accurate and able
to significantly reduce the workload for chronic heart disease patients undertaking
their daily medical tests with a very low health risk.
4.5 The Analysis Results of the Frequency Domains Techniques 86
Table 4.12: The model performance using a three-feature set
Tunstall dataset(%)
Measurement Classifiers No. of bands Accuracy (%) Saving (%) Risk (%)
Heart Rate Neural Network 5 71.60 55.54 09.72
28 72.60 56.56 09.90
LS-SVM 5 76.49 61.55 07.30
28 77.78 60.20 07.20
Naive Bayes 5 72.85 54.55 09.60
28 71.60 56.60 09.70
Ensemble model 5 86.44 61.60 5.70
28 87.30 62.50 5.20
DBP Neural Network 5 70.10 54.30 09.90
28 71.30 55.88 09.10
LS-SVM 5 75.44 62.51 08.10
28 77.20 60.10 07.80
Naive Bayes 5 69.20 52.30 09.60
28 70.36 60.60 07.50
Ensemble model 5 85.50 60.40 5.90
28 88.40 61.88 5.10
MAP Neural Network 5 69.90 50.20 10.50
28 70.10 53.50 09.80
LS-SVM 5 73.55 59.40 09.40
28 75.78 60.90 08.95
Naive Bayes 5 72.20 58.60 09.95
28 73.40 60.20 09.80
Ensemble model 5 84.50 60.20 6.10
28 86.40 60.60 5.95
SO2 Neural Network 5 70.75 60.50 09.85
28 71.50 60.80 09.40
LS-SVM 5 77.60 62.65 06.70
28 78.20 63.40 06.10
Naive Bayes 5 70.80 55.30 09.50
28 71.30 56.40 09.30
Ensemble model 5 85.80 63.40 5.90
28 86.75 63.50 5.20
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Table 4.13: The model performance using a six-feature set
Tunstall dataset(%)
Measurement Classifiers No. of bands Accuracy (%) Saving (%) Risk (%)
Heart Rate Neural Network 5 73.50 59.50 09.30
28 74.60 59.80 08.80
LS-SVM 5 78.20 62.60 06.80
28 79.40 63.44 06.20
Naive Bayes 5 75.30 55.20 08.30
28 75.90 55.60 08.10
Ensemble model 5 91.20 63.50 4.60
28 92.50 63.20 4.20
DBP Neural Network 5 72.70 50.80 09.70
28 73.60 54.40 09.25
LS-SVM 5 78.50 64.60 06.75
28 80.40 64.80 06.10
Naive Bayes 5 72.55 57.40 09.90
28 73.40 58.30 09.50
Ensemble model 5 90.10 64.10 4.95
28 92.80 65.70 4.05
MAP Neural Network 5 71.55 55.30 09.40
28 72.50 56.40 09.10
LS-SVM 5 75.60 62.54 08.25
28 78.54 64.25 07.30
Naive Bayes 5 73.30 63.70 09.95
28 75.30 65.35 08.70
Ensemble model 5 91.60 64.30 4.20
28 92.70 64.80 4.10
SO2 Neural Network 5 75.50 61.20 08.50
28 77.10 61.90 07.60
LS-SVM 5 80.20 64.10 06.60
28 81.10 64.80 06.15
Naive Bayes 5 72.50 58.40 09.10
28 73.50 60.50 08.95
Ensemble model 5 90.50 64.20 4.95
28 92.50 64.60 4.30
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Table 4.14: The model performance using an eight-feature set
Tunstall dataset(%)
Measurement Classifiers No. of bands Accuracy (%) Saving (%) Risk (%)
Heart Rate Neural Network 5 80.40 60.60 06.80
28 81.50 61.70 06.40
LS-SVM 5 82.20 63.55 06.20
28 83.30 64.20 06.00
Naive Bayes 5 80.55 59.80 06.70
28 80.90 60.20 06.60
Ensemble model 5 93.40 64.60 2.80
28 94.80 64.30 2.60
DBP Neural Network 5 81.40 61.75 06.60
28 82.10 62.30 06.30
LS-SVM 5 82.20 64.10 06.20
28 83.50 64.80 05.80
Naive Bayes 5 80.40 60.20 07.80
28 80.80 60.50 07.50
Ensemble model 5 94.25 63.30 2.95
28 94.85 64.10 2.40
MAP Neural Network 5 79.40 58.30 08.10
28 80.30 59.20 07.90
LS-SVM 5 80.65 60.50 07.70
28 81.45 63.60 06.60
Naive Bayes 5 78.50 60.40 08.90
28 79.10 61.45 08.80
Ensemble model 5 93.20 63.25 3.20
28 94.20 63.70 2.60
SO2 Neural Network 5 82.10 64.10 06.50
28 83.40 64.80 05.70
LS-SVM 5 84.20 65.30 04.90
28 84.90 65.70 04.20
Naive Bayes 5 81.30 62.50 06.75
28 82.50 63.20 06.20
Ensemble model 5 94.80 64.75 2.40
28 95.50 65.80 1.90
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Table 4.15: Model performance average based on an eight-feature set using Tunstall
and Diabetes datasets
Dataset Classifiers Accuracy (%) Saving (%) Risk (%)
Tunstall Neural Network 81.28 62.00 06.57
LS-SVM 83.28 64.57 05.65
Naive Bayes 80.82 61.33 07.27
Ensemble model 94.66 64.21 2.50
Diabetes Neural Network 80.60 60.50 06.80
LS-SVM 83.00 64.00 05.10
Naive Bayes 79.90 60.00 07.00
Ensemble model 94.40 64.00 2.80
4.5.1.2 Efficiency Comparison
An efficiency study was also conducted to compare the execution time of the base
classifiers and the ensemble model under different feature sets. Figure 4.19 and
Figure 4.20 present the execution time of the base classifiers and the ensemble model
in their training and prediction stages.
From the results, we observe that: 1) The execution time of the training stage is
higher than that of the prediction stage for all the models evaluated; 2) All the base
classifiers and the ensemble model feature an approximately linear execution time
in both the training and prediction stages under different feature sets, ensuring the
necessary efficiency for producing fast recommendations for patients; 3) Of all mod-
els, the ensemble model takes more time to complete the training and prediction
than the individual base classifier. This is reasonable as the ensemble model needs
to aggregate the results from the base classifiers to generate the weights for them
and produce the final recommendation. The ensemble model sacrifices a little on
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the execution time to achieve better recommendation effectiveness for patients. Ad-
ditionally, the training stage can be performed off-line so that it will not adversely
affect the efficiency in generating recommendations for patients during the prediction
stage.
Figure 4.19: Comparison of the training time between the base classifiers and the
ensemble model
4.5.1.3 Summary
This work proposes a recommendation system supported by a machine learning en-
semble model with the fast Fourier transformation for short-term disease risk pre-
diction and medical test recommendation in a telehealth environment for patients
suffering from chronic disease such as heart disease and diabetes. This study applies
the fast Fourier transformation, which effectively analyzes the medical time series
data and enters the extracted statistical features to the ensemble model to generate
accurate and reliable recommendations for chronic disease patients. Three popular
and capable classifiers, Neural Network, Least Square-Support Vector Machine and
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Figure 4.20: Comparison of the prediction time between the classifiers and the ensem-
ble model
Naive Bayes are used to construct the ensemble framework.
The experimental results show that the proposed system, using all the eight statistical
features produced by the fast Fourier transformation, yielded a better predictive
performance for the patient’s condition compared with the other feature sets. The
results also show that the system is more effective than the individual base classifiers
used in the ensemble model and outperforms the previously proposed approaches
to solve the same problem. This evaluation establishes that the recommendation
system is effective in improving the quality of clinical evidence-based decisions and
reduces the time costs incurred by patients with chronic disease in taking their daily
medical test, thereby improving their overall life quality.
The study also applied another technique, namely a dual-tree complex wavelet trans-
formation, to study the behavior of time series data in the frequency domain for the
short-term risk assessment of patients. The results obtained are presented in the
next section.
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4.5.2 The Evaluation of Dual-Tree Complex Wavelet Trans-
formation
4.5.2.1 Recommendation effectiveness under different sub-bands and sta-
tistical features
The first experiment was designed to evaluate the recommendation performance of
the proposed system under various DTCWT sub-bands. The optimum number of
features from these sub-bands were selected and extracted based on the performance
of the proposed system. To be more rigorous in statistical analysis, a t-test was per-
formed to assess the statistical significance of the results in this work. The p-values
were obtained by comparing the features extracted from the sub-bands. The t-test
was conducted separately for all sub-bands (y1, y2, y3, y4 and z4). Table 4.16 shows
the corresponding values of accuracy, workload saving, risk and p values obtained
from each sub-band based on the features. From the associated p-value analysis,
it is clear that the high frequency sub-bands (i.e., y1, y2, and y3) provide a signif-
icant difference (p <0.003) towards good recommendation performance, indicating
that the high frequency sub-bands (i.e., y1, y2, and y3) are able to produce more
accurate recommendations compared to the low-frequency sub-bands (i.e., y4 and
z4). Hence, features from the high frequency sub-bands (i.e., y1, y2, and y3) were
selected to represent the time series data of the patient, while the features from the
low-frequency sub-bands (i.e., y4 and z4) were ignored.
Different sub-bands sets (combinations) were tested and recorded thoroughly to iden-
tify the best combination of sub-bands for system design. These results presented in
Table 4.17 show that the performance of the proposed system improves significantly
when a combination of the three high-frequency sub-bands (y1, y2, and y3) was used.
In this experiment, the extracted statistical features from the coefficients of y1, y2,
and y3 sub-bands were used as the input to the base classifiers as well as to the
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Table 4.16: Prediction performance using single sub-bands
Names of the used sub-
bands
Accuracy (%) Saving (%) Risk (%) p-value
y1 86.18 62.95 05.50 3.3359E-3
y2 89.30 63.85 05.10 2.2058E-5
y3 90.40 64.95 04.95 2.4268E-6
y4 82.45 60.70 06.70 0.01049
z4 81.15 60.80 06.20 0.35026
Table 4.17: Prediction performance using combinations of sub-bands
Names of the used sub-
bands
Accuracy (%) Saving (%) Risk (%) p-value
y1,y2 94.20 64.20 02.50 6.2245E-4
y1,y3 94.90 65.40 02.20 3.4129E-5
y2,y3 95.45 65.55 01.90 4.6328E-6
y1,y2,y3 96.70 66.50 01.25 2.8493E-11
ensemble model.
However, to study the relationship between the number of the extracted features and
the recommendation effectiveness of the system, several experiments were conducted
using different sets of extracted features. First, the six statistical features were tested
separately using the high frequency sub-bands. Figure 4.21 shows the order of the
statistical features based on their performance. The features were then sorted in
ascending order based on their potential patient’s condition. In this experiment, the
extracted statistical features from the high-frequency sub-bands (i.e., y1, y2, and y3)
were used as the input for the ensemble model.
Furthermore, to produce accurate recommendations, several experiments under dif-
ferent numbers of features were conducted. The performance of the system under
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Figure 4.21: Ranking of the statistical features based on their accuracy performance
different feature sets was tested and recorded thoroughly. The results obtained are
presented in Table 4.18. Based on these results, a positive correlation is observed
between the number of the extracted statistical features and the recommendation
performance of the proposed system in terms of all of the three performance metrics
used. The system was found to be more accurate when the number of statistical
features used increased.
Finally, to investigate the recommendation effectiveness of the proposed system un-
der different numbers of features, the performance of the system was evaluated under
three different feature sets containing two, four and six statistical features respec-
tively based on the sorted feature information presented in Figure 4.21. Only the
top two, four and six set features in Figure 4.21 were selected in the three sets. The
detailed statistical features selected for the three evaluated sets are as follows:
Two-feature set: Kurtosis and Skewness
Four-feature set: Kurtosis, Skewness, Standard Deviation and Ratio of mean values
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Table 4.18: The average performance of the proposed system under different numbers
of features
Feature sets Accuracy (%) Saving (%) Risk (%)
2-feature set 90.37 63.90 04.56
3-feature set 91.00 64.35 04.30
4-feature set 94.05 64.06 02.60
5-feature set 94.70 64.50 02.20
6-feature set 96.12 65.48 01.56
Table 4.19: The model performance using a two-feature set
Measurement Classifiers Accuracy (%) Saving (%) Risk (%)
Heart Rate LS-SVM 87.25 61.35 05.60
Neural Network 85.80 60.55 06.00
Naive Bayes 86.82 60.10 05.90
Ensemble model 90.20 63.50 04.70
DBP LS-SVM 88.44 63.51 05.00
Neural Network 84.10 60.30 06.75
Naive Bayes 83.20 61.30 06.90
Ensemble model 90.50 63.82 04.90
MAP LS-SVM 86.55 64.85 05.90
Neural Network 82.90 59.35 07.00
Naive Bayes 85.20 62.80 06.00
Ensemble model 90.30 64.90 04.20
SO2 LS-SVM 86.20 64.65 05.75
Neural Network 86.50 63.50 05.85
Naive Bayes 85.70 62.30 05.90
Ensemble model 90.50 63.40 04.45
Six-feature set: Kurtosis, Skewness, Standard Deviation, Ratio of mean values, Av-
erage power and Mean values
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Table 4.20: The model performance using a four-feature set
Measurement Classifiers Accuracy (%) Saving (%) Risk (%)
Heart Rate LS-SVM 91.60 63.55 03.95
Neural Network 90.30 62.65 04.50
Naive Bayes 90.75 62.25 04.45
Ensemble model 94.10 63.40 02.60
DBP LS-SVM 92.20 63.31 03.60
Neural Network 91.80 62.74 03.80
Naive Bayes 90.66 63.15 04.50
Ensemble model 94.60 64.54 02.50
MAP LS-SVM 92.25 62.20 03.55
Neural Network 89.30 60.35 04.80
Naive Bayes 90.75 62.10 04.40
Ensemble model 93.80 64.90 02.95
SO2 LS-SVM 92.57 64.35 03.30
Neural Network 90.80 62.22 04.35
Naive Bayes 91.50 62.80 03.95
Ensemble model 93.70 63.40 02.35
For each of the three feature sets evaluated, the performance of the system was
further evaluated when only the three high-frequency sub-bands were used for each
sliding window, indicating the impact of the choice of sub-bands on the performance
of the system. The three sub-bands used were y1, y2, and y3 respectively.
Furthermore, the performance of the proposed system was evaluated by the receiver
operating characteristics (ROC) curve. The ROC curve is a suitable metric for
studying the dependency of sensitivity and specificity. The relationships between
the true positive rate and false positive rate were investigated using the ROC. The
ROC curve is represented by a graph in which the false positive rate is plotted on
the x-axis and the true positive rate is plotted on the y-axis. The perfect point in
the ROC is represented by the point (0,1) (Fawcett, 2006).
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Table 4.21: The model performance using a six-feature set
Measurement Classifiers Accuracy (%) Saving (%) Risk (%)
Heart Rate LS-SVM 94.55 63.95 02.55
Neural Network 93.15 63.20 02.90
Naive Bayes 92.30 62.85 03.60
Ensemble model 96.90 65.88 01.20
DBP LS-SVM 94.66 64.80 02.60
Neural Network 94.20 64.30 02.80
Naive Bayes 92.45 62.20 03.50
Ensemble model 96.20 64.90 01.20
MAP LS-SVM 94.25 64.80 02.75
Neural Network 93.30 64.20 02.74
Naive Bayes 91.75 62.30 03.80
Ensemble model 95.60 65.77 02.00
SO2 LS-SVM 94.57 64.95 02.40
Neural Network 92.80 62.65 03.10
Naive Bayes 93.50 63.50 02.70
Ensemble model 95.80 65.40 01.85
Table 4.22: Model performance average based on a six-feature set using Tunstall and
Diabetes datasets
Dataset Classifiers Accuracy (%) Saving (%) Risk (%)
Tunstall LS-SVM 94.50 64.63 2.57
Neural Network 93.36 63.58 2.88
Naive Bayes 92.05 62.71 03.04
Ensemble model 96.12 65.48 1.56
Diabetes LS-SVM 94.00 64.50 02.60
Neural Network 93.10 63.20 02.90
Naive Bayes 92.20 62.10 03.30
Ensemble model 96.00 65.10 1.80
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Figure 4.22: The ROC plot of the classifiers and the ensemble model
The evaluation results for all the classifiers and the ensemble model were supported
using the ROC curve. From Figure 4.22, it is clear that the biggest area under the
ROC curve was constructed by the ensemble model. The second best results were
obtained with the LS-SVM classier, while the Naive Bayes recorded the lowest area
under ROC curve among the four classifiers. The results of the area under the curve
of 0.96 were reported from the ensemble model. Based on these results, the ensemble
model was shown to be the best classifier for short-term disease risk prediction.
The detailed experiment results are presented in Table 4.19, Table 4.20 and Ta-
ble 4.21 for the two, four and six-feature sets, respectively. First, the results from
the three tables reveal a similar trend that the performance of the system in terms of
all the three performance metrics, is generally improved when the statistical features
used are increased. For example, the recommendation accuracy, workload saving and
risk of the system when using six statistical features is approximately 2.2%, 2.2%
and 47.3% better than using four statistical features across different medical mea-
surements. Therefore, to achieve the best possible performance, it is suggested that
all six statistical features be used for the three high-frequency sub-bands when gen-
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erating recommendations for patients. Table 4.22 shows the averaged performance of
the proposed model based on a six-feature set for both datasets. It is clear that the
recommender system has achieved a significant accuracy and workload saving with
a low risk. For instance, when using six statistical features, the system can achieve
an accuracy over 96% and a workload saving over 65% while the risk rate is around
1.56%. These results demonstrate that the recommendation system is highly accu-
rate and able to significantly reduce the workload for chronic heart disease patients
when undertaking their daily medical tests with a very low health risk.
4.5.2.2 Effectiveness comparison with previous approaches
The previous subsection compared the performance of the proposed ensemble model
with individual classifiers. The experimental results show that the proposed system
outperformed the base classifiers in terms of recommendation performance.
This section compares the proposed system with our previous work that tackles ex-
actly the same problem as presented in this work. In that previous work, a basic
heuristic approach was developed based on some fundamental heuristic rules for pro-
ducing appropriate recommendations for patients with chronic heart disease (Lafta
et al., 2015). The basic heuristic approach was then combined with the regression-
based prediction algorithm and a hybrid method (Lafta, Zhang, Tao, Li, Tseng, Luo
and Chen, 2016) to tackle the same task. A fast Fourier transformation-coupled with
a machine learning based ensemble model was used to provide appropriate recommen-
dations to patients suffering chronic diseases (Lafta et al., 2017). Table 4.23 presents
the comparison results. The results revealed that the proposed system achieved the
best accuracy of the four approaches. In this system, the accuracy performance was
improved from 94% to 96% while the workload saving experienced a small improve-
ment from 63% to more that 65%. The recommendation risk of the system is also
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lower than the three competitive approaches.
Table 4.23: Recommendation performance comparison with previous methods
Tunstall dataset
Method Techniques used Accuracy(%) Saving(%) Risk(%)
(Lafta et al., 2015) Basic heuristic algorithm 86 10 8
(Lafta, Zhang, Tao, Li,
Tseng, Luo and Chen,
2016)
Basic heuristic algorithm,
Regression-based algorithm and
Hybrid algorithm
91 15 5
(Lafta et al., 2017) Fast Fourier transformation and
ensemble model
94 63 3
Proposed method Dual-tree complex wavelet trans-
formation and ensemble model
96 65 1
4.5.2.3 Efficiency comparison
In this experiment, comparisons were made to evaluate the base classifiers with the
ensemble model in term of execution time. Figure 4.23 and Figure 4.24 present the
execution time of the individual classifiers and the ensemble model.
The results show that: 1) The execution time of the training stage is higher than that
of the prediction stage for all models including the base classifiers and the ensemble
model; 2) All models present an approximately linear execution time in both the
training and prediction stages under different feature sets, ensuring the necessary
efficiency for producing fast recommendations for patients; 3) Of all models, including
the base classifiers and the ensemble model, the ensemble model takes more time than
the individual base classifier to complete the training and prediction. This is because
the ensemble model needs to aggregate the results from the base classifiers to generate
the weights for them and then produce the final recommendation. The ensemble
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model sacrifices a little on the execution time to achieve better recommendation
effectiveness for patients. Additionally, the training stage can be performed off-
line so it does not adversely affect the efficiency in generating recommendations for
patients during the prediction stage.
Figure 4.23: Comparison of the training time between the base classifiers and the
ensemble model
Figure 4.24: Comparison of the prediction time between the classifiers and the ensem-
ble model
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4.5.2.4 Summary
The experimental results demonstrate that the proposed system using high-frequency
sub-bands, i.e., y1, y2 and y3 yielded a better predictive performance for the patient’s
condition compared with the other sub-bands. The findings show that using a com-
bination of six statistical features gives a better predictive performance compared
with the other feature sets. In addition, the proposed system is more effective than
the individual base classifiers used in constructing the ensemble model and outper-
forms the previously proposed approaches when solving the same problem. Based on
the experimental evaluations, the proposed recommendation system can be used as
an effective tool to improve the quality of clinical evidence-based decisions by which
the time and cost associated with the daily medical test can be reduced. The ex-
perimental evaluation of this system establishes that the proposed recommendation
system is effective in improving the quality of clinical evidence-based decisions and
reducing the time costs incurred by chronic heart disease patients undertaking their
daily medical test, thereby improving their general quality of life.
Chapter 5
Conclusions and Future Work
The main purpose of this study is to develop an intelligent recommendation system
supported by a set of predictive algorithms to predict and assess the short-term risk
for patients with chronic diseases. The time series data of patients were investigated
in both the time domain and the frequency domain. This research has proposed and
applied three novel predictive algorithms, the basic heuristic algorithm, regression-
based algorithm and hybrid algorithm, and also developed three techniques includ-
ing a structural graph-based method, the fast Fourier transformation, and dual-tree
complex wavelet transformation, which are better suited for the times series data of
chronic diseases patients than currently established methods, in providing patients
in a telehealth environment with appropriate recommendations for taking a medi-
cal body test on the coming day. First, two real-life time series telehealth datasets
were collected from chronic diabetes and heart disease patients. Second, the time
series of data were pre-processed by converting them into smaller overlapped sliding
windows based on the size of the sliding window used in the data analysis. Third,
six new methods were developed for short-term disease risk prediction to provide
chronic disease patients with appropriate recommendations about the need to take a
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medical test on the coming day based on an analysis of their medical data. Finally,
user friendly interfaces were developed to supply the necessary inputs to the system
and receive recommendations from the system. The experimental results show that
the proposed system yields very good recommendation accuracy and offers an effec-
tive way to reduce the risk of incorrect recommendations as well as the workload for
patients with chronic diseases who undergo body tests most days. The results con-
clusively show that the proposed system is a promising tool for analyzing time series
medical data and for providing accurate and reliable recommendations to patients
suffering from chronic diseases.
5.1 Contributions
The significant achievements and contributions of this thesis are presented in Chapter
5 which introduces three innovative predictive algorithms for short-term disease risk
prediction. In addition, three techniques have been developed to pre-process the time
series data of patients with chronic diseases. Details of the research contributions
for each method are summarized as follows:
In the First section of Chapter 5, the time domains analysis algorithms for short-time
disease risk prediction are presented. First, three innovative predictive algorithms are
proposed for the short-term risk assessment of patients in a telehealth environment
based on the analysis of a patient’s historical medical data. This work is considered
one of the first studies to use the medical measurements of patients in the prediction
of short-term disease risk in the telehealth environment. The system aims to improve
the quality of clinical evidence-based decisions and reduce the financial and timing
cost taken by patients. The system is based on a time series prediction algorithm
which predicts short-term disease risk for patients and facilitates the generation of
recommendations for whether or not a particular patient needs to take the physical
5.1 Contributions 105
body test on the current date using the telehealth facility. In addition, this system
is believed to contribute to the better monitoring, assessment and management of
disease risk for patients suffering chronic diseases such as heart disease. The work
makes a theoretical contribution with the time series prediction algorithm and ap-
plied contribution through an intelligent system to improve the quality of health care
services. The results have been published in one conference paper and one journal
paper:
- Lafta, R., Zhang, J., Tao, X., Li, Y. and Tseng, V. S. (2015), “An intelli-
gent recommender system based on short-term risk prediction for heart disease
patients.”, Proceeding of the Web IEEE/WIC/ACM International Conference
on Intelligence and Intelligent Agent Technology (WI-IAT) in Singapore, pp.
102-105.
- Lafta, R., Zhang, J., Tao, X., Li, Y., Tseng, V. S., Luo, Y. and Chen, F.
(2016), “An intelligent recommender system based on predictive analysis in
telehealthcare environment.”, Web Intelligence, Vol. 14, IOS Press, pp. 325-
336.
Next, the system was further developed using a structural graph with a machine
learning ensemble model to provide patients in a telehealth environment with ap-
propriate recommendations. This study applies the the structural graph, which ef-
fectively represents the medical time series data and enters the extracted statistical
features into the ensemble model to generate accurate, reliable recommendations for
chronic heart disease patients. Three popular and capable classifiers, Least Square-
Support Vector Machine, Neural Network, and Naive Bayes, were used to construct
the ensemble framework.
The experimental results showed that the proposed system using sliding windows of
15 days with the optimal statistical features set produced by the structural graph
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properties yielded a better predictive performance for all measurements. The results
also showed that the system using the ensemble classifier with optimal features set
can correctly predict up to 94% of the subjects across all measurements. The system
is also more effective than the individual base classifiers used in the ensemble model
and outperforms the previously proposed approaches developed to solve the same
problem. The evaluation establishes that the recommendation system is effective in
improving the quality of clinical evidence-based decisions and reduces the time costs
incurred by patients undertaking their daily medical test, thereby improving their
overall life quality.
Finally, the frequency domains analysis techniques for short-time disease risk predic-
tion were applied. In this section, two decomposition methods (fast Fourier trans-
formation and dual tree complex wavelet transformation) were proposed to extract
frequency information to predict the patient’s condition. In the fast Fourier trans-
formation method, the system’s recommendation accuracy and risk when using eight
statistical features, was approximately 2.4% and 42.9% better than using six statis-
tical features across different medical measurements while maintaining roughly the
same level of workload saving at the same time. Therefore, this method achieved a
better performance using all eight statistical features for all 28 frequency bands for
generating recommendations for patients. The system achieves a very high accuracy
and workload saving as well as a very low risk. For instance, when using 28 frequency
bands and eight statistical features, the system achieves an accuracy over 94% and a
workload saving over 63% with a risk is lower than 2.6%, indicating that the recom-
mendation system is highly accurate and able to significantly reduce the workload
for chronic heart disease patients undertaking their daily medical tests with a very
low health risk. The obtained results have been published in one conference paper
and one journal paper:
- Lafta, R., Zhang, J., Tao, X., Li, Y., Abbas, W., Luo, Y., Chen, F. and
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Tseng, V. S. (2017), “A fast fourier transform-coupled machine learning-based
ensemble model for disease risk prediction using a real-life dataset.”, Proceeding
of the Pacic-Asia Conference on Knowledge Discovery and Data Mining, South
Korea, pp. 654-670.
- Zhang, J., Lafta, R., Tao, X., Li, Y., Zhu, X., Luo, Y. and Chen, F. (2017),
“Coupling a fast fourier transformation with a machine learning ensemble
model to support recommendations for heart disease patients in a telehealth
environment.”, IEEE Access, Vol.5, pp. 10674 - 10685.
The second decomposition method is a dual-tree complex wavelet transformation.
This system was developed using the the dual-tree complex wavelet with a machine
learning ensemble model to provide patients in a telehealth environment with appro-
priate recommendations for the need to take a medical body test on the coming day.
Such recommendations are established based on the prediction of patients’ health
conditions using their time series medical data from the past few days. The experi-
mental results showed that the proposed system using high-frequency sub-bands, y1,
y2 and y3, yielded a better predictive performance for the patient’s condition com-
pared with the other sub-bands. The findings showed that using a combination of
six statistical features gives a better predictive performance compared with the other
feature sets. In addition, the proposed system is more effective than the individual
base classifiers used to construct the ensemble model and outperforms the previously
proposed approaches to solve the same problem. Based on the experimental eval-
uations, the proposed recommendation system can be used as an effective tool to
improve the quality of clinical evidence-based decisions by which the time and cost
associated with the daily medical test can be reduced. The experimental evaluation
of this system establishes that the proposed recommendation system is effective in
improving the quality of clinical evidence-based decisions and reduces the time costs
incurred by patients undertaking their daily medical test, thereby improving their
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overall quality of life.
In summary, the main contributions of this thesis are the intelligent recommender
system which is supported by a set of innovative algorithms and techniques that
predict and assess the short-term risk for patients with chronic diseases and then
provide the appropriate recommendation related to the need to take a medical test
body on the coming day. The proposed system is a promising tool for analyzing time
series medical data and providing accurate and reliable recommendations to patients
suffering from chronic diseases in a telehealth environment.
5.2 Future Research Directions
There are several directions for future work from this thesis. The first direction is to
evaluate the proposed system using additional appropriate datasets which preferably
have a large number of data records. The generated recommendations would be more
accurate and reliable when dealing with a such large dataset.
We are also interested in applying other ensemble techniques, such as boosting and
Adaboost, to produce recommendations and conduct a comparative study of those
different ensemble models. These machine learning ensembles could be very suc-
cessful in improving the predictive efficiency of certain classifiers for artificial and
real-world datasets.
In the future work, we are interested in using the Multi Criteria Decision Making
(MCDM) method to select a combination of classifiers for building the machine
learning ensembles as selecting an inappropriate classier in building the ensemble
could affect the classification accuracy negatively. Applying the MCDM will help in
selecting the best classifiers from the available machine learning algorithms.
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In addition, to increase the predictive ability of the proposed system, we will find re-
lationships among different measurements used in the system such as the relationship
between heart rate and blood pressure. This practice will help the proposed system
in decision making based on multi measurements instead of a single measurement.
Furthermore, we are interested to apply a new metric, such as impact of wrong
recommendations, that may improve the performance of the proposed system.
Finally, given the generality of the proposed model in dealing with medical time series
data, we will explore the possibility of applying the system to support telehealth care
for patients suffering from other types of diseases.
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