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FORWARD
The papers which follow summarize the results of research
performed by the graduating seniors from the Microelectronic
Engineering Program at the Rochester Institute of Technology (RIT).
In their final quarter (ten weeks) of study, the students submit a
proposal for a research topic covering the relevance of their
project to both the Microelectronics field and the Engineering
program at RIT, as well as a tentative timetable and budget.
After
a faculty critique, the project is either accepted as proposed or
revised.
Thereafter, the student executes the research
independently over the course of the quarter.
The students meet
weekly with the course coordinator to monitor progress, obtain
supplies, and revise the experiment as results develop. In addition
to the research, their results are presented orally at the Annual
Microelectronic Engineering Conference and in written form in this
journal
The student is free (and encouraged) to seek the guidance
of other faculty members, both in and outside the Microelectronic
Engineering Faculty, researchers at other institutes, or industrial
col leagues.
.

The course is designed to model the type of activities involved
in graduate study programs, hence the limited supervision of the
student.
It also provides the student with the opportunity to
exercise the skills obtained over the last five years and/or to
develop new skills.
The main area of concern for the course
coordinator is guidance in the areas of technical writing and oral
presentation.
A series of seminars, on areas of Microelectronics,
that are not adequately covered in the course work, complement the
experimental work.
This provides the undergraduate students with an
opportunity to prepare for their presentations by listening to the
work of others.
Overall, the Senior Seminar and Research Course
offers the PIT student an unique experience to obtain competence in
both technical performance and in the presentation of their work in
written and oral media. These are critical areas in Engineering that
are often neglected in a conventional curriculum.
We hope the reader will find this journal informative and ask
your indulgence concerning any technical errors which may appear
herein. While a strong effort is made to eliminate any mistakes in
theory or practices, some escape our detection due to the nature of
the course. We invite your comments and questions regarding any of
the papers. Further details of the experiments are available upon
request from the Microelectronic Engineering Office at PIT. We
encourage input from others not directly involved with the
Microelectronic Engineering Program at RIT so we may see ourselves
through the “eyes” of others.
It is this feedback which helps keep
us current in our goal to provide quality engineers to the
Microelectronic industry.
Future issues of the Journal wiN
continue to report on efforts to expand and improve our activities
in Microelectronic Engineering.
Michael A. Jackson

ourse Coordi

tor
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RADIATION EFFECTS ON PMOS DEVICES
Camille G. Bates
5th Year Microelectronic Engineering Student
Rochester Institute of Technology
ABSTRACT
A Cesium—137 gamma radiation source was used
to
irradiate PMOS capacitors and transistors with doses of
7.50E4, 1.50E5, 3.0E5. The devices were tested for C-V
and I-V data before and after irradiation. Results
how that all doses created changes in the electrical
characteristics, however comparison to literature was
I nconc 1 us I ye.
I NTRODUCT ION
Radiation can be broken down into three different groups.
Group 1 Is photons which consist of gamma-rays and x-rays. Group
2 consist of electrons, protons, alpha particles, beta particles
and ions.
The third group consist of neutrons. These three
groups cause the two major forms of radiation damage seen
in
electronic devices, namely displacement and Ionization damage.
Displacement damage is the displacing or dislodging of atoms
from their
lattice site causing them to take up interstitial
positions within the crystal.
The former site of the now
displaced atom in the lattice is a vacancy. This displaced atom,
if it acquires enough energy can cause the displacement of other
atoms compounding the defects within the lattice structure.
Those atoms, that have not slipped back or recombined, go on to
form defect complexes which act as recombination or trapping
centers for minority carriers, ultimately reducing minority
carrier lifetime.
i
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The results are somewhat different for ionization damage.
GenerallY ionization in the silicon portion of the structures
causes no permanent change and can be neglected.
The effects
caused by Ionization are more severe in oxides where charged
traps are produced and filled during irridatiofl.12) The ionizing
process is
illustrated in Figure 2 along with corresponding
shifts in C-V curves.
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Figure 2 illustrates the icr~i~ing process
along with corresponding C-V curves. ti)

At t=0- the condition prior to irradiation is shown. At t=D
the Ionizing energy is delivered to the Si02, and the electron
hole population is generated.
Immediately after ionization, the
process of electron-hole recombination will occur, but so will
electron transport.
Electron mobility
in
Si02
at
room
temperature
is approximatelY 20 cm2/v-sec while hole mobility is
approximately 2E—5 cm2/v-sec. Because of the applied voltage,
any electron that does not undergo recombinatiOn will be swept to
the gate and removed in picoseconds, leaving behind less mobile
holes.
These holes will begin a transport process towards the
Si-Si02 interface. Some holes will pass into the silicon, while
others will
become trapped at defect centers near the interface
of the gate oxide and the bulk siliconji] Figure 3 depicts
actual
shifts
in gate voltage as a result of ionizing radiation
as a function of dose for a p-channel transistor.

EXPER I MENT
A Cesium-137 gamma radiation source was used to irradiate
samples.
The maximum dose output of the supply was 27000
rad(si)/hr with a photon energy of 662kev.
Doses of 7.50E4,
1.50E5 and 3.0E5 were used.
These doses were chosen In an
attempt to simulate the results in Figure 3.
Capacitors and
transistors with oxide thicknesses of approximately 1000A were
used. These capacitors and transistors were fabricated using
R1T’s standard PMOS process.
After each radiation dose both
capacitors and transistors were tested returning to the exact
same devices on the wafer.
Id vs Vg curves were obtained using
the HP 4145A parameter analyzer and C-V curves were obtained
using Princeton Applied Research Model4lO C-V plotter.
RESULTS/D I SCUSS ION
Figure 4 Is representative of the three curves generated for
the three transistors tested.

Figure 4

VGSCvolts)

The curves for Figure 4 gave results similar to Figure 3, Leading
to the conclusion that ionization is the probable cause of
damage. The actual gate voltage shifts were somewhat lower than
predicted however this is believed to be due primarily to the
dose output of the source varying by approximately I0~ as a
result of a malfunction of the rotating platform that is supposed
to ensure uniform doses over the entire sample.
The results for the capacitors were somewhat peculiar.
Theoretically what was expected to occur was an Increasingly
negative shift
in the
flatband
voltage
with
Increasing
Irradiation.
Figure
5 is a representative of the three
capacitors tested. The data was extremely repeatable for all
three capacitors. The C-V curve for the first dose shifted more

negative which Is In agreement with theory. Any subsequent
actually shifted the additional curves more positive.

dose
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This is contradictory to what was expected.
If an examination of
the equation for the flatband voltage Is performed it Is evident
from this equation that when each individual term Is taken
Into
consideration, the metal work function, the surface state density
and the field oxide charge, that the shift In the flatband
voltage should continue to be negative.
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Figure 6 is an illustration of the photon interaction as a
function of photon energy. The Cesium-137 radiation source has a
photon energy of 662 key which puts it in the range of causing
Compton scattering.
As a result it can be summized that the
photon has a greater amount of energy than is needed to free an
electron from the target material which Is clearly In the line of
i on i zat I on.

0.01

0.1
1.0
PHOTON ENERGY IN MeV

10

100

Illustration of the relative importance of the three photon interactions as a function
of Z and photon energy. The solid lines correspond to equal interaction cross
section: for the neighboring effect:. The dashed line illustrates the situation
for photoninteractions with silicon.
FIGURE 6 t12

CONCLUSION
Radiation damage was observed in the curves of
both
transistors and capacitors, however in the case of the capacitors
It was evident that there was more occuring in terms of radiation
damage than simply ionization.
A more careful examination of
this phenomenon must be sought for it is known that it is
possible for a device to undergo a type of self anneal “REBOUND”
in which case the post radiation exposure gradual annealing of
the oxide trapped charge may cause the device characteristics to
behave contradictory to theoretical expectations.[3]
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BORON SOLID SOURCE CHARACTERIZATION
Kelly Baycura
5th Year Microelectronic Engineering Student
Rochester Institute of Technology

ABSTRACT
Standard Oil’s BN—975 planar diffusion sources
were used to fabricate integrated resistors. Dopant
transfer was done in a N2:02:H2 ambient at 975 C.
Two
methods of removing the crystal defect layer formed at
the surface, low temperature oxidation (LTO) and a
nitric acid soak, were evaluated. Successful layer
removal was achieved with the LTO.
The nitric acid
soak met with limited success.
I NTRODUCT I ON
Boron nitride wafers can be used as diffusion sources for
p-n
junctions.
This
method of diffusion alleviates the
uniformity and repeatability problems associated with spin-on
sources and gases.
It is also a much safer alternative to the
carrier gas system in which the dopants are found in toxic,
poisonous and corrosive liquids and gases.
Ion implantation, a
fourth method of Impurity doping, is limited by low throughput.
Planar source processing also results in fewer defects in the p
regions which leads to increases in carrier lifetime and current
gain and a reduction of leakage current [1].
When boron nitride is used as a diffusion source,
It is
mixed with silicon dioxide and formed Into thin wafers. These
wafers are approximately the same diameter as the wafers to be
diffused.
The amount of silicon dioxide used depends on the
desired temperature range. Lower temperature ranges require less
silicon dioxide [2]. Prior to use as dopant sources, the source
wafers must first be oxidized or activated.
This oxidation
converts some of the boron nitride to boric oxide (8203). The
boric oxide is transferred from the source wafers to the device
wafers and serves as the source of boron for the diffusion. Once
activated, the sources are good For 300 hours of use.
Between
runs, they must be stored at 400 C In dry N2. Prior to runs,
they must be stabilized for thirty minutes at 800 C In dry N2.
Transfer of dopant occurs during the sourcing step which is
done during a controlled Injection of up to four volume percent
H2 gas into N2 and 02 diffusion tube ambient. This Is known as
the hydrogen injection process. Typically, the sourcing step is
only one to two minutes long since the 8203 dopant glass is

almost instantly converted to boric acid (HBO2) [4]. Due to the
higher vapor pressure of H802 compared to 8203, the dopant is
transferred to the silicon surface of the target wafer [1).
Chemical reactions for source oxidation and target deposition are
shown below [2,3].

4BN

302

+

B203
2HB02

H20

+

+

251

-———>

---->

-—-->

2B203

+

2N2

2HB02
2S102

[1]

[2]
+

28 +H2

[3]

The H802 glass that is deposited on the target wafers must
be reduced in a nitrogen ambient. Excessive amounts of H802 can
lead to greater field oxide penetration.
Furthermore,
sticky
build-ups can occur on the quartz boat and inside the diffusion
tube. The HBO2 glass is reduced during a dry nitrogen soak step.
As a result of the soak step, a thin insoluble layer of silicon
boride, SIB, is formed at the silicon surface.
At this point,
the boron has been diffused into the silicon and the crystal
damage has been trapped in the SiB/Si interface [5).
The SiB layer must be removed by oxidation. A thin layer of
silicon below the SiB layer
Is also oxidized and removed.
Consequently, the defects trapped in the SIB layer are also
removed.
Oxidation can be accomplished by a low temperature
oxidation. Typically, LTO’s are done at temperatures between
700-800 C for times of ten to thirty minutes [1]. A nitric acid
soak done at 90 C for 30 minutes will also oxidize the SIB
surface [5).
The wafers can be four point probed prior to the LTO growth.
The resistance that
is measured is the resistance of the SIB
layer in parallel with the diffused layer below it [5).
A four
point probe performed after the LTO will yield the true sheet
resistance of the diffused layer.
This project involved the activation of the BN-975 planar
sources and the use of them to deposit boron on device wafers.
Specifically, the problem of removing the SiB layer that is
created during the diffusion process was addressed. Two methods
for removing this layer were compared and evaluated.

EXPER I MENT
A masking oxide of 3000-4000A was grown on three inch n-type
(100) sIlicon wafers with resistivities of 7.5—12.5 —cm. The
wafers were coated with KTI-820 photoresiSt and exposed using a
mask which allowed one half of each wafer to be completely
diffused with boron and the other half to be patterned with
diffused resistors, as shown in FIgures 1 and 2.
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The completely diffused half of each wafer provided areas for
four point probe measurements and for ellipsometer measurements
Irmiediately following the planar source
diffusion.
After
development, the silicon wafers were diffused at a temperature of
975 C for three different soak times of 15, 30 and 45 minutes.
The wafers were deglazed in 10:1 hydrofluoriC acid for two
to three minutes. The wafers then underwent either a LTO for 10,
20 or 30 minutes and an HF etch (18 wafers) or they were soaked
for 30 minutes In nitric acid at 90 C (6 wafers). Four point
probe measurements were taken prior to the masking oxide growth,
after the deglazing and after the LTO or the nitric acid soak.
Ellipsometer measurements were taken prior to and after the LTO.
Junction depths were measured after the removal of the Si-B layer
using the groove and stain technique.

RESULTS/DISCUSSION
For each diffusion time, four point probe measurements were
taken prior to the SIB layer removal and
fter oxidation.
Results of sheet resistance as a function of diffusion time can
be seen In Figures 3 end 4.
These graphs show three sigma
variance nd the uniformity of the deposition is evident.
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uccessful SiB removal for all three diffusion times was
achieved with the LTO method.
SiB removal is indicated by the
rise in the measured sheet resistance after the HF etch. The ten
minute LTO yielded the shortest HF etch time, but the SIB layer
was not completely removed.
Additional oxide had to be grown in
order to completely oxidize the layer. The thirty minute LTQ
yielded the best initial results.
The nitric acid soak met with limited success, since only
the SiB layer created during the shortest diffusion time was
removed during the nitric acid soak. Additional
soaking up to
thirty minutes did not remove any significant amount of the SIB
layer. The soak was discontinued at this point since it had
failed to be an effective oxidation method.
However, with
additional work, a variation of the nitric acid soak may yield
successful
results.
A higher soak temperature or a nitric acid
soak followed by an HF etch may remove the SIB layer.

CONCLUSIONS
A preliminary process for boron diffusion and SIB removal
for the BN-975 planar sources was achieved. The LTO method
yielded the best results.
However, preliminary data Indicates
that the nitric acid soak may work under certain conditions.
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DESiGN OF A FOUR—BiT MICROPROCESSOR A.L.U.
USING PMOS 10-urn METAL GATE TECHNOLOGY
John F. Bonaker
5th Year Microelectronic Engineering Student
Rochester Institute of Technology
ABSTRACT
A four-bit ALU chip based on a metal gate PMOS
process and 10-urn minimum geometries was designed. The
operations performed by the ALU included ADD w/carry,
SUBTRACT(2’s
complement), INCREMENT,DECREMENT,afld the
logic functions AND, OR, XOR, and COMPLEMENT.
Due to
space limitations no data or shift registers were
included on the chip. PMOS NOR gates and inverters
were used in the hardware Implementation of the logic
design. The ALU chip was laid out by using the ICE
(Integrated Circuit Editor) design tool.
INTRODUCTION
The Arithmetic and Logic Unit
(ALU) of a microprocessor
consists of a combinational digital system that can perform basic
mathematical
and logical
functions
in
parallel
on
each
corresponding bit of date taken from an accumulator register and
one other register, with the
result
fed
back
to
the
accumulator.This project consisted of the design of a 4-bit ALU
chip using the existing RIT PMOS process, with 10-urn design rules
and four masking levels (p-type diffusion, oxide, contact cuts,
end metal gate). The Integrated Circuit Editor (ICE) was used to
lay out the chip design. The chip size used was S000um X S000um.
The hardware implementation of the ALU consisted of only PMOS NOR
gates and inverters, with their combinations acting as universal
logic gates representing the OR, AND, XOR, and COMPLEMENT
functions of the logic design of the system. The ideal length to
width ratios for the NOR gates and Inverters were determined
based on the SPICE analyses of Jim Taylor of RIT, who designed an
RIT PMOS standard cell lIbrary{1].
Due to space limitations no data or shift registers were
included
in
the
chip design.
This ALU was a strictly
combinational circuit, with no clock signal used. All the data
end previously decoded operation instructions must be input to
the ALU pads. The connections to the outside world are power and
ground, four data lines each for the two Inputs, four lines for
the resulting output, Ciri and Cout (carry-in and carry-out) pads,
and three ‘select’ lines carrying the specific instruction to be
performed by the ALU. The Arithmetic and Logic Unit’s functions
Include ADD,
ADD w/carry, SUBTRACT (2’s complement), INCREMENT,
DECREMENT, and logic functions AND, OR, XOR, and COMPLEMENT.
Major functional blocks included in the design were full adders,
2-1 and 4-1 lIne multiplexers, and a combinational circuit that
expanded the capabilities of a full adder to include SUBTRACT,
INCREMENT, and DECREMENT operations.

Figure 1 shows the pinout of the ALU designed
In this
project.
It has four
lines each for the data input by the
accumulator (A) and one other register (B), and four
lines for
the output
(F).
The Cm
line and the SELECT lines combine to
specify the instruction set shown In Table 1.
Line S2
Is the
‘mode select’ that differentiates between the logic block and the
arithmetic block of the circuit by using a 2-1
multiplexer
for
each bit in the circuit.
FiGURE 1:
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TABLE

1:

INSTRUCTiON

OPERATION SELECT

SET

OPERATION

S2

Si

SO

Cm

o
o
o
o
o
o
0
O

0
0
0
0
1
1
1
1

0
0
1
1
0
0
1
1

0
1
0
1
0
1
0
1

F= A
F= A-+-l
F=A+B
F= A+B+i
F=A+B
F= A-B
F= A-i
F= A

1
1
1
1

0
0
1
1

0
1
0
1

0
0
0
0

AAB
A’~B
A~B

FUNCTiON

TRANSFER A
INCREMENT
ADD
ADD w/carry
SUBTRACT
DECREMENT
TRANSFER A
AND
OR
EXCLUSIVE OR
COMPLEMENT

One of the four bits of the logic block Is shown
in Figure
2.
The four logic functions are performed In parallel.
Next the
desired operation
Is
selected by the 4-1
line multiplexer
according to the SO and Si instructions as was shown In Table 1.
FIGURE 2:

LOGIC BLOCK

(ONE BIT)
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4-i

OR

F
XOR

COMPLEMENT

One bit of the arithmetic block is shown in Figure
3.
As
with the
logic block, the other three bits are identical.
With
the full adder, the Cout of one bit becomes the Cm
of the next
higher order
bit.
The full adder is used for parallel addition
with carry.
The combinational circuit placed
in front of the
full
adder
was designed to expand the full adder’s capabilities
to include the 1NCREMENT,DECREMENT, and SUBTRACT operations.
FIGURE 3:
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As shown in Figure 3, the inputs to the arithmetic block
Al and Bi. The accumulator input (Al) gets fed straight to
full adder. The Bi input gets manipulated prior to its entry
the full adder by the combinational circuit according to
logic table in Table 2. Conversion from B into Y follows
logic equation
Y= BS

+

85

This equation was developed with a
following logic table.
TABLE 2:

Karnai~igh

map

based

on

the

ARITHMETIC BLOC~< LOGIC TABLE

INPUTS

OUTPUT

Si

SO

Cm

B

Y

F= A+Y+Cin

o
o
o
o

0
0
1
1
0
0
1
1

0
1
0
1
0
1
0
1

0
1
0
1
0
1
0
1

Y=O
Y=O
Y=B

F=A
F=A+1
F=A+B
F=A+8+1

1
1
1
1

are
the
to
the
the

Y=1
Y=1

F=A+~+1
F=A—1
F= A—1+i (F= A)

If Y=0, the output is either F=A or F=A+1, depending on the
set value of Cm.
If the combinational circuit leaves 8
unchanged, the regular full adder operation of ADD or ADD w/carry
is the output.
If V becomes the complement of B and Cm
is set
to 1, 2’s complement subtraction is the result.
If Cin=0 and all
four bits of the second register are set to equal 1, the
decrement operation results because (1111) is equal to the 2’s
complement of (0001)
The logic design of a full adder is shown in Figure 4. This
is a standard circuit found in several textbooks, such as Ref.3
and Ref .4 in the bibliography.
FIGURE 4:
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In the actual Integrated Circuit Editor (ICE) layout of the
chip, only PMOS NOR gates and inverters were employed. Figure 5
shows how the OR, AND, and XOR gates of the logic design were
implemented in hardware.
An OR gate was made by inverting the
output of a NOR gate. An AND gate was made by Inverting both
inputs of a NOR gate. Whenever two inverters occurred in series,
they were cancelled out, as was
done
in
the
hardware
representation of the exclusive-or gate in Figure 5.
FIGURE 5:
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Figure 6 shows the hardware implementation of one bit of the
ALU design. The arithmetic block shows the combinational circuit
and the full adder, with sum S and Cout as outputs.
The logic
block shows the four
logic functions that are fed to the 4-1
multiplexer, with an output of F. The S and F outputs along with
mode select S2 would next go to a 2-1 line multiplexer not shown
in Figure 6, and the final output would result.

FIGURE

ONE BIT OF THE ALU
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FIGURE 7:
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_______
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RESULTS
Figure 7 shows the four types of gates used In the ICE
layout:
Inverters and 2, 3, and 4- Input NOR gates. The design
was based on 10-urn design rules and Incorporated four mask
levels:
diffusion, oxide, contact cuts, and metal. All of the
gates used PMOS enhancement drivers with active load transistors.
The optimum length to width ratios for each gate were based on
the SPICE analyses of Jim Taylor of RIT(2). These L/W ratios are
listed below.
LOAD
INVERTER
2 input NOR
3 input NOR
4 input NOR

DRIVER

L=5Oum
L=4Oum
L=5Oum
L=5Oum

W=lOum
W=lOum
W=lOum
W=lOum

L=lOum
L=lOum
L=lOum
L=lOum

W=4Oum
W=2Oum
W=2Oum
W=2Oum

The exact ICE layout of the hardware design of Figure 6 is
shown in Figure 8. ThIs ICE plot shows the arithmetic and logic
function blocks of one bit of the ALU. The dimensions of the one
bit
in Figure 8 are l300um by 2400um. The four identical bits,
one in each corner of the S000um by 5000um chip, were brought
together
in the finished design found in the appendix. The pads
were located in the center of the chip so that they would fit an
automatic probe card arrangement for testing the logic of the
chip after it was fabricated.
CONCLUSION
The design of the four bit ALU was completed.
Built
into
the logic design was the capability to add on two shift registers
to the arithmetic block. The design conforms to the current
fabrication capabilities at RIT,
including maskmaking, wafer
processing, and testing.
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CMOS PLA LAYOUT G~IERATION
Christopher D. Bryant
5th Year Microelectronic Engineering Student
Rochester Institute of Technology
ABSTRACT

A dynamic AND
dynamic OR type of PLA was designed using
a CMOS process and the layout was done on a CALMA system
using l.5um design rules. A PLA with 200 transistors was
completed and can be used to perform desired logic
functions.
-

INTRODUCTION
Programmable Logic Arrays have been used for many years as a
means of customizing logic design. PLA’s, as they are known,
provide a flexible and efficient way of synthesizing arbitrary
combinational functions in a regular structure.
The circuit is
based on a representation of Boolean functions &S a set of sum—
of-products terms.
The AND plane produces the distinct product
terms in the expressions; the OR plane collects these terms to
produce the desired outpUt5.
PLA’s can be fabricated in either
bipolar7 using ECL gates or CMOS using both P and N type gates.
For certain types of logic networks, large CMOS arrays can
achieve overall system speeds that compare favorably with ECL
devices, yet don’t have the problems associated with those
devices.
CMOS arrays are achieving a great deal of attention due
to their short path delays that are possible with high circuit
density (1).
There are three distinct types of PLA’s that can be implemented
and used for different designs, depending Ofl the size of the PLA,
the desired speed, and the timing sequence. They are the dynamicdynamic7 the dynamic-st&tiC~ and the static-dynamic. The two
terms are descriptive of the two separate planes~ AND-OR, that
provide the logic AND function or the logic OR function. Dynamic
means that the plane is always performing some type of function
while static means it performs a function only on specified clock
pulses.
Figure 1 shows the block diagram for a typical PLA.
The
chart on the next page shows some typical uses, timing, sizes and
current consumptiOn comparison of the three types of PLA’S. The
timing diagrams are shown in Figure 2 (2).
As can be seen the
uses of the PLA would be according to the design specifications
for the outputs being valid or the inputs being stable.
The
~in
concept
of
a
inputs/outputs are sampled while

static
plane is that the
the pull-up transistors are
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FIGURE 3 : INPUT BUr~*( DCPLOS ION

FIGURE 4 : O~PUTBUKE~°~°

disconnected.
This means that every line that is a logic “1”
~jscharges and every line that is a logic Ho., is floating. The
main problem with this is the pull-ups try to charge all lines,
including the
lines being pulled down.
If the pull-down
transistors are not strong enough, noise margin degrades. If the
pull-ups are not strong enough then the charge of the output line
is slow and if the pull-ups are too strong the circuit wifl
consume a lot of power. One possible solution to this problem is
to make the pull-up transistor with a W/L ratio of 1.

A

A

D
PL F~NE

I’
FInNE

FIGURE 1 : BLOCK DI~GRAN OF PLA

The focus of this project was on layout of the cells for the
PLA utilizing the CALMA system here at RIT.
By making cells,
others can customize the PLA to perform a desired logic function.
The dynamic-dynamic PLA was chosen because of the ease of the
clocking scheme along with its interesting nature. Defining the
PLA, including the schematic of the cells used, the number of
inputs and outputs~ and also the clocking scheme was a part of
this project.
Cell explosion schematics are shown in Figures 3
and 4 (3).
Figure 3 is the cell explosion for the input buffer
and Figure 4 is the output buffer.
The PLA designed was for a CMOS double-metal process using
the
ref ractory_POlYsilicon
techniques.
The ref ractorYPOlY
process uses metal placed on top of the polysilicofl to reduce the
resistance.
This also insures that the double-metal process is
22

used.
The double-level metal was
consumption and short path delays.

used because of its low power

The first step in the design process is developing the device
at the schematic level.
The majority of schematic capture tools
available today require a designer to start with at least a
behavioral description of the circuit.
The PL?~ description for
this design was arbitrary and was for demonstration purposes only.
This is true because the purpose of this project was to create the
standard cells necessary to help others redesign the PLA for a
specific function.
Assuming the device to be fully custom, the
next step is to layout the physical geometries for each
sking
level associated with the transistors in the schematic. Here is
where the CMOS, double level metal, polysiliCon gate process was
chosen.
DESIGN
PLA’s are essentially uncommitted logic gates where the user
determines the final logic configuration of the device. The basic
programmable array is the AND-OR logic in the familiar sum-ofproducts
(SOP)
representation.
A conventional schematic
representation is shown in Figure 5.
Its programmable logic
equivalent is shown in Figure 6 (4).
A.

a

FIGURE 5 : PLA SCI~MATIC REPRESENTATION
One reason for using the SOP expressions is their straightforward
conversion to very simple logic gate5.
In their purest and
simplest form they go into two level networks which are networks
for which the longest path through which a signal must pass is two
gates long (5).
Today programmable logic typically implements from 4 to 20
SSI and MSI logic devic s. This allows a reduction of size for a
system as well as an increase in logic power. Also with the use
of programmable logic, the designer is not limited to standard off
the shelf parts and, therefore, can use non-standard structures.
Another reason for its use is that designer! can compress multiple
levels of
logic into
a two level AND-OR structure, thus
simplifying the design and in many cases obtaining speed and/or
power advantages (6).

vI~ .6 a LOI~C ~QVWM~T

The PL~ for this project7 was designed for the ~4OS double
level metal process. The design rules used are for the l.5um
polysilicOn lines, and the masking steps for the process are
listed below in Table II. A cross section of th process ca.n be
seen in Figure v (7). The reason for using double level metal is
because if the PLA gets very large, to cut down on the resistance
of the poly gates, metal two can be tapped into the poly and it is
like having two resistors in parallel.

Table II Masking Steps for Double Level Cmos
(1) N—well
(2) Field Oxide
(3) N-well protection
(4) PolysilicOn
(5) N+ regions
I
(6) P+ regions
I
(7) Contact cuts
(6) Metal One
(9) Via Cuts
(10) Metal Two

[MRs
OMPL1MENThRY METAL OXIDE SILIEON
~.p~yOU•r

~

____

I

I

-

—

FIGURE 1 : CROSS SECTION OF CMOS
RESULTS
The schematics, shown in Figures 5 and 6, were drawn by hand
since logic simulation had been done already in November 1987
while on co-op at National Semiconductor in Santa Clara, the
program used for simulation was SPLA (8).
The reason for
simulation was part of the work that was being done in studying
PLA’s in general. The ne t step in the design was layout. This
was done
on the CALMA system in the CAD/CAM lab in the
microelectronics building at RIT. The library name used for this
project and where the cells can be found is called CMOSCDB.
25

All cells have been drawn, schematics have been constructed
and connection! to form the PLA has been completed. The PLA is
drawn such that it is rectangular.
The pad arrangement has not
been set because of the way the PLA can be rotated to provide
extra space. The number of transistors is approximatelY 200.

CONCLUS I ONS
A dynamic
dynamic PLA has been done and the layout is
completed.
It can now be programed to do any logic function that
is desired.
The cells used can be modified to provide the best
implementation for that desired function.
-
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A METHOD TO IMPROVE STEP COVERAGE OF
CONVENTIONAL POSITIVE WORKING PHOTORESIST
Dave Brzozowy
5th Year Microelectronic Engineering Student
Rochester Institute Of Technology
ABSTRACT
Positive resist coated wafers were Immersed in a
dilute alkaline base developer, such as 5:1 AZ351, for
a short period of time prior to exposure. The purpose
of this sequence was to improve development rate
discrimination of conventional positive photoresist,
which will enhance step coverage. A SEM comparison of
a 5 mIcron line/space pair pattern of AZ13SO resist on
a 1.2 micron step,
showed this pre-treatment yields
improved step coverage compared to a conventional
process.
I NTRODUCT ION
Currently with positive working photoresist, processing
difficulties arise transferring an optical image onto a wafer
surface with
large topographic features
(greater than
one
micron).
Multilayer resist schemes have been proposed with the
purpose of resolving these problems, but with added expense and
technical complexity as well [1,2].
The resist coverage problem can be seen by looking at the
cross sectional profile of applied resist, as seen In Figure la.
During application, the resist spreads out uniformly across the
wafer, and areas with large topographic features will have a
thinner resist coating. With any resist, a 20:1 development
discrimination
between the exposed and unexposed areas is
desirable [3). For positive resist, this means the unexposed
areas will
be reduced an amount equal to one twentieth of the
exposed areas when placed in developer. The area of concern is
the unexposed region with the thinnest resist coating, since when
placed in developer any thickness loss may be significant, as
seen in Figure lb.
FIGURE la: Unexposed Resist
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Profile of resist pre-development

FIGURE lb: Unexposed Resist
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Profile of resist post-development

FIGURE 2: Conventional positive resist formulation
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For a nominal initial resist thickness of 1.4 microns, and
topograghic features on the wafer being In the order of 1.2
microns, the resist thickness coverage will
only be
2000
angstroms on top of the tallest features.
The development needed
to clear a resist thickness of 1.4 microns, results in a
thickness loss of 700 angstroms In the unexposed areas using a
20:1 development rate discrimination.
In the valleys this
is
only a 5 percent thickness loss, but on top of the step this
amounts to a 35 percent thickness loss. A thinning of resist can
lead to masking problems and in extreme cases, there will be a
discontinuity over the step.
In order to increase the development rate discrimination,
which will reduce the thickness loss in the unexposed areas thus
increasing the step coverage, a simple pre-exposure treatment has
been proposed [4].
It involves the immersion of a photoresist
coated wafer, in a dilute alkaline base developer,
such as 5:1
AZ351, for a short time, typically between 15 and 30 seconds
prior to exposure.
The theory of the pre-exposure treatment is based on the
chemistry which takes place during development. Conventional
positive working resists consist of two key components, novolak
and naphthoquinofle diazide (NQD), as seen in Figure 2. The
novolak acts as the binder which controls the resist coating
quality.
The
NQD is the photoactive component which is
responsible for the change in solubility of the resist upon
exposure.
The exposed areas of the resist undergo a transformation of
being a base insoluble sensitizer, to a base soluble acid during
exposure [3]. When placed in developer the exposed areas are
easily dissolved.
A synopsis of the chemistry is shown In Figure
3. The unexposed areas, not altered, still
consist of novolak
and NQD.
Novolak by itself is very soluble in developer and
approximately 4000 angstroms per minute can be removed [3].
A
slower rate of dissolution In the unexposed areas is believed to
be a result of a base induced coupling between the novolak and
the NQD. The crosslinking reaction is shown in Figure 4.
FIGURE 3: Exposure chemistry
0
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FIGURE 4: Development chemistry of unexposed areas
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COULPING REACTION

In conventional developing it is believed this coupling
reaction does not happen to completion, due to the developer
being amply used in developing the exposed resist.
Thus fresh
developer Is not locally available to the unexposed areas so the
coulping can not effectively take place.
The pre-treatment
allows adequate time for the crosslinking to take place on the
surface, thus reducing the solubility of the resist at the
surface,
while
the
bulk
still
retains its photoactive
characteristic.
The
result
is
increased
development
discrimination, which stated earlier, will preserve the resist
coating on top of large topographies.
This study Is an Investigation on the effect
of
a
pre-exposure treatment on step coverage. KTI 820 and Hoechst
AZ1350 resists were examined.
EXPERIMENT
Large topographies were created by thermally growing a 1.2
micron layer of silicon dioxide, masking a 5 micron line/space
pattern and utilizing a wet etch to create the step.
After a
plasma ash and subsequent clean the wafers were ready for further
processing.
The wafers were primed with HMDS and coated with Hoechst
AZ1350 photoresist with an nominal thickness of about 1.4
microns. A prebaked at 90 degrees celcuis was carried out for 30
minutes in a convection oven.
At this point the wafers were
divided into two groups. One group of wafers were immersed in
5:1 AZ351 developer for a time varying between 15 and 30 seconds,
rinsed in DI water for 2 minutes, air dried and then were
selectively exposed. The other group went directly to exposure.
A Kasper contact mask aligner was used for exposure, which
emits strongly at the G,H, and I lines of the ultraviolet light
spectrum. The wafers were exposed using a 5 micron line/space
pair mask, which was aligned perpendicularly to the oxide steps.
The wafers were developed in 5:1 AZ351 developer for 60 seconds.
The exposures needed were approximately 90 mj/cm2 for the
pre-treated wafers, and 80 mj/cm2 for the standard group.
A
scanning electron microscope was used to evaluate the resulting
prof i 1 es.
A similar procedure was done with KTI 820 coated wafers, but
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processing difficulties precluded the completion of this study.
RESULTS/DI SCUSS ION
The step coverage of the conventionally processed wafers
compared to that of the pre-treated wafers can be visually
examined in Figures 5 and 6 respectively.
These are scanning
electron
micrographs, taken at a 5000 magnifIcation.
The
pre-treated wafer, which utilized a 30 second immersion time,
shows a better coverage over the step.
The processing difficulties Incurred with KT1 820 resist
were two fold. First, there was an initial adhesion problem with
the pre-treated wafers.
Secondly, adequate time should be
allotted for excess HMDS to evaporate or this could lead to
process deviations.
In this case the
resist
sensitivity
fluctuate depending on the amount of HMDS applied.
It should
also be noted if KTI 820 were used, the viscosity would have to
be adjusted so that the difference in resist thickness to oxide
height is in the order of 2500 angstroms or less so that a
noticeable difference in step coverage can be more readily be
seen.
CONCLUSIONS
A pre-exposure treatment using a dilute alkaline base, such
as AZ351, was shown to improve the step coverage in AZ1350
resist. The enhanced step coverage is believed to be a result of
increased development rate discrimination between exposed and
unexposed areas of the resist.
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FIGURE 5: ResIst processed in a standard manner

FIGURE 6: Resist processed with a pretreatment

Multilevel Netallization at RIT
Manuel N. Carneiro
5th Year Microelectronic Engineering Student
Rochester Institute of Technology

ABSTRACT

This
project
was
a
preliminary
study
of
an
aluminum/dielectric/aluminum
multilayer metallizatiOn
scheme.
Polyimide and spin on glass were compared
using
high
frequency
CV
analysis on fabricated
capacitors.
The simple processing involved showed
that good crack-free and adhesive fil s could be formed
with both materials although the polyimide was the more
ideal
CV
characteristics.
Test
masks
were
generated to measure via resistance and dielectric
breakdown in a bi-level structure. The Spin on Glass
processing was unsuccessful because of underetching of
vias.
The
polyimide
processing
was
successful
displaying good breakdown characteristics but high via
resistances.
INTRODUCTI ON
The new VLSI (very large scale integration) era is requiring
longer interconnect paths as the density and complexity of the
circuits
increase
[12.
In
circuits
of several hundred
transistors single level metallization becomes severely ii iting.
The
necessity for multilevel metallization is clear if we
consider the circuit performance characteristics. The effect of
this increase is best described by the equation El):
RC

(RS~(La)~EOX),xOX

(1)

where,
Ra
is the sheet resistivity of the connection, L
is the length of the connection, Eox is the permitivity of the
dielectric and Xox is the thickness of dielectric. It can be
seen from the above equation that time delays are due to a square
relation of the length of mt rconnects becoming an increasingly
limiting factor in performance.
The traditional dielectric for the purposes previously stated has
b en some type of CVD oxide [23. Recently, cost and reduced
complexity
in processing has prompted study of alternative
dielectrics.
It is the previous work of Robert Newcowb [3),
Christopher Knaus [42 and Eric Westerhoff [5) that has shown that
both polyimide and spin on glass can be used as an intermedi te
dielectric layer.
This further research is intended to extend
their
work so that these methods may become workable and
comparable.
In the past incomplete via cleanout, cracking, and
adhesion have been the limiting problems.
A modified curing

method will be used to attempt to solve the cracking and adhesion
problems.
It shall also be necessary to determine the best
method for via cleariout in the multilevel test scheme.
The comparison of the spin on glass and polyimide dielectrics can
begin by determining the capacitor voltage characteristics of the
dielectrics in a standard capacitor structure.
In current
process technology capacitance_Voltage measurements are standard
and required in determining dielectric properties t6).
The
analy is to be performed can be utilized to determine oxide
capacita.nCe~ threshold voltage and flatband voltage.
One of the i portant considerations of the multilevel prOcess iS
the dielectric strength of the intermediate layer. Each layer
must be able to simultaneously hold any necessary voltage with
no fear of parasitic conduction through the dielectric. This can
be accomplished by simply overlaying the two metal layers thereby
forming a capacitor structure.
Figure 1 is an example of this
dielectric breakdown structure.
The dielectric breakdown being
measured by applying a voltage on one metal with respect to the
other until a predetermined current density is measured.
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Figure l:CrosS section of breakdown structure [3).
The final test structures which are presented in Appendix A, the
ICE (Integrated Circuit Editor) layout~ contains six different
area capacitors on a die where four wafers will be processed at
four different dielectric thickness’s.
Another equally important characteristic is the proper formation
of
vias.
Geometric considerations cause via resistance to
increase with decreasing via size.
This via resistance can
adversely effect the time delay of circuits. The expected low
resistance of aluminum will necessitate the need for long via
chains.
Thi
method si ply involves dividing the measured
resistance
by
the total number of vias to determin
the
individual via resistance. The basic structure of the via chains
is presented in Figure 2.
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Figure 2:Cross section of via chain structure £3).
It shall be nec ssary to compare via resistance as a function
of, dielectric thickness and via size. For these reasons wafers
of different thickness (different spin speeds) dielectrics must
be prepared where each contains the varying sized via chains.
A thick thermal oxide (over 10,000 angetroms) wifl be grown prior
to the first metal evaporation, isolating the first level metal
from
the
substrate making
easurements of both dielectric
breakdown and via resistance easier.
This however will make
ellipsometrY measurement, to determine the dielectric thickness
impossible.
Fortunately
howev r,
the dielectric breakdown
structures
will
have a measureable capacitance which when
combined
with the calculated capacitance voltage values of
permitivitY (Eox) will allow us to indirectly determine the
thickness’s of the test structures.
~~IM~TAL

The proc s sequence shall be presented in abbreviated form, where
the full description is left for appendix B. This sequence was
to first make capacitors to take CV measurements, it could then
be seen if in a simply process, crack-free films with good
adhesion
dielectric
properties
were
possible using these
materials. The CV plots are presented in appendix C.
Using the generated test masks (Appendix A) both polyiside and
spin on glass bi-level structures could be processed for varying
thickness’s of the dielectrics.

Four three inch
polyimide coated
wafers
were
at
four
different
spin
speeds
given
below
obtain four different thickness’s of the dielectric:

f

Spin speeds (RPM’s)
1000
3000
5000
7000

I

processed
in order to

expected film thickness
greater than 1.0 microm ters
greater than 1.0 micrometers
aprox.
1.0 micrometer
less than 1.0 micrometerS

Also processed were four, three inch, spin on glass wafers. Each
received four different spin speeds, given below, in order to
obtain four different thicknesses of the dielectric.
Spin speeds (RPM’s) i

I

1000
2000
3000
4000

I

I

expected film thickness
(angstrOms)
2000
1680
1350
1150

Please refer to references [7] and [8) for information regarding
the choice of process cure times and temperatures.
The conclusion of this experimental portion was the measurement
of the via resistance and dielectric breakdown characteristics of
the
terials.
The HP-parameter analyser was used in both cases
with the plots presented in appendix D.
RESULTS

The CV plot results presented in appendix C show that the Spin on
glass had extreme surface state problems prior to sinter.
Ten
minutes at 400 C seemed to improve the dielectric to aluminum
contact sufficiently to alleviate this problem. The polyimide
did not show the extreme pre-sinter surface states but seemed to
also improve post-sinter.
Both the polyimide and spin on glass
CV curves are very positively flat band shifted. The dielectrics
are clearly not ideal situations but demonstrated sufficiently
good process and high frequency CV characteristics to warrant
continuation of the experiment.
The final test structures were more successfully processed in the
case of the polyimide dielectric compared to the spin on glass.
The spin on glass was severly underetched during the HF via
etch.
The high temp rature bake (400 C) intended to improve film
quality (prevent cracking) caused an apparent densifiCatiOn of
the film which increased expected etch rates in the HF. For this
reason
subsequent data of the bi-level metal structure is
presented for the case of the polyimide only.
In both cases however it was not possible to measure the
thickness
of
the dielectrics used in the capacitors with
ellipsometry techniques.
This would be necessary to determine
the
r.itivity of the materials.
The lack of these permitivity
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values prevented
the determination of thicknesses
of
the
dielectrics in the test structures.
This is the reason why
subsequ nt data is presented with respect to spin speed and not
thickness’ a.
The breakdown voltages presented in Table 1 were deter med by
choosing a current density of l6nAIurn2 where this value must be
calculated from the relation of equation 4.
J I/A (4)
where: J=current density
I=current
A=cros! sectional area of capacitor
The i-v characteristics of
appendix D.

the data for Table 2 is presented in

TABLE 1

I

Capacitor area (um2)

Breakdown Voltages (Volts)
Spin speeds

I

40k300
30k300
l5”~300

3000
26.64
21.08
26.00

I
I

5000
25.50
16.32
13.00

7000
4.45
3.20
2.40

The data of Table 1 shows the e pected trend of decreasing
breakdown voltage for decreasing film thickness (increasing spin
speeds).
Graphs 1 of the l5#~300 urn structure is representative
of the relation discussed.
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Graph 1: Breakdown voltage vs. dielectric spin speed
Table 2 contains measured resist ces of selected areas of the
four via chains for three different spin speeds.
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TABLE 2
via dimension (u)

30
20
10
5

I

I

I
I

individual via resistance in ohms
spin speeds
3000
7.80e9
9.50e9
4.20e9
5.63e9

5000
8.33e9
l0.5e9
4.26e9
4.40 9

7000
4.68e9
7.44e9
3.04e9
3.43e9

The 30 and 20 micrometer via resistance was measured using 12 of
the 114 via chain (the resultant resistance plots presented in
appendix B) and dividing the total measured resistance by 12.
Similarly the 10 and 5 urn via resistance was measured using 30 of
the 600 via chain (the resultant resistance plots presented in
appendi B) and dividing the total measured resistance by 30.
Table 2 demonstrates the expected trend f or decreasing via size
of increasing via r sistance for each measur d pair (5 compared
to 10 urn and 20 compared to 30 urn). Added to this is the fact
that no breakdown is apparent in the i-v characteristics from
which the resistance was determined.
Examining table 2 it is
seen that although the vias appeared cleared when visually
inspected during processing an aluminum oxide must have formed
(prior to the evaporation of the second level metal) which
resulted in the unduly high resistances.
It should be also noted that the working masks can only be
ligned to certain die areas because of proble s encountered with
the GCA photo-repeater.
The photo-repeater produced differing
spaces between die. Therefore die were properly aligned must be
searched for on the wafer.

CONCLUSIONS
The CV plot data demonstrated the feasibility of both spin on
glass
and
polyimide
as
dielectric materials.
Subsequent
processing of test structures demonstrated the polyimide as a
viable bi-metal dielectric. When using properly dated materials,
a sufficiently high curing method (such as to prevent cracking),
and an adhesion promoter (VM651), both good adhesion and a crackfree surface was obtained.
Further work using these materials
should include:
a)Examiniflg etch rates of spin on glass to eliminate
undercutting during the via etch.
b)An 1F etch prior to second level metal evaporation to
remove a suspected oxide formed over the first level
aluminum.
c)Studying the thickness vs. spin speeds of both
dielectrics discussed in this paper.

I would like to thank the course instructOr Mike Jackson for all
his help throughout this project. I also thank Scott Blondell
for
the
upkeep
of
the equipment and help in equipment
preparation.
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AUTOMATED DESIGN RULE CHECKING

Carl E. Conrad
5th Year Microelectronic Engineering Student
Rochester Institute of Technology
ABSTRACT
A Fortran Coded Design Rule Checker was written
to analyze
the output file of the RIT Integrated
Circuit Editor (ICE) program. The design rules for
the RIT 4LEVELPMOS process have been successfully
implemented for a die size of 1900 by 1900 square
micrometers.
INTRODUCTI ON
When allowing for the design of Integrated Circuits (ICs)
that are virtually unlimited in scope and creativity, a means of
automated Design Rule Checking (DRC) becomes a necessity.
The
Integrated Circuit is made up of individual layers, such as
Diffusion, Thin Oxide, Contact Cuts, and Metal.
These layers
combine together to form electrical circuits. A Design Rule
Checker is a computer program that analyzes the
layers,
individually and together, to see if there are any design flaws,
such as metal lines placed too close together, or contact cuts
being designed too small.
In keeping pace with the growing
field of IC fabrication, a Design Rule Checker will need to be
versatile in handling different technologies, increased layout
complexity~ and unusual layout designs.
The design rules that are checked are a combination of
processing
constraints
and circuit requirements, that if
violated, would result in ~o~-functiofling or defective ICs.
Spacing
and width checks are two example5 of processing
constraints.
Circuit requirements would incorporate checks
like:
are there more than one output leads connected together,
do all the power leads connect to the power rails, and are there
too many input leads being driven by a single output lead
Cf anout).
Four basic methods of Design Rule Checking have been
developed and published.
They are:
Corner Base, Expanding
Polygon, Deterministic Finite State Automata, and Raster Scan
method.
The Corner Base method performs the checks on the
corners of each structure (or box). At the corner, the program
examines the four quadrants around the corner, and based on the
presence or absence of the different layers, an error message is
given.
The Expanding Polygon method digitizes the individual
structures into polygons. By performing logical operations and
expansion/shrink steps on the layers with these polygons, error
messages are sent when the polygons overlap each other.
The
third method, Deterministic Finite State Automata, scans a small
structure through a rasterized file.
A numerical
state,
possible an error state, is assigned to the center location.
The value is determined by a “Look-up” table that is dependent

upon the presence or absence of different layers in the other
locations of the scanning structure.
The fourth method was
actually the first method developed. The Raster Scan method
rasteriZes the individual layers into separate binary arrays.
Then a square window (the size of the window depending upon the
geometry of the rule being tested) is scanned throughout the
individual arrays.
The patterns of l’s and 0’s, within the
window, are compared to stored patterns within the program.
Certain patterns flag errors, while other patterns indicate that
there j~ nothing wrong within the window. For a more detailed
explanation of any of the above methods, see references 1
through 3.
In this project, a Design Rule Checker was developed to
analyze ic designs created using the RIT developed, Integrated
Circuit Editor (ICE) program. The RIT 4LEVELPMOS Process was
chosen for its simplicity (four processing layers: Contact Cut,
Diffusion, Metal, and Thin Oxide).
The user generates his/her design in ICE, by interweaving
boxes of the different processing layers together. ICE is
capable of making boxes that are placed in either the X
direction or the Y direction.
Diagonal boxes, curves, and
circles can not be designed by using ICE. When the design is
complete, a CIF file is generated.
(CIF stands for Caltech
Intermediate Form.) From this CIF file, a raster file is
generated by another computer program, called RASTER (developed
by Thomas Kucmierz, another 5th Year Microelectronic Engineering
Student). The RASTER program reads in the CIF file and converts
the boxes into pixel elements. These elements compose a two
dimensional array. Upon completion of reading the CIF file, the
array is written to an output file, which is the Raster file.
Each element in the raster file represents a defined amount of
space on the actual IC surface. For example, the first version
of these programs are breaking an entire 1900 micrometer by 1900
micrometer IC into 190 by 190 array elements, making each
element representing ten square micrometers.
Each element
contains information of every layer that is present within that
location.
(The first page of the appendix has a 40 by 40
portion of an input RASTER file.)
Design Rules for version (1.0) of the DRC are:
1.) All boxes can not be smaller than io micrometers.
2.) All boxes must be on 10 micrometer increments of
each other.
3.) Width of Diffusion boxes cannot be smaller than
30 micrometers. Resistors are often designed smaller
than 30 micrometer widths. This program is a
checker, SO the results can be ignored since it c&fl
not interfere with ICE in generating the output files.
* 4.) Minimum spacing between Diffusion boxes is
io micrometers.
A 5.) Width of Thin Oxide boxes cannot be smaller than
io micrometers.
6.) Width of Metal boxes cannot be smaller than
40

,‘~

A

30 micrometerS.
7.) Minimum spacing between Metal boxes is 10 micrometerS.
8.) Contact Cuts (CC) are to have at least 10 micrometerS
of: Diffusion, Thin Oxide, and Metal urrounding the
Contact Cut. (For example, you have a 20 micrometer
Contact Cut box. There would need to be a Diffusion
box of at least 40 micrometerS under neath the CC,
a Thin Oxide box of at least 40 micrometerS the CC
goes through, and a Metal box of at least
40 micrometers to cover the CC with.)
9.) For transistors, there must be at least 10 micrometers
of Thin Oxide Indentation over the Diffusion area to
allow for misalignment of the Thin Oxide layer. If
there is no margin of error for the Thin Oxide, then
all the transistors, unless perfectly aligned, would
have incomplete gate regions and would not function.

Note: These rules may seem to be a re-instatement of the
first rule, but they are presented since they maybe
changed in future changes of the Design Rules, that
do not change the over-all minimum width rule.

The method employed within this DRC is based on the Raster
Scan, except that instead of a window check, there is a
“physical” check. The program checks one design rule at a time.
It scans the binary array for the presence of the layer in
question. At each spot the program scans the physical area
around the spot, to see if the rule was violated. If so, an
Error array keeps track of the error number that is associated
with the design rule being checked.
The output of this DRC is a multi-page, partitioniflg~ of
the Error output array and the transistor location array.
Included are two tables listing the error code messages and a
description of all the transistors. (See appendix for examples
of the four output items:
Error Array, Error Code table,
Transistor Description table, and Transistor Location Array.)
~~PER IME.NT

Figure 1 indicates the steps the program executes.
There
are three subroutines:
WIDTHC, SPACE, and SURROU. WIDTHC
checks the width of each box. It has two parameters passed into
it, the layer to be checked and the minimum width length. SPACE
checks the spacing between boxes. It has two parameters~ the
layer to be checked and the minimum spacing between the boxes.
SURROU checks to see there is adequate surround boxes around the
contact cuts.
The two parameters passed into it are the layer
to check for the surround around, and the minimum amount of
surround needed.

I
I
I
I

I

READ in RASTER File

I

Partition Layers
into different arrays

I
I

Cal]. WIDTHC (Diffusion, 30 microns)

I
I
I
I

Call SPACE (Diffusion, 10 microns)
Call WIDTI-IC (Metal, 30 microns)

I
I
I
I

Call SPACE (Metal, 10 microns)
Call WI1YI’I-IC (Thin Oxide, 30 microns)
Call SURROU (Metal, 10 microns)

I
I
I
I
I

Call SURROU (Oxide, 10 microns)
Call SURROU (Diffusion, 10 microns)

I

Locate all gate regions
and assign values to them

I
I
I

Group all the same gate
regions into one transistor number

I
I
I

I
I

Find opposite ends of each transistor
region, then determine transistor parameters:
X-Y location, Length, Width, Direction
Check Oxide Indentation over Diffusion Rule
Write out the Output file

I

I
I
I
I
I

I

I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
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I
I
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I
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Figure 1

RESULTS & DISCUSSION
On a Sunday evening, with twenty two users on a VAX-8650
mainframe, this DRC took twenty seconds elapse time, with eleven
CPU seconds.
(The CPU time is the actual amount of time the
computer devotes it’s attention to a given task.) The input
raster file was seventy two blocks of memory. The output file
was two hundred seventeen blocks of memory.
(Each block
contains five hundred twelve bytes, which is equivalent to five
hundred and twelve letters of the alphabet, that is 512 letter
A’s in a line.) The actual, executable machine language code
took 427,000 bytes of memory. The VAX-8650 allows for over two
billion bytes per task.
This indicates that larger arrays
(therefore larger IC’s) can be analyzed.

It has been suggested that the program should generate an
error output file that would be formated like a CIF file, and
would contain boxes round the areas where Errors were found.
This would allow the user to go back into ICE, recall his/her
original work, then overlay this new CIF file over his/her
original
design, to easily locate where the errors are.
Implementation of this process would require
a
complete
understanding of the CIF format, and an understa.ndiflg of how
this DRC work5, but should not be difficult to do.
If this DRC is going to be used on totally different
technologies, such as NMOS or CMOS, it is recommended to make
copies of the original source code and modify the copies to the
t chnology needs.
Trying to incorporate all the different
technologies into one program would make the program hard to
understand and would make the program very big with many
duplicate parts.
CONCLUSIONS
The developed DRC worked. It was written to make future
expansion easy to implement. Additional layers can be tested by
adding new Error messages for the layers~ and subroutine calls
to check the new layers.
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DETERMINATION OF MINORITY CARRIER LIFETIMES
USING THE CAPACITANCE-TIME TECHNIQUE
Patrick M. DeNero, Jr.
5th Year Microelectronic Engineering Student
Rochester Institute of Technology
ABS TRACT
Capacitance—Time (C—T) plots were generated using a
Micromanipulator model 410 CV system with a Yokogawa 3022
A4 x—Y recorder (with time base
activated).
MOS
capacitors were pulsed instantaneously from accumulation
into deep—depletion. The capacitance was then recorded
as the samples relaxed back to their equilibrium state
(Cmin). The method used to analyze the C—T data was
known as a ZERBST analysis.
A FORTRAN program was
created to handle the differentiating required for the
ZERBST plot.
Preliminary results indicate that this
set—up will accurately
determine
minority
carrier
lifetimes.
INTRODUCTION
Capacitance—Time (C—T) methods can be an extremely useful tool in
the monitoring of process flows in any modern microelectronics
facility. Thru the analysis of C—T plots, one can determine the
minority carrier lifetimes of given MOS structures. The monitoring
of lifetimes will indicate if a given process is going astray.
C—T measurements can be obtained using a simple MOS capacitor. The
depletion
region
of
a
capacitor
can
be forced into a
non—equilibrium
condition
by
pulsing
the
capacitor
from
accumulation to inversion by using a square wave as a toggle
voltage. This rapid change in bias causes a non—equilibrium to
occur in the depletion region of the capacitor. It is this very
fact that allows one to record the C—T response of a structure.
One is not allowing the minority carriers to be generated fast
enough to offset the rapidly changing bias on the gate.
In time,
the capacitor will relax to its equilibrium value (Cmin). The
recording of this event is a C—T plot, as shown below (1).
~Q)C

Figure 1:

~

Typical C—T Plot

/ Time

The minority carrier lifetime (Tg) of a device can be defined as
“the average time an excess minority carrier will live in a sea of
majority carriers.” (2). Zerbst proposed a method of evaluating
the C—T response so as to determine Tg. It is worth noting that
Zerbst’s analysis is the most widely accepted C—T analyzation
technique used today.
Zerbst’s derivation is given below, as
outlined in Nicollian and Brews’ MOS PHYSICS and TECHNOLOGY (3).
The following equation takes into account the total voltage drop of
a capacitor in the deep—depletion mode of operation. By Gauss’s
law:
Cox(Vg -.W(T))
where:

=

q(Ni(T) +~Nb(x)dx)
—o

(1)

Cox = Oxide Capacitance
Vg = Gate voltage
‘WNi(T)
T) = Instantaneous band bending
= Instantaneous
inversion layer carrier density
Nb(x) = Dopant density at position x
W(T) = Instantaneous value of depletion layer width

Differentiating Equation 1 with respect to time yields:
dNi/dT

=

—Cox(d~~/dT)

—

Nb(W(T))dW/dT

(2)

The depletion width at a given capacitance C(T) is given by:
W(T) =6si(1/C(T)

—

1/Cox)

(3)

Zerbst related the surface generation velocity (S)
neglecting the voltage drop across the inversion layer:

,w(T)

~4i(T) =qjxNb(x)dx
4,

Cs’.

to

W

by

(4)

Differentiating Equation 4 yields:
d’~i(T)/dT

=

gW(T)Nb(W(T))dW/dT

(5)

Combining Equations 2,3, and 5 yields:
dNi/dT

=

2.
—Nb(W)~si d/dT(Cox/C(T))

(6)

Equation 6 is Zerbst’s relation between the rate of change on the
inversion layer carrier density and the rate of change of depletion
layer width. Zerbst then related the generation in the bulk and
surface to the inversion layer charge density as:
dNi/dT =~j~(W(T)
where:

Tg

=

—

W(T=~) + NiS

minority carrier lifetime

(7)

Substitute Equations 3 and 6 into 7 yields:
ZERBST Equation:
—d/dT (Cox/C(T))

—

2Ni (Cox (Cmin/C(T) —1)

+

~ox S
~; 7~x

A Zerbst plot can now be generated by plotting:
—d/dT (Cox/C(T))
This plot will have a slope

=

Thus, once a C—T measurement
lifetime can be determined.

VS

Cmin/C(T)

—

1

(2~Nii~Cox)/(Nb*Cmin*rg)
is

performed,

th

minority

carrier

EXPERIMENTAL
The C—T response of MOS capacitors were measured
using
a
Micromanipulator model 410 CV plotter in conjunction with a
Yogowawa A4 X—Y recorder. Samples were pulsed from accumulation
into deep—depletion by manually altering (instantaneously) the
voltage across the gate. The X—Y recorder was then activated (time
base mode), thus measuring the capacitance of the system as the
capacitor relaxed back to Cmin. The experimental set—up is shown
in Figure 2:

Figure 2:

C—T measurement set—up.

RESULTS
A typical C—T response that resulted from the
capacitors is shown in Figure 3.

Figure 3:
Measured C—T Response.
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A Zerbst analysis was attempted on this C—T data.
However, the
differentiation required could not be performed on this data. This
data needs to be measured and then down—loaded by computer to the
VAX.
Observation of Figure 1 indicates that there is not enough
resolution between points to accurately determine the derivative at
each
point.
To assure the operation of the program that
differentiates the data, C—T data from Schroder’s ADVANCED MOS
DEVICES (4) was entered as input, this is shown in Figure 4. The
resulting ZERBST plot that was generated (using a FORTRAN program
to perform the differentiation) is given in Figure 5. This
produced a minority carrier lifetime of 470 microseconds.

CONCLUSION
In this study, a method of measuring minority carrier lifetimes
(Tg) was presented.
There was not enough resolution in C—T
measurements performed in this work to perform Zerbst’s analysis.
However, a program was written that implemented Zerbst’s analysis
effectively on C—T data.
It appears
that
one
needs
to
differentiate C—T data that is down—loaded from actual measurements
(rather than extract data by hand) in order to achieve meaningful
results.
Once this is carried out, it appears that this method
will be a convenient technique for measuring Tg of a device.
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16 x 1 nMOS STATIC RANDOM ACCESS MEMORY DESIGN
W. David Dougherty
5th Year Microelectronic Engineering Student
Rochester Institute of Technology
ABSTRACT
A Static Random Access Memory (SRAM) was designed
using a 2 micron minimum geometry, nMOS fabrication
process on an Apollo design station.
In addition to
the SRAN integrated circuit, test structures were
included to help characterize the process and design.
The chip contained over 200 transistors on a die size
of 800 square microns. Simulation results predicted an
access
time
of 50 nano—seconds.
The pads were
configured to fit a 20 pin probe card to facilitate
automatic testing.
INTRODUCTION
The design of any complex integrated circuit needs to be
reduced into its component parts. A hierarchical approach can be
used in which circuits are built from the bottom up.
Cells are
made to represent the commonly used parts and combined to form
the final circuit.
*MentorGraphics is a design software company
that has implemented this approach to VLSI design.
As shown in Figure 1, the first phase of any hierarchical
design is the creation of the basic cells. These schematics are
then entered into the computer through the NETED software
package.
NETED is a schematic capture program which converts
circuit diagrams into nodelists. These nodelists, in conjunction
with
a
transistor
Models
file,
define
the
circuit,
interconnections, and the device characteristics of the nMOS
transistors.
Circuit simulations are performed with the MSIMON software
package.
This program is similar to SPICE but optimized for MOS
devices. For each cell, input waveforms had to be determined in
order to provide thorough simulation of all combinations of
inputs. Results often indicate the need for changes to the
circuits.
After the cells operate correctly, they are combined
and tested in larger groups.
After correct circuit simulation layout is performed.
This
is the transformation of the schematics into the various levels
* NETED, MSIMON, CHIPGRAPH and DRACULA are
of MentorGraphics Corporation.
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of an integrated circuit. In the nMOS process the following
layers were needed; n+ diffusion, n implant, poly—silicon,
contact cuts and metal.
The CHIPGRAPH program is used to
graphically represent these layers. Standard cells for the more
commonly used circuits are laid out first, then combined.
The
remainder of the circuits were added on to this array and created
the actual SRAM chip.
Input/Output pads were carefully placed
for convenient automatic probing based on RIT’s probe card
configuration.
After layout each cell was verified using DRACULA, a design
rule checker, configured to check the layout against Head—Conway
design rules. DRACULA catches the human errors associated with a
large scale integrated design.
EXPERIMENT
The fundamental cell in the 16 x 1 SRAM was the memory cell,
shown in Figure 2.
This cell consists of two cross coupled
inverters with depletion mode transistor loads and two pass
transistors.
This cell uses the bit lines BL and BL_ which
contain the data signal, its complement, and the Row Select,(RS).
When a memory cell is going to be accessed RS goes high, which
biases the pass transistors and allows data to flow into or out
of the cell.
The sense amplifier, shown in Figure 3, also uses two cross
coupled inverters, however there is a pass transistor to ground
controlled by the SENSE signal and no pass transistors on the bit
lines.
The sense amplifier’s function is to boost the output
signal during the read cycle and to be off during the write cycle
and dormant states. This is important because the bit lines are
run in poly—silicon and through pass transistors so losses are
expected to occur between memory cell and outputs.
The SENSE and RS signals are provided through two line
decoders, one of which is shown in Figure 4. This circuit
provides a 2 to 4 decoder function. Using one as a row decoder
and the other as a column decoder, all 16 memory cells can be
individually addressed. The line decoder is a pass transistor
network which only functions when the chip enable,(CE) line is
high. AO—3 are the address lines.
These components were combined to provide a 4 x 1 memory
element.
This combined 4 memory cells, sense amp, and line
decoder. Additional control logic for Write Enable,
(WE), was
added as a component of the SENSE signal and DATA was connected
to the bit lines. The circuit was then simulated by providing
force pulses which would write a ‘1’, read a ‘1’, write a ‘0’,
read a ‘0’.
Once these functions were performed successfully, this
column was replicated four times to create a 16 x 1 memory array.
This circuit was simulated, modified and the final circuit is
shown in Figure 5, in which the actual circuits are represented

L.ImI .~I
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52

FIGURE 5: SRI~14 F NCTION~L DIAGPJ’2M
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symbolically in the various blocks labeled cell,
row decoder.

sense

amp

and

Layout followed a similar technique starting with the
creation of basic cells.
Special effort was made to have the
SRAM cell and sense amp be the same size in order for the control
lines
to
run together efficiently.
The cells were then
replicated and combined to form the correct functional groups.
Many revisions were performed to achieve a compact design.
Finally power and ground lines were added creating the need for
further modification.
Test structures including; enhancement and depletion mode
transistors,
a 4:1 ratio inverter, diffusion,
implant and
poly—silicon resistors, a 21 stage ring oscillator, two inputs of
a line decoder and a single memory cell were added to allow for
design and fabrication checks. The pads were configured to fit
an existing probe card making automatic probing possible.
RESULTS
Figure 6 shows the delay between the forcing of the chip
enable signal and the row and column select (RO and CO) lines
going high.
This creates a fundamental constraint of
50
nano—seconds access time for this chip.
Figure 7 shows the
resulting output for all the possible actions in a memory cell.
Cycle A with the WE line pulsed high indicates the writing of a
‘1’ into the memory cell when the RO signal is high. During the
B cycle the WE signal is low signifying a Read Enable, when RO
goes high the output is valid and the corresponding ‘1’
is read
from the cell on the output, (OUT) pad. Cycle C and D represent
the writing of a ‘0’ and the reading of a ‘0’ respectively.
Figure 8 contains the layout of the memory cell. The EL and
BL_ lines are run vertically in polysilicon, while Vcc, Gnd and
RS are run horizontally in metal.
The regions in
which
polysilicon overlap diffusion a transistor is created. This
layout corresponds clearly with the cell schematic of Figure 2.
Figure 9 is the layout for the line decoder.
Due to the
nature of pass transistor networks this logical function is
accomplished with the minimum consumption of silicon real estate.
On each of the four columns the upper two transistors comprise
the AND function and the lower two create the NOR function.
Figure 10 contains the sense amplifier and its associated
control logic.
The signal lines are run horizontally in metal
across the bottom driven by super buffers.
Super buffers are
capable of very large drive currents and help overcome parasitic
line losses and threshold drops that occur
through
pass
transistors.
They do detrimentally add delay onto the read and
write cycles.
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CONCLUSION
The final chip is shown in Figure 11.
The actual sR~r~i
portion of the chip fills 800 square microns and contains over
200 transistors. The IC requires four address lines, 2 control
lines, 2 Input/Output lines in addition to power and ground. The
circuits simulated successfully and predicts an access time of 50
nano—seconds for a given Read/Write operation. It is anticipated
that this project will be fabricated at RIT in the future.
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FIGURE 11: SRAM IC LAYOUT
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RESPONSE SURFACE METHODOLOGY USING EXPERIMENTAL DESIGN
Jamshed H. Duhash
5th Year Microelectronic Engineering Student
Rochester Institute of Technology
ABSTRACT
A Central—Composite Full Factorial design was performed
in aiming to optimize the develop and bake processes on
KTI 820 resist and KTI
934 developer
using the GCA
Wafertrac.
The responses
looked at were critical
dimension and resist thickness after development with
the
independent
variables of postbake temperature,
postbake time and developer time.
Analysis of the data
was done using SAS as a software tool
I NTRODUCT ION
Repsc~n~e surface methodology, or RSM,
is a collection of
mathematical
and
statistical
techniques useful
for analyzing
prrhlems in which
several
independent
variables
influence a
dependent
variable or
response.
Often,
they are employed to
optimize the response.
The first step in RSM is to find a suitable approximation of
the
relationship between the response or the random variable and
the set of independent variables.
A low-order polynomial in some
range of the independent variable is employed.
If the response
is well
modeled by a
linear
function of the
independent
variables,
then the approximating function is the first- order
model.
If there is curvature in the system, then a polynomial of
higher
degree must be used.
The method of least squares is used
to estimate the
parameters
in the approximating polynomial.
Response
surface analysis
is then done in terms of the fitted
surface.
If the fitted surface is an adequate approximation
of
the true
response function, then analysis of the fitted surface
will be approximately equivalent
to analysis of the actual
system.
If
not, revisions to the initial guess will be decided
or~ from the results obtained.
RSM is a
sequential
process and
the objective is to quickly and efficiently lead the experimenter
to the general vicinity of the optimum.
C)nce this region has
been
found. a more elaborate analysis is performed to locate the
optimum.
To effectively use RSM three things must be
kept
in mind:
I)
a through
understanding of Experimental
Design,
2)
or
appropriate statistical software tool and 3) a good understanding
of the process to be optimized.
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The three basic principals of experimental
design are
replication,
randomization,
and blocking.
Replication requires
the repeatation of the experiment at
it’s
center points which
allows experimenter to estimate the experimental error.
This
becomes a unit of measurement
for determining whether
the
observed differences
in the experimental
data are actually
statistically different and thus gives an accurate representation
of the effects of the different factors.
Randomization requires
both the allocation of the experimental materials and the order
of the experimental
runs to be randomly determined.
Thereby
“averageing out” the effects of extraneous factors.
A ‘Block’ is
defined as a portion of the experimental material that should be
more homc,genc;us that the entire
set
of materials.
Blocking
involves making comparisons among the
conditions of interest
within each of these blocks.
Thus,
blocking
is defined as a
technique used to increase the precision of an experiment.
The purpose of the experiment
was two fold.
First,
to
determine the effects of three factors:
1) Postbake temperature
(ranging from 120-140C, in increments of 5C),
2)
Postbake time
(ranging from 90-l30secs,
in
increments of
lOsecs),
and 3)
Develop time (ranging from 21-25secs, in increments of
isec)
on
the
responses:
1) Critical dimension (4um pitch) and 2) Resist
thickness after development.
The second, was to find the optimum
operating
conditions to
simuitaneou’ ly maximize the
resist
thickness after development and minimize the
critical
dimension
1 OSS.
EXPERI MENT

The resist evaluated was KTI 820 and the developer was KTI
934 with a one to one dilution with
Dl water.
The resist
thickness after development was measured on a Lietz system at
Kodak and the critical dimensions were measured on the Nanoline
system at PIT.
The model used was based on the assumption that all
third
order and above
interactions were negligable or did not exist.
This assumption is based on prior knowledge of the system and was
believed to be an accurate assumption.
The model for this
experiment is stated below.
THICKNESS, CD’s
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=

F ~ POSTBAKE TEMPERATURE
POSTBAKE TIME
DEVELOPER TIME
(POSTBAKE TEMPERATURE)
(POSTBAKE TIME)
(DEVELOPER TiME)
POSTBAKE TEMPERATURE ~ POSTBAKE TIME
POSTBAKE TEMPERATURE * DEVELOPER TIME
POSTBAKE TIME * DEVELOPER TIME ]

The selection of an experimental
design
is based on the
complexity of the model
The design
selected was a Central
Composite
Full Factorial 2 design.[1] This was
selected based
on the complete
information that could be obtained from using
this design type with the least number of
runs.
They were 8
Farrtorial Point runs, 6 Axial Point runs and 4 Center Point runs,
for a total of 18 runs.
.

-

An interactions table, was
set-up and the
18 runs were
determined.
The
runs were randomized to keep with the general
principals cf experimental design.
A listing of the runs and the
randomized sequencing is shown in Table 1 below.
(For a complete
understanding of how the table was set-up and how the runs were
randomized please refer to Reference 3.) The basic processing
sequence began with growing a wet thermal oxide of approximately
5000
A.
This was followed by applying resist on the wafers at
5000 rpm for 30 secs with the standard RIT program which would
give us an
initial
resist thickness of 1.4um.
The randomized
runs with the various different develop and bake cycles were
performed next.
The resist thickness after development and
critical dimensions were then measured at three points on each
wafer, top, center and bottom.
B_TEMP

B_TIME

D_TIME

REP
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1
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100

22

1
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135
125
135
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~
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RESULTS
The measured resist thickness after development and the critical
dimensions measured were recorded in table 2.
Measurements were
taken from three locations on each wafer, top, center and bottom.
In table
2 below, TAD refers to the thickness after development
and CD refers to critical dimension.
REF #~

:

~
1
~
~
1
~
1
1
1
1
I
1

I
1
2
2
3
3
4
4
5
S
6
6
7
7
8
8
9
9
10
10
11
11
12
12
13
13
14
14
15
15
16
16
17
17
18
18

TOP
TAD
CD
TAD
CD
TAD
CD
TAD
CD
TAD
CD
TAD
CD
TAD
CD
TAD
CD
TAD
CD
TAD
CD
TAD
1
CD
TAD
CD
TAD
CD
TAD
CD
TAD
CD
TAD
CD
TAD
1
CD
TAD
1
CD

(A)
(urn)
(A)
(urn)
(A)
(urn)
(A)
(urn)
(A)
(urn)
(A)
(urn)
(A)
(urn)
(A)
(urn)
(A)
(urn)
(A)
(urn)
(A)
(urn)
(A)
(urn)
(A)
(urn)
(A)
(urn)
(A)
(urn)
(A)
(urn)
(A)
(urn)
(A)
(urn)

13222
1.91
13240
1.89
12937
2.03
12688
1.85
13636
1.89
12569
2.23
12986
2.01
12650
1.98
13678
1.97
12882
1.93
12787
1.85
132~5
1.88
13548
1.91
13209
1.93
13254
1.89
12546 1
1.96
1
12869 1
1.77
1
13213 1
1.90
1
TABLE 2
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CEN

-

12571
1.90
13116
1.82
13038
1.87
12417
1.85
13508
1.85
12512
2.04
12760
2.14
12687
1.82
13548
1.92
12858
1.85
12737
1.86
13226
1.84
13643
1.86
13015
1.78
13177
1.80
12800
1.93
12418
1.77
12964
1.92

BOT
13258
1.89
13119
1.85
12930
1.90
12546
1.94
13544
1.87
12678
1.87
12902
1.86
12783
1.90
13585
1.92
13017
1.92
12899
1.94
13270
1.87
13670
1.86
13003
1.82
13226
1.78
13032 1
1.92
12579
1 1.85
1
1 12951 1
1 1.82
1

MEAN

SD_DEV

13017
1.90
13158
1.85
12968
1.93
12550
1.88
13562
1.87
12586
2.04
12882
2.00
12706
1.90
13603
1.94
12919
1.90
12808
1.86
13243
1.88
13620
1.84
13076
1.84
13219
1.82
12793
1.94
12622
1.80
13042
1.88

386.66
0.01
70.74
0.04
60.43
0.90
135.55
0.05
66.01
0.02
84.34
0.18
114.23
0.14
68.65
0.08
66.98
0.03
85.71
0.04
82.95
0.05
23.25
0.02
64.08
0.03
115.63
0.08
38.97
0.06
243.09
0.02
228.55
0.05
147.66
0.05

EXPERIMENTAL DATA

1
1
1
1
1
1

1

Implementing the obtained data on SAS we obtain a F
value,
and a PR
value for each dependent
variable, that is, AVGCD
(average critical dimension), STDCD (standard deviation of the cd
values),
AVGTAD (average resist thickness after development) and
STDTAD
(standard deviation of the resist
thickness
after
development).
The F
value is defined as the ratio of how well
the model fits the experimental data to the actual
experimental
data and so for a good approximation we would like this number to
be very large42] The PR or probability value is defined as the
probability or the confidence of the model and ideally would be
in the range of .05, which is a 95~ confidence level.
A
summary
of these values is presented in table 3.
DEP VARIABLE

F-VALUE

PR-VALUE

AVGCD

0.59

0.7729

AVGTAD

0.83

0.6063

STDCD

1.51

0.2857

STDTAD

0.76

0.6539

TABLE 3

-

SAS ANALYSIS VALUES

Clearly we see that the model
is
insignificant
and this
could have been due to one of many reasons.
We could have had ~
lot of varibility in the process or the factors that we looked at
could not
have explained the variability.
Also, the rang~ of
values we looked at may not have been in the correct area.
A
lack-of-fit analysis followed and this was to determine if we had
accounted for all the terms that we should have.
This was to
check
if the assumption made regarding three factor and above
terms being negligable was a valid one.
From the F value and sum
of
squares
value obtained we were able to justify making that
assumpt ion.
Finally, to decide on an optimum run or
set of runs,
we
compared the means and the standard deviations of both the resist
thickness after development and the critical dimensions.
The run
that
gave us the
least
resist
thickness
loss
and the best
critical
dimension with the
lowest
standard deveation
wa~
Refrence run
9 with a resist thickness after development of
13603A (STL) = 66.98) and critical dimension of 1.9um (STD = .0~)

CONCLUSION

The optimum run was determined to be reference run
9 with
the following parameters.
Bake temperature = 120C, Bake time
liOsec, and Develop time = 23secs.
The
resist
thickness after
development
was measured as 13603A with a standard deveation of
66.98 and the
critical
dimension measured was
l.9um with a
standard deveation of 0.03.
As a follow up to this experiment I would decrease range on
the bake temperature and increase the range on the develop time.
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DEVELOPMENT AND EVALUATION OF CHLORINATED GATE OXIDES
David H. Fatke
5th Year Microelectronic Engineering Student
Rochester Institute of Technology
ABSTRACT
The effect of TCA tube cleaning and oxidation on
mobile ion contamination for the growth of gate oxides
was Investigated.
It was found that the TCA tube clean
had a major effect in reduction of mobile ions, while
the TCA gate oxide process employed had a negligible
effect.
I NTRODUCT I ON
It has been reported that chlorine doping can be used to
Improve the electrical performance of thermally grown oxides.
Improvement over dry oxides has been reported In the following
areas;
1)
increased minority carrier lifetimes, 2) increased
growth rates, 3) mobile ion passivation, 4) decreased size and
density of oxidation induced stacking faults, and 5) increase in
the average breakdown fields realized II]. Possible drawbacks to
a chlorinated oxide include complication of process, safety,
degradation of oxide at very high chlorine levels, and possible
etching of substrate in more highly doped areas.
There are many chlorine sources commercially available for
use in the microelectronics industry, but the obvious choice for
reasons of safety, ease of use, and
purity
Is
(1,1,1)
Trichloroethane —->
(TCA).
Other possible sources Include C12
gas, HC1 gas, and TCE (trichloroethene). TCA Is much safer than
either TCE or HC1
chlorine sources. Using TCA eliminates the
possibility of extremely costly HCI leaks caused by the corrosion
of regulators, and the loosening of gas jungle fittings. As far
as worker safety is concerned, TCA Is the safest of the chlorine
source chemicals. OSHA lists the PEL’s of these chemicals as the
following; J.C.S. TCA = 350 ppm, TCE = lOOppm, HC1= Sppm [2].
Permissible exposure levels (PEL’s) given above correspond to an
employee’s permissible average exposure in any eight hour shift
of a forty hour week [2]. TCA also offers the advantage of being
much cleaner than HC1. TCA can be made up to 99.9999°h pure, many
orders
of
magnitude
lower in contamination than current
electronic grade HC1 [3]. TCA is not subject to the variability
of contaminants such as iron and moisture which are common in HC1
[2].
Purity is the factor cited in uniform and controlled growth
of oxides with high dielectric strength and minority carrier
lifetimes [2].
For this experiment a J.C.
Schumacher TCA system was
employed.
This system uses nitrogen as a carrier gas for the
TCA. The N2 is bubbled through a temperature controlled bubbler
apparatus and the TCA/N2 mixture is combined with an excess of 02
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before entering the furnace.
The crux of the evaluation of the new gate oxide process
will
be in terms of the effect that chlorine In the oxide has on
mobile ion (i.e.
sodium)
contamination.
The hypothesis that
chlorinated oxides offer the advantage of mobile charge gettering
over dry 02 growths will
be
investigated.
The reduction
in
mobile charge seen
in chlorinated oxides is said to work via
sodium gettering in the oxide
itself.
The neutralization of
positively charged mobile ions observed in TCA oxide is generally
attributed to reactions of the mobile
Ions with the chlorine
incorporated
in the oxide as it is thermally grown.
As far as
exactly how the gettering works, the precise mechanisms of the
mobile charge neutralization are not yet well understood.
The
best proposal at this point in time
is that the mobile
ions
simply become trapped when they reach the vicinity of chlorine
Incorporated in a Si-0-Cl bond, where chlorine is
substitutional
for oxygen [4].
To determine if TCA does indeed getter Na+ ions, a C—V bias!
stress test will
be
implemented on oxides grown by the dry 02
process (pre tube clean), dry 02 (post tube clean), and the new
TCA process (post tube clean).
In the bias stress test the wafer
is heated to 200 degrees C.
to facilitate the movement of mobile
ions
in the oxide.
At the same time, a positive bias is applied
to a particular MOS cap.
The bias and the high temperature are
held on the MOS cap for 5 minutes to insure complete movement of
all mobile ions.
The positive bias applied works to move all
of
the positively charged mobile
ions away from the Si02/ Al
interface and toward the Si! Si02 interface.
This has a tendency
to shift the flatband voltage to the left, (toward more negative
voltages).
After 5 minutes
,
the chuck
Is
cooled to room
temperature and the bias is taken off of the MOS cap.
A plot of
C-V characteristics is then obtained to obtain a
(-)Vfb value.
The whole process is then repeated with a positive bias to yield
a (+)Vfb value.
The mobile ion density can then be computed
using Equation (1) below:
Na+ =(Cox!q) ABS(Vfb(-)-Vfb(+))

(1)

where Cox is computed using Equation
(2),
Na+
is
charge density
in
ions~’cm2,
and the Vfb’s are
described above from the bias stress C-V plots.
Cox= Cmax(from CV plot)

the mobile
obtained as

/ Area of MOScap (2)

The effective mobile
ion concentrations calculated using the
above formulas will
be compared, to determine If the new oxide
process has indeed improved RIT’s gate oxides and if the TCA tube
clean has had any effect.
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EXPERIMENT
A standard set of MOS caps was fabricated using the
temperatures, times, gas flows, etc were all recorded and are
contained in the process sheets found in Appendix Ii.
( For a
outline of all
processes used see Appendix I.) The growth was
basically a 1000 degree C., dry 02, 1 hour oxidation followed by
a N2 anneal at the same temperature for 30 minutes. These
conditions yielded an oxide thickness of approximately 650
Angstrocns.
These capacitors were then tested on a Princeton
Applied Research (Model
410) high frequency C—V measurement
system equipped with a Temptronlc TP36 Thermochuck system, for
the thermal stress bias test. First the MOS caps were measured
to get a pre—stress C-V curve. The gate voltage was swept from
(+)20 to (-)20 volts DC with a 1MHz AC signal.
For consistency
all measurements were taken with the lights on. After the
pre—stress C—V curve was obtained, the MOS cap being evaluated
was biased to -15 volts to move all of the mobile charge In the
oxide to the S102/ Al
interface.
This bias remained applied
while the wafer was heated to 200 degrees C. for 5 minutes.
After the wafer was cooled back down to room temperature, the
bias was removed and a second shifted C—V curve was obtained.
The entire stress bias routine was then repeated with a +15 volt
bias.
Once again another shifted C-V curve was plotted on the
same axis. The change in flatband voltage was then read from the
C-V plots
((+) bias value (-) bias value).
This shift in
flatband voltage was then converted to an effective total mobile
Ion concentration using the equations outlined in the theory.
The next step was to ‘condition’ the oxide tube with TCA so
that existing mobile ion contamination would not effect the
results of the TCA process. During the clean, temperatures were
kept
higher than the standard gate oxide temperatures to
incorporate more chorine in the tube, and in turn increase the
efficiency
of the mobile charge passivation taking place.
Immediately after the tube was cleaned another set of wafers was
oxidized with the current dry 02 gate oxide process, as a means
of a truly fair comparison with the TCA oxides.
In the final phase of the project ‘new’
MOS caps were
fabricated using the new TCA gate oxide process (as outlined on
the TCA gate oxide process sheets contained in Appendix I.
This
oxide was grown immediately following the second dry 02 process
In the cleaned tube to make the comparison truly valid.
The
‘new’
MOS caps were then tested in the same manner as the ‘old’
MOS caps. The data obtained for the older gate oxide process
MOScaps, was then compared to the data obtained for the new gate
oxide process. Appropriate conclusions were drawn as to the
effectiveness of the new TCA gate oxide process as far as mobile
charge is concerned.

RESULTS AND DISCUSSION
The results shown in Table 1 indicated a 1.96e
12
lons/cm2
(32%)
improvement
in mobile
ion contamination after the tube
clean (via comparison of the pre and post clean dry 02 results).
The TCA gate oxide process showed a reduction in mobile charge of
.07 e 12 ions/cm2 (8%)
over the standard dry 02 gate oxide
process.
It
is unlikely that the new TCA Gate oxide process
reduced the effective mobile ion levels in the TCA MOS caps,
as
the standard deviation of the measurement was greater than the
resultant improvement.
However, it was clearly evident that the
TCA tube clean employed did have a profound effect on reducing
mobile ion levels.
Table 1

:

Mobile Ion Levels and Vfb Shifts

Parameter

Process 1

Process 2

Process 3

I Vfb shift

H

8.74 volts 1

2.76 volts

2.56 volts

I

Na+ (ions/cm~2)

H

2.87e 12

0.91e 12

0.84e 12

I

Na+ Std. Dev.

H

0.23e 12

0.14e 12

0.12e 12

Where;
Process 1
Process 2
Process 3

=
=
=

standard process
standard process after TCA clean
TCA gate oxide process

Although the TCA gate oxide process had
little effect on
reducing mobile charge,
the other possible benefits such as
increased minority carrier lifetimes, increased average breakdown
voltages,
and decreased stacking faults
should be evaluated
before the process Is ruled out as a viable alternative to the
standard dry 02 gate oxide process.
CONCLUSI ONS
The TCA tube clean process was found to be an effective way
of reducing mobile charge.
Although the TCA gate oxide process
employed was found to have
little effect on
mobile
ion
contamination
in a
single run,
I
recommend that the process
should be used as a means of keeping the system clean between
major tube cleans.
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APPENDICES
Appendix I
Appendix II
Appendix III
APPENDIX I

:

: Processes Employed
: Processing Sheets for MOS Caps
: Sample Experimental C-V Curves
Processes Employed

I) Standard Dry 02 Gate Oxide Process Parameters
Oxide Thickness Target; 650 Angstroms
Tube temperature; 1000 degrees C.
02 Flow Rate; 5 1pm.
Time; 60 minutes
II) TCA Gate Oxide Process
Oxide Thickness Target; 650 Angstroms
Tube Temperature; 1000 degrees C.
Initial Dry 02 Protective Oxide Growth
02 Flow Rate; 3.2 1pm.
Time; 10 minutes
TCA Oxide Growth
Bubbler Temperature; 25 degrees C.
N2 flow Rate; 160 sccm.
02 flow Rate; 3.2 1pm.
Time; 35 mInutes
02 Purge
02 Flow Rate; 3.2 1pm.
Time; 5 minutes
III) Gate Oxide Anneal
Tube Temperature; 1000 degrees C.
Time; 20 minutes
N2 Flow Rate; 6 1pm.
IV) TCA Tube Clean
Tube Temperature; 1100 degrees C.
Time; 3 hours
Bubbler Temperature; 25 degrees C.
N2 Flow Rate; 250 sccm.
02 Flow Rate; 5 1pm.
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CMOSFET DEVICES
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DESIGN,FABRICATION AND TESTING

Robert J. Forness
5th Year Microelectronic Engineering Student
Rochester Institute of Technology
ABSTRACT
Metal-gate
CMOS
(Complimentary
Metal
Oxide
Semiconductors)
devices were designed, fabricated and
tested.
The design was actually a simplified test
chip, with diffused resistors, individual NMOS and PMOS
transistors, and various gates (inverter,NOR,NAND,etc).
The fabrication took place with the use of a p-type
well in order to fabricate both types of transistors on
the
same n-type substrate.
Testing yielded only
working resistors, as difficulties in the metal 1 ization
step of fabrication caused the thickness of the gate
oxide to reduce significantly enough to cause a direct
short between the drain and source regions of both
transistor types.
This did not allow for a direct
determination of necessary future
Ion
implantation
correction doses, but estimates for a range of feasible
results were determined.
INTRODUCTION
The 1980’s have become known as the era of VLSI.
With the
number of transistors per chip reaching into the range of one
million and above, power dissipation has become a fundamental
limitation.
This is where CMOS technology is advantageous.
The
power characteristics for CMOS are extremely low in comparison to
NMOS technology,
which dominated the 1970’s.
In the Infancy of
CMOS, lower speed and poorer packing density, as well as process
complication,
did not allow for a favorable comparison with NMOS
circuitry.
However, with the shrinking of transistors to as
small
as
0.5 mIcron channel-lengths for VLSI applications, the
current delivered by p-channel
devices can now approach the
current capabilities of n-channel devices of the same size.
New
techniques used for interconnects and other
new approaches to
CMOS
(retrograde wells,
epitaxy,
device isolation, etc.) have
allowed for very dense circuits to be fabricated.
Processes for
CMOS and NMOS technologies are now both very complicated, with
the difference in complexity being reduced to almost nothing.
The prominence of CMOS
in
industry
leads to the great
interest
in this project at R.I.T.
The technology used in this
project is an expansion of the existing metal-gate PMOS process.
The metal-gate is considered fairly primitive In Industry, but it
is to be used at R.I.T.
until the capability of polysilicon for
a self-aligned process
is developed.
Another major step in
commercial processing is ion implantation, which is necessary for
two reasons:
one
is the fact that CMOS devices should be
relatively lightly doped for proper operation and,
secondly,
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enhancement mode devices are necessary, with Ion Implantation the
only way possible to shift threshold voltages In the proper
manner to obtain these devices. One goal of this project is a
first estimate of the necessary implant doses for the shifting of
the threshold voltages in such a way that enhancement mode
devices are obtained for NMOS and PMOS transistors.
The CMOS design, shown in Figure 1, consisted of diffused
resistors for each diffusion level,
individual
PMOSFET and
NMOSFET transistors, as well as CMOS devices (including an
inverter, a ring oscillator, and various gates). The reason for
using diffused resistors in the design is for the ability to
monitor each diffusion step for the necessary characteristics,
i.e.
sheet resistance and surface concentration.
Individual
n—
and p-channel devices were designed for both a thin oxide and a
thick oxide below the gate.
This allows for the threshold
voltages for both actual devices to be determined directly, and
also the threshold voltage of the field oxide in the same manner.
The other devices
in the design will be tested to characterize
the basic CMOS device performance in simple circuits.
The actual
fabrication of these devices was performed
following
the six-level process utilized by James Pollard
previously at R.I.T. The NMOS devices were fabricated by first
developing a relatively lightly doped p-type well in the n-type
substrate. The n-type drains and sources were then diffused into
this region.
The PMOS device was processed by simply diffusing
boron into the n-type substrate.
As seen in Figure 2, the cross—section of a CMOS device,
heavily doped p+ and n+ regions have been placed next to the
oppositely doped device. This is done in order to prevent a
phenomenon known as latch—up. Latch—up is a problem which occurs
in CMOS when a four-level
pnpn structure is formed during
processing.
This
two—transistor bipolar configuration can
destroy normal circuit operation. The addition of these “plugs”
helps
to isolate the individual devices and thus prevent
latch-up.
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The reason for using a p-type well Instead of an n-type well
Is highly process dependent.
In industry, both types of wells
are commonly used. However, here at R.I.T., n-type wafers are
most often used, and thus the pwell is used. Another reason for
using the pwell is that this well has to be relatively deep in
order to contain the n—type drain and source. Boron is the
dopant used to develop the pwell, and the fact that it Is slower
in diffusing than phosphorous, which would be necessary to
develop an nwell, allows for a more controllable deep drive-in.
EXPER I MENTAL
The CMOS design was generated using a computer-aided design
program called ICE
(Integrated Circuit Emulator). Each of the
six necessary process levels are defined within this software as
CIF
files, which are used stored in a file from which it is
possible to generate a master reticle and ultimately from this
reticle, a working mask for each level of the process. Prior to
fabrication, the process was characterized using SUPREM, with
full
results summarized in Appendix A.
SUPREM allows the
calculation of junction depths for each diffusion and respective
sheet resistances and carrier concentrations for each level of
diffusion. SPICE simulations were also done on the individual
devices and on the CMOS inverter with full results in Appendix B.
The following table is a summary of the results from SPiCE and
SUPREM.
Table 1: Summary of SPICE and SUPREM
Junction Depth
I

pwell
I
I

7.2 u
I
I

NMOS
I
I

3.8 u

I
I

I
I

I
I

3.88 ohms/sq
I
I

2.0 u

Threshold Voltage
I
I

2576 ohms/sq
I
I

I
I

PMOS

Sheet Resistance
I
I

-0.26
I
I

75.0 ohms/sq

I
I

—1.11

The fabrication sequence took place via the process shown in
Appendix C. Field oxides of 5000 angstroms, grown in atmospheric
steam,
were
commonly
used
throughout
the
process.
PhotolithograPhY took place with the use of KTI 820 photoresist
and ZX-934 developer. The GCA Wafertrac was used to coat and
prebake the wafers, while batch development was used after
exposure on the Kasper contact aligners.
Spin-on dopants were
used for each of the three diffusion steps, with a short
predeposition step, followed by the stripping of the spin-on
glass prior to a drive-in step.
Ellipsometer readings were taken after each oxide growth,
and four point probe measurements following the diffusion steps.
These tests were performed on control wafers used throughout the
process.
A gate oxide of 850 angstroms was desired, with the
growth taking place in a dry oxygen ambient.
Metallization was

the final
step,
with the layer being put down in an evacuation
chamber.
Testing after the completion of fabrication utilized
the Hewlett-Packard 4145B Semiconductor Parameter Analyzer, which
allows for the measurement of anything from resistance to
transistor characteristics to individual gate performance.
RESULTS
Originally, six wafers were to be used in the process, three
for
control
and three for device wafers.
One control wafer was
broken before any processing took place.
This
left a control
wafer to monitor the NMOS diffusions (this included the pwell
also) and PMOS diffusion.
Misalignment for the second level took
place due to the improper generation of the alignment marks on
the mask.
This was only a problem on one of the device wafers.
However,
prior to alignment at the fifth photolithography level,
the two device wafers which had proper alignment were shattered,
thus already decreasing the yield to 337. before processing was
even completed.
Resistivity values from four point probe results after each
predeposition
step
(for a complete summary of results, see
Appendix D) showed that the pwell and PMOS drain and source were
similarly doped,
while the NMOS drain and source was heavily
doped.
This was
not originally desired,
but
the
pwell
resistivity yields a doping concentration of 3e14, which is not a
problem.
The PMOS drain and source region were thus more lightly
doped than desired,
but again this
should not have been a
problem.
The oxide growths all took place as desired,
with the
final
field oxide only having a thickness of around 2000
angstroms.
The reason for the thinner oxide at this level was to
reduce the drive—in time for the NMOS drain and source, so as not
to drive it through the previously diffused pwell.
The gate
oxide grown was approximately the 850 angstroms desired, thus
allowing a comparison with the SPICE and SUPREM models.
SUPREM
showed a gate oxide of approximately 900 angstroms for the gate
oxide growth conditions, while this thickness was used
in all
SPICE simulations for the MOS models.
The same could not be said for the junction depth values
in
comparing the results to the SUPREM simulations.
The junction
depths obtained by the groove-and-stain technique did not match
up with those found using SUPREM.
This has long been a problem
at R.l.T., with the values found in SUPREM not matching up with
actual
data.
In the case of the n—type spin—on dopant, however,
the one used is a combination of phosphorous and arsenic,
while
only
one element can be modeled using SPICE.
The sheet
resistances determined by the measured resistor values do not
make
sense
In themselves, or when compared to SUPREM.
However,
in comparing resistor values for the same size resistors for each
diffusion
level,
the pwell is the most highly resistive and the
NMOS is the least resistive.
This leads one to believe that the
NMOS drain and source were the most highly doped region and the
pwell the most lightly doped.
The problems
in determining the

sheet resistances and resistivities of each diffusion can be
attributed to the spin-on glasses used as dopants. The coverage
and uniformity over the entire wafer is not good, thus leading to
Inconsistency across the wafer.
Though the modeling of device parameters did not yield
positive results, the device performance should still have been
good.
However, this was not the case. As was stated previously,
before fabrication was even completed, the device yield was
already down to 337~.
With the misalignment which also took
place, the yield on the lone device wafer was down to about
thirty chips.
The diffused resistors yielded
the
proper
characteristics in both values and linearity. However, no MOSFET
devices could be found anywhere on the wafer.
When trying to
obtain the characteristic curves of the transistors, a short
between the drain and source of both transistor types was
observed.
This lead to an investigation of the gate oxide.
Inquiries into other gate oxides, grown In the same tube, around
the same time,
indicate that the quality of the gate oxide was
extremely inadequate. This, combined with the fact that the
metallization step required three separate runs during processing
due to a shutter design problem which did not shield the wafers
prior to aluminum evaporation, led to the conclusion that working
MOS devices were highly unlikely.
CONCLUSION
CMOS device fabrication at R.I.T.
is feasible.
The poor
results obtained can be attributed to low quality oxides and
metal 1 ization problems, which are both correctable.
Secondly,
Ion implantation is a necessity for both threshold voltage
correction (see Appendix o) and the actual doping of the drain
and source regions.
This will allow for more controllable and
repeatable junction depths and sheet resistances.
Until this Is
realized at R.I.T., planar diffusion sources should be used to
get a more uniform and constant doping profile. With the above
improvements and slightly better simulation packages, CMOS at
R.I.T. will be a reality.
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APPENDIX 0
SUMMARY OF RESULTS
Su

ary of Oxide Growths

Lithography Level

Oxide Thickness

1
2
3
4

4089A
4321 A
4500A
2000 A
850 A

1

-

Final Field Oxide
Gate Oxide

I

Four Point Probe Summary
V/I
pwell
PMOS
NMOS

48.55
54.3

1

-—-—

Resistor Values for
Constant Size (47 squares)

Psh

CONC

220
246

3.0e14
2.8e14

---

----

Groove and Stain Results

Resistance (ohms)
pwell
PMOS
I NMOS

1

No data for predep.

I

324.2
213.4
140.6

Junction Depth

pwefl

5.5u
1.2u
2.8u

1 PMOS
NMOS

Threshold Adjust Implant
-assuming a Beam Current of 10 uA
-Boron must be implanted for
both NMOS and PMOS Vt correction
I
1
1

Vt Adjust(volts)
+1
+2
+3
+4
+5

DOSE (atoms/cm~2)

I

2.69E11
5..38E11
8.06E11
I.08E12
1.34E12

I
I

CHARACTERIZATION OF THE PERKIN-ELMER MODEL 140 PROJECTION
ALIGNER EXPOSURE SOURCE AND MODELING OF RESIST PROFILES

Arthur Shaun Francomacaro
5th Year Microelectronic Engineering Student
Rochester Institute of Technology
ABSTRACT
A correlation between scan speed and exposure dose, was
obtained for the Perkin-Elmer Model 140 Projection
Aligner to Facilitate accurate resist profile modeling.
A photovoltaic cell collector with filtering was
mounted on a modified wafer chuck to acquire exposure
data.
The relationship between scan speed and exposure
was found to be linear when plotted on log-log scale
and predictable to within 57~. Lines of 1.4 urn in
Shipley 1400-27 resist and 1.6 urn in KTI 820 resist
were successfully imaged. Modeling of the scanner’s
output aerial image via PROSIM (Perkin- Elmer resist
profile model) was performed with fair results.
INTRODUCTION
The Perkin-Elmer 140 Projection Aligner uses a scanning
slit exposure system and 1:1 projection optics to create a
uniform exposure capable of high resolution over the entire wafer
surface.
Figure 1-A shows the unfolded projection optics, and
one should note that the Image and object planes are conjugate
planes located at a radius r . The optical system shown in
Figure 1-B consists of a spherical concave primary mirror, a
concentric spherical convex secondary mirror, and an array of
three flat folding mirrors. The radii of the primary and
secondary mirrors are adjusted to create an annular region of
nearly perfect optical imagery for the object/image plane. The
array of three flat folding mirrors is included so that the mask
and the wafer may be locked together in a single assembly for a
single direction scan.t1]
The projection optics used have several Inherent
advantages. The geometry promotes telecentriCitY evidenced by
the parallelism of the principal rays to the system axis at each
focal plane. This allows the mask plane to depart from the
nominal object plane and system focus can be preserved as long as
the wafer plane is displaced by the same distance from the
nominal image plane. This Is exactly the case as the mask and
the wafer are locked on a single assembly. The all-reflective
optics mean there are no color aberations and the entire spectrum
of the illumination source may be utilized. Narrow band filters
are not needed thereby avoiding the substantial light loss and
Interference effects caused by the filters.
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Figure 1-A: Projection Optics

Figure 1-B: Projection System
with Folding Mirror Array

The High Performance Condenser system HPC pictured in
Figure 2 supplies uniform, intense ultraviolet and visible
Illumination to the projection optics.
A high pressure mercury
lamp is imaged on a slit that controls the width of the field of
the projection optics. The lamp energy passes through an
aspheric corrector, which is a lens with a reflective coating on
half of the back surface and is reimaged by the reflective
portion of the aspheric lens onto the primary mirror. The
aspheric lens acts as a secondary mirror and superimposes a 7.5x
magnified image of the mercury lamp onto a 1.0 mm slit.
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Figure 2: High Performance Condenser Assembly

The energy then passes through the slit to a torroid mirror that
acts as a very strong field lens and via one flat fold mirror
Images the energy onto an aperture. The aperture permits
simultaneous variation of energy throughput and cone angle of
illumination. There exists the inherent trade-off between better
resolution (cone angle) and exposure dose (energy throughput).
After the stop, the energy is Imaged onto the mask plane via a
fold and a relay mirror. The HPC assembly also contains an
actinic filter used to block the UV radiation when viewing the
wafer for alignment, and a light-sensitive diode for monitoring
the mercury lamp intensity and internally adjusting the carriage
speed to maintain a given exposure.
Although the carriage speed controls the exposure dose, it
is desireable to know the actual exposure dose in units of
mJ/cm2, a fairly standard unit in any literature research or data
collection. Since the exposure is a scanning slit mechanism,the
irradiance had to be collected and integrated along the slit and
the wafer surface. The detector is a photovoltaic cell that
converts input photons to electric pulses. These pulses are then
sent to the integrating radiometer which has a built—in
sensitivity of 2.36E-3 amp*cm/watt. The radiometer sums the
pulses, and thus the input photons over a small time constant,
and the result is a measure of amp*secs. The amp~secs are then
divided by the sensitivity factor to arrive at the irradlance in
watts/cm2. The total exposure Is equal to the integration of the
output current and can be found by dividing the radiometer output
current amp’secs by the senstivity factor amp*cm2/watt.
The collected data will be used as Input for PROSIM, a
Perkin-Elmer resist profIle simulation. The calculation by
PROSIM requires three steps:
Image, Rate, and Develop.
Image
requires exposure device characteristics In order to generate an
aerial Image output.
Rate requires the input of remaining resist
thickness vs. time in the developer (Perkin- Elmer DREAMS
software) to produce the dissolution rate vs. depth for each
incident exposure. The thickness vs. time data Is generated via
DREAMS which uses interferometry measurements during development
to record signal strength during development time. Develop needs
the Image and Rate outputs to arrive at the final simulated
resist profiles.
The goal of this research work was to develop an In-line
method of measuring the total exposure dose in milli-joules per
square centimeter, and then to use this data to successfully
model profiles in the resist exposed with the Perkin-Elmer Model
140 scanners.
EXPER I MENT
A wafer vaccuurn chuck for the Perkin-Elmer 140 Projection
Aligner was modified to hold a radiometer detector head, as
depicted in Figure 3. An International Light model XR14OA
collector with an additional neutral density of 2.0 was used in
conjunction with an IL700A integrating radiometer to measure the
exposure dose for scan speeds ranging from 10 to 999. The
addition of the neutral density filter was neccessary to avoid

saturation of the Integrating radiometer and to prevent
photo-multipl lcatior~ In the collector. A relationship between
the scan speed and the exposure dose was established. This data
was used in the subsequent processing and modeling of Shipley
1400-27 and KTI 820 resist films on four inch silicon wafers.
Ten four Inch wafers were cleaned using the RCA process.
The wafers were then primed with HMDS spun on at 4000 rpm for 20
secs and coated with either Shipley 1400-27 or RTI 820 resists
dynamically dispensed at 500 rpm for 5 secs and then ramped up to
a final spin speed of 5000 rpm for 20 secs. The resultant 1 urn
resist films were then prebaked in a convection oven at 95 C for
20 mins. These wafers were processed through the Perkin-Elmer
Model 140 Projection Aligner and then developed in a beaker. The
Shipley resist was developed in diluted Microposit 351 and the
KTI resist was developed in diluted KTI 934, both of varying
concentrations. The process was then optimized for each resist
using image critical dimension measurements of line/space pairs
and SEM analysis. The Perkin-Elmer scanner was operated in the
manual mode and one Is referred to the operation manual for the
actual procedure.
The PROSIM model was performed to set up the aerial image
using the scanner device parameters which were a numerical
aperture of 0.17, a partial coherency factor of 0.6, a
Illumination wavelength of 436 nm, and a defocus distance of 2.0
urn.
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Figure 3: Modified Wafer Chuck and Integrating Radiometer
RESULTS
The relationship between the scan speed and the exposure
dose was found to be non-linear with doses ranging from 530mW/cm
down to 52mW/cm. The data is shown In Figure 4. The
correlation is repeatable and exposure doses can be predicted to
within 54~~ of actual using the linear relationship obtained on a
80

log plot, shown in fIgure 5. The resolution capabilities using
the scanner were found to be 1.4um for the Shipley 1400-27, and
1.6um for the KTI 820. Both resists were capable of resolving
finer geometries but without any llnewldth control, as evidenced
In Figure 6. Optimum Processing for the Shipley resist included
exposure at a scan speed of 50 and development In 351 developer
diluted 4:1 (DI:dev) for 25 seconds. The KTI 820 was exposed at
a scan speed of 65 and developed In KTI 934 developer diluted 4:3
(DI:dev) for 25 seconds. The PROSIM image profile, shown In
FIgure 7 was set up and can be used for resist profile
s I mu 1 at i on.
exposure dose vs scan speed
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CONCLUS iONS
Three goals were achieved with this work. The scan speed was
correlated to exposure dose with 5% accuracy for the Perkin-Elmer
Model 140 Projection Aligner. The process paramet rs were set up
for both the Shipley 1400-27 and the KU 820 resists. Thirdly,
the scanner aerial image was successfully modeled via PROSIM.
ACKNOWLEDGEMENTS
Scott Blondell for his Invaluable work on the detector mount and
his help with getting the projection aligner up and running.
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DESIGN OF A 4-BiT PMOS PARALLEL COMPARATOR AID CONVERTER

Amel Gaddo
5th year Microelectronic Engineering Student
Rochester Institute of TechnologY
ABSTRACT
This project dealt with the design of a
4-bit PMOS parallel
comparator analog-to-digital
converter. Using a predesigned comparator circuit,
the rest of the logic was
completed. Circuit
analysis was performed using SPICE simulation.
Circuit layout was done using integrated Circuit
Editor (ICE). The PMOS process consists of four
masking levels; diffusion, thin oxide,
contact
cuts, and metal.
INTRODUCTION
There are various circuits to accomplish A/D conversion,
some of which are parallel-COmParat0r~ successIve_aPProxImatIon,
digital ramp, and
Integrating A/D converters. The parallel or
flash converter was chosen for this project since it is the
simplest and fastest of all of the other types. The disadvantage
of this type of converter Is the complexity of the hardware.
Since the number of comparators needed Is 2EN
1, where N is
the desired number of bits, the number of comparators doubles
for each added bit.tI)
-

FIgure 1 shows the basic architecture of a 4-bit parallel
A/D converter. The number of comparators and reference levels
needed is 15 and 16 , respectively. The analog signal voltage,
Va, Is fed one input of each of the comparators simultaneously.
The other input Is connected to a reference voltage, Vref. The
voltage reference is tiered down Into equal steps through the
resistor ladder. The output of the voltage comparators will be
low for all those whose Vref is greater than Va, and high for
those which Is smaller than Vat2). Figure 2 shows the output
states of the voltage comparator.
The segment detection logic circuit, refer to FIgure 1, is
used to simplify the design of the encoder. it consists of
fourteen 2-Input NOR gates where one input is the output of one
of the comparators, and the other is the inverted output of the
comparator below It. The logic symbol, Boolean expression, truth
table, and circuit design are shown In Figure 3.
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Basic Architecture of a 4—Bit AID Converter
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THE advantage of the segment detection logic is that only one
segment output will be high at a time since the output of the
NOR gate is high only when both inputs are low. This In turn
will make the design of the encoder easier.11]
The encoder design consists of eight NOR gates where four
of them have four inputs and the rest have three inputs. The
outputs of each two adjacent 4-input and 3-inpt NORs are fed
into another NOR gate whose output correspond to a certain bit.
The digital output generated by the encoder corresponds to the
highest comparator activated by the input voltage times the size
of the voltage reference step. The Input of each of the eight
NOR gates is taken in the following manner : A binary code is
assigned to the output of the segment detection logic from
(0001
1110) where the left most number corresponds to MSB and
the right most to LSB. If LSB is equal to 0, then the output is
fed to the first and second NOR gates of the encoder, while if
the MSB is equal to 0 then the output is fed to the seventh and
eighth NOR gates.
-

ABQ
001
010
100
110

Q= A+ B
Figure 3.

Logic symbol, Boolean expression, and Truth
table of a NOR gate

EXPER I MENT
SPICE simulation was used to analyze the subcompoflentS of
the AID converter circuit. These include the comparator circuit
and the NOR gates. The transistor model used in these simulations
Is the following:

Substrate doping
Oxide thickness
Channel Length Modulation
Surface Mobility
Junction Depth
Surface State Density
Source and Drain Resistance
Gate to Source Capacitance
Gate to Drain Capacitance
Gate to Substrate Capacitance
Junction Capacitance

=
=
=
=

=
=
=
=
=
=
=

1.2e15 ICC
700 Angstroms
0.02 /V
200 sq—cm/V—S
2 Microns
BEll /sq-cm
100 OHMS
3.45 nF
3.45 nF
1.38 nF
98.6 uF
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The circuit layout was performed using the Integrated Circuit
Editor (ICE).
RESULTS/D I SCUSS ION
The PMOS circuit used In the comparator Is basically a
differential amplifier with the Inverting input tied to the
analog input. The differential amplifier Is designed to use
two Inverters with the source of their drivers coupled and
driven by a current source, as shown in Figure 4. The ratio
of the pull-up to pull-down of the Inverters is 400:1 for
optimum gain. The current source was designed to supply
9.06 mlcroamps and has an output impedance of 86 Kohms.
SPICE simulation shows that the comparator circuit works
for reference voltages from 0 to -10 volts and will convert
an analog signal Into a digital output with a resolution of
0.16 volts. The simulation of the NOR gates shows that the
gates have a rise time of 24 nanoseconds. The ratio of the
pull-up to the pull-down of the NOR used was 16:1. Figure 5
shows the schematic of a NOR gate with one Inverted Input.
The final chip design covers an area of 4700x3200 microns
and the circuit uses 225 transistors.

VDD (-!~)

veI’~

I M5

~
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Figure 4. Voltage Comparator Circuit
CONCLUSION
A PMOS A/D converter was designed and laid out using
10 microns design rules. This design is fully compatible
with RIT’s present maskmaking and fabrication capabilities.
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Figure 5. Schematic Representation of the 2—input NOR
gate with one inverted input
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FABRICATION OF A SINGLE LEVEL METAL CCD SHIFT REGISTER
John P. Gardner
5th Y•ar Microelectronic Engineering Student
Rochester Institute of T•chno logy
ABSTRACT
Using a “shadow mask” technique, a single level
metal
3-phase CCD shift register was fabricated with
electrode separations of 2 microns. Testing is pending
at this time.
INTRODUCTION
A Charge-Coupled Device, or CCD,
is essentially a linear
array of closely spaced MOS capacitors.
A three phase CCD shift
register Is realized by terminating such an array with a diode at
each end (to Inject and detect minority carriers), and connecting
every third gate to a common conductor. A cross section of a
three phase CCD shift register is shown in Figure 1.
TRANSFER EL.ECTROOE.S

Figure 1: Cross section of a three phase CCD shift register.t1)
Consider such a device fabricated on a P-type substrate.
When a large positive voltage is present on the first electrode
In the array, a depletion region is formed in the underlying
silicon, temporarily creating a potential well for electrons, as
shown in Figure 2a. Electrons
injected from the Input diode
accumulate in the potential well formed under the electrode.
If
a positive voltage
Is simultaneously applied to an adjacent
electrode, the potential wells overlap and any charge stored
under the first electrode is now shared between the two, as shown
in Figure 2b (hence the term “charge-coupled”).
It follows that
when the bias is removed from the first electrode, the charge
is
transfered completely under the second, as shown In Figures 2c
and 2d. A similar transfer moves the packet of charge under the
third electrode. When the electrodes are pulsed with overlapping
clock pulses, as shown In Ft ure 2e, a moving array of potential
wells
Is established.
In this fashion, packet of electrons
supplied from the input diode are shifted sequentially through
the device, to be detected at the output diode.
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Figure 2: Operation of a three-phase CCD.t1]
The potential wells do riot last indefinitely, and eventually,
thermally generated electrons fill the well completely. Thus the
CCD Is a dynamic device, in which charge may be stored for times
shorter than the thermal relaxation time of the capacitors. This
time varies from one second to several minutes, depending on the
processing.t2]
Critical to the operation of the device is spacing the
electrodes close enough so that their depletion regions overlap.
If they do not overlap no charge-coupling takes place and the
device fails. For transfer efficiencies compatible with today’s
technology, this spacing must be less than three micronst2],
which presented a problem.
Silver halide masks are currently
employed at RIT and as a result the current minimum feature size
restriction is ten microns.
This restriction was overcome by
employing a “shadow-mask” technique developed by Browne and
Perkins.[3,4]
The
technique involves defining every other
electrode in the array with photoresiSt on a thick layer of
aluminum.
The metal
is then etched to clear, and carefully
overetched, producing an overhang structure.
A second thinner
layer of metal is deposited over the entire wafer. By virtue of
the overhang, solvent access to the photoresist is guaranteed and
the unwanted metal over th resist is lifted off in an ultrasonic
acetone s k. The remaing device features are defined In a
subsequent photoresist application. The result is a linear array
of electrodes, with the seperatior)S between th
determined by
the degree of overetch. Usin this technique it is possible to
Fabricate single level metal structures with spacings as close as
one half of a micron. This lower limit is Imposed to allow for
possible lateral surface migration of aluminum during the second
metal deposition, which could hort the devlce.An outline of this
technique is hown In Figure 3.
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Figure 3: A t~chnique for sub-micron electrode spacing.[3]
The device fabricated was an 8-bit three phase CCD, and
therefore has 24 transfer electrodes, plus 4 electrodes for the
Input/output. The transfer electrodes are 250 by 40 microns and
are contacted through diffused buses.
A P-type substrate was
chosen for two reasons.
First,
in a P-type substrate the
minority carriers are electrons, which have higher mobility than
holes and
should
therefore
result
in
higher
transfer
efficiencies.
Second, for a silicon dioxide Insulator on P-type
substrate the fixed charge held near the surface is positive and
the silicon at the interface is held in depletion even at zero
volts bias, again improving the efficiency of the device.
The
transfer
channel
was surrounded by a P-type channel-stop
diffusion. The resulting high majority carrier density prevents
the formation of a depletion region of any significant width,
creating a surface potential wall around the transfer channel.
This
serves to laterally confine the direction of charge
transfer, and electrically Isolate the device.
EXPERIMENT
Fabrication commenced with the growth 5000 angstrom masking
oxide on a P<i00> 14-22 -cm substrate at 1100C in wet 02 for one
hour. Windows were opened in the oxide and boron was diffused
using Allied B150 spin-on dopant source to define the P-type
channel-stop. The masking oxide was removed and again regrown to
5000 angstroms and windows opened to define the input/output
diodes, as well as the phase one, two and three clock buses.
Phosphorous was diffused into these regions using Emulsitone
N-250 spin-on dopant source. The oxide was again stripped and a
700 angstrom gate oxide was grown at I100C in dry 02 for 25
minutes, through which contact cuts were opened. The wafer was
coated with a thick layer of aluminum, and using the shadow mask
technique, the electrode structure was fabricated.
Figure 4
dispi ys the five mask levels.
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RCSULTS/D I SCUSS ION
Figure 5a shows a micrograph of the completed device,
5b a
closer view using darkfield
Illumnietion,
and Sc displays a
close-up of the electrode structure,
also using dark field.
Using the
“shadow-mask” technique,
electrode
separations of
approximately two microns were obtained for a three arid half
minute time to clear and a one minute overetch.
Yield was very
high for this proess step.
Subsequent attempts may obtain closer
spacing using a shorter overetch time.
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CONCLUS I ONS
An S-bit three phase single level CCD shift register with 2
micron separation between electrodes was sucessfully Fabricated
using the “shadow—mask” technique.
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SOFTWARE ANALYSIS OF CAPACITANCE-VOLTAGE MEASUREMENTS

Richard A. German
5th Year Microelectronic Engineering Student
Rochester Institute of Technology
ABSTRACT
A computer program called CVPLOT, used at RIT to aid
in
the
analysis of metal—oxide—semiconductor
(MOS)
capacitors, was recoded from REGIS graphics into the VAX
Graphical Kernel System (GKS) allowing the user to obtain
hardcopy plots of high and low frequency capacitance
voltage curves from an HP—Plotter, LNO3 Laser Printer,
and LA100 Line Printer. The revised program also allows
changes to be made in the values of the ‘non—ideal’ (a
nonzero flatband shift) parameters while subsequently
observing the shift in the curve as a result of these
changes. Curves for three different values of either
substrate doping, gate oxide thickness, or temperature
may also be superimposed on the same graph.

INTRODUCTI ON
The capacitance—voltage (C—V) measurement is one of the most
important
techniques
utilized
in
the
analysis
of
the
metal—oxide—semiconductor CMOS) structure. Information such as the
threshold voltage, flatband voltage, oxide capacitance, oxide
thickness, substrate doping, mobile ion concentration, distribution
of surface states, and minority carrier lifetimes may be obtained
to characterize both materials and the processing sequence.
A menu—driven in—house computer program called CVPLOT models
capacitance voltage measurements for MOS capacitors based upon
input entered from the terminal.
Theoretical high and
low
frequency ‘ideal’ and ‘non—ideal’
(a nonzero flatband voltage
shift) capacitance voltage curves can be displayed on the computer
screen as well as superimposing experimental curves on the same
graph. These theoretical curves are generated from the exact
charge analysis theory for the MOS capacitor located in Reference
1. The program was limited in that the only method of obtaining a
hardcopy output was through a screen dump to a graphics line
printer.
The purpose of this project was to revise the existing CVPLOT
program by expanding its capabilities in the following ways: to
give the user the ability to direct the output to any of the
following
devices:
computer screen, HP—Plotter, LA100 Line
Printer, or the LNO3 Laser Printer; to permit defaults of commonly
used RIT values for gate oxide thickness, gate area, temperature,
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and substrate doping to be easily input during the execution of the
program;
and
to
allow
for
changes
in
Phims
(nonzero
metal/semiconductor workfunction difference), Qf (fixed
oxide
charge), and Qm (mobile oxide charge) during the running of the
program while subsequently observing the shift in the ‘non—ideal’
curve on the screen as a result of these new values. Another goal
was to superimpose ‘ideal’ C—V curves for three different values of
either gate oxide thickness, substrate doping or temperature. The
ultimate purpose was to improve the software tool available to the
student for the analysis of capacitance voltage measurements.
PROGRAMMING
The graphic routines of the CVPLOT program were recoded from
REGIS[2) graphics into the GKS[2,3] graphics format (see Appendix A
for the programs). Figure 1 is a block diagram of the original
CVPLOT program containing a description for each subroutine.
To implement the above changes, revisions were made to:
the
calling program, CVPLOT.FOR, and subroutines PLOTSUB.FOR, and
CVSUB.FOR. In addition, two subroutines were added to the program,
COPYSUB.FOR and HPTRUNCATE.PAS.
COPYSUB.FOR creates the output
data files used for obtaining hardcopies of the results seen on the
screen based upon the variables sent to it from CVPLOT.FOR.
Problems developed in obtaining output on the HP—Plotter from the
HP.DAT file created in COPYSUB.FOR. When this file was created,
each line exceeded 80 characters resulting in arbitrary carriage
returns and form feeds being injected into the file. To correct
this, a subroutine called HP TRUNCATE.PAS was written in Pascal
which takes the HP—Plotter Tile (HP.DAT) and reformats the strings
to 80 characters per line so that they may be successfully plotted.
Calling Program
Accepts Input Data
Draws Outline
Labile Axis
Generates C-V Curve
Calls NISUB, DATASUB

FSL~

Calculates Intrinsic
T.mp

Inputs Actual Data
Calculates F(Us, Ut)

Figure 1: Block diagram for the original CVPLOT program.
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One aspect of the recoding is that all of the output had to be
tr nsformed into graphics mode.
This means that real numbers
needed to be converted into character strings that could be handled
by the graphics package.
This was accomplished using a VAX
Run—Time Library Routine called OTS$CNVOUT[4] which converted real
numbers into character text in exponential notation. The data
sheet for OTS$CNVOUT is included in Appendix B.
The revised CVPLOT program, which retains the original
may be accessed from the following run command for VAX/VMS:

name,

$RUN USER: [MICROL1IB.TOOLS.CV]CVPLOT
where MICROLIB is the computer account in the microelectronic
engineering department where the program resides. The user may
desire to place the following command line in a LOGIN.COM file to
eliminate having to repeatedly type the previous run command:
$CVPLOT:==RUN USER: [MICROLIB.TOOLS.CVJCVPLOT
By typing just CVPLOT at the dollar ($) prompt the program will be
executed. Once in the program, the user chooses from the main menu
the option to create ‘ideal,’ multivariable, or ‘non—ideal’ C—V
curves. If the ‘ideal’ or multivariable route is chosen, then data
is input in response to prompts at the computer terminal and the
output is displayed on the screen. Next, the user has the option
to create a hardcopy output file or return to the main menu.
If the ‘non—ideal’ path is chosen, values are again input and
the graph is displayed. Next, the user has the option to change
the ‘non—ideal’ parameters, i.e. Phims, Qf, or Qm. These changes
may be executed as many times as desired, but if a hardcopy output
is finally chosen then the last input values will be used to create
the output plot.
An ‘ideal’ curve may be created through the
‘non—ideal’ path by entering zeros for the non—idealities, and then
changes may be made to the ‘non—ideal’ parameters. In this way,
the user can observe the shifting of the ‘ideal’ curve in response
to the effect of the non—idealities. When a hardcopy ouput is
chosen, a file is placed in the users directory containing the
appropriate data for that particular chosen output device. Table 1
gives the filename.extension that is placed in the users directory,
Chosen Output Device

Filename

HP—PLOTTER
LNO3 LASER PRINTER

HP.DAT
LASER.DAT

LA100 LINE PRINTER

LA100.DAT

Table 1: Listing of filename.ext placed in users directory
from the CVPLOT program.
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RESULTS
Figure 2 outlines the block diagram of the revised CVPLOT
program with the two previously mentioned subroutines. Figure 3 is
an example of a normalized ‘ideal’ curve output to the LNO3 Laser
Printer.
Figure 4 illustrates an ‘ideal’ graph output on the
Hp—Plotter for three different values of
substrate
doping.
Figure 5 demonstrates the combination of a ‘non—ideal’ shifted
curve with experimental data (dashed curve) plotted on the LA100
Line Printer.
Notice that when an ‘ideal’ low frequency curve is
plotted, the threshold voltage is also extracted for either the
high or low frequency experimental data curve. This plot only uses
the experimental data
for
demonstration
purposes
and
no
relationship between the two curves is intended.

Creates
Output
ta Files
Retormats
HP.DAT Files

Figure 2: Block diagram for the revised CVPLOT program.

CONCLUS ION
The revised CVPLOT Program is fully operational at this time.
Hardcopy output can be obtained from the HP—Plotter, LNO3 Laser
Printer and the LA100 Line Printer, Suggestions for further work
include modifying the COPYSUB.FOR routine to allow plotting of
‘ideal’ and ‘non—ideal’ curves on the same graph.
This is only
available now through the screen dump. The effects of sintering on
the curves along with calculations for the interface trap density
are future enhancements that would be of great benefit.
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Figure 3: Ideal low frequency C—V curve from an LNO3 Laser Printer.
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Figure 4: Ideal high frequency curves for three values of
substrate doping output from an HP—Plotter.
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RIT C-V PLOT PROGRAM
C/COX
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Figure 5: Non—ideal low frequency curve with experimental data
curve output from an LA100 Line Printer.
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THICKNESS MEASUREMENTS USING PRISM COUPLING
Daniel J. Hahn
5th Year Microelectronic Engineering Student
Rochester Institute of Technology
ABSTRACT
A HeNe laser and a 45-90 degree prism with an index of
refraction of
1.51
were used to study the prism
coupling method of determining the thickness and
index
of refraction of thin films.
This project involved the
design and construction of a set-up that allowed for
simple adjustment of the incident angle of the light.
Based on the available prism, Si02 films were testable.
I NTRODUCT ION
It is possible to very accurately determine the thickness
and
index of refraction of a thin film by using a prism coupler.
A typical system Is shown in Figure 1.
This is accomplished by
placing a prism in close proximity to the thin film that is to be
measured.
A monochromatic beam is incident on one face of the
prism.
Normally there is almost total internal reflection at the
interface between the bottom of the prism and the air gap that
exists between the prism and thin film.
However, a small field
will exist at the interface and reach outside of the prism.
This
field
is
called an evanescent field and it decays exponentially
to zero within a few wavelengths.[2] If the air gap Is made small
enough, (on the order of one half to one wavelength of the light)
the evanescent field will extend into the thin fllm.[3]
If the
horizontal component of the evanescent field (ie.
the component

LASER LIGHT

PHOTO
~ DETECTOR
FILM
SUBSTRATE
COUPLING HEAD

Figure 1. Schematic of Prism Coupler [1]
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00
Figure 2. Intensity (I) of Reflected Light
VS. Angle of Incidence (9) [1]

parallel to the interface) is equal to one of the modes of the
thin
film
waveguide,
light
will
couple Into the film.
Furthermore, if this condition Is met, the light propagating in
the film will combine constructively with light entering the film
further away. This will cause more of the Incoming light to be
coupled into the film.{4] The net result will be a significant
amount of light traversing the air
gap
and
propagating
horizontally Inside the thin film.
It is possible to adjust the horizontal
component of the
evanescent field by adjusting the Incident angle of the laser.If
the intensity of the light coming out of prism Is measured, there
will
be a drop In Intensity at the angles of theta where this
coupling occurs.
These angles are called mode angles, and are
characteristic of the film’s index of refraction and thickness.
If the intensity of the reflected beam Is plotted as a function
of the angle of incidence, a plot similar to the one shown in
Figure 2 would be expected.
If two or more of these mode angles
are obtained, the index and thickness of the film can be
calculated using the following equations. [5]

kW

(n~

where

-

Nm~’)

j(n,Nm)

=

=

m’Tr+

arctan

O(n,Nm)

+

2(n,Nm)

(1)

(2)
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where the subscript j Is 0 for substrate parameters
j Is 2 for air gap parameters
W
n
m
k

Is film thickness
Is index of refraction of the film
Is mode number
Is propagation constant In free space of the light used (k=----)
(~) is angular frequency of the light
C
c is speed of light
Nm is propagation constant of mode m In the film (Nm = npsln9m)
np is index of refraction of the prism
Gm is mode angle for mode m
Is the polarization of the mode:
is 0 for TE polarization
i
is 1 for TM polarization

f

This project involved the design and construction of a
preliminary test apparatus to investigate this phenomena for
silicon dioxide films.
EXPER I MENTAL
A Helium-Neon laser with wavelength of 6328 angstroms was
used as an incident light source.
A right angle prism with index
of refraction of 1.51 provided the necessary coupling medium.
The set-up,
shown
in Figure 3, was constructed. The laser is
stationary, the thin film! prism apparatus pivots so that it
Is
possible to adjust the angle of incidence, and the photodetector
must be moved to collect the reflected wave.
The wafer slides
Into the slot and is held in place by the vacuum (not shown).
The shelf supports the prism. The clamp can be adjusted to vary
the pressure (and thus the air gap distance) between the prism
and thin film. The intensity of the reflected light was recorded
by hand and plotted as a function of the incident angle.

I.ASU

—

—

SHA?T
~OTAT1~ £flCYV~ *~—

Figure 3. Prism Coupler Test Set-up
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RESULTS/DISCUSSION
A plot of the intensity of reflected light versus the angle
of incidence can be seen in Figure 4. This data was obtained
from a wafer that had 5000 angstroms of oxide and an Index of
refraction of 1.46.
Clearly, this plot lacks the mode angles
that are so prevalent in Figure 2. The angle of
incidence
is
limited to +6 and -20 degrees due to the physical make-up of the
apparatus.
If we increase the angle past +6 degrees, the light
enters the prism and strikes the prism/air gap Interface at an
angle that does not exceed the critical angle needed for total
Internal
reflection.
The light will
enter the thin film
regardless of its thickness and Index of refraction.
If we
increase the angle past -20 degrees, it becomes Impossible to
collect the reflected light due to the size of the detector.

INTLNS]Tt OF R~FL~CTEO LIGHT VS RNGLE OF ]NCIDENCI

Figure 4. Results for a Silicon Dioxide Film
The reason that no mode angles were observed could be the
result of several factors.
The small difference in the index of
refraction between the film and prism makes it crucial to have
the correct air gap spacing.
This however is Impossible to
measure and it is necessary to rely on trial and error.
Several
different pressures between the prism and film were tried with
similar results.
Another possible reason why no mode angles were
observed is decoupling of the light back into the prism. Once
the coupled light propagates past the Incident laser beam It may
decouple back Into the prism if the prism and film remain in
close proximity.
It may be necessary to separate the prism and
film after the point where the laser strikes the interface.
Finally, It may be possible that the silicon dioxide film that
was tested was too thin to support more than one mode angle.
if
the only mode angle that was supported falls outside the
limitations of the apparatus, no mode angles would be observed.
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CONCLUSIONS
The set-up that was designed and constructed allowed for
easy and accurate measurements of the reflected intensity versus
incident angle.
Some limitations on the measurable angles of
incidence were observed due to the size and location of the
detector.The use of an equilateral prism will increase the total
range of Incident angles that can be measured.
Mode angles were
not observed due to decoupling of the coupled light, the prism
had too low of an index of refraction, or the film was too thin.
This technique would be better suited for measuring the thickness
of photoresist.
This would be possible if an equilateral prism
with a sufficiently high index of refraction were used.
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IMPL.EMENTATION OF A CON ROLLA~L
ROCESS FOR THE
RIE ETCHING OF S102 AT PIT
David Jendresky
5th Year Microelectronic Engineering Student
Rochester Institute of Technology
ABSTRACT
An Electrotech Plasmafab 425 reactor was brought on
line to perform reactive ion etching (RIE). Samples of
Si02 over Si
were
etched.
Results
show
400
angstroms/minute using a combination of freon 23 and
oxygen as the etchant with good visual
uniformity.
A
selectivity of 6:1 for Si02:Si was achieved.
I NTRODUCT ION
The reactive Ion etching of S102 maintains an Important
position in the microelectronics Industry. As device features
shrink in size It becomes Increasingly important to perform
etching with a high degree of anisotropy. Anisotropy Is defined
as preferential etching In the vertical
rather
than
the
horizontal direction and can be calculated ass
A=2D/(L—W)
Where A Is the degree of anisotropy, d Is the thickness of the
film In nanometers, 1. Is the width of the top etched Image In
nanometers and W is the width of the original photoresist Image.
[1) During wet processing a high degree of lateral undercutting
Is seen. PIE processing, however, yields a greater degree of
anisotropy enabling the fabrication of smaller geometry devices.
Table 1 shows a comparison of the bias achieved through wet and
dry etching.
BIas refers to the amount of lateral loss of
sidewall material beyond the edge of the resist.
Table 1: Etch Bias During Pattern Transfer [2)

T

Thickness of Material

Wet Bias ~Dry Bias

~OOOA

.4uffi

.lum

10000A
17000A

1.Oum
5.Oum

.3um
.4um

A can be seen, a dry etch process provides some very desirable
results.
In addition to this anlsotropy, a dry process, with its
small mount of gas disposal, provides a secondary advantage in
that large quantities of dangerous acids and solvents do riot have
to disposed of.
1 0~

When implementing
plasma etching process there are some
very Important parameters that need consideration, not the least
of which is selectivity. This refers to the preferential etching
of one film with respect to another and can be expressed as:
S

Ra/Rb

=

Where S is the selectivity, Ra is the etch rate of film I and Rb
is the etch rate of film 2.[1) Maintaining a selectivity greater
than 10 is usually desired to minimize damage to the underlying
material.
A related parameter Is the degree of resist mask erosion.
The mask material most con~only used being photoresist, it is
essential that the resist mask be extremely Impervious to the
effects of the etch. To insure that the resist mask maintain.
Its integrity throughout the process the following steps can be
taken:
a) increase resist thickness
b) optimize postbake time and temperature
c) use a plasma pretreatment process such as that In PR1ST
(Plasma Resist Image STabilization).
If the resist experiences severe degradation unwanted resist
etching or liftoff can occur causing unreliable pattern transfer
and failed devices.
For a process to be effective the etch rates of S102 must be
uniform across the entire wafer surface as well as from wafer to
wafer. Uniformity refers to variations In the etch rate and can
be quantified as follows:
U

=

(Rmax

-

Rmin)/(2RaV)

Where U is the uniformity and R Is the etch rate
equally spaced points across the wafer.[1)

measured

at

5

When processing with a plasma a problem results from
radiation damage.
Deep level traps can be induced which can
cause degradation of minority carrier generation time thus
Increasing Junction leakage currents and decreasing capacitor
charge retention times. Threshold voltage shifts can be caused
by the Increase In interfacial sites and also a degradation in
transconductance occurs for MOS devices. The generation of ions
by the plasma can form an additional trapping layer on the
surface of the wafer. Reducing these effects Is very important
to device performance.
With the use of CHF3 as the etchant a
polymer layer is formed during the etch which acts as a
protective layer on the chamber walls and minimizes sputtered
contamination yielding a lower concentration of Interface states.
Hydrogen in the discharge also ties up SI dangling bonds and
reduces the number of defects. A 6000C anneal In forming gas can
serve to reduce the threshold shifts and an HF dip after
processing is useful in repairing the damaged wafer surface.
[3]
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PLASMA PROCESSING

The term plasma is used to describe a partially Ionized gas
containing electrons, both positive and negative ions, and
various neutral specie. A glow discharge Is a self sustaining
plasma in the pressure range from 7.5 mtorr to 5.6 torr. For RIE
etching the pressure Is usually maintained under 100 mtorr.
The
electron density in a plasma used for etching is generally
between lOeB and 10e12 cm3 . Under a constant electric field the
electrons present between the electrodes are accelerated toward
the positive electrode (anode).
During their travel these
electrons can transfer energy to the various neutral specie
present through collisions. Depending upon the magnitude of the
energy transferred the collision can either fully Ionize the
neutral specie or just excite an electron to a higher energy
state
from
which
It
subsequently
relaxes
giving
the
characteristic glow of the glow discharge. When full
ionization
occurs the products of the collision include another electron
which can then be accelerated toward the anode with
the
possibility of gaining enough energy from the electric field to
perform more energy transfer and a positive ion which is
accelerated
toward the negative electrode (cathode).
This
positive ion, upon Impact with the cathode, can cause secondary
electron emission which is r quired for the successful sustaining
of the plasma. Secondary electrons generated In this manner can
initiate a cascade effect thus helping to create a stable plasma
where generation of electrons and Ions is balanced by the loss to
the electrodes and the diffusion out of the plasma. A major
drawback of a DC system is the inability to etch insulators such
as
S102.
The need for conducting electrodes negates the
possibility of etching an insulator since the plasma cannot be
sustained.
As the secondary electrons are emitted from the
insulator there can be no current flow through the insulator to
replace the lost electrons so a positive charge builds up and the
discharge is extinguished.
A solution to this problem is to use
an RF alternating field in place of the DC system.
With the change to alternating fields there Is little
difference in the plasma provided the frequency of the field
remains low enough that the Ions can be swept out of the
discharge in a single cycle of the applied voltage.
If this ion
cutoff frequency (50KHz to 2M1-iz) is exceeded then the secondary
ion emission Is not the primary source of electrons anymore. The
electrons are now generated by the Ionizing collisions.
For
normal p1 sma operation an electron In the plasma oscillates with
the field and undergoes collisions with the larger particles
present.
These collisions result in a random motion and the
electric field does work on the electron in trying to restore It
to ordered motion thus giving It a higher energy and a higher
probability of undergoing ionizing collisions. The ions do not
gain a high amount of energy due to their great mass and lower
mobility. Therefore RE discharges require lower field strengths
and they do not require conducting electrodes making the etching
of Insulators possible. To perform etching a gas Is Introduced
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into th. chamber and ionized to form reaction products which upon
Interaction with the film form volatile products which can be
desorbed and swept out of the chamber.
[4] [5)
EXPERIMENTAL
In order to begin process testing it was necessary to
commission an Electrotech Plasmafab 425 reactor. After this was
completed the etch tests were begun. A 4000 angstrom film of
Sf02 was grown in wet 02 @ 1000 C for 80 ml n. An ellipsometer
was used for thickness measurements.
For a test of pattern
transfer an RIT capacitor mask was used to pattern different size
squares into 1.2 microns of Kodak 820 positive photoresist. This
was postbaked at 140 C for 2 minutes. An Alpha Step urface
profilometer was employed to determine etched step heights and,
in conjunction with the ellipsometer data, etch rates and
selectivity were calculated.
An argon preclean was employed to
degas the chamber and condition the resist. CHF3 was used as the
etch gas in conjunction with 02 In a 16:1 ratio.
An argon
postclean was also utilized to clean the wafer and to remove any
residual adsorbed halogens from the wafer surface.
After much
experimentation with flow rates and power the following process
was arrived at.
Step

*

Gas

Flow Rate (sccm)

1

Argon

24

2

CHF3
02

80
5

3

Argon

24

RF Power*

(16:1)

Time

2A

2 mm

2A

var

2A

2 mm

RF power was measured in amps, not watts, on the Plasmafab

RESULTS/DI SCUSS ION
The etch rate of Sf02 was determined to be approximately 400
angstrocns/minute with a selectivity of greater than 6:1 for
Si02:Si. Uniformity across the wafer was not measured but it was
dramatically increased when the wafer table was stationary as
opposed to rotating.
The reactions that are believed to occur with
follows:
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CHF3

+

e

CHF3

+

e

> CHF3
> CF3+
>CF2
> CF2+
> CHF2

H + eH + 2e+HF+ e
+ HF + 2e+
F + e-

+
+

CHF3

are

as

(most probable reaction)

(not probable due to higher
heat of reaction)

CHF3 plasmes produce CF3 and CF2 ions for etching but
virtually no free flourine due to the scavenging effect of the
free fluorine producing HF which does not contribute to the etch.
The positive ion bontardment causes lattice damage creating
active sites at which reactions can proceed at an accelerated
rate.
When Si02 is etched in the presence of hydrogen the
hydrogen promotes formation of a polymer layer which reduces the
Si etch rate and thereby increases the selectivity. Polymer
formation occurs both on the walls of the etched profile and the
bottom.
The impinging ions continually erode the layer at the
bottom leaving sites open for etching. The sides however, are
not subject to the ion bombardment and the polymer layer inhibits
the etch.
CONCLUSION
The major thrust of the project was to bring the reactor up
and to develop a process for utilizing RIE of Si02 at RIT. This
was accomplished in a very rudimentary manner due to time
constraints.
There can be much more experimentation done to
further qualify the process and to develop processes for the
etching of other films such as polysilicon, nitrides, and
aluminum now that the reactor has been brought on line.
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ADVANCED MASK MAKING AT RIT
David P. Kanen
5th Year Microelectronic Engineer Student
Rochester Institute of Technology
ABSTRACT
This project involved the definition of the steps
necessary to generate a mask or reticle for any of the
three exposure tools
(te.
GCA lox G-line Stepper,
Perkin Elmer Scanning Aligners, and Kasper Contact
Aligners) used at RIT.
Next a working process for
creating chrome masks for the Perkin Elmer Scanners was
developed.
Using the process outlined in this paper 5
micron line widths can be repeatedly obtained.
I NTRODUCT ION
A method for creating accurate, high quality masks Is needed
to reduce minimum dimensions of devices made at RIT to below 10
microns. This can be accomplished by going t~o masks made of
chrome instead of emulsion.
Though emulsion masks have the
advantage of the ease of processing and relative low cost, they
unfortunately suffer from poor linewidth control and lack of
durability. Emulsion films are made of small
grains and its
these grains that limit your resolution to approximately 10
microns.
For the lOx reticles used in steppers these limits are
acceptable.
But for contact printing and the Perkin Elmer
scanners, a one to one mask is needed with dimensions approaching
three
(3) microns.
For this the emulsion is inadequate,
therefore the need for chrome masks is obvious.
With chrome masks the resolution needs of 3 microns at RIT
can be met. Chrome masks have better resolution because of its
different method of imaging it. Photoresist Is used to transfer
the image into the chrome as compared to directly Imaging the
emulsion masks.
A chrome system starts with a quartz plate which
can be of varied size and thickness. The plates for the Perkin
Elmer Model 240 Scanners are 5”x5” and 90 mils thick. Chrome is
then deposited on the plate by either sputtering or evaporation
techniques. Normally the thickness of the chrome is less than
2000 angstroms but not so thin as to have pinholes. The chrome
is then coated with some type of photoresist.
This resist is
spun on very thin (between 0.3
0.5 microns) so as to obtain the
best possible resolution.
Chrome is very reflective and can
degrade your Image because of reflections off the surface. These
problems can be minimized by using low reflective chrome or using
an anti-reflective coating in combination with the photoresist.
This system is then exposed with the desired pattern and
developed accordingly for the resist type used. The pattern is
then transferred by etching the chrome, usually with a Ceric
Ammonium Nitrate solution. The resist Is then stripped and the
-
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mask carefully inspected for any pinholes or other defects.
In the VLSI industry, chrome masks and reticles are the
standard. Because of the increased demand for high precision and
low defect density masks optical methods for creating these masks
has become inadequate. The use of electron beam lithography is
now industry wide.
Although the electron beam tools have
excellent precision and very high resolution (on the order of 0.2
microns), there are some drawbacks. Electron beam exposure tools
are very costly, usually in the millions of dollars. This
expensive tool also needs strictly controlled environmental and
physical
conditions maintained.
The housing to achieve these
controls can also cost millions of dollars. Aside from the large
capital
cost, the electron beam imaging system is very slow.
It
could take many hours to expose just a single mask.
These
drawbacks are accepted in order to obtain the high quality masks
and reticles needed In todays semiconductor industry.
This project included two parts which were as follows:
(l)First a F low chart which follows through every
step of mask making for the three different exposure
tools at RIT, (ie. GCA lOx Stepper, Perkin Elmer
Scanning Aligners, and the Kasper Contact Aligners)
was generated for both emulsion and chrome.
(2)A process was devised to create chrome masks and
then used to create masks for the Perkin Elmer Scanner.
EXPERIMENT
The basic assumption Is that all masks start with MANN 3000
files created with ICE[*) layout software. These files will be
used by a Mann 3000 pattern generator to create a lox reticle.
Referring to Figure [1). ProcessIng beyond this point depends on
the end result desired. This Is as far as the reticles for the
GCA stepper need to go because it Is a lOX reduction tool. Now
the image is in emulsion and it needs to be reversed because
emulsion is a negative tone imaging system.(ie:It becomes opaque
when light strikes it.) The photoresist is positive tone so the
mask itself must be positive tone.
This can be done with a
simple chemical
reversal
process after exposure.
A chrome
reticle could then be created by contact printing from emulsion
to the photoresist on the chrome plate.
The next alternative is to reduce the image to lx. This is
accomplished on the photorepeater. The photorepeater will step
and repeat the image of the circuit
across
the
entire
photosensitive plate. This is called a mask.
[*)ICE
Integrated Circuit Editor Is a CAD tool available
to students at RIT through the Microelectronics Department
-
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ADVANCED MASK MAKING AT RIT
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MASK MAKING FLOW CHART

To create an emulsion mask take the reticle created on
pattern generator and use it directly on the photorepeater.
negative tone of the reticle will be reversed again because
the emulsion film.
After the development and fixing of
emulsion film the mask is ready to use. This process works
both the Perkin Elmer and Kasper aligners NOTE: The Kaspers
4” plates while the Perkin Elmers use 5” plates.

the
The
of
the
for
use

Making chrome masks is slightly different. The lOX reticle
is created on the pattern generator as before, but instead of
normal processing the image must be reversed.
This is because
the photoresist on the chrome plates is positive end therefore
the image must be ‘turned around’ before using the photorepeater.
The photoresist is sensitive to UV light so the chrome masks must
be exposed on Photorepeater #2 which is in Mask Making #2.
This
photorepeater
is equipped with a mercury vapor lamp which gives
of UV illumination. Expose as you would an emulsion mask.
The path that was chosen to demonstrate the chrome mask
process was that for creating chrome masks for the Perkin Elmer
120 Scanning Aligner.
The plates that were used were from
Electronic Materials Corporation.
The plates were quartz 5”x5”xO.09”
127. reflective chrome
0.1 microns
Microposit 1450—017
0.5 microns
posi t i ye photores i st
Turn on lamp in photorepeater #2 (needs at least 20 minutes to
warm up and stabilize). Next the intensity of the lamp needs to
measured. Place the plate holder (without the plate in it) on
the platen of the photorepeater and slide out the cover shield.
Move the platen so that it is underneath the lens.
Place the
sensor of the 1L440 radiometer on the holder underneath the lens.
Be sure to use the washer with the small hole on the sensor to
achieve the the best possible accuracy. The ratio of the areas
of the sensor and the washer Is 4.86.
(Ie.take the reading with
the washer in place and multiply that reading by 4.86 to get the
true measurement.) Open shutter manually to take the reading.
Check the focus and make sure it is set for the particular holder
being used.(The chart for focus and holders Is in Mask Making #1
on the controller for the photorepeater).
The settings for the
4” plates is well documented in a logbook for photorepeaters.
The settings for the 5” plates were as follows:
Exposure spacing
Row spacing
Number of Rows
Exposures/Row
X-starting point
V-starting point

0.200
0.200
18
18
5
5

NOTE: The controller used for the mercury lamp
shutter is on top of the console.
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Mount the plate in the holder.(Note:
These plates are white
light sensitive so all work must be done in red light.) The
shutter must be timed and set by hand. The markings on the timer
are rneanlngless.AdJust the time of exposure accordingly. After
the exposure Is complete, remove the plate from the platen and
secure it in a light tight box.
Transfer it Into the wet
chemical across from photolithographY area #2 in the clean room.
The rest of the processing will be accomplished here.
RESULTS/DISCUSS ION
The following process was found to
microns repeatedly.
Exposure desired

35

-

yield

linewidths

of

5

40 mJ/cm2

Develop the plate in Microposit 351 positive resist developer.
Diluted (2:1) (water:develOPer)
Room temperature (2OoC)
Time
90 seconds
Rinse and Inspect
-

Post bake the resist prior to etching
Bake Temperature
900C
Bake Time
30 minutes
-

-

Etch the chrome plate (Ceric Ammonium Nitrate solution)
Chrome Etchant Type 1020
Etch Time
60 seconds
Room Temperature
(2OoC)
Rinse and Blow dry
Inspect
-

-

Strip the photoresist
acetone soak
10 minute
Inspect for scumming
—

CONCLUSIONS/SUMMARY
A process for generating 5 micron lines on chrome has been
developed.
With some refinement of this problem linewidths of 3
microns could be attained.
ACKNOWLEDGMENTS
My thanks go out to Scott Blondell for making the machines
work. And thanks to Mike Jackson for the instruction, and thanks
to Shaun Francomacaro for giving me the drive to ‘get the job
done.’

114

DESIGN OF TEST DIE FOR MONITORING MANUFACTURING AT RIT

R. Craig Klein
5th Year Microelectronic Engineering Student
Rochester Institute of Technology

ABSTRACT
This project
developed a
test chip designed to
standardize the testing requirements and characterize
bipolar, PMOS and CMOS processes at Rochester Institute
of Technology.
The comon process monitors were
designed to test resistivity, opens and shorts, contact
resistance and capacitance.
The photolithograPhic
monitors were designed to test image resolution and
alignment.
Process specific discrete devices were
designed to test parainetrics and leakage currents. The
test chip dies were primarily designed to be inserted
onto the mask to eliminate the the need for process
monitors on each die and secondly, to periodically
monitor the performance of a student run integrated
circuit factory.

INTRODUCT ION
A student run integrated circuit factory processes a significant
quantity of wafers each quarter.
The wafers are predominately
manufactured using either bipolar or PMOS processes. Presently,
the wafers are tested and characterized based on the student’s
individually designed test structures.
Statistical data would
then be collected from the wafers by testing each die. A test
die that would standardize some conrnon process monitors could be
implemented and integrated into student’s projects for extraction
of process data.
In addition, the test die could be used
exclusively on a wafer as a monitor of the health of the factory.
The design of the test die should include monitors for the
bipolar and PMOS processes.
With the advent of a polysilicon
gate CMOS process, additional process monitors will be required.
Each process will have a dedicated test die mask set.
The test
dies will occupy a I~OOO m x ~&OOO m area and the process monitors
will be built on conunon 2x6 probe pads. The test dies will allow
for additions of new test devices.
The test dies will include a variety of photolithograPhiC
monitors, process monitors and electrical tests, each of which
will be implemented onto the three dies for the parameters that
require monitoring. The photolithographic parameters of interest
include image alignment and image resolution. Process parameters
that require monitoring include capacitance, opens and shorts,
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resistivity, linewidth variations, minimum resolvable contacts,
contact resistance and contact
chain
yield.
Electrical
structures will be used to monitor parameteriCs and leakage
currents.
TEST DIE LAYOUT
The test dies were generated in ICE (Integrated Circuit Editor)
which is an in house CAD package used for the layout of the test
monitors. The comon (*) monitors to all three of the test dies
are:
*
*
*

Alignment marks
Alignment verniers
Resolution targets

*
*
*

Serps/Combs
Contact holes
Contact chain

*
*
*

Van der Pauws
Linewidths
Resistors

The specific monitors for each process are:
Big contact vertical NPN
Normal vertical NPN
Lateral PNP
Diode
I2L structure

~OS Test Die
Capacitors
1/3 gate
NOR gate
NAND gate

Capacitors

The structures and their intended purpose follow:
Alignment marks
Alignment verniers

to aid aligning to previous mask.
to check alignment to previous mask
down to 1 m.
Resolution targets
to determine minimum resolvable
lines and spaces.
Serps/Combs
to determine opens/shorts in metal.
Contact holes
to determine the minimum resolvable
contact hole.
Contact chain
to determine yield on contacts
between 1st metal and diffusion.
Van der Pauws
to determine sheet resistance of
diffusions or implants.
Linewidths
use with van der Pauws to determine
linewidth variation in diffusions.
Resistors
to measure direct resistance.
Big contact vertical NPN...to determine hfe before metal.
Normal vertical NPN
to determine transistor parameters.
Lateral PNP
to determine the effects of lateral
junctions.
Diode
to determine diode parameters.
12L structure
R S flip flop and D flip flop to
determine functionality.
1/3 gate
to determine MOS parameters with a
L/W ratio of 1/3.
NOR gate
to determine MOS functionality.
NAND gate
to determine MOS functionality.
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Table 1 is a suntnary of the actual layout and a brief description
of the monitor.

Figure 1
GCA MANN Stepper and
Kasper/Perkin Elmer
alignment targets

Figure 3
Resolution targets [1&]
2,4,6,8,1O1.1fl~ lines/spaces

Figure 2
Alignment verniers

Figure Ia
Capacitors MOS devices
8OO,6OO,4frOO,2OOUrT~ square

Figure 5
Serp/Coznb
structure
5,1O,15UTn lines/spaces [~]

Table 1 (cont.)

Figure 6
12L structure
RS Flip Flop
and D Flip Flop
-

-J

1

Figure 7
3,5,7,1O,12,15u3fl contact hole
test structure [‘a) with 2Ox2Ourn
contact resistance structure [1&]

I

_

Figure 8
Contact chain [2) with Diode,
Large
NPN, Notmal NPN
and Lateral PNP

Table 1 (cont.)

Figure 9
p-~jffusion
lOOxlOOUm and 60x60urfl
Van 8cr Pauws [3) and
Linewidth structure [‘i)

Figure 1.1
Metal Linewidth structure [‘a)
with P-diffusion resistors and
L/W of 1/3 P1405 transistor

Figure 10
N-diffusion
lOOxlOOUrfl and 6Ox6OUTfl
Van 8cr Pauws [3) and
LineWidth structure (‘a)

Figure 12
PMOS NOR and NAND gates
with L/W of 1/3 for the
driver transistors
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RESULTS/DISCUSSION
The focus of this project was to put together the most used
process monitors onto one test die per process.
The details on
the theory of process monitor design can be found in the
references. The CMOS process was defined by senior William J.
Brocklehurst and was chosen to be used in the test mask design
for the CMOS test die.
The Bipolar and PMOS processes are the
standard processes defined as of May 1988. While I attempted to
include as many monitors on each die as possible, some had to be
left out because of space limitations. Re-evaluation of the test
dies should be made periodically to discard unused monitors and
to implement new ones.
As a recorr~nendatiofl, the serp/comb
structure should be reduced in size on the CMOS test die to allow
room for some of the other monitors.

CONCLUS ION
The Bipolar, PMOS and CMOS test die designs are complete. They
are ready to be made into MANN files and mask reticles. Each of
the monitors specified above are in a separate symbol file with a
descriptive filename.
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A DESIGN TOOL SOFTWARE INTERFACE
Thomas C. Kucmierz
5th Year Microelectronic Engineering Student
Rochester Institute of Technology
ABSTRACT
Currently, the Integrated Circuit Editor (ICE), a
CAD I.C. design tool used for layouts at RIT, lacks
any design rule checking simulation capabilities.
This project involved writing a program that would
translate the output file from ICE in the CalTech
Intermediate Format (CIF) into a format that would
be readable by other software tools, such as design
rule checking and circuit node extraction programs.
INTRODUCTION
The Integrated Circuit Editor (ICE) is an in-house CAD
package used to layout I.C. designs at RIT. ICE stores the
designs in the CalTech Intermediate Format (CIF) file structure.
This file structure is set up to define the process layers and
the individual components within each layer. The components are
defined as grouped sequences of boxes along with scaling factors
and positional information. [1] A sample CIF file is shown in
Figure 1.
Comment ICE cif version 1.0;
DS 4 100/1;
L OXIDE;
Box
950 950 280,280;
DF;
DS 2 100/1;
L CC;
Box
950 950 220,220;
DF;
Figure 1:

Sample CIF file.

The “raster izer” program transposes the component symbols
into a two-dimensional array that represents the original design
when it was laid out in ICE. [2] The preliminary version of the
program will work strictly for 1900 urn2 designs. Since the design
rule for the RIT PMOS process is ten microns minimum geometry,
then the design will be divided by ten to get 10 urn2 pixels. The
user will be required to layout the design on ten micron
boundaries.
Each cell or pixel in the array holds eight bits (one byte)
of information and represents ten square microns. The individual
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layers are encoded into the byte by designating each bit as one
of the PHOS process layers. Since there are only four layers used
in the current RIT PHOS process (diffusion, oxide, contact cuts
and metal) then there are four unused bits in each pixel.
Figure 2 shows the bits set for the four process steps and the
bits left for future expansion.
msb

lsb

17161514131211101
I

reserved for
future use

Diffusion
Metal
Oxide

Figure 2: Process layer bit mapping.
The program will prompt the user for the CIF file to be
converted and will translate the CIF commands in the following
manner. If a LAYER command is found, a variable within the
program will be set to the value to say three, which indicates
that the current layer is OXIDE. If a BOX command is found, the
size and position of the box is stored and the box is then placed
into an array that will contain the overall design. This array is
dimensioned as 190 X 190 bytes with each byte representing
10 urn2. This process is shown in Figure 3.

LAYER OXIDE

layer = 3 (oxide)
bit 3 will be set for
each pixel set

--->

Box 950 950 200,200

>—

0
0

190

0000000000000000000 00000000000000000000000
0000000000000000000 00000000000000000000000
0000000000000
0000000000000000
0000000000000 888888688886 0000000000000000
0000000000000 888688888888 0000000000000000
0000000000000 888888888888 0000000000000000
0000000000000 888868888868 0000000000000000
0000000000000
0000000000000000
0000000000000000000000000000000000000000000
0000000000000000000000000000000000000000000
Figure 3:
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190

Interpreting the CIF file lines.

PROGRAM DESCRIPTION
The program is laid out to accept a CIF file name from the
user and then opens the file for input. The CIF file is then
scanned line by line for commands. When a command line is
intercepted, it is interpreted to determine which command the
line represents (i.e. LAYER or BOX command). If the line is a BOX
command, then the position and size of the box is used to place
the box into an array at the appropriate process layer. Once all
the lines have been scanned and the end of file is detected, the
array is written out to a second file named “RASTER.OUT. If any
errors are encountered, they will be reported and the program
will terminate.
ask the user
CIF filename
read in line
from CIF file
is it a command?
if it’s BOX
command, store
position and
size info
draw the box
into array
when end of file
is detected, write
out array to
RASTER.OUT file
stop
Figure 4: Program flow chart.
RESULTS/DISCUSSION
The program name is RASTER.EXE and is executed on the VAX
system by typing “RUN RASTER.EXE. The program prompts the user
for a CIF file name and scans the file for CIF commands. The
individual components in the original design are a series of
boxes and are written into an array. Once all the boxes have been
put into the array, it is written out to a file called
“RASTER.OUT” in hexadecimal format. This file can then be read by
design rule checking and node extractor programs to further check
the I.C. design. Any errors detected will be reported to the user
and the program will terminate. A sample output representing
several process layers within the design is shown in Figure 5.
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00000000000000000000
00000888888888000000

000008AAAAAAA8000000
000008AEEEEEAS000000
000008AEFFFEA8000000
000008AEFFFEA8000000
000008AEEEEEA8000000
000008AAAAAAA8000000
00000888888888000000
00000000000000000000
RASTER.OUT

OXIDE
DIFFUSION
METAL
CONTACT CUT

ICE SYMBOL

LAYER NAME

Figure 5: Output file format.
CONCLUSION
A program was written to aide the design process ar RIT. The
interface will fill a void between the ICE package and current
design rule checking software. This will help designers check
their I.C. designs for layout errors and also facilitate the use
of future software packages. The design process has been enhanced
with powerful error checking software as well as providing the
designer with confidence that the designs are electrically
correct. The problem of having to remake masks after errors are
discovered during the processing stages has been eliminated.
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AN INTEGRATED APPROACH TO PDSITIVE

~ ~Pki~~I ON

1ST

Mozafar Maghsoudnia
5th Year Microelectronic Engineering Student
Rochester Institute Of Technology
ABSTRACT

This paper investigates Neureuther and co-workers
development model of positive novolak-tyPe photoresist
systems in aqueous alkaline developers. A measurement
system for determiTliTig the exposure and development
model parameter! is described. The dissolution rates
for two developer solutions have been examined and the
impact of the developer differences on resist profiles
is illustrated.
The dissolUtiOn rate of resist in
metal ion free developer at various temperatures is
investigated.
INTRODUCTI ON
Simulation is a well-established and essential tool in the
design of integrated circuits. In the case of photolithOgraPhY,
accurate models and sets of parameters are required for various
resists, developers, and proressing conditions. Dill. et al.
proposed the first models for exposure and development of
positive photoresist El).
The state of positive photoresist during
xposure
is
described in terms of the normalized concentration of the
inhibitor M(x,t), which is the fraction of inhibitor remaining
(at any depth in resist, x, and exposure time, t) as compared to
the inhibitor concentration before exposure. The function M(x,t)
depends on the optical resist parameters A, difference in
absorption between bleached and unbleached resist; B, absorption
of fully bleached resist; and C, the rate of change of the resist
absorption. Since there is little scattering in most photoresist
film, the absorption constant, alpha, can be expressed using
Lambert-Beer Law.
alpha

AM(x,t)

+

B

(1)

The total absorption of the photoresist film reduces as
exposure converts the inhibitor to reaction products. For a
positive photoresist:
dI(x,t)/dZ

=

—I(x,t)talpha]

where I(x,t) is light intensity at any depth Cx) and time (t)
the resist.

(2)
in
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The rate of destruction of the inhibitor is dependent on the
local
optical
intensity
I(x,t),
the
local
inhibitor
concentration, and C, as given by:
dN/dt

_I(x,t)M(X,t)C

=

Equations 2, and 3 are
conditions:
M(x,O)
I(x,O)

subject

the

following

initial

1
lo e pE-(A+B)X]

=
=

and boundary conditions:
I(O,t)
!‘l(O,t)

to

(3)

4

Ic (constant lamp intensity)
exp (-loCt)

=

One should note that equations 2 and 3 are
coupled
differential equatiOfl5~ and in order to determine I(x,t) and
M(x,t), these equations must be solved by numerical integration
techniques, once the values for A,B,C, and lo are known.
The values of A,B, and C are dependent on
exposure
wavelength.
~echniqUe5 for measurement of these parameters have
been described in detail by several authors El-2]. The internal
transmittance, T, of a. photoresist film on a matched substrate is
expressed as:
T(t)

=

expE_jtalPha) dx 3

(4)

where d is the thickness of the resist film. EquatiOn 4 may be
used
to
derive
relationships between the optical resist
parameters and the optical transmittance of a resist film. These
relationships are:
A
B

=

(l/d)lflET(~)/T(°~
-(l/d)lnT(’)

C

=

E(A+B)/A]E1IT(0)j/1_T(0)3T(O~1~t]

(4a)
(4b)
(4c)

Figure i represents a typical apparatus for measuring
transmittance of a resist film. A glass substrate with the same
index of refraction as the photoresist is utilized.
This
minimizes the reflection from the resist-glasS interface. The
other end of the glass substrate is coated with anti_refleCtidT~
coating
(MgF2)
to minimize the reflection from glass-air
interface.
In the resist development model of Dill,et al., development
of positive photOresist is considered as a surface-rate limited
etching reaction. The parameters that control this rate are
resist and developer chemistrY.
Dill, et al.
defined the
development behavior as a log_polYnomial function of inhibitor
concentration with parameters El, E2, and E3 describing the
polynomial:
Rate(M)
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=

exp (El

+

E2M(x)

+

E3M~x) )

(5)
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However, this polynomial fails at high exposure dose. Also,
with a significant surface induction effect (the retardation of
dissolution rate near the surface compared to the dissolution
rate in the bulk), it is necessary to include the depth
dependence of development rate in the model.
A model proposed by Neureuther and co-workers includes the
retardation of the development rate near the surface, and this is
used as a multiplier f(x,M) to the bulk development rate Rb(M)
[2).
Rate(x,M)

=

f(x,M)Rb(M)

(6)

In this product formulation, the depth dependence is independent
of M, thus, f(x,M) can be separated into individual functions of
x and M
The bulk development may be viewed as the dissolution of
base resin modified by the presence of photoactive compound,
inhibitor, (PAC; M), and the dissolution of base resin modified
by presence of reacted photoactive compound (caboxylic acid;
l-M).
In order to combine these two dissolution process,
Neureuther derived the following form for the rate function R
hR

=

Fl(M)/Rl

+

F2(M)/R2

(7)

The parameters Rl, and R2 are the limiting rates for fully
exposed and unexposed resist, respectively. In Equation 7, the
first term is associated with resin-carboxyhic acid, and the
second with resiri-PAC dissolutions. The suitable forms for Fl(M)
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and F2(M) are given by
F1(M)
F2(M)

=
=

1
exp(—R3(1K~
~exp(—R3(lM~~

(8)
(9)

—

R3 is a sensitivity parameter which is a measure of how fast
the development rate increases as the exposure increases. The
combination of Equations 7 ,8, and 9 gives
R

=

1 / Rl(1—eXP(—R3(1M)~

+

R2~xP(—R3(1—M~

Equation io describes the bulk develOPment
full range of exposure from 14=0 to 14=1.

rate

(10)
over

the

The develOPment rate near the surface is described by the
product of the bulk rate and a multiplier F(x,M). This function
is depended on both exposure and depth1 and may be written as
F(x,M) = 1
(1_F(0M)expx~R4~
(11)
—

where x is the depth into the resist,
R4
charaCteri5t~c retardation depth~ and F(O,14) is the
surface develOPment rate to bulk development rate at any
NeureUther modeled F(O,M) as a simple linear function of
F(0,M)

=

R5

—

is
the
ratio of
H value.
H

(R5-R6)M

where R5 is the ratio of surface rate to bulk
and R6 the ratio at M=l.

(12)
rate

This proiect was an attempt to obtain optical
parameters
for
14(x,t)
deterThinat10~~, and positive
dissolution rate, R(x).

at

14=0

resist
resist

~~I!~NT

The apparatus shown in Figure 1 was modified for ~easuriflg
transmittance of photoresist film due to ~~~vailability of glass
substrate with index of refraction of 1.65 and anti_reflection
coating. Instead, a glass slide with index of refraction of 1.50
was utilized as the substrate with no anti_reflection coating.
The resist was spun at 4000 rpm for 30 seconds and prebaked at
70c for 20 minutes in a convection oven.
Monochromatic light
(436nTfl) was used to expose the resist film, and the intensity
transmitted through the resist film and the substrate was
measured using a radiometer.
The perkin-Elmer Development Rate Monitor (DRM), model 5900,
was used to obtain the dissolution rate of the photoresist. The
exposed samples were developed at 20c, with constant agitation.
During
development,
photOresist
thickness as function of
development time was monitored by the DRM.
Several numerical integration techniques were examined to
solve equations 2 and 3 for M( x t) and I Cx, t). Due to the
,
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complexity of these equations, no solution was found.
RESULTS /DISCUSS ION
Table 1 shows both the experimental and literature values of
A, B, and C for AZ135OJ-SF and KT1820. Figure 2 shows a typical
optical transmittance plot for AZ135OJ-SF positive photoresist
film. Equations 4A, 4B, and 4C have been used to determine A, B,
and C values. Due to the absence of a glass substrate with index
of refraction of 1.65 and the anti-reflection coating, the values
obtained differ from the literature.
In addition, problems have
been encountered in solving the equations 2 and 3 to determine
the inhibitor concentration. Thus, the development rate was not
characterized as function of inhibitor concentration.
TABLE 1 : A,B,C Exposure Parameters
(Prebake 80c,25niin;Exposed for 436nm)
A
urn-i

Photoresist

B
urn-i

C
sec-i

AZ l350J-SF

0.578

0.020

0.480

(Reported Values)

0.536

0.059

0.411

(Prebake lOOc,25min;Exposed for 436nm)
A
urn-i

Photoresist

B
urn-i

C
sec-i

KTI 820

0.665

0.062

0.089

(Reported Values)

0.510

0.031

0.Oi3mJ/cm2
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Figure 3 shows the dissolution rate as a function of depth
for AZ1350J-SF, obtained from the DRM. The development rate
retardation near the surface of photoresist, addressed in the
Neureuther development model, is apparent.
Shipley 1400-27 positive photoresist has been characterized
under various processing conditions.
The simulated exposure
condition uses a lens with NA=0.28, sigina0.7, and wavelength of
436 nanometers.
The dissolutiOn rates for Shipley MF312, and
MF319 developers are compared in Figure 4.
I~3l2 developer
showed superior contrast and sensitivity but at the expense of a
higher unexposed development rate.
The exposure doses were
adjusted to yield a 1 micrometer linewidth.
The effect of
development temperature on resist profile is shown in Figure 5.
The
development
of metal ion free developer unexpectedly

decrease5 with increasing temperature.
and 3, the
Due to the complexity of solving equations 2
a
function of
development rate behavior was not characterized as
the inhibitor concentration.
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CONCLUSION
An accurate development model of positive novolak-type
photoresist systems in aqueous alkaline developers was reviewed.
The measurement system for determining
the
exposure
and
development model parameters was described.
The dissolution
rates for Shipley MF319 and MF312 developers had been examined
and the impact of the developer differences on resist profiles
was exhibited. The dissolution rate of resist in metal ion free
developer (MF312) at various temperatures was investigated.
As mentioned earlier, due to the complexity of solving
equations 2 and 3, the development rate was not characterized as
a function of the inhibitor concentration.
By solving the
equations 2 and 3 in the future, a complete characterization of
positive
photoresist
development
can
be
accomplished.
Understanding
the
behavior of resist dissolution is very
essential for improving a photolithographic process.
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TIME DEPENDENCE OF HOT ELECTRON INDUCED SURFACE STATES
Joseph P. Magliocco
5th Year Microelectronic Engineering Student
Rochester Institute of Technology
ABSTRACT
Hot electron injection was investigated using the
HP 4145B SPA to
induce Fewler- Nordheim tunneling.
High frequency and quasi-static
capacitance-voltage
(C-V)
measurements were taken on p-substrate MOS
capacitors in order to generate the distribution of
surface
states throughout the band gap.
The results
proved inconclusive with no deformation of the
low
frequency C-V technique being observed.
INTRODUCTION
The density of interfacial traps (also called surface states
or
inlerface
states)
throughout
the the band gap of a
metal/Si02/Si CMOS) capacitor can be modulated by hot electron
injection through the thin gate oxide.
It has been shown [1]
that the distribution of surface states,
created
in the above
manner,
will
vary as a function of the time elapsed since the
injection.
Ideally in metal/oxide/semiconductor
CMOS)
structures the
conductance
of the
Silicon Dioxide (SiC)2) is considered to hc
negligible until the voltage across the oxide is greater than its
dielectric
strength.
In this
circumstance the
conductance
dramatically
increases and the oxide
loses
its
insulating
property.
In real
MOS
structure,
however,curreflt flow
is
pos~ihle before breakdown under conditions of heightened electric
field or
temperature.
This
is possible due to quantum theory
which allows for a
finite
probability of finding a particle
outside of the
classically forbidden potential
well.
This
probability increases monotonical ly with increased energy.
When
the probability is high, le when a particle has enough energy, it
Is possible for it to travel
between potential
wells
in the
lattice,
as
is
shown
in Figure
1.
This
process is called
tunneling.
[3]
POTENTIAL BARRIER
ELECTRON

DISTANCE

ENERGY

Figure 1

Electron Tunneling
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In a metal gate MOS capacitor the induced tunneling involves
electrons moving through the potential barrier between the metal
fermi energy and the insulator conducting band.
This process, as
stated above,
requires the
electrons to be at energies quite
larger than thermal equilibrium hence the term “Hot”
electrons.
The
high energy electrons
passing through the oxide have been
shown [4],[5],16] to effect the density of surface states at
the
oxide_semiconductor
interface.
Surface states are defined as
allowed energy states in which electrons are localized
(trapped)
in the
vicinity of a materials surface.
These states introduce
energy levels throughout the forbidden band gap,
as
shown
in
Figure 2.
The interaction of a state with an electron results in
the
state becoming charged and so
affecting
the
charge
distribution
in the device and, therehy,device performance.
The
effect upon the charge distribution 15 a function of the gate
bias.
Surface states are, to a first
approximation,
filled when
located below the fermi energy and the empty when above it.
The
gate bias serves to modulate the position of the
fermi
energy
throughout
the band gap and hence also the status of the surface
states.
This is illustrated in Figure 3.
A further complication
is that
the interfacial states have different charge properties
depending upon their
location
in the band gap.
Traps with
energies above mid gap are acceptor like
negatively charge whnn
filled, neutral when empty.
Traps with energies below midgap are
donor like
neutral when filled, positively charge when empty.
-

-

tnt~rrsci.sI
traps ~•%~~%

-

Figure 2

Interfacial

0

S

Traps in the sand Gap. From Ref.[3]

The dependence of device performance on the internal
charge
distribution and
its dependence,
in turn, on the density and
location in the band gap of surface
states,
makes an accurate
determination of the surface distribution throughout the band gap
extremely important.
The required determination, fully described
in
ref
[2],
involves using values obtained from high frequency
c—v measurements and measured quantities such as oxide thickness
to determine Cox,Cdep ,etc.
The distribution of surface states
is obtained by integrating the qussistatic C-V curve.
Figure 4 shows expected low frequency C-V curves prior to,
immediately after,
and
32
hours after hot electron injection.
The change
in
surface
state distribution
after
injection
manifests
itself as a deformation of the quasi-static C-V curve.
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As shown,
the distribution of
function of time after injection.

surface

b)

states

changes

as

a

c)

Figure 3
Trap Filling As a Function of Bias
a) Inversion b) Depletion c) Accumulation
From Ref. [3]

APPLIED VOLTAGE (~.Its)

Figur€~ 4

Expected Results. From Ref.

[I]

This project was an initial attempt to observe the effects
of Hot
Electron
injection to the surface state distribution of
P-substrate MOS capacitors.
The Hot
carriers
will
be forced
using a
constant
current source and the effects determined via
the high and low frequency capacitance-voltage technique.
EXPER I MENTAL
The MOS capacitors used in this experiment were p-type with
an acceptor
doping of 6.2E14 cm3, and oxide thickness of 900A,
and an area of 10.3E-3 cm2.
Fowler-Nordheim tunnel injection was
produced using an HP4145B Semiconductor parameter analyzer in
constant current mode.
The current densities forced ranged from
6.0
E-6 A/cm2 to I.7E-4 A/cm2.
A positive gate bias was used.
Since the injection mechanism occurs from the substrate to oxide,
the device was illuminated to insure a sufficient supply of the
minority electrons.
Both high frequency and quasi-static
C-V
measurements
were
made
immediately
prior
to and after
injection,aS well as, at appropriate intervals thereafter.
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RESULTS/DISCUSS iON
The high frequency and quasistatic CV measurements taken
just prior to
injection are presented
in Figure 5 and 6
respectively.
Note the similarity between Cmin and Cmax values
for the high and low frequency curves.
This would suggest the
low frequency measurement is an accurate one.
The results after
injection,
however,
do not
conform to what was expected.
No
change in the low frequency curves was noted for any of the input
current
densities,
except
for the highest densities which
produced breakdown of the gate oxide.
The lack of results for this
experiment,in
light
of the
published results ,is not immediately obvious.
The first step in
attempting to evaluate this problem would be to
investigate the
low frequency C-V technique used.
According to reference 2,in
order to obtain the true low frequency curve,it is necessary that
during
the
measurement
the
structure,
remain
in thermal
equilibrium.
When this
is the case,the measured capacitance
contains the total
response of the
interface states, ie the
system is sensitive enough to detect change in
surface density.
The method proposed to determine the relative sensitivity of the
low frequency technique involve ,first, theoretically determining
and plotting the time
constants of electron exchange between
surface states and the valance and conduction bands as a function
of
surface potential.
These curves are then compared to a plot
of the rate of change of the surface potential
with respect
to
time as a function of surface potential.
The criterion which the
relationship between these three curves has to satisfy to result
in a
“trues’
low frequency curve is discussed in detail in the
reference.
CONCLUSION
hot electron injection of P type MOS capacitors produced no
measurable change in surface state distribution.
This was not as
expected or predicted by references [1],[4],[5], and t6].
It
is
recommended
that the
low frequency C—V technique used to
determine the
surface state distribution be
investigated to
determine
its
relative
sensitivity to changes in surface state
density.
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HIAC/ROYCO PARTICLE COUNTER INSTALATION
Scott H. McCracken
5th Year Microelectronic Engineering Student
Rochester Institute of TechnologY
ASSTRACT
A HIAC/ROYCO particle monitoring system is being
installed to monitor aerosols in the R1T clean room.
The system is controlled by a VAX mainframe computer
using a Fortran program to read the data from the
counter process It and write it to an output file.
This file is used to generate control charts monitoring
the particle levels at several locations in the
ci eanroOm workspace.
INTRODUCTION
HIAC/ ROYCO particle counting systems are capable of
sampling either a liquid or gaseous medium. The pump in the
model 1100 aerosol sensor draws the gas from the location being
sampled through the model 160/161 ten port scanner into the
sensing unit. The gas flow rate is approximately 1.0 =+- 0.5
cubic Feet per minute. The sensing unit contains an optlc&
sensor which is used to detect particles In the gas stream.
The
unit is capable of detecting up to 300,000 particles per cubic
foot with the sizes ranging upward from .5 micrometerS.

The sensing unit creates a data signal which the model 4150k
system control unit uses to produce count data. The count data
can be broken down into six particle size ranges called channels.
These channels have an associated size threshold that is preset
at the factory and which varies from unit to unit.
A typical
distribution of the channel threshold levels is shown in Table 1.
When in cumulative mode, each channel counts all particles larger
than the threshold.
In differential mode each channel counts
particles between the two adjacent thresholds.
It is capable of
manual, timed or volume controlled sample modes.
The system
control unit has an RS232 interface allowing external computer
control.
Table 1
~CHANNEL
THRESHOLD
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1
.Sum

: Particle Size Threshold Levels
2

3

1.5um ~3.0um

4
5.Oum

5
10.Oum

6
15.0um~

This project involved setting up the system as shown in
Figure 1 and writing a Fortran program so that the number of
particles in the RIT clean room air could be monitored by this
system automaticallY. The results from each count are written to
a data file which is used to update a statistical control chart.
HI~.CIR0YC0
PARTICLE COUNTING SYSTEM

MODEL ]601161 SCANNER
MODEL 1100 AEROSOL SENSOR THIS UNIT
PUMPS

AIR

CUBIC

FEET

AT
PER

APpROXIMATELY
MINUTE

PAST

1.0

AN

OPTICAL SENSOR.

MOflEt. 4150A SYSTEM CONTROL UNIT

__~~_

COMPUTER TERMINAL INTEFACE

Figure 1
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EXPER I MENTAL
A Fortran program was written on the VAX to set up the
necessary particle counter parameters.
The more significant
values include the upper and lower count levels, the air flow
stabilization time, and the sample time.
It then initiates a
count, and receives the count data.
The program converts the
data from character to Integer format and calculates the number
of particles per cubic foot of air from the gas flow rate, gas
flow time, and the number of particles counted in the sample.
The date and time the sample was taken is written along with the
count to a data file unique to each port location.
FIgure 2 is a block diagram of the program with a full F low
chart given in Appendix A.
Commands are Issued so that data is
passed from the particle counter to the VAX arid from the VAX to
the particle counter In the communications set up block.
There
are eleven parameters used to set up the particle counter in the
parameter setup block.
The Fortran program converts the data,
after a sample is taken, from character format to number format
in the sample block.
The data is written to an output file that
is unique to each location in the cleanrOom.
After the
Co unicatiOns are reset the alarms are written to the computer
terminal.

Block Diagram for HIAC/ROYCO CotmT~unlcatlonS Program
SIART
Variable InitializatIon and
Character I zat ion

co~vmjnIcatIOnS setup

___________________________________
Sample taken, Data processed

System StetU5 check

Port

Initialization

Reset cofienunicatlOfle

Parameter setup

STOP
Figure 2
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RESULTS /DISCUSS ION
The Fortran program sets up the particle counter,
initiates a count, processes the data, and writes it to
a seperate data file for each different location in the
cleanroOm.
It takes samples from each port every half
hour until 6:00 in the evening.
RIT has six
of
these
individual
particle
monitoring systems.
A multicom!TtUfliCatiOflS port has
been received that can be used control all of the six
of these systems. One of improvements that can be made
to the program is to implement control of all six
systems using the new communications port.
Another improvement that could be made is to write
the alarms that are written out at the end of the
program into a file so that they can be retrieved for
later review.
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REDESIGN OF AN EIGHT-BIT, ECL D?~C TO FACILITATE
SP~ AND FUNCTIONALITY TESTING OF A BI-CMOS PROCESS
William A. McGee
5th year Microelectronic Engineering Student
Rochester Institute of Technology
ABSTRACT
The redesign and layout of a clocked eight-bit
digital to analog converter using emitter coupled logic
is examined based on testing of the original circuit,
simulation
of
ground node resistance and pinout
compatability to a produced part. The completed layout
is
subjectively compared to the original circuit
design. Production and evaluation is pending at this
time.
INTRODUCTI ON
ECL is an acronym for Emitter Coupled Logic, a
high
performance bipolar logic family. ECL is used for maximum speed
without regard for power consumption.
The layout is area
consuming and not conducive to operating with large logic arrays
because a typical gate requires seven to nine transistors and
five to six resistors where as the same gate in CMOS can be
accomplished with two transistors. As the main virtue of ECL is
performance and speed, it is typically biased at the maximim
limits of the process~ since performance increases with power
consumption.
ECL is capable of much greater performance than
CMOS, however CMOS has a great advantage in density and power
consumption
on average.
Even though the per stage power
consumption of CMOS is increasing, taken as a whole there is a
significant amount of time where gates remain static for several
clock cycles where CMOS power consumption is nearly zero.
Bi-CMOS is a developmental process scheme that combines both
bipolar and CMOS onto a single integrated circuit.
One such
process being developed at National Semiconductor uses the
modular
approach were CMOS is the baseline.
The Bipolar
transistor module was initially developed with a test pattern
that in addition to parameter monitoring structures and Delay
line circuits, incorporated a functional circuit designed in ECL,
the DAC.
ECL itself is a current switching logic that is complementary
in nature, where performance is maintained by running the maximum
current per stage without saturating the differential pair. What
this implies is that a large current is always flowing in two of
the three branches of the typical logic gate.
This is true
because when one side of the circuit is off the remaining side
has the current flowing.
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Ycc

FIGURE 1
TYPICAL ECL CELL

ii NOT

Pb

Using the gate shown above in Figure 1 for discussion, the branch
current Is is set by DVr where;
Is=(DVr—Vbe)/RC.

(1)

This is both the controlling current that is switched and the
level selecting current in the output stages. Vx, an internal
node to the circuit, has its voltage controlled by which branch
the current flow is in. The low logic level, Vxl is the voltage
at node x when the current is flowing;
VXl(VCC~IS*Rl)

(2)

.

The other case is when the current is not
high logic level, Vxh. exists;
V~h=(Vcc—O.O~~Vg)O.O

flowing

and

the
(3)

These give the two logic levels at node x for either input
conditions.
The output stages then shift these levels down by a
base emitter junction drop, Vbe to make them compatible with the
input logic levels. Saturation becomes a danger when the highest
input level, Aih, becomes greater than Is’~Rl.
In
normal
operation the stages are cascaded with the input of the stage
being considered (Aih) being set by the output of the previous
stage
(Aoh).
Aoh itself is set by (Vxh-Vbe) or -‘The.
In this
condition the voltage on the collector of the input transistor is
Vc = -(Is’~Rl) and the voltage on the base is Vb=-Vbe for any
Is,Rl combination.
Because the output of the previous stage was
set by Aoh the onset of saturation occurs in the case where Vc
starts approaching ‘lb.
Therefore with a known Ri, Is is
calculated to be as near as possible to saturation but still
keeping a safety margin. The maximum Is is;
Is=+Vbe/Rl.

(5)

This gives a maximum DVr of;
Dvr=(IS~RC)4Vbe(Vbe*R~~~The

(6)
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In this way the logic centering and logic swing of the family
is set.
Many different logic families are possible by choosing
Rc and Ri values that are compatible with the voltage and current
capabilities of the process being used.
The DAC itself was originally designed around this logic
block diagram.
ORIGIONAL CIRCUIT BLOCK DIAGRAM

FIGURE 2

2

LADD!T~ LO!~

CU~EMT DIVIDER

STO 7 D!COD~ STAG!
LO~ LTEV!L SKQlPTE~
HO!~ LEV!L
S~FTElFt
The balance of accuracy to area was addressed in the number
of bits directly decoded as compared to the number of bits that
were decreased in significance by current division on the R-2R
ladder. For the original circuit, bits DC Di and D2 were decoded
from three binary bits to seven current sources.
These are
labelled the HOB or higher order bits. The HOB are decoded 3 to
7 by this truth table;
HOB

FIGURE 3
INPUT CODE
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+
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17
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This has the effect of portioning the input code into seven
regions.
When the first three bits A, B and C are in any
combination the decoder stage turns the appropriate number of
output current sources on to reflect the significance level of
those three inputs. This portioning helps reduce the level of
current that needs to be switched during operation as compared to
using a pure R-2R ladder.
The remaining five bits 03 to 07 are on the resistor ladder
and are labeled the LOB or lower order bits. A schematic of one
half of the R-2R ladder is shown here;
FIGURE 4

R-2R LADDER

A-’ICC.
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~I2

‘~42
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i’~

D54~

1~’~

D~
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~I,i

]JtJi

AVEEiir

This ladder performs the function of decreasing the significance
of a true signal in progression from 03 to 07. Each resistor is
either R or P12 in value and is configured to divide the current
in half once for each of the five stages. The LOB output drivers
are of the same value as the HOB output drivers which is 32,kllsb.
This value arises from the fact that the significance of the
sixth bit is two to the fifth power which is 32.
Bit D3 is
divided once for a. value of 16*Ilsb, and bit 07 is divided five
times to give Just Ileb. The input resistance looking into the
ladder is 75 ohms, which corresponds to video cable and video
amplifier applications.
For clarity of discussions the DAC is separated into two
portions, the digital and the analog.
Each voltage node is
prefixed by an A or a 0 to indicate the separation.
Separate
biasing is included so that if a saturation or latchup problem
does occur then the general area can be discovered. Additionally
the separation allows for the determination of the actual output
current per stage during operation.
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The remaining two blocks in the original diagra.m are for the
setting of the logic levels and directing of the logic flow.
They do not directly contribute to the functioning of the
circuit.

~~PERIMENTAL
The first step in the procedure was to determine the best
method of redesign through testing of the original circuit. This
testing was facilitated by building several test jigs and then
driving a sampling scope as the load. The first form of error
found was a zero code offset, that is to say that a zero input
gave a significant output. This was simulated on SNAP, a version
of SPICE and determined to stem from the resistance of the ground
node.
The following plot is the output error as a function of
ground node resistance Rrx.
FIGURE 5

GROUND NODE RESISTANCE ~ROR

CB

C’

C,

N

a-

I.
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Since the Iout(not) line is drawing full scale current when a
zero is given as the input a resistance of only one ohm in the
physical ground line will give an error of seven millivolts as
shown in the figure.
Since the fuliscale swing is supposed to be
a 1-volt peak signal through 75 ohms, 13.3 milliamps is a
fuliscale deflection.
Nhen fuliscale is divided into 256 even
divisions, the LSB or single increment value is 52 microamps and
3.9 millivolts.
This gives a 2 LSB offset for a one ohm ground
node resistance. Ground Node grouping and layout about the R-2R
ladder is a prime consideration factoring into the control of
resistance. Another problem observed was the glitches or timing
missmatches that were consistently observed at the counting
division between the LOB and HOB. The errors were consistent and
nearly even for each of the seven transitions. These glitches
were observed to have a pulse width of nearly one stage delay for
the ECL gate type in use. Examination of the original circuit
shows a disparity in the number of stages seen by the HOB and the
LOB.
The HOB had another logic stage to contend with, and hence
an added delay. The addition of an evening stage is therefore a
consideration.
Several other smaller changes to the global
design were;
-

-

-

-

A balancing of the HOE logic bus through
the decoder.
A minimization of process gradients
resistors by placement changes.

in

readjustment
current

of

source

A latched and clocked buffer stage to remove the on and
off chip delay from the bits due to very uneven line
lengths.
An input stage to generate the complement immediately
after coming on chip, to limit piriout and increase gain
for the latch.

These changes were implemented to match the pinout of a
standard production part to aid in comparison of performance.
The final change made was to alter the basic gate function and
family type.
The new circuit differs only in the center push
down resistor Rp shown here.
Testing of other circuits following the original test chip
layout had shown that by decreasing the amount of voltage the
parasitic input capacitators had to change during an input
transient the performance could be increased. The original logic
swing was Vbe, the new one is cut in half by the center push down
resistor to Vbe/2.
The original core of the circuit remained
intact with the 3 to 7 decode and R-2R ladder portions of the
circuit being integral to operation.
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RESULTS /DISCUSS ION
The first step in the layout was the creation of the single
transistor and the differential pair. The single transistor was
given a double base and collector configuration to enhance
performance.
Since layout size was not a constraint each
transistor was also given a substrate connection.
Shown below is
the basic differential pair and a l-x transistor as layed out.
FIGURE 7
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LAYOUT OF l-X AND DIm~XENTIAL TRANSISTORS

The double contacts and substrate connections
may
be
redundant in a well controlled process but this design is for
inclusion into a test pattern.
As such information
from
imperfect runs in terms of process parameters is still desired.
The layout of each cell is similar and differs only in the
functionality.
For ease of discussion and representation the
schematics will be shown. There are three level shifter types
used in the circuit; HOB, LOB, and 3-7 decode bus driver. Each
performs the function of altering the logic levels so that the
following stage is matched. There are several levels available
that relate to the number of Vbe or diode drops in the output
stage.
They are labeled Al, A2, and A3 where A would be the
logical variable and 1, 2, or 3 is the number of diode drops for
that level.
All the internal standard logic is at Al, and all
the analog output drivers are at A2. The decoder stage in the
HOB section requires all three levels for each of DO, Dl, and D2.
The final layout is approximately 3 mu square, and is shown
here in block diagram form.
FIGURE 8
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The new design will be included on the next generation of test
chip masks to be produced at National. Further estimation of the
improvement of the circuit design will not be possible until the
devices are fabricated.
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layout
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EVALUATION OF PLASMA DAMAGE TO ThIN GATE OXIDES
Patricia A. Ostling
5th Year Microelectronic ~igineering Student
Rochester Institute of Technology

ABSTRACT

Capacitance-Voltage (C-V) arid Conductance-Voltage
(G-V) measurements were performed to characterize field
induced charges in thin (300A) oxides subjected to a RF
generated oxygen plasma used to remove photoresist.
Results based on C-V curves indicate a -4.6V threshold
volt ge shift for capacitors exposed to the RF plasma as
compared to capacitors without
plasma
processing.
Results
based on tunnel current
easurements were
inconclusive.
INTRODUCTION
Recent industry trends calling for the fabrication of high
density MOS devices have concurrently resulted in the use of
thinner gate oxides. These thinner oxides are more susceptible
to damage due to the high electric field stressing that may
occur in subsequent plasma processing steps.[l-4)
Oxide traps are present in the Si02 bulk as well as the
Si-Si02 interface, and are generally associated with defects in
the film such as impurities and broken bonds.[4,53 Though
usually uncharged, they may become charged if exposed to a. large
electric field, as is the case with a plasma. These traps are
thought to be generation-recombination sites, and positive
charge generation at the site of these traps has been attributed
to impact ionization that occurs during high field stressing.
Charge trapping in Si02 is one of the principal causes of device
degradation and instability in MOSFL’I~’s.
The conduction mechanism in thermally grown Si02 has been
found to take place via a Fowler-Nordheifli (F-N) tunnelling
zechanism.[6,?) The energy difference between the Fermi level
and the conduction band in the oxide presents a barrier for
electrons that enter the oxide from the metal gate.
When a
sufficient bias is applied to the gate, electrons tunnel through
this barrier, thus a current flow is evident.
Figure 1
illustrates this phenomenon.
Trapped positive charges in the oxide are thought to reduce
the
tunneling barrier thereby increasing the F-N current
flow.t7) The mechanism here is thought to be due to the
enhancement of the electric field from the positive charges.t8]
Figure 2 shows the effect that positively charged traps in the
oxide have on the barrier described in Figure 1.
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Figure 1: F-N tunnel mechanism through Si02 insulator
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Fowler-Nordheim current may be represented
f or the ideal case.
J

=

by

Equation

(q~E2/ 8flh~,) expE -4(2m)~ ö~i3hqE]

(1)

where J is the current density in Mcm2, q is the
electronic charge in Coulombs, h is Plancks constant, E is the
electric field, Ø~ s the barrier height, and m is the free
electrom mass. This shows the dependence of the current on the
electric field present.
This experiment will attempt to identify and quantify field
induced charges in thin oxides subjected to a RF generated
oxygen plasma using two methods.
First, the widely used
Capacitance-Voltage
(C-V)
measurement
techniques will be
employed, and compared to a second method measuring enhanced
Fowler-Norciheim tunneling currents as a function of plasma
damage. C-V analysis will be done on stressed devices and
compared to that of non-stressed devices.
For these same
conditiofls,the current will be measured, also using the C-V test
apparatus~ but in the conductance mode.
Equation 2 shows the flatband voltage of a MOS capacitor is
a function of the non-idealities seen in the oxide.
Vfb

=

-Qf/COx

-

fQm -fQt

+

ms/q

(2)

where Qf, Qm, Qt are positive charges in the oxide as a
function of fixed, mobile, and trapped charges. If trapped
charges are present~ a negative shift in the flatband voltage
would be experienced.
Figure 3 shows representative curves
which illustrate the flatb&fld voltage shifts that might be
expected due to the trapped charges in the oxide for a p-type
device.
Figure 3: RepresentatiVe C-V curves jjlustratiflg

flatband shifts due to trapped oxide charges.

CAPAC ITANCE

Due to

trapped
charges

‘~

—s’

Oriqinal
‘~

0

152

VOLTAGE

Figure 4
voltage, and
are increased
f or devices
these curves.

is a plot of current density vs.applied gate
shows the shift that may occur if positive charges
in the oxide.[9) It is expected that I-V curves
processed with and without plasma would resemble

Figure 4: Current density vs.applied gate voltage [9)

~~PER IMENT

P-type, 14 -cm, 3” wafers were cleaned using standard RCA
techniques.
A thermal oxide was grown in a dry oxygen ambient
at 1000C, with a resultant thickness of 320 Angstroms. This was
followed by a nitrogen anneal at the same temperature for 20
minutes. The anneal step was done to minimize the amount of
fixed surface states in the oxide. The wafers were split; one
half wa~ coated with photoresist and ashed for 20 minutes in a
Plasmaline RF generated (250W) oxygen plasma. The control group
did not see a plasma at any time. All the wafers were brought
together; wafers were again cleaned, and aluminum was evaporated
on the front side and the capacitor contacts were patterned.
Following
the patterning, aluminum was evaporated on the
backside to form an ohmic contact. A 450C sinter in forming gas
(H2N2) was done to anneal the aluminum.
Testing was done on a MicromanipulatOr Model 410 high
frequency C-V apparatus to determine flatband voltage shifts due
to plasma processing.
Using the same C-V test equipment,
conductance was measured as a function of applied gate voltage.
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RESULTS / DISCUSSION

Figure 5 is a representative C-V plot for a device that was
exposed to a plasma (curve A) and compared to one that did not
see a plasma (curve B).
As expected, significant flatband
voltage shifts have occurred in the devices that saw a plasma.
The more gradual slope of curve A indicates the pre cence of
interface states as well. Curve B shows a region in Cox which
may be indicative of a. leaky oxide.
Table I summarizes Cox, Cmin and Vt data for seven
capacitors that were tested.
From these values, an average
flatband voltage shift of -4.6 Volts due to plasma
was
calculated.
TABLE I: Summary of Results

I,

Plasaa

1kii

•

Pla..a

Plas.a

Plaiaa

475

75

35

—4.5

0.2

585
610
510
515

494
425
505
450
450
475

100
100
85
80
80
45

30
30
25
30
30
37

—4.1
—4.0
—3.7
—4.6
—5.2
—3.8

0.4
0.2
0.3
0.4
0.3
0.3

557
57.2

468
28

81
18.7

31
3.9

—4.3
0.53

0.3
0.08

485
555

640

Mean
Std.
Deviation

The theoretical threshold voltage as generated on the RIT
CVPLOT
program
is
approximately
-0.3
Volts
for
a
metal-semiconductor work function difference of -0.9 Volts, and
Qf = 7.OE1O. It should be noted that the threshold voltage for
the control devices that did not see a plasma was much closer to
the theoretical value than those that did see a plasma. This
has been unprecedented at RIT for p-type MOS capacitors.
Cox and Cmin were both higher in the plasma group than the
no plasma group. Different oxide thicknesses might cause this
phenomenon but the difference in the two wafers was only 10
Angsto s and would not account for the large difference.
The variation across the wafer was also worse for the
plasma group for Cox, Czin and Vt.
Figures 6 is a plot of current versus applied gate voltage.
The magnitude of the current is much larger than was expected,
and the curve is linear as well. This supports the hypothesis
that the oxide is leaky, thus we are simply measuring a
resistance.
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Figure 5: CapacitanCe Vo1ta~e Curves with and without Plasaa

- -

I--—.

~loo
C-)

100

21

-20 I~ 12.8 —‘1

GATE VOLTAGE
Figure 6:

~

h~L~J

I

(vou~)
~h!L

• DL..TF~E

______________________________________

M~

~‘

Lii

i

,.fl

-J

‘a

—L

-

-~

—?

—.C

155

CONCLUS IONS
This experiment provides preliminary evidence that plasma
processing alters the C-V characteristics of 140S devices.
Significant negative shifts in threshold voltage were evident in
devices that experienced a plasma processing step, with an
average of -4.6 Volts.
A large leakage current has been
demonstrated,
d it is felt that 300 Angstroms is too thin for
devices fabricated at RIT. Due to the implications of this
experiment, a repeat is certainly warranted, and should include
thicker oxides to eliminate the leakage effects.
If this is
done, the tunneling current phenomena may be experienced.
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WEDAX STUDIES ON THE HITACHI S.E.M.
Ronald L. Quiett, Jr.
5th Year Microelectronic Engineering Student
Rochester Institute of Technology
ABSTRACT
The WEDAX (Wavelength Dispersive Analysis of X-rays)
system incorporated Into the Hitachi
S.E.M.
is a
method of performing chemical microanalysis of
a
material. The primary objective of this project was to
bring up the system to full operating status and
calibrate
the
WEDAX
utilizing known samples of
aluminum, copper, and silicon. As of May 1988, the
S.E.M.
resolution
Is at 2K and the WEDAX Is still
I noperab 1 e.
I NTRODUCT ION
Wavelength Dispersive Analysis of X-rays (WEDAX) Is a method
of performing chemical microanalysis of a wafer surface. This
technique is based on the theory that as the specimen is
irradiated with an electron beam, x—rays are emitted with
energies and wavelengths characteristic of
the
specimen’s
elemental
composition.
As the impinging electron beam strikes
the surface atoms, electrons are inelastically scattered causing
x-rays to be formed by two distinctly different processes. The
incident electrons decelerate upon encountering the Coulombic
field of the atomic core, which consists of the nucleus and
tightly bound electrons, leading to the formation of a continuous
spectrum of x—rays.
This continuous spectrum of x—rays varies
from an energy of zero up to the value of the incident electron
energy
[1).
The
above
process
is
referred
to
as
‘bremsstrahIung’, or “braking radiation.” The continuum x-rays
detected will show up as a form of background noise on the graph.
The x—rays that we are primarily concerned with are those called
characteristic x-rays produced by a sufficiently energetic beam
electron causing an inner—shell electron, K, L, or M, to be
ejected,
leaving the atom in an ionized, or excited state.
It
takes the atom approximately ten picoseconds [2] to relax to its
original
ground state after Ionization.
In the process of
relaxation, transitions of electrons from a higher shell to the
vacancy, for example, from the L to K shell, results in the
excess energy being released in the form of a photon of
electromagnetic
radiation.
This x-ray emission process is
summarized in Figure 1.
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FIGURE 1: X—ray Generation Process

[2]

Various possible x—ray producing transitions are shown In

Figure
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FIGURE 2: Electron Shell Transitions.

12]

A transition of one shell Is denoted by the°~ subscript and
that of two shells by a ~ subscript.
The energy of the photon
Is equal to the difference in energy between the shells
involved
In the transition, and for inner-shell transitions, the energy is
such that the photon
lies
in the
x-ray
range
of
the
electromagnetic spectrum.
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These photons, according to the Duality Principle,
have an
associated wavelength which is related to the photon energy by:

X

=

hc/qE

where h is PIanck’s constant, c is the speed of light, q
is the
electron charge
in coulombs, E is the energy in keV, and >s is
given in nanometers.
Due to the discreet energy
levels between
shells,
we can fingerprint an element by its characteristic
x—rays which are well known and tabulated.
Detection of the x-rays
is a
straightforward
matter
employing Bragg’s formula.
A small
portion of the x-rays
generated from the sample pass through a port
in the specimen
chamber and enter the WEDAX housing.
The x-rays impinge on the
analyzing crystal, are diffracted and enter the detector,
as
depicted in Figure 3.
If Bragg’s law is satisfied:
n ~

=

2 d sin8

where n is an integer, XIs the x-ray wavelength, d is the lattice
spacing of the analyzing crystal, and e is the incident angle of
the x—ray on the crystal, constructive interference will
occur,
providing a maximum at the detector.
The distance le from the
sample to the analyzing crystal in the x—ray spectrometer can be
expressed by:
lo

=

2 r sin8

where r is simply the Rowland circle radius of the spectrometer.
Combining the two equations, we see that 1.
is proportional to
the wavelength by the equation:

X

=

(dir)

Thus, with known crystal lattice spacings and a fixed Rowland
circle radius,
determining the wavelength is a simple matter of
reading 1.
from the dial of the spectrometer and performing a
simple conversion.
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FiGURE 3. SchematiC Diagram of Hitachi and WEDAX System.

160

[3]

Upon entering the detector, the x-rays ionize the counting
gas,
a mixture of 9O7~ argon and 1O1~ methane, causing current to
F low.
This signal, proportional to the amount of x-rays detected
is fed through a series of amplifiers, a pulse height analyzer,
count rate meter and finally plotted on a
chart recorder.
The
graph
is a plot of the number of x—rays counted as a function of
ic, with the maximum peak corresponding to the major element
contained
in the
sample.
Figure 4 shows an example of a Ko~
transition for a sample containing copper, where 1.
is expected
at 127.58 mm.

cc,~,~.rrs
~ N ~L

I.
(iO

FIGURE 4. Chart Recorder Graph
EXPER I KENT
The project was concerned with bringing up the S.E.M.
and
the WEDAX system.
After connecting the utilities the system was
ready to be powered up.
Once running,
the electrical
end
mechanical alignments were performed on the S.E.M.
in accordance
with the Hitachi
User’s Manual.
Facilities for the WEDAX
consisted of 1IOVAC and P-1O gas for the detector.
P-1O gas is a
mixture of 907. argon and 1O7~ CH4 and enters the system at a flow
rate of 1 bubble per second as measured by an auxillary tube from
the gas manifold and placed in a beaker of isopropyl alcohol.
A
sample of copper was then affixed to a specimen holder and
irradiated by the S.E.M.
in the spot mode at an accelerating
voltage of 3OKeV.
The x-ray detector signal was routed from the
pulse height analyzer through the count rate meter on the EDAX
system and into a 10K resistor network.
At the resistor network
the signal was converted from a voltage to a current enabling
it
to be fed into the chart recorder and displayed as a function of
time.
With the chart
recorder running,
the crystal
drive was
started with an
initial
lo reading of 60mm and ran to 223mm.
The crystal used was RAP (rubidium acid phthalate) with a crystal
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lattice spacing, d, of 13.06L The 10 reading associated with
the highest peak was then compared to the expected table value.
If a discrepancy occurred,
the crystal would be placed at the
position of maximum signal occurance and the 1. indicator assembly
adjusted to reflect the expected value.
This entire process
would be repeated for samples of aluminum and silicon,
with the
final positioning of the indicator being a ‘best F It’ setting for
all three samples.
RESULTS
Many hours were spent troubleshooting
the
electrical
components of the S.E.M.
due to the corrosion within the main
console.
The column was pulled-down, cleaned,
reassembled,
and
by shining a light down the column, a rough mechanical alignment
was performed.
Upon troubleshooting the main console,
a
loose
connection
was
found,
reconnected and the system become
operational.
An electrical alignment was performed according to
the
Hitachi
User’s manual
and a fluctuating beam current
warranted replacement of the emission
current potentiometer
resulting in a repeatable resolution of 2K.
Inspection of the WEDAX system revealed worn crystal
drive
gears.
It
was
determined that they would
last through
preliminary tests and replacement was to be made when the system
is turned over
for full-time use.
With all portions of the
system connected according to the manual, x—rays have yet to be
detected.
SUMMARY
Further restoration of the Hitachi S.E.M.
and WEDAX maybe
questionable due to the excessive corrosion of all PC boards
within the main console.
if and when the WEDAX
becomes
operational,
the replacement of the crystal
drive gears is
warranted.
The S.E.M is functional.
ACKNOWLEDGEMENTS
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Scott Blondell for his
patience and technical expertise.
REFERENCES

162

[1)

Kimoto, S. “The Scanning Microscope as a System.” JEOL NEWS,
Vol. lOe, No. 2, 1972, pp. 1—19.

[2)

Goldstein, J.I., “Scanning Electron Microscopy and X-ray
Microanalysis.” Plenum Press, N.Y., 1981, pp. 95—122, 205—222.

[3)

Hitachi Users Manual,

1976.

EVALUATION OF INTEGRATED INJECTION LOGIC DEVICES AT RIT
Carl J. Romano
5th Year Microelectronic Engineering Student
Rochester Institute of Technology
ABSTRACT
IlL logic gates were fabricated using a two
diffusion, four mask process. The functioning of
NOR and OR gates were evaluated, and suggestions for
improving the process are given.
I NTRODUCT ION
IlL was invented back in 1972 by two different groups
working independently of each other; one at IBM Laboratories
in Germany, and the other at Philips Research Labs in the
Netherlands.
Both groups had the same goal which was to
develop a bipolar logic that combined the high spped of a BJT
The result was
with the high packing density of MOS.
Integrated Injection Logic.
The IlL design evolved by shrinking
direct-coupled
transistor
logic
(DCTL)
shown
in
Figure
la.
The
emitter-grounded output transistor pair was replaced by a
single multi-collector vertical npn transistor. A lateral pnp
transistor was used as the current injector source, and
replaces the diffused resistor of the DCTL gate by also acting
as an active load. As a result, no large space consuming
resistors are required on the chip for either the source or
load function. Thus the DCTL gate shown in Figure la has been
reduced to a single IlL transistor pair as shown in Figure lb.
4V
hiput

B

I

Lat~r.i p-n-p

(a)
Figure 1:

____

VeTtical n-p-n

(b)

(a)DCTL Inverter (b)IIL equivalent Inverter

The end result of these modifications was to reduce the
size of the logic gate down so that it takes up less real
estate on the chip. Furthermore, the base of the npn and the
collector of the pnp share a lip” diffusion, and the base of
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the pnp and the emitter of the npn share a “n” diffusion as
shown in Figure 2. This shar~n~ of comon regions between two
transistors Is called “merging” and further enhances the
conservation of silicon area on the chip. Consequently, this
makes IlL desireable for MSI and LSI applications.
Other
advantages of using IlL are that only four masks are required
(two diffusions, contact, and metal) and there is no need for
Isolation or ion implantation which simplifies the processing.
I~~tor

~1~

j

L~

5~
agub~tnte

S

Figure 2: Cross-section of IlL. Inverter.
Although IlL has many advantages, there are a few
tradeoffs.
First of all, In order for the “merged” design to
work the npn vertical transistor must operate in the reverse
or “up” mode.
In other words, the collector acts as the
emitter and the emitter acts as the collector.
This concept
is shown in Figures 3a and 3b~
For normal operation, the
current flow lines are downward as shown In Figure 3a, whereas
the current flow lines are upward for reverse operation as
shown in Figure 3b.

C

0~

Figure 3:

(a)normal operation, (b)reverse operation

Since the collector Is the substrate for normal operation,
then the collecting area Is very large with respect to the
base area and most of the current from ttie emitter gets
collected and high gains are easy to achieve.
In contrast,
for the reverse mode the collector area is small, and the
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4

emitter is the substrate, so a large portion of the substrate
current recombines In the base and is
not
collected.
Therefore
the
reverse
gain
is
considerably reduced.
Furthermore, the gain is also proportional to the ratio of the
emitter doping (Ne) to the base doping (Nb), as shown in
Equation 1.
Ic
Bet

Ne Dnb Lpe Ac

(1)

=

lb

Nb Dpe Wb

Ab

Since we are using the substrate as the emitter, and it
is
lightly doped at about 2.OE+15 then the reverse gain is
reduced even further. A reverse gain of at
least one is
needed in order for IlL to be used in LSI applications where a
large number of gates will be chained together.
If the gain
is less than one, then the small signal gain of the chain will
be degraded with each stage until it cannot be distiguished
from the background noise.
This project involved the
circuit shown in Figure 4.

testing

of

the

NOR/OR

gate

•

A

NO~

/0W. GMt

Figure 4: NOR/OR gate schematic

Figure 5: NOR/OR gate ICE layout

With a high input signal on A and B (A,B>SOOmv), current
is
Injected from Qi and Q3 into the base of Q2 and Q4 which
are consequently driven into saturation. The voltage at the
output of Q2 and Q4 is VCE sat, which corresponds to a low
signal of approximately lOOmv. Thus the NOR function has been
realized.
This low Input of VCE sat is then the input to the
next gate, Q6. Therefore, Q6 is off and the output of Q6 is
pulled up to the lv supply via the 10K pullup resistor, and
the OR function is demonstrated.
165

However, if the input signal for A and B is low, then Q2
and Q4 are off, and current is injected from Q5 into the base
of Q6; saturating it. Now the output of Q2 and Q4 are at VBE
sat of Q6. This corresponds to a high signal of 750mv for the
NOR gate. Since Q6 is saturated then the otput of Q6 is VCE
sat or
lOOmv, which is the low logic level for the OR gate.
Thus the internal logic swing of the circuit from high to low
is 650mv.
EXPERIMENT
The simple IlL logic gates
decribed
above,
were
fabricated and tested for proper functioning using a probe
card setup. The NOR/OR gate shown In Figure 5 was tested to
verify the operation of a IlL circuit. The circuit was tested
using a I.5V pulse at a frequency of 5KHz applied to inputs A
and B, Vinj=5V, Rinj=1K, Vp=1V, and Rp=IOK. A Tektronix 2430A
digital oscilloscope, and HC100 color plotter were used to
obtain plots of the input and output waveforms. The forward
and reverse beta’s of the npn vertical
transistor were also
investigated using the HP 4145A Parameter Analyzer.
RESULTS/DISCUSSION
The NOR and OR logic functions are verified by the plots
in Figures 6 and 7.
In Figure 6, the input signal for A and B
is shown and the output of the NOR gate is plotted below it.
When the inputs are low the NOR gate is at a high logic level
of 750mv, and when the inputs switch high the NOR gate drops
to a low logic level of l5Omv. Thus the NOR gate functions as
predicted by theory. The logic swing for the NOR gate is
600mv which is comparable to the predicted swing of 650mv.
The internal switching times for the NOR gate were about
I2Ons.
Figure 7 shows the input and output waveforms for the
OR gate. When the inputs are low the output is low, and when
the
inputs switch high, the OR gate is pulled up to the lv
supply, and the OR function is verified.
Note that the rise
time for the OR gate was 4us and is much greater than the fall
time of l2Ons.
The rise time is
longer,
since the
10K
resistor
limits the speed at which charge can be removed from
Q6, whereas the fall time is shorter due to the stauration of
transistor Q6 which pulls the output down.
In order to reduce
the rise time, an active pullup could be used in place of the
10K resitor.
The forward and reverse gain of the npn transistor was
obtained from the plots in figures 8 and 9. The forward gain
was 34 and the reverse gain was only 0.07.
For the process
used, the predicted reverse gain was 0.046, using the values
shown below.
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=
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Even though the gain was low, the circuit still
functioned
properly since we were dealing with simple logic gates.
Also, reccomendationS made by Mark Graboskyl4) have shown
to
be
instrumental
in obtaining working circuits.
He
suggested to use a large N+ emitter diffusion to surround the
circuit, and make contact with the substrate. This helped to
reduce the emitter resistance, and any lateral hole diffusion.
As a result, the logic swings were not affected. This
diffusion is the cross-hatched region shown in the layout of
Figure 5.
CONCLUSIONS
The results show that functioning IlL circuits can be
made at RIT.
Although the circuits were simple logic gates,
more complicated designs can be made if the reverse gain is
increased.
One way of doing this is to start with an N+
substrate and grow an N- epitaxial layer on top of It for
fabricating the circuit, as shown in Figure 10.
Note, wafers
such as these can be purchased from companies
like Spire or
Eaton.

‘I?

Figure 10: Improved IlL structure.
The N+ substrate will now act as the emitter, and its
doping can be used in equation 1 to calculate the gain.
Substituting a value of 5.0E18 for the emitter doping results
in a reverse gain of 2.45 which is greater than one.
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Other ways of increasing the reverse gain are to maximize
the ratio of collector area to the base area, and to minimize
the base width.
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HALL MEASUREMENTS IN SEMICONDUCTORS
Tony Scelsi
5th Year Microelectronic Engineering Student
Rochester Institute of Technology
ABSTRACT
An experiment to compare resistivity and
carrier
concentration results for p-type silicon using four
point probe and Hall measurements is described.
The
effects
of
current magnitude and magnetic field
magnitude on
the
results
obtained
using
Hall
measurements were also investigated.
The Hall data and
four point probe data was In close agreement for both
carrier concentration and resistivity for specified
ranges of current and magnetic field.
INTRODUCTION
Hall measurements and four point probing are techniques used
to measure the material
properties of resistivity, carrier
concentration and carrier mobility in semiconductors.
Both
methods
provide
information about the electrically active
impurity profiles. While four point probing is much easier to
perform,
its application to compensated samples is hampered by
the fact that two of the properties must be measured directly.
In this way Hall measurements can be applied as an alternative
method of characterizing semiconductor samples.
4,
y

—,-

x

Figure 1. Schematic of the Hall effect.[1]
Hall measurements make use of the Hall
effect to directly
determine both the resistivity and electrically active carrier
concentration in the sample.
From those values the carrier
mobility can be evaluated. The Hall effect is demonstrated by
referring to Figure 1. Consider a uniformly doped sample of
thickness t, width W and length L, through which a current 1
flows. By applying a uniform magnetic field B perpendicular to
the current, a magnetic force is exerted on the charge carriers
In the y direction.
For equilibrium, a net force of zero in the
y direction must exist on the carriers.
Hence, an electric field
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E , is established which counters the magnetic force.
This
effect, known as the Lorentz force Is demonstrated In Equation 1,
F

=

0

q~

=

+

q(~xB)

(1)

.

Since all vector values are applied perpendicularly,
can be reduced to scalar values and yields,
qE~

=

Equation

1

q~B

or
EH

=

~B

(2)

.

Equation 2 can be easily manipulated
quantity, the induced Hall voltage,
E~W

=

=

~BW

to

.

provide

a

measurable

(3)

Since the drift velocity in a semiconductor Is
I/nq(tW)

=

.

(4)

where n Is the carrier concentration, then Equation 4 can be
substituted in Equation 3 to provide the Hall voltage in terms of
the measurable quantities B, I and t and thus
V

=

1B/nqt

.

(5)

The Hall voltage is measured using a high Impedance voltmeter
from which the carrier concentration n is evaluated in Equation
5.
Resistivity can be found by removing the magnetic field and
reconnecting the leads so that the terminals, thru which the
current Is supplied and the voltage is measured, are adjacent as
In Figure 2.

FIgure 2. Example of Van der Pauw sample.
This method of measuring resistivity, p,
in a sample was
Introduced by Van der Pauw and is mathematically evaluated to be,

p
This result
symmetrical

=

(1rd/J.fl2)(VD~/I~,R,)

•

(4~

stems from the restriction that the sample be
and provide equal
path lengths through which the

current and voltage flow. A small correction factor determined
by Chang should also be Included to account for the finite
contact size relative to the sample size [2].
The third property of the sample, the Hall mobility u1~,
can
be found using the results already determined and is given by,
=

R~/ç

where RHIS the Hall coefficient (1/nq). The value of u~only has
real
significance In single carrier systems where It can be
easily related to the carrier mobility, u,
by
a
known
proportionality factor, r, for the given material [3].
The application of Hall measurements has proven useful
in
the field of microelectronics to fabricate some unconventional
integrated circuits. Hall sensors react to magnetic fields which
induce a detectable voltage.
The absence or presence of this
voltage can be used to note the position of the sensor.
Due to
this fact, Hall
sensors have found widespread use in keyboard
switch applications.
This project was a preliminary Investigation to determine
the capability of detecting the low voltage levels which Hall
sensors use.
Positive results should indicate the feasibility of
manufacturing functional Hall sensors.
EXPER I MENT
The experiment involved the fabrication of two Identical
devices
used
to measure induced Hall
voltages In p-type
semiconductors.
As seen In Figure 3, square geometries were
chosen with corner contacts to ensure the current applied and
voltage measured were perpendicular to each other.
Table 1
contains information pertaining to the devices.

B

Figure 3. Hall sample with aluminum contacts A,B,C,D.

Table 1
length
width
thickness

=
=
=
=

carrier

=

1.5 inches
1.5 inches
20 mils (508 urn)
10-20 ohm-cm
p-type

The square geometries were cut from the wafers using a
Tempress Model
602 saw.
Following a RCA clean, aluminum was
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deposited on the corners using a CVC evaporator to form the
equally sized triangular contacts and sintered at 450 C. Finally
the squares were mounted on perferated plastic board and wire
leads were connected to the contacts using silver paint. The
set—up for the measurement of the Hall voltage is shown in Figure
4.
A Keithley 220 Programmable Current Source with a voltage
limit of 10 volts was used.
The carrier concentration as a
function of the magnetic field and current suppi ted was deduced
using equation 5. The resistivity was measured by simply turning
off the magnet and reconnecting the leads as mentioned earlier.
Both the resistivity and carrier concentration determined using
Hall measurements were compared to results obtained using a four
point probe.
C~t~

_JaOi]OO L
• 0 00 0 00 0 0
6000 fl OC 00
600000000
~0CC_OCC~~

car
ad

~
ICC

eI
Cci.

~

000Cc0’cc

A) Mounted Sample
FIgure 4.
RESULTS/DI SCUSS ION
The resistivity values obtained using four point probe and
Van der Pauw measurements are shown in Figure 5. A consistent
Van der Pauw resistivity was found for a current ranging between
0.05 mA and 10.0 mA.
Below 0.05 mA the sensitivity of the
equipment was not high enough to supply an accurate voltage
measurement.
Above 10.0 mA the current supply was limited by a
maximum voltage so the sample in fact did not see currents above
10.0 mA.
This explains the drop in resistivity in Figure 5 and
that data should be disregarded. Table 2 supplies the measured
resistivity values and exemplifies the close correlation between
the two measurement techniques.
Table 2:
Four Point Probe
Hall (Van der Pauw)

Resistivity
=
=

21.9 ohm-cm
20.7 to 22.3 ohm-cm

The measured carrier concentration as a function of current
is shown In Figure 6. For a magnetic field of 4000 Gauss, the
carrier concentration was relatively constant for a current
supply between 0.05 mA and 10.0 mA. The carrier concentration
173

Figure 5
RESISTIVITY USING HALL MEASURE~~jS
ResLstLvLt~ vs. Current
Fo~r

•

Pt. pC~øLq4~-~

~

C)
£
O~

.-~

> (•4.
—

C)
.-)

a)
a)

Current (mA)

Figure 6
CARRIER CONC

USING HALL VflLTAGE MEASUREMENTS

CorrLer ConcentratLon vs. Current (B4OOO1o4~3’~
a)

x
C
00

w

0
C
C
a)
C.)
C
0
C.)
C
a)
C
C
0
C.)

Current (mA)

Figure 7
CARRIER CONC. USING HALL MEASUREMENTS

4

174

.

6

8

10

MognetLc FLeLd ( xlOe3 gouss)

outside this range varied due to the same reasons the resistivity
varied. Table 3 supplies the measured carrier concentrations and
again a close correlation existed between the two measurement
techniques.
The graph in Figure 6, for a magnetic field of 4000
Gauss, typified curves for other magnetic fields.
Table 3:
Electrically Active Carrier Concentr tion
( B • 4000 G uss )
Four Point Probe
Hall

=
=

2.0 x ~ cm~
4.1 x 10~ cm~

Figure 7 demonstrates the carrier concentration as
a
function of magnetic field for a current supply of 1.0 mA. As
the magnetic field increased the carrier concentration increased
in a non-linear yet non-logrithmic fashion. The reason for this
remains unresolved at this point. Similar results occurred for
other constant current supplies.
Overall, the resistivity and carrier concentration values
obtained using Hall measurements matched closely to those values
obtained using a four point probe. Given the existing equipment,
Hal I measurements can be used to provide a close estimate for the
carrier concentration and resistivity in a semiconductor.
The
data suggests that the generated Hall voltages were in fact real
with only slight
inaccuracies that may have resulted from
spurious emf’s, contact resistance, lack of perpendicularity of
the magnetic field and current flow, and finite contact sizes.
Magnetoresistance and scattering showed no evident effect on the
material parameters for the p-type silicon.
Based on these
results the capability to fabricate and test diffused Hell
sensors with the existing equipment may be possible. Only a more
sensitive voltmeter
(0.1 to 1.0 mV range) and modifications to
the set-up are needed to accomodate the smaller sample. However,
lattice scattering, finite contact size and magnetoresistanCe may
introduce problems due to the conduction nature of the diffused
n-type silicon needed in a Hall sensor.
CONCLUSIONS
An experiment set up to obtain
resistivity
and
carrier
concentration from Hall measurements has been described and shown
to correlate well with four point probe measurements.
Based on
these results, the manufacture and testing of functional Hall
sensors should be possible.

175

AC~<NOWL.EDGEMENTS
Thanks to Mike Jackson for his advice and help obtaining supplies
and Dr.
Peter Cardegna,
in the Physics department, for his
advice and cooperation.
REFERENCES

176

[1)

R.S. Muller and T.1. Kamins, Device Electronics For Integrated
Circuits, 2nd Edition, 1981.

[2]

R. Chwang, B.J. Smith and C.R. Crowell, Solid-State Electronics,
vol .17, (1974).

[3]

“Standard Method for Measuring Hall Mobility and Hall
Coefficient In Extrinsic Semiconductor Single Crystals”,
1985 Annual Book of ASTM Standards for Electronics II,
Designation: F76—84, vol. 10.05, pp. 155—171, (1985).

[4]

J.S. Blakemore, Solid State Physics (second edition), Cambridge
University Press, 1985.

SUPERCONDUCTOR TEST STATION
WILLIAM F. SCHOFIELD II
5th Year Microelectronic Engineering Student
Rochester Institute of Technology
ABSTRACT
A basic test station, using a modified four point
probe was designed and buflt for measuring resistivity
over a temperature range. This test station can now be
used to characterize the effects of any subsequent
semiconductor processing on transition temperatures and
performance of superconductive films.
I NTRODUCT ION
A short history of superconductOrs is provide to fully
understand
the
background
of
this
project
[1—17].
Superconductors are materials that exhibit a complete loss of
electrical resistance as they are cooled below a critical
temperature.
This phenomenon was discovered In 1911, when
physicist Heike Kamerleigh Onnes was conducting experiments with
mercury at low temperature. During one of his experiments he
noticed that the resistance of a sample all but disappeared at
four degrees Kelvin.
Little work was done In the early parts of
the century, and the work that was done, was limited to metals
and metal alloys.
Then In 1973 niobium alloys were
found
to
exhibit
superconductivity at around 23 K. These materials found their
first applications In medical imaging systems and in particle
accelerators.
Still,
the
temperatures
needed to obtain
superconductivity made most applications Impossible.
Then In
1983 metal oxides such as BaLaCuO showed transition temperatures
of 35 K. This was a major jump from the previous temperature of
23 K, and was discovered by two of IBM’s research scientists,
Karl Alexander Muller and Georg Bednorz. Early In 1986 another
small
jump up to 44 K was observed in niobium_germanium-aluminum
end oxygen material developed by two Japanese scientists, Oguski
and
Osono.
During the last few months of 1986 varIous
researchers started working with ceramic material with transition
temperatures around 70 K. Early In February of 1987 a Houston
scientist discovered a ceramic material
( yttrium, barium,
copper, oxide ) with a transition temperature of 95 K. This was
probably the most significant development since the discovery of
superconductors
,
because liquid nitrogen could now be used as a
coolant Instead of the conventional liquid helium coolant.
The
boiling point of nitrogen is 77 K while the boiling point of
helium Is 4.2 K. Nitrogen is much cheaper, easier to handle and
obtain than liquid helium. Liquid helium has a current price of
about four dollars a liter compared to forty cents per gallon for
liquid nitrogen. Reports of superconductOrs with higher critical
temperatures continue to come
in almost weekly.
Sumitomo
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Electric claims to have developed a material made up of yttrium,
copper and oxygen that
shows
superconductivity
at
room
temperature, up to 27 C (1). Probably the most promising new
development comes from
Georgia
Institute
of
Technology.
Physicist Ahmet Erbil says that he has developed a material made
of copper oxides with a critical temperature of 500 K (2).
ThIs
report like many others remains unconfirmed, but If true, would
revolutionize the superconductor field.
Before tackling
the
Importance
and
limitations
of
supercoriductors In the Microelectronics field it is necessary to
consider some background material.
Two basic criteria for a
material to be accepted as a true superconductor are zero
resistance below a critical temperature and the material must
show the Meissner effect. The Meissner effect is defined as the
expulsion of a magnetic field from a materials
InterIor (4).
This
phenomenon
Is
easily shown in the floating magnet
experiment. The zero resistance effect Is shown In Figure 1.
Superconductive materials have basically the same resistance
versus temperature curve as most metals until
the critical
temperature Is reached, at which point the resistance drops off
dramatically.
SuperconductOrS not only have critical temperature criteria
but critical
current and magnetic field specifications as well.
Critical current is the maximum current density a sample may
conduct before it’s resistance reappears.
Critical magnetic
field Is much the same but not as much of a limitation as
critical
current. Current densities have been raised to 100,000
A/cm2 In thin films, but
Is
limited to 1,000 A/cm2
In bulk
material.
Other problems that plague thin films of the high Tc
materials have to do with stability. SuperconductorS tend to
lose oxygen when exposed to atmospheric pressures. The loss of
oxygen has drastic effects on performance, since oxygen is a
crucial factor in the structure of superconductorS.
Many of the
superconductive materials available today are very sensitive to
water, heat and air which degrade their delicate structure and
composition.
7S0
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FIGURE 1 TypIcal response of resistance to temperature for YBaCuO
[9)
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The most obvious
application
of
superconductOrs
to
microelectronics is their use as zero resistance interconnects.
Low power dissipation, coupled with faster signal transfer makes
this application very attractive. The most important application
in VLSI technology has to be Josephson Junction
devices.
Josephson Junctions are comprised of a thin insulating material
sandwiched between two superconductive plates.
One of the
superconducting layers acts as a gate, when a voltage is applied,
a magnetic field changes the current in the other
layer.
These
devices act as superfast, low power, switches. Their low power
dissipation also allows for higher packing densities.
Little is known about the reaction of superconductive films
to standard semiconductor processing steps.
Steps such as
lithography ( how will prebake and post bake temperatures effect
the thin films ?
) chemical etching, plasma etching, and a host
of other processing steps still
need to be characterized for
superconductive thin films.
Ultimately a complete analysis of
semiconductor
superconductor hybrid circuits,
and
their
fabrication, must be done before superconductorS become an
important part of VLSI technology.
-

This project Involved a special
set up to achieve the
environmental
conditions
needed
to
preform
resistivity
measurements at low temperatures on thin films. The main concern
of
this
station
was to provide accurate and repeatable
resistivity measurements without degrading the
thin
film.
Attention was given to uniform cooling and heating of the system
so as to obtain the most accurate temperature readings and a
vacuum environment to minimize condensation on the film.
EXPER I MENTAL
Figure 2 shows the basic test setup consisting of the sample
chamber and the supporting equipment. A roughing pump was used
to evacuate the chamber of any water vapor that might degrade the
film upon cooling. This was connected to the chamber through a
threaded brass coupling.
A nitrogen bath was placed below the
chamber, and contained in an “Igloo” cooler.
The vacuum chamber Is the main assembly of the test station.
The chamber
is made of copper to insure maximum heat flow.
Contained within the chamber
is a four point probe, heating
element, thermocouPle, and sample stage.
The chamber itself
consists of two end caps and a four inch section of four
inch
diameter tubing.
The top end cap and midsection was soldered
together and sealed.
The bottom end cap Is removable, to
accornadate the placing and removing of samples.
An 0-ring
between the bottom end cap and upper chamber
insures proper
seal ing.
The
all
of
aluminum
of the

sample stage rests on the bottom end cap and supports
the internal
equipment.
The stage consists of two
plate with an intervening heating element. The surface
stage is a Boron Nitride disc, this material was used to
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electrically insulate the sample from the other elements while
still allowing excellent thermal
conductivity.
A four point
probe is also contained within the chamber, the probe is a
standard tool for measuring resistivity of thin films . The four
point probe is mounted on a teflon probe holder.
This holder
allows for positioning of the probe, although very limited, and
securely holds the probe with three set-screws.
The holder
is
made of teflon to protect the probe from the extreme cold
temperatures during the experiment ( the probe tips will
be
directly on the sample ). A thermocouple is clipped to the stage
and is used to monitor the temperature upon heating.
The
thermocouple implemented was an Omega “ Type-J “ thermocouple,
which can measure temperatures down to -210 C.
Eight wires
connect the various components to outside equipment through an
epoxy seal.
The thermocouple voltage was connected to a DMM in parallel
with the x-axis of a chart recorder. The voltage from the four
point probe was connected to a 0MM in parallel with the y-axis of
the same chart recorder.
Four point probe voltage as a function of temperature
is
plotted as the sample is heated.
Readings from the thermocouple
0MM must be taken at two points to accurately
calculate
temperature.
The
resulting graph can be converted to a
resistivity versus temperature graph by using the thermocouple
table ( APPENDIX-A )
in conjunction with the equation for
resistivity as a function of probe voltage (V), current
(I) and
spacing (5), given by rho :
rho=211’S(V/I)
RESULTS/DISCUSS I ON
The test station was calibrated by measuring the resistivity
of a silicon sample at room temperature and comparing It to
another standard four point probe setup.
Problems appeared when cooling started.
The Thermocouple
never reached the desired temperature, that is to say that the
correct voltage was never generated.
The temperature achieved
was only -10 C.
A slight air pocket between the stage and bottom
end cap, the insulated heating element between the two aluminum
plates, coupled with the fact that a vacuum is present could
account for this lack of heat flow, since a vacuum allows for
little heat flux.
Another problem that resulted upon cooling,
was that the four point probe voltage became very erratic and
actually went up. This may have been caused by contact problems
that resulted from uneven heating.
Compressive stress
on
portions of the stage and chamber could have caused the probes to
lift off slightly.
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Yet another problem was identified when the chamber was
opened after the experiment. Proper vacuum was not achieved and
water had condensed on the inner surface.
The solution to the first two problems Is to allow for
better thermal
conduction.
The first step is probably to
eliminate the heating element and let the sample warm to room
temperature
without assistance thereby allowing for direct
contact of the two plates. The next, and easiest step,
is to
make sure that the stage is in direct contact with the bottom end
cap before placing It in the chamber.
Before a higher vacuum can be achieved a leak
be done to find the source.

check

should

SUMMARY
The test station was designed for resistivity measurments as
a function of temperature. The station works at room temperature
but needs to be modified in the area of heat transfer and vacuum
technology. A couple of suggestions for a second generation test
station , if there Is to be one, Include; enclosing the nitrogen
coolant and modifying the probe holder to allow for greater
rnobi I ity.
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THE USE OF A CONTRAST ENHANCEMENT LAYER TO EXTEND THE
PRACTICAL RESOLUTION LIMITS OF OPTICAL LITHOGRAPHIC SYSTEMS
Daniel R. Sutton
5th Year Microelectronic Engineering Student
Rochester Institute of Technology
ABSTRACT
Resolution capability of a GCA Mann 4800 DSW
Stepper was improved using a bHayer photoresist scheme
consisting of CEM-420 applied on Shipley
1400-27
resist.
Wall profile or contrast Improvements were
observed experimentallY on a 1.4 micron line-space
pattern by using the Scanning Electron Microscope.
Perkin-Elmer Development Rate Moniter (DRM) simulations
predicted the above improvements by the use of the
PROSIM software applications program.
The physical
data and simulations were evaluated and demonstrated a
contrast Improvement on the order of four times for the
wafer with the contrast enhancement material.
INTRODUCTION
Today in semiconductor fabrication, circuit dimensions are
becoming smaller and smaller due to the demand for increased
performance. This fact, along with the need for masking low
selectivity plasma processes, has increased the aspect ratios
needed in the resists.(2) Consequently, this puts higher demands
on
the
exposure
systems being used.
Currently, optical
lithography is the predominant patterning technique, even though
it doesn’t demonstrate the resolution capabilities of such
systems as e-beam, ion-beam, and x-ray.
This Is due to the
higher throughput, versatility and process simplicity inherent
with optical
systems.
Therefore,
new
resist
processing
procedures have to be utilized In order to overcome the optical
limitations (Numerical Aperture, wavelength, arid Depth of Focus)
associated with optical projection systems. One such technique
is the use of a contrast enhancement layer (CEL) on top of the
resist to increase the working resolution by producing resist
patterns with very steep wall profiles.
In optical lithography an aerial image of the mask actually
exposes the resist. An aerial image for optical systems is shown
in Figure 1.(1) For aerial
images the discrimination between
darker and lighter regions is a continuous one. Thus, the image
obtained can be degraded due to the diffracting lower Intensity
light.
A CEL helps to improve the ability of the resist to
effect this discrimination and consequently raise the contrast
level
of the aerial image.
In other words the CEL modifies the
aerial image which the resist sees.(2)

The CEL is a high concentration photobleaChable dye in the
film.
~nitlally the film is opaque, but following a dose of
radiation it becomes transparent.
During exposure the regions of
the bleachable layer that are exposed to the highest Intensities
bleach through first, while those parts of the layer that receive
the
lowest
intensities bleach through at a later time.
If the
exposure of the underlying resist proceeds faster than that of
the CEL then the resist beneath the high intensity regions will
be cocnpletely exposed before the low Intensity regions in the CEL
have a chance to bleach through and the underlying resist will
not be exposed. The dynamics of this bleaching process are shown
in Figure 1.(1)
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In essence, the CEL forms an in situ contact mask for the
resist, thus taking advantage of contact printing without mask
degredation.
A comparison of contrast enhanced and non-contrast
enhanced imaging Is demonstrated in Figure 2.(4) All of this
giving rise to a lower contrast threshold for projection systems.
It must be noted that the exposure doses for resist covered with
a CEL are typically twice as much as that of resist alone, due to
the bleaching which must occur.
The contrast enhancement material used in this experiment
was Altilith CEM-420, optimized for use with G-line (436nm)
illumination systems.
A graph of the optical transmission
properties
Is shown In Figure 3.(5) This shows a high Initial
absorption at the G—line, which Is necessary for optimum contrast
enhancement.
Therfore, the GCA Mann 4800 DSW Stepper, which has
optimum focus at the G-line, was used to expose the resist.
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One problem with CEM is that
it must be removed before
development because it is not soluble in the developer. This is
done by the use of an organic solvent mixture consisting of 85%
toluene and 15% anisole.(3) However, when positive photoresist is
exposed to such a solvent an inhibition is observed at the
surface of the resist.
This effect may be due to the solvents
involved and/or interlayer diffusion.
What is known is that the
inhibition is strongly dependent on the process and can be
adjusted from experimental
results
obtained
from
various
processing techniques.
This Inhibition effect is not yet fully
understood, but the results show no negative drawbacks.(6)
Development was carried out with a sodium hydroxide based
developer. The reason for this is that metal ion free developers
typically have more resist
loss and lower contrast than the
sodium based developers. Development rate data was obtained from
the Perkin-Elmer DRM 5900.
1 refer the reader to the RIT DRM
operation
instructions document for
Information pertaining to
theory, procedure and the application software Dreams and Prosim.
EXPER I MENT
Using 4-inch wafers an adhesion promoter (HMDS) was applied
via static dispense and a 4000 rpm spin for 20 seconds utilizing
a manual spin coater. Subsequently, Shipley 1400—27 resist was
dynamicallY dispensed at 800 rpm with a manual ramp to 4000 rpm
for a total time of 40 seconds.
One of the most important
factors in obtaining a desired resist thickness, in this case 1.2
microns, is the ramping. The wafers were pre-baked on the GCA
Wafertrec 9000 hotplate for
100 seconds at 90 c. After the
wafers had been coated and prebaked two wafers were coated with
the Altilith CEM-420.
To obtain the desired film thickness of
6000A-7000A the material was dispensed at 500 rpm and then ramped
to 4000 rpm for 25 sec.
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Exposure was performed on the 10:1 GCA Mann 4800 DSW
Stepper.
Since the Perkin-Elmer DRM 5900 was used It was
necessary to first do step exposures with the DRM 5900 mask to
obtain development rate data. This means that a 6x6 array was
produced on the wafer with each row being a different exposure
and each die representing the DRM 5900 mask. Table I shows the
exposure dose that resulted for various times using 260 mw/cm2
intensity for wafers with and without CEL.
TABLE 1
(Itensity
NO CEL
Dose(mj/cm2) Time(sec)
3
0.01
47
0.18
91
0.35
135
0.52
179
0.69
223
0.86

=

260 mw/cm2)
CEL
Dose(mj/Cm2) Time(sec)
135
0.52
179
0.69
223
0.86
267
1.03
311
1.20
355
1.37

Prior to development, Altilith CEM Stripper A—15 was puddled
on the wafer for 45 seconds then spun dry at 4000rpm for 30
seconds. Development was carried out with the DRM using Shipley
AZ351 developer diluted 2:1.
Each wafer was analyzed with the
Dreams and Prosim software applications programs to determine
thickness vs. time, dissolution rate vs. thickness, thickness vs.
log exposure, and resist profile simulations for the
two
processes.
Two more wafers were processed, but with the use of the RIT
ETM mask.
The development times for the wafer with CEM and the
one without were 270 and 290 seconds, respectively.
The purpose
for this is to evaluate the edge profiles and resolution limits
of the two processes using the Cambridge SEM.
However, before
they could be viewed with the SEM a thin layer of aluminum had to
be deposited in order to dissipate any charging which could
disintegrate the resist.
RESULTS
One advantage of CEM-420 is that it allows you to obtain
much steeper side wall
angles without any significant resist
loss.
Figure 4 shows 1.4 micron features with and without a CEL
and Figure 5 shows the same features at a higher magnification.
An improvement in contrast is demonstrated.
However, from the
SEM pictures it is difficult to see the amount of resist loss
predicted by the DRM. The resist loss predicted was on the order
of 0.2 microns, which was obtained from the resist profile
s I mu 1 at I on.
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The DRM plot of Thickness vs. time showed the inhibition
effect related with the use of a CEM. Other plots such as
djssOlUtlOfl rate vs. thickness showed how the CEM doesn’t deal
with the standing wave effect and the thickness VS. log exposure
plot showed an increase of gamma on the order of four times.
All of these simulations helped represent the final plot of
the resist profile, which showed the increase In contrast and no
resist loss for the wafer with a CEL. The one without, predicted
Image degredation defined by resist sidewall angle and resist
loss. This was verified in the SEM pictures talked about above.
There were problems of resist adhesion on the patterned
wafers, which could have been attributed to the HMDS used or the
application. However, this could be remedied by patterning the
resist on oxide grown wafers.
CONCLUSION
This simple bi—layer process showed how resist profiles can
be
Improved
without much added complexity.
Although the
fundamental optical resolution limits cannot be exceeded, the
working resolution can be greatly enhanced.
Also the added
advantages allow the resist to be coated on thick so that some
topography problems can be dealt with. Further work could be
done in this area by trying to image high aspect
ratio
lithography.
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PMOS OPERATIONAL AMPLIFIER
Khanh-Biflh Ta
5th Year Microelectronic Engineering Student
Rochester Institute of TechnolOgy
ABSTRACT
This project was an evaluation of a PMOS op amp
characteristics.
Due to nonworking op amps, SPICE
simulation and design
layout
were
investigated.
Results show that new design and fabrication are
needed.
I NTRODUCT ION
The op amp, designed to operate with +1- 9 volts power supplies.
has been fabricated at RIT for possible commercial applications.
It consists of two gain stages with an overall gain of 2000. The
first gain stage is a differential Input stage with a gain of 50.
One of its differential outputs is level shifted using a source
follower
.Its other output is used to establish a reference bias
voltage for the source follower through a saturated load.
The
second gain stage has. a gain of 40 with its output bufferred by
ar~ output stage to enable the op-amp to drive low impedance
loads. The op amp circuit is shown in Figure l,and its layout is
given in Appendix I.

FIGURE 1. PMOS Op Amp Schematic Diagram
The operational amplifier parameters to be evaluated were
broken
down
into four categories:
open-loop differential
~~~racteriSt1C5,0jjtPUt signal
response,iflPut error signals,arid
common-mode characteristics.
In this section,theSe parameters
will be defined. And in each case,practiCal
test circuits for
parameter measurement are presented and described.
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The open loop gain of the op amp Is measured by plotting the
input voltage versus output voltage with a load resistance of 20K
El). The input signal (sweep) has enough amplitude to drive the
output
into saturation in both the plus and minus directions.
Gain is equal to any output voltage change divided by -the input
voltage change that causes it. The slope of the curve at any
point depicts the small signal gain near that point.
Output resistance of an op amp is the effective output
source resistance when operated open loop. Using the open-loop
parameter test method above, the output resistance of an op amp
is measured by observing the low frequency gain decrease produced
by the load [2). The gain decrease results from the output
voltage division across the output resistance and the load
resistance, and the loaded gain is
Ao’

=

((R1O(~d,(Ro+Rload))R1oad

Then the output resistance will be
Ro

=

((AO/A0’)l)RlOOd

unity-gain bandwidth is the frequency range from direct
current to that frequency at which the open loop gain crosses
unity. Because of slewing rate limiting, only srnall-sigfl&
response Is achieved at this frequenCY,afld the output test signal
should be observed to ensure that the amplifier
is in linear
operation. The unity gain bandwidth is measured in a closed-loop
circuit as in Figure 2 to avoid being affected by the highly
amplified noise common to the open-looP test circuits.

fc

frequency at
which Vo = -Vs
FIGURE 2. Unity-gain Bandwidth Test Circuit
=

Slewing rate Is the maximum rate of change of output
voltage.
In general, slewing rate is measured in the unity-gain
voltage follower circuit of Figure 3. The amplifier is driven by
a high frequency square wave . The slew rate is found as the
slope of the transition between the output extremes.
Offset voltage is an Important parameter when an op-amp is
used to amplify small direct voltages • This is the differential
dc input voltage required to provide zero output voltage with no
Input signal or source resistance. The offset value is measured
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at room temperature. To facilitate the measurement of the input
offset voltage a high-gain test circuit is used to amplify the
offset as indicated In Figure 4 [2].

FIGURE 3. Test Circuit For Slew Rate

Vos
Vo

=
=

—(Vo/lOQI)
—((Rl+R2)/Rl)VOS
FIGURE 4.

Input Offset Voltage Test Circuit

Input offset current is the DC biasing current required at
either
input to provide zero output voltage with no Input signal
or offset voltage. The Input bias current Is the gate leakage
current of an input FET. The input bias currents are measured by
forcing them to flow In large resistors, as in the test circuit
of Figure 5,which are bypassed to reduced noise. The output
voltage is essentially the product of one of the resistors and
the associated current.
It is typically necessary to null the
input offset voltage [2].
Switches.

open
Si
S2
SI ,S2

Vo
Ibi*Rg
_Ibi*Rg

Ios’Rg

For Vo much larger
than Vos

FIGURE 5. Measurement Circuit for Input Bias Currents
and Input Offset Current
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Input off set current is the difference between two input
bias currents. This difference current is measured as indicated
in Figure 5.
Since the measurement takes the difference between
two currents which are of the same order of
gnitude,it is
necessary to match the two resistors to within about .1 percent.
Common mode rejection ratio is the ratio of the differential
voltage gain to the common-mode voltage gain. The CMRR is a
figure of merit comparing the gain received by differential
signals with that received by common-mode signals. The common
mode gain is often a non linear function of the corrwnon-mode
voltage level, especially for FET input amplifiers. For this
reason the full
common-mode voltage swing must be used in
measuring CMRR
.
This is achieved by using the difference
amplifier circuit of Figure 6.
For well-matched or balanced
resistors
as
indicated, the signal
at the two inputs
is
essentially a common-mode signal.
However, the common-mode
unbalance of the amplifier produces an output error voltage and
an associated differential
input voltage Vi=Vo/Ad.
Then the
common-mode rejection ratio can be written t2]
CMRR

=

Ad/Acm

=

(Vo/Vi)/(Vo/Vcm)

=

Vcm/Vi

where Ad is the differential gain,Acm is the common-mode gain Vo
is the output voltage, Vi is the differential input voltage, Vcm
is the common-mode input voltage.
This can be
rewritten
cons I der i ng
Vo
Vcm

=

((R1+R2)/R1)/Vl

Vs for R2 very large compared to Ri

The common-mode rejection ratio Is then expressed simply in terms
of the input and output signals by combining the last three
relationshiPS to get
CtIRR

=

((Rl+R2)/R1)VS/V0

where Vs is the input voltage

FIGURE 6. Common Mode Rejection Ratio Measurement Circuit
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Power
supply rejection ratio may also be plotted and
measured with a curve tracer.
PSRR shows the effects that a
change in power supply voltage may have on the output of an
op- mp.
Either the positive or negative supply may be changed to
show the effect.
The output of the op-amp is held dote to zero
volts during these changes by applying the rt~ht amount of
voltage between its inputs.
Input
voltage
is plotted against
power supply voltage (I).
EXPER I tIENT
Prefabricated PMOS op amp were diced,rnOUflted,afld wired
bonded for testing.
The op amp were inoperable even at other
values of VDD and vss.
Threshold voltage of discrete P-ch
transistors were obtained
(Appendix
II)
and compared to the
designed value.
Several
on-wafer op amp were probe tested
showing flOfl working op amps.
SPICE
simulation using actual
threshold voltage was done (Appendix II).
Design layout was also
checked.
RESULT/DISCUSSION
Table I is a sumary of the testing and simulation results.
The discrete P-ch transistor threshold voltage ranged from -4.5
to -5 compared to -3 volts as designed.
Design
layout checking
revealed that transistor MB was improperlY designed with ratio
TABLE
I

I. SPICE Simulation Results

~

I

I

\ POWER
NSS \ SUPPLY
I
I

+/-9
volts
I
I

8.28E11
(Vth=—3V)

I
I

+9/-S
volts
I
I

I

~W/L =
10/100
GAIN
73DB

=

W/L =
100/10

~CURRENT
~SOURCE

~lSOFF

W/L =
10/100

OUTPUT
CONSTANT~
AT 5.43V~

I
I

1.55E12
(Vth-4.6v)

I

I
I

CURRENT
SOURCE
150FF

I
I

CURRENT
SOURCE
150FF

W/L inverted.
The SPICE
simulation results,USifl9 +/—9 volts
power
supply’
showed that for the designed W/L ratio of 10/100
and threshold voltage of -3
volts,
the op amp functions
as
expected though with a higher gain than was designed (i.e.
73DB
instead of 66DB).
This is due to the non unity gain of the
source follower and the output stage.
SPICE simulation using the
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of 100/10,
i.e.actual
layout, with the same -3 volts
threshold show a constant DC transfer curve of Vout constant at
5.43 volts For any value of yin From -2 to 2. For NSS value of
i.55E12 which gives an equivalent threshold voltage of -4.6
volts. The current source MB is off.
The op
iç was also
simulated at supply power of -9/+5 volts with threshold voltage
of -4.6 volts. Again, the current source MB is off.
In surlynary,
SPICE simulation showed that, with the wrong W/L ratio for MB and
actual Vth,nOfl of the op amp would work.

W/L

CONCLUSION
Actual measurements of the op amp parameters were not
possible due to the non working op amps.
However, a revision of
the layout with the change of W/L ratio for transistor MB from
100/10 to 10/100 together with a tighter controlled process to
produced the wanted threshold voltage of -3 volts would fix the
problem.
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SETUP AND PERFORMANCE TESTING OF
AUTOSORT MARK II FLATNESS ANALYSIS SYSTEM

Jeff Waite
5th Year Microelectronic Engineering Student
Rochester Institute of Technology
ABSTRACT
An Autosort Mark
II wafer flatness tester was
installed and initial runs and performance testing
accomplished. A guide for aiding in every day use of
the machine was written as well as a fortran program
that performs a statistical analysis on performance
data.
INTRODUCTI ON
In
the age of ever smaller line widths there is an
iricreasifl9
importance on optimizing performance of optical
exposure systems.
Knowledge of the exposure surface flatness cart
not be overlooked in this optimization.
Information in regards
to total vertical runout,
deviations from a specified focal
plane, arid wafer percentage within depth of focus limi tatioris are
important criteria that may be used
to enhance resolution and
yield performance for various optical exposure tools.
The effect
cf various processing steps, such as high temperature oxidations,
may affect wafer flatness and hence optirnurri resolution.
The Autc’sc’rt Mark II wafer flatness tester, made
by
Tropel
donated
to
RIT by
Eastman Kodak, provides information in
regards to the above tests arid sorts a group of
measured wafers
based on one user selected criteria.
Ever though sorting is

arid

performed on one criteria, data for each criteria is obtained for
each wafer measured.
Interferornetry, the method cf measuring wafer flatness,
is
based or~
the wave nature of light. When two (or more) light
waves of
the same wavelength are superimposed,
interference
results in one wave.
Depending the phase difference of the waves
(fractional part of a period in which the time variable of a wave
has moved),
the
interference will be constructive, producing a
light fringe, or destructive, producing a dark
fringe.
At
the
constructive extreme,
the two light waves will have phases that
are an integer number of wavelengths apart arid the resultant wave
will have an amplitude that is the sum of the individuals. At
the destructive extreme, the two light waves will have phases
that are 180 degrees (one half the wavelength) apart and the
summed amplitude of the resultant wave will be zero.
These
interferences cause alternate dark arid light fringes arid the
various phase relationships of the two light waves that fall
between
these extremes will produce shades of gray fringe
patterns.
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The optical path of a typical interferometer system is shown
in Figure 1. The light is directed into a prism nd split into
two beams at the prism/air
interface nearest the wafer under
measurement.
One beam is internally reflected while the other
p sses out of the prism, r flects off the wafer surface at a high
angle of
incidence, and again enters the prism to combine with
the internally reflected signal(s). This is referred to as a
grazing incidence interferometer. The resulting wave exiting the
interferometer is picked up by a 32 X 32 array of pixels,
integrated over space and time, and stored for computer use.
Figure 2. : ALJTOSORT’S OPTICAL PATH
ZOOM

LENS

FOLD
MI~
,

//

‘UMITER

GLASS
LENS

GALVO

(M2)

There are four different criteria for sorting wafers.
One
of them is Total Indicated Runout (TIR) arid is shown in Figure 2.
This is a measure of the vertical distance between the lowest and
highest
points on a wafers surface.
The information it supplies
is relative to exposure system considerations in that
the depth
of
focus must
be varied
to account for all areas on a wafer.
Because of this, TIR is the most used flatness criteria
in
the
semiconductor industry today El].
Figure 2 : TIR/FPD SORT CRITERION
MICRALIGNTW REFERENCE PADS

MAX FOCAL PLANE
DEVIATION (FPD)

INDICATED RUNOUT
.IGNTW
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AGE PLANE

A second criteria, Focal Plane Deviation (FPD),
is also
hown
in Figure 2. This measures the 1 rgest vertical distance
on a wafer urface, being negative or positive, from a specified
focal
plane.
The
foe 2. plane is defined by
the three
Perkin—Elmer Alignment pad locations (Micralign reference pads in
Figure 2) on the wafer perimeter, spaced at the v rtices of a
triangle.
A subsequently needed depth of focus could
be
determined from this criteria.
Percent of Wafer within Depth of Focus (PWI), a third
criteria,
is a measure of the percentage of wafer that will be
within a user specified depth of focus.
This is represented
in
Figure 3.
In
using pro3ectors for
exposure purposes, this
criteria could determine the depth of focus limits
that
car
be
used with 100% of wafer in focus.
Figure 3 : PWI

SORT CRITERION

-I-.-

The fourth criteria is Direct Step on Wafer (DSW)
test/sort
process
arid
simulates,
as shown in Figure 4, the exposure o’ a
GC~ stepper.
The stepper normally refocuses for each step to
be
exposed
on
the wafer.
Therefore, the Autosort will return the
number of steps or~ the wafer that
upon
exposure will
be 100%
within
the
user
specified depth
of
focus after each stepper
refocusing.
The number of steps or~ the wafer
is
automatically
determined prior to measurement based or~ user entered parameters
such as minimum unexposed distance from wafer
flat,
step
size,
step centering method, arid wafer edge exclusion.
Figure 4

: DSN SORT CRITERION
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EXPER I MENTAL
The Autosort Mark II flatness analysis system,
using a
collimated Helium-Neon laser (633 nm wavelength) as it’s source,
was brought on line. Performance testing was carried out using
15,
3”,
10—20 ot-rn/cm2 SEN wafers which were run through the
machine 25 consecutive times.
During these runs, wafers were
sorted according to various degrees of TIR, FPD, P14!, and DSN,
but data was collected for all 4 criteria. A progr
was written
to
input performance testing results from a number of runs and
output the average, standard deviation, and high and low data
points for each criteria on each wafer. Autosort plots were also
taken.
RESULTS / DISCUSSION

Upon calibration at each new testing session,
sensitivity
was within the 7.0 +/— 0.2 specified value of a calibration disk.
In performance testing, a depth of focus of 1.5 microns was used
(determines P141 results).
This is a typical value for the OCA
stepper that is in operation at RIT.
Runout results for
the 25
runs showed a superior standard deviation range of 0.46
2.61
compared to that of the percentage of wafer in focus test which
standard deviation ranged from 1.84
10.84. A results summary
is shown in table 1.
—

—

TABLE 1 : PROGRAM RESLILTS FOR 25 CONSECUTIVE RUNS
Wafer
*

!Standard Deviaticn (um)
!
TIR
FPD
P141

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15

2.61
0.81
! 0.80
0.93
1.96
! 0.50
1.10
1.54
1.01
0.86
0.46
! 2.36
1.33
1.20
3.12

Mean

1.37

4.43
0.42
2.05
3.05
4.94
4.78
3.40
6.06
5.69
3.76
3.16
5.04
1.96
4.65

4.55
1.84
4.11
6.35
7.44
5.56
! 4.12
! 2.78
4.27
! 8.25
10.8
4.54
5.60
6.32

! 5.95
!
3.96

3.77

!
!
!
!
!
!
!
!

5.36

The Tektronix Storage Display use by the Autosort will give
a three dimensional and two dimensional (‘birds eye’ view) plot
of the wafer surface topography however no hard copy is currently
available as the printer in use is not Tektronix compatible.
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To assist a user who is unfamiliar with the machine, a guide
to start procedures has been written. This is a cross between
the user manual and the individual variations of RIT’s machine.
It will bring the user from the point of arriving at the machine
through the testing of
the wafers.
For
more
technical
information, he/she is referred to the published users manual
£2].
Finally, some concern should be given to the actual test
area.
The blowers on the environmental hood, located over the
machine, are in operation however water hookups need to be made
for
temperature control. The current temperature specifications
of the room (mask making area) may prove to be adequate over time
however precise temperature (and humidity) control is required
for optimum accuracy and run to run conformity.
CONCLUSI ON
The Autosort Mark II system is now up and running and reads~
for further
testing.
Future use may include testing as to how
well results of the of flatness testing can be applied toward
exposure tool effectiveness. Also, the effects on wafer flatness
of various processing steps such as high temperature oxidation
can be examined. Eventually, the autosort CPU may be connected
on line to the VAX/VMS computer system so that data does not need
to be input by hand into appropriate data files for program
anal ysi
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DESIGN, CONSTRUCTION, AND QUALIFICATION OF A
CHLORINATED OXIDE GROWTH PROCESS

Steven D. Ward
5th Year Microelectronic Engineering Student
Rochester Institute of Technology
ABSTRACT
This project dealt with the design and installation of
a TCA bubbler system. Considerations for safety and
temperature control of the TCA were simplified by the
use of a J.C.
Schumacher Flow Temperature Control
unit.
Installation of the system is complete and
chlorinated oxides have been grown.
I NTRODUCT ION
Wet and dry oxide growth techniques are widely used In
semiconductor fabrication.
However, there are times when it is
desirable to reduce sodium ion contamination
nd enhance the
electrical
characteristics of the oxide. This is most commonly
done when the oxide Is being used as a gate oxide in tIOS devices.
For this reason, oxidation of silicon In a chlorine—containing
ambient can be a very beneficial process step.
It is possible to
reduce the mobile charges in the oxide by two orders of
magnitude, Increase the minority carrier lifetime by two orders
of
gnitude and also grow an oxide with much better integrity
thus gre tly improving the ci ctrical properties. These benefits
are not without some drawbacks to the process. These include
increased surface roughness of the oxide, the separation of the
oxide from the silicon, the etching of the silicon at the Si/Si02
Interface and the increased radiation sensitivity of devices
containing chlorine.t1)
Sodium passivatlon is the process of Immobilizing sodium
Ions in the gate oxide. Sodium passivation can be achieved with
the Incorporation of chlorine into the oxid tion process two
ways.
The first is a cleaning of the tube Itself. There Is a
very large potential for sodium contamination in the furnace
because at elevated temperatures, sodium can diffuse through the
walls of the tube. To decrease the contribution o this,
it Is
necessary to perform a cleaning of the furnace tube, boats, and
paddle to remove sodium and other metal
ion contaminants.
A
standard procedure is to clean for 45 minutes at a temperature
approximately 100 degrees
celsius
over
standard
process
temperature in a chlorine ambient.
It is possible to decrease
the contamination 1 vels even more by increasing the cleaning
time.
The mobile sodium ions In the oxide are also reduced when
chlorine is Incorporated Into the oxide growth process itself.
High
temperatures
are required for passivation to occur.
However, some passivatlon is seen at temperatures as low as 900
200

degrees
celsius.
For
a
rticular
oxidation time and
temperature, the amount of passivation Is dependent upon the
level
of
chlorine
contained
in the oxide.
Th
sodium
concentration
decreases
with
Increasin
chlorine
concentrations. E2)
The mechanism proposed for the removal of mobile ion
contamination Is as folIows:partfcles are present on the silicon
surface at the start of oxidation. As the oxide is grown, these
particles interact causing defects and they are incorporated into
the oxide layer. These particles are usually metallic In nature.
If the particles are incorporated into the oxide they become
sites for breakdown. During oxidation the chlorine combines with
the metallic particles to form metal chlorides which are volatile
and are desorbed into the gas stream. The sodium is neutralized
by the chlorine through the formation of neutral
species.
Experiments have shown that 1% TCA is the optimum concentration
for
passivation
and
increased
dielectric
strength.
At
concentrations lower than 1%, not enough chlorine is present. As
the concentration exceeds 1%, corrosion of the silicon surface
begins to occur.[3)
Localized impurities in the oxide are also causes of low
integrity oxides.
These impurities are usually odium. The
mechanism of n utralizatiori is not well
understood.
It is
proposed that the mobile loris become trapped when they reach the
vicinity of the chlorine, incorporated in a Si-0-Cl bond where
chlorine is substitutional for oxygen. Therefore, the trapping
and neutralization of sodium ions occurs only at the Si/Sf 02
interface.
EXPER I MENTAL
The gathering of the bubbler and needed hardware was made
relatively simple by J.C.Schumacher Company. Upon calling the
company for technical assistance, they decided to donate a
complete TCA bubbler system to R.I.T. This system contained all
safety valves and mass flow controllers needed for installation.
Included with the system was the microprocessor control unit
which contains mass flow controllers for the oxygen and nitrogen,
an oxygen sensor and solenoids in the nitrogen lines to shut the
system down in case of a decrease in oxygen, and temperature
sensors to control the temperature of the TCA. Also Included in
the system was the bubbler housing which holds a 500 ml bubbler
and heats the TCA.
The design considerations were based on what the tube would
be used for, who would be using it, and safety considerations.
As a gate oxide furnace, it was decided that it should have the
capability of growing chlorinated oxides, dry oxides, and it
should also be equipped with a nitrogen purge for post-oxidation
anneals.
Since many students would be using the furnace, the
system should also be fairly easy to operate.
Lastly, since
chlorine Is a harmful gas and that TCA breaks down in the tube to
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form HCL, a good exhaust system must be placed at the end of
tube.

the

RESULTS
The TCA bubbler system is installed and running.
A
schematic of the system Is given In figure 1. The system works
by bubbling nitrogen through the liquid TCA, which is regulated
at 25 degrees celsius. Oxygen Is mixed with the nitrogen/TCA at
the tube. Flow rates of the gases are regulated by the Flow
Temperature Controller (FTC). This unit also contains all oxygen
sensors and solenoids to shut the system down in case of a lack
of oxygen. A nitrogen purge can also be performed If the FTC Is
put into standby. To do this, a switch was installed which puts
the unit in standby and allows the electric valve to be switched
to nitrogen. With the FTC in run mode, the electric valve can
only be placed in the oxygen position. The tube has been cleaned
with the TCA and oxides grown with the system show an improvement
In mobile Ion contamination ever those grown with dry oxygen
only.
CONCLUSION
The TCA bubbler system has been installed and is working as
It was designed to.
Mobile Ions in the oxides have shown
improvement, which should make it possible to fabricate better
devices here at R.I.T.
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Figure 1. Schematic of TCA bubbler system
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