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Abstract
Expressions for the generalized covariances of multi-dimensional Brownian excursion local
times are derived from corresponding densities transforms. Typical applications are moments of
the cost of structures such as M/G/1 queue, Random trees, Markov stack or priority queue in
Knuth’s model. Brownian excursion area and a result of Biane and Yor are also revisited.
c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
Throughout this paper, the standard Brownian motion (BM) will be denoted by x(t).
Three other classical BM are the re8ecting BM: x+(t)≡ |x(t)|, the absorbing BM,
killed at 0 : x−(t) and the absorbing, two-barriers [0; ”] BM, killed at 0 and ” : x˜(t; ”).
Fix t¿0 and denote the last zero of x before t and the ?rst zero of x after t by
G(t) := sup{s: x 6 t; x(s) = 0}
and
D(t) := inf{s: s¿ t; x(s) = 0}:
The processes restricted to [G(t); t] and [G(t); D(t)] are called the meandering
process ending at t: Z(u) := x+(G(t) + u); 06u6L−(t) := t −G(t) and the excursion
process straddling t: Y (u) := x+(G(t)+u); 06u6L(t) :=D(t)−G(t), respectively. The
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standard scaled excursion (BE) is X (u) := [Y (u)|L=1]; note that Y (u) d≡√‘X (u=‘)
when L= ‘. The distributions of G and L are well known: see [3, Theorem 1].
The local time of x(t) at a, denoted by
t+(t; a) = lim
→0
1

∫ t
0
I[a;a+](x(t)) dt
and the local time of the standard scaled excursion X at a, denoted by +(a), have
been studied by several authors (note that for an excursion of length ‘ we have:
+(‘; a)
d≡√‘+(a=√‘)). See for instance [11,15,1,4,14,5,19,13]. Intuitively, the local
time at a is the total time spent by the excursion in the neighbourhood of a. Appli-
cations of the BE are numerous: we will mention a few of them, emphasizing the
meaning of the local time. For instance, consider a M=G=1 queuing system. There the
customers arrive according to the Poisson process (t; t¿0) with rate −1 where ¿0.
Denote the arriving time of the nth customer by tn and the service time by sn which
is assumed to be independent of the arrival process t . Then the actual waiting time
process is de?ned by w1 := 0; wn+1 := max{0; wn + sn − (tn+1 − tn)} and the virtual
waiting time process by
vt := max{0; wt + st − (t − tt )}; t ¿ 0:
Furthermore, denote the length of the ?rst busy period by ‘. Then Cohen and Hooghiem-
stra [4] have shown that for arbitrary ¿0 the following limit theorem holds:((
vsu√
2s
∣∣∣∣ s ¡ ‘6 s+ 
)
; 06 u6 1
)
d→X (u); s→∞:
In this context, the BE local time process appears as the weak limit of the (suitably
normalized) number of downcrossings of the virtual waiting time process, i.e.
d(v) = #{t: 06 t 6 ‘; vt = v};
(#A denotes the cardinality of A) conditioned on the number of customers served
during the ?rst busy period (see [7, Section 7]). Another BE application is the number
of nodes at some level in a random tree. Consider a simply generated random tree
(according to the notion of Meir and Moon [22]) or, equivalently, the family tree of a
Galton–Watson branching process conditioned on the total progeny. Then BE appears
as the weak limit of the contour process of this tree, i.e. the process constructed of the
distances of the nodes from the root when traversing the tree (for details see [12]).
The local time corresponds here to the number of nodes at some level. The generation
sizes of such branching processes converge weakly to BE local time. The external path
length (EPL) of a random tree is given by the sum of distances from the root to the
leafs.
Dynamical structures are also related the BE. The Stack structure of length 2n (see
[6, p. 126]) is asymptotically equivalent to a BE [20]. The priority queue in Knuth’s
model is combinatorially equivalent to a Markov Stack (see [21]). So the distribution
of the size of this structure is asymptotically related, after suitable normalization, to
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the BE local time. The local time corresponds to the time spent by the structure at
some level.
The cost G of structures such as M=G=1 queue busy period, random tree, Markov
stack or priority queue in Knuth’s model is asymptotically given, for any cost function
g(·), by G= ∫ 10 g[X (u)] du. For stacks and priority queue, the cost is related to the
size. For the M=G=1 queue, the cost is related to the waiting time. For EPL, the cost
is related to the distance to the leafs.
Moments of G are immediately related to the local time: we have
E[Gd] = d!
∫ ∞
0
dx1
∫ ∞
x1
dx2 : : :
∫ ∞
xd−1
dxdg(x1)g(x2) : : : g(xd)K(x1; x2; : : : ; xd)
with K(x1; x2; : : : ; xd) := E[+(x1)+(x2) : : : +(xd)]; x16x26 · · ·6xd, denoting the gen-
eralized covariances. In this paper, we obtain explicit expressions for K(x1; x2; : : : ; xd).
As an exercise, we revisit two well-known processes: the area of the BE (g(x)= x)
and a result of Biane and Yor [2] related to g(x)= 1=x.
The paper is organized as follows. Section 2 gives the basic formula’s we need in
the sequel, Section 3 provides an eOcient algorithm for the generalized covariances
computation. In Section 4, we consider two typical applications: the Brownian excursion
area and the Biane and Yor formula. Section 5 concludes the paper. An appendix shows
some useful  -related identities.
A preliminary version of this paper was presented at LATIN 2000.
2. Basic formulae
In this section, we start from known results to derive expressions for the ?rst gen-
eralized covariances K(x1; x2; : : : ; xd); d=1; : : : ; 4.
In [12] we obtained the following results depending on some Laplace transforms:∫ ∞
0
e−tE[e−
∑d
1 !i
√
t+(xi=
√
t); t ¿ mxd ]
dt√
2t3
= $(d); xd ¿ xd−1 ¿ · · ·¿ x1;
hence ∫ ∞
0
e−tE[+(x1=
√
t) · · · +(xd=
√
t)]t(d−3)=2
dt√
2
=
∣∣∣∣ @$(d)@!1 · · · @!d
∣∣∣∣
!1···!d=0
= QK(; x1 : : : xd); say; xd ¿ xd−1 ¿ · · ·¿ x1
and
E[e−
∑d
1 !i
+(xi); 1 ¿ mxd ] =
1√
2i
∫
S
e$(d) d; xd ¿ xd−1 ¿ · · ·¿ x1;
K(x1; x2; : : : ; xd) =
1√
2i
∫
S
e QK(; x1 : : : xd) d; xd ¿ xd−1 ¿ · · ·¿ x1;
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where S := [a− i∞; a+ i∞]; a¿0; mx := inf{s: X (s)= x},
$(1) =
2
Sh(!1
√·)[2!1Sh(!1
√·) +√·e!1√·] ;
$(d) =
d
2[F1(d)]2[!d + C1(d) + C2(d)D2(d)=F1(d)]
; d¿ 2; (1)
with some functions depending only on  and x:
C1(d) =
√

2
E(d; d− 1)=Sh(d; d− 1); d¿ 2;
C2(d) = − 2Sh2(d; d− 1) ; d¿ 2;
C3(d) =
√

2
Sh(d; d− 2)
Sh(d; d− 1)Sh(d− 1; d− 2) ; d¿ 3;
C4(d) = C2(d− 1); d¿ 3;
C5(d) =
√
2Sh(d; d− 1); d¿ 3
and some functions depending also on !·:
F1(d) = !d−1D2(d) + D1(d); d¿ 2;
D2(d) = !d−2D4(d) + D3(d); d¿ 3;
D1(d)
D2(d)
= C3(d) + C4(d)D4(d)=D2(d); d¿ 3;
D3(d) = C5(d)D1(d− 1); d¿ 3;
D4(d) = C5(d)D2(d− 1); d¿ 3
and
E(‘; m) := e
√·[x‘−xm];
Sh(‘; m) := sinh[
√·(x‘ − xm)]; Sh(‘) := sinh(
√·x‘);√· :=
√
2:
Initializations are given by
D1(2) =
√
Sh(2)=
√
2;
D2(2) = Sh(1)Sh(2; 1):
From (1), it is possible (with MAPLE) to derive explicit expressions for successive
derivatives of $(d). This leads to Laplace transforms of K(x1; x2; : : : ; xd). For instance,
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with E(i) := e
√·xi ; x16x26 · · ·6xd,
QK(; x1) =
∣∣∣∣ @$@!1
∣∣∣∣
!1=0
= 2E(1)−2;
QK(; x1; x2) =
∣∣∣∣ @2$@!2@!1
∣∣∣∣
!1 ; !2=0
=
−2√2√

E(2)−2(E(1)−2 − 1); (2)
QK(; x1; x2; x3) =
∣∣∣∣ @3$@!3@!2@!1
∣∣∣∣
!1 ; !2 ; !3=0
= 2
[3E(1)−2E(2)−2 − E(2)−2 − 2E(1)−2](E(1)−2 − 1)E(3)−2
E(1)−2
;
(3)
QK(; x1; x2; x3; x4) =
∣∣∣∣ @$@!4@!3@!2@!1
∣∣∣∣
!1 ; !2 ; !3 ; !4=0
=−2
√
2E(4)−2(E(1)−2 − 1)
×[6E(1)−2E(2)−4E(3)−2 − 6E(1)−2E(3)−2E(2)−2
+ 2E(1)−2E(2)−2 + E(2)−4 + E(1)−2E(3)−2
−3E(1)−2E(2)−4 + 2E(3)−2E(2)−2
−3E(2)−4E(3)−2]=[E(2)−2E(1)−23=2]
High-order derivatives become diOcult to compute, even with MAPLE. So another
technique is obviously needed.
3. An ecient algorithm for generalized covariances computation
In this section, we ?rst derive a recurrence equation for some functions arising in the
generalized covariances. This leads to some diRerential equations for related exponential
generating functions. A simple matrix representation is ?nally obtained and it remains
to invert the Laplace transforms.
3.1. A recurrence equation
Let us ?rst diRerentiate $ w.r.t. !d (each time, after diRerentiation w.r.t. !i, we set
!i =0). This gives
−d
2[C1F1 + C2D2]2
:
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We should write C1(d), etc. but we drop the d-dependency to ease notations. DiRer-
entiating now w.r.t. !d−1, this leads to
dC1D2
[C1D1 + C2D2]3
=
dC1[!d−2D4 + D3]
[C7!d−2D4 + C7D3 + C1C4D4]3
with C7(d) :=C1(d)C3(d) + C2(d)=C1(d)C1(d− 1) after detailed computation.
It is clear that the next diRerentiations will lead to some pattern. Indeed, set
H (d; i) :=
@d−2
@!d−2 : : : @!1
D2(d)i
[C1(d)D1(d) + C2(d)D2(d)]i+2
∣∣∣∣
!d−2 :::!1=0
: (4)
Obviously
∣∣∣∣ @d$@!d : : : @!1
∣∣∣∣
!d:::!1=0
= C1(d)d(−1)dH (d; 1); d¿3: (5)
Expanding (4) we derive (omitting the details)
H (d; i) =
1
C1(d)i+2C1(d− 1)i−1C5(d)2
×
i−1∑
j=0
(
i − 1
j
)
(−1)i−1−jC2(d− 1)i−1−j[−2H (d− 1; i − j)
+ (i + 2)C2(d− 1)H (d− 1; i − j + 1)]: (6)
Eq. (6) is still too complicated. So we set ?rst H1(d; i) :=H (d; i)C2(d)i−1. This leads
to
H1(d; i) =
C2(d)i−1
C1(d)i+2C1(d− 1)i−1C5(d)2
×
i−1∑
j=0
(
i − 1
j
)
(−1)i−1−j[−2H1(d− 1; i − j)
+ (i + 2)H1(d− 1; i − j + 1)]:
But we remark that
C2(d)
C1(d)C1(d− 1) = −
C6(d− 1)
C6(d)
with
C6(d) := E(d)2 − E(d− 1)2: (7)
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Then, we set H2(d; i) :=H1(d; i)C6(d)i−1 and we obtain
H2(d; i) =
1
C1(d)3C5(d)2
×
i−1∑
j=0
(
i − 1
j
)
(−1) jC6(d− 1) j[−2H2(d− 1; i − j)
+
(i + 2)
C6(d− 1)H2(d− 1; i − j + 1)]: (8)
3.2. Some generating function
Eq. (8) is a perfect candidate for an exponential generating function (see [10]). We
set
’2(d; v) :=
∞∑
1
H2(d; i)vi−1
(i − 1)! :
Eq. (8) leads to
’2(d; v)
=
1
C1(d)3C5(d)2
{[
−2’2(d− 1; v) + 1C6(d− 1)
@2
@v2
[’2(d− 1; v)v]
]
×e−vC6(d−1) + 1
C6(d− 1)@v’2(d− 1; v)@v[e
−vC6(d−1)v]
}
:
With (7), we are led to set
’3(d; v) := ’2(d; v)evE(d−1)
2
and H (d; 1) = ’3(d; 0):
Before establishing the corresponding equation for ’3, it is now time to ?nd the eRect
of all our transforms on ’2. Indeed, H (2; i)= .i−13 (see (4)) with
1 =D2(2); 2 = C1(2)D1(2) + C2(2)D2(2);
.=
1
32
=
−2E(2)−2(E(1)−2 − E(2)−2)(E(1)−2 − 1)
E(1)−23
;
3 =
1
2
:
So
H1(2; i) = .i−14 ; with 4 = 3C2(2);
H2(2; i) = .i−15 ; with 5 = 4C6(2);
’2(2; v) = .ev5 ; ’3(2; v) = .ev6 ; with 6 = 5 + E(1)2 = 1;
after all computations.
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We see that it is convenient to ?nally set
’3(d; v) := ’4(d; v)ev; ’4(2; v) = .; H (d; 1) = ’4(d; 0):
The diRerential equation for ’4 is computed as follows (we omit the details):
’4(d; v) =
2(E(d− 1)−2 − E(d)−2)E(d)−2
E(d− 1)−4(E(d− 2)−2 − E(d− 1)−2)√·3[
/1v
@2
@v2
’4(d− 1; v) + (/2 + /3v) @@v ’4(d− 1; v)
+ (/4 + /5v)’4(d− 1; v)
]
(9)
with
/1 := E(d− 2)−2E(d− 1)−2;
/2 := 3E(d− 2)−2E(d− 1)−2;
/3 := 2E(d− 2)−2E(d− 1)−2 − E(d− 2)−2 − E(d− 1)−2;
/4 :=−2E(d− 2)−2 − E(d− 1)−2 + 3E(d− 2)−2E(d− 1)−2;
/5 := E(d− 2)−2E(d− 1)−2 − E(d− 1)−2 − E(d− 2)−2 + 1:
3.3. A matrix representation
It is now clear that ’4(d; v) is made of 2 parts: the ?rst one is given by the product
of . with all coeOcients in front of (9).
The other part is given, for each d, by a polynomial in v, the coeOcients of which
are given by the following algorithm.
Start with vec2[0]= 1; vec2[i] = 0; i¿1.
Construct a tri-diagonal band matrix Ad as follows: if we apply the diRerential
operator of (9), i.e.
[/1v(@2=@v2)’4(d− 1; v) + (/2 + /3v)(@=@v)’4(d− 1; v) + (/4 + /5v)’4(d− 1; v)]
to a polynomial
∑
0 aiv
i, we see that the new polynomial
∑
0 Qaiv
i is given by
Qa0 = Ad[0; 1]a1 + Ad[0; 0]a0;
Qai = Ad[i; i + 1]ai+1 + Ad[i; i]ai + Ad[i; i − 1]ai−1; i ¿ 1
with
Ad[i; i + 1] := [i(i + 1) + 3(i + 1)]E(d− 1)−2E(d− 2)−2;
Ad[i; i] := [(2i + 3)E(d− 1)−2E(d− 2)−2 − (i + 2)E(d− 2)−2
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− (i + 1)E(d− 1)−2];
Ad[i; i − 1] := [E(d− 1)−2E(d− 2)−2 − E(d− 1)−2 − E(d− 2)−2 + 1]: (10)
All other elements of Ad are set to 0.
Successive applications of A‘ to vec2 give the coeOcients of the polynomial part of
’4(d; v)
vecd :=
d∏
‘=3
A‘ vec2: (11)
Now, by (5),∣∣∣∣ @d$@!d : : : @!1
∣∣∣∣
!d:::!1=0
= C1(d)d(−1)d’4(d; 0) = C8(d) vecd[0];
where C8(d), after all simpli?cations, is given, with (9) by
C8(d) =
−4(−1)d
√· d−1
E(d)−2(E(1)−2 − 1)
E(1)−2 : : : E(d− 2)−2 ; d¿ 3: (12)
Let us summarize our results in the following theorem
Theorem 3.1.
QK(; x1; x2; : : : ; xd) =
∣∣∣∣ @d$@!d : : : @!1
∣∣∣∣
!d:::!1=0
= C8(d)vecd[0];
where C8(d) is given by (12), vecd=
∏d
‘=3 A‘ vec‘, with vec2[0]= 1; vec2[i] = 0; i¿1
and the band matrix A‘ is given by (10).
The computation of our covariances is now trivial.
3.4. Inverting the Laplace transforms
It is well known that L[f(u)]= e−
√·a, with f(u)= e−a
2=2ua=
√
2u3=2. Also L[g(u)]
= e−
√·a√2=2√, with g(u)= e−a2=2u=√2u. Hence, from (2)
E[+(x1)+(x2)] = −4[e−2(x1+x2)2 − e−2x22 ]; x2 ¿ x1: (13)
(We recover immediately [4, (6.15)].)
Similarly, from (3)
E[+(x1)+(x2)+(x3)]
= 4
∫ 1
0
{3[e−2[x1+x2+x3]2=t(x1 + x2 + x3)− e−2[x2+x3]2=t(x2 + x3)]
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− [e−2[x2+x3]2=t(x2 + x3)− e−2[x3+x2−x1]2 (x2 + x3 − x1)]
− 2[e−2[x1+x3]2=t(x1 + x3)− e−2[x3]2=t(x3)]} dtt3=2 : (14)
Next covariances lead to similar expressions with multiple integrals on t.
4. Some applications
In this section, we apply the generalized covariances to two classical problems:
the Brownian excursion area, with cost function g(x)= x and a result of Biane and
Yor related to the cost function g(x)= 1=x. We can proceed either from the Laplace
transforms or from the explicit covariances.
4.1. Brownian excursion area
In [19,18] we proved that Wd := E[
∫ 1
0 X (u) du]
d satis?es the following recurrence
equation. Let .k := (36
√
2)kWk5((2k − 1)=2)=2
√
.
Then
.n =
12n
6n− 1 ’n −
n−1∑
k=1
’k
(
n
k
)
.n−k ; (15)
with ’k := 5(3k + 12)=5(k +
1
2).
The corresponding distribution, also called the Airy distribution has been the object
of recent renewed interest (see [23,9] where many examples are given, [7]).
Eq. (15) leads to W1 =
√
2=4; W2 = 5=12; W3 =
√
215=128 : : : : From (2) we com-
pute the Laplace transform
2
∫ ∞
0
x1 dx1
∫ ∞
x1
x2 dx2 QK(; x1; x2)
= 2
∫ ∞
0
x1 dx1
∫ ∞
x1
x2 dx2
−2√2√

E(2)−2[E(1)−2 − 1] = 5
√
2
325=2
and
2
∫ ∞
0
x1 dx1
∫ ∞
x1
x2 dx2K(x1; x2)
=
1√
2i
∫
S
e2
∫ ∞
0
x1 dx1
∫ ∞
x1
x2 dx2 QK(; x1; x2) d: (16)
From now on, we do not need (or use) the t-dependency anymore. Inverting (16), this
leads to 5=12 as expected.
Similarly with G() given by (3), 3!
∫∞
0 x1 dx1
∫∞
x1
x2 dx2
∫∞
x2
x3 dx3G()=
6:15=1284. Inverting, this leads to
√
215=128 as expected.
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An interesting open problem is to derive recurrence (15) from the matrix represen-
tation given by Theorem 1.
4.2. A formula of Biane and Yor
In [2], Biane and Yor proved that
Y :=
∫ 1
0
dt
X (t)
D≡ 26; where 6 := sup
[0;1]
X (t):
As E[+(x1)]= e−2x
2
1 4x1, we immediately check that the cost g(x)= 1=x2−; ¿0 is the
ultimate form of costs of type x−.. .¿2 leads to a singularity at the origin.
It is well known that the distribution function of sup[0;1] X (t) is given by
Pr[supX (t)66] =F2(262), where F2(x)= 1 + 2
∑∞
n=1 (1− 2n2x)e−n
2x and
L(f2) =
(
√
)2
sh2(
√
)
(17)
(see for instance [3]).
From (17), the moment of even order of 6 are given by
E[6r] = r(r − 1)5
( r
2
)
 (r)=2r=2: (18)
It is proved in [8] that the same formula holds for all moments. For instance,
E(6) =
√

2
; E(62) = 
2
6
; E(63) = 3
√
2
4
 (3);
E(64) = 4=30:
To derive these expressions from our generalized covariances, we may proceed either
from the Laplace transforms or from the explicit expressions. Both techniques lead of
course to the same results but via diRerent identities.
4.2.1. Using the explicit expressions
Dimension 2: Eq. (13) leads to
E(Y 2) = −8
∫ ∞
0
dx1
x1
∫ ∞
x1
dx2
x2
[e−(x1+x2)
2 − e−x22 ]:
Set
I(.) :=
∫ ∞
0
dx1
x1
∫ ∞
x1
dx2
x2
[e−(x1+x2)
2 − e−x22 ]e−.x1x2 ;
so
−dI(.)
d.
=
∫ ∞
0
dx1
∫ ∞
x1
dx2[e−(x1+x2)
2 − e−x22 ]e−.x1x2 :
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Setting x2 = x1u; s= x21, we obtain I(0)=
∫∞
0 d.[−dI(.)=d.] = −
∫∞
1
du
u ln(1+ 1=u)=
− 12  (2)= − 2=12 by (A.1).
Finally, E(Y 2)= − 8(−2=12)=42=6=4E(62) as it should be.
Dimension 3: Eq. (14) leads to
E(Y 3) = 3!2
√
2
∫ 1
0
dt
t3=2
∫ ∞
0
dx1
x1
∫ ∞
x1
dx2
x2
∫ ∞
x2
dx3
x3
{−2[e−[x1+x3]2=t(x1 + x3)− e−x23=tx3] + 2 similar terms}: (19)
Set t=1=s2; x3 = vx2; x2 = ux1, we derive for the integrals on the bracket
2
∫ ∞
0
dx1
x1
∫ ∞
1
du
u
∫ ∞
1
dv
v
∫ ∞
1
ds[x1(1 + uv)e−s
2x21(1+uv)
2 − x1uve−s2x21u2v2 ]:
The inner integral can be replaced by
−
∫ 1
0
ds[ ] =
∫ x1uv
x1(1+uv)
d8e−8
2
= x1
∫ uv
1+uv
dwe−x
2
1w
2
:
Next, we obtain
3!2
√
2
{
−2
[
2
∫ ∞
1
du
u
∫ ∞
1
dv
v
∫ uv
1+uv
dw
√

2w
]
+ · · ·
}
= 3!2
√
2
{
−2
[
−√
∫ ∞
1
∫ ∞
1
du
u
dv
v
ln
(
1 +
1
uv
)]
+ · · ·
}
:
The two other terms in (19) lead to similar integrals and we ?nally derive
−3!2
√
2
√

∫ ∞
1
du
u
∫ ∞
1
dv
v
{
−2 ln
(
1 +
1
uv
)
− ln
(
1 +
1
uv+ v− 1
)
+3 ln
(
1 +
1
uv+ v
)}
= 3!2
√
2
√

 (3)
2
by (A:2)
= 8E(63)
as it should be.
Some open problems are: to understand why only terms extracted from Theorem 1
lead to  functions, and also to explain the appendix identities and why they ?nally
lead to the simple expression (18).
Other dimensions: For the even moments, we are led to integrals of the form∫ ∞
0
dx1
x1
∫ ∞
x1
dx2
x2
: : :
∫ 1
0
dt0
∫ t0
0
dt1 : : :
∫ ti
0
dt√
t
e−(xk+xj+···)
2=t :
Set x1 = x′1
√
t : : : xd= x′d
√
t.
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The dependence on t disappears in the x-integral (the t-integrals are easily com-
puted). We are back to the Dim-2 type of integrals.
For odd moments, we are led to integrals of the form∫ ∞
0
dx1
x1
∫ ∞
x1
dx2
x2
: : :
∫ 1
0
dt0
∫ t0
0
dt1 : : :
∫ ti
0
dt
t3=2
e−(xk+xj+···)
2=t(xk + xj + · · ·):
Set x1 = x′1
√
ti : : : xd= x′d
√
ti and t= ti.
This gives
∫ ∞
0
dx′1
x′1
∫ ∞
x′1
dx′2
x′2
: : :
∫ 1
0
dt0
∫ t0
0
dt1 : : :
∫ 1
0
d
e−(x
′
k+x
′
j+···)2=(x′k + x
′
j + · · ·)
3=2
and we are back to the Dim-3 type of integrals.
4.2.2. Using the Laplace transforms
Dimension 2: Eq. (2) leads to
−4√2√

∫ ∞
0
dx1
x1
∫ ∞
x1
dx2
x2
e−2
√·x2 [e−2
√·x1 − 1]:
Let us analyse a more general form
I(; !) :=
∫ ∞
0
dx1
x1
∫ ∞
x1
dx2
x2
e−2
√·x2 [e−2
√·x1 − 1]e−!x2 ; (20)
so
−dI(; !)
d!
=
∫ ∞
0
dx1
x1
∫ ∞
x1
dx2e−2
√·x2 [e−2
√·x1 − 1]e−!x2
=
∫ ∞
0
dx1
x1
e−[2
√·+!]x1
2
√·+ ! [e
−2√·x1 − 1]
=
∫ ∞
0
dx1
2
√·+ ! e
−[2√·+!]x1
∞∑
1
(−2√·x1)i−1(−2
√·)
i!
=− 1
2
√·+ ! ln
(
1 +
2
√·
2
√·+ !
)
:
Set ! := 2
√·v,
I(; 0) = −
∫ ∞
0
1
+ v
ln
(
1 +
1
+ v
)
dv: (21)
When =1, (A.1) leads to (−4√2=√)(−2=12) and after inverting to 42=6 which
is correct.
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Dimension 3: Eq. (3) leads to
3!
2

∫ ∞
0
dx1
x1
∫ ∞
x1
dx2
x2
∫ ∞
x2
dx3
x3
{−2[e−2
√·(x1+x3) − e−2
√·x3 ] + 2 similar terms}:
Again, let us consider
I(.) =
∫ ∞
0
dx1
x1
∫ ∞
x1
dx2
x2
∫ ∞
x2
dx3
x3
[e−2
√·(x1+x3) − e−2
√·x3 ]e−.x3 ;
so
−dI(.)
d.
=
∫ ∞
0
dx1
x1
∫ ∞
x1
dx2
x2
∫ ∞
x2
[ ]e−.x3 dx3
=
∫ ∞
0
dx1
x1
∫ ∞
x1
dx2
x2
e−[2
√·+.]x2
2
√·+ . [e
−2√·x1 − 1]:
Setting . := 2
√·u, we obtain an expression similar to (20) with =1 + u. (21)
immediately leads to
−
∫ ∞
0
∫ ∞
0
1
1 + u+ v
ln
(
1 +
1
1 + u+ v
)
du dv
1 + u
= −
∫ ∞
u=1
∫ ∞
v=0
1
u+ v
ln
(
1 +
1
u+ v
)
du dv
u
= −3
4
 (3) by (A:3):
We ?nally obtain 3!(2=) 12  (3) and after inverting, 6
√
2 (3) which is correct.
Again only terms extracted from Theorem 1 lead to  functions but with diRerent
logarithmic integrals. Also, they ?nally lead to the simple expression (18).
5. Conclusion
We have constructed a simple and eOcient algorithm to compute the generalized
covariances K(x1; x2; : : : ; xd). Another challenge would be to derive the cross-moments
of any order:
K(x1; i1; x2; i2; : : : ; xd; id) = E[+(x1)i1+(x2)i2 : : : +(xd)id ]:
It appears that the ?rst two derivatives
@id!d@
id−1
!d−1$|!d=!d−1=0
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lead to a linear combination of terms of type
D2(d)‘D4(d)r=[C1(d)D1(d) + C2(d)D2(d)]m:
The next derivative @id−2!d−2$, after all simpli?cations (and setting !d−2 = 0) leads to
terms of type
H (d− 1; s; t) := D2(k − 1)
s
[C1(d− 1)D1(d− 1) + C2(d− 1)D2(d− 1)]t
and this pattern appears in all successive derivatives.
So, we can, in principle, construct (complicated) recurrence equations for H (·; s; t)
and recover our K by linear combinations. This is quite tedious and up to now, we
could not obtain such a simple generating function as in Section 3.2.
Another interesting application is related to a surprising relation discovered by Alili
[1]: for any real /,
[
ds
X (s)
]2
D≡ /2


[∫ 1
0
cotanh(/X (s))
]2
− 1

 :
We could check this equivalence for the second-order moment, but, up to now, the
other moments lead to very complicated sums that we could not simplify.
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Appendix
∫ ∞
1
du
u
ln
(
1 +
1
u
)
=
∫ ∞
0
dv ln(1 + e−v)
=
∞∑
i=1
(−1)i−1
i
∫ ∞
0
dv e−iv =
∞∑
i=1
(−1)i−1
i2
=
1
2
 (2); (A.1)
∫ ∞
1
∫ ∞
1
du dv
uv
ln
(
1 +
1
uv
)
=
3
4
 (3): (A.2)
The proof is similar to (A.1)’s proof.
I1 :=
∫ ∞
1
∫ ∞
1
du dv
uv
ln
(
1 +
1
uv+ v− 1
)
=
5
8
 (3):
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Proof. Put u=1=u; v=1=v,
I1 =
∫ 1
0
∫ 1
0
du dv
uv
ln
(
1 +
uv
1 + u− uv
)
=
∫ 1
0
∫ 1
0
du dv
uv
ln
(
1 + u
1 + u− uv
)
=
∫ 1
0
dv
v
{∫ 1
0
du
u
ln(1 + u)−
∫ 1
0
du
u
ln[1 + u(1− v)]
}
=
∫ 1
0
dv
v
{∫ 1
0
du
u
ln(1 + u)−
∫ 1−v
0
dw
w
ln(1 + w)
}
=
∫ 1
0
dv
v
∫ 1
1−v
du
u
ln(1 + u):
By parts, with f=
∫ 1
1−v(du=u) ln(1 + u); g=1=v, we derive
I1 = ln v
∫ 1
1−v
du
u
ln(1 + u)
∣∣∣∣
v=1
v=0
−
∫ 1
0
dv ln v
ln(2− v)
1− v :
Finally, put v=1− x, we have
I1 = −
∫ 1
0
dx
x
ln(1− x) ln(1 + x):
Let us now prove a few lemmas.
Lemma. J1 :=
∫ 1
0 (dx=x) ln
2(1− x)= 2 (3).
Proof. Put x=1− y,
J1 =
∫ 1
0
dy
ln2 y
1− y =
∫ ∞
0
du
e−u
1− e−u u
2
=
∫ ∞
0
du u2
1
eu − 1 =
∞∑
p=1
∫ ∞
0
du u2e−pu = 2 (3):
Lemma. J2 :=
∫ 1
0 dx ln
2(1 + x)=x=1=4 (3).
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Proof. Let C = {ei=; ==0 : : : }∪ [−1+1]; ∫c dz ln2(1+z)=z=0 (as integrand is regular
at z=0).
∫ 0
−1
dx
x
ln2(1 + x) +
∫ 1
0
dx
x
ln2(1 + x) + i
∫ 
0
d= ln2(1 + ei=) = 0;
−
∫ 1
0
dy
y
ln2(1− y) +
∫ 1
0
dx
x
ln2(1 + x) + i
∫ 
0
d= ln2(1 + cos =+ i sin =) = 0;
∫ 1
0
dx
x
ln2(1 + x) = 2 (3) + I
∫ 
0
d=
{
1
2
ln[(1 + cos =)2 + sin2 =]
+ i tan−1
sin =
1 + cos =
}2
= 2 (3) +
∫ 
0
d= =[ln 2 + ln cos(==2)]:
As ln | cos x|= − ln 2 + cos 2x − cos 4x=2 + cos 6x=3 · · ·
∫ 1
0
dx
x
ln2(1 + x) = 2 (3) +
∞∑
n=1
(−)n−1
n
∫ 
0
d= = cos n=
= 2 (3)− 2
∞∑
n = 1
(odd)
1=n3 = 2 (3)− 2
(
7
8
 (3)
)
= 1=4 (3):
Finally, let
K :=
∫ 1
0
dx
x
[ln(1 + x) + ln(1− x)]2
=
∫ 1
0
dx
x
ln2(1 + x) +
∫ 1
0
dx
x
ln2(1− x) + 2
∫ 1
0
dx
x
ln(1 + x) ln(1− x)
= 1=4 (3) + 2 (3) + 2
∫ 1
0
dx
x
ln(1 + x) ln(1− x):
But
K =
∫ 1
0
dx
x
ln2(1− x2) = 1
2
∫ 1
0
dy
y
ln2(1− y) =  (3):
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So
I1 =−
∫ 1
0
dx
x
ln(1 + x) ln(1− x) = 12 [ 14 (3) + 2 (3)−  (3)]
=
5
8
 (3):
I2 :=
∫ ∞
1
∫ ∞
1
du dv
uv
ln
(
1 +
1
uv+ v
)
=
13
24
 (3):
Proof. Put u=1=u; v=1=v,
I2 = −
∫ 1
0
dv
1 + v
ln v ln(2 + v)
(calculation similar to previous case).
The quickest way to obtain the value of this integral is apparently to connect it to
the trilogarithm integral, de?ned as
Li3(z) =
∫ z
0
dz
z
Li2(z);
where Li2(z) is the dilogarithm integral
Li2(z) = −
∫ z
0
dz
z
ln(1− z)
(see for instance [17]). Among the many formulae we ?nd on p. 273 [3.5.1]
K(c; x) :=
∫ x
0
dy
y
ln(1− y) ln(1− cy)
= Li3
(
1− cx
1− x
)
− Li3
(
1− cx
c(1− x)
)
− Li3(1− x)− Li3(1− cx)
+Li3(1=c) + Li3(1)
+ ln(1− cx)[Li2(1=c)− Li2(x)]
+ ln(1− x)[Li2(1− cx)− Li2(1=c) + 2=6]
+ 1=2 ln c ln2(1− x):
[The proof is long, and to quote the author: “: : : There does not appear to be any
obvious way of reaching this quite compact (sic) result in a more direct manner,
through it is a simple (sic) matter to verify it by diRerentiation: : :”.]
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We derive successively
I2 =−
∫ 1
0
dv
1 + v
ln v ln(2 + v)
(put v = y − 1) =−
∫ 2
1
dy
y
ln(y − 1) ln(y + 1)
(y = −u) =−
∫ −2
−1
du
u
ln(−u− 1) ln(−u+ 1)
=−
∫ −2
−1
du
u
ln(1− u) ln(1 + u)
=−[K(−1;−2)− K(−1;−1)]
=[−Li3(2) + ln 2[−Li2(−1) + 2=6]
−Li3(−1=3) + Li3(1=3) + Li3(3) + Li3(−1)− ln 32=6]:
Making extensive use of properties of the dilogarithm and trilogarithms in particular
Li2(−1)= − 2=12; Li3(1)=  (3)
Li3
(
1− x
1 + x
)
− Li3
(
x − 1
x + 1
)
= 2Li3(1− x) + 2Li3
(
1
1 + x
)
− 1=2Li3(1− x2)
−=4Li3(1) + 2=6 ln(1 + x)− 1=3 ln3(1 + x);
shows that
[Li3(3)− Li3(1=3)] = 2=3 ln 3− 1=6 ln3 3;
Li3(−1=3)− 2Li3(1=3) =−13=6 (3) + 2=6 ln 3− 1=6 ln3 3;
Li3(2) = 7=8 (3) + 2=4 ln 2
and so
I2 = 13=24 (3):
∫ ∞
u=1
∫ ∞
v=0
du dv
u(u+ v)
ln
(
1 +
1
u+ v
)
=
3
4
 (3);
∫ ∞
u=1
∫ ∞
v=0
du dv
u(1 + u+ v)
ln
(
1 +
1
1 + u+ v
)
=
13
24
 (3);
∫ ∞
u=1
∫ ∞
v=0
du dv
u(1 + u+ v)
ln
(
1 +
1
u+ v
)
=
5
8
 (3): (A.3)
Proofs are similar to (A.2)’s proofs.
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