INTRODUCTION
Directional antennas are commonly used to exploit the spatial domain in an attempt to enhance coverage and capacity by minimizing interference in modern radio communications systems. Often, antennas with a prescribed beam pattern are used in fixed wireless links. More recently, adaptive or smart antennas are being adopted to automatically adjust and direct their beam patterns to the desired signals with nulls in the directions of interfering signals. The ability of these antennas to track their target signals quickly and accurately depends largely on the performance of the beamforming algorithm employed.
A seven-element electronically steerable parasitic array is described in [1] . It uses the simultaneous perturbation stochastic approximation algorithm to tune the reactance of each individual parasitic element so as to maximize the cross correlation coefficient between the desired and the received signals. In [2] , dual orthogonal polarization diversity antenna elements are used in the front-end of discrete cylindrical lens array to generate a fan shaped fixed beam. On the other hand, different adaptive algorithms, including LMS and RLS, have been introduced for realizing steerable beam adaptive antennas [3] . Recently, variants of LMS and RLS have been investigated for improving the convergence speed and tracking ability in time varying environments. In [4] , a variable step size LMS algorithm (VSSLMS) is applied for operation in the presence of nonstationary noise. A constrained constant modulus RLS algorithm is proposed for blind adaptive beamforming [5] . Also, a hybrid scheme which involves the use of sample matrix inversion to initialize the LMS algorithm to ensure fast convergence is presented in [6] .
An adaptive configuration involving the use of RLS preceding LMS is presented in [7, 8] . This new RLMS set up is shown in Fig. 1 Increasingly, there are applications that require automatic tracking of moving target signals. In such situation, it is necessary for the antenna beam to self adjust itself so as to follow the angle of arrival (AoA) of the target signal. This can indeed be achieved using the RLMS scheme of Fig. 1 . In this case, the element values of A from the estimated RLS output signal and tap weights is presented. Furthermore, it is shown that the proposed scheme is effective for self-adaptive beam forming.
The rest of the paper is organized as follows. In section II, the use of prescribed element values for the array image factor 
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where ( 1) j + p is an arbitrary symmetric positive definite matrix given by
is initialized as 1 δ − I , with δ being a small positive constant, α is the forgetting factor and I is an N N × identity matrix. In this paper, α is assumed to be equal to 1. Now, the RLS output at the th j iteration can be expressed as
where W denotes the the weight vector ( ) ⋅ W .
From this estimated RLS output signal, the input signal vector for the LMS section can be obtained, such that
The LMS weight vector is updated according to
where 0 μ is a positive constant with its value dependent on the input signal statistics.
Finally, the output of the RLMS beamformer is given by
Equation (9) A is now described.
Consider the array inputs to the RLS section by rearranging (1) to become A are approximated by
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The error convergence of the RLMS algorithm using the estimated
' d
A is analyzed in [8] .
IV. SIMULATION RESULTS
The ability of the RLMS algorithm to realize either fixed or self-adaptive beamforming has been investigated by means of MATLAB simulations. For these simulations, the following parameters are common to both types of beamforming:
• A linear array consisting of 8 isotropic antenna elements spaced half a carrier wavelength apart.
• A Binary Phase Shift Keying (BPSK) signal arriving at a specified angle of arrival.
• The channel is AWGN of zero mean and variance 2 σ .
• All the weight vectors are initially set to zero.
• Each simulation run involves 100 iterations.
A. Fixed beamforming
For fixed beamforming, individual elements of 
B. Self-adaptive beam forming
In this section, the performance of the RLMS algorithm for self-adaptive beamforming based on 
1) Error convergence
The convergence of the RLMS algorithm achieved with the use of an external reference signal has been studied based on the ensemble average square error ( ) ) operating on its own is also included here for comparison. It is observed that both algorithms achieved similar convergence speed but RLS suffers from a higher error floor particularly at lower . SNR For SNR ≥ 10 dB, RLMS converges slightly faster than RLS, at less than 10 iterations. Moreover, RLMS converges to almost the same error floor for all the three SNR values considered. From the beam pattern of Fig. 7 , it is observed that the RLMS algorithm is effective in suppressing close-in interference, say 20
, with a rejection ratio of 22 dB. Furthermore, the other three interfering signals with larger AoAs are being suppressed by a greater degree. 
3) Tracking performance
The ability of the RLMS algorithm in tracking sudden interruptions in the input signal is investigated by examining the behavior of its error signal LMS e . For this study, the input signal is interrupted periodically, i.e., 25 out of every 100 iterations. The resulting tracking performance of RLMS is shown in Fig. 8 , which indicates that the mean square error ξ increases very rapidly each time the input is either switched on or off. This verifies the fast response of RLMS to sudden changes in input signal. Unlike the response for RLS, which is also shown in Fig. 8 for comparison purposes, the mean square error ξ associated with RLMS remains low despite the interruption in the input signal. A has also been presented. Through its use, it is possible for the RLMS algorithm to realize self-adaptive beamforming. Computer simulations have verified that the interference suppression capability and convergence performance of the proposed scheme are quite insensitive to changes in input SNR as well the step sizes adopted for the RLS and LMS sections.
