LABATCH.2 is a collection of computer programs available in C, FORTRAN, and SIMSCRIPT 11.5 by anonymous ftp, at http://www.or.unc.edu/~gfishJlabatch.2.html. It performs statistical analyses on sample sequences collected on strictly stationary stochastic processes. Designed to make its implementation easy for potential users, it may be invoked in-line or from a stored data file. For each sample sequence of length t, LABATCH.2 takes O(t) computing time and O(log, t ) space.
INTRODUCTION
Since the typical simulation user's interest rarely lies in statistical analysis, only measures of assessment automatically generated during or at the completion of a simulation run can be expected to attract her/his attention. LABATCH.2 is a collection of computer programs designed to provide these measures. It performs statistical analyses on sample sequences collected on strictly stationary stochastic processes and offers two modes of implementation. One integrates LABATCH.:! into an executing data-generating program (e.g., simulation) to analyze the evolving data on repeated subroutine calls; the other takes data from an existing file as input. In addition to minimizing user effort, the first option considerably reduces space requirements. It also allows user interaction with the executing program via screen displays of interim estimates. The second option permits statistical analysis of stored data, regardless of source and date of generation, thereby making LABATCH.:! applicable in a considerably wider range of data-generating environments.
LABATCH.2 is a revision of LABATCH (Fishman 1996, Fishman and Yarberry 1997 ) that considerably simplifies its implementation and use. The simplifications are its most attractive feature. A user merely inserts a single subroutine call statement in her/his main program and assigns values to several control arguments of the subroutine. C, FORTRAN, and SIMSCRIPT 11.5 implementations of LA-BATCH.2 are obtainable by anonoymous file transfer procedure (ftp) at http://www.or.unc.edu/-gfish/labatch.:.html. Also available is report TR 97/04 (Fishman 1997) , which contains complete details for implementation. The present account is an abridged version of the report.
OVERVIEW
For each sample sequence, XI,. . . , Xt, in its input, LA-BATCH.2 computes as part of its output a sample average, X t , as an estimate of its true unknown mean, p, and an asymptotically valid 100 x (1 -6) percent confidence interval for assessing how well X t approximates p. The confidence interval relies crucially on an estimate, B W ( L , B ) , of the asymptotic variance, U& := limt,, t varxt, computed by the batch means method, where B denotes batch size L, the number of batches, and W(L,B), the sample variance of a batch average. Since this estimate of U: is also subject to systematic error as well as random sampling error and since the validity of the confidence interval depends on this systematic error being relatively negligible, LABATCH.:! also displays interim calculations
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of BW (L,B) that allow a user to assess the extent to which systematic error remains in the final variance estimate used to compute the confidence interval for the mean p. The ability to make this assessment with LABATCH.2 output is one of its most valuable assets.
In the present context, systematic error in the variance estimate can be present even for sample data free of bias due to initial conditions. It arises from neglecting all but the term proportional to t-' in varXt and from ignoring the correlation between batch averages. To provide a basis for systematic error assessment, LABATCH.2 computes a sequence of estimates of based on data subsequences of increasing lengths tl < t z < ... < t~ ( , ) 5 t , where t,+l = 2t, for i = 1 , . . . , J ( t ) -1, and where the userspecified path length, t, determines tl and J ( t ) . See Sec.
2.4.
As illustration, consider a simulation of the W l queueing model with .90 interarrival rate and unit service rate. The simulation began in the steady state and terminated when customer t = lo7 entered service. Figure l a displays LABATCH.2-computed 99 percent confidence intervals for the mean waiting time in queue (Series 1) and for the probability that a customer waits (Series 2). The true values are 9 and .90 respectively.
For each series, Figure l Figure l b reveal that systematic error in the example has become negligible for Series 1 on reviews j 2 11 for Series 2 on reviews j 2 7. Note that the evidence for these assertions comes from interim review results subsequent to review j = 11 (Series 1) and j = 7 (Series 2), thus establishing the intrinisic value of the tableaus in Figure 1 .b. Figure 2 graphically displays the point and interval estimates (cols. 5 , 6, and 7 in Figure lb) for , U for each series. The graphs provide a convenient way of assessing the accuracy of the sample averages at a glance. These and all other graphs in the paper were created using Mathematica @ applied to the LABATCH.2 output after deleting the final tableau ( Figure la) in Figure 2b ) as estimates of a, for each series. For Series 1, a, = 189.3 and for Series 2, a, = 1.308 (Blomqvist 1967) , giving us the luxury of a comparison based on theory.
For any path length, t 2 20, LABATCH.:! automatically computes the number of batches, L, and the batch size, B, to be used in its first review. For example, it chose L=7 and B=5 for t = lo7 for the M/M/l example. This automation, described in Sec. Assumption 2 is the Assumption of Strong Approximation (ASA). A X close to 1/2 signifies a marginal distribution for the X, close to the standard normal and low correlation between X, and X 2 for V i # j. Conversely, X close to zero implies the absence of one or both of these properties. See Philipp and Stout (1975) . Section 3.4 relies on Assumptions 1 and 2. Student's t distribution with in order for (5) to be an a interval €or p in the sense 1 -6 eoverage rate as t --t CO.
Unless clarity demands otherwise, we hereafter write b := b(t) and I := t(t) when batch size and number of batches are deterministic functions of t. Also, we assume that t'(t) = t so that the batches in expression (3) use all the observations. Later, we consider the more genera1 case of t'(t) 2 t. var Vt =
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Note that u& = cov(X1,Xl+i).
= 0 3
Expression (6) leads to the representation
where et has mean zero and variance (8). Hereafter, we collectively refer to the errors due to finite t and to ignoring correlation as systematic error. From expression (7) 
Interim Review
In what follows we take tl as given and t,+l := 2t, for j = 1,2,. 
FNB and SQRT Rules
The description here closely follows Fishman (1996) and Fishman and Yarbeny (1997) . For j = 1 , 2 , . . . , let 1, := l ( t j ) and b j := b(tj). We illustrate the benefits of interim review for two assignment rules, FNB and SQRT, that form the basis for the LBATCH and ABATCH rules that LABATCH.2 incorporates. Given (11, bl), the FNB rule fixes l j = 11 for all j and doubles the batch size bj+l = 2bj on successive reviews.
Given (11, bl), the SQRT rule sets These assignments induce lj+l/lj = fi and bj+l/bj = fi. By choosing (11, bl) from B in Table 1 , we ensure that 211bl = i161 so that t j = Zjbj = 2j-lZlbl and, therefore, tj+l/tj = 2, as desired. This constraint proves valuable in Sec. 3.3, which describes batch-size rules that combine the FNB and the SQRT rules.
LBATCH and ABATCH Rules
Let H denote the hypothesis: On review j , the l j batches, Y1b3 , . . . , K7 b, , are mutually independent. The LBATCH and ABATCH rules both use the outcome of a test of H to switch between the FNB and SQRT rules on succesive reviews. The net effect is to retain the desirable properties of each rule while reducing the influence of their limitations. The principal features of these hybrid rules are:
LBATCH ]Rule

0
Start with the FNB rule on review 1. Once €1 is accepted on review j, use the SQRT rule on reviews, j + 1 , j + 2,. . . . For j 2 1, if H is accepted on review j, use the SQRT rule on review j + 1.
By initially fixing I , the LBATCH rule allows batch size, b, to increase at the maximal rate when H is rejected, thus dissipating systematic error in Vt, as fast as possible.
Once H is accepted, the rule switches to the SQRT rule to dissipate the error in coverage rate as rapidly as possible. By testing H on every review, the ABATCH rule takes into 
Choosing t,l1, and bl
For given (Z1,bl) E 23, choosing t so that J ( t ) := log(t/Zlbl)/ log 2 is an integer results in t'(t) = t. As a consequence, the LBATCH and ABATCH rules used all t observations to estimate W L~( , ) B~ ( , ) and Xtt(9 = Xt.
Since choosing El, b l , and t subject to the constraint may be too burdensome for some users, LABATCH.:! merely requires that t be specified and then chooses ZI and bl to maximize t'(t).
Let B(t) denote the subset of B that maximizes t'(t). LABATCH.:! chooses ( Z l , b l ) to be the element of B ( t ) that maximizes J ( t ) , the number of interim reviews. For I1 5 30 and t 2 500, this leads to t'(t)/t 2 .898.
We now reconciie 
J B J (~) w L J ( , ) B J ( , ) /t'(t)
Gt := whose properties are those of the variate in (12) for
Whereas At uses all t observations to estimate p,Gt uses only the first t'(t) observations. However, both use the B J (~) W L~( , ) B~( , )
as an estimate of &. To test H, LABATCH.2 uses the von Neumann ratio (von Neumann 1941 , Young 1941 , Fishman 1978 , 1996 . The rightmost column in each Interim Review Tableau in Figure 1 lists the corresponding p-values, the probability, under H, of seeing a test statistic larger than the one observed. If pvalue 5 BETA, H is rejected; otherwise is accepted.
Since ( X t t ( t l
-
ADEQUACY OF THE WARM-UP INTERVAL
LABATCH.2 also provides an assessment of the extent of warm-up bias in xt. We again use the M/M/1 simulation.
However, this time the run began with an arrival to an empty and idle system and data collection began with X1 := waiting time of the first arrival. For this scenario, XI = 0 w.p.1 and X I , X2, . . . , X t is stationary, only asymptotically (as t 4 CO). This is a more biased environment than one would expect to encounter when data collection begins after a user-specified warm-up interval. Figure 4 displays the 99 percent confidence intervals for mean waiting time in queue, taken from the LABATCH.2 interim review tableau for Series 1 for this run. It suggests little bias after review 11, which corresponds to 211 x L1 x B1 = 2048 x 7 x 5 = 71,680 observations. Suppose the user had specified t = 4480 for the sample path length. Then LABATCH.2 would have generated the same sample averages and confidence intervals for L1 = 7
and B1 = 5, but only for the first seven interim reviews.
Moreover, a display of these results would have aroused considerably more concern about the dissipation of bias in X t . Interestingly, had we taken t = 4480 in our first simulation, which began in an equilibrium state, we might equally be suspicious of X t based on the path it displays in Figure 2 for j = 1,. . . ,7. However, this observation in no way mitigates the value of the assessment when we This example in no way mitigates the traditionally sound advice of truncating a warm-up interval in the sample data to reduce the influence of initial conditions.
FEATURES
Several features of LABATCH.2 allow wide latitude for using it in practice. For example, one can easily strip the header and trailer entries from the column display in the interim review tableau and then transfer the remaining tableau to a spreadsheet environment, thus facilitates graphmaking. Experience has shown that little effort is needed to effect the desired graphs, provided software such as Mathematica @ or EXCEL @ is available.
Two ]Modalities
As already mentioned, LABATCH.2 provides two ways of accessing data for statistical analysis. One requires the user to insert a call statement into the data-generating program which executes the call each time it produces a new data vector. Calling and executing BATCHMEANS each of T times (Table 1 ) that a data vector with S J U M entries is generated results in O(S-NUMxT) computing time and O ( S J U M x log2T) space being used to generate the LABATCH.2 output. Both complexities arise from choosing rules that cause either Bj+1 = 2Bj or Bj+1 J2Bj on successive reviews j = 1 , 2 , . . . . The space bound is particularly appealing when t =T is very Fishman large. Yarberry (1993) and Alexopoulos et al. (1997) describe the basis for these complexities.
The other option allows LABATCH.2 to read its data from a file, giving the software a considerably broader range of application than merely for in-line generated sample records. We illustrate how this option works in the context of the M/M/l example, but stress the applicability of the approach to stored sample data.
If IN_UNIT=30 and OUT_UNIT=15 (Table l) , then a main program needs to call BATCHMEANS just once to cause LABATCH.2 to read its sample data from a file called r Z o and to write its output to ronis. While the O(S_NUMxT) time and O(S_NUMx log2T) space bounds remain for LAEiATCH.2, they do not tell the whole story. In particular, the input file requires space proportional to SNUMxT, which for SNUM as small as 1 can be substantial for sufficiently large T.
Programs written in G, FORTRAN, or SIMSCRIPT 11.5 can implement the second option without qualification. Any program that provides access to and execution of a C, FORTRAN, or SIMSCRIPT 11.5 subroutine can take advantage of the first option. In a simulation environment, a user-written program in a language that provides standard linkages for incorporating a subroutine generally will consume less time calling BATCHMEANS and analyzing data than a program generated at the icon-level in a point-and-click environment. for mean waiting time (Series 1) and C.V.(XBAR)=.008205 for probability of waiting (Series 2) may encourage one to conclude that the sample averages (X-BAR) are statistically reliable. By constrast, the variability in Sqrt[B*W(L,B)], the estimates of om, for say, reviews 9 through 11 encourages continuation of the experiment; hence "y" in response to the query, produces the output o n review 12.
