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A possible origin of the high-temprature superconductivity in cuprates has been suggested. It
is supposed that electron-phonon interaction determines the strong correlation narrowing of the
electron band. It provides the conditions for the formation of a singlet electron pair coupled by
exchange interaction. For the pure t-J model it has been proved that these electron pairs are
destroyed by a strong effective kinematic field. The detailed analysis of an influence of the Holstein
polaron excitations upon normal and superconducting properties of the strongly correlated electrons
was made. A calculated critical temperature of the superconductivity and gap function are in good
agreement with experimental data for cuprates.
PACS numbers: 71.27.+a, 71.38.+i, 74.72.Bk
I. INTRODUCTION
In the 21st century a phenomenon of the high-
temperature superconductivity in cuprates continues to
attract the attention of many researches [1]. There are a
tremendous number of suggested mechanisms of this phe-
nomenon. In any case there is not a such theory which
would describe all properties of this complicated state. In
this work we have centered on the main pecuilarity which
in our opinion might help to illuminate the origin of high
-TSC in cuprates. The electron-phonon coupling is sup-
posed to be not essential in the Cooper electron pairings.
But this interaction forms the polaron excitations which
play an imortant role in the correlation narrowing of the
electron band. In that case it is necessary to differenti-
ate the collectivized electrons in metals and ones in doped
cuprates. Indeed, in metals there is wave electron states
with a possibility of the site double occupancy. But their
hole states is virtual. And that’s why we have the par-
tition function exp(εkσ/T ) + exp(εk−σ/T ) for electron
excitations εk±σ. In cuprates a coordinate representa-
tion is realized for electron wave functions and we have
the partition function 1 + exp(εσ/T ) + exp(ε−σ/T ) with
electron levels ε±σ and hole state.
The cuprates belong to class of the strongly corre-
lated electron system. In work [2] an effective Hamil-
tonian of the t-J model was suggested based on the use
of Gutzwiller projection operator. It allowed to exclude
the upper Hubbard band with double site occupancy by
electrons and essentially to simplify an investigation of
the strongly correlated electron systems. In work [3] a
mean field approximation of the t-J model was developed
to study the high-temperature superconductivity. In this
work a fundamental idea about spin pairing via electron
exchange interaction was formulated. Unfortunately, au-
thors were not taken into account the essential difference
between metal and strongly correlated electrons. Using
Bogolyubov’s u-v transform of the Hamiltonian they ob-
tained the equation for gap function to be similar in BCS
theory.
In this work we propose to divide the mean field BCS
type Hamiltonian into uniform and nonuniform parts.
The perturbation theory was built with uniform unper-
turbed Hamiltonian. The nonuniform part is neglected
since it has a weak influence on the hopping integral. A
hopping term of the total t-J Hamiltonian is considered
as perturbation in the limit of a weak doping with
u-v transformed creation and destruction operators. The
anormal mean values to be proportional the superconduc-
tive gap function were calculated. It has been obtained
the condition on values of the chemical potential and ex-
change parameter. With account of the correlation band
narrowing we make the conclusion about impossibility of
HTSC in the pure t-J model.
In what follow we include into consideration the
electron-phonon interaction. The evidences for a pres-
ence of one and its important role in the strongly corre-
lated systems were emphasised in works [4–6]. In view of
the fact that Hamiltonian of electron-phonon coupling is
nonuniform many authors simplify the kinematic part by
simple renormalization of the hopping integral [6] or use
the theory of Eliashberg for collectivized metal electrons
[4]. In former case it gives rise to drastic supression of
the electron band and is responsible for the absence of
HTSC in a system without interaction of polarons. The
simplest form of the Holstein Hamiltonian for polarons
needs to be considered with uniform electron-phonon in-
teraction and Einstein phonon mode. One can provide
the exact unitary transform to separate fermion and bo-
son degree of freedom. It allows to build the subsequent
perturbation theory of the strongly correlated electron
system with Holstein’s polarons.
The structure of the paper is as follows. In Sec.II we
consider the Hamiltonian of pure t-J model in the su-
perconducting state. It was separated the uniform mean
field part with correponding coefficients of u-v transform.
It enables us in Sec.III to build the perturbation theory
for strongly correlated electrons in the superconducting
state. In particular, it was obtained the transformed
Hubbard operators in coordinate representation using
the Bogolyubov’s u-v transform. As a result, the equa-
tion for gap function and conditions for superconducting
2state were presented. In Sec. IV the properties of nor-
mal state without electron-phonon coupling are consid-
ered. In the framework of the developed diagrammatic
method it was shown the absence of superconductivity
in a pure t-J model. In Sec.V. a normal state of the
cuprate d-electrons with polaron excitations is investi-
gated to find the critical temperature of superconducting
state. In this section it has been solved the problem of
a frequency summation with infinity number of poles as
implicit functions. The suggested method of an inverse
function allowed to calculate the diagrammatic contribu-
tions for all polaron bands. In Sec.V the obtained equa-
tions are solved numerically that allowed to find the con-
centration dependences of the critical temperature TSC
and gap function ∆ versus temperature. The theoret-
ical values of TSC and ∆ are in good agreement with
experiment that supports the model to put forward by
us.
II. HAMILTONIAN OF THE SYSTEM
The Hamiltonian of the Holstein model with strongly
correlated electrons takes the form :
Hˆ = Hˆf + Hˆb , (1)
where the Fermi part, Hˆf , is expressed as follows :
Hˆf =
∑
i,j
Jij
(
SiSj −
1
4
ninj
)
− µ
∑
iσ
niσ + Vˆ (2)
Here, Jij is the indirect exchange of the collectivized d-
electrons with spins Si and Sj , ni = niσ + ni−σ is the
electron concentration on i-site, µ is the chemical poten-
tial. The perturbation Vˆ is written as
Vˆ =
∑
i,j,σ
tijc
+
σicσj(1− ni−σ)(1 − nj−σ) , (3)
where c+σi(cσj) creates (annihilates) an electron of spin
σ on lattice site i and tij is the hopping integral to be
equal to t for nearest neighbours. The Hamiltonian (2)
of t-J model reflects the strong electron correlations. In
a weak doping level we will consider the part (3) as a
perturbation.
The boson part of Hamiltonian (1) has a form similar
to that used in the Holstein model of a small polaron:
Hˆb = −g
∑
i
ni
(
b+i + bi
)
+ ω0
∑
i
b+i bi , (4)
where g is the electron-phonon coupling strength, b+i and
bi are the phonon creation and destruction operators. We
will use the Einstein model where the phonon frequency
ω0 is assumed to be dispersion-free.
The Lang-Firsov unitary transform[7] U˜ = exp
(
S˜
)
of Hamiltonian (4) allows to separate the boson and
fermion operators in (4), where S˜ = − gω0
∑
i
ni(b
+
i − bi).
As a result we have
ˆ˜Hb = U˜
−1HˆbU˜ = ω0
∑
i
b+i bi − ξ
∑
i
ni , (5)
where ξ = g2/ω0 is the polaron binding energy. The
unitary transformed perturbation Vˆ is presented as
Vˆ =
∑
<ij>,σ
tij c˜
+
iσ c˜jσ(1− ni−σ)(1 − nj−σ) (6)
Here, the unitary transformated Fermi operators
c˜iσ = Yiciσ (7)
are product of Bose Yi = e
λ(b+
i
−bi) and corresponding
Fermi destruction operators, where λ = g/ω0. It is nec-
essary to point out that first and second terms of the
Hamiltonian (2) are not changed under transform U˜ .
One can separate in a Heisenberg part of the Hamil-
tonian (2) by standard manner a mean field to be con-
nected with anormalous averages [3]. Then an unper-
turbed Hamiltonian takes the form
Hˆ0f =
∑
<ij>σ
{
∆ijσc
+
iσc
+
j−σ +∆
∗
ijσci−σcjσ
}
−
−
∑
iσ
µ˜σniσ , (8)
where µ˜σ = µ˜ − σJ(0) < S
z > , µ˜ = µ + ξ, < Sz > is a
mean electron spin and σ = ±1. The gap functions are
expressed via exchange parameters:
∆ijσ = −Jij < ci−σcjσ >
∆∗ijσ = −Jij < c
+
iσc
+
j−σ >
(9)
In a wave space the Hamiltonian (8) takes the form
Hˆ0f =
∑
kσ
{
∆kσc
+
kσc
+
−k−σ +∆
∗
kσc−k−σckσ
}
−
−
∑
kσ
µ˜σnkσ , (10)
where the gap functions ∆kσ can be presented as
∆kσ = −
1
N
∑
q
J(q + k) < c−q−σcqσ > (11)
and ∆∗kσ is conjugate function ∆kσ . One can point out
that in Eqs. (9) and (11) the operators of creation and
destruction are not transformed by operator Yi from (7).
The Bogolyubov’s u-v transform
ckσ = u
∗
kσαkσ + vkσα
+
−k−σ
c+kσ = ukσα
+
kσ + v
∗
kσα−k−σ
(12)
to new operators αkσ and α
+
−k−σ allows to diagonalize
Hˆ0f with the next conditions
ukσ = u−k−σ, vkσ = −v−k−σ,
|ukσ|
2
+ |vkσ |
2
= 1 (13)
3Then we have
Hˆ0f =
∑
kσ
E˜kσα
+
kσαkσ, (14)
where
E˜kσ = −µ˜
√
1 +
(
∆k
µ˜
)2
(15)
In what follows we will consider a paramagnetic state
when < Sz >= 0. Then one can put
µ˜σ = µ˜, |∆kσ| = |∆−k−σ | = ∆k (16)
So far it has been obtained that the BCS Hamiltonian
(14) coincides with similar Hamiltonian of Baskaran-Zou-
Anderson [3]. Unfortunately, the authors of work [3] do
not separate perturbation Vˆ from (1). Instead of this
they narrow band multiplying the hopping integral t by
factor x to be equal to hole concentration. It does not
allow to find the rigorous statement relatively an appear-
ance of the superconductivity since the band energy at
x≈ 0 has finite quantity. That’s why we will expand
Eq. (14) in terms of the small parameter up to third or-
der:
E˜k = −µ˜
{
1 +
1
2
∆2k
µ˜2
−
1
8
∆4k
µ˜4
+
3
48
∆6k
µ˜6
− ...
}
(17)
Apparently, the corrections to chemical potential in
Eq. (17) will produce the additional nonuniform part
∆H to perturbation Vˆ from (3) in the coordinate space:
∆H =
∑
ij
δtijα
+
iσαjσ , (18)
where
δtij ≈
1
N
∑
k
{
−
1
2
∆2k
µ˜2
+
1
8
∆4k
µ˜4
−
3
48
∆6k
µ˜6
}
eik(Ri−Rj)
(19)
In what follows our consideration is limited by the
square lattice and s- or d- symmetry of order parame-
ter ∆k = ∆(cos kxa ± cos kya). In (17) we will extract
one site part of ∆H1:
∆H1 =
∑
ij
δtiiα
+
iσαiσ (20)
The rest ∆H2 of (18) may be presented as∑
i6=j
δtij < α
+
iσαjσ > +
∑
i6=j
δtijα
+
iσαjσ−
−
∑
i6=j
δtij < α
+
iσαjσ > (21)
The first term of (21) is a nonoperator part and last two
are connected with correlation corrections to supercon-
ducting state. In our mean field theory this corrections
are not considered.
Therefore, we have
∆H = ∆H1, (22)
where
1
N
∑
k
∆2pk =
∆2p
π2
pi∫
0
dx
pi∫
0
dy(cosx± cos y)2p
and
δtii = −
∆2
2µ˜
+
9∆4
32µ˜3
−
75∆6
192µ˜5
+ ... (23)
Finally, an unperturbed BCS Hamiltonian in coordi-
nate spase takes the simple form
Hˆ0f = −
∑
i
µgα
+
iσαjσ , (24)
where the renormalized chemical potential µg looks as
µg = µ˜− δtii (25)
In view of the unitary transformed Hamiltonian (24)
one can build the perturbation theory with operator Vˆ
from (6) in which c˜+iσ and c˜jσ replaced by
˜˜c+iσ and
˜˜cjσ,
respectively, where
˜˜ciσ =
1
N
∑
kp
eik(Ri−Rp)
{
u∗kαpσ + vkα
+
p−σ
}
˜˜c+iσ =
1
N
∑
kp
e−ik(Ri−Rp)
{
ukα
+
pσ + v
∗
kαp−σ
} (26)
Here the coefficients of the u-v transform are
uk =
µ˜− E˜k√
2E˜k(E˜k − µ˜)
, vk =
∆k√
2E˜k(E˜k − µ˜)
(27)
III. PERTURBATION THEORY FOR
ELECTRON SYSTEM IN A
SUPERCONDUCTING STATE
The scattering matrix formalism for a system with
strongly correlated electrons differs from that in the band
theory of metals. Indeed, in our case we must exclude the
upper Hubbard’s band by Gutzwiller’s projection oper-
ator. As a result one can not use the wave represen-
tation at disentanglement of correlators arising from se-
ries of the perturbation theory. Unfortunately, the BCS
Hamiltonian is diagonalized if and only if we work in k-
space. That’s why, the coordinate representation (26)
is introduced to connect the coordinate and k-spaces of
transformed Hamiltonian. There is a powerful method
4of Hubbard operators to account for excluding of double
electron site occupancy. In works [8–10] the general dia-
gram method for Hubbard operator was presented. Let
us dwell on the main statements related to our model.
Let us introduce the Hubbard’s operators X ik =
|ψi〉 〈ψk|, where we have three electron wave functions
|ψ0〉 = |0〉 , |ψσ〉 = |σ〉, corresponding to hole, spin up
( σ=+) and spin down (σ=-) electron states, respectively.
Apaprently, in a normal state αpσ = X
0σ
p , α
+
pσ = X
σ0
p
and anticommutator
{
αpσα
+
pσ
}
= F σ0p = X
σσ
p + X
00
p ,
which differs from unit as for destruction and creation op-
erators. It is a result of neglecting the upper Hubbard’s
band. The main task is to find the average of opera-
tors F σ0p and ci−σcjσ . In the first case we obtain the
self-cosistent equation for chemical potential of the para-
magnetic state. Apparently, from condition ∆/µ << 1
one can neglect the influence of order parameter ∆ on
µ . In the second case we will have the equation for a
gap function. Since the femion and boson subsystems
are divided in accordance with Hamiltonian (5) now we
will consider creation and destruction operators with one
tilda corresponding to u-v transform. The second tilda
will reflect an unitary transform (7). The average of
operator A is determined by a standard manner:
< A >=
1
< σ(β) >0
< Aσ(β) >0, (28)
where the symbol 〈〉0=Sp(exp(−βHˆ0...)/Sp(exp(−βHˆ0))
denotes a statistical averaging over the unperturbed
Hamiltonian with temperature 1/β =T, Sp is a trace of
the operator. The S matrix is written as [11]
σ(β) =
∞∑
n=0
(−1)n
n!
β∫
0
...
β∫
0
dτ1...dτnTτ {V (τ1)...V (τn)}
(29)
In expression for σ(β) the symbols V (τi) =
eHˆ0τi Vˆ e−Hˆ0τi and Tτ are operator in interaction repre-
sentation and time-ordering operator, respectively. Now
the task is to calculate all possible averages of the prod-
uct of A operators for different sites. Using the Vick’s
theorem for Hubbard’s operators this correlators can
be reduced to product of semi-invariants of the diago-
nal operators and unperturbed Fermi Green’s functions
Gαβ(τ) = − < TτX
αβ(τ)Xβα(0) >0 / < F
σ0 >0 [8, 9].
The Fourier transform of these functions has the form
Gαβ(iωn) =
1
2β
β∫
−β
e−iωnτGαβ(τ)dτ =
1
β
1
iωn + εαβ
,
(30)
where ωn = (2n + 1)π/β, εαβ = εα − εβ and ǫα is the
energy level of unperturbed Hamiltonian Hˆ0f . In the
case where is account of the electron-phonon interaction
the unperturbed Fermi-Bose Green’s function is written
as G˜αβ(τ) = − < TτX
αβ(τ)Y (τ)Xβ α(0)Y +(0) >0 /
< F σ0 >0. The Fourier component G˜αβ(iωn) of G˜αβ(τ)
is expressed as follows [10]:
G˜αβ(iωn) =
=
1
β
f(εαβ)
+∞∑
m=−∞
dm
eβεαβ+
1
2βmω0 + e−
1
2βmω0
iωn +mω0 + εαβ
,
(31)
where f(x) = 1/(eβx + 1 ) and B = 1/(eβω0 − 1) are
the Fermi and Bose distributions, respectively, dm =
e−λ
2(2B+1)Im
(
2λ2
√
B(B + 1)
)
, Im(x) are the Bessel
functions of complex argument and ωn is the same as
in (30).
Unfortunately, the Vick’s theorem cannot be used
for transformed Hubbard’s operators in acoordance with
(7). That’s why, for averaging we have to separate the bo-
son subsystem from fermion. In case of isolated pairings
a such separation is not needed. As it will be seen later a
similar situation is realized for effective kinematic inter-
action and diagrams to be formed by one effective line of
interactions and one unperturbed Green’s function. Fur-
ther, we denote by Uep(τi − τj) =< TτYi(τi)Y
+
i (τj) >0
Let us write the possible pairings between creation and
destruction operators. The normal operator pairing has
the form
Tτ ˜˜ciσ(τ)˜˜c
+
jσ(0)
−−−−−−−−→
=
1
N2
∑
k1,k2,p
eik1Ri−ik2Rjei(k1−k2)Rp ·
·
{
−u∗k1uk2G˜0σ(τ)F
σ0
p − v
∗
k2
vk1G˜−σ0(τ)F
−σ0
p
}
(32)
and an average over the Hamiltonian Hˆ0f gives the next
unperturbed Green’s functions:
˜˜G0σ(τ) = − < Tτ ˜˜ciσ(τ)˜˜c
+
jσ(0) >0=
1
N
∑
k
eik(Ri−Rj) ·
(
|uk|
2
G˜0σ(τ) < F
σ0
p >0 + |vk|
2
G˜−σ0(τ) < F−σ0p >0
)
,
(33)
where G˜0σ(iωn) is unperturbed Green’s function from
(31). The anormal operator pairing is presented as
Tτ c˜mσ(τ)c˜l−σ(0)
−−−−−−−−−−→
=
1
N2
∑
k1,k2,p
eik1Rm+ik2Rle−i(k1+k2)Rp ·
·
(
−u∗k1vk2G0σ(τ)F
σ0
p − vk1u
∗
k2
G−σ0(τ)F−σ0p
)
(34)
Here the arrows are directed from ”active” operator to
”passive” with the use of Vick’s theorem. In particular,
the average of (34) at τ → −0 gives unperturbed gap
functions:
< c˜l−σ c˜mσ >0= −
1
N
∑
k
eik(Rl−Rm)u∗−kvk < F
σ0 >0=
=
1
N
∑
k
eik(Rl−Rm)ϕ11(0)kσ (0) (35)
5The pairing with diagonal operator takes the form :
Tτ c˜iσ(τ)F
σ0
m−−−−−−→
= −
1
N
∑
k
eik(Ri−Rm)vkG˜−σ0(τ)α+m−σ
The similar expressions can be presented for other pair-
ings. One can point out that anticommutator{
c˜iσ c˜
+
iσ
}
= F˜ σ0i =
1
N2
∑
k1k2p
ei(k1−k2)(Ri−Rp)·
·
(
u∗k1uk2F
σ0
p + vk1v
∗
k2
F−σ0p
)
We shall calculate the average value < c˜l−σ c˜mσ >.This
average is conveniently calculated by replacement
< c˜l−σ c˜mσ >= lim
τ→+0
< Tτ c˜l−σ(τ)c˜mσ(0) >
Let B0σ(τj − τi,k) is the Fourier components of the
effective kinematic interaction caused by perturbation Vˆ
from (3). Then it is necessary to find an average of the
next pairings in the first approximation of the perturba-
tion theory:
−
∫ β
0 dτj
∫ β
0 dτi
1
N
∑
ijk
1
βB0σ(τj − τi,k)e
ik(Rj−Ri)·
· < Tτ
−−−−−−−−−−→
c˜l−σ(τ)c˜mσ(0)˜˜c+jσ(τj)˜˜ciσ(τi)
←−−−−−−−−−
>0=
= − 1N
∑
k
eik(Rl−Rm)·
·(u∗kv−kG0−σ(τ)βδ ˜˜µ−σ + u
∗
−kvkGσ0(τ)βδ ˜˜µσ)
(36)
where function βδ ˜˜µσ is determined as
βδ ˜˜µσ =
1
N
∑
qωn
βB0σ(q, iωn)
˜˜G0σ(iωn) (37)
The high orders of perturbation theory with pairings
of type (36) renormalize the combined occupancy, <
F σ0 >0 to < F
σ0 >1 in accordance with expanding func-
tion
< F σ0(εσ, ε−σ, λ) >0=
e−βεσ + e−β(λ+εσ+ε−σ)
e−βεσ + e−β(λ+εσ+ε−σ) + 1
to be equal to < F σ0 >0 at λ=− ε−− ε+ into a Taylor’s
series [10]
< F σ0 >1=< F
σ0 >0 −βδ ˜˜µσ∂σ < F
σ0 >0 −
−βδ ˜˜µ−σ∂−σ < F σ0 >0 + 12! (βδ ˜˜µσ)
2∂2σ < F
σ0 >0 +
+ 12! (βδ
˜˜µ−σ)2∂2−σ < F
σ0 >0 −... =
=< F σ0(εσ + δ ˜˜µσ, ε−σ + δ ˜˜µ−σ,−εσ − ε−σ) >0
(38)
Thus, on summing (35), (36) and so on, we obtain
ϕ11kσ(τ → +0) = u
∗
kv−kG0−σ(τ) < F
−σ0 >1 +
+u∗−kvkGσ0(τ) < F
σ0 >1 (39)
The next more comlicated pairings appear as
−
∫ β
0 dτj
∫ β
0 dτi
1
N
∑
ijk
B0σ(τj − τi,k)e
ik(Rj−Ri) < Tτ
←−−−−−−−−−−−−−−−−−−−−
c˜l−σ(τ)c˜mσ(0)˜˜c+jσ(τj)˜˜ciσ(τi)
←−−−−−−−−−−−−−−
>0=
−
∫ β
0 dτj
∫ β
0 dτi
1
N
∑
ijk
B0σ(τj − τi,k)e
ik(Rj−Ri) < Tτ c˜l−σ(τ)c˜iσ(τi)
←−−−−−−−−−
c˜mσ(0)c˜
+
jσ(τj) >0 ·Uep(τj − τi) =
= 1N
∑
k
eik(Rl−Rm)ϕ12kσ(τ),
where
ϕ12kσ(τ → +0) =
∫ β
0 dτj
∫ β
0 dτi
1
N
∑
k′
1
βB0σ(τj − τi,k
′)·
·
{
u∗k′v
∗
k′v
2
kG0σ(τi − τ)G0−σ(τj − τ)G−σ0(−τ) < F
−σ0 >0 −
vk′uk′(u
∗
k)
2G−σ0(τi − τ)Gσ0(τj − τ)G0σ(−τ) < F
σ0 >0
}
· Uep(τi − τj)−
−
∫ β
0 dτj
∫ β
0 dτi
1
N
∑
k′
1
βB0σ(τj − τi,k
′)Uep(τi − τj) ·


|uk′ |
2 vku
∗
−kG0σ(τi − τ)Gσ0(τj)∂σ < F
σ0 >0 +
+u∗k′v
∗
k′vkv−kG0σ(τi − τ)G0−σ(τj)∂−σ < F
σ0 >0 +
+vk′uk′u
∗
ku
∗
−kG−σ0(τi − τ)Gσ0(τj)∂−σ < F
σ0 >0 +
+ |vk′ |
2 u∗kv−kG−σ0(τi − τ)G0−σ(τj)∂−σ < F
σ0 >0


Here, the cumulants < F σ0p F
σ0
p′ >0 and < F
−σ0
p F
σ0
p′ >0
correspond to linked diagrams and expressed in the terms
of derivatives ∂σ < F
σ0 >0 and ∂−σ < F σ0 >0, respec-
tively, where ∂σ = ∂/∂(−β εσ).
6Also, we have to evaluate the mean value
K2 =
〈
Tτ c˜l−σ(τ)c˜mσ(0)˜˜c+j−σ(τj)˜˜ci−σ(τi)
〉
0
at
τ → +0. If we make in previous correlator
K1 =
〈
Tτ c˜l−σ(τ)c˜mσ(0)˜˜c+jσ(τj)˜˜ciσ(τi)
〉
0
the replace-
ment σ → −σ and m ↔ l, we obtain −K2 in the limit
for τ → −0 Thus, it follows from K1 :
ϕ21kσ(0) = −ϕ
12
−k−σ(τ → −0)
One can point out that Fourier transform of < c˜l−σ c˜mσ >
is ϕkσ, i.e.
< c˜l−σ c˜mσ >=
1
N
∑
k
eik(Rl−Rm)ϕkσ
It follows that < c˜−k−σ c˜kσ >=ϕ−kσ. Using the relations
G0σ(τ → +0) = Gσ0(τ → −0) = 0 and Gσ0(τ → +0) =
G0σ(τ → −0) = −1 at εσ < 0 as well as that in param-
agnetic phase the indices σ and -σ denote the same state
we obtain
ϕ12kσ(0) + ϕ
21
kσ(0) =
∫ β
0 dτj
∫ β
0 dτi
1
N
∑
k′
1
βB0σ(τj − τi,k
′)Uep(τi − τj) < F σ0 >0 ·
·
{
vk′uk′(u
∗
k)
2G−σ0(τi)Gσ0(τj) + u
∗
k′v
∗
k′v
2
−kG0−σ(τi)G0σ(τj)
} (40)
Apparently, that integrals
∫ β
0
dτj
∫ β
0
dτi
1
N
∑
k′
1
βB0σ(τj − τi,k
′)Uep(τi − τj)G−σ0(τi)Gσ0(τj) =
=
∫ β
0
dτj
∫ β
0
dτi
1
N
∑
k′
1
βB0σ(τj − τi,k
′)Uep(τi − τj)G0−σ(τi)G0σ(τj) =
= 1N
∑
k′n1n2
1
βB0σ(iωn1 ,k
′)Uep(iωn1 − iωn2)G−σ0(iωn2)Gσ0(−iωn2)
Here we used the next property of the unperturbed
Green’s function:
G0σ(iωn) = −Gσ0(−iωn)
Thus, the left hand of Eq. (40) does not depend on wave
vector k because of relations (27) and this contribution
in gap function (11) is equal zero. Then we have for gap
function
< c˜−k−σ c˜kσ >= −u∗−kvk < F
σ0 >1
Using Eqs. (27) we obtain the equation for gap
∆k =
1
N
∑
q
J(q + k)
∆q
2
∣∣∣E˜q∣∣∣ < F
σ0 >1 (41)
This equation in the limit T->0 coincides practically with
a similar equation obtained by G.Baskaran Z. Zou and
P.W. Anderson in Ref. [3]. There is one essential dif-
ference. In Ref. [3] the temperature factor depends on
wave vector and tends to 1 at T ->0. In our case the
electron-hole presence is accounted for. As a result we
have k –independent factor < F σ0 >1 to be equal to
1/2 at temperature T->0. This factor is determined by
Eq.(38). Here we can put δ ˜˜µσ = δµ˜σwhen finding the
critical temperature of superconducting state. Then one
can write
< F σ0 >1=
eβEσ + 1
1 + eβEσ + eβE−σ
, (42)
where Eσ = −εσ + δµ˜−σ and
βδµ˜σ =
1
N
∑
qωn
βB0σ(q, iωn)G˜0σ(iωn) (43)
with G˜0σ(iωn) from (31). The solution of (41) at tem-
perature TSC when ∆=0 gives the self-consistent equa-
tion for temperature of the superconducting transition:
TSC =
µ˜+ δ µ˜σ
ln J−2µ˜4µ˜−J
(44)
From (44) follows the next requirement on the chemical
potential:
J/4 ≤ µ˜ ≤ J/3 (45)
7This condition is rigorous and that’s why the preced-
ing spin-fluctuation theories are failed in the explanation
of high-temperature superconductivity. As will be seen
from a next section the chemical potential of paramag-
netic state of the strongly correlated electrons substan-
tially exceed an exchange parameter J, i.e. the strong
charge-spin fluctuations destroy the Cooper’s pairs.
IV. NORMAL STATE OF ELECTRONS IN THE
ABSENCE OF ELECTRON-PHONON
INTERACTION
The theory of effective self-consistent field and phase
transition in a system of the strongly correlated d- elec-
trons of cuprates was developed by us in works [12, 13].
In particular, the equation for chemical potntial in para-
magnetic state is written as
< F σ0 >= 1−
n
2
=< F σ0 >1 −ν˜−σ < F
−σ0 >1, (46)
where < F σ0 >1 is determined by Eq.(42) and at g=0
δµ˜σ = δµσ =
1
N
∑
q
t(q)f(Eqσ) (47)
ν˜σ = νσ =
1
< F σ0 >
{
1
N
∑
q
f(Eqσ)− f(εσ)
}
(48)
Here, the band energy Eqσ = εσ + t(q) < F
σ0 >
and Fourier components of hoping integral t(q) =∑
ij
tije
−iq(ri−rj) = 2t(cos(qxa)+cos(qya)) for rectangular
lattice with constant a. Let the function I(x) be given
by formula:
I(x) =
∫ x
−2
DC(x)dx, (49)
where the electron density of state DC(x) has a form for
rectangular lattice
DC(x) =
1
π2
K
(√
1− (x/2)2
)
(50)
and K(x) is a complete elliptic integral of the first order.
At T = 0 and µ˜+ δµσ > 0 it is easy to write the solution
of Eq.(46) for chemical potential of paramagnetic (PM-2)
phase:
µ˜/W =
2− n
8
I−1
(
1−
1
2
(1− n)(2 − n)
)
, (51)
where I−1(x) is an inverse function of I(x). It coresponds
to gas limit in a hole concentration 1-n, when < F σ0 >1=
1/2. Indeed, < F σ0 >= 1 − n/2, i.e. at n ∼ 1 we have
< F σ0 >∼ 1/2. At T = 0 and µ˜+ δµσ < 0 we obtain for
paramagnetic (PM-1) phase:
µ˜PM1/W =
2− n
8
I−1
(n
2
(
1−
n
2
))
,
that corresponds to gas limit in electron concentration
n: < F σ0 >1= 1 and < F
σ0 >∼ 1. In Fig. 1 the con-
centration dependence of the chemical potential in units
of bandwidth W in PM-1 and PM-2 phases is presented.
One can see the disrupt of µ˜ at n = ncr.= 0.5714. From
Fig.1 it is easy to see the correlation narrowing of band
W in PM-2 phase. Indeed, at n = 1 we have µ˜/W=0.25
that it less then µ˜/W=0.5 for ferromagnetic state when
a such narrowing is absent [14]. In work [15] a similar
narrowing of PM is also observed. Unfortunately, this
narrowing is unsuffient to fulfill the condition (45) even
at n = ncr. when µ˜(ncr.)/W ≈ 0.09. With an increase in
temperature the chemical potential is also increased.
FIG. 1: The concentration dependence of the chemical poten-
tial in PM-1 and PM-2 phases in units of bandwidth W. At
n=0.5714 there is a disrupt of µ˜
.
In Fig. 2 the temperature dependencies of the chem-
ical potential at electron concentration n=0.8, 0.9, 0.95
and 0.99 ( curves 1-4, respectively) are presented. These
curves were obtained by numerical solving of the Eq.( 46).
It turns out that the inclusion of electron-phonon inter-
action may enforce essentially the correlation narrowing
of band at which the conditions (45) can be fulfilled.
V. NORMAL STATE OF THE CUPRATE
D-ELECTRONS WITH POLARON EXCITATIONS
The problem of the polaron excitations in a system
of d-electrons was considered by many authors [4–6, 16].
We will not analyze these works in detail but point out
on the main their limitations. Unfortunately, the authors
8simplify the Hamiltonian Vˆ renormalizing a hopping in-
tegral t by factor e−λ
2
. As a result we obtain a drastic
decrease in temperature of the superconducting state [6]
and authors would have to use the effects of interactions
of more high order of smallness. In fact the situation is
more complicated. It is connected with properties of the
unperturbed Green’s functions G˜αβ(iωn). In series ex-
pansion of Eq. (31) for m-th order we have product e−λ
2
and λ2m/m!. As was prooved by G.D. Mahan in book
[11] there is a Gaussian 1√
2pim
exp
[
−(λ2 −m)/(2m)
]
in-
stead of e−λ
2
.Thus, with increasing λ a number m of the
polaron band, where the spectral function has a maxi-
mum, is increased.
FIG. 2: The temperature dependencies of the chemical po-
tential at electron concentration n=0.8, 0.9, 0.95 and 0.99
(curves 1-4, respectively).
Let us consider this question more thoroughly. In ze-
roth order of effective field for total Green’s function
Λ0σ(iωn, q) the graphic equation is presented in Fig. 3,
where the bold, thin stright and wave lines correspond
to βΛ0σ(iωn, q), β G˜0σ(iωn) and t(q), respectively. The
solution of this equation is written as
βΛ0σ(iωn, q) =
β G˜0σ(iωn) < F
σ0 >
1− βt(q)G˜0σ(iωn) < F σ0 >
(52)
In this equation we have replaced < F σ0 >0 on the total
average < F σ0 > to obtain the self-consistent parame-
ter for effective kinematic field. The main problem in
Eq.(52) is connected with determination of poles which
are defined by equation
1− βt(q)G˜0σ(iωn) < F
σ0 >= 0 (53)
Indeed, in diagram methods one must often evaluate
frequency summations. The traditional methods solve
this problem if the poles of Matsubara Green’s functions
are known [11]. Unfortunately, Eq.(53) for iωn gives the
FIG. 3: Graphic equation for Green’s function Λ0σ(iωn, q).
algebraic equation of infinity order and the task becomes
unsolved. It turn out that one can overcome this diffi-
culty by method of inverse function. To understand the
essence of a question we will simplify the Green’s func-
tion G˜0σ(iωn). It is supposed that in this system studied
the condition ω0/T >> 1 has to be. Then Bose factor B
in Eq.(31) is replaced by exp(−βω0) that allows to write
G˜0σ(Ω) in more simple form:
G˜0σ(Ω) =
e−λ
2
β
∞∑
m=0
λ2m
m!
{
f(εσ)
Ω− εσ +mω0
+
1− f(εσ)
Ω− εσ −mω0
}
(54)
Let (Ω− εσ)/ω0 = w. Then we have
βG˜0σ(w) =
1
wω0
(M(1, 1 + w,−λ2)f(εσ)+
+M(1, 1− w,−λ2)(1 − f(εσ)),
(55)
where M(a,b,z) is the confluent hypergeometric function
of Kummer [17]. In Fig. 4 the βG˜0σ(w) as function of
w is presented at T=0 when εσ = −µ˜ < 0, g/W=0.07
and phonon frequency ω0/W=0.01875. As illustrated
in Fig. 4 this function has monotonous behaviour be-
tween poles m and m+1. It allows to find the inverse
function[βG˜0σ(Ω)]
−1 in this area. Let us denote by Enqσ
the n-th root of the Eq.(53). In the vicinity of Enqσ one
can expand βG˜0σ(Ω) in powers Ω-Enqσ and we have
βΛ0σ(Ω, q) ≈
≈
∑
n
βG˜0σ(Enqσ)<F
σ0>
−t(q)<Fσ0> dβG˜0σ(Ω)
dΩ
∣
∣
∣
Ω=Enqσ
(Ω−Enqσ)
After analytic continuation Ω->Ω+iδ we obtain the
imaginary part of the βΛ0σ(Ω, q):
Im(βΛ0σ(Ω, q)) = π
∑
n
βG˜0σ(Enqσ)
t(q)dβG˜0σ(Ω)dΩ
δ(Ω− Enqσ),
where δ(x) is the Dirac delta function. The uniform spec-
9FIG. 4: The frequency dependence of the unperturbed
fermion-boson Green’s function βG˜0σ(w) at T=0, g/W=0.07,
ω0/W=0.01875 and µ˜>0.
tral density Rσ(Ω,0) is determined as
Rσ(Ω, 0) = −
2
N
∑
q
Im(βΛ0σ(Ω, q)) (56)
To make the sum over q we wiil consider the dimen-
sionless functions βWG˜0σ(Ω) = F (Ω˜), E˜nqσ = Enqσ/W ,
Ω˜ = Ω/W and t(q)/W = ε/4, where the variable
ε ∈ [−2, 2]. Then the two-dimensional integral (56) is
replaced by one-dimensional with density of state DC(ε)
from (50). The complicated delta function can be sim-
plified by the relation [11]:
Wδ[Ω− Enqσ] =
δ(ε− ε0n)∣∣∣(Ω˜− E˜nqσ)′ ∣∣∣
ε=ε0n
,
where ε0n =
4
F (Ω˜)<Fσ0>
is the function of the external
frequency Ω˜. To find the derivative of E˜nqσ as a function
of variable ǫ we use the equation for n-th pole
1−
1
4
ε < F σ0 > F (E˜nqσ) = 0
that gives E˜nqσ(ε) = F
−1 ( 4
ε<Fσ0>
)
and E˜nqσ(ε0n) = Ω˜.
With account of differentiation of the inverse function
F−1 (x) we have∣∣∣(Ω˜− E˜nqσ(ε))′ ∣∣∣
ε=ε0n
=
4
ε2 < F σ0 > |F ′(ε)|
∣∣∣∣
ε=ε0n
(57)
Using (56) and (57) one can write the electron spectral
density for n-th band
Rσn(Ω, 0) =
= −
∫ 2
−2
dε
2π
W
DC (ε) δ(ε− ε0n)
F (Ω˜)
∣∣∣F ′(Ω˜)∣∣∣
F ′(Ω˜)
ε < F σ0 >,
where nω0 < Ω < (n+1)ω0 and
∣∣∣F ′(Ω˜)∣∣∣ /F ′(Ω˜) = −1 (see
Eq.(54)). We have to combine all n bands into one that
gives the uniform electron spectral density throughout
the whole frequency interval:
Rσ(Ω, 0) =
8π
W
DC (ψ(Ω)) (58)
where ψ(Ω) = 4/(βWG˜0σ(Ω) < F
σ0 >).
In Fig. 5 the frequency dependences of the electron
spectral density Rσ(w, 0) at temperature T=0 in units
W are presented. In the absence of an electron-phonon
interaction it is observed the typical 2d-dimensional spec-
tral density with van Hove singularity. With increase
the constant of electron-phonon interction g the polaron
bands are formed, each of which has a pointed singular-
ity. Also, a whole band is shifted to the left edge and its
bandwidth depends on g weakly.
FIG. 5: The frequency dependences of the electron spec-
tral density Rσ(w, 0) at temperature T=0 in units W and
g/W=0 (a), 0.02 (b) and 0.07(c), where w = (Ω− εσ)/ω0.
Now we will calculate the functions ν˜σ and δµ˜σ in
Eq.(46) for µ˜ with account of the electron-phonon in-
teractions. These functions correspond to diagrams a
and b in Fig. 6, where the stright and wave lines denote
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G˜0σ(iωn) from (31) and effective kinematic interaction
B0σ(iωn, q), respectively, and presented as
βB0σ(iωn, q) =
βt(q)
1− βt(q)G˜0σ(iωn) < F σ0 >
Then one can write
FIG. 6: Diagrams for functions βδµ˜σ (a) and ν˜σ < F
σ0 >1
(b) from Eq.(46).
βδµ˜σ =
1
N
∑
qn
βB0σ(iωn, q)G˜0σ(iωn)
ν˜σ < F
σ0 >1=
= 1N
∑
qnm
βB0σ(iωn, q)Uep(iωn − iωm)·
·(G0σ(iωm))
2 < F σ0 >1,
(59)
where the Fourier component Uep(iωn) of boson unper-
turbed Green’s function Uep(τi − τj) has a form
Uep(iωn) =
1
β
+∞∑
m=−∞
dm
2 sinh (βmω0/2)
iωn +mω0
and ωn = 4πnT . Also, ν˜σ in (59) depends on unper-
turbed pure electron Green’s function (30), whereas δµ˜σ
is determined by G˜0σ(iωn) from (31). The method of
inverse function can be used to Eq.(59) to make a fre-
quency summation. Indeed, in accordance with formula
from [11] one can evaluate the summation by integration
over contour C to be a circle of radius R->∞. Then we
have
δµ˜σ =
−1
N
∑
q
1
2pii
∮
C
βB0σ(ω, q)G˜0σ(ω)f(ω)dω =
= 1N
∑
q
1
2pii
∑
k
Res
[
βB0σ(ω, q)G˜0σ(ω)
]
ωk
f(ωk)
,
where Res [ϕ(x)]ωk is the residue of ϕ(x) in pole ωk.
On then applying the similar procedure as for Rσ(Ω, 0)
above, we obtain
δµ˜σ =
∫ +∞
−∞
dΩf(Ω)
4DC (ψ(Ω))
W < F σ0 >2 βG˜0σ(Ω)
(60)
The expressions for ν˜σ is more complicated:
ν˜σ = ν˜σ1 + ν˜σ2 + rσ (61)
where ν˜σi and rσ are equal
ν˜σi =
∫ +∞
−∞ dΩf(Ω)
4ϕi0σ(Ω)DC(ψ(Ω))
W<Fσ0>2[G˜0σ(Ω)]
2
rσ = −
1
<Fσ0>
+∞∑
m=−∞
f(εσ −mω0)
(62)
Here,
ϕ10σ(Ω) = −
1
β
+∞∑
m=−∞
2dmf(εσ)(1−f(εσ)) sinh(βmω0/2)
Ω+mω0
≈
≈ − 1βΩf(εσ)(1− f(εσ))
{
M(1, 1 + Ω/ω0,−λ
2)−M(1, 1− Ω/ω0,−λ
2)
}
ϕ20σ(Ω) = −
1
β2
∂(βU˜0σ(Ω))
∂Ω = −
1
β2ω0
∂(βU˜0σ(w))
∂w
The function (61) it seems to be divergent since we
have in (62) the sum of Fermi functions. However, the
detailed analysis shows that pointed divergence is absent.
To prove this statement we divide the area of integration
on sections from one singularity m to other m+1 and
then the sum over all intervals is written as
ν˜σ2 + rσ =
1
< F σ0 >
+∞∑
m=−∞
{Rm − f(εσ −mω0)} , (63)
where the integral on m-th segment has a form
Rm =
∫ m+1
m
dwf(wω0 + εσ)
∂
∂w
(ψ(w))DC (ψ(w)) (64)
Let wlm and wrm be the left and right edges of the
segment with m-th singularity, respectively. They are
determined by equations:
4
WβG˜0σ(wim) < F σ0 >
= ±2,
where upper and lower signs correspond to wlm and wrm,
respectively. On now carrying out the partial integration
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in (64) it is easy to obtain for Rm:
Rm =
1
2
[f(wlmω0 + εσ) + f(wrmω0 + εσ)]−
−
∫ wlm
m
dw
df(wω0 + εσ)
dw
S (DC (ψ(w)))−
−
∫ m+1
wlm
dw
df(wω0 + εσ)
dw
S (DC (ψ(w))) (65)
Here, S(x)= I(x)-0.5 (see Eq.(49)). Apparently, when
m->±∞ the frequency wlm → wrm and Fermi func-
tions from Eq.(65) will compensate ones from Eq.(63).
It reflects the existence at high frequencies the localized
phonon modes only. One can point out that the number
of polaron bands is not exceed 35-40 (see Fig. 5, c) for
considered temperature area and g/W<0.085. Finally,
the Eqs.(60), (61) and (65) allow to find the numerical
solution of a set of equations (44) and (46) without any
difficulties.
VI. RESULTS OF THE NUMERICAL
CALCULATIONS
To calculate the temperaure of superconducting state
(44) we take the value of hopping integral t ∼0.5 eV
and exchange parameter J ∼0.023 eV [4, 18]. It corre-
sponds the cuprate YBa2Cu3O6 with Neel temperature
TN=420 K. The parameter J is determined with account
of ∼ 30% contribution of the spin fluctuations. Then
we have the bandwidth W=4 eV. Also, we take the fre-
quency ω=75 meV to be typical for cuprates in Einstein
model for phonons [19]. Finally, we have ω0/W=0.01875
and J/W=0.058.
Let us consider the solutions of Eq.(46) at temperaure
T=0. At T ∼0 one can rewrite Eq.(46) as
µ˜+ δ µ˜σ = T ln
n/2− ν˜σ
1/2− n/2 + ν˜σ/2
(66)
It follows from (66) that at T=0 for PM-2 phase, when
µ˜ + δ µ˜σ > 0, the chemical potential obeys the equation
1/2 − n/2 + ν˜σ/2 = 0. Surprisingly, but there is a sit-
uation, when µ˜ + δ µ˜σ = 0 and 1/2 − n/2 + ν˜σ/2 6= 0,
n/2− ν˜σ 6= 0.
In Fig. 7 the curves of µ˜ as function of g at different
electron concentrations are presented. On curves 2-4 at
g = gcr. one can observe the kinks. When g > gcr. the
chemical potential obeys the equation µ˜ + δ µ˜σ = 0 and
at g < gcr. for µ˜ we have 1/2− n/2+ ν˜σ/2 = 0. At crit-
ical concentration n = ncr. of transition in PM-1 phase
we have gcr.=0. In inset the influence of temperature is
shown.
In Fig. 8 the phase diagram in coordinate g-n at T=0
is presented. The upper and lower parts of boundary
of superconducting state (SC) is detrmined by gcr. as
function of n and value of g at which µ˜ = 0 ( see Fig. 7).
In SC phase the contribution of the polaron excitation in
FIG. 7: The chemical potential versus costant of the electron-
phonon interaction g at electron concentrations n=0.571, 0.7,
0.8 and 0.9 (curves 1-4, respectively) and temperature T=0.
In inset: µ˜ as function of g at n=0.9 and temperatures
T/W= 0, 0.005 and 0.0136 (curves 1-3, respectively).
the narrowing of electron band is essential. The chemical
potential is decreased up to zero. Thus, the condition
(45) for appearance of SC state can be realized. In the
area of localized state we can not obtain the solution for
µ˜ corresponding to hole doped electron system (PM-2
phase).
FIG. 8: Phase diagram of the strongly correlated electron
system with electron-phonon coupling.
In Fig. 9 the concentration dependences of the chem-
ical potential for different parametrs of electron-phonon
coupling are presented at T=0. The srtright lines shows
a region of acceptability of µ˜ at different values of g and
n. One can see that at small values of g the bandwidth
is unsufficiently narrow. At large values of g the pointed
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region is shifted to high hole concentration, where the
effects of kinematic interactions are strong.
FIG. 9: The concentration dependences of the chemical po-
tential at T=0 and parameters of electron-phonon coupling
g/W= 0.07, 0.06555, 0.065 and 0.06 (curves 1-4, respectively).
Now we will calculate the temperature of supercon-
ducting state TSC . In accordance with Eq. (44) it is nec-
essary to find µ˜ and δ µ˜σ as functions of T and electron
concentration. In Fig. 10 the temperature dependences
of µ˜ and δ µ˜σ at g/W=0.07 and different electron con-
centration were obtained by solving the Eq.(46). From
Fig. 10,a it easy to see that chemical potential in a defi-
nite temperature and concentration area meets the con-
dition (45) and as a result one can solve the Eq.(44) for
TSC .
FIG. 10: The temperature dependences of µ˜ (a) and δµ˜σ (b)
at g/W=0.07 and n=0.86, 0.92, 0.96 and 0.98 (curves 1-4,
respectively).
In Fig. 11 the concentration dependence of the
temperature of superconducting state is presented
for g/W=0.07 and W=4eV. We observe the high-
temperature superconductivity with left and right edge
of superconducting phase on axis n. The area between
stright lines determines µ˜ in accordance with require-
ment (45) for SC phase. Indeed, the left edge of SC
phase nLSC=0.858 when TSC(nLSC)=0 is determined
from equation J/4 + δ µ˜σ = 0 (see Eq.60), i.e.
4(ω0/W )
2
(1− n/2)2
∫ µ˜/ω0
−∞
dw · w
4DC
(
4wω0/W
(1−n/2)M(1,1+w,−λ2)
)
M(1, 1 + w,−λ2)
=
= −J/(4W )
The right edge n=1 when TSC=0 follows from condi-
tion δ µ˜σ/W → 0 at n → 1(see Fig. 10, b). It reflects
the weakening of effective kinematic field at half filling of
the band near TSC . Since µ˜→ J/4 then ln
J−2µ˜
4µ˜−J → +∞
and TSC->0. The maximum of TSC from Fig. 11 is in a
good agreement with experimental value TSC ∼100K for
cuprate YBa2Cu3O7 [4].
FIG. 11: The temperature of superconducting state TSC ver-
sus electron concentration n with strength of electron- phonon
coupling g/W=0.07 and bandwidth W=4 eV.
It is interesting to find the gap as a functions of n at
T=0 and its temperature dependence for fixed n. The
gap ∆ is determined from Eq.(41) by expansion
∣∣∣E˜q ∣∣∣ into
a series in ∆/µ˜. It is easy to find that
∆k =< F
σ0 >1 ∆k
J
2µ˜
{
1−
9
8
∆2
µ˜2
+
75
32
∆4
µ˜4
− ...
}
,
where < F σ0 >1 is determined by (42) with εσ = −µg.
At T=0 we have < F σ0 >1=1/2 and it gives the al-
gebraic equations for ∆/µ˜. For example, at n=0.9 and
g/W=0.07 from Fig. 7 (curve 4) we have µ˜/W=0.0114
and ∆/W=0.0055. With account of TSC/W=0.00215 at
n=0.9 we obtain 2∆/TSC=5.15. By similar manner the
gap ∆ versus T was calculated.
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In Fig. 12 the concentration (a) and temperature
(b) dependencies of the relationship 2∆/TSC are pre-
sented. An optimal doping gives the maximal value of
2∆/TSC ≈ 5 that also corresponds to experimental re-
sults for cuprates [4].
FIG. 12: Relationship between gap and TSC versus electron
concentration n at zeroth temperature (a). Temperature de-
pendence of 2∆/TSC at n=0.92, g/W=0.07, J/W=0.058 and
TSC/W=0.0022 (b).
VII. CONCLUSIONS
In the present work, an influence of the electron-
phonon interaction on normal and superconducting prop-
erties of the strongly correlated electrons has been stud-
ied. The strong kinematic interactions in a doped sys-
tem were shown to destroy the singlet pairs of electrons
formed by indirect exchange. The inclusion of the suf-
ficiently strong electron-phonon coupling stabilizes these
pairs by virtue of correlation band narrowing manifested
in a drastic decrease of the chemical potential. It was
built the phase diagram of ground states in coordinates
the constant of electron-phonon coupling g and electron
concentration n. At optimal value of g and n for cuprate
YBa2Cu3O7 the calculated critical temperature of super-
conductivity TSC and 2∆/TSC are very close to experi-
mentally observed. This value g/W=0.07 corresponds to
energy of the Holstein’s polaron Ep = g
2/ω0 ≈ 1.05 eV
and its radius Rp = a(W/Ep) ≈ 4a. A new method of
the frequency summation with infinite number of poles of
unperturbed Green’s function was suggested. The exact
analytic expressions of diagrams in the first nonvanishing
approximation of perturbation theory were obtained to
find the contribution of polarons in the chemical poten-
tial.
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