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Abstract
Gaussian Conditional Random Fields (GCRF), as a structured regression model, is de-
signed to achieve higher regression accuracy than unstructured predictors at the expense of
execution time, taking into account the objects similarities and the outputs of unstructured
predictors simultaneously. As most structural models, the GCRF model does not scale well
with large networks. One of the approaches consists of performing calculations on factor
graphs (if it is possible) rather than on the full graph, which is more computationally ef-
ficient. The Kronecker product of the graphs appears to be a natural choice for a graph
decomposition. However, this idea is not straightforwardly applicable for GCRF, since
characterizing a Laplacian spectrum of the Kronecker product of graphs, which GCRF is
based on, from spectra of its factor graphs has remained an open problem. In this paper
we apply new estimations for the Laplacian eigenvalues and eigenvectors, and achieve high
prediction accuracy of the proposed models, while the computational complexity of the
models, compared to the original GCRF model, is improved from O(n3
1
n3
2
) to O(n3
1
+ n3
2
).
Furthermore, we study the GCRF model with a non-Kronecker graph, where the model
consists of finding the nearest Kronecker product of graph for an initial graph. Although
the proposed models are more complex, they achieve high prediction accuracy too, while
the execution time is still much better compare to the original GCRF model. The effec-
tiveness of the proposed models is characterized on three types of random networks where
the proposed models were consistently away more accurate than the previously presented
GCRF model for multiscale networks [Jesse Glass and Zoran Obradovic. Structured regres-
sion on multiscale networks. IEEE Intelligent Systems, 32(2):23-30, 2017.]. Moreover, the
comparison of the GCRF models which use different approximations for the eigenvalues
and eigenvectors is performed.
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1. Introduction
Some real-life problems related to proteins-protein interactions, friendship on Internet social
networks, traffic connections, Web pages and so on, could be considered as a graph-based
problems. A graph (network) representations of the problems are specified as a set of
objects which are connected among themselves. Since these relationships are application-
specific, for a graph construction the prior knowledge about objects and relationship types
among them should be known in advance, such as, relationships between documents can
be quantified based on similarity of their contents (Radosavljevic et al., 2014), relation-
ships between pairs of scientific papers can be presented as the similarity of sequences of
citation (Slivka et al., 2014), relationships between hospitals can be based on similarity
of their specialization (Polychronopoulou and Obradovic, 2014), etc. There is also an ex-
ample where the variety of interactions that exist among nodes are considered, e.g., the
historical similarity of the two papers and the count of papers that cited both papers
(Polychronopoulou and Obradovic, 2016). Almost all real world networks evolve over time,
either by adding or removing nodes or links over time. All of these processes often occur
simultaneously, such as in social networks where users make and lose friends over time,
thereby creating and destroying edges, and some users become part of new social networks
or leave their networks, changing the nodes in the network. In these evolving networks,
traditional predictive models, such as multivariate linear regression or neural networks, are
necessary to extract missing information, identify spurious interactions, evaluate network
evolving mechanisms, predict novel links and nodes attributes and so on. The unstruc-
tured regression models assume independent and identically distributed random variables
and thus often fail to provide high accuracy in real-world applications that naturally have
structured dependence. Unlike unstructured regression models, structured regression mod-
els such as Conditional Random Fields (CRFs) (Lafferty et al., 2001), the Markov Random
Fields (MRF) (Solberg et al., 1996) and the Gaussian Conditional Random Fields (GCRF)
(Radosavljevic et al., 2010; Qin et al., 2009) are designed to incorporate the outputs of un-
structured predictors and the correlation between objects in order to achieve higher regres-
sion accuracy. In other words, these models avoid independent and identically distributed
random variables assumption by simultaneously learning to predict all outputs given all in-
puts. In this paper we deal with the Gaussian Conditional Random Fields (GCRF) model
which allows the utilization of unstructured predictors as feature functions, and model-
ing of non-linear relationships between inputs and outputs. This model was first applied
in computer vision (Liu et al., 2007), but since then, there are vast research on differ-
ent topics and applications (Polychronopoulou and Obradovic, 2014; Radosavljevic et al.,
2010; Uversky et al., 2013), and model extensions for various purposes (Glass et al., 2016;
Gligorijevic et al., 2016; Stojkovic et al., 2016).
In the Big Data era, some data are organized and stored as the large networks, that
is why the efficient methods which are able to deal with such large amount of data are
required. It turns out that the GCRF model is non-scalable for large networks with tens
of thousands nodes. For example, a run time of the GCRF model for the network of order
100,000 nodes at each time step across more than 50 time points is approximately 2 months.
UmGCRF (Glass et al., 2016), the improved version of GCRF, takes more than one week
and as such it is still not applicable for the real time decision-making (weather forecast,
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stock exchange etc.). Before the optimization algorithm of the UmGCRF model is started,
a computationally inefficient operation for the large matrices is required and therefore the
new improvements of the UmGCRF model are necessary.
One improvement of the UmGCRF model is possible to implement when a similar-
ity matrix between outputs can be represented as the Kronecker product of graphs. This
representation enables numerical calculations on its factors, instead on the entire matrix,
thus the pre-processing operation executed before the learning task of the model becomes
more efficient. The idea of exploiting the structure of Kronecker matrix multiplication is
already studied. The benefits of the Kronecker product of graphs were successfully used
in (Leskovec et al., 2010) where the authors fitted a Kronecker graph model into a real
graph. In the paper (Glass and Obradovic, 2017), the fact that the whole network could be
represented as the Kronecker product of graphs is used as a possibility for speeding up the
GCRF learning task. Despite the idea of performing calculations on factor graphs rather
than on the full graph is more computationally efficient, this idea is not straightforwardly
applicable for the GCRF model. Indeed, in the GCRF model, Laplacian eigenvalues and
their corresponding eigenvectors of the Kronecker product of graphs have to be calculated
which appears as a new problem, since characterizing a Laplacian spectrum of such a graph
from spectra of its factor graphs has remained an open problem. In this paper we apply
new estimations of the Laplacian eigenvalues and the corresponding eigenvectors for the
Kronecker product of graphs. By using suitable approximations for the eigenvalues and
eigenvectors depending on certain type of networks, we significantly improve the regression
accuracy in the same computational complexity time compared to the model presented in
(Glass and Obradovic, 2017)(mean squared errors of the approximated GCRF models are
very close to the mean squared error of the original GCRF model). The conducted ex-
periments over the three types of network (random, scale-free and small-world network)
show that the proposed methods produce a reliable approximation for the eigenvalues and
eigenvectors of the Laplacian matrix of the Kronecker product of graphs.Before the main
results are presented, we give the analytical expressions of the approximations and a short
overview of the difference between estimated and original eigenvalues of Laplacian of the
Kronecker product of two graphs. The first part of the paper is devoted to the experiments
where all estimated pairs of Laplacian eigenvalues and eigenvectors of the Kronecker prod-
uct simulate the eigen-system (eigendecomposition) of the Laplacian matrix in the GCRF
model. Here, we compare the loss in regression accuracy between the GCRF models which
use these approximations and numerical calculations for the matrix eigendecomposition.
The second part of the paper is related to the non-Kronecker graphs. In the case when
the network cannot be represented as a product of the networks such as Cartesian prod-
uct, Kronecker product, strong product and so on, several approaches for speeding up the
learning task of the GCRF model were proposed. In the method of (Ristovski et al., 2013),
fully connected networks were considered in Euclidean feature space only. In order to make
GCRF applicable to the large networks, (Zhou et al., 2016) proposed an approximation of
the GCRF model by compressing a large (weighted and attributed) network into smaller
one in such a way that the prediction accuracy on the reduced network is preserved. This
model is based on the hypothesis that the compressed network maintains most information
of the original network such that the loss in regression accuracy obtained by compressed
GCRF is minor. A problem when the GCRF network can not be factorized as the product
3
Basˇic´, Arsic´ and Obradovic´
of networks is also considered in this paper. By applying Singular Value Decomposition
algorithm, such a network can be approximated as the Kronecker product of two networks
which allows us to reduce a given problem to the problem of speeding up the GCRF model
which corresponds to the network that can be decomposed as the Kronecker product of two
networks. The described representation enables us to apply obtained approximations for
Laplacian spectrum and eigenvectors of the Kronecker product of graphs and this combined
approach speeds up the GCRF model, while the loss in regression accuracy obtained by
modified GCRF model is minor.
The paper is organized as follows. Section 2 gives an overview of the existing literature of
significance for the GCRF prediction model. The GCRF model is determined by Laplacian
of the similarity matrix L(S), and in some cases S can be represented as the Kronecker
product of matrices which can be used for speeding up the learning task of the model.
Since characterizing Laplacian spectrum of the Kronecker product of graphs from spectra
of their factor graphs has remained an open problem, in Section 3 we describe the reliable
approximation methods for estimating the Laplacian eigendecomposition of the Kronecker
product of graphs incorporated into the GCRF models. Section 4 provides the details about
the experimental setup, as well as experimental results of GCRF performances when the
proposed estimations are applied. Finally, Section 5 discusses the results of the GCRF
model when the similarity matrix can not be decomposed into the Kronecker product of
matrices. In our approach two types of consecutively approximate methods are applied. The
first approximation is used for finding the nearest Kronecker product of two matrices for an
initial matrix, with regards to the Frobenius norm. Then, the approximation methods for
the estimated Laplacian eigenvalues and eigenvectors of the Kronecker product of two graphs
(described in Section 3) are applied on the obtained matrices as a necessary preprocessing
step in the GCRF model. The paper concludes with a wrap up of key points and directions
for further work.
2. Background and related work
Many real-life applications naturally have structured dependence which cannot be modeled
with traditional unstructured predictive models. These unstructured models sometimes
have strictly defined assumptions such as independent and identically distributed random
variables and thus often provide low accuracy in learning tasks. Unlike unstructured learn-
ing, in structured learning, the model learns how to simultaneously predict all outputs given
all input vectors by exploiting relationships that exist between multiple outputs. Mostly,
those relationships are application-specific where the dependencies are defined in advance
and as such can be represented by graphical models. In learning from spatial-temporal data,
the Markov Random Fields (Solberg et al., 1996) and the more recently proposed Contin-
uous Conditional Random Fields (CRF) (Qin et al., 2009) are among the most popular
graphical models. In this paper we will deal only with CRF model.
In CRF, as a type of the structured models, each of the N feature vectors x ∈ X ⊆ Rd
(where d is the number of features) interact with each of the outputs yi ∈ R through a
mapping f : XN → RN , while the outputs have influence on each other. These relationships
between outputs express the conditional distribution between feature vectors and outputs
from which we naturally obtain a representationally powerful graphical model and possibly
4
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improve accuracy. The conditional distribution P (y|x) for CRF can be represented in the
following way
P (y|x) =
1
Z(x,α,β)
exp
( N∑
i=1
A(α, yi,x) +
∑
j∼i
I(β, yi, yj ,x)
)
,
where A is an association potential with a K-dimensional parameter α, I is an interaction
potential with a L-dimensional parameter β, and Z(x,α,β) is a normalization function
defined as
Z(x,α,β) =
∫
y
exp
( N∑
i=1
A(α, yi,x) +
∑
j∼i
I(β, yi, yj ,x)
)
dy.
The purpose of the association potential A is to represent relations between inputs and
output in data, while interaction potential I is to model interactions among outputs. In
real-life applications, A and I are usually defined as a linear combination of a set of fixed
feature functions fk and gl, where k = 1, . . . ,K and l = 1, . . . , L, in terms of α and β
(Lafferty et al., 2001)
A(α, yi,x) =
K∑
k=1
αkfk(yi,x)
I(β, yi, yj,x) =
L∑
l=1
βlgl(yi, yj,x).
Dominance of one of the potentials is reflected through the weights of the relevant feature
functions, αk and βl, which will be determined during the learning process. The weights
αk and βl also determine the influence of the feature functions fk and gl within each of the
potential, respectively.
If the feature functions are defined as quadratic functions of y (Radosavljevic, Vucetic, and Obradovic,
2010), the objective function P (y|x) becomes the probability density function of the multi-
variate Gaussian distribution where learning and inference tasks can be performed in a more
efficient manner. This model is known as Gaussian Conditional Random Fields (GCRF).
In this model, the association and interaction potential functions are defined as
A(α, yi,x) = −
K∑
k=1
αk(yi −Rk(x))
2,
where Rk(x) is the k-th unstructured predictor (linear regression, neural network etc.) that
predicts a single output yi taking into account x,
I(β, yi, yj,x) = −
L∑
l=1
βlS
l
i,j(yi − yj)
2, (1)
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where Sl represents a l-th similarity matrix between outputs yi and yj. We can use as many
matrices as we find necessary to model different similarity types between outputs. Now,
the GCRF conditional probability is of the following form
P (y|x) =
1
Z(x,α,β)
exp
(
−
N∑
i=1
K∑
k=1
αk(yi −Rk(x))
2 −
L∑
l=1
∑
j∼i
βlS
l
ij(yi − yj)
2
)
.
Such defined association and interaction potential enable GCRF to represent conditional
probability form as a probability density function of multivariate Gaussian distribution
P (y|x) =
1
(2pi)
N
2 |Σ|
1
2
exp(−
1
2
(y − µ)TΣ−1(y − µ)),
where Σ−1 is the inverse covariance matrix
Σ−1 =

2
∑
k
αk + 2
∑
h
∑
l
βlS
l
ih, if i = j
− 2
∑
l
βlS
l
ij, if i 6= j
(2)
and µ is the expectation of the distribution
µ = Σb = 2Σ
K∑
k=1
αkRk(x). (3)
For the optimization function P (y|x) and the given training set D = (X,y) =
{(xi, yi)}i=1,...,N , the training task consists of estimation of parameters α and β such that
the conditional log-likelihood is maximized,
argmax
α,β
∑
y
logP (y|x).
To have a feasible model with real valued outputs, a normalization function Z must be
integrable. Discrete valued models are always feasible because Z is finite and defined as a
sum over finitely many possible values of y. The only remaining constraint is that Σ−1 is
positive semi-definite, which is a sufficient condition for the convexity of density function.
One way to ensure that GCRF model is feasible is to impose the constraint that parameters
α and β are greater than 0. In this setting, learning is a constrained optimization problem.
In order to satisfy these constraints and to convert the optimization problem to the un-
constrained optimization, a technique from (Qin et al., 2009) that applies the exponential
transformation on α and β parameters to guarantee that the new optimization problem
becomes unconstrained is used.
6
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Here, all parameters are learned by the gradient-based optimization. To be more precise,
we will use the gradient descent algorithm. To apply it, we need to find the gradient of the
conditional log-likelihood with first order derivatives
∂ log P
∂αi
=
−1
2
(yTy+ 2RTi (µ− y) + µ
Tµ) +
1
2
Tr(Q−1)
∂ log P
∂β
=
−1
2
(yTLy+ µTLµ) +
1
2
Tr(Q−1L).
(4)
where Q = Σ
−1
2 . As shown in Radosavljevic et al. (2010), the value that maximizes P (y|x)
is equal to the mean µ.
Beside the theoretical constraints, the main obstacle in determining optimization pa-
rameters of the GCRF model in real-life applications is computational complexity for the
large networks. The gradient descent algorithm requires computing the inverse of the ma-
trix Q which takes O(N3) time in each iteration. If the number of iteration is denoted with
I, then the total running time for learning process is O(IN3).
An improvement has come with the UmGCRF model (Glass et al., 2016), the GCRF
model for l = 1 in (1). Here, we shortly explain how they avoid expensive calculations
of finding the matrix inverse inside the gradient descent algorithm by applying certain
transformation on the matrix Q. From (2) it is easy to see that the matrix Q can be
rewritten in the following way
Q =
∑
k
αkI +
∑
l
βlLl,
where Ll is the Laplacian of the matrix S
l. For l = 1, let L1 = L = UDU
T be the
eigendecomposition of the Laplacian matrix. Since U is the orthonormal matrix then
Q =
∑
k
αkI + βL =
∑
k
αkUU
T + βUDUT = U(
∑
k
αkI + βD)U
T . (5)
So, the eigenvalues of Q are
λi =
∑
k
αk + βdi, for all i = 1, . . . , N.
where di are the diagonal elements of D, that is, the eigenvalues of L. With certain pre-
processing step which uses the eigenvectors U , the model learning task requires only a
single eigendecomposition before the optimization algorithm is started, while the first order
derivatives (4) can be computed in linear time since they are expressed in terms of scalar
(eigenvalues λi), avoiding the matrix Q inversion. The time complexity of this model is
O(N3+IN). This model is significantly faster than the classical GCRF model, but still the
model cannot handle large networks with more than several thousands of vertices. Also,
the main drawback of the model is ability to work with only one similarity matrix defined
between the outputs, that is for l = 1 in (1).
Although, structured regression in very large networks is often required, the previous
approaches cannot handle them effectively. To address this problem Glass and Obradovic
(2017) have taken advantages of the Kronecker product representation to speed up the
7
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GCRF learning task. This approach speed up the GCRF calculations in the case where the
network structure can be represented as the Kronecker product of graphs. For that kind of
matrices, the eigendecomposition of the Kronecker product of matrices can be reduced to the
eigendecomposition of its factor matrices. The motivating task in their study was to predict
monthly hospital admissions by disease by learning from millions of hospitalization records.
The similarity matrix between these outputs can be represented as the Kronecker product
of two networks, the network of 500 hospitals in the state of California and the network
of more than 250 disease. However, characterizing Laplacian spectrum of the Kronecker
product of graphs from spectra of their factor graphs has remained an open problem (there
is not an explicit formula for this problem). Moreover, the Kronecker product of Laplacian
matrices is not a Laplacian itself. For the application of their method in the GCRF model,
the original Laplacian matrix is replaced with the normalized Laplacian matrix, since the
normalized Laplacian behave well under Kronecker product, that is, its eigendecomposition
can be determined easily. It should be also mentioned that very often the networks structure
can not be represented as the Kronecker product of graphs. We will deal with this problem
in Section 5.
As the eigendecomposition in the prepocessing step has a large influence on final results
of weights α and β in the learning task, in most of the cases the eigenvectors have a larger
influence than the network spectrum. Furthermore, more accurate eigenvector approxi-
mations give better eigenvalue approximation. The approximation proposed in (Sayama,
2016) and our novel approximation give more relevant pairs of eigenvalue-eigenvector to the
real ones, than the previous approach using only the eigendecomposition of the normalized
Laplacian matrix. This statement will be confirmed with extensive experiments on ran-
dom networks. Also, we will provide some theoretical evidences and show that the GCRF
model which uses approximated eigenvalues and eigenvectors simultaneously outperforms
the previous approach in synthetic datasets.
3. Approximations for the eigenvalues and eigenvectors of the Kronecker
product of graph
Before describing the proposed methods, we provide some notions and notations which will
be used throughout the paper. A graph is a pair of sets (V,E) where V is a finite set called
the set of vertices and E is a set of 2-element subsets of V , called the set of edges. The
adjacency matrix A for a graph G with N vertices (nodes) is an N ×N matrix whose (i, j)
entry is 1 if (i, j) ∈ E, and 0 otherwise. A number of the vertices N of a graph G is called
an order of the graph G. If a weight ωij is assigned to each edge (i, j) of the graph G, than
G is called weighted graph, that is, there exists a function f : E → R. A generalization
of the adjacency matrix A is called a similarity matrix S, where Sij = ωij. The Laplacian
matrix of the similarity matrix S is defined as L = D − S where D is the degree matrix
of S (degree matrix is a diagonal matrix where each entry (i, i) is equal to the sum of the
weights of edges incident to i-th vertex). The normalized Laplacian matrix is defined as
L = D−
1
2LD−
1
2 = I − D−
1
2SD−
1
2 . Let G = (VG, EG) and H = (VH , EH) be two simple
connected graphs, where VG (VH) and EG ⊆
(
VG
2
)
(EH ⊆
(
VH
2
)
) are the sets of vertices and
edges of G (H), respectively. The Kronecker product of graphs denoted by G⊗H is a graph
defined on the set of vertices VG× VH such that two vertices (g, h) and (g
′, h′) are adjacent
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if and only if (g, g′) ∈ EG and (h, h
′) ∈ EH . The Kronecker product of an N × N matrix
A and a M ×M matrix B is the (NM) × (NM) matrix A ⊗ B with elements defined by
(A⊗B)I,J = Ai,jBk,l where I =M(i−1)+k and J =M(j−1)+ l. If G and H are weighted
graphs, denote the similarity matrices of the graphs G and H by S1 and S2, respectively.
The similarity matrix of the weighted Kronecker graph G⊗H is obtained as the Kronecker
product of similarity matrices S1 and S2.
If we know that similarity matrix S of G ⊗ H could be represented as the Kronecker
product of similarity matrices of its factor graphs, then the matrix Q from the GCRF model
can be written in the following way
Q =
∑
k
αkI + βLS1⊗S2 . (6)
As the Laplacian of the Kronecker product of graphs can not be represented in terms of
its graph factors, we need to apply some of the approximations in order to obtain spectral
decomposition of the Laplacian of the Kronecker product of graphs from those of its factor
graphs.
3.1 Estimation of Laplacian spectra of Kronecker product graph by using the
Kronecker product of Laplacians eigenvectors
In the following text we will explain the motivation and assumptions from (Sayama, 2016)
for the proposed approximation. Laplacian of the Kronecker product of graphs is given by
the following:
LS1⊗S2 = DS1⊗S2 −AS1⊗S2
= (DS1 ⊗DS2)− (AS1 ⊗AS2)
= DS1 ⊗DS2 − (DS1 − LS1)⊗ (DS2 − LS2)
= LS1 ⊗DS2 +DS1 ⊗ LS2 − LS1 ⊗ LS2 ,
(7)
where AS1 and AS2 are the similarity matrices and DS1 and DS2 are the degree matrices of
graphs S1 and S2, respectively, where |S1| = n1 and |S2| = n2. The idea of the proposed
approximation is to assume that wS1i ⊗ w
S2
j , where w
S1
i and w
S2
j are arbitrary eigenvectors
of LS1 and LS2 respectively, could be used as a substitute of the true eigenvectors of LS1⊗S2 .
Let WS1 and WS2 be n1 × n1 and n2 × n2 square matrices that contain all w
S1
i and w
S2
j as
column vectors, respectively. Using 7 and by making another (mathematically incorrect)
assumption that DS1WS1 ≈ WS1DS1 and DS2WS2 ≈ WS2DS2 , after a short calculation it
can be obtained
LS1⊗S2(WS1 ⊗WS2) ≈ (WS1 ⊗WS2)
(
ΛS1 ⊗DS2 +DS1 ⊗ ΛS2 − ΛS1 ⊗ ΛS2
)
(8)
where ΛS1 and ΛS2 are diagonal matrices with eigenvalues µ
S1
i of LS1 and µ
S2
j of LS2 ,
respectively. From the last equation, estimated Laplacian spectrum of S1 ⊗ S2 could be
calculated as
µij = {µ
S1
i d
S2
j + d
S1
i µ
S2
j − µ
S1
i µ
S2
j }, (9)
9
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where dS1i and d
S2
j are the diagonal entries of the degree matrices DS1 and DS2 , respectively.
When the eigenvalues are sorted in ascending order, the most effective heuristic method was
observed. Now, we will explain how this effects the GCRF model.
According to the well-known property of the Kronecker product of decomposed matrices
(A ⊗ B)(C ⊗ D) = AC ⊗ BD, one can see that (WS1 ⊗ WS2)(WS1 ⊗ WS2)
T = I since
WS1W
T
S1
= I and WS2W
T
S2
= I. If the matrix (ΛS1 ⊗ DS2 + DS1 ⊗ ΛS2 − ΛS1 ⊗ ΛS2) is
denoted by NS1,S2 , then the matrix Q could be now rewritten as
Q =
∑
k
αkI + βL(S1 ⊗ S2) ≈ (WS1 ⊗WS2)(
∑
k
αkI + βNS1,S2)(WS1 ⊗WS2)
T .
This approach reduces the model computational complexity because the calculations
come down to smaller matrices, especially when the number of vertices is large. From
(8) and (9) it could be seen that the computational complexity of such a method is
O(n31 + n
3
2 + n1 log n1 + n2 log n2 + n1 n2), where the cubic terms n
3
1 and n
3
2 represent
the computational complexity of calculating Laplacian spectra of matrices LS1 and LS2 ,
the terms n1 log n1 and n2 log n2 represent the computational complexity of sorting spectra
and the eigenvalues multiplication costs n1 n2. The complexity of explicit computation of
eigenvalues and corresponding eigenvectors for LS1⊗S2 is O(n
3
1n
3
2) which is substantially
larger than the complexity of the proposed approximation.
3.2 Estimation of Laplacian spectra of Kronecker product graph by using the
Kronecker product of normalized Laplacian eigenvectors
Here, another approach for estimation of Laplacian spectra of the Kronecker product of
graphs is described. The idea comes from the fact that the normalized Laplacian of the
Kronecker product of graphs can be represented in terms of its factor graphs, more precisely,
in terms of normalized Laplacian matrices of factor graphs. Moreover, in some cases the
Kronecker product of the eigenvectors of LS1 and LS2 gives better approximation for the
eigenvectors of LS1⊗S2 than the Kronecker product of the eigenvectors of LS1 and LS2
[MATH PAPER]. By the definition of the normalized Laplacian and the properties (A ⊗
B)−1 = A−1 ⊗B−1 and (A⊗B)(C ⊗D) = (AC)⊗ (BD), the normalized Laplacian of the
matrix S1 ⊗ S2 can be written in the following way
LS1⊗S2 = In1 ⊗ In2 − (D
−
1
2
S1
S1D
−
1
2
S1
)⊗ (D
−
1
2
S2
S2D
−
1
2
S2
)
= In1 ⊗ In2 − (D
−
1
2
S1
S1D
−
1
2
S1
)⊗ (D
−
1
2
S2
S2D
−
1
2
S2
)
= In1 ⊗ In2 − (In1 − LS1)⊗ (In2 − LS2),
whereDS1 andDS1 are the degree matrices of the similarity matrices S1 and S2, respectively.
Let {λS1i } and {λ
S2
j } be the eigenvalues of the terms (In1 − LS1) and (In2 − LS2), with
the corresponding orthonormal eigenvectors {vS1i } and {v
S2
j }, where i = 1, 2, . . . , n1 and
j = 1, 2, . . . , n2. Denote by ΛS1 and ΛS2 the diagonal matrices whose diagonal elements
are the eigenvalues λS1i and λ
S2
j , respectively. We also denote by VS1 and VS2 the square
matrices which contain vS1i and v
S2
j as column vectors. Using the similar assumptions like
10
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in the previous subsection, in this case D
1
2
S1
VS1 ≈ VS1D
1
2
S1
and D
1
2
S2
VS2 ≈ VS2D
1
2
S2
, after a
short calculation we obtain the following formula
LS1⊗S2(VS1 ⊗ VS2) ≈ (DΛ)(VS1 ⊗ VS2), (10)
where Λ = In1⊗In2−ΛS1⊗ΛS2 and D = DS1⊗DS2 (for more details see [MATH PAPER]).
Since DΛ in (10) is a diagonal matrix, this leads us to a potential formula for the estimation
of the Laplacian spectra of the Kronecker product of graphs
µij = {(1− λ
S1
i λ
S2
j )d
S1
i d
S2
j }.
This approach reduces the GCRF model computational complexity too, and the compu-
tational complexity of our approximation is O(n31+n
3
2+n
2
1+n
2
2+n1 n2). The computation
complexity respect to the model from Subsection 3.1 is similar, but there is a difference
which is reflected in avoidance of spectra sorting, but we have matrix multiplication as an
additional step in calculations (In1 − LS1) and (In2 − LS2). We notice that the same time
complexity is obtained in the model from (Glass and Obradovic, 2017).
In the paper [MATH PAPER], a behavior of the estimated eigenvalues and eigenvectors
of the presented approximations compared to the original ones is reported. All presented
results were obtained in regard to the different types of graphs and different edge density
levels. We will discuss in detail in Section 4 how the estimated spectra and their correspond-
ing eigenvectors influence the GCRF model. In order to experimentally characterize the
GCRF model, experiments are performed on three types of graphs: Erdo˝s-Re´nyi, Baraba´si-
Albert and Watts-Strogatz, while the edge density percentage is varied over 10%, 30%, 50%,
65% and 80%. For the orders of graphs G and H denoted by n1 and n2, respectively, we
conduct all experiments three times depending on the orders of graphs (n1, n2) ∈ {(30, 50),-
(50, 100), (100, 200)}.
4. Performance of the GCRF model on synthetic networks
This section deals with the GCRF model performance check of different types of random
networks under controlled conditions. The key role of the estimations, obtained in the pre-
vious section, is to overcome the computationally inefficient preprocessing step in the GCRF
model, that is, Laplacian eigendecomposition of the large similarity matrix corresponding
to the network obtained by the Kronecker product of networks. The used approximations
have less computational complexity than the original GCRF model, but now, we need to
check how the estimated eigenvectors and eigenvalues behave together and influence GCRF
accuracy, having in mind that the GCRF model is very sensitive on the mathematical
manipulations with the eigenvalues and associated eigenvectors.
The goal of this section is to determine the trade-off between the speedup in run-
ning time on one side, and the loss in regression accuracy on the other side, when the
proposed estimations for the Laplacian spectra and eigenvectors of the Kronecker prod-
uct of networks are applied. The reported results encompass different types of networks
with a different number of vertices and edge density levels. The comparison is done be-
tween four models: GCRF-base where the numerical eigendecompositon is performed and
11
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therefore the highest regression accuracy is achieved, and approximation models GCRF-
MSN (Glass and Obradovic, 2017), GCRF-LaplaceVec (Subsection 3.1; Sayama (2016))
and GCRF-NormLaplaceVec (Subsection 3.2) where the speed up of the learning task is in
focus. Two general groups of experiments are performed for which we test
1. Model fitness: The edge density level ρ ∈ {10%, 30%, 50%, 65%, 80%} is varied
simultaneously for both graphs, G and H, of given orders n1 and n2 where (n1, n2) ∈
{(30, 50), (50, 100), (100, 200)}, and fixed noise sampled from N (0, 0.33) is added to
outputs.
2. Model robustness: The noise sampled from N (0, 0.25), N (0, 0.33) and N (0, 0.5)
is added to outputs Ytrain in order to test the stability of all used approximations
when the edge density level of the graphs G and H is fixed to 50%, and the given
graph orders are (n1, n2) ∈ {(30, 50), (50, 100), (100, 200)}.
Furthermore, for each general group of experiments, three types of random networks are
used
• Random networks: The first set of experiments is conducted on networks generated
using the Erdo˝s-Re´nyi random network model.
• Scale-free networks: The second set of experiments is conducted on networks gen-
erated using the Baraba´si-Albert network which reflects natural and human-made
systems such as the Internet or social networks.
• Small-world networks: The third set of experiments is conducted on networks gen-
erated using theWatts-Strogatz network with small-world properties such as metabolic
networks.
In the following text we describe a data-generation process of weighted, attributed,
synthetic networks for experimental setup. In order to investigate the ability of the GCRF
models which incorporate structure from various networks, we design the experiments where
one type of random networks is used for each of the graphs, G and H. First, two vectors
y1 and y2 with the lengths n1 and n2 are generated from the normal distribution N (0, 1).
The vector of outputs Ytrain, for the entire GCRF model, is generated as:
Ytrain = y1 ⊗ y2 + ν1, where |y1| = n1, |y2| = n2, and ν1 ∈ N (0, 0.33).
The coordinates of the vectors y1 and y2 should be incorporated into the structure of the
graphs G and H, respectively, by assigning the certain weights to their edges thus creating
dependence between the network structure and the model outputs. Therefore, the similarity
matrix S1 is obtained by assigning the weight ω(i, j) = e
−(y
′
1i−y
′
1j) to the edge (i, j) of the
graph G, where a random noise is added to the vectors y1 and y2 i. e. y
′
1 = y1 + ν2,
y
′
2 = y2 + ν2, and ν2 ∈ N (0, 0.25), because the vectors should not be learned from the
structure directly. The same holds for the similarity matrix S2. After these steps, the
structured (similarity) matrix S for the GCRF model is obtained as the Kronecker product
of the similarity matrices S1 and S2. A process of generation of unstructured predictor
12
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Rk(x) (k = 1) is done according to the equations (2) and (3), and α and β are set to values
1 and 5, respectively. Later, this noise for Ytrain will be varied to test the robustness of the
model to the noise. In the same way the test data are generated. The motivation for the
added noises is to produce structured regression models which avoid overfitting caused by
simultaneous learning of all given inputs to predict all outputs (the unstructured predictor
Rk(x) is directly obtain from Ytrain). With added noise to Ytrain, the Kronecker structure
for Rk(x) is avoided too. Therefore, we want to test whether the models provide good
performance when there are small departures from parametric distributions.
For chosen parameters and for each of the GCRF models separately, we repeat these
experiments independently one hundred times and the reported MSE (Mean square error)
value is calculated as the average MSE value over the range from 5 to 95 percentiles. The
confidence intervals for each of the models are calculated too. In the following experiments
we show that the preprocessing errors caused by these approximations will slightly affect
the loss in regression accuracy obtained by the GCRF model, when the considered networks
are Erdo˝s-Re´nyi and Watts-Strogatz networks. Compared to these results, a gap between
MSEs of the GCRF-base model on one side, and the used approximations on other side,
is a bit higher for the Baraba´si-Albert networks. All experiments were conducted on a PC
with Intel Core i5-8265U 3.90 and 64 GB memory.
4.1 Performance on Erdo˝s-Re´nyi and Watts-Strogatz random networks
1) Model fitness (effectiveness with respect to edge density level): Figure 1 (left panel)
shows the prediction MSE of four approaches as a function of edge density percentage of
the Kronecker product of two Erdo˝s-Re´nyi networks with 100 and 200 vertices. A fixed
noise sampled from N (0, 0.33) is added to outputs as well in order to completely conduct
the model fitness checking experiment. The computational complexities of the used approx-
imations are the same with respect to the term of the highest degree, but it is clear that
GCRF-NormLaplaceVec produces more accurate regression results than both approaches,
GCRF-LaplaceVec and GCRF-MSN. When the edge density level is set to 10%, the regres-
sion MSE of the GCRF-LaplaceVec model is 0.37, that is almost two times higher value
than the MSE of the GCRF-NormLaplaceVec model which is 0.19, while the GCRF-MSN
has very high MSE. The same procedure is repeated for the networks with the same num-
ber of vertices, but with different edge density levels {30%, 50%, 65%, 80%}. When the edge
density level is 30%, GCRF-NormLaplaceVec achieves more accurate regression results than
for all other edge densities. This can be explained by the fact that the eigenvalues corre-
sponding to the eigenvectors vS1i ⊗ v
S2
j have the smallest distortion when the edge density
level is exactly 30% (see MATH PAPER).
The similar results are derived from Watts-Strogatz networks (left panel of Figure 2).
When the edge density level is set to 10%, the regression MSE of the GCRF-LaplaceVec and
GCRF-NormLaplaceVec models are very close to each other, while the GCRF-MSN has the
largest error. As the edge density grows, GCRF-LaplaceVec has almost the constant MSE
at every point, while the GCRF-NormLaplaceVec error tends to the MSE of the GCRF-base
model. At the same time, GCRF-MSN MSE gets close to 1.
High regression MSE of the GCRF-MSN model is always obtained, because the poor
estimation of eigenvalues was used, although the eigenvectors are the same as the eigen-
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Figure 1: Accuracy (MSE) of the models as a function of edge density percentage (left) and
noise level (right), where S1 is Erdo˝s-Re´nyi random network with 100 vertices and
S2 is Erdo˝s-Re´nyi random network with 200 vertices. Left: the corresponding
number of edges are {122, 367, 612, 796, 980} and {495, 1485, 2475, 3217, 3980}.
Right: accuracy (MSE) of the models with respect to different noise, for fixed
50% edge density percentage.
vectors in the GCRF-NormLaplaceVec model. This can be explained with the fact that
estimated eigenvalues in the GCRF-MSN model take values from the interval [0, 2], while
the real eigenvalues belong to the interval [0, n1n2] (this implies from the well known fact
that all eigenvalues of the Laplacian matrix are in the range from 0 to the order of the
matrix). The same experiments were also conducted on the Erdo˝s-Re´nyi networks with 30
and 50 vertices, as well as with 50 and 100 vertices, and the results are pretty much the
same. For more details see Appendix A and the left panels of Figures 6 and 7. The obtained
MSEs have non-overlapping confidence intervals, thus the reported results are statistically
significant.
2) Model robustness (effectiveness with respect to output noise): In this group of ex-
periments, for the fixed edge density level of 50% for both networks, we vary the noise
level in the model outputs in order to determine the robustness of the approximations
against the noise in the vertex attributes. As it was expected, from the right panels of
Figures 1 and 2 one can see that when the noise sampled from the Gaussian distributions
N (0, 0.25), N (0, 0.33) or N (0, 0.5) is added to the outputs, the accuracy performance of
all models naturally decreases. MSE for GCRF-LaplaceVec and GCRF-NormLaplaceVec
are almost the same when no noise is added to outputs in both cases, when Erdo˝s-Re´nyi
and Watts-Strogatz random networks are used. But, when the noise is larger, the difference
between MSEs becomes more noticeable in favor of the GCRF-NormLaplaceVec model, in
both cases. It could be noticed that with a noise increasing, the GCRF-NormLaplaceVec
error tends to the GCRF-base error. Again, MSE of the GCRF-MSN model is significantly
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Figure 2: Accuracy (MSE) of the models as a function of edge density percentage (left) and
noise level (right), where S1 is Watts-Strogatz random network with 100 vertices
and S2 is Watts-Strogatz random network with 200 vertices. Left: corresponding
number of edges are {100, 350, 600, 800, 1000} and {500, 1500, 2500, 3200, 4000}.
Right: accuracy (MSE) of the models with respect to different noise, for fixed 50%
edge density percentage.
higher compared to other approximations. The conclusion is pretty much the same for the
smaller Erdo˝s-Re´nyi networks with 30 and 50 vertices, and 50 and 100 vertices (see right
panels of Figures 6, 7 in Appendix A). To avoid repetition of the similar results, figures for
the smaller Watts-Strogatz random networks are omitted.
The stability of the estimated eigenvalues and eigenvectors from Subsection ?? is also
reflected through the stability of the GCRF model. According to the results of the GCRF-
NormLaplaceVec model on the Kronecker product of Erdo˝s-Re´nyi and Watts-Strogatz net-
works (see Figures 1 and 2), which are very close to the results of the GCRF-base model, it
turns out that the GCRF-NormLaplaceVec model is a very reliable approximation model.
4.2 Performance on Baraba´si-Albert networks
The eigenvectors wS1i ⊗ w
S2
j and their corresponding eigenvalues are experimentally shown
to be more suitable approximation for the original eigenvectors and eigenvalues for the Kro-
necker product of Baraba´si-Albert networks than vS1i ⊗v
S2
j and their corresponding approx-
imated eigenvalues [MATH PAPER]. Therefore, it is expected that the GCRF-LaplaceVec
model provides the highest regression accuracy in most of the cases and this is confirmed
by conducting the experiments for two Baraba´si-Albert networks which have 100 and 200
vertices, respectively. The results are presented in Figures 3. GCRF-LaplaceVec produces
more accurate regression results than the other two approximations regardless of the edge
density level and the noise added to the outputs, with exception when the edge density
level is 30%. We may notice that the smallest distortion of the eigenvalues corresponding
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Figure 3: Accuracy (MSE) of the models as a function of edge density percentage (left) and
noise level (right), where S1 is Baraba´si-Albert random network with 100 vertices
and S2 is Baraba´si-Albert random network with 200 vertices. Left: corresponding
number of edges are {475, 1476, 2475, 2500} and {1900, 5904, 9900, 10 000}.
Right: accuracy (MSE) of the models with respect to different noise, for fixed
50% edge density percentage.
to the eigenvectors vS1i ⊗ v
S2
j is when the edge density level is exactly 30% (see Figure ??,
MATH PAPER). For the smaller networks, the results could be seen in Figures 8 and 9 in
Appendix A.
We would like to point out that the gap between MSEs of the GCRF-NormLaplaceVec
and GCRF-LaplaceVec models on one side, and MSE of the GCRF-base model on other
side, is much higher for Baraba´si-Albert networks compared to the Erdo˝s-Re´nyi and Watts-
Strogatz random networks. We do not consider the GCRF-MSN model, since its MSE
is always high. In the case of Baraba´si-Albert networks, the smallest gap is around 0.3
considering all mentioned approximation models, while in the case of Erdo˝s-Re´nyi and
Watts-Strogatz random networks is much less, almost 0 (around 0.028 and 0.014, respec-
tively) (see left panels of Figures 1, 2 and 3). Also, it can be noticed that in the case of
Erdo˝s-Re´nyi and Watts-Strogatz networks the MSEs of the GCRF-NormLaplaceVec and
GCRF-LaplaceVec models tend to MSE of the GCRF-base model (see right panels of the
same figures), so in this case both models can be treated as the satisfactory ones. It seems
that a task of improving the approximation models reliability is possible, so seeking new ap-
proximations could be new challenging direction in the future research that would establish
lower MSE in the GCRF model.
4.3 GCRF execution time with approximations
We proceed to compare the performance of the GCRF model when three approximations
are used with respect to the GCRF-base model. The computational complexity for each
16
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GCRF
#vertices base LaplaceVec NormLaplaceVec MSN
G H ex.time #iter ex.time #iter ex.time #iter ex.time #iter
50 30 0.78 ± 0.03 21 0.31 ± 0.03 21 0.47 ± 0.01 16 0.47 ± 0.01 16
50 100 19.03 ± 0.09 22 1.59 ± 0.04 22 1.74 ± 0.02 17 1.73 ± 0.01 20
100 200 1089 ± 8.99 46 45.02 ± 0.54 47 44.88 ± 0.69 24 45.15 ± 0.49 22
100 300 2216 ± 6.21 9 82.25 ± 0.37 51 81.48 ± 0.58 24 81.09 ± 0.37 23
200 200 5192 ± 43.6 9 186.42 ± 2.46 73 185.13 ± 2.93 26 181.77 ± 2.25 26
Table 1: Execution time in seconds when the networks are Erdo˝s-Re´nyi networks with the
edge density level of 30%.
approximation was individually explained in the previous sections, but we also check the
execution time of the GCRF models, separately. Table 1 shows the results when two net-
works are Erdo˝s-Re´nyi networks with the edge density level of 30%. We also test the
larger networks than ones used in the previous sections. Since GCRF-LaplaceVec has the
same computational complexity compared to the GCRF-NormLaplaceVec and GCRF-MSN
models, one can see that there is no significant difference in the speed between them. More-
over, since the GCRF models depend on the number of iterations, it can be seen that the
GCRF-NormLaplaceVec and GCRF-MSN models have less iterations in the learning task
than GCRF-LaplaceVec has. The baseline algorithm has large computational complexity
of O(n31n
3
2), and so it is slower in respect with the GCRF models with approximations,
although its number of iterations decreases as the orders of networks increase. Therefore,
a trade-off between execution time and regression accuracy of the GCRF models with ap-
proximation is accomplished in the case when the GCRF-NormLaplaceVec model is used
for the random and small-world networks, and the GCRF-LaplaceVec model in the case of
the scale-free networks. It should be mentioned that there is no significant difference in the
execution time for Watts-Strogatz and Baraba´si-Albert networks.
5. Performance of the GCRF model by using the Kronecker
decomposition
In the previous section we showed how the proposed approximations of the Laplacian spectra
of the Kronecker product of graphs influence the GCRF model regression accuracy. These
approximations are very suitable in the case when the similarity matrix S in the GCRF
model can be represented as the Kronecker product of the smaller similarity matrices which
correspond to certain types of random graphs. In real-life applications, very often this is
not the case. In this section we test the regression accuracy of the GCRF model, when
the similarity matrix can not be decomposed into the Kronecker product of matrices. Our
approach consists of two types of consecutively applied approximate methods, the first one
consists of finding the nearest Kronecker product of the matrices of the given orders S1 and
S2 to the similarity matrix S and thereafter estimating the spectrum of L(S1 ⊗ S2) given
the spectra of S1 and S2, respectively.
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5.1 Theoretical background
First, we describe the algorithm for finding the nearest Kronecker product of matrices for an
initial matrix A, with regards to the Frobenius norm defined as the square root of the sum of
the absolute squares of the matrix elements. More precisely, for a given matrix A ∈ Rm×n,
where m = m1m2 and n = n1n2, our task is to determine the matrices B ∈ R
m1×n1 and
C ∈ Rm2×n2 such that ΦA(B,C) =‖ A−B⊗C ‖F is minimized. This problem, also known
as the nearest Kronecker product problem (Van Loan and Pitsianis (1993)), can be solved
by using the singular value decomposition of a so called permuted matrix of A, denoted by
R(A). In the following we give a precise definition of R(A) and a short overview of the
solution for this optimization problem.
Consider the m2 × n2 submatrices (blocks) of the matrix A ∈ R
m×n,
A11 A12 . . . A1,n1
A21 A22 . . . A2,n1
...
...
. . .
...
Am1,1 Am1,2 . . . Am1,n1
 , Aij ∈ Rm2×n2 , (11)
and the operation vec : Rp×q → Rpq×1 obtained by stacking the columns X1,i ∈ R
p×1,
1 ≤ i ≤ q, of a matrix X on top of one another
vec(X) =

X1,1
X1,2
...
X1,q
 ∈ Rpq×1,X ∈ Rp×q.
This operation will be used to express the minimization of ‖ A − B ⊗ C ‖F in terms
of so-called a rank-1 approximation problem (for a given matrix M , a matrix M̂ with
rank(M̂) = 1 should be determined such that ‖M − M̂ ‖F is minimal). Furthermore, with
respect to the blocks Aij ∈ R
m2×n2 (i = 1, . . . ,m1, j = 1, . . . , n1) of the matrix A ∈ R
m×n
from (11), where m = m1m2 and n = n1n2, the operator R : R
m1m2×n1n2 → Rm1n1×m2n2 is
defined in the following way
R(A) =

A1
A2
...
An1
 , Aj =

vec(A1,j)
T
vec(A2,j)
T
...
vec(Am1 ,j)
T
 , 1 ≤ j ≤ n1.
The following theorem establishes a connection between the problem of minimizing ΦA(B,C)
and the problem of approximating R(A) with a rank-1 matrix.
Theorem 1 Assume that A ∈ Rm×n with m = m1m2 and n = n1n2. If B ∈ R
m1×n1 and
C ∈ Rm2×n2 , then ΦA(B,C) =‖ A−B ⊗ C ‖F=‖ R(A)− vec(B)vec(C)
T ‖F .
The act of minimizing Φ is equivalent to finding a nearest rank-1 matrix of R(A). The
approximation of a given matrix by a rank-1 matrix has a well-known solution, obtained
from Theorem 1, in terms of the singular value decomposition.
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Corollary 2 Assume that A ∈ Rm×n with m = m1m2 and n = n1n2. If A˜ = R(A) has
singular value decomposition
UT A˜V = Σ = diag(σi)
where σ1 is the largest singular value, and U(i, 1) and V (j, 1) are the corresponding singular
vectors (i = 1, . . . ,m1n1, j = 1, . . . ,m2n2), then the matrices B ∈ R
m1×n1 and C ∈ Rm2×n2
defined by vec(B) = σ1U(i, 1) and vec(C) = V (j, 1) minimize ‖ A−B ⊗ C ‖F .
In the following text we describe a data-generation process of weighted, attributed,
synthetic networks and GCRF model parameters for experimental setup.
5.2 Experimental setup
In the rest of the section we present the obtained results for the GCRF models when
the non-Kronecker similarity matrix is decomposed using the singular value decomposition
according to the results from Corollary 2. First, we briefly describe the experimental setup
used in this section, which is slightly different from the setup described in the previous
section. The vector of outputs Ytrain, for the entire GCRF model, is generated as
Ytrain = y1 ⊗ y2 + ν1, where |y1| = n1, |y2| = n2, and y1, y2 ∈ N (0, 1), ν1 ∈ N (0, 0.33),
where the high correlation between the outputs and unstructured predictors Rk(x) is re-
moved by adding extra noise to Ytrain, sampled from N (0, 0.33).
Let G and H be the graphs with the orders n1 and n2, respectively. The similarity
matrix S1 = (s
(1)
ij ), i, j = 1, ..., n1 of G is obtained by attaching the following weights to the
edges (i, j)
ω(i, j) =
{
e−(y
′
1i−y
′
1j), (i, j) ∈ E(G)
0, (i, j) /∈ E(G)
, (12)
where we add random noise to the vector y1 i. e. y
′
1 = y1 + ν2, ν2 ∈ N (0, 0.25). The same
holds for the matrix S2 and vector y2. Therefore the similarity matrix of the Kronecker
productK = G⊗H is calculated as S(K) = S1⊗S2. For a violation of the Kronecker graph
structure, new edges in the graph K are added randomly (to obtain the graph Knew), by re-
placing selected 0-positions (i, j) in the matrix S(K) with the value e
−(y
′
1i1
−y
′
1j1
)
e
−(y
′
1i2
−y
′
1j2
)
,
where i1 = ⌊(i−1)/n2⌋+1, j1 = (i−1)%n2+1, i2 = ⌊(j−1)/n2⌋+1 and j2 = (j−1)%n2+1.
We can notice that S(K)i,j = 0 if and only if ωi1j1 = 0 or ωi2j2 = 0 (in other words
(i1, j1) /∈ E(G) or (i2, j2) /∈ E(H)). In this way we obtain the so called near Kronecker
graph Knew (see Figure 4), which means in general case that we cannot claim that Knew
can be represented as the Kronecker product of graphs.
After applying Corollary 2 on the similarity matrix S(Knew), we get two matrices S
new
1
and Snew2 which are the similarity matrices of some graphs G
new and Hnew (see Figure 4).
Also, we may notice that these matrices are non-negative and symmetric matrices which
follows from Theorems 6 and 9 from Van Loan (2000), but some diagonal entries are nonzero.
According to experimental results based on the edge density levels of graphs, the appropriate
values are used as thresholds to remove quite a lot weak edges (this part is explained in
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Figure 4: The process of obtaining factor graphs from the non-Kronecker graph.
more details in the following paragraph). Since matrices Snew1 and S
new
2 are symmetric
matrices, the newly obtained sparser matrices Snew
′
1 and S
new′
2 are also symmetric. In order
to get simple graphs, a rest of the non-zero diagonal elements (there are only a few left) are
set to value 0. Therefore, the elements of Snew
′
k are defined as follows
Snew
′
k (i, j) =
{
Snewk (i, j), S
new
k (i, j) ≥ tk(ρk)
0, Snewk (i, j) < tk(ρk) or i = j
, k = 1, 2,
where t1(ρ1) and t2(ρ2) are the thresholds, while ρ1 and ρ2 are the edge density levels of
the initial graphs G and H. Furthermore, a process of generation of unstructured predictor
Rk(x) (k = 1) is done according to the equations (2) and (3). Also, the parameters α and
β are set to the values 1 and 5, respectively.
Before we present the final results and the models accuracy, we give some comments
related to the weights of the existing edges in graphs Gnew and Hnew, after the nearest
Kronecker product of S(Knew) is determined. At the beginning, it is important to mention
that the graphs G and H are the subgraphs of Gnew and Hnew, respectively. This implies
that the edge density levels for both graphs Gnew and Hnew are higher than the edge density
level of G and H. After the approximation is applied, there are very small variations of
the edge weights comparing only the weights of the edges which exist in both initial and
new graphs. However, as much as the number of added edges in the graph K is larger,
these variations become much noticeable. Moreover, many of these new edges (which do
not exist in initial graphs) are weak edges, which means that their weights are much less
than the average edge weights (sometimes 103 times less, even more). In our experiments
these edges are treated as a noise and they can be easily removed by using certain threshold
as a function of the values of similarity matrix. The thresholds t1 = t1(ρ1) and t2 = t2(ρ2)
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are determined by calculating percentiles for the matrices elements for both matrices Snew
′
1
and Snew
′
2 .
5.3 Results
In performed experiments, where the model fitness is tested, the edge density level ρ ∈
{10%, 20%, 30%} is varied simultaneously for both graphs, G and H, which are random
networks of the same type. In the following text we present the obtained results for the
regression accuracy of the GCRF models, when the previously described approximation
(singular value decomposition) is applied to the near Kronecker graph Knew. Similarly as
before, the comparison is done between five models: GCRF-base, GCRF-baseSVD, GCRF-
MSN, GCRF-LaplaceVec and GCRF-NormLaplaceVec, which are briefly described below.
The GCRF-base model is based on the similarity matrix S(Knew) and numerical calcula-
tions for the matrix eigendecomposition. The GCRF-baseSVD model is based on the SVD
approximation of the matrix S(Knew). After the matrix is approximated with the Kro-
necker product of matrices, numerical calculations for the matrix eigendecomposition are
performed. In opposite to the GCRF-baseSVD and GCRF-base models, the approxima-
tions for the Laplacian eigenvalues and eigenvectors are used in the GCRF-MSN, GCRF-
LaplaceVec and GCRF-NormLaplaceVec models as it was shown in the previous section,
instead of the numerical calculations. Here, we present the results for experiments where
the graphs are Erdo˝s-Re´nyi networks with 30 and 50 vertices. The same experiments were
also conducted on the Erdo˝s-Re´nyi networks with 50 and 100 vertices, as well as with 100
and 200 vertices, and the results are pretty much the same.
In order to see how the percentage of added edges in the network influences the regres-
sion accuracy of the models, we conduct experiments where the number of added edges is
linearly dependent on the number of existing edges in the network. The percentage of added
edges is varied from the set noise = {0%, 5%, 10%, 15%, 20%, 40%, 60%} with respect to the
number of edges in the initial Kronecker graph K. Here, we describe the experiments for
the Erdo˝s-Re´nyi networks with 30 and 50 vertices, with edge density levels of 10%, for both
graphs (Figure 5). When there are no additional edges in the graph K (0% of added edges),
the results are the same as in Figure 6 for 10% on x-axes. In this case the MSE errors
obviously stem only from the estimation of Laplacian spectra of the Kronecker product of
graphs (Knew is the Kronecker product of graphs). Figure 5 represents the MSEs of the
models when the percentage of added edges takes values from the set noise. It can be seen
that the MSEs of the GCRF-base and GCRF-baseSVD models are very close to each other
at the beginning, while their MSE difference becomes more noticeable when a percentage
of added edges increases (differences between MSEs stems from the SVD approximation).
Indeed, it can be noticed from Table 2 that the Frobenius norm of the difference between
the similarity matrix S(Knew) and approximation with the Kronecker product is increasing
when the number of added edges in the graph K increases. Furthermore, when the number
of added edges increases, the MSE gap between the approximation models (GCRF-base,
GCRF-LaplaceVec, GCRF-NormLaplaceVec and GCRF-MSN) and GCRF-baseSVD mod-
els becomes smaller (noise from 10% to 60%). This can be explained with the fact that the
eigenvectors used in these models become much better for a denser network. In this case,
the error arising from the SVD approximation is a bit compensated with more stable esti-
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Figure 5: Accuracy (MSE) of the models when the edge density levels of the initial graphs
are 10%.
noise Frobenius norm 1 Frobenius norm 2
5% 10.607 10.601
10% 15.033 15.027
15% 18.818 18.811
20% 21.557 21.551
40% 30.513 30.501
60% 37.485 37.471
Table 2: a) ‖S(Knew) − S
new
1 ⊗ S
new
2 ‖F and b) ‖S(Knew) − S
new′
1 ⊗ S
new′
2 ‖F , where edge
density level for both initial graphs is 10%.
mations of the Laplacian eigenvalues and eigenvectors for a denser graph. Also, from 40%
to 60% the MSEs graphics of all approximation models become a bit steeper than in the
previous steps making the MSE gap between them and GCRF-base model larger. In this
case the number of added edges is large, which leads to a serious violation of the Kronecker
structure. A similar behavior is noticed when the initial graphs, G and H (|G| = 30 and
|H| = 50), have edge density levels of 10% and 20%, 10 % and 30% and vice-versa.
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#vertices
GCRF-base GCRF-LaplaceVec GCRF-NormLaplaceVec GCRF-MSN
G H
50 30 0.78 ± 0.03 0.55 ± 0.04 0.71 ± 0.01 0.71 ± 0.01
50 100 19.03 ± 0.09 3.26 ± 0.03 3.41 ± 0.02 3.40 ± 0.02
100 200 1089 ± 8.99 67.32 ± 0.82 67.18 ± 0.59 67.45 ± 0.74
100 300 2216 ± 6.21 160.37 ± 6.28 159.6 ± 7.18 159.21 ± 5.44
200 200 5192 ± 43.6 349.98 ± 21.66 348.69 ± 28.30 345.33 ± 25.56
Table 3: Execution time in seconds for the Kronecker product of the Erdo˝s-Re´nyi networks
with the edge density level of 30%.
5.4 GCRF execution time with consecutive approximations
Here, we also check the execution time of each GCRF model, separately. Table 3 shows the
results when two networks are Erdo˝s-Re´nyi networks with the edge density level of 30%.
The baseline algorithm (GCRF-base) has large computational complexity of O(n31n
3
2), and
so it is slower in respect with the GCRF models with approximations (GCRF-MSN, GCRF-
NormLaplaceVec, GCRF-LaplaceVec). Compared to the results from Subsection 4.3, the
approximation models, considered throughout this section, have singular value decompo-
sition as additional approximation step, since the initial adjacency matrix has to be de-
composed into the Kronecker product of two matrices. This step slows down the entire
approximation models additionally, but as it can be noticed they are still much faster than
the GCRF-base model. This follows from the fact that only the largest singular value and
the corresponding eigenvectors have to be determined, not the complete singular value de-
composition of a matrix. Unlike the previous, for the GCRF-base model all eigenvalues and
eigenvectors have to be calculated. We omitted the execution time of the GCRF-baseSVD
model, because it is given only for the purpose of models comparison, without practical
usefulness.
6. Conclusion
As it was theoretically and experimentally shown, the GCRF model has high computational
complexity and as such it is non-scalable for large networks with tens of thousands nodes.
In last ten years, a few approaches, more or less successful, are developed in order to reduce
the running time of GCRF on large networks and to preserve high prediction accuracy. The
fact that the whole network could be represented as the Kronecker product of graphs was
used as a possibility for speeding up the GCRF learning task [Glass and Obradovic, 2017].
However, approximations for the eigenvalues and eigenvectors which are used in this model
are not suitable, which is reflected in high GCRF MSE, since characterizing a Laplacian
spectrum of such a graph from spectra of its factor graphs has remained open and chal-
lenging problem. In this paper we apply new estimations of the Laplacian eigenvalues and
the corresponding eigenvectors for the Kronecker product of graphs in the GCRF model. A
computational complexity of these approximations is much less than that of explicit com-
putation of eigenvalues of a product graph. To evaluate the proposed models, we conducted
experiments on three type of random networks: Erdo˝s-Re´nyi, Watts-Strogatz and Baraba´si-
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Albert networks. A significant accuracy improvement is achieved compared to the GCRF
model used in [Jesse and Obradovic]: when the initial networks are Erdo˝s-Re´nyi random
networks, the obtained MSEs of the proposed approximation models are more than 3 times
lower than the MSE of the previously proposed model, and more than 2 times in the case
of Baraba´si-Albert networks. Also, it was shown that the GCRF model which incorporates
the estimated eigenvalues and eigenvectors from Subsection 3.1 achieved good prediction
accuracy in the case of Baraba´si-Albert random networks, while the approximations from
Subsection 3.2 are more suitable in the case of Erdo˝s-Re´nyi and Watts-Strogatz random
networks (the GCRF-NormLaplaceVec error tends to the MSE of the GCRF-base model).
The same models are also tested in the case when the network factorization into a Kro-
necker product of networks is not possible. In this case, the Singular Value Decomposition
(SVD) is used for finding the nearest Kronecker product of graphs for an initial graph.
A combination of two consecutively applied approximations, SVD and approximations for
the Laplacian eigenvalues and eigenvectors, provide high regression accuracy of the ap-
proximated GCRF models. Although there are two approximations involved in the GCRF
model, the execution time of such models is much shorter compared to the execution time
of original GCRF model, while the achieved MSE is low. In the future research we will try
to approximate the non-Kronecker graph with as much as possible value of the rank, that
is, with the corresponding permuted matrices with the ranks higher than one (according to
Theorem 1).
Take into consideration that the experimental setup is designed when the edge density
levels of initial graphs are given in advance. This information is used during the weak
edges removal stage. For the future work it will be good to see how the model accuracy
is changing in a situation when the initial edge density levels of graphs are not given in
advance, but we approximately know their values according to problem domain knowledge.
Then, after weak edges removal process, the edge density levels of graphs could be a bit
larger or smaller.
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Figure 6: Accuracy (MSE) of the models as a function of edge density percentage (left) and
noise level (right), where S1 = Erdo˝s-Re´nyi random graph with 30 vertices and
S2 = Erdo˝s-Re´nyi random graph with 50 vertices. Left: corresponding number of
edges are {43, 130, 217, 282, 348} and {122, 367, 612, 796, 980}. Right: accuracy
(MSE) of the models with respect to different noise, for fixed 50% edge density
percentage.
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Figure 7: Accuracy (MSE) of the models as a function of edge density percentage (left) and
noise level (right), where S1 = Erdo˝s-Re´nyi random graph with 50 vertices and
S2 = Erdo˝s-Re´nyi random graph with 100 vertices. Left: corresponding number
of edges are {122, 367, 612, 796, 980} and {495, 1485, 2475, 3217, 3980}. Right:
accuracy (MSE) of the models with respect to different noise, for fixed 50% edge
density percentage.
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Figure 8: Accuracy (MSE) of the models as a function of edge density percentage (left) and
noise level (right), where S1 = Baraba´si-Albert random graph with 30 vertices
and S2 = Baraba´si-Albert random graph with 50 vertices. Left: corresponding
number of edges are {56, 125, 216, 225} and {141, 369, 616, 625}. Right: accuracy
(MSE) of the models with respect to different noise, for fixed 50% edge density
percentage.
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Figure 9: Accuracy (MSE) of the models as a function of edge density percentage (left) and
noise level (right), where S1 = Baraba´si-Albert random graph with 50 vertices
and S2 = Baraba´si-Albert random graph with 100 vertices. Left: corresponding
number of edges are {141, 369, 616, 625} and {475, 1476, 2475, 2500}. Right:
accuracy (MSE) of the models with respect to different noise, for fixed 50% edge
density percentage.
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