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We prove that the set of all points of effective Hausdorff dimension 1 in Rn (n ≥ 2) is
connected, and simultaneously that the complement of this set is not path-connectedwhen
n = 2.
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1. Introduction and results
Very broadly, Lebesgue measure separates the world into the sets of positive measure and those of measure 0. This
classification is rather coarse, however. In R2, for example, points and lines are indistinguishable by Lebesgue measure, as
they all have measure 0. Hausdorff dimension can strengthen this classification by separating certain sets of measure 0.
Points have Hausdorff dimension 0, while lines have Hausdorff dimension 1. While there exist nonmeasurable sets, every
set has a Hausdorff dimension.
Similarly, algorithmic randomness separates sequences into those which are random and those which are not. In [3],
Lutz has defined effective Hausdorff dimension (originally named constructive dimension), which refines this classification
by separating certain nonrandom sequences. Put simply, the effective Hausdorff dimension of a sequence is the density of
information within that sequence. By making a natural identification between Cantor space and Rn, this defines a notion of
effective Hausdorff dimension on points of Rn. While such a definition may seem completely unmotivated, it turns out to
align nicely with classical Hausdorff dimension. For example, as shown in [1], if X is an arbitrary union ofΠ01 classes, then
the classical Hausdorff dimension of X is the supremum of the effective Hausdorff dimensions of the elements of X . This can
be generalized to arbitrary sets X by considering relativized effective Hausdorff dimension.
In [4], Lutz and Weihrauch investigate sets in Rn defined by the effective Hausdorff dimensions of their elements. They
left several questions unanswered, some of which we answer here. We use a technique of adjusting between forcing steps
to permit the forcing to continue, which we believe to be a new technique.
Lutz and Weihrauch show the following:
Theorem 1.1. In Rn, the set of points of dimension strictly less than 1 is totally disconnected, as is the set of points of dimension
strictly greater than n− 1.
Theorem 1.2. In Rn, the set of points of dimension less than or equal to 1 is path-connected, as is the set of points of dimension
greater than or equal to n− 1.
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Restricting these results to the simplest case of n = 2 suggests that the points with effective Hausdorff dimension 1 are
somehow topologically numerous. We investigate the properties of the dimension 1 points further, proving the following
results:
Theorem 1.3. In Rn (n ≥ 2), the set of points of dimension exactly 1 is connected.
Theorem 1.4. In R2, the set of points of dimension not 1 is not path-connected.
In Section 2, we review the appropriate notions. In Section 3, we prove the following result about the abundance of points
of dimension 1, from which the above two results follow.
Theorem 1.5. If Z ⊆ Rn (n ≥ 2) is closed, connected, and has the property that for any open set U with Z ∩ U ≠ ∅,
ind(Z ∩ U) ≥ n− 1, then Z contains a point of effective Hausdorff dimension 1.
Note that by fixing r0, r1 ∈ R relatively random, one can define
F = {(x0, x1, . . . , xn) ∈ Rn | x0 = r0, x1 = r1}.
Then F is a closed set of dimension n − 2 with no point of effective Hausdorff dimension less than 2. So in one sense,
Theorem 1.5 is optimal (i.e., ind(Z ∩ U) ≥ n− 1 is needed).
2. Semi-measures, complexity and dimension
Throughout the rest of the chapter, let n be a fixed positive integer greater than 1.
Convention 2.1. ε denotes the empty string in 2<ω .
λ denotes Lebesgue measure on R.
πi : Rn → R denotes projection onto the ith coordinate.
Definition 2.2. We call a function µ : (2<ω)n → R≥0 a semi-measure if
µ(ε, ε, . . . , ε) ≤ 1
µ(σ0, . . . , σi, . . . , σn−1) ≥ µ(σ0, . . . , σi a 0, . . . , σn−1)+ µ(σ0, . . . , σi a 1, . . . , σn−1).
A semi-measure is enumerable if it is computable from below.
A semi-measure is optimal if it multiplicatively dominates all enumerable semi-measures.
Henceforth, µwill denote an optimal, enumerable semi-measure.
Definition 2.3. For (σ0, . . . , σn−1) ∈ (2<ω)n, define the KM-complexity as
KM(σ0, . . . , σn−1) := − logµ(σ0, . . . , σn−1).
Note that KM has the pleasing property that if σi ⊆ τi for all i, then
KM(σ0, . . . , σn−1) ≤ KM(τ0, . . . , τn−1).
Definition 2.4. For f = (f0, . . . , fn−1) ∈ (2ω)n, define the effective Hausdorff dimension as
dimH(f ) := lim inf
n
KM(f1  n, . . . , fn−1  n)
n
.
Identifying points in [0, 1)with points in 2ω via binary expansion, we define the effective Hausdorff dimension of points
in [0, 1)n. It is easily verified that the choice of binary expansion (whenmore than one exists) has no effect on the dimension.
It is also seen that translation by a rational amount in a direction parallel to an axis has no effect on the dimension, so we
extend this notion to Rn via such translations.
Just as we use binary expansion to identify points, we will also identify sets. Given σ ∈ 2ω , let [σ ] = {f ∈ 2ω : σ ≺ f }.
We will identify [σ ]with the closed interval of reals whose binary expansions are contained in [σ ]. That is, [σ ] is identified
with {0.f ∈ R : f ∈ [σ ]}. Note that λ([σ ]) = 2−|σ |.
It will be convenient to partition Rn as
Rnm = {x ∈ Rn : exactlymmany coordinates of x are rational}.
Our definition of effective Hausdorff dimension differs from that used in [4], but the two notions are equivalent.
While we constructed dimension on (2ω)n and then identified this space with Rn in the natural way, Lutz and Weihrauch
defined dimension directly upon Rn. They also base their notion of dimension on Kolmogorov complexity, while we use
KM-complexity. The reader is referred to [5] for the equivalence of martingale defined dimension and complexity defined
dimension, and to [2] by Li and Vitányi for further reading on KM-complexity and its relation to Kolmogorov complexity.
We also make heavy use of (classical) inductive dimension. The necessary background can be obtained from Chapter 3
of [6] by van Mill, although we repeat the necessary results here.
For X ⊆ Rn, let ind(X) ∈ {−1, 0, 1, . . . , n} denote the inductive dimension of a set X . The definition is such that
ind(X) = −1 only when X = ∅. Intuitively, the inductive dimension of a set X is the greatest n such that X contains a
copy of the n-dimensional ball.
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Proposition 2.5 ([6, Proposition 3.2.10]). For all m, ind(Rnm) = 0.
Proposition 2.6 ([6, Corollary 3.1.7]). If ind(X) = n, then X is not contained in the union of n sets each of inductive dimension 0.
Definition 2.7. If Y is connected, we say X separates Y if Y − X is not connected.
Proposition 2.8 ([6, Theorem 3.7.6]). If H ⊆ Rn is open and connected, and X separates H, then ind(X) ≥ n− 1.
Proposition 2.9 ([6, Theorem 3.2.5]). If X ⊆ Rn is closed and ind(X) > 0, then X is not totally disconnected.
Proposition 2.10 ([6, Theorem 3.2.5]). If ind(X) = 0, then X is totally disconnected.
3. Proof of the results
Our main result is Theorem 1.5. The main tools for proving this are the following two lemmas. They both say, in a sense,
that even if Z has small intersection with a given region, it will have large intersection with a nearby region.
Definition 3.1. Let C,D ⊂ Rn be distinct closed n-cubes. Call D adjacent to C if D is a translation of C , and there is some
point v which is a vertex of both C and D.
Note that any given n-cube has 3n − 1 adjacent n-cubes.
Lemma 3.2. Let C ⊂ Rn be a closed n-cube aligned with the axes (i.e., C is a translation of [0, a]n for some a). Let {Dj}j<3n−1 be
the collection of adjacent n-cubes.
Let Z ⊆ Rn be a closed, connected set. If Z ∩ C ≠ ∅, but Z ⊈ C ∪j Dj, then for some i and some Dj,
λ(πi(Z ∩ Dj)) ≥ a3n−1 . (Ď)
Proof. Consider πi(Dj). Note that there is some bi such that
πi(Dj) ∈ {[bi, bi + a], [bi + a, bi + 2a], [bi + 2a, bi + 3a]}
for all j. Let
F 0i =

πi(Dj)=[bi,bi+a]
Dj,
and
F 1i =

πi(Dj)=[bi+2a,bi+3a]
Dj.
Note that 3n−1 many Dj participate in each F∗i . If πi(F
0
i ∩Z) = [bi, bi+a] or πi(F 1i ∩Z) = [bi+2a, bi+3a], then by additivity
of λ, some Dj must satisfy (Ď).
If instead πi(F 0i ∩ Z) ( [bi, bi + a] and πi(F 1i ∩ Z) ( [bi + 2a, bi + 3a], then for some c0i , c1i ,
π−1i (c
0
i ) ∩ F 0i ∩ Z = ∅
and
π−1i (c
1
i ) ∩ F 1i ∩ Z = ∅.
If these exist for every i, then
i
(π−1i (c
0
i ) ∩ F 0i ) ∪ (π−1i (c1i ) ∩ F 1i )
separates Z , contradicting connectedness. 
Note: The condition that Z be closed is far more than is necessary, of course. The only place that we use it in the above is
to imply that πi(Z) is measurable. However, we will only be applying this lemma for closed Z .
Lemma 3.3. Let C ⊂ Rn be a closed n-cube aligned with the axes (i.e., C is a translation of [0, a]n for some a). Let {Dj}j<3n−1 be
the collection of adjacent n-cubes.
Let Z ⊆ Rn be closed with the property that for any open set U with Z ∩ U ≠ 0, ind(Z ∩ U) ≥ n − 1. If Z ∩ C ≠ ∅, but
Z ⊈ C ∪j Dj, then for some Dj, Z ∩ Dj contains a point of dimension at most 1.
Proof. Let D = interior(j Dj). By connectedness, Z intersects D. It suffices to show that
Z ∩ D ∩Rnn ≠ ∅ or Z ∩ D ∩Rnn−1 ≠ ∅.
Suppose not. Then Z ∩ D ⊆j<n−1Rnj . But then by Propositions 2.5 and 2.6, this contradicts the hypothesis on Z . 
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We now prove the main result.
Proof of Theorem 1.5. We build x0, . . . , xn−1 ∈ R such that (x0, . . . , xn−1) ∈ Z and dimH(x0, . . . , xn−1) = 1. We build
these in stages by building sequences
{σ 0i }i∈ω, . . . , {σ n−1i }i∈ω
with each σmi ∈ 2<ω . For a fixed i, all the σmi will have the same length, while for a fixedm, limi |σmi | = ∞. However, it will
not necessarily be the case that σmi ⊆ σmi+1. Indeed, limi σmi  smay not exist.
So for each σmi , we shall consider a point y
m
i ∈ [σmi ] (recalling that [σmi ] is identified with a closed subset of R) and
take xm = limi ymi . Because the diameter of the [σmi ] goes to zero, any choice of ymi will have the same limit. Our point of
dimension 1 will then be (x0, . . . , xn−1).
At every stage, our construction employs one of two possible strategies: one strategy is for ensuring that the complexity
of (x0, . . . , xn−1) is not too low, while the other ensures that the complexity is not too high.
Strategy 1 (not too low):
Given σ 0i , . . . , σ
n−1
i each of length ℓwithD = [σ 0i ]×· · ·×[σ n−1i ] satisfying (Ď) for someπ (the conclusion of Lemma 3.2),
without loss of generality assume that it satisfies it for π0.
Suppose we wish to extend by k-many bits, for some k. We consider all possible extensions of σ 0i , . . . , σ
n−1
i . Clearly we
are not interested in extensions which take us away from Z . So consider
E = {(τ 0, . . . , τ n−1) ∈ (2k)n : [σ 0i a τ 0] × · · · × [σ n−1i a τ n−1] ∩ Z ≠ ∅}.
By assumption, |E| ≥ |π0(E)| ≥ 2k/3n−1. So there exist some τ 0, . . . , τ n−1 such that
2k
3n−1
µ(σ 0i
a τ 0, . . . , σ n−1i
a τ n−1) ≤ µ(σ 0i , . . . , σ n−1i ).
Thus
KM(σ 0i
a τ 0, . . . , σ n−1i
a τ n−1) ≥ KM(σ 0i , . . . , σ n−1i )+ k− (n− 1) log 3.
Strategy 2 (not too high):
Given σ 0i , . . . , σ
n−1
i each of length ℓwith Z ∩[σ 0i ]× · · ·× [σ n−1i ] containing a point (d0, . . . , dn−1) of dimension at most
1 (the conclusion of Lemma 3.3), note that σ ki ≺ dk.
If (d0, . . . , dn−1) has dimension exactly 1, the proof of Theorem 1.5 is complete. If it has dimension less than 1, then there
exists somem ≥ i such that
KM(d0  m, . . . , dn−1  m) ≤ m.
Assuming ℓ is not such anm, choosing the least suchm results in
KM(d0  m, . . . , dn−1  m) ≥ m− 1,
because KM can only increase asm increases.
Construction:
By Lemma 3.2, choose some σ 00 , . . . , σ
n−1
0 all of the same length such that D = [σ 00 ] × · · · × [σ n−10 ] satisfies (Ď) for some
π , and such that Z ⊈ D.
At stage i, if KM(σ 0i , . . . , σ
n−1
i ) ≤ |σ 0i |, use Lemma 3.2 to replace σ 0i , . . . , σ n−1i with adjacent strings satisfying (Ď) for
some π . Then follow strategy 1 to generate σ 0i+1, . . . , σ
n−1
i+1 of length |σ 0i | + i.
Otherwise, use Lemma 3.3 to replace σ 0i , . . . , σ
n−1
i with adjacent strings such that Z ∩ [σ 0i ] × · · · × [σ n−1i ] contains a
point of dimension at most 1. Then follow strategy 2, either generating σ 0i+1, . . . , σ
n−1
i+1 or finding a point of dimension 1 and
ending the construction.
Take (x0, . . . , xn−1) to be the limit of (y0i , . . . , y
n−1
i ) ∈ [σ 0i ] × · · · × [σ n−1i ] as previously discussed. This is our desired
point.
Verification:
Clearly if we halt early via some strategy 2, the construction has succeeded. So henceforth we assume that this does not
happen.
There are several points to check. First, wemust show that the xk actually exist. This is an unfortunately involved proof for
what is actually a fairly simple idea: for j ≥ i, consider how σ 0j  |σ 0i | can change through the use of the two lemmas. It can
be changed directly at stage i+1 (whenwe trade the cube, σ 0i is a part of an adjacent cube), or it can be changed indirectly at
stage j > i (whenwe trade a small cubewithin σ 0i for a small cube outside of σ
0
i ). The indirect changes add up in a geometric
way, and so they will only occur at one boundary of the cube of σ 0i+1  |σ 0i | (if they occurred at opposite boundaries, it would
mean that the indirect changes summed tomore than 2−|σ
0
i |). So either σ 0j  |σ 0i | stabilizes, or it switches infinitely between
two adjacent cubes which share a boundary. Either way, we see that the limit exists.
Now we make the above argument more rigorous. Without loss of generality, we consider only x0. For a string σ ∈ 2ℓ,
let succ(σ ) denote the lexicographic successor of σ in 2ℓ and pred(σ ) denote the lexicographic predecessor of σ in 2ℓ.
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Claim. Let |σ 0i | = ℓ. Then for any j ≥ i, σ 0j  ℓ is one of σ 0i , succ(σ 0i ), succ(succ(σ 0i )), pred(σ 0i ), and pred(pred(σ 0i )).
Proof. Let ℓk = |σ 0k |. Because of the use of Lemma 3.2 or Lemma 3.3 in the construction, σ 0k+1  ℓk need not be σ 0k , but if it
is not, the two strings will be adjacent in 2ℓk . So
inf[σ 0k+1  ℓk] = inf[σ 0k ] + ak2ℓk ,
where ak ∈ {−1, 0, 1}.
Since [σ 0k+1] has diameter 2−ℓk+1 , we have
inf[σ 0k+1  ℓk] ≤ inf[σ 0k+1] ≤ inf[σ 0k+1  ℓk] + 2−ℓk − 2−ℓk+1 .
Thus,
inf[σ 0i ] +
−
i≤k<j
ak2−ℓk ≤ inf[σ 0j ] ≤ inf[σ 0i ] + 2−ℓi − 2−ℓj +
−
i≤k<j
ak2−ℓk .
Taking ak to be worst, we see
inf[σ 0i ] − 2 · 2−ℓi < inf[σ 0j ] < inf[σ 0i ] + 3 · 2−ℓi .
So pred(pred(σ 0i )) ≤ σ 0j  ℓi ≤ succ(succ(σ 0i )). 
Claim. For every i, take y0i ∈ [σ 0i ]. Then x0 = limi y0i exists.
Proof. Again, let ℓi = |σ 0i |.
For any j ≥ i, σ 0j  ℓi must be one of the five above values. Then consider the closed interval Ji = [pred(pred(σ 0i )] ∪
[pred(σ 0i )]∪[σ 0i ]∪[succ(σ 0i ]∪[succ(succ(σ 0i ))]. Ji has diameter 5 ·2−ℓi , and for any j ≥ i, y0j ∈ Ji. Thus limi y0i converges. 
Next we must show that our point lies on Z .
Claim. (x0, . . . , xn−1) ∈ Z.
Proof. By construction,
[σ 0i ] × · · · × [σ n−1i ] ∩ Z ≠ 0 for any i. Thus we can take (y0i , . . . , yn−1i ) ∈ Z . Since Z is closed,
(x0, . . . , xn−1) = limi(y0i , . . . , yn−1i ) ∈ Z . 
Third, we must show that dimH(x0, . . . , xn−1) = 1.
Claim. dimH(x0, . . . , xn−1) ≥ 1.
Proof. Our initial strings σ 00 , . . . , σ
n−1
0 have some complexity KM(σ
0
0 , . . . , σ
n−1
0 ) = A. When we follow strategy 1 at stage
i, the length of our strings increases by i many bits, and the complexity increases by at least i − (n − 1) log 3. When we
follow strategy 2, our resulting strings have length ℓ, and our resulting complexity is at least ℓ−1. Replacing all the σmi with
adjacent strings changes the complexity by at most 2 log |σ 0i |.
So let ℓi = |σ 0i | and let i0 be the last stage before stage i at which strategy 2 was followed. Then
KM(σ 0i , . . . , σ
n−1
i ) ≥ (ℓi0 − 1)+ (ℓi − ℓi0)− (i− i0)((n− 1) log 3+ 2 log ℓi)
≥ ℓi − i((n− 1) log 3+ 2 log ℓi).
If there is no such stage i0, then
KM(σ 0i , . . . , σ
n−1
i ) ≥ A+ ℓi − ℓ0 − i((n− 1) log 3+ 2 log ℓi)
≥ ℓi − ℓ0 − i((n− 1) log 3+ 2 log ℓi).
Note that by construction, strategy 2 will never be employed at successive stages. So at stage i, strategy 1 will have been
used at every other stage at least. Further, since strategy 1 used at stage j always increases the length of the strings by j,
ℓi ≥ i2/4. Thus−i((n− 1) log 3+ 2 log ℓi) in the above is a lower order term (recalling that n is constant), and so
lim inf
i
KM(σ 0i , . . . , σ
n−1
i )
ℓi
≥ 1.
Now consider some ℓi. Then
x0  ℓi ∈ {σ 0i , succ(σ 0i ), succ(succ(σ 0i )), pred(σ 0i ), pred(pred(σ 0i ))},
and similarly for x1, . . . , xn−1. So
|KM(x0  ℓi, . . . , xn−1  ℓi)− KM(σ 0i , . . . , σ n−1i )| ≤ 4 log ℓi.
So
KM(x0  ℓi, . . . , xn−1  ℓi) ≥ ℓi − ℓ0 − i((n− 1) log 3− 2 log ℓi)− 4 log ℓi,
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and thus
lim inf
i
KM(x0  ℓi, . . . , xn−1  ℓi)
ℓi
≥ 1.
Finally, consider some kwith ℓi ≤ k < ℓi+1. If stage i follows strategy 1, then k− ℓi < i, and thus
KM(x0  k, . . . , xn−1  k)
k
≥ KM(x0  ℓi, . . . , xn−1  ℓi)
k
>
KM(x0  ℓi, . . . , xn−1  ℓi)
ℓi + i
≥ KM(x0  ℓi, . . . , xn−1  ℓi)
ℓi + 2√ℓi .
If stage i follows strategy 2, then
KM(σ 0i+1  k, . . . , σ
n−1
i+1  k) > k,
since ℓi+1 will be least such that the above does not hold. Thus
KM(x0  k, . . . , xn−1  k)
k
≥ KM(σ
0
i+1  k, . . . , σ
n−1
i+1  k)− 4 log k
k
>
k− 4 log k
k
.
So
dimH(x0, . . . , xn−1) = lim inf
k
KM(x0  k, . . . , xn−1  k)
k
≥ 1. 
Claim. dimH(x0, . . . , xn−1) ≤ 1.
Proof. Suppose not. Then for some i0 and all i > i0,
KM(x0  ℓi, . . . , xn−1  ℓi) > ℓi + 4 log ℓi.
But in this case, KM(σ 0i , . . . , σ
n−1
i ) > ℓi, and so at stage i+1, strategy 2 will be invoked, resulting in KM(σ 0i+1, . . . , σ n−1i+1 ) ≤
ℓi+1, and thus
KM(x0  ℓi+1, . . . , xn−1  ℓi+1) ≤ ℓi+1 + 4 log ℓi+1,
contradicting our above assumption about i0. 
Thus dimH(x0, . . . , xn−1) = 1. This completes the proof of Theorem 1.5. 
Proof of Theorem 1.3. Let X ⊂ Rn be the set of points of dimension 1.
Suppose A, B are open sets in Rn such that A∩ X and B∩ X partition X . Then X ⊆ A∪ B and A∩ B∩ X = ∅. But X is dense,
so A ∩ B = ∅.
Let Z ′ = bd A. Then Z ′ separates Rn. Let Z be a non-singleton component of Z ′ (Propositions 2.8 and 2.9). Then for any
open set U such that U ∩ Z ≠ ∅, A intersects U but is not dense in U . So Z ∩ U separates U , and thus ind(Z ∩ U) ≥ n− 1.
By the above theorem, Z contains a point of dimension 1, and since Z ⊆ Rn − (A ∪ B), this contradicts our choice of A
and B. 
Proof of Theorem 1.4. Suppose f is any non-constant path in R2. Its image is a connected, locally connected set. Thus in
any neighborhood U with imf ∩ U ≠ ∅, ind(imf ∩ U) ≥ 1 (Proposition 2.10), which in this case means at least n− 1. So by
the theorem, it contains a point of dimension 1. 
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