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Abstract In this paper, we associate to every p-adic representation
V a p-adic differential equation D†rig(V ), that is to say a module
with a connection over the Robba ring. We do this via the theory of
Fontaine’s (ϕ, ΓK)-modules.
This construction enables us to relate the theory of (ϕ, ΓK)-modules
to p-adic Hodge theory. We explain how to construct Dcris(V ) and
Dst(V ) from D
†
rig(V ), which allows us to recognize semi-stable or
crystalline representations; the connection is then either unipotent
or trivial on D†rig(V )[1/t].
In general, the connection has an infinite number of regular sin-
gularities, but we show that V is de Rham if and only if those are ap-
parent singularities. A structure theorem for modules over the Robba
ring allows us to get rid of all singularities at once, and to obtain a
“classical” differential equation, with a Frobenius structure. A recent
theorem of Y. Andre´ gives a complete description of the structure of
such an object. This allows us to prove Fontaine’s p-adic monodromy
conjecture: every de Rham representation is potentially semi-stable.
As an application, we can extend to the case of arbitrary per-
fect residue fields some results of Hyodo (H1g = H
1
st), of Perrin-Riou
(the semi-stability of ordinary representations), of Colmez (absolutely
crystalline representations are of finite height), and of Bloch and Kato
(if the weights of V are > 2, then Bloch-Kato’s exponential expV is
an isomorphism).
Mots-cle´. Pe´riodes p-adiques – repre´sentations p-adiques ordinaires
– semi-stables – cristallines – de de Rham – monodromie p-adique
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– e´quations diffe´rentielles p-adiques – isocristaux surconvergents –
the´orie de Hodge p-adique
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Introduction
0.1. Ge´ne´ralite´s et notations
Dans tout cet article k est un corps parfait de caracte´ristique p, et F
est le corps des fractions de l’anneau des vecteurs de Witt a` coeffi-
cients dans k. Soit K une extension finie totalement ramifie´e de F , ce
qui fait que le corps re´siduel deOK s’identifie a` k et que le corpsK est
complet pour la valuation vp qui e´tend celle de F . Soit Cp le comple´te´
d’une cloˆture alge´briqueK deK. On s’inte´ressera aux repre´sentations
p-adiques V du groupe de Galois absolu GK = Gal(K/K) c’est-a`-dire
aux Qp-espaces vectoriels de dimension finie d munis d’une action
line´aire et continue de GK .
J-M. Fontaine a construit dans [24] une e´quivalence de cate´gories
V 7→ D(V ) entre la cate´gorie de toutes les repre´sentations de GK
et la cate´gorie des (ϕ, ΓK)-modules e´tales (le foncteur inverse est
note´ D 7→ V(D)). Un (ϕ, ΓK)-module est un espace vectoriel de
dimension finie sur un corps local BK de dimension 2 muni d’une
action semi-line´aire d’un Frobenius ϕ et d’une action semi-line´aire de
ΓK commutant a` celle de ϕ. Un tel module est e´tale si ϕ est de pente
0 (“unit root”). Le corps BK est isomorphe (non canoniquement) a`
l’anneau des se´ries
∑
k∈Z akT
k en l’inde´termine´e T ou` la suite ak est
une suite borne´e d’e´le´ments de F et limk→+∞ a−k = 0. L’action de ϕ
et de ΓK est assez complique´e en ge´ne´ral mais si K est non-ramifie´
(K = F ), alors on peut choisir T de telle sorte que ϕ(T ) = (1+T )p−1
et γ(T ) = (1+T )χ(γ)−1 (χ : GK → Z
∗
p est le caracte`re cyclotomique;
dans le corps du texte, T est e´gal a` un e´le´ment πK construit via la
the´orie du corps des normes et l’action de ϕ et de ΓK provient d’une
action naturelle; si K = F , on a πK = π = [ε]− 1).
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L’anneau BK est assez de´sagre´able mais il contient l’anneau B
†
K
des se´ries surconvergentes, c’est-a`-dire l’anneau des se´ries A(T ) =∑
k∈Z akT
k ou` la suite ak est une suite borne´e d’e´le´ments de F et il
existe r < 1 tel que la se´rie A(T ) converge sur une couronne non-vide
du type {z ∈ Cp, r < |z| < 1}. Le the´ore`me principal de [8] est que
tout (ϕ, ΓK)-module e´tale provient par extension des scalaires d’un
“module surconvergent”; plus pre´cise´ment on a le re´sultat suivant
The´ore`me 0.1. Si D est un (ϕ, ΓK)-module e´tale, alors l’ensemble
des sous-B†K-modules libres de type fini stables par ϕ et ΓK admet un
plus grand e´le´ment D† et on a D = BK ⊗B†
K
D†.
Le fait que l’ensemble des sous-B†K -modules libres de type fini stables
par ϕ et ΓK admet un plus grand e´le´ment est un re´sultat de Cher-
bonnier [7], et moyennant ce re´sultat, le the´ore`me est e´nonce´ dans [8]
de manie`re duale (via le foncteur D 7→ V(D)) sous la forme “toute
repre´sentation de GK est surconvergente”. Graˆce a` ce re´sultat, on va
pouvoir tensoriser au-dessus de B†K avec l’anneau de Robba B
†
rig,K
(apparaissant dans la the´orie des e´quations diffe´rentielles p-adiques),
constitue´ des se´ries A(T ) =
∑
k∈Z akT
k telles que ak ∈ F et qu’il
existe r < 1 tel que la se´rie A(T ) converge sur une couronne non-
vide du type {z ∈ Cp, r < |z| < 1} (sans condition de croissance
au voisinage de {z ∈ Cp, |z| = 1}). Ceci va nous permettre, si V
est une repre´sentation p-adique de GK , d’une part de retrouver les
invariants Dcris(V ) et Dst(V ) associe´s a` V par la the´orie de Hodge
p-adique et, d’autre part, en utilisant l’action infinite´simale de ΓK ,
d’associer a` V un module a` connexion D†rig(V ) sur l’anneau de Robba
B†rig,K . Cet article rassemble un certain nombre de re´sultats que l’on
peut obtenir via l’e´tude de ce module a` connexion: caracte´risation des
repre´sentations absolument cristallines, semi-stables, de de Rham et
Cp-admissibles et de´monstration de la conjecture de “monodromie
p-adique”.
0.2. The´orie de Hodge p-adique et (ϕ, ΓK)-modules
Soient B†log,K = B
†
rig,K [log(T )] (anneau muni des actions e´videntes
de ϕ et de ΓK),
D†rig(V ) = B
†
rig,K ⊗B†
K
D†(V ) et D†log(V ) = B
†
log,K ⊗B†
K
D†(V ).
Si V est une repre´sentation p-adique de GK , soient Dcris(V ), Dst(V )
et DdR(V ) les modules associe´s a` V par la the´orie de Hodge p-adique.
Le premier re´sultat est que l’on peut retrouver ces modules
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The´ore`me 0.2. Si V est une repre´sentation p-adique de GK , alors
Dst(V ) = (D
†
log(V )[1/t])
ΓK et Dcris(V ) = (D
†
rig(V )[1/t])
ΓK .
De plus:
1. si V est une repre´sentation semi-stable, alors
D†(V )⊗
B
†
K
B†log,K [1/t] = Dst(V )⊗F B
†
log,K [1/t]
2. si V est une repre´sentation cristalline, alors
D†(V )⊗
B
†
K
B†rig,K [1/t] = Dcris(V )⊗F B
†
rig,K [1/t]
Dans l’e´nonce´ ci-dessus le t qui apparaˆıt est un e´le´ment de B†rig,K sur
lequel ΓK agit via γ(t) = χ(γ)t et tel que ϕ(t) = pt; si K = F , on a
t = log(1 + T ).
Les modules Dcris(V ) et Dst(V ) sont naturellement munis d’un
Frobenius ϕ, d’un ope´rateur de monodromie N et d’une filtration.
Le the´ore`me pre´ce´dent permet de retrouver les actions de ϕ et N ,
mais la recette permettant de retrouver la filtration est suffisament
peu ragouˆtante pour ne pas eˆtre explicite´e dans cet article.
Un corollaire du the´ore`me 0.2 est le re´sultat suivant:
Corollaire 0.3. Si V est une repre´sentation cristalline de GF , alors
V est de hauteur finie.
Ce re´sultat avait e´te´ conjecture´ par Fontaine (voir [24,50]) et de´montre´
par Colmez de manie`re tre`s de´tourne´e (la de´monstration utilisait
deux versions [15,9] de la de´monstration de la loi de re´ciprocite´ con-
jecture´e par Perrin-Riou [38]) dans le cas d’un corps re´siduel fini. La
de´monstration donne´e dans cet article utilise a` la place le the´ore`me
ci-dessus et un re´sultat d’analyse p-adique de´montre´ par Kedlaya [32].
Signalons que Benois [3] a par ailleurs de´montre´ la loi de re´ciprocite´
de Perrin-Riou pour les repre´sentations cristallines de hauteur finie ce
qui, combine´ avec le re´sultat ci-dessus, fournit une de´monstration de
cette loi de re´ciprocite´ dans le cas ge´ne´ral, n’utilisant que la the´orie
des (ϕ, ΓK)-modules, re´alisant ainsi un programme de Fontaine.
0.3. Structures diffe´rentielles sur les (ϕ, ΓK)-modules et
monodromie p-adique
Soit γ un e´le´ment de ΓK assez proche de 1. La se´rie qui de´finit
log(γ)
log(χ(γ))
converge vers un ope´rateur diffe´rentiel ∇; si K = F on a ∇ = log(1+
T )(1 + T ) ddT . Si B
†,rn
rig,K est l’anneau des se´ries convergeant sur la
couronne {p−1/eKrn 6 |z| < 1} (ou` eK = [K∞ : F∞] et rn = (p −
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1)pn−1), alors ∇ stabilise B†,rnrig,K pour n assez grand et on dispose
de plus de morphismes injectifs ιn : B
†,rn
rig,K → Kn[[t]] qui ve´rifient
ιn ◦ ∇ = t
d
dt ◦ ιn. Soit aussi ∂ = t
−1∇; si K = F on a donc ∂ =
(1+T ) ddT , c’est une autre de´rivation de B
†
rig,K , qui est d’ailleurs une
base du B†rig,K-module de rang 1 des de´rivations de B
†
rig,K .
Ce qui pre´ce`de correspond au cas de la repre´sentation triviale
et, plus ge´ne´ralement, si V est une repre´sentation p-adique de GK
et si γ est un e´le´ment de ΓK assez proche de 1, la se´rie qui de´finit
log(γ)/ log(χ(γ)) converge vers un ope´rateur diffe´rentiel ∇V deD
†
rig(V )
au-dessus de B†rig,K muni de ∇. Plus pre´cise´ment, si n est assez
grand, ∇V stabilise le sous-module D
†,rn
rig (V ) ce qui permet d’associer
a` toute repre´sentation p-adique de GK un module diffe´rentiel sur une
couronne.
Une conse´quence presque imme´diate de 0.2 est le the´ore`me suiv-
ant:
The´ore`me 0.4. Si V est une repre´sentation p-adique, alors il existe
n tel que la restriction de V a` GK(µpn ) est semi-stable (respective-
ment cristalline) si et seulement si ∇V est une connexion unipotente
(respectivement triviale) sur D†rig(V )[1/t].
Le module diffe´rentiel D†rig(V ) est a` points singuliers re´guliers,
mais a une infinite´ de singularite´s dans la couronne; en effet la se´rie
log(1 + T ) s’annule en tous les ζ − 1, ou` ζ est une racine d’ordre
pn de 1. On n’est donc pas dans le cadre classique des e´quations
diffe´rentielles p-adiques, mais si la repre´sentation V est de de Rham,
on peut supprimer les singularite´s et retomber sur un objet classique
(voir le the´ore`me 0.5 ci-dessous).
En localisant en ζ − 1 (ou` ζ est un racine primitive d’ordre pn
de l’unite´), ce qui revient a` conside´rer l’application ιn : D
†,rn
rig (V ) →
(B+dR ⊗Qp V )
HK , on retombe sur le module diffe´rentiel conside´re´ par
Fontaine dans [25, chap. 3], ce qui permet en particulier de retrouver
le moduleDdR(V ) a` partir du noyau de cette connexion, et de montrer
que la repre´sentation V est de de Rham si et seulement si ∇V n’a que
des singularite´s apparentes en les ζ − 1. Il est donc naturel d’espe´rer
que l’on peut supprimer toutes les singularite´s simultane´ment ou,
ce qui revient au meˆme, construire un sous-objet de rang maximal,
stable par ∂V = t
−1∇V . De fait, on a le re´sultat suivant:
The´ore`me 0.5. Soit V une repre´sentation de de Rham de GK , dont
les poids de Hodge-Tate sont ne´gatifs. Alors il existe un unique sous
B†rig,K-module NdR(V ) de D
†
rig(V ), libre de rang d et stable par ∂V .
De plus, NdR(V ) est stable par ϕ et ΓK .
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Le B†rig,K-module NdR(V ) est donc muni d’une connexion et d’un
ope´rateur de Frobenius, et Andre´ a re´cemment montre´ qu’un tel mod-
ule est quasi-unipotent. Une conse´quence de ceci, allie´ au the´ore`me
0.4, est une de´monstration de la conjecture de monodromie pour les
repre´sentations p-adiques [23, 6.2]:
The´ore`me 0.6. Si V est une repre´sentation de de Rham, alors V
est potentiellement semi-stable.
Enfin, en utilisant l’application θ : B+dR → Cp, on retombe sur le
module de Sen (le K∞-espace vectoriel associe´ a` V via la the´orie de
Sen, voir [42,14,25]), la connexion devenant un ope´rateur Kn-line´aire
dont les valeurs propres sont les “poids de Hodge-Tate ge´ne´ralise´s”.
En particulier, V est Cp-admissible (ce qui e´quivaut a` V de Hodge-
Tate et tous ses poids de Hodge-Tate sont nuls) si et seulement si cet
ope´rateur est nul. On en de´duit le fait que ∇V est divisible par t, et
donc que NdR(V ) = D
†
rig(V ) est un (ϕ, ∂)-isocristal surconvergent,
avec un Frobenius e´tale. Utilisant ce fait et des techniques d’e´quations
diffe´rentielles p-adiques (plus pre´cise´ment un the´ore`me de Tsuzuki
[10,49]) on obtient une de´monstration du re´sultat suivant, duˆ a` Sen
[42], qui caracte´rise les repre´sentations Cp-admissibles:
The´ore`me 0.7. Si V est une repre´sentation p-adique de GK , alors
les deux conditions suivantes sont e´quivalentes:
1. V est Cp-admissible;
2. le sous-groupe d’inertie de GK agit sur V a` travers un quotient
fini.
Ce the´ore`me est d’ailleurs e´quivalent au the´ore`me de Tsuzuki, voir
la remarque 5.28.
0.4. Extensions de repre´sentations semi-stables
En utilisant le the´ore`me de monodromie p-adique, on peut montrer
que:
The´ore`me 0.8. 1. Toute repre´sentation ordinaire de GK est semi-
stable;
2. une repre´sentation de de Rham, qui est une extension de deux
repre´sentations semi-stables, est elle-meˆme semi-stable;
3. si V est une repre´sentation semi-stable dont les poids de Hodge-
Tate sont tous > 2, alors expV : DdR(V ) → H
1(K,V ) est un
isomorphisme.
Ces trois re´sultats e´taient connus dans le cas d’un corps re´siduel fini,
ou` on peut les de´duire de calculs de dimensions de groupes de coho-
mologie galoisienne (ce qui n’est plus possible si le corps re´siduel n’est
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pas fini). Le (1) avait e´te´ de´montre´ dans ce cas la` par Perrin-Riou
[37,38,39] comme corollaire des calculs de Bloch et Kato [5], le (2)
par Hyodo [30,36], et le (3) par Bloch et Kato.
0.5. Plan de l’article
Cet article comporte six chapitres subdivise´s en paragraphes. Le pre-
mier chapitre est consacre´ a` des rappels sur les repre´sentations p-
adiques et les anneaux de Fontaine. Dans le deuxie`me on donne
la construction des anneaux B˜†rig et B˜
†
log, qui sont fondamentaux
pour ce qui suit. On donne dans le troisie`me chapitre une applica-
tion de ces constructions: comment retrouver Dcris(V ) et Dst(V ) a`
partir du (ϕ, ΓK)-module D(V ). Le quatrie`me chapitre est consacre´
a` l’e´tude de la connexion ∇ sur l’anneau B†rig,K , ce qui permet de
de´finir dans le cinquie`me chapitre l’e´quation diffe´rentielle associe´e a`
une repre´sentation p-adique; on donne des applications a` la the´orie
de Fontaine, a` la the´orie de Sen, et aux repre´sentations de de Rham
(preuve de la conjecture de monodromie p-adique). Enfin dans le
sixie`me chapitre on donne quelques applications du the´ore`me de mon-
odromie p-adique.
Le the´ore`me 0.2 est la re´union du the´ore`me 3.6 et de la proposition
3.7. Le corollaire 0.3 est l’objet du the´ore`me 3.10, le the´ore`me 0.7 cor-
respond a` la proposition 5.22 et le the´ore`me 0.4 a` la proposition 5.6.
Le the´ore`me 0.5 et sa re´ciproque sont de´montre´s dans le paragraphe
5.4. Le the´ore`me 0.6 correspond au the´ore`me 5.19. Le premier point
de 0.8 est le corollaire 6.3, le (2) est le the´ore`me 6.2, et le (3) est le
the´ore`me 6.8. Cet article comporte deux appendices pour le rendre
plus lisible: un diagramme des anneaux de pe´riodes, et un index des
notations.
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1. Rappels et notations
Ce chapitre est entie`rement constitue´ de rappels sur la the´orie des
repre´sentations p-adiques. On se reportera a` [8,9,15,22,23,24] ou
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aussi [18] pour la de´monstration des faits qui sont rappele´s ici. Pour
ce qui est de la the´orie des e´quations diffe´rentielles p-adiques et des
isocristaux surconvergents, le lecteur pourra se reporter a` [12,13,20,
32,48,49].
La principale strate´gie (due a` Fontaine, voir par exemple [23])
pour e´tudier les repre´sentations p-adiques d’un groupe G est de cons-
truire des Qp-alge`bres topologiques B munies d’une action du groupe
G et de structures supple´mentaires de telle manie`re que si V est
une repre´sentation p-adique, alors DB(V ) = (B ⊗Qp V )
G est un
BG-module qui he´rite de ces structures, et que le foncteur qui a`
V associe DB(V ) fournisse des invariants inte´ressants de V . On dit
qu’une repre´sentation p-adique V de G est B-admissible si on a
B ⊗Qp V ≃ B
d en tant que G-modules.
1.1. Le corps E˜ et ses sous-anneaux
Soit k un corps parfait de caracte´ristique p, F le corps des fractions
de l’anneau des vecteurs de Witt sur k etK une extension finie totale-
ment ramifie´e de F . Soit F une cloˆture alge´brique de F et Cp = F̂ sa
comple´tion p-adique. On pose GK = Gal(K/K), c’est aussi le groupe
des automorphismes continus K-line´aires de Cp. Le corps Cp est un
corps complet alge´briquement clos de corps re´siduel OCp/mCp = k.
On pose aussi Kn = K(µpn) et K∞ est de´fini comme e´tant la re´union
des Kn. Soit HK le noyau du caracte`re cyclotomique χ : GK → Z
∗
p
et ΓK = GK/HK le groupe de Galois de K∞/K qui s’identifie via le
caracte`re cyclotomique a` un sous groupe ouvert de Z∗p. Soient
1
E˜ = lim←− x 7→x
pCp = {(x
(0), x(1), · · · ) | (x(i+1))p = x(i)}
et E˜+ l’ensemble des x ∈ E˜ tels que x(0) ∈ OCp . Si x = (x
(i)) et
y = (y(i)) sont deux e´le´ments de E˜, alors on de´finit leur somme x+ y
et leur produit xy par:
(x+ y)(i) = lim
j→∞
(x(i+j) + y(i+j))p
j
et (xy)(i) = x(i)y(i)
ce qui fait de E˜ un corps de caracte´ristique p dont on peut montrer
qu’il est alge´briquement clos. Si x = (x(n))n>0 ∈ E˜ soit vE(x) =
vp(x
(0)). C’est une valuation sur E˜ pour laquelle celui-ci est complet;
l’anneau des entiers de E˜ est E˜+ et l’ide´al maximal est m
E˜
= {x ∈
1 Le lecteur est invite´ a` consulter l’appendice “Diagramme des anneaux de
pe´riodes” tout au long de la lecture de ces constructions.
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E˜, vE(x) > 0}. Soit A˜
+ l’anneau W (E˜+) des vecteurs de Witt a`
coefficients dans E˜+ et
B˜+ = A˜+[1/p] = {
∑
k≫−∞
pk[xk], xk ∈ E˜
+}
ou` [x] ∈ A˜+ est le rele`vement de Teichmu¨ller de x ∈ E˜+. Cet anneau
est muni d’un morphisme d’anneaux θ : B˜+ → Cp de´fini de la manie`re
suivante:
θ
∑
k>0
pk[xk]
 =∑
k>0
pkx
(0)
k
Soient ε = (ε(i)) ∈ E˜+ avec ε(0) = 1 et ε(1) 6= 1, π = [ε] − 1,
πn = [ε
p−n ] − 1, ω = π/π1 et q = ϕ(ω) = ϕ(π)/π. Alors ker(θ) est
l’ide´al principal engendre´ par ω. De meˆme soit p˜ = (p(n)) ∈ E˜+ avec
p(0) = p, alors ker(θ) est aussi engendre´ par [p˜]− p.
Remarquons que ε est un e´le´ment de E˜+ tel que vE(ε−1) = p/(p−
1). On pose EF = k((ε − 1)) et on de´finit E comme e´tant la cloˆture
se´parable de EF dans E˜ ainsi que E
+ = E ∩ E˜+ et mE = E ∩ mE˜
l’anneau des entiers et l’ide´al maximal de E. Remarquons que, par
de´finition, E est se´parablement clos, et que l’on retrouve E˜ a` partir
de E en prenant le comple´te´ de sa cloˆture radicielle. On renvoie a` [9,
p. 243] pour une application de la the´orie du corps de normes [52]
a` la construction d’une application ιK : lim←−OKn → E˜
+ de la limite
projective des OKn relativement aux applications normes dans E˜
+
dont la principale proprie´te´ est la suivante:
Proposition 1.1. L’application ιK induit une bijection de lim←−OKn
sur l’anneau des entiers E+K de EK = E
HK .
On remarquera que la proposition ci-dessus est e´nonce´e dans [9,
I.1.1] avec la restriction supple´mentaire que K/Qp est finie mais ceci
n’est pas ne´cessaire (en revanche il est important que K/F soit finie).
De plus on peut montrer de la meˆme manie`re que EK est une
extension finie se´parable de EF de degre´ eK = [K∞ : F∞] et de
groupe de Galois HF/HK (si K/F est galoisienne), et que le groupe
de Galois Gal(E/EK) s’identifie a` HK . Enfin E
+
K est un anneau de
valuation discre`te de la forme k[[πK ]] ou` πK = ιK(̟K) est l’image
d’une suite ̟K d’uniformisantes compatibles pour les normes des
OKn .
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1.2. L’anneau BdR et ses sous-anneaux
L’anneau B+dR est de´fini comme e´tant le comple´te´ pour la topologie
ker(θ)-adique de B˜+ (on remarquera que A˜+ est complet pour cette
topologie):
B+dR = lim←− n>0B˜
+/(ker(θ)n)
c’est un anneau de valuation discre`te, d’ide´al maximal ker(θ); la se´rie
qui de´finit log([ε]) converge dans B+dR vers un e´le´ment t, qui est un
ge´ne´rateur de l’ide´al maximal, ce qui fait que BdR = B
+
dR[1/t] est
un corps, muni d’une action de GF et d’une filtration de´finie par
Fili(BdR) = t
iB+dR pour i ∈ Z.
On dit qu’une repre´sentation V de GK est de de Rham si elle
est BdR-admissible ce qui e´quivaut a` ce que le K-espace vectoriel
DdR(V ) = (BdR ⊗Qp V )
GK est de dimension d = dimQp(V ).
L’anneau B+max est de´fini comme e´tant
B+max = {
∑
n>0
an
ωn
pn
ou` an ∈ B˜
+ est une suite qui tend vers 0}
et Bmax = B
+
max[1/t]. On peut d’ailleurs remplacer ω par n’importe
quel ge´ne´rateur de ker(θ), par exemple [p˜]− p. Cet anneau se plonge
canoniquement dans BdR (les se´ries de´finissant ses e´le´ments conver-
gent dans BdR) et en particulier il est muni de l’action de Galois et
de la filtration induites par celles de BdR, ainsi que d’un Frobenius
ϕ, qui e´tend l’application ϕ : A˜+ → A˜+ de´duite de x 7→ xp dans
E˜+. On remarquera que ϕ ne se prolonge pas par continuite´ a` BdR.
On pose B˜+rig = ∩
+∞
n=0ϕ
n(B+max) (on remarquera que l’anneau B˜
+
rig est
l’anneau B+cont de [15]). La notation s’explique par le fait que l’on a
[4] un isomorphisme: B˜+rig = H
0
rig(OF /F ).
On dit qu’une repre´sentation V de GK est cristalline si elle est
Bmax-admissible ou, ce qui revient au meˆme, B˜
+
rig[1/t]-admissible
(les pe´riodes des repre´sentations cristallines vivent dans des sous F -
espaces vectoriels de dimension finie, stables par ϕ, de Bmax, et donc
en fait dans l’anneau ∩+∞n=0ϕ
n(B+max)[1/t]); ceci e´quivaut a` ce que le
F -espace vectoriel
Dcris(V ) = (Bmax ⊗Qp V )
GK = (B˜+rig[1/t]⊗Qp V )
GK
est de dimension d = dimQp(V ). Alors Dcris(V ) est muni d’un Frobe-
nius et d’une filtration induits par ceux deBmax, et (BdR⊗QpV )
GK =
DdR(V ) = K⊗F Dcris(V ) ce qui fait qu’une repre´sentation cristalline
est aussi de de Rham.
Repre´sentations p-adiques et e´quations diffe´rentielles 11
La se´rie qui de´finit log(π(0)) + log([π]/π(0)) (apre`s avoir choisi
log(p) et ou` π = ε − 1) converge dans B+dR vers un e´le´ment log[π]
qui est transcendant sur FracB+max et on pose Bst = Bmax[log[π]]
et B˜+log = B˜
+
rig[log[π]]. On dit qu’une repre´sentation V est semi-
stable si elle est Bst-admissible ou, ce qui revient au meˆme, B˜
+
log[1/t]-
admissible (meˆme raison que ci-dessus); ceci e´quivaut a` ce que le
F -espace vectoriel
Dst(V ) = (Bst ⊗Qp V )
GK = (B˜+log[1/t] ⊗Qp V )
GK
est de dimension d = dimQp(V ). La de´finition de Bst donne´e ci-
dessus est le´ge`rement diffe´rente de celle de Fontaine, mais le fonc-
teur Dst est le-meˆme. Alors Dst(V ) est muni d’un Frobenius, d’une
filtration et d’un ope´rateur de monodromie N = −d/d log[π] qui
ve´rifie Nϕ = pϕN (voir [47] pour une justification du signe “−”), et
(BdR⊗Qp V )
GK = DdR(V ) = K⊗F Dst(V ). De plus V est cristalline
si et seulement si elle est semi-stable et N = 0 sur Dst(V ). On utilis-
era aussi le F -espace vectoriel D+st(V ) = (B˜
+
log ⊗Qp V )
GK .
1.3. L’anneau B˜ et ses sous-anneaux
Soit A˜ l’anneau des vecteurs de Witt a` coefficients dans E˜ et B˜ =
A˜[1/p]. Soit AF le comple´te´ de OF [π, π
−1] dans A˜+ pour la topologie
de celui-ci, c’est aussi le comple´te´ p-adique de OF [[π]][π
−1]. C’est un
anneau de valuation discre`te complet dont le corps re´siduel est EF .
SoitB le comple´te´ pour la topologie p-adique de l’extension maximale
non ramifie´e de BF = AF [1/p] dans B˜. On de´finit alors A = B ∩ A˜
et A+ = A ∩ A˜+. Ces anneaux sont munis d’une action de Galois
et d’un Frobenius de´duits de ceux de E˜. On pose AK = A
HK et
BK = AK [1/p]. Quand K = F les deux de´finitions co¨ıncident.
Si V est une repre´sentation p-adique de GK soit D(V ) = (B⊗Qp
V )HK . On sait [24] queD(V ) est unBK -espace vectoriel de dimension
d = dim(V ) muni d’un Frobenius et d’une action re´siduelle de ΓK
qui commutent (c’est un (ϕ, ΓK) module) et que l’on peut re´cupe´rer
V graˆce a` la formule V = (D(V )⊗BK B)
ϕ=1.
Le corps B est une extension totalement ramifie´e (l’extension
re´siduelle est purement inse´parable (elle est “radicielle”)) de degre´
p de ϕ(B). Le Frobenius ϕ : B→ B est injectif, mais n’est donc pas
surjectif, et il est utile d’en de´finir un inverse a` gauche par la formule:
ψ(x) = ϕ−1(p−1TrB/ϕ(B)(x)).
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Tout e´le´ment x ∈ B˜ peut s’e´crire de manie`re unique sous la forme
x =
∑
k≫−∞ p
k[xk] ou` les xk sont des e´le´ments de E˜. Si r > 0, on
pose:
B˜†,r = {x ∈ B˜, lim
k→+∞
vE(xk) +
pr
p− 1
k = +∞}
Si r ∈ R on de´finit n(r) comme e´tant le plus petit entier n tel que
r 6 rn = p
n−1(p − 1). La se´rie
∑
k≫−∞ p
k[xk] converge dans BdR si
et seulement si la se´rie
∑
k≫−∞ p
kx
(0)
k converge dans Cp (voir [16,
II.25], et la construction qui pre´ce`de 2.11). On en de´duit notamment
pour n entier tel que pn−1(p − 1) > r une application injective (on
montrera cela et plus en 2.11, 2.25) ιn = ϕ
−n : B˜†,r → B+dR qui envoie∑
k≫−∞ p
k[xk] sur la somme de la se´rie
∑
k≫−∞ p
k[xp
−n
k ] dans B
+
dR.
Soient B†,r = B ∩ B˜†,r, B˜† = ∪r>0B˜
†,r et B† = ∪r>0B
†,r. Enfin A˜†,r
est l’ensemble des x ∈ B˜†,r ∩ A˜ tels qu’en plus, vE(xk) +
pr
p−1k > 0
pour tout k > 0, A†,r = A˜†,r ∩A, et A† = A˜† ∩A ou` A˜† = B˜† ∩ A˜.
On pose B†,rK = (B
†,r)HK , A†,rK = (A
†,r)HK , B˜†,rK = (B˜
†,r)HK et
A˜†,rK = (A˜
†,r)HK (en ge´ne´ral, si R est un anneau muni d’une action
de HK , on pose RK = R
HK ).
Pour situer ces anneaux, le lecteur est invite´ a` se reporter au
diagramme des anneaux de pe´riodes qui se trouve en appendice.
Remarque 1.2. La notation adopte´e ici diffe`re un peu de celle de [8,
9]. Ce que nous appelons B˜†,r (repectivement B˜†,rn) y est note´ B˜†
r−
(respectivement B˜†,n).
On dit qu’une repre´sentation p-adique V est surconvergente si
D(V ) posse`de une base sur BK constitue´e d’e´le´ments de D
†(V ) =
(B† ⊗Qp V )
HK . Rappelons le re´sultat principal [8,9] a` ce sujet:
The´ore`me 1.3. Toute repre´sentation V de GK est surconvergente,
c’est-a`-dire qu’il existe r(V ) tel que D(V ) = BK ⊗B†,r(V )
K
D†,r(V )(V ).
On a d’autre part une description assez pre´cise des anneaux B†,rK ,
comme le montre la proposition suivante:
Proposition 1.4. Il existe n(K) ∈ N et πK ∈ A
†,rn(K)
K dont l’image
modulo p est une uniformisante πK de EK . Si r > rn(K), alors
tout e´le´ment x ∈ B†,rK peut s’e´crire x =
∑
k∈Z akπ
k
K ou` ak ∈ F
et ou` la se´rie
∑
k∈Z akT
k est holomorphe et borne´e sur la couronne
{p−1/eKr 6 |T | < 1}.
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2. Les anneaux B˜
†
rig et B˜
†
log
Soit α < 1 et BαF l’ensemble des se´ries
∑
k∈Z akX
k avec ak ∈ F une
suite borne´e telle que tout ρ ∈ [α; 1[, on ait limk→±∞ |ak|ρ
k = 0,
et BF = ∪α<1B
α
F . Les rappels du chapitre pre´ce´dent montrent que
l’application f 7→ f(πK) de BF dans B
†
K est un isomorphisme.
Soit HαF l’ensemble des se´ries
∑
k∈Z akX
k avec ak ∈ F et telles
que tout ρ ∈ [α; 1[, on ait limk→±∞ |ak|ρ
k = 0. Alors HF = ∪α<1H
α
F
est l’anneau de Robba a` coefficients dans F dont il a e´te´ question
dans l’introduction:
HF = ∪r>0 ∩s>r OF
{
p
T r
,
T s
p
}[
1
p
]
.
Afin de faire le lien entre repre´sentations p-adiques et e´quations diffe´rentielles,
on “de´finit” donc un anneau B˜†rig ⊃ B˜
† tel que (B˜†rig)
HK contienne
HF (πK):
B˜†rig = ∪r>0 ∩s>r A˜
+
{
p
[πr]
,
[πs]
p
}[
1
p
]
.
Cet anneau contient B˜†, et aussi B˜+rig: il va donc servir comme in-
terme´diaire entre les (ϕ, ΓK)-modules et la the´orie de Hodge p-adique.
Il y a un certain nombre de choses techniques a` de´montrer pour
ve´rifier que sa de´finition a bien un sens (les trois premiers paragraphe
de ce chapitre), et le lecteur est invite´ a` ne les consulter qu’en cas de
besoin.
2.1. Les anneaux A˜I
Dans tout ce chapitre, r et s sont deux e´le´ments de N[1/p] ∪ {+∞}
tels que r 6 s. Rappelons que pour n > 0 on a pose´ rn = (p−1)p
n−1.
Dans toute la suite, on notera [x]r pour [xr], meˆme si r n’est pas
entier. On convient que p/[π]+∞ = 1/[π] et que [π]+∞/p = 0. Soient
A˜[r;s] = A˜
+{
p
[π]r
,
[π]s
p
}
: = A˜+{X,Y }/([π]rX − p, pY − [π]s,XY − [π]s−r)
et B˜[r;s] = A˜[r;s][1/p]
ou`, si A est un anneau complet pour la topologie p-adique, A{X,Y }
de´note la comple´tion p-adique de A[X,Y ] c’est-a` dire que A{X,Y } =
{
∑
i,j>0 aijX
iY j} ou` aij est une suite qui tend vers 0 selon le filtre
des comple´mentaires des parties finies.
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Lemme 2.1. Soit A = A˜+{X,Y } et I = ([π]rX−p, pY − [π]s,XY −
[π]s−r). Alors
1. I ∩ pnA = pnI;
2. I est ferme´ dans A pour la topologie p-adique.
Preuve. Le (2) suit du (1) puisque I est complet pour la topolo-
gie p-adique et que le (1) montre qu’une suite d’e´le´ments de I qui
tend vers 0 dans A tend vers 0 dans I. Montrons donc le (1). Soit
f(X,Y ) =
∑
i,j>0 aijX
iY j, f(X,Y ) ∈ pnA ce qui revient a` dire que
pn|aij . Quitte a` modifier f par des e´le´ments de p
n(XY −[π]s−r) ⊂ pnI
on peut supposer que f(X,Y ) =
∑
i aiX
i +
∑
j bjY
j ou` pn divise ai
et bj . Si f(X,Y ) ∈ I c’est que l’on peut e´crire
f(X,Y ) = a(X,Y )([π]rX − p)
+ b(X,Y )(pY − [π]s) + c(X,Y )(XY − [π]s−r)
et les relations
Y ([π]rX − p) = [π]r(XY − [π]s−r)− (pY − [π]s) et
X(pY − [π]s) = p(XY − [π]s−r)− ([π]rX − p)[π]s−r
montrent que quitte a` modifier c(X,Y ) on peut supposer que a(X,Y ) =
a(X, 0) et b(X,Y ) = b(0, Y ). On voit alors que c(X,Y ) = 0 et donc
finalement que f(X,Y ) = a(X)([π]rX − p) + b(Y )(pY − [π]s). Mon-
trons que a(X) ∈ pnA (la preuve pour b(Y ) est la meˆme). Posons
a(X) =
∑
i ciX
i. On a alors a0 = −pc0 et ai = [π]
rci−1 − pci ce qui
fait si i > 0 et 0 6 j 6 n − 1, alors pn divise ci+j [π]
r − pci+j+1 et
donc aussi
∑n−1
j=0 [π]
r(n−1−j)pj(ci+j [π]
r − pci+j+1) = [π]
rnci − p
nci+n
et donc pn divise ci dans A˜
+. ⊓⊔
Corollaire 2.2. L’anneau A˜[r;s] est se´pare´ pour la topologie p-adique
(il est clairement complet). De plus on a une application naturelle
surjective A˜[r;s] dans le comple´te´ p-adique de A˜
+[p/[π]r, [π]s/p] dont
le noyau est l’image de l’adhe´rence de I dans A˜[r;s] et donc nul, ce qui
fait que A˜[r;s] s’identifie aussi au comple´te´ p-adique de A˜
+[p/[π]r, [π]s/p].
Lemme 2.3. Tout e´le´ment de A˜[r;s] peut s’e´crire de la manie`re suiv-
ante: ∑
k>0
(
p
[π]r
)k
ak +
∑
k>0
(
[π]s
p
)k
bk
avec (ak), (bk) deux suites de A˜
+ qui convergent vers 0 (cette e´criture
est bien suˆr non-unique).
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Preuve. C’est une conse´quence imme´diate de la de´finition. On se con-
tentera de remarquer que
(
p
[π]r
)k
·
(
[π]s
p
)ℓ
=
[π]
k(s−r)
(
[π]s
p
)ℓ−k
si k 6 ℓ
[π]ℓ(s−r)
(
p
[π]r
)k−ℓ
si k > ℓ
⊓⊔
Lemme 2.4. Si ρ et σ sont deux e´le´ments de E˜+ qui ve´rifient vE(ρ) =
pr/(p− 1) et vE(σ) = ps/(p − 1), alors A˜[r;s] = A˜
+{p/[ρ], [σ]/p}.
Preuve. C’est e´vident. ⊓⊔
Remarquons que si on a r1 6 r2 6 s2 6 s1, alors il y a une
inclusion (les deux anneaux en pre´sence sont inte`gres et ont meˆme
corps des fractions):
A˜+[
p
[π]r1
,
[π]s1
p
] →֒ A˜+[
p
[π]r2
,
[π]s2
p
]
Lemme 2.5. Cette inclusion se prolonge en un morphisme A˜[r1;s1] →
A˜[r2;s2] qui est toujours injectif.
Preuve. Le morphisme du haut se factorise en A˜[r1;s1] → A˜[r1;s2] →
A˜[r2;s2] et on peut donc supposer r1 = r2 ou s1 = s2. Supposons par
exemple r1 = r2 = r (l’autre cas se traite de la meˆme manie`re). Alors
il suffit de montrer que le morphisme compose´ A˜[r;s1] → A˜[r;s2] →
A˜[r;r] est injectif (tout ceci pour simplifier la notation). On va donc
montrer que si s > r, alors A˜[r;s] → A˜[r;r] est injectif. Soient α = [α]
et β = [β] avec α, β ∈ E˜ tels que vE(α) = r et vE(β) = s− r de telle
sorte que
A˜[r;s] = A˜{X,Y }/(αX − p, pY − αβ,XY − β) et
A˜[r;r] = A˜{X,Y }/(αX − p, pY − α,XY − 1).
Le fait que l’application naturelle f(X,Y ) 7→ f(X,βY ) du premier
anneau dans le second est injective est e´quivalent au fait que si
f(X,βY ) ∈ (αX − p, pY − α,XY − 1), alors f(X,βY ) appartient
a` l’ide´al de A˜{X,βY } engendre´ par (αX − p, pY β − αβ,XY β − β),
ce que nous allons maintenant de´montrer.
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Commen¸cons par remarquer que quitte a` modifier f(X,Y ) par des
e´le´ments de l’ide´al (αX − p, pY − α,XY − 1) on peut supposer (en
remplac¸ant XY par 1) que
f(X,βY ) =
+∞∑
i=0
γiX
i +
+∞∑
j=1
δjβ
jY j .
Supposons que l’on ait
f(X,βY ) = a(X,Y )(αX − p) + b(X,Y )(pY − α) + c(X,Y )(XY − 1).
Les relations
Y (αX − p) = α(XY − 1)− (pY − α) et
X(pY − α) = p(XY − 1)− (αX − p)
montrent que l’on peut supposer, quitte a` modifier c(X,Y ), que
a(X,Y ) = a(X, 0) := a(X) et b(X,Y ) = b(0, Y ) := b(Y ). Comme
f(X,βY ) ne contient pas de terme enXY c’est alors que c(X,Y ) = 0.
On a donc montre´ que f(X,βY ) = a(X)(αX − p) + b(Y )(pY − α).
Posons b(Y ) =
∑+∞
j=0 bjY
j . Pour terminer la de´monstration il faut
montrer que bj est un multiple de β
j+1. Un calcul facile montre que
si j > 1, alors δjβ
j = (pbj−1−αbj) ce qui fait que β
j divise pbj−1−αbj
dans A˜+ et donc que βj+1 divise
∑n
k=0 p
n−kαk(pbj+k − αbj+k+1) =
pn+1bj − α
n+1bj+n+1. Reste a` choisir n assez grand pour que β
j+1
divise αn+1 ce qui montre alors que βj+1 divise bj . ⊓⊔
On utilise ces injections pour de´finir, si I est un intervalle de
R ∪ {+∞}: B˜I = ∩[r;s]⊂I∩RB˜[r;s].
Soient I ⊂ J deux intervalles ferme´s, ce qui fait que B˜J ⊂ B˜I , on
de´finit une valuation p-adique VI sur B˜J en de´cidant que VI(x) = 0
si et seulement si x ∈ A˜I − pA˜I et que l’image de VI est Z. Par
de´finition B˜I muni de VI est un espace de Banach p-adique. De plus
le comple´te´ de B˜J pour VI s’identifie a B˜I .
Remarque 2.6. Comme A˜I est un anneau on a notamment VI(xy) >
VI(x) + VI(y).
Le but de cette partie est de de´gager quelques proprie´te´s de ces
anneaux. Commenc¸ons par remarquer que le groupe de Galois GF
agit sur A˜+ et que cette action s’e´tend a` l’anneau A˜+[p/[π]r, [π]s/p]
et le stabilise, ce qui fait que l’action de GF s’e´tend par continuite´
a` une action par isome´tries sur son comple´te´ p-adique et par suite a`
tous les A˜I et B˜I .
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De meˆme le Frobenius ϕ s’e´tend en un morphisme
ϕ : A˜+[
p
[π]r
,
[π]s
p
]→ A˜+[
p
[π]pr
,
[π]ps
p
]
et se prolonge donc en une application de A˜I dans A˜pI pour tout I.
Lemme 2.7. Si I ⊂ [r; +∞], alors B˜†,r ⊂ B˜I et si x ∈ B˜
†,r s’e´crit
x =
∑
k≫0 p
k[xk], alors la valuation
WI(x) = inf
α∈I
inf
k∈Z
k +
p− 1
pα
vE(xk)
ve´rifie VI(x) = ⌊WI(x)⌋ ou` ⌊a⌋ est le plus grand entier 6 a.
Preuve. Le premier point suit de la de´finition et de plus si x ∈ B˜†,r
ve´rifie WI(x) > 0, alors la somme qui le de´finit converge dans A˜I
ce qui fait que VI(x) > 0. Reste a` montrer que si x ∈ A˜I , alors
WI(x) > 0. Comme A˜I est le comple´te´ p-adique de A˜
+[p/[π]r, [π]s/p]
il suffit de montrer que WI(x) > 0 si x ∈ A˜
+, si x = p/[π]r et si
x = [π]s/p ce qui est clair. Comme WI(p) = 1 on en de´duit que
⌊WI(·)⌋ est une valuation p-adique dont l’image est Z et telle que
WI(x) > 0 si et seulement si x ∈ A˜I ce qui fait que VI(x) = ⌊WI(x)⌋.
⊓⊔
Exemple 2.8. Beaucoup de ces anneaux sont de´ja` connus:
1. A˜[0;r0] = A
+
max et B˜[0;r0] = B
+
max;
2. B˜+rig = B˜[0;+∞[;
3. A˜+ = A˜[0;+∞] et B˜
+ = B˜[0;+∞];
4. A˜ = A˜[+∞;+∞] et B˜ = B˜[+∞;+∞];
5. A˜†,r = A˜[r;+∞] et B˜
†,r = B˜[r;+∞].
Preuve. Le (2) est une conse´quence du (1) et du fait que par de´finition,
B˜+rig = ∩
+∞
n=0ϕ
n(B+max). Les (3) et (4) sont e´vidents, et le (5) est con-
tenu dans [8, remarque II.1.3]. Reste a` montrer le (1) qui suit du fait
que par de´finition A+max = A˜
+{[p˜]/p − 1} et A˜[0;r0] = A˜
+{[p˜]/p} (et
A{X} = A{X − 1} puisque A[X] = A[X − 1]). ⊓⊔
Lemme 2.9. On a A˜[r;s]/(p) = E˜
+[X,πs−rX−1]/(πs, πrX). Notam-
ment si r = s, alors A˜[r;r]/(p) = E˜
+/(πr)[X,X−1].
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Preuve. Soit A = A˜+{X,Y } et I = (XY −[π]s−r, p−X[π]r, [π]s−pY )
de telle sorte que A˜[r;s] s’identifie a` A/I et donc que A˜[r;s]/(p) =
(A/I)/(p). On a une suite exacte 0 → I → A → A/I → 0 et la
multiplication par p induit un diagramme:
0 −−−→ I −−−→ A −−−→ A/I −−−→ 0
p
y py py
0 −−−→ I −−−→ A −−−→ A/I −−−→ 0y y y
I/p −−−→ A/p −−−→ (A/I)/p −−−→ 0
et comme A/I est sans p-torsion, le lemme du serpent montre que
(A/I)/p s’identifie au quotient du A/p par l’image de I dans ce
dernier. Dans notre situation on a A/p = E˜+[X,Y ] et l’image de
I s’identifie a` (XY − πs−r,−Xπr, πs) d’ou` le lemme. ⊓⊔
Remarque 2.10. Attention au fait que dans le lemme pre´ce´dent, (πs, πrX)
est l’ide´al de l’anneau E˜+[X,πs−rX−1] engendre´ par πs et πrX.
2.2. Plongement des A˜I dans B
+
dR
On va maintenant de´finir des morphismes de A˜[r;s] dans B
+
dR. On va
montrer que si rn ∈ I, alors l’application ϕ
−n re´alise une injection de
B˜I dans B
+
dR. Pour cela, soit Jn = [rn; rn] avec n > 0. Si x ∈ A˜J0 ,
alors on peut e´crire
x =
∑
k>0
ak
(
p
[p˜]
)k
+
∑
j>0
bj
(
[p˜]
p
)j
=
∑
k>0
ak
[(
p
[p˜]
− 1
)
+ 1
]k
+
∑
j>0
bj
[(
[p˜]
p
− 1
)
+ 1
]j
=
∑
ℓ>0
(
p
[p˜]
− 1
)ℓ∑
k>ℓ
(
k
ℓ
)
ak +
∑
m>0
(
[p˜]
p
− 1
)m ∑
j>m
(
j
m
)
bj
et comme les aj et bk tendent vers 0, les se´ries∑
k>ℓ
(
k
ℓ
)
ak et
∑
j>m
(
j
m
)
bj
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convergent dans A˜+ et la se´rie du haut est donc convergente pour la
topologie ker(θ)-adique et converge dans B+dR vers un e´le´ment ι0(x) ∈
B+dR.
Proposition 2.11. L’application x 7→ ι0(x) est un morphisme in-
jectif de A˜J0 dans B
+
dR et si r0 ∈ I, alors le noyau du morphisme
compose´ θ ◦ ι0 : A˜I → Cp est ker(θ ◦ ι0 : A˜I → Cp) = ([p˜]/p− 1)A˜I .
Preuve. Montrons tout d’abord que ker(θ ◦ ι0 : A˜I → Cp) ⊂ ([p˜]/p−
1)A˜I . Soit donc I = [rr0; sr0] avec r 6 1 6 s et x ∈ A˜I tel que
θ ◦ ι0(x) = 0. On peut e´crire
x =
∑
k>0
ak
(
p
[p˜]r
)k
+
∑
j>0
bj
(
[p˜]s
p
)j
=
∑
ℓ>0
(
p
[p˜]r
− [p˜1−r]
)ℓ∑
k>ℓ
(
k
ℓ
)
[p˜1−r]k−ℓak
+
∑
m>0
(
[p˜]s
p
− [p˜s−1]
)m ∑
j>m
(
j
m
)
[p˜s−1]j−mbj
=
∑
ℓ>1
(
p
[p˜]r
− [p˜1−r]
)ℓ∑
k>ℓ
(
k
ℓ
)
[p˜1−r]k−ℓak
+
∑
m>1
(
[p˜]s
p
− [p˜s−1]
)m ∑
j>m
(
j
m
)
[p˜s−1]j−mbj
+
∑
k>0
(ak[p˜
1−r]k + bk[p˜
s−1]k).
les deux premiers termes e´tant des se´ries convergeant dans B+dR (ne
pas oublier que ak → 0 et bj → 0) et dont la somme est dans le
noyau de θ ◦ ι0, et le troisie`me terme e´tant un e´le´ment de A˜
+ (meˆme
argument pour la convergence) qui est annule´ par θ et qui s’e´crit donc
([p˜]− p)y avec y ∈ A˜+. Montrons que
x−
∑
k>0
(ak[p˜
1−r]k + bk[p˜
s−1]k) = ([p˜]/p− 1)z
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avec z ∈ A˜I . On a
x−
∑
ℓ>0
(aℓ[p˜
1−r]ℓ + bℓ[p˜
s−1]ℓ) =
∑
ℓ>1
aℓ
((
p
[p˜]r
)ℓ
− [p˜1−r]ℓ
)
+
∑
ℓ>1
bℓ
((
[p˜]s
p
)ℓ
− [p˜s−1]ℓ
)
=
(
[p˜]− p
p
)(
−
∑
k>1
(
p
[p˜]r
)k∑
ℓ>k
aℓ[p˜
1−r]ℓ−k
+ [p˜s−1]
∑
j>0
(
[p˜s]
p
)j ∑
ℓ>j+1
bℓ[p˜
s−1]ℓ−j−1
)
comme le montre un petit calcul, ce qui montre l’assertion quant au
noyau de θ ◦ ι0 sur A˜I .
Enfin montrons que ι0 est injectif. Si ι0(x) = 0 avec x ∈ A˜J0 ,
alors θ ◦ ι0(x) = 0 et donc x est divisible par [p˜]/p − 1. Comme ι0
est un morphisme d’anneau et que B+dR est inte`gre, c’est que x =
([p˜]/p − 1)x1 avec ι0(x1) = 0 et x1 ∈ A˜J0 . En ite´rant ce proce´de´ on
en de´duit que x ∈ ∩+∞n=0([p˜]/p − 1)
nA˜J0 . Reste donc a` montrer que
∩+∞n=0([p˜]/p− 1)
nA˜J0 = 0. L’image de cette intersection dans A˜J0/(p)
s’identifie a` ∩+∞n=0(X−1)
nE˜+/(p˜)[X,X−1] qui est nulle. On en de´duit
qu’un e´le´ment de l’intersection ∩+∞n=0([p˜]/p − 1)
nA˜J0 est infiniment
divisible par p et donc nul. ⊓⊔
Proposition 2.12. Si x ∈ A˜Jn on pose ιn(x) = ι0(ϕ
−n(x)). L’application
x 7→ ιn(x) est un morphisme injectif de A˜Jn dans B
+
dR et si rn ∈ I,
alors le noyau du morphisme compose´ θ◦ιn : A˜I → Cp est ker(θ◦ιn :
A˜I → Cp) = ([p˜
pn ]/p− 1)A˜I .
Preuve. C’est une conse´quence imme´diate de la proposition pre´ce´dente,
e´tant donne´ que l’application ϕ−n : A˜Jn → A˜J0 est une bijection, et
que ϕ−n([p˜p
n
]/p − 1) = [p˜]/p− 1. ⊓⊔
Corollaire 2.13. Si rn ∈ I, alors ιn re´alise une injection de A˜I et
B˜I dans B
+
dR.
Remarque 2.14. Le noyau de θ ◦ ιn : B˜I → Cp est ker(θ ◦ ιn) =
ϕn−1(q)B˜I . En effet, ([p˜
pn ]−p) = ϕn([p˜]−p), ϕn−1(q) = ϕn(ω) et on
sait que [p˜]− p et ω engendrent le meˆme ide´al de A˜+.
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Lemme 2.15. Les inclusions naturelles de A+max et A˜
†,r0 dans A˜J0
induisent une suite exacte 0→ A˜+ → A+max ⊕ A˜
†,r0 → A˜J0 → 0.
Preuve. La fle`che est A+max ⊕ A˜
†,r0 → A˜J0 est surjective car il suffit
de de´composer une e´criture d’un e´le´ment de A˜J0 en deux. Ensuite
A˜+ est contenu dans l’intersection de A+max et de A˜
†,r0 et il reste
donc a` montrer que l’inclusion
A˜+ → A˜†,r0 ∩A+max
est aussi une surjection. On va d’abord montrer que c’est vrai modulo
pA˜J0 (on remarquera que modulo p la fle`che n’est plus injective). Rap-
pelons que les anneaux A+max et A˜
†,r0 s’identifient a` A˜+{X}/(pX −
[p˜]) et a` A˜+{Y }/([p˜]Y−p) et que A˜J0/(p) = E˜
+/(p˜)[X,X−1]. L’image
de A˜†,r0 dans cet anneau s’identifie a` E˜+/(p˜)[1/X] et celle de A+max
a` E˜+/(p˜)[X] ce qui fait que l’image de leur intersection (qui est un
sous-ensemble de l’intersection de leurs images) est un sous-anneau
de E˜+/(p˜) et donc que la fle`che A˜+ → A˜†,r0 ∩ A+max est surjective
modulo pA˜J0 . Si l’on prend x dans A˜
†,r0∩A+max il existe donc y ∈ A˜
+
tel que x − y ∈ pA˜J0 . Cela veut dire que x − y ∈ pA
+
max d’une part
et ∈ pA˜†,r0 + [p˜]A˜+ d’autre part (il suffit d’appliquer le lemme 2.9 a`
tous ces anneaux). Comme p divise [p˜] dans A+max il existe z ∈ [p˜]A˜
+
tel que x− y− z ∈ p(A˜†,r0 ∩A+max). On conclut en ite´rant ce proce´de´
(comme A˜+ est complet pour la topologie p-adique). ⊓⊔
2.3. L’anneau B˜†rig
Dans ce paragraphe on introduit l’anneau B˜†rig.
De´finition 2.16. Les anneaux B˜†,rrig et B˜
†
rig sont de´finis par B˜
†,r
rig =
B˜[r;+∞[ et B˜
†
rig = ∪r>0B˜
†,r
rig. On munit B˜
†,r
rig de la topologie de Fre´chet
de´finie par l’ensemble des VI ou` I parcourt l’ensemble des intervalles
ferme´s de [r; +∞[. On de´finit aussi A˜†,rrig comme e´tant l’anneau des
entiers de B˜†,rrig pour la valuation V[r;r].
Proposition 2.17. On a ker(θ ◦ ιn : B˜
†,rn
rig → Cp) = ϕ
n−1(q)B˜†,rnrig .
Preuve. E´tant donne´e la remarque 2.14 il suffit de montrer que ker(θ◦
ιn : B˜I → Cp) = ([p˜
pn ]/p − 1)B˜I pour tout I ⊂ [rn; +∞[ ce qui suit
de 2.12. ⊓⊔
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Lemme 2.18. On a une suite exacte
0→ B˜+ → B˜†,r ⊕ B˜+rig → B˜
†,r
rig → 0
Preuve. On va d’abord montrer que si rn > r, alors on a
0→ B˜+ → B˜[r;+∞] ⊕ B˜[0;rn] → B˜[r;rn] → 0
il est clair que tout e´le´ment de B˜[r;rn] s’e´crit comme somme d’e´le´ments
des deux autres et il faut ve´rifier que deux e´critures diffe´rentes diffe`rent
par un e´le´ment de B˜+ ce qui revient a` montrer que B˜[r;+∞]∩B˜[0;rn] =
B˜+, ou encore en appliquant ϕ−n que B˜[rp−n;+∞] ∩ B˜[0;r0] = B˜
+ ce
qui suit du lemme 2.15.
Montrons maintenant le lemme. Si x ∈ B˜†,rrig, alors pour tout n on
peut e´crire (puisque B˜†,rrig ⊂ B˜[r;rn]): x = an+ bn avec an ∈ B˜[r;+∞] et
bn ∈ B˜[0;rn]. Remarquons que x = an+1 + bn+1 est une autre e´criture
de ce type (puisque an+1 ∈ B˜[r;+∞] et bn+1 ∈ B˜[0;rn]) et donc que
bn+1− bn ∈ B˜
+ ce qui fait que quitte a` modifier an+1 et bn+1 par des
e´le´ments de B˜+ on peut supposer que an = an+1 et bn = bn+1 ce qui
fait que x = a+ b avec a ∈ B˜†,r et b ∈ ∩+∞n=0B˜[0;rn] = B˜
+
rig. ⊓⊔
Proposition 2.19. L’anneau B˜†,rrig est complet pour sa topologie de
Fre´chet et contient B˜†,r comme sous-anneau dense.
Preuve. Le fait que B˜†,rrig est complet suit du fait que chacun des B˜[r;s]
est complet pour V[r;s]. Ensuite montrons que B˜
†,r est dense. Soient
x ∈ B˜†,rrig et r < s < t trois re´els. Alors comme x ∈ B˜[r;t], on peut
l’e´crire comme
xn +
∑
k>n
bk
(
[π]t
p
)k
avec xn ∈ B˜
†,r et bk ∈ A˜
+
K , si n≫ 0. On a alors
x− xn ∈
(
[π]t
p
)n
A˜[r;t] ⊂
(
[π]t
p
)n
A˜[r;s]
et un petit calcul montre qu’alors V[r;s](x−xn) > n(t/s−1). Un argu-
ment d’extraction diagonale permet de trouver une suite qui converge
vers x pour la topologie de Fre´chet. ⊓⊔
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Corollaire 2.20 (Principe du maximum). Pour x ∈ B˜†,rrig et I =
[s; t] ∋ r, on a VI(x) = inf{V[s;s](x);V[t;t](x)}.
Preuve. Un petit argument montre que c’est vrai avec WI a` la place
de VI pour x ∈ B˜
†,r; on conclut par densite´ et continuite´. ⊓⊔
Lemme 2.21. Si a est un e´lement de E˜+ qui ve´rifie λ = vE(a) > 0,
alors la topologie de´finie par VI sur A˜
†,r
rig est plus fine que la topologie
[a]-adique c’est-a`-dire que si VI(yi) → +∞, alors yi → 0 pour la
topologie [a]-adique. De plus les topologies [a]-adiques et V[r;r]-adiques
sont e´quivalentes.
Preuve. Soit (yi) une suite telle que VI(yi) > n pour i > i0 et soit
m 6 nrpλ(p−1) . Alors un petit calcul montre que VI(yi[a]
−m) > 0 pour
i > i0 et donc V[r;r](yi[a]
−m) > 0 pour i > i0 ce qui revient a` dire que
yi ∈ [a]
mA˜†,rrig pour i > i0 et donc que yi tend vers 0 pour la topologie
[a]-adique.
De meˆme si y ∈ [a]mA˜†,rrig, alors V[r;r](y) >
(p−1)mλ
pr et donc les
deux topologies sont e´quivalentes. On prendra garde au fait que cela
n’est plus vrai si I n’est plus re´duit a` [r; r]. ⊓⊔
Corollaire 2.22. L’anneau A˜†,r est complet pour la valuation V[r;r].
Preuve. Dans [8, II.1.2] on montre que A˜†,r est se´pare´ complet pour
la topologie [a]-adique si vE(a) > 0. ⊓⊔
2.4. Les anneaux B˜†,rlog et leurs plongements dans B
+
dR
Ce paragraphe est consacre´ a` la construction d’un anneau B˜†log qui
est a` B˜†rig ce que Bst est a` Bmax. On commence par construire une
application logarithme.
Proposition 2.23. Il existe une et une seule application x 7→ log[x]
de E˜ dans B˜+rig[X] qui ve´rifie log[xy] = log[x] + log[y], log[x] = 0 si
x ∈ k, log[π] = X et
log[x] =
∑
n>0
(−1)n−1
([x]− 1)n
n
si vp(x
(0) − 1) > 1
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Preuve. Soit U1 l’ensemble des x ∈ E˜ tels que vp(x
(0) − 1) > 1. Pour
x ∈ U1 la se´rie log[x] =
∑
n>0(−1)
n−1([x] − 1)n/n converge dans
B+max et log[xy] = log[x]+ log[y] par un argument de se´ries formelles.
On en de´duit notamment que log[x] = ϕ(log[x]/p) ce qui fait que
l’image de U1 par log est en fait incluse dans B˜
+
rig. Si x ∈ E˜ est tel
que vp(x
(0) − 1) > 0, alors il existe n tel que xp
n
∈ U1 et le log
s’e´tend donc a` l’ensemble des x tels que vp(x
(0)−1) > 0. Ensuite soit
x ∈ (E˜+)∗. On peut e´crire x = x0(1 + y) avec x0 ∈ k et y ∈ mE˜+
de manie`re unique ce qui montre que log s’e´tend a` (E˜+)∗. Enfin E˜+
est un anneau de valuation et le choix de log[π] ache`ve de de´terminer
l’application log : E˜→ B˜+rig[X]. ⊓⊔
Proposition 2.24. Il existe une et une seule application log : A˜+ →
B˜†rig[X] telle que log([x]) = log[x], log(p) = 0 et log(xy) = log(x) +
log(y).
Preuve. Si x ∈ A˜+ est exactement divisible par pa, alors il existe r
tel que l’on peut e´crire x = pa[x/pa](1 − pz) avec z ∈ A˜†,r, ou` x/pa
est l’image de x/pa dans E˜+, et la se´rie
log(1− pz) = −
∑
n>1
(pz)n
n
converge dans A˜†,r qui est complet pour la topologie p-adique ce qui
permet d’e´tendre log par multiplicativite´ a` A˜+ (et aussi a` B˜+). ⊓⊔
On pose B˜†,rlog = B˜
†,r
rig[X] muni de l’action de GF et du Frobenius
donne´s par ϕ(X) = pX et g(X) = X + log([g(π)/π]) ce qui fait que
l’on peut prolonger l’application ιn : B˜
†,r
rig → B
+
dR pour n assez grand
par ιn(X) = p
−n log[π]. La proposition suivante montre que ιn est
injectif et commute aux actions de GF et de Frobenius (la` ou` ce-
dernier est de´fini), et de`s lors on e´crira B˜†,rlog = B˜
†,r
rig[log[π]]. Soit aussi
B˜†log = ∪r>0B˜
†,r
log.
Proposition 2.25. L’application ιn : B˜
†,rn
rig [X] → B
+
dR qui e´tend ιn
par ιn(X) = p
−n log[π] est injective, commute a` l’action de Galois et
sa restriction a` B˜+log est ϕ
−n.
Preuve. Les deux derniers points sont triviaux. Pour montrer le pre-
mier, il suffit de montrer que l’e´le´ment log[π] est transcendant sur le
corps des fractions de ιn(B˜
†,rn
rig ) et cela revient au meˆme de montrer
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que u = log([p˜]) est transcendant sur ιn(Frac B˜
†,rn
rig ). Montrons tout
d’abord que u /∈ ιn(Frac B˜
†,rn
rig ). Soit β = 1 − [p˜]/p et S l’anneau des
e´le´ments de B+dR qui appartiennent a` F ⊗OF A˜
+[[β]]. Rappelons que
Fontaine a montre´ que u /∈ FracS (cf [22, 4.3.2]). La de´monstration
de la proposition 2.11 montre que si x ∈ B˜†,r0rig , alors ι0(x) ∈ S
(en regardant la se´rie qui donne l’image de x dans B+dR) et donc
si u ∈ ιn(Frac B˜
†,rn
rig ), alors on a x, y ∈ B˜
†,r0
rig tels que ι0(y) = ι0(x)u
(puisque ϕ−n(B˜†,rnrig ) = B˜
†,r0
rig ) et le re´sultat de Fontaine montre que
cela n’est pas possible et donc que u /∈ ιn(Frac B˜
†,rn
rig ).
Montrons maintenant que u est transcendant sur ιn(Frac B˜
†,rn
rig )
pour tout n. Un petit calcul montre qu’il existe η : GF → Qp tel
que g(u) = u+ η(g)t. Soit ud + xd−1u
d−1 + · · ·+ x0 = 0 le polynoˆme
minimal de u. Alors en appliquant g et en comparant les coefficients
il vient g(xd−1) = xd−1+dη(g)t ce qui fait que xd−1−du s’identifie a`
un e´le´ment c de BdR stable par GF et donc que u = d
−1(xd−1 − c) ∈
ιn(Frac B˜
†,rn
rig ), avec c ∈ F , et on vient de voir que cela est impossible.
⊓⊔
Par la proposition 2.24 il existe un e´le´ment log(π) ∈ B˜†log (re-
marquons que l’on a B˜†log = B˜
†
rig[log(π)] puisque la se´rie qui de´finit
log([π]/π) converge dans A˜†,r0). On munit B˜†log de l’ope´rateur de
monodromie N de´fini par
N
(
d∑
k=0
ak log(π)
k
)
= −
d∑
k=0
kak log(π)
k−1
c’est-a`-dire que N = −d/d log(π). Un calcul facile montre que N
commute a` l’action de GF .
Remarque 2.26. L’e´le´ment log(π) est plus agre´able que log[π], par ex-
emple ιn(log(π)) ∈ Fn[[t]] si n > 1.
2.5. Action de HK sur B˜
†
rig
Dans ce paragraphe on de´crit les invariants de B˜†rig sous l’action de
HK . Soit B˜
†
rig,K = (B˜
†
rig)
HK .
Lemme 2.27. Soit I un intervalle qui contient [0; r] et J = I ∩
[r; +∞]. On a une suite exacte 0→ B˜+K → B˜
†,r
K ⊕ B˜
HK
I → B˜
HK
J → 0.
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Preuve. On a vu que l’on a une suite exacte 0→ B˜+ → B˜†,r⊕ B˜I →
B˜J → 0 et en prenant les invariants par HK on trouve
0→ B˜+K → B˜
†,r
K ⊕ B˜
HK
I → B˜
HK
J
δ
→ H1(HK , B˜
+)
et pour montrer le lemme il suffit de montrer que δ = 0. Si x ∈ B˜HKJ ,
alors comme [π] est inversible dans B˜HKJ (sauf si r = 0, auquel cas le
lemme est trivial), on a x[π]−1 ∈ B˜HKJ et il existe n tel que δ(x[π]
−1) ∈
H1(HK , p
−nA˜+) et donc δ(pn(x[π]−1)[π]) ∈ H1(HK ,W (mE˜+)). Or
ce dernier espace de cohomologie est nul ([15, IV.2.4] applique´ a` la
repre´sentation triviale) et on en de´duit que δ(x) = p−nδ(pnx) = 0.
⊓⊔
Corollaire 2.28. Dans le cas ou` I = [0;+∞[, on obtient la suite
exacte:
0→ B˜+K → B˜
†,r
K ⊕ (B˜
+
rig)
HK → B˜†,rrig,K → 0
Lemme 2.29. Si x ∈ (B+max)
HK , alors il existe une suite ai d’e´le´ments
de B˜+K , qui tend vers 0, telle que x =
∑
i>0 ai(ω/p)
i.
Preuve. On se rame`ne imme´diatement a` montrer que si x ∈ (A+max)
HK ,
alors il existe une suite ai d’e´le´ments de A˜
+
K , telle que x =
∑
i>0 ai(ω/p)
i.
On va d’abord montrer que θ : A˜+K → OK̂∞ est surjective. Si K = F ,
c’est bien connu (on se rame`ne a` montrer que c’est vrai modulo p,
et cela re´sulte alors du fait que les {εi, i ∈ Z[1/p] ∩ [0; 1[} forment
une base de E˜+F /(ε− 1)E˜
+
F (voir [8, III.2.1])); ensuite soient ιK(̟K)
l’e´le´ment construit dans la proposition 1.1, ̟n = ιK(̟K)
(n), et
a = {x ∈ OK̂∞ , vp(x) > 1/p}. Rappelons [9, p. 243] que si n ≫ 0
et x ∈ OKn+1 , alors NKn+1/Kn(x) − x
p ∈ a. Comme vE(ιK(̟K)) =
p
(p−1)eK
on a, pour n ≫ 0, vp(̟n) =
1
pn−1(p−1)eK
et donc, si n ≫ 0,
alors ̟n est e´gal modulo a a` une uniformisante de OKn . Ceci im-
plique que l’application OFn [̟n] → OKn/a est surjective, et donc
que O
F̂∞
[̟n]n>0 → OK̂∞ est surjective (puisqu’elle l’est modulo a et
que les deux O
F̂∞
-modules en pre´sence sont complets pour la topolo-
gie a-adique). Comme ̟n = θ ◦ ϕ
−n([ιK(̟K)]), ceci montre que
θ : A˜+K → OK̂∞ est surjective. Soit maintenant x ∈ (A
+
max)
HK . On
de´finit deux suites xi et ai de (A
+
max)
HK et A˜+K de la manie`re suiv-
ante: x0 = x, et si i > 0, alors comme θ(xi) ∈ OK̂∞ , il existe ai ∈ A˜
+
K
tel que θ(xi) = θ(ai). Ceci montre que xi−ai est dans le noyau de θ et
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est donc divisible par ω/p dans A+max. On pose xi+1 = (p/ω)(xi−ai).
Il est clair qu’alors, x =
∑
i>0 ai(ω/p)
i.
Montrons que ai → 0: si x ∈ A
+
max alors il existe une suite αi =
o(i), telle que x ∈ p−αiA˜+ + (ω/p)iA+max, et un petit calcul montre
que cela force ai → 0. ⊓⊔
Proposition 2.30. L’anneau B˜†,rK est dense dans B˜
†,r
rig,K pour la topolo-
gie de Fre´chet de ce dernier.
Preuve. Cela revient a` montrer que si l’on se fixe un intervalle I =
[r; rn] avec n ≫ 0, alors pour tout x ∈ B˜
†,r
rig,K il existe une suite
xj ∈ B˜
†,r
K telle que VI(x−xj)→ +∞. E´tant donne´e la de´composition
du corollaire 2.28 il suffit de le faire pour x ∈ B˜HK[0;rn+m] avec m≫ 0.
On se fixe m tel que VI(ϕ
n+m−1(q/p) − 1) > 0 (c’est possible car
pour tout I compact, ϕn+m−1(q/p) → 1 pour VI). Le lemme 2.29
auquel on applique ϕn+m montre que tout e´le´ment x ∈ B˜HK[0;rn+m]
s’e´crit x =
∑
i>0 zi(ϕ
n+m−1(q/p))i ou` zi est une suite de B˜
+
K qui
tend vers 0, et donc que x =
∑
i>0 zi(ϕ
n+m−1(q/p) − 1)i ou` yi est
une suite borne´e de B˜+K . Comme VI(ϕ
n+m−1(q/p) − 1) > 0, la suite
(ϕn+m−1(q/p) − 1)i tend vers 0 pour VI et donc, pour montrer la
proposition, il suffit de prendre xj =
∑j
i=0 zi(ϕ
n+m−1(q/p)− 1)i. ⊓⊔
2.6. Les anneaux B†rig,K et B
†
log,K
Soit B†,rrig,K le comple´te´ de B
†,r
K pour la topologie de Fre´chet. On va
donner une description nettement plus agre´able des B†,rrig,K . On a de´ja`
vu qu’il existe n(K) ∈ N et πK ∈ A
†,rn(K)
K dont l’image modulo p est
une uniformisante de EK et que si r > rn(K), alors tout e´le´ment x ∈
B†,rK peut s’e´crire x =
∑
k∈Z akπ
k
K ou` ak ∈ F et ou` la se´rie
∑
k∈Z akT
k
est holomorphe et borne´e sur la couronne {p−1/eKr 6 |T | < 1}.
L’anneau B†,rK est alors muni de la topologie induite par celle de
B˜†,rrig qui devient la topologie de la convergence sur les couronnes
de´finies par un intervalle compact ce qui fait queB†,rrig,K est le comple´te´
de B†,rK pour cette topologie et donc que
Proposition 2.31. Soit HαF (X) l’ensemble des se´ries
∑
k∈Z akX
k
avec ak ∈ F et telles que tout ρ ∈ [α; 1[, limk→±∞ |ak|ρ
k = 0 et
soit α(K, r) = p−1/eKr. Alors l’application H
α(K,r)
F → B
†,r
rig,K qui a` f
associe f(πK) est un isomorphisme.
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La fin de ce paragraphe est consacre´ a` la de´monstration de la
proposition suivante:
Proposition 2.32. Si r est un entier assez grand, alors il existe des
applications Rk : B˜
†,r
rig,K → ϕ
−k(B†,p
kr
rig,K), telles que:
1. Rk est une section continue de l’inclusion ϕ
−k(B†,p
kr
rig,K) ⊂ B˜
†,r
rig,K ;
2. Rk est ϕ
−k(B†,p
kr
rig,K)-line´aire;
3. si x ∈ B˜†,rrig,K , alors limk→+∞Rk(x) = x;
4. si x ∈ B˜†,rrig,K , et γ ∈ ΓK , alors γ ◦Rk(x) = Rk ◦ γ(x).
Soit I = p−∞Z ∩ [0; 1[, si i ∈ I, soit εi = (ε(n))p
ni, pour n assez
grand tel que pni ∈ Z. Rappelons (voir [8, III.2], par exemple) que
tout e´le´ment x ∈ E˜+F s’e´crit de manie`re unique sous la forme: x =∑
i∈I ε
iai(x), ou` (ai(x))i est une suite de E
+
F qui tend vers 0. On
en de´duit que tout e´le´ment x ∈ A˜+F s’e´crit de manie`re unique sous
la forme: x =
∑
i∈I [ε
i]ai(x), ou` (ai(x))i est une suite de A
+
F qui
tend vers 0. On pose Rk(x) =
∑
i∈p−kZ∩I [ε
i]ai(x). En particulier,
Rk(A˜
+
F ) ⊂ ϕ
−k(A+F ). Rappelons que si r est un entier > 2, alors
B˜†,rF = B˜
+
F {p/π
r}, et que pour de´finir les Rk sur B˜
†,r
F dans [8, III.2], on
e´tend Rk a` B˜
†,r
F par la formule Rr(
∑
ai(p/π
r)i) =
∑
Rk(ai)(p/π
r)i.
Pour construire les Rk sur B˜
†,r
rig,K , et de´montrer la proposition 2.32,
on va suivre un chemin semblable.
Lemme 2.33. Soit r un entier > 2. On a B˜†,rrig,F = ∩s>rB˜
+
F {p/π
r, πs/p}.
Preuve. On va montrer que B˜†,rrig,F = ∩s>rB˜
+
F {p/[π
r], [πs]/p}, le lemme
en suit car si r > 1, alors π/[π] est une unite´ de A˜†,r.
Soit x ∈ B˜†,rrig,F , et n≫ 0. On peut e´crire x = a+ b, avec a ∈ B˜
†,r
K ,
et b ∈ (B˜[0;rn])
HK par le lemme 2.27. Le lemme 2.29 montre que b
peut s’e´crire b =
∑
bi(ϕ
n(ω)/p)i, ou` bi est une suite de B˜
+
F qui tend
vers 0. On peut d’ailleurs remplacer ω par n’importe quel e´le´ment u
de A˜+F , tel que les ide´aux (ω, p) et (u, p) de A˜
+
F soient e´gaux. On peut
notamment e´crire x =
∑
ci([π]
rn/p)i, ou` ci est une suite de B˜
+
F qui
tend vers 0. Ceci e´tant vrai pour tout n ≫ 0, le lemme en re´sulte.
⊓⊔
Lemme 2.34. Si on e´tend Rk a` B˜
+
F {p/π
r, πs/p}, par
Rk
∑
i,j>0
ai,j
( p
πr
)i(πs
p
)j =
∑
i,j>0
Rk(ai,j)
( p
πr
)i(πs
p
)j
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alors, si x ∈ B˜+F {p/π
r, πs/p}, on a limk→+∞Rk(x) = x.
Preuve. Cela suit du fait que limk→+∞Rk(ai,j) = ai,j, d’une part, et
que ai,j → 0, d’autre part. ⊓⊔
Preuve (de la proposition 2.32). Comme on a de´fini les applications
Rk de B˜
+
F {p/π
r, πs/p} dans lui-meˆme, et que B˜†,rrig,F = ∩s>rB˜
+
F {p/π
r, πs/p}
(par le lemme 2.33), on en de´duit des applications Rk : B˜
†,r
rig,F →
B˜†,rrig,F . Les deux premiers points de la proposition 2.32 sont clairs sur
la de´finition pour K = F . Le troisie`me suit (toujours si K = F ) du
lemme pre´ce´dent.
Cela de´finit Rk dans le cas ou` K = F . Dans le cas ge´ne´ral,
B†,rK /B
†,r
F est une extension de degre´ eK si r est assez grand. Soient
TK/F =
∑
σ∈HF /HK
σ, {ei} une base de B
†,r
K sur B
†,r
F , et e
∗
i la base
duale pour la forme line´aire (x, y) 7→ TK/F (xy). Alors, si x ∈ B˜
†,r
rig,K ,
on a x =
∑
TK/F (xe
∗
i )ei =
∑
aiei avec ai ∈ B˜
†,r
rig,F , et on pose
Rk(x) =
∑
Rk(ai)ei. Comme Rk est B
†,r
F -line´aire, cette de´finition ne
de´pend pas du choix de la base ei.
Les deux premiers points de la proposition sont clairs sur la de´finition.
On a de´ja` montre´ le troisie`me, dans le cas ou` K = F , et dans le cas
ge´ne´ral, si on e´crit x =
∑
i aiei, alors Rk(x) → x car Rk(ai) → ai
pour chaque i.
Reste a` voir que Rk commute a` γ ∈ ΓK . C’est vrai sur A˜
+
F , car
l’e´criture que l’on utilise pour de´finir Rk est unique. La manie`re dont
on a construit Rk montre qu’il en est de meˆme sur B˜
†,r
rig,F . Comme
γ(ei) =
∑
gi,jej , avec gi,j ∈ B
†,r
F , on a Rk(γ(ei)) = γ(ei) = γ(Rk(ei)):
Rk commute donc a` γ ∈ ΓK . ⊓⊔
On de´finit aussi B†log,K = B
†
rig,K [log(π)], cet anneau est stable par
les actions de ϕ et de ΓK e´tant donne´ que ϕ(log(π)) = log(ϕ(π)) =
p log(π) + log(ϕ(π)/πp) et γ(log(π)) = log(π) + log(γ(π)/π) et que
les se´ries qui de´finissent log(ϕ(π)/πp) et log(γ(π)/π) convergent dans
B†rig,K .
Remarquons que si n > 1, alors ιn(B
†,rn
log,K) ⊂ Kn[[t]].
De´finition 2.35. On prolonge les Rk en une section ϕ
−k(B†,p
kr
rig,K)-
line´aire de l’inclusion de ϕ−k(B†,p
kr
log,K [1/t]) dans B˜
†,r
log,K [1/t]: ils com-
mutent toujours a` ΓK , et limk→+∞Rk(x) = x si x ∈ B˜
†,r
log,K [1/t].
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3. Application aux repre´sentations p-adiques
Ce chapitre est consacre´ a` l’application des constructions de la section
pre´ce´dente a` la caracte´risation des repre´sentations p-adiques semi-
stables (et cristallines) en termes du (ϕ, ΓK)-module qui leur est
associe´. On montre en particulier que si V est une repre´sentation
p-adique, alors
Dst(V ) = (B
†
log,K ⊗B†
K
D†(V )[1/t])ΓK et
Dcris(V ) = (B
†
rig,K ⊗B†
K
D†(V )[1/t])ΓK
3.1. Re´gularisation par le Frobenius
On commence par e´tablir un re´sultat de re´gularisation par le Frobe-
nius, qui est a` la base des applications suivantes. Le Frobenius ϕ est
une bijection de B˜I sur B˜pI et induit donc une bijection de B˜
†,r
rig sur
B˜†,prrig ainsi que de B˜
†,r
log sur B˜
†,pr
log puisque ϕ(log[π]) = p · log[π].
Lemme 3.1. Soit h un entier positif. Alors
∩+∞s=0p
−hsA˜†,p
−sr = A˜+ et ∩+∞s=0 p
−hsA˜†,p
−sr
rig ⊂ B˜
+
rig
Preuve. Montrons le premier point: comme x ∈ A˜†,r il s’e´crit de
manie`re unique sous la forme
∑
k>0 p
k[xk] et de meˆme p
hsx =
∑
pk+hs[xk].
Comme phsx ∈ A˜†,p
−sr c’est que
vE(xk) +
rp1−s
p− 1
(k + hs) > 0
ce qui implique que
vE(xk) > −
(k + hs)r
ps−1(p− 1)
et donc (en laissant tendre s vers +∞) que vE(xk) > 0 ce qui fait
que x ∈ A˜+.
Passons au deuxie`me point. Pour tout s on peut e´crire x = as+ bs
avec as ∈ p
−hsA˜†,p
−sr et bs ∈ B˜
+
rig. Par le lemme 2.15 on a as −
as+1 ∈ B˜
+ et d’autre part as − as+1 ∈ p
−h(s+1)A˜†,p
−sr ce qui fait
que as − as+1 ∈ p
−h(s+1)A˜+ et que quitte a` modifier as+1 on peut
supposer que as = as+1 = a. On a alors a ∈ ∩
+∞
s=0p
−hsA˜†,p
−sr = A˜+
et donc x ∈ B˜+rig. ⊓⊔
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Proposition 3.2 (Re´gularisation par le Frobenius). Soit r et
u deux entiers positifs et A ∈ Mu×r(B˜
†
log). On suppose qu’il existe
P ∈ GLu(F ) telle que A = Pϕ
−1(A). Alors A ∈ Mu×r(B˜
+
log).
Preuve. Soit A = (aij) et aij =
∑d
n=0 aij,n log[π]
n. Soit h0 ∈ Z tel
que ph0P ∈ Mu(OF ) et h = h0 + d. L’hypothe`se reliant A et P peut
s’e´crire:
pi1ϕ
−1(a1j) + · · · + piuϕ
−1(auj) = aij ∀i 6 u, j 6 r
et comme ϕ−1(log[π]n) = p−n log[π]n, on en de´duit que si aij,n ∈
p−cA˜†,rrig, alors comme p
h0pik ∈ OF et ϕ
−1(aik,n) ∈ p
−cA˜
†,r/p
rig , on a
aij,n ∈ p
−h−cA˜
†,r/p
rig . On ite`re ce proce´de´ et il en sort que aij,n ∈
∩+∞s=0p
−hs−cA˜†,rp
−s
rig . On est en mesure d’appliquer le lemme 3.1 a`
pcaij,n et la proposition suit. ⊓⊔
3.2. Repre´sentations semi-stables
Soient B†,rlog,K = B
†,r
rig,K [log(π)] et
D†rig(V ) = B
†
rig,K ⊗B†
K
D†(V ) et D†log(V ) = B
†
log,K ⊗B†
K
D†(V )
Le the´ore`me 1.3 montre que D†rig(V ) et D
†
log(V ) sont des B
†
rig,K-
et B†log,K- modules libres de rang d = dimQp(V ). Si M est un GF -
module soit M(i) le tordu de M par χi (twist de Tate).
Proposition 3.3. On a
{x ∈ B˜†log, g(x) = χ
i(g)x, ∀g ∈ GK} =
{
Fti si i > 0;
0 si i < 0.
Preuve. Soit V ni = (B˜
†,rn
log (i))
GK . C’est un F -espace vectoriel de di-
mension finie (puisque ιn re´alise une injection de V
n
i dans (B
+
dR)
GK =
K) stable par Frobenius et la proposition 3.2 implique que V ni =
(B˜+log(i))
GK ce qui fait [22] que V ni = F . Comme Vi = ∪
+∞
n=0V
n
i cela
de´montre le re´sultat. ⊓⊔
Soit D+st(V ) = (B
+
st⊗Qp V )
GK , rappelons que D+st(V ) = (B˜
+
log⊗Qp
V )GK . Si V a ses poids de Hodge-Tate ne´gatifs, alors D+st(V ) =
Dst(V ) et en ge´neral Dst(V ) = t
−dD+st(V (−d)) pour d assez grand.
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Proposition 3.4. Si V est une repre´sentation p-adique, alors (B˜†log⊗Qp
V )GK est un F -espace vectoriel de dimension finie, et le morphisme
induit par l’inclusion de B˜+log dans B˜
†
log
D+st(V )→ (B˜
†
log ⊗Qp V )
GK
est un isomorphisme de (ϕ,N)-modules.
Preuve. Si n ∈ N, alors Dn = (B˜
†,rn
log ⊗Qp V )
GK est un F -espace
vectoriel de dimension finie 6 [K : F ]d, car ιn re´alise une injection
de Dn dans DdR(V ), qui est un K-espace vectoriel de dimension finie
6 d. Si l’on prend [K : F ]d+1 e´le´ments de (B˜†log⊗Qp V )
GK , ils vivent
dans Dn pour n ≫ 0, et ve´rifient donc une relation de de´pendance
F -line´aire. C’est donc que (B˜†log ⊗Qp V )
GK est un F -espace vectoriel
de dimension 6 [K : F ]d.
Passons maintenant au deuxie`me point. Soient v1, · · · , vr et d1, · · · , du
des Qp- et F - bases de V et (B˜
†
log ⊗Qp V )
GK . Il existe une matrice
A ∈ Mr×u(B˜
†
log) telle que (di) = A(vi) (les (di) et (vi) sont des
vecteurs colonnes). Soit P ∈ GLu(F ) la matrice de ϕ dans la base (di)
(qui est inversible car ϕ : B˜†log → B˜
†
log est une bijection). On a alors
ϕ(A) = PA et donc A = ϕ−1(P )ϕ−1(A); la proposition 3.2 montre
que A ∈ Mr×u(B˜
+
log) et donc que (B˜
†
log⊗QpV )
GK ⊂ (B˜+log⊗QpV )
GK =
D+st(V ), ce qui permet de conclure. ⊓⊔
Une repre´sentation V a` poids ne´gatifs est donc semi-stable si et
seulement si elle est B˜†log-admissible et elle est cristalline si et seule-
ment si elle est B˜†rig-admissible, c’est-a`-dire si elle est B˜
†
log-admissible
et que ses pe´riodes sont tue´es par N .
De plus, si les poids de Hodge-Tate de V ne sont pas ne´gatifs,
alors en tordant V on en de´duit que V est semi-stable si et seulement
si elle est B˜†log[1/t]-admissible et elle est cristalline si et seulement si
elle est B˜†rig[1/t]-admissible.
Proposition 3.5. Si V est semi-stable on a un isomorphisme de
comparaison:
B˜†log[1/t]⊗F Dst(V ) = B˜
†
log[1/t] ⊗Qp V
Preuve. Ceci re´sulte du fait que dans ce cas on a de´ja`:
B˜+log[1/t]⊗F Dst(V ) = B˜
+
log[1/t] ⊗Qp V
il suffit alors de tensoriser les deux membres par B˜†log[1/t] au-dessus
de B˜+log[1/t]. ⊓⊔
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The´ore`me 3.6. Si V est une repre´sentation p-adique, alors
Dst(V ) = (D
†
log(V )[1/t])
ΓK et Dcris(V ) = (D
†
rig(V )[1/t])
ΓK
Notamment V est semi-stable (respectivement cristalline) si et seule-
ment si (D†log(V )[1/t])
ΓK (respectivement (D†rig(V )[1/t])
ΓK ) est un
F -espace vectoriel de dimension d = dimQp(V ).
Preuve. Le deuxie`me point est une conse´quence imme´diate du pre-
mier. Ensuite commeD†log(V )[1/t] ⊂ (B˜
†
log[1/t]⊗QpV ) (et queD
†
rig(V )[1/t] ⊂
(B˜†rig[1/t]⊗QpV )) les re´sultats pre´ce´dents montrent que (D
†
log(V )[1/t])
ΓK
(respectivement (D†rig(V )[1/t])
ΓK ) est inclus dansDst(V ) (respective-
ment dans Dcris(V )).
Montrons donc queDst(V ) ⊂ (D
†
log(V )[1/t])
ΓK , et queDcris(V ) ⊂
(D†rig(V )[1/t])
ΓK . Il suffit de s’occuper du cas semi-stable car le cas
cristallin en suit en faisant N = 0. Soit r = dimF (Dst(V )). On peut
supposer (quitte a` tordre) les poids de Hodge-Tate de V ne´gatifs
puisque l’on a inverse´ t partout. On sait qu’alors Dst(V ) = (B˜
†
log⊗Qp
V )GK et de plus (B˜†log ⊗Qp V )
HK = B˜†log,K ⊗B†
K
D†(V ) puisque
D†(V ) a la bonne dimension. On en de´duit que si l’on choisit une
base {ei} de D
†(V ) et {di} une base de Dst(V ), alors la matrice
M ∈ Mr×d(B˜
†
log,K) de´finie par (di) = M(ei) est de rang r et ve´rifie
γK(M)G −M = 0 ou` G ∈ GLd(B
†
K) est la matrice de γK dans la
base {ei}.
Les ope´rateurs Rm introduits au paragraphe 2.6 sontB
†
log,K-line´aires
et commutent a` ΓK (voir la proposition 2.32 et la de´finition 2.35)
ce qui fait que γK(Rm(M))G − Rm(M) = 0. De plus, Rm(M) →
M et si M ∈ Mr×d(B˜
†,rn
log,K), alors Rm(M) ∈ Mr×d(B˜
†,rn
log,K). Soit
N = ϕm(Rm(M)). On a alors γK(N)ϕ
m(G) = N et comme les ac-
tions de ϕ et ΓK commutent sur D
†
rig(V ) on a ϕ(G) = γK(P )GP
−1
(P est la matrice de ϕ et est inversible car ϕ est surconvergent et
B†K est un corps) ce qui fait que si Q = ϕ
m−1(P ) · · ·ϕ(P )P , alors
ϕm(G) = γK(Q)GQ
−1 et donc γK(NQ)G = (NQ). La matrice NQ
de´termine r e´le´ments de D†log(V ) qui sont fixe´s par γK . Il reste a`
montrer que ces e´le´ments sont libres sur F quand m est assez grand.
Mais comme Rm(M)→M , la matrice NQ va eˆtre de rang r pour m
assez grand (puisque M est de rang r) et donc de´terminer un sous-
module libre de rang r de D†log(V ). A fortiori le F -espace vectoriel
engendre´ par les e´le´ments de´termine´s par NQ va eˆtre de dimension
r et donc e´gal a` Dst(V ). ⊓⊔
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Proposition 3.7. On a les isomorphismes de comparaison suivants:
1. si V est une repre´sentation semi-stable, alors
D†(V )⊗
B
†
K
B†log,K [1/t] = Dst(V )⊗F B
†
log,K [1/t]
2. si V est une repre´sentation cristalline, alors
D†(V )⊗
B
†
K
B†rig,K [1/t] = Dcris(V )⊗F B
†
rig,K [1/t]
Si de plus V a ses poids de Hodge-Tate ne´gatifs, alors Dst(V ) ⊂
B†log,K ⊗B†
K
D†(V ).
Preuve. Encore une fois on ne s’occupe que du cas semi-stable, le
cas cristallin s’obtenant en faisant N = 0. On peut supposer que V
a ses poids de Hodge-Tate ne´gatifs car cela revient a` multiplier par
une puissance de t le terme de gauche. On sait qu’alors Dst(V ) ⊂
B˜†log,K ⊗B†
K
D†(V ) et que
B˜†log,K [1/t] ⊗B†
K
D†(V ) = B˜†log,K [1/t]⊗F Dst(V )
ce qui montre que si l’on choisit des bases {di} de Dst(V ) et {ei} de
D†(V ), alors (ei) = B(di) avec B ∈ Md(B˜
†
log,K [1/t]); la proposition
3.6 implique d’autre part que (di) = A(ei) avec A ∈ Md(B
†
log,K [1/t]);
de plus AB = Id. On peut alors appliquer l’ope´rateur R0 qui est
B†log,K[1/t]-line´aire pour trouver AR0(B) = Id ce qui fait que B =
R0(B) et que B a donc ses coefficients dans B
†
log,K [1/t] et A ∈
GLd(B
†
log,K [1/t]). Ceci permet de conclure. ⊓⊔
Remarque 3.8. Les coefficients d’une matrice de l’isomorphisme de
comparaison sont tre`s lie´s a` l’exponentielle de Perrin-Riou [38,39,
40].
Proposition 3.9. Soit V une repre´sentation semi-stable et soit M
la matrice de passage d’une base de Dst(V ) a` une base de D
†(V ).
Alors il existe r ∈ Z et λ ∈ B†K tels que det(M) = λt
r.
Preuve. Le de´terminant de la matrice de passage est e´gal au coeffi-
cient de la matrice de passage pour le de´terminant de V et il suffit
donc de montrer l’assertion en dimension 1. Une repre´sentation semi-
stable de dimension 1 est cristalline et est donc de la forme ωχr ou`
ω est un caracte`re non-ramifie´ et χ est le caracte`re cyclotomique.
La pe´riode de ω est alors un e´le´ment β ∈ W (k), ce qui fait que
Dst(V ) = F · βt
−r et D†(V ) = B†K · β d’ou` le re´sultat. ⊓⊔
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3.3. Repre´sentations cristallines et repre´sentations de hauteur finie
Dans ce paragraphe, on se place dans le cas K = F et V est une
repre´sentation cristalline de GF . On dit qu’une repre´sentation p-
adique V de GF est de hauteur finie si D(V ) posse`de une base sur
BF forme´e d’e´le´ments de D
+(V ) = (B+ ⊗Qp V )
HF . Un re´sultat de
Fontaine [24] (voir aussi [16, III.2]) montre que V est de hauteur finie
si et seulement si D(V ) posse`de un sous-B+F -module libre de type fini
stable par ϕ de rang e´gal a` d = dimQp(V ). L’objet de ce paragraphe
est de de´montrer le re´sultat suivant:
The´ore`me 3.10. Si V est une repre´sentation cristalline de GF , alors
V est de hauteur finie.
Preuve. Fixons une base {ei} de D
†(V ) ainsi qu’une base {di} de
Dcris(V ), et soit U la matrice de passage de l’une a` l’autre c’est-a`-
dire que (ei) = U(di). La matrice U est a` coefficients dans B
†
rig,F [1/t].
De plus si l’on remplace V par V (1), alors on peut remplacer di par
t−1di(1) et donc U par tU ce qui fait que quitte a` tordre suffisamment
V on peut supposer que U est a` coefficients dans B†rig,F , ce que l’on
fait maintenant. Soit B+rig,F l’anneau des se´ries formelles
∑
k>0 akπ
k
ou` ak ∈ F et
∑
k>0 akX
k est de rayon de convergence 1 (c’est-a`-dire
qu’elles convergent sur le disque ouvert de rayon 1). Nous aurons
besoin d’un re´sultat de Kedlaya [32, 5.3] (la formulation originale de
Kedlaya est U = VW mais on s’y rame`ne en transposant):
Proposition 3.11. Si U est une matrice a` coefficients dans B†rig,F ,
alors il existe V dans Id+πMd(B
+
rig,F ) et W dans Md(B
†
F ) telles que
U =WV .
Remarquons qu’on a ne´cessairement det(W ) 6= 0 et comme B†F
est un corps cela implique que W est inversible. Soit P la matrice
de ϕ dans la base {ei} (qui a ses coefficients surconvergents), D la
matrice de ϕ dans la base {di} (qui est donc a` coefficients dans F ) et
G la matrice de γF (un ge´ne´rateur de ΓF ) dans la base {ei} (elle est
aussi surconvergente). Un petit calcul montre que, si {fi} est la base
de D†(V ) de´duite de {ei} par (fi) =W
−1(ei), alors:
Mat{fi}(ϕ) = ϕ(V )DV
−1 = ϕ(W−1)PW
Mat{fi}(γF ) = γF (V )V
−1 = γF (W
−1)GW
Les coefficients de la matrice ϕ(V )DV −1 sont dans FracB+rig,F . D’autre
part les coefficients de ϕ(W−1)PW sont dans B†F . On en de´duit que
dans la base {fi}, la matrice de ϕ a ses coefficients dans FracB
+
rig,F
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d’une part et dansB†F d’autre part. C’est donc [16, II.12] que Mat{fi}(ϕ) ∈
Md(FracB
+
F ).
De plus si v = det(V ), alors det(Mat{fi}(ϕ)) = ϕ(v) det(D)v
−1 et
comme V ∈ Id+πMd(B
+
rig,F ) on a v ∈ 1 + πB
+
rig,F . Les coefficients
de Mat{fi}(ϕ) n’ont donc pas de poˆles en ze´ro ce qui fait qu’il existe
λ ∈ B+F non-divisible par π tel que λMat{fi}(ϕ) ∈ Md(B
+
F ). Pour les
meˆme raisons, Mat{fi}(γF ) ∈ Md(FracB
+
F ).
Soit D le B+F -module engendre´ par les fi. On vient de voir que
λϕ(D) ⊂ D ou` λ ∈ B+F n’est pas divisible par π et que le Frac(B
+
F )-
module engendre´ par D est stable par ΓF .
Lemme 3.12. Si D est un B+F -module libre de type fini tel que le
Frac(B+F )-module engendre´ par D est stable par ΓF et λ ∈ B
+
F −πB
+
F
est tel que λϕ(D) ⊂ D, alors il existe D′ ⊂ D un sous-module libre
de type fini stable par ϕ et ΓF qui est de rang maximal.
Pour montrer que la repre´sentation V est de hauteur finie il suffit
donc, graˆce au re´sultat de Fontaine, de montrer le lemme ce que nous
faisons maintenant. Le lemme est de´montre´ dans [16] (c’est la re´union
des e´nonce´s III.8 a` III.15) mais l’une des e´tapes utilise de manie`re
cruciale que k est fini et il nous faut la contourner 2.
On va d’abord montrer que l’on peut supposer que ΓF (D) ⊂ D.
Soit G = 〈γF 〉; on renvoie a` la conse´quence du corollaire III.15 de
[16] pour la construction, sous l’hypothe`se que le Frac(B+F )-module
engendre´ par D est stable par ΓF , de α, β ∈ B
+
F tels que pour tout
γ ∈ G on ait γ(αD) ⊂ βD. Comme γ(π)/π est inversible dans B+F ,
on peut supposer que π ne divise pas α; en effet, l’inclusion αD ⊂ βD
implique que si π divise α, alors π divise β. Soit alors G ·αD le sous-
B+F -module de βD engendre´ par les γ(αd) ou` γ ∈ G, d ∈ D. Comme
B+F est noetherien (car principal), comme βD est de type fini, et
comme G ·αD est re´union croissante de sous-modules de type fini de
βD, c’est que G · αD est en fait re´union d’un nombre fini de γ(αD).
Il existe donc n ∈ N et γ1, · · · , γn ∈ G tels que G · αD =
∑
γi(αD).
De plus G · αD est stable par G et donc par continuite´ il est stable
par ΓF . Ensuite comme λϕ(D) ⊂ D on a λα · ϕ(αD) ⊂ αD. Soit
µ =
∏n
i=1 γi(λα), on voit que µϕ(γi(αD)) ⊂ γi(αD) pour tout i et
donc que µϕ(G ·αD) ⊂ G ·αD et que π ne divise pas µ. Ceci montre
que l’on peut se ramener au cas ou` D est stable par ΓF .
2 Il s’agit du lemme III.9. On remarquera d’ailleurs que ce lemme aurait plutoˆt
duˆ eˆtre e´nonce´ de la manie`re suivante: “Soit M un B+K-module libre de rang fini
muni d’une action de Γ tel que le FracB+K-module M ⊗B+
K
FracB+K soit muni
d’une action de ϕ commutant a` celle de Γ et telle qu’il existe a ∈ N tel que l’on
ait ϕ(M) ⊂ π−aM . Alors ϕ(M) ⊂ M .” C’est cet e´nonce´ qui est de´montre´ et
utilise´ dans la suite de [16].
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On suppose donc maintenant que D est un B+F -module libre de
type fini stable par ΓF et que λ ∈ B
+
F −πB
+
F est tel que λϕ(D) ⊂ D.
L’ide´al I des δ ∈ B+F tels que δϕ(D) ⊂ D est stable par ΓF et
par [16, III.8] il est de la forme (πa
∏n
i=0 ϕ
i(q)βi). De plus comme
λ ∈ I et que π ne divise pas λ c’est que a = 0. Soit alors α =
πβ0+···+βnqβ1+···+βn · · ·ϕn−1(q)βn . Un petit calcul montre que ϕ(αD) ⊂
αD et que αD est stable par ΓF . On peut donc prendre D
′ = αD
et ceci ache`ve la de´monstration du lemme et donc du the´ore`me 3.10.
⊓⊔
3.4. Une autre de´finition de D†rig(V )
L’objet de ce paragraphe est de montrer qu’il existe un anneau B†rig,
tel que D†rig(V ) = (B
†
rig⊗Qp V )
HK . On pose B†rig = B
†
rig,F ⊗B†
F
B†. Le
reste de ce paragraphe est consacre´ a` la preuve de quelques proprie´te´s
de B†rig, et du fait que D
†
rig(V ) = (B
†
rig ⊗Qp V )
HK . Ces re´sultats ne
sont pas utilise´s dans la suite de l’article.
Lemme 3.13. On a B†rig,K = B
†
rig,F ⊗B†
F
B†K .
Preuve. Voir la de´monstration du lemme 4.1 de [1]. ⊓⊔
Corollaire 3.14. On a B†rig = B
†
rig,K ⊗B†
K
B†.
Proposition 3.15. On a (B†rig)
HK = B†rig,K .
Preuve. Comme B†F est un corps, il existe une base {eα} de B
†
rig,F
sur B†F . Soit x ∈ B
†
rig, il s’e´crit de manie`re unique x =
∑
λαeα, avec
λα ∈ B
†. Si x est fixe par HK , c’est donc (comme les eα sont fixes
par HK) que λα ∈ (B
†)HK = B†K . Le lemme en re´sulte. ⊓⊔
Lemme 3.16. L’application naturelle B†rig,F ⊗B†
F
B† dans B˜†rig est
injective.
Preuve. Soit k > 1, ayant la proprie´te´ suivante: c’est le plus petit
entier tel qu’il existe λ1, · · · , λk ∈ B
†
rig,F , et b1, · · · , bk ∈ B
†, tels que∑
i λibi = 0 dans B˜
†
rig, avec
∑
λi ⊗ bi 6= 0.
Alors, si h ∈ HF , on a
∑
i λih(bi) = 0, et donc,
∑
i λi(h(bi/b1) −
bi/b1) = 0. Par l’hypothe`se de minimalite´ sur k, h(bi/b1)− bi/b1 = 0,
et donc bi/b1 ∈ B
†
F . On a alors
∑
i λibi/b1 = 0, et donc finalement,∑
i λi⊗ bi = b1⊗ (
∑
i λibi/b1) = 0. L’application B
†
rig,F ⊗B†
F
B† dans
B˜†rig est donc injective. ⊓⊔
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Proposition 3.17. On a un isomorphisme D†rig(V ) = (B
†
rig ⊗Qp
V )HK .
Preuve. Comme B†⊗Qp V = B
†⊗
B
†
K
D†(V ), il suffit de montrer que
D†rig(V ) = (B
†
rig ⊗B†
K
D†(V ))HK . Comme D†(V ) est un B†K -module
libre de rang d, on a:
(B†rig ⊗B†
K
D†(V ))HK = B†rig,K ⊗B†
K
D†(V ) = D†rig(V ).
⊓⊔
Remarque 3.18. Si l’on pose B†log = B
†
rig[log(π)], alors D
†
log(V ) =
(B†log ⊗Qp V )
HK .
4. Proprie´te´s de B†,rrig,K
L’anneau B†rig,K est isomorphe (canoniquement si K = F ) a` l’anneau
de Robba utilise´ dans la the´orie des e´quations diffe´rentielles p-adiques.
Ce chapitre est consacre´ a` la de´monstration de quelques unes de ses
proprie´te´s relatives a` l’action de ΓK : on de´finit aussi des ope´rateurs
diffe´rentiels qui seront utiles pour la suite. Enfin, on montre un the´ore`me
de structure pour les modules sur l’anneau de Robba.
4.1. L’ope´rateur ∇
Dans ce paragraphe, γ est un e´le´ment de ΓK et n(γ) = vp(1− χ(γ)).
On suppose que n(γ) > 1 et que r > rn(K).
Lemme 4.1. Si I = [r; s] est un intervalle ferme´ de [r; +∞[, alors
il existe n(I) ∈ N, tel que pour x ∈ B†,rrig,K, on ait VI((1 − γ)x) >
VI(x) + 1 de`s que n(γ) > n(I).
Preuve. Par densite´ et line´arite´ on se rame`ne au cas ou` x = πkK avec
k ∈ Z. Alors si k > 0
γ(πkK)− π
k
K = π
k
K
(
γ(πkK)
πkK
− 1
)
= πkK
(
γ(πK)
πK
− 1
)(
γ(πk−1K )
πk−1K
+ · · ·+ 1
)
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et sinon
γ(π−kK )− π
−k
K = π
−k
K
(
πkK
γ(πkK)
− 1
)
= π−kK
(
πK
γ(πK)
− 1
)(
πk−1K
γ(πk−1K )
+ · · · + 1
)
Comme on a VI(xy) > VI(x)+VI(y) (voir la remarque 2.6), le lemme
re´sulte du fait que VI(γ(πK)/πK − 1) > 1 si n(γ) est assez grand; en
effet, γ(πK)/πK − 1 tend vers 0 quand γ tend vers 1. ⊓⊔
Si I = [r; s], soit BIK l’anneau des se´ries formelles en πK qui
convergent sur la couronne de rayons inte´rieurs et exte´rieurs α(K, r)
et α(K, s). Le lemme pre´ce´dent montre que si γ est assez proche de
1, la se´rie d’ope´rateurs
log(γ)
log(χ(γ))
= −
1
log(χ(γ))
∑
n>1
(1− γ)n
n
converge vers un ope´rateur continu ∇I : B
†,r
rig,K → B
I
K , et un petit
argument de se´ries formelles montre que log(γ)/ log(χ(γ)) ne de´pend
pas du choix de γ. Notamment ∇I1(x) = ∇I2(x) si Ik = [r; sk]. On en
de´duit que la valeur commune des ∇I(x) appartient a` B
†,r
rig,K , et que
l’ope´rateur x 7→ ∇(x), ou` ∇(x) est la valeur commune des ∇I(x), est
continu pour la topologie de Fre´chet.
De meˆme, si γ est assez proche de 1, alors la se´rie d’ope´rateurs
log(γ)
log(χ(γ))(1 − γ)
= −
1
log(χ(γ))
∑
n>1
(1− γ)n−1
n
converge vers un ope´rateur continu ∇/(1 − γ) : B†,rrig,K → B
I
K , et un
petit argument de se´ries formelles montre que
∇
1− γK
=
1− γ
1− γK
·
∇
1− γ
ne de´pend pas du choix de γ et de´finit aussi un ope´rateur de B†,rrig,K
dans lui-meˆme, continu pour la topologie de Fre´chet. Il est clair que
(1− γK)
∇
1− γK
= ∇.
Lemme 4.2. La restriction de ∇ a` B†,rrig,K ve´rifie ∇ = t ·∂ ou` ∂(x) =
(1 + π)dx/dπ.
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Remarque 4.3. Attention au fait que ces notations ne sont pas com-
patibles avec [9]. Ce qui est note´ ∂ chez nous est note´ ∇ dans [9].
Preuve. Dans [9] il est de´montre´ que l’image de B†,rnK par ιn = ϕ
−n
dans B+dR est contenue dans Kn[[t]] si n > n(K). L’image par ϕ
−n de
B†,rnrig,K a la meˆme proprie´te´ par continuite´. Comme ϕ
−n est injectif
et que ∇, t∂ commutent a` ϕ il suffit de montrer que ∇− t∂ est nul
sur Kn[[t]] ce qui est e´vident. ⊓⊔
Montrons que ∂ est presque surjective:
Proposition 4.4. La connexion ∂ re´alise une surjection
1. de B†rig,K + F · log(πK) dans B
†
rig,K ;
2. de B†log,K dans lui-meˆme.
Preuve. Tout d’abord si eK est l’indice de ramification de K∞/F∞,
alors log(π/πeKK ) est une se´rie surconvergente ce qui fait que B
†
log,K =
B†rig,K [log(πK)]. Rappelons que B
†
K est un corps, et on peut donc se
fixer r > rn(K) tel que ∂(πK) et 1/∂(πK) appartiennent a` B
†,r
K .
Soit F (πK) ∈ B
†,r
rig,K . Posons F (πK)/∂(πK) =
∑
anπ
n
K , alors
F (πK) =
∑
n 6=−1
an
n+ 1
(n+ 1)πnK∂πK + a−1
∂πK
πK
= ∂
∑
n 6=−1
an
n+ 1
πn+1K + a−1 log(πK)

ce qui montre que F (πK) = ∂G(πK) avec G(πK) ∈ B
†,s
rig,K+F ·log(πK)
pour s > r.
Ensuite la formule
∂(Gj(πK) log
j(πK)) =
(∂Gj)(πK)∂πK log
j(πK) +Gj(πK)j log
j−1(πK)∂πK/πK
montre que le (1) de la proposition implique le (2) par une re´currence
imme´diate. ⊓⊔
Remarque 4.5. Si ∂(y) = x et x ∈ B†,rlog,K , alors on ne peut pas dire
que y ∈ B†,rlog,K mais en revanche y ∈ B
†,s
log,K pour tout s > r.
Les trois lemmes suivants seront utiles par la suite.
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Lemme 4.6. Soit x ∈ B†,rrig,K tel que pour tout n ≫ 0 on ait x ∈
ϕn−1(q)B†,rnrig,K . Alors x ∈ tB
†
rig,K .
Preuve. Soit s = rn0 tel que x ∈ ϕ
n−1(q)B†,rnrig,K pour tout n > n0.
Rappelons que B†,srig,K s’identifie (non canoniquement) a` un anneau
de se´ries formelles en πK . Soit Qn(πK) = ϕ
n−1(q). On a B†,srig,K ∩
ϕn−1(q)B†,rnrig,K = ϕ
n−1(q)B†,srig,K car une se´rie est divisible Qn(πK) si
et seulement si les ze´ros de la premie`re ont un ordre > a` ceux de la
seconde, ce que l’on peut ve´rifier localement. De meˆme, comme les
ϕn−1(q) sont premiers entre eux, l’hypothe`se du lemme est e´quivalente
au fait que, pour tout n ≫ 0, on ait x ∈ ϕn(π)/ϕn0−1(π)B†,srig,K =
ϕn(π)B†,srig,K puisque ϕ
n0−1(π) est inversible dans B†,srig,K . On peut
donc e´crire x = ϕn(π)p−nxn et on va montrer que la suite {xn} con-
verge dans B†,srig,K . Les xn ∈ B
†,s
rig,K ve´rifient la relation:
ϕn(π)
pn
xn −
ϕn+1(π)
pn+1
xn+1 = 0
et donc
(xn − xn+1) + xn+1
(
1−
ϕn(q)
p
)
= 0
On en de´duit que si I est un intervalle contenu dans [s; +∞[, alors
VI(xn − xn+1) = VI
(
xn+1
(
1−
ϕn(q)
p
))
> VI(xn+1) + VI
(
1−
ϕn(q)
p
)
On se fixe I un intervalle compact et comme limn→+∞ VI(1−ϕ
n(q)/p) =
+∞ sur toute couronne du type {|z| ∈ I}, on peut supposer que
VI(1 − ϕ
n(q)/p) > 0 pour n assez grand. Alors l’ine´galite´ ci-dessus
montre que VI(xn−xn+1) > VI(xn+1) et donc que VI(xn) = VI(xn+1).
Les xn ont donc tous la meˆme valuation pour n assez grand. Enfin
l’ine´galite´ ci-dessus et le fait que limn→+∞ VI(1 − ϕ
n(q)/p) = +∞
impliquent que limn→+∞ VI(xn − xn+1) = +∞ et donc que la suite
xn converge.
Ceci e´tant vrai pour tout I, la suite xn converge pour la topologie
de Fre´chet vers une limite y ∈ B†,srig,K et un calcul imme´diat montre
que x = ty. ⊓⊔
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Remarque 4.7. On peut aussi dire que xt−1 est une fonction me´romorphe
sans poˆles, et cela la force a` eˆtre holomorphe, c’est-a`-dire que xt−1 ∈
B†rig,K . Cela suit de re´sultats ge´ne´raux de Lazard [34] sur les fonctions
analytiques, que l’on trouvera dans le paragraphe suivant.
Proposition 4.8. Soit r > 0 et n > n(r). Alors
ker(θ ◦ ιn : B˜
†,r
rig,K → Cp) = ϕ
n−1(q)B˜†,rrig,K
ker(θ ◦ ιn : B
†,r
rig,K → Cp) = ϕ
n−1(q)B†,rrig,K
Preuve. Le premier point est une conse´quence imme´diate de 2.17.
Pour le deuxie`me si x ∈ B†,rrig,K est tel que θ ◦ ιn(x) = 0, alors x =
ϕn−1(q)y avec y ∈ B˜†,rrig,K et alors x = ϕ
n−1(q)R0(y) ce qui fait que
y = R0(y) et donc que y ∈ B
†,r
rig,K . ⊓⊔
Lemme 4.9. Si r > 0 et n≫ n(r), alors l’application injective
θ ◦ ιn : B
†,r
rig,K/ϕ
n−1(q)→ Kn
est une bijection.
Preuve. E´tant donne´ que ϕn−1(q)B†,rrig,K ∩ B
†,r
rig,F = ϕ
n−1(q)B†,rrig,F ,
l’extension de corps B†,rrig,K/ϕ
n−1(q) sur B†,rrig,F/ϕ
n−1(q) est de degre´
B†,rrig,K/B
†,r
rig,F = eK = [K∞ : F∞].
La proposition est triviale dans le casK = F (on a de´ja`B†,rrig,F/ϕ
n−1(q) =
Fn), et dans le cas ge´ne´ral, elle re´sulte alors du fait queB
†,r
rig,K/ϕ
n−1(q)
est une extension de Fn de degre´ eK = [Kn : Fn] pour n≫ 0. ⊓⊔
4.2. Modules sur B†,srig,K
On e´tablit ici des re´sultats techniques qui serviront a` de´montrer un
re´sultat sur la structure de D†rig(V ) quand V est de de Rham.
Soit s ∈ R, tel que n(s) > n(K). L’anneau B†,srig,K est muni
de sa topologie de Fre´chet, de´finie par les {VI}, et si M est un
B†,srig,K-module libre de rang d, alors le choix d’un isomorphismeM =
(B†,srig,K)
d permet de munirM d’une topologie. Le the´ore`me de l’image
ouverte pour les espaces de Fre´chet montre que cette topologie ne
de´pend pas du choix d’une base de M . L’objet de ce paragraphe est
de montrer le the´ore`me suivant et son corollaire:
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The´ore`me 4.10. Soit M un B†,srig,K-module libre de rang fini d, et
N ⊂M un sous-module ferme´ pour la topologie de Fre´chet de M , tel
que
N ⊗
B
†,s
rig,K
Frac(B†,srig,K) =M ⊗B†,srig,K
Frac(B†,srig,K).
Alors N est libre de rang d.
Corollaire 4.11. Soit M un B†,srig,K-module libre de rang fini d, et
N ⊂ M un sous-module ferme´ pour la topologie de Fre´chet de M .
Alors N est libre de rang e 6 d, ou`
e = dim
Frac(B†,srig,K)
N ⊗
B
†,s
rig,K
Frac(B†,srig,K).
Ces deux re´sultats sont, apparamment, bien connus des experts,
mais nous en reproduisons la de´monstration pour la commodite´ du
lecteur. La de´monstration va ne´cessiter quelques re´sultats pre´paratoires
sur la structure de B†,srig,K . Ces re´sultats se trouvent dans [1,34,11],
moyennant une identification de l’anneau B†,srig,K a` l’anneau des se´ries
formelles convergeant sur la couronne C(Is) = {x ∈ Cp, α(s,K) 6
|x|p < 1}, avec α(s,K) = p
−1/eKs. Si I est un intervalle de [0; 1[,
soit BIK l’anneau des se´ries de Laurent a` coefficients dans F , qui con-
vergent sur la couronne C(I) = {x ∈ Cp, |x|p ∈ I}. On fixe une
identification B†,srig,K = B
Is
K .
Proposition 4.12. Soit I un intervalle de [0; 1[. L’anneau BIK a
alors les proprie´te´s suivantes:
1. si I est un intervalle compact, alors BIK est un anneau principal;
2. tout ide´al de type fini de BIK est principal (c’est donc un anneau
de Bezout);
3. tout ide´al ferme´ de BIK est principal;
4. toute fonction me´romorphe f ∈ Frac(BIK), qui n’a pas de poˆles,
est en fait holomorphe, c’est-a`-dire que f ∈ BIK ;
5. toute matrice a` d lignes et e colonnes, M ∈ Md×e(B
I
K), peut
s’e´crire M = P diag(fi)Q ou` P ∈ GLd(B
I
K), Q ∈ GLe(B
I
K) et
diag(fi) ∈ Md×e(B
I
K) est nulle sauf sur la diagonale, et f1| · · · |fd.
En d’autres termes, BIK admet une the´orie des diviseurs e´le´mentaires.
Preuve. Pour les 4 premiers points, on se reportera a` l’article de
Lazard [34]. Pour le cinquie`me point: on commence par montrer que
BIK est un anneau ade´quat, c’est-a`-dire que B
I
K est un anneau inte`gre
ou` tout ide´al de type fini est principal, et qui ve´rifie la condition
technique suivante: pour tous a, b ∈ BIK , on peut e´crire a = a1 · a2
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avec (a1, b) = 1 et (a3, b) 6= 1 pour tout a3 qui divise a2 (et qui
n’est pas une unite´). C’est une conse´quence des re´sultats de [34], qui
permettent de construire des fonctions holomorphes dont l’ensemble
des ze´ros est fixe´ a` l’avance. Le (5) est alors une conse´quence directe
de [28, Theorem 3]. ⊓⊔
Enfin, on aura besoin du lemme suivant:
Lemme 4.13. Soit M un BIK-module, libre de rang d, et M
′ ⊂M un
sous-module de type fini. AlorsM ′ est libre de rang 6 d. SiM ′⊗
B
†,s
rig,K
Frac(BIK) =M ⊗B†,srig,K
Frac(BIK), alors M
′ est libre de rang d.
Preuve. Si l’on exprime les coordonne´es d’une famille ge´ne´ratrice de
M ′ dans une base de M , c’est une conse´quence imme´diate de la
the´orie des diviseurs e´le´mentaires. ⊓⊔
Preuve (du the´ore`me 4.10). La de´monstration est largement inspire´e
de [33]. Soit donc M un BIsK -module libre de type fini, et N ⊂ M
un sous-module ferme´. Soit e > d. Si I est un intervalle compact,
soit G(e, I) l’ensemble des (n1, · · · , ne) ∈ N
e qui engendrent le BIK -
module N ⊗
B
†,s
rig,K
BIK . On remarquera que si I est ferme´, alors B
I
K
est principal, et donc N ⊗
B
†,s
rig,K
BIK est un B
I
K -module libre de rang
fini 6 d. Comme
N ⊗
B
†,s
rig,K
Frac(B†,srig,K) =M ⊗B†,srig,K
Frac(B†,srig,K),
alors N ⊗
B
†,s
rig,K
BIK est en fait un B
I
K -module libre de rang e´gal a` d.
Montrons premie`rement que G(e, I) est non-vide: comme l’anneau
BIK est principal, il existe n
′
1, · · · , n
′
d ∈ N⊗B†,srig,K
BIK qui forment une
base de N ⊗
B
†,s
rig,K
BIK . On a n
′
i =
∑
aijpj ou` aij ∈ B
I
K , et p1, · · · pf
est une famille de N . Le B†,srig,K-module engendre´ par les pi est un
sous-module de type fini de M , il est donc libre de rang d, de base
q1, · · · , qd. Il n’est pas difficile de voir que les qi forment une base de
N ⊗
B
†,s
rig,K
BIK sur B
I
K et donc que G(d, I) est non-vide. Ceci implique
que G(e, I) est non-vide pour e > d.
Montrons ensuite que G(e, I) est un ouvert de N e. Comme G(d, I)
est non-vide, on peut se fixer (n1, · · · , nd) ∈ G(d, I). Soit (p1, · · · , pe) ∈
G(e, I), et P la matrice des pi dans la base nj. Comme B
†,s
rig,K admet
la the´orie des diviseurs e´le´mentaires, on peut e´crire P = ADC, avec
A ∈ GLe(B
†,s
rig,K), C ∈ GLd(B
†,s
rig,K), et D nulle hors de la diagonale.
La matrice A induit un home´omorphisme de N e. Quitte a` modifier la
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base ni par C, et a` faire le changement de coordonne´es sur N
e induit
par A, on se rame`ne a` supposer que pi = αini et pi = 0 si i > d+ 1.
Soit Q la matrice d×d des αi avec i 6 d. Par hypothe`se, det(Q) ∈
(BIK)
∗. Or l’ensemble des R ∈ Md(B
†,s
rig,K) dont le de´terminant ve´rifie
det(R) ∈ (BIK)
∗ est ouvert (le de´terminant est une application con-
tinue et (BIK)
∗ est ouvert dans BIK , puisque, I e´tant compact, B
I
K
est une alge`bre de Banach) et contient Q. L’ensemble des (r1, · · · , re)
obtenus via (ri) = P (ni) est ouvert et contient (p1, · · · , pe), Si l’on
prend pour P toutes les matrices e× d telles que:
1. le de´terminant de la matrice d× d des d premie`res lignes de P est
inversible dans BIK ;
2. la matrice e−d×d des e−d dernie`res lignes de P est quelconque.
alors l’ensemble des (r1, · · · , re) obtenus via (ri) = P (ni) est ouvert
et contient (p1, · · · , pe). Ceci montre que G(e, I) est ouvert.
Montrons enfin que si e > 2d, alors G(e, I) est dense dans N e.
Soient (n1, · · · , nd) ∈ G(d, I), et (p1, · · · , pe) ∈ N
e. Comme aupar-
avant, la the´orie des diviseurs e´le´mentaires permet de supposer que
pi = αini et pi = 0 si i > d+1. Soit n > 0, et qi = pi pour 1 6 i 6 d,
qi = p
nni−d pour d + 1 6 i 6 2d, et qi = 0 si i > 2d + 1. La famille
(qi) est une famille ge´ne´ratrice de N ⊗B†,srig,K
BIK , aussi proche de (pi)
que l’on veut (le choix de n est libre).
L’ensemble G(2d, I) est donc un ouvert dense de N2d, et comme N
est un ferme´ d’un Fre´chet, c’est un me´trique complet: il a la proprie´te´
de Baire. L’intersection
∩∞n≫0G(2d, [r; 1 − 1/n])
est donc dense dans N2d, et notamment non-vide. Soit (n′1, · · · , n
′
2d)
dans l’intersection. Le sous B†,srig,K-module de N engendre´ par les n
′
i
est de type fini et ⊂ M , il est donc libre de rang d, engendre´ par
n1, · · · , nd. On voit que ces ni sont une base de N ⊗B†,srig,K
BIK pour
tout I. Soit n ∈ N . On peut donc e´crire n =
∑d
i=1 aini avec ai ∈ B
I
K .
Par unicite´, on a ai ∈ ∩B
I
K = B
†,s
rig,K .
Le module N est donc libre de rang d, e´tant engendre´ par les ni.
⊓⊔
Preuve (du corollaire 4.11). Soit Q = N ⊗
B
†,s
rig,K
Frac(B†,srig,K) ∩M .
Montrons que c’est un B†,srig,K-module libre de rang e 6 d. On a une
suite exacte 0 → Q → M → M/Q → 0, et par construction, M/Q
est sans-torsion: c’est un module de type fini et sans torsion, donc
cohe´rent, ce qui fait [6, I.2 exercice 11] que Q lui-meˆme est cohe´rent.
Comme il est de type fini, le lemme 4.13 montre qu’il est libre de
rang fini e.
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Ensuite, il est imme´diat que N ⊗
B
†,s
rig,K
Frac(B†,srig,K) = Q ⊗B†,srig,K
Frac(B†,srig,K), et on peut alors appliquer le the´ore`me 4.10. ⊓⊔
5. Structures diffe´rentielles sur les (ϕ, ΓK)-modules et
monodromie p-adique
Dans le chapitre pre´ce´dent on a fait l’e´tude de (B†rig,K ,∇). Ce chapitre
est consacre´ a` la construction de l’e´quation diffe´rentielle associe´e a`
une repre´sentation V , qui est un module a` connexion au-dessus de
(B†rig,K ,∇). On donne ensuite des applications aux repre´sentations
semi-stables, a` la the´orie de Sen, et a` la caracte´risation des repre´sentations
de de Rham. Comme conse´quence de cela, on de´montre la conjecture
de monodromie p-adique.
5.1. L’ope´rateur ∇V
Dans tout ce paragraphe, V est une repre´sentation p-adique de GK .
Rappelons que l’on a pose´ D†rig(V ) = B
†
rig,K ⊗B†
K
D†(V ) et no-
tamment que D†rig(V ) ⊂ (B˜
†
rig ⊗Qp V )
HK = B˜†rig,K ⊗B†
K
D†(V ). Le
lemme de re´gularisation par le Frobenius montre qu’on a (B˜†rig)
ϕ=1 ⊂
(B˜+rig)
ϕ=1 = Qp et donc que l’on peut re´cupe´rer V par la formule
V = (B˜†rig ⊗B†rig,K
D†rig(V ))
ϕ=1.
On choisit une base {ei} de D
†(V ) et on prolonge les ope´rateurs Rm
a` B˜†rig,K ⊗B†
K
D†(V ) par Rm(
∑
λi ⊗ ei) =
∑
Rm(λi) ⊗ ei. Comme
Rm est B
†
K -line´aire, le prolongement ne de´pend pas du choix de la
base {ei}. Nous aurons besoin du re´sultat suivant qui est un corollaire
imme´diat de la proposition 2.17:
Lemme 5.1. Soit r > 0 et n > n(r). Alors
ker(θ ◦ ιn : D
†,r
rig(V )→ Cp ⊗Qp V ) = ϕ
n−1(q)D†,rrig(V )
ker(θ ◦ ιn : D
†,r(V )→ Cp ⊗Qp V ) = ϕ
n−1(q)D†,r(V )
Preuve. La proposition 2.17 montre que si θ ◦ ιn(x) = 0, alors x =
ϕn−1(q)y avec y ∈ B˜†rig,K⊗B†rig,K
D†rig(V ). On a alors x = ϕ
n−1(q)R0(y)
et donc y = R0(y) ∈ D
†
rig(V ). Enfin pour le deuxie`me point il suffit
d’utiliser le fait qu’un e´le´ment de B†,rnK divisible par ϕ
n−1(q) dans
B†,rnrig,K l’est dans B
†,rn
K . ⊓⊔
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On va munirD†rig(V ) d’une connexion∇V au-dessus de (B
†
rig,K ,∇),
c’est-a`-dire d’un ope´rateur ∇V tel que∇V (λ·x) = ∇(λ)·x+λ·∇V (x).
On se fixe une base {ei} de D
†(V ) et si x ∈ D†,rrig(V ) s’e´crit
x =
∑
xi ⊗ ei avec xi ∈ B
†,r
rig,K , alors on pose (si I est tel que
r ∈ I): VI(x) = infi VI(xi). La de´finition de´pend de la base mais
pas la topologie de´finie par les VI qui est e´quivalente a` la topologie
induite sur D†rig(V ) par B˜
†
rig ⊗Qp V , et D
†,r
rig(V ) est complet. Dans
cette partie γ est un e´le´ment de ΓK et n(γ) = vp(1 − χ(γ)). On
suppose que n(γ) > 1 et que r > rn(K).
Lemme 5.2. Si I = [r; s] est un intervalle ferme´ de [r; +∞[, alors il
existe n(I, V ) ∈ N, tel que pour x ∈ D†,rrig(V ), on ait VI((1 − γ)x) >
VI(x) + 1 de`s que n(γ) > n(I, V ).
Preuve. Si y ∈ D†,r(V ), alors VI((1 − γ)y) > VI(y) + 1, quand n(γ)
est assez grand, puisque l’action de GK est continue. On se fixe n(γ)
tel que VI((1−γ)ei) > VI(ei)+1 pour tout i et le lemme re´sulte alors
du lemme 4.1 (le cas de la repre´sentation triviale) puisque
(1− γ)(xi ⊗ ei) = (1− γ)xi ⊗ γ(ei) + xi ⊗ (1− γ)ei
⊓⊔
Si I = [r; s], soit BIK l’anneau des se´ries formelles en πK qui
convergent sur la couronne de rayons inte´rieurs et exte´rieurs α(K, r)
et α(K, s). Le lemme pre´ce´dent montre que si γ est assez proche de
1, la se´rie d’ope´rateurs
log(γ)
log(χ(γ))
= −
1
log(χ(γ))
∑
n>1
(1− γ)n
n
converge vers un ope´rateur continu ∇I,V : D
†,r
rig(V )→ D
†,r
rig(V )⊗B†,rrig,K
BIK , et un petit argument de se´ries formelles montre que log(γ)/ log(χ(γ))
ne de´pend pas du choix de γ. Notamment ∇I1,V (x) = ∇I2,V (x) si
Ik = [r; sk]. On en de´duit que la valeur commune des ∇I,V (x) appar-
tient a`D†,rrig(V ), et que l’ope´rateur x 7→ ∇V (x), ou` ∇V (x) est la valeur
commune des ∇I,V (x), est continu pour la topologie de Fre´chet.
Ensuite, un argument standard montre que si x ∈ D†,rrig(V ), alors
∇V (x) = lim
γ→1
γ(x)− 1
χ(γ)− 1
ce qui fait que, comme (1 − γ)(λx) = (1 − γ)λ · γ(x) + λ · (1 − γ)x,
∇V ve´rifie ∇V (λx) = ∇(λ)x + λ∇V (x). C’est donc une connexion
au-dessus de l’ope´rateur ∇ : B†,rrig,K → B
†,r
rig,K .
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Exemple 5.3. Un calcul facile montre par exemple que∇Qp(r) = t∂+r
sur D†rig(Qp(r)).
Lemme 5.4. Soit x un e´le´ment de D†,rrig(V ), tel que pour tout n≫ 0,
on ait x ∈ ϕn−1(q)D†,rnrig (V ). Alors x ∈ tD
†
rig(V ).
Preuve. Apre`s le choix d’une base deD†rig(V ) cela suit imme´diatement
de 4.6. ⊓⊔
5.2. Application aux repre´sentations semi-stables
Un cristal sur B†rig,K est un B
†
rig,K-module libre muni d’un Frobenius
et d’une connexion qui commutent, la connexion e´tant au-dessus de
∇. Commenc¸ons par de´finir ce qu’est un cristal unipotent. On remar-
quera que cela ne de´pend pas de l’e´ventuelle structure de Frobenius.
Soit donc M un B†rig,K-module libre de rang fini d muni d’une con-
nexion ∇M au-dessus de ∇.
Proposition 5.5. Les proprie´te´s suivantes sont e´quivalentes:
1. ∇M est triviale sur M ⊗B†rig,K
B†log,K , c’est-a`-dire qu’il existe
e0, · · · , ed−1 ∈M ⊗B†rig,K
B†log,K
tels que ∇Mei = 0 et ⊕eiB
†
log,K [1/t] =M ⊗B†rig,K
B†log,K [1/t];
2. il existe d e´le´ments f0, · · · , fd−1 de M qui forment une base de
M ⊗
B
†
rig,K
B†rig,K [1/t] sur B
†
rig,K [1/t] et tels que ∇M (fi) ∈ t ·
〈fi−1, · · · , f0〉 ou` 〈·〉 de´note le B
†
rig,K-module engendre´.
Preuve. Commenc¸ons par montrer que (1) implique (2). L’ope´rateur
de monodromieN = 1⊗N laisse stable le F -espace vectoriel engendre´
par les ei, car le (1) implique que les ei engendrent le noyau de ∇M
agissant sur M ⊗
B
†
rig,K
B†log,K , et un calcul direct montre que N com-
mute a` ∇M (car N commute a` l’action de GF ) et donc stabilise son
noyau: on peut alors supposer que N(ei) ∈ 〈ei−1, · · · , e0〉 car N est
nilpotent. On peut e´crire de manie`re unique ei =
∑d−1
j=0 log
j(π)dji.
Montrons que fi = d0,i est une famille qui satisfait la condition de
(2). Le fait que ∇M(ei) = 0 et N(ei) ∈ 〈ei−1, · · · , e0〉 implique re-
spectivement que
∇M (d0,i) = d1,i
t(1 + π)
π
et d1,i ∈ 〈d0,i−1, · · · , d0,0〉
Repre´sentations p-adiques et e´quations diffe´rentielles 49
ce qui fait que ∇M(d0,i) ∈ t〈d0,i−1, · · · , d0,0〉. Montrons enfin que
les fi engendrent M ⊗B†rig,K
B†rig,K [1/t] sur B
†
rig,K [1/t]. Soit m ∈
M ⊗
B
†
rig,K
B†rig,K [1/t], par hypothe`se on peut e´crire m =
∑
µiei et
donc m =
∑
λifi + n · log(π) ou` λi est le terme constant de µi et
comme m ∈M ⊗
B
†
rig,K
B†rig,K [1/t] on a ne´ce´ssairement n = 0.
Montrons maintenant l’implication re´ciproque. On va montrer par
re´currence que l’on peut prendre ei =
∑i
j=0 fjaji avec aji ∈ B
†
log,K
et aii = 1. En rang 1 il n’y a rien a` montrer. En rang d, ∇M induit
une connexion sur (⊕fiB
†
rig,K)/f0B
†
rig,K qui satisfait les meˆmes condi-
tions et il existe donc e′1, · · · , e
′
d−1 tels que ∇M(e
′
i) = αif0. Un calcul
imme´diat montre que αi ∈ tB
†
log,K et donc qu’il existe βi ∈ B
†
log,K tel
que ∇(βi) = αi (par la proposition 4.4, il existe βi ∈ B
†
log,K tel que
∂(βi) = t
−1αi). On pose alors e0 = f0 et ei = e
′
i−βif0, ce qui ache`ve
la re´currence. La matrice de passage des fi aux ei est triangulaire
avec des 1 sur la diagonale et on en de´duit que les ei engendrent bien
M ⊗
B
†
rig,K
B†log,K [1/t] sur B
†
log,K [1/t]. ⊓⊔
Un cristal qui satisfait les conditions de la proposition pre´ce´dente
est dit unipotent.
Proposition 5.6. Soit V une repre´sentation p-adique et D†rig(V ) le
cristal qu’on lui a associe´. Alors il existe n tel que la restriction de
V a` GKn est semi-stable (respectivement cristalline) a` poids ne´gatifs
si et seulement si D†rig(V ) est unipotent (respectivement trivial).
Preuve. On a vu que V est une repre´sentation semi-stable de GKn si
et seulement si
D†log(V ) = D
†
rig(V )⊗B†rig,K
B†log,K [1/t]
a une base d’e´le´ments stables par γKn . Si V est semi-stable, alors
∇V est donc triviale, c’est-a`-dire que si e0, · · · , ed−1 est une base de
Dst(V ), alors ils satisfont le (1) de la proposition pre´ce´dente en raison
du the´ore`me de comparaison:
Dst(V )⊗F B
†
log,K [1/t] = D
†
rig(V )⊗B†rig,K
B†log,K [1/t]
Re´ciproquement si D†rig(V ) est unipotent, alors les e0, · · · , ed−1
engendrent un F -espace vectoriel sur lequel log(γ) agit trivialement
ce qui fait que ΓK agit a` travers un quotient fini et donc que les ei
sont stables par γp
n
K pour n assez grand et forment alors une base de
Dst(Vn) si Vn est la restriction de V a` GKn .
50 Laurent Berger
On dit aussi dans ce cas que la connexion est unipotente. De plus
V est cristalline si et seulement si on peut choisir les fi tels que
∇M (fi) = 0 et la connexion est alors triviale. ⊓⊔
5.3. Les modules DSen(V ) et Ddif(V )
Rappelons que Sen a montre´ [42] que si V est une repre´sentation p-
adique, alors l’ensemble des sous-K∞-espaces vectoriels de dimension
finie de (Cp ⊗Qp V )
HK stables par ΓK admet un plus grand e´le´ment
DSen(V ) et que Cp ⊗K∞ DSen(V ) = Cp ⊗Qp V . De plus si γ ∈ ΓK
est suffisament proche de 1, alors la se´rie qui de´finit log(γ) converge
en tant que se´rie d’ope´rateurs Qp-line´aires de DSen(V ) et l’ope´rateur
ΘV = log(γ)/ log(χ(γ)) est un ope´rateur K∞-line´aire qui ne de´pend
pas de γ.
D’autre part Fontaine a montre´ dans [25] que l’ensemble des sous-
K∞[[t]]-modules libres de type fini de (B
+
dR⊗Qp V )
HK stables par ΓK
contient un plus grand e´le´ment; nous le noterons D+dif(V ) dans cet
article et on a B+dR⊗K∞[[t]]D
+
dif(V ) = B
+
dR⊗Qp V . De plus si γ ∈ ΓK
est suffisament proche de 1, alors la se´rie qui de´finit log(γ) converge
en tant que se´rie d’ope´rateurs Qp-line´aires de D
+
dif(V ) et l’ope´rateur
∇V = log(γ)/ log(χ(γ)) est un ope´rateur qui ne de´pend pas de γ et
qui ve´rifie ∇V (ax) = a∇V (x) + ∇(a)x ce qui montre que ∇V est
une connexion sur D+dif(V ); on l’e´tend a` Ddif(V ) = K∞((t)) ⊗K∞[[t]]
D+dif(V ).
On peut retrouver (DSen(V ), ΘV ) a` partir de (D
+
dif(V ),∇V ) via
l’application θ : B+dR → Cp comme nous le verrons ci-dessous. Rap-
pelons [9] que l’application ιn = ϕ
−n envoie B†,rnK dans Kn[[t]] ⊂ B
+
dR
et envoie donc D†,rn(V ) dans un sous Kn[[t]]-module de D
+
dif(V ).
Proposition 5.7. L’application de K∞((t))⊗B†,rn
K
D†,rn(V ) dansDdif(V )
de´duite de ιn est un isomorphisme de K∞((t))-modules avec connex-
ion, si n est assez grand.
Preuve. On prend n > n0 tel que ιn(B
†,rn
K ) ⊂ Kn[[t]]. Il est clair
qu’alors
K∞[[t]]⊗ιn(B†,rnK )
ιn(D
†,rn(V ))
est un sousK∞[[t]]-module libre de type fini de (B
+
dR⊗QpV )
HK stable
par ΓK .
Montrons que c’est D+dif(V ) pour n ≫ 0. On a une application
θ : D+dif(V ) → DSen(V ) et DSen(V ) est un K∞-espace vectoriel de
dimension d = dimQp(V ). On en de´duit une application
θ ◦ ιn : D
†,rn(V )→ DSen(V )
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dont le noyau est ϕn−1(q)D†,rn(V ) par le lemme 5.1 ce qui fait que
θ ◦ ιn re´alise une injection d’un B
†,rn
K /ϕ
n−1(q) module de rang d dans
DSen(V ) et son image est un Kn-espace vectoriel Vn de dimension d
stable par ΓK . Un petit calcul montre que des e´le´ments de Vn qui
sont lie´s dans DSen(V ) par une relation a` coefficients dans K∞, sont
lie´s par une relation a` coefficients dans Kn, et donc que l’application
naturelle de K∞⊗Kn Vn dans DSen(V ) est injective; son image est de
dimension maximale d, et est donc e´gale a` DSen(V ). Cela implique
que le de´terminant de l’injection
K∞[[t]]⊗ιn(B†,rnK )
ιn(D
†,rn(V )) →֒ D+dif(V )
n’est pas divisible par t et donc (comme K∞[[t]] est un anneau local
d’ide´al maximal (t)) par le lemme de Nakayama que l’injection ci-
dessus est en fait un isomorphisme. ⊓⊔
Corollaire 5.8. Par extension des scalaires on en de´duit que l’application
K∞((t)) ⊗B†,rnrig,K
D†,rnrig (V )→ Ddif(V )
de´duite de ιn est aussi un isomorphisme de K∞((t))-modules avec
connexion, si n est assez grand.
Graˆce a` ces calculs on peut retrouver DdR(V ) a` partir de D
†(V );
la proposition suivante se trouve dans [25, prop. 3.25].
Proposition 5.9. Si V est une repre´sentation p-adique de GK , alors
K∞⊗KDdR(V ) est le noyau de la connexion ∇V ope´rant surDdif(V ).
En particulier, V est de de Rham si et seulement si ∇V est la con-
nexion triviale.
Preuve. L’action de ∇V sur K∞ ⊗K DdR(V ) est triviale et de plus
si r ≫ 0, alors trK∞[[t]] ⊗K DdR(V ) est un sous-K∞[[t]]-module de
(B+dR⊗Qp V )
HK libre de type fini et stable par ΓK ce qui montre que
K∞ ⊗K DdR(V ) est bien inclus dans le noyau de ∇V agissant sur
Ddif(V ).
La the´orie ge´ne´rale des modules a` connexion montre que le noyau
de ∇V sur Ddif(V ) est un K∞-espace vectoriel de dimension finie au
plus dimK∞((t))(Ddif(V )); il est aussi stable par ΓK et provient donc
par extension des scalaires d’un Kn-espace vectoriel stable par ΓK
pour n ≫ 0. L’action de ΓK sur ce Kn-espace vectoriel est discre`te
car l’alge`bre de Lie de ΓK agit trivialement, puisque ∇V = 0 (cf [44,
chap. V]), et donc quitte a` augmenter n l’action de ΓKn est triviale
et cet espace est donc inclus dans DdR(Vn) = Kn ⊗ DdR(V ) ou` Vn
est la restriction a` GKn de V , ce qui fait que le noyau de la connexion
agissant sur Ddif(V ) est inclus dans K∞⊗KDdR(V ). On a donc bien
que K∞ ⊗K DdR(V ) est le noyau de ∇V sur Ddif(V ). ⊓⊔
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5.4. Repre´sentations de de Rham
Soit ∂V = t
−1∇V . L’objet de ce paragraphe est de de´montrer le
the´ore`me suivant, et sa re´ciproque, la proposition 5.18:
The´ore`me 5.10. Soit V une repre´sentation de de Rham de GK . On
suppose que les poids de Hodge-Tate de V sont ne´gatifs. Alors il existe
un unique sous B†rig,K-module libre de rang d de D
†
rig(V ) stable par
∂V , NdR(V ). Il ve´rifie de plus les proprie´te´s suivantes:
1. NdR(V ) est stable par ϕ et par ΓK ;
2. si s est assez grand, alors il existe Ns ⊂ D
†,s
rig(V ), libre de rang d,
stable par ∂V et ΓK , tel que NdR(V ) = Ns ⊗B
†
rig,K .
On va montrer que NdR(V ) = Ns ⊗B
†
rig,K , ou` Ns l’ensemble des
x ∈ D†,srig(V ), tels que pour tout n > n0, on ait ιn(x) ∈ Kn[[t]] ⊗K
DdR(V ). Le moduleNdR(V ) que l’on construit ainsi est l’analogue du
moduleN construit par N. Wach [50] dans le cas d’une repre´sentation
absolument cristalline, ce qui explique la notation.
La de´monstration de ce re´sultat va ne´cessiter plusieurs e´tapes
interme´diaires, consacre´es a` la construction d’e´le´ments de D†rig(V ).
Pour l’instant, V est une repre´sentation p-adique quelconque. On
commence par le cas de la repre´sentation triviale:
Lemme 5.11. Soient s ∈ R, et n ∈ N, tels que n > n(s) > n(K),
et w ∈ N. Si f(t) ∈ Kn[[t]], alors il existe µ ∈ B
†,s
rig,K tel que ιn(µ)−
f(t) ∈ twKn[[t]].
Preuve. On cherche a` montrer que ιn(B
†,s
rig,K) est dense dans Kn[[t]]
pour la topologie t-adique. Comme t ∈ B†,srig,K , il suffit de montrer que
l’application naturelle ιn : B
†,s
rig,K → Kn = Kn[[t]]/(t) est surjective.
Or, cette application co¨ıncide avec θ ◦ ιn : B
†,s
rig,K → Kn, qui est
surjective par le lemme 4.9. ⊓⊔
Lemme 5.12. Soit tn = p
nt/ϕn−1(q). On a
θ ◦ ιm(tn) =
{
0 si n 6= m;
ε(1) − 1 si n = m.
Preuve. Si m = n, alors
θ ◦ ιm(tn) = θ(t
π1
π
) = θ(π1 ·
t
π
) = ε(1) − 1.
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Sinon, si m < n
θ ◦ ιm(tn) = θ(ϕ
n−m−1(π
t
ϕ(π)
)) = 0
et si m > n
θ ◦ ιm(tn) = θ(p
n−m t
π
π
π1
π1
πm−n
πm−n+1) = 0,
puisque θ( ππ1 ) = 0. ⊓⊔
Soit {ei} une base de D
†(V ). On suppose dans la suite que s
est un re´el tel que ei ∈ D
†,s(V ), et que la matrice de ϕ dans cette
base a ses coefficients dans B†,srig,K . Enfin, on suppose aussi que ∂(πK)
est inversible dans B†,srig,K . Bien entendu, toutes ces conditions sont
ve´rifie´es si s est assez grand.
Lemme 5.13. Si x ∈ D+dif(V ) et w ∈ N, alors il existe n0 = n0(x,w),
et xn0 ∈ D
†,s
rig(V ) tels que: ιn0(xn0)− x ∈ t
wD+dif(V ).
Preuve. On a vu en 5.7 que si n est assez grand, alors
K∞[[t]]⊗ιn(B†,rnrig,K)
ιn(D
†,rn
rig (V )) = D
+
dif(V ).
Si n ve´rifie de plus n > n(s), alors comme on a suppose´ queD†,rnrig (V ) =
B†,rnrig,K⊗B†,srig,K
D†,srig(V ), on aK∞[[t]]⊗ιn(B†,srig,K)
ιn(D
†,s
rig(V )) = D
+
dif(V ).
On peut donc e´crire x =
∑d
i=1 fi(t) ⊗ ιn(ei) avec fi(t) ∈ K∞[[t]].
Soit n0 = n0(x,w) > n, tel que pour tout i, fi(t) ∈ Kn0 [t]+t
wK∞[[t]].
Soit Pn0−n = (pij) ∈ Md(B
†,pn0−n−1s
rig,K ) la matrice de ϕ
n0−n dans la
base ei (si P = P1 est la matrice de ϕ, on a
Pn0−n = ϕ
n0−n−1(P ) · · ·ϕ(P )P,
et si P ∈ Md(B
†,s
rig,K), alors Pn0−n ∈ Md(B
†,pn0−n−1s
rig,K )). On a
x =
d∑
i=1
fi(t)⊗ ιn0(ϕ
n0−n(ei))
=
d∑
i=1
d∑
j=1
fj(t)ιn0(pij)⊗ ιn0(ei)
=
d∑
i=1
gi(t)⊗ ιn0(ei)
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ou` gi(t) ∈ Kn0 [t] + t
wK∞[[t]], comme on le ve´rifie rapidement.
Par le lemme 5.11, il existe µi ∈ B
†,s
rig,K , tels que ιn0(µi)− gi(t) ∈
twK∞[[t]]. On peut alors poser xn0 =
∑
µiei. ⊓⊔
On conserve les notations du lemme pre´ce´dent.
Proposition 5.14. Si x ∈ D+dif(V ), alors pour tout n > n0, il existe
xn ∈ D
†,s
rig(V ) tel que ιn(xn)− x ∈ t
wD+dif(V ).
Preuve. Soit xn0 l’e´le´ment construit dans le lemme pre´ce´dent. Il satis-
fait donc: ιn0(xn0)−x ∈ t
wD+dif(V ). Notamment, ιn(ϕ
n−n0(xn0))−x ∈
twD+dif(V ). Soit x
′
n = ϕ
n−n0(xn0), alors x
′
n ∈ D
†,pn−n0s
rig (V ), et donc
x′n =
∑
µ′nei avec µ
′
n ∈ B
†,pn−n0s
rig,K et ei ∈ D
†,s
rig(V ). Le lemme 5.11
fournit des µn ∈ B
†,s
rig,K tels que ιn(µn)− ιn(µ
′
n) ∈ t
wK∞[[t]]. On pose
alors xn =
∑
µnei. ⊓⊔
On suppose maintenant que la repre´sentation V est de de Rham,
et que ses poids de Hodge-Tate sont ne´gatifs, ce qui fait qu’il existe
w ∈ N tel que
twD+dif(V ) ⊂ K∞[[t]]⊗K DdR(V ) ⊂ D
+
dif(V )
Ensuite, il existe n1 tel que, si n > n1, alors ιn(D
†,s
rig(V )) ⊂ Kn((t))⊗K
DdR(V ). Soient r1, · · · , rd une base du K-espace vectoriel DdR(V ),
et n0 = sup{{n0(ri, w)}i, n1}.
Proposition 5.15. Soit Ns l’ensemble des x ∈ D
†,s
rig(V ), tels que pour
tout n > n0, on ait ιn(x) ∈ Kn[[t]] ⊗K DdR(V ). Alors Ns est un
B†,srig,K-module libre de rang d, et ∇V (Ns) ⊂ tNs.
Preuve. Commenc¸ons par remarquer que Ns contient t
wD†,srig(V ), en
particulier il est non-vide, et il contient un sousB†,srig,K-module libre de
rang d. Ensuite, il est ferme´ pour la topologie de Fre´chet de D†,srig(V ),
car ιn est continu pour tout n > n0. Le the´ore`me 4.10 montre alors
que Ns est libre de rang d. Il en existe donc une base f1, · · · , fd.
Pour n > n0, la famille ιn(fi) forme une base de Kn[[t]]⊗K DdR(V ):
en effet, il suffit de ve´rifier que ιn(Ns) = Kn[[t]] ⊗K DdR(V ), c’est
a` dire de montrer que pour tout i, ri ∈ ιn(Ns). La proposition 5.14,
applique´e a` ri, fournit si,n ∈ D
†,s
rig(V ), tel que ιn(si,n)−ri ∈ t
wD+dif(V ).
Soit ti,n = si,n
(
pnt
ϕn−1(q)
)w
. Le lemme 5.12 montre qu’il existe ui,n ∈
Kn[[t]], tel que ιn(ti,n) − ((ε
(1) − 1)w + tui,n)ri ∈ t
wD+dif(V ), et que
si m 6= n, alors ιm(ti,n) ∈ t
wD+dif(V ). On en de´duit que ti,n ∈ Ns, et
donc que ri ∈ ιn(Ns).
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Ensuite, il est clair que ∇V (Ns) ⊂ Ns, car ∇V commute a` ιn,
et Kn[[t]] ⊗K DdR(V ) est stable par ∇V . Soit D = (dij) la matrice
de la connexion ∇V dans la base {fi}. Le fait que ∇V (Kn[[t]] ⊗K
DdR(V )) ⊂ tKn[[t]] ⊗K DdR(V ), montre que pour tout n > n0,
ιn(D) ∈ Md(tKn[[t]]), et donc par le lemme 2.17,D ∈ Md(ϕ
n−1(q)B†,srig,K).
Ceci e´tant valable pour tout n > n0, le lemme 4.6 montre que D ∈
Md(tB
†,s
rig,K), et donc que ∇V (Ns) ⊂ tNs. ⊓⊔
Montrons maintenant qu’un sous-module deD†,srig(V ), dont le rang
est maximal, et qui est stable par ∂V , est unique.
Lemme 5.16. Soient V une repre´sentation de de Rham, dont les
poids de Hodge-Tate sont ne´gatifs, et Ms un B
†,s
rig,K-module libre de
rang d, inclus dans D†,srig(V ). Si ∂V (Ms) ⊂Ms, alors detB†,srig,K
(Ms) =
tr det
B
†,s
rig,K
(D†,srig(V )), ou` r > 0.
Preuve. La repre´sentation det(V ) est de de Rham, et donc [23] de la
forme χ−rω (r > 0, c’est l’oppose´ de la somme des poids de Hodge-
Tate de V ), ou` la restriction de ω a` IK (l’inertie de GK) est finie.
Notamment, il existe une base e de D†,srig(det(V )), telle que l’action
de ΓK sur e est donne´e par χ
−rω′, ou` ω′ est d’ordre fini. On a donc
γ(e) = χ−r(γ)e, si γ est assez proche de 1. Il existe λ ∈ B†,srig,K , tel
que det(Ms) = λB
†,s
rig,Ke, et c’est un sous-module de det(D
†,s
rig(V )) =
D†,srig(det(V )) de rang 1, stable par ∂V . On doit avoir: ∂V (λe) = αλe,
avec α ∈ B†,srig,K et donc αλe = ∂(λ)e + λ∂V (e). Comme ∂V (e) =
−rt−1e, cela montre que t divise λ, si r > 1. Une re´currence facile, sur
r, montre qu’il existe µ ∈ B†,srig,K , tel que λ = t
rµ. On doit alors avoir
∂(µ) = βµ, avec β ∈ B†,srig,K . Identifions cet anneau avec l’anneau des
se´ries en T , holomorphes sur la couronne {z ∈ Cp, α(K, r) 6 |z|p <
1}. Comme on a suppose´ que ∂(πK) est inversible dans B
†,s
rig,K, si
µ(x) = 0, alors (dµ/dT )(x) = 0, et par re´currence (dkµ/dT k)(x) = 0
pour tout k. Si µ s’annule quelque part, c’est donc que µ = 0. On en
conclut que µ est inversible et donc que det(Ms) = t
r det(D†,srig(V )).
⊓⊔
Corollaire 5.17. Si N1s et N
2
s sont deux sous-modules libres de rang
d de D†,srig(V ), stables par ∂V , alors N
1
s = N
2
s .
Preuve. Le module N1s +N
2
s ve´rifie les meˆmes hypothe`ses, et N
1
s ⊂
N1s + N
2
s . Le lemme 5.16 montre que det(N
1
s ) = det(N
1
s + N
2
s ), et
donc que N1s = N
1
s +N
2
s = N
2
s . ⊓⊔
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Preuve (du the´ore`me 5.10). Le lemme pre´ce´dent montre que si s1 6
s2, alors l’inclusion B
†,s2
rig,K ⊗B†,s1rig,K
Ns1 ⊂ Ns2 est en fait un isomor-
phisme. Posons NdR(V ) = B
†
rig,K ⊗B†,srig,K
Ns: on vient de voir que
cette de´finition ne de´pend pas du choix de s. De plus, ϕ(Ns) est un
sous-module libre de rang d de D†,psrig (V ), stable par ∂V , et par unicite´
on a donc ϕ(Ns) = Nps. Par suite:
ϕ(NdR(V )) = ϕ(B
†
rig,K ⊗B†,srig,K
Ns) ⊂ B
†
rig,K ⊗B†,psrig,K
Nps = NdR(V )
et NdR(V ) est donc stable par ϕ. Il est clair que Ns, et donc NdR(V ),
est stable par ΓK ; par construction il est stable par ∂V . Enfin il n’est
pas difficile de voir queNdR(V ) de´termine Ns, qui est unique, et donc
NdR(V ) lui-meˆme est unique. ⊓⊔
Montrons maintenant la re´ciproque du the´ore`me 5.10:
Proposition 5.18. Soit V une repre´sentation p-adique de GK . On
suppose qu’il existe Ns ⊂ D
†,s
rig(V ), libre de rang d et stable par ∂V .
Alors V est de de Rham, et ses poids de Hodge-Tate sont ne´gatifs.
Preuve. Si n est assez grand, alors Mn = Kn[[t]]⊗ιn(B†,srig,K)
ιn(Ns) est
un sous Kn[[t]]-module de D
+
dif(V ), et M = K∞[[t]] ⊗Kn[[t]] Mn est
un sous K∞[[t]]-module de D
+
dif(V ), de rang 6 d. De plus, comme
Frac(B†,srig,K)⊗B†,srig,K
Ns = Frac(B
†,s
rig,K)⊗B†,srig,K
D†,srig(V ),
M est un K∞[[t]]-module libre de rang d. Il est stable par ∂V , soit C
la matrice de ∂V dans une base de M . Alors l’e´quation diffe´rentielle
d
dtA + CA = 0 a une solution A ∈ GL(d,K∞[[t]]), qui de´termine
une famille libre {ri} de M , telle que ∂V (ri) = 0. La proposition
5.9 montre que V est de de Rham, et comme DdR(V ) = ker(∇V ) ⊂
D+dif(V ), c’est que ses poids de Hodge-Tate sont ne´gatifs. ⊓⊔
5.5. Monodromie p-adique
L’objet de ce paragraphe est de de´montrer le re´sultat suivant, connu
sous le nom de “conjecture de monodromie p-adique”. Cette conjec-
ture, formule´e par Fontaine [23, 6.2], est l’analogue pour les repre´sentations
p-adiques du the´ore`me de monodromie ℓ-adique de Grothendieck.
The´ore`me 5.19. Si V est une repre´sentation p-adique de de Rham,
alors V est potentiellement semi-stable.
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Les deux ingre´dients principaux pour la de´monstration de ce the´ore`me
sont d’une part la construction deNdR(V ), et d’autre part un profond
the´ore`me d’Y. Andre´ sur la structure des e´quations diffe´rentielles p-
adiques. Avant de de´montrer le the´ore`me 5.19, faisons quelques brefs
rappels sur les e´quations diffe´rentielles p-adiques, afin de fixer les
notations et d’e´noncer les re´sultats de [2].
Supposons dans la suite que k est alge´briquement clos. Soit RF =
B†rig,F l’anneau de Robba a` coefficients dans F . Cet anneau est muni
d’un ope´rateur de Frobenius ϕ et d’une de´rivation ∂, qui proviennent
tous les deux d’ope´rateurs de´finis sur A†F . De plus, A
†
F est un anneau
de se´ries formelles en π, et ϕ(π) = πp mod p. Parmi les extensions
finies de l’anneau de Robba, on s’inte´resse a` celles qui proviennent
d’une extension finie se´parable de B†F , c’est-a`-dire a` celles de la forme
RK = B
†
rig,K . Elles sont canoniquement munies du Frobenius de
B†rig,K , et de la de´rivation qui e´tend ∂. Via la the´orie du corps de
normes, on voit que ces extensions sont celles qui proviennent d’une
extension finie se´parable de k((π)).
Un ϕ-moduleM surRK est unRK-module libre de rang fini, muni
d’une application ϕ : M → M semi-line´aire, telle que ϕ∗(M) = M
(c’est-a`-dire que leRK -module engendre´ par ϕ(M) est e´gal a`M). Une
e´quation diffe´rentielle p-adique est un RK -module de pre´sentation
finie muni d’une connexion∇M :M →M⊗Ω
1
RK
, ou, ce qui revient au
meˆme car Ω1RK ≃ RK
dπK
πK
, d’une application ∂M :M →M , qui e´tend
la de´rivation ∂ : RK → RK donne´e surRF par ∂f(π) = (1+π)df/dπ,
et qui satisfait la re`gle de Leibniz. Une e´quation diffe´rentielle p-adique
M est dite eˆtre munie d’une structure de Frobenius, si M est un ϕ-
module et si le diagramme suivant est commutatif:
M
∇M−−−→ M ⊗Ω1RK
ϕ
y yϕ⊗dϕ
M
∇M−−−→ M ⊗Ω1RK
E´tant donne´ que sur RF , on a
dx =
π∂x
1 + π
dπ
π
,
cela revient a` demander que ∂M ◦ ϕ = pϕ ◦ ∂M .
Les e´quations diffe´rentielles p-adiques, munies ou non d’une struc-
ture de Frobenius, ont e´te´ e´tudie´es en de´tail par Christol et Mebkhout;
nous renvoyons a` [12] pour un survol des re´sultats et de quelques ap-
plications. En utilisant ces re´sultats, Andre´ a re´ussi a` de´montrer [2] le
the´ore`me 5.20 ci-dessous, lui aussi connu sous le nom de “conjecture
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de monodromie p-adique”. Signalons que Kedlaya a plus re´cemment
obtenu une de´monstration de ce meˆme re´sultat dans [32], par des
me´thodes tre`s diffe´rentes (plus proches de l’esprit du pre´sent article).
Enfin Mebkhout a aussi anonce´ une de´monstration [35].
The´ore`me 5.20. Tout module diffe´rentiel M de pre´sentation finie
sur RK admettant une structure de Frobenius posse`de une base de
solutions dans R′[log π] ou` R′ est l’extension finie e´tale de RK issue
d’une extension finie se´parable convenable de kK((πK)), c’est-a`-dire
que M posse`de une base de solutions dans RL[log π], pour une exten-
sion finie L de K.
On est maintenant en mesure de de´montrer le the´ore`me 5.19.
Preuve (du the´ore`me 5.19). Soit V une repre´sentation p-adique de
GK qui est de de Rham. On cherche a` montrer que V est potentielle-
ment semi-stable, et on peut supposer que
1. les poids de Hodge-Tate de V sont ne´gatifs, en effet V est poten-
tiellement semi-stable si et seulement si V (−r) l’est pour r ∈ Z;
2. k est alge´briquement clos, car V est de Rham ou potentiellement
semi-stable si et seulement si sa restriction a` l’inertie l’est (voir
[23, 5.1.5] pour une de´monstration de cela dans le cas semi-stable.
Dans les autres cas, la de´monstration est comple`tement identique).
On peut alors associer a` V le module NdR(V ), qui est une e´quation
diffe´rentielle p-adique munie d’une structure de Frobenius. Le seul
point a` ve´rifier est que ϕ∗(NdR(V )) = NdR(V ). Mais ϕ
∗(NdR(V ))
est un sous-module libre de rang d de D†rig(V ) qui est stable par ∂V :
par le the´ore`me 5.10, un tel objet est ne´cessairement e´gal a` NdR(V ).
Par le the´ore`me d’Andre´, et la remarque qui le suit, il existe une
extension finie L/K telle que (NdR(V ) ⊗B†rig,K
B†log,L)
∂V =0 est un
L ∩ Fnr-espace vectoriel de dimension d. Comme l’alge`bre de Lie de
ΓL agit trivialement sur celui-ci, il existe un sous groupe ouvert de ΓL
qui agit trvialement dessus [44, chap V], et donc quitte a` remplacer
L par L(ε(n)), avec n≫ 0, on peut supposer que ΓL agit trivialement
sur (NdR(V ) ⊗B†rig,K
B†log,L)
∂V =0. Comme NdR(V ) ⊗B†rig,K
B†log,L ⊂
D†log(VL), ou` VL est V vue comme repre´sentation de GL, on en de´duit
que D†log(VL)
ΓL est un L ∩ Fnr-espace vectoriel de dimension d. Par
le the´ore`me 3.6, VL est semi-stable. Ceci implique que V est poten-
tiellement semi-stable. ⊓⊔
5.6. Repre´sentations Cp-admissibles
Pour illustrer les me´thodes que nous avons de´veloppe´es, nous don-
nons dans ce paragraphe une nouvelle de´monstration d’un the´ore`me
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de Sen sur les repre´sentations Cp-admissibles: ce sont celles dont la
restriction a` l’inertie est potentiellement triviale.
Tout d’abord, la the´orie de Sen permet de caracte´riser facilement
les repre´sentations Cp-admissibles en termes de l’ope´rateur ΘV :
Proposition 5.21. Si V est une repre´sentation p-adique, alors V est
Cp-admissible si et seulement si ΘV = 0.
Preuve. Si V est Cp-admissible, alors on a (Cp⊗Qp V )
HK = K̂∞⊗K
(Cp ⊗Qp V )
GK , il contient le K∞-espace vectoriel K∞ ⊗K (Cp ⊗Qp
V )GK , qui est stable par ΓK et de dimension d: c’est donc DSen(V ).
L’action de ∇V est bien triviale sur cet espace.
Re´ciproquement, si DSen(V ) est muni de la connexion triviale,
alors l’action de ΓK est discre`te sur (Cp ⊗Qp V )
GK , et par Hilbert
90, V est Cp-admissible. ⊓⊔
La proposition suivante est due a` Sen [42] et est un cas partic-
ulier de re´sultats assez ge´ne´raux sur la caracte´risation de l’alge`bre de
Lie de l’image de IK pour une repre´sentation p-adique en terme de
l’ope´rateur ΘV :
Proposition 5.22. Soit V une repre´sentation p-adique Cp-admissible.
Alors la restriction de V a` IK est potentiellement triviale.
Le but de ce paragraphe est de donner une de´monstration de cette
proposition qui repose sur la the´orie des e´quations diffe´rentielles p-
adiques. Comme on ne s’inte´resse qu’a` la restriction de V a` IK , on
suppose dans tout ce paragraphe que k est alge´briquement clos. Soient
δπK =
πK
∂πK
∂ et µ = pϕ
(
∂πK
πK
)
πK
∂πK
,
ce qui fait que δπK (f(πK)) = g(πK) ou` g(X) = X · df/dX. Nous
aurons besoin du re´sultat suivant de Tsuzuki [49, 5.1.1]:
The´ore`me 5.23. Si k est alge´briquement clos, et si on se donne deux
matrices A ∈ GL(d,B†K) et C ∈ M(d,B
†
K), telles que δπKA +AC =
µϕ(C)A, telles que le (ϕ, ∂)-module correspondant M est e´tale, alors
il existe une extension finie L/K, et une matrice Y ∈ GL(d,B†L),
telle que δπKY + Y C = 0 et Y = ϕ(Y )A.
En d’autres termes, les F -isocristaux de pente nulle sont poten-
tiellement triviaux.
On utilise ce the´ore`me pour montrer le re´sultat suivant:
Lemme 5.24. Soit ∂ : B†K → B
†
K de´fini par ∂(x) = (1 + π)
dx
dπ . Si V
est une repre´sentation p-adique de GK et ∂V : D
†(V ) → D†(V ) est
un ope´rateur diffe´rentiel au-dessus de (B†K , ∂) tel que ∂V ◦ϕ = pϕ◦∂V .
Alors le sous-groupe d’inertie de HK agit a` travers un quotient fini
sur V .
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Preuve. Soient A la matrice de ϕ et C = πK∂(πK) Mat(∂V ). La relation
de commutation entre ϕ et ∂V se traduit par δπKA+AC = µϕ(C)A.
On peut donc appliquer le the´ore`me de Tsuzuki, et en de´duire qu’il
existe L/K finie telle que B†L ⊗B†
K
D†(V ) est trivial: la matrice Y
nous donne une base {yi}i de B
†
L ⊗B†
K
D†(V ), telle que ϕ(yi) = yi
ce qui fait que la restriction de V a` HL est triviale et donc que la
restriction de V (comme repre´sentation de GK) a` l’inertie de HK est
potentiellement triviale. ⊓⊔
Lemme 5.25. Si la connexion ∇V de D
†
rig(V ) ve´rifie ∇V (D
†
rig(V )) ⊂
tD†rig(V ), alors l’ope´rateur ∂V = t
−1∇V ve´rifie ∂V (D
†(V )) ⊂ D†(V ).
Preuve. Soit e1, . . . , ed une base de D
†(V ) sur B†K , telle que la ma-
trice de ϕ ve´rifie Q = Mat(ϕ) ∈ GLd(A
†
K). C’est aussi une base de
D†rig(V ) sur B
†
rig,K . Soit D = Mat(∂V ) ∈ Md(B
†
rig,K). On remarquera
que ∂Q ∈ Md(B
†
K) puisque ∂ pre´serve B
†
K . Le fait que ∇V et ϕ com-
mutent montre que pϕ(D)Q = ∂Q + QD. Soit H = D + Q−1∂Q.
L’e´quation pre´cedente s’e´crit alors
H − pQ−1ϕ(H)Q = −pQ−1ϕ(Q−1∂(Q))Q
et −pQ−1ϕ(Q−1∂(Q))Q ∈ Md(B
†
rig,K). Le re´sultat que l’on cherche a`
e´tablir est queH et doncD a ses coefficients dansB†K . Il suffit donc de
montrer le fait suivant: si H ∈ Md(B
†
rig,K) ve´rifie H−pQ
−1ϕ(H)Q =
R ∈ Md(B
†
K), alors en fait H ∈ Md(B
†
K), ce que nous faisons main-
tenant. Soient | · |I les normes correspondant aux valuations VI ; on
les e´tend a` Md(B
†
K) en de´cidant que |M |I = sup |mij|I . Un e´le´ment
x de B†,rrig,K est dans B
†,r
K si et seulement si la suite des |x|I (avec
I ⊂ [r; +∞[) est borne´e, et il en est donc de meˆme pour les matrices
a` coefficients dans ces anneaux. Comme Q ∈ GLd(A
†
K), on a pour
toute matrice M , |Q−1M |I = |MQ|I = |M |I . Fixons r tel que Q
et Q−1 ∈ GLd(A
†,r,K), et R ∈ Md(B
†,r,K). Soit Ih = [p
hr; ph+1r].
Dans notre cas H−pQ−1ϕ(H)Q = R et il existe une constante C telle
que pour tout I, on ait: |R|I 6 C. Comme on aH = R+pQ
−1ϕ(H)Q,
alors pour h > 1:
|H|Ih 6 sup(C, p
−1|H|Ih−1) 6 · · · 6 sup(C, p
−h|H|I0)
ce qui fait que |H|Ih 6 sup(C, |H|I0), pour tout h, et donc que H ∈
Md(B
†
K). ⊓⊔
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Lemme 5.26. La connexion ΘV sur DSen(V ) est triviale si et seule-
ment si ∇V (D
†(V )) ⊂ t ·D†rig(V ).
Preuve. Si ∇V (D
†(V )) ⊂ t ·D†rig(V ), alors comme (DSen(V ), ΘV ) est
l’image par θ ◦ ιn de (D
†,rn
rig (V ),∇V ), c’est que ΘV = 0.
Re´ciproquement si ΘV = 0, alors pour tout n≫ 0 on a
∇V (D
†,rn(V )) ⊂ ker(θ ◦ ιn : D
†,rn
rig (V )→ Cp ⊗Qp V )
= ϕn−1(q)D†,rnrig (V )
par le lemme 5.1, et le lemme 5.4 permet de conclure. ⊓⊔
Preuve (de la proposition 5.22). Comme on s’inte´resse a` la restric-
tion de V a` l’inertie, on peut supposer que le corps re´siduel k de
K est alge´briquement clos, ce que l’on fait maintenant. On a vu
qu’une repre´sentation V est Cp-admissible si et seulement si le mod-
ule DSen(V ) qui lui est associe´ par la the´orie de Sen est muni de la
connexion triviale et on a montre´ que cette connexion est l’image par
θ de celle qui existe sur D+dif(V ). Le lemme 5.26 montre que dans ce
cas ∇V (D
†(V )) ⊂ t ·D†rig(V ).
Le lemme 5.25 montre alors que t−1∇V est une connexion surcon-
vergente sur D†(V ). Le lemme 5.24 montre ensuite qu’il existe une
extension finie L/K telle que l’action de HL sur V est triviale sur V .
Comme ∇V = t∂V = 0, l’action de ΓL est finie, ce qui fait qu’il existe
n > 0 tel que GLn agit trivialement sur V , et donc que la restriction
de V a` IK est potentiellement triviale. ⊓⊔
Remarque 5.27. Une repre´sentation Cp-admissible V est de de Rham,
et on a NdR(V ) = D
†
rig(V ) dans ce cas particulier.
Remarque 5.28. En fait, le the´ore`me de Sen implique le the´ore`me de
Tsuzuki (et lui est donc e´quivalent). Indiquons brie`vement de quoi il
s’agit: si N est un isocristal de pente nulle, on peut “exponentier”
la connexion pour construire une matrice que l’on utilise pour faire
agir un sous-groupe ouvert de ΓK . Le fait que ϕ est de pente nulle
assure que cette matrice est surconvergente. On a donc construit un
(ϕ, ΓK)-module e´tale, c’est-a`-dire une repre´sentation p-adique V . Il
n’est pas dur de montrer que V est Cp-admissible, et d’en conclure,
via le the´ore`me de Sen, que V , et donc N , devient trivial apre`s une
extension finie.
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6. Extensions de repre´sentations semi-stables
Dans ce chapitre, on utilise le the´ore`me de monodromie p-adique,
pour montrer que si E est une repre´sentation de de Rham qui est
une extension de deux repre´sentations semi-stables, alors E est semi-
stable. On va montrer que:
1. Toute repre´sentation ordinaire de GK est semi-stable;
2. une extension de deux repre´sentations semi-stables qui est de de
Rham est elle-meˆme semi-stable;
3. si V est une repre´sentation semi-stable dont les poids de Hodge-
Tate sont tous > 2, alors expV : DdR(V ) → H
1(K,V ) est un
isomorphisme.
Ces trois re´sultats e´taient connus dans le cas d’un corps re´siduel fini,
ou` on peut les de´duire de calculs de dimension de groupes de coho-
mologie galoisienne (ce qui n’est plus possible si le corps re´siduel n’est
pas fini). Le (1) avait e´te´ de´montre´ dans ce cas la` par Perrin-Riou
[37,38,39] comme corollaire des calculs de Bloch et Kato [5], le (2)
par Hyodo [30,36], et le (3) par Bloch et Kato.
Remarque 6.1. Dans une version ante´rieure de cet article, on utilisait
le calcul de la cohomologie galoisienne via les (ϕ, ΓK)-modules pour
de´montrer ces re´sultats.
6.1. Extensions de repre´sentations semi-stables
L’objet de ce paragraphe est de montrer le the´ore`me suivant:
The´ore`me 6.2. Si E est une repre´sentation de de Rham, qui est
une extension de W par V , ou` V et W sont semi-stables, alors E est
semi-stable.
et son corollaire:
Corollaire 6.3. Toute repre´sentation ordinaire de GK est semi-stable.
Commenc¸ons par montrer la proposition 6.2; par le the´ore`me 5.19,
il suffit de montrer le lemme3 suivant:
Lemme 6.4. Si E est une repre´sentation potentiellement semi-stable
de GK , qui est une extension de W par V , ou` V et W sont deux
repre´sentations semi-stables de GK , alors E est semi-stable.
Preuve. Soit L une extension finie de K, telle que la restriction de
E a` GL est semi-stable. Soit D
L
st(·) = (Bst ⊗Qp ·)
GL . On a une suite
exacte:
0→ DLst(V )→ D
L
st(E)→ D
L
st(W )→ 0,
3 Je remercie le referee de m’avoir signale´ ce lemme et sa de´monstration.
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et en prenant les invariants par Gal(L/K), on en de´duit:
0→ Dst(V )→ Dst(E)→ Dst(W )→ H
1(Gal(L/K),DLst(V )).
Pour des raisons de dimension, il suffit de montrer que
H1(Gal(L/K),DLst(V )) = 0,
ce qui re´sulte du fait que DLst(V ) est un Qp-espace vectoriel, et donc
en particulier que #Gal(L/K) y est inversible. ⊓⊔
Pour montrer le corollaire 6.3, on va tout d’abord montrer le
lemme suivant; si V est une repre´sentation de de Rham, H1g (K,V )
est l’ensemble des classes d’extensions qui sont de de Rham.
Lemme 6.5. Si V est une repre´sentation de de Rham dont les poids
de Hodge-Tate sont tous > 1, alors H1(K,V ) = H1g (K,V ).
Preuve. Soit E une extension de Qp par V : il suffit de montrer que
E est de de Rham. L’hypothe`se sur les poids de Hodge-Tate de V im-
plique que H1(K,B+dR ⊗Qp V ) = 0 (ceci suit de la de´composition de
Hodge-Tate de V⊗Qp(⊕Cp(i)), du the´ore`me de Tate:H
1(K,Cp(j)) =
0 si j 6= 0, et des suites exactes 0→ ti+1B+dR → t
iB+dR → Cp(i)→ 0,
que l’on utilise pour i > 0).
On a donc un morceau de suite exacte (B+dR⊗QpE)
GK → (B+dR)
GK →
H1(K,B+dR ⊗Qp V ) = 0, ce qui fait que 1 ∈ (B
+
dR)
GK = K se rele`ve
en un e´le´ment de (B+dR⊗QpE)
GK , qui n’est pas dans (B+dR⊗QpV )
GK .
On en de´duit imme´diatement que la dimension de (B+dR ⊗Qp E)
GK
est la bonne, et donc que E est de de Rham. ⊓⊔
Preuve (du corollaire 6.3). Rappelons [37, 1.1] qu’une repre´sentation
V est ordinaire, s’il existe une filtration Fili V de V , de´croissante
exhaustive et se´pare´e, par des sous-espaces Fili V stables par GK , et
telle que le groupe d’inertie IK agit sur Fil
i V/Fili+1 V par χi.
Une re´currence imme´diate sur la longueur de la filtration montre
que qu’une repre´sentation ordinaire est de de Rham, et comme elle est
extension successive de repre´sentations semi-stables (par hypothe`se
de re´currence), elle est elle-meˆme semi-stable. ⊓⊔
6.2. L’exponentielle de Bloch-Kato
Dans ce paragraphe, V est une repre´sentation semi-stable. Rappelons
que les anneaux Bmax et BdR sont relie´s par la suite exacte fonda-
mentale (cf [15, III.5] et [22]):
0→ Qp → B
ϕ=1
max → BdR/B
+
dR → 0
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En tensorisant avec V et en prenant les invariants par GK on obtient
un de´but de suite exacte longue:
0→ V GK → Dcris(V )
ϕ=1 → ((BdR/B
+
dR)⊗Qp V )
GK
→ H1(K,V )→ H1(K,Bϕ=1max ⊗Qp V )
Soit H1e (K,V ) = ker(H
1(K,V ) → H1(K,Bϕ=1max ⊗Qp V )). On de´duit
de la suite exacte ci-dessus une application deDdR(V ) dansH
1
e (K,V )
appele´e exponentielle de Bloch-Kato, et note´e expV . D’autre part
comme V est de de Rham on a
((BdR/B
+
dR)⊗Qp V )
GK = DdR(V )/Fil
0DdR(V )
et [5, lemma 3.8.1] l’image de expV est H
1
e (K,V ) tout entier. Dans le
cas ou` k est fini des calculs de dimension montrent que si r ≫ 0, alors
H1e (K,V (r)) = H
1(K,V (r)) et donc que expV (r) : DdR(V (r)) →
H1(K,V (r)) est un isomorphisme (on remarquera que si r≫ 0, alors
Fil0DdR(V ) = {0}). Le but de ce paragraphe est de montrer, sans
condition sur k, que si tous les poids de Hodge-Tate de V sont > 2,
alors expV : DdR(V )→ H
1(K,V ) est un isomorphisme.
Lemme 6.6. Si V est une repre´sentation semi-stable telle que 1−ϕ :
Dst(V )→ Dst(V ) est surjectif etDst(V )
ϕ=1/p = 0, alors H1g (K,V ) =
H1e (K,V ).
Preuve. Soit c ∈ H1g (K,V ) et E l’extension de Qp par V qui cor-
respond a` c. Le the´ore`me 6.2 montre qu’il existe x ∈ Bst ⊗Qp V
tel que c(g) = (g − 1)x. Comme c(g) ∈ V on a (ϕ − 1)c(g) = 0 et
donc ϕ(x) − x ∈ (Bst ⊗Qp V )
GK . Il existe donc y ∈ Dst(V ) tel que
ϕ(y) − y = ϕ(x) − x ce qui revient a` ϕ(x − y) = x − y et quitte a`
remplacer x par x− y on peut donc supposer que x ∈ Bϕ=1st ⊗Qp V .
Comme N commute a` GK on a N(c(g)) = 0 = (g − 1)(N(x)) et
donc N(x) ∈ Dst(V ). De plus comme x ∈ B
ϕ=1
st ⊗Qp V on doit avoir
N(x) ∈ Dst(V )
ϕ=1/p = 0 et donc x ∈ Bϕ=1max ⊗Qp V ce qui montre que
c(g) ∈ H1e (K,V ). ⊓⊔
Lemme 6.7. Si V a tous ses poids de Hodge-Tate > 2, alors V sat-
isfait les conditions du lemme pre´ce´dent.
Preuve. Rappelons que le Frobenius ϕ sur Dst(V ) est bijectif. De
plus, siW est une repre´sentation semi-stable dont les poids de Hodge-
Tate sont positifs, alors il existe un re´seau MW de Dst(W ) tel que
MW ⊂ ϕ(MW ) (c’est le dual de l’assertion que si X est semi-stable
positive, il existe un re´seau de Dst(X) stable par ϕ). En tordant, on
voit donc qu’il existe un re´seauM deDst(V ), tel que ϕ
−1(M) ⊂ p2M .
Il est alors e´vident que 1 − ϕ = −ϕ(1 − ϕ−1) est surjectif, et que
Dst(V )
ϕ=1/p = 0. ⊓⊔
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The´ore`me 6.8. Si V est une repre´sentation semi-stable de GK , dont
les poids de Hodge-Tate sont > 2, alors l’exponentielle de Bloch-Kato
expV : DdR(V )→ H
1(K,V ) est un isomorphisme.
Preuve. Les deux lemmes pre´ce´dents, et le lemme 6.5, montrent que
l’on a
H1(K,V ) = H1g (K,V ) = H
1
e (K,V )
et expV est donc surjective. D’autre part, on a Fil
0DdR(V ) = {0}, ce
qui montre que expV est injective. C’est donc un isomorphisme. ⊓⊔
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Diagramme des anneaux de pe´riodes
Le diagramme ci-dessous re´capitule les relations entre les diffe´rents
anneaux de pe´riodes. Les fle`ches qui se terminent par // // sont
surjectives, la fle`che en pointille´s // est une limite inductive
de morphismes de´finis sur des sous-anneaux (ιn : B˜
†,rn
log → B
+
dR), et
toutes les autres sont injectives.
B+dR
θ
rrrr
B˜†log
44
B˜+log
//oo B+st
OO
B˜†rig
OO
B˜+rig
OO
oo // B+max
OO
B˜ B˜†oo
OO
B˜+oo
OO
θ // // Cp
A˜
OO

A˜†oo
OO
A˜+oo
OO

θ // // OCp
OO

E˜ E˜+oo
θ // // k
Tous les anneaux qui ont des tildes (˜) ont aussi des versions sans
tilde: on passe de cette dernie`re a` la version avec tilde en rendant
Frobenius inversible, et en comple´tant. Par exemple, E˜ est le comple´te´
de la perfection de E.
Les trois anneaux de la colonne de gauche (du moins leurs versions
sans tildes) sont relie´s a` la the´orie des (ϕ, ΓK)-modules. Les trois
anneaux de la colonne de droite sont relie´s a` la the´orie de Hodge p-
adique. Pour faire le lien entre ces deux the´ories, on passe d’un coˆte´
a` un autre via tous les anneaux interme´diaires. La situation ide´ale
est quand on peut se placer dans la colonne du milieu (par exemple,
de haut en bas: les repre´sentations semi-stables, cristallines, ou de
hauteur finie).
Re´capitulons les diffe´rents anneaux de se´ries formelles qui inter-
viennent; soit C[r; 1[ la couronne {z ∈ Cp, p
−1/r 6 |z|p < 1}. On a
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alors:
E+F = k[[T ]]
A+F = OF [[T ]]
B+F = F ⊗OF OF [[T ]]
EF = k((T ))
AF = ̂OF [[T ]][T−1]
BF = F ⊗OF
̂OF [[T ]][T−1]
A†,rF = {se´ries de Laurent f(T ), qui convergent sur C[r; 1[,
et y sont borne´es par 1}
B†,rF = {se´ries de Laurent f(T ), qui convergent sur C[r; 1[,
et y sont borne´es}
B†,rrig,F = {se´ries de Laurent f(T ), qui convergent sur C[r; 1[}
B†,rlog,F = B
†,r
rig,F [log(T )]
B+rig,F = {f(T ) ∈ F [[T ]], f(T ) converge sur le disque ouvert D[0; 1[}
B+log,F = B
+
rig,F [log(T )]
Index des notations
[·], 8
A, 11
A†, 11
A†,r, 11
A†,rK , 11
AF , 10
AK , BK , 11
α(K, r), 26
A˜†K , 11
A˜†,rK , 11
A˜, 10
A˜†, 11
A˜†,r, 11
A˜+, 8
A˜[r;s], 13
B, 10
B†, 11
B†log, 36
B†log,K, 28
B†,r, 11
B†rig, 35
B†,rrig,K , 26
B†,rK , 11
BdR, 9
B+dR, 9
BF , 11
Bmax, 9
B+max, 9
Bst, 10
B˜†K , 11
B˜†,rK , 11
B˜, 10
B˜†log, 23
B˜†,rlog, 23
B˜†,r, 11
B˜†, 11
B˜†rig, 20
B˜†rig,K , 24
B˜†,rrig, 20
B˜I , 15
B˜+, 8
B˜+log, 10
B˜+rig, 10
B˜[r;s], 13
χ, 8
Cp, 8
d, 9
D(V ), 11
Dcris(V ), 10
D†(V ), 12
D†log(V ), 29
D†rig(V ), 29
D+dif(V ), 48
DdR(V ), 9
δπK , 57
∂, 37
DSen(V ), 47
Dst(V ), 10
D+st(V ), 30
E, 8
EF , 8
eK , 9
EK ,E
+
K , 9
E+, 9
ε, 8
E˜, 8
E˜+, 8
expV , 61
F , 7
F , 8
ΓK , 8
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GK , 8
HK , 8
IK , 53
ι0, 18
ιK , 9
ιn, 11, 23
Jn, 17
K, 7
k, 7
K∞, 8
Kn, 8
log, 22
log(π), 24
log[π], 10
M(i), 29
N , 10, 24
∇, 37
∇V , 45, 48
NdR(V ), 50
n(γ), 36
n(K), 12
n(r), 11
Ns, 52
ω, 8
ϕ, 10
π,πn, 8
πK , 9
πK , 12
ψ, 11
p˜, 8
q, 8
Rk, 28
rn, 11
rn(K), 12
RF , 54
r(V ), 12
t, 9
θ, 8
ΘV , 48
vE, 8
VI , 15
WI , 16
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