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Abstract
In this thesis, we study semiclassical phase-space methods for quantum evolution in
Hermitian and non-Hermitian systems.
We first present the dynamics of Gaussian wave packets under non-Hermitian Hamil-
tonians and interpret them as a classical dynamics for complex Hamiltonians. We use
these to derive exact dynamics for wave packets in the quadratic Swanson oscillator.
We show that in the case of unbroken PT -symmetry there can be periodic divergences
in this system and relate this to the fact that any operator mapping the system to a
Hermitian counterpart is unbounded. We apply the semiclassical wave-packet dynamics
to two further anharmonic example systems: a PT -symmetric wave guide, a version of
which we propose as a filtering device for optical beams, and a non-Hermitian single-
band tight-binding model, for which we use classical equations of motion to model both
narrowly and widely distributed initial states.
We further develop an exact quantum propagator for non-Hermitian dynamics using
lattices of wave packets, whose evolution is governed by the semiclassical equations of
motion. We demonstrate that this accurately reproduces quantum dynamics compared
to the split operator method.
Finally we study a Hermitian two-mode many-particle model for bosonic atom-molecule
conversion, for which the classical phase-space structure is an orbifold. We show that
standard semiclassical tools may be applied to recover features such as the dynamics,
spectrum and density of states of the many-particle system.
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Chapter 1.
Introduction
In this thesis we will study semiclassical methods which utilise calculations in phase
space for Hermitian and non-Hermitian quantum mechanics. Semiclassical methods for
Hermitian quantum theories are well understood and regularly applied to a variety of
problems, however such methods for non-Hermitian theories are not so well developed
despite their growing popularity for modelling open systems. Here, we will study partic-
ular semiclassical methods and their extension to non-Hermitian quantum mechanics.
The majority of quantum systems cannot be completely solved analytically. In such
cases, we can apply a variety of techniques to approximate solutions, including analyt-
ical perturbative methods [1] as well as various numerical schemes including quantum
Monte Carlo methods [2], the split operator Fourier transform method [3, 4], ensemble
Gaussian propagators [5–9] and various basis decomposition methods for propagation
and diagonalisation using a truncated Hilbert space (see [10] and references within).
Semiclassical methods in particular aim to use information from a classical equiva-
lent system to yield information about a quantum system, and provide insight into the
quantum-classical correspondence. Such methods may be applied to both static and dy-
namical problems, and many rely on classical phase-space formulations, which are often
much easier to study than the full quantum dynamics. For example, in the static case,
asymptotic methods to approximate the solution to the time-independent Schro¨dinger
equation are well studied [11–13]. For dynamics, ensembles of classical trajectories may
be used to approximate the overall motion of quantum wave functions [14].
One of the fundamental assumptions of standard quantum theories is that the sys-
tems they represent are closed. Such systems are described by Hermitian Hamiltonians.
The Hermiticity condition leads to real energies, orthogonal eigenstates which span the
Hilbert space and unitary time evolution which conserves probability. On the other
hand, complex energies have been used to describe decaying states since the inception
of quantum mechanics [15]. More generally, non-Hermitian Hamiltonians have been ap-
plied in order to study open quantum systems [16], and remain an active field of research.
16
Chapter 1. Introduction
However, non-Hermitian quantum mechanics is still less well understood than its Hermi-
tian counterpart. A particularly useful subset of non-Hermitian Hamiltonians is that of
PT -symmetric Hamiltonians, whose eigenvalues may either be real or appear as complex
conjugate pairs [17]. The applications of non-Hermitian theory extend beyond quantum
mechanics, for example the Schro¨dinger equation appears in the paraxial approximation
of optics when modelling the propagation of light beams in optical waveguides [18]. Non-
Hermitian Hamiltonians may therefore also be applied to model optical waveguides with
loss and gain media [19–26]. The semiclassical toolbox, however, is not well developed
for non-Hermitian systems.
We will study semiclassical methods to derive the approximate dynamics of quantum
wave functions generated by non-Hermitian Hamiltonians. A useful choice of wave func-
tion to study dynamics in the classical limit is the Gaussian wave packet. In the limit
~→ 0 it tends to an infinite density in an infinitesimal volume of phase space, and may
therefore be interpreted as a classical phase-space point. In the Hermitian case, under
the approximation that a Gaussian wave packet maintains its form, its dynamics are
governed by Hamilton’s equations [27]. This dynamics is a semiclassical approximation,
since it involves discarding terms in the dynamics of higher than leading order in ~ [28].
Using a similar method as in the Hermitian case, we can derive equations of motion for
Gaussian wave packets in non-Hermitian Hamiltonians, and these may be interpreted
as a classical limit [29, 30] for systems with a flat phase space. The applications and
properties of dynamics governed by these equations of motion are hitherto not well
understood. For the majority of this thesis, will apply these equations of motion to a
variety of complex systems, beginning with quadratic Hamiltonians and then moving on
to more general systems. We will also formulate a numerical propagator using discrete
lattices of Gaussian wave packets with these semiclassical equations of motion for full
quantum propagation generated by non-Hermitian Hamiltonians. This will allow us to
study non-Hermitian systems which are analytically intractible.
There have been many realisations of non-Hermitian, particularly PT -symmetric sys-
tems in optics and other classical wave models [31–37]. Candidates for experimentally
realisable non-Hermitian systems in quantum mechanics include systems of cold atoms,
with particle gains or losses [38–43]. One type of system that naturally includes con-
siderable losses and has attracted much interest recently is ultra-cold atom-molecule
conversion systems. However, the semiclassical treatment of these systems leads to ex-
otic phase-space geometries and is still being developed even in the closed case. We
will in the final chapter of this thesis look at a class of Hermitian many-particle atom-
molecule conversion models whose mean-field dynamics are constrained to an orbifold
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phase space. That is, the mean-field dynamics are constrained to a surface which is
a manifold everywhere except for discrete singular points. Semiclassical methods are
often applied to Hermitian many-particle quantum systems, since numerical simulation
of these systems quickly become unfeasible as we add more particles or possible modes.
However, it has not been shown whether semiclassical methods are still applicable to
Hermitian systems with these more exotic phase spaces. With a view to future research
into the non-Hermitian quantum-classical correspondence, we will demonstrate that we
can still approximate the many-particle dynamics as well as apply well known phase-
space methods for semiclassical quantisation in order to recover an approximation to the
many-particle spectrum and corresponding eigenstates.
In detail the thesis is structured as follows.
• In this introductory chapter, we will discuss the semiclassical limit of quantum
dynamics generated by Hermitian Hamiltonians using Gaussian wave packets, and
for more general localised wave functions using the Ehrenfest theorem. We shall
then give a brief introduction to non-Hermitian quantum theories, and in particular
PT -symmetric ones.
• In chapter 2 we will discuss Gaussian wave-packet dynamics in quadratic non-
Hermitian systems and we shall return to the Swanson model to discuss exact
analytical results for the quantum and classical dynamics that had not been ap-
preciated previously.
• In chapter 3 we will discuss the semiclassical limit of quantum dynamics generated
by non-Hermitian Hamiltonians using Gaussian wave packets dynamics, where we
apply the theory to a model PT -symmetric potential well. We go on in this chapter
to show how the classical equations of motion derived from wave-packet dynamics
may be applied to more general forms of non-Hermitian Hamiltonian, taking an
example single-band tight-binding system.
• In chapter 4 we formulate a numerical propagator for exact non-Hermitian quan-
tum evolution using lattices of Gaussian wave packets whose evolution is governed
by semiclassical equations of motion. Such a method was not possible previously
without the semiclassical equations of motion studied in the previous chapters.
This is implemented in one-dimension and tested with a Hermitian and non-
Hermitian example system.
• In chapter 5 we discuss a Hermitian many-particle atom-molecule conversion model,
where we demonstrate the orbifold phase-space structure and how standard semi-
18
Chapter 1. Introduction
classical methods may be applied to recover features of the many-particle system
in the limit of large particle numbers, with a view to future work in non-Hermitian
extensions of this model.
1.1. Gaussian Wave Packets and the Classical Limit for
Hermitian Systems
Gaussian wave packets have the convenient property that for particular choices of width
parameter they are minimum uncertainty states, according to Heisenberg’s uncertainty
principle. Indeed, if we interpret the classical limit as the limit ~ → 0, then any wave
packet (1.1) becomes a delta function at the expectation values of position and momen-
tum, and higher moments of position and momentum decay with progressively higher
powers of ~. It was shown by Heller [27] that for Hermitian systems, the dynamics of
the expectation values for position and momentum are given by Hamilton’s equations.
This allows for an interpretation of expectation values for position and momentum op-
erators as canonically conjugate phase-space variables in the classical limit. Gaussian
wave packets therefore provide a useful approach to the classical limit and the corre-
sponding phase-space dynamics, as they follow classical paths and are highly localised
as a quantum distribution in phase space.
Gaussian wave packets can be viewed generalised coherent states, transformations of
ground states of quantum harmonic oscillator systems [28]. They are form-invariant
in their dynamics generated by quadratic Hamiltonians, and we can therefore deduce
analytical equations of motion for their parameters. In more general systems, we will see
in this section how one may analytically deduce classical equations of motion in phase
space by using a local quadratic approximation of the Hamiltonian [27,29].
An n-dimensional Gaussian wave packet in the position representation has the form
[28]
ψ (x) =
( |Im (Bt)|
(pi~)n
) 1
4
exp
{
i
~
[
1
2
(x− qt)T Bt (x− qt) + pt (x− qt) + γt
]}
(1.1)
where qt ∈ Rn and pt ∈ Rn represent the expectation values of position and momentum
for the wave packet respectively, γ ∈ C is a complex phase and Bt ∈ Cn×n parametrises
the width of the wave packet in each direction in phase space. |Im (Bt)| represents the
determinant of the imaginary part of the matrix Bt. We will discuss the meaning of these
parameters in detail in the following section . We will then move on to present their
time evolution generated by Hermitian Hamiltonians in the semiclassical limit following
19
Chapter 1. Introduction
the method of Heller [27].
1.1.1. Static Properties
We assume for now that the parameters qt and pt in (1.1) are real. A generalisation
to complex parameters will be discussed later on when we introduce non-Hermitian
dynamics. The real parameters qt and pt correspond to the expectation values of the
position and momentum operators,
〈qˆ〉 = qt
〈pˆ〉 = pt,
(1.2)
where qˆ is the position operator and pˆ is the conjugate momentum operator. The
uncertainties of position and momentum are given by
(∆qˆ)2 =
〈
qˆqˆT
〉
=
~
2
Im (Bt)
−1
(∆pˆ)2 =
〈
pˆpˆT
〉
=
~
2
(
Im (Bt) + Re (B) Im (Bt)
−1 Re (Bt)
)
.
(1.3)
That is, if Bt is purely imaginary, the product of these uncertainties is
(∆pˆ)2 (∆qˆ)2 =
~2
4
In, (1.4)
where In is the identity matrix. The case of purely imaginary Bt therefore minimises
uncertainty according to Heisenberg’s uncertainty principle [44]. A convenient way to
visualise the effects of varying Bt is to use the Wigner phase-space representation of a
Gaussian wave packet (see Appendix A), given by
W (Z) =
1
(pi~)n
exp
(
−1
~
(Z − zt)T G (Z − zt)
)
, (1.5)
where zt =
(
pt
qt
)
. Here, G = ~2Σ
−1 is the scaled inverse of the uncertainty matrix,
whose elements are given by Σj,k =
1
2 〈zˆj zˆk + zˆkzˆj〉. The uncertainty matrix can be
written in terms of Bt as
Σ =
~
2
(
Im (Bt) + Re (Bt) Im (Bt)
−1 Re (Bt) Re (Bt) Im (Bt)−1
Im (Bt)
−1 Re (Bt) Im (Bt)−1
)
. (1.6)
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Figure 1.1. Wigner phase-space representation (1.5) of a Gaussian wave packet centred at
zt = 0 for B = i (top left),
i
4 (top middle), 4i (top right), −1 + i (bottom left), 1 + i (bottom
middle) and 2 + i (bottom right).
The matrix G has a number of convenient properties. First, it is a symmetric matrix
with determinant 1. Thus, it satisfies the conditions necessary to be a metric on a
Riemannian manifold [45]. Furthermore, it is a symplectic matrix. That is, it satisfies
GΩG = Ω, where Ω =
(
0 −I
I 0
)
is the standard symplectic matrix. Hence, the
term −ΩG satisfies all of the necessary conditions for a complex structure on the phase
space [30]. That is, (−ΩG)2 = −I where I is the identity matrix of equivalent dimension
to G.
We show a number of examples of the Wigner function (1.5) centred at the origin for
different values of Bt in the one-dimensional case in figure 1.1. The stretch due to the
imaginary part of Bt preserves the phase-space area, while the real component of Bt in-
duces a shear such that the state no longer satisfies minimum uncertainty. Nevertheless,
the wave packet is still as localised in phase space, that is, it minimises uncertainty in
suitably rotated coordinates [28]. The effects of Bt on variance are analogous for higher
dimensional wave packets.
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The real part of γt describes an overall phase of the wave packet. The norm of the
wave packet (1.1) is given by
〈ψ|ψ〉 = exp
{
−2
~
Imγt
}
, (1.7)
as long as Im (Bt) is positive definite. Otherwise the inner product 〈ψ|ψ〉 diverges and
the wave function is not normalisable. Equation (1.7) shows that for a wave packet
normalised to 〈ψ|ψ〉 = 1, we must have Im (γt) = 0. In Hermitian systems, the imaginary
part of γt will be conserved, reflecting the conservation of norm. In a non-Hermitian
context, where the norm of the wave packet may vary with time, this norm will be given
by (1.7) since in this thesis we will use the standard inner product on the Hilbert space.
In summary, γt is a complex parameter that encodes both the phase in its real part and
the norm of the wave packet in its imaginary part, pt and qt are the real expectation
values of momentum and position (thus encoding the wave packet’s centre in phase
space) and Bt encodes the covariance of the wave packet in momentum and position.
1.1.2. Wave-packet Evolution in Hermitian Hamiltonians
We now turn to the evolution of a Gaussian wave packet governed by Schro¨dinger’s
equation
d
dt
|ψ〉 = Hˆ |ψ〉 , (1.8)
where Hˆ = H (pˆ, qˆ) is a Hermitian linear operator. The time evolution of a Gaussian
wave packet under a quadratic Hamiltonian remains Gaussian for all times [27,28]. For
Hamiltonians of higher order, following the method of Heller [27], we take a Taylor
expansion of the Hamiltonian up to quadratic order about the centre of the wave packet.
A Gaussian wave packet is localised on the order ~, so that it only ‘sees’ a small region
of the potential around its centre. If we Taylor expand the Hamiltonian about the centre
of the wave packet, then for a localised wave packet relative to a large potential, the
terms of higher than quadratic order about the centre will be negligible. We therefore
use the Taylor expansion up to second order in order to approximate a small region in
the vicinity of the wave packet’s centre and encode the assumption that the Gaussian
wave packet remains Gaussian as it evolves. This allows us to approximate the evolution
of an initial Gaussian by solving equations of motion for each of its parameters on the
assumption that the wave packet is form-invariant for all time. It can be shown that
this is indeed a semiclassical approximation [46], and is the closest quantum analog to
the evolution of a classical phase-space point [27].
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Letting zˆ− zt =
(
pˆ− pt
qˆ− qt
)
, where as before pt = 〈pˆ〉 and qt = 〈qˆ〉 are the real ex-
pectation values of the phase-space operators, we write the expansion of the Hamiltonian
up to second order,
Hˆ ≈ H0 +H′T (zˆ− zt) + 1
2
(zˆ− zt)T H′′ (zˆ− zt) . (1.9)
HereH′′ =
(
Hpp Hpq
Hqp Hqq
)
is a constant Hermitian matrix, H′ =
(
Hp
Hq
)
is a real vector
and H0 is a real constant. For a quadratic Hamiltonian, these can be computed directly
by collecting relevant terms, in which case the approximation is exact. In either case,
H0 = H (pt,qt) is the Weyl symbol of the Hamiltonian as a time-dependent function of
the centre zt [28]. Similarly, we have the time-dependent vector functions of the centre
Hp = ∇pH (pt,qt) and Hp = ∇qH (pt,qt), where ∇p is a vector of partial derivatives
with respect to each momentum component and ∇q is a vector of partial derivatives
with respect to each position component.
We then seek dynamical equations for the evolution of a Gaussian wave packet under
this local quadratic approximation. By substituting (1.1) into the Schro¨dinger equation
with the approximate Hamiltonian (1.9) and matching powers of (q− qt), we derive
equations of motion for the parameters Bt, qt, pt and γt, given by
dBt
dt
= −BtHppBt −HpqBt −BtHqp −Hqq,
BtHp +Hq = Btdqt
dt
− dpt
dt
,
dγt
dt
=
i~
4
Tr
(
dBt
dt
B−1
)
+
(
pt · dqt
dt
−H (zt)
)
+
i~
2
(Tr (Hpq) + Tr (HppB)) .
(1.10)
Separating real and imaginary parts in the second equation of (1.10), we obtain Hamil-
ton’s equations of motion,
dzt
dt
= Ω∇H (zt) , (1.11)
where ∇ =
(
∇p
∇q
)
. These are the equations of motion derived by Heller [27] for
Gaussian wave packets in Hermitian systems. Hence, the centre of the Gaussian wave
packet evolves according to Hamilton’s equations in the semiclassical limit. Over time,
in the quantum dynamics, the error due to anharmonic terms accrues and the approx-
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imation eventually breaks down. The covariance parameter Bt governs the width of
the wave packet in each phase-space direction and thus determines the accuracy of the
local quadratic approximation. If the wave-packet uncertainty is large in any direction
in which the Hamiltonian is anharmonic, then we may expect the breakdown of this
approximation to occur more quickly.
Note that in all of this, no assumption is made about the time dependence or in-
dependence of the Hamiltonian, so although not explicitly shown in the notation here,
these equations will also be valid for time dependent Hˆ (pˆ, qˆ, t) with the same form as
in (1.10).
1.1.3. Ehrenfest’s Theorem and the Classical Limit
Our goal is to use Gaussian wave-packet dynamics to infer the dynamics of a particle
generated by a classical equivalent of a given quantum Hamiltonian Hˆ, however wave
packets are not unique in their dynamics. In this section we will briefly show how more
general states evolve according to classical equations of motion, so long as they are
sufficiently localised.
In the na¨ıve classical limit, often simply written as the limit ~ → 0, Heisenberg’s
uncertainty principle ∆q∆p ≥ ~2 allows both ∆p and ∆q to become 0, but does not
necessarily imply that they will. One can contrive example states for which this does
not occur and instead of a single classical particle one then obtains a classical proba-
bility density in phase space, interpreted as an ensemble of classical particles [14]. The
dynamics of this ensemble can be determined via a Liouville equation. Therefore, the
wave function must have negligible width in the classical limit for us to model its motion
with a single particle. In such cases it can be shown that the dynamics of the centre
of a wave function may be approximated by classical equations of motion, and in the
classical limit Hamilton’s equations are recovered exactly [47]. For simplicity we will
restrict our demonstration to 1-dimensional systems.
For a Hermitian Hamiltonian of the form
Hˆ = H (pˆ, qˆ) , (1.12)
one can write the equation of motion for operators without explicit time-dependence in
the Heisenberg picture,
dAˆ
dt
=
i
~
[
Hˆ, Aˆ
]
. (1.13)
Applying this to the phase-space operators pˆ and qˆ, and using the fact that [pˆ, F (pˆ, qˆ)] =
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−i~∂F∂qˆ and [qˆ, F (pˆ, qˆ)] = i~∂F∂pˆ [48], we obtain
d
dt
pˆ = −∂Hˆ
∂qˆ
,
d
dt
qˆ =
∂Hˆ
∂pˆ
. (1.14)
Thus, the dynamics of the expectation values of momentum and position are given by
d
dt
〈pˆ〉 = −
〈
∂Hˆ
∂qˆ
〉
,
d
dt
〈qˆ〉 =
〈
∂Hˆ
∂pˆ
〉
. (1.15)
At this point no approximation has been made. The formal resemblance of equations
(1.15) to Hamilton’s equations of motion is often referred to as Ehrenfest’s theorem.
Equations (1.15), however, might still describe dynamics that differ considerably from
classical dynamics, and in general only subsequent approximations lead to classical dy-
namics.
We can now consider the Taylor expansion of the Hamiltonian around the expectation
values of qˆ and pˆ. Denoting the derivatives in (1.15) by Hp (pˆ, qˆ) = ∂Hˆ∂pˆ , Hq (pˆ, qˆ) = ∂Hˆ∂qˆ ,
and writing qˆ = q0 + δqˆ where q0 = 〈qˆ〉 and pˆ = p0 + δpˆ where p0 = 〈pˆ〉 [14], we have
HX (pˆ, qˆ) =HX (p0, q0) + δqˆ ∂HX
∂qˆ
∣∣∣∣
p0,q0
+ δpˆ
∂HX
∂pˆ
∣∣∣∣
p0,q0
+
1
2
δpˆ2
∂2HX
∂pˆ2
∣∣∣∣
p0,q0
+
1
2
δpˆδqˆ
∂2HX
∂pˆ∂qˆ
∣∣∣∣
p0,q0
+
1
2
δqˆδpˆ
∂2HX
∂qˆ∂pˆ
∣∣∣∣
p0,q0
+
1
2
δqˆ2
∂2HX
∂qˆ2
∣∣∣∣
p0,q0
+
+ . . . ,
(1.16)
where X in this notation may represent either p or q. Since 〈δqˆ〉 = 〈δpˆ〉 = 0, assuming
that the widths 〈δqˆ2〉, 〈δqˆδpˆ〉 and 〈δpˆ2〉 are of order ~ and higher moments are negligible,
we can approximate 〈Hp (pˆ, qˆ)〉 ≈ Hp (〈pˆ〉 , 〈qˆ〉) and 〈Hq (pˆ, qˆ)〉 ≈ Hq (〈pˆ〉 , 〈qˆ〉). This
allows us to simplify equation (1.15) to Hamilton’s equations where the expected values
of pˆ and qˆ are interpreted as classical canonical variables,
d
dt
〈pˆ〉 ≈ − ∂
∂ 〈qˆ〉H (〈pˆ〉 , 〈qˆ〉) ,
d
dt
〈qˆ〉 ≈ ∂
∂ 〈pˆ〉H (〈pˆ〉 , 〈qˆ〉) . (1.17)
That is, if the quantum wave function is sufficiently localised, the centre of the quantum
state evolves approximately according to Hamilton’s equations. It is this wider concept
that is also often implied when talking about Ehrenfest’s theorem. This may not hold in
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general, however, since higher-order moments do not necessarily vanish in the classical
limit [14]. We note that if the quantum Hamiltonian Hˆ is of quadratic or lower order in
pˆ and qˆ, then (1.15) reduces exactly to Hamilton’s equations regardless of the width of
the state in any phase-space direction. Hence, Ehrenfest’s theorem holds for quadratic
Hamiltonians for all time and expectation dynamics are governed exactly by Hamilton’s
equations. In more general Hamiltonians, Ehrenfest’s theorem, if applicable for some
initial state, may only hold up to some time at which the error due to the width in
position and momentum is no longer negligible. This is referred to as Ehrenfest time, at
which point the approximation breaks down and the quantum dynamics can no longer
be described by classical equations of motion.
A main aim of this thesis is to explore how quantum-classical correspondence is gen-
eralised to non-Hermitian quantum systems, which we shall now introduce.
1.2. Non-Hermitian Quantum Mechanics
Here we will present a brief discussion of non-Hermitian operators as Hamiltonians
for quantum systems. In particular, we will be focusing on systems modelled by the
Schro¨dinger equation
i~
d
dt
|ψ (t)〉 = Hˆ |ψ (t)〉 , (1.18)
where Hˆ is a non-Hermitian linear operator that may be decomposed into a Hermitian
and anti-Hermitian component. This is achieved by writing Hˆ = Hˆ − iΓˆ, where Hˆ
and Γˆ are Hermitian operators. For Hermitian Hamiltonians Hˆ, it is known that the
eigenvalues are real and the corresponding eigenstates form an orthogonal basis of the
Hilbert space of normalisable quantum states. For a non-Hermitian Hamiltonian, the
eigenvalues may be complex. This means that an eigenstate |n〉 with eigenvalue En
evolves in time to the state
exp
(
− iHˆt
~
)
|n〉 = exp
(
− iRe (En) t
~
)
exp
(
Im (En)
~
t
)
|n〉 . (1.19)
Thus, an eigenstate of a non-Hermitian Hamiltonian with a complex eigenvalue still
exhibits the same oscillation in phase associated to a real energy. However, on top of
this, it either decays or grows exponentially depending on the sign of the imaginary part
of En. This decrease or growth of probability can be interpreted as loss of particles
or an inflow of particles respectively, allowing us to model open systems with loss and
gain [15,16].
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In addition, the eigenstates of non-Hermitian Hamiltonians are not necessarily or-
thogonal under the standard inner product, which leads to striking differences in the
dynamics. Furthermore, they may not even form a basis for the Hilbert space.
As in the Hermitian case, the solution for the dynamics of the state |ψ (t)〉 generated
by (1.18) may be written formally as
|ψ (t)〉 = exp
(
− iHˆt
~
)
|ψ (0)〉 . (1.20)
Here the time evolution operator Uˆ (t) = exp
(
− iHˆt~
)
is not unitary, in contrast with the
Hermitian case.
In order to study the dynamics of the expected value of an operator Aˆ we differentiate
〈
Aˆ
〉
t
=
〈ψ (t)| Aˆ |ψ (t)〉
〈ψ (t) |ψ (t)〉 , (1.21)
substituting Hˆ = Hˆ− iΓˆ. Here 〈·|·〉 represents the standard inner product on the Hilbert
space [49]. This yields the equation of motion [50]
i~
d
dt
〈
Aˆ
〉
t
=
〈[
Aˆ, Hˆ
]〉
− 2i∆2A,Γ + i~
〈(
dAˆ
dt
)
H
〉
, (1.22)
where ∆2A,B =
1
2
〈[
Aˆ, Bˆ
]
+
〉
−
〈
Aˆ
〉〈
Bˆ
〉
is the symmetric covariance of operators Aˆ and
Bˆ. Here
[
Aˆ, Bˆ
]
+
= AˆBˆ + BˆAˆ denotes the anti-commutator.
PT -symmetric Hamiltonians in particular have been extensively applied in modelling
quantum mechanical and optical systems, with increasing numbers of experimental re-
alisations, particularly in optics (see e.g. [38] and references within).
1.3. PT -symmetric Systems
The condition of Hermiticity is sufficient, but not actually necessary for a Hamiltonian to
have real eigenvalues [17,51]. Bender et al [52] noticed that non-Hermitian Hamiltonians
which are symmetric under simultaneous time and parity inversion often have purely real
spectra. Here, parity inversion is defined by the mapping P : qˆ → −qˆ, pˆ → −pˆ and
temporal inversion is defined by the mapping T : i→ −i, pˆ→ −pˆ. Thus, the combined
operator PT is defined by PT : q → −q, p → p, i → −i. A Hamiltonian is PT -
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symmetric if it satisfies
PT H = HPT . (1.23)
In other words, the Hamiltonian is PT -symmetric if it is invariant under the action of
the PT operator. A PT -symmetric Hamiltonian is said to exhibit unbroken symmetry
if all of its eigenvectors are simultaneously eigenvectors of the PT operator. Otherwise,
it is said to have broken symmetry.
Bender et al. [52] showed that unbroken PT -symmetric Hamiltonians must have purely
real eigenvalues, and that for Hamiltonians with broken symmetry the eigenvalues may
be real or appear as complex conjugate pairs. In fact, this particular choice of operators
for PT is not unique, but part of a broader class of anti-unitary symmetry operators [53].
By using an appropriate inner product on the Hilbert space, PT -symmetric Hamiltoni-
ans have been proposed to describe closed systems as an extension of Hermitian quantum
mechanics [54,55]. In this thesis, we interpret PT -symmetric systems under the standard
inner product as open systems with balanced gain and loss. PT -symmetric Hamilto-
nians are extensively implemented as effective open systems with gain and loss, with
experimental applications in optics which is a major branch of PT -symmetry [38].
Despite the fact that eigenvalues of a PT -symmetric Hamiltonian may be real, it is still
not guaranteed that the corresponding eigenstates are orthogonal under the standard
inner product, or indeed that they should span the entire Hilbert space. This means first
that we cannot necessarily rely on spectral techniques in order to solve the dynamics of
states evolving according to the Schro¨dinger equation. More subtly, it also allows the
time evolution operator Uˆ (t) = exp
(
− iHˆt~
)
to map an initial state outside of the Hilbert
space of normalisable states for some t ∈ R [56]. Indeed, boundedness of the operator
Uˆ (t) for finite time is not merely conditional on the eigenstates being complete on the
Hilbert space, but they must form a Riesz basis [57]. That is, for any sequence of square-
summable coefficients {an} ∈ l2 (
∑
n |an|2 = 1), the weighted sum
∑
n anψn, where ψn
represent the basis states, must remain in the Hilbert space. This feature is unique to
infinite-dimensional Hilbert spaces, as for finite dimensional systems a complete set of
states is necessarily also a Riesz basis since any finite sum of basis vectors in the Hilbert
space is necessarily convergent. We shall return to this aspect in the following chapter
when we discuss the dynamics of Gaussian wave packets in a PT -symmetric example
system.
One common approach to studying PT -symmetric Hamiltonians with unbroken sym-
metry is to use a metric operator to map the Hamiltonian to a Hermitian one [58, 59].
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This amounts to writing
HˆH = ηHˆη−1, (1.24)
where HˆH is a Hermitian Hamiltonian. The existence of a Riesz basis is then related to
whether a bounded mapping operator η exists. The normalisability of these operators
has been discussed extensively in the literature [57, 60–70]. It is a fascinating property
of the unbroken PT -symmetric regime that despite having all real eigenvalues as well as
eigenvectors which are complete on the Hilbert space, the dynamics may not be closed
on the Hilbert space, potentially leading to dynamical divergences in finite time. We
will demonstrate these properties from a dynamical perspective when we consider the
quantum and classical dynamics of the famous PT -symmetric Swanson oscillator in
section 2.2. We first discuss the static features of this model below.
1.3.1. Example: The Swanson Model
The Swanson Hamiltonian [71] is given by
Hˆs = ω˜0
(
aˆ†aˆ+
1
2
)
+ αaˆ2 + βaˆ†2, (1.25)
where ω˜0, α, β ∈ R and the operators aˆ† = 1√2 (qˆ − ipˆ) and aˆ =
1√
2
(qˆ + ipˆ) are the
standard harmonic oscillator creation and annihilation operators [14]. For simplicity
of notation we have set ~ = 1. In terms of position and momentum, the Hamiltonian
becomes
Hˆs = a
2
pˆ2 +
b
2
qˆ2 − iδ
2
(pˆqˆ + qˆpˆ) , (1.26)
where
a = ω˜0 − α− β, b = ω˜0 + α+ β, δ = α− β. (1.27)
It has been shown that this Hamiltonian is PT -symmetric by using the transformation
qˆ → −qˆ, pˆ → pˆ, i → −i. The spectral properties of this model, as well as unitarily
equivalent systems, have been considered extensively in the literature [58, 59, 65, 71, 72].
In this section we will not aim to give a comprehensive literature review, but focus on
the eigenvalues and corresponding eigenstates of the Hamiltonian (1.25).
It has been shown that the Swanson Hamiltonian can present both broken and un-
broken PT -symmetry depending on its parameters. This can be seen by explicitly
computing the eigenvalues, as in Swanson’s original paper [71]. There, the Bogoliubov
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transformation (
dˆ
cˆ
)
=
(
g4 −g2
−g3 g1
)(
aˆ
aˆ†
)
(1.28)
is introduced. The coefficients gj can be chosen such that cˆ and dˆ act as ladder operators
on the eigenstates of the Swanson Hamiltonian and satisfy
[
dˆ, cˆ
]
= 1. The Swanson
Hamiltonian can then be written as
Hˆs = ω
(
cˆdˆ+
1
2
)
, (1.29)
where ω =
√
ω˜20 − 4αβ is the fundamental frequency of the oscillator, and the eigenvalues
are therefore given by
En =
√
ω˜20 − 4αβ
(
n+
1
2
)
. (1.30)
Thus, for ω˜20 < 4αβ, the eigenvalues are imaginary and the PT -symmetry is broken. As
long as |ω˜0| > 4αβ, the spectrum is real and the PT -symmetry is unbroken. We will
constrain our analysis to this unbroken PT -symmetric regime. This leads to a redundant
parameter and we can simplify the notation by taking the unitary transformation Hˆ =
UˆHˆsUˆ−1, where Uˆ = exp
(
i
4 ln
(
b
a
)
(pˆqˆ + qˆpˆ)
)
[56], in order to obtain
Hˆ = 1
2
ω0
(
pˆ2 + qˆ2
)− iδ
2
(pˆqˆ + qˆpˆ) = ω0
(
aˆ†aˆ+
1
2
)
+
δ
2
aˆ2 − δ
2
aˆ†, (1.31)
where ω0 = sgn (a)
√
ab. If ω0 ∈ R, that is, if sgn (a) = sgn (b), then the symmetry is
unbroken according to (1.30). Thus, all eigenvalues of the Hamiltonian are real as long
as δ, ω0 ∈ R. For simplicity we shall make the further assumption that ω0 > 0. Hence,
the energies of the Hamiltonian (1.31) are given by
En =
√
ω20 + δ
2
(
n+
1
2
)
. (1.32)
We now turn to the eigenstates of the Hamiltonian (1.31). As already stated, cˆ and
dˆ act as ladder operators [71], that is, we can compute the n-th eigenstate |n〉 from the
ground state |0〉 by using
|n〉 = 1√
n!
cˆn |0〉 . (1.33)
We can compute the ground state explicitly, and then use it to generate the full ladder
of eigenstates via the operator cˆ. Since the Hamiltonian is quadratic and Gaussian wave
packets are form-invariant under evolution in quadratic systems (as we shall discuss in
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more detail in the following chapter), it is reasonable to assume that a Gaussian station-
ary state exists. One can show [56] that the ground state of the unbroken Hamiltonian
in position representation is indeed Gaussian and given by
ψ0 (q) =
(
δ +
√
ω20 + δ
2
ω0pi
) 1
4
exp
{
−δ +
√
ω20 + δ
2
2ω0
q2
}
. (1.34)
This can be verified by applying the Hamiltonian operator to this state. The normalis-
ability of the ground state is dependent on the condition
−δ +
√
ω20 + δ
2
2ω0
< 0.
This is guaranteed to be true under our assumption that ω0 > 0. It also agrees with the
more general condition for normalisability ω˜0 > α + β as presented by Swanson [71] in
the original parameters.
To find the higher eigenstates, we need to apply successively the ladder operator cˆ.
For our unbroken Hamiltonian (1.31), the operator cˆ is given from (1.28) by
cˆ =
g1√
2
{(
1 +
−ω0 +
√
ω20 + δ
2
δ
)
qˆ − i
(
1− −ω0 +
√
ω20 + δ
2
δ
)
pˆ
}
. (1.35)
Here g1 can be chosen freely to appropriately normalise the image of the operator cˆ.
From this it follows that the nth eigenstate can be written as
ψn (q) = Pn (q) exp
{
−∆
2
q2
}
, (1.36)
where Pn (q) is an nth order polynomial in q. This results in a complete basis, spanning
the Hilbert space. However, it has been shown that the eigenstates do not form a Riesz
basis, that is, there exist sequences of square-summable coefficients
∑
n |an|2 = 1 such
that the sum
∑
n anψn is not square integrable. Thus, there exist sums of the basis
elements which diverge from the Hilbert space of normalisable wave functions. We will
consider the relationship between this and the boundedness of the operator mapping
the Hamiltonian to a Hermitian counterpart in section 2.2, where we will introduce a
mapping operator to an isospectral Hermitian harmonic oscillator, through which we
can calculate the non-Hermitian dynamics.
In the following chapters we shall investigate how Gaussian wave-packet propaga-
tion can be used to derive the semiclassical limit of quantum dynamics generated by
31
Chapter 1. Introduction
non-Hermitian Hamiltonians. We will show how this can be used to extract valuable
information about the quantum system. For this purpose, we shall first consider the dy-
namics generated by quadratic non-Hermitian Hamiltonians in the following chapter.
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Quantum and Classical Dynamics in
Quadratic non-Hermitian Hamiltonians
In this chapter we will present the dynamics of Gaussian wave packets generated by
quadratic, non-Hermitian Hamiltonians. We will first discuss complex extensions of the
Gaussian parameter space. We will then show how exact equations of motion can be
derived for the parameters of a Gaussian wave packet and discuss the real phase-space
equations of motion that arise, along with complex equivalent dynamics. We then go
on to apply these equations of motion to the already-discussed Swanson Hamiltonian,
where we demonstrate features such as periodic divergence in the dynamics despite the
fact that the Hamiltonian is PT -symmetric with a real spectrum.
2.1. Gaussian Wave Packets and the Complex Phase Space
In this section, we will discuss extensions of the Gaussian parameters to a complex phase
space and the corresponding equivalence class. We will go on to present and discuss the
exact equations of motion for a Gaussian wave packet evolving according to a quadratic
Hamiltonian.
If we allow the parameters pt and qt in (1.1) to be complex, they no longer correspond
to the expected values of position and momentum. These expectations are instead given
by [30] (
〈pˆ〉
〈qˆ〉
)
= Re
(
pt
qt
)
− ΩGIm
(
pt
qt
)
, (2.1)
where G is the metric matrix introduced in chapter 1.
Equation (2.1) implies that for a wave packet with any complex values of pt and qt,
we can write another equivalent wave packet (up to an overall phase) in terms of real
variables that are the expected values of position and momentum. This result (2.1) has
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been generalised to show that sets of complex coordinates which define equivalent wave
packets lie on a Lagrangian manifold [30] in the complex phase space defined by
Zt − zt =
(
Btξ
ξ
)
(2.2)
for any ξ ∈ Cn, where zt =
(
pt
qt
)
and Zt =
(
Pt
Qt
)
are complex parameter values.
This manifold is an n-dimensional linear surface embedded in C2n parametrised by the
real expectations in phase space and the covariance parameter Bt. Since the surface is
determined by both the real expected values in phase space and the covariance parameter
Bt, a given wave packet is defined by its corresponding Lagrangian manifold up to the
additional phase parameter γt. Note that as long as Im (Bt) 6= 0, the manifold crosses
the real phase space (with all real values in both position and momentum) in only
one location. Thus, there exists only one combination of parameters pt and qt in the
equivalence class such that both are simultaneously real. These are the expectation
values of pˆ and qˆ for the wave packet.
2.1.1. Gaussian Equations of Motion in Quadratic Hamiltonians
Any quadratic Hamiltonian Hˆ = H (pˆ, qˆ) may be written in the form
Hˆ = (zˆ− zt)T H′′ (zˆ− zt) +H′T (zˆ− zt) +H0. (2.3)
Here, H′′ =
(
Hpp Hpq
Hqp Hqq
)
∈ C2n×2n is a constant symmetric complex matrix, where
the subscripts Hx denote derivatives of the Weyl symbol of the Hamiltonian. H′ is a
vector function which is linear in zt, and H0 is a quadratic function of zt. This form
(2.3) is exact and can represent any quadratic Hamiltonian. For a wave packet (1.1) in
the Schro¨dinger equation with this Hamiltonian, we match orders of qˆ− qt in order to
obtain the equations of motion [30]
dBt
dt
= −BtHppBt −HpqBt −BtHqp −Hqq,
BtHp +Hq = Btdqt
dt
− dpt
dt
,
dγt
dt
=
i~
4
Tr
(
dBt
dt
B−1t
)
+
(
pt · dqt
dt
−H (pt,qt)
)
+
i~
2
(Tr (Hpq) + Tr (HppBt)) .
(2.4)
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We will first consider in more detail the dynamics of position and momentum param-
eters that form the phase-space paths along which the Gaussian wave packet moves.
In non-Hermitian evolution, additional terms in the dynamics arise due to the anti-
Hermitian part of the Hamiltonian. In this section we will study the effect this has on
the equations of motion. Since a Gaussian wave packet with real centre is equivalent
to an infinite class of wave packets with complex centres, one expects a corresponding
equivalence class of dynamics. These include, for example, the dynamics on the real
phase space as well as the dynamics governed by a complex extension of Hamilton’s
equations.
Let us consider the second equation in (2.4), which encodes the dynamics of the
parameters pt and qt,
BtHp +Hq = Btdqt
dt
− dpt
dt
. (2.5)
This is a single complex equation for the two complex variables pt and qt, and thus
there is an unconstrained complex degree of freedom.
One way to resolve this is to constrain qt and pt to be real for all times, in which case
they correspond to the expected values of position and momentum of the wave packet.
Under this assumption, we can split equation (2.5) into real and imaginary parts, writing
the Hamiltonian in the form H (pˆ, qˆ) = H (pˆ, qˆ)− iΓ (pˆ, qˆ), yielding 2n equations in 2n
variables. Re (Bt)
dqt
dt − dptdt = Hq + Re (Bt)Hp − Im (Bt) Γp,
Im (Bt)
dqt
dt = Γq + Re (Bt) Γp + Im (Bt)Hp.
(2.6)
Simplifying, we obtain
dqt
dt = Hp + Im (Bt)
−1 Γq + Im (Bt)−1 Re (Bt) Γp,
dpt
dt = −Hq + Re (Bt) Im (Bt)−1 Γq +
(
Re (Bt) Im (Bt)
−1 Re (Bt) + Im (Bt)
)
Γp.
(2.7)
This can then be rewritten as a vector equation
dzt
dt
= Ω∇H −G−1∇Γ, (2.8)
where G is the metric as seen in (1.5) and ∇ =
(
∇p
∇q
)
as before. The phase-space
dynamics (2.8) is therefore coupled to the motion of G, or equivalently Bt. We can
derive equations of motion for the metric G as well as the squared norm of the wave
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packet, n = 〈ψ|ψ〉 from (2.4), given by [29]
dG
dt
= H ′′ΩG−GΩH ′′ + Γ′′ −GΩTΓ′′ΩG,
1
n
dn
dt
= −2
~
Γ (zt)− 1
2
Tr
[
ΩTΓ′′ΩG
]
.
(2.9)
Note that if the Hamiltonian is Hermitian (Γ = 0) these real dynamics reduce to
Hamilton’s equations, that is, this formulation is consistent with Hermitian systems. In
the non-Hermitian generalisation, there is an extra term which is directly coupled to the
covariance parameter. This coupling is unique to non-Hermitian Hamiltonians and we
will explore some of its consequences in examples later on.
The classical interpretation of the dynamics is most obvious when considering equa-
tions (2.8) and (2.9). This combined metriplectic dynamics allows the metric to change
dynamically as well as the phase-space coordinates, reflecting how the shape of a quan-
tum Gaussian wave packet changes in its phase-space distribution. This results in ad-
ditional degrees of freedom in the classical dynamics beyond the standard canonical
phase-space variables.
If we do not impose the condition that pt and qt both be real for all time, we can
obtain an infinite set of complex dynamics which solve (2.5). To see this, we transform
the curves pt and qt to another equivalent pair of curves on the Lagrangian manifold
using (2.2) as it evolves in time. Setting pt = Pt+Btξt and qt = Qt+ ξt, we can rewrite
(2.5) as
BtHp +Hq = Bt d
dt
(Qt + ξt)− d
dt
(Pt +Btξt)−Btdξt
dt
. (2.10)
Here we only require that ξt is a complex vector function that is differentiable with
respect to t. Substituting dBtdt from (2.4) and simplifying we obtain
BtHp +Hq = BtdQt
dt
− dPt
dt
+ (BtHppBt +HpqBt +BtHqp +Hqq) ξt. (2.11)
Since the Hamiltonian is quadratic, the first derivative terms can be written in the form
Hp = Hpppt + Hpqqt + cp and Hq = Hpqpt + Hqqqt + cq, where cp, cq ∈ Cn. We can
rewrite these in terms of the transformed variables Pt and Qt and substitute into (2.11)
to obtain
BtHp +Hq = BtdQt
dt
− dPt
dt
. (2.12)
This shows that the equations of motion (2.5) are invariant under time-differentiable
transformations defined by ξt along the Lagrangian manifold as it evolves. The evolution
of a Gaussian wave packet can therefore be viewed as a continuous evolution of the
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Lagrangian manifold maintaining the same form of a linear surface as it evolves in the
complex phase space.
A particular example of complex dynamics that is compatible with (2.5) is the complex
extension of Hamilton’s equations
dzt
dt
= Ω∇H. (2.13)
This dynamics allows for the parameters pt and qt to become complex and is of course
analogous to Hermitian dynamics.
Since the equation for Bt is independent of any other dynamical variables, we can
consider the solution for Bt separately from the phase-space dynamics. Since the two
parameters define each other uniquely, we can either seek to solve the equation in Bt or
equivalently we can solve for G.
When solving for Bt in the quantum wave function, we can introduce the matrix S
implicitly defined as the solution of
dS
dt
= ΩH′′S, (2.14)
where S (0) = I. S is a symplectic matrix that encodes the linearised flow about a
classical orbit [28]. Then the solution for Bt is given by a Mo¨bius transformation of its
initial value [30],
Bt =
SppB0 + Spq
SqpB0 + Sqq
. (2.15)
2.2. Quantum and Classical Dynamics of the Swanson
Oscillator
Let us illustrate the previous considerations for the example of the Swanson Hamiltonian
(1.31). We consider the unbroken PT -symmetric form of the Hamiltonian in terms of
position and momentum operators
Hˆ = 1
2
ω0
(
pˆ2 + qˆ2
)− iδ
2
(pˆqˆ + qˆpˆ) , (2.16)
where as before we set ~ = 1. We recall that the eigenvalues for this Hamiltonian are
real and given by
En =
√
ω20 + δ
2
(
n+
1
2
)
. (2.17)
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The classical version of the Hamiltonian (2.16) is given by
H = ω0
2
(
p2 + q2
)− iδpq. (2.18)
Since the quantum Hamiltonian is quadratic, and since we consider the dynamics of
Gaussian wave packets in particular, the quantum dynamics is exactly described by
the classical equations of motion. The phase-space dynamics correspond exactly and
the evolution of the classical metric G corresponds to the evolution of the wave-packet
width. Thus, we will treat both the classical and quantum dynamics simultaneously.
In this section, we will show that for all non-Hermitian parameter regimes of the
unbroken PT -symmetric Swanson oscillator, there exist initial wave packets whose norm
diverges in finite time and then returns to finite values periodically. In the classical
interpretation, this corresponds to a periodic divergence of the phase-space dynamics
We further introduce an isospectral transformation which maps between the non-
Hermitian Swanson oscillator and an isospectral Hermitian harmonic oscillator. We
show explicitly that the wave-packet dynamics obtained by directly propagating the
wave packet using the Swanson Hamiltonian exactly match the dynamics obtained by
transforming the system via our isospectral transformation to a harmonic oscillator,
then propagating the dynamics in that regime before transforming back to the original
representation of the system. We will show that the operator associated with this trans-
formation is unbounded by considering its effect on wave packets, taking advantage of
the fact that the operator can be interpreted as a time evolution operator corresponding
to a non-Hermitian Hamiltonian. The results of this section have been published in [56].
To obtain the evolution of a Gaussian wave packet in the Swanson oscillator, we first
rewrite the Hamiltonian in the form
Hˆ = 1
2
(zˆ− zt)T H′′ (zˆ− zt) +H′T (zˆ− zt) +H0, (2.19)
where zˆ =
(
pˆ
qˆ
)
, and 
H0 = ω02
(
p2t + q
2
t
)− iδptqt,
H′ =
 ω0pt − iδqt
ω0qt − iδpt
 ,
H′′ =
 ω0 −iδ
−iδ ω0
 .
(2.20)
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We will first derive the dynamics of a Gaussian wave packet with initial condition G (0) =
I, where we will show that under certain conditions the wave packet will diverge and
return periodically in time. We will then go on to show that this divergence may occur
for any initial wave packet depending on the parameters of the Hamiltonian.
2.2.1. Analytical Dynamics
To deduce the dynamics of the centre of the wave packet, we can choose any dynamics
along the evolving Lagrangian manifold which satisfy the equation of motion
B (t)Hp +Hq = B (t) dqt
dt
− dpt
dt
. (2.21)
For this and other quadratic Hamiltonians, the simplest method is often to use Hamil-
ton’s equations
dzt
dt
= Ω∇H, (2.22)
and project the resulting dynamics to the real phase space using (2.1). For the Hamil-
tonian (2.18), Hamilton’s equations explicitly read
dpt
dt
=− ω0qt + iδpt,
dqt
dt
=ω0pt − iδqt.
(2.23)
These are solved by
pt = p0 cosωt− bq0 − iδp0
ω
sinωt,
qt = q0 cosωt+
ap0 − iδq0
ω
sinωt,
(2.24)
where ω =
√
ω20 + δ
2 is the oscillator frequency and p0 and q0 are the initial values for
momentum and position respectively. These dynamics, albeit complex, are well behaved
with no singular points. In order to obtain the real phase-space coordinates, we need
the dynamics of the phase-space metric.
Substituting the parameters of the Swanson oscillator into (2.4) yields
−dB
dt
= ω0B
2 − 2iδB + ω0. (2.25)
This is solved using (2.15) to give
B (t) =
1
ω0
[
iδ + iω
(
1− 2
D exp {2iωt}+ 1
)]
, (2.26)
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where ω =
√
δ2 + ω20 and D = −1− 2 iωω0B0−iδ−iω .
Using the complex phase-space dynamics (2.24) and the covariance dynamics (2.26),
we can use (2.1) to obtain the real phase-space dynamics. These dynamics can be found
for all initial Gaussian wave packets, but can lead to rather lengthy expressions. We
present the solution for an initially coherent state B (0) = i (G (0) = I). The solution
for the dynamics of the covariance matrix is then
G (t) = d (t)
((
1 0
0 1
)
+
δ
ω2
(
−ω0 (1− cos (2ωt)) ω sin (2ωt)
ω sin (2ωt) ω0 (1− cos (2ωt))
))
, (2.27)
with the abbreviation
d (t) =
(
1− δ
2
ω2
(1− cos (2ωt))
)−1
. (2.28)
That is, the widths in position and momentum diverge periodically if δ
2
ω2
> 12 since then
d (t)→∞ in finite time. In terms of the parameters of the Hamiltonian, this condition
for divergence can be written as |δ| > ω0. Projecting to the real phase space using (2.1)
yields
Pt = d (t)
(
P0 cosωt− Q0
ω
(ω0 + δ) sinωt
)
,
Qt = d (t)
(
Q0 cosωt+
P0
ω
(ω0 − δ) sinωt
)
,
(2.29)
where P0 and Q0 are the initial values for the expectation values of momentum and po-
sition respectively. Since this factor d (t) appears again, we find that not only does the
metric diverge and return periodically in time, but so do both of the phase-space vari-
ables. This is remarkable given that the PT -symmetry is unbroken and the eigenvalues
are all real. The divergence is related to the unboundedness of any mapping operator
mapping to a Hermitian system, which we will explore in further detail later on.
The final parameter to consider in the quantum regime is the norm of the Gaussian
wave packet, describing the gain and loss as it evolves in time. In the classical limit, this
can be interpreted as the survival probability of a classical particle. In the case of the
unbroken Swanson Hamiltonian the equation for the norm dynamics in (2.9) reduces to
n˙
n
= δ (−2PtQt −Gpq) . (2.30)
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Solving this under the same initial condition G (0) = I, we obtain
n (t) =
√
d (t) exp
{
δd (t)
2ω2
[(
(δ − ω0)P 20 + (ω0 + δ)Q20
)
(1− cos 2ωt)−
2ωP0Q0 sin 2ωt
]}
.
(2.31)
All of the dynamical parameters for this initial condition G (0) = I include the function
d (t) as a factor, and d (t) itself can diverge periodically in the case where |δ| > ω0.
Hence, we have observed that there exist conditions for finite-time divergences not just
in the covariance of the quantum wave packet, but for every single dynamical parameter
of both the quantum and real classical regimes.
2.2.2. General Divergence Conditions
We can obtain conditions for the divergence that we have already observed in the case
G (0) = I for any initial wave packet. Recall that for a Gaussian wave packet, (∆q)2 =
1
2 Im (B)
−1 and the normalisation constant is of the form
√
|Im(Bt)|
pi . We therefore look
for cases where
Im (B (t)) = 0 (2.32)
for some finite time t, since the wave function is only normalisable when Im (B) > 0.
Using equation (2.26), this condition is equivalent to
1
ω0
Im
[
iδ + iω
(
1− 2
D exp {2iωt}+ 1
)]
= 0. (2.33)
From this, we find that the wave packet ceases to be normalisable at finite time for
positive values of δ if the initial value of B fulfills
Im (B0) ∈
(
0,
δ
ω0
)
(2.34)
and for negative values of δ if(
Im (B0) +
ω0
2δ
)2
+ Re (B0)
2 >
(ω0
2δ
)2
. (2.35)
These conditions are demonstrated in figure 2.1. As δ → 0 from either side, the area
of divergence tends towards 0. This is expected since for δ = 0 the Hamiltonian is
Hermitian. In the case that δ < 0, the boundary defined by this condition forms a circle,
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Figure 2.1. Regions of the initial width parameters for which wave packets diverge in finite
time or stay normalisable respectively, for the Swanson oscillator for different values of B0, with
ω0 = 1, δ = − 12 (top left), 12 (top right), −2 (bottom left) and 2 (bottom right). An initial value
in the red region indicates a wave packet that will diverge in finite time, the blue region indicates
wave packets which do not diverge in finite time. The point corresponding to the ground state
is marked by a yellow cross.
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entirely enclosed in the positive half plane of B0, within which all wave packets remain
convergent in time, and outside of which all wave packets diverge in finite time. On the
other hand, if δ > 0, we find that a wave packet will diverge if the imaginary part of B0
lies within a region bounded by the real axis and a line of constant imaginary part equal
to δω0 . The asymmetry of these conditions might at first seem surprising given that a
reversal of the sign of δ simply corresponds to an interchange of loss and gain regions.
To understand this in more detail, we extend the range to allow for initially divergent
Im (B0) < 0 and consider under what conditions Im (B) changes signature in time. This
extended condition is then given by the combined inequalities(
Im (B0) +
ω0
2δ
)2
+ Re (B0)
2 >
(ω0
2δ
)2
,
ω0
δ
Im (B0) < 1.
(2.36)
If both of these inequalities are satisfied, then the B (t) will pass through the real axis
periodically. The conditions (2.36) are shown for various values of δ in figure 2.2.
To further clarify how this symmetry arises, we overlay the path of B through the plane
for different initial points in figure 2.3.
This demonstrates how the different regions arise. For any given initial B0, as we propa-
gate in time B (t) follows the shape of a circle periodically in the complex plane. These
circles contain either the ground state B or its complex conjugate and lie on each side
of the line Im (B0) =
δ
ω0
. If we start with an initial value on this line, Re (B) diverges
to infinity in finite time while Im (B) remains constant, corresponding to the dynamics
tracing a circle of infinite radius. Thus, the results have no discontinuity at all with the
sign of δ. Instead, the value of δ merely effects where the line of constant imaginary part
lies, and thus where the circles traversed by B intersect the real axis where Im (B0) = 0.
The Hamiltonian (2.16) with positive δ can be related to the same with negative δ by
way of a Fourier transform defined by the unitary operator Uˆ = e−
ipi
4 (pˆ
2+qˆ2), which maps
pˆ→ −qˆ and qˆ → pˆ. Using (2.15), this maps the parameter B to − 1B and transforms the
bounding circle
(
Im (B0) +
ω0
2δ
)2
+Re (B0)
2 =
(
ω0
2δ
)2
to the line Im (B0) = − δω0 . Equally,
the line Im (B0) =
δ
ω0
is mapped to the circle
(
Im (B0)− ω02δ
)2
+ Re (B0)
2 =
(
ω0
2δ
)2
.
2.2.3. Mapping to a Hermitian System
A useful technique in many PT -symmetric systems in the unbroken phase is to transform
the system to an equivalent Hermitian one, the dynamics of which can be more easily
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Figure 2.2. Regions of the initial width parameters for which wave packets diverge in finite
time or stay normalisable respectively, for the Swanson oscillator for different values of B0, with
ω0 = 1, δ = − 12 (top left), 12 (top right), −2 (bottom left) and 2 (bottom right). An initial
value in the red region indicates a wave packet that will switch between being normalisable or
not in finite time, the blue region indicates wave packets which do not make this transition. The
ground state is marked by a yellow cross.
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Figure 2.3. Dynamics of B in the complex plane with various initial values (green) for ω0 = 1,
δ = ± 12 . The red and blue regions are as in figure (2.2). The ground state and the corresponding
conjugate fixed point are marked by the yellow and cyan crosses respectively.
solved. In this section we will demonstrate how the Swanson oscillator can be mapped
to a Hermitian harmonic oscillator. We take an intuitive approach to constructing such
a mapping operator by interpreting the mapping as a time evolution governed by an
appropriately chosen Hamiltonian. This is not a unique approach, and a much larger set
of operators mapping from the Swanson Hamiltonian to Hermitian equivalents exist [59].
The dynamics of an initially normalisable wave packet on the Hermitian side should
stay normalisable for all time. Therefore, the divergent behaviour that we have observed
must arise from the mapping, that is, the mapping operator itself must be unbounded.
We will investigate this by first showing that applying our chosen mapping maps Gaus-
sian wave packets other Gaussian wave packets, so all of the analysis can be performed
via the equations of motion (2.4). We can then determine which wave functions become
unnormalisable using our mapping.
We are looking for an operator η that maps the Swanson Hamiltonian (2.16) to a
Hermitian harmonic oscillator
HˆHO = ω
(
pˆ2
2
+
qˆ2
2
)
, (2.37)
via
HˆHO = ηˆ
−1Hˆηˆ, (2.38)
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or equivalently
Hˆ = ηˆHˆHOηˆ−1. (2.39)
Consider the mapping operator η = e−iKˆθ, where Kˆ = − i2
(
pˆ2 − qˆ2). Using this
mapping, operators will be transformed according to to
ηˆAˆηˆ−1 = exp
{
−1
2
(
pˆ2 − qˆ2) θ} Aˆ exp{1
2
(
pˆ2 − qˆ2) θ} (2.40)
We can use the Baker-Campbell-Hausdorff [14] formula to show that this leads to the
mapping
qˆ → qˆ cos θ + i sin θpˆ, pˆ→ cos θpˆ+ i sin θqˆ. (2.41)
This therefore maps the harmonic oscillator Hamiltonian as follows.
ω
2
(
pˆ2 + qˆ2
)→ ω
2
cos (2θ)
(
pˆ2 + qˆ2
)
+ i
ω
2
sin (2θ) (pˆqˆ + qˆpˆ) . (2.42)
The choice θ = −12 arctan
(
δ
ω0
)
and ω =
√
ω20 + δ
2 yields the unbroken Swanson Hamil-
tonian. Therefore, we have a simple transformation ηˆ = exp
(− θ2 (pˆ2 − qˆ2)) such that
Hˆ = ηˆHˆHOηˆ−1. (2.43)
Dynamics via the Hermitian Mapping
We can now compare the dynamics obtained earlier for the Swanson Hamiltonian to
those obtained when we transform to and perform the evolution in the Hermitian har-
monic oscillator. In order to achieve this, we will transform the time evolution operator
associated with the Swanson Hamiltonian as follows,
|ψ (t)〉 = Uˆ (t) |ψ (0)〉
= ηˆUˆHO (t) ηˆ
−1 |ψ (0)〉
= ηˆUˆHO (t) |ψHO (0)〉
= ηˆ |ψHO (t)〉 .
(2.44)
Here, we transform the initial wave function from the Swanson regime to its equivalent
in the Hermitian harmonic oscillator by writing |ψHO (0)〉 = ηˆ−1 |ψ (0)〉. Then the
wave function can be propagated with the Hermitian Hamiltonian yielding |ψHO (t)〉.
Finally, we transform the time evolved state back into the Swanson oscillator by writing
|ψ (t)〉 = ηˆ |ψHO (t)〉.
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Since ηˆ has the form ηˆ = e−iKˆt, where Kˆ is a quadratic operator, both ηˆ and ηˆ−1
can be interpreted as time evolutions generated by quadratic Hamiltonians. Therefore,
if we begin with a Gaussian wave packet in the Swanson oscillator, not only does the
transformed wave function remain Gaussian, but we can use the equations of motion
(2.4) to perform this transformation.
We will now briefly show how each of these transformations yields dynamical equations
that can be solved to give the overall wave-packet dynamics ‘via’ the harmonic oscillator,
for an initially normalised (n = 1) wave packet centred at Z (0) =
(
p0
q0
)
, with G (0) =
I (B (0) = i).
We have, for the first transformation ηˆ−1 = exp
(
θ
2
(
pˆ2 − qˆ2)) = e−iKˆθ. Decomposing
Kˆ into Hermitian and anti-Hermitian parts, Kˆ = Hˆ − iΓˆ, we find that Hˆ = 0, Γˆ =
1
2
(
qˆ2 − pˆ2). As before, we will use the complex Hamilton’s equations and project the
results to the real axis. We therefore seek to solve the equations
dG (τ)
dτ
= Γ′′ −G (τ) ΩTΓ′′ΩG (τ) ,
d
dτ
(
p (τ)
q (τ)
)
= i
(
q (τ)
p (τ)
)
1
n (τ)
dn (τ)
dτ
= −
(
q (τ)2 − p (τ)2
)
− 1
2
Tr
[
ΩTΓ′′ΩG (τ)
]
,
(2.45)
where Γ′′ =
(
−1 0
0 1
)
up to τ = θ. This then gives the transformed parameters in the
Hermitian oscillator representation as XHO (0) = X (θ). Solving the dynamical equation
for the the metric GHO we obtain
GHO (0) =
(
cos(θ)−sin(θ)
cos(θ)+sin(θ) 0
0 cos(θ)+sin(θ)cos(θ)−sin(θ)
)
. (2.46)
To find the new phase-space location ZHO (0), we integrate Hamilton’s equations to find
z (τ) =
(
cos (τ) p0 + i sin (τ) q0
cos (τ) q0 + i sin (τ) p0
)
and apply the real projection,
Z (τ) = Re (z (τ))− ΩG (τ) Im (z (τ)) . (2.47)
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Thus, we obtain
ZHO (0) =
(
1
cos(θ)−sin(θ)p0
1
cos(θ)+sin(θ)q0
)
(2.48)
Finally, for the norm of the wave packet, we can substitute (2.46) and (2.48) into the
differential equation for the norm in (2.45) to obtain
nHO (0) = exp
(
tan (2θ)
2
(−p20 + q20)+ p20 + q202 (1− sec (2θ)) + 12 log |cos (2θ)|
)
.
(2.49)
Substituting θ = −12 arctan
(
δ
ω0
)
, the values for parameters in the transformed initial
state are then given by,
GHO (0) =
(
ω+δ
ω0
0
0 ω−δω0
)
ZHO (0) =
(
1
cos(θ)−sin(θ)p0
1
cos(θ)+sin(θ)q0
)
nHO (0) = exp
(
q20
ω0 − ω − δ
2ω0
+ p20
ω0 − ω + δ
2ω0
+
1
2
log
(ω0
ω
))
.
(2.50)
ZHO (0) is deliberately left in terms of θ, as this will simplify the following analysis.
We next perform the time propagation generated by the Hermitian Hamiltonian
HˆHO =
ω
2
(
pˆ2 + qˆ2
)
using the final parameter values from the previous section as initial
values. The phase-space dynamics can be obtained using Hamilton’s equations in the
real phase space, yielding
ZHO (t) =
1
cos 2θ
(
(p0 cos (ωt)− q0 sin (ωt)) cos θ + (p0 cos (ωt) + q0 sin (ωt)) sin θ
(p0 sin (ωt) + q0 cos (ωt)) cos θ + (p0 sin (ωt)− q0 cos (ωt)) sin θ
)
.
(2.51)
The metric dynamics are also given by integrating the equation of motion directly to
find
GHO (t) =
(
ω+δ cos(2ωt)
ω0
δ
ω0
sin (2ωt)
δ
ω0
sin (2ωt) ω−δ cos(2ωt)ω0
)
. (2.52)
Since the norm is conserved under Hermitian evolution, we obtain nHO (t) = nHO (0).
We finally perform the inverse transformation, taking the propagated state from the
Hermitian representation back into the original non-Hermitian system. Here we apply
the operator ηˆ = e−iKˆθ where Kˆ = − i2
(
pˆ2 − qˆ2) to the result of the Hermitian propaga-
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tion, in a similar manner to transformation 1. This yields
G (t) =d (t)
((
1 0
0 1
)
+
δ
ω2
(
−ω0 (1− cos (2ωt)) ω sin (2ωt)
ω sin (2ωt) ω0 (1− cos (2ωt))
))
,
p (t) =d (t)
(
p0 cosωt− q0
ω
(ω0 + δ) sinωt
)
,
q (t) =d (t)
(
q0 cosωt+
p0
ω
(ω0 − δ) sinωt
)
,
n (t) =
√
d (t) exp
{
δd (t)
2ω2
[(
(δ − ω0) p20 + (ω0 + δ) q20
)
(1− cos 2ωt)−
2ωp0q0 sin 2ωt
]}
.
(2.53)
where d (t) =
(
1− δ2
ω2
(1− cos (2ωt))
)−1
. These are exactly the dynamics that we found
by directly propagating the wave packet within the Swanson Hamiltonian.
Unboundedness of the Mapping Operator
Since wave packets evolving in the Swanson Hamiltonian can diverge in finite time, but
wave packets evolving in the Hermitian harmonic oscillator stay normalisable for all time,
the mapping operator between the two systems must be unbounded. Indeed, it must
therefore follow by the same reasoning that a mapping between any Hermitian system
and the Swanson Hamiltonian must be unbounded. In this section we will explore the
particular properties of our chosen mapping to and from the Hermitian harmonic oscil-
lator. Specifically, we will investigate how states are mapped from normalisable regions
to unnormalisable regions, allowing initially normalisable wave packets to be translated
to unnormalisable, divergent states. We recall once again that a wave packet is normal-
isable if and only if the imaginary part of its covariance parameter B is strictly positive.
We will show here that for non-trivial δ, neither the mapping out of the harmonic oscil-
lator, nor the mapping into the harmonic oscillator is bounded by demonstrating that
for all δ 6= 0, there exists wave packets where B has strictly positive imaginary part
which will be mapped to a value of B with negative imaginary part.
Consider first the transformation mapping wave packets from the Hermitian harmonic
oscillator to the non-Hermitian Swanson oscillator.
ηˆψ = exp
{
−i i
2
(−pˆ2 + qˆ2) θ}ψ. (2.54)
This has been written deliberately in this form since this is equivalent to standard
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Schro¨dinger evolution with the Hamiltonian
Kˆ = i
2
(−pˆ2 + qˆ2) (2.55)
up to ‘time’ θ. We recall that since this Hamiltonian is quadratic the wave packet
remains Gaussian under the transformation (2.54), and the covariance parameter Bt
evolves according to the equation
−dB (τ)
dτ
= KppB (τ)
2 + 2KpqB (τ) +Kqq, (2.56)
where Kab represents the second derivatives of the Hamiltonian Kˆ with the respective
variables. In order to determine whether the new wave packets can still be normalised, we
use a similar method as in the dynamics of the Swanson oscillator to find the conditions
for divergence summarised as
(
Im (B (0))− ω0δ
)2
+ Re (B (0))2 ≤ (ω0δ )2 + 1, δ < 0,(
Im (B (0))− ω0δ
)2
+ Re (B (0))2 ≥ (ω0δ )2 + 1, δ > 0. (2.57)
Note that the boundaries of both of these conditions correspond to circles in the complex
plane of radius
√(
ω0
δ
)2
+ 1, centred at ω0δ i. For negative δ, the set of points lying inside
the circular boundary is mapped to the lower half plane Im (B (θ)) < 0, while the set of
points lying outside is mapped to the upper half plane Im (B (θ)) > 0. The boundary
itself maps to the real axis Im (B (θ)) = 0. The opposite occurs for positive δ, where the
interior of the circle is mapped to the upper half plane and the exterior of the circle is
mapped to the lower half plane.
For the inverse transformation η−1, mapping from the Swanson oscillator to the Her-
mitian harmonic oscillator, we obtain the conditions shown below.

(
Im (B (0))− ω0δ
)2
+ Re (B (0))2 ≥ (ω0δ )2 + 1, δ < 0,(
Im (B (0))− ω0δ
)2
+ Re (B (0))2 ≤ (ω0δ )2 + 1, δ > 0. (2.58)
Here we observe that the pattern of mapping the interior or exterior to the lower half
plane is reversed from the previous case. As before, there are normalisable wave packets
mapped to unnormalisable wave packets for any δ 6= 0. The behaviour of both mappings
is summarised in figure 2.4.
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Figure 2.4. Regions in the width parameter space for which the mapped state is unnormalisable.
This is shown mapping the harmonic oscillator to the Swanson oscillator (left) and the Swanson
to harmonic oscillator (right) for different values of B (0), with ω0 = 1, δ = − 12 (top) and 2
(bottom). Blue indicates a normalisable image, red indicates an unnormalisable image.
2.2.4. Summary
We have demonstrated the exact equations of motion for Gaussian wave packets evolving
according to quadratic non-Hermitian Hamiltonians and applied them to a well known
PT -symmetric Hamiltonian. We have demonstrated that evolution governed by this
Hamiltonian may lead to periodic divergence, despite all of the eigenvalues of the Hamil-
tonian being real. We have further shown how this analytical approach allows us to use
a dynamical approach to study features of non-Hermitian quadratic systems such as the
boundedness of mapping operators.
We will next turn to more general non-Hermitian Hamiltonians, where Gaussian wave
packets are no longer form-invariant.
51
Chapter 3.
Semiclassical Gaussian Dynamics in
General non-Hermitian Hamiltonians
In this chapter we will discuss the generalisation of the dynamics of Gaussian wave
packets discussed in section 2.1 to more general Hamiltonians with higher than quadratic
orders in the position and momentum operators. These are, as in the Hermitian case,
a semiclassical approximation and in general not exact. We will apply these resultant
dynamics to two examples in the following sections.
Gaussian wave packets are form invariant under evolution in quadratic Hamiltonians.
When we extend to more general systems, however, this is no longer the case. In these
systems, we can instead make a quadratic approximation in the same spirit as Heller
[27, 30] to derive semiclassical approximations of the dynamics. For this purpose, we
Taylor expand the Hamiltonian about the (time dependent) expected values of position
and momentum of the wave packet as
Hˆ ≈ (zˆ− zt)T H′′ (zˆ− zt) +H′T (zˆ− zt) +H0, (3.1)
where zˆ =
(
pˆ
qˆ
)
and zt =
(
pt
qt
)
. We recall that in the quadratic case the real
values for parameters pt and qt, which are the expected values of position and momen-
tum for (1.1), may be replaced by complex values lying on the Lagrangian manifold
of equivalent wave packets in order to obtain equivalent equations of motion, since the
representation of the Hamiltonian is still exact. In more general Hamiltonians, (3.1) is a
time-dependent quadratic approximation in the neighbourhood where the Gaussian wave
packet is localised, that is around the real expectation values of position and momentum.
Thus, we need to constrain the parameters pt and qt to the real values 〈pˆ〉 and 〈qˆ〉
respectively. By substituting (1.1) and (3.1) into the Schro¨dinger equation, we obtain
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the similar equations of motion as in the quadratic case,
dBt
dt
= −BtHppBt −HpqBt −BtHqp −Hqq,
BtH′p +H′q = Bt
dqt
dt
− dpt
dt
,
dγt
dt
=
i~
4
Tr
(
dBt
dt
B−1
)
+
(
pt · dqt
dt
−H (zt)
)
+
i~
2
(Tr (Hpq) + Tr (HppB)) .
(3.2)
As in the quadratic case, the restriction of real values for position and momentum in
the second equation of (3.2) yields the equations of motion in phase space,
dzt
dt
= Ω∇H −G−1∇Γ. (3.3)
This allows us to interpret the phase-space dynamics in terms of the Hamiltonian. The
former term in (3.3) represents the well known symplectic dynamics generated by the
Hermitian part of the Hamiltonian H. Thus, this term of the dynamics defines curves
which conserve H. The latter term involving the anti-Hermitian part of the Hamiltonian
is a gradient flow driving the dynamics towards the local minimum of Γ, coupled to the
dynamics metric G. As before, (3.2) yields equations of motion for the metric G and
norm n
dG
dt
= H ′′ΩG−GΩH ′′ + Γ′′ −GΩTΓ′′ΩG,
1
n
dn
dt
= −2
~
Γ (Z)− 1
2
Tr
[
ΩTΓ′′ΩG
]
.
(3.4)
Note that in contrast to quadratic systems the covariance dynamics can in general not
be solved independently of the phase-space dynamics, since the Hessian matrix H′′ is no
longer independent of pt and qt. Again, as before, no assumption is made about the
time dependence of the Hamiltonian, thus the same equations of motion apply for both
time-dependent and time-independent Hamiltonians.
Consider the particular case of a Hamiltonian given by
Hˆ = pˆ
2
2
+ V (qˆ) , (3.5)
where V (qˆ) = VR (qˆ) + iVI (qˆ) is a complex potential. The equations of motion (3.2)
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then reduce to
dp
dt
= − d
dq
VR (q) +
Re (B)
Im (B)
d
dq
VI (q) ,
dq
dt
= p+
1
Im (B)
d
dq
VI (q) ,
dB
dt
= −B2 − d
2
dq2
VR (q)− i d
2
dq2
VI (q) ,
1
n
dn
dt
= VI (q) +
1
4Im (B)
d2
dq2
VI (q) ,
dγ
dt
= p
dq
dt
− p
2
2
− VR (q)− 1
2
Im (B) .
(3.6)
We shall now study the resulting classical dynamics and the quantum-classical corre-
spondence for two example systems which can be realised in the context of optics, a
waveguide with absorption and amplification and a non-Hermitian tight-binding lattice
with a static tilt [73, 74].
3.1. Example 1: A non-Hermitian Waveguide
Our first example is a complex potential of higher then quadratic order modelling a
waveguide with gain and loss. In particular we consider the potential
V (qˆ) = −η2
(
1− iα
η
tanh
(
qˆ
η
))
exp
(
−ω
2qˆ2
2η2
)
, (3.7)
where ω, η, α ∈ R. This potential is PT -symmetric under the usual inversion of space
and time. Here, α acts as a non-Hermitian parameter, determining the strength of
the gain and loss in the potential, and η acts as an overall scaling parameter, affecting
both the width and the depth of the waveguide. We expect that as the scale of the
potential described by the parameter η gets larger relative to the width of an evolving
wave packet, the accuracy of the equations of motion (3.6) should improve as error terms
due to higher orders of the potential become negligible. Close to the origin, the potential
is approximately quadratic with frequency ω and a linear gain-loss profile,
V (qˆ) =
1
2
ω2qˆ2 + iαqˆ + const. (3.8)
Thus, the potential may be approximated by a harmonic oscillator with associated fre-
quency ω and a linear non-Hermitian component. We can therefore approximate the
ground state of the potential (3.7) by a Gaussian wave packet centred at p = 0, q = 0
with width parameter B = iω. The potential (3.7) is depicted in figure 3.1 for different
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Figure 3.1. Potential (3.7) for α = 1, ω = 1 and η = 5 (left) and 10 (right). The real part V (q)
is translated vertically by η
2
2 and the imaginary part is rescaled by a factor of 2 for visibility.
We also show the probability distribution of a Gaussian wave packet for B = i for comparison.
values of η.
An experimental application of this model may be found in the field of optics, where
there is significant interest in optical waveguides with gain and loss mimicking non-
Hermitian, and in particular PT -symmetric quantum systems [18–26]. This makes use
of the paraxial approximation of Maxwell’s equations, in which the propagation of an
optical beam may be written using a Schro¨dinger-type equation
i~
∂ψ
∂z
= − λ
2
8pin0
∂2ψ
∂x2
+ V (x)ψ, (3.9)
where λ is the wavelength and and z is the propagation direction. V (x) =
n20−n2(x)
2n0
is
an effective potential, where n (x) is the refractive index profile of the waveguide and
n0 is the reference index of the substrate. For a beam with a Gaussian profile, the
instantaneous quadratic approximation yields identical equations of motion with respect
to distance z along the waveguide instead of time t.
We will first look at the approximate wave-packet dynamics (3.6) governed by the
potential (3.7) compared to the full quantum dynamics as computed using the split
operator Fourier transform method (see Appendix B) for various initial wave packets.
Here we will focus on the effects of changing the initial width of the wave packet on the
overall dynamics. We will then go on to demonstrate how the quadratic approximate
Hamiltonian (3.8) allows us to obtain an analytical approximation to the full dynamics,
which allows us to quantify the effects of changing the initial width of the wave packet
on the dynamics in position. Finally we present a proposed application of the width-
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Figure 3.2. Normalised beam propagation in the Gaussian approximation (top) and numerical
quantum propagation (bottom) for p0 = 0, B0 =
i
2 , q0 = 1 and η = 5 (left), q0 = 2 and η = 10
(middle left), q0 = 3 and η = 15 (middle right) and q0 = 1 and η = 15 (right).
dependent dynamics as an optical filter.
Figures 3.2 and 3.3 show the dynamics of a Gaussian wave packet in the potential
(3.7) in the quantum description computed using the split operator method and the
Gaussian approximation for various scalings η and corresponding initial positions, keep-
ing the width of the wave packet constant. This demonstrates how the accuracy of the
Gaussian approximation relates to the length scale of the potential against the width of
the wave packet. Here the width is chosen based on the coherent state of the quadratic
approximation to the potential, such that the variation in width over time is minimised
and the change in accuracy as the scale grows is clear. For the first three cases, we use
the scaling parameters η = 5, 10 and 15 and correspondingly increase the initial position
q0 from 1 to 2 and 3 respectively. In the final case, we keep the largest value η = 15
and return to the smallest initial position q0 = 1. In these figures it is clear how the
approximation improves with increasing scaling parameter η. Figure 3.3 in particular
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Figure 3.3. Expected value of position (top) and norm (bottom) dynamics in the Gaussian
approximation (blue) and in full quantum propagation (dashed magenta) for parameters as in
figure 3.2.
demonstrates this improvement showing the corresponding position and norm dynamics
to figure 3.2. Noting that the case η = 10 allows for a reasonable approximation, we
focus on this case from here on.
If we change the initial width of the wave packet for otherwise initial conditions, we
expect to see different dynamics even in the semiclassical limit. This is due to the cou-
pling between the equation for the width B and the phase-space variables p and q. In the
phase-space equations from (3.6), we expect that we should obtain the most significant
changes in dynamics due to the non-Hermitian parameter to appear closest to the origin,
where the derivative of the loss/gain component ddqVI (q) is maximised compared to the
real part ddqVR (q). In figure 3.4 we show the propagation for two different initial values
of B0 with q0 = −1 and in comparison to the Hermitian propagation (α = 0). In the first
case (depicted on the top) where B0 = i, the width parameter remains approximately
constant and the effect of the non-Hermitian parameter manifests itself as a change in
the amplitude of the oscillations from the Hermitian case. In the second example, where
B0 =
i
2 , the additional modulations in the B parameter induce further modulations in
the position dynamics, without additional significant effects on the frequency or ampli-
tude of the overall central dynamics. This demonstrates how different widths can have
significant effects on the structure of the dynamics in position.
In some situations this effect can be quite drastic. As an example, we show a wave
packet starting at q0 = 0 and p0 = −1, but with different widths in figure 3.5. Recalling
that near q = 0 the Hamiltonian may be approximated via a harmonic potential with
a linear non-Hermitian component given by (3.8), we take the ground state of this
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Figure 3.4. Normalised beam evolution for ω = 1, η = 10, p0 = 0 and q0 = −1, with B0 = i (left
column) and B0 =
i
2 (middle column) and α = 1 (top) and α = 0 (bottom). This corresponds
to the non-Hermitian evolution on the left with the equivalent Hermitian evolution on the right.
In the right column, on the top we show the expected value of position for B0 = i (blue), B0 =
i
2
(magenta) and in the Hermitian case (dashed black). On the bottom is the norm dynamics for
B0 = i (blue) and B0 =
i
2 (magenta).
approximate Hamiltonian. As one may expect, this is localised at position q0 = 0.
However, it has initial momentum p0 = −1. This may be explained intuitively from the
fact that the gain/loss profile drives the wave packet in the positive direction of position
and the momentum counterbalances this force. The dynamics for this approximate
ground state appear constant for the time of evolution considered here. We then vary
the width by scaling the parameter B0 by factors of 2 and
1
2 . This results in an additional
oscillation as the change in width leads to changes in the dynamics of both position and
momentum. For the case B0 = 2i, the width in position is initially smaller and the
corresponding effect of the gain/loss profile is weaker. This allows the effect of the
momentum in the real part of the Hamiltonian to push the wave packet to a negative
position corresponding to the loss region. As the width parameter oscillates, the non-
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Figure 3.5. Normalised beam propagation in the Gaussian approximation (top row) and the
corresponding norm dynamics (middle row) with parameters η = 10, p0 = −1, q0 = 0 and B0 = i2
(left), i (centre) and 2i (right). The bottom figure shows the expected value of position dynamics
in the Gaussian approximation (solid) against the numerical quantum evolution (dotted) for
B0 =
i
2 (blue), i (black) and 2i (magenta).
Hermitian component becomes stronger and thus has a stronger impact on the dynamics
later on. On the other hand, for B0 =
1
2 i, the width in position is initially larger and
the effect of the gain/loss profile is stronger. Hence, the wave packet initially moves into
the gain region and begins to oscillate from there as it traverses the real potential.
To understand these dynamics analytically, we return to the harmonic approximate
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potential (3.8), for which the equations of motion simplify to
dp
dt
= −ω2q + αRe (B)
Im (B)
,
dq
dt
= p+
α
Im (B)
,
dB
dt
= −B2 − ω2,
1
n
dn
dt
= αq.
(3.10)
The dynamical equation for q can be written as
d2q
dt2
= −ω2q + αRe (B)
Im (B)
. (3.11)
Solving the width dynamics directly we obtain
B (t) = ω
B0 cos (ωt)− ω sin (ωt)
B0 sin (ωt) + ω cos (ωt)
, (3.12)
from which we find that Re(B)Im(B) =
|B0|2−ω2
2ωIm(B0)
sin (2ωt)+ Re(B0)Im(B0) cos (2ωt). Thus, the dynamics
for q are given by
q (t) = a cos (ωt) + b sin (ωt)− α
ω2
Re (B (t))
Im (B (t))
, (3.13)
where a = q0 +
α
ω2
Re(B0)
Im(B0)
and b = p0ω +
α
ω3
|B0|2
Im(B0)
. In figure 3.6 we demonstrate this
harmonic approximation in comparison with the Gaussian approximation in the exact
potential. For dynamics initially localised near the origin, the harmonic approximation
appears to capture the overall dynamics. However when the state is initially localised
further away, the harmonic approximation fails to capture details of the oscillation.
We conclude our discussion of this example with a possible application of these results
as a filtering device. For this, we can use the dependence of the propagation on the width
of the wave packet in the limit of short time propagation. In this limit, the solution to
the phase-space dynamics as defined by (3.6) can be written as
p (t) =p0 −
(
ω2q0 − αRe (B0)
Im (B0)
)
t
q (t) =q0 +
(
p0 + α
1
Im (B0)
)
t.
(3.14)
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Figure 3.6. Normalised beam evolution in the harmonic approximative potential (3.8) (top)
B0 =
i
2 (left) and B0 = 2i (middle) for parameters as in figure 3.5, and B0 = i with ω = 1,
p0 = 0, q0 = −4 (right). The expected value of position (bottom) is compared for for parameters
as in the top row between the harmonic potential (magenta) and the exact potential (3.7) with
η = 10 (blue).
Writing the width (∆q)2 = 12Im(B0) , we therefore have that the deviation in position due
to the anti-Hermitian component of the potential depends quadratically on the width of
the wave packet. For nonzero Re (B0), there is an additional change in the momentum
parameter p, translating to a shift in angle of propagation in an optical waveguide.
Thus, a waveguide mimicking this potential can be used to separate Gaussian beams
with different widths.
3.2. Example 2: PT -symmetric Tight-Binding Lattices
We have thus far confined our study to instances of a highly localised wave packet in a
broad potential. In this section, we will show that the classical equations of motion (3.2)
approximation may also be applied to more general systems. Specifically we consider a
tight-binding Hamiltonian with non-Hermitian coupling elements. The results presented
here are published in [74].
We will show how the classical equations of motion (3.2) may be used as a quasiclas-
sical approximation for the dynamics on the discrete lattice for initial states that are
initially widely distributed over the basis states with a Gaussian profile. For narrow wave
functions, we expect the quasiclassical approximation to fail and instead use an ensemble
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of plane waves, interpreted as classical points under the quasiclassical approximation, in
order to approximate the quantum dynamics.
3.2.1. A Single-Band Tight-Binding Hamiltonian
Consider a Hamiltonian of the form
Hˆ =
∞∑
n=−∞
(g1 |n〉 〈n+ 1|+ g2 |n+ 1〉 〈n|+ 2Fn |n〉 〈n|) , (3.15)
where {|n〉} is an orthogonal basis. This describes, for example, a particle on a periodic
lattice in the single band tight-binding approximation, where |n〉 are the Wannier states
localised in the individual sites [75,76]. This Hamiltonian can be realised in the field of
optics using waveguides or fibre loops [77, 78]. The first two terms in the Hamiltonian
describe hopping between neighbouring sites and the last term models a static force [79].
In the following analysis we shall restrict the force parameter F to be real. Then the
Hamiltonian is Hermitian if g1 = g
?
2.
Hamiltonians of this type have been considered by Longhi in [77]. There he states
that a semiclassical analysis, which is very useful in the Hermitian case [80], is of little
use in the non-Hermitian generalisation. In this section, however, we will show that the
classical equations of motion (3.2) may be used to accurately approximate the quantum
dynamics, using the same example systems as in Longhi’s paper for demonstration.
We shall first recall some basic tools for studying the Hermitian system, which will be
useful for the non-Hermitian case as well. We take an algebraic approach to the analysis
of this Hamiltonian [81], defining the unitary ladder operators and the discrete position
operator [79]
Kˆ =
∑
n
|n〉 〈n+ 1| , Kˆ† =
∑
n
|n+ 1〉 〈n| , Nˆ =
∑
n
n |n〉 〈n| . (3.16)
Applying each of these to a basis state |n〉 yields
Kˆ |n〉 = |n− 1〉 , Kˆ† |n〉 = |n+ 1〉 , Nˆ |n〉 = n |n〉 . (3.17)
These operators satisfy the commutation relations[
Kˆ, Nˆ
]
= Kˆ,
[
Kˆ†, Nˆ
]
= −Kˆ†,
[
Kˆ, Kˆ†
]
= 0, (3.18)
forming the so-called shift operator algebra [82]. In terms of these operators the Hamil-
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tonian becomes
Hˆ = g1Kˆ + g2Kˆ† + 2FNˆ. (3.19)
We can introduce the Hermitian quasi-momentum operator κˆ defined by Kˆ = eiκˆ [81].
This, along with the position operator, satisfies the canonical commutation relation[
Nˆ , κˆ
]
= i. (3.20)
We can then represent the Hamiltonian (3.15) in the form
Hˆ = g1eiκˆ + g2e−iκˆ + 2FNˆ. (3.21)
The eigenstates of Kˆ are the Bloch waves
|κ〉 = 1√
2pi
∑
n
einκ |n〉 , (3.22)
where we may quickly verify that
Kˆ |κ〉 = eiκ |κ〉 . (3.23)
Here, the values κ are the corresponding eigenvalues of the quasimomentum operator κˆ.
Hence, if the set of possible values for n is the set of integers (n ∈ Z), κ may take any
value in the continuous range [0, 2pi). Furthermore, if we restrict κ to [0, 2pi) then
〈
κ|κ′〉 = δ (κ− κ′) . (3.24)
On the other hand, if we allow the values of κ to extend beyond this range, the inner
product (3.24) becomes a delta-comb function with period 2pi. One can show, expanding
Nˆ into the quasimomentum representation that the Hamiltonian is diagonal in the basis
of |κ〉. Furthermore, the eigenvalues and eigenstates may be computed explicitly using
the periodicity condition ψm (κ) = ψm (κ+ 2pi), yielding
ψm (κ) ∝ exp
(
−imκ+ g1
2F
eiκ − g2
2F
e−iκ
)
, (3.25)
with the eigenvalues
Em = 2Fm, m = 0,±1,±2 . . . . (3.26)
Since the eigenvalues are real, symmetric and equidistant, the dynamics must be periodic
with Bloch period TB =
pi
F . This result is entirely independent of the values of g1 and
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g2 and mimics the well known phenomenon of Bloch oscillations in the Hermitian case
[80,81,83], as has already been observed in [77]. However, due to the non-orthogonality
of the eigenvectors, apart from the periodicity, the dynamics may differ considerably
from the Hermitian case.
3.2.2. Quantum and Quasiclassical Dynamics
We can expand a given state |ψ〉 into the discrete basis set |n〉 as |ψ〉 = ∑n cn |n〉.
Substituting this into the Schro¨dinger equation with the Hamiltonian (3.19) we obtain
dynamical equations for the coefficients cn given by
i
dcn
dt
= g1cn+1 + g2cn−1 + 2Fncn. (3.27)
While the time-evolution can be described analytically, extending methods developed
for the Hermitian case [77], it is often more convenient to numerically solve the system
(3.27). Contracting the lattice to a finite size on the assumption that contributions
outside and moving across the boundary are negligible, we may solve the dynamical
equations numerically by writing the vector equation
i
dc¯
dt
= Hc¯, (3.28)
where the matrix elements of H are given by
〈m| Hˆ |n〉 = g1δm+1,n + g2δm−1,n + 2Fnδm,n. (3.29)
Before turning to the non-Hermitian dynamics, we briefly review some basic results
for the Hermitian evolution. In this case, the dynamics of the expected values of position
and quasimomentum can be obtained from Heisenberg’s equations of motion, yielding
d
dt
〈κˆ〉 = −2F, d
dt
〈
Nˆ
〉
=
〈
∂E (κˆ)
∂κˆ
〉
, (3.30)
where E (κˆ) = g1e
iκˆ+g2e
−iκˆ is the field-free dispersion relation. Note that since we have
made the assumption that the quantum Hamiltonian is Hermitian, we have g1 = g
?
2.
The dynamical equation for the quasimomentum may be integrated trivially, yielding
〈κˆ〉t = −2Ft+ 〈κˆ〉0 . (3.31)
This result is known as the acceleration theorem [80], stating that the expected value of
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quasimomentum varies linearly with time.
For states well localised in κ in the spirit of Ehrenfest’s theorem, we can make the
approximation
〈
∂E(κˆ)
∂κˆ
〉
≈ ∂E(〈κˆ〉)∂〈κˆ〉 . Introducing variables p = 〈κˆ〉 and q =
〈
Nˆ
〉
, we then
obtain the quasiclassical equations of motion
dp
dt
= −2F, dq
dt
=
∂E (p)
∂p
. (3.32)
These are Hamilton’s equations for the canonical variables p and q with the quasiclassical
Hamiltonian
H = E (p) + 2Fq. (3.33)
Here, we use classical equations of motion in order to approximate the quantum dy-
namics, but these are not derived from the quantum Hamiltonian in the classical limit
~→ 0. Thus, we instead refer to these equations as a quasiclassical description.
We may solve (3.32) to find
p (t) = p0 − 2Ft, q (t) = q0 + 1
2F
(E (p0)− E (p (t))) , (3.34)
where p0 = p (0) and q0 = q (0). Since p is linear in time and E is a periodic function
of its argument, q will oscillate in time. This is the quasiclassical explanation of the
phenomenon of Bloch oscillations [77,81,84].
When we generalise to non-Hermitian systems, we split the quantum Hamiltonian into
real and imaginary parts Hˆ = Hˆ − iΓˆ, where
Hˆ =Re (g+) cos (κˆ)− Im (g−) sin (κˆ) + 2FNˆ,
Γˆ =− Im (g+) cos (κˆ)− Re (g−) sin (κˆ) .
(3.35)
Here, g± = g1 ± g2. While the generalised Heisenberg equations of motion for Kˆ and
Nˆ might be of little use here, as Longhi observes in [77], the classical equations derived
in this chapter yield a meaningful quasiclassical description. From (3.35), we replace
Hamilton’s equations in the Hermitian case with our equations of motion (3.2), using
the quasiclassical Hamiltonian
H (p, q) =Re (g+) cos (p)− Im (g−) sin (p) + 2Fq+
i (Im (g+) cos (p) + Re (g−) sin (q)) .
(3.36)
We can then write equations of motion for the phase-space variables as well as the metric
G and the squared norm, which we shall denote by P in the present section (to avoid
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confusion with the discrete position operator), given by
dp
dt
=− 2F − (Im (g+) sin (p)− Re (g−) cos (p))Gqq,
dq
dt
=− Re (g+) sin (p)− Im (g−) cos (p) +
(Im (g+) sin p− Re (g−) cos (p))Gpq,
dGpp
dt
=2 (Re (g+) cos (p)− Im (g−) sin (p))Gpq+
(Im (g+) cos (p) + Re (g−) sin (p))
(
1−G2pq
)
,
dGpq
dt
= (−Re (g+) cos (p) + Im (g−) sin (p))Gqq+
(Im (g+) cos (p) + Re (g−) sin (p))GpqGqq,
dGqq
dt
=− (Im (g+) cos (p) + Re (g−) sin (p))G2qq,
dP
dt
= (Im (g+) cos (p) + Re (g−) sin (p))
(
2− 1
2
Gqq
)
P.
(3.37)
Since the quasiclassical approximation is a local quadratic approximation of the Hamil-
tonian, the approximation is made to the terms in quasimomentum κˆ. Thus, we expect
equations (3.37) to be valid as long as the width in momentum is negligible. Recalling
that the widths of the quantum state are related to the phase-space metric G by
G =
~
2
(
(∆q)2 − (∆p∆q)
− (∆p∆q) (∆p)2
)
, (3.38)
we thus expect the equations to be valid as long as the matrix element Gqq is negligible.
In this limit, the wave packet is narrowly distributed in momentum but broad in position.
Note that while the quantum dynamics is strictly periodic, the periodicity can be violated
in the quasiclassical description, depending on the initial state.
According to the equations of motion (3.37) under the approximation that Gqq  1,
Gqq itself and Gpq will be approximately constant. The remaining dynamics may then
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be approximated as
dp
dt
≈− 2F
dq
dt
≈− Re (g+) sin (p)− Im (g−) cos (p)
+ (Im (g+) sin p− Re (g−) cos (p))Gpq
dGpp
dt
≈2 (Re (g+) cos (p)− Im (g−) sin (p))Gpq+
(Im (g+) cos (p) + Re (g−) sin (p))
(
1−G2pq
)
dP
dt
≈2 (Im (g+) cos (p) + Re (g−) sin (p))P.
(3.39)
In this regime the dynamics can be solved explicitly in terms of the field-free dispersion
relation, yielding
p (t) =− 2Ft+ p0,
q (t) =q0 − 1
2F
(Re (E (p (t)))− Re (E (p0)))
+
1
2F
(GpqIm (E (p (t)))−GpqIm (E (p0))) ,
P (t) = exp
(
− Im (g+)
F
(sin (p (t))− sin (p (0)))
−Re (g−)
F
(cos (p (t))− cos (p0))
)
P0.
(3.40)
Using a different approximation, Longhi found in [77] for the case Gpq = 0, that the
position dynamics followed the field-free dispersion relation as shown in these dynamics.
Here, using the quasiclassical approximation, we are able to derive a generalisation,
where the imaginary part of the dispersion relation also contributes to the dynamics
weighted by the covariance between position and momentum.
Longhi also observed in [77] that in general the momentum does not follow the accel-
eration theorem, but that there are additional apparently periodic perturbations. We
will derive this result for each of the examples covered in this section by considering
small, but non-vanishing values of Gqq, and discarding terms of higher than first order
in Gqq in the coupled equations of motion for Gqq and p in (3.37).
For the opposite case, where Gqq is large, we do not expect the quasiclassical dynamics
to be valid as the error of the quadratic approximation in momentum grows. We can
still use the quasiclassical approximation, however, where instead of a single particle
approximation we take an ensemble of states which are broad in position which together
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contribute to a state which is overall narrow in position and broad in momentum. We
do this by expanding the state into plane waves by way of a Fourier transform, writing
cn =
∫ 2pi
0
f (p) eiκndκ. (3.41)
The dynamics of each of these plane waves eiκn can be deduced from the quasiclassical
equations of motion in the limit Gqq → 0 with initial position 0 and momentum κ. In
order to extract information about the state, we can compute the expectation value
of an operator Aˆ by taking a weighted average of the value of the operator with each
propagated state, noting that we must also weight each plane wave by its norm. We will
present this method in more detail later on, when we will see that, despite not taking
into account the relative phase of each plane wave, this method yields excellent results
for the quantum dynamics of initially narrow states. In each example system we consider
an initial state localised to a single site |n〉. It can be shown [74] that this method in
fact exactly reproduces the expectation dynamics of each of the operators Kˆ, Kˆ† and Nˆ
from the shift operator algebra, but not higher moments such as the expected values of
Nˆ2 and Kˆ2.
We now turn from a general discussion to applying our quasiclassical approximation
to particular non-Hermitian examples of the Hamiltonian (3.19). The first is the so-
called Hatano-Nelson model, the second is an example with purely imaginary coupling
constants. Both of the examples shown here have been discussed in [77].
Our first example, the Hatano-Nelson lattice, is inspired by the Hatano-Nelson Hamil-
tonian [85]. In this example the coupling constants g1 and g2 are both real, but not
equal. They may then be written in the form g1 = ge
µ, g2 = ge
−µ where g, µ ∈ R. The
Hamiltonian (3.15) can then be written as
Hˆ = 2g coshµ cos κˆ+ 2ig sinhµ sin κˆ+ 2FNˆ. (3.42)
This Hamiltonian is PT -symmetric under the transformation Nˆ → Nˆ , κˆ → −κˆ and
i → −i. The Hamiltonian is Hermitian if µ = 0. For nontrivial values, µ acts as a
scaling parameter for both the Hermitian and anti-Hermitian parts of the Hamiltonian
dependent on the quasimomentum κˆ. The quantum dynamical equation (3.27) can
be solved analytically by applying the substitution cn = e
−µnc˜n [77], mapping to an
isospectral Hermitian Hamiltonian
ˆ˜H = g
(
Kˆ + Kˆ†
)
+ 2FNˆ. (3.43)
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By solving this directly and mapping back to the non-Hermitian system, one obtains the
time evolution matrix [77] in the orthogonal position state basis,
Umn (t) = Jm−n
(
−2g
F
sin (Ft)
)
exp
(
i (m− n)
(pi
2
− Ft+ iµ
)
− 2inFt
)
, (3.44)
where Jν is a Bessel function of the first kind [86]. Thus, the occupation coefficients at
time t are given by
cm (t) =
∑
n
Umn (t) cn (0) . (3.45)
The second example we consider has purely imaginary coupling constants and was also
proposed by Longhi [77]. In this example we shall consider equal, but purely imaginary
coupling constants g1 = g2 = ig, where g ∈ R. As before, we continue to maintain a real
force parameter F ∈ R. This yields the quantum Hamiltonian
Hˆ = 2ig cos (κˆ) + 2FNˆ. (3.46)
This Hamiltonian is PT -symmetric under the transformation Nˆ → Nˆ , κˆ → κˆ + pi and
i → −i. While it may appear exotic, this satisfies all necessary conditions for a PT
operator since the quasimomentum is defined on a 2pi-periodic domain. In [77, 87–89],
Longhi proposes an experimental realisation of this model using optical structures. He
also provides the analytic solution for the quantum dynamics in the discrete position
basis, in which the time evolution has the matrix elements
Umn (t) = Im−n
(
2g
F
sin (Ft)
)
ei(m−n)(pi−Ft)−2iFtn, (3.47)
where In is the modified Bessel function of the first kind [86]. The analysis presented
by Longhi demonstrates that for broad Gaussian wave packets symmetric about site 0,
the expected value of position remains constant in time localised at 0. This may also
be seen by noting the symmetry that I−n (x) = In (x) and x ∈ R =⇒ In (x) ∈ R. It
can be shown using the time evolution operator (3.47) that for an initial state satisfying
c−n = c?n, we must have c−n (t) = c?n (t). Thus,
〈
Nˆ
〉
t
= 0 for all time in this case.
Since we expect the dynamics of broad wave packets in position (that is, narrow
wave packets in momentum) to be well approximated by the quasiclassical equations of
motion, we will treat these first for each example. After this, we turn to narrow wave
packets in position, interpreting states initially localised at a single site as ensembles of
plane waves as described previously.
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3.2.3. Broad Wave Packets
Here we study the correspondence between the quasiclassical and quantum evolution for
initially Gaussian states. That is, initial states whose coefficients cn are of the form,
cn ∝ exp
(
i
B0
2
(n− n0) + κ0 (n− n0)
)
. (3.48)
We know that, assuming B0 is purely imaginary, for a broad wave packet in position (or
equivalently a narrow wave packet in momentum) Im (B0) must be small, which is the
case we will consider in the following.
Hatano-Nelson Lattice
Recall that the Hamiltonian in the quasiclassical approximation is given by
H = 2g coshµ cos p+ 2ig sinhµ sin p+ 2Fq. (3.49)
This yields the classical equations of motion
dp
dt
= −2F + 2g sinhµ cos pGqq,
dq
dt
= −2g coshµ sin p− 2g sinhµ cos pGpq,
dGpp
dt
= 2g sinhµ sin p
(
1−G2pq
)
+ 4g coshµ cos pGpq,
dGpq
dt
= 2g (coshµ cos p− sinhµ sin pGpq)Gqq,
dGqq
dt
= −2g sinhµ sin pG2qq,
dP
dt
= −g sinhµ sin p (Gqq − 4)P.
(3.50)
As in the general model we derive an approximate solution on the assumption that the
width in momentum is negligible, that is, setting Gqq = 0, leading to the time-evolution
(3.40). For the Hatano-Nelson Hamiltonian, (3.40) reduces to
p (t) =− 2Ft+ p0,
q (t) =− 2g
F
sin (Ft) (coshµ sin (Ft) sin (p0 − Ft)−Gpq cos (p0 − Ft)) + q0,
P (t) = exp
(
4g sinhµ
F
sin (Ft) sin (p0 − Ft)
)
P0,
(3.51)
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Figure 3.7. Normalised dynamics for full quantum (top) and quasiclassical (middle) approx-
imation for an initial Gaussian of the form (3.48) for the Hatano-Nelson Hamiltonian. The
parameters are n0 = 0, κ0 = 0, F = 0.1, g = 1 and µ = 0.2 (left), 0.4 (right) and B0 = 0.04i
(left), 0.008 (2− i) (right).
where as before the subscript 0 denotes the value of each parameter at t = 0. We
compare the analytic quantum dynamics to the numerically integrated quasiclassical
dynamics and the zero momentum width approximation for two examples in figure 3.7,
with the corresponding expected value for position and norm dynamics for the left exam-
ple in figure 3.8. Here we see that there is a clear agreement between the quantum and
quasiclassical descriptions. However, as the parameter µ increases in absolute value the
agreement gets slightly worse, since it increases anharmonicity in terms of quasimomen-
tum in the Hamiltonian. Note once again that, perhaps surprisingly, while the position
dynamics in the quantum system and the zero width approximation are periodic, the
position dynamics under the quasiclassical approximation are not. Thus, for the larger
case where µ = 0.4, the quasiclassical dynamics slowly diverge from the path followed
by the quantum dynamics. The norm dynamics manifest power oscillations typical of
PT -symmetric systems, where for positive µ the norm oscillates with values less than 1,
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Figure 3.8. The expected value of position dynamics (left) for the quantum (dashed black),
classical (blue) and zero momentum width classical (dashed dotted green) descriptions, and the
logarithm of the squared norm log (P ) (right) dynamics for parameters as in the left case in
figure 3.7 but with µ = 0.2.
while for negative µ the norm is always greater than 1.
Turning now to the momentum dynamics, figure 3.9 shows the quasimomentum dy-
namics as a perturbation of the acceleration theorem for the quantum case and the
quasiclassical approximation, as well as an analytic approximation that we shall pro-
ceed to derive. The zero momentum width approximation (3.51) would be shown as
a constant at 0, since it recovers the acceleration theorem exactly. It has been noted
previously that the expectation value of momentum follows the acceleration theorem
with a small, apparently periodic perturbation [77]. To analytically describe this, we
consider the quasiclassical equations of motion (3.50) for momentum p and the momen-
tum width Gqq in the limit Gqq  1, looking at contributions up to first order in Gqq.
These equations are
dp
dt
= −2F + 2g sinhµ cos pGqq,
dGqq
dt
= −2g sinhµ sin pG2qq.
(3.52)
Our aim is to solve the momentum equation discarding higher than linear order terms
in Gqq. Formally integrating the momentum equation, we obtain
p (t) = p0 − 2Ft+ 2g sinhµ
∫ t
0
Gqq (τ) cos (p (τ)) dτ. (3.53)
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We then evaluate the integral by parts, writing
p (t) = p0 − 2Ft+ 2g sinhµ
([
Gqq (τ)
∫
cos (p (τ)) dτ
]t
0
−
∫ t
0
dGqq (τ)
dτ
∫ τ
cos
(
p
(
τ ′
))
dτ ′dτ
)
.
(3.54)
Since
dGqq(τ)
dτ ∼ O
(
G2qq
)
, for Gqq  1 and since cos (p (τ)) is well bounded and periodic,
we may discard the last term, yielding
p (t) = p0 − 2Ft+ 2g sinhµ
[
Gqq (τ)
∫
cos (p (τ)) dτ
]t
0
+O (G2qq) . (3.55)
We can then substitute this formal expression for p (t) back into the integral term,
expanding and discarding terms of order G2qq and higher. This is ultimately equivalent
to substituting the first order approximation p (t) = p0 − 2Ft, from which we obtain
p (t) = p0 − 2Ft− g
F
sinhµ (Gqq (t) sin (p0 − 2Ft)−Gqq (0) sin (p0)) . (3.56)
For an approximation to the metric dynamics, we again take the lowest non-trivial order
in Gqq and substitute p (t) from (3.56) into the dynamical equation for Gqq to obtain
Gqq (t) =
Gqq (0)
1 + gF sinhµ (cos (2Ft− p0)− cos p0)Gqq (0)
. (3.57)
Together, these two equations provide an approximation for the dynamics of the ex-
pected value of momentum, demonstrating the periodic perturbation to the acceleration
theorem proportional to the magnitude of Gqq. In this analysis, we ignore the relative
magnitudes of the parameters g and µ, however it should be noted that for larger values
of µ, taken relative to Gqq, the combined powers of sinhµ and Gqq in the Taylor expan-
sion mean that higher order terms may no longer be negligible. On the other hand, it
is at these values of µ that we expect the quasiclassical description to fail regardless,
since the anharmonicity in momentum of the Hamiltonian (3.49) grows exponentially
with µ. The accuracy of this expansion, as well as the gradual accumulation of error as
µ increases, is demonstrated in figure 3.9.
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Figure 3.9. Momentum dynamics p (t) + 2Ft in the quantum regime (black), quasiclassical
propagation (blue) and the approximate dynamics (3.56) (red dashed) with parameters n0 = 0,
κ0 = 0, F = 0.1, g = 1, B0 = 0.04i and µ = 0.2 (left), B0 = 0.16i and µ = 0.2 (middle), and
B0 = 0.04i and µ = 0.8 (right).
Purely Imaginary Coupling Constants
The quasiclassical Hamiltonian for our second example is given by
H = 2ig cos p+ 2Fq, (3.58)
which yields the equations of motion
dp
dt
= −2F − 2g sin pGqq,
dq
dt
= 2g sin pGpq,
dGpp
dt
= 2g cos p
(
1−G2pq
)
,
dGpq
dt
= −2g cos pGpqGqq,
dGqq
dt
= −2g cos pG2qq,
dP
dt
= −g cos p (Gqq − 4)P.
(3.59)
According to these equations, if the covariance between momentum and position is 0,
(that is, Gpq = 0), then it remains 0 for all time. Under the same conditions, the position
q (t) will also be constant for all time, mimicking the result for the quantum dynamics
shown above. This is in general not the case for non-vanishing covariance. The quantum
dynamics are compared to the quasiclassical solution in figure 3.10 for a Gaussian initial
state centred at the origin for three different width parameters B0. Here, the width
in position Gpp is held constant at Gpp = 10, while the covariance Gpq varies from the
top to the bottom with values 0, 12 and 1 respectively. This results in initial values
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Figure 3.10. Normalised dynamics for full quantum (left) and quasiclassical (middle) approxi-
mation for an initial Gaussian of the form (3.48) for the Hamiltonian (3.46). The norm dynamics
are shown (right) for the quantum (dashed black), and quasiclassical (blue) descriptions. The
parameters used are n0 = 0, κ0 = 0, F = 0.1, g = 1 and B0 = 0.1i (top), 0.05 × (−1 + 2i)
(middle) 0.1 × (−1 + 1i) (bottom). This corresponds to Gpp = 10, Gpq = 0, 0.5 and 1, and
Gqq = 0.1, 0.125 and 0.2.
for the width parameter Gqq = 0.1, 0.125 and 0.2 respectively. The dependence on
the covariance on the dynamics in the quasiclassical approximation accurately captures
the corresponding change in the quantum dynamics, where the amplitude of oscillation
increases as the initial covariance Gpq increases. In both the norm and distribution
dynamics, the quasiclassical approximation captures the oscillations from the quantum
regime. However, as the width Gqq increases the error in the quasiclassical approximation
due to anharmonicity in momentum also grows, so the agreement is progressively better
from the bottom case to the top.
Turning again to the momentum dynamics, the momentum equation in (3.59) leads
to a perturbation around the acceleration theorem for small values of Gqq. For an
approximate analytical solution, we can use the same method as in the Hatano-Nelson
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Figure 3.11. Momentum dynamics p (t) + 2Ft in the quantum regime (black), quasiclassical
evolution (blue) and the approximate solution (3.60) (red dashed) with parameters n0 = 0,
κ0 = 0, F = 0.1, B0 = 0.1i and g = 0.1 (left), B0 = 0.1i and g = 0.2 (middle), and B0 = 0.2i
and g = 0.1 (right).
lattice and discard contributions of order O (G2qq). This yields the dynamics
p (t) ≈p0 − 2Ft− g
F
Gqq (t) (cos (2Ft− p0)− cos (p0)) ,
Gqq (t) ≈ Gqq (0)
1− gF (sin (p0 − 2Ft)− p0)Gqq (0)
.
(3.60)
We demonstrate this approximation for various examples in figure 3.11. Here, we observe
excellent agreement between all three dynamics in the first case where the anharmonic
parameter and the width in momentum are both chosen to be small. When we double
the magnitude of g in the middle case, the anharmonic non-Hermitian and coupling term
in the Hamiltonian becomes stronger and the error of the quasiclassical approximation
increases. Similarly, when the width in momentum is doubled in the final case, we
note a comparable increase in error. Thus, an increase of g as well as a greater width
in momentum, corresponding to a larger Gqq, will lead to greater error in both this
approximation and the quasiclassical approximation in general.
3.2.4. An Ensemble Method for General States
Having established the accuracy of the quasiclassical approximation for broad wave pack-
ets in position, we now turn to examples which are narrow in position, or no longer
negligible in momentum width. In particular, we shall take the most extreme case where
the initial state is entirely localised to a single site |n〉. Without loss of generality we may
choose the site to be the origin n = 0 Hence, the initial state may be written in the form
|ψ〉 = ∑n cn |n〉, where cn = δn,0. This can be written as the Fourier transformation of
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a constant function in quasimomentum, that is
ψ (n) =
1
2pi
∫ 2pi
0
eiκndκ. (3.61)
Note that for more general initial states, each plane wave will be weighted according to
the Fourier transform of ψ (n). Each of these plane waves eiκn may then be propagated
individually. In the ensemble approximation, we compute the expectation dynamics by
writing
〈Aˆ〉e = 〈ψ (t)| Aˆ |ψ (t)〉〈ψ (t) |ψ (t)〉
=
1
2pi
∫ 2pi
0 P (t, κ)A (t, κ) dκ
Pe (t)
,
(3.62)
where P (t, κ) is the norm of a plane wave associated with initial momentum κ and
propagated up to time t, and A (t, κ) is the expectation value of the operator Aˆ for the
same plane wave. Pe (t) represents the overall ensemble norm, given by
Pe (t) =
1
2pi
∫ 2pi
0
P (t, κ) dκ. (3.63)
That is, in order to compute values for the expectation values of operators, we use a
weighted average of the expectation value of the operator of interest over each propagated
plane wave, weighted by their respective norm. Since we shall be using quasiclassical
equations of motion in order to propagate each plane wave, we relabel (3.62) using the
phase-space variables p and q. Rewriting (3.62) in terms of quasiclassical variables yields
〈A〉e =
1
2pi
∫ 2pi
0 P (t, p0)A (t, p0) dp0
Pe (t)
, (3.64)
where A (t, p0) is the expected value of the operator Aˆ for a plane wave with initial
momentum p0 propagated up to time t with the quasiclassical evolution. The ensemble
norm is then computed as described above by using
Pe (t) =
1
2pi
∫ 2pi
0
P (t, p0) dp0. (3.65)
Since the quasimomentum is defined on a periodic domain, for an ensemble average of
momentum p we use a circular mean, defined by
〈p〉e = arg
(〈
eip
〉
)e
)
, (3.66)
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where
〈
eip
〉
e
is computed using (3.64) as usual.
Propagation of the plane waves is achieved via the quasiclassical equations of motion
in the limit Gqq = 0. That is, we simply use the dynamics of equation (3.40) with initial
position q0 = 0 and initial norm P0 = 1.
Hatano-Nelson
For the quasiclassical ensemble dynamics, we use the analytical solution to the quasi-
classical equations of motions in the zero momentum width, given by (3.51) with q0 = 0
and P0 = 1, yielding
p (t, p0) =− 2Ft+ p0,
q (t, p0) =− 2g
F
sin (Ft) (coshµ sin (Ft) sin (p0 − Ft)−Gpq cos (p0 − Ft))
P (t, p0) = exp
(
4g sinhµ
F
sin (Ft) sin (p0 − Ft)
)
.
(3.67)
From this we obtain the overall norm as
Pe (t) =
1
2pi
∫ 2pi
0
exp
(
4g sinhµ
F
sin (Ft) sin (p0 − Ft)
)
dp0
= I0
(
4g sinhµ
F
sin (Ft)
)
.
(3.68)
We can then compute the expected value for the position operator in the ensemble
approximation as
〈q〉e (t) =
1
2pi
∫ 2pi
0 P (t, p0) q (t, p0) dp0
Pe (t)
= −2g
F
coshµ sin (Ft)
I1
(
4g
F sinhµ sin (Ft)
)
I0
(
4g
F sinhµ sin (Ft)
) . (3.69)
For the expected value of quasimomentum we compute the circular mean as follows
〈
eip
〉
e
=
1
2pi
∫ 2pi
0 P (t, p0) e
i(−2Ft+p0)dp0
Pe (t)
= ei(
pi
2
−Ft)
I1
(
4g
F sinhµ sin (Ft)
)
I0
(
4g
F sinhµ sin (Ft)
) . (3.70)
78
Chapter 3. Semiclassical Gaussian Dynamics in General non-Hermitian Hamiltonians
Figure 3.12. Normalised evolution in the quantum description (top left) and an ensemble of 300
classical states (top right) for a state initially fully localised at n = 0 governed by the Hatano-
Nelson Hamiltonian. Also shown for the quantum description (black) and the classical ensemble
(green dashed) are the position dynamics (bottom left) and the squared norm dynamics (bottom
right). The parameters used are F = 0.1, g = 1 and µ = 0.1.
Thus, the expected value of momentum evolves as
〈p〉e =
pi
2
− Ft. (3.71)
These quasiclassical ensemble results match the full quantum results which can be
analytically obtained from the time-evolution operator (3.44) exactly. In figure 3.12 we
illustrate the correspondence of the full propagated beam in the ensemble approximation
and the exact quantum propagation. This also reveals a limitation of the ensemble
method. Since we neglect the relative phase of each plane wave we are unable to obtain
interference effects, such as the horizontal pattern observed in the quantum solution.
We may also consider applying the ensemble method to initially broader wave packets,
for which the single classical particle approximation considered previously still fails. For
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Figure 3.13. Normalised evolution in the quantum description (top left), an ensemble of 300
classical states (top right) and the quasiclassical evolution (middle left) for a state of the form
(3.48) governed by the Hatano-Nelson Hamiltonian. Also shown for the quantum description
(black), the classical ensemble (green dashed) and the quasiclassical description (blue dot dashed)
are the expected value of position dynamics (middle right) and the squared norm dynamics
(bottom). The parameters used are n0 = 0, κ0 = 0, F = 0.1, g = 1, µ = 0.1 and B = 0.3i.
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this purpose, we calculate the weighting of each plane wave using the Fourier transform of
the initial state. In figure 3.13 we use this method for an initially broader Gaussian, and
also compare to the propagation of a single Gaussian using the quasiclassical equations
of motion. Here, the initial width of the wave packet is extended, but the width in
momentum is not small enough to be negligible relative to other terms. As before, the
expected value of position and norm dynamics are well captured by the ensemble while
the error of the single Gaussian approximation accumulates quickly after a single Bloch
period and the results quickly diverge. Again, as in the case of single state localisation,
the quantum dynamics manifests interference patterns, which cannot be captured by
either the classical ensemble or the single Gaussian approximation. The norm depicted
in the lower panel of the figure is surprisingly well described even by the single Gaussian
approximation.
Purely Imaginary Coupling Constants
We follow the same procedure for the second example with equal but purely imaginary
coupling constants. The quasiclassical equations of motion for the plane waves are given
by
p (t) =p0 − 2Ft,
q (t) =0,
P (t) = exp
(
4g
F
sin (Ft) cos (Ft− p0)
)
.
(3.72)
From this we find that the ensemble norm is given by
Pe (t) =
1
2pi
∫ 2pi
0
exp
(
4g
F
sin (Ft) cos (Ft− p0)
)
dp0
= I0
(
4g
F
sin (Ft)
)
.
(3.73)
Since the quasiclassical positions are constant, the ensemble average of the position is
also time-independent and given by the initial value
〈q〉e = 0. (3.74)
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Figure 3.14. Normalised evolution in the quantum description (top left) and an ensemble
of 300 classical states (top right) for a state initially fully localised at n = 0 governed by the
Hamiltonian (3.46). Also shown for the quantum description (black) and the classical ensemble
(green dashed) is the squared norm dynamics (bottom). The parameters used are F = 0.1 and
g = 1.
Finally, for the quasimomentum, we use the circular average as before, writing
〈
eip
〉
e
=
1
2piPe (t)
∫ 2pi
0
exp
(
4g
F
sin (Ft) cos (Ft− p0)
)
exp (i (p0 − 2Ft)) dp0
=
I1
(
4g
F sin (Ft)
)
I0
(
4g
F sin (Ft)
)e−iFt. (3.75)
Therefore, the ensemble averaged momentum is given by
〈p〉e = −Ft. (3.76)
As expected, these match the quantum dynamics that can be obtained from the time-
evolution operator (3.47) exactly. Figure 3.14 demonstrates this correspondence. In this
82
Chapter 3. Semiclassical Gaussian Dynamics in General non-Hermitian Hamiltonians
figure, we also note that the width in the quantum dynamics oscillates, as the state
breathes with the Bloch oscillations, while the ensemble dynamics remain at constant
width in position.
In summary, we have demonstrated in this section that a quasiclassical description can
yield qualitative and even quantitative insights into the dynamics of non-Hermitian tight-
binding systems. Future research into the quasiclassical approximation may consider
the question whether, and to what extent, the ensemble method introduced here can be
extended to general initial states and systems.
3.3. Conclusion and Outlook
In the present chapter we have introduced the semiclassical limit of quantum dynamics
generated by non-Hermitian Hamiltonians using Gaussian wave-packet propagation in
the spirit of Heller. The resulting classical dynamics couple the equations of motion for
the phase-space coordinates with that of the phase-space metric, a phenomenon having
no analogue in Hermitian systems. We have analysed the classical dynamics and the
correspondence to the full quantum dynamics for two example systems that are relevant
in the context of optics. In these examples we have demonstrated that the classical
description can yield qualitative and sometimes even quantitative results for the full
quantum dynamics.
Besides its importance for the interpretation of quantum systems, in the Hermitian
case classical dynamics is also the basis for powerful methods to simulate actual quantum
behaviour. In particular, the semiclassical approximation of Gaussian wave packets lies
at the heart of many numerical methods for full quantum dynamics. An important
example is the so-called Hybrid method [7,8] developed by Heller and coworkers, which
provides a convenient, fast and adaptable way to simulate quantum dynamics even in
high-dimensional systems. The challenge posed by simulations of realistic quantum
systems with non-Hermitian Hamiltonians is if anything even greater than that posed
by Hermitian systems. Thus, the extension of the semiclassical numerical schemes is an
important task for the theory of non-Hermitian quantum systems. With this in mind,
we shall investigate the extension of the hybrid method to quantum dynamics generated
by non-Hermitian Hamiltonians in the following chapter.
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Non-Hermitian Hybrid Mechanics
4.1. Introduction
In this chapter we consider how ensembles of Gaussian wave packets and their semiclas-
sical dynamics can be used to determine numerically the quantum dynamics of general
wave functions in non-Hermitian Hamiltonians. For a numerical treatment of Hermitian
problems, a ‘Hybrid’ wave-packet method was formulated by Huber and Heller [7, 8].
In this method, a given initial state is expressed as a sum of Gaussian wave packets,
each of which is propagated individually for short times and then re-expanded into the
original basis. Each Gaussian is propagated using the simple dynamics arising in the
semiclassical limit, which are valid for sufficiently short times [27]. These equations of
motion are the Hermitian form of the Gaussian wave-packet dynamics that we have been
applying throughout this thesis. The original Hybrid method could not be applied to
non-Hermitian evolution since the relevant non-Hermitian equations of motion for the
individual Gaussians were unknown. In this chapter we will formulate a propagator
for both Hermitian and non-Hermitian quantum systems using the same fundamental
methodology as originally proposed in the Hybrid method. We shall focus on the re-
production and propagation of states which are elements of the Hilbert space of square
integrable functions L2 on the real numbers.
In the Hermitian case, one may either use a ‘thawed’ or a ‘frozen’ Gaussian approx-
imation. In the frozen case the parameter governing the width of the wave packet in
position and momentum is set to be a constant in time such that no changes to the shape
of the wave packet may occur. In the thawed case this restriction is relaxed, allowing the
width of the wave packets to change in time, thus allowing for further degrees of free-
dom in the dynamics. For non-Hermitian systems, the width parameter couples directly
to the expectation values of position and momentum dynamics for each wave packet,
and therefore plays an important role in its dynamics. Thus, we need to use a thawed
Gaussian approximation in the general case, which we shall develop in the following.
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We will begin with a review of the Gaussian basis sets and their properties. We shall
then adapt the hybrid method to non-Hermitian evolution, using the general equations of
motion for Gaussian wave packets in non-Hermitian Hamiltonians derived in the previous
chapter. This will allow us to compute the evolution of states governed by non-Hermitian
Hamiltonians while benefitting from the advantages that Gaussian basis sets provide.
4.2. Gaussian Basis Sets
It is well known that sets of Gaussian wave packets localised on a grid of points in phase
space form useful basis sets for quantum wave functions. For discrete lattices, Gaussians
distributed in phase space can be complete on the Hilbert space of square integrable
functions L2 [90]. In the continuous limit, the infinite set of Gaussians positioned at
every point in phase space is defined by the Weyl-Heisenberg group [28] and is the
foundation of the celebrated Herman-Kluk propagator [6].
It was proven in [90] that an infinite discrete Gaussian lattice in phase space at even
rectangular spacings with cell sizes ≤ pi~ forms a complete basis for L2, while a cell size
of > pi~ is insufficient for completeness. That is to say, for accurate reproductions of
elements on the Hilbert space L2, the cell size associated with each Gaussian on the
lattice must be smaller than or equal to pi~. Otherwise, any mapping into the Gaussian
basis cannot be injective. The critical case where the cell size of an infinite lattice is equal
to pi~ was first studied by Von Neumann [91] and is now known as the Von Neumann
basis. He stated without proof that Gaussians on an infinite lattice with cell size pi~
indeed form a complete basis for the Hilbert space. Henceforth, we shall refer to lattices
with cell sizes strictly smaller than pi~ as a superdense Von Neumann basis. In these
cases, the basis is overcomplete so that representations of wave functions are not unique.
Discrete Gaussian lattices are useful in numerical applications for calculating both
static and dynamical properties of Hermitian Hamiltonians. For example, in order to
calculate eigenvalues or eigenstates, one may expand a given Hamiltonian using a suf-
ficiently dense Gaussian basis into a matrix and use this to numerically compute the
eigenvalues and eigenfunctions [92]. This method has advantages over other basis set ex-
pansions in that the Gaussian lattice may be entirely customised to fit a given problem,
isolating areas of phase space within which eigenvectors of certain energies are expected
to be localised. For example, in a large potential or higher dimensional systems where
large numbers of grid points may be required to cover a given volume in phase space,
one may choose to only include basis wave packets lying below a certain ‘classical’ value
of the Hamiltonian in order to isolate low energy states. In other examples, one might
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ignore those regions entirely and seek to focus instead on higher energy states localized
to a particular region in phase space.
Since any two Gaussian wave packets are not orthogonal to each other, we must
take the overlap of each pair of basis states into account when expanding a given wave
function. If we wish to expand a given wave function |ψ〉 into any basis set |n〉, we seek
to represent it in the form
|ψ〉 =
∑
n
ψn |n〉 . (4.1)
Taking the inner product of each side of this expression with the basis element |m〉, we
obtain
〈m|ψ〉 =
∑
n
ψn 〈m|n〉 . (4.2)
This may then be summarised by the equation
Sψ¯ = v¯, (4.3)
where vm = 〈m|ψ〉 is the vector of inner products with each basis state and Sm,n = 〈m|n〉
is the Hermitian overlap matrix. For an orthogonal basis, S reduces to the identity
matrix. Thus, to find the coefficients of the basis expansion we need to solve equation
(4.3) for ψ¯. If the basis set considered is incomplete, then no solution may exist. For a
complete basis set, the solution is unique and may be recovered by inverting the overlap
matrix. Finally, for an overcomplete basis set, we obtain an infinite set of solutions
to this equation, any of which is sufficient to recover the original state. Since the Von
Neumann basis is complete, S is invertible and we obtain
ψ¯ = S−1v¯. (4.4)
While theoretically complete [93], the Von Neumann basis has been shown to present
a poor rate of convergence versus grid size in practical use in [92]. There, it was also
shown that a way to improve the accuracy of expansions with the grid is to increase its
density so that the cell size becomes γpi~, where γ < 1. This has the immediate effect
that the basis set becomes overcomplete. That is, the overlap matrix S becomes singular.
In other words in a superdense Von Neumann grid, there are many ways to expand the
same wave function. Thus, we cannot recover the expansion simply by inverting the
overlap matrix. We will focus on two proposed methods to solve equation (4.3) in the
case of an overcomplete basis. First, the method of basis truncation in order to remove
the singular parts of the overlap matrix [92], and second the more recently developed
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fast Gaussian wave-packet transformation [94]. It is worth noting that some effort has
been made to circumvent the problem of convergence using the Von Neumann lattice in
alternative ways by, for example, implementing periodic boundary conditions into the
Von Neumann lattice [95].
Since the superdense Von Neumann grid is overcomplete, it is intuitively clear that a
truncation process to remove the extra, unrequired information, would solve the problem
of invertibility. However, to merely truncate wave packets from the basis until S is
no longer singular would lead to an equivalent of the original Von Neumann basis,
with the same convergence problem that we seek to circumvent. Instead, Davis and
Heller [92] proposed truncating singular eigenvalues and the corresponding eigenvectors
of the overlap matrix S to obtain a complete subset of eigenvectors corresponding to
non-degenerate eigenvalues. This becomes the basis in which calculations are actually
performed. The main advantage of this method is versatility, it can be easily adapted
to many different problems with the option of having a high density of basis functions
localised at any number of areas in phase space that we are interested in. However,
the inversion can be numerically relatively expensive, since it involves calculating the
full eigenvalues and eigenvectors of the overlap matrix and then testing and truncating
each eigenvalue until sufficiently ‘invertible’ sub-basis is achieved. Then a further O(N2)
operation is required to actually multiply a vector of inner products by the pseudo-inverse
S˜−1 every time we wish to perform a basis expansion.
An alternative method for performing expansions utilises a recently developed ‘curvelet
transform’ [96], closely related to the standard Fourier transform, to represent an L2
function in the form
ψ =
∑
j,k
cj,kφj,k, (4.5)
where the φj,k are Gaussian basis functions, written in position representation as
φj,k =
(
Im (B)
pi
) 1
4
exp
(
i
(
B
2
(x− qk)2 + pj (x− qk)
))
. (4.6)
Here and for the remainder of this chapter we set ~ = 1 for algebraic simplicity. To
demonstrate how this may achieved, we will follow the method presented in [9] and [94].
We begin by partitioning the momentum space representation into equally sized ‘boxes’
of fixed width, and define window functions gj(p) with compact support set within each
box. In [94] and [9] these window functions are chosen to be Gaussians of the form
gj(p) = e
−
(
p−pj
σ
)2
(4.7)
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with the width parameter σ chosen such that the tail outside of its associated box is
negligible. The inverse Fourier transform of these window functions, coupled to a grid
of expectation values for position, will become the basis set φj,k that we require. With
this in mind, we can start with the Fourier transformed initial wave function that we
seek to decompose, denoting the Fourier transformed function by F [ψ(q)]. We write
F [ψ](p) =
∑
j
g2j (p)∑
l g
2
l (p)
F [ψ](p) (4.8)
=
∑
j
gj(p)
∫
R
δ(p− p′) gj(p
′)∑
l g
2
l (p
′)
F [ψ](p′)dp′. (4.9)
Since the window function gj(p) has effectively a compact support, we can write the delta
function as a series expansion summing over a uniformly distributed grid of position
coordinates spaced by δq. This then allows us to write
F [ψ](p) =
∑
j
gj(p)
∫
R
∑
k
δq
2pi
e−i(p−p
′)qk gj(p
′)∑
l g
2
l (p
′)
F [ψ](p′)dp′ (4.10)
=
∑
j
∑
k
gj(p)e
−ipqk δq
2pi
∫
R
eip
′qk gj(p
′)∑
l g
2
l (p
′)
F [ψ](p′)dp′ (4.11)
=
∑
j,k
cj,kF [φj,k](p), (4.12)
where
cj,k = γ
√
δq
2pi
∫
R
eip
′qk gj(p
′)∑
l g
2
l (p
′)
F [ψ](p′)dp′ (4.13)
F [φj,k] = 1
γ
√
δq
2pi
gj(p)e
−ipqk . (4.14)
Choosing γ =
(
σ2
8pi
) 1
4 √
δq, where σ is the width parameter associated with the window
functions, we can Fourier transform back to the original position representation to obtain
ψ(x) =
∑
j,k
cj,kφj,k(x), (4.15)
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where
cj,k = δq
(
σ2
8pi
) 1
4 1√
2pi
∫
R
eip
′qk gj(p
′)∑
l g
2
l (p
′)
F [ψ](p′)dp′ (4.16)
φj,k(x) =
(
σ2
2pi
)
exp
(
−σ
2
4
(x− qk)2 + ipj (x− qk)
)
. (4.17)
These are the basis functions (4.6) with B = iσ
2
2 . Hence, each basis function is a
Gaussian wave packet centred at a different point in phase space, and these points form
a rectangular grid given by all combinations of the expected values in momentum of
the window functions with the position coordinates from the grid used to decompose
the delta function. The calculation of coefficients cj,k can be interpreted as an inverse
Fourier window transform, where we can write
cj,k = δq
(
σ2
8pi
) 1
4
χj(qk), (4.18)
where χj(q) = F−1
[
gj(p)∑
l g
2
l (p)
F [ψ](p)
]
is the inverse Fourier transform represented by the
integrand in cj,k. This also helps to motivate the choice of grid δq, since in order to
achieve this expansion the original wave function must be representable in terms of the
basis functions φj,k. Thus, the cell size of the lattice defined by the grid of expected
values for momentum pj for the window functions with the grid of points in position qk
must satisfy δpδq ≤ pi, as required for the completeness of Gaussian basis sets.
For practical applications, we can perform this calculation using the discrete grid of
points q which are the expected values for position of the basis Gaussians to sample the
wave function ψ(q). With this sample we can perform transformations with a discrete
Fourier transform. The basis functions then remain as before and the coefficients cj,k
can be found by using the formula (4.18), but with a different form of the function χ,
given as
χj = F−1D
[
gj(p)∑
l gl(p)
2
FD [ψ(q)]
]
, (4.19)
where FD and F−1D denote the forward and inverse discrete Fourier transforms respec-
tively, and p denotes the set of frequencies in momentum corresponding to the grid q.
Figure 4.1 shows an example wave function, expanded and reconstructed using the fast
Gaussian transform. It should be noted that this method generalises naturally to higher
dimensional systems, where the window functions are then functions with compact sup-
ports forming volumes in momentum space. Multidimensional Fourier transforms can
89
Chapter 4. Non-Hermitian Hybrid Mechanics
then be used to give the transformation in an analogous way [94].
This way of calculating the coefficients cj,k uses Fourier transforms on a grid in con-
figuration space, which may require a large number of points for accurate results and
does not scale well in higher dimensions. It has been observed in [9] that for sufficiently
small momentum grid spacing δp relative to the width σ, the sum of squares
∑
gj(p)
2 is
very close to constant, and can be approximated as such to avoid taking Fourier trans-
forms altogether. By applying this approximation and rewriting the integral in position
representation, the coefficents may thus be computed via the simpler equation
cj,k = δq
σ
2g˜
1√
2pi
∫
R
φ∗j,kψ (q) dq
= δq
σ
2g˜
1√
2pi
〈φj,k|ψ〉
(4.20)
where g˜ ≈ ∑ gj(p)2. This simplification amounts to approximating the overlap matrix
S in equation (4.3) with a multiple of the identity matrix, since the scaling of each inner
product in the expansion is constant. This method allows us to define a suitable basis to
justify such an approximation. In figure 4.2, we demonstrate an expansion of the same
wave function as in figure 4.1 using the simplified transform in comparison to the full
Gaussian transform. Here we use a wider set of window functions such that the square
sum is near constant.
The general form of this method has been referred to as the ‘fast Gaussian wave-packet
transform’, since its order of complexity is similar to that of a fast Fourier transform [94].
For the simpler case where we can approximate
∑
l gl(p)
2 as a constant, if the inner
product with each Gaussian can be performed analytically then each coefficient can be
computed in constant time. Otherwise, depending on the method of integration, this
method may actually be slower than the fast Gaussian transformation via the FFT. We
will take advantage of this when decomposing Gaussian wave packets, since the inner
product of two Gaussians can be computed analytically.
Despite the performance gains of this method over explicitly using the overlap ma-
trix, using an inverted overlap is still useful in static problems and has the important
versatility of working for any sufficiently dense basis in desired regions of phase space.
4.3. A Non-Hermitian Propagator
We can develop a non-Hermitian propagator, following the method of Huber et al [8].
The original method introduced in [8] utilises the truncation method for the overlap
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Figure 4.1. Fast Gaussian wave-packet transform Top Left: The window functions gj(p) as in
(4.7) for σ = pi2 and pj on a grid of 11 points between − 5pi2 and − 5pi2 . Top Right: Absolute value
of a Gaussian wave packet ψ(x) with B = i4 , q0 = 1 and p0 = 2 (dotted magenta) and the same
function expanded using the FGT with window functions as in the top left using a regular grid
of 64 points in position space q from −16 to 16 (blue). Bottom Left: Log-error log10 |ψ − ψ˜|
for the expanded wave function ψ˜ vs the original wave function ψ. Bottom Right: Heat map of
expansion coefficients |cj,k| corresponding to basis elements localised at pj and qk.
eigenbasis in order to propagate each Gaussian state and then re-expand each back
into the original basis. However, as has already been discussed, the performance of
this method is limited by the inversion of the overlap matrix. More recently, the same
method has been applied but instead using the simplified Gaussian transform method
in order to perform each expansion [9]. Here, we will further extend this propagator to
allow for both Hermitian and non-Hermitian Hamiltonians.
Let us assume for now that our basis is fixed. That is, the number of basis elements
we wish to use will stay constant. We know that any wave function can be written in
the form |ψ(t)〉 = ∑Nj=1 cj(t) |φj〉 where |φj〉 are the individual Gaussian basis elements
of the form (4.6) and cj ∈ C. Previously we used two indices for the coefficients in order
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Figure 4.2. Simplified fast Gaussian wave-packet transform for the same grid in position and
momentum as in figure 4.1. Top Left: The window functions gj(p) as in (4.7) for σ = pi.
Top Right: Absolute value of a Gaussian wave packet ψ(x) with B = i4 , q0 = 1 and p0 = 2
(dotted magenta) and the same function expanded via the FGT (blue). Lower Left: The same
function (dotted magenta) expanded via the simplified FGT (black). Bottom Right: Log-error
log10 |ψ− ψ˜| for the expanded wave function ψ˜ using the FGT (blue) and simplified FGT (black)
vs the original wave function ψ.
to clarify the grid in both position and momentum. For simplicity, we now contract to
a single index for the set of basis states. We then seek a matrix representation U(δt) of
the propagation operator Uˆ(δt) = exp
(
−iHˆδt
)
. Writing |ψ(t+ δt)〉 = ∑j cj(t+δt) |φj〉,
the elements of the propagation matrix must satisfy
cj(t+ δt) =
∑
k
Uj,kck(t) (4.21)
In order to achieve this, we can approximate the motion of each individual Gaussian
state by the semiclassical Gaussian approximation, with equations of motion in one
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dimension,
dB
dt
= −HppB2 − 2BHqp −Hqq
BHp +Hq = Bdq
dt
− dp
dt
dγ
dt
=
i
4B
dB
dt
+ (pq −H (p, q)) + i
2
(Hpq +HppB) ,
(4.22)
where the phase-space variables p and q are constrained to be real in time. Numerically
solving these approximate equations of motion up to δt, we obtain an approximation to
the parameters of each propagated wave packet Uˆ(δt) |φj〉. Expanding this propagated
state then yields the elements of the desired propagation matrix
Uˆ(δt) |φj〉 =
∑
k
Uj,k |φk〉 . (4.23)
For this re-expansion from a propagated basis state back into the original basis, we will
use the fast Gaussian transform. In general, any accurate method for obtaining the
elements Uj,k in equation (4.23) may be used, including the inversion of the overlap
matrix. In doing so, we can obtain the elements of a propagation matrix which can act
on any wave function expanded into the Gaussian basis. Hence, the properties of the
grid will make an impact in the process of re-expansion. The more accurately the grid
is able to reproduce functions, the more accurate the re-expansion will be and therefore
the better the approximation will be for the propagator.
Assuming that the grid is well chosen such that the re-expansion is ‘near-exact’ for
all relevant wave functions, the accuracy of the method depends on the propagation
process. For purely quadratic Hamiltonians, this is exact. For higher order systems,
the accuracy of the quadratic approximation affects the overall error. If the system is
highly anharmonic, the approximation only holds for short times, that is, the ‘time step’
δt in the the propagation matrix must be chosen appropriately to minimise the error.
However, this is not the full picture. Indeed, the parameters of the basis itself will not
only affect the reproduction of wave functions, but also the accuracy of the dynamics
imposed upon them. We know, for example, that for a Hamiltonian of the form
Hˆ = pˆ
2
2
+ V (qˆ), (4.24)
if the potential function V is highly anharmonic, the accuracy of the quadratic approx-
imation for Gaussian wave-packet dynamics depends on the width of the wave packet
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Figure 4.3. The hybrid propagation method. Left: Take each basis function in turn. Middle:
Propagate each basis function individually. Right: Re-expand each propagated wave function
back into the original basis
in position space. Equally if there is anharmonicity in the momentum pˆ, the accuracy
depends on the wave-packet width in momentum. We know that for a wave packet of
the form (1.1), these widths are determined by the parameter B according to
(∆q)2 =
1
2
Im (Bt)
−1 , (∆p)2 =
1
2
|Bt|2
Im(Bt)
. (4.25)
Due to the uncertainty principle [44] we cannot achieve arbitrarily small widths in
both position and momentum simultaneously for a basis set of quantum wave func-
tions. Therefore, we must choose the B parameter to suit the problem at hand. For
Hamiltonians of the type (4.24), with an anharmonic potential V , we can choose Im(B)
in the basis elements to be large, such that the width in position is small enough that
the error term due to the anharmonicity is negligible. If the basis wave packets are
highly localised in one phase-space variable, however, it must be broad in the conjugate.
As a consequence, highly localised wave packets expand more quickly. Hence, we must
balance both the uncertainties in phase space as well as the time between re-expansion
steps in order to reduce error terms due to anharmonic terms in the Hamiltonian that
affect the accuracy of the dynamical equations of motion for each basis state.
More generally, in particular when generalising to higher dimenional systems, it may
be useful to relax the assumption of constant basis size, since for a set of Gaussians
properly spanning the path of a propagated state there may be a large number of basis
functions with no significant contribution to the state at any given time. In these cases,
one may perform propagations for basis states with numerically significant contributions
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and re-expand into a new basis set at each time step. Since the basis set is evolving, we
cannot form a propagation matrix from a single time step, and therefore we are forced to
reapply the propagation and re-expansion method at every time step in this variation.
4.3.1. Implementation Details
It is important to note that the hybrid method as presented here is a proof of principle
for one dimensional systems. As shown in the literature on Gaussian hybrid methods
for Hermitian systems [7–9,92,94], their real strength lies in higher dimensional systems,
where ‘gold standard’ methods such as the split operator FFT (see Appendix B) become
unusable due to extreme requirements on grid size as the number of dimensions increases.
We implement the non-Hermitian hybrid method here in one dimension as a testing
ground for simple comparison with other methods such as the split operator method in
order to verify its accuracy. Thus, the focus on this implementation is on accuracy and
reliability rather than performance. While we expect comparable performance between
the two methods, it is unlikely that the hybrid method will outperform the split operator
method in one-dimensional systems.
For the non-Hermitian hybrid method, we use an implementation in MATLAB, where
large arrays of inner products between Gaussian wave packets are performed via OpenCL
using the ‘OpenCL Toolbox’ [97] as an interface. This is then used for computing basis
decompositions as well as the propagation matrix. The equations of motion (4.22) are
solved individually for each basis state using an inbuilt numerical solver in MATLAB up
to time δt. The evolved states are then re-expanded together into the full propagation
matrix. Since many of the elements of this propagation matrix will be close to zero,
we truncate elements below a critical threshold to form a sparse matrix. This helps to
optimise the performance for a large number of time steps, where each step is performed
by an O(N2) multiplication of the propagation matrix with the current state vector.
With that in mind, it still remains to write and test a highly optimised implemen-
tation of the non-Hermitian hybrid method suitable for higher dimensional propaga-
tions. Features of this should include first a parallelised proprietary method to calculate
the short-time dynamics of basis states in arbitrary dimensions. Appropriate methods
should also be used to dynamically vary the Gaussian basis set, such that the basis
may be adapted to only consider basis elements which make a significant contribution
to the wave function. Such features have been implemented in Gaussian basis methods
previously for large cluster-based calculations [9].
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4.3.2. A Hermitian Example
To test the newly implemented algorithm, it is useful to first consider a Hermitian
example. In this case, the additional terms arising from the non-Hermitian parts of the
dynamics disappear and we obtain the original hybrid method for Hermitian systems
[8,9]. Let us consider a double-well potential with an initial wave packet localised within
one of the wells. With this, we can demonstrate the accuracy of the hybrid method for
Hermitian systems not only in highly anharmonic potentials, but also in reproducing
tunnelling effects. In particular, we consider the Hamiltonian
Hˆ = pˆ
2
2
+
2
3
qˆ2 (qˆ − 3)2 . (4.26)
We choose the initial state to be a Gaussian wave packet with the centre q = 0.1922,
p = 0 and B = 2.5807i. This state is initially localised in the left well and is well
approximated by the superposition of the first two eigenstates 1√
2
(|ϕ0〉 + |ϕ1〉). This
superposition of the two lowest eigenstates oscillates between the left and right well with
a period of Ttunn =
2pi
E1−E0 ≈ 67.6216. Since our initial state has additional contributions
from higher eigenstates, we expect additional features in the dynamics, which we hope
to reproduce effectively with our propagator.
For the basis functions, we use a grid of 11 points in momentum evenly spaced from
−5pi to 5pi with δp = pi, and 45 points in position from −4 to 7 with δq = 14 . The total
grid size is then 495 basis functions with a cell size of pi4 . For the width parameter of the
basis functions, we use B = 2pi2i. This yields a grid that is well suited to the simplified
Gaussian transform method and is also highly localised in position, such that error terms
arising from anharmonic terms in qˆ in the Hamiltonian are minimised. In this case, the
width in position for each wave packet is simply (∆q)2 = 1
4pi2
≈ 0.025, while the width
in momentum is (∆p)2 = pi2 ≈ 9.87.
Figure 4.4 shows the dynamics computed via the hybrid method. Re-expansions are
performed at time intervals of δt = Ttunn16000 ≈ 0.0042. The results are compared to the
split operator Fourier transform method using a grid of 1024 points from −7.5 to 7.5 in
position and a time step of δt = pi1000 . We observe that the hybrid method accurately
reproduces both the tunnelling effects as well as higher order effects which arise as the
original wave packet deforms just as well as the split operator method.
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Figure 4.4. Dynamics governed by the Hamiltonian (4.26) for a Gaussian grid and initial wave
packet as defined in the text (blue) and the split operator Fourier method as described in the
text (red). A scaled form of the potential function is shown in black.
4.3.3. A Non-Hermitian Example
For a non-Hermitian case, we consider the potential from section 3.1, given by
Hˆ = pˆ
2
2
+ V (qˆ) , (4.27)
with
V (qˆ) = −η2
(
1− iα
η
tanh
(
qˆ
η
))
exp
(
−ω
2qˆ2
2η2
)
. (4.28)
As before, we fix ω = 1. In section 3.1, we saw that a single Gaussian approximation
is unable to accurately capture the dynamics of a Gaussian wave packet for η = 5 and
details of the dynamics may be lost in the same approximation with η = 10. In figures
4.5 and 4.6 we reproduce the first two cases from figure 3.2 with an additional example
where η = 5 to show how the non-Hermitian hybrid propagator is able to reproduce
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Figure 4.5. Normalised propagation in the potential (4.28) for an initially Gaussian wave packet
using the split operator method (left) and non-Hermitian hybrid method (right) for p0 = 0,
B0 =
i
2 , η = 5 and q0 = 1 (top), η = 5 and q0 = 2 (middle) and η = 10 and q0 = 2 (bottom).
The hybrid method utilises a grid of 11 window functions in momentum centred at the origin
with spacing δp =
√
10 and width σ = 2δp, combined with a grid of 81 points between −8 and
8 (top, middle) and 101 points between −12 and 12 (bottom) in position. The split operator
method uses a grid of 2048 points in position between −40 and 40. The time taken by the split
operator method was approximately 1.89s for each of the three examples, and the time taken for
the hybrid method was 5.87s (top), 5.82s (middle) and 7.17s (bottom).
98
Chapter 4. Non-Hermitian Hybrid Mechanics
Figure 4.6. Expected value for position (left) and norm (right) evolution for the dynamics in
figure 4.5 utilising the split operator method (dotted magenta) and the non-Hermitian hybrid
method (blue).
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exactly the same dynamics as the split operator method.
In figure 4.7 we show a similar propagation for an initial wave function given by the
sum of two Gaussians
ψ (x) =
1√
2
(
Im (B0)
pi
) 1
4
(
exp
{
i
(
B0
2
(x− q0)2 + p0 (x− q0)
)}
+
exp
{
i
(
B0
2
(x+ q0)
2 + p0 (x+ q0)
)})
.
(4.29)
We also show the dynamics of each individual Gaussian function under the Gaussian
approximation for comparison. Here the oscillations follow the individual paths of each
Gaussian wave packet where over the oscillations each Gaussian in turn decays and then
becomes dominant again relative to the other. For the second case with minimal length
scale η and the largest displacement q0 we find the most exotic behaviour, for which
both methods still appear to yield consistent results. We verify the consistency of both
methods in this case by computing the Wigner function at t = 2, 4 and 15 using each
propagator in figure 4.8. Here we observe each wave packet in turn becoming dominant
in the gain region and negligible in the loss region as the overall wave function oscillates
about the ground state localised at q = 0, p = −1. In the top case at t = 2, the Gaussian
localised in the gain region has become dominant as it grows in probability while the
Gaussian in the loss region appears negligible. However, in the middle case at t = 4
the oscillation has progressed such that the wave packet which was originally in the loss
region has now become dominant in the gain region, and vice versa. In the bottom
case t = 15, the individual wave packets have significantly deformed, however the two
numerical methods still give consistent results for the dynamics.
4.4. Conclusion and Outlook
In this chapter we have introduced, implemented and tested a numerical method for
exact, quantum propagation generated by non-Hermitian Hamiltonians based on the
semiclassical propagation of Gaussian basis states. In the examples chosen, our non-
Hermitian hybrid method yielded near-identical results to the split operator method,
which we have treated as a gold standard for one-dimensional numerical propagation.
We note that the performance of the new method in one dimension was not favourable
compared to the split operator method, however for higher dimensional systems we
expect the Gaussian basis set to allow for much greater relative efficiency in grid size.
Future work should include implementation of this method for higher dimensional
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Figure 4.7. Normalised propagation in the potential (4.28) for an initial state of the form (4.29)
using the split operator method (left) and non-Hermitian hybrid method (right) for p0 = 0,
B0 =
i
2 , α = 0.5, η = 5 and q0 = 1 (top), η = 5 and q0 = 3 (middle) and η = 10 and
q0 = 3 (bottom). Also shown are the single Gaussian wave-packet dynamics under the Gaussian
approximation for each constituent wave packet. The hybrid method utilises a grid of 11 window
functions in momentum centred at the origin with spacing δp =
√
10 and width σ = 2δp,
combined with a grid of 128 points between −10 and 10 in position. The split operator method
uses a grid of 2048 points in position between −40 and 40. The time taken by the split operator
method was 1.17s (top), 1.19s (middle) and 1.11s (bottom), while the hybrid method took 6.72s
(top), 6.28s (middle) and 6.41s (bottom).
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Figure 4.8. Wigner phase-space representation of the propagated state (4.29) in the potential
(4.28) with parameters as in the middle row of figure 4.7 at times t = 2 (top), 4 (middle) and
15 (bottom) using the split operator method (left) and the hybrid method (right) as set up in
figure 4.7.
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systems, with appropriate optimisations for propagation and a dynamical basis. The
stability of this method compared to other established methods should also be tested for
higher dimensional systems. An interesting application might be to extract the spectrum
of the Hamiltonian from the eigenvalues of the expanded time evolution operator or the
power correlation function 〈ψ(0)|ψ(t)〉 in unbroken PT -symmetric systems where the
spectrum is real.
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Semiclassical Phase-space Methods for a
Bosonic Atom-Molecule Conversion
Model
5.1. Introduction
An important application of semiclassical methods is the approximate description of
quantum systems which cannot be easily treated numerically. This is often the case
in many-particle quantum systems, such as Bose-Einstein condensates, for which we
may want to simulate a large number of particles, each of which could be in any one
of a large number of modes. As we add more particles and modes, the size of the
Hilbert space grows exponentially, until numerical treatments quickly become unfeasible.
In the limit of large particle numbers, a mean-field limit arises that is very similar
to the classical limit. However, the geometry of the classical phase space that arises
can be very different from the flat phase space that we have considered so far in this
thesis. From the classical limit, we can extract features of the full many-particle system
by using semiclassical methods. This approach is well developed for systems whose
classical dynamics lie on standard phase-space manifolds. Some work has already been
done on applying semiclassical methods to non-Hermitian many-particle systems [98,
99]. However, as yet no analogy to the equations of motion yielded by the Gaussian
approximation for flat phase space has been found for more general manifold phase
spaces and their corresponding coherent states.
Here, we turn to a class of examples of bosonic atom-molecule conversion systems
whose many-particle properties are well studied and which exhibit a more exotic phase-
space geometry. We will show how semiclassical methods may be applied to this example
class of system whose classical dynamics are constrained to an orbifold phase space.
These are closely related to differential manifolds but include singular points, where
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diffeomorphisms to the real numbers are undefined. Nevertheless, one may still apply
phase-space methods to recover features of the many particle system. For the chosen
class of system, the dynamics and eigenstates may be computed numerically. This will
allow us to demonstrate the accuracy that can be achieved in extracting features such
as the eigenvalue spectrum from the classical limit. This analysis is performed with a
view to future extensions to models including loss and gain, as well as the formulation of
semiclassical equations of motion in the spirit of the Gaussian approximation on a flat
phase space.
We will consider the mean-field limit as the number of particles tends to infinity for a
many-particle system in which each individual particle can be in either one of two modes,
A and B. We allow for transitions between these modes where m particles in mode A
can make a transition to n particles in mode B and vice versa. This general class of
model has a number of possible applications. For example, (m,n) = (1, 1) recovers the
two-mode Bose-Hubbard model. More generally, m = 1 or n = 1 describes polyatomic
association/dissociation [100, 101] where some number of atoms may come together to
form a single molecule and vice versa. The case where m = n can be used to describe
group tunnelling between two states. One example of this particular model which has
received considerable attention is that of pair tunnelling where m = n = 2 [102, 103].
Most of the results presented in what follows have been published in [104] and [105].
Specifically, we consider a second-quantised bosonic model for many particles, each
of which may be in one of two modes A or B. Each mode has associated with it
corresponding bosonic creation and annihilation operators. For mode A, we introduce
the creation and annihilation operators aˆ† and aˆ respectively, and for mode B we use
operators bˆ† and bˆ. These operators satisfy the standard commutation relations
[
aˆ, aˆ†
]
=
1 and
[
bˆ, bˆ†
]
= 1, and they commute with each other, that is,
[
aˆ, bˆ
]
= 0. A transition
of m particles in mode A to n particles in mode B then corresponds to the operator
aˆmbˆ†n. Equally the reverse transition of n particles from mode B to m particles in mode
A corresponds to the operator aˆ†mbˆn.
We can then define the total number operator Nˆ = naˆ†aˆ + mbˆ†bˆ. The total particle
number is a conserved quantity, since transitions between modes A and B in either
direction do not change the value of Nˆ . Thus, the eigenvalue N of Nˆ associated with
the initial state of the system must be conserved. The dynamics is thus restricted to an(⌊
N
mn
⌋
+ 1
)
-dimensional subspace corresponding to the eigenvalue N , where bxc denotes
the largest integer smaller than or equal to x. This can be observed by noting that if we
consider a system where all particles are in mode A, we can make only
⌊
N
mn
⌋
transitions
from A to B until no more transitions in this direction may be made. For simplicity, we
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shall restrict ourselves to the case where N is divisible by mn in the following, so that
the basis size is given by Nmn + 1.
We consider the Hamiltonian
Hˆ = aaˆ†aˆ+ bbˆ†bˆ+ ν
2N
m+n
2
−1
(
aˆ†mbˆn + aˆmbˆ†n
)
. (5.1)
The first two terms correspond to the potential energies in each mode and the last
term describes transitions between the modes. The coefficient of the transition term is
divided by N
m+n
2
−1 such that the eigenvalues of this term are of order N , compatible
with number operator terms. This scaling will be important when taking the mean-field
limit. This type of model has been studied extensively in the literature [106–117], with
the mean-field limit commonly used in the analysis [108,109,116,118]. Additional terms
may be added to the Hamiltonian to account for particle interaction [108,109,112,114].
Extensions to include particle losses have also been considered [114].
This class of Hamiltonian exhibits a number of interesting features. As we have already
noted, it is closely related to the two-mode Bose-Hubbard model, whose dynamics are
governed by the well-known su (2) algebra which constrains the dynamics to the Bloch
sphere. For values of m and n larger than 1, we can use a similar method to express the
Hamiltonian in terms of a deformed su (2) algebra [119] which constrains the dynamics
to more general ‘quantum Kummer shapes’ [120]. In the classical limit, these become
the Kummer shapes, first studied in the context of coupled classical oscillators [121–123].
The Kummer shapes are not manifolds in general since they may include singularities
at their north or south poles.
In our investigation, we shall first explore some basic properties of the deformed su (2)
algebras in the realm of the many-particle system, and present the numerically computed
many-particle spectrum. We will then go on to derive the mean-field limit as N →∞ for
both the Hamiltonian and the governing algebra. Finally, we will show how the many-
particle spectrum and eigenfunctions may be recovered by semiclassical quantisation,
and how we may also recover the density of states of the many-particle system.
5.2. Deformed su (2) Algebra
To begin the many-particle analysis, we introduce the generalised Jordan-Schwinger
mapping as presented by Lee et al. [124] to the operators
Kˆ+ =
aˆ†mbˆn
N
m+n
2
−1 , Kˆ− =
bˆ†naˆm
N
m+n
2
−1 , Kˆz =
1
2
(
aˆ†aˆ
m
− bˆ
†bˆ
n
)
. (5.2)
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The operators Kˆ± represent a transition between the two modes, with Kˆ+ representing
an annihilation of n particles from mode B and the creation of m particles in mode
A, and Kˆ− representing the reverse (or adjoint) of this process. The operator Kˆz then
measures the difference between the number of particles in each mode.
We define the operators Kˆx and Kˆy to be the Hermitian and anti-Hermitian parts of
Kˆ+, that is,
Kˆx =
aˆ†mbˆn + bˆ†naˆm
2N
m+n
2
−1 , Kˆy =
aˆ†mbˆn − bˆ†naˆm
2iN
m+n
2
−1 .
Rewriting the Hamiltonian (5.1) in terms of these operators, we obtain
Hˆ = Kˆz + vKˆx + µNˆ, (5.3)
where  = ma− nb and µ is a real constant. As shown in [124], these operators satisfy
the commutation relations[
Kˆx, Kˆy
]
=
i
2
F
(
Kˆz, Nˆ
)
,
[
Kˆy, Kˆz
]
= iKˆx,
[
Kˆz, Kˆx
]
= iKˆy,[
Kˆxyz, Nˆ
]
= 0.
(5.4)
where F is a polynomial in Kˆz and Nˆ , given by
F
(
Kˆz, Nˆ
)
= − n
nmm
Nm+n−2
(
P
(
Kˆz
)
− P
(
Kˆz − 1
))
, (5.5)
where P
(
Kˆz
)
=
∏m
j=1
(
Nˆ
2mn + Kˆz +
j
m
)∏n
k=1
(
Nˆ
2mn − Kˆz − 1 + kn
)
. This may be seen
by writing [
Kˆx, Kˆy
]
=
1
2iNm+n−2
(
aˆmaˆ†mbˆ†nbˆn − aˆ†maˆmbˆnbˆ†n
)
. (5.6)
We can show by repeated application of their commutator that for any creation and
annihilation operator we have
aˆmaˆ†m =
m∏
j=1
(
aˆ†aˆ+ j
)
, aˆ†maˆm =
m∏
j=1
(
aˆ†aˆ+ 1− j
)
. (5.7)
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This allows us to write (5.6) in the form
[
Kˆx, Kˆy
]
=
1
2iNm+n−2

m∏
j=1
(
aˆ†aˆ+ j
) n∏
k=1
(
bˆ†bˆ+ 1− k
)
−
m∏
j=1
(
aˆ†aˆ+ 1− j
) n∏
k=1
(
bˆ†bˆ+ k
) .
(5.8)
Once this product has been evaluated, we can write aˆ†aˆ and bˆ†bˆ as a linear combination
of Kˆz and Nˆ . That is,
aˆ†aˆ =
Nˆ + 2mnKˆz
2n
, bˆ†bˆ =
Nˆ − 2mnKˆz
2m
. (5.9)
Since aˆ†aˆ and bˆ†bˆ commute, so do Kˆz and Nˆ . This means that the individual terms
of equation (5.8) can be grouped together to form a polynomial in Kˆz and Nˆ yielding
(5.5).
Given the commutation relations (5.4), we have
[
Hˆ, Nˆ
]
= 0 and thus the total number
operator Nˆ is a conserved quantity. We can therefore neglect terms proportional to Nˆ
and consider the equivalent Hamiltonian
Hˆ = Kˆz + νKˆx. (5.10)
The dynamics of each operator can then be deduced from Heisenberg’s equations, yield-
ing
d
dt
Kˆx =− Kˆy,
d
dt
Kˆy =Kˆx − νFˆ
(
Kˆz, Nˆ
)
,
d
dt
Kˆz =νKˆy.
(5.11)
In addition to the Hamiltonian and the total number operator Nˆ , we can use the
formalism described in [119, 125] to derive a Casimir operator for this algebra of the
form
Cˆ = Kˆ2x + Kˆ
2
y +G
(
Kˆz, Nˆ
)
, (5.12)
where G (z) satisfies
G
(
z, Nˆ
)
−G
(
z − 1, Nˆ
)
=
1
2
(
F
(
z, Nˆ
)
+ F
(
z − 1, Nˆ
))
. (5.13)
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Here F is defined by the commutator of Kˆx and Kˆy as in (5.5). (5.13) is easily solved
by
G
(
Kˆz, Nˆ
)
= − n
nmm
2Nm+n−2
(
Pˆ
(
Kˆz
)
+ Pˆ
(
Kˆz − 1
))
. (5.14)
This is one of a class of solutions up to any added function of Nˆ . We thus derive the
conservation equation
Kˆ2x + Kˆ
2
y = Cˆ −
〈
G
(
Kˆz, Nˆ
)〉
. (5.15)
Taking expectation values we find〈
Kˆ2x
〉
+
〈
Kˆ2y
〉
=
〈
Cˆ
〉
−
〈
G
(
Kˆz, Nˆ
)〉
, (5.16)
which defines a generalised Bloch sphere, part of a general class of quantum Kummer
shapes [120]. These are defined based on their correspondence with the classical Kummer
shapes [126], which we will explore in further detail when studying the mean-field limit.
5.3. Matrix Representations of the Algebra and Spectral
Features of the Many-Particle System
It is known that the spectrum of Hˆ may be computed analytically [113, 124] by means
of a Bethe ansatz [127]. However, for practical purposes it is often more convenient
to numerically diagonalise the Hamiltonian matrix in an appropriate basis. For this
purpose, we represent the Hamiltonian in the basis of Fock states, given by |na, nb〉 =
1√
na!nb!
aˆ†na bˆ†nb |0, 0〉, with na,b ∈ Z+, where |0, 0〉 denotes the vacuum state, with no
particles in either mode, and where aˆ, aˆ†, bˆ and bˆ† annihilate and create particles in
their respective modes according to
aˆ |na, nb〉 =√na |na − 1, nb〉
aˆ† |na, nb〉 =
√
na + 1 |na + 1, nb〉
bˆ |na, nb〉 =√nb |na, nb − 1〉
bˆ† |na, nb〉 =
√
nb + 1 |na, nb + 1〉 .
Since Nˆ is a conserved quantity, we restrict ourselves to a Hilbert space spanned by
eigenvectors of Nˆ with eigenvalue N . The eigenvectors of Nˆ corresponding to eigenvalue
N are then given by the set of Fock states{∣∣∣∣km, Nm − kn
〉
|k ∈
{
0, 1, . . . ,
N
mn
}}
. (5.17)
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From this, it is immediately clear that the Hilbert space size is Nmn+1 as already deduced
earlier. For the matrix elements of Kˆz, we find that〈
k′
∣∣ Kˆz |k〉 = 1
2m
〈
k′
∣∣ aˆ†aˆ |k〉 − 1
2n
〈
k′
∣∣ bˆ†bˆ |k〉
=
1
2
kδk,k′ − 1
2
(
N
mn
− k
)
δk,k′
=
(
k − N
2mn
)
δk,k′ .
(5.18)
This shows that not only is Kˆz diagonal in this basis, but it has equidistant eigenvalues
as well. Therefore, the basis elements |k〉 are also eigenvectors of Kˆz, with corresponding
eigenvalues
(
k − N2m
)
which are symmetric about 0, ascending in integer steps from − N2mn
to N2mn . Consider now the action of K± on these basis elements. Writing for brevity
|k〉 = ∣∣km, Nm − kn〉, we find
Kˆ+ |k〉 = aˆ
†mbˆn
N
m+n
2
−1 |k〉
=
1
N
m+n
2
−1
√ (
N
m − kn
)
!(
N
m − (k + 1)n
)
!
((k + 1)m)!
(km)!
|k + 1〉 ,
Kˆ− |k〉 = aˆ
mbˆ†n
N
m+n
2
−1 |k〉
=
1
N
m+n
2
−1
√(
N
m − (k − 1)n
)
!(
N
m − kn
)
!
(km)!
((k − 1)m)! |k − 1〉 .
(5.19)
Thus, Kˆ± act as ladder operators for the eigenstates of Kˆz. This structure is closely
related to su (2). To construct the matrix representation of the operators Kˆx and Kˆy,
we can use the representations of Kˆ± to find
〈
k′
∣∣ Kˆx |k〉 = 1
2
〈
k′
∣∣ Kˆ+ |k〉+ 1
2
〈
k′
∣∣ Kˆ− |k〉
=
1
2
√
βk+1δk+1,k′ +
1
2
√
βkδk−1,k′ ,
(5.20)
and 〈
k′
∣∣ Kˆy |k〉 = 1
2i
〈
k′
∣∣ Kˆ+ |k〉 − 1
2i
〈
k′
∣∣ Kˆ− |k〉
=
1
2i
√
βk+1δk+1,k′ − 1
2i
√
βkδk−1,k′ ,
(5.21)
where βk =
1
Nm+n−2
(Nm−(k−1)n)!
(Nm−kn)!
(km)!
((k−1)m)! .
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Figure 5.1. Eigenvalues of the many-particle Hamiltonian (5.10) for matrix size Nmn + 1 = 25,
ν = 1 in dependence on  for (m,n) = (2, 1) (left) and (2, 2) (right).
With these matrix representations, we can compute the eigenvalues of Hˆ for various
parameters, as shown for some examples in figures 5.1 and 5.2 in dependence on  for
a given value of ν. Note that since the Hamiltonian is tridiagonal, the eigenvalues can
only become degenerate if all of the off-diagonal terms vanish [128]. Since this cannot
occur for ν 6= 0, the eigenvalue curves shown in figure (5.2) will never actually cross.
Therefore what we are actually seeing is a pattern of narrowly avoided crossings, which
has been observed previously in the context of atom-molecule conversion systems [107].
The patterns of avoided crossings are rather intricate and seem to strongly depend on
the values of m and n. We will find later that they can be understood on the basis of
the mean-field dynamics and its fixed-point structure. We further observe that as  gets
larger and the Kˆz term becomes increasingly dominant, the equidistant spectrum centred
at 0 is eventually recovered. Closer to  = 0, however, the features of the spectrum of
Kˆx (and, equivalently, Kˆy) begin to appear, with the exact spectrum of Kˆx shown at
 = 0.
5.4. The Mean-Field Limit and Classical Algebra
We now consider the limit of large Hilbert space size in which we can introduce nor-
malised ‘mean-field’ variables sj = η
〈
Kˆj
〉
where η−1 =
⌊
N
mn
⌋
+ 1 is the Hilbert space
size, taken in the limit η → 0. This is analogous to the semiclassical limit ~ → 0. In
this mean-field limit [108, 109, 116, 118], it is common to approximate expectations of
products of operators as 〈
AˆBˆ + BˆAˆ
〉
≈ 2
〈
Aˆ
〉〈
Bˆ
〉
. (5.22)
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Figure 5.2. Eigenvalues of the many-particle Hamiltonian (5.10) for matrix size Nmn + 1 = 25,
ν = 1 in dependence on  for (m,n) = (4, 1) (top left), (4, 2) (top right), (4, 3) (bottom left) and
(4, 4) (bottom right).
The quantum dynamical equations (5.11) then reduce to
s˙x =− sy,
s˙y =sx − ν
2
f (sz) ,
s˙z =νsy,
(5.23)
where f (sz) = limη→0 η
〈
F
(
Kˆz, Nˆ
)〉
. The semiclassical Poisson brackets of the mean-
field variables can be obtained by identifying iη
[
Kˆj , Kˆk
]
→ {sj , sk}, which yields
{sx, sy} = −12f (sz)
{sy, sz} = −sx
{sz, sx} = −sy.
(5.24)
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The dynamics (5.23) can be formulated as classical Hamiltonian dynamics using a clas-
sical Hamiltonian derived from the many-particle Hamiltonian in the mean-field limit
as
H = η
〈
Hˆ
〉
= sz + νsx. (5.25)
One can quickly verify that the dynamical equations of motion (5.23) are recovered from
the Poisson brackets (5.24) via Hamilton’s equation A˙ = {A,H}.
In order to derive the explicit form of f (sz), we can take the leading order in N of
F
(
Kˆz, Nˆ
)
in (5.8) to find
ηF
(
Kˆz, Nˆ
)
= − 1
Nm+n−2
Nˆm−1a Nˆ
n−1
b η
(
m2Nˆb − n2Nˆa
)
+O (η) . (5.26)
In the semiclassical limit, this leading order will be the only remaining term. Thus, the
expectation value of F in the semiclassical limit can be written as
lim
η→0
η
〈
F
(
Lˆz, Nˆ
)〉
= − lim
η→0
η
(〈
aˆ†aˆ
〉
N
)m−1
〈
bˆ†bˆ
〉
N
n−1 (m2 〈bˆ†bˆ〉− n2 〈aˆ†aˆ〉) .
(5.27)
Recalling (5.9), we can easily compute the individual limits. Rearranging the definition
of η we obtain N = mn1−ηη . Thus, each term can be computed as follows,
lim
η→0
〈
aˆ†aˆ
〉
N
=
1
n
(
1
2
+ sz
)
, lim
η→0
〈
bˆ†bˆ
〉
N
=
1
m
(
1
2
− sz
)
,
lim
η→0
η
〈
aˆ†aˆ
〉
= m
(
1
2
+ sz
)
, lim
η→0
η
〈
bˆ†bˆ
〉
= n
(
1
2
− sz
)
.
From this we find
f (sz) = lim
η→0
η
〈
F
(
Lˆz, Nˆ
)〉
= −n2−mm2−n
(
1
2
+ sz
)m−1(1
2
− sz
)n−1
×(
m
(
1
2
− sz
)
− n
(
1
2
+ sz
))
.
(5.28)
It is useful to relate this to the semiclassical limit of the function G appearing in the
conservation condition (5.15) in order to derive a classical conserved quantity, equivalent
to the quantum Casimir operator that we derived earlier. For this purpose, consider
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(5.13) once again. We can write
G
(
z, Nˆ
)
−G
(
z − 1, Nˆ
)
=
1
2
(
F
(
z, Nˆ
)
+ F
(
z − 1, Nˆ
))
. (5.29)
Note that the function F (z) has leading order η−2 for z ∼ O (η−1). We can therefore
define the function g (sz) = limη→0 η2G as a mean-field equivalent of G. It then follows
that
f (sz) = lim
η→0
η2
〈
G
(
Kˆz
)〉
− η2
〈
G
(
Kˆz − 1
)〉
η
. (5.30)
Computing the limit, we obtain that f (sz) is simply given by the derivative of g (sz),
f (sz) =
d
dsz
g (sz) . (5.31)
This reflects that g (sz) is uniquely defined up to an arbitrary constant, in the same way
that the quantum Casimir is only defined up to an arbitrary additive constant dependent
on N . Solving (5.31) for g, we obtain
g (sz) = −m2−nn2−m
(
1
2
+ sz
)m(1
2
− sz
)n
. (5.32)
Defining the classical Casimir by the limit C = limη→0 η2
〈
Cˆ
〉
, we obtain
C (sx, sy, sz) = s
2
x + s
2
y + g (sz) . (5.33)
One can quickly show using (5.31) and (5.24) that this classical Casimir satisfies the
relations
{C, sx} = {C, sy} = {C, sz} = 0, (5.34)
and therefore {C,H} = 0. That is, under the dynamics generated by the Hamiltonian
(5.25), C is indeed a conserved quantity. Since C is defined up to an arbitrary constant,
we can set it equal to 0. This immediately gives us a classical conservation condition
s2x + s
2
y = −g (sz) =: r2 (sz) . (5.35)
This condition defines a 2-dimensional surface embedded in R3 to which the mean-field
dynamics is confined. This surface is the classical phase space. From (5.32) we obtain
explicitly
r2 (sz) = m
2−nn2−m
(
1
2
+ sz
)m(1
2
− sz
)n
. (5.36)
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Figure 5.3. Selected Kummer shape orbifolds with various values of m and n.
In R3, equation (5.35) defines shapes symmetric with respect to rotations in the (sx, sy)
plane, with varying radius as we move in sz. Some examples are shown in figure 5.3
and the corresponding radii in dependence on sz are depicted in figure 5.4. This class of
shape is part of a larger family known as Kummer shapes [126, 129] which are used to
describe coupled oscillators of different frequencies [121–123]. The Kummer shapes are
orbifolds, that is they are manifolds everywhere except for isolated points. In the cases
considered here, these are at the north and south pole (sz = 0.5 or −0.5 respectively).
For m ≥ 2, a singular cusp manifests itself at the south pole and for n ≥ 2 a cusp
can be found at the north pole. As m and n increase, their associated cusps are more
extremely ‘pinched’, and the manifold becomes increasingly thinner near the cusp. Due
to the symmetry of m and n, where (m,n) → (n,m) sends p → −p, it is sufficient to
consider cases where m ≥ n.
We consider some particular choices of m and n in more detail to illustrate what we
have discussed so far. We begin with the trivial case m = n = 1. In this case, we recover
115
Chapter 5. Semiclassical Phase-space Methods for a Bosonic Atom-Molecule
Conversion Model
Figure 5.4. Radii r (sz) of Kummer shapes defined by (5.36) for (left) (m,n) = (1, 1), (2, 1),
(3, 1) and (4, 1), (right) (m,n) = (3, 1), (3, 2) and (3, 3).
the standard generators of the su (2) algebra,
Kˆx =
aˆ†bˆ+ bˆ†aˆ
2
, Kˆy =
aˆ†bˆ− bˆ†aˆ
2i
, Kˆz =
aˆ†aˆ− bˆ†bˆ
2
, (5.37)
fulfilling the commutation relation [
Kˆx, Kˆy
]
= iKˆz, (5.38)
with the Casimir operator
Cˆ = Kˆ2x + Kˆ
2
y + Kˆ
2
z −
(
Nˆ
2mn
)2
− Nˆ
2mn
. (5.39)
We can discard the Nˆ -dependent terms to obtain the well known Lˆ2 operator of total
angular momentum. Thus we have a restriction to the Bloch sphere,
Kˆ2x + Kˆ
2
y + Kˆ
2
z = Cˆ +
(
Nˆ
2mn
)2
+
Nˆ
2mn
. (5.40)
In the mean-field limit, we obtain the classical angular momentum algebra
{sx, sy} = −sz, {sy, sz} = −sx, {sz, sx} = −sy, (5.41)
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along with the classical restriction to the Bloch sphere,
s2x + s
2
y + s
2
z =
1
4
. (5.42)
The case m = 2, n = 1 can be used to describe the conversion of two individual atoms
into diatomic molecules and vice versa, which has been studied in a number of previous
works [104, 116, 118]. The operators aˆ† and aˆ correspond to the atomic mode and the
operators bˆ† and bˆ correspond to the molecular mode. The deformed su (2) algebra here
satisfies
Kˆx =
aˆ†2bˆ+ bˆ†naˆm
2
√
N
, Kˆy =
aˆ†2bˆ− bˆ†aˆ2
2i
√
N
, Kˆz =
1
4
(
aˆ†aˆ− 2bˆ†bˆ
)
, (5.43)
fulfilling the commutation relation
[
Kˆx, Kˆy
]
= i
(
6
N
Kˆ2z +
Nˆ
N
Kˆz − Nˆ
2
8N
− Nˆ
2N
)
. (5.44)
The many-particle Casimir operator then takes the form
Cˆ = Kˆ2x + Kˆ
2
y +
4
N
Kˆ3z +
Nˆ
N
Kˆ2z +
8− Nˆ2 − 4Nˆ
4N
Kˆz − 4Nˆ
3
N
+
4Nˆ2
N
. (5.45)
In the mean-field limit we obtain the deformed algebra sx,y,z satisfying
{sx, sy} = −1
4
(
12s2z + 4sz − 1
)
, {sy, sz} = −sx, {sz, sx} = −sy, (5.46)
alongside the classical Casimir
C = s2x + s
2
y + 2s
3
z + s
2
z −
sz
2
− 16. (5.47)
The case where m = n = 2 describes the simplest non-trivial case of group tunnelling,
where 2 particles in one mode can make a transition together to the other mode and
vice versa. The deformation of su (2) is the well studied (cubic) Higgs algebra [130,131].
For this, we obtain
Kˆx =
aˆ†2bˆ2 + bˆ†2aˆ2
2N
, Kˆy =
aˆ†2bˆ2 − bˆ†2aˆ2
2iN
, Kˆz =
1
4
(
aˆ†aˆ− bˆ†bˆ
)
, (5.48)
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fulfilling the commutation relation
[
Kˆx, Kˆy
]
=
4i
N2
−8Kˆ3z +
8( Nˆ
2mn
)2
+ 4
Nˆ
2mn
− 1
 Kˆz
 . (5.49)
The many-particle Casimir operator then takes the form
Cˆ = Kˆ2x + Kˆ
2
y +
4
N2
−4Kˆ4z +
8( Nˆ
2mn
)2
+ 4
Nˆ
2mn
− 5
 Kˆ2z
−4
(
Nˆ
2mn
)4
− 4
(
Nˆ
2mn
)3
+
(
Nˆ
2mn
)2
+
(
Nˆ
2mn
) .
(5.50)
In the mean-field limit, we obtain the algebraic relations
{sx, sy} = −2sz
(
s2z − 1
)
, {sy, sz} = −sx, {sz, sx} = −sy, (5.51)
alongside the classical Casimir
C = s2x + s
2
y − s4z + 2s2z − 1. (5.52)
5.4.1. Mean-field Dynamics
The solutions to the dynamical equations (5.23), i.e. the trajectories (sx, sy, sz) for a
given initial state, can alternatively be deduced from by the combination of the restriction
to the plane defined by the conserved Hamiltonian (5.25) and the restriction to the
Kummer surface (5.35). This is demonstrated in figure 5.5.
It is convenient to introduce canonical phase-space coordinates p and q, defined by
sx = r (p) cos q, sy = r (p) sin q, sz = p (5.53)
where r (p) is the radius of the Kummer shape as defined in (5.36). With this definition, p
and q represent the azimuthal and angle variables respectively of cylindrical coordinates
in R3. The entire surface of the shape is parametrised with the ranges p ∈ [−12 , 12] and
q ∈ [0, 2pi). To verify that these are indeed canonical coordinates, one can easily check
that the Poisson brackets (5.24) are recovered with the definition
{A,B} := ∂A
∂p
∂B
∂q
− ∂B
∂p
∂A
∂q
. (5.54)
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Figure 5.5. Example trajectory defined by H (sx, sy, sz) = E for (m,n) = (4, 1),  = 1, ν = 1
and E = 0
Expressing the classical Hamiltonian (5.25) in terms of p and q, we obtain
H (p, q) = p+ νr (p) cos q. (5.55)
The equations of motion for p and q are then given by Hamilton’s canonical equations
of motion,
q˙ =
∂H
∂p
, p˙ = −∂H
∂q
. (5.56)
This provides a useful setting to study the dynamics of the classical system in phase
space, and also provides a convenient context to perform semiclassical quantisation based
on phase-space areas associated with paths defined by a given energy E = H (p, q). We
shall return to this in section 5.6.
The variable q can be expressed uniquely via the conserved energy, or value of the
Hamiltonian, E = H (p, q) and the current value of p. With this in mind, it is useful
to define the potential curves U− (p) = H (p, 0) and U+ (p) = H
(
p, pi2
)
for p [132, 133].
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Explicitly, we have
U± (p) = p± νr (p) . (5.57)
These curves are connected at the points p = ±12 , with values U−
(±12) = U+ (±12) = ± 2
respectively. U± act as ‘potential curves’ since they provide bounds on the motion in p
at a given energy. Any point outside of the region defined by these potential curves is
‘classically forbidden’, that is, any dynamics starting within the potential curves must
stay within them for all time. The solutions to U± (p) = E are the turning points of the
dynamics of p, where p˙ = 0. These can be explicitly found from the real roots of the
polynomial
ν2r2 (p)− (E − p)2 = 0, (5.58)
that lie in the relevant range p ∈ [−12 , 12].
Figure 5.6 demonstrates the correspondence on the orbifold, represented explicitly in
phase space and the potential curves for different values of m and n. In figure 5.7, it
is illustrated how the nature of the trajectories in phase space is determined by the
locations of the turning points on the potential curves U±. If both turning points lie on
U−, we obtain a closed orbit centred at q = pi. In the case where both turning points lie
on U+, we obtain a similar closed orbit at q = 0. Since q is an angle variable, this orbit
‘loops’ around to 2pi and the two halves appear disconnected. Finally, in the case where
one turning point lies on U+ and the other lies on U−, we have a rotor orbit, which is no
longer closed in the phase space spanned by p and q, but periodically traverses all values
of q. In figure 5.8 we depict the potential curves and phase-space trajectories for the
case (m,n) = (4, 1). Here we observe that for energies below a critical threshold, two
separate classically allowed regions exist. The path chosen is thus determined by the
initial value of p and up to 4 solutions to equation (5.58) exist in the range p ∈ [−12 , 12].
This feature is unique to cases where either m ≥ 3 or n ≥ 3, since for m ≤ 2 and n ≤ 2
the Kummer shape is totally convex. We will encounter further consequences of this
when looking at fixed points of the dynamics and when performing quantisation.
The mean-field dynamics is organised according to fixed points. Fixed points occur
at values of (sx, sy, sz) such that sy = 0 and sx =
ν
2f (sz). Using (5.35) we can derive
the equation for the fixed points,
4
2
ν2
mn−2nm−2
(
1
2
+ sz
)m(1
2
− sz
)n
=[(
1
2
+ sz
)m−2(1
2
− sz
)n−2(
n
(
1
2
+ sz
)
−m
(
1
2
− sz
))]2
.
(5.59)
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Figure 5.6. Selected mean-field trajectories on the orbifold (left column), in classical phase
space spanned by canonical variables (middle column) and shown with the potential curves
(right column) for (m,n) = (2, 1), ν = 1 and  = 0 (top),  = 1 (middle) and (m,n) = (3, 1),
 = 110 and ν = 1 (bottom)
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Figure 5.7. Specific paths on the orbifold (left), in phase space (middle) and with the potential
curves U± (right), chosen for (m,n) = (2, 2), ν = 1,  = 14 , E = − 210 (dark blue), 0 (turquoise)
and 210 (yellow)
Figure 5.8. Phase-space contours and potential curves for (m,n) = (4, 1),  = 0.8 and ν = 1
demonstrating double well structure
While not particularly instructive in this form, we can once again reaffirm that the north
pole sz =
1
2 is indeed a fixed point for n > 1 and the south pole sz = −12 is a fixed point
for m > 1. This polynomial can be simplified further with particular forms for special
cases such as m = n.
The number of fixed points depends on the parameters  and ν, and is determined by
the energies E corresponding to points at which U ′± (p) = 0. To understand fixed-point
structure, we can treat each ‘hemisphere’ of the Kummer shape separately, based on
the values of m and n. The equator, that is, the point sz = pE corresponding to the
maximum of r (p), acts as a separator of these two sides. For p < pE , the properties of
the shape are governed by the value of m. For p > pE the properties are determined
by the value of n. This manifests itself most noticeably near the north and south poles.
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Figure 5.9. Dynamical fixed points with the potential curves U± for m = 4, n = 1, ν = 1 and
 = 0 (top left),  = 12 (top right),  = 1 (bottom left) and  =
3
2 (bottom right).
Here we will discuss the behaviour at the south pole, determined by the value of m.
The behaviour at the north pole may then be deduced from the value of n in complete
analogy. At p = −12 , for m = 1 and any value of n, the shape determined by r (p) has
a constant radius of curvature, reflecting a spherical geometry near this point. Thus,
since the shape is convex, and the derivative of ±r′ (p) can take all values in the real
numbers, we always have a single fixed point in the range p ∈ [−12 , pE]. For m = 2, we
obtain the first cusp singularity at p = −12 , manifesting itself as a single fixed point. The
gradient of the radius has a far more limited range, however the shape is still convex up
to the equator, (that is, for p ∈ [−12 , pE]). This means that there may be up to one
fixed point below pE . For m ≥ 3, the radial curve is no longer convex near the cusp
singularity. In fact, the derivative of the potential curves U ′±
(−12) coalesce. However,
the potential curves may still never cross in the region p ∈ [−12 , 12]. This introduces the
possibility of a local minimum as well as a local maximum in the potential functions,
allowing for up to two fixed points alongside the cusp singularity. This is demonstrated
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in figure 5.9, where we see how the locations of fixed points change as the parameter  is
altered, with pairs of fixed points associated with local extrema starting at the equator
and at the south pole, and approaching each other as  increases until they collide into
a single fixed point at an inflection point of r (p), after which they disappear entirely.
Therefore, on the southern hemisphere defined by the equator pE , the total number of
fixed points is less than or equal to m, bounded above by three. The behaviour around
the north pole p = 12 is determined in an analogous way by the value of n. Thus, we
have a total number of fixed points less than or equal to min {m+ n, 6}.
Not only the position, but also the nature of the singular fixed point changes with the
parameter . The character of a fixed point can be determined from the eigenvalues of
the Jacobi matrix [134]
λ± = ±
√
−2 − ν2f ′ (pf ), (5.60)
where pf denotes the fixed point. For complex conjugate values λ±, the fixed point
is a centre, near which the motion for paths is an oscillation with frequency ω =√
2 + ν2f ′ (pf ). For distinct real values λ±, the fixed point is a saddle point.
We finally turn to the periods of the classical trajectories. The time taken to traverse
a given path between two points p1 and p2 may be computed via the formula [132]
T (E, p1, p2) =
∫ t2
t1
dt =
∣∣∣∣∫ p2
p1
dp
p˙
∣∣∣∣
=
∣∣∣∣∣
∫ p2
p1
dp√
(U+ − E) (E − U−)
∣∣∣∣∣
=
∣∣∣∣∣∣
∫ p2
p1
dp√
ν2r (p)2 − (E − p)2
∣∣∣∣∣∣ .
(5.61)
Thus, the total period of an orbit as the time to traverse between two turning points p±
is determined from equation (5.58), yielding
T (E) = 2
∣∣∣∣∣∣
∫ p+
p−
dp√
ν2r (p)2 − (E − p)2
∣∣∣∣∣∣ . (5.62)
Using these equations, we can study the behaviour of the dynamics near the fixed points
at the cusp singularities in the mean-field dynamics. These singularities always occur
at sx = sy = 0, and sz = ±12 . If m ≥ 2 then a cusp exists at sz = −12 and from (5.23)
and (5.28) we find that this singular point actually corresponds to a fixed point of the
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dynamics regardless of the values of parameters  and ν. Equally if n ≥ 2 then there
will be a cusp at sz =
1
2 which is also a fixed point of any dynamics. We can further
characterise these fixed points by considering paths which approach them. In particular,
we consider the case for m ≥ 2 when a cusp appears at p = −12 . If the constant energy
plane intersects p = −12 we must have E = −12. Choosing a suitable point p0 6= −12 on
a path intersecting p = −12 , the traversal time is then given by
T
(
E, p0,−1
2
)
=
∣∣∣∣∣∣
∫ − 1
2
p0
dp√
ν2m2−nn2−m
(
1
2 + p
)m (1
2 − p
)n − 2 (12 + p)2
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∫ − 1
2
p0
dp(
1
2 + p
)√
ν2m2−nn2−m
(
1
2 + p
)m−2 (1
2 − p
)n − 2
∣∣∣∣∣∣ .
(5.63)
For as long as m − 2 ≥ 0 and p0 6= −12 , this integral must diverge. By symmetry, any
path intersecting p = 12 when n ≥ 2 will also have a divergent period. That is to say, any
path approaching a cusp at either p = ±12 will only approach it asymptotically and the
cusp can never be reached in finite time from any other point on the Kummer shape.
We can compute the period for any orbit in the case (m,n) = (2, 1) by taking the
turning points p± as determined from equation (5.58). In this case, the equation for the
turning points is
2ν2p3 +
(
ν2 + 2
)
p2 −
(
ν2
2
+ 2E
)
p− ν
2
4
+ E2 = 0. (5.64)
This cubic equation will have up to 3 roots. For an energy E within the bounds of this
potential, two roots lie within the interval
[−12 , 12], as expected for turning points p± in
this case. The third root, which we shall denote p0, lies outside of this interval in the
range p0 ≤ −12 . In the extremal case where p− = −12 , p0 and p− coalesce. Thus the
period of the orbit can be expressed in terms of a complete elliptic function of the first
kind as follows,
T (E) = 2
∣∣∣∣∣∣
∫ p+
p−
dp√
2ν2
(
1
2 + p
)2 (1
2 − p
)− (E − p)2
∣∣∣∣∣∣
=
2
√
2
ν
√
p+ − p0 K
(
p+ − p−
p+ − p0
)
.
(5.65)
For paths intersecting the cusp at the south pole p = −12 , we have p− = p0 at which
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Figure 5.10. Classical fixed point energies in dependence on  with ν = 1 and parameters
m = 4 with n = 1 (top left), n = 2 (top right), n = 3 (bottom left) and n = 4 (bottom right).
point the elliptic integral diverges [86] and the period becomes infinite. We shall see
later how these divergences influence the density of states of the many-particle system.
5.5. Quantum-Classical Correspondence
We now turn to features of the many-particle system that may be reproduced from the
mean-field approximation.
5.5.1. Mean-Field Energies vs Many-particle Spectrum
We begin with a comparison of the spectral features of the many-particle and mean-
field descriptions. For this purpose, we define the mean-field “eigenenergies” as the
values of the Hamiltonian at the fixed points. In figure 5.10 we show these classical
eigenenergies for particular examples of m and n in dependence on  and for fixed ν.
We observe diagonal lines E = ± 2 corresponding to the cusp singularities that appear
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Figure 5.11. Many-particle eigenvalues (blue) with Hilbert space size η−1 = 20 and mean-field
fixed point energies (red) in dependence on  with ν = 1, with parameters m = 4 and n = 1
(top left), n = 2 (top right), n = 3 (bottom left) and n = 4 (bottom right). The dashed red
lines correspond to points at p = ±0.5, whereas the solid red lines correspond to any other fixed
points.
as fixed points. For n = 1 only the line E = − 2 appears since there is only a single
cusp singularity. These cusp energies are marked as dashed lines in figure 5.10. For
the upper two cases, where n = 1 and n = 2, we observe two additional non-trivial
fixed point energy curves which tend asymptotically to the line  = E2 . For the lower
curves, the additional curves appear only close to  = 0. Those appearing close to the
cusp energies are saddle point fixed points. Those further away are centres, with energy
E = ±r (sf ) at  = 0, where
(
n
(
1
2 + sf
)−m (12 − sf)) = 0. With increasing , these
two fixed points approach, eventually coalesce and disappear, so that we are left with
only the cusp energies.
The mean-field eigenenergies reveal a skeleton of the many-particle spectrum, bound-
ing the many-particle energies and guiding the locations of narrowly avoided crossings
in the spectrum. Plotting the mean-field energies alongside the many-particle spectra
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Figure 5.12. Expectation values of Kˆx and Kˆz for the candidate deformed su (2) coherent
states (5.68) with
〈
Kˆy
〉
= 0. The Hilbert space size is η−1 = 2 (dot-dashed blue), η−1 = 4
(dashed red), η−1 = 10 (dotted magenta) and η−1 = 100 (cyan). Also shown are the the classical
Kummer surfaces (black) for (m,n) = (2, 1) (top left), (2, 2) (top middle), (3, 1) (top right),
(4, 1) (bottom left), (4, 2) (bottom middle) and (4, 3) (bottom right).
for the same parameters as in figure 5.10 yields the results shown in figure 5.11. Here
we observe the aforementioned ‘skeleton’ of the many-particle spectrum, with the entire
set of many-particle energies bounded by the mean-field energies. When the non-cusp
fixed point curves arise close to  = 0, they appear to bound regions of narrowly avoided
crossings in the many-particle spectrum.
5.5.2. Many-particle vs Mean-Field Dynamics
Here we will compare the dynamics of the many-particle expectation values (5.11) with
the mean-field dynamics on Kummer shapes. For this purpose, we introduce a set of
candidate ‘deformed su (2)’ [135] coherent states corresponding to a Hamiltonian of the
type
Kˆ = aKˆx + bKˆy + cKˆz. (5.66)
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Figure 5.13. Dynamics of many-particle expectation values for coherent states chosen closest
to the classical surface for Hilbert space size η−1 = 11 (blue), 51 (green) and 251 (yellow) against
the mean-field dynamics (black) with ν = 1, (m,n) = (2, 1) and (top)  = 1 with initial placement
sx = ±r2,1
(
1
6
)
, sy = 0 and sz =
1
6 and (bottom) = 0 with initial placement sx = 0, sy = 0 and
sz =
1
2 .
These coherent states are given by
|ψ〉 =
∑
j,k
√√√√( j + k
j
)
ωk1ω
j
2 |k, j〉 , (5.67)
where |j, k〉 are the Fock states as introduced in section 5.3 and ω1, ω2 ∈ C. Since we
are interested in the subspace spanned by the Fock states for which Nˆ has eigenvalue
N , we apply the constraint mj + nk = N in order to obtain
|ψ〉 =
N
mn∑
α=0
√(
N
n − α (m− n)
)
!
(nα)!
(
N
n − αm
)
!
ω
N
n
−mα
1 ω
nα
2 |α〉 , (5.68)
Plotting the expected value of each operator in the algebra for the set of states with
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Figure 5.14. Dynamics of many-particle expectation values for coherent states chosen closest
to the classical surface for Hilbert space size η−1 = 11 (blue), 51 (green) and 251 (yellow) against
the mean-field dynamics (black) with ν = 1, (m,n) = (3, 2) and (top)  = 1 with initial placement
sx = 0, sy = 0 and sz = r3,2 (0) and (bottom)  = 0 with initial placement sx = 0, sy = −r3,2 (0)
and sz = 0.
ω1, ω2 ∈ R, we can see how the expected values for operators Kˆx,y,z of this class of
states approach the classical Kummer shapes as N gets larger in figure 5.12. This
class of coherent state is hitherto not well understood for the deformed geometries we
are considering, leaving their interpretation and possible role in a rigorous semiclassical
framework an open question for future work.
Figures 5.13 and 5.14 show examples of many-particle and mean-field dynamics. Here,
the initial many-particle state is chosen from the set of coherent states (5.68) by numer-
ical optimisation over the parameters ω1 and ω2 to be centred as closely as possible to
the initial point of the mean-field dynamics. In all cases, it is clear that the dynam-
ics of many-particle expectation values for a higher Hilbert space size is much more
closely approximated for a longer period of time by the mean-field dynamics. However,
the many-particle breakdown phenomenon takes effect and the approximation fails over
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Figure 5.15. Potential curves U± with energy E = − 14 for ν = 1 and  = 0.54 (top left),
contour plot of H in phase space (top right), phase-space area associated with the left region at
energy E (bottom left) and phase-space area associated with the right region at energy E.
time. This is most notable when we have paths which approach near to a cusp singularity
with a classical saddle point.
5.6. Semiclassical Quantisation
The many-particle spectrum can be recovered from the mean-field system by performing
a WKB type quantisation. For (m,n) = (1, 1) this has been performed in [136–138].
Since the permissible values of H are scaled by η as N →∞, the mean-field energy will
be scaled by its many-particle counterpart by Emf = ηEmp. The main tool required for
this quantisation is the phase-space area S (E) where E is the mean-field energy. S is
defined to be the area of phase space enclosed by a path defined by the energy E. This
can be written using the action integral between the turning points of the dynamics in
p,
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S˜ (E) =
∫ p+
p−
q (p) dp, (5.69)
where p− and p+ are given by the relevant solutions of U± (p) = E. We can write q (p)
in the form
q (p) = arccos
(
E − p
νr (p)
)
. (5.70)
The expression for the phase-space area S (E) is dependent on which potential curve
each turning point lies on and is given by
S (E) =

2pi (p+ − p−)− 2S˜ (E) p± on U−,
2pi
(
1
2 − p−
)− 2S˜ (E) p− on U−, p+ on U+,
2pi
(
1
2 + p+
)− 2S˜ (E) p− on U+, p+ on U−,
−2pi + 2S˜ (E) p± on U+.
(5.71)
For m > 2 or n > 2, there exist parameters  and ν for which we can have two distinct
classically allowed regions in the range p ∈ [−12 , 12], which manifests itself as four real
turning points in this range. This is demonstrated in figure 5.15 where we can see how
two different phase-space areas corresponding to different paths may arise at the same
energy. When discussing phase-space areas, where required we will write Sl to refer to
the phase-space area on the left side and Sr to refer to the phase-space area on the right
side of the potential curves.
In cases where there are several classically allowed regions, the quantisation condition
used must be matched across both classical regions, determined by the four turning
points p
(l)
− ≤ p(l)+ ≤ p(r)− ≤ p(r)+ as well as the classically forbidden region p ∈
(
p
(l)
+ , p
(r)
−
)
.
This gives rise to the matching condition [12,136,139]
√
1 + κ2 cos
(
Sl + Sr
2η
− Sφ
)
= − cos
(
Sl − Sr
2η
)
, (5.72)
where the terms
κ = e−piS , S =
1
piη
∫ p(r)−
p
(l)
+
|q (p,E)|dp (5.73)
and
Sφ = arg Γ
(
1
2
+ iS
)
− S log |S|+ S (5.74)
account for tunneling through the potential barrier and subsequent phase corrections.
Above the barrier, we only have a single classically allowed region, as the two inner
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turning points p
(l)
+ and p
(r)
− become a complex conjugate pair. For this situation, there
are a number of proposed ways to analytically continue the quantisation condition from
the double-well region [12,139,140]. Here we follow the method used in [139] where the
phase-space integrals Sl, Sr and Sφ are computed as the real parts of the same phase-
space area integrals as before, still using the complex conjugate “inner” turning points.
The tunneling integral S becomes
S =
i
piη
∫ p(r)−
p
(l)
+
q (p,E) dp. (5.75)
For cases where we have two classically allowed regions on the upper potential, we
may apply similar quantisation rules. However, we can simplify the quantisation by
utilising the symmetry where the transformation  → − =⇒ E → −E. Thus, for a
symmetric range in , we need only consider the quantisation for E < 0 and then apply
the symmetric property to obtain those above zero.
For the cases (m,n) = (1, 1), (2, 1) and (2, 2) only a single classically allowed region
needs to be considered, without a tunnelling correction. The matching condition (5.72)
then reduces to a variant of the well-known Bohr-Sommerfeld quantisation condition
[141],
S (ηEk) = 2piη
(
k +
1
2
)
. (5.76)
In figures 5.16 and 5.17, we demonstrate for several examples that the eigenvalues
numerically obtained from the semiclassical quantisation condition accurately reproduce
the many-particle energies. Even for very small Hilbert space sizes, we obtain highly ac-
curate reproductions of the spectrum. Furthermore, the quantised values even reproduce
the narrowly avoided crossings observed in the many-particle structure.
We can also recover the corresponding eigenvectors from a semiclassical ansatz in the
spirit of a WKB approximation. While analogous rules can be derived for all cases,
we will focus on ‘lower branch’ solutions, where E < 0 and the potential functions
form a single well. For simplicity, we shall demonstrate the approximation for the cases
(m,n) = (2, 1) and (2, 2), where there is only a single classically allowed region for all
values of  and ν. In this case, we make the ansatz for the eigenvectors,
ψ (p) =
√
ωcl (p)
(
A+e
i
η
S(p,E)
+A−e
− i
η
S(p,E)
)
, (5.77)
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Figure 5.16. Eigenvalues calculated from the many-particle Hamiltonian (green dashed) and
the semiclassical quantisation (blue) for m = 2 and n = 1 with ν = 1 in dependence on , with
Hilbert space size η−1 = 3 (top left), η−1 = 6 (top right), η−1 = 11 (bottom left) and η−1 = 21
(bottom right)
Here, S (p,E) is defined similarly to (5.71) as
S (p,E) =

pi (p− p−)− S˜ (p,E) p± on U−,
pi
(
1
2 − p
)− S˜ (p,E) p− on U−, p+ on U+,
pi
(
1
2 + p
)− S˜ (p,E) p− on U+, p+ on U−,
−pi + S˜ (p,E) p± on U+,
(5.78)
where S˜ (p,E) =
∫ p
p− q (p) dp. For p in the classically forbidden region, this integral
becomes imaginary and A± must be chosen such that ψ (p) decays as p → ±∞ and
the bound state boundary condition is satisfied. The function ωcl (p) is the classical
probability distribution associated with the dynamics. This can be evaluated using the
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Figure 5.17. Eigenvalues calculated from the many-particle Hamiltonian (green dashed) and
the semiclassical quantisation (blue) in dependence on  for Hilbert space size η−1 = 20, with
ν = 1 m = 4 and n = 1 (top left), n = 2 (top right), n = 3 (bottom left) and n = 4 (bottom
right).
period of the classical orbit as
ωcl (p) =
1
2T (E)
(
dp
dt
)−1
=
1
2T (E)
(
∂H
∂q
)−1
=
1
2T (E)
(
ν2r (p)2 − (E − p)2
)− 1
2
.
(5.79)
To extract the discrete values of p associated with the finite Hilbert space size, we use
the 2pi-periodicity of its conjugate q. For these variables to be related by a Fourier
transform, then for a periodic q with finite η, p is restricted to the discrete values p = ηl,
l = − N2mn ,− N2mn + 1, . . . , N2mn , corresponding to the eigenvalues of Kˆz. Evaluating the
WKB eigenfunction at these points, we finally obtain the approximation to the many-
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particle eigenvector as
|Ψn〉 =
∑
l=− N
2mn
,..., N
2mn
ψ (ηl) |l〉 , (5.80)
where |l〉 are the eigenvectors of Kˆz, that is, the Fock basis elements corresponding
to the eigenvectors of Nˆ with eigenvalue N as previously discussed. Examples of the
resulting quantised stationary states are shown in figure 5.18 in comparison to the exact
many-particle states. As is expected for WKB methods [13], the approximation breaks
down near the turning points of the potential where U± (p) = E and ωcl diverges.
This problem may be resolved in the particular cases where both turning points lie on
U− or both turning points lie on U+. This can be achieved by using, instead of a WKB
approximation, a uniform approximation for the eigenvector similar to that described
in [12]. For this purpose, we approximate the stationary state problem in a potential
well defined by U± by adapting a model system for which the solution is already known.
We seek an approximate solution of the form,
ψun (p) = A (p) Φ (ξ (p)) , (5.81)
where Φ (ξ) is the solution to some comparison equation with known solutions in ξ.
Thus, ξ (p) acts to manipulate the domain from the known solution to our problem, and
A (p) renormalises the wave function to match our equation. Matching both sides by
using the basic WKB ansatz for each solution,
ψun (p) =
√
ωcl (p) exp
(
i
η
S (p,E)
)
Φ (ξ) =
1√
κ (ξ)
exp
(
i
∫ ξ
ξ0
κ
(
ξ′
)
dξ′
)
,
(5.82)
where ξ0 is a suitably chosen turning point, we can obtain the approximate solution for
A (p) and ξ (p)
A (p) =
√
ωcl (p)κ (ξ (p)), η
∫ ξ
ξ0
κ
(
ξ′
)
dξ′ = S (p,E) . (5.83)
The second of these is an implicit equation which determines ξ (p). This effectively says
that the phase integral associated with both the prototype solution and the approximate
solution should match at every point in our domain p. For our system, we first consider
the case where both turning points lie on U−. The case where both lie on U+ can be
computed accordingly. As a model system we take the standard quantum harmonic
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Figure 5.18. Exact many-particle eigenvectors (green circles) with their corresponding WKB
eigenvectors (red) (5.77) corresponding to the k-th eigenvalue, with k = 1 (top row), k = 5
(middle row) and k = 10 (bottom row) for  = 0.2, ν = 1, η−1 = 21 and (m,n) = (2, 1) (left
column) and (m,n) = (2, 2) (right column). The potential curves U+(blue) and U− (magenta)
as well as the energy E = Ek (black) are also presented for each case.
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oscillator with eigenstates defined as the solutions of the equation
−1
2
(
d2
dξ2
+ ξ2
)
Φk =
(
k +
1
2
)
Φk, (5.84)
with k = 0, 1, . . . for which we have
Φk (ξ) =
1
pi
1
4
√
2kk!
Hk (ξ) exp
(
−1
2
ξ2
)
,
κ (ξ) =
√
2k + 1− ξ2.
(5.85)
Here Hk denotes the Hermite polynomial of order k. This suits the (m,n) = (2, 1) and
(2, 2) cases where there are always two turning points for a given energy in the classical
range. From (5.85) we find the approximate solution as
ψkun (p) =
√
ωcl (p)κ (ξ (p))Hk (ξ (p)) exp
(
−1
2
ξ (p)2
)
, (5.86)
where ξ (p) is determined by a solution of the equation
ξ
2
√
ξ20 − ξ2 +
ξ20
2
(
pi
2
+ arcsin
(
ξ
ξ0
))
− S (p,E)
η
= 0, (5.87)
with ξ0 =
√
2k + 1. For practical calculations, we evaluate this function numerically at
each required point p. Examples of eigenvectors computed via this method are shown in
figure 5.19. We obtain the case where both turning points on U+ by using the symmetry
 → − =⇒ E → −E, p → −p in order to move both turning points onto U− and
then using (5.86) to compute the uniform approximation. This method in its present
form fails for the case when one turning point lies on U+ and the other lies on U−.
Furthermore, for higher cases of (m,n) which exhibit double well structures, a different
choice of model system encoding the more elaborate structure would be required.
5.6.1. Density of States
From the Bohr-Sommerfeld quantisation condition it follows that the density of states
for the many-particle system is determined by the rate of change of the mean-field phase-
space area with respect to the energy. It is well known [134] that this is given by the
classical period at each energy,
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Figure 5.19. Exact many-particle eigenvectors (green circles) with uniformly quantised eigen-
vectors (5.86) (red) corresponding to the k-th eigenvalue, with k = 1 (top row), k = 3 (middle
row) and k = 5 (bottom row) for  = 0.2, ν = 1, η−1 = 20 and (m,n) = (2, 1) (left column) and
(m,n) = (2, 2) (right column) . The potential curves U+(blue) and U− (magenta) as well as the
energy E = Ek (black) are also presented for each case.
139
Chapter 5. Semiclassical Phase-space Methods for a Bosonic Atom-Molecule
Conversion Model
Figure 5.20. Many-particle density of states histogram (top) with Hilbert space size η−1 = 1000
(blue) alongside the approximation (5.88) (magenta) and (bottom) potential curves U± (5.57)
for parameters ν = 1, m = 2, n = 1 and  = 0.5 (left), n = 2 and  = 0.5 (middle), n = 2 and
 = 1.2 (right).
ρ (E) =
dS
dE
≈ T (E)
2pi
=
1
pi
∫ p+
p−
dp√
ν2r (p)2 − (E − p)2
.
(5.88)
As shown in (5.65) this period can be obtained analytically for (m,n) = (2, 1). In fact, for
both (m,n) = (2, 1) and (2, 2), the period can be represented in terms of complete elliptic
integrals. In more general cases, the integral in (5.88) may be evaluated numerically. To
test this approximation, we take histograms of energies for a large Hilbert space size for
different sets of parameters in the many-particle Hamiltonian. We then compare this
to the classical period from the mean-field approximation (5.88), as demonstrated for
(m,n) = (2, 1) and (2, 2) in figure 5.20. In section 5.4.1 we have seen that the period
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Figure 5.21. Many-particle density of states histogram (top) with Hilbert space size η−1 = 1000
(blue) alongside the approximation (5.88) (magenta) and (bottom) potential curves U± (5.57)
for parameters ν = 1, m = 2, n = 3 and = 0.08 (left),  = 0.125 (middle) and  = 1.5 (right).
T (E) diverges for non-trivial paths intersecting any cusp singularity (which may occur
at E = ± 2 depending on m and n). Such trajectories only arise when the singularity is
not at an extreme value for energy E and is a saddle point for the dynamics [104]. If, on
the other hand, the singularity is at an extreme value of the energy, then it corresponds
to a centre and the period is given by the limit of the period for orbits which encircle
the fixed point, given by
(
2 + ν2f ′ (pf )
) 1
2 [105]. This accounts for the peak observed
in the many-particle density of states at points corresponding to cusp singularities in
the mean-field limit. Thus, there is an accumulation of many-particle energies in the
neighbourhood of these singularities.
For cases where two classically allowed regions exist, we combine the period on both
sides to give the estimate for the density of states. Furthermore, additional saddle points
may arise away from cusp singularity, and again the period (5.88) diverges logarithmi-
cally. Thus, in all cases, we observe accumulations of energies at classical saddle point
energies, which can be related to quantum phase transitions [108, 116, 142]. In figure
5.21, we demonstrate the approximation (5.88) for m = n = 3 and various values of
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Figure 5.22. Local magnification of the many-particle density of states histogram with Hilbert
space size η−1 = 200000 (blue) alongside the approximation (5.88) (magenta) for parameters as
in the left column of 5.21.
. Since m and n are equal, the density of states is symmetric. In such cases where m
or n > 2, additional structures arise in the density of states. For example, figure 5.22
shows the case  = 0.08 as in figure 5.21 with a larger basis size and magnified in the
region of the lower singularity and the nearby saddle point. Here we observe a step in
both the many-particle density of states and the period approximation at the singular-
ity E = − 2 . The same feature also exists at the upper singularity E = 2 . This, and
other structures that arise are related to higher order phase transitions [142], and can
be directly understood from the fixed-point structure of the mean-field system discussed
earlier.
5.7. Summary and Outlook
We have demonstrated how semiclassical methods may be used to recover features of
the many-particle atom-molecule conversion system from its mean-field approximation.
We have seen that these systems, in the mean-field approximation, manifest orbifold
phase-space structures with singular points. Despite the exotic structure, we are able
to recover approximations to features such as the many-particle spectrum, including
eigenvectors. Furthermore, we may approximate the many-particle dynamics using the
classical dynamics on the orbifold phase space. An important question for future research
is whether a similar classical limit may be obtained by an analogous coherent state
approximation to the Gaussian ansatz providing classical equations of motion on flat
phase space. Furthermore, it remains to be seen whether such a limit may yield equations
of motion for non-Hermitian versions of these systems, which include gain and loss
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[114]. Future research with such non-Hermitian extensions should also include applying
semiclassical methods to recover the spectrum from non-Hermitian dynamics with the
orbifold phase space.
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Appendix A.
Phase-space Wigner Representations of
Wave Functions
Here we briefly present a method for representing quantum wave functions as quasiprob-
ability distributions in phase space. This is particularly useful when studying semiclas-
sical phase space methods since it offers an easy comparison of quantum and classical
dynamics in phase space. The representation we consider in this thesis is the Wigner
function, arising from the Wigner-Weyl transform for density operators.
The Wigner representation is often defined based on a density operator ρ. Since in
this thesis we only concern ourselves with pure states, we shall restrict the discussion
to density operators of the form ρ = |ψ〉 〈ψ|. The Wigner function for an n-dimensional
system is defined as
W (p,q) =
1
(pi~)n
∫
Rn
f?q (q− y) fq (q+ y) e−
2ipT y
~ dy, (A.1)
where fq (x) = 〈ψ|x〉 and |x〉 is an eigenstate of the position operator qˆ corresponding
to the position x ∈ Rn. One can write the equivalent transformation in momentum
representation as
W (p,q) =
1
(pi~)n
∫
Rn
f?p (p− k) fp (p+ k) e−
2iqT k
~ dk. (A.2)
It can be shown that W (p,q) is real for all values of position and momentum. With this
in mind, we can compute a marginal distribution for each phase space quantity using
the integrals ∫
Rn
W (p,q) dp = |〈q|ψ〉|2 ,∫
Rn
W (p,q) dq = |〈p|ψ〉|2 .
(A.3)
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This provides the standard un-normalised probability distributions for each phase space
quantity. Finally, the norm of the state |ψ〉 may be obtained via the total integral∫
Rn
∫
Rn
W (p,q) dpdq = 〈ψ|ψ〉2 . (A.4)
However, there is no constraint that W must be positive at all points in phase space,
and therefore we cannot directly treat W as a probability distribution.
For the special case of a Gaussian wave packet of the form
ψ (x) =
|Im (Bt)|
1
4
(pi~)
n
4
exp
{
i
~
[
1
2
(x− qt)T Bt (x− qt) + pTt (x− qt) + γt
]}
, (A.5)
the Wigner function can be computed analytically, writing z =
(
p
q
)
as the combined
phase space vector and zt =
(
pt
qt
)
, as
W (z) =
detG
(pi~)n
exp
(
−1
~
(z− zt)T Gt (z− zt)
)
. (A.6)
Here Gt can be written in terms of the covariance parameter Bt as
Gt =
1
Im (Bt)
(
Im (Bt)
−1 −Im (Bt)−1 Re (Bt)
−Re (Bt) Im (Bt)−1 Im (Bt) + Re (Bt) Im (Bt)−1 Re (Bt)
)
. (A.7)
From this definition we can show that
detG = det
(
Im (B)−1 Im (B) + Im (B)−1 Re (Bt) Im (Bt)−1 Re (Bt)
−Im (B)−1 Re (Bt)2 Im (Bt)−1
)
= 1.
(A.8)
If we remove this constraint on G in the Wigner function and allow the determinant to
divert from unity, then W no longer corresponds to a pure state and thus is part of a
larger class of mixed Gaussian states [143–145]. Since we are only concerned with pure
states, we constrain ourselves to detG = 1.
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Appendix B.
Split Operator Fourier Transform
Method for Quantum Dynamics
Here we briefly present the split operator Fourier transform method [3, 4] for numerical
quantum propagation, following the presentation in [146]. We focus on one-dimensional
systems for the purposes of this thesis, but the method is easily generalised to higher
dimensional systems. The split operator method can be applied to Hamiltonians of the
form
Hˆ = Hq (qˆ) +Hp (pˆ) . (B.1)
This particular form allows us to consider the contribution of each part of the Hamil-
tonian Hp and Hq in turn. Since the position and momentum operators do not com-
mute, we cannot simply separate the two exponentials in the time evolution operator
Uˆ = exp (− it~ (Hq (qˆ) +Hp (pˆ))) without introducing an error term based on the com-
mutator [146]. Instead, we obtain, using the Baker-Campbell-Hausdorff theorem,
e(F+G)δt = eFδteGδte−
δt2
2
[F,G] +O (δt3) . (B.2)
Thus, we can’t resolve the problem of splitting the Hamiltonian entirely, but we can
approximate it to within a more tolerable accuracy for small time steps δt. Consider a
method based on the equation,
exp
(
− iHˆ
~
δt
)
≈ exp
(
− iHq (qˆ)
~
δt
2
)
exp
(
− iHp (pˆ)
~
δt
)
exp
(
− iHq (qˆ)
~
δt
2
)
+O (δt4) . (B.3)
In order to perform a numerical expansion, we take N distinct eigenfunctions of the
position operator qˆ in a 1-dimensional system corresponding to distinct points qj ∈
R. This represents a truncation of the basis of position representation to a discrete
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grid. Then the expansion of the operator function Hq (qˆ) is simply a diagonal matrix.
Equally if we expand into eigenfunctions of the momentum operator pˆ, then the operator
function Hp (pˆ) will be diagonal in this basis. Thus, beginning with the state expanded
in position representation, we first propagate for half of the time step with the Hq
dependent propagator in position representation, then we propagate with Hp and then
again with Hq for half of the time step. In between we apply a Fourier transform to
translate the state to momentum representation, allowing us to make use of the simple
structure of both Hq in position space and Hp in momentum space.
Since adding higher order correction terms to the expansion (B.3) requires further
operations, this representation strikes an excellent balance between computational cost
and error [146]. Assuming that we use a discrete Fourier transform implementation
with O (N logN) complexity, for large N the method scales with O (N logN). The split
operator method should therefore scale much better than any naive O (N2) matrix-
based algorithm on an equivalent grid. On the other hand, a larger basis size N may be
required for accurate results than for other methods, particularly when generalising to
higher dimensional systems.
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