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COMPLEXITY OF SPARSE POLYNOMIAL SOLVING 2:
RENORMALIZATION
GREGORIO MALAJOVICH
Abstract. Renormalized homotopy continuation on toric varieties is intro-
duced as a tool for solving sparse systems of polynomial equations, or sparse
systems of exponential sums. The cost of continuation depends on a renormal-
ized condition length, that is on a line integral of the renormalized condition
number along all the lifted paths.
The theory developed in this paper leads to a continuation algorithm track-
ing all the solutions between two arbitrary systems of the same structure. The
algorithm is randomized, in the sense that it follows a random path between
the two systems. It can be modified to succeed with probability one. In order
to produce an expected cost bound, several invariants depending solely of the
supports of the equations are introduced here. For instance, the mixed surface
is a quermassintegral that generalizes surface in the same way that mixed vol-
ume generalizes ordinary volume. The face gap measures how close is the set
of supporting hyperplanes for a direction in the 0-fan from the nearest vertex.
Once the supports are fixed, the expected cost depends on the input coeffi-
cients solely through two invariants: the renormalized toric condition number
and the imbalance of the absolute values of the coefficients. This leads to a
non-uniform complexity bound for polynomial solving in terms of those two
invariants. Up to logarithms, it is quadratic in the first invariant and linear in
the last one.
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List of Notations
The following convention applies: vectorial quantities are typeset in boldface
(e.g.f) while scalar quantities are not (e.g.f). Multi-indices and vectors of coeffi-
cients of polynomials and exponential sums are treated as covectors (row vectors),
as well as the momentum map.
PA Space of Laurent polynomials with support A 5
Ai Support for the i-th equation 8
VA Veronese embedding for exponential sums with sup-
port A
8
Via a-th coordinate of the Veronese embedding for support
Ai Q a
8
ρia Constant coefficient for Via 8
FA Space of exponential sums with support A 8
M Domain of the main chart for the toric variety 9
Λ Integer lattice spanned by the union of the sets Ai´Ai 9
r¨s Natural quotient or projection, e.g. in multi-projective
space
11
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V The toric variety associated to pA1, . . . , Anq 11
Ai Convex hull of Ai 11
mi The momentum map for the i-th support 11
δi Radius of Ai. 11
} ¨ }i,x i-th toric metrix at the point x PM 11
} ¨ }x Toric norm,} ¨ }x “ ři } ¨ }i,x 12
µpf ,xq Toric condition number of f at x PM 12
Mpf ,xq Unscaled condition matrix for f at x 12
νi Distortion invariant for the i-th support 12
ν Distortion invariant 12
S Solution variety 13
αpf , zq Smale’s alpha invariant for f at z 14
γpf , zq Smale’s gamma invariant for f at z 15
βpf , zq Smale’s beta invariant for f at z 14
N Newton iteration 14
Lpft, zt; a, bq Condition length (non-renormalized) of the path
pft, ztqtPra,bs
13
L pft, zt; a, bq Renormalized condition length for the same path 16
Ri, R Renormalization operator 14
V “ V pA1, . . . ,Anq Mixed volume of the tuple pA1, . . . ,Anq 18
V 1 “ V 1pA1, . . . ,Anq Mixed surface of the tuple pA1, . . . ,Anq 19
κρi Imbalance invariant for the coefficients ρia 21
Zpqq Zero set of q 21
ZHpqq Set of zeros of q with maxp|zi|q ď H 21
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Si Number of points in Ai 22
Σ2i “ diag
`
σ2ia
˘
Covariance matrix of gi P FAi 22
λi Legendre transform of the characteristic function of
Ai
24
ηi, η, ηΛ Face gap invariants 25
Aξi Extremal points of Ai in the direction ξ 24
CpB1, . . . , Bnq Open cone above B1 Ă A1, . . . , Bn Ă An 25
Fj The j-th fan of the tuple pA1, . . . , Anq 25
Σ8 Variety of systems with a root at toric infinity 25
r “ rpfq Polynomial vanishing on Σ8 28
dr Degree of the polyomial r 28
Λ,ΩH , YK Exclusion sets. 29
Q Geometric invariant of the tuple pA1, . . . , Anq 30
1. Introduction
Classical foundational results on polynomial system solving refer to the possibility
of solving them by an algorithm such as elimination or homotopy. A theory capable
to explain and predict the computational cost of solving polynomial systems over C
using homotopy algorithms was developed over the last thirty years (Smale, 1987;
Kostlan, 1993; Shub, 1993; Shub and Smale, 1993a; 1993b; 1993c; 1996; 1994;
Dedieu and Shub, 2000; Beltra´n and Pardo, 2008; 2009; 2011; Shub, 2009; Beltra´n
and Shub, 2009; 2010; Beltra´n et al., 2010; 2012; Beltra´n, 2011; Bu¨rgisser and
Cucker, 2011; Dedieu et al., 2013; Armentano et al., 2016; Lairez, 2017; 2020).
As explained in the books by Blum et al. (1998) and Bu¨rgisser and Cucker (2013),
most results in this theory were obtained through the use of unitary symmetry.
This setting limited its reach to the realm of dense polynomial systems, or to
multi-homogeneous ones.
This paper extends the theory of homotopy algorithms to more general sparse
systems. A common misconception is to consider sparse systems as a particular
case of dense systems, with some vanishing coefficients. This is not true from the
algorithmic viewpoint. The vanishing coefficients introduce exponentially many
artifact solutions. To see that, compare the classical Be´zout bound to the mixed
volume bound in Theorems 1.5.2 and 1.5.6 below.
A theory of homotopy algorithms featuring toric varieties as a replacement for
the classical projective space was proposed by Malajovich (2019) in a previous
attempt. Unfortunately, no clear complexity bound could be obtained indepen-
dently of integrals along the homotopy path. Much stronger results are derived
COMPLEXITY OF SPARSE POLYNOMIAL SOLVING 2: RENORMALIZATION 5
here through the introduction of another symmetry group, that I call renormaliza-
tion. Essentially, renormalization lifts the algorithm domain from the toric variety
to its tangent space. Before going further, it is necessary to explain the basic idea
of renormalization and how it replaces unitary invariance.
1.1. Symmetry and renormalization. Solutions for systems of n homogeneous
polynomial equations in n ` 1 variables are complex rays through the origin, so
the natural solution locus is projective space Pn. The unitary group Upn` 1q acts
transitively and isometrically on projective space, and this induces an action on the
space Hd of degree d homogeneous polynomials.
A rotation Q P Upn` 1q acts on a polynomial f by composition f ˝Q˚, so that
every pair pf, rXsq P Hd ˆ Pn with fpXq “ 0 is mapped to the pair pf ˝Q˚, rQXsq,
and pf ˝Q˚qpQXq “ fpXq “ 0. For the correct choice of a Hermitian inner product
in Hd, the group Upn`1q acts by isometries. As a consequence, all of the invariants
used in the theory are Upn` 1q-invariants.
The canonical argument of dense polynomial solving goes as follows: suppose
that one wants to prove a Lemma for some system f “ pf1, . . . , fnq of polynomials
fi P Hdi , di P N, at some point rXs P Pn. Then one assumes without loss of gener-
ality that X “ “1 0 . . . 0‰T . Intrincate lemmas become simple calculations.
Early tentatives to develop a complexity theory for solving sparse polynomial
systems were hindered by the lack of a similar action (Malajovich and Rojas, 2002;
2004). For instance, the complexity bounds obtained by Malajovich (2019) depend
on a condition length, which is the line integral along a path of solutions pft,Xtq
of the condition number, times a geometric distortion invariant νpXtq. No bound
on the expectation of this integral is known.
It is customary in the sparse case to look at roots X P Cn with Xi ‰ 0, that
is on the multiplicative group Cnˆ. The toric variety from equation (3) below is
a convenient closure of Cnˆ. The contributions in this paper stem from the action
of the multiplicative group Cnˆ onto itself, and onto spaces of sparse polynomials.
Each element U P Cnˆ acts on X P Cnˆ by componentwise multiplication. Let
A Ď Zn be finite, and let PAbe the set of Laurent polynomials of the form
F pZq “
ÿ
aPA
faZ
a1
1 Z
a2
2 . . . Z
an
n .
The element U P Cnˆ acts by sending F pZq into F pU´1Zq. This allows to send a
pair pF p¨q,Xq into the pair pF pX´1 ¨ q,1q where 1 “ `1 1 . . . 1˘T is the unit
of Cnˆ. One can also replace the unit of Cnˆ by an arbitrary point. This is the
renormalization used in this paper.
The main results in this paper can now be stated informally. They will be formal-
ized later, using logarithmic coordinates that make polynomials into exponential
sums. While this last formulation is sharper and more elegant, we start with the
primary results.
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1.2. Main results.
1.2.1. Renormalization. The Renormalized Newton Iteration is constructed in Sec-
tion 1.4, and Renormalized Homotopy in Definition 1.4.6. The computational cost
of this homotopy, that is the number of renormalized Newton iteration steps, is
bounded in Theorem A as proportional to a certain variational invariant, the renor-
malized condition length.
1.2.2. Expected condition. Let q be a random, Gaussian sparse polynomial system
and let Zpqq denote the set of roots of q in the toric variety. In order to investigate
the renormalized condition length, one would like to bound the average of the sum
over Zpqq of the squared renormalized condition number. The bound obtained in
this paper is more technical: Theorem B provides a conditional bound, only the
roots away from ‘toric infinity’ are counted. The most troubling issue is that the
upper bound does not depend solely on the mixed volume, but also on the mixed
surface. This is another quermassintegral generalizing the surface of a convex body.
1.2.3. Toric infinity. Will the roots close to ‘toric infinity’ make the bound from
Theorem B worthless? Theorem 1.6.5 establishes a perturbation bound in terms
of the distance to the locus of sparse systems with solution at ‘toric infinity’. The
degree of this locus is bounded in Theorem C. In the particular case where the
supports are general enough (strongly mixed supports), this degree is no larger
than the number of 1-cones in the fan of the tuple of supports. Those two results
can be used in Theorem 1.6.14 to bound the probability that a linear homotopy
path fails fails the condition in Theorem B, that is the probability that it crosses
the set of systems with at least one root close to ‘toric infinity’.
1.2.4. Expected condition length, conditional. Since this is an exploratory paper, we
choose for simplicity a homotopy path of the form g` tf , where g has iid Gaussian
coefficients and f is fixed and outside a certain variety. If the supports are strongly
mixed, the only requirement is that the coefficients of f are non-zero.
With probability one, this homotopy path lifts to n!V solution paths, where V
is Minkowski’s mixed volume. The global cost of Renormalized Homotopy along
this homotopy path, 0 ď t ď 8, is given by the sum over all the solution paths of
the condition length from Theorem A. Theorem D states that with probability at
least 3{4, this sum of condition lengths is no more than a constant times
QnS3{2 max
i
pS3{2i qK
´
K `a1`K{4` κf {8¯κfµ2f ν0
ˆ
´
logpdrq ` logpSq ` logpν0q ` logpµf q ` logpκf q
¯
where
‚ The invariant Q depends solely of the tuple of supports: Let n be the
dimension of the system, V be Minkowski’s mixed volume, V 1 the mixed
surface, δi the radius of each support, and η the surface gap, which measures
the ‘quality’ of the tuple of supports. The lattice determinant det Λ ě 1
will be explained later. Then,
Q
def“ η´2
˜
nÿ
i“1
δ2i
¸
maxpn!V, n´ 1!V 1ηq
det Λ
.
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The precise definition of η is postponed to equation 10, but the reader
can think of η´1
apřni“1 δ2i q as an adjusted, intrinsic ‘radius’ for the tuple.
When all the supports are scaled by the same positive integer factor, neither
of the product above nor Q does change.
‚ Si is the size (number of points) of the support for the i-th equation, and
S “ řni“1 Si is the input size.
‚ K “
´
1`
b
logpnq`logp10q
minpSiq
¯
.
‚ The number dr is the degree of the locus of systems with a root at toric
infinity.
‚ ν0 is the geometric invariant from (Malajovich, 2019), evaluated at one
point that we take to be the origin.
‚ The bound depends from the coefficients of the target system f solely
through the renormalized condition number µf of the target system f , and
through the invariant κf that measures the imbalance between the absolute
value of the coefficients.
1.2.5. The cost of homotopy. The result in Theorem D allows to solve a random
system g, given the set of solutions of a suitable system h with same support.
It also allows to solve a suitable arbitrary system f of same support, given the
solutions of the random system g. In order to obtain a more decisive complexity
bound, we consider the problem of finding the set of solutions of f in terms of the
set of solutions of h. The procedure goest through a random system g, in a manner
akin to the Cheater’s Homotopy suggested by Li et al. (1989). The randomized
algorithm in Theorem E will perform this task with probability one, and expected
cost linear on
QnS3{2 max
i
pS3{2i qK
´
K `a1`K{4` κ{8¯κpµ2f ` µ2hqν0
ˆ
´
logpdrq ` logpSq ` logpν0q ` logpµf q ` logpµhq ` logpκf q
¯
where κ “ maxpκf , κhq. In particular, once one convenient start system h with
small κh and small condition number is known, we obtain a non-uniform complexity
bound: the cost of solving a polynomial system f with the same support as h is is
Opµ2f logpµf qκf logpκf qq.
1.2.6. Organization of the paper. In the next subsection we revisit the notations,
basic definitions and facts needed in the sequel. The main results are formally
stated in the remaining subsections. The proof of the main statements is posponed
to Sections 2 to 5. The final section lists some open problems and other remaining
issues.
1.3. Background: exponential sums, toric varieties and condition. This
paper is built on top of the theory of Newton iteration and homotopy on toric
varieties proposed by Malajovich (2019). We review in this section the notations
and results that are necessary to formally state the main theorems of this paper.
As in the previous work, logarithmic coordinates are used to represent polynomial
roots, exact or approximate. Polynomials get replaced by exponential sums. For
instance if Z is a root of F pXq “ 0,
F pXq “
ÿ
aPA
faX
a1
1 X
a2
2 ¨ ¨ ¨Xann
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for a finite set A Ă Zn, then we write
fpxq “
ÿ
aPA
fae
ax , xi “ logXi and zi “ logZi
so that F “ f ˝ exp and fpzq “ 0.
Malajovich (2019) considered the action of the additive group Rn by shifting
supports. This leads us to consider more general exponential sums, where we cannot
assume any more that A Ă Zn. We assume instead that A´A “ ta´a1,a,a1 P Au
is a finite subset of Zn. It obviously contains the origin.
We will actually deal with systems of equations with possibly different supports.
Suppose that we are given finite sets A1, . . . , An Ă Rn such that Ai ´Ai Ă Zn. To
each a P Ai we associate a function
Via : Cn ÝÑ C
x ÞÝÑ Viapxq “ ρiaeax
where ρia ą 0 is a fixed real number. We denote by FAi the complex vector space
of exponential sums of the form
f : Cn ÝÑ C
x ÞÝÑ řaPAi faViapxq .
Solving systems of sparse polynomial systems with support pA1, . . . , Anq is equiva-
lent to solving systems of exponential sums in F “ FA1ˆ¨ ¨ ¨ˆFAn . The following
conventions apply: the inner product on FAi is the inner product that makes the
basis pViaqaPAi orthonormal. Objects in FAi will be represented in coordinates as
‘row vectors’ fi “ p. . . fia . . . qaPAi and objects in FA˚i will be represented as column
vectors. We denote by VAi the vector valued Veronese map
VAi : Cn ÝÑ FA˚i » C#Ai
x ÞÝÑ VAipxq “
¨˚
˚˝ ...Viapxq
...
‹˛‹‚
aPAi
.
Then evaluation of fi at x is given by the pairing
fipxq “ fi ¨ VAipxq “
`¨ ¨ ¨ fia ¨ ¨ ¨˘aPAi
¨˚
˚˝ ...Viapxq
...
‹˛‹‚
aPAi
.
Example 1.3.1. Let A “ A1 “ t0, 1, . . . , du Ă Z. The roots of the polynomial
F pXq “ řda“0 FaXa are of the form X “ ex, where x is a solution of the exponential
sum equation fpxq def“ řda“0 Faeax “ 0. Notice that if fpxq “ 0 then fpx `
2kpi
?´1q “ 0 for all k P Z, so roots of F pXq “ 0 in C are in bijection with roots
of fpxq “ 0 in C mod 2pi?´1 Z.
Example 1.3.2 (Weyl metric). The unitary invariant inner product introduced by
Weyl (1931) and also known as the Bombieri inner product plays a prominent role
in the theory of dense homotopy algorithms (Blum et al., 1998). Let A “ ta P
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Nn0 s.t.
řn
j“1 aj ď du. If F,G are degree d polynomials in n variables, F pXq “ř
aPA FaXa and GpXq “
ř
aPAGaXa, Weyl’s inner product is by definition
xF,GyPd,n “
ÿ
a1`¨¨¨`anďd
FaG¯aˆ
d
a
˙
where the multinomial coefficientˆ
d
a
˙
“ d!
a1! a2! . . . an! d´řnj“1 aj !
is the coefficient of W a11 W
a2
2 ¨ ¨ ¨W ann in p1`W1 ` ¨ ¨ ¨ `Wnqd. We set
ρa “
dˆ
d
a
˙
, Vapxq “ ρaeax, and fa “ Fa
ρa
.
As before, f ¨VApxq “ F pexq. The exponential sum f is represented in orthonormal
coordinates fa with respect to Weyl’s metric.
Once we fixed the supports (finite sets) A1, . . . , An, Ai ´ Ai P Zn, and picked
the coefficients ρia, we would like to be able to solve the system of equations
fpxq “
¨˚
˝f1pxq...
fnpxq
‹˛‚“ 0,
with f in FA1 ˆ ¨ ¨ ¨ ˆ FAn . If x P Cn is a solution of fpxq “ 0, then fpx `
2pi
?´1kq “ 0 for all k P Zn. It makes sense therefore to consider solutions in Cn
mod 2pi
?´1Zn instead. It turns out that in many situations we can do better.
Example 1.3.3 (Generalized biquadratic trick). Let A “ t0, d, 2d, . . . cdu for c, d P N.
The degree cd polynomial
F pXq “
ÿ
aPA
FaX
a
can be solved by finding the roots of the degree c polynomial equation GpW q “řc
i“0 FidW i “ 0 and then taking d-th roots. This is the same as solving the
exponential sum gpwq “ řci“0 Fideiw in C mod 2pi?´1 and dividing by d. Or
solving fpxq “ řaPA Faeax “ 0 in C mod 2pid ?´1.
There is a multi-dimensional analogous to the situation in example 1.3.3. A lot
of work can be saved by exploiting this fact. After we fixed the Ai ´Ai’s, we want
to declare x and w P Cn mod 2pi?´1Zn equivalent if for all f “ pf1, . . . , fnq P F ,
(1) fpxq “ 0 ô fpwq “ 0.
To do this formally, let
rVAis : Cn ÝÑ PpFA˚iq
x ÞÝÑ rVAipxqs
be the differentiable map induced by VAi . The equivalence relation below has the
properties of (1)
(2) x „ w iff @i, rVAipxqs “ rVAipwqs.
Then we quotient M “ Cn„ . If the mixed volume V pConvpA1q, . . . ,ConvpAnqq is
non-zero, then M turns out to be n-dimensional (Malajovich, 2019, Lemma 3.3.1
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and Remark 3.3.2). In general, the natural projection Cn mod 2pi
?´1Zn ÑM is
many-to-one, and its degree is given by the determinant of a certain lattice. More
precisely, let Λ Ă Zn be the Z-module spanned by the union of all the Ai ´ Ai.
Assuming again non-zero mixed volume, Λ has rank n. This means that the linear
span of Λ is an n-dimensional vector space. In example 1.3.3, we had Λ “ dZ.
Before going further, let us recall some basic definitions about lattices. For further
details, the reader is referred to the textbook by Lova´sz (1986).
Definition 1.3.4. (a) A full rank lattice Λ Ă Rn is a Z-module so that there are
u1, . . . ,un P Λ linearly independent over R, and such that every u P Λ is an
integral linear combination of the ui. A list pu1, . . . ,unq with that property is
called a basis of Λ.
(b) If Λ Ă Rn is a full rank lattice, then we define its determinant as det Λ “ |detU |
where U is a matrix with columns u1, . . . ,un of a basis of U . The determinant
does not depend on the choice of the basis.
(c) The dual of a full rank lattice Λ Ă Rn is the set
Λ˚ “ tv P pRnq˚ : @u P Λ,vpuq P Zu.
It turns out that Λ˚ is also a full rank lattice. If Λ is full rank and a basis of Λ
is given by the columns of a matrix U , then U is invertible and a basis for Λ˚ is
given by the rows of U´1. In general, is the columns of U are a basis for a general
lattice Λ, then the rows of its Moore-Penrose pseudo-inverse U : are a basis for Λ˚.
We can now give a more precise description of M:
Lemma 1.3.5.
M “ Cn mod 2pi?´1 Λ˚
Proof. The relation x „ w in equation (2) is equivalent to:
@i, Dsi P Czt0u such that @a P Ai, apx´wq ” si mod 2pi
?´1Zn.
We can eliminate the si to obtain an equivalent statement,
@i, @a,a1 P Ai, pa´ a1qpx´wq ” 0 mod 2pi
?´1.
This is the same as
@λ P Λ, λpx´wq ” 0 mod 2pi?´1.
Thus, x „ w is equivalent to
x ” w mod 2pi?´1 Λ˚.

There is a natural metric structure on M. Recall that each VAi induces a
differentiable map
rVAis : M ÝÑ PpFA˚iq
x ÞÝÑ rVAipxqs.
Let ωAi denote the pull-back of the Fubini-Study metric in PpFA˚iq to M. The
Hermitian inner product associated to this Ka¨hler form is denoted by x¨, ¨yi.
Example 1.3.6. If A “ t0, e1, . . . , enu and ρa “ 1, then PpFAq “ Pn and x¨, ¨yi is
just the pull-back of the Fubini-Study metric. More generally, in the setting of
example 1.3.2, we notice that
}VApxq} “ }p1, X1, . . . , Xnq}d.
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As a consequence, the inner product is d2 times the Fubini-Study metric.
LetF “ FA1ˆ¨ ¨ ¨ˆFAn . Let V “ pVA1 , . . . , VAnq. The coordinatewise coupling
is denoted by
f ¨Vpxq “
¨˚
˝f1 ¨ VA1pxq...
fn ¨ VAnpxq
‹˛‚.
The zero-set of f is
Zpfq “ tx PM : f ¨Vpxq “ 0u
Assuming again that Λ has full rank, the immersion
rVs : M ÝÑ PpFA˚1q ˆ ¨ ¨ ¨ ˆ PpFA˚nq
x ÞÝÑ
¨˚
˝rV1pxqs...
rVnpxqs
‹˛‚
turns out to be an embedding. The n-dimensional toric variety
(3) V “ trVpxqs : x PMu
is the natural locus for roots of sparse polynomial systems (aka exponential sums).
Points in V that are not of the form rVpxqs are said to be at toric infinity. The
main chart for V is the map rVs : MÑ V. Its range contains the ‘finite’ points of
V, that is the points not at toric infinity.
The momentum map
mi : M ÝÑ Ai “ ConvpAiq
x ÞÝÑ mipxq “ řaPAi |Viapxq|2}VAi pxq}2 a
is a surjective volume preserving map (up to a constant) from pM, x¨, ¨yiq into the
interior of Ai. The constant is precisely pin “ n!VolpPnq, so that a generic f P FnAi
has n!VolAi roots inM (see Malajovich (2019) and references). The following result
is a coarse, although handy bound of the toric norm in terms of the Hermitian norm:
Lemma 1.3.7. Let x PM and u P TxM » Cn. Let }¨} be the canonical Hermitian
norm. Then,
}u}i,x “ }DrVAispxqu} ď δi}u}.
where
1
2
diampConvpAiqq ď δi def“ max
aPAi
}a´mipxq} ď diampConvpAiqq.
Proof. The upper bound δi ď diampConvpAiqq is trivial. For the lower bound, let
a,a1 P Ai maximize }a´a1} “ diampConvpAiqq. Let c “ 12 pa`a1q. Assume without
loss of generality that }mipxq ´ a} ě }mipxq ´ a1}. Then, }mipxq ´ a} ě }c´ a} “
1
2diampConvpAiqq.
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In order to bound DrVAispxq, we choose VAi pxq}VAi pxq} as representative of the projec-
tive point rVAispxq. We differentiate:
DrVAispxqu “ PVAi pxqK
1
}VAipxq}DVAipxqu
“
ˆ
I ´ 1}VAipxq}2VAipxqVAipxq
˚
˙
1
}VAipxq}DVAipxqu
“ 1}VAipxq} pDVAipxq ´ VAipxqmipxqqu.
The a-th coordinate of the expression above is bounded by
|pDrVAispxquqa| “
|Vapxq|
}VAipxq} |pa´mipxqqu| ď
|Vapxq|
}VAipxq} maxaPAi }a´mipxq}}u}.
Normwise,
}DrVAispxqu} ď max
aPAi
}a´mipxq}}u} “ δi}u}.

We define an inner product on M as the pull-back of the Fubini-Study volume
in V, namely
x¨, ¨yx “ x¨, ¨y1,x ` ¨ ¨ ¨ ` x¨, ¨yn,x.
Its associated norm is denoted by } ¨ }x. The previous complexity analysis by
Malajovich (2019) relied on two main invariants. The toric condition number is
defined for f P F and x PM by
µpf ,xq “ ››Mpf ,xq´1diag p}fi}q››x
where
Mpf ,xq “
¨˚
˚˝
1
}VA1 pxq} f1 ¨ PVA1 pxqKDVA1pxq
...
1
}VAn pxq} fn ¨ PVAn pxqKDVAnpxq
‹˛‹‚
and } ¨ }x is the operator norm for linear maps from Cn (canonical norm assumed)
into pM, } ¨ }xq. In terms of the momentum map, we can also write
Mpf ,xq “
¨˚
˚˝
1
}VA1 pxq} f1 ¨ pDVA1pxq ´ VA1pxqm1pxqq
...
1
}VAn pxq} fn ¨ pDVAnpxq ´ VAnpxqmnpxqq
‹˛‹‚.
If mipxq “ 0 for all i, or if x is a zero for f , we have just
Mpf ,xq “
¨˚
˚˝
1
}VA1 pxq} ¨ f1DVA1pxq
...
1
}VAn pxq} ¨ fnDVAnpxq
‹˛‹‚.
The second invariant bounds the distortion when passing from } ¨ }i,x to } ¨ }i,y
(Malajovich, 2019, Lemma 3.4.5). It can also be understood as the ‘radius’ of the
support with respect to the momentum mipxq, in the dual metric to } ¨ }i,x. More
precisely, it is defined as νpxq “ maxi νipxq with
νipxq “ sup
}u}i,xď1
sup
aPAi
|pa´mipxqqu|
COMPLEXITY OF SPARSE POLYNOMIAL SOLVING 2: RENORMALIZATION 13
qt
F
pi1
pi2
F0 Ă F
pqt, zp2qt q
pqt, zp1qt q
S Ă F ˆM
M
qt ¨Rpzp2qt q
qt ¨Rpzp1qt q
z
p2q
t
z
p1q
t
Figure 1. The solution variety. Each path in the spaceF of equa-
tions lifts onto possbly several paths. Each of those corresponds
to a different renormalized path in F0 “ tf P F : f ¨ V p0q “ 0u.
Remark 1.3.8. Lemma 1.3.7 provides a lower bound
1 ď sup
δi}u}ď1
sup
aPAi
|pa´mipxqqu| ď νipxq
Expressions for both invariants can be simplified by shifting each support Ai, so
that mipxq “ 0. By shifting supports, we still obtain finite sets Ai Ď Rn with the
property that Ai ´Ai P Zn. The following estimates will be needed:
Proposition 1.3.9. Let f ,g P F and x PM.
(a)
1 ď µpf ,xq.
(b) If }f ´ g}µpf ,xq ă 1, then
µpf ,xq
1` dP pf ,gqµpf ,xq ď µpg,xq ď
µpf ,xq
1´ dP pf ,gqµpf ,xq
(c) Let γ be defined by
γpf ,xq “ sup
kě2
ˆ
1
k!
››pf ¨ PVpxqKDVpxqq´1pf ¨ PVpxqKDkVpxqq››x˙1{pk´1q ,
then γpf ,xq ď 12µpf ,xqνpxq.
This Proposition aggregates miscellaneous results from Malajovich (2019). Item
(a) is Equation (5), item (b) is a particular case of Theorem 4.3.1 with s “ 0 and
item (c) is Theorem 3.6.1.
1.4. The renormalized Newton operator, and homotopy. The main result
in my previous paper (Malajovich, 2019) was a step count for path-following in
terms of a certain condition length. Let F “ FA1 ˆ ¨ ¨ ¨ ˆFAn and let
S “ tpf , zq P F ˆM : f ¨Vpzq “ 0u
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be the solution variety (Figure 1). The condition length of the path pft, ztqtPra,bs P S
is
Lpft, zt; a, bq “
ż b
a
b
} 9ft}2ft ` } 9zt}2zt µpft, ztqνpztq dt,
where } 9f}f is the norm in TfPpF q, namely } 9f}2f “
ř }PfKi 9fi}2{}fi}2. It is assumed
that the path is smooth enough for the integral to exist, namely of class W 2,8. At
this time, no average estimate of L is known in the sparse setting. The main obstruc-
tions to obtaining such bound seem to be the invariant νpzq and the dependence of
the condition number on the toric norm at the point z. When z approaches ‘toric
infinity’, that is mipzq approaches BConvpAiq for some i, the invariant νipzq can
become arbitrarily large. This occurs in particular during polyhedral or ‘cheater’s’
homotopy, where the starting system has roots at ‘toric infinity’.
The renormalization approach in this paper is intended to overcome those diffi-
culties. First, we fix once and forall a privileged point in M . In this paper, we take
this point to be the origin 0. By shifting the supports Ai, we can further assume
that mip0q “ 0.
Definition 1.4.1. The renormalization operator R “ Rpuq is the operator
Rpuq : F ÝÑ F
f ÞÝÑ f ¨Rpuq “
¨˚
˝f1 ¨R1puq...
fn ¨Rnpuq
‹˛‚
with
Ripuq : FAi ÝÑ FAi
fi “ r. . . , fia, . . . s ÞÝÑ fi ¨Ripuq “ r. . . , fiaeau´`ipuq, . . . s
and `ipuq “ maxaPAi aRepuq.
In particular, fi ¨ VAipxq “ e`ipxqpfi ¨Rpxqq ¨ VAip0q. Let PpF q “ PpFA1q ˆ ¨ ¨ ¨ ˆ
PpFAnq and rf s “ prf1s, . . . , rfnsq P PpF q. The renormalization operator acts on
PpF q:
Theorem 1.4.2. Under the notations above:
(a) The renormalization operator induces an action also denoted Rpuq of the addi-
tive group Cn into the projectivized solution variety PpSq “ tprf s, zq P PpFq ˆ
M : f ¨Vrzs “ 0u, namely prf s, zq ÞÑ rf ¨Rpuqs, pz´ uq.
(b) If u is pure imaginary, then the map Rpuq : S Ñ S is an isometry, as well as
the coordinate maps f ÞÑ f ¨Rpuq and z ÞÑ z´ u.
(c) In general, }f ¨Rpuq} ď }f} and }fi ¨Ripuq} ď }fi} .
The action of Rn by imaginary renormalization Rpu?´1q is also known as toric
action. The word toric comes from the fact that this action is actually an action of
Rn mod 2pi Zn » pS1qn. A more elaborate version of the real action was used by
Verschelde (2000), with additional variables.
The toric Newton operator was defined in (Malajovich, 2019) by
N : F ˆM ÝÑ M
pf , zq ÞÝÑ z´ pf ¨ PVpzqKDVpzqq´1pf ¨Vpzqq
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and its analysis was done in terms of the toric version of Smale’s invariants αpf , zq “
βpf , zqγpf , zq,
βpf , zq “ ››pf ¨ PVpzqKDVpzqq´1pf ¨Vpzqq››z
and
γpf , zq “ sup
kě2
ˆ
1
k!
››pf ¨ PVpzqKDVpzqq´1pf ¨ PVpzqKDkVpzqq››z˙1{pk´1q .
All those definitions scale with respect to each fi. By renormalizing g “ fRpxq at
the origin and assuming that mip0q “ 0 for all i, we obtain simpler expressions:
Npg, 0q “ ´pg ¨DVp0qq´1pg ¨Vp0qq,
βpg, 0q “ ››pg ¨DVp0qq´1pg ¨Vp0qq››
0
, and
γpg, 0q “ sup
kě2
ˆ
1
k!
››pg ¨DVp0qq´1pg ¨DkVp0qq››
0
˙1{pk´1q
.
Let x0 be a point of M. The renormalized iterates of x0 are defined inductively by
xi`1 “ Npf ¨Rpxiq, 0q ` xi.
They can be compared to the actual Newton iterates of y0
def“ x0 in T0M “ Cn for
a suitable function, namely:
Lemma 1.4.3. Assume mip0q “ 0 for all i. Let
F : T0M ÝÑ Cn
y ÞÝÑ Fpyq “ f ¨Vpyq .
If y “ x, then
(a) Npf ¨Rpxq, 0q “ NpF,yq ´ y
(b) βpf ¨Rpxq, 0q “ βpF,yq
(c) γpf ¨Rpxq, 0q “ γpF,yq
where the left-hand-sides use the notations in (Malajovich, 2019) and the right-
hand-sides are the classical Smale’s invariants in pT0M, } ¨ }0q.
Proof of Lemma 1.4.3. We establish first item (a):
Npf ¨Rpxq, 0q “ ´pf ¨Rpxq ¨DVp0qq´1pf ¨Rpxq ¨Vp0qq
“ ´pf ¨DVp0qq´1pf ¨Vp0qq
“ ´pDFpyq´1Fpyq
“ ´y `NpF,yq
Items (b) and (c) are similar, so we just prove item (c). For each k ě 2,
1
k!
››pf ¨Rpxq ¨DVp0qq´1pf ¨Rpxq ¨DkVp0qq››
0
“
1
k!
››DFpyq´1DkFpyq››
0
.
Taking k ´ 1-th roots and taking the sup, we obtain
γpf ¨Rpxq, 0q “ γpF,yq
as stated. 
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Lemma 1.4.3 immediately implies a renormalized version of the classical Smale’s
theorems on quadratic convergence of Newton iteration(Blum et al., 1998; Mala-
jovich, 2011; 2013b) without the necessity of dealing with different metrics at
different points like (Malajovich, 2019). See also Theorem 2.1.1, 2.1.2 and refer-
ences ibidem. Smale’s quadratic convergence theorems become, in this context:
Theorem 1.4.4 (γ-theorem). Let ζ PM be a non-degenerate zero of f ¨Vpζq “ 0.
If x0 PM satisfies
}ζ ´ x0}0γpf ¨Rpζq, 0q ď 3´
?
7
2
,
then the sequence xi`1 “ Npf ¨Rpxiq, 0q is well-defined and
}ζ ´ xi}0 ď 2´2i`1}ζ ´ x0}0.
Theorem 1.4.5 (α-theorem). Let
α ď α0 “ 13´ 3
?
17
4
,
r0 “ 1` α´
?
1´ 6α` α2
4α
and r1 “ 1´ 3α´
?
1´ 6α` α2
4α
.
If x0 P M satisfies αpf ¨ Rpx0q, 0q def“ βpf ¨ Rpx0q, 0qγpf ¨ Rpx0q, 0q ď α, then the
sequence defined recursively by xi`1 “ Npf ¨Rpxiq, 0q is well-defined and converges
to a limit ζ so that f ¨ V pζq “ 0. Furthermore,
(a) }xi ´ ζ}0 ď 2´2i`1}x1 ´ x0}0
(b) }x0 ´ ζ}0 ď r0βpf ¨Rpx0q, 0q
(c) }x1 ´ ζ}0 ď r1βpf ¨Rpx0q, 0q.
Loosely speaking, approximate roots of f are points x0 satisfying the the conclu-
sions of Theorem 1.4.4 (approximate roots of the second kind) or of Theorem 1.4.5(a)
(approximate roots of the first kind). Sometimes it is useful to have an effective
certification of the hypotheses of either theorem, and this can be achieved by re-
placing the invariant γpf ¨ Rpx0q, 0q by its upper bound 12µpf ¨ Rpx0q, 0qνp0q from
Proposition 1.3.9(c).
Definition 1.4.6. Let pqτ qτPrt0,T s be a path in F “ FA1ˆ¨ ¨ ¨ˆFAn and x0 PM
be a suitable starting solution. The renormalized homotopy at the origin is given
by the recurrence:
(4)
$’’&’’%
xj`1 “ NpqtjRpxjq, 0q ` xj
tj`1 “ min
´
T, inf
!
t ą tj : 12βpqtRpxj`1q, 0q
ˆ µpqtRpxj`1q, 0q ν0 ě α˚
)¯
Definition 1.4.7. Let pqτ , zτ qτPrt,t1s be a path in the solution variety S. Its renor-
malized condition length is defined by:
L ppqτ , zτ q; t, t1q “
ż t1
t
˜›››› BBτ pqτ ¨Rpzτ qq
››››
qτ ¨Rpzτ q
` ν0} 9zτ }0
¸
µpqτ ¨Rpzτ q, 0qdτ
where ›››› BBτ pqτ ¨Rpzτ qq
››››
qτ ¨Rpzτ q
“
gffe nÿ
i“1
››Pqiτ ¨Ripzτ qK p 9qiτ ¨Ripzτ qq››2
}qiτRpzτ q}2
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and ν0 “ νp0q.
Definition 1.4.7 makes sense for ´8 ď t ď t1 ď 8. For instance, we can consider
a linear homotopy qt “ f ` tg for 0 ď t ď 8. This line projects onto a finite
path in PpF q “ PpFA1q ˆ ¨ ¨ ¨ ˆ PpFAnq. If the condition number µpqt ¨ Rpztq, 0q
is bounded for all t and for all solutions paths zt, then the renormalized condition
length will be finite (see Section 5). Of course, it may happen to the condition
length to be infinite. The number of homotopy steps required by Definition 1.4.6
can be bounded in terms of the condition length:
Main Theorem A. There are constants 0 ă α˚ » 0.074 ¨ ¨ ¨ ă α0, 0 ă u˚ “
u˚pα˚q » 0.129 . . . , 0 ă δ˚ “ δ˚pα˚q » 0.085 . . . with the following properties. Let
´8 ď t0 ă T ď 8. For any path pqtqtPrt0,T s of class C1`Lip in F “ FA1ˆ¨ ¨ ¨ˆFAn
and for any x0 P Cn, if the pair pqt0 , x0q satisfies
(5)
1
2
βpqt0Rpx0q, 0q µpqt0Rpx0q, 0q ν0 ď α˚,
the recurrence (4) is well-defined and there is a C1`Lip path pqt, ztq P S satisfying,
for all tj ď t ă tj`1,
(6) ujptq def“ 1
2
}zt ´ xj`1}0 µpqtRpztq, 0qν0 ď u˚.
Moreover, L ptj , tj`1q ě δ˚ whenever tj`1 ă T . In particular, whenever L pt0, T q
is finite, there is N P N with tN “ T and
N ď 1` 1
δ˚
L pt0, T q.
If we set
xN`1 “ NpqTRpxN q, 0q ` xN
then
(7)
1
2
βpqTRpxN`1q, 0q µpqTRpxN`1q, 0q ν0 ď α˚,
In conclusion, the recurrence terminates after at most
1` 1
δ˚
L pt0, T q
iterations. With an extra iteration more, we recover an approximate root of qT , in
the sense of the definition below:
Definition 1.4.8. An approximate root of f P F is some y PM satisfying
1
2
βpf ¨Rpyq, 0qµpf ¨Rpyq, 0qν0 ă α0.
Let pxrq be the sequence of renormalized Newton iterates of x, viz. x0 “ x and
xr`1 “ Npf ¨ Rpxrq, 0q ` xr. We say that ζ “ limrÑ8 xr is the associated root to
x.
Theorem A provides a way to produce approximate roots for qT from the knowl-
edge of approximate roots of q0. Approximate roots with different associated roots
of q0 give rise to approximate roots for qT with diffferent associated roots. In case
the renormalized condition length associated to all homotopy paths is finite, this
allows to ‘approximately solve’ qT in terms of a maximal set of ‘approximate solu-
tions’ to q0. The renormalized condition length will be infinite if for instance one
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of the roots is degenerate or at ‘toric infinity’. Theorem A is proved in Section 2
below.
Remark 1.4.9. The word renormalization is taken here in the sense of dynami-
cal systems or cellular automata. Strictly speaking, the renormalization operator
should be allowed to be time-dependend as in the renormalized Graeffe iteration
by Malajovich and Zubelli (2001a, 2001b).
1.5. Expectation of the renormalized condition number. Theorem A re-
duces the problem of obtaining a global complexity estimate to the evaluation of
the renormalized condition length as in Definition 1.4.7. We will take a random
homotopy path, with one of the endpoints fixed. Before computing its renormalized
condition length, we will need to compute the expected squared condition number
for a given time τ . We will actually obtain a conditional expectation. This will be
enough to produce an algorithm with a bounded absolute expectation, as it will be
explained in section 1.7. This bound on the conditional expectation of the squared
condition number depends on a generalization of Minkowski’s mixed volume, that
we call the mixed surface. We recall the definition of mixed volume first.
Definition 1.5.1. The mixed volume of an n-tuple of compact convex sets pA1, . . . ,
Anq in Rn is
V pA1, . . . ,Anq def“ 1
n!
Bn
Bt1Bt2 ¨ ¨ ¨ Btn Volpt1A1 ` ¨ ¨ ¨ ` tnAnq
where t1, . . . , tn ě 0 and the derivative is taken at t1 “ ¨ ¨ ¨ “ tn “ 0.
The normalization factor 1{n! ensures that
VolpAq “ V pA, . . . ,Aq.
The mixed volume is also known to be monotonic, symmetric, translation invariant
and linear in each Ai with respect to Minkowski linear combinations. Those five
properties also define the mixed volume. The Bernstein-Kushirenko-Khovanskii
bound can be stated in terms of polynomials or exponential sums, we state it here
in terms of exponential sums.
Theorem 1.5.2 (Bernstein, 1975; Bernstein, Kushnirenko and Khovanskii, 1976).
Let A1, . . . , An be finite subsets of Zn, Ai “ ConvpAiq, i “ 1, . . . , n, and let fi P
FAi . Then, the system
f1VA1pzq “ 0
...
fnVAnpzq “ 0
has at most n!V pA1, . . . ,Anq isolated roots in Cn mod 2pi?´1Zn. This bound is
attained for generic f .
This statement is equivalent to the polynomial version, because
exp : Cn mod 2pi
?´1Z ÝÑ Cnˆ
z ÞÝÑ exppzq “ `ez1 . . . ezn˘
is a bijection.
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0 e1
e3
0
e3
0 e1
e2e2
A1
A2
A3
t1ConvpA1q ` t2ConvpA2q ` t3ConvpA3q
t1ConvpA1q ` t2ConvpA2q
e3
0 e1
e2
e2
e3
0 e1
Figure 2. The mixed volume and the mixed surface. Top,
the support for the system of polynomials F1pX1, X2, X3q “
1 ` X2 ` X3 ` X2X3, F2pX1, X2, X3q “ 1 ` X1 ` X3 ` X1X3,
F3pX1, X2, X3q “ 1 ` X1 ` X2 ` X1X2. Each support is rep-
resented in a different color. Bottom left, the Minkowski linear
combination of the supports. Only the two cubes with edges of
all colors, aka ‘mixed cells’, have a volume term in t1t2t3. The
mixed volume V “ 13!2 “ 1{3, and this means that if the coeffi-
cients are replaced by generic coefficients the system has 2 roots
in Cˆ. Bottom right, the cells with surface multiple of t1t2 are
one of the parcels in the mixed surface. In this example there
are 6 of them, therefore V pConvpA1q,ConvpA2q, B3q “ 1 and by
permuting supports, the mixed surface V 1 is equal to 3.
The mixed volume was originally defined by Minkowski (1901) in connection
with surface and curvature of convex bodies. Assume that A Ă Rn is a compact
convex body with smooth boundary. Its surface or n´ 1 dimensional volume of its
boundary BA is given by
(8) V 1 “ V 1pAq “ BB |“0VolpA` B
nq “ nV pA, . . . ,A, Bnq.
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B2 C ` B2C
Figure 3. The Steiner polynomial of a convex body C is the vol-
ume of C ` Bn. In two dimensions, VolpC ` B2q “ VolpCq `
2LengthpBCq ` pi2. With the proper normalization, the coeffi-
cients of this polynomial are known as the intrinsic volumes of a
convex polytope.
A generalization of Minkowski’s surface quermassintegral turns out to be an
important invariant for homotopy continuation in the sparse case, namely
(9)
V 1pA1, . . . ,Anq “ BB |“0V pA1 ` B
n, . . . ,An ` Bnq “
ÿ
i
V pA1, . . . ,
i-th
Bn, . . . ,Anq
This quermassintegral will be called Mixed Surface in analogy with the ordinary
surface of the boundary of a convex set. Definitions (8) and (9) coincide when
A1 “ ¨ ¨ ¨ “ An “ A. Another manifestation of this invariant arises when one of the
supports in replaced by a unit simplex ∆n “ t0, e1, . . . , enu as a result of eliminating
one variable, see for instance (Herrero et al., 2019) and references. Recall that ∆n
has circumscribed radius
a
1´ 1{n so thatÿ
i
V pA1, . . . ,
i-th
Convp∆nq, . . . ,Anq ď
c
1´ 1
n
V 1 ď V 1.
Example 1.5.3. Suppose that the convex sets have the same shape, say Ai “ diA
for di ą 0. Then,
V “ V pA1, . . . ,Anq “
nź
i“1
diVolA
and ˜
min
1ďjďn
ź
i‰j
di
¸
V 1pAq ď V 1pA1, . . . ,Anq ď
˜
max
1ďjďn
ź
i‰j
di
¸
V 1pAq.
In this example,
V pA1, . . . ,Anq
V pAqmax dj ď
V 1pA1, . . . ,Anq
V 1pAq ď
V pA1, . . . ,Anq
V pAqmin dj
and the isoperimetric inequality (Khovanskii, 1989) V 1pAq ě nV pAqn´1n VolpBnq 1n
provides the bound
V pA1, . . . ,Anq ď pmax diq
?
piV pAq1{n
nΓpn{2q1{n V
1pA1, . . . ,Anq
where Γpn{2q1{n »a n2e .
Example 1.5.4. In the specific case when A “ Convp∆nq, n!V “ś di is the Be´zout
number and n!V 1 “ pn2 ` n?n` 1qřiśj‰i dj .
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Example 1.5.5. Let p, q P N be relatively prime. By Euclid’s algorithm there are
r, s P Z so that pr ` qs “ 1. Let A1 “ tr0, 0s, rp, qsu,A2 “ tr0, 0s, r´s, rsu and
Ai “ ConvpAiq. Then V pA1,A2q “ 12 and V 1pA1,A2q “
a
p2 ` q2`?r2 ` s2. We
see from this example that V 1{V can be arbitrarily large.
We saw in the previous section that the natural map Cn mod 2pi
?´1Zn ÑM
is pdet Λq to 1, so we may restate Theorem 1.5.2 as follows:
Theorem 1.5.6. Let A1, . . . , An be finite subsets of Cn, Ai “ ConvpAiq, i “
1, . . . , n, and let fi P FAi . Then, the system
f1VA1pzq “ 0
...
fnVAnpzq “ 0
has at most n!V pA1, . . . ,Anq{pdet Λq isolated roots in M. This bound is attained
for f generic.
Remark 1.5.7. The bound in Theorem 1.5.6 is basis invariant in the following sense:
if one replaces the Ai by AiM for an arbitrary matrix M with integer coefficients,
invertible over Q, then the number n!V pA1,¨¨¨ ,Anqdet Λ does not change.
We assume from now on that the mixed volume V pA1, . . . ,Anq is non-zero, and in
particular Λ has rank n. Then we consider a random Gaussian complex polynomial
system q, qi P FAi . For simplicity let fi “ Epqiq be the average, gi “ qi ´ fi and
Σ2i “ Epgi˚ giq be the covariance matrix. Recall that gi is a covector, so gi˚ is a
vector so Σ2i is indeed an Hermitian matrix. In this sense, qi „ Npfi,Σ2i ;FAiq. For
short,
F “ FA1 ˆ ¨ ¨ ¨ ˆFAn ,
q „ Npf ,Σ2;F q and g “ q´ f „ Np0,Σ2;F q
We will need a distortion bound to state the next Theorem. The condition
number depends on the metric we choose on the FAi ’s. In this paper, the metric is
specified by the choice of the coefficients ρia. Therefore we introduce a distortion
bound for these coefficients. Let A1i denote the set of vertices of ConvpAiq. We set
κρi
def“
bř
aPAi ρ
2
i,a
minaPA1i ρi,a
.
Remark 1.5.8. In the particular case ρia “ 1 for all a, we have κρi “
?
Si.
Remark 1.5.9. In the dense case of degree di with the coefficients of Example 1.3.2,
κρi “ pn` 1q
di
2 so this distortion can be much larger than
?
Si “
ˆ
di ` n
n
˙ 1
2
.
Remark 1.5.10. In general, νip0q ď κρi . Indeed, assume without loss of generality
that mip0q “ 0. Then,
}u}i0κρi “
ař
apρiaauq2
minaPA1i ρia
ě max
aPA1i
|au| “ max
aPAi
|au|.
Therefore, if }u}i0 ď 1 implies that maxaPAi |au| ď κρi .
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We also define zero-sets
Zpqq “ tz PM : q ¨Vpzq “ 0u and ZHpqq “ tz P Zpqq : }Repzq}8 ď Hu.
For generic q, Theorem 1.5.6 implies that
#ZHpqq ď #Zpqq “ n!V pA1, ¨ ¨ ¨ ,Anq
det Λ
.
Main Theorem B. Let A1, . . . , An P Rn be such that the Z-module Λ gen-
erated by
Ťn
i“1Ai ´ Ai is a subset of Zn, and suppose that the mixed volume
V pConvpA1q, . . . ,ConvpAnqq is non-zero. Let F “ FA1 ˆ ¨ ¨ ¨ ˆ FAn . Let Si “
#Ai “ dimCpFAiq ě 2. For each i, let Σi be diagonal and positive definite in FAi .
Let L “ maxi }fiΣ´1i }{
?
Si. Then, for any fixed real number H ą 0,
E
q„Npf ,Σ2;Fq
¨˝ ÿ
zPZHpqq
µ2pq ¨Rpzq, 0q‚˛ď
ď2.5eH
?
n
detpΛq
˜
1` 3L`
d
logpnq
minpSiq ` 2 logp3{2q
¸2
ˆmaxi
`
Siκ
2
ρi maxaPAipσ2i,aq
˘
mini,apσ2i,aq
´ÿ
δ2i
¯
pn´ 1q!V 1
where
V 1 “
nÿ
i“1
V p1-stA1 , ¨ ¨ ¨ ,
i-th
Bn, ¨ ¨ ¨ , n-thAn q
is the mixed surface.
Remark 1.5.11. The choice of the coefficients ρia allows for more flexibility to the
theory. Besides the trivial choice ρia “ 1 and the Weyl metric ρia “
dˆ
d
a
˙
, another
interesting possibility is ρia “ |fia| for a fixed system f . In this case, we recover
a condition number µpf , zq (resp. a renormalized condition number µpf ¨ Rpzqq
with respect to coefficientwise relative error. Numerical evidence supporting this
choice was presented by Malajovich and Rojas (2002), in the context of the non-
renormalized condition number.
Remark 1.5.12. The interest of varying the σia while keeping the ρia fixed arises
from the theoretical analysis of non-linear homotopy paths. For instance, one can
consider a Gaussian system g, and produce a non-linear homotopy by setting gia “
e´tbiagia for random real coefficients bia. This is equivalent to polyhedral homotopy
as described by Verschelde et al. (1994) or Huber and Sturmfels (1995). No a priori
step count bound is known at this time. This avenue of research will be pursued in
a future paper.
Remark 1.5.13. Let d P N. If we replace each Ai in Theorem B by dAi, we will
replace the mixed surface V 1 by dn´1V 1 and each δi by dδi. Moreover, det dΛ “
dn det Λ. To keep the same solution set, we must replace H by H{d. The right
hand bound is therefore invariant. It is not, unfortunately, a lattice basis invariant.
Below is a simplified statement of Theorem B. We assume a centered, uniform
Gaussian distribution with coefficients ρia “ 1. The expectancy grows mildly in
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tems of n and H. However, it grows as the square of the generalized degrees. In
the unmixed case A1 “ ¨ ¨ ¨ “ An, the number V 1 is precisely the area of ConvpAiq.
Corollary 1.5.14. Under the hypotheses of Theorem B with ρia “ ρi,
E
g„Np0,I;Fq
¨˝ ÿ
zPZHpgq
µ2pg ¨Rpzq, 0q‚˛ď 2.5eH?n
detpΛq
˜
1`
d
logpnq
minpSiq ` 2 logp3{2q
¸2
ˆmax
i
pS2i q
´ÿ
δ2i
¯
pn´ 1q!V 1
Example 1.5.15 (dense case). Assume that n, d P N and Ai “ ta P Nn0 :
ř
ai ď du
In that case V “ dnn! , V 1 “ d
n´1
n´1! pn`
?
nq and Si “
ˆ
n` d
n
˙
. Choosing the center
of gravity as the origin, δi “ d
´
1´ n`1pn`1q2
¯
ď d. We obtain a bound of
O
˜
Hn3{2dn`1
ˆ
d` n
n
˙2¸
.
The only known results that are vaguely similar to Theorem B are Theorems 1
and 5 by Malajovich and Rojas (2004). The mixed case (Theorem 5) depends on a
quantity called the mixed dilation. This is equal to 1 in the unmixed case, but the
mixed dilation is hard to bound in general. The definition of the condition number
is different but coincides up to scaling, in the unmixed case, with the definition here:
what appears as µ is actually
?
nµ in this paper. Volumes are also differently scaled.
There is no renormalization, so there is no need for H. We obtain an imperfect
comparison to Theorem 1 of Malajovich and Rojas (2004), after rescalings:
Theorem 1.5.16. Let A1 “ ¨ ¨ ¨ “ An and ρia “ 1. Then,
Prob
g„Np0,I;Fq
„
max
zPZpgq
µpg, zq ą ´1

ď npn` 1qpSi ´ 1qpSi ´ 2q n!V 4.
Recall that µpg, zq ě 1. Integrating with respect to t “ ´2, we recover
E
g„Np0,I;Fq
ˆ
max
zPZpgq
µ2pg ¨Rpzq, 0q
˙
ď npn` 1qpSi ´ 1qpSi ´ 2q n!V
ż 8
1
t´2 dt
“ npn` 1qpSi ´ 1qpSi ´ 2q n!V
and none of the bounds implies the other. Finally, we state below another simplified
version of Theorem B. It is the cornestone of this paper, as it is part of the proof of
Theorems B and 5.1.1. It can be directly comparted to Theorem 18.4 by Bu¨rgisser
and Cucker (2013).
Theorem 1.5.17. Let A1, . . . , An P Rn be such that the Z-module Λ generated byŤn
i“1Ai´Ai is a subset of Zn, and suppose that the mixed volume V pConvpA1q, . . . ,
ConvpAnqq is non-zero. Let F “ FA1 ˆ ¨ ¨ ¨ ˆFAn . Let Si “ #Ai “ dimCpFAiq ě
2. Let Σ be diagonal and positive definite in F . Fix some real number H ą 0, and
denote by ZHpqq be the set of isolated roots of q P F in M with }Repzq}8 ď H.
Then, regardless of fˆ P F ,
E
q„Npfˆ ,Σ2q
¨˝ ÿ
zPZHpqq
}Mpq, zq´1}2F ‚˛ď 2H?ndetpΛq 1mina σ2ka pn´ 1q!V 1.
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The left-hand-side of (Bu¨rgisser and Cucker, 2013, Theorem 18.4) is actually
averaged by the number of paths (Be´zout number). Due to our choice of normal-
ization, their result becomes:
Theorem 1.5.18 (Bu¨rgisser and Cucker, 2013). Assume that A1, . . . , An “ ta P N0 : ř aj ď du.
Let ρ2ia “
ˆ
d
a
˙
. Let σ ą 0. Then,
E
q„Npfˆ ,σ2Iq
˜?
n
ř
zPZpqq }Mpq, zq´1}22
n!V
¸
ď epn` 1q
2σ2
while the particular case of Theorem 1.5.17 would be
E
q„Npfˆ ,σ2Iq
˜?
n
ř
zPZHpqq }Mpq, zq´1}2F
n!V
¸
ď 2H
a
npn` 1q
σ2
pn´ 1q!V 1
n!V
.
The isoperimetric ratio in this example is pn´1q!V
1
n!V “ n`
?
n
d . As we see, the price
to pay for greater generality is of modest OpHn{dq.
1.6. On infinity. Theorem B suggests that roots with large infinity norm are a
hindrance to renormalized homotopy. There are two obvious remedies. One of them
is to change coordinates ‘near infinity’ and use another sort of renormalization. The
other remedy is to show that roots with a large infinity norm have low probability.
In this paper we pursue the latter choice.
Recall that the toric variety was defined as the Zariski closure
V “ trVpxqs : x PMu “ trpV1pxqs, . . . , rVnpxqsq : x PMu Ă PpFA1qˆ¨ ¨ ¨ˆPpFAnq.
Points of the form rVpxqs, x PM are deemed finite, all the other points are said
to be at toric infinity.
Example 1.6.1 (Linear case). Assume that Ai “ ∆n “ t0, e1, . . . , enu for i “
1, . . . , n. Then for any nonempty proper subset B of Ai we set yj “ 0 for j P B,
yj “ ´1 for j R B. For any 1 ď j ď n, choose ´pi ă ωj ď pi. Define
xptq “
¨˚
˚˝˚py1 ´ y0qt` ω1
?´1
py2 ´ y0qt` ω2?´1
...
pyn ´ y0qt` ωn?´1
‹˛‹‹‚
so the point rws “ limtÑ`8rVpxptqqs is a point at toric infinity. The reader can
easily check that each choice of B defines a different set of points at toric infinity
in V , with wa ‰ 0 if and only if a P B.
In order to clarify what does ‘toric infinity’ look like in general, we may introduce
the Legendre transform associated to each polytope,
λi : Rn ÝÑ R
ξ ÞÝÑ λipξq def“ maxaPAi aξ.
Always, aξ ´ λipξq ď 0, @a P Ai. The convex closure ConvpAiq is the intersection
of all half-spaces xξ´λipξq ď 0 for ξ P Sn´1. Its ‘supporting’ facet in the direction
ξ is ConvpAξi q for the subset
Aξi “ ta P Ai : λipξq ´ aξ “ 0u.
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We also define
ηi : Rn ÝÑ R
ξ ÞÝÑ ηipξq def“ minaPAizAξi λipξq ´ aξ
Each function ηi is lower semi-continuous, with infξPSn´1 ηipξq “ 0. Yet, the ηi will
provide us with an important invariant to assess the ‘quality’ of a tuple of supports
pA1, . . . , Anq. Before, we need to introduce the associated fan, which is the dual
structure to this tuple.
Definition 1.6.2. For any tuple of non-empty subsets B1 Ă A1, . . . , Bn Ă An, the
open cone above pB1, . . . , Bnq is
CpB1, . . . , Bnq “ t0 ‰ ξ P Rn : Bi “ Aξi u
The closed cone C¯pB1, . . . , Bnq is the topological closure of CpB1, . . . , Bnq in Rn.
The open cone above pB1, . . . , Bnq may possibly be the empty set. It is always
a polyhedral cone, and its closure is either empty or a pointed closed cone. For
j “ 0, . . . , n ´ 1, let Fj be the set of non-empty oriented j ` 1-dimensional closed
cones of the form C¯pB1, . . . , Bnq for H ‰ Bk Ă Ak.
Definition 1.6.3. The fan associated to the tuple pA1, . . . , Anq is the tuple pFn´1,
. . . ,F0q.
Remark 1.6.4. If ZFj denotes the Z algebra of Fj , then we obtain an exact sequence
ZFn´1 BÑ ¨ ¨ ¨ BÑ ZF0 BÑ Zt0u Ñ 0
where B is the border operator. Moreover, the union of the cones in Ť0ďiďn´1 Fi
is Rnzt0u.
The quality or condition of the tuple of supports can now be measured in terms
of the face gaps
(10) ηi “ min
ξPF0XSn´1
ηipξq and η “ min
i
ηi.
(See figure 4). A related invariant is the gap associated to the lattice Λ generated
by YAi ´Ai:
ηΛ “ min
ξPF0XSn´1
min
bPΛ:bξ‰0 |bξ|.
We will prove that if a system of sparse exponential sums has a root with a large
infinity norm, then it is close to the variety of systems with a root at toric infinity:
Theorem 1.6.5. Let H ą 0. Let q P F and suppose that there is z P Zpqq with
}Repzq}2 ě H. Then, there are ξ P F0 X Sn´1 and r P F such that
}ri}
}qi} ď κρie
´ηiH{n, i “ 1, . . . , n
with the property that limtÑ8rVpz` tξqs is a root at infinity for q` r. This means
that for all i,
pqi ` riq ¨
ˆ
lim
tÑ8
1
}VAipz` tξq}VAipz` tξq
˙
“ 0.
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5
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Figure 4. The computation of η for the polynomial system
F1pX,Y q “ 1 `X2 ` Y 2 `X2Y 2, F2pX,Y q “ X2 ` Y 2 `X4Y 4.
Top line, the supports and the normal vectors. Second line left,
the fan F1 “ tC1, . . . , C7u and F0 “ t˘e1,˘e2,a,b, cu. Right, the
lattice Λ and the minimal gap ηΛ. Bottom, the value of ηi at each
element of F0.
Let Σ8 be the set of all systems p P F that admit a root at toric infinity.
The condition number theorem above says that the ‘reciprocal condition’ of q with
respect to Σ8 is bounded above by Siκρie´ηH{n. The role of Σ8 can be clarified
by translating Bernstein’s second theorem into the language of this paper.
Theorem 1.6.6 (Bernstein, 1975, Theorem B). Assume that the mixed volume
V pConvpA1q, . . . ,ConvpAnqq does not vanish. The mixed volume bound in Theo-
rem 1.5.2 (resp. 1.5.6) for the number of isolated roots is attained if and only if
f R Σ8.
Remark 1.6.7. The Theorem above says nothing about the condition of the isolated
roots for f R Σ8. However, it clarifies that isolated roots have multiplicity one.
Remark 1.6.8. From Lemma 1.3.7, we immediatly recover the estimate
(11) ηΛ ď η ď ηi ď diampConvpAiqq ď 2δi
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Now we need to consider homotopy paths, and we pick the easiest example: set
qptq “ g ` tf , where f is fixed and g is a Gaussian random variable. But we will
need paths avoiding Σ8. This is possible if we take t real.
At this point we need to mention a particular class of tuples pA1, . . . , Anq that
guarantee that Σ8 is empty, for qia ‰ 0. Recall that the tropical semi-ring is
RYt´8u, with sum xy “ maxpx, yq and product xy “ x`y. We will keep the
notation xa “ x ¨ ¨ ¨ xlooooomooooon
atimes
. To a tropical polynomial aPAfaXa we associate the
set of X where the maximum of faXa is attained twice. This is called the tropical
surface associated to the polynomial. To a system of tropical polynomial equations,
one associates the tropical prevariety, that is the intersection of the tropical surfaces
from each equation.
Definition 1.6.9. A system of n-variate polynomials G1, . . . , Gn, with support
pA1, . . . , Anq,
GipXq “
ÿ
aPAi
GiaX
a i “ 1, . . . , n,
Gia ‰ 0, is strongly mixed if and only if, the tropical polynomial system
Hipξq “
ð
aPAi
ξa
has tropical prevariety t0u. The same definition holds for exponential sums, and
we will loosely say that pA1, . . . , Anq is a strongly mixed support.
Remark 1.6.10. The tropicalization of the polynomial GipXq is usually defined as
troppGiq “
ð
aPAi
p´vpGiaqq ξa
where v is a non-trivial valuation. This is different from the polynomials Hipξq
above. For more details on tropical geometry, the reader is refered to the book by
Maclagan and Sturmfels (2015).
Remark 1.6.11. Let n ě 2. A system that is strongly mixed cannot be unmixed.
It cannot have a repeated support. It cannot have a support that is a scaled
translation of another support.
We expect generic systems of m tropical polynomials in n variables to have
n´m dimensional tropical prevarieties, but the system above is not generic. All the
tropical monomials have identical coefficient, so this particular tropical prevariety is
a union of polyhedral cones, plus the origin. More precisely, the tropical prevariety
is the union of the origin and the cones of a (possibly empty) subset of Fn´2Y¨ ¨ ¨YF0.
Example 1.6.12 (Dense linear case). If A1 “ ¨ ¨ ¨ “ Am “ ∆n “ t0, e1, . . . , enu, then
the tropical prevariety is the union of all the cones in Fn´2.
Lemma 1.6.13. Let A1, . . . , An Ă Rn be finite, with Ai ´Ai Ă Zn. The following
are equivalent:
(a) The exponential sum ÿ
aPAi
qiaz
a, i “ 1, . . . , n
is strongly mixed.
(b) For each ξ P F0 X Sn´1, there is i such that #Aξi “ 1.
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(c) Σ8 is contained in an union of #F0 hyperplanes of the form
qia “ 0.
Before stating the next result, we introduce the polynomial
vptq def“ BB |“0VolpConvpA1q ` B
n ` tA, . . . ,ConvpAnq ` Bn ` tAq
“
nÿ
k“0
vkt
k.
where Bn denotes the unit n-ball, A “ ConvpA1 ` ¨ ¨ ¨ ` Anq and V is the mixed
volume. Notice that v0 “ V 1 is the mixed surface. When A1 “ ¨ ¨ ¨ “ An, vptq “
p1`tnqn´1V 1. The coefficients vk can be seen up to scaling as a mixed, non-smooth
analogue of the curvature integrals in Weyl’s tube formula (Bu¨rgisser and Cucker,
2013, Theorem 21.9).
Main Theorem C. Let A1, . . . , An Ă Zn be finite, with non-zero mixed volume.
Under the notations above, the following hold:
(a) The set Σ8 is contained in the zero set of a polynomial r of degree
dr ď e
2ηΛ?
4pi det Λ
max
kě0 pn´ k! k! vkq #F0
(b) If the system is strongly mixed, then dr “ #F0 and Σ8 “ Zprq.
(c) Assume that rpfq ‰ 0. Then, the set
Σ8f “ tg P F : Dt P R,g ` tf P Σ8u
is contained, as a subset of R2S, in the zero set of a real polynomial s “ spgq
of degree at most d2r.
When f is fixed with rpfq ‰ 0, the set of paths with some root of large norm is
a neighborhood of Σ8f in the usual topology. More specifically, define
ΩH “ Ωf ,T,H “ tg P F : Dt P r0, T s, Dz P Zpg ` tfq ĂM, }Repzq}8 ě Hu .
At this point and in the next section, we choose always coefficients ρia “ 1 and
variance Σ2 “ I, in order to keep statements short.
Theorem 1.6.14. Assume that ρi,a “ 1 for all i,a. Assume that rpfq ‰ 0. Let
0 ă δ ă 12p2d2r`1qS and assume that
H ě n
η
log
ˆ
16eδ´1d2rSmax
i
pSiq
ˆ
1` T }f}
2S
?
δ
?
S
?
e
˙˙
.
Then,
Prob
g„Np0,I;Fq
rg P ΩH s ď δ.
Remark 1.6.15. The coefficients vk can be bounded in terms of a more classical-
looking Quermassintegral. Indeed, let
wpτq def“ VolpConvpA1q ` τBn, . . . ,ConvpAnq ` τBnq
“
nÿ
k“0
wkτ
k.
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The first terms are w0 “ V and w1 “ V 1. Since A Ă přni“0 δiqBn, we bound
vk ď np
nÿ
i“0
δiqkwk`1 ď np
nÿ
i“0
δiqn´1
ˆ
n
k ` 1
˙
VolpBnq.
In particular,
logpdrq ď O
˜
logp#F0q ` n logpnq ` logpηΛ{detpΛqq ` n log
˜
nÿ
i“0
δi
¸¸
Remark 1.6.16. The coefficients wk from the preceding remark are closely related to
well-known invariants in convex geometry, the intrinsic volumes VkpCq of a convex
body C. In the unmixed case A1 “ A2 “ ¨ ¨ ¨ “ An, one hasˆ
n
k
˙
wk “ VolpBn´kqVkpConvpA1qq.
1.7. Analysis of the homotopy algorithm. The ‘renormalization’ process comes
at a cost. We will define below three sets that must be excluded from the choice of
g for the algorithm to behave well. Choices of g in one of those sets may lead to a
‘failed’ computation, and we have to start over.
The first of those sets is easy to describe and easy to avoid. It corresponds to
paths qt “ q ` tf with no known decent upper bound for the renormalized speed
vector ›››› BBt pqt ¨Rpztqq
››››
qt¨Rpztq
for some continuous zt P Zpqtq. We will see that this set is confined to a product
of slices in the complex plane, one slice from each coordinate:
Λ
def“
"
g P F : D1 ď i ď n, Da P Ai, | arg
ˆ
gia
fia
˙
| ě pi ´ 
*
.
Notice that Probg„Np0,I;Fq rg P Λs ď S pi , S “ dimCpF q. For simplicity we will
take  “ pi72S so that Probg„Np0,I;Fq rg P Λs ď 1{72.
The second exclusion set is more subtle. We want to remove the set
ΩH “ Ωf ,T,H
from Theorem 1.6.14. While we do not know a priori if g P ΩH , we can ex-
ecute the path-following algorithm and stop in case of failure, that is in case
}Repzptqq}8 ě H. Failure is also likely if f has a root at infinity. We pick H
so that δ “ Probg„Np0,I;Fq rg P ΩH s ď 12p2d2r`1qS in order to apply Theorem 1.6.14.
Since S ě 4 and dr ě #F0 ě 2, we have always δ ď 172 . We deduce that with
probability ě 71{72, g R ΩH for
H “ n
η
O plogpdrq ` logpSq ` logpT qq
The third set to avoid is
YK “ tg P F : Di, }gi} ě K
a
Siu
Using the large deviations estimate, we will show that for K “ 1`
b
logpnq`logp10q
minpSiq
we have Probg„Np0,I;Fq rg P YKs ď 1{10.
Main Theorem D. There is a constant C with the following property:
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(a) Assume that A1, . . . , An P Rn are such that the Z-module Λ generated byŤn
i“1Ai´Ai is a subset of Zn, and that the mixed volume V “ V pConvpA1q, . . . ,
ConvpAnqq is non-zero. Also, let V 1 be the mixed surface as in (9).
(b) Let F “ FA1 ˆ ¨ ¨ ¨ ˆFAn where it is assumed that for all i,a P Ai, ρi,a “ 1.
Denote by Si the complex dimension of FAi , Si “ #Ai, and assume that
Si ě 2.
(c) Let f P F with rpfq ‰ 0 where r is the polynomial from Theorem B. Suppose
also that f is scaled in such a way that }fi} “ ?Si.
(d) Let K “
´
1`
b
logpnq`logp10q
minpSiq
¯
.
(e) Define also
κf “ max
i,a
}fi}
|fia| .
and
µf “ max
zPZpfq
µpf ¨Rpzq, 0q.
(f) Take g „ Np0, I;F q, and and consider the random path qt “ g ` tf P F . To
this path associate the set Z pqtq be the set of continuous solutions of qt¨Vpztq ”
0.
(g)
Q
def“ η´2
˜
nÿ
i“1
δ2i
¸
maxpn!V, n´ 1!V 1ηq
det Λ
where η was defined in (10) and V 1 is the mixed surface as in Theorem B.
(h)
LOGS “ logpdrq ` logpSq ` logpν0q ` logpµf q ` logpκf q
where dr is the degree of r.
Then with probability 1, all zt P Z pqτ q are continuous for t P r0,8s. With proba-
bility ě 3{4,ÿ
zτPZ pqτ q
L pqt, zt; 0,8q ď CQnS3{2 max
i
pS3{2i qKpK `
a
1`K{4` κf {8q
ˆκfµ2f ν0 LOGS
Remark 1.7.1. Remark 1.6.8 implies that 12 ď n4 ď η´2
ř
δ2i . The number of paths
satisfies with probability one:
#Zpqtq “ n!V
Λ
ď 2Q.
Remark 1.7.2. The quantity Q is invariant by uniform integer scaling Ai ÞÑ dAi,
d P N.
Remark 1.7.3. In the particular case f is strongly mixed, dr ď #F0. Otherwise a
bound for dr is provided by Theorem C.
The proof of Theorem D is postponed to Section 5.
Definition 1.7.4. Assume that f P F is non-degenerate with no root at infinity.
A certified solution set for f is a set X of certified approximate roots for f , with
different associated roots, with
#X “ n!V pConvpA1q, . . . ,ConvpAnqq.
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Theorems A and D above give complexity estimates for producing certified so-
lution sets for some f P F from a certified solution set for a random g P F and
vice-versa. First of all, assume that there is a procedure to generate a random
g P F together with a certified solution set Xg. Let µf “ maxζPZpfq µpf ¨ Rpζq, 0q.
Apply the algorithm of Theorem A to the path qt “ g ` tf , t P r0, T s, for all
x0 P Xg. If rpfq ‰ 0 and µf is finite, this will produce (with probability 3/4) a
certified solution set Xf for f , within the complexity bound of Theorem D.
Reciprocally, assume that h P F is given, rphq ‰ 0, together with a certified
solution set Xh for h. Let µh “ maxζPZphq µph ¨ Rpζq, 0q be finite. We can apply
the algorithm of Theorem A to the homotopy path pt “ t´1g` f , t P r0,8s. With
probability at least 3{4, this will produce a certified solution set for g. The condition
length is given in Theorem D. We can compose the two procedures: given h and
a certified solution set, produce a certified solution set for g and finally produce a
certified solution set for f .
Proposition 1.7.5. Let f ,h P F be given rpfq ‰ 0, rphq ‰ 0, together with a
certified solution set Xh for h. Let κ “ maxpκf , κgq. Let g P Np0, I;F q. Then
with probability ě 1{2, the procedure above will produce a certified solution set Xf
for f in at most
ď Qp4` δ´1˚ CnS3{2 max
i
pS3{2i qKpK `
a
1`K{4` κ{8qκpµ2f ` µ2hqν0 LOGSq
renormalized Newton iterations.
LOGS1 “ logpdrq ` logpSq ` logpν0q ` logpµf q ` logpµhq logpκq
This algorithm can be modified to ‘give up’ for an unlucky choice of g and start
again. However, the results in this paper would be completely useless if one really
needed to know Q, dr and µf in order to produce a probability one algorithm for
homotopy. Here is what we can do:
Let
N˚
def“ Qp4` δ´1˚ CnS3{2 max
i
pS3{2i qKpK `
a
1`K{4` κ{8qκpµ2f ` µ2hqν0 LOGS1q
be the exact bound. From remark 1.7.1, there are at most 2Q paths to follow. Each
path requires at most two extra steps, one comes from the bound from Theorem A
and the other is the final refining step. Hence, the total number of extra steps is at
most 4Q.
We do not assume N˚ to be known. Since the probability 1/2 procedure of
Proposition 1.7.5 requires at most N˚ renormalized Newton iterations, we will pro-
ceed as follows:
1 Stipulate an arbitrary value N0 and set k “ 0.
2 Repeat
2.1 Execute the algorithm of Proposition 1.7.5 up to Nk renormal-
ized Newton iterations.
2.2 If the algorithm terminated with a set Xf of approximate so-
lutions for f and #Xf “ #Xh, then output Xf and terminate.
2.3 Set Nk`1 “
?
2Nk and increase k by one.
Eventually for some value of k, Nk ď N˚ ă Nk`1 so this algorithm succeeds
with probability one. The expected number of renormalized Newton iterations is
N¯
def“ N0 ` ¨ ¨ ¨ `Nk ` 1
2
Nk`1 ` 1
4
Nk`2 ` . . .
32 GREGORIO MALAJOVICH
Trivially,
N0 ` ¨ ¨ ¨ `Nk ď N˚
˜
1` 1?
2
`
ˆ
1?
2
˙2
` . . .
¸
“ p2`?2qN˚
while
1
2
Nk`1 ` 1
4
Nk`2 ` ¨ ¨ ¨ ď N˚
˜
1?
2
`
ˆ
1?
2
˙2
` . . .
¸
“ p1`?2qN˚
It follows that
N¯ ď p3` 2?2qN˚.
We proved:
Main Theorem E. There is a probability 1 algorithm with input n,A1, . . . , An, f P
F ,h P F , Xh and output Xf with the following properties. If rpfq ‰ 0, rphq ‰ 0,
N˚ is finite and Xh is an approximate solution set for h, then Xf is an approximate
solution set for f . This algorithm will perform at most
p3` 2?2qN˚.
renormalized Newton iterations on average.
If a system h P F is given together with all its solutions, µh, κh are finite
and rphq ‰ 0, then we can solve arbitrary systems in F at a cost that depends
polynomially on µf and κf . This leads to a non-uniform algorithm, with a non-
uniform bound depending also on the supports A1, . . . , An:
Corollary 1.7.6. Let F be fixed. There is a non-uniform randomized algorithm
that finds all the roots of f P F , rpfq ‰ 0, with probability 1 and expected cost
Opµ2f logpµf qκf logpκf qq.
.
1.8. Related work. Shub (2009) introduced the condition length in the solution
variety and related it to the number of Newton steps in a homotopy continuation
method. The step selection problem was dealt independently by Beltra´n (2011) and
Dedieu et al. (2013). The integral bounds obtained in those papers would apply
to any subspace of the space of dense polynomials. As explained before, lack of
unitary invariance prevented obtaining global complexity bounds in this setting.
Recently, Ergu¨r et al. (2019, TA) introduced new techniques in the context of real
polynomial solving that may overcome this difficulty.
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Shub, Jean-Claude Yakoubsohn, Marianne Akian, Ste´phane Gaubert for helping to
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2. Renormalized homotopy
Constants in Theorem A and its proof
α˚ “ 0.074, 609, 958 ¨ ¨ ¨ α˚˚ “ 0.096, 917, 682 ¨ ¨ ¨ δ˚ “ 0.085, 180, 825 ¨ ¨ ¨
u˚ “ 0.129, 283, 177 ¨ ¨ ¨ u˚˚ “ 0.007, 556, 641 ¨ ¨ ¨ u˚˚˚ “ 0.059, 668, 617 ¨ ¨ ¨
The objective of this section is to prove Theorem A. We first prove a technical
result for later use.
2.1. Technical Lemma.
Lemma 2.1.1. Let fi P FAi and x P Cn. Assume that mip0q “ 0 for i “ 0, . . . , n.
Write ν0 “ νp0q. Then for all i “ 1, . . . , n,
dP pfi, fi ¨Ripxqq ď
?
5 }x}i,0 νip0q.
Moreover,
dP pf , f ¨Rpxqq ď
?
5 }x}0 ν0.
Proof. Without loss of generality, let }fi} “ 1. First, assume that x is a real vector.
Then,
dP pfi, fi ¨Ripxqq “ inf
tPC
}fi ´ tfi ¨Ripxq}
}fi}
ď
d ÿ
aPAi
|fi,a|2|1´ eax´`pxq|2
where we set t “ 1 and `pxq “ maxaPAi aRepxq “ maxaPAi aRepxq is the Legendre
transform of the trivial map Ai Ñ R, a ÞÑ 0. For all a P Ai, ax ´ `pxq ď 0. The
mean value theorem applied to t ÞÑ etpax´`pxqq implies that
dP pfi, fi ¨Ripxqq ď
d ÿ
aPAi
|fi,a|2|ax´ `pxq|2
ď max
aPAi
|ax´ `pxq|.
Now, assume that x is pure imaginary.
dP pfi, fi ¨Rpxqq “ inf
tPC
}fi ´ tfi ¨Ripxq}
}fi}
ď inf
tPC }fi ´ fi ¨Ripxq}
ď
d ÿ
aPAi
|fi,a|2|1´ eax|2
ď max
aPAi
|ax|
For a general x P Cn, triangular inequality and Theorem 1.4.2(c) imply that
dP pfi, fi ¨Ripxqq ď dP pfi, fi ¨RipRepxqqq ` dP pfi ¨RipRepxqq,
fi ¨RipRepxqq ¨RipImpxqqq
ď max
aPAi
|apRepxqq ´ `pxq| ` }fi ¨ ¨RipRepxqq}max
aPAi
|apImpxqq|
ď 2 max
aPAi
|apRepxqq| `max
aPAi
|apImpxqq|
ď ?5}x}i,0 νip0q
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where the last inequality comes from:
max
c2`s2ď1
2c` s “ max
0ďtď2pi 2 cosptq ` sinptq “
?
5.
Finally,
dP pf , f ¨Rpxqq2 “
ÿ
i
dP pfi, fi ¨Ripxqq2 ď 5νip0q
ÿ
i
}x}2i,0 ď 5ν0}x}20.

2.2. Proof of Theorem A. We claim first that for α˚ small enough, the recurrence
(4) of Definition 1.4.6 is well-defined in the sense that given previously produced
tj ă T and xj , there is tj`1 ą tj satisfying the condition in (4). This will follow
from the intermediate value theorem after replacing f by qtj in the Lemma below.
Lemma 2.2.1. Assume that
1
2
βpf ¨Rpxjq, 0q µpf ¨Rpxjq, 0q ν0 ď α ď α0.
Moreover, set xj`1 “ NpfRpxjq, 0q ` xj as in (4). Then,
(12)
1
2
βpf ¨Rpxj`1q, 0q µpf ¨Rpxj`1q, 0q ν0 ď α2 p1´ αq
ψpαqp1´ 2?5αq
Numerically, the bound in the right-hand side of (12) is smaller than α for all
0 ă α ď 0.155, 098 . . . and α˚ ă 1.555.
Proof. Proposition 1.3.9(c) applied to pf ¨Rpxjq, 0q yields
βpf ¨Rpxjq, 0q γpf ¨Rpxjq, 0q ď 1
2
βpf ¨Rpxjq, 0qµpf ¨Rpxjq, 0qν0 ď α.
Let y0 “ xj and Fpyq “ f ¨ V pyq. Lemma 1.4.3 implies that
βpF,y0q γpF,y0q ď α ď α0
so we are in the conditions of Theorem 1.4.5. Moreover, xj`1 “ y1 “ NpF,y0q so
that according to Shub and Smale (1993a, Prop. 3 p.478),
βpF,y1q ď 1´ α
ψpαq αβpF,y0q
where ψpuq “ 1´ 4u` 2u2. Let gi “ fi ¨Rpxjq “ fi ¨Rpy0q. Lemma 2.1.1 yields
dP pfi ¨Rpxjq, fi ¨Rpxj`1qq “ dP pgi,gi ¨Rpxj`1 ´ xjqq
ď ?5 }xj`1 ´ xj}i0 ν0.
Hence,
dP pf ¨Rpxjq, f ¨Rpxj`1qq ď
?
5}xj`1 ´ xj}0 ν0 “
?
5βpf ¨Rpxjq, 0q ν0
From Proposition 1.3.9(b),
µpf ¨Rpxj`1q, 0q ď µpf ¨Rpxjq, 0q
1´ µpf ¨Rpxjq, 0qdP pf ¨Rpxjq, f ¨Rpxj`1qq ď
µpf ¨Rpxjq, 0q
1´ 2?5α
Putting all together,
1
2
βpf ¨Rpxj`1q, 0q µpf ¨Rpxj`1q, 0q ν0 ď α2 p1´ αq
ψpαqp1´ 2?5αq

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Figure 5. The graphs of u0, u˚pαq, u˚˚pαq and u˚˚˚pαq.
Equation (6) follows from item (2) of the Lemma 2.2.2 below. The other two
items will be instrumental to the complexity bound.
Lemma 2.2.2. With the notations of Theorem 1.4.5, let u0 “ 5´
?
17
4 . For 0 ă
α ă α0, define
u˚ “ αr0pαq
1´ 2?5r0pαqα
u˚˚ “ αr1pαq
1´ 2?5r1pαqα
and u˚˚˚ “ ψpu˚qu˚`ψpu˚qα. Then,
(a) for tj ď t ď tj`1, ujptq ă u˚ ă u0,
(b) ujptjq ď u˚˚, and
(c) ujptj`1q ě u˚˚˚.
The graphs of u˚, u˚˚ and u˚˚˚ as functions of α are plotted in Figure 5. In view
of Lemma 2.2.2, we define α˚˚ » 0.096, 917 ¨ ¨ ¨ as the solution of u˚pα˚˚q “ u0.
The bound in the right-hand side of (12) is strictly smaller than α for all 0 ă α ď
α˚˚ ď 0.155, 098 . . . . Also notice that α˚˚ is smaller than the constant α0 from
Theorem 1.4.5.
Proof. Apply Smale’s alpha-theorem (Theorem 1.4.5) to the point y1 “ xj`1, for
Fpyq “ qt ¨ V pyq, tj ď t ď tj`1. From the construction of tj`1 in (4) we know that
αpF,yq “ αpF,xj`1q ď α ď α0. Theorem 1.4.5(b) asserts that the Newton iterates
of y1 converge to a zero zt of Ft with
}y1 ´ zt}0 ď r0pαqβpqtRpxj`1q, 0q
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From Proposition 1.3.9(b) followed by Lemma 2.1.1, by the bound above, then by
the hypothesis 12βpqtRpy1q, 0qµpqt ¨Rpy1q, 0qν0 ď α:
µpqt ¨Rpztq, 0q ď µpqt ¨Rpy1q, 0q
1´ µpqt ¨Rpy1q, 0qdP pqt ¨Rpy1q,qt ¨Rpztqq
ď µpqt ¨Rpy1q, 0q
1´?5µpqt ¨Rpy1q, 0q}y1 ´ zt}0ν0
ď µpqt ¨Rpy1q, 0q
1´ 2?5r0pαqα
Therefore,
ujptq “ 1
2
}zt ´ xj`1}µpqt ¨Rpztq, 0qν0 ď αr0pαq
1´ 2?5r0pαqα “ u˚.
By construction u˚ ă u0, and equation (6) follows.
We may obtain a sharper estimate for ujptjq, since y1 “ xj`1 is the iterate of
y0 “ xj . In that case,
}y1 ´ ztj }0 ď r1pαqβpqtjRpxjq, 0q
and by the very same reasoning,
ujptjq ď αr1pαq
1´ 2?5r1pαqα “ u˚˚
If tj`1 ‰ T , then by construction
1
2
βpqtj`1Rpxj`1q, 0qµpqtj`1Rpxj`1, 0q, 0q ν0 “ α
Thus,
1
2
}xj`1 ´ ztj`1}0 µpqtj`1Rpxj`1q, 0q ν0 ď u˚ ă u0
Let y0 “ xj`1. From (Blum et al., 1998, Proposition 1 p. 157) the Newton iterate
y1 “ NpF,y0q satisfies
}y1 ´ ztj`1}0 ď u˚ψpu˚q}y0 ´ ztj`1}0.
Therefore,
βpqtj`1Rpxj`1q, 0q “ }y0 ´ y1}0
ď }y0 ´ ztj`1}0 ` }ztj`1 ´ y1}0
ď
ˆ
1` u˚
ψpu˚q
˙
}xj`1 ´ ztj`1}0.
It follows that
α ď 1
2
ˆ
1` u˚
ψpu˚q
˙
}xj`1 ´ ztj`1}0 µpqtj`1Rpxj`1q, 0q ν0
ď
ˆ
1` u˚
ψpu˚q
˙
ujptj`1q
Since u˚˚˚ “ ψpu˚qψpu˚q`u˚α,
u˚˚˚ ď ujptj`1q.

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Towards the proof of Theorem A, let µj “ µpqtj ¨Rpztj q, 0q and let
dmaxptq “ max
tjďτďt
dP pqτ ¨Rpzτ q,qtj ¨Rpztj qq.
Clearly dmaxp0q “ 0 and dmaxptq is a continuous function.
Lemma 2.2.3.
dmaxptj`1qµj ď p1` dmaxptj`1qµjqL ptj , tj`1q.
Furthermore if L ptj , tj`1q ă 1,
dmaxptj`1qµj ď L ptj , tj`1q
1´L ptj , tj`1q
Proof. The projective distance is always less than the Riemannian metric, since
they share the arc length element. The Riemannian distance between two points
is smaller or equal than the Riemannian length of an arbitrary path between those
two points. We obtain the upper bound
dmaxptj`1q ď max
tjďτďtj`1
ż τ
tj
›››› BBτ pqτ ¨Rpzτ qq
››››
qτ ¨Rpzτ q
dτ
ď
ż tj`1
tj
›››› BBτ pqτ ¨Rpzτ qq
››››
qτ ¨Rpzτ q
dτ.
and 0 ď dmaxptq ď dmaxptj`1q for tj ď t ď tj`1. From the definition of dmaxptq, we
have a trivial lower bound
(13) dP pqtj ¨Rpztj q,qτ ¨Rpzτ qq ď dmaxptj`1q.
Proposition 1.3.9(b) combined with equation (13) yields the estimate
(14)
µj
1` dmaxptj`1qµj ď µpqt ¨Rpztq, 0q ď
µj
1´ dmaxptj`1qµj .
We can combine the upper and lower bounds:
dmaxptj`1qµj ď
ż tj`1
tj
µj
›››› BBτ pqτ ¨Rpzτ qq
››››
qτ ¨Rpzτ q
dτ
ď p1` dmaxptj`1qµjq
ż tj`1
tj
µpqτ ¨Rpzτ qq
ˆ
›››› BBτ pqτ ¨Rpzτ qq
››››
qτ ¨Rpzτ q
dτ
“ p1` dmaxptj`1qµjqL ptj , tj`1q.
Rearranging terms under the assumption L ptj , tj`1q ă 1,
dmaxptj`1qµj ď L ptj , tj`1q
1´L ptj , tj`1q .

Proof of Theorem A. A path pztqtPrtj ,tj`1s can be produced as in Lemma 2.2.2 for
each value of j by extending the previous definition to tj`1: For each t P rtj , tj`1s,
define y1ptq “ xj`1 and inductively, yk`1ptq as the Newton iterate of ykptq for the
system Ftpyq “ qt ¨ V pyq. Equation (6) guarantees quadratic convergence to a
zero zt because u˚ ă u0 “ 3´
?
7
2 , so we can apply Theorem 1.4.4 combined with
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Figure 6. The value of δpαq in function of α for 0 ă α ă α˚˚.
The maximum is δ˚ “ δpα˚q.
Proposition 1.3.9(c). Moreover, for tj ď t ď tj`1, }ykptq ´ zt}0 ď 2´2k`1u˚ so the
convergence is uniform.
We claim that each pztqtPrtj ,tj`1s is continuous. Indeed, let  ą 0. There is k
such that for all τ P rtj , tj`1s, }ykpτq ´ zτ }0 ď {3. Moreover, ykpτq is continuous
in t so there is δ ą 0 with the property that for all t1 P rtj , tj`1s, |t´ t1| ă δ implies
that }ykptq ´ ykpt1q}0 ă {3. Whence,
}zt ´ zt1}0 ď }zt ´ ykptq}0 ` }ykptq ´ ykpt1q}0 ` }ykpt1q ´ zt1}0 ă .
To check that the constructed paths pztqtPrtj ,tj`1s and pztqtPrtj`1,tj`2s patch to-
gether, we need to compare the end-points at tj`1. Recall that xj`2 “ Npqtj`1 ¨
Rpxj`1q, 0q ` xj`1 “ NpFtj`1 ,xj`1q using Lemma 1.4.3(a). Let y˜kptq denote the
k´ 1-th Newton iterate of xj`2 for the system Ftpy˜q “ qt ¨V py˜q. By construction,
y˜kptj`1q “ yk`1. Therefore,
lim
kÑ8 y˜kptj`1q “ limkÑ8yk`1ptj`1q
and the endpoints at tj`1 are the same. Because of Lemma 2.2.2(b) µpqtRpztq, 0q
is finite and hence the implicit function theorem guarantees that zt has the same
differentiability class than qt.
We proceed now to the lower bound L ptj , tj`1q ě δ˚. Assume without loss of
generality that δ˚ ă 1{2, and that δ “ L ptj , tj`1q ă δ˚. Lemma 2.2.3 provides
an upper bound for dmaxptj`1qµj . The rightmost inequality of (14) with t “ tj`1
implies that
ujptj`1q ď 1
2
µjν0}ztj`1 ´ xj`1}0
1´ dmaxptj`1qµj .
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From Lemma 2.2.2(3) and rearranging terms,
p1´ dmaxptj`1qµjqu˚˚˚ ď 1
2
µjν0}ztj`1 ´ xj`1}0.
Triangular inequality yields
1
2
µjν0}ztj`1 ´ ztj }0 ě 12µjν0}ztj`1 ´ xj`1}0 ´
1
2
µjν0}ztj ´ xj`1}0
ě u˚˚˚p1´ dmaxptj`1qµjq ´ u˚˚
On the other hand,
1
2
µjν0}ztj`1 ´ ztj }0 ď 12µjν0
ż tj`1
tj
} 9zt}0 dt
ď 1
2
p1` dmaxptj`1qµjq
ż tj`1
tj
} 9zt}0µpqt ¨Rpztq, 0qν0 dt
Thus,
u˚˚˚p1´ dmaxptj`1qµjq ´ u˚˚ ď 1
2
L ptj , tj`1qp1` dmaxptj`1qµjq
Assume that δ “ L ptj , tj`1q ă 1{2. Lemma 2.2.3 above implies that p1 ´
dmaxptj`1qµjq ě 1´ δ1´δ “ 1´2δ1´δ . Similarly, p1` dmaxptj`1qq ď 11´δ . We haveˆ
u˚˚˚
1´ 2δ
1´ δ ´ u˚˚
˙
ď 1
2
δ
1´ δ .
Rearranging terms,
δ ě u˚˚˚ ´ u˚˚
2u˚˚˚ ´ u˚˚ ` 12
By construction α˚˚ satisfies u˚pα˚˚q “ u0. The right hand side is a smooth func-
tion of α P p0, α˚˚q (See figure 6). Its maximum is attained for α˚ „ 0.074, 609 ¨ ¨ ¨
with value δ˚ “ 0.085, 180 ¨ ¨ ¨
Lemma 2.2.1 implies that xN`1 “ NpqTRpxN q, 0q ` xN is an approximate root
for qT as in equation (5). 
3. The expectation of the squared condition number
3.1. On conditional and unconditional Gaussians. The condition number
used in this paper and the previous one (Malajovich, 2019) is invariant under in-
dependent scalings of each coordinate polynomial. This multi-homogeneous invari-
ance introduced by Malajovich and Rojas (2004) breaks with the tradition in dense
polynomial systems (Blum et al., 1998; Bu¨rgisser and Cucker, 2013). This richer
invariance will be strongly exploited in this section.
Recall that Zpqq denotes the set of isolated roots for a system of exponential sums
q P F . It would be desirable here to bound the expectancy of řzPZpqq µpq¨Rpzq, 0q2
where q „ Npf ,Σ2q. This author was unable to compute the expectancy above.
There is no reason to believe at this point that this expectancy is finite. Instead,
let H ą 0 be arbitrary. Recall that ZHpqq “ tz P Zpqq : }Repzq}8 ď Hu. We
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will bound the expectancy of
ř
zPZHpqq µpq ¨ Rpzq, 0q2 where q „ Npf ,Σ2q. More
precisely, let
Ef ,Σ2
def“ E
q„Npf ,Σ2q
¨˝ ÿ
zPZHpqq
µpqRpzq, 0q2‚˛.
The conditional expectancy below will turn out to be easier to bound:
Ef ,Σ2,K
def“ E
q„Npf ,Σ2q
¨˝ ÿ
zPZHpqq
µpqRpzq, 0q2 | }pqi ´ fiqΣ´1} ď KaSi,
i “ 1, . . . , n‚˛
with Si “ #Ai “ dimCFAi . When f “ 0, conditional and unconditional expectan-
cies coincide, due to scaling invariance:
E0,Σ2 “ E0,Σ2,K
for any K ą 0. For a general f ,
Ef,Σ2,K ď Ef,Σ2
Probq„Npf ,Σ2q
“}pqi ´ fiqΣ´1i } ď K?Si, i “ 1, . . . , n‰ .
The reciprocal inequality for a non-centered Gaussian probability distribution is
more elusive. In the next section we prove:
Proposition 3.1.1. Let Si “ #Ai and L ą 0. Suppose that K ě 1 ` 2L `b
logpnq
minpSiq ` 2 logp3{2q. If f P F satisfies }fiΣ´1i } ď L
?
Si, i “ 1, . . . , n, then
Ef ,Σ2 ď e sup
}fˆiΣ´1}ďL?Si
Efˆ ,Σ2,K .
3.2. The truncated non-centered Gaussian. Bu¨rgisser and Cucker (2011) de-
veloped a truncated Gaussian technique to bound the expected value of the squared
condition number for the dense case. This technique will be generalized to the
toric setting in order to prove Proposition 3.1.1. It should be stressed that we
do not have unitary invariance and that the condition number in this paper is
multi-homogeneous invariant. The following result will be used:
Lemma 3.2.1.
(a) Let ϕ : RS1ˆ¨ ¨ ¨ˆRSn Ñ RYt8u be measurable, positive and scaling invariant:
for all 0 ‰ λ P Rn,
ϕpλ1w1, . . . , λnwnq “ ϕpw1, . . . ,wnq.
Let u P CS1 ˆ ¨ ¨ ¨ ˆ CSn . Let L “ maxp}ui}{?Siq and K ě 1 ` 2L `b
logpnq
minpSiq ` 2 logp3{2q. Write S “
ř
Si. Then,
E
w„Npu,I;RSq
pϕpwqq ď ?e sup
}uˆi}ď?SiL
Guˆ,K
with
Guˆ,K
def“ E
w„Npuˆ,I;RSq
ˆ
ϕpwq | }w ´ uˆ} ďaSiK˙ .
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(b) Let ϕ : CS1ˆ¨ ¨ ¨ˆCSn Ñ RYt8u be measurable, positive and scaling invariant:
for all 0 ‰ λ P Cn,
ϕpλ1w1, . . . , λnwnq “ ϕpw1, . . . ,wnq.
Let u P CS1 ˆ ¨ ¨ ¨ ˆ CSn . Let L “ maxp}ui}{?Siq and K ě 1 ` 2L `b
logpnq
minpSiq ` 2 logp3{2q. Write S “
ř
Si. Then,
E
w„Npu,I;CSq
pϕpwqq ď e sup
}uˆi}ď?SiL
Guˆ,K
with
Guˆ,K
def“ E
w„Npuˆ,I;CSq
ˆ
ϕpwq | }w ´ uˆ} ďaSiK˙ .
This Lemma will follow from the large deviations estimate:
Lemma 3.2.2. Let s, t ą 0. Then,
(a)
Prob
u„Np0,I;RN q
”
}u} ě ?N ` t
ı
ď e´t22 ,
(b) and
Prob
w„Np0,I;CN q
”
}w} ě ?N ` s
ı
ď e´s2 .
Proof. Item (a) is borrowed from Bu¨rgisser and Cucker (2013, Corollary 4.6). For
item (b), set u “ ?2 Repwq and v “ ?2 Impwq. Then, ru,vs „ Np0, I;R2nq and
Prob
w„Np0,I;CN q
”
}w} ě ?N ` s
ı
“ Prob
ru,vs„Np0,I;R2N q
”
}ru,vs} ě ?2N ` s?2
ı
ď e´s2
using item (a). 
We will also use the following elementary bound.
Lemma 3.2.3. Let u,v P CN (resp. RN ) with }u} ď L ă K ď }v}. Then,
´}v}2 ă ´}u` v}
2
σ2
with σ “ 1` LK .
Proof. By hypothesis }u}}v} ă LK . Therefore,
}u` v}2 ď }u}2 ` 2}u}}v} ` }v}2
ă }v}2
ˆ
L2
K2
` 2 L
K
` 1
˙
“ }v}2
ˆ
1` L
K
˙2
“ }v}2σ2.
Thus,
´}v}2 ă ´}u` v}
2
σ2
.

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Proof of Lemma 3.2.1. The proof for the real and complex case is essentially the
same, so we only write down the proof for the complex case (b). Let w “ u ` v,
v „ Np0, I;CSq, so the vectors vi are independent. We subdivide the domain CS
in cells indexed by each J Ď rns “ t1, . . . , nu as follows:
VJ “ tv “ pv1, . . . ,vnq P CS1 ˆ ¨ ¨ ¨ ˆ CSn : }vi} ą
a
SiK ô i P Ju.
Under this notation CS is the disjoint union of all the VJ , J Ă rns. We also define
sets V˜J Ě VˆJ Ě VJ by
VˆJ “
 
v “ pv1, . . . ,vnq P CS1 ˆ ¨ ¨ ¨ ˆ CSn : }vi} ą
a
SipK ´ Lq for i P J
and }vi} ď
a
SiK for i R J u ,
V˜J “
 
v “ pv1, . . . ,vnq P CS1 ˆ ¨ ¨ ¨ ˆ CSn : σ}vi} ą
a
SipK ´ Lq for i P J
and }vi} ď
a
SiK for i R J u ,
with σ “ 1` LK ą 1. The expectation satisfies:
E
w„Npu,I;CN q
pϕpwqq “
ÿ
JPrns
ż
vPVJ
ϕpu` vqe
´}v}2
piS
dCSpvq.
We will change variables inside each integral. If i P J , we set uˆi “ 0 and vˆi “ ui`vi.
If i R J , uˆi “ ui and vˆi “ vi. In all cases, uˆ ` vˆ “ u ` v. If i P J , we have
}ui} ď L?Si ă K?Si ď }vi} so that Lemma 3.2.3 yields ´}vi}2 ă ´}vˆi}2{σ2 with
σ “ 1` L{K. Each integral can be bounded as follows:ż
vPVJ
ϕpu` vqe
´}v}2
piS
dCSpvq ď
ď
ż
vˆPVˆJ
ϕpuˆ` vˆq
ź
iPJ
e´}vˆi}2{σ2
piSi
ź
iRJ
e´}vˆi}2
piSi
dCSpvˆq.
For each j P J , uˆj “ 0 and the function ϕpuˆ ` vˆq is invariant by scaling vˆj . We
will replace vˆj “ σv˜j for j P J , and v˜j “ vˆj otherwise. Now,ż
vPVJ
ϕpu` vqe
´}v}2
piS
dCSpvq ď
ď σ2řiPJ Si
ż
v˜PV˜J
ϕpuˆ` v˜qe
´}v˜}2
piS
dCSpv˜q.
(15)
Again, we take advantage of the scaling invariance of the function ϕ with respect
to v˜i for i P J . For those indices, we can replace the domain of integration }v˜i} ą?
Si
K´L
σ by }v˜i} ď
?
SiK as long as we take into account the full probability of
each domain. Namely,ż
vPVJ
ϕpu` vqe
´}v}2
piS
dCSpvq ď
ď
ź
iPJ
σ2Si
Probv˜iPNp0,I;CSi q
”
}v˜i} ą
?
SipK´Lq
σ
ı
Probv˜iPNp0,I;CSi q
“}v˜i} ă ?SiK‰
ˆ
nź
i“1
ż
}v˜i}ď?SiK
ϕpuˆ` v˜qe
´}v˜}2
piS
dCSpv˜q.
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The product of integrals is precisely
nź
i“1
ż
}v˜i}ď?SiK
ϕpuˆ` v˜qe
´}v˜}2
piS
dCSpv˜q “ Guˆ,K
nź
i“1
Prob
v˜iPNp0,I;CSi q
”
}v˜i} ď
a
SiK
ı
where
Guˆ,K
def“ E
w„Npuˆ,I;CN q
ˆ
ϕpwq | }w ´ uˆ} ďaSiK˙ .
In the equation above, uˆ depends on the choice of J . This is why we take the
supremum sup}uˆi}ďK?Si Guˆ,K in the main statement. Lemma 3.2.2(b) provides
the bound
Prob
v˜iPNp0,I;CSi q
„
}v˜i} ą
?
SipK ´ Lq
σ

ď e´SipK´Lσ ´1q2 .
For j P J , the probability that }v˜i} ď ?SiK appears in the numerator and in the
denominator, so it cancels. For j R J , we use the trivial bound
Prob
v˜iPNp0,I;CSi q
”
}v˜i} ă
a
SiK
ı
ď 1.
Adding for all subsets J ,
E
w„Npu,I;CN q
pϕpwqq ď
ÿ
JĎrns
ź
iPJ
e
Si
´
2 logpσq´pK´Lσ ´1q2
¯
sup
}uˆi}ďK?Si
Guˆ,K
ď
nź
i“1
ˆ
1` eSi
´
2 logpσq´pK´Lσ ´1q2
¯˙
sup
}uˆi}ďK?Si
Guˆ,K .
We choose K ě 1`2L` t, with t to be determined. In this case σ “ 1`L{K ă 3{2
and
K ´ L
σ
´ 1 “ K
2 ´KL´K ´ L
K ` L “ K ´ 1´ 2
KL
K ` L ě K ´ 1´ 2L ě t.
By setting t “
b
logpnq
Si
` 2 logp3{2q, we obtain
nź
i“1
ˆ
1` eSi
´
2 logpσq´pK´Lσ ´1q2
¯˙
ď
ˆ
1` 1
n
˙n
ď e
and thus
E
w„Npu,I;CN q
pϕpwqq ď e sup
}uˆi}ďK?Si
Guˆ,K .
The proof for the real case is the same, with the following changes. In equa-
tion (15), the Jacobian is σ
ř
iPJ Si instead of σ2
ř
iPJ Si . Lemma 3.2.2(a) yields
Prob
v˜iPNp0,I;RSi q
„
}v˜i} ą
?
SipK ´ Lq
σ

ď e´SipK´Lσ ´1q2{2.
Therefore, with the same choice of t,
nź
i“1
ˆ
1` eSi
´
logpσq´pK´Lσ ´1q2
¯
{2
˙
ď
ˆ
1` 1
2n
˙n
ď e 12 .

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Proof of Proposition 3.1.1. Recall that the fi P FAi are always written as covectors,
so fiΣ
´1
i is the product of fi by the matrix Σ
´1
i . Under that notation, write ui “
fiΣ
´1
i and wi “ qiΣ´1i . By hypothesis, }ui} ď L
?
Si. Let
ϕpwq def“
ÿ
zPZHpw¨Σq
µpw ¨ Σ ¨Rpzq, 0q2.
In the notations of Lemma 3.2.1, we have
Ef ,Σ2 “ E
q„Npf ,Σ2q
`
ϕpqiΣ´1i q
˘ “ E
w„Npu,Iq
pϕpwqq “ Gu,I
and similarly
Efˆ ,Σ2,K “ Guˆ,I,K
for fˆi “ uˆiΣi. It follows from Lemma 3.2.1 that
Ef ,Σ2 ď e sup
}fˆiΣ´1i }ďL
?
Si
Efˆ ,Σ2,K .

3.3. Renormalization and the condition number. Towards the proof of Main
Theorem B, we will estimate the expectation Efˆ ,Σ2,K from Proposition 3.1.1 in
terms of the following integral:
Ifˆ ,Σ2
def“ E
q„Npfˆ ,Σ2q
¨˝ ÿ
zPZHpqq
}Mpq, zq´1}2F ‚˛
The bound for Ifˆ ,Σ2 is given in Theorem 1.5.17. We will prove:
Proposition 3.3.1. For i “ 1, . . . , n, let Si “ #Ai ě 2 and δi “ maxaPAi }a ´
mip0q}. Let }fiΣ´1} ď ?SiL. Let K ě 1` 2L`
b
logpnq
minpSiq ` 2 logp3{2q. Then,
Ef ,Σ2 ă 1.25epK ` Lq2
´ÿ
δ2i
¯
max
i
ˆ
Siκ
2
ρi maxaPAi
σ2i,a
˙
sup
}fˆiΣ´1i }ďL
?
Si
Ifˆ ,Σ2 .
Proof of Theorem B. Plugging Theorem 1.5.17 into Proposition 3.3.1,
Ef ,Σ2 ď 2.5eH
?
n
detpΛq
˜
1` 3L`
d
logpnq
minpSiq ` 2 logp3{2q
¸2
ˆ maxi
`
Siκ
2
ρi maxaPAipσ2i,aq
˘
mini,apσ2i,aq
ˆ
´ÿ
δ2i
¯
pn´ 1q!V 1
with L “ max }fiΣ´1i }{
?
Si. 
It remains to prove Proposition 3.3.1 and Theorem 1.5.17. In order to prove
Proposition 3.3.1, we need two preliminary results.
Lemma 3.3.2. Let q P F and z P Zpqq ĂM. Then,
(a) ››Mpq, zq´1››
0
ď
dÿ
i
δ2i
››Mpq, zq´1››
F
,
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(b) and
µpq ¨Rpzq, 0q ď
dÿ
i
δ2i max
i
pκρi}qi}q
››Mpq, zq´1››
F
.
Before proving Lemma 3.3.2, we need to compare the norms of VAip0q and VAipzq.
Let `ipzq “ maxaPAipa Repzqq.
Lemma 3.3.3. Assume that mip0q “ 0. Let A1i denote the set of vertices of
ConvpAiq. Define
κρi “
bř
aPAi ρ
2
i,a
minaPA1i ρi,a
.
Then,
}VAip0q} ď }VAipzq} ď e`ipzq}VAip0q} ď κρi}VAipzq}
In particular, if the coefficients ρi,a “ ρi are the same, κρi “
?
Si and
e`ipzq}VAip0q} ď
a
Si}VAipzq}.
Remark 3.3.4. In the context of example 1.3.2, if ρi,a “
dˆ
d
a
˙
and Ai “ ta P Zn :
0 ď ai,ř ai ď diu, κρi “ pn` 1qdi and all we have is
edi maxpmaxjpRepzjqq,0q}VAip0q} ď pn` 1qdi}VAipzq}.
Proof. In order to prove the first inequality, we claim that 0 is a global minimum
of }VAipzq}. Indeed, mipzq is precisely the derivative of the convex potential
ψ : Rn ÝÑ R
x ÞÝÑ 12 logp}VAipxq}2q .
Since VAi and mi depend only on the real part of their argument and mip0q “ 0,
the point 0 is a global minimum of the convex potential ψ.
For the next two inequalities, we compare the norms of
e`ipzqVAip0q “
¨˚
˚˝ ...ρi,ae`ipzq
...
‹˛‹‚
aPAi
and VAipzq “
¨˚
˚˝ ...ρi,aeaz
...
‹˛‹‚
aPAi
.
Comparing coordinate by coordinate,
}VAipzq} ď e`ipzq}VAip0q}
The maximum of a Repzq is attained for some a˚ P A1i. Hence,
e`ipzq}VAip0q} “ e`ipzq
d ÿ
aPAi
ρ2i,a “ ea
˚ Repzq
d ÿ
aPAi
ρ2i,a ď
bř
aPAi ρ
2
i,a
ρi,a˚
}VAipzq}.
. 
Proof of Lemma 3.3.2.
Item (a): We have to prove that that
}Mpq, zq´1}0 ď
dÿ
i
δ2i }Mpq, zq´1}F
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where }X}F “
bř
ij |Xij |2 is the Frobenius norm.
}Mpq, zq´1}0 “ }DrVsp0q Mpq, zq´1}
ď }DrVsp0q}}Mpq, zq´1}
ď }DrVsp0q}}Mpq, zq´1}F .
Lemma 1.3.7 yields, for each i “ 1, . . . n,
}DrVAisp0q} ď δi
and hence
}DrVsp0q}2 ď
bÿ
δ2i .
Item(b): We can assume without loss of generality that mip0q “ 0 for each i.
Indeed, subtracting mip0q from each a P Ai will multiply VAipzq, DVAipzq by the
same constant e´mip0qz. In particular, VAip0q, DVAip0q do not change and the
metric of T0M is the same. Also, the quantities Mpq, zq and qi ¨ Ripzq do not
change. Under the hypothesis mip0q “ 0,
Mpq ¨Rpzq, 0q “
¨˚
˚˝
1
}VA1 p0q}q1R1pzqDVA1p0q
...
1
}VAn p0q}qnRnpzqDVAnp0q
‹˛‹‚
“
¨˚
˚˝
e´`1pzq
}VA1 p0q}q1DVA1pzq
...
e´`npzq
}VAn p0q}qnDVAnpzq
‹˛‹‚.
Therefore,
µpq ¨Rpzq, 0q “ ››Mpq ¨Rpzq, 0q´1diag p}qi ˝Rpzq}q››0
“
›››››
ˆ
diag
ˆ}VAipzq}e´`ipzq
}VAip0q}
˙
Mpq, zq
˙´1
diag p}qi ˝Ripzq}q
›››››
0
“
››››Mpq, zq´1diagˆ}qi ˝Ripzq}}VAip0q}e`ipzq}VAipzq}
˙››››
0
ď ››Mpq, zq´1››
0
max
i
}qi ˝Ripzq}}VAip0q}e`ipzq
}VAipzq}
by definition, by the previous item, and then trivially. From Lemma 3.3.3,
e`ipzq}VAip0q} ď }VAipzq}κρi .
Theorem 1.4.2(c) states that }qiRipzq} ď }qi}. Combining those bounds with item
(a),
µpq ¨Rpzq, 0q ď
dÿ
i
δ2i
››Mpq, zq´1››
F
max
i
pκρi}qi}q.

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Proof of Proposition 3.3.1. From Proposition 3.1.1,
Ef ,Σ2 ď e sup
}fˆiΣ´1}ďL?Si
Efˆ ,Σ2,K
ď e sup
}fˆiΣ´1}ďL?Si
E
q„Npfˆ ,Σ2q
¨˝ ÿ
zPZHpqq
µpqRpzq, 0q2 |
| }pqi ´ fˆiqΣ´1} ď KaSi, i “ 1, . . . , n‚˛.
The condition }pqi´ fˆiqΣ´1} ď K?Si implies that }qi} ď pK`Lq?Si maxaPAi σia.
From Lemma 3.3.2,
µpqRpzq, 0q2 ď pK ` Lq2p
ÿ
i
δ2i qmax
i
ˆ
Siκ
2
ρi maxaPAi
σ2ia
˙
}Mpq, zq´1}2F .
It follows that
Ef ,Σ2 ď epK ` Lq2p
ÿ
i
δ2i qmax
i
ˆ
Siκ
2
ρi maxaPAi
σ2ia
˙
ˆ sup
}fˆiΣ´1}ďL?Si
E
q„Npfˆ ,Σ2q
¨˝ ÿ
zPZHpqq
}Mpq, zq´1}2F |
| }pqi ´ fˆiqΣ´1} ď KaSii “ 1, . . . , n‚˛.
The conditional expectancy times the probability that }pqi ´ fˆiqΣ´1} ď K?Si is
bounded above by Ifˆ ,Σ2 . Thus,
Ef ,Σ2 ď
epK ` Lq2při δ2i qmaxi `Siκ2ρi maxaPAi σ2ia˘
Probq„Npfˆ ,Σ2q
”
}pqi ´ fˆiqΣ´1} ď K?Si, i “ 1, . . . , n
ı sup
}fˆiΣ´1}ďL?Si
pIfˆ ,Σ2q
From Lemma 3.2.2(b),
Prob
qi„Npfˆi,Σ2q
”
}pqi ´ fˆiqΣ´1} ą K
a
Si,
ı
ď e´SipK´1q2 ă 1
n
ˆ
4
9
˙Si
.
Thus, the probability that }pqi´ fˆiqΣ´1} ą K?Si for some i is at most p4{9qminpSiq
ď 1681 . The probability of the opposite event is therefore at least 65{81. In the final
expression, we replaced the factor 81{65 by its approximation 1.25. 
3.4. Proof of Theorem 1.5.17. Theorem 1.5.17 claims a bound for the integral
Ifˆ ,Σ2 “ E
q„Npfˆ ,Σ2q
¨˝ ÿ
zPZHpqq
}Mpq, zq´1}2F ‚˛
which is independent of fˆ . This bound will be derived from the coarea formula,
see for instance (Blum et al., 1998, Th.4 p.241). This statement is also known in
other communities as the Rice formula (Aza¨ıs and Wschebor, 2009) or the Crofton
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Rě0
M
Fz
z
pq, zqq
pi2
pi1
G
φ
q ÞÑ φpq, Gpqqq
n
n
S ´ n
n
F Solution variety S
S ´ n
pi
´1 2
pzq
Figure 7. The solution variety S is a linear bundle over the com-
plex manifold M. The fiber is an S ´ n subsoace of F , where
S “ dimS and n “ dimM. By endowing S with the pull-back
of the metric of M, Theorem 3.4.1 becomes trivial in case the
function ϕ vanishes outside the domain of the implicit function G.
The full statement then follows using the trick of the partitions of
unity. Notice that the fibration is over the base space M, so that
the discriminant variety (locus of singular values of pi1) plays no
role in this picture.
formula. However, it is convenient to restate this result in terms of complex fiber
bundles (See figure 7)
Recall that the solution variety is S “ tpq, zq P F ˆM : q ¨ Vpzq “ 0u. Let
pi1 : S Ñ F and pi2 : S ÑM be the canonical projections. Then pS,M, pi, FΩq is a
complex smooth fiber bundle, where FΩ “ pi1 ˝ pi´12 pΩq Ă F . The solution variety
S will be endowed here with the pull-back metric dS “ pi1˚ dF . We write
Ifˆ ,Σ2 “
ż
pfˆ`g,zqPS
}Mpfˆ ` g, zq´1}2F
exp
´
´ }gΣ´1}2
¯
piS
ś
i |det Σi|2
dS
with S “ dimCF “ ř#Ai. As explained by Malajovich (2011, Th. 4.9), the
coarea formula may be restated in terms of fiber bundles:
Theorem 3.4.1. Let pS,M, pi, F q be a complex smooth fiber bundle. Assume that
M is finite dimensional. Let φ : S Ñ Rě0 be measurable. Then whenever the last
integral exists,ż
S
φppqdSppq “
ż
M
dMpzq
ż
pi´12 pzq
detpDpi2ppqDpi2ppq˚q´1φppq dpi´12 pzqppq.
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Because the metric in S is the pull-back of the metric in F , this is the same asż
S
φppqdSppq “
ż
M
dMpzq
ż
pi1˝pi´12 pzq
detpDGpqqDGpqq˚q´1φpq, zqdF pqq
with G : f P U Ă F ÑM the local implicit function, that is the local branch of
pi2 ˝ pi´11 . While the integral on the left is independent of the volume form dMpzq
on M, the value of the determinants of pDpippqDpippq˚q and of DGpqqDGpqq˚
depend on this volume form. In order to simplify computations, we choose to
endow M with the canonical Hermitian metric of Cn. We can now compute the
normal Jacobian.
Lemma 3.4.2. Under the assumptions above,
detpDGpqqDGpqq˚q “ |detMpq, zq|2.
Proof. Assume that Mpq, zq is invertible, otherwise both sides are zero. Then we
can parameterize a neighborhood of pq, zq P S by a map h ÞÑ ph, Gphqq where
the implicit function Gphq is defined in a neighborhood of q, satisfies Gpqq “ z
and h ¨VpGphqq ” 0. The derivative of the implicit function can be obtained by
differentiation at pq, zq, viz.
q ¨DVpzq 9z` 9q ¨Vpzq “ 0.
The reproducing Kernel property allows to write
9q ¨Vpzq “
¨˚
˝ x 9q1,K1p¨, zqyFA1...
x 9qn,Knp¨, zqyFAn
‹˛‚“
¨˚
˝K1p¨, zq
˚
. . .
Knp¨, zq˚
‹˛‚ 9q.
It follows that
DGpq, zq “ ´Mpq, zq´1
¨˚
˝
1
}V1pzq}K1p¨, zq˚
. . .
1
}Vnpzq}Knp¨, zq˚
‹˛‚
Because of the reproducing kernel property, }VAipzq}2 “ Kipz, zq and hence
detpDGpq, zq˚DGpq, zqq “ detpMpq, zq´˚Mpq, zq´1q
“ | detMpq, zq|´2.

Let MH “ tz P M : }Repzq}8 ď Hu and let χHpzq be its indicator function.
We can now compute Ifˆ ,Σ2 by replacing, in the statement of Theorem 3.4.1,
φpq, zq “ }Mpfˆ ` g, zq´1}2F
exp
´
´ }gΣ´1}2
¯
piS
ś
i | det Σi|2
χHpzq.
We introduce the notation Fz “ ppi1 ˝ pi´12 qpzq. The Lemma above yields
Ifˆ ,Σ2 “
ż
MH
dMpzq
ż
Fz
|detMpfˆ ` g, zq|2}Mpfˆ ` g, zq´1}2F
ˆ
exp
´
´ }gΣ´1}2
¯
piS
ś
i |det Σi|2
dF pgq.
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Armentano et al. (2016) introduced the following technique to integrate |detpMpfˆ`
g, zqq|2}Mpfˆ`g, zq´1}2F . Let SpM,k,wq be the determinant of the matrix obtained
by replacing the k-th row of M with w. Cramer’s rule yields
| detM |2}M´1}2F “
ÿ
kl
|SpM,k, elq|2.
Therefore,
Ifˆ ,Σ2 “
ż
MH
dMpzq
ż
Fz
ÿ
k,l
|SpMpfˆ ` g, zq, k, elq|2
exp
´
´ }gΣ´1}
¯
piS
ś
i |det Σi|2
dF pgq
Armentano et al. (2016) computed that integral in the dense case. We will proceed
in a different manner. First we notice that for each k, the first term inside the sum
is independent of gk, while the second part is a Gaussian. So we may integrate out
gk:
Ifˆ ,Σ2 “
ÿ
k,l
ż
MH
|detpΣkq|pFAk qz |2
pi|detpΣkq|2 dMpzq
ż
À
i‰kpFAi qz
|SpMpfˆ ` g, zq, k, elq|2
exp
´
´ři‰k }giΣ´1i }2¯
pi
ř
i‰k Si
ś
i‰k | det Σi|2
ľ
i‰k
dpFAiqzpgq.
Above, pFAiqz “ KAip¨, zqK Ă FAi is the i-th component space of Fz. At this
point we need the following Lemma
Lemma 3.4.3. Let H be a Hermitian positive matrix, with eigenvalues σ1 ě ¨ ¨ ¨ ě
σn. Let w “ u` iv be a non-zero vector in CN , with u,v P Rn. Then,
detH
σ1
ď detH|wK ď detHσN
It follows from the Courant-Fischer minimax theorem (Demmel, 1997, Theo-
rem 5.2). Only the first part of the statement is quoted below. Recall that the
Grasmanian Grpk, V q is the set of k-dimensional linear subspaces in a real space V :
Theorem 3.4.4. Let α1 ě ¨ ¨ ¨ ě αm be the eigenvalues of a symmetric matrix A,
and let ρpr, Aq “ rTAr}r}2 be the Rayleigh quotient. Then,
max
RPGrpj,Rmq
min
0‰rPR ρpr, Aq “ αj “ minSPGrpm´j`1,Rmq min0‰sPS ρps, Aq.
Proof of Lemma 3.4.3. We assume without loss of generalty that W is diagonal and
real. A vector z “ x ` iy P CN is complex-orthogonal to w “ u ` iv with x,y,u
and v real, if and only if
ˆ
x
y
˙
is real-othogonal to
ˆ
u
v
˙
and
ˆ´v
u
˙
. We consider
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also the diagonal matrix
A “
¨˚
˚˚˚˚
˚˝˚˚
σ1
. . .
σN
σ1
. . .
σN
‹˛‹‹‹‹‹‹‹‚
.
It satisfies detpAq “ detpW q2. Let T be the space orthogonal to
ˆ
u
v
˙
and
ˆ´v
u
˙
.
We denote by A|T the restriction of A to T , as a bilinear form. The restriction A|T is
still symmetric and positive. Let α1 “ σ1 ě α2 “ σ1 ě α3 “ σ2 ě ¨ ¨ ¨ ě α2N “ σn
be the eigenvalues of A, and λ1 ě ¨ ¨ ¨ ě λ2N´2 be the eigenvalues of AT . Courant-
Fischer theorem yields:
λj “ max
RPGrpj,Tq
min
0‰rPR ρpr, A|T q ď maxRPGrpj,R2N q min0‰rPR ρpr, Aq “ αj
and
αj “ min
SPGrp2N´j`1,R2N q
min
0‰sPS ρps, Aq ď minSPGrp2N´2´pj´2q`1,T q min0‰sPS ρps, Aq “ λj´2
It follows that λj ď αj ď λj´2. Since this holds for all j,
detpAq
σ21
“
2Nź
3
αj ď detAT “
2N´2ź
1
λj ď
2N´2ź
1
αj “ detpAq
σ2N
and hence
detpHq
σ1
ď detpHwKq ď detpHqσN
. 
From Lemma 3.4.3,
|detpΣkq|2
maxa σ2ka
ď |detpΣkq|pFAk qz |2 ď
|detpΣkq|2
mina σ2ka
.
We have proved:
Proposition 3.4.5.
Ifˆ ,Σ2 ď pi´1
nÿ
k,l“1
1
mina σ2ka
Ikl
with
Ikl
def“
ż
MH
dMpzq
ż
À
i‰kpFAi qz
|detSpMpfˆ ` g, zq, k, elq|2
exp
´
´ři‰k }giΣ´1i }2¯
pi
ř
i‰k Si
ś
i‰k |det Σi|2
ľ
i‰k
dpFAiqzpgq.
The integrals Ikl of Proposition 3.4.5 do not need to be computed. Instead, one
can interpret them as the expected number of roots of certain random mixed sys-
tems of polynomials and exponential sums. Such objects were studied by ?Malajovich-expected
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() in greater generality. But we will obtain the following statement by judicious use
of the properties of the mixed volume:
Proposition 3.4.6. Let pl : Rn Ñ eKl » Rn´1 be the orthogonal projection. Then,
Ikl “ 4piH
det Λ
pn´ 1q!V pplpA1q, . . . , plpAj´1q, plpAj`1q, . . . , plpAnqq
where V is the n´ 1-dimensional mixed volume operator.
Proof of Proposition 3.4.6. We only need to prove Proposition 3.4.6 for k “ l “ n.
If q P Fz, then z P Zpqq. Recall that in that case,
Mpq, zq “
¨˚
˚˝
1
}VA1 pzq}q1 ¨DVA1pzq
...
1
}VAn pzq}qn ¨DVAnpzq
‹˛‹‚
and
DVAipzq “ diag pVAipzqqAi
where on the right, Ai stands for the matrix with rows a P Ai. The rows of matrix
SpMpq, zq, n, enq are:
SpMpq, zq, n, enq “
¨˚
˚˝˚˚
1
}VA1 pzq} diagaPA1 pq1aV1apzqq A1
...
1
}VAn´1 pzq}diagaPAn´1pqn´1,aVn´1,apzqqAn´1
eTn
‹˛‹‹‹‚
We claim that |detSpMpq, zq, n, enq|´2 is the normal Jacobian for a certain system
of fewnomial sums. We previously defined FA1 , . . . , FAn´1 as spaces of fewno-
mials over the complex manifold M “ Cn mod 2pi?´1 Λ˚, where Λ is the lattice
generated by the Ai ´Ai, 1 ď i ď n and Λ˚ is its dual.
Let N Ă C be the strip ´pi ă Impzq ď pi. Each point of Cn mod 2pi?´1Zn is
represented by a unique point in Nn. Moreover, the natural projection
Nn ÑM
is a det Λ-to-1 local isometry. In the same spirit, we define NH Ă N as the domain
´H ď Repzq ď H,´pi ă Impzq ď pi. Now each point of Cn mod 2pi?´1Zn with
}Repzq}8 ď H is represented by a unique point in NnH . The natural projection
NnH ÑMH
is again a det Λ-to-1 local isometry.
We extend all our spaces FAi to spaces of functions on Nn, and write
Inn “ 1
det Λ
ż
NnH
dCnpzq
ż
À
iănpFAi qz
|detSpMpq, zq, k, enq|2
exp
´
´ři‰n }pqi ´ fˆiqΣ´1i }2¯
pi
ř
i‰n Si
ś
i‰n |det Σi|2
ľ
i‰n
dpFAiqzpqq.
We will recognize in the formula above the average number of zeros of a certain
system of fewnomial equations. This will be done through direct application of
Theorem 3.4.1 (coarea formula). We need first a fiber bundle.
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Define H “ FA1 ˆ ¨ ¨ ¨ ˆFAn´1 ˆNH , and endow this space with the product
metric (the space C is endowed with the canonical metric). The solution variety
SH ĂH ˆNnH will be
SH “ tpq1, . . . , qn´1, w; zq PH ˆNnH : q1 ¨ VA1pzq “ . . .
“ qn´1 ¨ VAn´1pzq “ zn ´ w “ 0
(
with canonical projections pi1 : SH Ñ H and pi2 : SH Ñ NnH . The inner prod-
uct in SH is the pull-back of the inner product of H by pi1. Then the bundle
pSH ,NnH , pi, F q is a fiber bundle with fiber F “ pFA1q0 ˆ ¨ ¨ ¨ ˆ pFAn´1q0 ˆ C.
In order to compute the normal Jacobian, we differentiate the implicit function
G˜ for
Φpq1, . . . ,qn´1, w; zq “
¨˚
˚˝˚ q1 ¨ VA1pzq...
qn´1 ¨ VAn´1pzq
zn ´ w
‹˛‹‹‚“ 0.
Let q˜ “ pq1, . . . ,qn´1, wq. We obtain:
DG˜pq˜; zq “ ´DzΦpq˜; zq´1Dq˜Φpq˜; zq
“ ´SpMpq, zq, en, nq
ˆ
¨˚
˚˝˚˚
1
}VA1 pzq}KA1p¨, zq
˚
. . .
1
}VAn´1 pzq}KAn´1p¨, zq
˚
´1
‹˛‹‹‹‚
Recall that }VAipzq}2 “ KAipz, zq. The Normal Jacobian is therefore
NJ2 “ |detDG˜pq˜; zqDG˜pq˜; zq˚| “ |SpMpq, zq, n, enq|´2.
The coarea formula (Theorem 3.4.1) yields
Inn “ 1
det Λ
ż
NnH
dCnpzq
ż
Hz
NJ´2
exp
´
´ři‰n }pqi ´ fˆiqΣ´1i }2¯
pi
ř
i‰n Si
ś
i‰n | det Σi|2ľ
i‰n
dpFiqzpqq
“ 1
det Λ
ż
SH
exp
´
´ři‰n }pqi ´ fˆiqΣ´1i }2¯
pi
ř
i‰n Si
ś
i‰n |det Σi|2
pi1˚ dSHpq˜, zq
“ 1
det Λ
ż
H
#pi´11 pq˜q
exp
´
´ři‰n }pqi ´ fˆiqΣ´1i }2¯
pi
ř
i‰n Si
ś
i‰n |det Σi|2
pi1˚ dH pq˜q
The integral is the average number of roots of the fewnomial system Φpq˜, zq “ 0.
The value of the variable zn at a solution is precisely w. If we eliminate this
variable from the other equations, we obtain a system of exponential sums with
support pnpAiq, 1 ď i ď n ´ 1. Theorem 1.5.2 implies that those systems have
generically (and at most) pn´ 1q!V pp1pA1q, . . . , pn´1pAn´1qq isolated roots in Nn,
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whence at most pn´1q!V pp1pA1q, . . . , pn´1pAn´1qq isolated roots in NnH . Thus, we
integrate for ´H ď Repwq ď H and ´pi ă Impwq ď pi to obtain:
Inn ď 4piH
det Λ
pn´ 1q! V pp1pA1q, . . . , pn´1pAn´1qq.

Proof of Theorem 1.5.17. We make K “ 1 ` 2L `
b
logpnq
minpSiq ` 2 logp3{2q, L “
max }fˆiΣ´1i }{
?
Si. Recall from Proposition 3.3.1 that
Ef ,Σ2 ď 1.25epK ` Lq2
´ÿ
δ2i
¯
max
i
ˆ
Siκ
2
ρi maxaPAi
σ2i,a
˙
sup
}fˆiΣ´1i }ďL
?
Si
Ifˆ ,Σ2 .
Combining propositions 3.4.5 and 3.4.6,
Ifˆ ,Σ2 ď
4H
detpΛq
nÿ
k,l“1
1
mina σ2ka
pn´ 1q!V pplpA1, . . . ,{plpAkq, . . . , plpAnqqq
Since
V pplpA1, . . . ,{plpAkq, . . . , plpAnqqq “ V pA1, . . . , r0els, . . . ,Anqq,
the additive properties of mixed volume imply thatÿ
l
V pplpA1, . . . ,{plpAkq, . . . , plpAnqqq “ V pA1, . . . , r0, 1sn, . . . ,Anqq
ď
?
n
2
V pA1, . . . , Bn, . . . ,Anqq
and hence
Ifˆ ,Σ2 ď
2H
?
n
detpΛq
1
mina σ2ka
pn´ 1q!V 1.

4. Toric infinity
4.1. Proof of Theorem 1.6.5. Let 0 ‰ ξ1, . . . , ξm P Rn. The closed polyhedral
cone spanned by the ξi is
Conepξ1, . . . , ξmq “ ts1ξ1 ` ¨ ¨ ¨ ` smξm : s1, . . . , sm ě 0u.
It turns out that any k-dimensional polyhedral cone is actually a union of cones of
the form ConepξIq where #I “ k:
Theorem 4.1.1 (Carathe´odory). Let 0 ‰ ξ1, . . . , ξm P Rn and let x P Conepξ1, . . . ,
ξnq. Then there is I Ă rms, #I ď n, such that x P ConepξIq.
A proof of Carathe´odory’s Theorem can be found in the book by Blum et al.
(1998, Cor. 2 p.168). We will apply this theorem here to the cones of the fan of
a tuple of supports A1, . . . , An. Recall from section 1.6 that given subsets B1 Ă
A1, . . . , Bn Ă An, the (open) cone above pB1, . . . , Bnq is
CpB1, . . . , Bnq “ t0 ‰ ξ P Rn : Bi “ Aξi u
where Aξi is the set of a P Ai maximizing aξ. This cone belongs to some stratum
Fk´1 of the fan. The closure of CpB1, . . . , Bnq is a polyhedral cone, and its vertices
are all elements of the 0-stratum F0. Carathe´odory’s theorem directly implies:
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Corollary 4.1.2. Let 0 ‰ x P CpB1, . . . , Bnq. Then there are k ď n, and
ξ1, . . . , ξk P Sn X F0 so that
x “ s1ξ1 ` ¨ ¨ ¨ ` skξk
for some s1, . . . , sk ą 0.
Proof of Theorem 1.6.5. Let z “ x`?´1 y P Zpqq be such that }Repzq} ě H. By
Corollary 4.1.2, there are ξ1, . . . , ξk P Sn X F0, k ď n, so that
x “ s1ξ1 ` ¨ ¨ ¨ ` skξk
with s1, . . . , sk ą 0. By permuting the ξi’s one can assume that s1 ě s2 ě ¨ ¨ ¨ ě
sk ą 0. In particular,
H ď }x} ď s1}ξ1} ` ¨ ¨ ¨ ` sk}ξk} ď ks1 ď ns1.
This provides a lower bound s1 ě H{n. Suppose now that ax is maximal for a P Ai.
Since a P Axi “ Aξ1i XAξ2i X ¨ ¨ ¨ XAξki ,
ax “ s1λipξ1q ` s2λipξ2q ` ¨ ¨ ¨ ` skλipξkq.
Now suppose that a1 P AizAξ1i . In that case
a1x “ s1a1ξ1 ` s2a1ξ2 ` ¨ ¨ ¨ ` ska1ξk.
Subtracting the two expressions,
pa1 ´ aqx “ s1pa1ξ1 ´ λipξ1qq ` ¨ ¨ ¨ ` skpa1ξk ´ λipξkqq.
For j ą 1, we estimate a1ξj ´ λipξjq ď 0. But for j “ 1, we can bound
a1ξ1 ´ λipξ1q ď ´ηipξ1q ď ´ηi.
Therefore, pa1 ´ aqx ď ´ηiH{n. In order to produce the perturbation ri, define
first
gi “
ÿ
a1PAizAξ1i
qia1Via1pzq “ ´
ÿ
aPAξ1i
qiaViapzq.
For a P Aξ1i , set
ria “ gi Viapzqř
aPAξ1i |Viapzq|2
and set ria1 “ 0 for a1 P AizAξ1i . Let
Wi “ lim
tÑ8
1
}VAipz` tξ1q}VAipz` tξ1q
so that rWs “ limtÑ8rVpz` tξ1qs. By construction,
pqi ` riqWi “
ÿ
aPAi
pqia ` riaqWia
“
ÿ
aPAξ1i
pqia ` riaqWia
“
ř
aPAξ1i qiaViapzq ´ gibř
aPAξi |Viapzq|2
“ 0.
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The norm of the perturbation can be estimated as follows. For each a1 P AizAξ1i ,
a1 ´ λipxq ď ´ηiH{n so
|ea1z| ď e´ηiH{n`λipxq
and hence
|gi| “
ˇˇˇˇ
ˇˇ ÿ
a1PAizAξi
qia1Via1pzq
ˇˇˇˇ
ˇˇ ď }qi}d ÿ
a1PAizAξi
ρ2ia1 e
´ηiH{n`λipxq.
By construction, λipxq “ a2x for some vertex a2 of Ai. Then,
|gi| ď }qi}
bř
a1PAizAξi ρ
2
ia1
ρia2
e´ηiH{n|Via2pzq| ď }qi}κρie´ηiH{n max
aPAξ1i
|Viapzq|
It follows that
}ri}
}qi} ď κρie
´ηiH{n

4.2. Proof of Lemma 1.6.13.
Proof of Lemma 1.6.13. We prove first the equivalence between paq and pbq. As-
sume that ÿ
aPAi
qiaz
a i “ 1, . . . , n
is strongly mixed. This means that for all ξ ‰ 0, there is some i “ ipξq with
1 ď i ď n such that there is a unique a˚ “ a˚pξq P Ai satisfying
Hipξq “
ð
aPAi
ξa “ ξa˚ .
This condition holds in particular for all ξ P F0 X Sn´1, so paq implies pbq. For the
contrapositive, suppose that there is ξ P Sn´1 so that for all i,
Hipξq “
ð
aPAi
ξa “ ξa˚ “ ξa˚˚
with a˚ ‰ a˚˚. If ξ belongs to a cone in F0, we are done. Otherwise, it belongs
to some closed cone C¯k P Fk with k ě 1 minimal. But then the property above
holds for any ξ P C¯k, hence it holds in BC¯k and k was not minimal. Therefore,
 paq ñ  pbq.
To show that pbq implies pcq, we choose for each ξ P F0 a pair pi,a˚q with
Aξi “ ta˚u. Then we suppose that qia˚ ‰ 0 for all those pairs. In particular, for all
0 ‰ ξ P F0, q R Σξ. Suppose by contradiction that q P Σ8. We claim that q P Σx
for some x. Indeed, there is some rVs P V zrVpMqs with qi ¨ 1}VAi}VAi “ 0 for all
i. Then there is a path zptq P M with limrVpzptqqs “ rVs. By compacity of the
sphere Sn´1, there is an accumulation point x P Sn´1 of Repzptqq}Repzptqq} , and rVs P Σx.
As before, let k be minimal so that x belong to a cone C¯k in Fk. We showed that
k ‰ 0. But if rVs P Σx, rVs P Σξ for any ξ P C¯k. In particular, this holds for
ξ P BC¯k, contradiction.
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Now suppose that (b) does not hold for a certain ξ. Let rVs “ limtÑ8rVptξqs.
We choose coefficients qia so thatÿ
aPAξi
ρiaqia “ 0, i “ 1, . . . , n.
The value of the other qia ‰ 0 is irrelevant. Then we have
qi
1
}Vi}VAi “ 0.
Thus,  pbq implies  pcq. 
4.3. The variety of systems with solutions at toric infinity. We assume in
this section that 0 ‰ ξ P Zn and that gcdpξiq “ 1. We define Σξ as the Zariski
closure of the set of all q P F with a root at infinity in the direction ξ. This means
that the overdetermined system ÿ
aPAξi
qiaVi,apzq
has a common root in ξK Ă Cn, possibly at infinity. More formally, for each i we can
writeFAi “ FAξi ˆFAizAξi . Let Σ
ξ
0 be the subvariety of systems inFAξ1
ˆ¨ ¨ ¨ˆFAξn
that are solvable in ξK. Then
Σξ “ Σξ0 ˆFA1zAξ1 ˆ ¨ ¨ ¨ ˆFAnzAξn .
It follows that
codimpΣξq “ codimpΣξ0q
both as subvarieties of a linear space or as subvarieties of a projective space.
Pedersen and Sturmfels (1993) and Sturmfels (1994, Lemma 1.1) proved that
the closure of the locus of sparse overdetermined systems with a common root is an
irreducible variety in the product of the projectivizations of the coefficient spaces.
This variety is defined over the rationals. In the setting of this paper, this implies
that whenever ξ P F0, Σξ0 is an irreducible variety in
PpC#Aξ1 q ˆ ¨ ¨ ¨ ˆ PpC#Aξnq
with rational coefficients. The same is trivially true for Σξ.
Sturmfels (1994) defined the sparse mixed resultant in the codimension one case
as the generating polynomial of the ideal of the variety of systems with a common
root. If the codimension is more than one, he defined the sparse resultant as 1.
In this paper we proceed differently. We do not actually need to find the sparse
resultant ideal IpΣξq but just a non-zero polynomial in it. If there is i with #Aξi “ 1
for instance, the variety Σξ is contained into the hyperplane qia “ 0. This will be
enough to prove Theorem C and to derive probabilistic complexity bounds. Item
(b) of the Theorem follows trivially from Lemma 1.6.13(c). Therefore we assume
from now on the hypothesis #Aξi ě 2.
If I Ă rns, then we denote by ΛI the lattice spanned by ŤiPIpAi ´ Aiq, and by
ΛξI the lattice spanned by
Ť
iPIpAξi ´Aξi q. The variety Σξ is the variety of solvable
systems with support pAξi qi“1,...,n.
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The codimension of Σξ0 is known. Sturmfels (1994, Theorem 1.1) computed the
codimension of the variety of solvable systems. In the particular case of Σξ0, his
bound reads:
Theorem 4.3.1. (Sturmfels, 1994)
codimpΣξ0q “ max
IĎrns
´
#I ´ rankpΛξIq
¯
.
Corollary 4.3.2.
codimpΣξq “ max
IĎrns
´
#I ´ rankpΛξIq
¯
.
From this result it is easy to construct an example of supports with non-zero
mixed volume and a variety Σξ of large codimension.
Example 4.3.3. Choose ξ “ ´en. Let An be the hypercube An “ ta : ai P t0, 1u, i “
1, . . . , nu. Let 0 ď k ă n be arbitrary, and let ∆k be the k-dimensional simplex,
∆k “ t0, e1, . . . , eku
and set
A1 “ ¨ ¨ ¨ “ An´1 “ ∆k Y pen `Anq
For all non-empty I Ă rns, rankΛξI “ k and therefore the maximum is attained for
Irns. The codimension of Σξ is precisely n´ k, which ranges between 1 and n´ 1.
Theorem 4.3.4. Let Λ be the lattice spanned by
Ť
iAi ´ Ai, let Bn be the unit
ball, and let A “ ConvpA1q ` ¨ ¨ ¨ ` ConvpAnq. Let ξ P F0. Then the variety Σξ is
contained in some surface of the form Zppq, where p is an irreducible polynomial
of degree at most
d ď e
2ηΛ?
4pi det Λ
max
0ďkďn´1pn´ k! k! vkq.
In the strongly mixed case, p is linear. In the unmixed case A1 “ A2 “ ¨ ¨ ¨ “ An,
or if there is some A with A1 “ d1A, . . . , An “ dnA, then p is an irreducible
polynomial of degree at most
d ď e
2ηΛ?
4pi det Λ
n!v0
Proof. Let I be minimal such that
#I ´ rankpΛξIq “ 1 ă codimΣξ.
In the unmixed case, we suppose that rankpΛξIq “ n´1 for all I, so the only possible
choice is I “ rns. The strongly mixed case has minimal I with #I “ 1 and p is
therefore linear. We consider the general case now. In order to simplify notations,
we reorder the supports so that I “ rr ` 1s where r “ rankpΛξIq. Suppose that
q P Σξ. In that case, there is z such that
(16)
ÿ
aPAξi
qiaViapzq “ 0, 1 ď i ď n
and in particular the subsystem
(17)
ÿ
aPAξi
qiaViapzq “ 0, 1 ď i ď r ` 1
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admits a solution z P Cn. Let Z be the complex linear span of ΛξI . Let Z 1 be
the smallest complex space containing Z and ξ. For later usage, let ZR be the
real linear span of ΛξI and let Z
1
R be the smallest real space containing ZR and ξ.
Without loss of generality, we can assume that z P Z.
Since I is minimal, the set of systems q for which such a solution of (17) exists
is a hypersurface. Its degree d is the number of values t P C for which the system
below admits a solution z P Z:
(18) t
ÿ
aPAξi
fiaρi,ae
az `
ÿ
aPAξi
giaρi,ae
az “ 0, 1 ď i ď r ` 1.
We assume f and g generic so there are no solutions for t “ 0 or for t “ 8. If we
set t “ e}ξ}´2s, we recover a solution w “ z` }ξ}´2sξ P Z 1 for the system
(19)
ÿ
aPAξi
fiaρi,ae
pa`ξT qw `
ÿ
aPAξi
giaρi,ae
aw “ 0, 1 ď i ď r ` 1.
Let Λ1 be the lattice spanned by Aξ1 ´ Aξ1, . . . , Aξr`1 ´ Aξr`1, and tξT u. The dual
lattice of Λ1 is pΛξrr`1sq˚`t k}ξ}2 ξT : k P Zu. For each solution of the system (19) in
Cn mod 2pi
?´1 pΛ1q˚ there is at most one complex value of t for which the system
(18) has a solution in Cn mod 2pi
?´1pΛξrr`1sq˚.
We scaled ξ so that ξ P Zn and the system (19) is an exponential sum with
integer coefficients. According to Theorem 1.5.6, its generic number of solutions in
Z 1 is precisely
(20) dξn´r
def“ r ` 1! VZ1RpConvpA
ξ
1q ` r0, ξT s, . . . ,ConvpAξr`1q ` r0, ξT sq
}ξ} det ΛξI
using the identity det Λ1 “ }ξ}det ΛξI . In the formula above, VZ1R denotes the mixed
volume restricted to the r ` 1-dimensional space Z 1R.
We assumed that Λ was an n-dimensional lattice, and that ξ P F0. These
hypotheses imply that ξ is orthogonal to a sublattice Λξ Ă Λ of rank n´ 1, and we
have the inclusion
ΛξI Ă ΛX ZR Ă ΛX ξK Ă Λ.
The first inclusion is equidimensional. There is a lattice basis pu1, . . . ,unq of Λ
with the following properties: u1, . . . ,ur P Λ X ZR and ur`1, . . . ,un´1 P Λ X ξK,
with un “ ξ.
Let Ck “ r0u1s`¨ ¨ ¨`r0uks. In particular, Cn is a fundamental domain of Λ and
Cn´1 is a a fundamental domain of Λ X ξK. We denote by pi the orthogonal pro-
jection onto pZ 1RqK. In particular, C 1 “ pipCn´1q “ r0, pipur`1qs` ¨ ¨ ¨ ` r0, pipun´1qs
is a fundamental domain of pipΛq Ă pZ 1RqK.
If ηΛpξq is the minimum of |bξ| for b P ΛzpΛX ξKq, we have
det Λ “ ηΛpξqdetpΛX ξKq “ ηΛpξqdetpΛX ZRqVolpC 1q ď ηΛpξqdetpΛξIqVolpC 1q.
Equation (20) implies the bound:
(21)
dξn´r ď r ` 1! ηΛpξqVolpC 1q
VZ1RpConvpAξ1q ` r0, ξT s, . . . ,ConvpAξr`1q ` r0, ξT sq
}ξ}det Λ
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The domain C 1 is orthogonal to ZR Ą ConvpAξi q, r0ξs. Therefore,
dξn´r ď r ` 1! ηΛpξq}ξ} det ΛV pConvpA
ξ
1q ` r0, ξs, . . . ,ConvpAξr`1q ` r0, ξs,
r0, pipur`1qs, . . . , r0, pipun´1qsq
“ r ` 1!
n´ r ´ 1!
ηΛpξq
}ξ}det ΛV pConvpA
ξ
1q ` r0, ξs, . . . ,ConvpAξr`1q ` r0, ξs,
C 1, . . . , C 1q.
To simplify notations we assume now that 0 P Ai for each i. The sum A “
ConvpA1q ` ¨ ¨ ¨ ` ConvpAnq is n-dimensional, so it admits a linearly independent
set of vectors wj “ ři aij with aij P Ai, 1 ď j ď n. At least n´ r´ 1 of the pipwjq
are linearly independent, say those are pipwr`1q, . . . , pipwn´1q. Since that C 1 is a
fundamental domain of pipΛq, VolpC 1q ď VolppipC2qq, for
C2 “ r0wr`1s ` ¨ ¨ ¨ ` r0wn´1s
and hence
dξn´r ď r ` 1!n´ r ´ 1!
ηΛpξq
}ξ}det ΛV pConvpA
ξ
1q ` r0, ξs, . . . ,ConvpAξr`1q ` r0, ξs,
pipC2q, . . . , pipC2qq
“ r ` 1!
n´ r ´ 1!
ηΛpξq
}ξ}det ΛV pConvpA
ξ
1q ` r0, ξs, . . . ,ConvpAξr`1q ` r0, ξs,
C2, . . . , C2q.
By convexity, the simplex with vertices 0, wr`1, . . . , wn´1 is contained in A. It
follows that C2 Ă pn´ r ´ 1qA and thus
dξn´r ď r ` 1! pn´ r ´ 1q
n´r´1
n´ r ´ 1!
ηΛpξq
}ξ}det ΛV pConvpA
ξ
1q ` r0, ξs, . . . ,
ConvpAξr`1q ` r0, ξs,A, . . . ,Aq
In the particular case r “ n´ 1, what we get is
dξ1 ď n!
ηΛpξq
}ξ}det ΛV pConvpA
ξ
1q ` r0, ξs, . . . ,ConvpAξnq ` r0, ξsq
ď n! η
2 det Λ
B
B |“0V pConvpA
ξ
1q ` Bn, . . . ,ConvpAξnq ` Bnq
ď η
2 det Λ
n! V 1.
For the general case r ă n´1 we will need Stirling’s approximation for l “ n´r´1:
1
l!
ll{2 ď l
l
2 el?
2pilpl` 12 q
ď 1?
2pi
el´
l`1
2 logplq ď e?
2pi
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Using this trick,
dξn´r ď r ` 1! e
2η
4pi det Λ
B
B |“0
Bn´r´1
Bδn´r´1 |δ“0 V pConvpA
ξ
1q ` Bn ` δA, . . . ,
ConvpAξnq ` Bn ` δAq
ď r ` 1! e
2η
4pi det Λ
B
B |“0
Bn´r´1
Bδn´r´1 |δ“0 V pConvpA1q ` B
n ` δA, . . . ,
ConvpAnq ` Bn ` δAq
“ r ` 1! n´ r ´ 1! e
2η
4pi det Λ
vn´r´1
Finally, we set k “ n´ r ´ 1. When r ` 1 “ n, k “ 0. 
Proof of Main Theorem C. We claim that
Σ8 “
ď
ξPF0
Σξ.
Indeed, let q P Σ8. Let rWs P V be the root at infinity, so q ¨W “ 0. Let Bi “
ta P Ai : Wia ‰ 0u. There must exist x P Sn´1 with Bi Ă Axi , for otherwise there
would exist some z PM with rWs “ rVpzqs. The closed cone C¯ “ C¯pAx1 , . . . , Axnq
is a polyhedral cone with vertices in F0. For each vertex ξ P F0, we can write q as
the limit of a family qt P Σξ (just multiply the coefficients qia by t for a P Aξi zAxi .
Since Σξ is Zariski closed, q P Σξ for ξ P F0 X Sn´1. Thus, Σ8 is a finite union of
Σξ for ξ in a subset of F0 X Sn´1.
Item (a) follows directly from Proposition 4.3.4. The particular case in Item (b)
was already proved in Lemma 1.6.13(c). Let’s prove item (c) now.
Let r : F Ñ C be the polynomial of item (a). We produce now two real
polynomials p and q depending on the real and on the imaginary parts of g P F ,
and on a real parameter t:
ppRepgq, Impgq, tq “ Reprpg ` tfqq
qpRepgq, Impgq, tq “ Imprpg ` tfqq.
We also write pptq “ ppRepgq, Impgq, tq “ řdri“0 piti and similarly for q. The coeffi-
cient pi (resp. qi) is a polynomial of degree at most dr´ i on the real and imaginary
parts of g. We assumed that rpfq ‰ 0, therefore the leading term tdrrpfq of rpg`tfq
does not vanish, and rpg ` tfq has degree dr in t. We do not know the degree of
pptq and qptq. We can nevertheless assume that deg pptq “ a and deg qptq “ b with
maxpa, bq “ dr. The Sylvester resultant is
spgq def“ SpRepgq, Impgqq “ det
¨˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˝
b columnshkkkkkkikkkkkkj
p0
p1
. . .
...
. . . p0
... p1
pa
...
. . .
...
pa
a columnshkkkkkkkkkikkkkkkkkkj
q0
q1
. . .
...
. . .
. . .
qb
. . . q0
. . . q1
. . .
...
qb
‹˛‹‹‹‹‹‹‹‹‹‹‹‹‹‚
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which has clearly degree ab ď d2r. If rpg ` tfq for a real, possibly infinite t, then
pptq and qptq have a common real root. In particular, spgq “ 0. The situation s ” 0
cannot arise because rpfq ‰ 0.

Notice also that the Sylvester resultant can vanish when pptq and qptq have a
common non-real root, which does not correspond to a g ` tf P Σ8, t P R.
4.4. Probabilistic estimates. We start with a trivial Lemma:
Lemma 4.4.1. Let c ą 0 and S P N be arbitrary.
Prob
x„Np0,I;CSq
”
}x} ď c?S
ı
ď e
Sp1`2 logpcqq
?
2piS
.
Proof.
Prob
x„Np0,I;CSq
”
}x} ď c?S
ı
“ pi´S
ż
Bp0,c?S;CSq
e´}x}
2
dCSpxq
ď pi´Sc2SSSVolB2S
“ c
2SSS
S!
ď e
Sp1`2 logpcqq
?
2piS
using Stirling’s approximation S! ě ?2piSS` 12 e´S . 
In order to prove Theorem 1.6.14, we introduce now the conic condition number
C pgq def“ }g}
infhPF :rpg`hq“0 }h} “
břN
i“1 }gi}2
infhPF :spg`hq“0
břN
i“1 }hi}2
.
We stress that this is the only part of this paper where we forsake the complex
multi-projective structure (and invariance) in F . At this point, we look at the
zero-set of s as a real algebraic variety in R2S or in S2S´1. According to Bu¨rgisser
and Cucker (2013, Theorem 21.1),
(22) Prob
g„Np0,I;Fq
“
C pgq ě ´1‰ ď 8ed2rS
for ´1 ą 2p2d2r ` 1qS.
Proof of Theorem 1.6.14. Let c be a number to be determined. We consider first
g such that
}g} ą c?S.
Assume furthermore that g P ΩH . In particular there are t P r0, T s, z P Zpg ` tfq
with }Repzq}8 ě H. From Theorem 1.6.5, there is h such that g ` h` tf P Σ8 Ă
Zprq, with
}hi}
}gi ` tfi} ď κρie
´ηiH{n i “ 1, . . . , n.
In particular,
}h} ď }g ` tf}max
i
pκρiqe´ηH{n.
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We can bound }g ` tf} ď }g} ` T }f} ď }g}
´
1` T }f}
c
?
S
¯
. Therefore,
C pgq´1 ď }h}}g} ď 
def“
ˆ
1` T }f}
c
?
S
˙
max
i
κρie
´ηH{n
We can now pass to probabilities:
Prob
g„Np0,I;Fq
rg P ΩH s ď Prob
g„Np0,I;Fq
”
}g} ď c?S
ı
` Prob
g„Np0,I;Fq
“
C pgq´1 ą ´1‰
ď e
Sp1`2 logpcqq
?
2piS
` 8ed2rS
ď e
Sp1`2 logpcqq
?
2piS
` 8ed2rSmax |σia|min |σia|
ˆ
1` T }f}
c
?
S
˙
max
i
κρie
´ηH{n
We want this expression smaller that an arbitrary δ ą 0, A non-optimal solution is
to set c “ e log δ2S ´ 12 “ 2S
?
δ?
e
. This guarantees that
eSp1`2 logpcqq?
2piS
ď δ
2
.
Then we can set
H ě n
η
log
ˆ
16eδ´1d2rSmax
i
pκρiq
ˆ
1` T }f}
2S
?
δ
?
S
?
e
˙˙
.
Because the ρia “ 1 are constant, we can replace maxipκρiq by maxipSiq. 
5. Analysis of linear homotopy
5.1. Overview. The proof of Theorem D is long. Recall that qt “ g ` tf , where
f is assumed ‘fixed’ and g is assumed ‘Gaussian’, conditional to the event g R
Λ Y ΩH Y YK , where
Λ “
"
g P F : D 1 ď i ď n, Da P Ai,
ˇˇˇˇ
arg
ˆ
gia
fia
˙ˇˇˇˇ
ě pi ´ ,
*
ΩH “ Ωf ,T,H “ tg P F : Dt P r0, T s, Dz P Zpg ` tfq ĂM, }Repzq}8 ě Hu
YK “
!
g P F : Di, }gi} ě K
a
Si
)
The first two sets were assumed with probability ď 1{72. The event g P
Λ Y ΩH has therefore probability ď 1{36. By choosing K “ 1 `
b
logpnq`logp10q
mini Si
,
Lemma 3.2.2(b) implies that the event }gi} ě K?Si has probability ď 110n , hence
the event g P YK has probability ď 1{10. Moreover, it is independent from the two
other events. Thus the event g R Λ Y ΩH Y YK has probability ě 7{8. Under this
condition we need to estimate the expectation of the condition length
L ppqτ , zτ q; 0, T q “
ż T
0
˜›››› BBτ pqτ ¨Rpzτ qq
››››
qτ ¨Rpzτ q
` ν0} 9zτ }0
¸
µpqτ ¨Rpzτ q, 0qdτ
with ›››› BBτ pqτ ¨Rpzτ qq
››››
qτ ¨Rpzτ q
“
gffe nÿ
i“1
››Pqiτ ¨Rpzτ qK p 9qiτ ¨Ripzτ qq››2
}qiτRpzτ q}2
.
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Theorem 5.1.1. There is a constant C0 with the following properties. Assume
that the hypotheses (a) to (g) of Theorem D hold. Let T ą 2K, and set
LOGS0
def“ logpdrq ` logpSq ` logpT q.
Let f P F with rpfq ‰ 0, and suppose that f is scaled in such a way that }fi} “ ?Si.
Let K “
´
1`
b
logpnq`logp10q
minpSiq
¯
. Define also
κf “ max
i,a
}fi}
|fia| .
Take g „ Np0, I;F q conditional to g R ΛYΩHYYK , and and consider the random
path qt “ g` tf P F . To this path associate the set Z pqtq be the set of continuous
solutions of qt ¨Vpztq ” 0. Suppose that T ą 2K. Then with probability ě 6{7,ÿ
zτPZ pqτ q
L pqt, zt; 0, T q ď C0QnSmax
i
pSiqpK `
a
1`K{4` κf {8q T LOGS0.
Corollary 5.1.2. If the conditional probability for g is replaced by unconditional
g „ Np0, I;F q, then the inequality above holds with probability ě 67 78 “ 34 .
The first step toward the proof of Theorem 5.1.1 is to break the condition length
into two integrals,
L1ppqτ , zτ q; 0, T q “
ż T
0
} 9qτ ¨Rpzτ q}qτ ¨Rpzτ q µpqτ ¨Rpzτ q, 0qdτ,
L2ppqτ , zτ q; 0, T q “ 2ν0
ż T
0
} 9zτ }0µpqτ ¨Rpzτ q, 0qdτ
Lemma 5.1.3. Assume that qτ ¨Vpzτ q ” 0 and mip0q “ 0 for all i. Then,
(a) ›››› BBτ qτ ¨Rpzτ q
››››
qτ ¨Rpzτ q
ď }p 9qτ ¨Rpzτ qq}qτ ¨Rpzτ q ` ν0} 9zτ }0
(b)
L ppqτ , zτ q; 0, T q ď L1ppqτ , zτ q; 0, T q `L2ppqτ , zτ q; 0, T q.
Proof. Item (a) follows from the product rule and some easy estimates: in each
PpFAiq,
rqiτRipzτ qs “ rqiτRipzτ qe`ipzτ qs “ rqiτ Rˆipzτ qs
with Rˆipzτ q “
¨˚
˚˝. . . eazτ
. . .
‹˛‹‚
aPAi
. By replacing each qipτqRipzτ q by the more
suitable representative qipτqRˆipzτ q, one obtains:›››› BBτ pqτ ¨Rpzτ qq
››››
qτ ¨Rpzτ q
ď
›››› BBτ ´qτ ¨ Rˆpzτ q¯
››››
qτ ¨Rˆpzτ q
ď
››› 9qτ ¨ Rˆpzτ q›››
qτ ¨Rˆpzτ q
`
›››qτ ¨ Rˆpzτ q›››
qτ ¨Rˆpzτ q
max |a 9zτ |
ď } 9qτ ¨Rpzτ q}qτ ¨Rpzτ q `maxi,a |a 9zτ |
ď } 9qτ ¨Rpzτ q}qτ ¨Rpzτ q ` ν0} 9zτ }0.
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Item (b) is now trivial.

5.2. Expectation of the condition length (part 1). The objective of this sec-
tion is to bound the expectancy of the integral
L1ppqτ , zτ q; 0, T q “
ż T
0
} 9qt ¨Rpztq}qt¨Rpztq µpqt ¨Rpztq, 0qdt.
Proposition 5.2.1. Under the conditions of Theorem 5.1.1, there is a constant C1
such that
E
g„Np0,I;Fq
¨˝ ÿ
zτPZ pqτ q
L1ppqτ , zτ q; 0, T q | g R Λ Y ΩH Y YK‚˛ ď
ď C1Qn 14
a
1`K{4` κf {8SmaxpSiq T LOGS0
We need first a preliminary result:
Lemma 5.2.2. Let qt P F be smooth at t0, with }pqiqt0} ‰ 0 for i “ 1, . . . , n. Let
z P Cn. Then for all i,
} 9qit ¨Ripzq}qit¨Ripzq ď max
aPAi
|p 9qiaqt0 |
|pqiaqt0 | .
In particular, if qt “ tf ` g P F , then
} 9qit ¨Ripzq}qit¨Ripzq ď max
aPAi
1ˇˇˇ
gia
fia
` t
ˇˇˇ
and
} 9qt ¨Rpzq}qt¨Rpzq ď
gfffeÿ
i
¨˝
max
aPAi
1ˇˇˇ
gia
fia
` t
ˇˇˇ ‚˛2.
Proof. Let u “ pqiqt0 ¨Ripzq and v “ p 9qiqt0 ¨Ripzq. We compute
}v}2u “ 1}u}6
››}u}2v ´ xv,uyu››2 “ 1}u}4 `}u}2}v}2 ´ |xu,vy|2˘
Let wia “ via{uia. Then,
}v}2u “
ř
a,b |uia|2|uib|2wiapw¯ia ´ w¯ibqř
a,b |uia|2|uib|2
“ 1
2
ř
a,b |uia|2|uib|2|wia ´ wib|2ř
a,b |uia|2|uib|2
and so }v}u ď max |wia|. This proves the first part of the Lemma. The second part
comes from taking absolute values of the expression
wia “ fia
gia ` tfia “
1
gia
fia
` t .

Lemma 5.2.2 yields a convenient bound for the integral L1, viz.
L1ppqτ , zτ q; 0, T q ď
ż T
0
gfffeÿ
i
max
aPAi
¨˝
1ˇˇˇ
gia
fia
` t
ˇˇˇ ‚˛2 µpqt ¨Rpztq, 0qdt,
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and we also apply Lemma 3.3.2(b) with }pqiqt} ď pt ` Kq?Si. Adding over all
paths,
ÿ
zτPZ pqτ q
L1ppqτ , zτ q; 0, T q ď c1
ż T
0
gfffeÿ
i
max
aPAi
¨˝
t`Kˇˇˇ
gia
fia
` t
ˇˇˇ ‚˛2
ˆ
ÿ
zPZpqtq
}Mpqt, zq´1}F dt.
with c1 “
ař
i δ
2
i maxipSiq. Cauchy-Schwartz inequality applied first to the right-
most sum and then to the integral yields
ÿ
zτPZ pqτ q
L1ppqτ , zτ q; 0, T q ď c2
gfffeż T
0
ÿ
i
max
aPAi
pt`Kq2ˇˇˇ
gia
fia
` t
ˇˇˇ2 dt
ˆ
gffeż T
0
ÿ
zPZpqtq
}Mpqt, ztq´1}2F dt,
with c2 “
ař
i δ
2
i maxipSiq
b
n!V
det Λ . We would like at this point to pass to the
conditional expectancies. Using Cauchy-Schwartz again,
E
g„Np0,I;Fq
¨˝ ÿ
zτPZ pqτ q
L1ppqτ , zτ q; 0, T q | g R Λ Y ΩH Y YK‚˛ď
ď c2
gffffe E
g„Np0,I;Fq
¨˚
˝ż T
0
ÿ
i
max
aPAi
pt`Kq2ˇˇˇ
gia
fia
` t
ˇˇˇ2 dt | g R Λ Y ΩH Y YK‹˛‚
ˆ
gfffe E
g„Np0,I;Fq
¨˝ż T
0
ÿ
zPZHpqtq
}Mpqt, ztq´1}2F dt | g R Λ Y ΩH Y YK‚˛
Above, we used the fact that g R ΩH . The sets Zpqtq and ZHpqtq are therefore the
same. For any positive measurable function φ : F Ñ R, we have
E
g„Np0,I;Fq
ˆ
φpgq | g R Λ Y ΩH Y YK˙ ď
ď E
g„Np0,I;Fq
ˆ
φpgq | g R Λ˙ Probg„Np0,I;Fq rg R Λs
Probg„Np0,I;Fq rg R Λ Y ΩH Y YKs
ď 71
63
E
g„Np0,I;Fq
ˆ
φpgq | g R Λ˙
and similarly:
E
g„Np0,I;Fq
ˆ
φpgq | g R Λ Y ΩH Y YK˙ ď 8
7
E
g„Np0,I;Fq
pφpgqq
We have proved that
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Lemma 5.2.3. On the hypotheses above,
E
g„Np0,I;Fq
¨˝ ÿ
zτPZ pqτ q
L1ppqτ , zτ q; 0, T q | g R Λ Y ΩH Y YK‚˛ď
ď c3
gffffe E
g„Np0,I;Fq
¨˚
˝ż T
0
ÿ
i
max
aPAi
pt`Kq2ˇˇˇ
gia
fia
` t
ˇˇˇ2 dt | g R Λ‹˛‚
ˆ
gfffe E
g„Np0,I;Fq
¨˝ż T
0
ÿ
zPZHpqtq
}Mpqt, ztq´1}2F dt‚˛.
with c3 “ 2
?
142
21
ař
i δ
2
i maxipSiq
b
n!V
det Λ .
Now we need to bound the two expectations in the bound above. The second
one is easy: from Theorem 1.5.17,
Lemma 5.2.4.
E
g„Np0,I;Fq
¨˝ż T
0
ÿ
zPZHpqtq
}Mpqt, ztq´1}2F dt‚˛ď 2HT?ndetpΛq pn´ 1q!V 1.
Proof.
E
g„Np0,I;Fq
¨˝ż T
0
ÿ
zPZHpqtq
}Mpqt, ztq´1}2F dt‚˛ ď
ď
ż T
0
E
g„Np0,I;Fq
¨˝ ÿ
zPZHpqtq
}Mpqt, ztq´1}2F ‚˛dt
ď
ż T
0
2H
?
n
detpΛq pn´ 1q!V
1 dt
“ 2HT
?
n
detpΛq pn´ 1q!V
1.

Lemma 5.2.5.
E
g„Np0,I;Fq
¨˚
˝ż T
0
ÿ
i
max
aPAi
pt`Kq2ˇˇˇ
gia
fia
` t
ˇˇˇ2 dt | g R Λ‹˛‚ď ˆpi logp2{q ` 2sinpq
˙
ˆ
ˆ
1
2
K2S
?
pi `KS ` 1
4
κfS
?
pi
˙
` 2ST.
Proof. We start by bounding the maximum by the sum,ż T
0
ÿ
i
max
aPAi
pt`Kq2ˇˇˇ
gia
fia
` t
ˇˇˇ2 dt ď ż T
0
ÿ
i
ÿ
aPAi
pt`Kq2ˇˇˇ
gia
fia
` t
ˇˇˇ2 dt “ÿ
i
ÿ
aPAi
ż T
0
pt`Kq2ˇˇˇ
gia
fia
` t
ˇˇˇ2 dt.
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Let ∆ “ tz P C : ´pi `  ď argpzq ď pi ´ u, and notice that the variables gia{fia
are independently distributed in ∆, with probability density function
|fia|2
pi ´  e
´ |gia{fia|2|fia|´2
An elementary change of variables yieldsż T
0
pt`Kq2ˇˇˇ
gia
fia
` t
ˇˇˇ2 dt “ ż T
0
p|fia|t`K|fia|q2ˇˇˇ
gia
fia
|fia| ` |fia|t
ˇˇˇ2 dt “ |fia|´1 ż |fia|T
0
ps`K|fia|q2
|z ` s|2 ds
where the random variable z “ gia|fia|{fia P ∆ has probability density function
1
pi ´ e
´|z|2 .
We need another change of variables: write z “ x`?´1y and replace s “ yτ ´ x.
Assume first that y ą 0:ż T
0
pt`Kq2ˇˇˇ
gia
fia
` t
ˇˇˇ2 dt “ |fia|´1 1y
ż p|fia|T`xq{y
x{y
pyτ ´ x`K|fia|q2
1` τ2 dτ
ď 2|fia|´1 1
y
ż p|fia|T`xq{y
x{y
y2τ2 ` px´K|fia|q2
1` τ2 dτ
The case y ă 0 is the same with the sign and the integration limits reversed. The
expression above can be expanded as follows:ż T
0
pt`Kq2ˇˇˇ
gia
fia
` t
ˇˇˇ2 dt ď 2 `|fia|K2y´1 ´ 2Kxy´1 ` |fia|´1x2y´1˘A0pzq
`2|fia|´1yA2pzq
(23)
with
Aipzq “
ż p|fia|T`xq{y
x{y
τ i
1` τ2 dτ.
We can integrate, assuming again y ą 0:
A0pzq “ rarctanpτqsτ“p|fia|T`xqy
´1
τ“xy´1
ď rarctanpτqs8τ“xy´1
“ argpzq
A2pzq “ rτ ´ arctanpτqsτ“p|fia|T`xqy
´1
τ“xy´1
“ |fia|Ty´1 ´A0pzq
Replacing in equation (23),ż T
0
pt`Kq2ˇˇˇ
gia
fia
` t
ˇˇˇ2 dt ď 2 `|fia|K2 ´ 2Kx` |fia|´1px2 ´ y2q˘ A0pzqy ` 2T
Passing to polar coordinates x “ r cospθq, y “ r sinpθq we can boundż T
0
pt`Kq2ˇˇˇ
gia
fia
` t
ˇˇˇ2 dt ď 2|fia|K2 ` 2Kr ` `|fia|´1r2˘ θr sinpθq ` 2T
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Above, we used trivial bounds ´1 ď cospθq ď 1, cos2pθq ´ sin2pθq ď 1. Notice also
that the left hand side of (23) is symmetric with respect to y “ Im
´
gia
fia
¯
|fia|. We
need to bound
E
zP∆
¨˚
˝ÿ
i,a
ż T
0
pt`Kq2ˇˇˇ
gia
fia
` t
ˇˇˇ2 dt‹˛‚ď
ď 2
pi ´ 
ÿ
i,a
ż pi´
´pi`
ż 8
0
|fia|K2 ` 2Kr `
`|fia|´1r2˘ e´r2 θ
sinpθq dr dθ ` 2ST
The integral above clearly splits. The integral in r is trivial:ÿ
i,a
ż 8
0
`|fia|K2 ` 2Kr ` |fia|´1r2˘ e´r2 dr “
“ 1
2
ÿ
i,a
ˆ
|fia|K2?pi ` 2K ` 1
2
|fia|´1?pi
˙
ď 1
2
}f}K2?S?pi `KS ` 1
4
?
pi
ÿ
i,a
|fia|´1
ď 1
2
K2S
?
pi `KS ` 1
4
κf
?
n
?
S
?
pi
A primitive F pθq for θsinpθq is known:
F pθq “θ
´
log
´
1´ e
?´1θ
¯
´ log
´
1` e
?´1θ
¯¯
`
`?´1
´
Li2
´
´e
?´1θ
¯
´ Li2
´
e
?´1θ
¯¯
where Li2pzq “ ř8k“1 zkk2 is the polylogarithm or Jonquie`re’s function, and the iden-
tity F 1pθq “ θsinpθq can be deduced from the property Li2pzq1 “ ´ logp1´zqz . Since
limθÑ0 RepF pθqq “ 0, we haveż pi´
0
θ
sinpθq dθ “ RepF ppi ´ qq
“ piRe
´
log
´
1` e´
?´1
¯
´ log
´
1´ e´
?´1
¯¯
´ RepF p´qq
ď pi logp2{q ` 2{ sinpq
Putting all together and bounding
?
n ď ?S,
E
zP∆
¨˚
˝ÿ
i,a
ż T
0
pt`Kq2ˇˇˇ
gia
fia
` t
ˇˇˇ2 dt‹˛‚ď ˆpi logp2{q ` 2sinpq
˙ˆ
1
2
K2S
?
pi `KS ` κfS
?
pi
4
˙
`2ST

Proof of Proposition 5.2.1. In Lemma 5.2.5, we replace  by pi{p32Sq, in order that
logp2{q ď logS ` logp64{piq. Also 2{ sinpq is bounded by  ă logp2{q and
pi logp2{q ` 
2
sinpq ď c4 logpSq
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for some constant c4. An elementary bound is
1
2
K2S
?
pi `KS ` 1
4
κfS
?
pi ď c5pK2 ` κf {2qS
for c5 constant, whencegffffe E
g„Np0,I;Fq
¨˚
˝ż T
0
max
i,a
pt`Kq2ˇˇˇ
gia
fia
` t
ˇˇˇ2 dt | g R Λ‹˛‚ďac4c5pK2 ` κf {2qS logpSq ` 2ST
This can be simplified if T ě 2K ě 2,gffffe E
g„Np0,I;Fq
¨˚
˝ż T
0
max
i,a
pt`Kq2ˇˇˇ
gia
fia
` t
ˇˇˇ2 dt | g R Λ‹˛‚ď ?2c4c5aS logpSq
ˆa1`K{4` κf {8?T
Combining with Lemma 5.2.4 and multiplying by
c3 “ 2
?
142
21
dÿ
i
δ2i max
i
pSiq
c
n!V
det Λ
,
we obtain
E
g„Np0,I;Fq
¨˝ ÿ
zτPZ pqτ q
L1ppqτ , zτ q; 0, T q | g R Λ Y ΩH Y YK‚˛ď
ď 8
?
71
21
?
c4c5
?
H
dÿ
i
δ2i
?
n!V
apn´ 1q!V 1
detpΛq
ˆn 14aS logpSqmax
i
pSiq
a
1`K{4` κf {8 T.
We picked H ď nηLOGS0. Recall from Remark 1.6.8 that ηi ď 2δi, whence η “
min ηi ď 2δi for all i. Thus,
η ď 2?
n
gffe nÿ
i“1
δ2i
This allows us to bound
?
H ď
?
n
η3{2
η
a
LOGS0 ď 2
η3{2
gffe nÿ
i“1
δ2i
a
LOGS0
Using also that logpSq ď LOGS0, we conclude that
E
g„Np0,I;Fq
¨˝ ÿ
zτPZ pqτ q
L1ppqτ , zτ q; 0, T q | g R Λ Y ΩH Y YK‚˛ď
ď C1Qn 14SmaxpSiq
a
1`K{4` κf {8 T LOGS0

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5.3. Expectation of the condition length (part 2).
Proposition 5.3.1. Under the conditions of Theorem 5.1.1, there is a constant C2
such that
E
g„Np0,I;Fq
¨˝ ÿ
zτPZ pqτ q
L2ppqτ , zτ q; 0, T q | g R Λ Y ΩH Y YK‚˛ ď
ď C2Qn3{2
?
Smax
i
pSiq K T LOGS0
We need first an auxiliary Lemma.
Lemma 5.3.2.
(a) Assume that qτ ¨Vpzτ q ” 0. Then for any y PM,
} 9zτ }y ď }Pqτ p 9qτ q}}Mpqτ , zτ q´1}y.
(b) Assume that τ ‰ 0 and qτ “ τ f ` g. Then,
}Pτf`gpfq} ď minp}f}, 2}g}{τq.
(c) Assume τ ‰ 0, qτ “ τ f ` g and qτ ¨Vpzτ q ” 0. Then,
} 9zτ }0µpqτ ¨Rpzτ q, 0q ď
˜ÿ
i
δ2i
¸
minp}f}, 2}g}{τq}Mpqτ , zτ q´1}2F max
i
paSi}qi}q.
Proof of Lemma 5.3.2. Item (a) is obtained by differentiating qτ ¨Vpzτ q “ 0:¨˚
˚˝. . . }VAipzτ q}
. . .
‹˛‹‚Mpqτ , zτ q 9zτ “ ´ 9qτ ¨Vpzτ q.
But because qτ ¨Vpzτ q “ 0, this is equivalent to¨˚
˚˝. . . }VAipzτ q}
. . .
‹˛‹‚Mpqτ , zτ q 9zτ “ ´PqKτ p 9qτ q ¨Vpzτ q.
Thus,
9zτ “ ´Mpqτ , zτ q´1
¨˚
˚˝PqKτ p 9qτ q ¨
¨˚
˚˝
...
1
}VAi pzτ q}VAipzτ q
...
‹˛‹‚‹˛‹‚
Now we prove item (b). Because P is a projection operator,}Pτf`gpfq} ď }f}.
We prove the remaining inequality below: For each i, let qi “ τfi ` gi.
PqKi pfiq “
1
τ
PqKi pqi ´ giq
“ 1
τ
pI ´ 1}qi}2 qqiqi˚ pqi ´ giq
“ 1
τ
ˆ
qi ´ gi ´ qi ` qi xgi, qiy}qi}2
˙
“ 1
t
ˆ
´gi ` qi xgi, qiy}qi}2
˙
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so passing to norms, }PqKi pfiq} ď 2
}gi}
τ and }Ppτf`gqKpfq} ď 2 }g}τ .
To prove item (c), recall from Lemma 3.3.2(b) that
µpq ¨Rpzq, 0q ď
dÿ
i
δ2i
››Mpq, zq´1››
F
max
i
κρi}qi}
with κρi “
?
Si because ρi,a “ 1. 
Proof of Proposition 5.3.1. Since }fi} “ ?Si, }f} “
?
S where S “ řSi. For
g R YK , we also have }g} ď K
?
S. As in the proof of Proposition 5.2.1, we bound
the conditional expectation by
E
g„Np0,I;Fq
¨˝ ÿ
zτPZ pqτ q
L2ppqτ , zτ q; 0, T q | g R Λ Y ΩH Y YK‚˛ ď
ď Probg„Np0,I;Fq rg R ΩH Y YKs
Probg„Np0,I;Fq rg R Λ Y ΩH Y YKs
ˆ E
g„Np0,I;Fq
¨˝ ÿ
zτPZ pqτ q
L2ppqτ , zτ q; 0, T q | g R ΩH Y YK‚˛
ď 71
70
ż
FzΩHYYK
e´}g}2
piS
ÿ
zτPZ pqτ q
L2ppqτ , zτ q; 0, T qdF pgq
ď 71
35
ν0
ż T
0
ż
FzΩHYYK
e´}g}2
piS
ÿ
zPZpqτ q
} 9z}0µpqτ ¨Rpzq, 0qdF pgqdτ
ď 71
35
ν0
˜ÿ
i
δ2i
¸ż T
0
ż
FzΩHYYK
e´}g}2
piS
ˆ
ÿ
zPZpqτ q
minp}f}, 2}g}{τq}Mpqτ , zτ q´1}2F max
i
paSi}qi}qdF pgqdτ
where the last step is Lemma 5.3.2(c) above. We can bound
minp}f}, 2}g}{τq ď ?Sminp1, 2K{τq
and
max
i
}qi} ď max
i
a
Sipτ `Kq.
As in sections 3.3 and 3.4 but with Σ2 “ I, define
Ifˆ ,I “ E
q„Npfˆ ,Iq
¨˝ ÿ
zPZHpqq
}Mpq, zq´1}2F ‚˛
“
ż
F
e´}g}2
piS
ÿ
zPZHpfˆ`gq
}Mpfˆ ` g, zτ q´1}2F dF pgq.
COMPLEXITY OF SPARSE POLYNOMIAL SOLVING 2: RENORMALIZATION 73
However, this time fˆ “ τ f . We have
E
g„Np0,I;Fq
¨˝ ÿ
zτPZ pqτ q
L2ppqτ , zτ q; 0, T q | g R Λ Y ΩH Y YK‚˛ ď
ď 71
35
ν0
?
Smax
i
pSiq
˜ÿ
i
δ2i
¸ż T
0
pτ `Kqminp1, 2K{τq Iτf ,I dτ
From Theorem 1.5.17, we recover:
Iτf ,I “ Ifˆ ,I ď
2H
?
n
detpΛq pn´ 1q!V
1.
Finally, we integrate for T ě 2K
ż T
0
pτ `Kqminp1, 2K{τqdτ “
ż 2K
0
τ `K dτ `
ż T
2K
2K ` 2K2{τ dτ
“ 2KT ` 2K2 log
ˆ
T
2K
˙
ď 3KT.
Putting all together,
E
g„Np0,I;Fq
¨˝ ÿ
zτPZ pqτ q
L2ppqτ , zτ q; 0, T q | g R Λ Y ΩH Y YK‚˛ď
426
35
Hν0
?
n
?
Smax
i
pSiqKT
`ř
i δ
2
i
˘ pn´ 1q!V 1
det Λ
(24)
Recall that
Q “ η´2
˜
nÿ
i“1
δ2i
¸
maxpn!V, n´ 1!V 1ηq
det Λ
and that H ď nηLOGS0. This allows to simplify expression 24 to
E
g„Np0,I;Fq
¨˝ ÿ
zτPZ pqτ q
L2ppqτ , zτ q; 0, T q | g R Λ Y ΩH Y YK‚˛ ď
ď C2Qn3{2
?
Smax
i
pSiqKT LOGS0
for some constant C2. 
5.4. Proof of Theorem 5.1.1.
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Proof of Theorem 5.1.1. We need to put together Propositions 5.2.1 and 5.3.1,
E
g„Np0,I;Fq
¨˝ ÿ
zτPZ pqτ q
L1ppqτ , zτ q; 0, T q | g R Λ Y ΩH Y YK‚˛ ď
ď C1Qn 14SmaxpSiq
a
1`K{4` κf {8 T LOGS0
E
g„Np0,I;Fq
¨˝ ÿ
zτPZ pqτ q
L2ppqτ , zτ q; 0, T q | g R Λ Y ΩH Y YK‚˛ ď
ď C2Qn3{2
?
Smax
i
pSiq K T LOGS0
Adding together, we conclude that
E
g„Np0,I;Fq
¨˝ ÿ
zτPZ pqτ q
L ppqτ , zτ q; 0, T q | g R Λ Y ΩH Y YK‚˛ ď
ď pC1 ` C2qQnSmax
i
pSiqpK `
a
1`K{4` κf {8q T LOGS0
To simplify notations, let L be the random variable
ř
zτPZ pqτ qL ppqτ , zτ q; 0, T q
and let
E “ QnSmax
i
pSiqpK `
a
1`K{4` κf {8q T LOGS0.
The expectation above is:
E
g„Np0,I;Fq
ˆ
L | g R Λ Y ΩH Y YK˙ ď pC1 ` C2qE.
Let C0 “ tpC1 ` C2q for t ą 1. Markov’s inequality says that
Prob
g„Np0,I;Fq
„
L ě C0E | g R Λ Y ΩH Y YK ď 1{t
The main statement follows from setting t “ 7. 
5.5. Finite, non-degenerate roots. Assume that qt “ g ` tf P F is given, and
that there is a continuous path zt PM with qt ¨Vpztq “ 0. Assume furthermore
that ζ “ limtÑ8 zt exists and is a point in M. The Lemma below gives precise
values for T so that Theorem 5.1.1 can be used for tracking the homotopy path: we
may want to find approximations of z0 out of approximations of ζ, or the opposite.
Define
∆0pT q “ max
τěT dPpqτ ¨Rpζq, f ¨Rpζqq,
∆1pT q “ max
τěT dPpqτ ¨Rpzτ q, f ¨Rpζqq
and
∆2pT q “ ν0 max
τěT }zτ ´ ζ}0 ď ∆˜2pT q “ ν0
ż 8
T
} 9zτ }0 dτ.
Those functions are decreasing and, by continuity,
lim
TÑ8∆0pT q “ limTÑ8∆1pT q “ limTÑ8∆2pT q “ 0.
Also, write µ “ µpf ¨Rpζq, 0q. Recall that κf “ maxi,a }fi}|fia| .
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Lemma 5.5.1. Assume that n ě 2, Si ě 2 for all i, and ρia “ 1 always. Suppose
that f is scaled so that }fi} “ ?Si exactly, for each i. Assume that }gi} ď K?Si
for some constant K. with K “ 1`
b
logpnq`logp10q
minpSiq . Assume that
T ě θκfK
?
Smax
i
paSiqµ2ν0
for θ ě θ0 » 14.113, 684 ¨ ¨ ¨ , and that there is a smooth path zt PM, t ě T , with
qt ¨Vpztq “ 0 for qt “ g ` tf with ζ “ limtÑ8pztq. Then,
∆0pT qµ ď 1
2
θ´1,(25)
∆1pT qµ ă k1θ´1 with k1 » 7.056, 842 . . . , and(26)
∆2pT qµ ď ∆˜2pT qµ ă k2θ´1 with k2 » 2.932, 308 . . .(27)
Proof. We start with ∆0pT q:
∆0pT q “ dPpqT ¨Rpζq, f ¨Rpζqq
ď
gffe nÿ
i“1
}p 1T pqiqT ´ fiq ¨Ripζq}2
}fi ¨Ripζq}2
“ 1
T
gffe nÿ
i“1
}gi ¨Ripζq}2
}fi ¨Ripζq}2
ď κf
T
gffe nÿ
i“1
}gi}2
}fi}2
ď κfK
?
n
T
.
The estimate (25) follows now from bounds ν0 ě 1, µ ě 1, ?Si ě 2 and
?
S ě ?2n.
We bound now ∆1pT q. Suppose that the maximum in its definition is attained for
τ “ t ě T .
∆1pT q “ ∆1ptq “ dPpqt ¨Rpztq, f ¨Rpζqq
ď dPpqt ¨Rpztq,qt ¨Rpζqq ` dPpqt ¨Rpζq, f ¨Rpζqq.
“ dPpqt ¨Rpztq,qt ¨Rpζqq `∆0ptq.
Setting h “ qt ¨Rpζq, Lemma 2.1.1 applied to the first term yields
dPph ¨Rpzt ´ ζq,hq ď
?
5}zt ´ ζ}0ν0 ď
?
5∆2ptq.
Thus,
(28) ∆1pT q ď
?
5∆2pT q ` 1
2θµ
.
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The bound on ∆2 is obtained by integration:
∆2pT q ď ν0∆˜2pT q
“ ν0
ż 8
T
} 9zτ }0 dτ
ď ν0
ż 8
T
}Mpqτ , zτ q´1}0 minp}f}, 2}g}τ´1q dτ
ď 2Kν0
?
S
ż 8
T
}Mpqτ , zτ q´1}0τ´1 dτ
Using Lemma 5.3.2(a) and (b). The last step follows when τ ě T ě 2K. Notice
that
Mpqτ , zτ q “ diag
ˆ }VAip0q}
}VAipzτ q}e
`ipzq
˙
MpqτRpzτ q, 0q
so Lemma 3.3.3 implies:
}Mpqτ , zτ q´1}0 ď max
i
paSiq}Mpqτ ¨Rpzτ q, 0q´1}0.
Triangular inequality yields }qiτ ¨Ripzτ q} ě τ}fi¨Ripzτ q}´}gi¨Ripzτ q} ě τ min |fia|´
K
?
Si. In particular, if τ ě T , K?Si ď τκ´1f 1θ?Sµ2ν0 we obtain
minp}qiτ ¨Ripzτ q}q ě pτκ´1f ´Kqmin
a
Si ě τκ´1f
?
2
ˆ
1´ 1
2θ
˙
.
This means that
}Mpqτ , zτ q´1}0 ď µpqτRpzτ q, 0qκf max
?
Si
τ
?
2
2´ θ´1
Proposition 1.3.9(b) yields:
µpqτRpzτ q, 0q ď µ
1´ µ∆1pτq
so we can bound
∆˜2pT q ď 2
?
2κfK
?
Smaxip?Siq
2´ θ´1
µν0
1´ µ∆1pT q
ż 8
T
τ´2 dτ.
Integrating,
(29) ∆˜2pT q ď 2
?
2κfK
?
Smaxip?Siq
2´ θ´1
µν0
1´ µ∆1pT qT
´1.
We claim that µ∆1pT q ď 12 . Suppose by contradiction that µ∆1pT q ą 12 , then
we can increase T such that µ∆1pT q “ 12 . From equation (28),
µ∆1pT q ď
?
5µ∆2pT q ` 1
2θ
.
Equation (29) implies
µ∆2pT q ď µ∆˜2pT q ď 4
?
2
2θ ´ 1 .
Combining the two bounds,
1
2
ď 4
?
10
2θ ´ 1 `
1
2θ
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When θ Ñ8, we clearly get a contradiction. To find the smaller θ0 that guarantees
equality, we compute the largest solution of
θ20 ´
ˆ
3
2
` 4?10
˙
θ0 ` 1
2
“ 0
that is θ0 » 14.113, 684 ¨ ¨ ¨ ă 15. This contradiction establishes that µ∆1pT q ď 12 .
The very same calculations imply, for θ ě θ0:
µ∆1pT q ď 4
?
10
2θ ´ 1 `
1
2θ
but this bound is inconvenient. Notice that for θ ě θ0, 12θ´1 ´ 12θ “ 12θp2θ´1q ď
1
p2θ0´1q2θ . Using this bound, we obtain numerically
µ∆1pT q ď 1
θ
ˆ
2
?
10
ˆ
1` 1
2θ0 ´ 1
˙
` 1
2
˙
ď k1θ´1
with k1 » 7.056, 842 . . . and
µ∆2pT q ď µ∆˜2pT q ď 1
θ
ˆ
2
?
2
ˆ
1` 1
2θ0 ´ 1
˙˙
ď k2θ´1
with k2 » 2.932, 308 . . . 
5.6. Expectation of the condition length (part 3).
Proposition 5.6.1. Assume that the hypotheses (a) to (e) and g of Theorem D
hold. Let qt “ g ` tf , where g P F satisfies }gi} ď K?Si. To this path associate
the set Z pqtq be the set of continuous solutions of qt ¨Vpztq ” 0. Suppose that T ě
θκfK
?
Smaxip?Siqµ2f ν0 with θ ě θ0 » 14.113, 684 ¨ ¨ ¨ and µf “ maxzPZpfq µpf ¨
Rpzq, 0q. Then unconditionally,ÿ
zτPZ pqτ q
L pqt, zt;T,8q ď 2Qk3.
for k3 ď 0.867781 . . . .
Lemma 5.6.2. Assume that t ě T . Under the hypotheses of Proposition 5.6.1,
} 9qt ¨Rpztq}qt¨Rpztq
1
t2
Nÿ
i“1
K
1´ T´1K?Siκf .
Proof.
} 9qt ¨Rpztq}qt¨Rpztq “
››› 9f ¨Rpztq›››
qt¨Rpztq
“ 1
t
}qt ¨Rpztq ´ gt ¨Rpztq}qt¨Rpztq
ď 1
t
}qt ¨Rpztq}qt¨Rpztq `
1
t
}g ¨Rpztq}qt¨Rpztq
The first term vanishes. The second term admits a trivial bound:
1
t
}gi ¨Rpztq}pqiqt¨Rpztq ď
1
t
}gi ¨Rpztq}
}pqiqt ¨Rpztq} ď
1
t
K
?
Si
tκf ´K?Si
It follows that
} 9qt ¨Rpztq}qt¨Rpztq ď
1
t2
Nÿ
i“1
K
1´ T´1K?Siκf
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
Proof of Proposition 5.6.1. Since we supposed that T ě θκfK
?
Smaxip?Siqµ2f ν0,
we recover from Lemma 5.6.2 that
} 9qt ¨Rpztq}qt¨Rpztq ď
1
t2
Nÿ
i“1
K
1´ θ´1?S´1
ď 1
t2
K
?
n
1´ 12θ
.
We can now bound
L1ppqτ , zτ q;T,8q “
ż 8
T
} 9qt ¨Rpztq}qt¨Rpztq µpqt ¨Rpztq, 0qν0 dt
“ µfν0
1´ µf∆1pT q
ż 8
T
} 9qt ¨Rpztq}qt¨Rpztq dt
ď T´1 µfν0
1´ k1θ´1
K
?
n
1´ 12θ
ď 1
2θ ´ 1
Similarly,
L2ppqτ , zτ q;T,8q “ 2ν0
ż 8
T
} 9zt}zt µpqt ¨Rpztq, 0qdt
ď 2 µf ∆˜2pT q
1´ µf∆1pT q
ď 2 k2
θ ´ k1
It follows from Lemma 5.1.3 that for every solution path zt P Zpqtq,
L ppqτ , zτ q;T,8q ď L1ppqτ , zτ q;T,8q `L2ppqτ , zτ q;T,8q ď 1
2θ ´ 1 ` 2
k2
θ ´ k1
We set k3 “ 12θ´1 ` 2 k2θ´k1 » 0.867781 . . . . From Remark 1.7.1, the total number
of paths is at most 2 Q. The Proposition follows. 
Proof of Main Theorem D. We will combine Theorem 5.1.1 with Proposition 5.6.1.
Fix T “ θ0κfK
?
Smaxip?Siqµ2f ν0. With probability at least 7{8, the random
system g does not belong to the exclusion set Λ Y ΩH Y YK . In that case,ÿ
zτPZ pqτ q
L pqt, zt; 0,8q “
ÿ
zτPZ pqτ q
L pqt, zt; 0, T q `
ÿ
zτPZ pqτ q
L pqt, zt;T,8q
and with probability at least 6{7,ÿ
zτPZ pqτ q
L pqt, zt; 0, T q ď C0QnSmax
i
pSiqpK `
a
1`K{4` κf {8q T LOGS0
Also, we know from Proposition 5.6.1 thatÿ
zτPZ pqτ q
L pqt, zt;T,8q ď Qk3{2.
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Adding and replacing T by its value, we obtain thatÿ
zτPZ pqτ q
L pqt, zt; 0,8q ďp2k3 ` C0θ0qQnS3{2 max
i
pS3{2i q
ˆKpK `a1`K{4` κf {8qκfµ2f ν0 LOGS0
with
LOGS0 P Oplogpdrq ` logpSq ` logpν0q ` logpµf q ` logpκf qq.
The constant C is the product of 2k3 ` C0θ0 times the constant in LOGS0.

6. Conclusions and further research
A theory of homotopy algorithms over toric varieties is now within reach. In
this paper, the renormalization technique allowed to obtain complexity bounds for
homotopy between two fixed systems, as long as they satisfy some conditions: they
should be well-posed, and have no root at infinity. New invariants that play an
important role in the theory were identified: the mixed surface, and the face gap
η. The cost of a ‘cheater’s homotopy’ between two fixed, non-degenerate systems
with same support was bounded here.
Theorem 1.6.5 paves the way for rigorously detecting roots at infinity, and fur-
thermore finding out which toric infinity the root may be converging to. Then
one can think of replacing the original system with the appropriate overdetermined
system at infinity, and attempt to solve it. There are some technical difficulties to
certify the global solution set with roots at toric infinity, that also deserve some
investigation.
Degenerate roots are more challenging. The hypothesis drpfq ‰ 0 in Theo-
rems D and E already imply that f R Σ8 and hence, by Bernstein’s second theorem
(Th. 1.6.6 here) the number of finite roots is n!V {detpΛq and the roots are isolated.
If we de not assume drpfq ‰ 0, then more general singular solutions may arise.
There are numerical methods to deal with this situation, see for instance Sommese
and Verschelde (2000), Dayton et al. (2011), Giusti and Yakoubsohn (2013), Li and
Sang (2015), and Hauenstein et al. (2017) and references.
Finding a convenient starting system is usually one of the big challenges for ho-
motopy algorithms. In the sparse setting there are several viable options. One of
them is the use of polyhedral homotopy, also known as nonlinear homotopy (Ver-
schelde et al., 1994; Huber and Sturmfels, 1995; Li, 1999; Verschelde, 1999). It
‘reduces’ a generic system to a tropical polynomial system. Several approaches are
available for solving tropical polynomial systems. A complexity bound in terms
of mixed volumes and quermassintegralen for solving generic tropical systems was
given by (Malajovich, 2017). A procedure to solve arbitrary tropical systems with
roughly the same complexity bound was given independently byJensen (2016a) and
Jensen (2016b). The results of those papers disprove the belief by practitionners
that
In general, finding the exact maximal root count for given sparse
structure and setting up a compatible homotopy is a combinatorial
process with a high computational complexity (Bates et al., 2013,
p.71)
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and provide usable implementations for finding the starting systems.
The situation is different for polyhedral homotopy continuation itself. While
the same numerical evidence, as together as this author’s experience show that
this is a highly effective numerical method, theoretical justifications are missing.
It is important here to point out our findings in Theorem B: the variance of the
coefficients appears in the average bound for the condition, and this precludes
obatining a decent complexity estimate with the tools in this paper. No complexity
bound for polyhedral homotopy is known at this time.
Polyhedral homotopy is not the only possible algorithm for solving sparse sys-
tems. One can also experiment with monodromy as in (Krone and Leykin, 2017;
Leykin et al., 2018; Duff et al., 2019; Brysiewicz et al., TA). Finding a point in the
solution variety is easy, just project a random system into the subspace vanishing
at a fixed point. Then the other roots can be found by homotopy continuation
through several random loops. No complexity analysis for this procedure is known
either.
Finally, there is the situation where many systems inside a space F need to be
found, and in this case one just needs to solve one generic system in F . The cost
of obtaining this ‘cheater’ system is then irrelevant, and it can be obtained by total
degree homotopy as in (Breiding et al., 2020).
Experimental validation of the results in this paper is still to be done. Theo-
rem D uses a conditional probability estimate. By performing experiments with
this conditional probability or with adversarial probability distributions, one can
determine if the domains in the proof of the Theorem are really necessary or if they
are a side-product of the proof technique.
The complexity bound in this paper,
QnS3{2 max
i
pS3{2i qK
´
K `a1`K{4` κ{8¯κpµ2f ` µ2hqν0
ˆ
´
logpdrq ` logpSq ` logpν0q ` logpµf q ` logpµhq ` logpκf q
¯
should be compared to the problem size. Since we are considering the problem
of finding all the roots, a reasonable definition for the problem size should be
n!V S times some function depending solely on the coefficients. This function can
be thought as the logarithm of some abstract condition number, see for instance
(Cucker, 2015; Malajovich and Shub, 2019) for the rationale of introducing such
an object. While there is no hope for the algorithm in this paper to be uniform
polynomial time, one can still define the problem size as n!V Sκpµ2f ` µ2hq and
ask whether this algorithm behaves experimentally as if it was assymptotically
polynomial time for natural, easy to define families of examples.
Last but not least, a large number of implementation issues remain unsettled.
Several choices in this paper were done to simplify the theory, but do not seem
reasonable in practice. For instance, it would be reasonable to replace the trial
and error procedure of Theorem E by early detection that the Gaussian system is
outside of the domain of the conditional probability. Also, there is nothing special
about straight lines and using great circles instead looks more natural.
Complexity analysis in this paper is done in terms of total cost. But each path
can be followed independently of the others, os the algorithm is massively paral-
lelizable. In those situations, the computational bottleneck is the communication
between processes. If it is possible to detect failure early from data at the path,
COMPLEXITY OF SPARSE POLYNOMIAL SOLVING 2: RENORMALIZATION 81
one can avoid communication almost completely. It would be desirable in this case
to estimate the expected parallel running time.
A more foundamental question is the following: most implementation of homo-
topy algorithms use a predictor-corrector scheme, as explained for instance by All-
gower and Georg (1990). Up to now, the tightest rigorous complexity bounds for
homotopy algorithms refer to a corrector-only homotopy, which no one actually
uses in practice. Is it possible to improve the complexity bound of Theorem A by
more than a constant by using a higher order method? What about the bound in
Theorem D?
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