Roth N, Rust NC. Rethinking assumptions about how trial and nuisance variability impact neural task performance in a fast-processing regime. Task performance is determined not only by the amount of task-relevant signal present in our brains but also by the presence of noise, which can arise from multiple sources. Internal noise, or "trial variability," manifests as trial-by-trial variations in neural responses under seemingly identical conditions. External factors can also translate into noise, particularly when a task requires extraction of a particular type of information from our environment amid changes in other task-irrelevant "nuisance" parameters. To better understand how signal, trial variability, and nuisance variability combine to determine neural task performance, we explored their interactions, both in simulation and when applied to recorded neural data. This exploration revealed that trial variability is typically larger than a neuron's task-relevant signal for tasks with fast reaction times, where spike count integration windows are short. In this low signal-to-trial variability regime, nuisance variability has the counterintuitive property of having a negligible impact on single-neuron task performance, even when it dominates the task-relevant signal. The inconsequential impact of nuisance variability on individual neurons also extends to descriptions of population performance, under the assumption that both trial and nuisance variability are uncorrelated between neurons. These results demonstrate that some basic intuitions about neural coding are misguided in the context of a fast-processing, low-spike-count regime.
INTRODUCTION
One overarching goal of systems neuroscience is to establish the relationship between an organism's neural activity and its behavior. One commonly employed approach in this effort is to formulate behavior in terms of a specific task that the organism has to solve and to compare behavioral performance on this task with the neural performance of individual neurons and/or neural populations (e.g., reviewed by Parker and Newsome 1998; Ruff et al. 2018) . When viewed from the perspective of individual neurons, neural task performance is proportional to the amount of neural signal reflected in a neuron's responses ( Fig. 1A) and inversely proportional to the amount of noise, which can arise from multiple sources. Internal noise, or "trial variability," manifests as trial-by-trial variations in neural responses under seemingly identical conditions (Fig. 1A) . External factors can also translate into noise, particularly when a task requires extraction of a particular type of information from our environment amid changes in other task-irrelevant, nuisance parameters (Fig. 1B; Haefner and Bethge 2010; Kim et al. 2016) . Stated differently, for any given task neurons in a brain area may be modulated by multiple experimental variables, but when viewed from the perspective of task performance one type of modulation reflects the task-relevant signal, whereas other types of modulation act as noise. Because our intuitions about how neural activity gives rise to behavior rely crucially on our assumptions of how signal, nuisance modulation, and trial variability combine to determine task performance, it is important that those assumptions are valid within the coding regime relevant for any given task.
In the regime where signals are large relative to the size of trial variability, a neuron's response will typically be more modulated by changing an experimental parameter for which it is "tuned" than it will be across trials when that parameter is kept fixed. Tuning functions are often depicted in this way, with large tuning modulations and small error bars to depict trial variability. In this high signal-to-trial variability ratio regime, it naturally follows that when neurons are sensitive to changes in both task-relevant parameters (i.e., signal) as well as task-irrelevant parameters (i.e., nuisance modulation), nuisance modulation will be detrimental to single-neuron task performance (as depicted in Fig. 1B ). However, as described in more detail below, this intuition is inaccurate when spike counts are small, for example, because of spike count integration windows that are short (as implied for tasks with fast reaction times; Fig. 2 ). That is, in a low signal-to-trial variability regime, even when nuisance modulation is much larger than the task-relevant signal, it has the nonintuitive property of having a negligible impact on single-neuron task performance.
Understanding how descriptions of neural task performance formulated for individual neurons extend to the performance of a neural population requires incorporating population considerations such as how task-relevant information is formatted (e.g., linearly or nonlinearly) and whether trial and nuisance variability are correlated between neurons. Investigations focused in part on view-invariant object recognition have demonstrated the means by which individual neurons can multiplex different types of signals such that each type of signal can be extracted from the population with a simple linear decoder (DiCarlo and Cox 2007; Hong et al. 2016; Hung et al. 2005; Li et al. 2009 ), but little attention has been directed toward understanding how signal and nuisance modulation impact population performance within the context of these linearly separable representations. Some insight into these issues can be gained from work focused on how correlated interactions between neurons impact population performance within a linear decoding scheme (reviewed by Cohen and Kohn 2011; Kohn et al. 2016) . However, this work has focused nearly exclusively on correlated trial (as opposed to nuisance) variability (but see Kim et al. 2016) . Understanding how nuisance modulation impacts neural task performance thus requires extending these population-based Fig. 1 . Classic intuitions about how signal, nuisance modulation, and trial variability impact task performance. A: schematic of single-unit task performance (d=) for a classic, 2-way discrimination task in which a subject is asked to label different conditions as "A" or "B" across repeated trials. Shown are hypothetical distributions of spike count responses for the 2 conditions. d= is measured as the separation of the 2 spike count distributions in units of the number of standard deviations separating their means. d= is proportional to the amount of signal, which determines the separation between the means of the distributions (cyan), and d= is inversely proportional to the spread within each distribution, which arises as a result of variability across repeated trials within each condition ("trial variability," purple). B: schematic of d= for the same discrimination task but extended to require grouping multiple conditions into each of 2 sets, "As" and "Bs" (e.g., an object identification task where 2 objects are presented in multiple background contexts). In this case, "nuisance" modulations (e.g., firing modulations by the background context) increase the spread of the responses within each condition and thus lower d=. The relative sizes of signal and trial variability depend on spike count window width. In these simple simulations, a 1-dimensional (1D) Gaussian tuning function with a peak of 25 spikes/s was sampled with 13 points evenly spaced points along the x-axis. Firing rate responses were then converted into spike counts for windows of various durations, followed by the introduction of Poisson trial variability. A: a 1D Gaussian tuning function along with points that depict the distributions of spike counts computed in a 1-s count window. Dashed line indicates the grand mean firing rate across all conditions. B: as imposed by the Poisson simulation, the relationship between the mean spike count within each condition and the variance of spike count across repeated trials for each condition (often called the Fano factor or variance-to-mean ratio) remained linear with a slope of 1, regardless of window width. However, "signal," computed as the standard deviation across the set of mean spike counts for each condition, grew faster than "trial variability," computed as the square root of the average variance across trials within each condition. Values corresponding to signal and trial variability for 100-ms and 500-ms spike count windows are labeled. C: plot of the ratio of trial variability relative to signal as a function of spike count window length. Dotted line depicts the benchmark of a ratio equal to 1. White and gray dots correspond to the 100-and 500-ms windows, respectively, from B.
Parameter
approaches to incorporate considerations about nuisance variability.
MATERIALS AND METHODS
Experiments were performed on two adult male rhesus macaque monkeys (Macaca mulatta) with implanted head posts and recording chambers. All procedures were reviewed and approved by the University of Pennsylvania Institutional Animal Care and Use Committee. The behavioral and neural data included in this report were also included in a previous report (Roth and Rust 2018) . Details of the experimental design and data analysis are described extensively in that report and are summarized here.
Invariant delayed-match-to-sample task. All behavioral training and testing was performed via operant conditioning (juice reward), head stabilization, and high-accuracy infrared video eye tracking. Stimuli were presented with customized software (https://mworks-.github.io) on an LCD monitor with an 85-Hz refresh rate.
As an overview, the monkeys' task required them to make an eye movement response to a specific location when a target object appeared within a sequence of distractor images to receive a reward (Fig. 3A) . Objects were presented across variation in position, size, and background context ( Fig. 3B ). Stimuli consisted of a fixed set of 20 images that were shown across changes in the identity of four target objects, each presented at five identity-preserving transformations.
The task consisted of short blocks (~3 min), each with a fixed target, before another target was pseudorandomly selected.
Trials were initiated by the monkey fixating on a red dot in the center of a gray screen. Cue trials indicating the target object were presented at the beginning of each block. Test trials, which are the focus of this report, always began with a distractor image, and neural responses to this image were discarded to minimize nonstationarities such as stimulus onset effects. In each block, distractors were chosen randomly from a set of 15 possible images without replacement until each distractor was presented once on a correct trial, and the images were then rerandomized. On most trials, a random number of one to six distractors were presented, followed by a target match (Fig. 3A) . On a small fraction of trials, seven distractors were shown, and the monkey was rewarded for fixating through all distractors. Stimuli were presented for 400 ms (or until the monkeys' eyes left the fixation window), and each stimulus was immediately followed by the presentation of the next stimulus. After the onset of a target match image, monkeys received a juice reward for making a saccade to a response target within 600 ms. If 400 ms had elapsed after target onset and the monkey had not moved its eyes, a distractor stimulus was immediately presented. Within each block, four repeated presentations of the 20 images were collected, and a new target object was then pseudorandomly selected. After the presentation of all four objects as targets, the targets were rerandomized, and at least 20 repeated trials of each condition were collected in total. Overall, monkeys performed this task with high accuracy. Disregarding fixation breaks (monkey 1: 8% Fig. 3 . Invariant delayed-match-to-sample (IDMS) task. A: monkeys performed an IDMS task. Each block (~3 min in duration) began with a cue trial indicating the target object for that block. On subsequent trials, monkeys initiated a trial by fixating on a small dot. After a 250-ms delay, a random number (1-7) of distractors were presented, and on most trials this was followed by a target match. Monkeys were required to maintain fixation throughout the distractors and make a saccade to a response dot within a window 75-600 ms after the onset of the target match to receive a reward. In cases where the target match was presented for 400 ms and the monkey had still not broken fixation, a distractor stimulus was immediately presented. B: the experiment included 4 objects presented at each of 5 identity-preserving transformations ("up," "left," "right," "big," "small"), for 20 images in total. In any given block, 5 of the images were presented as target matches and 15 were distractors. C: histograms of reaction times on correct trials (milliseconds after stimulus onset) during the IDMS task for each monkey, with means indicated by arrows and labeled. of trials; monkey 2: 11% of trials), percent correct on the remaining trials was as follows: monkey 1: 96% correct, 1% false alarms, and 3% misses; monkey 2: 87% correct, 3% false alarms, and 10% misses. Neural recording. The activity of inferotemporal cortex (IT) neurons was recorded via a single recording chamber in each monkey. Neural activity was largely recorded with 24-channel U probes (Plexon) with linearly arranged recording sites spaced with 100-m intervals, with a handful of units recorded with single electrodes (Alpha Omega, glass-coated tungsten). Details of the recording and spike sorting procedure are described at length in Roth and Rust (2018) .
We measured neural responses by counting spikes in a window that began 80 ms after stimulus onset. For all the analyses presented in this report except Fig. 6B , the spike count window ended at 250 ms. On 1.9% of all correct target match presentations reaction times were faster than 250 ms, and those trials were excluded from analysis such that spikes were only counted during periods of fixation. When combining the units recorded across sessions into a larger pseudopopulation, we screened for units that met three criteria. First, we only included units that were modulated by our task, as quantified by a one-way ANOVA applied to our neural responses (80 conditions ϫ 20 repeats) with P Ͻ 0.01. Second, units were required to pass a loose criterion on recording stability, as quantified by computing the variance-to-mean ratio for each unit (calculated by fitting the relationship between the mean and variance of spike count across the 80 conditions) and eliminating units with a variance-to-mean ratio Ͼ 5. Finally, we applied a loose criterion on unit recording isolation, quantified by computing the signal-to-noise ratio (SNR) of the waveform (as the difference between the maximum and minimum points of the average waveform divided by twice the standard deviation across the differences between each waveform and the mean waveform) and excluding (multi)units with an SNR Ͻ 2. This screen yielded a population of 204 units (of 563 possible units), which included 96 units from monkey 1 and 108 units from monkey 2.
Quantifying single-unit modulation magnitudes. To quantify single-unit modulation magnitudes ( Fig. 6A, Fig. 7C ), we applied a bias-corrected, ANOVA-like procedure described in detail by Pagan et al. (2016) and summarized here. This procedure considers the total variance in the spike count responses for each unit across conditions (n ϭ 80) and trials (m ϭ 20 for each condition) and parses this total variance into the variance that can be attributed to each type of experimental parameter and variance attributed to trial variability. Similar to an ANOVA, the procedure is designed to parse response variance, including the variance that can be attributed to changes in the identity of the visual image, the identity of the target object, and whether each condition was a target match or a distractor. These variances are then converted into measures of spike count modulation (i.e., standard deviation around each unit's grand mean spike count) via a procedure that includes bias correction for overestimates in modulation due to noise.
The procedure began by developing an orthonormal basis of 80 vectors designed to capture all types of modulation with intuitive groupings. The orthonormal basis is most easily understood by envisioning the 80 experimental conditions as a matrix of 20 images (4 objects ϫ 5 transformations) each viewed in the context of 4 targets (i.e., a 4 ϫ 20 matrix; Fig. 5A ). To design the orthonormal basis for this task, we began by constructing a first vector that corresponded to the grand mean spike count response across all conditions; all entries in this vector took on the same, constant value (e.g., 1/80; Fig. 5B , "grand mean"). The remaining vectors were designed to capture the types of modulation that neural responses might reflect, which follow from the task design. In the case of our experiment, the first type of modulation differentiated whether a condition was a target match or a distractor, and this corresponds to modulation along the elongated diagonal of the 4 ϫ 20 matrix (i.e., entries in which the object in view matches the target, e.g., for object 1, images 1-5; for object 2, images 6 -10, etc.; Fig. 5B , "target match"). The second type included 19 vectors to describe the visual modulation, reflected as vertical structure in the orthonormal basis ( Fig. 5B , "visual"). Notably, although there are 20 different visual images, only 19 were required to capture the visual modulation once the mean firing rate response had also been defined (i.e., degrees of freedom for the visual conditions ϭ 20 -1). The third type of modulation included three vectors corresponding to response modulations that could be attributed to changing the identity of the target, reflected as horizontal structure in the matrix (Fig. 5B , "target identity"). The final type of modulation was that which was required to describe responses that are "peppered" across the matrix, such as differential responses to the same visual image under two different distractor conditions, and we refer to this modulation as "residual" (Fig. 5B , "residual"). More technically, residual modulations reflect all nonlinear combinations of visual and target identity signals that do not fall along the elongated diagonal (i.e., are not target match modulation). This final type of modulation included the remaining 64 vectors to form a set of 80 vectors. Once this initial set of vectors was defined, we applied the Gram-Schmidt procedure to convert it into an orthonormal basis. Specifically, we defined each of the n original vectors as v i and each of the vectors of the resulting orthonormal basis as b i . The Gram-Schmidt process was applied iteratively to each initially defined vector and consisted of two stages: first the vector was orthogonalized relative to all the vectors already incorporated into the final, orthonormal basis, and second, the resulting vector was normalized by its norm. A crucial requirement is that the final vectors b 1 ...b n spanned the full space. We verified this by checking that the rank of the matrix obtained by juxtaposing the final vectors [b 1 ...b n ] was equal to 80.
The resulting basis b i ...b n spanned the space of all possible responses for our task, and each trial-averaged vector of spike count responses to the 80 experimental conditions R can be reexpressed as a weighted sum of these basis vectors. To quantify the amounts of each type of modulation reflected by each unit w i , we began by computing the squared projection of each basis vector b i and R. An analytical bias correction, described and verified in Pagan and Rust (2014) , was then subtracted from this value:
where t 2 indicates the trial variance, averaged across conditions (n ϭ 80), and m indicates the number of trials (m ϭ 20). When more than one dimension existed for a type of modulation (e.g., "visual"), we summed values of the same type (e.g., for total nuisance modulation, we summed over i ϭ 3:80; see Eq. 3 below). Next, we applied a normalization factor [1/(n Ϫ 1). where n ϭ 80] to convert these summed values into variances. Finally, we computed the square root of these quantities to convert them into modulation measures that reflected the number of spike count standard deviations around each unit's grand mean spike count. Target match modulation was computed as
Nuisance modulation was computed as
To compute the different subtypes of nuisance modulation, we replaced the weights w i 2 in Eq. 2 with the weights that corresponded to the orthonormal basis vectors corresponding to each subtype, including visual modulation (i ϭ 3 to 21), target modulation (i ϭ 22 to 24), and residual modulation (i ϭ 25 to 80), as described above.
Trial variability for each unit ( Trial ) was computed in a comparable manner as the square root of the average (across condition) variance across trials:
where the spike count response for a particular trial t of condition i was s it and the mean spike count response across all trials of condition i was s i .
When estimating modulation population means ( Fig. 6A, Fig. 7C ), the bias-corrected squared values were averaged across units before taking the square root. Because these measures were not normally distributed, standard error about the mean was computed via a bootstrap procedure. On each iteration of the bootstrap (across 1,000 iterations), we randomly sampled values from the modulation values for each unit in the population, with replacement. Standard error was computed as the standard deviation across the means of these newly created populations.
Relating modulation magnitudes and single-unit performance. To determine the impact of nuisance modulation on single-unit task performance (d=) (Fig. 7, A and B) we expressed d= as a function of the different types of signal modulations described above (Eqs. 2-4):
This derivation is described in detail in Pagan and Rust (2014) .
To quantify the impact of nuisance modulation on d=, we compared each unit's d= in the presence of nuisance modulation (Eq. 5) vs. d= when the nuisance modulation term Nui was set to zero (d NoNui   ' ). We then calculated the impact of nuisance modulation as the percent increase in d= without nuisance:
Population performance. We quantified the ability of the IT population to classify target matches vs. distractors (Figs. 9C and Fig. 10 ), by applying a Fisher linear discriminant (FLD, a linear decoder) using approaches that were described previously in detail (Pagan et al. 2013) and are summarized here.
The general form of a linear decoding axis is
where w is an N-dimensional vector (where N is the number of units) containing the linear weights applied to each unit and b is a scalar value. We fit these parameters with a FLD, where the vector of linear weights was calculated as
and b was calculated as
Here 1 and 2 are the means of the two classes (target matches and distractors, respectively), and the mean covariance matrix is calculated as
where ⌺ 1 and ⌺ 2 are the regularized covariance matrices of the two classes. These covariance matrices were computed with a regularized estimate equal to a linear combination of the sample covariance and the identity matrix I (Pagan et al. 2016) :
Regularization with the identity matrix guarantees that the resulting covariance matrix is invertible, in contrast to other approaches, such as regularization with the diagonal matrix, that do not (e.g., when the variance across all of the training trials for a given condition in any split of the data is 0, a matrix regularized with the diagonal of the covariance matrix will not be invertible and the FLD solution will be undefined). To determine ␥, we explored a range of values from 0.01 to 0.99, and we selected the value that maximized average performance across all iterations, measured with the cross-validation "regularization" trials set aside for this purpose (see below). We then computed performance for that value of ␥ with separately measured "test" trials, to ensure a fully cross-validated measure. Because this calculation of the FLD parameters incorporates the off-diagonal terms of the covariance matrix, FLD weights are optimized for both the information conveyed by individual units as well as their pairwise interactions (i.e., correlated trial and nuisance variability; Fig. 8 ).
We begin by describing our procedures for Fig. 9 , followed by the modifications applied to analyze the role of correlations ( Fig. 10 ). For Fig. 9 , the decoder was cross-validated via the following resampling procedure. On each resampling iteration, we randomly shuffled the trials for each condition and for each unit and (for numbers of units less than the full population size) randomly selected units. On each iteration, 18 trials from each condition were used for training the decoder, 1 trial was used to determine a value for regularization, and 1 trial from each condition was used for cross-validated measurement of performance.
On each iteration of the resampling, we included 20 target match conditions and 20 (of 60 possible) distractor conditions, to ensure that decoder performance was not biased by unequal numbers of target matches and distractors. To do so, we subselected each set of 20 distractors such that it spanned all possible combinations of mismatched object and target identities (e.g., objects 1, 2, 3, 4 paired with targets 4, 3, 2, 1), of which there are nine possible sets.
We computed population d= as a measure of population performance. We began by computing the dot product of the test data and the linear weights w, adjusted by b (Eq. 7). Population d= was computed for the distributions of these values across the 20 different images presented as target matches versus as distractors:
where Match and Distractor correspond to the mean across the set of matches and distractors, pooled ϭ ͙ ͑ Match 2 ϩ Distractor 2 ͒ ր 2, and Match and Distractor correspond to the standard deviation across the set of matches and distractors, respectively.
We computed population d= (Eq. 12) on each resampling iteration for the 20 target match conditions and 20 distractor conditions, separately for each set of nine match-distractor combinations, and then averaged across the nine sets. Mean and standard error of population d= were computed as the mean and standard deviation of d= across 2,000 resampling iterations. Standard error thus reflected the variability due to the specific trials assigned to training and testing and, for populations smaller than the full size, the specific units chosen.
To determine the impact of correlated trial and nuisance variability on IT population performance ( Fig. 10) , we began by applying the FLD described above with the following modifications. First, when available ( Fig. 10A ), the analysis was applied to simultaneously recorded data within each session, and the correlation structure on each trial was kept intact on each resampling iteration ( Fig. 10A , "Intact"). When Ͼ24 units were available within one session, a subset of the 24 units was selected, composed of the units with the most task modulation, quantified via the P value of a one-way ANOVA applied to each unit's responses (80 conditions ϫ 20 trials). Second, we randomly shuffled the trials within each condition, for each unit, on each iteration of the bootstrap (Fig. 10A , "Shuffle TV"). Third, we randomly shuffled both trial variability as well as the assignment of image identity for each of the 20 distractor conditions and 20 target match conditions on each bootstrap iteration ( Fig. 10A , "Shuffle TV&NV"). The analysis to determine the impact of correlated trial and nuisance variability on the pseudosimulation (Fig. 10B ) was performed in the same manner but applied to the pseudosimulated data.
Simulations. To understand the relationship between trial variability and signal in a general case, we simulated a neuron's responses to a hypothetical set of stimulus conditions (Fig. 2) . The mean firing rate response for each experimental condition was determined by sampling a Gaussian tuning curve at 13 evenly spaced points between Ϫ1 and 1, with a mean of 0 and standard deviation of 0.5. We held the peak firing rate of this simulated neuron at 25 Hz and counted spikes in different durations from 50 to 1,000 ms. Next, we simulated responses across 100 repeated trials with Poisson trial variability. To compute the ratio of trial variability to signal (Fig. 2B ), we began by creating a modified orthonormal basis similar to the one described above. Specifically, this orthonormal basis b included 13 vectors b i that reflected 1) the grand mean spike count across all conditions (b 1 , 1 dimension) and 2) the experimental condition the neuron was tuned for (b 2 -b 13 , 12 dimensions). We next computed signal as Sig ϭ ͱ 1 n Ϫ 1 · ͚iϭ2 13 w i 2 (13) and trial variability as described in Eq. 4, where n ϭ 13 and m ϭ 100. Finally, we computed the ratio of trial variability to signal for the simulated neuron at each simulated spike count duration.
We also performed a number of simulations based on our recorded data. Each of these simulations began by computing the bias-corrected weights for each recorded unit as described above (Eq. 1).
To explore how rescaling the spike counts by different factors of N influenced the ratio of trial variability to signal or trial variability to nuisance modulation ( Fig. 6C ), or influenced the impact of nuisance modulation (Fig. 7B ), we rectified bias-corrected modulations that fell below zero, recomputed the noise-corrected mean spike count responses for each condition, rescaled the mean spike counts by N, and generated trial variability with an independent Poisson process.
To estimate the impact of nuisance modulation on population performance, we simulated two versions of each of our recorded units ( Fig. 9C , "Nuisance-intact" and "Nuisance-removed"). In the "intact" version, we computed each unit's responses as described for the rescaling simulation but with a rescale factor N ϭ 1. In the "Nuisance removed" version, we used a similar procedure but set the modulations corresponding to all nuisance dimensions to 0. The responses were thus computed based on the grand mean spike count response as well as the target match modulation. To quantify the impact of nuisance modulation on population performance, we used Eq. 12 as computed with the population d= performance values, where d= refers to the "Nuisance-intact" simulation, and d NoNui ' refers to the "Nuisance-removed" simulation.
RESULTS

Impact of spike count window width on relative sizes of signal and trial variability-a simple simulation.
To develop intuitions for how we quantify the size of signal modulation relative to the size of trial variability, as well as to establish the relationships between these measures when spikes are counted in windows of different widths, we begin by focusing on a simple simulation of a Gaussian tuning function.
Simulated data were computed as the spike count responses across repeated presentation of N experimental conditions, each on T repeated trials ( Fig. 2A) . These data thus consist of N ϫ T responses. For this simulation, the firing rate responses for each experimental condition were determined by sampling a Gaussian tuning curve at N ϭ 13 evenly spaced points along the x-axis. While the peak firing rate of this simulated neuron was held fixed (25 Hz), spikes were counted in windows of different durations (50 ms to 1 s), followed by the introduction of Poisson trial variability across T ϭ 100 repeated trials. The purpose of this simulation is to demonstrate how the relationship between signal and trial variability depends on spike count window width. To prevent confusion, we emphasize that the effect we are highlighting here is not a change in the "varianceto-mean ratio" or "Fano factor" with spike count window width. As imposed by the Poisson process used in this simulation, the relationship between the mean spike count for each condition and the variance in spike counts across repeated trials within each condition is linear with a slope of 1 regardless of whether spikes were counted in windows of 100 ms or 500 ms ( Fig. 2B) .
Rather, the effect that we wish to highlight follows from the fact that because the spike count variance across repeated trials grows linearly as mean spike counts are rescaled ( Fig. 2B ), the dispersal (i.e., standard deviation) of spike counts across the different conditions ("signal") grows at a faster rate than the dispersal (i.e., standard deviation) of spike counts across trials ("trial variability"). For example, in this simulation, signal was smaller than trial variability for count windows of 100 ms (0.9 vs. 1.2 spikes for signal and trial variability respectively; Fig. 2B ) but the relationship was reversed for 500-ms count windows (4.1 vs. 2.5 spikes for signal and trial variability, respectively; Fig. 2B ). Figure 2C plots the ratio of trial variability over signal as a function of spike count window width for a range of window widthswhereas signal was larger than trial variability for long spike count windows, trial variability dominated for spike count windows shorter than 200 ms. This simple simulation thus illustrates that a low signal-to-trial variability regime is not exotic or unexpected but rather follows from counting spikes in short windows, even when neurons are reasonably well tuned and have reasonable peak firing rates. Below we illustrate that one consequence of this relatively simple relationship is a revision to the seemingly straightforward intuitions presented in Fig. 1 .
More generally, signal and trial variability can be computed with methods similar to a one-way ANOVA, where the total variance across the N ϫ T responses is parsed into the variance that can be attributed to changes in the visual image ("signal variance") and the variance across repeated presentations of the same image ("trial variance"). Because signal variance nonintuitively scales as the square of response changes (e.g., when firing rates double, the signal variance quadruples), we find it useful to consider modulation in units of standard deviation, computed as the square root of these quantities. Conceptually, this simple simulation can also be extended to incorporate nuisance modulation by simulating the responses for a matrix of N ϫ M experimental conditions, each on T trials, where the first parameter might be considered "signal" and the second parameter "nuisance modulation." In this case, the data would consist of N ϫ M ϫ T data points and, similar to a two-way ANOVA, the total variance can be decomposed into signal, nuisance modulation, and trial variability. This is the approach that we apply to recorded neural data, as described below.
IT operates in a regime in which signals are small relative to trial variability during a delayed-match-to-sample object search task. To demonstrate the relevance of the simple simulation presented in Fig. 2 to actual neural data, we quantified signal, nuisance, and trial variability in data recorded from IT as two monkeys performed an invariant delayed-match-tosample object search (IDMS) task. In this task, monkeys viewed a sequence of images and reported when a sought visual target appeared across variation in the object's position, size, and background context (Fig. 3 ; Roth and Rust 2018) . Specifically, the monkeys' task required them to fixate during the presentation of distractors and make a saccade to a response dot on the screen after target match onset to receive a reward (Fig. 3A) . This experiment included viewing a fixed set of 20 images, broken down into four objects presented at each of five transformations (Fig. 3B) . Each of the 20 images was viewed in the context of each of the four objects as a target, resulting in 80 experimental conditions in total. For each condition, we collected at least 20 repeats on correct trials. Monkeys generally performed well on this task (mean percent correct monkey 1 ϭ 96%, monkey 2 ϭ 87%). Of particular relevance to this report is their reaction times (computed as the time their eyes left the fixation window relative to the target match stimulus onset), which were fast (means: 364 ms and 332 ms; Fig. 3C ), implying short spike count integration windows.
As the two monkeys performed this task, we recorded neural activity from IT. Units were screened on the basis of their stability, isolation, and task modulation (see MATERIALS AND METHODS). The data reported here are extracted from trials with correct responses and include the spike count responses of 204 units ϫ 80 experimental conditions ϫ 20 repeated trials. Spikes were counted for each unit in windows that always began at 80 ms after stimulus onset with variable widths (detailed below) that terminated no later than 250 ms, and thus always before the monkeys' reaction times on these trials. Distributions of grand mean and peak firing rates computed for the spike count window 80 -250 ms are shown in Fig. 4 .
The monkeys' task can be envisioned as a two-way classification of the same images presented as target matches (requiring a saccade) versus as distractors (requiring them to maintain fixation). In an earlier report of this data, we found that IT "target match modulation," parameterized in this way, correlated with the monkeys' behavior insofar as the IT population significantly classified correct trials and misclassified trials in which the monkeys made errors (Roth and Rust 2018) . The IDMS task also included a number of different nuisance variables, including "visual" (changes in the identity of the visual image, including object identity and object transforma-tion), "target" (changes in the identity of the sought target), and "residual" (nonlinear interactions between visual and target modulation that are not target match modulation, such as a preferential response to a particular image presented as a distractor). We emphasize that our use of the term "residual"which captures a type of nonlinear tuning-should not be confused with variability across trials (which we term "trial variability"). To quantify the degree to which IT units were modulated by these different variables, we applied an extension of the intuitions presented in Fig. 2 , where we parsed total response variance into variance that could be attributed to the target match signal, different types of nuisance modulation, and trial variability. Our procedure included projecting the responses of each unit onto an orthonormal basis designed to group experimental variables into these intuitive sets ( Fig. 5 ; see MATERIALS AND METHODS). Variances were corrected for bias due to limited samples and converted into estimates of modulation (and thus units of standard deviation).
We found that during the IDMS task trial variability was considerably larger than any type of modulation in IT. When applied to spike count windows 80 -250 ms after stimulus onset, average trial variability was 5.2ϫ larger than the target match signal (Fig. 6A) . Trial variability was also larger than any of the other types of nuisance parameters, including visual A: distribution of grand mean firing rates, computed across all conditions and trials. B: distribution of peak firing rates, computed as the maximum firing rate for each unit across the 80 conditions. Arrows indicate the means across n ϭ 204 units. modulation (Fig. 6A ). This establishes that the average IT unit exists in a regime in which signal and nuisance variability are small compared with trial variability during the IDMS task. Why was trial variability so much larger than signal and nuisance modulation during the IDMS task? Consistent with the intuitions presented in Fig. 2 , this was a result of counting spikes in relatively short spike count windows (170 ms) as a consequence of terminating the count window before the mon-keys' reaction times, which were fast (Fig. 3C ). Within these short spike count windows, the average grand mean spike count was 0.94 spikes per condition per trial and the average peak spike count across the 80 conditions was 2.63 spikes (which translates into mean and peak firing rates of 5.5 spikes/s and 15.5 spikes/s, respectively; Fig. 4 ). We also found that, consistent with earlier reports, IT trial variability was approximately Poisson (average variance-to-mean ratio across units ϭ 1.20, relative to the Poisson benchmark of 1.0, computed for 170-ms spike count windows positioned 80 -250 ms after stimulus onset). Consistent with the simple intuition that trial variability dominates in short spike count windows (Fig.  2) , the ratio between trial variability and the target match signal was very large for short integration windows but became smaller as a function of spike count window width (Fig. 6B) . We also performed simulations to extrapolate our data to larger windows by rescaling the responses by factors of N (Fig. 6C) . We found that a 16-fold rescaling was required to equate the sizes of the target match signal with trial variability and a 3-fold rescaling was required to equate the sizes of trial variability and nuisance modulation. Under the simplifying assumption of firing rates that remain constant as a function of time, these translate into spike count windows of 2.72 s and 0.5 s for the target match signal and nuisance modulation, respectively.
In sum, analysis of both simulated tuning curves as well as recorded neural data demonstrate that when spikes are counted in short integration windows neurons operate in a regime in which signal and nuisance modulations are small relative to the size of trial variability. This is the regime that much of the brain is expected to exist in for tasks with fast reaction times (e.g.,~250 ms), such as the IDMS task. In the next section, we explore how signal, nuisance, and trial variability combine to determine single-neuron task performance in this regime.
When trial variability is large, nuisance modulation is largely inconsequential for single-unit task performance. As depicted in Fig. 1B , the intuition that nuisance modulation should be detrimental to task performance is straightforward. However, as we illustrate here, this intuition only holds in a regime in which signal and nuisance modulations are large compared with trial variability. To illustrate the simple algebraic intuition for why this is the case, we present an extension of our previous formulation for single-unit d=, computed for a two-way classification (Pagan and Rust 2014) . To summarize that approach, d= is a measure of the ratio between signal and noise, where noise is parsed into one component proportional to total nuisance modulation and another component proportional to trial variability ( Fig. 1B) :
|d'| ϭ ͱ k 1 · signal modulation 2 k 2 · nuisance modulation 2 ϩ trial variability 2
Here, k 1 and k 2 are constants. With this formulation, the impact of nuisance modulation on d= can be determined by considering the increase in d= when nuisance modulation is not incorporated into the calculation (i.e., a hypothetical scenario in which nuisance modulation does not exist) compared with when it is (i.e., for the intact data), analogous to the increase in d= in Fig. 1A relative to Fig. 1B . Figure 7A shows the result of this analysis applied to the IDMS data, which reveals that Fig. 5 . Constructing an orthonormal basis for the invariant delayed-match-tosample (IDMS) task. A: the complete experimental design of the IDMS task included looking "at" 4 objects, each presented at 5 transformations (for a total of 20 images) viewed in the context of looking "for" each object as a target, and thus 4 ϫ 20 ϭ 80 experimental conditions. In this design, target matches fall along the extended diagonal (gray) and distractors are on the off-diagonal (white). B: a subset of the 80 initial vectors produced by the first stage of the orthonormal basis design process (see MATERIALS AND METHODS), reconfigured into 4 ϫ 20 matrices for visualization. C: the same basis vectors but after application of the Gram-Schmidt orthogonalization process.
removing nuisance only results in a modest increase in d= across units, with an average increase of 10.1%. The modest increase in d= after removal of nuisance modulation is at first glance surprising in light of the fact that nuisance modulations were much larger (2.8ϫ) than the target match signal (Fig. 6A) , coupled with the intuition that large nuisance modulation should be detrimental to task performance (Fig. 1B) . However, this result can be understood by examining the trial variability component of the noise, which was 5.2ϫ larger than the target match signal and nearly 2ϫ the size of nuisance modulation (Fig. 6A) . As a result, trial variability dominated the denominator of the d= equation. As an illustrative example, compare ratios of the numbers 5/(10 ϩ 100) ϭ 0.045 versus 5/(0 ϩ 100) ϭ 0.05: although the first component of the denominator (10) is twofold the size of the numerator (5), including versus excluding it only leads to a change in the total ratio of 10% because the denominator is dominated by the second entry (100). In the case of the data, intact d= can be approximated from the ratios reported in Fig.   6A as ͙ 1 2 ր ͑2.8 2 ϩ5.2 2 ͒ ( ϭ 0.17), d= without nuisance can be approximated by ͙ 1 2 ր 5.2 2 ( ϭ 0.19), and the increase is approximated as 14% (where the difference between the 14% approximation and the 10.1% value reported in Fig. 7A can be attributed to approximating a ratio after taking the averages vs. computing the ratio in Eq. 14 for each unit, followed by averaging). Consequently, although the amount of nuisance modulation is large relative to the size of the target match signal, its impact is blunted by the existence of trial variability, which is even larger. In sum, a primary determinant of the impact of nuisance modulation on d= is the ratio of trial variability over nuisance modulation, and when this ratio is large the existence of nuisance modulation has little consequence for d=. We found this to be the case during the IDMS task.
To illustrate that the amount of nuisance modulation that we observed would have impacted task performance at higher spike counts than we recorded in our data (e.g., if counting windows were longer), we performed a simulation in which we rescaled the responses for each unit in our data (after noise correction; see MATERIALS AND METHODS). Specifically, we kept the proportions and types of signal and nuisance modulation for each unit intact but rescaled the trial-averaged spike count responses for each unit by different factors of N, followed by the reintroduction of Poisson trial variability. We then recomputed the impact of nuisance modulation on single-unit d= as described for Fig. 7A . We found that the impact of nuisance on d= grew substantially with rescaling ( Fig. 7B) . For example, with a sixfold rescaling, which roughly translates into a 1-s counting window (under the assumption that the response properties are constant with time), eliminating nuisance resulted in a 53.0% increase in d= (compared with the 12.1% increase in simulation with no rescaling; Fig. 7B ). The increased impact of nuisance with rescaling cannot be attributed to changes in the relative amounts of signal and nuisance modulation, as these remained fixed with rescaling (compare Dotted line corresponds to the benchmark of a ratio equal to 1. Fig. 6A and Fig. 7C ). Rather, the increased impact of nuisance with rescaling is due to a decrease in magnitude of trial variability relative to the magnitude of nuisance modulation (compare Fig. 6A and Fig. 7C ). One of the central predictions of the results presented above is that as total spike counts increase, the impact of nuisance modulation should increase as well. Did this predicted relationship hold across the units that we recorded in IT? The grand mean firing rates of individual units were in fact strongly correlated with the impact of nuisance modulation on d= during the IDMS task ( Fig. 7D ; r ϭ 0.34, P ϭ 1.5 ϫ 10 Ϫ5 ). Additionally, whereas increases in firing rate corresponded with increases in all three of the variables used to compute d= (correlations with grand mean firing rate: target match modulation r ϭ 0.65, P ϭ 9.9 ϫ 10 Ϫ20 ; nuisance modulation r ϭ 0.73, P ϭ 4.6 ϫ 10 Ϫ27 ; and trial variability r ϭ 0.9, P ϭ 1.7 ϫ 10 Ϫ51 ), the predicted determinant of the impact of nuisance on d=-the ratio of trial variability over nuisance modulation-was (as expected) negatively correlated with grand mean firing rate (Fig. 7E, r ϭ Ϫ0.39, P ϭ 5.8 ϫ 10 Ϫ7 ) . These results demonstrate that nuisance modulation is more impactful for units with higher firing rates, because (as predicted) the ratio between trial variability and nuisance modulation decreases as firing rates increase.
Notably, what we did not observe in our data was a significant correlation between the impact of nuisance modulation and d= (Fig. 7F, r ϭ 0.04, P ϭ 0.64) , and we did not observe a correlation between the ratio of trial variability over nuisance and d= (r ϭ Ϫ0.09; P ϭ 0.25). This can be explained by the fact that the complete transfer of the relationship between firing rate and the impact of nuisance modulation (Fig. 7D) to a relationship between d= and the impact of nuisance modulation (Fig. 7F ) requires that the variation in d= across units is determined exclusively by differences in firing rate between units. This is unlikely, as another crucial determinant of d= is likely to be the type of signals reflected in a unit's responses (e.g., whether or not it carries the target match signal). In other words, units with similar grand mean firing rates are likely to reflect very different types of modulation (e.g., target match, visual, etc.) and thus have very different d= for the IDMS task, and, similarly, units with very different firing rates could very well have the same d=. Consistent with this interpretation, Fig. 7 . The impact of nuisance modulation on single-unit task performance (d=). A: single-unit d= computed on the intact data and with the nuisance term set to 0. The impact of nuisance was computed as the average proportional increase in performance when nuisance was removed. B: average impact of nuisance modulation on single-unit d= (computed as described for A), applied to data after rescaling firing rates by factors of N (see text). C: magnitudes of the target match signal, nuisance modulation, and trial variability computed for the 6-fold rescaling to illustrate their ratios. D: grand mean firing rate of each unit (computed as described for Fig. 4 ) plotted against the impact of nuisance modulation on d=; r ϭ 0.34; P ϭ 1.5 ϫ 10 Ϫ5 . E: grand mean firing rate of each unit plotted against the ratio of trial variability (TV) over nuisance modulation; r ϭ Ϫ0.39, P ϭ 5.8 ϫ 10 Ϫ7 . F: single-unit d= plotted against the impact of nuisance modulation on d=; r ϭ 0.04, P ϭ 0.64.
although it was the case that d= and grand mean firing rates were in fact correlated (r ϭ 0.43, P ϭ 4.9 ϫ 10 Ϫ8 ) and d= was correlated with all three components required to compute it (correlations with d=: target match modulation r ϭ 0.90, P ϭ 3.3 ϫ 10 Ϫ57 ; nuisance modulation r ϭ 0.26, P ϭ 0.0012; trial variability r ϭ 0.40; P ϭ 2.1 ϫ 10 Ϫ7 ), the amount of target match modulation was an even larger predictor of a unit's d= (correlation between magnitude of its target match modulation and d=: r ϭ 0.90; P ϭ 3.3 ϫ 10 Ϫ57 ). After correction for the correlation of target match and nuisance modulation with firing rate, the partial correlation of the target match signal with d= remained high (partial correlation: r ϭ 0.91, P ϭ 3.97 ϫ 10 Ϫ60 ), whereas the partial correlation of d= and nuisance became nonsignificant (partial correlation: r ϭ Ϫ0.08, P ϭ 0.30). Together, these results indicate that in a fast-processing regime (where spike counts are low), nuisance modulation is largely inconsequential for single-neuron task performance. In contrast, our simulations reveal that mixing signals in the same proportions but in a regime where spike counts are high (e.g., with long integration windows) would be highly detrimental. In the next section, we extend these single-neuron descriptions to describe the impact of trial and nuisance variability on population performance.
When trial variability is large, nuisance modulation remains largely inconsequential for population performance. As we demonstrate in this section, the impact of nuisance modulation on IT performance described above for single units in a low-spike-count regime (Fig. 7) remains modest even when population factors are considered, as long as a basic set of assumptions hold.
When determining population performance, one important factor to consider is the degree to which trial variability and nuisance modulation are correlated between neurons. To sum-marize the well-established framework for thinking about correlated trial variability (reviewed by Cohen and Kohn 2011; Kohn et al. 2016) , when the component of trial variability that falls along a linear decoding axis is uncorrelated between neurons, it will average away as a function of population size. Relative to this benchmark, correlated trial variability has the potential to be either beneficial or detrimental to performance (Fig. 8A) . Nuisance modulation is similar insofar as the component of nuisance modulation that falls along a linear decoding axis that is uncorrelated between neurons will also average away as a function of population size. Relative to this benchmark, interactions between neurons can configure nuisance modulation to have beneficial or detrimental consequences (Fig. 8B) .
To illustrate simple benchmarks for thinking about how nuisance variability impacts population performance under the general assumption that trial and nuisance variability are both uncorrelated across units, we begin by considering performance for a simple population comprised of units that all contain the same signal, no nuisance, and uncorrelated trial variability. A well-established behavior of this type of population is that its population d= will grow with population size as ͙͚1 N d' 2 , where N indicates population size (Fig. 9A ). Conceptually, this performance growth follows from pooling signal across units while averaging away uncorrelated trial variability. Next, we elaborate the scenario by adding nuisance modulation to every unit to decrease its d= by a constant factor k (where k Ͻ 1). If the nuisance modulation is independent across units, performance of this population will grow as ͙͚1 N ͑kd'͒ 2 , as both trial and nuisance variability average away at the same rate (Fig. 9A) . Following on the intuitions presented above for single neurons (Fig. 7) , the proportional impact of nuisance can be computed as the proportional in- . How correlated trial variability and correlated nuisance modulations can impact task performance. A: cartoon depictions of the "beneficial" and "detrimental" impact that correlated trial variability can have on task performance relative to the "uncorrelated" benchmark. Each point depicts a hypothetical population response for a population of 2 neurons on a single trial, and clusters of points depict the dispersion of responses across repeated trials. Dotted lines depict the linear decision boundary optimized for a 2-way classification. Population performance is determined by projecting each class onto an axis perpendicular to the decision boundary. Correlated trial variability between units can be configured to increase or decrease the variance of the projected population response relative to the benchmark of uncorrelated trial variability, and thus have a detrimental or beneficial impact on performance. B: same as in A but expanded to incorporate correlated nuisance variability. Included are 3 experimental conditions within each set (clusters of points). Like trial variability, correlated nuisance variability between units can be configured to increase or decrease the variance of the projected population response, relative to the benchmark of uncorrelated nuisance variability.
crease in performance when nuisance is removed, which in this case takes on a constant value of 1 Ϫ k for any population size (Fig. 9B ). In this example, nuisance modulation reduces both single-neuron as well as population d= by 20% regardless of population size (Fig. 9B) . Consequently, for a population with homogeneous neural signals and uncorrelated trial and nuisance variability, if the impact of nuisance modulation on the performance of individual units is modest, its impact will remain modest for the population.
To test these intuitions on recorded neural data, we applied an approach similar in concept to the single-unit analysis presented in Fig. 7A , where we estimated the impact of nuisance by comparing the intact data with a hypothetical version of our data with nuisance removed. However, in the case of the population, we did not have an analytical solution and we thus performed pseudosimulations to determine it. To perform this analysis, we simulated the responses of two versions of each unit: an intact version with the same number and types of signals as well as the same grand mean spike count (after noise correction; see MATERIALS AND METHODS) and a version in which the nuisance modulation was removed. In both cases, we simulated trial variability for each unit with an independent Poisson process. Cross-validated linear decoder performance, measured in units of population d=, grew with increasing population size for the intact and nuisance-removed populations with an approximately fixed ratio (Fig. 9C) . The proportional impact of nuisance modulation as a function of population size was relatively flat and saturated at~18% with largersized populations (Fig. 9D) . These results confirm the intuitions established by the benchmark presented in Fig. 9, A  and B : the modest impact of nuisance modulation measured in individual units translates to a modest, proportionally constant impact of performance across the population (under the as-sumption that trial variability is Poisson and is independent between units).
Our simulation-based approach allowed us to estimate the impact of nuisance modulation on population performance relative to a benchmark of the same population but without nuisance. However, our pseudosimulations also incorporate the assumption that trial variability is independent (i.e., uncorrelated) between units, whereas we do in fact expect it to be weakly correlated (see, e.g., Cohen and Maunsell 2009) . To assess whether correlated trial and/or nuisance variability had an impact on IT population performance, we also analyzed the raw, simultaneously recorded data within each session.
When a task does not include nuisance variability (e.g., a 2-way discrimination between exactly 2 conditions), the impact of correlated trial variability on population performance can be measured by comparing performance for the simultaneously recorded, intact data with performance when the trials are independently shuffled for each unit to destroy correlations (Averbeck and Lee 2006) . Increases in performance with shuffling indicate that noise correlations are detrimental (Fig.  8A, left) , whereas decreases in performance indicate that noise correlations are beneficial (Fig. 8A, right) . This shuffling procedure can be extended for tasks that incorporate a nuisance component by comparing population performance for the intact data with performance when the experimental conditions are shuffled independently for each unit within each class (i.e., shuffling conditions within the set of target matches and within the set of distractors). Here we present the results of this shuffling procedure for simultaneously recorded populations of size 24. Relative to the intact data, shuffling trial variability resulted in a small increase in performance (Fig. 10A , "Intact" vs. "Shuffle TV"; proportional increase with shuffling ϭ 8%), indicating that correlated trial variability was aligned along the Gray, benchmark performance of a population of units with homogeneous signal and independent trial variability computed as ͙͚1 N d' 2 , where d= ϭ 0.25; black, benchmark performance for the same population but with additional independent nuisance variability introduced for each unit that lowers its d= by k, computed as ͙͚1 N ͑kd'͒ 2 , where k ϭ 0.8 (corresponding to a 20% reduction in each unit's d=). B: proportional impact of nuisance (computed as the proportional increase in performance when nuisance was removed), plotted as a function of population size, computed for the data shown in A. C: linear decoder performance of the inferotemporal cortex invariant delayed-match-to-sample task data, shown in units of population d=, as a function of population size for 2 simulated populations: "Nuisance-intact," a version of our data in which the responses of each unit are replicated (after noise correction), coupled with independent Poisson trial variability, and "Nuisanceremoved," a similar version of our data but with the nuisance modulations for each unit set to 0 (see MATERI-ALS AND METHODS) . Error bars reflect the variability that can be attributed to the random selection of units (for populations smaller than the full data set) and the random assignment of training and testing trials in cross-validation. D: proportional impact of nuisance (computed as the proportional increase in performance when nuisance was removed), plotted as a function of population size, computed for the data shown in C. target match decoding axis in a manner that was weakly detrimental. Next we computed performance when both trial and nuisance variability were shuffled and found that it was slightly higher than shuffling trial variability alone (Fig. 10A , "Shuffle TV&NV"; proportional increase ϭ 7%). This suggests that, like trial variability, nuisance variability was correlated in a manner weakly detrimental to performance.
How does the existence of weakly detrimental correlated trial and nuisance variability impact our interpretation of the results presented in Fig. 9 ? First, we note that the analysis presented in Fig. 9 is not impacted by the existence of correlated trial variability (because any correlations that existed were destroyed in the pseudosimulation process). Second, we note that the~18% impact of nuisance variability presented in Fig. 9 presents an estimate of the "total" impact arising from what can be considered as two factors: 1) the impact of nuisance modulations that are uncorrelated and 2) the additional detrimental impact of nuisance correlations along the decoding axis. To parse their relative contributions, we returned to the pseudosimulation and applied the nuisance shuffling procedure. Shuffling nuisance variability to estimate the second factor led to a small proportional increase (relative to shuffling trial variability alone; Fig. 10B, 8% ) that was similar to the value measured for the intact data ( Fig. 10A, 7%, as described above) . The remaining proportional impact of (uncorrelated) nuisance modulation, calculated as the increase between shuffling nuisance and removing it altogether, was 10% ( Fig. 10B ; "Shuffle TV&NV" vs. "Shuffle TV, remove NV").
To summarize these results, the impact of nuisance modulation on population performance is predicted to remain proportionally constant as a function of population size under the assumption that signals are homogeneous and that trial and nuisance variability are independent (Fig. 9, A and B) . Consequently, if the impact of nuisance modulation on single-neuron performance is modest (i.e., for a population of size 1) and these assumptions hold, the impact on population performance is expected to remain modest. When measured in IT for the IDMS task under the assumption of uncorrelated, Poisson trial variability, the impact of nuisance modulation was approximately flat as a function of population size and, similar to its impact on single units, remained modest, consistent with these predictions (Fig. 9, C and D) . The impact of nuisance modulation also remained modest when the assumption of uncorrelated trial variability was lifted for measures applied to simultaneously recorded IT population data (Fig. 10) . Together, these results suggest that the impact of nuisance modulation on performance during the IDMS task is modest for both IT single units as well as the IT population. We expect these results to generalize to other tasks in which nuisance modulation remains largely uncorrelated along the direction of the linear decoding axis, analogous to results established for correlated trial variability ( Fig. 8B ; Moreno-Bote et al. 2014 ; see also DISCUSSION) .
DISCUSSION
In many everyday situations, we are faced with the challenge of extracting one type of information from our environment while ignoring many other things that are going on around us. This report was inspired by a very simple (albeit ultimately misguided) intuition: when the neurons involved in computing the solutions for these tasks are modulated by both taskrelevant signals as well as task-irrelevant nuisance information, nuisance modulation should be a source of noise that limits our ability to perform these tasks (Fig. 1B) . We found that although this simple intuition is correct when signals are large relative to the size of trial variability, it does not hold when signals are small relative to the size of trial variability-there, nuisance modulation has only a modest impact on single-unit ( Fig. 7A ) as well as population ( Fig. 9 and Fig. 10) Fig. 10 . Understanding how correlated trial variability and correlated nuisance modulations impact task performance. A: to assess the impact that correlated trial and nuisance variability between units have on population performance, we applied shuffling procedures to the raw data recorded within each session (across 20 sessions). Shown is linearly decoded population performance (d=) for populations of size 24 for "Intact" (without shuffling), "Shuffle TV" (shuffled trial variability while maintaining nuisance variability correlations intact), and "Shuffle TV&NV" (shuffling both trial and nuisance variability). This analysis cannot be performed in a manner that determines what happens when nuisance variability is removed, indicated by the placeholder "n/a" for comparison with D. B: The same pseudosimulation data presented in Fig. 9 (n ϭ 204) . Because those data are simulated as independent between units, the "Intact" condition cannot be computed, as indicated by the placeholder n/a for comparison with C. Shown is linearly decoded population performance for: "Shuffle TV"(shuffled trial variability while maintaining nuisance variability correlations intact), "Shuffle TV&NV" (shuffling both trial and nuisance variability), and "Shuffle TV, remove NV" (shuffling trial variability and removing nuisance variability). In both A and B, numbers above the arrows indicate the proportional increase in d=. Error bars (SE) reflect the variability that can be attributed to the random assignment of training and testing trials in cross-validation.
both nuisance and trial variability terms and large trial variability thus blunts the impact of nuisance variability. Once established for single neurons, the phenomenon extends to population performance, where the proportional impact of nuisance variability is expected to remain constant across all population sizes (including a population size ϭ 1), as long as both signal and trial variability are uncorrelated (Fig. 9) . Moreover, a low signal-to-trial variability regime is not exotic or unexpected but follows when spikes are counted in short windows from reasonably well-tuned neurons with reasonable peak firing rates (Fig. 2) , as is the case for tasks with fast reaction times. Our results thus reveal that when the brain operates in a fast-processing regime where signals are small relative to the size of trial variability, nuisance modulations are of very little consequence to task performance. Many of our intuitions about neural coding have been developed within the context of a high-spike-count regime, largely following on foundational work in early and midlevel visual brain areas in primates (e.g., V1, MT) where firing rates are high and/or for tasks in which evidence is integrated over long spike count windows (see, e.g., Roitman and Shadlen 2002) . Notably, recent work has called into question whether even in those brain areas high spike counts do in fact translate into a high SNR, due to supra-Poisson trial variability that begins to dominate when spike counts are large (Goris et al. 2014) . Moreover, the low-spike-count regime that we present here is likely to be representative of the operating regime in many brain areas during many real-world tasks, particularly for those with small spike count windows, as implied by fast reaction times. As our results demonstrate, within this lowspike-count regime some of the basic intuitions that we have constructed about neural coding in the high-spike-count regime may not hold.
IT is a high-level brain area with some degree of tolerance for nuisance variables, even in the case of object identification. At the same time, IT is not completely invariant but rather retains information about nuisance variables (such as changes in an object's position; Hong et al. 2016) . Our results shed insight into why the brain might continue to "mix" modulations for different task-relevant parameters in this way even at the highest stages. Specifically, growing evidence suggests that the brain does not seek to produce neurons with increasingly "pure selectivity" at higher stages of processing but rather the brain continues to mix modulations for different task-relevant parameters within individual neurons, both at the locus at which task-relevant solutions are computed as well as downstream (Freedman and Assad 2009; Kobak et al. 2016; Mante et al. 2013; Meister et al. 2013; Raposo et al. 2014; Rigotti et al. 2013; Rishel et al. 2013; Zoccolan et al. 2007) . When this is viewed from the perspective that signal mixing introduces noise in the form of nuisance modulation, one might suspect that one or more of these benefits outweigh the performance costs associated with mixed selectivity. However, as we demonstrate here, within the fast-processing, low-spike-count regime that most of these high-level brain areas are likely to operate in, large nuisance modulations are expected to have only a modest impact on task performance, and thus the cost is minimal.
Our experiments employed a population-based approach in which the experimental conditions were fixed despite the units' preferences and our mapping from neural responses onto population performance assumed a particular type of linear decoder (FLD), which we previously reported to significantly classify correct trials and significantly misclassify error trials for this data set (Roth and Rust 2018) . At the same time, behavioral performance on the IDMS task was high overall in both monkeys (on average 96% and 87% correct), implying that the monkeys were not working in a behavioral regime in which nuisance modulation was highly detrimental to behavioral performance. Our results provide insight into why this might be the case, insofar as they reconcile how neural task performance could remain high in the face of the considerable nuisance modulation that coexists with target match modulation in IT. However, issues related to the impact of nuisance modulation on task performance can and should be reexamined in future experiments in the context of other tasks in which nuisance modulation has a nonnegligible behavioral impact, as this places a much stronger constraint on the mapping of neural responses onto behavior. For example, these issues could be explored with even more sensitive measures that might involve tailoring the experimental conditions based on units' response selectivity, motivated by reports in early and midlevel visual brain areas that the most sensitive neurons have SNRs that are comparable to behavior (see, e.g., Cohen and Newsome 2009; Goris et al. 2017; Nienborg and Cumming 2006) .
The framework with which we explore how interactions between different units impact population performance builds on foundational work focused on correlated trial variability between units, or "noise correlations" Cohen and Kohn 2011; Kohn et al. 2016) . Recent work has emphasized the importance of measuring not just the degree to which neurons are correlated but also how those correlations align with a decoding axis and thus how they impact performance (Moreno-Bote et al. 2014) . As an extension of the ideas presented in Fig. 8 , these ideas can be envisioned as determining the degree to which the elongations imposed by nuisance variability (i.e., the long axes of the ovals in Fig. 8 ) are aligned versus misaligned with the decoding axis (i.e., the line). In the delayed-match-to-sample search task that we present here, we found that population performance conformed to the predictions established for populations in which nuisance modulation is uncorrelated. Similarly, one study examined the decoding of orientation information from the V1 population and the impact of another, internal factor that could be considered as a nuisance variable, global fluctuations in firing rate, and determined that this form of nuisance had little impact on population decoding performance (Arandia-Romero et al. 2016) . However, in other tasks, nuisance interactions may be inherently more aligned with the task-relevant decoding axis and thus be much more impactful. Such is the case for dissociating self versus object motion, where the brain appears to employ a clever encoding strategy of mixing populations of congruently and incongruently tuned neurons to cancel correlated nuisance variability (Kim et al. 2016) .
Our results also speak to general misinterpretations about whether and how a linear population decoder applied to a "tolerant" population can produce an "invariant" response. That is, there is a general sense that even under conditions in which nuisance modulation is detrimental to performance at the level of single neurons, this can be remedied across a population to produce nuisance modulation "invariance" by combining neural responses via a weighted linear readout, under standard conditions. This type of scenario has been investigated most extensively for the case of invariant object recognition, formulated as the identification of objects across variation in details such as their position, size, and background context (reviewed by DiCarlo et al. 2012) . At higher stages of the ventral visual pathway (e.g., IT), information about object identity is more accessible to a weighted linear readout compared with earlier stages (DiCarlo and Cox 2007; Hung et al. 2005; Rust and DiCarlo 2010) . Linear separability of the IT population has been demonstrated to be supported not by individual neurons that are themselves invariant or insensitive to identity-preserving transformations but rather neurons that exhibit "tolerance" to nuisance modulation in the form of maintaining their rank-order tuning for object identity in the face of identity-preserving variation (Li et al. 2009 ). The general intuition behind how the weighted linear readout works is that, by considering the responses across the population, a weighted readout can extract each neuron's signal while averaging away noise, including both trial variability as well as nuisance modulation, when nuisance modulation is formatted in an appropriate manner ( Fig. 8) . However, as we demonstrate, under a standard set of assumptions, an upper bound exists for the effectiveness of this averaging operation, and the consequence is that the proportional impact on task performance will remain fixed as a function of population size. In other words, a weighted linear readout of "tolerant" units can never extract perfect nuisance modulation "invariance" when the standard assumptions hold.
