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ABSTRACT
The nervous system has been studied in many ways and in many different organisms. Organ-
isms that have a brain and mind or a simpler nervous system use it to sense the environment, 
process this sensory input and make appropriate decisions on how to act or interact with the en-
vironment. The complexity of the nervous system varies with the type of organism but this basic 
function remains the same. This thesis aims to examine a part of the brain called the striatum 
that is tightly interlinked with action selection and motor control. The approach employed is a 
reductionist approach where we look at the different parts constituting the striatum, the striatal 
neuronal types (WHO), their interaction (HOW), temporal aspects of the interaction (WHEN) 
and by what means the interaction can be altered or modulated (HOW).
In the first study we investigated the striatal neuronal types (WHO) and more specifically the 
histochemical and electrophysiological properties of the 5HT3a-EGFP + neurons. We showed 
that they are interneurons and show little overlap with any of the classical striatal markers with 
the highest overlap being with parvalbumin. Furthermore we have showed that they fall into 
three categories of interneurons with resemblance to the classical striatal interneurons Fast 
spiking interneurons (FSIs), neurogliaform interneurons (NGF) and Low-threshold spiking 
interneurons (LTSIs). The LTS-like 5HT3a-EGFP+ interneurons show a strong and reliable re-
sponse to nicotine, which is different from the one recorded in LTSIs from Lhx6-EGFP mice. 
With the findings from the studies we hypothesize that the 5HT3a-EGFP+, LTSIs and NGF 
interneurons are a novel subpopulation of striatal interneurons.
In the second study we investigated HOW the striatal neurons interact and the temporal aspects 
of this interaction (WHEN). More specifically we used the patch-clamp technique to investigate 
both intrastriatal feedforward and feedback connections and the dynamics of these synapses. 
We found that Medium spiny neuron to Medium spiny neuron (MSN) interconnectivity is 
sparse and that MSNs of both the indirect and direct pathway contact each other. The indirect 
pathway MSN is to a larger extent the presynaptic cell but contacts - MSNs of both types with 
similar probabilities. There is no difference in the connections when it comes to amplitudes or 
synaptic dynamics and they exhibit both facilitating and depressing components. We saw that 
FSIs contact MSNs with high probability and that these connections exhibit reliably depress-
ing synaptic dynamics. Furthermore, they contact MSNs of both types and the same FSI even 
contacts MSNs of both types. 
In the third study we extended our investigations of feedforward inhibition by FSIs. We used 
optogenetics and patch-clamp recordings to investigate which striatal interneurons the FSIs 
form connections with. We found that FSIs are target selective and completely avoid Cholin-
ergic interneurons (AChIs) while forming sparse connections with LTSIs. This suggests that 
the functions and roles of the different types of striatal interneurons are separated and that the 
AChIs could be specifically involved in reinforcement learning and that the FSIs have a more 
specific role in action-selection.
In the last study we investigated HOW the striatal connections can be altered by membrane 
fluctuations. More specifically we investigated how the membrane potential of the presynaptic 
cell can modulate the connections formed between FSI-MSN and MSN-MSN.  We found that it 
has an effect on the release probability of the synapse. The extent of the effect is dictated by the 
initial release probability of the synapse and this type of presynaptic modulation might serve to 
make synapses more precise and time-locked. The study indicates how the membrane potential 
fluctuations of striatal neurons seen in-vivo can alter the dynamics of the connectivity.
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1DECONSTRUCTING THE BRAIN- 
THE REDUCTIONIST BASIS OF MODERN NEUROSCI-
ENCE
The mind has fascinated and perplexed thinkers of all times. Plato and Aristotle pondered 
about it and gave humans a so-called rational soul. The rational soul was thought to enable us 
to take in and act in the world. Descartes in the 17th century developed what we call Cartesian 
Dualism, which separates the brain into body and mind. This way of seeing the brain and mind, 
to a large part, still influences the way we think about the brain. Especially so in psychiatric 
disorders, where a bodily dysfunction in fact is not separated from the mind and can influence 
the mind, soul and what we perceive as personality. 
In the 18th century the mind and brain was tackled by looking at the skull. It was subdivided, 
measured and according to the results, phrenologists thought they could deduce and decide the 
character of a person. During the same period Luigi Galvani first discovered what is commonly 
known as animal electricity. He discovered that muscles in the leg of a frog could twitch. Elec-
trical signals as part of the nervous system is a fundamental principle of modern neuroscience, 
but it was not until the work of Santiago Ramón y Cajal that the real foundation of modern neu-
roscience was laid. He started the work of identifying the building blocks of the brain, namely 
the nerve cells or neurons. In order to do so he used a technique called a Golgi staining that 
he learnt from Camillo Golgi. With this technique the intricate anatomy of the building blocks 
were beautifully revealed and Ramon y Cajal proposed that what he saw were neurons rather 
than a continuous network. He also postulated that the neurons constitute different portions 
that serve various purposes for example linking them to other neurons.  
Since then the nervous system has been studied in many ways and in many different organisms. 
Organisms that have a brain and mind or a simpler nervous system use it to sense the environ-
ment, process this sensory input and make appropriate decisions on how to act or interact with 
the environment. The complexity of the nervous system varies with the type of organism but 
this basic function remains the same. This thesis aims to examine a part of the brain called the 
striatum that is tightly interlinked with action selection and motor control.  The striatum is part 
of a larger set of nuclei called the basal ganglia. The approach to understanding the striatum in 
this thesis is in line with the reductionist approach also employed by Ramón y Cajal and focuses 
on the different striatal neuronal types (WHO), their interaction (HOW), temporal aspects 
of the interaction (WHEN) and by what means the interaction can be altered or modulated 
(HOW).t striatal neuronal types (WHO), HOW they interact, temporal aspects of the interac-
tion (WHEN) and HOW the interaction can be altered or modulated.
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5DECONSTRUCTING THE BASAL GANGLIA
The basal ganglia are a group of subcortical nuclei that are grouped together because of their 
interconnectivity and involvement in similar processes and functions. They are thought to be 
involved in functions ranging from action selection and motor learning to reinforcement learn-
ing and reward(English et al., 2012; Frank, 2004; Middleton and Strick, 2000; Schultz, 2002; Sul-
livan et al., 2008; Turner and Desmurget, 2010). They are involved in many disease states such 
as Parkinson’s disease, Huntington’s disease, Tourette’s syndrome, ADHD addiction disorders 
and schizophrenia(Albin et al., 1989; 1995; Alexander et al., 1986; Hsu et al., 2010; Koob and 
Volkow, 2010; Mink, 2001; Olson, 2004). The striatum is the input structure of the basal ganglia 
and receives glutamatergic input from the whole cortical mantle(Carman et al., 1965; Kemp and 
Powell, 1970; Knook, 1965; Webster, 1961). The input comes primarily from layer 5 pyramidal 
neurons and is topographically and somatotopically organized although not in a continuous 
fashion(Jones et al., 1977; Kincaid et al., 1998; Kincaid and Wilson, 1996; Kunzle, 1975; 1977; 
Malach and Graybiel, 1986). Apart from the cortex the striatum also receives glutamatergic 
input from the thalamus, serotonergic input from the dorsal raphe nucleus and dopaminergic 
input from the Substantia Nigra pars Compacta (SNc ) (Anden et al., 1965; 1964; Bedard et al., 
1969; Bolam et al., 2000; Grofová, 1979; Hokfelt and U, 1969; Jones and Leavitt, 1974; Lavoie 
and Parent, 1990; Vertes, 1991). The dopaminergic connections are denervated in Parkinson’s 
disease due to selective degeneration of dopaminergic neurons in the SNc(Albin et al., 1989). 
Dopamine signaling is involved in reward or reinforcement learning and plays a role in motor 
control at the level of the striatum(Gerfen, 2003; Gerfen and Surmeier, 2011; Schultz, 2002). 
Serotonin signalling is involved in cognitive and motor functions and has interactions with 
dopamine signalling(Di Matteo et al., 2008a). Whether and how this interaction also exists at 
the level of the striatum is not fully understood.   
The striatum sends projections via two different pathways called the indirect and the direct 
pathway. The direct pathway is thought to promote movement while the indirect pathway is 
thought to inhibit movement(Alexander and Crutcher, 1990; Penney and Young, 1986; Smith 
et al., 1998). The balance between the two pathways is regulated by the dopaminergic projec-
tions from the SNc, with dopamine facilitating the direct pathway and inhibiting the indirect 
pathway(Gerfen, 2003; Gerfen and Surmeier, 2011). The direct pathway projects directly to the 
output nuclei of the basal ganglia; the Globus pallidus interna (GPi) and the Substantia Nigra 
pars Reticulata(SNr) (Bunney and Aghajanian, 1976). The indirect pathway projects indirectly 
to the output nuclei via Globus Pallidus externa (GPe), which in turn, projects to the Subtha-
lamic Nucleus (STN)(Sato et al., 2000). The output structures of the basal ganglia project to 
the brain stem but also back to the thalamus, thus regulating the activity in the cortex. This 
pattern of  projections creates a  loop of which there are several. They consist of the motor, 
sensory, associative and limbic loop (see figure 1)(Alexander and Crutcher, 1990; Alexander 
et al., 1986). The loops are parallel, segregated and control different higher brain functions.. 
Although they are segregated, there is crosstalk between the loops(Haber, 2008). Furthermore, 
evolution-oriented studies have shown that the basic architecture of the loop-circuitry exists in 
lower vertebrates and that this basic circuitry might have been multiplied to form the additional 
loops seen in mammals (Stephenson-Jones et al., 2012; 2011). 
6Additional basal ganglia loops and projections
In addition to the classical basal ganglia nuclei, their projections and role in motor control there 
are some more recently described projections. These include the “hyperdirect pathway” and 
the GPe direct projections to the striatum (Nambu et al., 2000; 2002). The hyperdirect pathway 
consists of the classical indirect loop of the STN and GPi/SNr but skips the striatum and GPe. 
The STN receives input from the cortex, which implies that the striatum is not the only input 
structure of the basal ganglia. It has been suggested that the role of this pathway is to inhibit 
irrelevant motor programs and changing motor plans(Isoda and Hikosaka, 2008; Leblois et al., 
2006; Nambu et al., 2002). Furthermore the STN also innervates the GPe, which forms a new 
projection that is not a part of any of the classical pathways.  As mentioned the GPe projects to 
the striatum but also to the GPi. The GPe-striatal projection is made up of a different population 
of neurons than those projecting to the STN(Beckstead, 1983; Bevan et al., 1998; Kita and Kitai, 
1994; Mallet et al., 2012; 2008; Shu and Peterson, 1988; Staines and Fibiger, 1984; Staines et al., 
1981).  To make matters even more complex the striatum is not the sole projection of the dopa-
minergic terminals arising from the SNc but they also innervate the GPe, GPi and STN(Nambu, 
2008). How these different additional projections affect the processing within the basal ganglia 
remains to be seen but it challenges the simplistic model of action selection.
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Figure 1. Schematic showing the projections to, from and within the basal ganglia and the different 
loops that they form. GPe= Globus Pallidus Externa, SNc= Substantia Nigra pars Reticulata, STN= 
Subthalamic nucleus, GPi= Globus Pallidus Interna and SNr= Substantia Nigra pars Reticulata. Red 
arrows indicate an excitatory glutamatergic projection, Blue arrows an inhibitory GABAergic projec-
tion and yellow arrows dopaminergic projections.
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Striatal Projection Neurons
The striatum consists of both projection neurons and interneurons. These different neuronal 
types were first studied using different histological methods and therefore classified according 
to their morphology. The morphological classification was done according to their size and 
dendritic spines(Chang et al., 1982). With these methods including the study of nuclei indenta-
tion the most abundant type of neuron found was the medium-sized densely spiny neuron and 
it makes up 90-95 % of all neurons(Graveland and DiFiglia, 1985; Wilson and Groves, 1980). 
They were found to be GABAergic and are divided into two separate groups depending on 
where they project(Kita and Kitai, 1988; Smith et al., 1998). Their electrophysiological char-
acteristics cannot be dissected apart and these include a hyperpolarized membrane potential, 
strong inward rectification and a delay to the first Action Potential (AP)(Kita et al., 1985; 1984; 
Koós and Tepper, 1999). They can however be set apart according to the receptors they express 
which are Dopamine D1 receptors (D1R) or Dopamine D2 receptors (D2R). The D1 MSNs are 
a part of the already mentioned direct pathway and also co-express Substance-P (SP)(Bolam 
et al., 1983; Izzo et al., 1987). The D2 MSNs are a part of the indirect pathway and co-express 
enkephalin(DiFiglia et al., 1982; Izzo et al., 1987; Pickel et al., 1980).  This division is however, 
somewhat of an oversimplification since almost all D1 MSNs send projections not only to the 
GPi but also send axon collaterals to the GPe(Fujiyama et al., 2011; Kawaguchi et al., 1990). 
Furthermore there are some findings that suggest that there are neurons that express both types 
of Dopamine receptors although this still remains controversial(Gerfen and Surmeier, 2011; 
Nambu, 2008).
Striatal Interneurons
The interneurons in the striatum are sparse in quantity but have been predicted to play an im-
portant role in striatal processing because of their large axonal arborizations(Kita et al., 1990; 
Kubota and Kawaguchi, 2000; Tepper and Bolam, 2004). The interneuronal type that has been 
much studied due to its size is the large aspiny neuron(Chang et al., 1982). They express the 
enzyme Choline Acetyl Transferase (ChAT), release acetylcholine during neurotransmission 
and are therefore called cholinergic interneurons (AChI)(Bolam et al., 1984; Kawaguchi, 1993; 
Phelps and Vaughn, 1986; Phelps et al., 1985). Early in vivo studies identified tonically active 
neurons that were named TANs and these were confirmed to be the AChI(Kimura et al., 1984; 
Raz et al., 1996; Wilson et al., 1990). They have also been shown to be tonically active in-vitro 
(Bennett and Wilson, 1998; 1999; Lee et al., 1998)Apart from their tonic activity they have a 
depolarized membrane potential, exhibit a sag (Ihcurrent) and have long and deep afterhyper-
polarization (AHP)(Kawaguchi, 1993). In addition to being tonically active in vivo they are 
highly synchronized, have been shown to be play a functional role in reinforcement learning 
and respond to salient stimuli with a pause and a burst(Aosaki et al., 1995; 1994; Joshua et al., 
2008; Kimura et al., 1984; Morris et al., 2004). 
The presence of GABAergic interneurons was confirmed through the early histological stud-
ies but the subdivision of them was not confirmed until later and is still under constant 
revision(Ibanez-Sandoval et al., 2010; 2011; Kita and Kitai, 1988; Kubota et al., 1993; Oorschot, 
2013; Ribak et al., 1979). The most classical of these interneuronal types is the one that ex-
presses the calcium binding protein parvalbumin (PV). They have medium sized somata, 
aspiny dendrites and dense local axonal arborizations(Bennett and Bolam, 1994; Cowan et al., 
91990; Kita et al., 1990). They have later been confirmed to be so called Fast spiking interneu-
rons (FSIs), which are similar to their frequently encountered counterpart in the cortex and 
hippocampus(Kawaguchi, 1997; Markram et al., 2004).  Their electrophysiological character-
istics include a more depolarized resting membrane potential than the MSNs, short and deep 
AHP, high frequency spiking and a stuttering or non-accommodating firing pattern(Kawaguchi, 
1993). 
Another classical GABAergic interneuronal-type is the one expressing somatostatin (SOM), ni-
tric oxide synthase (nNOS) and Neuropeptide Y (NPY)(Dawson et al., 1991; Smith and Parent, 
1986; Vincent et al., 1983; 1982; Vuillet et al., 1990). Their morphological characteristics are an 
elongated soma, aspiny dendrites that are poorly branched and less dense and branched axons. 
They are distributed throughout the striatum although sometimes encountered in more dense 
clusters(Chesselet and Graybiel, 1986; DiFiglia and Aronin, 1982; Ibanez-Sandoval et al., 2011; 
Takagi et al., 1983). The expression of nNOS has been paired with electrophysiolgical record-
ings and indicates that these interneurons belong to the Low threshold spiking interneuron 
type (LTSI) The electrophysiological characteristics of the LTSI include a depolarized resting 
membrane potential, high input resistance, low firing threshold and an accommodating firing 
pattern (Kawaguchi, 1993). Recently it was shown that they are spontaneously and tonically 
active (Beatty et al., 2012). It was previously assumed that nNOS expression in striatal inter-
neurons is completely colocalized with SOM and NPY expression but histochemical studies 
suggest that there are nNOS and SOM positive interneurons that are NPY negative (Figueredo-
Cardenas et al., 1996b; Smith and Parent, 1986). NPY is however, not restricted to the LTSIs 
and is expressed by another interneuron type, the Neurogliaform interneuron (NGF)(Ibanez-
Sandoval et al., 2011). 
The NGF interneuron was an early discovered but very sparsely dispersed striatal interneuron 
(Chang et al., 1982; Ibanez-Sandoval et al., 2011; Sancesario et al., 1998). This neuronal type 
was first encountered in the Central Nervous System by Ramón y Cajal (1904) and was then 
called dwarf cell. In early morphological studies their dendrites and axons could not be identi-
fied easily, but were described as spherical, and it was therefore not clear whether they were 
glial cells or neurons, hence their name(Chang et al., 1982). Electrophysiological studies have 
confirmed their presence in the striatum and concluded that their characteristics are similar to 
the NGF found in the cortex and hippocampus(Markram et al., 2004). They were electrophysi-
ogically defined as Late Spiking neurons in the cortex and their electrophysiological charac-
teristics are partly similar to the striatal MSNs with Inward rectification, low input resistance 
and hyperpolarized resting membrane potential. Moreover, they have longer duration APs and 
large amplitude AHP (Ibanez-Sandoval et al., 2011; Karagiannis et al., 2009; Karayannis et al., 
2010; Markram et al., 2004; Povysheva et al., 2007; Sancesario et al., 1998). In one of the studies 
identifying striatal NGF, NPY-EGFP transgenic mice were used and a proportion of the GFP+ 
cells were NGF. This shows that NPY is not specific or restricted to the LTSIs (Ibanez-Sandoval 
et al., 2011). 
There is a group of striatal interneurons expressing Calretinin (CR) that have been shown to 
colocalize PV to a small extent but not any of the other known markers (Bennett and Bolam, 
1993; Figueredo-Cardenas et al., 1996a; Jacobowitz and Winsky, 1991; Rymar et al., 2004). They 
have not been classified electrophysiologically and it is still not known whether they group into 
any of the already known interneuronal types or if they make up their own electrophysiologi-
cally distinct group.
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Other neuronal types include the Tyrosine Hydroxylase (TH) positive neurons. TH is an en-
zyme that catalyzes the reaction of L-Tyrosine to L-DOPA and is often used to identify dopa-
minergic neurons. The striatal TH+ neurons were first discovered in the monkey and gained 
interest because they become more numerous in animal models of Parkinson’s disease. One of 
the hypothesis was that these neurons could be a compensatory mechanism for the striatum 
to replace the lost nigral dopaminergic signaling(Dubach et al., 1987; Huot and Parent, 2007). 
Recently this hypothesis was rejected with the help of voltammetry(Tepper, 2013). The fact still 
remains that these neurons exist but their role in striatal processing remains unclear. They have 
been proposed to form 4 different subtypes of interneurons based on their electrophysiologi-
cal characteristics and that they have spines on their dendrites (Ibanez-Sandoval et al., 2010). 
Whether and if so, where they project has not been established and it can therefore not be said 
with certainty if they are in fact interneurons or projections neurons. They do respond to dopa-
minergic signaling so a role there would be feasible(ibanez-Sandoval et al., 2013).
Relative size of the interneuronal population
Many studies have tried to address the issue of percentages of the different striatal interneuro-
nal types. The early studies used Golgi impregnation combined with immunohistochemistry, 
a method that does not label all neurons, and therefore presumably not accurate (Oorschot, 
2013). Recent studies have used sterology combined with in-situ hybridization or immunohis-
tochemistry. The total number of neurons has been quantified in three different studies and per-
centages of interneurons have been calculated accordingly (Luk and Sadikot, 2001; Oorschot, 
1996)The four classical interneuronal types have been examined and their percentages are as 
follows: SOM+ LTSIs 0.8 %, AChI 0.4 %, PV+ FSIs 0.6% and CR+ interneurons 0.5 % (Bennett 
and Bolam, 1993; Oorschot et al., 1999; Rymar et al., 2004; West et al., 1996).This amounts to 
2.3% of all striatal neurons, which is less than the prediction from the MSN percentages (Grave-
land and DiFiglia, 1985). There have been speculations that this in fact proves that the MSN 
percentages are wrong but there has been no direct evidence that this is the case (Oorschot, 
2013). Another explanation is that all striatal neurons  are not encompassed by the already 
described types and that others are to be discovered.
11
Figure 2. Schematic showing the different striatal neuron types. The upper row segregates the 
neurons according to their name used, based on either morphological or electrophysiological 
properties. The lower row indicates what specific neuropeptides, enzymes, receptors or proteins 
that have been used to identify the neurons. MSN= Medium Spiny Neuron, FS=Fast spiking in-
terneuron, ACh=(Acetylcholine,) Cholinergic interneuron LTS= Low threshold spiking interneu-
ron, NGF=Neurogliaform interneurons, D1=Dopamine D1 receptor, D2= Dopamine D2 recep-
tor, PV= Parvalbumin, ChAT=Choline Acetyl Transferase, NOS(nNOS)= Nitric oxide synthase, 
SOM=Somatostatin, NPY=Neuropeptide Y, TH=Tyrosine hydroxylase, CR=Calretinin. 
NGF
TH+PV+
FS LTS
CR+
MSN ACh
D1+ D2+ SOM+ NPY+NOS+ChAT+
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Paper I
Although extensive research has been put into identifying all the interneuronal types in the 
striatum the predicted and experimentally identified percentages still do not match (Oorschot, 
2013). In the cortex the 5HT3a population encompasses all the interneurons that cannot be 
identified otherwise(Lee et al., 2010; Rudy et al., 2011). The aim of paper I was, to with the help 
of a 5HT3a transgenic mouse model, characterize the GFP+ neurons both histochemically and 
electrophysiologically. Below follows a brief summary of this study. Further details can be found 
in the paper. 
We used in-situ hybridization, immunohistochemistry and FACS sorting to quantify and char-
acterize the cells with regard to their molecular markers. All of the labelled neurons were GA-
BAergic (100%, n=4 animals). A portion of the cells were labelled by Ctip2 (6.84 ±1.58%, n=7 
animals), none of them expressed DARPP-32 and the neurons did not exhibit spines on their 
dendrites, indicating that they are not MSNs but interneurons. In order to further characterize 
this interneuronal population we examined the expression of different known striatal interneu-
ronal markers (SOM, nNOS, NPY & TH) and their overlap with the 5HT3a-EGFP+ interneu-
rons. This characterization showed that there is very little overlap between the different markers 
and the GFP-populations. PV showed the most overlap (19.78 ± 0.26%, n=3 animals), TH very 
little (2.48% ±0.51, n=5) and almost no overlap with the remaining markers. When quantifying 
the number of 5HT3a interneurons and adding the non-overlapping interneurons labeled by 
the other markers the amount adds up to 4.46 % of all striatal neurons. 
We also did electrophysiological recordings and postvisualization of the recorded interneurons 
to further characterize them. The electrophysiological characterization showed that these in-
terneurons fall into three different types of and that these are similar to the already described 
FSIs, NGF and LTSIs. The FS-like interneurons (32%, n=41 cells) exhibited short AP half-
width, low input resistance, deep after-hyperpolarizations, a high maximum firing rate, and 
non-accommodating, often stuttering firing pattern. The NGF-like interneurons (16%; n=20 
cells) exhibited delayed firing, slightly larger AP half widths with a slower more rounded AHP 
and an accommodating firing pattern. The LTS-like interneurons (53%, n=68/129) exhibited a 
higher resting membrane potential, input resistance and membrane time constants. Moreover, 
they exhibited diverse properties with some of them corresponding to classical LTSIs. In a set 
of direct comparison experiments the FSIs were compared to the FSIs recorded in Lhx6-EGFP 
transgenic mice and they showed very similar properties. 
The possible connectivity of the interneurons to AChIs was tested by puffing with 100 μM nico-
tine. None of the FS-like interneurons (n=0/13), a portion of the NGF-like (25%, 2/8) and the 
majority of the LTS-like interneurons (86%, n=18/21) responded to the puffing.  Only one of 
the FSIs recorded and puffed in the Lhx6-EGFP mouse responded. Furthermore, It showed 
that the LTS-like 5HT3a-EGFP + interneurons respond to nicotine to a larger extent than the 
LTSIs recorded in the Lhx6-EGFP mouse (27%, n=4/15). Although this does not confirm direct 
connectivity it does show the possibility of a connection. It does, however, show that these inter-
neurons to a large extent would be affected by cholinergic volume transmission. 
WHEN & HOW 
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HOW THE DECONSTRUCTED PARTS INTERACT- 
INTRASTRIATAL CONNECTIVITY 
Connections on the Projection Neurons
With the help of staining and electron microscopy much of the intrastriatal connectivity has 
been anatomically explored(Bennett and Bolam, 1994; Kitai and Wilson, 1982; Somogyi et al., 
1981; Takagi et al., 1983; Wilson and Groves, 1980; Yung et al., 1996).  The first neuronal type 
characterized in the striatum was the MSN and thus the first synapses identified were on these 
neuronal types. They are the projection neurons and any connections on these neurons would 
influence the information going out of the striatum and would therefore be of high importance. 
The projection neurons were predicted to form GABAergic synapses on each other (Kitai and 
Wilson, 1982; Park et al., 1980; Somogyi et al., 1981; Wilson and Groves, 1980; Yung et al., 
1996). For a long time this could not be confirmed electrophysiologically (Jaeger et al., 1994; 
Stern et al., 1998) and it is only fairly recently that these connections were found to be func-
tional (Czubayko and Plenz, 2002; Koos et al., 2004; Tunstall et al., 2002; Venance et al., 2004). 
Surprisingly, the connections were much sparser than predicted, the interconnectivity is only 
about 10-19 %, and they were unidirectional (Czubayko and Plenz, 2002; Koos et al., 2004; 
Tunstall et al., 2002; Venance et al., 2004). In addition to chemical synapses, one of the studies 
found that MSNs interconnect via electrical synapses, this finding has however not been repro-
duced and was contradicted recently when all MSN-MSN transmission could be abolished with 
a GABAa blocker (Chuhma et al., 2011; Venance et al., 2004).
FSIs or PV+ neurons were predicted to form synapses on the perikarya of MSNs and these were 
in fact functional and frequently encountered (Bennett and Bolam, 1994; Koós and Tepper, 
1999).They were identified to be a candidate for providing so called feedforward inhibition, a 
concept further discussed in the section “Does the winner take it all”, to the MSNs since they 
receive cortical input and respond to this with a shorter delay than the MSNs (Koos et al., 2004; 
Koós and Tepper, 1999; Mallet et al., 2005; Taverna et al., 2007; Tepper et al., 2008). 
LTSIs were also predicted to form synapses on dendrites, dendritic spines and shafts of striatal 
neurons and have been found to form functional connections with MSNs(Takagi et al., 1983). 
This interconnectivity seems to be higher in rats than in mice and is possibly long-range (Gittis 
et al., 2010; Ibanez-Sandoval et al., 2011; Koós and Tepper, 1999). TH+ neurons form contacts 
on to MSNs but because their exact type and role is not well established one cannot predict what 
the role of this connection can be (Ibanez-Sandoval et al., 2010). It could be of high importance 
in Parkinson’s disease since the TH+ neurons are more numerous in the disease (Huot and 
Parent, 2007). 
In other parts of the nervous system as well as the striatum cholinergic influence on process-
ing has mainly been thought to be via volume transmission (Descarries et al., 1997; Zoli et al., 
1998). Although histological studies could confirm that the large aspiny neurons form synapses 
onto other striatal neurons functional studies on their interconnectivity have lagged (Bolam et 
al., 1984; Phelps and Vaughn, 1986; Phelps et al., 1985). The first studies on the subject indeed 
examined their role through applying cholinergic receptor (AChR) agonists (Calabresi et al., 
1998a; Koos and Tepper, 2002; Malenka and Kocsis, 1988; Sugita et al., 1991). AChIs have re-
cently been shown to indeed form functional connections and they do contact MSNs. These 
contacts have different temporal components and are therefore most likely made up by different 
types of connections. There is a disynaptic connection that is mediated by the NGF and TH+ 
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neurons. The AChIs excite the NGF and TH+ neurons and these in turn inhibit the MSNs (Eng-
lish et al., 2012; Luo et al., 2013). In addition to this disynaptic connection the AChIs have been 
shown to drive GABA-release from dopaminergic terminals (Nelson et al., 2014; Threlfell et al., 
2012; Tritsch et al., 2012). Moreover, the AChIs express the vesicular glutamate transporter 3 
(VGluT3) and there is evidence suggesting that they make direct glutamatergic contacts with 
MSNs (Gras et al., 2008; 2002; Higley et al., 2011). Because the AChIs have been implicated in 
reinforcement learning this could be an important way in which their role in this process is 
transferred to the MSNs.
Connections on the Interneurons
AChIs  contact MSNs and this connectivity is reciprocal with MSNs contacting AChIs (Chuh-
ma et al., 2011). A part from contacting MSNs, AChIs send feedback connections onto other 
AChIs.  This feedback connection is mediated via GABAergic transmission because it is abol-
ished when applying GABAergic blockers but what interneuron or terminal mediates this has 
not been established (Sullivan et al., 2008). It has been shown that dopaminergic terminals co-
release GABA so it could be these (Tritsch et al., 2012). Another hypothesis is that it is mediated 
by one of the known or yet unknown interneuron types.  Candidates that have been mentioned 
are the FSIs or LTSIs (Sullivan et al., 2008). 
A part from contacting the MSNs with high probability, the FSIs are also interconnected via 
gap-junctions (Koós and Tepper, 1999). The role of these gap-junctions is not completely un-
derstood, but for example the cortical FSIs gap-junctions have been proposed to play a role in 
synchronizing the neurons (Galarreta and Hestrin, 2001; Gibson et al., 2005; Mancilla et al., 
2007). The same has been proposed for striatal FSIs although recent studies suggest otherwise 
and instead synchronicity could be greater among directly coupled striatal FSIs (Berke, 2008; 
Hjorth et al., 2009).
AChNGF
?
Cortex
FS
Thalamus
FS LTSMSNMSN ACh
Figure 3. A summary of the striatal microcircuitry. Lower weight connection symbols indi-
cate relatively weaker connections. MSN= Medium Spiny Neuron, FS=Fast spiking interneu-
ron, ACh=(Acetylcholine,) Cholinergic interneuron, LTS= Low threshold spiking interneuron, 
NGF=Neurogliaform interneurons
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Does the winner take it all?
The indirect and direct pathways have been shown to be a feasible model on the global scale but 
the question is how this model translates into individual neuronal function and predictions on 
when and how the projection neurons are interconnected. 
Based on the logic of Darwinism or natural selection Edelman developed a framework regard-
ing the development of the nervous system (Edelman, 1993).The idea was that much like natu-
ral selection nerve cells are also selected according to their viability. Indeed the nervous system 
goes through major pruning during development where half to two thirds of all nerve cells die. 
This type of framework could be called “the winner takes it all” where all “weak” nerve cells are 
deleted. It could and has also been translated in the framework of a network (Edelman, 2006; 
McDowell, 2010).  In the case of the striatum it could be translated in the case of corticostriatal 
function. MSNs receive The MSNs with the largest response or largest input “take it all”. Since 
MSNs are inhibitory neurons the ones with the largest input or response would inhibit their 
neighbours and only their responses would be passed on or project out, a process also called 
lateral inhibition (Groves, 1983; Plenz et al., 1996; Wickens et al., 1995)  
It was in fact shown that cortical stimulation induces an excitatory as well as an inhibitory re-
sponse in MSNs (Park et al., 1980). The way of further proving this hypothesis would be to look 
at the interconnectivity of MSNs. The interconnectivity has as already mentioned been proven 
but it has been reported to be sparse and interestingly also unidirectional (Czubayko and Plenz, 
2002; Koos et al., 2004; Tunstall et al., 2002; Venance et al., 2004). Another conclusion that 
could be drawn from this hypothesis is that there would be a difference in the activation pattern 
of the iMSNs versus dMSNs. The early MSN interconnectivity studies were conducted in wild 
type animals so the connectivity of the D1 versus D2 MSN types could not be examined. Recent 
studies have however shown that the iMSNs form synapses onto dMSN to a higher extent but 
also contact iMSNs arguing against the model (Taverna et al., 2008) When it comes to in vivo 
activation of the different types of MSNs surprisingly, a very recent study by Cui et al showed 
that both D1 and D2 MSNs are activated during movement (Cui et al., 2013). This would also 
argue against the hypothesis about lateral inhibition and the indirect and direct pathway. How-
ever, the anatomical resolution of the neurons activated was not great enough to draw this 
conclusion. The concurrent activation could therefore be explained by that activation of iMSNs 
serves to inhibit competing movements. Moreover, there is an indication that there is no dif-
ference in the way that the D1 and D2 MSNs are innervated or respond to cortical activation 
(Ballion et al., 2008; Kress et al., 2013), although some studies suggest otherwise (Flores-Barrera 
et al., 2010). 
The strongest evidence supporting the separated pathways and possibly also the lateral inhi-
bition hypothesis was done using optogenetics. In this study Channelrhodopsin (ChR2) was 
preferentially targeted to D1 or D2 MSNs. The ChR2-expressing neurons were activated by 
light. The activation of D1 MSNs started movement and the activation of D2 MSNs inhibited 
movement (Kravitz et al., 2010).
The winner takes it all model does not however, have to rely on interconnected projection neu-
rons. In theory this could also be mediated through interneurons and they would be the source 
of inhibitory responses seen in MSNs upon cortical activation (Park et al., 1980). They would 
have to be innervated by the cortex and either receive input before or have electrophysiological 
characteristics that would enable them to respond quicker than and inhibit the projection neu-
rons. Fast spiking interneurons fit into this criterion. They receive glutamatergic input from the 
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cortex and have also been shown to form synapses onto the soma of MSNs. The type of effect 
that they exert on the MSNs has been called feedforward inhibition (Koos et al., 2004; Koós and 
Tepper, 1999; Mallet et al., 2005; Taverna et al., 2007; Tepper et al., 2008). The role of feedfor-
ward inhibition in the striatal microcircuit has been proposed to be temporal control and gain 
control (Wilson, 2007). When it comes to temporal control the idea is that the fast spiking in-
terneurons would inhibit responses of certain timings and allow responses at other times. This 
would function to create a temporal filter and synchronize the network. Gain control on the 
other hand shares the same idea as the “winner takes it all” concept. The role of the FSIs would 
be to inhibit weak responses and only strong responses would be filtered through. 
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PUTTING THE WHEN INTO CONNECTIVITY 
The effect of Intrinsic properties of striatal neurons on 
temporal aspects of connectivity
The different neuronal types have different electrophysiological properties or intrinsic prop-
erties. Some of these properties can and do contribute to their physiological role in process-
ing . The LTSIs for example have a very high input resistance(Kawaguchi, 1993). This would 
potentially make them more responsive to weaker input of any type but has been specifically 
shown to be true for cortical input (Gittis et al., 2010; Ibanez-Sandoval et al., 2011). They do 
however, not respond with shorter latencies than do MSNs (Fino et al., 2009)The MSNs on the 
other hand have a lower input resistance, relatively hyperpolarized RMP, inward rectification 
and show a delay to the first AP (Kawaguchi, 1993). This would mean that they need much 
and strong convergent excitatory input to be activated and that this activation could be delayed 
in comparison to other neurons (Mallet et al., 2005; Stern et al., 1998; 1997; Wilson, 1993). 
Inhibitory ionotropic GABAergic activation is coupled to Cl- channels that have a reversal po-
tential at approximately -60 mV.  Since the MSNs have a more hyperpolarized RMP than that, 
it has been proposed that inhibitory input to the MSNs could actually be serving to activate 
the MSNs (Bracci and Panzeri, 2006). However, the functional significance of this is unclear 
and is yet to be established. The FSIs have a comparable input resistance to the MSNs and also 
partially exhibit inward rectification(Kita et al., 1985; 1984; Koós and Tepper, 1999). They do 
not have a delay to the first AP and would therefore respond quicker to incoming input than 
the MSNs, which was also shown in vivo (Mallet et al., 2005). FSIs also show a stuttering or 
non-accommodating firing pattern but this behaviour was shown to be overridden with corti-
cal input (Klaus et al., 2011). AChIs display a sag or Ih current and slow AHPs which enables 
them to be tonically active(Bennett and Wilson, 1999; Bennett et al., 2000; Oswald et al., 2009). 
They are also highly synchronized in vivo and respond to salient stimuli with a pause and a 
burst (Aosaki et al., 1994; 1995; Joshua et al., 2008; Kimura et al., 1984; Morris et al., 2004). It has 
been suggested that their intrinsic properties might mitigate this but it has also been shown that 
common glutamatergic input and dopaminergic input are involved in this behaviour(Bennett 
and Wilson, 1999; Chuhma et al., 2014; Ding et al., 2010; Lapper and Bolam, 1992; Oswald et 
al., 2009; Watanabe and Kimura, 1998).
Long term synaptic plasticity
Other than the intrinsic electrophysiological properties of individual neurons there are other 
mechanisms that can change the temporal aspect of connectivity. One such aspect is the dy-
namics of synapses that could either work to strengthen or weaken synapses over time. Two 
such mechanisms that work on a longer time-scale, in the magnitude of hours, days, weeks or 
longer, are Long term depression (LTD) and Long term Potentiation (LTP). They have long have 
been known to be related to memory (Bliss and Gardner-Medwin, 1973; Bliss and Lomo, 1973). 
These mechanisms are more widespread in the nervous system than initially thought and also 
take place in the striatum.  A way of inducing these types of plastic changes is spike timing 
dependent plasticity (STDP). STDP is based on the Hebbian synaptic learning (“Cells that fire 
together wire together”) where either LTP or LTD is induced depending on the timing of the 
paired activities of the pre-synaptic and post-synaptic cell (Abbott and Nelson, 2000). At corti-
costriatal synapses this type of mechanisms has been studied extensively and has been shown 
to take place for MSNs as well as for the LTSIs, AChI and FSI(Adermark and Lovinger, 2009; 
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Calabresi et al., 1992b; 1996; Charpier and Deniau, 1997; Fino et al., 2009; 2008; Wickens et al., 
1996). A part from LTP and LTD taking place in striatal interneurons it has also been shown 
that the striatal interneurons influence and modulate the LTP and LTD of MSNs(Calabresi et 
al., 1992a; Wang et al., 2006). This type of synaptic plasticity is of high functional significance 
for striatal processing and most certainly dictates and modulates the information flow out from 
the striatum.
Short term synaptic plasticity
Other mechanisms that take place on a shorter time-scale, in the scale of milliseconds to min-
utes, are Short term depression (STD) and short term-potentiation or facilitation (STP/STF), 
also referred to as “synaptic dynamics” (Katz and Miledi, 1968). They potentially play a large 
role in shaping neuronal processing since they have great influence on the temporal aspects of 
connectivity. STD entails that connections are initially larger and diminish over time, which 
means that these types of connections will be more precise or time-locked. STP entails that con-
nections are initially smaller and grow over time, which means that these types of connections 
will play a role and even strengthen their role over time. To be able to examine these mecha-
nisms different models and experimental protocols have been used. Paired Pulse Ratios is the 
most commonly used model (Katz and Miledi, 1968). We have used both that and a model 
developed by Tsodyks and Markram. I explain both these models in the following paragraphs 
(Katz and Miledi, 1970; Tsodyks and Markram, 1997).
In the model with Paired Pulse Ratios, connectivity is examined using a paired pulse. The pulses 
can be delivered at different frequencies depending on what time scale the dynamics want to 
be studied at. With a paired pulse one can investigate if the amplitude of the synapse becomes 
stronger or weaker in the second pulse. The paired pulse ratio is calculated commonly accord-
ing to this formula:
PPR = PSP2 / PSP1  
 
It can be applied to both excitatory and inhibitory synapses. From the formula you can read that 
a second pulse with greater amplitude than the first will results in a PPR greater than 1. These 
synapses become stronger and are called facilitating. There are different mechanisms for why 
the second pulse is either greater but they are all presynaptic mechanism and depend on if all 
resources (in the form of vesicles and neurotransmitters) are used in the first pulse. Conversely 
if the amplitude of the second pulse is smaller, the PPR is smaller than 1 and the synapse is 
called depressing. There are different mechanisms for why the second pulse is smaller and these 
can be of both presynaptic and postsynaptic origin. 
In the model developed by Tsodyks and Markram the short-term dynamics of individual con-
nections can be assessed in greater detail (Tsodyks and Markram, 1997). It includes a longer 
stimulation of the presynaptic neuron with a train of pulses followed by a recovery test pulse 
approximately 1s after the train. The model also assesses the resources and how efficiently they 
are used. It divides the resources into three different states 1. Effective, 2. Inactive and 3. Re-
covered. The effective state is when the resources can be utilized, the inactive state is when the 
resources have just been used and are inactive and the recovered state is when the resources 
are recovered from inactivation. The inactivation happens on a time scale of a few milliseconds 
and the recovery from inactivation happens on a time scale of about 1s, which is the reason for 
the recovery test pulse being at 1s after the train of pulses. The parameters or components of 
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the synaptic dynamics that can be extracted from the model include the rate of depression and 
facilitation and come in the form of the Utilization factor (Use). The higher this factor is the 
more efficient is the utilization of resources, which means that the rate of depression is higher. 
 
Neuronal oscillations
In addition to the dynamics of connectivity another temporal aspect of the neuronal networks 
and connectivity are neuronal oscillations. The brain is always active and the spontaneous rhyth-
mic activity generates a pattern of oscillations. The oscillations have been classified in ranges of 
frequencies and correlate to different brain states. These frequencies are slow (< 1 Hz), delta (1-
4Hz), theta (4-8), alpha (8-13Hz), beta (13-20Hz) and gamma (30-80Hz) (Steriade et al., 2001). 
In cortical neurons the oscillations generate periods characterized by high spontaneous activity 
and a depolarized membrane potential (up states) which are alternated with silent intervals and 
hyperpolarized membrane potential (down states)(Steriade et al., 1993). The oscillations are 
generated in the cortex and propagated to for example the thalamus and the striatum(Sanchez-
Vives and McCormick, 2000; Timofeev et al., 2000). The striatal neurons also undergo these 
shifts in membrane potential and they are driven by glutamatergic input from the cortex and 
thalamus (Wilson, 1986; 1993; Wilson and Kawaguchi, 1996; Wilson et al., 1983). Most of the 
different types of striatal neurons  exhibit this pattern of behaviour but they are most prominent 
in the neurons that have a more hyperpolarized membrane potential and that are not tonically 
active. MSNs and FSIs especially exhibit prominent up and down states. The MSNs have a RMP 
of around -80 mV and this is the value that the down states cluster in. The up states cluster in 
values around -60 mV(Reig and Silberberg, 2012; Sharott et al.2012). Recent studies in rodents 
using in vivo awake patch clamp recordings show that the up and down states is not only a 
phenomenon that occur during anesthesia or slow-wave sleep, but also awake and behaving 
animals have shifts in membrane potential. The shifts are not as pronounced as in the case of 
the slow-wave sleep but still occur (Kasanetz et al., 2002; Mahon et al., 2006).  
Neuronal oscillations most likely have substantial impact on the processing of information in 
the striatal circuit. The MSNs have a more hyperpolarized RMP and an inwardly rectifying 
potassium channel. This makes them less responsive to cortical input. Cortical oscillations and 
coherent gamma oscillations across cortical areas seen in perception processing might ensure 
the response of MSNs to stimuli(Engel et al., 2001; Stern et al., 1997). Interneurons in other 
brain areas have been shown to fire in different and set phases of the oscillation. This behaviour 
could define the role of interneurons in the circuitry(Klausberger et al., 2003). Furthermore, it 
has been shown in other model organisms that the membrane potential of the presynaptic neu-
ron has significant influence on the properties of connections and this has also recently been 
shown in the cortex, hippocampus and cerebellum of rodents(Alle and Geiger, 2008; Angstadt 
and Calabrese, 1991; Christie et al., 2011; Katz and Miledi, 1967; Maynard and Walton, 1975; 
Shimahara and Tauc, 1975; Shu et al., 2006; Zhu et al., 2011). This is another way in which os-
cillations can have a substantial impact on the striatal circuit and processing. How the shifts in 
the membrane potential of presynaptic neurons and activity of interneurons in different phases 
of oscillation, affect the dynamics and strength of striatal connections and temporal aspects of 
connectivity has not yet been explored.
22
Paper II
To further assess the feasibility of the “winner takes it all” model in paper II we examined the 
interconnectivity of the iMSNs and dMSNs and the synaptic dynamics of that connectivity. We 
also examined the synaptic dynamics and connectivity of the FSIs to the two types of MSNs. 
Below follows a brief summary of this study. Further details can be found in the paper. 
The experiments were done in either wild type and unlabelled or retrogradely labelled rats 
where the dMSNs were labelled. In addition to this, a set of experiments were performed in 
Drd1-EGFP mice, making it possible to compare connectivity and synaptic dynamics in the 
two models. In the unlabelled rat experiments we found that the MSN-MSN connectivity was 
much sparser (20%, n=40/202) and with both facilitating and depressing connections as com-
pared to the FSI-MSN connectivity (74%, n=29/39). The FSI-MSN connectivity showed high 
probability of connectivity and was strongly depressing. 
We used and adapted the model developed by Tsodyks and Markram, previously described 
here, for synaptic dynamics to extract different facilitating and depressing components of the 
connections (for more detailed information please see material & methods of paper II). With 
this model we revealed that the recovery test pulse showed strong depression for the FSI-MSN 
connections and strong facilitation for the MSN-MSN connection. The MSN-MSN connection 
had a high F/D ratio and mixed facilitating and depressing components. The FSI-MSN connec-
tions on the other hand had purely depressing components. The experiments done in retro-
gradely labeled rats showed similar properties as the ones done in unlabeled rats. Both labelled 
and unlabeled MSNs received input from FSIs.
Experiments done in transgenic mice showed even sparser MSN-MSN interconnectivity than 
in the rats (7.8%, n=23/294). The presynaptic cell was to a larger extent an iMSN (74%, n=17/23) 
and to a lesser extent a dMSN (26%). The connections showed similar amplitudes and synaptic 
dynamics with varying components similar to what was found in the rat experiments. iMSNs 
contacted both dMSNs (23 %) and iMSNs (13%) and no apparent difference could be seen 
between the connections. This suggests that the synaptic dynamics were neither decided by the 
presynaptic neuron type nor the postsynaptic neuron type. 
FSI-MSN connectivity was also investigated in the Drd1-EGFP mouse. It showed similar prop-
erties to the one in the rat with depressing synaptic dynamics, high release probability and 
it was unidirectional. The relative connectivity of the FSIs to the MSNs of the different types 
is 67% (indirect pathway)-89%(direct pathway). Furthermore, the inhibition seems to not be 
significantly differential for dMSNs and iMSNs and even the same FSI contact MSNs of both 
pathways. 
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Paper III
To further examine the phenomenon of feedforward inhibition and its selectivity in paper III 
we examined the connectivity of FSIs. The FSIs have been implicated to transmit this type of 
inhibition to the MSNs but other postsynaptic neurons have not been investigated. Below fol-
lows a brief summary of this study. Further details can be found in the paper. 
To selectively target the FSIs we used PV-Cre transgenic mice that were injected with an Adeno-
associated viral vector that expresses a ChR2-mCherry fusion in a Cre dependent manner. Im-
munohistochemistry confirmed that 97% of the mCherry-expressing neurons were PV+. We 
also confirmed that these neurons were FSIs and that they responded to light stimulation with 
an AP by targeted patch-clamp recordings of the labelled neurons (n=18). We recorded from 
MSNs and were able to elicit responses in the MSNs by light-stimulating the FSIs (n=42/66). 
The responses were three-fold larger compared to those from direct connections and confirmed 
that we stimulated a population of FSIs. We could confirm previous results regarding FSI-MSN 
connectivity and its synaptic dynamics. Time constants corresponded to depressing connec-
tions but the utilization factor was higher which indicated that the release probability was high-
er. This is likely due to AP doublets elicited during light stimulation. We recorded from pairs 
and triplets of MSNs and AChIs or LTSIs and found that FSI are not connected to Cholinergic 
and to a very small degree to LTSIs. 
Paper IV
As described in the section on neuronal oscillations, a network is seldom static and fluctuations 
in membrane potential of individual neurons and networks of neurons occur constantly. In 
paper IV we wanted to examine how the membrane potential of the presynaptic neuron can 
influence the strength and dynamics of the connection. Below follows a brief summary of this 
study. Further details can be found in the paper. 
We therefore used a transgenic mouse that labels FSIs and LTSIs with GFP. We could then target 
recordings of pairs, triplets and quadruplets of FSIs and MSNs (n=39 pairs). We examined both 
FS-MSN and MSN-MSN connections. We recorded the neurons and kept the presynaptic cell at 
a more hyperpolarized or depolarized potential to stimulation. The FS-MSN connections were 
modulated by presynaptic voltage and keeping the presynaptic cell at a more depolarized mem-
brane potential increased the amplitude and the release probability of the synaptic response 
(Amplitudes, 2.52 ± 1.19 mV->2.92 ± 1.22 mV , PPR, 0.88 ± 0.18 -> 0.76 ± 0.16). Moreover, 
there was a correlation between the initial release probability and amount of modulation (r2 = 
0.32, p = 0.014). We did experiments where we changed the synaptic dynamics of the connec-
tions by lowering the extracellular concentration of Calcium from 2 mM to 1 mM. The prelimi-
nary results show that when the initial release probability is decreased by lowering extracellular 
calcium, the amount of modulation increases. 
The MSN-MSN connections (n=4), showed a similar trend to the FSI-MSN connections, with 
an increase in amplitude (0.91 ± 0.18 mV -> 1.00 ± 0.24 mV) and an increase in PPR (0.76 ± 
0.11 -> 0.63 ± 0.09 ).  The number of connections are too small to draw any definitive conclu-
sions from. 
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Preliminary Results- 
Neurons expressing 5HT3a receptors and their connec-
tivity
In addition to the data presented in paper I we have also obtained some preliminary results on 
the direct connectivity of 5HT3a-GFP+ neurons. We recorded from pairs and triplets of GFP+ 
neurons (n=27) and AChIs (n=14) and checked their connectivity with the protocol described 
in paper I (n=50 pairs). We examined the connectivity of both AChIs and GFP+ pairs in both 
directions (n=28/50) and between GFP+ neurons (n=12/50).  The GFP+ neurons were of both 
LTS-like (n=13) and FS-like type (n=14). We did not find any connections between AChIs 
and the FS-like interneurons (n=18) and one LTS-like to AChI connection of low amplitude 
(n=1/18). Although we did not find any or very sparse connectivity in this study, in paper III 
we do show that LTS-like 5HT3a-EGFP+ interneurons respond to nicotine puffing. It therefore 
raises the possibility that this subpopulation is interconnected to the AChIs and that they are 
the interneurons that mediate the recurrent inhibition between the AChIs. The direct connec-
tivity was done with all GFP+ neurons regardless of type and we also concluded that the 5HT3a 
interneurons are a very diverse population of neurons. It is possible that only a subpopulation 
of the LTS-like interneurons contact the AChIs. To clearly conclude whether they are in fact 
mediating recurrent inhibition a more precise method of examining the connectivity of 5HT3a 
interneurons would be needed.
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Figure 4. Connectivity of 5HT3a+ interneurons. Left: Overlayed IR-DIC and fluorescent photomicro-
graph. Scalebar=20 μm. Top Middle: Trace from a 5Ht3a+ interneuron showing an accommodating 
firing pattern and a low firing threshold (most likely an LTS-like interneuron). Middle middle: Trace 
from a 5HT3a+ interneuron showing a fast onset of firing and subthreshold oscillations. Bottom Middle: 
Trace from an AChI showing long and deep AHP and relatively depolarized RMP. Top Right: Average 
trace from stimulation of the presynaptic 5HT3a interneuron. Middle Right: The response of a possible 
postsynaptic 5HT3a interneuron, to the stimulation of the presynaptic 5HT3a interneuron. Bottom Left: 
Response of the postsynaptic AChI to the stimulation of the presynaptic 5HT3a interneuron. 
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HOW THE INTERACTIONS CAN BE ALTERED- 
MODULATION OF INTRASTRIATAL CONNECTIVITY
Processing within the striatum is composed of many parts including the different types of in-
terneurons and the projection neurons. So far I have only described these different parts, how 
they are directly connected and the possible effects of the connections on striatal processing. 
There are however, other ways of how the different parts can be affected and these include 
various types of modulation. Receptors of different kinds are not limited to postsynaptic termi-
nals but can be expressed at presynaptic terminals, at various parts of the dendrites, the soma 
and even the axon. Moreover, some neurotransmitters and neuropeptides are not degraded 
instantly and can therefore diffuse and cause volume transmission. This poses a potential way 
of how neurotransmitters and neuropeptides can affect processing without directly contact-
ing the neurons. In addition to this, presynaptic terminals can be innervated by modulatory 
input. Anatomical studies have shown that the striatum is rich in Cholinergic, Dopaminergic, 
Serotonergic and SP receptors and that these neurotransmitters and neuropeptides respectively 
therefore can exert a powerful modulatory effect on striatal transmission (Gerfen and Wilson, 
1996; Hokfelt et al., 1975; Jakab and Goldman-Rakic, 1996; Steinbusch, 1981).
Dopamine in the striatum
As mentioned before striatum receives dopaminergic input from the SNc. Its receptors consist 
of the D1-D5 and are divided into D1-like and D2-like receptors. The D1-like comprise the 
D1 and D5 and the D2-like the D2, D3, D4(Neve and Neve, 1997).  In the striatum they are 
expressed on MSNs, AChIs and Dopaminergic axons. D1 receptors are restricted to the dMSNs 
and AChIs although there have been studies suggesting that there are MSNs that co-express 
D2 and D1 receptors (Bertran-Gonzalez et al., 2010; Gerfen and Surmeier, 2011). AChI also 
express the D5 receptors and studies indicate that they express D2 receptors. In general, D1 
receptor activation increases excitability of neurons and D2 activation decreases it which is the 
case in the dMSNs and iMSNs(Alexander and Crutcher, 1990; Liu et al., 2004; Neve et al., 2004; 
Surmeier et al., 2007). The extent of this excitability is however, dependent on the membrane 
potential of the neuron (Flores-Barrera et al., 2010; Planert et al., 2013).
One study shows that AChIs are not directly affected by D2 receptor agonists but are de-
polarized by D1-like receptor agonists (Aosaki et al., 1998) However, other studies have 
showed that D2 receptor activation induces pauses in AChIs strongly arguing for D2 receptor 
expression(Chuhma et al., 2014; Deng et al., 2007). It has also been shown that AChIs do in fact 
express D2 receptors (Lemoine et al., 1990)
Acetylcholine in the striatum
The main source of Acetylcholine in the striatum are the AChIs. The AChIs are tonically ac-
tive and therefore contribute with a constant Cholinergic tone(Kimura et al., 1984; Raz et al., 
1996; Wilson et al., 1990). AChRs consist of the ionotropic nicotinic receptors (nAChRs) and 
the metabotropic muscarinic receptors (mAChRs). The mAChRS comprise of M1-M5 and are 
subdivided into M1-class and M2-class according to which G-protein they express. M1-class 
contains the M1, M3 and M5 and the M2-class contains M2 and M4. (Bonner et al., 1987; 
1988; Kubo et al., 1986; Peralta et al., 1987). AChIs, LTSIs and FSIs express M2 receptors and 
MSNs and glutamatergic terminals express M1 receptors. The expression of M4 is limited to 
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dMSNs. nAChRs are expressed on dopaminergic terminals, glutamatergic terminals and stria-
tal interneurons(Aosaki et al., 2010; Threlfell and Cragg, 2011). There is no clear anatomical 
evidence of nAChR expression on striatal interneurons but pharmacological evidence suggests 
that these striatal interneurons are LTSIs, NGF, PV+ FSIs and TH+ neurons (Hill et al., 1993; 
Jones et al., 1999; Koos and Tepper, 2002; Luo et al., 2013). 
Serotonin in the striatum
As mentioned previously the striatum receives serotonergic input from the Dorsal Raphe 
Nucleus(Lavoie and Parent, 1990; Vertes, 1991).. There are 6 families of Serotonin receptors the 
5HT1, 2, 3, 4, 5, 6 and 7.  All of the receptors with the exception of the 5HT3 are metabotropic 
G-Protein Coupled receptors (GPCRs). The 5HT3 is a ligand gated ionotropic receptor similar 
to other ionotropic receptors found throughout the nervous system(Hoyer et al., 2002). Since 
the striatum receives input from the Dorsal Raphe Nucleus these could be of high functional 
importance. In immunohistochemical studies it has been shown that 5HT receptors are widely 
distributed on the dopaminergic terminals coming from the Substantia nigra. Those receptors 
are of the 5HT2A, 5HT2C and 5HT1a. Striatal neurons also express 5HT receptors(Di Mat-
teo et al., 2008b). These have been discovered through immunohistochemical studies and have 
been shown to be functionally relevant through electrophysiological studies. Serotonin receptor 
activation inhibits both MSNs and LTSIs (Cains et al., 2012; Mansari and Blier, 1997). The LTSI 
inhibition is mediated through 5HT2c receptors. The FSIs and AChIs are depolarized and ex-
cited by serotonin respectively and both events are mediated by 5HT2 receptors (Blomeley and 
Bracci, 2005; 2009; Bonsi et al., 2007). The AChI depolarizing events are more specifically due 
to the activation of 5HT2C, 5HT6, and 5HT7 serotonin receptors and the FSI events are due 
to activation of the 5HT2c receptor (Blomeley and Bracci, 2005; Bonsi et al., 2007). In studies 
investigating 5HT receptor expression it was found that MSNs express 5HT2a, 5HT2c, 5HT4, 
5HT5a and 5HT6  receptors and AChIs express 5HT2C, 5HT6 and 5HT7 (Bonsi et al., 2007; 
Gérard et al., 1997; Hamon et al., 1999; Ward and Dorsa, 1996). 
Substance P in the striatum
The primary source of SP in the striatum are the dMSNs, although some early studies indi-
cated external sources (Bolam et al., 1983). SP has three receptors in the brain NK1, NK2 and 
NK3 whereof the NK1 has the highest affinity for the neuropeptide (Almeida et al., 2004).  In 
the striatum all of these receptors are expressed and the AChIs, LTSIs, MSNs and glutamater-
gic terminals preferentially express the high affinity NK1 receptor (Blomeley and Bracci, 2008; 
Gerfen, 1991; Jakab and Goldman-Rakic, 1996; Kaneko et al., 1993; Ritter et al., 1985). SP im-
munoreactive terminals are symmetrical and contact dendritic shafts and spines of medium-
sized neurons and perikarya and proximal dendrites of AChIs (Bolam and Izzo, 1988; Bolam et 
al., 1986). The AChIs show no direct pure SP connectivity response but a depolarizing response 
to exogenous SP, which presumably is mediated by a Sodium current (Aosaki and Kawaguchi, 
1996). It has recently been shown that the medium sized neurons that are contacted by SP ter-
minals are likely to also include MSNs since functional studies show direct depolarizing effects 
of SP on MSNs but no detectable direct MSN interconnectivity mediated by it (Blomeley and 
Bracci, 2008; Bolam and Izzo, 1988; Galarraga et al., 1999) The medium-sized neurons that 
contain SP receptors most likely include the LTSIs since they also show a direct depolarizing 
response to SP (Aosaki and Kawaguchi, 1996).
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Modulation of Corticiostriatal synaptic  
transmission
Corticostriatal transmission onto the MSNs is directed to the dendritic spines. It has been 
shown that these spines and areas around them contain several types of receptors. These in-
clude DA, ACh, and SP receptors (Aosaki et al., 2010; Jakab and Goldman-Rakic, 1996; Threlfell 
and Cragg, 2011). Although tested there has been no evidence pointing towards modulation 
of glutamatergic transmission onto AChI by SP (Govindaiah et al., 2010). On the other hand, 
both bath application of NK1 receptor agonists and direct activation of SP expressing MSNs, 
modulates glutamatergic transmission with an increase in the amplitude of the Excitatory post-
synaptic potential (EPSP) (Blomeley and Bracci, 2008; Blomeley et al., 2009). Conversely AChR 
activation either through pharmacology or direct control of nearby AChIs decreases EPSPs in 
MSNs (Calabresi et al., 1998a; Malenka and Kocsis, 1988; Pakhotin and Bracci, 2007; Sugita et 
al., 1991). 
In addition to the modulatory effect exerted by the neurotransmitters and neuropeptides de-
scribed, GABA can also have a modulatory affect on corticostriatal transmission (Calabresi et 
al., 1991; Nisenbaum et al., 1993). More specifically this effect is conveyed through the metabo-
tropic GABAb receptors and the activation of NGF interneurons (Logie et al., 2013).  As de-
scribed before, the AChIs are interconnected with the NGF, which makes it feasible that this 
modulatory effect of GABAb is conveyed via the activation of AChIs (English et al., 2012).
Modulation of intrastriatal Inhibitory synaptic transmis-
sion
Acetylcholine also affects and modulates inhibitory transmission more specifically the con-
nections between the FSIs and MSNs by decreasing their amplitude (Koos and Tepper, 2002). 
Likewise SP not only produces direct effects on individual neurons and a modulation of corti-
costriatal transmission but it also modulates intrastriatal inhibitory transmission.  It is however 
only transmission to AChIs that is affected and it is likely that also endogenous SP can have this 
affect since adding NK1 receptor antagonist while recording Inhibitory postsynaptic currents 
(IPSCs) in AChIs increases the responses. Transmission to both FSIs and MSNs was also tested 
but exhibited no change (Govindaiah et al., 2010).  
The interplay between Acetylcholine and Dopamine
Except for modulating corticostriatal and intrastriatal inhibitory transmission alone the differ-
ent striatal modulatory neurotransmitters and neuropeptides interact with each other in com-
plex ways to modulate striatal processing. Serotonin and most likely also SP interact with both 
acetylcholine and dopamine but the most studied interaction is the one between dopamine 
and acetylcholine (Anderson et al., 1994; Aosaki et al., 2010; Butcher et al., 1976; Di Matteo 
et al., 2008b; Threlfell and Cragg, 2011). The reasons being that patients with Parkinson’s dis-
ease, where the dopaminergic projections to the striatum are degenerated, have been treated for 
symptoms with both dopamine replacement and anti-cholinergic substances.  This has led to a 
view on dopamine and acetylcholine as antagonists in action. Dopamine has high initial release 
probability in the striatum, which is followed by a STD. This STD is linked to AChI activity and 
the activation of nAChRs expressed on dopaminergic terminals. Acetylcholine through the ac-
tivation of nAChRs increases initial release probability, which is followed by STD.  There is also 
evidence showing that DA receptor activation inhibits or induces pauses in AChIs. Although 
AChIs on a shorter time-scale are inhibited by dopamine, the mechanisms for enhanced acetyl-
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choline release in Parkinson’s disease might not be as simplistic. Rather it is believed that basal 
ganglia oscillatory activity could be the culprit since dopamine depletion does not change the 
frequency of firing of AChIs (Aosaki et al., 2010; Threlfell and Cragg, 2011).  
Recent studies have also shown that AChIs can induce dopamine transmission locally which 
challenges the view of dopamine and acetylcholine as antagonistic in action(Surmeier and 
Graybiel, 2012; Threlfell et al., 2012). Other than these interactions dopamine and AChIs are 
also thought to be crucial for the induction of LTD in MSNs. It has indeed been shown that LTD 
depends on the activation of the D2 receptor (Calabresi et al., 1996; Wang et al., 2006). 
Preliminary Results- 
Effect of 5HT3a receptor agonist on 5HT3a-EGFP posi-
tive neurons
Much of the 5HT receptor expression of striatal neurons has been mapped out both through 
immunohistochemical, single cell RT-PCR and functional pharmacological studies. The 5HT3 
receptor is expressed in the striatum but its functional significance has not been elucidated. A 
reason for this is that it is an ionotropic fast inactivating receptor making it impossible to use 
traditional pharmacological techniques to study its action(Rudy et al., 2011). In Paper I we used 
a 5HT3a-EGFP transgenic mouse to show that a subset of striatal interneurons express the 
5HT3a receptor. The interneurons share electrophysiological characteristics of FSI, NGF and 
LTSIs. We could not rule out that the LTSIs make up a novel subtype of the classical LTSIs since 
they for example show a stronger and more reliable response to nicotine puffing. In addition to 
the nicotine puffing experiments presented in Paper I we also puffed the 5HT3a-EGFP+ neu-
rons with CPBG (a 5HT3a receptor agonist).  5/8 neurons recorded responded to the puffing 
which of 3 were LTS-like and 2 FS-like. All FSIs responded with a depolarization and surpris-
ingly, 1/3 LTSIs respond with a depolarization to CPBG puffing which is the opposite effect of 
previously described response to 5HT(Cains et al., 2012). More experiments would have to be 
done to verify this and it would also be interesting to see if they are the same interneurons that 
respond strongly to nicotine puffing. If in fact so, this would further strengthen the hypothesis 
that these are a novel LTSI subtype.
Preliminary Results- 
Modulation of intrastriatal connectivity by Cholinergic 
interneurons
It has been shown that AChR activation modulates corticostriatal transmission onto MSNs 
both by endogenous and exogenous acetylcholine (Calabresi et al., 1998a; 1998b; Malenka and 
Kocsis, 1988; Pakhotin and Bracci, 2007; Sugita et al., 1991).  It has also been shown that exog-
enous application of Acetylcholine reduces the connection amplitude of FSI to MSN synaptic 
transmission(Koos and Tepper, 2002). It has however not been shown if the same is true for 
endogenous acetylcholine. To further examine this we patched pairs of MSNs and AChIs. We 
placed a stimulating electrode at approximately 200 μm distance from the patched pair of neu-
rons and GABAergic responses were reliably evoked in the MSN. We controlled that they were 
purely GABAergic by blocking glutamatergic responses with CNQX and AP-V.  To examine 
how the evoked responses are modulated by AChI activation we evoked APs on the AChI prior 
to extracellular stimulation at different time intervals 20, 30 and 40 ms. 
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The results show that there is a trend (p=0.0659, Repeated Measures ANOVA) that AChI stimu-
lation 20 ms prior to extracellular stimulation reduces the amplitude of the connection. This 
time course of AChI modulation is in agreement to what was found on the AChI modulatory 
effect on corticostriatal transmission (Pakhotin and Bracci, 2007)
Figure 5. Extracellular activation of non-glutamatergic transmission to MSNs. Top Left: Schematic 
showing the experimental set-up. Top Right: Photomicrograph of a pair of recorded neurons, post-
visualized with ABC-DAB Scalebar=50 μm. Middle left: Schematic showing the experimental para-
digm. Middle middle: Averaged traces from AChI showing elicited AP at 30, 20 and 30 ms prior to 
extracellular stimulation.   Middle Right: Traces from responses of the MSNs with light stimulation 
alone (blue) or combined with prior AChI stimulation (grey). Bottom Left: Box and whisker plot of 
amplitudes of responses from all experiments in all conditions. Bottom Middle: Normalized ampli-
tudes of all responses in the different conditions. Bottom Right:  Individual amplitudes taken from 
experiments with AChI stimulation 20 ms prior to extracellular stimulation
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In the second part of the project we used transgenic mice of PV-Cre type that were virally in-
jected and that express ChR2 and mCherry in a Cre-dependent manner (for details see material 
&methods paper II). The ChR2 and mCherry confirmed to be reliably expressed and confined 
to FSIs (see paper II). We recorded from pairs of MSNs and AChIs and light stimulated the FSIs. 
We recorded the responses in the MSNs and they were found to be reliable and of comparable 
synaptic dynamics as previously reported responses recorded through direct connectivity.  We 
examined the modulation of AChI on the MSN responses by evoking APs in the patched AChI 
20 ms prior to light stimulation (n=8). We saw a slight increase of the response with AChI mod-
ulation in a portion of the MSNs recorded (n=5/8, 38 %). This contradicts the results obtained 
with extracellular stimulation and the results presented in the previous paper with exogenous 
acetylcholine application (Koos and Tepper, 2002).
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Figure 6. Optogenetic activation of FSI-MSN connections and its modulation by single AChI acti-
vation. Top  Left: Schematic showing the experimental set-up. Bottom Left: Schematic showing the 
experimental paradigm. Top Left: Averaged trace from an AChI showing elicited AP at 20 ms prior 
to light stimulation. Bottom Right:  Traces from responses of the MSNs with light stimulation alone 
(blue) or combined with prior AChI stimulation (grey).
WHO, WHEN & HOW & 
WHAT IT MEANS
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NEUROSCIENCE IN THE AGE OF TECHNIQUES
After the introduction of animal electricity and the nerve cells as discrete building blocks of 
the nervous system much has happened in the way we study the system. Especially, at present 
the development and discoveries of new and better techniques are immense.  Below I briefly 
summarize and discuss the different techniques used in the thesis. For further information and 
detailed descriptions see material & methods of the individual papers.
To further study animal electricity, an area now named electrophysiology, thin, sharp electrodes 
have been used to perturb and measure from individual neurons and nerve fibers. Neher and 
Sakmann further advanced this technique when they developed the patch-clamp technique, 
enabling recordings from individual neurons and even the small ion-channels that shape their 
electrical properties(Sakmann and Neher, 1984). It is this technique together with in vitro slice 
recordings that I have predominantly used in my thesis. The slices are 250 μm thick and inevi-
tably some parts of the neuronal branches are cut off in the process. This could of course poten-
tially mean that some connections are severed as well. Therefore the percentages and number 
of connectivity could likely differ in vivo and should only be taken as a directional value rather 
than absolute. Moreover, we used the patch-clamp technique by patching the soma of the neu-
rons. This would allow for correct measurement of all input that is large enough to be detected 
in the soma. There could therefore be weak connectivity of distal dendrites that we cannot de-
tect with our method.  We focus on the connectivity that could be transmitted and passed on. 
Although, not strong enough to be passed on we do not exclude that this weak connectivity can 
have substantial impact on local processing.
Many different model organisms can and have been used to study the nervous system. Of the 
lower vertebrates and invertebrates these include Aplysia, Squid, Leech, Lobster, Drosophila, C. 
Elegans, Zebrafish and Lamprey(Castellucci et al., 1970; Hartline and Maynard, 1975; Hodgkin 
and Huxley, 1952; Kimmel et al., 1982; McClellan and Grillner, 1984; Quinn et al., 1974; Stent 
et al., 1978; White et al., 1986). The advantage of them is that you can derive general principles 
regarding the function of the nervous system. Moreover, they are easier to keep intact and still 
manipulate. Higher vertebrates have also been used including cats, zebra-finches, primates and 
rodents(Brown and Sherrington, 1912; Farries and Perkel, 2000; Hubel and Wiesel, 1968). In 
this thesis we have used rodents with an emphasis on mice. In addition to the advantage regard-
ing breading, mice genetics are easily manipulated to create transgenic mouse lines. There is a 
wealth of transgenic mouse models and we have used ones that help us identify and specifically 
target certain types and subtypes of striatal neurons (Gittis et al., 2010; Heintz, 2001; Hippen-
meyer et al., 2005).. 
Another transgenic mouse model, which we used in paper II, is the PV-Cre transgenic 
mouse(Cardin et al., 2009). We used it to target a light-activated opsin and a fluorescent protein 
to the striatal interneurons FSI (Deisseroth et al., 2006). This enabled us to with the help of blue 
light stimulate a population of these specific interneurons. We used it to detect connections in a 
more efficient way and also because it gives a more in vivo like stimulation where populations of 
neurons are stimulated at the same time instead of individual neurons. It can and is being used 
to manipulate specific groups of neurons in an intact animal. 
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Figure 7. Schematic showing the steps in the in-vitro preparation, used in the projects of the thesis. 
From dissection, slicing and finally to patch-clamping. The photomicrograph to the right shows 3 
neurons patched at the same time.
Ramon y Cajal beautifully visualized individual and networks of neurons. In this thesis we have 
used different visualization techniques. These include immunohistochemistry and histochem-
istry. Immunohistochemistry has been used to visualize and compare striatal interneurons of 
different types. This has been done to quantify and assess different interneuronal populations. It 
has also been used as a control to the different transgenic mouse models used. Histochemistry 
has been used to label and post-visualize recorded cells. This has been done using both fluo-
rescence and the ABC-DAB technique (Horikawa and Armstrong, 1988; Kita and Armstrong, 
1991).
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CONCLUSIONS
With the studies included in this thesis we have investigated the immunohistochemical and 
electrophysiological properties of the 5HT3a-EGFP + neurons. We showed that they are inter-
neurons and show little overlap with any of the classical striatal markers with the highest over-
lap being with PV. Furthermore we have showed that they fall into three categories of interneu-
rons with resemblance to FSI, NGF and LTSIs. The FSI-like interneurons constituted 32 % of all 
recorded neurons and the overlap of PV with 5HT3a was 19.78 ± 0.26%. This together with the 
fact that the FSIs showed pronounced similarities with FSIs recorded in the Lhx6-EGFP mouse 
(see paper I, supplementary figure 2) suggests that they are not a novel subpopulation. 
NPY show little overlap with 5HT3a expression (1.67 ±0.48) and because a substantial amount 
of the recorded 5HT3a-EGFP + neurons are NGF-like (16%), which have previously been iden-
tified via their NPY expression (Ibanez-Sandoval et al., 2011), we hypothesize that the NGF-like 
5HT3a-EGFP + neurons are a novel subpopulation. 
The LTS-like 5HT3a-EGFP+ interneurons show a strong and reliable response to nicotine, 
which is different from the one recorded in LTSIs from Lhx6-EGFP mice. Furthermore, a pro-
portion of them respond to 5HT3a agonists with a depolarization, which is opposite to respons-
es previously recorded on serotonin responses of LTSIs. This further strengthens the hypothesis 
that these LTS-like neurons are a novel subpopulation of the LTSIs. They show no direct con-
nectivity with AChIs but further experiments will have to be done to confirm these preliminary 
results. 
NGF
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CR+
MSN ACh
D1+ D2+ SOM+ NPY+NOS+
5HT3a+ 5HT3a+ 5HT3a+ 5HT3a+5HT3a+ 5HT3a+
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Figure 8. Conclusion regarding the striatal neuron types reached in the thesis. It shows an extension 
of the striatal neuron types that also shows their 5HT3a expression. Note the novel subpopulations of 
the LTS that are NPY- and the NGF that are NPY-. Lower weight arrows indicate that not all of the 
neurons expressing the protein in question also express the 5HT3a receptor. MSN= Medium Spiny 
Neuron, FS=Fast spiking interneuron, ACh=(Acetylcholine,) Cholinergic interneuron, LTS= Low 
threshold spiking interneuron, NGF=Neurogliaform interneurons, D1=Dopamine D1 receptor, D2= 
Dopamine D2 receptor, PV= Parvalbumin, ChAT=Choline Acetyl Transferase, NOS(nNOS)= Nitric 
oxide synthase, SOM=Somatostatin, NPY=Neuropeptide Y.
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We also investigated both intrastriatal feedforward and feedback connections. We found that 
MSN-MSN interconnectivity is sparse and that MSNs of both indirect and direct type contact 
each other. The iMSN is to a larger extent the presynaptic cell but contact MSNs of both types 
with similar probabilities. There is no difference in the connections when it comes to ampli-
tudes or synaptic dynamics and they exhibit both facilitating and depressing components. 
We found that FSIs contact MSNs with high probability and reliably depressing synaptic dy-
namics. They contact MSNs of both types and the same FSI even contacts MSNs of both 
types. Furthermore FSIs are target selective and completely avoid AChIs while forming sparse 
connections with LTSIs. This shows that there is a separation between the AChI network 
and the feedforward inhibition. Likely because of segregation in function where the AChIs 
are involved in reinforcement learning and motor learning while the feedforward inhibition 
probably has a role in action selection.
Lastly we showed that in MSN-MSN and FSI-MSN connections the membrane potential of 
the presynaptic neuron has an effect on the release probability of the synapse. The extent of 
the effect is dictated by the initial release probability of the synapse and this type of presynap-
tic modulation might serve to make synapses more precise and time-locked.
Figure 9. A schematic of the conclusions reached in the thesis regarding connectivity. Lower weight 
connections symbols indicate a relatively weaker connection. iMSN= Indirect pathway Medium 
Spiny Neuron, dMSN=Direct pathway Medium Spiny Neuron, FS=Fast spiking interneuron, 
ACh=(Acetylcholine,) Cholinergic interneuron LTS= Low threshold spiking interneuron.
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AChLTS
iMSNFS
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FUTURE PERSPECTIVES
In paper I we study the 5HT3a-EGFP+ interneurons. It would be interesting to investigate their 
connectivity using for example optogenetics and also to further study their role in striatal sero-
tonergic processing. 
In paper II we show that the synaptic dynamics of MSN interconnectivity is varying with both 
facilitating and depressing components. One explanation for this could be that when stimu-
lating dMSNs there is release of  SP, which could affect these parameters. The variability in 
synaptic dynamics could perhaps be eliminated by blocking SP receptors and would be an in-
teresting topic to explore further. Other neuropeptides that I have not explored in this thesis 
are enkephalin and dynorphin, which are expressed and transmitted from iMSNs and dMSNs 
respectively (DiFiglia et al., 1982; Izzo et al., 1987; Reiner and Anderson, 1990). Since they are 
also stimulated during the experiments they could potentially also have an effect on the synap-
tic dynamics.
In paper III we showed that FSIs are target selective and only innervate LTSIs sparsely. The 
number of LTSIs recorded in the optogenetic experiments was low due to the relatively low 
LTSIs percentages and because we could not specifically target them for recording. Although we 
did confirm the low connectivity in a different transgenic mouse model it would be interesting 
to further test their connectivity in targeted recordings combined with optogenetics. Further-
more, it would be interesting to look at FSI connectivity with regards to neuronal cell assemblies 
and the connectivity between and within these assemblies. 
In paper IV we showed that presynaptic membrane potential affects amplitudes and paired 
pulse ratios of synapses specifically in FSI-MSN connections and most likely also in MSN-MSN 
connections. It would be interesting to further examine the mechanism of this and elucidate 
the role of Calcium-channels by chelating intracellular Calcium (EGTA or BAPTA) and/or by 
targeting specific Calcium channels pharmacologically. Moreover, it would be interesting to test 
a protocol that mimics the up and down states seen in vivo to further elucidate the physiologi-
cal significance of this phenomenon. Furtermore, to in greater detail study how the synaptic 
dynamics are influenced by presynaptic membrane potential, we could use the model and ex-
perimental protocol developed by Tsodyks and Markram. 
In addition to the papers, I presented preliminary results regarding modulation of intrastria-
tal inhibitory transmission. In the first part of the study inhibitory synaptic transmission was 
elicited through extracellular stimulation and responses recorded in MSNs. The transmission 
therefore most likely comprised of presynaptic neurons of both MSN and FSI type. In the sec-
ond part of the study we studied only FSI to MSN transmission. It would therefore be interest-
ing to also explore if MSN to MSN transmission is modulated by AChR activation. Because 
AChIs are tonically active even in slice preparations it would be interesting to further explore 
the modulation by silencing these neurons either by optogenetics, pharmacological means or 
by lowering extracellular concentrations of K+. To examine how direct AChI modulation one 
could patch and stimulate single AChIs while activating the FSI to MSN, or MSN to MSN 
synaptic transmission. It would also be interesting to see how simultaneous stimulation of sev-
eral AChIs modulates intrastriatal inhibitory transmission but because AChIs are directly and 
disynaptically connected to MSNs it would not be possible to discriminate between a direct 
synaptic and a modulatory effect.
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RECONCILING THE DECONSTRUCTED BRAIN WITH 
ITS GLOBAL FUNCTIONS
One of the most difficult questions to answer, which arises with the reductionist way of studying 
the brain, is how all of these deconstructed parts act in concert. In research concerning vision 
this problem has been especially articulated and is known as the binding problem. It addresses 
how different components of visual input (colour, shape & motion) are being processed in dif-
ferent areas but combined into a single coherent perception. Firstly it questions how a set of 
input that are of different colour, shape and motion are intermixed. Secondly, it questions how 
the different components can form a uniform experience(Crick, 1995; Revonsuo and New-
man, 1999; SmythiesPlaton, 1994).. A solution to that problem that has been proposed is the 
phenomenon of neuronal oscillations (Milner, 1974; Shadlen and Movshon, 1999). Oscillations 
occur at different brain states and have been observed at frequencies corresponding to delta 
(1-4 Hz), theta (4-8), alpha (8-13Hz) and gamma (13-30Hz). The slower frequencies have been 
associated with sleep and especially gamma is associated with cognition and awareness. The 
way that the oscillations would potentially solve the binding problem is that the neurons that 
oscillate together at the gamma frequency would be bound together and code for the same 
part of the visual input (Engel et al., 1990). This idea could be extrapolated to different brain 
processes that also partly deal with the same issue of different parts being activated for the same 
task. Whether it is in fact oscillations that are the answer remains unsolved(Kauffman, 2012).
Another problem that arises is how we can extrapolate the findings on a deconstructed level to 
also hold on a global level. The usual problems of the way we study these phenomena, which 
also holds for the studies in the thesis, are that the conditions during the studies vary signifi-
cantly from the ones encountered in real life or physiological situations. In addition to this 
problem there is the problem of laws on the micro level that can be broken on the global level, 
a phenomenon called broken symmetry. This phenomenon can be nicely and intuitively illus-
trated with crystals. They are indeed highly organized and have a very intricate organization 
on the microscopic level but on the global level this organization is not to be seen (Anderson, 
1972). I have tried to illustrate this problem in the cover picture of the thesis where I have taken 
a schematic of the known circuitry of the striatum and multiplied it into a different shape.  
New techniques including optogenetics and others, that allow manipulation of the building 
blocks, offer a starting ground and platform for how to start tackling these issues (Armbruster 
et al., 2007; Deisseroth et al., 2006; Wall et al., 2010). It will be interesting to see how neurosci-
ence in the future translates the deconstructed parts into a more global perspective. 
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SAMMANFATTNING PÅ SVENSKA
För att kunna förstå, manipulera och bota ett system såsom hjärnan behöver man insikt i dess 
olika beståndsdelar och hur dessa fungerar. Den moderna forskningen om hjärnan och neu-
rovetenskapsforskningen grundlades i och med Ramón y Cajals fantastiska arbete med att vi-
sualisera dessa beståndsdelar, nervcellerna. Det var under den här tiden och med hjälp av det 
arbetet som neurondoktrinen accepterades. Neurondoktrinen bygger på att nervceller kan de-
las in i olika delar. Dessa är dendriten, som är den del av nervcellerna som tar emot information 
från andra nervceller. Cellkroppen, som är den del där cellkärnan finns. Och till sist axonet, 
som är den del varigenom nervcellen skickar vidare information till andra nervceller. 
Senare visade man att hjärnan kan delas in i olika delar och att det sker informationsutbyte 
mellan olika hjärndelar, såväl som inom olika hjärndelar. Informationsutbytet eller kommuni-
kationen mellan nervceller sker med hjälp av substanser som kallas neurotransmittorer. 
Nervsystemet och hjärnan har studerats på olika sätt och i olika organismer. Det som alla or-
ganismer har gemensamt är att de använder nervsystemet för att känna av omgivningen och 
bearbeta den informationen för att sedan ta beslut om hur de ska agera eller interagera med om-
givningen. Den del av den processen som studeras i den här avhandlingen är hur man påbörjar 
ett agerande. 
Parkinsons sjukdom är ett exempel på en sjukdom där detta förlopp är stört. Ett av symptomen 
vid sjukdomen är svårigheter med att påbörja och att avsluta en rörelse. Den har förknippats 
med den grupp av hjärndelar, de s.k. basala ganglierna, som jag studerar i den här avhandlin-
gen. Det finns två så kallade projektionsbanor eller kommunikationsvägar i de basala gangli-
erna, den indirekta och direkta banan. Den indirekta banan hämmar rörelse och är överaktiv i 
Parkinsons sjukdom, medan den direkta banan främjar rörelse och är underaktiv. Striatum är 
den del av hjärnan som har studerats i den här avhandlingen och är den del av basala ganglierna 
som tar emot information från andra hjärngrupper som hjärnbarken och thalamus. 
Hjärnans nervceller kan klassificeras och delas in olika grupper. Indelningen är baserad på vilka 
proteiner som nervcellerna uttrycker och hur de beter sig rent elektrofysiologiskt (till exempel 
vad de har för resistans, vilomembranpotential och hur de svarar när man aktiverar dem med 
hjälp av olika spänningsprotokoll). Den största delen, 90-95%, av alla nervceller i striatum är så 
kallade projektionsneuron. Projektionsneuronen för vidare information från striatum till andra 
delar av hjärnan och är antingen en del av den direkta eller indirekta banan. 
Förutom dessa projektionsneuron finns även så kallade interneuron. Dessa påverkar infor-
mationsbearbetningen inom striatum men sänder inte vidare information till andra delar av 
hjärnan. Striatums interneuron delas klassiskt in i cholinerga interneuron, FS (fast spiking) 
interneuron, LTS  (low threshold spiking) interneuron och neurogliaform (NGF). 
Det övergripande målet med avhandlingen var att studera nervcellerna i striatum och deras 
kommunikationsmönster. Mer specifikt var det att studera indelningen av de olika interneu-
ronen, hur de kommunicerar både med varandra och projektionsneuronen och dessutom se 
hur kommunikationen på olika sätt kan ändras inom en kort tidsperiod.
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Vi har använt oss av en rad olika tekniker för att studera detta. Den centrala tekniken är patch-
clamp där vi har mätt elektrisk aktivitet från upp till fyra individuella nervceller samtidigt. Det-
ta har vi gjort i hjärnsnitt från råtta och mus där vi hållit vävnaden levande i flera timmar. För 
att lättare kunna mäta och aktivera specifika nervellstyper har vi använt oss av transgena möss, 
bl. a möss som uttrycker ett fluorescerande protein, GFP (green fluorescent protein), i specifika 
interneuron eller i de två olika typerna av projektionsneuron. Vidare har vi använt transgena 
möss där vi riktat uttrycket av ett protein till FS-interneuron. Proteinet gör det möjligt att akti-
vera dessa interneuron med hjälp av ljus. Dessutom har vi använt oss av olika immunohistoke-
miska och histokemiska metoder för att klassificera och visualisera nervcellerna.
I den första studien har vi tittat på förekomsten av kommunikation mellan projektionsneu-
ronen tillhörande den direkta och indirekta banan och hur styrkan på denna förändras över 
tiden. Vi såg att kommunikationen är sparsam, initialt svag och att den tilltar i styrka över en 
kort tidsperiod. Dessutom såg vi att nervceller från den direkta banan i högre grad än nervcel-
ler från den indirekta banan kommunicerar med nervceller både från den direkta och indirekta 
banan. Vidare studerade vi kommunikationen mellan FS-interneuronen och de två typerna av 
projektionsneuron. Vi såg att FS-interneuronen kontaktar de två typerna i liknande utsträck-
ning och att till och med samma FS-interneuron kontaktade projektionsneuron av olika typ.
I den fjärde studien har vi vidare studerat i hur hög utsträckning FS-interneuronen kontaktar 
andra interneuron. Vi såg att de helt undviker cholinerga interneuron men kontaktar LTS-in-
terneuron med låg sannolikhet.
I den tredje studien använde vi oss av en specifik transgen mus där neuron som uttrycker en 
viss serotonin-receptor, 5HT3a, även uttrycker det gröna fluorescerande proteinet GFP. Vi har 
karaktäriserat dessa neuron och funnit att de kan delas in i tre olika typer som har liknande 
egenskaper som de klassiska interneuronen FS, LTS och NGF.  Vi såg att LTS-interneuronen 
skiljer sig från de klassiska genom att de svarar starkare och till högre grad på neurotransmit-
torn acetylcholine.
Membranpotentialen hos nervcellerna varierar beroende på hjärnans tillstånd. I den fjärde stu-
dien har vi tittat hur kommunikationen förändras när membranpotentialen hos den nervcell 
som för vidare information är förhöjd.
Vi studerade kommunikationen mellan de två typerna av projektionsneuron och mellan FS 
interneuron och projektionsneuronen.  Vi såg att när membranpotentialen är förhöjd så ökar 
styrkan på kommunikationen i båda kommunikationstyperna. Detta är speciellt sant för de 
kontakter där styrkan från början är låg.
I många studier inom neurovetenskap och också i den här avhandlingen studeras de olika nerv-
cellerna, hur de kommunicerar och hur kommunikationen förändras över tid. Med hjälp av 
dess typer av studier får man kunskap som gör det möjligt att förändra och manipulera pro-
cesser som nervcellerna är inblandade i. Dessutom ger det möjlighet att ta fram läkemedel 
som riktas mot delar av dessa processer. Kommunikationsmönster och processer som gäller 
på mikronivån behöver dock inte gälla i ett större perspektiv.  Det exemplifieras elegant av 
P.W Anderson i artikeln ”More is different” (”Mer är annorlunda”) med hjälp av kristallen. 
Kristallstrukturen är ju väldigt ordnad och ger ett exakt mönster på mikronivån men man ser 
inte ett spår av detta mönster när man tittar på den i lägre förstoring. Den stora utmaningen 
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för neurovetenskap i framtiden, och som till viss grad redan påbörjats, är att förstå hur alla 
dessa mönster ser ut i ett större perspektiv. Den här utmaningen eller det här problemet har jag 
försökt avbilda med hjälp av bilden på avhandlingens framsida. Där har jag utgått från kom-
munikationsmönstret för nervcellerna i striatum, multiplicerat detta och skapat en form som 
skiljer sig från den ursprungliga. Hur formen på kommunikationsmönstret verkligen ser ut i ett 
större perspektiv återstår att se.
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STRESZCZENIE PO POLSKU
Aby zrozumieć, manipulować i wyleczyć takiego systemu jakim jest mózg, trzeba mieć wgląd 
w jego różne składniki i jego działalność. Współczesne badania mózgu i neurologia badań, 
opierają się na Ramón y Cajal niesamowitej pracy, aby wizualizować  te elementy czyli komórki 
nerwowe. Przy pomocy tej pracy doktryna neuronowa została przyjęta. Podstawa doktryny 
neuronowej jest, ze komórki nerwowe można podzielić na różne części. Dendryty, częścią 
komórek które odbierają informacje z innych komórek. Soma komórki, jest częścią w której 
znajduje się jądro. I wreszcie aksona jest częścią przez która komórka nerwowa przesyła infor-
macje do innych komórek.
Później wykazano, że mózg może być podzielony na wiele części i wymiana informacji 
następuje pomiędzy różnymi częściami mózgu, a także w różnych częściach mózgu. Wymi-
ana informacji i komunikacji pomiędzy neuronami odbywa się za pomocą substancji zwanej 
neuroprzekaźnikami.
System nerwowy i mózg badano na różne sposoby i w różnych organizmach. Wspólnota wszyst-
kich organizmów jest to, że za pomocą układu nerwowego wyczulają otoczenie, przetwarzają ta 
informacje i później podejmują decyzje o tym, czy i jak rozpocząć akcję i interakcje z otocze-
niem. Częścią procesu badanego w tej pracy jest to, jak rozpocząć akcję.
Choroba Parkinsona jest przykładem zaburzenia, w których proces ten jest zakłócony. Jed-
nym z objawów choroby są trudności w rozpoczęciu i zakończeniu ruchu. To jest związane 
z grupa części mózgu, Basal Ganglia, które studiowałam w tej pracy. Istnieją dwie tak zwane 
linie projekcyjne albo szlaki komunikacyjne w tych grupach, droga bezpośrednia i pośrednia. 
Ścieżka pośrednia hamuje ruch i powoduje nadczynność w chorobie Parkinsona, natomi-
ast bezpośrednia droga przepływu  promuje ruch i jest pod aktywna. Striatum jest ta częścią 
mózgu, które było badane w tej pracy i jest częścią basal ganglia, która otrzymuje informacje od 
innych grup mózgu, cortex i thalamus.
Neurony mózgu mogą być klasyfikowane i podzielone na kilka grup. Klasyfikacja oparta jest 
na tym które proteiny te komórki nerwowe zawierają i jak się zachowują czysto elektrofizjo-
logicznie (na przykład jaki maja opor, oraz jakie maja napięcie spoczynkowej i jak reagują, gdy 
je aktywujemy za pomocą różnych protokołów napięć). Największa część 90-95% wszystkich 
neuronów striatum to tak zwane neurony projekcji . Neurony projekcji wysyłają informacje 
z striatum do innych części mózgu droga ścieżki bezpośredniej lub pośredniej. Oprócz tych 
neuronów projekcyjnych są tez tak zwane interneurony. One maja wpływ na przetwarzanie 
informacji w striatum, lecz nie wysyłają dodatkowych informacji do innych części mózgu. In-
terneurony w striatum są klasycznie podzielone do cholinergicznych interneuronow, FS (Fast-
spiking) interneuronow, LTS (Low threshold spiking) Neurogliaform (NGF) interneuronow.
Ogólnym celem pracy było zbadanie komórek nerwowych w striatum i ich wzorców komuni-
kacyjnych. Bardziej szczegółowym celem było zbadanie podziału różnych interneuronow oraz 
jak komunikują się ze sobą i z neuronami projekcji i jak komunikacja może w różny sposób 
zmieniać się w krótkim okresie czasu.
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Korzystaliśmy z różnych technik do badania tego zjawiska. Kluczową technologią jest patch-
clamp, gdzie mierzyliśmy elektryczną aktywność w aż do czterech pojedynczych neuronów 
jednocześnie. Używaliśmy do pomocy plasterków mózgu ze szczurów i mysz, których tkanki 
zachowywaliśmy przy życiu przez kilka godzin.  Aby łatwiej można było mierzyć i aktywować 
konkretny typ komórek nerwowych używaliśmy transgenicznych myszy, specyficznie 
używaliśmy rodzaj transgenicznych mysz gdzie specjalna fluorescencyjna proteina, GFP (green 
fluorescent protein), była w określonych interneuronach albo w dwóch różnych typach neu-
ronów projekcyjnych. Ponadto, myszy transgeniczne używaliśmy w ktorym specjalna proteina 
była z która można aktywować neurona z pomoczą światła. My mieliśmy ta proteinę specyfic-
znie w interneuronow FS. Ponadto, używaliśmy różne metody immunohistochemiczne i histo-
chemiczne w celu klasyfikacji i wizualizacji komórek nerwowych.
W pierwszym badaniu przyjrzeliśmy się występowaniu komunikacji między neuronami 
projekcyjnymi  powiązanych droga bezpośrednia i pośrednia oraz zmiany  się ich siły w 
czasie. Zauważyliśmy, że komunikacja jest rzadka, początkowo słaba i że jest zwiększenie 
intensywności w ciągu krótkiego okresu czasu. Ponadto dowiedzieliśmy się, że komórki ner-
wowe z bezpośredniej ścieżki  komunikują się z neuronami zarówno z bezpośredniej jak i 
pośredniej ścieżki. Ponadto, badaliśmy komunikację interneuronow FS z dwoma rodzajami 
neuronów projekcyjnych. Widzieliśmy, że FS interneurony kontaktują się dwoma typami w 
podobnym stopniu, a nawet  FS interneuron kontaktował neurony projekcyjne różnych typów.
Ponadto studiowaliśmy na ile FS interneuron kontaktował się z drugimi interneuronami. 
Widzieliśmy, że całkowicie unikał interneuronow cholinergicznych ale kontaktował się z inter-
neuronami LTS z małym prawdopodobieństwem.
W trzecim badaniu używaliśmy konkretne transgeniczne myszy, w których neuro-
ny daja ekspresję określonego receptora 5HT3a serotoniny, jak również ekspresję GFP. 
Scharakteryzowaliśmy neurony i stwierdziliśmy, że można je podzielić na trzy różne rodzaje, 
które mają właściwości podobne do tych klasycznych interneuronow FS LTS i NGF. Okazało to 
że interneurony LTS są różne od klasycznego, że reagują one silniej, i w większym stopniu na 
acetylocholiny neuroprzekaźnikowe.
Napięcie komórek nerwowych zmienia się w zależności od stanu mózgu. W czwartym badaniu, 
sprawdziliśmy wpływ zmian komunikacji kiedy napięcie komórki, która wydaje informacje ner-
wowej, jest podwyższone. Badaliśmy te zjawisko w komunikację między dwoma typami neu-
ronów projekcyjnych i między interneuronami  FS i neuronach projekcyjnym. Zauważyliśmy, 
że gdy napięcie komórki wzrasta,  to wzrasta tez siła komunikacji w obu typach komunika-
cyjnych. Dotyczy to specjalnie tych typów gdy komunikacja od początku jest bardzo niski .
                  
W wielu badaniach w dziedzinie neurologii , a także w niniejszej pracy badaliśmy różne komór-
ki nerwowe , ich komunikacje  oraz zmianę ich komunikacji  w czasie. Informacje która się 
otrzymuje dzięki takich badań pomaga aby wynaleźć jak można zmieniacz i manipulować 
procesy  zaangażowanych komórek nerwowych.  Zapewnia  to możliwość opracowania leków, 
które są skierowane przeciwko składnikom tych procesów. Wzorce komunikacyjne i procesy 
które mają zastosowanie na poziomie mikro nie mają zastosowania w szerszej perspektywie . 
Przykład stylowo zaprezentował Anderson PW w artykule “Bardziej różni “ ( “More is differ-
ent”) za pomocą kryształu. Struktura krystaliczna jest  bardzo uporządkowana i daje dokładny 
wzór na poziomie mikro , ale nie widać śladu tego wzoru , gdy patrzymy na 
mniejszym powiększeniu. Głównym wyzwaniem dla neurologii w przyszłości jest zrozumienie, 
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w jaki sposób  wzory te wyglądają w większej perspektywie. To wyzwanie , albo ten problem 
, próbowałam odtworzyć wykorzystując zdjęcia na początku pracy doktorskiej . Zaczęłam 
od wzorca komunikacji komórek nerwowych w striatum, pomnożyłam ich i tak stworzyłam 
nowy kształt inny od oryginału. Jak kształt wzorca komunikacyjnego w większej perspektywie 
naprawdę wygląda pozostaje  do udowodnienia
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1Novel striatal GABAergic interneuron populations 
labeled in the 5HT3aEGFP mouse
A. B. Muñoz-Manchado1*, C. Foldi1*, S. Szydlowski2*, L. Sjulson3,4, M. Farries5, C. Wilson5, G. Silber-
berg2, J. Hjerling-Leffler1§
Histological and morphological studies indicate that approximately 5% of striatal neurons are cholinergic or 
GABAergic interneurons. However, the number of striatal neurons expressing known interneuron markers 
is too small to account for the entire interneuron population. We therefore studied the 5HT3aEGFP mouse, 
in which we found that a large number of striatal GABAergic interneurons are labeled. Roughly 20% of 
5HT3aEGFP-positive cells co-express PV and exhibit fast-spiking electrophysiological properties. However, 
the majority of labeled neurons do not overlap with known molecular interneuron markers. Intrinsic electrical 
properties reveal at least two distinct novel subtypes; a late-spiking NPY-negative neurogliaform (NGF) inter-
neuron, and a large heterogeneous population with several features resembling low threshold-spiking (LTS) 
interneurons but  that do not express SST, NPY or nNOS. Although the EGFP-positive NGF and LTS-like inter-
neurons have electrophysiological properties similar to previously described populations, they are pharma-
cologically distinct. In direct contrast to previously described NPY+ LTS and NGF cells, LTS-like 5HT3aEGFP 
cells show robust responses to nicotine administration while the 5HT3aEGFP NGF cell type shows little or 
no response. By constructing a molecular map of the overlap between these novel populations and existing 
interneuron populations, we are able to reconcile the morphological and molecular estimates of striatal inter-
neuron numbers. 
The striatum is comprised of a large majority of projection 
neurons (medium-sized spiny neurons - MSNs), and a small, 
yet diverse minority of interneurons, most of which are inhib-
itory GABAergic interneurons (gINs) (Kawaguchi et al., 1995). 
Efforts to quantify and characterize striatal interneuron diver-
sity began with anatomical studies assessing the relative size 
of the gIN population. Since striatal gINs express higher levels 
of the GABA-producing enzyme Gad67 compared to MSNs 
(Kita 1993), earlier studies have used high Gad67 expression 
to determine the size of the gIN population to be 4-8% of neu-
rons in striatum (Kita and Kitai 1988; Lindefors et al. 1989). . 
The gINs also have a higher uptake of surrounding GABA, and 
by injecting tritiated GABA into the striatum it was shown that 
gINs have a nuclear envelope with characteristic indentations 
(Bolam et al. 1983; Iversen and Schon 1973) that are also 
found in  aspiny choline acetyltransferase (ChAT)-expressing 
cholinergic interneurons (Phelps et al. 1985). Prior anatomical 
work based on these nuclear indentations estimates the size 
of the interneuron population in the rodent striatum to be ap-
proximately 5% of all neurons (Graveland and DiFiglia 1985).
Telencephalic gINs are highly heterogeneous, but ma-
jor groups can be distinguished based on the expression 
of histochemical markers. In the rodent striatum, parvalbu-
min (PV)-expressing cells are fast-spiking (with short half-
width action potentials) basket cells, while the somatostatin 
(SST)-expressing cells are low threshold spiking (LTS) cells 
with an extended axonal arborization. Most SST cells also 
express neuropeptide-Y (NPY) and neuronal nitric oxide syn-
thase (nNOS)(Vuillet et al. 1990). A third group of interneu-
rons expresses calretinin (CR), although there seem to be a 
clear species difference with far fewer CR cells observed in 
the mouse as compared to the rat. This list of gIN-subtypes 
has recently been expanded with a number of new subtypes 
including an NPY-expressing (SST-negative) neurogliaform 
1, Department of Medical Biochemistry and Biophysics, Karolinska Institutet, Stockholm, Sweden
2, Department of Neuroscience, Karolinska Institutet, Stockholm, Sweden
3, Department of Psychiatry, NYU Langone School of Medicine, New York, USA
4, NYU Neuroscience Institute, Dept of Neuroscience and Physiology, NYU Langone School of Medicine, New York, USA
5, Dept. of Biology, University of Texas at San Antonio, San Antonio, USA
* these authors contributed equally.
§ Correspondence should be addressed to Jens Hjerling-Leffler, Dept. of Medical Biochemistry and Biophysics, Karolinska Institutet, Schee-
lesv 1, 17177 Stockholm, Sweden. Phone: 46 8 524 869 74, Fax: 46 8 341 960 E-mail: jens.hjerling-leffler@ki.se
Manuscript
2Manuscript
(NGF) cell and a heterogeneous group expressing tyrosine 
hydroxylase (TH) (Ibanez-Sandoval et al. 2010; 2011; Tepper 
et al. 2010).
The two largest subpopulations are PV- and SST-expressing, 
and their relative contributions to striatal neuronal numbers 
are approximately 0.5 and 0.8% respectively (Oorschot 2013). 
Together, the number of cells belonging to the molecularly 
defined classes of interneurons in the striatum accounts for a 
total of 2.2-3.7% (cholinergic interneurons: 0.4-1.5% and gINs: 
1.8-2.2%) (Gerfen and Wilson 1996; Luk and Sadikot 2001; Ry-
mar et al. 2004; Tepper et al. 2010). In recent years a number of 
genetic strategies to target striatal interneuron populations 
have been developed that do not rely on the aforementioned 
markers, but rather on genetic programs necessary for devel-
opment or indicative of their developmental origin. Howev-
er, these mouse lines either 1) label only cells derived from 
the medial ganglionic eminence (MGE) and pre-optic area 
(POA): the PV-, SST-, CR-, and/or ChAT-expressing cells (Lhx-
6cre/egfp, Nkx2-1cre), or 2) also label a significant number 
of MSNs derived from the lateral ganglionic eminence (LGE) 
(Dlx1/2CreER, Dlx1-venusfl, Gad1cre/egfp). This has so far has 
precluded an overarching analysis of interneuron numbers 
(Fragkouli et al. 2009; Gittis et al. 2010; Rubin et al. 2010; Xu 
et al. 2008).
In the mouse cortex nearly all gINs fall into one of three 
non-overlapping populations that express either PV, SST or 
the ionotropic serotonin receptor 5HT3a (Lee et al. 2010; Rudy 
et al. 2011). The 5HT3a-expressing neurons are derived from 
the caudal ganglionic eminence (CGE) and respond robustly 
to activation of nicotinic acetylcholine receptors (nAChR). In 
the striatum, there is evidence for nAChR-dependent GABAer-
gic signaling that so far cannot be mapped onto any of the 
known MGE-derived subtypes (Sullivan et al. 2008), providing 
further evidence that there remain undescribed gIN subtypes 
in the striatum.
In this study we describe two novel sub-populations of stria-
tal gINs labeled in the 5HT3aEGFP mouse line. These sub-pop-
ulations are molecularly and pharmacologically distinct from 
previously described subtypes. Furthermore, by constructing 
a comprehensive map of the size and overlap of molecularly 
defined dorsal striatal interneuron populations we  show that 
the addition of these two sub-populations nearly doubles the 
size of the identified gIN population, to match the 5% esti-
mated by morphological and histological studies. 
Transgenic mice
We used the transgenic mouse 5HT3aEGFP on a CD-1 back-
ground to characterize the EGFP expressing cells in striatum. 
In this mouse line EGFP is expressed under the control of the 
Htr3a promoter (GENSAT project, Rockefeller University, NY). 
To construct the striatal interneuron map we also utilized the 
wild-type CD-1 mouse strain. For nicotine response recordings 
we used Lhx6EGFP mice as controls (GENSAT project, Rockefel-
ler University, NY). We used the B6.FVB-Tg(NPY-hrGFP)1Lowl/J 
strain (Jackson Laboratory, CA) mouse to confirm our immu-
nostainings for NPY. Experimental animals included mice of 
both sexes. All experimental procedures performed on animals 
followed the guidelines and recommendations of local animal 
protection legislation and were approved by the local commit-
METHODS
tees for ethical experiments on laboratory animals (Stockholms 
Norra Djurförsöksetiska nämnd, Sweden, and The University of 
Texas at San Antonio IACUC).
Tissue preparation for immunofluorescence and in situ hybrid-
ization.
Brains from P21-P28 5HT3aEGFP or wild-type mice were dis-
sected after transcardiac perfusion with 10 ml of PBS and 25 
ml 4% PFA in PBS consecutively, followed by 1 or 4 h (immuno 
and in situ respectively) postfixation with 4% PFA at 4°C. Tissue 
was cryoprotected using a 15% followed by 30% sucrose/PBS 
solution overnight at 4°C. Brains were embedded in OCT cryo-
mount (Histolab Products AB), frozen on dry ice, and sectioned 
at 20 μm using a cryostat (1850UV, Leica Biosystems). From 
each brain coronal sections were obtained for the study of the 
dorsolateral striatum (Bregma AP +1.42 to -0.34; Franklin and 
Paxinos, 2008) and divided in 10 series (kept at -20°C).
Immunohistochemistry. 
Sections were washed in PBS and incubated in a blocking solu-
tion (10% normal goat serum, 2.5% BSA, 0.5 M NaCl, and 0.3% 
Tween 20 in PBS) for 1 h at room temperature. They were then 
incubated in primary antibodies in dilution buffer (2.5% BSA, 
0.5 M NaCl, and 0.3% Tween 20 in PBS) overnight at 4°C, washed 
in PBS four times for 10 min each and 1 h of secondary anti-
body incubation at room temperature, followed by 4 washes 
in PBS for 5 min each. Nuclear counterstaining was performed 
with 100 ng/ml 4,6-diamidino-2-phenylindole (DAPI) solution 
in water for 10 min. Primary antibodies were used at the fol-
lowing concentrations: chicken anti-green fluorescent protein 
(1:2000, Abcam), mouse anti-parvalbumin (1:1000; Sigma-Al-
drich), rat anti-somatostatin (1:500; Millipore Bioscience Re-
search Reagents), rabbit anti-neuropeptide Y (1:2000; Diasorin), 
rabbit anti-calretinin (1:1000; Swant), mouse anti-reelin (1:500; 
MBL), rat anti-COUP-TF interacting protein 2 (1:500, Abcam), 
sheep anti-neuronal nitric oxide synthase (nNOS) (Herbison 
et al. 1996) (1:10000), rabbit anti tyrosine hydroxylase (1:1000, 
Pel-Freez), rabbit anti vasoactive intestinal polypeptide (1:500, 
Incstar). Secondary antibodies conjugated with Cy3, and Cy5 
(1:200; Jackson ImmunoResearch) or Alexa Fluor dyes 488, 594 
and 647 (1:1000; Invitrogen) were used to visualize the signals. 
TSA Plus Cyanine 3/Fluorescein System (PerkinElmer) was used 
to amplify the signal with the nNOS antibody according to the 
manufacturer’s instructions. Fluorescent images for cell count-
ing were taken using a Zeiss LSM 700 confocal microscope.
Double in situ hybridization. 
In situ hybridization with a digoxigenin full-length cDNA probe 
of Gad67 was performed as previously described (Lee et al. 
2010), followed by immunohistochemistry against EGFP in 
5HT3aEGFP mice (see previous section). Images were obtained 
by confocal microscopy using Zeiss LSM 700 microscope. 
6-OHDA lesion.
5HT3aEGFP mice received unilateral injection of 6-hydroxydo-
pamine (6-OHDA) (Sigma-Aldrich) in the substantia nigra (SNc). 
Mice were anesthetized in an induction chamber under 1.5-2% 
isoflurane using O2 as carrier gas. Following shaving and clean-
ing of the surgical area, the animal was placed in a stereotaxic 
frame (Kopf Instruments) and anaesthesia was maintained un-
der 1.5-2% isoflurane in O2. Bregma was exposed via incision of 
the skin, and a small burr hole was created using a dental drill 
to which the lesion cannula was lowered to reach the SNc using 
3RESULTS
5HT3aEGFP labels a large striatal GABAergic population that 
does not include MSNs
Using a transgenic mouse line that expresses EGFP under the 
5HT3A promoter we observed labeled cells throughout the 
striatum (Figure 1a). All EGFP+ cells were GABAergic (100%, 
n=4 animals), as shown by in situ hybridization for Gad1 com-
bined with immunohistochemistry against EGFP (Figure 1b). 
While 6.84 ±1.58% (n=7 animals) of EGFP+ cells was labeled 
by the MSN-marker COUP-TF interacting protein 2 (Ctip2) 
(Arlotta et al. 2008), double immunofluorescence revealed 
no overlap with DARPP-32, another MSN marker, in EGFP 
expressing cells (Figure 1b,c).  Furthermore, the EGFP/Ctip2 
double positive neurons never exhibited spiny dendrites (see 
Supplementary Figure 4) arguing that Ctip2 is not specific to 
MSNs (n=15 cells), furthermore we have never observed a 
spiny Ctip2-negative EGFP+ cells. In addition, we could not 
detect EGFP+ axons in the globus , nor did we observe ret-
rogradely-labeled EGFP+ cells after injection of fluorescently 
labeled beads into the substantia nigra (n=3 not shown).
Manuscript
these stereotaxic coordinates: AP -3.0, ML -1.2, DV -4.5 mm. The 
nose bar was set at 0.0 mm. The 6-OHDA was administered at 
a concentration of 3 μg/μl dissolved in 0.9% sterile saline with 
0.2 mg/ml ascorbic acid, injecting 1 μl/mouse at a rate of 0.3 μl/
min with a 30-gauge steel cannula connected via polyethylene 
tubing to a 10 ul Hamilton syringe mounted on a micro-drive 
pump. 
 
Electrophysiological recordings
Whole-cell patch-clamp electrophysiological recordings were 
obtained from EGFP-expressing cells in acute brain slices 
prepared from P16–P34 animals. Animals were anesthetized 
deeply with isoflurane, decapitated and the brain was quick-
ly removed and transferred to ice-cold artificial cerebrospinal 
fluid (aCSF) of the following composition (mM): 125 NaCl, 2.5 
KCl, NaHCO3, 1.25 NaH2PO4, 1 MgCl2, 2 CaCl2 and 20 glucose. 
The brain was then fixed to a stage and 250-300 μm slices were 
cut on a vibratome (Vibratome 1000, Leica). Slices were then 
individually transferred into an incubation chamber containing 
oxygenated aCSF at room temperature for a minimum period 
of 1 h before recordings. Alternatively the slices were incubated 
at 35°C for 30-60 min and then transferred to room tempera-
ture (22-25°C). During recording, slices were continually per-
fused with oxygenated aCSF of the same composition and kept 
at room temperature or 34±0.5°C. Patch electrodes were made 
from borosilicate glass (resistance 5–10MΩ; Hilgenberg, GmbH) 
and filled with a solution containing (in mM): 128 K-gluconate, 
4 NaCl, 0.3 Mg-GTP, 5 Na-ATP, 10 HEPES, 1 glucose, and 5 mg/
ml biocytin (Sigma) or 105 K-gluconate, 30 KCl, 10 Na-Phospho-
creatine, 10 HEPES, 4 Mg-ATP, 0.3 Na-GTP and 5 mg/ml biocytin 
(Sigma). All recordings were performed in current-clamp mode, 
using EPC10 (HEKA) or Multiclamp 700B (Molecular devices) 
amplifiers and analyzed off-line in Clampfit version 10.2 and 
IGOR Pro (Wavemetrics). Perforated patch clamp recordings 
(Figure 4) were obtained using pipettes containing (mM) 140 
K-methylsulfate, 10 HEPES, 0.2 EGTA, 7.5 NaCl, 2 Mg-ATP, and 0.2 
Na-GTP. Gramicidin-D was added from a stock solution of 0.5 
mg/mL in DMSO to achieve a final concentration of 0.5 - 1 μg/
mL in the pipette solution. At the end of these experiments, the 
membrane was ruptured to fill the recorded cell with biocytin. 
For pharmacological stimulation, 100 μM nicotine ditartrate 
(Tocris Bioscience) was applied directly onto the soma of the 
recorded cell by puffing (30 ms, using a Picospritzer-III device; 
Parker Hannifin) through a second patch pipette located 10 - 30 
μm away from the soma. Extracellular solution contained the 
glutamatergic AMPA/kainate and NMDA receptor antagonists 
(CNQX and AP-V; Sigma-Aldrich) and a GABA-A antagonist 
(gabazine; Sigma) was also applied to ensure that responses to 
nicotine were direct and not mediated by polysynaptic trans-
mission. All blockers were used at a final concentration of 10 
μM. Following recordings, slices were fixated in 4% parafor-
maldehyde and then cryoprotected in a 30% sucrose solution 
in phosphate-buffered saline (PBS), frozen, and resectioned to 
50 μm thickness with a sledge microtome. The sections were 
rinsed in PBS and incubated in Alexa 594-conjugated streptavi-
din (1:200 in PBS with 0.1% triton X-100) for at least 2 hours. The 
sections were then rinsed 5 times in PBS (at least 15 minutes 
per rinse), mounted on slides using the Fluoromount-G medi-
um (Southern Biotech) and coverslipped. Labeled cells were 
subsequently imaged by confocal or two-photon microscopy.
Measurement of intrinsic properties. 
Depolarizing and hyperpolarizing current steps were used to 
extract the following electrical properties of recorded neurons 
(see also table 2): The resting membrane potential (RMP) was 
measured momentarily after membrane rupture; input resis-
tance (Rin) was obtained by the steady-state voltage response 
to a hyperpolarizing current step injection; membrane time 
constant (Taum) was extracted by performing an exponential 
fit to the decay phase of a voltage response to a negative cur-
rent step; H-current mediated sag was measured as the voltage 
difference between the peak hyperpolarization and the steady-
state response to a long (1 s) current step. The action potential 
(AP) threshold was obtained from the first action potential dis-
charge during a ramp current injection (from 0 pA to ~2 times 
threshold current, over 3 s). The additional following parame-
ters were measured from the same protocol: AP amplitude; AP 
width at half amplitude; after-hyperpolarization (AHP) latency 
(the time from spike threshold to lowest point of the AHP). 
Statistical analyses of intrinsic properties.
All data were analyzed for statistical significance using the SPSS 
(v.17) software package (IBM, Chicago). We utilized informal 
cut-offs to categorize the population heterogeneity and con-
ducted several rounds of supervised clustering based on key 
measures of intrinsic properties to classify cells into subgroups 
with similar physiological profiles. Principle components anal-
ysis (PCA) with varimax rotation was used to extract groups of 
measurements based on their linear correlation and stepwise 
regression analysis was used to determine which components 
predicted subgroup classification. All data were then analyzed 
for between-group statistical significance using multivariate 
analyses of variance (ANOVA) to examine overall differences 
between the groups. Post hoc independent-samples t-tests 
with Bonferroni’s correction for multiple comparisons were 
then conducted to examine differences between individual 
subgroups. then conducted to examine differences between 
individual subgroups. 
4Figure 1. 5HT3AEGFP 
mouse labels a population 
of striatal GABAergic in-
terneurons. A, Immunoflu-
orescence for EGFP show 
the dorsolateral striatal 
5HT3AEGFP expressing 
population. B, Double im-
munohistochemistry for 
EGFP and in situ hybridiza-
tion for Gad67 respectively. 
Note that all 5HT3AEGFP 
cells are also Gad67 posi-
tive. C. Double immunohis-
tochemical staining for me-
dium spiny neuron (MSN) 
marker DARPP32 and EGFP 
show that cells labeled in 
the 5HT3aEGFP mouse are 
not MSN cells. Scale bars 
are 100, 50 and 25 μm.
In order to assess the relative size of the EGFP+ population, 
we counted the number of EGFP-expressing cells per micro-
scopic field in the dorsolateral striatum and compared this 
to the number of MSNs (Ctip2+/EGFP-) in the same area. The 
5HT3aEGFP population was 3.74 ±0.64% (n=7 animals) of the 
size of the MSN population.
Quantitative assessment of molecular marker expres-
sion in striatal GABAergic interneuron population
With the aim of creating a comprehensive map of the novel, 
as well as known interneuron populations in the dorsolateral 
striatum we used double and triple labeling against known 
striatal GABAergic interneuron markers and quantified the 
overlap with 5HT3aEGFP cells. Because we had already quan-
tified the proportion of EGFP+ cells relative to MSNs, we 
counted PV-, TH-, CR-, SST-, nNOS- and NPY-positive cells rel-
ative to EGFP+ cells to determine the size of each population 
(summarized in table 1). We saw very little overlap with the 
markers SST, nNOS, NPY and CR (figure 2b, for single fluores-
cent channels see supplementary figure 1). However, 19.78 ± 
0.26% of the EGFP+ population expressed PV (n=3 animals) 
(Figure 2a). In order to refine our molecular interneuron map, 
we also studied the size and overlap between the SST, NPY 
and nNOS populations (Figure 2b). Another previously de-
scribed population of GABAergic interneurons express TH but 
at levels too low to be detected by immunohistochemistry. 
These neurons are however detectable in the THEGFP mouse 
or by reducing the surrounding levels of TH in striatum via a 
6-OHDA lesion in the substantia nigra (SNc) (Darmopil et al. 
2008; Ibanez-Sandoval et al. 2010; Jollivet et al. 2004). In or-
der to elucidate if the EGFP+ population in this study overlaps 
with the TH population we performed unilateral 6-OHDA le-
sions in the SNc of 5HT3aEGFP mice. One week after injection 
we quantified our lesions by immunohistochemistry for TH 
in the striatum and SNc (supplementary Figure 2) and per-
formed double immunohistochemistry against TH and EGFP 
in the striatum. The number of EGFP positive cells per field 
of view did not differ between lesioned and non-lesioned 
hemipsheres (68.60 ± 0.99 vs. 68.20 ± 1.18, n=5 animals, 
p=0.96), but the number of detectable TH-immunoreactive 
cells increased significantly on the lesioned side (9.44 ± 0.47 
vs. 2.80 ± 0.48 (n=5), p=0.004, two-tailed student’s t-test). A 
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small fraction of EGFP-positive cells in the dopamine deplet-
ed striatum were also TH-immunoreactive (2.48% ±0.51). We 
did not quantify the mutual overlap between TH, CR and PV 
with any other marker than EGFP since these markers have 
been shown to be non-overlapping (Ibanez-Sandoval et al. 
2010; Tepper et al. 2010). We used this molecular characteri-
zation of striatal interneuron populations to create a diagram 
in which the proportion of cells expressing each marker and 
overlap between markers are represented as area (Figure 2b).
In order to reconcile the previously described morphological 
data with our molecular map, and to determine how large the 
gIN populations were, we also calculated the size of the popu-
lation identified by all interneuron markers combined as com-
pared to numbers of MSNs (Ctip2+/EGFP- cells). We found 
that all of the stained gIN populations collectively combined 
comprised 4.46% of all neurons in the dorsolateral striatum. 
Given that the 0.4-1.5% of cholinergic neurons was excluded 
from this analysis, this result is in close range to the 5% of in-
terneurons in the striatum as identified by nuclear morpholo-
gy (Graveland and DiFiglia 1985). 
EGFP-positive cells have heterogeneous electrophys-
iological properties
In order to address the diversity in the population labeled in 
the 5HT3aEGFP mouse we obtained current clamp recordings 
of intrinsic properties of 129 EGFP+ neurons. Whole-cell or 
perforated patch (to reveal spontaneous activity) recordings 
showed that the EGFP+ population was highly heterogeneous 
both with regards to intrinsic firing properties and morphol-
ogy. Quantification of intrinsic properties is summarized. in 
table 2. Based on the intrinsic electrical properties of record-
ed neurons (See Methods and further description below) we 
defined three subtypes in this population, which we named 
5HT3aEGFP Types I-III. Three different intra-cellular solutions 
were used in these experiments but there was no significant 
effect on intrinsic properties within subtypes and the results 
were therefore pooled. While Type I and Type II 5HT3aEGFP 
interneurons were largely homogeneous and reminiscent of 
previously described cell types, Type III demonstrated sub-
stantial variability. None of the recorded EGFP+ neurons had 
firing properties resembling MSNs or cholinergic interneu-
rons. Representative examples of the intrinsic properties of 
5HT3a-EGFP / Gad67 5HT3a-EGFPA
100 μm
Gad67
50 μm
5HT3a-EGFP / DARP32 5HT3a-EGFP DARP32
25 μm
B
C
5each subtype are shown in figure 3A1-3. 
We further analyzed the intrinsic membrane properties of 
recorded EGFP+ cells for between-subtype differences. Over-
all, multivariate ANOVA demonstrated main effects of sub-
type on AHP amplitude (F2,55=16.53, p<0.001) and latency 
(F2,55=4.64, p=0.02), resting membrane potential (Vrest; 
F2,55=9.09, p<0.001), IH (sag; F2,55=11.03, p<0.001), mem-
brane time constant (tau; F2,55=12.75, p<0.001), rebound 
depolarization (F2,55=8.40, p<0.001)  and input resistance 
(IR: F2,55=10.50, p<0.001). To dissect differences between the 
three subtypes, one-way ANOVA with Bonferroni’s correction 
for multiple comparisons was performed for each parameter. 
All but three comparisons were significantly different be-
tween groups; AP threshold was similar in all three groups, 
AHP latency was the same for Type II and Type III cells and the 
AP amplitude of Type I and Type III cells were not statistically 
different. The results of post hoc statistical analyses are de-
scribed in supplementary table 1. 
Type I cells (32%, n=41 cells) exhibited properties typical of 
fast-spiking (FS) interneurons, including short action poten-
tial half-width, low input resistance, deep after-hyperpolariza-
tion, a high maximum firing rate, and non-accommodating, 
often stuttering, firing (figure 3A1). These cells were indistin-
guishable from FS cells labeled in the Lhx6EGFP mouse line 
(Cobos et al. 2006) and in dual recordings of 5HT3aEGFP+ 
FS-cells we found a pair that was electrically coupled to each 
other suggesting that these are indeed typical PV-expressing 
FS-cells (Gittis et al. 2010; Koos and Tepper 1999) (Supple-
mentary Figure 3). Type II cells (16%; n=20 cells) exhibited de-
layed firing at and above threshold with a ramp leading up to 
the first AP. They also had slightly larger AP half widths with 
a slower, more rounded AHP and an accommodating firing 
pattern (figure 3A2). Type II cells exhibited significantly lon-
ger AHP latencies compared to Type I cells (Figure 3B5), and 
the firing pattern was reminiscent of striatal NPY-expressing 
NGF cells (English et al. 2012; Ibanez-Sandoval et al. 2011) 
and cortical 5HT3a-expressing late-spiking LS1 cells, which 
also have NGF-like morphologies (Lee et al. 2010). Type III cells 
were the most frequently observed subgroup of 5HT3aEGFP 
cells, constituting 53% of the total striatal EGFP+ population 
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Table 1. Overlap and size of molecular markers for striatal GABAergic interneurons
Marker
Proportion of total GABAergic 
interneuron population (%)
% of 5HT3aEGFP population 
expressing marker
% of marker population expressing 
EGFP
PV 13.68 19.8 ±0.3 46.98 ±0.24
nNOS 16.93 0 0
SST 15.23 0.11 ±0.11 0.38 ±0.38
NPY 16.27 1.67 ±0.48 4.63 ±1.11
TH 2.58 2.48 ±0.51 26.45 ±1.02
CR 2.06 1.51 ±0.27 24.64 ±1.22
5HT3aEGFP 33.24 ---- 100
A
EGFP/nNOS
F
EGFP/TH
50 μm
EGFP/CREGFP/NPY/SSTEGFP/PV
PV 5HT3a-
EGFP 
nNOS 
SST NPY
TH CR 
EGFP
PV
TH
CR
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nNOS
SST
B
ED
C
Figure 2. A majority of striatal 5HT3aEGFP cells do not overlap 
with known interneuron markers.
A-E. Double and triple immunohistochemical staining of the 
dorsolateral striatal 5HT3AEGFP population for EGFP and 
(A) parvalbumin (PV), (B) neuropeptide-Y and somatostatin 
(NPY/SST), (C) calretinin (CR), (D) neuronal nitric oxide syn-
thase (nNOS) and (E) tyrosine hydroxylase (TH; in a 6-OHDA 
lesioned striatum). Arrows and arrowheads mark double pos-
itive neurons and single positive neurons respectively, scale 
bars are 50 μm. F. A schematic of the populations expressing 
known striatal interneuron markers including those labeled 
in the 5HT3aEGFP mouse. The area of each box, including all 
overlaps, are proportional to the size found in our study. (See 
table 1 for detailed description). On the right side is placed 
the legend showing the relative size, color and shape of the 
described cell populations in the map. 
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Figure 3. Electrophysiological profiles of 5HT3aEGFP cells. 
Three distinct subtypes were discovered within the 5HT3aEGFP population. Type 1 cells exhibited properties typical of fast-spik-
ing (FS) cells, with short action potential (AP) half-widths and fast and deep after-hyperpolarizations (A1). Type II cells were very 
similar to the previously described late-spiking neurogliaform (LS-NGF) cells, both in terms of physiology and morphology (A2). 
Type III cells (A3) formed the largest sub-group, and was also the most heterogeneous, exhibiting a range of specific features 
not seen in the other two groups. Multivariate ANOVA and post hoc multiple comparisons demonstrated a number of measured 
parameters were able to differentiate the three subgroups successfully. While the threshold for AP activation did not differ be-
tween groups (B1), Type III cells had significantly different resting membrane potentials, membrane time constants and input re-
sistances, compared to both Type I and II cells (B2,3,4). The features that best distinguished Type I and Type II cells were related 
to the speed of firing, e.g. Type II cells exhibited longer AHP latencies than did Type I cells (B5).
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Table 2. Intrinsic properties for interneurons labeled by 5HT3AEGFP. Mean ± S.E.M. for Type I, II and III cells.
Parameters measured Type I Type II Type III
AP Threshold (mV) -40.23 ±1.04 -38.29 ±1.29 -39.34 ±0.81
AP half-width (ms) 0.60 ±0.1 0.97 ±0.09 0.89 ±0.08
AP Amplitude (mV) 53.59 ±2.96 58.22 ±3.45 62.77 ±1.69
AHP amplitude (mV) 20.47 ±1.96 16.26 ±1.37 11.57 ±0.68
AHP latency (ms) 1.51 ±0.20 9.37 ±1.65 4.82 ±0.93
V rest (mV) -73.64 ±1.85 -71.76 ±1.80 -64.84 ±1.21
Sag (mV ratio change) 0.92 ±0.33 0.53 ±0.09 2.97 ±0.39
Rebound depol. (mV) -0.47 ±0.22 -0.34 ±0.19 -1.89 ±0.32
Input resistance (mΩ) 123.86 ±12.87 215.95 ±29.29 386.51 ±38.01
Time constant (τ) 6.57 ±1.33 12.69 ±2.05 23.19 ±1.96
Spontaneous activity (%) 0 25.0 31.6
Rebound LTS spike (%) 0 0 23.5
Sub-threshold oscillat. (%) 31.6 72.0 13.0
7(n=68/129 cells). The Type III subgroup was a diverse non-FS/
non-NGF population with some LTS-like properties (Figure 
3A3). For example, a proportion of Type III cells exhibited an 
initial burst of action potential at threshold (21%) as often 
seen in the typical SST/NPY pLTS cells, while some Type III cells 
exhibited an LTS after hyperpolarization (24%), and 32% of 
Type III cells (n=6/19 cells) demonstrated spontaneous activ-
ity during perforated patch, with a frequency of 11.2 ±1.2 Hz. 
The resting membrane potential, input resistance and mem-
brane time constant were all significantly higher in Type III 
cells compared to the other two sub-groups (Figure 3B1,3,4). 
cholinergic interneurons. Representative examples of the in-
trinsic properties of each subtype are shown in figure 3A1-3. 
We further analyzed the intrinsic membrane properties of 
recorded EGFP+ cells for between-subtype differences. Over-
all, multivariate ANOVA demonstrated main effects of sub-
type on AHP amplitude (F2,55=16.53, p<0.001) and latency 
(F2,55=4.64, p=0.02), resting membrane potential (Vrest; 
F2,55=9.09, p<0.001), IH (sag; F2,55=11.03, p<0.001), mem-
brane time constant (tau; F2,55=12.75, p<0.001), rebound 
depolarization (F2,55=8.40, p<0.001)  and input resistance 
(IR: F2,55=10.50, p<0.001). To dissect differences between the 
3 subtypes, one-way ANOVA with Bonferroni’s correction for 
multiple comparisons were performed for each parameter. 
All but 3 comparisons were significantly different between 
groups; AP threshold was similar in all three groups, AHP la-
tency was the same for Type II and Type III cells and the AP am-
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plitude of Type I and Type III cells were not statistically differ-
ent. The results of post hoc statistical analyses are described 
in supplementary table 1. 
  
Heterogeneity of 5HT3aEGFP cells is reflected in the 
morphologies.
During some of the electrophysiological recordings we in-
cluded biocytin or neurobiotin in the gramicidin-containing 
intracellular solution to recover examples of cell morpholo-
gies from each of the three subtypes (Figure 4). None of the 
EGFP cells examined demonstrated spiny dendrites, char-
acteristic of MSN cells (Supplementary Figure 4). Although 
small sample sizes precluded statistical analysis, the subtypes 
showed clear differences in morphology. The EGFP+ Type I 
cells (n=6) had medium-sized somas and compact dendritic 
and axonal branching, much like typical PV-FS basket cells. 
Likewise, the EGFP+ Type II cells (n=2) showed the dense and 
extensive dendritic branching close to the soma similar to the 
previously described NPY-NGF cells (Ibanez-Sandoval et al. 
2011). EGFP+ Type III morphologies (n=5) were characterized 
by a wide stretched dendritic tree with 2-3 primary dendrites 
arranged in a longitudinal manner. To determine soma size in 
these cells, we measured the vertical axis of cells with a clear 
nucleus on confocal images of 5HT3aEGFP sections immu-
nostained for EGFP with DAPI as nuclear counterstain (230 
neurons from 3 animals) (Figure 4D). This analysis revealed 
that a majority of cells are indeed medium sized (8-13 μm) 
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Figure 4. Morphology of the 
5HT3aEGFP interneuron sub-
types. 
Examples of different morphol-
ogies of 5HT3aEGFP gINs (A1-
C1) and their corresponding 
electrophysiological recordings 
(A2-C2). (A) Type I interneurons 
had medium-sized somas and 
compact dendritic and axonal 
branching (A1) and exhibited 
typical fast-spiking properties 
(A2). (B) A late-spiking NGF 
cell (Type II) exhibiting a typi-
cal neurogliaform morphology 
with dense and extensive den-
dritic branching close to the 
soma (B1). This cells exhibited 
some characteristics similar 
to fast-spiking cells but had a 
larger input-resistance and pro-
nounced intra-spike interval ad-
aptation (B2). (C) An example of 
a Type III cell with spontaneous 
activity and a pronounced sag, 
which exhibited a morphology 
with 2-3 main dendrites and a 
longitudinally stretched out den-
dritic tree. 
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Figure 5. Type III 5HT3aEGFP interneurons are robustly activated 
by nicotine. 
(A). Representative traces of responses to puffing with 100 μM 
Nicotine ditartate on a Type I 5HT3aEGFP cell (left) and a Lhx-
6EGFP LTS cell (right). (B) graph representing the normalized 
response to nicotine puffing in the different cell types labeled 
in 5HT3aEGFP and Lhx6EGFP mice. Peak of responses were 
scaled between resting membrane potential (0%) and threshold.
(100%), meaning that any cell that fired in response to puffing 
was 100%. Note that a majority of 5HT3aEGFP Type III cells re-
sponded strongly while only scattered responses was seen in 
some other cell types.
27% (4/15) in the LTS-like cells (Figure 5). The magnitude of 
responses in Lhx6EGFP LTS-cells was significantly lower with 
no cell reaching discharge threshold while 14/18 5HT3aEGFP 
Type III cells responded with action potential discharge (Fig-
ure 5 b).
Manuscript
DISCUSSION
The 5HT3aEGFP population reconciles the disparate 
estimates of interneuron numbers in the striatum
Here we present evidence for two novel populations of GAB-
Aergic interneurons in the dorsolateral striatum. The total 
number of gINs labeled in the 5HT3aEGFP mouse is almost as 
large as the cumulative sum of all previously described pop-
ulations and brings the total number of molecularly defined 
GABAergic interneurons up to that originally proposed by 
morphological studies (Graveland and DiFiglia 1985). In addi-
tion to the three larger classical molecular subtype divisions 
in the striatum (NPY/SST/nNOS, PV and ChAT), and the more 
recently discovered TH (Tepper et al. 2010) and NPY-NGF 
populations, the present study proposes at least two novel 
distinct striatal subtypes, namely the NPY-negative LS-NGF 
cell type (Type II) and the SST/NPY/nNOS-negative LTS-like 
cell type (Type III). The size of the PV-, CR- and TH-negative 
5HT3aEGFP cell population maps precisely onto the missing 
proportion of interneurons that was described by assessment 
of nuclear morphology but remained unaccounted for by 
known markers (Luk and Sadikot 2001; Rymar et al. 2004; Tep-
per et al. 2010). Therefore, it appears likely that the field is now 
close to identifying the full spectrum of striatal interneuron 
subtypes.
Striatal gINs exhibit substantial molecular and elec-
trophysiological heterogeneity
We demonstrate that an unexpectedly large variety of likely 
non-overlapping interneuron subtypes exists in the striatum. 
The striatal cells labeled by the 5HT3aEGFP were heteroge-
neous and exhibited three distinct electrophysiological and 
morphological profiles that were similar to previously report-
ed populations. However, their molecular and pharmacologi-
cal profiles showed that they were, with the exception of PV-
cells, largely non-overlapping with the known populations. 
The PV-expressing EGFP+ cells appeared in all respects to 
be classical FS cells and did not differ significantly in electro-
physiological and/or molecular parameters from previously 
described FS interneurons (Gittis et al. 2010; Koos and Tepper 
1999). We also describe a novel LS-NGF cell-type that did not 
express the classical marker NPY and did not reliably respond 
to the application of nicotine. This is in stark contrast to the 
previously described NPY-NGF cell that inhibits MSN cells 
upon cholinergic activation of nicotinic acetylcholine recep-
tors (nAChRs) (English et al. 2012; Ibanez-Sandoval et al. 2011). 
Likewise, while the Type III cell described in this study were 
electrophysiologically and morphologically similar to the 
classical NPY/SST/nNOS LTS-cells, they differ in the expression 
of all three markers as well as demonstrating strikingly more 
pronounced responses to activation of nAChRs. Differences 
in marker expression could may vary over time since NPY is 
up-regulated in striatal non-NPY-expressing neurons upon 
injections of methamphetamine (possibly by activation of 
but that there is considerable diversity. This diversity probably 
reflects a heterogeneity of cell types but may also stem from 
randomly oriented elongated Type III cells.
5HT3a-cells are molecularly and pharmacologically 
distinct
We probed the pharmacological response of the three dif-
ferent 5HT3a-EGFP subtypes to the cholinergic agonist nico-
tine. None of the Type I cells (0/13) and only 25% (2/8) Type 
II cells responded with a depolarization when puffed with 
100 uM nicotine. Conversely, a majority of the Type III cells 
(86%, n=18/21) responded with a robust depolarization often 
causing firing of multiple action potentials following a brief 
(30 ms) pulse of nicotine. As a comparison we also applied 
nicotine to PV-expressing FS cells and NPY/SST expressing 
LTS-like cells in slices from Lhx6EGFP mice (Gittis et al. 2010). 
We observed one very small response in an FS-cell and only 
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D1 receptors) (Horner et al. 2006). The differences in response 
to activation of nAChRs however would suggest that these 
two populations of NGF cells partake in distinct striatal sub 
circuits. We did see a modest overlap between EGFP and the 
markers TH, CR and NPY (in total 5.66% of EGFP+ cells) and it 
is likely that these cells were electrophysiologically classified 
within in the type II group. This small overlap may explain the 
infrequent response to nicotine observed in type II EGFP cells. 
While the sheer number of non-MSN cells labeled in the 
5HT3aEGFP mouse raises the question of how these cells have 
escaped detection, it is clear that upon examining recordings 
at first pass, most of these cells could be classified as typical 
FS, LTS or NGF cells. It is only by combining marker expression 
with pharmacological and physiological characterization that 
we were able to detect the difference.
Developmental origin of striatal 5HT3aEGFP cells
Inhibitory telencephalic structures such as the striatum and 
the central nucleus of the amygdala have been assumed to 
be populated by gINs derived solely from the MGE or the 
POA (Fishell and Rudy 2011). Transplantation studies have 
previously suggested a CGE-contribution to the striatum but 
in the form of MSNs (Nery et al. 2002) though contributions 
from LGE cells migrating through CGE could not be ruled out.. 
Since all 5HT3a-expressing gINs in the cortex and the hippo-
campus are CGE-derived, the findings of this paper challenge 
the hypothesis that the CGE exclusively contributes gINs to 
excitatory telencephalic structures (Lee et al. 2010; Tricoire et 
al. 2011). Whether striatal 5HT3aEGFP cells originate from the 
CGE remains to be shown directly. Since no effective genetic 
fate mapping strategy exists to label striatal CGE-derived cells 
exclusively, a deductive fate mapping strategy could be em-
ployed using Lhx6cre or Nkx2-1cre to label MGE-derived cells 
and assess the overlap with 5HT3aEGFP. 
 
Putative function of 5HT3aEGFP cells in striatal cho-
linergic tone.
During the last several years we have seen a drastic increase 
in our knowledge of intra-striatal connectivity (English et al. 
2012; Szydlowski et al. 2013). However, the network basis for 
many observed phenomena remains unclear, including the 
burst-pause response and synchronization of cholinergic 
cells. There is electrophysiological evidence of an unknown 
GABAergic source providing feedback and lateral inhibition 
between ChAT cells via activation of nicotinic acetylcholine 
receptors (nAChRs) (Sullivan et al. 2008), and synchronous fir-
ing of ChAT cells is sufficient to cause DA-release (Threlfell et 
al. 2012). Interestingly, pharmacological stimulation of striatal 
5HT3a-receptors is enough to cause DA-release in slice exper-
iments (Blandina et al. 1989). It is thus possible that this novel 
nAChR-expressing 5HT3aEGFP population is involved in the 
synchronization of ChAT cells. 
Understanding the cellular diversity is a prerequisite for un-
derstanding the intricate wiring scheme of any brain struc-
ture. Until now, cellular diversity within the striatum was 
thought to be much to be smaller than in other telencephalic 
structures, such as the well-studied neocortex and hippocam-
pus. The data presented in this paper demonstrates a larger 
heterogeneity in striatal interneuron types than previously 
thought and also raises the intriguing possibility that stria-
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Supplementary Figure 2. 5HT3aEGFP-FS cells are likely to be normal FS cells.The largest subgroup of cells labeled with 5HT3aEGFP 
exhibit physiological profiles that resemble typical striatal FS cells (A and B), with high rates of action potential generation, fast spike timing 
and deep and fast after-hyperpolarizations. No statistical differences in intrinsic membrane properties could be detected when comparing 
5HT3aEGFP FS cells to Lhx6EGFP FS cells (C). In addition, dual patch recordings of pairs of 5HT3a-EGFP-FS cells demonstrate that they 
are electrically coupled, much like typical FS cells (D) by which stimulation of one cell in the pair produces a depolarizing response in the 
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Dynamics of Synaptic Transmission between Fast-Spiking
Interneurons and Striatal Projection Neurons of the Direct
and Indirect Pathways
Henrike Planert,1,3 Susanne N. Szydlowski,1,3 J. J. Johannes Hjorth,2,3 Sten Grillner,1,3* and Gilad Silberberg1,3*
1Department of Neuroscience, Karolinska Institute, 171 77 Stockholm, Sweden, 2Computational Biology, Royal Institute of Technology, 106 91 Stockholm,
Sweden, and 3Stockholm Brain Institute, Karolinska Institutet, 171 77 Stockholm, Sweden
The intrastriatalmicrocircuit is a predominantly inhibitoryGABAergic network comprised of amajority of projection neurons [medium
spiny neurons (MSNs)] and a minority of interneurons. The connectivity within this microcircuit is divided into two main categories:
lateral connectivity between MSNs, and inhibition mediated by interneurons, in particular fast spiking (FS) cells. To understand the
operation of striatum, it is essential to have a gooddescription of the dynamic properties of these respective pathways andhow they affect
different types of striatal projection neurons.
We recorded fromneuronal pairs, triplets, and quadruplets in slices of rat andmouse striatum and analyzed the dynamics of synaptic
transmission between MSNs and FS cells. Retrograde fluorescent labeling and transgenic EGFP (enhanced green fluorescent protein)
mice were used to distinguish between MSNs of the direct (striatonigral) and indirect (striatopallidal) pathways. Presynaptic neurons
were stimulated with trains of action potentials, and activity-dependent depression and facilitation of synaptic efficacy was recorded
from postsynaptic neurons. We found that FS cells provide a strong and homogeneously depressing inhibition of both striatonigral and
striatopallidalMSN types.Moreover, individual FS cells are connected toMSNs of both types. In contrast, bothMSN types receive sparse
and variable, depressing and facilitating synaptic transmission fromnearbyMSNs. The connection probability was higher for pairs with
presynaptic striatopallidalMSNs; however, the variability in synaptic dynamics didnot dependon the types of interconnectedMSNs. The
differences between the two inhibitory pathwayswere clear in both species and at different developmental stages. Our findings show that
the two intrastriatal inhibitory pathways have fundamentally different dynamic properties that are, however, similarly applied to both
direct and indirect striatal projections.
Introduction
The striatum plays a major role in motor learning and in deter-
mining the pattern of behavior that is selected at any given time in
all vertebrates (Graybiel et al., 1994; Barnes et al., 2005; Grillner et
al., 2005; McHaffie et al., 2005). It receives converging glutama-
tergic input from cortex and thalamus, dopaminergic projections
from substantia nigra pars compacta, aswell as selectiveGABAer-
gic input from the external pallidum (Bevan et al., 1998), all of
which interact with the primarily GABAergic intrinsic striatal
microcircuitry.
The striatal microcircuit consists mostly of GABAergic neu-
rons, of which medium spiny neurons (MSNs), the projection
neurons, constitute the vast majority (Wilson and Groves, 1980;
Graveland and DiFiglia, 1985). Synaptic connectivity between
MSNs has long been predicted from their morphology (Wilson
and Groves, 1980) and in recent years was confirmed at the elec-
trophysiological level (Czubayko and Plenz, 2002; Tunstall et al.,
2002; Koo´s et al., 2004; Venance et al., 2004; Tecuapetla et al.,
2007, 2009; Taverna et al., 2008). Synaptic connectivity between
MSNs is sparse (Czubayko and Plenz, 2002; Tunstall et al., 2002;
Koo´s et al., 2004; Venance et al., 2004; Taverna et al., 2008) and
formed mainly on dendritic shafts and spines (Wilson and
Groves, 1980; Somogyi et al., 1981). MSNs also receive strong
GABAergic input from the different types of interneurons, with
input from fast spiking (FS) cells mainly targeted to the soma and
perisomatic regions (Kita et al., 1990; Bennett and Bolam, 1994;
Koo´s and Tepper, 1999; Taverna et al., 2007).
The connectivity between MSNs of the direct (striatonigral)
and indirect (striatopallidal) pathways was recently reported
(Taverna et al., 2008), showing a higher prevalence of connec-
tions formed by striatopallidal neurons onto target MSNs than
those formed by striatonigral MSNs. MSNs of the two pathways
also differ in the long-term synaptic plasticity of glutamatergic
inputs and their dopaminergicmodulation (Surmeier et al., 2007;
Day et al., 2008). However, the short-term plasticity of afferent
excitatory inputs does not differ significantly between direct- and
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indirect-pathway MSNs (Ding et al., 2008). In the striatum,
GABAergic connectivity between MSNs is assumed to have a
different functional role than the GABAergic synapses from in-
terneurons ontoMSNs (Koo´s andTepper, 1999; Koo´s et al., 2004;
Gustafson et al., 2006; Tecuapetla et al., 2007), with the latter
suggested to mediate feedforward inhibition after cortical activa-
tion (Mallet et al., 2005). To understand the function of these
respective intrastriatal synaptic pathways, it is necessary to deter-
mine their dynamic properties and how they differ across cell
types. In this study, we analyzed the dynamic properties of syn-
apses between identified neuronal pairs in the rodent striatum, in
particular the lateral connections between striatonigral and stria-
topallidal MSNs, and the synaptic connections they receive from
FS interneurons. These results have been partly reported in ab-
stract form (Planert et al., 2008).
Materials andMethods
Slice preparation and recordings.All experiments were performed accord-
ing to the guidelines of the Stockholm municipal committee for animal
experiments. Parasagittal and coronal slices were obtained from rats and
mice (postnatal days 14–18 and 21–36, respectively). To distinguish be-
tween striatonigral and striatopallidal MSNs, we used transgenic BAC
mice expressing enhanced green fluorescent protein (EGFP) inD1MSNs
(Wang et al., 2006b). Slices were cut in ice-cold extracellular solution,
kept at 35°C for 30 min, and then moved to room temperature before
recordings.Whole-cell patch recordingswere obtained from striatal neu-
rons at a temperature of 35  0.5°C. Neurons were visualized using
infrared–differential interference contrast (IR-DIC) microscopy (Zeiss
FS Axioskop). Recorded neurons were selected visually and up to four
neighboring neurons with lateral somatic distances 100 m were si-
multaneously recorded (see Fig. 1A,B). In experiments in which stria-
tonigral MSNs were labeled, we used a mercury lamp (HBO 100; Zeiss)
mounted on the same microscope and a fluorescent filter cube (green or
red, depending on the use of GFP or fluorescent beads) to determine the
subtype of MSNs, and then switched to IR-DIC to perform whole-cell
recordings. Classification of nonlabeled MSNs and interneurons was
performed during electrophysiological recordings and, when performed,
verified by morphological staining. The extracellular solution (both for
cutting and recording) contained the following (in mM): 125 NaCl, 25
glucose, 25NaHCO3, 2.5 KCl, 2 CaCl2, 1.25NaH2PO4, 1MgCl2. Record-
ings were amplified using Axoclamp 2B or MultiClamp 700B amplifiers
(MolecularDevices), filtered at 2 kHz, digitized (5–20 kHz) using ITC-18
(InstruTECH), and acquired using Igor Pro (Wavemetrics). Patch pi-
pettes were pulled with a Flaming/Brownmicropipette puller P-97 (Sut-
ter Instrument) and had an initial resistance of 5–10M, containing the
following (in mM): 110 K-gluconate, 10 KCl, 10 HEPES, 4 Mg-ATP, 0.3
GTP, 10 phosphocreatine, and in a subset of neurons 0.4–0.5% biocytin.
A subset of experiments in retrogradely labeled rat slices was performed
with higher internal chloride concentrations, with either 20 mM
K-gluconate and 100 mM KCl, or 105 mM K-gluconate and 30 mM KCl.
The latter concentrations were used for all experiments in mice. Liquid
junction potential (10 mV) was not corrected for in any of the record-
ings. Recordings were performed both in current- and voltage-clamp
mode, with access resistance compensated throughout the experiments.
Recordings were discarded when access resistance increased beyond 35
M.
Retrograde labeling. Striatonigral neurons were labeled by stereotactic
injection of fluorescent latex microspheres (Lumafluor) into the sub-
stantia nigra pars reticulata of juvenile rats (postnatal day 12). The beads
are transported retrogradely by the axons that terminate at the site of
injection. The injection procedure has been described in detail previously
(Le Be´ et al., 2007). In short, rats were anesthetized with an intraperito-
neal injection of a mixture of Fentanyl (Fentanyl; B. Braun Melsungen)
andmedetomidine (Domitor;OrionPharma), diluted in 0.9% saline and
administered at a final dose of 300g/kg. The smooth surface of the skull
was pierced with a 20 gauge Microlance syringe (BD Biosciences), and
red microspheres were injected with a Hamilton syringe at a volume of
0.4 l over 1 min. Stereotactic coordinates were as follows: 2.2 mm
lateral from midline, 1.1 mm anterior to lambda, and 6.9 mm below
the skull surface. To allow diffusion of the solution from the injection
site, the syringe was left at the place of injection for at least 5 min.
Bupivacain (Marcain; 2.5 mg/ml; AstraZeneca) was used as local an-
esthetic before the wound was closed with chirurgical glue (Histo-
acryl; Aesculap). The analgesic karprofen (Rimadyl; Pfizer) was
administered subcutaneously at 5 mg/kg, and the rats were awakened
with intraperitoneal injections of a mixture of atipamezole (Antise-
dan; Orion Pharma; 1 mg/kg) and naloxone (0.1 mg/kg), diluted in
0.9% saline. After surgery, the pups were returned to their mother’s
cage. Slices were visualized under fluorescent microscopy, and only
slices in which the striatum was clearly labeled were used for electro-
physiological recordings.
Stimulation protocols and analysis. Recorded neurons were subject to
various stimulation protocols to determine the synaptic and intrinsic
electrical properties. Synaptic connectionswere identified and character-
ized by stimulation of a presynaptic cell with a train (10, 20, 40, or 70Hz)
of eight strong and brief current pulses (0.5–2 nA; 3 ms), followed by a
so-called recovery test pulse between 500 and 600 ms after the train, all
reliably eliciting action potentials (APs). Postsynaptic neurons were held
near80 mV to ensure depolarizing responses to GABAergic synapses.
For analysis of synaptic properties, the average postsynaptic trace of20
sweeps was examined for the existence of synaptic responses. Synaptic
responses were obtained in current-clamp and voltage-clamp modes,
and in both cases exhibited similar dynamic properties.
Parameters describing the dynamics of recorded synapses included
the synaptic utilization parameter (U) (equivalent to the average
release probability) and the time constants of recovery from depres-
sion (D) and facilitation (F). These parameters were extracted using the
model for synaptic dynamics as previously described (Markram et al.,
1998; Tsodyks et al., 1998). Amplitudes of postsynaptic responses are
calculated from postsynaptic responses to presynaptic depolarizing
pulses. To extract correct amplitudes of postsynaptic responses lying on
the decay phase of previous responses, the synaptic decay was fitted by an
exponential curve and subtracted. The amplitude of the postsynaptic
response, PSPn, is a product of the fraction of available resources,Rn, and
a facilitating utilization factor,un, scaled by the absolute synaptic efficacy,
Ase, as follows:
PSPn  AseRnun. (1)
The utilization factor is increased by each AP and decays back toward U
in the time between APs, tISI. This process is described by utilization of
the synaptic efficiency in the first AP (u0  U ), and the recovery time
constant from facilitation, F, as follows:
un1  un exp tISIF  U 1 un exp tISIF . (2)
Each AP uses the fraction un from the synaptic resources, Rn, which then
recovers to a value of 1 at rate of D as follows:
Rn1  Rn	1  un
 exp tISID  1 exp tISID . (3)
The model parameters describing each of the analyzed connections were
extracted from the average synaptic responses.
Morphological staining. Slices in which recorded cells were biocytin
filled were fixed in 0.1 M phosphate buffer (PB) containing 4% parafor-
maldehyde overnight before the staining procedure. Slices stained for
light microscopy were first incubated with 0.6% H2O2 in methanol,
rinsed in 0.01 M PBS, and thereafter incubated with the ABC elite kit
(Vector Laboratories) for 3 h. The ABC complex was diluted with 0.3%
Triton X-100 in 0.1 M PB. After rinsing with 0.01 M PBS, the slices were
incubated with DAB (The ImmPACT DAB kit; Vector Laboratories) for
4–10 min. Slices were then mounted on gelatin-coated slides, dehy-
drated, cleared in xylene, and coverslipped with DPX (dibutylphthalate
polystyrene xylene) (Sigma-Aldrich). Slices used for fluorescent mi-
croscopy were incubated overnight with streptavidin-Cy2 (1:1000;
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Jackson ImmunoResearch Laboratories) diluted in 0.1 M PB containing
1% Triton X-100. In between all experimental procedures, slices were
washedwith 0.01MPBS. Finally, theywere placed on slides, let to dry, and
thereafter mounted with glycerol containing 2.5% diazabicyclooctane
(Sigma-Aldrich) and stored at20°C.
Results
Classification of recorded neurons
We recorded simultaneously from pairs, triplets, and quadru-
plets of neighboring (within 100 m lateral somatic distance)
striatal neurons (Fig. 1A–C). The first set of experiments was
performed in rat striatal slices, in which neurons were not fluo-
rescently labeled; therefore, differentiation could be done only
between MSNs and interneurons. To differentiate between
direct- and indirect-pathway MSNs, we then used two comple-
mentary methods, fluorescent retrograde labeling in rats and
slices fromBAC transgenic EGFPmice. Classification ofMSNs or
FS cells was done according to their electrical properties and,
when performed, morphological staining. MSNs and FS cells
were unambiguously distinguished from each other by their volt-
age responses to depolarizing and hyperpolarizing current steps
(Kawaguchi et al., 1995; Koo´s and Tepper, 1999; Taverna et al.,
2007). The majority of recorded neurons were MSNs, character-
ized by a hyperpolarized resting membrane potential, strong in-
ward rectification (Fig. 1D,E), depolarizing ramp response for
near-threshold current steps, typical discharge response (Fig.
1E), and spiny dendrites (Fig. 1B). FS cells were characterized by
their nonaccommodating or “stuttering” (Gupta et al., 2000) dis-
charge patterns (Fig. 1F), high discharge rate, fast and deep afte-
rhyperpolarization, narrow APs, and aspiny dendrites (Fig. 1C).
Synaptic connections ontoMSNs in rat striatum
Synaptic connectivity was examined for all recorded neuron
pairs by evoking APs in presynaptic neurons by brief current
injections (see Materials and Methods)
and recording the responses in the other
simultaneously recorded neurons. Synap-
tic responses in postsynaptic MSNs were
measured at a membrane potential near
80 mV, both in current and voltage
clamp. Synaptic responses were recorded
within the first 30 min after achieving a
whole-cell recording, and inmost cases no
apparent rundown was observed within
that time frame. In rat slices, connectivity
between MSNs was sparse (20%; n  40
of 202 of tested MSN pairs) compared
with connections from FS cells to MSNs
(74%; n  29 of 39). Apart from a single
case of very weak electrical coupling (cou-
pling coefficient,0.3%), all connections
formed onto MSNs were unidirectional.
Synaptic strength differed between the
two types of connections, measured as the
amplitude of the first synaptic response
(PSP) in the train (Fig. 2). FS3MSN con-
nections were more than three times
larger thanMSN3MSNones, with an av-
erage amplitude of 1.52mV (2.37; rang-
ing from 0.1 to 7.7mV; n 31) compared
with 0.45 mV (0.27; range, 0.07–1.21
mV; n  23; p  0.02, Student’s t test)
(Fig. 2C, Table 1). To assess differences in
release probability between the two path-
ways, we performed a paired-pulse analysis, in which the ampli-
tude ratio of the second and first responses in the train was
calculated for a 50 ms interval. Both pathways displayed on aver-
age paired-pulse depression; however, in MSN3MSN connec-
tions, the range of paired-pulse ratios was much larger than in
FS3MSN connections (0.88  0.54; range, 0.28–2.6; compared
with0.640.20, ranging0.25–0.90, respectively) (Fig. 2D, Table 1).
Paired-pulse facilitation was observed in seven MSN3MSN
connections (see example in Fig. 2A, middle trace) but never in
FS3MSN connections.
Differential synaptic dynamics
The variability observed in the paired-pulse properties of
MSN3MSNconnections suggested that, in these synapses, facil-
itation anddepression take place simultaneously andunderlie the
observed dynamics. To extract these properties, we used a phe-
nomenological model for synaptic dynamics that captures a wide
range of synaptic activity dependence (Markram et al., 1998; Tso-
dyks et al., 1998) and is relatively simple to apply to experimental
data (see Materials and Methods). The commonly used protocol
for this analysis is an AP train followed by a recovery test pulse
(see Materials and Methods) (Fig. 3). Interestingly, the recovery
test pulse revealed a large difference between the two pathways, in
which connections between MSNs displayed strong facilitation
(50% increase) compared with the depression observed in
FS3MSN synapses (Fig. 3C,D). The facilitation ratio between
the recovery response and the first PSP in MSN3MSN connec-
tions was 1.51 (1.1; ranging between 0.58 and 5.37). Recovery
response facilitation was observed in most (22 of 31) of these
connections, in sharp contrast to the FS3MSN connections,
which displayed depression in all cases (amplitude ratio, 0.63
0.2; range, 0.24–0.95; n  23). The facilitation of the recovery
test response was present at different train frequencies (Fig. 3A)
Figure1. Patch recordings fromMSNand FS striatal neurons.A, Infraredmicroscopy imageof amultineuronpatch experiment.
B, Biocytin-filled pair of MSNs (rat; 18 d of age) stained for light microscopy. The enlarged image (B*) shows dendritic spines
characteristic ofMSNs.C, FS interneuron, biocytin loadedand stained for fluorescentmicroscopywith aspinybeadeddendrites (rat;
15 d of age).D, Example of the current–voltage relationship obtained fromanMSN (black squares) and FS cell (red triangles). Note
the rectification in the MSN, apparent from the change in curve slope. E, Response of an MSN to increasing step current injections
showing the rectification in hyperpolarized steps, as well as characteristic ramp and delay preceding the action potential. F, A
typical response of an FS cell to the same stimulation protocol as in E, showing high discharge rate, nonaccommodating discharge
pattern, and the fast and deep afterhyperpolarization. Scale bars, 25m.
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and at both current- and voltage-clamp
recording configurations (Fig. 3B). We
then used the measured synaptic ampli-
tudes to extract the model parameters
quantifying the synaptic dynamics (see
Materials and Methods), in particular the
time constants for facilitation (F) and de-
pression (D). The relationship between
these two time constants determines
whether a synapse is depressing (D F),
facilitating (F  D), or is governed by
both processes (D  F). The respective
time constants were extracted for all ana-
lyzed synapses and showed clear separa-
tion between the two types of synapses
(Fig. 3E). Whereas FS3MSN synapses
were purely depressing, with a very short F
(53 53ms, ranging from 1 to 160ms), a
much longer D (902  954 ms; range,
238–4332 ms), and a small F/D ratio of
0.16, MSN3MSN synapses had a clear
facilitatory component alongside depres-
sion, as evident from their respective time
constants (F, 859  1009 ms; D, 222 
189 ms) and the high F/D ratio of 4.76
(Fig. 3F). The dynamics of the different
connections was similar when recorded in
voltage- or current-clamp modes, with
apparent depression in FS–MSN connections, and a facilitatory
component in MSN–MSN connections (Fig. 3B). MSN–MSN
connections differed only slightly between the two recording
configurations, with a decrease in the recovery test response
(RTR) facilitation ratio in current traces (1.08  0.28; 0.99 
0.32; n  6). Our data show that MSN–MSN connections are
sparser, smaller, and more diverse than connections from FS to
MSNs. One possible explanation for this diversity is the division
ofMSNs into two differently projecting subpopulations, namely,
the striatonigral and striatopallidal MSNs.
To identify MSNs according to their projection type, we used
two alternative methods, retrograde labeling of striatonigral
MSNs with fluorescent beads and transgenic EGFP mice (see
Materials andMethods) (Fig. 4). In retrogradely labeled rat slices,
we simultaneously recorded from labeled (dMSN, for putative
direct-pathway MSNs) and nearby nonlabeled (iMSN, for puta-
tive indirect-pathwayMSNs) neurons (Fig. 4A–C). Retrogradely
labeled neurons were all MSNs, as verified by their electrical
properties. In retrogradely labeled slices, we recorded from a
total of 83 pairs, 8 of which had synaptic connections (6 con-
nections between MSNs and 2 from FS to MSNs). Both MSN
types also received synaptic connections from presynaptic
iMSNs (iMSN3iMSN, 2 of 14; iMSN3dMSN, 3 of 10), and 1
connection was found between dMSNs (dMSN3dMSN, 1 of
13). From the six MSN–MSN connections, four had facilitation
of the test response, and two were depressing connections (aver-
age amplitude ratio, 110 45%; n 6). Labeled and nonlabeled
MSNs received synapses from FS cells (one of one FS3dMSN
and one of one FS3iMSN connected pairs), both of which were
depressing connections, with a clear decrease in the amplitude of
the recovery test response (67 and 77% of first PSP, respectively).
Connectivity of identifiedMSNs in mouse striatum
As an additional independent method for identifying MSN sub-
populations, we used transgenicmice expressing EGFP in dMSNs
(Wang et al., 2006b). We recorded from labeled and nonlabeled
neighboring neurons in slices of D1-EGFP mice (see Materials and
Methods) (Fig. 4D–F) and found synaptic interactions in 23 of 294
MSN–MSN tested connections (Fig. 5). From these MSN–MSN
connections, a majority (74%; 17 of 23) was from presynaptic
iMSNs and 6 connections (26%) had a presynaptic dMSN (for syn-
aptic properties, see Table 1). The connections fromdMSNs did not
have significantly different amplitudes than those from iMSNs (0.28
and 0.39 mV, respectively; p 0.55, t test). These connections dis-
played recovery test facilitation (110  47%; ranging from 62 to
170%; n 6), with two (of three) facilitating dMSN3iMSN con-
nections and one facilitating dMSN3dMSN connection (the three
others were depressing synapses).
iMSNs formed connections onto dMSNs (13%; n 10 of 80
pairs) and iMSNs (23%; n  7 of 31 pairs), both of which had
depressing and facilitating synapses (Fig. 5A). The connections
from iMSNs onto the two types of target cells were not signifi-
cantly different in their amplitude (0.27 0.09 and 0.45 0.44
mV, respectively; p 0.17, t test), paired-pulse ratio (of 111 59
and 95 48%; p 0.67), recovery test facilitation (151 64 and
139  69%; p  0.98) (Fig. 5D), as well as the utilization factor
(U) (0.36  0.18 and 0.34  0.19; p  0.82). In these connec-
tions, with presynaptic iMSNs, the type of postsynapticMSNs did
not determine the dynamics of the synaptic connection, aswe saw
in two cases in which a dMSN received both a depressing and a
facilitating connection from two different iMSNs (Fig. 5A). In
two separate cases, the same presynaptic iMSN contacted a
dMSN and an iMSN with facilitating synapses, showing that the
individual presynaptic MSN, but not the MSN type, determined
the synaptic dynamics of the connection (see example in Fig. 5A).
Homogenous inhibition of bothMSN subpopulations by
FS cells
As in rat striatum, FS3MSN connectivity recorded in mice
had higher prevalence than MSN3MSN connectivity (78%,
Figure 2. Synaptic connections formed by MSNs and FS cells onto MSNs. A, Two examples of synaptic connectivity between
MSNs. The presynaptic MSN was stimulated with a 20 Hz train of action potentials (top trace; black) and postsynaptic responses
(bottom traces; blue) were recorded in postsynaptic MSNs. The middle trace shows a facilitating synaptic response, whereas the
bottom one is of a depressing synapse, recorded from a different MSN. B, Synaptic connectivity from FS to MSN. An example of
divergent connection from an FS interneuron (green) onto two target MSNs (blue and black). C, Synaptic amplitude of the two
types of synapses, measured at the first synaptic response in the train (MSN–MSN connections in black, n 31; FS–MSN in gray,
n 23). The differencewas significant, with p 0.02, Student’s t test.D, Paired-pulse depression in the respective pathways, as
calculated from the amplitudes of the first and second responses ( p 0.03, t test). The average paired-pulse ratio of MSN–MSN
pairs was larger because of the occurrence of depressing and facilitating synapses, which were absent in FS–MSN connections.
*p 0.05, Student’s t test. Error bars indicate SEM.
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14 of 18; compared with 10%, 23 of 227), larger amplitude
(4.21  3.9 mV; 0.41  0.35 mV; p  0.001, Student’s t test),
and displayed only depressing dynamics. The high connection
probability, combined with the homogeneity in dynamic
properties, suggested that both direct- and indirect-pathway
MSNs are similarly inhibited by FS interneurons. Indeed, both
iMSNs (67%; n  6 of 9) and dMSNs (89%; n  8 of 9)
received inhibitory connections from FS cells with very similar
dynamic properties. Moreover, in two experiments, we found
individual FS cells forming divergent connections on both
MSN types (one example depicted in Fig. 6A), further suggest-
ing unspecific inhibition mediated by FS cells. The synaptic
properties of FS3dMSN and FS3iMSN were not signifi-
cantly different in terms of their amplitudes (4.8 4.9, n 8;
and 3.1  4.1, n  6), paired-pulse depression (62  12 and
66 14%), recovery test response (72 8 and 63 19%), and
dynamic model parameters (U, 0.24  0.07 and 0.23  0.07;
D, 0.74 0.35 and 0.85 0.5 s; F, 3.1 2.4 and 4.5 2.7 ms)
(Fig. 6B,C, Table 1). These data show that both MSN sub-
populations receive ubiquitous and homogeneous inhibition
from FS cells, which is, moreover, mediated by the same pool
of presynaptic interneurons.
Table 1. Properties of synaptic connections betweenMSNs and FS cells
Connection
probability(%;n/N pairs) Amplitude (mV)
Paired-pulse ratio
(2nd/1st response)
Recovery test ratio
(RTR/1st response)
Depression time
constant (D) (ms)
Facilitation time
constant (F) (ms)
Synaptic utilization
factor (U)
Rat
MSN–MSN 20%; 40/202 0.45 0.27 0.88 0.54 1.51 1.10 222 189 859 1009 0.42 0.21
FS–MSN 74%; 29/39 1.52 2.37 0.64 0.20 0.63 0.2 902 954 53 53 0.29 0.19
GFP mice
D1–D1 7%; 3/43 0.24 0.15 0.91 0.63 1.23 0.50 192 114 1266 1427 0.39 0.22
D1–D2 4.5%; 3/66 0.33 0.15 0.84 0.30 1.16 0.29 96 9 313 363 0.46 0.24
D2–D1 13%; 10/80 0.27 0.09 1.1 0.6 1.51 0.64 365 471 570 783 0.36 0.18
D2–D2 23%; 7/31 0.45 0.44 0.95 0.48 1.39 0.69 149 90 1462 1800 0.34 0.19
FS–D1 89%; 8/9 4.8 4.9 0.62 0.12 0.72 0.08 740 350 3.1 2.4 0.24 0.07
FS–D2 67%; 6/9 3.1 4.1 0.66 0.14 0.63 0.19 850 500 4.5 2.7 0.23 0.07
The table presents a summary of the properties of synaptic connections formed between MSNs and FS cells. Data are presented as mean SD.
Figure 3. Differential synaptic dynamics of feedback and feedforward connections. A, An example of converging MSN–MSN connectivity. A postsynaptic MSN (M3) received direct connections
from two neighboring MSNs (M1 and M2). The connection was tested in different train frequencies (10, 20, 40 Hz trains of 8 action potentials), showing frequency-dependent depression and
facilitation. Note the increase in amplitude of the recovery test response (denoted by blue arrows), revealing the underlying facilitatory component. B, Examples of divergent synaptic connectivity
from FS to two neighboringMSNs as recorded in voltage clamp (red traces, bottom). Note the depression of the recovery test response after 0.55 s after a 20 Hz train. The top traces are of the same
connections as in A, acquired in voltage-clampmode. C, MSNs receive different types of input from neighboring MSNs and FS cells. Two examples of synaptic responses to 20 Hz trains (green) and
a recovery response are depicted. Note the facilitation of the recovery response in the MSN3MSN connection (black) compared with the depression of the FS3MSN response (red). D, Average
responses of all analyzed connections normalized to the amplitude of the first PSP (FS–MSN connections in red, n 23; MSN–MSN in black, n 31). E, Facilitation and depression time constants
of all analyzed connections are plotted against each other in a logarithmic plot. The dashed line represents the F D curve, showing that all FS3MSN, but not all MSN3MSN connections, were
depressing. F, The synaptic dynamics of the two connection types are significantly different, as seen by the values of the time constants for facilitation ( F) and depression (D), and the ratio (right bar
graph). ***p 0.001, Student’s t test. Error bars indicate SEM.
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Discussion
In this study, we showed fundamental differences in the dynamic
properties of two inhibitory pathways within the striatal micro-
circuitry. Inhibition by FS cells is robust, homogenous, and
exerted by the same FS cells onto both striatonigral and striato-
pallidal projection neurons. In contrast,MSN–MSNconnectivity
is sparser, weaker, and exhibits diverse activity-dependent synap-
tic dynamics. The connectivity prevalence between MSNs de-
pended on the type of presynaptic MSN; however, the dynamic
properties were not determined by the type of interconnected
MSNs. The differences between the FS3MSN andMSN3MSN
connectivity are clear in both species and throughout different
developmental stages, suggesting that they indeed constitute a
basic organizational principle in the striatal microcircuitry.
Robust feedforward inhibition from FS cells onto MSNs
Inhibition mediated by FS cells onto MSNs had very different
dynamics than that observed betweenMSNs. FS3MSN synaptic
connections mediated large, depressing responses with negli-
gible facilitation, which were strikingly homogenous across
different target cells. We show that both neighboring direct-
and indirect-pathway MSNs are inhibited by FS cells, with
similar amplitudes and dynamics. It is still not clear whether
and to what degree FS cells have preferences for any of the
MSN projection types; however, as exemplified in our data,
the same FS cells target MSNs of both projection types (Fig.
6A). FS cells therefore may not selectively inhibit one striatal
projection or the other, but rather efficiently and similarly
inhibit a large fraction of their neighboring MSNs of both
types. The depressing nature of the FS3MSN synapse makes
it tuned to faithfully transmit the onset of FS activity, enabling
FS cells to mediate potent synchronized inhibition after corti-
cal excitation (Mallet et al., 2005; but see Berke, 2008). The
role of such inhibition by FS cells may be in preventing target
MSNs from discharge after excitatory input, but it may also be
effective in synchronizing the output of target MSNs without
necessarily silencing them completely, but rather by delaying
discharge (Koo´s and Tepper, 1999). Our results suggest that
both types of inhibition are very different in terms of their
respective dynamics regardless of the postsynaptic MSN type.
This was also shown to be the case for glutamatergic input to
MSNs, in which the dynamics of thalamic input was very dif-
ferent from that of cortical input, for both striatopallidal and
striatonigral MSNs (Ding et al., 2008).
FS3MSN connectivity was severalfold more prevalent than
MSN–MSN connectivity, in accord with previous reports (Koo´s
and Tepper, 1999; Koo´s et al., 2004; Gustafson et al., 2006;
Taverna et al., 2007; Tecuapetla et al., 2007). This big difference in
connectivity can be partly attributed to the electrotonic attenua-
tion of synaptic responses at distal dendrites compared with the
little attenuation of perisomatic inputs from FS cells (Tepper et
al., 2008). However, even in experiments in which high intracel-
lular chloride concentrations were used to improve the detection
of GABAergic inputs (Koo´s et al., 2004; Taverna et al., 2008;
Tecuapetla et al., 2009), feedback connectivity was sparse. Inter-
estingly, a similar connectivity pattern is found in the neocortical
microcircuit, in which projection neurons (pyramidal cells)
also constitute the vast majority of neurons and are sparsely in-
terconnected (Markram et al., 1997), whereas connectivity from
GABAergic FS interneurons onto pyramidal cells is severalfold
higher (Holmgren et al., 2003). This suggests that FS cells in the
respective microcircuits, in addition to their similar intrinsic
properties (Kawaguchi, 1995; Kawaguchi et al., 1995), share sim-
ilar network properties and function in mediating feedforward
inhibition to their respective principal targets.
Figure 4. Fluorescent identification of direct-pathway MSNs. A, Retrograde labeling of rat striatonigral MSNs by injection of fluorescent beads into the substantia nigra pars reticulata.
The beads are transported by the axons to the cell bodies and can then be visualized under fluorescencemicroscopy.B, Individual striatal neurons after retrograde labeling. The red arrows
designate retrogradely labeled striatonigral MSNs, and the white arrows show the position of unlabeled neurons, which are MSNs or interneurons. C, The same neurons as in B under
infrared microscopy. D, Confocal image of the striatum and substantia nigra pars reticulata of a BAC transgenic D1-EGFP mouse (image by courtesy of Emmanuel Valjent and Gilberto
Fisone, Karolinska Institute, Stockholm, Sweden). E, Individual striatal neurons in slices of EGFP mouse. The labeled neurons are visible under epifluorescence microscopy and can be
selected for recording. F, The same neurons as in E, under IR microscopy. The red arrows designate the fluorescent neurons selected to be recorded under IR optics. Scale bars, 50m.
SNr, Substantia nigra pars reticulata; Str, striatum; Cx, cortex.
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Connectivity betweenMSNs of different types
Synaptic connections between MSNs of both types displayed a
large diversity in terms of the dynamic properties, with cases of
depression, facilitation, and mixed responses in which synaptic
depression was followed by facilitation of the recovery test re-
sponse (Fig. 3A). This was in sharp contrast to the homogenous
dynamics of FS3MSN connections. This
variability in dynamics was, surprisingly,
not accounted for by the projection
identity of the presynaptic and postsynap-
tic neurons, since all four possible combi-
nations (presynaptic and postsynaptic
iMSN/dMSN) had cases of facilitating as
well as depressing synapses (Fig. 5). One
aspect of MSN–MSN connectivity that
did, however, depend on the presynaptic
MSN subtype was the prevalence of con-
nectivity. As reported recently (Taverna et
al., 2008), we also observed a nonrandom
organization ofMSN interconnectivity, in
which synapses formed by iMSNs seemed
to bemore common than those formed by
presynaptic dMSNs. The reasons for this
difference are still not clear but may be
related to properties of the axonal ar-
borization and the dendritic targeting
preferences of the respective types. The
fact that these differences were observed
both in rats as well as D1-EGFP mice sug-
gests that it is not an artifact attributable
to the particular transgenic mouse used.
Whereas the projection type of connected
MSNs did not determine the synaptic dy-
namics, individual presynaptic neurons
induced similar response dynamics in
their targets, as seen in divergent connec-
tions, both from presynaptic MSNs and
FS cells (Figs. 5, 6). Interestingly, this is
not the typical scenario in other micro-
circuits, in which the same presynaptic
neuron may induce drastically different
synaptic responses in different types of
postsynaptic targets (Thomson et al.,
1993; Markram et al., 1998; Reyes et al.,
1998).
Variability in the dynamics of
MSN–MSN synaptic transmission
Unlike the very dominant facilitation ob-
served at certain types of cortical synapses
(Thomson et al., 1993), the facilitation in
MSN3MSN connections was commonly
masked by a simultaneously occurring de-
pressing component. The interplay be-
tween these processes is likely to cause the
variability we observed in MSN3MSN
connectivity and may also underlie previ-
ous reports of both facilitation and de-
pression mediated by presynaptic MSNs
(Czubayko and Plenz, 2002; Venance et
al., 2004; Rav-Acha et al., 2005; Gustafson
et al., 2006). One possible explanation for
the observed variability is the postsynaptic
dendritic location of MSN–MSN synapses (Wilson and Groves,
1980; Somogyi et al., 1981; Tepper et al., 2008). Unlike FS–MSN
synapses, which target a closer and more confined perisomatic
region, synapses between MSNs target dendrites with variable
thickness and at various electrotonic distances from the soma and
dendritic branching points.
Figure 5. Synaptic connections between EGFP-identifiedMSNs. A, A network of neighboringMSNs in ventral striatum display-
ing divergent and convergent synaptic connections. Cell 3 is a direct-pathway MSN (dM) receiving convergent input from two
indirect MSNs (iM) with different dynamic properties. Note the facilitation in the 133 connection (top trace) compared with the
depressing connection received by cell 3, and the facilitating connections onto both targets of cell 1. B, Average amplitudes,
normalized to the amplitude of the first PSP, for connections from iMSNs onto dMSNs (in green; n 10) and iMSNs (in red; n 7).
Note the facilitation of the recovery test response, which is absent in FS3MSN connections (Figs. 3, 6). C, Facilitation and
depression time constants of connections between identified MSNs are plotted against each other in a logarithmic plot.
iMSN3iMSN connections are marked with red triangles, iMSN3dMSN in green squares, presynaptic dMSN connections in gray
circles, and FS3MSN connections in black “X.”D, Synaptic properties of connections frompresynaptic iMSNs did not significantly
differ according to the postsynaptic MSN type and were not significantly different from connections between MSNs in which
presynaptic neurons were dMSNs. Error bars indicate SEM.
Figure 6. Synaptic connections from FS cells onto both types ofMSNs.A, An example of a divergent connection froma single FS
cell onto three targetMSNs of different projection types. Note the similarity in the dynamics of the responses on the differentMSN
types.B, Average amplitudes normalized to the amplitude of the first PSP, for connections from FS onto iMSNs (in red; n 6) and
dMSNs (in green; n 9). C, Synaptic properties of connected FS cells did not differ significantly according to the postsynapticMSN
type. BothB and C show the high degree in homogeneity in the FS3MSNpathway onto both projection types ofMSNs. Error bars
indicate SEM.
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The dendritic locus of MSN–MSN inhibition enables it to
affect the nonlinear processes of dendritic integration as well as
the plasticity of nearby excitatory inputs, which also target MSN
dendrites (Plenz, 2003; Carter et al., 2007; Wilson, 2007; Tepper
et al., 2008). In addition to these functional properties, the den-
dritic location also shapes the apparent dynamics of the synaptic
responses (Banitt et al., 2005). Synaptic activation causes a local
conductance increase as well as reduction of the synaptic driving
force, both of which induce a depressing component in synaptic
responses. This “apparent depression” strongly depends on the
location of the synaptic contact and is likely to contribute to the
variability we observed in synaptic dynamics.
Similar recovery test facilitation was observed in other neural
microcircuits in the prefrontal cortex (Wang et al., 2006a) and in
the hippocampus (Hefft and Jonas, 2005). As in the MSN–MSN
connections we observed, responses typically displayed depres-
sion during the burst of action potentials, but facilitated after a
pause of several hundreds of milliseconds. This facilitation was
observed both in current- and voltage-clampmodes, andwas also
observed when postsynaptic neurons were recorded in a cesium-
based pipette solution, suggesting that it is mainly dictated by
presynaptic processes. The biophysical mechanisms underlying
the observed synaptic dynamics were not explored in this study;
however, it is predicted that protocols affecting the release pro-
cess such as changing extracellular calcium concentrations or
loading the presynaptic neurons with CsCl (Hull et al., 2009)
would significantly alter the dynamics of these connections. Pre-
synaptic calcium channels are subject to multiple modulatory
processes that may underlie the various forms of synaptic facili-
tation (for review, see Catterall and Few, 2008).
The variability in synaptic dynamics in MSN–MSN con-
nections was not explained by the type of connected neurons
but it may reflect intrinsic variability in both presynaptic and
postsynaptic elements. In our study, we did not record neuro-
nal positions with respect to the patch and matrix striatal
compartments, which may also contribute to the observed
variability in dynamics, as recently suggested for synaptic
strength (Tecuapetla et al., 2009).
Summary
Our study shows thatMSN3MSNandFS3MSN inhibitory path-
ways in the striatum have fundamentally different functional prop-
erties, with highly homogenously depressing, reliable inhibition
from FS onto both projection pathways, and sparse and variable
interconnectivity among MSNs of both direct and indirect projec-
tion systems. These results suggest that the functional role of inhibi-
tion from FS cells might be not in separating the activity of the two
striatal projections, but rather in shaping striatal output for both.
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Systems/Circuits
Target Selectivity of Feedforward Inhibition by Striatal
Fast-Spiking Interneurons
Susanne N. Szydlowski,* Iskra Pollak Dorocic,* Henrike Planert,* Marie Carle´n, Konstantinos Meletis,
and Gilad Silberberg
Department of Neuroscience, Karolinska Institutet, Stockholm 17177, Sweden
The striatal microcircuitry consists of a vast majority of projection neurons, the medium spiny neurons (MSNs), and a small yet diverse
population of interneurons. To understand how activity is orchestrated within the striatum, it is essential to unravel the functional
connectivity between the different neuronal types. Fast-spiking (FS) interneurons provide feedforward inhibition to both direct and
indirect pathway MSNs and are important in sculpting their output to downstream basal ganglia nuclei. FS interneurons are also
interconnected with each other via electrical and chemical synapses; however, whether and how they inhibit other striatal interneuron
types remains unknown. In this study we combined multineuron whole-cell recordings with optogenetics to determine the target selec-
tivity of feedforward inhibition by striatal FS interneurons. Using transgenic and viral approaches we directed expression of channel-
rhodopsin 2 (ChR2) to FS interneurons to study their connectivity within the mouse striatal microcircuit. Optogenetic stimulation of
ChR2-expressing FS interneurons generated strong and reliable GABAA-dependent synaptic inputs inMSNs. In sharp contrast, simulta-
neously recordedneighboring cholinergic interneuronsdidnot receive any synaptic inputs fromphotostimulatedFScells, andaminority
of low-threshold spiking (LTS) interneurons responded weakly. We further tested the synaptic connectivity between FS and LTS in-
terneurons using paired recordings, which showed only sparse connectivity. Our results show that striatal FS interneurons form a
feedforward inhibitory circuit that is target selective, inhibiting projectionneuronswhile avoiding cholinergic interneurons and sparsely
contacting LTS interneurons, thus supporting independent modulation of MSN activity by the different types of striatal interneurons.
Introduction
Striatal and neocortical circuits share a common structural prin-
ciple: a major projecting neuronal population interlaced with a
small yet diverse interneuron population (Kawaguchi et al., 1995;
Markram et al., 2004). One important and functionally distinct
interneuron type, the fast-spiking (FS) interneuron, provides ro-
bust perisomatic inhibition to projection neurons in both striatal
(Kita et al., 1990; Bennett and Bolam, 1994; Koo´s and Tepper,
1999;Gittis et al., 2010; Planert et al., 2010) and cortical (Somogyi
et al., 1998; Gupta et al., 2000; Tama´s et al., 2000) microcircuits.
In the neocortex, recent studies have shown a seemingly unselec-
tive synaptic connectivity between FS interneurons and a vast
majority of neighboring neocortical neurons of all types (Staiger
et al., 1997; Gibson et al., 1999; Deans et al., 2001; Cruikshank et
al., 2010; Gittis et al., 2010; Packer and Yuste, 2011; Avermann et
al., 2012). Similarly, both direct and indirect pathway striatal
medium spiny neurons (MSNs) receive synaptic inputs from
nearby FS interneurons (Gittis et al., 2010; Planert et al., 2010). FS
interneurons are also interconnected by electrical and GABA-
ergic synapses (Koo´s and Tepper, 1999; Gittis et al., 2010). In the
neocortex, a high degree of reciprocal connectivity was described
between neighboring FS and low-threshold spiking (LTS) in-
terneurons using paired recordings (Gibson et al., 1999; Deans et
al., 2001;Ma et al., 2012).Whether striatal FS interneurons target
other interneuron types such as cholinergic and LTS interneu-
rons has not been established.
Striatal cholinergic interneurons are involved in various
forms of corticostriatal synaptic plasticity (Wang et al., 2006;
Pisani et al., 2007) and provide the cholinergic modulation of
striatal neurons and synapses (Koo´s and Tepper, 2002; Pakhotin
andBracci, 2007; Shen et al., 2007). As seen in vivo, they are highly
synchronized (Raz et al., 1996), suggesting that they may be
driven by common inhibitory input from GABAergic striatal in-
terneurons (Sullivan et al., 2008). Paired recordings revealed no
synaptic connectivity between different types of striatal interneu-
rons (Gittis et al., 2010); however, optogenetic activation of cho-
linergic interneurons resulted in polysynaptic inhibition of
MSNs and weaker responses in FS interneurons (English et al.,
2012). Morphological reconstructions of parvalbumin-positive
(PV) and ChAT interneurons in rat striatum indicated only
unidirectional connectivity from cholinergic to PV interneu-
rons (Chang and Kita, 1992) although PV synapses were re-
ported to target cholinergic interneurons in primates (Gonzales
et al., 2012). Whether and to what extent target selectivity exists
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between different classes of striatal interneurons has not been
unequivocally established, largely due to the limitation of avail-
able techniques.
In this study we aimed to resolve the question of target selec-
tivity of striatal FS interneurons by using optogenetic techniques
enabling us to selectively stimulate FS interneurons while simul-
taneously recording from several neighboring neurons of differ-
ent types.
Materials andMethods
Animals. All experiments were performed according to the Guidelines of
the Stockholm municipal committee for animal experiments. PV-Cre
mice (Hippenmeyer et al., 2005) of either sex (n 49)were virus injected
andused for slice recordings and immunohistochemical analysis 10–18 d
after injections. To assess the direct connectivity between interneurons,
we also used Lhx6-GFP BAC (bacterial artificial chromosome) trans-
genic mice (n 14) in which FS and LTS interneurons express GFP.
Virus injections. Animals were anesthetized with isoflurane and placed
in a stereotaxic frame (Harvard Apparatus). A small craniotomy was
made 0.5 mm anterior to bregma and 2.0 mm lateral to the midline.
Between 0.8 and 1.5 l of virus (pAAV-Ef1a-DIO-hChR2(H134R)-
mCherry-WPRE-pA) was injected by a micropipette at two ventral co-
ordinates, 2.5 and 2.0 mm, at 0.1 l min1 by Quintessential
Stereotaxic Injector (Stoelting) The pipette was held in place for 5 min
after the injection before being slowly retracted from the brain. Post-
injection analgesics were given (0.03 mg/kg buprenorphine).
Slice preparation andwhole-cell recordings.Mice at postnatal day 24–51
were killed and used for slice recordings. They were anesthetized with
isoflurane and their brains removed in ice-cold artificial CSF containing
the following (in mM): 125 NaCl, 25 glucose, 25 NaHCO3, 2.5 KCl, 2
CaCl2, 1.25 NaH2PO4, 1 MgCl2. Parasagittal slices, 250 m thick, were
cut (Leica VT 1000S), then transferred to 35°C for 30–60 min and then
kept at room temperature (2224°C).Whole-cell patch recordings were
obtained at 35  0.5°C. Glass electrodes were pulled with a Flaming/
Brown micropipette puller P-97 (Sutter Instruments) and had a resis-
tance of 5–10 M. They contained (in mM) 105 K-gluconate, 30 KCl, 10
HEPES, 10 Na-Phosphocreatine, 4 Mg-ATP, 0.3 Na-GTP, and in some
experiments 0.3% Neurobiotin. Neurons were visualized with infrared
differential interference contrast (IR-DIC) microscopy (Zeiss FS Axios-
kop) and fluorescent microscopy, using a mercury lamp (HBO 100,
Zeiss) and a fluorescent filter cube mounted on the same microscope.
Pairs, triplets, and quadruplets of neurons were recorded within a range
of 200m frommCherry fluorescently labeled somata. Recordings were
done in current-clamp mode with access resistance compensated
throughout the experiment. Experiments with access resistance35M
were discarded. Recordings were amplified using MultiClamp 700B
(Molecular Devices) and digitized by an ITC-18 (HEKA Elektronik) ac-
quisition board. Data were acquired and analyzed using IGOR Pro
(WaveMetrics). Liquid junction potential was not corrected for and is
approximated to be10mV. Photostimulationwas generated through a
1 watt blue LED (wavelength 465 nm) mounted on the microscope ocu-
lars and delivered through the objective lens. In a few experiments the
same LED was mounted under the slice as described previously (English
et al., 2012), providing illumination to the entire field. Photostimulation
was controlled by a LED driver (Mightex Systems) connected to the
ITC-18 acquisition board, enabling control over the duration and inten-
sity. The photostimulation diameter through the objective lenswas400
m with an illumination intensity of 9 mW/mm2.
Stimulation protocols and analysis. Recorded neurons were subject to
various stimulation protocols to determine the synaptic and electrical
properties. Synaptic connections were characterized by stimulation of a
presynaptic neuron with a train (10 or 20 Hz) of 8 brief current pulses
(0.5–2 nA, 3 ms) or by blue light pulses (2 ms). Postsynaptic neurons
were held between70 and80mV to ensure depolarizing responses to
GABAergic synapses, and traces were removed for analysis when depo-
larized more than 60 mV. The GABA reversal potential was approxi-
mately30 mV and synaptic input could induce MSN action potential
discharge when it was held just below threshold. Parameters describing
the dynamics of recorded synapses included the synaptic utilization pa-
rameter (U, equivalent to release probability), the time constants of re-
covery from depression (D) and facilitation (F). These parameters were
extracted using the model for synaptic dynamics (Markram et al., 1998;
Tsodyks et al., 1998; Planert et al., 2010).
Immunohistochemistry. Mice were transcardially perfused with 100
mMPBS followed by 4% formaldehyde in PBS, and brains were postfixed
for 18 h at 4°C. Sections of 40 m were cut using a vibratome (Leica
VT1000), and free-floating sections were incubated in blocking solution
(10% donkey serum in PBS with 0.3% Triton X-100) for 1 h at 22°C and
then incubated with primary antibody (parvalbumin PVG-214; Swant;
1:2000) in blocking solution overnight at 22°C. Antibody staining was
revealed using species-specific fluorophore-conjugated secondary anti-
bodies. Spread and labeling efficiency were scored for the presence of
mCherry fluorescence. For quantification of colabeling of channelrho-
dopsin 2 (ChR2)-mCherry and parvalbumin, confocal images were ac-
quired using confocal microscopy (Zeiss LSM 510) and individual cells
were identified independently for each of the two fluorescent channels.
Results
To selectively activate striatal FS interneurons, we genetically tar-
geted expression of ChR2 to PV cells. We injected an adeno-
associated viral (AAV) vector, which expressed a ChR2-mCherry
fusion protein in a Cre-dependent manner, into the striatum of
transgenic PV-Cremice, thereby achieving specific ChR2 expres-
sion in PV/FS cells (Cardin et al., 2009). We targeted injections
to the dorsolateral striatum and found virally transduced cells
within a diameter of 300  100 m. Neurons expressing
mCherry-ChR2 were PV positive (97%, Fig. 1A), confirming the
genetic restriction of ChR2 to PV neurons.
We targeted whole-cell recordings to mCherry-expressing
neurons using combined fluorescent and IR-DIC microscopy
(Fig. 1B) and characterized the optogenetic activation of these
neurons by delivering short pulses of blue light (seeMaterials and
Methods). All neurons identified by fluorescence and depolariz-
ing response to light stimulation were FS interneurons (n 24 of
24), as determined by their characteristic electrophysiological
properties such as non-accommodating discharge pattern, high
discharge rate, narrow action potentials, and fast and deep after-
hyperpolarization (Fig. 1D). Interneurons responded to light
pulseswith strong and immediate depolarization, leading inmost
cases (n  12 of 19) to action potential discharge (Fig. 1E). In
those cases, light pulses of 2ms durationwere usually sufficient to
induce action potentials, enabling the stimulation of FS interneu-
ronswith trains of action potentials (Fig. 1G). Occasionally, short
(2 ms) light pulses induced discharge of spike-doublets, as re-
corded from photostimulated FS interneurons (see example in
Fig. 1G). Longer light pulses induced membrane depolarization
throughout the illumination duration, indicating activation of
ChR2 in recorded neurons.
To determine the precise connectivity between FS interneu-
rons and other neuronal types within the striatal microcircuit, we
characterized the synaptic connectivity of ChR2-expressing FS
interneurons onto their neighboring neurons.We recorded from
neurons in proximity to the ChR2-expressing FS interneurons
(Fig. 2A), where the majority of nonfluorescent neurons were
MSNs, as characterized by their hyperpolarized membrane po-
tential (77.5  5.7 mV) and typical inward rectification re-
sponse to hyperpolarizing and depolarizing current steps (Fig.
2C). Most MSNs (n 112 of 163) responded to brief 2 ms light
pulses with a strong and reliable synaptic response (Fig. 2D). In a
majority of the cases where a responding MSN was recorded
simultaneously with a neighboring MSN, they both responded
(n  90 of 106). In cases where MSNs did not receive synaptic
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Figure 1. Optogenetic control of striatal PV-expressing FS interneurons. A, Confocal images of parvalbumin-expressing striatal interneurons with ChR2-mCherry expression. Overview of
fluorescent image showing ChR2 (black) expression in striatal PV interneurons. The lateral ventricle is delineated (left). Scale bar, 250m. Magnification of a ChR2-mCherry-labeled neuron
(middle left). The same neuronwith PV immunostaining (middle right). Merged image demonstrating colocalization (right). Scale bar, 25m.B, A fluorescent image showingmCherry expression
(left). The same interneuron visualized and recorded under IR microscopy (middle), and the merged image (right). C, Illustration of the experimental set-up with optogenetic stimulation of FS
interneurons and targeted whole-cell recording. D, Typical electrophysiological response of an FS interneuron to a suprathreshold step current injection. E, Response of the FS interneuron to
photostimulationwith a single 200ms pulse. F, Response of the same FS interneuron to a single 10ms pulse.G, Response of the same FS interneuron to a train of light pulses (10 Hz, 2ms duration).
Blue bars illustrate the light stimulation period.
Figure 2. Light-induced feedforward inhibition from striatal PV-expressing FS interneurons onto MSNs. A, Image showing IR-DIC and fluorescent red signal during dual patching of a ChR2-
mCherry-expressing FS cell and a neighboringMSN. Scale bar, 10m.B, Illustration of the experimental set-upwith optogenetic stimulation and paired recording froman FS interneuron andMSN.
C, Example of the electrophysiological response of anMSN to step current injections.D, Depressing synaptic input to aMSN following a train of blue light pulses (10Hz, 2ms).E, Response of the same
MSN to a 200ms blue light pulse. F, Postsynaptic response of anMSN to optogenetic activation (5ms) of FS cells before, during, and after application of 10M gabazine. The responsewas abolished
following gabazine application and partially recovered after washout (n 6 of 6).
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input following light stimulation, most simultaneously recorded
MSNs did not receive inputs either (n 36 of 50). These results
suggest that the reason for nonresponsive MSNs was inability to
induce light-evoked discharge in neighboring FS interneurons,
rather than the lack of synaptic FS–MSN connectivity. The
recorded light-induced synaptic responses were GABAA-R de-
pendent (Fig. 2F, n 6 of 6 blocked by 10 M gabazine). Light-
induced synaptic responses were more than four times larger
than unitary direct connections recorded in FS–MSN pairs in the
same slices (7.5 7.4 mV, n 47 vs 1.8 1.4 mV n 14, p
0.001), suggesting that photostimulation triggered action poten-
tial discharge in several labeled FS interneurons. Stimulationwith
trains of light pulses (10 Hz, 2 ms, Fig. 2D) induced depressing
synaptic responses, similar to previously reported direct connec-
tions between FS interneurons and MSNs (Planert et al., 2010;
Gittis et al., 2011; Klaus et al., 2011). The dynamic properties of
light-evoked synaptic responses were quantified using a model
for synaptic dynamics (Markramet al., 1998; Tsodyks et al., 1998)
(see Materials andMethods) and compared with direct FS–MSN
connections recorded in the same animals (n  13 synaptically
connected pairs). Time constants for depression and facilitation
in optical versus direct synaptic connections were similar (p 
0.5, n 13 optical and n 11 direct connections); however, the
release probability (utilization factor, U) was higher in the light-
induced responses (U  0.59  0.18 vs 0.46  0.06, p  0.03),
apparent also in a smaller paired-pulse ratio in light-induced
responses compared with direct connections (0.65  0.22 vs
0.84  0.19, p  0.03). This apparent difference in synaptic re-
lease is likely to be caused by the doublets of action potentials
observed in some cases (for example Fig. 1G), also described
previously for the activation of ChR2 (Gunaydin et al., 2010).
To study the synaptic connectivity from FS interneurons to
other types of striatal interneurons, we recorded from cholinergic
and LTS interneurons during photostimulation of ChR2-
expressing FS cells. To confirm the proper optogenetic light acti-
vation of FS interneurons and their synaptic transmission at the
recording area, we simultaneously recorded from pairs or triplets
of neurons, in which at least one MSN or FS interneuron exhib-
ited light-induced synaptic responses or action potentials, re-
spectively (Fig. 3). Cholinergic interneurons were identified
using typical morphological and electrophysiological properties,
including large soma, depolarizedmembrane potential (53.0
5.6mV), voltage sag response, and pronounced discharge accom-
modation (Fig. 3B). Interestingly, cholinergic interneurons (n
13) did not show any synaptic events following light activation of
ChR2-expressing FS interneurons, in contrast to the simultane-
ous strong and reliable synaptic response recorded at nearby
(100m)MSNs (n 13 of 13, Fig. 3C).We also recorded from
LTS interneurons, characterized by their high input resistance
(471  170 M), lower action potential discharge threshold
(47.3  2.4 mV), depolarized membrane potential (44  5
mV), longmembrane time constant (21 7ms), and accommo-
dating discharge to a step current injection (Fig. 3D). Most LTS
interneurons (n  4 of 5) did not receive any synaptic inputs
following photostimulation of FS interneurons, while the neighbor-
ing neurons recorded simultaneously all responded, suggesting that
LTS interneurons are only sparsely targeted by neighboring FS cells
(Fig. 3E). The single LTS that responded to optogenetic stimulation
displayed relatively weak responses (2.1 mV), compared with large
responses recorded from two neighboringMSNs (9.6 and 6.9 mV).
To further assess the connectivity betweenFS andLTS interneurons,
we recorded from pairs of FS and LTS interneurons. To facilitate
interneuron recordingsweusedLhx6-GFP transgenicmice inwhich
LTS and FS interneurons are fluorescently labeled (Gittis et al.,
2010). Indeed, from12 testedFS–LTSpairswe foundonly two,weak
(0.5 and0.8mV) synaptic connections, both fromFS toLTS, further
supporting the results obtained by optogenetic stimulation.
In summary, our work has identified that feedforward inhibi-
tion from striatal FS interneurons is highly selective, reliably tar-
geting MSNs and FS interneurons while avoiding cholinergic
interneurons and only sparsely contacting LTS interneurons
(schematic in Fig. 3F ).
Discussion
In this study we showed that feedforward inhibition exerted by
striatal FS interneurons is not promiscuous but highly selective in
terms of postsynaptic targets. FS interneurons contact neighbor-
ing MSNs with high probability providing strong and reliable
Figure3. Target selectivity of striatal PV-expressing FS interneurons.A, Simultaneouswhole-cell recordingof twoMSNsanda cholinergic interneuronunder IR-DICmicroscopy. Scale bar, 10m.
B, Illustration of experimental set-up with optogenetic stimulation of FS cells and whole-cell recordings from twoMSNs and a cholinergic interneuron (ACh). Typical electrophysiological response
of a cholinergic interneuron to step current injections. C, Photostimulation of FS cells (2 ms pulse) and responses in MSNs and cholinergic interneurons. Simultaneous whole-cell recordings from
cholinergic interneuron and MSNs revealed no synaptic response in the cholinergic interneuron while the neighboring MSNs received reliable synaptic input. D, Illustration of experimental set-up
with optogenetic stimulation of FS cells and whole-cell recordings fromMSNs and LTS interneurons. Typical response of a LTS interneuron to a step current injection. E, Photostimulation of FS cells
(2mspulse) and responses inMSNsandLTS interneurons. Simultaneouswhole-cell recordings fromLTS interneuronandMSNs reveal no synaptic response in the LTS interneuronwhile aneighboring
MSN shows clear responses. F, Schematic model of the identified connectivity from striatal FS interneurons targeting MSNs (direct and indirect pathway MSNs) as well as neighboring FS
interneurons, with sparse connectivity to LTS interneurons and none to cholinergic interneurons.
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inhibition, while cholinergic interneurons are avoided and LTS in-
terneurons are contacted only with low probability. Interestingly,
neocortical FS interneurons display a similar targeting pattern onto
pyramidal neurons (Somogyi et al., 1998; Gupta et al., 2000; Packer
andYuste, 2011), while also forming reciprocal electrical and chem-
ical connections with each other (Galarreta andHestrin, 1999; Gib-
son et al., 1999). Both striatal andneocortical projectionneurons are
sparsely interconnected, with a minority of neighboring neurons
forming synaptic connections (Markram et al., 1997; Czubayko and
Plenz, 2002; Tunstall et al., 2002; Taverna et al., 2008; Brown and
Hestrin, 2009; Planert et al., 2010). In contrast, connectivity fromFS
interneurons onto projection neurons is robust and widespread
(Koo´s and Tepper, 1999; Gittis et al., 2010; Gittis et al., 2011; Packer
and Yuste, 2011).
Despite the similar electrophysiological properties between
cortical and striatal FS and LTS interneurons (Kubota and Kawa-
guchi, 1994; Kawaguchi and Kubota, 1997), there are important
differences in microcircuit architecture. First, unlike striatum,
neocortical FS interneurons form reciprocal connections with
LTS interneurons (Gibson et al., 1999; Deans et al., 2001; Cruik-
shank et al., 2010) and other interneuron types (Staiger et al.,
1997; Gupta et al., 2000; Avermann et al., 2012). Second, the
dominant reciprocal connectivity between neocortical interneu-
rons and projection neurons (Reyes et al., 1998; Beierlein et al.,
2003; Holmgren et al., 2003; Silberberg and Markram, 2007) is
not found in striatum, where feedforward inhibition from FS
ontoMSNs is unidirectional (Koo´s andTepper, 1999; Gittis et al.,
2010; Planert et al., 2010; Chuhma et al., 2011). The degree of
target selectivity of cortical FS interneurons within cortical mi-
crocircuits is not fully characterized and it remains to be seen
whether it follows similar rules as in the striatal microcircuitry.
Our results show no functional synaptic connectivity from
striatal PV to cholinergic interneurons. While in agreement
with previous anatomical results from rat striatum (Chang and
Kita, 1992), there is an apparent discrepancy with recent data
from macaque monkey putamen, where PV terminals were
shown to form symmetric synapses with dendrites of cholinergic
neurons (Gonzales et al., 2012). There are a few possible expla-
nations to this discrepancy. First, the symmetric PV terminals
may originate from pallidostriatal axons (Kita et al., 1999; Mallet
et al., 2012), which would therefore not be infected by the viral
injection in the striatum. Second, the reported cholinergic neu-
rons were targeted on distal dendrites, which may result in elec-
trotonic attenuation in our somatic recordings. Third, the
contrasting findingsmay indicate differences between the studied
species, whichwould also explain the differences between the two
aforementioned anatomical studies (Chang and Kita, 1992; Gon-
zales et al., 2012).
Functional implications
The selectivity in FS interneuron feedforward inhibition suggests
independent roles for different interneuron types in sculpting
striatal output. The striatum receives convergent input from var-
ious sources such as glutamatergic inputs from cortex and thala-
mus (Dube´ et al., 1988; Thomas et al., 2000; Ding et al., 2008;
Doig et al., 2010), dopaminergic inputs from the substantia nigra
pars compacta, and GABAergic inputs from the globus pallidus
(Bevan et al., 1998; Mallet et al., 2012). The way these inputs
orchestrate striatal output depends not only on their direct pro-
jections onto MSNs but also on their connectivity onto different
interneuron types. The avoidance of cholinergic interneurons
suggests that their correlation in pauses and discharge (Raz et al.,
1996) is not generated by FS-mediated feedforward inhibition.
MSNs therefore receive independent streams of feedforward in-
hibition, one of which is mediated by FS interneurons (Koo´s and
Tepper, 1999; Gage et al., 2010), another provided by cholinergic
interneurons (English et al., 2012), in addition to the lateral in-
hibition between MSNs (Tunstall et al., 2002) and pallidal input
(Mallet et al., 2012). This richness of GABAergic pathways is
crucial for the differential sculpting of striatal output under a
variety of conditions and brain states.
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1Modulation of intrastriatal connections by 
presynaptic membrane potential
H. Planert*, S. N. Szydlowski* and G. Silberberg
Striatal neurons undergo large state-dependent fluctuations in their membrane potential, often spanning tens 
of millivolts. These fluctuations affect the neuronal conductance, discharge probability and postsynaptic 
responses. It is however, not known how such voltage fluctuations affect intrastriatal synaptic transmission. 
In the neocortex, hippocampus, and cerebellum, it has been shown that the membrane potential of the pre-
synaptic neuron can modulate synaptic transmission in a gradual “analog” manner. The striatal microcircuit 
contains a majority of projection neurons (MSNs) as well as a small yet diverse population of interneurons. 
Fast spiking interneurons (FSIs) provide strong and depressing GABAergic inhibition onto MSNs in so called 
feedforward connections. In addition, MSNs are interconnected by feedback connections. 
We investigated analog modulation of intrastriatal GABAergic feedforward and feedback transmission in 
mouse slices from Lhx6-EGFP, virally injected PV-Cre and wild type Swiss Webster mice. We obtained whole-
cell patch-clamp recordings simultaneously from pairs, triplets and quadruplets of MSNs and identified inter-
neurons. Changing the baseline membrane potential of the presynaptic cell affected the unitary amplitudes 
and paired-pulse ratios (PPR) of postsynaptic responses. The degree of PPR modulation was positively cor-
related with the baseline PPR values, indicating that high initial release probability is associated with smaller 
possibility for analog modulation of release. We further investigated this hypothesis by testing the effect of 
external Ca2+ concentration on analog modulation at individual FS-MSN synapses. 
Our results show analog modulation in striatal synaptic transmission and that the extent of analog modula-
tion depends on the initial release probability.
Synaptic transmission in the central nervous system is a 
digital, all-or-nothing event triggered by an action potential 
at the presynaptic neuron (Clark and Häusser, 2006; Debanne 
et al., 2012; Marder, 2006). It has long been known that this, 
however, is not the case in parts of the sensory and in several 
invertebrate systems (Angstadt and Calabrese, 1991; Burrows 
and Siegler, 1978; Katz and Miledi, 1967; Maynard and Wal-
ton, 1975; Shimahara and Tauc, 1975; Werblin and Dowling, 
1969). There, synaptic transmission is conveyed in a gradual, 
analog manner where small voltage deflections in the pre-
synaptic membrane affect the postsynaptic responses.   It has 
recently been shown that the digital synaptic transmission in 
mammalian central synapses can be modulated in an analog 
manner by the presynaptic voltage (Alle, 2006; Christie et al., 
2011; Shu et al., 2006; Zhu et al., 2011).  These studies were 
done on excitatory and inhibitory synapses, suggesting that 
presynaptic voltage modulation may be an overall principle 
governing the majority of connections. In the cerebellum, in-
hibitory connections between interneurons showed voltage 
modulation that was dependent on the initial release proba-
bility (Christie et al., 2011).
Striatal projection neurons (medium sized spiny neurons - 
MSNs) are sparsely interconnected with GABAergic synaptic 
connections that have varying synaptic dynamics (Czubayko 
and Plenz, 2002; Koos et al., 2004; Planert et al., 2010; Taverna 
et al., 2008; Tunstall et al., 2002; Venance et al., 2004). MSNs 
also receive strong and depressing feedforward GABAergic 
connections from fast-spiking interneurons (FSIs) (Bennett 
and Bolam, 1994; Gittis et al., 2010; Kita et al., 1990; Koós and 
Tepper, 1999; Mallet et al., 2005; Planert et al., 2010; Taverna 
et al., 2007). Under in vivo conditions, striatal neurons, includ-
ing both the MSNs and FSIs, undergo large state-dependent 
rhythmic fluctuations in their membrane potential (Wilson, 
1993; Wilson and Groves, 1981; Wilson and Kawaguchi, 1996). 
These fluctuations between depolarized “up” and hyperpolar-
ized “down” states are believed to be cortically driven (Wilson, 
1986; Wilson et al., 1983a; 1983b). The duration in which stri-
atal neurons stay at “up” states may vary between hundreds 
of milliseconds to several seconds (Mahon et al., 2006). Large 
voltage fluctuations were also described in awake animals, 
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where changes in brain state prolonged the periods spent in 
up states (Kasanetz et al., 2002; Mahon et al., 2006).
We therefore wanted to investigate whether intrastriatal 
feedback and feedforward synapses are also modulated in 
an analog manner by presynaptic membrane voltage. Such 
modulation of intrastriatal inhibition may be crucial for main-
taining the dynamic balance between excitation and inhibi-
tion impinging on striatal projection neurons. 
Connections between Fast Spiking Interneurons and 
Medium Spiny Neurons are modulated by presynaptic 
voltage
To test the presence of modulation of intrastriatal connec-
tions by presynaptic voltage, we focused on the feedforward 
connections between FSIs and MSNs (Koós and Tepper, 1999; 
Mallet et al., 2005). We simultaneously recorded from single 
FSIs and single, pairs, and triplets of MSNs (FS-MSN pairs, n 
= 49). To target FSIs we used Lhx6-EGFP transgenic mice and 
EGFP expressing cells were classified as FSIs according to their 
intrinsic properties including high firing rate, fast and deep af-
terhyperpolarization, non-accommodating firing pattern and 
narrow action potentials (n = 25, fig 1B). We recorded from 17 
FSIs and 49 FSI-MSN pairs. To test for connectivity, we elicited 
Slice Preparation and Recordings
All experiments were carried out according to the Guidelines of 
the Stockholm Municipal Committee for animal experiments. 
Three different mouse lines were used Lhx6-EGFP 25 and wild 
type Swiss Webster mice (n = 59) along with AAV2 injected PV-
Cre (n = 7) 35. Both the  Lhx6-EGFP and Swiss Webster mice 
were used and sacrificed at postnatal day 18-28 and PV-Cre 
mice at postnatal day 24-51. The PV-Cre mice were virally in-
jected 10-18 days prior to being used 36.  Brains were dissect-
ed in ice-cold carbogenated sucrose solution or normal ACSF. 
The sucrose solution contained the following (in mM) 205 Su-
crose, 25 NaHCO3, 10 Glucose, 7.5 MgCl2⋅6H2O, 2.5 KCl, 1.25 
NaH2PO4⋅H2O, CaCl2⋅2H2O and the ACSF (in mM) 125 NaCl, 
2.5 KCl, 2 CaCl2⋅2H2O, 1.25 NaH2PO4⋅H2O, 1 MgCl2⋅6H2O. 
Parasagittal slices ,250 μm thick, were cut on a vibratome (Leica 
VT 1000S Leica Microsystems Nussloch GmbH, Germany). They 
were incubated in 35°C for 30-60 min after cutting and then 
transferred to room temperature. Slices were perfused with car-
bogenated ACSF during recordings, and the temperature was 
set to 35°C.  In some experiments extracellular calcium concen-
trations were lowered to 1 or 1.5 mM, and magnesium concen-
trations were elevated in order to maintain the same concen-
tration of divalent ions. Glass pipettes were pulled on a Flaming 
Brown Micropipette Puller P-1000, (Sutter Instruments, Co, No-
vato, CA) and had a resistance of 5-10 MΩ. The pipettes were 
back-filled with intracellular solution containing contained (in 
mM) 105 mM K_Gluconate, 30 KCl, 10 Na_Phosphocreatine, 
10 HEPES, 4 ATP-Mg and 0.3 GTP-Na and in some experiments 
0.3% Neurobiotin. Neurons were visualized with IR-DIC mi-
croscopy (ZEISS FS Axioskop, Oberkochen, Germany) and the 
Lhx6-EGFP labeled neurons with a Mercury Vapor Short Arc 
lamp (X-cite series 120 Q, Lumen Dynamics Group Inc, Ontar-
io Canada) and a green fluorescent filter cube mounted on the 
same microscope. Whole-cell recordings with up to four cells 
recorded simultaneously were done in current-clamp mode 
with access resistance and pipette capacitance compensated 
throughout the experiments. When access resistance reached 
above 35 MΩ the recording was discarded. The Liquid Junction 
Potential was approximately 10mV and was not corrected for. 
Multiclamp 700 B amplifiers were used and the recordings were 
filtered at 2KHz and digitized (5-20 KHz) with ITC-18 acquisition 
board (HEKA Inc. Instrutech Corporation, NY, USA). Recordings 
were acquired and analyzed using Igor Pro (Wavemetrics, OR, 
USA). Cells were chosen at random or, in the cases with the 
Lhx6-EGFP animals, under fluorescence microscopy according 
to their EGFP expression.  They were classified as either Medium 
Spiny Neurons or Fast-Spiking Interneurons depending on their 
electrophysiological characteristics 19.
Stimulation protocols and analysis
The neurons were subjected to various stimulation protocols 
to be able to classify them and extract intrinsic properties. We 
tested connectivity by evoking action potentials (APs) in the 
presynaptic neuron with two brief current pulses (pulse dura-
tion: 3 ms, interval 100 ms, see Fig. 1), or in some cases a train 
of five pulses at 20 Hz..  To test for presynaptic voltage mod-
ulation, presynaptic neurons were depolarized for a duration 
of 4-5 s before evoking APs every second sweep. The baseline 
holding potential was about -80mV (-81± 0.61 mV) in control 
sweeps and depolarized by ~20mV (-56 ± 1.1 mV) during the 
prepulse. The prepulse duration was chosen according to the 
modulation time constant observed for neocortical synaps-
es 10. Traces were discarded from analysis if the presynaptic 
neuron discharged spontaneous APs during the prepulse. The 
postsynaptic responses were averaged with at least 5 sweeps 
in each condition, and within conditions, only traces that did 
not deviate by more than 10 mV were used. The membrane 
potential prior to the responses in both conditions was com-
parable (-81.18 ± 1.53 and -81.19 ± 1.53, paired t test p = 0.31, n 
= 20). Synaptic amplitudes were automatically extracted using 
IgorPro. In order to  extract the second amplitude, the synaptic 
decay was fitted by an exponential curve and was subtracted 
from the response to correct for the previous response. Paired 
Pulse Ratios (PPR) were calculated and classified as facilitating if 
they were above 1 and depressing if they were below 1. 
PPR = IPSP2 /IPSP1     (1)
The coefficient of modulation (Mc) was calculated as 
Mc = PPRcondition1/PPRcondition2  (2)
Statistical analysis and associated figures were made using 
Graph Pad Prism and figures were edited using Adobe Illustra-
tor. Linear Regression was made between the PPR of condition 
1 and Mc with a test of non-zero slope with a significance level 
of 95%. The value of r2 was obtained and any value above 0.64 
(r = 0.8) was considered a strong correlation and values above 
0.25 (r = 0.5) moderate correlations. The different data sets 
were tested for normality, and if normal distribution could be 
assumed a paired t test (two-tailed) was conducted, otherwise 
a paired Wilcoxon signed rank test (two-tailed). Other values are 
reported as mean ± SEM.
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pairs of action potentials in the presynaptic cell. We recorded 
18 such connections and their average unitary amplitude was 
2.52 ± 1.19 mV and paired-pulse ratio 0.88 ± 0.18 (fig 2B-D). 
We tested if presynaptic voltage affected the connections 
by depolarizing the presynaptic cell 5 s prior to stimulation. 
The average amplitudes from these experiments are 2.92 ± 
1.22 mV and they are significantly larger than the ones in the 
control condition (p = 0.013, paired Wilcoxon signed rank 
test, fig 2B-C). The paired-pulse ratios were 0.76 ± 0.16 and 
were smaller than the ones in the control condition (p = 0.028, 
paired t test, fig 2D). To also test whether the modulation of 
FSI-MSNs connections was influenced by initial release prob-
ability, we did a linear regression between the paired-pulse 
ratio in the control condition and the Modulation coefficient 
(see Materials & Methods). This showed a moderate correla-
tion that is statistically significant (r2 = 0.32, p = 0.014, fig 2E). 
In summary, depolarizing the presynaptic FSI enhanced syn-
aptic amplitudes and increased synaptic release probability. 
Modulation of the release probability was associated with the 
initial PPR of the recorded synapse. 
Changing the synaptic dynamics of connections may 
alter the modulation by presynaptic voltage
To examine whether initial release probability indeed is cor-
related to the degree of modulation, we altered the initial re-
lease probability of recorded connections by decreasing the 
extracellular Calcium concentrations (Katz and Miledi, 1970). 
Thereby the driving force is altered and less Calcium enters 
the presynaptic terminals, thus resulting in a decrease of re-
CTX
STR
CTX
STR
Lhx6-EGFP
PV-Cre
A
-79 mV
20
0 
pA
-86 mV
20
0 
pA
B
-79 mV
20
0 
pA
C
40
 m
V
20
0 
pA
D
20
 m
V
0.1 s
Figure 1. Classification of re-
corded neurons. A, Schematic 
showing the experimental set-up 
(Top Left).  Merged photomicro-
graphs taken with fluorescent 
and Ir microscopy respective-
ly of a GFP-positive recorded 
neuron from the Lhx6-EGFP 
mouse (Top right), Scalebar 
= 10 μm. Schematic showing 
the experimental set-up (Bot-
tom Left).  Merged photomicro-
graphs taken with fluorescent 
and Ir microscopy respectively 
of a mCherry-positive recorded 
neuron from the PV-Cre mouse 
(Bottom right), Scalebar= 10 μm 
B, The response of the GFP pos-
itive depicted neuron to a sub-
threshold current injection (Top) 
and a series of hyperpolarizing 
and depolarizing current steps 
(bottom). C, Photomicrograph 
of a quadruple of recorded 
MSNs, Scalebar= 20 μm. D, The 
response of one of the depicted 
MSNs to a subthreshold current 
injection (Top) and a series of 
hyperpolarizing and depolariz-
ing current steps (Bottom). 
lease probability. We altered extracellular Calcium concentra-
tions from 2 mM to half ([Ca2+]=1 mM), and to three fourths 
(1.5 mM) (n = 5). An example from one of those experiments 
is shown in fig 3A. We then examined if altering the initial 
release probability influenced the amount of modulation by 
correlating the Modulation coefficient with the initial PPR (r2 
= 0.95, p < 0.0001, fig 3B), showing that the degree of voltage 
modulation is indeed strongly associated with the initial re-
lease probability. 
Connections between Fast Spiking Interneurons and 
Medium Spiny Neurons in PV-Cre mice show a mod-
ulation that is strongly correlated to initial release 
probability
To test if there was any difference between transgenic mouse 
lines we also targeted FSIs in a PV-Cre line and simultaneously 
recorded from MSNs (fig 1C). The PV-Cre mice were injected 
with an Adeno Associated Viral vector (AAV2) that expressed 
a mCherry-ChR2 fusion protein in a Cre-dependent man-
ner. The PV-expressing (FSIs) cells thus expressed ChR2 and 
mCherry ( fig 1C)(Cardin et al., 2009). MCherry positive cells 
had intrinsic properties of typical FSIs and MSNs were identi-
fied as explained above (see also fig 1B,D). Connectivity was 
tested with a train of four pulses (fig 4A).  We recorded from 
10 connections and the average first amplitude of these in 
the control condition was 1.83 ± 0.52 mV (fig 4B). The Paired-
Pulse Ratio was 0.83 ± 0.09 and two of the connections were 
facilitating (PPR > 1, fig 4D). To test if the connections were 
modulated by presynaptic voltage, a 4.4 s pulse that depo-
4Figure 2. Effect of presynaptic voltage modulation of connections between GFP+ FSIs and MSNs.  A, Schematic showing the pre-
synaptic and postsynaptic neuron. (Top) Average trace from a presynaptic FSI showing the paired pulse stimulation and the 5.1 s 
prepulse that in this case depolarized the cell to -55 mV (depol or condition 2). In the control (hyperpol) condition, the membrane 
potential was  -84 mV(Middle). The response to this stimulation of the postsynaptic MSN, the membrane potential of the cell was 
-88 mV (Bottom). B, Amplitude (mV) in the two conditions from all recorded FSI-MSN connections (n=18). There was a statistical 
difference between the amplitudes in the two conditions (p = 0.013). Average (hyperpol) = 2.52 ± 1.19 mV.  Average(depol) = 2.92 ± 
1.22. C, Normalized 1st amplitudes from all recorded connections. D, Paired-pulse ratios between the 2 conditions.  Average(hy-
perpol)= 0.88 ± 0.18,  Average(depol)= 0.76 ± 0.16. The difference in paired-pulse ratio between the two conditions was statistically 
significant (p = 0.028) . E, Linear regression of the PPR in the hyperpolarized condition versus the Modulation coefficient (Mc = 
PPRcondition1/PPRcondition2) showing a statistically significant correlation with r = 0.32 and p = 0.014.
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Figure 3. Effect of decreasing initial release probability, by lowering extracellular [Ca2+], on modulation of FSI-MSN connections 
by presynaptic voltage.  A, Schematic showing the presynaptic and postsynaptic cell (Top).  Example Responses to presynaptic 
FSI stimulation (see fig 3 for details on stimulation protocol) of the postsynaptic MSN in control conditions (Middle).  Responses 
to the presynaptic FSI stimulation of the postsynaptic MSN when [Ca2+] were lowered to 1 mM (same neurons recorded as in 
Middle traces. Notice the decreased release probability (decreased amplitude) in the hyperpolarized condition and the strongly 
depressing synaptic dynamics in the depolarized condition (Bottom).     B, Linear regression of the PPR in the hyperpolarized 
condition versus the Modulation coefficient in both the control (high Calcium) and low Calcium concentrations. The individual 
experiments from the two concentrations are paired and color-coded.  The linear regression shows a strong and statistically 
significant correlation with r =0.95 and p < 0.0001. 
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Figure 4. Effect of presynaptic voltage modulation of connections between PV+ FSIs and MSNs.  A, Schematic showing the pre-
synaptic and postsynaptic cell (Top), An average trace from a presynaptic FSI showing a train of stimulation and the 4.4 s pre-
pulse that in this case depolarized the cell to -60 mV (depol or condition 2). In the control (hyperpol ) condition the membrane 
potential was -80 mV (Middle). The response to this stimulation of the postsynaptic MSN. The membrane potential of the cell 
was -89 mV(Bottom). B, The amplitude (mV) in the two conditions from all recorded FSI-MSN connections (n = 10). Average(hy-
perpol) = 1.83 ± 0.52 mV,  Average(depol) = 2.00 ± 0.71(p = 0.46)   C, Normalized 1st amplitudes from all recorded connections. 
D, Paired-pulse ratios between the 2 conditions (n = 10). Average(hyperpol)= 0.83 ± 0.09 mV,  Average(depol) = 0.75 ± 0.03 mV 
(p = 0.33). E, Linear regression of the PPR in the hyperpolarized condition versus the Modulation coefficient showing a strong 
and statistically significant correlation with r =0.86 and p = 0.0001.
larized the presynaptic cell was given prior to the stimulation 
(fig 5A).  The average first amplitude in the depolarized con-
dition was 2.00 ± 0.71 mV and there was no significant differ-
ence between the amplitudes in the two different conditions 
(paired t test, p = 0.46). We also compared the paired-pulse 
ratios (0.75 ± 0.03) and the differences were also found to be 
insignificant (paired t test, p = 0.33, fig 4D).  As was the case 
with feedforward connections in the LHX6-EGFP mice, the 
modulation coefficient was positively correlated to the initial 
PPR (r2 = 0.86, p = 0.0001, fig 4E). This strong and highly signif-
icant correlation indicates that the degree of presynaptic volt-
age modulation is strongly associated with the initial release 
probability of the synapse. 
Presynaptic voltage possibly alters release probabili-
ty in connections between Medium Spiny Neurons 
To further test presynaptic voltage modulation of intrastria-
tal connections we also recorded from feedforward connec-
tions formed between MSNs. We obtained whole-cell patch-
clamp recordings in current-clamp mode from pairs, triplets 
and quadruplets of MSNs in both wild type (Swiss Webster) 
and Lhx6-EGFP mice.  MSNs were classified according to their 
intrinsic properties; hyperpolarized resting membrane po-
tential (-77 ± 0.4 mV), inward rectification in response to hy-
perpolarizing and depolarizing current steps, and delayed AP 
discharge with a ramp to the first action potential, (fig 1 D). 
We tested the recorded pairs (n = 380) for connectivity and 
synaptic dynamics by eliciting paired action potentials in the 
presynaptic cell. 5 of the recorded pairs of neurons were con-
nected (n = 5/288; 1.7 %). An example of such a connection is 
shown in fig 5A. The unitary amplitude of the connections in 
the hyperpolarized or control condition was 0.91 ± 0.18 mV 
(fig 5B).  We tested the effect of presynaptic voltage on the 
connections by keeping the presynaptic cell at a more de-
polarized membrane potential 5 s prior to the stimulus.  The 
amplitude in this condition was 1.00 ± 0.24 mV (fig 5A-C). 
There was no significant voltage modulation of the amplitude 
(paired t test, p = 0.51). The paired-pulse ratios were 0.76 ± 
0.11 for the hyperpolarized and 0.63 ± 0.09 in the depolar-
ized condition, respectively (n = 4, Fig 5D).  The connections 
exhibited varying synaptic dynamics, as described previously 
(Planert et al., 2010), and one of the connections were facili-
tating with a PPR of 1.09. The facilitating connection showed 
a robust decrease in PPR in the depolarized condition (fig 
5D).  Again, there is a strong correlation with the initial release 
probability (r2 = 0.72), so that it appears to us that modulation 
by presynaptic voltage in MSN-MSN connections, as in the FS-
MSN ones, may be associated with release probability of the 
connection. However, we can still not draw any conclusions 
due to the small number of connections (p = 0.15) (fig 5E). 
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Figure 5. Presynaptic voltage modulation of connections between MSNs.  A, Schematic showing the presynaptic and postsyn-
aptic neuron (Top),. Average trace from a presynaptic MSN showing the paired pulse stimulation and the 5.1 s prepulse that 
in this case depolarized the cell to -62 mV (depol or condition 2). In the control (hyperpol ) condition, the membrane potential 
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(Bottom). B, A diagram of the Amplitude (mV) in the two conditions from all recorded MSN-MSN connections (n=5). Average 
(hyperpol) = 0.91 ± 0.18 mV.  Average(depol) = 1.00 ± 0.24 mV.  C, Normalized 1st amplitudes from all recorded connections. D, 
Paired-pulse ratios in the 2 conditions (n=4). Average(hyperpol)= 0.76 ± 0.11,  Average(depol)= 0.63 ± 0.09.  E, Linear regression 
of the PPR in the hyperpolarized condition versus the Modulation coefficient showing a strong but statistically insignificant 
correlation with r = 0.72 , and p = 0.15
We showed here that intrastriatal GABAergic synaptic connec-
tions between striatal projection neurons (MSN-MSN) and inter-
neurons (FS-MSN) can be modulated by changing the presyn-
aptic membrane potential. Such analog transmission has been 
shown to modulate synapses in the neocortex, hippocampus 
and cerebellum(Alle, 2006; Christie et al., 2011; Shu et al., 2006; 
Zhu et al., 2011). In particular, feedforward connections were 
shown to be modulated by analog transmission. In these con-
nections, amplitudes were increased and PPRs were decreased. 
Furthermore the extent of the modulation depended on the 
initial release probability of the synapse. This is in agreement 
with a previous study of GABAergic synapses between Molec-
ular Layer interneurons (MLIs) in the cerebellum(Christie et al., 
2011). The phenomenon has also been studied at inhibitory 
synapses in the neocortex, between FSIs and Pyramidal cells 
and Low threshold spiking interneurons and pyramidal cells 
(Zhu et al., 2011). A portion of these synapses also exhibited this 
type of modulation, thereby further agreeing with our findings. 
The synaptic dynamics of the cerebellar MLI connections were 
varying with both facilitating and depressing synapses (Chris-
tie et al., 2011). The feedforward connections between FSIs and 
MSNs are mainly depressing, but the rules governing the mod-
DISCUSSION ulation seem to be similar, indicating that it may be a principle 
common to GABAergic synapses. 
    The hypothesis of the underlying mechanism of modulation 
is that subthreshold presynaptic depolarization travels from the 
soma to the axon (Alle, 2006; Shu et al., 2006).  In the neocortex 
and cerebellum this is believed to trigger Ca2+ entry into the 
presynaptic terminal (Christie et al., 2011; Shu et al., 2006). More 
conflicting evidence has been presented in the hippocampus 
and the Ca2+ involvement is not resolved (Scott et al., 2008). In 
the cerebellum, Ca2+ entry is believed to be mediated by volt-
age-sensitive calcium channels(Christie et al., 2011). Although 
we cannot prove or disprove these hypotheses, our study sup-
ports the idea that Calcium entry to presynaptic terminals is 
indeed enhanced by somatic depolarization.
    Surprisingly, we found different results of the modulation of 
the feedforward connections between the two different animal 
models used. Both the amplitudes and PPR were unchanged 
during modulation in the FSI-MSN connections recorded in PV-
Cre mice. The percentage of FSIs in the Lhx6-EGFP transgenic 
mouse in the striatum has been showed to be 41 %. 34 % of 
all GFP+ cells are immunoreactive for PV(Gittis et al., 2010). It is 
therefore likely that FSIs recorded in the Lhx6-EGFP mouse are 
also PV expressing and thereby not from a generally different 
population of FSIs compared to the ones recorded in the PV-Cre 
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mouse. There could however be a difference in relative expres-
sion levels of PV in the FSIs due to a bias in cell selection based 
on fluorescence, or an actual difference of PV expression of the 
FSI populations in the different animal models. An alternative 
explanation could be that the transfection of interneurons with 
ChR2 affected their properties by photo-excitation during the 
experiment. The fact that the correlation between the PPR and 
initial release probability still holds (and is indeed strong in this 
sample) indicates that the basic mechanism for analog trans-
mission is present but the selection, state, or synaptic connec-
tions of these FSIs may possibly be altered.
    Striatal neurons undergo fluctuations in their membrane po-
tential and the most studied of these fluctuations, the up-and 
down states, are cortically driven (Wilson, 1986; 1993; Wilson 
and Groves, 1981; Wilson and Kawaguchi, 1996; Wilson et al., 
1983a; 1983b). The cycles in which the neurons spend in each 
state are 0.1-3 s but can be longer in some other behaviorally 
relevant states (Kasanetz et al., 2002; Mahon et al., 2006). In the 
periods in which the presynaptic cell is depolarized, synaptic 
transmission could be modulated by analog transmission.  This 
would suggest an important functional role to analog transmis-
sion and would also ascribe an important modulatory role for 
the up- and down states. It implies the way in which the cortex 
can affect intrastriatal connectivity and it can also explain how 
the striatum can match the cortical excitation with an increase 
in inhibition. Interconnectivity between striatal projection neu-
rons has been reported to be sparse and if our findings will hold 
for a larger part of the MSN connections it could explain a way 
in which different states can make these connections more reli-
able and temporally precise. 
    We have shown that analog transmission modulates intras-
triatal connections, that modulation is associated with release 
probability of the synapse and we hypothesize that presynap-
tic depolarizations could make connections more reliable and 
time locked indicating an important functional role for this type 
of modulation.
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