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A. Ram and J.C. Santamaria, Continuous case-based reasoning 
Case-based reasoning systems have traditionally been used to perform high-level reasoning in problem domains 
that can be adequately described using discrete, symbolic representations. However, many real-world problem 
domains, such as autonomous robotic navigation, are better characterized using continuous representations, 
Such problem domains also require continuous performance, such as on-line sensorimotor interaction with 
the environment, and continuous adaptation and learning during the performance task. This article introduces 
a new method for continuous case-based reasoning, and discusses its application to the dynamic selection, 
modification, and acquisition of robot behaviors in an autonomous navigation system, SINS (self-improving 
navigation system). The computer program and the underlying method are systematically evaluated through 
statistical analysis of results from several empirical studies. The article concludes with a general discussion 
of case-based reasoning issues addressed by this research. 
T. Eiter, G. Gottlob and N. Leone, Semantics and complexity of abduction from 
default theories 
Abductive reasoning (roughly speaking, find an explanation for observations out of hypotheses), has been 
recognized as an important principle of common-sense reasoning. Since logical knowledge representation is 
commonly based on nonclassical formalisms like default logic, autoepistemic logic, or circumscription, it is 
necessary to perform abductive reasoning from theories (i.e. knowledge bases) of nonclassical logics. In 
this paper, we investigate how abduction can be performed from theories in default logic. In particular, we 
present a basic model of abduction from default theories. Different modes of abduction are plausible, based 
on credulous and skeptical default reasoning; they appear useful for different applications such as diagnosis 
and planning. Moreover, we thoroughly analyze the complexity of the main abductive reasoning tasks, namely 
finding an explanation, deciding relevance of a hypothesis, and deciding necessity of a hypothesis. These 
problems are intractable even in the propositional case, and we locate them into the appropriate slots of the 
polynomial hierarchy. However, we also present known classes of default theories for which abduction is 
tractable. Moreover, we also consider first-order default theories, based on domain closure and the unique 
names assumption. In this setting, the abduction tasks are decidable, but have exponentially higher complexity 
than in the propositional case. 
G.A.W. Vreeswijk, Abstract argumentation systems 
In this paper, we develop a theory of abstract nrgumenfafion systems. An abstract argumentation system is 
a collection of “defeasible proofs”, called arguments, that is partially ordered by a relation expressing the 
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difference in conclusive force. The prefix “abstract” indicates that the theory is concerned, neither with a 
specification of the underlying language, nor with the development of a sub-theory that explains the partial 
order. An unstructured language, without logical connectives such as negation, makes arguments not (pairwise) 
inconsistent, but (groupwise) incompatible. Incompatibility and difference in conclusive force causes defeat 
among arguments. The aim of the theory is to find out which arguments eventually emerge undefeated. These 
arguments are considered to be in force. Several results are established. The main result is that arguments that 
are in force are precisely those that are in the limit of a so-called complete argumentation sequence. 
P. Baumgartner, U. Furbacb and F. Stolzenburg, Computing answers with model 
elimination 
We demonstrate that theorem provers using model elimination (ME) can be used as answer-complete in- 
terpreters for disjunctive logic programming. More specifically, we introduce a family of restart variants of 
model elimination, and we introduce a mechanism for computing answers. Building on this, we develop a new 
calculus called ancestry restart ME. This variant admits a more restrictive regularity restriction than restart 
ME, and, as a side effect, it is in particular attractive for computing definite answers. The presented calculi 
can also be used successfully in the context of automated theorem proving. We demonstrate experimentally 
that it is more difficult to compute non-trivial answers to goals than to prove the existence of answers. 
Fangzhen Lin and R. Reiter, How to Progress a Database 
One way to think about a STRIPS operator is as a mapping from databases to databases, in the following 
sense: Suppose we want to know what the world would be like if an action, represented by the STRIPS 
operator cr, were done in some world, represented by the STRIPS database Dn. To find out, simply perform 
the operator cy on Da (by applying LY’S elementary add and delete revision operators to Do). We describe this 
process as progressing rhe database DO in response to the action cr. 
In this paper, we consider the general problem of progressing an initial database in response to a given 
sequence of actions. We appeal to the situation calculus and an axiomatization of actions which addresses 
the frame problem (Reiter ( 1991)). This setting is considerably more general than STRIPS. Our results 
concerning progression are mixed. The (surprising) bad news is that, in general, to characterize a pro- 
gressed database we must appeal to second order logic. The good news is that there are many useful special 
cases for which we can compute the progressed database in first order logic; not only that, we can do so 
efficiently. 
Finally, we relate these results about progression to STRIPS-like systems by providing a semantics for 
such systems in terms of a purely declarative situation calculus axiomatization for actions and their effects. 
On our view, STRIPS operators provide a mechanism for computing the progression of an initial situation 
calculus database under the effects of an action. We illustrate this idea by describing two different STRIPS 
mechanisms, and proving their correctness with respect to their situation calculus specifications. 
J.P. Delgrande and T.H. Schaub, Compiling specificity into approaches to nonmono- 
tonic reasoning 
We present a general approach for introducing specificity information into nonmonotonic theories. Historically, 
many approaches to nonmonotonic reasoning, including default logic, circumscription, and autoepistemic logic, 
do not provide an account of specificity, and so fail to enforce specificity among default sentences. In our 
approach, a default theory is initially given as a set of strict and defeasible rules. By making use of a 
theory of default conditionals, here given by System 2, we isolate minimal sets of defaults with specificity 
conflicts. From the specificity information intrinsic in these sets, a default theory in a target language is 
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specified. For default logic the end result is a semi-normal default theory; in circumscription the end result 
is a set of abnormality propositions that, when circumscribed, yield a theory in which specificity information 
is appropriately handled. We mainly deal with default logic and circumscription although we also consider 
autoepistemic logic, Theorist, and variants of default logic and circumscription. This approach differs from 
previous work in that specificity information is obtained from information intrinsic in a set of conditionals, 
rather than assumed to exist a priori. Moreover, we deal with the “standard” version of, for example default 
logic and circumscription, and do not rely on prioritised versions, as do other approaches. The approach 
is both uniform and general, so the choice of the ultimate target language has little effect on the overall 
approach. 
J.D. Horton and B. Spencer, Clause trees: a tool for understanding and implement- 
ing resolution in automated reasoning 
A new methodology/data structure, the clause tree, is developed for automated reasoning based on resolution 
in first order logic. A clause tree T on a set S of clauses is a four-tuple (N, E, L, M), where N is a set of 
nodes, divided into clause nodes and atom nodes, E is a set of edges, each of which joins a clause node to 
an atom node, L is a labeling of N U E which assigns to each clause node a clause of S, to each atom node 
an instance of an atom of some clause of S, and to each edge either + or -. The edge joining a clause node 
to an atom node is labeled by the sign of the corresponding literal in the clause. A resolution is represented 
by unifying two atom nodes of different clause trees which represent complementary literals. The merge of 
two identical literals is represented by placing the path joining the two corresponding atom nodes into the set 
M of chosen merge paths. The tail of the merge path becomes a closed leaf, while the head remains an open 
leaf which can be resolved on. The clause cl(T) that T represents is the set of literals corresponding to the 
labels of the open leaves modified by the signs of the incident edges. The fundamental purpose of a clause 
tree T is to show that cl(T) can be derived from S using resolution. 
Loveland’s model elimination ME, the selected literal procedure SL, and Shostak’s graph construction 
procedure GC are explained in a unified manner using clause trees. The condition required for choosing a 
merge path whose head is not a leaf is given. This allows a clause tree to be built in one way (the build 
order) but to be justified as a proof in another (the proof ordering). 
The ordered clause set restriction and the foothold score restriction are explained using the operation on 
clause trees of merge path reversal. A new procedure called ALPOC, which combines ideas from ME, CC 
and Spencer’s Ordered Clause set restriction (OC), to form a new procedure tighter than any of the top-down 
procedures above, is developed and shown to be sound and complete. 
Another operation on clause trees called surgery is defined, and used to define a minimal clause tree. 
Any non-minimal clause tree can be reduced to a minimal clause tree using surgery, thereby showing that 
non-minimal clause trees are redundant. A sound procedure MinALPOC that produces only minimal clause 
trees is given. Mergeless clause trees are shown to be equivalent to each of input resolution, unit resolution 
and relative Horn sets, thereby giving short proofs of some known results. Many other new proof procedures 
using clause trees are discussed briefly, leaving many open questions. 
A.L. Blum and M.L. Furst, Fast planning through planning graph analysis 
We introduce a new approach to planning in STRIPS-like domains based on constructing and analyzing a 
compact structure we call a planning graph. We describe a new planner, Graphplan, that uses this paradigm. 
Graphplan always returns a shortest possible partial-order plan, or states that no valid plan exists. 
We provide empirical evidence in favor of this approach, showing that Graphplan outperforms the total- 
order planner, Prodigy, and the partial-order planner, UCPOP, on a variety of interesting natural and artificial 
planning problems. We also give empirical evidence that the plans produced by Graphplan are quite sensible. 
Since searches made by this approach are fundamentally different from the searches of other common planning 
methods, they provide a new perspective on the planning problem. 
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T.W.S. Chow and Jin-Yan Li, Higher-order Petri net models based on artificial 
neural networks (Research Note) 
In this paper, the properties of higher-order neural networks are exploited in a new class of Petri nets, called 
higher-order Petri nets (HOPNs) Using the similarities between neural networks and Petri nets this paper 
demonstrates how the McCullock-Pit& models and the higher-order neural networks can be represented by 
Petri nets. A five-tuple HOPN is defined, a theorem on the relationship between the potential firability of the 
goal transition and the T-invariant (HOPN) is proved and discussed. The proposed HOPN can be applied to 
the polynomial clause subset of first-order predicate logic. A tive-clause polynomial logic program example 
is also included to illustrate the theoretical results. 
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T. Nishida, Grammatical description of behaviors of ordinary differential equations in 
two-dimensional phase space 
H. Nakashima, H. Matsubara and I. Ohsawa, Causality as a key to the frame problem 
S. Shimizu and M. Numao, Constraint-based design for 3D shapes 
Y. Sumi, K. Hori and S. Ohsuga, Computer-aided thinking by mapping text-objects into 
metric spaces 
T. Kohno, S. Hamada, D. Arai, S. Kojima and T. Tanaka, Error repair and knowledge 
acquisition via case-based reasoning 
T. Washio, M. Sakuma and M. Kitamura, A new approach to quantitative and credible 
diagnosis for multiple faults of components and sensors 
Y. Ohsawa and M. Ishizuka, Networked bubble propagation: a polynomial-time hypo- 
thetical reasoning method for computing near-optimal solutions 
K. Miyazaki, M. Yamamura and S. Kobayashi, k-certainty exploration method: an action 
selector to identify the environment in reinforcement learning 
