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Abstract
The following work is an exploration into certain topics in the broad world of
integrable models, both classical and quantum, and consists of two main parts
of roughly equal length. The first part, consisting of chapters 1-3, concerns itself
mainly with correlations between results in classical hierarchies and quantum
lattice models. The second part, consisting of chapters 4-6, deals almost entirely
with deriving results concerned with quantum lattice models.
Outline of thesis - including main references used.
Part 1.
Chapter 1 consists of a detailed, (almost) self contained account into the formu-
lation of the finite 2-Toda classical hierarchy and its corresponding polynomial
τ -functions. Readers familiar with this topic can happily skip this section as
most of the details can be found in [1–5], with the slight exception of section
1.5 which details an elementary attempt to extend the polynomial solutions of
the τ -function by means of a simple scale transformation. Section 1.6 serves
as a reference for fundamental results regarding symmetric polynomials1. The
results in this section is assumed intimately throughout the rest of part 1 of the
thesis.
Chapter 2 begins with a detailed account of the construction of the quantum
phase model using the algebraic Bethe ansatz and the corresponding scalar
product. Most of the results in sections 2.1.1-2.1.4 can be found in [7, 8]. Sec-
tion 2.1.5 details a beautiful and necessary result [9] which expands the scalar
product as the bilinear sum of Schur polynomials. The first substantial original
result in this thesis is found in section 2.1.6 which details the correspondence be-
tween the scalar product and the τ -function of the 2-Toda hierarchy. Section 2.2
examines the corresponding Toda wave-vectors for the phase model and shows
that they correspond to certain specific classes of correlation functions. We ad-
ditionally detail how to obtain the single determinant form for these correlation
functions. Section 2.3 is a simple observation of the correspondence between
the τ -functions of the scale transformed 2-Toda hierarchy detailed in section 1.5
and the scalar product of Hall-Littlewood vertex operators found in [11]. The
results of these two sections are to appear in [12].
Chapter 3 contains results regarding the correspondence between the six vertex
model and the KP hierarchy. Sections 3.1.1-3.1.2 are a general introduction to
the model and an overview of the Korepin-Izergin approach [13, 14] to deriv-
ing the domain wall partition function (DWPF). Section 3.1.3 gives a detailed
account, found in [15], of the derivation of a necessary alternative form to the
DWPF given by Lascoux. Section 3.1.4 details how an additional form for the
DWPF, given by Kirillov and Smirnov [16], can be transformed to a form equiva-
lent to that of Lascoux. Section 3.2 serves as a reference for fundamental results
regarding free fermions and their corresponding infinite dimensional Fock space.
All of these results can be found in [17–20]. Section 3.3 details how to express
1All results in this section can be found in chapters I and III of [6].
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the Lascoux (and Kirillov-Smirnov) DWPF expression in fermionic form. The
details of this section form the basis for [21]. Section 3.4.1 serves as an intro-
duction to the algebraic Bethe ansatz approach to the six vertex model and the
definition of the scalar product given this approach. The details of this section
can be found in a staggering amount of references, (we give [22–28] as typical ex-
amples), owing to the complexity of the topic and the subsequent interest it has
obtained. Section 3.4.2 introduces a necessary form of the scalar product [29],
given by Slavnov. In this form only one of the sets of quantum variables obeys
the necessary Bethe equations. Section 3.4.3 details how Slavnov’s result can be
re-expressed in a form equivalent to Lascoux’s DWPF and section 3.4.4 details
the subsequent fermionization of this expression. The details of this section form
the basis for [30]. Section 3.5 serves as a conclusion, detailing how the fermionic
forms of the DWPF and scalar product derived in this section automatically sat-
isfy the KP bilinear equation. The details of this section can be found in [17,18].
Part 2.
Chapter 4 marks the beginning of the second part of the thesis, where results
concerning classical integrable systems are kept to a minimum, replaced by the
consideration of integrable lattice models. The first of these systems is the so
called trigonometric coloured Felderhof vertex model [31–33], or alternatively
the spin- 12 Deguchi-Akutsu vertex model [34,35], which can be thought of as the
free fermion six vertex model in the presence of fields. Section 4.1 gives a neces-
sary overview of the model and the corresponding coloured Yang-Baxter equa-
tions. In section 4.2.1 we derive the determinant form of the DWPF of the model
(with rapidities trivialized) using the corresponding Koerpin-Izergin [13,14] type
of proof. In section 4.2.2 we first take the homogeneous limit of the DWPF us-
ing a technique detailed in [36]. We then show that the homogeneous DWPF
is a τ -function of the 2-Toda molecule equation [20]. A similar observation was
also made between homogeneous DWPF of the six vertex model and the 1-Toda
molecule equation in [37]. The results of section 4.2 were published in [38]. In
section 4.3 we detail how the determinant form of the DWPF can be transformed
to a Cauchy determinant, and hence expressed as a product. This simplification
is due to the free fermion nature of the model.
Chapter 5 contains results regarding the Baxter solid-on-solid (BSOS) elliptic
height model. Sections 5.1.1-5.1.2 detail some of the main differences between
height and vertex models, the application of the state variables and the fact
the weights are parameterized by elliptic functions rather than trigonometric.
We also give a necessary theorem2 concerning doubly (anti)periodic functions,
of which a majority of elliptic functions are categorized as. Section 5.1.3 intro-
duces the elliptic Boltzmann weights of the model as well as the all important
algebraic and pictorial definition(s) of the height Yang-Baxter identities, as de-
tailed in [40,41]. In section 5.1.4 we detail what exactly domain wall boundary
conditions (DWBC’s) mean for a height model. In section 5.2.1 we express the
DWPF recursively using a double summation. The method employed in this
section is an elliptic extension of the method first used in [42] on the six vertex
model. We drastically simplify the recursive expression for the DWPF in sec-
2In particular, theorem 15.1 of [39].
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tion 5.2.2, again by an elliptic extension of a method first used in [43] on the
six vertex model. Finally in section 5.2.3 we express the DWPF as a sum over
the permutation group.
Chapter 6 is arguably the most straight-forward chapter of this thesis. In sec-
tion 6.1.1 we give the definition of the trigonometric Perk-Schultz (PS) vertex
model [44–46], the parameterization of the Boltzmann weights and the asso-
ciated graded Yang-Baxter equation. Sections 6.1.2-6.1.3 give the equivalent
Korepin-Izergin [13, 14] type proof for the DWPF, however, due to an asym-
metry in the line permuting vertices, the most natural guess for the DWPF
turns out to be a product expression, rather than a determinant. The results
of these sections were published in [47]. Section 6.2.1 revisits elliptic functions
and offers a necessary result regarding entire doubly quasi -periodic functions.
The result is a straight-forward generalization of theorems 15.2 and 15.3 in [39].
In section 6.2.2 we give the definition of the elliptic PS height model [48], the
parameterization of the Boltzmann weights and the associated graded height
Yang-Baxter equation. Sections 6.2.3-6.2.4 give the equivalent elliptic Korepin-
Izergin [13,14] type proof for the DWPF, however, again due to an asymmetry
in the line permuting faces, the most natural guess for the DWPF turns out
to be a product expression, rather than a determinant. The results of these
sections were published in [49]. In section 6.2.5 we generate some really nice
elliptic identities by performing the same analysis on the PS height model that
we performed on the BSOS model in sections 5.2.1-5.2.2, based on the results
in [42,43].
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Monkey burst into tears. “Where am I to go?” he asked.
“Back to where you came from, I should suppose,” said the Patriarch.
“You don’t mean back to the Cave of the Water Curtain in Ao-lai!” said
Monkey.
“Yes,” said the Patriarch, “go back as quickly as you can, if you value your
life. One thing is certain in any case; you can’t stay here.”
“May I point out,” said Monkey, “that I have been away from home for
twenty years and should be very glad to see my monkey-subjects once more. But
I can’t consent to go till I have repaid you for all your kindness.”
“I have no desire to be repaid,” said the Patriarch. “All that I ask is that if
you get into trouble, you should keep my name out of it. . . I’m convinced you’ll
come to no good. So remember, when you get into trouble, I absolutely forbid
you say that you are my disciple. If you give a hint of any such thing I shall flay
you alive, break all your bones, and banish your soul to the Place of Ninefold
Darkness, where it will remain for ten thousand aeons.”
Wu Ch’eˆng-eˆn, ‘Journey to the West’
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Chapter 1
Finite 2-Toda hierarchy
The discovery and subsequent study of the 2-Toda hierarchy is an obvious
landmark in the world of classical integrable hierarchies and the wider study of
integrable models. The hierarchy itself is arguably attributed to two separate
areas of study, that of the Toda lattice equation and that of the KP hierarchy.
Integrability of the Toda lattice equation. The study of the integrable
properties of the Toda lattice equation began in 1967 [50] when Toda discovered
certain nice properties of the non linear lattice with an exponential potential.
The equation of motion for this system,
∂2xus(x) = e
us(x)−us−1(x) − eus+1(x)−us(x) , s ∈ N (1.1)
is obviously referred to as the Toda lattice equation. Inspired by Toda’s find-
ings, Ford et. al. [51] deduced that a three particle spring system with the Toda
potential always has three conserved quantities, thus ensuring integrability of
the system. In 1974 both He´non [52] and Flaschka [53] proved the existence of
N conserved quantities for an N particle lattice.
The KP hierarchy. The KP hierarchy arguably began with the landmark
paper [54] by Gardner et. al. when they applied the inverse scattering trans-
form method to solve the initial value problem for the celebrated KdV equation.
In [55] Lax expressed the KdV equation as the compatibility condition of two
linear operator equations. Specifically, consider the two differential operators,
L = ∂2x1 + 2u(x1, x2) , B = ∂
3
x1 + 3u(x1, x2)∂x1 +
3
2
{∂x1u(x1, x2)}
and the following linear equations,
Lψ = λψ , ∂x2ψ = Bψ (1.2)
where the eigenvalue λ is independent of {x1, x2}. The compatibility condition
of these two linear equations,
∂x2L = [B,L] (1.3)
reduces to the KdV equation. The formal extension to the above compatibility
condition was first given in [56] by Zakharov and Shabat. Specifically, from the
following linear operator equations,
∂xmw(~x) = Bmw(~x) , ∂xnw(~x) = Bnw(~x) , {m,n} ∈ N (1.4)
(we refer to w(~x) as the wave-function), the compatibility conditions yield the
Zakharov-Shabat equation,
∂xmBn − ∂xnBm + [Bn, Bm] = 0 (1.5)
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By choosing suitable differential operators {Bm, Bn}, one an reduce eq. 1.5 to
any one of an infinite amount of non linear applied partial differential equations,
one of which is the KP equation,
∂x1
(
4∂x3u− 12u∂x1u− ∂3x1u
)
= 3∂2x2u (1.6)
Through defining an appropriate L operator1, it can also be shown that the
Zakharov-Shabat equation is equivalent to the following generalized Lax pair
system,
∂xmL = [Bm, L] , m ∈ N (1.7)
In either form (eq. 1.5 or 1.7), the infinite set of differential equations is referred
to as the KP hierarchy.
In this chapter, we shall introduce the 2-Toda hierarchy as it was introduced
in the seminal paper [4] by Ueno and Takasaki, as a straight forward general-
ization of the KP Lax pair system with four sets of operators, L,M,Bm and
Cn, as opposed to the usual two for KP. From this starting point we shall then
feature the results in [1–5], and demonstrate how the system can be solved2 by
considering a well defined matrix initial value problem. When it comes time to
discuss the τ -function of the hierarchy, we shall see the real advantages of this
initial value approach.
1.1 Definition of the 2-Toda hierarchy
We begin this section by giving the definition of the 2-Toda hierarchy (with
2 copies of n−m− 1 time variables) in terms of 4 distinct Lax type systems of
first order differential equations. First we give some necessary definitions.
Defining the following shift matrices,
Λj[m,n−1] = (δk+j,l)k,l∈{m,...,n−1}(
ΛT[m,n−1]
)j
=Λ−j[m,n−1] = (δk−j,l)k,l∈{m,...,n−1}
we let Ekl be the (k, l) unit matrix of size (n−m)× (n−m),
Ekl = (δikδjl)i,j,k,l∈{m,...,n−1}
In this notation the Lie algebra gl(n−m) in naturally generated by the linear
combination of all such (n−m)× (n−m) matrices,
gl(n−m) =
 ∑
i,j∈{m,...,n−1}
aijEij |aij ∈ C

The general matrix A ∈ gl(n−m) is written in the following convenient form,
A =
n−m−1∑
j=−n+m+1
aj(s)Λ
j
[m,n−1]
where m ≤ s ≤ n−1 denotes the row of the matrix A. The matrix A ∈ gl(n−m)
is said to be a strictly lower triangular matrix if aj(s) = 0 for j ≥ 0 and an
1L in general is a pseudo-differential operator.
2By solved we refer to defining/deriving the quantities L,M,Bm and Cn.
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upper triangular matrix if aj(s) = 0 for j < 0. With these distinctions, we label
the (±) sections of the matrix A as,
(A)+ =
n−m−1∑
j=0
aj(s)Λ
j
[m,n−1] , (A)− =
−1∑
j=−n+m+1
aj(s)Λ
j
[m,n−1]
We now define 2 sets of time flows ~x and ~y as,
~x = {x1, x2, . . . , xn−m−1} , ~y = {y1, y2, . . . , yn−m−1}
and let L(~x, ~y),M(~x, ~y), Bn(~x, ~y), Cn(~x, ~y) ∈ gl(n−m) where,
L =
1∑
−n+m+1
bj(s, ~x, ~y)Λ
j
[m,n−1] b1(s) = 1 Bn = (L
n)+
M =
n−m−1∑
j=−1
cj(s, ~x, ~y)Λ
j
[m,n−1] c−1(s) 6= 0 Cn = (Mn)−
We now define the 2-Toda hierarchy as the following Lax type system of differ-
ential equations,
∂xnL(~x, ~y) = [Bn(~x, ~y), L(~x, ~y)] ∂ynL(~x, ~y) = [Cn(~x, ~y), L(~x, ~y)]
∂xnM(~x, ~y) = [Bn(~x, ~y),M(~x, ~y)] ∂ynM(~x, ~y) = [Cn(~x, ~y),M(~x, ~y)]
(1.8)
or equivalently (theorem 1.1 of [3]), the Zakharov-Shabat system,
∂xmBn − ∂xnBm + [Bn, Bm] = 0
∂ymCn − ∂ynCm + [Cn, Cm] = 0
∂ymBn − ∂xnCm + [Bn, Cm] = 0
(1.9)
Compatibility conditions. It can be shown (theorem 1.2 of [3]) that the
above systems are the compatibility conditions of the following linear operator
equations,
∂xmW
(∞)(~x, ~y) = BmW (∞)(~x, ~y) ∂ymW
(∞)(~x, ~y) = CmW (∞)(~x, ~y)
∂xmW
(0)(~x, ~y) = BmW
(0)(~x, ~y) ∂ymW
(0)(~x, ~y) = CmW
(0)(~x, ~y)
(1.10)
where W (∞/0)(~x, ~y) ∈ GL(n − m) are referred to as wave-matrices, and the
derivation of their exact form forms the basis for the next section of this thesis.
The Toda lattice equation. With the following parameterization for B1
and C1,
B1 = δi,j−1 + δi,j∂x1u(i, ~x, ~y) , C1 = δi,j+1e
u(i,~x,~y)−u(i−1,~x,~y)
the third Zakharov-Shabat equation for {m,n} = 1 becomes the 2 dimensional
Toda lattice equation,
∂x1∂y1u(s, ~x, ~y) = e
u(s,~x,~y)−u(s−1,~x,~y) − eu(s+1,~x,~y)−u(s,~x,~y) (1.11)
These systems (eq. 1.8 and 1.9) are an obvious parallel to the Lax and Zakharov-
Shabat systems that originally defined the KP hierarchy. In what follows, we
shall first consider the initial value problem for the 2-Toda hierarchy and hence
find explicit values for the entries of the wave-matrices of the hierarchy. If we
then define the matrices L and M (and by extension Bn and Cn) as specific
products of the wave matrices, we shall then show that the wave-matrices allow
us to construct 4 distinct sets of first order linear differential equations. Con-
sidering the compatibility of these equations then leads us to the definition of
the 2-Toda hierarchy found in eq. 1.8.
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1.2 The initial value problem
We begin by defining the constant matrixA ∈ GL(n−m) = (ai,j)i,j=m,...,n−1,
such that det [aij ]i,j=m...,s−1 6= 0,m < s ≤ n. Our task now is to find wave-
matrices W (∞)(~x, ~y) and W (0)(~x, ~y) such that,
W (0)(~x, ~y) = W (∞)(~x, ~y)A (1.12)
where W (∞)(~x, ~y) and W (0)(~x, ~y) have the specific form,
W (∞)(~x, ~y) = Wˆ (∞)(~x, ~y) exp
[
n−m−1∑
k=1
xkΛ
k
[m,n−1]
]
Wˆ (∞)(~x, ~y) =
(
wˆ
(∞)
i−j (i, ~x, ~y)
)n−1
i,j=m
W (0)(~x, ~y) = Wˆ (0)(~x, ~y) exp
[
n−m−1∑
k=1
yk(Λ
T
[m,n−1])
k
]
Wˆ (0)(~x, ~y) =
(
wˆ
(0)
j−i(i, ~x, ~y)
)n−1
i,j=m
where the diagonal entries of Wˆ (∞)(~x, ~y) and Wˆ (0)(~x, ~y) are given by,
wˆ
(∞)
j =
{
0 j < 0
1 j = 0
wˆ
(0)
j =
{
0 j < 0
wˆ
(0)
j (~x, ~y) 6= const. j = 0
(1.13)
Origin of the initial value problem. One immediate consequence of theorem
1.2 of [3] is the following identity3,(
∂
{i}
~x ∂
{j}
~y W
(∞)(~x, ~y)
)(
W (∞)(~x, ~y)
)−1
=
(
∂
{i}
~x ∂
{j}
~y W
(0)(~x, ~y)
)(
W (0)(~x, ~y)
)−1
(1.14)
where,
∂
{i}
~x = ∂
i1
x1∂
i2
x2 . . . ∂
in−m−1
xn−m−1 , ∂
{j}
~y = ∂
j1
y1∂
j2
y2 . . . ∂
jn−m−1
yn−m−1
and {ik, jl} ∈ N
⋃{0}. The generating function of the above equation is given
by the following expression4,
W (∞)(~x′, ~y′)
(
W (∞)(~x, ~y)
)−1
= W (0)(~x′, ~y′)
(
W (0)(~x, ~y)
)−1
(1.15)
for general {~x, ~x′, ~y, ~y′}. To see this, consider Taylor expanding the matrices
W (∞/0)(~x′, ~y′) at the points ~x′ = ~x and ~y′ = ~y,
n−m−1∏
k,l=1
∞∑
ik,jl=0
(x′k − xk)ik
ik!
(y′l − yl)jl
jl!
(
∂
{i}
~x ∂
{j}
~y W
(∞)(~x, ~y)
)(
W (∞)(~x, ~y)
)−1
=
n−m−1∏
k,l=1
∞∑
ik,jl=0
(x′k − xk)ik
ik!
(y′l − yl)jl
jl!
(
∂
{i}
~x ∂
{j}
~y W
(0)(~x, ~y)
)(
W (0)(~x, ~y)
)−1
Collecting the coefficients of the monomials in (x′k − xk)ik(y′l − yl)jl , we imme-
diately obtain eq. 1.14 for all values of {ik, jl}.
3Eq. 1.2.17 of [3].
4We shall see in section 1.4.1 that eq. 1.15 is actually the bilinear equation of the 2-Toda
hierarchy.
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We now express eq. 1.15 in the following equivalent form,(
W (0)(~x′, ~y′)
)−1
W (∞)(~x′, ~y′) =
(
W (0)(~x, ~y)
)−1
W (∞)(~x, ~y)
This equation must hold for all {~x, ~x′, ~y, ~y′}, so obviously both sides do not
depend on the time variables. Thus the above equation implies eq. 1.12.
1.2.1 Derivation of the wave-matrices
We now derive the remaining non zero entries of the hatted wave-matrices.
Proposition 1.
wˆ
(∞)
k (s, ~x, ~y) =(−1)k
det [aij(~x, ~y)] i=m,..., ˆs−k,...,s
j=m,...,s−1
det [aij(~x, ~y)]i,j=m,...,s−1
, where
{
0 ≤ k ≤ s−m
m < s ≤ n− 1
wˆ
(0)
k (s, ~x, ~y) =
det [aij(~x, ~y)] i=m,...,s
j=m,...,s−1,s+k
det [aij(~x, ~y)]i,j=m,...,s−1
, where
{
0 ≤ k ≤ n− s− 1
m < s ≤ n− 1
(1.16)
where,
(aij(~x, ~y))
n−1
i,j=m = exp
[ ∞∑
k=1
xkΛ
k
[m,n−1]
]
A exp
[
−
∞∑
k=1
yk(Λ
T
[m,n−1])
k
]
= exp
[
n−m−1∑
k=1
xkΛ
k
[m,n−1]
]
A exp
[
−
n−m−1∑
k=1
yk(Λ
T
[m,n−1])
k
]
Proof. To prove this we begin with eq. 1.12 and rewrite it as,
Wˆ (0)(~x, ~y) = Wˆ (∞)(~x, ~y)A(~x, ~y) (1.17)
where we remember that Wˆ (0)(~x, ~y) is upper triangular and Wˆ (∞)(~x, ~y) is lower
triangular. Therefore, if we consider the zero entries of each individual row on
the left hand side of eq. 1.17, they can be expressed as,(
wˆ
(∞)
s−m(s), . . . , wˆ
(∞)
0 (s)
)
(aij(~x, ~y)) i=m,...,s
j=m,...,s−1
= (0, . . . , 0)︸ ︷︷ ︸
s−m
(1.18)
where m < s ≤ n− 1 and wˆ(∞)0 (s) = 1.
At the moment the matrix is of size (s − m + 1) × (s − m). It is possible
to add 1 more column appropriately to make the matrix square,
(
wˆ
(∞)
s−m(s), . . . , wˆ
(∞)
1 (s), 1
)

am,m . . . . . . am,s−1 0
...
. . .
...
...
...
. . .
... 0
as,m . . . . . . as,s−1 1
 = (0, . . . , 0, 1)︸ ︷︷ ︸
s−m+1
In this form we can use Cramer’s rule to find the explicit values of wˆ
(∞)
k (s). For
10 CHAPTER 1. FINITE 2-TODA HIERARCHY
instance, wˆ
(∞)
s−m(s) is equal to,
det

0 . . . . . . 0 1
...
. . .
...
...
...
. . .
... 0
as,m . . . . . . as,s−1 1

det

am,m . . . . . . am,s−1 0
...
. . .
...
...
...
. . .
... 0
as,m . . . . . . as,s−1 1

= (−1)s−m
det [aij(~x, ~y)] i=m+1,...,s
j=m,...,s−1
det [aij(~x, ~y)]
s−1
i,j=m
where we have expanded the top determinant along the top row, and the bottom
determinant along the rightmost column. Performing the procedure for general
wˆ
(∞)
k (s) immediately leads us to the desired result. For wˆ
(0)
k (s), we consider the
non zero entries of each individual row on the left hand side of eq. 1.17. These
may be expressed as,(
wˆ
(0)
0 (s), . . . , wˆ
(0)
n−s−1(s)
)
=
(
wˆ
(∞)
s−m(s), . . . , wˆ
(∞)
0 (s)
)
(aij(~x, ~y)) i=m,...,s
j=s,...,n−1
for m ≤ s ≤ n− 1.
What remains is to simply consider each case separately to obtain,
wˆ(0)p (s) =
s−m∑
k=0
as−k,s+pwˆ
(∞)
k (s)
=
s−m∑
k=0
(−1)kas−k,s+p
det [aij(~x, ~y)] i=m,..., ˆs−k,...,s
j=m,...,s−1
det [aij(~x, ~y)]i,j=m,...,s−1
=
det [aij(~x, ~y)] i=m,...,s
j=m,...,s−1,s+p
det [aij(~x, ~y)]i,j=m,...,s−1

Proposition 2. The entries of the inverse of the 2 hatted wave-matrices,
(
Wˆ (0)(~x, ~y)
)−1
and
(
Wˆ (∞)(~x, ~y)
)−1
, are given as the following,
wˆ
∗(0)
k (s, ~x, ~y) = (−1)k
det [aij(~x, ~y)] i=m,...,s−1
j=m,..., ˆs−k,...,s
det [aij(~x, ~y)]i,j=m,...,s
, where
{
0 ≤ k ≤ s−m
m < s ≤ n− 1
wˆ
∗(∞)
k (s, ~x, ~y) =
det [aij(~x, ~y)] i=m,...,s−1,s+k
j=m,...,s
det [aij(~x, ~y)]i,j=m,...,s
, where
{
0 ≤ k ≤ n− s− 1
m < s ≤ n− 1
(1.19)
where s now refers to the column of the entry, as opposed to the row.
Proof. Taking the inverse of eq. 1.17, and rearranging accordingly we
obtain,
A(~x, ~y)
(
Wˆ (0)(~x, ~y)
)−1
=
(
Wˆ (∞)(~x, ~y)
)−1
(1.20)
Where
(
Wˆ (0)(~x, ~y)
)−1
is upper triangular and
(
Wˆ (∞)(~x, ~y)
)−1
is lower triangu-
lar. Therefore, in an exactly analogous method to proposition 1, if we consider
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the zero entries of each individual column on the right hand side of eq. 1.20,
they may be expressed as,
(aij(~x, ~y)) i=m,...,s−1
j=m,...,s
(
wˆ
∗(0)
s−i (s)
)
i=m,...,s
= (0) i=m,...,s−1
j=s
where m < s ≤ n− 1 and wˆ∗(0)0 (s) = 1wˆ(0)0 (s) .
Similarly to proposition 1, we add a row appropriately to the matrix to make it
square, 
am,m . . . . . . am,s
...
. . .
...
...
. . .
...
as−1,m . . . . . . as−1,s
0 . . . 0 1


wˆ
∗(0)
s−m(s)
...
wˆ
∗(0)
1 (s)
1
wˆ
(0)
0 (s)
 =

0
...
0
1
wˆ
(0)
0 (s)

which is the correct form to apply Cramer’s rule. Thus we obtain,
wˆ
∗(0)
k (s) = (−1)k
1
wˆ
(0)
0 (s)
det [aij(~x, ~y)] i=m,...,s−1
j=m,..., ˆs−k,...,s
det [aij(~x, ~y)]i,j=m,...,s−1
= (−1)k
det [aij(~x, ~y)] i=m,...,s−1
j=m,..., ˆs−k,...,s
det [aij(~x, ~y)]i,j=m,...,s
For wˆ
∗(∞)
k (s), we consider the non zero entries of each individual column on the
right hand side of eq. 1.20. These may be conveniently expressed as,
(aij(~x, ~y)) i=s,...,n−1
j=m,...,s
(
wˆ
∗(0)
s−i (s)
)
i=m,...,s
=
(
wˆ
∗(∞)
i−s (s)
)
i=s,...,n−1
for m ≤ s ≤ n− 1.
Considering each individual entry on the right hand side obtains,
wˆ∗(∞)p (s) =
s−m∑
k=0
as+p,s−kwˆ
∗(0)
k (s)
=
s−m∑
k=0
(−1)kas+p,s−k
det [aij(~x, ~y)] i=m,...,s−1
j=m,..., ˆs−k,...,s
det [aij(~x, ~y)]i,j=m,...,s
=
det [aij(~x, ~y)] i=m,...,s−1,s+p
j=m,...,s
det [aij(~x, ~y)]i,j=m,...,s

1.3 The generalized Lax and Zakharov-Shabat
systems
In direct analogue of the construction of the KP hierarchy in terms of
Zakharov-Shabat and generalized Lax systems introduced in the beginning of
this chapter, we now detail how the wave-matrices derived in the previous sec-
tion can be used to construct the necessary operators given in eq. 1.8, which
were first used by Ueno and Takasaki to define the 2-Toda hierarchy.
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Lemma 1. Consider the matrices,
L = W (∞)(~x, ~y)Λ[m,n−1]
(
W (∞)(~x, ~y)
)−1
Bk =
{
Lk
}
+
M = W (0)(~x, ~y)ΛT[m,n−1]
(
W (0)(~x, ~y)
)−1
Ck =
{
Mk
}
−
then we have the following linearization,
∂xkWˆ
(∞)(~x, ~y) =BkWˆ
(∞)(~x, ~y)− Wˆ (∞)(~x, ~y)Λk[m,n−1]
∂ykWˆ
(0)(~x, ~y) =CkWˆ
(0)(~x, ~y)− Wˆ (0)(~x, ~y)
(
ΛT[m,n−1]
)k
∂xkWˆ
(0)(~x, ~y) =BkWˆ
(0)(~x, ~y)
∂ykWˆ
(∞)(~x, ~y) =CkWˆ
(∞)(~x, ~y)
Lax type system,
∂xkL = [Bk, L] ∂xkM = [Bk,M ]
∂ykL = [Ck, L] ∂ykM = [Ck,M ]
and Zakharov-Shabat type system,
∂xjBk − ∂xkBj + [Bk, Bj ] = 0
∂yjCk − ∂ykCj + [Ck, Cj ] = 0
∂yjBk − ∂xkCj + [Bk, Cj ] = 0
Proof. First we note that L and M can be equivalently expressed in terms
of the hatted wave-matrices,
L =Wˆ (∞)(~x, ~y)Λ[m,n−1]
(
Wˆ (∞)(~x, ~y)
)−1
M =Wˆ (0)(~x, ~y)ΛT[m,n−1]
(
Wˆ (0)(~x, ~y)
)−1
since the following commutators,[
exp
{
n−m−1∑
l=1
xlΛ
l
[m,n)
}
,Λk[m,n)
]
=
[
exp
{
n−m−1∑
l=1
yl
(
ΛT[m,n)
)l}
,
(
ΛT[m,n)
)k]
give zero. Also, powers of L and M can be conveniently expressed as,
Lj =Wˆ (∞)(~x, ~y)Λj[m,n−1]
(
Wˆ (∞)(~x, ~y)
)−1
M j =Wˆ (0)(~x, ~y)
(
ΛT[m,n−1]
)j (
Wˆ (0)(~x, ~y)
)−1
For the remainder of this section we shall simply label W (∞)(~x, ~y) as W (∞) and
W (0)(~x, ~y) as W (0), and likewise with their inverses.
We begin by differentiating eq. 1.12 with respect to xj , and then multiply-
ing
(
W (∞)
)−1
on the right,(
∂xjW
(∞)
)(
W (∞)
)−1
=
(
∂xjW
(0)
)
AA−1
(
W (0)
)−1
=
(
∂xjW
(0)
)(
W (0)
)−1
(1.21)
and similarly, differentiating with respect to yj ,(
∂yjW
(∞)
)(
W (∞)
)−1
=
(
∂yjW
(0)
)(
W (0)
)−1
(1.22)
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Decomposing W (∞) and W (0), and computing the product rule, eq. 1.21 be-
comes,
(
∂xjWˆ
(∞)
)(
Wˆ (∞)
)−1
+ Wˆ (∞)
(
∂xj exp
{
n−m−1∑
k=1
xkΛ
k
[m,n−1]
})(
W (∞)
)−1
=
(
∂xjWˆ
(0)
)(
Wˆ (0)
)−1
⇒
(
∂xjWˆ
(∞)
)(
Wˆ (∞)
)−1
+ Wˆ (∞)Λj[m,n−1]
(
Wˆ (∞)
)−1
=
(
∂xjWˆ
(0)
)(
Wˆ (0)
)−1
(1.23)
and similarly, eq. 1.22 becomes,(
∂yjWˆ
(∞)
)(
Wˆ (∞)
)−1
=
(
∂yjWˆ
(0)
)(
Wˆ (0)
)−1
+ Wˆ (0)
(
ΛT[m,n−1]
)j (
Wˆ (0)
)−1
(1.24)
Since Wˆ (∞) and
(
Wˆ (∞)
)−1
are lower diagonal matrices, and wˆ
(∞)
0 (s, ~x, ~y) =
wˆ
∗(∞)
0 (s, ~x, ~y) = 1, this means that ∂xjWˆ
(∞) =
{
∂xjWˆ
(∞)
}
−
. Hence we have
that, {(
∂xjWˆ
(∞)
)(
Wˆ (∞)
)−1}
+
= 0
i.e. the diagonal terms have been eliminated by the differential operator. Simi-
larly, since Wˆ (0) and
(
Wˆ (0)
)−1
are upper diagonal matrices, and since wˆ
(0)
0 (s, ~x, ~y) =
1
wˆ
∗(0)
0 (s,~x,~y)
6= constant, we have that,
{(
∂yjWˆ
(0)
)(
Wˆ (0)
)−1}
−
= 0
i.e. the diagonal terms have not been eliminated by the differential operator.
This implies the following two equalities,{(
∂xjWˆ
(∞)
)(
Wˆ (∞)
)−1}
−
=
(
∂xjWˆ
(∞)
)(
Wˆ (∞)
)−1
{(
∂yjWˆ
(0)
)(
Wˆ (0)
)−1}
+
=
(
∂yjWˆ
(0)
)(
Wˆ (0)
)−1
Considering the {. . . }+ part of eq. 1.23 allows us to obtain an alternative
definition of Bj ,{(
∂xjWˆ
(∞)
)(
Wˆ (∞)
)−1
+ Wˆ (∞)Λj[m,n−1]
(
Wˆ (∞)
)−1
=
(
∂xjWˆ
(0)
)(
Wˆ (0)
)−1}
+
⇒
{
Lj
}
+
= Bj =
(
∂xjWˆ
(0)
)(
Wˆ (0)
)−1
(1.25)
Similarly, considering the {. . . }− part of eq. 1.24 allows us to obtain an alter-
native definition of Cj ,{(
∂yjWˆ
(∞)
)(
Wˆ (∞)
)−1
=
(
∂yjWˆ
(0)
)(
Wˆ (0)
)−1
+ Wˆ (0)
(
ΛT[m,n−1]
)j (
Wˆ (0)
)−1}
−
⇒
{
M j
}
−
= Cj =
(
∂yjWˆ
(∞)
)(
Wˆ (∞)
)−1
(1.26)
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Linearization equations. We are now in a position to obtain the 4 lineariza-
tion equations. Beginning with eq. 1.23 and using eq. 1.25 we obtain,
Bj =
(
∂xjWˆ
(∞)
)(
Wˆ (∞)
)−1
+ Wˆ (∞)Λj[m,n−1]
(
Wˆ (∞)
)−1
⇒ BjWˆ (∞) = ∂xjWˆ (∞) + Wˆ (∞)Λj[m,n−1]
Considering the {. . . }+ part of eq. 1.23 we obtain,
Bj =
(
∂xjWˆ
(0)
)(
Wˆ (0)
)−1
⇒ BjWˆ (0) = ∂xjWˆ (0)
Focusing on eq. 1.24 and in view of eq. 1.26 we obtain,
Cj =
(
∂yjWˆ
(0)
)(
Wˆ (0)
)−1
+ Wˆ (0)
(
ΛT[m,n−1]
)j (
Wˆ (0)
)−1
⇒ CjWˆ (0) = ∂yjWˆ (0) + Wˆ (0)
(
ΛT[m,n−1]
)j
and finally considering the {. . . }− part of eq. 1.24 we obtain,
Cj =
(
∂yjWˆ
(∞)
)(
Wˆ (∞)
)−1
⇒ CjWˆ (∞) = ∂yjWˆ (∞)
Lax type equations. We now obtain the 4 Lax type equations. For the first
equation, consider differentiating the initial definition of L with respect to xj ,
∂xjL =
(
∂xjWˆ
(∞)
)
Λ[m,n−1]
(
Wˆ (∞)
)−1
+ Wˆ (∞)Λ[m,n−1]
[
∂xj
(
Wˆ (∞)
)−1]
where,
∂xj
[
Wˆ (∞)
(
Wˆ (∞)
)−1]
= 0
=
(
∂xjWˆ
(∞)
)(
Wˆ (∞)
)−1
+ Wˆ (∞)
[
∂xj
(
Wˆ (∞)
)−1]
⇒ ∂xj
(
Wˆ (∞)
)−1
= −
(
Wˆ (∞)
)−1 (
∂xjWˆ
(∞)
)(
Wˆ (∞)
)−1
(1.27)
Using the above expression for ∂xj
(
Wˆ (∞)
)−1
on ∂xjL we obtain,
∂xjL =
(
∂xjWˆ
(∞)
)
︸ ︷︷ ︸
use eq. 1.23
Λ[m,n−1]
(
Wˆ (∞)
)−1
− Wˆ (∞)Λ[m,n−1]
(
Wˆ (∞)
)−1 (
∂xjWˆ
(∞)
)(
Wˆ (∞)
)−1
︸ ︷︷ ︸
use eq. 1.23
= BjWˆ
(∞)Λ[m,n−1]
(
Wˆ (∞)
)−1
− Wˆ (∞)Λ[m,n−1]
(
Wˆ (∞)
)−1
Bj
⇒ ∂xjL = [Bj , L]
The second Lax equation is derived analogously to the first. Consider differen-
tiating L with respect to yj ,
∂yjL =
(
∂yjWˆ
(∞)
)
︸ ︷︷ ︸
=CjWˆ
(∞)
Λ[m,n−1]
(
Wˆ (∞)
)−1
+ Wˆ (∞)Λ[m,n−1]
[
∂yj
(
Wˆ (∞)
)−1]
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where,
∂yj
[
Wˆ (∞)
(
Wˆ (∞)
)−1]
= 0
=
(
∂yjWˆ
(∞)
)(
Wˆ (∞)
)−1
︸ ︷︷ ︸
Cj
+Wˆ (∞)
[
∂yj
(
Wˆ (∞)
)−1]
⇒ ∂yj
(
Wˆ (∞)
)−1
= −
(
Wˆ (∞)
)−1
Cj
(1.28)
Using the above expression in ∂yjL we obtain,
∂yjL = CjWˆ
(∞)Λ[m,n−1]
(
Wˆ (∞)
)−1
− Wˆ (∞)Λ[m,n−1]
(
Wˆ (∞)
)−1
Cj
⇒ ∂yjL = [Cj , L]
For the third equation, consider differentiating M with respect to xj ,
∂xjM =
(
∂xjWˆ
(0)
)
︸ ︷︷ ︸
=BjWˆ
(0)
ΛT[m,n−1]
(
Wˆ (0)
)−1
+ Wˆ (0)ΛT[m,n−1]
[
∂xj
(
Wˆ (0)
)−1]
where,
∂xj
[
Wˆ (0)
(
Wˆ (0)
)−1]
= 0
=
(
∂xjWˆ
(0)
)(
Wˆ (0)
)−1
︸ ︷︷ ︸
Bj
+Wˆ (0)
[
∂xj
(
Wˆ (0)
)−1]
⇒ ∂xj
(
Wˆ (0)
)−1
= −
(
Wˆ (0)
)−1
Bj
(1.29)
Using the above expression in ∂xjM we obtain,
∂xjM = BjWˆ
(0)ΛT[m,n−1]
(
Wˆ (0)
)−1
− Wˆ (0)ΛT[m,n−1]
(
Wˆ (0)
)−1
Bj
⇒ ∂xjM = [Bj ,M ]
For the fourth equation, consider differentiating M with respect to yj ,
∂yjM =
(
∂yjWˆ
(0)
)
︸ ︷︷ ︸
use eq. 1.24
ΛT[m,n−1]
(
Wˆ (0)
)−1
+ Wˆ (0)ΛT[m,n−1]
[
∂yj
(
Wˆ (0)
)−1]
where,
∂yj
[
Wˆ (0)
(
Wˆ (0)
)−1]
= 0
=
(
∂yjWˆ
(0)
)
︸ ︷︷ ︸
use eq. 1.24
(
Wˆ (0)
)−1
+ Wˆ (0)
[
∂yj
(
Wˆ (0)
)−1]
⇒ ∂yj
(
Wˆ (0)
)−1
= −
(
Wˆ (0)
)−1
Cj +
(
ΛT[m,n−1]
)j (
Wˆ (0)
)−1
(1.30)
Using the above expression in ∂yjM we obtain,
∂yjM = CjWˆ
(0)ΛT[m,n−1]
(
Wˆ (0)
)−1
− Wˆ (0)ΛT[m,n−1]
(
Wˆ (0)
)−1
Cj
⇒ ∂yjM = [Cj ,M ]
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Zakharov-Shabat type equations. For the first Z-S equation, we consider
the first linearization equation and compare cross derivatives with respect to x,
i.e.
(
∂xj∂xk − ∂xk∂xj
)
Wˆ (∞) = 0,
∂xj
(
∂xkWˆ
(∞)
)
= ∂xj
(
BkWˆ
(∞) − Wˆ (∞)Λk[m,n−1]
)
=
(
∂xjBk
)
Wˆ (∞) +BkBjWˆ
(∞) −BkWˆ (∞)Λj[m,n−1]
−BjWˆ (∞)Λk[m,n−1] + Wˆ (∞)Λj+k[m,n−1]
⇒ (∂xj∂xk − ∂xk∂xj ) Wˆ (∞) = (∂xjBk − ∂xkBj + [Bk, Bj ]) Wˆ (∞)
For the second Z-S equation, we consider the second linearization equation and
compare cross derivatives with respect to y, i.e.
(
∂yj∂yk − ∂yk∂yj
)
Wˆ (0) = 0,
∂yj
(
∂ykWˆ
(0)
)
= ∂yj
(
CkWˆ
(0) − Wˆ (0)
(
ΛT[m,n−1]
)k)
=
(
∂yjCk
)
Wˆ (0) + CkCjWˆ
(0) − CkWˆ (0)Λj[m,n−1]
− CjWˆ (0)
(
ΛT[m,n−1]
)k
+ Wˆ (0)
(
ΛT[m,n−1]
)j+k
⇒ (∂yj∂yk − ∂yk∂yj ) Wˆ (0) = (∂yjCk − ∂ykCj + [Ck, Cj ]) Wˆ (0)
For the third Z-S equation, we consider cross derivatives with respect to x and
y acting on Wˆ (∞),
(
∂xj∂yk − ∂yk∂xj
)
Wˆ (∞) = 0,
∂xj∂ykWˆ
(∞) =
(
∂xjCk
)
Wˆ (∞) + CkBjWˆ
(∞) − CkWˆ (∞)Λj[m,n−1]
∂yk∂xjWˆ
(∞) = (∂ykBj) Wˆ
(∞) +BjCkWˆ
(∞) − CkWˆ (∞)Λj[m,n−1]
⇒ (∂xj∂yk − ∂yk∂xj ) Wˆ (∞) = (∂xjCk − ∂ykBj + [Ck, Bj ]) Wˆ (∞)
Thus concluding this section. 
1.4 Tau-function of the 2-Toda hierarchy
Further words on the KP hierarchy. Continuing with the running example
of the KP hierarchy, Hirota [57] found a systematic method for deriving the N
soliton solutions (alternative to the IST method) to the integrable equations
produced by the KP hierarchy, known as Hirota’s direct method. The heart
of the method involves expressing the non linear PDE’s in bilinear form and
employing an exact perturbation5 argument. For example, the KP equation in
bilinear form looks like,(
4Dx1Dx3 −D4x1 − 3D2x2
)
τ(~x).τ(~x) = 0 (1.31)
where u(~x) = 2∂2x1 log τ(~x), and the Hirota bilinear differential operators, Dx,
are defined in section 1.4.2. Here the τ -function appears as a simple transfor-
mation of the usual function u, with no indication of the special properties is
possesses. The first time the notion of the τ -function was introduced as an
object worthy of study was in the work [58]. Here it was expressed a series of
expectation values in the context of holonomic quantum fields.
5Exact in the sense that even though perturbation is being used, one still obtains an exact
analytical result.
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Studying the KP hierarchy, M. and Y. Sato [59, 60] discovered some beauti-
ful algebro-geometric properties of the τ -function. Namely, through considering
the infinite dimensional Lie algebra gl(∞), the group orbit of the highest weight
vector (the τ -function) is an infinite dimensional Grassmannian manifold. Fur-
thermore, the equations which describe this manifold in function space are the
soliton equations. Even more importantly, (as far as this thesis is concerned),
was the work [61] where the results Sato were expressed in the form of fermionic
operators (acting on the Fock space). Additionally, they discovered all of the
(infinitely many) non linear PDE’s in the KP hierarchy can miraculously be
expressed as coefficients of the following bilinear equation,
∮
dλ
2pii
exp
{ ∞∑
l=1
(xl − x′l)λl
}
τ
(
~x− ~ ( 1
λ
))
τ (~x)
τ
(
~x′ + ~
(
1
λ
))
τ (~x′)
= 0 (1.32)
For general {~x, ~x′}, and where ~ (λ) =
(
λ, λ
2
2 ,
λ3
3 , . . .
)
. Thus we see that a τ -
function which satisfies one non linear PDE in the hierarchy obviously satisfies
all equations in the hierarchy. We shall use the results of this line of work ex-
tensively in chapter 3.
Continuing with the 2-Toda hierarchy. As shown in eq. 1.8, the 2-Toda
hierarchy is defined as a series of 4 distinct lax type first order differential equa-
tions of the matrices L,M,Bn and Cn, which themselves are composed of the
wave-matrices W (∞),
(
W (∞)
)−1
,W (0) and
(
W (0)
)−1
. The τ -function is a single
function, τ(s, ~x, ~y), of the time parameters ~x and ~y and a single parameter s,
which corresponds to the row number of W (∞),W (0) or the column number of(
W (∞)
)−1
,
(
W (0)
)−1
. The derivatives of τ(s, ~x, ~y) correspond to the entries of
the wave-matrices and using this fact, we can express the 2-Toda hierarchy in
a single integral bilinear form.
We begin with the following fundamental result.
Lemma 2. For the function,
τ(s, ~x, ~y) = det [aij(~x, ~y)]i,j=m,...,s−1 (1.33)
the following four relations hold,
wˆ
(∞)
k (s, ~x, ~y) =
ζk(−∂˜~x)τ(s, ~x, ~y)
τ(s, ~x, ~y)
, non zero for k ∈ {0, . . . , s−m} (1.34)
wˆ
(0)
k (s, ~x, ~y) =
ζk(−∂˜~y)τ(s+ 1, ~x, ~y)
τ(s, ~x, ~y)
, non zero for k ∈ {0, . . . , n− s− 1} (1.35)
wˆ
∗(∞)
k (s, ~x, ~y) =
ζk(∂˜~x)τ(s+ 1, ~x, ~y)
τ(s+ 1, ~x, ~y)
, non zero for k ∈ {0, . . . , n− s− 1} (1.36)
wˆ
∗(0)
k (s, ~x, ~y) =
ζk(∂˜~y)τ(s, ~x, ~y)
τ(s+ 1, ~x, ~y)
, non zero for k ∈ {0, . . . , s−m} (1.37)
where,
∂˜~x = (∂x1 ,
1
2
∂x2 ,
1
3
∂x3 , . . . ) , ∂˜~y = (∂y1 ,
1
2
∂y2 ,
1
3
∂y3 , . . . )
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and the generating function for the ζk(~x)’s (referred to as the one row char-
acter polynomial of order k) is given by,
∞∑
k=0
zkζk(~x) = exp
{
N∑
j=1
zjxj
}
⇒ ζk(~x) =
∑
j1+2j2+···+kjk=k
xj11 . . . x
jk
k
j1! . . . jk!
(1.38)
Proof. Assuming eq. 1.34 is true, then we have the following,
s−m∑
k=0
λkwˆ
(∞)
k (s, ~x, ~y) =
∞∑
k=0
λkwˆ
(∞)
k (s, ~x, ~y)
=
1
τ(s, ~x, ~y)
∞∑
k=0
λkζk(−∂˜~x)τ(s, ~x, ~y)
=
1
τ(s, ~x, ~y)
exp
[
−
∞∑
j=1
λj
j
∂xj
]
τ(s, ~x, ~y)
⇒
s−m∑
k=0
λkwˆ
(∞)
k (s, ~x, ~y) =
τ(s, ~x− ~(λ), ~y)
τ(s, ~x, ~y)
(1.39)
Similarly, equations 1.35-1.37 become,
n−s−1∑
k=0
λkwˆ
(0)
k (s, ~x, ~y) =
τ(s+1,~x,~y−~(λ))
τ(s,~x,~y) (1.40)
n−s−1∑
k=0
λkwˆ
∗(∞)
k (s, ~x, ~y) =
τ(s+1,~x+~(λ),~y)
τ(s+1,~x,~y) (1.41)
s−m∑
k=0
λkwˆ
∗(0)
k (s, ~x, ~y) =
τ(s,~x,~y+~(λ))
τ(s+1,~x,~y) (1.42)
Hence we shall prove lemma 2 by showing that equations 1.39 - 1.42 hold.
In the work below we shall require the following relations,
∞∑
j=1
(
λΛ[m,n−1]
)j
j
= − log (1− λΛ[m,n−1]) (1.43)
exp
[
−
∞∑
j=1
(
λΛ[m,n−1]
)j
j
]
= 1− λΛ[m,n−1] (1.44)
exp
[ ∞∑
j=1
(
λΛ[m,n−1]
)j
j
]
=
n−m−1∑
k=0
λkΛk[m,n−1] (1.45)
where the summation in eq. 1.43 obviously truncates at j = n−m− 1.
In addition, we require the Cauchy-Binet identity for expanding the deter-
minant of the product non square matrices,
det
(
p+q∑
l=m
gilhlj
)p
i,j=m
=
∑
m≤lm<···<lp≤p+q
det
(
gilj
)p
i,j=m
det (hli,j)
p
i,j=m (1.46)
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Let us now consider expanding τ(s, ~x− ~(λ), ~y)
=det [aij(~x− ~(λ), ~y)]s−1i,j=m
=det
[
exp
{
n−m−1∑
l=1
(
xl − λ
l
l
)
Λl[m,n−1]
}
A exp
{
−
n−m−1∑
l=1
yl
(
ΛT[m,n−1]
)l}]s−1
i,j=m
=det
[
exp
{
−
n−m−1∑
l=1
λl
l
Λl[m,n−1]
}
A(~x, ~y)
]s−1
i,j=m
=det
[(
1− λΛ[m,n−1]
)
A(~x, ~y)
]s−1
i,j=m
=det


1 −λ
. . .
. . .
. . .
. . .
1 −λ


am,m . . . am,s−1
...
...
...
...
...
...
as,m . . . as,s−1


=det
[
s∑
j=m
(
1− λΛ[m,n−1]
)
ij
(ajk(~x, ~y))
]s−1
i,k=m
=
∑
m≤jm<···<js−1≤s
det
[(
1− λΛ[m,n−1]
)
ijk
]s−1
i,k=m
det
[
ajpl(~x, ~y)
]s−1
p,l=m
=
s∑
k=m
det
[(
1− λΛ[m,n−1]
)
ij
]
i=m,...,s−1
j=m,...,kˆ,...,s
det [aij(~x, ~y)] i=m,...,kˆ,...,s
j=m,...,s−1
It is elementary to show that,
det
[(
1− λΛ[m,n−1]
)
ij
]
i=m,...,s−1
j=m,...,kˆ,...,s
= (−1)s−kλs−k
hence, making the following change of indices, k → s− p, we obtain,
τ(s, ~x− ~(λ), ~y) =
s−m∑
p=0
(−1)pλp det [aij(~x, ~y)] i=m,..., ˆs−p,...,s
j=m,...,s−1
which proves eq. 1.39. For eq. 1.40 let us consider expanding τ(s+1, ~x, ~y−~(λ)),
=det [aij(~x, ~y − ~(λ))]si,j=m
=det
[
exp
{
n−m−1∑
l=1
xlΛ
l
[m,n−1]
}
A exp
{
−
n−m−1∑
l=1
(
yl − λ
l
l
)(
ΛT[m,n−1]
)l}]s
i,j=m
=det
[
A(~x, ~y) exp
{
n−m−1∑
l=1
λl
l
(
ΛT[m,n−1]
)l}]s
i,j=m
=det
[
A(~x, ~y)
n−m−1∑
k=0
λk
(
ΛT[m,n−1]
)k]s
i,j=m
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=det

 am,m . . . . . . am,n−1... ...
as,m . . . . . . as,n−1


1
λ 1
λ2 λ 1
...
. . .
... 1
...
...
λn−m−1 . . . . . . . . . λn−s−2


=det
n−m−1∑
j=m
(aij(~x, ~y))
(
n−m−1∑
l=0
λl
(
ΛT[m,n−1]
)l)
jk
s
i,k=m
=
∑
m≤jm<···<js≤n−1
det [aijl(~x, ~y)]i,l=m,...,s det
(n−m−1∑
l=0
λl
(
ΛT[m,n−1]
)l)
jp,k
s
p,k=m
The term, det
[(∑n−m−1
l=0 λ
l
(
ΛT[m,n−1]
)l)
jp,k
]s
p,k=m
, simply corresponds to
taking out n−s−1 rows, leaving s−m+1 rows for a proper square matrix. How-
ever, if we take out any of the rows which contain zeros (of which there are s−m
of), the whole determinant is zero. To see this, notice that all the rows without
zeros are proportional to each other by varying factors of λ, i.e. Ri+j = λ
jRi.
This means that we have fixed jm = m, jm+1 = m+ 1, . . . , js−1 = s− 1, which
leads to,
=
n−1∑
k=s
det [aij(~x, ~y)] i=m,...,s
m,...,s−1,k
det
(n−m−1∑
l=0
λl
(
ΛT[m,n−1]
)l)
ij

i=m,...,s−1,k
j=m,...,s
It is elementary to show that,
det
(n−m−1∑
l=0
λl
(
ΛT[m,n−1]
)l)
ij

i=m,...,s−1,k
j=m,...,s
= λk−s
hence with a change of indices, k → s+ p, we obtain,
τ(s+ 1, ~x, ~y − ~(λ)) =
n−s−1∑
p=0
λp det [aij(~x, ~y)] i=m,...,s
m,...,s−1,s+p
which proves eq. 1.40.
Proving eq. 1.41 and 1.42 is very similar to proving eq. 1.39 and 1.40, so
we shall not show full details. Expanding τ(s+ 1, ~x+ ~(λ), ~y)
=det [aij(~x+ ~(λ), ~y)]
s
i,j=m
=det
[
n−m−1∑
l=0
λlΛl[m,n−1]A(~x, ~y)
]s
i,j=m
=det
n−1∑
j=m
(
n−m−1∑
l=0
λlΛl[m,n−1]
)
ij
(ajk(~x, ~y))
s
i,k=m
=
∑
m≤jm<···<js≤n−1
det
(n−m−1∑
l=0
λlΛl[m,n−1]
)
ijk
s
i,k=m
det
[
ajpq(~x, ~y)
]s
p,q=m
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Based on the proof for eq. 1.40, we know that jm = m, jm+1 = m+1, . . . , js−1 =
s− 1, hence,
=
n−1∑
p=s
det
(n−m−1∑
l=0
λlΛl[m,n−1]
)
ij

i=m,...,s
j=m,...,s−1,p
det [aij(~x, ~y)] i=m,...,s−1,p
j=m,...,s
We also know that det
[(∑n−m−1
l=0 λ
lΛl[m,n−1]
)
ij
]
i=m,...,s
j=m,...,s−1,p
= λp−s, thus mak-
ing the following change in indices, p→ k + s, we obtain,
τ(s+ 1, ~x+ ~(λ), ~y) =
n−s−1∑
k=0
λk det [aij(~x, ~y)] i=m,...,s−1,s+k
j=m,...,s
which proves eq. 1.41.
For eq. 1.42, we expand τ(s, ~x, ~y + ~(λ))
=det [aij(~x, ~y + ~(λ))]
s−1
i,j=m
=det
[
A(~x, ~y)
(
1− λΛT[m,n−1]
)]s−1
i,j=m
=det
[
s∑
j=m
(aij(~x, ~y))
(
1− λΛT[m,n−1]
)
jk
]s−1
i,k=m
=
∑
m≤jm<···<js−1≤s
det [aijk (~x, ~y)]
s−1
i,k=m det
[(
1− λΛT[m,n−1]
)
jkl
]s−1
k,l=m
=
s∑
p=m
det [aij(~x, ~y)] i=m,...,s−1
j=m,...,pˆ,...,s
det
[(
1− λΛT[m,n−1]
)
ij
]
i=m,...,pˆ,...,s
j=m,...,s−1
Since det
[(
1− λΛT[m,n−1]
)
ij
]
i=m,...,pˆ,...,s
j=m,...,s−1
= (−1)s−pλs−p, if we make the change
of indices, p→ s− k, we obtain,
τ(s, ~x, ~y + ~(λ)) =
s−m∑
k=0
(−1)kλkdet [aij(~x, ~y)] i=m,...,s−1
j=m,..., ˆs−k,...,s
which proves eq. 1.42. 
1.4.1 Bilinear relation of the 2-Toda hierarchy
Lemma 3. The function τ(s, ~x, ~y) defined in eq. 1.33 satisfies the following
bilinear relationship,∮
dλ
2pii
λs
′−s−2 exp
{
n−m−1∑
l=1
(yl − y′l)λl
}
τ
(
s+ 1, ~x, ~y − ~ ( 1
λ
))
τ(s, ~x, ~y)
τ
(
s′ − 1, ~x′, ~y′ + ~ ( 1
λ
))
τ (s′, ~x′, ~y′)
=
∮
dλ
2pii
λs−s
′
exp
{
n−m−1∑
l=1
(xl − x′l)λl
}
τ
(
s, ~x− ~ ( 1
λ
)
, ~y
)
τ (s, ~x, ~y)
τ
(
s′, ~x′ + ~
(
1
λ
)
, ~y′
)
τ (s′, ~x′, ~y′)
(1.47)
for general s, s′, ~x, ~x′, ~y, ~y′. The integration
∮
dλ
2pii simply refers to the algebraic
operation of obtaining the coefficient of 1λ .
22 CHAPTER 1. FINITE 2-TODA HIERARCHY
Proof. We shall proceed by showing that both sides of this relationship are
equivalent to the two sides of another relationship which we know to be true.
Let us begin by multiplying eq. 1.12, with one set of ~x and ~y, on the right by(
W (0)(~x′, ~y′)
)−1
, which has a different set of variables ~x′ and ~y′. Doing so, we
obtain the equation,
W (0)(~x, ~y)
(
W (0)(~x′, ~y′)
)−1
= W (∞)(~x, ~y)
(
W (∞)(~x′, ~y′)
)−1
(1.48)
Therefore, in order to prove lemma 3, we shall prove two smaller results, showing
that the (s, s′) entry of the right hand side of eq. 1.48 is equal to the right hand
side of the bilinear relationship for the same choice of (s, s′ + 1), and similarly
for the left hand sides of both equations.
Right hand side of bilinear relation.
Proposition 3.∮
dλ
2pii
λs−s
′−1 exp
{
n−m−1∑
l=1
(xl − x′l)λl
}
τ
(
s, ~x− ~ ( 1
λ
)
, ~y
)
τ (s, ~x, ~y)
τ
(
s′ + 1, ~x′ + ~
(
1
λ
)
, ~y′
)
τ (s′ + 1, ~x′, ~y′)
=
(
W (∞)(~x, ~y)
(
W (∞)(~x′, ~y′)
)−1)
s,s′
Proof. We begin by expanding the right hand side of proposition 3,(
W (∞)(~x, ~y)
(
W (∞)(~x′, ~y′)
)−1)
s,s′
=
(
Wˆ (∞)(~x, ~y) exp
{
n−m−1∑
l=1
(xl − x′l)Λl[m,n−1]
}(
Wˆ (∞)(~x′, ~y′)
)−1)
s,s′
where,
exp
{
n−m−1∑
l=1
(xl − x′l)Λl[m,n−1]
}
=
n−m−1∑
j=0
ζj(~x− ~x′)Λj[m,n−1]
Recalling that W (∞)(~x, ~y) and
(
W (∞)(~x′, ~y′)
)−1
are lower triangular, and∑n−m−1
j=0 ζj(~x− ~x′)Λj[m,n−1] is upper triangular, we obtain,
=
(
wˆ
(∞)
i−j (i, ~x, ~y)
)
i=s
j≤i
(
ζk−j(~x− ~x′)
)
j≤i
k≥l
(
wˆ
∗(∞)
k−l (l, ~x
′, ~y′)
)
k≥l
l=s′
=
s∑
j=m
n−1∑
k=s′
ζk−j(~x− ~x′)wˆ(∞)s−j (s, ~x, ~y)wˆ∗(∞)k−s′ (s′, ~x′, ~y′)
Considering the left hand side of the proposition 3, we recall the following
definitions,
exp
{
n−m−1∑
l=1
(xl − x′l)λl
}
=
∞∑
j=0
ζj(~x− ~x′)λj
τ
(
s, ~x− ~ ( 1
λ
)
, ~y
)
τ (s, ~x, ~y)
=
s−m∑
p=0
1
λp
wˆ(∞)p (s, ~x, ~y)
τ
(
s′ + 1, ~x′ + ~
(
1
λ
)
, ~y′
)
τ (s′ + 1, ~x′, ~y′)
=
n−s′−1∑
p=0
1
λp
wˆ∗(∞)p (s
′, ~x′, ~y′)
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Using these definitions the integral becomes,
∞∑
α=0
s−m∑
β=0
n−s′−1∑
γ=0
∮
dλ
2pii
λα−β−γ−s
′+s−1ζα(~x− ~x′)wˆ(∞)β (s, ~x, ~y)wˆ∗(∞)γ (s′, ~x′, ~y′)
=
s−m∑
β=0
n−s′−1∑
γ=0
ζβ+γ+s′−s(~x− ~x′)wˆ(∞)β (s, ~x, ~y)wˆ∗(∞)γ (s′, ~x′, ~y′)
making the change of indices β → s − j and γ → k − s′ we obtain exactly the
right hand side of proposition 3. 
Left hand side of bilinear relation.
Proposition 4.∮
dλ
2pii
λs
′−s−1 exp
{
n−m−1∑
l=1
(yl − y′l)λl
}
τ
(
s+ 1, ~x, ~y − ~ ( 1
λ
))
τ(s, ~x, ~y)
τ
(
s′, ~x′, ~y′ + ~
(
1
λ
))
τ (s′ + 1, ~x′, ~y′)
=
(
W (0)(~x, ~y)
(
W (0)(~x′, ~y′)
)−1)
s,s′
Proof. Expanding the right hand side of proposition 4,(
W (0)(~x, ~y)
(
W (0)(~x′, ~y′)
)−1)
s,s′
=
(
Wˆ (0)(~x, ~y) exp
{
n−m−1∑
l=1
(yl − y′l)
(
ΛT[m,n−1]
)l}(
Wˆ (0)(~x′, ~y′)
)−1)
s,s′
where,
exp
{
n−m−1∑
l=1
(yl − y′l)
(
ΛT[m,n−1]
)l}
=
n−m−1∑
j=0
ζj(~y − ~y′)
(
ΛT[m,n−1]
)j
Recalling that W (0)(~x, ~y) and
(
W (0)(~x′, ~y′)
)−1
are upper triangular, and∑n−m−1
j=0 ζj(~y − ~y′)
(
ΛT[m,n−1]
)j
is lower triangular, we obtain,
=
(
wˆ
(0)
j−i(i, ~x, ~y)
)
i=s
j≥i
(
ζj−k(~y − ~y′)
)
j≥i
k≤l
(
wˆ
∗(0)
l−k (l, ~x
′, ~y′)
)
k≤l
l=s′
=
n−1∑
j=s
s′∑
k=m
ζj−k(~y − ~y′)wˆ(0)j−s(s, ~x, ~y)wˆ∗(0)s′−k(s′, ~x′, ~y′)
Moving on to the left hand side of proposition 4, we recall the following defini-
tions,
exp
{
n−m−1∑
l=1
(yl − y′l)λl
}
=
∞∑
j=0
ζj(~y − ~y′)λj
τ
(
s+ 1, ~x, ~y − ~ ( 1
λ
))
τ(s, ~x, ~y)
=
n−s−1∑
k=0
1
λk
wˆ
(0)
k (s, ~x, ~y)
τ
(
s′, ~x′, ~y′ + ~
(
1
λ
))
τ(s′ + 1, ~x′, ~y′)
=
s′−m∑
k=0
1
λk
wˆ
∗(0)
k (s
′, ~x′, ~y′)
24 CHAPTER 1. FINITE 2-TODA HIERARCHY
Using these definitions the integral becomes,
∞∑
ν=0
n−s−1∑
α=0
s′−m∑
β=0
∮
dλ
2pii
λs
′−s−1+ν−α−βζν(~y − ~y′)wˆ(0)α (s, ~x, ~y)wˆ∗(0)β (s′, ~x′, ~y′)
=
n−s−1∑
α=0
s′−m∑
β=0
ζα+β−s′+s(~y − ~y′)wˆ(0)α (s, ~x, ~y)wˆ∗(0)β (s′, ~x′, ~y′)
Making the change of indices, α→ j − s and β → s′ − k, we obtain exactly the
right hand side of proposition 4. .
Proof of bilinear identity. Now we know that the right hand sides of both
propositions 3 and 4 are equal. Simply let s′ → s′ − 1 and we obtain exactly
the bilinear relation. 
Specializing to the mKP and KP hierarchies. Specializing to the case
~y = ~y′ and s ≥ s′, we notice that the right hand side of the bilinear relation
contains no poles, and hence it reduces to the (s − s′)th-modified KP (mKP)
hierarchy,∮
dλ
2pii
λs−s
′
exp
{
n−m−1∑
l=1
(xl − x′l)λl
}
τ
(
s, ~x− ~ ( 1
λ
)
, ~y
)
τ (s, ~x, ~y)
τ
(
s′, ~x′ + ~
(
1
λ
)
, ~y
)
τ (s′, ~x′, ~y)
= 0
Specializing again to let s = s′, we obtain the KP hierarchy,∮
dλ
2pii
exp
{
n−m−1∑
l=1
(xl − x′l)λl
}
τ
(
s, ~x− ~ ( 1
λ
)
, ~y
)
τ (s, ~x, ~y)
τ
(
s, ~x′ + ~
(
1
λ
)
, ~y
)
τ (s, ~x′, ~y)
= 0
1.4.2 Extracting non linear partial differential equations
from the bilinear relation
Hirota’s bilinear operator. A necessary definition to proceed in this section
is Hirota’s bilinear differential operator, D, whose operation is defined on the
product of two functions, f(x) and g(x). The generating function for D is
defined as,
f(x+ y)g(x− y) = (exp {y∂x} f(x)) exp {−y∂x} g(x)
=
∞∑
j=0
yj
j!
Djx (f(x).g(x))
= exp {yDx} (f(x).g(x)) ,
(1.49)
where the first few explicit examples are,
Dx {f(x).g(x)} = {∂xf(x)} g(x)− f(x) {∂xg(x)}
D2x {f(x).g(x)} =
{
∂2xf(x)
}
g(x)− 2 {∂xf(x)} {∂xg(x)}+ f(x)
{
∂2xg(x)
}
Obtaining the non linear PDE’s. The bilinear relation (eq. 1.47) is a
deceptively elegant expression which contains an infinite amount of non linear
partial differential equations, all of which the τ -function is a solution. To obtain
these equations, we make the following change of variables,
xi → xi − ai , yi → yi − bi , i ∈ {1, . . . , n−m− 1}
x′i → xi + ai , y′i → yi + bi (1.50)
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where the variables {a1, . . . , an−m−1} and {b1, . . . , bn−m−1} are indeterminants
which serve as expansion parameters. Hence eq. 1.47 becomes,∮
dλ
2pii
λs
′−s−2e{−2
∑n−m−1
l=1
blλ
l}τ
(
s+ 1, ~x− ~a, ~y −~b− ~
(
1
λ
))
×τ
(
s′ − 1, ~x+ ~a, ~y +~b+ ~
(
1
λ
))
=
∮
dλ
2pii
λs−s
′
e{−2
∑n−m−1
l=1
alλ
l}τ
(
s, ~x− ~a− ~
(
1
λ
)
, ~y −~b
)
×τ
(
s′, ~x+ ~a+ ~
(
1
λ
)
, ~y +~b
)
(1.51)
Using the definitions given in eq. 1.49, the bilinears in the τ -functions of the
above expression can naturally be re-expressed in terms of Hirota operators.
Beginning with the left hand side of eq. 1.51,
τ
(
s+ 1, ~x− ~a, ~y −~b− ~
(
1
λ
))
τ
(
s′ − 1, ~x+ ~a, ~y +~b+ ~
(
1
λ
))
= exp
{
n−m−1∑
j=1
ajDxj
}
τ
(
s′ − 1, ~x, ~y +~b+ ~
(
1
λ
))
τ
(
s+ 1, ~x, ~y −~b− ~
(
1
λ
))
= exp
{
n−m−1∑
j=1
ajDxj
}
exp
{
n−m−1∑
j=1
(
bj +
1
jλj
)
Dyj
}
τ
(
s′ − 1, ~x, ~y) τ (s+ 1, ~x, ~y)
=
∞∑
k=0
1
λk
ζk
(
D˜~y
)
exp
{
n−m−1∑
j=1
(
ajDxj + bjDyj
)}
τ
(
s′ − 1, ~x, ~y) τ (s+ 1, ~x, ~y)
where
D˜~y =
(
Dy1 ,
1
2
Dy2 , . . . ,
1
n−m− 1Dyn−m−1
)
Similarly with the right hand side of eq. 1.51,
τ
(
s, ~x− ~a− ~
(
1
λ
)
, ~y −~b
)
τ
(
s′, ~x+ ~a+ ~
(
1
λ
)
, ~y +~b
)
=
∞∑
k=0
1
λk
ζk
(
D˜~x
)
exp
{
n−m−1∑
j=1
(
ajDxj + bjDyj
)}
τ
(
s′, ~x, ~y
)
τ (s, ~x, ~y)
where
D˜~x =
(
Dx1 ,
1
2
Dx2 , . . . ,
1
n−m− 1Dxn−m−1
)
We additionally apply the following exponential expansions,
exp
{
−2
n−m−1∑
l=1
clλ
l
}
=
∞∑
j=0
λjζj ({−2c})
for cj = {aj , bj}. In performing the above expansions, obtaining the coefficient
of the first order pole in eq. 1.51 is elementary, and thus the bilinear relation
becomes,
∞∑
k=0
ζk−t ({−2b}) ζk
(
D˜~y
)
exp
{
n−m−1∑
j=1
(
ajDxj + bjDyj
)}
τ (t+ s, ~x, ~y) τ (s+ 1, ~x, ~y)
=
∞∑
k=0
ζk+t ({−2a}) ζk
(
D˜~x
)
exp
{
n−m−1∑
j=1
(
ajDxj + bjDyj
)}
τ (t+ s+ 1, ~x, ~y) τ (s, ~x, ~y)
(1.52)
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where we have assigned t = s′ − s− 1 for convenience.
Expanding the above expression as a polynomial in the variables {a} and {b},
the coefficients of the monomials are the desired non linear PDE’s. As an ex-
ample, consider expanding eq. 1.52 with the specification t = −1. From the
coefficient of b1 we obtain the following differential equation,
Dx1Dy1τ (s, ~x, ~y) τ (s, ~x, ~y) + 2τ (s+ 1, ~x, ~y) τ (s− 1, ~x, ~y) = 0 (1.53)
which is the 2-Toda molecule equation. This equation is used extensively in
chapter 4. The 2-Toda molecule equation is related to the lattice equation
(eq. 1.1) by the following scale transformation, τ(s, ~x, ~y) → ex1y1τ(s, ~x, ~y). In
bilinear form we obtain,
Dx1Dy1τ (s, ~x, ~y) τ (s, ~x, ~y) + 2τ (s+ 1, ~x, ~y) τ (s− 1, ~x, ~y) = 2τ2 (s, ~x, ~y) (1.54)
1.4.3 Polynomial expressions of the tau-function
We shall now use eq. 1.46 to express the τ -function in a more palatable
form. Rewriting the following exponentials as,
exp
{
n−m−1∑
l=1
xlΛ
l
[m,n−1]
}
=
n−m−1∑
j=0
ζj(~x)Λ
j
[m,n−1] = (ζj−i(~x))
n−1
i,j=m
exp
{
−
n−m−1∑
l=1
yl
(
ΛT[m,n−1]
)l}
=
n−m−1∑
j=0
ζj(−~y)
(
ΛT[m,n−1]
)j
= (ζi−j(−~y))n−1i,j=m
The τ -function now becomes,
det
[
n−1∑
j=m
ζj−i(~x)
(
n−1∑
k=m
ajkζk−l(−~y)
)]s−1
i,l=m
=
∑
m≤jm<···<js−1≤n−1
det
[
ζjq−i(~x)
]n−1
i,q=m
det
[(
n−1∑
k=m
aji,kζk−l(−~y)
)]n−1
i,l=m
=
∑
m≤jm<···<js−1≤n−1
m≤km<···<ks−1≤n−1
A{j}{k}det [ζji−q(~x)]
s−1
i,q=m det [ζki−q(−~y)]s−1i,q=m
where we have taken the transpose of the matrix of the second determinant and
used the following label,
A{j}{k} = det [aji,kl ]
s−1
i,l=m
Further massaging of the τ-function, character polynomials. Letting
the double summation run from 1, . . . , n−m, rather than from m, . . . , n−1, an
immediate simplification of the τ -function is given by,
τ (s, ~x, ~y) =
∑
1≤j1<···<js−m≤n−m
1≤k1<···<ks−m≤n−m
A{j′}{k′}det [ζji−q(~x)]
s−m
i,q=1 det [ζki−q(−~y)]s−mi,q=1
where,
A{j′}{k′} = det [aji+m−1,kl+m−1]
s−m
i,l=1
Massaging this expression further, we begin by making the following change in
indices,
ji1 → λi1 + i1, ki2 → µi2 + i2 , {i1, i2} ∈ {1, . . . , s−m}
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which transforms the τ -function to the form,∑
0≤λ1≤···≤λs−m≤n−s
0≤µ1≤···≤µs−m≤n−s
A{λ}{µ}det [ζλi+i−q(~x)]
s−m
i,q=1 det [ζµi+i−q(−~y)]s−mi,q=1
where,
A{λ}{µ} = det [aλi+i+m−1,µl+l+m−1]
s−m
i,l=1
The following operations only apply to the two ζ determinants. Reversing the
ordering of the rows for both matrices,∑
0≤λ1≤···≤λs−m≤n−s
0≤µ1≤···≤µs−m≤n−s
A{λ}{µ}det
[
ζλi+(s−m+1)−j−i(~x)
]1
i,j=s−m
×det [ζµi+(s−m+1)−j−i(−~y)]1i,j=s−m
and reversing the ordering of the columns,∑
0≤λ1≤···≤λs−m≤n−s
0≤µ1≤···≤µs−m≤n−s
A{λ}{µ}det
[
ζλs−m+1−i+j−i(~x)
]s−m
i,j=1
det
[
ζµs−m+1−i+j−i(−~y)
]s−m
i,j=1
finally, reversing the order of labelling for λi/µj ,
λi → λs−m+1−i , µj → µs−m+1−j
we obtain,
τ (s, ~x, ~y) =
∑
0≤λs−m≤···≤λ1≤n−s
0≤µs−m≤···≤µ1≤n−s
A{λ}{µ}det [ζλi+j−i(~x)]
s−m
i,j=1 det [ζµi+j−i(−~y)]s−mi,j=1
=
∑
{λ}{µ}⊆(n−s)(s−m)
A{λ}{µ}χ{λ}(~x)χ{µ}(−~y)
(1.55)
where {λ} and {µ} are partitions contained within the box of dimensions (n−
s)(s−m), and χ{λ}(~x) is the character polynomial given by,
χ{λ}(~x) = det [ζλi+j−i(~x)]
s−m
i,j=1 (1.56)
1.4.4 The restricted tau-function
Restricting the time variables. In the details above we have assumed
that all the times variables are algebraically independent of each other. It is
possible to make a restriction on the times variables so that they lose their inde-
pendence, but the τ -function becomes an element of the symmetric polynomial
ring, C{[u1, . . . , us−m]Ss−m , [v1, . . . , vs−m]Ss−m}. It is through this process that
we are able to match the τ -function of the hierarchy to expressions of extreme
interest in statistical mechanics, which is the main topic of the next two chapters.
Thus throughout the remainder of this thesis we shall use the following con-
vention,
• τ(~x, ~y) denotes that the time variables are algebraically independent, and
τ(~x, ~y) is an element of the (non symmetric) polynomial ring
C[x1, . . . , xn−m−1, y1, . . . , yn−m−1]. We shall refer to the τ -function in this
form as unrestricted.
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• τ(~u,~v) denotes that the time variables are not algebraically independent,
and τ(~u,~v) is an element of the (symmetric) polynomial ring
C{[u1, . . . , us−m]Ss−m , [v1, . . . , vs−m]Ss−m}. We shall refer to the τ -function
in this form as restricted.
Miwa transformations and Schur polynomials, creating the restricted
τ-function. Performing the following Miwa change of variables from Toda time
parameters to symmetric power sums6,
xk =
1
k
pk(u1, . . . , us−m) , − yk = 1
k
pk(v1, . . . , vs−m) , k ∈ {1, . . . , n−m− 1}
the one row character polynomials become complete homogeneous symmetric
polynomials7,
ζi(~x)→ hi(u1, . . . , us−m) , ζi(−~y)→ hi(v1, . . . , vs−m)
Hence the character polynomials in the τ -function expression become Schur
polynomials,
τ (s, ~u,~v) =
∑
0≤λs−m≤···≤λ1≤n−s
0≤µs−m≤···≤µ1≤n−s
A{λ}{µ}det [hλi+j−i(~u)]
s−m
i,j=1 det [hµi+j−i(~v)]
s−m
i,j=1
=
∑
{λ}{µ}⊆(n−s)(s−m)
A{λ}{µ}S{λ}(~u)S{µ}(~v)
A further simplification. Making the constant matrix A equal to the (n −
m)× (n−m) identity, we immediately obtain the simplified τ -function,
τ (s, ~x, ~y) =
∑
{λ}{µ}⊆(n−s)(s−m)
δ{λ}{µ}χ{λ}(~x)χ{µ}(−~y)
=
∑
{λ}⊆(n−s)(s−m)
χ{λ}(~x)χ{λ}(−~y)
τ (s, ~u,~v) =
∑
{λ}⊆(n−s)(s−m)
S{λ}(~u)S{λ}(~v)
The above expression shall be used extensively in the next chapter.
1.5 Generating additional symmetric polynomi-
als
As a small extension of the above results, we present a method of generating
additional τ -function expressions by introducing a simple scale transformation
of the time variables8.
6We define the symmetric power sums, pi(~u), and the complete homogeneous symmetric
polynomials, hi(~u), in section 1.6.
7Arguably the best method to see this equivalence is through the generating functions of
both polynomials. For the complete story see eq. 1.6 and 1.74.
8This section is similar to the work [62], except we consider a scale transformation of the
time variables as opposed to a translation.
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1.5.1 A scale transformation of the time variables
The scale transformations are introduced into the 2-Toda hierarchy by simply
multiplying each of the n−m− 1 time variables xk/yk, k ∈ {1, . . . , n−m− 1},
by a general function f
(x/y)
k (t),
xk → f (x)k (t)xk , yk → f (y)k (t)yk
We shall now explicitly show that under these transformations the hierarchy is
still well defined.
The wave-matrices. Given the constant matrix A = (ai,j)i,j=m,...,n−1 ∈
GL(n − m), where det [aij ]i,j=m...,s−1 6= 0,m < s ≤ n, the wave-matrices
W (∞)(~x, ~y; t) and W (0)(~x, ~y; t) are defined by the equation,
W (0)(~x, ~y; t) = W (∞)(~x, ~y; t)A (1.57)
where W (∞)(~x, ~y; t) and W (0)(~x, ~y; t) have the specific form,
W (∞)(~x, ~y; t) = Wˆ (∞)(~x, ~y; t) exp
[
n−m−1∑
k=1
f
(x)
k (t)xkΛ
k
[m,n)
]
W (0)(~x, ~y; t) = Wˆ (0)(~x, ~y; t) exp
[
n−m−1∑
k=1
f
(y)
k (t)yk(Λ
T
[m,n))
k
]
where Wˆ (∞/0)(~x, ~y; t) are lower/upper diagonal respectively, and the diagonal
entries of hatted wave-matrices are given by eq. 1.13.
Using the results from propositions 1 and 2, the remaining entries of the hatted
wave-matrices, and their inverses, are given by eq. 1.16 and 1.19, with the only
difference being aij(~x, ~y)→ aij(~x, ~y; t) where,
(aij(~x, ~y; t))
n−1
i,j=m = exp
[
n−m−1∑
k=1
f
(x)
k (t)xkΛ
k
[m,n−1]
]
A
× exp
[
−
n−m−1∑
k=1
f
(y)
k (t)yk(Λ
T
[m,n−1])
k
]
The corresponding linear problem. The various matrix equations (linear,
Lax, Zakharov-Shabat) that define this hierarchy are mostly the same except
for the inclusion of various factors of f
(x)
k (t) and f
(y)
k (t).
If we consider the matrices,
L = W (∞)(~x, ~y; t)Λ[m,n−1]
(
W (∞)(~x, ~y; t)
)−1
, Bj =
{
Lj
}
+
M = W (0)(~x, ~y; t)ΛT[m,n−1]
(
W (0)(~x, ~y; t)
)−1
, Cj =
{
M j
}
−
then using the workings/results from lemma 1 we have the following lineariza-
tion,
∂xjWˆ
(∞)(~x, ~y; t) = f (x)j (t)
{
BjWˆ
(∞)(~x, ~y; t)− Wˆ (∞)(~x, ~y; t)Λj[m,n−1]
}
∂yjWˆ
(0)(~x, ~y; t) = f
(y)
j (t)
{
CjWˆ
(0)(~x, ~y; t)− Wˆ (0)(~x, ~y; t)
(
ΛT[m,n−1]
)j}
∂xjWˆ
(0)(~x, ~y; t) = f
(x)
j (t)BjWˆ
(0)(~x, ~y; t)
∂yjWˆ
(∞)(~x, ~y; t) = f (y)j (t)CjWˆ
(∞)(~x, ~y; t)
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Lax type system,
∂xjL = f
(x)
j (t) [Bj , L] , ∂xjM = f
(x)
j (t) [Bj ,M ]
∂yjL = f
(y)
j (t) [Cj , L] , ∂yjM = f
(y)
j (t) [Cj ,M ]
and Zakharov-Shabat type system,
f
(x)
j (t)∂xkBj − f (x)k (t)∂xjBk + f (x)j (t)f (x)k (t) [Bj , Bk] = 0
f
(y)
j (t)∂ykCj − f (y)k (t)∂yjCk + f (y)j (t)f (y)k (t) [Cj , Ck] = 0
f
(x)
j (t)∂ykBj − f (y)k (t)∂xjCk + f (x)j (t)f (y)k (t) [Bj , Ck] = 0
τ-function of the hierarchy.
Proposition 5. For the function,
τ(s, ~x, ~y; t) = det [aij(~x, ~y; t)]
s−1
i,j=m (1.58)
the following 4 relations hold,
wˆ
(∞)
k (s, ~x, ~y; t) =
ζk
(
−∂˜f(x)~x
)
τ(s, ~x, ~y; t)
τ(s, ~x, ~y; t)
, non zero for k ∈ {0, . . . , s−m}
wˆ
(0)
k (s, ~x, ~y) =
ζk
(
−∂˜f(y)~y
)
τ(s+ 1, ~x, ~y; t)
τ(s, ~x, ~y; t)
, non zero for k ∈ {0, . . . , n− s− 1}
wˆ
∗(∞)
k (s, ~x, ~y) =
ζk
(
∂˜f
(x)
~x
)
τ(s+ 1, ~x, ~y; t)
τ(s+ 1, ~x, ~y; t)
, non zero for k ∈ {0, . . . , n− s− 1}
wˆ
∗(0)
k (s, ~x, ~y) =
ζk
(
∂˜f
(y)
~y
)
τ(s, ~x, ~y; t)
τ(s+ 1, ~x, ~y; t)
, non zero for k ∈ {0, . . . , s−m}
(1.59)
where,
∂˜f
(x)
~x =
(
1
f
(x)
1 (t)
∂x1 ,
1
2f
(x)
2 (t)
∂x2 ,
1
3f
(x)
3 (t)
∂x3 , . . .
)
∂˜f
(y)
~y =
(
1
f
(y)
1 (t)
∂y1 ,
1
2f
(y)
2 (t)
∂y2 ,
1
3f
(y)
3 (t)
∂y3 , . . .
)
Proof. As in lemma 1, if the above four equations are true then we have
the following,
s−m∑
k=0
λkwˆ
(∞)
k (s, ~x, ~y; t) =
τ(s, ~x− ~f(x)(λ), ~y; t)
τ(s, ~x, ~y; t)
n−s−1∑
k=0
λkwˆ
(0)
k (s, ~x, ~y; t) =
τ(s+ 1, ~x, ~y − ~f(y)(λ); t)
τ(s, ~x, ~y; t)
n−s−1∑
k=0
λkwˆ
∗(∞)
k (s, ~x, ~y; t) =
τ(s+ 1, ~x+ ~f
(x)
(λ), ~y; t)
τ(s+ 1, ~x, ~y; t)
s−m∑
k=0
λkwˆ
∗(0)
k (s, ~x, ~y; t) =
τ(s, ~x, ~y + ~f
(y)
(λ); t)
τ(s+ 1, ~x, ~y; t)
(1.60)
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where,
~f
(x/y)
(λ) =
(
λ
f
(x/y)
1 (t)
,
λ2
2f
(x/y)
2 (t)
,
λ3
3f
(x/y)
3 (t)
, . . .
)
By using the methods in lemma 1 we obtain,
τ(s, ~x∓ ~f(x)(λ), ~y; t) = det [(1− λΛ[m,n))±1A(~x, ~y; t)]s−1i,j=m
τ(s, ~x, ~y ∓ ~f(y)(λ); t) = det
[
A(~x, ~y; t)(1− λΛT[m,n))∓1
]s−1
i,j=m
which upon expanding in terms of λ we obtain the required result. 
Bilinear relation of the hierarchy. Using the the results of lemma 3, the
function τ(s, ~x, ~y; t) defined in eq. 1.58 satisfies the following bilinear relation-
ship, ∮
dλ
2pii
λs−s
′
exp
{
n−m−1∑
l=1
f
(x)
l (t)(xl − x′l)λl
}
τ
(
s, ~x− ~f(x) ( 1
λ
)
, ~y
)
τ (s, ~x, ~y; t)
×
τ
(
s′, ~x′ + ~f
(x) ( 1
λ
)
, ~y′; t
)
τ (s′, ~x′, ~y′; t)
=
∮
dλ
2pii
λs
′−s−2 exp
{
n−m−1∑
l=1
f
(y)
l (t)(yl − y′l)λl
}
τ
(
s+ 1, ~x, ~y − ~f(y) ( 1
λ
)
; t
)
τ(s, ~x, ~y; t)
×
τ
(
s′ − 1, ~x′, ~y′ + ~f(y) ( 1
λ
)
; t
)
τ (s′, ~x′, ~y′; t)
(1.61)
for general s, s′, ~x, ~x′, ~y, ~y′, t.
Polynomial form of the τ-function. Expanding the exponentials,
exp
{
n−m−1∑
l=1
f
(x)
l (t)xlΛ
l
[m,n)
}
=
n−m−1∑
j=0
ζj
(
f
(x)
1 (t)x1, f
(x)
2 (t)x2, . . .
)
Λj[m,n)
=
n−m−1∑
j=0
ζj
({
f (x)(t)x
})
Λj[m,n)
=
[
ζj−i
({
f (x)(t)x
})]n−1
i,j=m
exp
{
−
n−m−1∑
l=1
f
(y)
l (t)yl
(
ΛT[m,n)
)l}
=
n−m−1∑
j=0
ζj
({
−f (y)(t)y
})(
ΛT[m,n)
)j
=
[
ζi−j
({
−f (y)(t)y
})]n−1
i,j=m
we obtain the following expression for the τ -function,
τ (s, ~x, ~y; t) =
∑
{λ}{µ}⊆(n−s)(s−m)
A{λ}{µ}χ{λ}
({
f (x)(t)x
})
χ{µ}
({
−f (y)(t)y
})
(1.62)
where,
A{λ}{µ} = det
[
aλs−m+1−i+i+m−1,µs−m+1−l+l+m−1
]s−m
i,l=1
χ{λ}
({
f (x)(t)x
})
= det
[
ζλi+j−i
(
f
(x)
1 (t)x1, f
(x)
2 (t)x2, . . .
)]s−m
i,j=1
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Additionally, setting the constant matrix A equal to the (n − m) × (n − m)
identity, we immediately obtain the simplified τ -function,
τ (s, ~x, ~y; t) =
∑
{λ}⊆(n−s)(s−m)
χ{λ}
({
f (x)(t)x
})
χ{λ}
({
−f (y)(t)y
})
(1.63)
1.5.2 Symmetric polynomials with an additional parame-
ter as (restricted) tau-functions of the hierarchy
We now present some specific examples of the functions f
(x)
j (t) and f
(y)
j (t)
which generate some interesting forms for the restricted τ -function. For the
examples below, we shall perform the usual Miwa transformations,
xk → 1
k
pk(u1, . . . , us−m) , − yk → 1
k
pk(v1, . . . , vs−m)
and work in the ring of symmetric functions
C{[u1, . . . , us−m; t]Ss−m , [v1, . . . , vs−m; t]Ss−m}.
Specifying the scaling factors. For this section we consider the specific
values of f
(x/y)
j (t),
f
(x)
j (t) = 1− tj , f (y)j (t) = 1
and obtain the following form for the restricted τ -function,
τs =
∑
{λ}⊆(n−s)(s−m)
χ{λ}
(
(1− t)p1(~u), 1− t
2
2
p2(~u), . . .
)
S{λ} (~v) (1.64)
The function, χ{λ}
({
1−tk
k pk(~u)
})
, has a nice form given in terms of the t-
deformed complete symmetric functions9, which are labeled qj(~u; t). Hence the
restricted τ -function obtains the form,
τs =
∑
{λ}⊆(n−s)(s−m)
S{λ} (u1, . . . , us−m; t)S{λ} (v1, . . . , vs−m)
where the function S{λ} (~u; t) is given as the t-deformed equivalent of the Schur
polynomial,
S{λ} (u1, . . . , uN ; t) = det [qλi+j−i(~u; t)]
N
i,j=1
Hall-Littlewood polynomials in the n → ∞ limit. We now consider the
limit n→∞, (the infinite lattice with a free end), to obtain,
τ (s, ~u,~v; t) =
∑
{λ}⊆(∞)(s−m)
S{λ} (u1, . . . , us−m; t)S{λ} (v1, . . . , vs−m)
=
s−m∏
i,j=1
1− tuivj
1− uivj
=
∑
{λ}⊆(∞)(s−m)
P{λ} (u1, . . . , us−m; t)Q{λ} (v1, . . . , vs−m; t)
(1.65)
where P{λ} (~u; t) (Q{λ} (~u; t)) is the celebrated Hall-Littlewood polynomial
and the second line in the above expression can be found in eq. 3.4.7 of [6].
9These symmetric functions officially have no name, at least none offered in [6]. For
additional details on symmetric polynomials refer to section 1.6.
1.6. SYMMETRIC POLYNOMIALS 33
1.6 Symmetric polynomials
This section acts as a reference/appendix for the remainder of the thesis,
as many results of the remaining chapters assume intimate knowledge of the
definitions/results presented in this section10.
We begin by stating some very general definitions about polynomials.
Commutative ring. A commutative ring 〈R,+, .〉 is a set R with the 2 binary
operations addition (+) and multiplication (.) defined on R, such that 〈R,+〉
forms a commutative group.
Polynomial ring. The set of all polynomials in {u1, . . . , un} with coefficients
in a field k (for the remainder of this thesis all fields are C to avoid confusion)
is denoted by C[u1, . . . , un]. C[u1, . . . , un] forms a commutative ring, which we
call a polynomial ring. A subset of this ring is the symmetric polynomial ring
which consists of all the polynomials which stay invariant under the action of
the symmetric group Sn permuting the variables {u1, . . . , un}. We label this
ring as C[u1, . . . , un]Sn .
Algebraic independence. Given a finite set of polynomials, F =
{f1(~u), . . . , fN (~u)}, in a finite set of variables, {u1, . . . , uM}, and every non zero
polynomial, Ω(f1(~u), . . . , fN (~u)), constructed entirely from elements of the fi-
nite set of polynomials F with coefficients in C, the set F is called algebraically
independent if we have:
Ω(f1(~u), . . . , fN (~u)) 6= 0
for general polynomial Ω.
We now concern ourselves with the specific symmetric polynomials that are
used within this thesis.
Symmetric power sums, pr(u˜). Where,
pr(u1, . . . , uN ) =
N∑
i=1
αri , 1 ≤ r <∞ (1.66)
and whose generating function, P (z; ~u), is given by,
P (z; ~u) =
N∑
k=1
uk
1− ukz =
∞∑
j=0
pj+1(~u)z
j (1.67)
Elementary symmetric polynomials, er(u˜). Where,
er(u1, . . . , uN ) =
∑
1≤j1<···<jr≤N
uj1 . . . ujr , 0 ≤ r ≤ N (1.68)
and whose generating function E(z; ~u) is given by,
E(z; ~u) =
N∏
k=1
(1 + ukz) =
N∑
j=0
ej(~u)z
j = exp
{
−
∞∑
k=1
(−z)k
k
pk(~u)
}
(1.69)
10The results of this section can be found in chapters I and III of [6].
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Complete homogeneous symmetric polynomials, hr(u˜). Where,
hr(u1, . . . , uN ) =
∑
1≤j1≤···≤jr≤N
uj1 . . . ujr , 0 ≤ r <∞ (1.70)
and whose generating function H(z; ~u) is given by,
H(z; ~u) =
N∏
k=1
1
1− ukz =
∞∑
j=0
hj(~u)z
j = exp
{ ∞∑
k=1
zk
k
pk(~u)
}
(1.71)
Miwa’s change of variables and one row character polynomials. Per-
forming the following change of variables on the power sums,
xk → 1
k
N∑
l=1
ukl , k = {1, 2, . . . }
the generating function of the complete symmetric polynomials becomes that
of the one row character polynomials,
exp
{ ∞∑
k=1
zk
k
pk(~u)
}
→ exp
{ ∞∑
k=1
zkxk
}
Thus,
hr(~u)→ ζr(~x)
Newton’s identities and implications. It is well known11 that when there
are only finitely many variables, ~u = {u1, . . . , uN}, the elementary symmet-
ric polynomials, {e1(~u), . . . , eN (~u)}, are algebraically independent, and form a
complete basis for the ring of symmetric polynomials C[u1, . . . , uN ]SN .
If we consider again the generating function of the symmetric power sums and
express it as a log derivative,
P (−z; ~u) =
N∑
k=1
d
dz
log (1 + ukz) =
d
dz
log
N∏
k=1
(1 + ukz)
we obtain a relationship between the generating functions of the symmetric
power sums and the elementary symmetric polynomials (a similar relationship
also exists between the symmetric power sums and the completely homogeneous
symmetric polynomials),
P (−z; ~u) = d
dz
log
(
N∏
k=1
(1 + ukz)
)
=
d
dz
log (E(z; ~u))
⇒ d
dz
E(z; ~u) = P (−z; ~u)E(z; ~u)
Collecting powers of z, we obtain N relationships between symmetric power
sums and the elementary symmetric polynomials called Newton’s identities,
rer(~u) =
r−1∑
k=0
(−1)r−1−kpr−k(~u)ek(~u) , 1 ≤ r ≤ N
11Section I.2 of [6].
1.6. SYMMETRIC POLYNOMIALS 35
From the above formula it is clear that pr ∈ C[e1, . . . , er] and er ∈ C[p1, . . . , pr].
We give the first few examples of both,
p1 = e1 e1 = p1
p2 = e
2
1 − 2e2 e2 = 12
(
p21 − p2
)
p3 = e
3
1 − 3e1e2 + 3e3 e3 = 16
(
p31 − 3p1p2 + 2p3
)
Thus,
C[e1, . . . , eN ] = C[p1, . . . , pN ]
meaning that the power sum symmetric polynomials, {p1, . . . , pN}, are alge-
braically independent and form a complete basis for the ring of symmetric
polynomials C[u1, . . . , uN ]SN . A similar such argument will also show that
{h1, . . . , hN} are algebraically independent and form a complete basis for the
ring of symmetric polynomials C[u1, . . . , uN ]SN . This leads us to the fundamen-
tal theorem of symmetric functions.
Theorem 1. The fundamental theorem of symmetric polynomials. As-
sume there exist two polynomial rings C[u1, . . . , uN ]SN and C[x1, . . . , xN ], both
rings containing necessarily the same number of finite variables. Then there
exists an isomorphism between the two polynomial rings, C[u1, . . . , uN ]SN ∼=
C[x1, . . . , xN ], with the isomorphism sending xj → ej(u1, . . . , uN ), j ∈
{1, . . . , N}, and vice versa. By the results of Newton’s identities, we can also
map xj → pj(u1, . . . , uN ) or xj → hj(u1, . . . , uN ), j ∈ {1, . . . , N}, and the
isomorphism still holds.
Schur polynomials, S{λ}(~u). For a general partition, {λ}, the Schur polyno-
mial, S{λ}(u1, . . . , uN ), is given by the following combinatorial definition,
S{λ}(u1, . . . , uN ) =
∑
T
{λ}
+
ut11 . . . u
tN
N =
∑
T
{λ}
−
ut11 . . . u
tN
N (1.72)
where T
{λ}
± denotes summation over all ascending or descending semi-standard
Young tableaux of shape {λ} respectively. Alternative determinant definitions
(which are far more useful for computations) are given by,
S{λ} (u1, . . . , uN ) =
det
[
uN−i+λij
]N
i,j=1∏
1≤i<j≤N (ui − uj)
= det [hλi+j−i(u1, . . . , uN )]
N
i,j=1
= det
[
e
λ
′
i+j−i
(u1, . . . , uN )
]N
i,j=1
(1.73)
where the the partition {λ′} is the conjugate of the partition {λ}. It is a well
known fact that Schur polynomials of N variables provide a complete basis for
C[u1, . . . , uN ]SN .
Character polynomials. From definition 1.73, it is elementary to see that
under the Miwa change of variables the Schur polynomial becomes the charac-
ter polynomial,
det [hλi+j−i(u1, . . . , uN )]
N
i,j=1 → det [ζλi+j−i(~x)]Ni,j=1
= χ{λ}(~x)
(1.74)
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Pieri’s formula. Given the partition {λ}, we have the following formula,
hr(~u)S{λ}(~u) =
∑
{µ}⊇{λ}
{µ−λ}∈Hr
S{µ}(~u) (1.75)
where {µ − λ} is a skew diagram and Hr is the set of all horizontal strips of
length r.
t-deformed symmetric polynomials. Let us now add an additional pa-
rameter, t ∈ C, to the usual ring of symmetric polynomials, C[u1, . . . , uN ]SN .
Notice that t is not on the same footing as {u1, . . . , uN}. We label this ring as,
C[u1, . . . , uN ; t]SN
The necessary definitions for the symmetric polynomials with an extra param-
eter are given below.
t-deformed complete symmetric polynomials, q(u˜; t). Where,
q0(u1, . . . , uN ; t) = 1
qr(u1, . . . , uN ; t) =
N∑
i=1
uri
∏
1≤j<k≤N
uj − tuk
uj − uk , 1 ≤ r <∞
and whose generating function, Q(z; ~u; t) = H(z;~u)H(tz;~u) , is given by,
Q(z;u1, . . . , uN ; t) =
∞∑
j=0
zjqj(~u; t) = exp
{ ∞∑
k=1
zk
1− tk
k
pk(~u)
}
=
∞∑
j=0
zjζj
(
(1− t)p1(~u), 1− t
2
2
p2(~u), . . .
) (1.76)
t-deformed Schur polynomials, S{λ}(u˜; t). Given the partition {λ}, we have
the t-deformed equivalent of the Schur polynomial,
S{λ} (u1, . . . , uN ; t) = det [qλi+j−i(~u; t)]
N
i,j=1 (1.77)
Hall-Littlewood polynomials, P{λ} (u˜; t). Given the partition {λ}, the Hall-
Littlewood polynomials are defined as,
P{λ} (~u; t) =
1
v{λ}(t)
∑
σ∈SN
uλ1σ1 . . . u
λN
σN
∏
1≤i<j≤N
uσi − tuσj
uσi − uσj
=
1
b{λ}(t)
Q{λ} (~u; t)
(1.78)
where,
v{λ}(t) =
∏
j≥0
mj∏
k=1
1− tk
1− t
b{λ}(t) = v{λ}(t)
∏
j≥0
mj∏
k=1
(1− t)mj
for mi the number of λj equal to i, i ≥ 0.
Chapter 2
Applications of the 2-Toda
hierarchy
In this chapter we explore the correspondence between the classical 2-Toda
hierarchy and the quantum phase model. Sections 2.1.1-2.1.5 form a detailed
introduction to the model, the algebraic methods used to construct the scalar
product and some additional necessary combinatorial aspects of the model. In
section 2.1.6 we detail the aforementioned classical-quantum correspondence and
explore some technical details regarding the implications of considering a family
of τ -functions with a family of scalar products. In section 2.2 we consider the
physical interpretation of the Toda wave-functions with respect to the phase
model and reveal a novel method of analyzing certain classes of correlation
functions for the model. Section 2.3 is an observation of the correspondence
between the 2-Toda hierarchy and the scalar product of the Hall-Littlewood
vertex operators.
2.1 The phase model
2.1.1 The q-boson algebra
In the following we use the notation/results found in [7, 8, 63,64].
Operators, commutation relations and Fock space. The introduction
of the phase model customarily begins with the q-boson algebra, which is de-
fined by three independent operators B, B† and N that satisfy the following
commutation relations,
[B,B†] = q2N , [N,B] = −B , [N,B†] = B†
where q ∈ C. The one dimensional Fock space, F, of the q-boson algebra is
formed from the state |n〉, where the label n ∈ Z+ ∪{0} is called an occupation
number. The action of B† and B on elements of the Fock space are given by,
B†|n〉 = [(n+ 1)q] 12 |n+ 1〉 , B|n〉 = [nq] 12 |n− 1〉
where,
[nq]
1
2 =
1− q2n
1− q2
The action of operator, N , on the Fock space is,
N |n〉 = n|n〉
The q→ 0 limit. The phase model is constructed from the q → 0 limit of the
q-boson algebra. In this limit, B and B† are labeled φ and φ† respectively, with
N remaining unchanged. The equivalent commutation relations become,
[φ, φ†] = pi , [N,φ] = −φ , [N,φ†] = φ†
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where pi = |0〉〈0| is the vacuum projector. The Fock states |n〉 can be constructed
from the vacuum state |0〉, or any such state |m〉, with repeated operation by
the φ† operator, (
φ†
)n−m
|m〉 = |n〉 for m < n
The action of the φ operator on the vacuum state annihilates it,
φ|0〉 = 0
Note that there is no highest state vector in the Fock space. It is simple to
verify that φ and φ† can be constructed entirely in terms of Fock states,
φ =
∞∑
n=0
|n〉〈n+ 1| , φ† =
∞∑
n=0
|n+ 1〉〈n|
M+1 dimensions. We extend this bosonic algebra and consider the tensor
product,
F = F0 ⊗ F1 ⊗ · · · ⊗ FM
which consists of M + 1 copies of the one dimensional Fock space. With this
extended Fock space we associate 3(M + 1) independent operators, φj , φ
†
j and
Nj , 0 ≤ j ≤M , where each operator of index j acts on its respective space,
φj = I0 ⊗ I1 ⊗ . . . Ij−1 ⊗ φ⊗ Ij+1 ⊗ · · · ⊗ IM
and similarly for φ†j and Nj , where Ij is the identity operator in Fj . The
corresponding commutation relations are given by,
[φj , φ
†
k] = pijδjk , [Nj , φk] = −φjδjk , [Nj , φ†k] = φ†jδjk (2.1)
Each operator φj , φ
†
j and Nj of index j acts on the corresponding indexed Fock
vectors,
(φj)
mj−nj |mj〉j = |nj〉j for 0 ≤ nj < mj(
φ†j
)nj−mj |mj〉j = |nj〉j for nj > mj ≥ 0
Nj |mj〉j = mj |mj〉j
(2.2)
where the operator φj annihilates the vacuum state |0〉j . The state vectors,
|np〉j , and the corresponding conjugate vectors, 〈nr|k, are orthonormal,
〈nr|np〉k,j = δprδjk (2.3)
We consider the total state vector |n〉 being made up of the tensor product of
the M + 1 indexed Fock vectors,
|n〉 =
M⊗
j=0
|nj〉j =
M∏
k=0
(
φ†k
)nk M⊗
j=0
|0〉j where
M∑
j=0
nj = n (2.4)
The sum,
∑M
j=0 nj = n, can be expressed in p(n,M + 1) different ways, where
p(n,M + 1) is the number of possible partitions of a natural number n, with
the provision that the length of the partition is never greater than M + 1.
For n ≤ M + 1, the p(n,M + 1) can simply be expressed as p(n), where the
length of the partition is unrestricted. p(n) can be calculated by the MacMahon
generating function [65],
∞∏
j=1
(
1
1− qj
)
=
∞∑
n=0
p(n)qn
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2.1.2 Algebraic Bethe ansatz
We define the phase model through the following L-operator matrix,
Lj(u) ≡
(
aˆj(u) bˆj(u)
cˆj(u) dˆj(u)
)
=
(
1
u
φ†j
φj u
)
(2.5)
where u ∈ C. Naturally associated with Lj(u) is the 4 × 4 matrix R(v, w),
v, w ∈ C, given by,
R(u, v) =

f(u, v) 0 0 0
0 g(u, v) 1 0
0 0 g(u, v) 0
0 0 0 f(u, v)
 (2.6)
where f(u, v) = u
2
u2−v2 and g(u, v) =
uv
u2−v2 .
Intertwining relation and Yang-Baxter equation. L and R satisfy the
following intertwining relation,
R(u, v)[Lj(u)⊗ Lj(v)] = [Lj(v)⊗ Lj(u)]R(u, v) (2.7)
where ⊗ is the usual tensor product of matrices. The R-matrix satisfies the
Yang-Baxter equation given by,
{I ⊗R(u, v)}{R(u,w)⊗ I}{I ⊗R(v, w)}
= {R(v, w)⊗ I}{I ⊗R(u,w)}{R(u, v)⊗ I} (2.8)
where I is the 2× 2 identity matrix.
The monodromy matrix. The monodromy matrix, T (u), for the phase model
is introduced as the ordered product of all (M + 1) L-matrices,
T (u) = LM (u)LM−1(u) . . . L0(u) =
(
A(u) B(u)
C(u) D(u)
)
(2.9)
As an example, for M = 2 we have,
T (u) =
(
1
u3
+ 1
u
φ†1φ0 +
1
u
φ†2φ1 + uφ
†
2φ0
1
u2
φ†0 + φ
†
1 + φ
†
2φ1φ
†
0 + u
2φ†2
1
u2
φ2 + φ1 + φ2φ
†
1φ0 + u
2φ0
1
u
φ2φ
†
0 + uφ2φ
†
1 + uφ1φ
†
0 + u
3
)
(2.10)
Using induction on the intertwining relation (eq. 2.7) the monodromy matrix
and the R-matrix satisfy an equivalent intertwining relationship,
R(u, v)[T (u)⊗ T (v)] = [T (v)⊗ T (u)]R(u, v) (2.11)
which generate sixteen non trivial algebraic relationships. A selection of these
expressions include,
C(u)B(v) = g(u, v){A(u)D(v)−A(v)D(u)}
C(u)A(v) = f(v, u)A(v)C(u) + g(u, v)A(u)C(v)
D(u)B(v) = f(v, u)B(v)D(u) + g(u, v)B(u)D(v)
[B(u), B(v)] = [C(u), C(v)] = 0
Creation and annihilation operators. In order to view B(u) and C(u) as
creation and annihilation operators of the phase model respectively, we apply
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the appropriate commutation relations to the expression,
exp{ηNj}Lj(u) exp
{
1
2ησz
}
, η ∈ C, to receive the following useful identity,
exp{ηNj}Lj(u) exp
{
1
2
ησz
}
=
(
1
u
exp
{
η
(
Nj +
1
2
)}
exp
{
η
(
Nj − 12
)}
φ†j
exp
{
η
(
Nj +
1
2
)}
φj u exp
{
η
(
Nj − 12
)} )
=
(
1
u
exp
{
η
(
Nj +
1
2
)}
φ†j exp
{
η
(
Nj +
1
2
)}
φj exp
{
η
(
Nj − 12
)}
u exp
{
η
(
Nj − 12
)} )
⇒ exp{ηNj}Lj(u) exp
{
1
2
ησz
}
= exp
{
1
2
ησz
}
Lj(u) exp{ηNj}
(2.12)
We can extend the following identity to include all the (M + 1) vector states.
Considering the expression, exp{ηNˆ}T (u) exp{ 12ησz}, where Nˆ = ∑Mj=0Nj ,
which measures the total occupation number of the state. Applying eq. 2.12 for
individual vector states, we receive a more general identity for all vector states,
exp{ηNM}LM (u) . . . exp{ηN0}L0(u) exp
{
1
2
ησz
}
= exp{ηNM}LM (u) . . . exp{ηN1}L1(u) exp
{
1
2
ησz
}
L0(u) exp{ηN0}
= exp{ηNM}LM (u) . . . exp{ηN2}L2(u) exp
{
1
2
ησz
}
L1(u) exp{ηN1}L0(u) exp{ηN0}
the process shown above continues until the exp
{
1
2ησz
}
term moves to the far
left of the expression, and thus we receive the identity,
exp{ηNˆ}T (u) exp
{
1
2
ησz
}
= exp
{
1
2
ησz
}
T (u) exp{ηNˆ}
If we concentrate on the B(u) (top right hand corner) entry of this identity,
exp
{
η
(
Nˆ − 1
2
)}
B(u) = B(u) exp
{
η
(
Nˆ +
1
2
)}
taking the limit, η → 0, we obtain,
NˆB(u) = B(u)
{
Nˆ + 1
}
(2.13)
Performing a similar operation on the C(u) (bottom left hand corner) entry of
the matrix identity we obtain,
NˆC(u) = C(u)
{
Nˆ − 1
}
(2.14)
Thus the operator B(u) is a creation operator of the phase model, where one
application on a state vector increases the total occupation number by one,
while C(u) is the opposing annihilation operator of the phase model, where one
application to a state vector decreases the total occupation number by one. We
note that C(u) annihilates the total vacuum operator,
C(u)|0〉 = C(u)
M⊗
j=0
|0〉j = 0
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Equivalently, the roles of B(u) and C(u) are reversed when applied to the con-
jugated vacuum vectors, where B(u) now acts as the annihilation operator and
annihilates the conjugate vacuum,
〈0|B(u) =
M⊗
j=0
〈0|jB(u) = 0
We also notice that the operators A(u) and D(u) have the following identities,
[A(u), Nˆ ] = [D(u), Nˆ ] = 0 (2.15)
thus, the vacuum vector is the eigenvector of operators A(u) and D(u),
A(u)|0〉 = aM (u)|0〉 , D(u)|0〉 = dM (u)|0〉 (2.16)
where aM (u) =
1
uM+1
and dM (u) = u
M+1.
N-particle state vector of the phase model. We construct the N -particle
vector of the phase model, |ΨM (u1, . . . , uN )〉, from the vacuum vector by the
following operation,
|ΨM (u1, . . . , uN )〉 = B(u1) . . . B(uN )|0〉
where the total occupation number of |ΨM (u1, . . . , uN )〉 is N ,
Nˆ |ΨM (u1, . . . , uN )〉 = N |ΨM (u1, . . . , uN )〉
The above expression implies that a suitable alternative form for the N -particle
vector is given by the following,
|ΨM (u1, . . . , uN )〉 =
∑
0≤n0,n1,...,nM≤N
n0+n1+···+nM=N
f{n0,...,nM}(~u)
M∏
k=0
(
φ†k
)nk M⊗
j=0
|0〉j (2.17)
Alternatively, a more formal statement is obtained by considering the decom-
position of the tensor product F = F0 ⊗ · · · ⊗ FM as,
F = F0 ⊕ F1 ⊕ · · · ⊕ FN ⊕ . . .
where Fl denotes the total Fock space whose number of particles is l. Therefore,
for general l we have the following statement,
∑
0≤n0,n1,...,nM≤l
n0+n1+···+nM=l
M∏
k=0
(
φ†k
)nk M⊗
j=0
|0〉j = Fl (2.18)
N-particle conjugate state vector of the phase model. Similarly, the
conjugate N -particle vector, 〈ΨM (v1, . . . , vN )|, has total occupation number N ,
〈ΨM (v1, . . . , vN )| = 〈0|C(vN ) . . . C(v1)
〈ΨM (v1, . . . , vN )|Nˆ = N〈ΨM (v1, . . . , vN )|
Again, the above expression concerning occupation numbers implies that a suit-
able alternative form for the conjugate N -particle vector is the following,
〈ΨM (v1, . . . , vN )| =
∑
0≤n0,n1,...,nM≤N
n0+n1+···+nM=N
g{n0,...,nM}(~v)
M⊗
j=0
〈0|j
M∏
k=0
(φk)
nk (2.19)
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where,
g{n0,...,nM}(v1, . . . , vN ) = f{n0,...,nM}(v
−1
1 , . . . , v
−1
N )
Analogously there exists a decomposition of the conjugate tensor product F∗ =
F∗0 ⊗ · · · ⊗ F∗M given by,
F∗ = (F∗)0 ⊕ (F∗)1 ⊕ · · · ⊕ (F∗)N ⊕ . . .
where (F∗)l denotes the total conjugate Fock space whose number of particles
is l. Therefore, for general l we have the corresponding conjugate Fock space
statement, ∑
0≤n0,n1,...,nM≤l
n0+n1+···+nM=l
M⊗
j=0
〈0|j
M∏
k=0
(φk)
nk = (F∗)l (2.20)
2.1.3 The scalar product
We now consider the scalar product of the phase model, S(N,M |~u,~v),
(F∗)N × FN → C
which is defined as the expectation value of the state vectors,
S(N,M |~u,~v) = 〈ΨM (v1, . . . , vN )|ΨM (u1, . . . , uN )〉
= 〈0|C(v1) . . . C(vN )B(u1) . . . B(uN )|0〉
(2.21)
It is possible to obtain a closed form expression for S(N,M |~u,~v) using the
algebraic expressions obtained when we considered the intertwining relation
between R and T . As an example, consider S(1,M |~u,~v),
= 〈0|C(v)B(u)|0〉
= g(v, u){〈0|A(v)D(u)|0〉 − 〈0|A(u)D(v)|0〉}
= g(v, u){aM (v)dM (u)− aM (u)dM (v)}
Building up from the N = 1 case, it is possible to obtain the expression for
general N given as,
S(N,M |~u,~v) =
 ∏
1≤j<k≤N
(
ujuk
u2j − u2k
)(
vjvk
v2j − v2k
) det [Hlm]Nl,m=1 (2.22)
where,
Hlm =
{(
um
vl
)M+N
−
(
vl
um
)M+N}{
1
um
vl
− vl
um
}
(2.23)
Expanding out the geometric series inside the determinant, we obtain the much
more useful expression (for the purposes of this work at least),
Hlm =
(
1
umvl
)M+N−1 ∑
p1,p2
p1+p2=M+N−1
u2p1m v
2p2
l
=
(
1
umvl
)M+N−1
hM+N−1(u
2
m, v
2
l )
(2.24)
where hj(u1, . . . , uN ) are the complete symmetric polynomials of order j and
set {u1, . . . , uN}.
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Enumeration of plane partitions. We now introduce a well known ap-
plication of the scalar product of the phase model, the enumeration of a certain
class of plane partitions [8].
A plane partition, pij,k, is an r × s array of non negative integers such that,
pij,k ≥ pij+1,k and pij,k ≥ pij,k+1
where the integers pii,j are referred to as the parts of the plane partition of
height pii,j , and the total sum of the integers, |pi|, is referred to as the volume,
|pi| =
r∑
i=1
s∑
j=1
pii,j
If we place a restriction on the maximum height of any integer within the plane
partition, pii,j ≤ t, the plane partition is said to be contained within a box of
side lengths r × s× t.
A typical example of a plane partition within a box of 3 × 3 × 4 is given by
the following1
pi′ =
 3 1 13 1 1
2 1 1
 (2.25)
Graphical representation. The graphical representation of a plane partition
in a r×s× t box is given by considering rhombus tilings of a (r, s, t) semiregular
hexagon. The plane partition, pi′, is represented by fig. 2.1, where each repre-
sentation is constructed entirely from three types of rhombi given in fig. 2.2.
Figure 2.1: Graphical representation of the plane partition pi′.
q-enumeration. If we group all plane partitions within a certain r × s × t
box with the same volume, pi, and give these partitions a weight q|pi|, then the
weighted sum of all the plane partitions within an r × s × t box is referred to
as q-enumeration. The integer coefficient of each q-weight, q|pi|, tells us how
1We shall use the following plane partition, pi′, as a running example in this section.
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Figure 2.2: The three types of rhombi used to construct plane partitions.
many plane partitions of volume |pi| exist in that particular r × s× t box. The
generating function for this enumeration is given by the following,
∑
plane
part.
q
|pi|
r×s×t =
r∏
i=1
s∏
j=1
1− qt+i+j−1
1− qi+j−1 (2.26)
If we now consider the determinant form of the scalar product of the phase
model, and substitute in the following values for u and v,
uj = q
j−1
2 , vj = q
− j
2
we receive,
S(N,M |{q}) = (−1)N(N−1)2
 ∏
1≤j<k≤N
(
q
j−k
2 − q− j−k2
)−2
× det
[
ω
l+m−1
2 − ω− l+m−12
q
l+m−1
2 − q− l+m−12
]N
l,m=1
where ω = qM+N .
Using the following identity [66],
det
[
ω
l+m−1
2 − ω− l+m−12
q
l+m−1
2 − q− l+m−12
]N
l,m=1
= (−1)N(N−1)2
 ∏
1≤j<k≤N
(
q
j−k
2 − q− j−k2
)2
×
N∏
l,m=1
ω
1
2 q
l−m
2 − ω− 12 q− l−m2
q
l+m−1
2 − q− l+m−12
we obtain the important result,
S(N,M |{q}) = q−N
2M
2
N∏
l,m=1
1− qM+l+m−1
1− ql+m−1 = q
−N2M
2
∑
plane
part.
q
|pi|
N×N×M (2.27)
2.1.4 Additional combinatorial aspects of the phase model
The next section will enable us to express the state vectors and the scalar prod-
uct as a weighted sum which counts various objects. This is essential for the
analysis presented in the next section.
2.1. THE PHASE MODEL 45
Figure 2.3: Graphical representation of the 4 matrix operators.
Graphical representation of the scalar product and column strict lat-
tice paths. It is possible to visualize matrix elements of the operator Lj(u) as
a vertex with the appropriately attached arrows.
To the matrix element, aˆj(u) =
1
u , we assign the representation a as above.
Similarly the matrix elements bˆj(u), cˆj(u) and dˆj(u) are represented by the ver-
tices corresponding to b, c and d respectively.
Elements of the monodromy matrix, B(u) and C(u), are then expressed as
the sum over all possible configurations of arrows with corresponding boundary
conditions on a one dimensional lattice containing M + 1 vertical sites. The
boundary conditions are as follows,
• For B(u) the top most arrow points north and the bottom most arrow
points south.
• For C(u) the top most arrow points south and the bottom most arrow
points north.
As a concrete example we give the graphical representation of B(u) and C(u)
for M = 2 (fig. 2.4) which were calculated earlier in this section (eq. 2.10),
B(u) =
1
u
1
u
φ†0 + φ
†
2φ1φ
†
0 +
1
u
φ†1u+ φ
†
2uu
C(u) = φ2
1
u
1
u
+ uφ1
1
u
+ φ2φ
†
1φ0 + uuφ0
In order to visualize the scalar product S(N,M |~u,~v), we now consider a two
Figure 2.4: Graphical sum of B(u) and C(u).
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Figure 2.5: Generic lattice path configuration of M = 4, N = 3, with both occupation
numbers and lattice paths given.
dimensional lattice of (M +1)×2N sites. The first N columns of the lattice are
associated with the operators C(vj) and the remaining N columns with B(uj).
Occupation number interpretation. Each horizontal edge of the lattice
is assigned an occupation number indicating the operator (a, b, c or d) that is
associated with the vertex immediately to the left of the horizontal edge. Ex-
plicitly, the b operator increases the occupation number of the horizontal edge
by one, the c operator decreases the occupation number by one and the a and
d operators leave the corresponding occupation number unchanged. Graphi-
cally, the scalar product is then the total sum of allowable configurations of the
(M + 1) × 2N lattice, with the appropriate boundary conditions, (the first N
top and bottom boundaries point inwards, the remaining N point outwards,
and the occupation numbers on the left and right boundaries are zero), taken
into consideration.
Lattice path interpretation. More interestingly, these configurations can be
represented as N non crossing column strict lattice paths on the (M + 1)× 2N
lattice. The scalar product is then the allowable configurations of paths begin-
ning from the bottom most first N horizontal edges labelled, (−N, 0), (−N +
1, 0), . . . , (−1, 0), and ending at the top most remaining N horizontal edges la-
belled, (1,M), (2,M), . . . , (N,M). Generally, the jth path begins at position
(−N + j − 1, 0) and ends its journey at position (j,N).
The direction of the paths is determined by the orientation of the arrows, with
paths following the vertical direction of the arrows whilst obeying the rule that
paths cannot cross and only one path may exist on each vertical lattice edge.
It is also true that the number of paths sharing a particular horizontal edge is
equal to the occupation number associated with that horizontal edge. Obvi-
ously, the length of each path is N +M units.
Reading the occupation number of the state vector. It is important
to note that although each column of vertical edges may contain a different set
of occupation numbers, the designated occupation number sequence for the par-
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ticular configuration being described is given by the middle occupation number
sequence, between column −1 and 1. Hence, for every set of occupation num-
bers there is generally more than one lattice path configuration.
As an example, consider a typical lattice path configuration of M = 4 and
N = 3 shown in fig. 2.5. We notice that for the above configuration the occu-
pation number sequence is explicitly,
{n0, n1, n2, n3, n4} = {0, 2, 0, 1, 0}
Correspondence between lattice path configurations of the scalar prod-
uct and plane partitions. The jth path of the lattice configuration can be
thought of as the jth column of the array pi. Consider the array, pi′, given as an
example earlier in this section. This array, and the lattice path configuration
shown in fig. 2.5 are in correspondence with each other.
The bottom left entry, pi′3,1 = 2, corresponds to the first horizontal section
of the first path on the second row, and the remaining entries of the column,
(pi′2,1 = 3, pi
′
1,1 = 3), correspond to the remaining horizontal sections of the first
path, on the third row.
There obviously exists a similar correspondence between the second and third
lattice paths, and the second and third columns of the array pi′ respectively.
Therefore, enumerating non crossing column strict lattice paths for a particular
occupation number sequence is equivalent to placing that particular occupation
number sequence on the diagonal entries of an array and then enumerating all
the allowable plane partitions.
Partition representation of the occupation numbers. The occupation
number sequence, {n0, . . . , nM}, is generally not a partition because it may not,
in all generality, contain a sequence of non-negative integers with weakly de-
creasing order (as the example above shows). Nevertheless, there exists a one to
one correspondence between the occupation number sequence {n0, . . . , nM} of
length M + 1, (provided
∑M
l=0 nl = N), and some partition {λ} = {λ1, . . . , λN}
of length N , as detailed below.
Beginning with the occupation number sequence {n0, . . . , nM}, we omit any
ni which are zero, leaving us with a sequence of k non zero numbers. We then
order the resulting sequence to give,
{nj1 , nj2 , . . . , njk} such that j1 > j2 > · · · > jk
and
∑k
l=1 njk = N . Doctoring the original occupation number sequence in this
way we then set,
λw1 = j1 for 1 ≤ w1 ≤ nj1
λw2 = j2 for nj1 + 1 ≤ w2 ≤
∑2
l=1 njl
...
λwk = jk for
∑k−1
l=1 njl + 1 ≤ wk ≤
∑k
l=1 njl = N
From these specifications it is possible to see that the occupation number se-
quence which corresponds to the partition with the lowest weight, {λ}L, is,
{n0, n1, . . . , nM} = {N, 0, . . . , 0} ⇐⇒ {λ}L = {0}
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and, the highest weight partition, {λ}H , corresponds to the occupation number
sequence,
{n0, . . . , nM−1, nM} = {0, . . . , 0, N} ⇐⇒ {λ}H = {MN} = (M)N
Additionally we notice that no parts of any constructed partition are greater
than M , and no partition is of greater length than N . Hence, for all other
partitions constructed, {λ}, we have the following statement,
{λ} ⊆ (M)N
and hence, ∑
0≤n0,n1,...,nM≤N
n0+n1+···+nM=N
⇐⇒
∑
{λ}⊆(M)N
(2.28)
Correspondence between upper half plane partitions and semi-standard
tableaux of descending order. It is possible to obtain a one to one correspon-
dence between upper half plane partitions, pi
{λ}
+ , and semi-standard (column
strict) tableaux of descending order2, T
{λ}
− , where the shape of the partition,{λ}, is given by the diagonal entries of the array and the negative subscript
denotes descending numerical ordering.
We begin by considering a general upper half plane partition, pi
{λ}
+ , and con-
struct a partition using the diagonal entries,
{λ} = {pi1,1, pi2,2, . . . , piN,N}
Considering the next upper diagonal entries, pij,j+1, we construct the skew dia-
gram, {µ1},
{µ1} = {pi1,1 − pi1,2, pi2,2 − pi2,3, . . . , piN−1,N−1 − piN−1,N , piN,N}
and place the integer 1 in the valid regions of the skew diagram3. We then
consider the upper diagonal entries of the array, pij,j+2, and construct the skew
diagram, {µ2},
{µ2} = {pi1,1 − pi1,3, pi2,2 − pi2,4, . . . , piN−2,N−2 − piN,N−2, piN−1,N−1, piN,N}
and place the integer 2 in the valid regions of the skew diagram that have not
already been occupied by previous steps in this process. This process continues
until the partition contains the numbers {1, . . . , N − 1}. We then fill the re-
maining boxes in the partition with the integer N , thereby constructing a valid
descending semi-standard tableau T
{λ}
− from the upper half plane partition pi
{λ}
+ .
As an example, consider the array given in the past examples,
pi{λ} =
 3 1 13 1 1
2 1 1

where {λ} = {3, 12}. Based on the construction described above, the corre-
sponding tableau, T
{λ}
− , is given by fig. 2.6. In (a) we construct the partition{λ} = (3, 1, 1). In (b) we construct the skew partition {µ1} = (3, 1, 1)− (1, 1, 0)
2Semi-standard tableaux are commonly of ascending numerical order, however, descending
numerical order is the most convenient convention when we consider skew tableaux.
3In ascending tableaux, N , would be placed instead of 1.
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and place the integer 1 in the valid regions of {µ1}. The partition (1, 1, 0) was
obtained from the first upper diagonal entries of piλ. In (c) we construct the
skew partition {µ2} = (3, 1, 1)− (1, 0, 0) and place the integer 2 in the valid re-
gions of {µ2} that contain no integers. The partition (1, 0, 0) was obtained from
the second upper diagonal entries of piλ. In (d) we place the integer 3 in any
remaining entries of {λ} that don’t already contain integers, forming the valid
descending semi-standard tableau T
{λ}
− from the upper diagonal plane partition
pi
{λ}
+ .
Figure 2.6: Tableau, T {λ}− , corresponding to the above upper half array pi
{λ}
+
Therefore, the process of enumerating upper half plane partitions for some
fixed diagonal, {λ}, is equivalent to enumerating all the allowable descending
tableaux, T
{λ}
− , in the shape {λ}.∑
upper plane
part.pi
{λ}
+
⇐⇒
∑
T
{λ}
−
2.1.5 Schur polynomial expansion of the scalar product
This section is attributed to Tsilevich [9] and details explicitly how the scalar
product of the phase model can be expanded as a bilinear sum of Schur functions.
The N particle state vector as the sum of Schur polynomials. Let
us now return to the N -particle state vector of the phase model,
|ΨM (u1, . . . , uN )〉 =
∑
0≤n0,n1,...,nM≤N
n0+n1+···+nM=N
f{n0,...,nM}(~u)
M⊗
l=0
|nl〉l
=
∑
{λ}⊆(M)×(N)
f{λ}(~u)|λ〉
(2.29)
We recall that any individual element of the state vector is an element of the
decomposed Fock space (eq, 2.18),
M⊗
l=0
|nl〉l = |λ〉 ∈ FN
and can also be defined uniquely by the corresponding partition. Using this
fact we shall apply a change of basis by realizing the Fock space, FN , in a linear
vector (sub)space of the symmetric polynomials.
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Constructing the symmetric polynomial basis. Let us first prepare an
infinite set of algebraically independent variables ~z = {z1, z2, . . . }. Next, con-
sider the infinite dimensional vector space (ring), C[~z]S , of all possible symmetric
polynomials consisting of variables ~z. As is already known, one linearly indepen-
dent basis for this vector space is the set of all Schur polynomials consisting of
variables ~z. Obviously, this vector space is too big for our needs as it consists of
Schur polynomials of every partition, whereas the diagrams we are interested
in are contained within a finite box.
Let us now set the variables ~z such that,
hM+1(~z) = hM+2(~z) = · · · = 0
and thus, only M of the ~z’s are algebraically independent now. We are assured
that,
h1(~z) 6= 0 , h2(~z) 6= 0 , . . . , hM (~z) 6= 0
due to the complete homogeneous symmetric polynomials being algebraically
independent. Thus by eq. 1.73,
S{λ} (~z) = det [hλi+j−i(~z)]i,j=1,2,...
careful inspection shows that whenever λ1 > M , we have that S{λ} (~z) = 0.
Thus no part in the partition {λ} will be greater than M . We shall call this
restricted vector space CM [~z]S and notice that it still has the properties of a
polynomial ring.
Nevertheless, a further restriction is necessary, and we now require Schur poly-
nomials whose tableau lengths are no greater than N4. Calling this further
restricted vector space CNM [~z]S , we notice that it no longer contains polynomial
ring structure. It is this polynomial vector space that we shall use for the change
of basis argument.
Change of basis. We consider the vector space FNM , which is a sub linear
vector space of FN . FNM is spanned by bosonic Fock space elements whose par-
tition representations are of no greater length than N and no single part is
greater than M . For c{n0,...,nM} ∈ C, a general element of FNM is given by,
c{n0,...,nM}
⊗M
l=0 |nl〉l ∈ FNM where n0 + n1 + · · ·+ nM = N
and {λ} = {MnM , . . . , 2n2 , 1n1 , 0n0}
It is possible to realize FNM in the algebra of symmetric functions by the following
mapping5, Φ =
∑
{µ}⊆{MN} S{µ}(~z)〈µ|,
Φ : FNM → CNM [~z]S (2.30)
where for any |α〉 = ∑i c{λi}|λi〉 ∈ FNM we have,
Φ(|α〉) =
∑
{µ}⊆{MN}
∑
i
c{λi}S{µ}(~z)〈µ|λi〉
=
∑
i
c{λi}S{λi}(~z)
(2.31)
4Through making this restriction on the vector space we are able to make clear the opera-
tion of Φ−1 on the entire vector space. This has the advantage of enabling us to consider the
zero-energy space in the isomorphism, but has the disadvantage that the actual operation, Φ,
is different for each value of N .
5See chapter 14 of [67] for further details.
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We shall now clear up some ambiguity and show how the linear map Φ can be-
come an isomorphism. The ambiguity arises due to the Schur functions S{µ}(~z)
containing an infinite amount of variables ~z. Thus the operation, Φ−1, is made
ambiguous when we try to obtain the occupation number n0 of a general vector.
However, since we know the number of particles of a state vector of FNM , namely
N , we can always obtain n0 by the simple expression,
n0 = N − l(λ) (2.32)
where l(λ) is given as the length of {λ}.
Thus due to elements in FNM and CNM [~z]S being linearly independent basis vec-
tors, an elementary linear space analysis will instantly reveal that Φ is an iso-
morphism, hence,
FNM ∼= CNM [~z]S
We now consider the action of B(u) on elements in CNM [~z]S .
Proposition 6. Let B(u) = u−M Bˆ(u). The operator Bˆ(u) acts in CNM [~z]S
as the operator of multiplication by HM (u
2;~z), where HM (t;~z) =
∑M
j=0 t
jhj(~z)
is the truncated generating function of the complete homogeneous symmetric
polynomials.
Proof. First we note that the truncated generating function is related to
the usual generating function precisely by the condition given for the realization
of CN [~z]S ,
H(t; ~z)|hM+1(~z)=hM+2(~z)=···=0 = HM (t; ~z)
Consider now the operator Bˆ(u). It is possible to expand the operator as the
following polynomial in u2,
Bˆ(u) =
M∑
j=0
u2jBˆ(j)
where we now wish to show that the operator Bˆ(j) acts on CN [~z]S as the operator
of multiplication by hj(~z). Using the expression,
B(u) =
2∑
j1,...,jM=1
(LM (u))1,jM (LM−1(u))jM ,jM−1 . . . (L1(u))j2,j1 (L0(u))j1,2
where we use the following labels,
(Lm(u))1,1/2,2 = u
−1/+1 , (Lm(u))1,2/2,1 = φ
†/1
m , 0 ≤ m ≤M
and defining,
φj = φ
−1
j , φ
†
j = φ
1
j , 1 = φ
0
j
we obtain,
Bˆ(m) =
∑
0,...,M∈{−1,0,1}†
φMM . . . φ
0
0 (2.33)
So the sum is taken over all 0, . . . , M ∈ {−1, 0, 1}. Associated with this sum
are four additional conditions6 on the i’s based on the choice of m,
6It is also possible to generate these conditions quite easily considering the graphical in-
terpretation of the operator B(u). In fact, this is how the author first understood the fourth
condition.
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• 0 6= −1
• Let j+1 and j be two adjacent non zero elements, then j+1j 6= 1 ∀ j .
• If M = · · · = l+1=0, and l is non zero, then based on the definition of
B(u) given above, l = 1 .
• For general m, assume that the number of φ operators for a general config-
uration of BM (u) is l, therefore the number of φ
† operators must be l+ 1.
If the φ† vertices are positioned at 0 ≤ j1 < j3 < · · · < j2l+1 ≤M , and the
φ vertices are positioned at j2 < j4 < · · · < j2l, with j1 < j2 < · · · < j2l+1.
The exponent, 2m−M , is given by,
2m−M = (j1)−
2l+1∑
k=2
(−1)k−1 (jk − jk−1 − 1)− (M − j2l+1)
= 2j1 − 2j2 + 2j3 − · · · − 2j2l + 2j2l+1 −M
⇒ m =
M∑
k=0
kk =
M∑
k=1
kk
We now consider the action of φ†j and φj on general S{λ}(~z). Based on their
effect on the Fock space FNM we have,
φ†jS{λ}(~z) = S{µ}(~z) where {µ} is the partition {λ} with the
row of length j inserted appropriately
φjS{λ}(~z) =

S{µ}(~z) where {µ} is the partition {λ}
with a row of length j deleted
0 if {λ} does not contain a row of length j
If we denote |ν′i| the length of the ith column in partition {ν} and ni(ν) as the
number of rows of length i in {ν}, then by eq. I.1.4 in [6] we have,
|ν′i| − |ν′i+1| = ni(ν)
We now consider the action, Bˆ(m)S{λ}(~z) = S{µ}(~z).
Denoting |θ′i| = |µ′i| − |λ′i|7, by the action of the φ/φ† operators on general
S{λ}(~z) given above, we have,
ni(µ) = ni(λ) + i
⇒ |θ′i| = |µ′i| − |λ′i| = |µ′i+1|+ ni(µ) + |λ′i+1|+ ni(λ)
= |θ′i+1|+ i for 1 ≤ i ≤M
Beginning from i = M we obtain,
|θ′M | = M
⇒ |θ′M−1| = M−1 + M
...
⇒ |θ′j | =
∑M
k=j k for 1 ≤ j ≤M
7At the moment we are not guaranteed that {µ − λ} is a skew diagram as |θ′i| could in
general be negative for some i. Nevertheless, we shall soon show that |θ′i| ≥ 0, meaning that{µ} ⊇ {λ} and making {µ− λ} a skew partition.
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Applying the four conditions on l. We now consider the four conditions
on the i’s given above. By condition 1) we have for some l, M = · · · = l+1 = 0
and l = 1. Therefore,
|θ′M | = · · · = |θ′l+1| = 0
⇒ |θ′l| = 1
By condition 3) then we have,
|θ′j | =
M∑
k=j
k ∈ {0, 1}
Since |θ′j | = |µ′j | − |λ′j |, we note that {µ} ⊇ {λ} and {µ− λ} = {µ/λ} is indeed
a skew partition of no more than one cell in each column.
Condition 4) is concealed in the expression sum,
∑M
k=1 |θ′k|,∑M
k=1 |θ′k| =
∑M
k=1
∑M
j=k j =
∑M
k=1 kk
⇒∑Mk=1 |θ′k| = m
revealing to us that the skew partition, {µ/λ}, contains no more than m cells
in the form of vertical strips. If we label the set of all vertical strips of no more
than length m as Hm, we finally obtain,
Bˆ(m)S{λ}(~z) =
∑
{µ}⊇{λ}
{µ/λ}∈Hm
S{µ}(~z) , 0 ≤ m ≤M
The right side of the above equation is nothing more than the right side of
Pieri’s formula (eq. 1.75), thus,
Bˆ(m)|λ〉 ∼= Bˆ(m)S{λ}(~z) = hm(~z)S{λ}(~z) , 0 ≤ m ≤M 
With the details out of the way we now claim the following prize,
Proposition 7.
|ΨM (u1, . . . , uN )〉 =
(
1
u1 . . . uN
)M ∑
{λ}⊆(M)N
S{λ}(u
2
1, . . . u
2
N )|λ〉
∼=
(
1
u1 . . . uN
)M ∑
{λ}⊆(M)N
S{λ}(u
2
1, . . . u
2
N )S{λ}(~z)
Proof. Using the results from above we have,(
N∏
j=1
uj
)M
B(u1) . . . B(uN )|0〉 = Bˆ(u1) . . . Bˆ(uN )|0〉
∼= HM (u21; ~z) . . . HM (u2N ; ~z)S{φ}(~z)
= lim
hl(~z)→0
l>M
N∏
j=1
( ∞∏
k=1
1
1− u2jzk
)
=
∑
{λ}⊆(M)N
S{λ}(u
2
1, . . . u
2
N )S{λ}(~z) 
where we recognize the second last line as the limiting case of equation I.4.3
of [6].
54 CHAPTER 2. APPLICATIONS OF THE 2-TODA HIERARCHY
The conjugate N-particle state vector as the sum of Schur polynomi-
als. Finding the corresponding form for the conjugate state vector is relatively
simple if one is provided with the two results below.
Proposition 8.
B(u) = uA(u)φ†0
Proof. The proof of the first result is straightforward,
uA(u)φ†0 =
2∑
j1,...,jM=1
(LM (u))1,jM . . . (L1(u))j2,j1
{
u (L0(u))j1,1 φ
†
0
}
︸ ︷︷ ︸
(L0(u))j1,2
= B(u) 
Which leads us to the second result,
Proposition 9.
C(u) = u−1φ0A
†
M (u
−1)
Proof.
A†(u−1) =
2∑
j1,...,jM=1
(
L†M (u
−1)
)
1,jM
. . .
(
L†1(u
−1)
)
j2,j1
(
L†0(u
−1)
)
j1,1
=
2∑
j1,...,jM=1
(LM (u))2,jM . . . (L1(u))j2,j1 (L0(u))j1,2
⇒ u−1φ0A†M (u−1) =
2∑
j1,...,jM=1
(LM (u))2,jM . . . (L1(u))j2,j1
{
u−1φ0 (L0(u))j1,2
}
︸ ︷︷ ︸
(L0(u))j1,1
= C(u) 
Therefore, we immediately obtain,
B†(u−1) = C(u)
With these results we are ready to express the conjugate N -particle state vector
as the sum of Schur polynomials.
Proposition 10.
〈ΨM (v1, . . . , vN )| = (v1 . . . vN )M
∑
{λ}⊆(M)N
S{λ}(v
−2
1 , . . . v
−2
N )〈λ|
Proof.(
N∏
j=1
1
vj
)M
〈ΨM (v1, . . . , vN )| = 〈0|Cˆ(v1) . . . Cˆ(vN )
=
{
Bˆ(v−11 ) . . . Bˆ(v
−1
N )|0〉
}†
=
∑
{λ}⊆(M)N
S{λ}(v
−2
1 , . . . v
−2
N ) {|λ〉}†
=
∑
{λ}⊆(M)N
S{λ}(v
−2
1 , . . . v
−2
N )〈λ| 
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These results allow us to naturally express the scalar product as the bilinear
sum of Schur polynomials,
S(N,M |~u,~v) = 〈ΨM (v1, . . . , vN )|ΨM (u1, . . . , uN )〉
=
(
N∏
j=1
vj
uj
)M ∑
{λ}{µ}⊆(M)N
S{λ}
({
u2k
})
S{µ}
({
v−2k
}) 〈µ|λ〉
=
(
N∏
j=1
vj
uj
)M ∑
{λ}⊆(M)N
S{λ}
(
u21, . . . , u
2
N
)
S{λ}
(
v−21 , . . . , v
−2
N
)
(2.34)
We now give some additional combinatorial representations for the N -particle
state vector which we shall use later on.
Combinatorial definitions of the N-particle vector. Let us now return to
the N -particle vector of the phase model,
|ΨM (u1, . . . , uN )〉 =
∑
0≤n0,n1,...,nM≤N
n0+n1+···+nM=N
f{n0,...,nM}(~u)
M⊗
l=0
|nl〉l
Using the lattice path representation of the scalar product, we note that for
each occupation number sequence, {nj1 , . . . , njk}, we have the following expres-
sion,
f{nj1 ,...,njk}(~u) =
∑
allowable paths
in (M + 1) × N lattice
u
td1−ta1
1 u
td2−ta2
2 . . . u
tdN−taN
N (2.35)
where the sum is taken over all allowable paths in the (M+1)×N lattice under
the conditions,
• nj1 paths starting at (1, j1) and ending at (1,M), (2,M), . . . , (nj1 ,M)
• nj2 paths starting at (1, j2) and ending at (nj1 + 1,M), . . . , (
∑2
l=1 njl ,M)
• this procedure continues until we have finally njk paths starting at (1, jk)
and ending at (
∑k−1
l=1 njl + 1,M), . . . , (N,M)
The powers tdl and t
a
l , 1 ≤ l ≤ N , are equal to the number of d and a vertices
respectively in the lth column.
An alternative form for the above expression when considering upper half plane
partitions in an N ×N ×M box is given as,
f{nj1 ,...,njk}(~u) =
∑
upper plane
partitions
u
ld1−la1
1 u
ld2−la2
2 . . . u
ldN−laN
N (2.36)
where the sum is taken over all allowable plane partitions in the upper half of
an N ×N array where the diagonal terms are given by the partition representa-
tion of the corresponding occupation number sequence in descending numerical
order. Considering the graphical representation of the half plane partition, the
powers ldl and l
a
l , 1 ≤ l ≤ N , are equal to the number of d and a rhombi respec-
tively in the lth column of the half hexagon.
Additionally, since there exists a one to one correspondence between the upper
plane partition array, pi
{λ}
+ , and particular semi-standard tableau of shape
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{λ}, another valid combinatorial definition for the function f{nj1 ,...,njk}(~u) =
f{λ}(~u) is given by:
f{λ}(~u) =
∑
T
{λ}
−
u2t1−M1 u
2t2−M
2 . . . u
2tN−M
N (2.37)
where the summation is over all semi-standard Young tableaux of shape {λ} .
The powers, tj , give the weights of T
{λ}
− , which count the number of times j
appears in the tableau. Note that these powers have been chosen to match the
Schur polynomial expression given by eq. 1.72.
Combinatorial definitions of the conjugate N-particle vector. Con-
sidering the lattice path representation of the scalar product we obtain,
g{nj1 ,...,njk}(~v) =
∑
allowable paths
in (M + 1) × N lattice
v
td1−ta1
1 v
td2−ta2
2 . . . v
tdN−taN
N (2.38)
where the sum is taken over all allowable paths in the (M+1)×N lattice under
the conditions,
• nj1 paths starting at (−N, 0), (−N−1, 0), . . . , (−N+nj1−1, 0) and ending
at (−1, nj1)
• nj2 paths starting at (−N+nj1 , 0), . . . , (−N+
∑2
l=1 njl−1, 0) and ending
at (−1, nj2)
• this procedure continues until we have finally njk paths starting at (−N+∑k−1
l=1 njl , 0), . . . , (−1, 0) and ending at (−1, njk)
Alternatively, when considering lower half plane partitions in an N ×N ×M
box we obtain,
g{nj1 ,...,njk}(~v) =
∑
lower plane
partitions
v
ld1−la1
1 v
ld2−la2
2 . . . v
ldN−laN
N (2.39)
where the sum is taken over all allowable plane partitions in the lower half of an
N ×N array where the diagonal terms are given by the partition representation
of the corresponding occupation number sequence.
When we transform from lower plane partition to semi-standard tableau,
we use the usual convention of ascending numerical ordering.
As an example, if we consider the array pi given previously, the correspond-
ing ascending semi-standard tableau is given by fig. 2.1. In (a) we con-
struct the partition {λ} = (3, 1, 1). In (b) we construct the skew partition
{ν1} = (3, 1, 1) − (3, 1, 0) and place the integer 3 in the valid regions of {ν1}.
The partition (3, 1, 0) was obtained from the first lower diagonal entries of piλ.
In (c) we construct the skew partition {ν2} = (3, 1, 1) − (2, 0, 0) and place the
integer 2 in the valid regions of {ν2} that contain no integers. The partition
(2, 0, 0) was obtained from the second lower diagonal entries of piλ. In (d) we
place the integer 1 in any remaining entries of {λ} that don’t already contain
integers, forming the valid ascending semi-standard tableau T
{λ}
+ from the lower
diagonal plane partition pi
{λ}
− . Thus, considering the correspondence between
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Figure 2.7: Tableau, T {λ}+ , corresponding to the lower half array pi
{λ}
−
the lower plane partition array, pi
{λ}
− , semi-standard tableau of shape {λ}, an-
other valid combinatorial definition for the function g{nj1 ,...,njk}(~v) = g{λ}(~v) is
given by,
g{λ}(~v) =
∑
T
{λ}
+
v−2t1+M1 v
−2t2+M
2 . . . v
−2tN+M
N (2.40)
where the summation is over all semi-standard Young tableaux of shape {λ} of
ascending numerical order.
2.1.6 Restricting the 2-Toda tau-function to obtain the
scalar product
To begin this section we present the obvious result.
Proposition 11. The scalar product of the phase model for general N and M
is, (up to an overall factor of
(∏N
j=1
vj
uj
)M
), a restricted τ -function of the 2-
Toda hierarchy with A{λ}{µ} = δ{λ}{µ}, and s = n−M = m+N , where m and
n are free parameters.
Proof. Beginning with the unrestricted τ -function,
τ(s = n−M = m+N,~x, ~y) =
∑
{λ}⊆(M)N
χ{λ}(~x)χ{λ}(−~y)
and performing the following change of variables,
xk → 1
k
pk
(
u21, . . . , u
2
N
)
, − yk → 1
k
pk
(
v−21 , . . . , v
−2
N
)
, 1 ≤ k ≤ N +M − 1
we obtain,
τ
(
s = n−M = m+N,{u2j} ,{v−2j }) = ∑
{λ}⊆(M)N
S{λ}
({
u2j
})
S{λ}
({
v−2j
})
=
(
N∏
j=1
uj
vj
)M
S(N,M |~u,~v)
(2.41)
which is the required result. 
The above result only considers one value of s. Let us now consider the family
of corresponding restricted τ -functions for other values of s = m + 1, . . . , n,
(s 6= n−M).
We begin by clarifying some known facts about the family of unrestricted τ -
functions.
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• The full family looks like, τs=m+1(~x, ~y), τs=m+2(~x, ~y), . . . , τs=n(~x, ~y).
• The valid partitions for each s value are {λ} ⊆ (n− s)s−m.
• Different values of s do not change the amount of, (two sets of n−m−1),
time variables.
We now compare this to the case of the family of restricted τ -functions.
• The initial τ -function, τ (s = n−M = m+N,{u2j} ,{v−2j }), has two sets
of N+M−1 time variables, but each set is constructed from N symmetric
variables.
• The introduction of the condition s = n −M = m + N means that as s
changes, so to do M and N .
• By considering the change in the dimensions of the partition, we can obtain
how M and N change with s.
s→ s± l⇐⇒
{
M →M ∓ l
N → N ± l (2.42)
• Consequently, although the number of time variables does not change with
each s value, different values of s do change the amount of symmetric
variables that the time variables are constructed from.
An illustrative example. Consider the complete family of unrestricted τ -
functions for n = 5 and m = 1. In this case each τ -function contains two sets
of 3 time variables, {~x, ~y} = {x1, x2, x3, y1, y2, y3},
τs=2(~x, ~y) =
∑
{λ}⊆{3}
χ{λ}(~x)χ{λ}(−~y),
τs=3(~x, ~y) =
∑
{λ}⊆{2,2}
χ{λ}(~x)χ{λ}(−~y),
τs=4(~x, ~y) =
∑
{λ}⊆{1,1,1}
χ{λ}(~x)χ{λ}(−~y),
τs=5(~x, ~y) =
∑
{λ}={φ}
χ{λ}(~x)χ{λ}(−~y)
Consider now restricting τs=3 of the above family. By proposition 11 we obtain
the M = N = 2 scalar product. The main question now is, if one τ -function
in a family has been restricted to form a scalar product with a certain M and
N value, can the remaining τ -functions of the family also be restricted to form
scalar products with valid M and N values?
Naively performing the corresponding restrictions to the family of τ -functions
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we obtain the following family of scalar products,
τs=2 =
(
1∏
j=1
uij
vij
)3
S
(
N = 1
M = 3
∣∣∣∣ ~ui, ~vi) , xk → 1kpk ((ui1)2)−yk → 1kpk ((vi1)−2)
τs=3 =
(
2∏
j=1
uiij
viij
)2
S
(
N = 2
M = 2
∣∣∣∣ ~uii, ~vii) , xk → 1kpk ((uii1 )2, (uii2 )2)−yk → 1kpk ((vii1 )−2, (vii2 )−2)
τs=4 =
(
3∏
j=1
uiiij
viiij
)1
S
(
N = 3
M = 1
∣∣∣∣ ~uiii, ~viii) , xk → 1kpk ((uiii1 )2, . . . , (uiii3 )2)−yk → 1kpk ((viii1 )−2, . . . , (viii3 )−2)
τs=5 =
(
4∏
j=1
uivj
vivj
)0
S
(
N = 4
M = 0
∣∣∣∣ ~uiv, ~viv) , xk → 1kpk ((uiv1 )2, . . . , (uiv4 )2)−yk → 1kpk ((viv1 )−2, . . . , (viv4 )−2)
for 1 ≤ k ≤ 3.
This example has illustrated an extremely important issue. We remember that
each τ -function contained within a family must contain the same amount of
time variables. Furthermore, it is a requirement that these time variables be
the same for each value of s, if the τ -functions are to obey the bilinear relation,
which they obviously must, otherwise we are simply wasting our time. If this
is to be the case for the above example, we have the following set of equations
that must be satisfied,
pk
(
(ui1)
2
)
= pk
(
(uii1 )
2, (uii2 )
2
)
= · · · = pk
(
(uiv1 )
2, . . . , (uiv4 )
2
)
pk
(
(vi1)
−2
)
= pk
(
(vii1 )
−2, (vii2 )
−2
)
= · · · = pk
(
(viv1 )
−2, . . . , (viv4 )
−2
)
A simple check will reveal that only the trivial solution exists,
(ui1)
2 = (uiiσj1 )
2 = (uiiiσj2 )
2 = (uivσj3 )
2
(vi1)
−2 = (uiiσl1 )
−2 = (viiiσl2 )
−2 = (vivσl3 )
−2
and the remaining variables are set to zero. This obviously trivializes the situ-
ation immensely. Thus, at a first glance, the answer to the question is no, due
to the fact that the τ -functions in the family all need to contain the same time
variables.
We now generalize the above example.
Proposition 12. The system of equations, 0 ≤ l ≤M − 1,
u21 + · · ·+ u2N+l = µ21 + · · ·+ µ2N
u41 + · · ·+ u4N+l = µ41 + · · ·+ µ4N
...
u
2(N+M−1)
1 + · · ·+ u2(N+M−1)N+l = µ2(N+M−1)1 + · · ·+ µ2(N+M−1)N
permits only the trivial solution, i.e. u2σj = µ
2
j , for j ∈ {1, . . . , N}, and the
remaining l of the u2k’s are equal to zero.
Proof. The proof of the above result relies on the fundamental theorem of
symmetric functions. We map each symmetric power sum, pk
({
u2
})
, onto a
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simpler set of linear polynomials and trivially solve the resulting linear system
and show that there are only (N+ l) points of intersection in the non symmetric
polynomial ring.
Considering the first N + l equations. We begin by considering the first
N + l equations in the system, the remaining equations will follow easily.
Applying the fundamental theory of symmetric polynomials. We note
that the left hand side of these polynomial equations exist in the symmet-
ric polynomial ring C[u21, . . . , u2N+l]SN+l . Consider now the polynomial ring
C[s1, . . . , sN+l], and recall that the fundamental theorem of symmetric polyno-
mials states that there exists an isomorphism between the two polynomial rings,
C[u21, . . . , u2N+l]SN+l ∼= C[s1, . . . , sN+l], with the isomorphism sending
pj
(
u21, . . . , u
2
N+l
)→ sj , j = {1, . . . , N+ l}. Hence the system of N+ l equations
in the isomorphic polynomial ring, C[s1, . . . , sN+l], has the following form,
s1 = µ
2
1 + · · ·+ µ2N
s2 = µ
4
1 + · · ·+ µ4N
...
sN+l = µ
2(N+l)
1 + · · ·+ µ2(N+l)N
In this polynomial ring the system is linear and thus trivially only has one so-
lution.
Since the two rings are isomorphic, this means that the system in the ring
C[u21, . . . , u2N+l]SN+l contains one base solution, and every possible permutation
of that base solution (since the polynomial ring is symmetric), leading to a total
of (N+l)! possible solutions. Since we already trivially know (N+l)! solutions to
the system, u2σj = µ
2
j for j ∈ {1, . . . , N}, and u2σk = 0 for k ∈ {N+1, . . . , N+ l},
this means only the trivial solution exists for the first N + l equations.
Considering the remaining M − l − 1 equations. Since the first N + l
equations uniquely solved for the N + l independent variables, any remaining
equations of the system are either solved automatically by the solution given
by the first N + l equations, or the system has no solution. In this case it is
easy to note that the remaining M − l− 1 equations are solved by the (N + l)!
solutions, thus proving the statement. 
We now give the converse result.
Proposition 13. The system of N +M − 1 polynomials,
u21 + · · ·+ u2N = µ21 + · · ·+ µ2N+l
u41 + · · ·+ u4N = µ41 + · · ·+ µ4N+l
...
u
2(N+M−1)
1 + · · ·+ u2(N+M−1)N = µ2(N+M−1)1 + · · ·+ µ2(N+M−1)N+l
permits no solution unless l of the µ2j ’s are exactly zero or l = 0.
Proof. This proof of this statement is almost automatic, however, we shall
proceed as before and apply the fundamental theorem of symmetric functions.
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We begin with the first N equations.
The first N equations. We notice that the left hand side of the above system
exists in the ring C[u21, . . . , u2N ]SN , whereas the right hand side exists in the ring
C[µ21, . . . , µ2N+l]SN+l . Using the following isomorphisms,
C[u21, . . . , u2N ]SN ∼= C[s1, . . . , sN ]
pj
(
u21, . . . , u
2
N
)→ sj , j ∈ {1, . . . , N}
C[µ21, . . . , µ2N+l]SN+l ∼= C[t1, . . . , tN+l]
pj
(
µ21, . . . , µ
2
N+l
)→ tj , j ∈ {1, . . . , N + l}
the first N equations become the simple linear system,
s1 = t1
s2 = t2
...
sN = tN
which uniquely fixes the N variables, u2j . To prove the result we need only look
at one more equation.
The (N + 1)th equation. To express the left hand side of this equation in the
ring C[s1, . . . , sN ], we need to construct the (N + 1)th symmetric power sum of
N variables from the previous N symmetric power sums. Some simple examples
being,
N = 1 , p2
(
u21
)
= s21
N = 2 , p3
(
u21, u
2
2
)
=
1
2
(
3s1s2 − s31
)
N = 3 , p4
(
u21, u
2
2, u
2
3
)
=
1
6
(
s41 − 6s21s2 + 3s22 + 8s1s3
)
Thus the (N + 1)th equation looks like,
f(s1, . . . , sN ) = tN+1
⇒ f(t1, . . . , tN ) = tN+1
(2.43)
Since pN+1
(
µ21, . . . , µ
2
N+l
)
is algebraically independent of {p1, . . . , pN}, the above
expression (eq. 2.43) is a contradiction, thus proving the proposition. 
Using the above results the following lemma comes almost automatically.
Lemma 4. Assume we have a particular family of unrestricted τ -functions with
particular m and n values,
{τm+1(~x, ~y), τm+2(~x, ~y), . . . , τn(~x, ~y)} (2.44)
The process of restricting the entire family so that each τ -function corresponds
to a valid scalar product expression,
{γn−m−11 S
(
N = 1
M = n−m− 1
∣∣∣∣ ~ui, ~vi) , γn−m−22 S( N = 2M = n−m− 2
∣∣∣∣ ~uii, ~vii) , . . .
. . . , γ0n−mS
(
N = n−m
M = 0
∣∣∣∣ ~µ, ~ν)}
(2.45)
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where γMN =
(∏N
j=1
uj
vj
)M
, has potentially two (ill) effects.
• If each of the above scalar product expressions has two sets of N (N is not
constant for each scalar product) symmetric variables, then the 2 sets of
n−m− 1 = N +M − 1 time variables of the restricted τ -functions are no
longer equal, and therefore the bilinear identity is no longer valid.
• If we enforce that the time variables be equal, then we only have two sets
of one symmetric variable for each of the scalar product expressions.
Arguably both scenarios are pointless, so it makes sense to use the results of
proposition 11 and only consider restricting one τ -function in any family.
Proof. Using the results of proposition 11 on all the unrestricted τ -functions
in eq. 2.44 we instantly arrive to the expression in eq. 2.45. Additionally, ana-
lyzing the scalar product expressions as they are (with two sets of N symmetric
variables), the results of propositions 12 and 13 state that the symmetric power
sums, and hence the time variables, cannot be equal. Thus the first point in
this lemma becomes obvious. Furthermore, we obtained from propositions 12
and 13 that the only way for the time variables to be equal is if we trivialize the
power sums as indicated in point two of this lemma. 
2.2 Analysis of the Toda wave-vectors
In this section we shall show that the wave-functions associated with the
τ -functions that are generated by the scalar product give an alternative method
to calculating a certain class of correlation functions, and thus have a natural
combinatorial meaning. However, in order to proceed we shall first give the defi-
nition of an inner product in the ring of symmetric polynomials which naturally
leads to the necessary definition of skew Schur polynomials.
Orthogonality. We define the inner product of two symmetric polynomials,
〈f1(~u), f2(~u)〉, in the symmetric polynomial ring, C[u1, . . . , uN ]SN , as the fol-
lowing quantity8,
〈f1(~u), f2(~u)〉 = 〈f1(~x), f2(~x)〉
≡ lim
~x→~0
f1(∂˜~x)f2(~x)
(2.46)
where xj =
1
j pj(~u) and ∂˜~x =
(
∂x1 ,
1
2∂x2 ,
1
3∂x3 , . . .
)
. The Schur polynomials,
like the other symmetric polynomials (complete, power sum, elementary) men-
tioned in this work, form a complete basis for the symmetric polynomial ring
C[u1, . . . , uN ]SN . The Schur polynomials are special in this regard however as
they form an orthonormal basis for the ring,
〈S{λ}(~u), S{µ}(~u)〉 = 〈χ{λ}(~x), χ{µ}(~x)〉 = δ{λ}{µ}
In the following sections we shall call upon an extremely helpful inner product
identity given as the following9,
〈χ{λ}(~x), kxkχ{µ}(~x)〉 = 〈∂xkχ{λ}(~x), χ{µ}(~x)〉 (2.47)
8See chapter 3 of [68].
9See chapter 5 of [68].
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Skew Schur polynomial. Given a set of variables {u1, . . . , uN} and three
partitions {λ}, {µ} and {ν} such that {µ} ⊆ {λ}, the skew Schur polynomial
S{λ}/{µ}(u1, . . . , uN ) is defined as,
〈S{λ}/{µ}(~u), S{ν}(~u)〉 = 〈S{λ}(~u), S{µ}(~u)S{ν}(~u)〉 (2.48)
It is possible to expand the product of Schur polynomials, S{µ}(~u)S{ν}(~u), as a
linear sum of Schur polynomials,
S{µ}(~u)S{ν}(~u) =
∑
{γ}
|γ|=|µ|+|ν|
c
{γ}
{µ}{ν}S{γ}(~u) (2.49)
where the positive integers c
{γ}
{µ}{ν} are known as Littlewood-Richardson coeffi-
cients and they can be derived combinatorially10. The sum then is over all pos-
sible partitions which have non zero Littlewood-Richardson coefficients. Putting
the above expansion into the expression for skew Schur polynomials, one imme-
diately obtains the expression,
S{λ}/{µ}(~u) =
∑
{γ}⊆{λ}
|γ|=|λ|−|µ|
c
{λ}
{µ}{γ}S{γ}(~u) (2.50)
Again, the sum is over all possible partitions which have non zero Littlewood-
Richardson coefficients. The combinatorial definition of the skew Schur polyno-
mial is given by,
S{λ}/{µ}(~u) =
∑
T
{λ−µ}
+
ut11 u
t2
2 . . . u
tN
N =
∑
T
{λ−µ}
−
ut11 u
t2
2 . . . u
tN
N (2.51)
where the sum is given over all possible (ascending or descending) semi-standard
(column strict) skew tableaux of shape {λ− µ}, and the tj give the weights of
the tableau (the amount of times j appears in the skew partition).
A more convenient expression for the skew Schur polynomials is given by,
S{λ}/{µ}(u1, . . . , uN ) = det[hλi−µj+j−i(u1, . . . , uN )]
N
i,j=1 (2.52)
where we notice explicitly that S{λ}/{µ}(~u) = 0 unless {µ} ⊆ {λ}.
Performing a Miwa change of variables to the skew Schur polynomial, 1j pj(~u)→
xk, transforms each complete symmetric polynomial to the corresponding one
row character polynomial. Hence, we also define the skew character polynomial,
χ{λ}/{µ}(x1, . . . , xN ), as,
χ{λ}/{µ}(x1, . . . , xN ) = det[ζλi−µj+j−i(x1, . . . , xN )]
N
i,j=1 (2.53)
2.2.1 Examining the first class of wave-function
We have two classes of wave-function to consider and we shall begin by
considering the wˆ(0) class first, as it requires the least amount of work. Using
the definitions given in the first section we have,
τ(s)wˆ
(0)
k (s) = ζk(−∂˜~y)τ(s+ 1)
=
∑
{λ}⊆(n−(s+1))((s+1)−m)
χ{λ}(~x)ζk(−∂˜~y)χ{λ}(−~y)
10For further information see section I.9 of [6].
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We now require the following result.
Proposition 14.
ζj(−∂˜~y)χ{λ}(−~y) = χ{λ}/{j}(−~y) (2.54)
for all partitions {λ} such that {j} ⊆ {λ}.
Proof. Consider the inner product of ζj(−∂˜~y)χ{λ}(−~y) with a general char-
acter polynomial χ{µ}(−~y). Through the application of eq. 2.47, the polynomial
of differential operators applied to χ{λ}(−~y) becomes the equivalent polynomial
of simple variables (as opposed to differential operators) multiplied by χ{µ}(−~y),
〈ζj(−∂˜~y)χ{λ}(−~y), χ{µ}(−~y)〉 = 〈χ{λ}(−~y), ζj(−~y)χ{µ}(−~y)〉
The expression ζj(−~y) can be written as a character polynomial with a partition
containing a single entry of j,
〈ζj(−∂˜~y)χ{λ}(−~y), χ{µ}(−~y)〉 = 〈χ{λ}(−~y), χ{j}χ{µ}(−~y)〉
The final step simply applies the original definition of a skew Schur polynomial
given earlier,
〈χ{λ}(−~y), χ{j}(−~y)χ{µ}(−~y)〉 = 〈χ{λ}/{j}(−~y), χ{µ}(−~y)〉
⇒ ζj(−∂˜~y)χ{λ}(−~y) = χ{λ}/{j}(−~y) 
Therefore, with regards to the first class of wave-functions we have the following
result,
τ(s)wˆ
(0)
k (s) =
∑
{λ}⊆(n−(s+1))((s+1)−m)
χ{λ}(~x)χ{λ}/{k}(−~y) (2.55)
Thus the upper triangular wave-matrix, Wˆ (0)(~x, ~y), has entries of the form,
Wˆ (0)(~x, ~y) =
(
wˆ
(0)
k−j(j, ~x, ~y)
)n−1
j,k=m
=
 1
τ(j)
∑
{λ}⊆(n−(j+1))((j+1)−m)
χ{λ}(~x)χ{λ}/{k−j}(−~y)
n−1
j,k=m
The infinite lattice with a free end. An interesting quirk appears in this
result when we let n → ∞, which is known as dealing with an infinite lattice
with a free end11. Taking this limit and then expanding the skew polynomial
as a linear sum we receive,
τ(s)wˆ
(0)
k (s) =
∑
{λ}⊆(∞)((s+1)−m)
χ{λ}(~x)χ{λ}/{k}(−~y)
=
∑
{λ}⊆(∞)((s+1)−m)
χ{λ}(~x)
 ∑
{ν}⊆(∞)((s+1)−m)
c
{λ}
{k}{ν}χ{ν}(−~y)

=
∑
{ν}⊆(∞)((s+1)−m)
χ{ν}(−~y)
 ∑
{λ}⊆(∞)((s+1)−m)
c
{λ}
{k}{ν}χ{λ}(~x)

= χ{k}(~x)
∑
{ν}⊆(∞)((s+1)−m)
χ{ν}(~x)χ{ν}(−~y)
= χ{k}(~x)τ(s+ 1)
11See section 5.2 of [3].
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In this case we see that the skew character polynomial decouples and we simply
receive τ(s+ 1) multiplied by a factor of χ{k}(~x). This case shall be considered
as nothing more than an observational quirk, and from now on we shall continue
in the finite case where the skew in the partition remains.
Constructing skew N-particle conjugate state vectors. Consider the
following conjugate state vector,
〈0|φkC(v2) . . . C(vN ) = 〈k|C(v2) . . . C(vN )
= 〈Ψ{k}M (v2, . . . , vN )|
where the partition {k}, which consists of one entry, is constructed in the usual
manner from the occupation numbers.
We now have the following result regarding the allowable partitions of this
particular conjugate state vector,
Proposition 15.
〈Ψ{k}M (v2, . . . , vN )| =
∑
{λ}⊆{(M)(N−1),k}
{λ}⊇{k}
ψ
(1,k)
{λ} (v2, . . . , vN )〈λ|
Proof. Consider the non crossing column strict lattice path interpretation
of the state vectors. The operator φk assures us that the first path in the first
column makes a directional change from north to east at row k. This has the
effect that the occupation number sequence will contain at least one entry nl,
where l ≥ k. Transforming the occupation number sequence to a partition {λ},
we instantly receive the result, {λ} ⊇ {k}.
The fact that the first path in the first column turns east at row k also means
that the highest row that the Nth path can be when it crosses between column
N and N + 1 is k. Thus the highest partition obtainable from lattice paths
under this restriction are {λ} = {(M)(N−1), k}. 
We now give the following combinatorial definitions of ψ
(1,k)
{λ} (v2, . . . , vN ). Con-
sidering the lattice path interpretation we receive,
ψ
(1,k)
{λ} (v2, . . . , vN ) =
∑
allowable paths in
(M + 1) × N lattice†
v
td2−ta2
2 . . . v
tdN−taN
N
where the lattice paths are under the condition that the first path in the first
column makes a directional change from north to east at row k, and the powers
tdj and t
a
j give the total amount of d and a vertices in column j respectively.
Considering the plane partition interpretation we receive,
ψ
(1,k)
{λ} (v2, . . . , vN ) =
∑
lower plane part.
in N × N ×M array†
v
ld2−la2
2 . . . v
ldN−laN
N
where the lower plane partitions are under the condition that the entry piN,1 is
equal to k, and the powers ldj and l
a
j give the total amount of d and a rhombi
in column j respectively.
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Finally, considering the ascending Young tableaux interpretation, we notice
that whenever we transform from the lower plane partition to the Young tableau,
the fact that piN,1 = k, means that the weight t1 is always equal to k. Since
the weight t1 does not enter the equation, as v1 is not present, we can simply
consider the skew partition {λ− k} to generate the tableaux, leading to,
ψ
(1,k)
{λ} (v2, . . . , vN ) =
∑
T
{λ−k}
+
v−2t2+M2 . . . v
−2tN+M
N
= (v2 . . . vN )
M
∑
T
{λ−k}
+
(
v−22
)t2
. . .
(
v−2N
)tN
= (v2 . . . vN )
MS{λ}/{k}(v
−2
2 , . . . , v
−2
N )
Therefore, the skew N -particle conjugate state vector is,
〈Ψ{k}M (v2, . . . , vN )| =
(
N∏
j=2
vj
)M ∑
{λ}⊆{(M)(N−1),k}
{λ}⊇{k}
S{λ}/{k}(v
−2
2 , . . . , v
−2
N )〈λ| (2.56)
Correlation functions and the wave-vector at s = n−M− 1 = m + N− 1
as a weighted sum. Consider then the following correlation function,
〈Ψ{k}M (v2, . . . , vN )|ΨM (u1, . . . , uN )〉
=〈0|φkC(v2) . . . C(vN )B(u1) . . . B(uN )|0〉
=
(∏N
j=2 vj∏N
j=1 uj
)M ∑
{λ}⊆{(M)(N−1),k}
{µ}⊆(M)(N)
S{µ}(u
2
1, . . . , u
2
N )S{λ}/{k}(v
−2
2 , . . . , v
−2
N )〈λ|µ〉
=
(∏N
j=2 vj∏N
j=1 uj
)M ∑
{λ}⊆{(M)(N−1),k}
{λ}⊇{k}
S{λ}(u
2
1, . . . , u
2
N )S{λ}/{k}(v
−2
2 , . . . , v
−2
N )
(2.57)
which calculates all the weighted non crossing column strict lattice paths on an
(M + 1)× 2N grid with the first path in the first column turning east at row k.
Compare it now to any of the wave-functions that we calculated earlier,
τ(s)wˆ
(0)
k (s) =
∑
{λ}⊆(n−(s+1))((s+1)−m)
{λ}⊇{k}
χ{λ}(~x)χ{λ}/{k}(−~y)
and concentrate now on the particular row, s = n−M − 1 = m+N − 1, of the
wave-matrix. If we restrict the variables as the following,
xk → 1
k
pj
({
u2j
})
, − yk → 1
k
pj
({
v−2j
})
, 1 ≤ k ≤ N +M − 1 (2.58)
we immediately obtain,
τ(n−M − 1)wˆ(0)k (n−M − 1)
=
∑
{λ}⊆(M)(N)
{λ}⊇{k}
S{λ}(u
2
1, . . . , u
2
N )S{λ}/{k}(v
−2
1 , . . . , v
−2
N ).
Now consider the limit v1 →∞. In this limit we obviously obtain,
S{λ}/{k}(v
−2
1 , . . . , v
−2
N )→ S{λ}/{k}(v−22 , . . . , v−2N ),
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however subtle effects also appear in the summation. Recall the combinatorial
definition of the skew Schur polynomial,
S{λ}/{k}(v
−2
2 , . . . , v
−2
N ) =
∑
T
{λ−k}
+
(
v−22
)t2
. . .
(
v−2N
)tN
where the sum is given over all possible column strict skew tableaux of shape
{λ − k}, and the tj give the amount of times j appears in the skew partition.
In the above case, j = {2, . . . , N}, thus the total length of any column in the
skew partition cannot be greater than N − 1, otherwise the Young tableau will
not be column strict. Therefore, when {λ} ⊆ (M)(N), for all the columns in the
skew partition {λ−k}, to be no greater than N −1 in length we obtain the new
restricted condition, {λ} ⊆ {(M)(N−1), k}.
Thus the wave-vector, given by the s = n − M − 1 = m + N − 1 row of
the wave-matrix, in the v1 →∞ limit,
lim
v1→∞
(
τ(n−M − 1)wˆ(0)k (n−M − 1))
)M
k=0
=
 ∑
{λ}⊆{(M)(N−1),k}
{λ}⊇{k}
S{λ}(u
2
1, . . . , u
2
N )S{λ}/{k}(v
−2
2 , . . . , v
−2
N )

M
k=0
=
(∏N
j=1 uj∏N
j=2 vj
)M (
〈Ψ{k}M (v2, . . . , vN )|ΨM (u1, . . . , uN )〉
)M
k=0
gives exactly (up to a multiplicative factor) all the weighted non crossing col-
umn strict lattice paths on an (M + 1) × 2N lattice with the first path in the
first column turning right at row k, 0 ≤ k ≤M .
Single determinant form for the wave-functions. When initially dis-
cussing the scalar product, S(N,M |~u,~v), it was stated that when using the
method of algebraic Bethe ansatz, we could obtain a single determinant form of
the scalar product given by,
S(N,M |~u,~v) =
 ∏
1≤j<k≤N
(
ujuk
u2j − u2k
)(
vjvk
v2j − v2k
)
 N∏
m,l=1
1
umvl
M+N−1
× det [hM+N−1(u2m, v2l )]Nl,m=1
From this expression, it is possible to obtain a single determinant form for the
wave-functions given above12.
Polynomial expansion of the scalar product. To achieve this, we first
examine the operator C(v) briefly. More explicitly, we are interested in the
parts of C(v) that contain only φj operators,
C(v) =
M∑
j=0
vM−2jφj + terms that contain operators φ
†
j (2.59)
12The details below are given in section VI of [8] to obtain single determinant expressions
of 1-point correlation functions for the phase model. We expand upon these results in the
next subsection to obtain single determinant expressions of n-point correlation functions for
the model.
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Thus when C(v) acts on the conjugate vacuum,
〈0|C(v) = vM
M∑
j=0
v−2j〈0|φj (2.60)
we can obtain the scalar product as the following weighted linear sum of corre-
lation functions,
S(N,M |~u,~v) = 〈0|C(v1) . . . C(vN )B(u1) . . . B(uN )|0〉
= vM1
M∑
j=0
v−2j1 〈0|φjC(v2) . . . C(vN )B(u1) . . . B(uN )|0〉
= vM1
M∑
j=0
v−2j1 〈Ψ{j}M (v2, . . . , vN )|ΨM (u1, . . . , uN )〉
(2.61)
Therefore, if we expand the single matrix form for the scalar product as a poly-
nomial in v21 , the coefficients will reveal a single matrix form for the correlation
functions/wave-functions. The remaining part of this section describes the pro-
cedure to do this.
Polynomial expansion of the determinant. We begin by relabeling the
scalar product as,
S(N,M |~u,~v) = Ωvˆ1
vM1
 ∏
1≤j<k≤N
1
v2j − v2k
det [hM+N−1(u2k, v2j )]Nj,k=1 (2.62)
where,
Ωvˆ1 =
 ∏
1≤j<k≤N
1
u2j − u2k

(
N∏
m=1
N∏
l=2
1
umvl
)M
(2.63)
It is apparent that all the uninteresting multiplicative factors have been bun-
dled into Ωvˆ1 . We will now proceed to eliminate the factor
{∏
1≤j<k≤N
1
v2j−v2k
}
.
Consider subtracting the Nth row in the determinant from the j1th row, 1 ≤
j1 ≤ N − 1, to obtain,
hM+N−1(u
2
k, v
2
j1)− hM+N−1(u2k, v2N )
=
M+N−1∑
p=0
{(
v2j1
)p − (v2N)p}(u2k)M+N−1−p
=
(
v2j1 − v2N
)M+N−1∑
p1=1
p1−1∑
p2=0
(
v2j1
)p2 (
v2N
)p1−1−p2 (
u2k
)M+N−1−p1
=
(
v2j1 − v2N
) ∑
p1,p2,p3
p1+p2+p3=M+N−2
(
v2j1
)p1 (
v2N
)p2 (
u2m
)p3
=
(
v2j1 − v2N
)
hM+N−2(u
2
k, v
2
j1 , v
2
N )
(2.64)
We then take out the factor of
∏N−1
j1=1
(
v2j1 − v2N
)
from the determinant and
eliminate the corresponding factor on the denominator. Thus the determinant
expression becomes, ∏
1≤j<k≤N−1
1
v2j − v2k
 det
[
hM+N−2(u2k, v
2
j , v
2
N )
hM+N−1(u2k, v
2
N )
]
j=1,...,N−1
k=1,...,N
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A necessary identity. Briefly notice that the identity in eq. 2.64 can easily
be generalized to the following form,
hp({v2}, v2j )− hp({v2}, v2k) =
(
v2j − v2k
)
hp−1({v2}, v2j , v2k) (2.65)
where {v2j , v2k} /∈ {v2}. We shall use this identity frequently in the work below.
We now subtract the (N − 1)th row in the determinant from the j2th row,
1 ≤ j2 ≤ N − 2, to receive,
hM+N−2(u
2
k, v
2
j2 , v
2
N )− hM+N−2(u2k, v2N−1, v2N )
=
(
v2j2 − v2N−1
)
hM+N−3(u
2
k, v
2
j2 , v
2
N−1, v
2
N )
Eliminating the factor of
∏N−2
j2=1
1
(v2j2−v
2
N−1)
accordingly we obtain, ∏
1≤j<k≤N−2
1
v2j − v2k
 det
 hM+N−3(u2k, v2j , v2N−1, v2N )hM+N−2(u2k, v2N−1, v2N )
hM+N−1(u2k, v
2
N )

j=1,...,N−2
k=1,...,N
By now the general procedure should be crystal clear. Performing this procedure
generally an m number of times, 1 ≤ m ≤ N−1, we eliminate the multiplicative
factor,
{∏m
k=1
∏N−m
j=1
1
(v2j−v2N+1−k)
}
, and the determinant reads,
 ∏
1≤j<k≤N−m
1
v2j − v2k
 det

hM+N−(m+1)(u
2
k, v
2
j , v
2
N−m, . . . , v
2
N )
hM+N−m(u2k, v
2
N−m, . . . , v
2
N )
...
hM+N−2(u2k, v
2
N−1, v
2
N )
hM+N−1(u2k, v
2
N )

j=1,...,N−m
k=1,...,N
Performing the final step, m = N −1, we have completely eliminated the multi-
plicative factor of
{∏
1≤j<k≤N
1
v2j−v2k
}
and only the top row has terms contain-
ing v1. For convenience we relabel this new determinant as,
det[Λj,k]
N
j,k=1 = det
[
hM−1+j(u
2
k, v
2
j , v
2
j+1, . . . , v
2
N )
]N
j,k=1
(2.66)
It is apparent that only the top row of this determinant contains the variable
v21 . Expressing the complete homogeneous symmetric function(s) in the top row
as a polynomial in v1,
hM (u
2
k, v
2
1 , . . . , v
2
N ) =
M∑
q=0
(
v21
)q
hM−q(u
2
k, v
2
2 , . . . , v
2
N )
we expand the determinant along the first row to receive,
det[Λj,k]
N
j,k=1 = det
[ ∑M
q=0
(
v21
)q
hM−q(u2k, v
2
2 , . . . , v
2
N )
hM−1+j(u2k, v
2
j , v
2
j+1, . . . , v
2
N )
]
j=2,...,N
k=1,...,N
=
N∑
r=1
(−1)r+1
M∑
q=0
(
v21
)q
hM−q(u
2
r, v
2
2 , . . . , v
2
N )det[Λj,k] j=2...,N
k=1,...,rˆ,...,N
=
M∑
q=0
(
v21
)q { N∑
r=1
(−1)r+1hM−q(u2r, v22 , . . . , v2N )det[Λj,k] j=2...,N
k=1,...,rˆ,...,N
}
=
M∑
q=0
(
v21
)q
det[Λ
(q)
j,k]
N
j,k=1
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where,
det[Λ
(q)
j,k]
N
j,k=1 =
N∑
r=1
(−1)r+1hM−q(u2r, v22 , . . . , v2N )det[Λj,k] j=2...,N
k=1,...,rˆ,...,N
= det
[
hM−q(u2k, v
2
2 , . . . , v
2
N )
hM−1+j(u2k, v
2
j , v
2
j+1, . . . , v
2
N )
]
j=2,...,N
k=1,...,N
(2.67)
Putting everything together, we obtain,
S(N,M |~u,~v) = vM1
M∑
q=0
(
v−21
)q
Ωvˆ1det[Λ
(M−q)
j,k ]
N
j,k=1 (2.68)
which gives us a single determinant form for the (restricted) wave-functions,
Ωvˆ1det[Λ
(M−q)
j,k ]
N
j,k=1 = 〈Ψ{q}M (v2, . . . , vN )|ΨM (u1, . . . , uN )〉
=
(∏N
j=2 vj∏N
j=1 uj
)M
lim
v1→∞
τ(n−M − 1)wˆ(0)q (n−M − 1)
An alternative form. It is possible to undo all the operations that have been
applied to all the rows of the determinant, save the first row, to obtain the
alternative form to eq. 2.68,
S(N,M |~u,~v) = vM1
M∑
q=0
(
v−21
)q
Ω˜vˆ1det[Λ˜
(M−q)
j,k ]
N
j,k=1 (2.69)
where,
det[Λ˜
(M−q)
j,k ]
N
j,k=1 = det
[
hq(u
2
k, v
2
2 , . . . , v
2
N )
hM−1(u2k, v
2
j )
]
j=2,...,N
k=1,...,N
Ω˜vˆ1 =
 ∏
2≤j<k≤N
1
v2j − v2k

 ∏
1≤j<k≤N
1
u2j − u2k

(
N∏
m=1
N∏
l=2
1
umvl
)M
(2.70)
2.2.2 Examining the second class of wave-function
We conclude this section by considering the wˆ(∞) wave-functions. Using the
definitions given previously we have,
τ(s)wˆ
(∞)
k (s) = ζk(−∂˜~x)τ(s)
=
∑
{λ}⊆(n−s)(s−m)
χ{λ}(−~y)ζk(−∂˜~x)χ{λ}(~x)
Proposition 16.
ζj(−∂˜~x)χ{λ}(~x) = (−1)jχ{λ}/{1j}(~x) (2.71)
for all partitions {λ} such that {λ} ⊇ {1j}.
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Proof.
〈ζj(−∂˜~x)χ{λ}(~x), χ{µ}(~x)〉
=
∑
µ1+···+jµj=j
(−1)µ1+···+µj
〈
(∂x1)
µ1
(
1
2
∂x2
)µ2 . . .( 1
j
∂xj
)µj
µ1! . . . µj !
χ{λ}(~x), χ{µ}(~x)
〉
=
∑
µ1+···+jµj=j
(−1)µ1+···+µj
〈
χ{λ}(~x),
(x1)
µ1 (x2)
µ2 . . . (xj)
µj
µ1! . . . µj !
χ{µ}(~x)
〉
=〈χ{λ}(~x), ζj(−~x)χ{µ}(~x)〉
=〈χ{λ}(~x), χ{j}(−~x)χ{µ}(~x)〉
where {j} is the partition with the single non zero entry j.
In order to proceed we now give the following result,
Proposition 17.
χ{λ}(~x) = det[ζλi+j−i(~x)]
N
i,j=1
= det[(−1)λ
′
i+j−iζ
λ
′
i+j−i
(−~x)]Ni,j=1
(2.72)
where {λ′} is the conjugate of the partition {λ}.
Proof. We recall that under the Miwa transformation the Schur polynomi-
als, S{λ}(~u), became the character polynomials, χ{λ}(~x),
det[hλi+j−i(~u)]
N
i,j=1 → det[ζλi+j−i(~x)]Ni,j=1
Consider performing the Miwa transformation on the elementary symmetric
polynomial definition of the Schur polynomial given by the last line in eq. 1.73,
S{λ}(~u) = det[eλ′i+j−i
(~u)]Ni,j=1
Performing the Miwa transformation we receive,
N∑
j=0
tjej(~u)→ exp
{ ∞∑
j=1
(−t)j(−xj)
}
=
N∑
j=0
tj(−1)jζj(−~x)
⇒ ej(~u)→ (−1)jζj(−~x)
and,
det[e
λ
′
i+j−i
(~u)]Ni,j=1 → det[(−1)λ
′
i+j−iζ
λ
′
i+j−i
(−~x)]Ni,j=1 
Continuation of prop. 16. Thus with this little result we now consider the
expression (−1)kχ{k}(−~x),
(−1)kχ{k}(−~x) = det
[
(−1)kδi,1+j−iζkδi,1+j−i(−~x)
]
= det
[
ζδ1,j+δ2,j+···+δk,j+j−i(~x)
]
= χ{1k}(~x)
hence,
〈χ{λ}(~x), χ{j}(−~x)χ{µ}(~x)〉 = (−1)j〈χ{λ}(~x), χ{1j}(~x)χ{µ}(~x)〉
= (−1)j〈χ{λ}/{1j}(~x), χ{µ}(~x)〉
⇒ ζj(−∂˜~x)χ{λ}(~x) = (−1)jχ{λ}/{1j}(~x) 
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Therefore, with regards to the second class of wave-functions we have the fol-
lowing result,
τ(s)wˆ
(∞)
k (s) = (−1)k
∑
{λ}⊆(n−s)(s−m)
χ{λ}/{1k}(~x)χ{λ}(−~y), (2.73)
and remembering that the wave-matrix Wˆ (∞)(~x, ~y) is lower triangular, we ob-
tain,
Wˆ (∞)(~x, ~y) =
(
wˆ
(∞)
j−k(j, ~x, ~y)
)n−1
j,k=m
=
 (−1)j−k
τ(j)
∑
{λ}⊆(n−j)(j−m)
χ{λ}/{1j−k}(~x)χ{λ}(−~y)
n−1
j,k=m
The infinite lattice with a free end (again). Analyzing the second class of
wave-function in the n→∞ limit we receive,
τ(s)wˆ
(∞)
k (s) =
∑
{λ}⊆(∞)(s−m)
χ{λ}/{1k}(~x)χ{λ}(−~y)
=
∑
{λ}⊆(∞)(s−m)
χ{λ}(−~y)
 ∑
{ν}⊆(∞)(s−m)
c
{λ}
{1k}{ν}χ{ν}(~x)

=
∑
{ν}⊆(∞)(s−m)
χ{ν}(~x)
 ∑
{λ}⊆(∞)(s−m)
c
{λ}
{1k}{ν}χ{λ}(−~y)

= χ{1k}(−~y)
∑
{ν}⊆(∞)(s−m)
χ{ν}(~x)χ{ν}(−~y)
= χ{1k}(−~y)τ(s)
⇒ wˆ(∞)k (s) = χ{1k}(−~y)
Again, we see that the skew character polynomial decouples and we simply
receive τ(s), which is eliminated by the same factor on the denominator, mul-
tiplied by a factor given by χ{1k}(−~y). As before, this case shall be classed as
uninteresting, (maybe even more so than the first case), and from now on we
shall continue in the finite case where the skew in the partition remains in the
wave-functions, and proceed to uncover their combinatorial meaning.
Constructing N-particle state vectors. Consider the following state vector,
B(u1) . . . B(uN−k)
(
φ†1
)k
|0〉 = B(u1) . . . B(uN−k)|1k〉
= |Ψ{1k}M (u1, . . . , uN−k)〉
where the partition {1k} is constructed in the usual manner from the occupation
numbers.
We now have the following result regarding the allowable partitions of this
particular state vector,
Proposition 18.
|Ψ{1k}M (u1, . . . , uN−k)〉 =
∑
{λ}⊆{(M)(N−k),1k}
{λ}⊇{1k}
ψ
(2,1k)
{λ} (u1, . . . , uN−k)|λ〉 (2.74)
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Proof. Consider again the non crossing column strict lattice path interpre-
tation of the state vectors. The operator(s)
(
φ†1
)k
assure us that the last k
paths, labelled jq, N − k + 1 ≤ q ≤ N , make directional changes from east to
north at row 1, column q. Thus the largest occupation number sequence can
be,
{n0, n1, . . . , nM} = {0, k, 0, . . . , 0, N − k} ⇒ {λ} ⊆ {(M)(N−k), 1k}
Also, since columns {N − k+ 1, . . . , N} only contain one φ† operator each, this
means that only columns {1, . . . , N − k} can contain paths in the zeroth row.
The fact that the paths are column strict means that the lowest occupation
number sequence is,
{n0, n1, . . . , nM} = {N − k, k, 0, . . . , 0, 0} ⇒ {λ} ⊇ {1k} 
We now give the following combinatorial definitions of ψ
(2,1k)
{λ} (u1, . . . , uN−k).
Considering the lattice path interpretation we obtain,
ψ
(2,1k)
{λ} (u1, . . . , uN−k) =
∑
allowable paths in
(M + 1) × N lattice†
u
td1−ta1
1 . . . u
tdN−k−taN−k
N−k
where the lattice paths are under the condition that the last k paths, labelled
jq, N − k + 1 ≤ q ≤ N , make directional changes from east to north at row
1, column q, and only columns {1, . . . , N − k} can contain paths in the zeroth
row. The powers tdj and t
a
j give the total amount of d and a vertices in column
j respectively.
Considering the plane partition interpretation we obtain,
ψ
(2,1k)
{λ} (u1, . . . , uN−k) =
∑
upper plane part.
in N × N ×M array†
u
ld1−la1
1 . . . u
ldN−k−laN−k
N−k
where the upper plane partitions are under the condition that the top-right
most k × k entries are equal to one. This obviously places restrictions on the
remaining entries, as per the conditions of a plane partition. For example, the
remaining (N −k)× (N −k) bottom-right entries can only either be zero or one
accordingly,
pi
{λ}
+ =

pi1,1 . . . pi1,N−k 1 . . . . . . . . . . . . 1
. . .
...
...
...
piN−k,N−k 1 . . . . . . . . . . . . 1
1 . . . . . . . . . . . . 1
. . .
...
1 . . . . . . 1
pik+1,k+1 . . . pik+1,N
. . .
...
piN,N

The powers ldj and l
a
j give the total amount of d and a rhombi in column j
respectively.
Finally, considering the descending Young tableaux interpretation, we no-
tice that whenever we transform from the upper plane partition to the Young
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tableau, the weights tN−k+1 = · · · = tN = 1 and their position in the tableau
is exactly {tN = T {λ}1,1 , tN−1 = T {λ}2,1 , . . . , tN−k+1 = T {λ}k,1 }. Since these weights
do not enter the equation, due to uN−k+1, . . . , uN not being present, we can
simply consider the skew partition {λ − 1k} to generate the tableaux13. Thus
we obtain,
ψ
(2,1k)
{λ} (u1, . . . , uN−k) =
∑
T
{λ−1k}
−
u2t1−M1 . . . u
2tN−k−M
N−k
=
(
1
u1 . . . uN−k
)M ∑
T
{λ−1k}
−
(
u21
)t1
. . .
(
u2N−k
)tN−k
=
(
1
u1 . . . uN−k
)M
S{λ}/{1k}(u
2
1, . . . , u
2
N−k)
(2.75)
meaning the N -particle state vector is given by the following,
|Ψ{1k}M (u1, . . . , uN−k)〉
=
(
N−k∏
j=1
1
uj
)M ∑
{λ}⊆{(M)(N−k),1k}
{λ}⊇{1k}
S{λ}/{1k}(u
2
1, . . . , u
2
N−k)|λ〉 (2.76)
Correlation functions and the wave-vector at s = n−M = m + N as a
weighted sum. Consider then the correlation function,(∏N−k
j=1 uj∏N
j=1 vj
)M
〈ΨM (v1, . . . , vN )|Ψ{1
k}
M (u1, . . . , uN−k)〉
=
(∏N−k
j=1 uj∏N
j=1 vj
)M
〈0|C(v1) . . . C(vN )B(u1) . . . B(uN−k)
(
φ†1
)k
|0〉
=
∑
{λ}⊆{(M)(N−k),1k}
{µ}⊆(M)(N)
S{λ}/{1k}(u
2
1, . . . , u
2
N−k)S{µ}(v
−2
1 , . . . , v
−2
N )〈µ|λ〉
=
∑
{λ}⊆{(M)(N−k),1k}
{λ}⊇{1k}
S{λ}/{1k}(u
2
1, . . . , u
2
N−k)S{λ}(v
−2
1 , . . . , v
−2
N )
(2.77)
which calculates all the weighted non crossing column strict lattice paths on an
(M + 1) × 2N grid with the final k paths, labelled jq, N − k + 1 ≤ q ≤ N ,
turning north at row 1, column N − k+ 1 ≤ q ≤ N . Additionally, only columns
1 ≤ q ≤ N − k can contain paths in the zeroth row. Compare the above result
now with any of the wave-functions that we calculated earlier,
τ(s)wˆ
(∞)
k (s) = (−1)k
∑
{λ}⊆(n−s)(s−m)
{λ}⊇{1k}
χ{λ}/{1k}(~x)χ{λ}(−~y)
and concentrate on the particular row, s = n−M = m+N , of the wave-matrix,
13Incidentally, it is at this point the reason we considered the tableaux in descending order
becomes apparent. Had we considered ascending order we would need to invert the numbers
to obtain the required results.
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restricting the variables as before (eq. 2.58), to obtain,
τ(n−M)wˆ(∞)k (n−M)
=(−1)k
∑
{λ}⊆(M)(N)
{λ}⊇{1k}
S{λ}/{1k}(u
2
1, . . . , u
2
N )S{λ}(v
−2
1 , . . . , v
−2
N )
Now consider the limit uN−k+1 = · · · = uN = 0,
lim
uj→0
N−k+1≤j≤N
S{λ}/{1k}(u
2
1, . . . , u
2
N ) = S{λ}/{1k}(u
2
1, . . . , u
2
N−k).
Unsurprisingly however we again witness subtle effects in the summation. Re-
calling the combinatorial definition of the skew Schur polynomial,
S{λ}/{1k}(u
2
1, . . . , u
2
N−k) =
∑
T
{λ−1k}
−
(
u21
)t1
. . .
(
u2N−k
)tN−k
where the sum is given over all possible descending column strict skew tableaux
of shape {λ − 1k}, and the tj give the amount of times j appears in the skew
partition. In the above case, j = {1, . . . , N − k}, thus the total length of any
column in the skew partition cannot be greater than N−k, otherwise the Young
tableau will not be column strict. Therefore, when {λ} ⊆ (M)(N), for all the
columns in the skew partition {λ− 1k}, to be no greater than N − k in length
we obtain the new restricted condition, {λ} ⊆ {(M)(N−k), 1k}.
Thus the wave-vector, given by the s = n − M = m + N row of the wave-
matrix, in the uN−k+1 = · · · = uN = 0 limit,
lim
uj→0
N−k+1≤j≤N
(
τ(n−M)wˆ(∞)k (n−M))
)M
k=0
=
(−1)k ∑
{λ}⊆{(M)(N−k),1k}
{λ}⊇{1k}
S{λ}/{1k}(u
2
1, . . . , u
2
N−k)S{λ}(v
−2
1 , . . . , v
−2
N )

M
k=0
=
(∏N−k
j=1 uj∏N
j=1 vj
)M (
〈ΨM (v1, . . . , vN )|Ψ{1
k}
M (u1, . . . , uN−k)〉
)M
k=0
(2.78)
gives exactly (up to a multiplicative factor) all the weighted non crossing column
strict lattice paths on an (M + 1)× 2N with the final k paths, 1 < k ≤ N , la-
belled jq, N−k+1 ≤ q ≤ N , turning north at row 1, column N−k+1 ≤ q ≤ N
and only the first N − k columns can contain paths in the zeroth row.
Single determinant form for the wave-functions.
Comment. For both classes of wave-function all the results up to this point
have been a mirror image of each other up to a slight variation. In the following
result however, the mirroring ceases. Obtaining the single determinant form for
the second class of wave-functions is a long process that displays a surprising
asymmetry with the first class of wave-functions.
Polynomial expansion (in uN) of the scalar product. We begin by exam-
ining the operator B(u), as we are interested in the parts of B(u) that contain
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only φ†j and φ1 operators,
B(u) = u−M
{
M∑
j=0
u2jφ†j +
M−2∑
j=0
u2j+2φ†0φ1φ
†
j+2
}
+ terms that contain operators φj , j ∈ {2, . . . , N}
(2.79)
Thus when B(u) acts on the vacuum,
B(u)|0〉 = u−M
M∑
j=0
u2jφ†j |0〉 (2.80)
we can obtain the scalar product as the following weighted linear sum of corre-
lation functions,
S(N,M |~u,~v) = 〈0|C(v1) . . . C(vN )B(u1) . . . B(uN )|0〉
= u−MN
M∑
j=0
u2jN 〈ΨM (v1, . . . , vN )|Ψ{j}M (u1, . . . , uN−1)〉
= u−MN
M∑
j=0
u2jN S
N
M ({j})
(2.81)
where we have defined,
SNM ({j}) = 〈ΨM (v1, . . . , vN )|Ψ{j}M (u1, . . . , uN−1)〉 (2.82)
for notational convenience.
Our ultimate goal is to find the single determinant expression of,
SNM ({1k}) = SNM ({1, . . . , 1︸ ︷︷ ︸
k
})
= 〈ΨM (v1, . . . , vN )|Ψ{1
k}
M (u1, . . . , uN−k)〉
(2.83)
which shall be achieved through many steps. Nevertheless, we begin this pro-
cess by explicitly finding the required expression for small k, and then using
induction to fill in the gaps.
Deriving the coefficient, SNM({q}), 0 ≤ q ≤M. Expanding the scalar prod-
uct as a series in u2N involves exactly the same procedure as expanding it as a
series in v21 . We begin by relabeling the scalar product as,
S(N,M |~u,~v) = ΩuˆN
1
uMN
 ∏
1≤j<k≤N
1
u2j − u2k
det [hM+N−1(u2k, v2j )]Nj,k=1
where,
Ωuˆs =
 ∏
1≤j<k≤N
1
v2j − v2k

(
s−1∏
m=1
N∏
l=1
1
umvl
)M
, 1 ≤ s ≤ N (2.84)
In the corresponding section for the first wave-functions, we used a series of
row operations to eliminate the factor of
∏
1≤j<k≤N
(
v2j − v2k
)
on the denom-
inator. Using the corresponding column operations to eliminate the factor of∏
1≤j<k≤N
(
u2j − u2k
)
in the denominator of the above expression we obtain,
S(N,M |~u,~v) = ΩuˆN
1
uMN
det
[
hM+N−k(u
2
1, . . . , u
2
k, v
2
j )
]N
j,k=1
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and expressing the entries of the final column as a polynomial in u2N ,
hM (u
2
1, . . . , u
2
N , v
2
j ) =
M∑
q=0
u2qN hM−q(u
2
1, . . . , u
2
N−1, v
2
j ),
we receive,
SNM ({q}) = ΩuˆN det
[
hM+N−k({u2}k, v2j ), hM−q({u2}N−1, v2j )
]
j=1,...,N
k=1,...,N−1
(2.85)
where {u2}k = {u21, . . . , u2k}.
Polynomial expansion (in uN−1) of SNM({1}). We now build upon eq.
2.85 and consider the quantity,
B(uN−1)φ
†
1|0〉 = u−MN−1
M∑
j=0
u2jN−1φ
†
jφ
†
1|0〉+ u−(M+2)N−1
M−2∑
j=2
u2jN−1φ
†
0φ
†
j |0〉 (2.86)
Hence,
SNM ({1}) = u−MN−1
M∑
j=0
u2jN−1S
N
M ({j, 1}) + u−(M+2)N−1
M∑
j=2
u2jN−1S
N
M ({0, j})
= u−MN−1
{
SNM ({0, 1}) + u2MN−1SNM ({M, 1})
}
+ u−MN−1
{
M−1∑
j=1
u2jN−1
[
SNM ({j, 1}) + SNM ({0, j + 1})
]} (2.87)
where we recognize that,
SNM ({m,n}) = SNM ({n,m}) (2.88)
Thus, if we expand SNM ({1}) as a series in uN−1, the coefficient of u−M+2N−1 is,
SNM ({1, 1}) + SNM ({0, 2})
At this point we run into a potential problem. In order to obtain SNM ({1, 1}) =
SNM ({12}), we need to first find SNM ({0, 2}).
Deriving SNM({0,2}) from the polynomial expansion of SNM({0}). Luckily,
this can be achieved by expanding SNM ({0}) as a series in uN−1,
SNM ({0}) = u−MN−1
M∑
j=0
u2jN−1S
N
M ({j, 0})
Substituting q = 0 into eq. 2.85 we have,
SNM ({0}) =
ΩuˆN−1
uMN−1
det
[
hM+N−k({u2}k, v2j ), hM ({u2}N−1, v2j )
]
j=1,...,N
k=1,...,N−1
.
where ΩuˆN =
ΩuˆN−1
uMN−1
. We now rewrite the entries of the Nth column, multiplied
by u2N−1, u
2
N−1hM ({u2}N−1, v2j ), as,
M+1∑
q=1
u2qN−1hM+1−q({u2}N−2, v2j )
=
M+1∑
q=0
u2qN−1hM+1−q({u2}N−2, v2j )− hM+1({u2}N−2, v2j )
=hM+1({u2}N−1, v2j )− hM+1({u2}N−2, v2j ),
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to obtain,
SNM ({0}) =
ΩuˆN−1
uM+2N−1
det
[
cjk, hM+1({u2}N−1, v2j )− hM+1({u2}N−2, v2j )
]
j=1,...,N
k=1,...,N−1
,
where,
cjk = hM+N−k({u2}k, v2j ).
Subtracting column N − 1 from column N we receive,
SNM ({0}) = −
ΩuˆN−1
uM+2N−1
det
[
cjk, hM+1({u2}N−2, v2j )
]
j=1,...,N
k=1,...,N−1
.
In the above form of SNM ({0}), only column N − 1 is a function of u2N−1. Ex-
panding the (N − 1)th column as a polynomial in uN−1, we obtain,
uMN−1
ΩuˆN−1
SNM ({0})
=−
N∑
r=1
(−1)N−1+r
M+1∑
q=0
u2q−2N−1hM+1−q({u2}N−2, v2j )
× det [cjk, hM+1({u2}N−2, v2j )] j=1,...,rˆ,...,N
k=1,...,N−2
=−
M+1∑
q=0
u2q−2N−1 det
[
cjk, hM+1−q({u2}N−2, v2j ), hM+1({u2}N−2, v2j )
]
j=1,...,N
k=1,...,N−2
=
M∑
q=0
u2qN−1det
[
cjk, hM+1({u2}N−2, v2j ), hM−q({u2}N−2, v2j )
]
j=1,...,N
k=1,...,N−2
where the q = 0 case on the second last line is eliminated due to column N − 1
and N being equal.
Thus we obtain the result,
SNM ({q, 0}) = ΩuˆN−1det
[
cj,k, hM+1({u2}N−2, v2j ), hM−q({u2}N−2, v2j )
]
j=1,...,N
k=1,...,N−2
(2.89)
which means we now have the necessary results to obtain SNM ({12}).
Deriving SNM({12}) from the polynomial expansion of SNM({1}). We now
consider SNM ({1}),
SNM ({1}) =
ΩuˆN−1
uMN−1
det
[
cjk, hM−1({u2}N−1, v2j )
]
j=1,...,N
k=1,...,N−1
Labelling the individual columns of the matrix as Cj , 1 ≤ j ≤ N , we consider
the quantity, u4N−1CN − CN−1,
u4N−1hM−1({u2}N−1, v2j )− hM+1({u2}N−1, v2j )
=
M−1∑
q=0
u2q+4N−1hM−1−q({u2}N−2, v2j )−
M+1∑
q=0
u2qN−1hM+1−q({u2}N−2, v2j )
=−
1∑
q=0
u2qN−1hM+1−q({u2}N−2, v2j )
=−
1∑
q=0
u2qN−1%
N−2,j
q−1
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where we label the symmetric polynomials as,
%α,βγ = hM−γ({u2}α, v2β) (2.90)
for notational convenience. Thus continuing with the expansion we obtain,
SNM ({1}) = −
ΩuˆN−1
uM+4N−1
det
[
cjk,
M+1∑
q1=0
u2q1N−1%
N−2,j
q1−1 ,
1∑
q2=0
u2q2N−1%
N−2,j
q2−1
]
j=1,...,N
k=1,...,N−2
= u−MN−1
M+1∑
q1=2
1∑
q2=0
u2q1+2q2−4N−1 ΩuˆN−1det
[
cjk, %
N−2,j
q2−1 , %
N−2,j
q1−1
]
j=1,...,N
k=1,...,N−2
where we are interested in the indices (q1, q2) = (r, 1), and (r+1, 0), 2 ≤ r ≤M ,
SNM ({r − 1, 1}) + SNM ({r, 0}) = ΩuˆN−1
(
det
[
cjk, %
N−2,j
0 , %
N−2,j
r−1
]
j=1,...,N
k=1,...,N−2
+det
[
cjk, %
N−2,j
−1 , %
N−2,j
r
]
j=1,...,N
k=1,...,N−2
)
Since we already have the explicit form of SNM ({r, 0}), given in eq. 2.89, this
leaves us with the result,
SNM ({r − 1, 1}) = ΩuˆN−1det
[
cjk, %
N−2,j
0 , %
N−2,j
r−1
]
j=1,...,N
k=1,...,N−2
(2.91)
Towards the general result. We now have enough knowledge to conclude
this section with an inductive proof of the following result.
Proposition 19.
SNM ({r1, . . . , rp}) = ΩuˆN+1−pdet
[
cj,k, %
N−p,j
rp+1−p, %
N−p,j
rp−1+2−p, . . . , %
N−p,j
r1
]
j=1,...,N
k=1,...,N−p
(2.92)
where,
r1 ∈ {0, 1, . . . ,M} , r2 ∈ {0, 1} , . . . , rp ∈ {0, 1}
r1 ≥ r2 ≥ · · · ≥ rp , 1 ≤ p ≤ N
Proof. We have shown that the above statement is true for p = 1, 2. Let
us assume that the general case is true up to p, and show that the p + 1 case
follows naturally from this assumption.
Polynomial expansion (in u2N−p) of SNM({1p−r,0r}). Using the expansion
of B(uN−p) we obtain the expression, SNM ({1p−r, 0r}), 0 ≤ r ≤ p − 1, as the
usual weighted sum,
SNM ({1p−r, 0r}) = u−MN−p
M∑
j=0
u2jN−pS
N
M ({j, 1p−r, 0r})
+ u
−(M+2)
N−p
M∑
j=2
u2jN−pS
N
M ({j, 1p−r−1, 0r+1})
= u−MN−p
{
SNM ({1p−r, 0r+1}) + u2MN−pSNM ({M, 1p−r, 0r})
}
+ u−MN−p
×
{
M−1∑
j=1
u2jN−p
[
SNM ({j, 1p−r, 0r}) + SNM ({j + 1, 1p−r−1, 0r+1})
]}
(2.93)
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Additionally for SNM ({0p}), (r = p), we have,
SNM ({0p}) = u−MN−p
M∑
j=0
u2jN−pS
N
M ({j, 0p}) (2.94)
In order to verify the proposed result we need to derive (using the polynomial
expansion method) the explicit forms for the following expressions,
• SNM ({j, 0p}), this is the most elementary calculation.
• SNM ({1p−r, 0r+1}) and SNM ({M, 1p−r, 0r}), the coefficients of u−MN−p and
uMN−p in eq. 2.93.
• SNM ({j, 1p−r, 0r}) and SNM ({j+1, 1p−r−1, 0r+1}), the coefficients of u−M+2jN−p
in eq. 2.93. This case will obviously involve a seperating argument.
Deriving SNM({q,0p}), 0 ≤ q ≤M, from the polynomial expansion of
SNM({0p}). The assumed form (eq. 2.92) of SNM ({0p}) is explicitly given as,
SNM ({0p}) =
ΩuˆN−p
uMN−p
det
[
%k,jk−N , %
N−p,j
−p , %
N−p,j
1−p , . . . , %
N−p,j
−1 , %
N−p,j
0
]
j=1,...,N
k=1,...,N−p−1
Using the following symmetric polynomial identity, for %N−p,js , −p ≤ s ≤ 0,
%N−p,js =
M+s∑
q=0
u2qN−phM+s−q({u2}N−p−1, v2j )
⇒ %N−p,js − u2N−p%N−p,js+1 = %N−p−1,js
(2.95)
we apply the following column operations (in order),
CN−p → CN−p − u2N−pCN−p+1
...
CN−1 → CN−1 − u2N−pCN
to obtain,
SNM ({0p}) =
ΩuˆN−p
uMN−p
det
[
%k,jk−N , %
N−p−1,j
−p , . . . , %
N−p−1,j
−1 , %
N−p,j
0
]
j=1,...,N
k=1,...,N−p−1
Realizing that the final column solely contains terms of u2N−p, we expand along
this column to obtain,
SNM ({0p})
=
ΩuˆN−p
uMN−p
M∑
q=0
u2qN−pdet
[
%k,jk−N , %
N−p−1,j
−p , , . . . , %
N−p−1,j
−1 , %
N−p−1,j
q
]
j=1,...,N
k=1,...,N−p−1
(2.96)
and comparing eq. 2.96 with 2.94 we have,
SNM ({q, 0p}) = ΩuˆN−pdet
[
%k,jk−N , %
N−p−1,j
−p , . . . , %
N−p−1,j
−1 , %
N−p−1,j
q
]
j=1,...,N
k=1,...,N−p−1
(2.97)
With this prepatory case completed, we now move on to expand the more gen-
eral expression, SNM ({1r, 0p−r}).
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Deriving SNM({1p−r,0r+1}) and SNM({M,1p−r,0r}) from the polynomial
expansion of SNM({1r,0p−r}). The assumed form (eq. 2.92) of SNM ({1r, 0p−r})
is explicitly given as,
SNM ({1r, 0p−r})
=
ΩuˆN−p
uMN−p
det
%k,jk−N , %N−p,j−p , . . . , %N−p,jr−p︸ ︷︷ ︸
r+1
, %N−p,jr−p+2 . . . , %
N−p,j
1︸ ︷︷ ︸
p−r

j=1,...,N
k=1,...,N−p−1
Applying the column operations (in order),
CN−p → CN−p − u2N−pCN−p+1
...
CN−p+r−1 → CN−p+r−1 − u2N−pCN−p+r
CN−p+r+1 → CN−p+r+1 − u2N−pCN−p+r+2
...
CN−1 → CN−1 − u2N−pCN
in conjunction with the symmetric polynomials identities in eq. 2.95, we obtain,
SNM ({1r, 0p−r})
=
ΩuˆN−p
uMN−p
det
[
%k1,jk1−N , %
N−p−1,j
−k2 , %
N−p,j
r−p , %
N−p−1,j
−k3 , %
N−p,j
1
] j=1,...,N
k1=1,...,N−p−1
k2=p,...,p−r+1
k3=p−r−1,...,0
(2.98)
where k2 and k3 are in descending order.
Realizing that only columns N − p + r and N contain the variable u2N−p, we
now proceed to suppress all columns except N − p+ r and N from eq. 2.98 for
notational convenience,
det
[
P, %N−p,jr−p , %N−p,j1
]
=det
[
%k1,jk1−N , %
N−p−1,j
−k2 , %
N−p,j
r−p , %
N−p−1,j
−k3 , %
N−p,j
1
] j=1,...,N
k1=1,...,N−p−1
k2=p,...,p−r+1
k3=p−r−1,...,0
(2.99)
Expanding the entries of column N − p+ r,
%N−p,jr−p =
M+p−r∑
q=0
u2qN−p%
N−p−1,j
r−p+q (2.100)
we notice that at index q = 2, 3, . . . , p− r, eq. 2.100 is proportional to column
N − p + r + 1, N − p + r + 2, . . . , N − 1 respectively, thus we can delete these
indices from the sum.
Additionally, for the indices, q = p− r + 1, . . . ,M + p− r, we have,
M+p−r∑
q=p−r+1
u2qN−p%
N−p−1,j
r−p+q = u
2(p−r+1)
N−p %
N−p,j
1
which is proportional to column N . Taking advantage of the above results, the
entries of column N − p+ r can be reduced to,
1∑
q=0
u2qN−p%
N−p−1,j
r−p+q
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without affecting the value of the determinant.
Thus expanding SNM ({1r, 0p−r}) as a polynomial in u2N−p we obtain,
1
ΩuˆN−p
SNM ({1r, 0p−r}) =
M−1∑
q1=0
1∑
q2=0
u
2(q1+q2)−M
N−p det
[
P, %N−p−1,jr−p+q2 , %N−p−1,j1+q1
]
= u−MN−pdet
[
P, %N−p−1,jr−p , %N−p−1,j1
]
+ uMN−pdet
[
P, %N−p−1,jr−p+1 , %N−p−1,jM
]
+
M−1∑
q=1
u−M+2qN−p
{
det
[
P, %N−p−1,jr−p , %N−p−1,j1+q
]
+ det
[
P, %N−p−1,jr−p+1 , %N−p−1,jq
]}
(2.101)
Comparing eq. 2.101 with eq. 2.93 we instantly obtain the sought after expres-
sions,
SNM ({1p−r, 0r+1}) = ΩuˆN−pdet
[
P, %N−p−1,jr−p , %N−p−1,j1
]
SNM ({M, 1p−r, 0r}) = ΩuˆN−pdet
[
P, %N−p−1,jr−p+1 , %N−p−1,jM
] (2.102)
Disentangling the remainder by considering the overlap of terms. Ad-
ditionally from comparing eq. 2.101 with eq. 2.93 we obtain the entangled
expressions,
SNM ({q, 1p−r, 0r}) + SNM ({q + 1, 1p−r−1, 0r+1})
= ΩuˆN−p
{
det
[
P, %N−p−1,jr−p , %N−p−1,j1+q
]
+ det
[
P, %N−p−1,jr−p+1 , %N−p−1,jq
]} (2.103)
for 1 ≤ q ≤M − 1, 0 ≤ r ≤ p− 1.
In order to disentangle this expression, we consider strategic r values where
one term in eq. 2.103 is already known from a previous result. To begin, con-
sider r = p− 1, 1 ≤ q ≤M − 1,
SNM ({q, 1, 0p−1}) + SNM ({q + 1, 0p})︸ ︷︷ ︸
use eq. 2.97
= ΩuˆN−p
{
det
[
P, %N−p−1,j−1 , %N−p−1,j1+q
]
+ det
[
P, %N−p−1,j0 , %N−p−1,jq
]}
⇒ SNM ({q, 1, 0p−1}) = ΩuˆN−pdet
[
P, %N−p−1,j−1 , %N−p−1,j1+q
] (2.104)
The above result allows us to similarly consider r=p-2,
SNM ({q, 12, 0p−2}) + SNM ({q + 1, 1, 0p−1})︸ ︷︷ ︸
use eq. 2.104 for 1 ≤ q ≤ M − 2
use eq. 2.102 for q = M − 1
= ΩuˆN−p
{
det
[
P, %N−p−1,j−2 , %N−p−1,j1+q
]
+ det
[
P, %N−p−1,j−1 , %N−p−1,jq
]}
⇒ SNM ({q, 12, 0p−2}) = ΩuˆN−pdet
[
P, %N−p−1,j−2 , %N−p−1,j1+q
]
(2.105)
Thus applying the above algorithm a general number of times we are able to
fully disentangle eq. 2.103 for general r and q,
SNM ({q, 1r, 0p−r}) = ΩuˆN−pdet
[
P, %N−p−1,j−r , %N−p−1,j1+q
]
(2.106)
2.3. HALL-LITTLEWOD PLANE PARTITIONS 83
Thus putting everything together, we receive,
SNM ({r1, . . . , rp+1})
= ΩuˆN−pdet
[
cjk, %
N−p−1,j
rp+1−p , %
N−p−1,j
rp+1−p , . . . , %
N−p−1,j
r1
]
j=1,...,N
k=1,...,N−p−1
r1 ∈ {0, 1, . . . ,M} , r2 ∈ {0, 1} , . . . , rp+1 ∈ {0, 1}
r1 ≥ r2 ≥ · · · ≥ rp+1 , 1 ≤ p ≤ N − 1
(2.107)
which completes our inductive proof. 
Final result for the second class of wave-function. Thus, letting r1 =
· · · = rp = 1 in eq. 2.92, we obtain the single determinant form for the second
class of wave-function,
SNM ({1p}) = 〈ΨM (v1, v2, . . . , vN )|Ψ{1
p}
M (u1, . . . , uN−q)〉
= ΩuˆN−p+1det
[
%k,jk−N , %
N−p,j
2−p , %
N−p,j
3−p , . . . , %
N−p,j
1
]
j=1,...,N
k=1,...,N−p
= lim
ur→0
N−p+1≤r≤N
( ∏N
j=1 vj∏N−p
j=1 uj
)M
τ(n−M)wˆ(∞)p (n−M)
(2.108)
for 1 ≤ p ≤ N .
2.3 Hall-Littlewod plane partitions
Unlike the previous 2 sections of this chapter, this section functions more as
an observation of the correspondence of the results obtained in [11] and the scale
transformed 2-Toda hierarchy shown in section 1.5 of this thesis. Due to the
limited nature of the results obtained, we leave most definitions of this section
to a minimum.
2.3.1 Charged t-fermions
For a more complete introduction to charged t-fermions, see [69,70]. A com-
prehensive introduction to t = 0 free fermions and their associated Fock space
is given in section 3.2 of this thesis and the references contained therein.
t-anti commutation relations. The following model is defined by the non
commutative operators ψi and ψ
∗
j , i, j ∈ Z, whose anti commutation relations
are given by,
{ψm, ψn}+ = tψm+1ψn−1 + tψn+1ψm−1
{ψ∗m, ψ∗n}+ = tψ∗m−1ψ∗n+1 + tψ∗n−1ψ∗m+1
{ψm, ψ∗n}+ = tψm−1ψ∗n−1 + tψ∗n+1ψm+1 + (1− t)2δmn
(2.109)
where t ∈ C.
t-Heisenberg generators. Additionally, we define the t-Heisenberg gener-
ators, H
(t)
m , m ∈ Z\{0},
H(t)m =
{
1
1−t
∑
j∈Z ψjψ
∗
j+m m ≥ 1
1
(1−t)(1−t−m)
∑
j∈Z ψjψ
∗
j+m m ≤ −1 (2.110)
84 CHAPTER 2. APPLICATIONS OF THE 2-TODA HIERARCHY
whose commutation relation is given by,
[H(t)m , H
(t)
n ] =
m
1− t|m| δm,−n
t-vertex operators. Lastly we define the t-vertex operators, Γ±(u, t), as ex-
ponentials of weighted sums of the t-Heisenberg generators,
Γ+(u, t) = exp
{
−
∞∑
m=1
1− tm
m
1
um
H(t)m
}
Γ−(u, t) = exp
{
−
∞∑
m=1
1− tm
m
umH
(t)
−m
} (2.111)
2.3.2 Vertex operator expectation value
In [71], Okounkov et. al. observed that (t = 0) vertex operator expecta-
tion values taken at special limits of the ui’s and vj ’s generate random plane
partitions. This process was generalized in [72] for neutral free fermions, and
in the corresponding special limits of the ui’s and vj ’s diagonally strict plane
partitions were generated. For general u and v values, it is known [73] that
the expectation value, given as the bilinear sum of Q-Schur polynomials, is a
(restricted) τ -function of the BKP hierarchy with two sets of time variables.
We now give the results of [11] and show that the expectation value for general
t is a τ -function of the hierarchy detailed in section 1.5.
SN (u1, . . . , uN , v1, . . . , vN ; t) = 〈0|Γ+(u−1N , t) . . .Γ+(u−11 , t)Γ−(v1, t) . . .Γ−(vN , t)|0〉
(2.112)
is given explicitly as,
SN (~u,~v; t) =
N∏
j,k=1
1− tujvk
1− ujvk
=
∑
{λ}⊆(∞)(N)
P{λ} (u1, . . . , uN ; t)Q{λ} (v1, . . . , vN ; t)
(2.113)
where P{λ} (~u; t) = 1b{λ}Q{λ} (~u; t), is the Hall-Littlewood polynomial of par-
tition {λ}.
The expectation value as a restricted, scale transformed, 2-Toda τ-
function. We now consider the unrestricted, scale transformed, τ -function
constructed in section 1.5,
τ(s = N +m,~u,~v; t) = SN (u1, . . . , uN , v1, . . . , vN ; t)
=
∑
{λ}⊆(∞)(N)
P{λ} (u1, . . . , uN ; t)Q{λ} (v1, . . . , vN ; t) (2.114)
we obtain the observation that the restricted τ -function is equal to the finite
scalar product of the t-vertex operators.
Chapter 3
The six vertex model and
KP
3.1 Domain wall partition function (DWPF)
In this chapter we introduce the well studied six vertex model. This model
is statistical in nature, and as such, most of the interesting quantities consist
of weighted sums of all allowable configurations. Within the framework of this
chapter, we are interested in two main quantities, the domain wall partition func-
tion (DWPF) and the associated scalar product. The main aim of this chapter
is to show that both quantities can be fermionized in a specific form [17,18] that
automatically means that these quantities are KP τ -functions with restricted
time variables.
We begin this section with a detailed introduction to the statistics of the six
vertex model under domain wall boundary conditions (DWBC’s). The litera-
ture on the following model, for both periodic and DW boundary conditions,
is immense and we offer chap. 8 of [39] and sections VI-VII of [28] as typical
examples for the model under respective boundary conditions.
3.1.1 Overview of the model
The N × N lattice and rapidity flows. Consider a square lattice with
N horizontal lines (rows) and N vertical lines (columns) that intersect at N2
points (vertices). To each row we associate a horizontal rapidity flow, si ∈ C,
1 ≤ i ≤ N , which is oriented from left to right. Similarly to each column we
associate a vertical rapidity, tj ∈ C, 1 ≤ j ≤ N , which is oriented from bottom
to top.
Figure 3.1: The N ×N lattice with horizontal and vertical rapidity flows.
State variables and vertex weights. With each of the N2 vertices are
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associated four state variables, represented as arrows pointing in or out of the
intersection. This obviously leads to 24 = 16 distinct configurations for each
vertex. We now impose that only those vertices with two arrows pointing in and
two arrows pointing out are allowed, thus restricting the amount of allowable
configurations to six. These allowable configurations are shown in fig. 3.2.
Figure 3.2: The six allowable vertex configurations.
With each allowable vertex is an associated Boltzmann weight, specified by the
difference of the the horizontal and vertical rapidities, si− tj , 1 ≤ i, j ≤ N , and
a global crossing parameter, λ ∈ C,
X(s, t)1,11,1 = ω1(s− t) = sinh (λ(−s+ t+ 1))
X(s, t)2,22,2 = ω2(s− t) = sinh (λ(−s+ t+ 1))
X(s, t)2,11,2 = ω3(s− t) = sinh (λ(−s+ t))
X(s, t)1,22,1 = ω4(s− t) = sinh (λ(−s+ t))
X(s, t)1,21,2 = ω5(s− t) = sinh (λ)
X(s, t)2,12,1 = ω6(s− t) = sinh (λ)
(3.1)
Fig. 3.3 specifies the convention used for the assignment of the state variables.
Figure 3.3: Labeling of the vertex X(s, t)a.bd,c.
Yang Baxter equations. Using this specific parameterization of the six al-
lowable weights, we are assured that the Yang Baxter equations,∑
g1,g2,g3∈{1,2}
X(s1 − s2)h1h2g2g1 X(s1 − s3)g1h3g3q1X(s2 − s3)g2g3q3q2
=
∑
g1,g2,g3∈{1,2}
X(s2 − s3)h2h3g3g2 X(s1 − s3)h1g3q3g1X(s1 − s2)g1g2q2q1
(3.2)
are valid.
Domain wall boundary conditions (DWBC’s). For the remainder of this
section we specify that the outer-most left and right arrows point outwards,
3.1. DOMAIN WALL PARTITION FUNCTION (DWPF) 87
Figure 3.4: Typical example of DWBC’s.
and the outer-most top and bottom arrows point inwards, while the inside bulk
remains free.
Domain wall partition function (DWPF). The DWPF, ZN , is defined
as the weighted sum over all valid lattice configurations under DWBC’s.
ZN
(
~s,~t, λ
)
= ZN
(
~s,~t
)
=
∑
allowable
configurations

∏
all
vertices
Xa,bc,d (si − vj)
 (3.3)
Korepin’s conditions for ZN . In [13] Korepin obtained four conditions that
uniquely determine the expression for ZN
(
~s,~t
)
. These are,
• ZN
(
~s,~t
)
is an order N−1 trigonometric polynomial in any of the rapidities
{s} or {t}.
• ZN
(
~s,~t
)
is a symmetric polynomial in the set {s} and the set {t}.
• Setting the rapidity variables, s1 = t1+1, we obtain the recursion relation,
ZN |s1=t1+1 =
(
N∏
i=2
sinh (λ(−si + t1))
)
sinh (λ)
(
N∏
j=2
sinh (λ(−s1 + tj))
)
× ZN−1(sˆ1, tˆ1)
• The initial condition is given by Z1(s1, t1) = sinh (λ).
We shall generate similar conditions for alternative vertex/height models in
chapters 4 and 6 of this work.
We are now ready to begin considering the determinant expressions of the
DWPF that adhere to the above four conditions.
3.1.2 Izergin’s determinant expression
Performing the change of variables,
e2λsi = ui , 1 ≤ i ≤ N
e2λti = vi , 1 ≤ i ≤ N
e−2λ = q
(3.4)
Izergin’s determinant expression the DWPF is given by,
ZIN (~u,~v) = ΥN
∏N
i,j=1(ui − vj)(qui − vj)∏
1≤i<j≤N (ui − uj)(vj − vi)
det
[
1
(ui − vj)(qui − vj)
]N
i,j=1
(3.5)
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where ΥN = 2
N(N−1)q
1
2N(N−1)
(∏N
i=1 uivi
)N−1
2
.
It is a relatively straightforward process [14] to show that Izergin’s determi-
nant expression satisfies the four conditions of Korepin.
3.1.3 Lascoux’s determinant expression
An equivalent expression of the partition function using basis (elementary
and homogeneous) symmetric polynomials, due to Lascoux [15], is given by,
ZLN (~u,~v) = ΥNdet
[
(hj−i(~u))
2N−1
i,j=1 (κj,k(~v))
2N−1
j,k=1
]N
i,k=1
, (3.6)
where,
κj,k(~v) =
qj−k+1 − qk−1
q − 1 (−1)
N−j+k−1eN−j+k−1(~v) (3.7)
Expanding ZLN as a polynomial in Schur/character polynomials. Using
the Cauchy-Binet formula to expand the determinant of the product of non
square matrices, the above expression becomes,
ZLN (~u,~v) = ΥN
∑
1≤j1<···<jN≤2N−1
det [hjl−i(~u)]
N
i,l=1 det [κjl,k(~v)]
N
l,k=1
Performing the change of variable, jα → λα + α, 1 ≤ α ≤ N , and applying the
workings from section 1.4.3 to express the determinant of the complete homo-
geneous symmetric polynomials as Schur polynomials, we obtain the following
expression,
ZLN (~u,~v) = ΥN
∑
0≤λ1≤···≤λN≤N−1
det [hλi+i−l(~u)]
N
i,l=1 det [κλl+l,k(~v)]
N
l,k=1
= ΥN
∑
{λ}⊆(N−1)N
c
(N)
{λ}(~v)S{λ}(~u)
(3.8)
where we have the usual identities,∑
{λ}⊆(N−1)N
=
∑
0≤λN≤···≤λ1≤N−1
S{λ}(~u) = det [hλi+j−i(~u)]
N
i,j=1
and the coefficients, c
(N)
{λ}(~v), are given by,
c
(N)
{λ}(~v) = det
[
κλN+1−i+i,j(~v)
]N
i,j=1
(3.9)
In [74–76] it was shown that when the crossing parameter is equal to a third
root of unity, the partition function is symmetric between both sets of rapidi-
ties, and can be expressed as a single Schur polynomial in both sets of rapidities.
We shall show that the above expression for the DWPF can be fermionized
via the boson-fermion correspondence. By definition, this form is a restricted
τ -function of the KP hierarchy. For more details of this statement, see section
3.5 of this work. First however, we shall explicitly derive Lascoux’s form (eq.
3.6) starting from Izergin’s (eq. 3.5). Additionally, we also consider one more
alternative expression for the DWPF which involves basis symmetric polynomi-
als, given by Kirillov and Smirnov [16].
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Derivation of Lascoux’s expression. We shall present the derivation of
Lascoux’s result for two reasons. Firstly Lascoux’s result, like Tsilevich’s result
considered in section 2.1.5, is quite pretty and demands respect. Secondly and
more importantly, contained within this derivation is a series of row operations
that are extremely helpful in section 3.4.2.
Necessary definitions. The most important object in this derivation is the
so called divided difference operator, ∂i, which acts on functions involving pairs
of variables {ui, zi}, i ∈ N,
∂i : f({ui, zi})→ f({ui, zi})− f({ui ↔ zi})
ui − zi (3.10)
We also define the symmetric polynomials wk({u1, . . . , uM}|{v1, . . . vN}), which
generally consist of two sets of variables which do not necessarily have the same
cardinality. The generating function, W (z; ~u|~v), is given by the multiplication
of the generating functions of the elementary symmetric polynomials and the
complete homogeneous symmetric polynomials,
W (z; ~u|~v) =
∞∑
j=0
zjwj(~u|~v) =
∏N
j1=1
(1− zvj1)∏M
j2=1
(1− zuj2)
⇒ wj(~u|~v) =
j∑
k=0
(−1)kek(~v)hj−k(~u)
(3.11)
where e(~v) and h(~u) are given by the usual elementary symmetric polynomials
and the complete homogeneous symmetric polynomials respectively. Obviously,
when the first and second sets are empty we obtain,
wj(φ|~v) = (−1)jej(~v)
wj(~u|φ) = hj(~u)
Lastly, we define the two row symmetric function, w(j,k)({~u|~v}, {~µ|~ρ}), (which
contains four sets of variables) given by the 2× 2 determinant expression,
w(j,k)({~u|~v}, {~µ|~ρ}) = det
[
wj(~u|~v) wj+1(~u|~v)
wk−1(~µ|~ρ) wk(~µ|~ρ)
]
(3.12)
Comment on necessary results. The derivation of Lascoux’s form relies
on the following four (seemingly unmotivated) necessary results regarding the
divided difference operator and the symmetric polynomials wk(~u|~v). We obtain
these four results and explicitly show how they are applied for the derivation of
ZLN (~u,~v).
Result (1).
w(N,j)({ui|~v}, {ui, zi|φ}) = zji
N∏
k=1
(ui − vk) (3.13)
To verify eq. 3.13 we expand w(N,j)({ui|~v}, {ui, zi|φ}) explicitly,
w(N,j)({ui|~v}, {ui, zi|φ}) = wN (ui|~y)hj(ui, zi)− wN+1(ui|~v)hj−1(ui, zi)
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where1,
wN (ui|~v) =
N∑
k=0
(−1)kuN−ki ek(~v)
hj(ui, zi) =
j∑
k=0
uki z
j−k
i
wN+1(ui|~v) =
N∑
k=0
(−1)kuN+1−ki ek(~v) + (−1)N+1 eN+1(~v)︸ ︷︷ ︸
=0
Putting this all together we obtain,
w(N,j)({ui|~v}, {ui, zi|φ}) = uNi
N∑
k=0
(
− 1
ui
)k
ek(~v)︸ ︷︷ ︸
E
(
− 1
ui
;~v
)
{
j∑
p=0
upi z
j−p
i − ui
j−1∑
p=0
upi z
j−1−p
i
}
︸ ︷︷ ︸
z
j
i
= zji u
N
i
N∏
k=1
(
1− vk
ui
)
,
which verifies eq. 3.13. Taking the determinant of the above result, (for 1 ≤
i, j ≤ N), we have,
det
[
w(N,j)({ui|~v}, {ui, zi|φ})
]N
i,j=1
= det
[
zj−1i
N∏
k=1
(ui − vk)
]N
i,j=1
=
N∏
i,k=1
(ui − vk) det
[
zj−1i
]N
i,j=1
=
N∏
i,k=1
(ui − vk)
∏
1≤i<j≤N
(zj − zi)
(3.14)
Result (2), the action of ∂i on wj(ui|v˜). Considering the action of ∂i on
wj(ui|~v), where the first set contains only one element ui, we obtain,
∂i (wj(ui|~v)) =
j∑
k=0
(−1)kek(~v)∂i
(
uj−ki
)
=
j∑
k=0
(−1)kek(~v)u
j−k
i − zj−ki
ui − zi
=
j∑
k=0
(−1)kek(~v)
j−k−1∑
p=0
upi z
j−k−1−p
i︸ ︷︷ ︸
hj−k−1(ui,zi)
= wj−1(ui, zi|~v),
(3.15)
since on the second last line the k = j term, h−1(ui, zi), is zero.
1We remember that hj(ui) = u
j
i .
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Result (3), the action of ∂i on w(N,j)({ui|v˜}, {ui, zi|φ}). Expanding the
term w(N,j)({ui|~v}, {ui, zi|φ}), and applying the operator we have,
∂i
(
w(N,j)({ui|~v}, {ui, zi|φ})
)
= ∂i (wN (ui|~v)hj(ui, zi))− ∂i (wN+1(ui|~v)hj−1(ui, zi))
(3.16)
we notice that the homogeneous symmetric polynomials in this expression are
invariant under the action of ui ↔ zi. Thus eq. 3.16 can be expressed more
conveniently as,
∂i
(
w(N,j)({ui|~v}, {ui, zi|φ})
)
= ∂i (wN (ui|~v))hj(ui, zi)− ∂i (wN+1(ui|~v))hj−1(ui, zi)
(3.17)
Using result (2) from above, eq. 3.17 becomes,
∂i
(
w(N,j)({ui|~v}, {ui, zi|φ})
)
= wN−1(ui, zi|~v)hj(ui, zi)− wN (ui, zi|~v)hj−1(ui, zi)
= w(N−1,j)({ui, zi|~v}, {ui, zi|φ})
(3.18)
Result (4), expanding w(N−1,j)({ui, zi|v˜}, {ui, zi|φ}). We shall now provide
the derivation of two alternative forms for w(N−1,j)({ui, zi|~v}, {ui, zi|φ}), given
by,
w(N−1,j)({ui, zi|~v}, {ui, zi|φ})
=
N−1∑
p=−1
(−1)N−1−pw(p,j)({ui, zi|φ}, {ui, zi|φ})eN−1−p(~v)
(3.19)
and,
w(N−1,j)({ui, zi|~v}, {ui, zi|φ})
=
N−1∑
p=j
(−1)N−1−pw(p,j)({ui, zi|φ}, {ui, zi|φ})eN−1−p(~v)
−
j−1∑
p=0
(−1)N−pw(j−1,p)({ui, zi|φ}, {ui, zi|φ})eN−p(~v)
(3.20)
Using the definition of wj(~u|~v) in terms of a summation of e(~v)’s and h(~u)’s, eq.
3.18 becomes,
w(N−1,j)({ui, zi|~v}, {ui, zi|φ}) = wN−1(ui, zi|~v)hj(ui, zi)− wN (ui, zi|~v)hj−1(ui, zi)
=
N−1∑
p1=−1
(−1)N−1−p1hp1(ui, zi)eN−1−p1(~v)hj(ui, zi)
−
N∑
p2=0
(−1)N−p2hp2(ui, zi)eN−p2(~v)hj−1(ui, zi)
where we have added the p1 = −1 term in the summation since it produces a
zero. If we make the change of indices p2 → p2 + 1, we obtain,
w(N−1,j)({ui, zi|~v}, {ui, zi|φ})
=
N−1∑
p=−1
(−1)N−1−p (hp(ui, zi)hj(ui, zi)− hp+1(ui, zi)hj−1(ui, zi))︸ ︷︷ ︸
w(p,j)({ui,zi|φ},{ui,zi|φ})
eN−1−p(~v)
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which verifies eq. 3.19. To verify eq. 3.20 we begin by separating eq. 3.19 into
the two values of p, j ≤ p ≤ N − 1 and −1 ≤ p ≤ j − 2, where we note that the
p = j − 1 term is zero,
w(N−1,j)({ui, zi|~v}, {ui, zi|φ})
=
N−1∑
p=j
(−1)N−1−pw(p,j)({ui, zi|φ}, {ui, zi|φ})eN−1−p(~v)
+
j−2∑
p=−1
(hp(ui, zi)hj(ui, zi)− hp+1(ui, zi)hj−1(ui, zi)) eN−1−p(~v)
We notice that the first term is in the correct form. For the second term, we
make the change of indices p → p − 1, and take out an overall negative factor
to obtain,
−
j−1∑
p=0
(−1)N−pdet
[
hj−1(ui, zi) hj(ui, zi)
hp−1(ui, zi) hp(ui, zi)
]
eN−p(~v)
thus verifying eq. 3.20.
Main section of the derivation. We now come to the main section of the
derivation of Lascoux’s result, which relies on applying a series of divided dif-
ference operators on a known determinant expression (Cauchy’s identity) and
obtaining the Izergin-Korepin determinant. We then use the four results results
to reconstruct this determinant in terms of symmetric polynomials.
Obtaining Izergin’s determinant from Cauchy’s determinant using
divided difference operators. We now consider the product of operators,
∂1 . . . ∂N , acting on Cauchy’s determinant in the form,
det
[
1
zi − vj
]N
i,j=1
=
∏
1≤i<j≤N (zi − zj)(vj − vi)∏
1≤i<j≤N (zi − vj)
To simplify the situation, we notice that zi only appears in row i, thus each
operator, ∂k, only acts on a single row. Taking this into account we obtain for
a single operator,
∂k
(
det
[
1
zi − vj
]N
i,j=1
)
=
N∑
p=1
(−1)p−k
1
zk−vp −
1
uk−vp
uk − zk det
[
1
zi − vj
]
i=1,...,kˆ,...,N
j=1,...,pˆ,...,N
=
N∑
p=1
(−1)p−k 1
(uk − vp)(zk − vp)det
[
1
zi − vj
]
i=1,...,kˆ,...,N
j=1,...,pˆ,...,N
= det

1
zi1−vj
1
(uk−vp)(zk−vp)
1
zi2−vj

i1=1,...,k−1
i2=k+1,...,N
j=1,...,N
Thus applying the product of N divided difference operators we obtain,
∂1 . . . ∂N
(
det
[
1
zi − vj
]N
i,j=1
)
= det
[
1
(ui − vj)(zi − vj)
]N
i,j=1
(3.21)
which is Izergin’s determinant expression in the limit zi → qui, 1 ≤ i ≤ N . We
now concentrate on obtaining the whole of Izergin’s DWPF, ZIN (~u,~v), up to the
factor ΥN .
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Obtaining ZIN in terms of basis symmetric polynomials. Consider now
the product form of the Cauchy determinant and massage it to obtain,∏
1≤i<j≤N (vj − vi)(zi − zj)∏N
i,j=1(zi − vj)
=
{ ∏
1≤i<j≤N (vj − vi)∏N
i,j=1(ui − vj)(zi − vj)
} ∏
1≤i<j≤N
(zi − zj)
N∏
i,j=1
(ui − vj)
︸ ︷︷ ︸
use eq. 3.14
=(−1)N(N−1)2
{ ∏
1≤i<j≤N (vj − vi)∏N
i,j=1(ui − vj)(zi − vj)
}
det
[
w(N,j−1)({ui|~v}, {ui, zi|φ})
]N
i,j=1
(3.22)
It is elementary to see that the factor,
∏
1≤i<j≤N (vj−vi)∏N
i,j=1(ui−vj)(zi−vj)
, is invariant under
the action ui ↔ zi. Thus applying the product of divided difference operators
we obtain,
1
ΥN
ZIN (~u,~v)
=
{ ∏N
i,j=1(ui − vj)(qui − vj)∏
1≤i<j≤N (ui − uj)(vj − vi)
}
lim
zi→qui
i∈{1,...,N}
∂1 . . . ∂N
(
det
[
1
(zi − vj)
]N
i,j=1
)
︸ ︷︷ ︸
use eq. 3.22
=
(−1)N(N−1)2∏
1≤i<j≤N (ui − uj)
lim
zi→qui
i∈{1,...,N}
∂1 . . . ∂N
(
det
[
w(N,j−1)({ui|~v}, {ui, zi|φ})
]N
i,j=1
)
︸ ︷︷ ︸
use eq. 3.18
=
(−1)N(N−1)2∏
1≤i<j≤N (ui − uj)
det
[
w(N−1,j−1)({ui, qui|~v}, {ui, qui|φ})
]N
i,j=1
Expanding the matrix entry w(N−1,j−1)({ui,qui|v˜}, {ui,qui|φ}). We now
apply eq. 3.20 on the entries, w(N−1,j−1)({ui, qui|~v}, {ui, qui|φ}), of the matrix
to obtain,
w(N−1,j−1)({ui, qui|~v}, {ui, qui|φ})
=
N−1∑
p=j−1
(−1)N−1−pw(p,j−1)({ui, qui|φ}, {ui, qui|φ})eN−1−p(~v)
−
j−2∑
p=0
(−1)N−pw(j−2,p)({ui, qui|φ}, {ui, qui|φ})eN−p(~v)
where (for p1 ≥ p2),
w(p1,p2)({ui, qui|φ}, {ui, qui|φ})
=hp1(ui, qui)hp2(ui, qui)− hp1+1(ui, qui)hp2−1(ui, qui)
=up1+p2i
{
p1∑
s1=0
p2∑
s2=0
qp1+p2−s1−s2 −
p1+1∑
s1=0
p2−1∑
s2=0
qp1+p2−s1−s2
}
=up1+p2i [q]
p1
p2
(3.23)
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where we have used the label
(∑p1
s=p2
qs
)
= [q]p1p2 . Thus using the above result
we obtain,
w(p,j−1)({ui, qui|φ}, {ui, qui|φ}) = up+j−1i [q]pj−1
w(j−2,p)({ui, qui|φ}, {ui, qui|φ}) = uj−2+pi [q]j−2p
(3.24)
and the partition function expression, 1ΥN Z
I
N (~u,~v), becomes,
(−1)N(N−1)2∏
1≤i<j≤N
(ui − uj)
det
[ ∑N−1
p=j−1(−1)N−1−pup+j−1i [q]pj−1eN−1−p(~v)
−∑j−3p=−1(−1)N−p−1up+j−1i [q]j−2p+1eN−1−p(~v)
]N
i,j=1
(3.25)
Eliminating the removable poles. It is now necessary to eliminate the re-
movable poles, 1∏
1≤i<j≤N (ui−uj) . Using the following symmetric function iden-
tity,
hm({u}, uj)− hm({u}, uk) = (uj − uk)hm−1({u}, uj , uk) (3.26)
where uj , uk * {u}, we perform the N − 1 row operations (in order),
R1 → R1 −R2
R2 → R2 −R3
...
RN−1 → RN−1 −RN
(3.27)
Under these operations eq. 3.25 becomes,
1
ΥN
ZIN (~u,~v) =
(−1)N(N−1)2∏
1≤i<j≤N
i6=j+1
(ui − uj)
×det

∑N−1
p=j−1(−1)N−1−php+j−2(ui, ui+1)[q]pj−1eN−1−p(~v)
−∑j−3p=−1(−1)N−1−php+j−2(ui, ui+1)[q]j−2p+1eN−1−p(~v)∑N−1
p=j−1(−1)N−1−pup+j−1N [q]pj−1eN−1−p(~v)
−∑j−3p=−1(−1)N−1−pup+j−1N [q]j−2p+1eN−1−p(~v)

i=1,...,N−1
j=1,...,N
Continuing with this pattern and applying the N − 2 operations (in order),
Ri → Ri −Ri+2 , 1 ≤ i ≤ N − 2 (3.28)
followed by the N − 3 operations (in order),
Ri → Ri −Ri+3 , 1 ≤ i ≤ N − 3 (3.29)
until finally we have just the single operation,
R1 → R1 −RN (3.30)
eq. 3.25 becomes,
1
ΥN
ZIN (~u,~v) = (−1)
N(N−1)
2
×det
[ ∑N−1
p=j−1(−1)N−1−php+j−1−(N−i)(uˆ1, . . . , uˆi−1)[q]pj−1eN−1−p(~v)
−∑j−3p=−1(−1)N−1−php+j−1−(N−i)(uˆ1, . . . , uˆi−1)[q]j−2p+1eN−1−p(~v)
]N
i,j=1
(3.31)
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which completely eliminates the poles.
Clearing up the homogeneous symmetric polynomials. In their current
form (eq. 3.31), most of the polynomials, hp+j−1−(N−i)(uˆ1, . . . , uˆi−1), contain
incomplete sets of the variables {u}. We now detail the required algorithm to
make all of these polynomials contain the complete set {u}. For this task we
require the following identity2,
hj(u1, . . . , uk) =
l∑
p=1
h1(up)hj−1(up, . . . , uk) + hj(ul+1, . . . , uk) , 1 ≤ l ≤ k− 1 (3.32)
Using the above identity, if we apply the following (ordered) row operations,
RN → RN + h1(uN−1)RN−1
RN−1 → RN−1 + h1(uN−2)RN−2
...
R2 → R2 + h1(u1)R1
(3.33)
This increases the number of variables in each homogeneous symmetric polyno-
mial by one (except for those in R1 which already have N variables). Continuing
this process (in order),
RN → RN + h1(xN−j)RN−j
...
R1+j → R1+j + h1(x1)R1
 for j = 2, 3, . . . , N − 1 (3.34)
eq. 3.31 becomes,
(−1)N(N−1)2 det
[ ∑N−1
p=j−1(−1)N−1−php+j−1−(N−i)(~u)[q]pj−1eN−1−p(~v)
−∑j−3p=−1(−1)N−1−php+j−1−(N−i)(~u)[q]j−2p+1eN−1−p(~v)
]N
i,j=1
Finally, reordering the rows as follows,
Ri → RN+1−i , i = 1, . . . , N (3.35)
we obtain,
1
ΥN
ZIN (~u,~v) = det
[ ∑N−1
p=j−1(−1)N−1−php+j−i(~u)[q]pj−1eN−1−p(~v)
−∑j−3p=−1(−1)N−1−php+j−i(~u)[q]j−2p+1eN−1−p(~v)
]N
i,j=1
(3.36)
which is the expanded form of Lascoux’s determinant expression, (eq. 3.6).
3.1.4 Kirillov-Smirnov determinant expression
For completeness we now analyze the alternative form for the DWPF ex-
pressed in terms of basis symmetric polynomials given by Kirillov-Smirnov
in [16],
ZKSN (~u,~v) = ΥN
det
[
T
(0)
(j,0)({k}|~u), T (1)(j,0)({k}|~v)
]
j=0,...,2N−1
k=1,...,N
q
N
2
(
q
1
2 − q− 12
)N [∏
1≤i<j≤N (ui − uj)(vi − vj)
]
eN (~v)
(3.37)
2The identity can be derived easily enough using an inductive argument.
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where,
T
(z)
(j,p)({I}|~u) =
1
q
p
2
ej
(
q
1
2 un∈{1,...,N},
1
q
1
2
un/∈{I}
)
−zq p2 ej
(
q
1
2 un/∈{I},
1
q
1
2
un∈{1,...,N}
)
(3.38)
As with Izergin’s determinant form, the advantage of the above expression is
that it is relatively easy to show that it adheres to Korepin’s four conditions.
We shall consider the above form and show that hidden inside is an similar form
to Lascoux’s.
To proceed we first eliminate the Vandermonde determinants in the denomi-
nator.
Elimination of the removable poles.
Proposition 20.
ZKSN (~u,~v) = ΥN
det
[
T
(0)
(j−k,k−1)({1, . . . , k}|~u), T (1)(j−k,k−1)({1, . . . , k}|~v)
]
j=1,...,2N
k=1,...,N
q
N
2
(
q
1
2 − q− 12
)N
eN (~v)
(3.39)
Proof. We notice that we can refer naturally to the left hand and right hand
side of the determinant in eq. 3.37 as they have z values 0 and 1 respectively.
Now consider the jth column, labeled Cj , 1 ≤ j ≤ N , in both sides of this
determinant, (we shall keep z general in the below calculations).
Using the following relation between the elementary symmetric polynomials,
ej(w1, . . . , wN ) = ej(w1, . . . , wˆk, . . . , wN ) + wkej−1(w1, . . . , wˆk, . . . , wN ) (3.40)
we first note the following result,
T
(z)
(j,p)({I} ∪ {k1}|~w)− T (z)(j,p)({I} ∪ {k2}|~w)
= q−
p
2
[
ej
(
q
1
2wn∈{1,...,N}, q
− 1
2wn/∈{I}∪{k1}
)
− ej
(
q
1
2wn∈{1,...,N}, q
− 1
2wn/∈{I}∪{k2}
)]
−zq p2
[
ej
(
q
1
2wn/∈{I}∪{k1}, q
− 1
2wn∈{1,...,N}
)
− ej
(
q
1
2wn/∈{I}∪{k2}, q
− 1
2wn∈{1,...,N}
)]
= (wk2 − wk1)
[
q−
p+1
2 ej−1
(
q
1
2wn∈{1,...,N}, q
− 1
2wn/∈{I}∪{k1,k2}
)
−zq p+12 ej−1
(
q
1
2wn/∈{I}∪{k1,k2}, q
− 1
2wn∈{1,...,N}
)]
= (wk2 − wk1)T (z)(j−1,p+1)({I} ∪ {k1, k2}|~w)
(3.41)
Thus performing the column operations,
Cj → Cj − C1 , 2 ≤ j ≤ N
in both sides of the determinant we eliminate a factor of
∏N
j=2(u1−uj)(v1−vj)
from the denominator and eq. 3.37 becomes,
ΥN
det
[
T
(0)
(j,0)({1}|~u), T (0)(j−1,1)({1, k}|~u), T (1)(j,0)({1}|~v), T (1)(j−1,1)({1, k}|~v)
]
j=0,...,2N−1
k=2,...,N
q
N
2
(
q
1
2 − q− 12
)N [∏
2≤i<j≤N (ui − uj)(vi − vj)
]
eN (~v)
3.1. DOMAIN WALL PARTITION FUNCTION (DWPF) 97
Continuing this process we perform the following column operations (in order),
Cj3 → Cj3 − C2 3 ≤ j3 ≤ N
Cj4 → Cj4 − C3 4 ≤ j4 ≤ N
...
Cjn → Cjn − Cn−1 n ≤ jn ≤ N
for 3 ≤ n ≤ N in both sides of the determinant. Doing so we eliminate a factor
of
∏n
i=2
∏N
j=i+1(ui − uj)(vi − vj) from the denominator and obtain,
ZKSN (~u,~v) = ΥN
det
[
T(0)j,n
k1,k2
(~u),T(1)j,n
k1,k2
(~v)
]j=0,...,2N−1
k1=1,...,n
k2=n+1,...,N
q
N
2
(
q
1
2 − q− 12
)N [∏
n≤i<j≤N (ui − uj)(vi − vj)
]
eN (~v)
where,
T(z)j,n
k1,k2
(~w) =
{
T
(z)
(j−k1+1,k1−1)({1, . . . , k1}|~w), T
(z)
(j−(n−1),n−1)({1, . . . , n− 1, k2}|~w)
}
Setting n = N , we obtain eq. 3.39. 
We now wish to massage eq. 3.39 into a form that contains elementary symmet-
ric polynomials in one complete set of variables only, as opposed to the mixed
state that they presently exist.
Clearing up the symmetric polynomials.
Proposition 21.
ZKSN (~u,~v) = ΥN
det
[
b
(0)
(j,k)(~u), b
(1)
(j,k)(~v)
]
j=1,...,2N
k=1,...,N
q
N
2
(
q
1
2 − q− 12
)N
eN (~v)
(3.42)
where,
b
(z)
(j,k)(~w) = q
− k−1
2 ej−k
(
q
1
2wn∈{1,...,N}
)
− zq k−12 ej−k
(
q−
1
2wn∈{1,...,N}
)
(3.43)
Proof. For the following proof we keep the z value general. Naturally
referring to the left hand and right hand side of the determinant in eq. 3.39, we
notice that column N of both sides of the determinant is already of the required
form. Thus for z = 0, 1, we call this term b
(z)
(j,N),
T
(z)
(j−N,N−1)({1, . . . , N}|~w) = b(z)(j,N)(~w) =q−
N−1
2 ej−N
(
q
1
2wn∈{1,...,N}
)
− zqN−12 ej−N
(
q−
1
2wn∈{1,...,N}
)
Using the symmetric polynomial identity in eq. 3.40, CN−1 on both sides of eq.
3.39 to be massaged the following way,
Cj,N−1 = q
−N−2
2 ej−(N−1)
(
q
1
2wn∈{1,...,N}, q
− 1
2wN
)
−zqN−22 ej−(N−1)
(
q−
1
2wn∈{1,...,N}, q
1
2wN
)
= q−
N−1
2 wNej−N
(
q
1
2wn∈{1,...,N}
)
+ q
N−2
2 ej−(N−1)
(
q
1
2wn∈{1,...,N}
)
−z
[
q
N−1
2 wNej−N
(
q−
1
2wn∈{1,...,N}
)
+ q
N−2
2 ej−(N−1)
(
q−
1
2wn∈{1,...,N}
)]
⇒ Cj,N−1 = wNb(z)(j,N)(~w) + b(z)(j,N−1)(~w)
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We wish to express the remaining columns in a similar manner. To do this we
use the following extended version of eq. 3.40,
ep
(
wn∈{I}∪{k1,...,km}
)
=
m∑
l=0
el(wn∈{k1,...,km})ep−l
(
wn∈{I}
)
(3.44)
The proof of the above formula can be obtained through an elementary induction
argument, where we apply eq. 3.40 to ep
(
wn∈{I}∪{k1,...,km}
)
a general number
of times. The first few cases are given explicitly as,
ep
(
wn∈{I}∪{k1,...,km}
)
= e1(wkm)ep−1
(
wn∈{I}∪{k1,...,km−1}
)
+ ep
(
wn∈{I}∪{k1,...,km−1}
)
= e2(wkm−1,km)ep−2
(
wn∈{I}∪{k1,...,km−2}
)
+e1(wkm−1,km)ep−1
(
wn∈{I}∪{k1,...,km−2}
)
+ ep
(
wn∈{I}∪{k1,...,km−2}
)
and so forth. Using the above result we can now express the remaining columns,
Cm, 1 ≤ m ≤ N − 2, as a linear sum of terms involving the remaining b(z)(j,k)’s,
Cj,m = T
(z)
(j−m,m−1)({1, . . . ,m}|~w)
= q−
m−1
2 ej−m
(
q
1
2wn∈{1,...,N}, q
− 1
2wn∈{m+1,...,N}
)
−zqm−12 ej−m
(
q
1
2wn∈{m+1,...,N}, q
− 1
2wn∈{1,...,N}
)
= q−
m−1
2
N−m∑
l=0
q−
l
2 el
(
wn∈{m+1,...,N}
)
ej−m−l
(
q
1
2wn∈{1,...,N}
)
−zqm−12
N−m∑
l=0
q
l
2 el
(
wn∈{m+1,...,N}
)
ej−m−l
(
q−
1
2wn∈{1,...,N}
)
=
N−m∑
l=0
el
(
wn∈{m+1,...,N}
) [
q−
m+l−1
2 ej−m−l
(
q
1
2wn∈{1,...,N}
)
−zqm+l−12 ej−m−l
(
q−
1
2wn∈{1,...,N}
)]
⇒ Cj,m =
N−m∑
l=0
el
(
wn∈{m+1,...,N}
)
b
(z)
(j,m+l)(~w)
(3.45)
Thus, performing the column operations (in order),
CN−1 → CN−1 − e1(uN )CN
CN−2 → CN−2 − e1(uN , uN−1)CN−1 − e2(uN , uN−1)CN
...
Cm → Cm −∑N−ml=1 el (un∈{m+1,...,N})Cl+m
...
C1 → C1 −∑N−1l=1 el (un∈{2,...,N})Cl+1
and similarly for the right hand side of the determinant, eq. 3.39 becomes eq.
3.43, completing the proposition. 
Extracting the q’s out of the elementary symmetric polynomials present in the
b
(z)
(j,k)’s,
b
(z)
(j,k)(~w) =
{
q−
2k−j−1
2 − zq 2k−j−12
}
ej−k(~w)
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eq. 3.43 becomes,
ΥN
q
N
2 eN (~v)
det
q− 2k−j−12 ej−k(~u),
{
q−
2k−j−1
2 − q 2k−j−12
}
(
q
1
2 − q− 12
) ej−k(~v)

j=1,...,2N
k=1,...,N
=
ΥN
eN (~v)
det
[
ej−k(~u),
q
N
2
{
q1−k − qk−j}
(q − 1) ej−k(~v)
]
j=1,...,2N
k=1,...,N
We now rearrange the ordering of the left and right hand side columns respec-
tively as k → N−k+1, 1 ≤ k ≤ N , and the rows as j → 2N−j+1, 1 ≤ j ≤ 2N ,
to obtain,
ZKSN (~u,~v) =
ΥN
eN (~v)
det
[
eN−j+k(~u),
{
qk − qj−k}
(1− q) eN−j+k(~v)
]
j=1,...,2N
k=1,...,N
(3.46)
where we notice that the bottom row on the right hand side are all zeros. We
consider expanding the above 2N ×2N determinant as a bilinear sum of N ×N
determinants using the Laplace expansion.
Laplace expansion of determinants. Let D2N = det[djk]
2N
j,k=1 be a 2Nth
order determinant. It can be expressed as a bilinear sum of N ×N order deter-
minants by either of the following expressions,
D2N =
∑
σ∈S∗
2N
(−1)
∑N
l=1(jσl+kl)DN
(
jσ1 . . . jσN
k1 . . . kN
)
DN
(
jσN+1 . . . jσ2N
kN+1 . . . k2N
)
=
∑
σ∈S∗
2N
(−1)
∑N
l=1(jl+kσl)DN
(
j1 . . . jN
kσ1 . . . kσN
)
DN
(
jN+1 . . . j2N
kσN+1 . . . kσ2N
)
where for the first expression,
jσ1 < jσ2 < · · · < jσN , jσN+1 < jσN+2 < · · · < jσ2N
k1 < k2 < · · · < kN , kN+1 < kN+2 < · · · < k2N
and for the second expression,
j1 < j2 < · · · < jN , jN+1 < jN+2 < · · · < j2N
kσ1 < kσ2 < · · · < kσN , kσN+1 < kσN+2 < · · · < kσ2N
Additionally, DN denotes the Nth order determinant,
DN
(
j1 . . . jN
k1 . . . kN
)
= det[djm,kn ]
N
m,n=1
Laplace expanding ZKSN . Applying the first Laplace expansion to eq. 3.46,
we set columns,
k1 = 1, . . . , kN = N, kN+1 = N + 1, . . . , k2N = 2N
to immediately obtain,
ZKSN (~u,~v) =
(−1)N2 (N+1)ΥN
eN (~v)
∑
σ∈S∗
2N
jσN
=2N
(−1)
∑N
l=1 jσldet
[
eN−jσm+k(~u)
]N
m,k=1
× det

{
qk − qjσN+m−k
}
(1− q) eN−jσN+m+k(~v)
N
m,k=1
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where the condition, jσN = 2N , is due to the entries in the bottom most right
hand row in eq. 3.46 being zero, i.e. all terms with jσ2N = 2N are zero.
Using the following relation,
(−1)
∑N
l=1 jσl = (−1) 2N(2N+1)2 (−1)
∑N
l=1 jσN+l = (−1)N (−1)
∑N
l=1 jσN+l
the DWPF becomes,
ZKSN (~u,~v) =
ΥN
eN (~v)
∑
σ∈S∗
2N
jσN
=2N
det
[
eN−jσm+k(~u)
]N
m,k=1
det
[
ϕjσN+m ,k
]N
m,k=1
(3.47)
where,
ϕj,k = (−1)
(N−1)
2
+j
{
qk − qj−k}
(1− q) eN−j+k(~v) (3.48)
We now turn our attention to the summation, which in the current form is quite
unruly.
Expressing the (restricted) sum over the symmetric group as the sum
of partitions. Expanding it out explicitly, it is possible (and advantageous) to
express the (restricted) summation over the symmetric group as the following,∑
σ∈S∗
2N
jσN
=2N
=
∑
1≤jσ1<jσ2<···<jσN−1≤2N−1
jσN
=2N
∑
1≤jσN+1<jσN+2<···<jσ2N≤2N−1
6=jσ1 ,jσ2 ,...,jσN−1
(3.49)
where we view the sum involving jσN+l , 1 ≤ l ≤ N , as uniquely fixed depending
on the value of jσl .
Making the following convenient change of variables,
jσ1 = N − λ1 + 1 jσN+1 = µN + 1
jσ2 = N − λ2 + 2 jσN+2 = µN−1 + 2
...
...
jσN−1 = N − λN−1 +N − 1 jσ2N−1 = µ2 +N − 1
λN = 0 jσ2N = µ1 +N
the summation becomes,∑
σ∈S∗
2N
jσN
=2N
=
∑
0≤λN−1≤···≤λ1≤N
λN=0
∑
0≤µN≤···≤µ1≤N−1
µN+1−l+l 6=N+1−λ1,N+2−λ2,...,2N−1−λN−1
where we appreciate that,∑
0≤λN−1≤···≤λ1≤N
λN=0
=
∑
{λ}⊆(N)N−1
,
∑
0≤µN≤···≤µ1≤N−1
=
∑
{µ}⊆(N−1)N
We now focus on the summation of the µ’s. Based on its initial form in eq.
3.49 we know that it only has one unique configuration for every partition
{λ1, . . . , λN−1} = {λ}. We shall proceed to show that the specific configuration
in question is the conjugate of {λ}.
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Proposition 22. ∑
{µ}⊆(N−1)N
µN+1−l+l 6=N+1−λ1,N+2−λ2,...,2N−1−λN−1
=
∑
{µ}={λ′}
for all partitions {λ} ⊆ (N)N−1.
Proof. Expanding the conditions on the parts of {µ}, we obtain a compre-
hensive list of their forbidden values,
µN 6= N − λ1 N + 1− λ2 . . . 2N − 2− λN−1
µN−1 6= N − 1− λ1 N − λ2 . . . 2N − 3− λN−1
...
µ1 6= 1− λ1 2− λ2 . . . N − 1− λN−1
(3.50)
As stated earlier, we know as a fact that there is only one valid partition that
satisfies each of these conditions. Thus to complete the proposition we shall pro-
ceed to verify that the conjugate of {λ} indeed adheres to all of these conditions.
We recall that the partition {λ} ⊆ (N)N−1 can be expressed in the following
convenient form,
(λ1, . . . , λN−1, λN = 0) = (N
mN , (N − 1)mN−1 , . . . , 1m1)
for m1 + · · ·+mN ≤ N − 1. Using the above expression we obtain,
mj = λ
′
j − λ′j+1 for 1 ≤ j ≤ N − 1
mN = λ
′
N
(3.51)
Labeling, l(λ) = λ′1, as the length of {λ}, (the sum of the parts), we now let
µj = λ
′
j , 1 ≤ j ≤ N . Using eq. 3.51, the conditions in eq. 3.50 can be expressed
conveniently as,
l(λ) + λj 6= j
l(λ) + λj 6= j + 1 +m1
l(λ) + λj 6= j + 2 +m1 +m2
...
l(λ) + λj 6= j +N − 1 +∑N−1i=1 mi
(3.52)
for 1 ≤ j ≤ N − 1. Let us verify the first few of these conditions, and in doing
so, the method to verify these conditions generally is made apparent.
Verifying l(λ) + λj 6= j, 1 ≤ j ≤ N− 1. This is the simplest of the conditions.
There are two values of λj that we must examine to verify the condition.
(λj = 0) l(λ) < j
⇒ l(λ) + λj < j
(λj > 0) l(λ) ≥ j
⇒ l(λ) + λj > j
Hence the condition is verified.
Verifying l(λ) + λj 6= j + 1 + m1, 1 ≤ j ≤ N− 1. Three values of λj must
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be examined for this condition to be verified.
(λj = 0) l(λ) < j
⇒ m1 ≤ l(λ)
⇒ l(λ) + λj < m1 + j + 1
(λj = 1) l(λ) = j + s 0 ≤ s ≤ N − j − 1
⇒ m1 ≥ s+ 1
⇒ l(λ) + λj < m1 + j + 1
(λj > 1) m1 ≤ l(λ)− j
⇒ m1 + j ≤ l(λ)
⇒ l(λ) + λj > m1 + j + 1
Explicitly verifying one more condition is enough to make the general case trans-
parent.
Verifying l(λ) + λj 6= j + 2 + m1 + m2, 1 ≤ j ≤ N− 1. Unsurprisingly, four
values of λj must be examined for this condition to be verified.
(λj = 0) l(λ) < j
⇒ m1 +m2 ≤ l(λ)
⇒ l(λ) + λj < m1 +m2 + j + 2
(λj = 1) l(λ) = j + s 0 ≤ s ≤ N − j − 1
⇒ m1 ≥ s+ 1
⇒ l(λ) + λj < m1 +m2 + j + 2
(λj = 2) l(λ) = j + s1 + s2 0 ≤ s1 + s2 ≤ N − j − 1
⇒ m1 +m2 ≥ s1 + s2 + 1
⇒ l(λ) + λj < m1 +m2 + j + 2
(λj > 2) m1 +m2 ≤ l(λ)− j
⇒ m1 +m2 + j ≤ l(λ)
⇒ l(λ) + λj > m1 +m2 + j + 2
Which leaves us to verify the general case in an obvious fashion.
Verifying l(λ) + λj 6= j + n + m1 + · · ·+ mn, 1 ≤ j ≤ N− 1, 3 ≤ n ≤ N− 1.
For this case we systematically show that each value of λj adheres to the con-
dition.
(λj = 0) l(λ) < j
⇒ m1 + · · ·+mn ≤ l(λ)
⇒ l(λ) + λj < m1 + · · ·+mn + j + n
(λj = r) l(λ) = j + s1 + · · ·+ sr 0 ≤ s1 + · · ·+ sr ≤ N − j − 1
1 ≤ r ≤ n ⇒ m1 + · · ·+mr ≥ s1 + · · ·+ sr + 1
⇒ l(λ) + λj < m1 + · · ·+mn + j + n
(λj > n) m1 + · · ·+mn ≤ l(λ)− j
⇒ m1 + · · ·+mn + j ≤ l(λ)
⇒ l(λ) + λj > m1 + · · ·+mn + j + n
Thus the proposition is verified. 
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Applying the above result to eq. 3.47 we immediately obtain,
ZKSN (~u,~v) =
ΥN
eN (~v)
∑
0≤λN≤···≤λ1≤N
λN=0
det
[
eλj+k−j(~u)
]N
j,k=1
det
[
ϕλ′
N−j+1+j,k(~v)
]N
j,k=1
=
ΥN
eN (~v)
∑
{λ}⊆(N)N−1
g
(N)
{λ′}(~v)S{λ′}(~u)
=
ΥN
eN (~v)
∑
{λ}⊆(N−1)N
g
(N)
{λ}(~v)S{λ}(~u)
=
ΥN
eN (~v)
∑
0≤λN≤···≤λ1≤N−1
det
[
hλj+k−j(~u)
]N
j,k=1
det
[
ϕλN−j+1+j,k(~v)
]N
j,k=1
where,
g
(N)
{λ}(~v) = det
[
ϕλN−j+1+j,k(~v)
]N
j,k=1
Using the Cauchy-Binet formula, or simply comparing this expression to 3.9 we
see that,
ZKSN (~u,~v) =
ΥN
eN (~v)
det
[
(hj−i(~u))
2N−1
i,j=1 (ϕj,k(~v))
2N−1
j,k=1
]N
i,k=1
(3.53)
3.2 Charged free fermions
In order to give the main results of this chapter we recall some necessary
definitions/results regarding Clifford algebras, charged free fermions and their
corresponding Fock space. This section, much like section 1.6 serves as an
appendix of necessary definitions. In the following we use the integer labeling
conventions for fermions found in [18] as opposed to the 12 -integer labeling found
in [17].
The Clifford algebra and free fermion operators. We define two infi-
nite sets of generators, ψ∗i , ψi, i ∈ Z, over C, which form a Clifford algebra, A,
and satisfy the following anti-commutation relations,
{ψi, ψj}+ = 0 ,
{
ψ∗i , ψ
∗
j
}
+
= 0 ,
{
ψi, ψ
∗
j
}
+
= δij (3.54)
We refer to a free fermion as an element of the (infinite) set of all linear combi-
nations of the Clifford algebra, W,
W =
(⊕
m∈Z
Cψm
)
⊕
(⊕
n∈Z
Cψ∗n
)
Within W there exist two subsets which form the creation and annihilation
operators,
Wcr =
⊕
m≥0
Cψm
⊕(⊕
n<0
Cψ∗n
)
, Wann =
(⊕
m<0
Cψm
)
⊕
⊕
n≥0
Cψ∗n

We refer to Acr and Aann as the set of all possible ordered strings of creation
and annihilation operators. A typical element of Acr and Aann are given below,
acr ∈ Acr = ψ∗j1 . . . ψ∗jrψks . . . ψk1 where j1 < · · · < jr < 0 ≤ ks < · · · < k1
aann ∈ Aann = ψ∗k1 . . . ψ∗ksψjr . . . ψj1 where j1 < · · · < jr < 0 ≤ ks < · · · < k1
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The Fock space F. The (infinite dimensional) Fock space associated with the
Clifford algebra A, referred to as F3, is characterized by the two properties,
• All elements of Wann annihilate the vacuum,
wann|0〉 = 0 ∀ wann ∈Wann
• The entire Fock space can be generated by applying elements of Acr to
the vacuum,
F ≡ Acr|0〉
Additionally, if we view a typical element of F,
ψ∗j1 . . . ψ
∗
jrψks . . . ψk1 |0〉 where j1 < · · · < jr < 0 ≤ ks < · · · < k1
s− r = l (3.55)
we refer to l ∈ Z as the charge of the element. Elements of F with the same
charge form a subspace, Fl, and hence F decomposes into the following direct
sum of vector spaces,
F = · · · ⊕ F−1 ⊕ F0 ⊕ F1 ⊕ . . .
The conjugate Fock space F∗. The conjugate Fock space, F∗, is defined
similarly.
• All elements of Wcr annihilate the conjugate vacuum,
〈0|wcr = 0 ∀ wcr ∈Wcr
• F∗ can be generated by applying elements of Aann to the conjugate vac-
uum,
F∗ ≡ 〈0|Aann
Additionally, viewing a typical element of F∗,
〈0|ψ∗k1 . . . ψ∗ksψjr . . . ψj1 where j1 < · · · < jr < 0 ≤ ks < · · · < k1
r − s = l (3.56)
elements of F∗ with the same charge, l ∈ Z, form a conjugate subspace, F∗l , and
hence F∗ decomposes into the following direct sum of conjugate vector spaces,
F∗ = · · · ⊕ F∗−1 ⊕ F∗0 ⊕ F∗1 ⊕ . . .
The inner product. We consider the inner product of dual vector spaces,
F∗ × F = 〈0|
(
n1∏
i=1
wiann
)(
n2∏
j=1
wjcr
)
|0〉 → C
for all wjcr/w
i
ann ∈ Wcr/Wann. The quantity 〈0| . . . |0〉 is referred to as the
vacuum expectation value, defined by,
〈0|0〉 = 1 , 〈0|ψiψj |0〉 = 〈0|ψ∗i ψ∗j |0〉 = 0
〈0|ψiψ∗j |0〉 =
{
δij i = j < 0
0 otherwise
, 〈0|ψ∗i ψj |0〉 =
{
δij i = j ≥ 0
0 otherwise
(3.57)
3A beautiful interpretation of the Fock space is given as an infinite one dimensional Maya
diagram of black and white stones where the action of the operators move the stones around
in a very specific way. For further details see chap. 4 of [17].
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Using the above definitions and the anti-commutation relations, the expectation
value of a general string of free fermions, w1 . . . wr, can be calculated, known as
Wick’s theorem,
〈0|w1 . . . wr|0〉 =
{
0 r odd∑
σ∈S∗r sgn(σ)〈0|wσ1wσ2 |0〉 . . . 〈0|wσr−1wσr |0〉 r even
σ1 < σ2, . . . , σr−1 < σr
σ1 < σ3 < · · · < σr−1
(3.58)
Fermionic representation of the Lie algebra gl(∞). The fermionic repre-
sentation of the algebra gl(∞) is given by the following bilinear sum,
gl(∞) =
∑
i,j∈Z
aij : ψiψ
∗
j :
⊕ C (3.59)
where,
: ψiψ
∗
j :≡ ψiψ∗j − 〈0|ψiψ∗j |0〉 (3.60)
and the coefficients, aij ∈ C, satisfy the following finiteness condition,
∃ N ∈ N, such that aij = 0 , ∀ |i− j| > N (3.61)
Additionally, for some XA ∈ gl(∞), we have following helpful commutation
relations,
[XA, ψj ] =
∑
i∈Z
aijψi , [XA, ψ
∗
j ] =
∑
i∈Z
(−aji)ψ∗i (3.62)
Heisenberg subalgebras of gl(∞). We now consider important subalgebras
of this Lie algebra, labeled Hm ∈ gl(∞), by setting aij = δj,i+m, m ∈ Z,
Hm =
∑
i∈Z
: ψiψ
∗
i+m : (3.63)
which satisfy the following commutation relations,
[Hm, Hn] = mδmn
Thus Hn, n 6= 0, along with central element 1 span a Heisenberg subalgebra H
in gl(∞). We additionally define the generating function for this subalgebra as
follows,
H±(~x) ≡
∞∑
m=1
x±mH±m (3.64)
Notice that the generating function only contains fermionic terms of charge zero.
Boson-fermion correspondence. It is possible to realize expressions in ferm-
ionic Fock space as elements in the polynomial ring C[x1, x2, . . . ] (bosons) by
applying the following theorem.
Theorem 2. The following map,
Φ : F = ⊕lFl −→ C[z, z−1, x1, x2, . . . ] = ⊕lzlC[x1, x2, . . . ]
where,
Φ
[(
n∏
j=1
wjcr
)
|0〉
]
= ⊕lzl〈0|ψ∗0 . . . ψ∗l−1 exp{H+(~x)}
(
n∏
j=1
wjcr
)
|0〉
∀ wjcr ∈Wcr, is an isomorphism of vector spaces.
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In what follows, we shall only have to consider fermionic expressions of zero
charge.
Character polynomials. The following formula uses the vector space iso-
morphism to generate character polynomials (which serve as a basis for C[~x])
from zero charge fermionic expressions.
〈0| exp{H+(~x)}ψ∗j1 . . . ψ∗jrψkr . . . ψk1 |0〉 = (−1)j1+···+jrχ{λ}(~x) (3.65)
where j1 < · · · < jr < 0 ≤ kr < · · · < k1, and r corresponds to the amount of
hooks in the corresponding partition. The correspondence between the partition
{λ} and the integers {j1, . . . , jr, k1, . . . , kr} is explained in diagram 3.5.
Figure 3.5: Partition {λ}, consisting of r hooks, which corresponds to the fermionic expres-
sion in eq. 3.65.
3.3 Fermionic expression of the DWPF
We now come to the first of the two main results in this chapter, given by
the following lemma.
Lemma 5. Eq. 3.8 can be expressed as the bosonization of the following ferm-
ionic Fock space expression,
exp
{
X
(N)
0
}
exp
{
X
(N)
1
}
. . . exp
{
X
(N)
N−2
}
|0〉ΥNc(N){φ} (3.66)
where,
X
(N)
0 = −c˜(N){1}ψ∗−1ψ0 + c˜(N){12}ψ∗−2ψ0 + · · ·+ (−1)N c˜
(N)
{1N}ψ
∗
−Nψ0
X
(N)
1 = −c˜(N){2}ψ∗−1ψ1 + c˜(N){2,1}ψ∗−2ψ1 + · · ·+ (−1)N c˜(N){2,1N−1}ψ∗−Nψ1
...
X
(N)
N−2 =
∑N
j=1(−1)j c˜(N){N−1,1j−1}ψ∗−jψN−2
(3.67)
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and the coefficients, c˜
(N)
{λ} =
c
(N)
{λ}
c
(N)
{φ}
, are given by eq. 3.9. We shall refer to the
group elements, exp
{
X
(N)
j
}
∈ GL(∞), as generators.
Example, N = 3. Before we give a proof of the above lemma, we first give
the simplest non trivial example.
Using the following definitions,
c
(3)
{λ} = det
[
qλ4−i+i−j+1 − qj−1
q − 1 (−1)
2−(λ4−i+i−j)e2−(λ4−i+i−j)(~v)
]3
i,j=1
and,
X
(3)
0 =− c˜(3){1}ψ∗−1ψ0 + c˜(3){12}ψ∗−2ψ0 − c˜
(3)
{13}ψ
∗
−3ψ0
X
(3)
1 =− c˜(3){2}ψ∗−1ψ1 + c˜(3){2,1}ψ∗−2ψ1 − c˜(3){2,12}ψ∗−3ψ1
we obtain the expansion,
exp
{
X
(3)
0
}
exp
{
X
(3)
1
}
= 1− c˜(3){1}ψ∗−1ψ0 + c˜(3){12}ψ∗−2ψ0 +
(
c˜
(3)
{1}c˜
(3)
{2,12} − c˜
(3)
{2}c˜
(3)
{13}
)
ψ∗−3ψ
∗
−1ψ0ψ1
+c˜
(3)
{2,1}ψ
∗
−2ψ1 − c˜(3){2,12}ψ∗−3ψ1 +
(
c˜
(3)
{2,1}c˜
(3)
{13} − c˜
(3)
{12}c˜
(3)
{2,12}
)
ψ∗−3ψ
∗
−2ψ0ψ1
−c˜(3){13}ψ∗−3ψ0 − c˜
(3)
{2}ψ
∗
−1ψ1 +
(
c˜
(3)
{2}c˜
(3)
{12} − c˜
(3)
{1}c˜
(3)
{2,1}
)
ψ∗−2ψ
∗
−1ψ0ψ1
We now detail the method required to simplify the three bilinear expressions in
the above coefficients. For further details on Plu¨cker relations see [19].
Generation of Plu¨cker relations. To simplify the three bilinear expres-
sions of the coefficients contained above we label γµ as the following column
vector,
γµ =
(
qµ−j+2 − qj−1
q − 1 (−1)
1−µ+je1−µ+j(~v)
)T
j=1,2,3
=
 κµ+1,1κµ+1,2
κµ+1,3

Using this notation the coefficients c
(3)
{λ} can be constructed in the following
convenient way,
c
(3)
{λ} = det
[
(γλ3 , γλ2+1, γλ1+2)
T
]
= |γλ3 , γλ2+1, γλ1+2|
We now consider the following 6× 6 determinant expression,∣∣∣∣ γµ1 γµ2 γν1 γν2 γν3 γν40 0 γν1 γν2 γν3 γν4
∣∣∣∣ = 0
and use Laplace expansion to obtain a bilinear sum of 3× 3 determinants,
|γµ1 , γµ2 , γν1 | |γν2 , γν3 , γν4 |+ |γµ1 , γµ2 , γν3 | |γν1 , γν2 , γν4 |
− |γµ1 , γµ2 , γν2 | |γν1 , γν3 , γν4 | − |γµ1 , γµ2 , γν4 | |γν1 , γν2 , γν3 | = 0
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where we have a total of six arbitrary indices, (µ1, µ2, ν1, ν2, ν3, ν4). In order to
derive the three necessary Plu¨cker relations we input the following three sets of
values for the indices, (µ1, µ2, ν1, ν2, ν3, ν4), to obtain,
(2, 3, 4, 0, 1, 2) : c
(3)
{2,1}c
(3)
{13} − c
(3)
{12}c
(3)
{2,12} = −c
(3)
{φ}c
(3)
{23}
(1, 3, 4, 0, 1, 2) : c
(3)
{1}c
(3)
{2,12} − c
(3)
{2}c
(3)
{13} = c
(3)
{φ}c
(3)
{22,1}
(0, 3, 4, 0, 1, 2) : c
(3)
{2}c
(3)
{12} − c
(3)
{1}c
(3)
{2,1} = −c(3){φ}c(3){22}
Thus the polynomial expansion of the product of the two generators becomes
the following,
exp
{
X
(3)
0
}
exp
{
X
(3)
1
}
= 1− c˜(3){1}ψ∗−1ψ0 + c˜(3){12}ψ∗−2ψ0 + c˜
(3)
{2,1}ψ
∗
−2ψ1 − c˜(3){2,12}ψ∗−3ψ1 − c˜
(3)
{13}ψ
∗
−3ψ0
−c˜(3){2}ψ∗−1ψ1 + c˜(3){22,1}ψ∗−3ψ∗−1ψ0ψ1 − c˜
(3)
{23}ψ
∗
−3ψ
∗
−2ψ0ψ1 − c˜(3){22}ψ∗−2ψ∗−1ψ0ψ1
where every bilinear term in the fermions contains a coefficient with a partition
containing a single hook, and every term containing the product of four fermions
contains a coefficient with a partition containing two hooks.
Bosonization. Applying eq. 3.65 on the inner product expression we obtain,
〈0| exp{H+(~x)}eX
(3)
0 eX
(3)
1 |0〉Υ3c(3){φ}(~v) = Υ3
∑
{λ}⊆(2)3
c
(3)
{λ}(~v)χ{λ}(~x)
and restricting the time variables in the usual manner,
xj → 1
j
pj(u1, u2, u3) , j ∈ {1, 2, . . . }
we have,
〈0| exp
{
H+
({
1
j
pj(~u)
})}
eX
(3)
0 eX
(3)
1 |0〉Υ3c(3){φ}(~v) = Υ3
∑
{λ}⊆(2)3
c
(3)
{λ}(~v)S{λ}(~u)
= ZL3 (~u,~v)
which completes the N = 3 example.
It should be apparent by now that proving the lemma of this section requires us
to verify that the necessary Plu¨cker relations are generated appropriately. We
shall proceed slowly and show that this is the case for the multiplication of two
general generators. This shall serves as the base case for the inductive proof of
the lemma that shall follow.
3.3.1 Multiplication of two generators
For 0 ≤ l1 < l2 ≤ N − 2, consider the following elements of gl(∞),
X
(N)
l1
=
N∑
j=1
(−1)j c˜(N){l1+1,1j−1}ψ
∗
−jψl1
X
(N)
l2
=
N∑
j=1
(−1)j c˜(N){l2+1,1j−1}ψ
∗
−jψl2
3.3. FERMIONIC EXPRESSION OF THE DWPF 109
These two sums of fermionic bilinears contain coefficients that are labeled by
partitions containing a single hook of varying dimensions. When we multiply
these two sums, we will obtain a sum of a product of four fermions, with bilinear
terms in the coefficients. The main crux of this section is to detail, through the
application of Plu¨cker relations, the method of simplifying these bilinear sums of
coefficients (whose partitions are labeled by single hooks) into single coefficients
(whose partition is labeled by two hooks).
We begin by multiplying the exponentiation of the above bilinear sums of
fermions,
exp
{
X
(N)
l1
}
exp
{
X
(N)
l2
}
= 1 +X
(N)
l1
+X
(N)
l2
+X
(N)
l1
X
(N)
l2
where we notice immediately that non linear terms in either X
(N)
l1
or X
(N)
l2
do
not survive due to the anti-commutation relations.
Obtaining the bilinear terms in the coefficients. It is obvious that the
linear terms, X
(N)
l1
and X
(N)
l2
, in the above expression do not require any work
as they do not contain any bilinear terms in the coefficients. Concentrating then
on the cross term, X
(N)
l1
X
(N)
l2
, we have,
X
(N)
l1
X
(N)
l2
=
N∑
j1=1
N∑
j2=1
j2 6=j1
(−1)j1+j2 c˜(N){l1+1,1j1−1}c˜
(N)
{l2+1,1j2−1}ψ
∗
−j1ψl1ψ
∗
−j2ψl2 (3.68)
Commuting the fermions to the following desired form,
ψ∗−j2ψ
∗
−j1ψl1ψl2 , 1 ≤ j1 < j2 ≤ N
we obtain,
N∑
j1=1
N∑
j2=1
j2 6=j1
(−1)j1+j2+1c˜(N){l1+1,1j1−1}c˜
(N)
{l2+1,1j2−1}ψ
∗
−j1ψ
∗
−j2ψl1ψl2
=
 ∑
1≤j1<j2≤N
+
∑
1≤j2<j1≤N
 (−1)j1+j2+1c˜(N){l1+1,1j1−1}c˜(N){l2+1,1j2−1}ψ∗−j1ψ∗−j2ψl1ψl2
=
∑
1≤j1<j2≤N
(−1)j1+j2
(
c˜
(N)
{l1+1,1j1−1}c˜
(N)
{l2+1,1j2−1} − c˜
(N)
{l1+1,1j2−1}c˜
(N)
{l2+1,1j1−1}
)
× ψ∗−j2ψ∗−j1ψl1ψl2
In order to simplify the above bilinear relationship with the coefficients we pro-
ceed much the same as we did for the example with N = 3, but on a much
larger scale.
Generation of the necessary Plu¨cker relations. To begin we label γµ
as the following column vector,
γµ =
(
qµ−j+2 − qj−1
q − 1 (−1)
N−2−µ+jeN−2−µ+j(~v)
)T
j=1,...,N
=

κµ+1,1
κµ+1,2
...
κµ+1,N
 (3.69)
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and hence the coefficient, c
(N)
{λ} , can be expressed as the determinant of the
following length N vector of column vectors γµ,
c
(N)
{λ} =
∣∣γλN , γλN−1+1, . . . , γλ2+N−2, γλ1+N−1∣∣ (3.70)
Now we consider the following 2N × 2N determinant expression,∣∣∣∣ γµ1 . . . γµN−1 γν1 γν2 . . . γνN+10 . . . 0 γν1 γν2 . . . γνN+1
∣∣∣∣ = 0
and Laplace expand it to obtain a bilinear sum of N ×N determinants,
N+1∑
p=1
(−1)p+1 ∣∣ γν1 . . . γˆνp . . . γνN+1 ∣∣ ∣∣ γµ1 . . . γµN−1 γνp ∣∣ = 0 (3.71)
where we have 2N arbitrary indices. We now consider inputting the following
specific values for (µ1, . . . , µN−1, ν1, . . . νN+1),
(µ1, . . . , µN−j2) = (0, . . . , N − j2 − 1)
(µN−j2+1, . . . , µN−j1−1) = (N − j2 + 1, . . . , N − j1 − 1)
(µN−j1 , . . . , µN−2) = (N − j1 + 1, . . . , N − 1)
(µN−1, ν1) = (N + l1, N + l2)
(ν2, . . . , νN+1) = (0, . . . , N − 1)
to obtain the following bilinear sum of determinants,
|γ0, . . . , γN−1| |γ0, . . . , γˆN−j2 , . . . , γˆN−j1 , . . . , γN−1, γN+l1 , γN+l2 |
+(−1)N−j2+1 |γN+l2 , γ0, . . . , γˆN−j2 , . . . , γN−1|
× |γ0, . . . , γˆN−j2 , . . . , γˆN−j1 , . . . , γN−1, γN+l1 , γN−j2 |
+(−1)N−j1+1 |γN+l2 , γ0, . . . , γˆN−j1 , . . . , γN−1|
× |γ0, . . . , γˆN−j2 , . . . , γˆN−j1 , . . . , γN−1, γN+l1 , γN−j1 | = 0
Ordering the columns of the above determinant expressions so that indices of a
higher integer are placed to the right, we obtain the required Plu¨cker relations,
c
(N)
{l1+1,1j1−1}c
(N)
{l2+1,1j2−1} − c
(N)
{l1+1,1j2−1}c
(N)
{l2+1,1j1−1}
= c
(N)
{φ}c
(N)
{l2+1,l1+2,2j1−1,1j2−j1−1}
Thus eq. 3.68 reduces to the form,
X
(N)
l1
X
(N)
l2
=
∑
1≤j1<j2≤N
(−1)j1+j2 c˜(N){l2+1,l1+2,2j1−1,1j2−j1−1}ψ
∗
−j2ψ
∗
−j1ψl1ψl2 (3.72)
Referring back to fig. 3.5, we see that the partition of each coefficient, express-
ible as a double hook, correctly corresponds to the partition generated by the
product of four fermions.
With the base case now complete, we shall now use induction to prove that
multiplying a general number of orbit operators produces the required coeffi-
cients.
3.3. FERMIONIC EXPRESSION OF THE DWPF 111
3.3.2 Multiplication of an arbitrary number of generators
We shall now generalize the above result, that the multiplication of k sums of
bilinear fermions with coefficients labeled by single hook partitions simplifies,
through the use of Plu¨cker relations, into the sum of a product of 2k fermions,
where each fermionic expression is accompanied by the required coefficient la-
beled by the partition consisting of necessarily k hooks. This result is proven
using induction by the following proposition.
Proposition 23. For 0 ≤ l1 < · · · < lk ≤ N − 2,
X
(N)
l1
. . . X
(N)
lk
=
∑
1≤j1<···<jk≤N
(−1)j1+···+jk c˜(N){λ}kψ
∗
−jk . . . ψ
∗
−j1ψl1 . . . ψlk (3.73)
where {λ}k is the partition consisting of k hooks given explicitly as,
{λ}k = {lk + 1, lk−1 + 2, . . . , l1 + k, kj1−1, (k − 1)j2−j1−1, . . . , 1jk−jk−1−1} (3.74)
Proof. We begin by noting that we have proven the above formula for
k = 2. Let us now assume that eq. 3.73 holds for some value of k, we shall
now show explicitly that it also holds for k + 1. Hence we naturally consider
the multiplication of k + 1 bilinear sums of fermions and generate the bilinear
terms in the coefficients.
Generating the bilinear terms in the coefficients. For 0 ≤ l1 < · · · <
lk+1 ≤ N − 2,
X
(N)
l1
. . . X
(N)
lk+1
=
∑
1≤j1<···<jk≤N
N∑
jk+1=1
jk+1 6=j1,...,jk
(−1)j1+···+jk+1 c˜(N){λ}k cˆ
(N)
{lk+1+1,1jk+1−1}
×ψ∗−jk . . . ψ∗−j1ψl1 . . . ψlkψ∗−jk+1ψlk+1
where we break up the summation in the convenient form,
∑
1≤j1<···<jk≤N
N∑
jk+1=1
jk+1 6=j1,...,jk
=
∑
1≤j1<···<jk+1≤N
+
∑
1≤j1<···<jk−1<jk+1<jk≤N
+ . . .
· · ·+
∑
1≤j1<jk+1<j2<···<jk≤N
+
∑
1≤jk+1<j1<···<jk≤N
Ordering the fermions appropriately in each summation and reassigning indices
so that only one summation is necessary, we obtain the following expression,
X
(N)
l1
. . . X
(N)
lk+1
=
∑
1≤j1<···<jk+1≤N
(−1)j1+···+jk+1
×
[
k∑
p=0
(−1)pc˜(N)σp({λ}k)c˜
(N)
{lk+1+1,1jk+1−p−1}
]
ψ∗−jk+1 . . . ψ
∗
−j1ψl1 . . . ψlk+1
(3.75)
The partition σp ({λ}k), 1 ≤ p ≤ k, is obtained by rearranging the indices of
partition {λ}k appropriately, where σ0 ({λ}k) denotes that there is no change
to the indices. As a concrete example, consider k = 4. Labeling L4 = {l4 +
1, l3 + 2, l2 + 3, l1 + 4} we have,
σ0 ({λ}4) = {λ}4 = {L4, 4j1−1, 3j2−j1−1, 2j3−j2−1, 1j4−j3−1}
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σ1 ({λ}4) is obtained from the summation
∑
1≤j1<j2<j3<j5<j4≤N . Performing
the relabeling j5 ↔ j4 to the indices of this summation expresses it in the
required form. Thus the partition σ1 ({λ}4) is simply {λ}4 with the aforemen-
tioned index relabeling,
σ1 ({λ}4) = {L4, 4j1−1, 3j2−j1−1, 2j3−j2−1, 1j5−j3−1}
Similarly, σ2 ({λ}4) is obtained from the summation
∑
1≤j1<j2<j5<j3<j4≤N . Per-
forming the relabelings (in order) j5 ↔ j3, j5 ↔ j4, to the indices of this
summation expresses it in the required form. Thus the partition σ2 ({λ}4) is
explicitly,
σ2 ({λ}4) = {L4, 4j1−1, 3j2−j1−1, 2j4−j2−1, 1j5−j4−1}
σ3 ({λ}4) and σ4 ({λ}4) are obviously obtained in an equivalent manner.
For the case with general k, labelling Lk = {lk + 1, lk−1 + 2, . . . , l1 + k} we
have explicitly,
σ0 ({λ}k) = {Lk, kj1−1, . . . , 1jk−jk−1−1}
σ1 ({λ}k) = {Lk, kj1−1, . . . , 1jk+1−jk−1−1}
σ2 ({λ}k) = {Lk, kj1−1, . . . , 2jk−jk−2−1, 1jk+1−jk−1}
...
σp ({λ}k) = {Lk, kj1−1, . . . , pjk−(p−2)−jk−p−1, . . . , 1jk+1−jk−1}
...
σk ({λ}k) = {Lk, kj2−1, (k − 1)j3−j2−1, . . . , 1jk+1−jk−1}
(3.76)
Our next step is to simplify the following bilinear sum of coefficients,
k∑
p=0
(−1)pc˜(N)σp({λ}k)c˜
(N)
{lk+1+1,1jk+1−p−1}
(3.77)
using appropriate Plu¨cker relations.
Generation of the necessary Plu¨cker relations. We again consider the bi-
linear sum of N×N determinants given in eq. 3.71. This time however we input
the following (more general) values for the 2N indices (µ1, . . . , µN−1, ν1, . . . νN+1),
(µ1, . . . , µN−jk+1) = (0, . . . , N − jk+1 − 1)
(µN−jk+1+1, . . . , µN−jk−1) = (N − jk+1 + 1, . . . , N − jk − 1)
(µN−jk , . . . , µN−jk−1−2) = (N − jk + 1, . . . , N − jk−1 − 1)
(µN−jk−1−1, . . . , µN−jk−2−3) = (N − jk−1 + 1, . . . , N − jk−2 − 1)
...
(µN−j1−(k−1), . . . , µN−(k+1)) = (N − j1 + 1, . . . , N − 1)
(µN−k, . . . , µN−1, ν1) = (N + l1, . . . , N + lk, N + lk+1)
(ν2, . . . , νN+1) = (0, . . . , N − 1)
Doing so, eq. 3.71 becomes,
|γ0, . . . , γN−1|
∣∣∣Γ(−)j ,Γ(+)l , γN+lk+1 ∣∣∣
+(−1)N−jk+1+1 ∣∣γN+lk+1 , γ0, . . . , γˆN−jk+1 , . . . , γN−1∣∣ ∣∣∣Γ(−)j ,Γ(+)l , γN−jk+1 ∣∣∣
+(−1)N−jk+1 ∣∣γN+lk+1 , γ0, . . . , γˆN−jk , . . . , γN−1∣∣ ∣∣∣Γ(−)j ,Γ(+)l , γN−jk ∣∣∣
+ · · ·+ (−1)N−j1+1 ∣∣γN+lk+1 , γ0, . . . , γˆN−j1 , . . . , γN−1∣∣ ∣∣∣Γ(−)j ,Γ(+)l , γN−j1 ∣∣∣ = 0
(3.78)
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where we have used the following labels,
Γ
(−)
j ={γ0, . . . , γN−1−jk+1 , γˆN−jk+1 , γN+1−jk+1 , . . .
. . . , γN−1−jk , γˆN−jk , γN+1−jk , . . . , γN−1−j1 , γˆN−j1 , γN+1−j1 , . . . , γN−1}
Γ
(+)
l ={γN+l1 , γN+l2 , . . . , γN+lk}
(3.79)
As with the k = 2 case, ordering the columns in eq. 3.78 so that the indices of a
higher integer are placed to the right, we obtain the required Plu¨cker relations,
k∑
p=0
(−1)pc(N)σp({λ}k)c
(N)
{lk+1+1,1jk+1−p−1}
= c
(N)
{φ}c
(N)
{λ}k+1
where {λ}k+1 is the partition consisting of k + 1 hooks given explicitly as,
{λ}k+1 = {lk+1 + 1, lk + 2, . . . , l1 + (k + 1), (k + 1)j1−1, kj2−j1−1, . . . , 1jk+1−jk−1}
Thus we obtain,
X
(N)
l1
. . . X
(N)
lk+1
=
∑
1≤j1<···<jk+1≤N
(−1)j1+···+jk+1
× c˜(N){λ}k+1ψ
∗
−jk+1 . . . ψ
∗
−j1ψl1 . . . ψlk+1
which completes the proof of the proposition. 
Proving the lemma. Now consider the multiplication of all the N − 1 gener-
ators,
eX
(N)
0 . . . eX
(N)
N−2 =
N−1∑
k=0
ek
(
X
(N)
0 , . . . , X
(N)
N−2
)
= 1 +
N−1∑
k=1
∑
0≤l1<···<lk≤N−2
X
(N)
l1
. . . X
(N)
lk
(3.80)
Applying eq. 3.73 the above expression becomes,
eX
(N)
0 . . . eX
(N)
N−2 =1 +
N−1∑
k=1
∑
0≤l1<···<lk≤N−2
∑
1≤j1<···<jk≤N
(−1)j1+···+jk
× c˜(N){λ}kψ
∗
−jk . . . ψ
∗
−j1ψl1 . . . ψlk
(3.81)
Bosonization. Referring to fig. 3.5, we can see that every value of k in eq. 3.81
generates every possible fermionic expression that corresponds to a partition
consisting of k hooks, contained within the partition {(N − 1)N}. Additionally,
eq. 3.73 shows that the fermionic expressions are accompanied by the required
coefficient (and sign). Thus, performing the inner product,
〈0| exp{H+(~x)}eX
(N)
0 . . . eX
(N)
N−2 |0〉c(N){φ}(~v)ΥN
=ΥN
c(N){φ}(~v)χ{φ}(~x) + N−1∑
k=1
∑
0≤l1<···<lk≤N−2
∑
1≤j1<···<jk≤N
c
(N)
{λ}k (~v)χ{λ}k (~x)

=ΥN
∑
{λ}⊆(N−1)N
c
(N)
{λ}(~v)χ{λ}(~x)
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and restricting the time variables in the usual way,
xj → 1
j
pj(u1, . . . , uN ) , j ∈ {1, 2, . . . }
we obtain,
〈0| exp
{
H+
({
1
j
pj(~u)
})}
eX
(N)
0 . . . eX
(N)
N−2 |0〉c(N){φ}(~v)ΥN
= ΥN
∑
{λ}⊆(N−1)N
c
(N)
{λ}(~v)S{λ}(~u)
= ZLN (~u,~v)
which proves the lemma of this section. 
3.4 Scalar product of the six vertex model
Having finished fermionizing the DWPF, we now consider the next funda-
mental quantity of the six vertex model, the scalar product. In order to proceed
however we need to introduce the algebraic Bethe ansatz (ABA). The ABA
admits a more formal construction4 of fundamental quantities of the six ver-
tex model than has previously been considered. For more details regarding the
methods and results of the ABA, refer to [22–28] and the further references
contained therein.
3.4.1 Algebraic Bethe ansatz
XXZ Hamiltonian. To begin, we consider the M identical vector spaces,
Vi ∼= C2, i ∈ {1, . . . ,M}, and their tensor product, V1 ⊗ V2 ⊗ · · · ⊗ VM . We
define the Hamiltonian of the zero field XXZ spin- 12 chain with M sites as the
following,
H =
M∑
j=1
{
σxj σ
x
j+1 + σ
y
j σ
y
j+1 + ∆
(
σzjσ
z
j+1 − 1
)}
(3.82)
where σx,y,zj ∈ End(Vj) are the usual spin- 12 Pauli matrices, σx,y,z1 = σx,y,zM+1 and
−1 < ∆ ≤ 1. The (systematic) process of finding the eigenvalues and eigenvec-
tors of the above Hamiltonian is achieved through the algebraic Bethe ansatz
which we now introduce.
Algebraic Bethe ansatz. The most fundamental object in the algebraic Bethe
ansatz construction of the six vertex model, the R-matrix, is given as,
Rab(s, t) =

[s− t+ 1] 0 0 0
0 [s− t] [1] 0
0 [1] [s− t] 0
0 0 0 [s− t+ 1]

ab
where [s] = sinh(λs) and s, t, λ ∈ C. The subscripts, a, b ∈ {1, . . . ,M}, referred
to as quantum indices, denote that the corresponding R-matrix acts in the ten-
sor product Va ⊗ Vb, that is, Rab(s, t) ∈ End(Va ⊗ Vb).
4As opposed to Korepin’s four properties for the DWPF.
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A note on constructing the R-matrices. For b = a + 1 we have explic-
itly,
Ra,a+1(s, t) = I2 ⊗ · · · ⊗ I2︸ ︷︷ ︸
a−1
⊗R(s, t)⊗ I2 ⊗ · · · ⊗ I2︸ ︷︷ ︸
M−a−1
where I2 is the 2 × 2 identity matrix. For b > a + 1, we require the use of the
permutation matrix, Πab,
Πab =

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

ab
where the operation of Πab on the tensor product Va⊗Vb permutes the ordering
of the quantum spaces,
Πab {Va ⊗ Vb} = Vb ⊗ Va
Taking M = 4 in the following example, we can construct R13(s, t) explicitly as
Π23R12(s, t)Π23. To see this, consider its action on V1 ⊗ V2 ⊗ V3 ⊗ V4,
R13(s, t){V1 ⊗ V2 ⊗ V3 ⊗ V4} = Π23R12(s, t)Π23{V1 ⊗ V2 ⊗ V3 ⊗ V4}
= Π23R12(s, t){V1 ⊗ V3 ⊗ V2 ⊗ V4}
= Π23{R(s, t)(V1 ⊗ V3)⊗ V2 ⊗ V4}
which is the required expression. Obviously we can construct R24(s, t) similarly,
i.e. R24(s, t) = Π34R23(s, t)Π34, and R14(s, t) can be constructed recursively
from R13(s, t) or R24(s, t),
R14(s, t) = Π34R13(s, t)Π34
= Π12R24(s, t)Π12
Extending this procedure to general M should be clear.
Intertwining relations. The R-matrix satisfies the Yang-Baxter equation
in the product of vector spaces Va ⊗ Vb ⊗ Vc, a, b, c ∈ {1, . . . ,M},
Rab(s1, s2)Rac(s1, s3)Rbc(s2, s3) = Rbc(s2, s3)Rac(s1, s3)Rab(s1, s2) (3.83)
Defining the separate auxiliary vector spaces, Vαi
∼= C2, i ∈ {1, 2}, we now
define the L-operator,
Lαa(s, t) = Rαa(s, t) , a ∈ {1, . . . ,M} (3.84)
where Lαa(s, t) ∈ End(Vα ⊗ Va), is referred to as a local operator.
Remark. In the following we define vector spaces with greek indices as auxil-
iary, and those with latin as quantum.
By virtue of the Yang-Baxter equation we have the following intertwining rela-
tion in Vα1 ⊗ Vα2 ⊗ Va,
Rα1α2(s1, s2)Lα1a(s1, s3)Lα2a(s2, s3) = Lα2a(s2, s3)Lα1a(s1, s3)Rα1α2(s1, s2) (3.85)
Using the L-matrices we now define the global monodromy matrix, Tα(s,~t) ∈
End(Vα ⊗ V1 ⊗ · · · ⊗ VM ), as,
Tα(s,~t) =
(
A(s,~t) B(s,~t)
C(s,~t) D(s,~t)
)
α
= Lα1(s, t1) . . . LαM (s, tM ) (3.86)
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It is customary to suppress the quantum rapidities, {t1, . . . , tM}, in the expres-
sion of Tα(s), and in the expression of the operators A(s), B(s), C(s), D(s) ∈
End(V1⊗· · ·⊗VM ). Using the local intertwining relation, eq. 3.85, it is possible
to apply a simple inductive argument to obtain the following global intertwining
relation,
Rα1α2(s1, s2)Tα1(s1)Tα2(s2) = Tα2(s2)Tα1(s1)Rα1α2(s1, s2) (3.87)
As a simple but illustrative example, consider the M = 2 case of the left
hand side of the above equation (with suppressed rapidities). Realizing that
L-operators with different indices commute, the proof is almost automatic,
Rα1α2Tα1Tα2 = Rα1α2Lα11 Lα12Lα21︸ ︷︷ ︸
=Lα21Lα12
Lα22
= Rα1α2Lα11Lα21︸ ︷︷ ︸
=Lα21Lα11Rα1α2
Lα12Lα22
= Lα21Lα11 Rα1α2Lα12Lα22︸ ︷︷ ︸
Lα22Lα12Rα1α2
= Lα21 Lα11Lα22︸ ︷︷ ︸
=Lα22Lα11
Lα12Rα1α2
= Tα2Tα1Rα1α2
The proof for general M involves almost no more work.
Algebraic relations. Expanding eq. 3.87 in matrix form in the (auxiliary)
space Vα1 ⊗ Vα2 ,
R(s1, s2)

A1A2 A1B2 B1A2 B1B2
A1C2 A1D2 B1C2 B1D2
C1A2 C1B2 D1A2 D1B2
C1C2 C1D2 D1C2 D1D2

=

A1A2 B1A2 A1B2 B1B2
C1A2 D1A2 C1B2 D1B2
A1C2 B1C2 A1D2 B1D2
C1C2 D1C2 C1D2 D1D2
R(s1, s2)
(3.88)
we obtain no less than sixteen algebraic relations between the operators A,B,C
and D.
Simultaneous eigenvectors. We now consider the eigenvectors of the XXZ
Hamiltonian, labeled |ΨM 〉, which are simultaneous eigenvectors of the trace
of the monodromy matrix, trα {Tα(s)} = A(s) + D(s), due to the following
commutation relation,
[H, trα {Tα(s)}] = 0 (3.89)
Thus finding the sought after eigenvector, |ΨM 〉, obviously hinges on our ability
to solve the following eigenvalue equation,
(A(s) +D(s))|ΨM 〉 = β(s)|ΨM 〉 (3.90)
where the eigenvalue, β(s), is a general function involving s.
The ansatz. The ansatz for the above eigenvalue equation is to set the eigen-
vector as,
|ΨM 〉 = |ΨMN (~s)〉 = B(s1) . . . B(sN )|0〉 , N ≤M (3.91)
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where,
|0〉 =
(
1
0
)
⊗ · · · ⊗
(
1
0
)
︸ ︷︷ ︸
M
The Bethe equations. Using the following formulas,
A(s)|0〉 = a(s)|0〉 =
M∏
j=1
[s− tj + 1]|0〉
D(s)|0〉 = d(s)|0〉 =
M∏
j=1
[s− tj ]|0〉
and the algebraic relations obtained from eq. 3.88, it is possible to commute A(s)
and D(s) through the product of B operators to obtain that |ΨMN (~s)〉 is only an
eigenvector if the rapidities, {s1, . . . , sN}, satisfy the system of transcendental
Bethe equations,
(−1)N−1 a(si)
d(si)
N∏
j=1
6=i
[sj − si + 1]
[si − sj + 1] = 1 , 1 ≤ i ≤ N (3.92)
Specifying |ΨMN (~s)β〉 as the eigenvector whose rapidities satisfy the Bethe equa-
tions, we have the following eigenvalue equation,
(A(s) +D(s))|ΨMN (~s)β〉 =
(
a(s)
N∏
j=1
[s− tj + 1] + d(s)
N∏
j=1
[tj − s+ 1]
)
|ΨMN (~s)β〉
We are now ready to construct various fundamental objects of the six-vertex
model using the algebraic Bethe ansatz notation.
A familiar example, the DWPF. Defining the conjugate vector, 〈1|, as,
〈1| = (0, 1)⊗ · · · ⊗ (0, 1)︸ ︷︷ ︸
M
and fixing M = N , the DWPF of the six vertex model, ZN (~s,~t), as defined in
eq. 3.5 is also given by the following expectation value expression,
ZN (~s,~t) = 〈1|ΨMN (~s)〉 = 〈1|B(s1) . . . B(sN )|0〉
where the rapidities {s1, . . . , sN} are not required to satisfy the Bethe equa-
tions. Note that this expression does not give a systematic way of deriving the
determinant solution for the partition function.
The scalar product. We now define the conjugate eigenvector, 〈ΨMN (~r)| as
the following product of C operators,
〈ΨMN (~r)| = 〈0|C(r1) . . . C(rN ) (3.93)
where,
〈0| = (1, 0)⊗ · · · ⊗ (1, 0)︸ ︷︷ ︸
M
The scalar product, SMN (~r,~s,~t), is given as the expectation value of the general
eigenvector and its conjugate,
SMN (~r,~s,~t) = 〈ΨMN (~r)|ΨMN (~s)〉
= 〈0|C(r1) . . . C(rN )B(s1) . . . B(sN )|0〉
(3.94)
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Generally, such expressions are quite hard to calculate exactly as they involve
sums of
(
2N
N
)
terms5. In the following, due to Slavnov [29] we give a determi-
nant form for the scalar product when one set of rapidities satisfies the Bethe
equations.
3.4.2 Slavnov’s determinant expression
If the rapidities in the set, {s1, . . . , sN}, satisfy the system of Bethe equations
given in eq. 3.92, then the expression for the scalar product (eq. 3.94) simplifies
to a manageable determinant form, given by,
SMN (~r,~sβ ,~t) = 〈ΨMN (~r)|ΨMN (~s)β〉
=
[λ]N
∏N
i,j=1[ri − sj + 1]∏
1≤i<j≤N [ri − rj ][sj − si]
{
N∏
k=1
M∏
l=1
[rk − tl][sk − tl]
}
det (Mij)
N
ij=1
(3.95)
where the entries of the determinant are given by,
Mij =
1
[ri − sj ][ri − sj + 1]
− (−1)
N
[sj − ri][sj − ri + 1]
{
M∏
k=1
[ri − tk + 1]
[ri − tk]
N∏
l=1
[sl − ti + 1]
[ri − sl + 1]
} (3.96)
Setting the variables as follows,
ui = e
2λri , vi = e
2λsi , wi = e
2λti , q = e2λ
and absorbing the numerator of eq. 3.95 into the determinant, we obtain the
following, more useful form for the Slavnov scalar product,
SMN (~u,~vβ , ~w) =
ΥMN∏
1≤i<j≤N (ui − uj)
det [Mij(ui, ~v, ~w)]Nij=1 (3.97)
where the multiplicative factor is given by,
ΥMN =
(−1)N2q−N(M2 +N−1){∏N
i=1 uivi
}M−1
2
{∏M
i=1 wi
}N (q
1
2 − q− 12 )N∏N
i,j=1
i6=j
(q
1
2 vi − q− 12 vj)
1∏
1≤i<j≤N (vj − vi)
(3.98)
and the entries of the determinant are,
Mij =
1
−ui + vj

M∏
k=1
(ui − wk)
N∏
k=1
6=j
(qui − vk)
M∏
k=1
(qvj − wk)
N∏
k=1
6=j
(qvk − vj)
−
M∏
k=1
(qui − wk)
N∏
k=1
6=j
(qvk − ui)
M∏
k=1
(vj − wk)
N∏
k=1
6=j
(qvj − vk)

(3.99)
We now proceed to show that the scalar product, normalized appropriately, is
a τ -function of the KP hierarchy with restricted time variables as power sums
in the rapidities {u1, . . . , uN}.
5For exact details of this summation expression see eq. (IX.1.3) in [28].
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3.4.3 Schur polynomial expansion of the scalar product
Lemma 6. Using a method detailed explicitly below, an equivalent form to
Slavnov’s expression for the scalar product is given by,
SMN (~u,~vβ , ~w) = Υ
′M
N det
[
(hk−i(~u))
N+M−1
i,k=1 (ρk,j(~v, ~w))
N+M−1
k,j=1
]N
i,j=1
(3.100)
where Υ
′M
N = (−1)
N(N−1)
2 ΥMN , and,
ρk,j = v
−k
j
N+M−1∑
ξ=k
k−1∑
η=0
min{M,ξ}∑
α=max{0,ξ−N+1}
min{M,η}∑
ζ=0
(−1)N+ξ+ηqN−1
×
{
qξ−η+2ζ−α − qη−ξ+2α−ζ
}
eM−α(~w)eM−ζ(~w)eN−1−η+ζ(~v, vˆj)eN−1−ξ+α(~v, vˆj)v
ξ+η
j
(3.101)
Proof. We begin by expanding the entries of the determinant, Mij(ui, ~v, ~w),
as (symmetric) polynomials in ~v and ~w. In the workings below we label en(vˆj) =
en(~v, vˆj) for notational convenience.
M∏
k=1
(ui − wk) =
M∑
n=0
(−1)nuM−ni en(~w)
N∏
k=1
6=j
(qui − vk) =
N−1∑
n=0
(−1)n(qui)N−1−nen(vˆj)
M∏
k=1
(qvj − wk) =
M∑
n=0
(−1)n(qvj)M−nen(~w)
N∏
k=1
6=j
(qvk − vj) =
N−1∑
n=0
q
n
(−vj)N−1−nen(vˆj)
M∏
k=1
(qui − wk) =
M∑
n=0
(−1)n(qui)M−nen(~w)
N∏
k=1
6=j
(qvk − ui) =
N−1∑
n=0
q
n
(−ui)N−1−nen(vˆj)
M∏
k=1
(vj − wk) =
M∑
n=0
(−1)n(vj)M−nen(~w)
N∏
k=1
6=j
(qvj − vk) =
N−1∑
n=0
(−1)n(qvj)N−1−nen(vˆj)
Using the above polynomial expansions, (−ui + vj)Mij(ui, ~v, ~w) becomes,
M∑
m1,m2=0
N−1∑
n1,n2=0
(−1)N−1+m1+m2+n1+n2qM+N−1−m2+n2−n1em1(~w)em2(~w)en1(vˆj)
×en2(vˆj)
(
uM+N−1−m1−n1i v
M+N−1−m2−n2
j − uM+N−1−m2−n2i vM+N−1−m1−n1j
)
Performing the following change of indices,
m1 →M − α m2 →M − ζ
n1 → N − 1− β n2 → N − 1− δ
we obtain,
Mij =
1
−ui + vj
M∑
α,ζ=0
N−1∑
β,δ=0
(−1)N−1+α+β+ζ+δqN−1+ζ−δ+β
× eM−α(~w)eM−ζ(~w)eN−1−β(vˆj)eN−1−δ(vˆj)
(
uα+βi v
ζ+δ
j − uζ+δi vα+βj
)
Making the additional change in indices, α + β = ξ and ζ + δ = η for obvious
convenience we obtain,
Mij =
M∑
α,ζ=0
N−1+α∑
ξ=α
N−1+ζ∑
η=ζ
qN−1−η+ξ−α+2ζ
× (−1)N+ξ+ηeM−α(~w)eM−ζ(~w)eN−1−ξ+α(vˆj)eN−1−η+ζ(vˆj)︸ ︷︷ ︸
Eα,ζ,ξ,η(~v,vˆj , ~w)
(
uξi v
η
j − uηi vξj
)
ui − vj
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To deal with the denominator we consider the 2 cases, ξ > η and ξ < η, the
case ξ = η is trivially zero.
Hence for ξ > η,
M∑
α,ζ=0
N−1+α∑
ξ=α
ξ>η
N−1+ζ∑
η=ζ
qN−1−η+ξ−α+2ζEα,ζ,ξ,η(~v, vˆj , ~w)u
η
i v
η
j
(
uξ−ηi − vξ−ηj
)
ui − vj
=
M∑
α,ζ=0
N−1+α∑
ξ=α
ξ−1∑
η=ζ
qN−1−η+ξ−α+2ζEα,ζ,ξ,η(~v, vˆj , ~w)
(
ξ−η−1∑
ν=0
uη+νi v
ξ−1−ν
j
) (3.102)
and similarly for ξ < η,
−
M∑
α,ζ=0
N−1+α∑
ξ=α
N−1+ζ∑
η=ζ
η>ξ
qN−1−η+ξ−α+2ζEα,ζ,ξ,η(~v, vˆj , ~w)u
ξ
i v
ξ
j
(
uη−ξi − vη−ξj
)
ui − vj
=−
M∑
α,ζ=0
η−1∑
ξ=α
N−1+ζ∑
η=ζ
qN−1−η+ξ−α+2ζEα,ζ,ξ,η(~v, vˆj , ~w)
(
η−ξ−1∑
ν=0
uξ+νi v
η−1−ν
j
) (3.103)
Exchanging the index labelling α ↔ ζ and ξ ↔ η in eq. 3.103 and adding this
with eq. 3.102, the matrix entry Mij(ui, ~v, ~w) becomes the following,
M∑
α,ζ=0
N−1+α∑
ξ=α
ξ−1∑
η=ζ
ξ−η∑
ν=1︸ ︷︷ ︸∑(1)
α,ζ,ξ,η,ν
qN−1
{
qξ−η+2ζ−α − qη−ξ+2α−ζ
}
Eα,ζ,ξ,η(~v, vˆj , ~w)v
ξ−ν
j︸ ︷︷ ︸
E(j)
α,ζ,ξ,η,ν
(~v,~w)
uη+ν−1i
(3.104)
Eliminating the Vandermonde in {u}. We are now in a position to eliminate
the removable poles (Vandermonde) in the u’s. To complete this task we employ
eq. 3.26 and perform the same row operations that eliminated the equivalent
poles in the derivation of Lascoux’s result, i.e.
Ri → Ri −Ri+1 , i = 1, 2, . . . , N − 1
Ri → Ri −Ri+2 , i = 1, 2, . . . , N − 2
...
Ri → Ri −Ri+N−2 , i = 1, 2
R1 → R1 −RN
Hence the scalar product (eq. 3.97) becomes,
ΥMN det

∑(1)
α,ζ,ξ,η,ν E
(j)
α,ζ,ξ,η,ν(~v, ~w)hη+ν−N (u1, . . . , uN )∑(1)
α,ζ,ξ,η,ν E
(j)
α,ζ,ξ,η,ν(~v, ~w)hη+ν−(N−1)(u2, . . . , uN )
...∑(1)
α,ζ,ξ,η,ν E
(j)
α,ζ,ξ,η,ν(~v, ~w)hη+ν−1(uN )

j=1,...,N
(3.105)
Clearing up the homogenous symmetric polynomials in {u}. Addition-
ally, we wish to make all of the homogeneous symmetric polynomials functions
of all the u variables. To achieve this we employ eq. 3.32 and again perform the
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same row operations that cleared up the homogeneous symmetric polynomials
in the derivation of Lascoux’s result,
Ri → Ri + h1(ui−1)Ri−1 , i = N,N − 1, . . . , 2
Ri → Ri + h1(ui−2)Ri−1 , i = N,N − 1, . . . , 3
...
Ri → Ri + h1(ui−(N−2))Ri−1 , i = N,N − 1
R1 → RN + h1(u1)RN−1
Performing these row operations eq. 3.105 becomes,
SMN (~u,~v, ~w) = ΥMN det
 (1)∑
α,ζ,ξ,η,ν
E(j)α,ζ,ξ,η,ν(~v, ~w)hη+ν−N−1+i(~u)
N
i,j=1
= (−1) 12N(N−1)ΥMN︸ ︷︷ ︸
Υ
′M
N
det
 (1)∑
α,ζ,ξ,η,ν
E(j)α,ζ,ξ,η,ν(~v, ~w)hη+ν−i(~u)
N
i,j=1
(3.106)
where we have exchanged rows i and N − i+ 1, 1 ≤ i ≤ N , to obtain the second
line from the first.
Performing the convenient change of index, k = η + ν, we obtain the following
expression for the scalar product, SMN (~u,~vβ , ~w),
Υ
′M
N det
[ ∑M
α,ζ=0
∑N−1+α
ξ=α
∑ξ−1
η=ζ
∑ξ
k=1+η q
N−1 {qξ−η+2ζ−α − qη−ξ+2α−ζ}
×Eα,ζ,ξ,η(~v, vˆj , ~w)vξ+η−kj hk−i(~u)
]N
i,j=1
(3.107)
In order to complete the lemma we need one last result given by the following
proposition.
Proposition 24.
M∑
α,ζ=0
N−1+α∑
ξ=α
ξ−1∑
η=ζ
ξ∑
k=1+η
=
N+M−1∑
k=1
N+M−1∑
ξ=k
k−1∑
η=0
min{M,ξ}∑
α=max{0,ξ−N+1}
min{M,η}∑
ζ=0
Proof. We begin verifying this result by making k (instead of α and ζ)
an independent variable. Since the largest value of ξ is N + M − 1 and the
lowest value of η is 0, we immediately see that the allowable values of k as an
independent variable are 1 ≤ k ≤ N +M − 1. Additionally, analyzing the final
summation on the left hand side,
∑ξ
k=1+η, we can obtain the allowable values
of ξ and η for each value of k,
k = ξ, k = ξ − 1, k = ξ − 2, . . .
⇒ ξ = k, ξ = k + 1, . . . , ξ = N +M − 1
k = η + 1, k = η + 2, k = η + 3, . . .
⇒ η = k − 1, η = k − 2, . . . , η = 0
⇒ ∑Mα,ζ=0∑N−1+αξ=α ∑ξ−1η=ζ∑ξk=1+η = ∑N+M−1k=1 ∑N+M−1ξ=k ∑k−1η=0∑(∗)α,ζ
To discern the allowable values of α and ζ we proceed in the same manner.
Analyzing
∑N−1+α
ξ=α and
∑ξ−1
η=ζ respectively,
ξ = α, ξ = α+ 1, . . . , ξ = N − 1 + α
⇒ α = ξ, α = ξ − 1, . . . , α = ξ −N + 1
η = ζ, η = ζ + 1, . . .
⇒ ζ = η, ζ = η − 1, . . . , ζ = 0
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Taking into account that 0 ≤ α, ζ ≤M , we obtain the forms,
max{0, ξ −N + 1} ≤ α ≤ min{M, ξ} , 0 ≤ ζ ≤ min{M,η}
which completes the proposition. 
Thus eq. 3.107 becomes,
Υ
′M
N det
 ∑N+M−1k=1 hk−i(~u)(v−kj ∑N+M−1ξ=k ∑k−1η=0∑min{M,ξ}α=max{0,ξ−N+1}∑min{M,η}
ζ=0 q
N−1 {qξ−η+2ζ−α − qη−ξ+2α−ζ}Eα,ζ,ξ,η(~v, vˆj , ~w)vξ+ηj )
N
i,j=1
=Υ
′M
N det
[
N+M−1∑
k=1
hk−i(~u)ρk,j(~v, ~w)
]N
i,j=1
=Υ
′M
N det
[
(hk−i(~u))
N+M−1
i,k=1 (ρk,j(~v, ~w))
N+M−1
k,j=1
]N
i,j=1
(3.108)
where ρk,j(~v, ~w) is given in eq. 3.101. 
Applying the Cauchy-Binet formula to expand the above expression in terms of
Schur polynomials in ~u we obtain,
SMN (~u,~vβ , ~w) = Υ
′M
N
∑
0≤λ1≤···≤λN≤M−1
det [hλi+k−i(~u)]
N
i,l=1
× det [ρλN+1−k+k,j(~v, ~w)]Nk,j=1
= Υ
′M
N
∑
{λ}⊆(M−1)N
g
(M,N)
{λ} (~v, ~w)S{λ}(~u)
(3.109)
where,
g
(M,N)
{λ} (~v, ~w) = det
[
ρλN+1−i+i,j(~v, ~w)
]N
i,j=1
(3.110)
It is this form of the scalar product that we shall fermionize.
3.4.4 Fermionic form of the scalar product
As the above expression for the scalar product is an equivalent expression
to Lascoux’s form for the DWPF, we have the following result.
Lemma 7. Eq. 3.109 is the bosonization of the following fermionic expression,
exp
{
Y
(M,N)
0
}
exp
{
Y
(M,N)
1
}
. . . exp
{
Y
(M,N)
M−2
}
|0〉g(M,N){φ} Υ
′M
N (3.111)
where the Y (M,N)’s are given as,
Y
(M,N)
0 = −g˜(M,N){1} ψ∗−1ψ0 + g˜(M,N){12} ψ∗−2ψ0 + · · ·+ (−1)N g˜
(M,N)
{1N} ψ
∗
−Nψ0
Y
(M,N)
1 = −g˜(M,N){2} ψ∗−1ψ1 + g˜(M,N){2,1} ψ∗−2ψ1 + · · ·+ (−1)N g˜(M,N){2,1N−1}ψ∗−Nψ1
...
Y
(M,N)
M−2 =
∑N
j=1(−1)j g˜(M,N){M−1,1j−1}ψ∗−jψM−2
(3.112)
and the coefficients, g˜
(M,N)
{λ} =
g
(M,N)
{λ}
g
(M,N)
{φ}
, are given by eq. 3.110.
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Proof. It is obvious that this result is analogous, but more general, to the
equivalent result for the partition function. It is not surprising then that the
method of proof will also be analogous. Before we start with the details however,
it would be wise to address the issues that make this result slightly different from
the result regarding the partition function.
• The coefficients, g(M,N){λ} (~v, ~w), are more complicated.
• The allowable dimensions of the partition, {λ} ⊆ (M − 1)N , are more
general.
In order to prove eq. 3.111 we shall explicitly address these two issues, and
show how they can be overcome.
The necessary Plu¨cker relations do not change. The main result from
section 3.3 was arguably that bilinear sums of the coefficients, c
(N)
{λ}(~v), simpli-
fied into the required coefficient term using the appropriate Plu¨cker identities.
The Plu¨cker identity results were possible due to the coefficients, cN{λ}(~v), being
determinants of N × N submatrices of a larger (2N − 1) × N master matrix,
given by (κj,k(~v)) j=1,...,2N−1
k=1,...,N
,
κj,k =
qj−k+1 − qk−1
q − 1 (−1)
N−j+k−1eN−j+k−1(~v)
Our current situation with the new coefficients is obviously not terribly different
from section 3.3, as the coefficients, g
(M,N)
{λ} (~v, ~w), are also determinants of N×N
submatrices constructed from the larger (N +M −1)×N master matrix, given
by (ρj,k(~v, ~w)) j=1,...,N+M−1
k=1,...,N
,
ρj,k = v
−j
k
N+M−1∑
ξ=j
j−1∑
η=0
min{M,ξ}∑
α=max{0,ξ−N+1}
min{M,η}∑
ζ=0
(−1)N+ξ+ηqN−1
×
{
qξ−η+2ζ−α − qη−ξ+2α−ζ
}
eM−α(~w)eM−ζ(~w)eN−1−η+ζ(~v, vˆk)eN−1−ξ+α(~v, vˆk)v
ξ+η
k
Thus although the individual entries are obviously more complex, and the di-
mensions of the master matrix are more general, we expect to be able to generate
all the necessary Plu¨cker relations. This can be seen explicitly by labeling γµ
as the N × 1 column vector,
γµ =

ρµ+1,1(~v, ~w)
ρµ+1,2(~v, ~w)
...
ρµ+1,N (~v, ~w)
 (3.113)
which allows us to generate the coefficients through the determinant expression,
g
(M,N)
{λ} (~v, ~w) =
∣∣γλN , γλN−1+1, . . . , γλ2+N−2, γλ1+N−1∣∣ (3.114)
Using this notation allows us to instantly generate the required Plu¨cker iden-
tities. Simply replacing the coefficient cN{λ}(~v) by the corresponding coefficient
g
(M,N)
{λ} (~v, ~w), the argument shown in section 3.3.1 is essentially exactly the same,
124 CHAPTER 3. THE SIX VERTEX MODEL AND KP
leading to the base case result for the simplification of the sum of two bilinears
in the coefficients,
g
(M,N)
{l1+1,1j1−1}g
(M,N)
{l2+1,1j2−1} − g
(M,N)
{l1+1,1j2−1}g
(M,N)
{l2+1,1j1−1}
= g
(M,N)
{φ} g
(M,N)
{l2+1,l1+2,2j1−1,1j2−j1−1}
(3.115)
for 0 ≤ l1 < l2 ≤ M − 2 and 1 ≤ j1 < j2 ≤ N . Thus the multiplication of two
general Y (M,N)’s gives the following required form,
Y
(M,N)
l1
Y
(M,N)
l2
=
∑
1≤j1<j2≤N
(−1)j1+j2 g˜(M,N){l2+1,l1+2,2j1−1,1j2−j1−1}ψ
∗
−j2ψ
∗
−j1ψl1ψl2
(3.116)
Using these results, we can again replace the coefficient cN{λ}(~v) by the corre-
sponding coefficient g
(M,N)
{λ} (~v, ~w) to obtain the equivalent general result given
in section 3.3.2 concerning the simplification of a sum of a general number of
bilinears in the coefficients,
k−1∑
p=0
(−1)pg(M,N)
σp({λ}k−1)
g
(M,N)
{lk+1,1jk−p−1}
= g
(M,N)
{φ} g
(M,N)
{λ}k (3.117)
for 0 ≤ l1 < · · · < lk ≤ M − 2 and 1 ≤ j1 < · · · < jk ≤ N , and the partition
labels, σp ({λ}k−1), are given by eq. 3.76.
An immediate consequence of eq. 3.117 is the following result concerning the
multiplication of a general numbers of Y (M,N)’s,
Y
(M,N)
l1
. . . Y
(M,N)
lk
=
∑
1≤j1<···<jk≤N
(−1)j1+···+jk g˜(M,N){λ}k ψ
∗
−jk . . . ψ
∗
−j1ψl1 . . . ψlk
(3.118)
which shows explicitly that despite the more general nature of the coefficients,
the required Plu¨cker relations are still generated. This allows us to consider the
next issue.
Generalizing the dimensions of the partition. Realizing that all the re-
quired Plu¨cker relations are still intact, we are now in a condition to consider
the multiplication of all the generators,
eY
(M,N)
0 . . . eY
(M,N)
M−2 =
M−1∑
k=0
ek
(
Y
(M,N)
0 , . . . , Y
(M,N)
M−2
)
= 1 +
M−1∑
k=1
∑
0≤l1<···<lk≤M−2
Y
(M,N)
l1
. . . Y
(M,N)
lk
Applying eq. 3.118, the above expression becomes,
1 +
M−1∑
k=1
∑
0≤l1<···<lk≤M−2
∑
1≤j1<···<jk≤N
(−1)j1+···+jk g˜(M,N){λ}k ψ
∗
−jk . . . ψ
∗
−j1ψl1 . . . ψlk
(3.119)
Examining eq. 3.119 we notice that considering M − 1 generators (as opposed
to N − 1) has accomplished two things.
• The summation term ∑0≤l1<···<lk≤M−2∑1≤j1<···<jk≤N generates every
possible fermionic expression that corresponds to a partition with k hooks,
contained within the partition {(M − 1)N}.
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• Since 1 ≤ k ≤M−1, this immediately means that all the partitions within
the rectangle {(M − 1)N} are generated.
Thus we have successfully generalized the dimensions of the partition.
Bosonization. Having explicitly addressed the issues of generalization of the
coefficients and the dimensions of the allowable partitions, we now apply the
boson-fermion correspondence to eq. 3.111. We recall that eq. 3.118 assures us
that each fermionic expression is accompanied by the required coefficient and
sign, thus we obtain the result,
Υ
′M
N g
(M,N)
{φ} 〈0| exp {H+(~x)} eY
(M,N)
0 . . . eY
(M,N)
M−2 |0〉
=Υ
′M
N
g(M,N){φ} χ{φ}(~x) + M−1∑
k=1
∑
0≤l1<···<lk≤M−2
∑
1≤j1<···<jk≤N
(−1)j1+···+jk
× g(M,N){λ}k χ{λ}k (~x)
)
=Υ
′M
N
∑
{λ}⊆(M−1)N
g
(M,N)
{λ} (~v, ~w)χ{λ}(~x)
Restricting the time variables appropriately,
xj → 1
j
pj(u1, . . . , uN ) , j ∈ {1, 2, . . . }
we obtain,
Υ
′M
N g
(M,N)
{φ} 〈0| exp
{
H+
(
1
j
pj(~u)
)}
eY
(M,N)
0 . . . eY
(M,N)
M−2 |0〉
=Υ
′M
N
∑
{λ}⊆(M−1)N
g
(M,N)
{λ} (~v, ~w)S{λ}(~u)
=SMN (~u,~vβ , ~w)
which completes the lemma. 
3.5 KP tau-functions and fermions
This section contains classical results (found in [17, 18]) that algebraically
show that the above form of the DWPF and scalar product, as a fermionic inner
product, is by construction, a τ -function of the KP hierarchy.
Further fermionic definitions. We first define the following generating sums
of the free fermions,
ψ(k) =
∑
j∈Z
ψjk
j , ψ∗(k) =
∑
j∈Z
ψ∗j k
−j
Applying the anti-commutation relations, and the Baker-Campbell-Hausdorff
formula6 we obtain the following,
eH+(~x)ψ(k)e−H+(~x) = exp
{ ∞∑
n=1
knxn
}
ψ(k)
eH+(~x)ψ∗(k)e−H+(~x) = exp
{
−
∞∑
n=1
kxtn
}
ψ∗(k)
(3.120)
6eH(~x)Xe−H(~x) = X + [H(~x), X] + 1
2!
[H(~x), [H(~x), X]] + 1
3!
[H(~x), [H(~x), [H(~x), X]]] + . . .
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Considering the inner product expression, 〈0|ψ(k1)ψ∗(k2)|0〉, we obtain the fol-
lowing geometric simplification,
〈0|ψ(k1)ψ∗(k2)|0〉 =
−1∑
n1,n2=−∞
kn11 k
−n2
2 〈0|ψn1ψ∗n2 |0〉
=
−1∑
n1=−∞
(
k1
k2
)n1
=
∞∑
n1=0
(
k2
k1
)n1
− 1
=
k2
k1 − k2
Generalizing the above expression using Wick’s theorem we obtain the following
determinant expression,
〈0|ψ(k1) . . . ψ(kp)ψ∗(l1) . . . ψ∗(lp)|0〉
=
∑
σ∈Sp
sgn(σ)〈0|ψ(k1)ψ∗(lσ1)|0〉 . . . 〈0|ψ(kp)ψ∗(lσp)|0〉
=det
(〈0|ψ(ki)ψ∗(lσj )|0〉)pi,j=1 = det( ljki − lj
)p
i,j=1
=
(
p∏
i=1
li
)(∏
1≤i<j≤p(ki − kj)(lj − li)∏
1≤i<j≤p(ki − lj)
)
where the last line is due to Cauchy’s identity. By an analogous argument we
have,
〈0|ψ∗(k1)ψ(k2)|0〉 = k1
k1 − k2
which has the following generalization,
〈0|ψ∗(k1) . . . ψ∗(kp)ψ(l1) . . . ψ(lp)|0〉
=
∑
σ∈Sp
sgn(σ)〈0|ψ∗(k1)ψ(lσ1)|0〉 . . . 〈0|ψ∗(kp)ψ(lσp)|0〉
=
(
p∏
i=1
ki
)(∏
1≤i<j≤p(ki − kj)(lj − li)∏
1≤i<j≤p(ki − lj)
)
This leads us to the first of two necessary results.
Proposition 25.
〈0|ψ∗0ψ(λ) = 〈0| exp
{−∑∞n=1 1nλnHn} = 〈0|e−h(λ) (3.121)
〈0|ψ−1ψ∗(λ) = λ〈0| exp
{∑∞
n=1
1
nλnHn
}
= λ〈0|eh(λ) (3.122)
Proof. In order to verify eq. 3.121, it is enough to show that,
〈0|ψ∗0ψ(λ)ψ(k1) . . . ψ(kp)ψ∗(l1) . . . ψ∗(lp)|0〉
=〈0|e−h(λ)ψ(k1) . . . ψ(kp)ψ∗(l1) . . . ψ∗(lp)|0〉
for general p ∈ N.
Focusing on the right hand side of the above expression and inserting eh(λ)e−h(λ)
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in between the generating sums we obtain the following rational expression,
〈0| e−h(λ)ψ(k1)eh(λ)︸ ︷︷ ︸
exp
{
−∑∞n=1 1n( k1λ )n}ψ(k1)
e−h(λ)ψ(k2)e
h(λ)︸ ︷︷ ︸
exp
{
−∑∞n=1 1n( k2λ )n}ψ(k2)
. . . e−h(λ)ψ∗(lp)e
h(λ)︸ ︷︷ ︸
exp
{∑∞
n=1
1
n
(
lp
λ
)n}
ψ∗(lp)
× e−h(λ)|0〉︸ ︷︷ ︸
|0〉
=
(
p∏
j=1
λ− kj
λ− lj
)
〈0|ψ(k1) . . . ψ(kp)ψ∗(l1) . . . ψ∗(lp)|0〉
=
(
p∏
j=1
λ− kj
λ− lj
)(
p∏
i=1
li
)(∏
1≤i<j≤p(ki − kj)(lj − li)∏p
i,j=1(ki − lj)
)
Focusing on the left hand side, we use the fact that ψ∗0ψ(k) = 1 − ψ(k)ψ∗0 to
commute the ψ∗0 operator to the right hand side of the inner product expression.
We label λ = k0 in the workings below for notational convenience,
〈0|ψ∗0ψ(k0)ψ(k1) . . . ψ(kp)ψ∗(l1) . . . ψ∗(lp)|0〉
=〈0|ψ(k1) . . . ψ(kp)ψ∗(l1) . . . ψ∗(lp)|0〉 − 〈0| ψ(k0)ψ∗0ψ(k1) . . . ψ(kp)ψ∗(l1) . . . ψ∗(lp)|0〉
...
=
p∑
j=0
(−1)j〈0|ψ(k0) . . . ψ(kj−1)ψ(kj+1) . . . ψ(kp)ψ∗(l1) . . . ψ∗(lp)|0〉
=
(
p∏
i=1
li
) ∏
1≤i<j≤p
(lj − li)
{(∏
1≤i<j≤p(ki − kj)∏p
i,j=1(ki − lj)
)
+
p∑
r=1
(−1)r
∏pj=16=r(k0 − kj)∏ 1≤i<j≤p6=r (ki − kj)∏p
j=1(k0 − lj)
∏p
i=1
6=r
∏p
j=1(ki − lj)

=
(∏p
i=1 li
)∏
1≤i<j≤p(lj − li)∏p
j=1(λ− lj)
∏p
i,j=1(ki − lj)

p∑
r=0
(−1)r
 ∏
0≤i<j≤p
6=r
(ki − kj)
[ p∏
j=1
(kr − lj)
]
We now concentrate on the term contained within the curly brackets. Expand-
ing the {l1, . . . , lp} variables in terms of elementary symmetric polynomials we
obtain,
p∑
r=0
(−1)r
 ∏
0≤i<j≤p
6=r
(ki − kj)
[ p∏
j=1
(kr − lj)
]
=
p∑
s=0
es(~l)
p∑
r=0
(−1)r(−kr)p−s
 ∏
0≤i<j≤p
6=r
(ki − kj)

We now claim that all terms in the above sum for s 6= 0 are equal to zero. To
show this we express the product as a Vandermonde determinant,[∏
0≤i<j≤p
6=r
(ki − kj)
]
= det
(
kij
)
i=0,...,p−1
j=0,...,rˆ,...,p
, and the sum becomes the following
determinant expansion expression,
p∑
r=0
(−1)r(kr)p−sdet
(
kij
)
i=0,...,p−1
j=0,...,rˆ,...,p
=
{
0 1 ≤ s ≤ p
det
(
kij
)
i,j=0,...,p
s = 0
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Hence we obtain,
p∑
r=0
(−1)r
 ∏
0≤i<j≤p
6=r
(ki − kj)
[ p∏
j=1
(kr − lj)
]
= det
(
kij
)
i,j=0,...,p
=
 ∏
1≤i<j≤p
(ki − kj)
[ p∏
j=1
(λ− kj)
]
(3.123)
which completes the verification of eq. 3.121.
To verify eq. 3.122 we wish to verify the following expression,
〈0|ψ−1ψ∗(λ)ψ∗(k1) . . . ψ∗(kp)ψ(l1) . . . ψ(lp)|0〉
=λ〈0|eh(k)ψ∗(k1) . . . ψ∗(kp)ψ(l1) . . . ψ(lp)|0〉
Focusing on the right hand side as before we obtain,
λ〈0| eh(λ)ψ∗(k1)e−h(λ)︸ ︷︷ ︸
exp
{
−∑∞n=1 1n( k1λ )n}ψ∗(k1)
eh(λ)ψ∗(k2)e
−h(λ)︸ ︷︷ ︸
exp
{
−∑∞n=1 1n( k2λ )n}ψ∗(k2)
. . . eh(λ)ψ(lp)e
−h(λ)︸ ︷︷ ︸
exp
{∑∞
n=1
1
n
(
lp
λ
)n}
ψ(lp)
× eh(λ)|0〉︸ ︷︷ ︸
|0〉
=λ
(
p∏
j=1
λ− kj
λ− lj
)(
p∏
i=1
ki
)(∏
1≤i<j≤p(ki − kj)(lj − li)∏p
i,j=1(ki − lj)
)
Focusing on the left hand side, we use the fact that ψ−1ψ∗(k) = k−ψ∗(k)ψ−1 to
commute the ψ−1 operator to the right hand side of the inner product expression.
We label λ = k0 in the workings below for notational convenience,
〈0|ψ−1ψ∗(k0)ψ∗(k1) . . . ψ∗(kp)ψ(l1) . . . ψ(lp)|0〉
=k0〈0|ψ∗(k1) . . . ψ∗(kp)ψ(l1) . . . ψ(lp)|0〉
− 〈0| ψ(k0)ψ−1ψ∗(k1) . . . ψ∗(kp)ψ(l1) . . . ψ(lp)|0〉
...
=
p∑
j=0
(−1)jkj〈0|ψ∗(k0) . . . ψ∗(kj−1)ψ∗(kj+1) . . . ψ∗(kp)ψ(l1) . . . ψ(lp)|0〉
=
(
p∏
i=0
ki
) ∏
1≤i<j≤p
(lj − li)
{(∏
1≤i<j≤p(ki − kj)∏p
i,j=1(ki − lj)
)
+
p∑
r=1
(−1)r
∏pj=16=r(k0 − kj)∏ 1≤i<j≤p6=r (ki − kj)∏p
j=1(k0 − lj)
∏p
i=1
6=r
∏p
j=1(ki − lj)

=λ
(∏p
i=1 ki
)∏
1≤i<j≤p(lj − li)∏p
j=1(λ− lj)
∏p
i,j=1(ki − lj)

p∑
r=0
(−1)r
 ∏
0≤i<j≤p
6=r
(ki − kj)
[ p∏
j=1
(kr − lj)
]
=λ
(
p∏
j=1
λ− kj
λ− lj
)(
p∏
i=1
ki
)(∏
1≤i<j≤p(ki − kj)(lj − li)∏p
i,j=1(ki − lj)
)
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where we have applied eq. 3.123 to proceed from the second last line to the last
line. This completes the proof of the proposition. 
We now focus on the second of the two necessary results.
Proposition 26. For any X ∈ gl(∞) and |α〉, |β〉 ∈ F, we have the following
relation, ∑
n∈Z
eXψn|α〉 ⊗ eXψ∗n|β〉 =
∑
n∈Z
ψne
X |α〉 ⊗ ψ∗neX |β〉 (3.124)
Proof. Let us focus on the left hand expression and commute ψn/ψ
∗
n to the
left using eq. 3.62 and the Baker-Campbell-Hausdorff formula,
eXψn =
ψn + ∑
m1∈Z
am1nψm1 +
1
2!
∑
m1m2∈Z
am2m1am1nψm2 + . . .
 eX
eXψ∗n =
ψ∗n − ∑
m1∈Z
anm1ψ
∗
m1 +
1
2!
∑
m1m2∈Z
am1m2anm1ψ
∗
m2 − . . .
 eX
We now group the powers of the coefficient, a, to obtain,∑
n∈Z
eXψn ⊗ eXψ∗n =
∑
n∈Z
ψne
X ⊗ ψ∗neX
+
∑
nm1∈Z
{am1nψm1 ⊗ ψ∗n − anm1ψn ⊗ ψ∗m1} eX ⊗ eX
+
∑
nm1m2∈Z
{am2m1am1n
2!
ψm2 ⊗ ψ∗n − am1nanm2ψm1 ⊗ ψ∗m2
+
am1m2anm1
2!
ψn ⊗ ψ∗m2
}
eX ⊗ eX + . . .
⇒
∑
n∈Z
eXψn ⊗ eXψ∗n =
∑
n∈Z
ψne
X ⊗ ψ∗neX
+
∞∑
j=1
j∑
k=0
1
k!
(−1)j−k
(j − k)!
∑
m1...mkl1...lj−k∈Z
(
k∏
r=1
amrmr−1
)
×
(
j−k∏
r=1
alr−1lr
)
ψmke
X ⊗ ψ∗lj−keX
(3.125)
where we have labeled m0 = l0 = n in the above equation. It is obvious that
we need to verify that the summation over the dummy index, 1 ≤ j <∞, is zero.
To accomplish this we perform the following change of indices for each indi-
vidual value of j and k,
n ↔ lj−k m1 ↔ lj−k+1
l1 ↔ lj−k−1 m2 ↔ lj−k+2
l2 ↔ lj−k−2
...
... mk ↔ lj
l j−k
2
−1 ↔ l j−k
2
+1
j − k even
l j−k−1
2
↔ l j−k+1
2
j − k odd
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Doing this, the aforementioned summation over j in eq. 3.125 becomes,
∞∑
j=1
(
j∑
k=0
1
k!
(−1)j−k
(j − k)!
)
︸ ︷︷ ︸
=0 for all j 6=0
∑
l1...lj∈Z
(
j∏
r=1
alrlr−1
)
ψlj e
X ⊗ ψ∗neX
We can see immediately that the above summation equals zero for all j 6= 0 by
expanding the series, es.e−s = 1,
es.e−s = 1 +
∞∑
j=1
sj
j∑
k=0
1
k!
(−1)j−k
(j − k)!
knowing that all terms sj , j ≥ 1, are equal to zero, which proves the proposition.

The above proposition also implies that for X1, X2, . . . , XN ∈ gl(∞), and
g = eX1eX2 . . . eXN , then we have,∑
n∈Z
gψn|α〉 ⊗ gψ∗n|β〉 =
∑
n∈Z
ψng|α〉 ⊗ ψ∗ng|β〉 (3.126)
Additionally, with the choice |α〉 = |β〉 = |0〉, then the above expression becomes
zero, ∑
n∈Z
gψn|0〉 ⊗ gψ∗n|0〉 =
∑
n∈Z
ψng|0〉 ⊗ ψ∗ng|0〉 = 0 (3.127)
due to either ψn|0〉 = 0, or ψ∗n|0〉 = 0, for all values of n ∈ Z.
We now put all the results together to show that a τ -function of the form,
τ(~x) = 〈0| exp{H+(~x)}g|0〉 (3.128)
satisfies the KP bilinear hierarchy.
Proposition 27. Any inner product expression of the form 3.128 obeys the
following bilinear relation,∮
dλ
2pii
exp
{ ∞∑
n=1
(xn − x′n)λn
}
τ
(
~x− ~
(
1
λ
))
τ
(
~x′ + ~
(
1
λ
))
= 0
where ~
(
1
λ
)
=
(
1
λ ,
1
2λ2 , . . .
)
.
Proof. Beginning with the right hand side of eq. 3.127, and applying
〈0|ψ∗0eH+(~x) ⊗ 〈0|ψ−1eH+(~x
′) we obtain the bilinear inner product expression,
0 =
∑
n∈Z
〈0|ψ∗0eH+(~x)ψng|0〉〈0|ψ−1eH+(~x
′)ψ∗ng|0〉
=
∮
dλ
2piiλ
〈0|ψ∗0eH+(~x)ψ(λ)g|0〉〈0|ψ−1eH+(~x
′)ψ∗(λ)g|0〉
Commuting the generating sums, ψ(λ)/ψ∗(λ), with the operators eH+(~x)/eH+(~x
′),
using eq. 3.120, we obtain,
0 =
∮
dλ
2piiλ
exp
{ ∞∑
n=1
(xn − x′n)λn
}
〈0|ψ∗0ψ(λ)︸ ︷︷ ︸
use eq. 3.121
eH+(~x)g|0〉 〈0|ψ−1ψ∗(λ)︸ ︷︷ ︸
use eq. 3.122
eH+(~x
′)g|0〉
=
∮
dλ
2pii
exp
{ ∞∑
n=1
(xn − x′n)λn
}
〈0| exp
{
H+
(
~x− ~
(
1
λ
))}
g|0〉
× 〈0| exp
{
H+
(
~x′ + ~
(
1
λ
))}
g|0〉 
Chapter 4
The trigonometric
Felderhof model
In [31] Felderhof diagonalized the transfer matrix of Baxter’s [77, 78] free-
fermion elliptic eight vertex model1. The aforementioned transfer matrix is
expressed in terms of fermionic operators, which leads to an easy survey of
eigenvalues and eigenvectors. The model in question was studied earlier by Fan
and Wu [79, 80] in the context of deriving exact and approxiamte solutions for
the free energy of the model under periodic boundary conditions. The analysis
by Fan and Wu relied on the earlier work of Kastelyn [81] where the periodic
partition function can be expressed as the summation of dimers on a lattice.
Further studies were conducted by Felderhof in [32, 33] which generalized the
model and placed it in the presence of fields (where the fields were effectively
parameterized by colours, in the same sense that temperature is effectively pa-
rameterized by the rapidities), whilst remaining free-fermion, hence the ferm-
ionic operator methods found in [31] still applied. In [34] the trigonometric limit
of the Felderhof model was found to be one of a hierarchy of coloured vertex
models. In [35], the hierarchy was extended to coloured elliptic height models.
In this section we focus solely on the trigonometric limit of the Felderhof coloured
vertex model found in [32, 33]. This corresponds to the spin- 12 vertex model of
the hierarchy found in [34], and as such, we shall use the convenient parame-
terization found in this paper. Being a spin- 12 model this section shares much
similarity with the six-vertex model considered in the last section. This should
come as no surprise as taking a specific limit of the colour variables recovers the
free-fermion six-vertex model.
The analysis conducted by Felderhof was under periodic boundary conditions
(PBC’s). We now concern ourselves with DWBC’s and perform a similar
Korepin-Izergin analysis found in [13,14] for the derivation of the DWPF.
4.1 Defining the model
Lattice lines - rapidities and colours. Consider an N×N lattice of vertices,
with horizontal rapidity flows ui ∈ C, 1 ≤ i ≤ N , which flow from left to right,
and vertical rapidity flows vj ∈ C, 1 ≤ j ≤ N , which flow from bottom to top.
1The eight-vertex model is a generalization of the six-vertex model, where, in order for the
transfer matrices of the model to commute (to ensure integrability), one must parameterize
the weights by elliptic functions rather than the usual trigonometric, due to the additional
two allowable vertices. For a detailed introduction to this model see Chap. 10 of [39]
131
132 CHAPTER 4. THE TRIGONOMETRIC FELDERHOF MODEL
Additionally, associated with each horizontal lattice line is the colour variable
αi ∈ C, 1 ≤ i ≤ N , and associated with each vertical lattice line is the colour
variable βj ∈ C, 1 ≤ j ≤ N .
Figure 4.1: The N ×N lattice with rapidity and colour flows.
Allowable vertices. Each of the N2 vertices contains 4 arrows (state vari-
ables) either pointing up or down (left or right). We define the allowable vertices
as those shown in fig. 4.2, which are of the same configuration as the six vertex
model.
Figure 4.2: Labelling of the 6 vertices
Boltzmann weights. As usual we assign a specific algebraic Boltzmann weight
to each vertex, labelled as ωi, i = 1, . . . , 6, which for an inhomogeneous lattice,
the algebraic weights are dependent on the horizontal and vertical rapidities,
{ui, vj}, in addition to the horizontal and vertical colours, {αi, βj}.
Generally the colour variables appear in a non trivial manner in the weights,
unlike the rapidities which always appear in the form ui − vj .
The specific parameterizations of the six weights are given as the following,
Xα,β(u− v)1111 = ω1(α, β;u− v) = 1− αβeu−v
Xα,β(u− v)2222 = ω2(α, β;u− v) = eu−v − αβ
Xα,β(u− v)2112 = ω3(α, β;u− v) = β − αeu−v
Xα,β(u− v)1221 = ω4(α, β;u− v) = α− βeu−v
Xα,β(u− v)1212 = ω5(α, β;u− v) = eu−v
√
1− α2
√
1− β2
Xα,β(u− v)2121 = ω6(α, β;u− v) =
√
1− α2
√
1− β2
(4.1)
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Figure 4.3: Parameter labelling for vertex Xα,β(u− v)ι1,ι2κ2,κ1 .
Free fermion model. By definition, the model that we are dealing with
is considered a free fermion model as the (homogeneous) weights satisfy the
following algebraic expression,
ω1ω2 + ω3ω4 = ω5ω6
This has long standing implications for the inherent complexity of the model
[82]2 as we shall see shortly. Additionally, when α = β = i we obtain the usual
free fermion six vertex model in the absence of external fields.
Coloured Yang-Baxter equation. These weights satisfy the following coloured
Yang-Baxter equation,∑
g1,g2,g3∈{1,2}
Xα1,α2(u1 − u2)h1h2g2g1 Xα1,α3(u1 − u3)g1h3g3q1Xα2,α3(u2 − u3)g2g3q3q2
=
∑
g1,g2,g3∈{1,2}
Xα2,α3(u2 − u3)h2h3g3g2 Xα1,α3(u1 − u3)h1g3q3g1Xα1,α2(u1 − u2)g1g2q2q1 ,
which we shall employ in the following sections.
Domain wall boundary conditions. DWBC’s, as in the last section, cor-
respond to the top and bottom-most arrows pointing inward, and the left and
right-most arrows pointing outward.
Figure 4.4: Typical example of DWBC’s
Domain wall partition function. The DWPF ZN , as always, is defined as
2In the aforementioned work, Baxter showed that the free-fermion six-vertex model is
equivalent to variations of the well studied Ising model and as such fundamental quantities
(partition functions, etc.) of the six-vertex model can be expressed in terms of those of the
regular square lattice Ising model.
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the sum over all allowable weighted configurations of the N × N lattice that
satisfy the required DWBC’s,
ZN (~u,~v, ~α, ~β) =
∑
allowable
configurations
( ∏
vertices
Xαi,βj (ui − vj)
)
Condition on rapidities for remainder of the chapter. For the remainder
of this chapter we require that the difference of rapidities, ui − vj , is equal to
an integer multiple of 2pii,
ui − vj = 2npii , i, j ∈ {1, . . . , N} , n ∈ Z
Given this condition, the dependence on the rapidities for the weights drops
away and we are left with weights dependent solely on colour variables,
ω1(α, β; 2npii) = ω2(α, β; 2npii) = 1− αβ
ω3(α, β; 2npii) = −ω4(α, β; 2npii) = β − α
ω5(α, β; 2npii) = ω6(α, β; 2npii) =
√
1− α2
√
1− β2
Therefore, for notational convenience we make the allocations,
ω1(α, β; 2npii) = ω2(α, β; 2npii) = a(α, β)
ω3(α, β; 2npii) = −ω4(α, β; 2npii) = b(α, β)
ω5(α, β; 2npii) = ω6(α, β; 2npii) = c(α, β)
(4.2)
We now concern ourselves with the partition function. Firstly we derive the
determinant form of the DWPF for the model using the method given in [13,14],
and then use a standard technique devised in [36] to find the homogeneous limit
of the DWPF. We then give some interesting properties of the homogeneous
DWPF involving the 2-Toda molecule equation. Lastly however, we show that
the determinant form ultimately exists as a Cauchy determinant, and hence we
obtain a product form for the DWPF.
4.2 Determinant form of the DWPF
We now follow the work of [13] by presenting the corresponding four proper-
ties which uniquely determines the closed form determinant expression for the
DWPF.
4.2.1 Korepin-like properties and derivation.
Property 1. The initial condition is given as,
Z1(α1, β1) = c(α1, β1) =
√
1− α21
√
1− β21
Proof. Simply let N = 1 and we see that the DWBC’s demand that the ar-
rangement of the entire lattice is a single ω6 vertex. 
Property 2. ZN (~α, ~β) is a polynomial of order N − 1 in αi and βj , i, j ∈
{1, . . . , N}, up to a factor of √1− α2i and √1− β2j respectively.
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Proof. It is elementary to notice that the DWBC’s force each row (column) of
an allowable configuration to contain an odd number of c vertices. 
Property 3. ZN (~α, ~β) is a symmetric function in each set of colours, {α}
and {β}.
Proof. Consider the graphical representation of ZN (~α, ~β)ω1(αi, αi+1), 1 ≤
i ≤ N − 1, as shown in fig. 4.5. We notice that since state variables g1 and g2
are fixed (all other configurations produce non allowable vertices), we can use
the Yang-Baxter equation to shift the intersection of αi and αi+1 through to
the left side of the lattice as shown in the diagram.
When this process is complete we notice that what remains is the partition
function with colours αi and αi+1 exchanged, (since state variables g3 and g4
are fixed), multiplied by ω2(αi, αi+1). We can now achieve this result for any
permutation of the {α} colours by performing this process the required number
of times. The method of the proof for the {β} colours is equivalent and involves
applying the Yang-Baxter equation along the columns instead of the rows. 
Figure 4.5: Graphical representation of ZN (~α, ~β)ω1(αi, αi+1) and the subsequent Yang-
Baxter procedure
Property 4. Fixing the colours such that α1β1 = 1, we obtain the follow-
ing recursion relation,
ZN (~α, ~β)|α1β1=1 =(−1)N−1c(α1, β1)|α1β1=1
{
N∏
j=2
b(α1, βj)
}{
N∏
i=2
b(αi, β1)
}
× ZN−1({α}i∈{2,...,N}, {β}j∈{2,...,N})
(4.3)
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Proof. First we notice that the vertex at position (1, 1) is forced to either be
an ω2 or an ω6 due to DWBC. The condition, α1β1 = 1, further specializes this
vertex to an ω6, as an ω2 vertex under this condition is zero. With the vertex
at (1, 1) forced to be ω6, we notice that due to the DWBC’s, the entire first
row is fixed into one string of ω3 vertices and the entire first column is fixed
into one string of ω4 vertices. The remaining (N − 1)2 vertices are arranged
(almost miraculously) into exactly the ZN−1 configuration with colours α1 and
β1 missing. 
Figure 4.6: ZN under the condition α1β1 = 1
We now show that the above properties uniquely determine the DWPF.
A result regarding the Korepin-like properties of ZN .
Proposition 28. The above four properties uniquely determine the DWPF of
the trigonometric coloured Felderhof vertex model.
Proof. We proceed by assuming that there exist two expressions which
satisfy the above four properties, the partition function ZN (~α, ~β) and an entirely
different function ZFN (~α, ~β). By property 1 we obtain the base case,
Z1(α1, β1) = ZF1 (α1, β1) = c(α1, β1)
Let us now assume that the two expressions are equal up to some integer N ,
and prove the N + 1 case.
From property 3 both expressions are symmetric in the {α} = {α1, . . . , αN+1}
variables and the {β} = {β1, . . . , βN+1} variables. From property 2 both expres-
sions are order N polynomials in α1 and β1, up to a factor of
√
1− α21
√
1− β21 .
From property 4, and the fact that ZN = ZFN , we can obtain the value of this
polynomial at the N + 1 points,
b(α1, βj) = 0 , i, j ∈ {1, . . . , N + 1}
and similarly with β1, which provide the necessary equations to obtain the co-
efficients of the determinant. 
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Determinant form for ZN. Following the work of [14] we now present the
following determinant solution for the N ×N DWPF,
ZN (~α, ~β) =
{ ∏N
i,j=1(αi − βj)(1− αiβj)∏
1≤i<j≤N (αi − αj)(βj − βi)
}
×
{
N∏
i=1
√
1− α2i
√
1− β2i
}
det
[
1
(αi − βj)(1− αiβj)
]N
i,j=1
(4.4)
and show that it satisfies all four of the required properties.
Verification that ZN satisfies the Korepin-like properties.
Verification of property 1. This is the most obvious case, simply taking
N = 1 in eq. 4.4 is sufficient.
Verification of property 2. We wish to show that ZN is a polynomial of
degree N − 1 in α1 with a factor of
√
1− α21, (we only have to verify for α1 due
to condition 3).
First we note the explicit factor of
√
1− α21 in eq. 4.4. In order to show that
the remaining part of eq. 4.4 is a polynomial of α1 and not a rational function,
it suffices to show that the poles have zero residues. The first poles are located
at the denominator of the determinant,
lim
α1→βj
or α1βj→1
(α1 − βj)(1− α1βj)
However, it is quite obvious that these poles are always cancelled by the numer-
ator of the partition function in the limit.
The second pole comes from the denominator of the partition function,
lim
α1→αi
2 ≤ i ≤ N
N∏
i=2
(α1 − αi)
However, a close examination of the determinant reveals that this pole would
indeed be cancelled by the zero that would occur from rows 1 and i being ex-
actly the same in the determinant. Thus, ZN (~α, ~β) is indeed a polynomial in
α1 (with a factor of
√
1− α21) as opposed to a rational function.
To find the degree of this polynomial we note that the numerator is of order 2N
in α1, while the denominator is of order (N − 1). In the determinant, we note
that the only place that α1 appears is in the first row, hence the determinant is
a polynomial in the denominator. Thus eq. 4.4 is a polynomial in α1 of order
2N − (N − 1)− 2 = N − 1. A similar analysis can be done for β1.
Verification of property 3. To see that ZN is symmetric in {α}, we simply
exchange αi with αj , i 6= j, in eq. 4.4. The numerator is invariant under this
process, but the denominator obtains up a minus sign. To the determinant how-
ever, this process is equivalent to exchanging two rows. When we interchange
these two rows back in their original order we obtain an additional minus sign,
thus leaving eq. 4.4 invariant. It is an equivalent process to show that ZN is
symmetric in {β}, but this time we obviously switch the columns of the deter-
minant.
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Verification of property 4. Finally, we wish to show that eq. 4.4 obeys
the recursion relation. In order to do this, we shall split the multiplicative
factor of eq. 4.4 into those parts that contain α1 and β1 and those that do not,
ZN (~α, ~β) =(α1 − β1)(1− α1β1)
√
1− α21
√
1− β21
×
{∏N
i=2(αi − β1)(1− αiβ1)(α1 − βi)(1− α1βi)∏N
j=2(α1 − αj)(βj − β1)
}
×
{
N∏
i=2
√
1− α2i
√
1− β2i
}{ ∏N
i,j=2(αi − βj)(1− αiβj)∏
2≤i<j≤N (αi − αj)(βj − βi)
}
× det
[
1
(αi − βj)(1− αiβj)
]N
i,j=1
Absorbing (1−α1β1) into the first column (equivalently row) of the determinant
and taking the limit α1β1 → 1, the entries of the first column of the determinant
evaluate to zero except for the first entry,
lim
α1β1→1
(1− α1β1)det [φ(αγ , βk)]Nγ,k=1 =
∣∣∣∣∣∣∣∣∣∣∣
1
(α1−β1) φ(α1, β2) . . . φ(α1, βN )
0
...
...
...
...
...
0 φ(αN , β2) . . . φ(αN , βN )
∣∣∣∣∣∣∣∣∣∣∣
=
1
(α1 − β1)det [φ(αi, βj)]
N
i,j=2
where,
φ(αi, βj) =
1
(αi − βj)(1− αiβj)
Additionally, taking the limit in the multiplicative factor we obtain,
lim
α1β1→1
{∏N
i=2(αi − β1)(1− αiβ1)∏N
i=2(α1 − αi)
}{∏N
j=2(α1 − βj)(1− α1βj)∏N
j=2(βj − β1)
}
=(−1)N−1
{
1
αN−11
N∏
i=2
(αi − β1)
}{
1
βN−11
N∏
j=2
(α1 − βj)
}
=(−1)N−1
{
N∏
i=2
b(αi, β1)
}{
N∏
j=2
b(α1, βj)
}
Therefore putting everything together we obtain exactly eq. 4.3, which verifies
that eq. 4.4 satisfies the four properties.
4.2.2 Homogeneous lattice and the 2-Toda molecule equa-
tion
In order to find the homogeneous partition function, we let the vertical and
horizontal colours be parameterized by the the same variable respectively,
αi → α , βj → β , 1 ≤ i, j ≤ N (4.5)
The method in which we do this requires a little explaining, because simply
taking the limit leads to some obvious unresolved singularities. We will first
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deal with the α’s in each row.
Setting α1 → α we obtain for the partition function,
ZN =
∏N
i=2
∏N
j=1(αi − βj)(1− αiβj)∏
2≤i<j≤N (αj − αi)
∏
1≤i<j≤N (βi − βj)
{
N∏
i=2
√
1− α2i
}{
N∏
j=1
√
1− β2j
}
×
√
1− α2
{∏N
j=1(α− βj)(1− αβj)∏N
i=2(αi − α)
}
det
[
φ(α, βj)
φ(αi, βj)
]
i=2,...,N
j=1,...,N
Eliminating poles by expanding entries of the determinant. Using
α2 = α+(α2−α), entries in the second row of the determinant can be expanded
using the translation operator,
φ(α+ (α2 − α), βj) = exp {(α2 − α)∂α}φ(α, βj)
=
∞∑
n=0
1
n!
(α2 − α)n∂nαφ(α, βj)
(4.6)
hence the first two rows of the determinant are now,[
φ(α, βj)
φ(α, βj) + (α2 − α)∂αφ(α, βj) + . . .
]
j=1,...,N
Subtracting the first row from the second row and taking out a common factor
of (α2 − α) from the second row, the entries of the second row become,
∞∑
n=1
1
n!
(α2 − α)n−1∂nαφ(α, βj)
Noticing that the denominator of the partition function contains one factor of
(α2−α), we can now eliminate this potential pole with the factor that has been
extracted from the determinant, thus allowing us to take the limit α2 → α,
ZN =
∏N
i=3
∏N
j=1(αi − βj)(1− αiβj)∏
3≤i<j≤N (αj − αk)
∏
1≤i<j≤N (βi − βj)
{
N∏
i=3
√
1− α2i
}{
N∏
j=1
√
1− β2j
}
×
{√
1− α2∏Nj=1(α− βj)(1− αβj)∏N
i=3(αi − α)
}2
det
[
∂i1−1α φ(α, βk)
φ(αi2 , βk)
] i1=1,2
i2=3,...,N
j=1,...,N
Following the same procedure for the third row of the determinant, the first 3
rows of the determinant have the form, φ(α, βj)∂αφ(α, βj)
φ(α, βj) + (α3 − α)∂αφ(α, βj) + (α3−α)
2
2!
∂2αφ(α, βj) + . . .

j=1,...,N
Subtracting the first and second rows (with appropriate factors) from the third
row, and then taking out a common factor of (α3−α)
2
2! and eliminating it with
the same factor on the denominator, the partition function in the limit α3 → α
becomes,
ZN =
1
2!
∏N
i=4
∏N
j=1(αi − βj)(1− αiβj)∏
4≤i<j≤N (αj − αk)
∏
1≤i<j≤N (βi − βj)
{
N∏
i=4
√
1− α2i
}{
N∏
j=1
√
1− β2j
}
×
{√
1− α2∏Nj=1(α− βj)(1− αβj)∏N
i=4(αi − α)
}3
det
[
∂i1−1α φ(α, βk)
φ(αi2 , βk)
] i1=1,2,3
i2=4,...,N
j=1,...,N
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Continuing this procedure now to row N and eliminating all of the poles in {α},
we obtain,
ZN (α, ~β) =
1[∏N−1
n=1 n!
] {√1− α2}N { N∏
j=1
√
1− β2j
}
×
∏N
j=1(α− βj)N (1− αβj)N∏
1≤i<j≤N (βi − βj)
det
[
∂i−1α φ(α, βj)
]
i,j=1,...,N
which takes care of the limit αi → α , 1 ≤ i ≤ N . The limit βj → β , 1 ≤ j ≤ N ,
can obviously be performed in exactly the same manner, but this time instead
of dealing with rows, we deal with columns. First however, we need to take out
the negatives in the Vandermonde expression,
1∏
1≤i<j≤N (βi − βj)
=
(−1)N(N−1)2∏
1≤i<j≤N (βj − βi)
Therefore, going through the exact same procedure in order to take the limit, but
this time with columns instead of rows, we obtain the DWPF with homogeneous
weights,
ZN (α, β) =
(−1)N(N−1)2[∏N−1
n=1 n!
]2 {√1− α2√1− β2}N
× {(α− β)(1− αβ)}N2det
[
∂i−1α ∂
j−1
β φ(α, β)
]
i,j=1,...,N
(4.7)
Properties of the homogeneous lattice. It was shown in [37] that the
determinant solution of the homogenous six vertex model, which contains one
parameter, is a τ -function of the 1-Toda molecule equation. We now proceed to
show that our current homogeneous determinant solution is a τ -function of the
2-Toda molecule equation.
In order to make the connection however, we need to introduce some addi-
tional definitions which ultimately lead to the bilinear Jacobi determinant iden-
tity [20, 83].
Cofactors. Consider a matrix A = (aij)1≤i,j≤n whose determinant is D. The
cofactor ∆ij with respect to aij is the determinant of the matrix obtained by
eliminating the ith row and the jth column from A, multiplied by (−1)i+j .
Given this definition, single row and single column Laplace expansion of D can
be respectively expressed as,
D =
n∑
i=1
aij∆ij , j ∈ {1, . . . , n}
=
n∑
j=1
aij∆ij , j ∈ {1, . . . , n}
(4.8)
These are special cases of the orthogonality relations,
n∑
i=1
aij∆ik = δjkD
n∑
j=1
aij∆kj = δikD
(4.9)
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In order to prove the orthogonality conditions, note that if j 6= k or i 6= k re-
spectively, then the corresponding determinant has repeated rows or columns.
Additional notation. The (n− 1)th-order determinant obtained by by elim-
inating the jth row and the kth column from an nth-order determinant D =
det(aij)i,j=1,...,n is called the (j, k)th minor of D, which we shall denote as
D
[
j
k
]
. As defined above, the cofactor ∆jk equals D
[
j
k
]
multiplied by the sig-
nature (−1)j+k. That is,
∆jk = (−1)j+kD
[
j
k
]
(4.10)
where,
D
[
j
k
]
= det (aij) i=1,...,jˆ,...,n
j=1,...,kˆ,...,n
(4.11)
In the same way, we denote the (N −2)nd-order determinant obtained by elimi-
nating the jth and kth rows and the lth and mth columns from the determinant
D as D
[
j k
l m
]
. This notation naturally leads to the bilinear Jacobi determi-
nant identity given below.
Bilinear Jacobi determinant identity.
Lemma 8.
D
[
n− 1
n− 1
]
D
[
n
n
]
−D
[
n− 1
n
]
D
[
n
n− 1
]
= D
[
n− 1 n
n− 1 n
]
D (4.12)
Proof. We begin by considering the product of the general nth order deter-
minant D, and a peculiar nth order determinant of cofactors, which we denote
by
∣∣∣∣ Ir ∆(12)0(n−r)×r ∆(22)
∣∣∣∣,
D
∣∣∣∣ Ir ∆(12)0(n−r)×r ∆(22)
∣∣∣∣ = ∣∣∣∣ A11 A12A21 A22
∣∣∣∣ ∣∣∣∣ Ir ∆(12)0(n−r)×r ∆(22)
∣∣∣∣ (4.13)
where Ir is the r×r identity matrix, 0(n−r)×r is the (n−r)×r zero matrix and,
A11 = (aij)i,j=1...,r A12 = (aij) i=1...,r
j=r+1,...,n
A21 = (aij) i=r+1...,n
j=1,...,r
A22 = (aij)i,j=r+1...,n
∆(12) =
 ∆r+1,1 . . . ∆n,1... ...
∆r+1,r . . . ∆n,r
 ∆(22) =
 ∆r+1,r+1 . . . ∆n,r+1... ...
∆r+1,n . . . ∆n,n

Therefore, expanding eq. 4.13 we obtain,∣∣∣∣ A11 A12A21 A22
∣∣∣∣ ∣∣∣∣ Ir ∆(12)0(n−r)×r ∆(22)
∣∣∣∣ = ∣∣∣∣ A11 A11∆(12) +A12∆(22)A21 A21∆(12) +A22∆(22)
∣∣∣∣ (4.14)
Focusing on the entries in the top right hand corner we have the following,
A11∆
(12) =

∑r
j=1 a1,j∆r+1,j . . .
∑r
j=1 a1,j∆n,j
...
...∑r
j=1 ar,j∆r+1,j . . .
∑r
j=1 ar,j∆n,j

A12∆
(22) =

∑n
j=r+1 a1,j∆r+1,j . . .
∑n
j=r+1 a1,j∆n,j
...
...∑n
j=r+1 ar,j∆r+1,j . . .
∑n
j=r+1 ar,j∆n,j

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Thus considering their sum we obtain,
A(11)∆12 +A
(22)∆22 =

∑n
j=1 a1,j∆r+1,j . . .
∑n
j=1 a1,j∆n,j
...
...∑n
j=1 ar,j∆r+1,j . . .
∑n
j=1 ar,j∆n,j

=
 δ1,r+1 δ1,r+2 . . . δ1,n... ... ...
δr,r+1 δr,r+2 . . . δr,n
D
= 0r×(n−r)
Similarly considering the entries in the bottom right hand corner we have,
A21∆
(12) =

∑r
j=1 ar+1,j∆r+1,j . . .
∑r
j=1 ar+1,j∆n,j
...
...∑r
j=1 an,j∆r+1,j . . .
∑r
j=1 an,j∆n,j

A22∆
(22) =

∑n
j=r+1 ar+1,j∆r+1,j . . .
∑n
j=r+1 ar+1,j∆n,j
...
...∑n
j=r+1 an,j∆r+1,j . . .
∑n
j=r+1 an,j∆n,j

whose sum is,
A21∆
(12) +A(22)∆22 =

∑n
j=1 ar+1,j∆r+1,j . . .
∑n
j=1 ar+1,j∆n,j
...
...∑n
j=1 an,j∆r+1,j . . .
∑n
j=1 an,j∆n,j

=
 δr+1,r+1 . . . δr+1,n... ...
δn,r+1 . . . δn,n
D
= In−rD
Thus, eq. 4.14 becomes,
D
∣∣∣∣ Ir ∆(12)0(n−r)×r ∆(22)
∣∣∣∣ = ∣∣∣∣ A11 A11∆(12) +A12∆(22)A21 A21∆(12) +A22∆(22)
∣∣∣∣ = ∣∣∣∣ A11 0r×(n−r)A21 In−rD
∣∣∣∣
(4.15)
where 0r×(n−r) is the r × (n− r) zero matrix and In−r is the (n− r)× (n− r)
identity matrix.
Using the following simplifications,∣∣∣∣ Ir ∆(12)0(n−r)×r ∆(22)
∣∣∣∣ = det (Ir) det(∆(22)) = det(∆(22))∣∣∣∣ A11 0r×(n−r)A21 In−rD
∣∣∣∣ = det (A11) det (In−rD) = det (A11)Dn−r
eq. 4.15 becomes simply, det(∆(22))D = det(A11)D
n−r. Writing the above out
explicitly, ∣∣∣∣∣∣∣
∆r+1,r+1 . . . ∆n,r+1
...
...
∆r+1,n . . . ∆n,n
∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
a1,1 . . . a1,r
...
...
ar,1 . . . ar,r
∣∣∣∣∣∣∣Dn−r−1 (4.16)
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and fixing r = n− 2 we receive,
∣∣∣∣ ∆n−1,n−1 ∆n,n−1∆n−1,n ∆n,n
∣∣∣∣︸ ︷︷ ︸
=∆n,n∆n−1,n−1−∆n−1,n∆n,n−1
=
∣∣∣∣∣∣∣
a1,1 . . . a1,n−2
...
...
an−2,1 . . . an−2,n−2
∣∣∣∣∣∣∣︸ ︷︷ ︸
=D[n−1n−1
n
n ]
D
Recognizing that,
∆n,n = D
[
n
n
]
, ∆n−1,n−1 = D
[
n− 1
n− 1
]
∆n−1,n = D
[
n− 1
n
]
, ∆n,n−1 = D
[
n
n− 1
]
the above expression becomes,
D
[
n− 1
n− 1
]
D
[
n
n
]
−D
[
n− 1
n
]
D
[
n
n− 1
]
= D
[
n− 1 n
n− 1 n
]
D (4.17)
which is the required result. 
The Jacobi bilinear identity itself is only one half of the process of showing
that the determinant expression obtained in eq. 4.7 is a τ -function of the 2-
Toda molecule equation. In what is follow, we introduce the molecule equation,
and show that any determinant in bi-directional Wronskian3 form is a τ -function
to such an equation.
2-dimensional Toda molecule equation. The 2-dimensional Toda equa-
tion is defined as,
∂x∂yQs(x, y) = Vs+1(x, y)− 2Vs(x, y) + Vs−1(x, y) (4.18)
where,
Qs(x, y) =
{
log{Vs(x, y)} for Toda molecule
log{1 + Vs(x, y)} for Toda lattice (4.19)
where s ∈ {0, 1, . . . }.
Through the convenient transformation,
Vs(x, y) = ∂x∂y log{τs(x, y)}
the 2-dimensional Toda molecule equation becomes,
∂x∂y log [∂x∂y log{τs(x, y)}] = ∂x∂y log
{
τs+1(x, y)τs−1(x, y)
τ2s (x, y)
}
where if we complete the integrals with respect to x and y and take the integra-
tion constants to be zero, we receive the following bilinear differential equation,
{∂x∂yτs(x, y)} τs(x, y)− {∂xτs(x, y)} {∂yτs(x, y)} = τs+1(x, y)τs−1(x, y) (4.20)
Or equivalently, using Hirota’s bilinear operators we obtain the compact form,
DxDyτs(x, y).τs(x, y) = 2τs+1(x, y)τs−1(x, y) (4.21)
3A general bi-directional Wronskian determinant is of the form det
[
∂i−1x ∂j−1y Ψ(x, y)
]N
i,j=1
,
where Ψ(x, y) is a general function.
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In section 1.4.2 it was shown that this is one of the non linear PDE’s that can
be obtained from the 2-Toda hierarchy bilinear relation.
Bi-directional wronskian solutions to the 2-Toda molecule equation.
The solution, τs, of the above bilinear equation can be expressed by means of
an s× s bi-wronskian,
τs =
{
1 s = 0
det
[
∂i−1x ∂
j−1
y Ψ(x, y)
]
i,j=1,...,s
s 6= 0 (4.22)
where Ψ(x, y) is, for now, an arbitrary function of {x, y} and the natural num-
ber, s, is not only the position of the Toda molecule, but also the degree of the
wronskian determinant.
In order to prove that τs given by eq. 4.22 solves the bilinear 2-Toda molecule
equation we introduce the (s+1)×(s+1), s×s and (s−1)×(s−1) determinants,
D, D
[
a1
b1
]
and D
[
a1 a2
b1 b2
]
respectively,
D = det
[
∂i−1x ∂
j−1
y Ψ(x, y)
]
i,j=1,...,s+1
D
[
a1
b1
]
= det
[
∂i−1x ∂
j−1
y Ψ(x, y)
]
i=1,...,aˆ1,...,s+1
j=1,...,bˆ1,...,s+1
D
[
a1 a2
b1 b2
]
= det
[
∂i−1x ∂
j−1
y Ψ(x, y)
]
i=1,...,aˆ1,...,aˆ2,...,s+1
j=1,...,bˆ1,...,bˆ2,...,s+1
(4.23)
If we use the label,
D = τs+1 (4.24)
then we have the following convenient expressions,
τs = D
[
s+ 1
s+ 1
]
, τs−1 = D
[
s s+ 1
s s+ 1
]
(4.25)
Maya diagrams. We now consider how to express ∂xτs, ∂yτs and ∂x∂yτs in a
form similar to eqs. 4.24 and 4.25. To do so it is advantageous to view τs as
the following Maya diagram,
τs =
x︷ ︸︸ ︷
. . . •︸︷︷︸
i=s−2,
•︸︷︷︸
i=s−1,
•︸︷︷︸
i=s,
◦︸︷︷︸
i=s+1,
. . . ,
y︷ ︸︸ ︷
. . . •︸︷︷︸
j=s−2,
•︸︷︷︸
j=s−1,
•︸︷︷︸
j=s,
◦︸︷︷︸
j=s+1,
. . .
In the above notation, a black dot in position i in the x section represents the
row, (
∂i−1x Ψ(x, y), ∂
i−1
x ∂yΨ(x, y), . . . , ∂
i−1
x ∂
s−1
y Ψ(x, y)
)
(4.26)
and a black dot in position j in the y section represents the column,
∂j−1y Ψ(x, y)
∂j−1y ∂xΨ(x, y)
...
∂i−1y ∂
s−1
x Ψ(x, y)
 (4.27)
When considering ∂xτs it is best to differentiate row by row with respect to x
rather than column by column. Using elementary multilinear differentiation,
we see that we have a sum of s terms. Thinking of τs as a Maya diagram,
it is elementary to see that differentiating one specific row simply moves its
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corresponding black dot up one position. Thus, all but one of the s Maya
diagrams will have two black dots in the same position. Having two black
dots in the same position corresponds to having repeated rows, hence the only
Maya diagram that survives is the one that doesn’t have two stones in the same
position,
∂xτs =
x︷ ︸︸ ︷
. . . •︸︷︷︸
i=s−2,
•︸︷︷︸
i=s−1,
◦︸︷︷︸
i=s,
•︸︷︷︸
i=s+1,
. . . ,
y︷ ︸︸ ︷
. . . •︸︷︷︸
j=s−2,
•︸︷︷︸
j=s−1,
•︸︷︷︸
j=s
, ◦︸︷︷︸
j=s+1,
. . . = D
[
s
s+ 1
]
(4.28)
Applying the same procedure to ∂yτs, except differentiating each column sepa-
rately with respect to y, we obtain,
∂yτs =
x︷ ︸︸ ︷
. . . •︸︷︷︸
i=s−2,
•︸︷︷︸
i=s−1,
•︸︷︷︸
i=s,
◦︸︷︷︸
i=s+1,
. . . ,
y︷ ︸︸ ︷
. . . •︸︷︷︸
i=s−2,
•︸︷︷︸
i=s−1,
◦︸︷︷︸
i=s,
•︸︷︷︸
i=s+1,
. . . = D
[
s+ 1
s
]
(4.29)
Applying both procedures for ∂x∂yτs, we have
∂x∂yτs =
x︷ ︸︸ ︷
. . . •︸︷︷︸
i=s−2,
•︸︷︷︸
i=s−1,
◦︸︷︷︸
i=s,
•︸︷︷︸
i=s+1,
. . . ,
y︷ ︸︸ ︷
. . . •︸︷︷︸
i=s−2,
•︸︷︷︸
i=s−1,
◦︸︷︷︸
i=s,
•︸︷︷︸
i=s+1,
. . . = D
[
s
s
]
(4.30)
Putting everything from this section together now, if we re-express the 2-Toda
molecule equation (eq. 4.20),
{∂x∂yτs(x, y)} τs(x, y)− {∂xτs(x, y)} {∂yτs(x, y)} = τs−1(x, y)τs+1(x, y)
using the Maya diagram notation we obtain,
D
[
s
s
]
D
[
s+ 1
s+ 1
]
−D
[
s
s+ 1
]
D
[
s+ 1
s
]
= D
[
s s+ 1
s s+ 1
]
D
which is the Jacobi bilinear identity for determinants, hence verifying that the
determinant expression for τs (eq. 4.22) is a solution of the 2-Toda molecule
equation.
The homogeneous DWPF is a τ-function. Hence, comparing eq. 4.7
with eq. 4.22, we see immediately that the determinant expression of the ho-
mogeneous partition function is a τ -function that satisfies the 2-Toda molecule
equation.
A note on the free energy. In a similar process as shown above, it was
shown in [37] that the homogeneous six-vertex DWPF is a τ -function of the
1-Toda molecule equation. In [84,85] this property was used to extract informa-
tion about the free energy of the model. This same method was unsurprisingly
applied to the homogeneous Felderhof DWPF presented here. However, the
results that were obtained were very murky (and thus shall not be presented
here). The reasoning behind this murkiness can be attributed to the model
being free-fermion. Specifically, considering different values of the variable,
∆ = 12 (ω5ω6 − ω3ω4 − ω1ω2), for the different phases (ferro-electric, disordered,
etc.), as is usually done in this kind of analysis, obviously will not work. In the
next section we shall see that the DWPF trivializes and the free energy can be
taken directly.
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4.3 Product form of the DWPF
Due to the model being a free fermion model, it is expected that the inherent
complexities that exist with the general non free fermion model are somehow
dwindled down. This is true with the free fermion six vertex model under both
domain wall and periodic boundary conditions. In the case of the 6V-DWPF4,
the determinant exists in Cauchy form and hence can be expressed as a prod-
uct, and in the case of the 6V-PPF, the horribly complex Bethe equations are
trivialized [39].
Unsurprisingly, given the statement in the last paragraph, the determinant form
for the DWPF of the current free fermion model also exists in Cauchy form. We
give the details below, limited as they are.
Manipulating the determinant entries to Cauchy form. We begin with
the entries of the determinant, φ(αi, βj), of the inhomogeneous DWPF and
rearrange them as the following,
φ(αi, βj) =
1
(αi − βj)(1− αiβj)
=
1
αi(1− β2j )− βj(1− α2i )
=
(1− α2i )(1− β2j )
αi
1−α2i
− βj
1−β2j
Thus considering the determinant we obtain,
det [φ(αi, βj)]
N
i,j=1 = det
 (1− α2i )(1− β2j )
αi
1−α2i
− βj
1−β2j
N
i,j=1
=
(
N∏
i=1
(1− α2i )(1− β2i )
)
det
 1
αi
1−α2i
− βj
1−β2j
N
i,j=1
which is obviously of Cauchy type. Expanding the determinant as a product we
see immediately that,
det [φ(αi, βj)]
N
i,j=1 =
 ∏
1≤i<j≤N
(1− αiαj)(1− βiβj)

×
∏
1≤i<j≤N (αi − αj)(βj − βi)∏N
i,j=1(αi − βj)(1− αiβj)
and hence, the inhomogeneous DWPF simplifies quite dramatically,
ZN
(
~α, ~β
)
=
N∏
i,j=1
√
1− αiαj
√
1− βiβj (4.31)
Taking the homogeneous limit we obtain the even more simplified expression,
ZN (α, β) =
(√
1− α2
√
1− β2
)N2
= (c (α, β))N
2
(4.32)
4This can easily be verified.
Chapter 5
Baxter’s solid on solid
(BSOS) model
In [86] Baxter introduced the BSOS model, which originated through work
on the eight-vertex model. In the aforementioned work, the BSOS model was
introduced through the vertex-SOS correspondence, where weights of the eight-
vertex model are linked to the weights of the BSOS model through intertwining
vectors. A peculiarity with the BSOS model is that it actually bears closer
resemblance to the six-vertex model, as we shall see shortly.
In the following introduction to the model we shall use the notation presented
in [40,41].
5.1 Definition of the BSOS model
5.1.1 State variables - vertex and height models
In the previous chapter we dealt with a vertex model whose configuration
was given solely by state variables on each of the four sides of the vertex, des-
ignated by the variables 1, 2, or graphically as arrows pointing in or out, with
the addition of rapidity and colour flows. An alternative method of describing
such configurations exists by replacing the vertex with a square face, where the
state variables (heights) are now placed on the corners of each face. The rapidity
and/or colour flows are left unchanged. This new model is called an interaction-
round-a-face (IRF) or a solid-on-solid (SOS) model, or simply a height model.
Thus the equivalent of the N ×N vertex lattice with horizontal rapidities {u}
and vertical rapidities {v} is the N × N face lattice with the same horizontal
and vertical rapidities.
As an introduction to the particular model we are about to use, the best course
of action would be to first introduce the definitions of various elliptic functions
and some necessary properties, followed then by the definition of the weights the
BSOS model and the Yang-Baxter equation(s). Following this we then define
what is meant by DWBC’s in the sense of a height model.
5.1.2 Elliptic functions
We define the half period magnitudes, K1,K2 as the quantities,
K1 =
1
2
pi
∞∏
n=1
({
1 + q2n−1
1− q2n−1
}{
1− q2n
1 + q2n
})2
K2 = − 1
pi
K1 log(q)
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Figure 5.1: To the left a vertex configuration defined by state variables (heights) α, β, γ, δ
and rapidities u, v, and to the right a height configuration defined by state variables a, b, c, d
and same rapidities.
where q is known as the elliptic nome and typically has a value between zero
and one. Given K1 and K2, the elliptic theta functions are then defined as,
H(u) = 2q
1
4 sin
(
piu
2K1
) ∞∏
n=1
{
1− 2q2n cos
(
piu
K1
)
+ q4n
}{
1− q2n}
H1(u) = 2q
1
4 cos
(
piu
2K1
) ∞∏
n=1
{
1 + 2q2n cos
(
piu
K1
)
+ q4n
}{
1− q2n}
= H(u+K1)
Θ(u) =
∞∏
n=1
{
1− 2q2n−1 cos
(
piu
K1
)
+ q4n−2
}{
1− q2n}
Θ1(u) =
∞∏
n=1
{
1 + 2q2n−1 cos
(
piu
K1
)
+ q4n−2
}{
1− q2n}
= Θ(u+K1)
where u ∈ C. The (simple) zeroes of theta functions are given by,
H(umn) = 0 for umn = 2mK1 + 2inK2
Θ(umn) = 0 for umn = 2mK1 + 2i
(
n+ 1
2
)
K2
where m,n ∈ Z. We also have the important quasi-periodic relations,
H(u+ 2mK1) =(−1)mH(u)
H(u+ 2inK2) =(−1)nq−n
2
exp
(
− inpiu
K1
)
H(u)
where m,n ∈ Z. A function which satisfies both of these conditions (up to
some constant) are referred to as doubly quasi-periodic. We now present an
elementary (but nonetheless necessary) result (theorem 15.1 of [39]) regarding
doubly (anti) periodic functions.
Theorem 3. If a function is doubly (anti) periodic and is analytic inside and
on a period rectangle, then it is a constant.
Proof. The proof is elementary. Since the function is analytic in and on the
period rectangle, it is bounded in and on the rectangle. The double (anti) peri-
odicity assures us that the function is analytic and bounded everywhere. Hence
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by Liouville’s theorem in complex variable theory, the function is a constant. 
Comment. Using the above result it is possible to verify various elliptic iden-
tities, (the simplest non trivial example being),
H(x− y)H(x+ y)H(u+ v)H(u− v) =H(u+ x)H(u− x)H(v + y)H(v − y)
−H(u+ y)H(u− y)H(v + x)H(v − x)
(5.1)
without using the explicit definition of H(u)1. The usual method one would
use to prove the above identity is to consider the right hand side divided by
the left hand side, which we shall call P (u). We then show that the zeros of
the denominator are at the same positions of those of the numerator and that
P (u) satisfies necessary doubly (anti) periodic conditions. Thus by the above
theorem, P (u) is a constant. All that remains is to show that the constant is
equal to one, by evaluating P (u) at some obvious value of u. The reason we give
the theorem here is because it is the only result necessary to verify the height
Yang-Baxter identities which shall be given shortly.
In the following chapter we shall rely heavily on other results regarding gen-
uinely quasi-periodic functions (as opposed to simply doubly (anti) periodic).
The results of this chapter rely entirely on the fact that the weights of the model
obey the height Yang-Baxter equation. Thus we shall leave any further results
regarding quasi-periodic functions for the relevant section of the next chapter.
5.1.3 Weights of the model and the Yang-Baxter equation
We begin by labelling the face configuration in figure 5.1 with state variables
a, b, c, d ∈ Z and rapidities u, v ∈ C by,
W
(
a b
d c
∣∣∣∣u− v)
and the only restriction on the state variables being,
|a− b| = |b− d| = |d− c| = |c− a| = 1
This leaves six classes of non zero weights. Labelling,
H(λu)Θ(λu) = [u]
where λ ∈ C, the six classes of non zero weights are parameterized by,
W
(
l l ± 1
l ± 1 l ± 2
∣∣∣∣u− v) = WA(u− v) = [u−v+1][1]
W
(
l l ± 1
l ∓ 1 l
∣∣∣∣u− v) = W lB,±(u− v) = [u−v][1] [ζ+l±1][ζ+l]
W
(
l l ± 1
l ± 1 l
∣∣∣∣u− v) = W lC,±(u− v) = [ζ+l∓(u−v)][ζ+l]
(5.2)
1It is necessary however to use H(−u) = −H(u).
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where ζ ∈ C. With this parameterization the Yang-Baxter equation looks like,∑
g∈Z
W
(
f g
a b
∣∣∣∣u1 − u3)W ( e df g
∣∣∣∣u2 − u3)W ( d cg b
∣∣∣∣u2 − u1)
=
∑
g∈Z
W
(
e d
g c
∣∣∣∣u1 − u3)W ( g ca b
∣∣∣∣u2 − u3)W ( e gf a
∣∣∣∣u2 − u1)
for a, b, c, d, e, f ∈ Z and u1, u2, u3 ∈ C.
Figure 5.2: Graphical description of the height Yang-Baxter equation
5.1.4 DWBC’s
Figure 5.3: DWBC for the N ×
N BSOS model
We define the N ×N DWBC’s for the BSOS
model as the N ×N face lattice with the top left
height equal to zero, with subsequent heights to
the right and south increasing by increments of
one until they equal N . The remaining heights
then decrease by increments of one until they
meet at the bottom right corner, which is equal
to zero.
5.2 Properties of the DWPF
In this section we examine properties of the DWPF for this particular model
using techniques applied to the six-vertex model to derive one-point correla-
tion functions [42, 43]. The overall goal of this section was obviously to derive
an Izergin-like expression for the DWPF, but this was not to be the case as
Rosengren [87] was to publish his admirable result while this work was being
conducted.
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As usual, the N × N DWPF is defined as the weighted sum of all allowable
N ×N face configurations with rapidities {u} and {v} given DWBC,
ZN (~u,~v) =
∑
allowable
configurations
{∏
faces
W
(
a b
d c
∣∣∣∣ui − vj)
}
5.2.1 Deriving the recurrence relation for the partition
function
In this section we shall use the results in [42], which were used as an al-
ternative method to [43] for calculating one-point correlation functions for the
six-vertex model. We shall show how this method can be used on the BSOS
model to derive a complete recursive form for the DWPF, and from this point,
derive the closed form expression for the DWPF involving sums over the sym-
metric group.
The right most column. We begin by considering the right most column
of the N×N lattice. For any allowable configuration of the model, the presence
of DWBC’s means that no WC,− faces are allowable and only one WC,+ face is
(necessarily) present in the right most column. It is then easy to see (fig. 5.4)
that all the faces above the WC,+ face are of type WB,+, and all faces below
the WC,+ face are of type WA. Hence, if the WC,+ weight occurs at row n,
1 ≤ n ≤ N , then the right most column has weight,
(
n−1∏
j=1
WN−jB,+ (uj − vN )
)
WN−nC,+ (un − vN )
(
N∏
j=n+1
WA(uj − vN )
)
Figure 5.4: Example involving a 6× 6 lattice with a WC,+ face at row 4 of the right most
column
The remaining N × (N − 1) lattice. We label the remaining N × (N − 1)
lattice as L[rn, un]. Performing a summation for n = 1, . . . , N , we obtain the
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entire DWPF in the form,
Z
(0)
N (~u,~v) =
N∑
n=1
L[rn, un]
(
n−1∏
j=1
WN−jB,+ (uj − vN )
)
WN−nC,+ (un − vN )
×
(
N∏
j=n+1
WA(uj − vN )
) (5.3)
where the superscript (0) in the expression Z
(0)
N (~u,~v) denotes the value of the
top left height.
Freezing the top row. Consider the N × (N − 1) configuration L[r1, u1].
Figure 5.5: An example of L[r1, u1]. Notice the entire top row is frozen into WA faces
leaving behind an (N − 1)× (N − 1) lattice with DWBC
It is elementary to recognize that the entire top row of this particular config-
uration is frozen into WA faces. If we extract these faces, what remains is an
(N − 1) × (N − 1) lattice with DWBC’s. However, it must be noted that the
lowest height on the boundary is no longer zero but one. The highest height is
still N .
⇒ L[r1, u1] =
(
N−1∏
j=1
WA(u1 − vj)
)
Z
(1)
N−1 (~u,~v, uˆ1, vˆN )
The crux of the work that is to follow consists of using the Yang-Baxter equa-
tion(s) to express a general N × (N −1) configuration L[rn, un] as a sum of con-
figurations whose top rows are frozen into the aforementioned position, which
in the end shall give a recursive relation for the partition function of the BSOS
model.
The main tool which we have at our disposal (which boils down to applying
the Yang-Baxter equation strategically) shall be referred to as rolling.
Rolling once. We begin by considering the general N × (N −1) configuration,
L[rn, un], whose progression of right most heights is interrupted at the nth row.
We additionally consider the general N × (N − 1) configuration, L[rn−1, un−1],
which is the same configuration as L[rn, un], except that the progression of the
right most heights is interrupted at row n − 1. We give an example of the
difference of these two configurations in fig. 5.6.
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Figure 5.6: A typical example portraying the difference between L[rn, un] (on the left) and
L[rn−1, un−1] (on the right) for N = 6, n = 4.
We proceed the rolling procedure by multiplying the configuration L[rn, un] by
the face W
N−(n−1)
B,+ (un−1 − un) and the configuration L[rn−1, un−1] by the face
W
N−(n−1)
C,+ (un−1 − un), as shown in fig. 5.7.
Figure 5.7: Multiplying L[rn, un] by W
N−(n−1)
B,+ (un−1−un) (on the left) and L[rn−1, un−1]
by W
N−(n−1)
C,+ (un−1 − un) (on the right).
Considering the sum of these configurations, we notice that the internal height
is conveniently being summed over all allowable values, thus the sum can be
explicitly written as in fig. 5.8.
Figure 5.8: The internal height being summed over all allowable values
We are now in a position to apply the Yang-Baxter equation to the above
configuration and shift the intertwining of the un−1 and un rapidities to the left
hand side of the N × (N − 1) lattice, as shown in fig. 5.9.
Figure 5.9: Applying the Yang-Baxter equation to shift the intertwining of horizontal ra-
pidities to the left hand side of the lattice
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Notice however that sum of state variables,
∑
g, is actually fixed at n − 1.
Thus we obtain the following algebraic expression,
L[rn, un] =
WA(un−1 − un)
W
N−(n−1)
B,+ (un−1 − un)
L[rn−1, un]
− W
N−n−1)
C,+ (un−1 − un)
W
N−(n−1)
B,+ (un−1 − un)
L[rn−1, un−1]
(5.4)
Using the explicit form for the weights we know the following identities hold,
W kC,+(ui − uj) = W kC,−(uj − ui)
W kB,+(ui − uj) = −W kB,+(uj − ui)
Hence eq. 5.4 can be expressed in the more palatable form,
L[rn, un] = f
N
n−1
(
un−1
un
)
L[rn−1, un] + g
N
n−1
(
un
un−1
)
L[rn−1, un−1] (5.5)
where,
f lk
(
ui
uj
)
=
WA(ui − uj)
W l−kB,+(ui − uj)
, glk
(
ui
uj
)
=
W l−kC,−(ui − uj)
W l−kB,+(ui − uj)
Equation 5.5 is the conclusion of the first rolling procedure on a general N ×
(N − 1) lattice configuration whose progression of right most heights is inter-
rupted at row n− 1. We have succeeded in shifting the interruption up by one
row, but at the cost of producing two configurations instead of one. It is at
this point that one should obtain a slight feeling of dread, as we can now see
that for every rolling procedure we double the amount of configurations. This
doubling shall be taken care of however by applying the Yang-Baxter equation
at strategic times in the below algorithm to make the number of configurations
manageable. We shall demonstrate this process by rolling an additional time.
Rolling twice. We now consider what happens when we apply the rolling
procedure to the configurations L[rn−1, un] and L[rn−1, un−1]. Using the above
procedure it is immediate that we obtain the following results,
L[rn−1, un] = f
N
n−2
(
un−2
un
)
L[rn−2, un] + g
N
n−2
(
un
un−2
)
L[rn−2, un−2]
L[rn−1, un−1] = f
N
n−2
(
un−2
un−1
)
L[rn−2, un−1] + g
N
n−2
(
un−1
un−2
)
L[rn−2, un−2]
⇒ L[rn, un] =
{
fNn−1
(
un−1
un
)
gNn−2
(
un
un−2
)
+ gNn−1
(
un
un−1
)
gNn−2
(
un−1
un−2
)}
× L[rn−2, un−2] + gNn−1
(
un
un−1
)
fNn−2
(
un−2
un−1
)
L[rn−2, un−1]
+ fNn−1
(
un−1
un
)
fNn−2
(
un−2
un
)
L[rn−2, un]
(5.6)
Let us now analyze the coefficient of L[rn−2, un−2] carefully with the intention
of reducing it by applying some Yang-Baxter identity.
We begin by multiplying the coefficient by the following factor,
W
N−(n−1)
B,+ (un−1 − un)WN−(n−2)B,+ (un − un−2)WN−(n−2)B,+ (un−1 − un−2)
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to obtain,
WA(un−1 − un)WN−(n−2)C,+ (un−2 − un)WN−(n−2)B,+ (un−1 − un−2)
+W
N−(n−1)
C,+ (un−1 − un)WN−(n−2)B,+ (un−2 − un)WN−(n−2)C,− (un−1 − un−2)
(5.7)
The coefficient, in the form of eq. 5.7 can indeed be recognized as the left hand
side of a Yang-Baxter identity, whose diagram is given in fig. 5.10.
Figure 5.10: Graphical representation of the Y-B identity in consideration
Hence the desired reduced form for the coefficient of L[rn−2, un−2] is,
W
N−(n−2)
B,+ (un−1 − un)
W
N−(n−1)
B,+ (un−1 − un)
WA(un−1 − un−2)
W
N−(n−2)
B,+ (un−1 − un−2)
W
N−(n−1)
C+ (un−2 − un)
W
N−(n−2)
B,+ (un − un−2)
=fNn−2
(
un−1
un−2
)
gNn−1
(
un
un−2
) (5.8)
where we have used the following identity,
W kB,+(ui − uj)W lB,+(um − un) = W lB,+(ui − uj)W kB,+(um − un)
Substituting eq. 5.8 in eq. 5.6 we obtain the twice rolled, Yang-Baxter reduced
form of L[rn, un],
L[rn, un] =f
N
n−1
(
un−1
un
)
fNn−2
(
un−2
un
)
L[rn−2, un]
+ gNn−1
(
un
un−1
)
fNn−2
(
un−2
un−1
)
L[rn−2, un−1]
+ gNn−1
(
un
un−2
)
fNn−2
(
un−1
un−2
)
L[rn−2, un−2]
(5.9)
Remark. Guessing the result for rolling a general number of times should now
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be quite obvious. Nevertheless, in order to provide a proper proof of the result
the Yang-Baxter process involved for rolling three times is highly illuminating
and instantly shows the method required for the general proof.
Rolling three times. The results for rolling three times are as follows,
L[rn, un] =f
N
n−1
(
un−1
un
)
fNn−2
(
un−2
un
)
fNn−3
(
un−3
un
)
L[rn−3, un]
+ gNn−1
(
un
un−1
)
fNn−2
(
un−2
un−1
)
fNn−3
(
un−3
un−1
)
L[rn−3, un−1]
+ gNn−1
(
un
un−2
)
fNn−2
(
un−1
un−2
)
fNn−3
(
un−3
un−2
)
L[rn−3, un−2]
+
{
fNn−1
(
un−1
un
)
fNn−2
(
un−2
un
)
gNn−3
(
un
un−3
)
+ gNn−1
(
un
un−1
)
fNn−2
(
un−2
un−1
)
gNn−3
(
un−1
un−3
)
+gNn−1
(
un
un−2
)
fNn−2
(
un−1
un−2
)
gNn−3
(
un−2
un−3
)}
L[rn−3, un−3]
The coefficient of L[rn−3, un−3] can be seen as one half of a Yang-Baxter identity,
where each term consists of five faces, as given in fig. 5.11.
Figure 5.11: Yang-Baxter equation that simplifies the coefficient of L[rn−3, un−3].
Using the above identity the coefficient of L[rn−3, un−3] immediately simplifies
to,
gNn−1
(
un
un−3
)
fNn−2
(
un−1
un−3
)
fNn−3
(
un−2
un−3
)
In order to provide a framework for the case of rolling a general number of times,
we need to break up fNk
(
ui
uj
)
as the product of two functions, one involving
rapidities exclusively and one involving heights exclusively,
fNk
(
ui
uj
)
=
[ui − uj + 1]
[ui − uj ]
[ζ +N − k]
[ζ +N − k + 1]
= f(1)
(
ui
uj
)
f(2)
(
N
k
)
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Using this separation of fNk
(
ui
uj
)
, we can express L[rn, un] in the following
highly suggestive form,
L[rn, un] =
{
3∏
l=2
f(2)
(
N
n− l
)} 3∑
k=1
gNn−1
(
un
un−k
)
3∏
j=1
6=k
f(1)
(
un−j
un−k
)
L[rn−3, un−k]

+
{
3∏
j=1
f(1)
(
un−j
un
)
f(2)
(
N
n− j
)}
L[rn−3, un]
(5.10)
Rolling many times. In order to give the general formula for rolling L[rn, un]
a general number of times, we first give the little result,
Proposition 29.{
k−1∏
j=1
f(1)
(
un−j
un
)
f(2)
(
N
n− j
)}
gNn−k
(
un
un−k
)
+
{
k−1∏
j=2
f(2)
(
N
n− j
)} k−1∑
p=1
gNn−1
(
un
un−p
)
k−1∏
j=1
6=p
f(1)
(
un−j
un−p
) gNn−k
(
un−p
un−k
)
=gNn−1
(
un
un−k
){k−1∏
j=1
f(1)
(
un−j
un−k
)
f(2)
(
N
n− (j + 1)
)}
(5.11)
for 2 ≤ k ≤ n− 1.
Comment. The left hand side of eq. 5.11 is obviously the coefficient of
the configuration L[rn−k, un−k], after rolling k times. We now verify the above
expression using the obvious generalization of the Yang-Baxter diagram shown
when we considered rolling three times
Proof of proposition 29. We first consider the single term on the right
hand side of proposition 29, shown pictorially as fig. 5.12.
Figure 5.12: Graphical representation of the right hand side of proposition 29. Notice that
state variables n− j, 1 ≤ j ≤ k + 1, actually correspond to height N − (n− j).
It is our goal now to use the Yang-Baxter relations to shift the diamond face
from the far right to the far left. However, we use the rule that when any addi-
tional use of the Yang-Baxter operation to a particular configuration yields only
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one configuration as opposed to two, we leave that particular configuration and
move on. This way we generate the desired number of configurations. Consider
the example of applying the Y-B operation once to the initial configuration (fig.
5.12) shown in fig. 5.13. For the configurations shown in fig. 5.13 notice that
Figure 5.13: Applying the Yang-Baxter operation once to the configuration in fig. 5.12 to
move the diamond face one unit to the left. Notice that the far left of both configurations has
been omitted.
one more operation of Yang-Baxter on the left configuration will only yield one
configuration, whereas one more operation of Yang-Baxter on the right con-
figuration will yield two configurations. The underlying mechanism of which
configuration to choose relies on the three circled heights being equal.
We now expand the configuration shown in fig. 5.12 totally, using the afore-
mentioned rule by introducing the graphical notation shown in fig. 5.14.
Figure 5.14: Graphical notation used to verify proposition 22. Notice that state variables
n− j, 1 ≤ j ≤ k + 1, actually correspond to height N − (n− j).
Using these graphical assignments, the configuration in fig. 5.12 can be ex-
panded immediately to give,{
k−1∏
q=1
Lq
}
W
N−(n−1)
C,− (un − un−k) =
k−1∑
l=1

k−1∏
q1=l+1
Lq1
Kl
{
l−1∏
q2=1
Pq2
}
+W
N−(n−k)
C,+ (un−k − un)
{
k−1∏
q=1
Pq
}
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Dividing both sides of this expression by the following multiplicative product,
W
N−(n−2)
C,− (un−k − un)
{
k−1∏
q1=2
W
N−(n−q1)
B,+ (un−(k−q1) − un−k)
}
×
{
k−1∏
q2=2
W
N−(n−1−q2)
B,+ (un−(k−q2) − un)
}
instantly verifies proposition 29. 
Using proposition 29, the (reduced) result of rolling a general number of times
immediately becomes,
L[rn, un] =
{
n−q∏
l=2
f(2)
(
N
n− l
)} n−q∑
k=1
gNn−1
(
un
un−k
)
n−q∏
j=1
6=k
f(1)
(
un−j
un−k
)
L[rq, un−k]

+
{
n−q∏
j=1
f(1)
(
un−j
un
)
f(2)
(
N
n− j
)}
L[rq, un]
(5.12)
Putting everything together. Thus letting q = 1 in the above expression we
obtain,
L[rn, un] =
{
n−1∏
l=2
f(2)
(
N
n− l
)} n−1∑
k=1
gNn−1
(
un
un−k
)
n−1∏
j=1
6=k
f(1)
(
un−j
un−k
)
L[r1, un−k]

+
{
n−1∏
j=1
f(1)
(
un−j
un
)
f(2)
(
N
n− j
)}
L[r1, un]
=
n∑
k=1

gNn−1
(
un
uk
)
fNn−1
(
un
uk
) f(2) (Nk )
f(2)
(
N
n
) n∏
j=1
6=k
fNj
(
uj
uk
)L[r1, uk]
(5.13)
As stated earlier, the configuration L[r1, uk] consists of a top row completely
frozen into WA faces, leading to the expression,
L[r1, uk] =
{
N−1∏
j=1
WA(uk − vj)
}
Z
(1)
N−1 (~u,~v, uˆk, vˆN ) (5.14)
Substituting eq. 5.14 into eq. 5.13 we obtain,
L[rn, un] =
n∑
k=1

gNn−1
(
un
uk
)
fNn−1
(
un
uk
) f(2) (Nk )
f(2)
(
N
n
) n∏
j=1
6=k
fNj
(
uj
uk
)
{
N−1∏
j=1
WA(uk − vj)
}
× Z(1)N−1 (~u,~v, uˆk, vˆN )
(5.15)
Finally, substituting eq. 5.15 into eq. 5.3 we receive the complete recurrence
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relation for the DWPF of the BSOS model,
Z
(h)
N ({u}, {v}) =
N∑
n=1
n∑
k=1
(
n−1∏
j=1
WN−jB,+ (uj − vN )
)
WN−nC,+ (un − vN )
×
(
N∏
j=n+1
WA(uj − vN )
)
gNn−1
(
un
uk
)
fNn−1
(
un
uk
) f(2) (Nk )
f(2)
(
N
n
) n∏
j=1
6=k
fNj
(
uj
uk
)
×
{
N−1∏
j=1
WA(uk − vj)
}
Z
(1)
N−1 (~u,~v, uˆk, vˆN )
(5.16)
Note that the above expression involves a double summation. In what follows
we shall apply a method originally devised in [43] for the six-vertex model, to
simplify the above expression into a summation over a single index.
5.2.2 Simplifying the recurrence relation
We now carefully consider each specific case of the value of n, 1 ≤ n ≤ N , for
all valid values of k, 1 ≤ k ≤ n, and show how we can combine both summation
variables to transform eq. 5.16 into a single summation. The goal of this pro-
cess is to carefully combine all the coefficients of each Z
(1)
N−1 (~u,~v, uˆk, vˆN ) term,
1 ≤ k ≤ N , using various Yang-Baxter identities.
Comment on Y-B identities. It is fortunate that in the details below, only
one Y-B identity is necessary, given in fig. 5.15.
Figure 5.15: Yang-Baxter identity necessary for this section.
For the above diagram, the necessary values of n, p and k can easily be inferred
from the workings below.
Step (1i): (n = 1,k = 1) + (n = 2,k = 1). Combining these two expressions
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we obtain,{
WN−1C,+ (u1 − vN )WA(u2 − vN ) +WN−1B,+ (u1 − vN )WN−2C,+ (u2 − vN )gN1
(
u2
u1
)}
︸ ︷︷ ︸
use Y-B identity
×
(
N∏
j=3
WA(uj − vN )
){
N−1∏
j=1
WA(u1 − vj)
}
Z
(1)
N−1 (uˆ1, vˆN )
=WN−2C,+ (u1 − vN )WN−1B,+ (u2 − vN )fN1
(
u2
u1
)( N∏
j=3
WA(uj − vN )
)
×
{
N−1∏
j=1
WA(u1 − vj)
}
Z
(1)
N−1 (uˆ1, vˆN )
(5.17)
Eq. 5.17 simplifies the first two expressions containing k = 1. Our next step is
to simplify this expression with the next k = 1 term, and also simplify the first
two k = 2 terms.
Step (2i): (n = 3,k = 1) + eq. 5.17{
WN−2C,+ (u1 − vN )WA(u3 − vN ) +WN−2B,+ (u1 − vN )WN−3C,+ (u3 − vN )gN2
(
u3
u1
)}
︸ ︷︷ ︸
use Y-B identity
×WN−1B,+ (u2 − vN )fN1
(
u2
u1
)( N∏
j=4
WA(uj − vN )
){
N−1∏
j=1
WA(u1 − vj)
}
× Z(1)N−1(uˆ1, vˆN )
=WN−3C,+ (u1 − vN )
(
3∏
j=2
W
N−(j−1)
B,+ (uj − vN )fNj−1
(
uj
u1
))( N∏
j=4
WA(uj − vN )
)
×
{
N−1∏
j=1
WA(u1 − vj)
}
Z
(1)
N−1(uˆ1, vˆN )
=WN−3C,+ (u1 − vN )
(
3∏
j=2
WB(uj − vN )f(1)
(
uj
u1
))( N∏
j=4
WA(uj − vN )
)
×
{
N−1∏
j=1
WA(u1 − vj)
}
Z
(1)
N−1(uˆ1, vˆN )
(5.18)
where we have noted that the following expression,
W
N−(j−1)
B,+ (uj − vN )fNj−1
(
uj
u1
)
=
[uj − vN ]
[1]
[uj − u1 + 1]
[uj − u1]
= WB(uj − vN )f(1)
(
uj
u1
)
has no height dependence.
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Step (2ii): (n = 2,k = 2) + (n = 3,k = 2).
{
WN−2C,+ (u2 − vN )WA(u3 − vN ) +WN−2B,+ (u2 − vN )WN−3C,+ (u3 − vN )gN2
(
u3
u2
)}
︸ ︷︷ ︸
use Y-B identity
×WB(u1 − vN )f(1)
(
u1
u2
)( N∏
j=4
WA(uj − vN )
){
N−1∏
j=1
WA(u2 − vj)
}
× Z(1)N−1(uˆ2, vˆN )
=WN−3C,+ (u2 − vN )
 3∏
j=1
6=2
WB(uj − vN )f(1)
(
uj
u2
)( N∏
j=4
WA(uj − vN )
)
×
{
N−1∏
j=1
WA(u2 − vj)
}
Z
(1)
N−1(uˆ2, vˆN )
(5.19)
Thus using the logic of steps one and two, step three consists of three obvious
stages.
Step (3i): (n = 4,k = 1) + eq. 5.18
{
WN−3C,+ (u1 − vN )WA(u4 − vN ) +WN−3B,+ (u1 − vN )WN−4C,+ (u4 − vN )gN3
(
u4
u1
)}
︸ ︷︷ ︸
use Y-B identity
×
(
3∏
j=2
WB(uj − vN )f(1)
(
uj
u1
))( N∏
j=5
WA(uj − vN )
){
N−1∏
j=1
WA(u1 − vj)
}
× Z(1)N−1(uˆ1, vˆN )
=WN−4C,+ (u1 − vN )
(
4∏
j=2
WB(uj − vN )f(1)
(
uj
u1
))( N∏
j=5
WA(uj − vN )
)
×
{
N−1∏
j=1
WA(u1 − vj)
}
Z
(1)
N−1(uˆ1, vˆN )
(5.20)
We proceed similarly for steps (3ii) and (3iii).
Step (3ii): (n = 4,k = 2) + eq. 5.19
WN−4C,+ (u2 − vN )
 4∏
j=1
6=2
WB(uj − vN )f(1)
(
uj
u2
)( N∏
j=5
WA(uj − vN )
)
×
{
N−1∏
j=1
WA(u2 − vj)
}
Z
(1)
N−1(uˆ2, vˆN )
(5.21)
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Step (3iii): (n = 3,k = 3) + (n = 4,k = 3)
WN−4C,+ (u3 − vN )
 4∏
j=1
6=3
WB(uj − vN )f(1)
(
uj
u3
)( N∏
j=5
WA(uj − vN )
)
×
{
N−1∏
j=1
WA(u3 − vj)
}
Z
(h+1)
N−1 (uˆ3, vˆN )
(5.22)
Therefore given these intermediate steps, we can express the partition function
in the following suggestive form,
Z
(0)
N (~u,~v) =
3∑
r=1
WN−4C,+ (ur − vN )
 4∏
j=1
6=r
WB(uj − vN )f(1)
(
uj
ur
)
×
(
N∏
j=5
WA(uj − vN )
){
N−1∏
j=1
WA(ur − vj)
}
Z
(1)
N−1(uˆr, vˆN )
+ (n = 4, k = 4) + (n = {5, . . . , N}, k = {1, . . . , n})
(5.23)
Inspired from the above expression we now propose a general simplified2 form
for the partition function and use inductive techniques for a proof.
Step (m), 1 ≤m ≤ N− 1.
Proposition 30.
Z
(0)
N (~u,~v) =
m∑
r=1
W
N−(m+1)
C,+ (ur − vN )
m+1∏
j=1
6=r
WB(uj − vN )f(1)
(
uj
ur
)
×
(
N∏
j=m+2
WA(uj − vN )
){
N−1∏
j=1
WA(ur − vj)
}
Z
(1)
N−1(uˆr, vˆN )
+ (n = m+ 1, k = m+ 1) + (n = {m+ 2, . . . , N}, k = {1, . . . , n})
(5.24)
Proof. We notice that the above expression is valid for m = 1, 2, 3. Let us
now assume that it is valid for general m, and analyze the situation for m+ 1.
Note that this proof requires that m in the above expression is not equal to N−1.
Step ((m + 1) i . . . i︸ ︷︷ ︸
r
), 1 ≤ r ≤m.
Comment. Note that the first m steps of this proof can be accomplished
in the following one procedure by keeping the r variable general.
Beginning with the rth component of the above summation, we add this to
2In the sense that there is only one summation.
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the (n = m+ 2, k = r) component of eq. 5.16.{
W
N−(m+1)
C,+ (ur − vN )WA(um+2 − vN )
+W
N−(m+1)
B,+ (ur − vN )WN−(m+2)C,+ (um+2 − vN )gNm+1
(
um+2
ur
) }
︸ ︷︷ ︸
use Y-B identity
×
m+1∏
j=1
6=r
WB(uj − vN )f(1)
(
uj
ur
)( N∏
j=m+3
WA(uj − vN )
)
×
{
N−1∏
j=1
WA(ur − vj)
}
Z
(1)
N−1(uˆr, vˆN )
=W
N−(m+2)
C,+ (ur − vN )
m+2∏
j=1
6=r
WB(uj − vN )f(1)
(
uj
ur
)
×
(
N∏
j=m+3
WA(uj − vN )
){
N−1∏
j=1
WA(ur − vj)
}
Z
(1)
N−1(uˆr, vˆN )
(5.25)
This leads us to the final stage of step m+ 1.
Step ((m + 1) i . . . i︸ ︷︷ ︸
m+1
) : (n = m + 1,k = m + 1) + (n = m + 2,k = m + 1).
{
W
N−(m+1)
C,+ (um+1 − vN )WA(um+2 − vN )
+W
N−(m+1)
B,+ (um+1 − vN )WN−(m+2)C,+ (um+2 − vN )gNm+1
(
um+2
um+1
) }
︸ ︷︷ ︸
use Y-B identity
×
(
m∏
j=1
WB(uj − vN )f(1)
(
uj
um+1
))( N∏
j=m+3
WA(uj − vN )
)
×
{
N−1∏
j=1
WA(um+1 − vj)
}
Z
(1)
N−1(uˆm+1, vˆN )
=W
N−(m+2)
C,+ (um+1 − vN )
 m+2∏
j=1
6=m+1
WB(uj − vN )f(1)
(
uj
um+1
)
×
(
N∏
j=m+3
WA(uj − vN )
){
N−1∏
j=1
WA(um+1 − vj)
}
Z
(1)
N−1(uˆm+1, vˆN )
(5.26)
Thus adding eqs. 5.25 and 5.26 we obtain the required expression for m+ 1,
Z
(0)
N (~u,~v) =
m+1∑
r=1
W
N−(m+2)
C,+ (ur − vN )
m+2∏
j=1
6=r
WB(uj − vN )f(1)
(
uj
ur
)
×
(
N∏
j=m+3
WA(uj − vN )
){
N−1∏
j=1
WA(ur − vj)
}
Z
(1)
N−1(uˆr, vˆN )
+ (n = m+ 2, k = m+ 2) + (n = {m+ 3, . . . , N}, k = {1, . . . , n}) 
Therefore, substitutingm = N−1 in eq. 5.24 and evaluating the (n = N, k = N)
term we receive the following simplified recursion relation expression for the
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BSOS DWPF,
Z
(0)
N (~u,~v) =
N∑
r=1
W 0C,+(ur − vN )
 N∏
j=1
6=r
WB(uj − vN )f(1)
(
uj
ur
)
×
{
N−1∏
j=1
WA(ur − vj)
}
Z
(1)
N−1(uˆr, vˆN )
(5.27)
5.2.3 Sum over the symmetric group
Using eq. 5.27 we can express the N × N DWPF, not as a recursion rela-
tion, but as a sum over all possible permutations of the string [1, 2, . . . , N ]. The
derivation of this result begins with considering the first few terms, Z1 and Z2,
which allows us to guess an appropriate form for ZN . This form is then proven
by using eq. 5.27.
Case 1, N = 1. We have immediately that,
Z
(0)
1 (u1, v1) = W
0
C,+(u1 − v1)
Case 2, N = 2. Using the above result we obtain,
Z
(0)
2 (~u,~v) =
∑
σ∈S2
 ∏
1≤i<j≤2
WB(uσi − vj)f(1)
(
uσi
uσj
)
WA(uσj − vi)

×
(
2∏
k=1
W 2−kC,+ (uσk − vk)
)
This suggestive form of N = 2 brings us to the obvious guess for the general N
result.
Proposition 31.
Z
(0)
N (~u,~v) =
∑
σ∈SN
 ∏
1≤i<j≤N
WB(uσi − vj)f(1)
(
uσi
uσj
)
WA(uσj − vi)

×
(
N∏
k=1
WN−kC,+ (uσk − vk)
) (5.28)
Proof. We notice that the above expression holds for N = 1, 2. Assuming
the above form holds for some N , we now consider the N + 1 form of eq. 5.28,
Z
(0)
N+1(~u,~v) =
N+1∑
r=1
W 0C,+(ur − vN+1)
N+1∏
j=1
6=r
WB(uj − vN+1)f(1)
(
uj
ur
)
×
{
N∏
j=1
WA(ur − vj)
}
Z
(1)
N (uˆr, vˆN+1)
and substitute into this recursive expression the assumed form for ZN in eq.
166 CHAPTER 5. BAXTER’S SOLID ON SOLID (BSOS) MODEL
5.27 to obtain,
Z
(0)
N+1(~u,~v) =
N+1∑
r=1
W 0C,+(ur − vN+1)
N+1∏
j=1
6=r
WB(uj − vN+1)f(1)
(
uj
ur
)
×
{
N∏
j=1
WA(ur − vj)
} ∑
σ∈S(r)
N+1
N+1∏
k=1
6=r
W
N+1−β(r)
k
C,+
(
uσk − vβ(r)
k
)
×

∏
1≤i<j≤N+1
6=r
WB
(
uσi − vβ(r)j
)
f(1)
(
uσi
uσj
)
WA
(
uσj − vβ(r)i
)
(5.29)
where,
β
(r)
k =
{
k , 1 ≤ k ≤ r − 1
k − 1 , r + 1 ≤ k ≤ N + 1
and the sum,
∑
σ∈S(r)N+1
, is the sum over all possible permutations of the length
N string [1, . . . , rˆ, . . . , N + 1]. Hence,∑
σ∈S(r)
N+1
=
∑
σ1,...,σˆr,...,σN+1={1,...,rˆ,...,N+1}
σ1 6=···6=σN+1
In order to complete the proof we use the following labels,
σj → σj−1 , j ∈ {r + 1, . . . N + 1}
r → σN+1
Under these convenient change of labels eq. 5.29 becomes,
Z
(0)
N+1(~u,~v) =
N+1∑
σN+1=1
W 0C,+(uσN+1 − vN+1)
(
N∏
j=1
WB(uj − vN+1)WA(uσN+1 − vj)
× f(1)
(
uj
uσN+1
)) ∑
σ∈S(σN+1)
N+1
 ∏
1≤i<j≤N
WB(uσi − vj)f(1)
(
uσi
uσj
)
WA(uσj − vj)

×
(
N∏
k=1
WN+1−kC,+ (uσk − vk)
)
=
∑
σ∈SN+1
W 0C,+(uσN+1 − vN+1)
(
N∏
j=1
WB(uσj − vN+1)WA(uσN+1 − vj)
× f(1)
(
uσj
uσN+1
)) ∏
1≤i<j≤N
WB(uσi − vj)f(1)
(
uσi
uσj
)
WA(uσj − vj)

×
(
N∏
k=1
WN+1−kC,+ (uσk − vk)
)
⇒ Z(0)N+1(~u,~v) =
∑
σ∈SN+1
 ∏
1≤i<j≤N+1
WB(uσi − vj)f(1)
(
uσi
uσj
)
WA(uσj − vi)

×
(
N+1∏
k=1
WN+1−kC,+ (uσk − vk)
)

Chapter 6
The Perk-Schultz (PS)
models
6.1 The trigonometric PS vertex model
In [88], J. Perk and C. Schultz discovered a new family of vertex models with
commuting transfer matrices, making the models integrable. In more recent
years [89], these vertex models have been associated with the Lie superalgebras
sl(r + 1|s + 1), due to the obvious asymmetry in the Boltzmann weights when
the state variables are conjugated. In [44] Zhao et. al. derived the determinant
representation of the DWPF for the sl(1|1) and sl(2|1) PS vertex models. The
sl(1|1) results were then applied in [45] to derive analytic expressions of the one
and two-point correlation functions.
In this section of the thesis we use a modified Korepin-Izergin argument and
the fact that the weights are asymmetrical under state variable conjugation to
derive the factorised form for the DWPF of the model under general r and s.
6.1.1 Definition of the model
In the remainder of this section we use the notation found in [46].
Two distinct sets of state variables. We define the two sets B− = {1, . . . , s+
1}, B+ = {s+ 2, . . . , r + s+ 2 = L}, and their union B,
B = {1, . . . , s+ 1︸ ︷︷ ︸
B−
, s+ 2, . . . , r + s+ 2 = L︸ ︷︷ ︸
B+
}
It is from these two sets that the allowable weights of the model obtain their
state variables.
The N × N lattice playground. Being a 2-dimensional vertex model, our
main arena is an N × N lattice, where each horizontal line in the lattice is
labeled by a horizontal rapidity ui ∈ C, and each vertical line in the lattice is
labeled by a vertical rapidity vj ∈ C.
Parameterization of the vertices. Each of the N2 vertices are labeled by
the difference of the corresponding horizontal and vertical rapidities, ui − vj ,
and additionally by a set of four state variables, {a, b, c, d} ∈ B.
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Figure 6.1: The N ×N lattice with horizontal and vertical rapidity flows.
Figure 6.2: Labeling of the vertex X(u− v)a.bd,c.
Allowable weights of the model. Let a, b ∈ B. The non-vanishing weights
of the sl(r+ 1|s+ 1) Perk-Schultz (PS) models are given the following parame-
terizations,
Xa,aa,a (u, v) =
{
sinh(η(1−u+v))
sinh(η)
, a ∈ B−
sinh(η(1+u−v))
sinh(η)
, a ∈ B+
Xa,bb,a (u, v) =
{
− sinh(η(u−v))
sinh(η)
, a, b ∈ B− or a, b ∈ B+
sinh(η(u−v))
sinh(η)
, otherwise
Xa,ba,b (u, v) =
{
eη(u−v), a < b
e−η(u−v), a > b
where η ∈ C plays the role of the global crossing parameter.
Yang-Baxter equation. Given state variables {h1, h2, h3, q1, q2, q3} ∈ B and
rapidities {u1, u2, u3} ∈ C, the above weights of the PS model obey the following
Yang-Baxter identities,∑
g1,g2,g3∈B
Xh1h2g2g1 (u1 − u2)Xg1h3g3q1 (u1 − u3)Xg2g3q3q2 (u2 − u3)
=
∑
g1,g2,g3∈B
Xh2h3g3g2 (u2 − u3)Xh1g3q3g1 (u1 − u3)Xg1g2q2q1 (u1 − u2),
Non-invariance of the weights under state conjugation. Unlike the
weights of the six vertex model in chapter 3 of this work, it is clear by inspection
that the weights of the PS vertex models are not invariant under conjugation
of state variables. This is an important running theme in this section as we
use this property extensively to obtain the product form of the domain wall
partition function.
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Weight symmetry and equivalence of the PS models. From the defi-
nition of the weights it is clear that they are symmetric in the state variables
in set B− and set B+ respectively. This fact makes every choice for DWBC’s
equivalent, effectively making all DWPF’s for general r and s variables equiva-
lent to the sl(1|1) partition function.
DWBC’s. We define the sl(r + 1|s+ 1) PS DWBC’s as follows:
• The state variables on all bonds on the right most and bottom most bound-
aries are equal to L = r + s+ 2 ∈ B+.
• The state variables on all bonds on the left most and top most boundaries
are equal to 1 ∈ B−.
Figure 6.3: The N ×N lattice with DWBC’s.
Due to the symmetry that exists in the weights we could have taken any single
representative in B+ and B− for DWBC’s. Ultimately, we expect no difference
between the results we obtain from the sl(r + 1|s + 1) model, and what has
already been obtained from the sl(1|1) model.
Non-invariance of the line permuting vertices. Arguably, one of the
most useful properties of the sl(r + 1|s+ 1) PS vertex models with DWBC’s is
the non-invariance of the Xa,aa,a (u, v) vertex when a changes from L (an element
of B+) to 1 (an element of B−), and vice versa,
XL,LL,L (u, v) =
sinh (η(1 + u− v))
sinh (η)
X1,11,1 (u, v) =
sinh (η(1− u+ v))
sinh (η)
So useful is this property that through using it alone one can uncover the form of
the DWPF up to a multiplicative constant. We give the details of this property
below.
6.1.2 Equivalent trigonometric Korepin properties of the
DWPF.
As usual, the DWPF of the sl(r + 1|s+ 1) PS vertex model, Z(r,s)N (~u,~v), is
given as the sum over all allowable weighted configurations of the N ×N lattice
under DWBC’s,
Z
(r,s)
N (~u,~v) =
∑
allowable
configurations
( ∏
vertices
Xa,bd,c (ui − vj)
)
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In what is to follow we shall suppress the (r, s) superscripts.
Korepin-like properties of the DWPF. In direct analogy with [13], we
shall propose four properties that the sl(r + 1|s+ 1) PS DWPF should satisfy.
We shall then show that these four properties uniquely determine the partition
function, which allows us to simply postulate a valid expression and show that
the four properties are satisfied.
Property 1. The partition function is a polynomial of order N in eηu1 and
e−ηv1 . Additionally one of the zeroes of the order N polynomial(s) exists in the
trivial form eηu1 = 0 and e−ηv1 = 0 respectively.
Proof. An elementary analysis of the top row of vertices reveals that all valid
configurations are of the form,(
l−1∏
j=1
X1,11,1 (u1, vj)
)
X1,L1,L (u1, vl)
 N∏
j=l+1
X1,LL,1 (u1, vj)
 , 1 ≤ l ≤ N
=
(
l−1∏
j=1
sinh (η(1− u1 + vj))
sinh (η)
)
eη(u1−vl)
 N∏
j=l+1
sinh (η(u1 − vj))
sinh (η)

A similar analysis of the left most column reveals that all valid configurations
are of the form:(
l−1∏
j=1
X1,11,1 (uj , v1)
)
X1,L1,L (ul, v1)
 N∏
j=l+1
XL,11,L (uj , v1)
 , 1 ≤ l ≤ N
= (−1)N−l
(
l−1∏
j=1
sinh (η(1− uj + v1))
sinh (η)
)
eη(ul−v1)
 N∏
j=l+1
sinh (η(uj − v1))
sinh (η)

Property 2. From the Yang-Baxter equation it is possible to show that,
ZN (~u,~v) =
N∏
j=2
X1,11,1 (u1 − uj)
XL,LL,L (u1 − uj)
ZN (u2, . . . , uN , u1, ~v) (6.1)
which gives exactly N−1 zeroes of the polynomial in the form X1,11,1 (u1−uj) = 0,
j = 2, . . . , N . Performing the equivalent technique on the ~v’s we obtain,
ZN (~u,~v) =
N∏
j=2
XL,LL,L (v1 − vj)
X1,11,1 (v1 − vj)
ZN (~u, v2, . . . , vN , v1) (6.2)
which gives exactly N−1 zeroes of the polynomial in the form XL,LL,L (v1−vj) = 0,
j = 2, . . . , N .
Proof. We consider placing an XL,LL,L (u1 − u2) vertex1 on the right hand side
of ZN (~u,~v). This process is displayed in the first diagram of fig. 6.4. We no-
tice that there are no other valid internal state variables for this vertex, thus
we can apply the Yang-Baxter equation and shift it through to the left hand
side of the lattice. Once at the left side of the lattice, the vertex is fixed to a
1Remember that in earlier discussions we label this vertex, and its conjugate, X1,11,1 (u1−u2),
as line permuting vertices.
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XL,LL,L (u1−u2) configuration, as these are the only valid internal state variables,
and the rapidities u1 and u2 are switched. Thus we obtain,
ZN (~u,~v) =
X1,11,1 (u1 − u2)
XL,LL,L (u1 − u2)
ZN (u2, u1, u3, . . . , uN , ~v)
Applying this process an additional N − 2 times so that u1 is the bottom-most
rapidity, we obtain eq. 6.1.
The method for the verification of eq. 6.2 is obviously entirely analogous. We be-
gin by applying the line permuting vertex, X1,11,1 (v1−v2), to the top of ZN (~u,~v),
and apply the Yang-Baxter equation repeatedly until we obtain,
ZN (~u,~v) =
XL,LL,L (v1 − v2)
X1,11,1 (v1 − v2)
ZN (~u, v2, v1, v3, . . . , vN )
Repeating this procedure an additional N − 2 times so that v1 is the right-most
rapidity, we obtain eq. 6.2.
Figure 6.4: Graphical derivation of eq. 6.1.
Property 3. ZN satisfies two recursion relations. The first equation can be
derived by freezing rapidities u1 and v1 so that the top left hand corner vertex
is always X1,L1,L ,
ZN |u1=v1+1 =X1,L1,L (1)
(
N∏
k=2
X1,LL,1 (u1 − vk)XL,11,L (uk − v1)
)
× ZN−1 (~u,~v, uˆ1, vˆ1)
(6.3)
The second equation can be derived by freezing rapidities uN and v1 so that the
bottom left hand corner vertex is always X1,L1,L ,
ZN |uN=v1 =X1,L1,L (0)
(
N−1∏
k=1
X1,11,1 (uk − v1)
)(
N∏
k=2
XL,LL,L (uN − vj)
)
× ZN−1 (~u,~v, uˆN , vˆ1)
(6.4)
Proof. Simply freezing the top left vertex to X1,L1,L by fixing the the rapidities,
u1 = v1 +1, we see immediately that the first row and first column of the N×N
172 CHAPTER 6. THE PERK-SCHULTZ (PS) MODELS
lattice are frozen in the configuration given by eq. 6.3. We additionally notice
that the remaining vertices in the (N − 1) × (N − 1) bulk are (miraculously)
under DWBC’s, hence verifying eq. 6.3. The verification of 6.4 is an exactly
equivalent process.
Figure 6.5: Graphical derivation of eq. 6.3.
Property 4. The initial condition is given by:
Z1(u1, v1) = X
1,N
1,N (u1 − v1)
Proof. Simply setting the DWBC’s for a single vertex produces the desired
result.
An inductive result regarding the four properties of the DWPF.
Lemma 9. The above four properties uniquely determine the DWPF of the
sl(r + 1|s+ 1) PS vertex models.
Proof. We begin by assuming that there exist two expressions which satisfy
the above four properties. We refer to ZN (~u,~v) as the actual partition function,
and ZPSN (~u,~v), which is an altogether different expression. By condition 4 we
obtain our base case,
Z1 (u1, v1) = ZPS1 (u1, v1) = X1,N1,N (u1 − v1)
Let us now assume that the two expressions are equal up to some integer N
and use induction for the N + 1 case. From condition 1 both ZN+1 and ZPSN+1
are order N + 1 polynomials in eηu1 and e−ηv1 , and both have zeros of the
form eηu1 = 0 and e−ηv1 = 0. From condition 2 we know both expressions
additionally share the N zeroes of u1,
X1,11,1 (u1 − uj) = 0 , j = 2, . . . , N + 1
and the N zeroes of v1,
XL,LL,L (v1 − vj) = 0 , j = 2, . . . , N + 1
making a grand total of N + 1 shared zeroes. Thus by conditions 1 and 2 we
know that,
ZN+1 = CZPSN+1 (6.5)
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where C is a multiplicative constant independent of rapidities u1 and v1. To
find C we apply eq. 6.3 (or 6.4) of condition 3 to eq. 6.5 to obtain,
X1,L1,L (1)
(
N+1∏
k=2
X1,LL,1 (u1 − vk)XL,11,L (uk − v1)
)
ZN (~u,~v, uˆ1, vˆ1)
=CX1,L1,L (1)
(
N+1∏
k=2
X1,LL,1 (u1 − vk)XL,11,L (uk − v1)
)
ZPSN (~u,~v, uˆ1, vˆ1)
and using the inductive assumption that ZN = ZPSN , we obtain C = 1. 
6.1.3 Product form for the DWPF
Proposition 32.
ZN (~u,~v) =
(
N∏
k=1
X1,L1,L (uk − vk)
) ∏
1≤i<j≤N
X1,11,1 (ui − uj)XL,LL,L (vi − vj)

=
(
N∏
k=1
eη(uk−vk)
) ∏
1≤i<j≤N
sinh η(1− ui + uj)
sinh η
sinh η(1 + vi − vj)
sinh η
 (6.6)
Proof. Verifying the above proposition obviously relies on showing that eq. 6.6
obeys the four conditions.
Verification of property 1. All dependence on u1 and v1 in eq. 6.6 can
be written immediately as,
eηu1
N∏
j=2
sinh η(1− u1 + uj) , e−ηv1
N∏
j=2
sinh η(1 + v1 − vj) (6.7)
which are degree N polynomials in eηu1 and e−ηv1 and contain zeros of the form
eηu1 = e−ηv1 = 0 respectively.
Verification of property 2. From eq. 6.7 it is immediate that the remaining
N − 1 zeros are of the required form.
Verification of property 3. Substituting the values u1 = v1 + 1, eq. 6.6
becomes,
ZN (~u,~v) |u1=v1+1 = eη(−1)N−1
(
N∏
j=2
sinh η(uj − v1)
sinh η
sinh η(u1 − vj)
sinh η
)
×
(
N∏
k=2
X1,L1,L (uk − vk)
) ∏
2≤i<j≤N
X1,11,1 (ui − uj)XL,LL,L (vi − vj)

which is exactly eq. 6.3. Verifying eq. 6.4 is an equivalent process.
Verification of property 4. Simply substituting N = 1 in eq. 6.6 obtains the
desired result.
Thus we have verified the proposition for the product form of the partition
function. 
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6.2 The elliptic PS height model
In [48], Deguchi and Martin introduced the elliptic height equivalent of the
trigonometric vertex model considered in the previous section. In this section
of the thesis we introduce the height model and derive the product form of the
DWPF in an equivalent process considered in the previous section. Additionally,
due to the DWPF being sufficiently simple, we can use the methods of the
previous chapter to derive non trivial elliptic identities of a general number of
terms.
6.2.1 Elliptic functions revisited
As promised in the previous chapter, we shall now present some additional nec-
essary results regarding quasi-periodic functions.
Useful theorem regarding quasi-periodic functions (continued). The
following result is similar to theorems 15(b) and 15(c) in section 15.3 of [39]. The
aforementioned theorems consider results regarding meromorphic (anti)periodic
functions, whereas the result below concerns entire quasi-periodic functions.
Theorem 4. Consider f(u) which is an entire quasi-periodic function satisfying
the relations,
f
(
u+
2K1
λ
)
= (−1)Nf(u) (6.8)
f
(
u+
2K2
λ
)
= (−1)N
(
1
q
)N
exp
− ipiλ
(
Nu−∑Nj=1 κj)
K1
 f(u) (6.9)
Given the above relations the following forms for f(u) apply,
f(u) = C
N∏
j=1
H (λ(u− κj))
= C
(
N−1∏
j=1
H (λ(u− κj))
)
H
(
λ(u− η +
N−1∑
j=1
κj)
) (6.10)
where {κ1, . . . , κN , C, λ} ∈ C and η =
∑N
j=1 κj.
Proof. We can choose a period rectangle in the C plane such that the
isolated zeroes of f(u) are not on the boundary. We then consider the following
integral, ∫
Γ1+Γ2+Γ3+Γ4
f ′(u)
f(u)
du =
∫
Γ1+Γ3
f ′(u)
f(u)
du+
∫
Γ2+Γ4
f ′(u)
f(u)
du
Performing the integral of Γ3 and Γ4 we obtain,∫
Γ3
f ′(u)
f(u)
du =
∫ u=c1+ic2
u=c1+i{c2+2K2/λ}
d
du
log f(u)du
= log
(
f(c1 + ic2)
f(c1 + i{c2 + 2K2/λ})
)
∫
Γ4
f ′(u)
f(u)
du =
∫ u=c1+2K1/λ+ic2
u=c1+ic2
d
du
log f(u)du
= log
(
f(c1 + 2K1/λ+ ic2)
f(c1 + ic2)
)
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Figure 6.6: A typical period rectangle in the complex plane of width 2K1
λ
and height 2K2
λ
For the remaining two integrals we simply apply the quasi-periodic conditions
of f(u). For the integral along Γ1 we receive,∫
Γ1
f ′(u)
f(u)
du = −
∫
Γ3
f ′(u+ 2K1/λ)
f(u+ 2K1/λ)
du
= − log
(
f(c1 + 2K1/λ+ ic2)
f(c1 + 2K1/λ+ i{c2 + 2K2/λ})
)
= − log
(
(−1)Nf(c1 + ic2)
(−1)Nf(c1 + i{c2 + 2K2/λ})
)
= −
∫
Γ3
f ′(u)
f(u)
du
Thus we obtain the result
∫
Γ1+Γ3
f ′(u)
f(u) du = 0. The integral along Γ2 is slightly
different however,∫
Γ2
f ′(u)
f(u)
du = −
∫
Γ4
f ′(u+ i2K2/λ)
f(u+ i2K2/λ)
du
= − log
(
f(c1 + 2K1/λ+ i{c2 + 2K2/λ})
f(c1 + i{c2 + 2K2/λ})
)
= − log
(
(−1)Nq−N exp{α} exp {−i2piN} f(c1 + 2K1/λ+ ic2)
(−1)Nq−N exp{α}f(c1 + ic2)
)
= i2piN −
∫
Γ4
f ′(u)
f(u)
du
where we have labeled α = − ipiλK1 (Nc1 + iNc2 − η). Thus we obtain∫
Γ1+Γ2+Γ3+Γ4
f ′(u)
f(u) du = i2piN , and since f(u) is an entire function, this tells us
that f(u) contains exactly N zeros in the period rectangle, which we shall label
as {κ1, κ2, . . . , κN}.
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Let us now consider the function,
φ(u) = C
N∏
j=1
H (λ(u− κj))
where φ(u) obeys the same quasi-periodic conditions as f(u). Additionally, we
consider the expression,
d
du
log
(
f(u)
φ(u)
)
=
f ′(u)
f(u)
− φ
′(u)
φ(u)
(6.11)
By construction eq. 6.11 is doubly (anti)-periodic and analytic inside the period
rectangle, hence by Liouville’s theorem it is a constant, which we shall label as κ.
Integrating eq. 6.11 with respect to u we obtain,
f(u) = Ceκu
N∏
j=1
H (λ(u− κj)) (6.12)
Finally, by considering the quasi-periodic conditions we fix the constant κ to
equal zero. To obtain the final expression in eq. 6.10 we simply let η =
∑N
j=1 κj
without loss of generality. 
The above result shall be used to obtain the DWPF of the elliptic gl(P |M)
PS height model.
6.2.2 Definition of the model
The following definitions are given in section 2.6 of [48].
Comment. Due to the gl(P |M) PS IRF model being the solid on solid equiva-
lent to the sl(r+ 1|s+ 1) PS vertex model, this section shall read very similarly
to the first section of this chapter. To begin the similarities we now label
P +M = L in the remainder of this section.
State vectors from ZL and additional definitions. We introduce the no-
tation,
eˆk = {0, . . . , 0︸ ︷︷ ︸
k−1
, 1, 0, . . . , 0︸ ︷︷ ︸
L−k
} , k ∈ {1, . . . , L} (6.13)
as a unit vector in the field ZL = Z× · · · × Z︸ ︷︷ ︸
L
. Additionally we introduce the,
(as yet unmotivated), L × L matrix ω and length L vector ~, where ω is an
arbitrary constant antisymmetric matrix,
(ωij)
L
i,j=1 = −(ωji)Li,j=1
ωij ∈ C , i, j ∈ {1, . . . , L} (6.14)
and k is given simply as,
k =
{
+1 for 1 ≤ k ≤ P
−1 for P + 1 ≤ k ≤ L (6.15)
With these definitions we are now properly equipped to define our solid on solid
(SOS) playing field and the parameterization of the face weights.
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The N × N SOS playground. As with the BSOS model, the N × N faces
for the gl(P |M) PS IRF model have both horizontal rapidity flows, ui ∈ C,
1 ≤ i ≤ N and vertical rapidity flows, vj ∈ C, 1 ≤ j ≤ N .
Figure 6.7: The N ×N SOS lattice with vertical and horizontal rapidity flows.
However, unlike the BSOS model, whose state variables were elements of Z,
the state variables of gl(P |M) PS IRF model include additional generality in
that they are vectors which are strictly elements of ZL.
Figure 6.8: A typical face of the model with state variable vectors {~a,~b,~c, ~d} ∈ ZL.
Labeling of the faces. Each of the N2 faces are labeled by the difference
of the corresponding horizontal and vertical rapidities, ui − vj , and obviously
by the set of four state vectors, {~a,~b,~c, ~d} ∈ ZL. Hence we label the weight in
fig. 6.8 as W
(
~a ~b
~c ~d
∣∣∣∣∣u− v
)
.
Allowable face configurations and weights. We remark that the Boltz-
mann weights of the model are set to zero unless the differences ~b−~a, ~d−~a,~c− ~d
and ~c −~b are, up to a sign, equal to some unit vector eˆk. In the following we
use the notation,
[u] = H(λu)
178 CHAPTER 6. THE PERK-SCHULTZ (PS) MODELS
where λ ∈ C plays the role of the global crossing parameter. Thus, given an
initial state vector ~a ∈ ZL, the non zero weights are parameterized by,
W
(
~a ~a+ eˆj
~a+ eˆj ~a+ 2eˆj
∣∣∣∣u− v) = [1 + j(u− v)][1]
W
(
~a ~a+ eˆk
~a+ eˆj ~a+ eˆj + eˆk
∣∣∣∣u− v) = [u− v][ajk − 1][1][ajk] , j 6= k
W
(
~a ~a+ eˆj
~a+ eˆj ~a+ eˆj + eˆk
∣∣∣∣u− v) = [ajk − (u− v)][ajk] , j 6= k
where ajk = jaj−kak+ωjk, (aj being the jth component of the state vector ~a).
Yang-Baxter equation. Given state vectors {~a,~b,~c, ~d,~e, ~f} ∈ ZL and ra-
pidities {u1, u2, u3} ∈ C, the above weights of the gl(P |M) PS IRF model obey
the following Yang-Baxter identities [40,41],
∑
~g∈ZL
W
(
~f ~g
~a ~b
∣∣∣∣∣u1 − u3
)
W
(
~e ~d
~f ~g
∣∣∣∣∣u2 − u3
)
W
(
~d ~c
~g ~b
∣∣∣∣∣u2 − u1
)
=
∑
~g∈ZL
W
(
~e ~d
~g ~c
∣∣∣∣u1 − u3)W ( ~g ~c~a ~b
∣∣∣∣u2 − u3)W ( ~e ~g~f ~a
∣∣∣∣u2 − u1)
whose graphical representation is given in fig. 6.9.
Figure 6.9: Graphical representation of the Yang-Baxter identities.
DWBC’s. The DWBC’s for the gl(P |M) IRF model follow naturally from
the DWBC’s of the previous sl(r + 1|s + 1) vertex model. Firstly, we place an
arbitrary element of ZL, labeled ~a(0), as the top left height of the N ×N faces.
Each subsequent outermost height to the right and south of the top left corner
increase by one unit of eˆ1. Then south of the top right corner, and right of the
bottom left corner, each subsequent outermost height increase by one unit of eˆL
until the bottom right height is ~a(0) +Neˆ1 +NeˆL.
Due to the DWBC’s, there are only six types of faces that we need to con-
sider. If we label eˆ1 = eˆ+ and eˆL = eˆ−, the necessary weights are given by,
W
(
~a ~a+ eˆ±
~a+ eˆ± ~a+ 2eˆ±
∣∣∣∣u− v) = WA,±(u− v) = [1±(u−v)][1]
W
(
~a ~a+ eˆ±
~a+ eˆ∓ ~a+ eˆ+ + eˆ−
∣∣∣∣u− v) = W (~a)B,±(u− v) = [u−v][a1,L±1][1][a1,L]
W
(
~a ~a+ eˆ±
~a+ eˆ± ~a+ eˆ+ + eˆ−
∣∣∣∣u− v) = W (~a)C,±(u− v) = [a1,L∓(u−v)][a1,L]
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Figure 6.10: DWBC’s for the model, notice that the presence of ~a(0) from all state vectors
has been suppressed.
It is possible to consider the rapidity and height section of the B weights sepa-
rately. Labelling W
(~a)
B,±(u− v) = W (~a)B,±WB(u− v) We shall use the convention,
W
(~a)
B,± =
[a1,L ± 1]
[a1,L]
WB(u− v) = [u− v]
[1]
(6.16)
Non-invariance of the line permuting vertices. As with the PS vertex
models, the gl(P |M) height models with DWBC’s display a non-invariance of
the WA,±(u− v) vertex when eˆi changes from 1 to L, and vice versa,
W
(
~a ~a+ eˆ1
~a+ eˆ1 ~a+ 2eˆ1
∣∣∣∣u− v) =[1 + (u− v)][1]
W
(
~a ~a+ eˆL
~a+ eˆL ~a+ 2eˆL
∣∣∣∣u− v) =[1− (u− v)][1]
We shall exploit this property in much the same way that we did for the vertex
model.
6.2.3 Equivalent elliptic Korepin properties and the DWPF
The DWPF of the gl(P |M) PS height model, ZN (~u,~v), is given as the sum
over all allowable weighted configurations of the N ×N faces under DWBC’s,
ZN (~u,~v) =
∑
allowable
configurations
(∏
faces
W
(
~a ~b
~c ~d
∣∣∣∣∣ui − vj
))
Korepin-like properties of the DWPF. We now list four properties which
the DWPF of the model satisfies. We shall then show that the DWPF is neces-
sarily determined uniquely by satisfying these properties.
Property 1. The partition function satisfies the following quasi-periodic con-
ditions in u1,
ZN (~u,~v) |u1→u1+2K1λ = (−1)
NZN (~u,~v) (6.17)
ZN (~u,~v) |u1→u1+2K2λ =
(
−1
q
)N
exp
{
− ipiλ
K1
(
Nu1 −
N∑
j=1
vj −
(
~a(0)
)
1,L
)}
ZN (~u,~v)
(6.18)
180 CHAPTER 6. THE PERK-SCHULTZ (PS) MODELS
and in v1,
ZN (~u,~v) |v1→v1+2K1λ = (−1)
NZN (~u,~v) (6.19)
ZN (~u,~v) |v1→v1+2K2λ =
(
−1
q
)N
exp
{
− ipiλ
K1
(
Nv1 −
N∑
j=1
uj +
(
~a(0)
)
1,L
)}
ZN (~u,~v)
(6.20)
Proof. An elementary analysis of the top row reveals that, for 1 ≤ l ≤ N , all
valid configurations are of the form,{
l−1∏
j=1
W
(
~a(0) + (j − 1)eˆ+ ~a(0) + jeˆ+
~a(0) + jeˆ+ ~a(0) + (j + 1)eˆ+
∣∣∣∣u1 − vj)
}
×W
(
~a(0) + (l − 1)eˆ+ ~a(0) + leˆ+
~a(0) + leˆ+ ~a(0) + leˆ+ + eˆ−
∣∣∣∣u1 − vl)
×

N∏
j=l+1
W
(
~a(0) + (j − 1)eˆ+ ~a(0) + jeˆ+
~a(0) + (j − 1)eˆ+ + eˆ− ~a(0) + jeˆ+ + eˆ−
∣∣∣∣u1 − vj)

=
(
l−1∏
j=1
[1 + u1 − vj ]
[1]
)
[
(
~a(0) + (l − 1)eˆ+
)
1,L
− u1 + vl]
[
(
~a(0) + (l − 1)eˆ+
)
1,L
]
×
 N∏
j=l+1
[u1 − vj ][
(
~a(0) + (j − 1)eˆ+
)
1,L
+ 1]
[1][
(
~a(0) + (j − 1)eˆ+
)
1,L
]

(6.21)
Verifying the first quasi-periodic condition is elementary. To verify the second
condition we consider the coefficients that appear due to u1 → u1 + 2K2λ in the
j ∈ {1, . . . , l − 1}, j = l and j ∈ {l + 1, . . . , N} expressions in eq. 6.21,
1 ≤ j ≤ l − 1 ,
(
−1
q
)l−1
exp
{
− ipiλ
K1
(
(l − 1)(1 + u1)−
l−1∑
j=1
vj
)}
j = l ,
(
−1
q
)
exp
{
− ipiλ
K1
(
u1 −
(
~a(0) + (l − 1)eˆ+
)
1,L
− vl
)}
l + 1 ≤ j ≤ N ,
(
−1
q
)N−l
exp
− ipiλK1
(N − l)u1 − N∑
j=l+1
vj

where
(
~a(0) + (l − 1)eˆ+
)
1,L
=
(
~a(0)
)
1,L
+ l − 1. Multiplying these three terms
together we obtain eq. 6.18.
Verifying eqs. 6.19 and 6.20 consists of much of the same process.
Property 2. From the Yang-Baxter equation it is possible to show that,
ZN (~u,~v) =
N∏
j=2
[1 + u1 − uj ]
[1− (u1 − uj)]ZN (u2, . . . , uN , u1, ~v) (6.22)
which gives exactly N − 1 zeroes per period rectangle in the form u1 = uj − 1 +
2mK1
λ +
2inK2
λ , j = 2, . . . , N , {m,n} ∈ Z. Performing the equivalent technique
on the ~v’s we obtain,
ZN (~u,~v) =
N∏
j=2
[1− (v1 − vj)]
[1 + v1 − vj ] ZN (~u, v2, . . . , vN , v1) (6.23)
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which gives exactly N − 1 zeroes of the form v1 = vj + 1 + 2mK1λ + 2inK2λ ,
j = 2, . . . , N , {m,n} ∈ Z.
Proof. We consider placing a W
(
~a(0) +Neˆ+ ~a(0) +Neˆ+ + eˆ−
~a(0) +Neˆ+ + eˆ− ~a(0) +Neˆ+ + 2eˆ−
∣∣∣∣u1 − u2)face2
on the right hand side of ZN (~u,~v). This process is displayed in the first diagram
of fig. 6.11. We notice that there are no other valid internal state vectors for
this face, thus we can apply the Yang-Baxter equation and shift it through to
the left hand side of the bulk. Once at the left side of the lattice, the face is
fixed to a W
(
~a(0) ~a(0) + eˆ+
~a(0) + eˆ+ ~a(0) + 2eˆ+
∣∣∣∣u1 − u2)configuration, as these are the only
valid internal state vectors, and the rapidities u1 and u2 are switched. Thus we
obtain,
ZN (~u,~v) =
[1 + u1 − u2]
[1− (u1 − u2)]ZN (u2, u1, u3, . . . , uN , ~v)
Applying this process an additional N − 2 times so that u1 is the bottom-most
rapidity, we obtain eq. 6.22.
The method for the verification of eq. 6.23 is obviously entirely analogous. We
begin by applying the line permuting face, W
(
~a(0) ~a(0) + eˆ+
~a(0) + eˆ+ ~a(0) + 2eˆ+
∣∣∣∣ v1 − v2), to
the top of ZN (~u,~v), and apply the Yang-Baxter equation repeatedly until we
obtain,
ZN (~u,~v) =
[1− (v1 − v2)]
[1 + v1 − v2] ZN (~u, v2, v1, v3, . . . , vN )
Repeating this procedure an additional N − 2 times so that v1 is the right-most
rapidity, we obtain eq. 6.23.
Figure 6.11: Graphical derivation of eq. 6.22, notice that state vectors have been suppressed.
Property 3. ZN satisfies two recursion relations per period rectangle. The
first equation can be derived by freezing rapidities u1 = v1 − 1, so that the top
left hand corner face is always of a WC,+ configuration,
Z
~a(0)
N |u1=v1−1 =W
~a(0)
C,+ (−1)
(
N∏
k=2
W
~a(0)+(j−1)eˆ+
B,− (uj − v1)
)
×
(
N∏
k=2
W
~a(0)+(j−1)eˆ+
B,+ (u1 − vj)
)
Z
~a(0)+eˆ++eˆ−
N−1 (~u,~v, uˆ1, vˆ1)
(6.24)
2Remember that in earlier discussions we label this face, and its conjugate as line permuting
face.
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The second equation can be derived by freezing rapidities uN and v1 so that the
bottom left hand corner vertex is always a WC,+ configuration,
Z
~a(0)
N |uN=v1 =W
~a(0)+(N−1)eˆ+
C,+ (0)
(
N−1∏
k=1
WA,+(uk − v1)
)
×
(
N∏
k=2
WA,−(uN − vj)
)
Z
~a(0)+eˆ+
N−1 (~u,~v, uˆN , vˆ1)
(6.25)
Equivalent results exist for other period rectangles.
Proof. Simply freezing the top left face to a WC,+ configuration by fixing
the the rapidities, u1 = v1 − 1, we see immediately (fig. 6.12) that the faces of
the first row and first column are frozen in the configuration given by eq. 6.24.
We additionally notice that the remaining faces in the (N − 1)× (N − 1) bulk
are under DWBC’s, with the top left hand state vector equal to ~a(0) + eˆ+ + eˆ−,
hence verifying eq. 6.24. The verification of 6.25 is an exactly equivalent pro-
cess.
Figure 6.12: Graphical derivation of eq. 6.24, notice ~a(0) has been suppressed from all
stater vectors.
Property 4. The initial condition is given by,
Z
~a(0)
1 (u1, v1) = W
~a(0)
C,+ (u1 − v1)
Proof. Simply setting the DWBC’s for a single face produces the desired result.
An inductive result regarding the four properties of the DWPF.
Lemma 10. The above four properties uniquely determine the DWPF of the
gl(P |M) PS height models.
Proof. We begin by assuming that there exist two expressions which satisfy the
above four properties. We refer to Z
~a(0)
N (~u,~v) as the actual partition function,
and ZN (~u,~v), which is an altogether different expression. By condition 4 we
obtain our base case,
Z
~a(0)
1 (u1, v1) = Z1 (u1, v1) = W
~a(0)
C,+ (u1 − v1).
Let us now assume that the two expressions are equal up to some integer N
and use induction for the N + 1 case. From condition 1 and theorem 4, both
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Z
~a(0)
N+1 and ZN+1 are order N + 1 polynomials per period rectangle in rapidity
u1. Additionally for both expressions, by condition 2, N of those zeros are of
the form,
u1 = uj − 1 + 2mK1
λ
+
2inK2
λ
, j = 2, . . . , N + 1 , {m,n} ∈ Z
From condition 1 we also know that the remaining zero in u1 must be of the
form,
u1 =
N+1∑
j=2
(vj − uj) +
(
~a(0)
)
1,L
+N − 1 + 2mK1
λ
+
2inK2
λ
, {m,n} ∈ Z
making a grand total of N + 1 shared zeroes per period rectangle. Thus by
conditions 1 and 2 we know that:
Z
~a(0)
N+1 = C(uˆ1)ZN+1, (6.26)
where C(uˆ1) is a multiplicative constant independent of rapidity u1. To find
C(uˆ1) we apply the first (or equivalently second) recursion relation of condition
3 (and the inductive assumption that Z~aN = ZN ), to eq. 6.26 to immediately
obtain C(uˆ1) = 1. 
Note that an alternative form of the above proof can be equivalently carried
out using the zeros of v1.
6.2.4 Product form for the DWPF.
Proposition 33. The following product form for the DWPF satisfies the four
Izergin-like properties,
Z
~a(0)
N (~u,~v) =
[
(
~a(0)
)
1,L
+ (N − 1)−∑Nk=1(uk − vk)]
[
(
~a(0)
)
1,L
+ (N − 1)]
×
∏
1≤i<j≤N
[1 + ui − uj ]
[1]
[1− (vi − vj)]
[1]
(6.27)
Proof. As is required, we explicitly verify each of the four properties.
Verification of property 1. Verifying eq. 6.17 is elementary. To verify eq.
6.18 we consider first the coefficient that appears due to applying u1 → u1 + 2K2λ
to the term [
(
~a(0)
)
1,L
+ (N − 1)−∑Nk=1(uk − vk)],
−1
q
exp
{
− ipiλ
K1
(
N∑
k=1
(uk − vk)−
(
~a(0)
)
1,L
− (N − 1)
)}
and similarly to
∏N
j=2[1 + u1 − uj ],(
−1
q
)N−1
exp
{
− ipiλ
K1
(
(N − 1)u1 −
N∑
k=2
uk + (N − 1)
)}
Multiplying these terms together we obtain eq. 6.18. Verifying eqs. 6.19 and
6.20 is an equivalent process.
184 CHAPTER 6. THE PERK-SCHULTZ (PS) MODELS
Verification of property 2. From eqn. 6.27 it is immediate that N − 1
of the zeros, per period rectangle, exist in the form,
u1 = uj − 1 + 2mK1
λ
+
2inK2
λ
, j = {2, . . . , N} , {m,n} ∈ Z,
and similarly with v1.
Verification of property 3. Freezing the rapidities u1 and v1 such that
u1 = v1 − 1, eq. 6.27 becomes,
[
(
~a(0)
)
1,L
+N ]
[
(
~a(0)
)
1,L
+ (N − 1)]
N∏
j=2
[uj − v1]
[1]
[u1 − vj ]
[1]
×
[
(
~a(0)
)
1,L
+N −∑Nk=2(uk − vk)]
[
(
~a(0)
)
1,L
+N ]
∏
2≤i<j≤N
[1 + ui − uj ]
[1]
[1− (vi − vj)]
[1]
(6.28)
where we recognize that,
[
(
~a(0)
)
1,L
+N ]
[
(
~a(0)
)
1,L
+ (N − 1)]
N∏
j=2
[uj − v1]
[1]
[u1 − vj ]
[1]
=W
~a(0)
C,+ (−1)
(
N∏
k=2
W
~a(0)+(j−1)eˆ+
B,− (uj − v1)W
~a(0)+(j−1)eˆ+
B,+ (u1 − vj)
)
and,
[
(
~a(0) + eˆ+ + eˆ−
)
1,L
+ (N − 2)−∑Nk=2(uk − vk)]
[
(
~a(0) + eˆ+ + eˆ−
)
1,L
+ (N − 2)]
N∏
i,j=2
i<j
[1 + ui − uj ]
[1]
[1− (vi − vj)]
[1]
= Z
~a(0)+eˆ++eˆ−
N−1 (~u,~v, uˆ1, vˆ1)
which verifies the first recursion relation. Verifying the second is an equivalent
process.
Verification of property 4. Simply let N = 1 in eq. 6.27 to obtain the
required result.
Since eq. 6.27 obeys the four Izergin-type properties, it is uniquely the DWPF
of the gl(P |M) PS IRF model. 
6.2.5 Generation of elliptic identities using the product
form of the DWPF
Given that we have obtained a closed form product expression for the DWPF
of this elliptic model, we are now in a position to combine these results with
the results of the previous chapter, (that is, obtaining a recursive formula for
the partition function), to generate some non trivial elliptic identities. Since
the identities are valid by construction, we are not required to verify them tra-
ditionally using theorem 3. Obviously this is an advantage as applying such
a theorem to verify large identities can be an extremely involved and painful
process.
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Remark. The process of applying the rolling technique to this model initially
holds several differences and complications, and as such we shall begin slowly.
Nevertheless, all the proofs of the main results necessary are exactly the same,
hence they shall not be verified explicitly.
Rolling revisited. In order to generate the recursive formula for the par-
tition function, we need to play the same game that we did in the previous
chapter, that is, applying the rolling technique [42] multiple times so that the
top row is frozen into (N − 1) WA,+ faces.
We begin by considering the right most column of the N×N bulk with DWBC’s.
We recognise that the boundary conditions force the partition function to con-
tain only one single WC,+ configuration in the right most column.
Figure 6.13: Example involving 6× 6 bulk SOS. 6× 5 bulk on the left hand side labeled as
L[r4, u4].
As for the remaining weights, those above the WC,+ are of a WB,+ configu-
ration, and those below are of a WA,− configuration. Thus we obtain,
Z~a0N =
N∑
j=1
(
j−1∏
k=1
W
~a0+(N−1)eˆ1
+(k−1)eˆL
B,+ (uk − vN )
)
W
~a0+(N−1)eˆ1
+(j−1)eˆL
C,+ (uj − vN )
×
 N∏
k=j+1
WA,−(uk − vN )
L[rj , uj ]
(6.29)
where as before, L[rj , uj ] is defined as the remaining N × (N − 1) lattice where
the lone outermost WC,+ face was present on the jth row. The main goal of this
section is to use the Yang-Baxter equation to force the remaining N × (N − 1)
bulk into a configuration similar to that of L[r1, u1], thus forcing the remaining
(N − 1) faces of the top row into WA,+’s. Thus we obtain,
L[r1, u1] =
(
N−1∏
j=1
WA,+(u1 − vj)
)
Z
~a(0)+eˆ1
N−1 (vˆN ) (6.30)
Rolling Once. We begin this procedure by considering a general N × (N − 1)
configuration, L[rj , uj ], whose right-most state vector jumps from ~a(0) + (N −
1)eˆ1 + (j− 1)eˆL to ~a(0) +Neˆ1 + (j− 1)eˆL whilst crossing the horizontal rapidity
flow, uj , in a downward direction. In addition we also consider L[rj−1, uj−1],
whose right-most state vector jumps from ~a(0) + (N − 1)eˆ1 + (j − 2)eˆL to
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Figure 6.14: An example of L[r1, u1]. Notice the entire top row is frozen into WA,+ faces
leaving behind an (N − 1)× (N − 1) bulk with DWBC’s, with ~a(0) + eˆ1 as the top left state
vector.
Figure 6.15: Typical example portraying the difference between L[rj , uj ] (left) and
L[rj−1, uj−1] (right) for j = 4, N = 6.
~a(0) +Neˆ1 + (j − 2)eˆL whilst crossing uj−1 in a downward direction.
We now multiply the configuration L[rj , uj ] by the face W
~a(0)+(N−1)eˆ1
+(j−2)eˆL
B,+ (uj−1−uj)
and the configuration L[rj−1, uj−1] by the face W
~a(0)+(N−1)eˆ1
+(j−2)eˆL
C,+ (uj−1 − uj). As
with the BSOS model, we notice that this sum of the two configurations means
that the internal height is being summed over all allowable values.
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Figure 6.16: Multiplying L[rj , uj ] by W
~a(0)+(N−1)eˆ1
+(j−2)eˆL
B,+ (uj−1 − uj) (on the left) and
L[rj−1, uj−1] by W
~a(0)+(N−1)eˆ1
+(j−2)eˆL
C,+ (uj−1 − uj) (on the right).
We are now in a position to apply the Yang-Baxter equation to the above con-
figuration and shift the intertwining of the uj−1 and uj rapidities to the left
hand side of the N × (N − 1) bulk.
Figure 6.17: Applying the Yang-Baxter equation to shift the intertwining of horizontal
rapidities to the left hand side of the bulk.
Where we notice that the sum of state vectors,
∑
g, is actually fixed at ~a(0) +
(j − 2)eˆ1. Thus we obtain the algebraic expression,
L[rj , uj ] = f
(j−2)
+
(
uj−1
uj
)
L[rj−1, uj → uj−1]− g(j−2)
(
uj
uj−1
)
L[rj−1, uj−1] (6.31)
where we have used the following identities,
W~aC,+(ui − uj) = W~aC,−(uj − ui) W~aB,+(ui − uj) = −W~aB,+(uj − ui)
f
(n)
±
(
uj−1
uj
)
=
WA,±(uj−1−uj)
W
~a(0)+(N−1)eˆ1
+neˆL
B,+
(uj−1−uj)
g(n)
(
uj
uj−1
)
=
W
~a(0)+(N−1)eˆ1
+n~eL
C,− (uj−uj−1)
W
~a(0)+(N−1)eˆ1
+neˆL
B,+
(uj−uj−1)
A note on exchanging rows in the bulk. In the previous chapter it was
not necessary to keep track of any exchanges in the horizontal rapidities due to
the invariance in the line permuting faces, i.e.
WA,+(ui − uj) = WA,−(ui − uj) = WA(ui − uj).
We obviously do not have such invariance in this chapter. Thus it shall be-
come necessary very shortly to keep track of such exchanges, such as the term
L[rj−1, uj → uj−1] in eq. 6.31.
Rolling twice. We now apply the rolling procedure to the configurations
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L[rj−1, uj → uj−1] and L[rj−1, uj−1]. Using the above procedure we obtain
the results,
L[rj−1, uj → uj−1] =f (j−3)+
(
uj−2
uj
)
L[rj−2, uj → uj−1 → uj−2]
+ g(j−3)
(
uj
uj−2
)
L[rj−2, uj−2, uj → uj−1]
L[rj−1, uj−1] =f
(j−3)
+
(
uj−2
uj−1
)
L[rj−2, uj−1 → uj−2]
+ g(j−3)
(
uj−1
uj−2
)
L[rj−2, uj−2]
An additional note on exchanging rows in the bulk. In the previous chap-
ter, due to the invariance of the rapidity permuting faces we had the following
result,
L[rj−2, uj−2, uj → uj−1] = L[rj−2, uj−2].
With the current definition of the non invariant rapidity permuting faces, the
above result now looks comparable to property 2 (eq. 6.22) of the DWPF:
L[rj−2, uj−2, uj → uj−1] = WA,−(uj−1 − uj)
WA,+(uj−1 − uj)L[rj−2, uj−2]. (6.32)
Using the above result, and collecting the coefficients of the N × (N − 1) bulk
terms we obtain,
L[rj , uj ] = f
(j−2)
+
(
uj−1
uj
)
f
(j−3)
+
(
uj−2
uj
)
L[rj−2, uj → uj−1 → uj−2]
+g(j−2)
(
uj
uj−1
)
f
(j−3)
+
(
uj−2
uj−1
)
L[rj−2, uj−1 → uj−2]
+
{
f
(j−2)
−
(
uj−1
uj
)
g(j−3)
(
uj
uj−2
)
+ g(j−2)
(
uj
uj−1
)
g(j−3)
(
uj−1
uj−2
)}
L[rj−2, uj−2]
(6.33)
As before, we now analyze the coefficient of L[rj−2, uj−2] carefully with the in-
tention of reducing it using some Yang-Baxter identity.
We begin by multiplying the coefficient by a factor of,
W
(j−2)
B,+ (uj−1 − uj)W (j−3)B,+ (uj − uj−2)W (j−3)B,+ (uj−1 − uj−2)
to obtain,
WA,−(uj−1 − uj)W (j−3)C,+ (uj−2 − uj)W (j−3)B,+ (uj−1 − uj−2)
+W
(j−2)
C,+ (uj−1 − uj)W (j−3)B,+ (uj−2 − uj)W (j−3)C,− (uj−1 − uj−2)
(6.34)
In the form of eq. 6.34, the coefficient can be recognized as the left hand side
of a Yang-Baxter identity, whose diagram is given in fig. 6.18.
Hence the reduced form for the coefficient of L[rj−2, uj−2] is given by,
W
~a(0)+(N−1)eˆ1
+(j−3)eˆL
B,+ (uj−1 − uj)
W
~a(0)+(N−1)eˆ1
+(j−2)eˆL
B,+ (uj−1 − uj)
WA,−(uj−1 − uj−2)
W
~a(0)+(N−1)eˆ1
+(j−3)eˆL
B,+ (uj−1 − uj−2)
W
~a(0)+Neˆ1
+(j−3)eˆL
C,+ (uj−2 − uj)
W
~a(0)+(N−1)eˆ1
+(j−3)eˆL
B,+ (uj − uj−2)
=f
(j−3)
−
(
uj−1
uj−2
)
g(j−2)
(
uj
uj−2
)
(6.35)
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Figure 6.18: Graphical representation of the Y-B identity under consideration. Notice that
the state vectors have been omitted and can easily be inferred from eq. 6.34.
where we have used the results that the height and rapidity parts of the WB,±
weights decouple (eq. 6.16), and,
(
~a(0) + j1eˆ1 + j2eˆL
)
1,L
=
(
~a(0) + k1eˆ1 + k2eˆL
)
I,L
for j1 + j2 = k1 + k2
⇒W
~a(0)+Neˆ1
+(j−3)eˆL
C,+ (uj−2 − uj) = W
~a(0)+(N−1)eˆ1
+(j−2)eˆL
C,+ (uj−2 − uj)
(6.36)
Thus after applying the rolling procedure twice we obtain the following for
L[rj , uj ],
L[rj , uj ] = g
(j−2)
(
uj
uj−2
)
f
(j−3)
−
(
uj−1
uj−2
)
L[rj−2,Uj−2] + g(j−2)
(
uj
uj−1
)
×f (j−3)+
(
uj−2
uj−1
)
L[rj−2,Uj−1] + f (j−2)+
(
uj−1
uj
)
f
(j−3)
+
(
uj−2
uj
)
L[rj−2,Uj ]
where,
L[rj−k1 ,Uj−k2 ] = L[rj−k1 , uj−k2 → uj−(k2+1) → · · · → uj−k1 ] , k2 ≤ k1
Expressing f
(k)
±
(
u1
u2
)
as the convenient product,
f
(k)
±
(
u1
u2
)
=
[1∓ (u1 − u2)]
[u1 − u2]
[
(
~a(0) + (N − 1)eˆ1 + keˆL
)
1,L
]
[
(
~a(0) + (N − 1)eˆ1 + keˆL
)
1,L
+ 1]
= f±(1)
(
u1
u2
)
f(2) (k)
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we obtain the following suggestive form,
L[rj , uj ] =
j−1∑
l=j−2
g(j−2)
(
uj
ul
)
f(2)(l − 1)
f(2)(j − 1)
 l−1∏
k=j−2
f
(k−1)
+
(
uk
ul
)
×
(
j−1∏
k=l+1
f
(k−1)
−
(
uk
ul
))
L[rj−2,Ul] +
 j−1∏
k=j−2
f
(k−1)
+
(
uk
uj
)L[rj−2,Uj ]
=
j∑
l=j−2
g(j−2)
(
uj
ul
)
f
(j−2)
−
(
uj
ul
) f(2)(l − 1)
f(2)(j − 1)
 l−1∏
k=j−2
f
(k−1)
+
(
uk
ul
)
×
(
j∏
k=l+1
f
(k−1)
−
(
uk
ul
))
L[rj−2,Ul]
(6.37)
Rolling Many Times. The process of iterating this procedure many times is
now straightforward. The obvious choice for the expression of L[rj , uj ] after a
general number of rolling operations is,
L[rj , uj ] =
j∑
l=j−n
g(j−2)
(
uj
ul
)
f
(j−2)
−
(
uj
ul
) f(2)(l − 1)
f(2)(j − 1)
 l−1∏
k=j−n
f
(k−1)
+
(
uk
ul
)
×
(
j∏
k=l+1
f
(k−1)
−
(
uk
ul
))
L[rj−n,Ul]
(6.38)
for 2 ≤ n ≤ j − 1. We now prove eq. 6.38 using induction. Obviously we know
that it holds for n = 2, assuming now that it holds for general n = p − 1, we
consider using the rolling procedure once more to obtain,
j∑
l=j−(p−1)
g(j−2)
(
uj
ul
)
f
(j−2)
−
(
uj
ul
) f(2)(l − 1)
f(2)(j − 1)
 l−1∏
k=j−p
f
(k−1)
+
(
uk
ul
)( j∏
k=l+1
f
(k−1)
−
(
uk
ul
))
×L[rj−p,Ul] +
{(
p−1∏
k=1
f
(j−1−k)
−
(
uj−k
uj
))
g(j−1−p)
(
uj
uj−p
)
+
(
p−1∏
k=2
f(2)(j − 1− k)
)
×
p−1∑
l=1
g(j−2)
(
uj
uj−l
) p−1∏
k=1
6=l
f−(1)
(
uj−k
uj−l
) g(j−1−p)( uj−l
uj−p
)L[rj−p,Uj−p]
which leads us to the following result,
Proposition 34.{(
p−1∏
k=1
f
(j−1−k)
−
(
uj−k
uj
))
g(j−1−p)
(
uj
uj−p
)
+
(
p−1∏
k=2
f(2)(j − 1− k)
)
×
p−1∑
l=1
g(j−2)
(
uj
uj−l
)p−1∏
k=1
6=l
f−(1)
(
uj−k
uj−l
) g(j−1−p)( uj−l
uj−p
)
=g(j−2)
(
uj
uj−p
){p−1∏
k=1
f(2)(j − (k + 1))f−(1)
(
uj−k
uj−p
)}
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A note on verifying the above result. The method of verifying proposi-
tion 34 is exactly the same as verifying proposition 29 in the previous chapter.
The right hand side of the above expression can be expressed as an equivalent
diagram to fig. 5.12, where the rapidity labels stay the same and the state
vectors can be easily inferred. We then apply the same Yang-Baxter procedure
as explained in proposition 29 to obtain the left hand sum of p terms. We then
divide by the following factor,
W
(j−2)
B,+ (uj−p − uj)
{
p−1∏
k=1
W
(j−k−2)
B,+ (uj−k − uj)W (j−k−2)B,+ (uj−p − uj−p+k)
}
where W
(j−2)
B,+ (u) = W
~a(0)+(N−1)eˆ1
+(j−2)eˆL
B,+ (u), to obtain the required expression.
Using proposition 34 we instantly verify eq. 6.38 for general n. Taking n = j−1
we obtain,
L[rj , uj ] =
j∑
l=1
g(j−2)
(
uj
ul
)
f
(j−2)
−
(
uj
ul
) f(2)(l − 1)
f(2)(j − 1)
(
l−1∏
k=1
f
(k−1)
+
(
uk
ul
))( j∏
k=l+1
f
(k−1)
−
(
uk
ul
))
×
(
N−1∏
k=1
WA,+(uj − vk)
)
Z
~a(0)+eˆ1
N−1 (~u,~v, uˆj , vˆN )
(6.39)
where we have applied the following obvious generalization to eq. 6.30,
L[r1,Uj ] =
(
N−1∏
k=1
WA,+(uj − vk)
)
Z
~a(0)+eˆ1
N−1 (~u,~v, uˆj , vˆN )
Thus, eq. 6.29 becomes,
Z~a0N =
N∑
j=1
j∑
l=1
(
j−1∏
k=1
W
~a0+(N−1)eˆ1
+(k−1)eˆL
B,+ (uk − vN )
)
W
~a0+(N−1)eˆ1
+(j−1)eˆL
C,+ (uj − vN )
×
 N∏
k=j+1
WA,−(uk − vN )
 g(j−2)
(
uj
ul
)
f
(j−2)
−
(
uj
ul
) f(2)(l − 1)
f(2)(j − 1)
(
l−1∏
k=1
f
(k−1)
+
(
uk
ul
))
×
(
j∏
k=l+1
f
(k−1)
−
(
uk
ul
))(N−1∏
k=1
WA,+(uj − vk)
)
Z
~a(0)+eˆ1
N−1 (uˆj , vˆN )
(6.40)
The above expression contains two summations. We shall now proceed to use
the same algorithm detailed in section 5.2.2 to absorb one the the summations.
Further reducing the recurrence relation.
Proposition 35.
Z~a0N =
N∑
j=1
W
~a0+(N−1)eˆ1
+(N−1)eˆL
C,+ (uj − vN )
(
l−1∏
k=1
f
(k−1)
+
(
uk
ul
))( j∏
k=l+1
f
(k−1)
−
(
uk
ul
))
×
 N∏
k=1
6=j
WB(uk − vN )
(N−1∏
k=1
WA,+(uj − vk)
)
Z
~a(0)+eˆ1
N−1 (uˆj , vˆN )
(6.41)
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A note on verifying the above result. The method of verifying proposition
6.41 is exactly the same as verifying proposition 5.27 in section 5.2.2. Minor
changes appear in the state vectors of the necessary Yang-Baxter equation(s),
but these can easily be derived as we already know which of the six necessary
configurations the corresponding faces must be.
Generating the elliptic identity. We now substitute the known product
form for Z~a0N and Z
~a(0)+eˆ1
N−1 (uˆj , vˆN ) to obtain the following elliptic identity for
general N ,
[(~a0)1,L + (N − 1)−
N∑
j=1
(uj − vj)]
(
N−1∏
j=1
[1− (vj − vN )]
) ∏
1≤i<j≤N
[ui − uj ]

×[(~a0)1,L + 2(N − 1)] =
N∑
k=1
(−1)N−k[(~a0)1,L + 2(N − 1)− (uk − vN )]
 N∏
j=1
6=k
[uj − vN ]

×
(
N−1∏
j=1
[1 + uk − vj ]
)
[(~a0)1,L + (N − 1)−
N∑
j=1
6=k
uj +
N−1∑
j=1
vj ]
 ∏
1≤i<j≤N
i,j 6=k
[ui − uj ]

(6.42)
Proving such an identity using theorem 3 would obviously be a non trivial task.
Nevertheless, a starting point would be to consider eq. 5.1, which we know to
be one of the simplest non trivial elliptic identities. Performing the following
change of variables,
u→1
2
(~a0)1,L + 1 +
1
2
u1 − 1
2
u2
v →1
2
(~a0)1,L + 1−
1
2
u1 +
1
2
u2
x→− 1
2
(~a0)1,L − 1 +
1
2
u1 +
1
2
u2 − v2
y →− 1
2
(~a0)1,L +
1
2
u1 +
1
2
u2 − v1
we obtain the N = 2 case of eq. 6.42.
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