Abstract. We construct uncountably many mutually nonisomorphic simple separable stably finite unital exact C*-algebras which are not isomorphic to their opposite algebras. In particular, we prove that there are uncountably many possibilities for the K0-group, the K1-group, and the tracial space of such an algebra.
Introduction
In [21] we constructed an example of a simple separable exact C*-algebra A not isomorphic to its opposite algebra. The algebra A has a number of nice properties: it is stably finite, approximately divisible, and it has real rank zero, stable rank one, and a unique tracial state. The order on projections over A is determined by traces, and A tensorially absorbs the Jiang-Su algebra Z. Its K-theory is given by K 0 (A) ∼ = Z The purpose of this article is to exhibit many examples of simple separable exact C*-algebras not isomorphic to their opposite algebras. In particular, we prove that there are uncountably many possibilities for the K-theory of such an algebra, while still preserving most of the good properties of the algebra in [21] . For p = 2 and for any odd prime p such that −1 is not a square mod p, and for any UHF algebra B stable under tensoring with the p ∞ UHF algebra we give a simple separable exact C*-algebra D, not isomorphic to its opposite algebra, with real rank zero and a unique tracial state such that K * (D) ∼ = K * (B). For any p and B as above, and for any Choquet simplex ∆, we give a simple separable exact C*-algebra D, not isomorphic to its opposite algebra, with real rank one, such that K * (D) ∼ = K * (B), and whose tracial state space is isomorphic to ∆. For any p and B as above, and for any countable abelian group G, we give a simple separable exact C*-algebra D, not isomorphic to its opposite algebra, with real rank zero and a unique tracial state such that K 0 (D) ∼ = K 0 (B) and such that K 1 (D) ∼ = G ⊗ Z Z 1 p . We give further information on the algebras described above, including showing that the order on projections is determined by traces, computing the Cuntz semigroups, and proving that the algebras have stable rank one and tensorially absorb the UHF algebra B and the Jiang-Su algebra Z. The examples described above are not the most general that can be obtained with our method, but are chosen to illustrate the possibilities.
Question 8.1 in [21] asked whether for any UHF algebra B there exists a simple separable exact C*-algebra D not isomorphic to its opposite algebra which has the same K-theory as B, and the other properties of the algebra A above. Our results provide a partial positive answer to this question. Section 2 contains various preliminaries. In particular, we recall some relevant definitions and some constructions involving von Neumann algebras. In Section 3, we construct our basic examples, one algebra D for each prime p such that p = 2 or −1 is not a square mod p. Section 4 contains the main step towards the proof that these algebras are not isomorphic to their opposites. Each of them has a unique tracial state. We prove that the weak closure of D in the Gelfand-Naimark-Segal representation associated with this tracial state is not isomorphic to its opposite algebra. In Section 5, we tensor these basic examples with other simple separable nuclear unital C*-algebras. The main result of Section 4 also applies to such tensor products, and we thus obtain the examples described above. Section 6 contains some open problems.
Preliminaries
In this section, we provide some background material about opposite algebras, automorphisms of II 1 factors, the Connes invariant, and the Cuntz semigroup.
First we recall the definition of the opposite algebra and the conjugate algebra of a C*-algebra A.
Definition 2.1. Let A be a C*-algebra. The opposite algebra A op is the C*-algebra which has the same vector space structure, norm, and adjoint as A, while the product of x and y in A op , which we denote by x⋆y when necessary, is given by x ⋆ y = yx. If ω : A → C is a linear functional, then we let ω op denote the same function but regarded as a linear functional ω op : A op → C. The conjugate algebra A c is the C*-algebra whose underlying vector space structure is the conjugate of A, that is, the product of λ ∈ C and x ∈ A c is equal to λx (as evaluated in A), and whose ring structure and norm are the same as for A.
Remark 2.2. The map x → x * is an isomorphism from A c to A op . Notation 2.3. Let A be a C*-algebra, and let ω be a state on A. We denote the triple consisting of the Gelfand-Naimark-Segal representation, its Hilbert space, and its standard cyclic vector by (π ω , H ω , ξ ω ).
Also, for any C*-algebra or von Neumann algebra A and any tracial state τ on A, we denote the usual L 2 -norm by x 2,τ = (τ (x * x)) 1/2 for x ∈ A. When no confusion can arise about the tracial state used, we write x 2 .
It seems useful to make explicit the following fact, which has been used implicitly in previous papers. Lemma 2.4. Let A be a C*-algebra, and let τ be a tracial state on A. Then τ op is a tracial state on A op and, as von Neumann algebras, we have
Proof. The functional τ op is a state because A and A op have the same norm and positive elements. It is immediate that τ op is tracial.
Next, we claim that x 2,τ op = x 2,τ for all x ∈ A. Indeed, using the trace property at the third step,
We can identify π τ (A) ′′ with the set of elements in the Hausdorff completion of A in · 2,τ which are limits in · 2,τ of norm bounded sequences in A, and similarly with π τ op (A op ) ′′ . It follows from the claim that the identity map of A extends to a linear isomorphism π τ (A) ′′ → π τ op (A op ) ′′ , which is easily seen to preserve adjoints and reverse multiplication.
To prove that our C*-algebras are not isomorphic to their opposite algebras, we will need some terminology and results for automorphisms of II 1 factors.
Definition 2.5. For any von Neumann algebra M, we denote by Inn(M ) the group of inner automorphisms of M , that is, the automorphisms of the form Ad(u) for some unitary u ∈ M . Let M be a II 1 factor with separable predual. Denote by τ the unique tracial state on M . An automorphism ϕ of M is approximately inner if there exists a sequence of unitaries (u n ) n∈N in M such that Ad(u n ) → ϕ pointwise in · 2 . Denote by Inn(M) the group of approximately inner automorphisms of M .
Another important class of automorphisms is the centrally trivial automorphisms of M . Definition 2.6. Let M be a II 1 factor with separable predual. Recall that a bounded sequence (
Ct(M ) denote the set of all centrally trivial automorphisms of M .
By the comments following Definition 3.1 in [7] , the set Ct(M ) is a normal subgroup of Aut(M ). It is obviously closed.
We recall from [6] the definition of Connes invariant χ(M ) of a II 1 factor M. Connes used centralizing sequences. For ϕ ∈ M * and x ∈ M, we define [ϕ, x] ∈ M * by [ϕ, x](y) = ϕ(xy − yx) for y ∈ M. A sequence (x n ) n∈N is then said to be centralizing if lim n→∞ [ϕ, x n ] = 0 for all ϕ ∈ M * . In general, centralizing sequences are the right ones to work with.
A bounded sequence (x n ) n∈N in a II 1 factor M is central if and only if there is some (equivalently, for any) strong operator dense subset S ⊆ M, we have [x n , y] → 0 in the strong operator topology for all y ∈ S. In a II 1 factor, these are the same as the centralizing sequences. The implication from (β) to (γ) in Proposition 2.8 of [5] shows that centralizing sequences in M are central. For the reverse, in Proposition 2.8(α) of [5] , we take ϕ to be the tracial state τ . Since [τ, y] = 0 for all y ∈ M, the implication from (α) to (γ) there shows that central sequences in M are centralizing. See [6] .
In general it is not easy to compute the Connes invariant of a II 1 factor. For the hyperfinite II 1 factor R, every centrally trivial automorphism is inner by Theorem 3.2(1) in [8] , so χ(R) = {0}. Moreover, any approximately inner automorphism of the free group factor on n generators L(F n ) is inner, so χ(L(F n )) = {0}. (See [15] , [29] .)
A useful tool to compute the Connes invariant of some II 1 factors is the short exact sequence introduced in [6] . Assume that N is a II 1 factor with no nontrivial hypercentral sequences, that is, central sequences that asymptotically commute in the L 2 -norm with every central sequence of N . Let G be a finite subgroup of Aut(N ) such that G ∩ Inn(M ) = {1}. Define K = G ∩ Ct(N ) and
f is a homomorphism and f | K = 1 . 
Then the Connes short exact sequence (Theorem 4 of [6] ) is given by
See Section 5 in [16] for the definition of the maps ∂ and Π in (2.1). The obstruction to lifting, defined by Connes in [8] , will play a key role in showing that our algebras are not isomorphic to their opposites. Definition 2.9. Let M be a II 1 factor and let α be an automorphism of M . Let n be the smallest nonnegative integer such that there is a unitary u ∈ M with α n = Ad(u). If no power of α is inner, we set n = 0. Since M is a factor, it is easy to check that there is λ ∈ C such that λ n = 1 and α(u) = λu. (Simply apply α n+1 = α • α n = α n • α to any element x in M .) We call λ the obstruction to lifting of α.
Next, we recall what it means for the order on projections to be determined by traces. Let A be a C*-algebra and denote by M n (A) the n × n matrices with entries in A. Let M ∞ (A) denote the algebraic direct limit of the sequence (M n (A), ϕ n ) n∈N , in which ϕ n : M n (A) → M n+1 (A) is defined by a → ( a 0 0 0 ). Denote by T (A) the set of tracial states of A. Definition 2.10. We say that the order on projections over A is determined by traces if whenever p, q ∈ M ∞ (A) are projections with q = 0 such that τ (p) < τ (q) for every τ in T (A), then p q. Cuntz equivalence is an equivalence relation, and we write a for the equivalence class of a. Usually, it is hard to compute the Cuntz semigroup of a C*-algebra, but the following remark computes W (A) for the C*-algebras A of interest here. 
The addition and order on the disjoint union are defined as follows. On each part of the disjoint union, the addition and order are the usual ones. For the other cases, for
Also, x ≤ y if and only if x(τ ) < y(τ ) for every τ ∈ T (A), and y ≤ x if and only if y(τ ) ≤ x(τ ) for all τ ∈ T (A).
The construction
In this section we describe a method to construct simple separable C*-algebras not isomorphic to their opposite algebras. Through this section q is a fixed integer with q ≥ 2. The following construction is a generalization of the construction of [21] for q = 3. In Section 4, we will restrict q to being an odd prime such that −1 is not a square mod q, or q = 4. Definition 3.1. Let q ∈ {2, 3, . . .}. Define the C*-algebra A q to be the reduced free product of q copies of C([0, 1]) and the C*-algebra C q , amalgamated over C, taken with respect to the states given by Lebesgue measure µ on each of the first q free factors and the state given by
on the last free factor. That is,
and regard u 0 as a unitary in A q via the obvious inclusion.
and
Moreover, α q = Ad(u 0 ).
Proof. The proof is the same as that of Lemma 4.6 of [21] .
Remark 3.3. The C*-algebra A q is unital, separable, simple, exact, and has a unique tracial state. Exactness follows from Theorem 3.2 of [10] . Simplicity and uniqueness of the tracial state follow by applying the corollary on page 431 of [1] several times.
Denote by B q the UHF algebra obtained as the direct limit of the system (M q n , ϕ n ) n∈N . We identify M q n with n k=1 M q , and B q with
with x in position k. Let λ : B q → B q denote the shift endomorphism of B q , determined by λ(π k (x)) = π k+1 (x) for all k and all x ∈ M q . Denote by (e i,j ) q i,j=1 the standard system of matrix units in M q . Define unitaries v, u ∈ B q by
Lemma 3.5. The formula
defines an outer automorphism of B q such that β q = Ad(v) and β(v) = e 2πi/q v.
Proof. The proof is the same as that of Lemma 4.3 in [21] .
Proof. The proof is the same as that of Lemma 4.8 of [21] .
generates an action of Z q which has the Rokhlin property.
Proof. It is straightforward to show that Ad(w)
The proof of the Rokhlin property is the same as that of Proposition 6.3 of [21] .
We also write γ for the action of Z q generated by this automorphism, and define the C*-algebra
8 is simple, separable, unital, and exact. It tensorially absorbs the q ∞ UHF algebra B q and the Jiang-Su algebra Z. Moreover, D q is approximately divisible, stably finite, has real rank zero and stable rank one, and has a unique tracial state which determines the order on projections over D q . Also,
where the first isomorphism sends [1] to 1, and is an isomorphism of ordered groups. Finally, letting Z 1 q + be the set of nonnegative elements in Z 1 q ⊆ R, the Cuntz semigroup of D q is given by
Proof. We first consider the algebra C q = A q ⊗ B q in place of D q , and we prove that it has most of the properties listed for D q . The exceptions are that we do not prove stable finiteness or that the order on projections over D q is determined by traces, the K-theory is different (and we postpone its calculation), and we do not compute the Cuntz semigroup.
It is obvious that C q is separable and unital. To prove simplicity of C q , use simplicity of A q (Remark 3.3), simplicity and nuclearity of the UHF algebra B q , and the corollary on page 117 of [25] . (We warn that [25] systematically refers to tensor products as "direct products".) Exactness of C q follows from exactness of A q (Remark 3.3), exactness of B q , and Proposition 7.1(iii) of [18] . Since A q and B q have unique tracial states (the first by Remark 3.3), Corollary 6.13 of [9] (or Lemma 5.1 below) implies that C q has a unique tracial state. Since A q is stably finite and B q is a UHF algebra, Corollary 6.6 of [23] implies that tsr(A q ⊗ B q ) = 1. The algebra B q is approximately divisible by Proposition 4.1 of [2] , so A q ⊗ B q is approximately divisible. Since C q is simple, approximately divisible, exact, and has a unique tracial state, it has real rank zero by Theorem 1.4(f) of [2] . The algebra B q tensorially absorbs B q , and tensorially absorbs the Jiang-Su algebra Z by Corollary 6.3 of [14] . Therefore C q tensorially absorbs both algebras.
The algebra D q is separable and unital because C q is. Exactness of D q follows from Proposition 7.1(v) of [18] . Also, Lemma 3.7 shows that γ has the Rokhlin property. Thus γ k is outer for k = 1, 2, . . . , q − 1. Theorem 3.1 of [19] now implies that D q is simple. Since γ has the Rokhlin property, D q has a unique tracial state by Proposition 4.14 of [20] , tsr(D q ) = 1 by Proposition 4.1(1) of [20] , D q is approximately divisible by Proposition 4.5 of [20] , and D q has real rank zero by Proposition 4.1(2) of [20] . Combining Corollary 3.4(1) of [13] with the Rokhlin property, we see that D q absorbs both B q and Z. Simplicity of D q and existence of a tracial state imply stable finiteness.
It now follows from Proposition 2.6 of [21] that the order on projections over D q is determined by traces.
The computation of K 0 (D q ) is done in the same way as in the proof of Proposition 7.2 of [21] , and we refer the reader to that article for the many details we omit in the following computation. Here we have
so that the Künneth formula (see [24] ) gives
Moreover,
For j = 1, 2, . . . , q, define r j = (0, . . . , 0, 1, 0, . . . , 0) ∈ C q where 1 is in the j-th position. Then the image of the unitary u 0 = e 2πi/q r 1 + r 2 + e 2(q−1)πi/q r 3 + · · · + e 4πi/q r q under the map α is given by α(u 0 ) = r 1 + e 2(q−1)πi/q r 2 + e 2(q−2)πi/q r 3 + · · · + e 2πi/q r q .
This implies that α(r j ) = r j−1 for j = 1, 2, . . . , q and that α(r 1 ) = r q . Since Ad(w) and β are trivial on K-theory, it follows that K 0 (γ) :
The map η → (η, η, . . . , η) is an isomorphism from Z 1 q to ker(id − K 0 (γ)), and one checks that its image is contained in ker(id − K 0 (γ m )) for all m. Therefore this map is an isomorphism from Z 
The main step
Let D q = C q ⋊ Z q be as in Definition 3.8, and let τ be its unique tracial state. In this section we show that if q is an odd prime such that −1 is not a square mod q, or if q = 4, then π τ (D q ) ′′ is not isomorphic to its opposite algebra. This is the main step in proving that D q , as well as the tensor product E ⊗ D q for suitable E, is not isomorphic to its opposite algebra.
The following result belongs to the theory of cocycle conjugacy, but we have not found a reference in the literature.
Lemma 4.1. Let M be a factor, and let n ∈ N. Let α, β : Z n → Aut(M ) be actions of Z n on M. Write the elements of Z n as 0, 1, . . . , n − 1, so that, for example, the automorphisms generating the actions are α 1 and β 1 . Suppose that there is a unitary y ∈ M such that β 1 = Ad(y) • α 1 Then there is an isomorphism ϕ : M ⋊ β Z n → M ⋊ α Z n which intertwines the dual actions, that is, for all l ∈ Z n we have ϕ
Proof. For k ∈ Z we write α k = α k 1 and β k = β k 1 . (This agrees with the notation in the statement when k ∈ {0, 1, . . . , n − 1}.) For k ∈ N define a unitary y k ∈ M by
Set y 0 = 1, and define y k = α k (y * −k ) for k < 0. Then one easily checks that Ad(y k ) • α k = β k for all k ∈ Z, and moreover that y j α j (y k ) = y j+k for all j, k ∈ Z.
Since α n = β n = id M , and since M is a factor, y n is a scalar, and there is a scalar ζ with |ζ| = 1 such that ζ n = y n . For k ∈ Z define z k = ζ −k y k . Then z k is unitary, and we have Ad(z k )•α k = β k for all k ∈ Z and z j α j (z k ) = z j+k for all j, k ∈ Z. Moreover, z j = z k whenever n divides j − k.
Let u 0 , u 1 , . . . , u n−1 be the be the standard unitaries in M ⋊ α Z n which implement α, so that for a ∈ M ⊂ M ⋊ α Z n we have u k au * k = α k (a) and
Similarly let v 0 , v 1 , . . . , v n−1 be the standard unitaries in the crossed product M ⋊ β Z n which implement β. Then there is a unique linear bijection ϕ : M ⋊ β Z n → M ⋊ α Z n such that ϕ(av k ) = az k u k for a ∈ M and k = 0, 1, . . . , n − 1. One checks, using the properties of (z k ) k∈Z , that ϕ is a homomorphism. It is immediate that ϕ intertwines the dual actions.
Lemma 4.2. Let A and B be C*-algebras. Let ρ be a state on A and let ω be a state on B.
Proof. The proof is straightforward (one starts by identifying H ρ⊗ω with H ρ ⊗ H ω ), and is omitted.
Proposition 4.3. Let q be 4 or any odd prime such that −1 is not a square mod q. Let D q = C q ⋊ γ Z q be the C*-algebra of Definition 3.8. Let τ be the unique tracial state on D q (Proposition 3.9), and let π τ be the GelfandNaimark-Segal representation associated to τ . Then the von Neumann algebra π τ (D q ) ′′ is not isomorphic to its opposite algebra. 
for all g ∈ L ∞ ([0, 1]), and
Thus, (α) q = Ad(u 0 ). Then N is the weak operator closure of the image of A q under the Gelfand-Naimark-Segal representation coming from the unique tracial state on A q (see Remark 3.3), and α ∈ Aut(N ) is an extension of the automorphism α defined in (3.2), (3.3), and (3.4). Let ω be the unique tracial state on B q , and let R 0 be the weak operator closure (π ω (B q )) ′′ . Denote by β the extension of β to R 0 . Then R 0 is isomorphic to the hyperfinite II 1 factor R. The automorphism Ad(w) • α ⊗ β generates an action γ of Z q on N ⊗R. Since γ k is outer for k = 1, 2, . . . , q − 1, by Proposition 13.1.5(ii) of [17] the crossed product M = (N ⊗R) ⋊ γ Z q is a factor of type II 1 .
We want to show that M ∼ = π τ (D q ) ′′ . Let σ be the unique tracial state on A q . We have an obvious map C q = A q ⊗ B q → N ⊗R which intertwines γ and γ. Lemma 4.2 shows that this map induces an isomorphism π σ⊗ω (C q ) ′′ ∼ = N ⊗R. Since the group is finite, taking crossed products by Z q gives an
To show that M is not isomorphic to its opposite algebra, we give a recipe which starts with a factor P , just given as a factor of type II 1 with certain properties (see (1) , (2), (3), and (4) below), and produces a subset S q (P ) of Z q , which we identify with {0, 1, . . . , q − 1}. The important point is that this recipe does not depend on knowing any particular element, automorphism, etc. of P . That is, if we start with some other factor of type II 1 which is isomorphic to P , then we get the same subset of {0, 1, . . . , q − 1}, regardless of the choice of isomorphism. When −1 is not a square mod q, we will show that the recipe also applies to P op and gives a different subset, from which it will follow that M op ∼ = M .
We describe the construction first, postponing the proofs that the steps can be carried out and the result is independent of the choices made. Let P be a factor of type II 1 with separable predual. Let χ(P ) denote the Connes invariant of P as in Definition 2.7, and assume that P satisfies the following properties:
(2) The unique subgroup of χ(P ) of order q is the image of a subgroup (not necessarily unique) of Aut(P ) isomorphic to Z q . (3) Let ρ : Z q → Aut(P ) come from a choice of the subgroup and isomorphism in (2) . Form the crossed product P ⋊ ρ Z q , and let ρ : Z q → Aut(P ⋊ ρ Z q ) be the dual action. Then for every nontrivial element l ∈ Z q , the automorphism ρ l ∈ Aut(P ⋊ ρ Z q ) has a factorization ϕ • ψ in which ϕ is an approximately inner automorphism and ψ is a centrally trivial automorphism. (4) For any nontrivial element l ∈ Z q and any factorization ρ l = ϕ • ψ as in (3), there is a unitary z ∈ P ⋊ ρ Z q such that ψ q = Ad(z), and there is k ∈ {0, 1, . . . , q − 1} (see the obstruction to lifting of Definition 2.9) such that ψ(z) = e 2πik/q z.
For a type II 1 factor P which satisfies (1), (2), (3), and (4), we take S q (P ) to be the set of all values of k ∈ {0, 1, . . . , q − 1} which appear in (4) for any choice of the action ρ : Z q → Aut(P ), any nontrivial element l ∈ Z q , and any choice of the factorization ρ l = ϕ • ψ as in (3) . We think of S q (P ) as a subset of Z q in the obvious way.
We claim that the crossed product P ⋊ ρ Z q and the dual action ρ : Z q → Aut(P ⋊ ρ Z q ) are uniquely determined up to conjugacy and automorphisms of Z q . There are two ambiguities in the choice of ρ. If we change the isomorphism of Z q with the subgroup of χ(M ) of order q, we are modifying ρ by an automorphism of Z q . The crossed product M ⋊ ρ Z q is the same, and the dual action is modified by the corresponding automorphism of Z q . Suppose, then, that we fix an isomorphism of Z q with the subgroup of χ(M ) of order q, but choose a different lift ρ to a homomorphism Z q → Aut(M ). Then Lemma 4.1 implies that the crossed products are isomorphic and the dual actions are conjugate. This proves the claim. Since if the dual action changes by conjugation the automorphisms in the decomposition of (3) also change by conjugation, and the obstruction to lifting is unchanged by conjugation, it follows that changing the dual action by conjugation leaves S q (P ) invariant. This show that S q (P ) can be computed by fixing a particular choice of ρ : Z q → Aut(P ).
Next we check that if P satisfies (1), (2), (3), and (4), then so does P op . For this purpose, we use the von Neumann algebra P c described in Definition 2.1 which is isomorphic to P op by Remark 2.2. Scalar multiplication enters in the definition of S q (P ) in only two places. The first is the definition of the dual action ρ : Z q → Aut(P ⋊ ρ Z q ). However, the change is easily undone by applying the automorphism l → −l of Z q . The other place is in the definition of the obstruction to lifting. So P c satisfies the conditions (1), (2), (3), and (4), and we get
where we are treating S q (·) as a subset of Z q . In the rest of the proof, we show that the II 1 factor M = (N ⊗R) ⋊ γ Z q satisfies (1), (2), (3), and (4), and that moreover S q (M ) can be computed using, for each nontrivial element l ∈ Z q , just one choice of the factorization ρ l = ϕ • ψ in (3) and one choice of the unitary z in (4). We then finish by computing S q (M ).
Begin by observing that N ∼ = L(F q ⋆ Z q ) is full, which is equivalent to saying that N has no nontrivial central sequences. (See Lemma 3.2 and Remark 3.1 of [29] .) It follows from the proof of Proposition 3.5 of [29] that N ⊗R has no nontrivial hypercentral sequences. The same argument as in Section 5 of [29] shows that for our II 1 factor M the short exact sequence described in (2.1) is given by
and χ(M ) is isomorphic to Z q 2 , as required for (1). Using similar reasoning to that in the proof of Theorem 5.5 of [29] , one can also show that the unique subgroup of order q in χ(M ) ∼ = Z q 2 is the image of the action σ : Z q → Aut(M ) obtained as the dual action on M = (N ⊗R) ⋊ γ Z q . Thus, there exists at least one choice for ρ, namely σ composed with some isomorphism Z q → Z q . Therefore M satisfies property (2) . By Takesaki's duality theory (see Theorem 4.5 of [26] ), there is an isomorphism
which identifies g → ρ g with the tensor product g → γ g ⊗ Ad(λ(g) * ) of γ and the conjugation by the left regular representation of Z q on l 2 (Z q ). Now let l ∈ Z q . We claim that ρ l can be written as a product ϕ • ψ for an approximately inner automorphism ϕ and a centrally trivial automorphism ψ, and that this factorization is unique up to inner automorphisms. This will imply property (3). We first consider uniqueness, which is equivalent to showing that every automorphism which is both approximately inner and centrally trivial is in fact inner. Since, as noted above, N is full, the decomposition of Lemma 3.6 of [29] can be used to show that every automorphism of N ⊗R which is both approximately inner and centrally trivial is in fact inner. Uniqueness now follows because (N ⊗R) ⊗ B(l 2 (Z q )) ∼ = N ⊗R.
For existence, since the approximately inner automorphisms are a normal subgroup of Aut M ⋊ ρ Z q , it suffices to take l to be the standard generator of Z q . Equivalently, consider γ ⊗ Ad(λ(1) * ). We will take
It is clear that γ ⊗Ad(λ(1) * ) = ϕ•ψ. The automorphism ϕ is approximately inner because, by construction, β is approximately inner. (In fact, by Theorem XIV.2.16 of [27] , every automorphism of R is approximately inner.) To see that ψ is centrally trivial, we observe that, by the proof of Proposition 3.5 of [29] , every central sequence in N ⊗R has the form (1 ⊗ x n ) ∞ n=1 for some central sequence (x n ) ∞ n=1 in R. This proves the claim. The obstruction to lifting for ψ (as in property (4)) is independent of the choice of the unitary z implementing ψ q because M is a factor. By the proof of Proposition 1.4 of [8] it is unchanged if ψ is replaced by Ad(y) • ψ for any unitary y ∈ M ⋊ σ Z q . Since the centrally trivial factor of an automorphism is determined up to inner automorphisms, and ϕ and ψ commute up to an inner automorphism, it follows that we can compute S q (M ) by simply computing the obstructions to lifting for all powers ψ l for a fixed choice of ψ and for l = 1, 2, . . . , q − 1. We can take
for which z = u 0 ⊗ 1 ⊗ 1 has already been shown to be a unitary with ψ q = Ad(z) and ψ(z) = e −2πi/q z. Now one uses Equations (4.1), (4.2), and (4.3) to check that
Therefore (identifying {0, 1, . . . , q − 1} with Z q in the usual way)
As observed in Equation (4.4) above, S q (M op ) is then given by
If q is an odd prime, then we are assuming −1 is not a square mod q. If q = 4, then one easily checks that −1 is not a square mod q. In either case, we have S q (M op ) = S q (M ), whence M op ∼ = M .
C*-algebras not isomorphic to their opposite algebras
We now use the result of Section 4 to produce a number of examples of simple exact C*-algebras not isomorphic to their opposite algebras.
The following result is well known but we did not find a reference in the literature.
Lemma 5.1. Let A and B be unital C*-algebras and assume that B has a unique tracial state τ . Then the map σ → σ ⊗ τ is an affine weak* homeomorphism from the tracial state space of A to the tracial state space of A ⊗ B.
Proof. The map σ → σ ⊗ τ is obviously affine. It is easy to check that σ → σ ⊗ τ is injective, by considering (σ ⊗ τ )(a ⊗ 1) for a ∈ A.
We prove surjectivity. Let ρ be a tracial state on A ⊗ B. Define a tracial state σ on A by σ(a) = ρ(a ⊗ 1) for a ∈ A. We claim that σ ⊗ τ = ρ. It suffices to verify equality on a ⊗ b for a ∈ A + and b ∈ B. So let a ∈ A + . Define a tracial positive linear functional ν a : B → C by ν a (b) = ρ(a ⊗ b) for b ∈ B. By uniqueness of τ, there is λ(a) ≥ 0 such that ν a = λ(a)τ. Then
Thus for all b ∈ B, we have
This completes the proof of surjectivity, and shows that the inverse map is given by ρ → ρ| A⊗1 B .
It is obvious that ρ → ρ| A⊗1 B is continuous for the weak* topologies. Since both tracial state spaces are compact and Hausdorff, it follows that σ → σ ⊗ τ is a homeomorphism.
Proposition 5.2. Let q be 4 or any odd prime such that −1 is not a square mod q. Let D q be the C*-algebra of Definition 3.8. Let E be a simple separable unital nuclear stably finite C*-algebra. Then E ⊗ D q is exact and
Proof. Exactness follows from Proposition 7.1(iii) of [18] .
Let τ be the unique tracial state on D q (Proposition 3.9). Let R be the hyperfinite II 1 factor. We claim that
To prove the claim, let ω be the unique tracial state on B q . By Proposition 3.9, there is an isomorphism ϕ :
′′ by Lemma 4.2, and π ω (B q ) ′′ ∼ = R, the claim follows.
We now claim that we may assume that E ⊗ B q ∼ = E. Indeed, B q ⊗ D q ∼ = D q by Proposition 3.9, so that (E ⊗B q )⊗D q ∼ = E ⊗D q . Accordingly, we may assume that E is also infinite dimensional. By Corollary 9.14 of [12] , there is a tracial state on E. So the Krein-Milman Theorem provides an extreme tracial state σ on E. We have
Using Lemma 4.2 at the first step, (5.2) at the second step, and (5.1) at the third step, we get
Now suppose that there is an isomorphism
Lemma 5.1 provides an extreme tracial state ρ on E op such that (σ ⊗τ )•ψ = ρ ⊗ τ op . The state ρ op is clearly extreme. Using (5.3) at the first step, Lemma 2.4 at the fourth step, Lemma 4.2 at the fifth step, and (5.3) with ρ op in place of σ at the sixth step, we therefore get
This contradicts Proposition 4.3.
We use Proposition 5.2 to give many examples of simple separable exact C*-algebras not isomorphic to their opposites. Many other variations are possible. The ones we give are chosen to demonstrate the possibilities of nontrivial K 1 , of K 0 being the same as that of many different UHF algebras, of real rank one rather than zero, and of having many tracial states.
Theorem 5.3. Let p be 2 or an odd prime such that −1 is not a square mod p. Then there exists a simple separable unital exact C*-algebra A not isomorphic to its opposite algebra which is approximately divisible and stably finite, has stable rank one, tensorially absorbs the p ∞ UHF algebra and the Jiang-Su algebra, and has the property that traces determine the order on projections over A. In addition, A has the following properties: Proof. Take q = 4 if p = 2, and otherwise take q = p. Take A to be the C*-algebra D q of Definition 3.8. Then A ∼ = A op follows from Proposition 5.2 with E = C. All the other properties follow from Proposition 3.9, in the case p = 2 using B 4 ∼ = B 2 and Z 1 4 = Z 1 2 . Theorem 5.4. Let p be 2 or an odd prime such that −1 is not a square mod p. Let B be any UHF algebra whose "supernatural number" is divisible by arbitrarily large powers of p. Then there exists a C*-algebra A as in Theorem 5.3, except that (1) and (3) are replaced by:
(
Proof. Take q = 4 if p = 2, and otherwise take q = p. Let D q be as in Definition 3.8. Take A = B ⊗ D q . Then exactness of A and A ∼ = A op follows from Proposition 5.2. The condition on B implies that
is clearly zero. Since B is in the bootstrap class, the Künneth formula of [24] gives K 0 (A) ∼ = K 0 (B) and K 1 (A) = 0.
It is obvious that A is separable and unital. Simplicity of A follows from simplicity of B and D q and nuclearity of B, by the corollary on page 117 in [25] . (We warn that this reference systematically refers to tensor products as "direct products".) Since D q has a unique tracial state (by Proposition 3.9), Lemma 5.1 implies that A has a unique tracial state. Combined with simplicity, this gives stable finiteness. The algebra A absorbs both B q and Z because D q does (by Proposition 3.9). Since A is stably finite, B q is a UHF algebra, and B q ⊗ A ∼ = A, Corollary 6.6 of [23] implies that tsr(A) = 1. The algebra D q is approximately divisible by Proposition 3.9. So A = B⊗D q is approximately divisible. Since A is simple, approximately divisible, exact, and has a unique tracial state, it has real rank zero by Theorem 1.4(f) of [2] . It follows from Proposition 2.6 of [21] that the order on projections over D q is determined by traces. The computation of W (A) follows from the computation of K 0 (A) above, Z ⊗ A ∼ = Z, and Remark 2.13.
Theorem 5.5. Let p be 2 or an odd prime such that −1 is not a square mod p. Let G be any countable abelian group. Then there exists a C*-algebra A as in Theorem 5.3, except that (2) is replaced by:
Proof. Choose, using Theorem 4.20 of [11] , a simple unital AH algebra E with a unique tracial state, such that K 0 (E) ∼ = Z So the Künneth formula of [24] implies that K * (A) is as claimed. Proof. Using Theorem 3.9 of [28] , choose a simple unital AI algebra E such that K 0 (E) ∼ = Z 1 p , with [1 E ] → 1, and T (E) ∼ = ∆. Take q = 4 if p = 2, and otherwise take q = p. Let D q be as in Definition 3.8. Take A = E ⊗ D q . Using E in place of B, proceed as in the proof of Theorem 5.4. The differences are as follows. Here, since D q has a unique tracial state (by Proposition 3.9), Lemma 5.1 gives an affine homeomorphism from T (E) ∼ = ∆ to T (A). The computation of W (A) is as before, but the answer is different because T (A) ∼ = ∆ instead of being a point. Since there is only one state on the scaled ordered group K 0 (A), all tracial states must agree on all projections in A. Since ∆ has more than one point, the projections in A do not distinguish the tracial states. So A does not have real rank zero. However, we still get tsr(A) = 1, so A has real rank at most 1 by Proposition 1.2 of [3] .
Remark 5.7. Each of Theorem 5.4, Theorem 5.5, and Theorem 5.6 (separately) gives uncountably many mutually nonisomorphic C*-algebras. 6 . Open questions Question 6.1. Let q be an odd prime such that −1 is a square mod q. Is is still true that D q , as in Definition 3.8, is not isomorphic to its opposite algebra?
The invariant we use, the obstruction to lifting, no longer distinguishes D q and (D q ) op , but this does not mean that they are isomorphic.
Even if D q ∼ = (D q ) op , different methods might give a positive answer to the following question: Question 6.2. Let p be an odd prime such that −1 is a square mod p. Does there exist a simple separable unital exact stably finite C*-algebra A not isomorphic to its opposite algebra such that K 0 (A) ∼ = Z Such an algebra would have no nontrivial projections. Question 6.4. Does there exist a simple separable unital exact purely infinite C*-algebra A not isomorphic to its opposite algebra?
