is called the space of bivariate splines of degree q and smoothness r on .6.. Here, .
denotes the space ofbivariate polynomials of total degree q and II q denotes the space of univariate polynomials of degree q.
A set {Zl,"', zm} in n, where m = dim s~ (.6 .) is called a Lagrange interpolation set for s~ (.6.) if for each function ! E C(n), a unique spline exists such that s (Zi) = !(Zi), i = 1, ... , m. If also partial derivatives of! are involved and the total number of Hermite conditions is m, then we speak of a Hermite interpolation set for s~ (.6.) .
Lagrange and Hermite interpolation sets for s~ (.6 .C) were constructed for crosscut partitions .6. c , in particular for rectangular partions with diagonals, in [1, 10, 32, 33, 43, 44, 49, 55, 56] . Results on the approximation order of these interpolation methods were given in [10, 18, 32, 42, 45, 47, 55, 56] . Much less is known about interpolation by s~ (.6 .) for more general dasses oftriangulations . 6 .. Based on the results of Morgan & Scott [40] a Hermite interpolation scheme for Si (.6.) , q~5, where .6. is an arbitrary triangulation, was defined by Davydov [16] .
In this case, Lagrange interpolation sets were constructed by Davydov & Nürnberger [17] . Their method can also be applied for q = 4, where .6. has to be slightly modified if exceptional constellations of triangles occur. Earlier, Gao [26] defined a Hermite interpolation scheme for Sh. 6 .) in the special case when . 6 . is an odd degree triangulation.
Interpolation sets for sj (.6.) , whe re .6. is a nested polygon triangulation, were given in Davydov, Nürnberger & Zeilfelder [19] . For q~3r + 2, a Hermite interpolation set for S~ (.6.) , . 6 . an arbitrary triangulation, was constructed by Chui & Lai [13] . In this case, a Hermite-Birkhoff type interpolation scheme was given by Davydov, Nürnberger & Zeilfelder [21] with detailed investigations of its approximation order (see also de Boor & Höllig [7] ' de Boor & Jia [8] ' Chui, Hong & Jia [14] ' Lai & Schumaker [38] ). Results on almost interpolation (i.e. interpolation after small perturbations of the points) by S~ (.6.) were given by Davydov, Sommer & Strauß [22] ' and the references therein.
In this paper, we describe an inductive method for constructing triangulations .6. which are suitable for interpolation by S~ (.6.) , r = 1,2. By starting with one triangle, in each step, we add locally chosen scattered points and obtain a larger subtriangulation (to which the splines can be extended). Simultaneously, in each step, we determine the dimension of the spline space on the resulting subtriangulation and construct Lagrangerespectively Hermite interpolation sets. In this way, we obtain interpolation sets for si (.6 .), q~3 and S; (.6.) , q~5. For the space S; (.6.) it is necessary to split some of the triangles. In addition, we describe a more general dass of triangulations . 6 .Q such that its vertices form an interpolation set for si (.6 
.Q).
In contrast to global methods, the interpolating splines can be computed locally by passing from triangle to triangle and by solving small systems. We also note that our interpolation method can be used for the construction of smooth surfaces, where only data are used -and no derivative. For scattered data fitting the (approximative) data are computed by local methods. This in contrast to finite element methods for cubic splines, where all triangles have to be subdivided by a Clough-Tocher split and derivatives are involved. For details see Remark 7.2. Our numerical results show that the interpolation methods for functions and scattered data work efficiently, where for low degree splines some triangles have to be subdivided.
Construction of Triangulations
In the following, we construct a triangulation 6 . for a set of finitely many points in the plane which is suitable for interpolation by S~ (6.) , r = 1,2. The triangulation is constructed inductively as follows.
We first assurne that in each step sufficiently many points can be added. In the first step, we choose three points and consider the corresponding triangle. Now, we assurne that a simply connected triangulation A is already constructed. We denote the vertices on the boundary of A by VI,' .. , Vn (in clockwise order). Now, we pass through the vertices VI,' .. , Vn and add a subtriangulation of locally chosen scattered points to each ver- For the case, when r = 2, one triangle of PJ-l has to be subdivided into three subtriangles (see with different slopes. In this case, a triangle of PI-' has to be subdivided which has an edge eJ-l,V with slope different from all other edges in {eJ-l,o," " . , eJ-l,AI'+d, or an arbitrary triangle of PI-' has to be subdivided if there does not exist such an edge el-',vo We subdivide this triangle such that we obtain four consecutive edges with end point vJ-l which have different slopes. If there exist sufficiently many points such that for each f.£ E {I, ... , n}, a polyhedron PJ.L with the above properties can be added, we obtain a larger triangulation.
If for some f.£ E {I, ... , n}, such a poly hedron cannot be added, we choose some point and add a triangle with vertex vJ.L which has exactly one common edge with the given subtriangulation and so forth. By proceeding with this method, we finally obtain the triangulation .6..
Since in our method, there is some freedom in the choice of the polyhedrons PJ.L, we briefiy discuss some algorithmic aspects. We note that by applying the spline method described in the subsequent sections we also obtain the interpolation sets for S~ (.6.) , r = 1,2, where Li is a convex quadrangulation with diagonals in [46] ' where different methods are used.
Construction of Admissible Sets
In this section, we construct admissible sets for spline spaces S~ (.6.) , where q 2: 3 if r = 1, and q 2: 5 if r = 2. In order to describe admissible sets we need somenotations
[I]
(UJ exists with these coeffieients in the representation (1) of s. We remark that the not ion of admissible sets is closely related to the notion of minimally determining sets (cf. [3, 4, 31, 53, 54] ). However, we need this notion for describing the interpolation sets in a unified way and for the argumentations in our proofs. We need the following simple lemma on the connection of admissible sets and the dimension of S~(.6.). 
For r = 1, i.e. for the space S~(.6.), we assign the following sets.
Q={(i,j,k): i+j+k=q}
Here, we refer to the construction of the triangulation .6. (see Section 2). We recall that .6. is constructed by adding to each boundary point vJ.Lof the subtriangulation, constructed so far, a polyhedron PJ.L (see Figure 1. ). Therefore, in order to construct an admissible set for S~ (.6.) , it essentially suffices to describe which sets are assigned to the triangles of PJ.L' In Figure 1 
We note that the sets which will be assigned to each T [lvI] are understood with respect to the representation (1) 
We assign the set Q to the first triangle in the construction of .6.. Moreover, to each polyhedron PJ.L,we assign the following sets: We assign the set BI to Tllv], the set Cl to T[lv+l] and the set Al to the remaining triangles of Pj1. (see Figure 3. ). 1£for some J.L such a polyhedron cannot be added, we assign the set Al to the triangle with vertex vj1. that has exactly one common edge with the given subtriangulation. In this way, we assign to each triangle T[l] of .6. a set of indices (by adding the index l to the elements (i,j, k)). The union of all such sets yields a subset of 1= {(i,j, k, l) :
Theorem 3.2 For q~3, the set Al is an admissible set for S~ (.6 
.).
For r = 2, i.e. for the space S~(.6.), we assign the following sets.
Q={(i,j,k): i+j+k=q}
In addition, if some triangle of 6. is subdivided, we assign one of the following sets.
Case 2. S~(.6.), q~5.
As above, we refer to the construction of .6. (see Section 2). We recall that 6. is constructed by adding to each boundary point vj1. of the subtriangulation, constructed so far, a polyhedron Pj1. (see Figure 1. ). Therefore, in order to construct an admissible set for S~ (.6.) , it essentially suffices to describe which sets are assigned to the triangles of Pj1." In Figure 1 ., we set wj1.,O = Wj1.-I,AI'_l' WIt,AI'+1 = VIt+I ' We assign the set Q to the first tri angle of ß which we constructed.
Moreover, to each polyhedron PJ.L (see Figure 1. 
the set D2 to T[lv+21 and the set A2 to the remaining triangles of PJ.L (see Figure 4. ). We note that the sets which will be assigned to each T[lvI] are understood with respect to the representation Figure 5. ). If for some J.L such a polyhedron cannot be added, we assign the set A2 to the tri angle with vertex vJ.L that has exactly one common edge with the given subtriangulation.
In this way, we assign to each triangle T(l] of ß a set of indices (by adding the index l to the elements (i, j, k)). where
It is weIl known (cf. [9, 23] ) that for r = 1 the smoothness eonditions (ii) of Lemma T. For r = 1, i.e. for the spaee S~(6..), we eonsider the following sets.
Note that we choose points and line segments according to the following general rules: the points should not lie on triangles considered before and the line segments should be parallel with respect to a certain direction and should have all a non-empty intersection with both of the edges [VI, V2], [VI, V3J.
In Section 3, we described which index sets Q, Al The union of these points sets is denoted by £1 for 6..
Theorem 4.1 Por q~3, the set £1 is a Lagrange interpolation set for S~(6.).
For r = 2, i.e. the space S~(6.), we consider the following sets.
Set c2: Choose q -3 disjoint line segments Cl, ... , Cq-3 in T. For J1, = 1, ... , q -4, choose q -1 -J1, points on cp. J8,ndchoose the point on Cq-3 which lies on the edge [Vl, V3] .
In addition, if T has to be subdivided, we consider the following sets for q = 5,6. Set (;2: If q = 5, then choose two distinct points on the edge [Vl, V3] . If q = 6, then choose three distinct points on the edge [Vl, v31, two different distinct points on the edge [V2, V3] and one point from the interior of T.
In this case, for q~7, we choose the following set.
choose q -4 -J1, points on dp. and choose the point on dq-6 which lies on the edge [Vl, v31.
Note that we choose points and line segments according to the above general rules.
In Section 3, we described which index sets Q, A2, B2, C2, (;2, D2, D2 are assigned to the triangles of Ll. Now, we choose point sets with exactly the same symbols for the Figure 4 ., Figure 6 . and Figure 7 .). The union on these point sets is denoted by £2 for Ll.
Theorem 4.2 For q~5, the set £2 is a Lagrange interpolation set for S;(L~).
In the following, we construct Hermite interpolations sets for S~(Ll), r = 1,2 (simultaneously with the admissible sets constructed in Section 3). For doing this we describe some basic Hermite interpolation conditions which we obtain by using the above Lagrange interpolation sets and taking limits, which means that certain points and line segments coincide. Rbughly speaking, the corresponding Hermite interpolation conditions are obtained as follows. If certain points on a line segment coincide, then we pass to the directional derivatives along the line segment, and if certain line segments coincide, then we pass to the directional derivative of a unit vector which is not collinear to the directional derivative along the line segment. For simplicity, we use the same symbols as in Section 3 for the Hermite interpolation conditions. Let f E C(n) be a sufficiently differentiable function. For a given triangle 
Theorem 4.3 For q~3, the set Jil is a Hermite interpolation set for S~(~).
For r = 2, i.e. the space S~(~), one of the following Hermite interpolation conditions is imposed to a polynomial p E Irq on T at a point in T.
ConditionC2:
In addition, if T has to be subdivided, we impose the following Hermite interpolation conditions.
Note, that V3 and v should not lie on triangles considered before. In Section 3 we described which index sets Q, A2, B2, C2, 62, D2 are assigned to the triangles TU], l = 1, ... ,N of~. Now, we choose Hermite interpolation conditions for the polynomials pU] at a point of TU], l = 1, ... ,N, with exactly the same symbols Q, A2, B2, C2, 62, D2. The union of these points is denoted by Ji2 for~.
Theorem 4.4 For q~5, the set Ji2 is a Hermite interpolation set for S~(~).
For later use, we discuss a fundamental connection of the partial derivatives of a polynomial (given in the form (1)) at a vertex and its Bezier-Bernstein coefficients (cf. [6, 13, 23] ).
Let p E Irq on T =~(Vl,V2,V3) be given in the form (1) and let dj, j = 1,2, be unit vectors in direction of the edge [VI, Vj+l] , j = 1,2. For all 0~a + ß~q, we have 
j=Ok=O It easily follows from (2) and induction that if the Bezier-Bernstein coefficients
Conversely, if all these derivatives are given, then the Bezier-Bernstein coefficients aq-j-k,j,k, j = 0, ... , a, k = 0, ... , ß, are uniquely determined. This can be seen by induction and the following equation which is an immediate consequence of (2).
aq-Q-ß,Q,ß (3)
5 Proof of the MainTheorems for SĨ n this section, we prove our main theorems for S~(L~) (Theorem 3.2, Theorem 4.1 and Theorem 4.3). We begin with the proof of our result on admissible sets. For doing this, we need Theorem 5.1.
Let P = Pj.L be a polyhedron as in Figure 1 . and ß* be a triangulation of a domain 0* such that P and ß* have common edges [v, wo] Proof Let us first assurne that A = 1. We set ml = m -1, m2 = (q;2) and m =
card(A).
Since A* = {0"1, ... ,O"m-mI-m2} is an admissible set for S~(ß*), q 2: 3, it follows that for every choice of coefficients a( 0" j.L), f.t = 1, ... , m-ml -m2, a unique spline s* E S~(ß*) exists with these coefficients in the representation (1) 
exists with these coefficients in the representation (1) of s. This shows the case A = 1.
1£ A > 1, we may assurne that the edges e>.-l and e,X+I have different slopes. It follows from Lemma 3.4 (applied to the edges eo, ... , e>.-2) that for every choice of coefficients corresponding to the sets Al = {(i,j, k, Iv): • Proof of Theorem 4.1: It is weIl known that the set Q is a Lagrange interpolation se_t for t~e space defined on the triangle chosen in the first step of oUf construction. Let 6.
and Li be defined as in the proof of Theorem 3.2. Then it follows from induction and 
We prove (7) by induction on fJ, and by using the homogeneous interpolation conditions at 
where ej, ejl,j, eid1,j are suitable real numbers. By ind uction hypothesis the third term on the right hand-side of (8) vanishes. Since p(l~L
follows from (8) and by induction on j that a~~l,j,q-7)-l-j
This proves (7) . 
Now, we claim that (10) We prove (10) Proot By our construction we have A~2. We first assume that A = 2. We set
m3 = (q;4) and m = card(A).
Since A* = {O"I,... , 0"m-ml -m2 -m3} is an admissible set for S~(.6. *), q~5, it follows that for every 
Proof
We first assurne that A = 1. We set ml and m3 as in the proof of Theorem
6.1, m2 = (q;l) -4 and let m = card(A).
We may assurne that T[lo] is subdivided. Since A* = {al, ... ,am-ml-m2-2m3}
is an admissible set for S~(.6.*), q~5, it follows that for every choice of coefficients a(a,J, f..l = 1, ... ,m -ml -m2 -2m3, a unique spline s* E S~(.6.*) exists with these coefficients in the representation (1) 
O)](YO). (14)
On the other hand, it follows from the C 2 -property and (11) that
From this and (14) Since (q -4,0,4) E C2 by Lemma 3.5 the coefficient a~~,ä!3 is uniquely determined.
Then for every choice of coefficients a((
where {(Jm-m2-2m3+l,"" (Jm-2m3+2} (.6 
. p).
Proof By our construction we have A 2: 2. We first assurne that A = 2. We set ml, m2, m3, as in the proof of Theorem 6.1 and m = dim S~(.6.p). Moreover, let £:,*= {Zl, ... ,zm-ml-m2-m3}~£:, = {Zl, ... ,Zm} and a spline s E S~(.6.p), q 2: 5, which satisfies S(Zi) = 0, i = 1, ... , m, be given. We will show that S = O. Since C is a Lagrange interpolation set for S~(.6.*), it follows that sln' = O. Since s is a C (3), (15) and (17) we have that the coefficients aq vanish at e2. Thus,
Let dJ1.' J.L = 1, ... , q -5, be the line segments chosen in T [12] such that q -4 -J.L points of {Zm-m3+1,'"
,zm} lie on dJ1., J.L = 1, ... , q -5. As in the proof of (16) If A > 2, we may assume that the edges e.x-2, e.x-l, e.x, and e.x+1 have different slopes. Since s is a C 2 -spline the function values, all the first and second derivatives of
Let aJ1., J.L = 1, ... , q -2, be the line segments chosen in T(lo] such that q -1 -J.L of the chosen points lie on aJ1.' J.L = 1, ... , q -2. As in the proof of (16) we can see that 
Proof
We first ass urne that A = 1. Let ml, m2, m3 be as in the proof of Theorem
and £* = {Zl,"', zm-ml-mz-2m3}~£ = {Zl,"', zm}. We may assurne that T(lo] is subdivided. Let a spline S E sg(ß 'j,), q~5, which satisfies S(Zi) = 0, i = 1, ... , m, be given. We will show that S = O. Since £* is a Lagrange interpolation set for sg(ß*), it follows that sln* = O. Since s is a C 2 -spline the function values and all first and second derivatives of As in the proof of Theorem 6.5 it follows from (22) 
Let dp., p, = 1, ,q -6, be the line segments chosen in T[(lo,l)] such that q -4 -p, points of {zm-2m3+3, ,zm-~3} lie on dp., p, = 1, ... The rest of the proof is similar to the proof of Theorem 6.5. This proves Theorem 6.6.
• 
We prove (24) by induction on p, and by using the homogeneous interpolation conditions 2 dp (27) Moreover, P~~LdP (W2) = 0, P = 0,1,2. Then it follows from (27) and the interpolation As in the proof of (24) the interpolation conditions of p [lo] = sT10J E fI q at WI imply that 
Final Remarks and Numerical Examples
We finally discuss some variants of our basic principle of constructing triangulations b.. and interpolation sets for S~(b..), r = 1,2, which result from our numerical experience. Moreover, we give some numerical examples. We first consider the spaces S~(b..). By applying the above interpolation methods, we obtain good approximations for q~4.
We first note, that we may use the following variant in the iterative construction of the triangulation b.. if small angles appear at the boundary of the subtriangulation Li constructed so far. If two adjacent boundary edges form a small angle we may connect these edges and use a Clough-Tocher split of the resulting triangle. Now, for S~(b..), q~3, interpolation schemes can be constructed analogously as in Section 4.
In order to obtain good approximations in the case q = 3 for non-uniform triangulations b.. it is necessary to modify the triangulation b.., i.e. to subdivide some of the triangles of the polyhedron added in each step as folIows. If a polyhedron is added such that two neighboring triangles form a convex quadrangle, then we add the second diagonal if possible. Otherwise, we subdivide one of the triangles of the polyhedron by using a Clough-Tocher split. The corresponding admissible sets are shown in Figure 8. (the admissible points addeB in one step are marked by filled circles), and the interpolation sets can be defined analogously as in Section 4. We finally consider the case q = 2. In this case, we consider triangulations L::lQ of the following type. By starting with one triangle, we describe L::lQ inductively as follows.
Vj.L

Given a subtriangulation
Li Q , we add a triangle T which has one common edge with Li Q .
Then in clockwise order, successively we add quadrangles (with two diagonals ) having one common edge with Li Q and triangles having one common point with Li Q , where the last quadrangle also has one common edge with T (see Figure 9. ). We denote the resulting subtriangulation again by Li Q and proceed with this method to obtain L::lQ' In this case we obtain the admissible set shown in Figure 9 . (the admissible points are marked by filled circles), since the intersection points of the diagonals of the quadrangles f(x,y) are singular (cf. [46] Theoretically, if we consider in~Q instead of the quadrangles with two diagonals arbitrary quadrangles, then for the quadrangles with only one diagonal no interpolation point can be chosen. In this case, no good approximations can be expected, in general.
As a numerical test, we use our interpolation methods to approximate the test function of Franke 3 _ (9:r-2)2+(9y-2) 2 3 _ (9:r+1)2 _ (9y+1) = -e Table 1 .
Ilf -81100 Here, we note that there is some freedom in defining Hermite interpolation conditions. For example, we may only impose interpolation conditions at the vertices by replacing the condition Cl for r = 1 as folIows:
(Here, the unit vectors dj, j = 1,2, are chosen as in Section 4). Numerical examples for $~(A), q = 2, ... ,7, where A is a given convex quadrangulation with diagonals, were given in [46] . Now, we consider the space S~ (6.) . By applying the above methods, we obtain good approximations for q~7. We note that according to our numerical experience, for q = 7, it is advantageous to modify the admissible set (and the correspondingHermite interpolation set) from the above sections as in Figure 10 . (the admissible points added in one step are marked by filled circles). Figure 10 . Admissible sets for S?(t:..).
VJ.L
In order to obtain good approximations for q = 6, it is necessary to modify the triangulation 6. as follows. If in the construction of 6. a polyhedron PJ.L is added with a triangle subdivided, then we also subdivide a neighboring triangle of PJ.L' The corresponding admissible set is shown in Figure 11 . (the admissible points added in one step are marked by filled circles), and the corresponding Hermite interpolation set can be defined analogously as in Section 4. Again, we use our interpolation method to approximate the test function of Franke by S~(fl), q = 6,7. The results for the Hermite interpolating spline 8 which give similar results. Again, there is some freedom in defining Hermite interpolation conditions. For example, we may only impose interpolation conditions at the vertices by replacing the condition D2 for r = 2 as folIows:
(Here, the unit vectors dj, j = 1,2, are chosen as in Section 4).
We note that the complexity of the algorithm for computing the interpolating splines on the triangulation b.. is O(cardb..).
After having written long computer programs for spline interpolation, we started with some tests on scattered data fitting. Let data be given at the vertices of a triangulation b.. constructed by our method. By using these data, we compute the interpolation conditions, needed for our spline method, approximatively by applying a local interpolation method for rr2. With these approximative values, we compute splines from S~(b..), r = 1,2 (See Table 4 . and by Gmelig Meyling & Pfluger [28] (see also Grandine [29] ), where the solvability of the corresponding linear system has to be required. We also note that our interpolation methods are different from the finite element approach, where Hermite interpolation conditions are involved. In contrast to our method, all triangles of~have to be sub. divided into at least three subtriangles while in our methods only some of the triangles have to be subdivided into three subtriangles. Moreover, there are no corresponding Lagrange interpolation schemes on~.
For C 1 -splines of degree q = 2,3, there are the classical schemes of Clough & Tocher [15] ' Fraeijs de Veubeke and Sander [25, 51] (see also Lai [36] ) and Powell & Sabin [48] [11, 12] for sl(~) and by Lai & Schumaker [38] for Sg(~) (see also [39] ) for certain classes of triangulations ß.
