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Abstract
The purpose of this paper is to give explicit methods for bounding
the number of vertices of finite k-regular graphs with given second
eigenvalue. Let X be a finite k-regular graph and µ1(X) the second
largest eigenvalue of its adjacency matrix. It follows from the well-
known Alon–Boppana Theorem, that for any  > 0 there are only
finitely many such X with µ1(X) < (2 − )
√
k − 1, and we effectively
implement Serre’s quantitative version of this result. For any k and
, this gives an explicit upper bound on the number of vertices in a
k-regular graph with µ1(X) < (2− )
√
k − 1.
1 Introduction
The purpose of this paper is to give explicit methods for bounding asymptotic
behavior of the spectrum of finite k-regular graphs. We begin with notation
that will be used throughout. Fix k ≥ 3 and let X be a finite connected
k-regular graph with n vertices. If AX is the adjacency matrix of X, let
µ0(X) ≥ µ1(X) ≥ · · · ≥ µn−1(X)
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be its eigenvalues, i.e., its spectrum. It is well-known that µ0(X) = k, and
|µj(X)| ≤ k for all 0 ≤ j ≤ n − 1. Throughout this paper we study µj
and leave it to the interested reader to convert our results to the Laplacian
spectrum of X
{λj(X) = k − µj(X)} ⊂ [0, 2k].
Our starting point is the following quantitative version, due to Serre, of the
famous theorem of Alon and Boppana (see [1], [9], or [6, Theorem 1.4.9]).
Theorem 1.1 (Quantitative Alon–Boppana Theorem). For any  > 0 and
natural number k, there exists a positive real constant C(k, ) such that for
any k-regular graph X on n vertices
#
{
j | µj(X) ∈ [(2− )
√
k − 1, k]
}
≥ C(k, )n. (1)
See [4] for another elementary proof, and see [12] for a proof that also
includes multipartite graphs and an improvement on Theorem 1.1 for graphs
of bounded global girth (the original extension to irregular graphs was due
to Y. Greenberg’s Ph.D. thesis; see [3]). See [8] for a further generalization.
Though our methods can be used to study the entire spectrum, the focus
of this paper will be the behavior of arguably the most important piece of the
spectrum, µ1(X). In particular, we study the following well-known variant
of Theorem 1.1.
Theorem 1.2 (Finiteness for small µ1). For any integer k ≥ 3 and real
number z < 2
√
k − 1, there are only finitely many k-regular graphs X with
µ1(X) = z.
Let v(k, z) : N × R → N ∪ {∞} be the maximum number of vertices of
a k-regular graph X with µ1(X) ≤ z. Then v(k, z) < ∞ for z < 2
√
k − 1.
Notice that the existence of k-regular Ramanujan graphs, only very recently
proven for all k in [11], implies that there is an infinite sequence {Xi} of
k-regular graphs with µ1(Xi) ≤ 2
√
k − 1 for all i. Thus v(k, z) = ∞ for
z ≥ 2√k − 1.
In fact, one can calculate c explicitly from Theorem 1.1 by taking any
v(k, z) < C(k, )−1, where z = (2− )√k − 1. In §2 of this paper, we sketch
a proof of Theorem 1.1 and describe how one can extract explicit bounds for
v(k, z). Our methods lead to the following theorem.
Theorem 1.3. Let k ≥ 3 be an integer, z be any real number such that
z < 2
√
k − 1, and m be the smallest integer such that
z√
k − 1 < αm = 2 cos(pi/m+ 1).
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Let Uj be the jth Chebyshev polynomial of second kind, set Vj(x) = Uj(x2 ),
and define functions:
Fm(x) =
m∑
j=0
V2j(x)
F̂m(x) =
Fm(x)
x− αm
For any 0 < s < αm − z√k−1 , write the function x 7→ F̂m(x+ s) in the form∑
cj(s)Vj(x). Then cj(s) ≥ 0 for all j, c0(s) > 0, and
v(k, z) ≤ F̂m(L+ s)
c0(s)
. (2)
We prove Theorem 1.3 in §3 using a general version of (2) and close
consideration of the functions F̂m. With notation as in Theorem 1.3, note
that this gives a bound for v(k, z) that is of order k
2m−1
2 . According to the
excellent survey of Hoory, Linial, and Wigderson [9], if z = 2
√
k − 1 − ′,
then
v(k, z) = O
(
(k − 1)pi
√
2
′
)
,
which is due to Friedman [7] and Nilli [13]. If z = (2 − )√k − 1 and we
instead fix , Theorem 1.3 gives the following.
Corollary 1.4. Fix  > 0 and let m be the minimal integer such that
2−  < αm = 2 cos(pi/m+ 1).
Let v(k) be the maximal number of vertices of a k-regular graph X with
µ1(X) ≤ (2− )
√
k − 1. Then
v(k) = O
((
k√
k − 1
)2m−1)
.
In other words, the constant C(k, ) from Theorem 1.1 satisfies
C(k, ) = Ω
((
k√
k − 1
)1−2m)
.
3
It would be interesting to better understand how v(k, z) changes with
both k and z. The remainder of the paper explores some small values and
compares the bounds one can extract by our methods with known results for
small k and µ1. For example, the complete graph on k vertices Kk, which
is (k − 1)-regular, has µ1(Kk) = −1 for all k. The complete bipartite graph
Kk,k, which is k-regular, has µ1(X) = 0 for all k. In particular, v(k, z) ≥ 2k
for all z ≥ 0 (in fact, one can prove that this is an equality). An easy
application of our bounds shows that v(k, z) ≤ 2k + 2, so our methods give
the correct asymptotic behavior.
We note that one can also derive a completely explicit bound from the
proof of Theorem 1 in [4]. As discussed there, this bound for C(, k), which
is of order (1/2)O(
√
k log(
√
k/)/), is not as strong asymptotically as those of
Friedman [7] and Nilli [13]. Our bounds are also more effective, even in a
practical sense. For example, our methods show that a 3-regular graph X
with µ1(X) ≤ 1 has at most 20 vertices (see §3.1), but the methods from
[4] only give a bound of 473. Expanding further, our methods can prove the
following, which was known previously.
Theorem 1.5. Let X be a connected 3-regular graph.
1. If µ1(X) ≤ 1, then X is one of the following six graphs: the complete
graph on 4 vertices K4, the complete bipartite graph of type (3, 3) K3,3,
the triangular prism graph Y2, the 3-dimensional cube C, the Wagner
graph W , and the Petersen graph P .
2. There are exactly four 3-regular graphs with µ1(X) = 1: K3,3, C, W ,
and P .
3. The prism graph Y2 is the only 3-regular graph with µ1(X) = 0.
4. The complete graph on 4 vertices is the unique 3-regular graph with
µ1(X) = −1.
Uniqueness ofK4 amongst 3-regular graphs with µ1 = −1 is easy to prove
without our methods, and a similar statement holds for all k. The Wagner
graph is also known as a Möbius ladder graph and is a circulant graph, being
the Cayley graph of Z/8Z with generators {±1, 4}. Appendix I contains more
on the graphs in (2)-(5) of Theorem 1.5. We wrote a program, freely available
from the third author’s website, that allows one to recreate our results or
calculate bounds for any k. Rather than including large tables of bounds,
we include several small tables and will make this program widely available
so interested readers can compute bounds not included in this paper.
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We close with some remarks on literature that appeared since this project
was completed. Koledin and Stanić [10] published a classification of graphs
with µ1 ≤ 1 (for important early work on this, see [2]). Our methods cannot
give a complete classification. One can compare the tables at the end of this
paper to their results, proved by completely different methods, to see the
behavior of our bounds in comparison to reality in this simple case. Finally,
while we were finalizing a new version of this paper, Cioabaˇ–Koolen–Nozaki–
Vermette sent us a preprint [5] that answers many questions that arise in
this paper and gives interesting new information about v(k, z); we refer the
reader there for statements and other comments on the literature.
Acknowledgments
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2 The Quantitative Alon–Boppana Theorem
In this section, we sketch the proof of Theorem 1.1 and explain our method
for optimizing the constant C(k, ). Our exposition is based on the treatment
given in the book of Davidoff, Sarnak, and Valette [6], and we refer the reader
there for complete details.
For any nonnegative integer m, let Um(x) be the mth Chebyshev poly-
nomial of second kind. This is the polynomial of degree m such that
Um(cos θ) =
sin(m+ 1)θ
sin θ
for all θ ∈ R. From the trace formula for finite k-regular graphs [6, Theorem
1.4.6], we have the following.
Theorem 2.1. Let X be a finite connected k-regular graph with n vertices
and {µj(X)} be the eigenvalues of its adjacency matrix. Then for all non-
negative integers m,
(k − 1)m2
n−1∑
j=0
Um
(
µj(X)
2
√
k − 1
)
≥ 0. (3)
It is convenient to define Vm(x) = Um(x2 ) (note that [6] uses Xm). We
then have the following.
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Proposition 2.2. Choose any  > 0 and L ≥ 2. There exists a positive real
constant C(L, ) > 0 such that for any probability measure ν on [−L,L] with∫ L
−L
Vm(x) dν(x) ≥ 0
for every nonnegative integer m, we must have
ν ([2− , L]) ≥ C(L, ). (4)
Before giving a sketch of the proof of Proposition 2.2, we use it to give
the proof of Theorem 1.1.
Proof of Quantitative Alon–Boppana. Let X be a connected k-regular graph
with n vertices. Choose any  > 0, and set
L =
k√
k − 1 ≥ 2.
Let
ν =
1
n
n−1⊕
j=0
δ
(
µj(X)√
k − 1
)
,
where δ(x) is the Dirac measure at x. Then ν is a probability measure, and
for every integer m ≥ 0 Theorem 2.1 gives∫ L
−L
Vm(x) dν(x) =
n−1∑
j=0
Um
(
µj(X)
2
√
k − 1
)
≥ 0.
By Proposition 2.2, there is a constant C(L, ) > 0 such that
ν ([2− , L]) ≥ C(L, ).
By definition of ν as a weighted sum of Dirac measures,
ν ([2− , L]) = 1
n
(
#
{
j | µj(X)√
k − 1 ∈ [2− , L]
})
=
1
n
(
#
{
j | µj(X) ∈ [(2− )
√
k − 1, k]
})
.
Taking C(k, ) = C(L, ) proves the theorem.
Since some elements of the proof will be important, we now sketch the
proof of Proposition 2.2.
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Sketch of proof for Proposition 2.2. First, note that the roots of Vm(x) are
precisely 2 cos(`pi/m + 1) for ` ∈ {1, . . . ,m}. Let αm = 2 cos(pi/m + 1) be
the largest root of Vm. One then uses the recursion formula for Vm to show
that
Ym(x) :=
Vm(x)
2
x− αm =
2m−1∑
i=0
ym,iVi(x)
where ym,i ≥ 0 for each i ∈ {0, . . . , 2m− 1}. Notice that we have:{
Ym(x) < 0 x < αm
Ym(x) > 0 x > αm
Now, suppose that L ≥ 2 and ν is a probability measure on [−L,L]
satisfying the conditions of the proposition such that ν([2− , L]) = 0, i.e., ν
is supported on [−L, 2− ]. We can choose m large enough that αm > 2− ,
which implies that Ym(x) ≤ 0 for every x in the support of ν and so∫ L
−L
Ym(x) dν(x) ≤ 0.
However, ∫ L
−L
Ym(x) dν(x) =
2m−1∑
i=0
ym,i
∫ L
−L
Vm(x) dν(x) ≥ 0
by our assumption on ν. It follows that the support of ν is a subset of
the roots of Vm. The same conclusion must hold for any m′ > m by the
same argument. However, choosing any m′ > m such that the roots of
Vm and Vm′ are disjoint, we see that the support of ν is empty. This is a
contradiction. Therefore, ν([2− , L]) > 0 for any ν satisfying the conditions
of the proposition. The existence of the constant C(L, ) follows from a
compactness argument in the space of measures satisfying the conditions of
the proposition.
We now describe our strategy for finding effective bounds for C(k, ). Let
X be a connected k-regular graph with n vertices, set L = k/
√
k − 1, choose
 > 0, and let ν be a probability measure on I = [−L,L]. If f : I → R is a
ν-measurable function and Y ⊂ I a ν-measurable subset, then
ν(Y ) inf
y∈Y
f(y) ≤
∫
Y
f(y)dν(y) ≤ ν(Y ) sup
y∈Y
f(y). (5)
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Now suppose that z0 ∈ I, I1 = [−L, z0], I2 = [z0, L], and f : I → R
is a ν-measurable function such that
∫
I f(x) dν(x) ≥ 0. Moreover, suppose
that f is negative on I1. Then, as noted in the proof of Proposition 2.2,
ν(I2) > 0. Define
Mj = sup
y∈Ij
f(y)
Then M1 < 0 < M2, and we have the following string of implications:
−
∫
I1
f(y)dν(y) ≤
∫
I2
f(y)dν(y)
−M1ν(I1) ≤ M2ν(I2) (6)
−M1 ≤ ν(I2)(M2 −M1)
−M1
M2 −M1 ≤ ν(I2). (7)
Thus we obtain a positive lower bound for ν(I2). In §3, we implement this
simple idea using certain linear combinations of the functions Vm(x) defined
above to find effective lower bounds for the constant C(k, ) in the Theorem
1.1, i.e., upper bounds for v(k, (2− )√k − 1).
3 Behavior for arbitrary µ1 and k
Fix a real number z. For k sufficiently large, Theorem 1.2 states that the
number of k-regular graphs X with µ1(X) ≤ z is finite. In this section we
consider the behavior of our methods for bounding v(k, z). That is, we study
the growth, in terms of z and k, of the maximum number of vertices of a
k-regular graph X with µ1(X) ≤ z.
Fix k ≥ 3, define L = k/√k − 1, and set I = [−L,L]. For any nonnega-
tive integer m, let Um(x) be the mth Chebyshev polynomial of 2nd kind and
Vm(x) = Um(
x
2 ). Suppose that ν is any probability measure on I so that∫
I
Vm(x) dν(x) ≥ 0
for all m. Choose any w ∈ (−k, 2√k − 1) and let  > 0 be the number such
that w = (2 − )√k − 1. Set z = 2 −  = w/√k − 1. Our goal is to give a
lower bound for the constant C(k, ) such that
ν([z, L]) ≥ C(k, ).
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For any N ≥ 0, choose α0, . . . , αN > 0 and define
f(x) =
N∑
m=0
αmVm(x).
Then
∫
I f(x) dν(x) ≥ 0. Furthermore, we suppose:
(?) f is strictly negative on I1 = [−L, z].
Set I2 = [z, L] and define
Mj = sup
y∈Ij
f(y).
It is not hard to see that M2 = f(L) and M2 > 0 > M1. By (7) in §2, we
then have
ν([z, L]) ≥ −M1
M2 −M1 > 0. (8)
Using this equation, we can now let C(k, ) be a real number such that
C(k, ) ≥ −M1
M2 −M1 . (9)
Applying Theorem 1.2 gives that
v(k, (2− )√k − 1) ≤ M2 −M1−M1 . (10)
Note that (8) is invariant under scaling f . Therefore, we make the nor-
malization:
(??)
∑
α2m = 1.
For the remainder of this section f(x) =
∑
αmVm(x) will be a linear combi-
nation with nonnegative coefficients such that (?) and (??) hold.
To exhibit how one can explicitly apply these bounds, we first consider
the function f(x) = V1(x) = x. On the interval[
− k√
k − 1 ,
z√
k − 1
]
,
the maximum value of f equals z/
√
k − 1. On the interval[
z√
k − 1 ,
k√
k − 1
]
9
the maximum value is k/
√
k − 1.
Inserting this into (8) and canceling the factors of
√
k − 1 shows that for
any z < 0 and natural number k, a k-regular graph X with µ1(X) ≤ 0 has
at most
z − k
z
vertices. Taking z = −1, we have the following, which one can also prove by
more elementary means using the fact that the trace of the adjacency matrix
is 0.
Corollary 3.1. If X is a k-regular graph with µ1(X) ≤ −1, then X is the
complete graph of k + 1 vertices.
We now consider the case of two terms:
fσ(x) = V1(x) + σV2(x) = σx
2 + x− σ.
Note our different normalization of the coefficients than from §3. For fixed
z as above, we need fσ to be strictly negative on the interval
I1 = [−k/
√
k − 1, z/√k − 1].
This happens if and only if
z
√
k − 1
k − 1− z2 < σ <
k
√
k − 1
k2 − k + 1 . (11)
Now suppose that z < 1. To obtain a bound for cz(k) from fσ, we note
first that the maximum of fσ on
I2 = [z/
√
k − 1, k/√k − 1]
is
M2 = f
(
k√
k − 1
)
= σ
k2
k − 1 +
k√
k − 1 − σ.
For any z < (k − 1)/k, we can choose
σ =
√
k − 1
k − z , (12)
and simple analysis as in the linear case gives a bound for cz(k) that is
roughly linear in k.
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Figure 1: The functions fσ(x) for σ ∈ (0, 1).
At z = 0, things are especially nice. Taking σ =
√
k − 1/k as above, the
values of fσ and the endpoints −k/
√
k − 1 and 0 of I2 give
M1 = −
√
k − 1/k.
The maximum value of fσ on I2 is its value at the endpoint, so
M2 =
2k√
k − 1 −
√
k − 1
k
.
Thus
v(k, 0) ≤ M2 −M1−M1 =
2k2
k − 1 ≤ 2k + 3.
In fact, this is a strict inequality for k ≥ 4, so one can in fact deduce that
v(k, 0) ≤ 2k + 2. It is known that v(k, 0) = 2k, so our methods give the
correct asymptotic growth.
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When z = 1, the above methods break down. In other words, one must
use additional Chebyshev polynomials in order to find effective bounds. We
now describe a process by which one can calculate very good bounds for any
z < 2
√
k − 1. For any m > 0, consider the function
Fm(x) =
m∑
j=0
V2j(x). (13)
We first note that this function satisfies the following important properties.
Proposition 3.2. Let Fm(x), m ≥ 2, be the function defined in (13). For
every 1 ≤ k ≤ m, cos(kpi/m+ 1) is a double root of Fm and Fm(x) ≥ 0 for
all x ∈ R. Set αm = 2 cos(pi/m+ 1). Then
F̂m(x) =
Fm(x)
x− αm (14)
is nonpositive for x < αm and strictly positive for x > αm. Moreover, one
has
F̂m(x) =
2m−1∑
j=0
ym,jVj(x)
with ym,j ≥ 0 for all j.
Proof. That cos(kpi/m + 1) is a double root of Fm for every 1 ≤ k ≤ m
follows from elementary manipulations of Chebyshev polynomials evaluated
at cosines. It follows from basic calculus that Fm(x) ≥ 0 for all x ∈ R and
that F̂m(x) is positive for x > αm and nonnegative for x < αm.
It remains to prove the last assertion, namely that F̂m is a linear com-
bination of the functions Vj(x) with nonnegative coefficients. We first note
that for any coefficients cj ,
(x− αm)
2m−1∑
j=0
cjVj(x) =
(c1 − αmc0)V0(x) +
2m−2∑
j=1
(cj+1 + cj−1 − αmcj)Vj(x) + (15)
(c2m−2 − αmc2m−1)V2m−1(x) + c2m−1V2m(x)
(cf. Proposition 1.4.8 in [6]). For (15) to equal Fm(x), we therefore need:
c1 − αmc0 = 1
12
Figure 2: The functions F̂m(x) for small m.
cj+1 + cj−1 − αmcj =
{
0 1 ≤ j ≤ 2m− 3 odd
1 2 ≤ j ≤ 2m− 2 even
c2m−2 − αmc2m−1 = 0
c2m−1 = 1
One can easily check using the standard relations for Chebyshev polynomials
that we can take:
c2k =
m−1−k∑
i=0
V2i+1(αm) (16)
c2k+1 =
m−1−k∑
i=0
V2i(αm) (17)
Then Vj(αm) > 0 for every j < 2m, so every cj is positive. This proves the
proposition.
Figure 2 shows graphs of Fm(x) for small m. Unfortunately, while it
is a linear combination of Chebyshev polynomials with positive coefficients,
F̂m(x) is not suitable for constructing the bounds under consideration in
this paper because it is not strictly negative for x < αm. Therefore, for
any µ1 such that µ1/
√
k − 1 < αm, the bound (8) from §3 is always zero.
To explain our strategy for extracting bounds from F̂m, we begin with the
following lemma, which still follows the strategy of [6].
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Lemma 3.3. Let I = I1 ∪ I2 be an interval where I1 and I2 are inter-
vals with disjoint interiors. Let ν be a probability measure on I such that∫
I Vj(x) dν(x) ≥ 0 for all j ≥ 0. Suppose that
f(x) =
n∑
j=0
cjVj(x)
with cj ≥ 0 for all 0 ≤ j ≤ n, and that f(x) ≤ 0 for all x ∈ I1. Then
ν(I2) ≥ c0 −M1
M2 −M1
(
Mj = max
x∈I,
f(x)
)
.
Proof. Applying (8) to
f˜(x) = f(x)− c0 =
n∑
j=1
cjVj(x),
which is still a linear combination of Vjs with positive coefficients, we get
ν(I2) ≥ −M˜1
M˜2 − M˜1
,
where
M˜j = max
x∈Ij
f˜(x).
Since M˜j = Mj − c0, the lemma follows.
Unfortunately, Lemma 3.3 does not improve our situation, since c0 = 0
for F̂m(x). We also must shift F̂m by some positive s, which we can do by
the following general proposition.
Proposition 3.4. Let
F (x) =
n∑
j=0
cjVj(x)
with cj ≥ 0 for all j. For any s > 0 and each 0 ≤ j ≤ n, there is a polynomial
qj = qF,s,j such that qj(s) ≥ 0 for all j and
F (x+ s) =
n∑
j=0
qj(s)Vj(x).
That is, the function x 7→ F (x+s) remains a linear combination of Chebyshev
polynomials with nonnegative coefficients. Moreover, q0(s) > 0 for all s > 0.
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Proof. It suffices to prove the proposition for Vj(x), 0 ≤ j ≤ ∞. We proceed
by induction, and leave checking the first couple cases to the reader. In
particular, fix s > 0 and suppose that
Vk(x+ s) =
k∑
i=0
k,iVi(x) 0 ≤ k ≤ j − 1. (18)
Then
Vj(x+ s) = (x+ s)Vj−1(x+ s)− Vj−2(x+ s) =
(j−1,1 + sj−1,0 − j−2,0)V0(x) +
j−2∑
i=1
(j−1,i+1 + j−1,i−1 + sj−1,i − j−2,i)Vi(x) + (19)
(j−1,j−2 + sj−1,j−1)Vj−1(x) + j−1,j−1Vj(x).
The inductive hypothesis then implies that Vj−1(x) and Vj(x) have positive
coefficients. In fact, by induction and the fact that V0(x) = 1, we see that
k,k = 1 for all k (independent of s).
To prove the proposition, it suffices to show that
j−1,i+1 − j−2,i ≥ 0
for every 0 ≤ i ≤ j − 2. Yet again, we induct. The above calculation shows
that
j−1,i+1 = j−2,i+2 + j−2,i + sj−2,i+1 − j−3,i+1,
and the inductive hypothesis implies that j−2,i+2 − j−3,i+1 ≥ 0 for 0 ≤ i ≤
j − 3, so
j−1,i+1 − j−2,i = j−2,i+2 + sj−2,i+1 − j−3,i+1 ≥ 0
in those cases. It remains to consider the case i = j − 2, where
j−1,i+1 − j−2,i = j−1,j−1 − j−2,j−2 = 1− 1 = 0.
Also note that the inductive definition for each  implies that it is a polyno-
mial in s.
In remains to show that j,0 > 0. To see this,
j,0 = j−1,1 + sj−1,0 − j−2,0.
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One last induction assumes j−1,0 > 0, and we saw above that
j−1,1 − j−2,0 ≥ 0.
Since s > 0, the claim follows. This completes the proof of the proposition.
The above leads us to the following technical result, which is the best-
optimized function we found for computing vertex bounds.
Theorem 3.5. Fix z ∈ R and a positive integer k large enough that z <
2
√
k − 1. Let m be any positive integer such that
z√
k − 1 < αm = 2 cos(pi/m+ 1).
Set L = k/
√
k − 1 and define
F̂m(x) =
m∑
j=0
Vj(x)
x− αm .
For any real number
0 < s < αm − z√
k − 1 ,
write the function x 7→ F̂m(x+ s) as
Fm,s(x) =
2m−1∑
j=0
cj(s)Vj(x),
and define
Mm,s = maxz√
k−1≤x≤L
Fm,s(x) = F̂m(L+ s). (20)
If X is any k-regular graph with µ1(X) = z, then X has at most
Mm,s
c0(s)
vertices. That is,
v(k, z) ≤ Mm,s
c0(s)
. (21)
Recall that c0(s) > 0 by Proposition 3.4. In order to make computations
like those in §3, one is left, of course, with finding the optimal choice of s.
We leave this optimization to the reader, who can use our code to perform
such an optimization. As for the asymptotic bounds for the spectrum given
by this method, the choice of s is irrelevant.
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Instead, we now fix z ∈ R and study the nature of our vertex bound (21)
and complete the proof of Theorem 1.3. Suppose that k is sufficiently large
that
z√
k − 1 < 2,
so there are only finitely many k-regular graphs X with µ1(X) = z. Then
there is a minimal integer m = m(k) > 0 such that
z√
k − 1 < αm = 2 cos(pi/m+ 1).
That is,
m = mz(k) =
⌈
pi arccos
(
z
2
√
k − 1
)−1⌉
− 1,
where d e is the ceiling function1. Fix an arbitrary real number s such that
0 < s < αm − z√
k − 1 ,
and consider the function Fm,s(x) defined in Theorem 3.5. This is a poly-
nomial of degree 2m − 1. For any such s, the quantity Mm,s from (20) is
Fm,s(L) = F̂m(L+s). Therefore the bound (21) is precisely (2), which proves
Theorem 1.3. Now we prove Corollary 1.4.
Proof of Corollary 1.4. Fix  > 0, and apply the above to z = (2−)√k − 1.
Then
m =
⌈
pi arccos(2− )−1⌉− 1
is independent of k. Similarly, we need s ∈ (0, αm − (2 − )). This interval
is independent of k, so we can also fix s independent of k. Thus the vertex
bound
F̂m(L+ s)
c0(s)
from Theorem 1.3 is a function of L = k/
√
k − 1 of degree 2m − 1. The
corollary follows.
1Actually, we take m to be one larger when the expression inside the ceiling function
is an integer, so there is a genuine gap between z/
√
k − 1 and αm.
17
3.1 Bounds for 3-regular graphs
Suppose that k = 3. To classify the 3-regular graphs X with µ1(X) ≤ 1, we
must implement the above with  = 2− 1/√2. This is an excellent example
of how one can export our methods to other settings, as it suffices to consider
the first 3 Chebyshev polynomials. More precisely, we consider:
V1(x) = x
V2(x) = x
2 − 1
V3(x) = x
3 − 2x
f(x) = α1V1(x) + α2V2(x) + α3V3(x)
with αm ≥ 0 for each m and
∑
α2m = 1. In addition, we require that f be
strictly negative on the closed interval I1 = [−3/
√
2, 1/
√
2].
One can use Python2 to optimize the choice of {α1, α2, α3} and, using
(9), prove that
C(3, 2− 1/
√
2) >
1
24
.
Extending the above process to 5 terms, we get that
C(3, 2− 1/
√
2) >
1
21
.
Using (10) and the fact that v(3, 1) ∈ N, this implies that v(3, 1) ≤ 20. Since
all such graphs are known, one can check (2)-(5) in Theorem 1.5 by brute
force. Using similar analysis with six terms allows one to prove that µ1(X) ≤
2 implies that X has at most 105 vertices. Unfortunately, it is not currently
feasible to compute all 3-regular graphs with at most 105 vertices, so we
cannot give a complete classification of the 3-regular graphs with µ1(X) ≤ 2
by our methods. The largest 3-regular graph we know with µ1(X) = 2 is the
Levi graph, which has 30 vertices. A referee communicated a combinatorial
proof that indeed v(3, 2) = 30, and this is also shown in [5]. However, we
conjecture3 that if X is a 3-regular graph with µ1(X) ≤ 1.9, then X has at
most 18 vertices, in which case one can easily compute all such graphs.
3.2 Bounds for k-regular graphs, k ≥ 4
Using the same analysis described in §3.1, we consider the behavior of our
bounds for k-regular graphs, k ≥ 4. It appears that the rolling cube graph,
2Python code allowing one to implement the computations in this paper is available
from the third author’s website.
3This conjecture is proved in [5].
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µ1 upper bound vertex upper bound
−1 5
0 11
1 23
2 77
Table 1: Vertex bounds for 4-regular graphs with small µ1
µ1 upper bound vertex upper bound
−1 6
0 12
1 23
Table 2: Vertex bounds for 5-regular graphs with small µ1
which has 24 vertices, is the largest 4-regular graph with µ1 ≤ 2 and that
the Doyle graph, which has 27 vertices, is the largest with µ1 ≤ 3.4
Appendix: The 3-regular graphs with µ1(X) ≤ 1
Below are the six 3-regular graphs X with µ1(X) ≤ 1.
4Since this paper was completed, [5] showed that in fact v(4, 2) = 35 and v(4, 3) = 728.
µ1 upper bound vertex upper bound
−1 7
0 14
1 25
2 115
Table 3: Vertex bounds for 6-regular graphs with small µ1
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µ1 upper bound vertex upper bound
−1 8
0 16
1 27
2 80
Table 4: Vertex bounds for 7-regular graphs with small µ1
µ1 upper bound vertex upper bound
−1 9
0 18
1 30
2 72
Table 5: Vertex bounds for 8-regular graphs with small µ1
µ1 upper bound vertex upper bound
−1 10
0 20
1 33
2 70
Table 6: Vertex bounds for 9-regular graphs with small µ1
µ1 upper bound vertex upper bound
−1 11
0 22
1 36
2 70
Table 7: Vertex bounds for 10-regular graphs with small µ1
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K4: The complete graph on 4 vertices
Spectrum: {3,−1,−1,−1}
K3,3: The complete bipartite graph of type (3, 3)
Spectrum: {3, 0, 0, 0, 0,−3}
Y2: The triangular prism
Spectrum: {3, 1, 0, 0,−2,−2}
C: The 3-dimensional cube
Spectrum: {3, 1, 1, 1,−1,−1,−1, 3}
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W : The Wagner graph
Spectrum: {3, 1, 1,−1 +√2,−1 +√2,−1,−1−√2,−1 +√2}
P : The Petersen graph
Spectrum: {3, 1, 1, 1, 1, 1,−2,−2,−2,−2}
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