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A fundamental visual task is to detect target objects within a back-
ground scene. Using relatively simple stimuli, vision science has identified
several major factors that affect detection thresholds, such as the luminance
of the background, the contrast of the background, the spatial similarity of
the background to the target, and uncertainty due to random variations in
the properties of the background and in the amplitude of the target. Here I
use a new experimental approach together with a theoretical analysis based
on signal detection theory, to discover how these factors affect detection in
natural scenes. First, I sorted a large collection of natural image backgrounds
into multidimensional bins, where each bin corresponds to a narrow range of
luminance, contrast and similarity. Detection thresholds were measured by
randomly sampling a natural image background from a bin on each trial. In
low-uncertainty conditions both the bin and the amplitude of the target were
viii
blocked and in high-uncertainty conditions the bin and amplitude varied ran-
domly on each trial. I found that thresholds increased approximately linearly
along all three dimensions and that detection accuracy was unaffected by bin
and amplitude uncertainty. The entire set of results was predicted from first
principles by a normalized matched template detector, where the dynamic
normalizing factor follows directly from the statistical properties of the natu-
ral backgrounds. This model assumed that the properties of the background
underneath the target were constant across the image, but in natural images
this is often not the case. Therefore, in a separate experiment, I measured
detection thresholds on backgrounds where the contrast was modulated un-
derneath the target. I found that varying the contrast underneath the target
signal had a substantial effect on detectability, and that the pattern of results
was predicted by an ideal observer that weighted its response based on an es-
timate of the local contrast (under the target). This suggests that the human
visual system is able to use the varying properties of the background under
the target in an near optimal way. Taken together, the results provide a new
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In July of 1966, a group of student researchers at MIT were tasked
with building, over the course of that summer, a computer system that could
emulate the human visual system. In hindsight, this was quite an optimistic
goal for a summer project, and the researchers were, of course, unsuccessful
(Papert 1966). The notion that vision could be solved in a summer by students
on 1960’s era computers seems absurd today. However, the fact that it was
once thought possible illustrates just how effortless our visual experience is.
Our visual system works so well that we often take for granted the complexity
of the diverse set of problems it solves. We are able to estimate the distance
and relative size of the objects around us. We are able to track moving objects
and recognize a friend’s face in a crowd. We are able to guide the movements
of our limbs to grasp objects in front of us. Many of the visual tasks we
perform every day are so fast and effortless for us that they appear simple.
However, even today’s most advanced computer algorithms fail to match the
performance and flexibility of the human visual system, and 50 years since
the summer project at MIT, our understanding of the visual system is still far
from complete.
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One of the things that makes understanding visual processing so diffi-
cult is the variety and complexity of natural tasks and natural scenes. Com-
puter vision systems are often tailored to meet the demands of a specific
task and specific stimuli (for example recognizing product defects in a fac-
tory line). Computer algorithms designed for more general purposes often fail
in unexpected ways (such as categorizing a school bus as an ostrich (Szegedy
et al. 2013)). The most advanced deep neural nets, like Google’s TensorFlow,
are remarkably good at categorizing objects. These neural nets outperform
humans at some tasks (Abadi et al. 2016), but fail to categorize objects in the
face of even small occlusions (Chandler & Mingolla 2016), something that the
human visual system is very good at doing.
Unlike most computer vision systems, the human visual system is able
to perform a remarkable range of tasks quickly and often with little error. A
major reason for this is because the visual system evolved to solve a certain
set of tasks necessary for survival and to deal with all of the visual complex-
ity and variety found in nature. Understanding human visual processing in
the natural environment is important because it not only tells us about infor-
mation processing in the brain, it can also guide models in computer vision
applications.
Despite the importance of understanding how the visual system pro-
cesses visual information in the natural environment, most of our current un-
derstanding of the visual system comes from behavioral and physiological ex-
periments that used simple artificial stimuli displayed on simple backgrounds.
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Visual receptive fields were first described in the frog retina by Hartline in 1938
using spots of light (Hartline 1938). Lettvin, Maturana & McCulloch (1959)
showed the frog retina computes and sends behaviorally relevant information
to the frog cortex. In that experiment they used as stimuli physical objects
connected to a surface via magnets that were moved by hand. The orientation
selectivity of neurons in cat (and later primate) primary visual cortex (V1)
were discovered by Hubel and Wiesel in the 1960’s using glass slides displayed
on a projector screen (Hubel & Wiesel 1962, Hubel & Wiesel 1968). Human
performance in many perceptual tasks such as crowding (Levi 2008), visual
search (Eckstein 2011), and depth perception (Howard & Rogers 2008) have
been measured and modeled using similar artificial stimuli.
Artificial stimuli offer many advantages over more natural stimuli. Their
simplicity makes them easy to parameterize. Because of this, they can be
manipulated along a single stimulus dimension (e.g. luminance, contrast, ori-
entation, spatial frequency) to probe the behavioral and physiological changes
that the given dimension evokes. This makes artificial stimuli very useful when
designing controlled experiments (Rust & Movshon 2005, Felsen & Dan 2005).
There is little doubt that experiments with artificial stimuli have re-
vealed a great deal about both the computations and neural mechanisms that
underlie visional processing. Visual stimuli in the natural environment, how-
ever, vary in complex ways and are almost never simple patterns (Felsen &
Dan 2005). Although simple stimuli are useful for isolating particular stimulus
dimensions, it is difficult to know which stimulus dimensions to test without
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an understanding of visual processing in the natural environment. A complete
understanding of visual processing must ultimately account for the types of
visual stimuli encountered in nature. This is true because pressure from nat-
ural selection has strongly driven the design and function of the visual system
to maximize performance in natural tasks. Therefore, the design and function
of any sensory system is adapted to the particular statistical properties of the
stimuli it encounters in nature.
Some researchers have found a compromise between the usefulness of
simple stimuli and the complexity of natural stimuli. For example, detec-
tion and visual search experiments have used stimuli that match the ampli-
tude spectra of natural images (Bradley, Abrams & Geisler 2014, Najemnik &
Geisler 2008). Freeman et. al. (2013) showed that stimuli designed to match
several statistical properties of natural textures elicited responses in visual
cortical area V2, but not in V1, suggesting that V2 is selective to the struc-
ture found in natural scenes. Still, even these naturalistic stimuli lack the full
complexity of real natural images. Because of this, these types of experiments
may fail to capture important aspects of visual processing.
With the advantages of using natural stimuli also come challenges.
First, natural image statistics are difficult to measure. One of the earliest
studies of natural image statistics was conducted by Egon Brunswik in 1953.
Brunswik painstakingly identified contours by hand on several photographs.
These photographs were stills from the 1949 film Kind Hearts and Coronets
taken from an issue of Life magazine. He then used these contours to show
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that the Gestault rule for proximity grouping is predicted from natural im-
ages (contours that belong to the same object tend to be closer together than
contours that belong to different objects). The fact that Brunswik used pho-
tographs from a magazine, and labeled the contours by hand illustrates just
how difficult it once was to not only measure the scene statistics, but also to
collect appropriate images. Thankfully, recent developments in computer tech-
nology and digital photography have made measuring natural image statistics
much easier. There now exists several large databases online that have many
thousands of calibrated natural images. Figure 1.1 shows an example image
from Brunswik (1953) and an image from a modern natural image database
(McCann 2015).
Even though natural scene statistics are more easily measured now
than in the past, the relevant statistical properties of natural images are un-
known for many perceptual tasks (Rust & Movshon 2005). Several studies
have identified relevant stimulus dimensions for a number of natural tasks,
such as defocus blur and disparity estimation (Burge & Geisler 2011, Burge &
Geisler 2014), and foreground/background identification (Geisler, Najemnik &
Ing 2009). Still, these approaches are limited in the types of stimulus features
they can extract.
Recent technological advancements in eye tracking and virtual reality
technology have made it possible to collect eye movement statistics while hu-
man subjects perform real world tasks. Hayhoe, Shrivastava, Mruczek & Pelz
(2003) used head mounted eye trackers to measure eye movements and study
5
A B
Figure 1.1: Examples of natural images used in scientific research. A. A sample
image from Brunswik (1953). Images were black and white movie stills taken
from Life magazine. In total seven images were used. B. An example image
from a database of luminance and range images. Images were taken with a
calibrated high resolution camera, and a laser range finder. Each image is a
stereo pair, with corresponding depth information. In total there are 197 such
images in the database.
motor planning in several tasks, including making a peanut butter and jelly
sandwich. Sprague et. al. (2016) used a head mounted eye tracker along
with a set of binocular cameras to measure the distribution of defocus blur en-
countered during a variety of tasks as subjects went about their day. Despite
these advances, statistical properties of natural scenes that are important for
6
particular tasks are difficult to measure, because it is difficult to control these
factors in a natural setting.
There is a large body of work measuring the statistical structure of nat-
ural scenes (for reviews see Simoncelli & Olshausen (2001) and Geisler (2008)).
This work is directed at characterizing the general properties of natural stim-
uli (such as color (Dixon 1978), spatial structure (Olshausen & Field 1997),
or depth (Yang & Purves 2003), and not the specific properties relevant to
specific tasks.
The work presented in the following chapters focuses on one particu-
lar visual task: detection of luminance patterns. Detection is a critical bot-
tleneck for almost every visual task, and there has been much work in the
history of vision science in understanding the factors that affect detection.
Specifically, the detectability of a target pattern added to a background de-
creases with increasing background luminance (König & Brodhum 1889, Hecht
1924, Mueller 1951, Cornsweet & Teller 1965), background contrast (Legge &
Foley 1980, Burgess, Wagner, Jennings & Barlow 1981, Lu & Dosher 1999, Na-
jemnik & Geisler 2008) and with the structural similarity of the background
to the target (Campbell & Kulikowski 1966, Stromeyer & Julesz 1972).
The statistical properties of the area surrounding the target are also
known to have an effect on detectability through surround inhibition mecha-
nisms (Polat & Sagi 1993, Field, Hayes & Hess 1993, Xing & Heeger 2000).
Uncertainty about certain target properties, such as the location and type of
target, can also affect detectability. More recent studies suggest other back-
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ground factors (such as the presence of edges verses texture) on detection in
more naturalistic backgrounds (Chandler, Gaubatz & Hemami 2009, Alam,
Vilankar, Field & Chandler 2014). In the next chapter, I will describe many
of these basic findings in more detail.
One of the major goals of science is to measure lawful relationships
in nature. In perceptual science, the goal is to measure lawful relationships
between the external stimulus (rays of light entering the eye) and behavioral
performance and neural computations. For detecting spatial targets, many of
these relationships have been measured using simple stimuli and backgrounds.
The ultimate goal of vision science, however, is to understand visual processing
in natural images. Despite this, there has not been a systematic study of
detection in natural image backgrounds. One reason that this has not been
studied is that natural images are difficult to use in a controlled experimental
setting. In chapter 3, I will describe a general framework (called constrained
scene sampling) for testing hypothesis using natural image stimuli. Here, I
apply this framework to the task of detection, but it could potentially be used
for many other kinds of visual tasks.
In Chapters 4 and 5, I will describe a series of detection experiments in
human observers using this new framework and natural image stimuli. First,
I measure the effect of luminance, contrast, and structural similarity of the
background to the target in natural image backgrounds. I show that the basic
findings measured in simple backgrounds hold in complex natural backgrounds.
Furthermore, I show that the entire set of results is predicted with a simple
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matched template observer derived directly from the statistical properties of
natural image backgrounds.
In the natural environment, the values along a number of local stimulus
dimensions vary by an order of magnitude within a scene, and the intensity
of the target an observer is trying to detect varies from one occasion to the
next. Because of this, the visual system needs to handle large variations in
background properties and target intensity quickly and efficiently. In Chapter
5, I describe the results of an experiment designed to test the effect of real
world background and target uncertainty on performance. I show that human
observers are remarkably unaffected by such large changes in the background
statistics. This result is predicted by an ideal observer that normalizes the
template response by an estimate of the local luminance, contrast, and struc-
tural similarity of the background to the target. This result suggests that the
reason there exists rapid gain control mechanisms in the early visual system
is to deal with the high degree of variability in the natural environment.
The experiments in Chapters 4 and 5 measure the effect of many of the
major factors known to affect detectability. However, it is likely that there
are other factors that were not controlled for. One such factor is variation
in the distribution of contrast, luminance, and similarity under the target
itself. In Chapter 6, I will describe a series of detection experiments in noise
backgrounds designed to test how human observers detect targets where the
statistical properties of the background change underneath the target (as they
often do in natural images). This study reveals a new type of visual masking
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that I call sub-masking. I argue that the results of this study should improve
models of detection in natural images.
As mentioned earlier, much of what we know about how the visual
system processes visual information is based on studies with simple artificial
stimuli. The visual system evolved in order to maximize our chances of survival
and reproduction in nature, with natural images. My dissertation work seeks
to bridge the gap in our understanding between the lab and the natural world
in which we live, for the basic task of detection. Although the work presented
here does not achieve the lofty goals of the MIT summer project in the 1960’s,
it does bring us one step closer towards an understanding of how we see in the
natural world around us.
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Chapter 2
Detection: a fundamental visual task
2.1 Background
Our ability to identify spatial patterns in a cluttered environment is
essential to almost every natural task. Because of this, detection tasks have
been studied extensively, and several factors have been shown to effect our
ability to detect spatial patterns. I will describe these factors in detail later
in this chapter, however, it is important to first define exactly what is meant
by detection. Detecting a visual object means identifying a particular pattern
of light as that specific object and ruling out all other patterns of light as
not that object (Geisler 2003). Detection is a special case of the task of
identification, where the observer must identify a spatial pattern as belonging
to one of a number of different categories. In detection, there are only two
categories: the object or target of interest (the signal), and everything else
(the noise). My work is concerned with detecting a known spatial pattern in
natural backgrounds; in other words, identifying a specific object among all of
the other objects and features found in the background.
Detection is often thought of as a primitive or low level visual process.
Indeed, species with vision systems first emerged 530 million years ago, and
11
were simple luminance detectors, able to detect the direction and intensity of
a luminance signal (Land & Nilsson 2012). These early visual systems lacked a
lens or even a pupil, and were nothing more than a collection of photosensitive
cells. Similar visual systems exist today in a species called planaria (a type
of flatworm). Planaria use their visual system to detect the general direction
of light, and they use this information to guide their behavior (Inoue 2015).
In this sense, these primitive visual systems are like the human visual system
because the main goal of any visual system is to use visual information to
inform and guide behavior. Although the visual information we use and the
tasks we perform are complex, we use visual information each day to guide
behavior.
Despite being thought of as a basic low-level process, detection is es-
sential in many high-level tasks. For example, to spot our friend in a crowd
we must detect a specific face as belonging to a specific person, and rule out
all other faces in the crowd. This process happens so quickly and effortlessly
that we hardly notice it happening at all. Detecting the object of interest and
ruling out all others is, however, a very complicated task in nature because of
all the variability and visual clutter found in the natural environment. If we
were unable to perform the task of detection quickly, we would not survive for
very long.
Natural vision systems are tuned - through experience and evolution -
to the tasks an organism performs and the stimuli it uses to guide behavior.
For simple organisms, like the planeria, it is clear what information their visual
12
system uses to guide behavior because the only thing their visual system can
sense is luminance in a general direction. Furthermore, it is clear that the
ability of the planeria to detect a particular luminance signal is of course
limited both by noise in the environment (for example photon noise), and
noise in the internal neural signal that carries the information.
Unlike the planeria, which are sensitive only to luminance direction, the
human visual system is sensitive to many visual features, including luminance,
contrast, and spatial frequency and orientation. But what information is the
human visual system using to detect objects of interest? And what factors
make it easier or more difficult to detect a particular object? Understanding
the factors that limit our ability to detect a target in space is fundamental to
understanding visual processing. These factors can be broadly classified into
two categories: internal and external.
2.2 External factors
We live in a world where many of the stimuli we encounter are highly
variable in their statistical properties (Mante, Frazor, Bonin, Geisler & Carandini
2005). Because of this, a major factor that affects our ability to detect an ob-
ject is the variability in the external stimuli themselves. To better understand
this point, consider a simple observer that is shown a pattern of light intensity
I, and is tasked with identifying whether this pattern contains some target
signal (S), or just a background alone (N). In a completely noiseless world,
the image containing the signal would always be the same on every presenta-
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tion. Thus, an observer could be correct 100 percent of the time by simply
subtracting the known background (N) from the input image (I); if the re-
sult is zero at every location then stimulus is background alone, otherwise it
contains the target signal. Of course, in the real world the background can
different on every presentation..
Signal detection theory provides a statistical framework for observers
detecting patterns in noise (Green & Swets 1966). In a world where the stimuli
vary on each presentation, the range of possible input images is no longer
deterministic, but rather probabilistic. In this case, an optimal observer would
compare the probability of the signal S given the input image I (p(S|I)) to
the probability of the background alone, N , given the input image I (p(N |I)).
The observer should assign the input image to the category with the highest
probability. Using Bayes’ Theorem, it can be shown that the optimal decision












where p(I|S) is the likelihood of the image given the signal is present, p(I|N)
is the likelihood of the image given the signal is absent, and p(S) and p(N) are
the prior probabilities of signal present and signal absent, respectively. Most
experiments set the rate of signal and no signal trials to be equal, which makes
the decision criterion be equal to 1.
Figure 2.1 shows an illustration of this decision process. Each distribu-
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tion represents the probability of likelihood ratios (on the x axis) given that
the input image belongs to either the noise category (shown in purple) or the
signal plus noise category (shown in green). It is clear from this figure that
choosing the distribution with the higher probability is equivalent to com-
paring an observed decision variable (likelihood ratio) with a fixed criterion
(shown in black).
The detectability of a particular signal, S, can be represented as the





A higher d′ corresponds to a higher detectability (greater accuracy). The
detectability of a signal can increase either by increasing the signal strength
(and therefore the mean of the signal distribution, as shown in Figure 3.3A) or
by decreasing the noise (the variance of the likelihood distributions, as shown
in Figure 3.3B). All else being equal, increasing noise will always result in
lower detectability. Therefore, any noise present due to the variability of the
signals from the natural environment fundamentally limits our ability to detect
specific spatial patterns. A threshold for detection is defined as the signal
strength needed for d′ to reach a particular value. Many of the experiments
I describe in this Chapter (and the experiments in the following chapters) set













Figure 2.1: Effect of increasing signal and increasing noise on detectability. A.
Increasing signal increases detectability. Each curve is the likelihood distribu-
tion of an input image coming from either the noise (purple) or signal (green)
categories. The variance of the likelihoods represents the external variability
in the input images. The optimal decision rule is to compare the input image
to a fixed criterion (shown in black). The d-prime increases down the rows
because the signal strength increases (and therefore the mean of the signal
likelihood distributions increase). B. Decreasing noise increases detectability.
Again, each curve is the likelihood distribution of signal given the image or
noise given the image. The d-prime increases down the rows because the noise
is reduced (and therefore the standard deviation of the likelihood distributions
decrease).
Perhaps the most basic source of external variability found in the en-
vironment is due to the photon nature of light itself. The number of photons






where k is the number of photons absorbed by the retina on a given presen-
tation, and z is the mean number of photons absorbed by the retina given a
particular light level.
As stated earlier, one of the most simple types of detection is detecting
any change in luminance. Suppose an observer limited only by photon noise is
tasked with detecting a change in luminance, ∆z from a background luminance
zB. On each trial, the observer is shown randomly either zB alone, or zB +
∆z. An ideal observer would compare the number of photons absorbed on
a particular trial presentation (k) to the probability distributions poiss(k|zB)
and poiss(k|zB+∆z) and choose the category corresponding to the distribution
with the higher probability (greater likelihood ratio).
Each distribution in Figure 2.2 is the likelihood a particular number of
photons, (k) given background alone (zb), or the background plus an increment
light (zb+∆z). Just as before, the optimal decision rule is to choose the higher
likelihood (respond signal present if the likelihood ratio is greater than 1), given
the probability of background and background plus increment are equal). As
the magnitude of the luminance increment increases, d-prime also increases.
An observer limited only by photon noise (in other words an observer
that count the number of photons absorbed on every trial to make a judgement)
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Figure 2.2: Detection limited by photon noise. Each set of points is the like-
lihood of a given category (background along or background plus increment)
given the stimulus observed. The photon increment and detectability both
increase across rows. An ideal observer chooses the category with the highest
likelihood by comparing the observed number of photons to a criterion.




where zB is the mean number of photons in the background only condition,
and ∆z is the increment threshold . This square-root relationship is sometimes
referred to as the DeVries-Rose law from de Vries (1943) and Rose (1948) who
both described the law.
Experiments with human observers have shown this square-root rela-
tionship to hold under low light conditions in near total darkness (Barlow
1957, Blakemore & Rushton 1965). This suggests that (under certain condi-
tions) the human visual system is limited in its ability to detect changes in
light by the noisy nature of light itself. Later, I will show that this square-root
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relationship does not hold in conditions with higher light levels, a result that
suggests limits in the internal processing by the human visual system.
In addition to the noisy nature of light itself, stimuli in the natural
environment vary in their structure and statistical properties. The effect of this
variability has been studied experimentally using simple noise patterns, where
on each trial a different noise pattern is presented. A classic noise pattern
used in detection experiments is Gaussian white noise, where the luminance at
every pixel is sampled from a Gaussian distribution with mean µ and standard
deviation σ. The mean luminance of the noise pattern increases with the mean
of the Gaussian, and the contrast of the noise pattern increases with increasing
standard deviation.
Consider an observer that is shown a particular image that either con-
tains the noise pattern alone (N(x, y)) or the noise pattern plus some target
signal with a particular amplitude (N(x, y)+aT (x, y)). If the noise is Gaussian
white noise, it can be shown that an ideal observer computes a template match
between the input image and the target template: Resp =
∑
T (x, y)I(x, y),
and compares this response to a fixed criterion (γ = aT ·T
2
). As the variance of
the noise background increases, the threshold contrast squared for the target
increases proportionally:
C2t ∝ σ2








where C2t is the contrast power at threshold, kc is a constant, C
2
b is the contrast
power of the background noise, and C20 is the baseline contrast power (thresh-
old in a zero contrast background). For a true ideal observer the baseline
contrast would be the power of the photon noise.
This relationship has been found to hold across several target and noise
types, although the baseline contrast power parameter is much higher than
predicted from photon noise (Burgess et al. 1981, Legge, Kersten & Burgess
1987, Lu & Dosher 1999). Lu and Doshier (1999) measured contrast thresholds
for an oriented Gabor target in random Gaussian white noise. On each trial a
noise frame was presented for 16.6 ms before and after a Gabor of a fixed spatial
frequency and orientation was presented in for 8.3 ms. Subjects responded
with the orientation of the Gabor. Contrast thresholds are initially flat across
a low background contrast range, then increase with increasing background
contrast, in agreement with the equation above (Figure 2.3B).
Legge et al. (1987) measured contrast increment thresholds under two
conditions: a 2 cycle per degree sine wave embedded in dynamic white noise,
and a small luminance disk embedded in static Gaussian white noise. In both
cases threshold contrast power was found to rise in proportion to background
contrast power. The results from one subject in the static noise experiment
















































Subject 1 Subject 2 Subject 3
Figure 2.3: Effect of background contrast on detectability. A. Threshold con-
trast plotted against background contrast for three subjects in Lu and Dosher
(1999). B. Threshold contrast power vs. background contrast power for one
subject in Legge, Kersten and Burgess (1987). In both cases contrast power
at threshold rises in proportion to background contrast power.
with different types of noise backgrounds (Najemnik & Geisler 2008, Bradley
et al. 2014).
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The findings I’ve described up to his point have all measured thresholds
using a fixed intensity target at a fixed location in the visual field. Under
natural conditions, however, the signal strength and location of the target
typically vary on every occasion. Furthermore, in natural viewing, the target
of interest typically appears against a different background scene on every
occasion (this is also true for noise backgrounds, but the backgrounds are not
as variable as under natural conditions).
Because of this, it is possible that the signal strength needed to detect a
particular target may be higher under natural viewing conditions. For simple
stimuli, it is known that the uncertainty created by the random amplitude and
location of the target (target uncertainty), and the random variation in the
properties of the background (background uncertainty) are additional factors
that may reduce detection performance (Pelli 1985, Eckstein, Ahumada &
Watson 1997, Michel & Geisler 2011).
2.3 Internal factors
Besides the external variability in the stimuli themselves, we are also
limited in what we can detect by internal factors. The first and perhaps most
obvious factor is that any vision system is limited in what it can detect by the
sensory organ itself. In the human visual system, this sensory organ is the eye.
Visual processing begins when light is refracted by the cornea and focused by
the lens onto the retina. The modulation transfer function the lens system in
the human eye drastically reduces power in spatial frequencies above 10 cycles
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per degree (Patel 1966, Van Nes & Bouman 1967, van Meeteren 1974). Even
under the best conditions (a small pupil size) spatial frequencies above 60 cpd
cannot be imaged on our retina with our lens system. 1
In the natural environment luminance varies by many orders of mag-
nitude across all scenes, and by typically by one or two orders of magnitude
within a given scene (Hood 1998, Mante et al. 2005). The human visual system
evolved several mechanisms for dealing with such massive variations in overall
luminance. First, we have a pupil that controls the amount of light entering
the eye by adjusting the physical opening to the eye, much like an aperture in
a camera system. The pupil dilates or contracts based on several factors (in-
cluding vergence and accommodation (Campbell & Westheimer 1960, Alpern,
Mason & Jardinico 1961), but it responses most strongly to luminance changes
in the environment. Pupil size ranges from around 2 mm on a bright day, to 8
mm in darkness. This change accounts for about a factor of 16 change in the
amount of light that enters the eye, which clearly is not enough to cover the
huge dynamic range needed in natural viewing.
In addition to the pupil, the visual system also has two types of pho-
tosensors: rods (for scotopic or low luminance conditions) and cones (for pho-
topic or high luminance conditions). Switching between the rod and cone
system can adjust sensitivity by several orders of magnitude. This switching
does not happen quickly, and even within each system there is a slow adap-
1Interestingly, the Nyquist frequency of the central fovea is around 60 cycles per degree
(Hirsch & Curcio 1989), a likely consequence of the lens system and retina evolving together.
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tation to the overall light level. Data from Hecht, Haig & Chase (1937) are
shown in Figure 2.4. Subjects first adapted to a uniform light field, and then
absolute thresholds for light detection were measured over time. Thresholds
fell steeply at first, then slowed. After a period of several minutes, the visual
system switched to using the scotopic system, and thresholds fell again. After
a period of 30 to 40 minutes, thresholds leveled out and detectability did not
continue to improve. Note that the sensitivity of an observer that was only
limited by the external photon variability of light would switch instantly with
changes in background luminance.

























Figure 2.4: Time course of dark adaptation for different adapting intensities
(figure adapted from Hect et. al. 1937). Subjects first adapted to a uniform
light field, then absolute thresholds for light detection were measured over
time. Thresholds initially fell steeply, then bowed as the system switched
from cone to rod vision.
The specific properties and density of the photoreceptors across the
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visual field also sets limits on detection performance. For example, threshold
changes as a function of the wavelength (Hecht & Hsia 1945, Pokorny, Graham
& Lanson 1968) due to the spectral sensitivity of the photoreceptors. The loca-
tion of the target in the visual field determines how easily it is detected, because
the density of photoreceptors and ganglion cells falls off rapidly away from the
fovea (Curcio, Sloan, Kalina & Hendrickson 1990, Dacey 1993, Drasdo, Milli-
can, Katholi & Curcio 2007, Watson 2014, Bradley et al. 2014).
Many detection experiments use a fixed stimulus, meaning trials where
the signal is present are always exactly the same, and trials where the signal is
absent are always exactly the same (no external variability except for photon
noise). An ideal observer would (except for the weak effects of photon noise)
produce the same response on each trial under such conditions. However,
detection by human observers is much worse than predicted by photon noise
alone. Some of this is due to the noise that is internal to the nervous system.
One component of this internal noise is the variability of the underlying neural
representation of the stimuli, due to the fact that individual neurons in the
visual system do not respond deterministically to the same stimulus (Tolhurst,
Movshon & Dean 1983). Other components of internal noise include decision
noise (Beck, Ma, Pitkow, Latham & Pouget 2012), motor response noise, and
the variability in the attentional state of the observer.
In the signal detection framework, adding a fixed internal noise is equiv-
alent to adding a fixed variance to likelihood distributions. After adding inter-








where σt is the total standard deviation, σe is the noise due to external fac-
tors, and σi is noise due to internal factors. As noted before, all else being
equal, increasing the standard deviation of the likelihood distributions always
decreases the detectability of the signal. Therefore, any noise internal to the
observer will raise thresholds for detection.
Detection experiments using simple backgrounds have also revealed
other additional processing limitations in the visual system. A classic find-
ing in vision science is that the luminance needed to detect a target (∆L)
increases in proportion with the background luminance (Lb):
∆L ∝ Lb
This relationship is known as Weber’s Law, after Ernst Weber, a German
physician who first described the law.
Weber’s Law for luminance was first measured scientifically in the 16th
century by a French scientist named Pierre Bourguer (Bouguer 1760, Robson
1993) using candles and a wooden rod. Studies in the 20th century that used
more sophisticated apparatus have confirmed and extended these earlier find-
ings. Data from Cornsweet and Teller (1965), are plotted in Figure 2.5A. Here
a spot of light was displayed on a background disk, and increment thresholds
were measured as a function of the disk luminance. After an initial flat period
(in which internal noise and photon noise dominates), thresholds rise linearly
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Figure 2.5: The effect of increasing background luminance on detection thresh-
olds. Luminance thresholds follow a Weber’s law relationship. A. Data from
two subjects (x and o) in Cornsweet and Teller (1965). After an initial flat pe-
riod, thresholds rise according to Weber’s Law. Background illumination and
thresholds are plotted as log trolands. B. Weber relationship demonstrated in
a number of studies (from Hect 1924). The figure shows the Weber fraction
(increment threshold over background illumination) plotted against the back-
ground illumination (in log millilamberts). Over a large portion of the range
shown, the Weber fraction remains constant (Weber’s Law).
with background luminance. This finding has been confirmed many times over
(König & Brodhum 1889, Hecht 1924, Mueller 1951).
Weber’s law relationships are also shown in Figure 2.5B. Here, the data
from three studies (Aubert 1865, König & Brodhum 1889, Blanchard 1918)
spanning almost 50 years are plotted (Hecht 1924). The figure plots the Weber
fraction (increment threshold over background illumination) as a function of
the background illumination. One can see that ∆L
Lb
is constant over quite a
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large range. It is important to note here that the Weber fraction for luminance
(∆L
Lb
) is a measure of contrast. Therefore, although the luminance needed to
detect a target increases linearly with background luminance, the threshold
contrast remains fixed.
A photon limited ideal observer predicts a square root relationship
between the background luminance and the increment luminance threshold.
While this law does hold in some conditions, the linear relationship of Weber’s
Law holds under most conditions and shows that internal factors other than
photon noise strongly limit detection performance. Indeed, Weber’s law for
luminance is consistent with luminance gain control during the early stages of
visual processing (for review see (Hood 1998)).
In the previous section, I showed that a matched template observer is
optimal in Gaussian white noise backgrounds, and predicts a linear relation-
ship between the background contrast power and threshold contrast power.
However, several studies have also showed similar power law effects of back-
ground contrast for backgrounds that do not change from trial-to-trial. Legge
and Foley (1987) measured contrast increment thresholds for sine wave targets
added to backgrounds of sine waves with fixed contrast. The target sine wave
was added to the a background sine wave with fixed properties that did not
change from trial to trial (in other words there was no external variability
in the stimulus). An ideal detector would be limited only by photon noise
and have very low thresholds, and would have a constant threshold indepen-
dent of background contrast. However, Legge and Foley observed a power
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law relationship between background sine wave contrast and threshold con-
trast. This suboptimal performance can be explained by contrast gain control
mechanisms in the early visual system. These mechanisms are similar to the
luminance gain control mechanisms mentioned earlier, and are thought to exist
in order to keep responses within the dynamic range of the neurons(Albrecht
& Geisler 1991, Heeger 1991, Hood 1998, Carandini & Heeger 2012).
The sine wave grating is a classic and well studied target stimulus in
vision science. Sensitivity (1/ct) to sine wave grating was first measured by
E.W.H Selwyn, a scientist at Kodak (Selwyn 1948, Robson 1993). Selwyn
used photographs of sine waves of various spatial frequencies, and an optical
system to vary their contrasts to measure sensitivity of human observers, and
found that the peak sensitivity was around 4 or 5 cycles per degree. Selwyn
attributed the falloff in sensitivity at higher spatial frequencies to inadequacies
in the photographic process which became more obvious as spatial frequency
increased. However, later measurements of human contrast sensitivity using
sine wave gratings displayed on oscilloscopes also showed that sensitivity to
sine wave stimuli peaks around 5 cycles per degree and falls off rapidly above
that frequency (Figure 2.6A).
The contrast sensitivity function is thought to be the envelope of many
underlying neural “channels”, each sensitive to a separate narrow band of
spatial frequencies and orientations. Figure 2.6B shows the results of an adap-
tation experiment designed to test whether such channels exist (Blakemore
































Figure 2.6: A. Contrast thresholds measured as a function of spatial frequency
(From Blakemore and Campbell 1969). Contrast decreases along the y-axis,
and spatial frequency (in cycles per degree) increases along the x-axis. Sen-
sitivity is highest around some intermediate spatial frequency (4-6 cycles per
degree). B. Contrast sensitivity function measured before (solid line) and after
(points) adapting to a 10 cpd grating (Blakemore and Campbell 1969).
a human observer (shown as the black line). Next, the observer adapted to
a grating of 10 cycles per degree. Finally, the contrast sensitively function
was remeasured after adaptation (show as the black points). After adapta-
tion, there is a notch or dent in the contrast sensitivity function, meaning
that gratings at those locations needed more contrast to be detected. This
dent is centered around the adapting frequency of 10 cycles per degree, but
has also spread to other spatial frequencies that were not adapted, which is
consistent with visual information being processed in separate but overlapping
spatial-frequency channels.
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Figure 2.7: Example of similarity masking in the form of camouflage.
Right: an owl sits against a tree. Left: The owl is revealed when he
opens his eye. The owl is difficult to detect because it evolved to match
the structure of its surrounding. (Photographs by Graham McGeorge,
http://www.grahammcgeorge.com/)
One consequence of processing visual information in overlapping spa-
tial frequency and orientation channels is that the particular spatial structure
of the background has a strong effect on detectability. Specifically, the extent
to which the background structure matches the structural properties of the
target determines the amount of masking. Many organisms take advantage of
this effect in the form of camouflage. There is strong evolutionary pressure on
species to match the structure of their surroundings in order to make them-
selves more difficult to detect by either predators or prey. Figure 2.7 shows an
example of camouflage (and similarity masking) in nature.
There are several ways in which a target can match the structure of
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the background, but here I will focus on three: orientation, spatial frequency,
and phase. Campbell & Kulikowski (1966) measured the effect of changing the
relative orientation between a target object and the background. Sine wave
grating stimuli were generated on two oscilloscopes and superimposed opti-
cally. The orientation of the target sine wave remained fixed vertically. The
orientation of the background sine wave was varied, and detection thresholds
were measured by adjusting the contrast of the target.
When the orientation of the background was the same as the target,
contrast thresholds rose proportionally with the contrast of the background
in agreement to the contrast background findings I mentioned earlier. How-
ever, when the angle between the background and the target gratings was
increased, thresholds fell exponentially. At a separation of 12 degrees, thresh-
olds were reduced by a factor of 2, independent of the background contrast.
This finding demonstrates a strong effect of background orientation similarity
on detectability.
Stromeyer & Julesz (1972) studied the effect of spatial frequency sim-
ilarity on detection thresholds. Vertical sine wave grating target stimuli were
embedded in spatial frequency filtered vertical stripe noise. The stripe noise
varied across time with a frequency of 60 Hz. The contrast of the sine wave
grating was varied to measure thresholds in two conditions. First, the fre-
quency of the target grating was held constant and the frequency of the noise
was varied. Next, the frequency of the grating was varied and the frequency
of the noise was held constant.
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Thresholds decreased by half when the noise cutoff frequency was 0.5
octaves away from the target stimulus in the first condition. Similarly, in the
second condition, thresholds again decreased by half when the target frequency
was 0.5 octaves away from the noise pattern. Taken together, these results
show that as the spatial frequency band of the noise approaches the spatial
frequency of the target, the target becomes more difficult to detect. Wilson,
McFarlane & Phillips (1983) found a similar masking effect of spatial frequency
using fixed sine wave gratings as backgrounds.
The effect of background phase on detection thresholds was studied by
Foley & Boynton (1994). In this study, targets were vertical Gabor patterns,
and backgrounds were sine wave gratings of the same spatial frequency and
orientation. Contrast thresholds were measured in the fovea for three back-
ground phases: -90, 0, and 90 degrees relative to the target. Phase was found
to have a small effect on detection thresholds relative to the effect of spatial
frequency and orientation.
Properties in the region surrounding the target can effect detection
through surround suppression mechanisms. Specifically, the surrounding lumi-
nance (Cornsweet & Teller 1965, De Valois, Webster, De Valois & Lingelbach
1986) , and contrast (Xing & Heeger 2000) can effect the perceived bright-
ness and contrast of a target. Furthermore, the orientation (Blakemore &
Nachmias 1971), position (Field et al. 1993), and spatial frequency (Polat &
Sagi 1993) of the surrounding stimulus all effect the detectability of the central
target.
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2.4 Detection in natural image backgrounds
It is clear that background luminance, contrast, and spatial structure
have a strong influence on target detectability. Like most aspects of vision,
however, our understanding of the factors that affect the visual system’s ability
to detect a spatial pattern comes from experiments with simple laboratory
stimuli. Despite the long history of research on detection tasks, it is not known
what factors affect detection in natural images. Lawful relationships (such as
Weber’s law for luminance) have been measured extensively on uniform or
simple backgrounds. But it is unknown whether or not these laws hold in the
natural environment, where the particular properties of the background vary
in complex ways.
There have been only a few studies of detection in natural backgrounds.
Bex (2010) found that human observers were sensitive to distortions in novel
natural images even when the distortions did not affect the amplitude spectrum
of the image. Winkler & Susstrunk (2004) measured human detectability
thresholds of random noise patterns embedded in a database of 30 natural
images. Here, the target was the noise pattern, and the mask was the natural
image background. They found that these noise patterns were easiest to detect
in featureless regions of the image, and most difficult to detect in regions with
texture. Here it is important to note the distinction between detecting an
object in the environment (and ruling out all others) and detecting any change
in the image. In natural behavior, we are often concerned with detecting
particular objects, not just any object or change. Therefore, it is important
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Figure 2.8: The effect of edges and structure on detection thresholds (Chandler
et al. 2009). Thresholds relative to a baseline are shown as a function of
the background type. In each case, the background contrast was fixed to
either 0.32 (open circles) or 0.64 (filled circles). Thresholds are lowest in edge
structures, and highest in textures.
that models of detection account for this.
Alam et al. (2014) measured contrast detection thresholds for a large
database of natural images using a noise pattern as the target. The noise
pattern was created by filtering noise with a vertical Gabor filter having a
bandwidth of 1 octave. This work was an extension of previous work by
Chandler et al. (2009). In both studies, amplitude thresholds were found to
increase with background luminance and contrast. Thresholds also varied with
different types of spatial patterns in the background image, independent of the
background contrast and luminance (Fig. 2.8).
Both Alam et al. (2014) and Chandler et al. (2009) used a 3AFC
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paradigm, where an identical background stimulus was presented three times
in a single interval, and one of the backgrounds contained the target pattern.
This paradigm is similar to detecting any change in the background, as op-
posed to detecting a particular target. Of course, when we try to detect a
particular object under natural conditions, it is rare that we get to compare
the identical background sample with and without the object. Thus, in this
sense, the paradigm is not representative of natural detection tasks.
Bradley et al. (2014) used a single interval 2AFC paradigm to study
the effect of increasing background contrast in natural images on detection
thresholds across the visual field for a number of targets. Contrast power
thresholds were found to increase linearly with background contrast power
(Fig. 2.9). The slope of the increase changed as a function of eccentricity.
The natural images used in that study, however, were transformed such that
their luminance histograms were normally distributed. In natural images the
luminance histograms are often skewed. Furthermore, the purpose of this
study was not to characterize the laws of vision in natural images, but rather
to build a biologically plausible model for detection in arbitrary scenes.
There is a large body of literature reporting measurements and models
of detection in noise backgrounds in and in medical images (see Eckstein et al.
(1997), Watson & Ahumada (2005), Burge & Geisler (2011)). Like natural
images, medical images have complex statistical structure. It is likely, however,
that this statistical structure is different in many ways for that of natural
images of the typical human environment. Nonetheless, models of detection in
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medical images may be relevant for understanding detection in natural images.
There has also been extensive work in the engineering field of image
processing concerning the human visual system’s ability to detect artifacts in
a natural photographic images, along with a related engineering literature



















Figure 2.9: Contrast thresholds (shown on the y axis) were measured as a
function of background contrast (shown on the x axis), and eccentricity (shown
as different colored lines). The top row shows thresholds in 1/f noise, and the
bottom row shows thresholds in natural images with Gaussianized luminance
histograms. Each column shows data for a different target. In all cases,
contrast power at threshold rises linearly with background contrast power.
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Sheikh & Simoncelli 2004) concerned with predicting the subjective quality
of images (images with detectable artifacts are likely to have lower subjective
quality). These engineering models are designed for many practical applica-
tions. For example, when building an image compression algorithm any image
artifacts left after compression that are below or near the detection limit are
acceptable. These models, however, differ from models of natural detection in
that they seek to capture sensitivity to any change in the image (e.g., com-
pression artifacts) rather than the visual system‘s ability to detect a specific
pattern.
2.5 Next steps
It is clear from the work described in this chapter that many factors
affect our ability to detect spatial targets. The work presented in the rest of
this dissertation will focus on three of these factors: the background luminance,
contrast, and similarity to a specific target. The effect of these three factors is
demonstrated in Figure 2.10. The first row shows mean luminance decreasing
across columns. Backgrounds on the second row are noise patterns were each
element is sampled from a Gaussian distribution. The standard deviation
of this distribution decreases across columns, but the mean luminance stays
fixed. Targets in the third row are added to a line noise pattern that consists of
vertical and horizontal stripes. The noise orientation relative to the orientation
of target grating decreases across columns. In each case, the target becomes





Figure 2.10: Example of three background properties on target detectability.
A Gabor target of a fixed frequency, orientation, and amplitude is added to
each background. As luminance, contrast, and similarity of the backgrounds
decrease, the target becomes easier to detect.
There is a large body of work in vision science that has shown lawful
relationships between detection thresholds and background properties (such
as Weber’s law for luminance). However, it is currently unknown how these
factors affect detection in natural image backgrounds which have complex
structure. One major reason that target detection has not yet been studied
extensively in natural images is the difficulty of using natural image stimuli.
For simple patterned backgrounds, a new sample of noise (such as Gaussian
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white noise) can be generated on each trial. In the next chapter, I will present
a framework by which natural image stimuli can be used in a similar way.






Almost every study of visual pattern detection has used artificial back-
grounds. A major advantage of this approach is that it allows for precise
experimental control over the properties of the background. The ultimate
goal of vision science, however, is to describe behavior and visual processing
in the natural environment. Here I present a new method, called constrained
scene sampling, that allows images of natural scenes to be used as backgrounds
in a detection experiment, while maintaining the precise experimental control
of artificial noise backgrounds. Although I apply this method to a detection
task, this approach can theoretically be used in many different visual tasks, so
long as a database of images exists that is appropriate for the task.
In constrained scene sampling, a large collection of natural images is
first split into millions of smaller patches. Each patch is then sorted into one
of 1000 narrow bins according to its luminance, contrast, and similarity to a
given target. Patches from these bins are sampled to be used as background
patterns in an experiment.
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3.2 A natural image database
I used a database of 1204 images of nature scenes collected around the
Austin, Texas area (Geisler & Perry 2011). The database can be found online
at http://natural-scenes.cps.utexas.edu. These images contained a variety of
natural scenes, including both dense and sparse foliage, small bodies of water,
and various landscapes. Images in the database were 14 bits in pixel depth
and linear in luminance, meaning each pixel step corresponds to a fixed step
in luminance. Each image was 2844x4284 in size. Grayscale cropped sections
of several images are shown in Figure 3.1.
For the present analysis I am interested in luminance stimuli (as op-
posed to chromatic stimuli). Therefore, the RGB images were converted to the
luminance space by first converting to the XYZ color space and then taking
the Y values. For a detailed description of the camera calibration procedure
and color space conversion see Ing (2010) and Geisler & Perry (2011).
The distribution of luminance values in a particular natural image tends
to be skewed towards high values. In order to increase the range of presentable
images on the experimental display, the top 1 percent of all pixels in each image
were set to the maximum value. The images were quantized to 8 bits, and the
inverse gamma of the experimental display was then applied. These images
were used in the experiment. For analysis, the gamma of the experimental
display was applied. This was done in order to convert the images to the
luminance values that would be displayed on the monitor in the experiments.
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Figure 3.1: Example images from the natural image database. Images in the
database contain a variety of natural scenes. The images shown here have
been preprocessed (see text). Each image is a 1000x1000 pixel section that
was cropped from the larger 2844x4284 images.
Each of the 1204 images was split into 101x101 pixel patches. This
patch size corresponded to 0.8 degrees of visual angle in the experiment, and
was the same size as the target stimuli in the experiment. The spacing be-
tween each patch was 10 pixels. In total there were 71,435,728 patches in the
database.
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3.3 Measuring natural image statistics
Several statistics were computed for each of the image patches. These
statistics were mean luminance, RMS contrast, and similarity of the back-
ground to a given target. Here I consider two targets, which I will refer to
as T (x, y). One target is narrowband in frequency and has a single dominant
orientation (a 4 cpd horizontal windowed grating in cosine phase), and one
narrowband in frequency with two dominant orientations (a windowed plaid
consisting of a vertical 4 cpd grating and horizontal 4 cpd grating). These
targets are shown in Figure 3.3.
Both targets are mean zero, and were windowed with a raised cosine
envelope, env(x, y). The statistics were computed under the envelope of the
target normalized to a volume of 1.0:





The mean luminance for patch B(x, y) is given by
L(x, y) = B̄(x, y) = wT (x, y) ·B(x, y)
Here, I measure mean luminance in units of the percentage maximum
value. In the experiment, a mean luminance of 100 corresponds to 98 cd/m2.
The distribution of mean luminance values is shown in Figure 3.3A. The av-









Figure 3.2: Example patches from the database. Similarity is shown for the
horizontal Gabor target. Similarity increases across columns, and contrast
increases down the rows. All patches shown have the same mean luminance.
3.3.2 RMS contrast
The RMS contrast for patch B(x, y) is defined as:
C(x, y) = ‖c(x, y)
√
wT (x, y)‖
where c(x, y) =
B(x, y)− L(x, y)
L(x, y)
is the contrast image at position (x, y).
The distribution of RMS contrasts is shown in Figure 3.3A. The mean
value of RMS contrast was 0.508.
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3.3.3 Similarity to target
Two measures of background similarity to a target were measured:
phase-specific (Q(x, y)) and phase invariant (S(x, y)). Each measure is de-
signed to capture the extent to which the background matches the spatial
structure of the target. For the phase-specific similarity, Q(x, y) = 1 means
the target exactly matches the spatial frequency, orientation, and phase of the
target. For the phase-invariant similarity, S(x, y) = 1 means the target exactly
matches the spatial frequency and orientation, but not necessarily the phase of
the target. In both cases, the similarity measure is invariant to the contrast of
the target and the background. In the present study, when I refer to similarity
I am referring to the phase-invariant similarity S(x, y) unless stated otherwise.
The phase-specific similarity is given by the cosine of the vector angle
between T (x, y) and the difference signal ∆B(x, y)
Q(x, y) =
T (x, y) ·∆B(x, y)
‖T‖‖∆B1T‖
where ∆B(x, y) = B(x, y) − B̄(x, y) is the difference between the patch and
its mean luminance, and 1T is the indicator function
1T =
{
1, if wT > 0
0, if wT = 0
Note that this definition of similarity is identical to the correlation between
the target and the background.
The phase-invariant similarity is the cosine of the vector angle between
the amplitude spectra of the target, AT (u, v) and the amplitude spectra of
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the background difference signal A∆B(u, v). Before converting to the Fourier
space, a flat topped raised cosine window was applied to remove the hard edge










(x2 + y2)− r1)
(r0 − r1)
)
, if r0 <
√
(x2 + y2) < r1
0.0, if
√
(x2 + y2) > r0
Here r1 was chosen to be 91 pixels and r0 was 10 pixels.
Using this window the Fourier spectrum for the target is T (x, y)w(x, y)
F−→
FT (u, v) and the amplitude spectra is AT (u, v) = |FT (u, v)|. Similarly, the
Fourier spectrum for the patch is ∆B(x, y)1T (x, y)w(x, y)
F−→ F∆B(u, v) and
the amplitude spectra is A∆B(u, v) = |F∆B(u, v)|.
The phase-invariant similarity is given by
S(x, y) =
AT (u, v) · A∆B(u, v)
‖AT‖‖A∆B‖
The distributions of phase-invariant similarities for both the Gabor and
plaid targets are shown in Figure 3.3A. The mean similarity for the Gabor
target was 0.261, and the mean similarity for the plaid target was 0.349.
3.4 Binning natural image patches
Patches were sorted into one of 1000 (10 along each dimension) bins
according to their mean luminance, RMS contrast, and phase-invariant simi-
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Similarity (Gabor)
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Similarity (Plaid)
0.0 0.2 0.4 0.6 0.8 1.0
Figure 3.3: Distribution of image statistics. A. Individual distributions of each
statistic. The shaded area is the area measured in the experiment. B. Joint
distribution of all three statistics for both targets. Color represents the count
in each bin. The color range is logarithmic to show the distribution of the
statistics. Each bin in the histogram had at least 300 patches, and many bins
contained several thousand patches.
(Chapter 5). Bin edge spacing was chosen so that the variation in the masking
effect was approximately the same within each bin. If Weber’s law holds then
the bin boundaries in a geometric series satisfy this constraint. Therefore, the








where , xmin is the minimum bin boundary, xmax is the maximum bin
boundary, and n is the total number of bins (10 along each dimension).
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The bounds xmin and xmax where constrained by the limitations of
the display used in the experiment. Patches that were too high in contrast
or luminance were not binned because a threshold for those bins could not be
measured without clipping. Patches that were too low in luminance or contrast
were not binned because it would not be possible to measure a threshold for
those patches given the bit depth of the monitor. Furthermore, bin edge spac-
ing was chosen to ensure that each bin contained at least 300 patches. For lu-
minance, [xmin, xmax] was [8.0, 55.0]. For contrast, [xmin, xmax] was [0.05, 0.32].
For similarity, [xmin, xmax] was [0.15, 0.45] for the Gabor target, and [0.24, 0.47]
for the plaid.
3.5 Sampling in an experiment
Typical detection experiments use noise patterns generated in software
to study the effect of different background properties on masking. For ex-
ample, an experimenter would measure thresholds for Gaussian white noise
of increasing contrast to test the effect of background contrast on detection
thresholds. Generating the backgrounds in software gives the experimenter
precise control over the stimulus.
In the same way, sampling patches from the 3D histogram bins along
different dimensions allows one to test the effect of these dimensions on mask-
ing. In this case, instead of generating a new noise background in software, a
natural background is sampled from one of the bins. Each of the 1000 bins in
the 3D histograms contains at least 300 image patches with the approximately
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equal (within a narrow range) luminance, contrast and similarity.
In the next chapter, I will describe a series of experiments using this
method that were designed to test the effect of luminance, contrast, and sim-
ilarity on detection thresholds in natural image backgrounds.
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Chapter 4
Detection in natural scenes
4.1 Motivation
Perhaps the most fundamental visual task is to detect target objects in
the natural backgrounds that surround us. In chapter 2, I described many of
the factors that affect our ability to detect spatial targets. In this chapter, I will
focus on understanding how the specific properties of the background influence
detectability in natural image backgrounds. There is a large body of work in
vision science that has shown that the detectability of a target pattern added
to a background decreases with increases in background luminance (König &
Brodhum 1889, Hecht 1924, Mueller 1951, Cornsweet & Teller 1965), back-
ground contrast (Legge & Foley 1980, Burgess et al. 1981, Lu & Dosher 1999)
and with the similarity of the spatial properties of the background to that of
the target (Campbell & Kulikowski 1966, Stromeyer & Julesz 1972, Wilson
et al. 1983). Many of these findings show that thresholds change in a pre-
dictable way as the background properties change (for example, luminance
thresholds increase linearly with background luminance). In addition to the
background properties underneath the target, the properties of the region sur-
rounding the target have been shown to have an effect on detection (Blakemore
& Nachmias 1971, Polat & Sagi 1993, Xing & Heeger 2000).
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Visual systems are the result of evolution by natural selection, and as
a consequence their design is strongly constrained by the properties of natural
visual stimuli and by the specific visual tasks performed to survive and repro-
duce. Thus, to understand the human visual system it is critical to characterize
natural visual stimuli and performance in natural visual tasks. Despite this,
much of our understanding of the background properties that affect detection
has come from studies using either fixed backgrounds (such as uniform fields
or gratings), or artificial noise patterns (such as white noise or 1/f noise).
The relatively few studies that have used natural images as stimuli
either use just a few natural images (Caelli & Moraglia 1986, Rohaly, Ahumada
& Watson 1997, Winkler & Susstrunk 2004, Alam et al. 2014), or a detection
task that is not representative of detection in the natural environment (Caelli
& Moraglia 1986, Alam et al. 2014). The latter studies allowed subjects to
compare a sample of the background with the target to the same sample of
background without the target in order to make a judgement. Of course, this
type of direct comparison task is not common in the natural environment.
No study to date has directly measured in natural images the effect of
background factors that are known to affect thresholds in simple backgrounds
(namely luminance, contrast, and similarity). Because of this, it is unknown
whether or not detection thresholds in natural image backgrounds follow the
same types of relationships that have been measured in simple backgrounds.
Furthermore, it is unknown how these factors - along with the underlying
neural mechanisms for detection - are related to the statistical properties of
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natural scenes.
One reason that few studies have used natural images as stimuli is
because they are difficult to control in an experimental setting. In the pre-
vious chapter, I described a new experimental approach I developed called
constrained scene sampling. In this approach, natural images are split into
small local patches, and sorted into many bins according to their statistical
properties. Image patches are sampled from these bins in order to be used
as background stimuli in an experiment. Using this approach, natural images
backgrounds can be used in a controlled experiment. On each trial of the ex-
periment, instead of generating a new noise pattern (with a fixed luminance,
contrast, and similarity) to be used as a background, a new natural image
background (with a fixed luminance, contrast, and similarity within a narrow
range) was sampled from a particular bin.
4.2 Experimental setup and methods
Detection thresholds were measured in the fovea using natural image
patches as background stimuli. Thresholds were measured for two different
targets types: one with a single dominant orientation (a windowed 4 cpd
grating), and one with two dominant orientations (a windowed 4 cpd plaid).
The targets are shown in Figure 3.3 on page 48.
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4.2.1 Experimental procedure
Three experienced psychophysical observers participated in the exper-
iments. Subjects were males whose ages ranged from 29-33 years old. All








Figure 4.1: Experimental procedure in the detection task. On each trial, a
low contrast fixation point was presented in the center of the screen for 400
ms. Next, a uniform field was presented for 100 ms. Finally, a natural image
background (with or without the target) was presented for 250 ms. The task
was to report whether or not the target was present. In experiment 1, the full
4.3 degree surround was presented (as shown). In experiment 2, the surround
was tapered via a raised cosine window to the mean luminance (not shown).
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Trials were blocked by the target type (Gabor or plaid), target ampli-
tude, and the image database bin that the background images were sampled
from. On each trial (Figure 4.1), a low contrast fixation point was presented
in the fovea for 400 ms. Next, the fixation point was turned off for 100 ms. Fi-
nally, a background patch was randomly selected (without replacement) from




B(x, y), if target absent
B(x, y) + aT (x, y), if target present
where B(x, y) is the background patch, T (x, y) is the target, and a is the
target amplitude. The resulting image, I(x, y) was then gamma compressed,
based on the calibration of the display (SONY GDM-FW900), quantized to
256 10-bit gray levels, and displayed at a resolution of 120 pixels per degree
for 250 ms. Stimulus presentation and response collection were programmed
in MatLab, using PsychToolbox (Brainard 1997, Pelli 1997, Kleiner, Brainard,
Pelli, Ingling, Murray, Broussard & others 2007).
At the end of each trial, the subject reported whether the target was
present or absent. Subjects were given auditory feedback that indicated whether
or not their choice was correct. This single interval yes/no task was chosen
because it more closely matches detection tasks in the natural world, where
observers do not make comparison judgments between the same background
with and without the target.
In the first experiment, the background that was displayed also included
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a context region that was 4.25 degrees wide surrounding the target region (See
Figure 4.1). In the second experiment, the background, B(x, y), was windowed
to the mean luminance field with the target cosine window envelope Bw(x, y) =
B(x, y)env(x, y). After windowing, the target (if present) was added to the
windowed background in the same way as shown previously. In both cases,
the rest of the display contained a fixed luminance which corresponded to the
mean luminance of the patches in the bin being tested.
Psychometric functions were measured separately for several bins in
each experimental session. Each psychometric function was measured twice
on each subject; the second after all the psychometric functions had been
measured once. For each bin, five target amplitude levels were measured. At
each amplitude level, 36 trials were collected (each with a different natural
image background). To help the subject adopt the appropriate decision crite-
rion, the first trial in a block always contained the target (this trial was not
included in the data analysis). In total, 9,100 different natural image patches
were used in the experiments.
4.2.2 Fitting the psychometric function
For each subject, all the psychometric data for each bin (350 trials)
were fit with a generalized cumulative Gaussian function using a maximum-























where a is the amplitude of a target on a given trial, at is the amplitude
at threshold, β is the slope parameter of the psychometric function, and γ
is the bias parameter. Threshold was defined to be the target amplitude
corresponding to 69% correct (d′ = 1).
The threshold (at), slope (β), and bias (γ), were fit by maximizing the
log-likelihood of all the responses to a given condition with the number of hits,
misses, false alarms, and correct rejections for a particular amplitude. A single
slope parameter (β) was fit for each subject, target, and experiment. In all
experiments, the bias parameter (γ) was found to be small, and therefore was
set to 0.
4.3 Experiment 1: Natural images with surrounding
context
The goal of the first experiment was to characterize the effect of back-
ground luminance, background contrast, and background similarity to a target
on the detectability of a known target (see Chapter 3 for a description of these
factors) in natural images.
In Chapter 3, I described the creation of a database of image patches
that were sorted into one of 1000 bins, each with a narrow range of luminance,
contrast, and similarity. Fully characterizing this space would require the
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collection of 2000 psychometric functions (one for each bin for each target),
which is, of course, impractical. Previous studies using simple backgrounds
have shown that thresholds vary smoothly as a function of the background
dimension. Therefore, in order to characterize the effect of each dimension, I
measured detection thresholds for a subset of the bins, under the assumption
that thresholds would vary smoothly, and only a subset would be needed to
characterize the space.
In Experiment 1, detection thresholds were measured in the fovea at
five bins along each of the three dimensions in the 3D histogram of image
patches. Along each dimension, the other two dimensions were held in fixed
bin positions. In the luminance condition, the luminance values ranged from
8.85 to 50.18 percent of the maximum monitor luminance. The contrast was
held fixed at 0.12 and the similarity was held fixed at 0.25 for the Gabor and
0.32 for the plaid. In the contrast conditions, the five RMS contrast values
ranged from 0.06 to 0.29. The luminance was held fixed at 23.2, and the
similarity was held fixed at 0.25. The similarity values measured ranged from
0.16 to 0.38 for the Gabor target, and 0.25 to 0.43 for the plaid target. For
both the Gabor and the plaid, the luminance was fixed at 23.2, and the RMS
contrast at 0.12.
The results for three different subjects are shown in Figure 4.2. The top
row of panels shows the results for the Gabor target, and the bottom panels
show the results for the plaid target. Each plot shows threshold amplitude (on
the y-axis) as a function of the value along a background dimension (on the
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Figure 4.2: Results from experiment 1. The top row shows results for the
Gabor target, and the bottom row shows results for the plaid target. The
colored points show the data from three subjects, and the black points show
the average. Error bars are bootstrapped standard errors. The black line
shows the best fitting line to the average data.
x-axis). Values on the x-axis represent the middle value of the bin that was
measured. Subject data are shown in the colored points, and the average is
shown in black. The best fitting line to the average points is shown in black.
For both targets, threshold amplitude increases approximately linearly
with local mean luminance in natural backgrounds (Figure 4.2, first column),
in agreement with the classic finding of Weber’s law reported for detection
in uniform backgrounds (König & Brodhum 1889, Hecht 1924, Mueller 1951).
The threshold amplitude increases approximately linearly with background
59
contrast (Figure 4.2, second column), in agreement with the classic finding for
detection in white noise (Legge & Foley 1980, Burgess et al. 1981, Lu & Dosher
1999). This result is also in agreement with more recent findings for targets
in 1/f noise backgrounds (Najemnik & Geisler 2008, Bradley et al. 2014), and
in Gaussianized natural backgrounds (Bradley et al. 2014). Finally, amplitude
threshold increases approximately linearly with the similarity of background
to the target (Figure 4.2, third column). Previous studies have shown an
effect of background orientation and spatial frequency on detection thresholds
(Campbell & Kulikowski 1966, Stromeyer & Julesz 1972), however this linear
relationship is a result not previously reported. There is individual variation
between subjects (some are overall more sensitive than others), however the
approximate linear trend holds for all subjects. The slope parameters for the
psychometric functions are shown in Table 4.1.
Slope (β) parameters in Experiment 1
Gabor Plaid
Subject 1 0.997 1.411
Subject 2 1.695 1.910
Subject 3 1.300 1.390
Table 4.1: Slope parameters in Experiment 1 for all three subjects
The primary conclusion from this experiment is that thresholds increase
approximately linearly as a function of luminance, contrast, and similarity
for detection in natural backgrounds. This largely confirms the findings of
previous studies that used simple backgrounds (although the similarity result
here is new). It might at first not seem surprising that detection thresholds
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follow similar laws in natural images as in simple backgrounds. However, given
the structure of natural images, the complex ways that luminance, contrast,
and similarity vary, and the variation between images on each trial, it was very
possible that linear relationships would not be obtained. In section 4.5 of this
chapter, I show that this pattern of results follows directly from a principled
signal-detection theory analysis of detection in natural images.
4.4 Experiment 2: Natural images with no surrounding
context
The first experiment measured detection thresholds when the back-
grounds were substantially larger (4.3 deg in diameter) than the target (0.8
deg in diameter). To examine the effect of the background region surround-
ing the target, I carried out a second experiment where the background was
windowed to size of the target. A subset of the conditions measured in Experi-
ment 1 was measured in Experiment 2. All backgrounds in Experiment 2 were
sampled from a fixed luminance bin. The background contrast and similarity
were varied in order to measure the effect of these dimensions on detection
thresholds.
Figure 4.3 shows detection thresholds in Experiment 2 as a function
of background contrast and similarity. For comparison, the best fitting lines
to the average data from Experiment 1 are also plotted in a lighter shade.
For both targets, threshold increases approximately linearly with the back-
ground contrast and similarity to the target. The slope (β) parameters for the
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Figure 4.3: Results from Experiment 2. The top row shows results for the
Gabor target, and the bottom row shows results for the plaid target. The
colored points show the data from three subjects, and the black points show
the average. Error bars are bootstrapped standard errors. The black line
shows the best fitting line to the average data. The gray line shows the best
linear fit from the average data in Experiment 1.
psychometric functions from each subject are shown in Table 4.2.
It is clear from Figure 4.3 that the overall magnitude of the thresholds
in the windowed condition is lower than in the surround condition.This result
appears to demonstrate that there is a substantial effect of the surrounding
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context on detection thresholds. However, while the windowing procedure
removed the surround region, it attenuated part of the background under the
target (the half height of the cosine window used was 0.4 degrees, which was
half of the target size). Because of this, some of the energy in the background
that was under the target was removed by the window.
It is therefore possible that the measured thresholds are lower because
masking energy was removed under the target. In the next section, I will
show that this is the most likely explanation, and hence that the surrounding
context region has little or no effect.
Slope parameters in Experiment 2
Gabor Plaid
Subject 1 0.849 1.395
Subject 2 1.302 1.801
Subject 3 1.138 1.506
Table 4.2: Slope parameters in Experiment 2 for all three subjects.
4.5 Signal detection analysis of detection
4.5.1 Matched template observer
Experiments 1 and 2 showed that thresholds vary approximately lin-
early along all three dimensions (in agreement with previous findings using
simple stimuli). But why should thresholds vary in this way? To gain some in-
sight into this, I evaluated a simple signal detection model known as a matched-
template observer (Figures 4.4 and 4.5). On each trial the matched-template
observer computes the dot product of the target waveform T (x, y) with the
63




T (x, y)I(x, y)
where the target waveform is scaled so that its energy is 1.0 (the energy of the
target waveform is the dot product of the waveform with itself). In this case,
the dot product is equivalent to computing the response of a receptive field
exactly matching the luminance profile of the target. If the template response
(R) exceeds a decision criterion value (γ), then the observer reports that the
target is present, otherwise that the target is absent.
The matched template observer is the optimal (ideal) observer when
the target is known (as it was in experiments 1 and 2) and the background
is Gaussian white noise (Peterson, Birdsall & Fox 1954, Green & Swets 1966,
Burgess et al. 1981). A matched template observer is often not too far from
optimal if the background is Poisson white noise or is correlated Gaussian noise







I R yes noor
Figure 4.4: The matched template observer model. On each trial, an template
response R is computed on the input image I. This response is compared to
a decision criterion γ to determine whether or not the target was present.
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statistical structure than Gaussian noise, the matched-template observer is a
simple, principled signal detection model. It is therefore a good starting point
for investigating detection in natural images.
4.5.2 Matched template observer in natural images
The purple histograms in Figure 4.5 show the distributions of template
responses for the Gabor target, for all the non-windowed background patches
in three of the 1000 bins in the image database (see chapter 3). The mean of
the template response distribution is 0, because the template waveform sums to
0. The standard deviation of the response distribution is due to the structure
and variability of the natural images themselves. If a target of amplitude a
is added to the background, then the distribution remains identical in shape
(with the same standard deviation), but is shifted to the right by a (the green
histograms). The distributions are approximately Gaussian as indicated by the
curves, which are Gaussian distributions having the same means and standard
deviations as the measured distributions.
If the goal of the observer is to be as accurate as possible in the de-
tection task - where the target is present on half the trials - then the decision
criterion should be placed halfway between the two distributions (γ = a/2).
In Figure 4.5, the target amplitudes have been set so that the accuracy of the
matched template detector is 85% correct for the three example bins. As the
standard deviation of the response distribution to background alone increases,









% correct = 85
Figure 4.5: Template response distributions (for the Gabor target) for three of
the 1000 bins in the experiment. Response to the background alone is shown in
purple, and response to the background plus the target is shown in green. The
mean of the background alone condition is 0, and the mean of the background
plus target condition is the amplitude of the target. The amplitude here was
chosen to give 85% correct in each condition.
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increase to maintain 85% correct performance, and therefore the amplitude of
the target must increase. But how is this related to detectability in natural
image backgrounds?
In Chapter 2, I mentioned that the standard way to measure perfor-
mance in a detection task is by using the signal to noise ratio, d′. For a
particular bin with luminance, contrast, and similarity centered at L, C, and




where µb is the mean of the background response distribution (0), µt is the
mean of the background plus target response distribution (a), and σ(L,C, S)
is the standard deviation of template responses to image patches in that bin.





Therefore, the target amplitude needed for a particular detectability level is
a = d′σ(L,C, S)
Thresholds in experiments 1 and 2 where defined as the amplitude correspond-
ing to a d′ = 1. In this case, the matched-template observer’s threshold for
detection of images in a particular bin is simply the standard deviation of the
template responses for that bin
at = σ(L,C, S)
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From this equation, it is clear that for the template observer the am-
plitude threshold for a particular bin is the standard deviation of the template
response for the images in that bin. The standard deviation of the template
response distribution is shown as a function of similarity, contrast, and lu-
minance in Figure 4.6. Each plot shows a different luminance, each shows a
different contrast level, and each symbol type shows a different target (circles
for Gabor, and diamonds for plaid). The template response distributions were
also computed for the windowed backgrounds (see Appendix A).
The curves through the data in Figure 4.6 show the fit of the following
formula, which is separable in luminance, contrast, and similarity
σ(L,C, S) = k0(L+ kL)
√
C2 + kC(S + kS)
where k0, kL, kC , and kS are free parameters. These four parameters were fit
to all 2000 data points (one for each of the 1000 bins per target) and were
found to be k0 = 0.0275, kL = −0.0768, kC = −0.0154, kS = −0.0712. This
descriptive model accounted for 99.6% of the variance in the data, implying
that the thresholds of the matched template observer are linear in all three
dimensions.
Here I am only showing the template response standard deviations for
the non-windowed backgrounds. Appendix A shows the result for the win-
dowed backgrounds. The linear relationship holds in that case, although the
magnitude of the standard deviations is overall lower. This is likely due to the
windowing removing structure from the background, and therefore lowering
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the variability of the template responses. This result shows that thresholds
in the second experiment should indeed be lower due to the windowing of the
background under the target, and not due to the removal of the surrounding
image region.
The fact that the standard deviations of the template responses increase
as backgrounds increase along these dimensions is quite surprising, and there
was no obvious reason to think that should be the case beforehand. This
increase in the variability of the template response is due to the variability
in the structure of the natural images themselves. This result demonstrates
that the fact that human thresholds are approximately linear along all three
dimensions is predicted from first principles. In other words, an observer that is
limited only by the variability found in natural image structure has detection
thresholds that increase linearly as a function of luminance, contrast, and
similarity.
4.5.3 Human detection performance and the structure of natural
images
The prediction of linear threshold functions for each dimensions is an
important result but do the matched-template statistics actually predict the
variation in slopes and intercepts across the different background dimensions
and targets in Experiments 1 and 2 (shown in Figures 4.6 and A.1)? For
detection in noise, humans do not reach the absolute levels of performance
of the matched-template (ideal) observer, and thus the relative performance
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TargetsL = 8.85 L = 10.7
L = 13 L = 15.8 L = 19.1 L = 23.2
L = 28.1 L = 34.1 L = 41.4 L = 50.2
Figure 4.6: Standard deviation of template responses for each bin in the ex-
periment (without windowing) for the Gabor target (circles) and plaid target
(diamonds). Bins vary as a function of similarity on the x axis. Each color
represents a different contrast level. Each plot represents a different luminance
level. The solid lines are fits with a 4 parameter model (see text). Appendix
A shows plots of template response standard deviations for windowed back-
grounds.
of human and ideal observers is usually compared by introducing an overall
efficiency parameter, η, that effectively scaled up the variance of the matched-
template responses, or equivalently, scales up all the matched-template ob-
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server’s thresholds by a constant (Burgess et al. 1981, Geisler 2011):
at = σ(L,C, S)/
√
η
A single efficiency parameter was applied to the matched template ob-
server’s thresholds across all conditions, target types, and experiments (with
and without windowing). For the windowed condition, the standard deviation
of the template responses to the windowed patches was used. The efficiency
parameter that minimized the mean squared error between the template ob-
server and human observers was found to be 0.124.
Figure 4.7 shows the average human thresholds for both targets (Gabor
in red circles, and plaid in blue diamonds), and for both experiments (the
windowed surround data are shown in the lighter colors). The predictions of
the matched template model for a single fixed value of the efficiency parameter
are shown as the open gray symbols. As can be seen, the values of the slopes
and intercepts across luminance, contrast, and similarity for both targets, and
in both experiments are predicted quite well from the statistics of the template
responses to natural backgrounds (with only a single free scaling parameter).
The correlation between the model threshold amplitude without the
efficiency parameter and the human thresholds is 0.98 (as seen in Figure 4.8).
This high correlation shows that the detection mechanisms in the human visual
system are tightly matched to the statistical properties of natural scenes.
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Background Similarity
0.25 0.28 0.32 0.37 0.43
Background Contrast
0.06 0.12 0.17 0.29
0.16 0.20 0.25 0.31 0.380.06 0.12 0.17 0.29
L = 23.2 L = 23.2



































Figure 4.7: Matched template and human observer data for detection in nat-
ural scenes. The average of three human subjects is shown by the colored
points (Experiment 1 is shown as the darker color, and Experiment 2 is shown
in the lighter shade). The matched template observer (with a single efficiency
parameter, 0.124) is shown by gray symbols. The lines are the best linear fit
to the human data. The performance of the matched template observer tracks
the performance of human observers.
4.6 Summary
The experiments presented in this chapter revealed lawful effects of the
three dimensions on detection performance. Amplitude thresholds increased
linearly with background luminance, contrast, and similarity with and without
surrounding image context. These aspects of human detection performance are
predicted quantitatively from first principles by a signal detection analysis of
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Subject Threshold Amplitude




















Figure 4.8: Plot of the correlation between the template observer thresholds
(which are the template response distribution standard deviations) vs. subject
thresholds. Each point represents the threshold as measured in a single bin.
Both experiments are plotted here. The correlation was 0.98
the natural image stimuli. This analysis also reveals that there is little direct
effect of removing the surrounding context on detection thresholds. The work
presented here demonstrates that the ability of human observers to detect
targets is highly similar to that of an observer that is limited only by the vari-
ability in natural images, and that human detection mechanisms are strongly
linked to the statistics of natural scenes.
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Chapter 5
Uncertainty in natural scenes
5.1 Motivation
In the previous chapter, I measured detection thresholds on human
observers using over 9,000 different natural image stimuli as backgrounds. Ex-
perimental trials were blocked by the target amplitude, as well as the lumi-
nance, contrast, and similarity of the backgrounds. Despite the variety in the
structure and content of the images presented, the luminance, contrast, and
similarity of the background images varied by only a small amount trial-to-
trial. The target amplitude (if present) did not vary trial-to-trial. Because of
this, the human observers (as well as the matched template observer) could
adopt a single decision criterion in order to maximize performance in this task.
In the natural environment, however, the luminance and contrast typ-
ically vary by an order of magnitude in a given scene (Hood 1998, Mante
et al. 2005). The similarity between the background and a particular tar-
get varies by an order of magnitude on average in natural scenes (Appendix
B). Furthermore, even when the shape of the target of interest is known, the
strength (or amplitude) of the target often varies on every occasion. Under
these conditions, matched-template observers would not be able to adopt a
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simple decision strategy for detection.
Previous studies have shown that the uncertainty created by the ran-
dom amplitude and location of the target, and the random variation in back-
ground properties can reduce detection performance (Tanner 1961, Eckstein
2011, Burge & Geisler 2011). However, in the natural environment, it is crit-
ical that we are able to detect targets of interest quickly. Therefore, it seems
likely that there was strong evolutionary pressure to maximize detection per-
formance in conditions of high uncertainty (like those found in nature). But
how do human observers perform in more natural, uncertain conditions?
The goal of the work presented in this chapter was to measure and
model detection performance under uncertain conditions. First, I measured
the effect of uncertainty on human observers in a detection task where the
background properties and the target amplitude varied randomly on each trial.
Next, to test whether or not the surrounding image context helped observers
under uncertain conditions, I measured the effect of background and target
amplitude uncertainty with the surround windowed away (as in Chapter 4,
Experiment 2). I tested the extent to which the matched template observer
shown in Chapter 4 could account for the results in uncertain conditions.
Finally, I developed an extension to the matched template model that that
could account for the results in all three experiments.
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5.2 Experimental methods
The same three observers that participated in Chapter 4, Experiments 1
and 2, participated in this experiment. The experimental timing and procedure
for display was the same as in the previously mentioned experiments. In this
experiment, trials were blocked by the target type (Gabor or plaid), and the
performance level from the previous experiments. Four performance levels
were tested: 65%, 75%, 85% and 95% correct.
On each trial, a bin that was measured in the first set of experiments
was randomly selected, and a random patch was chosen from that bin without
replacement. Randomly on half the trials, the target was presented. The am-
Target Amplitude
















Figure 5.1: Target amplitude selection in the uncertainty task. The data
shown are from a single subject and a single bin condition. In Experiment 3,
trials were blocked by the performance level in Experiments 1 and 2. If the
performance was 75% correct, then targets would be set to an amplitude of
0.31 for this subject and this bin.
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plitude of the target was set to the amplitude that corresponded to a particular
performance level (for a particular subject) on the psychometric curve for the
data in that bin in the blocked experiments (Experiments 1 and 2 from Chap-
ter 4). This is illustrated in Figure 5.1. The data shown are the responses of
subject 1 in Chapter 4, experiment 1 for a particular bin condition. Suppose
this bin was randomly chosen in the present experiment, and the performance
condition being measuring was 75% correct. An image patch would be selected
from the randomly chosen bin, and the target amplitude would be set to the
value corresponding to 75% correct on this psychometric fit (around 0.31 in
this case).
Performance in the uncertain condition was measured for each of the
four accuracy levels, with the background bin randomly selected on each trial.
For each level, 200 trials were collected separately in blocks of 50 trials. Under
these circumstances, both the target amplitude and the background bin vary
on each trial (unlike in Chapter 4, experiments 1 and 2, where both amplitude
and background bin were blocked). If there was no effect of uncertainty, then
performance should be unchanged from performance in the blocked conditions.
Performance was measured separately for image patches with and without
surrounding context.
Images were sampled only along a single luminance bin dimension (the
median value), and therefore only the contrast and similarity randomly varied
trial-to-trial. If the luminance bin was not fixed, then the surrounding uniform
region of the display would either provide an unnatural cue to the luminance
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(if it varied with the natural background), or it would produce brightness-
contrast artifacts (if it was kept it at a fixed luminance).
5.3 Experiment 3: Uncertainy
The third experiment measured the effect of randomly varying the back-
ground and target amplitude on every trial on performance in the detection
task. The uncertainty in this experiment is similar to the uncertainty we
experience under natural conditions, where the background varies on every
occasion.
First, performance was measured in images that contained the full sur-
round (as in Chapter 4, Experiment 1). The left plot in Figure 5.2 shows the
accuracy (averaged across the three subjects) in the random conditions plotted
as a function of the accuracy in the blocked conditions of Chapter 4, Exper-
iment 1. There is little (if any) effect of background and target uncertainty,
even though subjects reported that the background appeared dramatically
different on each trial.
As will be shown below, to perform well in this experiment a matched
template detector would need to adjust its decision criterion on every trial.
Perhaps the performance of the human observers is unaffected by uncertainty,
because they are somehow able to use the surrounding background image
context to adjust their decision criteria. To test this hypothesis, performance
was measured in images where the surrounding context was windowed to the
mean luminance (as in Chapter 4, Experiment 2). The right plot in Figure
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5.2 shows the results from this experiment. The data points are plotted as a
function of performance in Chapter 4, Experiment 2. Again, performance is
largely unaffected by background and target amplitude uncertainty.
The fact that the performance of human observers remained unchanged
under conditions of high background and amplitude uncertainty is a surprising
result, because uncertainty is typically thought to harm performance in many
tasks. Furthermore, the results from windowed images suggest that the human
Blocked % Correct






























Figure 5.2: Results from Experiment 3. Shown is the performance in the
uncertain condition as a function of performance in the blocked condition.
The points show the average performance between the three subjects. The
figure on the left shows data where the image was presented with a 4.3 degree
surround (as in Experiment 1), and the figure on the right shows data where
the surround was windowed (as in Experiment 2). The gray line shows the
performance of the standard matched template observer, and the black lines
shows the performance of the normalized matched template observer (see text
for details).
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visual system is somehow able to correctly adjust the decision criterion on each
trial by using information only at the location of the target itself. In the next
section, I will first describe how a matched template observer would perform
under these uncertain conditions, and then describe an enhanced matched
template observer.
5.4 Signal detection analysis of detection in uncertain
conditions
5.4.1 Matched template observer
Consider the standard template matching observer for the target de-
tection task I described in Chapter 4. On each trial, this observer computes
the dot product of the background and a template of the target waveform. If
the dot product exceeds a particular criterion the observer reports that the
target is present. An ideal observer would set the criterion to the value that
maximizes overall accuracy.
Figure 5.3 (left) shows the distributions of template responses for the
Gabor target in three specific bins from the database. Here, the target was
set to the amplitude that produced 85% correct. If the background bin and
the amplitude of the target are fixed, as in Experiments 1 and 2, then the
matched template observer would set the criterion at the cross point of the
two distributions in that bin (γ = a/2). In Figure 5.3 (left), the optimal
criterion for each bin is shown as the black lines. For bin A the standard
deviation is relatively low, and hence the target amplitude and the criterion
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that produces 85% correct are relatively small. For bins B and C the standard
deviations are higher, and the hence target amplitudes and the criterion that
produces 85% correct are larger.
This simple matched template observer applied to the natural image
backgrounds predicted the entire set of results shown in Chapter 2. How
would this model perform when the background bin randomly varies on every
trial, as in the experiments presented in this chapter? The simple template















Figure 5.3: Normalized template response distributions. The distributions
on the left show template responses for three bins in the image database.
The gray line shows the best single criterion for detection across all bins.
The distributions on the right are the same distributions, but normalized by
their standard deviations. Here, only a single criterion is needed to perform
optimally across all bins.
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criterion corresponds to some intermediate compromise value. The value of
single criterion is shown as the gray line in Figure 5.3. Although this criterion
is optimal if only one criterion could be chosen, it is clear from the figure that
is it substantially far from the optimal criterion in each bin. Thus, the simple
matched template observer must perform worse in the uncertainty conditions.
The gray curves in Figure 4.1 show the difference in performance of
the simple matched template observer in the blocked (the previous chapter)
and uncertain (this chapter) conditions when the criterion is set at the best
possible value for each accuracy level. It is clear that the human observers
perform substantially better than what would be predicted from this simple
observer. Thus, the results of this experiment suggest that human observers
are not behaving like a standard matched template observer, but are more
sophisticated. In effect, the human observers are able to dynamically adjust
their decision criterion on each trial so that they are unaffected by the trial-
to-trial changes in background bin and target amplitude.
5.4.2 Normalized matched template observer
How are the human visual and decision-making systems able to make
this dynamic adjustment? One possibility is that they are able to estimate
luminance, contrast and target similarity of the background (at the target
location) on each trial, and then use those estimates to shift the criterion ap-
propriately. Note that this is equivalent to normalizing the template response
by the subtracting the mean and dividing by standard deviation implied by
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the estimated luminance, contrast and similarity, and then use a fixed decision
criterion. This model is shown in Figure 5.4.
The effect of properly normalizing the template responses is illustrated
in Figure 5.3 (right). These distribution are the same as the distributions
shown in the left of the figure, but they have been normalized by their stan-
dard deviation (which is given by the mean luminance, mean contrast, and
mean similarity of their respective bins). Once normalized, the standard de-
viations all become 1.0 and separation between the distributions becomes the
detectability (d′) corresponding to 85% correct. After this normalization, opti-
mal performance in Experiment 3 can be obtained with a single fixed criterion
(d′/2) that depends on the accuracy level. Recall that the randomized exper-
iment in this chapter was blocked by accuracy level, so observers could adopt
a single criterion after normalizing the template response.
















Figure 5.4: The normalized matched template observer model. The observer
computes a template response, R, to an input image, then normalized this
response by an estimate of the mean and standard deviation corresponding to
the input image.
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template response in a bin is a separable product of the luminance, contrast,
and similarity for that bin (see Chapter 4, Section 4.5). The targets used
in this study integrate to zero, and therefore the target absent distributions
have a mean of zero. Thus, the response of the normalized matched template




T (x, y)I(x, y)
k0(L̂+ kL)
√
Ĉ2 + kC(Ŝ + kS)
where L̂, Ĉ, and Ŝ are the estimated luminance, contrast, and similarity for
the image I(x, y).
These three properties of the background image might the estimated
from the background region surrounding the target region. This is plausible
because the individual statistical properties of natural images are spatially cor-
related (nearby locations have similar contrasts for example). However, the ex-
periment showed that human performance was unaffected by background and
target amplitude uncertainty even when the surrounding region was removed
by windowing. It is therefore also possible that these background properties
could be estimated in the target region. This, however, might be more difficult
because the estimates would be corrupted by the properties of the target on
target present trials.
5.4.3 Estimation of local background properties
To evaluate the hypothesis that a matched template observer could
remain unaffected by uncertainty by normalizing its response, I determined
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how well the luminance, contrast, and similarity could be estimated by a simple
linear model. Because there is only a weak correlation between luminance,
contrast, and similarity in the natural environment, these three properties
were estimated separability.
The performance of the normalized matched template observer depends
on how accurately the properties of the background in the target region can
be estimated. This is a potentially tricky problem because on each trial the
observer did not know whether the target was present or absent. If the target
was present it could bias the estimate of the background properties, thereby
leading to a reduction in performance.
Two linear models for estimating the background properties were con-
sidered. The first model took into account the surrounding background context
region and was only appropriate for Experiment 1 in Chapter 4. The second
model only considered the background in the target region and therefore could
be applied to either Experiment 1 or Experiment 2 in Chapter 4. In both
cases, a separate linear weighting was learned for each background property. I
trained the model by randomly sampling a large number of backgrounds from
the entire space, and for half the samples, I added a target whose contrast was
randomly sampled from a uniform probability distribution over a large range
(0.01 to 0.35).
In the first model, I measured - for each training image - the value
of each stimulus property at the target location and at 8 surrounding loca-
tions. These surrounding locations were each 0.8 degrees in size, and were
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spaced without overlap around the center target region (Figure 5.5 top). I
also measured the spatial similarity at the target region, whether or not the
target was present in the training image. This spatial similarity measurement
is described in Chapter 3. These measurements gave a vector of 10 numbers
for each training image and background property (luminance, contrast, and










Figure 5.5: Linear weights for local background statistics estimation for the
Gabor target.
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predict the ground truth background property value at the target location.
Figure 5.5 shows the learned weights for the Gabor target for each of
the three background properties. For each dimension, the most weight was put
on the center (target) location and the second most on the template response.
In fact, for luminance and contrast, the weights in the surrounding region were
either zero or very close to zero. For similarity, the weights in the surrounding
region were very close to zero, except for the region immediately next to the
center in the x direction, where the weights were approximately 0.1. For
contrast and similarity, the weight on the target correlation at the location of
the target was negative (-0.1 for contrast, and -0.6 for similarity). This makes
intuitive sense, because if the target present, then the target correlation would
be high, and therefore the estimates of contrast and similarity should be down
weighted. The weights for the plaid target were similar to those for the Gabor
In the second model, I measured - for the same set of training images
as before - the value of each stimulus property only at the target location. I
also measured the spatial similarity at the target location. Thus, there are
only two weights to learn for each background property. This model returned
weights that were similar to those of the first model. Later I will show that this
second model has similar performance to the model with the surround, which
suggests that the surrounding area is not needed to estimate the properties of
the center area (even when targets are present on half the trials).
To assess how these estimates might be used for a matched template
observer that normalized its response, I simulated the experimental trials in
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experiment 3. On each trial, a template response was computed at the target
location. Next, the linear weights learned on the training stimuli were used
to estimate separately the luminance, L̂, contrast, Ĉ, and similarity Ŝ at the
target region. These values were then plugged into the seperable equation to
produce an estimate of the standard deviation of template responses, ˆsigma.
Finally, the template response was normalized by this estimate, and compared
to a fixed criterion (in this case γ = d′/2). If the response was greater than
that criterion, the observer responded target present, if the response was less
the observer responded target absent.
The black lines in Figure 5.2 shows the results from this simulation. It
is clear that the normalized matched template observer’s performance is not
affected by uncertainty under the conditions measured. Also, the normalized
matched template observer predicts the performance of human observers quite
well. This suggests that the visual system is able to adjust its decision criterion
(or normalize some internal response) on each trial.
The simple matched template observer was sufficient to predict the en-
tire set of results presented in Chapter 4. However, it failed to predict the
results presented here. Note that the normalized matched template observer
would also have the same performance as the simple matched template ob-
server in the previous experiments. Therefore, the normalized matched tem-
plate observer predicts all the results in Chapters 4 and 5, and is a more
general model of human performance in detection in natural images.
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5.5 Summary
The results presented in this chapter showed that human observers are
remarkably unaffected by large variations in background properties and target
amplitude. This is a surprising result, given that in most cases uncertainty
harms performance. However, in the natural environment, there is always
uncertainty about the properties of the background at a potential target lo-
cation. Because of this, it seems likely that the human visual system would
have evolved to deal with this uncertainty.
I showed that a matched template observer that normalized its response
by the separable product of the estimated local luminance, contrast, and simi-
larity is able to perform as well as humans in this task. There is a large body of
work that dealing with both luminance and contrast gain control mechanisms
in the early visual system. This type of gain control is similar to the normal-
ization of the matched template model. Therefore, it is possible that these






The human visual system has a remarkable ability to detect and iden-
tify objects in the complex backgrounds found in the natural environment.
In Chapter 4, I used constrained scene sampling (a method that was intro-
duced in Chapter 3) to examine how several factors affect detection in natural
backgrounds. I found that detection threshold amplitude for a particular tar-
get increased approximately linearly with local mean luminance, local RMS
contrast, and with the similarity of the background to the target. Within a
typical natural image, these three factors caused the threshold for detection
to vary by more than a factor of 10. In Chapter 5, I found that detection
thresholds were not affected by trial to trial variability in the target strength
and background properties.
A simple detection model that was limited only by the variability found
in natural scenes was strongly correlated with human performance. Further-
more, the entire set of results in Chapters 4 and 5 was predicted by a matched
template model that normalized its response based on the statistical properties
of the background under the target. The matched template observer relied on
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the assumption that the statistical properties of the background underneath
the target were uniform. However, in the natural environment this is almost
always not the case, due to the complex spatial structure of natural images
(Figure 6.1).
Does this complex structure affect detection thresholds? Subjectively,
the answer appears to be yes. The subjects in Experiments 1 and 2 (Chapter
4) viewed thousands of trials, and each trial had a different background of
the same luminance, contrast, and similarity within a narrow range. Despite
controlling for these factors, the subjects reported that on a subset of trials
the target was trivial to detect. These easier trials seemed to occur when the
properties of the background under the target were inhomogeneous (such as
in Figure 6.1, center). For example, if there was a lower contrast subregion,
then the part of the target that fell into that subregion was much easier to
detect, and often this visible part of the target was sufficient for identification.
One potential reason for this was that the signal coming from the high con-
trast region was more strongly masked, and perhaps the visual system gave
less weight to that location when determining whether or not the signal was
present. Here, I refer to this phenomena as submasking.
Previous detection studies that used natural images as background
stimuli have also noted this phenomenon. Chandler et al. (2009) and Alam
et al. (2014) found that detection thresholds rose when there was more texture
(as opposed to simple structure) underneath the target region. However, nei-
ther study quantified exactly what was meant by texture, and neither study
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Figure 6.1: Examples of submasking. Left image: Submasking in the natu-
ral environment due to occlusion. Middle image: Example of submasking in
Chapter 4, Experiments 1 and 2. Left image: Modulated white noise image
used in the present experiment and analysis.
developed a theory for why detection thresholds should be higher in such back-
grounds. Despite the long history of detection experiments in vision science,
the effect of modulating background statistics underneath the target region
(as shown in Figure 6.1 right) has not been studied directly.
The goal of the work presented in this chapter was to measure the effect
of submasking on human observers in a simple case, and to develop a theory of
how to optimally take advantage of variations in masking strength within the
target region. Specifically, I measured the effect of modulating the contrast
of the background underneath the target. First, I created a simple stimulus
using Gaussian white noise that could be used to measure this effect in human
observers. Next, I derived an observer that optimally exploits the variation in
the reliability of the information underneath the target. Finally, I measured
detection thresholds on human observers, and compared the results to the
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predictions of the ideal observer. I found a significant effect of modulating the
contrast underneath the target (in agreement with the subjective reports from
my previous experiments). This effect was predicted by an ideal observer that
normalizes its response by an estimate of the contrast at each location under
the target.
6.2 Modulated white noise
In Chapters 4 and 5, I used constrained scene sampling to measure
the effect of luminance, contrast, and similarity on detection thresholds in
natural images. These factors are known to affect thresholds in simple stim-
uli, and these statistics are easily computed in natural stimuli. The effect of
background changes underneath the target, however, has not been previously
studied with simple background stimuli. Furthermore, images in the natu-
ral environment have structure that varies in complex ways which makes it
difficult to parameterize this structure.
Because of this, I used a new simple stimulus designed specifically to
test the effect of background statistical modulation underneath the target in a
detection task. Gaussian white noise patterns are a common background used
in detection experiments. The luminance at each pixel location is sampled
from a Gaussian distribution of a particular mean and standard deviation.
The contrast of the background is determined by the standard deviation of
the Gaussian from which the image pixels were sampled. Previous studies use
backgrounds where every pixel was sampled from a single Gaussian distribu-
93
Noise cycles per image
Noise ratio
0 1 2 4 8
8:14:12:1
Figure 6.2: Example patches of modulated white noise used in the analysis
and experiment. Each background has the same overall contrast energy. Every
background contains the target (an 8 cpd square wave windowed with a cosine
window). In the experiment the backgrounds were 2.13 degrees of visual angle.
The colored outlines will be used to key subsequent data figures.
tion. In other words, the contrast energy of the background was uniformly
distributed underneath the target.
In the models and experiments presented in this chapter, I use a modifi-
cation of the Gaussian white noise stimulus, called amplitude-modulated white
noise. As in previous experiments, each pixel was sampled from a Gaussian
distribution of a particular standard deviation. However, in some regions of
the background noise pattern, pixels were sampled from a Gaussian with a
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high standard deviation, and some were sampled from a Gaussian with a low
standard deviation. The high and low regions alternated in vertical stripes
from 0 noise cycles per image (which is uniform Gaussian white noise) to 8
noise cycles per image (shown in the top row of Figure 6.2).
The ratio between the high and low standard deviations was also varied
between 2 to 1 and 8 to 1 (shown in the bottom row of Figure 6.2. In all cases,
however, the average variance (and therefore the total contrast energy) in the
background was the same (here the overall contrast was fixed at 0.246). As
a baseline, I also measured the thresholds for the standard case where the
ratio between low and high noise was 1 to 1 (first panel in the upper row of
Figure 6.2). Because the overall contrast was the same in each condition, a
standard matched template observer (which integrates over the entire image)
would give on average the same response to all of the stimuli in Figure 6.2,
and hence the would have the same threshold. Subjectively, this is not the
case, as the target is much easier to detect in the high noise ratio condition. In
the following sections, I develop an ideal observer for detection in modulated
white noise patterns, and compare the performance of this observer to human
detection thresholds.
6.3 Reliability weighted matched template observer
How does an ideal observer use the changing background information in
a detection task? Consider an observer tasked with detecting a target T (x, y)
of amplitude a in Gaussian white noise. The ideal observer in this case is
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Figure 6.3: Model observer predictions for modulated white noise. Each plot
shows predictions from different models observers. Contrast threshold (in dB)
is plotted on the y axis, and the number of noise cycles per image is plotted
on the x axis. The different shades of red represent different noise ratios in the
modulated white noise backgrounds. See text for a description of each model.
the matched template observer. This observer first computes a dot product




I(x, y)T (x, y)
This response is then compared to a criterion (equal to aT ·T
2
), to determine
whether or not the target was present. The target used in this analysis and
experiment was an 8 cycle per degree, horizontally oriented square wave that
was windowed with a cosine window. The diameter of the cosine window was
1.7 degrees at half height.
Because this observer integrates the dot product over the entire image,
the predicted detection thresholds will always be the same in images where the
overall contrast energy is equal. The right most plot in Figure 6.3 shows the
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predicted thresholds for a standard matched template observer in modulated
white noise. On the x-axis is the noise cycles per image, and the different
shades of red represent the different noise ratios. On the y axis is the predicted
threshold contrast (shown here is in decibels (dB) where cdB = 20 log10(c)).
Not surprisingly the standard matched template observer (which is optimal in
Gaussian white noise) predicts no improvement as the ratio between the high
and low noise regions increases.
An ideal detector in modulated white noise should take into account
the reliability of the template response at every pixel location. Target regions
that fall into areas with high contrast are less reliable than regions that fall
into areas of low contrast. In the detection task in modulated white noise, the
observer receives an input image, I(x, y) on each trial:
I(x, y) =
{
N(x, y), if target absent
aT (x, y) +N(x, y), if target present
where T (x, y) is the target signal, and N(x, y) is a background of modulated
Gaussian noise, with mean µ, and a variance of σ2(x, y). This variance corre-
sponds to the average local contrast energy (the square of the RMS contrast)
of the background at location (x, y).
The ideal observer should choose the category (signal + noise or noise
alone) with the highest probability given the input image (i.e. if p(S|I) >




> 1 choose present else choose absent
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where p(I|S) and p(I|N) are the likelihoods of the image given the signal
+ noise and the noise alone respectively, and p(S) and p(N) are the prior
probabilities of the signal + noise and the noise alone, respectively. Taking
the natural logarithm of the equation and rearranging gives:
if X > γ choose present else choose absent
where the decision variable X is the ratio of the log likelihoods, X = ln p(I|S)
p(I|N) ,
and γ is the ratio of the log priors, γ = ln p(S)
p(N)
. In the case where the prior
probabilities of the signal and the noise trials are equal, γ becomes 0.
For the case of Gaussian white noise, the likelihood distribution of








. The likelihood distribution of the input image given the signal plus noise is







Again, it is important to note here that the standard deviation varies at each
point, (x, y), in modulated white noise. In standard Gaussian white noise
σ(x, y) is a single number.
Plugging the equation of a Gaussian for the likelihoods into the previous
























where ∆I(x, y) = I(x, y) − µ. If the prior probabilities of the signal and the














Therefore, an ideal observer in modulated white noise scales the tem-
plate values by 1 over the variance (the reliability) of the background at each
location, and then applies this scaled template to the input image (minus the
mean luminance of the image). This response is then divided by the energy
of the reliability weighted template and the result compared to criterion that
is half the amplitude of the target. In the case where the contrast is fixed un-
derneath the target, this observer reduces to the standard matched template
observer, because the σ2(x, y) terms cancel out.
Detection thresholds for a reliability weighted matched template (RWMT)
observer that knows exactly the standard deviation of the underling noise dis-
tribution at every pixel is shown in the middle plot in Figure 6.3. Unlike
the standard matched template observer, the RWMT observer’s thresholds
improve as the noise modulation increases. The thresholds remain constant
above 0 cycles per image, because this observer has perfect knowledge of the
noise standard deviation at each pixel location.
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Of course, it is not realistic to expect any visual system to have perfect
information regarding the underlying noise distributions. Rather, a real visual
system would have to estimate the contrast at each location. Thus, I consider
a near-ideal observer where the noise variance is estimated at each image
location. Specifically, we assume that the variance is computed under a raised-
cosine window with radius ρ:
w(x, y) =
{




x2 + y2 < ρ
0,
√
x2 + y2 ≥ ρ
For this observer, the optimal decision rule is the same as before, but














Experimental thresholds for this observer with a fixed window width
ρ are shown in the leftmost plot in Figure 6.3. Like the previous model, this
model shows an improvement with increasing noise ratios. However, thresholds
increase as the number of noise cycles in the image increase. This is because
as the regions of low and high noise get closer together, the estimate of the
underlying variance becomes inaccurate. Changing the window width for the
variance estimation would change this pattern of thresholds. In the following
sections, I show the results from detection experiments in modulated white
noise in human observers, and compare these results to this near-ideal observer.
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6.4 Experimental procedure
Three experienced psychophysical observers participated in the present
experiment. All subjects had normal or corrected to normal vision. Stimuli
were presented on a SONY GDM-FW900 monitor at a resolution of 30 pixels
per degree. Each stimulus was first generated in software, and then gamma
compressed (based on the same calibration used in the experiments shown in
Chapters 4 and 5). Finally, the stimulus was quantized to 256 10-bit gray
levels and displayed. Stimulus presentation and response collection were pro-
grammed in MatLab, using PsychToolbox (Brainard 1997, Pelli 1997, Kleiner
et al. 2007).
The trial sequence for the present experiment is shown in Figure 6.4.
On each trial in the experiment, a low contrast bounding box was presented
in the center of the screen for 500 ms. The rest of the screen was set to the
mean luminance of the modulated white noise pattern (48 cd/m2). Next, the
stimulus appeared inside the bounding box for 250 ms. Randomly, on half the
trials the target was added to the noise background. Subjects responded with
a button press to indicate whether or not the target was present. Auditory
feedback was given after every trial.
Trials were blocked by target contrast (amplitude), noise modulation
ratio, and the number of noise cycles per image. In order to help subjects set
their decision criterion, the first trial of each block always contained the target
stimulus. This trial was not included in the analysis of the data. To reduce










Figure 6.4: Trial sequence for submasking experiment (Experiment 4).
trial (as shown in Figure 6.4).
For each experimental condition, five target contrast levels were mea-
sured. Each level contained 72 trials measured in blocks of 36 trials. Subject
responses were fit with the same psychometric function used in Experiments
1 and 2 from Chapter 4. For each subject only one slope parameter (β) was
fit, and the bias parameter (γ) was set to zero. The slope parameters for each
subject are shown in Table 6.1.
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6.5 Results
The goal of this experiment was to measure how well human observers
exploit the variation of reliability in simple stimuli, and the spatial scales over
which the visual system estimates reliability in these stimuli. The rationale for
measuring spatial scale is that the visual system may have evolved to estimate
reliability at specific spatial scales.
To measure the effect of changes in contrast under the target, I mea-
sured detection thresholds in modulated white noise where the ratio of low to
high noise in each condition was 2 to 1, 4 to 1, and 8 to 1. For each noise
ratio, the noise cycles per image was varied: 1, 2, 4, and 8. These manipula-
tions made it possible to estimate the spatial scale over which reliability was
estimated in the human observers. The average noise power of the background
Cycles Per Image
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Figure 6.5: Modulated white noise experimental results. Each plot shows the
threshold contrast (in db) for each subject. The dotted lines connect each point
for each noise ratio (shown as different shades of red). Error bars represent
bootstrapped standard errors.
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was fixed at 0.07 across all conditions (thus a simple matched template detec-
tor would have identical thresholds for all conditions). The mean luminance
was also held fixed across all conditions at 48 cd/m2. To get a baseline for
performance, I also measured thresholds in a white noise pattern where each
pixel was sampled from a single Gaussian distribution.
The experimental results for the three subjects are shown in Figure
6.5. Each panel plots threshold contrast (in decibels) as a function of the
noise cycles per image for one of the subjects. The different shades of red
correspond to the noise modulation ratios. The point at 0 cycles per image
is the threshold for classic white noise background where the contrast is fixed
underneath the target.
While there are some individual differences, the effect of modulating the
contrast of the background under the target was substantial for each subject.
For all subjects and all noise ratios threshold is a u-shaped function of noise
cycles per image that reaches a minimum in the range of 1-2 noise cycles per
image. As modulation ratio increases, the minimum threshold declines. The
maximum effect is approximately 8.5 dB (a drop in threshold by a factor of
7.1) for a modulation ratio of 8. This makes intuitive sense because it is





Table 6.1: Slope parameters in the modulated white noise experiment
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subjectively easiest to detect the target when there are regions of low contrast
in the image.
Qualitatively, the pattern of thresholds look most like the reliability
weighted observer that estimated the variance at each point (described in the
previous section and shown in Figure 6.3). But how well are these results
Noise cycles per image
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Human
RWMT
Figure 6.6: Modulated white noise experimental results (averaged across three
subjects) and the reliability weighted matched template observer. The RWMT
observer accounts for the pattern in thresholds, which suggests that the visual
system is using the reliability of the target signal at each location to detect
the target. The observer shown estimated the contrast using a window of 0.43
degrees in width.
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Average Subject Threshold Contrast (dB)




























Figure 6.7: Plot of correlation between the thresholds of the RWMT observer
vs. human subjects. Each point represents the average contrast threshold (in
dB) averaged across the three subjects. The correlation was 0.97.
predicted by such an observer? Recall that the thresholds of the reliability
weighted observer depend on the spatial scale over which it estimates the local
contrast at each point. Furthermore, as mentioned in Chapter 4, an ideal
observer usually performs much better overall than human observers and a
standard way to account for this is to apply an efficiency parameter (η) to
the model thresholds. Here, the efficiency parameter simply translates all the
predicted thresholds vertically on the dB scale.
I fit the reliability weighted matched template observer to the human
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data by minimizing the mean squared error between the model estimates and
the human data by adjusting the size of the estimation window. The efficiency
was set so that the model and human thresholds at 0 noise cycles per image
matched (here η = 0.1797). Figure 6.6 shows the model fit (solid lines) and
the average thresholds of the three subjects. The RWMT observer captured
both the improvement in thresholds with increasing noise ratio, as well as the
decrease in performance with increasing number of noise cycles in the image.
The window width parameter that best fit the data was 0.43 degrees of visual
angle. The RWMT observer thresholds are shown as a function of the average
subject thresholds in Figure 6.7. The correlation between the model and the
subjects threshold is 0.97.
6.6 Summary
The work in Chapters 4 and 5 (along with almost every previous study
of pattern masking) assumed that the properties of the background underneath
the target were uniformly distributed. Of course, in the natural environment,
that is often not the case due to the complex structure of natural images. In
this chapter, I studied the effect of background changes in contrast underneath
the target on detection. I found that varying the contrast underneath the
target signal had a substantial effect on detectability in simple white noise
backgrounds. I derived an ideal observer for these stimuli that computed the
response of a template of the target weighted at each point by an estimate of
the inverse noise contrast energy (or reliability) at that location. The pattern
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of human detection performance was predicted by the ideal observer, which
suggests that the human visual system is able to use the varying properties of





I used constrained scene sampling to examine the factors that affect
detection of known targets in natural backgrounds. Background patches from
a database of calibrated natural images were sorted into bins according to
their mean luminance, RMS contrast, and (phase-invariant) similarity to the
target. To test the effect of these three dimensions on detection thresholds, I
measured psychometric functions in a single-interval forced choice experiment
in a subset of the bins. Amplitude thresholds increased approximately linearly
along all three dimensions, both when the background region extended well
beyond the target region, and when the background was windowed to the
size of the target region. A simple matched template detector (with a single
efficiency parameter) predicted the entire set of results, including the case
where the surrounding region was removed by windowing with a raised cosine
envelope.
The experiments in Chapter 4 had a different image background on
each trial, but were blocked by the bin the images were sample from, and the
target amplitude. In Chapter 5, I examined the effects of background and
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amplitude uncertainty by randomly sampling a background from a randomly
selected contrast and similarity bin on each trial. The amplitude of the target
(if present) also depended on the randomly selected bin. I found that un-
der these conditions subject performance was essentially the same as in the
blocked experiments, and therefore there was no effect of uncertainty. These
results could not be explained by a simple matched template observer, but
could be explained by a normalized matched template observer. This observer
estimated the background luminance, contrast, and similarity in the target
region via linear weighted summation of the local measurements of each prop-
erty in the target region (or both the target and surrounding region). This
normalized template observer quantitatively accounted for the results from
not only the experiment in Chapter 5, but also the experiments in Chapter
4. Thus, human thresholds in natural backgrounds were accurately predicted
from first principles.
Although the matched template model described the entire set of re-
sults in Chapters 4 and 5, there was (at least subjectively) at least one other
important factor for detection that was not captured by the model. Subjects
noted that detection was trivial in cases where only a portion of target fell on
a region of background with low contrast, luminance, or similarity (an effect I
referred to as submasking). In order to test this effect, I designed a stimulus
where bands of low and high contrast white noise alternated. I developed an
ideal observer (reliability weighted matched template observer) for this case,
and showed that this observer predicted the pattern of human detection thresh-
110
olds. This suggests that submasking is an important factor in detection in the
natural environment, and that human observers are able to use the reliability
of signal information at each point in the image in an approximately optimal
way.
7.2 Shape of the template response distributions
The histograms of the template responses in each bin were approxi-
mately Gaussian for all bins and both targets. The average excess kurto-
sis (a Gaussian has an excess kurtosis of 0), was -0.01 for the Gabor tar-
get, and 0.07 for the Plaid target. So on average, the template response
distributions were very close to Gaussian in their kurtosis. This is perhaps
surprising, because a classic finding is that the response distributions of ori-
ented Gabor filters (like the Gabor target used in my experiments) to natural
images are highly non-Gaussian, with sharp peaks at zero and heavy tails
(Field 1987, Daugman 1989). One hypothesis is that this is due to the higher-
order structure (contours, edges, lines, etc.) in natural images. However, all of
the patches in any bin in the image database contained such structure. Thus,
this result suggests instead that the heavy-tailed distributions arise from the
mixture of standard deviations from the different bins (a mixture-of-Gaussians
model that does not depend on the local phase structure of natural images).
Also, when the distributions of template responses were normalized by the
patch luminance, contrast, and similarity, then they became Gaussian with
the same variance (σ2 = 1) for all bins. To the extent that cortical neuron
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responses are consistent with such normalization, they do not provide a sparse
code by producing a heavy-tailed distribution of responses to natural images
(Olshausen & Field 1997).
7.3 Detection in the real world
In the experiments in Chapter 4 (Detection in natural scenes), stimulus
uncertainty was minimized by blocking both the target amplitude and the bin
from which the background was sampled. In Chapter 5 (Uncertainty in nat-
ural scenes), uncertainty was increased, but was still constrained by blocking
trials to a fixed level of performance, and therefore detectability (d′). Under
these circumstances, target amplitude and background properties co-varied in
a way that allowed the normalized matched template observer to adopt a single




However, in the real world there is generally no reason to expect the
amplitude and the background properties to covary. Nonetheless, the normal-
ized matched template observer would still support a simple optimal decision
strategy. Under conditions where amplitude is completely unconstrained, a
rational strategy would be to choose a decision criterion that gives a desired
false alarm rate. This is the same strategy that is used in standard statisti-
cal tests. For the normalized matched template observer this corresponds to
placing the criterion at a fixed value. This in turn maximizes the hit rate for a
given false alarm rate. For example, a criterion of 1.65 gives a false alarm rate
of 5%, independent of target amplitude and background properties. There is
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no such fixed criterion for the simple matched template observer.
In this dissertation, I only considered detection under background and
target amplitude uncertainty; however, the normalized matched template ob-
server would also be appropriate for other forms of target uncertainty, such
as location or orientation uncertainty. In these cases, the normalized matched
template would be applied over the region of uncertainty and the decision cri-
terion would be applied to the maximum of the normalized template responses.
Unlike amplitude uncertainty, these forms of target uncertainty usually cause a
substantial unavoidable decrease in accuracy (Green & Swets 1966, Pelli 1985,
Burge & Geisler 2011, Geisler 2011).
7.4 Stimulus uncertainty and gain control
The classic laws of detection - increases in threshold with background
luminance, contrast and similarity to the target - were primarily discovered
and then explored using simple backgrounds that did not randomly vary from
trial to trial (Mueller 1951, Campbell & Kulikowski 1966, Legge & Foley 1980).
Furthermore, the effects observed with these fixed backgrounds are similar to
those I found in Chapter 4. On the surface, this fact seems puzzling. A
matched template detector for backgrounds that do not vary from on each
trial, will always perform perfectly, independent of background luminance,
contrast, or similarity. This is because the template response is always the
same when the target is present, and always the same when the target is
absent. So, why should there be a close relationship between the thresholds
113
obtained with random (natural) backgrounds (that have complex structure)
and those obtained with fixed backgrounds (like a uniform luminance field or
a grating)?
The answer most likely lies in the fact that the visual system evolved to
operate under conditions of high stimulus uncertainty. In the natural environ-
ment, both the background and the amplitude of the target (if it is present) are
generally different on every occasion. What the scene statistics measurements
and modeling in my dissertation show is that the detrimental effects of this
uncertainty can be optimally reduced by dividing the template response by
the product of background luminance, contrast, and similarity (see Chapter 5,
section 5.4.2 for details of this model).
This sort of normalization (or gain-control) for luminance and contrast
is observed in the early visual system. Because the visual system is almost
always performing detection under uncertainty, it is reasonable to expect evo-
lution to have placed the adjustments for this uncertainty into the early, auto-
matic levels of the visual system. However, the side effect of this is that under
laboratory conditions where the background does not change from trial-to-trial
(and therefore there is no uncertainty), these gain control mechanisms lead to
highly sub-optimal performance, because the gain control reduces the signal
level relative to subsequent neural-processing and decision noise.
Undoubtedly, if our ancestors had lived in a simple environment with
just a few specific backgrounds, then our visual system would have evolved
a very different solution, (such as estimating which of the few possible back-
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grounds is present and then subtracting it from the input). Here, I argue that
the rapid and local neural gain control mechanisms, and the psychophysical
laws of detection and masking, are most likely the result of having evolved a
near optimal solution to detection in natural backgrounds under conditions of
high uncertainty.
A standard explanation for early gain-control mechanisms is to keep the
responses of the neurons encoding the stimulus within the neurons dynamic
range. This must be true for the slow changes in gain that occur with changes
in ambient light level that typically varies slowly over many orders of magni-
tude (cameras also adjust their overall gain based on ambient light level). How-
ever, there are also gain control mechanisms that adjust rapidly to the local
luminance, contrast (Albrecht & Geisler 1991, Heeger 1991, Hood 1998, Caran-
dini & Heeger 2012), and perhaps similarity.
Indeed, to be useful, these gain control mechanisms must adjust nearly
instantly (within a few tens of ms) because our eyes are in constant motion
and local image statistics are largely uncorrelated across fixations (Mante
et al. 2005, Frazor & Geisler 2006). It is these rapid gain control mecha-
nisms that would seem to be optimal for detection when fixating around a
given natural scene (the typical variation of luminance and contrast within a
scene is somewhat more than one order of magnitude).
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7.5 Constrained scene sampling
The constrained scene sampling approach described in Chapter 3 might
prove useful for uncovering important principles of other natural tasks. The
crucial requirements for constrained scene sampling are to have a large col-
lection of relevant natural signals and to have hypotheses (or prior evidence)
about what stimulus dimensions are likely to strongly influence task perfor-
mance. A useful benefit of randomly sampling from the histogram bins without
replacement is that, for each bin, the subjects make responses to a large num-
ber of different stimuli that are controlled simultaneously along the dimensions
of interest. This makes it possible to analyze the stimuli and responses within
a bin to discover other potential factors contributing to human and model
observer performance.
7.6 Submasking in natural images
Many previous models for detection (including the matched template
observers in Chapters 4 and 5) assume that the statistics of the background
underneath the target are constant. In Chapter 6, I measured detection per-
formance in background where the contrast changed underneath the target
(an effect I called submasking). The pattern of human observer thresholds
was strongly correlated with an ideal observer that took into account the reli-
ability of the information at each pixel location. This suggests that the visual
system is able to take advantage of the local background properties underneath
the target in a near optimal way.
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The natural images in the constrained scene sampling experiments often
had inhomogeneous luminance, contrast, and similarity underneath the target
region. Despite this, when averaged across trials, a matched template observer
that integrated its response across the entire target region captured much of
the pattern in human data. It is possible, however, that a reliability matched
template observer (as described in Chapter 6) would better predict the trial-
by-trial responses of human observers to the natural image backgrounds. Such
an observer would normalize at each location by an estimate of the luminance,
contrast, and similarity.
In Chapter 6, I only showed submasking for contrast, and fit the hu-
man data with one contrast estimation window. However, it is possible (and
perhaps likely) that optimal estimation window for estimating the luminance,
contrast, and similarity would be of different size. This would not only pro-
vide a potentially better trial-by-trial model of human behavior, but would
also provide insight into the neural mechanisms underlying detection.
7.7 Image quality assessment
There has been extensive work in the engineering field of image process-
ing concerning the human visual system’s ability to detect any change in an
image. This knowledge is of course useful for many practical applications. For
example, when building an image compression algorithm any image artifacts
left after compression that are below or near the detection limit are acceptable.
These approaches are similar to other detection experiments in the sense that
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the image is the mask and the artifact added to the image is the target.
An algorithm that produces a measure of image quality automatically
is of great use in the field of image processing. Interestingly, in the image
processing literature one of the most successful image quality metrics involves
a combination of luminance, contrast, and similarity (Wang et al. 2004). The
results of experiments in Chapter 4 suggest that the success of this metric has





Standard deviation of template response
distributions
A.1 Template responses for windowed image patches
In Chapter 4, I showed a plot of the standard deviation of template
response (for non-windowed patches) as a function of luminance, contrast, and
similarity (Figure 4.6 on page 70) . A similar figure is shown below (Figure
A.1). For the windowed patches the standard deviation of template response
was lower than for non-windowed patches. The same linear model that was fit
to the full surround case was fit to these data. Here, the four parameters were
found to be k0 = 0.0177, kL = −0.1514, kC = −0.0139, kS = −0.0397.
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TargetsL = 8.85 L = 10.7
L = 13 L = 15.8 L = 19.1 L = 23.2
L = 28.1 L = 34.1 L = 41.4 L = 50.2
Figure A.1: Effect of background luminance, contrast, and similarity on the
standard deviation of the template response for windowed patches.
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Appendix B
Additional natural image statistics
B.1 Correlation between the center and surround val-
ues
The extent to which the center value for luminance, contrast, or sim-
ilarity can be estimated from the surrounding values stongly depends on the
correlation between the center and surrounding values. Each subplot in Fig-
ure B.1 shows the correlation of the value at 9 surrounding locations and the
center value. It is clear from these plots that the center values for luminance
have the highest correlation with the center value (the average correlation is
0.8). The surrounding values for contrast have a correlation with the center
contrast of 0.47 on average. For both the Gabor and plaid targets, the corre-
lation is weak between the center and surrounding similarities (on average the
correlation is 0.3 for both targets).
B.2 Range of similarity values in natural images
Previous studies have shown that luminance and contrast in a typical
natural image vary by around an order of magnitude (Mante et al. 2005, Fra-
zor & Geisler 2006). However, no study has investigated the magnitude that










Figure B.1: Correlation between the values of the center and surrounding area
in the natural image database.
histograms (one for each target) of the ratio between the maximum and min-
imum similarity for each of the 1,204 images in the database. The average
ratio between the minimum and maximum similarity for the Gabor target is
around 8, and the average ratio for the plaid is around 6.
B.3 Shape of the template response distributions
In Chapter 7, I mentioned that on average the shape of the template
response distributions was Gaussian. To quantify the extent to which each
distribution was Gaussian, I computed (for each bin in the image database)
the excess kurtosis of the distribution of template responses. Excess kurtosis
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Figure B.2: Distribution of similarity magnitude change in natural images.





where Kurt[N ] is the kurtosis of a normal distribution. By definition, the
excess kurtosis is 0 for a normal distribution.
Figure B.3 shows the distribution of excess kurtosis for each of the 2,000
bins in the image data base (1,000 for each target). The mean excess kurtosis
is -0.01 for the Gabor, and 0.07 for the plaid. The median excess kurtosis
was -0.17 for the Gabor, and -0.13 for the plaid. From this, it is clear that




















Figure B.3: Average excess kurtosis for the template response distibutions.
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