Introduction
The most fundamental characteristic of extratropical seasonal predictability is the probabilistic behavior of the atmosphere given a particular state of the ocean. By this we refer to the fact that more than one atmospheric state is possible under the influence of identical sea surface temperature (SST) forcing. These states correspond to well documented patterns of atmospheric low-frequency variability (e.g., Barnston and Livezey 1987) , and the effect of different SSTs is to alter their respective probabilities of occurrence (e.g., Palmer 1993) .
One circulation regime that is found to be sensitive to El Niño is the Pacific-North American (PNA) pattern (e.g., Horel and Wallace 1981) . In its positive phase, it is characterized by above normal heights over the subtropical Pacific and Canada, and below normal heights over the northeast Pacific and the southeast United States. The seasonal mean height anomaly pattern has historically exhibited an enhanced probability of being in the positive PNA phase during El Niño (e.g., Yarnal and Diaz 1986 ).
An additional characteristic feature of the seasonal mean circulation during El Niño is the quasi-linear relation between the strength of the SST forcing and the strength of the atmospheric perturbation (Geisler et al. 1985; Hoerling 1997, 1998 
ABSTRACT
A thought experiment on atmospheric interannual variability associated with El Niño is formulated and is used to investigate the seasonal predictability as it relates to the practice of generating ensemble GCM predictions. The purpose of the study is to gain insight on two important issues within seasonal climate forecasting: (i) the dependence of seasonal forecast skill on a GCM's ensemble size, and the benefits to be expected from using increasingly larger ensembles, and (ii) the merits of dynamical GCM techniques relative to empirical statistical ones for making seasonal forecasts, and the scenarios under which the former may be the superior tool.
It is first emphasized that seasonal predictability is an intrinsic property of the observed system, and is inherently limited owing to the nonzero spread of seasonally averaged atmospheric states subjected to identical SST boundary forcing. Further, such boundary forced predictability can be diagnosed from the change in the statistical distribution of the atmospheric states with respect to different SSTs. The GCM prediction problem is thus cast as one of determining this statistical distribution, and its variation with respect to SST forcing.
For a perfect GCM, the skill of the seasonal prediction based on the ensemble mean is shown to be always greater than that based on a single realization, consistent with the results of other studies. However, prediction skill for larger ensembles cannot exceed the observed system's inherent predictability. It is argued that the very necessity for larger ensembles is a testimony for the low predictability of the system.
The advantage of perfect GCM-based seasonal predictions versus ones based on empirical methods is argued to depend on the nonlinearity of the observed atmosphere to SST forcings. If such nonlinearity is high, GCM methods will in principle yield superior seasonal forecast skill. On the other hand, in the absence of nonlinearity, empirical methods trained on the instrumental record may be equally skillful.
phase of the PNA-type seasonal response becomes proportionately higher.
Prediction of seasonal climate anomalies is currently based on a combination of prediction tools including ensemble general circulation model (GCM) methods (Brankovic et al. 1994; Barnett 1995; Stern and Miyakoda 1995; Kumar et al. 1996) . In this approach, multiple realizations of an atmospheric GCM are forced with the same boundary condition but are begun from different atmospheric initial conditions, and a statistical analysis of ensemble members forms the basis of the prediction (e.g., ensemble mean). The GCMs themselves, however, are not perfect and biases undoubtedly influence prediction skill. Use of GCMs for seasonal predictions is nonetheless often justified on the expectations that GCMs can better replicate the atmospheric signals forced by SST anomalies related to El Niño than can be derived empirically from short historical records. However, an open question concerns the scenarios under which such GCM techniques possess unique advantages. A related question is how large the GCM ensemble size needs to be, and what if any relationship exists between seasonal prediction skill and ensemble size.
This study explores these questions using a conceptual model of seasonal climate anomalies, and their prediction based on an ensemble GCM approach. We first construct a statistical description of the most fundamental property of the extratropical atmospheric interannual variability discussed above. As described in section 2, this statistical model expresses the known fact that a multitude of time-mean atmospheric states can exist under the influence of identical boundary forcing, and thus it retains the probabilistic behavior of the interannual atmospheric variability related to El Niño. We next construct a thought experiment wherein a "perfect GCM," corresponding to our simplified observed system, is utilized to make ensemble averaged predictions for the observed time-mean atmospheric states. This model is described in section 2, and is used to study some facets of seasonal predictability, predictions, and ensemble GCM methods. Variations in the predictive skill as a function of the GCM's ensemble size are described in section 3. Section 4 provides an interpretation of our analysis especially as pertains to dynamical seasonal prediction methods.
A statistical model of interannual variability related to ENSO
We construct a simple heuristic description of the ocean-atmosphere system that preserves the aforementioned fundamental characteristics of El Niño's extratropical impact. First, we simplify the tropical interannual SST variability and assume the ocean to reside in one of two possible states on the seasonal timescale: a state, S0, corresponding to climatological SSTs, and a state, S1, corresponding to anomalous positive SSTs such as occurring during El Niño.
Associated with each ocean state, the seasonally averaged extratropical circulation is assumed to be the PNA pattern whose strength and phase is given by an index, X. This circulation index is assumed to be normally distributed such that X > 0 denotes a positive phase PNA pattern, and X < 0 denotes a negative phase PNA pattern. Further, the Gaussian probability distribution function (PDF) of X is uniquely characterized by its mean value, µ, and its standard deviation, σ. We should point out that the assumption of normality does not restrict the scope of our analysis, and that conclusions similar to those drawn here can also be obtained using non-Gaussian PDFs.
For any particular SST state, this PDF simply plots the frequency distribution of the PNA index collected from a large population sample. For example, the PDF could be derived by projecting seasonal mean height anomalies-each associated with S1-onto the PNA structure function, and plotting the frequency distribution of the projection coefficients.
For the climatological SST state S0, we assume the seasonal mean atmospheric state to have equal probability of residing in either PNA phase, and the associated PDF is characterized by µ = 0. For the anomalously warm SST state S1, the atmospheric circulation is assumed to be biased to reside toward a particular PNA phase, and its associated PDF has a nonzero mean value µ = µ 1 . In our present case, we assume µ 1 > 0, and for the sake of simplicity we also assume that the spread of the PDF, σ, remains unchanged. Figure 1 summarizes these points with a schematic of two PDFs of the seasonal mean PNA index, curves A and B, associated with S0 and S1, respectively. These encapsulate the essential features of observed interannual extratropical atmospheric variability related to El Niño. First, for a given tropical Pacific SST, the strength and phase of the PNA is not deterministic, but is instead probabilistic as denoted by the PDF spread. Second, anomalous SST forcing induces a bias in the PDF toward a particular phase of a PNA pattern. Finally, the quasi-linear relationship between the strength of the SST forcing and the strength of the extratropical atmospheric impact can be denoted by the dependence of the PDF shift (i.e., µ 1 ) on the amplitude of S1.
a. Defining predictability and predictions
"Seasonal predictability" can be diagnosed from the change in the statistical properties of the PDF for the PNA index X under the influence of anomalous SST forcing, relative to its statistical properties when subjected to climatological SSTs. For our simplified system, the predictability is expressed entirely by the shift in the mean of the PDF relative to the climatological spread itself. This spread results from the internally generated variability of atmospheric states that occurs independent of the boundary forcing, and is often referred to as climate noise. The signal-tonoise ratio thus provides a classic measure of predictability (e.g., Madden 1976; Kumar and Hoerling 1995) .
An illustration of a predictability measure is given by the relative displacement of the frequency distributions for the seasonally averaged PNA index associated with S0 and S1 in Fig. 1 . For progressively larger positive values for µ 1 , the probability that the atmosphere will have a positive phase PNA index is also progressively greater, and the predictability of the system likewise increases. We should point out that in practice such PDFs cannot be constructed because the instrumental record is far too short to yield an independent sample of seasonal mean atmospheric states associated with El Niño in general, let alone identical SST forcing in particular. The qualitative aspects of the schematics in Fig. 1 are, however, believed to be representative of nature and in so far as these mimic the atmospheric response to SST forcing in GCM climate simulations (e.g., Kumar and Hoerling 1995; Stem and Miyakoda 1995; Brankovic and Palmer 1997 ).
The GCM seasonal prediction then entails the process of determining the statistical characteristics of the observed PDF of seasonal means for any particular SST forcing. From the knowledge of this PDF, forecasts of different predictands can be made. In this study, the predictand of interest is the amplitude and phase of the observed seasonal mean PNA index, X. Thus, the GCM-based predictions involve generating multiple samples of atmospheric states each subjected to identical SST forcing, and inferring the expected value of the PNA index by averaging all members in the ensemble.
1 The question to be explored is the skill variation in such predictions with the ensemble size.
We assume that a "perfect" GCM for our simple heuristic ocean-atmosphere system exists that, when forced with either S0 or S1, correctly simulates the probability distribution of our idealized atmosphere. Curve C of Fig. 1 illustrates the PDF of ensemble averaged predictions whose construction and interpretation is given in the following section.
b. Generating GCM predictions
For future reference, we will refer to the atmospheric states derived from the idealized system as "observations," whereas those based on the perfect GCM will be referred to as "predictions." Observed atmospheric states are individual realizations of a ran-FIG. 1. Three probability density functions (PDFs) for the PNA index X. The x axis is the standardized value of the PNA index, with X > 0 representing the positive phase and X < 0 representing the negative phase of the PNA pattern. Curve A is the PDF for the climatological SST state S0, and by definition is symmetric around X = 0. Curve B is the PDF for the anomalous SST state S1, and for this case the observed PNA index is biased toward positive values. Curve C is the PDF for the PNA index of the ensemble averaged GCM predictions associated with SST state S1 for ensemble size n = 7. The PDFs are drawn for an arbitrary choice of σ = 6, µ 1 = 6, where σ is the standard deviation of the Gaussian PDF, and µ 1 is the shift of the PDF for the anomalous SST state S1. The particular value of µ 1 corresponds to a one standardized shift of the PDF B relative to the PDF A.
domly distributed PNA index, X 0 , drawn from a Gaussian population.
A prediction is made for each observed seasonal mean PNA index X 0 . Denoted by X p , these predicted states are also random variables drawn from the same Gaussian population.
The procedure for generating an ensemble averaged GCM prediction involves drawing multiple samples of the PNA index X p from the Gaussian population pool, and then averaging the individual members. This ensemble mean constitutes the prediction for our simple system's observed PNA index. For an ensemble size of n, the predicted ensemble mean value of the PNA index is given by
where X pi is the GCM-predicted PNA index for the ith ensemble member. It follows from the central limit theorem that X en is also a randomly distributed variable with mean µ 1 and standard deviation σ n = σ/n ½ . Thus, if a single-member GCM prediction is made for each observed seasonal mean PNA index associated with S1, the PDF of these predictions would be identical to curve B in Fig. 1 .
If an ensemble averaged GCM prediction (i.e., when n > 1 ) was made for each observed occurrence of the seasonal mean PNA index X 0 , the PDF of the GCM prediction would again have identical mean value but with reduced spread as demonstrated by curve C in Fig. 1 . This depicts the PDF of ensemble GCM predictions having n = 7 and for the SST state S1. Each point along that curve corresponds to a possible seven-member ensemble averaged prediction for the PNA index, and it is evident that a spread of possible GCM predictions exists when those are based on finite ensemble size. For n > l, the spread will always be smaller than the spread of the possible occurrences of single observed seasonal mean atmospheric states associated with S1.
Analysis of prediction skill and the role of ensemble size a. Predictions with infinite ensemble size
In the limit n → ∞ and for a particular SST forcing, every ensemble averaged prediction for the PNA index converges to the same single value, µ 1 , and thus the PDF denoted by curve C collapses to a δ function at X en = µ 1 . In other words, the ensemble averaged GCM predictions do not vary from one observed event to another so long as the SST forcing is identical. Of course, even for identical SST forcing the observed anomalies still exhibit variability from event to event, and the associated PNA index can reside anywhere on curve B.
The success of the prediction for the case of infinite ensemble size is then solely determined by the event-to-event sampling variability in the strength and the phase of the observed PNA index.
Thus, although the ensemble averaged prediction is always the positive PNA phase for SST state S1, only [1 − Prob (-∞ < X 0 < 0 )] of observed atmospheric states will have the same phase as the GCM prediction, while Prob (-∞ < X 0 < 0) of observed atmospheric states will have the opposite phase. A spatial correlation skill score of 1 is assigned when the observed and GCMpredicted states have the same PNA phase, while a score of −1 is assigned when they have opposite phases. These scores are equivalent to standard anomaly correlation skill scores, except for the particular case of only one spatial pattern of atmospheric variability.
With these definitions the expected skill score is given by
With the further assumption that the PDFs are Gaussian, Eq. (2) 
where φ is the Gaussian probability distribution function evaluated at u = −µ σ 1 , and µ σ 1 is the standardized mean shift of the PDF for X 0 due to anomalous SST state S1. Figure 2 plots the expected skill score of our perfect GCM as a function of the standardized PDF shift by directly evaluating (4). Not surprisingly, the skill score is close to zero when the standardized shift is itself close to zero. For this case, the observed PNA index is almost evenly distributed around X = 0, and the ensemble averaged predictions have equal probability of being in or out of phase with the observations. Such an environment of small mean PDF shift is reflective of weak SST forcing (or, equivalently, a weak response to that forcing). It is thus evident that in the absence of an appreciable SST forced signal, even a perfect GCM run with infinite ensembles will not yield skillful predictions on average.
On the other hand, the expected GCM correlation skill approaches unity for large PDF shifts relative to the spread. In this situation, the climate signal associated with S1 is large relative to the spread. To visualize this schematically, consider Fig. 1 again but for the case in which the PDF B of observed atmospheric states associated with S1 is shifted almost entirely to the right of the mean value of the climatological PDF A. Thus, all observed atmospheric seasonal mean states possess a positive phase PNA pattern and are in phase with the ensemble averaged GCM prediction.
One can also define an amplitude error in the GCM predictions using a definition for the mean square error (MSE). The MSE between the observed and the ensemble averaged prediction for a particular observed event is proportional to (X 0 − X en ) 2 . This quantity measures the difference between the amplitude of the observed and the predicted PNA indices. For the case of infinite ensemble size, X e∞ = µ 1 , and the expected value of the MSE averaged over the predictions made for all possible observed events associated with S1 is given by
This expression is uniquely determined by the spread σ, of PDF B itself, and it is independent of the mean shift in the PDF. Thus, the squared error of predictions derived from infinite ensemble size remains σ 2 even in the case of a perfect correlation skill score. This is due to the fact that observed atmospheric states in PDF B are not constrained to have the same amplitude as the ensemble GCM prediction, even though the observed and GCM predictions would possess identical phase.
b. Predictions with finite ensemble size
The GCM ensemble averaged prediction is no longer invariant from event-to-event for the case of finite ensemble size. As such, the frequency distributions of both observed and predicted PNA indices exhibit spread (e.g., curves B and C of Fig. 1) , and there exists a random component to both.
The success of the prediction for the case of the finite ensemble size is then determined by two factors: the event-to-event variability in the strength and the phase of the observed PNA index and the variability in the GCM-predicted PNA index, which is no longer constrained to be the signal related to S1.
Thus, the equation for correlation skill of GCM predictions based on finite ensemble size commingles the signal-to-noise characteristics of the observed system with the sampling error of the GCM to yield
where φ once again is the Gaussian probability distribution function. Similarly MSE is given by   FIG. 2 . Expected correlation skill score (y axis) vs the standardized value of the anomalous PNA index (x axis) for GCM predictions based on infinite ensemble size. Increasingly large standardized values can be thought of as larger shifts in PDF B due to stronger amplitude anomalous SST forcing S1. Expected skills are obtained using Eq. (4).
The reader is referred to the appendix for details of the derivation. Each formula consists of two components; the first being a property of the prediction system itself as pertains to the ensemble size employed, and the second being a property of the observed system as pertains to its inherent predictability. The former components express the influence of prediction errors arising from errors in estimating the mean shift of the PDF associated with S1. In our case, this stems entirely from inadequate ensemble size, though for the more general situation of a nonperfect GCM, model biases can further reduce skill. The latter components simply repeat their respective expressions (4) and (5), and express the potential predictability of the observed system associated with S1.
The effect of finite ensemble size is thus to always reduce predictive skill beneath this inherent potential due to the fact that the leading term in (6) is a coefficient less than 1. Also, the MSE is always greater than the MSE for the infinite ensemble since the leading term in (7) is always greater than 1.
As is now apparent, the correlation skill score of GCM predictions based on infinite ensemble size has a natural upper limit. Likewise the squared error has a lower bound. Both of these are uniquely determined by the observed PDF for X 0 . For GCM predictions based on finite ensemble size, the expected correlation skill score is always less than its inherent upper limit, and the MSE is always greater than its lower bound. Figure 3 illustrates the reduction in correlation skill of GCM predictions for various ensemble sizes as a function of standardized anomaly. For the case of both small and large standardized anomalies, the skill reduction is minimal regardless of ensemble size. In the former situation, the inherent predictability is low to begin with, and as such the prediction skill will be low regardless of ensemble size. In the latter situation, the inherent predictability is high, and a prediction based on a single GCM realization is adequate to recover this potential.
The largest reduction in correlation skill occurs for a single GCM realization, and the skill of ensemble averaged predictions always exceeds that based on a one member ensemble. It is also apparent in Fig. 3 that the skill reduction approaches zero for increasingly larger ensemble sizes, and the predictive skill asymptotes to its upper limit as indicated by (4).
An interesting characteristic of the curves in Fig. 3 is their maximization at some intermediate value of the standardized signal. Note especially the case for a single GCM prediction which forfeits its greatest skill at approximately (µ/σ) = 0.7. Indicated here is that there exists some optimal signal-to-noise ratio of the observed system for which the greatest enhancement in predictive skill will be achieved through the use of ensemble methods. It is noteworthy that this value is close to the estimated signal-to-noise ratios within the observed centers of action over the Pacific North American region related to El Niño (e.g., Kumar and Hoerling 1997; Hoerling and Kumar 1997) .
Interpretation and conclusions
Using a simple statistical description of interannual atmospheric variability associated with tropical SST forcing, this study has sought to relate the concept of seasonal predictability with the practice of generating predictions using ensemble GCM methods. Predictability was argued to be an intrinsic property of the observed system and possess an upper bound owing to the nonzero spread of seasonal mean atmospheric states subjected to identical boundary forcing. For the case of a Gaussian-distributed PNA index, the predictability associated with anomalous SST forcing was shown to depend on the shift in the mean value of its probability density function relative to the PDF's spread. Similar notions of predictability have been used in previous studies (e.g., Madden 1976; Chervin 1986; Kumar and Hoerling 1995) . Rowell (1998) also developed a formulation for variations in correlation with ensemble size in the temporal domain. The goal of the seasonal predictions thus entailed determining the statistics of the PDF for any particular SST forcing.
Our objective in conducting this simple analysis was to address some practical issues regarding the seasonal climate prediction problem. To be sure, several of our underlying assumptions are clearly counterfactual, for example, the assumption of a perfect GCM and the further assumption that the GCM predictions are independent of the observed atmospheric initial states. Likewise, our analysis was simplified by focusing on predictions of the shift in the PDF associated with only a single atmospheric structure, the PNA pattern. In fact, the seasonal prediction problem entails more than just this pattern, though that particular pattern is of great relevance over the PacificNorth American region.
Nonetheless, the essential features of the seasonal prediction problem are well represented in our heuristic formulation of interannual atmosphere-ocean variability. We set out in particular to address two specific questions, our answers to which are discussed in more detail below. First, to what extent will increasingly larger GCM ensemble sizes yield increasingly skillful seasonal mean predictions? And second, what skill enhancement should be expected from GCM ensemble methods relative to empirical statistical ones?
a. Predictability and ensemble sizes
The above results have demonstrated that ensemble averaging methods increase the skill of a GCM's seasonal prediction, consistent with the results of other studies (e.g., Déqué 1997; Brankovic and Palmer 1997; Rowell 1998) . However, owing to the chaotic behavior of the climate system, larger ensemble sizes increase the skill (e.g., pattern correlation score) only to an upper bound that is determined by the system's inherent predictability. In our simple heuristic formulation, the latter is solely determined by the strength of the SST-related atmospheric signal relative to the noise resulting from the nonunique outcome of atmospheric states subjected to identical SST forcing.
As an illustration for the seasonal prediction problem, we constructed probability distribution functions of the possible seasonal mean atmospheric states associated with various SST forcings. It is the shift in such PDFs relative to the PDF for the climatological SST that denotes the aforementioned signal, whereas the spread of the PDF denotes the noise. An upper limit to the GCM's predictive skill for the case of an infinite ensemble was then shown to stem from the fact that the individual observed atmospheric states, for which the ensemble averaged predictions are made, are not constrained to select the PDF's mean value.
Nature exhibits its signal only in a statistical sense, whereby the multitude of observed atmospheric states associated with identical SST forcing are analyzed (mean or composite being one such signal). For a perfect GCM and sufficiently large ensemble size, it is precisely this mean signal that is predicted for all possible seasonal mean atmospheric states observed for the given SST forcing. It follows that the predictive skill at times can be low for individual observed cases that deviate appreciably from the signal related to the SST forcing, and that no degree of ensemble averaging will improve the GCM's skill for those cases.
Although GCM ensemble methods are needed to correctly estimate the observed composite, the very necessity for larger ensemble sizes to do so is a testimony for diminishing predictability in the system. It was shown, for example, that for a standardized signalto-noise ratio of the observed system equaling 1, the expected skill of the ensemble average predictions is close to its maximum potential value with a modest seven-member ensemble. However, to obtain a similar result when that ratio is only 0.25 (i.e., the predictability is low), an ensemble size of at least 50 is needed. In other words, convergence to the GCM's upper bound of predictive skill with increasing ensemble size depends on the magnitude of predictability itself. For large signal-to-noise ratios, even a single GCM realization may be adequate to capture the system's high potential predictability. For a signal-tonoise ratio closer to zero, very large ensemble sizes are required to capture the small amount of predictability inherent in the system. Even to the extent that such limited predictability can be computationally recovered, the reality is that the ensemble predictions on an individual event basis will only be marginally skillful. Similar conclusions on the relationship between ensemble size and forecast skill have been reached by Murphy (1988) for initial value problem and shortrange weather predictions.
b. What is the need for GCM ensembles?
Our idealized observed system was assumed to contain an unlimited sample of seasonal mean atmospheric states for all possible SST forcings. One could FIG. 3 . Reduction in the correlation skill (y axis) vs the standardized value of the anomalous PNA index (x axis) for different sizes of the ensemble used in the GCM prediction. The size of the ensemble is indicated next to the respective curve. Reduction in skill is relative to that based on an infinite ensemble and is numerically computed by differencing Eqs. (6) and (4). therefore construct the observed composite atmospheric signal for each SST, and determine the mean value and the spread of its associated PDF. It should be evident that this PDF is identical to the one generated by the GCM when the latter is derived from a perfect model and an infinite ensemble average. In this idealized scenario of unlimited observational data and statistical stationarity, no benefit is accrued by the dynamical method relative to the empirical method of atmospheric seasonal predictions.
In fact, however, the instrumental record is only a century long, and perhaps 20 El Niño events have occurred in that period, no two of which are identical. It is therefore impossible in practice to construct such atmospheric composites for each and every SST state. Rather, the observed signal associated with El Niño is known only in an aggregate sense in which all the various El Niño years have been pooled together (e.g., Horel and Wallace 1981) . A further problem in forming individual composites based on the historical record is the apparent nonstationarity of the climate system, and it is reasonable to question whether the atmospheric impacts of El Niño during the twentieth century are the same as those expected to occur at the turn of the twenty-first century.
Both of these limitations are overcome when using GCM ensemble averages, and indeed such dynamical methods are the only feasible way to estimate the observed composite signal for a variety of SST forcings. It is clear that GCM ensemble methods have much to offer within a climate system in which the atmosphere responds nonlinearly to the SST forcing such that details of SSTs that distinguish one El Niño event from another are important.
On the other hand, if the different spatial patterns of anomalous tropical Pacific SSTs lead to similar spatial patterns of atmospheric responses (e.g., the PNA pattern), then the GCM ensemble averages may not hold unique advances over the empirical methods. Under such a scenario, the historical record could already be adequate to define the predictable seasonal mean signal itself. Furthermore, inherent biases in GCMs may forfeit appreciable predictive skill rendering them less useful than empirical methods, thereby negating aforementioned advantages GCMs possess in principle. It is indeed ironic that the very GCMs whose biases we suspect may limit their predictive capacity are also essential tools to determine the full spectrum of predictability in the observed system.
Appendix: Derivation of verification scores
a. Expected skill of the perfect GCM prediction Based on the skill measure defined in section 2, namely a spatial correlation skill score, a score of 1 is assigned when the observed and GCM-predicted states have the same PNA phase, while a score of −1 is assigned when they have opposite phases, the expected skill of the GCM prediction AC en can be written as AC en = PNA en + PNA 0 + + PNA en
where PNA en + and PNA en − , respectively, are the probabilities that the ensemble averaged prediction based on a sample size of n has a positive or negative phase of the PNA pattern. Similarly PNA 0 + and PNA 0 − are the probabilities that the observed atmospheric states, for which the prediction is made, are in the positive or the negative phase of the PNA pattern.
Based on the Gaussian probability density function, the probability that the ensemble averaged prediction will be the negative phase of the PNA pattern is given by 
The PDF for the observed PNA index X 0 and the ensemble averaged PNA index X en only differ in terms of their respective spread. Hence, following Eqs. (A3)-(A4) the probabilities for the observed atmospheric state to be in the positive or negative phase of the PNA pattern can also be written as b. Expected MSE For the observed atmospheric PNA state characterized by the random number X 0 , the amplitude error for the GCM-predicted state X en is given by (X 0 -X en ) 2 . This quantity measures the difference between the strength of the PNA pattern for the observed and predicted atmospheric state. The expected value of the MSE averaged over all possible events is then given by 
where it is assumed that the observed and the GCMpredicted states are independent. Further, the MSE as defined above can be multiplied by the appropriate spatial distribution of the PNA pattern, and spatially averaged to provide a traditional measure of the MSE. The area averaged MSE will also be proportional to (1 + 1.0/n) σ 2 .
