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APPROXIMATION PROPERTIES FOR NONCOMMUTATIVE
Lp-SPACES ASSOCIATED WITH LATTICES IN LIE GROUPS
TIM DE LAAT
Abstract. In 2010, Lafforgue and de la Salle gave examples of noncommu-
tative Lp-spaces without the operator space approximation property (OAP)
and, hence, without the completely bounded approximation property (CBAP).
To this purpose, they introduced the property of completely bounded approx-
imation by Schur multipliers on Sp, denoted APSchur
p,cb
, and proved that for
p ∈ [1, 4
3
) ∪ (4,∞] the groups SL(n,Z), with n ≥ 3, do not have the APSchur
p,cb
.
Since for p ∈ (1,∞) the APSchur
p,cb
is weaker than the approximation property of
Haagerup and Kraus (AP), these groups were also the first examples of exact
groups without the AP. Recently, Haagerup and the author proved that also the
group Sp(2,R) does not have the AP, without using the APSchur
p,cb
. In this pa-
per, we prove that Sp(2,R) does not have the APSchur
p,cb
for p ∈ [1, 12
11
)∪(12,∞].
It follows that a large class of noncommutative Lp-spaces does not have the
OAP or CBAP.
1. Introduction
LetM be a finite von Neumann algebra with normal faithful trace τ . For 1 ≤ p <
∞, the noncommutative Lp-space Lp(M, τ) is defined as the completion of M with
respect to the norm ‖x‖p = τ((x∗x) p2 )
1
p , and for p = ∞, we put L∞(M, τ) = M
with operator norm. In [23], Kosaki showed that noncommutative Lp-spaces can
be realized by interpolating between M and L1(M, τ). This leads to an operator
space structure on them, as described by Pisier [27] (see also [20]).
An operator space E is said to have the completely bounded approximation
property (CBAP) if there exists a net Fα of finite-rank maps on E such that
supα ‖Fα‖cb < C for some C > 0, and limα ‖Fαx − x‖ = 0 for every x ∈ E.
The infimum of all possible C’s is denoted by Λ(E). If Λ(E) = 1, we say that
E has the completely contractive approximation property (CCAP). An operator
space E is said to have the operator space approximation property (OAP) if there
exists a net Fα of finite-rank maps on E such that limα ‖(idK(ℓ2)⊗Fα)x − x‖ = 0
for all x ∈ K(ℓ2) ⊗min E. Here K(ℓ2) denotes the space of compact operators on
the Hilbert space ℓ2. The CBAP goes back to De Cannie`re and Haagerup [5], and
the OAP was defined by Effros and Ruan [9]. By definition, the CCAP implies the
CBAP, which in turn implies the OAP.
Recall that a lattice in a Lie group G is a discrete subgroup Γ of G such that G/Γ
has finite invariant measure. In this paper, we consider noncommutative Lp-spaces
of the form Lp(L(Γ)), where L(Γ) is the group von Neumann algebra of a lattice Γ
in a connected simple Lie group G. Such a von Neumann algebra L(Γ) is finite and
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has canonical trace τ : x 7→ 〈xδ1, δ1〉, where δ1 ∈ ℓ2(Γ) is the characteristic function
of the unit element 1 ∈ Γ.
It was proved by Junge and Ruan [20, Proposition 3.5] that if Γ is a weakly
amenable (countable) discrete group, then for p ∈ (1,∞), the noncommutative Lp-
space Lp(L(Γ)) has the CBAP. Recall that connected simple Lie groups of real rank
zero are amenable. By the work of Cowling and Haagerup [6] and Hansen [17], all
connected simple Lie groups of real rank one are weakly amenable. This implies
that for every p ∈ (1,∞) and every lattice Γ in a connected simple Lie group G of
real rank zero or one, the noncommutative Lp-space Lp(L(Γ)) has the CBAP.
The existence of noncommutative Lp-spaces without the CBAP follows from the
work of Szankowski [29]. The first concrete examples were given recently by Laf-
forgue and de la Salle [24]. They proved that for all p ∈ [1, 43 )∪(4,∞] and all lattices
Γ in SL(n,R), where n ≥ 3, the space Lp(L(Γ)) does not have the OAP (or CBAP).
They also proved analogous results for lattices in Lie groups over nonarchimedean
fields. In their work, the failure of the OAP for the aforementioned noncommu-
tative Lp-spaces follows from the failure of a certain approximation property for
the groups SL(n,R). This property, called the property of completely bounded
approximation by Schur multipliers on Sp (see Section 2.6), denoted APSchurp,cb , was
introduced by Lafforgue and de la Salle exactly to this purpose.
Other approximation properties for groups (see [3]), e.g., amenability, weak
amenability, and the approximation property of Haagerup and Kraus (AP) (see
[14]), are related to the APSchurp,cb . It is well-known that amenability of a group G
(strictly) implies weak amenability, which in turn (strictly) implies the AP. For
p ∈ (1,∞), the APSchurp,cb is weaker than the AP. In this way, the APSchurp,cb gave rise
to the first example of an exact group without the AP, namely SL(3,Z). Recently,
Haagerup and the author proved that also Sp(2,R) does not have the AP [15], in
a more direct way than Lafforgue and de la Salle did for SL(3,R). Indeed, the
APSchurp,cb was not used in the proof. On the other hand, as was mentioned earlier,
the method of Lafforgue and de la Salle also gives information about approximation
properties of certain noncommutative Lp-spaces. For this, it is actually crucial to
use the APSchurp,cb . Haagerup and the author also proved that all connected simple
Lie groups with finite center and real rank greater than or equal to two do not have
the AP, building on the failure of the AP for both SL(3,R) and Sp(2,R).
The following are the main results of this article.
Theorem 3.1. For p ∈ [1, 1211 ) ∪ (12,∞], the group Sp(2,R) does not have the
APSchurp,cb .
Theorem 4.3. Let p ∈ [1, 1211 ) ∪ (12,∞], and let Γ be a lattice in a connected
simple Lie group with finite center and real rank greater than or equal to two.
Then Lp(L(Γ)) does not have OAP (or CBAP).
The paper is organized as follows. In Section 2, we recall some preliminary
results, and we make a study of Schur multipliers on Schatten classes corresponding
to (compact) Gelfand pairs, which provides us with suitable tools for our proof. In
Section 3, we prove Theorem 3.1, and in Section 4, we prove Theorem 4.3.
2. Preliminaries
2.1. Schur multipliers on Schatten classes. This section partly follows the
exposition of [24, Section 1]. More details can be found there.
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For p ∈ [1,∞] and a (separable) Hilbert space H, let Sp(H) denote the pth
Schatten class on H. Recall that S∞(H) is the Banach space K(H) of compact
operators (with operator norm) on H, and for p ∈ [1,∞), the space Sp(H) consists
of the operators T onH such that ‖T ‖p = Tr((T ∗T ) p2 )
1
p <∞, where Tr denotes the
(semifinite) trace on B(H). In this way, Sp(H) is a Banach space for all p ∈ [1,∞].
We use the notation Spn = S
p(ℓ2n) and S
p = Sp(ℓ2). Note that the space S2(H)
corresponds to the Hilbert-Schmidt operators on H.
Schatten classes can be realized by interpolating between certain noncommuta-
tive Lp-spaces in the semifinite setting. Indeed, we have Sp(H) = Lp(B(H),Tr).
Noncommutative Lp-spaces in the semifinite setting can be defined analogously to
the finite case, which was described in Section 1. For details, see [28]. The natural
operator space structure on Sp(H) follows from [27]. For our purposes, the following
characterization of the completely bounded norm of a linear map between Schatten
classes is important. Recall that Sp(H)⊗Sp(K) (algebraic tensor product) embeds
naturally into Sp(H⊗K) (Hilbert space tensor product). Let T : Sp(H) −→ Sp(H)
be a bounded linear map, and let K = ℓ2. Then T is completely bounded if
the map T ⊗ idSp extends to a bounded linear map on Sp(H ⊗ ℓ2), and we have
‖T ‖cb = ‖T ⊗ idSp ‖ = supn∈N ‖T ⊗ idSpn ‖ (see [28, Lemma 1.7]).
A linear map T : Mn(C) −→Mn(C) of the form [xij ] 7→ [ψijxij ] for some matrix
ψ ∈ Mn(C) is called a Schur multiplier on Mn(C). More precisely, the operator T
is called the Schur multiplier on Mn(C) with symbol ψ, and it is also denoted by
Mψ. In what follows, we need more general notions of Schur multipliers.
Let (X,µ) be a σ-finite measure space. Let k ∈ L2(X × X,µ ⊗ µ). It is
well-known that the map Tk : L
2(X,µ) −→ L2(X,µ) defined by (Tkf)(x) =∫
X
k(x, y)f(y)dµ(y), is a Hilbert-Schmidt operator on L2(X,µ). Conversely, if
T ∈ S2(L2(X,µ)), then T = Tk for some k ∈ L2(X × X,µ ⊗ µ). In this way,
we can identify S2(L2(X,µ)) with L2(X ×X,µ⊗ µ), and we see that every Schur
multiplier on S2(L2(X,µ)) comes from a function ψ ∈ L∞(X ×X,µ⊗µ) acting by
multiplication on L2(X ×X,µ⊗ µ).
Definition 2.1. Let p ∈ [1,∞], and let ψ ∈ L∞(X×X,µ⊗µ). The Schur multiplier
with symbol ψ is said to be bounded (resp. completely bounded) on Sp(L2(X,µ))
if it maps Sp(L2(X,µ)) ∩ S2(L2(X,µ)) into Sp(L2(X,µ)) (by Tk 7→ Tψk), and if
this map extends (necessarily uniquely) to a bounded (resp. completely bounded)
map Mψ on S
p(L2(X,µ)).
The norm of such a bounded multiplier ψ is defined by ‖ψ‖MSp(L2(X,µ)) = ‖Mψ‖,
and its completely bounded norm by ‖ψ‖cbMSp(L2(X,µ)) = ‖Mψ‖cb. The spaces
of multipliers and completely bounded multipliers are denoted by MSp(L2(X,µ))
and cbMSp(L2(X,µ)), respectively. It follows that for every p ∈ [1,∞] and ψ ∈
L∞(X ×X,µ⊗ µ), we have ‖ψ‖∞ ≤ ‖ψ‖MSp(L2(X,µ)) ≤ ‖ψ‖cbMSp(L2(X,µ)).
If 1
p
+ 1
q
= 1, we have ‖ψ‖MSp(L2(X,µ)) = ‖ψ‖MSq(L2(X,µ)). By interpolation
and duality we have that whenever 2 ≤ p ≤ q ≤ ∞, then ‖ψ‖MSp(L2(X,µ)) ≤
‖ψ‖MSq(L2(X,µ)). These results also hold for the completely bounded norm.
Lemma 2.2. ([24, Lemma 1.5 and Remark 1.6]) The Schur multiplier correspond-
ing to ψ ∈ L∞(X ×X,µ⊗µ) is completely bounded on Sp(L2(X,µ)) if and only if
the Schur multiplier corresponding to ψ˜(x, ξ, y, η) = ψ(x, y) is completely bounded
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on Sp(L2(X × Ω, µ⊗ ν)), where (Ω, ν) is a σ-finite measure space, and
‖ψ‖cbMSp(L2(X,µ)) = ‖ψ˜‖cbMSp(L2(X×Ω,µ⊗ν)).
If L2(Ω, ν) is infinite-dimensional, these norms equal ‖ψ˜‖MSp(L2(X×Ω,µ⊗ν)).
Lemma 2.3. ([24, Theorem 1.19]) Let (X,µ) be a locally compact space with a
σ-finite Radon measure µ, and let ψ : X × X −→ C be a bounded continuous
function. Let 1 ≤ p ≤ ∞. The following are equivalent:
(1) we have ψ ∈MSp(L2(X,µ)) with ‖ψ‖MSp(L2(X,µ)) ≤ C,
(2) for every finite set F = {x1, . . . , xn} ⊂ X such that F ⊂ supp(µ), the
Schur multiplier given by (ψ(xi, xj))i,j is bounded on S
p(ℓ2(F )) with norm
smaller than or equal to C.
The analogous statement holds in the completely bounded case. In particular,
the norm and the completely bounded norm of the multiplier only depend on the
support of µ, and if this support does not have any isolated points, then the norm
and the completely bounded norm coincide.
2.2. Schur multipliers on locally compact groups. For a locally compact
group G and a function ϕ ∈ L∞(G), we define the function ϕˇ ∈ L∞(G × G)
by ϕˇ(g, h) = ϕ(g−1h). The notation ϕˇ will be used without further mentioning. In
what follows, we will consider continuous functions ϕ : G −→ C such that ϕˇ is a
(completely bounded) Schur multiplier on Sp(L2(G)).
2.3. KAK decomposition for Lie groups. Recall that every connected semi-
simple Lie group G with finite center can be decomposed as G = KAK, where K
is a maximal compact subgroup (unique up to conjugation) and A is an abelian
Lie group such that its Lie algebra a is a Cartan subspace of the Lie algebra g of
G. The dimension of a is called the real rank of G and is denoted by RankR(G).
The KAK decomposition is in general not unique. However, after choosing a set of
positive roots and restricting to the closure A+ of the positive Weyl chamber A+,
we still have G = KA+K. Moreover, if g = k1ak2, where k1, k2 ∈ K and a ∈ A+,
then a is unique. For more details, see [18], [21].
2.4. Gelfand pairs and spherical functions. LetG be a Lie group with compact
subgroup K. We denote the (left) Haar measure on G by dx and the normalized
Haar measure on K by dk. A function ϕ : G −→ C is said to be K-bi-invariant
if ϕ(k1gk2) = ϕ(g) for all g ∈ G and k1, k2 ∈ K. Note that for ϕ ∈ C(G),
the continuous function defined by ϕK(g) =
∫
K
∫
K
ϕ(kgk′)dkdk′ is K-bi-invariant.
By abuse of notation, we denote the space of K-bi-invariant compactly supported
continuous functions on G by Cc(K\G/K). This space can be considered as a
subalgebra of the convolution algebra Cc(G). If this subalgebra is commutative,
then the pair (G,K) is said to be a Gelfand pair. Equivalently, if G is a Lie group
with compact subgroup K, then (G,K) is a Gelfand pair if and only if for every
irreducible unitary representation π of G on a Hilbert space Hπ, the space Hπe
consisting of K-invariant vectors, i.e., Hπe = {ξ ∈ H | ∀k ∈ K : π(k)ξ = ξ}, is at
most one-dimensional. Also, the pair (G,K) is a Gelfand pair if and only if the
representation L2(G/K) is multiplicity free.
Let (G,K) be a Gelfand pair. A function h ∈ C(K\G/K) is called a spherical
function if the functional χ on Cc(K\G/K) given by χ(ϕ) =
∫
G
ϕ(x)h(x−1)dx
defines a nontrivial character, i.e., χ(ϕ ∗ ψ) = χ(ϕ)χ(ψ) for all ϕ, ψ ∈ Cc(K\G/
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K). Spherical functions arise as the matrix coefficients of K-invariant vectors in
irreducible representations of G.
It is possible to consider Gelfand pairs in more general settings than Lie groups,
e.g., in the setting of locally compact groups (see [7],[11]).
2.5. Schur multipliers on compact Gelfand pairs. Let G and K be Lie groups
such that (G,K) is a Gelfand pair, and let X = G/K denote the homogeneous
space (with quotient topology) corresponding with the canonical (transitive) action
of G. It follows that K is the stabilizer subgroup of a certain element e0 ∈ X .
In this section we consider Schur multipliers on the Schatten classes Sp(H), where
H = L2(G) or L2(X). To this end, it is natural to look at multipliers on G that are
K-bi-invariant. Denote by D the space K\G/K as a topological space, and denote
by f : K\G/K −→ D, KgK 7→ ξ the corresponding homeomorphism. It follows
that every function ϕ in C(K\G/K) induces a continuous function ϕ0 on D such
that ϕ(g) = ϕ0(ξ) for all g ∈ G, where ξ is the image under the homeomorphism f .
A Gelfand pair (G,K) is called compact if G is a compact group. In this section,
all Gelfand pairs are assumed to be compact, unless explicitly stated otherwise.
For compact groups every representation on a Hilbert space is equivalent to a
unitary representation, every irreducible representation is finite-dimensional, and
every unitary representation is the direct sum of irreducible ones. For an irreducible
unitary representation π of G on a Hilbert spaceHπ , let Pπ =
∫
K
π(k)dk denote the
projection onto Hπe (see Section 2.4), and let GˆK denote the space of equivalence
classes of the irreducible unitary representations π of G such that Pπ 6= 0.
Lemma 2.4. Let (G,K) be a compact Gelfand pair, and let X = G/K be the
corresponding (compact) homogeneous space. Then
L2(X) = ⊕
π∈GˆKHπ.
Let hπ denote the spherical function corresponding to the equivalence class π of
representations. Then for every ϕ ∈ L2(K\G/K) we have
ϕ =
∑
π∈GˆK
cπ dimHπhπ,
where cπ = 〈ϕ, hπ〉. Moreover, denoting by h0π the (spherical) function on D cor-
responding to hπ, we have ϕ
0 =
∑
π∈GˆK cπ(dimHπ)h0π .
This lemma follows from the Peter-Weyl theorem applied to a compact homo-
geneous space (see, e.g., [19, Section V.4]). The decomposition of ϕ (and hence ϕ0)
is stated explicitly in [32, Proposition 9.10.4].
Lemma 2.5. Let (G,K) be a (not necessarily compact) Gelfand pair, and let
X = G/K denote the corresponding homogeneous space. Choose e0 ∈ X so that
K is its stabilizer subgroup. Let ϕ ∈ C(K\G/K). Then there exists a continuous
function ψ : X ×X −→ C such that for all g, h ∈ G,
ϕ(g−1h) = ψ(ge0, he0).
Proof. If ge0 = g
′e0 for g, g′ ∈ G, then g−1g′ ∈ K, and hence g′ = gk for some
k ∈ K. Hence, by the K-bi-invariance of ϕ, we know that ϕ(g−1h) depends only on
the pair (ge0, he0) ∈ X ×X , so there exists a function ψ : X ×X −→ C such that
ϕ(g−1h) = ψ(ge0, he0). Since X = G/K is equipped with the quotient topology,
this function is continuous. 
6 TIM DE LAAT
Lemma 2.6. Let (G,K) be a compact Gelfand pair. If ϕ : G −→ C is a continuous
K-bi-invariant function such that ϕˇ ∈ cbMSp(L2(G)) (see Section 2.2) for some
p ∈ [1,∞], then ‖ψ‖cbMSp(L2(X)) = ‖ϕˇ‖cbMSp(L2(G)), where ψ : X × X −→ C is
as defined in Lemma 2.5. If K is an infinite group, then these norms are equal to
‖ϕˇ‖MSp(L2(G)).
Proof. By [25, Lemma 1.1], the quotient map G −→ G/K has a Borel cross section.
Let Y denote the image of this cross section. The result now follows directly from
Lemma 2.2 by putting Ω = K, so that G = Y ×K as a measure space by the map
(y, k) 7→ yk for y ∈ Y and k ∈ K. 
We can now prove a decomposition result for Schur multipliers on Sp(L2(G))
coming from K-bi-invariant functions.
Proposition 2.7. Let (G,K) be a compact Gelfand pair, suppose that K has
infinitely many elements, and let p ∈ [1,∞). Let ϕ : G −→ C be a continuous
K-bi-invariant function such that ϕˇ ∈MSp(L2(G)). Then
 ∑
π∈GˆK
|cπ|p(dimHπ)


1
p
≤ ‖ϕˇ‖MSp(L2(G)),
where cπ and Hπ are as in Lemma 2.4.
Proof. As before, let (Tkf)(x) =
∫
G
k(x, y)f(y)dy. Then T1 is the projection on
C1 ∈ L2(X). It follows that ‖T1‖Sp(L2(X)) = 1. It is sufficient to prove that
(
∑
π∈GˆK |cπ|p(dimHπ))
1
p ≤ ‖Tψ‖Sp(L2(X)), where ψ is as before. Indeed, we have
‖Tψ‖Sp(L2(X)) = ‖Tψ‖Sp(L2(X))‖T1‖Sp(L2(X)) ≤ ‖ψ‖MSp(L2(X)), which is smaller than or equal to
‖ψ‖cbMSp(L2(X)) = ‖ϕˇ‖MSp(L2(G)) by Lemma 2.6 under the assumption that K is
an infinite group.
By Lemma 2.4, we have ϕ =
∑
π∈GˆK cπ dimHπhπ. By [19, Theorem V.4.3],
it follows that the operator PHpi = dimHπTh′pi is the projection onto Hπ, where
h′π : X × X −→ C denotes the function induced by hπ (see Lemma 2.5). Since
L2(X) decomposes as a direct sum of Hilbert spaces, we have
‖Tψ‖pSp(L2(X)) =
∥∥∥∥∥∥
∑
π∈GˆK
cπ dimHπTh′pi
∥∥∥∥∥∥
p
Sp(L2(X))
=
∑
π∈GˆK
|cπ|pTr(|PHpi |p) =
∑
π∈GˆK
|cπ|p dimHπ.

Lemma 2.8. Let G be a locally compact group with compact subgroup K. For
p ∈ [1,∞], let ϕ ∈ C(G) be such that ϕˇ ∈ MSp(L2(G)). Then the continuous
function ϕK defined by ϕK(g) =
∫
K
∫
K
ϕ(kgk′)dkdk′ induces an element ϕˇK of
MSp(L2(G)), and ‖ϕˇK‖MSp(L2(G)) ≤ ‖ϕˇ‖MSp(L2(G)). The analogous statement
holds in the completely bounded case.
Proof. Let νn be a sequence of finitely supported probability measures on K point-
wise converging to the Haar measure µ. Let ϕn : G −→ C be defined by ϕn(g) =∫
K
∫
K
ϕ(kgk′)dνn(k)dνn(k′). Each ϕn is a convex combination of functions kϕk′ of
the form kϕk′ (g) = ϕ(kgk
′), where k, k′ ∈ K are fixed. Hence, ϕK is an element
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of the pointwise closure of conv{kϕk′ | k, k′ ∈ K}. One easily checks that for all
k, k′ ∈ K, we have ‖kϕˇk′‖MSp(L2(G)) = ‖ϕˇ‖MSp(L2(G)). Hence, by Lemma 2.3, we
have ϕˇK ∈ MSp(L2(G)), and ‖ϕˇK‖MSp(L2(G)) ≤ ‖ϕˇ‖MSp(L2(G)). The result for
the completely bounded case follows in an analogous way. 
2.6. The property APSchurp,cb . In this section we recall the definition of the AP
Schur
p,cb ,
as given by Lafforgue and de la Salle in [24]. First, recall that the Fourier algebra
A(G) (see [10]) consists of the coefficients of the left-regular representation of G.
More precisely, ϕ ∈ A(G) if and only if there exist ξ, η ∈ L2(G) such that for all
x ∈ G we have ϕ(x) = 〈λ(x)ξ, η〉. With the norm ‖ϕ‖A(G) = min{‖ξ‖‖η‖ | ∀x ∈
G ϕ(x) = 〈λ(x)ξ, η〉}, it is a Banach space.
Definition 2.9. ([24, Definition 2.2]) Let G be a locally compact Hausdorff second
countable group, and let 1 ≤ p ≤ ∞. The group G is said to have the property of
completely bounded approximation by Schur multipliers on Sp, denoted APSchurp,cb ,
if there exists a constant C > 0 and a net ϕα ∈ A(G) such that ϕα → 1 uniformly
on compacta and supα ‖ϕˇα‖cbMSp(L2(G)) ≤ C. The infimum of these C’s is denoted
by ΛSchurp,cb (G).
The following result is a key property of the APSchurp,cb (see [24, Theorem 2.5]).
Theorem 2.10. Let G be a locally compact Hausdorff group, and let Γ be a lattice
in G. Then for 1 ≤ p ≤ ∞, we have ΛSchurp,cb (Γ) = ΛSchurp,cb (G).
Lafforgue and de la Salle also proved that for a discrete group Γ and p ∈ (1,∞),
it follows that ΛSchurp,cb (Γ) ∈ {1,∞}. Since a semisimple Lie group G has lattices [1],
we conclude by the above proposition that for such a group, it also follows that
ΛSchurp,cb (G) ∈ {1,∞} for p ∈ (1,∞).
Proposition 2.11. Let G be a locally compact Hausdorff group. The APSchurp,cb
satisfies the following properties:
(1) for p =∞ (or p = 1, by the third statement of this proposition), the groupG
has the APSchurp,cb if and only if it is weakly amenable, and Λ
Schur
p,cb (G) = Λ(G),
where Λ(G) denotes the Cowling-Haagerup constant of G;
(2) for every locally compact group, ΛSchur2,cb (G) = 1;
(3) if p, q ∈ [1,∞] such that 1
p
+ 1
q
= 1, then ΛSchurp,cb (G) = Λ
Schur
q,cb (G);
(4) if 2 ≤ p ≤ q ≤ ∞, then ΛSchurp,cb (G) ≤ ΛSchurq,cb (G);
(5) if H is a closed subgroup of G and 1 ≤ p ≤ ∞, then ΛSchurp,cb (H) ≤ ΛSchurp,cb (G);
(6) if G has a compact subgroup K, and if ϕα is a net in A(G) converging to
1 uniformly on compacta such that supα ‖ϕˇα‖cbMSp(L2(G)) ≤ C, then there
exists a net ϕ˜α in A(G)∩C(K\G/K) such that supα ‖ ˇ˜ϕα‖cbMSp(L2(G)) ≤ C
that converges to 1 uniformly on compacta.
(7) if K is a compact normal subgroup of G and 1 ≤ p ≤ ∞, then ΛSchurp,cb (G) =
ΛSchurp,cb (G/K);
(8) if G1 and G2 are locally isomorphic connected (semi)simple Lie groups with
finite centers, then for p ∈ [1,∞], we have ΛSchurp,cb (G1) = ΛSchurp,cb (G2);
Proof. The first statement is clear. The second through the fifth statement are
covered in [24, Section 2]. The sixth statement follows from Lemma 2.8. By com-
bining the sixth statement and Lemma 2.6, the seventh statement follows. The fact
that the net on the group converges uniformly on compacta if and only if the net
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on the quotient does, is straightforward (see [6]). For the eighth statement, note
that the center is a normal subgroup of a group. Using the seventh statement and
the fact that the adjoint groups G1/Z(G1) and G2/Z(G2), where Z(Gi) denotes
the center of Gi, are isomorphic, we obtain the result. 
2.7. Approximation properties for noncommutative Lp-spaces. The oper-
ator space structure on a noncommutative Lp-space Lp(M, τ) can be obtained by
considering this space as a certain interpolation space (see [23]). Indeed, the pair
of spaces (M,L1(M, τ)) becomes a compatible couple of operator spaces, and for
1 < p <∞ we have the isometry Lp(M, τ) ∼= [M,L1(M, τ)] 1
p
. By [28, Lemma 1.7],
we know that for a linear map T : Lp(M, τ) −→ Lp(M, τ), its completely bounded
norm ‖T ‖cb corresponds to supn∈N ‖ idSpn ⊗ T : Spn[Lp(M)] −→ Spn[Lp(M)]‖. Us-
ing [28, Corollary 1.4] and the fact that S1n ⊗ L1(M) = L1(M ⊗Mn), we obtain
that Spn[L
p(M)] = Lp(M ⊗ Mn), which implies that ‖T ‖cb = supn∈N ‖T ⊗ id :
Lp(M ⊗Mn) −→ Lp(M ⊗Mn)‖.
In Section 1 of this article, we recalled the definition of the CBAP, CCAP and
OAP. It was shown by Junge and Ruan [20] that if Γ is a discrete group with the
AP (of Haagerup and Kraus), and if p ∈ (1,∞), then Lp(L(Γ)) has the OAP, where
L(Γ) denotes the group von Neumann algebra of Γ. Lafforgue and de la Salle related
the AP for groups and the OAP for noncommutative Lp-spaces to the APSchurp,cb .
Lemma 2.12. ([24, Corollary 3.12]) If Γ is a countable discrete group with the
AP, and if p ∈ (1,∞), then ΛSchurp,cb (Γ) = 1.
Lemma 2.13. ([24, Corollary 3.13]) If p ∈ (1,∞) and Γ is a countable discrete
group such that Lp(L(Γ)) has the OAP, then ΛSchurp,cb (Γ) = 1.
One of the main results of Lafforgue and de la Salle is the following.
Theorem 2.14. ([24, Theorem E]) Let n ≥ 3. For p ∈ [1, 43 ) ∪ (4,∞], the (exact)
group SL(n,R) does not have the APSchurp,cb .
As a consequence, the group SL(n,R) does not have the AP, and for p ∈ [1, 43 )∪
(4,∞] and a lattice Γ in SL(n,R), the noncommutative Lp-space Lp(L(Γ)) does not
have the OAP or CBAP.
3. The group Sp(2,R)
In this section, we prove the following theorem. The proof is along the same
lines as the proof of the failure of the AP for Sp(2,R) in [15] (and for some details
we will refer to that article), but obtaining sufficiently sharp estimates for Schur
multipliers on Schatten classes is technically more involved.
Theorem 3.1. For p ∈ [1, 1211 ) ∪ (12,∞], the group Sp(2,R) does not have the
APSchurp,cb .
In this section, we write G = Sp(2,R). Recall that G is defined as the Lie group
G := {g ∈ GL(4,R) | gtJg = J},
where
J =
(
0 I2
−I2 0
)
.
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Here I2 denotes the 2× 2 identity matrix. The maximal compact subgroup K of G
is isomorphic to U(2) and explicitly given by
K =
{(
A −B
B A
)
∈M4(R)
∣∣∣∣ A+ iB ∈ U(2)
}
.
Let A+ = {D(α1, α2) = diag(eα1 , eα2 , e−α1 , e−α2) | α1 ≥ α2 ≥ 0}. It follows that
G = KA+K.
For p = 1 and ∞, the APSchurp,cb is equivalent to weak amenability (as mentioned
in Proposition 2.11), and the failure of weak amenability for G was proved in [13].
Therefore, we can restrict ourselves to the case p ∈ (1,∞). As follows from Pro-
position 2.11, it suffices to consider approximating nets consisting of K-bi-invariant
functions. The following result gives a certain asymptotic behaviour of continuous
K-bi-invariant functions ϕ for which the induced function ϕˇ is a Schur multiplier
on Sp(L2(G)). From this, it follows that the constant function 1 cannot be approx-
imated pointwise (and hence not uniformly on compacta) by a K-bi-invariant net
in A(G) in such a way that the net of associated multipliers is uniformly bounded
in the MSp(L2(G))-norm. This implies Theorem 3.1.
Proposition 3.2. Let p > 12. There exist constants C1(p), C2(p) (depending on
p only) such that for all ϕ ∈ C(K\G/K) for which ϕˇ ∈ MSp(L2(G)), the limit
ϕ∞ = lim‖α‖→∞ ϕ(D(α1, α2)) exists, and for all α1 ≥ α2 ≥ 0,
|ϕ(D(α1, α2))− ϕ∞| ≤ C1(p)‖ϕˇ‖MSp(L2(G))e−C2(p)‖a‖2 ,
where ‖α‖2 =
√
α21 + α
2
2.
Remark 3.3. Note that Proposition 3.2 is stated in terms of the MSp(L2(G))-
norm rather than the cbMSp(L2(G))-norm. However, we have ‖.‖MSp(L2(G)) ≤
‖.‖cbMSp(L2(G)), which shows that Proposition 3.2 is indeed sufficient to prove The-
orem 3.1. Moreover, by [24, Theorem 1.18], the claims are equivalent for non-
discrete groups.
For the proof of Proposition 3.2, we will identify two Gelfand pairs in G and
describe certain properties of their spherical functions.
Consider the group U(2), which contains the circle group U(1) as a subgroup via
the embedding
U(1) →֒
(
1 0
0 U(1)
)
⊂ U(2).
Let K1 denote the copy of U(1) in G under the identification of U(2) with K. It
goes back to Weyl [31] that (U(2),U(1)) is a Gelfand pair (see, e.g., [21, Theorem
IX.9.14]). The homogeneous space U(2)/U(1) is homeomorphic to the complex
1-sphere S1
C
⊂ C2 and the double coset space U(1)\U(2)/U(1) is homeomorphic to
the closed unit disc D ⊂ C by the map
U(1)
(
u11 u12
u21 u22
)
U(1) 7→ u11.
The spherical functions for (U(2),U(1)) can be found in [22]. By the homeomorph-
ism U(1)\U(2)/U(1) ∼= D, they can be considered as functions of one complex
variable in the closed unit disc. They are indexed by the integers l,m ≥ 0 and
explicitly given by
hl,m
(
u11 u12
u21 u22
)
= h0l,m(u11),
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where in the point z ∈ D, the function h0l,m is explicitly given by
h0l,m(z) =
{
zl−mP (0,l−m)m (2|z|2 − 1) l ≥ m,
zm−lP (0,m−l)l (2|z|2 − 1) l < m.
Here P
(α,β)
n denotes the nth Jacobi polynomial. These spherical functions satisfy
a certain Ho¨lder continuity condition, as is stated in the following lemma (see [15,
Corollary 3.5]). The proof of this Lemma makes use of recent results by Haagerup
and Schlichtkrull [16].
Lemma 3.4. For all l,m ≥ 0, and for θ1, θ2 ∈ [0, 2π), we have∣∣∣∣h0l,m
(
eiθ1√
2
)
− h0l,m
(
eiθ2√
2
)∣∣∣∣ ≤ C(l +m+ 1) 34 |θ1 − θ2|,∣∣∣∣h0l,m
(
eiθ1√
2
)
− h0l,m
(
eiθ2√
2
)∣∣∣∣ ≤ 2C(l +m+ 1)− 14 .
Here C > 0 is a uniform constant. Combining the two, we get∣∣∣∣h0l,m
(
eiθ1√
2
)
− h0l,m
(
eiθ2√
2
)∣∣∣∣ ≤ 2 34C|θ1 − θ2| 14 .
Let ϕ : U(2) −→ C be a U(1)-bi-invariant continuous function. Then
ϕ(u) = ϕ
(
u11 u12
u21 u22
)
= ϕ0(u11), u ∈ U(2), u11 ∈ D,
for some continuous function ϕ0 : D −→ C. By Lemma 2.4, we know that L2(X) =
⊕l,m≥0Hl,m, where X = U(2)/U(1) ∼= SC1 . It is known that dimHl,m = l +m+ 1,
so, by Proposition 2.7, we get
ϕ0 =
∞∑
l,m=0
cl,m(l +m+ 1)h
0
l,m,
for certain cl,m ∈ C. Moreover, by the same proposition, we obtain that if p ∈
(1,∞), then (∑l,m≥0 |cl,m|p(l +m + 1)) 1p ≤ ‖ϕˇ‖MSp(L2(U(2))), where ϕˇ is defined
as above by ϕˇ(g, h) = ϕ(g−1h).
Lemma 3.5. Let p > 12, and let ϕ : U(2) −→ C be a continuous U(1)-bi-invariant
function such that ϕˇ is an element of MSp(L2(U(2))). Then ϕ0 satisfies∣∣∣∣ϕ0
(
eiθ1√
2
)
− ϕ0
(
eiθ2√
2
)∣∣∣∣ ≤ C˜(p)‖ϕˇ‖MSp(L2(U(2)))|θ1 − θ2| 18− 32p
for θ1, θ2 ∈ [0, 2π). Here, C˜(p) is a constant depending only on p.
Proof. Let p, q ∈ (1,∞) be such that 1
p
+ 1
q
= 1. Then for θ1, θ2 ∈ [0, 2π),∣∣∣∣ϕ0
(
eiθ1√
2
)
− ϕ0
(
eiθ2√
2
)∣∣∣∣ = ∑
l,m≥0
|cl,m|(l +m+ 1)
∣∣∣∣h0l,m
(
eiθ1√
2
)
− h0l,m
(
eiθ2√
2
)∣∣∣∣
≤

 ∑
l,m≥0
|cl,m|q(l +m+ 1)


1
q

 ∑
l,m≥0
(l +m+ 1)
∣∣∣∣h0l,m
(
eiθ1√
2
)
− h0l,m
(
eiθ2√
2
)∣∣∣∣
p


1
p
≤ ‖ϕˇ‖MSq(L2(U(2)))

 ∑
l,m≥0
(l +m+ 1)
∣∣∣∣h0l,m
(
eiθ1√
2
)
− h0l,m
(
eiθ2√
2
)∣∣∣∣
p


1
p
.
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Note that ‖ϕˇ‖MSq(L2(U(2))) = ‖ϕˇ‖MSp(L2(U(2))). If we look at the terms of the last
sum, we get, using Lemma 3.4 and the fact that min{x, y} ≤ xεy1−ε for x, y > 0
and ε ∈ (0, 1), that
(l +m+ 1)
∣∣∣∣h0l,m
(
eiθ1√
2
)
− h0l,m
(
eiθ2√
2
)∣∣∣∣
p
≤ min{Cp(l +m+ 1)1+ 34p|θ1 − θ2|p, 2pCp(l +m+ n)1− 14p}
≤ 2p(1−ε)Cp|θ1 − θ2|pε(l +m+ 1)1+pε− 14p
for ε ∈ (0, 1). Hence, the sum converges for 0 < ε < 14 − 3p . Such an ε only exists
for p > 12. Hence, if p > 12, and putting ε = 12 (
1
4 − 3p ) = 18 − 32p , then∣∣∣∣ϕ0
(
eiθ1√
2
)
− ϕ0
(
eiθ2√
2
)∣∣∣∣ ≤ C˜(p)‖ϕˇ‖MSp(L2(U(2))|θ1 − θ2| 18− 32p
for some constant C˜(p) depending only on p. 
For α ∈ R consider the map K −→ G defined by k 7→ DαkDα, where Dα =
diag(eα, 1, e−α, 1).
Lemma 3.6. Let ϕ : G −→ C be a continuous K-bi-invariant function such that
ϕˇ ∈ MSp(L2(G)) for some p ∈ (1,∞), and for α ∈ R, let ψα : K −→ C be defined
by ψα(k) = ϕ(DαkDα). Then ψα is K1-bi-invariant and satisfies
‖ψˇα‖MSp(L2(U(2)) ≤ ‖ϕˇ‖MSp(L2(G)).
Proof. Using the fact that the group elements Dα commute with K1, it follows that
for all k ∈ K and k1, k2 ∈ K1 ⊂ K2,
ψα(k1kk2) = ϕ(Dαk1kk2Dα) = ϕ(k1DαkDαk2) = ϕ(DαkDα) = ψα(k),
so ψα is K1-bi-invariant.
The second part follows by the fact thatDαKDα is a subset of G and by applying
Lemma 2.3. 
From the fact that ψα is K1-bi-invariant, it follows that ψα(u) = ψ
0
α(u11), where
ψ0α : D −→ C is a continuous function.
Suppose that α1 ≥ α2 ≥ 0, and let D(α1, α2) be as defined above. If we find an
element of the form DαkDα in KD(α1, α2)K, we can relate the value of a K-bi-
invariant multiplier ϕ to the value of the multiplier ψα that was just defined. This
only works for certain α1, α2 ≥ 0. It turns out to be sufficient to consider certain
candidates for k, namely the ones of the form
(1) u =
(
a+ ib −√1− a2 − b2√
1− a2 − b2 a− ib
)
with a2 + b2 ≤ 1. For a proof of the following result, see [15, Lemma 3.9].
Lemma 3.7. Let α ≥ 0 and β ≥ γ ≥ 0. If u ∈ K is of the form (1) with respect
to the identification of K with U(2), then DαuDα ∈ KD(β, γ)K if and only if
(2)
{
sinhβ sinh γ = sinh2 α(1− a2 − b2),
sinhβ − sinh γ = sinh(2α)|a|.
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Consider the second Gelfand pair sitting inside G, namely the pair of groups
(SU(2), SO(2)). Both groups are subgroups of U(2), so under the embedding
into G, they give rise to compact Lie subgroups of G. The subgroup corres-
ponding to SU(2) will be called K2, and the one corresponding to SO(2) will be
called K3. The group K3 commutes with the group generated by the elements
D′α = diag(e
α, eα, e−α, e−α), where α ∈ R. The subgroup SU(2) ⊂ U(2) consists of
matrices of the form
u =
(
a+ ib −c+ id
c+ id a− ib
)
,
with a, b, c, d ∈ R such that a2 + b2 + c2 + d2 = 1.
By [4, Theorem 47.6], the pair (SU(2), SO(2)) is a Gelfand pair. This also follows
from [12, Chapter 9]. The homogeneous space SU(2)/ SO(2) is the sphere S2, and
the spherical functions on the double coset space [−1, 1] are indexed by n ≥ 0, and
given by the Legendre polynomials
Pn(2(a
2 + c2)− 1) = Pn(a2 − b2 + c2 − d2).
Note that the double cosets of SO(2) in SU(2) are labeled by a2− b2+ c2− d2. We
use the following estimate (see [15, Lemma 3.11]).
Lemma 3.8. For all non-negative integers n, and x, y ∈ [− 12 , 12 ],
|Pn(x) − Pn(y)| ≤ |Pn(x)|+ |Pn(y)| ≤ 4√
n
,
|Pn(x) − Pn(y)| ≤
∣∣∣∣
∫ y
x
P ′n(t)dt
∣∣∣∣ ≤ 4√n|x− y|.
Combining the two, we get
|Pn(x)− Pn(y)| ≤ 4|x− y| 12
for x, y ∈ [− 12 , 12 ], i.e., the Legendre polynomials are uniformly Ho¨lder continuous
on [− 12 , 12 ] with exponent 12 .
Let ϕ : SU(2) −→ C be a SO(2)-bi-invariant continuous function. Then
ϕ(u) = ϕ
(
a+ ib −c+ id
c+ id a− ib
)
= ϕ0(2(a2 + c2)− 1) = ϕ0(a2 − b2 + c2 − d2),
where u ∈ U(2), u11 ∈ D, and where ϕ0 : D −→ C is some continuous function. By
Lemma 2.4, we know that L2(X) = ⊕n≥0Hn, where X = SU(2)/ SO(2) ∼= S2. It is
known that dimHn = 2n+ 1, so, by Proposition 2.7, we get
ϕ0 =
∞∑
n=0
cn(2n+ 1)Pn,
for certain cn ∈ C. Moreover, by the same proposition, we obtain that if p ∈ (1,∞),
then (
∑
n≥0 |cn|p(2n + 1))
1
p ≤ ‖ϕˇ‖MSp(L2(SU(2))), where ϕˇ is defined as above by
ϕˇ(g, h) = ϕ(g−1h).
Lemma 3.9. Let p > 4, and let ϕ : SU(2) −→ C be a continuous SO(2)-bi-invariant
function such that ϕˇ ∈MSp(L2(SU(2))). Then ϕ0 satisfies
|ϕ0(δ1)− ϕ0(δ2)| ≤ Cˆ(p)‖ϕ‖MSp(L2(SU(2))|δ1 − δ2|
1
4− 1p
for δ1, δ2 ∈ [− 12 , 12 ]. Here Cˆ(p) is a constant depending only on p.
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Proof. Let p, q ∈ (1,∞) be such that 1
p
+ 1
q
= 1, and let δ1, δ2 ∈ [− 12 , 12 ]. Then
|ϕ0(δ1)− ϕ0(δ2)| =
∑
n≥0
|cn|(2n+ 1)|Pn(δ1)− Pn(δ2)|
≤

∑
n≥0
|cn|q(2n+ 1)


1
q

∑
n≥0
(2n+ 1)|Pn(δ1)− Pn(δ2)|p


1
p
≤ ‖ϕˇ‖MSq(L2(SU(2)))

∑
n≥0
(2n+ 1)|Pn(δ1)− Pn(δ2)|p


1
p
.
Note that ‖ϕˇ‖MSq(L2(SU(2))) = ‖ϕˇ‖MSp(L2(SU(2))). If we look at the terms of the last
sum, we get, using Lemma 3.8 and the fact that min{x, y} ≤ xεy1−ε for x, y > 0
and ε ∈ (0, 1), that
(2n+ 1)|Pn(δ1)− Pn(δ2)|p ≤ min{4p(2n+ 1)n−
p
2 , 4p(2n+ 1)n
p
2 |δ1 − δ2|p}
≤ 4p(3n)1+pε− p2 |δ1 − δ2|pε
for ε ∈ (0, 1). Hence, the sum converges for ε ∈ (0, 12 − 2p ). Such an ε only exists
for p > 4. Hence, if p > 4, and putting ε = 12 (
1
2 − 2p ) = 14 − 1p , we have
|ϕ0(δ1)− ϕ0(δ2)| ≤ Cˆ(p)‖ϕˇ‖MSpL2(U(2))|δ1 − δ2|
1
4− 1p ,
where Cˆ(p) is a constant depending only on p. 
For α ∈ R consider the map K −→ G defined by k 7→ D′αkvD′α, where D′α =
diag(eα, eα, e−α, e−α) and v ∈ Z(K) is chosen to be the matrix in K that in the
U(2)-representation of K is given by
(3) v =
(
1√
2
(1 + i) 0
0 1√
2
(1 + i)
)
.
Given a K-bi-invariant multiplier on G, this map gives rise to a K3-bi-invariant
multiplier on K. We state the following result, but omit its proof, as it is similar
to the one of Lemma 3.6.
Lemma 3.10. Let ϕ : G −→ C be a continuous K-bi-invariant function such that
ϕˇ ∈ MSp(L2(G)) for some p ∈ (1,∞), and for α ∈ R let χ˜α : K −→ C be defined
by χ˜α(k) = ϕ(D
′
αkvD
′
α). Then χ˜α is K3-bi-invariant and satisfies
‖ ˇ˜χα‖MSp(L2(K)) ≤ ‖ϕˇ‖MSp(L2(G)).
Consider the restriction χα = χ˜α|K2 , which is a K3-bi-invariant multiplier on
K2. It follows that χα(u) = χ
0
α(a
2−b2+c2−d2), where u ∈ K2, and where a, b, c, d
are as before, and ‖χˇα‖MSp(L2(K2)) ≤ ‖ϕˇ‖MSp(L2(G)).
Suppose that α1 ≥ α2 ≥ 0 and let D(α1, α2) be as defined above. Again, if we
find an element of the form D′αuvD
′
α in KD(α1, α2)K, where now u has to be an
element of SU(2), we can relate the value of a K-bi-invariant multiplier ϕ to the
value of the multiplier χα. This again only works for certain α1, α2 ≥ 0. Consider
a general element of SU(2),
u =
(
a+ ib −c+ id
c+ id a− ib
)
,
with a2 + b2 + c2 + d2 = 1. For a proof of the following, see [15, Lemma 3.15].
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Lemma 3.11. Let α ≥ 0 and β ≥ γ ≥ 0, and let u, v ∈ K be of the form as in
(1) and (3) with respect to the identification of K with U(2). Then D′αuvD
′
α ∈
KD(β, γ)K if and only if{
sinh2 β + sinh2 γ = sinh2(2α),
sinhβ sinh γ = 12 sinh
2(2α)|r|,
where r = a2 − b2 + c2 − d2.
Now we can combine the results that we obtained for both Gelfand pairs.
Lemma 3.12. Let β ≥ γ ≥ 0. Then the equations
sinh2(2s) + sinh2 s = sinh2 β + sinh2 γ,
sinh(2t) sinh t = sinhβ sinh γ
(4)
have unique solutions s = s(β, γ), t = t(β, γ) in the interval [0,∞). Moreover,
(5) s ≥ β
4
, t ≥ γ
2
.
A proof of this Lemma can be found in [15, Lemma 3.16].
α1 = α2
α1 = 2α2
α1
α2
(2t, t)
(2s, s)
(β, γ)
The figure above shows the relative position of (β, γ), (2s, s) and (2t, t) as in Lemma
3.13 and Lemma 3.14 below. Note that (β, γ) and (2s, s) lie on a path in the
(α1, α2)-plane of the form sinh
2 α1 + sinh
2 α2 = constant, and (β, γ) and (2t, t) lie
on a path of the form sinhα1 sinhα2 = constant.
Lemma 3.13. For p > 4, there exists a constant C3(p) > 0 (depending only on p)
such that whenever β ≥ γ ≥ 0 and s = s(β, γ) is chosen as in Lemma 3.12, then
for all ϕ ∈ C(K\G/K) for which ϕˇ ∈MSp(L2(G)),
|ϕ(D(β, γ))− ϕ(D(2s, s))| ≤ C3(p)e−
β−γ
4 (
1
4− 1p )‖ϕˇ‖MSp(L2(G)).
Proof. Assume first that β − γ ≥ 8. Let α ∈ [0,∞) be the unique solution to
sinh2 β+sinh2 γ = sinh2(2α), and observe that 2α ≥ β ≥ 2, so in particular α > 0.
Define
r1 =
2 sinhβ sinh γ
sinh2 β + sinh2 γ
∈ [0, 1],
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and a1 =
(
1+r1
2
) 1
2 and b1 =
(
1−r1
2
) 1
2 . Furthermore, put
u1 =
(
a1 + ib1 0
0 a1 − ib1
)
∈ SU(2),
and let
v =
(
1√
2
(1 + i) 0
0 1√
2
(1 + i)
)
,
as previously defined. We now have 2 sinhβ sinh γ = sinh2(2α)r1, and a
2
1− b21 = r1,
so by Lemma 3.11, we have D′αu1vD
′
α ∈ KD(β, γ)K. Let s = s(β, γ) be as in
Lemma 3.12. Then s ≥ 0 and sinh2(2s) + sinh2 s = sinh2 β + sinh2 γ = sinh2(2α).
Put
r2 =
2 sinh(2s) sinh s
sinh2(2s) + sinh2 s
∈ [0, 1],
and
u2 =
(
a2 + ib2 0
0 a2 − ib2
)
∈ SU(2),
where a2 =
(
1+r2
2
) 1
2 and b2 =
(
1−r2
2
) 1
2 . Since a22 − b22 = r2, it follows again by
Lemma 3.11 that D′αu2vD
′
α ∈ KD(2s, s)K. Now, let χα(u) = ϕ(D′αuvD′α) for
u ∈ K2 ∼= SU(2). Then by Lemma 3.9 and Lemma 3.10, it follows that
|χα(u1)− χα(u2)| = |χ0α(r1)− χ0α(r2)| ≤ Cˆ(p)|r1 − r2|
1
4− 1p ‖ϕˇ‖MSp(L2(G)),
provided that r1, r2 ≤ 12 . Hence, under this assumption, using the K-bi-invariance
of ϕ, we get
(6) |ϕ(D(β, γ)) − ϕ(D(2s, s))| ≤ Cˆ(p)|r1 − r2|
1
4− 1p ‖ϕˇ‖MSp(L2(G)).
Note that r1 ≤ 2 sinh β sinhγsinh2 β = 2 sinh γsinhβ . Hence, using β ≥ γ + 8 ≥ γ, we get
r1 ≤ 2 e
γ(1−e−2γ)
eβ(1−e−2β) ≤ 2eγ−β. In particular, r1 ≤ 2e−8 ≤ 12 . Similarly, r2 ≤ 2 sinh ssinh 2s =
1
cosh s ≤ 2e−s. By Lemma 3.12, equation (5), we obtain that r2 ≤ 2e−
β
4 ≤ 2e γ−β4 ≤
2e−2 ≤ 12 . In particular, (6) holds, and since |r1 − r2| ≤ max{r1, r2} ≤ 2e
γ−β
4 , we
have proved that
(7) |ϕ(D(β, γ)) − ϕ(D(2s, s))| ≤ Cˆ(p)2 14− 1p e γ−β4 ( 14− 1p )‖ϕˇ‖MSp(L2(G))
under the assumption that β ≥ γ + 8. If γ ≤ β < γ + 8, we get from ‖ϕ‖∞ ≤
‖ϕˇ‖MSp(L2(G)) that |ϕ(D(β, γ)) − ϕ(D(2s, s))| ≤ 2‖ϕˇ‖MSp(L2(G)). It follows that
|ϕ(D(β, γ)) − ϕ(D(2s, s))| ≤ C3(p)e
γ−β
4 (
1
4− 1p )‖ϕˇ‖MSp(L2(G))
for all (β, γ) with β ≥ γ ≥ 0, if for all p ∈ (1,∞), we put C3(p) = max{Cˆ(p)2
1
4− 1p , 2e
1
2 }.

Lemma 3.14. For p > 12, there exists a constant C4(p) > 0 (depending only on
p) such that whenever β ≥ γ ≥ 0 and t = t(β, γ) is chosen as in Lemma 3.12, then
for all ϕ ∈ C(K\G/K) for which ϕˇ ∈MSp(L2(G)),
|ϕ(D(β, γ)) − ϕ(D(2t, t))| ≤ C4(p)e−
γ
4 (
1
4− 3p )‖ϕˇ‖MSp(L2(G)).
Proof. Let β ≥ γ ≥ 0. Assume first that γ ≥ 2, and let α ≥ 0 be the unique
solution in [0,∞) to the equation sinhβ sinh γ = 12 sinh2 α, and observe that α > 0,
because β ≥ γ ≥ 2. Put
a1 =
sinhβ − sinh γ
sinh(2α)
≥ 0.
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Since sinh(2α) = 2 sinhα coshα ≥ 2 sinh2 α, we have
a1 ≤ sinhβ
sinh(2α)
≤ sinhβ
2 sinh2 α
=
1
4 sinh γ
.
In particular, a1 ≤ 14γ ≤ 18 . Put now b1 =
√
1
2 − a21. Then 1− a21 − b21 = 12 . Hence,
sinhβ sinh γ = sinh2 α(1 − a21 − b21) and sinhβ − sinh γ = sinh(2α)a1. Let
u1 =
(
a1 + ib1 − 1√2
1√
2
a1 − ib1
)
∈ SU(2).
By Lemma 3.7, we have Dαu1Dα ∈ KD(β, γ)K.
By Lemma 3.12, we have sinh(2t) sinh t = sinhβ sinh γ = 12 sinh
2 α. Moreover,
by (5), we have t ≥ γ2 ≥ 1. By replacing (β, γ) in the above calculation with (2t, t),
we get that the number
a2
sinh(2t)− sinh t
sinh(2α)
≥ 0,
satisfies
a2 ≤ 1
4 sinh t
≤ 1
4 sinh 1
≤ 1
4
.
Hence, we can put b2 =
√
1
2 − a22 and
u2 =
(
a2 + ib2 − 1√2
1√
2
a2 − ib2
)
.
Then
sinh(2t) sinh t = sinh2 α(1 − a22 − b22),
sinh(2t)− sinh t = sinh(2α)a2,
and u2 ∈ SU(2). Hence, by Lemma 3.7, Dαu2Dα ∈ KD(2t, t)K. Put now θj =
arg(aj + ibj) =
π
2 − sin−1
(
aj√
2
)
for j = 1, 2. Since 0 ≤ aj ≤ 12 for j = 1, 2, and
since d
dt
sin−1 t = 1√
1−t2 ≤
√
2 for t ∈ [0, 1√
2
], it follows that
|θ1 − θ2| ≤
∣∣∣∣ sin−1
(
a1√
2
)
− sin−1
(
a2√
2
) ∣∣∣∣
≤ |a1 − a2|
≤ max{a1, a2}
≤ max
{
1
4 sinh γ
,
1
4 sinh t
}
≤ 1
4 sinh γ2
,
because t ≥ γ2 . Since γ ≥ 2, we have sinh γ2 = 12e
γ
2 (1 − e−γ) ≥ 14e
γ
2 . Hence,
|θ1 − θ2| ≤ e−γ2 . Note that aj = 1√2eiθj for j = 1, 2, so by Lemma 3.5 and Lemma
3.6, the function ψα(u) = ϕ(DαuDα), u ∈ U(2) ∼= K satisfies
|ψα(u1)− ψα(u2)| ≤ C˜(p)|θ1 − θ2|
1
8− 32p ‖ψˇα‖MSp(L2(K))
≤ C˜(p)e− γ4 ( 14− 3p )‖ϕˇ‖MSp(L2(G)).
(8)
Since Dαu1Dα ∈ KD(β, γ)K and Dαu2Dα ∈ KD(2t, t)K, it follows that
|ϕ(D(β, γ))− ϕ(D(2t, t))| ≤ C˜(p)e− γ4 ( 14− 3p )‖ϕˇ‖MSp(L2(G))
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for all γ ≥ 2. For γ satisfying 0 < γ ≤ 2, we can instead use that ‖ϕ‖∞ ≤
‖ϕˇ‖MSp(L2(G)). Hence, for all p ∈ (1,∞) putting C4(p) = max{C˜(p), 2e 18 }, we
obtain
|ϕ(D(β, γ)) − ϕ(D(2t, t))| ≤ C4(p)e−
γ
4 (
1
4− 3p )‖ϕˇ‖MSp(L2(G))
for all β ≥ γ ≥ 0. 
For a proof of the following lemma, see [15, Lemma 3.19].
Lemma 3.15. Let s ≥ t ≥ 0. Then the equations
sinh2 β + sinh2 γ = sinh2(2s) + sinh2 s,
sinhβ sinh γ = sinh(2t) sinh t,
(9)
have a unique solution (β, γ) ∈ R2 for which β ≥ γ ≥ 0. Moreover, if 1 ≤ t ≤ s ≤ 3t2 ,
then
|β − 2s| ≤ 1,
|γ + 2s− 3t| ≤ 1.(10)
Lemma 3.16. For all p > 12, there exists a constant C5(p) > 0 such that whenever
s, t ≥ 0 satisfy 2 ≤ t ≤ s ≤ 65 t, then for all ϕ ∈ C(K\G/K) for which ϕˇ ∈
MSp(L2(G)),
|ϕ(D(2s, s))− ϕ(D(2t, t))| ≤ C5(p)e−
s
8 (
1
4− 3p )‖ϕˇ‖MSp(L2(G)).
Proof. Choose β ≥ γ ≥ 0 as in Lemma 3.15. Then by Lemma 3.13 and Lemma
3.14, we have for p > 12,
|ϕ(D(2s, s))− ϕ(D(β, γ))| ≤ C3(p)e−
β−γ
4 (
1
4− 1p )‖ϕˇ‖MSp(L2(G)),
|ϕ(D(2t, t)) − ϕ(D(β, γ))| ≤ C4(p)e−
γ
4 (
1
4− 3p )‖ϕˇ‖MSp(L2(G)).
Moreover, by (10),
β − γ ≥ (2s− 1)− (3t− 2s+ 1) = 4s− 3t− 2 ≥ s− 2,
γ ≥ 3t− 2s− 1 ≥ 5
2
s− 2s− 1 = s− 2
2
.
Hence, since s ≥ 2, we have min{e−γ, e−(β−γ)} ≤ e− s−22 . Thus, the lemma follows
from Lemma 3.13 and Lemma 3.14 with C5(p) = e
1
16 (C3(p) + C4(p)). 
Lemma 3.17. For p > 12, there exists a constant C6(p) > 0 such that for all
ϕ ∈ C(K\G/K) for which ϕˇ ∈MSp(L2(G)), the limit c∞(ϕ) = limt→∞ ϕ(D(2t, t))
exists, and for all t ≥ 0,
|ϕ(D(2t, t))− c∞(ϕ)| ≤ C6(p)e−
t
8 (
1
4− 3p )‖ϕˇ‖MSp(L2(G)).
Proof. By Lemma 3.16, we have for u ≥ 5 and γ ∈ [0, 1], that
(11) |ϕ(D(2u, u))− ϕ(D(2u+ 2γ, u+ γ))| ≤ C5(p)e−
u
8 (
1
4− 3p )‖ϕˇ‖MSp(L2(G)),
since u ≤ u + γ. Let s ≥ t ≥ 5. Then s = t + n + δ, where n ≥ 0 is an integer
and δ ∈ [0, 1). Applying equation (11) to (u, γ) = (t+ j, 1), j = 0, 1, . . . , n− 1 and
(u, γ) = (t+ n, δ), we obtain
|ϕ(D(2t, t))− ϕ(D(2s, s))| ≤ C5(p)

 n∑
j=0
e−
t+j
8 (
1
4− 3p )

 ‖ϕˇ‖MSp(L2(G))
≤ C5(p)′e−
t
8 (
1
4− 3p )‖ϕˇ‖MSp(L2(G)),
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where C′5(p) = C5(p)
∑∞
j=0 e
− j8 ( 14− 3p ). Hence, (ϕ(D(2t, t)))t≥5 is a Cauchy net.
Therefore, c∞(ϕ) = limt→∞ ϕ(D(2t, t)) exists, and
|ϕ(D(2t, t))−c∞(ϕ)| = lim
s→∞
|ϕ(D(2t, t))−ϕ(D(2s, s))| ≤ C′5(p)e−
t
8 (
1
4− 3p )‖ϕˇ‖MSp(L2(G))
for all t ≥ 5. Since ‖ϕ‖∞ ≤ ‖ϕˇ‖MSp(L2(G)), we have for all 0 ≤ t < 5,
|ϕ(D(2t, t)) − c∞(ϕ)| ≤ 2‖ϕˇ‖MSp(L2(G)).
Hence, the lemma follows with C6(p) = max{C′5(p), 2e
5
32 }. 
Proof of Proposition 3.2. Let ϕ ∈ C(K\G/K) be such that ϕˇ ∈MSp(L2(G)), and
let (α1, α2) = (β, γ), where β ≥ γ ≥ 0. Assume first β ≥ 2γ. Then β − γ ≥ β2 , so
by Lemma 3.12 and Lemma 3.13, there exists an s ≥ β4 such that
|ϕ(D(β, γ)) − ϕ(D(2s, s))| ≤ C3(p)e−
β
8 (
1
4− 1p )‖ϕˇ‖MSp(L2(G)).
By Lemma 3.17,
|ϕ(D(2s, s))− c∞(ϕ)| ≤ C6(p)e−
s
8 (
1
4− 3p )‖ϕˇ‖MSp(L2(G))
≤ C6(p)e−
β
32 (
1
4− 3p )‖ϕˇ‖MSp(L2(G)).
Hence,
|ϕ(D(β, γ)) − c∞(ϕ)| ≤ (C3(p) + C6(p))e−
β
32 (
1
4− 3p )‖ϕˇ‖MSp(L2(G)).
Assume now that β < 2γ. Then, by Lemma 3.12 and Lemma 3.14, we obtain that
there exists a t ≥ γ2 > β4 such that
|ϕ(D(β, γ)) − ϕ(D(2t, t))| ≤ C4(p)e−
β
8 (
1
4− 3p )‖ϕˇ‖MSp(L2(G)),
and again by Lemma 3.17,
|ϕ(D(2t, t))− c∞(ϕ)| ≤ C6(p)e−
t
8 (
1
4− 3p )‖ϕˇ‖MSp(L2(G))
≤ C6(p)e−
β
32 (
1
4− 3p )‖ϕˇ‖MSp(L2(G)).
Hence,
|ϕ(D(β, γ)) − c∞(ϕ)| ≤ (C4(p) + C6(p))e−
β
32 (
1
4− 3p )‖ϕˇ‖MSp(L2(G)).
Combining these results, and using that ‖α‖2 =
√
β2 + γ2 ≤ √2β, it follows that
for all β ≥ γ ≥ 0,
|ϕ(D(β, γ))− c∞(ϕ)| ≤ C1(p)e−C2(p)‖α‖2‖ϕˇ‖MSp(L2(G)),
where C1(p) = max{C3(p) +C6(p), C4(p) +C6(p)} and C2(p) = 132√2 (
1
4 − 3p ). This
proves the proposition. 
The values p ∈ [1, 1211 ) ∪ (12,∞] give sufficient conditions for Sp(2,R) to fail the
APSchurp,cb . We would like to point out that the set of these values might be bigger.
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4. Noncommutative Lp-spaces without the OAP
In the previous section we proved that Sp(2,R) does not have the APSchurp,cb for
p ∈ [1, 1211 ) ∪ (12,∞]. By Lemma 2.13, this directly implies the following theorem.
Theorem 4.1. Let p ∈ [1, 1211 ) ∪ (12,∞], and let Γ be a lattice in Sp(2,R). Then
the noncommutative Lp-space Lp(L(Γ)) does not have the OAP (or CBAP).
Combining Theorem 3.1 and Theorem 2.14, this implies the following result.
Theorem 4.2. Let p ∈ [1, 1211 )∪ (12,∞], and let G be a connected simple Lie group
with finite center and real rank greater than or equal to two. Then G does not have
the APSchurp,cb .
Proof. Let G be a connected simple Lie group with finite center and real rank
greater than or equal to two. By Wang’s method [30], we may assume that G is
the adjoint group, so that G has a connected semisimple subgroup H with real
rank 2. Such a subgroup is closed, as was proved in [8]. It is known that H has
finite center and is locally isomorphic to either SL(3,R) or Sp(2,R) [2], [26]. Since
the APSchurp,cb passes to closed subgroups and is preserved under local isomorphisms
(see Proposition 2.11), we conclude that G does not have the APSchurp,cb for p ∈
[1, 1211 )∪ (12,∞], since both SL(3,R) and Sp(2,R) do not have the APSchurp,cb for such
p. 
Combining this result with Proposition 2.10 and Lemma 2.13, we obtain the
main theorem of this article.
Theorem 4.3. Let p ∈ [1, 1211 ) ∪ (12,∞], and let Γ be a lattice in a connected
simple Lie group with finite center and real rank greater than or equal to two.
Then Lp(L(Γ)) does not have OAP (or CBAP).
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