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a b s t r a c t
The shift action on the 2-cocycle group Z2(G, C) of a finite group G with coefficients in a
finitely generated abelian group C has several useful applications in combinatorics and
digital communications, arising from the invariance of a uniform distribution property
of cocycles under the action. In this article, we study the shift orbit structure of the
coboundary subgroup B2(G, C) of Z2(G, C). The study is placedwithin awell-known setting
involving the Loewy and socle series of a group algebra over G. We prove new bounds on
the dimensions of terms in such series. Asymptotic results on the size of shift orbits are also
derived; for example, if C is an elementary abelian p-group, then almost all shift orbits in
B2(G, C) are maximal-sized for large enough finite p-groups G of certain classes.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Each group G acts as automorphisms of Z2(G, C), the group of normalised 2-cocycles from G to C , for any abelian group
C . This shift action was introduced by the third author in [5]. Orbits under the shift action lie wholly within cohomology
classes, so their partitioning of each cohomology class is invisible from the usual cohomological point of view.
Several applications of cocycles in combinatorics and digital communications led to the discovery of shift action. The key
focus here is cocycles G × G → C with the special property that for each fixed first coordinate, the images as the second
coordinate varies over G are uniformly distributed in C . Such cocycles are a source of planar functions, sequence families
with low correlation, and perfect or almost perfect nonlinear sequences; semiregular relative difference sets and generalised
Hadamard matrices; high-distance or self-dual error-correcting codes; and Hadamard groups (see [2,4]). Importantly, the
frequency distributions of the elements of C (uniform or not) are invariants of the shift orbits inside each cohomology class.
Hence, the shift orbit structure of Z2(G, C), algebraically determined by the groups G and C , is significant for isolating and
locating highly applicable non-algebraic properties of cocycles.
This article studies the shift orbit structure of the coboundary group B2(G, C) ≤ Z2(G, C). A coboundary is a cocycle
∂φ : G× G→ C defined from a normalised function φ : G→ C, φ(1) = 0, by the formula
∂φ(x, y) = φ(xy)− φ(x)− φ(y), x, y ∈ G.
In this case, the images of φ and ∂φ under shift action by s ∈ G are given by
(φ · s)(x) = φ(sx)− φ(s), x ∈ G; (1)
and
(∂φ · s)(x, y) = ∂φ(sx, y)− ∂φ(s, y) = ∂(φ · s)(x, y) = φ(sxy)− φ(sx)− φ(sy)+ φ(s), x, y ∈ G. (2)
An earlier version of the research in this articlewas developed by the first author in his Ph.D. thesis [7], some ofwhichwas
reported (without proof) in [4, Section 8.5]. Here, we present a unified, corrected, and self-contained account. In particular,
we situate and motivate the study of shift action on coboundaries in a mainstream group algebra setting.
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An outline of the article follows. Section 2 is fundamental; it shows that shift action on coboundaries corresponds
precisely to part of the natural action on a series of group algebra quotients (thus, shift action in this special case is an entirely
algebraic notion). In Section 3, we relate this series for a modular group algebra to the more familiar socle and Loewy series.
We further prove new dimensional bounds for these series. The last part of the article, Section 4, is an extended look at the
orbit structure of the group algebra quotients. Elementary abelian and cyclic groups seem to be the two extremal cases in the
theory. We prove several results that allow enumeration of all orbits in these two cases. The article ends with an asymptotic
existence result for maximal-sized shift orbits in B2(G, C), when G and C are finite p-groups.
2. A fundamental isomorphism of G-modules
Assume throughout this section that G and C are finite, and C is written additively.
Our critical observation is that, because arbitrary functions f : G → C may be represented as elements of a group ring
R[G] over a commutative ring Rwith 1, the shift action on coboundaries is really part of the standard R[G]-module structure
of certain quotients of R[G].
We must convert from G-actions on B2(G, C) to R[G]-modules, where C = (R,+). Note that C is always isomorphic to
the additive group of at least one commutative ring Rwith 1; furthermore, C is an R-module for each such R.
LetUC1(G, R) be the R-module of all mappings fromG to R, and let C1(G, R) be the submodule of all normalisedmappings.
Since G is finite, there is an R-module isomorphism ϑ (0) : R[G] → UC1(G, R), where ϑ (0)(∑x∈Gaxx) is defined by x 7→ ax,
with inverse f 7→∑x∈G f (x)x.
The standard left R[G]-module, denoted R[G](0), has underlying additive group R[G], with left G-action given by
multiplication on the left by elements of G:
g ·
(∑
x∈G
axx
)
=
∑
x∈G
axgx =
∑
x∈G
ag−1xx.
The R-module isomorphism ϑ (0) imposes on UC1(G, R) the left R[G]-module structure of R[G](0), so that ϑ (0) becomes
an R[G]-module isomorphism (this is a recurring technique). That is, we set g · f = ϑ (0)(g(ϑ (0))−1(f )) for g ∈ G and
f ∈ UC1(G, R), which gives
(g · f )(x) = f (g−1x), x ∈ G. (3)
We now define a sequence of quotient algebras inductively from R[G](0).
Definition 1. For j ≥ 1, let R[G](j) be the quotient of R[G](j−1) by its submodule of G-fixed elements:
R[G](j) = R[G](j−1)/( GR[G](j−1)).
Definition 1 generalises the definition of Loewy and socle series of R[G] forG a finite p-group and R a field of characteristic
p; see Section 3 below. For our purposes the most important quotient is R[G](2), which we proceed to show is isomorphic as
a (left) standard R[G]-module to the (right) shift R[G]-module B2(G, R).
Let V1 be the image of GR[G](0) in UC1(G, R) under ϑ (0). Clearly, V1 consists of the constant maps G → R. We identify
UC1(G, R)/V1 with C1(G, R) via the R-module isomorphism f + V1 7→ f − f (1)∗, where f (1)∗ is the map sending every
element of G to f (1). Let ϑ (1) denote the composite of this isomorphism with the isomorphism R[G](1) → UC1(G, R)/V1
induced by ϑ (0). Then, we define an action of G on C1(G, R) accordingly, so that ϑ (1) is an R[G]-module isomorphism:
g · φ = ϑ (1)(g(ϑ (1))−1(φ)) for g ∈ G and φ ∈ C1(G, R). Using (3), we verify that
(g · φ)(x) = φ · g−1(x), g, x ∈ G, φ ∈ C1(G, R) (4)
where the right action is the shift action (1) of G on C1(G, R).
Since ϑ (1)( GR[G](1)) = Hom(G, R), ϑ (1) induces an R[G]-module isomorphism of R[G](2) onto C1(G, R)/Hom(G, R).
Then the assignment φ + Hom(G, R) 7→ ∂φ defines an R[G]-isomorphism of C1(G, R)/Hom(G, R) onto B2(G, R) if we set
g · ∂φ = ∂(g · φ) for g ∈ G, φ ∈ C1(G, R). Denote the composite of these two isomorphisms by ϑ (2). As usual, ϑ (2) imposes
the R[G]-module structure of R[G](2) on B2(G, R), and once more we see that this imposed G-action is precisely shift action.
Explicitly, g · ∂φ = ∂φ · g−1 by (2) and (4). We have proved:
Theorem 1. The R[G]-module isomorphism ϑ (2) yields a size-preserving bijection between the set of G-orbits in R[G](2) and the
set of shift orbits in B2(G, R).
Thus, in order to understand the shift orbits in B2(G, C), we seek to determine the G-orbit structure of R[G](2), where
C = (R,+). In Section 4 we consider the problem more generally, by investigating orbits in all of the quotients R[G](j).
3. Series in modular group algebras
The previous section showed that shift action (on the coboundary group) is naturally isomorphic to the standard action
on the third term in the quotient series {R[G](j)}j≥0. In this section, we take G to be a non-trivial finite p-group and R to be a
field K of characteristic p, and we relate {K [G](j)}j≥0 to the socle and Loewy series of K [G].
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Some material in this section is well-known, but is included for completeness. Henceforth, we drop the superscript (0)
when regarding K [G] as the standard left K [G]-module.
3.1. Identifications between three group algebra series
Recall that the socle soc(M) of a moduleM is the submodule generated by all of its simple submodules.
Lemma 1.
(i) A simple K [G]-module is 1-dimensional and trivial (i.e. G acts trivially on it).
(ii) The socle of a K [G]-module M is the set GM of its G-fixed elements.
(iii) soc(K [G]) = Ku, where u =∑x∈G x.
Proof. For (i) see e.g. [6, 3.9, p. 37], from which (ii) and then (iii) follow. 
By Lemma 1, Definition 1 reads K [G](j) = K [G](j−1)/soc(K [G](j−1)) for G and R = K as in this section. Define the socle
series {Sj}j≥0 of K [G] by S0 = {0} and Sj/Sj−1 = soc(K [G]/Sj−1) for j ≥ 1.
Lemma 2.
(i) K [G](j) ∼= K [G]/Sj.
(ii) soc(K [G](j)) ∼= Sj+1/Sj.
Proof. The second statement follows from the first by the definition of socle series. By Lemma 1, K [G](1) = K [G]/S1. Now,
assume that K [G](j) ∼= K [G]/Sj. Then
K [G](j+1) ∼= (K [G]/Sj)/soc(K [G]/Sj) = (K [G]/Sj)/(Sj+1/Sj) ∼= K [G]/Sj+1,
proving part (i) by induction. 
It is well-known that the socle series of K [G] is the same as the Loewy series {Ej}j≥0 of K [G], but in reverse order. Here,
E0 = K [G], and Ej = rad(K [G])Ej−1 for j ≥ 0, where the (Jacobson) radical rad(K [G]) of K [G] is the augmentation ideal i.e.
the K -subspace spanned by the elements x− 1, x ∈ G \ {1}.
Lemma 3.
(i) E`+1 = {0} for some ` > 0.
(ii) Ej % Ej+1 for all j, 0 ≤ j ≤ `.
(iii) Sj = E`−j+1.
Proof. Nilpotency of E1 = rad(K [G]) gives (i) and (ii). Part (iii) is a consequence of [6, 10.11, p. 157] and [6, 2.13, p. 261]. 
3.2. Jennings polynomials
The Jennings polynomial of the finite p-groupG is defined to be
∑`
i=0 ciz i ∈ Z[z], where ` is the length of the Loewy series
{Ej}j≥0 of K [G], and ci = dimK (Ei/Ei+1). Note that because dimK (K [G]) =∑`i=0(dimK (Ei)− dimK (Ei+1)), the coefficients of
the Jennings polynomial sum to |G|. Lemma 3(ii) implies the following.
Lemma 4. ci ≥ 1 for all i, 0 ≤ i ≤ `.
Corollary 1. dimK (Ei) ≤ |G| − i for all i, 0 ≤ i ≤ `.
Let {Di}si=1 be the Jennings series of G i.e. Di =
∏
jpk≥i G(j)p
k
, where G(j) is the jth term of the lower central series of G.
Theorem 2 (Jennings).∑`
i=0
ciz i =
s∏
j=1
(1+ z j + z2j + · · · + z(p−1)j)dj (5)
where |Dj/Dj+1| = pdj . In particular, ` = (p− 1)∑sj=1 jdj.
Proof. See [6, 2.10, p. 259]. 
If |G| = pr then ` ≥ (p − 1)∑sj=1 dj = (p − 1)r . Also pr = ∑`i=0 ci ≥ ` + 1 by Lemma 4, so ` ≤ pr − 1. These degree
bounds are attained.
Lemma 5. The Jennings polynomial of the cyclic group Zpr of order pr is
F1(z) = 1+ z + · · · + zpr−1,
and the Jennings polynomial of the elementary abelian p-group Zrp of rank r is
F2(z) = (1+ z + · · · + zp−1)r .
Proof. Direct calculation, using the definition of the Jennings series and Theorem 2. 
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3.3. Ordering Jennings-type polynomials
We generalise the definition of the Jennings polynomial. Let q = pr . A Jp(q) (‘‘Jennings polynomial of type q’’) is any
element of Z[z] of the form
f (z) =
s∏
j=1
(1+ z j + z2j + · · · + z(p−1)j)ej (6)
where {e1, . . . , es} is a set of non-negative integers such that e1 + · · · + es = r . A Jp(q) as in (6) is perfect if it arises from
the Jennings series of some group G of order q i.e. pej is the order of the jth Jennings series factor of G, 1 ≤ j ≤ s. So a perfect
Jp(q) is the Jennings polynomial of some finite p-group, as in (5).
Remark 1. Not every Jp(q) is perfect. For example, we see with reference to (6) and Lemma 5 that 1+ z+ 2z2+ z3+ 2z4+
z5 + z6 is a non-perfect Jp(9).
Every Jp(q) is a symmetric polynomial.
Lemma 6. Let f (z) be as in (6), set ` = (p − 1)∑sj=1 jej, and denote the coefficient of z i in f (z) by fi. Then fk = f`−k for all k,
0 ≤ k ≤ `.
Proof. See the proof of [6, 2.12, pp. 259–260]. 
Let J(q) denote the set of all Jp(q)s. We introduce a binary relation on J(q). First, we define some notation for partial
sums of coefficients of polynomials: if f (z) = ∑i≥0 fiz i then γj(f ) := ∑ji=0 fi, with the convention that γj(f ) = 0 if j < 0.
The following property of the quantities γj(f )will be needed later (in Section 3.4).
Lemma 7. Let f (z) =∑`i=0 fiz i ∈ J(q). Then, γ`−j(f ) = q− γj−1(f ) for all j, 0 ≤ j ≤ `.
Proof. We have γ`−j(f ) =∑`−ji=0 fi = q−∑`i=`−j+1 fi = q−∑j−1i=0 fi = q− γj−1(f ), using Lemma 6. 
Define a relation≤ on J(q) as follows: for any f (z), g(z) ∈ J(q),
f ≤ g ⇐⇒ γj(g) ≤ γj(f ) ∀ j ≥ 0. (7)
Lemma 8. Statement (7) defines a partial order on J(q).
Proof. Exercise. 
Remark 2. Note that J(p) is totally ordered:
1+ z i + · · · + z i(p−1) ≤ 1+ z j + · · · + z j(p−1) ⇐⇒ i ≤ j.
However,≤ is not a total order in general. For example, let f (z) = (1+z3)(1+z4) ∈ J(4) and g(z) = (1+z)(1+z5) ∈ J(4).
Then, γ1(f ) < γ1(g) but γ4(f ) > γ4(g).
Lemma 9. Let F1(z) denote the Jennings polynomial of the cyclic group of order pr (see Lemma 5). Then g(z) ≤ F1(z) for all
perfect g(z) ∈ J(pr).
Proof. By Lemma 4, γj(g) ≥ j+ 1 = γj(F1). 
As a complement to Lemma 9, we will show (see Lemma 10 below) that F2(z) ≤ g(z) for all g(z) ∈ J(pr), where F2(z)
as in Lemma 5 is the Jennings polynomial of the elementary abelian group of order pr .
Theorem 3. Suppose that f ≤ g in J(pr) and h ∈ J(ps). Then fh ≤ gh in J(pr+s).
Proof. Clearly the product of a Jp(pr) and a Jp(ps) is a Jp(pr+s). It suffices to prove that
γj(fh) =
j∑
i=0
hiγj−i(f ) ∀ j ≥ 0. (8)
For if (8) holds then
f ≤ g H⇒ hiγj−i(g) ≤ hiγj−i(f ) ∀ i, j, 0 ≤ i ≤ j
H⇒ γj(gh) ≤ γj(fh) ∀ j ≥ 0
H⇒ fh ≤ gh.
The proof of Eq. (8) is by induction, the case j = 0 being clear. Suppose that j > 0 and γj−1(fh) =∑j−1i=0 hiγj−i−1(f ). Then
γj(fh) =
j−1∑
i=0
hiγj−i−1(f )+
j∑
i=0
hifj−i =
j−1∑
i=0
hi
(
γj−i−1(f )+ fj−i
)+ hjf0 = j−1∑
i=0
hiγj−i(f )+ hjγ0(f ) =
j∑
i=0
hiγj−i(f )
giving Eq. (8) as required. 
Corollary 2. Suppose that a ≤ b in J(pr) and c ≤ d in J(ps). Then ac ≤ bd in J(pr+s).
Lemma 10. F2(z) = (1+ z + z2 + · · · + zp−1)r is the least element of J(pr).
Proof. We proceed by induction on r . The case r = 1 was observed in Remark 2. The inductive step follows from
Corollary 2. 
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3.4. Dimensional bounds
The following result does not seem to have been noted elsewhere previously.
Theorem 4. For all groups G of order pr , all fields K of characteristic p and all j ≥ 0,
dimK (K [Zrp](j)) ≤ dimK (K [G](j)) ≤ dimK (K [Zpr ](j)). (9)
Proof. Let g(z) be the Jennings polynomial of G, and {Si}0≤i≤` , {Ei}0≤i≤` be the socle series and Loewy series of K [G],
respectively. By Lemmas 2 and 3,
dimK (K [G](j)) = pr − dimK (Sj) = pr − dimK (E`−j+1) = γ`−j(g).
Then, by Lemma 7, the inequalities (9) hold for all j ≥ 0 if and only if
pr − γj(F2) ≤ pr − γj(g) ≤ pr − γj(F1)
for all j ≥ 0; that is F2 ≤ g ≤ F1, which we know to be true by Lemmas 9 and 10. 
We restate Theorem 4 for the socle and Loewy series of K [G], with more explicit bounds. In doing so, we use that the
dimensions of the jth terms of both series sum to |G|. Also, define βp(i, n) to be the number of n-tuples (a1, . . . , an) ∈
{0, . . . , p−1}n such that a1+· · ·+an = i. In other words, for |G| = pr , βp(i, r) is the (multinomial) coefficient of z i in F2(z).
Theorem 5. Suppose that |G| = pr . Let {Sj}0≤j≤` and {Ej}0≤j≤` be the socle series and Loewy series of K [G], respectively. Then for
all j, 0 ≤ j ≤ `,
(i) j ≤ dimK (Sj) ≤∑j−1i=0 βp(i, r),
(ii) pr −∑j−1i=0 βp(i, r) ≤ dimK (Ej) ≤ pr − j.
Remark 3. Of course, the lower bound in (i) and upper bound in (ii) are easily derived and well-known (cf. Corollary 1).
Another point is that the bounds in Theorems 4 and 5 are universal, and tighter bounds are possible if we knowmore about
the structure ofG. For example, [8, Theorem2.4] implies that dimK (Ej) ≤ pr−jdwhere d is theminimal number of generators
of G.
3.5. More on the cases of cyclic and elementary abelian G
In this sectionweprovide further information about the quotient algebra series {K [G](j)}j≥0whenG is cyclic or elementary
abelian, to be applied in the next section. Since this information is somewhat specialised, and the techniques used to obtain
it are standard (cf. [9, Section 3.3]), we will be fairly brisk here.
Let r > 1.
Lemma 11. Let G = 〈x | xpr = 1〉 and H = Gpr−1 . For 0 ≤ j ≤ pr −pr−1, K [G/H] is isomorphic to HK [G](j) as K [G/H]-modules.
In particular, K [G/H] ∼= K [G](pr−pr−1).
Proof. For 1 ≤ i ≤ r and 0 ≤ t ≤ pr − 1, define xi = xpi−1 and ηt =∏ri=1(xi− 1)ai ∈ K [G], where (a1, . . . , ar) is the mod p
representation of t; i.e. ai ∈ {0, . . . , p−1} and a1+a2p+· · ·+arpr−1 = t . Letpij denote the natural surjectionK [G]  K [G](j).
By Lemmas 2 and 3, and [9, Lemma 3.5, p. 89], K [Zpr ](j) for 0 ≤ j ≤ pr − 1 has K -basis {pij(ηt) | 0 ≤ t ≤ pr − 1 − j }.
Since we are in characteristic p, xp
i · pij(ηt) = pij(ηt)+ pij(ηt+pi). Therefore, the set of 〈xpi〉-fixed elements in K [Zpr ](j) is the
K -subspace with basis {pij(ηt) | pr − pi − j ≤ t ≤ pr − 1 − j }. In particular, every element of K [Zpr ](pr−pr−1) is a H-fixed
point. Then the assignment
ηt ∈ K [Zpr−1 ] 7→ pij(ηpr−pr−1−j+t) ∈ K [Zpr ]
defines a K [G/Gpr−1 ]-module isomorphism from K [G/Gpr−1 ] onto HK [G](j). 
Corollary 3. For 0 ≤ j ≤ pr−1,
K [Zpr−1 ](j) ∼= ZpK [Zpr ](pr−pr−1+j) = K [Zpr ](pr−pr−1+j)
as K [Zpr−1 ]-modules.
Proof. The claim for j = 0 is part of Lemma 11. By the definition of the quotient algebra series, this gives the corollary in
full for 0 < j ≤ pr−1. 
Lemma 12. Let G = H × H ′, where H = 〈x1, . . . , xm〉 ∼= Zmp and H ′ = 〈xm+1, . . . , xr〉 ∼= Zr−mp for some m ≤ r.
(i) If 0 ≤ j ≤ m(p− 1) then H ′K [G](j) contains a K [H]-submodule isomorphic to K [H](j), that is complemented by a subspace of
K-dimension βp(r(p− 1)− j, r)− βp(m(p− 1)− j,m) contained in GK [G](j).
(ii) If j > m(p− 1) then H ′K [G](j) = GK [G](j).
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Proof. Again, we rely on Lemmas 2 and 3, and [9, Lemma 3.5, p. 89].
Let η(a1, . . . , ar) = ∏ri=1(xi − 1)ai . Then {η(a1, . . . , ar) | 0 ≤ ai ≤ p − 1} is a K -basis of K [G]. We define a map
∆
(0)
H,G : K [H] → K [G] by
η(a1, . . . , am) := η(a1, . . . , am, 0, . . . , 0) 7→ η(a1, . . . , am, p− 1, . . . , p− 1).
The right hand side of this assignment is equal to the element η(a1, . . . , am) · (∑x∈H ′ x) of H ′R[G]; indeed, ∆(0)H,G is a
K [H]-module isomorphism K [H] → H ′R[G]. Now define∆(j)H,G : K [H](j) → K [G](j) for j ≥ 0 by
∆
(j)
H,G ◦ pij(α) = pij ◦∆(0)H,G(α), α ∈ K [H],
wherepij variously denotes natural surjection K [H] → K [H](j) and K [G] → K [G](j). Thismap is awell-defined K [H]-module
monomorphism into H
′
K [G](j). Consequently,
∆
(j)
H,G(
HK [H](j)) ⊆ GK [G](j).
Certainly GK [G](j) and im∆(j)H,G are both contained in H ′K [G](j). Furthermore, H ′K [G](j) ⊆ GK [G](j) + im∆(j)H,G. Since
GK [G](j) ∩ im∆(j)H,G ∼= HK [H](j), this proves (i). Part (ii) is also clear, because K [H](j) = {0} if j > m(p− 1). 
4. Enumeration of orbit sizes
Throughout this section, K is a finite field of size q and G is a finite group.
Motivated by Theorem 1, we study the G-orbit structure of the quotient modules K [G](j), under the natural action by G.
Eventually, via an enumerative approach, we derive asymptotic results on the number of maximal-sized orbits.
Definition 2. Let n be the number of positive integer divisors of |G|. Letm be the least non-negative integer such that either
GK [G](m) = K [G](m) 6= {0}, or K [G](m) ) GK [G](m) = {0}. (Suchm exists, since the K -dimensions of terms in the series must
either strictly decrease or stabilise at some point.) Then the orbit size table for K [G] is the (m + 1) × n matrix with rows
labelled 0 to m, and columns labelled by the positive integer divisors of |G|, whose (i, j) entry is the number of elements
with G-orbit size j in K [G](i).
Of course, to determine shift orbits within the coboundary group B2(G, K), only the first three rows of the orbit size table
are relevant. Further note that if K [G] is semisimple then its orbit size table has just two rows.
Example 1. We give the two smallest non-trivial examples. The following are the orbit size tables for K [G], where K = F2
and 2 ≤ |G| ≤ 3:
(
2 2
2 0
)
,
(
2 6
1 3
)
. The first group algebra has nilpotent augmentation ideal, and the second is semisimple.
Define χ (j)(G) to be the last entry in row j of the orbit size table for K [G] i.e. χ (j)(G) is the number of elements with
maximal orbit size, |G|, in K [G](j).
Theorem 6. Suppose that every subgroup of G is normal. The number of elements with orbit size m in K [G] is∑H χ (0)(G/H),
where the sum is taken over all subgroups H of order |G|/m. Thus,
χ (0)(G) = q|G| −
∑
H≤G,H 6={1}
χ (0) (G/H) .
Proof. Let PH denote the set of elements of K [G] that have stabiliser H . Thus |K [G]| = ∑H≤G |PH |, so χ (0)(G) = q|G| −∑
H≤G,H 6={1} |PH |. SinceHEG, wehave HK [G] = K [G](
∑
x∈H x) ∼= K [G/H]. Hence |PH | = χ (0)(G/H) and the result follows. 
So when all subgroups of G are normal (i.e. G is abelian or Hamiltonian), the problem of finding row zero of the orbit
size table for K [G] is equivalent to finding χ (0)(G/H) for all quotients G/H of G, as H ranges over the distinct non-trivial
subgroups of G.
An easy induction on |G| shows that each entry in row zero of the orbit size table for K [G] can be written as a polynomial
in Z[q].
Example 2. Let G be the cyclic group of order 4. Row zero of the orbit size table for K [G] is (q, q2 − q, q4 − q2). If q is odd
then K [G] is semisimple, and the table is
(
q q2 − q q4 − q2
1 q− 1 q3 − q
)
. If q is even then the table has four rows (see Lemma 5).
4.1. Orbit size tables for cyclic groups
A finite cyclic group has one and only one subgroup for each divisor of its order. This uniqueness of subgroups helps in a
recursive construction of orbit size tables. For instance, the following is clear by Theorem 6.
Lemma 13. The mth entry in row zero of the orbit size table for K [Zn] is χ (0)(Zm).
Example 3. Since χ (0)({1}) = q, χ (0)(Zp) = qp − qwhenever p is a prime. Hence, row zero in the orbit size table for K [Z6]
is (q, q2 − q, q3 − q, q6 − q3 − q2 + q).
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Since computing row zero of the orbit size table for K [Zn] is equivalent to computing certain χ (0)(Zm)s, we state a result
simplifying this computation that uses the Möbius Inversion Formula.
Lemma 14. χ (0)(Zn) =∑d|n µ( nd ) qd.
We now look at cyclic p-groups in characteristic p.
Lemma 15. Let q be a power of p. The orbit size table for K [Zpr ] has pr rows with jth row sum equal to qpr−j, and first column
consisting entirely of qs.
Proof. This follows from Lemmas 2, 3 and 5. 
The next two general results for cyclic p-groups in characteristic p allow a simple recursive calculation of the orbit size
table for K [Zpr ]when char K = p.
Lemma 16. The orbit size table for K [Zp], where q is a power of p, is
q qp − q
q qp−1 − q
q qp−2 − q
...
...
q q2 − q
q 0
.
Proof. Since there are only two columns, the result is clear by Lemma 15. 
Let G ∼= Zpr . By Lemma 11, for 0 ≤ j < pr − pr−1 the elements in K [G](j) with non-trivial stabiliser under the action of G
constitute a submodule that is isomorphic to K [Zpr−1 ]. If j ≥ pr − pr−1, then K [Zpr ](j) ∼= K [Zpr−1 ](j−pr+pr−1) by Corollary 3.
The next theorem follows directly from these facts.
Theorem 7. Let K be of prime characteristic p. For all r ≥ 2, the orbit size table for K [Zpr ] is the pr × (r+1)matrix whose (i, pj)
entry is
(i) the (0, pj) entry of K [Zpr−1 ]’s orbit size table, if i ≤ pr − pr−1 and j ≤ r − 1;
(ii) the (i− (pr − pr−1), pj) entry of K [Zpr−1 ]’s table if i ≥ pr − pr−1 and j ≤ r − 1;
(iii) q−i+pr − qpr−1 , if i ≤ pr − pr−1 and j = r; and
(iv) 0, if i ≥ pr − pr−1 and j = r.
A less formal version of Theorem 7 may help. Ignoring the last column of the orbit size table for K [Zpr ] (as its entries are
determined by the entries in the preceding columns), each of the first pr − pr−1 rows is precisely the first row of the table
for K [Zpr−1 ]. The remaining rows are filled up with the orbit size table for K [Zpr−1 ].
To complete the analysis of cyclic groups, we record the following general theorem (proved in [7, pp. 108–109]).
Theorem 8. Let K be of prime characteristic p. Suppose that t is coprime to p, 0 ≤ a ≤ r, and b is a positive integer divisor of t.
Entry (j, pab) of the orbit size table for K [Zpr t ] is
(i) entry (j, pa) of the orbit size table for K [Zpr ] if b = 1;
(ii) χ (m)(Zpab), where m = max {0, j− pr + pa}, if 0 ≤ a < r and 1 < b ≤ t;
(iii) entry (j, prb) of the orbit size table for K [Zpab] if a = r and 1 < b < t,
and entry (j, pr t) is qp
r t−j minus the sum of the rest of the entries in row j.
Example 4. To illustrate Theorem 8, we give the orbit size tables for K [Z4] (char K = 2) and F2[Z6]:q q
2 − q q4 − q2
q q2 − q q3 − q2
q q2 − q 0
q 0 0
 (2 2 6 542 0 6 24
1 0 3 12
)
.
When the subgroups of G are not uniquely determined by their order, construction of the orbit size table for K [G] can be
more complicated. So, we do not attempt here to formulate a generalisation of Theorem 8 to the case where G is any finite
group with a central Sylow p-subgroup.
4.2. Elementary abelian groups
Let G be the elementary abelian p-group Zrp of rank r . As before, we start by showing how to compute row zero of the
orbit size table for K [G].
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Lemma 17. For 1 ≤ m ≤ r, entry (0, pm) in the orbit size table for K [Zrp] is
( r
m
)
p · χ (0)(Zmp ).
Proof. By Theorem 6, the number of elements with orbit size pm is
∑
H χ
(0)(Zrp/H), where the sum is taken over all H ≤ Zrp
of order pr−m. Since H ∼= Zr−mp , this sum is
( r
r−m
)
p
· χ (0)(Zrp/Zr−mp ), using that the number of k-dimensional subspaces of an
r-dimensional Fp-space is equal to the Gaussian coefficient
(r
k
)
p. By symmetry of Gaussian coefficients and the isomorphism
Zrp/Z
r−m
p
∼= Zmp , the lemma follows. 
Lemma 18. χ (0)(Zrp) =
∑r
k=0(−1)r−k
(r
k
)
p p
(r−k2 )qp
k
with the convention
(i
j
) = 0 when i < j.
Proof. Define sequences {ak}k≥0 and {bk}k≥0 by ak = qpk and bk = χ (0)(Zkp) (b0 = q). According to Lemma 17, ar =∑r
k=0
(r
k
)
p bk. The result follows from [3, Exercise 2.6.6(b)]. 
Suppose now that char K = p; then by Lemma 5 we have another r(p− 1) rows to compute after the first.
Theorem 9. Let q be a power of p. For 0 ≤ m < r and 0 ≤ j ≤ r(p− 1), entry (j, pm) of the orbit size table for K [Zrp] is
qβp(r(p−1)−j,r)
qβp(m(p−1)−j,m)
·
(
r
m
)
p
· χ (j)(Zmp ).
Proof. By Lemma 12, the number of elements in K [Zrp](j) of orbit size pm whose stabiliser is a given subgroup of Zrp of order
pr−m is qβp(r(p−1)−j,r)−βp(m(p−1)−j,m) · χ (j)(Zmp ). As there are
( r
m
)
p subgroups of that order, the result follows. 
Remark 4. We note some facts relating to the orbit size table for K [Zrp]: Lemma 17 when char K = p is a corollary of
Theorem 9; the (j, 1) entry of the table is qβp(r(p−1)−j,r) for all j; and χ (j)(Zmp ) = 0 when j ≥ m(p− 1).
Example 5. Starting from the table for r = 1 (see Lemma 16), the orbit size tables for K [Zrp]may be built up in succession
using Theorem 9. Here are the tables for K = Fp, p = 2, and r = 2, 3:(2 6 8
4 0 4
2 0 0
) 2 14 56 1848 0 56 648 0 0 8
2 0 0 0
.
4.3. Asymptotic enumeration
Let K be of characteristic p. We now prove some asymptotic results for the groups whose orbit size tables were analysed
above. Define
σ (j)(G) = |K [G]
(j)| − χ (j)(G)
|K [G](j)|
i.e. σ (j)(G) is the proportion of elements of K [G](j) with orbit size less than |G|.
Theorem 10. Fix j ≥ 0. Given  > 0 there exists v0 ∈ N such that pr > v0 H⇒ σ (j)(Zpr ) < . Indeed, v0 = p(j + log(1/)log q )
suffices.
Proof. Wemay assume that  < 1. If j < pr then by Theorem 7, σ (j)(Zpr ) = qj−pr+pr−1 when j < pr−pr−1, and σ (j)(Zpr ) = 1
otherwise. In the former case,
σ (j)(Zpr ) <  ⇐⇒ pr − pr−1 − j > log(1/)log q .
Hence, if pr > p(j+ log(1/)log q ) then pr − pr−1 ≥ pr−1 > j+ log(1/)log q guarantees that j < pr and σ (j)(Zpr ) < . 
Theorem 11. Fix j ≥ 0. Given  > 0 there exists v1 ∈ N such that pr > v1 H⇒ σ (j)(Zrp) < . Moreover, we can choose v1 to be
O(log(1/)).
Proof. Suppose that j = 0. By Lemma 18,
σ (0)(Zrp) · |K [Zrp]| = |K [Zrp]| − χ (0)(Zrp) = −
r−1∑
k=0
(−1)r−k
(
r
k
)
p
p(
r−k
2 )qp
k
.
Set ak =
(r
k
)
pp
(r−k2 )qp
k
. We show that a0 < · · · < ar−1 i.e. ak/ak+1 < 1 for 0 ≤ k ≤ r − 2, which will imply that the
alternating sum−∑r−1k=0(−1)r−kak is less than ar−1. Indeed,
ak
ak+1
= p
k+1 − 1
pr−k − 1 p
r−k−1qp
k−pk+1 < (pk+1 − 1)qpk−pk+1 ,
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which is certainly less than 1. Thus−∑r−1k=0(−1)r−kak < ar−1, and so
σ (0)(Zrp) · |K [Zrp]| <
(
r
r − 1
)
p
qp
r−1 = (1+ p+ · · · + pr−1)qpr−1 .
Since 1 + p + · · · + pr−1 < pr , this inequality implies that σ (0)(Zrp) < prqpr−1−pr . Then it is not difficult to show that
prqp
r−1−pr <  whenever pr > v1 for some v1 that is O(log(1/)).
Fix j > 0. From Theorem 9 and symmetry of the βp coefficients (i.e. symmetry of the Jennings polynomial; see Lemma 6),
we have
|K [Zrp](j)| − χ (j)(Zrp) = qβp(j,r)
r−1∑
l=0
(
r
l
)
p
q−βp(j,l)χ (j)(Zlp).
Each q−βp(j,l)χ (j)(Zlp) is bounded above by
q−βp(j,l)|K [Zlp](j)| = qβp(j+1,l)+···+βp(l(p−1),l) or 1,
and the largest of these terms is for l = r − 1. Since |K [Zrp](j)| = qβp(j,r)+···+βp(r(p−1),r), it suffices to choose pr so that
(r − 1)(p− 1) is much larger than j. If this holds, then we will have that βp(j+ 1, r − 1)+ · · · + βp((r − 1)(p− 1), r − 1)
and βp(j, r) + · · · + βp(r(p − 1), r) are, respectively, pr−1 minus a small polynomial in r and pr minus a small polynomial
in r . The remainder of the argument proceeds along familiar lines. 
4.4. Orbit size bounds
We are prompted to ask the following question.
Question 1. For all groups G of order pr and all finite fields K of characteristic p, is it true that
σ (j)(Zpr ) ≤ σ (j)(G) ≤ σ (j)(Zrp), (10)
for all integers j ≥ 0?
We do not yet have a proof that σ (j)(Zpr ) ≤ σ (j)(Zrp).
If Question 1 has an affirmative answer, then Theorem 11 implies:
Fix a finite field K of characteristic p and j ≥ 0. For each  > 0 there exists v1 ∈ N that is O(log
( 1

)
), such that σ (j)(G) < 
whenever G is a finite p-group of order greater than v1.
Wenowdiscuss some reasons for suspecting that Question 1 has an affirmative answer. First note that by Theorem4, (10)
is equivalent to χ (j)(Zrp) ≤ χ (j)(G) ≤ χ (j)(Zpr ), which holds in all known examples where j = 0 or j = 1.When j ≥ r(p−1),
the second inequality in (10) holds because σ (j)(Zrp) = 1 (see Remark 4). Also, (10) holds (trivially) when r = 1 or 2. We
computed all of the orbit size tables for p = 2 and r = 3 usingMagma [1]. The tables for F2[Z8], F2[Q8], F2[Z2×Z4], F2[D8],
and F2[Z32] are displayed below (where Q8 and D8 are the quaternion and dihedral groups of order 8, respectively), with an
extra column for σ (j).
2 2 12 240 σ (0) = 0.0625
2 2 12 112 σ (1) = 0.125
2 2 12 48 σ (2) = 0.25
2 2 12 16 σ (3) = 0.5
2 2 12 0 σ (4) = 1
2 2 4 0 σ (5) = 1
2 2 0 0 σ (6) = 1
2 0 0 0 σ (7) = 1


2 6 8 240 σ (0) = 0.0625
4 0 12 112 σ (1) = 0.125
4 0 12 16 σ (2) = 0.5
4 0 4 0 σ (3) = 1
2 0 0 0 σ (4) = 1


2 6 32 216 σ (0) = 0.15625
4 4 24 96 σ (1) = 0.25
4 4 8 16 σ (2) = 0.5
4 0 4 0 σ (3) = 1
2 0 0 0 σ (4) = 1


2 6 56 192 σ (0) = 0.25
4 8 36 80 σ (1) = 0.375
4 8 4 16 σ (2) = 0.5
4 0 4 0 σ (3) = 1
2 0 0 0 σ (4) = 1


2 14 56 184 σ (0) = 0.28125
8 0 56 64 σ (1) = 0.5
8 0 0 8 σ (2) = 0.5
2 0 0 0 σ (3) = 1

These examples point to a stronger version of Question 1. Fixing a field K of characteristic p, impose a partial order≺ on
groups of order pr as follows: if G and H are two groups of order pr , write G ≺ H if and only if σ (j)(G) ≤ σ (j)(H) for all j ≥ 0.
Letting K = F2 and pr = 8, we see from the above orbit size tables that
Z8 ≺ Q8 ≺ Z2 × Z4 ≺ D8 ≺ Z32.
It is not knownwhether such a total ordering holds for all groups of order pr . However, we can restate Question 1 as follows:
Question 2. If G has order pr , is it true that Zpr ≺ G ≺ Zrp?
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4.5. A probabilistic result on maximal shift orbits
By the fundamental isomorphism in Theorem 1, we can now state our main result concerning the size of shift orbits
within the coboundary group.
Theorem 12. Let K be a finite field of characteristic p > 0. Given any  > 0, there exists v ∈ N such that the proportion of
coboundaries with sub-maximal shift orbits in B2(G, K) is less than , for all finite p-groups G such that |G| > v, provided either
(i) G is cyclic, or
(ii) G satisfies the inequality σ (2)(G) ≤ σ (2)(Zrp), where |G| = pr .
Moreover, v is O(log(1/)).
Proof. This is a consequence of Theorems 10 and 11 with j = 2. 
The import of Theorem12 is that for certain classes of p-groupsG (perhaps all; cf. Question 1), and any elementary abelian
p-group C , if G is large enough then almost all of the shift orbits in B2(G, C) are maximal-sized.
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