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Abstract
Complex network reconstruction is a hot topic in many fields. Currently, the most popular data-driven
reconstruction framework is based on lasso. However, it is found that, in the presence of noise, lasso loses
efficiency for weighted network. This paper builds a new framework to cope with this problem. The key
idea is to employ a series of linear regression problems to model the relationship between network nodes,
and then to use an efficient variational Bayesian method to infer the unknown coefficients. Based on the
obtained information, the network is finally reconstructed by determining whether two nodes connect with
each other or not. The numerical experiments conducted with both synthetic and real data demonstrate
that the new method outperforms lasso with regard to both reconstruction accuracy and running speed.
Keywords: complex network, network reconstruction
1 Introduction
The networked systems are ubiquitous in many fields, including social-tech science[15, 35], bioinformatics [2,
23, 24, 25], epidemic dynamics [18, 36, 34] and power grid [16, 14]. However, as is often the case, it is not
able to observe the topology of a network, while data generated by this network are available. Therefore, in
interdisciplinary science, one of the most important but challenging problems is to reconstruct the complex
network from the observed data or time series [26].
Suppose that a complex network consists of N nodes, in practice we are often given the time series of the
states for the N nodes. A decade ago, the main tool of network reconstruction was causality analysis (CA)
[7, 5, 8, 32, 31] which infers the causal influence between two variables via building two linear regression models.
Now, with the rapid development of variable selection and feature learning [30, 17, 37], the framework of CA
is progressively abandoned, and the more acclaimed approach is lasso [21] (or called compressive sensing in
signal processing field). Wang et al. [27] made the first attempt to apply the framework of lasso to network
reconstruction based on game-theoretic data. Thereafter, Wang’s group investigated the application of lasso
to various network reconstructions, such as epidemic data[19], geospatial data [20] and electrical power data
[9]. Meanwhile, they also studied the application to related problems such as the prediction of catastrophes in
nonlinear dynamical systems [28]. Recently, Wu’s group has extended this framework to multilayer networks
[13] and the networks with time-varying nodal parameters[29]. To some extend, lasso is a “black-box” tool
for the complex network reconstruction task. Recently, an increasing number of researchers start to develop
new methods beyond the lasso’s framework. For example, Ma et al. and Xiang et al. cast the problem into a
statistical inference issue [12, 33].
Essentially, lasso [21] solves an L1-norm penalized least squares problem, i.e., minw∈RN ‖y − Xw‖22 +
λlasso||w||1. Owing to the property of the L1-norm penalty [6], the solution of w is sparse, that is, many entries
of w are zero. The parameter λlasso > 0 controls the sparsity, and larger λlasso makes w sparser. For network
reconstruction, y and X are observed data, while the regression coefficient vector w embodies the important
information indicating whether a node connects to others. In other words, w corresponds to a row of the
adjacent matrix A (or weighted matrix W ) of a network. Therefore, the network topology can be recovered by
repeatedly applying lasso N times.
Unfortunately, the current researchers pay few attention to reconstruction of weighted networks, since it
is a challenging task. It requires not only to determine whether each pair of nodes are connected or not, but
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Table 1: The notation list of this paper.
Notation Description
A,W The adjacency and weighted matrix of a network
Aˆ, Wˆ The reconstructed network
y The response vector
X The design matrix
w The regression coefficient vector
a The binary regression coefficient vector
N,M The number of nodes and observed data, respectively
, σ2 The noise item and its variance
c0, d0, g0, h0 The parameters of Gamma distribution
e0, f0 The parameters of Beta distribution
ρ The parameter of Bernoulli distribution
λj The parameter of distribution of wj
also to estimate the connection strength. To meet the demands, lasso based framework has to carefully select
λlasso. In general, a good λlasso is obtained by cross validation (CV) technique [1]. But it is a time-consuming
strategy. Additionally, lasso in theory cannot precisely estimate the connection strength owing to lasso’s biased
estimation property [21]. A toy example illustrated in Fig. 1 shows drawbacks of lasso. To the best of our
knowledge, there are only two literature are related to this task, but they focus on networks of very small scale
[11, 38] (the number of nodes is less than 10).
In this paper, integrating the observed data and the hierarchical Bayesian modeling, we propose an elegant
framework for weighted complex network reconstruction, especially for large-scale networks. This work contains
the following three-fold contributions.
(i) Firstly, to overcome the shortcoming of lasso, we consider a special regression problem with multiple
regression coefficients, that is, minw,a ‖y −X(a w)‖2, where  denotes the element-wise product, w ∈ RN
plays the same role as the traditional regression coefficient vector, and a ∈ {0, 1}N embodies the information
about which variables are active. In the context of complex network, the real-valued w is used to estimate
the connection strength, while the binary-valued a represents whether nodes are connected or not. In later
discussions, it will be found that this formulation is very suitable for handling large-scale network reconstruction
problems.
(ii) Secondly, to estimate the unknown parameters w and a, a full hierarchical Bayesian inference process is
implemented. Hence, by this virtue, different from lasso, there is no hyper-parameter to be tuned in our model.
To speed up the inference, a variational Bayesian technique rather than Markov chain Monte Carlo (MCMC)
sampling is employed to approximate the posterior distributions of unknown variables [4, 10, 22]. To the best
of our knowledge, this is the first attempt to utilize the variational Bayes technique to reconstruct network.
(iii) The experiments conducted on scale-free and small-world networks with electrical current transportation
(ECT) and communication dynamics show that our framework significantly outperforms lasso with respect to
reconstruction accuracy and running speed.
2 Problem Statement
To facilitate later discussions, Table 1 lists the main notations and symbols used in the paper. We consider a
weighted complex network without loops. Its weighted matrix isW = (wij), where wij represents the connection
strength from node i to j, specifically wij = 0 if they are not connected. Its adjacency matrix is A = (aij),
where aij = 1 if wij 6= 0 and 0 otherwise. Moreover, we assume the nodes are governed by a specific dynamics.
Here, for ease of illustration, we take the ECT in a power network consisting of resistors as a special example.
The resistance of a resistor between nodes i and j is denoted by rij , where rij =∞ if they are not connected.
Based on the Kirchhoff’s law, there is
N∑
j=1
aij
rij
(Vi − Vj) = Ii (i = 1, 2, · · · , N), (1)
where Vi and Ii denote the voltage and the electrical current of node i. Generally speaking, in the real world, we
are able to observe the nodes’ voltage and electrical current, while the network structure is invisible. Therefore,
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Figure 1: (a) The heatmap of networks. Note that the (i, j)th cell of heatmap corresponds to (i, j)th entity
of weighted matrix W . (b) The visualization of the original network as well as the reconstructed ones by our
method and lasso with CV, respectively. The size of each node and edge is proportional to its degree and
weight, respectively. It is shown that our method correctly identifies all edge, while lasso with CV fails to
detect 2 existing edges (i.e., the false negative edges colored by red) and identifies 36 fake edges (i.e., the false
positive edges colored by blue). The error of connection strength of lasso and our method is 0.297 and 0.006,
respectively. The running time of lasso and our method is 0.851 and 0.016 second, respectively. Simulation
details: the original network W is a BA network of 30 nodes; the number of data points is M = 30 and the
scale of noise is σ = 0.05.
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Figure 2: The graphical representation of the Bayesian complex network reconstruction model. Here
c0, d0, e0, f0, g0, h0 are hyper-parameters. Note that Γ(·) and B(·, ·) denote the gamma and beta functions,
respectively.
the goal of network reconstruction is to infer the weighted matrix W from the observed data, i.e., Vi and
Ii (i = 1, 2, · · · , N).
In what follows, we define x
(i)
j = Vi− Vj and wij = 1/rij . At the same time, we use y(i) to refer to Ii. Since
the network simulates a dynamic system, it is reasonable to assume that data are collected at M different time
points. For ease of description, let {tm}Mm=1 denote the time index set. Under the above assumptions, according
to Eq. 1, the variables should satisfy the equation
y
(i)
t1
y
(i)
t2
...
y
(i)
tM
 =

x
(i)
1,t1
x
(i)
2,t1
· · · x(i)N,t1
x
(i)
1,t2
x
(i)
2,t2
· · · x(i)N,t2
...
...
...
x
(i)
1,tM
x
(i)
2,tM
· · · x(i)N,tM


ai1wi1
ai2wi2
...
aiNwiN
 , (2)
It is noteworthy that the item y
(i)
tm = Ii,tm represents the electrical current of node i and x
(i)
j,tm
= Vi,tm − Vj,tm
denotes the difference of voltage between nodes i and j at time tm. In the matrix form, there is
y(i) = X(i)D(a(i))w(i), (3)
where D(a(i)) is a diagonal matrix whose main diagonal is a(i), and a(i) = (ai1, · · · , aiN )T is the ith row of
matrix A. As stated above, the node states are observable. In other words, in Eq. 3, y(i) and X(i) are observed
data; ai and wi are unknown variables. Therefore, in this manner, the network reconstruction can be cast
into a series of regression problems. That is to say, the whole network topology can be recovered by solving N
problems like that shown in Eq. 3, with each corresponding to one node.
3 Bayesian complex network reconstruction
3.1 Model formulation
On considering that the network reconstruction actually corresponds to solving some special regression problems,
in this subsection we cast it into a new framework based on Bayesian statistics. In the following discussions,
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we reformulate the estimation problem in Eq. (3) into a linear regression model via
y = XD(a)w + , (4)
where  denotes the noise item. The response vector y ∈ RM and the design matrix X ∈ RM×N are observable,
while the binary coefficient vector a and the continuous coefficient vector w are to be estimated. It is assumed
that tm are independently and identically distributed (i.i.d.) as Gaussian, namely, tm | σ ∼ N (tm | 0, σ2),m =
1, · · · ,M , where σ2 denotes the variance. Note that the popular reconstruction method lasso also falls into
this category. The significant advantage of lasso over the simple least-squares method lies in that it can
provide a sparse solution. However, its performance highly depends on the tuning of its parameter λlasso. In
contrast, Bayesian methods can provide satisfactory estimates for w and a while avoiding the tedious parameter
adjustment. The core idea of Bayesian methods is to impose a prior distribution on each unknown variable
(i.e., w and a), then MCMC sampling or a variational technique is employed to approximate the posterior
distribution according to the famous Bayes theorem. There are hyper-parameters in the prior distribution
sometimes, and some proper hyper-prior distributions can be hypothesized. In what follows, we will adopt a
full hierarchical Bayesian inference process to infer our interested items in Eq. (4).
For ease of illustration, we let τ−1 ≡ σ2 and τ is often called precision. Thereafter, the conditional distri-
bution of y is given by
y | a,w, τ ∼ N (y |XD(a)w, τ−1IM) , (5)
where IM denotes the M -dimensional identity matrix. For each regression coefficient (connection strength) wj ,
we place the following Gaussian prior
wj ∼ N (wj | 0, λ−1j ), j = 1, 2, · · · , N, (6)
where λ−1j is the variance. Since the adjacency matrix A only takes binary value {0, 1}, it is natural to consider
a Bernoulli prior for aj , that is,
aj | ρ ∼ Bernoulli (aj | ρ) , j = 1, · · · , N, (7)
where ρ denotes the probability of aj taking 1. At last, to make a full Bayesian inference, we impose conjugate
priors on the parameters λj , τ and ρ, namely, τ ∼ Gamma(τ | c0, d0), ρ ∼ Beta(ρ | e0, f0), λj ∼ Gamma(λj |
g0, h0), where c0, d0, e0, f0, g0, h0 are hyper-parameters. To facilitate the understanding of the Bayesian frame-
work, Fig. 2 shows the hierarchical Bayesian graph and the probability density functions of related random
variables.
Subsequently, it is able to write the joint distribution of all variables, viz.,
p (y,a,w,λ, τ, ρ)
=p (y | a,w, τ) p(τ)
N∏
j=1
p(aj | ρ)p(wj | λj)p(λj)p(ρ).
(8)
Our aim is to obtain the posterior distribution of a,w,λ, τ and ρ. Based on the Bayes theorem, we have
p (a,w,λ, τ, ρ | y) = p (y,a,w,λ, τ, ρ)
p (y)
.
However, the margin distribution
p (y)
=
∫
p (y | a,w,λ, τ, ρ) p(a,w,λ, τ, ρ) dadwdλdτdρ
=
∫
p (y | a,w, τ) p(a|ρ)p(w|λ)p(λ)p(τ)p(ρ) dadwdλdτdρ
(9)
is computationally infeasible, because our model is too complicated. We have to seek an alternative so as to
dispense with the computation of p (y). In the literature of Bayesian methods [17, 37, 3], there are mainly
two types of algorithms to deal with the inference of complex posterior distribution. One is MCMC sampling
which approximates the posterior distribution p (a,w,λ, τ, ρ | y) via iteratively drawing samples from the full
conditional distributions of each variable. Although MCMC sampling behaves very well in many cases, it is time-
consuming when the number of unknown variables are large (i.e., large N). The other one is approximation-based
techniques such as variational Bayes or expectation propagation (EP) which works by directly utilizing another
5
easily estimated distribution to approximate the desired posterior distribution. The prominent advantage of
these methods is their good performance at the low computational cost.
Here, we employ a variational Bayesian method to infer this model. The basic idea is to use a variational
distribution q(a,w,λ, τ, ρ) to approximate the posterior one. The Kullback-Leibler (KL) divergence is utilized
to measure the difference between two distributions [4]. Hence, the original problem is converted into the
following optimization issue, namely,
q∗ = min
q(a,w,λ,τ,ρ)
KL (q(a,w,λ, τ, ρ)‖p(a,w,λ, τ, ρ | y)) . (10)
Specifically, we hypothesize that the variational distributions for each item are independent, that is,
q(a,w,λ, τ, ρ) = q(w)q(ρ)q(τ)
N∏
j=1
q(λj)q(aj). (11)
Then, the optimal variational posterior distribution can be obtained as the following Theorem 1 states.
Theorem 1 The optimal variational posterior distributions of our model are
q(w) = N (w | µ,Σ),
q(τ) = Gamma(τ | c, d),
q(ρ) = Beta(ρ | e, f),
q(aj) = Bernoulli(aj | θj), j = 1, · · · , N,
q(λj) = Gamma(λj | gj , hj), j = 1, · · · , N,
(12)
where
Ω = θθT + D(θ) (IN − D(θ)),
Σ =
[ c
d
(XTX)Ω + D
( g
h
)]−1
,µ =
c
d
ΣD(θ)XTy,
gj = g0 +
1
2
,
hj = h0 +
1
2
(Σjj + µ
2
j ),
c = c0 +
M
2
,
d = d0 +
1
2
{
‖y‖2 − 2yTXD(θ)µ
+tr
[(
(XTX)Ω
)
(Σ + µTµ)
]}
,
θj =
1
exp(−uj) + 1 ,
uj = ψ(e)− ψ(f) + c
2d
{
XTj Xj [µ
2
jD(θ)− 0.5(Σjj + µ2j )]
+µjX
T
j (y −XD(θ)µ)
}
,
e = e0 +
N∑
j=1
θj , f = f0 +
N∑
j=1
(1− θj).
(13)
Proof 1 Please see Supporting Information (SI) for details.
3.2 Algorithm and implementation details
In this part, we describe how to apply our model to network reconstruction tasks. Algorithm 1 lists the
main steps of the inference process of our model. In the non-informative fashion [3], the hyper-parameters are
initialized as shown in line 1. Algorithm 2 summarizes the workflow of Bayesian complex network reconstruction,
that is, repeatedly computing the response vector and the design matrix and then carrying out Algorithm 1
until all nodes’ structure are recovered. At last, the output of Algorithm 2, Wˆ , is the final reconstructed
network. In what follows, we abbreviate our method (Variational Bayesian Reconstruction) as VBR. We claim
that VBR can be applied to other dynamics too. Owing to the limit space, we introduce how VBR works for
the communication dynamics in SI.
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where
Ω = θθT + D(θ) (IN − D(θ)),
Σ =
[ c
d
(XTX)Ω + D
(g
h
)]−1
,µ =
c
d
ΣD(θ)XTy,
gj = g0 +
1
2
,
hj = h0 +
1
2
(Σjj + µ
2
j ),
c = c0 +
M
2
,
d = d0 +
1
2
{‖y‖2 − 2yTXD(θ)µ
+tr
[(
(XTX)Ω
)
(Σ + µTµ)
]}
,
θj =
1
exp(−uj) + 1 ,
uj = ψ(e)− ψ(f) + c
2d
{
XTj Xj [µ
2
jD(θ)− 0.5(Σjj + µ2j )]
+µjX
T
j (y −XD(θ)µ)
}
,
e = e0 +
N∑
j=1
θj , f = f0 +
N∑
j=1
(1− θj).
(17)
Proof: Please see Appendix for details.
The following remarks give more insights of our model.
Remark 1: It is not surprising that ρ controls the sparsity
of our model. Larger ρ leads to larger aj (j = 1, 2, · · · , N),
which means that more wj are not zero. In this aspect, it plays
the same role as λlasso. However, ρ in our model is not a
constant (or say hyper-parameter) and it is governed by a Beta
distribution. Herein, ρ can be automatically estimated without
resorting to CV.
Remark 2: Generally speaking, in the uninformative fash-
ion, the hyper-parameters (i.e., c0, d0, g0 and h0) of Gamma
distributions can be set as very small values. For the Beta
distribution, we find that the model performs well with e0 =
f0 = 1. Under some circumstances, if it is known that the
target network is very spare, we can also make e0 smaller and
f0 larger so as to obtain a smaller ρ.
B. Algorithm and implementation details
In this part, we describe how to apply our model to cope
with network reconstruction tasks. Algorithm 1 lists the main
steps of the inference process of our model. The hyper-
parameters are initialized as shown in line 1. We stop the
algorithmic iteration if ‖θ(t−1) − θ(t)‖2 < tolerance; and in
this paper, tolerance is set as 1e−3. Algorithm 2 summarizes
the workflow of Bayesian complex network reconstruction, that
is, repeatedly computing the response vector and the design
matrix and then carrying out Algorithm 1 until all nodes’
structure are recovered. At last, the initial output of Algorithm
2, Θ, is a soft version of reconstructed complex network, where
Θ’s (i, j)th entry θij denotes the probability that node i points
to node j. In addition, we can set a threshold T and let aˆij = 1
if θij > T and 0 otherwise. Hereinafter, we set T = 0.5. The
matrix Aˆ = (aˆij)N×N is the final reconstructed network. In
what follows, we abbreviate our method (Variational Bayesian
Reconstruction) as VBR.
We emphasize that, although Algorithm 2 is designed for
electrical current transportation dynamics, it can be directly
adapted to many other dynamical processes. Essentially, VBR
is available for all the problems which can be solved by lasso.
Algorithm 1 (µ,θ) = vbr(X,y)
1: Initialize g0 = c0 = 10−2, d0 = h0 = 10−4, e0 = 1,f0 =
N , θ(0) = 1, c = c0+M/2, gj = g0+1/2, (j = 1, · · · , p).
2: while the convergence criterion does not satisfy do
3: Update parameters according to theorem 1;
4: end while
Algorithm 2 Bayesian complex network reconstruction: Wˆ =
BayesRecon(V, I)
1: for i = 1, 2, · · · , N do
2: Compute the response vector y(i) = (y(i)t1 , · · · , y(i)tM )T
and the design matrix X(i) = (x(i)j,tm)M×(N−1) with
x
(i)
j,tm
= Vi(tm)− Vj(tm), where m = 1, 2, · · · ,M and
j = 1, 2, · · · , i− 1, i+ 1, · · · , N .
3: Apply Algorithm 1 to (X(i),y(i)) and let (µi,θi) =
vbr(X(i),y(i)).
4: end for
5: Let wˆij = µij aˆij , where aˆij = 1 if θij > 0.5 and 0
otherwise.
IV. EXPERIMENTS
In this section, we will carry out simulated experiments
to study the behavior of our model. The Matlab code of
VBR is available at https://github.com/xsxjtu/VBR. Lasso with
10-fold CV is used as the benchmark algorithm and it is
implemented by the built-in function lasso in Statistics and
Machine Learning Toolbox of Matlab. All the experiments are
conducted with Matlab R2017a and run on a computer with
Intel Core CPU 3.60 GHz, 8.00 GB RAM and Windows 10
(64-bit) system.
To evaluate the reconstruction accuracy of a method, two
metrics TPR (true positive rate) and TNR (true negative rate)
are employed. They are defined as
TPR =
TP
P
=
∑N
i=1
∑N
j=1 aij aˆij∑N
i=1
∑N
j=1 aij
, (18)
and
TNR =
TN
N
=
∑N
i=1
∑N
j=1(1− aij)(1− aˆij)∑N
i=1
∑N
j=1(1− aij)
, (19)
respectively. Here, aij and aˆij are the (i, j)th entries of the
target and the reconstructed networks, A and Aˆ, respectively.
As a matter of fact, TPR is the proportion that existed edges
Figure 3: VBR algorithm and its application to network reconstruction.
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4 Experiments
In this section, we will carry out simulated experiments to study the behavior of our model. The Matlab code
of VBR is available at https://github.com/xsxjtu/VBR. Lasso with 5-fold CV is used as the benchmark
algorithm and it is implemented by the built-in function lasso in Statistics and Machine Learning Toolbox of
Matlab. All the experiments are conducted with Matlab R2017a and run on a computer with Intel Core CPU
3.60 GHz, 8.00 GB RAM and Windows 10 (64-bit) system.
To evaluate the reconstruction accuracy of a method, two metrics TPR (true positive rate) and TNR (true
negative rate) are employed. They are defined as
TPR =
TP
P
=
∑N
i=1
∑N
j=1 aij aˆij∑N
i=1
∑N
j=1 aij
,
and
TNR =
TN
N
=
∑N
i=1
∑N
j=1(1− aij)(1− aˆij)∑N
i=1
∑N
j=1(1− aij)
,
respectively. As a matter of fact, TPR is the proportion that existed edges are correctly identified while TNR
is the proportion that non-existed edges are correctly excluded. Then, error of connection strength is evaluated
by
Error =
√∑N
i=1
∑N
j=1(wˆij − wij)2√∑N
i=1
∑N
j=1 w
2
ij
. In the meanwhile, we also utilize the computational time (in seconds) to compare the efficiency of each
algorithm.
4.1 Experiment 1: Performance on BA and WS networks
In this first case, we mainly compare the performance of VBR and lasso with regard to reconstruction accuracy
and running speed on Barabasi-Albert (BA) and Watts-Strogatz (WS) networks with ECT and communication
dynamics. The aim is to study their behaviors with different scales of noise. The detailed experiment settings
can be found in SI.
The results are shown in Fig. 4 and 5. In particular, the mean of TPR (also TNR, Error and the time
consumed by each algorithm) is plotted as a function of σ. In each subplot, the bar indicates the mean plus or
minus one standard deviation. As a matter of fact, it is not surprising that the performance of both VBR and
lasso weakens as σ increases. Additionally, some conclusions can be drawn. (1) Compared with VBR, lasso is
more sensitive to the scale of noise σ. The reason is that, VBR uses the full Bayesian inference and the variance
of noise is directly modeled by the latent variable τ , while lasso does not consider this factor. Furthermore, in
most cases, the standard deviation of lasso is higher than that of VBR, which means that lasso may be instable.
Overall, VBR does better than lasso with regard to reconstruction accuracy. (2) As for computational time,
VBR takes a great advantage over lasso and its speed is very robust to σ. However, the computational time
of lasso dramatically increases as σ becomes larger. VBR consumes around 0.05-0.2s and lasso takes 2-21s. In
conclusion, in the context of BA and WS networks, VBR outperforms lasso in both reconstruction accuracy
and running speed.
Experiment 2: Performance on random scale-free networks
The previous investigations have shown that the more heterogeneous networks are harder to be reconstructed
[12]. Note that the degree of a scale-free network follows the scale-free distribution, i.e., p(degree = k) ∝ kγ ,
where exponential-law coefficient γ(< 0) typically ranges from −3 to −2. In general, smaller |γ| is, more
heterogeneous the network is. Specifically, exponential-law coefficient of a BA network is −3. In this part, we
aim to study the methods’ behaviors on scale free networks with adjustable γ. The detailed experiment settings
can be found in SI.
Fig. 6 reports the results. Firstly, it is shown that VBR outperforms lasso with different exponential-law
coefficients in terms of all metrics. Secondly, although both VBR and lasso perform worse as |γ| becomes
smaller, the pace of change for lasso is greater.
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Figure 4: The performance on BA networks (Experiment 1). The experiments were conducted 100 times. The
marker and bar denote the mean and standard deviation, respectively. The horizontal axis denotes scale of
noise σ.
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Figure 5: The performance on WS networks (Experiment 1). The experiments were conducted 100 times. The
marker and bar denote the mean and standard deviation, respectively. The horizontal axis denotes scale of
noise σ.
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Figure 6: The performance on random SF networks (Experiment 2). The experiments were conducted 100
times. The marker and bar denote the mean and standard deviation, respectively. The horizontal axis denotes
exponential-law coefficient γ.
4.2 Experiment 3: Runing speed versus network scale
Here, we conduct experiments on relatively large-scale complex networks. Because lasso with CV is extremely
slow in this case, we only implement VBR. And, the aim is to study how the running speed of VBR varies with
the growing of network scale.
Fig. 7 depicts the execution time of VBR versus N , an index indicating the network scale. It can be found
in Fig. 7 that the running speed of VBR grows faster than network scale. The main crux lies in the update
of w, which requires the computation of the inverse of an N -dimensional matrix. In general, its computation
complexity is O(N3). It is worth pointing out that, if we use ADMM algorithm to solve lasso, it has the same
problem.
In VBR, the key reason is that we assume that wj(j = 1, 2, · · · , N) are not independent in Eq. (11).
Therefore, when the target network is high-dimensional, we had better assume wj to be independent. In this
manner, the computation of the inverse of an N -dimensional matrix can be avoided. However, we find in our
experiments that, this strategy is very likely to be tapped into the local minimum, and the values of TPR and
TNR is small. Unfortunately, there is still no efficient approach to solve this issue and it is extremely interesting
to study it in the future.
4.3 Experiment 4: Real-world data
Here, we will conduct experiment on a real-world network USAir which is available at http://vlado.fmf.
uni-lj.si/pub/networks/data/. There are 332 nodes and 2126 edges in the network. USAir is a scale-free
network and the exponential-law coefficient is around −1.138. In this experiment, we did not include noise item
and set σ = 0. The results reported in Table 4 show that VBR always achieves higher TNR values than lasso.
Even though lasso possesses a slight advantage over VBR in terms of TPR, the values of Error manifest the
superiority of VBR in the aspect of reconstruction. Meanwhile, lasso takes about 3-6 minutes to accomplish
the reconstruction task. As for our method VBR, it consumes only less than half minute to recover the whole
network.
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Figure 7: The running speed of VBR with different network scale (Experiment 3). The experiments were
conducted 100 times. The marker and bar denote the mean and standard deviation, respectively. BA networks
and ECT dynamics are employed.
Table 2: The performance on USAir (Experiment 4). The experiments were conducted 10 times.
Dynamics Method TPR TNR Error Time(s)
ECT
Lasso+CV 0.740 0.964 0.829 345.760
VBR 0.732 0.990 0.810 20.233
Commu.
Lasso+CV 0.982 0.999 0.030 172.990
VBR 0.970 1.000 0.001 4.480
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5 Conclusion
In this paper, we propose a general framework based on Bayesian statistics to reconstruct weighted complex
networks. By reformulating the task as a series of regression problems, prior distributions are assigned to the
unknown parameters. To efficiently infer from their posterior distributions, a variational Bayesian method is
employed. Compared with lasso, the novel method does not need the fine tuning of its associated parameters.
The experiments conducted with both synthetic and real data show that, in the presence of noise, our method
VBR outperforms lasso with regard to both reconstruction accuracy and running speed.
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A Proof of theorem 1
In this part, we provide more details about the variational inference (VI), which includes a brief introduction
of VI and how the variational distributions for the items shown in Theorem 1 are derived.
A.1 Variational inference
At first, we show how to use VI to infer the optimal solution for a general model. Let z denote all the variables
to be inferred, where zj is the jth variable; and y represents the observed data. According to the main principle
of VI, the optimal variational distribution is given by
q∗(z) = minKL(q(z)‖p(z | y)). (14)
According to the definition of KL divergence, we have
KL(q(z)||p(z | y))
= log p(y) + Eq(z)[log q(z)− log p(z,y)].
(15)
We define the evidence lower bound (ELBO) as ELBO = Eq(z)[log p(z,y)− log q(z)], where Eq(z) represents the
expectation operator with regard to (w.r.t.) variational distribution q(z). Note that Eq. 15 can be reformulated
as
log p(y) = KL(q(z)||p(z | y)) + ELBO. (16)
Because log p(y) is a constant which does not depend on the variational distribution q(z), minimizing KL
divergence is thus equivalent to maximizing ELBO. Because we assume variational distributions are independent,
ELBO can be rewritten as
ELBO
=−
∫ ∏
j
q(zj) log
∏
j q(zj)
p(z,y)
dz
=−
∫
q(zj){log q(zj)− E−q(zj) log p(z,y)}dzj + const.,
(17)
where E−q(zj) represents the expectation operator w.r.t. all variational distributions but q(zj). The const. refers
to all items that do not depend on zj . Hence, the optimal variational distribution for zj should satisfy
log q∗(zj) = E−q(zj) [log p(z,y)] . (18)
Because of this property, the variational distribution q(z) can be efficiently attained by coordinately updating
q(zj). Remark that p(z,y) is the joint distribution. For our model, it refers to
p (y,a,w,λ, τ, ρ)
=p (y | a,w, τ) p(τ)
N∏
j=1
p(aj | ρ)p(wj | λj)p(λj)p(ρ).
(19)
In the next, we show how to acquire the optimal solution to our model.
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A.2 Inference of w
According to Eq. 18, we have
log q∗(w)
=E−q(w) {log p (y,a,w,λ, τ, ρ)}
=E−q(w) {log p (y | a,w, τ) + log p (w | λ)}+ const.
=E−q(w)
{
−τ
2
‖y −XD(a)w‖2 − 1
2
wTD(λ)w
}
+ const.
=E−q(w)
{
−τ
2
[
wTD(a)XTXD(a)w − 2yTXD(a)w
]
−1
2
wTD(λ)w
}
+ const.
=E−q(w)
{
−1
2
wT
[
τD(a)XTXD(a) + D(λ)
]
w
+τyTXD(a)w
}
+ const.
(20)
From Eq. 20, it can be seen that the q(w) is still a Gaussian distribution. In what follows, we denote it by
N (w | µ,Σ) with
Σ =
(
Eq[τ ]Eq[D(a)XTXD(a)] + Eq[D(λ)]
)−1
,
µ = Eq[τ ]ΣEq[D(a)]XTy.
(21)
It should be mentioned that in µ and Σ, the expectations w.r.t. their corresponding variational distribution
will be computed in subsection “The expectation computations”.
A.3 Inference of λj
According to Eq. 18, there is
log q∗(λj)
=E−q(λj) {log p (y,a,w,λ, τ, ρ)}
=E−q(λj) {log p(wj | λj) + log p(λj)}+ const.
=E−q(λj)
{
1
2
log λj − λj
2
w2j + (g0 − 1) log λj − h0λj
}
+ const.
(22)
Therefore, q(λj) is still a Gamma distribution. In what follows, we denote it by Gamma(gj , hj), where
gj = g0 +
1
2
, hj = h0 +
1
2
Eq(w2j ). (23)
A.4 Inference of τ
As for τ , we have
log q∗(τ)
=E−q(τ) {log p (y,a,w,λ, τ, ρ)}
=E−q(τ) {log p(y | a,w, τ) + log p(τ)}+ const.
=
M
2
log τ − τ
2
E−q(τ)
[‖y −XD(a)w‖2]
+ (c0 − 1) log τ − (d0 − 1)τ + const.
=
(
c0 +
M
2
− 1
)
log τ − (d0+
E−q(τ)
[‖y −XD(a)w‖2]− 1)τ + const.
(24)
according to Eq. 18. Hence, q(τ) is still a Gamma distribution. In what follows, we denote it by Gamma(τ | c, d),
where
c = c0 +
M
2
, d = d0 +
1
2
Eq
[‖y −XD(a)w‖2] . (25)
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A.5 Inference of aj
To facilitate the derivation, it is worthy mentioning one fact that, if x ∼ Bernoulli(ρ), then x2 ∼ Bernoulli(ρ).
That is, x and x2 have the identical distribution. According to Eq. 18, the optimal variational distribution for
aj should satisfy
log q∗(aj)
=E−q(τ) {log p (y,a,w,λ, τ, ρ)}
=E−q(aj){−
τ
2
‖y −XD(a)w‖2
+ aj log ρ+ (1− aj) log(1− ρ)}+ const.
=E−q(aj)
−τ2‖y −∑
n 6=j
Xnanwn −Xjajwj‖2
+aj log
ρ
1− ρ
}
+ const.
=E−q(aj)
{
−τ
2
‖rj −Xjajwj‖2 + aj log ρ
1− ρ
}
+ const.
=E−q(aj)
{
−τ
2
(−2rTj Xjajwj +XTj Xja2jw2j )
+aj log
ρ
1− ρ
}
+ const.
=ajE−q(aj)
{
−τ
2
XTj (w
2
jXj − 2wjrj) + log
ρ
1− ρ
}
+ const.
(26)
Here, Xj represents the jth column of matrix X and rj ≡ y−
∑
n6=j Xnan. Obviously, q(aj) is still a Bernoulli
distribution. In what follows, we denote it by Bernoulli(θj) with
θj =
1
exp(−uj) + 1 , (27)
and
uj = Eq
{
log
ρ
1− ρ −
τ
2
XTj (w
2
jXj − 2wjrj)
}
. (28)
A.6 Inference of ρ
Similar to Eq. 17, the optimal variational distribution for ρ should satisfy
log q(ρ)
=E−q(ρ)
log p(ρ) +
N∑
j=1
log p(aj | ρ)
+ const.
=E−q(ρ){(e0 − 1) log ρ+ (f0 − 1) log(1− ρ)
+
N∑
j=1
aj log ρ+ (1− aj) log(1− ρ)}+ const.
=
f0 + N∑
j=1
(1− E−q(ρ)[aj ])− 1
 log(1− ρ)
+
e0 + N∑
j=1
E−q(ρ)[aj ]− 1
 log ρ+ const.
(29)
Therefore, q(ρ) is still a Beta distribution. In the current paper, we denote it by Beta(e, f), where
e = e0 +
N∑
j=1
Eq[aj ], f = f0 +
N∑
j=1
(1− Eq[aj ]). (30)
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A.7 The expectation computations
So far, we have attained the variational distributions for all (hyper)parameters. However, there are some
expectations remaining unsolved. In this part, we show how these expectations can be computed. For simplicity,
the subscript ‘q’ is omitted from Eq in the following discussions.
1. E[τ ] = c/d.
2. E[a] = θ = (θ1, · · · , θN )T.
3. E[D(λ)] = D(g/h) = D(g1/h1, · · · , gN/hN ).
4. Since E[ajan] = θjθn(j 6= n) and E[a2j ] = θj = θ2j + θj(1 − θj), we can thus obtain that E[aaT] = Ω =
θθT + D(θ) (IN − D(θ)), where D(θ) = diag(θ) and IN is an N -dimensional identity matrix.
5. Note that there is w ∼ N (w | µ,Σ). Hence, we have (w−µ)(w−µ)T ∼Wishart(1,Σ), where 1 denotes
the degree of freedom and Σ is the location parameter of the Wishart distribution. Then, there is
E[(w − µ)(w − µ)T] = Σ⇒ E[wwT] = Σ + µµT.
Furthermore, E[w2j ] = Σjj + µ2j .
6. According to 4), we have E[D(a)XTXD(a)] = E
[(
XTX
)
 (aaT)] = (XTX)Ω.
7. According to 5) and 6), we have
E[wTD(a)XTXD(a)w]
=E
{
trace
[
wTD(a)XTXD(a)w
]}
=trace
{
E
[
wwTD(a)XTXD(a)
]}
=trace
{
(Σ + µµT)
[(
XTX
)
Ω
]}
.
8. According to 5) and 6), we have
E
[‖y −XD(a)w‖2]
=‖y‖2 − 2yTXD(θ)µ
+ trace
{
(Σ + µµT)
[(
XTX
)
Ω
]}
.
9. E[rj ] = y −
∑
n6=j Xnµnθn;
10. E
[
log ρ1−ρ
]
= ψ(e)−ψ(e+f)−ψ(f) +ψ(e+f) = ψ(e)−ψ(f), where ψ(x) denotes the digamma function
defined as the logarithmic derivative of the gamma function.
By plugging these expectations into the variational distributions derived in previous subsections, and the
final solutions shown in theorem 1 can be easily obtained.
B Communication dynamics
In this subsection, we introduce how to apply VBR to communication dynamics described in literature [9]. The
communication dynamics is used to capture communications in populations via phones or Emails. At time tm,
individual i contact one of its neighbors j with probability wji by sending data packets. In this period, the
total incoming flux of i is
f
(i)
tm =
N∑
j=1
ajiwjioj,tm , (31)
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where oj,tm is the total outgoing flux from j to its neighbors at time tm and
∑N
j=1 ajiwji = 1. Note the total
outgoing flux fluctuates with time. Therefore, we have
f
(i)
t1
f
(i)
t2
...
f
(i)
tM
 =

o1,t1 o2,t1 · · · oN,t1
o1,t2 o2,t2 · · · oN,t2
...
...
...
o1,tM o2,tM · · · oN,tM


a1iw1i
a2iw2i
...
aNiwNi
 . (32)
Obviously, VBR can be employed to deal with this case.
C Experimental Settings
C.1 Experiment 1
We mimic the electrical current transportation (ECT) on network W described by following equation,
N∑
j=1
aij
wij
(Vi − Vj) = Ii (i = 1, 2, · · · , N), (33)
where the node’s voltage is generated by alternating current Vi = V¯ sin[(ω + ∆ωi)t] with V¯ = 1, ω = 10
3 and
∆ωi and the resistance wij are uniformly sampled from [0, 20] and [2, 3], respectively.
As for communication dynamics on network W described by equation 31, the communication probability
wji is uniformly sampled from [0,1], and then is normalized such that
∑N
j=1 ajiwji = 1. The total outgoing flux
oj,tm is uniformly sampled from [0,20].
The variance of noise item is σ2. In the experiments, we consider σ = 0.1, 0.2, · · · , 1.0. For each case,
the experiment was conducted 100 times by generating different data. The network size N = 50. For ECT
dynamics, we set the number of observations M = 50. Since network reconstruction of communication dynamics
is harder than that of ECT, we set the number of observations M = 200 for communication dynamics.
The experiments are conducted on simulated BA and WS networks. The BA networks are generated by the
code written by Mathew George 1. The WS networks are generated by the official code of Matlab 2.
C.2 Experiment 2
The most settings of Experiment 2 are the same to those of Experiment 1. However, in this part, we set σ = 0.1.
The random scale-free network with exponential-law coefficient γ is generated by mexGraphCreateRandomGraph,
a function of Complex Networks Package 3. This function is able to generate a graph of given size and with the
given node’s degree distribution. In the experiments, γ = −2,−2.2, · · · ,−3. The number of node is N = 100.
D More results
Beyond the experiments shown in main text, we conducted more experiments with different configurations. The
results are reported in Table 3-14, where “std”-column means the standard deviation of a metric. It is obvious
that VBR still outperforms lasso.
1available at https://ww2.mathworks.cn/matlabcentral/fileexchange/11947-b-a-scale-free-network-generation-and-visualization
2available at https://ww2.mathworks.cn/help/matlab/math/build-watts-strogatz-small-world-graph-model.html?lang=en
3available at http://www.levmuchnik.net/Content/Networks/ComplexNetworksPackage.html
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Table 3: The performance of VBR and Lasso. The first row describes the experimental settings. The better
results are highlighted in bold typeface.
N=50, M=150, Network=BA, Dynamics=ECT
σ Method TPR std TNR std Error std Time std
0.1
Lasso+CV 1.000 0.000 0.996 0.002 0.031 0.001 2.351 0.156
VBR 1.000 0.000 0.999 0.001 0.005 0.000 0.062 0.002
0.2
Lasso+CV 1.000 0.000 0.963 0.006 0.029 0.002 5.019 0.332
VBR 1.000 0.000 0.998 0.001 0.010 0.001 0.099 0.005
0.3
Lasso+CV 1.000 0.000 0.944 0.007 0.033 0.002 7.236 0.388
VBR 1.000 0.000 0.997 0.001 0.015 0.001 0.091 0.006
0.4
Lasso+CV 1.000 0.000 0.934 0.007 0.039 0.002 8.800 0.448
VBR 1.000 0.000 0.996 0.002 0.020 0.002 0.088 0.006
0.5
Lasso+CV 1.000 0.000 0.932 0.008 0.046 0.002 10.669 0.337
VBR 1.000 0.000 0.996 0.002 0.025 0.002 0.087 0.005
0.6
Lasso+CV 1.000 0.000 0.930 0.007 0.053 0.002 11.432 0.414
VBR 1.000 0.000 0.996 0.001 0.030 0.002 0.099 0.006
0.7
Lasso+CV 1.000 0.000 0.928 0.007 0.063 0.002 12.533 0.388
VBR 1.000 0.000 0.995 0.002 0.036 0.003 0.106 0.007
0.8
Lasso+CV 1.000 0.000 0.928 0.007 0.070 0.003 13.406 0.465
VBR 1.000 0.000 0.996 0.001 0.041 0.003 0.114 0.006
0.9
Lasso+CV 1.000 0.000 0.927 0.008 0.079 0.003 14.375 0.462
VBR 1.000 0.000 0.995 0.002 0.047 0.003 0.124 0.007
1.0
Lasso+CV 1.000 0.000 0.927 0.007 0.088 0.003 15.281 0.516
VBR 1.000 0.000 0.995 0.002 0.053 0.004 0.134 0.006
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Table 4: The performance of VBR and Lasso. The first row describes the experimental settings. The better
results are highlighted in bold typeface.
N=50, M=100, Network=BA, Dynamics=ECT
σ Method TPR std TNR std Error std Time std
0.1
Lasso+CV 1.000 0.000 0.991 0.003 0.035 0.003 1.768 0.123
VBR 1.000 0.000 0.999 0.001 0.005 0.000 0.066 0.003
0.2
Lasso+CV 1.000 0.000 0.953 0.006 0.034 0.003 3.816 0.290
VBR 1.000 0.000 0.998 0.001 0.012 0.001 0.103 0.005
0.3
Lasso+CV 1.000 0.000 0.933 0.007 0.040 0.003 6.249 0.303
VBR 1.000 0.000 0.997 0.001 0.019 0.001 0.092 0.005
0.4
Lasso+CV 1.000 0.000 0.927 0.008 0.048 0.003 8.155 0.304
VBR 1.000 0.000 0.996 0.002 0.025 0.002 0.097 0.006
0.5
Lasso+CV 1.000 0.000 0.924 0.008 0.057 0.003 9.768 0.361
VBR 1.000 0.000 0.996 0.002 0.032 0.003 0.104 0.005
0.6
Lasso+CV 1.000 0.000 0.922 0.007 0.067 0.003 11.427 0.577
VBR 1.000 0.000 0.995 0.002 0.039 0.003 0.111 0.005
0.7
Lasso+CV 1.000 0.000 0.921 0.008 0.077 0.003 13.722 1.390
VBR 1.000 0.000 0.995 0.002 0.045 0.003 0.120 0.008
0.8
Lasso+CV 1.000 0.000 0.920 0.007 0.087 0.003 17.728 2.289
VBR 1.000 0.000 0.995 0.002 0.052 0.004 0.142 0.021
0.9
Lasso+CV 1.000 0.000 0.919 0.007 0.097 0.003 14.567 0.670
VBR 1.000 0.000 0.994 0.002 0.060 0.004 0.142 0.007
1.0
Lasso+CV 1.000 0.000 0.920 0.007 0.108 0.004 15.461 0.595
VBR 1.000 0.000 0.995 0.002 0.066 0.005 0.154 0.007
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Table 5: The performance of VBR and Lasso. The first row describes the experimental settings. The better
results are highlighted in bold typeface.
N=50, M=50, Network=BA, Dynamics=ECT
σ Method TPR std TNR std Error std Time std
0.1
Lasso+CV 1.000 0.000 0.973 0.005 0.069 0.029 1.801 0.165
VBR 1.000 0.000 1.000 0.000 0.008 0.001 0.057 0.004
0.2
Lasso+CV 1.000 0.000 0.933 0.007 0.068 0.026 2.344 0.151
VBR 1.000 0.000 0.998 0.001 0.017 0.001 0.075 0.004
0.3
Lasso+CV 1.000 0.002 0.917 0.008 0.075 0.030 3.824 0.294
VBR 1.000 0.000 0.997 0.001 0.027 0.002 0.091 0.005
0.4
Lasso+CV 1.000 0.000 0.912 0.009 0.083 0.018 6.085 0.520
VBR 1.000 0.000 0.995 0.002 0.038 0.003 0.105 0.006
0.5
Lasso+CV 1.000 0.000 0.908 0.009 0.094 0.014 8.536 0.722
VBR 1.000 0.000 0.994 0.003 0.049 0.004 0.118 0.006
0.6
Lasso+CV 1.000 0.001 0.906 0.010 0.114 0.024 11.455 1.052
VBR 1.000 0.000 0.992 0.003 0.062 0.007 0.129 0.007
0.7
Lasso+CV 1.000 0.002 0.906 0.010 0.126 0.020 14.497 1.332
VBR 1.000 0.000 0.991 0.003 0.074 0.008 0.144 0.008
0.8
Lasso+CV 1.000 0.001 0.907 0.009 0.140 0.016 16.453 1.859
VBR 1.000 0.000 0.990 0.004 0.087 0.010 0.160 0.009
0.9
Lasso+CV 1.000 0.000 0.903 0.011 0.156 0.016 18.935 1.871
VBR 1.000 0.000 0.990 0.004 0.099 0.011 0.175 0.010
1.0
Lasso+CV 1.000 0.000 0.904 0.009 0.173 0.017 21.558 1.933
VBR 1.000 0.000 0.987 0.005 0.115 0.012 0.190 0.011
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Table 6: The performance of VBR and Lasso. The first row describes the experimental settings. The better
results are highlighted in bold typeface.
N=50, M=200, Network=BA, Dynamics=Commu.
σ Method TPR std TNR std Error std Time std
0.1
Lasso+CV 0.990 0.008 0.985 0.004 0.022 0.001 5.329 0.235
VBR 0.992 0.006 0.994 0.002 0.004 0.000 0.052 0.006
0.2
Lasso+CV 0.987 0.008 0.978 0.005 0.020 0.001 12.114 0.270
VBR 0.987 0.008 0.983 0.004 0.011 0.001 0.065 0.004
0.3
Lasso+CV 0.980 0.010 0.979 0.005 0.030 0.001 14.087 0.845
VBR 0.979 0.011 0.980 0.004 0.016 0.001 0.074 0.007
0.4
Lasso+CV 0.973 0.013 0.980 0.005 0.041 0.002 13.958 0.480
VBR 0.974 0.012 0.979 0.004 0.022 0.001 0.072 0.005
0.5
Lasso+CV 0.967 0.012 0.979 0.005 0.051 0.002 14.476 0.221
VBR 0.967 0.013 0.981 0.004 0.027 0.002 0.072 0.004
0.6
Lasso+CV 0.960 0.014 0.980 0.005 0.061 0.002 14.941 0.247
VBR 0.959 0.015 0.982 0.003 0.032 0.002 0.073 0.004
0.7
Lasso+CV 0.953 0.018 0.980 0.004 0.071 0.003 15.622 0.655
VBR 0.952 0.018 0.982 0.003 0.037 0.002 0.074 0.004
0.8
Lasso+CV 0.945 0.017 0.980 0.004 0.081 0.003 16.107 0.251
VBR 0.945 0.015 0.983 0.003 0.041 0.003 0.076 0.004
0.9
Lasso+CV 0.937 0.018 0.980 0.005 0.091 0.004 16.606 0.267
VBR 0.937 0.017 0.984 0.003 0.046 0.003 0.077 0.005
1.0
Lasso+CV 0.933 0.020 0.981 0.004 0.101 0.004 16.887 0.248
VBR 0.934 0.019 0.985 0.003 0.050 0.003 0.077 0.004
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Table 7: The performance of VBR and Lasso. The first row describes the experimental settings. The better
results are highlighted in bold typeface.
N=50, M=150, Network=BA, Dynamics=Commu.
σ Method TPR std TNR std Error std Time std
0.1
Lasso+CV 0.990 0.007 0.982 0.004 0.022 0.001 4.590 0.198
VBR 0.991 0.006 0.995 0.002 0.005 0.000 0.051 0.003
0.2
Lasso+CV 0.986 0.008 0.972 0.006 0.023 0.001 11.098 0.671
VBR 0.984 0.009 0.982 0.003 0.012 0.001 0.069 0.006
0.3
Lasso+CV 0.979 0.010 0.972 0.006 0.034 0.001 12.219 0.310
VBR 0.978 0.010 0.978 0.004 0.020 0.002 0.071 0.004
0.4
Lasso+CV 0.971 0.011 0.973 0.005 0.046 0.002 12.871 0.183
VBR 0.970 0.012 0.978 0.004 0.026 0.002 0.072 0.004
0.5
Lasso+CV 0.964 0.015 0.974 0.007 0.057 0.003 13.476 0.217
VBR 0.959 0.016 0.979 0.004 0.032 0.002 0.073 0.004
0.6
Lasso+CV 0.955 0.016 0.973 0.005 0.068 0.003 13.974 0.273
VBR 0.954 0.016 0.981 0.004 0.037 0.003 0.074 0.004
0.7
Lasso+CV 0.945 0.017 0.974 0.006 0.080 0.003 14.505 0.317
VBR 0.943 0.015 0.982 0.004 0.043 0.003 0.074 0.005
0.8
Lasso+CV 0.940 0.016 0.974 0.005 0.090 0.004 15.036 0.426
VBR 0.936 0.015 0.983 0.004 0.049 0.004 0.076 0.005
0.9
Lasso+CV 0.927 0.018 0.976 0.005 0.102 0.004 15.394 0.401
VBR 0.923 0.018 0.984 0.003 0.054 0.003 0.077 0.005
1.0
Lasso+CV 0.924 0.020 0.975 0.006 0.113 0.004 15.587 0.309
VBR 0.921 0.018 0.984 0.003 0.060 0.004 0.076 0.004
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Table 8: The performance of VBR and Lasso. The first row describes the experimental settings. The better
results are highlighted in bold typeface.
N=50, M=100, Network=BA, Dynamics=Commu.
σ Method TPR std TNR std Error std Time std
0.1
Lasso+CV 0.987 0.009 0.977 0.005 0.024 0.001 2.882 0.122
VBR 0.986 0.008 0.995 0.002 0.006 0.000 0.057 0.003
0.2
Lasso+CV 0.981 0.009 0.962 0.006 0.027 0.001 7.732 2.099
VBR 0.979 0.010 0.981 0.004 0.016 0.001 0.080 0.006
0.3
Lasso+CV 0.975 0.012 0.962 0.008 0.041 0.002 8.884 0.265
VBR 0.971 0.012 0.976 0.005 0.025 0.002 0.082 0.004
0.4
Lasso+CV 0.966 0.014 0.961 0.008 0.054 0.002 9.742 0.298
VBR 0.962 0.013 0.976 0.005 0.033 0.003 0.084 0.004
0.5
Lasso+CV 0.955 0.015 0.963 0.008 0.068 0.003 10.191 0.329
VBR 0.950 0.016 0.977 0.005 0.040 0.003 0.087 0.004
0.6
Lasso+CV 0.946 0.019 0.964 0.007 0.082 0.003 10.864 0.383
VBR 0.942 0.015 0.980 0.005 0.047 0.004 0.088 0.005
0.7
Lasso+CV 0.934 0.019 0.965 0.007 0.095 0.004 11.393 0.355
VBR 0.927 0.017 0.980 0.004 0.055 0.004 0.086 0.005
0.8
Lasso+CV 0.922 0.022 0.965 0.007 0.108 0.005 11.854 0.454
VBR 0.917 0.019 0.982 0.004 0.061 0.004 0.087 0.005
0.9
Lasso+CV 0.914 0.019 0.965 0.007 0.121 0.005 12.163 0.433
VBR 0.908 0.018 0.981 0.004 0.070 0.006 0.090 0.004
1.0
Lasso+CV 0.905 0.025 0.965 0.007 0.135 0.006 12.551 0.435
VBR 0.899 0.022 0.982 0.004 0.078 0.005 0.090 0.004
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Table 9: The performance of VBR and Lasso. The first row describes the experimental settings. The better
results are highlighted in bold typeface.
N=50, M=150, Network=WS, Dynamics=ECT
σ Method TPR std TNR std Error std Time std
0.1
Lasso+CV 1.000 0.000 0.999 0.001 0.029 0.000 1.677 0.056
VBR 1.000 0.000 0.999 0.001 0.004 0.000 0.058 0.004
0.2
Lasso+CV 1.000 0.000 0.967 0.005 0.025 0.000 2.262 0.140
VBR 1.000 0.000 0.997 0.001 0.010 0.001 0.103 0.007
0.3
Lasso+CV 1.000 0.000 0.918 0.007 0.027 0.001 5.531 0.268
VBR 1.000 0.000 0.997 0.001 0.015 0.001 0.101 0.007
0.4
Lasso+CV 1.000 0.000 0.908 0.007 0.034 0.001 8.495 0.247
VBR 1.000 0.000 0.996 0.001 0.020 0.001 0.090 0.005
0.5
Lasso+CV 1.000 0.000 0.907 0.008 0.043 0.001 10.095 0.222
VBR 1.000 0.000 0.996 0.002 0.025 0.002 0.091 0.005
0.6
Lasso+CV 1.000 0.000 0.908 0.008 0.051 0.002 11.473 0.350
VBR 1.000 0.000 0.995 0.002 0.031 0.002 0.093 0.007
0.7
Lasso+CV 1.000 0.000 0.910 0.008 0.060 0.002 12.517 0.406
VBR 1.000 0.000 0.995 0.002 0.036 0.003 0.098 0.006
0.8
Lasso+CV 1.000 0.000 0.908 0.007 0.069 0.002 13.347 0.471
VBR 1.000 0.000 0.995 0.002 0.041 0.003 0.111 0.006
0.9
Lasso+CV 1.000 0.000 0.909 0.008 0.077 0.003 13.996 0.421
VBR 1.000 0.000 0.995 0.002 0.047 0.003 0.128 0.007
1.0
Lasso+CV 1.000 0.000 0.908 0.008 0.085 0.003 14.750 0.458
VBR 1.000 0.000 0.995 0.002 0.052 0.003 0.150 0.007
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Table 10: The performance of VBR and Lasso. The first row describes the experimental settings. The better
results are highlighted in bold typeface.
N=50, M=100, Network=WS, Dynamics=ECT
σ Method TPR std TNR std Error std Time std
0.1
Lasso+CV 1.000 0.000 0.996 0.002 0.030 0.000 1.397 0.169
VBR 1.000 0.000 0.999 0.001 0.005 0.000 0.057 0.012
0.2
Lasso+CV 1.000 0.000 0.956 0.006 0.028 0.001 1.847 0.163
VBR 1.000 0.000 0.998 0.001 0.012 0.001 0.104 0.009
0.3
Lasso+CV 1.000 0.000 0.911 0.007 0.033 0.001 4.118 0.271
VBR 1.000 0.000 0.996 0.001 0.018 0.001 0.087 0.006
0.4
Lasso+CV 1.000 0.000 0.902 0.008 0.042 0.001 7.631 0.333
VBR 1.000 0.000 0.996 0.002 0.025 0.002 0.094 0.005
0.5
Lasso+CV 1.000 0.000 0.901 0.009 0.053 0.002 9.888 0.347
VBR 1.000 0.000 0.995 0.002 0.032 0.002 0.099 0.005
0.6
Lasso+CV 1.000 0.000 0.902 0.008 0.063 0.002 11.293 0.319
VBR 1.000 0.000 0.995 0.002 0.038 0.003 0.107 0.006
0.7
Lasso+CV 1.000 0.000 0.899 0.008 0.074 0.003 12.419 0.413
VBR 1.000 0.000 0.995 0.002 0.044 0.003 0.120 0.006
0.8
Lasso+CV 1.000 0.000 0.900 0.007 0.084 0.003 13.358 0.450
VBR 1.000 0.000 0.994 0.002 0.052 0.004 0.139 0.006
0.9
Lasso+CV 1.000 0.000 0.900 0.008 0.095 0.004 14.248 0.611
VBR 1.000 0.000 0.994 0.002 0.059 0.005 0.162 0.007
1.0
Lasso+CV 1.000 0.000 0.900 0.007 0.105 0.003 15.178 0.623
VBR 1.000 0.000 0.994 0.002 0.066 0.004 0.187 0.007
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Table 11: The performance of VBR and Lasso. The first row describes the experimental settings. The better
results are highlighted in bold typeface.
N=50, M=50, Network=WS, Dynamics=ECT
σ Method TPR std TNR std Error std Time std
0.1
Lasso+CV 1.000 0.000 0.977 0.004 0.036 0.001 1.703 0.114
VBR 1.000 0.000 1.000 0.000 0.008 0.000 0.052 0.003
0.2
Lasso+CV 1.000 0.000 0.933 0.006 0.039 0.002 1.967 0.093
VBR 1.000 0.000 0.998 0.001 0.017 0.001 0.068 0.003
0.3
Lasso+CV 1.000 0.000 0.901 0.008 0.050 0.002 2.934 0.177
VBR 1.000 0.000 0.997 0.001 0.026 0.002 0.082 0.004
0.4
Lasso+CV 1.000 0.000 0.891 0.008 0.065 0.003 4.512 0.282
VBR 1.000 0.000 0.995 0.002 0.037 0.003 0.094 0.005
0.5
Lasso+CV 1.000 0.000 0.887 0.009 0.081 0.003 6.778 0.586
VBR 1.000 0.000 0.994 0.002 0.048 0.004 0.110 0.006
0.6
Lasso+CV 1.000 0.000 0.887 0.009 0.096 0.004 9.748 1.030
VBR 1.000 0.000 0.992 0.003 0.059 0.005 0.133 0.008
0.7
Lasso+CV 1.000 0.000 0.885 0.010 0.113 0.005 13.409 1.216
VBR 1.000 0.000 0.991 0.003 0.072 0.007 0.163 0.009
0.8
Lasso+CV 1.000 0.000 0.886 0.009 0.129 0.005 16.746 1.703
VBR 1.000 0.000 0.990 0.004 0.084 0.008 0.188 0.010
0.9
Lasso+CV 1.000 0.000 0.886 0.009 0.145 0.006 19.620 1.903
VBR 1.000 0.000 0.988 0.004 0.098 0.011 0.209 0.011
1.0
Lasso+CV 1.000 0.000 0.884 0.010 0.161 0.006 22.802 2.391
VBR 1.000 0.000 0.987 0.005 0.111 0.012 0.234 0.011
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Table 12: The performance of VBR and Lasso. The first row describes the experimental settings. The better
results are highlighted in bold typeface.
N=50, M=200, Network=WS, Dynamics=Commu.
σ Method TPR std TNR std Error std Time std
0.1
Lasso+CV 0.992 0.007 0.987 0.004 0.018 0.001 2.651 0.139
VBR 0.995 0.006 0.993 0.002 0.005 0.000 0.043 0.002
0.2
Lasso+CV 0.989 0.007 0.977 0.006 0.024 0.001 5.850 0.129
VBR 0.990 0.007 0.979 0.004 0.013 0.001 0.056 0.003
0.3
Lasso+CV 0.986 0.008 0.978 0.005 0.036 0.001 6.289 0.135
VBR 0.988 0.007 0.977 0.004 0.020 0.001 0.058 0.003
0.4
Lasso+CV 0.978 0.010 0.979 0.006 0.049 0.002 6.752 0.296
VBR 0.982 0.010 0.977 0.004 0.026 0.002 0.062 0.005
0.5
Lasso+CV 0.974 0.010 0.978 0.005 0.061 0.002 6.849 0.123
VBR 0.978 0.010 0.978 0.004 0.032 0.002 0.060 0.003
0.6
Lasso+CV 0.968 0.011 0.979 0.005 0.073 0.003 7.056 0.141
VBR 0.974 0.011 0.980 0.004 0.037 0.003 0.060 0.004
0.7
Lasso+CV 0.963 0.013 0.978 0.006 0.085 0.003 7.216 0.119
VBR 0.969 0.012 0.981 0.004 0.043 0.003 0.060 0.003
0.8
Lasso+CV 0.956 0.014 0.979 0.004 0.096 0.004 7.357 0.136
VBR 0.963 0.013 0.982 0.003 0.048 0.003 0.061 0.003
0.9
Lasso+CV 0.949 0.013 0.979 0.005 0.109 0.005 7.552 0.156
VBR 0.957 0.012 0.983 0.003 0.054 0.003 0.062 0.004
1.0
Lasso+CV 0.943 0.016 0.979 0.005 0.122 0.004 7.608 0.125
VBR 0.953 0.015 0.984 0.003 0.059 0.004 0.061 0.004
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Table 13: The performance of VBR and Lasso. The first row describes the experimental settings. The better
results are highlighted in bold typeface.
N=50, M=150, Network=WS, Dynamics=Commu.
σ Method TPR std TNR std Error std Time std
0.1
Lasso+CV 0.993 0.007 0.984 0.004 0.019 0.001 1.879 0.066
VBR 0.995 0.006 0.993 0.002 0.006 0.001 0.062 0.004
0.2
Lasso+CV 0.987 0.009 0.971 0.006 0.027 0.001 4.323 0.093
VBR 0.989 0.008 0.978 0.004 0.015 0.001 0.079 0.003
0.3
Lasso+CV 0.983 0.010 0.970 0.007 0.041 0.001 4.689 0.070
VBR 0.985 0.009 0.976 0.004 0.023 0.001 0.084 0.004
0.4
Lasso+CV 0.975 0.013 0.971 0.006 0.055 0.002 4.974 0.071
VBR 0.979 0.011 0.976 0.004 0.031 0.002 0.086 0.003
0.5
Lasso+CV 0.969 0.011 0.973 0.005 0.069 0.003 5.222 0.167
VBR 0.973 0.010 0.979 0.004 0.037 0.002 0.087 0.004
0.6
Lasso+CV 0.960 0.013 0.972 0.005 0.082 0.003 5.379 0.110
VBR 0.966 0.012 0.980 0.004 0.044 0.003 0.087 0.005
0.7
Lasso+CV 0.955 0.013 0.973 0.006 0.096 0.003 5.538 0.097
VBR 0.961 0.012 0.981 0.004 0.050 0.003 0.088 0.004
0.8
Lasso+CV 0.949 0.016 0.972 0.007 0.110 0.004 5.693 0.100
VBR 0.956 0.014 0.982 0.004 0.057 0.004 0.090 0.004
0.9
Lasso+CV 0.940 0.018 0.973 0.005 0.123 0.004 5.920 0.165
VBR 0.948 0.017 0.982 0.004 0.064 0.004 0.089 0.004
1.0
Lasso+CV 0.935 0.015 0.974 0.006 0.137 0.005 6.207 0.126
VBR 0.944 0.014 0.983 0.004 0.070 0.005 0.090 0.004
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Table 14: The performance of VBR and Lasso. The first row describes the experimental settings. The better
results are highlighted in bold typeface.
N=50, M=100, Network=WS, Dynamics=Commu.
σ Method TPR std TNR std Error std Time std
0.1
Lasso+CV 0.991 0.006 0.977 0.005 0.021 0.001 2.368 0.088
VBR 0.993 0.005 0.994 0.002 0.007 0.001 0.058 0.004
0.2
Lasso+CV 0.985 0.007 0.957 0.009 0.032 0.001 6.788 0.193
VBR 0.985 0.007 0.976 0.005 0.019 0.001 0.081 0.004
0.3
Lasso+CV 0.979 0.010 0.957 0.008 0.048 0.002 7.707 0.174
VBR 0.980 0.010 0.973 0.005 0.030 0.002 0.087 0.004
0.4
Lasso+CV 0.971 0.010 0.957 0.008 0.064 0.003 8.353 0.220
VBR 0.972 0.010 0.973 0.006 0.039 0.003 0.090 0.004
0.5
Lasso+CV 0.963 0.011 0.958 0.007 0.080 0.003 8.897 0.269
VBR 0.966 0.011 0.975 0.004 0.048 0.003 0.090 0.005
0.6
Lasso+CV 0.956 0.015 0.959 0.008 0.096 0.003 9.415 0.323
VBR 0.960 0.014 0.978 0.004 0.055 0.003 0.091 0.004
0.7
Lasso+CV 0.949 0.016 0.960 0.008 0.112 0.005 9.732 0.312
VBR 0.952 0.015 0.979 0.005 0.063 0.004 0.092 0.004
0.8
Lasso+CV 0.940 0.016 0.961 0.007 0.128 0.005 10.136 0.313
VBR 0.943 0.015 0.980 0.004 0.072 0.005 0.093 0.005
0.9
Lasso+CV 0.934 0.018 0.960 0.007 0.143 0.005 10.460 0.323
VBR 0.936 0.017 0.981 0.004 0.081 0.006 0.094 0.004
1.0
Lasso+CV 0.927 0.019 0.961 0.008 0.159 0.006 10.801 0.410
VBR 0.931 0.017 0.982 0.004 0.089 0.006 0.094 0.005
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