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We present new formulae for the matrix elements of one-body and two-body physical operators, 
which are applicable to arbitrary Hartree–Fock–Bogoliubov wave functions, including those for multi-
quasiparticle excitations. The testing calculations show that our formulae may substantially reduce the 
computational time by several orders of magnitude when applied to many-body quantum system in 
a large Fock space.
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Although the Schrödinger equation was proposed as early as in 
1926, its exact solution (by means of the full conﬁguration inter-
action, FCI) for the quantum mechanical many-body system is still 
hopeless except for the smallest system due to the combinatorial 
computational cost. The mean-ﬁeld theory has been a great suc-
cess in describing the microscopic systems, such as the nuclei, the 
atoms, and the molecules. The Hartree–Fock–Bogoliubov (HFB) ap-
proximation, as the best mean-ﬁeld method, has played a central 
role in understanding interacting many-body quantum systems in 
all ﬁelds of physics. However, the HFB wave functions are far from 
the eigenstates of the Hamiltonian, and the effects that go be-
yond mean-ﬁeld are missing. Post-HFB treatments (beyond-mean 
ﬁeld methods), such as the conﬁguration interaction (CI), the gen-
erator coordinate method (GCM), and the symmetry restoration, 
are expected to improve the wave functions and present better 
description of the quantum mechanical many-body systems. For 
instance, symmetry restoration of the HFB states has been per-
formed not only in the nuclei (e.g. [1]), but also in the molecules 
(e.g. [2]). Moreover, symmetry restoration even has been applied to 
the condense matter world to study the manmade quantum dots 
and ultra-cold Bose systems [3].
The overlaps and the matrix elements of the Hamiltonian be-
tween the HFB states are basic blocks to establish such post-HFB 
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SCOAP3.calculations. Eﬃcient evaluating of those quantities is of extreme 
importance to implement the post-HFB calculations. Efforts have 
been devoted to ﬁnding convenient formulae for such matrix el-
ements and overlaps for decades. The Onishi formula [4,5] is the 
ﬁrst expression of the overlap between two different HFB vacua, 
but the sign of the overlap is not determined. Many works have 
been done to overcome this sign problem [6–14]. In Ref. [14], Rob-
ledo made the ﬁnal solution and proposed a new formula using 
the Pfaﬃan rather than the determinant. After that, overlaps be-
tween quasi-particle states have been intensively studied, which 
are also based on the Pfaﬃan [15–20]. It is realized that overlaps 
between multi-quasiparticle HFB states, originally evaluated with 
the generalized Wick’s theorem (GWT) [21], can be equivalently 
calculated by compact formulae with Pfaﬃan [16–20]. Thanks to 
the same mathematical structure of the Pfaﬃan and the GWT, the 
combinatorial explosion is avoided. We also should mention that, 
before Robledo’s work [14], there is another compact formula for 
the GWT [22]. It is obtained by using Gaudin’s theorem in the 
ﬁnite-temperature formalism, but not expressed with the Pfaﬃan.
Although the overlap between HFB states can be quickly calcu-
lated using the proposed Pfaﬃan formulae or the method in [22]
to avoid the combinatorial explosion, one may certainly encounter 
another diﬃculty in evaluating the matrix elements of many-body 
operators, which has never been treated. We address this problem 
as follows.
In the representation of second quantization, one can write the 
one-body operator Tˆ and two-body operator Vˆ as under the CC BY license (http://creativecommons.org/licenses/by/3.0/). Funded by 
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∑
μν
Tμν cˆ
†
μcˆν, (1)
Vˆ = 1
4
∑
μνδγ
Vμνγ δ cˆ
†
μcˆ
†
ν cˆδ cˆγ , (2)
where (cˆ†, ˆc) are the creation and annihilation operators of the 
spherical harmonic oscillator, i.e. cˆ†μ|−〉 = |Nljm〉 and cˆμ|−〉 = 0. 
|−〉 stands for the true vacuum. Here, we assume all operators are 
deﬁned in the same M-dimensional Fock space.
The matrix element of an operator Oˆ (= Tˆ or Vˆ ) with multi-
quasiparticle excitations is generally given as
〈Φ|βˆi1 · · · βˆiL Oˆ Rˆβˆ ′ †jL+1 · · · βˆ
′ †
j2n
∣∣Φ ′〉, (3)
where Rˆ stands for a unitary transformation. |Φ〉 and |Φ ′〉 are 
different normalized HFB vacua. (βˆ, βˆ†) and (βˆ ′, βˆ ′ †) are corre-
sponding quasiparticle operators with βˆi |Φ〉 = βˆ ′i |Φ ′〉 = 0 for any i.
Conventionally, the matrix element in Eq. (3) can be obtained 
in two steps. The ﬁrst step is evaluating the matrix element of 
each c†μcν (or cˆ
†
μcˆ
†
ν cˆδ cˆγ ) in Eq. (1) [or Eq. (2)] through Pfaﬃan or 
the method in Ref. [22] to avoid the combinatorial explosion. The 
second step is collecting all the c†μcν (or cˆ
†
μcˆ
†
ν cˆδ cˆγ ) matrix ele-
ments to get the ﬁnal value of Eq. (3). Unlike the overlap between 
HFB states, each matrix element of Eq. (3) (with Oˆ = Vˆ ) requires 
the summation over μ, ν , δ, γ . This is too much time consum-
ing for a symmetry restoration in a relatively large conﬁguration 
space, where thousands or millions of the matrix elements need to 
be calculated at each mesh point in the integral of the projection. 
Such calculations in a large Fock space will be even too expensive 
to be tractable.
In this Letter, we present new formulae for evaluating the ma-
trix elements of Eq. (3) between arbitrary HFB states, which are in 
compact forms and may greatly reduce the computational cost of 
the post-HFB calculations.
2. Overlaps
Let’s start with a useful equation that the expectation value of 
a product of arbitrary single-fermion operators, zˆi , is given by the 
Pfaﬃan of all possible contractions [19,23,24],
〈−|zˆ1 · · · zˆ2k|−〉 = pf(S), (4)
where S is a 2k × 2k skew-symmetric matrix with the matrix el-
ement Sij = 〈−|zˆi zˆ j |−〉, S ji = −Sij (i < j). One can extend Eq. (4)
to a more general form (details of proof are given in the Supple-
mental material to this article),〈
Φa
∣∣zˆ1 · · · zˆ2n∣∣Φb〉= pf(S)〈Φa∣∣Φb〉, (5)
where |Φa〉 (or |Φb〉) can be regarded as the true vacuum or arbi-
trary HFB vacuum. S is a 2n × 2n skew-symmetric matrix, but the 
matrix element in the upper triangular is
Si j = 〈Φ
a|zˆi zˆ j|Φb〉
〈Φa|Φb〉 (i < j). (6)
For the lower triangular of S, S ji = −Si j (i < j). Attention must be 
payed to the useless contraction 
〈Φa |zˆ j zˆi |Φb〉
〈Φa |Φb〉 (i < j), which never 
appears in the GWT and should not be taken as S ji (i < j). Here, 
we assume that 〈Φa|Φb〉 is nonzero, and can be evaluated by the 
available formulae proposed by several authors [14,16–19,25].
Here, we deﬁne the HFB vacuum |Φσ 〉 (σ = a, b) as∣∣Φσ 〉=Nσ βˆσ1 · · · βˆσN |−〉, (7)σwhere Nσ is the normalization factor of |Φσ 〉. Nσ is the num-
ber of βˆσ operators acting on |−〉 to form the HFB vacuum |Φσ 〉. 
The operator zˆ can be expressed in terms of either (βˆa, βˆa†) or 
(βˆb, βˆb†),
zˆi =
∑
j
(
Aaijβˆ
a
j + Baijβˆa†j
)=∑
j
(
Abijβˆ
b
j + Bbijβˆb†j
)
. (8)
We should stress that the coeﬃcients Aaij and B
a
ij (or A
b
ij and B
b
ij) 
are arbitrary, which means zˆi can stand for any single-fermion op-
erator, such as cˆi , cˆ
†
i , βˆ
a
i , βˆ
a†
i , βˆ
b
i , βˆ
b†
i , or even RˆcˆiRˆ
−1, Rˆβˆb†i Rˆ
−1, 
etc. For instance, if zˆi = βˆai , then Aaij = δi j and Baij = 0. The op-
erators (cˆi , cˆ
†
i ), (βˆ
a
i , βˆ
a†
i ) and (βˆ
b
i , βˆ
b†
i ) do obey the fermion-
commutation relations, but the general operator zˆi does not have 
any constraint. Hence, we do not impose zˆi zˆ j = −zˆ j zˆi . By assuming 
the unitary transformation between (βˆa, βˆa†) and (βˆb, βˆb†) being(
βˆb
βˆb†
)
=
(
X Y
Y
∗
X
∗
)(
βˆa
βˆa†
)
, (9)
one can obtain the explicit expressions of Si j in the following three 
equivalent forms (see details in Supplemental material),
Si j =
[
AaBaT + AaX−1YAaT ]i j, (10)
Si j =
[
AaX−1BbT
]
i j, (11)
Si j =
[
AbBbT + BbY∗X−1BbT ]i j, (12)
where the existence of the matrix X−1 is guaranteed by the as-
sumption 〈Φa|Φb〉 = 0, according to the Onishi formula [4,5], in 
which detX = 0.
Note that Eq. (5) can be regarded as a generalization of the 
conclusion proposed recently in Ref. [20].
3. Matrix elements of operators
The matrix elements of Eq. (3) can be rewritten in a general 
form
I = 〈Φa∣∣zˆ1 · · · zˆL Oˆ zˆL+1 · · · zˆ2n∣∣Φb〉, (13)
where
zˆk =
{
βˆik , 1 ≤ k ≤ L
Rˆβˆ
′ †
jk
Rˆ
−1, L + 1 ≤ k ≤ 2n (14)∣∣Φa〉= |Φ〉, ∣∣Φb〉= Rˆ∣∣Φ ′〉. (15)
For fast calculation, we derive new formulae of I instead of di-
rectly using Eq. (13). Here, we denote I as I1 for Oˆ = Tˆ , and I2 for 
Oˆ = Vˆ .
To establish the notation, we deﬁne the following matrix ele-
ments of S(±) and C(±,0) ,
S
(+)
μk =
⎧⎪⎨
⎪⎩
−〈Φa|zˆk cˆ
†
μ|Φb〉
〈Φa|Φb〉 , 1 ≤ k ≤ L
〈Φa|cˆ†μ zˆk|Φb〉
〈Φa|Φb〉 , L + 1 ≤ k ≤ 2n
, (16)
S
(−)
μk =
⎧⎪⎨
⎪⎩
−〈Φa|zˆk cˆμ|Φb〉〈Φa|Φb〉 , 1 ≤ k ≤ L
〈Φa|cˆμ zˆk|Φb〉
〈Φa|Φb〉 , L + 1 ≤ k ≤ 2n
, (17)
C
(+)
μν =
〈Φa|cˆ†μcˆ†ν |Φb〉
〈Φa|Φb〉 , C
(−)
μν = 〈Φ
a|cˆμcˆν |Φb〉
〈Φa|Φb〉 , (18)
C
(0)
μν =
〈Φa|cˆ†μcˆν |Φb〉
a b
, (19)〈Φ |Φ 〉
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For the one-body operator Tˆ , we denote the quantity T0 and 
the matrix T using above notations,
T0 =
∑
μν
TμνC
(0)
μν, Ti j =
∑
μν
TμνS
(+)
μi S
(−)
ν j . (20)
Similar to the Laplace expansion for determinant, there is also a 
general expansion formula for Pfaﬃan (Lemma 4.2 in Ref. [26], or 
Lemma 2.3 in Ref. [27]). Due to the same mathematical structure of 
the GWT and Pfaﬃan, this Pfaﬃan expansion is essentially equiva-
lent to the contraction role of the GWT. We present several explicit 
expansions of Pfaﬃan in the Supplemental material, and using the 
one with respect to two rows (Eq. (S40) in Supplemental material) 
to get
I1
〈Φa|Φb〉 =
〈Φa|zˆ1 · · · zˆL Tˆ zˆL+1 · · · zˆ2n|Φb〉
〈Φa|Φb〉
= T0 pf(S) −
2n∑
i, j=1
(−1)i+ j+1αi jTi j pf
(
S{i, j}), (21)
where αi j = 1 for i < j and −1 for i > j. Here and below, we 
denote S{i, j, ...} as a sub-matrix of S obtained by removing the 
rows and columns of i, j, · · · . The indexes i, j, · · · are different from 
each other by deﬁnition. Thus we may set αii = 0, and hope this 
does not confuse the readers.
If pf(S) = 0, then S−1 exists. pf(S{i, j, ...}) can be expressed 
with pf(S) and some matrix elements of S−1 through the Pfaf-
ﬁan version of Lewis Carroll formula [28]. An alternative form of 
this formula has been given by Mizusaki and Oi [17] in the study 
of HFB matrix elements. Some explicit expressions for this formula 
are given in the Supplemental material. Here, we use the one for 
pf(S{i, j}) (see Eq. (S54) in Supplemental material) to get
I1 =
[
T0 − Tr
(
TS
−1)]pf(S)〈Φa∣∣Φb〉, (22)
where Tr is the trace of a matrix.
If S−1 does not exist, Eq. (22) is invalid, but one can compact 
Eq. (21) to
I1 =
{
T0 pf(S) −
2n∑
i=1
pf
(
S¯
i)}〈Φa∣∣Φb〉, (23)
where the skew-symmetric matrices S¯i are the same as S but the 
matrix elements in the i-th row and column S¯ii j = −S¯iji = Ti j . (We
set Tii = 0 due to i = j in Eq. (21).)
Calculation of the matrix element involving two-body operator 
is more complicated. Like the one-body operator Tˆ , we deﬁne the 
following notations associated with the two-body operator Vˆ ,
V0 = 〈Φ
a|Vˆ |Φb〉
〈Φa|Φb〉 =
1
4
∑
μνδγ
Vμνγ δCμνδγ , (24)
V
(1)
i j =
1
4
∑
μνδγ
Vμνγ δD
i j
μνδγ , (25)
V
(2)
i jkl =
1
4
∑
μνδγ
Vμνγ δE
i jkl
μνδγ , (26)
where
Cμνδγ =C(+)μν C(−)δγ −C(0)μδC(0)νγ +C(0)μγC(0)νδ , (27)D
i j
μνδγ =C(+)μν S(−)δi S(−)γ j −C(0)μδS(+)νi S(−)γ j +C(0)μγ S(+)νi S(−)δ j
+C(0)νδ S(+)μi S(−)γ j −C(0)νγ S(+)μi S(−)δ j +C(−)δγ S(+)μi S(+)ν j , (28)
E
i jkl
μνδγ = S(+)μi S(+)ν j S(−)δk S(−)γ l . (29)
Similar to Eq. (21), one can use Pfaﬃan expansions (Eq. (S40) and 
Eq. (S52) in Supplemental material) to obtain the following I2 ex-
pression,
I2
〈Φa|Φb〉 =
〈Φa|zˆ1 · · · zˆL Vˆ zˆL+1 · · · zˆ2n|Φb〉
〈Φa|Φb〉
= V0 pf(S) +
2n∑
i, j=1
(−1)i+ jαi jV(1)i j pf
(
S{i, j})
+
2n∑
i, j,k,l=1
(−1)i+ j+k+lαi jklV(2)i jkl pf
(
S{i, j,k, l}), (30)
where αi jkl = αi jαikαilα jkα jlαkl . Eq. (30) clearly shows the contrac-
tion role of the GWT.
In analogy to Eq. (22), if pf(S) = 0, by replacing pf(S{i, j}) and 
pf(S{i, j, k, l}) using the Pfaﬃan version of Lewis Carroll formula 
(Eq. (S54) and Eq. (S55) in Supplemental material), one can sim-
plify Eq. (30) as
I2 =
〈
Φa
∣∣Φb〉pf(S)
[
V0 − Tr
(
V
(1)
S
−1)
+
2n∑
i, j,k,l=1
V
(2)
i jkl
(
S
−1
i j S
−1
kl − S−1ik S−1jl + S−1il S−1jk
)]
. (31)
However, if pf(S) = 0, like Eq. (23), Eq. (30) can be compacted to
I2 =
〈
Φa
∣∣Φb〉
{
V0 pf(S) −
2n∑
i=1
pf
(
S˜
i) (32)
+
2n∑
i, j=1
(−1)i+ j+1αi j
2n∑
k=1
pf
(
S˜
i jk{i, j})
}
,
where S˜i is the same as S¯i but T is replaced by V(1) . S˜i jk is the 
same as S but the matrix elements in the k-th row and k-th col-
umn S˜i jkkl = −S˜i jklk =V(2)i jkl .
All the above formulae are based on the assumption 〈Φa|Φb〉 =
0. However, the case of 〈Φa|Φb〉 = 0 that leads to the well known 
Egido pole [29] should be carefully studied. In this situation, Eq. (5)
is invalid and Eq. (4) should be used. By inserting Eq. (7) into 
Eq. (13), and regarding all βˆb and βˆa† as zˆ, one can rewrite I as
I =NaNb〈−|zˆ1 · · · zˆL′ Oˆ zˆL′+1 · · · zˆ2n′ |−〉, (33)
which is similar to Eq. (13), but L′ = L +Na and 2n′ = 2n +Na +Nb . 
Although I can be directly calculated with Eq. (4) or the formulae 
in Ref. [19]. However, one can also derive corresponding compact 
forms in this situation. Replacing |Φa〉 and |Φb〉 with |−〉, it is seen 
all the above derived formulae from Eq. (16) to Eq. (32) are valid 
because 〈−|−〉 = 1. But, the matrix S becomes S , whose shape is 
(2n +Na+Nb) ×(2n +Na+Nb), and much larger than the (2n ×2n)
dimension of S. Thus more computing time is required in this case.
4. Discussions
Numerical calculations have been performed to test the valid-
ity of new formulae. The matrix elements of S, S(±) and C(±,0)
Q.-L. Hu et al. / Physics Letters B 734 (2014) 162–166 165Fig. 1. (Color online.) (a) CPU time, t1, for the conventional method, as a function of 
M and 2n; (b) CPU time, t2, for Eq. (31), as a function of M and 2n; (c) Ratio of t1
to t2; (d) Total CPU time, tV , for V0, V(1) and V(2) , N is the dimension of V(1) and 
V
(2) with 1 ≤ i, j, k, l ≤ N .
are required and should be evaluated with one of Eqs. (10)–(12). 
Here, these matrix elements, together with Tμν and Vμνγ δ , are 
chosen as complex random numbers. The results show that the 
values of I1 with Eqs. (22) and (23) are indeed identical to that 
with the conventional method. Similarly, the same values of I2
with (31), (32) and the conventional method are also conﬁrmed 
(we present the testing FORTRAN code for I2 in the Supplemental 
material).
The eﬃciency of the most important Eq. (31) is studied and 
the results are shown in Fig. 1. Assuming V0, V(1) and V(2) are 
available, the computational cost of Eq. (31) is O ((2n)4), which 
is independent of M . This implies Eq. (31) can be very conve-
niently extended to large model spaces. In contrast, the conven-
tional method requires a time O (M4(2n)3) which highly depends 
on the model space due to the four-fold summation in Eq. (2). Test-
ing calculations have been carried out on a Intel CPU with 2.4GHz. 
The elapsed time (in second), t1 for the conventional method 
and t2 for Eq. (31), are shown in Fig. 1(a) and (b), respectively. 
To obtain the reliable t1(t2) value, identical calculations are re-
peated for many times (denoted by m, ranging from 10 to 106) 
until the total elapsed time, T , is long enough, then t1(t2) = T /m. 
From Fig. 1(c), the ratio t1/t2 can be easily above the order of 106
for M = 80. Here, we chose 2n up to 12 because in the practi-
cal calculations, it seems enough to include up to 6-quasiparticle 
states.
However, the elapsed time, tV , for V0, V(1) and V(2) strongly 
depends on M . Moreover, tV is not included in t2 and should 
be separately considered. Fortunately, all the I2 matrix elements 
on top of the same (〈Φa|, |Φb〉) pair share the common V0, V(1)
and V(2) . Thus they are evaluated just one time for given HFB 
vacua, |Φa〉 and |Φb〉. Notice that the computational cost of V(1)
and V(2) also depends on their dimension, N , with 1 ≤ i, j, k, l ≤ N . 
To cover all the I2 matrix elements, N should be properly chosen 
in the range of 2n ≤ N ≤ 2M . Most of tV is taken by V(2) , whose 
computational cost is O (M4N). The tV values for various M , N are 
shown in Fig. 1(d). Comparing with t1, it looks that tV ≈ 0.1t1 at 
large M . Let us denote by MI the dimension of the I2 matrix, and 
the global eﬃciency of Eq. (31) relative to the conventional method 
can be evaluated through r = M2I t1
tV +M2I t2
. Suppose MI = 100, M = 80, 
r can be easily in the order of 105.
In Fig. 1(d), tV is no more than several seconds for M ≤ 80. 
Therefore, like shell model calculations, one may directly use 
Eq. (2) to perform beyond mean ﬁeld calculations in a small Fock space. However, tV can drastically increase with M bigger and big-
ger. One has to seek a more concise form of two-body interaction 
for heavy nuclei, such as separable interactions [30,31], instead of 
using Eq. (2). The quadrupole plus pairing interaction, as the most 
important separable force, has been very successful and is taken by 
the Projected Shell Model (PSM) [32]. We expect that the present 
method may be conveniently used to further improve the PSM, 
so that the PSM is capable of including more types of separable 
interactions and studying highly-excited states with many quasi-
particles, such as 6 or 8-quasiparticle states.
5. Summary
In this letter, we focused on the matrix elements of one-body 
and two-body physical operators between arbitrary HFB states. The 
formula of Eq. (4), used by Bertsch and Robledo [19], has been 
extended to evaluate the matrix element of a product of single-
fermion operators between two arbitrary HFB vacua [see Eq. (5)]. 
Start from Eq. (5), the matrix elements of physical operators have 
been successfully transformed into compact forms. Formulae for 
the pf(S) = 0 case have also been given. Besides, the case of the 
Egido pole with 〈Φa|Φb〉 = 0 has been discussed. Testing calcu-
lations for the two-body operator matrix elements show that the 
new formulae can easily be in several orders faster than the con-
ventional method. Thus those hopeless beyond mean ﬁeld calcula-
tions for heavy nuclei in a large Fock space may be implemented 
by using the present method.
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