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MINIMAL HYPERSURFACES IN NEARLY G2 MANIFOLDS
SHUBHAM DWIVEDI
Abstract. We study hypersurfaces in a nearly G2 manifold. We define vari-
ous quantities associated to such a hypersurface using the G2 structure of the
ambient manifold and prove several relationships between them. In particular,
we give a necessary and sufficient condition for a hypersurface with an almost
complex structure induced from the G2 structure of the ambient manifold, to
be nearly Ka¨hler. Then using the nearly G2 structure on the round sphere
S7, we prove that for a compact minimal hypersurface M6 of constant scalar
curvature in S7 with the shape operator A satisfying |A|2 > 6, there exists an
eigenvalue λ > 12 of the Laplace operator on M such that |A|2 = λ− 6, thus
giving the next discrete value of |A|2 greater than 0 and 6, thus generalizing
the result of [5] about nearly Ka¨hler S6.
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1. Introduction
Let (M
7
, g) be a Riemannian manifold with a vector cross product B. Then
they induce a G2 structure ϕ on M , i.e., ϕ is a 3-form which is non degenerate in
some sense (see §2 for precise definitions). Let M6 be a hypersurface ofM with the
induced metric g from g and denote by N the unit normal vector field of M in M .
If we define ξ : TM → TM by ξ(X) = B(N,X), where X ∈ Γ(TM) and B is the
vector cross product, then ξ is a metric compatible almost complex structure on M
(cf. Proposition 3.1). More generally, if (L, g, J) is an almost Hermitian manifold
with an almost complex structure J , then we have the following
Definition 1.1. Let (L, g, J) be an almost Hermitian manifold with an almost
complex structure J . Then L is called a nearly Ka¨hler manifold if ∇J is a skew-
symmetric tensor, i.e.,
(∇XJ)X = 0, ∀ X ∈ Γ(TM) (1.1)
So a natural question is to find conditions on the oriented hypersurface M so
that with respect to the almost complex structure ξ, (M, g, ξ) is a nearly Ka¨hler
manifold. Our first result is a characterization of nearly Ka¨hler hypersurfaces of
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manifolds with a nearly G2 structure (see §2 for definition). In §3, we prove the
following (cf. Theorem 3.8)
Theorem 1.2. Let M be an oriented hypersurface of a nearly G2 manifold (M,ϕ).
Then (M, g, ξ) is a nearly Ka¨hler structure if and only if M is totally umbilic, i.e.,
for all X ∈ Γ(TM)
AX = αX (1.2)
where A is the shape operator of M in M and α ∈ C∞(TM).
We note that Theorem 1.2 was already proved in [7, Theorem 4.8]. However,
for our proof of Theorem 1.2, we define new quantities related to a manifold with
a nearly G2 structure which have analogs in the study of manifolds with a nearly
Ka¨hler structure and which we hope will be of further use in the study of subman-
ifolds of manifolds with a nearly G2 structure.
In a different but related direction, supposeMn is a closedminimal hypersurface
of constant scalar curvature in the unit sphere Sn+1 and let A be its shape operator.
A famous rigidity theorem due to the combined works of Simons [19], Lawson [13]
and Chern-doCarmo-Kobayashi [4] states that if |A|2 ≤ n then |A|2 = 0 or |A|2 = n,
where |A|2 is the squared length of the shape operator. If |A|2 = 0, then M is
isometric to the totally geodesic equatorial sphere Sn in Sn+1 and if |A|2 = n, then
M is isometric to the Clifford torus Sk
(√
k
n
)
× Sn−k
(√
n−k
n
)
. Following on his
study of subsequent gaps for the scalar curvature of such hypersurfaces M , Chern
asked the following question (cf. [22, pg.693])
Question 1.3. [Chern] Consider the set of all compact minimal hypersurfaces in
Sn+1 with constant scalar curvature. Think of the scalar curvature as a function
on this set. Is the image of the scalar curvature function a discrete set of positive
numbers ?
Since for any minimal hypersurface Mn with scalar curvature S in Sn+1, S =
n(n − 1) − |A|2 (cf. (2.34) in §2), the above question asks whether the set of |A|2
for such hypersurfaces M is a discrete set.
The first two values of |A|2 are known to be 0 and n. For the third value of |A|2,
Peng and Terng [17] proved that if |A|2 > n, then there exists a positive constant
δ(n) such that |A|2 > n+ δ(n). Also, for n = 3 they proved that |A|2 ≥ 6 and they
conjectured that the third value of |A|2 should be equal to 2n. Yang and Cheng
in [20] improved the constant δ(n) by proving that δ(n) > 2
7
n− 9
14
and in [21] they
further improved this result by proving that if |A|2 > n then |A|2 > 1
3
(4n + 1).
In [5], Deshmukh used the nearly Ka¨hler structure on S6 to prove the following
theorem
Theorem 1.4. [Deshmukh, [5]] Let M be a compact minimal hypersurface of
constant scalar curvature in the unit sphere S6. If the shape operator A of M
satisfies |A|2 > 5, then there exists an eigenvalue λ > 10 of the Laplace operator
on M satisfying |A|2 = λ− 5.
The round unit sphere S7 has a nearly G2 structure, so a natural question is that
whether we can say anything about the third value of |A|2 for compact minimal
hypersurfaces with constant scalar curvature in S7 by using the nearly G2 structure
on it. Our next result is an analog of Theorem 1.4 for minimal hypersurfaces with
constant scalar curvature in S7. More precisely we prove the following
Theorem 1.5. Let M6 be a compact minimal hypersurface of constant scalar cur-
vature in the unit sphere S7. If the shape operator A of M satisfies |A|2 > 6,
then there exists an eigenvalue λ > 12 of the Laplace operator on M such that
|A|2 = λ− 6.
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This puts a restriction on possible examples of compact minimal hypersurfaces of
constant scalar curvature in S7 which have |A|2 > 6 as they must have an eigenvalue
λ > 12 of the Laplacian operator such that |A|2 = λ− 6.
The paper is organized as follows. In §2 we discuss preliminaries on vector cross
products on manifolds and then proceed to define manifolds with G2 structures. We
describe the intrinsic torsion forms of a G2 structure and use them to define a nearly
G2 structure. We also discuss some notions from the geometry of submanifolds. In
§3 we start by defining several quantities associated to a hypersurface of a nearly
G2 manifold and then prove various relations among them. Using that we prove
Theorem 1.2. We note that several of the results in §3 are already known. However,
we prove them using our notations to make the paper self contained and give
reference of the original result accordingly. Finally in §4, we prove Theorem 1.5.
Acknowledgments. The author would like to thank his advisor Spiro Karigiannis
for innumerable discussions related to the paper and for his constant encouragement
and advice. The author would also like to thank Ragini Singhal for fruitful conver-
sations related to the paper. Finally, the author would like to thank the anonymous
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references.
2. Preliminaries
2.1. Manifolds with Vector Cross Product. Let (Mn, g) be a Riemannian
manifold. An r-fold vector cross product (VCP, for short) is an alternating r-
linear smooth map
B : TM × TM × · · · × TM︸ ︷︷ ︸
r
→ TM (2.1)
satisfying the following conditions{
g(B(v1, ..., vr), vi) = 0, 1 ≤ i ≤ r
‖B(v1, ..., vr)‖
2 = ‖v1 ∧ · · · ∧ vr‖
2
for any vi ∈ TM .
Such a cross product gives rise to a (r + 1) differential form φ defined as
φ(v1, v2, ..., vr+1) = g(B(v1, ..., vr), vr+1)
The VCP is called parallel/closed if and only if the corresponding differential
form is parallel/closed.
Cross products on real vector spaces were classified by Brown and Gray in [1]
and global cross products on manifolds are discussed in Gray [7]. The classification
of VCPs on a real vector space V with a positive definite inner product g is as
follows:
(1) r = 1. Then a 1-fold VCP B on V is equivalent to an almost complex
structure on V , i.e., B2 = −I on V . The associated VCP form is the
Ka¨hler form ω.
(2) r = n − 1, where n is the dimension of V . An (n − 1)-fold VCP B on V
is the Hodge star operator ⋆ given by g on Λn−1V and the VCP form of
degree n is the volume form on V . Thus B is equivalent to an orientation.
(3) r = 2. A 2-fold VCP B on R7 is a cross product defined as B(u, v) =
Im(u.v), for u, v in R7 ∼= ImO, the set of imaginary octonions. Here . is the
octonionic multiplication. For coordinates {x1, ..., x7} on ImO, the VCP
form of degree 3 can be written as follows
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ϕ0 = dx
123 − dx167 − dx527 − dx563 + dx415 + dx426 + dx437 (2.2)
where dxijk = dxi∧dxj∧dxk. Bryant [2] showed that the group of linear
transformations of O which preserves ϕ0 also preserves g and B and is the
exceptional lie group G2 which is also the automorphism group of O.
(4) r = 3. A 3-fold VCP B on R8 is a cross product defined as B(u, v, w) =
1
2
(u(v¯w) − w(v¯u)) for any u, v, w in R8 ∼= O. For coordinates x1, ..., x8 on
O, the VCP form of degree 4 can be written as
Ω0 = −dx
1234 − dx5678 − (dx21+dx
34
)(dx65 + dx78)− (dx31 + dx42)(dx75 + dx86)
− (dx41 + dx23)(dx85 + dx67)
Bryant [2] showed that the group of linear transformations of O preserv-
ing Ω0 also preserves g and B and is the group Spin(7) ⊂ SO(8).
In particular, the cross product on a 7-dimensional vector space induced by the
octonionic multiplication has the following properties. For all u, v, w ∈ (V, g)
g(u,B(v, w)) = g(B(u, v), w) (2.3)
B(u,B(u, v)) = −g(u, u)v + g(u, v)u (2.4)
B(u,B(v, w)) +B(v,B(u,w)) = g(u,w)v + g(v, w)u − 2g(u, v)w (2.5)
2.2. Manifolds with G2 and nearly G2 structure. In this section, we review
the concept of a G2 structure on a manifold and the associated decomposition of
the space of forms, mainly based on [3], [9] and [11]. In particular, we use the sign
convention used in [11](which is opposite to that used in [3]). We describe the Tor-
sion of a G2 structure and the four torsion tensors. Finally, we define nearly G2
structures.
Let {e1, ..., e7} be the standard basis of R
7 and {e1, ..., e7} be the dual basis.
The VCP form ϕ0 induced by the vector cross product on R
7 is described in (2.2).
The group G2 preserves ϕ0 and it also preserves the metric and orientation for
which {e1, ..., e7} is an oriented orthonormal basis. If ⋆ϕ0 denotes the Hodge star
determined by the metric and the orientation, then G2 preserves the 4-form
ψ0 = ⋆ϕ0ϕ0 = dx
4567 − dx4523 − dx4163 − dx4127 + dx2637 + dx1537 + dx1526 (2.6)
where dxijkl = dxi ∧ dxj ∧ dxk ∧ dxl.
Let M be a 7-manifold. For x ∈M , we denote by
Λ3pos(M)x = {ϕx ∈ Λ
3T ∗xM | ∃ isomorphism ρ : TxM → R
7, ρ∗ϕ0 = ϕx}
The bundle Λ3pos(M) = ⊔x∈MΛ
3
pos(M)x is an open subbundle of Λ
3T ∗M as
Λ3pos(M)x
∼= GL(7,R)/G2. A section ϕ of Λ
3
pos(M) is called a positive 3-form on
M and the space of positive 3-forms on M is denoted by Ω3pos(M). Such a ϕ is also
called a G2 structure on M . A G2 structure exists onM if and only if the manifold
is orientable and spin, which is equivalent to the vanishing of the first and second
Stiefel-Whitney classes.
A G2 structure induces a unique metric and orientation. For a 3-form ϕ,
we define
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Sϕ(u, v) = −
1
6
(uyϕ) ∧ (vyϕ) ∧ ϕ
for u, v tangent vectors on M , which is a Ω7(M)-valued bilinear form. The 3-form
ϕ is a positive 3-form if and only if Sϕ is a tensor product of a positive definite
bilinear form and a nowhere vanishing 7-form which defines a unique metric g with
volume form volg by
g(u, v)volg = Sϕ(u, v).
The metric and orientation determines the Hodge star operator ⋆ϕ and we define
ψ = ⋆ϕϕ.
A G2 structure on M induces a splitting of the spaces of differential forms on
M into irreducible G2 representations. The space of 2-forms Ω
2(M) and 3-forms
Ω3(M) decompose as
Ω2(M) = Ω27(M)⊕ Ω
2
14(M) (2.7)
Ω3(M) = Ω31(M)⊕ Ω
3
7(M)⊕ Ω
3
27(M) (2.8)
where Ωkl has pointwise dimension l. More precisely, we have the following descrip-
tion of the space of forms :
Ω27(M) = {Xyϕ | X ∈ Γ(TM)} = {β ∈ Ω
2(M) | ⋆(ϕ ∧ β) = −2β} (2.9)
Ω214(M) = {β ∈ Ω
2(M) | β ∧ ψ = 0} = {β ∈ Ω2(M) | ⋆(ϕ ∧ β) = β} (2.10)
(2.11)
and
Ω31(M) = {fϕ | f ∈ C
∞(M)} (2.12)
Ω37(M) = {Xyψ | X ∈ Γ(TM)} (2.13)
Ω327(M) = {γ ∈ Ω
3(M) | γ ∧ ϕ = 0 = γ ∧ ψ}
= {hijg
jldxi ∧ (
∂
∂xl
yϕ) | hij = hji, g
ijhij = 0} (2.14)
in local coordinates {x1, ..., x7} on M . In (2.14), h is a symmetric 2 tensor. The
decompositions of Ω4(M) = Ω41(M) ⊕ Ω
4
7(M) ⊕ Ω
4
27(M) and Ω
5(M) = Ω57(M) ⊕
Ω514(M) are obtained by taking the Hodge star of (2.8) and (2.7) respectively. The
contractions between ϕ and ψ in index notation (see [3] or [11] for more details)
are as follows
ϕijkϕabcg
kc = giagjb − gibgja − ψijab (2.15)
ϕijkψabcdg
kd = giaϕjbc + gibϕajc + gicϕabj
− gjaϕibc − gjbϕaic − gjcϕabi (2.16)
ψijklψabcdg
jbgkcgld = 24gia (2.17)
Given a G2 structure ϕ on M , we can decompose dϕ and dψ according to (2.7)
and (2.8). This defines torsion forms, which are unique differential forms τ0 ∈
Ω0(M), τ1 ∈ Ω
1(M), τ2 ∈ Ω
2
14(M) and τ3 ∈ Ω
3
27(M) such that (see [11])
dϕ = τ0ψ + 3τ1 ∧ ϕ+ ⋆ϕτ3 (2.18)
dψ = 4τ1 ∧ ψ + ⋆ϕτ2 (2.19)
6 SHUBHAM DWIVEDI
The full torsion tensor T of a G2 structure is a 2-tensor satisfying
∇iϕjkl = Timg
mpψpjkl (2.20)
Tlm =
1
24
(∇lϕabc)ψmijkg
iagjbgkc (2.21)
∇mψijkl = −Tmiϕjkl + Tmjϕikl − Tmkϕijl + Tmlϕijk (2.22)
The full torsion T is related to the torsion forms by (see [11])
Tlm =
τ0
4
glm − (τ3)lm + (τ1)lm −
1
2
(τ2)lm (2.23)
Remark 2.1. Since the space Ω27 is isomorphic to the space of vector fields and
hence to the space of 1-forms so in (2.23), we are viewing τ1 as an element of Ω
2
7
which justifies the expression (τ1)lm. See [11] for more details.
Definition 2.2. A G2 structure ϕ is called torsion free if ∇ϕ = 0 or equivalently
T = 0.
A manifold (M,ϕ) with a G2 structure ϕ is called a G2 manifold if it is torsion-
free.
We can now define nearly G2 structure.
Definition 2.3. A G2 structure ϕ is a nearly G2 structure if τ0 is the only nonva-
nishing component of the torsion, i.e., dϕ = τ0ψ and dψ = 0
In this case, we see from (2.23) that Tij =
τ0
4
gij .
Remark 2.4. If ϕ is a nearly G2 structure on M then since dϕ = τ0ψ, we can
differentiate this to get dτ0 ∧ ψ = 0 and hence dτ0 = 0, as wedge product with ψ is
an isomorphism from Ω17(M) to Ω
5
7(M). Thus τ0 is a constant, if M is connected.
Given a G2 structure ϕ with torsion Tlm, we have the expressions for the Ricci
curvature Rij and the scalar curvature S of its associated metric g from [11] as
Rjk = (∇iTjm −∇jTim)ϕnklg
mngil − Tjlg
liTik +Tr(T )Tjk − TjbTiag
ilgapψlpqkg
bq
(2.24)
S = −12gil∇i(τ1)j +
21
8
τ0
2 − |τ3|
2 + 5|τ1|
2 −
1
4
|τ2|
2 (2.25)
where |C|2 = CijCklg
ikgjl is the matrix norm in (2.25).
In particular, for a manifold M with a nearly G2 structure ϕ, we see that
Rjk =
3
8
τ0
2gjk (2.26)
S =
21
8
τ0
2 (2.27)
Finally, we remark that S7 with the round metric and also the squashed S7
are examples of manifolds with nearly G2 structure (see [6] for more on nearly G2
structures. The authors in [6] call such structures nearly parallel G2 structures but
we will call them nearly G2 structures.) In particular, S
7 with radius 1 has scalar
curvature 42, so comparing with (2.27) we get that τ0 = 4.
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2.3. Geometry of Submanifolds. In this section, we briefly recall the geometry
of submanifolds. More details can be found, for example in [15]. Let (M, g) be
Riemannian manifold and (M, g) be an immersed orientable submanifold of M
with induced metric. Then for X,Y ∈ Γ(TM), we have
∇XY = ∇XY + II(X,Y ) (2.28)
where ∇ is the covariant derivative on M , ∇ is the covariant derivative on M and
II : TM × TM → NM is the second fundamental form of M . Here NM is the
normal bundle of M in M .
IfM is an oriented hypersurface ofM and we denote by N the unit normal vector
field ofM inM corresponding to this orientation, then the second fundamental form
is a multiple of N and is given by the shape operator, which we denote by A. Here
A : TM → TM is a self-adjoint linear map and (2.28) becomes
∇XY = ∇XY + g(AX, Y )N (2.29)
We also have the Weingarten equation
∇XN = −AX (2.30)
If Rm denotes the Riemann curvature tensor on (M, g) and Rm denotes the
Riemann curvature tensor on (M, g), then the Gauss equation for M is
Rm(X,Y, Z,W ) = Rm(X,Y, Z,W )− g(AX,W )g(AY,Z) + g(AX,Z)g(AY,W )
(2.31)
Now suppose M is the unit sphere S7 with the round metric. Then Rm as a
(3, 1)−tensor is given by Rm(X,Y )Z = g(Y, Z)X − g(X,Z)Y . In this case (2.31)
becomes
Rm(X,Y )Z = g(Y, Z)X − g(X,Z)Y + g(AY,Z)AX − g(AX,Z)AY (2.32)
If M is also a minimal hypersurface of S7 (i.e., the mean curvature vector H = 0 )
then by taking the trace of (2.32), the Ricci and the scalar curvature of M are
Ric(X,Y ) = 5g(X,Y )− g(AX,AY ) (2.33)
S = 30− |A|2 (2.34)
where |A|2 is the square of the length of the shape operator of M . We also have
the Codazzi equation, which in this case is
∇X(AY )−∇Y (AX) = A([X,Y ]) (2.35)
Finally, we define totally umbilic hypersurface.
Definition 2.5. A hypersurface M of a Riemannian manifold M is called totally
umbilic at x ∈ M if the shape operator A of M is a multiple of the identity map
of TxM . Moreover M is called totally umbilic if it is totally umbilic at each of its
point.
Remark 2.6. Throughout the paper, all quantities associated to the ambient man-
ifold M will have a bar with them, for example the metric on M is g whereas those
of the hypersurface are written without any bar.
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3. Proof of Theorem 1.2
We start this section by defining various quantities for hypersurfaces (not nec-
essarily minimal) of a manifold with a nearly G2 structure which have analogs for
hypersurfaces of a manifold with a nearly Ka¨hler structure. Being motivated from
the notion of a characteristic vector field on a manifold with an almost complex
structure, we define a (1, 1) tensor ξ on M6, induced from the octonionic multipli-
cation on a manifold with a G2 structure (M
7
, ϕ), as follows
ξ(X) = B(N,X) (3.1)
where X ∈ Γ(TM), B(., .) is the cross product and N is the unit normal to M6 in
M . We have the following
Proposition 3.1. The tensor ξ is a metric compatible almost complex structure
on (M6, g).
Proof. For X ∈ Γ(TM), we have
ξ2(X) = ξ(B(N,X)) = B(N,B(N,X))
= −|N |2X + g(N,X)N = −X
where the equality in the second line is from (2.4) for cross product. Hence ξ2(X) =
−X . Also,
g(ξ(X), ξ(Y )) = g(B(N,X), B(N, Y ))
= g(B(B(N,X), N), Y )
= −g(B(N,B(N,X)), Y ) = g(X,Y )
where we have used (2.3) in going from the first to the second line, the anti-
commutativity of B in the first equality and (2.4) and the fact that N is a unit
vector in the second equality of the third line.

Remark 3.2. The previous proposition is a special case of Theorem 2.6 in [7].
Again, from the motivation from nearly Ka¨hler geometry, we define a (3, 1) tensor
field G as follows
G(X,Y, Z) = (∇XB)(Y, Z) (3.2)
for X,Y, Z ∈ Γ(TM).
Now we prove some results about G and relationships between G and B for
manifolds with a nearly G2 structure. The next proposition is a special case of
Lemma 3.7 in [18].
Proposition 3.3. Let ψ = ∗ϕ denotes the 4-form on (M,ϕ) with a nearly G2
structure. Then for any vector fields X,Y, Z,W
g(G(X,Y, Z),W ) =
τ0
4
ψ(X,Y, Z,W ) (3.3)
where τ0 is as defined in (2.18).
Proof. If ϕ is a G2 structure then
ϕ(X,Y, Z) = g(B(X,Y ), Z) (3.4)
MINIMAL HYPERSURFACES IN NEARLY G2 MANIFOLDS 9
Then from (3.4) we have
g(G(X,Y, Z),W ) = g((∇XB)(Y, Z),W )
= g(∇X(B(Y, Z))−B(∇XY, Z)−B(Y,∇XZ),W )
= ∇X(ϕ(Y, Z,W )) − ϕ(∇XY, Z,W )− ϕ(Y,∇XZ,W )
− ϕ(Y, Z,∇XW )
= (∇Xϕ)(Y, Z,W )
=
τ0
4
ψ(X,Y, Z,W )
where we have used g(∇X(B(Y, Z)),W ) = ∇X(g(B(Y, Z),W ))−g(B(Y, Z),∇X(W ))
in going from the second to the third equality, ∇iϕjkl = Timg
mpψpjkl and the fact
that for a nearly G2 structure, Tij =
τ0
4
gij in the last equality.

Remark 3.4. From (3.3), we see that G is skew-symmetric in all of its entries.
Proposition 3.5. For any vector fields X,Y, Z,W , we have
G(B(W,Z), X, Y ) =
τ0
4
[g(X,Z)B(W,Y ) + g(Y, Z)B(X,W )− g(W,X)B(Z, Y )
− g(W,Y )B(X,Z) + ϕ(X,Y,W )Z − ϕ(X,Y, Z)W ] (3.5)
Proof. We know from Proposition 3.3 that
G(X,Y, Z) =
τ0
4
ψ(X,Y, Z, ·)
so
G(B(X,Y ), Z,W ) =
τ0
4
ψ(B(X,Y ), Z,W, ·)#
In local coordinates {x1, x2, . . . , x7}, we have g(B(∂k, ∂l), ∂n) = ϕkln. So
G(B(∂k, ∂l), ∂i, ∂j) =
τ0
4
ψ(B(∂k, ∂l), ∂i, ∂j , ·)
#
=
τ0
4
ψ(ϕkl·
#, ∂i, ∂j , .)
#
= −
τ0
4
ψij·ng
npϕklp (3.6)
Using the identity in (2.16)
gnpψijmnϕklp = gkiϕljm + gkjϕilm + gkmϕijl − gliϕkjm − gljϕikm − glmϕijk
we get the proposition. 
Proposition 3.6. For any vector fields X,Y, Z,W , we have
B(G(X,Y, Z),W ) = −G(B(X,Y ), Z,W ) (3.7)
Proof. In local coordinates {x1, . . . , x7}, we have G(∂k, ∂l, ∂m) =
τ0
4
ψ#klm· and
B(∂k, ∂l) = ϕ
#
kl·, so
B(G(∂k, ∂l, ∂m), ∂n) =
τ0
4
ϕ(ψ#klm·, ∂n, ·)
# =
τ0
4
ϕ#n·pg
psψklms
The proposition now follows from the last line of (3.6).

We will need the expression for ∇Xξ later, so we have the following proposition
which is a special case of Proposition 4.7 of [7] for the 2-fold VCP.
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Proposition 3.7. Let M be an oriented hypersurface of (M,ϕ) and ξ be as defined
in (3.1). Then for any vector field X ∈ Γ(TM), we have
(∇Xξ)(Y ) = G(X,N, Y )− ϕ(N, Y,AX)N −B(AX, Y ) (3.8)
Proof. We calculate
(∇Xξ)(Y ) = ∇X(ξ(Y ))− ξ(∇XY )
= ∇X(B(N, Y ))− g(AX,B(N, Y ))N − ξ(∇XY )
= (∇XB)(N, Y ) +B(∇XN, Y ) +B(N,∇XY )− g(AX,B(N, Y ))N
− ξ(∇XY )
= G(X,N, Y )−B(AX, Y ) +B(N,∇XY ) + g(AX, Y )B(N,N)
− g(AX,B(N, Y ))N − ξ(∇XY )
= G(X,N, Y )− ϕ(N, Y,AX)N −B(AX, Y ) (3.9)
where we have used (2.29) in the second equality, (2.30) and (3.2) in the fourth
equality and the fact that B(N,N) = 0 in the last equality. 
Now we will prove Theorem 1.2 mentioned in §1, namely, we will give a necessary
and sufficient condition for an oriented hypersurface of a nearly G2 manifold to be
nearly Ka¨hler. We restate the theorem.
Theorem 3.8. Let M be an oriented hypersurface of a nearly G2 manifold (M,ϕ).
Then (M, g, ξ) is a nearly Ka¨hler structure if and only if M is totally umbilic, i.e.,
for all X ∈ Γ(TM)
AX = αX (3.10)
where A is the shape operator of M in M and α ∈ C∞(M).
Proof. We know from (1.1) that if J is a metric compatible almost complex struc-
ture on M then (M,J, g) is nearly Ka¨hler if and only if for all X ∈ Γ(TM), we
have (∇XJ)X = 0. From Proposition 3.1, we know that ξ is a metric compatible
almost complex structure on M . Denote by B(X,Y )T , the tangential component
of B(X,Y ). Using (3.8) from Proposition 3.7, for X ∈ Γ(TM)
(∇Xξ)(X) = 0 ⇐⇒
G(X,N,X)− ϕ(N,X,AX)N −B(AX,X) = 0 ⇐⇒
ϕ(N,X,AX)N +B(AX,X)T + g(B(AX,X), N)N = 0 ⇐⇒
B(AX,X)T + ϕ(AX,X,N)N + ϕ(N,X,AX)N = 0 ⇐⇒
B(AX,X)T = 0 (3.11)
where we used the fact that G is skew-symmetric in all of its entries in going from
the second line to the third.
If X = 0 then from (3.11), the theorem is true. So we assume that X 6= 0. Now
if AX = αX then
B(AX,X)T = B(αX,X)T
= 0 (3.12)
Thus (3.11) and (3.12) proves one direction of the theorem.
Now suppose B(AX,X)T = 0. Since AX is tangent to M so we write AX =
αX + Y where α is a function which might depend on X and g(X,Y ) = 0. So
B(Y,X)T = 0. Suppose
B(Y,X) = aN
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for some function a.
Then from (2.4) we have
B(B(Y,X), X) = −|X |2Y
Also, B(B(Y,X), X) = aB(N,X) = aξ(X), so we get
Y = −
a
|X |2
ξ(X)
and hence
AX = αX + βξ(X) (3.13)
where β = − a|X|2 . Now we prove that β = 0. Indeed, for any Z ∈ Γ(TM),
g(AX,Z) = g(αX + βξ(X), Z)
= αg(X,Z)− βg(X, ξ(Z))
and similarly g(X,AZ) = αg(X,Z) + βg(X, ξ(Z)). But since A is self-adjoint we
get that 2βg(X, ξ(Z)) = 0. So choosing Z such that B(X,Z) = N , we get that
β = 0. This proves the other direction. 
Remark 3.9. Note that the proof of Theorem 3.8 remains unchanged if G = 0.
So the above theorem also holds for hypersurfaces of G2 manifolds, i.e., manifolds
with torsion free G2 structures.
Remark 3.10. Theorem 3.8 was proved in [7, Theorem 4.8] where Gray proved
that β = 0 by using the fact that any nearly Ka¨hler structure J is quasi-Ka¨hler,
i.e., for all X,Y ∈ Γ(TM), (∇XJ)(Y ) + (∇JXJ)(JY ) = 0. We gave a direct proof
that β = 0.
Remark 3.11. Koiso proved in [12, Theorem B] that if (M, g) is a totally umbilic
Einstein hypersurface in a complete Einstein manifold (M, g) and g have positive
Ricci curvature then both g and g have constant sectional curvature. This restricts
the possibility for new examples of hypersurfaces which are totally umbilic. It
would be interesting to find examples of hypersurfaces in a manifold with a nearly
G2 structure which are nearly Ka¨hler with respect to ξ but are not totally umbilic.
We will need the following Lemma in §4 which is a special case of Theorem 4.10
in [7].
Lemma 3.12. Let M be an oriented hypersurface of a nearly G2 manifold (M,ϕ)
and let ξ be as in (3.1). Then div ξ = 0.
Proof. Since A is a self-adjoint operator, so we choose an orthonormal frame {e1, ..., e6}
at a point p ∈ M which diagonalizes A, i.e., Aei = aiei, ∀i. Then for v ∈ TpM we
compute using Proposition 3.7
(div ξ)p(v) =
6∑
i=1
g((∇eiξ)(v), ei)
=
6∑
i=1
g(G(ei, N, v)− ϕ(N, v,Aei)N −B(Aei, v), ei)
= −
6∑
i=1
g(B(Aei, v), ei) = −
6∑
i=1
ϕ(Aei, v, ei) = −
6∑
i=1
ϕ(aiei, v, ei)
= 0 (3.14)
where we used (3.8) in the second equality, Remark 3.4 in the third equality and
the fact that ϕ is 3-from in the last equality. 
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4. Proof of Theorem 1.5
In this section we will prove Theorem 1.5, stated in §1. Let (L, g) be a Rie-
mannian manifold. A vector field X on L is said to be a conformal vector field
if
LXg = 2fg (4.1)
for some f ∈ C∞(L), which is called the potential of X . Here LXg denotes the Lie
derivative of g with respect to X . If f ≡ 0, then X is a Killing vector field. There
are many non-Killing conformal vector fields on the unit sphere Sn with the round
metric g. In particular, if Y is a non-zero constant vector field on Rn+1, N is the
unit normal of Sn in Rn+1 and Y = X+ fN , where X is the tangential component
of Y , then using (2.29) and (2.30) and the fact that for Sn as a hypersurface in
Rn+1, A = −I, we see that ∇f = X and ∇WX = −fW , and hence LXg = −2fg,
soX is a conformal vector field with potential −f . In fact, all non-Killing conformal
vector fields on the unit Sn arise in this manner. (see [8])
Let M be an oriented compact minimal hypersurface of S7 satisfying the hy-
potheses of Theorem 1.5, i.e., M is of constant scalar curvature and the shape
operator A of M satisfies |A|2 > 6. Let V, V˜ be two non-Killing conformal vector
fields on S7 with potential functions f, f˜ respectively, arising from two linearly in-
dependent constant vector fields on R8. Let W, W˜ be the tangential components
on M of V and V˜ respectively. Then we have V = W + sN and V˜ = W˜ + s˜N ,
where s, s˜ :M → R.
Using (2.29) and (2.30), for X ∈ Γ(TM) we get
∇XW = ∇XV −∇X(sN)
= −fX + sAX (4.2)
∇f =W (4.3)
∇s = −AW (4.4)
Similarly, we get
∇XW˜ = −f˜X + s˜AX, ∇f˜ = W˜ and ∇s˜ = −AW˜ (4.5)
Now we define the function h :M → R as
h = g(ξW, W˜ ) (4.6)
We are interested in finding ∆Mh. So we compute
∇Xh = ∇Xg(ξW, W˜ )
= g((∇Xξ)W, W˜ ) + g(ξ(∇XW ), W˜ ) + g(ξW,∇XW˜ )
= g
(
G(X,N,W )− ϕ(N,W,AX)N −B(AX,W )T , W˜
)
+ g(ξ(−fX + sAX), W˜ ) + g(ξW,−f˜X + s˜AX)
= −g(G(N,W, W˜ ), X)− g(B(W, W˜ )T , AX) + g(fξW˜ ,X)
− g(sξW˜ , AX)− g(f˜ξW,X) + g(s˜ξW,AX)
(4.7)
so we get
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∇h = −G(N,W, W˜ )−AB(W, W˜ )T + fξW˜ − sAξW˜ − f˜ ξW + s˜AξW (4.8)
We use (4.2), (4.3), (4.4) and (4.5) to calculate the divergence of each term in
(4.8). For that, we choose local orthonormal frame {e1, ..., e6} at p ∈M such that
Aei = aiei, ∀ i.
div(fξW˜ ) = g(∇f, ξW˜ ) + f
6∑
i=1
[g((∇iξ)W˜ , ei) + g(ξ(∇iW˜ ), ei)]
= g(W, ξW˜ ) +
6∑
i=1
g(ξ(−f˜ ei + s˜Aei), ei)
= g(W, ξW˜ ) +
6∑
i=1
[−fg(ξei, ei) + s˜aig(ξei, ei)]
= −h (4.9)
where we have used Lemma 3.12 in the second equality and the definition of ξ to
eliminate the terms inside the summation in the third equality.
Similarly
div(f˜ ξW ) = h (4.10)
div(sAξW˜ ) = g(∇s, AξW˜ ) + s
6∑
i=1
g(∇i(AξW˜ ), ei)
= −g(AW,AξW˜ ) + s
6∑
i=1
[∇ig(AξW˜ , ei)− g(AξW˜ ,∇eiei)]
= −g(AW,AξW˜ ) + s
6∑
i=1
[g(∇iξW˜ , Aei) + g(ξW˜ ,∇eiAei)
− g(ξW˜ , A∇eiei)]
= −g(AW,AξW˜ ) + s
6∑
i=1
[g((∇eiξ)W˜ ,Aei) + g(ξ(∇eiW˜ ), Aei)]
= −g(AW,AξW˜ ) (4.11)
where in the third equality we have used that
∑
i(∇A)(ei, ei) =
∑
i(∇eiAei −
A∇eiei) = 0 which follows from the Codazzi identity (2.35) and the fact that M is
minimal, (3.8), (4.5) and Aei = aiei to eliminate the terms inside the summation
in the second last equality.
Similarly
div(s˜AξW ) = −g(AW˜ ,AξW ) (4.12)
For calculating div(AB(W, W˜ )T ), we repeatedly use (2.29) and (2.30) to first
compute
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(∇ZB)(X,Y ) = ∇Z(B(X,Y ))−B(∇ZX,Y )−B(X,∇ZY )
= ∇Z
(
B(X,Y )T + g(B(X,Y ), N)N
)
−B(∇ZX,Y )
− g(AZ,X)B(N, Y )−B(X,∇ZY )− g(AZ, Y )B(X,N)
= ∇Z(B(X,Y )
T ) + g(AZ,B(X,Y )T )N + g(∇Z(B(X,Y )), N)N
− g(B(X,Y ), AZ)N − g(B(X,Y ), N)AZ − B(∇ZX,Y )
− g(AZ,X)B(N, Y )−B(X,∇ZY )− g(AZ, Y )B(X,N)
(4.13)
where we have written B(X,Y ) as a sum of its tangential and normal components
in the first term in second equality and then used (2.29) in the third equality. So
we get
(∇ZB)(X,Y ) = ∇Z(B(X,Y )
T ) + g((∇ZB)(X,Y ), N)N + g(B(∇ZX,Y ), N)N
+ g(AZ,X)g(B(N, Y ), N)N + g(B(X,∇ZY ), N)N
+ g(AZ, Y )g(B(X,N), N)N − g(B(X,Y ), N)AZ −B(∇ZX,Y )
− g(AZ,X)B(N, Y )−B(X,∇ZY )− g(AZ, Y )B(X,N)
= ∇Z(B(X,Y )
T ) + g((∇ZB)(X,Y ), N)N + g(B(∇ZX,Y ), N)N
+ g(B(X,∇ZY ), N)N − g(B(X,Y ), N)AZ −B(∇ZX,Y )
−B(X,∇ZY )− g(AZ,X)B(N, Y )− g(AZ, Y )B(X,N) (4.14)
where we have used g(B(N, V ), N) = ϕ(N, V,N) = 0, ∀ V in going from fourth to
fifth equality. Now using (3.2), we see that (4.14) is
∇Z(B(X,Y )
T ) = G(Z,X, Y )T − g(B(∇ZX,Y ), N)N − g(B(X,∇ZY ), N)N
+ g(B(X,Y ), N)AZ +B(∇ZX,Y ) +B(X,∇ZY )
+ g(AZ,X)B(N, Y ) + g(AZ, Y )B(X,N) (4.15)
Using (4.15) we calculate
div(AB(W, W˜ )T ) =
6∑
i=1
[g((∇iA)(B(W, W˜ )
T ), ei) + g(∇ei(B(W, W˜ )
T ), Aei)]
=
6∑
i=1
g
(
(G(ei,W, W˜ )
T − g(B(∇eiW, W˜ ), N)N
− g(B(W,∇eiW˜ ), N)N + g(B(W, W˜ ), N)Aei +B(∇eiW, W˜ )
+B(W,∇eiW˜ ) + g(Aei,W )B(N, W˜ ) + g(Aei, W˜ )B(W,N)), Aei
)
=
6∑
i=1
[g(B(N,W ), W˜ )g(Aei, Aei) + g(B(−fei + sAei, W˜ ), Aei)
+ g(B(W,−f˜ ei + s˜Aei), Aei) + g(ei, AW )g(B(N, W˜ ), Aei)
+ g(ei, AW˜ )g(B(W,N), Aei)]
= |A|2h+ g(AW,AξW˜ )− g(AW˜ ,AξW ) (4.16)
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where we have used Remark 3.4 to eliminate the first term inside the summation
in the second equality, Proposition 3.3 in the third equality and the facts that
g(B(a, b), c) = ϕ(a, b, c) and Aei = aiei in going from the third to last equality.
For calculating div(G(N,W, W˜ )), we first of all note that due to Proposition 3.3,
G(N,X, Y ) is tangent to M for any X,Y ∈ Γ(TM). We calculate
div(G(N,W, W˜ )) =
6∑
i=1
g(∇i(G(N,W, W˜ )), ei)
=
6∑
i=1
[∇i(g(G(N,W, W˜ ), ei))− g(G(N,W, W˜ ),∇iei)]
=
τ0
4
6∑
i=1
[(∇iψ)(N,W, W˜ , ei) + ψ(∇iN,W, W˜ , ei) + ψ(N,∇iW, W˜ , ei)
+ ψ(N,W,∇iW˜ , ei) + ψ(N,W, W˜ ,∇iei)− ψ(N,W, W˜ ,∇iei)]
=
τ0
4
6∑
i=1
[(∇iψ)(N,W, W˜ , ei)− ψ(Aei,W, W˜ , ei)]
=
τ0
4
6∑
i=1
[
τ0
4
(−g(ei, N)ϕ(W, W˜ , ei) + g(ei,W )ϕ(N, W˜ , ei)
− g(ei, W˜ )ϕ(N,W, ei) + g(ei, ei)ϕ(N,W, W˜ ))]
=
τ0
2
16
[g(ξW˜ ,W )− g(ξW, W˜ ) +
6∑
i=1
g(ei, ei)g(ξW, W˜ )]
=
τ0
2
4
h (4.17)
where we have used Proposition 3.3 in the third equality, (4.2), (4.5), Aei = aiei and
the fact that ψ is a 4-form to eliminate the ψ(N,∇iW, W˜ , ei) and ψ(N,W,∇iW˜ , ei)
in the third equality, (2.22) (expression for ∇iψjklm) and the fact that for nearly
G2 structures Tij =
τ0
4
gij in the fifth equality.
Using the fact that for the unit S7, τ0 = 4, (4.8), (4.9), (4.10), (4.11), (4.12),
(4.16) and (4.17) we see that
∆Mh = −4h− |A|
2h− g(AW,AξW˜ ) + g(AW˜ ,AξW )− h+ g(AW,AξW˜ )
− h− g(AW˜ ,AξW ) (4.18)
so
∆Mh = −(|A|
2 + 6)h (4.19)
Now if h is a constant function then (4.19) implies that h = 0, i.e., g(ξ(W ), W˜ ) =
0. Recall that W˜ is the tangential component of a non-Killing conformal vector
field V˜ on S7 where V˜ is the tangential component of any constant vector field on
R
8. The vector field W was obtained in a similar manner by taking the tangential
component of a non-Killing conformal vector field V on S7 which was obtained
as the tangential component of a constant vector field on R8 which was linearly
independent from the constant vector field which gives V˜ . So if g(ξ(W ), W˜ ) = 0
for all W˜ , we get ξ(W ) = 0, i.e., B(N,W ) = 0. This is a contradiction because ξ
is invertible and N is a unit vector. Hence there exists W, W˜ such that h is not
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constant and (4.19) implies that h is an eigenfunction of ∆M corresponding to the
eigenvalue λ = |A|2 + 6. So if |A|2 > 6 then λ > 12 with |A|2 = λ − 6. The proof
of Theorem 1.5 is now complete.
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