Targeting the nonlinear and nonstationary characteristics of vibration signal from fault roller bearing and scarcity of fault samples, a novel method is presented and applied to roller bearing fault diagnosis in this paper. Firstly, the nonlinear and nonstationary vibration signal produced by local faults of roller bearing is decomposed into intrinsic scale components (ISCs) by using local characteristic-scale decomposition (LCD) method and initial feature vector matrices are obtained. Secondly, fault feature values are extracted by singular value decomposition (SVD) techniques to obtain singular values, while avoiding the selection of reconstruction parameters. Thirdly, a support vector machine (SVM) classifier based on Chemical Reaction Optimization (CRO) algorithm, called CRO-SVM method, is designed for classification of fault location. Lastly, the proposed method is validated by two experimental datasets. Experimental results show that the proposed method based LCD-SVD technique and CRO-SVM method have higher classification accuracy and shorter cost time than the comparative methods.
Introduction
A roller bearing is widely used in industrial applications. Failures of roller bearing generally lead to malfunction of system and even terrible accidents. According to statistics, 30-40% of failure is produced by the bearing of rotating machinery [1] . Therefore, research on roller bearing fault diagnosis has important significance in industrial application.
Fault diagnosis of rotating machinery mainly includes two key steps. One key step is feature extraction. Using suitable vibration signal processing approach, fault feature could be generally extracted [2, 3] . Recently, singular value decomposition (SVD) technique has been applied to fault diagnosis of rotating machinery [4] [5] [6] . However, SVD technique would suffer complex selection of reconstruction parameters [6] . Empirical mode decomposition (EMD) method [7] is excellent time-frequency analysis approach to deal with nonstationary vibration signals produced by machinery fault diagnosis, but EMD method still has some drawbacks, such as end effect and mode mixing [8] [9] [10] [11] . We have developed a new time-frequency analysis approach, namely, local characteristic-scale decomposition (LCD) method [12, 13] . Similar to EMD method, LCD method can decompose a complex signal into several intrinsic scale components (ISCs). It is most important point that LCD is superior to EMD in running time, restraining the end effect and relieving mode mixing [12, 13] . Therefore, LCD method is used as vibration signal processing approach in this paper. Since each ISC contains special time-scale information of original signal, the ISCs of vibration signal, which reflect nature characteristics of original signal, can be employed to construct initial fault feature matrix for SVD technique avoiding difficulty of choosing reconstruction parameters. Hence, SVD technique combining with LCD method, namely, LCD-SVD, is introduced to extract the fault feature of roller bearing in this paper.
Another key step in fault diagnosis is pattern recognition [14] [15] [16] [17] [18] . Support vector machine (SVM) [19] has been proven to have an excellent generalization capability and has been successfully applied to machinery fault diagnosis with insufficient fault samples. Unfortunately, SVM parameters affect classification performance [16, 17] . Selecting appropriate parameters is always challenge for scientists. Since traditional approaches of determined parameters, such as grid algorithm [20] and cross-validation method [21] , need large amount of complex calculation, some heuristic algorithms have been employed to optimize the SVM parameters, such as genetic algorithm (GA) [17] , particle swarm optimization (PSO) [18] , ant colony optimization (ACO) [22] , and Lam and Li's developed Chemical Reaction Optimization (CRO) algorithm inspired by the nature of chemical reactions [23] . The CRO algorithm is based on the second law of thermodynamics to select feasible search space. Compared with the existing heuristic optimization algorithms, the CRO can reach a global optimum in a very short time [24] . Therefore, using CRO algorithm to optimize the parameters of SVM classifier, CRO-SVM method is presented to fulfil pattern recognition in roller bearing fault diagnosis.
In summary, a new fault diagnosis method based on LCD-SVD technique and CRO-SVM is proposed in this paper. The remaining part is organized as follows. Section 2 discusses the LCD method. In Section 3, LCD-SVD method is introduced. Section 4 explains the CRO method and CRO-SVM method. In Section 5, the fault diagnosis method for roller bearing based on LCD-SVD and the CRO-SVM is presented. In Section 6, the fault diagnosis method is applied to detect the fault location of roller bearings. The conclusions drawn from this research are given in Section 7.
Local Characteristics-Scale Decomposition Method
LCD method is a kind of perfect time-frequency analysis approach. It is suitable for nonstationary and nonlinear signal. According to this method, a complex signal can be self-adaptively decomposed into a sum of ISCs and a residue ( ). That is,
where is the index of ISCs and ( ) is a residue. References [12, 13] have described this method. Each of ISCs includes main information of different frequency bands ranging from high to low and the information will change with the original signal ( ). ( ) represents the central tendency of original signal ( ). Figure 1 shows the vibration acceleration signal of the normal bearing, inner-race fault bearing, and outer-race fault bearing, respectively. As seen from Figure 1 , the vibration signals caused by roller bearing faults present nonstationary and nonlinear characteristics. As mentioned above, this kind of signal can be decomposed by LCD method. Figure 2 gives the decomposed results of the bearing vibration signal with inner-race fault. Figure 2 shows that signal is decomposed into some ISCs with different time scale and the characteristics of the signal can be drawn more obviously.
Singular Value Decomposition
Technique Based on LCD Method (LCD-SVD Technique)
For the nonlinear time series of data points { ( ), = 1, 2, . . . , }, a trajectory matrix X × can be formed based on phase space reconstruction theory. Let window length be an integer and the number of lagged vectors X = ( , . . . , + −1 ), where 1 < < , = − + 1, 1 ≤ ≤ . The trajectory matrix X × can be expressed as
Based on singular value decomposition (SVD) theory, a trajectory matrix × can be decomposed into a series of mutually orthogonal, unit-rank, and elementary matrices by using SVD [4] , that is,
where U ∈ × and V ∈ × and S is a × diagonal matrix; let 1 , 2 , 3 , . . . , be nonzero diagonal elements arranged in decreasing order. They are called singular values of matrix × , namely, singular spectrum, where
The number of nonzero diagonal elements reflects the complexity of frequency components in the nonlinear time series. When is bigger, the frequency components are more complex. Therefore, the singular spectrum of matrix × describes the characteristics of the nonlinear time series correspondingly.
However, reconstruction parameters, such as lag time and embedding dimension, would have effect on the result of SVD method. However, there is no mature theory for selecting the reconstruction parameters [5] . Targeting the nonlinear and nonstationary characteristics of vibration signals from bearing exhibiting local faults and the limitations of SVD techniques, LCD-SVD technique is presented to extract the fault feature vector in this investigation. Firstly, the nonlinear and nonstationary vibration signal is decomposed into a number of ISCs. Then, after selecting several ISCs to form a trajectory matrix, SVD is applied to obtain singular values as fault feature vector. Therefore, LCD-SVD technique should be able to extract the nonlinear and nonstationary characteristics of vibration. At the same time, this kind of method could easily avoid the difficulty of determining reconstruction parameters of SVD. Moreover, in this signal processing, because only several special ISCs are selected after analysis, the noise would be eliminated and the LCD-SVD method could improve the accuracy of feature extraction.
Parameter Optimization of SVM Based on CRO
4.1. Support Vector Machine. SVM was developed based on statistical learning theory. The basic idea of the SVM is mapping the training samples from the input space into a feature higher-dimensional space via a mapping function [19] . Suppose there is a given training sample set = {( , ), = 1, 2, . . . , }, where each sample ∈ belongs to a class by ∈ {+1, −1}. When the training data are not linearly separable in the feature space, the target function can be expressed as follows [19] :
where is the normal vector of the hyperplane; is a penalty parameter; is the bias that is a scalar; are nonnegative slack variables; ( ) is a mapping function. By introducing a set of 4 Shock and Vibration
Lagrange multipliers ≥ 0, the optimization problem can be expressed as [19] Maximize
The decision function can be given as [19] (
In general, the radial basis function kernel "RBF" is used as kernel functions in SVM method in machinery fault diagnosis [25] . "RBF" function is rewritten in the following equation:
where is kernel parameter. [23, 24] . CRO conducts stochastic searches using a population of molecules, each of which represents a possible solution to the problem for a specific problem. A population consists of a finite number of molecules; each molecule is decided by an evaluating mechanism to obtain its potential energy. Based on this potential energy and CRO operators, a new molecule is generated. In CRO, four types of elementary reactions are included: on-wall ineffective collision, decomposition, intermolecular ineffective collision, and synthesis. The principle includes four main steps: initialization, simulation of the chemical reactions, update of the reactants, and checking of the termination criterion. The details of CRO algorithm can be seen in [23, 24] .
Chemical Reaction Optimization

CRO-SVM Method.
The classification performance of support vector machine depends on its parameters. As mentioned above, Gaussian radial basis function kernel "RBF" is widely adopted as kernel function, whose parameters include a penalty factor and the standard deviation . Many techniques have been developed to select the SVM parameter [16] [17] [18] . In this paper, we use CRO to optimize the parameters of the SVM to improve the performance of SVM classifier.The flow chart of the CRO-SVM is shown in Figure 3 . First of all, the objective function and fitness function should be determined according to the specific problem. Secondly, the parameters and initial value (i.e., initial reactant) should be set. Thirdly, CRO algorithm is used to optimize parameters; subsequently, training data subset is input to train CRO-SVM model. Finally, based on classification accuracy, it will be judged whether the result meets the requirements. If they meet the requirements, the optimal parameters will be output and form the optimal classifier. If they do not meet the requirements, CRO method will continue to run until classification performance of SVM classifier meets the requirements and the loop terminates.
In the proposed CRO-SVM method, these variables needing optimizing are and , and the fitness function is the test error of the SVM [26] . That is,
where = ( , ) and the test error of SVM is defined as
where Test Error SVM is the test error rate. error is the number of miss-classified test samples and total test is the total number of test samples. It should be noted that setting the parameters for any optimization algorithm is very important when using that algorithm. Chemical Reaction Optimization parameters influence the classification accuracy [24] . Selecting the proper ratio of reactions is a very critical issue affecting the performance of CRO. The CRO parameters were fixed with the values given in the literature [27] ; that is, iterations = 50; PopSize = 5, MoleColl = 0.6, InitialKE = 1,000, KELossRate = 0.01, = 50, = 700, and buffer = 0. The results of each test are generated by averaging the error rate of the testing set in 50 trials. According to [16] [17] [18] , the lower and upper bounds of the and were given in [2 −14 , . . . , 2 14 ] for the CRO-SVM, the GA-SVM, the PSO-SVM, and the CRO-SVM classifiers below.
The Rotating Machinery Fault Diagnosis Method Based on LCD-SVD and CRO-SVM
Considering feature extraction and pattern recognition methods, we proposed a new fault diagnosis method based on LCD-SVD and the CRO-SVM for roller bearing. The scheme of the proposed method is shown in Figure 4 . The procedure is given as follows.
Step 1. Using vibration accelerometer, sample times at a certain sample frequency under running conditions, for example, normal condition, outer-race fault, and inner-race fault condition, respectively. And all vibration signals are taken as samples that are divided into two subsets, training samples and testing samples.
Step 2. Each sample signal is decomposed by LCD method and series of ISC can be obtained.
Step 3. Construct initial feature vector matrices A to each roller bearing vibration signal of each working condition according to
where is the number of ISCs, which contain main fault information selected after detailed analysis in order to decrease computation tense and diminish the noise in the vibration signal. Hence, the characteristic of roller bearing vibration signal ( ) could be extracted from the initial feature vector matrices A.
Step 4. Obtain the singular values of initial feature vector matrices A. By applying SVD technique,
where 1 ≥ 2 ≥ ⋅ ⋅ ⋅ ≥ , refer to the number of singular values.
Step 5. Design CRO-SVM classifiers. The singular values of the initial feature vector matrices A of the training samples are used as the fault feature vectors to train the CRO-SVM classifiers.
Application to Fault Diagnosis for Roller Bearing
6.1. Data Acquisition. The first dataset has been carried out on the small test rig shown in Figure 5 , which includes a motor, a coupling, a rotor, and a shaft with two roller bearings. Two types of faults are introduced in the inner race and the outer race of roller bearing (type 6311) by laser cutting slot with a width of 0.15 mm and a depth of 0.13 mm.
The shaft rotational frequency is 25 Hz and the first three resonance frequencies of the roller bearing are determined as 420 Hz, 732 Hz, and 1016 Hz, respectively. When local faults occur, the higher resonances would likely be excited. Hence, according to the sampling theory, the sampling frequency is set to 4096 Hz. The vibration signals were collected by the acceleration sensor placed on the bearing seat. The roller bearings with the three conditions (normal, inner-race fault (IR fault), and outer-race fault (OR fault)) were tested, and 45 vibration signals collected in each condition were obtained, from which 30 groups were selected randomly as the training samples and the rest as testing samples. The second dataset was downloaded from the Case Western Reserve University Bearing Data Center Website. The test stand includes a 2 hp reliance electric motor, a torque transducer/encoder, a dynamometer, and control electronics. The sample frequency is 485063 Hz and motor rotating speed is 1772 rpm. In this paper, the test bearings of electrodischarge machining with fault diameters of 0.007 inches are selected. The roller bearings with the four conditions (normal, innerrace fault, outer-race fault, and ball fault) were tested, and 80 groups of vibration signals in each condition were obtained, from which 60 groups were selected at random as the training samples and the rest as the test samples.
Experiment Results.
First, the vibration signals are decomposed into a number of ISCs by LCD method. It is noticed by preliminary analysis that the first four ISCs of higher frequency contain the main fault information of roller bearing. Therefore, the initial feature vector matrix A is established with the first four ISCs of higher frequency. Second, applying SVD to initial feature vector matrix A, the corresponding singular values can be obtained, which could be regarded as input vectors for the CRO-SVM classifier. Third, with the input vectors from training samples, the CRO-SVM classifiers were designed to achieve multiclassification CRO-SVM as Figure 6 . Last of all, unknown samples are classified with CRO-SVM designed to identify roller bearing conditions and fulfill fault location. For SVM1, define the running condition with inner-race fault as = +1 and the other condition as = −1; thus the inner-race fault could be separated from other conditions by SVM1. Then, define the condition with outer-race fault as = +1 and the other condition as = −1 for SVM2; thus, the outer-race fault could be separated from other conditions by SVM2, and the rest is normal condition. In order to make a contrast, we also design GA-SVM classifier and PSO-classifier at the same time. For two datasets, respectively, the identification results with above three kinds of classifiers for the same testing samples are shown in Tables 1 and 3. Tables 2 and 4 give the part classification result of LCD-SVD-CRO-SVM classifier for two datasets, respectively.
As seen from Tables 1 and 3 , when we adopt LCD-SVD technique to fulfill fault feature extraction, all three kinds of classifiers, including PSO-SVM, GA-SVM, and CRO-SVM, exhibit good classification performance. The classification success rates are above 90%. This proves that LCD-SVD technique is suitable for drawing the nonlinear and nonstationary characteristics of vibration signals and effective for fault feature extraction in roller bearing fault diagnosis, due to perfect self-adaptive ability. Simultaneously, the comparative analysis results show that CRO-SVM classifier combining with LCD-SVD (noted as LCD-SVD-CRO-SVM classifier) has higher average classification success rate and much shorter cost times than the comparative methods, because the new efficient optimization algorithm, CRO algorithm, is employed to improve the performance of SVM classifier.
Conclusion
In this paper, a fault diagnosis for roller bearing method based on LCD-SVD and CRO-SVM is proposed. Firstly, LCD-SVD technique is introduced to extract the fault feature vector. Secondly, CRO-SVM method is developed for classification recognition. Lastly, two datasets of roller bearing are used to verify the proposed method. The results of both the two datasets indicate that LCD-SVD technique is suitable for nonlinear and nonstationary signal processing due to selfadaptability and effective for fault feature extraction. Furthermore, the comparative analysis shows that the CRO-SVM classifier combination with LCD-SVD method outperforms the PSO-SVM classifier and GA-SVM classifier. The proposed method can get higher accuracy rate, while cost time is much shorter than the comparative methods. In summary, this novel proposed method is efficient and feasible for 
