We study the decidability problem for metric and layered temporal logics. The logics we consider are suitable to model time granularity in various contexts, and they allow one to build granular temporal models by referring to the`natural scale' in any component of the model and by properly constraining the interactions between di erently-grained components. A monadic second-order language combining operators such as temporal contextualization and projection, together with the usual displacement operator of metric temporal logics, is considered, and the theory of nitely-layered metric temporal structures is shown to be decidable.
Introduction
Temporal logic has been used widely and successfully to model and reason about temporal knowledge in several elds of computer science, including software engineering, databases, and arti cial intelligence. Almost all the proposed logics of time assume a at temporal model, constraining temporal information to be speci ed at a single level of granularity. As noticed in 2], being able to provide and relate temporal representations at di erent`grain levels' of the same reality is an important research theme for temporal logic and a major requirement for many applications.
With regard to logical speci cations, there exists a large class of real-time systems whose components have dynamic behavior regulated by very di erent time constants (granular systems). A good speci cation language must enable one to specify and verify the components of a granular system and their interactions in a simple and intuitively clear way, see e.g., 9]. With regard to temporal databases, when information is collected from di erent sources which are not under the same control, di erently-grained time-stamps are associated with di erent data. To guarantee consistency either the data must be converted into a uniform representation that is independent of time-granularity, or temporal operations must be generalized to cope with data associated with di erent temporal domains. In both cases, a precise semantics for time granularity is needed; see e.g., 21] . With regard to problem solving, intelligent temporal reasoning systems should be able to switch among time granularities in order to provide either quick coarse-grain answers, or slower ne-grain ones, depending on the requirements for responsiveness and quality of the answer, see e.g. , 8] . Finally, shifts in This work has been supported by funds MURST 40% and 60%. The rst author was supported by a grant from the Italian Consiglio Nazionale delle Ricerche (CNR). This work was carried out while the rst author was visiting ILLC, University of Amsterdam. the temporal perspective occur very often in natural language communication, and thus the ability of supporting and relating a variety of temporal models, at di erent grain sizes, is a relevant feature for the task of natural language understanding. For all these application domains (and many others), the atness of the temporal model underlying most logics of time proposed in the literature is a major drawback. In 5, 14], Montanari et al. proposed a metric and layered temporal logic (MLTL for short) for specifying granular real-time systems. Metric temporal logics, e.g., 12, 15] , extend propositional logic with a parameterized operator of relative temporal realization. MLTL can be viewed as the combination of a number of di erently-grained metric temporal logics. It replaces the at temporal domain of metric temporal logics with a temporal universe consisting of a set of di erently-grained temporal domains together with relations between instants belonging to di erent domains. To qualify formulae with respect to the temporal universe, MLTL is equipped with an operator of contextualization that identi es the domains a given formula refers to. Within each temporal domain, it is then possible to talk about truth and falsehood of formulae at di erent time instants by means of a displacement operator. Finally, a projection operator can be used to constrain the relationships between formulae associated with di erently-grained domains.
The combined use of these operators allows one to represent a granular system by properly connecting a set of di erently-grained formulae. In the simplest case, this might just be a boolean combination of formulae referring to di erent temporal domains. In more complex cases, the projection operator is used to deal with nested quanti cations of di erently-grained temporal displacements (e.g., to specify the condition: \there exist some days during which the plant remains inactive for some hours"), or to specify the composition of di erentlygrained temporal displacements (e.g., to specify the condition: \in twenty seconds, ve minutes will have passed from the occurrence of the fault"). Moreover, MLTL can be provided with consistency rules that, given the truth value of a formula with respect to the domains it explicitly refers to, constrain its truth value with respect to other domains (a detailed discussion can be found in 5] ). This paper focuses on the decidability of the validity and satis ability problems for MLTL. In 1], Alur and Henzinger showed that, under suitable assumptions about the temporal domain and the associated operations, the validity and satis ability problems for real-time logics are decidable. These problems can be reduced, through coding into the theory S1S, to the decidable problem of determining whether or not the language recognized by a given B uchi automaton is empty 20] . Our goal is to generalize this result to temporal logics combining metric and layered features.
When faced with a combined logic, there are at least two possible approaches to the problem of establishing its logical properties such as decidability, soundness and completeness. The rst identi es what constraints the combination method must satisfy to guarantee the transfer of logical properties from the component logics to the combined one; examples can be found in 10, 15] . Otherwise, instead of lifting logical properties from the components to the combined logic, one can try to obtain a reduction to one of components and solve the problem for that one component. In this paper we follow the latter strategy by embedding nitely- 1 More precisely, the problem of checking the validity of a formula F can be reduced to the decidable problem of checking whether or not the language recognized by the B uchi automaton corresponding to :F is empty, while the problem of checking the satis ability of a formula F can be reduced to the decidable problem of checking whether or not the language recognized by the B uchi automaton corresponding to F is not empty. layered metric temporal structures into their nest metric component, and then reducing the decidability of the theory of the simplest component to a theory that is known to be decidable, namely S1S; cf. 7, 18] .
The paper is organized as follows. In Section 2, we introduce the theory of nitely-layered metric temporal structures. In Section 3, we show how to reduce the decidability problem for this theory to the decidability problem for S1S. Conclusions provide an assessment of the work, and outline the current topics of research.
2 The theory of nitely-layered metric temporal structures Let L 2 LM be the second-order language for the theory of nitely-layered metric temporal structures T LM . It includes individual variablesx;ỹ; : : : and (uninterpreted) unary predicate symbols, the constant symbol0, the unary function symbols+ 1 1; : : : ;+ n 1 (local successors), the unary (interpreted) predicate symbolsT 1 ; : : : ;T n (contextualizations), the binary relational symbols~ 1 ; : : : ;~ n (local orderings), " (upward projection) and # (downward projection), 1;2 ;~ 1;3 , : : : ;~ n;2 ;~ n;3 ; : : : (local congruences), and quanti cation of individual variables and (uninterpreted) unary predicate symbols. The rst-order fragment of L 2 LM is denoted by L LM . We restrict ourselves to formulae that contain no free individual variables. Setting up the structures in which L 2 LM can be interpreted is our next task; it takes quite a bit of work. We de ne a nitely-layered metric temporal structure as a tuple (T ;T 1 ; : : : ;T n ;~ 1 ; : : : ;~ n ; "; #;~ 1;2 ;~ 1;3 ; : : : ;~ n;2 ;~ n;3 ; : : : ;+ 1 1; : : : ;+ n 1;0): T is the carrier set of the structure, and it is called the temporal universe. The n components . Let us call the granularity relation. For each pair of domainsT i ;T j , we say that the granularity of T i is coarser (resp. ner) than the granularity ofT j if and only ifT i T j (resp.T j T i ).
Formally, a granularity relation on fT 1 ; : : : ;T n g is a total ordering such thatT i T j , for 1 i < n ? 1 and i < j n. Each vectorx such thatT i is the nest domain to which it belongs is called a time instant ofT i . A ne membership relation 2 0 is de ned such that x 2 0T i if and only ifx 2T i^x 6 2T i+1 . Since n is nite, for eachx 2T , there exists one and only oneT i such thatx 2 0T i . Moreover, for each pair of consecutive domainsT i ;T i+1 , with 1 i < n, we assume that there exists a natural number cf i;i+1 , called the conversion factor betweenT i andT i+1 , that expresses the ratio between the granularities of time instants nely belonging to the two domains (homogeneity assumption).
Furthermore,~ 1 ; : : : ;~ n are binary relations of local temporal ordering overT 1 ; : : : ;T n , respectively; " and # are binary relations of upward and downward projection overT ;~ i;2 , i;3 , . . . are binary relations of local time congruence overT i , for 1 i n;+ 1 1; : : : ;+ n 1 are unary successor functions of temporal displacement overT 1 ; : : : ;T n , respectively; and0 is the zero vector (see below).
To specify the components of nitely-layered metric temporal structures, we introduce a representation for temporal vectors. For 1 i n, we represent the set fx jx 2 0T i g as the product N Q i?1 k=1 0; cf k;k+1 ), where each pair 0; cf k;l ) denotes an interval of natural numbers. The representation of the set fx jx 2T i g is thus simply S n j=i N Q j?1 k=1 0; cf k;k+1 ). ; : : : ;T i n T i+1 , respectively. Example 2.1 Consider a temporal universe consisting of hours, minutes, and seconds. An hour is speci ed by its absolute value, e.g. hour 4011, a minute is speci ed by the hour it belongs to plus a displacement with respect to the rst minute of such an hour, e.g. the sixteenth minute of hour 4011 is represented by the pair (4011; 15), a second is speci ed by the hour it belongs to plus a displacement with respect to the rst second of the minute it belongs to, which in its turn is speci ed in the same way with respect to the hour, e.g. the third second of the sixteenth minute of hour 4011 is represented by the triplet (4011; 15; 2).
We now de ne local orderings, congruences and successors, and upward and downward projections. For i = 1; : : : ; n, the local ordering~ i between any pair of vectorsx;ỹ 2T i is de ned in terms of ordering of their components.
De nition 2.2 (Local ordering) For each domainT i , a local ordering~ i (lexicographical ordering) is de ned such that, for each pair of vectorsx;ỹ 2T i , x~ iỹ i 8j(
The apparently stronger notion of local congruence~ 0 i;d betweenx;ỹ 2 0T i that holds whenever all the components are congruent modulo-d, can be de ned as follows: x~ 0 i;dỹ i 8j ( 
Supporting basic MLTL functionalities
Now that we have de ned our language for talking about layered and metric temporal structures, we show how it can express the three key features of metric and layered temporal logics de ned in Section 1: contextualization, and granular and metric displacement, thus showing the expressiveness of the language L 2 LM , and its usefulness as a framework for studying metric and layered temporal logics. We will also introduce the notions of (global) )". It follows that two vectors nely belonging to di erent domains are distinct.
Contextualization can occur in di erent types of formulae. As an example, it is involved in formulae stating that there exists a time instant belonging to a given domainT i at which a formula is true, and in formulae stating that is true at each instant of a given domaiñ T i (restricted quanti cation). These formulae take the forms 9x(x 2 0Ti^ (x)) and 8x(x 2 0 T i ! (x)), respectively. De nition 2.12 (Granular ordering and equivalence) We de ne a partial ordering over T based on the`grain-size' of vectors (x ỹ if and only ifx is coarser thanỹ) as follows:
x ỹ i 9i; j(x 2 0Ti^ỹ 2 0Tj^i < j); where the right-hand side formula stands for \(x 2 0T1^ỹ 2 0T2 )_(x 2 0T1^ỹ 2 0T3 )_: : :_(x 2 0 T n?1^ỹ 2 0Tn )". Moreover, an equivalence relation over T , such thatx ỹ if and only if x is as coarse asỹ, can be de ned as follows:
x ỹ i 9i(x 2 0Ti^ỹ 2 0Ti ); where the right-hand side formula stands for \(x 2 0T1^ỹ 2 0T1 ) _ : : : _ (x 2 0Tn^ỹ 2 0Tn )". Granular displacement is directly supported by upward and downward projections. As in the case of contextualizations, we adopt a set notationỹ 2 "(x) (resp.ỹ 6 2 "(x)) instead of "(x;ỹ) (resp. :"(x;ỹ)).
De nition 2.13 (Granular displacement) For each pair of vector variablesx;ỹ,ỹ 2 "(x) holds if and only if (the value of)ỹ belongs to the upward projection of (the value of)x, whilẽ y 2 #(x) holds if and only if (the value of)ỹ belongs to the downward projection of (the value of)x. Granular displacements allow one to express conditions on the belonging of an instant to the projection of another one. For instance, the constraint thatỹ must belong to the downward projection ofx is expressed by the atomic formulaỹ 2 #(x). Moreover, existential and universal quanti cations under projection can be used to state that there existsỹ belonging to the downward projection ofx such that a formula is true atỹ, as well as to state that is true at eachỹ belonging to the downward projection ofx (restricted quanti cation). These formulae take the forms 9ỹ(ỹ 2 #(x)^ (ỹ)) and 8ỹ(ỹ 2 #(x) ! (ỹ)), respectively.
The relations " and # can be specialized to restrict upward and downward projections to a speci c domain. For each domainT j , the restriction of upward (resp. downward) projection toT j denoted by " j T T j (resp. # j T T j ) is de ned as follows (according to the set notation):ỹ 2 " j (x) i ỹ 2 "(x)^ỹ 2 0Tj (resp.ỹ 2 # j (x) i ỹ 2 #(x)^ỹ 2 0Tj ): Proposition 2.14 For eachx 2T and 1 j n, there exists at most one vectorỹ 2 0T j such thatỹ 2 " j (x). More precisely, ifx 2 0T i and j i, then there exists one and only one vectorỹ 2 0T j such thatỹ 2 " j (x), while, ifx 2 0T i and i < j, then there are no vectors y 2 0T j such thatỹ 2 " j (x). Moreover, for eachx 2T and 1 j n, ifx 2 0T i and i j, then there exist cf i;j vectorsỹ 2 0T j such thatỹ 2 # j (x), where cf i;i = 1 and, for j > i, cf i;j = cf i;i+1 : : : cf j?1;j , while ifx 2 0T i and j < i, then there exist no vectorsỹ 2 0T j such thatỹ 2 # j (x).
The following example gives a natural explanation of the proposed structure for time granularity in terms of specialized upward and downward projections. Example 2.15 Consider a temporal universe consisting of hours, minutes, and seconds, and letx be the second represented by the triplet (4011; 15; 2). The pre x ofx with respect toT where the right-hand side formula is the usual shorthand. On the basis of~ , it is immediate to de ne a binary relation' of temporal equivalence such that, for each pair of vector variables x;ỹ,x'ỹ holds if and only ifx~ ỹ^ỹ~ x holds. where the formula on the right-hand side is the usual shorthand.
It is clear that, as long as we are interested in supporting the basic functionalities of MLTL, a proper fragment of L 2 LM is su cient, including (uninterpreted) unary predicate symbols, the constant symbol0, the unary function symbol+1 (metric displacement), the unary predicate symbolsT 1 ; : : : ;T n (contextualizations), the binary relational symbols~ (temporal ordering), " and # (granular displacements),~ 2 ;~ 3 ; : : : (temporal congruences), and quanti cation of individual variables and (uninterpreted) unary predicate symbols.
In conclusion, we point out that the theory of nitely-layered metric temporal structures does not impose any constraint on the relationships among the truth values of free predicate symbols with respect to the di erent domains. As an example, it may happen that a given predicate p is true with respect to some (all) instants ofT i n T i+1 and false with respect to all instants of T j n T j+1 , with 1 i < n, 1 < j < n, and i < j. This situation is described by the following example. However, projection relations can be used to codify speci c consistency rules that, given the truth value of a formula with respect to a certain domain, allow us to constrain its truth value with respect to other domains. For lack of space we won't give the actual encoding here. 
Decidability results for real-time logics
Real-time logics extend linear propositional temporal logic (PTL) with an explicit notion of time. PTL is provided with a notion of state (of computation), and it is interpreted over in nite sequences of (computation) states. It is widely used to specify and verify reactive and concurrent programs/systems, e.g. 13]. Qualitative timing constraints expressing safety and liveness properties of programs/systems can indeed be easily coded in PTL. As an example, a response property of the form \each p-state is followed by a q-state" is speci ed in PTL by the formula 2(p ! 3q). The set of models of , i.e., the set of interpretations that satisfy , is denoted by M( ). PTL-formulae can be translated into L-formulae without changing their set of models. L 2 is essentially the language underlying the second-order theory of one successor S1S, because is de nable in terms of the successor and hence inessential. B uchi connected S1S with nite automata over in nite words 3], and used this relationship to prove the decidability of S1S 4].
PTL cannot be used to specify real-time systems, because it cannot express quantitative timing constraints, such as deadlines and timing delays. To overcome this shortcoming PTL has been extended with explicit time references (Timed PTL 1]). The resulting real-time logics have explicit notions of state and time, and are interpreted over in nite sequences of timed states. Real-time logics are characterized by three main`parameters': the temporal domain, the primitive operations de ned over it, and the time function that maps each state into its time. Di erent choices of the parameter values make the validity/satis ability problems for real-time logics decidable or undecidable. Most real-time logics proposed in the literature cannot be decided, thus failing in establishing the proper balancing between expressiveness and decidability. Some of them recover decidability sacri cing completeness. As an example, consider the formula expressing the bounded response time property. A sequence of timed states for this formula speci es the truth values of p and q, and the value of f, at each state i 0. For each state i, let us denote the time di erence f I (i) ? f I (i ? 1), with f I (?1) = 0, by df I (i). Even if df I takes value over N, to determine the truth value of the considered formula with respect to the given interpretation I, it su ces to know, for each state i, if df I (i) is equal to 0, or it is equal to 1, or it is greater than or equal to 2. This allows us to model df I by means of three monadic predicates over the state sort Tdi 0 ; Tdi 1 , and Tdi 2 only (time-di erence predicates). A notion of extended state sequence for the given formula can thus be de ned as a state sequence in the propositions p; q; Tdi 0 ; Tdi 1 , and Tdi 2 such that (i) it agrees with the original timed state sequence on p and q, and (ii) codi es constraints on the time distances between states in terms of time-di erence predicates. The same technique can be used to model time-congruence relations in terms of a nite number of monadic time-congruence predicates Tcong i;j over the state sort. As a general rule, it is possible to prove that, given a formula 2 L 2 T and two interpretations I and J for with the same underlying extended state sequence, I 2 M T ( ) if and only if J 2 M T ( ) 2 . This means that the extended state sequence underlying a given interpretation I contains enough information to decide whether or not is true with respect to I. Therefore, each formula 2 The original proof is given in 1]. Corrections and remarks on this proof can be found in 16].
can be characterized in terms of the set M T ( ) of the extended state sequences underlying its interpretations rather than in terms of the set M T ( ).
The main outcome of Alur and Henzinger's decidability results is the method they outline. They have proved that metric temporal information (time di erences and time congruences over the time sort) can be modeled by means of a nite set of monadic predicates over the state sort. Their proof relies on the nite-state character of (metric) temporal information, which can be expressed as follows: each temporal property that partitions an in nite set of states (instants) into a nite set of classes can be nitely modeled and it is then decidable. In the following, we generalize Alur and Henzinger's decidability results to nitely-layered metric temporal structures proving that temporal contextualization and projection can be nitely modeled. In the translation 1 of a sentence , each vector variablex, occurring in , will be replaced by n + 1 variables x 1 ; : : : ; x n ; x, where x 1 ; : : : ; x n represent the starting points of the time intervals of N to which x may belong. Intuitively, x 1 ; : : : ; x n represent the projections of the (absolute positions of the) components ofx. Whatever the formula is, x 1 ; : : : ; x n ; x must satisfy the following constraints:
Flattening the nitely-layered structure
(a) for i = 1; : : : ; n ? 1, x i cf i;n 0; (b) for i = 1; : : : ; n ? 1, x i x i+1 < x i + cf i;n ; (c) for i = 1; : : : ; n, x i x ! x < x i + cf i;n ;
where cf i;n = cf i;i+1 : : : cf n?1;n is the conversion factor betweenT i andT n .
The rst two conditions codify basic properties of temporal structures: (a) says that the time instants ofT i are encoded by intervals starting at k cf i;n and ending at (k +1) cf i;n , for k = 0; 1; : : :; (b) guarantees that the intervals starting at x 1 ; : : : ; x n , are ordered by inclusion according to granularity. For i 1, (c) will enforcex 2T i to be equivalent to x i x. Accordingly, (d) expresses the fact that, for everyx,x 2T
1 .
For every vector variablex, the formula (x 1 ; : : : ; x n ; x) de ned as:
will be introduced by the translation in order to guarantee (a)-(d) to hold. Since each individual variablex occurring in is quanti ed, (x 1 ; : : : ; x n ; x) will be introduced during the translation of 8x or of 9x to constrain the relationships among x 1 ; : : : ; x n ; x.
Term equality. In view of Proposition 2.11, atomic formulae of the form (1) expressing term equality are translated as follows:
Contextualizations. Atomic formulae of the form (2) Upward and downward projections. Atomic formulae of forms (3) and (4) relate (the values of)x;ỹ possibly belonging to di erent domains. Their translation is more complex, because neither the domain ofx nor the domain ofỹ are known in advance, and therefore the translation must encompass all possible cases. First, (the value of)x can belong to any domain. Moreover, if (the value of)x belongs toT i and (the value of)ỹ belongs to its upward (resp. downward) projection, then (the value of)ỹ can belong to any domainT j coarser (resp. ner) thanT i . The translations ofỹ 2 "(x) andỹ 2 #(x) are therefore de ned as follows:
Local orderings and congruences. Atomic formulae of the form (5) constrain the ordering of (the values of)x;ỹ nely belonging to the same temporal domainT i . The ordering relation betweenx andỹ is translated into an ordering relation between the starting points of the corresponding intervals:
1 (x~ iỹ ) = x i y i :
Atomic formulae of the form (6) Predicates. Atomic formulae of the form (7) state the truth of a predicate p k atx. As we have already noticed, it may happen that, for example, there exist two domainsT i ;T j , with i < j, and a predicate p k such that p k holds at a givenx 2 0T i and p k does not hold at anỹ y 2 0T j such thatỹ 2 0 # j (x). As a consequence, for each predicate symbol p k we need to Besides replacing the predicate symbol p k by the n predicate symbols p k;1 ; : : : p k;n , the translation states that there exists an index i such that x is greater than or equal to x i and p k;i holds at x:
where the translation is a shorthand for a nite disjunction.
Quanti ers and logical connectives. To generalize the translation function to any L 2 LM sentence, we must de ne its behavior on quanti ers and logical connectives. Each quantication of individual variables 8x (resp. 9x) is split into n quanti cations 8x 1 ; : : : ; 8x n (resp. 9x 1 ; : : : ; 9x n ). Moreover, a nested existential quanti cation of the variable x is added. Finally, the formula (x 1 ; : : : ; x n ; x) is inserted to restrict the set of admissible values for x 1 ; : : : ; x n ; x.
The translation of quanti ed formulae is thus de ned as follows: 1 (8x ) = 8x 1 ; : : : ; 8x n 9x(( (x 1 ; : : : ; x n ; x) ! 1 ( )); 1 (9x ) = 9x 1 ; : : : ; 9x n 9x( (x 1 ; : : : ; x n ; x)^ 1 ( )):
Remark. The translation of quanti cations over individual variables provides us with the set of all variables that can possibly occur in the translation of the formula in their scope. Which ones of these variables will actually come into play in the translation of the quanti ed formula depends on the contextualizations contained in the formula (if any). 3 The addition of the consistency rule would make such a splitting of pk unnecessary.
Each quanti cation of predicate variables 9p k (resp. 8p k ) is split into n quanti cations 9p k;1 ; : : : ; 9p k;n (resp. 8p k;1 ; : : : ; 8p k;n ). The corresponding translation of quanti ed formulae (existential case) is de ned as follows: 1 (9p k ) = 9p k;1 ; : : : ; 9p k;n 1 ( ):
Finally, the translation distributes over the logical connectives.
The de nition we have adopted for the validity of a given predicate p k on a given vector x hides an existential quanti er ranging over the components ofx (p k (x) holds if and only if for some j, p k holds on the j-th component ofx). It is useful to compare the translations of p k (x) and :p k (x) to see how 1 deals with the di erent strength of positive and negative assertions. In the rst case, the resulting formula says that there exists i such that p k;i holds at x and x i x; in the second case, the resulting formula says that, for all i, either x < x i or p k;i does not hold at x (or both). Therefore, the only way to say that there exists i such that :p k;i holds at x and x i x is replacing :p k (x) by nonp k (x) in the formula :p k (x), where nonp k is a new predicate such that, for allx, nonp k holds atx if and only if p k does not hold atx.
Let us now prove that 1 preserves the satis ability (validity) of sentences of L 2 LM . By induction on formulae we prove a more general preservation result for generic formulae, instead of just sentences. We need a semantic counterpart of the translation function 1 1 (I)(y j ) = 1 (I)(y) = t 2 j cf j;n 1 (I)(y j+1 ) = : : : = 1 (I)(y n ) = 1 (I)(y j ) + cf j;n ; satis es (x 1 ; : : : ; x n ; x)^ (y 1 ; : : : ; y n ; y)^ 1 ( ) with respect to 1 (I).
As examples, consider the cases in which is an atom of the form either p k (x) orỹ 2 "(x). In the rst case, I j = p k (x) is equivalent to say that there exists a vectort = (t 1 ; : : : ; t i ; : : : ; t h ) such that t i 2 p I k;i ; therefore, by de nition of 1 (I), p 1 (I)(x n ) = a n 1 (I)(x) = a 1 (I)(y 1 ) = b 1 . . . 1 (I)(y n ) = b n 1 (I)(y) = b for (x 1 ; : : : ; x n ; x)^ (y 1 ; : : : ; y n ; y)^ 1 ( ) with respect to 1 (I), a satisfying assignment for with respect to I can be obtained as follows. Let i and j be such that a i a < a i+1 and b j b < b j+1 ; the vectorst 1 andt 2 de ned as t 1 = (a 1 =cf 1;n ; : : : ; a i =cf i;n ) ;t 2 = (b 1 =cf 1;n ; : : : ; b j =cf j;n ); satisfy with respect to I. For any given interpretation J , we build the corresponding interpretation J 0 in two steps. In the rst step, we map the interpretation J into an interpretation (J ) (projection on the starting point) de ned as follows. 4 Notice that, if the L 2 LM -formula is a sentence, the corresponding L The proof is straightforward and is left to the reader.
To obtain the desired interpretation, each -interpretation J is then mapped into an interpretation (J ) (expansion over the whole interval) de ned as follows.
De nition 3. k;i = fx j bx=cf i;n c cf i;n 2 p J k;i g: (1) (J ) is the interpretation that, for every x 2 q cf i;n ; (q + 1) cf i;n ), sets the truth value of p k;i on x equal to the truth value of p k;i on q cf i;n .
The following lemma holds: Notice that every -interpretation is a 1 (I) interpretation, for some interpretation I for L 2 LM . Now, our main preservation result follows from the previous lemmas. , it can be easily reformulated in terms of a particular two-sorted second-order theory of timed state sequences whose time function is the identity function. Nevertheless, we will introduce and brie y discuss 2 , mainly because it turns out to be a (rather elegant and) essentially compositional translation for our setting.
Terms of L 2 M are de ned as follows: (i) the zero constant 0 is a term; (ii) each variable x is a term; (iii) if t is a term, then t + 1 is a term; (iv) nothing else is a term. In the following, we will use +n as a shorthand for n superpositions of +1. As in the case of L 2 LM -formulae, we assume without loss of generality that terms appearing in atomic formulae of L 2 M which are not equalities are variables. Atomic formulae are of the forms t 1 = t 2 ; x y; x d y, and p k (t), 5 It is worth noting that a di erentiation between the notions of state and time can be recovered using granularity. Upward projection can indeed map two time instants which are distinct with respect to the domain they nely belong to into the same time instant of a coarser domain. With respect to the coarser domain, the original time instants can be viewed as an ordered pair of simultaneous states.
where t 1 ; t 2 are terms, x; y are variables, is the binary ordering relation, d is a binary congruence relation, and p k is an uninterpreted unary predicate symbol. Compound L 2 Mformulae can be obtained by means of logical connectives and quanti cations over individual and predicate variables. In particular, inequalities (6 =) and strict inequalities (<) can be de ned in terms of = and in the usual way.
With regard to compound L 2 M -formulae, 2 distributes over quanti ers, negation, and conjunction. Therefore, we only need to de ne 2 on atomic formulae. We rst consider atomic L 2 M -formulae of the form y = x + n. We will show that they can be reduced to Hence, from the the decidabiity of S1S, the decidability of T LM follows:
Corollary 3.10 The theory of nitely-layered metric temporal structures is decidable.
Remark. Notice that the above result directly holds for metric and layered temporal logic non-axiomatically de ned. Indeed, we rst identi ed a relevant class of temporal structures, namely, the class of nitely-layered metric temporal structures; then, we de ned the corresponding theory T LM and showed that such a theory can be reduced to S1S. An axiomatic counterpart of T LM can be obtained extending a simpli ed variant of TPTL (real-time propositional temporal logic), where state variables are replaced by time variables and is interpreted as the successor over time, with contextual and projection operators of MLTL.
Conclusions and further work
In this paper we have proved the decidability of the theory of nitely-layered metric temporal structures through its reduction to the decidable theory S1S. Since the validity problem is non-elementary already for the classical rst-order theory of natural numbers with linear order and monadic predicates, it is obviously non-elementary also for the considered theory. Nevertheless, we expect that modal counterparts of the proposed theory corresponding to an
elementary, yet expressively complete, fragment of L 2 LM can be identi ed. To this end, we are currently analyzing suitable propositional fragments of MLTL. We are also considering the problem of executing logical speci cations. In principle, decidability proof methods outline an e ective procedure to prove the satis ability and/or validity of a formula. However, as soon as certain assumptions about the nature of the temporal domain and the available set of operations are relaxed, the satis ability/validity problem becomes (strongly) undecidable. In this respect, proof-theoretic approaches seem to o er a valid alternative, e.g., 6]. Finally, in 17] we extended the decidability results given in this paper to !-layered metric temporal structures consisting of a denumerable set of (either arbitrarily coarse or arbitrarily ne) temporal domains.
