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Abstract. Computer simulations of the phenomenon of contact melting in binary alloys with chemical 
miscibility gap are performed on the basis of the phase field theory. Kinetics of the process is examined 
within the  isothermal  approximation,  as  a  function of  initial  state.  As evidenced by simulations,  the 
simplest  phase  field  model  is  capable  of  reproducing  the  basic  properties  of  the  phenomenon.  The 
numerical results obtained suggest the diffusive nature of contact melting. 
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1. Introduction. 
The goal of this work is a study of the phenomenon of contact melting (CM) characteristic of 
binary systems with chemical miscibility gap in solid state. Its essence is that the two solid components of 
a binary alloy, being separately in equilibrium at a temperature below both melting points, but above the 
minimum melting temperature, start melting when brought into contact. In spite of the fact that CM is 
rather common in multicomponent systems and has important industrial implications [1], its theoretical 
explanation is till now mainly limited to general thermodynamical considerations ignoring the kinetics of 
the phenomenon. To investigate CM in more detail, we employ computer simulations based on the phase-
field theory (PFT), which received in recent years wide acceptance as a tool for description and numerical 
simulation of processes of structure- and phase formation in various materials [2-4]. PFT is based on the 
idea to describe the properties of complex systems in terms of continuous phase variables, which specify 
the  phase  state  (liquid  or  solid)  as  well  as  any  other  properties  of  media.  This  makes  possible  to 
approximate the sharp interfaces between the phases by transition layers and avoid the complications 
associated with solving free boundary problems. To describe the microstructural evolution of a material, 
the dissipative dynamics equations for the phase fields, temperature and concentration are employed. It 
should be mentioned that the vast majority of works reporting PFT-based simulations (see, for instance, 
[2-7])are mainly dealing with the formation of various patterns in materials, while the above mentioned 
phenomenon of CM remains poorly examined.
 In this work we use the simplest version of PFT for binary alloys, where the specific kind of  
phase diagram is provided by the chemical miscibility gap of solid components. In spite of limitations in 
the description of differences in solid phases and solid-solid interfaces [8], it still reproduces a number of 
basic properties of such alloys, and may provide a basis for important conclusions. 
 
2. Basic PFT equations.
 
PFT is based upon the fundamental principles of irreversible thermodynamics. In particular, in 
order to study isothermal processes in binary systems, we can start with the free energy representation of 
a system in the form of the functional of phase variables and concentration
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where f (φ , c ,T ) is the free energy density; Т, c, and φ denote the temperature, concentration and the 
phase field, respectively. Then, by applying the fundamental requirement of thermodynamics that the free 
energy can only decrease in an isothermal process, one arrives at the PFT equations describing the 
dissipative microstructural dynamics in complex media.  For the particular case of an isothermal binary 
system consisting of A and B components, they read [4]
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Here the quantities ΦM and CM  are the kinetic coefficients specifying the relaxation rate of the system 
to the equilibrium state; Φε  and Cε  are the model parameters, which determine the surface energy for 
interfaces and introduce into the model the dependence on the concentration and phase gradients; and the 
component concentrations Ac and Bc  are related to the concentration c as ccA −=1 ; ccB = . The 
meaning of the phase variable is that it specifies the phase state, 0=φ  for solid, and 1=φ  for liquid, at 
the point (x,t). 
The specific features of the microstructural processes in the system are determined by the 
particular form of free energy density f (φ ,c ,T ) . In what follows, we use its classical expression for a 
non-ideal binary system [4]
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where R is the gas constant, mν is the molar volume, SΩ  and LΩ are the mixing energies for the solid 
and liquid state, respectively. The component free energies ),( Tf A φ  and ),( Tf B φ  have the form
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where  AMT and  
B
MT are the melting temperatures,  AW and  BW  are the energetic barriers associated 
with the surface energy of liquid-solid  interfaces  for the components  A and B;  AL and  BL  are  the 
component latent heats; the functions 22 )1()( φφφ −=g  and )61510()( 23 φφφφ +−=p  are the barrier 
and interpolating functions constructed in such a manner as to provide the description of the liquid-solid 
interfaces of a finite width. The kinetic coefficients ΦM and CM  are determined for a binary system as
BA cMMcM +−=Φ )1( (6)
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with SD  and LD  being the solid and liquid diffusivities, respectively. 
3. PFT modeling of CM. Numerical Results.
To examine the process of CM in a binary system within the isothermal approximation, the system 
of Eqs.(2-3) was solved numerically, in 1D and 2D geometry, for the following set of model parameters: 
domain of solution was 4max 100.2 −⋅=X  cm; time interval for solution of non-steady problem t=0…5 
sec; difference in the mixing energies for solid and liquid phases 3J/cm 0035=Ω ; melting temperatures 
A
MT = 3500 and  
B
MT =3000 °К; latent heats 4500=AL  and 
3J/cm1000=BL ; surface energies for 
liquid/solid interfaces 25 J/cm103 −⋅== BA σσ ; kinetic parameters for interfaces sec)K /(5.0 °= cmAµ ; 
sec)K /(1.0 °= cmBµ ; diffusivities /secсm10 28−=SD  and /secсm10 25−=LD . 
We give below the results of simulations in the dimensionless form, by using the basic units 
defined as follows. As the length unit 0l  we take the size of solution domain, for the time unit we use the 
typical diffusive time t0=l0
2/DS ; the quantities with the dimensionality of specific energy like
),,( Tcf φ , Ω, BAW ,  and BAL ,  are measured in the units of mAMRTf ν/0 = , and the temperature unit 
is AMT . Further dimensionless quantities (marked with overline) entering the basic PFT equations are 
defined as SLL DDD /≡ ; 00,, tfMM BABA ≡ ; )/( 020,, flCC ΦΦ ≡εε . Accordingly, in dimensionless form 
the relevant parameters used in PFT-simulations were: BMT =0.86 ( 1≡
A
MT ); AL =1.15, BL =0.25; Ω
=0.89; 310=LD ( 1≡SD );
3103.2 −⋅== BA WW ;
810=AM ;
7108.7 ⋅=BM ;
52 1015.1 −Φ ⋅=ε ;
42 1015.1 −⋅=Cε . 
Let us say a few words about the choice of parameters. Most of them are within the range typical 
for real materials and similar PFT simulations. The estimation of the concentration gradient coefficient 
Cε  from the experimental data seems to be impractical. We assumed its square to be by an order greater 
than that of phase gradient coefficient Φε , because the solid-solid surface energy is typically greater than 
that of solid-liquid interface, and the above coefficients are responsible for these interfacial energies.
In evaluating the parameters needed for simulations, we used the relations given in Ref.[4] 
between the barrier BAW ,  and surface BA,σ  energies, respectively, as well as those for the kinetic 
parameters BA,µ and BAM , .
To  examine  the  processes  of  CM,  the  relevant  phase  diagram with  melting  lines  is  needed. 
Conventionally, these can be obtained from the requirement that the chemical potential must be constant 
at  solid-liquid  interface  [4].  Here  we  compute  the  phase  diagram  numerically,  in  a  straightforward 
manner. For this purpose, PFT equations (2-3) were repeatedly solved with different initial conditions 
corresponding to high density set of points on the (T,c) plane in the vicinity of melting lines, and the final 
equilibrium solutions were used to identify the associated (solid, liquid, or mixed) phase state. The results 
for the above parameters are given in Fig.1. 
In  numerical  simulations  of  CM  Eqs.(2-3)  were  solved  for  the  given  constant  temperature 
75.0=T   above the minimum melting temperature  61.0=ET  on the phase diagram, and below the 
melting temperatures BMT =0.86 and 1≡
A
MT  of both components.
The  initial  concentration  distribution  has  been  set  in  such  a  way  as  to  describe  two  pure 
components (c=0 and c=1) in solid state  separated by some transition region (of the width  05.0≈ ), 
where c varies from 0 to 1 (Fig.2, right). Notice, that at the temperature 75.0=T  the points c=0 or c=1 
specify the thermodynamically stable solid phases of pure components. 
It  should  be  pointed  out,  that  in  the  absence  of  fluctuations  the  phenomenon  of  CM is  not 
observed due to  the fact  that  the PFT equations  by themselves  allow an infinite  existence of steady 
solutions describing the overheated solid state. The usual way to treat this problem is to add the Gaussian  
noise terms responsible for fluctuations to PFT equations [9-11]. Unfortunately, the accurate description 
of dynamical  fluctuations  in PFT-formalism seems to be yet not solved theoretical  problem (see,  for 
instance, the comments on closely related issues in Refs. [12-13] and the references therein). For this 
reason,  to  trigger  the  process  of  CM,  we  introduced  small  additional  noise  with  0.01  mean-square 
deviation to the initial phase distribution ( 0=φ ) only. It is to mention that the amplitude of the initial 
noise considerably affects the initial starting time point, but not the kinetics (i.e., rate, typical behavior, 
etc.) of the CM process itself.
The boundary conditions used in simulations were max,00 Xxx
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A  number  of  computer  runs  with  different  initial  conditions  has  been  performed:  a)  1D 
simulations for the average concentration 5.0=c  with the corresponding point Q in the liquid area on 
the phase diagram (Fig.3); b) 1D simulations for the average concentration 2.0=c   with excess of one 
of the components and with the corresponding point P in the solid area on the phase diagram (Fig.4); c) 
1D simulations for the average concentration 36.0=c  with the corresponding point R located in the area 
of liquid-solid coexistence (Fig.5); d) 2D simulations for the average concentration 5.0=c (Fig.6). 
As is evidenced by the results obtained, the simulations reproduce the general features of CM; the 
latter manifests itself by the formation of quickly growing liquid area with 1=φ  (Figs.3-6). The short 
initial  stage in  all  the cases is  quite  similar,  while  the final  state  of a system depends on the initial 
conditions used. In the case a), as one would expect, the complete melting of both components in the end 
is observed. In case b), the phenomenon of CM is observed as well, however, the diffusion processes give 
rise to equalization of the overall concentration resulting in the re-crystallization of the alloy into the final 
solid state with the concentration corresponding to the point P ( 2.0=c ).   In the case c), the final state 
turns out to be a mixture of solid and liquid of intermediate concentrations (c=0.22 and 0.44) indicating 
that the point R belongs to the area of solid-liquid coexistence. In Fig.1, this area, bounded by the solidus 
and liquidus lines, is filled in grey. 
Results of 2D simulations correlate well with 1D case; however, as is seen from the figure, due to 
the effects of random noise, the process of CM starts non-simultaneously at different boundary points, 
which results in the irregularity of the liquid layer between the components. The distinguishing common 
feature of the kinetics of CM in all cases is a very short time of formation of liquid layer at initial stage, 
by orders less than the typical diffusive time SDlt /200 =  used as the unit in simulations.
4. Conclusions 
To  conclude,  the  computer  simulations  performed  have  demonstrated  the  capability  of  the 
simplest PFT version with chemical miscibility gap to reproduce the basic properties of CM in binary 
alloys. After the very short initial stage associated with the formation of liquid layer between the solid 
components, the melting proceeds to a steady state, which depends on the parameters, phase diagram and 
initial state of the system. The results obtained suggest the diffusive nature of contact melting, since the 
latter is observed within the isothermal approximation.
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Fig.1. Phase diagram for a binary system obtained from PFT equations for  T̄ M
B =0.86 ( T̄ M
A ≡1 );  L̄A
=1.15 and L̄B =0.25; Ω̄ =0.89. Liquid-solid coexistence area is filled in grey.
Fig.2. Typical initial distributions for the phase (left) and concentration (right). The initial distribution of 
phase variable corresponds to the solid state φ=0  with 0.01-amplitude noise.
Fig.3. Kinetics  of CM process for the average concentration  c̄=0. 5 (point Q) ;  the phase (left)  and 
concentration  (right)  curves  are  given  for  the  time  points 
t=1. 7⋅10−6(1); 2 .3⋅10−6( 2) ; 2. 0⋅10−5(3 ) ; 3. 0⋅10−4 (4 ); 1. 0(5 ).  In the end, the complete melting (
ϕ=1 ) is observed in the system.
.
Fig.4. Phase (left) and concentration (right) evolution in the process of CM for the average concentration 
c̄=0. 2 (point P) for the time points t=2 . 0⋅10−6(1) ; 3 . 3⋅10−5( 2); 5 . 0⋅10−4(3 ) ; 0 . 4( 4); 1 . 0(5 ).  In 
the end, the complete re-solidification ( ϕ=0 ) of the melt formed in the process of CM is observed.
Fig.5. Phase (left) and concentration (right) evolution in the process of CM for the average concentration 
c̄=0.36 (point R) for the time points t=1. 7⋅10−6(1) ; 3. 3⋅10−5 (2) ; 1. 0⋅10−3(3); 1 .0( 4) .  In the final 
state, the co-existence of solid ( ϕ=0  at c=0 .22 ) and liquid ( ϕ=1  at c=0 . 44 ) is observed.
Fig.6. Results of 2D PFT simulation of CM for the average concentration c̄=0. 5 (point Q). Evolution of 
phase (top) and concentration (bottom) distributions on the unit square for t=0 ; 2 .0⋅10−6 ; 4 .0⋅10−6 .
