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We report on experimental evidence of the Berry phase accumulated by the charge carrier wave
function in single-domain nanowires made from a (Ga,Mn)(As,P) diluted ferromagnetic semicon-
ductor layer. Its signature on the mesoscopic transport measurements is revealed as unusual patterns
in the magnetoconductance, that are clearly distinguished from the universal conductance fluctu-
ations. We show that these patterns appear in a magnetic field region where the magnetization
rotates coherently and are related to a change in the band-structure Berry phase as the magnetiza-
tion direction changes. They should be thus considered as a band structure Berry phase fingerprint
of the effective magnetic monopoles in the momentum space. We argue that this is an efficient
method to vary the band structure in a controlled way and to probe it directly. Hence, (Ga,Mn)As
appears to be a very interesting test bench for new concepts based on this geometrical phase.
doi:10.1103/PhysRevB.91.235203
I. INTRODUCTION
A quantum system undergoing an adiabatic evolu-
tion accumulates a geometrical phase, which adds to
the standard dynamical phase. This phase, introduced
by Berry in his seminal paper1, has become a central
concept in our understanding of quantum mechanics.
The signature of this Berry phase has been sought in
a broad range of domains in physics, like in neutron
beams2, NMR measurements in molecules3 and solid-
state superconducting qubits4. In condensed matter, the
Berry phase is intimately related to band theory. It
provides a deep understanding of, say, the topological
nature of the quantum Hall effect or some peculiar fea-
tures of graphene5,6. Despite its fundamental nature, no
direct experimental signatures have been reported, ex-
cept through reinterpretation of anomalous Hall-related
effects7–11.
One of the cornerstones of condensed-matter physics
is the Bloch theorem and the associated concept of band
structure. Bloch’s theorem states that, inside a crys-
tal, the electronic wave function with momentum k⃗ in
a band n takes the form Ψ(r⃗) = eik⃗.r⃗unk⃗(r⃗) where the
plane wave part eik⃗.r⃗ describes the long distance physics
of the system while unk⃗(r⃗) captures the short (atomic)
distance physics. When k⃗ varies (due to elastic colli-
sions with defects, in the present study), the wave func-
tion picks up the so called band structure Berry phase1,
γ = i ∫ dk⃗.⟨unk⃗ ∣∇k⃗ ∣unk⃗⟩. This Berry phase is therefore
ubiquitous in condensed matter. However, up to now,
it has been revealed only indirectly. Two ingredients
are indeed required to observe it: a quantum interfer-
ometer to probe any phase changes and an adjustable
parameter to control the Berry phase accumulated by
the carrier wave function upon traversing closed paths
on the Fermi surface. Universal conductance fluctuations
(UCFs) in disordered materials are a well-known mani-
festation of quantum interference effects. These aperi-
odic but reproducible UCFs appear as an external mag-
netic field is varied12 and have been extensively used as
a probe of the phase coherence in mesoscopic samples
since the mid-’80s. The fluctuation pattern is a signa-
ture of quantum interference between different electronic
trajectories in real space, reflecting the singular micro-
scopic configuration of disorder for a given sample, yield-
ing the so-called “magneto-fingerprint” of that individual
sample. The mean value of the amplitude of these fluc-
tuations is universal, and of the order of the quantum
of conductance, e2/h. Hence, UCF experiments can be
viewed as a “poor man’s quantum interferometer” pick-
ing up the long distance particular physics of the system.
We need now a tunable parameter to modify the Berry
phase. As mentioned above, this phase is intrinsically
related to the band structure, so the accumulated Berry
phase is related to the band configuration at the Fermi
surface. In (Ga,Mn)As compounds the valence band is
split due to the effective field arising from the exchange
interaction between the hole spin and the polarized Mn
moments.13 Because of the spin-orbit coupling, the band
splitting is highly anisotropic with respect to the direc-
tion of magnetization. Therefore the magnetization, and
more specifically its orientation, appears to be a relev-
ant parameter to produce changes in the band structure,
and hence in the associated Berry phase acquired by the
quasi-particle wave function.
Phase-coherent transport has been investigated in
(Ga,Mn)As devices over the past few years: UCF14,15
and non-locality effects16 were reported. Also exper-
imental evidence for weak localization17,18, as well as
theoretical studies19, has been presented. It was found
that low energy spin wave modes hardly affect the phase
coherence. As shown in Ref. [15], neither magnetiza-
tion rotation nor magnetic texture destroy coherence in
those systems. More strikingly, very unusual patterns,
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2consisting of fast fluctuations of the conductance, were
observed at low fields in addition to the conventional
UCFs15. This unexpected regime appeared as the mag-
netic field was swept perpendicular to the easy axis of
magnetization, below the anisotropy field. Such beha-
vior was conjectured to be related to the presence of
magnetic domain walls (DWs), yielding to an additional
phase term connected to the magnetic disorder. However,
in those experiments, the knowledge of the sample mag-
netic configuration was not accessible during the trans-
port measurements, and no conclusive argument could be
provided. More recently, Hals and co-workers20 proposed
a new physical mechanism accounting for the existence
of this regime. The fast oscillations would be the Berry
phase fingerprint of effective magnetic monopoles in mo-
mentum space, which arise from energy-band crossings21.
When a quasi-particle wave function traverses a closed
loop in momentum space, it accumulates a geometrical
phase from the monopole field. In (Ga,Mn)As the po-
sition of these energy-crossings, or monopoles, depends
on the magnetization orientation, due to the strong spin-
orbit coupling. Hence, magnetization reorientation leads
to a relocation of the monopoles in k-space, which in turn
yields a Berry phase change.
These conflicting interpretations called for further in-
vestigations. To that end, we designed a new sample
geometry so that the magnetic state could be well estab-
lished. UCF experiments were performed for different
magnetic field orientations and temperatures. As we will
show later, our results indicate that the DW contribution
can be clearly discarded as being the origin of these fast
fluctuations, and point toward a fingerprint of the band
structure Berry phase.
II. DESCRIPTION OF THE SAMPLES AND
EXPERIMENTAL SETUPS
Our experiments were performed on a ferromag-
netic semiconductor thin film. A 50 nm thick
(Ga0.95Mn0.05)(As0.89P0.11) epilayer was grown at 250
○C
by molecular beam epitaxy on a (001) GaAs substrate.
Doping (GaMn)As with phosphorus produces a variation
of the cell parameter of the compound and, in turn, the
substrate induced strains are modified. This allows us to
tune the magnetic anisotropy of (GaMn)(AsP) epitaxial
layers deposited directly on GaAs substrates by changing
only the phosphorus concentration22. The film used in
this work presents an out-of-plane easy axis of magnetiz-
ation. After conventional annealing treatment, the Curie
temperature was TC = 113 K and the sheet resistance
R◻ ∼ 1.7 kΩ. This film exhibits a low density of DW pin-
ning centers.23 Submicrometric Hall bars were defined on
the wafers using electron beam lithography and ion beam
etching, with the geometry shown in Fig. 1. The dis-
tance between the voltage contacts for longitudinal con-
ductance measurements is L = 440 nm, comparable to
the phase coherence length measured at low temperat-
Figure 1. (Color online.) (a) Schematic view of the orienta-
tion of crystallographic axes of the sample and applied field
direction angles θ, ϕ. B denotes the applied magnetic field,
M denotes magnetization and θM the magnetization angle
from the easy axis [001]. In the present work, ϕ is fixed to
90○. (b) Scanning electron microscope image of a Hall bar
indicating the numbering of voltage contacts and the direc-
tion of electric current I. (c)-(e) The voltage at each contact
is indicated for different magnetization configurations. VH is
the Hall voltage, IR is the longitudinal voltage drop and V
is an offset voltage referred to ground. (c) The magnetiza-
tion is homogeneous throughout the sample. (d)-(e) There is
a DW in the constriction, with the magnetization presenting
opposite sign at both sides.
ure for similar compounds in previous works (LΦ ∼ 100
nm at T = 100 mK)15. An ∼100 nm wide constriction in
the middle of the bar acts as an efficient pinning center
for DWs; this constriction was designed to trap domain
walls at will and to probe their influence on the dynam-
ical phase. Finally, Ti/Au (20/200nm) Ohmic contacts
were thermally evaporated.
3Figure 2. (Color online.) (a) Hall voltages measured on the left (circles) and right (squares) of the constriction throughout
a field sweep at T = 4 K. In the region between the different positive coercive fields, the Hall voltages on both sides of the
constriction with opposite sign indicate that a domain wall is present in the constriction. (b) Another realization of the same
experiment displaying the opposite order in the magnetization reversal on both sides of the constriction. (c)-(d) Longitudinal
voltage, V 24L , measured simultaneously with the Hall voltages displayed on top. The presence of a domain wall can be detected
in the longitudinal voltage due to a Hall effect contribution (IR±VH in Fig.1(d) and (e)). The left panels ((a) and (c)) present
a measurement with the magnetization configuration described in Fig. 1(e), while the results displayed in the right panels ((b)
and (d)) correspond to the case in Fig. 1(d).
A. Domain wall detection
The double Hall bar geometry (Fig. 1) allows for detec-
tion of a domain wall (DW) trapped in the constriction by
comparing the Hall voltages on both sides of the constric-
tion. Indeed, in (Ga,Mn)(As,P), the Hall voltage (VH)
is completely dominated by the anomalous Hall effect,
which is proportional to the local magnetization com-
ponent perpendicular to the sample plane. Therefore,
VH(B) reproduces the magnetization loops. The pres-
ence of a DW at or close to the constriction would result
in Hall voltages with opposite sign on both sides of the
constriction.
If there are no domain walls, meaning that the mag-
netization is homogeneous throughout all the sample, the
Hall voltage on the left should be the same as that on the
right, that is, V 1,2H = V 3,4H (see Fig. 1(b) for the labeling of
electrical contacts). In this case, the longitudinal voltage
will be V 2,4L = V 1,3L = I.R, with R being the resistance
between contacts 2 and 4 (see Fig. 1(c)). On the con-
trary, if there is a DW trapped in the constriction, the
magnetization will have opposite sign at both sides. In
this case, V 1,2H = −V 3,4H , and the longitudinal voltage will
be V 2,4L = I.R ± VH , with the plus or minus sign depend-
ing on the magnetization configuration corresponding to
Fig. 1(d) or (e).
Figure 2 shows the effect of a DW pinned in the con-
striction, on both the Hall (Fig. 2(a) and 2(b)) and on
the longitudinal (Fig. 2(c) and 2(d)) measured voltages.
When the magnetic field is swept from the positive to
the negative saturation value, simultaneous magnetiza-
tion reversal occurs on both sides of the constriction,
yielding to the reversal of both VH curves for the same
negative coercive field. Nucleation and propagation of
domain walls are the well-established reversal mechanism
in these materials24, so DWs are present in this process.
However, since the nucleation energy is higher than the
depinning one, no DWs are trapped in the constriction.
Thus, once DWs are created from a saturated state, they
have enough energy to travel across the constriction. If
the magnetic field is swept to high negative values, the
magnetization will be saturated and the same effect will
be observed when sweeping back to positive fields, with
the reversal on both sides of the constriction occurring at
the same positive field value. However, a different effect
occurs if the field is not swept beyond −20 mT, as shown
in Fig. 2. In this case, the magnetization is not saturated
and DWs must still be present in the sample, although
far away from the voltage contacts. Then, when sweeping
the field back to positive values, the first coercive field is
observed when one of the VH signals changes sign (V
1,2
H
and V 3,4H in Figs. 2(a) and 2(b) respectively), meaning
that a DW has propagated and gotten trapped in the con-
striction. By sweeping further the magnetic field, there
4is a field range where the DW remains trapped, and then
the second VH curve reverses. The left and right panels
in Fig. 2 correspond to the opposite magnetization con-
figurations depicted in Figs. 1(d) and (e). Furthermore,
not only does VH indicates the presence of a DW, but
VL is also sensitive to this effect, as shown in the bot-
tom panels of Fig. 2. Comparing the top and bottom
panels, the relationship V 2,4L = I.R ± VH can be deduced,
where the minus sign corresponds to Figs. 2(a) and (c),
and the plus sign corresponds to Figs.2(b) and (d). We
have proved here that, despite the lack of control on the
magnetic configuration (that is, we cannot choose which
configuration to stabilize), we can pin and detect a DW,
and also distinguish between the two possible configura-
tions. Similar experiments were performed in the meso-
scopic regime, i.e., at temperatures lower than 1 K. In
this case, the magnetization reversal is clearly observed
in VH , although conductance fluctuations may veil the
associated jumps in VL.
After validating the detection procedure of DWs, this
method was used to study the magnetization configura-
tion with the magnetic field applied at different angles
θ from the easy axis. A thorough analysis of the mag-
netization reversal processes in this Hall bar was carried
out prior to the UCF experiments: we observed that after
saturating the magnetization at B = 1 T, the field can be
swept back and forth without any DW being created, as
long as the field is always kept positive. This allowed us
to work in a single magnetic domain configuration while
applying the magnetic field at any angle θ < 90○, which
was important in order to get rid of any domain wall
contribution to the magnetotransport experiments.
B. Conductance in the mesoscopic regime
Electronic transport experiments were performed in a
dilution refrigerator with a base temperature of 40 mK
using a standard four-probe lock-in technique. Variable
magnetic field was provided by a 3-axis superconducting
magnet system, with a high field up to 7 T for the prin-
cipal axis z and a 1 T vector field using any combination
of x-, y- and z-axis coils. Since mesoscopic transport
had never been measured in this phosphated compound,
we first verified the appearance of UCFs. In Fig. 3(a),
magneto-conductance curves measured at different tem-
peratures are presented.25 The magnetic field was applied
perpendicular to the sample’s plane, i.e., along the easy
axis of magnetization. In this configuration, with the
magnetic field applied along the easy axis, the magnet-
ization remains collinear to the field direction, even at
low field. Hence, the band structure remains mostly un-
changed over the full field excursion, except for a weak
contribution of the band Zeeman effect.
The amplitude of the fluctuations decreases with in-
creasing temperature. The behavior of δG.L3/2 vs. T
is shown in Fig. 3(b). Here, δG is quantified as the
rms value δG = √⟨[G(B) − ⟨G⟩]2⟩ and L is the distance
Figure 3. (Color online.) (a) Magnetoconductance measured
in a 4-probe configuration at different temperatures, with the
magnetic field applied along the magnetization easy axis. (b)
Temperature dependence of the rms amplitude δG normalized
to the distance between contacts, L. Red symbols are data ob-
tained in this work for GaMnAsP, and black symbols are data
presented in Ref. [15], different symbol shapes corresponding
to samples of different sizes.
between contacts. The obtained values and the T −3/4 de-
pendence, as well as the values of the correlation fields,
are in coincidence with those obtained previously in sim-
ilar mesoscopic devices but made on GaMnAs layers15
(shown in Fig. 3(b)) , meaning that the intrinsic trans-
port properties are roughly the same, despite the higher
concentration of impurities in the present sample.
III. RESULTS
To probe the effect of magnetization reorientation on
the conductance fluctuations, the magnetic field has to be
oriented away from the easy axis. Figure 4 shows G(B)
measured at constant temperature, with the magnetic
field applied at different angles θ < 90○. The field was
swept between 0 and 1 T.
As mentioned above, in these experiments the magnet-
ization remains in a single domain configuration. Hence,
during a field sweep with θ > 0○, the magnetization dir-
ection (θM ) changes with the magnetic field strength: at
5Figure 4. (Color online) Magnetoconductance measured at
T = 135 mK with the magnetic field applied at different angles
θ from the easy axis of magnetization. The curves for θ > 10○
are vertically shifted for clarity.
low field, the magnetization rotates coherently toward
the field direction. After reaching the saturation field,
the magnetization remains collinear to the field direction.
Above 0.2 T, where the magnetization is aligned with
the field, the conductance exhibits slow fluctuations sim-
ilar to those in Fig. 1, ascribed to the usual UCF. Below
0.2 T, a new regime develops as the field is rotated away
from the easy axis: fast fluctuations are visible. As θ in-
creases, the fast fluctuations develop within a wider field
range. This broadening is consistent with the increas-
ing saturation field, as the magnetic field is tilted away
from the easy axis. This first series of experiments clearly
confirms that the reorientation of the magnetization pro-
duces an additional term in the phase accumulated by
the carriers over their trajectories. Hals et al.20 attrib-
uted these fast fluctuations to the signature of a Berry
phase, and we will give further evidence supporting this
interpretation, by studying the temperature dependence
of fluctuations in both regimes.
Let us briefly summarize what is observed in the case
of conventional UCFs. As stated before, a UCF finger-
print can be viewed as a “poor man’s interferometer”,
where the randomness of the fingerprint comes from the
lack of control on the different paths that are actually in-
terfering. The relevant length scale is given by the phase
coherence length of the charge carriers, LΦ, which sets
the maximum size of the loops that can contribute to
the interference pattern. When LΦ is larger than the
system size, the UCF amplitude is of the order of e2/h.
But as the temperature increases, LΦ gets smaller due to
decoherence effects, leading to a reduction of the UCF
amplitude as shown in Fig. 3. More interesting for us is
the typical quasi-period of the G(B) oscillations, which
is related to the dynamical phase accumulated in a loop
of size LΦ, which is given by Φ = BL2Φ/h.e. As the tem-
perature increases, the fluctuations become slower (i.e.,
the quasi-period increases) since a larger field is needed
Figure 5. (Color online) Magnetoconductance measured at
different temperatures with a fixed magnetic field direction,
with θ = 80○. The curves for T > 95 mK are vertically shifted
for clarity. The vertical gray lines are a guide to the eye,
indicating the position of consecutive maxima of G.
to put one quantum of flux inside a smaller loop. On the
contrary, the band structure Berry phase ΦB depends
only on the direction of the magnetization and is inde-
pendent of LΦ. This is because the relevant trajectory
is described in k space where the size of the loop, given
by kF , remains nearly unchanged. A simple corollary is
that the quasi-period of the oscillations due to a change
of the Berry phase is independent of temperature.
To test whether or not these fast fluctuations are a fin-
gerprint of a Berry phase, we performed a series of exper-
iments at different temperatures. Figure 5 shows G(B)
curves measured at different temperatures and fixed mag-
netic field angle θ = 80○, for a narrow field window (0−0.5
T). Again, both regimes can be clearly identified, for all
the temperatures up to 1 K. The fast fluctuations pat-
tern in the low field region, persists as the temperat-
ure increases, except for a damping of the amplitude.
Moreover, the peaks occur at the same magnetic field
values, whatever the temperature. In this regime, the
oscillation pseudo-period is therefore temperature inde-
pendent, contrary to what is observed in the high field
UCF regime.
A better insight into the temperature dependence of
both regimes is given by the comparison of two relev-
ant parameters: the fluctuation pseudo-period Bc and
the rms amplitude of the fluctuations δG. In the high-
field regime, the correlation field Bc was estimated by
calculating the autocorrelation function of G(B) from
measurements at θ = 0○ between 0 and 7 T (like those
of Fig. 3(a)). In the low-field regime, the analysis of
the curves in Fig. 5 (θ = 80○) was restricted to the field
range 0-200 mT. In such a limited range, the measured
curve displays only a few peaks and valleys and the stat-
istics is not good enough for the autocorrelation func-
tion to be calculated; the pseudo-period was thus estim-
6ated as the mean distance between consecutive minima
in each curve. The latter method was also applied in
the high-field regime, in order to check its validity, giv-
ing roughly the same temperature dependence as that of
the calculated autocorrelation function. The rms amp-
litude of the conductance fluctuations was calculated as
δG = √⟨(G(B) − ⟨G⟩)2⟩ for both regimes. The results
are summarized in Figure 6.
Figure 6. Temperature dependence of (a) the pseudo-period
Bc and (b) the amplitude δG of the fluctuations in the high-
field (◻) and low-field (●) regimes. Bc of the low-field regime
is multiplied by 10.
IV. DISCUSSION
The evolution ofBc with temperature (Fig. 6(a)) shows
clear evidence that the two oscillating regimes have dif-
ferent origins. Indeed, at high fields, the characteristic
pseudo-period increases with increasing T , as expected
for conventional UCFs. In this case, the accumulated
phase is proportional to the magnetic field flux enclosed
by the loops contributing to the interferences. As men-
tioned above, increasing temperature reduces the loop
characteristic size and, in turn, the magnetic field flux
(i.e., the accumulated phase) for a given applied field. A
larger field variation is therefore needed to accumulate
a 2pi phase and complete a quasi-period, causing Bc to
increase with temperature. On the contrary, as captured
in Fig. 6(a), in the fast fluctuations regime Bc is one
order of magnitude smaller and is insensitive to the tem-
perature. We argue that this temperature independence
is consistent with a geometrical Berry phase. This phase
is accumulated by the carriers as they travel around a
closed loop in k-space enclosing an effective magnetic
monopole. The loop size is roughly defined by kF and
is therefore temperature independent. This is in sharp
contrast to the dynamical phase accumulated during the
transport over a loop in real space, whose size is given
by the temperature dependent coherence length LΦ.
Figure 6(b) shows the temperature dependence of δG
for the high- and low-field regimes. The variation is sim-
ilar for both regimes, with δG decreasing with temper-
ature in either case. This behavior is expected in the
high-field regime, where only conventional UCF are vis-
ible. δG depends on the size of the loops in real space
producing interference. Again, these loops have a typ-
ical length given by LΦ, which decreases with increasing
temperature.26 This leads to vanishing interference, and
hence vanishing oscillations, above 1 K.27 In the low-field
regime, the fast fluctuations also disappear at high tem-
perature, even though these fluctuations are associated
with a geometrical phase. This is related to the sens-
ibility of our UCF interferometer. In our experiments,
the Berry phase term is probed through the interference
patterns produced by the wave functions of the quasi-
particles describing different real space paths. The vis-
ibility of the interferences is thus given by the coherence
length LΦ. Hence, the fast-fluctuation regime is also lost
at high temperature, above 1 K.
V. CONCLUSION
To conclude, we found that GaMnAs is a unique ma-
terial for addressing Berry phase physics in condensed
matter: the combination of ferromagnetism, strong spin-
orbit coupling and semi-conducting like nature provides a
direct way to control its band structure (hence its Berry
phase) by controlling the magnetization of the device.
Our measurements give clear indications that the fast-
fluctuation regime observed at low magnetic fields is the
fingerprint of the change in the band-structure Berry
phase, yielding to a direct experimental evidence of this
fundamental mechanism in solid state matter. The next
step will be to measure directly the phase itself. Such an
experiment will require having good control of the inter-
fering trajectories by using a real interferometer such as
an Aharonov-Bohm ring. Using this approach in such a
class of materials will provide a direct way to explore
one of the most fundamental and elusive concepts of
condensed-matter physics.
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