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1.1 Personalisierte Medizin in der Krebsforschung 
Krebs ist eine der häufigsten Todesursachen weltweit. Aufgrund der steigenden 
Lebenserwartung der Menschen hat auch die Zahl der Neuerkrankungen zugenommen. Laut 
einer Schätzung des Zentrums für Krebsregisterdaten sind im Jahr 2012 in Deutschland 
225.890 Männer und 252.060 Frauen an Krebs erkrankt. Krebs entsteht durch 
Veränderungen in der Erbinformation, infolgedessen sich die betroffenen Zellen unkontrolliert 
teilen. Im weiteren Verlauf können sie das umliegende Gewebe infiltrieren und in die 
Blutgefäße gelangen. Über die Blut- bzw. Lymphbahnen können sie sich im Körper 
ausbreiten und an entfernten Stellen Metastasen bilden. Zur Bekämpfung dieser Krankheit 
steht seit einigen Jahren die Entwicklung personalisierter Therapieansätze (engl. Targeted 
Therapies) im Fokus der klinischen Forschung. Durch diese sollen dem Patienten unnötige 
Nebenwirkungen erspart bleiben. Des Weiteren kann ein Zeitverlust vermieden werden, 
wenn gleich zu Beginn eine geeignete Therapie eingesetzt wird. Zudem ist die 
Wahrscheinlichkeit des Auftretens von Resistenzen geringer, wenn bei Therapiebeginn die 
Tumormasse kleiner ist. Durch eine individuell optimale Dosierung der Medikamente kann 
die Lebensqualität bei gleicher Erfolgsquote verbessert werden oder zu einer höheren 
Erfolgsquote bei gleichen Nebenwirkungen führen (Gerber, 2008; Ross et al., 2004; Wu et 
al., 2006). 
Die Basis für eine personalisierte Medizin ist das Verständnis grundlegender Krankheits- 
mechanismen auf molekularer Ebene. Humane Proben von Tumoren müssen schnell und 
zuverlässig klassifiziert und dem entsprechenden Tumorsubtyp zugeordnet werden, um dem 
Patienten eine solche personalisierte Therapie zu ermöglichen. 
Bei den zielgerichteten Krebstherapien werden molekular-gerichtete Medikamente 
verwendet, welche sich möglichst nur gegen Tumorzellen richten. Eine Gruppe dieser 
Medikamente besteht aus den Signaltransduktionshemmern, welche die Wachstumssignale 
der Krebszellen unterdrücken. Ansatzpunkte hierfür sind die Rezeptoren auf der 
Zelloberfläche und Signalübertragungsketten im Zellinneren. Dazu gehören zum Beispiel die 
sogenannten Tyrosinkinasehemmer. Als Kinasen werden bestimmte Enzyme bezeichnet, 
welche an der Signalübertragung beteiligt sind. Eine andere Gruppe besteht aus den 
Angiogenesehemmer, welche die Bildung neuer Blutgefäßen hemmen, sodass der Tumor 
nicht mehr mit Sauerstoff und Nährstoffen versorgt werden kann. Proteasom-Hemmer 





ihrem eigenen Abfall und es kommt zum programmierten Zelltod (Apoptose). Das 
sogenannte PARP-Enzym hilft den Zellen dabei, geschädigtes Erbgut (DNA) zu reparieren. 
Da in Krebszellen DNA-Reparaturmechanismen häufig gestört sind, kann durch die 
Einnahme von PARP-Hemmern der Schaden so groß werden, dass die Krebszellen 
schließlich absterben. Mit Hilfe von Immuntherapien soll die körpereigene Abwehr zur 
Bekämpfung der Krebszellen genutzt werden (Finley, 2003). Viele zielgerichtete Wirkstoffe 
sind noch nicht allgemein oder nur für bestimmte Krebsarten verfügbar und müssen noch in 
klinischen Studien geprüft werden (Dubreuil et al., 2009; Lancet et al., 2011). 
Im Folgenden werden die Krebsformen, welche im Rahmen dieses Dissertationsprojektes 
eine Rolle spielen, im Kontext einer zielgerichteten Therapie kurz erläutert. 
1.1.1 Brustkrebs 
Die häufigste Krebserkrankung bei Frauen ist Brustkrebs. Im Jahr 2012 sind 69.550 Frauen 
daran erkrankt. Mammakarzinome entwickeln sich im Drüsengewebe oder in den 
Milchgängen der weiblichen Brust. Das Wachstum der Brustkrebstumore ist häufig von den 
Geschlechtshormonen abhängig. Wenn im Tumorgewebe Östrogen-Rezeptoren (engl. 
Estrogen Receptor, ER) oder Progesteron-Rezeptoren (PgR) nachgewiesen werden können, 
kann der Patientin eine Antihormontherapie empfohlen werden. Diese soll die Produktion der 
Geschlechtshormone unterdrücken oder deren Wirkung blockieren. Bewährte Medikamente 
hierfür sind Tamoxifen (Paik et al., 2004), Aromatasehemmer (Ellis et al., 2012) und 
sogenannte GnRH-Analoga (Torrisi et al., 2007). 
Ein weiterer Wachstumfaktor-Rezeptor ist der sogenannte HER2-Rezeptor (engl. Human 
Epidermal Growth Factor Receptor 2, HER2). Eine große Zahl dieser Rezeptoren treibt den 
Tumor besonders zum Wachstum an. Hier haben sich in den letzten Jahren große 
Fortschritte bei der medikamentösen Behandlung ergeben. Ein Beispiel hierfür ist der 
Wirkstoff Trastuzumab (Handelsname Herceptin®), welcher zielgerichtet die Vermehrung der 
Brustkrebszellen hemmen kann (Kaufman et al., 2009; Marty et al., 2005; Moja et al., 2012). 
Um eine gute Therapieempfehlung geben zu können, wurde der Brustkrebs in verschiedene 









Tabelle 1: Immunhistologische Subtypen und therapeutische Empfehlungen (Goldhirsch et al., 
2011) 
Molekular-biologische Subtypen Klinisch-pathologische Definition Behandlung 
Luminal A 
„Luminal A“ 




„Luminal B (HER2 negativ)“ 
ER und/oder PgR positiv 
HER2 negativ 
„Luminal B (HER2 positiv)“ 










ER und PgR negativ 











Leukämie, auch Blutkrebs genannt, ist ein Sammelbegriff für eine Gruppe von Erkrankungen 
des blutbildenden Systems, bei welchen die Reifung der Blutzellen gestört ist. Die 
Blutstammzellen werden alle im Knochenmark gebildet, wobei zunächst zwei unter- 
schiedliche Arten von Tochterzellen entstehen: die myeloischen und lymphatischen 
Vorläuferzellen. Über mehrere Zwischenstufen entwickeln sich daraus dann die roten und die 
weißen Blutkörperchen und die Blutplättchen. Die roten Blutkörperchen (Erythrozyten) sind 
für den Sauerstofftransport verantwortlich, die weißen Blutkörperchen (Leukozyten) spielen 
eine Rolle bei der Immunabwehr und die Blutplättchen (Thrombozyten) helfen bei der 
Blutgerinnung. Bei der Leukämie werden vermehrt unreife Vorstufen der weißen 
Blutkörperchen gebildet, welche sich nicht mehr weiter entwickeln. Es wird zwischen 
myeloischen und lymphatischen Leukämien unterschieden, bei welchen die Zellen vermehrt 
von myeloischen bzw. von lymphatischen Vorläuferzellen abstammen. Des Weiteren 
unterscheidet man zwischen einer akuten Leukämie, welche sich innerhalb weniger Wochen 
entwickelt und schwere Krankheitssymptome zeigt, und einer chronischen Leukämie, welche 
langsamer fortschreitet und erst nach einem längeren Zeitraum die ersten Symptome 
erscheinen. Es werden die folgenden Formen der Leukämie unterschieden: 
 
 Akute lymphatische Leukämie (ALL) 
 Akute myeloische Leukämie (AML) 
 Chronisch myeloische Leukämie (CML) 





Für die Diagnose wird eine Blutuntersuchung durchgeführt und eine Probe des 
Knochenmarks entnommen. Bei der akuten Leukämie besteht die Behandlung aus einer 
Chemotherapie und Medikamenten gegen die Nebenwirkungen. Bei der chronischen mye- 
loischen Leukämie hingegen weisen die Patienten meistens eine bestimmte Chromosom- 
veränderung auf („Philadelphia-Chromosom“) und können mit zielgerichteten Medikamenten, 
den sogenannten Tyrosinkinasehemmern wie zum Beispiel Imatinib (Handelsname Glivec®) 
behandelt werden (Druker et al., 2006). 
1.1.3 Gastrointesinale Stromatumoren 
Gastrointestinale Stromatumoren (GIST) sind bösartige Bindegewebstumoren, welche 
hauptsächlich im Verdauungstrakt entstehen. Diese Krebsform tritt verhältnismäßig selten 
auf. In Deutschland gibt es ca. 800 - 1200 Neuerkrankungen im Jahr, wobei Männer etwas 
häufiger betroffen sind als Frauen. GIST wird oft zufällig bei Routineuntersuchungen 
entdeckt, da sie unspezifische Beschwerden verursachen. In einem frühen Stadium kann der 
Tumor operiert werden, wenn er noch recht klein und noch nicht in das umliegende Gewebe 
eingewachsen ist. Bei fortgeschrittener Erkrankung wird auch hier Imatinib gegeben. Die 
Ursache von GIST ist eine Genmutation des KIT-Rezeptors oder des PDGF-Rezeptors (engl. 
Platelet Derivated Growth Factor, PDGF). Sind keine Mutationen des KIT-Gens oder des 
PDGF-Gens nachweisbar, spricht man vom „Wild-Typ“. In manchen Fällen liegt jedoch eine 
Resistenz gegen den selektiven Wirkstoff Imatinib vor, oder nach längerer Behandlung wirkt 
das Medikament nicht mehr (sekundäre Resistenz). Dann kann zum Beispiel auf den 
Tyrosinkinasehemmer Sunitinib (Handelsname Sutent®) ausgewichen werden (Nannini et 
al., 2013; Rammohan et al., 2013). 
 
1.2 Massenspektrometrie als Analysemethode 
Instrumentelle Analysen, welche eine exakte Diagnostik (die Basis für eine personalisierte 
Therapie) und eine zuverlässige Prävention gewährleisten, können nur durch analytische 
Hochleistungsgeräte bewerkstelligt werden. Ein vielversprechendes analytisches Verfahren, 
welches bereits erfolgreich für die Klassifizierung von Zellpopulationen eingesetzt wurde, ist 
die Massenspektrometrie (MS).  
Mit Hilfe eines Massenspektrometers können die m/z-Werte von Atomen oder Molekülen 
bestimmt werden. Es besteht aus einer Ionenquelle, einem Analysator und einem Detektor. 
Die Ionenquelle dient zur Erzeugung von Ionen. Dabei wird die zu untersuchende Substanz 
in die Gasphase überführt und ionisiert. Die „Matrix-assistierte-Laser-Desorption/Ionisation“ 





bei welchem die Probe mit einer organisch-chemischen Matrix, welche Licht mit der 
Wellenlänge des verwendeten Lasers absorbiert, kokristallisiert. Die geladenen Moleküle 
werden dann durch ein elektromagnetisches Feld beschleunigt und dem Analysator 
zugeführt, der sie entsprechend ihres Masse-zu-Ladung-Verhältnisses (m/z) auftrennt. Dies 
muss immer in einem Hochvakuum stattfinden, da bei zu hohem Druck die Ionen mit den 
Luftmolekülen zusammenstoßen und von ihrem Weg abkommen könnten. Der Detektor fängt 
die Ionen zur Registrierung auf. Oft werden sogenannte Flugzeitmassenspektrometer (engl. 
Time of Flight, TOF) verwendet (Guilhaus et al., 1997; Weickhardt et al., 1996). Durch die 
unterschiedlichen Massen ergeben sich unterschiedliche Laufzeiten, welche als elektro- 
nisches Signal erfasst werden. Das resultierende Massenspektrum stellt die Intensität bzw. 
Häufigkeit der Ionen (dimensionslos) in Abhängigkeit ihres m/z-Wertes dar, welcher in der 
Biomedizin in Dalton [Da] angegeben wird (Gross, 2012). 
Der Vorteil einer linearen Flugbahn (Linearmodus) besteht darin, dass ein Zerfall von Ionen 
nach der Beschleunigung keine Auswirkungen auf das Massenspektrum ausübt, da sich die 
Geschwindigkeit der Bruchstücke nachdem Zerfall nicht wesentlich ändert. Sie erreichen 
zum gleichen Zeitpunkt den Detektor, an dem auch das ursprüngliche Ion angekommen 
wäre. Die Ionen besitzen jedoch nach Verlassen der Ionenquelle weder die gleiche Startzeit 
noch die gleiche kinetische Energie, wodurch die Massenauflösung (vor allem im höheren 
Massenbereich) verschlechtert wird. 
Diese Unterschiede können durch einen Reflektor-TOF-Analysator (Mamyrin, 1994) kom- 
pensiert werden. Im Reflektor-TOF-Analysator dient der Reflektor als Ionenspiegel, welcher 
Ionen mit unterschiedlichen kinetischen Energien zeitlich fokussiert. Ein einfacher Reflektor 
besteht aus einem hemmenden elektrischen Feld, welches sich hinter der feldfreien 
Driftregion gegenüber der Ionenquelle befindet. Die Ionen dringen in den Reflektor ein, wo 
sie nach und nach ihre kinetische Energie verlieren. Dabei dringen Ionen mit höherer 
kinetischer Energie tiefer in das Bremsfeld ein und halten sich länger im Reflektor auf als 
energieärmere Ionen. Anschließend werden sie in entgegengesetzter Richtung aus dem 
Reflektor ausgeworfen. Dadurch wird eine Flugzeitkorrektur erreicht, welche das 
Auflösungsvermögen des TOF-Analysators gegenüber einer linearen Laufbahn erheblich 
verbessert (Cornish und Cotter, 1997). Jedoch geht aber auch aufgrund von Ionenverlust der 
Vorteil der hohen Empfindlichkeit der TOF-Massenspektrometer etwas verloren, da vor dem 
Reflektron zerfallende Ionen nicht detektiert werden können. 
Die MALDI Massenspektrometrie gestattet eine simultane Analyse einer Vielzahl von 
Biomolekülen wie Lipide, Peptide oder Proteine. Somit können zum Beispiel viele abundante 
Proteine einer Zellpopulation gleichzeitig erfasst werden. Unter standardisierten Be- 





Fingerprints. Diese können dazu verwendet werden, um verschiedene Zelllinien voneinander 
zu unterscheiden. Die MALDI-TOF-MS basierte Klassifizierung findet seit ihrer Einführung 
durch Anhalt und Fenselau (Anhalt und Fenselau, 1975) mittlerweile breite Anwendung in 
der Qualitätskontrolle von Lebensmitteln (Barreiro et al., 2012; Herrero et al., 2012), der 
Umwelttechnologie (Koubek et al., 2012) und der klinischen Pathologie zur Identifizierung 
von Mikroorganismen (Croxatto et al., 2012; van Veen et al., 2010). 
 
1.3 Klassifikation von Tumortypen und Tumorsubtypen 
Die Herausforderung der modernen Krebsdiagnostik besteht in der schnellen und 
zuverlässigen Klassifizierung humaner Tumorproben. Dabei spielt die Identifikation des 
jeweiligen Tumorsubtypes eine zentrale Rolle, um dem Patienten eine personalisierte 
Behandlung zu ermöglichen. Bisher wurde die Entscheidung über Diagnose und Therapie 
vorwiegend durch die klassische immunhistopathologische Beurteilung des Biopsiegewebes 
durch den behandelnden Arzt getroffen. Gewebeaufbereitung, Antikörper- oder PCR-basierte 
Analytik nimmt dabei sehr viel Zeit in Anspruch (Gerber, 2008; Ross et al., 2004; Wu et al., 
2006). Im Gegensatz zu histopathologischen Analyseverfahren erhofft man sich durch MS-
basierte Methoden eine bedeutend schnellere und vor allem vom Erfahrungswert des Arztes 
unabhängige Klassifizierung. Es wurde bereits gezeigt, dass durch die MALDI-TOF-MS 
malignes Gewebe von gesundem unterschieden werden kann und sogar unterschiedliche 
Subtypen klassifiziert werden können (Gámez-Pozo et al., 2009; Liao et al., 2010). Bei der 
Messung von Massenspektren entstehen jedoch Datensätze im Umfang von mehreren 
Gigabytes, deren Bearbeitung und Auswertung meist einen verhältnismäßig großen Aufwand 
darstellt und nur durch Hilfe moderner Signalverarbeitung ermöglicht wird. Oftmals führt erst 
ein zeitintensives Austesten verschiedener Einflussgrößen oder gar ein mühsames 
Durchsuchen des zu analysierenden Datensatzes „per Hand“ zu den erwünschten 
Informationen. Die Erforschung und Entwicklung systematischer Arbeitsprozesse zur 
automatischen Klassifikation humaner Karzinome wäre daher hilfreich, um in Zukunft 
medizinisch relevante Merkmale schneller und zuverlässiger als bisher extrahieren zu 
können. Dazu bedarf es zunächst jedoch einer Methodenetablierung anhand eindeutig 
charakterisierter Zelllinien eines definierten Tumorsubtypes. 
Aufgrund der biologischen Komplexität von Säugerzellen war es jedoch lange nicht möglich, 
Klassifikationen anhand von massenspektrometrischen Protein-Fingerprints durchzuführen. 
Zhang et al. (Zhang et al., 2006) zeigten erstmals, dass mit Hilfe von Fingerprints auch eine 
Unterscheidung verschiedener Säugerzellen durchgeführt werden kann. Die Unterscheidung 





visuelle Betrachtungen herausragender Peaks von Fingerprints zur Proteinanalyse von 
Hühner-Makrophagen (Kannan et al., 2007), zur Untersuchung von Peptidhormonen in 
Pankreas-Zelllinien (Buchanan et al., 2007) und zur Identifikation von apoptotischen Zellen 
(Dong et al., 2011). 
Um die Zell-Klassifikation mit Hilfe statistischer Methoden durchführen zu können, bedarf es 
zunächst einer geeigneten Vorverarbeitung der Fingerprints. Wird die biologische Probe 
durch verschiedene Personen, an verschiedenen Messtagen oder mit unterschiedlichen 
Parametereinstellungen vermessen, kann dies zu einer Variabilität der spektralen Infor- 
mation führen. Auch das Messgerät selbst kann zum Beispiel durch Detektor- 
ungenauigkeiten Schwankungen verursachen. Einfluss auf die Präzision der Daten haben 
auch die Messdauer und die spektrale Auflösung. Abbildung 1 zeigt die Arbeits- schritte, 
welche standardmäßig für die Aufbereitung der Massenspektren verwendet werden (Hilario 
et al., 2006). Ein Softwarepaket, welches oft für die Vorverarbeitung und Analyse verwendet 
wird, ist ClinProTools, welches von der Firma Bruker Daltonik zum Messgerät mitgeliefert 
wird (Ketterlinus et al., 2005). Des Weiteren bietet MATLAB (The MathWorks, Inc.), eine 
kommerzielle Software zur Lösung mathematischer Probleme und zur graphischen 
Darstellung der Ergebnisse, die Bioinformatics Toolbox an, in welcher speziell für 
Massenspektren Funktionen zur Vorverarbeitung bereitgestellt werden (Henson und Cetto, 
2005). 
 
Abbildung 1: Standard-Verarbeitung von Massenspektren 
 
Für eine optimale Zell-Klassifikation ist es neben der Beseitigung den eben erwähnten 
Schwankungen, welche bei einer MS-Messung entstehen können, sehr wichtig, dass 
zunächst die enorme Datendimension der Massenspektren reduziert wird. Die relevante 
Information ist in einem nur sehr geringen Teil der Fingerprints enthalten. Schon ein paar 
wenige Signale reichen erfahrungsgemäß zur Unterscheidung mehrerer Zelllinien aus. Durch 
Entfernen der unwichtigen Information kann das Klassifikationsergebnis um ein Vielfaches 
verbessert werden. 
Ein weiterer wichtiger Punkt ist die spektrale Rekalibration der Fingerprints. Zum einen 
müssen die Peaks dem genauen m/z-Wert zugeordnet werden, um sie später identifizieren 
zu können. Zum anderen ist es für eine Klassifikation (und andere statistische Analysen) 
zwingend notwendig, dass alle Massenspektren eine gemeinsame Massenachse besitzen. 





Der Klassifikator erwartet, dass die Spektren in Form einer Matrix vorliegen, bei welcher die 
Intensitäten der Spektren in den Zeilen und die m/z-Werte in den Spalten stehen. Ist dieser 
Sachverhalt nicht gegeben, kann keine Klassifikation durchgeführt werden. 
Für die Entwicklung einer optimalen Methode zur Zell-Klassifikation bedarf es also zunächst 
einer Untersuchung der Standard-Verarbeitungsschritte der massenspektrometrischen 
Fingerprints, da diese die Grundlage für nachfolgende Analyse darstellen. 
1.3.1 Vorverarbeitung 
Nach der Messung liegen die Spektren im firmenspezifischen Datenformat vor. Sie können 
dann mit der mitgelieferten Software eingelesen, bearbeitet und analysiert werden. Ist jedoch 
eine Auswertung der Spektren mit einem externen Analyse-Tool notwendig, müssen die 
Spektren in das entsprechende Datenformat konvertiert werden. Dies erfordert einen hohen 
Zeitaufwand, wenn die einzelnen Spektren zum Beispiel in Excel-Tabellen übertragen 
werden müssen (Hanrieder et al., 2011). Für eine schnelle Klassifikation wäre es daher 
hilfreich, ein Datenformat zur definieren, welches eine einfache Handhabung der Spektren 
ermöglicht und für die Klassifikation wichtige Informationen wie Tumortyp und Subtyp 
bereitstellt. 
Häufig weisen spektrale Daten ein chemisches Hintergrundrauschen auf. Dieses erfordert 
eine Basislinienkorrektur, um die Grundlinie auf null zu verschieben. Die Software 
ClinProTools der Firma Bruker Daltonik zum Beispiel bietet zur Korrektur von Massen-
spektren zwei Möglichkeiten an: Convex Hull Baseline und Top Hat Baseline. Letztere wurde 
schon oft zur Vorverarbeitung von Fingerprints verwendet (Munteanu et al., 2012; 
Ouedraogo et al., 2010; Schwamb et al., 2013). Des Weiteren bietet die Bioinformatics 
Toolbox von MATLAB die Funktion msbackadj zur Basislinienkorrektur an, welche ebenfalls 
schon zur Vorverarbeitung von Fingerprints eingesetzt wurde (Povey et al., 2014). Die Basis- 
linienkorrektur als standardmäßiger Schritt in der Vorverarbeitung von Massenspektren ist 
eine bereits etablierte Methode und bedarf keiner weiteren Optimierung. 
Rauschen kann jedoch nicht nur chemischen, sondern auch instrumentellen Ursprungs sein. 
Hierbei kann durch einen Filter zur Glättung der Spektren das Signal-Rausch-Verhältnis 
(engl. Signal to Noise Ratio, SNR) noch weiter verbessert werden. Dafür eignet sich der 
Savitzky-Golay-Filter (Savitzky und Golay, 1964) welcher im Wesentlichen eine polynomielle 
Regression um den zu glättenden Datenpunkt durchführt. Der Hauptvorteil dieser Methode 
ist die Erhaltung wichtiger, spektraler Merkmale wie lokale Maxima / Minima und Impuls- 
breite. Dieser Algorithmus wird von der Software ClinProTools zur Verfügung gestellt und 
wurde schon sehr oft zur Rauschunterdrückung von Fingerprints eingesetzt (Munteanu et al., 





sgolayfilt (allgemein) aus der Signal Processing Toolbox und mssgolay (speziell für 
Massenspektren) aus der Bioinformatics Toolbox zur Signalglättung an. Letztere wurde 
bereits zur Signalglättung von Fingerprints eingesetzt (Povey et al., 2014). Die Verwendung 
des Savitzky Golay Filters zur Signalglättung von Massenspektren ist ebenfalls eine bereits 
etablierte Methode, welche keiner Optimierung mehr bedarf. Jedoch werden bei dieser 
Methode keine Datenpunkte gelöscht. Bereiche, welche nur aus Rauschen bestehen, sind 
nach wie vor in den Spektren enthalten und könnten weitere Analysen verfälschen. Aus 
diesem Grund wäre die Entwicklung einer Methode, welche diese Bereiche nachträglich 
noch aus den Spektren eliminiert, von Vorteil. 
1.3.2 Datenreduktion 
Eine optimale Zell-Klassifikation setzt eine Datenreduktion voraus, bei welcher die zur 
Unterscheidung relevanten Peaks erhalten bleiben. Die Herausforderung besteht hierbei 
darin, auch diejenigen relevanten m/z-Werte zu finden, welche nur kleine Unterschiede 
aufweisen. Des Weiteren könnte bei der systematischen Entwicklung einer optimalen 
Klassifikationsmethode eine große Anzahl von Signalwerten (dies ist vor allem bei 
Massenspektren der Fall) zu Problemen bei der Verwendung von rechenintensiven 
Algorithmen führen, sodass schnell die Grenze der Rechenkapazität des Computers erreicht 
wird. 
Das derzeitige Standard-Verfahren zur Reduktion der Datenpunkte in einem 
Massenspektrum ist das sogenannte Peak Picking Verfahren, welches schon wiederholt in 
der Literatur diskutiert wurde. Dabei werden die Peaks anhand bestimmter Merkmale wie 
Peakhöhe, Peakbreite oder dem Signal-Rauchsch-Verhältnis ausgewählt. Kempka et al. 
(Kempka et al., 2004) entwickelten eine Methode, welche auf der Annahme basiert, dass die 
Peak-Form einer Gauß-Verteilung entspricht. Du et al. (Du et al., 2006) schlagen einen 
Ansatz vor, bei welcher kontinuierliche Wavelet-Transformation durchgeführt wird. Yang et 
al. (Yang et al., 2009) führten eine Studie durch, in welcher sie mehrere Peak Picking 
Verfahren miteinander verglichen. Das Peak Picking Verfahren wird im Softwarepaket 
ClinProTools standardmäßig zur Datenreduktion eingesetzt. Die Peak-Analyse basiert dort 
auf den Mittelwertspektren der Klassen oder dem Mittelwertspektrum des gesamten 
Datensatzes. Es wurde schon oft zur Datenreduktion von Fingerprints eingesetzt (Munteanu 
et al., 2012; Ouedraogo et al., 2010; Schwamb et al., 2013). 
Das Peak Picking Verfahren gibt jedoch keine Auskunft über die statistische Relevanz der 
Peaks, das heißt, wie gut sich die gefunden Peaks für Zell-Klassifikation eigenen. Auch trifft 
es keine Aussage darüber, welche und wie viele der detektierten Peaks für eine optimale 





Peaks übersehen werden. Werden die Peaks im Mittelwertspektrum des Datensatzes 
gesucht, kann es passieren, dass manche Peaks durch die Mittelung verloren gehen. Daher 
bedarf es einer Untersuchung, ob sich andere, statistische Merkmalsextraktionsmethoden 
besser für die Zell-Klassifikation eignen. 
Ein weiteres Verfahren, welches schon oft zur Datenreduktion von Fingerprints eingesetzt 
wurde (Chiu et al., 2015; Feng et al., 2010; Sakai et al., 2015), ist die Haupt- 
komponentenanalyse (engl. Principal Component Analysis, PCA). Sie ist statistisches 
Verfahren, welches zur Strukturierung und Vereinfachung hochdimensionaler 
Merkmalsräume eingesetzt wird (Pearson, 1901). Das Ziel der PCA ist es, die Dimension 
oder das Rauschen eines Datensatzes zu reduzieren, ohne dabei die in den Daten 
enthaltene Information zu verlieren. Datensätze mit sehr vielen Variablen zeigen oft 
ähnliches Verhalten und besitzen redundante Information. Der mehrdimensionale Datenraum 
wird bei der PCA so gedreht, dass die Richtung der größten Varianz die erste 
Koordinatenachse des projizierten Datenraums wird. Die resultierenden neuen Achsen 
(Hauptkomponenten) stehen orthogonal aufeinander und sind nach absteigender Varianz 
sortiert. In den meisten Fällen werden nur die ersten Hauptkomponenten betrachtet, da sie 
den Großteil der Varianz besitzen. Die restlichen Hauptkomponenten bestehen 
hauptsächlich aus Rauschen. Ein großer Nachteil dieser Methode ist, dass nur schwer 
Rückschlüsse auf die zur Unterscheidung wichtigen m/z-Werte geschlossen werden können, 
da eine Hauptkomponente aus der Linearkombination aller ursprünglichen m/z-Werte 
besteht. Für eine optimale Zell-Klassifikation würde sich daher besser eine Methode eignen, 
bei welcher jedem m/z-Wert eindeutig ein Gewicht zugeordnet werden kann. 
Oft wird die PCA auch gleichzeitig als Klassifikationsmethode eingesetzt, indem die 
Hauptkomponenten als Punktwolken in einem Schaubild dargestellt werden. Die Beurteilung 
des Erfolgs der Klassifikation erfolgt dann durch die visuelle Betrachtung des Schaubilds. Für 
eine sichere Klassifikation wäre jedoch eine objektive Kennzahl für die Bewertung besser 
geeignet. 
Beim Resampling wird die Anzahl der Datenpunkte in den Massenspektren um einen 
bestimmten Faktor verringert. In der Bioinformatics Toolbox von MATLAB ist dazu die 
Funktion msresample enthalten, welche schon für die Datenreduktion von Fingerprints 
eingesetzt wurde (Povey et al., 2014). Dieses Verfahren ist jedoch mit einem 
Informationsverlust verbunden und gibt keine Auskunft über die Signifikanz der Peaks. Daher 
eignet sich nicht für die Entwicklung einer optimalen Klassifikationsmethode. 






1.3.3 Auswahl der Peaks 
Mit Hilfe einer Varianzanalyse (engl. Analysis of Variance, ANOVA) kann geprüft werden, ob 
die Unterschiede der Peaks (Mittelwerte) zwischen den Spektren der verschiedenen Zell- 
linien signifikant oder ob sie so klein sind, dass sie wahrscheinlich durch zufälliges Rauschen 
entstanden sind (Hartung und Elpelt, 2007). Ist dies der Fall, kann mit Hilfe eines 
sogenannten Post-Hoc-Tests festgestellt werden, welche dieser Peaks sich unterscheiden 
(Hochberg und Tamhane, 2009). Häufig wird bei der ANOVA ein Signifikanzniveau (Alpha-
Wert) von 5% verwendet. Dieses sagt aus, dass der Unterschied zwischen den Zelllinien zu 
95% signifikant ist. Der sogenannte p-Wert (Prüfgröße) muss also kleiner oder gleich dem 
Signifikanzniveau sein. 
In ihrer einfachsten Form stellt die ANOVA eine Alternative zum T-Test (Student, 1908) dar. 
Der Nachteil des T-Tests ist, dass dieser immer nur zwei Stichproben / Zelllinien miteinander 
vergleichen kann. Mit Hilfe der ANOVA kann er jedoch zur Untersuchung von mehr als nur 
zwei Stichproben / Zelllinien erweitert werden. 
Marvin-Guy et al. (Marvin‐Guy et al., 2008) führten eine einfache ANOVA zur Bestimmung 
der Signifikanz der Unterschiede von Epithelzellen eines Darmkarzinoms durch. Als Post-
Hoc-Test wurde hier der Fisher-LSD (engl. Least Significant Difference) verwendet. Dabei 
handelt es sich um einen paarweise T-Test zwischen allen Gruppen / Zelllinien, wobei jedoch 
immer die gesamte Varianz aller Zelllinien und nicht nur die Varianz der jeweils zwei 
beteiligten Zelllinien verwendet wird. Es gilt der gleiche Alpha-Wert für alle Vergleiche, 
wodurch die Signifikanz erschwert wird. Trotzdem könnten hier zu viele Signifikanzen 
detektiert werden. 
Harnrieder et al. (Hanrieder et al., 2011) führten eine einfache ANOVA zur Unterscheidung 
von Gliazellen durch. Im Anschluss daran wurde der Tukey-HSD-Test (engl. Honestly 
Significant Difference) verwendet. Er ist ähnlich dem Fisher-LSD-Test, hier wird jedoch ein 
höheres Signifikanzniveau festgelegt. 
Ein weiteres Verfahren der ANOVA ist der parameterfreie Wilcoxon-Vorzeichen-Rang-Test 
(Mann und Whitney, 1947; Wilcoxon, 1945). Dieser beruht auf den Differenzen der 
Wertepaare (Intensitäten des gleichen m/z-Wertes zweier Zelllinien), wobei das Vorzeichen 
der Differenz berücksichtigt wird. Er wurde von Portevin et al. (Portevin et al., 2015) zur 
Unterscheidung von Immunzellen eingesetzt. Im Anschluss daran wurde eine Bonferroni-
Korrektur (Bonferroni, 1936) durchgeführt, welche zu viele falsch-positiv Ergebnisse 






In allen drei Fällen wurden alle Peaks für die Zell-Klassifikation verwendet, welche nach dem 
Post-Hoc-Test einen bestimmten p-Wert erreichten, welche also mit einer bestimmten 
Wahrscheinlichkeit für die Unterschiede der Zelllinien verantwortlich sind. Für eine sichere 
Zell-Klassifikastion wäre jedoch eine Bewertung der Peaks anhand von Gewichten und nicht 
basierend auf Wahrscheinlichkeiten besser geeignet, um grundsätzlich das Auftreten von 
falsch-positiv Ergebnissen zu umgehen. Des Weiteren könnte das zuvor durchgeführte 
Peak-Picking eventuell schon im Vorfeld zu einem Informationsverlust geführt haben. Es 
existieren zahleiche Methoden zur Merkmalsextraktion, welche eine Beurteilung der Peaks 
anhand von Gewichten ermöglichen und noch nicht alle auf Fingerprints angewandt wurden. 
Eine systematische Untersuchung dieser Methoden für die Optimierung der Zelllinien-
Klassifikation wurde bisher jedoch noch nicht durchgeführt. 
Eine Möglichkeit zur Bestimmung einer geeigneten Peak-Anzahl und Peak-Kombination für 
eine gute Klassifikation, ist die Anwendung von genetischen Algorithmen (engl Genetic 
Algorithms, GA). Diese sind heuristische Optimierungsverfahren und beruhen auf Methoden 
und Erkenntnissen der biologischen Genetik. Der grundlegende Steuerungsmechanismus 
dabei ist: Mutation, Selektion und Rekombination. Sie werden bei sehr großen und 
komplexen Datenmengen angewendet, wenn es sonst zu keinen brauchbaren Ergebnissen 
kommen oder die Berechnung zu viel Zeit beanspruchen würde. Dabei werden die 
Parameter einer Gleichung oder eines anderen strukturierten Lösungsansatzes optimiert 
(Goldberg und Holland, 1988; Holland, 1975). Schwamb et al. (Schwamb et al., 2013) 
benutzen diesen Algorithmus, um die beste Peak Kombination zur Identifikation von 
Signaturen als Indikator für Zellstress und Apoptose anhand von Fingerprints zu erhalten. 
Allerdings kann es vorkommen, dass genetische Algorithmen nicht die optimale Lösung 
finden, wenn die eingestellten Startparameter zu weit von der besten Endlösung entfernt 
sind. Des Weiteren kann dieser Algorithmus nicht angewandt werden, wenn zuvor kein Peak 
Picking stattgefunden hat, da er aufgrund der enorm großen Anzahl an Datenpunkten in 
einem Massenspektrum wahrscheinlich nicht in annehmbarer Zeit durchführbar ist. Daher 
bedarf es zum einen der Entwicklung einer Methode, welche auch in großen Datenmengen 
Peak-Kombinationen selektiert, und zum anderen der Untersuchung der Leistung und 
Rechenzeit in Hinblick auf eine schnelle Zelllinien-Klassifikation. 
1.3.4 Spektrale Rekalibration 
Durch Fehler bei der Kalibrierung oder durch Unschärfen während der Spektrengenerierung 
kann es zu systematischen Verschiebungen der Massenachse kommen. Dies kann zur 
Folge haben, dass ein Protein in verschiedenen Spektren nicht exakt die gleichen m/z-Werte 
aufweist. Zudem kann die Auflösung eines Peaks bei verschiedenen Experimenten (in 





Rekalibration durchzuführen, so dass am Ende alle Spektren eine einzige gemeinsame 
Massenachse besitzen. Die Fingerprints müssen, wie bereits erwähnt, in Form einer Matrix 
für die nachfolgenden Analysen zur Verfügung stehen. Die Software ClinProTools rekalibriert 
die Spektren standardmäßig mit Hilfe herausragender Peaks im Anschluss an das 
Peak Picking Verfahren (Munteanu et al., 2012; Ouedraogo et al., 2012; Schwamb et al., 
2013). Für die systematische Untersuchung anderer Peak-Auswahl-Methoden muss die 
Ausrichtung der Massenache jedoch auf den unreduzierten Daten erfolgen. Gobom et al. 
(Gobom et al., 2002) entwickelten zwar eine Methode zur Rekalibrierung, welche ein 
Polynom höheren Grades auf mehrere im gesamten Massenbereich verteilte m/z-Werte legt, 
doch werden hierfür einige Referenz-Peaks benötigt, welche wiederum ein gewisses 
Fachwissen voraussetzen. Daher bedarf es der Entwicklung einer Methode zur Berechnung 
einer gemeinsamen Massenachse und zur Ausrichtung der Spektren, welche sich einerseits 
schnell und einfach durchführen lässt, und andererseits unabhängig von bestimmten 
Kalibrations-Peaks sind, so dass sie sich auf alle Zelllinien und biomedizinischen Frage- 
stellungen anwenden lässt. 
1.3.5 Normierung 
Mit einer Normierung werden die unterschiedlichen Massenspektren für die nachfolgende 
Analyse vergleichbar gemacht. Im Softwarepaket ClinProTools werden die Spektren einer 
TIC-Normierung unterzogen. Als Totalionenstrom (engl. Total Ion Current, TIC) wird die 
Summe der Ströme bezeichnet, welche von den Ionen aller m/z-Werte im Spektrum erzeugt 
wird. Dies ist die Standardmethode, welche häufig für die Normierung von Fingerprints 
eingesetzt wird (Munteanu et al., 2012; Ouedraogo et al., 2012; Schwamb et al., 2013). Die 
Bioinformatics Toolbox von MATLAB stellt die Funktion msnorm bereit, welche die Fläche 
unter der Kurve eines Spektrums auf den Gruppenmedian normiert. Auch sie wurde bereits 
für die Normierung von Fingerprints verwendet (Povey et al., 2014). Diese beiden 
Normierungsmethoden sind bereits etabliert, weshalb hier keine Optimierung mehr nötig ist. 
1.3.6 Klassifikation 
Die Klassifikation ist eine Vorhersagemethode des maschinellen Lernens, bei der Objekte 
anhand ihrer Merkmale verschiedenen Klassen zugeordnet werden. Der Ausgabewert ist ein 
diskreter Wert. In der Medizin wird die Klassifikation dazu benutzt, um eine Diagnose zu 
erstellen. Die Merkmale sind in diesem Fall die Symptome einer Krankheit, oder bei 
Verwendung der Massenspektrometrie bestimmte Signale, welche charakteristisch für den 
Krebszelltyp sind. 
Bei der überwachten Klassifikation werden die Trainingsdaten zusammen mit ihren 





findet ihre Anwendung zum Beispiel bei Existenz einer Datenbank, in welcher 
Referenzmessungen enthalten sind und eine unbekannte Probe einer Krebsart oder 
Mutation zugeordnet werden sollen (Avila et al., 2016). Üblicherweise werden bei der 
überwachten Klassifikation die Daten in Trainings- und Testdaten aufgeteilt, wobei mit Hilfe 
der Trainingsdaten ein Modell erstellt wird, mit welchem die Testdaten im Anschluss 
klassifiziert werden. 
Ein überwachtes Klassifikationsverfahren, welches schon für die Analyse von Zelllinien 
anhand von Fingerprints eingesetzt wurde (Schwamb et al., 2013), ist der k-Nächste-
Nachbarn Algorithmus (eng. k-Nearest Neighbours, KNN). Hier wird für jeden Datenpunkt 
der Abstand zu seinen k nächsten Nachbarn berechnet. Als Distanzmaß wird hierbei oft die 
Euklidische Distanz verwendet. Die Entscheidung fällt dann durch einen Mehrheitsbeschluss 
(Altman, 1992). Der Nachteil von überwachten Klassifikationsverfahren ist, dass relativ zur 
Anzahl der Merkmale eine sehr große Anzahl an Proben benötigt wird, um ein „auswendig 
lernen“ des Klassifikators zu verhindern. Dies ist vor allem bei Massenspektren besonders 
kritisch, da diese aus enorm vielen Datenpunkten bestehen. Hier zeigt sich noch einmal die 
Notwendigkeit einer effektiven Datenreduktion der MS-Fingerprints für eine sichere Zelllinien-
Klassifikation, welche allein durch das Peak Picking Verfahren nicht sichergestellt ist. 
Bei der unüberwachten Klassifikation werden die Trainingsdaten ohne die zugehörigen 
Ausgabewerten dem Klassifikator übergeben. Die einzige Information, welche dem 
Klassifikator mitgegeben werden kann, ist die Anzahl der Klassen, in welche er den 
Trainingsdatensatz unterteilen soll. Für die unüberwachte Klassifizierung werden typischer- 
weise sogenannte Clustering-Verfahren eingesetzt. Diese partitionieren die Datenmenge in 
mehrere Cluster, so dass sich ähnliche Daten im gleichen Cluster befinden. Für den 
klinischen Betrieb kann diese Variante der Klassifizierung von Nutzen sein, um zu prüfen, ob 
der Pathologe sich eventuell bei der Beurteilung einer Probe geirrt hat oder ob eine Probe 
von vorne herein falsch zugeordnet wurde. 
Ein unüberwachtes Klassifikationsverfahren, welches schon sehr oft zur Klassifikation von 
Zelllinien anhand von Fingerprints verwendet wurde (Karger et al., 2010; Munteanu et al., 
2012; Ouedraogo et al., 2012), ist die hierarchische Clusteranalyse (engl. Hierarchical 
Cluster Analysis, HCA). Die HCA ist ein distanzbasiertes Verfahren zur Clusteranalyse, bei 
dem die Objekte, welche zueinander eine geringe Distanz aufweisen, zu einem Cluster 
zusammengefasst werden (Rokach und Maimon, 2005). Dabei können verschiedene 
Distanzmaße verwendet werden. Auch hier wird häufig die Euklidische Distanz verwendet. 
Das Ergebnis ist eine hierarchische Struktur, welche graphisch durch ein zweidimensionales 
Diagramm, dem sogenannten Dendrogramm, dargestellt wird. Das Dendrogramm ist eine 





ein einziges Cluster, welches die gesamten Datenobjekte beinhaltet. Ein innerer Knoten 
entspricht der Vereinigung aller seiner Kinderknoten. Eine Kante zwischen zwei Knoten stellt 
die Distanz zwischen den beiden verbundenen Clustern dar. 
Bei der HCA wird grob zwischen zwei Verfahren unterschieden. Zum einen gibt es die 
divisiven Clusterverfahren (top-down), in welchen zunächst alle Objekte einem Cluster 
angehören und dann schrittweise in immer kleinere Cluster aufgeteilt werden, bis jedes 
Cluster nur noch aus einem Objekt besteht. Zum anderen gibt es die agglomerativen 
Clusterverfahren (bottom-up), in welchen zunächst jedes Objekt ein Cluster bildet, welche 
dann schrittweise zu immer größeren Clustern zusammengefasst werden, bis alle Objekte zu 
einem einzigen Cluster gehören. Des Weiteren können verschiedene Algorithmen, welche 
die Cluster zusammenfasst bzw. aufteilt, verwendet werden, wie zum Beispiel das Single-
Linkage-Verfahren, welches den kürzesten Abstand zwischen zwei Punkten wählt. Die HCA 
bietet ein hohes Maß an Flexibilität, da auch komplexere Distanzmaße verwendet werden 
können. Ein Vorteil ist, dass sie außer der Distanzfunktion keine eigenen Parameter besitzt. 
Durch die Baumstruktur ist keine Festlegung auf eine bestimmte Clusterzahl notwendig, da 
die Cluster-Hierarchie auch Unterstrukturen erlaubt. Die Beurteilung des Erfolgs der 
Zelllinien-Klassifikation geschieht meist durch die visuelle Betrachtung des Dendrogramms. 
Dies kann jedoch bei einer großen Anzahl an Zelllinien und Proben sehr schnell 
unübersichtlich werden. 
Eine systematische Untersuchung verschiedener Methoden zur Merkmalsextraktion in 
Kombination mit verschiedenen Klassifikationsmethoden für eine optimale Zelllinien-
Klassifikation anhand von Fingerprints wurde bisher noch nicht durchgeführt. Dies wäre 
jedoch notwendig, um die optimale Methode zur Zelllinien-Klassifikation zu finden, mit 
welcher schneller als bisher und trotzdem sicher klassifiziert werden kann. Vor allem sind die 
bisherigen Methoden aus der Signalverarbeitung für Fingerprints noch nicht auf Ge- 
schwindigkeit optimiert worden, was in der Praxis zu Problemen führen könnte. 
1.3.7 Objektive Bewertungskennzahlen 
Zur Bewertung eines Klassifikationsmodells wird ein objektives Kriterium benötigt. Im Falle 
einer überwachten Klassifikation, bei welcher die Klassenzugehörigkeit im Vorfeld bekannt 
ist, wird das Ergebnis durch die Klassifikationsrate beurteilt. Sie gibt das Verhältnis der 
richtig klassifizierten Objekte zur Gesamtzahl der Objekte im Datensatz an. Bei der 
unüberwachten Klassifikation wird im Anschluss eine Clusteranalyse durchgeführt (Jain und 
Dubes, 1988). Dabei geht es darum zu beurteilen, wie gut das Clustering funktioniert hat. Ein 
Clusteralgorithmus teilt die Daten in eine meist vorgegebene Anzahl von Gruppen, ohne zu 





Ist die Klassenzugehörigkeit in der Realität jedoch bekannt, kann der verwendete 
Algorithmus mit Hilfe von sogenannten External Indicies evaluiert werden. Zwei bekannte 
Kennzahlen aus der Literatur, mit welchen eine externe Clusteranalyse durchgeführt werden 
kann, ist die Reinheit (engl purity) und die Entropie (Deepa et al., 2012; Rendón et al., 2011; 
Sripada und Rao, 2011). Die Reinheit bestimmt für ein Cluster, inwiefern nur Objekte einer 
Klasse enthalten sind. Die Entropie berücksichtigt die Verteilung der Klassen in einem 
einzelnen Cluster. Die Reinheit bzw. die Entropie des Clusterergebnisses ist dann das 
gewichtete Mittel der Reinheitswerte bzw. der Entropien aller Cluster. Kremer et al. (Kremer 
et al., 2011) stellen eine Übersicht über weitere Bewertungskennzahlen dar. Der Nachteil 
dieser External Indices ist, dass sie im Vergleich zur Klassifikationsrate keine exakte 
Aussage über den Erfolg der Klassifikation liefern. 
Eine externe Clusteranalyse mit Hilfe von Kennzahlen zur Beurteilung des Klassifikations- 
ergebnisses bei der Unterscheidung von Zelllinien wurde bisher noch nicht durchgeführt. 
Karger et al. (Karger et al., 2010) zum Beispiel verwendeten eine HCA zur Klassifikation von 
66 stabilen Zelllinien. Die Auswertung erfolgte jedoch durch eine visuelle Betrachtung des 
Dendrogramms. 
Für die systematische Untersuchung verschiedener Methoden zur Merkmalsextraktion und 
Klassifikation (unüberwacht), bei welcher eine Vielzahl an Kombinationen getestet und 
miteinander verglichen werden sollen, muss daher zunächst eine Kennzahl entwickelt 
werden, welche sowohl eine möglichst exakte Aussage über die Qualität der Ergebnisse 
liefert (sichere Klassifikation), als auch die Rechenzeit und den Speicherbedarf optimiert 
(schnelle Klassifikation). 
 
1.4 Bestimmungen von Wirkstoffwirkungen 
1.4.1 Pharmakodynamik 
Die Pharmakodynamik beschäftigt sich mit der Wirkung von Arzneimitteln auf den Körper 
(Hollinger, 2007). Dabei zeigt das Wirkprofil, welche Effekte auftreten und welche Organe 
oder biologische Funktionen beeinflusst werden. Spezifische Wirkstoffe sind weitgehend von 
der molekularen Struktur abhängig und entfalten ihre Wirksamkeit an einem bestimmten Ort. 
Sie wirken auf körpereigene Strukturen, wie zum Beispiel Rezeptoren oder Enzyme, und es 
reichen meist niedrige Konzentrationen, um eine Wirkung hervorzurufen. Es wird von einem 
sogenannten „Schlüssel-Schloss-Prinzip“ gesprochen. Andere Wirkstoffe hingegen wirken 
unspezifisch. Sie sind eher in hohen Konzentrationen wirksam und verteilen sich im 





verbesserte Wirksamkeit bei günstigerem Nebenwirkungsprofil auf als konventionelle 
Chemotherapeutika. Sie stehen daher im Fokus der klinischen Forschung und der 
Entwicklung einer individualisierten Medizin. Biomarker, oder allgemein molekulare 
Signaturen, sind dabei von besonderer Bedeutung (Ebert et al., 2012). Prädiktive Biomarker 
ermöglichen es, das Ansprechen eines individuellen Patienten auf spezielle Wirkstoffe 
vorherzusagen. Dabei wird nach Zielstrukturen für Arzneistoffe gesucht, welche vorliegen 
müssen, wenn die Therapie mit einem bestimmten Therapeutikum sinnvoll sein soll. 
Pharmakodynamische Biomarker erlauben es, die Wirksamkeit der molekular-gerichteten 
Therapeutika anzuzeigen. Es können Variationen erkannt werden, um gegebenenfalls die 
Wirkstoffdosis individuell anzupassen. Massenspektrometrische Methoden haben bereits 
wesentlich zur Entdeckung molekularer Targets bzw. Therapeutika beigetragen (Bantscheff 
et al., 2011; Dawson et al., 2011; Kruse et al., 2008; Ramsden et al., 2011). 
1.4.2 Konzentrations-Wirkungs-Beziehung 
Eine zentrale Bedeutung in der Pharmakodynamik besitzt die Dosis-Wirkungs-Beziehung 
bzw. die Konzentrations-Wirkungs-Beziehung, da durch diese Aussagen über die 
Wirksamkeit und Sicherheit von Arzneimitteln getroffen werden können. Sie beschreibt 
graphisch den Zusammenhang zwischen der verabreichten Dosis / Konzentration eines 
Medikaments und seiner Wirkung. Es kann abgelesen werden, welche Konzentrationen eine 
Wirkung verursachen, wie stark die Effekte in Abhängigkeit der Konzentration sind und ab 
wann toxische Effekte auftreten. Die meisten Wirkstoffe weisen allerdings keine lineare 
Beziehung auf. Eine doppelte Konzentration zum Beispiel verursacht nicht zwingend einen 
doppelt so großen Effekt. Im Idealfall ergibt sich eine sigmoide Kurve. Anhand der Steigung 
der Kurve können die Auswirkungen der Konzentrationsänderungen auf die Wirkung des 
Medikaments erkannt werden. Als mittlere effektive Konzentration (EC50) wird die 
Konzentration bezeichnet, bei welcher ein halbmaximaler Effekt beobachtet wird. Dies 
entspricht dem Wendepunkt der Kurve. Der sogenannte Fold Change gibt das Verhältnis der 
Wirkung zwischen der minimalen und maximalen Wirkstoffkonzentration an. 
Um eine Konzentrations-Wirkungs-Kurve zu erstellen, kann zum Beispiel die 
Statistiksoftware GraphPad Prism (Motulsky und Christopoulos, 2004) verwendet werden. 
Sie besitzt ein umfassendes Repertoire zum Thema nichtlineare Regression und 
Kurvenanpassung. Im Rahmen der MS-basierten Fingerprint-Analyse wurde sie bereits 
eingesetzt, um die Zellaktivität mit Imatinib behandelter Zellen anhand von Histon-
Deacetylasen (HDAC) Inhibitoren zu messen (Munteanu et al., 2014). Des Weiteren wurden 
toxische Effekte in Zell-basierten ökotoxischen Testsystemen untersucht (Kober et al., 2015). 





Werte berechnet. Eine Methode zur automatischen Auswertung von MS-Fingerprints für die 






Moderne molekular-gerichtete Therapeutika weisen häufig eine verbesserte Wirksamkeit bei 
günstigerem Nebenwirkungsprofil auf als konventionelle Chemotherapeutika. Sie stehen 
daher im Fokus der klinischen Forschung und der Entwicklung einer individualisierten 
Medizin. Biomarker oder allgemein molekulare Signaturen, welche die Wirksamkeit 
molekular-gerichteter Therapeutika anzeigen oder vorhersagen, sind dabei von besonderer 
Bedeutung. Die Grundlage dafür besteht in der schnellen und zuverlässigen Klassifizierung 
humaner Tumorproben. Massenspektrometrische Methoden haben bereits wesentlich zur 
Entdeckung molekularer Therapeutika beigetragen. Diese generieren jedoch Datensätze im 
Umfang von mehreren Gigabytes, deren Bearbeitung und Auswertung nur mit Hilfe moderner 
Signalverarbeitung möglich ist. 
 
Dieses Dissertationsprojekt verfolgte daher folgende Ziele: 
 
1. Überführung der MS-Daten in ein MATLAB-kompatibles Datenformat sowie die 
Optimierung der Vorverarbeitung von massenspektrometrischen Fingerprints 
2. Entwicklung einer geeigneten Kennzahl zur Bewertung der systematischen Unter- 
suchung verschiedener Merkmalsextraktions- und Klassifikationsmethoden 
3. Entwicklung und Optimierung einer Methodik für die Merkmalsextraktion zur Identi-
fizierung geeigneter Biomarker-Kandidaten 
4. Entwicklung eines auf spektralen, molekularen Fingerprints basierenden Verfahrens 
zur schnellen Klassifikation von Tumorsubtypen anhand von der in 2 entwickelten 
Kennzahl 
5. Entwicklung einer Methode zur automatisierten Erstellung von Konzentrations-
Wirkungskurven zur Bewertung der zellulären Wirkung von zielgerichteten Medi- 
kamenten 
 
Es sollte eine Datenstruktur erstellt werden, welches einen schnellen und einfachen Zugriff 
auf die MS-Daten ermöglicht. Bereits bestehende Methoden zur Vorverarbeitung 
massenspektrometrischer Fingerprints sollten optimiert und erweitert werden. Zur 
systematischen Untersuchung verschiedener Merkmalsextraktions- und Klassifikations- 
methoden sollte eine Kennzahl entwickelt werden, welche genaue Ergebnisse liefert und 
eine Durchführung in annehmbarer Zeit ermöglicht. Anhand geeigneter Datensätze, 
(Brustkrebs-, Leukämie- und GIST-Zelllinien) sollte ein Verfahren zur schnellen Klassifikation 
von Tumortypen und -subtypen entwickelt werden. Des Weiteren sollte eine Methode 





welche eine Reaktion auf zielgerichtete Wirkstoffe zeigen. Die Algorithmen sollten in 
MATLAB implementiert werden. 




3 MATERIAL UND METHODEN 
3.1 Zelllinien 
Folgende Tabellen geben eine Übersicht der Zelllinien, welche in diesem Dissertations- 
projekt zur informationstechnischen Methodenentwicklung verwendet wurden. Die Zellkultur 
sowie die MS-Messungen wurden im Institut für Instrumentelle Analytik und Bioanalytik an 
der Hochschule Mannheim von Jan-Hinrich Rabe, Dr. Carolina v. Reitzenstein und Dr. 
Bogdan Munteanu durchgeführt. 
 
 
Tabelle 2: Brustkrebs-Zelllinien und Tumor-Subklassifizierung 
(Zellkultur und MS-Messungen: Jan-Hinrich Rabe) 
Zelllinie Tumor-Subklassifizierung 
Cal51 Triple negativ 
EFM192A Luminal B (HER2 positiv) 
MCF7 Luminal A 
MDA-MB-453 keine eindeutige Klassifizierung 
MDA-MB-468 Triple negativ 
SKBr3 HER2 positiv 
 
 
Tabelle 3: GIST-Zelllinien, Mutation und Imatinib-Wirkung (Consolino et al., 2016) 
(Zellkultur und MS-Messungen: Jan-Hinrich Rabe) 
Zelllinie Mutation Imatinib Wirkung 
430 Kit Exon 11 und Exon 13 V654A resistent 
882 Kit Exon 13 K642E responsiv 
T1 Kit Exon 11 57bp Deletion sensitiv 
 
 
Tabelle 4: Leukämie-Zelllinien und Form der Erkrankung 
(Zellkultur: Dr. Carolina von Reitzenstein, MS-Messungen : Dr. Bogdan Munteanu) 
Zelllinie Form der Erkrankung 
K562 Chronische myeloische Leukämie (CML) 











Folgende Tabelle gibt eine Übersicht über die Wirkstoffe, welche zur Entwicklung eines 
Verfahrens zur Bewertung der zellulären Wirkung durch Dr. Bogdan Munteanu verwendet 
wurden. In dieser Arbeit wurden hierzu die informationstechnischen Methoden entwickelt. 
 
Tabelle 5: Wirkstoffe 
Wirkstoff Handelsname Gruppe der Einsatz 
Axitinib Inlyta® Tyrosinkinase-Inhibitoren Nierenzellkarzinome 
Bortezomib Velcade® Proteasom-Inhibitoren 
multiple Myelome, 
Mantelzell-Lymphom 
Bosutinib Bosulif® Kinase-Inhibitoren (BCR-ABL-Kinase) CML 
Chloroquin Resochin® Malariamittel Malaria, Rheuma 
Dasatinib Sprycel® Tyrosinkinase-Inhibitoren ALL, CML 
Ethanol   Zellgift 
Imatinib Glivec® Tyrosinkinase-Inhibitoren CML, GIST 
Obatoclax noch nicht zugelassen Bcl-2-Inhibitoren 
solide Tumore, multiple 
Myelome, Leukämie, 
Lymphon 
Tamoxifen Nolvadex® Antiöstrogene Brustkrebs 




Die MS-Messungen der Zelllinien wurden mit einem Autoflex Speed MALDI-TOF/TOF 
Massenspektrometer (Bruker Daltonics, Bremen) von Mitarbeitern des Instituts für 
Instrumentelle Analytik und Bioanalytik, Jan-Hinrich Rabe und Dr. Bogdan Munteanu an der 
Hochschule Mannheim durchgeführt. Probenpräparation, Matrix und MALDI-Grund- 
einstellungen und Messung wurden mit einer an der Hochschule Mannheim entwickelten 
Biotyping-Methode (Munteanu et al., 2012) durchgeführt. Zur Rekalibrierung wurde die 
Software flexAnalysis (Bruker Daltronics) verwendet. 
 





Alle die in diesem Dissertationsprojekt entwickelten Methoden und Algorithmen wurden in 
MATLAB R2016a (The MathWorks, Inc.) erstellt. 
Zur Vorverarbeitung und Klassifikation der massenspektrometrischen Fingerprints wurden 
die MATLAB Funktionen aus den folgenden Tabellen verwendet. Diese stellen bereits einen 
verwendbaren Algorithmus für eine Aufgabenstellung dar oder wurden für eine 
Teilberechnung in einem der in diesem Dissertationsprojekt entwickelten Methoden und 
Algorithmen und verwendet. 
 
 
Tabelle 6: MATLAB Funktionen zur Vorverarbeitung der Massenspektren 
Funktion Toolbox Anwendung 
msbackadj Bioinformatics Toolbox Basislinienkorrektur 
sgolayfilt Signal Processing Toolbox Savitzky Golay Filter 
interp1 Mathematics Toolbox Lineare Interpolation 
xcorr Signal Processing Toolbox Berechnung der Korrelationsfunktion 
mapstd Neural Network Toolbox Z-Score Normierung 
hist Graphics Toolbox Erstellung eines Histogamm 
mspeaks Bioinformatics Toolbox Peak Picking 
 
 
Tabelle 7: MATLAB Funktionen zur Klassifikation der Massenspektren aus der Statistics and 
Machine Learning Toolbox 
Funktion Anwendung 
pca Hauptkomponentenanalyse 
pdist Hierarchische Clusteranalyse (Berechnung Distanz) 
linkage Hierarchische Clusteranalyse (Verknüpfung) 
cluster Hierarchische Clusteranalyse (Cluster-Bildung) 
kmeans k-Means Klassifikation 
kmedoids k-Medoids Klassifikation 
fitcdiscr Lineare Diskriminanzanalyse 
fitcknn k-Nächste-Nachbarn Klassifikation 








3.3 Methoden zur Merkmalsextraktion 
Für die systematische Untersuchung verschiedener Merkmalsextraktionsmethoden zur 
Datenreduktion von massenspektrometrischen Fingerprints wurden neben einer selbst 
implementierten Variante des Fisher-Testes noch weitere MATLAB Funktionen aus dem 
Softwarepaket der Arizona State University1 verwendet: 
Fisher-Score 
Der Fisher-Test (Fisher, 1936) stellt eine einfache Möglichkeit zur Bewertung der 
Trennbarkeit von Klassen anhand ihrer Merkmale dar. Er ist für ein Merkmal und mehrere 
Klassen wie folgt definiert: 
 
ܨ݅ݏℎ݁ݎ ܵܿ݋ݎ݁ =
∑ ݊௞ ∗ (݉௞ − ܯ)ଶ௄௞ୀଵ




M: Mittelwert eines Merkmals über den gesamten Datensatz 
mk: Mittelwert der Klasse k 
vk: Varianz der Klasse k 
K: Anzahl Klassen 
nk: Anzahl Proben der Klasse k 
 
Bayes’sche Logistische Regression 
Das Bayes’sche logistische Regressionsverfahren (BLogReg) basiert auf dem Algorithmus 
von Shevade & Keerthi (Gilbert et al., 1988). Es dient zur Berechnung des Mindestabstandes 
von konvexen Mengen, so dass sich diese gerade noch berühren. Hierbei wird nicht nur eine 
Regressionsfunktion geliefert, sondern auch einen Konfidenzkorridor. Cawley und Talbot 
(Cawley und Talbot, 2006) verwenden die Bayes’sche Logistische Regression zur 
Klassifikation von Leukämie und Darmkrebs. 
Chi-Quadrat-Test 
Der Chi-Quadrat-Test wurde zu ersten Mal von Karl Pearson beschrieben (Pearson, 1992) 
und stellt eine der bekanntesten Wahrscheinlichkeitsverteilungen dar. Er wird für 
kategorische Variablen verwendet und beschreibt die Signifikanz der Unterschiede zwischen 
den beobachteten und den erwarteten Häufigkeiten. Liu und Setiono (Liu und Setiono, 1995) 
zeigen, dass der Chi-Quadrat-Test eine effektive Methode zur Merkmalsextraktion darstellt. 
                                               
1 Arizona State University (2015): Feature Selection Algorithms. 
  Online: http://featureselection.asu.edu/software.php, Stand: 21.12.2015 





Ein Entscheidungsbaum dient zur Klassifikation von Objekten (Cover und Thomas, 2006). Er 
besteht aus einer speziellen Datenstruktur, welche als Baumdiagramm grafisch dargestellt 
werden kann. Dabei entsprechen die inneren Knoten des Baumes den Merkmale einer 
Klasse und die Kanten den Werten der Merkmale. Zur Klassifikation eines Objektes werden 
vom Wurzelknoten aus (engl. top down) die Merkmalsknoten anhand ihrer Werte getestet. 
Der Informationsgewinn (engl. Information Gain) gibt den Beitrag eines Merkmals zur 
Entscheidungsfindung wieder. Das Merkmal mit dem höchsten Informationsgewinn wird zum 
Wurzelknoten. Dieses ist am besten geeignet um Objekte zu klassifizieren. 
Kruskal Wallis-Test 
Der Kruskal-Wallis-Test (Kruskal und Wallis, 1952), auch H-Test genannt, ist ein 
nichtparametrisches Verfahren zum Vergleich der Mittelwerte mehrerer Stichproben. Er stellt 
eine Erweiterung des Wilcoxon’s Test dar und kann auf mehr als zwei Stichproben 
angewendet werden. Eine Normalverteilung wird hier nicht vorausgesetzt, jedoch müssen 
die Daten ordinalskaliert, die Strichproben unabhängig und die Merkmale stetig sein. Wei 
(Wei, 1981) hat diesen Test auf seine Robustheit untersucht. 
mRMR 
Das mRMR-Verfahren (engl, minimum Redundancy Maximum Relevance, mRMR) ist eine 
Methode zur Merkmalsextraktion, bei welcher die Redundanz minimiert und gleichzeitig die 
Relevanz eines Merkmals maximiert wird (Peng et al., 2005). Die Redundanz ist hierbei ein 
Maß dafür, wie stark die Merkmale voneinander abhängen. Die Relevanz gibt die mittlere 
Transinformation (gegenseitige Information) zwischen einem einzelnen Merkmal und der 
Klassenzugehörigkeit an. 
Relief-F 
Der Relief-F Algorithmus entwickelte sich aus dem ursprünglichen Relief-Algorithmus (Kira 
und Rendell, 1992). Dieser konnte zur Lösung des Zwei-Klassen-Problems verwendet 
werden. Sein Vorteil ist, dass er auch auf nichtlineare Problemstellungen angewendet 
werden kann. Er bewertet ein Merkmal anhand der Manhattan Distanz zu seinen nächsten 
Nachbarn im Merkmalsraum (Liu und Motoda, 2008). 
T-Test 
Der T-Test (Student, 1908) ist ein parametrisches Verfahren zur systematischen 
Unterscheidung der Mittelwerte zweier Gruppen. Er hilft bei der Entscheidung, ob ein 
gefundener Unterschied rein zufällig oder wirklich bedeutsam ist. Die Stichproben müssen 
voneinander unabhängig sein, und in beiden Proben wird eine Normalverteilung des 
untersuchten Merkmals vorausgesetzt. Die Formel lautet: 















m:  Mittelwert Klasse 1/2 
s:  Standardabweichung Klasse 1/2 
n:  Anzahl Proben Klasse ½ 
 
3.4 Methoden zur Klassifikation 
Für die systematische Untersuchung verschiedener Klassifikationsmethoden mit dem Ziel 
der Entwicklung einer schnellen Tumorsubtypen-Klassifikation wurden folgende Verfahren 
verwendet: 
Lineare Diskriminanzanalyse 
Ein Verfahren aus der multivariaten Statistik ist die lineare Diskriminanzanalyse (engl. Linear 
Discriminant Analysis, LDA). Sie ist eine Verallgemeinerung der Fisher’s Diskriminanz- 
analyse und dient zur Unterscheidung von zwei oder mehreren Gruppen, wobei sie diese auf 
zur Unterscheidung relevante Merkmale untersucht (McLachlan, 2004).  
k-Nächste-Nachbarn Algorithmus 
Beim k-Nächste-Nachbarn Algorithmus (eng. k-Nearest Neighbours, KNN) wird für jeden 
Datenpunkt der Abstand zu seinen k nächsten Nachbarn berechnet. Der Abstand wird mit 
Hilfe eines Distanzmaßes berechnet. Die Entscheidung fällt dann durch einen 
Mehrheitsbeschluss (Altman, 1992). In diesem Dissertationsprojekt dabei die nächsten drei 
Nachbarn gewählt. Als Distanzmaß wurde die Euklidische Distanz verwendet. 
Hierarchische Clusteranalyse 
Die hierarchische Clusteranalyse (engl. Hierarchical Cluster Analysis, HCA) ist ein 
distanzbasiertes Verfahren zur Clusteranalyse, bei dem die Objekte, welche zueinander eine 
geringe Distanz aufweisen, zu einem Cluster zusammengefasst werden (Rokach und 
Maimon, 2005). Das Ergebnis ist eine hierarchische Struktur, welche grafisch durch ein 
zweidimensionales Diagramm, dem sogenannten Dendrogramm, dargestellt wird. Als 
Distanzmaß wurde hier die ward-Methode eingesetzt (Ward Jr, 1963). Das Zusammenfassen 
der Cluster erfolgte durch das Single-Linkage-Verfahren. 
 
 





Der k-Means Algorithmus (Lloyd, 1982) ist neben der HCA eines des am häufigsten 
verwendeten Clusterverfahren. Es werden k Startpunkte gewählt, von denen aus die 
Datenpunkte so zusammengefasst werden, dass die Summe der quadratischen 
Abweichungen der Cluster-Mittelpunkte minimal wird. Daher muss die Anzahl der Cluster im 
Vorfeld bekannt sein. Des Weiteren sollten die Cluster im Datensatz ungefähr gleich groß 
sein und auch nicht viele Ausreißer enthalten. Das Ergebnis stark davon ab, an welcher 
Stelle die Start-Mittelpunkte gesetzt wurden. 
k-Medoids 
Der k-Medoids Algorithmus ist dem k-Means Clusterverfahren sehr ähnlich. Beide teilen die 
Datenmenge in Gruppen und versuchen den Abstand der Punkte in einer Gruppe zu 
minimieren. Im Gegensatz zum k-Means Verfahren werden hier jedoch Datenpunkte als 
Cluster-Zentren gewählt. Ein häufig verwendeter Algorithmus hierfür ist der Partitioning 
Around Medoids (PAM) (Theodoridis et al., 2010). 
 
3.5 Erstellung von Konzentrations-Wirkungskurven 
Eine Konzentrations-Wirkungskurve (Motulsky und Christopoulos, 2004) stellt die Wirkung 
eines Stoffes in Abhängigkeit von deren Konzentration dar. Dabei entspricht die x-Achse der 
Konzentration des Stoffes, während die y-Achse die entsprechende Reaktion anzeigt. Es ist 
üblich, die Reaktion gegen den Logarithmus der Konzentration aufzutragen. Im Idealfall 
ergibt sich eine sigmoide Kurve. Diese lässt sich durch die minimale Reaktion (Bottom), die 
maximale Reaktion (Top), die Steigung (Hill Slope) und den EC50-Wert (mittlere 
Effektivdosis) definieren. Folgende Formel wurde für die Erstellung von Konzentrations-
Wirkungskurven verwendet: 
 







Zur Bewertung verschiedener Klassifikations- und Regressionsergebnisse wurden die 
folgenden Kennzahlen verwendet. 
 
 




Reinheit und Entropie 
Zum Vergleich der Qualität und Rechenzeit der in diesem Dissertationsprojekt entwickelten 
Kennzahl zur Bewertung einer unüberwachten Klassifikation wurden die Reinheit (engl. 
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pij: Wahrscheinlichkeit, ein Objekt aus Cluster j zur Klasse i gehört 
L: Anzahl Klassen 
K: Anzahl Cluster 
nj: Anzahl Objekte in Cluster j 
nij: Anzahl Objekte der Klasse i in Cluster j 
N: Gesamtzahl Objekte im Datensatz 
 
Mittlerer quadratischer Fehler 
Für die Erstellung der Konzentrations-Wirkungs-Kurven wurde als Maßzahl der mittlere 
quadratische Fehler (engl. Mean Squared Error, MSE) verwendet (Allen, 1971). Dieser gibt 










yi:  gemessener Wert 
ݕො௜:  vorhergesagter Wert 
n:  Anzahl Werte 
 
 





Bei der Entwicklung der Methode zur automatischen Bestimmung von Wirkstoffeffekten 
wurde als Ausschlusskriterium einer Konzentrations-Wirkungs-Kurve der Korrelations- 
koeffizient nach Pearson (Pearson, 1895) verwendet. Dieser gibt den linearen Zusammen- 
hang zwischen zwei oder mehreren Variablen an. Er ist dimensionslos und kann Werte 
zwischen -1 und +1 annehmen: 
 
ݎ =
∑ (ݔ௜ − ̅ݔ)(ݕ௜ − ݕത)௡௜ୀଵ




xi:  gemessener Wert 
yi:  vorhergesagter Wert 
̅ݔ:  Mittelwert der Messwerte 
ݕത:  Mittelwert der vorhergesagten Werte 
n:  Anzahl Werte 
 
„Fold Change“ 
Als weitere Kennzahl bei der Entwicklung einer Methode zur automatischen Bestimmung von 
Wirkstoffeffekten wurde das Verhältnis der Intensität bei keiner Wirkstoffbehandlung zur 
Intensität bei maximaler Konzentration des Wirkstoffes verwendet. Normalerweise wird 
hierbei der Logarithmus zur Basis 2 verwendet (Love et al., 2014). Dieses wird als Fold 
Change bezeichnet und lässt sich wie folgt berechnen: 
 





Imax:  Intensität bei maximaler Wirkstoffkonzentration 
I0:  Intensität bei keiner Wirkstoffbehandlung 
Da die Bestimmung für steigende und fallende Kurven getrennt erfolgte, wurde der Betrag 






Die Ergebnisse dieser Arbeit gliedern sich in folgende Teile: 
 
i. Vor der Entwicklung geeigneter Analysemethoden widmet sich der erste Teil 
zunächst der optimierten und schnellen Vorverarbeitung von Massenspektren. 
ii. Der zweite Teil beinhaltet die Entwicklung geeigneter Kennzahlen zur Bewertung 
eines optimalen Merkmalsextraktions-Klassifikations-Workflows. 
iii. Im Fokus des dritten Teils steht die Etablierung eines Workflows zur optimierten 
Merkmalsextraktion und Klassifikation von MS-Fingerprints. Anhand geeigneter 
Tumorzelllinien werden verschiedene Möglichkeiten zur Merkmalsextraktion und 
Klassifikation (überwacht und unüberwacht) miteinander verglichen und mit Hilfe der 
in Punkt 2 entwickelten Kennzahl bewertet. 
iv. Der vierte Teil beschäftigt sich mit der Entwicklung eines Regressionsmodells zur 
automatisierten Erstellung von Konzentrations-Wirkungskurven und der quantitativen 
Bewertung der zellulären Wirkung von zielgerichteten Arzneimittel-Wirkungen. 
v. Um die hier entwickelten Workflows, Methoden und Algorithmen schnell und einfach 
anwenden zu können, werden sie zuletzt in einer graphischen Benutzeroberfläche 
zusammengeführt. 
 
4.1 Optimierung der Vorverarbeitung von Massenspektren 
Aufgrund von verschiedenen Messeinstellungen, Geräteschwankungen, Experimentatoren 
oder Messtagen können Varianzen zwischen den Spektren auftreten. Zudem können die 
Spektren durch verschiedene Arten von Rauschen verfälscht sein. Für nachfolgende 
statistische Analysen ist es jedoch zwingend notwendig, dass die Massenspektren eine 
gemeinsame Massenachse besitzen. Standardmäßig wird dies derzeit durch ein Peak 
Picking mit nachfolgender Rekalibration realisiert. Um die Peak-Auswahl jedoch mit Hilfe 
statistischer Methoden durchführen zu können, bedarf es einer Vorverarbeitung der Spektren 
auf den unreduzierten Datensätzen. Abbildung 2 zeigt, aus welchen Vorverarbeitungs-
schritten der hier verwendete Workflow aufgebaut ist. 
Um überhaupt mit den Spektren in MATLAB arbeiten zu können, wurde zunächst eine neue 
Datenstruktur entwickelt, welche einen einfachen und schnellen Zugriff auf die Daten 
ermöglicht. Die Basislinienkorrektur wurde mit Hilfe der MATLAB Funktion msbackadj aus 





Golay-Filter realisiert. Dazu wurde die MATLAB Funktion sgolayfilt aus der Signalprocessing 
Toolbox verwendet. Das normalerweise angewandte Peak Picking Verfahren wurde hier 
nicht standardmäßig in den Vorverarbeitungsprozess miteinbezogen. Dadurch sollte 
verhindert werden, dass eventuell wichtige Peaks mit kleinen Intensitäten verloren gehen. 
Stattdessen wurde eine neue Methode entwickelt, welche für die nicht reduzierten Spektren 
eine gemeinsame Massenachse berechnet. Des Weiteren wurde ein einfaches Verfahren zur 
Ausrichtung der Spektren realisiert, um die Ähnlichkeit zwischen ihnen zu erhöhen. Die 
Normierung der Spektren erfolgte entweder durch eine TIC-Normierung (engl. Total Ion 
urrent, TIC) oder einer Z-Score-Normierung, je nachdem welches Analyseverfahren im 
Anschluss angewendet werden sollte. Zuletzt wurde eine neue Methode zum Entfernen 
unerwünschter Rauschanteile entwickelt. 
 
 
Abbildung 2: Vorverarbeitung der Massenspektren. Zunächst wurden die Spektren in eine 
MATLAB geeignete Datenstruktur übertragen. Um eine eventuell verschobene Grundlinie auf null zu 
verschieben, wurde im ersten Schritt eine Basislinienkorrektur durchgeführt. Danach wurden die 
Spektren zur Verbesserung des Signal-Rausch-Verhältnisses einer Signalglättung mit dem Savitzky-
Golay-Filter unterzogen. Im nächsten Schritt wurde eine gemeinsame Massenachse für alle Spektren 
berechnet. Ungenauigkeiten bei der Kalibrierung wurden durch Ausrichten der Massenspektren 
beseitigt. Um die Spektren miteinander vergleichen zu können, wurden sie einer Normierung 
unterzogen. Zuletzt wurden die Rauschanteile der Spektren entfernt. 
 
4.1.1 Datenstruktur zum Einlesen der Spektren 
Nach einer Messung liegen die Spektren unsortiert in einem Datenformat vor, welches vom 
Gerätehersteller vorgegeben wird. Das Autoflex Speed liefert für jedes Massenspektrum eine 
sogenannte fid-Datei, in welcher die Intensitäten abgespeichert sind. Diese können mit der 
MATLAB Funktion fread aus der Data Import and Export Toolbox eingelesen werden. Die 
Parameter (ml1, ml2, ml3, DELAY, DW, TD) zur Berechnung der Massenachse werden in 



















Abbildung 3: Code-Auszug aus dem MATLAB Skript zur Berechnung der Massenachse 
 
Um einfach und schnell mit den Massenspektren arbeiten zu können, wurden im Anschluss 
daran mit Hilfe von objektorientierter Programmierung verschiedene Schablonen erstellt, 
welche neben den Massenspektren selbst noch weitere Informationen und Eigenschaften 
speichern können. Diese Schablonen werden dabei in der Informatik als Klassen und die 
zusätzlichen Informationen als Klassenvariablen bezeichnet. Es können mehrere so- 
genannte Objekte einer Klasse angelegt werden. 
Zunächst wurde eine Klasse für einen Datensatz (Experiment) erstellt, welche neben der 
Bezeichnung zum Beispiel noch die Information über die Anzahl der untersuchten 
Erkrankungen oder Subtypen enthält. Des Weiteren wurde eine Klasse für die 
Erkrankungen / Subtypen erstellt, welche analog die jeweilige Bezeichnung enthält und 
Auskunft über die Anzahl der zugehörigen Massenspektren gibt. Zuletzt wurde eine Klasse 
für ein Massenspektrum selbst erstellt, welche über die eigentlichen m/z-Werte und 
Intensitäten verfügt. Die Klassen wurden derart verschachtelt, so dass ein Datensatz-Objekt 
mehrere Erkrankungen / Subtypen-Objekte enthält, welche wiederum mehrere 
Massenspektren-Objekte enthalten (Abbildung 4). Diese spezielle Datenstruktur vereinfacht 
den Umgang mit den Daten erheblich. Es ist jederzeit ersichtlich, zu welchem 
Datensatz / Experiment und zu welcher Erkrankung / Subtyp ein Spektrum gehört, und es 
kann unkompliziert auf alle wichtigen Informationen zugegriffen werden (Abbildung 5). 
 














Abbildung 4: Klassen und Klassenvariablen für die Datenhaltung im Rechner. Mit Hilfe von 
objektorientierter Programmierung wurden für die Datensätze, die verschiedenen Zelltypen und 
Einzelspektren Klassen erstellt, welche die Möglichkeit zur Speicherung aller wichtigen Informationen 
bereitstellen. 
for i = 1 : TD 
    time = DELAY; 
    time = time + DW * i; 
    a = (-ml2-(0.1E7*(-5E5+sqrt(0.25E12-ml1*ml2*ml3+ml1*ml3*time))); 
    b = (ml1*ml3)+time)/ml3; 


























Abbildung 5: Datenstruktur am Beispiel eines GIST-Zelllinien-Datensatzes. Der GIST-Zelllinien-
Datensatz repräsentiert hier ein einzelnes MS-Experiment. Die erste Hierarchie-Ebene besteht aus 
dem allgemeinen GIST-Zelllinien-Datensatz. Dieser enthält die drei Zelllinien GIST-T1, GIST-430 und 
GIST-882. Jede Zelllinie wiederum enthält mehrere Einzelspektren (technische Replikate). 
 
 
4.1.2 Methode zur Berechnung einer gemeinsamen Massenachse 
Die Massenachsen der Spektren können in unterschiedlichen Wertebereichen liegen. Ein 
Grund dafür kann zum Beispiel sein, dass noch keine standardisierte Vorgehensweise 
(engl. Standard Operating Procedure, SOP) im Laborbetrieb für das entsprechende 
Experiment existiert. Sinnvolle, statistische Analysen können jedoch nur auf einer 
gemeinsamen Massenbereich durchgeführt werden. Um auf das standardmäßig angewandte 
Peak Picking zu verzichten, muss die Berechnung der gemeinsamen Massenachse auf den 
unreduzierten Spektren erfolgen. Dazu wurde im ersten Schritt der gemeinsame 
Massenbereich aus allen Spektren eines Datensatzes extrahiert werden. Es wurde in 
MATLAB eine Funktion implementiert, welche in allen Spektren den jeweils größten bzw. 
kleinsten Massenwert bestimmt und alle Datenpunkte, welche sich nicht in diesem Bereich 
befinden, löscht. Abbildung 6 zeigt den jeweils rechten und linken Rand dreier GIST-
Datensätze, welche von diversen Experimentatoren an verschiedenen Tagen mit 
unterschiedlichen Geräteeinstellungen gemessen wurden. Sie unterscheiden sich deutlich im 









Abbildung 6: Extraktion des gemeinsamen Massenbereichs aus drei GIST-Zelllinien-
Datensätzen. Die drei Datensätze wurden von verschiedenen Experimentatoren mit unterschiedlichen 
Geräteeinstellungen gemessen. Der Randbereich (rot) wurde von der weiteren Verarbeitung 
ausgeschlossen. Der gemeinsame Massenbereich der MS-Fingerprints (blau) liegt hier zwischen 
4001,25 Dalton und 19.876,05 Dalton. 
 
 
Neben dem Wertebereich der Massenachse kann sich auch aus dem oben genannten 
Gründen deren Auflösung unterscheiden. Des Weiteren können aufgrund von 
Detektorungenauigkeiten dieselben Proteine in verschiedenen Spektren leicht variierende 
Massenwerte aufweisen (Abbildung 7). Um alle Spektren auf eine gemeinsame Massen- 
achse zu bringen, wurde zunächst eine Referenzachse gewählt. Damit keine Datenpunkte 
verfälscht werden, wurde dazu das Spektrum des Datensatzes gewählt, welches die 
niedrigste Datenauflösung besitzt. Da Massenspektren im Allgemeinen sehr hoch aufgelöst 
sind, stellt dies eine Datenreduktion ohne Informationsverlust dar. 
Im nächsten Schritt wurden alle anderen Spektren mit Hilfe einer linearen Interpolation an 
dieses Referenzspektrum angepasst. Aufgrund der hohen Auflösung ist eine kubische oder 
Spline-Interpolation nicht notwendig gewesen. Realisiert wurde dies mit Hilfe der MATLAB 
Funktion interp1 aus der Mathematics Toolbox (Abbildung 8). 
Durch diesen Vorverarbeitungsschritt war es nun möglich, auf das normalerweise 
durchgeführte Peak Picking zu verzichten, welches eventuell wichtige Peaks mit kleinen 
Intensitäten aussortieren könnte. Die Bewertung der Signifikanz der Peaks konnte nun mit 






Abbildung 7: Unterschiedliche Auflösung und Verteilung der m/z-Bins. Anhand dieser sehr stark 
vereinfachten Abbildung soll die Notwendigkeit einer Interpolation verdeutlicht werden. Insgesamt ist 
hier ein Massenbereich von 60 Dalton dargestellt. Das Referenz-Spektrum verfügt in diesem über drei, 
das Beispiel-Spektrum über fünf Datenpunkte. Jedoch besitzen die beiden Spektren nicht einen 




Abbildung 8: Berechnung der gemeinsamen Massenachse dreier GIST-Zelllinien-Datensätze. 
Zur Berechnung einer gemeinsamen Massenachse dreier GIST-Zelllinien-Datensätze wurde das 
Spektrum mit der geringsten Auflösung als Referenz-Spektrum festgelegt (schwarz). Die Intensitäten 
der ursprünglichen Massenwerte (grau) wurden mit Hilfe einer linearen Interpolation an die m/z-Werte 
des Referenz-Spektrums angepasst (rot). 
 
 
4.1.3 Methode zum Ausrichten der Massenspektren 
Zur Beseitigung von systematischen Verschiebungen der Massenachse, welche zum 
Beispiel durch Fehler bei der Kalibrierung entstehen können, wurde eine Methode entwickelt, 
welche Massenspektren derart gegeneinander ausrichtet, so dass sie die größtmögliche 
Korrelation untereinander besitzen. Als Referenzspektrum wurde hierfür das erste Spektrum 
des jeweiligen Datensatzes gewählt. Zwischen diesem und allen anderen Spektren wurde 





und links linear verschoben wurden. Anschließend wurde das Maximum der Korrelations- 
funktion und die Anzahl der Schritte berechnet, um welche die Spektren verschoben werden 
müssen, um zum Referenzspektrum die größte Ähnlichkeit zu besitzen (Abbildung 9). 
Abbildung 10 zeigt am Beispiel eines Peaks das Ergebnis der linearen Ausrichtung. Die 
Maxima der einzelnen Spektren besitzen jetzt nahezu den gleichen m/z-Wert. Im Vergleich 
zu vorher konnte die Standardabweichung erheblich verringert werden. Ein besonderer 
Vorteil dieser Methode ist, dass sie, neben der schnellen Durchführung, kein spezielles 
Vorwissen über Kalibrierungsstandards erfordert. 
 
 
Abbildung 9: Korrelationsfunktion zwischen einem Spektrum aus einem GIST-Zelllinien-
Datensatz und dem Referenz-Spektrum. Das Spektrum muss gegenüber dem Referenz-Spektrum 
um acht Schritte linear nach links verschoben werden, damit die Ähnlichkeit zwischen den beiden so 
groß wie möglich ist. 
 
 
Abbildung 10: Ergebnis der Ausrichtung der Massenachse. Die Abbildung zeigt beispielhaft einen 
Peak eines GIST-Zelllinien-Datensatzes ohne Ausrichtung der Massenachse (links) und mit 
Ausrichtung der Massenachse (rechts). Die Maxima des Peaks liegen nun deutlicher übereinander 






4.1.4 Methode zu Unterdrückung von Rauschanteilen 
Ein „normales“ Linear-Positiv-Spektrum kann aus über 50.000 Datenpunkten bestehen, 
wobei üblicherweise jedoch nur zwischen 100-150 Signale / Peaks zu sehen sind. Selbst 
unter Berücksichtigung der Anzahl an Bins, welche zu einem Peak gehören, ist das 
Verhältnis zwischen dem Signal- und Rauschanteil äußerst gering. Dies lässt zu der 
Annahme führen, dass die meisten Datenpunkte des Spektrums im Rauschen liegen und 
somit gelöscht werden können. 
Zur Bestimmung des Rauschpegels wurde eine neue und schnelle Methode entwickelt, mit 
deren Hilfe in wenigen Schritten das Rauschen aus den Spektren entfernt werden kann. 
Zunächst wurden dazu die Spektren einer Normierung unterzogen, um die Höhe der Peaks 
auf vergleichbare Werte zu bringen. Die Art der Normierung hängt dabei vom 
darauffolgenden Analyseverfahren ab. Im nächsten Schritt wurde das Histogramm des 
gegebenen Datensatzes berechnet. Ein Histogramm gibt die Häufigkeitsverteilung der 
Intensitäten an, wobei auf die x-Achse die Intensitäten und auf die y-Achse die zugehörige 
Häufigkeit aufgetragen werden (Abbildung 11). Das Maximum in diesem Diagramm 
entspricht dann der Intensität, welche am häufigsten im Datensatz enthalten ist. Aufgrund 
der oben getroffenen Annahme, dass die meisten Datenpunkte eines Spektrums im 
Rauschen liegen, wurde dieser Intensitätswert als Rauschpegel festgelegt. 
 
 
Abbildung 11: Histogramm eines K562-Zelllinien-Datensatzes. Die Abbildung zeigt beispielhaft 
das Histogramm des niedrigen Intensitätsbereiches eines K562-Zelllinien-Datensatzes. Die Intensität, 
welche am häufigsten in den Spektren enthalten ist, beträgt hier den Wert 21 und kann als 
Rauschpegel festgelegt werden. 
 
 
Da das Rauschen im Spektrum jedoch nicht überall gleich ist, sondern in Richtung des 
höheren Massenbereichs immer mehr abnimmt, muss der Verlauf des Rauschpegels 





letzten 5000 m/z-Werten des Datensatzes erstellt und der jeweilige Rauschpegel bestimmt. 
Mit Hilfe dieser beiden Werte konnte nun ein linear abfallender Rauschpegel über die 




Abbildung 12: Histogramm basierter Rauschpegel am Beispiel eines K562-Zelllinien-
Datensatzes. Die Abbildung zeigt den linear abfallenden Rauschpegel im niedrigen und hohen 
Massenbereich. Je nach angestrebtem Signal-Rausch-Verhältnis kann dieser mit einem Faktor 




Im letzten Schritt wurde zur Bestimmung der Bereiche mit großem Rauschanteil die Skyline 
des Datensatzes berechnet. Diese enthält für jeden m/z-Wert die maximale Intensität des 
Datensatzes. Es wurden alle Datenpunkte in den Einzelspektren gelöscht, für welche die 
Skyline unterhalb des Rauschpegels lag (Abbildung 13). 
Durch den Einsatz dieser Methode konnte verhindert werden, dass nachfolgende statistische 
Analysen verfälscht werden. Gerade in Bereichen mit hohem Rauschanteil ist die Varianz 
meist sehr gering, was jedoch ein wichtiges Kriterium für die erfolgreiche Unterscheidung 








Abbildung 13: Rauschunterdrückung am Beispiel der Skyline eines K562-Zelllinien-
Datensatzes. Mit Hilfe der Skyline des Datensatzes (maximale Intensität eines m/z-Wertes) werden 
die verrauschten Bereiche ermittelt, welche in den Einzelspektren gelöscht werden können. Hier 




4.2 Entwicklung einer Kennzahl zur Methodenvalidierung 
Zur objektiven und vergleichenden Bewertung eines statistischen Modells wird ein objektives 
und quantitatives Kriterium benötigt. Dieses muss schon vor der eigentlichen Methoden- 
entwicklung festgelegt werden. Zur Bewertung einer überwachten Klassifikation, bei welcher 
die Klassenzugehörigkeit im Vorfeld bekannt ist, wurde die Klassifikationsrate verwendet. 
Diese gibt das Verhältnis zwischen der Anzahl richtig klassifizierter Objekte zur Gesamtzahl 
der Objekte an. Zur Bewertung einer unüberwachten Klassifikation, bei welcher die 
Klassenzugehörigkeit zuvor nicht bekannt ist, muss eine interne oder externe Clusteranalyse 
durchgeführt werden. Bei der internen Clusteranalyse werden keine zusätzlichen 
Informationen verwendet. Bei der externen Clusteranalyse hingegen werden weitere 
Informationen zur Bewertung hinzugenommen, welche jedoch nicht schon während der 
Klassifikation verwendet wurden. Da hier die Klassenzugehörigkeit der Spektren bekannt 
war, wurde für die unüberwachte Klassifikation eine externe Clusteranalyse durchgeführt. 








Abbildung 14: Beispiel Ergebnis Clusteranalyse. Die Proben einer Datenmenge bestehend aus 
drei Klassen konnten eindeutig einem Cluster zugewiesen werden. Da die Klassenzugehörigkeit 
jedoch nicht bekannt war, wurde die Indizierung vom Klassifikator zufällig gewählt. Trotz einer 
Klassifikationsrate von 100%, entspräche das Ergebnis 0%. 
 
 
Um eine unüberwachte Klassifikation dennoch mit der exakten Klassifikationsrate bewerten 
und die Qualität der oben beschriebenen External Indices beurteilen zu können, besteht die 
Möglichkeit, jede Gruppe (der Eingangsdaten) einmal jedem Ergebnis-Cluster zuzuweisen 
und wiederholt die Klassifikationsrate zu berechnen. Danach werden die Ergebnisse 
miteinander verglichen. Das beste Ergebnis dieser Kombinationen entspricht dann der 
exakten Klassifikationsrate. Die Komplexität dieser Berechnung steigt jedoch mit 
zunehmender Anzahl von Klassen. Für n Klassen gibt es Fakultät(n) Kombinations- 
möglichkeiten. Mit zunehmender Anzahl von Klassen erfordert dies jedoch eine immer 
längere Rechenzeit und stößt an die Grenzen des Arbeitsspeichers. Somit musste dieser 
Ansatz wieder verworfen werden. (Tabelle 8). 
 
 
Tabelle 8: Kombinationen der Index-Zuordnung zur Berechnung der exakten 
Klassifikationsrate 
Anzahl Klassen  Anzahl Kombinationsmöglichkeiten Rechenzeit 
2  2  0,1 ms 
3  6  1 ms 
4  24  1 ms 
5  120  1 ms 
6  720  7 ms 
7  5.040  50 ms 
8  40.320  400 ms 
9  362.880  4 sec 
10  3.628.800  36 sec 
11  39.916.800  7 min 
12  479.001.600  80 min 
13  6.227.020.800 nicht berechnet 
14  87.178.291.200 nicht berechnet 




Klassenzugehörigkeit 1111 2222 3333





Im nächsten Schritt wurden zwei weitere Kennzahlen verwendet, mit welchen allgemein eine 
externe Clusteranalyse durchgeführt werden kann: Die Reinheit, welche für ein Cluster 
bestimmt, inwiefern nur Objekte einer Klasse enthalten sind. Und die Entropie, welche die 
Verteilung der Klassen in einem einzelnen Cluster berücksichtigt. Die Reinheit bzw. die 
Entropie des Clusterergebnisses ist dann das gewichtete Mittel der Reinheitswerte bzw. der 
Entropien aller Cluster. Der Vorteil dieser beiden Kennzahlen ist, dass deren Berechnung 
sehr schnell durchgeführt werden kann, auch bei einer großen Anzahl von Klassen. Der 
Nachteil ist jedoch, dass sie keine exakte Aussage über den Erfolg der Klassifikation machen 
können, sondern nur eine Näherung an die wahre Klassifikationsrate geben können. 
Aus diesem Grund wurde eine neue Kennzahl entwickelt, die schnell berechnet werden 
kann, und die möglichst identische Werte im Vergleich zur exakten Klassifikationsrate liefert. 
Sie basiert auf den Maxima der Konfusionsmatrix der Clusterergebnisse und wurde daher als 
Confusion Matrix Maximum (CMM) bezeichnet. Die Konfusionsmatrix gibt an, wie viele 
Objekte jeder Klasse jedem Ergebnis-Cluster zugeordnet wurden. Im Folgenden wird der 
Algorithmus zur Berechnung des CMM anhand eines einfachen Beispiels erklärt: Gegeben 
ist ein Datensatz, welcher aus vier Klassen und insgesamt aus 46 Objekten besteht. Dieser 
wird einem unüberwachten Klassifikator übergeben, welcher die Objekte den Clustern A bis 
D zuordnet. 
Schritt 1: Erstellung der Konfusionsmatrix 
Zu Beginn wird die Konfusionsmatrix des Klassifikationsergebnisses aufgestellt. Sie stellt die 
Verteilung der Klassenobjekte zu den einzelnen Clustern dar (Abbildung 15). 
 
 
Abbildung 15: Konfusionsmatrix zur Veranschaulichung des Klassifikationsergebnisses. In der 
Konfusionsmatrix kann abgelesen werden, wie viele Objekte jeder Klasse jedem Cluster zugeordnet 
wurden. Klasse 1 besitzt zum Beispiel 17 Objekte, wovon zwei dem Cluster A, fünf dem Cluster C und 
zehn dem Cluster D zugeordnet wurden. 
 
Schritt 2: Bestimmung des Maximums 
Im nächsten Schritt wird das Maximum der Konfusionsmatrix bestimmt (Abbildung 16). 
Dieses stellt die größte, richtig klassifizierte Gruppe von Objekten der gleichen Klasse dar. 
Somit kann diese Klasse dem entsprechenden Cluster zugeordnet werden. 
Cluster A Cluster B Cluster C Cluster D
Klasse 1 2 0 5 10
Klasse 2 8 0 0 1
Klasse 3 3 6 0 0






Abbildung 16: Bestimmung des Maximums der Konfusionsmatrix. Das Maximum der 
Konfusionsmatrix entspricht der größten, richtig klassifizierten Gruppe von Objekten. Hier wurden 
zehn Objekte der Klasse 1 dem Cluster D zugeordnet 
 
Schritt 3: Löschen der zugehörigen Zeile und Spalte 
Sobald eine Klasse mit einem Cluster verbunden wurde, kann die entsprechende Zeile und 
Spalte gelöscht werden, da es sich bei den anderen darin enthaltenen Objekten um Falsch-




Abbildung 17. Zuordnung einer Klasse zu einem Cluster. Die Klasse 1 wurde dem Cluster D 
zugeordnet. Daher können alle Objekte aus Klasse 1, welche den Clustern A bis C zugeordnet waren, 
gelöscht werden. Des Weiteren können alle Objekte in Cluster D, welche nicht zu Klasse 1 gehören, 
ebenfalls gelöscht werden. 
 
Schritt 4: Solange Schritt 2 und 3, bis alle Klassen einem Cluster zugeordnet sind 
Durch das Löschen einer Zeile und einer Spalte entsteht eine neue Matrix, in welcher wieder 
das Maximum bestimmt werden kann. Dadurch kann wieder eine Klasse mit einem Cluster 
verbunden werden. Dies muss solange wiederholt werden, bis alle Klassen einem Cluster 
zugeordnet sind (Abbildung 18). 
 
 
Abbildung 18: Ergebnis des CMM Algorithmus. Durch die wiederholte Ausführung des Algorithmus 
konnte hier jede Klasse einem Cluster zugeordnet werden, wobei sich in den Clustern die 
größtmögliche Anzahl an Objekten einer Klasse befinden. Für Klasse 1 konnten zehn Objekte, für 
Klasse 2 acht Objekte, für Klasse 3 sechs Objekte und für Klasse 4 sieben Objekte richtig klassifiziert 
werden. 
Cluster A Cluster B Cluster C Cluster D
Klasse 1 2 0 5 10
Klasse 2 8 0 0 1
Klasse 3 3 6 0 0
Klasse 4 1 0 7 3
Cluster A Cluster B Cluster C Cluster D
Klasse 1 10
Klasse 2 8 0 0
Klasse 3 3 6 0
Klasse 4 1 0 7









Schritt 5: Summe aus den Maxima berechnen 
Um zu bestimmen, wie viele Objekte insgesamt richtig klassifiziert wurden, müssen die 
einzelnen Maxima, also die Anzahl an richtig klassifizierten Objekten jeder Klasse, aufaddiert 
werden: 
ܵݑ݉݉݁ ܯܽݔ݅݉ܽ = ݉ܽݔ(ܭ݈ܽݏݏ݁ 1) + max(ܭ݈ܽݏݏ݁ 2) + max(ܭ݈ܽݏݏ݁ 3) + max(ܭ݈ܽݏݏ݁ 4) = 10 + 8 + 6 + 7 = 31 
 
Schritt 6: Division durch die Gesamtzahl an Objekten 
Nun kann die Klassifikationsrate berechnet werden, in dem die Summe der richtig klassi- 










In diesem Beispiel konnten also 67% der Objekte richtig klassifiziert werden. 
Zum Vergleich der verschiedenen Kennzahlen für eine externe Clusteranalyse wurde ein 
Datensatz aus mehreren Krebszelllinien einer hierarchischen Clusteranalyse übergeben. Die 
Spektren wurden dazu wie zuvor beschrieben vorverarbeitet. Um die Entropie mit den 
anderen Kennzahlen vergleichbar zu machen, wurde sie normiert, so dass sie nur noch 
Werte zwischen null (0% richtig klassifiziert) und eins (100% richtig klassifiziert) annehmen 
kann: 





Dabei stellt N die Gesamtzahl der Objekte dar. Tabelle 9 zeigt die Klassifikationsergebnisse 
der verschiedenen Kennzahlen. Bis zu einer Anzahl von drei Klassen lieferten diese die 
gleichen Ergebnisse. Bei der Klassifikation von 11 Klassen fielen die Ergebnisse der Reinheit 
und der Entropie viel besser aus als das echte Klassifikationsergebnis. Einzig das CMM 
lieferte das gleiche Ergebnis wie die exakte Klassifikationsrate. 
 
Tabelle 9: Vergleich von Kennzahlen zur Bewertung einer unüberwachten Klassifikation 
verschiedener Krebszelllinien 
Zelllinie Leukämie GIST Brustkrebs gesamt 
Anzahl Klassen 2 3 6 11 
Exakte Klassifikationsrate 1,00 1,00 0,91 0,86 
CMM 1,00 1,00 0,91 0,86 
Reinheit 1,00 1,00 0,91 0,95 






Für einen weiteren Vergleich wurden Clusterergebnisse simuliert, welche aus zwei bis zehn 
Gruppen bestehen (Tabelle 10). Hier unterschieden sich die Ergebnisse der Reinheit und der 
Entropie auch bei einer kleinen Anzahl von Klassen. Erst ab einer Anzahl von neun Klassen 
wichen die Ergebnisse des CMM von der exakten Klassifikationsrate ab. Jedoch wurden sie 
nicht größer als die wahren Klassifikationsergebnisse. Der Grund dafür ist, dass bei der 
Berechnung des CMM, sobald eine Klasse einem Cluster zugeordnet wurde, die Objekte von 
anderen Klassen in diesem Cluster nicht weiter berücksichtig werden. Bei der Berechnung 
der Reinheit und der Entropie existiert ein derartiges Ausschlussverfahren nicht. 
 
Tabelle 10: Vergleich von Kennzahlen zur Bewertung einer unüberwachten Klassifikation von 
simulierten Clusterergebnissen 
Anzahl Klassen 2 3 4 5 6 7 8 9 10 
Exakte Klassifikationsrate 0,50 0,44 0,42 0,40 0,39 0,43 0,33 0,52 0,40 
CMM 0,50 0,44 0,42 0,40 0,39 0,43 0,33 0,44 0,37 
Reinheit 0,67 0,56 0,67 0,40 0,44 0,48 0,42 0,59 0,40 
Entropie 0,08 0,28 0,54 0,37 0,47 0,54 0,53 0,67 0,56 
 
 
Der Hauptvorteil einer Clusteranalyse mit Hilfe des CMM ist die geringe Rechenzeit, da im 
Gegensatz zur exakten Klassifikationsrate nicht alle möglichen Klassen- und Cluster- 
kombinationen durchlaufen werden müssen (Abbildung 19). Auch der Speicherbedarf stellt 
hier keinen Engpass dar. Daher eignet sich das CMM sehr gut als Kriterium für eine 




Abbildung 19: Vergleich der Rechenzeit der exakten Klassifikationsrate und dem Confusion 
Matrix Maximum (CMM). Die Abbildung zeigt die Rechenzeit zur Berechnung der exakten 
Klassifikationsrate (rot) und dem CMM (blau). Für die Clusteranalyse von 100 Klassen benötigt das 
CMM ca. 21 ms. Die Rechenzeit der exakten Klassifikationsrate wurde ab einer Anzahl von 13 






4.3 Methode zur schnellen Klassifikation von Tumorzellen und Tumorzell-
Subtypen 
Eine schnelle und zuverlässige Klassifizierung humaner Tumorproben und die Identifikation 
des jeweiligen Tumorsubtypes spielen für die Entscheidung, welche personalisierte 
Behandlung einem Patienten zugeführt werden soll, eine zentrale Rolle. Aus diesem Grund 
wäre die Erforschung und Entwicklung systematischer Arbeitsprozesse zur automatischen 
Klassifikation humaner Karzinome hilfreich, um in Zukunft medizinisch relevante Merkmale 
schneller und zuverlässiger als bisher extrahieren zu können. Zunächst bedarf es dazu 
jedoch einer Methodenetablierung anhand eindeutig charakterisierter Zelllinien eines 
definierten Tumorsubtypes. Es ist bisher allerdings nicht bekannt, ob eine solche 
Klassifikation nur anhand von Linear-Positiv-Massenspektren möglich ist. Daher wurden in 
diesem Dissertationsprojekt systematisch verschiedene Methoden zur Merkmalsextraktion 
und Klassifikation getestet und miteinander verglichen (Abbildung 20). 
Anhand eines Models aus massenspektrometrischen Signaturen von Brustkrebs-, GIST- und 
Leukämie-Zelllinien sollte ein optimaler Workflow entwickelt werden, welcher diese Zelllinien 
bestmöglich unterscheiden kann. Für jede Zelllinie wurden zwei Experimente / Datensätze 
angefertigt, welche wiederum aus acht technischen Replikaten bestanden. Die 
Massenspektren wurden wie zuvor beschrieben vorverarbeitet, wobei sie einer Z-Score- 
Normierung unterzogen wurden. Diese setzt den Mittelwert der Spektren auf null und die 
Varianz auf eins. 
Um eine gute Klassifikation durchzuführen, ist es notwendig, im Vorfeld die hohe Dimension 
der Massenspektren zu reduzieren. Des Weiteren kann dadurch auch der Speicherbedarf 
und die Rechenzeit verringert werden, was gerade bei einer systematischen Methoden- 










































Abbildung 20: Workflow zur systematischen Entwicklung einer optimierten Klassifikation 
verschiedener Krebs-Zelllinien. Der Datensatz, bestehend aus Massenspektren verschiedener 
Krebszelllinien im linearen Positivionenmodus (Brustkrebs, GIST und Leukämie) wurde allen hier 
aufgelisteten Methoden zur Merkmalsextraktion übergeben. Im ersten Schritt wurde für eine 
Negativkontrolle keine Merkmalsextraktion durchgeführt. Für die unüberwachte Merkmalsextraktion 
wurden verschiedene Peak Picking Verfahren sowie eine Hauptkomponentenanalyse (engl. Principal 
Component Analysis, PCA) angewandt. Die überwachte Merkmalsextraktion erfolgte durch eine 
Diskriminanzanalyse nach Fisher, das Bayes’sche logistische Regressionsverfahren (BLogReg), einen 
Chi-Quadrat-Test (engl. Chi Square), einer Berechnung des Informationsgewinns (engl. Information 
Gain), einen Kruskal-Wallis-Test, die Minimierung der Redundanz mit gleichzeitiger Maximierung der 
Relevanz (engl. minimum Redundancy Maximum Relevance, mRMR) und einem T-Test. Im 
Anschluss wurde jeder dieser reduzierten Datensätze mit allen hier aufgeführten Methoden 
klassifiziert. Für die überwachte Klassifikation wurde eine hierarchische Clusteranalyse (engl. 
Hierarchical Cluster Analysis, HCA), der k-Means und der k-Medoids Algorithmus verwendet. Die 
überwachte Klassifikation wurde mit einer linearen Diskriminanzanalyse (eng. Linear Discriminant 
Analysis, LDA) und dem k-Nächste-Nachbarn-Algorithmus (engl. k-Nearest-Neighbors, KNN) 
durchgeführt. Die unüberwachten Klassifikationen wurden mit der neu entwickelten Kennzahl 













Zunächst wurde hier das Standard-Verfahren zur Datenreduktion durch ein Peak Picking und 
der Hauptkomponentenanalyse (engl. Principal Component Analysis, PCA) untersucht. Das 
Peak Picking wurde dabei mit Hilfe des Softwarepakets ClinProTools durchgeführt. Die dort 
gefundenen Peaks wurden in einer Liste zusammengefasst und anschließend in MATLAB 
aus den Spektren extrahiert. Die Durchführung der PCA wurde anschließend in MATLAB 
realisiert (Abbildung 21). Dargestellt sind hier die ersten drei Hauptkomponenten. Die erste 
Hauptkomponente besitzt hier 31%, die zweite 27% und die dritte 13% der Gesamtvarianz. 
Die einzelnen Punkte repräsentieren jeweils ein Spektrum, wobei die rötlichen Punkte zu 
einer Brustkrebszelllinie, die bläulichen Punkte zu einer GIST-Zelllinie und die grünlichen 
Punkte zu einer Leukämie-Zelllinie gehören. Die Spektren einer Zelllinie aus den beiden 
Experimenten / Datensätzen wurden jeweils zusammengefasst. Die einzelnen Zelllinien 
ließen sich nur bedingt in verschiedene Cluster aufteilen, und es ergab sich insbesondere 




Abbildung 21: Hauptkomponentenanalyse der verschiedenen Krebs-Zelllinien. Die Abbildung 
zeigt das Ergebnis einer Hauptkomponentenanalyse der verschiedenen Krebs-Zelllinien. Dabei besitzt 
die erste Hauptkomponente 31%, die zweite 27% und die dritte 13% der Gesamtvarianz. Die Spektren 
der Brustkrebs-Zelllinien sind als rötliche Punkte, die der GIST-Zelllinien als bläuliche Punkte und die 
der Leukämie-Zelllinien als grünliche Punkte dargestellt. Die einzelnen Subtypen ließen sich nur 
bedingt in verschiedene Cluster aufteilen, und es ergab sich keine Trennung der einzelnen 







4.3.1 Untersuchung allgemeiner Merkmalsextraktionsmethoden 
Der Nachteil der Hauptkomponentenanalyse besteht darin, dass nach der Transformation 
sehr schwer Rückschlüsse auf die zur Unterscheidung relevanten m/z-Werte gezogen 
werden können, da jede Hauptkomponente aus einer Linearkombination aller ursprünglichen 
m/z-Werte besteht. Beim zweiten Standard-Verfahren, dem Peak Picking, bleibt die 
Information über die m/z-Werte zwar enthalten, jedoch können eventuell wichtige Peaks mit 
kleinen Intensitäten verloren gehen. Ein Grund dafür ist zum Beispiel, dass es zum Beispiel 
auf dem Mittelwertspektrum des Datensatzes durchgeführt wird (ClinProTools), wodurch 
kleine Peaks durch die Mittelung verschwinden können. Zudem macht das Peak Picking 
Verfahren keine Aussage über die Signifikanz der gefundenen Peaks. Aus diesem Grund 
wurden verschiedene, allgemeine Methoden zur Merkmalsextraktion untersucht, welche 
bisher noch nicht alle zur Datenreduktion von Massenspektren etabliert worden sind. Dazu 
wurden einige Algorithmen aus dem Softwarepaket der Arizona State University verwendet: 
Fisher Score, BLogReg, Chi Square, Information Gain, Kruskal Wallis, mRMR, Relief-F und 
T-Test. 
Der Ansatz zur Merkmalsextraktion mit Hilfe der Fisher Diskriminanzanalyse stammt aus der 
Masterarbeit der Autorin dieser Dissertation (Salonikios, 2012) und ist bereits von Ruh et al. 
(Ruh et al., 2013) zur unvoreingenommenen Biomarkersuche verwendet worden, um anhand 
von MS Imaging potentiell krankheitsrelevante Metaboliten aufspüren zu können. Dieser 
Ansatz wurde in diesem Dissertationsprojekt weiterentwickelt und für die konkreten 
biomedizinischen Fragestellungen optimiert. Im Folgenden wird diese Methode als Fisher 
Score Optimized bezeichnet. Diese Implementierungen des Fisher Score der Arizona State 
University und des Fisher Score Optimized führten zu den gleichen Klassifikations- 
ergebnissen, unterschieden sich jedoch im Aufbau des Algorithmus. Daher wurden sie im 
Folgenden zum Vergleich weiterer Leistungsmerkmale als eigenständige Methoden 
behandelt. 
Für die Anwendung dieser Merkmalsextraktionsmethoden war es sehr wichtig, dass die Peak 
Maxima genau übereinander liegen. Die in diesem Dissertationsprojekt entwickelte Methode 
zur Ausrichtung der Massenspektren verringerte zwar die Standardabweichung der Peak 
Maxima erheblich, doch lagen sie noch nicht exakt übereinander. Aus diesem Grund wurde 
als Grundlage für die Merkmalsextraktion ein Verfahren entwickelt, welches ein einfaches 
und rudimentäres Peak Picking durchführt und die Peak Maxima der einzelnen Spektren 
einem einzigen m/z-Wert zuordnet. Da die Auflösung der Massenspektren im hohen 
Massenbereich bei einer Messung im Linearmodus nicht mehr so gut ist, besitzen die Peaks 
dort eine relativ große Breite, weshalb der exakte m/z-Wert allein mit informations- 





kleinen Intensitäten verloren gehen, wurde statt dem Mittelwertspektrum des Datensatzes 
die Skyline verwendet. Des Weiteren wurde nur ein einziges Kriterium zur Peak Detektion 
eingesetzt: Es musste sich bei dem untersuchten Datenpunkt um ein lokales Maximum 
handeln. 
Abbildung 22 zeigt den Vergleich dieser Methode mit dem Peak Picking Verfahren von 
ClinProTools und MATLAB (hier wurde die Funktion mspeaks aus der Bioinformatics 
Toolbox verwendet). Es wurden wesentlich mehr „Peaks“ gefunden als mit den anderen 
beiden Methoden. An dieser Stelle konnte jedoch noch keine Aussage darüber getroffen 
werden, bei welchen dieser lokalen Maxima es sich tatsächlich um einen Peak handelte. 
Dies sollte die Aufgabe der nachfolgenden statistischen Analyse sein. Da in einem 
„normalen“ Linear-Positiv-Spektrum üblicherweise nur 100-150 Signale zu sehen sind, war 
jedoch sichergestellt, dass kein wichtiger Peak verloren gegangen ist. 
Im Anschluss daran wurden in den Einzelspektren die korrespondierenden Peak Maxima 
gesucht (Abbildung 23). Aufgrund der zuvor durchgeführten Ausrichtung der Spektren lagen 
sie bereits sehr nah beieinander, was die Wahrscheinlichkeit einer unbeabsichtigten 




Abbildung 22: Vergleich verschiedener Peak Picking Verfahren als Grundlage für eine 
statistische Analyse. Als Basis wurde hier die Skyline des Krebszelllinien-Datensatzes verwendet. 
Mit dem Peak Picking Verfahren von ClinProTools wurden 135 Peaks gefunden. Die MATLAB 
Funktion msbackadj aus der Bioinformatics Toolbox lieferte 654 Peaks. Ob es sich dabei um eine 
vollständige Peakliste handelt, ist nicht bekannt. Insgesamt wurden 1097 lokale Maxima detektiert 
(links). Da hier wirklich jedes lokale Maximum ermittelt wurde, ist davon auszugehen, dass kein Peak 







Abbildung 23: Zentrierung der Peaks anhand der gefundenen lokalen Maxima am Beispiel des 
Krebszelllinien-Datensatzes (Zoom). Für eine statistische Untersuchung der Peaks müssen die 
Peak Maxima exakt übereinander liegen. Als Zentrum der Peaks wurden hier die m/z-Werte der 
lokalen Maxima der Skyline verwendet. Dargestellt ist hier der Massenbereich 7000 Da – 13.000 Da. 
 
 
Im nächsten Schritt wurden die Diskriminanten der einzelnen Merkmalsextraktionsmethoden 
für den Krebszelllinien-Datensatz berechnet (Abbildung 24). Diese geben für jedes Merkmal 
ein Gewicht an. Die Merkmale bestehen in diesem Fall aus den Peaks (lokalen Maxima) der 
Massenspektren der Krebszelllinien. Je höher dieses Gewicht ist, desto besser ist dieser 
Peak dazu geeignet, die verschiedenen Krebszelllinien voneinander zu trennen. 
Um zunächst herauszufinden, welche Peaks am besten dazu geeignet sind, die 
verschiedenen Tumortypen (Brustkrebs, GIST und Leukämie) auseinanderzuhalten, wurden 
die Spektren der einzelnen Subtypen zusammengefasst, so dass der Datensatz im Prinzip 
nur noch aus drei Klassen bestand. 
Die Ergebnisse aus Abbildung 24 zeigten, dass die Methoden Fisher Score Optimized, 
Fisher Score, Relief-F und T-Test deutlich einige herausragende Massenbereiche aufwiesen. 
Die Diskriminanten der Methoden Chi Square und Information Gain besaßen deutlich sehr 
viele Peaks mit einem hohen Gewicht, die des Kruskal Wallis Tests hingegen deutlich sehr 
wenige. Die Diskriminante des mRMR Verfahrens enthielt nur im oberen Massenbereich 
hohe Gewichte. Die Untersuchung, welche und wie viele der hier gefunden Peaks sich zur 







Abbildung 24: Diskriminanten verschiedener Methoden zur Merkmalsextraktion aus den Krebs-
Zelllinien. Die Abbildung zeigt die Diskriminanten der verschiedenen Merkmalsextraktionsmethoden 
aus dem Softwarepakte der Arizona State University sowie die Methode Fisher Score Optimized. Die 
Varianten Fisher Score Optimized, Fisher Score, Relief-F und T-Test stellen graphisch das beste 
Ergebnis dar, da hier deutlich einige herausragende Massenbereiche zu erkennen sind. 
 
 
Im Folgenden wurden zunächst die Rechenzeiten der verschiedenen Merkmalsextraktions- 
methoden untersucht, da diese bei einer systematischen Methodenentwicklung eine große 
Rolle spielen. Dazu wurde für jede Methode die Rechenzeit zur Erstellung der Diskriminante 
bestimmt (Tabelle 11). Die Berechnung des Fisher Score Optimized benötigte mit Abstand 
die geringste Rechenzeit, gefolgt vom T-Test, welcher ungefähr die achtfache Rechenzeit im 
Vergleich Methode benötigte. Die Rechenzeiten vieler Methoden lagen nicht mehr im 
Millisekunden-Bereich und könnten daher zu einer nicht mehr annehmbaren 







Tabelle 11: Rechenzeit zur Berechnung der Diskriminanten verschiedener Methoden zur 
Merkmalsextraktion 
Methode Rechenzeit [sec.] 
Fisher Score Optimized 0,05 
T-Test 0,17 
BLogReg 0,58 
Fisher Score 0,66 
Information Gain 1,09 
Chi Square 1,13 
Relief-F 3,13 
Kruskal Wallis 5,12 
mRMR 9,18 
 
Die enorme Zeitdifferenz der beiden Berechnungen des Fisher Scores ist auf die 
unterschiedliche Art der Implementierung zurückzuführen. Die Funktion fsFisher (Arizona 
State University) besteht hauptsächlich aus for-Schleifen, welche in MATLAB sehr viel 
Rechenzeit benötigen. Die in diesem Dissertationsprojekt entwickelte MATLAB Funktion 
hingegen stellt die effizientere Umsetzung dar, da sie weniger for-Schleifen, dafür aber 
einige Matrix-orientierte Befehle nutzt (Abbildung 25). Diese erlauben es, Probleme kompakt 
zu formulieren und lösen. 
 
Abbildung 25: MATLAB Codes zur verbesserten Berechnung der Fisher Diskriminante. 
Gegenüber früheren Implementierungen (Duda et al., 2001) wurden hier einige Berechnungen durch 
Matrix-orientierte Befehle umgesetzt, was zu einer erheblichen Verkürzung der Rechenzeit führte. 
1 function FD = GetFisher(data) 
2 
3 numberOfValues = length(data.xValues); 
4 
5 matrix = GetMatrix(data, 'SingleSpectra'); 
6 M = mean(matrix); 
7 
8 m_class = zeros(data.numberOfTypes, numberOfValues); 
9 v_class = zeros(data.numberOfTypes, numberOfValues); 
10 n_class = zeros(data.numberOfTypes, 1); 
11 
12 for i = 1 : data.numberOfTypes 
13     matrix = GetMatrix(data.types{i}, 'Type'); 
14     m_class(i,:) = mean(matrix); 
15     v_class(i,:) = var(matrix); 
16     n_class(i) = data.types{i}.numberOfSpectra;  
17 end 
18 
19 FD = zeros(1, numberOfValues); 
20 
21 for i = 1 : data.types{1}.spectra{1}.numberOfValues 
22     FD(i) = sum(n_class.*(m_class(:,i)-M(i)).^2) /    






Die Implementierung des T-Tests im Softwarepaket der Arizona State University erfolgte 
bereits durch einige Matrix-orientierte Befehle, so dass hier in Bezug auf die Rechenzeit kein 
Optimierungsbedarf mehr bestand. 
 
4.3.2 Methodik zur Bestimmung der optimalen Anzahl an Merkmalen 
Durch Berechnung der Diskriminanten können den einzelnen Peaks Gewichte zugeordnet 
werden, welche ein Maß dafür darstellen, wie gut sich dieser Peak für die Unterscheidung 
verschiedene Zelllinien eignet. Sie geben jedoch keine Auskunft darüber, wie viele und 
welche Kombinationen dieser Peaks für eine optimale Klassifikation benötigt werden. Daher 
wurde hier ein neues Verfahren herausgearbeitet, welches die optimale Peak-Anzahl zur 
Unterscheidung der Krebszelllinien ermittelt. 
Der erste Schritt dieses Verfahrens besteht darin, die Peaks nach ihren Gewichten zu 
sortieren. Da die Diskriminanten auf Basis der Tumortypen (Brustkrebs, GIST und Leukämie) 
erstellt worden sind, stehen die Peaks für deren Unterscheidung ganz oben in der Peak-
Liste. Um nun herausfinden, wie viele dieser Peaks benötigt werden, um auch die 
Tumorsubtypen auseinanderzuhalten, werden die Peaks nacheinander einem Klassifikator 
übergeben, welcher eine Klassifikation auf Grundlage der elf verschiedenen Krebszelllinien 
durchführt. Begonnen wird dabei zunächst nur mit dem ersten Peak aus der Liste (dieser 
besitzt das höchste Gewicht). Bei jedem Durchlauf wird die Peak-Anzahl sukzessive um eins 
erhöht, bis die Liste abgearbeitet ist. 
Im Fall einer unüberwachten Klassifikation (Abbildung 26) wurde jedes der Ergebnisse mit 
dem CMM bewertet. Zum Schluss entstand dadurch eine Kurve, welche für jede Peak-
Anzahl das entsprechende Klassifikationsergebnis anzeigte. Das Maximum dieser Kurve 
entsprach dann der optimalen Anzahl an Peaks für die Klassifikation. Diese Peaks sollten 


























Abbildung 26: Vereinfachte Darstellung des Prinzips zur Bestimmung der optimalen Peak-
Anzahl für die unüberwachte Klassifikation. Durch sukzessive Erhöhung der Peak-Anzahl (aus 
einer sortierten Peak-Liste), welche einem unüberwachten Klassifikator übergeben werden, kann eine 
CMM-Kurve erstellt werden, welche die Anzahl an Peaks in Abhängigkeit darstellt. Der maximale Wert 
dieser Kurve entspricht dann der optimalen Peak-Anzahl für die Klassifikation. 
 
 
Bei der überwachten Klassifikation ist es üblich, den Datensatz zunächst in Trainingsdaten 
und Testdaten aufzuteilen. Dies wurde hier durch einen Zufallsgenerator realisiert, welcher 
dem Trainings- und Testdatensatz ungefähr die gleiche Anzahl an Spektren pro Zelllinie 
zuordnete. In der Trainingsphase (Abbildung 27) wurden dann nach und nach alle Peaks der 
sortierten Peak-Liste aus dem Trainingsdatensatz extrahiert, mit welchen für jeden Durchlauf 
ein Klassifikationsmodell erstellt wurde. In der Testphase (Abbildung 28) wurden dieselben 
Peaks aus dem Testdatensatz extrahiert und dem entsprechenden Klassifikationsmodell 
übergeben. Die einzelnen Ergebnisse konnten hier mit der exakten Klassifikationsrate 
bewertet werden, da es sich um eine überwachte Klassifikation handelte, bei welcher die 
Klassenzugehörigkeit im Vorfeld bekannt war. Die Bestimmung der optimalen Peak-Zahl 
















Peak 3  
Abbildung 27: Vereinfachte Darstellung des Prinzips zur Bestimmung der optimalen Peak-
Anzahl für die überwachte Klassifikation (Trainingsphase). Nach und nach werden alle Peaks aus 
dem Trainingsdatensatz extrahiert und dem Klassifikator übergeben. Somit entsteht für jeden 































Abbildung 28: Vereinfachte Darstellung des Prinzips zur Bestimmung der optimalen Peak-
Anzahl für die überwachte Klassifikation (Testphase). Nach und nach werden alle Peaks aus dem 
Testdatensatz extrahiert und dem in der Trainingsphase erstellten zugehörigen Klassifikationsmodell 
übergeben. Die Bewertung der einzelnen Ergebnisse erfolgt durch die Berechnung der exakten 
Klassifikationsrate. Dir optimale Peak-Anzahl entspricht dann der maximalen Klassifikationsrate. 
 
 
Abbildung 29 zeigt beispielhaft die Bestimmung der optimalen Peak-Anzahl für die Trennung 
der Krebszelllinien durch eine hierarchische Clusteranalyse. Zuvor wurden die Peaks mit 
Hilfe des Fisher Score Optimized gewichtet. Mit 110 Peaks konnten hier sowohl die Tumor- 
typen als auch die Tumorsubtypen auseinandergehalten werden. Des Weiteren wird hier 
verdeutlicht, dass mit größerer Peak-Anzahl die Klassifikationsergebnisse wieder schlechter 
wurden. Die Peaks, welche ganz unten in der Peak-Liste standen, wurden zur Trennung 
nicht benötigt und stellten daher wohl keine Tumor-relevanten Peaks dar. Die hier 
entwickelte Methodik konnte also erfolgreich zur selektiven Datenreduktion mit gleichzeitiger 
Optimierung der Klassifikation eingesetzt werden. 
 
 
Abbildung 29: Beispiel zur Bestimmung der optimalen Peak-Anzahl für die Klassifikation der 
Krebszelllinien. Die Abbildung zeigt die CMM-Kurve einer hierarchischen Clusteranalyse basierend 
auf der neuen Methodik zur Bestimmung der optimalen Peak-Anzahl für die Klassifikation. Zuvor 
wurden die Peaks mit Hilfe des Fisher Score Optimized gewichtet. Das Maximum der CMM-Kurve hier 
konnte einer Peak-Anzahl von 110 zugeordnet werden. Mit größerer Peak-Anzahl wurden die 






4.3.3 Validierung der Klassifikation durch Anwendung der neuen Kennzahl 
Um herauszufinden, welche Methode zur Merkmalsextraktion zusammen mit welchem 
Klassifikationsverfahren die besten Ergebnisse bei der Unterscheidung der Krebszelllinien 
erzielt, wurde jede der zuvor untersuchten Merkmalsextraktionsmethoden einmal mit jedem 
der in Abbildung 20 dargestellten Klassifikationsverfahren kombiniert. Als Vergleichsgrößen 
wurden zusätzlich Klassifikationen ohne Merkmalsextraktion, PCA und Peak Picking 
durchgeführt. Durch Verwendung der neu entwickelten Kennzahl zur Bewertung einer 
unüberwachten Klassifikation benötigte dieser systematische Test, welcher insgesamt aus 
ungefähr 50.000 Durchläufen bestand, nur ca. 20 min. an Rechenzeit. 
Für die unüberwachte Klassifikation wurden die Klassifikationsverfahren HCA, k-Means und 
k-Medoids verwendet. Die HCA wurde mit der euklidischen Distanz und der Verknüpfungs- 
methode ward (Ward Jr, 1963) durchgeführt. Die Klassifikatoren k-Means und k-Medoids 
besitzen bei jedem Durchlauf zufällige Startparameter. Deshalb wurden sie jeweils zehn Mal 
durchgeführt und die Ergebnisse gemittelt. Die überwachte Klassifikation wurde mit Hilfe 
einer linearen Diskriminanzanalyse (engl. Linear Discriminant Analysis, LDA) und dem k-
Nächste-Nachbarn Algorithmus (KNN) durchgeführt. Die Daten wurden hier ebenfalls mit 
einem Zufallsgenerator in einen Trainings- und Testdatensatz aufgeteilt. 
Tabelle 12 zeigt eine Übersicht der Klassifikationsergebnisse. Wie bereits dargestellt, konnte 
die Trennung der elf Krebszelllinien durch eine PCA oder das Peak Picking Verfahren nicht 
optimiert werden. Dies zeigt aber jedoch noch einmal deutlich, dass für die Selektion der 
Peaks statistische Verfahren notwendig sind. Mit Hilfe der allgemeinen Methoden zur 
Merkmalsextraktion konnten die Klassifikationsergebnisse in den meisten Fällen sehr 
deutlich gegenüber den nicht reduzierten Daten verbessert werden. 
Die unüberwachten Klassifikationsmethode k-Means führte hier zu den schlechtesten 
Ergebnissen. In keinem Fall wurde eine eindeutige Unterscheidung der Zelllinien erreicht. 
Die Methoden HCA und k-Medoids konnten mit Hilfe einiger Merkmalsextraktionsmethoden 
eine Klassifikation von 100% erzielen. Die HCA stellte jedoch das stabilere Verfahren dar, da 
ihre Ergebnisse keiner Standardabweichung unterliegen. Zudem benötigt sie weniger 
Rechenzeit, da sie keine zufälligen Startparameter besitzt und deshalb nur einmal ausgeführt 
werden muss. 
Eine Analyse mit der LDA ohne vorherige Merkmalsextraktion überschritt die 
Speicherkapazität des Rechners, wodurch es zum Programmabbruch kam. Für einen nicht 
reduzierten Datensatz stellt somit der KNN Algorithmus die bessere Variante dar. Beide 
Verfahren erzielten auch ohne statistische Analyse meistens sehr gute Ergebnisse. Dies 





trotz Aufteilung des Datensatzes in Trainings- und Testdaten „auswendig“ gelernt haben. Für 
eine sichere Klassifikation ist daher in jedem Fall eine unüberwachte Methode besser 
geeignet. 
 
Tabelle 12: Klassifikationsergebnisse der verschiedenen Methoden zur Merkmalsextraktion 
und Klassifikation 
Klassifikations- 
methode HCA k-Means k-Medoids LDA KNN 
Ohne Merkmalsextraktion 0,86 0,83 ± 0,06 0,91 ± 0,05 "Out of memory" 1,00 
PCA 0,86 0,80 ± 0,06 0,83 ± 0,04 0,92 1,00 
Peak Picking ClinProTools 0,95 0,81 ± 0,05 0,95 ± 0,00 1,00 1,00 
Fisher Score Optimized 1,00 0,93 ± 0,06 1,00 ± 0,00 1,00 1,00 
Fisher Score 1,00 0,93 ± 0,08 1,00 ± 0,00 1,00 1,00 
BLogReg 1,00 0,92 ± 0,08 0,99 ± 0,00 1,00 1,00 
Chi Square 0,42 0,42 ± 0,04 0,44 ± 0,03 0,55 0,52 
Information Gain 0,43 0,45 ± 0,02 0,44 ± 0,02 0,56 0,34 
Kruskal Wallis 1,00 0,93 ± 0,04 1,00 ± 0,00 1,00 1,00 
mRMR 0,95 0,90 ± 0,06 0,95 ± 0,06 1,00 1,00 
Relief-F 1,00 0,93 ± 0,06 1,00 ± 0,00 1,00 1,00 
T-Test 1,00 0,92 ± 0,08 1,00 ± 0,00 1,00 1,00 
 
 
Die besten Klassifikationsergebnisse lieferten die Merkmalsextraktionsmethoden Fisher 
Score Optimized, Fisher Score, Kruskal Wallis und Relief-F. Wie bereits dargestellt, ist davon 
die Methode Fisher Score Optimized in Bezug auf die Rechengeschwindigkeit die stärkste 
Methode. Folgende Abbildung zeigt noch einmal zusammengefasst die Arbeitsschritte für 
eine optimale Zelllinien-Klassifikation. 
 
 
Abbildung 30: Arbeitsschritte für eine optimale Zelllinien-Klassifikation. Zunächst werden die 
Massenspektren auf geeignete Weise vorverarbeitet, so dass die Merkmalsextraktion auf den 
unreduzierten Daten erfolgen kann. Dies beinhaltet eine Basislinienkorrektur, eine Signalglättung mit 
dem Savitzky Golay Filter, die Berechnung einer gemeinsamen Massenachse durch eine lineare 
Interpolation, die Ausrichtung der Spektren mit Hilfe der Korrelationsfunktion, eine Histogramm 
basierte Rauschunterdrückung und eine Zentrierung der Peaks anhand lokaler Maxima. Für die 
Merkmalsextraktion wird eine Varianzanalyse mit der Fisher Score Optimized Methode durchgeführt. 
Im Anschluss daran wird die optimale Peak-Anzahl mit der in dieser Arbeit dazu entwickelten Methode 
bestimmt. Für eine sichere Zelllinien-Klassifikation wird die unüberwachte Methode HCA verwendet. 


















Abbildung 31 zeigt das Dendrogamm der Klassifikation der Krebszelllinien einmal ohne 
Merkmalsextration und einmal mit Datenreduzierung durch die Methode Fisher Score 
Optimized. Ohne Merkmalsextration konnten die Tumorsubtypen GIST T1 und GIST 882 
nicht auseinandergehalten werden. Des Weiteren wurde die Brustkrebszelllinie Cal51 in zwei 
verschiedene Cluster aufgeteilt. Eventuell könnte es sich hierbei um eine Trennung der 
Zelllinie aufgrund der beiden durchgeführten Experimente handeln. Die Brustkrebs-Zelllinie 
EFM192A bildet hier ein eigenes Cluster, deutlich getrennt von allen anderen Zelllinien 
Durch Anwendung der in dieser Arbeit entwickelten Methode können die elf Zelllinien 
eindeutig getrennt werden. Es konnte sowohl unter den drei Tumortypen Brustkrebs, GIST 
und Leukämie unterschieden werden, als auch die einzelnen Subtypen den entsprechenden 
Tumortypen zugeordnet werden. Bei der Klassifikation der GIST-Zelllinien ist sogar die 
Trennung zwischen der vermeintlich Imatinib-resistenten Zelllinie (GIST 430) und den beiden 
responsiven Zelllinien (GIST T1 und GIST 882) erhalten geblieben. Die beiden 
Brustkrebszelllinien Cal51 und MDA-MB-468, welche beide der Tumor-Subklassifizierung 





Abbildung 31: Hierarchische Clusteranalyse der Krebszelllinien ohne und mit 
Merkmalsextration. Mit Hilfe des Fisher Score Optimized und der in dieser Arbeit entwickelten 
Methode zur Bestimmung der optimalen Peak-Anzahl zur Klassifikation konnten die drei Tumortypen 
Brustkrebs, GIST und Leukämie eindeutig getrennt werden. Des Weiteren konnten die Tumorsubtypen 






4.4 Methode zur automatisierten Bestimmung von Wirkstoffeffekten 
Molekular-gerichtete Medikamente besitzen meist eine bessere Wirksamkeit und ersparen 
dem Patienten unnötige Nebenwirkungen und Zeit, wenn schon gleich zu Beginn der 
Behandlung eine geeignete Therapie eingesetzt wird. Dabei spielen Biomarker, oder 
allgemein molekulare Signaturen, eine zentrale Rolle. Prädiktive Biomarker ermöglichen es, 
das Ansprechen eines individuellen Patienten auf spezielle Wirkstoffe vorherzusagen. 
Pharmakodynamische Biomarker erlauben es, die Wirksamkeit der molekular-gerichteten 
Therapeutika anzuzeigen. 
Mit Hilfe einer Konzentrations-Wirkungskurve kann die Wirkung eines Medikaments 
dargestellt werden. Sie hat häufig einen sigmoidalen Verlauf, wobei auf der x-Achse die 
Wirkstoffkonzentrationen und auf der y-Achse das Messsignal, zum Beispiel die 
Konzentration eines Biomarkers, aufgetragen wird. In dieser Kurve kann die mittlere, 
effektive Konzentration abgelesen werden, bei welcher das Medikament die gewünschte 
Wirkung zeigt. Es existieren einige Softwarepakete, wie zum Beispiel GraphPad Prism, 
welche eine Darstellung solcher Kurven ermöglichen. Eine Software, welche einen MS-
Datensatz automatisch nach Proteinen durchsucht, die eine Wirkung auf ein Medikament 
zeigen, existiert bisher nicht. Die Intensitäten einzelner m/z-Werte müssen per Hand in die 
entsprechende Analysesoftware übertragen werden. Des Weiteren gibt es kein Verfahren, 
welches die Ergebnisse verschiedener Regressionsanalysen miteinander vergleicht. 
Folgende Abbildung zeigt beispielhaft einen K562-Zelllinien-Datensatz. Die CML-Zellen 
wurden vor der MS-Messung mit dem selektiven Wirkstoff Imatinib in verschiedenen 
Konzentrationen behandelt. Imatinib wird derzeit zur Behandlung der chronisch myeloischen 
Leukämie eingesetzt, weshalb zu erwarten ist, dass in der Abbildung eine Wirkung zu 
erkennen ist. Die Spektren werden hier in Form einer Heatmap dargestellt, bei welcher die 
Werte mit Hilfe einer Falschfarbendarstellung repräsentiert werden. So können in einer 
großen Datenmenge prägnante Werte / Bereiche schnell erfasst werden. Die Zeilen der 
Heatmap stellen hier die einzelnen Massenspektren dar, wohingegen in den Spalten der 
Intensitätsverlauf eines m/z-Wertes in Abhängigkeit der Wirkstoffkonzentration zu sehen ist. 
Es sind deutlich einige Bereiche zu erkennen, in welchen die Intensitäten mit zunehmender 
Wirkstoffkonzentration zu- oder abnehmen. Ein Ziel dieses Dissertationsprojektes war es, 
diese Bereiche automatisch zu erkennen, zu bewerten und die mittlere, effektive 
Konzentration (EC50) zu berechnen, bei welcher die Signalintensität für bestimmte Proteine 







Abbildung 32: Heatmap der wirkstoffbehandelten K562 Zelllinie. Die Zelllinien K562 wurde mit 
dem selektiven Wirkstoff Imatinib in verschiedenen Konzentrationen behandelt. Es sind deutlich 
Bereiche zu erkennen, in welchen der Wirkstoff zu einer Zunahme oder Abnahme der Intensität führt. 
 
 
Für die Methodenentwicklung wurde wieder das Modell aus massenspektrometrischen 
Signaturen von Brustkrebs-, GIST- und Leukämie-Zelllinien verwendet, wobei sie mit 
unterschiedlichen Wirkstoffen in verschiedenen Konzentrationen behandelt wurden. Es 
wurden pro Zelllinie und Wirkstoff drei Experimente / Datensätze mit jeweils acht technischen 
Replikaten angefertigt. Die Massenspektren wurden wie zuvor beschrieben vorverarbeitet. 
Hier wurden sie jedoch einer TIC-Normierung unterzogen, da für die Regression einer 
Konzentrations-Wirkungskurve die Intensitäten nicht negativ sein sollten (nach einer Z-Score 
Normierung können auch negative Werte auftreten). 
 
4.4.1 Methode zur Erstellung von Konzentrations-Wirkungskurven 
Abbildung 33 zeigt den typischen Verlauf einer fallenden Konzentrations-Wirkungskurve. Für 
eine übersichtlichere Darstellung ist es üblich, die Konzentrationen logarithmisch auf die x-
Achse aufzutragen. Die Intensitätswerte werden durch die mittlere Intensität einer 
Konzentration dargestellt. Des Weiteren wurden sie auf die Kontrolle (Intensität der Spektren 
aus Zellen ohne Wirkstoffbehandlung) normiert. Um sie prozentual im Verhältnis zur 
Kontrolle angeben zu können, wurden sie zusätzlich mit dem Faktor 100 multipliziert. Zur 
Berechnung einer Konzentrations-Wirkungskurve werden folgende Parameter benötigt 
(Wenner et al., 2011): die minimale und maximale Intensität, die Steigung und die mittlere, 
effektive Konzentration (EC50). Sie kann nach folgender Formel berechnet werden: 
 









Die minimale und maximale Intensität können direkt aus den Daten abgelesen werden. Die 
optimale Steigung und der optimale EC50-Wert jedoch können durch ein Regressions- 
verfahren mit Hilfe des mittleren quadratischen Fehlers bestimmt werden. 
 
 
Abbildung 33: Beispiel Konzentrations-Wirkungskurve. Die Berechnung einer Konzentrations-
Wirkungskurve erfolgt durch den minimalen und maximalen Wert, der Steigung und des EC50-Wertes. 
 
 
Zur Bestimmung der Steigung und des EC50-Wertes wurde ein Algorithmus entwickelt, 
welcher die beiden Werte mit Hilfe des mittleren quadratischen Fehlers (engl. Mean Squared 
Error, MSE) optimiert. Dabei wurden die Steigung und der EC50-Wert solange abwechselnd 
optimiert, bis ein absoluter minimaler MSE erreicht wurde. Bei jeder Optimierung wurden 
jeweils alle möglichen Werte einmal durchlaufen, während alle anderen Parameter fix 
geblieben sind (Abbildung 34). 
 
 
Abbildung 34: Optimierung der Steigung und des EC50-Wertes einer Konzentrations-
Wirkungskurve. Die Steigung und der EC50-Wert werden mit Hilfe des quadratischen mittleren 





In manchen Fällen hat das Medikament den Effekt, dass für einige m/z-Werte die Intensität 
mit zunehmender Wirkstoffkonzentration nicht abnimmt, sondern steigt. Da die Zelle aber bei 
einer gewissen Konzentration  funktionell beeinträchtigt ist und schließlich bei noch höheren 
Konzentrationenden Zelltod erleidet, nimmt die Intensität ab diesem Punkt wieder ab. Um 
dennoch eine Konzentrations-Wirkungskurve erstellen zu können, wurde der bisher 
verwendete Algorithmus an diesen Spezialfall angepasst. Wenn die Intensität der Kontrolle 
kleiner war als die Intensität bei der maximal verwendeten Wirkstoffkonzentration (in diesem 
Fall handelt es sich um eine steigende Kurve), wurden alle Datenpunkte nach der maximal 
erreichten Intensität gelöscht (Abbildung 35). Ein weiteres Kriterium zur Erstellung einer 
steigenden Kurve war, dass zwischen der Kontrolle und der maximalen Intensität mindestens 
vier weitere Datenpunkte liegen müssen, da zur Berechnung einer sigmoiden Kurve vier 
Parameter benötigt werden. 
 
 
Abbildung 35: Konzentrations-Wirkungskurve bei steigendem Intensitätsverlauf. Ab einer 
bestimmten Wirkstoffkonzentration stirbt die Zelle ab. Daher wurden alle Datenpunkte nach Erreichen 
der maximalen Intensität gelöscht. 
 
 
Um zu bewerten, wie gut die realen Daten zum Kurvenverlauf passen, wurde die Korrelation 
berechnet. Abbildung 36 zeigt beispielhaft den Kurvenverlauf dreier m/z-Werte, deren 
Intensitäten sehr stark, mittelmäßig und schlecht mit der sigmoiden Kurve korrelieren. Bei 
einer schlechten Korrelation ist davon auszugehen, dass das Medikament keine Wirkung auf 








Abbildung 36: Korrelation zur Bewertung von Konzentrations-Wirkungskurven. Am Beispiel der 
Intensitäten von drei m/z-Werten ist hier eine sehr gute (links), mittelmäßige (Mitte) und schlechte 
(rechts) Korrelation zwischen den realen Daten und der Konzentrations-Wirkungskurve dargestellt. 
 
 
Eine weitere Kennzahl zur Bewertung des Wirkstoffeffektes ist der sogenannte Fold Change. 
Dieser gibt die Intensitätsänderung in Bezug auf die Kontrolle an. Abbildung 37 zeigt 
beispielhaft drei weitere Konzentrations-Wirkungskurven mit zwei großen und einem sehr 
kleinen Fold Change (logarithmisch zur Basis 2). Ein sehr kleiner Fold Change bedeutet, 
dass das entsprechende Protein keine oder nur eine sehr kleine Reaktion auf das 
Medikament zeigt. Da durch die zuvor durchgeführte TIC-Normierung und die Normierung 
auf die Kontrolle die realen Intensitätsverhältnisse verloren gegangen waren, wurden zur 
Validierung des Fold Change als Bewertungskennzahl die Konzentrations-Wirkungskurven 
dieser drei Beispiele nochmals für die nicht normierten Intensitäten berechnet. Es hat sich 
gezeigt, dass auch Signale mit verhältnismäßig niedrigen Intensitäten einen großen 
Fold Change besitzen können. Durch eine Normierung wurde dieser Wert also nicht 




Abbildung 37: Fold Change zur Bewertung der Wirkungsstärke von Medikamenten. Der 
Fold Change gibt die Intensitätsänderung in Bezug auf die Kontrolle an. Die Abbildung zeigt, dass die 
Wirkstoffe Tamoxifen und Dasatinib bei den hier dargestellten m/z-Werten der K562 Zelllinie eine 







Abbildung 38: Fold Change von Konzentrations-Wirkungskurven bei nicht normierten Daten. 
Die Abbildung zeigt ein Signal mit hoher Intensität und großem Fold Change (links), ein Signal mit 
geringerer Intensität und großem Fold Change (Mitte) und ein Signal mit hoher Intensität und sehr 
kleinen Fold Change. 
 
 
Eine Konzentrations-Wirkungs-Kurve besitzt also neben den eigentlichen Parametern zur 
Berechnung (Minimum, Maximum, Steigung und EC50-Wert) noch viele weitere Eigen- 
schaften. Um auf diese schnell und einfach zugreifen zu können, wurde in MATLAB mit Hilfe 
objektorientierter Programmierung eine neue Klasse erstellt, welche alle Informationen für 













- standardDeviation  
Abbildung 39: Neue MATLAB Klasse für den einfachen und schnellen Zugriff auf eine 
Konzentrations-Wirkungskurve. Neben den Parametern zur Berechnung der sigmoiden Kurve stellt 










4.4.2 Methode zur automatischen Auswertung von MS-Fingerprints 
Im nächsten Schritt wurde diese Methode zur Erstellung von Konzentrations-Wirkungskurven 
dazu verwendet, in kompletten MS-Datensätzen automatisch nach Massenbereichen zu 
suchen, welche eine Antwort auf einen Wirkstoff zeigen. Dazu wurde im Batch-Verfahren für 
jeden m/z-Wert eines Spektrensatzes eine Konzentrations-Wirkungskurve erstellt und die 
zugehörigen Parameter und Kenngrößen berechnet. Die erste Kenngröße, die hierbei zur 
Bewertung des Wirkstoffeffekts eingesetzt wurde, ist die Korrelation. Abbildung 40 zeigt die 
Korrelationsanalyse eines Datensatzes für Imatinib behandelten K562-Zellen nach einem 
Such-Durchlauf für fallende Intensitäten bei zunehmender Wirkstoffkonzentration. Es 
existierten einige m/z-Werte, welche eine hohe Korrelation erzielten. Als Schwellwert wurde 
ein Korrelationskoeffizient von 0,85 festgelegt. Alle m/z-Werte, welche darunter lagen, 
wurden aussortiert, da sie zu sehr vom typischen Verlauf einer Konzentrations-
Wirkungskurve abwichen und das Medikament wohl keine große Auswirkung auf sie 
ausübte. Als zweite Kenngröße zur Bewertung der Wirkstoffreaktion wurde der Fold Change 
der Kurven verwendet, welcher in Abbildung 41 für die verbleibenden m/z-Werte dargestellt 
ist. Hier wurde der Schwellwert des Fold Change auf 1,5 festgesetzt (Abbildung 41). 
 
 
Abbildung 40: Korrelationsanalyse eines Datensatzes für Imatinib behandelte K562-Zellen nach 
Durchlauf der IT-Methode zur automatischen Bestimmung von Wirkstoffwirkungen. Hier wurde 
nach m/z-Werten gesucht, deren Intensitäten mit zunehmender Wirkstoffkonzentration abnehmen. Es 
wurden einige m/z-Werte gefunden, deren Konzentrations-Wirkungskurven eine hohe Korrelation zu 
den realen Daten aufweisen. Alle m/z-Werte, welche unter dem Schwellwert (Korrelationskoeffizient 
0,85) liegen, wurden aussortiert. 
 
 
Abbildung 41: Fold Change-Analyse eines Datensatzes für Imatinib behandelte K562-Zellen 
nach Durchlauf der IT-Methode zur automatischen Bestimmung von Wirkstoffwirkungen. Hier 
wurde für jeden m/z-Wert, dessen Konzentrations-Wirkungskurve eine Korrelation über 85% erreichte, 
der entsprechende Fold Change berechnet. Alle m/z-Werte, welche unter dem Schwellwert (Fold 





Folgende Tabelle zeigt die m/z-Werte, welche nach dem Durchlauf der Methode zur 
Bestimmung von Wirkstoffwirkungen gefunden wurden. In Abbildung 42 sind die ent- 
sprechenden Konzentrations-Wirkungskurven dargestellt. 
 
 
Tabelle 13: Ergebnisse der Regressionsanalyse eines Datensatzes für Imatinib behandelte 
K562-Zellen (fallende Konzentrations-Wirkungskurven). 
Rangliste Fold Change Korrelations- koeffizient m/z-Wert 
1 1,98 0,96 11587 
2 1,78 0,98 12347 
3 1,74 1,00 12408 
4 1,71 1,00 12386 





Abbildung 42: Konzentrationswirkungs-Kurven eines Datensatzes für Imatinib behandelte 
K562-Zellen nach Durchlauf der IT-Methode zur automatischen Bestimmung von 
Wirkstoffwirkungen. Dargestellt sind hier die Konzentrations-Wirkungskurven, welche bei der 
Berechnung der Kurve einen Korrelationskoeffizienten von mindestens 0,85 erreichten. Des Weiteren 










4.4.3 Methode zum Vergleich mehrerer Regressionsanalysen 
Nun stellte sich die Frage, ob es sich bei diesen m/z-Werten um Proteine handelt, welche 
ausschließlich eine Reaktion auf den Wirkstoff Imatinib zeigen, oder ob auch ein Effekt bei 
anderen Wirkstoffen zu erkennen ist. Des Weiteren wurden auch andere Krebs-Zelllinien 
untersucht, um eventuelle Gemeinsamkeiten festzustellen. Insgesamt wurde zur Bearbeitung 
dieser Fragestellung eine Sammlung von 13 MS-Datensätzen (bereitgestellt von Dr. Bogdan 
Munteanu) verwendet, wobei jeder einzelne einmal der automatischen Auswertung 
unterzogen wurde. Alle m/z-Werte, deren Konzentrations-Wirkungskurve eine Korrelation 
kleiner 85% erreichte, wurden gelöscht. Danach wurde für jeden Datensatz eine Liste aus 
m/z-Werten erstellt, welche prinzipiell einen Wirkstoffeffekt zeigten. Um die Schnittmenge 
dieser m/z-Werte zu bestimmen, musste zunächst für leicht variierende m/z-Werte in den 
verschiedenen Datensätzen (des vermeintlich gleichen Peaks) ein gemeinsamer m/z-Wert 
bestimmt werden. Dazu wurden jeweils m/z-Werte aus einem Bereich von fünf Dalton 
zusammengefasst und ihrem Mittelwert zugeordnet (Tabelle 14). 
 
 








12274 12276  
12275 12276 2,2 
12277 12276  
12279 12276  
12292 12296  
12296 12296 3,5 
12299 12296  
12343 12345  
12344 12345  
12345 12345 1,6 
12346 12345  
12347 12345  
 
 
Um zu bestimmen, welcher Schwellwert für den Fold Change festgelegt werden soll, wurde 
ein Histogramm dieser Kennzahl aller verbleibenden m/z-Werte erstellt (Abbildung 43). Das 
Histogramm stellt dar, wie oft ein bestimmter Fold Change in allen Datensätzen erreicht 
wurde. Nun wurde der Schwellwert so gesetzt, dass insgesamt 50% der m/z-Werte für die 
weitere Analyse erhalten bleiben. Die restlichen m/z-Werte wurden gelöscht. Dies entspricht 






Abbildung 43: Histogramm der Fold Change-Werte für alle Konzentrations-Wirkungskurven 
nach Durchlauf der IT-Methode zur automatischen Bestimmung von Wirkstoffeffekten. Damit 
50% der m/z-Werte für die weitere Analyse erhalten bleiben, wurde der Schwellwert für den Fold 
Change auf 1,3 gesetzt. 
 
 
Das Ergebnis der Schnittmengen-Bestimmung für fallende Kurven ist in Abbildung 44 
dargestellt. Der m/z-Wert 11.584 zeigt in fast jeder Zelllinie eine deutliche Wirkstoffreaktion. 
Ausnahme sind hier die mit Imatinib behandelten GIST 430 Zellen. Die beiden m/z-Werte 
6174 und 12.345 zeigen ebenfalls eine Reaktion in vielen Zelllinien auf die Wirkstoffe. 
Jedoch ist hier neben den mit Imatinib behandelten GIST 430 Zellen auch bei den mit 
Axitinib behandelten K562-Zellen und den mit Bortezomib behandelten MCF7-Zellen keine 
Reaktion zu erkennen. Der nicht selektive Wirkstoff Chloroquin zeigt bei keinem m/z-Wert 
eine Reaktion in den K562-Zellen. 
 
 
Abbildung 44: Regressionsanalyse für fallende Kurven. Der m/z-Wert 11.584 zeigt in fast jeder 
Zelllinie eine deutliche Reaktion auf die Wirkstoffe. Die m/z-Werte 6174 und 12.345 zeigen in sehr 
vielen Zelllinien einen Wirkstoffeffekt. Die K562-Zellen hingegen zeigen überhaupt keine Wirkung auf 






Folgende Abbildung zeigt das Ergebnis der Schnittmengen-Bestimmung für steigende 
Konzentrations-Wirkungskurven. Allein der m/z-Wert 9712 zeigt hier eine deutliche Reaktion 




Abbildung 45: Regressionsanalyse für fallende Kurven. Es konnte ein m/z-Wert (9712) gefunden 
werden, welcher in allen Zelllinien auf alle Wirkstoffe eine Reaktion zeigt. Die Ausnahme besteht in 
den K562-Zellen, welche überhaupt keine Wirkung auf den nicht selektiven Wirkstoff Chloroquin 
zeigen. 
 
4.4.4 Entdeckung eines Biomarkers? 
Die bei der Regressionsanalyse gefundenen Konzentrations-Wirkungskurven für den m/z-
Wert 9712 besitzen alle eine Korrelation von mindestens 85% und weisen einen Fold 
Change größer oder gleich 1,3 auf. Dabei ist dieser m/z-Wert der einzige, welche in allen 
drei Krebszellarten für alle Wirkstoffe (bis auf Chloroquin) eine Wirkstoffreaktion zeigt. Daher 
stellte sich die Frage, ob es sich bei diesem m/z-Wert eventuell um einen Biomarker handelt 
könnte. Im Folgenden sind die Konzentrations-Wirkungskurven der unnormierten Spektren 
dargestellt. 
Abbildung 46 zeigt die Konzentrations-Wirkungskurven der K562-Zelllinie für den m/z-Wert 
9712. Die y-Achse wurde hier fix auf einen Intensitätsbereich zwischen 0 und 3500 skaliert, 
um die Kurven besser miteinander vergleichen zu können. Die Konzentrations-
Wirkungskurve des Wirkstoffes Chloroquin ähnelt wie erwartet einer geraden Linie, wobei die 
maximale Intensität ungefähr bei 60 liegt. Die stärkste Reaktion ist bei den Wirkstoffen 






Abbildung 46: Konzentrations-Wirkungskurven der Zelllinie K562 für den m/z-Wert 9712. Die 
größte Wirkung zeigen hier die Wirkstoffe Dasatinib und Tamoxifen. Überhaupt keinen Effekt ist beim 
Wirkstoff Chloroquin zu erkennen. 
 
 
Abbildung 47 zeigt die Konzentrations-Wirkungskurven der MCF7-Zelllinie für den m/z-Wert 
9712. Hier wurde die y-Achse fix auf einen Intensitätsbereich zwischen 0 und 20.000 skaliert. 
Der Wirkstoff Imatinib zeigt einen sehr starken Intensitätsanstieg mit zunehmender 
Wirkstoffkonzentration. Der Wirkstoff Bortezomib hingegen führt nur zu einem sehr kleinen 
Intensitätsanstieg, welcher aufgrund der gewählten Skalierung der y-Achse kaum erkennbar 






Abbildung 47: Konzentrations-Wirkungskurven der Zelllinie MCF7 für den m/z-Wert 9712. Eine 
sehr starke Wirkung wird hier durch den Wirkstoff Imatinib hervorgerufen. Im Gegensatz dazu zeigt 
der Wirkstoff Bortezomib einen kaum erkennbaren Effekt. 
 
 
Zuletzt ist hier die Konzentrations-Wirkungskurve der mit Imatinib behandelten Zelllinie GIST 
430 für den m/z-Wert 9712 dargestellt. Dieser besitzt schon vor der Behandlung der Zellen 
einen höheren Intensitätswert, welcher aber mit zunehmender Wirkstoffkonzentration noch 
deutlich weiter ansteigt. 
 
 
Abbildung 48: Konzentrations-Wirkungskurve der Zelllinie GIST 430 für den m/z-Wert 9712. Der 
m/z-Wert 9712 besitzt schon vor Behandlung der Zellen einen höheren Intensitätswert. Dieser steigt 
jedoch mit zunehmender Wirkstoffkonzentration noch weiter an. 
 
 
Durch die hier entwickelte Methode zur automatischen Bestimmung von Wirkstoffeffekten 
konnte also ein m/z-Wert gefunden werden, welcher in den hier verwendeten Zelllinien für 
sämtliche Wirkstoffe eine Reaktion zeigt. Um welches Protein es sich hierbei handelt, ist 









4.5 Erstellung einer graphischen Benutzeroberfläche 
Um Wissenschaftlern die in diesem Dissertationsprojekt entwickelten Methoden und 
Algorithmen zugänglich zu machen, wurden alle implementierten Funktionen in einer 
MATLAB Bibliothek zusammengefasst. Des Weiteren wurde eine graphische Benutzer- 
oberfläche erstellt, welche eine einfache und schnelle Durchführung der Algorithmen 
ermöglicht. Es können mehrere Datensätze eingelesen und bearbeitet werden. Für die 
Darstellung der Daten kann zwischen Einzelspektren, Mittelwertspektren und einer Heatmap 
gewählt werden. Die einzelnen Schritte des Vorverarbeitungsprozesses der MS-Spektren 
können hier individuell zusammengestellt werden. Des Weiteren kann eine Merkmals- 
extraktion mit Hilfe der Fisher Diskriminante durchgeführt werden. Die beiden Standard- 
methoden zur Klassifikation, eine hierarchische Clusteranalyse und eine Haupt- 
komponentenanalyse, können ebenfalls angewendet werden. Zuletzt wird die Möglichkeit 
einer automatischen Regressionsanalyse zur Bestimmung von Wirkstoffwirkungen 











Die Entwicklung molekular-gerichteter Therapieansätze stellt die klinische Forschung vor 
große Herausforderungen. Das ist Ziel ist es, dem Patient eine unwirksame Behandlung und 
unnötige Nebenwirkungen zu ersparen. Mit Hilfe von Biomarkern oder allgemein molekularen 
Signaturen kann die Wirksamkeit molekular-gerichteter Therapeutika angezeigt oder 
vorhergesagt werden. Die Grundlage dafür besteht in der schnellen, zuverlässigen und 
kostengünstigen Klassifizierung humaner Tumorproben. Moderne analytische Hoch- 
leistungsverfahren, wie zum Beispiel die Massenspektrometrie, generieren jedoch 
Datensätze im Umfang von mehreren Gigabytes, deren Bearbeitung und Auswertung nur mit 
Hilfe moderner Signalverarbeitung möglich ist. Die Erforschung und Entwicklung 
systematischer Arbeitsprozesse zur automatischen Analyse humaner Karzinome wäre 
hilfreich, um in Zukunft medizinisch relevante Merkmale schneller und zuverlässiger als 
bisher extrahieren zu können. 
 
5.1 Vorverarbeitung von Massenspektren 
Nach einer Messung stehen die Massenspektren im firmenspezifischen Datenformat vor und 
sind nicht unbedingt kompatibel mit dem Datenformat anderer Analyse-Tools. Durch das in 
diesem Dissertationsprojekt entwickeltem Datenformat, welches einen objektorientierten 
Ansatz verfolgte, wurde ein einfacher und schneller Zugriff auf die Daten ermöglicht. Dabei 
wurde der komplette Datensatz auf einmal eingelesen, und die Spektren automatisch den 
zugehörigen Klassen zugeordnet. Dies stellte eine Zeitersparnis zum Beispiel gegenüber 
dem Softwarepaket ClinProTools (Bruker Daltronics) dar, bei welchem der Nutzer die 
Spektren oder Klassen einzeln auswählen muss. Der objektorientierte Ansatz bietet zudem 
die Möglichkeit der Erweiterung. Auch können Spektren oder Signale anderer Messgeräte 
eingelesen und verarbeitet werden. Durch die Überführung in diese objektorientierte 
Datenstruktur können nun alle Methoden zur Vorverarbeitung und zur statistischen Analyse 
unabhängig des Messverfahrens auf die Daten angewandt werden, weshalb nur eine einzige 
Implementierung aller weiteren Funktionen notwendig ist. Außerdem ist eine Fusionierung 
mit anderen Spektraldaten, zum Beispiel aus der Infrarotspektroskopie, möglich. Des 
Weiteren können Zwischenergebnisse jederzeit problemlos abgespeichert und wieder 
eingelesen werden. 
Martens et al. (Martens et al., 2011) entwickelten ebenfalls eine Datenstruktur für die 
Verarbeitung von Massenspektren. Es wird mzML genannt und soll den Austausch und die 





Datenmengen ermöglichen. Die Metainformationen der Spektren sind hier jeweils in einer 
XML-Datei, die spektrale Information in einer binären Datei gespeichert. Um mit diesen 
Daten in MATLAB arbeiten zu können, wird ein Converter angeboten. Dieses Datenformat 
bietet jedoch nicht die Vorteile einer objektorientierten Programmierung: Klassen, Vererbung 
und Polymorphie. Insbesondere ist dieses Datenformat nicht für Daten anderer Messgeräte 
ausgelegt. 
Um sinnvolle statistische Analysen durchführen zu können, müssen die Massenspektren 
eine gemeinsame Massenachse besitzen. Dies ist jedoch zum Beispiel aufgrund ver- 
schiedener Geräteeinstellungen nicht immer der Fall. Im Vergleich zur häufig verwendeten 
Software ClinProTools (Bruker Daltronics), welche im Anschluss an ein Peak Picking eine 
Rekalibration anhand herausragender Peaks durchgeführt, werden die Massenspektren in 
dieser Arbeit vor der Merkmalsextraktion mit Hilfe einer linearen Interpolation korrigiert. Dies 
hat den Vorteil, dass keine eventuell wichtige Information verloren gehen und die Auswahl 
der Peaks anhand statistischer Methoden durchgeführt werden kann. Es wurden zwar schon 
statistische Methoden zur Merkmalsextraktion zur Klassifikation von Fingerprints angewandt, 
doch wurde zuvor zusätzlich ein Peak Picking durchgeführt (Marvin‐Guy et al., 2008; 
Schwamb et al., 2013). 
Die Rekalibration / Ausrichtung der Massenachse wird in dieser Arbeit mit Hilfe der 
Korrelationsfunktion durchgeführt. Diese Methode kann auch durchgeführt werden, wenn 
zuvor kein Peak Picking stattgefunden hat. Bei der Rekalibration anhand bestimmter Peaks 
oder Standards müssen deren genauen Massenwerte bekannt sein. Des Weiteren müssen 
sie auf dem gesamten Massenbereich relativ gleichmäßig verteilt sein (Gobom et al., 2002; 
Kulkarni et al., 2015). Aufgrund der relativ großen Breite der Peaks und der begrenzten 
Auflösung im Linearmodus stellt die Ausrichtung der Massenachse mit Hilfe der 
Korrelationsfunktion eine gute Möglichkeit für die Rekalibration von Protein-Fingerprints dar. 
Zur Rekalibration von Spektren, welche im Reflektormodus, in welchen die Breite der Peaks 
sehr klein ist, wäre das Verfahren von Gobom et al. die bessere Variante, bei welcher ein 
Polynom auf mehrere im gesamten Massenbereich verteilte Massen gelegt wird. 
Um das chemische und instrumentelle Rauschen in einem Massenspektrum zu reduzieren, 
wird oft eine Basislinienkorrektur und eine Savitzly Golay Glättung durchgeführt (Munteanu 
et al., 2012; Ouedraogo et al., 2010; Schwamb et al., 2013). Bereiche, die nur aus Rauschen 
bestehen, werden dabei jedoch nur unterdrückt und nicht gelöscht. Die Bestimmung des 
Signal-Rausch-Verhältnisses der Peaks in Fingerprints wurde bisher nur in Kombination mit 
dem Peak Picking Verfahrens durchgeführt. Dabei wurde anhand der zugehörigen 
Datenpunkte eines Peaks das SNR berechnet. Falls dieser unter dem gewünschten Wert 





Methoden war dann nicht mehr möglich. Die in dieser Arbeit entwickelte Methode zur 
Bestimmung des Rauschpegels hat den Vorteil, dass im Vorfeld keine Datenreduktion 
notwendig ist und nachfolgende statistische Analysen nicht durch Bereiche, welche 
ausschließlich aus Rauschen bestehen, verfälscht werden können. 
Durch die in dieser Arbeit entwickelten Methoden zur Vorverarbeitung konnten die 
massenspektrometrischen Fingerprints auf geeignete Weise vorverarbeitet werden, so dass 
sie mit einer gemeinsamen Massenachse, ausgeglichenen Verschiebungen und weitgehend 
ohne Rauschen in Form einer Matrix für die weiteren Analysen zur Verfügung standen. Die 
Auswahl der Peak konnte nun mit Hilfe statistischer Methoden statt einem Peak Picking 
getroffen werden. 
 
5.2 Kennzahl für die externe Clusteranalyse 
Um einen Workflow bewerten zu können, wird ein objektives Kriterium benötigt. Bei der 
unüberwachten Klassifikation, vor allem wenn die Zahl der Klassen, welche klassifiziert 
werden sollen, sehr groß ist, ist die Wahl einer Bewertungskennzahl nicht einfach. Wie schon 
beschrieben, kann die Clusteranalyse mit Hilfe der exakten Klassifikationsrate schnell an die 
Grenzen der Speicherkapazität und einer akzeptablen Rechenzeit stoßen. Die Alternativen 
zur exakten Klassifkationsrate, wie zum Beispiel die Reinheit oder die Entropie, können auch 
bei einer großen Zahl an Klassen schnell berechnet werden, machen jedoch keine genaue 
Aussage über die Qualität der Klassifikation. Andere Kennzahlen, wie zum Beispiel der 
Precision / Recall / F-Measure (van Rijsbergen, 1979) oder der Rand Index (Rand, 1971) 
sind nur auf das Zwei-Klassen-Problem anwendbar. In der Literatur werden oft 
Klassifikationen durchgeführt, bei welchen kranke von gesunden Proben unterschieden 
werden sollen. Wu et. al (Wu et al., 2003) zum Beispiel unterscheiden Proben von Patienten 
mit Eierstockkrebs von gesunden Proben. Sie benutzen die Fehlerrate zur Beurteilung der 
Klassifikation. Karger et al. (Karger et al., 2010) klassifizierten 66 verschiedene Zelllinien, 
doch wurde die Beurteilung des Klassifikationsergebnisses nicht anhand einer 
Bewertungskennzahl, sondern visuell durch Betrachtung des Dendrogramms durchgeführt. 
Eine systematische Untersuchung von Klassifikationen mit Bewertungskennzahlen, bei 
welchen sehr viele Zelllinien getrennt werden sollen, wurde bisher noch nicht durchgeführt. 
Eine weitere oft verwendete visuelle Darstellung von Klassifikationsergebnissen ist die PCA. 
Sie veranschaulicht sehr gut die Trennbarkeit der Klassen mit Hilfe von Punktwolken, auch 
im Fall von mehreren Klassen. Doch auch sie besitzt keine Kennzahl, mit welcher die 





Daher stellt die in dieser Arbeit entwickelten Kennzahl, das Confusion Matrix Maximum 
(CMM), eine sehr gute Möglichkeit zur externen Clusteranalyse dar. Es konnte gezeigt 
werden, dass sie in Bezug auf die Rechenzeit keinen Engpass darstellt und der exakten 
Klassifikationsrate sehr nahe kommt. In den meisten Fällen sind sie sogar identisch ist. Sie 
eignet sich vor allem zur systematischen Entwicklung von Klassifikationsmodellen, da hier 
zahlreiche Tests durchgeführt werden müssen. Dies wäre aufgrund der hohen Rechenzeit 
mit der exakten Klassifikationsrate nicht durchführbar. Im Gegensatz zur Reinheit und 
Entropie liefert sie auch die stabileren Ergebnisse. 
 
5.3 Schnelle Klassifikation von Tumorzellen und Tumorzell-Subtypen 
Es sollte ein Modell entwickelt werden, welches eine große Zahl an Krebszelllinien optimal 
klassifizieren kann. Bei den Zelllinien handelte es sich hierbei um Brustkrebs-, Leukämie- 
und GIST-Zelllinien. Insgesamt bestand der Datensatz aus elf Zelltypen. Es wurde bisher 
noch nicht untersucht, ob eine Klassifikation von Tumorsubtypen anhand von MS- 
Fingerprints möglich ist, ohne dabei die Zugehörigkeit zum Tumortyp zu verlieren. Zur 
systematischen Entwicklung eines optimalen Klassifikationsmodells wurden verschiedene 
Methoden zur Merkmalsextraktion und Klassifikation getestet. Dabei wurden sowohl 
überwachte und unüberwachte Methoden eingesetzt. Jede Methode zur Merkmalsextraktion 
wurde einmal mit jeder Klassifikationsmethode kombiniert. Diese wäre aufgrund des hohen 
Zeitaufwands zur Berechnung der exakten Klassifikationsrate nicht in annehmbarer Zeit 
möglich gewesen. 
Für die Berechnung der Diskriminanten zur Merkmalsextraktion wurden als „Peaks“ die 
lokalen Maxima der Skyline (maximale Intensität eines m/z-Wertes) des Datensatzes 
herangezogen. Die Verwendung der Skyline eines Datensatzes statt dem Mittelwertspektrum 
hatte zur Folge, dass kleine Peaks nicht aufgrund der Mittelung verloren gegangen sind. Des 
Weiteren konnte durch die Extraktion aller lokalen Maxima der Skyline ein weiterer 
Datenverlust verhindert werden. Die Beurteilung der Signifikanz der Peaks konnte nun 
ausschließlich anhand statistischer Methoden durchgeführt werden. 
Die in dieser Arbeit entwickelte Methode zur Bestimmung der Anzahl an Peaks für eine 
optimale Klassifikation eignete sich sehr gut für die Zellklassifizierung anhand von 
Fingerprints. Durch die Berechnung der Diskriminanten anhand der Tumortypen (Brustkrebs, 
GIST und Leukämie) und nicht anhand der einzelnen Zelllinien, konnte sichergestellt werden, 
dass die Trennung der verschiedenen Erkrankungen jederzeit erhalten blieb. Des Weiteren 
konnte durch Verwendung des CMM die exakte Anzahl an Peaks berechnet werden, mit 





zu diesem Verfahren stellen die genetischen Algorithmen dar, bei welchen verschiedene 
Peak-Kombinationen getestet werden. Aufgrund der zufälligen Startparameter kann es 
hierbei jedoch passieren, dass zwar ein gutes, aber nicht das optimale Ergebnis gefunden 
wird. Marvin-Guy et al.(Marvin‐Guy et al., 2008) verwendeten nach einer Varianzanalyse ein 
Konfidenzintervall von 95% zur Auswahl der Peaks. Das 95%-Konfidenzintervall gibt den 
Bereich an, bei dem mit einer Wahrscheinlichkeit von 95% davon ausgegangen werden 
kann, dass sich innerhalb dessen der wahre Mittelwert befindet. Hierbei handelte es sich 
also nicht um einen exakten Wert. Die Anwendung eines genetischen Algorithmus könnte 
eventuell zu einem exakten Klassifikationsergebnis führen. Schwamb et al. (Schwamb et al., 
2013) benutzen ihn, um die beste Peak Kombination zur Identifikation von Signaturen als 
Indikator für Zellstress und Apoptose anhand von Fingerprints zu erhalten. Jedoch wurde 
hier im Vorfeld ein Peak Picking durchgeführt, was eventuell zu einem Informationsverlust 
geführt haben könnte. Des Weiteren wurden nur drei verschiedene Gruppen untersucht. Für 
die Peak-Auswahl aus einem sehr großen Merkmalraum und mehreren Gruppen wäre dieser 
Algorithmus nicht geeignet. 
Eine Möglichkeit zur überwachten Klassifikation, welche in dieser Arbeit nicht untersucht 
wurde, stellen die künstlichen neuronalen Netze (engl. Artificial Neural Network, ANN) dar. 
Künstliche neuronale Netze sind Modelle aus der Informationsverarbeitung (Künstliche 
Intelligenz), welche die Nervenzellvernetzungen im Gehirn und Rückenmark als biologisches 
Vorbild betrachten. Sie bestehen aus einer Reihe von Eingangssignalen (Merkmalen) mit 
zugehörigen Gewichten, eine variablen Menge an Neuronen und den Ausgangssignalen, 
welche den Klassen des Datensatzes entsprechen. Wie bei den Synapsen der Nervenzellen 
gibt es auch hier verschiedene Aktivierungsfunktionen, nach deren Regel ein Signal von 
einem Neuronen an den Ausgang weitergeleitet wird (McCulloch und Pitts, 1943). Valletta et 
al. (Valletta et al., 2016) benutzen neuronale Netze zur quantitativen Bestimmung von 
Zelllinien-Kreuzkontaminationen anhand von MS- Fingerprints. Diese Klassifikationsmethode 
wurde in dieser Arbeit nicht in die systematische Untersuchung einbezogen, da insgesamt zu 
wenige Daten zur Verfügung standen. Üblicherweise werden hier die Daten in Trainings-, 
Test- und Validierungsdaten aufgeteilt, was bei einem Datensatz bestehend aus zwei 
Experimenten mit elf Zelllinien zu je acht Spektren zwangläufig zu einem „auswendig lernen“ 
des neuronalen Netzes geführt hätte. 
Die besten Klassifikationsergebnisse wurden unter anderem durch eine Merkmalsextraktion 
mit Hilfe des Fisher Score Optimized erzielt. Diese wurden mit der Funktion aus dem 
Softwarepaket der Arizona State University verglichen. In beiden Fällen wurden Klassifi- 
kationsraten von 100% erreicht, jedoch gab es große Unterschiede in der Rechenzeit. Die 





Implementierung zurückzuführen. Die Funktion zur Fisher-Diskriminanzanalyse aus dem 
Softwarepaket der Arizona State University besteht hauptsächlich aus for-Schleifen, welche 
in MATLAB sehr viel Rechenzeit benötigen. Die Implementierung der Fisher Score 
Optimized Variante hingegen stellte die effizientere Umsetzung dar, da sie weniger for-
Schleifen, dafür aber einige Matrix-orientierte Befehle einsetzt. Diese ermöglichen eine 
schnelle Berechnung komplexer Probleme. 
 
5.4 Automatische Analyse von Konzentrations-Wirkungs-Beziehungen zur 
Biomarker-Identifikation 
In dieser Arbeit wurde ein Regressionsmodell entwickelt, bei welchen die Konzentrations-
Wirkungskurve dem typischen Verlauf einer steigenden oder fallenden sigmoiden Kurve 
folgt. Di Veroli et al. (Di Veroli et al., 2015) entwickelten einen Algorithmus zur automatischen 
Erstellung von Dosis-Wirkungskurven, welche mehrere Phasen des Steigens und / oder des 
Fallens beinhalten können. Dieser Algorithmus kann jedoch nur verwendet werden, wenn im 
Vorfeld bekannt ist, dass der zu untersuchende m/z-Wert mehrere solcher Phasen bei einer 
Wirkstoffbehandlung besitzt. Dies setzt die Kenntnis über das Verhalten bei Wirkstoff-
behandlung des entsprechenden Proteins voraus. Die Signale könnten auch rein zufällig, 
zum Beispiel durch Messschwankungen, mal stärker oder schwächer sein. Ein Algorithmus, 
welcher mehrere steigende und fallende Phasen erlaubt, wäre bei einer automatischen 
Analyse von Konzentrations-Wirkungs-Beziehungen praktisch in der Lage, für fast jeden m/z-
Wert eine Kurve zu erstellen, welche eine sehr hohe Korrelation zu den realen Daten 
erreicht. Aus diesem Grund eignet sich ein sigmoides Regressionsmodel, wie es in dieser 
Arbeit verwendet wurde, besser für die Erkennung von Wirkstoffeffekten bei der 
systematischen Untersuchung des gesamten Massenbereichs. Hierbei soll die Frage 
beantwortet werden, ob ein Medikament bei einem m/z-Wert grundsätzlich zu einer 
Wirkstoffreaktion führt oder nicht. 
Das Softwarepaket Dr Fit (Di Veroli et al., 2015), welches für die Erstellung von 
Konzentrations-Wirkungskurven mit mehreren steigenden und fallenden Phasen entwickelt 
wurde, und die Statistik-Software GraphPad Prim (Motulsky und Christopoulos, 2004), 
welche die Berechnung einer sigmoiden Konzentrations-Wirkungskurve ermöglicht, gestatten 
die Analyse einzelner m/z-Werte, bieten jedoch nicht die Möglichkeit, einen Datensatz aus 
massenspektrometrischen Fingerprints automatisch nach Proteinen zu durchsuchen, welche 
eine Wirkung auf das Medikament zeigen. Des Weiteren gibt es kein Verfahren, welches die 





Durch die in dieser Arbeit entwickelten Methode zur automatischen Analyse von 
Konzentrations-Wirkungs-Beziehungen konnte ein m/z-Wert (9712) gefunden werden, 
welcher in allen hier verwendeten Zelllinien eine deutliche Reaktion auf die Wirkstoff- 
behandlung zeigt. Die einzige Ausnahme bestand dabei aus dem unselektiven Wirkstoff 
Chloroquin. 
Der m/z-Wert 9712 wurde in der Literatur schon des Öfteren dem Apolipoprotein C-III 
zugeordnet (Bondarenko et al., 1999; Pecks et al., 2014). Als Apolipoproteine bezeichnet 
man den Proteinanteil der Lipoproteine, welcher die wasserlöslichen Lipide im Blut 
transportiert. Sie werden hauptsächlich von der Leber und dem Darm produziert. Die 
Messung der Blutspiegel der verschiedenen Apolipoproteine kann Aufschluss über eine 
eventuell vorliegende Erkrankung des Fettstoffwechsels geben. Das Apolipoprotein C-III gilt 
als Hauptregulator des Plasma-Triglyceridspiegels (Ginsberg und Brown, 2011). 
Die Berechnung des m/z-Wertes für das Apolipoprotein C-III erfolgte jedoch auf der Basis 
von Blutplasma (Bondarenko et al., 1999), dem nicht-zellulären Anteil des Blutes. Die in 
dieser Arbeit verwendeten Zellen hingegen stammen aus der Zellkultur. Des Weiteren ist 
aufgrund der MS-Messung im Linearmodus die Auflösung des Peaks nicht sehr hoch, 
weshalb nicht mit Sicherheit gesagt werden kann, dass es sich hierbei tatsächlich um das 
Protein mit dem m/z-Wert 9712 handelt. Für eine sichere Identifikation dieses Peaks 
müssten weitere biotechnologische Analysen durchgeführt werden. 
 
5.5 Ausblick: Übertragung auf MS-Bildgebung und Infrarot-Spektroskopie-
Fingerprinting 
Mit Hilfe der Massenspektrometrie können anhand von Fingerprints erfolgreich Zell- 
klassifikationen und Wirkstoffbestimmungen durchgeführt werden. Durch die bildgebende 
Massenspektrometrie kann diese Anwendung auf die molekulare Analyse von Geweben 
erweitert werden (Norris und Caprioli, 2013). Ähnlich eines Rasters werden auf einem 
Gewebeschnitt eine Vielzahl an Spektren generiert und mit den entsprechenden 
Ortskoordinaten abgespeichert. Trotz der hohen Dynamik der Intensitätswerte können 
sämtliche m/z-Werte mithilfe hochkomplexer Signal- und Bildverarbeitung in Falschfarben 
dargestellt werden. Diese Methode gibt somit einen wichtigen Aufschluss über die 
Ortsauflösung wichtiger Biomoleküle oder anderer Substanzen im Gewebe. Sie ermöglicht 
die Suche nach neuen krankheitsspezifischen Biomarkern (Balluff et al., 2012). Des 
Weiteren kann sie Aufschluss über metabolomische Bestandteile des Stoffwechsels geben 
(Miura et al., 2012). Eine weitere Anwendung ist die Detektion von Pharmaka und deren 





Verarbeitung und Analyse von MS-Bilddaten wurde von Alexandrov (Alexandrov, 2012) in 
einem Review zusammengestellt. Im Vergleich zu den MS-Fingerprints entstehen hierbei 
jedoch Datensätze in viel größeren Volumen, was die Speicherung und Verarbeitung 
erheblich erschwert. Die Übertragung der 1D-Analysemethoden auf die Bilddaten führt in 
manchen Fällen zu nicht mehr annehmbaren Rechenzeiten. Interessant wäre auch eine 
Untersuchung, ob m/z-Werte, welche zur Klassifikation von Fingerprints auch zur 
Klassifikation der entsprechenden MS-Bilddaten geeignet sind. 
Eine weitere Methode, welche ebenfalls erfolgreich in der Mikrobiologie (Lasch und 
Naumann, 2006) und zur Untersuchung von Zellen und erkranktem Gewebe (Diem et al., 
2008) eingesetzt wurde, ist die Infrarotspektroskopie (IR). Sie ist im Gegensatz zur 
Massenspektrometrie ein zerstörungsfreies Messverfahren, mit welchem ohne Proben- 
vorbereitung gearbeitet werden kann. Sie basiert auf der Wechselwirkung elektro- 
magnetischer Strahlung aus dem infraroten Spektralbereich und der zu untersuchenden 
Probe. Insbesondere funktionelle Gruppen von Molekülen, welche eine polare Bindung 
aufweisen, können durch IR-Spektroskopie nachgewiesen und somit biomolekulare 
Strukturen aufgeklärt werden. Speziell der sogenannte Fingerprint-Bereich im mittleren IR 
(MIR) in welchem viele Banden zu beobachten sind, ermöglicht oft eine eindeutige 
Zuordnung der zu analysierenden Probe. Im Vergleich zur Massenspektrometrie besteht das 
spektrale Fenster nicht nur aus Lipiden und Proteinen, sondern es enthält auch Fettsäuren 
und Polysaccharide. Die Infrarotspektroskopie eignet sich hervorragend zur Untersuchung 
von Bakterienzellen (Davis und Mauer, 2010). Interessant wäre eine Untersuchung, ob durch 
die Fusionierung der Massenspektrometrie und der Infrarotspektroskopie die Klassifikations- 
ergebnisse in der Zellanalytik von Säugerzellen noch weiter verbessert werden könnten. Die 
in dieser Arbeit entwickelten Methoden für die MS-Fingerprint Verarbeitung und Analyse 






Personalisierte Medizin steht im besonderen Fokus der modernen Krebsforschung. Anhand 
spezifischer Signaturen soll dem Patient einer molekular-gerichteten und persönlich 
zugeschnittenen Therapie zugeführt werden, welche ihm eine unwirksame Behandlung und 
unnötige Nebenwirkungen ersparen soll. Dies kann nur durch moderne analytische 
Hochleistungs-Verfahren wie zum Beispiel die Massenspektrometrie realisiert werden. Die 
Klassifikation humaner Tumorsubtypen soll schneller, möglichst kostengünstig und trotzdem 
zuverlässig durchführbar sein. Mit Hilfe von massenspektrometrischen Fingerprints konnten 
bisher erfolgreich Zellklassifikationen von Säugerzellen durchgeführt werden. Eine 
systematische Untersuchung verschiedener Merkmalsextraktions- und Klassifikations- 
methoden zur optimierten Klassifikation humaner Tumorsubtypen wurde jedoch bisher noch 
nicht durchgeführt. Des Weiteren existiert noch kein automatisiertes Verfahren, welches die 
Wirkung von selektiven und molekular-gerichteten Medikamenten untersucht. Oftmals führt 
erst ein zeitintensives Austesten verschiedener Einflussgrößen oder gar ein mühsames 
Durchsuchen des zu analysierenden Datensatzes „per Hand“ zu den erwünschten 
Ergebnissen. 
 
Dieses Dissertationsprojekt verfolgte daher folgende Ziele: 
 
1. Überführung der MS-Daten in ein MATLAB-kompatibles Datenformat sowie die 
Optimierung der Vorverarbeitung von massenspektrometrischen Fingerprints 
2. Entwicklung einer geeigneten Kennzahl zur Bewertung der systematischen 
Untersuchung verschiedener Merkmalsextraktions- und Klassifikationsmethoden 
3. Entwicklung und Optimierung einer Methodik für die Merkmalsextraktion zur 
Identifizierung geeigneter Biomarker-Kandidaten 
4. Entwicklung eines auf spektralen, molekularen Fingerprints basierenden Verfahrens 
zur schnellen Klassifikation von Tumorsubtypen anhand von der in 2 entwickelten 
Kennzahl 
5. Entwicklung einer Methode zur automatisierten Erstellung von Konzentrations-
Wirkungskurven zur Bewertung der zellulären Wirkung von zielgerichteten 
Medikamenten 
 
Es wurde ein objektorientiertes Datenformat entwickelt, welches einen schnellen und 
einfachen Umgang mit den Fingerprints ermöglicht. Die Vorverarbeitung der Fingerprints 
konnte optimiert werden, sodass die Bewertung der Signifikanz einzelner Peaks 





systematischen Untersuchung verschiedener Kombinationen einiger Merkmalsextraktions- 
und Klassifikationsmethoden wurde eine Kennzahl entwickelt werden, welche genaue 
Ergebnisse liefert und in einer annehmbarer Zeit berechnet werden kann. Anhand von 
Brustkrebs-, Leukämie- und GIST-Zelllinien wurde ein Verfahren zur schnellen Klassifikation 
von Tumorsubtypen entwickelt werden, wobei die Zugehörigkeit zum Tumortyp erhalten 
bleiben konnte. Des Weiteren wurde eine automatisierte Methode zur Bestimmung von 
Wirkstoffeffekten entwickelt, welche in verschiedenen MS-Datensätzen nach Bereichen mit 
einer Wirkstoffreaktion und nach Korrelationen zwischen den verschiedenen Datensätzen 
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