the extracted content. Extraction is the process of identifying important material in the text, abstraction the process of reformulating it in novel terms, fusion the process of combining extracted portions, and compression the process of squeezing out unimportant material. The need to maintain some degree of grammaticality and coherence plays a role in all four processes.
The obvious overlap of text summarization with information extraction, and connections from summarization to both automated question answering and natural language generation, suggest that summarization is actually a part of a larger picture. In fact, whereas early approaches drew more from information retrieval, more recent approaches draw from the natural language field. Natural language generation techniques have been adapted to work with typed textual phrases, in place of semantics, as input, and this allows researchers to experiment with approaches to abstraction. Techniques that have been developed for topic-oriented summaries are now being pushed further so that they can be applied to the production of long answers for the question-answering task. However, as the articles in this special issue show, domain-independent summarization has several specific, difficult aspects that make it a research topic in its own right.
Major Approaches
We provide a sketch of the current state of the art of summarization by describing the general areas of research, including single-document summarization through extraction, the beginnings of abstractive approaches to single-document summarization, and a variety of approaches to multidocument summarization.
Single-Document Summarization through Extraction
Despite the beginnings of research on alternatives to extraction, most work today still relies on extraction of sentences from the original document to form a summary. The majority of early extraction research focused on the development of relatively simple surface-level techniques that tend to signal important passages in the source text. Although most systems use sentences as units, some work with larger passages, typically paragraphs. Typically, a set of features is computed for each passage, and ultimately these features are normalized and summed. The passages with the highest resulting scores are sorted and returned as the extract.
Early techniques for sentence extraction computed a score for each sentence based on features such as position in the text (Baxendale 1958; Edmundson 1969) , word and phrase frequency (Luhn 1958) , key phrases (e.g., "it is important to note") (Edmundson 1969) . Recent extraction approaches use more sophisticated techniques for deciding which sentences to extract; these techniques often rely on machine learning to identify important features, on natural language analysis to identify key passages, or on relations between words rather than bags of words.
The application of machine learning to summarization was pioneered by Kupiec, Pedersen, and Chen (1995) , who developed a summarizer using a Bayesian classifier to combine features from a corpus of scientific articles and their abstracts. Aone et al. (1999) and Lin (1999) experimented with other forms of machine learning and its effectiveness. Machine learning has also been applied to learning individual features; for example, Lin and Hovy (1997) applied machine learning to the problem of determining how sentence position affects the selection of sentences, and Witbrock and Mittal (1999) used statistical approaches to choose important words and phrases and their syntactic context. Approaches involving more sophisticated natural language analysis to identify key passages rely on analysis either of word relatedness or of discourse structure. Some research uses the degree of lexical connectedness between potential passages and the remainder of the text; connectedness may be measured by the number of shared words, synonyms, or anaphora (e.g., Salton et al. 1997; Mani and Bloedorn 1997; . Other research rewards passages that include topic words, that is, words that have been determined to correlate well with the topic of interest to the user (for topic-oriented summaries) or with the general theme of the source text (Buckley and Cardie 1997; Strzalkowski et al. 1999; Radev, Jing, and Budzikowska 2000) .
Alternatively, a summarizer may reward passages that occupy important positions in the discourse structure of the text (Ono, Sumita, and Miike 1994; Marcu 1997b) . This method requires a system to compute discourse structure reliably, which is not possible in all genres. This technique is the focus of one of the articles in this special issue (Teufel and Moens 2002) , which shows how particular types of rhetorical relations in the genre of scientific journal articles can be reliably identified through the use of classification. An open-source summarization environment, MEAD, was recently developed at the Johns Hopkins summer workshop . MEAD allows researchers to experiment with different features and methods for combination.
Some recent work (Conroy and O'Leary 2001) has turned to the use of hidden Markov models (HMMs) and pivoted QR decomposition to reflect the fact that the probability of inclusion of a sentence in an extract depends on whether the previous sentence has been included as well.
Single-Document Summarization through Abstraction
At this early stage in research on summarization, we categorize any approach that does not use extraction as an abstractive approach. Abstractive approaches have used information extraction, ontological information, information fusion, and compression.
Information extraction approaches can be characterized as "top-down," since they look for a set of predefined information types to include in the summary (in contrast, extractive approaches are more data-driven). For each topic, the user predefines frames of expected information types, together with recognition criteria. For example, an earthquake frame may contain slots for location, earthquake magnitude, number of casualties, etc. The summarization engine must then locate the desired pieces of information, fill them in, and generate a summary with the results (DeJong 1978; Rau and Jacobs 1991) . This method can produce high-quality and accurate summaries, albeit in restricted domains only.
Compressive summarization results from approaching the problem from the point of view of language generation. Using the smallest units from the original document, Witbrock and Mittal (1999) extract a set of words from the input document and then order the words into sentences using a bigram language model. Jing and McKeown (1999) point out that human summaries are often constructed from the source document by a process of cutting and pasting document fragments that are then combined and regenerated as summary sentences. Hence a summarizer can be developed to extract sentences, reduce them by dropping unimportant fragments, and then use information fusion and generation to combine the remaining fragments. In this special issue, Jing (2002) reports on automated techniques to build a corpus representing the cut-and-paste process used by humans; such a corpus can then be used to train an automated summarizer.
Other researchers focus on the reduction process. In an attempt to learn rules for reduction, Knight and Marcu (2000) use expectation maximization to train a system to compress the syntactic parse tree of a sentence in order to produce a shorter but still maximally grammatical version. Ultimately, this approach can likely be used for shortening two sentences into one, three into two (or one), and so on.
Of course, true abstraction involves taking the process one step further. Abstraction involves recognizing that a set of extracted passages together constitute something new, something that is not explicitly mentioned in the source, and then replacing them in the summary with the (ideally more concise) new concept(s). The requirement that the new material not be in the text explicitly means that the system must have access to external information of some kind, such as an ontology or a knowledge base, and be able to perform combinatory inference (Hahn and Reimer 1997) . Since no large-scale resources of this kind yet exist, abstractive summarization has not progressed beyond the proof-of-concept stage (although top-down information extraction can be seen as one variant).
Multidocument Summarization
Multidocument summarization, the process of producing a single summary of a set of related source documents, is relatively new. The three major problems introduced by having to handle multiple input documents are (1) recognizing and coping with redundancy, (2) identifying important differences among documents, and (3) ensuring summary coherence, even when material stems from different source documents.
In an early approach to multidocument summarization, information extraction was used to facilitate the identification of similarities and differences (McKeown and Radev 1995) . As for single-document summarization, this approach produces more of a briefing than a summary, as it contains only preidentified information types. Identity of slot values are used to determine when information is reliable enough to include in the summary. Later work merged information extraction approaches with regeneration of extracted text to improve summary generation (Radev and McKeown 1998) . Important differences (e.g., updates, trends, direct contradictions) are identified through a set of discourse rules. Recent work also follows this approach, using enhanced information extraction and additional forms of contrasts (White and Cardie 2002) .
To identify redundancy in text documents, various similarity measures are used. A common approach is to measure similarity between all pairs of sentences and then use clustering to identify themes of common information Radev, Jing, and Budzikowska 2000; Marcu and Gerber 2001) . Alternatively, systems measure the similarity of a candidate passage to that of already-selected passages and retain it only if it contains enough new (dissimilar) information. A popular such measure is maximal marginal relevance (MMR) (Carbonell, Geng, and Goldstein 1997; Carbonell and Goldstein 1998) .
Once similar passages in the input documents have been identified, the information they contain must be included in the summary. Rather than simply listing all similar sentences (a lengthy solution), some approaches will select a representative passage to convey information in each cluster (Radev, Jing, and Budzikowska 2000) , whereas other approaches use information fusion techniques to identify repetitive phrases from the clusters and combine the phrases into the summary (Barzilay, McKeown, and Elhadad 1999) . Mani, Gates, and Bloedorn (1999) describe the use of human-generated compression and reformulation rules.
Ensuring coherence is difficult, because this in principle requires some understanding of the content of each passage and knowledge about the structure of discourse. In practice, most systems simply follow time order and text order (passages from the oldest text appear first, sorted in the order in which they appear in the input). To avoid misleading the reader when juxtaposed passages from different dates all say "yesterday," some systems add explicit time stamps (Lin and Hovy 2002a) . Other systems use a combination of temporal and coherence constraints to order sentences (Barzilay, Elhadad, and McKeown 2001) . Recently, Otterbacher, Radev, and Luo (2002) have focused on discourse-based revisions of multidocument clusters as a means for improving summary coherence.
Although multidocument summarization is new and the approaches described here are only the beginning, current research also branches out in other directions. Research is beginning on the generation of updates on new information (Allan, Gupta, and Khandelwal 2001). Researchers are currently studying the production of longer answers (i.e., multidocument summaries) from retrieved documents, focusing on such types as biographies of people, descriptions of multiple events of the same type (e.g., multiple hurricanes), opinion pieces (e.g., editorials and letters discussing a contentious topic), and causes of events. Another challenging ongoing topic is the generation of titles for either a single document or set of documents. This challenge will be explored in an evaluation planned by NIST in 2003.
Evaluation
Evaluating the quality of a summary has proven to be a difficult problem, principally because there is no obvious "ideal" summary. Even for relatively straightforward news articles, human summarizers tend to agree only approximately 60% of the time, measuring sentence content overlap. The use of multiple models for system evaluation could help alleviate this problem, but researchers also need to look at other methods that can yield more acceptable models, perhaps using a task as motivation.
Two broad classes of metrics have been developed: form metrics and content metrics. Form metrics focus on grammaticality, overall text coherence, and organization and are usually measured on a point scale (Brandow, Mitze, and Rau 1995) . Content is more difficult to measure. Typically, system output is compared sentence by sentence or fragment by fragment to one or more human-made ideal abstracts, and as in information retrieval, the percentage of extraneous information present in the system's summary (precision) and the percentage of important information omitted from the summary (recall) are recorded. Other commonly used measures include kappa (Carletta 1996) and relative utility (Radev, Jing, and Budzikowska 2000) , both of which take into account the performance of a summarizer that randomly picks passages from the original document to produce an extract. In the Document Understanding Conference (DUC)-01 and DUC-02 summarization competitions (Harman and Marcu 2001; Hahn and Harman 2002) , NIST used the Summary Evaluation Environment (SEE) interface (Lin 2001) to record values for precision and recall. These two competitions, run along the lines of TREC, have served to establish overall baselines for single-document and multidocument summarization and have provided several hundred human abstracts as training material. (Another popular source of training material is the Ziff-Davis corpus of computer product announcements.) Despite low interjudge agreement, DUC has shown that humans are better summary producers than machines and that, for the news article genre, certain algorithms do in fact do better than the simple baseline of picking the lead material.
The largest task-oriented evaluation to date, the Summarization Evaluation Conference (SUMMAC) (Mani et al. 1998; Firmin and Chrzanowski 1999) included three tests: the categorization task (how well can humans categorize a summary compared to its full text?), the ad hoc task (how well can humans determine whether a full text is relevant to a query just from reading the summary?) and the question task (how well can humans answer questions about the main thrust of the source text from reading just the summary?). But the interpretation of the results is not simple; studies Donaway, Drummey, and Mather 2000; Radev, Jing, and Budzikowska 2000) show how the same summaries receive different scores under different measures or when compared to different (but presumably equivalent) ideal summaries created by humans. With regard to interhuman agreement, Jing et al. find fairly high consistency in the news genre only when the summary (extract) length is fixed relatively short. Marcu (1997a) provides some evidence that other genres will deliver less consistency. With regard to the lengths of the summaries produced by humans when not constrained by a particular compression rate, both Jing and Marcu find great variation. Nonetheless, it is now generally accepted that for single news articles, systems produce generic summaries indistinguishable from those of humans.
Automated summary evaluation is a gleam in everyone's eye. Clearly, when an ideal extract has been created by human(s), extractive summaries are easy to evaluate. Marcu (1999) and Goldstein et al. (1999) independently developed an automated method to create extracts corresponding to abstracts. But when the number of available extracts is not sufficient, it is not clear how to overcome the problems of low interhuman agreement. Simply using a variant of the Bilingual Evaluation Understudy (BLEU) scoring method (based on a linear combination of matching n-grams between the system output and the ideal summary) developed for machine translation (Papineni et al. 2001 ) is promising but not sufficient (Lin and Hovy 2002b) .
The Articles in this Issue
The articles in this issue move beyond the current state of the art in various ways. Whereas most research to date has focused on the use of sentence extraction for summarization, we are beginning to see techniques that allow a system to extract, merge, and edit phrases, as opposed to full sentences, to generate a summary. Whereas many summarization systems are designed for summarization of news, new algorithms are summarizing much longer and more complex documents, such as scientific journal articles, medical journal articles, or patents. Whereas most research to date has focused on text summarization, we are beginning to see a move toward summarization of speech, a medium that places additional demands on the summarization process. Finally, in addition to providing full summarization systems, the articles in this issue also focus on tools that can aid in the process of developing summarization systems, on computational efficiency of algorithms, and on techniques needed for preprocessing speech.
The four articles that focus on summarization of text share a common theme: Each views the summarization process as consisting of two phases. In the first, material within the original document that is important is identified and extracted. In the second, this extracted material may be modified, merged, and edited using generation techniques. Two of the articles focus on the extraction stage (Teufel and Moens 2002; Silber and McCoy 2002) , whereas Jing (2002) examines tools for automatically constructing resources that can be used for the second stage.
Teufel and Moens propose significantly different techniques for sentence extraction than have been used in the past. Noting the difference in both length and structure between scientific articles and news, they claim that both the context of sentences and a more focused search for sentences is needed in order to produce a good summary that is only 2.5% of the original document. Their approach is to provide a summary that focuses on the new contribution of the paper and its relation to previous work. They rely on rhetorical relations to provide information about context and to identify sentences relating to, for example, the aim of the paper, its basis in previous work, or contrasts with other work. Their approach features the use of corpora annotated both with rhetorical relations and with relevance; it uses text categorization to extract sentences corresponding to any of seven rhetorical categories. The result is a set of sentences that situate the article in respect to its original claims and in relation to other research.
Silber and McCoy focus on computationally efficient algorithms for sentence extraction. They present a linear time algorithm to extract lexical chains from a source document (the lexical-chain approach was originally developed by Barzilay and Elhadad [1997] but used an exponential time algorithm). This approach facilitates the use of lexical chains as an intermediate representation for summarization. Barzilay and Elhadad present an evaluation of the approach for summarization with both scientific documents and university textbooks.
Jing advocates the use of a cut-and-paste approach to summarization in which phrases, rather than sentences, are extracted from the original document. She shows that such an approach is often used by human abstractors. She then presents an automated tool that is used to analyze a corpus of paired documents and abstracts written by humans, in order to identify the phrases within the documents that are used in the abstracts. She has developed an HMM solution to the matching problem. The decomposition program is a tool that can produce training and testing corpora for summarization, and its results have been used for her own summarization program. Saggion and Lapalme (2002) describe a system, SumUM, that generates indicativeinformative summaries from technical documents. To build their system, Saggion and Lapalme have studied a corpus of professionally written (short) abstracts. They have manually aligned the abstracts and the original documents. Given the structured form of technical papers, most of the information in the abstracts was also found in either the author abstract (20%) or in the first section of the paper (40%) or the headlines or captions (23%). Based on their observations, the authors have developed an approach to summarization, called selective analysis, which mimics the human abstractors' routine. The four components of selective analysis are indicative selection, informative selection, indicative generation, and informative generation.
The final article in the issue (Zechner 2002 ) is distinct from the other articles in that it addresses problems in summarization of speech. As in text summarization, Zechner also uses sentence extraction to determine the content of the summary. Given the informal nature of speech, however, a number of significant steps must be taken in order to identify useful segments for extraction. Zechner develops techniques for removing disfluencies from speech, for identifying units for extraction that are in some sense equivalent to sentences, and for identifying relations such as questionanswer across turns in order to determine when units from two separate turns should be extracted as a whole. This preprocessing yields a transcript on which standard techniques for extraction in text (here the use of MMR [Carbonell and Goldstein 1998 ] to identify relevant units) can operate successfully.
Though true abstractive summarization remains a researcher's dream, the success of extractive summarizers and the rapid development of compressive and similar techniques testifies to the effectiveness with which the research community can address new problems and find workable solutions to them.
