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Abstract
Military planners and decision-makers face a number of challenges with the shift towards operating within diverse, multi-
dimensional, and unconventionalenvironments. Leadersrequire a deeper understanding of the broader social and civil context in 
which operations occur, including the underlying factors that contribute to instability and the drivers of conflict. This 
understanding is often derived through the analysis of textual data.Both traditional and non-traditional sources – such as news 
articles, blog entries, and tweets – represent a vast amount of data that can be brought to bear on problems ranging from 
measuring the progress of missions to forecasting important changes in the environment. The volume and velocity of this data 
requires processing tools that can help users understand the concepts and events being discussed. Additionally, these data are 
inherently ambiguous, and the automated processing techniques necessary for aggregating and analyzing data may introduce 
further uncertainty. The validity and veracity of data, sources, assumptions, and conclusions must be carefully considered prior to 
action. Planners and decision-makers require new, data-driven tools that aid in selecting the best course of action through 
interactive exploration and assessment processes.In this paper, we describe an ongoing research and development effort to create 
a context-driven, web-based tool that aids planning and decision-making by providing a more comprehensive understanding of 
the civil component of operational environments. This tool allows users to rapidly find, organize, and assess complex data across
multiple phases of civil information management. This includes: (1)researching and assessing civil vulnerabilities; (2) developing 
plans to address identified vulnerabilities; and (3) tracking ongoing trends and progress towards goals and objectives.Our tool 
assists the user in each phase by collecting, processing, and recommending data and analyses that are contextually relevant to
their task.By offloading data collection, supporting data organization, and providing personalized recommendations, our tool 
allows users to focus their efforts on verifying, interpreting, and assessing the informationneeded to recommend the best course 
of action.
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1. Introduction
The modern operating environmentis characterized by increased uncertainty as the global community 
faceschallenges such as fulfilling the basic needs of populations (e.g., access to food and water), friction within 
urban megacities, and evolving threats from non-state actors.  These dynamic environments present a high potential 
for large-scale social unrest, disruption, and disorder. Decision-makers need to understand how multiple, 
interconnected dimensions - including social and civil components - combine to drive instability and conflict. 
Commanders and decision-makers derive their understanding of these components partly from information provided 
by Civil Affairs units.
Civil Affairs (CA) is the practice of using military elements to provide civil and humanitarian services to a nation 
during peacetime, crises, or emergencies [1]. In the course of Civil Affairs Operations and Civil-Military 
Operations, CA teams (CATs) engage local, provincial, and national communities to assess and affect public 
opinion and welfare. Their goal is to promote stability and improve the quality of life in these communities and 
regions by reducing their vulnerabilities to driver of civil unrest. To effectively engage these communities, CATs 
must understand the context in which they will be operating. Often, this contextual understanding is synthesized 
from written reports of in-situ observations as well as open-source information,such as news and social media.This 
synthesized knowledge is captured in CA Area Studies pre- and post-deployment [2]. This process of collecting, 
mining, processing, analyzing, maintaining, and delivering civil information and analysis products is known as Civil 
Information Management (CIM). 
CA forces face several challenges related to CIM and developing their understanding of the civil component of 
the operating environment. For example, CATs often operate in remote, isolated, or unstable nations, where up-to-
date information is sparse and unreliable. The most reliable information available is found in engagement reports 
written during prior deployments, which are often stored as PowerPoint slides and PDFs in emails, where they 
remain largely inaccessible. Information gaps frequently occur between deployments, leading to loss of situation 
awareness that must be supplemented with information from news and social media outlets. The amount of available 
data grows at a faster pace each day, CIM can quickly lead to information overload. Without a comprehensive “civil 
picture”, it becomes increasingly difficult to understand the various underlying factors that contribute to instability, 
or determine if the actions CA forces are taking to address those vulnerabilities have a positive impact. 
To address these challenges, CA soldiers require interactive, intelligent tools that help them quickly and easily 
access the information they need.Aptima is currently developing Visualizations for Integrating, Communicating, and 
Tracking Reasoning Electronically (VICTRE) – a web application for capturing, processing, and recommending 
contextually relevant information to CA soldiers. This paper presents an overview of the techniques employed by 
VICTRE to support more efficient and thorough CIM processes.
2. Context-aware systems
The tools needed to support CA soldiers and operations require machines to understand the human context in 
which information in used. Defining context is a difficult task, with many possible interpretations based on domain 
specific needs [3-5]. In this research, we define context as the explicit and implicit information about the 
relationships and interactions between entities and the environment that may impact interpretation or decisions [6]. 
Machines require explicit functionality in three key areas to understand and make use of human context: (1) 
modeling and reasoning about entities and topics in information; (2) capturing and modeling user interactions with 
information; and (3) semantically representing knowledge in a meaningful way for both human and machine agents.
2.1. Topic modeling
The amount and variety of data that CA soldiers face when conducting area studies can be staggering. Advanced 
text processing methods can help reduce this burden by providing a quantitativeframework in which information can 
be synthesized from the corpus of documents.  To this end, we employ Latent Dirichlet Allocation (LDA), which 
creates a statistical model of topics referenced in the text [7].  LDA improves on previous topic extraction methods, 
such as Latent Semantic Analysis (LSA) [8] and Probabilistic Latent Semantic Analysis (PLSA) [9], through the use 
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of a generativemodel that results in more reasonable and human-readable topics.Topics in this context are 
formalized as probabilistic distributions overs words and features found in the documents.In practice, topics provide 
a gist of a document’s contents. For example, one might state that a document is about protests and elections.The 
LDA model provides a likelihood that the topic is mentioned in this topic, which enables searching, filtering, and 
sorting of documents based on shared content. In addition, topics can be used within other models to identify and 
track temporal – by relating likelihood values to the publication dates associated with source documents – and 
spatial – by rectifying topics representing named places with spatial databases of such places, like GeoNames –
trends.These relationship-enriched topics provide some insight into the opinions, attitudes, and priorities of a 
population.
2.2. User activity and recommendations
User activity data allows machines to build a model of users behaviors, and infer how the user does work in 
various contexts [10]. Such data has been extracted for a variety of purposes in the literature. The modeling of user 
activity data as it relates to usability [11] and intent inference [12] is of particular interest to this research.The 
primary data collected to create these models are time-stamped interaction data, for example a mouse click on a web 
page. Mouse click and movement data on their own can identify which portions of the interface are being used at a
given time, therefore showing where users are doing their work with the application. However, these data lack the 
necessary relationships to understand when and how information will be useful in the context of that work. 
Recommendation systems merge interaction data with references to the information being used during those 
interactions [13, 14]. Workflow models provide a statistical representation of the information needs of an individual 
over time given some tasking [15]. These models are fed both the available information and interaction data, which 
allows the machine to understand when, where, and how information could be utilized. Information is recommended 
to the user when the user enters a state flagged by the models.
2.3. Semantic knowledge representation
Ongoing interest in the Semantic Web and rapid investment in the Internet of Things has spurred research on 
computational representations of semantic knowledge. The World Wide Web Consortium (W3C) publishes data 
formats such as the Resource Description Framework (RDF), Web Ontology Language (OWL), and JavaScript 
Object Notation for Linked Data (JSON-LD) that can be used to describe concepts and the relationships between 
those concepts. Semantic data is often modeled as statements about entities, events or concepts and their 
relationships in the form of subject-predicate-object expressions, known as triples[16]. These triples are stored 
within a database known as a triplestore. While RDF is logically a graph, triplestores tend to not store data internally 
as a graph, which makes it more difficult to efficiently query. Researchers are investigating the use of new storage 
and representation formats, such as NoSQL databases, that can help deal with the volume, variety, velocity, and 
veracity of RDF data [17]. 
Theoretically, the key strength of ontology-based models is the ability to use semantics to dynamically discover 
hidden relationships between entities and documents. However, when the data is being drawn from disparate 
documents and datastores, these relationships can be lost due to spelling variations, different entities sharing the 
same name, and lack of communication among the technologies that produce the RDF from the raw documents. 
This challenge, termed entity resolution [18], arises in the absence of the Unique Name Assumption, when each 
name does not have an unambiguous mapping to a unique entity. While the ontology’s relational structure attempts 
to reduce the user’s manual process of resolving entity mentions across RDF statements, users are still burdened 
with identifying gaps in knowledge that form when new, possibly inconsistent, statements are added about existing 
entities and relationships. 
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3. The VICTRE tool
VICTRE is a tool designed to support CA forces as they plan and retrospect on their operations. These activities 
revolve around CIM, which includes tasks such as creating and briefing CA Area Studies [2]. These studies provide 
a structured view into an area and the current state of the social and civil infrastructure. CA soldiers gather 
information related to each of the areas in this taxonomy, develop courses of action (COAs) to affect some subset of 
these areas, and brief these COAs pre- and post-deployment. Each COA is designed to engage the community in a
way that reduces their susceptibility to civil vulnerabilities. The information needs and complexities of the Area 
Study and COAs require significant effort and time from CA soldiers. VICTRE aims to reduce the required effort 
through a mix of automation, visualization, and human-centered interaction. 
3.1. Natural language processing and topic modeling
Arguably the most difficult task for soldiers creating Area Studies is finding and processing information relevant 
to the operation. VICTRE uses a natural language processing (NLP) pipeline to automate the extraction of key 
information from large volumes of textual information. The primary sources of information used by CA soldiers are 
reports from prior engagements and deployments and web-based research. These data provide insights into the 
overarching themes and trends related to civil vulnerabilities in the region from official sources. Social media data is 
another data source that is seeing increased use by CA soldiers, specifically because it provides a view into the 
unofficial, unfiltered opinions of the populous. 
The VICTRE NLP pipeline is capable of processing these three types on information and performing both entity 
extraction and topic modeling. Entity extraction is used to pull out references to people, places, and concepts from 
the text. These entities form the basis for linking raw data. Our topic modeling system uses LDA to extract and 
model the topics discussed in all three data types. The topic-modeling capability updates the models at regular 
intervals to capture changes in conversational focus over time. The LDA-generated models are used by the NLP 
pipeline to assist the entity extraction tools. New source materials are run through these models to identify the topics 
of discussion therein. Identified topics are used to support the entity extraction, enabling some reconciliation of 
ambiguous entities based on the similarity of topics in the source data.
3.2. Semantic knowledge graph
VICTRE represents extracted information in a semantic knowledge graph. This graph is a central repository of 
information available to the CA soldiers, including raw data (e.g. prior Area Studies, news articles, tweets), the data 
extracted by our NLP pipeline, and the data generated by soldiers using the tool (e.g. annotations, tags). A multi-
attributed property graph links these data together.In this type of graph, relationships linking entities can be 
attributed with properties in the same way that entities are. Attributed relationships allow the graph to explicitly
represent the nature of relationships,which would otherwise be misattributed to or derived from the properties of 
entities in other systems.This more naturalistic representation allows VICTRE to better represent and understand the 
context in which these data reference and relate humans.
The VICTRE semantic knowledge graph can be deployed on several open-source persistent storage layers, 
including Apache HBase and Cassandra. On top of this persistence layer sits the Titan graph database, a distributed 
graph database implementation that enables the analytics VICTRE and CA soldiers require. The TinkerPop graph-
computing framework provides the interface for accessing and manipulating data in the Titan database. This stack 
enables efficient scaling in response to data volume or user activity.
3.3. Context-aware recommendations
The VICTRE recommendation engine reasons about the information stored in the semantic knowledge graph, and
ranks the knowledge according to the interests of the soldier. To support personalization, the recommendation 
engine needs to understand how information interrelates, and how information is used in the analysis and COA 
development process. As described above, the graph provides the understanding of how information relates in the 
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human context. In addition, it stores interaction data – such as what user interface is being used, user profile 
information, and the state of the soldier’s assessment –to support an understanding about when information is used. 
The recommendation engine uses these data to infer when and how information will be relevant to the soldier. 
4. Conclusions
In this paper, we presented an overview of VICTRE, a context-aware web application focused on CIM and the 
deployment of a Civil Affairs Team to an area of interest. CA forces use VICTRE to organize information about 
potential sources of civil instability in the country, and to decide which sources of instability need to be targeted to 
optimize the overall stability of the area. To make this determination, the soldiers use open-source news reports and 
social media in combination with assessments performed of people, places, and other entities in their area of interest. 
They must then assess progress, measure impact, and adjust strategies. VICTREsupports these tasks by combining
natural language processing, graph-based knowledge representation, and interactive visualizations to bring 
contextually relevant information to the attention of soldiers and decision makers so they can more rapidly find, 
organize, and visualizecivil information.While this work is ongoing, when VICTRE is complete we will evaluate the 
utility and usability of the tool with trained CA soldiers.
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