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The model research of hybrid- compression
conformal predictor with confidence
Wang H uaz hen  L in Chengde  Yang Fan  Zhuang J inf a
( Depar tment of Automation, Xiamen Univer sity, Xiamen 361005, China)
Abstract: Confo rmal predicto r is extended to hybrid-compression confo rmal predictor ( HCCP) in or-
der to improve the computat ional ef ficiency. H CCP executes compression in tw o stag es: a. a compr es-
sion expert is assigned to compress part of the sequence o f data; b. it t ransm its the ex t racted informa-
t ion to the successiv e t ransductiv e predict ion. As a result, HCCP yields compet itiv e computat ional ef-
f iciency, as w ell as maintaining the predictive eff iciency, due to the ingenious prox imity betw een the
examples produced in the second stag e. A case study of T ennessee Eastman Pr ocess was prov ided to
illust rate the advantag e of the proposed method.




基于历史数据的故障检测算法展开研究[ 1] . 关于





于: a. 降低存储规模. H CCP 将部分序列样本以
模型知识形式存储, 原始样本不再需要,因此提高
了存储效率, 并提高计算效率. b. 提供巧妙的邻
近性度量.随机森林模型能产生邻近度来衡量样





1  HCCP 算法原理
1. 1  经典相符预测器理论
学习问题描述如下: 研究对象产生样本序列
( x 1 , y1 ) , ,, ( x n- 1 , y n- 1 ) = z 1 , z 2 , ,, z n- 1 =
Z
( n- 1)和一个没有类别的测试数据 x n . X 为属性
空间, x i I X ( i= 1, 2, ,, n) ; Y 为类别空间, y i I Y
( i= 1, 2, ,, n- 1) , Z= X @ Y 为样本空间. y I Y





.样本奇异函数 A n 是样
本空间到实数空间的一种与样本出现顺序无关的
映射,它将样本序列 z 1 , z 2 , ,, z n 映射成样本奇
异值序列 A1 , A2 , ,, An . 样本奇异值反映样本对
样本序列形成的分布的隶属程度, 奇异值越大样
本的隶属度越小.
当给定置信度 1- E(E是重要性水平) , CP 对
x n的预测结果为
 # E, Sn ( z 1 , z 2 , ,, z n- 1 , x n , Sn) = { y I
Y: p y = | ( i = 1, 2, ,, n; Ai > An) | +
Sn{ | ( i = 1, 2, ,, n; Ai = An) | } / n > E} , (1)
式中: y 是 x n可能取得的类别; Sn( n I N )是在[ 0,
1]上服从均匀分布的随机变量; p y 即 P 值, 是 y
成为被测数据真实类别的置信度.凡是满足 p y>
E的 y 都是 #E, Sn元素,因此 CP输出的是含有多个
类别的预测集. 若 x n 的真实类别没有出现在预测
集 #E, Sn中, 则预测错误. CP 理论最突出的特点是
具有可校准性, 即预测的准确率对等于用户预先
设定的置信度.
采用归纳式相符预测器 ( ICP) 对样本进行
预测时,用部分序列样本学习一个通用规则, 这个
规则被用来测量剩余样本的奇异度. 即 ICP 选取





+ 1 , Am
k




+ 1 ( z i [ z 1 , z 2 , ,, z m
k
] ) ;
i = mk+ 1 , mk+ 2 , ,, n - 1;
An = A m
k
+ 1( z n , [ z 1 , z 2 , ,, z m
k
] ) ,
式中: [ # ]为数据包,其包含的元素可以任意交换
位置; mk ( k= 1, 2, ,, ] )为训练规模且满足mk<
n< mk+ 1 .随着学习样本量不断增大, ICP 相应地
扩大训练规模的值, 即 m1 , m2 , ,是严格递增的
有限或无限正整数序列. 由于 ICP 只计算了 n-
mk 个奇异值, 因此在利用式( 1)计算 P 值时, 分
母 n相应改成 n- mk .
1. 2  HCCP 算法原理
归纳式相符预测器的算法思想为本文的
HCCP 提供了参考,但是 H CCP 弥补了 ICP 的不
足. HCCP 由压缩模型 M (类似 ICP 的通用规则





+ 2 , ,, z n 的奇异值,即
 Aj = A n( z j , [ z mk+ 1 , z mk+ 2 , ,, z j ,
z j+ 1 , ,, z n ] , M ) ,
j = mk + 1, mk + 2, ,, n - 1,
An = A n( z n , [ z m
k
+ 1, z m
k
+ 2, ,, z n- 1 ] , M) .
这时 HCCP 对 x n 的预测结果为
 # EM ( z 1 , z 2 , ,, z n- 1 , x n , Sn , mk ) = { y I
Y: p y = | ( j = mk + 1, mk + 2, ,, n; Aj >
An) | + Sn | ( j = mk + 1, mk + 2, ,, n;
Aj = An) | / ( n - mk ) > E} . (2)
  为了说明 CP, ICP 和 H CCP 的异同点, 图 1
给出 3种算法的示意图. 由图 1可以看出, 3种算
法最根本的区别在于计算样本奇异值的方法不




+ 1 , z m
k
+ 2 , ,, z n- 1的信息, 因此 ICP 的预测
有效性略差; HCCP 将 n个样本的信息以两种方
式提供给这个样本进行奇异值计算.
图 1  3 种不同的信息利用方式
1. 3  HCCP算法过程
经典 CP 算法将传统的机器学习方法引入
CP的模型框架里, 来计算样本的奇异值. K-近邻
算法 ( K-Nearest Neighbors, KNN)是其中应用








上,则它们的邻近度为 1, 否则为零; 累计计算森
林中所有树对这两个数据的邻近度, 结果除以树
的数目,即得这两个数据的邻近度. N 个数据之
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间的邻近度构成一个 N @ N 矩阵, 记为 ( x ( i,







RF 将剩余样本 z m
k
+ 1 , z m
k














ij ) , (3)
式中: x
yi
ij 表示样本 i ( i= mk+ 1 , mk + 2, ,, n)与
序号为 mk+ 1, mk+ 2, ,, n的样本中, 类别为




ij 表示样本 i 与序号为m k+ 1, mk+ 2, ,,
n的样本中,类别不为 y i 的所有样本的邻近度里
面第 j 个最大的邻近度.
HCCP-K NN的算法过程描述如下.
输入: 学习样本 ( ( x 1 , y1 ) , ( x 2 , y 2 ) , ,,
( x n- 1 , y n- 1 ) ) 和待测数据 x n , 其中 ( ( x 1 , y 1 ) ,




) ) 为训练样本集 T,
( ( x m
k
+ 1 , y m
k
+ 1 ) , ( x m
k
+ 2 , y m
k
+ 2 ) , ,, ( x n- 1 ,
y n- 1 ) )为校验样本集 V.
输出: x n 的类别集合 #EM .





构建 RF 模型 M ;
b. 将数据( x mk+ 1 , x mk + 2 , ,, x n)代入 M,计
算邻近度矩阵( x( i, j ) ( n- m
k
) @ ( n- m
k
) ) ;
c. 初始化预测集 # EM= ª 和校验样本集
 V = ( ( x m
k
+ 1 , y m
k
+ 1) , ( x m
k
+ 2 , y m
k
+ 2) ,
,, ( x n- 1 , y n- 1 ) ) ;
  d. fo r j = 1 to c do ( c是样本的类别数) ,指
定 j 是 x n 的假设类别; 利用式( 3)计算( ( x m
k
+ 1 ,
y mk+ 1) , ( x mk+ 2 , y mk+ 2 ) , ,, ( x n- 1 , y n- 1 ) , ( x n ,
j ) )各个样本的奇异值; 利用式( 2)计算( x n , j )的
p 值,得到 p jn .
若 p jn> E,则 # EG j .
e. 获得 x n 的真实类别 y n ,扩充校验样本集
V= V G ( x n , y n) , 扩充后的 V 作为下一个测试数
据的校验样本集.
在给定 E后, 下列的指标用于计算 HCCP-








性,当采样间隔设置为 3 min时, 每类故障累积的
样本量不能少于 480个. 在本文实验中,每类的采
样样本量为 800个(采样间隔为 3 min) ; 数据共
有 22个类别, 包括 21个故障类和一个正常类.因
此,总共有 17 600个样本用于下面的仿真实验.
训练样本集 T、校验样本集 V(V 可以初始化
为空集)、测试样本集 S 中的样本随机交换 10次,
实验结果取平均值.构建 RF 模型时, 参数设置尽
量简单,森林中树的数目为 1 000, 节点候选特征
的个数为| 52| , 这些设置在各种实验中都保持
不变. 为了简化计算, 进一步提高算法的计算效
率, KNN 的参数 K 被设置为 1(大部分 CP-K NN
和 ICP-K NN算法
[ 5, 6, 10]
都取 K = 1) .
2. 2  HCCP-K NN 的校准能力分析
初始化T 的规模为 10 560, V 为空集, S 的规
模为 7 040. 运用 HCCP-K NN 算法进行在线学
习,在各种 E给定的条件下, HCCP-K NN 累积错
误次数与测试数据数目的关系如图 2所示.
图 2 HCCP-K NN的校准性
从图 2可以看出,随着测试数据的增加,错误
次数线性增加.直线的斜率等于对应的 E, 即99 %
置信度对应的直线斜率为 1 % , 95 %置信度对应
的直线斜率为 5 %, 80 %置信度对应的直线斜率
为 20 % . 这说明 HCCP-K NN 的预测置信度是
有效的,预测准确率对等于预先设置的置信度,实
现了预测风险的可控性.
2. 3  KNN比较
CP-K NN的学习样本规模为 10 560, ICP-
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KNN 和 HCCP-K NN 具有相同的规模, 训练集
为 6 000,校验集为 4 560 的规模. 在各种 E给定
的条件下,图 3表示 3 种算法的确定率与置信度
1- E的关系. 从图 3可以看出, HCCP-K NN 的预




测效率越高. HCCP-K NN 不仅充分利用了样本
的信息,把样本变换到邻近度空间,而且样本分布
更有利于分类, 使得分类准确率更高.
图 3  3 种算法的预测效率比较
HCCP-K NN引入随机森林模型 ( RF)从而
提高了存储效率.这种优势表现在 HCCP-K NN
的计算效率比 CP-K NN 高.经典 CP-K NN 的计
算复杂度为 O( | Y | n( n- 1) T A ( n, m ) ) , 其中: Y
是类别的集合; n是学习样本的数目; m 是数据属
性的个数; T A ( # )是计算 p 值的复杂度. 对于
HCCP-K NN, RF 产生邻近度矩阵的复杂度
O(T M ) ; 第二阶段的置信预测过程类似于经典 CP
算法,其复杂度为 O( | Y | S ( S - 1) T A ( V , m) S 为
测试集 规模. 因此 HCCP-K NN 复杂 度为
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