In this paper we consider scheduling n tasks with task times that are i.i.d. random variables with a common distribution function F on m parallel machines. Scheduling is done by an a priori assignment of tasks to processors. We show that if the distribution function F is a Pólya frequency function of order 2 then the assignment which attempts to place an equal number of tasks on each processor achieves the stochastically smallest makespan among all assignments. The condition embraces many important distributions, such as the gamma and truncated normal distributions. 
Introduction
In this paper we consider scheduling tasks on identical machines. The task processing times are non-negative, independent, identically distributed random variables.
Scheduling is done by an a priori assignment of the tasks to the machines. Our objective is to find an assignment which minimizes the makespan, the latest finishing time among all the tasks. We seek an assignment under which the makespan is stochastically majorized by that of any other assignment. One might expect that the assignment which places as nearly as possible the same number of tasks on each machine would give the stochastically smallest makespan. In the following example we show that this is not necessarily the case.
Example: Let and . The distribution function for the task processing times is: for ; ( ) for ; and for . Assignment A places two tasks on each machine and assignment B places three tasks on one John Bruno 1 AT&T Bell Laboratories 600 Mountain Avenue Murray Hill, NJ 07974
machine and one task on the other. Let and denote the makespan of assignments A and B, respectively. It is easy to see that and . The reason is that under assignment A all four tasks must have processing time equal to 2 if all of the tasks are to finish by time 6. Under assignment B the processing time of the lone task on one of the machines can be either 2 or 5 and the remaining three tasks on the other machine all have to have processing time 2 in order for the makespan to be no larger than 6. The makespan for assignment A is not stochastically smaller than the makespan under
B.
In what follows we show that if the distribution function of the task processing times is a Pólya frequency function of order 2 then the "flattest" assignment of tasks to processors stochastically minimizes the makespan. It is known that this assignment minimizes the makespan in the sense of convex ordering for any distribution function [Chang 1992 ].
Main Results
Before stating our results we need a few definitions. An assignment is an m-vector of nonnegative integers such that the sum of its components equals n. Let and denote the components of in decreasing order. Let and be two assignments. We say is majorized by [MO 1979] if for .
Since and are assignments their component sums are both equal to n. It follows from Theorem A that an assignment which distributes the tasks as evenly as possible among the processors (the maximum difference between the number of tasks on any two processors is at most one) is majorized by all other assignments. Accordingly, is stochastically less than the makespan of any other assignment.
In the following Theorem we assume there are tasks and compare the makespan of the best assignment on machines with that of the best assignment on k machines. for all positive integers k.
Proof of Theorem A
Suppose is majorized by . Then there exits a sequence of assignments such that , , majorizes for , and consecutive assignments differ in exactly two components. In particular, we can restrict ourselves to the following operation in going from one assignment to the next: subtract one from one component and add one to some other component where the first component is greater than the second component prior to the operation.
Let and denote the makespans under assignments and , respectively, corresponding to the two machines whose assignments are changed in going from assignment to . Let be the makespan of the tasks on the remaining machines. Then and .
Lemma 1. If then .
Proof: This follows since .
Lemma 2. Let and be independent random variables and be a nonnegative real.
Then if and only if .
Proof: Immediate. Proof: The lemma follows from Theorem 1 and Lemmas 2 and 3.
Theorem A follows from Lemmas 1 and 4.
Conclusions
In this paper we show that even with independent and identically distributed task times the a priori assignment which places as nearly as possible an equal number of tasks on each machine does not necessarily yield the stochastically minimum makespan over all assignments. We have provided a sufficient condition on the distribution function of the task time random variable which guarantees that "flatter" assignments are stochastically better assignments and, in particular, that the "flattest" assignment is stochastically minimum over all assignments.
We also show that for any distribution function and that assigning k tasks to each of machines yields a makespan which is stochastically smaller than the makespan achieved by assigning tasks to each of k machines. Holt, Rinehart and Winston, New York, 1975 . 
Integrating by parts with respect to yields .
(The integration by parts is somewhat tedious. The domain of integration requires that . This is achieved by integrating from to and then integrating from Since is PF 2 we have by hypothesis and Lemma A3 that 
