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A heuristic algorithm is developed for solving the multi-terminal 
vehicle dispatch problem. The demand points are first assigned to 
terminals using a scheme that minimizes the cost of each assignment. 
Single-terminal vehicle dispatch problems are then solved at each 
terminal using a heuristic procedure, called the Sweep Algorithm. A 
sequence of trial reassignments are then attempted in order to obtain 
further improvements in the overall solution. Eleven multi-terminal 
vehicle dispatch problems are presented and their solutions, derived 
by this procedure, are given. 
i i 
Several changes are also proposed for the Sweep Algorithm in order 
to improve the solutions obtained and to decrease the computing time 
required. The effects of using different traveling salesman algorithms 
in the Sweep Algorithm are studied. Two recently published traveling 
salesman procedures as well as the one previously used in the Sweep 
Algorithm are compared . One of these new approaches, the Lin-Kernighan 
algorithm, is found to perform significantly better for routes with 
a large number of demand points, than the method previously used. 
Single-terminal vehicle dispatch problems are solved, and comparisons 
with the results of other single-terminal algorithms are presented. 
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I. INTRODUCTION 
Because of its wide applicability in genuine industrial and 
commercial situations, the vehicle dispatch problem, or delivery 
problem, has been the subject of much research in recent years. 
Although there may be minor variations in.definition, the general 
objective of the vehicle dispatch problem is to determine the number 
of routes, and the arrangement of each route, so that a fleet of 
vehicles can deliver the required quantity of goods to each of N 
customers in an optimal manner. In most instances these routes are 
subject to constraints on how much the vehicles can carry and how far 
they can travel. The measure of goodness of such a set of routes is 
usually the extent to which the dispatching schedule can minimize 
the total distance traveled by the vehicles. 
There has not yet been found an algorithmic procedure that 
can always be relied upon to achieve an optimal solution to a 
realistic problem in a reasonable (i.e., economically beneficial) 
amount of time. For this reason a great deal of study has been made 
of .. unreliable, .. or heuristic, procedures, which generally yield 
solutions near to the optimum but require significantly less 
computation time. Several heuristic approaches have been quite 
successful in obtaining the optimal or near-optimal solutions to 
various classes of vehicle dispatch problems, but most are found 
inadequate to attack problems with a large number of customers. 
In addition, not a great deal of work has been done toward developing 
approaches to solving the vehicle dispatch problem which involves 
more than one terminal or dispatching point . 
One objective of this paper is to develop a new approach to 
solving the multi-terminal vehicle dispatch problem by extending a 
heuristic procedure which previously was applicable only to the 
single-terminal problem. Another objective of this work is to 
improve the efficiency of this method so that it can achieve good 
approximate solutions more quickly and hence can handle problems 
of a larger magnitude. 
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Because of this latter objective, a good deal of attention is 
given to a special case of the vehicle dispatch problem: the 
traveling salesman problem. The solution of a traveling salesman 
problem is a single minimum-length route which visits each of N 
customers exactly once and returns to its starting point. A vehicle 
dispatch problem without any load or distance constraints, in most 
cases, reduces to a traveling salesman problem. The approach taken 
in the heuristic presented in this paper is to divide the task of 
solving a vehicle dispatch problem into two or more phases. The last, 
and perhaps most crucial, phase is the task of minimizing the length 
of each route, in other words, the solving of a traveling salesman 
problem. In this paper modified versions of several traveling sales-
man algorithms will be evaluated in the context of best accomplishing 
this task. 
II. REVIEW OF LITERATURE 
A. Vehicle Dispatch Problem 
The first formulation of the vehicle dispatch problem was 
presented by Dantzig and Ramser in 1959. They postulated the 
existence of: 
1. A set of n 11 Station points .. P(i) (i = 1,2, •.• ,n) to which 
deliveries are made from a .. terminal point .. P(O); 
2. A distance matrix [d(i,j)] which specifies d(i ,j) d(j,i) 
between every pair of points (i,j = 0,1, .•. ,n); 
3. A 11 delivery vector .. [q(i)] which specifies the amount q(i) 
to be delivered to every point P(i) (i = 1,2, ... ,n); 
4. A truck capacity C, which is greater than or equal to the 
largest q(i); 
5. A set of variables {x(i,j)}, where x(i,j) = x(j,i) = 1 is 
interpreted to mean that points P(i) and P(j) are paired 
(i,j = 0,1, •.• ,n) and x(i,j) = x(j,i) = 0 means that the points 
are not paired. 
The stated objective of the problem was to minimize the distance 
n n 
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D = L L d(i,j)x(i,j), subject to the restriction that the sum of 
i=O j=O 
the q(i)•s on each route not exceed the capacity C and subject to the 
n 
constraints L x(i,j) = 1 (i = 1,2, ... ,n) which allow each .. station 
j=O 
point 11 to be visited only once. More recent formulations of the 
problem include constraints which place an upper limit Lon the 
length of each route. 
1. Methods Based on the Savings Approach 
The first procedures presented for the solution of the vehicle 
dispatch problem can be classified as using the 11 Savings approach ... 
This approach assumes an initial situation in which there are as 
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many routes as demand points and each demand point is the only such 
point on a route 1 inking it with the terminal. If a pair of these 
points could be combined to form a single route, a certain ••savings .. 
would result in the total distance traveled .. Thus, 11 Savings approach•• 
methods seek to combine routes in such a manner as to maximize the 
distance saved, subject to the load and distance constraints of the 
problem. 
a. Dantzig and Ramser's Method 
As the original formulators of the vehicle dispatch problem 
Dantzig and Ramser (1959) presented the first 11 Savings approach .. 
method for its solution. They assumed that the distance matrix 
[d(i,j)] was symmetric and that there was no constraint on the length 
of any route. 
The length of the route linking only point P(i) to the terminal 
P(O) is 2d(i,O), and similarly the length of the route linking P(j) 
to P(O) is 2d(i ,0). If these two routes are combined, they form a 
single route of length d(i,O) + d(i ,j) + d(j,O). The savings incurred 
by this combination is (2d(i ,0) + 2d(j ,0))- (d(i ,0) + d(i ,j) + d(j ,0)) 
or d(i ,0) + d(j,O) - d(i ,j). This latter quantity is denoted s(i ,j), 
the savings resulting from the combination of routes i and j. 
Dantzig and Ramser proposed to keep account of the constraints 
on the system by dividing the computation up into N stages. In order 
to determine N, the demands q(i) were indexed so that q(i) < q(i+1) 
(i = 1,2, .•. ,n- 1) . Then the integer twas determined so that 
t t+1 
I q ( i) S C and I q ( i) > c. Thus, t represents the maximum number 
i=1 i=1 
of demand points that can be assigned to a single route without 
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exceeding the load constraint. If, after N- 1 stages, all the routes 
had no more than ~t points on them, the pairing of any two routes in 
the last stage could not produce an unacceptable load on the resulting 
route. Hence, N is the largest integer for which 2N s t. In the first 
stage of the computations no two points were allowed on the same route 
if their combined demand exceeded C/2N- 1. In subsequent stages no 
further checking was needed, since in the second stage no route•s 
d d 1 d d C/ 2N- 2 · the th · d t 1 d d eman cou excee , 1n 1r s age none cou excee 
C/2N- 3 , etc. The set of rules for choosing the pairs of routes to 
be joined seemed somewhat vague and appeared to involve linear 
programming as well as the savings criterion in the decision. 
The Dantzig and Ramser method could not guarantee an optimal 
solution, and as will be noted later, it contained several flaws, but 
it served as a starting point for much of the later work. 
b. Clarke and Wright•s Method 
In 1964 Clarke and Wright published the details of a modified 
procedure based on the Dantzig and Ramser method. They noted that 
the constraint that no load in the rth stage could exceed C/2N-r 






Initia1 so1ution: f ~ 2d(Q,l) + 2d(0,2) 
1 2 
b. 
0 ~fter combination of routes: f ~ d(o,l) + d(l,2) + d(2,0) 
figure 1. \he savings ~vvroach 
emphasis seemed to be placed on filling each vehicle up to capacity 
rather than on minimizing distances. 
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Clarke and Wright replaced the "staged•• procedure of Dantzig and 
Ramser with one in which each act of joining routes involved a test 
of the load constraint for the combined route. This permitted the 
consideration of vehicles with different load capacities. The 
selection of pairs of routes to be joined was based solely on the 
savings criterion, thereby providing a simple and straightforward 
rule for the basic step. 
The Clarke and Wright approach was an improvement over the 
earlier procedure. However, it is not an "exact" method, and the 
solutions it yields are not always good approximations of the optimum. 
c. Gaskell 1 s Methods 
Gaskell published a review of vehicle dispatch methods in 1967 
and in his paper presented two variations on the method of Clarke and 
Wright. He noted that the savings criterion alone may not be a good 
measure of the desirability of linking two points together to form 
a single route, since the alternative of leaving each point on a 
route by itself is not realistic. 
Gaskell observed that the savings function s(i ,j) = d(i,O) + 
d(j,O)- d(i,j) produced "equi-savings" contours that were hyperbolas. 
In order to study the effect of other contours he proposed two 
alternative savings functions: 
( 1 ) :\ ( i , j ) = s ( i , j ) • (d + I d ( i , 0 ) - d ( j , 0 ) I - d ( i , j ) ) w h ere d 
is the average d(i,O); 
(2) ;r(i ,j) = s(i ,j) - d(i ,j) 
These functions were used in place of the s(i,j) function in Clarke 
and Wright's procedure. Gaskell also studied the effect of forming 
entire routes sequentially, that is, combining simple routes until 
a complete route is done before starting to form the next route. 
Gaskell concluded that, of the methods that were studied, the 
n function performed the best, although no single approach seemed to 
be uniformly better than the others. 
d. Tillman and Cochran's Method 
One of the drawbacks of the savings approach is that the merit 
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of linking together two given routes often diminishes as one sees the 
manner in which later routes combine. Hence, occasionally the joining 
of a pair of routes at the beginning of the procedure appears to be 
a bad decision when seen in hindsight. Since there is no provision 
for separating routes already joined, there is no chance of attaining 
an optimal solution to the problem. 
In an effort to lessen the effect of this difficulty Tillman 
and Cochran (1968) developed an extension of the Clarke and Wright 
method which takes into consideration the savings incurred when two 
new routes are formed out of four. This method incorporates 
constraints on route length and allows for vehicles of various load 
capacities to be considered. 
As in previous savings approaches, all demand points are 
initially linked to the terminal on single-point tours. Vehicles of 
adequate capacity are assigned to each route and a 11 Savings matrix 11 
[s(i ,j)] is calculated . The pair of routes, whose feasible linking 
causes the largest savings, is assumed to be joined. From the 
remaining feasible links, the one with the best savings is selected, 
and the two savings are added together. These steps are then 
disregarded, and the pair of routes, whose feasible joining causes 
the second largest savings, is assumed to be linked. To this savings 
measure is added the largest savings from the remaining feasible 
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links, and so on. This step is repeated until the total savings from 
linking each two pairs of routes is calculated. The largest total 
savings calculated identifies two pairs of routes. The first pair of 
these two is the pair of routes which is actually to be linked together. 
After updating the demand vector (q) and the variables associated with 
this linkage, the 11 total savings 11 calculation is repeated to determine 
the next pair of routes to be joined. The iteration of this procedure 
continues until no more routes can be feasibly combined. 
This method appears to produce better results than the Clarke 
and Wright procedure. Since no specific results were published, it 
is not clear how much time the additional calculations require. 
Several other variations of this approach were developed by 
Tillman and his associates, and will be discussed in the section on 
multi-terminal vehicle dispatch procedures. 
2. Hayes• Method 
In his detailed survey paper, published in 1967, Hayes proposed 
a heuristic approach which attempts to simulate the method that an 
experienced dispatcher would use. The vehicle dispatch problem is 
viewed as two distinct subproblems: (1) determining which demand 
points are to be placed on each route, and (2) finding the 
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minimal-length arrangement of each route. The first subproblem is the 
heart of Hayes•s procedure; the second subproblem can be handled by 
a suitable method for solving the traveling salesman problem. 
Hayes begins the task of forming routes by selecting a set of 
points {P(j(l)),P(j(2)), •.• ,P(j(m))} that he calls "outside points." 
The first "outside point" P(j(l)) is the demand point farthest from 
the depot. The subsequent "outside points" P(j(k)) are chosen to 
k 
maximize the function d(j(l) ,0) II d(j(i-l),j(l)). One of the "outside 
i=2 
points" is randomly chosen as the first point in a route. The 
subsequent points in this route are chosen from the remaining demand 
points on the basis of their scores . These scores are a linear 
combination of the demand, the distance from the straight line between 
the "outside point•• and the depot, the distance from the depot, the 
distance from the nearest other unplaced "outside point, .. the number 
of unplaced points within a certain distance, and a random element. 
A low value for the distance from the straight line and for the 
number of nearby unplaced points, and a high value for the other 
quantities is desired if the point is to be chosen for consideration 
in the new route. The unplaced demand points with the two highest 
scores are considered for inclusion in the route. The first one to 
satisfy the load constraint is accepted. If neither can be accepted, 
the route is considered complete and a new route is started by 
choosing a new 11 0utside point.•• If the route is not yet filled to 
capacity and there are still unplaced demand points the scores are 
11 
recalculated on the basis of the new situation and new selections are 
made. When all the routes are complete, their minimum lengths are 
found by a traveling salesman procedure. 
Since Hayes• method involves several random elements, the entire 
procedure is iterated and the best result of the trials is saved. A 
stopping rule, based on the expected improvement relative to the 
cost of an additional trial, is used to terminate the program. 
Hayes• algorithm is one of the first to treat the route-length 
minimization as a separate subproblem. This approach can be very 
effective in reducing computation time. However, Hayes has not 
published any results by which his technique can be compared to others. 
Also, no clear method is defined to determine the coefficients in the 
linear combinations used to order the selection of demand points. 
3. Sweep Algorithm 
The Sweep Algorithm, described in a paper by Gillett and Miller 
in 1974, is another example of a heuristic procedure which divides 
the vehicle dispatch problem into two subproblems. In contrast to 
Hayes• method however, this approach is deterministic and based on 
geometric concepts. 
The rectangular cartesian coordinates (x(i),y(i)) of each point 
P(i) (i = 0,1, .•. ,n) are assumed to be known. In addition the polar 
coordinates (r(i),s(i)) of each demand point relative to the depot 
are required. The coordinate r(i) is the distance of P(i) from the 
depot and s(i) is the angle between the straight line joining P(i) 
to the depot and the positive x-axis. The index set 
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{k(1)~k(2)~···~k(n)} is determined so that s(k(i)) ~ s(k(i+1)) 
(i = 1~2, •.• ,n- 1). The points are then assigned to routes and the 
length of each route is minimized. 
The manner in which the points are assigned to routes is 
suggestive of the name 11 Sweep Algorithm. 11 Points are added to a route 
in the order prescribed by the k(i)~ that is, by sweeping around the 
depot in the order determined by the bearing angle s(i). When the 
addition of the next demand point to the route would cause the load 
assigned to that route to exceed the vehicle capacity, the traveling 
salesman problem is solved for that route. If the length of the 
route exceeds its specified upper limit~ the last added point is 
deleted and a new minimum length is determined. This step is 
repeated until both the load and distance constraints are satisfied. 
When a feasible route is thus achieved, an attempt is made to 
delete a point from the route and replace it with an unassigned point 
near the route. If the new route is infeasible, the old arrangement 
of the route is accepted as complete and the next route is started. 
If the new arrangement of the route is feasible and it appears to 
decrease the sum of the lengths of this tour and the following tour, 
then the new arrangement is accepted and the 11 SWeep step 11 attempts 
to add more points to it. Otherwise, an attempt is made to include 
an additional nearby point in the route. If this arrangement is 
feasible, and it appears to decrease the overall distance traveled, 
then the new configuration is accepted and the 11 SWeep step 11 is 
restarted. Otherwise, the old arrangement of the route is accepted 
as complete, and the next route is started. 
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A complete set of routes determined in this manner will usually 
exhibit the petal pattern characteristic of the vehicle dispatch 
problem. However, the total distance may not be sufficiently near 
the minimum if the first point considered in the sweep was not an 
appropriate starting point. Thus, a slight rotation of axes is 
considered. P(k(l)) is placed at the end of the list and the 
procedure repeats, this time starting with P(k(2)). These iterations 
continue for a sufficient number of rotations until previously found 
sets of routes start to appear again. 
This procedure is designated the Forward Sweep Algorithm. A 
Backward Sweep Algorithm, in which the bearing angles are arranged 
in descending order, is also performed. After this the Forward and 
Backward Sweep are repeated with a slight modification: when point 
P(k(j)) cannot be added to the current route then point P(k(j+l)) is 
checked to determine if it will fit in the route. If it does not 
violate the load constraint, point P(k(j+l)) is added to the route. 
In either case, the algorithm proceeds to the step where a point in 
the route is interchanged with a point not yet assigned to a route. 
The best result of the four 11 SWeeps 11 is the final solution to the 
vehicle dispatch problem. 
In their study of the Sweep Algorithm, Gillett and Miller observe 
that near optimal answers to fairly large problems are obtainable in 
reasonable amounts of time. A 100-demand-point problem is solved 
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in 6.0 minutes on an IBM 360/67. Gillett and Miller indicate that 
for routes with a fixed average number of points, the computation 
time increases linearly with the total number of demand points. For 
problems with the same total number of points the required 
computation time increases with the square of the average number of 
points per route. The Sweep Algorithm can be considered an effective 
new approach for solving large-scale vehicle dispatch problems. 
4. Christofides and Eilon•s Method 
In a paper published in 1969 Christofides and Eilon presented a 
method which solves the vehicle dispatch problem in a manner similar 
to a traveling salesman algorithm. Given a predetermined number of 
routes M, the distance matrix for the problem is augmented by M rows 
and M columns which correspond to M artificial depots. The distances 
between all depots and the distance from each point to itself is set 
to infinity. The M routes are considered to be a single tour which 
returns to the depot M times. Starting with a random, but feasible, 
M-looped tour, Christofides and Eilon proceed as one would in a 
traveling salesman algorithm. At each step of the way, however, the 
load and distance constraints must be checked before the step can 
be implemented. When a solution is reached another random tour is 
generated and the process is repeated, the best schedule of routes 
up till then being saved. Even after these iterations are completed, 
the problem may have to be solved again several times with different 
values of M. Christofides and Eilon found in their experiments that 
no more than four values of M needed to be considered. 
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M 
00 00 . 00 dll dl2 • dlN 
00 00 . 00 dll dl2 • • • d lN 
M 
• 
00 00 00 dll dl2 • dlN 
dll dll dll dll dl2 • d lN 
d21 d21 d21 d21 d22 • d2N 
Figure 2. Augmented Matrix Used by Christofides and Eilon 
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This method was found to work particularly well when the 
traveling salesman approach used was based on the concept of 
3-optimal routes introduced by Shen Lin (1965). The 3-optimal 
approach will be discussed further in the section on traveling 
salesman methods. Christofides and Eilon gave results for ten 
vehicle dispatch problems, three of which were detailed for the first 
time in their paper. 
5. Multi-terminal Vehicle Dispatch Procedures 
The solution of a multi-terminal vehicle dispatch problem 
involves a greater level of difficulty than the single-depot case, 
because in addition to assigning demand points to routes, decisions 
must be made with regard to which depot each point will be served by. 
The literature contains only a few papers which list results in the 
area of solving the multi-terminal problem. 
a. Tillman and Cain's Method 
In 1969 Tillman published results of an algorithm for solving 
the multi-terminal problem with probabilistic demands. This paper 
was followed in 1971 by a short article by Tillman and Hering 
describing an extension of the look-ahead savings procedure of 
Tillman and Cochran. This heuristic was reported to have obtained a 
near-optimal solution to a 50-city, 5-depot problem in seven 
minutes of computer time on the IBM 360/50 . 
The most recent adaptation of this approach was described in an 
article by Tillman and Cain in 1972. This procedure combined the 
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savings approach, used in Tillman 's earlier methods, with the branch 
and bound technique, first used to solve the traveling salesman problem. 
The branch and bound technique attempts to organize the totality of all 
possible solutions to the problem into a tree-like structure, where the 
branches proceeding from a node correspond to the partitioning of the 
current set of partial solutions into two disjoint sets of partial 
solutions. When a feasible solution to a minimization problem is 
known and a lower bound on the current set of partial solutions can 
be readily determined, the current branch of the tree can be removed 
from consideration if the lower bound, or best possible solution in 
this branch, is greater than (i.e., not as good as) the best known 
solution. The branch and bound technique thus attempts to choose 
branches that will lead to the best solution, and in doing so 
implicitly examines and discards large sets of solutions which show 
no promise • . If continued sufficiently far, a branch and bound 
procedure will ultimately attain the exact optimum. 
The savings function in Tillman's multi-terminal delivery 
problem method differs from the customary savings function in that 
it uses .. modified distances .. for the distances from a demand point 
to a depot other than the nearest depot . This is necessary to 
prevent demand points from always being assigned to the farthest 
depot, a situation which occurs because the savings function is an 
increasing function of the distance from a depot. The .. modified 
distance .. d(k;i) from city i to depot k is defined to be 
min d(m;i)- (d(k;i)- min d(m;i)), where d(k;i) is the actual 
m m 
distance from city i to depot k. Thus, d(k;i) is equal to the actual 
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distance only when k is the nearest depot, and it is less than the 
distance to the nearest depot when k is a distant depot. Hence, the 
modified savings function ~(k;i ,j) d(k;i) + d(k;j) - d(i,j) is less 
for distant depots than it is for the nearer depots. 
The method of selecting city assignments is not the .. double 
savings .. approach used by Tillman and Cochran, but instead it is 
based on a combination of a penalty function and the savings function. 
The modified savings matrix is 11 reduced 11 by subtracting from each 
column or row the largest savings in each column and row. The sum 
of all the constants subtracted from the rows and columns provides 
an upper bound on the savings at the current node of the tree. The 
calculation of a penalty function p(k;i,j) gives a measure of the 
regret for not joining city i and city j at depot k. The penalty 
p(k;i ,j) is equal to the sum of the largest value in row i and the 
largest value in column j of the reduced savings matrix. The penalty 
function need only be calculated for links that have a zero entry 
in the reduced savings matrix since only these cities can be assigned. 
Links that would result in infeasible solutions have an entry of -= 
in the reduced savings matrix. The cities to be assigned are selected 
by finding the maximum value of the sum of the total savings for that 
link plus the absolute value of the penalty for not assigning that 
link. When a city is assigned to a terminal other than its closest, 
the .. modified distance .. between that city and depot is replaced by 
the actual distance, and the savings matrix is adjusted to reflect this. 
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When no further assignments can be made, a feasible solution has 
been found. At this time it would have been possible to branch to 
another node and attempt to find a better solution. However, the 
authors chose to terminate the pro~edure at this step. The results 
for twelve multi-terminal problems are given; however, the quality 
of the solutions cannot be investigated because the problems are not 
completely described. The computation time for the 50-city, 5-depot 
problems averages about 6.5 minutes on the IBM 360/50 . The 
computation time appears to increase rapidly with an increase in the 
number of points. 
b. Wren and Holliday's Method 
Wren and Holliday published a paper in 1972 describing a different 
approach to the multi-terminal vehicle dispatch problem. Their method 
generates four initial solutions and then applies a number of different 
refining heuristics to obtain better answers. 
Demand points are considered for assignment in a predetermined 
order. One route is built up at each depot until a load or distance 
constraint is violated. The order in which points are considered is 
determined by sorting the bearing angles that each makes with respect 
to its nearest depot. A region in which points are sparse is first 
identified for each depot and the points are arranged in a clockwise 
order from that direction. Three other evenly spaced starting points 
are also used, giving a total of four different initial solutions . 
The refining processes which attempt to improve the initial 
solutions consist of several routines which attempt to move 
individual demand pqints to better locations on the same route or 
another route, to remove loops from routes, to place previously 
unassigned demand points in routes, to combine routes, to delete a 
route and assign its points to other routes, and to reorganize 
"tangled" routes. 
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Two different stopping rules were tried. One was based on the 
convergence of the results; the other rule was to stop the program 
after a given period of execution time, the 1 ength of \'lh i ch \vas 
determined by the size of the problem. The results Wren and 
Holliday obtained for ten standard single-depot problems compared 
favorably \vith several other algorithms. The authors listed their 
results for several two-depot problems, but did not give any 
detailed descriptions of the problems. The authors state that the 
largest problem they have considered has four depots and 320 demand 
points. 
6. Other Methods 
a. f -1an-~1achine Interaction 
Krolack, Felts, and r~elson (1972) have devised an approach 
\'l~lich relies partly on human judgment to solve the vehicle dispatch 
problem. The computer is used to organize the data, isolate the 
important features, and give an initial solution to the problem. 
A human then inspects the data, formulates another solution, and 
uses the computer to assist in comparing the results. 
The initial task assigned to the computer involves solving the 
assignment problem \>Jhich is associated \'lith the distance matrix of 
the vehicle dispatch problem. The solution of the assignment 
problem usually consists of a set of subtours. Each subtour is 
21 
then considered to be an 11 aggregate 11 of points and is replaced by 
its centroid. The distances between centroids are found and another 
assignment problem is solved . These steps are repeated until the 
number of aggregates is reduced to a specified number. The 
problem is thus divided into several hierarchies. 
A heuristic, called the truck route generator or TRG, is then 
employed to find an initial solution . The authors assume that many 
of the links found in the solution to the assignment problem vJill 
also occur in the optimal solution to the vehicle dispatch problem. 
The TRG heuristic employs the standard transportation problem 
algorithm initially, then joins pairs of aggregates until the 
number of aggregates falls below a certain number. Finally, the 
procedure attempts to restore feasibility and move closer to 
optimality by moving and swarping points. 
The authors report several solutions \vhich are better than 
the solutions obtained by other heuristic approaches. The time 
required to solve a problem is hard to measure. A single-depot, 
100-city problem \vas done in less than 6.5 minutes of Sigma 7 CPU 
time, but it also involved about 1~ hours of human time . The 
technique appears to be highly dependent on the availability of 
time-sharing terminals and graphic display equipment . 
b. Nev1ton and Thomas • s Schoo 1 Bus Scheduling Procedure 
The school bus scheduling problem differs from the standard 
multi-terminal vehicle dispatch problem in that the vel1icles 
frequently do not return to their point of origin. r~evJton and 
Thomas (1970) have presented an interesting heuristic for solving 
this problem, which may have some application to the vehicle 
dispatch problem. 
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A maximum allowable number of routes is given for each school. 
Initially it is assumed that all of these routes will be used. The 
procedure determines where each route should start so that the 
estimated travel time is minimized. The location which serves as 
the origin for the most routes of a given school is designated the 
11 Super-origin 11 for that school. A trial route between the super-
origin and the school is determined so that all the stops are 
visited. This route is partitioned into individual routes which 
satisfy the constraints while still maintaining the same order of 
stops. If the set of routes thus obtained exceeds the maximum 
allowable number of routes, a new trial route is generated and the 
partitioning is repeated. Other\<Jise, each individual route is 
improved by a traveling salesman algorithm. Additional trial 
routes are generated and the subsequent steps repeated until no 
more new trial routes can be obtained. The best solution of the 
trials is modified so that the routes start at the appropriate 
origins instead of all at ·the super-origin. The resulting set of 
routes is said to be 11 quasi-optimal. 11 
B. Traveling Salesman Problem 
As previously noted, the objective of the traveling salesman 
problem is the determination of a single route of minimum length 
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\vhich visits each of N cities and returns to its starting point. As 
this is simply a special case of the vehicle dispatch problem, the 
methods employed in solving the traveling salesman problem are often 
related to an approach to solving the vehicle dispatch problem. 
Furthermore, several heuristic methods for the vehicle dispatch 
problem utilize the traveling salesman problem as a subproblem_ 
Thus, it is important to identify a fast and efficient means of 
solving this class of problems_ 
1. Dynamic Programming Approach 
Independent papers by Bellman and by Held and Karp (both 
published in 1962) introduced the dynamic programming approach to 
solving the traveling salesman problem. Dynamic programming is 
an opt i m i z at i on tech n i q u e \'J he reb y the so 1 vi n g of a p rob 1 em i s 
divided up into a number of "stages" and the decision made at 
any given stage is dependent only upon the state of the system 
at the immediately preceding stage. When the decision at the last 
stage is made, an exact optimum solution is determined. 
The dynamic programming formulation of the traveling salesman 
problem is as follows: Given a set U = {2,3, ... ,n}, a setS~ U, 
and j s S, let C(S,j) denote the minimum cost of starting from 
city 1 and visiting all the cities in S, then terminating at city 
j_ If S consists of only one city, then C({j},j) = d(1,j) for any 
j. If S contains more than one city, then C(S,j) =min [C(S-j,m) 
+ d(m,j)]. The minimum cost of a complete tour is 




A two-phase computation is used to obtain an optimum solution. 
In the first phase the quantities C(S,j) and C* are calculated 
recursively from the above formulas. In the second phase the 
optimal arrangement of the route is identified by utilizing the 
fact that a permutation of cities (1,i (2),i(3), ... ,i(n)) is optimal 
if and only if its cost equals C({2,3, ... ,n},i(n)) + d(i(n),1), and 
if and only if C({i(2),i(3), .... ,i(p),i(p+1)},i(p+1)) = 
C ( { i ( 2), i ( 3), .•. , i ( p)}, i ( p)) + d ( i ( p), i ( p+ 1)) for 2 ::; p 5 n-1. 
The storage requirements and computation time of this approach 
grow quite rapidly with the number of cities n.. Nevertheless, 
Bellmore and Nemhauser, in their excellent survey paper published 
in 1968, recommend that the dynamic rrogramming approach be used 
for problems vvith 13 or less cities. They recommended dynamic 
programming over other methods because its maximum required time 
\vas assured to be very sma 11. Storage requirements present the 
major difficulty in using this approach on larger problems. 
2. Branch and Bound Methods 
Because ann-city traveling salesman tour is a cyclic 
permutation of n items, the optimal (minimum-length) tour must be 
chosen from a total of ~(n-1)! possibilities. The branch and bound 
approach to the traveling salesman problem seeks to divide the set 
of all possible tours into smaller and smaller subsets and to 
calculate for each of them a lower bound on the length of the best 
tour therein . These bounds guide the partitioning of the subsets 
and eventually identify an optimal tour .. The subsets of tours are 
represented as the nodes of a tree and the process of partitioning 
is represented as a branching of this tree .. 
a. t1ethod of Little, f'lurty, Sweeney and Karel 
The term ••branch and bound•• and the application of this 
technique to the traveling salesman problem first appeared in a 
paper published by Little, f·1urty, SHeeney, and Karel in 1963. In 
the follov'ling description of their algorithm the terms X, Y, and 
V denote nodes of the tree, w(X) denotes a lower bound on the cost 
of the best tours at node X, and z* is the cost of the best tour 
found so far in the algorithm . 
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(1) Initially X represents the set of all possible tours, and 
z* is set to infinity. 
(2) A 11 reduced 11 cost matrix is determined by subtracting the 
smallest element in each rovJ from every element in that 
ro\v and subtractinq the smallest element in each column 
from every element in that column. Set w(X) equal to 
the sum of the constants subtracted. 
(3) Select a link (k,r) between city k and city r for 
inclusion into all tours in a new node Y. The selection 
is made on the basis of maximizing e (i,j) =min c(p,j) 
p;t1 
+min c(i,q) where c(i,j) is an element of the reduced 
q;tj 
cost matrix. 
(4) Create another new node Y which excludes the link (k,r) 
from all its tours .. Set w(Y) = w(X) + e(k,r). 
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(5) Create the node Y, deleting row k and column r from the 
reduced cost matrix. The link (k,r) \vill be part of some 
connected path consisting of all the links included at 
node Y. Find the starting city p and the ending city m 
of this path, and set c(m,p) = oo. Attempt to reduce the 
cost matrix again.. If h is the sum of the reducing 
constants, find a lower bound on the tours in Y by 
setting w(Y) = w(X) + h. 
(6) If enough rows and columns have been deleted so that the 
reduced cost matrix is no\v 2x2, a camp 1 ete tour has been 
determined and its cost is z = w(Y). If z is less than 
z*, save this tour, and set z* = z. In all cases proceed 
to the next step. 
(7) Select a new node X on the basis of which node has the 
smallest lo\ver bound. If z* is less than w(X), the 
algorithm is finished since none of the remaining nodes 
can produce a better tour. Othervvi se, check whether X 
is the same as the node Y created in step (5). If so, 
go directly to setp (3). If not, the reduced cost matrix 
for node X must be reconstructed from the original. Then 
go to step ( 3) .. 
Little and his associates found that small problems could be 
computed by hand in less than an hour and took only a few seconds 
on a computer. However, as problem size grovJs the computation time 
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increases exponentially. Problems with asymmetric cost matrices are 
usually solved more quickly than those with symmetric cost matrices. 
b. Held and Karp•s Lower Bound 
The branch and bound algorithm can be greatly improved if the 
lower bounds calculated for each node are tighter, that is, larger, 
and hence closer to the optimum value. This speeds up the branch 
and bound algorithm by identifying the more promising nodes and 
discarding the unpromising nodes sooner. In 1971 Held and Karp 
published a new method for obtaining tight lo\ver bounds based on 
solving the minimum spanning tree problem. 
A spanning tree is a connected graph with n vertices which 
contains no cycles. A minimum spanning tree is a spanning tree, 
the total length of the links of which is a minimum. The minimum 
spanning tree problem is solved much more easily than a traveling 
salesman problem for the same number of points. A 1-tree is a 
graph with vertices 1,2, ... ,n consisting of a tree on vertices 
2,3, ... ,n together \vith two edges incident VJith vertex 1. Held and 
l(arp base their approach to finding a lov1er bound for the cost of 
a tour on three facts: 
(1) A tour is a 1-tree in which each vertex has degree 2. 
(2) A minimum 1-tree is easy to determine and its minimal 
cost never exceeds the minimum-length tour linking the 
same set of points. 
(3) The transformation on intercity distances which replaces 
c(i,j) with c(i,j) + n(i) + n(j) leaves the traveling 
salesman problem invariant, but changes the minimum 
1-tree problem~ 
The author•s approach is to determine a set of constants 
{n(i)} \vhich cause the minimum 1-tree to be a tour. They devised 
two ways of doing this: a linear programming method and an ascent 
method. The 1 i near programming approach has proven to be too time 
consuming and the ascent method does not always attain the optimal 
solution. However, while the ascent method fails to find the 
exact optimal solution to the traveling salesman problem it does 
provide tighter lower bounds on the cost of an optimal tour than 
any other method yet devised . 
Held and Karp have published the results of incorporating 
their method into the branch and bound algorithm, but they do not 
give comparisons of their computation time with that of other 
methods. 
c. Christofides• Lower Bound 
In 1972 Christofides published a technical note presenting 
another new way of finding tight lower bounds for tours. He 
observes that a solution to the traveling salesman problem has two 
properties: 
(1) The graph is connected, that is, every node can reach 
every other node via a path using the links. 
( 2) The degree of every vertex is 2. 
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The solution to the ·:minimum spanning tree problem always has property 
(1); and the solution to the assignment problem al\vays has 
property (2). (The assignment problem is a variation of the 
traveling salesman problem for which the requirement for a tour is 
omitted.) Thus these two problems are in a sense "dual .. to one 
another; that is, they have complementary properties. 
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Christofides proposes to approach the problem of finding lower 
bounds on tours by repeatedly solving assignment problems. He 
defines a "contraction" as the replacement of a subtour by a single 
node. The distance matrix of a contracted graph consists of 
elements d(S(i),S(j)) =min f(k(i),k(j)) where S(i) 
k(i )ES(i) ;k(j )ES(j) 
and S(j) represent two subtours and f(k(i),k(j)) is an element of 
the relative distance matrix at the end of the Hungarian algorithm 
for the assignment problem. A ••compression" is defined as the 
transformation of a matrix f,1 that does not satisfy the 
triangularity condition of metric spaces into one that does by 
replacing element m(i,j) with min[m(i,j),min(m(i,k)+m(k,j))]. 
The steps of Christofides• algorithm for finding a lower bound 
on the cost of a tour are as follows: 
(1) Set t1 equal to the initial distance matrix and set L 0. 
(2) If necessary, compress t11. 
(3) Solve the assignment problem associated with f·1 to obtain 
a v a 1 u e V (A P ) • Add V ( A P ) to L . 
(4) Contract M. If the contracted matrix is 1 x 1 the 
algorithm is done and L is a lovJer bound for the cost of 
the trave 1 i ng sa 1 esman prob 1 em . Othen'li se, go to step ( 2). 
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Christofides presented some of the lower bounds calculated by 
his algorithm, but apparently had not incorporated his approach into 
a branch and bound procedure at the time of publication. He compared 
each lower bounds with the optimal solution or the best known 
solution and found that the differences between the lower bounds 
and the best known solutions averaged about 4.73% for symmetrical 
problems and 3.76% for asymmetrical problems. These lower bounds 
were tighter than those of any other method except perhaps the 
lower bounds of Held and Karp's minimum spanning tree method, which 
requires considerably more computation. 
3. Karg and Thompson's Method 
As with the vehicle dispatch problem, heuristic methods often 
provide quick approximate solutions to the traveling salesman 
problem. Karg and Thompson presented such a method in a paper 
published in 1964. The basic steps of the procedure ar~ as follows: 
(1) Choose any two cities and list them arbitrarily to form 
an acyclic permutation of length 2. Assume [d(i,j)] is 
the cost or distance matrix. 
(2) Assume that a permutation (i(l),i(2), ... ,i(k)) of k cities 
(2 ::; k ~ n) has been constructed. Choose one of the 
remaining cities and call it h. Compute 
d(j) = c(i(j),h) + c(h,i(j+l))- c(i(j),i(j+l)) for 
j = l, ... ,k and where i(k+l) is defined to be i(l). 
(3) Let j* be the value of j for which d(j) is a minimum. 
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(4) Relabel i(j) as i(j+1) for j = j*+l, ... ,k and label has 
i(j*+1) . This has the effect of inserting city h between 
the two cities i(j*) and i(j*+1) so that the cost of the 
tour is increased as little as possible. 
(5) A new acyclic permutation (i(1), ... ,i(k+1)) has been 
constructed. If k + 1 = n, the basic steps are completed. 
Otherwise, increase k by 1 and return to step (2). 
The results of this procedure depend on the two cities initially 
chosen and on the order in which the cities are considered. Karg and 
Thompson made these choices randomly, and iterated the basic steps to 
increase the probability of obtaining an optimum solution to the 
traveling salesman problem. They observed that the procedure 
produced good results around the periphery where the tours tended to 
be almost convex, but that bad results usually occurred near the 
"center" of the problem. This led them to devise a more elaborate 
procedure which partitioned the problem into subproblems, each of 
which more closely resembled a convex region than did the original 
problem. This method does not always achieve an optimal solution, 
although the authors prove that in certain special cases an optimal 
tour can be chosen. 
4. R-Optimal Methods 
a. Lin•s Method 
The concept of r-optimality \vas introduced by Lin in 1965. He 
defined a tour to be r-optimal if no reduction could be made in the 
length of a tour by deleting r links and replacing them with a 
different set of r links . Thus, any tour is 1-optimal . A tour 
through n points is optimal if and only if it is n-optimal . 
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Furthermore, if a tour is r-optimal, it is also k-optimal for k < r . 
Lin also showed that a 2-optimal tour is optimal relative to 
inversion and that the tour does not intersect itself. 
Lin was able to determine that 3-opt tours are also inversion-
free, that the cost of the average 3-opt tour is considerably less 
than that of the average 2-opt tour, and that the probability of 
an optimal solution showing up in a 3-opt tour is significantly 
higher than the probability of an optimal solution appearing in a 
2-opt tour . 4-opt tours were also investigated, but there was 
only marginal improvement in the quality of the solutions .. For 
this reason the criterion of 3-optimality was chosen as the basis 
for Lin's procedure . The steps of Lin's 3-opt method are as 
follO\'JS: 
(1) Let the setS=~ - Let the set I consist of all possible 
links between cities . Set the counter m = 1. 
(2) Generate a random tour (t(1),t(2), .... ,t(n)) where t(i) 
refers to the i th city in the tour .. Set the counter 
q = 1 .. 
(3) If q > 1, and if the link (t(1),t(n)) between cities t(1) 
and t(n) belongs to the set S, rotate the tour so that 
( t ( 1), t ( 2) , .... , t ( n) ) is replaced by ( t ( n) , t ( 1), ... .. , t ( n-1) ) , 
and set q = 1. Given that the link (t(1),t(n)) is to be 
removed from the tour, determine t wo other links to remove 
as well as three links to insert so that the sum of the 
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lengths of the links removed is greater than that of the 
1 inks inserted . If such an improvement is found, the two 
sets of links are exchanged, q is set to 1, and step (3) 
is repeated . Otherwise if q is less than n, it is 
incremented by 1, the tour is rotated so that a new first 
link to be removed is chosen, and step (3) is repeated . 
If q = n, go to the next step . 
(4) A 3-optimal tour has been obtained. Replace S by the 
union of S with the set of links in the new tour . Replace 
the set I with the intersection of I and the set of links 
in the new tour. Increment m by 1. If m is less than a 
predetermined number, go to step (2) to generate a new 
random tour . Otherwise, go to the next step. 
(5) This is called the reduction step. The set I consists of 
those links common to several 3-opt tours. It is likely 
that most of these links occur in the optimal tour . 
Therefore remove from further consideration those cities 
that have both incident links in I . The basic steps are 
then performed on the "reduced problem . " Since more 
iterations can be performed on this smaller problem 
in a given amount of time, the probability of finding an 
optimal solution is increased . When a sufficient number 
of iterations has been executed, the removed cities are 
reinserted . The best tour of all the iterations is 
accepted as the solution . 
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Bellmore and Nemhauser (1968) recommend the use of Lin's 3-opt 
method for solving large traveling salesman problems with symmetric 
distance matrices. 
b. Lin and Kernighan's Method 
In a paper published in 1972 Lin and Kernighan presented a 
generalization of Lin's 3-optimal method. 
Let an 11 r-change 11 be defined as the removal of a set of r links 
and its replacement with another set of r links. Given the first 
link to be removed, the Lin-Kernighan method seeks to determine the 
value of r so that the resulting r-change gives the best possible 
improvement. 
Let {x(1),x(2), .•. ,x(i)} denote a set of i links to be removed 
frdm the tour T, and {y(1),y(2), ... ,y(i)} denote a set of links to 
be inserted into the tour T. Let jx(i) I and ly(i)l denote the 
lengths of the links x(i) and y(i). Let g(i) = lx(i)l- ly(i)l .. 
The steps of Lin and Kernighan's method are similar to those of 
Lin's 3-opt method, except that step (3) is replaced by the 
following: 
(3a) Set G* = 0 and set k = 0. Let x(1) be the link 
(t(1),t(n)). Let p(1) be t(n) and p(2) be t(1). 
(3b) Choose y(1) from among the links not in the tour for 
which g(1) = jx(1) I - ly(1) I > 0 and so that y(1) is 
incident upon p(2). Let p(3) denote the other end of 
link y(1) and let x(2) be one of the links in the tour 
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incident upon p(3). The choice of y(l) is made so that 
lx(2) I - ly(l) I is maximized. The other end of x(2) is 
denoted p(4). If a y(l) can be found such that g(l) > 0, 
go to step (3d). 
(3c) Switch the endpoints of x(l) by letting p(l) be t(l) and 
p(2) be t(n). If this switch has not already been 
performed, repeat step (3b) . Otherwise, no further 
opportunities exist for this choice of x(l), so proceed 
to step (3k) .. 
(3d) Set G = g(l) . If the removal of links x(l) and x(2) and 
the insertion of the link y(l) and the link (p(4),p(l)) 
result in a single complete tour that has a shorter 
length than the initial tour, set k = 2. Calculate the 
amount of improvement G* = G + lx(2)1 - I (p(4),p(l)) I. 
(Once an acceptable trial r-change produces a single 
complete tour, this condition must hold for all 
subsequent trial r-changes for this x(l) and x(2).) 
(3e) Choose y(2) from among the links not in the tour for 
\vhich g(l) + g(2) > 0 and so that y(2) has endpoints 
p(4) and p(5). This link should be selected to maximize 
lx(3)1- ly(2)1, where x(3) is a link in the tour with 
endpoints p(5) and p(6). If an acceptable y(2) and x(3) 
can be found, go to step (3g) . 
(3f) Backtrack to step (3b) and select the next best choice 
for y(l) and x(2). If this backtracking has been done 
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a predetermined number of times for a given x(l), assume 
that no acceptable choices for y(l) exist and proceed to 
step (3c) .. 
(3g) Set G = g(l) + g(2) . If the removal of links x(l), 
x(2), and x(3) and their replacement by y(l), y(2), and 
(p(6),p(l)) result in a single completed tour that shows 
a greater improvement than the current value of G*, set 
k = 3 . Calculate the overall improvement 
G* = G + lx(3) I - I (p(6),p(l)) 1 .. If G > G*, set i = 3 
and go to step (3i) .. 
(3h) If G < G*, the current choice of y(2) is not likely to 
lead to any further improvement . If G* > 0 go to step 
(3j) and implement the improvement . OthenAJise, backtrack 
to step (3e) and select the next best choice for y(2) and 
x(3). If backtracking from this level has been done a 
predetermined number of times for a given x(l), y(l), 
and x(2), assume that no acceptable choices for y(2) 
exist and proceed to step (3f) where backtracking is 
done from the first level. 
(3i) Choose y(i) and x(i+l) so that the ''x 1 inks" and 
"y links) comprise t vvo disjoint sets . y(i) must be a 
link not in the tour joining p(2 i ) to p(2i+l) and for 
which g(i) = lx(i) I - ly (i) I > 0 . x(i+l) must be a 1 ink 
in the tour with endpoints p(2i +l) and p(2i+2) .. y(i) 
and x(i +l) must be chosen so that lx(i +l)l - ly(i)l is 
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maximized and so that a link from p(2i+2) to p(1) will 
complete a tour. If no such links exist, proceed to 
step (3j). Otherwise, set G = g(1) + g(2) + •.• + g(i). 
If the removal of the i 11 X links 11 and their replacement 
vlith the i 11Y links 11 result in an improved tour, set 
k = i + 1 and calculate G")~ = G + jx(i+1) I - jy(i) j. 
If G < G* or i = n, no further improvement is to be 
expected, so proceed to ( 3j). Otherwise, increment i by 
1 and repeat step (3i). 
(3j) If G*:: 0, proceed to step (3k). If G* > 0, some 
improvement can be made, so k will be greater than 1. 
Let y(k) = (p(2k),p(1)). Actually replace the links 
{x(1),x(2), .... ,x(k)} by the links {y(1),y(2), .... ,y(k)}. 
Decrease the cost of the initial tour by G*. Set q = 0 
and proceed to (3k). 
(3k) Rotate the tour and increment q by 1. If q ~ n, go to 
step (3a). Otherwise, go to step (4), but disregard the 
instructions concerning the set S. If m is greater than 
1, attempt to make non-sequential exchanges of links by 
removing four links from the tour that are not in set I 
and replacing them with four other links in a 
non-sequential manner .. 
The advantages of the Lin-Kernighan method arise from the fact 
that r-changes are implemented for r > 3. This results in a rapid 
improvement in tour length at the beginning of each trial.. With 
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a. Initial arrangement of locations in route 
y(3) 
x(l) 
b. Links to be exchanged 
c. Route after the exchange of links 
Figure 3. The Exchange of Links in the Lin-Kernighan Algorithm 
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the exchanging of large sets of links the probability of obtaining 
an optimal solution increases significantly. In addition an 
improvement in computation time results because the new procedure 
examines only a few candidates for each link to be removed, instead 
of investigating all possible sets of 3-changes as is done in the 
3-opt procedure. 
Lin and Kernighan present results and an extensive run time 
analysis. Although they do not present comparisons of the ne\v 
method with other methods, it appears that the new procedure is 
capable of handling large problems that could not feasibly have 
been done by previous means. 
c. Christofides and Eilon's Method 
The traveling salesman procedure that Christofides and Eilon 
incorporated into their vehicle dispatch algorithm was described 
in greater detail in a paper published in 1972. This paper also 
reveals further insights into other r-optirnal methods. 
The authors describe a property they call multi-stage 
r-optimality. They indicate that any r-change is equivalent to a 
series of 2-changes . They have discovered that both 3-optimality 
and 4-optimality require 3-step 2-changes, but that a 5-optimality 
requires 5-step 2-changes . This seems to indicate why Lin found so 
little improvement in 4-opt tours over 3-opt tours. Christofides 
and Eilon indicate that 5-opt tours show significant improvement 
over 3-opt and 4-opt tours . 3-step 2-optimal tours are also better 
than either 3-opt or 4-opt tours . 
The procedure presented in their paper, however, does not 
reflect much dependence on the new concept of multi-stage 
r-optimality. Instead, the new feature it relies upon is a \'Jay of 
calculating bounds, so that the number of links that need to be 
checked for each r-change is drastically reduced. 
There are eight possible ways of implementing a 3-change. 
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One of these represents no change at all and three others may be 
disregarded if the tour is known to be 2-optimal. Of the remaining 
four, three are equivalent in that they merely represent rotations 
of the same pattern: the replacing of links (t(i),t(i+l)), 
(t(j),t(j+l)), and (t(k),t(k+l)) with the links (t(i),t(j)), 
(t(k),t(j+l)), and (t(i+l),t(k+l)). LetT represent the initial 
tour and let the function fp(S) give the cost of the pth longest 
link in a setS of links. If (t(i),t(i+l)) is the first link to be 
chosen for removal, the maximum possible length that can be saved 
by the removal of three links is L(t(i),t(i+l)) 
t f 1[T- (t(i),t(i+l))] + f 2[T- (t(i),t(i+l))]. 
= d(t(i),t(i+l)) 
If (t(j),t(j+l)) 
is the second link chosen for removal, then we must insert the link 
(t(j),t(i)) and two other links: one incident on t(i+l) and the 
other incident on t(j+l). The first of these must be at least as 
long as min d(t(i+l),x) and the second must be at least as long 
x1 t ( i +2) 
as min d(x,y). Therefore, the second link chosen for removal 
(x,y)iT 
should be determined by picking t(j) so that d(t(i),t(j)) < 
L(t(i),t(i+l)) -min d(t(i+l),x) -min d(x,y). The third 
x1t(i+2) (x,y)tT 
link (t(k),t(k+1)) must satisfy d(t(j+1),t(k)) < d(t(i),t(i+1)) 
+ d(t(j),t(j+1)) + d(t(j),t(j+1)) + f 1[T- {(t(i),t(i+l)), 
(t(j),t(j+l))}]- d(t(i),t(j))- min d(t(i+l),x). The choice of 
Xft(i+2) 
the first link for removal is unrestricted, but the choices for the 
second and third are progressively more restricted. Similar 
inequalities can be derived for the last type of 3-change. 
By reducing the number of links that need to be checked, 
Christofides and Eilon were able to reduce their computation time 
so that problems with as many as 500 cities could be handled by a 
3-opt method. Instead of starting with a random initial tour, they 
partitioned large problems into sixteen subproblems and generated a 
good initial route by using the 11 nearest city 11 method. By keeping 
the links in the initial tour as short as possible, the upper bounds 
on the new links to be inserted are decreased and fewer links have 
to be examined. 
The authors presented computation times for obtaining 3-opt 
solutions to problems with 100, 200, 300, 400, and 500 cities. In 
this range it appeared that the increase in computation time was 
approximately quadratic. This places the Christofides and Eilon 
3-optimal algorithm in close competition with the Lin-Kernighan 
r-optimal algorithm with respect to required computation time. Lin 
and Kernighan (1972) reported that the run time for their method 
. t l 2.2 grows approx1ma e y as n • Although the published results do not 
provide a basis for a comparison of the quality of their solutions, 
it appears that these two new heuristic procedures provide effective 
means for solving large-scale traveling salesman problems. 
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III. TRAVELING SALESMAN ALGORITHMS 
Since the traveling salesman problem is frequently treated as a 
subproblem of the vehicle .dispatch problem, the selection of an 
effective traveling salesman algorithm can be an important factor in 
the performance of a vehicle dispatch algorithm. 
The original Sweep Algorithm employed a version of the Lin 
3-optimal method to find an approximate minimum length for each route. 
In this version, the notion of repeated trials was omitted because of 
the time factor. The Sweep Algorithm initially assigns the locations 
to a route in the order of their bearing angles. This is often a 
good starting arrangement, so the 3-optimal solution obtained is 
generally quite close to the true optimal solution. Nevertheless, 
the time required for obtaining even a 3-opt solution to the traveling 
salesman problem increases quite rapidly with the number of locations 
per route. This has somewhat restricted the solving of large-scale 
vehicle dispatch problems to those with a large number of short 
routes. 
However, since the development of the original Sweep Algorithm 
in 1970, the r-optimal method by Lin and Kernighan and the 3-optimal 
method of Chris tofi des and Ei l on have become avail ab 1 e. These 
procedures greatly increase the size of the traveling salesman 
problem that can be solved in a reasonable amount of time. Both of 
these new approaches have been considered for use in a modified 
version of the Sweep Algorithm. 
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A. Modified Lin-Kernighan Method 
Like the original 3-opt method, Lin and Kernighan•s method is 
intended to be an iterative approach in which many successive trials 
are performed, each one starting with a new random initial route. 
Because of time requirements, a version of this procedure was needed 
which would produce a near-optimal route in one trial in a reasonable 
amount of time. In order to accomplish this, two modifications were 
investigated. 
The original Lin-Kernighan algorithm allowed backtracking only 
at levels one and two. Backtracking at level one refers to choosing 
new y(l) and x(2) links when no feasible candidate for y(2) can be 
found. Backtracking at level two refers to choosing a different y(2) 
and y(3) when the previous choice for y(2) produced a value for g(2) 
that was too small. 
The first modification to the Lin-Kernighan procedure is to 
allow limited backtracking back to level two from level three or 
higher. This means that if the procedure fails to find an improvement 
in the route after breaking three or more links, it can restart at 
the point where y(2) and x(3) are chosen. This type of backtracking 
is permitted only once for each starting node p(l). This modification 
increases the number of route changes that are considered and there-
fore increases the likelihood of finding an improvement. 
The second modification involves the manner in which y(i) and 
x(i+l) are selected. The use of jy(l)l - jx(i+l)l as a criterion 
for choosing the links to add and delete overlooks one important 
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factor, that is, that endpoint p(2i+2) of the last link to be broken 
must be connected by a link to endpoint p(l) of the first link to be 
broken. A criterion that takes this into account is 
jy(l)l - lx(i+l)l- j(p(2i+2),p(l))j. This latter criterion is also 
considered whenever (p(2i+2),p(l)) will complete a tour. If the links 
selected on this basis produce an improvement in the tour, these links 
are chosen instead of the ones selected on the basis of the old 
criterion. Although this modification somewhat reduces the chances 
that an r-change will involve a large number of links, it is needed 
to insure that beneficial 2-changes and 3-changes will not be 
overlooked. 
B. Christofides and Eilon's 3-0ptimal Method 
The other new traveling salesman algorithm that was investigated 
was a 3-optimal approach utilizing the bounds proposed by Christofides 
and Eilon to cut down on the number of 3-changes examined. The 
procedure investigated incorporated the basic step of the Christofides 
and Eilon approach, although it did not include the technique they 
proposed for obtaining a good initial solution. As in the case with 
other traveling salesman algorithms considered, only one trial or 
starting solution was permitted. 
The procedure that was tested consisted of two phases. The 
first phase found a 2-opti ma 1 so 1 uti on to the trave 1 i ng sa 1 esman 
problem, while relying on the calculation of a set of bounds to 
minimize the number of comparisons made. The second phase utilized 
a similar set of bounds to reduce the number of comparisons required 
to find a 3-optimal solution. The result of this approach was a 
quick method for finding 3-opt solutions to traveling salesman 
problems. 
C. Comparison of Traveling Salesman Algorithms 
The performances of the modified Lin-Kernighan method, the 
Christofides-Eilon method, and the basic 3-opt method used in the 
Sweep Algorithm were compared on a set of twenty-three traveling 
salesman problems ranging in size from five locations to sixty 
locations. Each problem had the same starting route arrangement 
for all three methods. 
The two new algorithms obtained solutions as good as or better 
than those of the basic 3-opt method. For small problems the basic 
3-opt approach was faster than either of the two new methods, but 
for problems with more than about fifteen locations, the modified 
Lin-Kernighan and the Christofides-Eilon methods were definitely 
faster. The reason for the superior performance of the basic 3-opt 
method on small problems lies in its relative simplicity. However, 
as problem size increases the computation time required by the basic 
3-opt method rises sharply, while the computation-reducing features 
of the two other methods give them a more gradual increase in 
execution time. The basic 3-opt procedure was unable to complete 
the solution of a 51-location traveling salesman problem in 3.5 
minutes on the IBM 360/50, while the modified Lin-Kernighan approach 
took only 48 seconds and the Christofides and Eilon approach took 
only 26 seconds. For the twenty-three traveling salesman problems 




Execution Times on IBM 360/50 for 3 Traveling Salesman Algorithms 
Lin 3-0ptimal Lin-Kernighan Christofides-Eilon 
Problem No. of 
No. Points Solution Sec. Solution Sec. Solution Sec. 
1 5 204.544 0.74 204.544 0.74 204.544 0. 81 
2 5 191.415 0.78 191.415 0.99 191 .. 415 0. 76 
3 5 180.805 0.69 180.805 1.03 180.805 0.86 
4 10 215.351 1.03 215.351 1.93 215.351 1.29 
5 10 102.913 1.06 102.913 1.78 102.913 1.34 
6 10 147.180 0.98 147.180 1.93 147. 180 1. 41 
7 10 200.965 0.93 200.965 2.19 203.059 1.38 
8 10 209.132 1. 11 209.132 2.14 209.132 1. 86 
9 10 193.623 1.14 193.623 2.46 193.623 1.79 
10 10 235.761 1.03 235.761 2.44 235.761 2. 11 
11 10 207.902 1. 11 207.902 2.11 207.902 1.53 
12 10 191.055 0.94 191.052 1.78 191.055 1.36 
13 10 187.309 1.23 187.309 1.81 187.309 1.48 
14 15 199.677 2.03 199.677 3.17 199.677 2.21 
15 15 213.925 2.26 213.925 2.99 213.925 2.41 
16 15 196.665 3.07 196.665 3.36 196.665 3.06 
17 20 68.407 10.26 68.407 5.65 68.407 4.01 
18 22 278.437 9.33 278.437 4.35 278.437 3.82 
19 23 470.058 7.77 470.058 5.59 470.058 5.09 
20 30 384.192 26.34 382.671 15.02 384.192 17.93 
21 33 393.535 82.88 393.535 12.01 393 .. 535 11.23 
22 51 439.733 48.03 432.112 25.32 
23 60 460.938 48.42 467.767 39.18 
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less computation time than did the modified Lin-Kernighan algorithm, 
although in a few instances the latter method obtained a better 
solution. 
The results of this investigation indicated that the basic 
3-opt procedure was still needed for the solution of traveling 
salesman problems with fifteen or less locations. Typical single 
depot vehicle dispatch problems with less than 15 locations per route 
can be solved up to 20% faster using the basic 3-opt procedure as 
opposed to the Lin-Kernighan method or the Christofides-Eilon method. 
The modified Lin-Kernighan method and the Christofides-Eilon method 
both offered significant improvements in computation time for larger 
problems, although the latter approach obtained solutions more 
quickly than the former for mast of the problems attempted. 
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IV. SINGLE-TERMINAL VEHICLE DISPATCH ALGORITHM 
A. Modified Sweep Algorithm 
Because its heuristics take advantage of the basic geometric 
patterns common to most vehicle dispatch problems, the Sweep 
Algorithm has become one of the most promising new approaches in this 
field. For small problems the Sweep Algorithm gives solutions 
comparable to those of other methods; for large problems it has been 
able to obtain better answers than other methods. For routes with 
a fairly constant number of points per route the computation time 
required by the Sweep Algorithm is a linear function of the total 
number of points. This property makes it possible for large vehicle 
dispatch problems to be solved. 
An extension of the range of problems that can be solved by the 
Sweep Algorithm depends primarily on a reduction in the required 
computation time. With this purpose in mind several modifications 
were investigated. 
1. Assignment of Demand Points to Routes 
One means of speeding up the Sweep Algorithm is to omit the 
iterations in which point P(k(j+l)) is considered as a possible 
addition to an almost full route. This change should cut the 
execution time in half, leaving only the forward and backward sweeps. 
However, to insure that the new solutions will be as good as the ones 
previously obtained, further modification has to be considered. 
The apparent purpose of checking the location P(k(j+l)) is to 
utilize the load capacity of each route to its fullest extent, thus 
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minimizing the number of routes required and often reducing the overall 
distance. The Sweep Algorithm also attempts to fully utilize the load 
capacity by deleting a point which was in the route and adding a nearby 
unassigned location to the route. The situation may arise in which 
the nearby point to be added would fit in the route without deleting 
a point already in the route. If this situation is considered before 
the decision is made that a route is complete, and the nearby point 
is added only if it decreases the sum of the lengths of the current 
and the next route, then an effect similar to that obtained by checking 
location P(k(j+l)) will be accomplished. 
One other situation must be considered before this modification 
to the Sweep Algorithm is acceptable. If the addition of points to 
a route is halted because it will violate the distance constraint but 
not the load constraint, the addition of a nearby point without the 
deletion of a point already in the route is often infeasible. This 
is frequently the case when a constant distance is added to the 
length of the route for each demand point. When this infeasibility 
occurs because of the distance constraint, the situation in which a 
point is also deleted must be considered too. Thus, there will not 
usually be as much savings of computation time for distance-
constrained routes as there will be for load-constrained routes. 
A second modification to the Sweep Algorithm is introduced to 
eliminate unnecessary computation when the lengths of the routes are 
determined by distance constraints rather than load constraints. In 
the original approach a violation of the distance constraint is not 
~ 
discovered until the load limit is exceeded and the interchange of 
points is about to take place. Then the Sweep Algorithm literally 
backs up, deleting locations from the route and solving traveling 
salesman problems until a route of feasible length is obtained. In 
one of the problems solved by the original Sweep Algorithm, a route 
had accumulated over 62% of the demand points in the problem before 
the violation of the distance constraint was discovered. Then 75% 
of these points had to be deleted so that a route of allowable 
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length could be obtained. This process is very costly in terms of 
execution time, since the deletion of each location requires solving 
a new traveling salesman problem for the resulting route. Much 
efficiency could be gained by maintaining a rough estimate of the 
length of the current route as it is formed so that the formation of 
the route could be halted when its length is nearer to the distance 
limit. One relatively simple way of doing this is to assume that the 
route is arranged in the order that the locations were added to it . 
This is not too unreasonable, since the locations are added in the 
order of their bearing angles. The distance estimate thus obtained 
will usually exceed the actual minimum length of the route, and 
will signal a violation of the distance constraint sooner than it 
actually occurs instead of later. The traveling salesman problem 
must then be solved. If the distance constraint has actually been 
exceeded, the deletion procedure of the original algorithm is 
followed, although fewer points will have to be removed because the 
condition is detected earlier. If the true minimal length of the 
route is within the distance limit, the true value replaces the 
estimated length and is used as a basis for further estimation of 
route length. This updating should minimize the number of 11 false 
alarms 11 and reduce the number of traveling salesman problems that 
have to be solved before the distance limit is reached. This new 
feature will be most effective for routes whose distance limit is 
exceeded before the load limit is. This modification may actually 
be more time consuming than the original approach if the route is 
actually load-constrained and several traveling salesman problems 
have to be solved to update the distance estimates. 
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A third modification to the Sweep Algorithm involves a technique 
which may reduce computation times for large vehicle dispatch 
problems. It has been observed that the routes formed after a given 
rotation of axes are not always entirely different from the set of 
routes that the algorithm generated prior to that rotation. Although 
the first route of the new set will always start at a different 
bearing angle and the last route of the new set will al ways end at a 
different bearing angle, some of the other new routes may be exactly 
the same as routes formed in the previous sweep. The repeated 
solution of the traveling salesman problems for these duplicate 
routes can be avoided by saving as many of the solutions determined 
during the previous sweep as possible . Since only enough computer 
memory is required to store the tours considered in the current 
sweep and the previous sweep, the additional storage requirements will 
be small in comparison with the memory requirements of the rest of 
the program. This technique requires a certain amount of time for 
c hecking the table of soluti ons, so that when few routes are repeated, 
the problem may actually take longer to solve. Reductions in 
execution time from 3% to 47% were observed, while some smaller 
problems took 12% to 21% longer. Since the smaller problems take 
less time to solve anyway, this modification makes an overall 
contribution to the efficiency of the algorithm. 
A fourth modification to the Sweep Algorithm concerns the 
bearing angle used to start the first sweep. The locations first 
assigned to routes by the original version of the Sweep Algorithm 
were those that had the smallest bearing angles, that is, the 
closest to -TI. The modified version performs an initial search for 
the widest gap in the bearing angles. Since this gap would be a 
likely separation between routes, the first sweep is then started 
from there. This modification has thus far produced only a slight 
improvement in the solution to one problem, but it does appear to 
reduce the computer time required by large problems a small amount. 
This is probably due to the fact that the best solution is found 
earlier and a few of the subsequent sweeps which produce signifi-
cantly worse solutions can be abandoned before they are complete. 
Small problems take slightly more time because of this modification. 
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The original Sweep Algorithm placed considerable emphasis on 
filling routes to capacity. Figure 4 illustrates a situation where 
this approach would not produce the optimal result. Location 3 is 
assigned to the route consisting of locations 1 and 2 in order to 
utilize the full load capacity of that route. However, all demands 
can be satisfied with the same number of routes and a better solution 
can be obtained if each route carries less than its full capacity. 
Load at each demand point: 1 
Maximum load per route: 3 
3 2 
4 1 
a. Without load averaging: f = d(0,1) + d(1,2) + d(2,3) 




b. With load averaging: f = d(0,1) + d(1,2) + d(2,0) + d(0,3) 
+ d(3,4) + d(4,0) 
Figure 4. Example of the Advantage of Load Averaging 
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This illustration suggests the formulation of a rule whereby a route 
might be declared complete when it has acquired an average load instead 
of always attempting to fill it to capacity. An estimate of the 
minimum number of routes needed can be determined by dividing the 
total demand at this terminal by the maximum load per route and 
rounding up to the next larger integer. Then the average load per 
route can be determined. Before each location is assigned to a route, 
the current load on the route is compared to the average load per 
route. If the current load is greater than or equal to the average 
load and the location to be added is displaced from the rest of the 
route by a sufficiently large angular gap, it may be appropriate to 
halt the route-forming process at this time. In order to determine 
whether the angular gap is large enough, the quantity r• ls(i)- s(j)l 
is compared with min[r(i),r(j)], where i is the last location added 
to the route, j is the location being considered for assignment to 
the route, and r is the average distance of all locations from the 
terminal. This modification should result in the formation of routes 
whose size is governed to some extent by the occurrence of angular 
gaps rather than always attempting to assign as large a load as 
possible to each route. Some minor difficulties may arise when a few 
routes exceed the distance limit before they have accumulated an 
average load. The term ••load slack•• can be defined to be the average 
load per route minus the actual load of a route. In most instances 
load slack will be zero or negative. However, if too much positive 
load slack occurs because routes are distance-constrained, the 
subsequent routes in the set will have to carry a larger than average 
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load in order to avoid the need for more routes. In this case the 
sum of the average load and the positive accumulated load slack should 
be used in place of the average load in the decision to halt the 
further expansion of a route. While no experimental results are 
currently available to illustrate the need for this load averaging 
modification, it appears to add a degree of flexibility to the 
algorithm which had previously been lacking. 
2. Minimization of Route Length 
The two new traveling salesman procedures discussed in Chapter 
III were each tested separately as part of the Modified Sweep 
Algorithm. Each method was called to use only for routes with more 
than fifteen locations, automatically leaving the basic 3-opt method 
to solve the smaller problems. 
For two single-terminal vehicle dispatch problems with 100 
demand points and an average of 17.67 and 21.00 locations per route 
the modified Lin-Kernighan procedure required execution times of 
15.8 and 22.9 minutes respectively. When the Christofides - Eilon 
procedure was used, the respective execution times were 17.1 and 
24.1 minutes. Both of these programs were run on the IBM 360/50. A 
version of the Modified Sweep Algorithm using the basic 3-opt method 
alone was tested on the first of the two problems, and the execution 
time was 21.9 minutes. Thus a decrease in execution time of 22% was 
realized by the Christofides-Eilon method and a decrease of 28% was 
realized by the modified Lin-Kernighan method. Since the basic 3-opt 
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method has a greater rate of increase in run time, these savings can 
be expected td be greater for problems with more locations per route. 
The solutions for the two 100-demand-point problems that were 
obtained by the new procedures differed by less than one per cent in 
each case with neither approach achieving the best solution for both 
problems. When used in the Modified Sweep Algorithm the execution 
time required by the modified Lin~Kernighan method was less than that 
required by the Christofides-Eilon method. Therefore, because of its 
shorter execution time and because of its potential for obtaining 
better than 3-optimal solutions, the modified Lin-Kernighan method 
was chosen for the task of solving the large traveling salesman 
problems in the Modified Sweep Algorithm. 
B. Comparison of the Original and the Modified Sweep Algorithms 
The Modified Sweep Algorithm was used to solve seventeen single-
terminal vehicle dispatch problems. The details of these problems 
are presented in Appendix C. Problems one through four were proposed 
by Gaskell (1967) and problems five, seven, and twelve were first 
published by Christofides and Eilon (1969). 
Table II compares the results given by the Modified Sweep 
Algorithm to those published by Gillett and Miller for the original 
version. Seven of the new solutions are better than those previously 
obtained by the original Sweep Algorithm, three are not quite as good, 
and two are the same. Even when taking into account the fact that 
the IBM 370/168 is between 2.5 and 10 times faster than the IBM 360/67, 
the Modified Sweep Algorithm solved each problem in a shorter time 
than the original version. 
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TABLE II 
Summary of Results of Single-Depot Vehicle Dispatch Problems 
Problem No. of Ori gina 1 Sweep Algorithm Modified Sweep Algorithm 
No. Demand 
Points Solution No. of Time So 1 uti on No. of Time 
Routes ( 1) Routes (2) 
1 21 591. 4 12.60 589.431 4 0.63 
2 22 956. 5 10.20 956.375 5 0.92 
3 29 875. 4 30.60 877.118 5 1. 49 
4 32 810. 4 37.20 813.971 4 1.97 
5 50 546. 5 120.00 524.610 5 2.38 
6 75 1127. 15 40.80 1096.061 15 2.92 
7 75 / 865. 10 73.80 865.733 10 3.35 
8 75 754. 8 133.80 752.466 8 5.59 
9 75 715. 7 220.80 704.200 7 6.48 
10 87 381.061 9 6.49 
11 100 1170. 14 109.80 1146 . 531 14 4.87 
12 100 862. 8 360.00 851.190 8 11.29 
13 100 740.954 5 38.19 
14 100 1024.562 11 8.07 
15 100 1010.715 11 11.00 
16 100 1249.519 16 4.94 
17 249 5794. 25 582.00 5802.590 26 30.54 
( 1) Execution time in seconds on IBM 360/67. 
(2) Execution time in seconds on IBM 370/168. 
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The reduction in computation time resulting from the modifications 
to the Sweep Algorithm is more sharply emphasized by the case of 
problem two, which was solved by both versions on the IBM 360/50. The 
original Sweep Algorithm took 199.41 seconds to complete the solution, 
while the modified version required only 29.45 seconds to obtain the 
same results. This particular problem consisted mostly of distance-
bounded routes, and thus it benefited a great deal from the second 
modification to the Sweep Algorithm discussed in Section A of this 
chapter. 
Problem thirteen illustrates how the use of the modified Lin-
Kernighan traveling salesman algorithm has extended the capacity of 
the Modified Sweep Algorithm to handle problems with a large number 
of locations per route. Such a problem would have required 
significantly more time if the original 3-opt traveling salesman 
algorithm had been used instead. Problem seventeen illustrates the 
capability of the Modified Sweep Algorithm to handle problems with 
a large number of demand points. 
The overall effect of the modifications to the Sweep Algorithm 
described in this chapter has been to produce solutions to the vehicle 
dispatch problem which are of comparable quality to those obtained by 
the original version, but which require significantly less computation 
time. 
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V. MULTI-TERMINAL VEHICLE DISPATCH ALGORITHM 
The heuristic procedure which is described in this chapter is 
based upon the idea of separating the multi-terminal vehicle dispatch 
problem into three levels of subproblems. The three levels which 
comprise the basic step of the procedure are: 
1) the assignment of demand points to terminals, 
2) the assignment of demand points to routes at each terminal, 
3) the arrangement of each route into a closed minimum-length 
path. 
This approach has the effect of partitioning the overall task into 
smaller and simpler subtasks. 
A. Mathematical Formulation of the Problem 
The multi-terminal vehicle dispatch problem consists of a set 
p = {1,2, • .• ,n,n+1, •.• ,n+m} of n + m integers along with two positive 
real numbers C and 0, and the following functions: 
q(i), a positive real valued function defined on P1 = {1,2, ... ,n}; 
d(i,j), a non-negative real valued function defined on P x P; 
x(i) and y(i), two real valued functions defined on P. 
The set P and the functions q(i) and d(i,j) satisfy the following 
constraints: 
1) q(i) < C for all i s P1; 
2) d(i,j) = 0 if and only if i = j; 
3) for each j s P1 there exists at s P2 = {n+1, .•. ,n+m} such 
that d(t,j) + d(j,t) s D. 
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A feasible solution to the multi-terminal vehicle dispatch problem 
is a 4-tuple (v,T,S,f) where 
v is a positive integer such that 1 < v < n; 
Tis a v-tuple <t(1),t(2), •.• ,t(v) > where t(i) E P2, i 
Sis a set of v finite sequences {W(i)} where 
W ( i ) = <w ( i , 1 ) , w ( i , 2 ) , . • . , w ( i , r ( i ) ) > a n d 
1,2, ..• ,v; 
R ( i ) I W (i ) I , i = 1 , 2 , . • . , v ; w ( i , h ) = vJ ( k , j ) i m p 1 i e s i = k 
v r(i) 
and h = j; and U U w(i,j) = P1; i=1 j=1 
f is a positive real number, called the cost and is equal to 
v r(i) I [d(t(i),w(i,1)) + d(w(i,r(i)),t(i)) + I d(w(i,j-1),w(i,j))]; 
i=1 j=2 
and for which the following constraints are satisfied: 
4) d(t(i),w(i,l)) + d(w(i,r(i)),t(i)} + rfi)d(w(i,j-l),w(i ,j}} ::;0 
j=2 
for i = 1,2, .• ,v; 
5) 
rfi) L q(w(i,j)) < C, fori = 1,2, •.• ,v. j=1 -
An optimal feasible solution is a feasible solution (v*,T*,S*,f*) 
for which f* < f where f is the cost of any other feasible solution. 
In the preceding definitions the set P1 represents the set of 
demand points or locations, P2 represents the set of terminals, each 
W(i) represents a route, and each element t(i) represents the terminal 
that route W(i) is assigned to. 
It can easily be shown that an optimal feasible solution to the 
multi-terminal vehicle dispatch problem always exists. First it must 
be demonstrated that at least one feasible solution exists. Let 
v = n and partition the set P1 into n singleton subsets i, 
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i 1,2, •.• ,n. Since q(i): C, i 1,2, •.• ,n, constraint (5) is 
satisfied. Since for each w(i,1) E P1 there exists atE P2 such 
that d(t,w(i,1)) + d(w(i ,1),t) 5 D, constraint (4) will be satisfied 
if we let each t(i) be such at. Thus, then-tuple Tis determined, 
the cost function f can be calculated, and a feasible solution has 
been constructed. In any feasible solution there can be no more 
than n finite sequences W(i). For each W(i) there is no more than 
m choices for t(i), and since each W(i) can have no more than n 
elements, the maximum number of arrangements of each W(i) cannot 
exceed n factorial. Thus, n·m·n! is an upper bound on the number of 
possible feasible solutions. The number of values off being finite, 
there exists a smallest value and hence an optimal solution. 
B. Development of the Multi-Terminal Sweep Algorithm 
1. Assignment of Demand Points to Terminals 
The assignment of demand points to terminals is not a simple 
matter of assigning each point to its nearest terminal. The best 
assignment pattern is a function of the distribution of the demand 
points and the load and distance constraints on the routes. However, 
even if the routes are unconstrained in any manner, it still may be 
possible that the minimum distance arrangement will involve more 
than one route and more than one terminal. 
The procedure begins with all demand points in the unassigned 
state. In accordance with a predetermined order a demand point is 
chosen for possible assignment. The cost of assigning point i 
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directly to terminal t is, in the case of a symmetric distance matrix, 
2d(i ,t). If several points are already linked in a chain-like pattern 
to the terminal t, there is frequently one pair of points, j and k, 
between which point i can be inserted at the least cost. This 
insertion cost will be d(j,i) + d(i ,k) - d(j,k), an expression 
reminiscent of the savings function, but actually being more analogous 
to the function used in the traveling salesman method of Karg and 
Thompson. 
If the order in which the points are considered is such that 
points closest to the terminals are generally assigned first, the 
result will be a set of expanding clusters of points. When a new 
point is considered for possible assignment to one of these clusters, 
the insertion cost need not be calculated for all possible pairs of 
assigned points. Instead, it need only be computed for those pairs 
of assigned locations which are joined together on the periphery of 
the clusters and then only on the side of the cluster nearest to 
the unassigned location. Clusters, whose terminal is at a distance 
of more than ~D from the new point, cannot be considered at all. 
A good criterion for ordering the points for possible assign-
ment was found to be the function h(i) = d(i,t'(i))/d(i ,t .. (i)), 
where t•(i) is the closest terminal to point i and t 11 (i) is the 
next closest. The demand points are considered in the order of 
increasing values of the ordering function, and since the values of 
h(i) lie between 0 and 1, the points that are equidistant from two 
terminals will be among the last ones considered. 
63 
In this very situation, where the choice between assigning a 
point to one of two terminals is very close, the order in which the 
points are considered can be extremely important. The assignment of 
the point under consideration to a specific terminal may well influence 
the assignment of another nearby location to the same terminal. 
Whereas, if the second point had been considered first, it may have 
been linked to another terminal and have exerted an influence over the 
assignment of the first point. For this reason, an assignment is not 
always made the first time a point is considered. 
Before a location i is inserted between two others in a cluster 
about a terminal, the nearest unassigned demand point, k is determined. 
If point k has previously been examined for assignment, its insertion 
cost has been calculated for its tvJO "nearest" terminals. If k lies 
near the line between i and the second-choice terminal fori, the 
second smallest insertion cost for i will be a rough estimate of the 
cost of assigning both i and k to that terminal. Likewise, the 
second smallest insertion cost for k will be a rough estimate of the 
cost of assigning both locations to the second-choice terminal for k. 
Therefore, if the second-choice insertion cost for i is greater than 
or equal to the second-choice insertion cost for k, location i will 
be assigned to its first-choice terminal. If the inequality goes the 
other way, or if location k has not previously been examined and its 
insertion costs calculated, then the assignment of location i is 
deferred until after k has been examined. If no unassigned location 
is sufficiently near to location i, then i is assigned to its first-
choice cluster without delay. While this procedure may result in the 
repeated deferral of a decision on several locations, it will always 
terminate in a finite number of steps and it will lessen the chance 
of an incorrect assignment. 
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This approach is a rapid means of assigning the demand points to 
terminals. The time required to assign 100 points to two terminals 
is estimated to be about 10 seconds on the IBM 360/50. This represents 
less than 1% of the time required to solve the entire problem. 
The assignment of demand points to clusters is done without regard 
for the load constraint and with little regard for the distance 
constraint. To have checked these constraints prior to the assignment 
of each location to a cluster would have been enormously time consuming, 
since it would have required the formation of routes joining the points 
to the terminals. The formation of routes is to be performed in the 
second stage of the multi-terminal procedure. A further reason for 
disregarding the consideration of load requirements in the terminal-
assignment decision lies in the complexity of the influence of demand 
distribution and the absence of any clear rules involving demand that 
are sufficiently easy to implement. The procedure described above 
does guarantee that each location can be serviced by the terminal to 
which it is assigned, and attempts to guarantee that there will be 
two nearby points also associated with that terminal which would be 
likely adjacent points on a route joining the location to the terminal. 
2. Multiple Application of the Modified Sweep Algorithm 
After all points are assigned to terminals, single-terminal 
vehicle dispatch problems are solved to obtain an initial solution. 
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The Modified Sweep Algorithm is well suited to this task. Because of 
the linear relationship between execution time and the number of 
demand points, the time required to obtain the initial solution to 
the multi-terminal problem will be not much greater than the time 
required to solve a single-terminal problem for all the locations 
under consideration. In some cases the time for this task will be 
reduced because the partitioning of the set of demand points into 
clusters about terminals will result in a smaller number of 
locations per route. 
Since this procedure cannot guarantee on optimal assignment of 
locations to terminals, a sequence of refinements are made to the 
current solution. A set of locations that are situated in the 
regions between the terminals are selected for possible reassignment 
to a different terminal. Each terminal takes a turn as a 11 center of 
attraction .. and attempts to draw these demand points away from 
adjacent terminals. The locations to be reassigned are examined in 
the order of their bearing angle with respect to the 11 Center of 
attraction ... 
If a demand point is a candidate for possible reassignment, the 
cluster to which it is currently assigned is bisected by a line 
through the terminal and perpendicular to a line from that terminal 
to the attracting terminal. The locations in this cluster lying 
between the bisecting line and the attracting terminal are declared 
unassigned. The cluster-forming process begins again, but the 
candidate location is considered first and the decision on its 
reassignment is not deferred. If it is reassigned to the other 
terminal, this action may influence some of the other unassigned 
locations to switch also. The vehicle dispatch problem is solved 
again for the two terminals in question, and if an improvement 
results, the reassignment becomes part of the current best solution, 
which is used as a basis for further refinement. If no improvement 
results, or if the location is reassigned to its own terminal, the 
next candidate for reassignment to the attracting terminal is 
examined. 
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Sometimes the location with the next larger bearing angle is not 
considered as the next candidate for reassignment. This occurs if 
the next demand point is farther away from the attracting terminal 
than the last candidate and is within a sufficiently small angular 
displacement of the last candidate, or if the next location is 
already assigned to the attracting terminal, or if it is too far 
away from it to be serviced. The purpose of the first two conditions 
is to avoid unnecessarily solving a pair of vehicle dispatch problems, 
while the last condition enforces the distance constraint. After a 
location has been reassigned to another terminal, it is removed from 
the list of candidates for reassignment. After all the terminals 
have served as 11 Centers of attraction, 11 an approximation to the 
optimal solution of the multi-terminal vehicle dispatch problem has 
been obtained. 
3. Multi-Terminal Sweep Algorithm 
According to the formulation presented in Section A of this 
chapter, a multi-terminal vehicle dispatch problem includes n demand 
points numbered 1 through n and m terminals numbered n + 1 through 
n + m. The distance between any two such locations, say i and j, is 
given by the distance function d(i,j). The given valueD represents 
an upper bound on the length of each route in the solution to the 
problem. 
The following step procedure presents a summary of the Multi-
Terminal Sweep Algorithm. In this procedure the variables t and T 
always represent terminals, and thus they assume values from n + 1 
through n + m. The variables i, j, and k generally represent demand 
points. 
STEP 1. 




The set of unassigned demand points is ordered so that j precedes 
k whenever h(j) < h(k), where his the ordering function defined 
previously in Section C of this chapter. Let j denote the demand 
point which is first in this ordering. 
STEP 3. 
Set t equal to n + 1. At this time, t represents the first 
terminal or location n + 1. 
STEP 4. 
If d(t,j) > ~0, go to Step 5. Otherwise, attempt to insert j 
into a chain of demand points already assigned to t, so that the 
insertion cost is minimized. A chain consists of a circular linked 
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list and contains exactly one terminal and zero or more demand points. 
If t is the only element of the chain, the insertion cost is 
d(t,j) + d(j,t). If the chain contains more than one element, the 
insertion cost is d(i,j) + d(j,k)- d(i,k), where i and k are 
consecutive elements in the chain. 
STEP 5. 
If t = n + m, go to Step 6. Otherwise increase t by 1 and go to 
Step 4. 
STEP 6. 
Arrange the terminals in increasing order with respect to the 
insertion cost for j. 
STEP 7. 
Find the unassigned demand point k which is nearest to j and 
for which d(j,k) ~ ~[d(t',j) + d(t",j)], where t' is the nearest 
terminal to j and t" is the second nearest terminal to j. If no such 
demand point exists, go to Step 8. If k has not been previously 
examined, go to Step 9. Compare the second smallest insertion cost 
for k with that just determined for j. If the second smallest 
insertion cost for j is greater than that for k, go to Step 8. 
Otherwise, go to Step 9. 
STEP 8. 
Assign demand point j to the terminal for which the insertion 
cost is the smallest. Insert j into the chain at this terminal so 
that this minimum insertion cost is realized. If there are no 
unassigned demand points, go to Step 10. Otherwise, let j denote the 
next unassigned demand point on the ordered list and go to Step 3. 
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STEP 9. 
Record the value of the second smallest insertion cost for j. 
Rearrange the ordered list of unassigned demand points so that j comes 
immediately after k. Then let j denote the first unassigned demand 
point in the rearranged list and go to Step 3. 
STEP 10. 
If the current assignment of demand points to terminals is a 
refinement of some earlier assignment, go to Step 11. Otherwise, this 
is the initial assignment, and m applications of the Modified Sweep 
Algorithm are required to determine an initial solution to the multi-
terminal vehicle dispatch problem. In order to prepare for the 
refinement phase that follows, a list of demand points must be 
selected to serve as candidates for reassignment to other terminals. 
Suppose that j is a demand point, t' is its nearest terminal, and t" 
is its second nearest terminal. Then j belongs to the candidate list 
if and only if d(j,t") is no greater than ~D and the angle between 
the line joining j and t' and that joining t' and t" is no greater 
than a right angle. Set T equal to n + 1. T now represents the first 
terminal, which will be the first attracting depot. Arrange the 
demand points in the candidate list so that their bearing angles with 
respect to terminal T are in ascending order. Let j denote the first 
unexamined demand point on the candidate list. Then go to Step 13. 
STEP 11. 
If all demand points have been reassigned to the same terminals 
to which they were assigned in the preceding refinement, go to Step 12. 
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Otherwise~ use the Modified Sweep Algorithm to obtain new near-optimal 
solutions to the single-terminal vehicle dispatch problems at each of 
the terminals where changes were made. If the total cost of this 
solution to the multi-terminal vehicle dispatch problem is not less 
than that of the best previous solution~ go to Step 12. Otherwise, 
this is the best solution yet obtained. Those demand points which 
were reassigned to terminal T from another terminal are to be removed 
from the candidate list. 
STEP 12. 
If all the demand points in the candidate list have been examined 
for terminal T, go to Step 14. Otherwise, let j denote the first 
unexamined demand point in the candidate list. 
STEP 13. 
Examine demand point j. If j is already assigned to terminal T, 
or if d(j,T) is too large~ or if j is within an angular displacement 
of 0.375 radian of the last candidate considered for assignment to T 
and is farther away from T than that candidate~ then go to Step 12. 
Otherwise, let t be the terminal to which j is currently assigned. 
Bisect the cluster about t by a straight line through t and perpendic-
ular to a line joining t to T. The demand points assigned to ton 
the side of the line nearest to T are declared unassigned. Form one 
linked list chain of the demand points assigned to T and another of 
the demand points still assigned to t. The order of the demand points 
in these chains is determined by the bearing angle each demand point 
makes with respect to its terminal. Determine the terminal to which 
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j would now be assigned by performing the procedure defined in Step 3 
through Step 6. If j would be assigned to a terminal other than T, go 
to Step 12. If j would be assigned to T on the basis of minimum 
insertion cost, insert j into the appropriate place in the chain of 
demand points at terminal T and then go to Step 2. 
STEP 14. 
If T = n + m, the procedure has been completed and the best 
solution obtained is an approximation to the optimal solution. 
Otherwise, increment T by 1, arrange the demand points in the 
candidate list so that their bearing angles with respect to terminal 
T are in ascending order, and go to Step 12. 
C. Experiments and Results 
The Multi-Terminal Sweep Algorithm was used to solve eleven multi-
terminal vehicle dispatch problems. These problems were derived from 
the single-terminal problems solved by the Modified Sweep Algorithm. 
Since none of the papers in the literature dealing with multi-
terminal procedures provided details of the specific problems that 
were solved, no exact comparison is possible. Tillman and Cain (1972) 
provide some results for two problems with five terminals and fifty 
demand points. Their problems involved an average of 4.3 locations per 
route and an average execution time of 6.51 minutes on an IBM 360/50. 
This execution time can be compared with that of problem eighteen, a 
four-depot fifty-location problem with an average of 5.17 locations 
per route. Since the IBM 370/168 is roughly ten to fifteen times 
faster than the IBM 360/50, the 9.34 seconds required to solve problem 
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eighteen is equivalent to about 1.5 to 2.4 minutes of IBM 360/50 time. 
Consequently, the multi-terminal procedure described in this paper is 
definitely competitive with Tillman and Cain•s approach. 
The solutions to the multi-terminal problems listed in Table III 
provide some insight into the relationship between computation time 
and the number of depots. In each instance there is a large increase 
in computation time when the problem is changed from a single-depot 
problem to a multiple-depot one. For the 50-location and 75-location 
problems the time increases about 6 times; for the 100-location 
problems the time increased 10 times in one case and 20 times in the 
other; and for the 249-location problem the time increased 15 times. 
Of considerable importance, however, is the fact that computation time 
does not increase significantly with the inclusion of more than two 
depots, and sometimes tends to decrease. The 100-location problem 
with 4 depots requires only 2% longer to solve than the 100-location 
problem with 2 depots. The 249-location problem with 5 depots requires 
only 69% of the time that the 249-location 2-depot problem requires. 
Thus, all other parameters remaining the same, there appears to be no 
serious time restriction associated with solving problems with a large 
number of depots. 
The large increase in computation time experienced when going 
from one to two depots can be explained by the fact that multi-terminal 
problems require a sequence of refinements whereas the single-depot 
problems do not. The largest requirement for computation time occurs 
generally for the two-depot problem because in this case each 
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TABLE III 
Summary of Results of Multiple-Depot Vehicle Dispatch Problems 
Problem No. of No. of Average No. No. of Solution Time 
No. Depots Demand of Locations Refine- (Seconds) 
Points Per Route ments IBM 370/168 
18 4 50 5.17 1 593.161 9.34 
19 4 50 9.33 12 486.190 13.23 
20 5 75 7.82 24 652.383 20.43 
21 2 100 7.19 8 1066.651 51.24 
22 2 100 13.50 10 778.876 227.67 
23 3 100 7.25 21 912.225 53.05 
24 4 100 7.25 25 939.459 52.48 
25 2 249 10.58 17 4832.039 457.61 
26 3 249 10.58 26 4219.691 444.33 
27 4 249 10.58 41 3821.981 344.04 
28 5 249 10.22 48 3754.147 315.99 
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refinement involves all the demand points. As more depots are 
included in the problem, only those locations assigned to the two 
depots associated with a given refinement are involved in the 
calculations. Thus the more depots in the problem the larger is the 
portion of locations that are not involved in the calculations. On 
the other hand, as the number of depots increases, the number of 
possible interchanges often increases. This relation is difficult 
to predict, since it involves the geometry of the problem. If the 
addition of another depot causes a sufficient reduction in the lengths 
of the perimeters of the clusters (because the depots are closer 
together), then the number of interchanges would not be expected to 
increase much. The net effect of these counteracting factors has been 
to moderate the influence that the number of depots has on the 
computation time required by the algorithm. 
The results presented in Table III indicate that the linear 
relation between computation time and total number of locations, 
which held for the single-depot problem, is not valid for the multi-
terminal case. With all other parameters remaining constant, the 
computation time for the multi-terminal vehicle dispatch problem 
increases in proportion to the square of the increase in total 
number of locations. This effect is explained to some extent by the 
influence of the total number of locations on the number of refine-
ments required by the multi-terminal procedure. 
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VI. SUMMARY~ CONCLUSIONS~ AND FURTHER PROBLEMS 
The importance of reducing costs in the collection and distribution 
of materials is gaining increased attention as the necessity for the 
efficient utilization of resources is recognized. Few practical 
approaches are available to solve such vehicle dispatch problems when 
more than one depot or distribution center has to be considered. The 
purpose of this thesis has been to develop an algorithm for solving 
the type of multiple-depot vehicle dispatch problems that arise in 
realistic commercial and industrial situations. 
The Multi-Terminal Sweep Algorithm presented in this paper is a 
heuristic procedure with the following attributes: 
a) It is a new approach to the solution of the multi-terminal 
vehicle dispatch problem. 
b) When the average number of locations per route and the total 
number of locations remain constant, the required execution 
time remains constant or decreases slightly as the number of 
depots increase from two. 
c) For the single-depot vehicle dispatch problem the computer 
time increases linearly with the total number of locations, 
if the number of locations per route remains relatively 
constant. 
d) For the multi-depot vehicle dispatch problem the computer time 
increases quadratically with the total number of locations, 
all other parameters remaining constant. 
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e) When the number of depots and total number of locations remain 
constant, the computer time increases quadratically with the 
average number of locations per route. 
In the area of single-depot problems the Modified Sweep Algorithm has 
demonstrated that it is faster than the original Sweep Algorithm, that 
it obtains solutions of comparable quality or better, and that it can 
handle problems with a larger number of locations per route. In the 
area of multi-terminal vehicle dispatch problems, the Multi-Terminal 
Sweep Algorithm is competitive in terms of execution time with results 
published in the literature. 
In addition to its use in determining minimum-distance routes for 
delivery and collection, the Multi-Terminal Sweep Algorithm can be 
employed to determine the optimum number of terminals that will 
minimize the total distance traveled by delivery vehicles. This merely 
requires the repeated application of the algorithm to a sequence of 
problems in which the number of terminals is the only parameter that 
varies. A similar application involves the determination of the 
optimum vehicle load capacity. 
The possibilities for further improvement of the Modified Sweep 
Algorithm are far from exhausted. Additional heuristics may exist 
which will further reduce its computation time or provide better 
quality solutions. One improvement might involve generalizing the 
Modified Sweep Algorithm to allow for vehicles of differing load 
capacities in the same problem. This feature is included in several 
of the vehicle dispatch algorithms based on the savings approach. 
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Another type of problem which is mentioned in the literature and has 
not yet been attempted by a procedure like the Modified Sweep Algorithm 
is that of scheduling vehicles to serve locations that have probabil-
istic demands. Since the demand at each location would be uncertain 
and would vary from delivery to delivery, this type of problem would 
require the specification of a predetermined lower limit for the 
probability of each location receiving its full demand. 
In addition to their capability to provide fast, near-optimal 
solutions to a wide range of vehicle dispatch problems, the Multi-
Terminal Sweep Algorithm and the Modified Sweep Algorithm can also 
serve as a basis for further research in this field. 
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APPENDIX A 
COMPLETE COMPUTER SOURCE LISTING OF THE 
MULTI-TERMINAL SWEEP ALGORITHM 
C MULTI-TfRMit\Al VEHICLE DISPATCH ALGORITHM 
C AY GILLETT-JOHNSON 
C VFRSIUN CATEO JUNE 17, 1<774 
C USING SwEEP ALGORITHM BY GILLETT-MILLER 
c 
DATA ARE PUNCHEC AS FOLLOWS: 
HEADER CARO - CARD 1 
COLS: 1-80 PROBLEM OESCRIPllON 
PROBLEM OEFI~ITION - CARC 2 
CCLS 
1-10 # UF DEPOTS 
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(20A4) 















11-20 # UF LOCATICNS EXCLUDING OEPGTS (110) 
21-40 DISTANCE LlMIT (E2G.7) 
41-60 LOAD Ll,.,~ IT 
61-80 EXTkA DISTANCE EACH LOCATION 
OEPCT LOCATIONS- CA~D 3 
COLS 
1-20 X VALUE 
21-40 Y VALUE 




l-20 X VALUE 
21-40 Y VALUE 














INTEGER*2 (A- Z) 
ANG, DEMAND, OIST, OX, OY, MXLOAO, 
MXDIST, R, XOIST, X, Y, XOEPUT, YDEPOT 
ROR, WRT, TITLE(20) 
COMMON/KNOWLG/ XDIST, MCITY, ~CITY, MXOIST, MXLOAO, 
* ROR, WRT, X(26Q), Y(260), DEMAN0(250), 
* NOEPOT, NEARST(260), NXTNR(250) 
COMMON/RADIUS/ Rt260,10) 
COMMON/THETA/ ANG(2bO,lOJ 
ROR = 5 
WR T = 6 
1 REAO(ROR,2l.END=l4) TITLE, NOEPOT, NClTY, MXOIST, 
* MXLOAO, XOIST, (X(l+NCITY), Y(I+NCITYJ, I= l,NO£PUT) 
READlRDR,22) (X(l), Y{IJ, DEMAND(I), I= l,NCITY) 
NPTS = NCITY + NOEPOT 
DO 2 I = l,NPTS 
2 NEARST{I) : l 
NEARST(NCITY + ll = NDtPOT 
C CALCULATE POLAR COORDINATES OF CITIES WITH EACH OEPOT 
C BEING CONSIDERED IN TURN AS THE POLE OR ORIGIN 
DO 4 J = l,NDEPOT 
DEPOT = J + NCITY 
XDEPOT = X(OEPOT) 
YOEPOT = Y(OEPOT) 
DO 3 I - l,NPTS 
DX = X(l)- XOEPOT 
OY = Y(l) - YDEPOT 
DIST = SQRT(DX**2 +DY**2) 
R(I,J) = DIST 
IF fi.EQ.DEPOTl GO TO 3 
ANGCI.Jl = ATAN2(0Y,DX) 
IF (DIST.LT.R(l,NEARSTCI)}) NEARST(IJ = J 
3 CONTINUE 
4 ANGIDEPOT,JJ = O. 
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WRITEtWRT,23} TITLE, NDEPOT~ MXDIST, NCITY, MXLOAD, 
* XOIST, (1, Xli+NCITY,, Y(I+NCITY), I= l,NOEPOT) 
C DETERMINE THE NEXT NEAREST DEPOT FOR EACH CITY 
DO 6 I = l,t\CITY 
NXTNR(IJ = 1 
DIST = l.E50 
J = NEARSJ(I) 
DO 6 DEPOT = l,NDEPOT 
IF CDEPOT.EQ.J.OR.R(I,DEPOT).GE.OIST) GO TO 6 
OIST = R(I,DEPOT) 
NXTNRII) = DEPOT 
6 CONTINUE 
WRITE{WRT,24) (1, X(Il, Y(l), DEMAND(l), NEARST(I), 
* NXTNR{l), I = l,NCITY) 
CALL TRIAL 









'MAXIMUM Dl~TANCE PER TOUR:',Gl3.7/ 
'NUMBER OF CITIES:',I6,50X, 
'MAXIMUM LOAD PER TOUK:',Gl7.//74X, 
'EXTkA DISTANCE PER STOP:',Gl5.7/'0',40X, 
'DEPOT',l2X,'X',l5X,'Y'/(41X,I5,5X,2Gl~.7)) 




'CLOSEST 1 ,5X)/48X, 1 0EPOTS' ,52X, 1 QEPOTS'/ 
(15,3X,3Gl3.7,213,5X,I5,3X,3Gl3.7,213)J 
SUBROUTINE TRIAL 
C SUB~GUTINE TRIAL MAKES T~E INITIAL ~SSIGNMtNT OF 
C DEMAND POINTS fO TERMINALS ANG THEN PERFOKMS 
C REASSIG~MENTS OF CERTAIN POINTS IN U~0E~ TO RbFIN i 
C T~E SOLUTION FURTHER 







REAl*4 ANG, CGST( 10), 01, 02, DEMAND, 
DPDIST(lO), F(250), liNK, LNKUST, 
LOAC(lO), LOSS, MXOIST, MXLOAO, k, 
RMIN, RSC, SOl, 502, Sl, 52, f0(50), 
TL(5QJ, TDIST(5Q), TLOA0(50), TCTALD, 
XOIST, X, Y, XJ, YJ, DPLOADilO) 
INTEGER *4 RDR, WRT 9 ERANCH 









INTEGER*2 ASSGN(250), CITY(250), F IRST(lOl, 
LAST(lOl, MTOURS(lO), MTK(lO), 
TEN0(50), TUREN0(50), XCITY(250), 
ZCITY(250), lFIRST(lQ), ZLAST(lO) 
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COMMON/KNU~LG/ XOIST, MCITY, NCITY, ~XDIST, MXLOAO, 
ROR, WRT, X(260), Y(260), OEMAN0(250), 
NDEPOT, NEARST(2&0), NXTNR(250} 
CCMMON/PADIUS/ R(260,10) 
C~MMONITHETA/ ANG(260,10J 
CGMMON/PllOPT/ LINK(260), SlllO), 52(10», CHOICEClO), 
IN( 10), LINKE0(260), Gl00P(250), 
LCITY(250) 
ITRATN = 0 
KDEPOT = 0 
CHOICE( 2) = l 
TOTALD = l.E50 
on 1 [ = l,NCIT'I 
ZCITY(l) = I 
IF (~OEPOT.GT.l) 
ZFIRSTtl) = 1 
lLAST(l) ·- NCITY 
TEND(l) = NCITY 
NTR -= 1 
MT H ( 1) -= 1 
DE POT -= 1 
GO TO 2 
CALL SWEEPlOEPOT,NCITY.ZCITY,02,NTR,MTR,TcNO,TO,Tl) 
COST ( 1) = 02 
KOf-POT = 2 
IX = NX 
Gu TO 46 
2 RMIN = 0.5*MXDlST 
DO 3 DEPOT = l,NDEPOT 
OPLOACfCEPOT) = -1.0 
CHOICf(OEPOT) = DEPOT 
LCAO(OEPOT) = O. 
K = OfPOT + NCITY 
LINKEO(K) = K 
3 LINK(t<) = o. 
NCHOIC = NOEPOT 
NX = 0 
UO 5 I - l,~CITY 
NEARDP = NEARST( 1) 
t< = NXTNR(l) 
LINKEO(I) = 0 
LINK{l) = 2.E50 
F(l) = R(I,NtAROP)/R(J,K) 
IF (R(I,NEAROP)**2 + R(K+NC1TY.NEARDPl**2.LT. 
* R(I,K)**2) GO TO 5 




12 = NCITY 
IX = NX + l 
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XCITY( IXJ = 261 
ASSIGN 26 TO BRANCH 
NOCHNG = .FALSt. 
1 2 DO 3 3 I = l , I 2 
15 J = ZCITYCI) 
NEARDP = ~~ARST(J) 
* 
RSC = (0.5*(R(J,NEAROP) + 
XJ = X(Jj 
YJ = Y(J) 
R { J, NEARS T (~EAR OP + N CITY ) ) ) ) * * 2 
DO 24 DEPOT= l.NDEPOT 
LOSS -= l.E50 
IF (RlJ.DEPOTJ.GE.RMl~) GU TO 13 
l = DEPOT + NClJY 
02 = (XJ- X(l))**2 + (YJ- Y(L))**2 
SQUARO = .TRUE. 
1 q 01 = 02 
K = L 
L = Llf\KED(K) 
02 = (XJ- X(l))**2 + (YJ- Y(L))**2 
IF (02.LE.RSQ) GO TG 20 
SQUARO = • TRUE. 
GO TO 21 
20 IF (SQUARD) 01 = SQRT(Ol) 
02 = SQRT(02) 
SQUARO = .FALSE. 
LNKOSI - 01 + 02 - LI~K(K) 
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IF (lf\KGST.GT.LOSS) GO TO 21 
SL>l = 01 
502 = 02 
LOSS = LNKCST 
INSERT = K 
2 l IF ( L.l E. NC 1 T Y ) GO TO 1 q 
23 COST(OEPOT) = LOSS 
S 1 ( 0 E P 0 T ) -= SO 1 
S2(0EPOTJ = 502 
24 INCDEPOT) = INSERT 
CALL SORTUP(NCHOIC,CHOICE,CUST) 
GC TO ERANCH,(25,26) 
25 ASSIGN 26 TO BRANCH 
K = J 
IF (CHOICE(l).NE.KOtPOT) GO TO 52 
GO TO 32 
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26 IF (CCST(CHOICEC2)).GE.l.E~O.OR.I.GE.l2) GO TO 32 
LINK(J) = CCST(CHOlCE(2)) 
K = 0 
Il = I+ 1 
DO 27 INSERT= 11,12 
l = ZCITY(INSERT) 
02 ::= (XJ- X(l))**2 + (YJ- Y(L))**2 
IF (02.GT.RSQ) GO TO 27 
RSQ = 02 
K = l 
KK. = INSERT 
27 CiJNTit-..UE 
IF (K~FQ.O.OR.LINK(J).GE.LINK(K)l GC TC 32 
DO 30 L = ll,Kt< 
30 ZCITY(L - l) = ZCITY(l) 
ZCITY(KK)-= J 
GO TO 15 
32 K-= l~(CHOICE(l)) 
L -= Llf\KED(K) 
LOAO(CHOICE(l)J = LOAClCHOICE(l)) + UfMA~U(J) 
LINKEO(K) = J 
LINKEO(J) -= L 
IF (OLCDP(J).NE.CHOICE(l)) NOCHNG = .FALSE. 
LINK(K)-= Sl(CHOICE(l)) 
33 LINK(J) = S2CCHOICE(l)) 
I~ (NOCHNG) GO TO 52 
K = 0 
ITRATN -= ITRATN + 1 
NTR -= 0 
02 = o. 
DO 36 DEPOT= l,~DcPOT 
MTR(UEPOT) -= 0 
ZFIRSTfOEPOTj = K + 1 
SA~E(OEPOT) = {DPLOAD(DcPUT}.EQ.LUA J (Ob.P OT)) 
I = li~KEO(DtPOT + NCITYJ 
IF Cl.GT."'CITY) GO TO 36 
34 t< = K + 1 
ZCITY(K) = I 
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IF (ASSGN(l).EW.OEPOT) GO TO 35 
SAME(OEPOT) = .FALSE. 
F(l) = -F(l) 
35 I = LINKEO(I) 
IF (l.LE.~CITY) GO TO 34 
36 ZLAST(OEPOT) = K 
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C DETERMINE ThE MINIMUM-DISTANCE ·ROUTE FOK EACH DfP CJT 
KK = 0 
00 41 DEPOT = 1,NOEPOT 
11 = lFIRSTlOEPOT) 
01 = o. 
IF (SAMEfDEPOT)) GO TO 37 
l = ZLAST(OtPOTl - 11 + l 
IF (L.LE.O) GO TO 41 
NTR = NTR + 1 
TENO(NTR) = ZLAST(DEPOT) 
MTR,OEPCT) = 1 
KK = KK + MTUURS(OEPOTJ 
CALL SWEEP(OEPOT,L,ZCITY( llJ,D1,NTR,MTR~ffNO,TD,Tl) 
GO TO 40 
37 K = MTOURS(OEPOT) 
MTR(OEPCT) = K 
IF (K.LE.O) GO TO 41 
L = ZFIRST(OEPOT)- FIRST(OEP CT) 
00 38 ITOUR = l,K 
KK = KK + 1 
NTR = NTR + 1 
TENC(NTR) = TUREND(KK) + l 
TD(NTR) = TOIST(KK) 
38 TLCNTR) = TLOAO(KK) 
12 = ZLASTIDEPGT) 
L = FlRST(OEPOTl 
DO 39 I= 11,12 
ZCITY(I} = CITY(L) 
3q l = L + 1 
01 - OPDIST{DEPOT) 
40 02 = 02 + 01 
41 COST(OEPOT) = 01 
K = XCITY(IX) 
DO 43 DEPOT = l,~DEPOT 
Il = ZFIRST(OEPOT) 
12 = ZLAST(DEPOT) 
IF (ll.GT.I2J GO TO 43 
CO 42 I= 11.12 
42 OLOOPllCITY(I)) = DEPCT 
43 CONTINUE 
If (02.GE.TOTALD) GO TO 52 
IF (lTRATN.LE.l) GO TO 46 
t<K = NX 
l = 1 
DO 45 I = l,KK 
,J = XCITY(L) 
IF (F(J).GT.O.) GO TO 45 
F(J) = -F(J) 
NX = NX - 1 
CO 44 J ·- L,NX 
44 XCITY(J): XCITYCJ + 1) 
IF (L.LE.IX) IX= IX- l 
L -= L - l 
45 l ·- l + l 
C PRINT THE LATEST BEST RESULT 
46 DEPOT = 0 
l = 0 
TOTALO = 02 
DO 49 I = l.~CITY 
47 IF (I .LE.L) GO TO 48 
DEPOT = DEPCT + 1 
l = ZLAST(DEPOT) 
LAST (DEPOT) ·= L 
FIRST(OEPCT) = ZFIRSTCUEPOT) 
OPDIST(OEPOT) = COST(OEPOT) 
DPLOAO(OEPOT) = LCAO(OfPOT) 
MTOURS(OEPCT) = MTR(DEPOT) 
GO TO 47 
48 J = ZCITYCI) 
CITY ( I ) = J 
4q ASSGN(J) = DEPOT 
WR1TEfWRT,63) ITRATN, TOTALC 
DEPOT = 0 
I 2 = 0 
NTUURS = NTR 
92 
DO 51 ITlJUK = 1 ,NTUURS 
I -= I + l 
11 = 12 + 1 
J = ASSGNtCITY(I1)) 
lF (J.EQ.OEPOTJ GO TG 50 
DEPOT = J 
I = 1 
93 
WRITElWRT.66) DEPOT, ~TOUKS(OfPOT), OP D IST(O~PUT) 
50 12 = TENO(ITOURJ 
TURENO(ITOUR) = 12 
TOIST(ITOUR)- TO(ITOUR) 
TLOADliTOUR) = Tl(ITOU~) 
5 1 W R I T E ( W R T , 6 q ) I , T l ·J A 0 ( I T 0 U R ) , l 0 I S T ( 1 T U U R ) , 
* (CO~MA, CITY(J~, J = 11,12) 
K = 0 
GO TO 53 
52 sol :: ANGCK,KDEPOT) + 0.375 
S02 = R(K,KOEPOT) 
t< = ASSGN(K) 
53 IX :: I X + 1 
If ( IX.LE.NX) GO TO 54 
I X = 1 
.KOEPOT = KOEPOT + l 
IF (KOEPOT.GT.NDEPOT) GO TO 60 
CALL SORTUP(~X,XCITY,ANG(l,KDEP O T)) 
SOl = -20. 
502 = l.E50 
K = 0 
54 J = XCITY( IX t 
NEARDP = ASSGN(J) 
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I F ( N E A R D P • E Q • K 0 E P 0 T • 0 R • ( K • E Q • N F. A R D P • AN 0. AN G l J , K ll [ P 0 T ) 
* .LT.SOl.ANO.R(J,KDEPOT).GT.SD2).0R.K(J,KDfPOT).GE. 
* AMINltRMIN,l.25*R(J,NXTNR(J)))) GU TO 53 
L = 1 
X.J = X(J) 
YJ == y ( J) 
RSQ = R(J,NEARDPl**2 
DO 59 DEPOT = l,t\OEPOT 
I 1 = FlRST(DEPOT) 
I 2 = LASf(OEPOTJ 
KK = DEPOT .. NCITY 
IF ( ll.GT.I2) GO TO 58 
ASSIGt\ 56 TO BRANCH 
IF (OEPOT.EQ.NEAROP) ASSIGN 55 TO BRANCH 
INSERT = 0 
LOAD(OEPOT) = o. 
DO 57 I = 11,1? 
K = CITY(l} 
f(K) = ABS(f(K)) 
GO TO BRANCH,(55,~6) 
55 IF ( K. E Q. J) GO T 0 57 
* 
I F ( R S Q + R ( K, f1 E POT ) * * 2 • L T • ( X J - X ( K ) ) * * 2 + 
(YJ- YlK) >**2) 
l = L + 1 
GO TO 56 
ZCITY(l) = K 
LINK(K) = 2.E50 
llf\.KE:O(K) = 0 
GO TO 57 
56 INSERT = INSERT + 1 
LC ITY( INSERT J = K 
LOAO(OEPOT) = LOAO(DEPOT) + DfMANU(K) 
57 CONTINUE 
If (INSERT.LE.2) GO TU S74 
K = lCITY(l) 
12 = LCITY(2) 
uo 572 
11-= K 
K = 12 
= 3,lNSEKT 
12 = LCITYtl) 
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IF ( R ( K, DE P 0 T ) • G E. A~ IN l ( k (I l , 0 E POT) , R ( I 2, 0 fPC T ) ) ) 
* 
GO TO 572 
LINKEDlKK) = K 
LINK(KK) = SWRT((X(K)-X(KK))**2 + (Y(K)-Y(KK))**2) 
KK -= K 
LCITY(I- l)-= 0 
572 CONTINUE 
574 DO 576 I = l,INSEKT 
K = LCITY(I) 
IF (K.LE.O) GO TO ~76 
LINKt:OlKK) = K 
LINK(KK) = SQRT((X(K)-X(KK))**2 + (Y(K)-Y(KK))**?) 
KK = K 
576 CONTINUE 
58 LINKEC(KK) = DEPOT + NCITY 
li~K(KK) = R(KK,OEPOT) 
5q CONTII'.UE 
zc I r" ' 1 , = J 
K = l - 1 
CAll SORTUP(K,ZCITYf2),F} 
12 = L 
ASSIGN 25 TO BRANCH 
NCHO I C = 2 
CHOICE{!) = KDfPOT 
C~OICE(2) = NEArtOP 
NOC HNG = • TRUE. 
GO TO 12 
60 Rf: TURN 
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63 FORMAT('lTHE BEST DISTANCE AFTER',I3,' ITEkATILNS IS', 
* Gl3.7l 
66 FURMAT(/'OTt-<E SOLUTICI\ FOR DEPLll', !3, ' HAS', 13, 
* 'TOURS ANC A TOTAL DISTANCE JF', Gl3.7) 
69 FORMAT ( 'OROUTE', 13,' Wllrl LOALJ' ,Gl3. 7, 1 ANO DISTANCE', 





C THE MODIFIED SWEEP ALGORITHM 
C N IS THf NUMBFR l1F LUCATIONS li~CLUDING THE DtPCT 
C XD IS THE OISTANC CCNSTRAINT fOR EACH VEHICLE 
C Xl.O IS THE ADDEO DISTANCE PER STOP 
C C IS THE LOAD CAPACITY fOR EACH VEHICLE 
C X ( I ) , Y ( I ) A R f R E C TANG U LA R C CORD I N A T t: S F 0 R l U C AT l 0 N I 
















INTEGER*2 {A - Z) 
A, AGAP, ANG, AVLOAO, AVR, n:.iiJ(50), 
BQZ{50), BSTD, C, DEMAND, UI~T, OISTl, 
OIST2, DIST3, DISTNC, OUZ(50), ESTDST, 
EFG, LE~G, NULENG, Q(2~0), CQZ(50), 
QFACTR, QLIMIT, WSLACK, kAO, RX, RRX, 
R(250), 5(250), ~UM, SUMO, SUMQ, 
TOIST(50), TLUAU(50), T~MP, TWUPI 
/6.283lb?/, XO, XLD, X, Y, xi, YI 
RDR, wRT, J~ JJ, JJJ 
CllY(250), IROUT(lOll, 11{300), 
ITT(300), K(250), KKZ(50), Kl(5Q), 
MTOURS(lQ), TUREND(50) 
C 0 ~~ M 0 N I AN S E R S I N S 0 l N , N L S Q L N , I f1 ( l 0 0 ) , N U I D ( 10 0 ) • 
PTRflOQ), f\iUPTR(lOO), Lt:-r\G(lOO), 
NUL ENG ( lCO), TOUR ( 1000), NuT OUH ( l 000) 









EQUIVALfNCE lR( 1), DlSTNCl 1, l)) 
BSTD = O. 
Ml = 0 
IF CNPTS.LE.O) GO TO 64 
BSTD = l.E50 
KV = 0 
AVR = O. 
SUMQ = O. 
N = NPJS + 1 
DO 3 I == 2, N 
K l I ) = 
I A = I - l 
DC 2 J -= l,N 
tJlNLNK( I -
I I = CITY( I 
1 'J ) = 
- 1 ) 
S ( I ) = ANG(li~DEPOT) 
XI = X ( I I ) 
y I = Y l I I J 
DO 3 J = I,N 
I 1 = CITYlJ - 1 ) 
I A 
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DIST = SQRl((X(II)- Xl)**2 + (Y(ll)- Yl)**2) 
DISTNC(I,J) = DIST 
3 DISTNC(J,I) = DIST 
AGAP = -T\II;OPI 
CALL SORTUPlNPTS, t<(2), S) 
X 1 = S ( K f t\) ) - T ~0 PI 
A = 0. 
DO 4 I = l,NPTS 
J = CITYC .I) 
Q(l + 1) = Df::MANO(J) 
SUMQ = SUMQ + DEMANO(J) 
TEMP = RAOtJ,DEPGf) 
A VR = A VR + T E MP 
OISTNC(l,l + 1) =TEMP 
OISTNC(l ~ l,lJ =TEMP 
YI = S(K(l + 1)) 
TEMP = Yl - XI 
IF (TfMP.LE.AJ GO TO 4 
A = TEMP 
AGAP = Yl 
4 XI = YI 
AVLOAD = SUMQ/AINT(SUMQ/C + 0.999999) 
AVR = AVR/NPTS 
QFACTR = TWOPI*AVR/SUMQ 
D I S TNC ( 1, 1 J = 0. 
5(1) = o. 




K(l) = 1 
KIN+ l) = 1 
DO 5 I = 1. t\ 
~INLNt<(I,IJ = N 
5 CALL SORTUP(NPTS. Ml~lNK(l,I), DISTNC(l,l )) 
NSOLN = 0 
10(1) = 0 
C PERFORM BOTh FORWARD ANC BACKwARD SWEEPS 
DO 57 ILM = 1,2 
MM -= 0 
DO 6 I = l,~PTS 
SCI + 1) = ANGCCITY(l),OEPOTJ 
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1 KOU = 0 
NUSOLN = 0 
SUMO :: O. 
CALL SORTUPl~PTS, K(2), SJ 
Ml -= K(2) 
IF ( ILM.EC.2) GO TO 8 
FOR ... .ARC SWEEP ALGDRITHM 
~AGN = 2 
JEND = N 
OJ = 1 
GO TO 9 
C BACK~ARO SWEEP ALGORITHM 
8 JBGN = N 
Jfl\10 : 2 
OJ = -1 
c 
C START A NEW RCUTE 
c 
c 
9 J = JBGN 
M = 1 
MM = MM + 1 
QLIMIT = AVLCAO 
QSLACK = O. 
10 JJ = J 
lA = K(J) 
RR X = R ( 1 A) 
SUM = Q( lA) 
ESTDST = 2.0*DISTNC( IA, ll + XLO 
KCECK = 0 
KGUNT = 2 
IT(KOU + 1) = 1 
IT{KOU + 2) = lA 
C CONTINUE TO ADD NEW POINTS TO THE k OUTE 
11 JJJ = J 
If (J.fC.JENO) GC TO 48 
J = J + OJ 
IB = K(J) 
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TFMP = SUM+ Q{IB) 
IF lTrMP.GT.C) GO TO 16 
IF (SUM.GE.QLIMIT.AND.AVR*ABSCS(IB)-S(IA)l.GT. 
* AMINl(R( IAJ ,R( 18))) GO TO 16 
SUM = TEMP 
KCUNT = KOUNT + 1 
IT(KOU + KOUNT) = 18 
0 I S T 3 = E S TO S T - DIS T NC ( I A • l J + D l S T NC ( l A, I H) + 
* DISTNC(IR,l) + XLD 
IF (01ST3 .. LE.XO) GO TO 14 
C TEST TO DETERMINE IF DISTA~CE CO~STRAINf EXCEEDbO 
I = KOU + 1 
00 12 II = l,KOUNT 
IROUT(ll) = IT(I) 
12 I = I + 1 
CALL TRAvSfKCUNT,OIST3,IROUT) 
IF (01SJ3.GT.XO) GO TO 43 
DO 13 I = 1,KCUNT 
13 ITli + KOUJ = IROUT(l) 
KCECK = 1 
OIST = DIST3 
GO TC 15 
14 KC ECK = 0 
15 ESTDST = DIST3 
RRX = A~AX1(RRX, Rll8)) 
lA = 1 B 
GO TC 11 
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c 
16 IF (KCECK.GT .0) GO TO 17 
r. 
C OETERMI~E SHORTEST ROUTE AND TEST FOR FEASIBiliTY 
CALL TRAVS(KOUNT,OIST,ll(KOU + 1)) 
IF IDIST.GT.XO) GC TO 42 
ESTDST = DIST 
17 JY = MINO(IAES(J- JfND) + 1, 6) 
c 
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C SEARCH FOR THE POlNT NOT I~ A ROUTE THAT IS NEAREST 
C TO THIS ROUTE 
RX = l.ESO 
TEMP = 0.7*AMINl(AVR, RRX) 
DO 1q I = 2,KOUNT 
I A = l T ( I + K OU) 
IF (R(JA).LE.TEMP) GO TO 19 
I I = J 
DO 18 18 = l,JY 
A= DISTNCfiA,KCII)) 
IF (A.GE.RX) GO TO 18 
Jll =II 
RX = A 
18 1 I = I I + OJ 
19 CONTINUE 
IF (RX .. GE.l.E50) GO TO 46 
20 I = KOU + 1 
00 21 18 = 1,KOUNT 
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IRCUT(IB) = IT(I) 
21 I = I + 1 
c 
C CALCUlATE TH( LENGTH {JF f~F START Uf THE NrXT RCUTf 
C BrfORE THE PCINTS AKl fXCHANGfO 
1 = J 
c 
II = KOUNT + 1 
IROUTlll) = 1 
DC 2 3 I B = 1 , J Y 
IROUT(IB +Ill= Kll} 
23 I = I + OJ 
(ROUT(ll + JY + 1) = l 
If- fKCECK.EQ.2) GO TO 25 
IF (KCECK.LE.l.OR. I.NE.JYI) 
* CALL BTSfJY,OIST?.,I~OUT(lJ)) 
JY I = I 
RX = R ( K f J l .I J .) 
IB = IABS(Jil - J) + l 
I = J 
00 2 4 I A = 1 , I B 
TEMP= R(K(I)) 
IF fTEMP.LE.RX) GO TO 24 
RX -::: TEMP 
J I I = 
24 I = I + OJ 
IF (SUM+ QIK(Jll) ).GT.C) GO TO 2~ 
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c 
C POINT Jll WILL FIT IN ThE ROUTE. 
C fEST TO SEE wHETHER IT IS PkOFITA BLE. 
IF CSUM.LT.QLIMIT) OISJ2 = DIST2 + QFACTR*W(K(JII}) 
JKK = Jll 
KCECK = 2 
GU TO 36 
c 
C Sf ARCH FOR PC I NT "K I I" TO OEL£T E FRUM THE R CUT t: 
c 
25 TEMP = AVR*t-l.Ol**ILM 
A = t.E50 
I = JJ 
DO 27 lR = 2,KOUNT 
lA = K(l) 
E F G = R ( I A) + S ( I A)* TEMP 
IF (EFG.GE.A) GU TO 27 
A = EFG 
Kll-= I 
? 1 I = + OJ 
JI = K(KII) 
T~MP = Q(K(JII)) - Q(JIJ 
IF (SUM + TE~P.Gf.C) GO TO 46 
DO 30 I = 2,KCUNT 
! F iiROUTfi).EQ.JI) GC TO 31 
30 CONTI~UE 
31 IRCUT(1) = K(JII) 
c 
CALL TRA~S(KOUNT,OlSTl,IRCUTl 
IF (01Sll.GT.XO) GO TO 46 
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C CAlCULATF THE LENGTH OF THE START UF THE NEXT kOUTE 
C AFTER THE EXCHANGE CF PCINTS. 
c 
IROUT(IABS(Jil - Jl + KCU~T + 2) - K(KJJ) 
CAll BTS(JY.DIST3, IROUT (I I) J 
JX = JII 
KCECK = 0 
IF (QFACTR*TEMP+DIST+DIST2.LE.DISTl+OIST3) GO TO 33 
C AfTER fXC~ANGING PCINTS T~E DISTANCE SUM IS SMALL~R 
c 
DIST = OISTl 
ESTDST = DISTl 
U1ST2 = DIST3 




SUM = SUM + TEMP 
K(KtJ) = K(JJJ) 
K(JJJ) = K ( J I I ) 
K t .J I I ) = Jl 
Kll = Jll 
Jll = JJJ 
DO 32 I = l,KOUNT 
R(K(Jil))) 
32 IT(I + KOU) = IROUT(I) 
33 IF CIABS(JEt\0- J).LE.ll GO TO 40 
c 
C FINO THE POINT NEAREST TO Jll ANO TRY TO ADD IT 
C TO THE ~OUTE TOO 
TEMP = 1.£50 
c 
lA = K(Jil) 
l = J 
DO 3 4 I B = 1 • J Y 
IF (l.EQ.JX) GO TO 34 
A = 0 IS T NC ( K ( I ) • I A) 
IF IA.GE.TEMP) GO TO 34 
Jt<K = I 
TEMP = A 
34 I = 1 + OJ 
C TEST FOR LOAD FEASIBILITY 
36 TE~P = SU~ + Q(K(JKK)) 
IF (KCECK.EQ.O) TE~F =TEMP+ Q(lA)- ~(K(KIJ)) 
IF (TEMP.GT.Cl GO TO 40 
c 
C TEST FOR DISTANCE FEASIBILITY 
lA = K(JKK) 
I I = KOLNT + 1 
JROUT(IABS(JKK- J) +II+ 1)- IRLUT(II + l) 
IROUT(ll + 1) = 1 
IROUTfJI) = lA 
CALL TRA\JS( II ,OISTl,IROLTl 




C THE ROUTE WITH Jl I At\0 Jt<K AND WITHOUT KI I IS FEASIP.LE 
JY = JY - l 
CALL BTS(JY,OIST3,1ROUT(ll + ll) 
IF (OIST + OJST2.LE.Ul5Tl + OIST3) GO TO 40 
c 
c THE NEW ARRANGEMENT 1 s BETTf~ 
DJST ·- CISTl 
ESTDST = DISTl 
DIST2 = DIST3 
SuM = TEMP 
KOLNT = I I 
DO 37 I = l,t<OUNT 
37 I J ( I + KOU) -= IROUTll) 
IF (KCfCK.GT.l) GO TO 38 
Jl = KIKIJ) 
K(KII) = K(JJJ) 
K(JJJJ = K ( J I I ) 
K(Jil) = JI 
3H K(JKK} = K(J) 
K ( J, = IA 
RR X = AtJAXl(RRX, R(K(JJJ)), R(IA)l 
KC ECK = 4 
GO TO 1 1 
c 
39 IF (KCf:CK.Nf.2) GO TO 40 
l F ( SUM. l l. C L I M I T ) 0 1 S T 2 = 0 I S T I - () f AC l R * ~ ) ( I A ) 
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GD TG 20 
c 
C POINT JKK ~ILL NCT B~ AODED TO THE ROUTE AT THIS TIME 
c 
40 IF (KCECK. i~E.3) GO TO 46 
J = JJJ 
lA = K(J) 
GC TC ll 
C DELETE THE LAST ADDED POINT FROM THF RCUTE 
c 
42 J = J - OJ 
43 JJJ = J - OJ 
KCLNT = KOUNT - 1 
18 = K(J) 
SUM= SUM- QCIA> 
00 44 1 = 2,KCUNT 
IF(IT(l + KOU).~Q.IB) GO TO 45 
44 CONTINUE 
GO TO 16 
45 IT(I + KOUt = IT(KUUNT + KLU + l) 
GO TO 16 
C THIS ROUTE IS CCMPLETEO. 
46 SUMO.:: SUMO + DIST 
IF (KV.LT.KCUNT) KV = KOUNT 
If- CSUMO.GE.BSTD) GO TO 54 
DQ Z l M ) -= 0 1 S T 
QQZ(M) -= SUM 
c 
KZ(t--1) = KOUNT 
KOU = KOU + KOUNT 
IF (~.EQ.l) NLJSOLN = 0 
M = M + 1 
QSLACK = QSLACK + AVLUAD - SUM 
Q l I M I T = A V l f lAD + AM A X 1 ( 0 • , (j S l A C K ) 
C START TC FOR~ THE ~EXT ROUTE 
GO TO 10 
c 
C FORM A ROUTE OF THE REMAINlNG POINTS 
48 IF {KCECK.GT .0) GO TO ?0 
CALL TRAVS(KCUNT,OIST,IT(KOU + 1)) 
If- ( 0 I ST. G T. XO) GO TU 4 3 
50 CQZ(M) = SUM 
DQ Z ( M) = 0 I S T 
KZ(M) = KCUNT 
IF (KV.LT.KCUNT) KV = KCUNT 
SUMO= SUMO • OIST 
I~ (RSTO.LT.SUMO) GO TO 54 
C SAVE THE DETAILS OF THIS ~OLUTICN. 
RSTD = SUMO 
QFACTK = C.5*BST O/SUMQ 
IB = M + NPTS 
DO 52 I = 1, I H 
52 ITTll) = ITCI) 
DO 53 I = l, M 
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BQO(l) = GQZ ( I) 
HQ l ( I ) - QQZ(l) 
51 KK l ( [ ) = K l ( I l 
MZ = M 
c 
c INCREMENT THE SMAlLEST ANGLE BY TWO 
54 S(Ml) -= S( M 1) ... TWOPl 
/ 
NSOLN ·- NUSCLN 
IF (NSCLN.EC.O) GO TO 59 
DO 55 I = l,t\SOLN 
I 0 ( I ) = NU I 0 ( I ) 
PTR(I) = NUPTRI I) 
55 LENG(I) = f\4UL ENG ( 1 ) 
lA = PTRlNSOLN) 
DO 56 I 
-
l,IA 
56 TOUR ( I ) - NUT UUR ( I ) 
IF (MM.LT.KV) GO TO 7 
IF (M.EQ.l) GO TO 59 
57 CCNTINUE 
c 
C TRANSLATE THE POINT NUMBERS lNTO THF 
C EXTERNAL NUMBEKING SYSTE~. 
59 lA = 0 
IA = Ml + NPTS 
DO 6 l I I = 1 , I B 
J = ITT(ll) 






lA-= lA + l 
KZllA) =II + 1 
GO T 0 6 t 
60 ITT ( I I l = CITY ( J - 1} 
bl CONTINUE 
KOLNT - 0 
IR = 0 
DO 63 I -= l,MZ 
lA = IB + 1 
IH 
- I B + KKZ t l) 
~J = KZ ( I ) 
DO 62 J = JJ,If1 
KOUNT = KCUNT + 1 
62 CllYlKOUNT) ·- ITTtJ) 
63 CONTINUE 
C UPCATE THE TOUK AND OfPOT lN~O~MATIC ·\J 
c 
64 I A = 1 
It: CDEPOT.EQ.l) GO TU 66 
DO 65 l = 2,0EPOT 
6 5 I A = I A + M TOURS (I - l) 
6 6 M :: ~ T 0 U R S ( 0 E P 0 T ) 
MTOUR~(OtPOT) = ~l 
JJ = Ml - ~ 
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c 
IB = lA + M 
IF (JJ.EQ.O.O~.IB.GT.NTOURS) Gu TO 70 
IF (JJ.LT.O) GU TU 67 
J = NTOURS 
OJ = -1 
GO TO 68 
67 J = IB 
OJ = l 
68 DO 69 = IB,NTOURS 
JJJ = J + JJ 
TURENC(JJJ) = TUREND(J) 
TOISTIJJJl = TOIST(J) 
TLOAO(JJJJ - TLUAO{J) 
6q J = J + OJ 
70 NTOURS = NTOURS + JJ 
If- (NPTS.LE.O) GO TO 72 
JJJ = 0 
I F ( I A • G T • 1 ) J J J ·- T U k E N 0 ( I A - 1 ) 
DO 7 l I = 1 , .\1 Z 
JJJ = JJJ + KKZ(lj- l 
TURENOCIA) = JJJ 
TOISTClA) - BQU(l) 
TLCAO( lA) = BQZ( I) 





SuBRCUTINE TRAVS(N~, F, IROUT) 
C SUBRCUTINE TRAVS ALCNG ~ITH SUBROUTINE CHlOSY USES 
C THE MODI FIE 0 LIN-KERN I GHAf\ METHOD T CJ SCJL V E 
C TRAVfliNG SALESMAN PRUHLE:MS FOR RCUTES W [ TH 










INTEGER*2 (A - C, F, I - /) 
t::PS/l.E-6/, F, LENG, NULENG, XOIST 
XFRCM(25Q), YFRt.J .~(L50). CAN5RK(500), 
P~OUT( lOll 
FCRwRO, PEJECT 
COMMON/ANSERS/ NSOLN, NLSOLN, ID( 100), l\UlO( 100), 
PTRllOO), NUPTR(l00), L£NG(l00), 
~ULENG(lCO), TUUR(lOOO), NUTOUR(l000) 
CUM~ON/KNCWLG/ XOIST, MCITY 
COMMON/L~KERN/ BKTRKl, BKTRK2, CMLINK{2~0), FKCM(2SO), 
GSTAR, GSUfJ, I, l~P~OV, K, N, TC(£~U), 




EQUIVALENCE ( C A N 8 R K ( l ) , X T 0 ( l ) , Y F R 0 r~ ( 1 ) ) , 
(XFROM(2),YTO(l)l 
DO 1 I -= 2,MCITY 
REJECT( I + 2SO) = .TRUE. 
lONO -= 0 
OCJ 2 = l,t\~ 
L = IROLJT(l) 
REJtCT(L ... 250) = .FALSE. 
2 IDNO = IDt\0 + L 
I START = l 
DO 5 L = 1,1\SCLN 
I END = PTR(l) 
IF C IDNO.NE.IDtL)) GO rn ? 
3 
DO 3 I = ISTART,IEND 
I F (Rt:JECT( TOUR( I) 
CONTINUE 
F = LENG(l) 
K = 2 
DO 4 I = ISTART,IEND 
IRCJUT(K) = TOUR(l) 
4 K = K + l 
GO TO 63 
5 ISTART = lEND + 1 
+ 
IF (NN.GT.l5) GO TO 6 
CALL LN30PT(NN, F, IROUT) 
GO TC 63 
6 IMPROV = 0 
MNfAR = MCITY - 1 
N = t-..N 
NF A I L = 0 
NUtJ. = 0 
C GENEKATE INITIAL TOUR 
L = IROUT(N) 
DO 10 K = l,N 
I = IROLT(K) 
2 ~ 0) ) 
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GO TO 5 
FROM(L) = I 
TO(I) = L 
10 L = I 
IF (N.LE.3) GC TO 61 
C IJERATIVE LOOP BEGINS 
12 DO 60 ZZ = l.N 
NFAIL = NFAIL + l 
IF (NFAIL.GT.N) GO TO 61 
Tl = IRCLT(N - ll + l) 
XFROM(l) -= Tl 
FORWRO = .FALSE:. 
T2 = FRGM(Tl) 
14 RKTRKl = 0 
17 K = 0 
8KTRK2 = 0 
GSTAR -= O. 
GSUM = 0. 
XTC(l) -= Tl 
C CHCOSE THt: FIRST "Y LINt<" 
I = 1 
CALL CHOOSY 
r,1 = GSUM 
GSTARl = GSTAR 
IF ('VTO(l).Gf.O) GO TO 27 
23 IF tFORWRO) GO TU 60 
C CHCOSE Tt-4E ALTERNATE "X liNK" 
FORWRD - .TRUE. 
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T2 = TO(l1) 
GO TO 14 
C CHOOSF THf SECOND "Y Lli\K" 
21 GSTAR = GSTAR1 
GSUM = Gl 
I = 2 
CALL CHGOSY 
IF lYT0(2).GT.O) GO TO 29 
If (GSTAR.GT.EPS} GO TO 3o 
C NU IMPROVED TOUR HAS HEFN FOUND 
28 BKTRKl = BKTRKl + 1 
IF (BKTRKl.LJ.5) GO TO 17 
GU TO 23 
zq IF IGSU~.GT.GSTAR) GO TO 32 
IF (GSTAR.GT.EPSJ GO TO 36 
30 BKTRK2 = BKT~K2 + 1 
If (BKTRK2.GE.SJ GO TO 28 
C 8 A C K TRACK I N H 0 P E 0 F M A K I N G AN l t-1 P R D V f M ct-. T 
GO ro 21 
C CGNTINUE TO CHOOSE LI~KS 
32 DO 33 I = 3,N 
CALL CHCOSY 
IF (GSUM.LE .GSTAI{.OR.YTO( I) .LE.O) GLJ r n 3 ~ 
33 CONTINUE 
35 IF (RKTRKl.LT.3) 1:1KTRKl = 3 
IF (GSTAR.LT.EPS) GO TO 30 
C AN IMPRCVED TOUR HAS BEEN FCLJNO 
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36 YTOIK» = Tl 
XTO(K + lJ = Tl 
IMPROV = IMPROV + 1 
NF All = 0 
C I~PLEMENT THE CHANGES IN THE LINKS 
DO 40 J = l,K 
T 4 = XF ROM ( I ) 
T 5 = XT 0 ( I ) 
T 6 = Y TO ( I ) 
IF (T4.EQ.TO(T5l) GO TO 37 
FROMCT5) = T6 
GO TO 38 
37 TO(T5) = T6 
38 IF (TOCJ6).EQ.XT0(1 + l).OR.{J.EQ.K.ANO.FU~WRO)) 
* GO TO 39 
FRCMIT6) = T5 
GO TO 40 
39 TO(T6) = J5 
40 CONTINUE 
T4 = Tl 
T6 = FRGM(Tl) 
DO 41 I = 2, 1'\ 
TS -= T6 
T6 = fROMtl6) 
IF (T4.~E.T6l GO TO 41 
T7 = TO(T5) 
FROM(l5) = T7 
118 
TO(TS) = T6 
T6 = T7 
IF (C~LINK(l6).EQ.T5) CMLINK(T5) = T6 
41 14 = T5 
If (IMPROV.GT.l) GO TO 45 
C INITIALIZE THE uco~MON LINK" ARRAY 
DO 44 I = l,N 
J = IROt;T(I) 
44 CMLINK(J) = FROM(J) 
GO TO 60 
C l~OICATE THE COMMON LINKS 
45 NBREAK = 0 
I= IROUT(l) 
.00 46 l = 1 , N 
J = FROM(I) 
IF lCMLINK(I).EQ.J) GO TO 46 
NB~EAK = ~BREAK + l 
CANBRK(NBREAK) = I 
46 I = J 
IF (N8REAK.LE.3) GO TO 60 
DO 47 I = l,NBREAK 
47 CANBRK(I + NBREAK) = CA~BRK(l) 
NSlOP = NBREAK 
~UM = 0 
N 1 = 0 
GSTAR = 0. 
C TRY TO FORM NON-SECUENTIAL ll~KS 
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DO 54 I = 4,NBREAK 
NSTOP = NSTOP + l 
Tl = CA~BRK(I - 3) 
l2 = FRCM(Tl) 
DO 52 J = I ,NBREAK 
T3 -- CAt\BRK(J- l) 
T 4 - F R f ! ~ t T 3 ) 
GSU~ = CIST(Tl,T2) + OtST(T3,T4) - OIST(T3,T2) -
* OIST(Tl,T4l 
IF- IGSU,.,.LE.0.1 GO TO 52 
K = I - 2 
48 K = K + 1 
IF (K.GE.J) GO TL.l 52 
TS = CANBRK(K - 1) 
T6 = FRCMff5) 
L = J - 1 
50 L = l + 1 
IF (L.GE.~STCP) GO TO 48 
T 7 -- C AN B R K ( l ) 
T8 = FRCM(T7) 
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F- = GSUM + DIST(T5,T6) + OIST(T7,Tb) - OIST{T7,T6) -
* DIS T (TS,T8) 
IF lF.lf.GSTAR) GO TO 50 
GS T AR = F 
IF (ll.NE.Nl) NU~ = NUM + 1 
N 1 = T 1 
N3 = T3 
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N5 = T5 
N7 = T7 
GO TC 50 
52 CONTINUE 
54 CONTINUE 
IF (NUM.LE.O) GO TO 60 




T3 = N3 
T4 = FRCM{t\3) 
TS = NS 
Tb ·- FRCM(~51 
T7 = N7 
T8 = FRCM(N7) 
56 FROMfTl) = T4 
TO ( T 4) = Tl 
FR ( M(l3.) = T2 
JO ( T 2) = T3 
FRUM(T5J 
- T8 
TO ( T 8) = TS 
F ~CM(T7) = T6 
TO ( T6l - T7 
IF CI\'UM.GT.l} GO TO 45 
61 CON TINU E 
GO TO 12 
61 F = -XDIST 
L =- T 0 ( 1 ROUT ( 1 ) ) 
DO 6 2 I : l, r., 
J-= FRC~(l) 
F = f + OIST(L,J) ~ XOIST 
IROUT(l) = J 
62 l ::: J 
6 3 I END = 0 
If (~USCLN.GT.O) lEND= NUPTR( ~ US C LN) 
IF (NUSCLN.Gf.lOO) GO TC 65 
IF (lEND+ NN.GT.lOOl) GC TO 6:> 
NUSOLN : NLSCLN + l 
NULENG(~USCLNJ = F 
00 64 K = 2,f\N 
IENO = IE"D + 1 
64 NuTOUR(IEND) = IRCUT(K) 
NUIDtNUSCLN) = ION~ 















1NTEGER*2 (A - C, F, - ZJ 
XLI, YLENG, YLI, D{ 60J 
8KANCH, lESTl, TfST2, TEST3, OPTION 
LSTN0Ll(25J), NXTN00(250), NUM(2), 
CROER (2~0), XFROiv1( 250), Yf-RGM( 250), 
XF(60), XT(60) 
CHOOSl, NOTOUR, NGTUR(60), NOTURl, 
REJECT, SKIPPD, SPLIT 
C~PARl, CMPAR2, CMPAR3 
CO~MO~/KNOWLG/ DUMMY, MCITY 
COMMON/lNKERN/ BKTRK{2), CMLI~Kl250), FKOM(250), 
* GSTAR, GSU~, I, IMPROV, K, N, 10(2501, 






lXTC(l), YfRCMfl)}, (XfROM(2), YTO(l)) 
(CMPARl, Tf:STl), (CMPAR2, TEST2), 
(CMPAR3, TEST3) 
IF (I.Nf.3) GO TO 3 
ASSIGN 31 TU OPTION 
If CIMPROV.LE.5) GrJ TO 2 
C ENFORCE RESTRICTICNS CN CC~MCN LINKS 
J = XTO(l) 
DO 1 L = 1, ~ 
JJ = FROM(J) 
IF lCMLINK(J).NE.JJ) REJECTlJ, = .T~Ut. 
1 J = JJ 
2 IF (.NOT.NUTCUR) GO TO 3 
ASSIGN 23 TC BRANCH 
GG TC 5 
3 A~SIGN 25 TO BRANCH 
IF- (I.GT.2} GO TO 5 
Yll = l.ESO 
ASSIGN 32 TO OPTION 
J = FROM(XF~CMil)J 
DO 4 l = 1. f\ 
REJECT(J} = .FALSE. 
OROERfJ) = l 
LSTNOO(J) = TO(J) 
JJ = FRCM(J) 
NXTNOO(J) = JJ 
4 J = JJ 
REJECT(XFRO~(ll) =.TRUE. 
R. E J E C T ( T C ( X F ~ C !', ( l l ) ) = • T R U E • 
IF (J.EC::.l) GU TU 13 
cr; UNT = 30 
START = 31 
NDTOUR .:: f\CTURl 
IF (.NGT.NOTUUR) GO TC 5 
ASSIGN 22 TO P.RA.NCH 
OROER2 = C ROER(¥TO(l~) 
CMPAKl = (0R D E~2.GT.OR D ER(YFROM( 1) l) 
C I~PLEME~T THE LINK FCUND IN THE LA~T ST EP 
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5 l = XFRCM(I) 
IY = XlC(I) 
IF (L.EO.FROM(lY)) GO TC 6 
RfJECT(l) = .TRUE. 
GO TO 1 
6 RfJECT( IV) = .TRUE. 
7 J = YFRCM(l - 1) 
IF (LSTNOO(J).EQ.XFRCM(l- 1)) GG TOR 
NXTNOO(J) = L 
GO TO 9 
8 LS T NCO C J) = L 
9 IF (JY.EC.:.NXTNDO(L)) GO TO 10 
LSTNOD(l) = J 
10 
11 
IF ( r\OTCUR) GO TO 14 
JJ = LSTNCO(IY) 
L S 1 NOD ( I Y) = N X T NO 0 ( I Y J 
t\X T NOD ( I Y ) -= J J 
GC TO 11 
t\XTNCO{L) = J 
If (NOTUUR) GO TC 14 
JJ = NXTNCD(IY) 
ORDERtlY) = 1 
00 12 ORDER I = z,r--; 
j = JJ 
'"lJ = NXTNOC(J) 
CROER(J) = CROERI 
IF (IY.NE.JJ) GO TO 12 
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NXTNOC(J) = LSTNOO(J) 
LSTNOC(J) = JJ 
JJ = f\XTNOC(J) 
12 IY-= J 
GO TO 14 
1 3 l = XF R C ~ ( 1 » 
ASSIGN 21 TO !:3RANCH 
OKOERl = f'.. 
CCUNT = 0 
START= 1 
CROER (XTO( l)) 
14 IYF = YFRCM(I) 
ORDERI = CROtRfiYF) 
XLI= DIST(L,IYF) 
YTO(I) = 0 
IF (l.LE.2.AND.BKTRK(l).Gl.O) GU TO 4J 
DO 15 J = l,N 
l = FRCtvl(l) 
15 REJECT{l + 250) = .FALSE. 
REJECT(XFRO~(l) • 250) =.TRUE. 
RfJfCT( IVF + 250) = .TRUE. 
KEJECT(t\XTNOD(IYF) + 250) =.TRUE. 
REJECT(LSTNCD(!YF) + 250) = .T~UE-. 
R~JECT(FROM(IY~) + 2?0) ~ .TRU~. 
REJECT(lO(lYF) + 250) = .TRUE. 
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C SFARCH FOR A ~INI-..,UM ''Y LINK .. AND A MAXIMU,"1 "X LINK" 
16 CHOICE = 0 
OELTA = -l.ESO 
GAIN -= -l.ESO 
DO 3 6 I "V = 1, 15 
11 CHOICE= CHOICE + l 
IF (CHOICE.GE.MCITYl GO TO 38 
L = ~I~LNK(ChOICE,lYF) 
IF (RE:JECT(L + 250)1 GCJ TO 17 
YLENG = DI5T(l,IYFJ 
20 IF (GSUM + XLI.LF.YLENG) GO TO 38 
RfJECT(L t- 250) = .T~UE. 
SPLIT = .FALSE. 
J = FROM(L) 
JJ = TO(L) 
ORDERL = OROER(LJ 
CMPAR2 = lOROERL.GT.CROERil 
Ct--0051 = .FALSE. 
GO TO fRANCH,(21,22,23,25) 
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C THIS FlRSl TEST PROHIBllS BREAKING THE LINK NEXT TO 
C NODt XFROM(l) 
21 IF(O~DERL.EC.OROERl} GO TC 25 
C A CG~PLETED TOUR IS NOT REQUIReD AT LEVEL CNE. 
SPLIT = CMPAR2 
GCJ TO 30 
2 2 IF (TEST 1. N E. TEST 2 ) GO T C 2 4 
C MAKE A CHOICE AT LEVf:L T~rJ wHICH GCE:S NJ T 
C COMPLETE A TOUR. 
SPLIT = • TRU E. 
GO Tn 25 
23 CMPAR2 = (CROERL.GT.uRCER2) 
IF CTESTI.EC.TEST2J GO TO 17 
C TRY TO CCMPLETE A TOUR AT LEVEL T~C OR THRfE 
? 4 IF (REJECT ( L) J GC f 0 2 7 
GO TO 30 
C ONLY ONf OF TH~ ADJACENT LINKS MAY UE BRUKEN 
25 CMPAP3 = (ORCERCJ).GT.OROLRL) 
IF (TFST2.EO.TEST3) GU TO 26 
IF ( R f J fC T ( l ) ) GO T 0 1 7 
CHOOSl -= .TRUE. 
GO ro 30 
26 CMPAP3 = (QRCER(JJ).GT.CRDERL) 
IF CTEST2.fO.TfST3) GO TO 17 
2 7 IF (REJECT ( J J) ) GC T 0 1 7 
CH OGSl = .TRUE. 
J = JJ 
30 DIFF = DIST(l,J) - YLENG 
GC TO OPTION,(31,32,33) 
ll IF ( L I~ f .l E • 0 E L T A) G(J T G 3 4 
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C LLJ CK-AHE-AC INI)lCATES THAT lHI~ I S TH e ~EST CH U ICl YET 
OF L T A = 0 IFF 
YTC(I) = L 
XT 0 ( I + l) = J 
YLI = YlENG 
NCTOUR = SPLIT 
GO TO 34 
32 IF (CIFF.LT.Yll) YLI -= OIFF 
If (SlART + 4.LE.CCUNT) ASSIGN :33 TO IJPTIUN 
13 IF (01FF.LT.YLI) GC TO 34 
COUNT = CCUNT + l 
NOTUR(CCUNT) = SPLIT 
XF(COUNTJ = l 
XT(CCUNT) = J 
C(CCUNT) = DIFF 
34 IF (SPLIT) GO TO 3S 
DI FF = OIFF- DIST(JyXFRCM(l)) 
IF CDI~F.Lf.GAI~) GO TO 35 
GAIN = DlfF 
LG = l 
JG = J 
35 IF (CHOCSl) GO TO 36 
IF (J.EQ.l) SPLIT= ~NOT.SPLIT 
CHOOSl = .TRUE. 
J = JJ 
IF (.NCT.REJECT(JJ)) GC TO 30 
36 CONTINUE 
3 8 I F ( G S U M + X l I + G A I N • l E • G S T A k ) G r; T CJ 3 9 
YlO(IJ = LG 
xrn(I + l) = JG 
'JOTOUR = .FALS E . 
YLI = DIST(IY~,LG) 
If li.GT.l) GO TO 44 
NOTURl = r\IOT GUR 
GU TO 44 
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Jq IF (I.GT.2) GO TO ~3 
IF CCUUNT.LT.START) GO TO 46 
NUM(I) = CCUNT 
40 CULNT = NUMll) 
l = 0 
DELTA = -l.E50 
DO 41 J = SlART,COUNT 
DIFF -= O(JJ 
IF (01FF.LE.O£LTA) GO TC 41 
DELTA= OIFF 
l = . J 
41 COf\TINUE 
IF . ( L. L E. 0) GO T 0 46 
42 O(L) = -l.E50 
NOTOUR = ~OTUR(L) 
XTO(I + lJ = XT(L) 
YTO(I)-= XF(l) 
YLI = DIST(YFROM((), YTO(l)) 
IF CI.GT.ll GC TO 44 
NOTURl = NOTOUR 
GO TO 44 
43 lf (YTO(l).Lf.O) GO TO 46 
44 GSUM = GSUM + XLI - YLI 
IF INOTCUR) GC TO 46 
C DETERMINE WHETHER A NE~ GSlAK Ht..S> Bf:EN t-CUt~D 
0 E L T A = GS U M + 0 l S T ( X F- R C r-1 ( I + 1 ) , X T 0 ( I + 1 ) ) -
* DISTlXTO.(l+l),XfROM(l)) 
130 
IF (OELT/\.Lf.GSTAR) GU TO 46 
GSTA~ = DELTA 
K = I + 1 
46 RETURN 
END 
SUBROUTINE L~30PT{N, DISf, IROUf) 
C SUBROUTif\E Lf\30PT SOLVES THE TRAVELING SALtSMAN 
C PRCBLl::M FUR A 3-UPT IMAL SfJLUT ICJN 
I~PLIC IT I NTEGER*2 (I - 1\i} 
INTEGE~*2 IROUT(l01), NXT(250) 
CCMMON/KNO~LG/ XDIST 
CO~MCN/PlTOPT/ 0ISTNC(250.250} 
Kl = IRGUT(N) 
on l -= l , " 
K2 = IR()Ul(l} 
NXT(Kl) = K2 
l Kl = K2 
IF- (~.LF.3) GO TO 9 
2 KN = l 
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00 4 KUUNT = l,N 
Kl = NXT(KN) 
DISTZ = DISTNC(KN, K l ) 
K3 = Kl 
DO 3 IK = 4 9 N 
K2 = K3 
K3 = NXT(K2) 
OISTl = OISTNC(K3, KN) + .001 
DIST3 = DISTNC(KZ, K 3) 
Jl = IK - l 
K5 = K3 
00 3 I J = J 1, N 
K4 = K5 
K5 = NXT(K4t 
Dl = DISTNCIKZ, 1<.5) ... 0 IS T f\1( ( K l, K4) 
0 = OIST~C(Kl, K5) + OISTr\C(K2, K 4) 
0 ·- AMINl(lJ. D 1 ) 
( F ( D ... OISTl.LT.ClST2 + DIST:3 + L1SfNC(K4, ~ 5) , 
* 
GO TO 5 
3 CONllNUE 
4 KN = Kl 
GO TO 9 
5 IF {Ol.GT.O) GC TO 6 
NXT(K2l = K5 
NXT(KN) = K3 
NXT(K4) = Kl 
GO TO 2 
6 IF (IK.LT.S) GO ro 
J2 = Kl 
J3 = NXT(J2} 
00 7 KCUNl = 5, I K 
Jl = J2 
J2 = J3 
J3 = NXT(J2) 
1 NXT(J2) = Jl 
8 NXT(K4l = K2 
NXT(KN) = K3 
NXT(Kl) = K5 
GC TU 2 
q K2 = 1 
OIST = -XOIST 
on 10 I = l,t\ 
Kl = 1<2 
K2 = NXT(Kl) 
8 
OIST = UIST + ulSTNC(Kl. K2) + XOI~T 




SUBROUTINt BTS(~, BCUNO, K) 







I~PLICIT INTEGfR*2 (1 - Nl 
REAL*4 T(l0,10) 




IT ( 2 l - 1 
DO 1 I - 1, N 
M(1,IJ = .FALSE .. 





J - 1 
= 1 
DO 4 














= l 9 N 
l,L) = M(l,L) 
1 
1.E50 
KJ - K ( J) 




DO 5 L = I,f\4 
J = IT(L) 
TIJ = TilJ + DISTNC(KJ. K(J)) 
l(I,J) = TIJ 
IF {TIJ.GT.DIST) GO JC 5 
CIST = TIJ 
JJ = l 
5 CONllf\UE 
IF (OIST.LT.BOUNIJ) GO TG 8 
6 I = I - 1 
IF li.LE.lJ GO TO 10 
DIST = l.E50 
DO 7 l = I • r\ 
J = IT ( L ) 
IF (M{I,JJ) GO TG 7 
TIJ = l(l,J) 
IF (TIJ.GT.DIST) GO TO 7 
!JIST = TIJ 
JJ = l 
7 COf\Tlt\UE 
IF CDIST.G E.BUUNO) GU TO 6 
8 J - ll(JJ) 
ll(JJ) = IT ( I ) 
I T C I ) = J 
M(I,J) = .TRUE. 
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IF fi.LT.N) GO TO 3 
DJST = DIST + DISfNl(K(J), K(N + 1)) 
IF (OIST.GE.BCUNO) GO TG 6 
BOUNU = DIST 
C DO 9 l = l,N 
c KK(l) = K([T(l)) 
GO TO 6 
c 
10 ROUND = BOUND .. N* XOI S T 
c DC 11 = l,N 





SUBROUTINE SCRTUP(NPTS, POINT, X) 
C SUBROUTINE SURTUP HUBBLE-SORTS THt PUINT ARRAY SO THAT 
C X(POI~T) IS IN ASCENOING ORDER 
REAL*4 X(300), XX 
INTEGE:R*2 I, II, J, NPlS, P, POJNl(J00), PTl, PT2 
IF (NPTS.LE.l) GO TU 3 
DO 2 I = 2,f\PTS 
PTl.;: PCINl(l-1) 
PT2-= POINT(!) 
XX = X(PT2) 
IF (X(PTll.LE.XXI GO TO 2 
POINl{l-l) = PT2 
POINT(JJ = PTl 
IF ( I.EQ.2) GO TO 2 
J = I 
00 1 I I = 3, 1 
J = J - 1 
P :: POINT(J-1) 
IF (X(P).LE.XX) GO TO 2 
POif\T{J-1) = PT2 






COMPUTER SOURCE LISTING OF THE CHRISTOFIDES AND EILON PROCEDURE 
SUBRCUTINE TRAVSlN, COST, !ROUT) 
C SUBRCUTINE TRAVS USES A VERSION U~ THE 3-UPTIMAl 
C PROCEDURE OF CHRISTOFIOES ANO EILUN TO SOLVE THf 
C TRAVELING SALESMAN PKOBLEM FOR ROUTf~ ~ITH MORf THA~ 
C 15 LOCATICNS. THIS VERSION UF SUBRUUTINE TRAVS CAN 
C BE SUBSTITUTED FOR THE VERSION OF SUBROUTINE TRAVS 




IMPLICIT REAL*4 ( A - H, L' u - L ) 
IMPLICIT INTEGER*2 ( I - K' M - T J 
REAL*4 ~REAK(3), CIST(3), LINK(lOl), MINir-'~ 1, 
MINit-12, 1\ULENG 
INTEGER*4 HRANCH, OPT, TRl'2 
lNTEGER~2 IROL;l(lQl), LIST(l0l), lSTl2SOl, 
NXT (250), TOUR, OROE~(250) 
LOG ICAL*. l REJt:CT(250) 
CO~MON/ANSERS/ NSOLN, NLSCLN, 10(100), NLID(l0U1, 
PTK(lOO), NUPTRllOO}, Lt: NG (luO), 
NULENG( lCO), TOUR( 100 0 ), NLJTOUR ( 1000) 
COI4~0 f\/KN GwL G/ XDI ST, MC ITY 
([! MMUN/L lt\KS/ MINL~K( lCO, 101) 
COMMON/PTTOPT/ OISTNCllCl,lOl) 
DO l I = 1 , tw' C I T Y 
1 RfJECT(l) = .TRUF. 
IONO ·= 0 
Kl = IROLT(N) 
DO 2 I = l~N 
K2-= I~CUT(I) 
IONO = IDf\C + K2 
REJECJ(K2) = .FALSE. 
NXT(Kl) = K2 
LST(K2l = Kl 
LINK( I) = OISTNC(Kl,K2} 
LIST(])= 
2 Kl = K2 
ISTART = l 
DO 5 KK = l,NSCLN 
lEND = PTR(KK) 
IF (lONO.NE.IDtKK)) GO TO 5 
OrJ 3 I= ISTART,IEND 
IF (REJECT(TOUK(I))) GU TO 5 
3 CONTINUE 
COST = LE"G(KK) 
J = 2 
CO 4 I= ISTART,lfND 
IROUT(J) = TOU~(l) 
4 J = J + l 
GO TO 45 
5 ISTART = IfND + l 
IF ( N. G T • l 5 ) GO T 0 6 
CALL LN3UPT(f\, COST, IROUT1 
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GO TO 45 
6 KN = 1 
KNCT = 0 
ASSIGN 15 TO OPT 
11 CALL SORTUP(N, LIST, Ll~K) 
EPS = O.OOOl*llNKCLISTtN)) 
C FIND THE SHORfc~T LI"K NUl IN THE TOUR 
~INIM2 = l.E50 
DO 13 I = l, N 
Kl = IROUT(l) 
NOll = NXT(KlJ 
NOT2 = LST(Kl) 
DO 12 J : 2,MCITY 
K2 = MINL~K(J - l, KlJ 
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IF ( .• NOT. REJECT ( K£) • AND. K 2. f\IE. NOT l. AND. K 2. N E. Nd T 2) 
* GO TO 13 
12 CONTINUE 
13 MINIM2 = AMINl(MlNIM2, OISTNClKl,K2)) 
DO 24 KOUNT = l,N 
Kl = NXT(KN) 
BREAK(l) = DISTNC(KN,Kl) 
I = N 
IF ( l INK ( l IS T ( I ) ) • f Q. eRE A K ( 1 ) ) 
BCUNDl = LINK{LIST(I)) 
IF ( L I~ K ( L IS T ( I - l ) ) • E W. BR t AK ( l ) ) 
P.OUND2 = Llt\K(LIST(I-1)) 
NOll= f\XT(Kl) 
= I - 1 
= [ - l 
c 
c 
NOT2 = LST(KN) 
00 14 I = 2.MCITY 
J::: MINLNK( 1-l,KlJ 
IF (.NOT.RtJECT(JJ.ANO.J.NE.NOTl) 
* GO TO UPT,ll5,17) 
14 CONTINUE 
15 
TRY TO FIND A 2-CHANGF 
UPPER1 = BREAK(l) +BOUNd!- UISTNC(J,Kl) 
KOl.JNTl = l 
DO 16 I = 2,MCITY 
IF (KCUNTl.GE.N) GO TO 24 
K2 = MINLNK(l-l,KN) 
IF (REJECT ( K 2 J ) GO TO 16 
KDUNTl = KOU~Tl + 1 
IF (K2.EQ.K1.UR.K2.EQ.NOT2) GO TO 16 
OIST(1) = OISTNC(KN,K2) 
IF (OISTtl).GE.UPPERl) GO TO 24 
K3 = NXTlK2) 
BREAK(2) = DISTNCIK2,K3) 
01Sl(2) = DIST~C(Kl~K3) 
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IF {BREAK(l) + BHEAK(2).GT.OIST(l) + DIST(2) + 
* EPS) GO TO 25 
16 CONTINUE 
17 
GO TO 24 
TRY TO FINO A 3-CHANGt 
MINIMl = DISTNClJ,Kl) 
LIMIT = BREAK(l) + BOUNDl + BOUND2 
J -= NOT 1 
DO 18 I = 1, N 
ORDfR(J) = I 
18 J = NXT(J) 
CKDERl = CROER(NOT2) 
KK -= KN 
KNOT = t<.1 
ASSIGN 27 TO BRANCH 
ASSIGN 191 TO TRY2 
DO 23 ITYPE = 1.2 
UfPERl = LIMIT - MI~IM1 - MI~IM2 
KDUNTl - 1 
DO 20 I = 2,MCITY 
IF ( KOUNT 1 .G E. N) GO TO 21 
K2 = MINLNK( I-l.Kf<.) 
IF lREJECTlK2)J GO TO 20 
KOUNTl = KOUNTl + 1 
ORDER2 = OROER(K2) 
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IF (0ROER2.GE.OROERl.OR.K2.EQ.NOT1) GU TO 2 0 
0 I S T ( 1 ) = 0 I S T NC t I< 2 • K K) 
If (01STl1).GE.UPPERll GO TO 2 1 
K3 = NXT(K2) 
BREAK(2) = DISfNClK2,K3) 
BGUND = BOUNOl 
IF lBOUND.EQ.EREAK(2)) BOI.JI\JO = BUUI\02 








KOUNT 2 = l 
00 19 J = 2,MCITY 
IF (KOUNT2.GE.N) GO TO TRY2,(l91,20) 
K4 = MINLNK{J-l,K3) 
I F ( R E J E C T ( K 4 ) } GO T 0 l 9 
KOUNT2 = KCUNT2 + 1 
IF (0ROER(K4l.GE.OROER2) GO TO 19 
OIST(2) = OISTNClK3,K4) 
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IF tOIST(2).GE.UPPER2) GU TO TR¥2,(191,20) 
K5 = NXT(K4) 
BREAK(3) = DISTNC(K4,K5) 
OIST(3) = DIST~C(KNOT,K5) 
IF (BREAK(l) + EREAK(2) + ~KEAK(3).GT. 
DIST(l) + OIST(2) + DIST(3) + fPS) 
GC TO BRANCH,(26,27J 
CONTINUE 
GO TO TRY2,(191,20) 
DIST(2) = OISJNC(K3,K1) 
IF (BREAK(l) + t3REAK(2).GT.UIST(l) + DIST(2) + 
EPS) GO TO 25 
CONTINUE 
IF (I TVPE.G E .2) GO TO 24 
KK = Kl 
KNOT = KN 
ASSIGN 26 TO BRANCH 
ASSIGN 20 TO TRY2 
00 22 I = 2,MCITY 
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J :: MINLNK(I-l.KNJ 
IF (.NOT.REJECTlJ).ANO.J.NE.NOT2J GO TO 23 
22 CCNTINUE 
2 .3 MINIMl = DISTNC(J 7 KN) 
24 KN = Kl 
ASSIGN 17 TO OPT 
IF (KNOT.EQ.O.ANO.N.GT.4l GO TO 11 
GO TO 40 
c IMPLEMENT A 2-CHANGE 
25 NXTtKNl = K2 
NXT(KlJ - K3 
LST(K3) = Kl 
KK = 2 
K5 ":: Kl 
GO TO 28 
c I.MPLEMEI\T A 3-CHANGE (TYPE 2) 
26 NXT(KN) = K5 
LST(K5J = KN 
NXT(K2) = Kl 
LST(Kl) = K2 
NXT(K4) = K3 
LSTlK3) = K4 
KN = Kl 
KK = 3 
GO TO 31 
c I~PLEMENT A 3-CHANGE (TYPE 1 ) 
27 NXT(KN) = K2 
28 
29 
NXT(K5) = Kl 
LST(Kl) = KS 
NXT(K4) = K3 
LSTCK3) = K4 
KK : 3 
J = K2 
K4 = LST(J) 
IF (J.EQ.K5J 
I :: J 
J - K4 
K4 = LSJ(J ,) 
NXT(l) = K 
LS T ( J) = I 
GO TO 29 
30 LST(K2) -= KN 
KN = K3 
GO 
31 DO 34 I - l,KK 
DO 32 J = l,N 
TO 30 
IF (BREAK ( I ) • E Q .Ll N K ( J) J GO T 0 3 3 
32 CONTINUE 
33 LINK(J) = -1. 
34 ORDER( ! ) = J 
DO 35 I = l,KK 
35 liNK(CRDER(l)) = DI S T(I) 
GO TO 11 
40 K2 = 1 
COST = -XDIST 
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OU 44 I = l,N 
K 1 = K2 
K2 = NXT(Kl) 
COST = COST + DISTNC(Kl,K2) + XDIST 
44 IROUT(I) = Kl 
45 lEND = 0 
46 
48 
IF (NUSCLN.GT.O) IENO = NUPTR(NUSOL~) 
IF (NUSCLN.GE.lOO) GO TO 48 
IF (lEND+ N.GT.lOOll GO TO 48 




DO 46 J = 2tN 
lEND = lEND + 1 
NUTOURIIEND) - IRCUT(J) 
NU .ID( NUSCLN) = IDNO 






EXAHPLE PROBL Er1S 
Prob 1 em 1 
r~umber of Depots: 1 f'.1aximum Distance Per Route: 200. 
Number of Demand Points: 21 t·1aximum Load Per r~o ute: 6000. 
Extra Distance Per Stop: 10. 
Location No. X y Load 
DEPOT 145. 215. 
1 151. 264. 1100. 
2 159. 261. 700. 
3 130. 254. 800. 
4 128. 252. 1400. 
5 163. 247. 2100. 
6 146. 246. 400. 
7 161. 242. 800. 
8 142. 239. 100. 
9 163. 236. 500. 
10 148. 232. 600. 
11 128. 231. 1200. 
12 156. 217. 1300. 
13 129. 214. 1300. 
14 146. 208. 300. 
15 164 . 208. 900. 
16 141. 206. 2100. 
17 147. 193. 1000. 
18 164. 193. 900. 
Number of 
Number of 

































1 f.1aximum Distance 







Extra Distance Per Stop: 
X y Load 
266. 235. 
295. 272. 125. 
301. 258. 84. 
309. 260. 60. 
217. 274. 500. 
218. 278. 300. 
282. 267. 175. 
242. 249. 350. 
230. 262. 150. 
249. 263. 1100. 
256. 267. 4100. 
265. 257. 225 . 
267. 242. 300. 
259. 265. 250. 
315. 233. 500. 






Prob 1 em 2 (Continued) 
Location No. X y Load 
16 318. 252 .. 100 .. 
17 329. 224. 250. 
18 267. 213 .. 120. 
19 275. 192. 600. 
20 303 .. 201. 500. 
21 308. 217. 175. 
22 326 .. 181. 7 ~-:J. 
Problem 3 
Number of Depots: 1 f1aximum Distance Per Route: 240. 
Number of Demand Points: 29 f1aximum Load Per Route: 4500. 
Extra Distance Per Stop: 10. 
Location tio. X y Load 
DEPOT 162 .. 354. 
1 218. 382 .. 300. 
2 218. 358 .. 3100 .. 
3 201. 370. 125. 
4 214 .. 371 .. 100. 
5 224. 370 .. 200. 
6 210 .. 382. 150. 
7 104 .. 354. lSO .. 
8 126. 338 .. 450. 
9 119. 340 .. 300 .. 
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Problem 3 (Continued) 
Location No. X y Load 
10 129. 349. 100. 
11 12G. 345. 950. 
12 125. 346. 125. 
13 116. 355. 150. 
14 126. 355. 150. 
15 125. 355. 550. 
16 119. 357. 150. 
17 115. 341. 100. 
18 153. 351. 150. 
19 175. 363. 400. 
20 180. 360. 300. 
21 159. 331. 1500. 
22 188. 357. 100. 
23 152. 349. 300. 
24 215. 389. 500. 
25 212. 394. 800. 
2G 188. 393. 300. 
27 207. 406. 100. 
28 184. 410. 150. 
29 207. 382. 1000. 
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Pro blem 4 
Number of Depots : 1 t1aximum Distance Per Route: 240. 
Number of Demand Points: 32 r-1axi mum Load Per Route: 8000. 
Extra Distance Per Stop: 10. 
Locat i on No . X y Load 
DEPOT 292. 425. 
1 298. 427. 700. 
2 309. 445. 400. 
3 307. 464. 400. 
4 336. 4 75. 1200. 
5 320. 439. 40. 
6 321. 437. 80. 
7 322. 437. 2000. 
8 323. 433. 900. 
9 324. 433. GOO. 
10 323. 429. 750. 
11 314. 435. 1500. 
12 311. 442. 150. 
13 304. 427. 250. 
14 293. 421. 1600. 
15 296. 418. 450. 
16 261. 384. 700. 
17 297. 410. 550. 
18 315. 407. 650. 
19 314. 406. 200. 
20 321. 391. 400. 
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Problem 4 (Continued) 
Location X y Load 
21 321. 398. 300. 
22 314. 394. 1300. 
23 313. 378. 700. 
24 304. 382. 750. 
25 295. 402. 1400. 
26 283. 406. 4000. 
27 279. 399. 600. 
28 271. 401. 1000. 
29 264. 414. 500. 
30 277. 439. 2500. 
31 290. 434. 1700. 
32 319. 433. 1100. 
Problem 5 
Number of Depots: 1 r1aximum Distance Per Route: 00 
Number of Demand Points: 50 r~aximum Load Per Route: 160. 
Extra Distance Per Stop: 0. 
Location r~o. X y Load 
DEPOT 30. 40. 
1 37. 52. 7. 
2 49. 49. 30. 
3 52 . 64. 16. 
4 20. 26. 9. 
5 40 . 30. 21. 
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Problem 5 (Continued) 
Location No. X y Load 
6 21. 47. 15. 
7 17. 63. 19. 
8 31. 62. 23. 
9 52. 33. 11. 
10 51. 21. c-::>. 
11 42. 41. 19. 
12 31. 32. 29. 
13 5. 25. 23. 
14 12. 42. 21. 
15 36. 16. 10. 
16 52. 41. 11-::>. 
17 27. 23. 3. 
18 17. 33. 41. 
19 13. 13. 9. 
20 57. 58. 28. 
21 62. 42. 8. 
22 42. 57. 3. 
23 16. 57. 16. 
24 8. 52. 10. 
25 7. 38. 28. 
26 27. 68. 7. 
27 30. 48. 15. 
28 43. 67. 14. 
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Problem 5 (Continued) 
Location r~o .. X y Load 
29 58 . 48 . 6 . 
30 58 . 27 . 19 . 
31 37 . 69 . 11 . 
32 38 . 46 . 12 .. 
33 46 . 10 .. 23 . 
34 61. 33 .. 26 . 
35 62 . 63 . 17 . 
36 63 . 69 . 6 . 
37 32 . 22 . 9. 
38 45 . 35 . 15 . 
39 59 . 15 . 14. 
40 5. 6. 7. 
41 10 . 17 . 27 . 
42 21 . 10 . 13 . 
43 5. 64. 11. 
44 30 . 15. 16. 
45 39. 10 . 10 . 
46 32 . 39. 5. 
47 25 . 32. 25. 
48 25. 55. 17. 
49 48. 28. 18. 
50 56. 37. 10. 
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Problem 6 
Number of Depots: 1 r~aximum Distance Per Route: CX) 
Number of Demand Points: 75 naximum Load Per Route: 100. 
Extra Distance Per Stop: 0. 
Location No. X y Load 
DEPOT 40. 40. 
1 22. 22. 18. 
2 36. 26. 26. 
3 21. 45. 11. 
4 45. 35. 30. 
5 55. 20. 21. 
6 33. 34. 19. 
7 50. 50. 15. 
8 55. 45. 16. 
9 26. 59. 29. 
10 40. 66. 26. 
11 55. 65. 37. 
12 35. 51. 16. 
13 62. 35. 12. 
14 62. 57. 31. 
15 62. 24. 8. 
16 21. 36. 19 . 
17 33. 44 . 20. 
18 9. 56. 13. 
19 62. 48. 15. 
20 66. 14. 22. 
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Problem 6 (Continued) 
Location No. X y Load 
21 44. 13. 28. 
22 26. 13. 12. 
23 11. 28. 6. 
24 7. 43. 27. 
25 17. 64. 14. 
26 41. 46. 18. 
27 55. 34. 17. 
28 35. 16 . 29. 
29 52. 26. 13. 
30 43. 26. 22. 
31 31. 76. 25. 
32 22. 53. 28. 
33 26. 29. 27. 
34 50. 40. 19. 
35 55. 50. 10. 
36 54. 10. 12. 
37 60. 15. 14. 
38 47. 66. 24. 
39 30. 60. 16. 
40 30. 50 . 33. 
41 12. 17. 15. 
42 15. 14. 11. 
43 16. 19. 18. 
44 21. 48. 17. 
45 50. 30. 21. 
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Problem 6 (Continued) 
Location No. X y Load 
46 51. 42. 27. 
47 50. 15. 19. 
48 48. 21. 20. 
49 12. 38. 5. 
50 15. 56. 22. 
51 29. 39. 12. 
52 54 .. 38. 19. 
53 55. 57. 22. 
54 67. 41. 16. 
55 10. 70. 7. 
56 6. 25. 26. 
57 65. 27. 14. 
58 40. 60. 21. 
59 70. 64. 24. 
60 64. 4. 13. 
61 36. 6. 15. 
62 30. 20. 18. 
63 20. 30. 11. 
64 15. 5. 28. 
65 50. 70. 9. 
66 . 57 .. 72. 37. 
67 45. 42. 30. 
68 38. 33. 10. 
69 50. 4. 8. 
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Problem 6 (Continued) 
Location No. X y Load 
70 66. 8. 11. 
71 59. 5. 3. 
72 35. 60. 1. 
73 27. 24. 6. 
74 40. 20. 10 . 
75 40. 37. 20. 
Problem 7 
f~umber of Depots: 1 
Number of Demand Points: 75 
Maximum Distance Per Route: oo 
Maximum Load Per Route: 140. 
Extra Distance Per Stop: 0. 
Coordinates and loads are the same as for Problem 6. 
Problem 8 
Number of Depots: 1 
Number of Demand Points: 75 
Maximum Distance Per Route: oo 
f'-1aximum Load Per Route: 180. 
Extra lJi stance Per Stop: 0. 
Coordinates and loads are the same as for Problem 6. 
Problem 9 
Number of Depots: 1 f1aximum Distance Per Route: oo 
Number of Demand Points: 75 f1aximum Load Per Route: 220. 
Extra Distance Per Stop: 0. 
Coordinates and loads are the same as for Problem 6. 
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Problem 10 
Number of Depots: 1 f·1aximum Distance Per Route: 00 
Number of Demand Points: 87 f1aximum Load Per Stop: 140 .. 
Extra Distance Per Stop: 0. 
Location r~o. X y Load 
DEPOT 21.78 9.78 
1 13.57 19.05 24. 
2 26.50 8.02 34. 
3 17.74 1.07 11. 
4 13.07 9.64 15. 
5 38.06 7.46 11. 
6 26.87 13.53 1 .. 
7 0.43 19.57 3. 
8 30.92 16.68 29. 
9 1.85 15.42 6. 
10 8. 34 6.29 25. 
11 0.40 4.62 6. 
12 11.83 13.91 25. 
13 20.48 16.28 2. 
14 10.97 6.43 28. 
15 18.38 17.32 8. 
16 2. 34 11.18 10. 
17 33.14 18.81 18. 
18 7.37 12.85 45. 
19 23.12 19.49 17. 
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Problem 10 (Continued) 
Location No. X y Load 
20 25 .. 76 1.89 9. 
21 30.78 15.41 16. 
22 27.81 4 .. 78 35. 
23 7.05 18.12 5. 
24 34.09 19.17 60. 
25 3.23 17.14 80. 
26 16.60 15.56 39. 
27 37.29 11.88 95. 
28 6.93 13.83 90. 
29 23.61 6.40 123. 
30 7.79 7.77 140. 
31 5.54 18.25 2. 
32 9.13 3. 17 2. 
33 35.86 19.09 2. 
34 26.36 7.27 2. 
35 10.00 4.57 2. 
36 4.82 13.37 2. 
37 37.04 10.82 2. 
38 36.35 11.74 2. 
39 13.62 15.26 2. 
40 20.49 4. 17 2. 
41 25.52 19.09 2. 
42 39.39 6.40 2. 
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Problem 10 (Continued) 
Location Uo. X y Load 
43 2.19 8.98 2. 
44 8.12 3.51 2. 
45 9.01 15.52 2. 
46 25.13 15.72 2. 
47 2.42 5.84 2. 
48 8.26 12.26 2. 
49 32.78 7. 99 2. 
50 0.86 10.65 2. 
51 0.14 4. 54 2. 
52 13.27 18.93 2. 
53 27.73 12.86 2. 
54 24.69 18.38 2. 
55 38.35 9.63 2. 
56 10.31 4.28 2. 
57 38.53 17.12 2. 
58 18.68 1.97 2. 
59 15.44 8 .. 63 2. 
60 4.57 16.07 2. 
61 31.74 10 .. 64 2. 
62 1.92 10.04 2. 
63 23.18 19.25 2. 
64 22.32 13.74 2. 
65 3.96 8.28 2. 
66 23.65 16.49 2. 
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Prob 1 em 10 (Continued) 
Location No. X y Load 
67 24.99 6.58 2. 
68 14.10 3.07 2. 
69 29.90 2. 14 2. 
70 36.46 10.18 2. 
71 33.94 10.28 2. 
72 17.79 0.90 2. 
73 10.58 3.72 2. 
74 29.33 14.59 2. 
75 30.99 1.73 2. 
76 21.78 9.78 2. 
77 1.38 16.10 2. 
78 20.82 17.53 2. 
79 23.02 11.27 2. 
80 8.05 2.72 2. 
81 0.22 16.17 2. 
82 32.13 10.85 2. 
83 0.99 5.36 2. 
84 15 .. 33 17.80 2. 
85 35.64 6 .. 76 2. 
86 0 . 29 0.06 2. 
87 38 . 08 13.75 2. 
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Problem 11 
Number of Depots: 1 Maximum Distance Per Route: 00 
Number of Demand Points: 100 Maximum Load Per Route: 112. 
Extra Distance Per Stop: 0. 
Location No. X y Load 
DEPOT 35. 35. 
. 1 41. 49. 10 . 
2 35. 17. 7. 
3 55. 45. 13. 
4 55. 20. 19. 
5 15. 30. 26. 
6 25. 30. 3. 
7 20. 50. 5. 
8 10. 43. 9. 
9 55. 60. 16. 
10 30. 60. 16. 
11 20. 65. 12. 
12 50. 35. 19. 
13 30. 25. 23. 
14 15. 10. 20. 
15 30. 5. 8. 
16 10. 20. 19. 
17 5. 30. 2. 
18 20 . 40. 12. 
19 15. 60 . 17. 
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Problem 11 (Continued) 
Location No. X y Load 
20 45. 65. 9. 
21 45. 20. 11. 
22 45. 10. 18. 
23 55. 5. 29. 
24 65. 35. 3. 
25 65. 20. 6. 
26 45. 30. 17. 
27 35. 40. 16. 
28 41. 37. 16. 
29 64. 42. 9. 
30 40. 60. 21. 
31 31. 52. 27. 
32 35. 69. 23. 
33 53. 52. 11. 
34 65. 55. 14. 
35 63. 65. 8. 
36 2. 60. 5. 
37 20. 20. 8. 
38 5 .. 5. 16. 
39 60. 12. 31. 
40 40 .. 25. 9. 
41 42. 7. 5. 
42 24. 12. 5. 
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Problem 11 (Continued) 
Location No. X y Load 
43 23. 3. 7. 
44 11. 14. 18. 
45 6. 38. 16. 
46 2. 48. 1. 
47 B. 56. 27. 
48 13. 52. 36. 
49 6. 68. 30. 
50 47. 47. 13. 
51 49. 58. 10. 
52 27. 43. 9. 
53 37. 31. 14. 
54 57. 29. 18. 
55 63. 23. 2. 
56 53. 12. 6. 
57 32 .. 12 . 7. 
58 36. 26. 18 .. 
59 21. 24. 28. 
60 17. 34. 3. 
61 12. 24. 13. 
62 24. 58. 19. 
63 27 .. 69. 10 .. 
64 15. 77. 9. 
65 62 .. 77. 20. 
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Problem 11 (Continued) 
Location No. X y Load 
66 49. 73. 25. 
67 67. 5. 25. 
68 56. 39. 36. 
69 37. 47. 6. 
70 37. 56. 5. 
71 57. 68. 15. 
72 47. 16. 25. 
73 44. 17. 9. 
74 46. 13. 8. 
75 49. 11. 18. 
76 49. 42. 13. 
77 53. 43. 14. 
78 61. 52. 3. 
79 57 .. 48. 23. 
80 56. 37. 6. 
81 55. 54. 26. 
82 15. 47 .. 16. 
83 14 .. 37. 11. 
84 11. 31. 7. 
85 16. 22. 41. 
86 4. 18. 35. 
87 28. 18. 26. 
88 26. 52. 9. 
89 26. 35. 15. 
167 
Problem 11 ( Co n t i n u e d ) 
Location No. X y Load 
90 31. 67. 3. 
91 15. 19. 1. 
92 22. 22. 2. 
93 18. 24. 22. 
94 26. 27. 27. 
95 25. 24. 20. 
96 22. 27. 11. 
97 25. 21. 12. 
98 19. 21. 10. 
99 20. 26. 9. 
100 18. 18. 17. 
Problem 12 
Number of Depots: 1 
Number of Demand Points: 100 
Maximum Distance Per Route: = 
Maximum Load Per Route: 200. 
Extra Distance Per Stop: 0. 
Coordinates and loads are the same as for Problem 11. 
Problem 13 
Number of Depots: 1 Maximum Distance Per Route: = 
Number of Demand Points: 100 Maximum Load Per Route: 300. 
Extra Distance Per Stop: 0. 
Coordinates and loads are the same as for Problem 11. 
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Problem 14 
Number of Depots: 1 
Number of Demand Points: 100 
Maximum Distance Per Route: 100. 
Maximum Load Per Route: 200. 
Extra Distance Per Stop: 0. 
Coordinates and loads are the same as for Problem 11. 
Problem 15 
Number of Depots: 1 Maximum Distance Per Route: 100. 
Number of Demand Points: 100 Maximum Load Per Route: 300. 
Extra Distance Per Stop: 0. 
Coordinates and loads are the same as for Problem 11. 
Problem 16 
Number of Depots: 1 Maximum Distance Per Route: = 
Number of Demand Points: 100 Maximum Load Per Route: 100. 
Extra Distance Per Stop: 0. 
Coordinates and loads are the same as for Problem 11. 
Problem 17 
Number of Depots: 1 Maximum Distance Per Route: 310. 
Number of Demand Points: 249 t1axi mum Load Per Route: 500. 
Extra Distance Per Stop: o. 
Location No. X y Load 
DEPOT 0. o. 
1 -99. -97. 6. 
2 -59. 50. 72. 
169 
Problem 17 (Continued) 
Location No. X y Load 
3 0. 14. 93. 
4 -17. -66. 28. 
5 -69 . -19. 5. 
6 31 . 12 . 43 . 
7 5. -41. 1. 
8 -12. 10. 36. 
9 -64. 70. 53. 
10 -12. 85. 63. 
11 -18. 64. 25. 
12 -77. -16. 50. 
13 -53. 88. 57. 
14 83. -24. 1. 
15 24. 41. 66. 
16 17. 21. 37. 
17 42. 96. 51. 
18 -65. 0. 47. 
19 -47. -26. 88. 
20 85. 36. 75. 
21 -35. -54. 48. 
22 54. -21. 40. 
23 64 . -17. 8. 
24 55 . 89 . 69. 
25 17. -25. 93. 
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Problem 17 (Continued) 
Location No. X y Load 
26 -61. 66. 29. 
27 -61. 26. 5. 
28 17. -72. 53. 
29 79. 38. 8. 
30 -62. -2. 24. 
31 -90. -68. 53. 
32 52. 66. 13. 
33 -54. -50. 47. 
34 8. -84. 57. 
35 37. -90. 9. 
36 -83. 49. 74. 
37 35. -1. 83. 
38 7. 59. 96. 
39 12. 48. 42. 
40 57. 95. 80. 
41 92. 28. 22. 
42 -3. 97. 56. 
43 -7. 52. 43. 
44 42. -15. 12. 
45 77. -43. 73. 
46 59. -49. 32. 
47 25. 91. 8. 
48 69 . -19. 79. 
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Problem 17 (Continued) 
Location No. X y Load 
49 -82. -14. 79. 
50 74. -70. 4. 
51 69. 59. 14. 
52 29. 33. 17. 
53 -97. 9. 19. 
54 -58. 9. 44. 
55 28. 93. 5. 
56 7. 73. 37. 
57 -28. 73. 100. 
58 -76. 55. 62. 
59 41. 42. 90. 
60 92. 40. 57. 
61 -84. -29. 44. 
62 -12. 42. 37. 
63 51. -45. 80 ., 
64 -37. 46. 60. 
65 -97. 35. 95. 
66 14. 89. 56. 
67 60. 58. 56. 
68 -63 . -75. 9. 
69 -18. 34. 39. 
70 -46. -82. 15. 
71 -86. -79. 4. 
72 -43. -30. 58. 
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Problem 17 (Continued) 
Location No. X y Load 
73 -44. 7. 73. 
74 -3. -20. 5. 
75 36. 41. 12. 
76 -30. -94. 3. 
77 79. -62. 8. 
78 51. 70. 31. 
79 -61. -26. 48. 
80 6. 94. 3. 
81 -19. -62. 52. 
82 -20. 51. 99. 
83 -81. 37. 29. 
84 7. 31. 12. 
85 52. 12. 50. 
86 83. -91. 98. 
87 -7. -92. 4. 
88 82. -74. 56. 
89 -70. 85. 24. 
90 -83. -30. 33. 
91 71. -61. 45. 
92 85. 11. 98. 
93 66. -48. 4. 
94 78. -87. 36. 
95 9 .. -79. 72. 
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Problem 17 (Continued) 
Location No. X y Load 
96 
-36. 4. 26. 










-42. 63. 33. 
102 20. 42. 84. 
103 15. 98. 740 
104 1. 
-17. 93. 
105 64. 20. 25. 
106 






109 86. 35. 68. 




-24. 4. 71. 
113 11. 96. 85. 
114 













Problem 17 (Continued) 
Location No. X y Load 
120 58. 
-19. 29. 
121 -83. 84. 81. 
122 -1. 49. 4. 
123 -4. 17. 23. 
124 -82. -3. 11. 
125 -43. 47. 86. 
126 6. 
-6. 2. 
127 70 .. 99. 31. 
128 68. -29. 54. 
129 -94. -30. 87. 
130 -94. -20. 17. 
131 -21. 77. 81. 
132 64. 37. 72. 
133 -70. -19. 10. 
134 88. 65. 50. 
135 2. 29. 25. 
136 33. 57. 71. 
137 -70. 6. 85. 
138 -38. -56. 51. 
139 -80. -95. 29. 
140 -5. -39. 55. 
141 8. -22. 45. 
142 -61. -76. 100. 
143 76. -22. 38. 
175 
Problem 17 (Continued) 
Location No. X y Load 
144 49. -71. 11. 
145 -30. -68. 82. 
146 1. 34. 50. 
147 77. 79. 39 .. 
148 -58. 64. 6. 
149 82. -97. 87. 
150 -80. 55. 83. 
151 81. -86. 22. 
152 39. -49. 24. 
153 -67. 72. 69. 
154 -25. -89. 97. 
155 -44. -95. 65. 
156 32. -68. 97. 
157 -17. 49. 79. 
158 93. 49. 79. 
159 99. 81. 46. 
160 10. -49. 52. 
161 63. -41. 39. 
162 38. 39. 94. 
163 -28. 39. 97. 
164 -2. -47. 18. 
165 38. 8. 3. 
166 -42. -6. 23. 
167 -67. 88o 19. 
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Problem 17 (Continued) 
Location No. X y Load 
168 19. 93. 40. 
169 40. 27. 49. 
170 
-61. 56. 96. 
171 43. 33. 58. 
172 
-18. -39. 15. 
173 
-69. 19. 21. 
174 75. -18. 56. 
175 31. 85. 67. 
176 25. 58. 10. 
177 
-16. 36. 36. 





181 42. 33. 60. 
182 16. 
-81. 33. 
183 -78. 53. 62. 
184 53. -80. 70. 
185 -46. -26. 79. 
186 -25. -54. 98. 
187 69. -46. 99. 
188 0. -78. 18. 
189 -84. 74. 55. 
190 -16o 16. 75. 
191 -63. -14. 94. 
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Problem 17 (Continued) 
Location No. X y Load 
192 51. -77. 89 . 
193 -39. 61. 13. 
194 5. 97. 19. 
195 -55. 39. 19. 
196 70. -14. 90. 
197 o. 95. 35. 
198 -45. 7. 76. 
199 38. -24. 3. 
200 50. -37. 11. 
201 59. 71. 98. 
202 -73. -96. 92. 
203 -29. 72. 1. 
204 -47. 12. 2. 
205 -88. -61. 63 .. 
206 -88. 36. 57. 
207 -46. -3. 50 .. 
208 26. -37 .. 19. 
209 -39. -67 .. 24. 
210 92. 27. 14. 
211 -80. -31. 18. 
212 93. -50. 77. 
213 -20 .. -5. 28. 
214 -22. 73 .. 72. 
215 -4. -7. 49. 
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Problem 17 (Continued) 
Location No. X y Load 
216 54. -48. 58. 
217 -70. 39. 84. 
218 54. -82. 58. 
219 29. 41. 41. 
220 -87. 51. 98. 
221 -96. -36. 77. 
222 49. 8. 57. 
223 -5. 54. 39. 
224 -26. 43. 99. 
225 -11. 60. 83. 
226 40. 61. 54. 
227 82. 35. 86. 
228 -92. 12. 2. 
229 -93. -86. 14. 
230 -66. 63. 42. 
231 -72. -87. 14. 
232 -57. -84. 55. 
233 23. 52. 2. 
235 -46. -62 .. 18. 
235 -19. 59. 17. 
236 63. -14. 22. 
237 -13 38. 28. 
238 -19. 87. 3 .. 
239 44. -84. 96. 
Problem 17 (Continued) 




-16. 62. 15. 
242 3. 66. 36. 
243 26. 22. 98. 
244 -38. -81. 78. ' 
245 70. -80. 92. 
246 17. -35. 65. 
247 96. -83. 64. 
248 -77. 80 .. 43 . 
249 -14. 44. 50. 
Problem 18 
Number of Depots: 4 











Maximum Distance Per Route: oo 
Maximum Load Per Route: 80. 











Number of Depots: 4 Maximum Distance Per Route: 00 
Number of Demand Points: 50 Maximum Load Per Route: 160. 
Extra Distance Per Stop: 0. 
Location No. X y 
DEPOT A 20. 20. 
DEPOT B 30. 40. 
DEPOT c 50. 30. 
DEPOT D 60. 50. 
Coordinates and loads of demand points are the same as for Problem 5. 
Problem 20 
Number of Depots: 5 Maximum Distance Per Route: 00 
Number of Demand Points: 75 ~1aximum Load Per Route: 140. 
Extra Distance Per Stop: o. 
Location No. X y 
DEPOT A 40. 40. 
DEPOT B 50. 22. 
DEPOT c 55. 55. 
DEPOT D 25. 45. 
DEPOT E 20. 20. 
Coordinates and loads of demand points are the same as for Problem 6. 
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Problem 21 
Number of Depots: 2 Maximum Distance Per Route: 00 
Number of Demand Points: 100 Maximum Load Per Route: 100. 
Extra Distance Per Stop: 0. 
Location No. X y 
DEPOT A 35. 20. 
DEPOT B 35. 50. 
Coordinates and loads of demand points are the same as for Problem 11. 
Problem 22 
Number of Depots: 2 




Maximum Distance Per Route: oo 
Maximum Load Per Route: 200. 







Coordinates and loads of demand points are the same as for Problem 11. 
Problem 23 
Number of Depots: 3 Maximum Distance Per Route: 00 
Number of Demand Points: 100 Maximum Load Per Route: 100 . 
Extra Distance Per Stop : o. 
Location No .. X y 
DEPOT A 15. 20 . 
DEPOT B 50 . 20 .. 
DEPOT C 35. 55. 
Coordinates and loads of demand points are the same as for Problem 11. 
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Problem 24 
Number of Depots: 4 Maximum Distance Per Route: 00 
Number of Demand Points: 100 Maximum Load Per Route: 100. 
Extra Distance Per Stop: o. 
Location No. X y 
DEPOT A 15. 35. 
DEPOT B 55. 35. 
DEPOT C 35. 20. 
DEPOT D 35. 50. 
Coordinates and loads of demand points are the same ·as for Problem 11. 
Problem 25 
Number of Depots: 2 Maximum Distance Per Route: 310. 
Number of Demand Points: 249 Maximum Load Per Route: 500. 
Extra Distance Per Stop: o. 
Location No. X y 
DEPOT A -33. 33. 
DEPOT B 33. -33. 
Coordinates and loads of demand points are the same as for Problem 17. 
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Problem 26 
Number of Depots: 3 Haximum Distance Per Route: 310. 
Number of Demand Points: 249 Maximum Load Per Route: 500. 
Extra Distance Per Stop: 0. 
Location No. X y 






Coordinates and loads of demand points are the same as for Problem 17. 
Problem 27 
Number of Depots: 4 






Coordinates and 1 oads of demand 
Maximum Distance Per Route: 310. 
Maximum Load Per Route: 500. 






points are the same as for Problem 17. 
Number of Depots: 5 








Prob 1 em 28 
Maximum Distance Per Route: 310. 
Maximum Load Per Route: 500. 







Coordinates and loads of demand points are the same as for Problem 17. 
