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Abstract.
Let M = M0 × R
2 be a pp–wave type spacetime endowed with the metric 〈·, ·〉z =
〈·, ·〉x + 2 du dv + H(x, u) du
2, where (M0, 〈·, ·〉x) is any Riemannian manifold and
H(x, u) an arbitrary function. We show that the behaviour of H(x, u) at spatial
infinity determines the causality of M, say: (a) if −H(x, u) behaves subquadratically
(i.e, essentially −H(x, u) ≤ R1(u)|x|
2−ǫ for some ǫ > 0 and large distance |x| to a fixed
point) and the spatial part (M0, 〈·, ·〉x) is complete, then the spacetime M is globally
hyperbolic, (b) if −H(x,u) grows at most quadratically (i.e, −H(x, u) ≤ R1(u)|x|
2
for large |x|) then it is strongly causal and (c) M is always causal, but there are
non-distinguishing examples (and thus, non-strongly causal), even when −H(x,u) ≤
R1(u)|x|
2+ǫ, for small ǫ > 0.
Therefore, the classical modelM0 = R
2, H(x, u) =
∑
i,j
hij(u)xixj( 6≡ 0), which is
known to be strongly causal but not globally hyperbolic, lies in the critical quadratic
situation with complete M0. This must be taken into account for realistic applica-
tions. In fact, we argue that −H will be subquadratic (and the spacetime globally
hyperbolic) if M is asymptotically flat. The relation of these results with the notion
of astigmatic conjugacy and the existence of conjugate points is also discussed.
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1 Introduction
Classically, plane fronted waves are studied in General Relativity by means of
the model (R4, ds2)
ds2 = dx21 + dx
2
2 + 2 du dv +H(x1, x2, u) du
2, (1.1)
(x1, x2, v, u) ∈ R4, where the (non identically null) function H : R3 → R can be
written as
H(x, u) =
2∑
i,j=1
hij(u)xixj (1.2)
for some symmetric functions hij . Particular cases are (plane symmetric) elec-
tromagnetic waves (hij(u) = h(u)δij) and (gravitational) plane waves (
∑
i hii ≡
0). In spite of their interest, some idealizations of these models (as the infinite
transversality of the wave or the identically null curvature of (R2, dx21 + dx
2
2))
may imply unrealistic predictions, especially from a global viewpoint. In fact,
some authors have studied finite models of plane waves as well as extensions of
the exact model (1.1) to different situations (see, for example, Refs. [1]—[10]).
We will focus on one of the outstanding global properties of a spacetime, its
causal structure and, in particular, its possible global hyperbolicity. In fact, this
property affects not only to its geometry or to the possibility to specify Cauchy
data for Einstein equations, but also to quantization [11], [12]. Penrose [13]
proved that, in the model (1.1), (1.2), there exists a sequence of null geodesics
which converges on a pair of nonintersecting null geodesics. This focusing prop-
erty has remained as one of the folk characteristics of plane waves and, as
Penrose himself proved, it forbides not only global hyperbolicity but also the
possibility of global embeddings in the flat space RN with arbitrary signature.
In a series of articles, Ehrlich and Emch [14], [15], [16] studied systematically
the focusing property, by introducing the concept of astigmatic conjugacy for
pairs of values of the variable u. Moreover, they determined the precise causal
hierarchy of exact gravitational waves, by showing that they are causally con-
tinuous (and thus, strongly causal) but not causally simple (neither globally
hyperbolic), see also the book [17]. Other causality properties of waves type
(1.1) can be seen in [18].
The authors, in collaboration with A.M. Candela, have introduced the fol-
lowing generalization of the exact model [19]. A (general) plane fronted wave
(PFW)1 is a product manifold M =M0 × R2 endowed with the metric
〈·, ·〉z = 〈·, ·〉x + 2 du dv +H(x, u) du2, (1.3)
1We will use the name PFW in what follows, in agreement to [19] and with no further
pretension. But there is some possibility of confusion with the related names in the literature.
Some widely spread names for the gravitational (i.e. vacuum) case are [10, Ch. 8]: (a) plane
fronted wave: vacuum spacetime admitting a shearfree geodesics null–congruence and an
orthogonal distribution of spacelike 2–surfaces, (b) pp-wave: vacuum metric satisfying (1.1),
and (c) plane wave: pp-wave satisfying (1.2) (the name “plane wave” is then more restrictive
than “plane fronted wave”). At any case, our models include all (vacuum or not) pp-waves
and, then, an alternative name may be GppW —general pp-wave.
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where (M0, 〈·, ·〉x) is an arbitrary (connected) Riemannian manifold, the vari-
ables (v, u) are the natural coordinates of R2 and the smooth scalar field H(x, u)
on M0 × R is also arbitrary (the subscripts z and x of the metric will be sup-
pressed in what follows, if there is no possibility of confusion). In [19] it is shown
that some global properties of the geodesics of a PFW (geodesic connectedness,
completeness) depend on the behaviour of H(x, u) at spatial infinity, i.e., when
the distance of x to a fixed point x¯ becomes arbitrarily large. Moreover, a
quadratic behaviour such as (1.2) becomes critical, in the sense that small per-
turbations either in the superquadratic or in the subquadratic direction may
introduce significative qualitative differences. The main aim of the present pa-
per is to show that this also holds for the causal structure and, in fact, per-
turbations in the subquadratic direction for −H will yield global hyperbolicity,
while in the superquadratic direction may destroy strong causality or even to
be distinguishing.
More precisely, we will say that −H(x, u) behaves subquadratically at spatial
infinity if there exist x¯ ∈ M0 and continuous functions R1(u), R2(u)(≥ 0),
p(u) < 2 such that:
−H(x, u) ≤ R1(u)dp(u)(x, x¯) +R2(u) ∀(x, u) ∈ M0 × R, (1.4)
where d is the distance canonically associated to the Riemannian metric onM0.
Less restrictively, if (1.4) holds with p(u) ≡ 2 then −H(x, u) behaves (at most)
quadratically at spatial infinity. Then, we will prove:
• (Section 2.) If no restriction on H(x, u) is imposed, the PFW is causal,
but not necessarily distinguishing (therefore, neither strongly causal). In
fact, a general reasoning shows that PFW’s are non-distinguishing when
−H , in addition to superquadratic (in the sense of Proposition 2.1), is non-
negative, andM0 is complete. As consequence, simple non-distinguishing
counterexamples can be found even under the additional assumption p(u) <
2 + ǫ, for (small) ǫ > 0, Example 2.2.
• (Section 3.) If −H(x, u) behaves at most quadratically at spatial infin-
ity, then the PFW is strongly causal, Theorem 3.1. So, this property of
plane waves (1.2) is general for all other PFW’s with the same asymptotic
behaviour.
• (Section 4.) If −H(x, u) behaves subquadratically at spatial infinity and
the Riemannian distance d on M0 is complete, then the spacetime is not
only strongly causal but also globally hyperbolic, Theorem 4.1. The proof
of global hyperbolicity can be also used to give particular examples of
quadratic and superquadratic PFW’s which are also globally hyperbolic
(Example 4.5).
The importance of these results becomes apparent, because (apart from prob-
lems of quantization, where the asymptotic behaviour is fundamental) the classi-
cal model (1.1), (1.2) lies exactly in the limit quadratic case, withM0 complete.
In fact, Penrose [13] also argued that, in order to be physically meaningful, the
exact model must be modified in some sense to obtain asymptotic flatness. This
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suggests that physically meaningful models for plane waves will be globally hy-
perbolic. In Section 5 we explore this possibility in two steps (see the conclusions
in Remark 5.4): (a) the energy conditions are characterized for PFW’s (Proposi-
tion 5.1), showing explicit examples with −H(x, u) sub and superquadratic, and
(b) we argue that asymptotic flatness should imply the vanishing of the eigen-
values of HessxH at infinity, and prove that, for complete M0, this condition
implies −H(x, u) is subquadratic (Proposition 5.3), i.e., global hyperbolicity.
On the other hand, as the focusing of null geodesics is an essential property
for plane waves, conjugate points of a general PFW are also studied (Section 6).
Basically, we show that the conjugate points along any geodesic are equal to the
conjugate points of the trajectories for a (positive-definite) Riemannian problem
of a particle under a potential, Proposition 6.2. This allows to control the
existence of conjugate points in a precise way, and may suggest their existence
in some cases, even though the focusing property of the classical model (1.1),
(1.2) cannot be expected in general.
2 PFW’s are not necessarily distinguishing
In what follows, the signature of spacetimes is chosen (−,+, . . . ,+), and a tan-
gent vector w will be timelike (resp. lightlike, causal) if 〈w,w〉 < 0 (resp.,
〈w,w〉 = 0 and w 6= 0; w is either lightlike or timelike); vector 0 is spacelike.
M = M0 × R2 will be equipped with the metric (1.3), and we will assume
differentiability C2 as a simplification (C1 would be enough for most purposes).
We will fix the time-orientation such that the lightlike vector field ∂v, is past
directed; thus, the lightlike vector field ∂u− 12H∂v will be future-directed. Eas-
ily, ∂v = ∇u is a parallel vector field and, for any future-directed causal curve
z(s) = (x(s), v(s), u(s)),
u˙(s) = 〈z˙(s), ∂v〉 ≥ 0, (2.1)
with strict inequality if z(s) is timelike.
From (2.1), PFW’s cannot contain closed timelike curves (they are chrono-
logical). Moreover, u is a quasi-time function (i.e., a function f such that: (a)
∇f is everywhere causal and past directed, and (b) every lightlike geodesic γ
with f◦γ constant is injective) and, as a consequence, PFW’s are causal, i.e., can
neither contain closed causal curves (see, for example, [14, Scholium 4.11]). Nev-
ertheless, PFW’s are not necessarily strongly causal, as Proposition 2.1 shows.
This result provides examples of PFW’s, even as in (1.1), which are not distin-
guishing. Recall that distinguishing is the causality condition strictly between
causal and strongly causal (see [17, p. 73]), and it means the equivalence among
the three following conditions: (i) I+(P ) = I+(Q); (ii) I−(P ) = I−(Q); and
(iii) P = Q.
Proposition 2.1 A PFW is non-distinguishing if M0 is complete, H is non-
positive (H ≤ 0) and −H is superquadratic in the following sense: there exists
a sequence {yn}n ⊆M0 with d(yn, x¯)→∞ such that
−H(yn, u) ≥ R1 · d2+ǫ(yn, x¯) +R2 for all u ∈ R, (2.2)
for some x¯ ∈M0 and ǫ, R1, R2 ∈ R with ǫ, R1 > 0.
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Proof. Fix z0 = (x0, v0, u0). In order to check that the implication (i) ⇒
(iii) in the definition of distinguishing above fails, it is enough to show that
I+(z0) = {(x, v, u) : x ∈M0, v ∈ R, u0 < u} =M0×R× (u0,∞), for all x0, v0.
Recall that, for any future-directed timelike curve, u˙(s) > 0 (see (2.1)) and,
thus, I+(z0) ⊆M0 ×R× (u0,∞). In the remainder we will show the converse,
that is, fixed z1 = (x1, v1, u1) with u0 < u1, our aim is to construct a piecewise
smooth future-directed timelike curve z(s) = (x(s), v(s), u0 + s∆u), ∆u = u1 −
u0, s ∈ [0, 1] from z0 to z1.
Define for 0 < δ < 1 and any natural number n ∈ N, the piecewise smooth
curve
xn(s) =

αn(s) if s ∈ [0, 12 − δ2 ]
yn if s ∈ [ 12 − δ2 , 12 + δ2 ]
βn(s) if s ∈ [ 12 + δ2 , 1],
(2.3)
where αn : [0,
1
2 − δ2 ]→M0, βn : [ 12 + δ2 , 1]→M0 are minimizing geodesics for
the Riemannian distance onM0 joining x0 with yn and yn with x1, respectively.
Now, for any arbitrary function vn(s), the piecewise smooth curve zn(s) =
(xn(s), vn(s), u0+s∆u) joins z0 with (x1, v, u1), for some (uncontrolled) v. Tak-
ing into account the expression of the metric (1.3), define vn(s) to obtain a
constant-speed timelike curve. That is, for some E < 0 put:
vn(s)− v0 = 1
2∆u
∫ s
0
(E − 〈x˙n(σ), x˙n(σ)〉 − (∆u)2H(xn(σ), σ))dσ. (2.4)
(Even though zn(s) is only piecewise smooth, it satisfies 〈∂v, z˙n(s)〉 = ∆u > 0,
and thus, it is future-directed). Therefore, using (2.3), (2.2) and the fact that
H(x, u) ≤ 0, we obtain
vn(1)− v0 ≥ E
2∆u
− 1
2∆u
(∫ 1
2
−
δ
2
0
〈x˙n(σ), x˙n(σ)〉dσ +
∫ 1
1
2
+ δ
2
〈x˙n(σ), x˙n(σ)〉dσ
)
−∆u
2
∫ 1
2
+ δ
2
1
2
−
δ
2
H(yn, σ)dσ
≥ E
2∆u
− d
2(yn, x0) + d
2(yn, x1)
(1− δ)∆u +
∆u
2
δ(R1 · d2+ǫ(yn, x¯) +R2). (2.5)
From (2.4), vn(1) goes to −∞ when E goes to −∞ and n ∈ N is fixed. On the
other hand, from (2.5) vn(1) goes to +∞ when n goes to +∞ and E ∈ (−∞, 0)
is fixed2. Therefore, for n big enough and varying E ∈ (−∞, 0), the value of
vn(1) can reach v1, as required.
Example 2.2 An obvious example included in Proposition 2.1 is the following:
M0 = R2 and H(x, u) equal to −|x|2+ǫ, ǫ > 0 (if required, H can be modified
around x = 0 in order to obtain a smooth function).
2This is the exact point where R1, ǫ > 0 is needed.
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This wide family of non-distinguishing examples shows a clear difference with
classical plane waves (1.1), (1.2), which are always strongly causal. In fact, the
counterexamples are possible because −H behaves at spatial infinity faster than
|x|2; for a behaviour at most as |x|2 strong causality is ensured, as proven in
the next section. But, of course, a superquadratic behaviour does not imply
necessarily such a bad causal behaviour: globally hyperbolic examples both,
quadratic and superquadratic, will be constructed in Example 4.5.
On the other hand, it is not difficult to check that the arguments for the
classical case (1.1), (1.2) apply, showing that any PFW is u–causally convex
(according to [14, Definition 4.3]); moreover, if (M0, 〈·, ·〉x) has no geodesic
loops (i.e., if any geodesic x(s) of M0 with x(0) = x(1) is necessarily constant)
then the PFW is also causally disconnected by a compact subset (see the proof
of [14, Proposition 4.15]).
3 Sufficient hypothesis for Strong Causality
Next, we will see how the quadratic behaviour of −H(x, u) at spatial infinity is
enough to ensure strong causality, i.e.:
Theorem 3.1 Any PFW (according to (1.3)) such that −H(x, u) grows at most
quadratically at infinity is strongly causal, for any (complete or not) M0.
In order to prove strong causality (and, when necessary, global hiperbolicity),
causal curves with endpoints in a controlled subset must be also controlled
between the endpoints. To this aim the inequality in Lemma 3.3 below will be
used systematically. But, in order to prove this inequality, first we will need the
following technical one. Essentially, this means that, for curves x(u) defined on
an interval [u0, u0 + ǫ] in the Riemannian manifold M0, the smaller ǫ > 0 we
choose, the bigger integral of the energy |x˙|2 (in comparison with the integral
of the square distance of x(s)) we get.
Lemma 3.2 Fix ǫ > 0. Then, for any piecewise smooth curve x : [u0, u1] →
M0 with 0 < u1 − u0 < ǫ:∫ u
u0
〈x˙(s), x˙(s)〉ds ≥ 1
ǫ2
∫ u
u0
d2(x(s), x(u0))ds. (3.1)
Proof. Clearly, for all u ∈ [u0, u1],
d(x(u), x(u0)) ≤
∫ u
u0
√
〈x˙(s), x˙(s)〉ds ≤ √u− u0 ·
√∫ u
u0
〈x˙(s), x˙(s)〉ds
(last inequality by Cauchy-Schwarz). Therefore,
d2(x(u), x(u0)) ≤ (u − u0)
∫ u
u0
〈x˙(s), x˙(s)〉ds
and, if u0 ≤ s ≤ u, then
d2(x(s), x(u0)) ≤ (s− u0)
∫ s
u0
〈x˙(s¯), x˙(s¯)〉ds¯ ≤ (u− u0)
∫ u
u0
〈x˙(s¯), x˙(s¯)〉ds¯. (3.2)
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Finally, by integrating in s the extreme terms of (3.2), we have∫ u
u0
d2(x(s), x(u0))ds ≤ (u − u0)2
∫ u
u0
〈x˙(s), x˙(s)〉ds ≤ ǫ2
∫ u
u0
〈x˙(s), x˙(s)〉ds,
and (3.1) is obtained.
In the following crucial lemma, for causal curves α(u) = (x(u), v(u), u), with
domain [u0, u0 + ǫ] and fixed x(u0) = x0, the integral of the energy of the
component x(u) is upper bounded in terms of the extremes of the components
(v(u), u) of α, with a bound independent of the chosen curve.
Lemma 3.3 Assume that −H(x, u) behaves quadratically (inequality (1.4) holds
with p(u) ≡ 2), and fix u0 ∈ R and a bounded subset B ⊂ M0. There
exist ǫ > 0 and R′2 > 0 such that, for any u-reparametrized causal curve
α(u) = (x(u), v(u), u), u ∈ [u0, u1] with u1 − u0 ≤ ǫ and x(u0) = x0 ∈ B,
one has:
v(u)− v(u0)−R′2(u − u0) < −
1
4
∫ u
u0
〈x˙(u¯), x˙(u¯)〉du¯ (≤ 0). (3.3)
Moreover3, if −H(x, u) behaves subquadratically (inequality (1.4) holds with
p(u) < 2) then the same conclusion holds for any ǫ > 0, i.e., fixed also any
ǫ > 0 there exists R′2 > 0 such that (3.3) holds for any such a curve α(u).
Proof. Put Eα(u) = 〈α˙(u), α˙(u)〉 = 〈x˙(u), x˙(u)〉+ 2v˙(u) +H(x, u), then:
v(u)− v(u0) = 1
2
∫ u
u0
(Eα(u¯)− 〈x˙(u¯), x˙(u¯)〉 −H(x(u¯), u¯)) du¯, ∀u ∈ [u0, u1].
(3.4)
On the other hand, using the quadratic condition (1.4):
−
∫ u
u0
H(x(u¯), u¯)du¯ ≤ Rmax1
∫ u
u0
d2(x(u¯), x¯)du¯+Rmax2 (u− u0), (3.5)
where Rmaxi is the maximum of Ri(u) in [u0, u0+ ǫ]. Thus, choosing ǫ > 0 small
enough and taking into account that x0 belongs to the bounded set B:
−
∫ u
u0
(H(x(u¯), u¯) +R′2)du¯ <
1
2ǫ2
∫ u
u0
d2(x(u¯), x0)du¯ ≤ 1
2
∫ u
u0
〈x˙(u¯), x˙(u¯)〉du¯,
(3.6)
(the last inequality by (3.1)) for some R′2 > 0 and all u ∈ [u0, u1]. Therefore,
we obtain
−
∫ u
u0
(
1
2
〈x˙(u¯), x˙(u¯)〉+H(x(u¯), u¯)
)
du¯ < R′2(u− u0), ∀u ∈ [u0, u1]. (3.7)
Thus, the result follows by using (3.7) and (3.4), taking into account that
Eα(u) ≤ 0.
3This last part will be needed only in the next section, in order to prove global hiperbolicity.
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Finally, in the subquadratic case, notice that fixed ǫ > 0, (3.5) holds replacing
d2(x(u¯), x¯) by dp(x(u¯), x¯) with p =Max{p(u) : u ∈ [u0, u0 + ǫ]} < 2. Thus,
choosing R′2 big enough, inequality (3.6) still holds.
Remark 3.4 The constants ǫ, R′2 > 0 in Lemma 3.3 (or only R
′
2 for its last
assertion) can be chosen such that, fixed u0 ∈ R, for any causal curve α(u) =
(x(u), v(u), u), u ∈ [u0, u1] with u1−u0 ≤ ǫ and x(u1) = x1 in a bounded subset
B1 of M0 (instead of x(u0) = x0 ∈ B), one also has:
v(u1)− v(u)−R′2(u1 − u) < −
1
4
∫ u1
u
〈x˙(u¯), x˙(u¯)〉du¯ (≤ 0). (3.8)
Proof of Theorem 3.1. Fixed z0 = (x0, v0, u0) ∈ M we can consider the
basis of neighborhoods of z0, {Uǫ′ : ǫ′ > 0}, where Uǫ′ = B(x0, ǫ′) × (v0 −
ǫ′, v0 + ǫ
′) × (u0 − ǫ′, u0 + ǫ′), and B(x0, ǫ′) is the Riemannian metric ball in
M0 centered at x0 with radius ǫ′. Our aim is to prove that, fixed ǫ′ > 0,
there exists ǫ ∈ (0, ǫ′] such that any causal curve α(s) = (x(s), v(s), u(s)) with
α(0) = (x0, v0, u0) and endpoint z1 = (x1, v1, u1) ∈ Uǫ , lies entirely in Uǫ′ .
Without loss of generality, one can assume that α(s) is timelike with u˙(s) > 0
(the proof if u˙(s) < 0 is analogous), and use u to parametrize α, i.e., we will
consider α(u) = (x(u), v(u), u) as in Lemma 3.3, with u1 − u0 < ǫ ≤ ǫ′.
Now, fixed ǫ′ > 0, let us see that some small ǫ > 0 can be chosen such that
x(u) lies in B(x0, ǫ
′) 4. When u = u1, the left-hand side of (3.3) is equal to
(v1 − v0)−R′2(u1 − u0), thus, (3.3) yields∫ u
u0
〈x˙(u¯), x˙(u¯)〉du¯ < 4(1 +R′2)ǫ,
for ǫ small enough. This inequality is a bound for the energy and, thus, the
length of x(u), as required.
Finally, let us show that v(s) remains in (v0 − ǫ′, v0+ ǫ′) for ǫ small enough.
Notice that, from (3.3):
v(u)− v0 < R′2(u1 − u0) < R′2ǫ. (3.9)
Analogously, from (3.8)
v1 − v(u) < R′2ǫ, (3.10)
and the bound for v(u) follows from (3.9), (3.10). As consequence, the causal
curve α(s) lies entirely in Uǫ′ and, thus, the PFW is strongly causal.
4 Sufficient hypotheses for Global Hyperbolic-
ity
This section is devoted to prove the following theorem, which completes our
study of causality of PFW’s.
4We remark that the inequalities in the remainder of the proof are needed only for some
small ǫ, thus, the first conclusion of Lemma 3.3 will be claimed.
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Theorem 4.1 Any PFW with M0 complete and −H(x, u) subquadratic (ac-
cording to (1.4)), is globally hyperbolic.
The proof will be straightforward from the following two lemmas. The first one
is an obvious consequence of [20, p. 409, Lemma 14] (alternatively, see the proof
of [17, Corollary 3.32]).
Lemma 4.2 Let (M, g) be a strongly causal spacetime. If J(p, q) := J+(p) ∩
J−(q) is included in a compact subset K ⊂M then J(p, q) is closed (and thus,
compact).
The second one is valid if (1.4) holds.
Lemma 4.3 If −H behaves subquadratically then the natural projections of
J(z0, z1) ⊂ M0 × R2, z0 < z1, on M0 and R2 are bounded, for the distance d
associated to 〈·, ·〉 on M0 and the usual distance du2 + dv2 on R2, respectively.
Proof. As J(z0, z1) ⊆ closure(I(z0, z1)), it is sufficient to prove the result for
I(z0, z1)(:= I
+(z0)∩I−(z1)). Consider a point r ∈ I(z0, z1). From (2.1), clearly
u(z0) ≤ u(r) ≤ u(z1) and, therefore, the points in I(z0, z1) have component u
bounded.
In order to bound the component v, consider any future-directed timelike
curve α joining z0 and r (resp., r and z1), and use the last assertion of Lemma
3.3, plus Remark 3.4, to obtain5:
v(r) − v(z0) < R′2(u(r) − u(z0)), v(z1)− v(r) < R′2(u(z1)− u(r)),
and v(r) is also bounded. Finally, the bound of the projection of r on M0
follows by using again (3.3), (3.8) and the boundedness of v(u), u.
Proof of Theorem 4.1. From Theorem 3.1, we have just to prove that J(z0, z1)
is compact for any z0 < z1. The Riemannian metric gR = 〈·, ·〉 + dv2 + du2 on
M0×R2 is complete because of the completeness of the Riemannian distance d
on M0. Thus, Lemma 4.3 implies that each J(z0, z1) is included in a compact
subset K and, by Lemma 4.2, J(z0, z1) is compact, as required.
Remark 4.4 A well–known result by Avez and Seifert asserts that, in any
globally hyperbolic spacetime, any pair of causally related points can be joined
by means of a causal geodesic of maximum length. This property (in addition
to multiplicity and other results) was obtained directly in [19] by using the
variational results in [21]. Assuming that it holds, the proof of Lemma 4.2
could be simplified by using that each point in J(p, q) can be connected to p
and q by a causal geodesic.
As we have seen, there are counterexamples to global hyperbolicity in the
quadratic case (classical plane waves) as well as in the superquadratic one
(Proposition 2.1). Nevertheless, previous proof can be used to study the possi-
ble global hiperbolicity of other quadratic or superquadratic PFW’s. In fact, it
is not difficult to construct globally hyperbolic examples in these cases.
5Notice that this is like (3.9), (3.10), but in that case we needed only inequalities for small
ǫ, and now ǫ must be bigger than u(r)− u(z0) and u(z1) − u(r).
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Example 4.5 Consider any PFW with M0 = R and H(x, u) = H(x) satisfy-
ing, for some p > 0 the conditions:
(i) H(x) is constantly equal to 8(|n|+1)4p, on each interval In = [n+1/4, n+
3/4], n ∈ Z,
(ii) H(n) = −|n|p is the minimum value of H on each interval Jn = [n −
1/4, n+ 1/4], n ∈ Z.
Recall that, because of (ii), if p = 2 then −H(x, u) behaves quadratically, and
if p > 2 superquadratically. Nevertheless, even in this case the PFW is globally
hyperbolic. To check it, a proof plainly analogous to the one of Theorem 4.1 can
be carried out, say: both conclusions of Lemma 3.3 (the one for small ǫ and the
stronger for arbitrary ǫ), plus Remark 3.4, still holds (in fact, one would check
that inequality (3.7) holds by using the properties (i) and (ii) of H). Thus, as a
consequence of the first conclusion one obtains strong causality, as in the proof
of Theorem 3.1, and the second conclusion yields global hiperbolicity, as in the
proof of Theorem 4.1.
5 Energy conditions and stress-energy tensor
In order to give general geometrical results, no assumption on the stress-energy
tensor of PFW’s has been done up to now. We will study now the interplay
between our asymptotic geometrical conditions for −H and reasonable matter
sources. To this end, first we will characterize when a PFW satisfy the clas-
sical energy conditions. From this characterization (Proposition 5.1), it will
be clear that these conditions are compatible with both, subquadratic and su-
perquadratic growth of -H at spatial infinity, and a pair of explicit examples are
given (Example 5.2). Then, a further discussion on the stress-energy tensor is
carried out. We argue that, for complete M0, only subquadratic functions −H
should be taken into account, in order to consider waves with negligible effects
at infinity.
We will assume that Einstein’s equation with zero cosmological constant
G := Ric− 1
2
Sg = 8πT (5.1)
is satisfied. Recall that the Ricci tensor of a PFW is (see [19]):
Ric =
n∑
i,j=1
R
(R)
ij dx
i ⊗ dxj − 1
2
∆xH du⊗ du, (5.2)
where R
(R)
ij denote the components of the Ricci tensor Ric
(R) of (M0, 〈·, ·〉) in
the coordinates (x1, . . . , xn). Notice also from (5.1), (5.2) that the strong energy
condition (or, equivalently, the timelike convergence condition Ric(ξ, ξ) ≥ 0 for
all timelike ξ) holds if and only if:
Ric(R)(ξ0, ξ0) ≥ 0, ∀ξ0 ∈ TM0, ∆xH ≤ 0. (5.3)
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Proposition 5.1 Let M = M0 × R2 be a 4-dimensional PFW, and let K(x)
be the curvature of M0. The following conditions are equivalent.
(A) The strong energy condition (Ric(ξ, ξ) ≥ 0 for all timelike ξ).
(B) The weak energy condition (T (ξ, ξ) ≥ 0 for all timelike ξ).
(C) The dominant energy condition (−T ab ξb is either 0 or causal and future-
pointing, for all future-pointing timelike ξ ≡ ξb).
(D) Both inequalities:
K(x) ≥ 0, ∆xH(x, u) ≤ 0, ∀(x, u) ∈M0 × R.
Proof. As dimM0 = 2, we have the following relations for Ric(R) and the
corresponding scalar curvature S(R):
Ric(R)(ξ0, ξ0) = K(x) · 〈ξ0, ξ0〉, ∀ξ0 ∈ TxM0, S(R)(x) = 2K(x), ∀x ∈ M0.
(5.4)
(A)⇔(D). The equivalence is clear from (5.3) and (5.4).
(B)⇔(D). Notice that S(R) and S coincide because of (5.2); thus, Einstein
tensor G on any tangent vector ξ = (ξ0, ξv, ξu) ∈ T(x,v,u)M becomes:
G(ξ, ξ) = K(x) (〈ξ0, ξ0〉 − 〈ξ, ξ〉)− 1
2
∆xH(x, u)ξ
2
u. (5.5)
As the term in parentheses is positive for timelike ξ, we have (D) ⇒ (B). For
the converse, just notice that this term satisfies
〈ξ0, ξ0〉 − 〈ξ, ξ〉 = −2ξuξv −Hξ2u,
and ξv can be chosen to make this (positive) term both, arbitrarily big and
arbitrarily close to 0.
(C)⇔(D). Recall that the dominant energy condition (C) always implies
the weak energy condition (B); even more, as ξb is timelike and future-pointing,
when−T ab ξb is causal then it will be future-pointing if and only if 0 > −Tabξbξa =
−T (ξ, ξ). Thus, to check (D)⇒ (C), we only have to prove that, for any timelike
ξ, (D) implies
gacGabξ
bGcdξ
d ≤ 0. (5.6)
A straightforward computation from (5.5) (or, equivalently, (5.7)) shows: that
the left hand side of (5.6) becomes:
2K(x)2ξuξv +
(
K(x)∆xH(x, u) +K
2(x)H(x, u)
)
ξ2u
= K(x)2 (〈ξ, ξ〉 − 〈ξ0, ξ0〉) +K(x)∆xH(x, u)ξ2u,
which is non-positive because of (D).
Example 5.2 There are well-known complete Riemannian surfaces with K >
0, as the paraboloid. For simplicity, we will assume in the following examples
M0 = R2, with its usual Riemannian metric.
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(1) Assume thatH(x1, x2, u) is radial in (x1, x2) or, equivalently, H(x1, x2, u)
is independent of x2 (x ≡ x1 can be then interpreted as a radial coordinate).
Writting H as Hu(x), the energy conditions will hold if and only if
d2Hu
dx2
≤ 0.
If the more restrictive condition
d2Hu
dx2
≤ −ǫ < 0
holds, then −Hu(x) will be either quadratic or superquadratic at spatial infinity.
If, say,
− A(u)|x|q(u) ≤
d2Hu
dx2
(x) ≤ 0
for some A(u), q(u) > 0 then it will be subquadratic (see Proposition 5.3 for a
more general result).
(2) Let H(x1, x2, u) = αu(x
2
1 − x22)f(u) + 2βu(x1 · x2)g(u) for some real
functions αu, βu, f, g. Recall that when αu ≡ βu = Identity, this is the classical
example of gravitational plane wave. From a simple computation, if f, g ≥ 0
and αu and βu are concave (i.e., α
′′
u ≤ 0, β′′u ≤ 0) then ∆xH ≤ 0, i.e., the
energy conditions hold. Moreover, if, for large |s|, αu(s) = A(u)s1−q(u), βu(s) =
A˜(u)s1−q˜(u) and 0 < q(u), q˜(u) < 1 then −H is subquadratic (in principle, this
may be a good subquadratic approximation to a plane wave, but notice Remark
5.4).
From (5.5), the stress-energy tensor T can be written as
8πT = −K(x)(du⊗ dv + dv ⊗ du)− (K(x)H(x, u) + 1
2
∆xH(x, u))du
2, (5.7)
thus, the PFW is vacuum if and only if K ≡ 0,∆xH ≡ 0. At the points with
∆xH(x, u) = 0, T
b
a is diagonalizable, being the energy density ρ and principal
pressures pi:
ρ(x, v, u) =
1
8π
K(x), p1(x, v, u) = − 1
8π
K(x), p2(x, v, u) = p3(x, v, u) = 0.
Nevertheless, when ∆xH(x, u) 6= 0 then T ba is not diagonalizable, and it admits
as a single eigenvalue −K(x) (apart from 0 as a trivial double eigenvalue). But
this does not seem to be unreasonable when one takes into account that the
wave must have a finite extension or, say, its effects must decrease towards
infinity. In fact, in the exact model (1.2) the equality ∆xH(x, u) = 0 is due
to the fact that, at each u, the eigenvalues of HessxH are always equal and
opposed. But these eigenvalues are constant in the variable x ∈ R2 and, thus,
the effects of the curvature at infinite are not negligible. Recall that, for any unit
ξ0 ∈ TxM0, the sectional curvature of the plane Π(= Π(x, u, v)) = Span(ξ0, ∂u)
(if non-degenerate, H(x, u) 6= 0) is:
KS(Π) = − 1
2H(x, u)
HessxH [ξ0, ξ0] (5.8)
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(see [19, Section 2] for explicit computations of Christoffel symbols) and, taking
an orthonormal basis (ξ1, ξ2) of TxM0 with the corresponding planes Πi =
Span(ξi, ∂u),:
Ric(∂u, ∂u) = H(x, u)(KS(Π1) +KS(Π2)).
In conclusion, it seems more realistic if, at each u, these sectional curvatures
(or even better, the eigenvalues of HessxH) go to zero reasonably fast when
|x| → ∞. But in this case −H should be subquadratic. More precisely:
Proposition 5.3 Let M = M0 × R2 be a 4-dimensional PFW with complete
M0. For each u, let λi(x), i = 1, 2, be the eigenvalues of HessxH(·, u) and
λ(x) = Min{λ1, (x), λ2(x)}. Assume that
− A
d(x, x¯)q
≤ λ(x) (5.9)
for some A, q > 0 (which may depend on u) and x¯ ∈M0.
Then, −H(x, u) satisfies the subquadratic relation (1.4).
Proof. Let H0(u) = Min{H(x, u) : d(x, x¯) ≤ 1} and, for each x, consider a
minimizing unit geodesic γx from x¯ to x. Without loss of generality, we can
assume 0 < q < 1 and, for any x with d(x, x¯) > 1,
−(H(x, u)−H0(u)) ≤ −
∫ d(x,x¯)
1
∫ s¯
1
d2
ds2
H(γx(s), u)dsds¯
= −
∫ d(x,x¯)
1
∫ s¯
1
HessxH [γ
′
x(s), γ
′
x(s)]dsds¯
≤ −
∫ d(x,x¯)
1
∫ s¯
1
λ(γx(s))dsds¯ ≤ A
∫ d(x,x¯)
1
∫ s¯
1
1
d(γx(s), x¯)q
dsds¯
= A
∫ d(x,x¯)
1
∫ s¯
1
1
sq
dsds¯ <
A
(1− q)(2 − q)d(x, x¯)
(2−q) +
A
(1 − q)
which is subquadratic, as required.
Remark 5.4 Summing up, for complete M0: (a) the inequality for the eigen-
values of HessxH , λ1+λ2 ≤ 0 is equivalent to ∆xH ≤ 0, (b) in this case, K ≥ 0
is equivalent to the energy conditions and (c) independently, if inequality (5.9)
(which is implied by a natural sense of assymptotic flatness) holds then −H is
subquadratic and the PFW globally hyperbolic. Then, these three items are
physically reasonable, and they are satisfied by simple examples, as those in
Example 5.2(1). Nevertheless, the third item is not satisfied by Example 5.2(2)
(even though αu, βu may have a good behaviour at infinity, when, say, x1 = x2
the eigenvalues of HessxH for large xi depends on the second derivative of αu(s)
at 0). This should be taken into account for realistic models of plane waves at
infinity.
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6 Conjugate points
In order to obtain a detailed study on existence and multiplicity of connecting
geodesics in exact gravitational waves, Ehrlich and Emch introduced in [14] the
concept of “first astigmatic conjugate pairs” for the coordinate u (defined for an
ODE system in [17, Definition 3.12]). In that reference they concluded: (a) the
existence of a unique connecting geodesic (which is causal for causally related
points) whenever u1 appears before the first astigmatic conjugate point of u0,
and (b) the non-geodesic connectedness when u1 is the first astigmatic conjugate
point. Moreover, in the case (b) the points in Πu1 = {(x, v, u1) : x ∈M0, v ∈ R}
reached by geodesics are conjugate to the initial point z0. The conclusions in
[19, Subsection 4.3] extend and complement these results, yielding in particular
a explicit bound for the appearance of the first conjugate pair.
In this section we will see how, in general PFW’s, one can still speak on
conjugate pairs (x0, u0), (x1, u1) for a suitable trajectory joining x0 and x1,
Definition 6.1. This notion is related to the usual conjugate points of geodesics
(Proposition 6.2), and we also discuss how yields the notion of conjugate (even-
tually astigmatic) pair (u0, u1), in the particular case of a classical gravitational
plane wave. Moreover, we explain how the existence of conjugate points can
be studied systematically as a “purely Riemannian” problem (Proposition 6.4,
Remark 6.5).
Recall first that, from geodesic equations, a curve z : ]a, b[ → M, z(s) =
(x(s), v(s), u(s)) ( ]a, b[ ⊆ R), with constant 〈z˙(s), z˙(s)〉 = Ez is a geodesic if and
only if the three following conditions hold: (a) u(s) is affine, i.e., u(s) = u0+s∆u
for some u0,∆u ∈ R, ∆u ≡ u˙(s), (b) x = x(s) is a solution of:
Dsx˙ = −∇xV∆(x(s), s), (6.1)
where
V∆(x, s) = − (∆u)
2
2
H(x, u0 + s∆u); (6.2)
and (c) when ∆u = 0, v = v(s) is affine, otherwise:
v(s) = v0 +
1
2∆u
∫ s
0
(Ez − 〈x˙(σ), x˙(σ)〉 + 2V∆(x(σ), σ)) dσ. (6.3)
(see [19] for details). Thus, the component x(s) can be seen as a critical point of
a functional as follows. Fixed two points x0, x1 ∈M0, define the set Ω1(x0, x1)
containing the curves x(s), x : [0, 1] → M0, x(0) = x0, x(1) = x1, (for con-
sistency, it is convenient to assume that each curve x(s) is just absolutely
continuous with finite length). From (6.1), the projections x(s) of geodesics
z : [0, 1] →M with fixed z(0) = (x0, v0, u0), z(1) = (x1, v1, u1), u1 = u0 +∆u,
are in bijective correspondence with the critical points of the functional J∆,
J∆ : x ∈ Ω1(x0, x1) 7−→ 1
2
∫ 1
0
〈x˙(s), x˙(s)〉 ds −
∫ 1
0
V∆(x(s), s) ds ∈ R, (6.4)
where V∆ is defined in (6.2). Notice that the role of v0, v1 is irrelevant for J∆,
while u0, u1 play a role through the expression of V∆.
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Now, we can state the following definition, in agreement with the second
variation for critical values of functionals (see for example [22, Chapters 4,5]):
Definition 6.1 Fix z0 = (x0, u0), z1 = (x1, u1) ∈ M0 × R, and let x(s) be
a critical point of J∆ with endpoints x0, x1 and ∆u = u1 − u0. We say that
z0, z1 are conjugate points along x(s) of multiplicity m if the dimension of the
nullity of the Hessian of J∆ in x(s) is m (if m = 0 we say that z0, z1 are not
conjugate).
Of course, the usual interpretation for conjugate points of geodesics holds for
this definition, i.e., essentially, if z¯0, z¯1 are conjugate along x(s) for J∆ then
they are “almost meeting points” for the solutions of (6.1) in some direction,
being the multiplicity equal to the number of such independent directions. In
fact, by a direct computation, the Jacobi equation for trajectories under the
potential V∆ under a variation of x(s) is:
D2J
ds2
+R0(x˙(s), J)x˙(s) +HessxV∆(J, ·, s)♭ = 0, (6.5)
where R0 denotes the curvature of M0 (which is equal to the restriction of the
curvature R onM) and ♭ denotes the vector field onM0 metrically associated to
the corresponding 1-form (that is, 〈w,HessxV∆(J, ·, s)♭〉 = HessxV∆(J,w, s),
for all w ∈ TM0, s ∈ R). A standard computation shows that z0, z1 are con-
jugate of multiplicity m according to Definition 6.1 if and only if the dimension
of the Jacobi fields satisfying (6.5) with J(0) = J(1) = 0 is m. Such a Ja-
cobi field J is the variational field of a variation xt(s) of x(s) through curves
s→ xt(s) which satisfy (6.1), i.e., J(s) = ∂t|0xt(s), where x0(s) = x(s) for all s
(notice that, even though J(1) = 0, the value of xt(1) might be different to x(1)
and, thus, xt not necessarily belongs to Ω
1(x0, x1)). Additionally, recall that
z0, z1 ∈ M are conjugate of multiplicity m along a geodesic z(s) if and only if
the dimension of the Jacobi fields J(s) satisfying
D2J
ds2
+R(z˙(s), J)z˙(s) = 0, (6.6)
with J(0) = J(1) = 0 is m. Essentially, the projection of the independent
directions of conjugacy of z(s) as a geodesic are the independent directions of
conjugacy of x(s) according to Definition 6.1:
Proposition 6.2 The pairs z0 = (x0, u0), z1 = (x1, u1) are conjugate of multi-
plicity m along x(s) (according to Definition 6.1), if and only if for any geodesic
z : [0, 1] → M with z(s) = (x(s), v(s),∆u · s + u0) the corresponding end-
points z0 = (x0, v0, u0), z1 = (x1, v1, u1) are conjugate with the same multiplicity
m = m.
Proof. Let V (resp. V ) be the m-dimensional (resp. m-dimensional) space
of the Jacobi fields on z(s) (resp. x(s)) with J(0) = J(1) = 0 (resp. J(0) =
J(1) = 0). We will denote by πx (resp. πv, πu) the usual projection of TM on
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TM0 (resp. TRv ≡ R, TRu ≡ R). Given J ∈ V , we will put Jˆ = πx(J), Ju =
πu(J), Jv = πv(J). As ∂v is parallel, from (6.6) one has
πu
(
D2J
ds2
)
≡ 0, and Ju ≡ 0. (6.7)
In what follows, our aim is to prove m = m, and we will assume ∆u 6= 0
(otherwise, the result would be straightforward).
Fix J ∈ V associated to a variation xt(s). Now, consider the variation of
z(s) by geodesics zt(s) = (xt(s), vt(s), u0 + ∆u · s), where vt(s) is taken from
(6.3) for x(s) = xt(s) and some Ez = E
t
z . Choosing:
Etz = 2 ·∆u(v1 − v0) +
∫ 1
0
(〈x˙t(σ), x˙t(σ)〉 − 2V∆(xt(σ), σ))dσ,
then vt(1) = v1 for all t. Therefore, the corresponding variational field J belongs
to V and Jˆ = J . Thus, m ≤ m.
In order to prove the reversed inequality, we have to check that any J ∈ V
can be reconstructed from Jˆ ∈ V as above. Otherwise, taking into account
(6.7), we could find J ∈ V non identically null with πx(DJds )(0) = 0. As Jˆ
satisfies (6.5), then necessarily Jˆ ≡ 0 and J(≡ Jv) is the variational field of
zt(s) = (x(s), vt(s), u0+∆u · s), for some vt(s) where each vt satisfies (6.3) with
Ez = E
t
z . But, as x(s) is a critical point of J∆ in (6.4), equation (6.3) implies
∂t|0vt(s) = ∂t|0Etz · s/2∆u, for all s. As ∂t|0vt(1) must vanish, we obtain J ≡ 0,
as required.
Remark 6.3 The component v(s) of the geodesic z(s) in Proposition 6.2 sat-
isfies (6.3) for some arbitrary value of Ez. Thus, its causal character can be
chosen timelike, spacelike or lightlike.
Let us discuss the case of a plane wave; in particular, (1.1) holds andR0(x˙(s), J)x˙(s) ≡
0. Writing, as usual, f = h11 = −h22, g = h12 = h21 in (1.2),
HessxV∆ = −(∆u)2
(
f g
g −f
)
(u),
which is independent of x. Thus, equations (6.5), (6.6) depends only on u,
and the multiplicity of conjugation along a geodesic z(s) joining two points
(y0, w0, v0, u0), (y1, w1, v1, u1) will be independent not only of v0, v1 but also of
y0, w0, y1, w1 and the particular geodesic chosen. This property is due to the
particular symmetries of classical plane waves, and allows one to define “when
u0, u1 are conjugate pairs”. In fact, in terms of Definition 6.1, we can say
that u0, u1 are conjugate pairs if the corresponding points z0 = (y0, w0, u0),
z1 = (y1, w1, u1), for some (and then for any) y0, w0, y1, w1 are conjugate
points along some (and then any) critical point x(s) of J∆. This definition has
obvious consequences from Proposition 6.2 and Remark 6.3.
On the other hand, Ehrlich and Emch [16] also introduced a notion of astig-
matic conjugacy (in opposition to the less generic anastigmatic case): u0 and
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u1 are astigmatic conjugate if and only if they are conjugate with multiplic-
ity 1 (see [17, Definition 3.12]). Even though astigmatic conjugacy of pairs
u0, u1 is related to properties on existence and multiplicity of geodesics (and
thus, to the focusing of lightlike geodesics), it makes sense only in very partic-
ular cases –essentially just in classical plane waves. Recall that, in a general
semi–Riemannian manifold (Lorentzian, Riemannian or with any index), there
is no relation between the existence of conjugate points and the existence or
global uniqueness of possible connecting geodesics. This is also valid for general
PFW’s and, thus, these questions are independent of the existence of conjugate
pairs z0 = (x0, u0), z1 = (x1, u1). In fact, recall the following trivial examples:
(i) Take any complete Riemannian manifold (M0, 〈·, ·〉) with conjugate points
along some geodesic; then the corresponding PFW obtained by taking H ≡ 0 is
always geodesically connected (and globally hyperbolic), even though there exist
conjugate points. (ii) Take as (M0, 〈·, ·〉) the usual 2-dimensional cylinder; then
the corresponding PFW obtained by taking H ≡ 0 does not present uniqueness
of connecting geodesics, even though there are no conjugate points. Neverthe-
less, the “local uniqueness” of connecting trajectories in absence of conjugate
points (i.e., if there are no conjugate points then there exists a neighborhood
of the connecting geodesic where it is unique) holds in any semi–Riemannian
manifold. Thus, only the corresponding property related to “astigmatic conju-
gate pairs” in exact gravitational waves can be extended, by Proposition 6.2, to
conjugate pairs (z0, z1) in arbitrary PFW’s.
For a general PFW, Proposition 6.2 allows to study conjugate points as a purely
Riemannian problem. Thus, it is possible to conclude the non-existence of
conjugate points by imposing certain conditions on the sign of the sum of the
sectional curvature of the planes plus the Hessian of V∆. In fact, we wonder if
there is a solution of (6.5) with J(0) = 0 (J
′
(0) 6= 0) and also vanishing at some
s0 > 0. Recall that
〈J, J〉′′ = 2〈J ′, J ′〉+ 2〈J ′′, J〉
= 2〈J ′, J ′〉 − 2〈R(x˙(s), J)x˙(s), J〉 − 2〈HessxV∆(J, ·)♭, J〉
= 2|J ′|2 − 2K(x˙(s), J) · |x˙(s) ∧ J |2 − 2HessxV∆(J, J),
where K(x˙(s), J) is the sectional curvature of the plane spanned by x˙(s) and J ,
and |x˙(s) ∧ J | is the area of the parallelogram spanned by these same vectors.
If
− 2K(x˙(s), J) · |x˙(s) ∧ J |2 − 2HessxV∆(J, J) ≥ 0 (6.8)
for all s, then 〈J, J〉′′ ≥ 0 and
〈J, J〉′(s2) ≥ 〈J, J〉′(s1) whenever s2 > s1. (6.9)
Since 〈J, J〉′(0) = 0 and 〈J, J〉′′(0) > 0 (recall J ′(0) 6= 0), it follows that, for
any small positive s,
〈J, J〉(s) > 〈J, J〉(0). (6.10)
Therefore, from (6.9) and (6.10), 〈J, J〉(s) > 0 for all s > 0, and x(s) is not
conjugate to x(0) along x(s). In particular, taking into account that V∆ in
inequality (6.8) is essentially equal to −H :
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Proposition 6.4 If H is spatially convex (i.e. HessxH(w,w, s) ≥ 0, ∀w ∈
TM0, s ∈ R) and the sectional curvature K is non-positive, then no geodesic in
a PFW has conjugate points.
Notice that the spatial convexity of H and the sign of K points out the wrong
direction with respect to the energy conditions, which imply ∆xH ≤ 0, K ≥ 0.
As expected, these conditions go in the direction to imply the existence of
conjugate points.
Remark 6.5 With more generality, the appearance of conjugate points for J∆
can be controlled by comparing with a model space, in the spirit of the compar-
ison theorems for conjugate points of geodesics in Riemannian manifolds, which
have as starting point Rauch’s comparison theorem (see for example [23] or
[24]). For example, it is not hard to prove the following result. LetMn0 ,M˜n+k0 ,
k ≥ 0 be Riemannian manifolds such that their sectional curvaturesK, K˜ (resp.)
satisfy
K ≤ 0 ≤ K˜,
and let V∆, V˜∆ be potentials on Mn0 ,M˜n+k0 (depending on time t) such that
HessV∆(w,w, t) ≤ µ(t) ≤ HessV˜∆(w˜, w˜, t),
for all unit w, w˜ and some function µ. Let γ : [0, a] → Mn0 and γ˜ : [0, a] →
M˜n+k0 , be critical points of the analogous corresponding functionals J∆, J˜∆,
respectively, and let J and J˜ be Jacobi fields along γ and γ˜ (resp.), such that
J(0) = J˜(0) = 0, |J ′(0)| = |J˜
′
(0)|.
If γ˜ does not have conjugate points on (0, a] then
|J˜(s)| ≤ |J(s)|.
for all s ∈ (0, a].
Such a comparison among Jacobi fields can be used to ensure the existence
(or inexistence) of conjugate points. In fact, if no conjugate point appears for
M˜n+k0 , then no conjugate point onMn0 will appear and, conversely, if there are
conjugate points on Mn0 then this forces the existence of conjugate points on
M˜n+k0 (assuming that the critical curves are defined for sufficiently big values
of s). In fact, such a comparison result with M˜n+k0 ≡ Rn+k and V˜∆ ≡ 0 yields,
as a particular case, Proposition 6.4.
Moreover, consider R2 = Mn0 = M˜n+k0 and compare: (i) V∆, constructed
fromH for a plane wave (1.2), with f = h11 = −h22 ≡ ǫ, and (ii) V˜∆ constructed
from some H˜ with eigenvalues λ˜i(x). If
λ˜i(x) ≤ −ǫ i = 1, 2 (6.11)
(and, in particular, the energy conditions hold) then there will be necessarily
conjugate points for V˜∆, which will appear not later than those for V∆. Notice
that if (6.11) holds on all R2 then −H will not be subquadratic. But, of course,
one can modify H after the appearance of conjugate points to obtain any desired
asymptotic behavior, compatible with the energy conditions too.
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Finally, it is worth pointing out that the Morse theory for geodesics in a
PFW is then reduced essentially to Morse theory for Riemannian trajectories
under potential V∆, which is well-known [25].
7 Conclusion
Our results and conclusions in this paper can be summarized as follows.
In spite of the importance of the classical focusing property of null geodesics
for the classical model of plane wave, this property depends strongly on idealiza-
tions such as the infinite extension of the wave and, thus, it must be regarded as
unrealistic. The possible appearance of focalization is related to the existence of
conjugate points, and this should be studied, in general, as the conjugate points
for a classical Riemannian potential as in Section 6.
The qualitative behaviour of causality and other properties of PFW’s change
dramatically depending on if −H(x, u) behaves or not subquadratically at spa-
tial infinity. In fact, we have the following possibilities:
(1) −H subquadratic and complete M0 ⇒ globally hyperbolic.
(2) −H quadratic ⇒ strong causality (there are both, globally hyperbolic
and non-globally hyperbolic examples).
(3) −H superquadratic ⇒ causal (there are examples non-distinguishing as
well as globally hyperbolic).
Therefore, when a PFW is taken as a model of a spacetime, one must specify
which asymptotic behaviour is expected to hold. In principle, the subquadratic
behaviour seems reasonable as a consequence of asymptotic flatness and it is
compatible with the energy conditions; then, realistic PFW’s should be regarded
as globally hyperbolic (or at least strongly causal, if an incomplete M0 were
chosen). The implications of these results must be taken into account in other
important questions, as the specification of Cauchy data or quantization.
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