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Questo lavoro di tesi nasce dalla collaborazione tra l’Università degli Studi di
Padova e la WeightPack S.p.A., azienda - con sede a Goito in provincia di
Mantova - leader nella produzione di macchine riempitrici con tecnologia a
peso netto.
Le oltre 170 macchine vendute nel mondo sono indice della qualità dell’oﬀerta
proposta dall’azienda, che vuole in questo momento rinnovare i propri prodotti,
incrementando le potenzialità del controllo di processo.
Attualmente la comunicazione elettrica delle riempitrici è gestita tramite
schede elettroniche progettate dagli ingegneri della WeightPack, aggiornate nel
tempo apportando le migliorie che solo l’esperienza può insegnare.
Oggi l’idea è di sostituire una parte di questa elettronica con il chip Anybus-IC:
un’interfaccia di comunicazione che permetterebbe una maggiore scalabilità e
compatibilità con i bus di campo utilizzati oggigiorno nell’industria.
Il problema principale che WeightPack si trova ad aﬀrontare nella migrazio-
ne a questo nuovo integrato risiede sulla veriﬁca di compatibilità con le speciﬁ-
che richieste dalla macchina; nella fattispecie, le riempitrici vengono descritte
in funzione del numero di bottiglie gestite al minuto. Il sistema di supervisore
eﬀettuerà una serie di letture sul peso, a vuoto e in fase di lavorazione, delle
singole sezioni di riempimento controllando che il prodotto ﬁnale sia esente
da difetti. L’obiettivo della tesi è di constatare la capacità dell’Anybus-IC di
Igestire in tempo utile i dati relativi a ogni singola fase di riempimento.
La stazione di misura, utilizzata presso i laboratori del dipartimento di
Ingegneria dell’Informazione dell’Università di Padova, ricrea una connessione
tra supervisore (PLC con CPU 315-2 PN/DP) e microcontrollore (DS89C450),
utilizzando come interfaccia di comunicazione l’Anybus-IC, sfruttandone i ca-
nali Fieldbus ed SCI.
Si son eseguite le misure dividendo lo studio in due fasi: prima focalizzan-
dosi sulla comunicazione tra microcontrollore ed ABIC (basata sul protocol-
lo Modbus RTU, attualmente tra gli standard più diﬀusi nelle comunicazioni
industriali tra supervisori e device) e successivamente su quella tra ABIC e
PLC (basata su Proﬁnet IO e già oggetto di tesi degli ingegneri Bellinato e
Zoppellaro).
Le misure eﬀettuate permettono di accertare la compatibilità del Anybus-
IC con la speciﬁca di 600 bottiglie al minuto (una ogni 100ms), prevista per
la macchina esaminata, confermando la qualità del chip utilizzato e la scelta
appropriata del protocollo di comunicazione Modbus RTU.
Nel dettaglio, dopo una descrizione dell’azienda, nel primo capitolo si de-
scrive la struttura della macchina riempitrice dal punto di vista meccanico ed
elettrico.
Si passa nel secondo capitolo ad analizzare i bus di campo, con particolare
riferimento alla rete Ethernet.
Nel terzo e quarto si approfondiscono rispettivamente il protocollo Proﬁnet IO
e Modbus RTU; per entrambi si fa una panoramica sui tempi della comunica-
zione e sulla dimensione e gestione dei frame dati.
Nel quinto capitolo si descrivono i dispositivi, la strumentazione e il software
utilizzati nella sessione di misura.
Il sesto capitolo espone i dati relativi alle misure eﬀettuate e la loro analisi:
è suddiviso in tre sezioni, ciascuna riguardante lo studio di una porzione di
comunicazione diﬀerente.
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IXPresentazione WeightPack S.p.A.
WeightPack S.p.A. nasce nel 2002 dall’esperienza di Carlo Corniani che nel
1979 si distingue in ambito internazionale per la realizzazione della prima riem-
pitrice a peso netto a controllo completamente elettronico e dal supporto dei
ﬁgli Gianguido, Andrea e Giovanni.
Figura 1: logo della WeightPack S.p.A.
WeightPack S.p.A. è un’ azienda italiana che fornisce un’ ampia gamma di
macchine e servizi per linee da imballaggio a valore aggiunto, con la leadership
tecnica in settori come lattiero-caseari, alimenti, bevande, detergenti liquidi,
prodotti chimici, per la cura personale, olio da motore ed altre industrie da
imballaggio nel mondo.
L’azienda si è così specializzata nel trattamento di una grande varietà di
liquidi non gasati, mettendo a punto un gran numero di macchine imbottiglia-
trici, tutte basate sulla tecnologia di riempimento a peso netto. Tale tecnologia
divenne una garanzia sia per il consumatore che per il fornitore: la macchina
ha la capacità di calcolare la tara, il peso netto di riempimento di ogni bot-
tiglia e la deviazione standard di entrambi; l’accuratezza del riempimento è
1conseguenza del continuo monitoraggio del peso di ogni bottiglia durante la
fase di riempimento consentendo il riﬁuto automatico di contenitori riempiti
in modo sbagliato. La macchina risulta capace di interrompere il riempimento
nel caso di peso dosato errato, tara fuori tolleranze, incremento peso e tappo
mal posizionato o danneggiato. Soprattutto per quanto riguarda i prodotti
alimentari, viene data molta importanza all’ambiente stesso di riempimento;
si può passare da un ambiente di riempimento classico per prodotti liquidi non
sensibili che sono distribuiti a temperatura ambiente ﬁno a prodotti che richie-
dono un ambiente il più possibile sterile usando tecniche di ﬁltraggio del tutto
innovative.
Figura 2: macchina riempitrice per latte e prodotti lattiero caseari
Dovendo competere a livello internazionale, i loro prodotti sono soggetti a
continue evoluzioni tecnologiche per garantire elevate prestazioni nel tempo e
soddisfare appieno le richieste del cliente ﬁnale. Per questo motivo WeightPack
si avvale, oltre che di un team di ingegneri interni, di una stretta collabora-
zione con centri di ricerca universitari, mettendo a disposizione degli studenti
risorse e competenze maturate negli anni di attività. WeightPack coniuga ele-
vata professionalità e competenze con metodologie di lavoro che prevedono la
massima cura dei particolari di progettazione e costruttivi.
Come già accennato, la particolarità che distingue il funzionamento delle
riempitrici WeightPack da quelle di altri produttori, consiste nella determina-
2zione del livello di riempimento dei contenitori attraverso il monitoraggio del
peso. Ogni stazione di riempimento è costituita da una piastra nella quale è in-
stallato un sensore di peso. Il contenitore si posiziona sulla piastra e da questo
momento ha inizio la fase di riempimento. Per prima cosa viene rilevato il peso
del contenitore (tara); se il valore rientra nel range stabilito si apre la valvola
attraverso la quale ﬂuisce il prodotto da imbottigliare. Tutta questa fase viene
monitorata campionando il peso ﬁnché non si raggiunge il valore desiderato.
Ogni singola stazione è provvista di un sistema che controlla costantemente il
peso del prodotto; le stazioni, tramite una scheda con microcontrollore e chip di
interfaccia, comunicano al PLC tutti i dati che identiﬁcano univocamente ogni
singolo contenitore riempito. Successivamente si tappa il contenitore sempre
attraverso operazioni meccanizzate. Alla ﬁne del processo avviene la selezione
per lo stoccaggio solo se il prodotto risulta conforme ai parametri della ricetta.
Si è così descritto in breve il principio di funzionamento di una macchina riem-
pitrice WeightPack. Ogni macchina è progettata per soddisfare le esigenze del
cliente e quindi ogni macchina è soggetta a modiﬁche di progettazione più o
meno sostanziali. Molte di queste modiﬁche sono diventate brevetti industriali
WeightPack.
Oggi, l’azienda detiene la leadership tecnica nel riempimento e tappatura a
peso netto di prodotti liquidi. WeightPack S.p.A. ha più di 170 macchine già
sul mercato mondiale (Italia, UK, China, Austria, Germania, Spagna, USA,
Russia, Giappone, Francia) e i loro clienti sono sia aziende medio-piccole che
grandi aziende e multinazionali (Reckitt & Benckiser, Johnson Diversey, BDF,
Henkel, Cardinal Health, Unilever, Colgate Palmolive, Bayer, Exxon Mobile,




Allo stato attuale le macchine imbottigliatrici sono controllate e gestite da
un PLC che funge da master ed hanno alcuni slave decentrati. Un software
di tipo SCADA installato su PC ne eﬀettua la supervisione. Altre schede
con trasduttori di acquisizione dati dal campo e svariati sistemi controllano
attuatori e motori che movimentano la macchina.
1.1 Il sistema di pesatura
Con riferimento a ﬁgura 1.1, analizziamo le macchine riempitrici rotative a
peso netto realizzate da WeightPack S.p.A.; esse sono costituite da una gio-
stra in rotazione - punto 4 - sulla quale sono disposti, sul perimetro esterno, i
piattelli che reggono i ﬂaconi in fase di riempimento. Questi sono mantenuti in
posizione corretta sotto l’ugello di fuoriuscita del prodotto mediante speciali
attrezzature plastiche - punto 2.
Sotto al piattello è posta una cella di carico - punto 8 - che è in grado di
fornire in tempo reale un segnale elettrico proporzionale al peso del ﬂacone ed
al prodotto in esso versato. Un’elettronica di condizionamento, posta sotto la
giostra - punto 1 - ed in rotazione con essa, elabora il segnale convertendolo in
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peso; questo le permette di controllare tutta la fase di riempimento attraverso
la gestione di una valvola - punto 3 - che permette di avviare ed arrestare la
caduta del prodotto all’interno del ﬂacone dal serbatoio posto sopra la giostra
ed anch’esso in rotazione - punto 7.
Cella di carico, ugello di riempimento e piattello di sostegno del ﬂacone costi-
tuiscono la stazione di riempimento.
Figura 1.1: il sistema di pesatura
All’esterno della riempitrice, allocato nel quadro elettrico della macchi-
na, risiede la scheda TERM_08 ovvero il cuore del sistema di supervisione
dell’elettronica di pesatura - punto 6 - che, oltre a gestire la comunicazione
con le schede di pesatura, permette all’operatore di eseguire tutta la fase di
61.2. IL SISTEMA DI SUPERVISIONE
settaggio e calibrazione della macchina, l’impostazione della ricetta di produ-
zione e di monitorare, attraverso la visualizzazione su di un display, la fase di
riempimento.
La riempitrice, in base alle necessità di produzione richieste da ogni singo-
lo acquirente ed espressa in termini di numero di bottiglie da riempire in un
minuto, può essere dotata di un numero di stazioni di riempimento che può
variare da un minimo di quattro ad un massimo di sessantaquattro.
Indipendentemente dal numero di stazioni, il supervisore dell’elettronica di
riempimento rimane il medesimo per tutte le macchine. Ogni scheda di pesa-
tura, alloggiata sotto la giostra girevole e contenuta all’interno di un rack, è
in grado di gestire contemporaneamente quattro stazioni di riempimento nel
senso che riesce a monitorare il segnale proveniente da quattro celle di carico
ed azionare quattro ugelli di fuoriuscita del prodotto. Per questo motivo, in
relazione al numero di stazioni di riempimento necessarie, all’interno del rack
si possono trovare da una a sedici schede di pesatura, tutte in comunicazio-
ne con il supervisore attraverso la scheda di interfaccia denominata ITER_03
che riceve il loop di corrente e passa alla schede di pesatura i dati ricevuti
attraverso una seriale RS485.
1.2 Il sistema di supervisione
Il supervisore del funzionamento della macchina riempitrice - e in particolare
del sistema di pesatura - permette la calibrazione delle singole stazioni di riem-
pimento, memorizza, oltre a tutti i parametri di conﬁgurazione della macchina,
i guadagni di conversione grammi/bit di ogni singola cella di carico, consente
all’operatore l’introduzione della ricetta di produzione e, durante il ciclo di
produzione, riceve dalle schede di pesatura i vari pesi relativi ai riempimenti
visualizzandoli all’operatore su display alfanumerico. Inﬁne, elabora alcune
informazioni statistiche. Sempre durante il ciclo di produzione, il supervisore
riceve eventuali segnali di scarto-ﬂaconi dalle schede di pesatura e visualizza
lo scarto sia attraverso il display alfanumerico che attraverso un led puntifor-
me che resta acceso per un determinato tempo impostato manualmente dal
programmatore.
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Il supervisore identiﬁca ogni stazione di riempimento attraverso un doppio
indirizzo: uno per la scheda che controlla la stazione e l’altro per la stazione in
esame. Come speciﬁcato in precedenza, la scheda che costituisce il supervisore,
di norma, trova alloggiamento all’interno del quadro elettrico della macchina,
mentre le schede di pesatura sono posizionate all’interno della parte rotante
della riempitrice. Per questo motivo la linea di comunicazione tra il supervisore
e l’elettronica a bordo macchina è condizionata dal passaggio attraverso dei
contatti a mercurio - punto 5 della ﬁgura 1.1 -, che consentono un collegamento
costante, ma non privo di disturbi, tra parte ﬁssa e parte rotante.
Il problema dei disturbi, comunque presenti negli ambienti industriali, è
superato attraverso una sezione hardware, alloggiata sulla scheda, che gestisce
una comunicazione seriale mediante loop di corrente con una eventuale modu-
lazione a due livelli dell’intensità di corrente e sulla quale è implementato un
protocollo proprietario denominato Protoloop.
Il supervisore della riempitrice è collegato al bus Proﬁbus DP attraverso la
scheda SPC3_01 che funge da interfaccia di rete.
1.3 Obiettivo del lavoro di tesi
Scheda di supervisione TERM_08 e interfaccia Proﬁnet IO SPC3_01 so-
no attualmente alloggiate nel quadro elettrico, mentre la ITER_03 risiede
all’interno del sistema di pesatura posto in rotazione con la macchina.
Figura 1.2: schema della disposizione attuale delle schede elettriche
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Il lavoro di tesi è volto a studiare il collegamento seriale tra la scheda
TERM_08 - o meglio la sua evoluzione con il DS89C450 - e l’ Anybus-IC per
veriﬁcare l’eﬃcacia della scelta.
Figura 1.3: ipotetico schema della disposizione delle schede elettriche con l’ausilio
del chip Anybus-IC
In particolare, si vuole veriﬁcare la compatibilità del chip Anybus-IC con
le speciﬁche temporali richieste alla macchina; queste dipendono dal ritmo di
lavoro (bottiglie al minuto) richiesto: ad ogni bottiglia riempita corrisponde
una serie di controlli e dati relativi al peso a vuoto e post riempimento che
devono essere instradati verso il supervisore.
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La comunicazione industriale
Oggi giorno la tecnologia dell’informazione diventa sempre più importante ne-
gli impianti industriali. Spesso, i dati tecnici di produzione devono essere
accessibili da ogni computer dell’azienda, senza che sia necessario un software
addizionale speciﬁco per il produttore. Allo stesso tempo, la comunicazione
dati verticale con il livello gestionale deve essere garantita su ampia base, co-
me la comunicazione dei dati di processo orizzontale fra sistema di controllo
ed applicazione.
La comunicazione industriale è un argomento particolarmente complesso da
trattare; per questo l’obiettivo del capitolo è quello di dare uno sguardo ampio
all’argomento per spiegarne i concetti chiave.
2.1 I bus di campo
Fino agli anni ’80 i sistemi puntavano alla centralizzazione delle funzioni di
controllo: tutte le funzioni vengono svolte da un’unica unità alla quale si col-
legano i diversi componenti del sistema d’automazione (trasduttori, attuatori,
elementi di regolazione, sensori) dislocati nelle diverse aree dell’impianto. Il
collegamento tra gli elementi periferici e l’unità centrale avveniva per mezzo di
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cablaggi dedicati con tecnologia analogica. I costi dei cablaggi, i problemi di
disturbi elettromagnetici e di schermatura, la convivenza a bordo quadro di ele-
menti fortemente disomogenei tra loro, hanno spinto la ricerca verso soluzioni
alternative.
Oggi l’automazione industriale e di processo è ormai indirizzata al controllo
distribuito, che impone l’utilizzo di dispositivi dotati di intelligenza integrata,
atta a svolgere funzioni di automazione subordinate alle funzioni principali del
ciclo di lavoro, collegate all’elettronica di controllo macchina mediante sistemi
di comunicazione a bus. L’evoluzione dell’uso di questi sistemi distribuiti in
un impianto ha dimostrato da subito i suoi vantaggi, tra cui: la distribuzione
intrinseca di alcune applicazioni che richiedono lavorazioni su macchine distanti
e separate, aﬃdabilità, scalabilità, modularità, ma anche i difetti imputabili
principalmente a una maggiore complessità del software di gestione rispetto a
sistemi centralizzati e la necessità di un eﬃciente sistema di comunicazione in
tempo reale.
(a) rete centralizzata (b) rete distribuita
Figura 2.1: rappresentazione di una rete
Con il termine bus di campo si intende una rete di comunicazione dedicata
ai sistemi a basso livello, quali sensori o attuatori, la quale ha sostituito nel
campo industriale la tecnologia analogica per collegamenti punto-punto citata
in precedenza. La modalità di trasmissione numerica presenta sia vantaggi in
122.1. I BUS DI CAMPO
termini di possibilità di trasmettere un maggior numero di informazioni, sia di
migliorare le potenzialità di interfacciamento.
A partire dagli inizi degli anni ’80 si trovano nel mercato i primi sistemi di
comunicazione proprietari ad interfaccia numerica, seriale o parallela, che fa-
cilitano la comunicazione tra sistemi periferici complessi (come telecamere e
attuatori) e l’unità centrale (come PLC e PC). Tale modalità di connessione,
tipicamente RS232 con protocollo ASCII, risulta adatta per la fase di conﬁgu-
razione e predisposizione del dispositivo ma in modalità operativa ci si ritrova
ad avere un quantitativo di cavi paragonabile a quello con tecnologia analogi-
ca tradizionale. La tecnologia a bus, in cui un unico conduttore connette più
sistemi, consente una notevole riduzione dei cablaggi
A livello di comunicazione, rispetto a connessioni tra soli due nodi, il mo-
do di scambiare dati attraverso un bus di campo richiede regole più severe.
Bisogna, ad esempio, prevedere l’accesso contemporaneo al mezzo da parte di
elementi diversi e regolamentare, nel modo più rigoroso possibile, tutto ciò che
serve per poter trasmettere i dati in maniera rapida e aﬃdabile. Tali regole
(e altre eventuali) fanno parte del protocollo i accesso al mezzo trasmissivo. I
moderni sistemi di automazione industriale, in seguito all’introduzione di nu-
merosi sensori e attuatori intelligenti, hanno la capacità di trasmettere oltre ai
dati anche una serie di informazioni atte al controllo e alla supervisione della
rete stessa. Queste informazioni devono essere disponibili in tempi brevissimi
e in grado di viaggiare in entrambe le direzioni.
I primi bus di campo, utilizzati nei sistemi distribuiti, si basavano sul livel-
lo ﬁsico RS485 in una rete di tipo master-slave, dov’era consuetudine l’uso di
un protocollo proprietario, comportando un notevole lavoro nell’implementa-
zione del sistema a più alto livello e anche nell’interfacciamento. La gestione
di attività con vincoli temporali (anche in tempo reale) è risultata ancora più
complessa rispetto ai sistemi centralizzati, in quanto al problema dello schedu-
ling si aggiunge quello della comunicazione e della sincronizzazione tra processi
residenti su nodi diversi.
Oggi, i sistemi di comunicazione a bus di campo sono una realtà viva e sul
mercato è presente un’ampia gamma di prodotti commerciali. Alcuni di essi
sono relativi a standard proprietari, mentre altri fanno riferimento a standard
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deﬁniti a livello internazionale. In ogni caso, gli standard di comunicazione
per bus di campo attualmente disponibili sono molti e presentano diﬀerenze a
volte notevoli.
Riassumendo, si possono elencare i vantaggi introdotti con l’utilizzo dei bus
di campo:
• riduzione massiccia dei cavi e relativo costo di cablaggio;
• sempliﬁcazione della messa in servizio;
• possibilità di collegamento di prodotti di costruttori diversi;
• raccordo di moduli diversi su una stessa linea;
• ﬂessibilità di estensione dell’impianto;
• distanze di copertura maggiori di quelle coperte con cablaggio standard;
• estensione dei campi di applicazione;
• riduzione dei costi globali.
2.2 Reti Ethernet
La rete Ethernet, nata in campo informatico nei primi anni ’70, ha ormai
coinvolto molti settori, dalle telecomunicazioni ﬁno al mondo industriale. In
azienda, Ethernet può essere utilizzata non solo a livello di supervisione e con-
trollo ma anche per le comunicazioni con gli I/O. Inizialmente non venne preso
in considerazione per lo scambio di dati di campo e per applicazioni remote a
causa del grande utilizzo già consolidato di trasmissioni seriali di dati tramite
i bus di campo e per le caratteristiche intrinseche di Ethernet che adotta un
protocollo di accesso al mezzo non deterministico.
Nel corso degli ultimi anni, si è assistito ad un’evoluzione di Ethernet, attraver-
so l’utilizzo di particolari protocolli studiati appositamente per sopperire alle
mancanze dei requisiti strettamente necessari per la comunicazione di campo
si è arrivati alla risoluzione dei problemi di determinismo e real time delle reti.
2.2.1 Ethernet tra real time e determinismo
La caratteristica principale del mezzo Ethernet è quella di operare a basso
livello (livello DataLink) con il protocollo CSMA/CD senza garantire alcun
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determinismo temporale.
Questo protocollo è studiato in modo da garantire l’arrivo di un pacchetto
attraverso la rete ma senza garanzie sul determinismo temporale: il tempo im-
piegato dal telegramma per arrivare a destinazione dipende dal traﬃco sulla
rete e da eventuali errori che possono richiedere ritrasmissioni dello stesso.
L’idea alla base del funzionamento è semplice: prima di trasmettere su un
mezzo dotato di accessi multipli (MA, Multiple Access), ogni nodo veriﬁca,
rilevando la presenza della portante, che nessun altro stia utilizzando il canale
(CS, Carrier Sense). Una volta iniziata la trasmissione i nodi ascoltano ciò
che si trova sul canale per veriﬁcare che non vi siano collisioni (CD, Collision
Detect), ossia che altri nodi non abbiano iniziato a trasmettere prima di ac-
corgersi che era già in atto una comunicazione.
Una rete basata sul protocollo CSMA/CD è dunque intrinsecamente non de-
terministica, in quanto i ritardi che si possono veriﬁcare a causa del ripetersi
di collisioni tra pacchetti di dati non sono prevedibili a priori e ciò impedisce,
di fatto, il poter calcolare entro quanto tempo il dato trasmesso arrivi alla
stazione di destinazione. Oggi, con una accurata progettazione della rete e
alla sempre maggiore velocità di trasmissione, è possibile fare in modo che le
collisioni spariscano completamente e che i ritardi siano del tutto limitati e
prevedibili.
Fast Ethernet: è stato introdotto nel 1995 e sebbene non sia lo standard
Ethernet più veloce nel mercato è, senza ombra di dubbio, quello più utilizza-
to. Fast Ethernet è un termine collettivo per indicare un numero di standard
Ethernet che trasportano il traﬃco alla velocità di 100 Mbps rispetto alla ve-
locità originale Ethernet di 10 Mbps.
Molte applicazioni industriali non risentono un sostanziale giovamento nel sem-
plice incremento di velocità di scambio: le performance di device di campo sono
limitate più dalla bassa velocità del loro processore o del loro ﬁrmware piutto-
sto che dalla velocità della rete in sé. L’avvento di Fast Ethernet migliora la
gestione delle collisioni ma non risolve il problema del determinismo.
Switch: il problema delle collisioni è stato risolto connettendo i dispositivi
tramite switch, un dispositivo hardware che opera a livello Data-Link (livello 2
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del modello ISO/OSI) e che inoltra il messaggio solo al destinatario. In questo
caso non abbiamo più dispositivi connessi su uno stesso bus, ma ogni dispositi-
vo è connesso ad una porta dello switch; può leggere e processare l’indirizzo di
destinazione dei dati entranti e mandarli unicamente alle porte richieste: più
nodi possono trasmettere o ricevere contemporaneamente.
Vengono aﬃdati allo switch gli oneri della gestione delle congestioni; il Flow
Control, meccanismo atto a limitare il carico della rete che elimina la pos-
sibilità di perdere pacchetti in porte congestionate; la VLAN, che permette
allo switch di raggruppare in modo logico più device e di isolare il traﬃco tra i
gruppi; la Autonegotiation, cioè il riconoscimento automatico e negoziazione sia
della velocità di trasferimento (10-100 Mbit/s), sia del tipo di funzionamento
(full-duplex/half-duplex). A queste si aggiungono funzionalità di diagnostica,
sicurezza, analisi di rete, mirroring delle porte, ridondanza, etc.
La classiﬁcazione tradizionale degli switch prevede la divisione in tre classi prin-
cipali: Store & Forward, Cut-Through e Fragment-Free. Quello più aﬃdabile,
denominato Store & Forward, esegue un controllo completo di ogni pacchetto
ricevuto prima di inoltrarlo alla destinazione; in questo caso si introduce un
ritardo proporzionale alla lunghezza del pacchetto. Gli switch Cut-Through
ricevono e memorizzano solo i byte iniziali del pacchetto necessari a capire la
destinazione dello stesso; subito dopo inizia la trasmissione minimizzando così
l’introduzione di ritardi. Inﬁne, i Fragment-Free sono la versione più sicura
dei Cut-Through, poichè controllano che il pacchetto sia integro impedendo
l’inoltro di frame spuri.
Full duplex: Quando Ethernet fu standardizzata nel 1985, le sue modalità di
comunicazione erano half-duplex: in pratica, un nodo poteva solo trasmettere
o ricevere nello stesso istante ma non poteva fare le due azioni contempora-
neamente.
La comunicazione Full-duplex fu standardizzata per Ethernet nel 1997; con es-
sa si richiedono percorsi separati per trasmettere e ricevere dati e si applicano
a segmenti che consistono di non più di due device. In questo modo si rende
possibile la simultaneità di ricezione e trasmissione eliminando il pericolo di
collisioni.
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Priorità: Un ulteriore passo verso il determinismo è stato fatto dall’IEEE
con la speciﬁca 802.1p che si occupa della Classe del Servizio (CoS,Class of
Service) e che copre l’aspetto della prioritizzazione dei messaggi. La speciﬁca
prevede la marcatura del frame Ethernet con un livello di priorità compreso tra
0 e 7 che viene utilizzato dagli switch per stabilire l’importanza nello smistare i
messaggi memorizzati nel loro buﬀer e riducendo ulteriormente l’incidenza del
traﬃco non critico sui dati di maggior importanza.
2.3 Ethernet industriale
Con il termine Industrial Ethernet ci si riferisce in genere a quelle applica-
zioni che utilizzano Ethernet per le comunicazioni a livello di campo, ossia di
PLC e periferia.
Non esistendo uno standard imposto da direttive, molti costruttori hanno im-
plementato una soluzione consona alle proprie esigenze con la conseguente
proliferazione di svariati protocolli applicativi. L’introduzione di Ethernet a
livello di cella e di campo nel panorama industriale garantirebbe più ﬂessibili-
tà, nuovi mezzi trasmissivi (come la tecnologia wireless), la possibilità di usare
tutti i protocolli ICT e quindi anche il supporto diretto di Internet che con-
sentirebbe di creare interfacce remote per i dispositivi usando un normalissimo
web-browser. Ma sarebbe inaccettabile se l’adozione della tecnologia Ethernet
portasse alla perdita di tutte quelle caratteristiche essenziali nel mondo della
comunicazione industriale quali:
• l’aﬃdabilità;
• la robustezza (EMC e meccanica);
• la comunicazione tempo-deterministica;
• le azioni tempo-sincronizzate tra le periferiche di campo;
• la frequenza ed eﬃcienza nello scambio dei dati.
Nei processi a livello di campo la comunicazione deve soddisfare le condizioni
appena citate, richiedendo esigenze temporali assai stringenti e spesso molto
diﬀerenti tra loro. Ci sono due tipologie di casi temporalmente critici:
1. processi periodici;
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2. processi asincroni.
Nel primo caso l’evento deve avvenire con particolare regolarità temporale e
quindi con una determinata frequenza per tutto il periodo di esecuzione del
processo; la comunicazione deve garantire che l’informazione prodotta giunga
a destinazione prima della generazione dell’informazione successiva. Nei pro-
cessi asincroni l’istante temporale in cui si veriﬁcherà l’evento non è noto, si
considera solo la possibilità che esso si veriﬁchi; il sistema di comunicazione ne
deve garantire la trasmissione nei tempi più brevi possibili.
2.3.1 Real Time Ethernet
In sostanza, un sistema real time deve garantire che una elaborazione (o task)
termini entro un dato vincolo temporale o scadenza (detta deadline). Per
garantire questo è richiesto che la schedulazione delle operazioni sia fattibile.
Il concetto di fattibilità di schedulazione è alla base della teoria dei sistemi
real time ed è quello che permette di dire se un insieme di task sia eseguibile
o meno in funzione dei vincoli temporali dati. I sistemi RT sono quelli che
non dipendono solamente dalla validità dei dati scambiati, ma anche dalla loro
tempestività. Un corretto sistema RT, dunque, garantirà sia il funzionamento
corretto del sistema sia la sua puntuale e deterministica esecuzione. I sistemi
real time generalmente sono suddivisi in due principali sottocategorie [20]:
• Soft Real Time (SRT): sistema in cui i vincoli temporali non sono
stretti e le conseguenze di un eventuale fallimento non sono disastrose;
• Hard Real Time (HRT): sistema in cui i vincoli temporali sono stretti
e le conseguenze di un eventuale fallimento provocherebbero un danno
irreparabile bloccando l’esecuzione del sistema.
I “blocchi” costituenti i sistemi RealTime sono detti jobs; ogni job RT ha
alcune caratteristiche temporali da rispettare [19] (si veda ﬁgura 2.2):
• Release Time: tempo in cui un job diventa disponibile al sistema;
• Ready Time: tempo entro il quale il job viene completamente proces-
sato;
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• Execution Time: intervallo tra il Ready Time e il completamento
dell’esecuzione;
• Response Time: tempo più breve in cui un job può iniziare l’esecuzione
(mai inferiore al Release Time);
• Deadline: tempo entro il quale l’esecuzione deve essere terminata, oltre
il quale il job è in ritardo. Una deadline può essere hard o soft a seconda
delle speciﬁche temporali del job.
Figura 2.2: speciﬁche dei jobs
Tutti i sistemi real time hanno un certo livello di jitter (variazione sul tempo
ideale); quest’ultimo nei sistemi real time deve essere misurabile in modo tale
da poter garantire le prestazioni del sistema, cioè tale sistema deve garantire
che un’elaborazione termini entro un dato vincolo temporale o entro una data
scadenza (imposta dalla deadline). Anche le comunicazioni real time possono
essere hard o soft a seconda dei requisiti.
Le prestazioni della rete real time Ethernet possono fare riferimento a una
serie di Performance Indicators, indicati nella normativa IEC 61784 [21], [8] e
riportati di seguito:
• Delivery time: tempo necessario per trasmettere una SDU da un nodo
sorgente ad un nodo destinatario. Viene misurato a livello applicazione
tenendo conto del tempo di trasmissione e di tutti i tempi d’attesa;
• Numero di nodi: ogni CP impone un numero massimo di stazioni che
possono essere collegate alla rete aﬃnchè sia garantita la comunicazione
real time;
• Topologia di rete: disposizione ﬁsica della rete;
19CAPITOLO 2. LA COMUNICAZIONE INDUSTRIALE
• Numero di switch tra due nodi: ogni CP impone un numero
massimo di switch tra due stazioni;
• Throughput RTE: rappresenta l’insieme di dati scambiati tramite un
collegamento nel tempo di un secondo;
• Banda non RTE: indica la percentuale di banda che può essere desti-
nata alla comunicazione non real time in un collegamento;
• Accuratezza di sincronizzazione: indica la deviazione temporale
massima dei clock appartenenti a due diversi nodi della rete;
• Tempo di recupero ridondante: tempo massimo tra il fallimento di
un singolo evento ed il ripristino del sistema considerando un fallimento
permanente (si stabilisce una sorta di redundancy recovery time).
2.3.2 Protocolli Real Time Ethernet
Diversi approcci da parte di altrettante case produttrici hanno dato origine a
più protocolli Real Time Ethernet, studiati e sviluppati a seconda delle pre-
stazioni e delle esigenze degli utilizzatori. Si può comunque raggrupparli in
tre categorie [22], riportate in ﬁgura 2.3; dalla categoria 3 alla 1 aumentano
le prestazioni del protocollo ma anche le funzionalità che bisogna aggiungere a
livello data link. Per una massima riduzione dei tempi si è reso necessario un
intervento nella procedura di schedulazione a livello MAC.
Di possono così distinguere tre diversi tipi di approccio:
• Incapsulamento: si ha quando un pacchetto dati ad alto livello vie-
ne inglobato in un pacchetto standard TCP o UDP. In questo modo si
lascia funzionare normalmente Ethernet e i livelli TCP/IP dello stack
di comunicazione e le nuove funzionalità vengono inserite a livello ap-
plicazione (Livello 7). Esempi di RTE che usano questo approccio sono
Modbus/TCP, Ethernet/IP, P-NET, Vnet/IP, Foundation Fieldbus HSE
(vedi ﬁgura 2.3, colonna 1).
• Incapsulamento diretto a livello 2: alcuni protocolli utilizzano la
struttura Ethernet standard a livello 1 e il MAC a livello 2 ma incapsu-
lano i dati direttamente senza far uso del protocollo TCP/IP. Applica-
zioni soft real time possono usare l’incapsulamento diretto, ma lo stack
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Figura 2.3: protocolli basati su Ethernet industriale
TCP/IP permette funzionalità aggiuntive per la gestione della rete usan-
do tool standard. Ethernet fornisce uno schema nel quale il traﬃco SRT
viene incapsulato con maggior priorità rispetto al TCP/IP. Queste rea-
lizzazioni real time Ethernet non alterano l’hardware di comunicazione
ethernet in alcun modo, ma sono realizzate speciﬁcando uno speciale ti-
po di protocollo (Ethertype) nel frame ethernet (per esempio l’Ethertype
di Proﬁnet è 0x8892). Esempi di RTE che usano questo approccio sono
TCnet, EPA, Proﬁnt CBA, Proﬁnet RT (vedi ﬁgura 2.3, colonna 2).
• Ethernet modiﬁcata: L’unico modo per assicurare la funzionalità IRT
con risposte sotto i millisecondi è cambiare il modo in cui opera Ethernet.
Viene mantenuta la connessione ﬁsica di Ethernet, ma la funzionalità del
protocollo è direttamente modiﬁcata al livello 2 per fornire capacità di
comunicazione deterministica. Questo richiede lo sviluppo di interfacce
hardware con speciali ASIC o FPGA. Quindi il determinismo è imple-
mentato attraverso una procedura che fornisce cicli di trasmissione ﬁssi
e con una sincronizzazione ciclica di tutti i nodi. Molto spesso la funzio-
nalità di switch è già integrata all’interno del dispositivo di campo. Le
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modiﬁche sono obbligatorie per tutti i device all’interno del segmento di
rete real time, permettendo comunque la trasmissione di traﬃco non real
time. Esempi di Real Time Ethernet che usano questo approccio sono:
Ethernet Powerlink, Sercos, EtherCAT e Proﬁnet IRT (vedi ﬁgura 2.3,
colonna 3).
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Il protocollo Proﬁnet IO
Proﬁnet è un protocollo innovativo che è stato sviluppato dal consorzio Proﬁ-
bus International ed è diventato uno standard internazionale con la normativa
IEC 61158.
I suoi obiettivi principali sono la riduzione dei costi di progetto e di messa in
servizio dell’impianto e l’integrazione tra la nuova automazione di dispositivi
basati su Ethernet e quelli tradizionali basati sui bus di campo. Allo stato
attuale, per quanto riguarda la sola parte di comunicazione dati, Proﬁnet rag-
gruppa sotto il suo nome due famiglie di protocolli entrambi basate su Ethernet
[23]:
• Proﬁnet CBA (Component Based Automation): dedicato all’integrazione
ad alto livello, per esempio tra diﬀerenti linee di produzione; oﬀre il
supporto per l’integrazione con OLE for Process Control (OPC), Internet
ed il Web, nonché con Proﬁbus e con tutti gli altri bus di campo;
• Proﬁnet IO: è stato progettato per dotare i dispositivi di campo di in-
terfaccia Ethernet e garantire delle performance deterministiche e real
time.
Con questo capitolo si vuole descrivere a grandi linee lo standard Proﬁnet
IO così da dare le nozioni necessarie a inquadrare il lavoro svolto in laboratorio.
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3.1 Scalabilità e prestazioni
Già si è discusso sul problema del determinismo nelle reti industriali traccian-
done una panoramica abbastanza ampia; nello speciﬁco andremo ad analizzare
come Proﬁnet IO risolve tale problema e quali altre soluzioni tecnologiche lo
rendono un sistema aﬃdabile e prestante.
Proﬁnet IO è stato progettato per provvedere al controllo remoto di dispo-
sitivi di Input/Output. È un protocollo pensato per il campo che ne soddisfa
le caratteristiche critiche di periodicità e real time. Utilizzando lo Switched
Ethernet, tale protocollo raggiunge le più alte prestazioni in termini di tempi-
stiche. I target primari sono la sostituzione dei tradizionali moduli distribuiti
di Input-Output, che sono interconnessi attraverso i bus di campo, e l’esten-
sione di applicazione all’ambito del motion control. Supporta tutti i tipi di
comunicazione (Non-RT, RT e IRT) ed è dedicata ad applicazioni con limiti
critici per le condizioni di tempo reale. L’obiettivo di Proﬁnet IO è quello di
trasmettere dati attraverso l’utilizzo di strutture e semplici apparecchiature di
comunicazioni, rispettando performance preﬁssate.
Con il duplice scopo di sfruttare la vasta esperienza accumulata nel settore
dei bus di campo e di proteggere investimenti precedenti, Proﬁnet IO ha in-
corporato in sé concetti quali l’architettura modulare e la programmazione dei
dispositivi di campo, ereditandoli direttamente da Proﬁbus. Per ottenere le al-
te prestazioni richieste nello scambio dati, sono stati necessari alcuni elementi
innovativi:
• priorità previste per lo scambio dati;
• accesso diﬀerenziato da parte di più sistemi di controllo per lo stesso
dispositivo di campo;
• descrizione in un ﬁle GSD delle funzionalità del singolo dispositivo di
campo;
• estensione del modello Proﬁbus DP: la metodologia di accesso master-
slave (di Proﬁbus DP) è stata convertita al modello Provider-Consumer,
ove per produttore si intende colui che genera i dati, mentre per consu-
matore colui che riceve e utilizza i dati quando stabilisce la connessione
con il produttore;
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• comunicazione su un unico mezzo trasmissivo.
In ﬁgura 3.1 sono riportare le tre classi real time di Proﬁnet IO con riferimento
alle prestazioni che le contraddistinguono.
Figura 3.1: la comunicazione in Proﬁnet IO
3.2 Classi di comunicazione
Le varie classi di comunicazioni gestite in Proﬁnet IO sono state divise nelle
seguenti quattro categorie.
Non-RT: viene considerato per la trasmissione di dati di conﬁgurazione o per
implementare cicli (con periodo maggiore ai 100 ms) che tolleri ﬁno al 100% di
variabilità. Per la comunicazione si fa aﬃdamento ai protocolli standard quali
TCP e UDP. Vengono supportati anche servizi ICT come la gestione della rete
DHCP, diagnosi di rete SNMP, accesso remoto tramite Web HTTP e funzioni
di posta elettronica e-Mail.
RT Classe 1: può realizzare cicli di pochi millisecondi (tipicamente 1-64 ms)
a variabilità contenuta (15%). Essa si basa sullo standard Ethernet 802.1Q
in cui i dati vengono trasmessi tramite telegrammi Ethernet con priorità; per
l’implementazione è suﬃciente hardware ethernet standard.
RT Classe 2: chiamato anche IRT-Flex, i frame vengono trasmessi con o
senza sincronizzazione (andando a comportarsi come la Classe 1). La sincro-
nizzazione consente tempi di ciclo di 1 ms e tutti i telegrammi possono essere
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inviati e ricevuti in una ﬁnestra temporale deﬁnita in fase di progetto e riservata
al solo traﬃco IRT-Flex. Il jitter massimo si attesta sui 10 µs, l’instradamento
dei messaggi è fatto in base all’indirizzo MAC e serve hardware ASIC per la
sincronizzazione.
RT Classe 3: denominata IRT-Top è il protocollo di comunicazione più per-
formante, riservato ad applicazioni motion control. Rispetto alla RT Classe 2
si ha una più stringente pianiﬁcazione temporale del traﬃco, ottenuta tramite
la sincronizzazione tra il livello di rete e l’applicazione software che gestisce i
dati. Il ciclo è selezionabile da un minimo di 250 µs ad un massimo di 4 ms con
intervalli di 125 µs. Il jitter è garantito ben al di sotto del µs, così facendo si co-
nosce l’istante pressoché esatto di invio e ricezione di un telegramma IRT-Top.
Il completo determinismo ottenuto prevede precisioni di sincronismo maggiori
gestite direttamente dall’hardware. Una stazione (master sync) ha il compito
di inviare il telegramma alle altre stazioni appartenenti al dominio di sincro-
nizzazione. La conoscenza della topologia di rete è fondamentale per la deter-
minazione dei ritardi di trasmissione ed in caso di modiﬁche sulla topologia o
sui rapporti di comunicazione, è necessario riprogettare la conﬁgurazione.
Figura 3.2: rappresentazione graﬁca delle prestazioni temporali delle classi di
comunicazione supportate da Proﬁnet IO
Nel graﬁco a ﬁgura 3.2 sono riportate le quattro classi appena descritte, la
classe RT 2 e RT 3 sono raggruppate sotto l’acronimo IRT, la classe 1 denomi-
nata semplicemente con RT e la classe non-RT è riportata come TCP/IP. Si
può pertanto aﬀermare che i livelli di prestazioni di Proﬁnet coprono l’intero
campo delle applicazioni per l’automazione.
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3.3 Tipi di dispositivi
Il protocollo Proﬁnet speciﬁca quattro tipi di dispositivi:
• IO-Controller: dispositivo controllore sul quale gira il programma di
automazione; ha il controllo del processo distribuito di uno o più disposi-
tivi di campo ed è responsabile della conﬁgurazione e della parametrizza-
zione dei dispositivi associati ad esso. Riceve dati e allarmi e li processa
all’interno del programma utente. Esso rappresenta una stazione centrale
intelligente, come un PLC.
• IO-Device: dispositivo di bus di campo remoto, che viene assegnato
ad un IO-Controller. È conﬁgurato da un IO-Controller o da un IO-
Supervisor e trasmette ciclicamente i suoi dati di processo al controllo-
re. Esso provvede anche ad informare un IO-Controller su condizioni di
diagnostica o di allarme.
• IO-Supervisor: dispositivo/PC di programmazione con funzioni di con-
ﬁgurazione e di diagnostica, che può scambiare dati con IO-Controller
e IO-Device; ha accesso temporaneo ai dispositivi di campo durante il
processo di comunicazione.
• IO-parameter-server: dispositivi usati per lo scambio di dati di conﬁ-
gurazione rilevanti per le applicazioni con IO-Device.
Il traﬃco generato da IO-Supervisor e da IO-Parameter-Server avviene
tipicamente in fase oﬄine, quindi non sono necessarie prestazioni real time.
Durante il funzionamento, i dispositivi periferici (IO-Device) trasferiscono le
informazioni di input all’IO-controller; esso le elabora e trasferisce le infor-
mazioni di output ai dispositivi periferici. Al contrario, lo scambio di dati
tra IO-Controller e IO-Device è collegato al compito di automazione in via di
svolgimento e perciò ha esigenze temporali critiche.
Dal punto di vista della comunicazione tutti i dispositivi su Ethernet sono
trattati allo stesso modo. Il protocollo prevede che ad ogni dispositivo venga
assegnato un numero univoco di identiﬁcazione, l’ID Number, composto di 32
bit. È stato speciﬁcato anche un modello uniforme per i dispositivi IO-Device
Proﬁnet, il quale permette una conﬁgurazione dei singoli moduli del dispositi-
vo. Tale modello è simile per caratteristiche a quello di Proﬁbus DP.
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Un dispositivo di campo può essere modulare, cioè includere degli slot ﬁsici per
l’inserzione di moduli, oppure non espandibile (slot virtuali): questa modelliz-
zazione permette di indirizzare i canali di I/O presenti nel sistema con indice
univoco. Proﬁnet IO inoltre distingue tra slot, inteso come spazio ﬁsico ove
inserire periferiche (modulo) in un IO-Device, e subslot, che rappresenta un
ulteriore livello di indirizzamento. Generalmente uno slot può contenere più
subslot, e la capacità del modulo viene deﬁnita da chi fornisce il dispositivo di
campo, il quale è responsabile della mappatura della funzionalità del disposi-
tivo. Ogni slot e subslot rappresenta un modulo IO e ha un numero ﬁsso di
bit di input e output.
Il protocollo Proﬁnet IO prevede di poter implementare il trasferimento di tre
tipologie di dati:
• Trasferimento ciclico di dati critici di IO: tali dati vengono im-
magazzinati nell’area di indirizzamento I/O del controllore; si tratta di
dati ciclici di input e output, che vengono inviati sul canale real time. I
dati di I/O sono trasmessi a cicli di tempo preﬁssati, la cui frequenza di
aggiornamento può essere diversiﬁcata per ciascun dispositivo;
• Trasferimento aciclico di allarmi: trasferimento che avviene sul ca-
nale real time; è prevista anche la possibilità di assegnare una priorità
agli allarmi;
• Trasferimento aciclico di dati non critici: si tratta di parametriz-
zazione, conﬁgurazione, lettura di informazioni diagnostiche che sono
trasferite attraverso canali standard sulla base di UDP/IP.
Le caratteristiche di un IO Device sono riportate nel ﬁle, in formato XML,
chiamato GSD [24]. All’interno del ﬁle si devono trovare le proprietà dell’IO-
Device, i moduli inseriti (quantità e tipo), i dati di conﬁgurazione individuali
del moduli (quantità e tipo), i parametri dei moduli (tipo 4-20 mA) ed il testo
con errori per la diagnostica.
3.4 Il periodo di trasmissione Proﬁnet
Proﬁnet IO eﬀettua lo scambio di dati all’interno di una struttura ciclica (de-
scritta nello standard IEC 61158-5-10) illustrata in ﬁgura 3.3. Un messaggio
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di sincronizzazione, sync frame, individua l’inizio del ciclo le cui diverse fasi
sono:
• RED phase: in questa fase solo i messaggi RT Classe 3 possono essere
inviati in un ﬁssato momento attraverso un percorso deﬁnito con topo-
logia rigida. Ciò comporta che tutti i dispositivi sappiano precisamente
quando e verso quale porta è permesso comunicare o mettersi in ascolto;
• ORANGE phase: solo frame di tipo RT Classe 2 sono trasmessi duran-
te questa fase. Anche questi messaggi devono essere scambiati con pre-
cise scadenze temporali, sebbene la topologia della rete non sia deﬁnita
rigidamente;
• GREEN phase: questa fase è composta dai messaggi che utilizzano
le priorità Ethernet scandite dallo standard IEEE 802.1Q. La comuni-
cazione è aperta ai dispositivi RT Classe 1, ai dispositivi RT Classe 2
che non hanno terminato di spedire il frame nella ORANGE phase e ai
protocolli TCP e UDP;
• YELLOW phase: questo periodo di transizione è utilizzato dallo stesso
tipo di traﬃco della fase GREEN. Durante questo intervallo solo i frame
che possono essere trasferiti completamente entro la ﬁne della fase stessa
sono eﬀettivamente trasmessi.
Figura 3.3: ciclo di comunicazione Proﬁnet IO
Una porzione della fase verde è lasciata alla comunicazione non-RT, essa
ha bassa priorità e tempi di ritardo molto variabili; infatti il traﬃco di tipo
IP è usato per grandi trasferimenti di dati e la sola cosa signiﬁcativa è la
banda. In Proﬁnet IO la fase non-RT occupa almeno il 40%. Nella RT classe
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3, essendo la più performante, non devono esserci ritardi di trasmissione o
ricezione. Sui frame non è eﬀettuato alcun controllo sull’indirizzo MAC. Se un
messaggio atteso non arriva a destinazione, un frame “dummy” è trasmesso con
l’indicazione dell’errore; mentre se un frame non può essere trasmesso ritorna
indietro. Proprio per queste motivazioni la durata della RED phase deve essere
maggiore della più lunga propagazione di ritardo tra sorgente e destinazione
di qualsiasi frame IRT. È da notare che la RT classe 3 presenta un jitter molto
basso, dal momento che ogni causa di incertezza viene evitata.
Nella RT Classe 2 la topologia delle rete può essere cambiata e non è necessaria
la pianiﬁcazione di ciascun messaggio, inoltre viene utilizzato l’indirizzo MAC.
Nel caso di traﬃco ingente nella rete, i frame vengono buﬀerizzati e inviati
appena possibile.
In RT Classe 1 è utilizzata la gestione della priorità e, se i pacchetti sono dotati
di VLAN tag, trasportano un valore di priorità da 0 a 7: gli switch gestiscono
questo traﬃco in base a questa scala di priorità.
3.5 Lo stack di comunicazione
In Proﬁnet i dispositivi con funzionalità altamente tempo-critiche possono,
quando stabiliscono il collegamento, negoziare protocolli di comunicazione con
capacità real time che riducono il tempo di elaborazione dello stack. In questo
modo, Proﬁnet soddisfa le elevate richieste real time disposte sul sistema di
comunicazione. L’eliminazione di alcuni livelli di protocollo riduce la lunghezza
del messaggio, il tempo per la preparazione dei dati da trasmettere ed i tempi
di procedura dell’applicazione. Un ulteriore beneﬁcio si ha considerando che la
potenza del processore del dispositivo per la comunicazione viene fortemente
ridotta. Nel caso di Proﬁnet RT avviene un incapsulamento a livello 2 (si veda
2.3.2), mentre nel caso IRT si rientra nella categoria Ethernet modiﬁcata dove
viene però richiesta una speciale interfaccia hardware per poter fornire una
comunicazione deterministica ed isocrona di alto livello.
303.6. I CANALI DI COMUNICAZIONE
Figura 3.4: stack di comunicazione RT (a sinistra) e IRT (a destra)
3.6 I canali di comunicazione
Per garantire l’interoperabilità tra diverse applicazioni, non è suﬃciente sta-
bilire un canale di comunicazione solo. Lo standard Proﬁnet IO implementa
routine automatiche suddivise in application process ed eseguite da diﬀerenti
stazioni distribuite sulla rete. Le applicazioni di processo comunicano, con lo
scambio di application object, strutture formali che contengono informazioni
riguardo i processi reali della propria stazione. Il concetto di ASE (Application
Service Element) è il cardine su cui si basa il livello Application del modello di
riferimento ISO/OSI nel sistema Proﬁnet. ASE provvede a fornire una serie di
servizi per realizzare la comunicazione tra application process distribuiti e lo
scambio di application object. In una tipica IO Conﬁguration, come in ﬁgura
3.5, vengono stabilite le istanze di relazione (AR) tra gli IO-Controller e gli
IO-Device. L’istanza di relazione IO-AR contiene diverse relazioni di comu-
nicazione (CR) attraverso le quali sono trasferite la conﬁgurazione, i dati di
processo e gli allarmi. Il dispositivo IO-Controller trasferisce i dati di parame-
trizzazione e di conﬁgurazione del dispositivo IO-Device assegnato su “Record
data CR”.
La trasmissione ciclica dei dati di ingresso e di uscita è implementata su “IO
data CR”, ed il monitoraggio delle relazioni di comunicazione avviene attraverso
la stessa veriﬁca dei messaggi ciclici ricevuti. Per esempio, se un frame atteso
in ingresso non si manifesta entro 3 cicli, l’IO-Controller determina l’errore o
il guasto del rispettivo IO-Device. Gli eventi aciclici sono trasmessi su “Alarm
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Figura 3.5: canali di comunicazione a livello Application
CR” agli IO-Controller; una trattazione completa ed esaustiva la si può trovare
in [16].
3.7 Scambio di dati ciclico
Lo scambio dati ciclico è implementato attraverso la relazione di comunica-
zione chiamata IO CR (IO Communication Relationship). I dati di I/O sono
trasmessi a cicli di tempo preﬁssati, la cui frequenza di aggiornamento può es-
sere diversiﬁcata per ciascun dispositivo. Inoltre l’intervallo di invio può essere
diverso dall’intervallo di ricezione. Per la descrizione di uno scambio di dati
ciclico Proﬁnet IO deﬁnisce i seguenti termini [23], illustrati anche in ﬁgura
3.6:
• Ciclo di bus: la base dei tempi è di 31.25 µs; può arrivare ﬁno a 4 ms,
valore tipico è 1 ms;
• Reduction Ratio: indica ogni quanti cicli viene spedito il frame da un
IO Device all’IO Controller; il ciclo di invio è calcolato moltiplicando il
Reduction Ratio per il Ciclo di bus;
• Frame Oﬀset: indica l’oﬀset di un dato frame dall’inizio del ciclo bus
al momento in cui viene spedito il frame stesso;
• Fase: indica in quale ciclo di bus il frame corrispondente verrà spedito.
Non tutti i dati devono essere trasmessi con la stessa frequenza, se ciò avvenisse,
la stazione più lenta determinerebbe la velocità di inoltro dei dati. La soluzione
a questo problema è fornita dal “Reduction Ratio” che deve essere considerato
323.8. IL CICLO RT
Figura 3.6: traﬃco ciclico dei dati in Proﬁnet IO
come un fattore moltiplicatore del ciclo di invio o di ricezione e determina in
quale ciclo di quelli successivi verranno trasmessi i dati. Il rapporto di riduzione
è speciﬁcato, durante la conﬁgurazione, per ogni relazione di comunicazione
I/O CR.
3.8 Il ciclo RT
Per soddisfare alle esigenze del real time, Proﬁnet IO ha ottimizzato il canale
RT Classe 1 (vedi 3.2). Lo scopo della suddivisione del ciclo RT è quello
di dividere la banda del sistema per evitare il sovraccarico della linea e la
perdita di pacchetti. Proﬁnet IO gestisce e limita l’invio di pacchetti e l’uso di
priorità nei frame; per prevenire sovraccarichi ed aumentare l’uso della banda
è possibile sincronizzare il ciclo di invio del provider con quello di ricezione del
consumer: questa si basa sul contatore di ciclo con un’accuratezza di un ciclo
di bus [9]. Attraverso il Reduction Ratio e la fase di trasmissione, si possono
distribuire i pacchetti RT nel tempo. Il traﬃco di rete viene così controllato e
limitato attraverso questi procedimenti facendo attenzione che il processo che si
occupa dell’invio non spedisca alcun pacchetto RT, se all’inizio del nuovo ciclo
esiste una situazione di sovraccarico dell’interfaccia locale; non è generalmente
concesso utilizzare più di un certo valore di banda, onde evitare il sovraccarico
del sistema. Un pacchetto Proﬁnet IO di tipo RT è riportato in ﬁgura 3.7
dove:
• Preamble: sequenza di bit usata per la sincronizzazione con il ricevitore;
• Start Frame Delimiter: sequenza di bit che speciﬁca l’inizio del frame;
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Figura 3.7: struttura del frame Proﬁnet IO Real Time Classe 1
• Destination Address: è l’indirizzo MAC del nodo destinatario;
• Source Address: è l’indirizzo MAC del nodo sorgente;
• Type: 0x8100 esprime il Virtual LAN Header;
• VLAN: contiene le speciﬁche per la VLAN;
• Ethertype: per Proﬁnet IO è 0x8892;
• Frame ID: indica il tipo di frame Proﬁnet (ad esempio RT classe 1, 2 o
3, trasmissione aciclica, etc.);
• Data: contiene i dati da spedire;
• Cycle Counter: contatore di ciclo, ogni bit rappresenta un incremento
temporale di 31.25 µs (valore che va a deﬁnire il tempo di bus descritto
in 3.7);
• Data Status: indica lo stato dei dati;
• Transfer Status: indica se la trasmissione è avvenuta regolarmente;




4.1 Il protocollo Modbus
Modbus è un protocollo di comunicazione seriale basato su struttura master-
slave, creato da Modicon nel 1979 per mettere in comunicazione i propri con-
trollori logici programmabili. È diventato uno standard de facto nella comu-
nicazione di tipo industriale, ed è ora uno tra i protocolli di connessione più
diﬀuso fra i dispositivi elettronici industriali. Le principali ragioni di un così
elevato utilizzo del Modbus rispetto agli altri protocolli di comunicazione sono:
• è un protocollo pubblicato apertamente e royalty-free;
• è facilmente implementabile dal punto di vista industriale;
• gestisce raw bits e words senza porre restrizioni ai produttori.
Modbus consente la comunicazione fra diversi dispositivi connessi alla stessa
rete (per esempio un sistema che misura la temperatura e l’umidità e comu-
nica il risultato a un computer); è spesso usato per connettere un computer
supervisore con un’unità terminale remota (RTU) nel controllo di supervisione
e sistemi di acquisizione dati (SCADA).
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Esistono versioni Modbus sia per porta seriale, per Ethernet e per altre
reti che supportano i protocolli Internet. Riportiamo di seguito le principali
varianti:
• Modbus RTU: Questa è utilizzata nella comunicazione seriale (RS-
232 or RS-485) e si avvale di una rappresentazione binaria compatta
dei dati. Il formato RTU gestisce i comandi/dati con un controllo di
ridondanza ciclico come meccanismo di controllo degli errori per garantire
l’aﬃdabilità dei dati. Modbus RTU è l’implementazione più comune a
disposizione di Modbus. Un messaggio Modbus RTU dev’essere trasmesso
in modo continuo senza esitazioni tra caratteri; i messaggi sono separati
da brevi istanti di silenzio.
• Modbus ASCII: Questa variante è utilizzata nella comunicazione se-
riale e fa uso di caratteri ASCII per il protocollo di comunicazione. Il
formato ASCII utilizza un controllo di ridondanza longitudinale. I mes-
saggi sono in questo caso separati dal carattere due punti (’:’) e ﬁne riga
(CR/LF).
• Modbus TCP/IP o Modbus TCP: Questa è utilizzata per le comu-
nicazioni Modbus su TCP/IP. Non richiede un calcolo del checksum sui
pacchetti spediti poiché se ne prende carico i livelli più bassi della rete
su cui si appoggia.
• Modbus su TCP/IP o Modbus su TCP o Modbus RTU/IP: Que-
sta è una variante che diﬀerisce da Modbus TCP nel fatto che include
un checksum del payload come con Modbus RTU.
4.2 Modbus RTU
4.2.1 La comunicazione
Con questo standard, i dispositivi comunicano utilizzando una tecnica master-
slave, in cui un solo dispositivo (il master) può iniziare le operazioni (chiamate
query). Gli altri dispositivi (gli slave) rispondono fornendo i dati richiesti al
master, o l’azione richiesta nella query ricevuta realizzando il ciclo descritto in
ﬁgura 4.1.
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Il master può occuparsi di un singolo slave o spedire un messaggio in broa-
dcast a tutti gli slave. Ciascuno di questi restituisce un messaggio (chiamato
response) per la query che lo riguarda. Quando il master invia delle query di
tipo broadcast non sono previste risposte.
Il protocollo Modbus stabilisce il formato per la query inserendo in esso
l’indirizzo del dispositivo destinatario (o broadcast), un codice di funzione che
deﬁnisce l’azione richiesta, i dati da inviare e un campo per il controllo degli
errori. Anche il messaggio di risposta dello slave è strutturato dal protocollo
Modbus. Esso contiene i campi per la conferma dell’azione richiesta dalla query,
i dati da restituire, e uno di controllo degli errori. Se si fosse veriﬁcato un errore
in ricezione del messaggio, o se lo slave non fosse in grado di eseguire l’azione
richiesta, verrà generato un messaggio di errore e inviato come risposta al
master.
4.2.2 Il ciclo Query-Response
Figura 4.1: il ciclo Query-Response tra master e slave
Query: Il codice di funzione riportato nella query indica al dispositivo
slave a cui è indirizzato il messaggio quale tipo di azione gli viene richiesta.
I byte di dati contengono tutte le informazioni supplementari necessarie allo
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slave per eseguire la funzione. Il campo di controllo degli errori fornisce un
metodo per lo slave per convalidare l’integrità del contenuto del messaggio.
Response: Se lo slave eﬀettua una risposta normale, il codice funzione
nella risposta è una eco del codice funzione della query. I byte di dati conten-
gono i dati eventualmente raccolti nell’esecuzione della funzione, come valori
di registro o di status. Se si veriﬁca un errore, il codice funzione viene modiﬁ-
cato per indicare che la risposta segnala un errore e i byte di dati contengono
un codice che descrive l’errore (come spiega ﬁgura 4.2). Inﬁne, il campo di
controllo permette al master di veriﬁcare che il contenuto del messaggio sia
valido.
(a) Corretta (b) Con errore
Figura 4.2: schema del ciclo Query-Response nel caso di transizione corretta ed
errata
4.2.3 La struttura del frame
Il protocollo Modbus RTU deﬁnisce la struttura del messaggio secondo lo sche-
ma di ﬁgura 4.3; inizia con un intervallo di silenzio pari almeno al tempo
necessario per spedire 3.5 caratteri (in ﬁgura è rappresentato con la dicitura
START e i singoli caratteri sono T1, T2, T3 e T4). I caratteri ammessi in
ciascun campo sono gli esadecimali 0-9 e A-F.
I dispositivi di rete monitorizzano continuamente il bus di rete, anche durante
gli intervalli di silenzio descritti. I campi che compongono l’ADU (Application
Data Unit) sono:
• Address Field: è composto di 8 bit; gli indirizzi validi per i disposi-
tivi slave assumono un valore tra 0 e 247 decimale. Il master indirizza
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un pacchetto inserendo nel campo address l’identiﬁcativo del dispositivo
destinatario. Nella risposta, lo slave inserisce nel frame il suo indirizzo
cosicché il master conosca da quale dispositivo sia stato spedito il pac-
chetto. L’indirizzo zero è utilizzato per la realizzazione di broadcast.
Quando riceve questo primo campo, il dispositivo veriﬁca se il messaggio
era indirizzato proprio a lui, in tal caso continua a processarlo altrimenti
lo ignora.
• Function Field: è lungo 8 bit e contiene un numero da 1 a 255 che
identiﬁca una determinata funzione che deve essere attuata da chi riceve
il messaggio, come per esempio leggere un determinato stato un registro
o scrivere in un dato indirizzo di memoria. A funzione ultimata, il dispo-
sitivo risponde riutilizzando il codice della stessa funzione per segnalare
che l’operazione è andata a buon ﬁne; per segnalare invece l’insorgere
di errori ripete lo stesso codice ponendo il bit più signiﬁcativo allo stato
logico alto. La lista con i codici delle singole funzioni è reperibile in [1].
• Data Field: contiene eventuali dati da spedire che possono servire a
chi riceve il messaggio per eﬀettuare l’operazione richiesta: un esempio è
l’indirizzo di un registro, il numero di bit o byte da leggere ... Tale campo
ha lunghezza multipla di 8 bit ed è costruito con coppie di caratteri
esadecimali. In certi casi tale campo può non essere presente.
• Error Checking Field: è l’ultimo campo e contiene il CRC (Cyclical
Redundancy Check). Questo valore viene calcolato sull’intero contenuto
del messaggio dal mittente e allegato in coda al pacchetto. Il destina-
tario ricalcola il CRC durante la fase di ricezione e compara il risultato
con quello ricevuto; nel caso diﬀeriscono, verrà segnalato un errore di
ricezione.
Il CRC è calcolato solo sugli 8 bit di dati che compongono il singolo
carattere, tralasciando quelli di parità, di start e stop.
A chiudere la trasmissione del pacchetto, dopo il campo CRC, un intervallo
di silenzio dello stesso tipo di quello inziale segnalerà la ﬁne del messaggio.
L’intero frame del messaggio dev’essere spedito tutto di seguito, senza in-
terruzioni. Un silenzio pari a più di 1.5 caratteri all’interno del ﬂusso dati com-
porterebbe un errore di ricezione e il dispositivo leggerebbe il byte successivo
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alla pausa di silenzio come address ﬁeld del messaggio seguente.
Figura 4.3: frame del messaggio secondo il protocollo Modbus RTU
4.2.4 La struttura dei caratteri
Nel realizzare il frame da instradare su rete seriale Modbus RTU, ogni byte
viene inserito su una struttura chiamata carattere composto secondo lo schema
riportato in 4.4.
Figura 4.4: ordine dei bit che compongono un carattere
Perciò ogni carattere richiederà un totale di 11 bit considerando, oltre agli 8
bit dati, quello di start, di stop e di parità; lo standard prevede che quest’ultimo
sia presente sebbene non utilizzato.
4.2.5 Tempi di trasmissione
A partire dalla struttura del frame e dei singoli caratteri previsti dal protocollo
e descritti al paragrafo precedente, si calcola il tempo necessario a spedire un
singolo byte in funzione del baud rate utilizzato:





e sulla base di questo ragionamento, considerando n il numero di byte che
compongono il frame (compresi i 3.5 di start e stop) è possibile generalizzare
l’espressione e ottenere il calcolo per l’intero frame spedito:
TTX = n · Tchar (4.2)
Nel dettaglio in tabella 4.1, i tempi necessari per spedire sul mezzo ﬁsico i
frame nei test eﬀettuati.
TTX
2 byte 16 byte 32 byte 48 byte 64 byte
[ms] [ms] [ms] [ms] [ms]
19.2 Kbps 7,448 15,469 24,635 33,802 42,969
57.6 Kbps 2,483 5,156 8,212 11,267 14,323
Tabella 4.1: tempi necessari alla trasmissione dei singoli frame
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5.1 Schema delle connessioni
La ﬁgura 5.1 illustra in linea generale il sistema di misura usato in laboratorio.
I dispositivi impiegati vengono descritti di seguito.
Figura 5.1: schema generale delle connessioni
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5.2 IO-Controller: il PLC
5.2.1 CPU 315-2 PN/DP
Figura 5.2: CPU 315-2 PN/DP
Il dispositivo utilizzato come IO-Controller è la CPU 315-2 PN/DP della
famiglia SIMATIC S7-300 [14]. Si tratta di un controllore di media potenza
di calcolo adatto a comandare l’automazione di singole macchine o parti di
linee di produzione. Il processore installato permette di eﬀettuare operazioni
binarie con un tempo di esecuzione attorno ai 100 ns, mentre impiega circa 3
µs per operazioni in virgola mobile. Il programma utente viene memorizzato
nella memoria RAM interna che ammonta a 128 KB o eventualmente su un
supporto memory card MMC (di capacità massima pari a 8 MB) che può essere
usata anche per l’archiviazione di dati. Per quanto riguarda la comunicazione,
la CPU 315-2 PN/DP integra un’interfaccia combinata MPI/DP per la diagno-
stica e per il collegamento su rete Proﬁbus. Tramite quest’ultima, è possibile
stabilire ﬁno a 16 collegamenti simultanei con altre stazioni S7-300/400, dispo-
sitivi di programmazione Siemens (PG) o PC e scambiare dati con al massimo
32 stazioni collegate al bus di campo. Un collegamento è riservato al PC o PG
di conﬁgurazione tramite il quale viene programmato. La seconda interfaccia
presente sul frontale della CPU ne permette il collegamento su rete Proﬁnet.
Tramite questa, vengono supportati i seguenti modi di comunicazione:
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• Comunicazione S7 riservata per lo scambio di dati tra controllori SIMA-
TIC;
• real time classe 1 con la quale è possibile scambiare dati ciclici con IO-
Device;
• Comunicazione PG/PC per la programmazione , lo start-up e la diagno-
stica tramite programma di conﬁgurazione STEP 7 (di cui si parlerà più
avanti);
• Comunicazione PG/PC per l’interfacciamento con dispositivi HMI (Hu-
man Machine Interface) e sistemi SCADA;
• Comunicazione Open TCP/IP tramite Proﬁnet per SIMATIC NET OPC
server.
Come si nota, le classi real time 2 e 3 non sono supportate dalla CPU [18],
quindi i test descritti nel seguito utilizzano solo la comunicazione real time
classe 1. La CPU integra anche un’interfaccia web server accessibile da un
qualsiasi PC che disponga di un browser di rete. La suddivisione in più pagine
HTML permette di avere accesso a dati di diagnostica in formato di testo e
animazione. Le informazioni accessibili sono:
• Informazioni identiﬁcative
• Contenuto del buﬀer di diagnostica
• Messaggi (senza possibilità di conferma)
• Informazioni su Proﬁnet
• Stato delle variabili
• Tabelle delle variabili
• Pagina iniziale con informazioni generali sulla CPU
Per quanto riguarda la comunicazione ProﬁnetIO, tale CPU supporta intervalli
di trasmissione minimi di 1 ms; tale valore dipende dalle prestazioni della CPU,
dal numero di IO/device e da quanti dati vengono scambiati nella rete.
5.2.2 Switch Scalance X204IRT
Siemens propone una serie di switch ad alte prestazioni adattati per l’utilizzo
in ambienti industriali. Il dispositivo utilizzato nel lavoro di tesi è lo SCA-
LANCE X204IRT [17]. Presenta 4 porte con connettore RJ45 con funzionalità
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autonegotiation e autocrossover.
Con autonegotiation si intende il riconoscimento automatico della funzionalità
dell’interfaccia del lato opposto. Con questo procedimento i repeater o i ter-
minali possono determinare la funzionalità della quale dispone l’interfaccia del
lato opposto in modo da rendere possibile una conﬁgurazione automatica di
apparecchi diversi. Permette quindi a due componenti collegati da un segmen-
to, di scambiare tra loro parametri e di impostarsi con l’aiuto di quest’ultimi
sui valori marginali della comunicazione supportata.
La funzionalità di autocrossover oﬀre i vantaggi di un cablaggio continuo, senza
che sia necessario un cavo Ethernet esterno incrociato. In questo modo vengo-
no evitati funzionamenti errati nel caso di scambio dei cavi di trasmissione e
ricezione. L’installazione per l’utente viene quindi notevolmente sempliﬁcata.
Figura 5.3: SCALANCE X204IRT
L’X204IRT assicura massime prestazioni e compatibilità con i più comuni
protocolli basati su Ethernet e supporta tutte e tre le classi real time previste
dallo satandard Proﬁnet, combinando il meccanismo di switching “Cut Throu-
gh” con quello “Store & Forward”. Come per la CPU 315-2 PN/DP anche
lo switch dispone di un Web Based Management accessibile tramite broswer
o utilizzando servizi TELNET, FTP o SNMP. Oltre a numerose funzioni di
diagnostica e di stato, è possibile:
• impostare le porte per la rindondanza nel caso di collegamento ad anello;
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• gestire la funzionalità di e-mail agent per l’invio di e-mail contenenti dati
sulla diagnostica;
• conﬁgurare e abilitare il Port Mirroring (il traﬃco di dati viene rispec-
chiato dalla Mirror Port alla Monitor Port).
5.2.3 Unità di simulazione SM 374
L’SM 374 è un simulatore di ingressi e uscite digitali per il test del programma
in fase di messa in servizio e nel funzionamento in esercizio; il modulo mette
a disposizione, attraverso una selettore a giravite, 16 ingressi o 16 uscite o 8
ingressi e 8 uscite (come nel caso in esame); la simulazione dei segnali d’ingresso
avviene mediante interruttori e la visualizzazione degli stati dei segnale d’uscite
mediante LED. Il modulo è connesso alla CPU tramite il connettore posteriore
backplane (presente in tutti i dispositivi della famiglia SIMATIC) attraverso il
quale vengono scambiati i dati di IO e di conﬁgurazione.
Figura 5.4: unità di simulazione Siemens SM 374
Tramite l’uso di questa unità di simulazione è possibile simulare un’unità
di periferia decentrata per la gestione di ingressi e uscite digitali. Nei lavori
precedenti [6] e [7] si è utilizzato, per esempio il modulo ET 200M che prevede
un modulo SM323 8DI/8DO a 24V (8 ingressi digitali e 8 uscite digitali) per
il collegamento di interruttori normali e di prossimità a due ﬁli, elettrovalvole,
segnaletica luminosa, piccoli motori e qualsiasi altro dispositivo che fornisca o
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necessiti di un segnale digitale a 24V e una corrente di picco ﬁno a 1A (nominale
500mA) [15].
5.3 IO-Device: Anybus-IC
Anybus è una linea di prodotto di HMS, azienda che sviluppa, produce e com-
mercializza tecnologie di comunicazione intelligenti progettate per l’applicazio-
ne in sistemi di automazione industriale. HMS fornisce soluzioni eﬃcienti ed
aﬃdabili per la connessione di dispositivi alle maggiori reti di comunicazione,
oltre a prodotti per l’interconnessione tra reti con diﬀerenti protocolli.
Anybus-IC è una famiglia di interfacce complete a singolo chip per reti in-
dustriali, ottimizzata per i dispositivi di campo che richiedono una connettività
ai Fieldbus in un ingombro ridotto. Anybus-IC si basa sul nuovo processore
Anybus-NP30 di HMS ed integra tutti i componenti elettronici e il software
necessario per implementare un’interfaccia di comunicazione industriale com-
pleta. Tutti i componenti sono incorporati in un alloggiamento per chip DIL-32
standard di soli 8 cm2.
Anybus-IC può essere utilizzato con diversi connettori di rete (ad esempio M12)
o con terminali a vite che lo rendono una soluzione elegante per i dispositi-
vi in ambienti industriali complessi. Grazie all’ingombro ridotto Anybus-IC
può essere installato in un alloggiamento DIL-32 standard. Richiede una sola
alimentazione a 5 V e fornisce un’interfaccia di rete completa con isolamen-
to galvanico. Per ogni rete è disponibile una versione Anybus-IC separata.
La standardizzazione delle interfacce meccaniche, elettriche e software oﬀre la
possibilità di interscambio tra un chip Anybus-IC e l’altro. Anybus-IC inte-
gra tutto l’hardware digitale e analogico, nonché tutto il software necessario
per comunicare con la rete selezionata: in questo modo è in grado di fornire
una soluzione collaudata, approvata e certiﬁcata per la conformità con Field-
bus/Ethernet.
Anybus-IC è disponibile per le Reti Fieldbus di tipo Proﬁbus, DeviceNet e
CANopen, oltre che per le connessioni Ethernet che supportano i protocolli
EtherNet/IP, Modbus-TCP e Proﬁnet. Oﬀre potenti funzionalità Internet in-
tegrate. Il server Web dinamico embedded fornisce uno spazio libero su disco
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di 1,4 Mbyte per scaricare qualsiasi tipo di pagina Web speciﬁca dell’applica-
zione. Gli script Java o SSI consentono di creare pagine Web per visualizzare
in modo semplice e intuitivo le informazioni e le funzioni di controllo. Anybus-
IC fornisce un E-mail client integrato che può essere conﬁgurato per l’invio di
avvisi di posta elettronica relativi ad eventi speciﬁci. Il ﬁle system basato su
FTP supporta la protezione di accesso multilivello.
Figura 5.5: chip Anybus-IC
L’ABIC integra l’hardware necessario per collegare il dispositivo sul quale il
chip andrà installato, alla rete selezionata, Proﬁnet IO nel nostro caso. Se tale
dispositivo è dotato di microcontrollore integrato l’ABIC viene interfacciato
tramite la porta seriale asincrona, altrimenti, in apparati privi di intelligenza,
esso controlla in autonomia una serie di shift register (per un massimo di 128
bit di traﬃco scambiato).
In ogni caso, l’Anybus-IC gestisce l’intero protocollo Proﬁnet IO, sgravan-
do totalmente l’applicazione dal compito di dover governare la comunicazione
sul lato Fieldbus. Ogni canale di comunicazione (SSC, Fieldbus, SCI) usa due
buﬀer, uno contiene i dati in entrata (prodotti) e l’altro i dati in uscita (consu-
mati). I dati prodotti in un canale possono venir mappati (i.e. copiati in modo
automatico) nel buﬀer di uscita di un altro canale con inoltro da un’interfaccia
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all’altra (si veda la ﬁgura 5.6). In particolare, in ogni direzione, possono essere
scambiati:
• ﬁno a 144 byte dati sul lato Fieldbus;
• ﬁno a 128 byte dati sulla seriale SCI;
• ﬁno a 128 bit dati sul canale SSC.
Figura 5.6: gestione dei canali nell’Anybus-IC.
Il modo con cui viene eﬀettuata la mappatura viene speciﬁcato dai para-
matri in fase di conﬁgurazione. Oltre all’interfaccia dati seriale, il modulo è
dotato di una seconda interfaccia, MIF a due ﬁli utilizzata per la conﬁgurazione
e il monitoraggio attraverso un programma di emulazione, tipo Hyperterminal,
installato nel terminale PC. L’utilizzo di questa interfaccia è opzionale, ma for-
nisce l’accesso ai parametri del modulo, nonché a funzioni per la conﬁgurazione
ed il monitoraggio dei dati. L’integrato Anybus-IC disponibile in laboratorio è
sviluppato per Proﬁnet IO Classe 1. Questa famiglia di chip nasce per integrare
dispositivi di processo all’interno delle reti aziendali di automazione industria-
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le, ma non per applicazioni di motion control: supporta solo la comunicazione
real time di classe 1 (non sincronizzata).
5.3.1 Interfaccia di comunicazione seriale asincrona - SCI
Dispositivi intelligenti quali encoder incrementali, sensori/attuatori, terminali
operatore e unità di controllo motore dispongono generalmente di un proprio
microcontrollore. Il modulo Anybus-IC si collega al micro-controllore di tali
dispositivi tramite un’interfaccia seriale TTL a due ﬁli (SCI). Questo collega-
mento consente di accedere ai parametri interni del modulo e allo scambio di
dati di I/O tramite il protocollo Modbus RTU integrato. Ciò garantisce l’ac-
cesso ai dati di I/O ciclici e ai parametri aciclici della rete. La comunicazione
tra Anybus-IC e il microcontroller del dispositivo di automazione è basata sul
protocollo Modbus RTU. L’interfaccia rende disponibili tre segnali:
• SCI_Tx segnale seriale asincrono di output; trasporta i dati dall’ABIC
all’applicazione;
• SCI_Rx segnale seriale asincrono di input; trasporta i dati dall’appli-
cazione all’ABIC;
• SCI_DE questo segnale abilita l’uscita di dati su reti in half-duplex.
Connettendo questo segnale a terra si disabilita l’invio della conﬁgura-
zione via SCI e il chip viene inizializzato in automatico come dispositivo
stand alone.
Attraverso questa interfaccia è possibile scambiare ﬁno ad un massimo di
128 byte in ingresso ed altrettanti in uscita con un baudrate compreso tra 4.8
Kbps e 57.6 Kbps.
5.3.2 Interfaccia di comunicazione seriale sincrona - SSC
Il canale SSC è progettato per essere utilizzato per interfacciarsi con ingressi
e uscite digitali. Questo può essere utile con quei dispositivi non intelligenti,
come i connettori per valvole e i dispositivi I/O modulari, privi di microcon-
trollore. Con convertitori A/D o D/A supplementari, i segnali analogici di
input o output possono essere integrati in modo semplice nelle reti Fieldbus
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o Ethernet industriali; inoltre, per espandere l’interfaccia SSC possono essere
utilizzati shift register addizionali. Il funzionamento è circolare come descritto
in 5.7.
Figura 5.7: Shift Register Loop
I primi registri input e output sono riservati di default a memorizzare alcune
speciﬁche per il funzionamento del Fieldbus; questa opzione è deselezionabile
tramite i parametri di conﬁgurazione.
L’aggiornamento sul canale SSC dei dati in ingresso ed in uscita avviene con
un tempo massimo di 6 ms. Tale tipo di funzionamento è stato oggetto di
approfondimento durante il lavoro di tesi svolto dagli ingegneri Zoppellaro e
Bellinato in [6] e [7] i cui studi han portato a veriﬁcare che per Proﬁnet IO, il
tempo di ciclo per l’interfaccia SSC è stato posto a 4 ms valore di cui non si
parla nella documentazione del prodotto HMS.
5.3.3 La scheda “Evaluation Board”
La scheda Anybus-IC Evaluation Board (EVB) consente di inizializzare il mo-
dulo Anybus-IC, monitorare lo scambio dei dati direttamente da un program-
ma di emulazione terminale sul PC, rende disponibili le interfacce necessarie
a connettere l’integrato a dispositivi esterni: è completa di tutti i componen-
ti hardware necessari ad impostare indirizzi, baud rate e monitorare LED di
stato del Fieldbus; oltre all’interfaccia Fieldbus (in questo caso Proﬁnet IO),
la scheda dispone di due interfacce aggiuntive per lo scambio dei dati (SCI
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e SSC). Queste interfacce funzionano in modo completamente indipendente
l’una dall’altra e possono essere utilizzate contemporaneamente.
Per quanto riguarda il canale sincrono, l’EVB mette a disposizione un mas-
simo di 3 byte di ingresso (due dip switch e un potenziometro come ingresso
analogico) e 3 byte di uscita (un display digitale e due diverse conﬁgurazioni
di led). Mentre per il canale asincrono SCI, oltre che ad una interfaccia seriale
TTL per il collegamento al micro-controllore, è presente un’interfaccia RS-232
per un collegamento immediato ad un PC standard. Com’è noto, per pilotare
in trasmissione la linea di comunicazione seriale sono necessari dei drivers di
linea, per la conversione dei livelli logici TTL forniti dal microcontrollore in
livelli di tensione RS-232, mentre per convertire i livelli di tensione RS-232 re-
lativi ai dati ricevuti occorre impiegare dei ricevitori di linea in grado di fornire
livelli logici TTL al micro-controllore. Entrambi i dispositivi sono disponibili
nel circuito MAXIM 232 a 16 pin già integrato nell’Evaluation Board.
Figura 5.8: illustrazione dell’Evaluation Board
In ﬁgura 5.8 si riporta una foto con i dettagli delle varie componenti ﬁsiche
della scheda:
1. Potenziometro per valori analogici (Input byte #2)
2. Dip switch per valori di input digitali (Input byte #1)
3. Dip switch per valori di input digitali (Input byte #0)
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4. Jumper per l’abilitazione del canale SCI/switch di reset
5. Viti per il ﬁssaggio di connettori di campo
6. Interfaccia di campo
7. Socket per il connettore di campo
8. Alloggiamento DIL-32 per l’ABIC
9. Led per l’uscita digitale/Led di diagnostica (Output byte #0)
10. Led per l’uscita digitale (Output byte #1)
11. Display digitale per l’uscita analogica (Output byte #2)
12. Connettore di alimentazione (5 V dc, 800 mA)
13. Connettore di interfaccia MIF (RS-232)
14. Connettore di interfaccia SCI (RS-232)
15. Connettore di interfaccia SCI (5 V TTL)
16. Connettori per l’espansione degli shift register dell’interfaccia SSC
5.3.4 I parametri
Dal lato applicativo, tutte le impostazioni e i dati relativi al chip sono rap-
presentati tramite entità chiamate “parametri”. A questi l’utente ha accesso
con l’interfaccia MIF o mediante l’applicazione che accede all canale SCI (nel-
le prove che verranno eﬀettuate, infatti, sarà il microcontrollore a impostare
l’Anybus-IC tramite connessione seriale).
I parametri sono raggruppati in tre aree:
• Parametri generali: contengono le informazioni relative a conﬁgura-
zione e stato; sono presenti in tutti i tipo ti Anybus-IC;
• Parametri relativi agli I/O: speciﬁcano la dimensione dei ﬂussi dati;
anch’essi presenti in tutti i modelli del chip;
• Parametri speciﬁci per Fieldbus: contengono le informazioni per
gestire il protocollo per cui l’Anybus-IC è progettato.
Nella sezione A dell’appendice è disponibile la lista dei parametri suddivisi
nelle categorie sopra citate.
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5.4 IO-Device: il microcontrollore
Il microcontrollore utilizzato è il DS89C450 prodotto dalla Dallas Semiconduc-
tor; è compatibile con la famiglia 8051, ma oﬀre migliori prestazioni e minor
consumo energetico: mantiene il set istruzioni e la compatibilità del codice con
l’8051, svolgendo le stesse operazioni in un numero di cicli di clock inferiore.
Figura 5.9: piedinatura del DS89C450
L’innovazione fondamentale del microcontrollore ﬂash ultra-high-speed in
uso è l’utilizzo di un solo orologio per ciclo di istruzione rispetto ai 12 usati
nell’originale 8051. Il risultato è un chip ﬁno a 12 volte più veloce. Il dispositivo
fornisce varie periferiche e caratteristiche in aggiunta a quelle standard di un
80C32. Questi includono:
• 16kB/32kB/64kB di memoria ﬂash;
• 1kB di RAM;
• quattro porte di input-outpu a 8-bit;
• tre timer a 16-bit che possono essere usati come contatori;
• due connessioni UART;
• un timer watchdog;
• cinque livelli di priorità di interrupt;
• 256 byte di memoria RAM per le variabili e per lo stack.
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Inoltre, a migliorarne l’eﬃcienza c’è la possibilità di utilizzarlo con frequenza
di clock massima di 33MHz; questo consente un rendimento massimo di 33
milioni di istruzioni al secondo (MIP) che si avvicina alla potenza di calcolo di
molti processori a 16-bit.
Il dispositivo incorpora la modalità gestione energetica che gli consente di
variare dinamicamente la velocità del clock interno da 1 clock per ciclo (de-
fault) a 1024 clock per ciclo. Poiché il consumo di potenza è direttamente
proporzionale alla velocità di clock, il dispositivo può ridurre la sua frequenza
di funzionamento durante i periodi di switchback. Il switchback è una caratte-
ristica che consente al dispositivo di tornare rapidamente ad essere eﬃciente di
fronte alla ricezione di un interrupt o di una comunicazione sulla porta seriale,
consentendogli di rispondere agli eventi esterni mentre la funzione di gestione
energetica è attiva.
Organizzazione della memoria
La struttura della memoria del controllore è simile allo standard industria-
le 80C52: la mappa della memoria e il set istruzioni sono identici; a queste
il DS89C450 aggiunge alcune temporizzazioni e registri speciali. Il DS89C450
usa diverse aree di memoria (raﬃgurate in 5.10), alcune deputate ai registri,
un’altra al programma e un’ultima ai dati. I registri son divisi in tre categorie:
• ad accesso diretto e alloggiati sul chip RAM;
• ad accesso indiretto;
• quelli per funzioni speciali (SFR).
(a) Memoria programma e dati (b) Area registri
Figura 5.10: struttura delle aree di memoria del microcontrollore
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La memoria programma e quella dati dispongono di 64 kB, sono indirizzate
entrambe da 0000h a FFFFh e hanno modalità d’accesso diﬀerente. Una
classe di istruzioni dedicata permette l’accesso ai registri composti da 256 byte
in RAM, più 128 SFR.
Interrupt
Come accennato sopra, il microcontrollore adotta un sistema di interrupt a
cinque livelli di priorità, dalla più alta alla più bassa sono numerati con 4,
3, 2, 1 e 0. L’interrupt denominato power-fail (che avvisa di problemi legati
agli sbalzi di tensione) ha, quando abilitato, priorità massima; tutti gli altri
tipi di interrupt sono conﬁgurabili come di livello 3, 2, 1 o 0. In generale è
possibile abilitarli o meno in maniera globale e ciascuno è gestito in maniera
indipendente.
Porte di Input/Output
Il microcontrollore mette a disposizione quattro porte a 8 bit, ciascuna delle
quali appare come SFR e può quindi essere indirizzata come un byte o “bit
a bit”; il procedimento di lettura e scrittura su una porta risulterà quindi lo
stesso che per un registro. La porta 0 e la 2 - a diﬀerenza delle altre due -
oltre che come registro general-purpose, possono essere utilizzate come porte
parallele per estendere la memoria tramite bus.
Porte Seriali di Input/Output
Oltre alle quattro porte I/O, il DS89C450 fornisce due UART completamen-
te indipendenti; queste possono funzionare simultaneamente anche con setup
diﬀerenti (modalità e velocità diﬀerenti). Infatti ciascuna è in grado di co-
municare in maniera sincrona o ascincrona. Nel primo caso il microcontrollore
genera il clock e la utilizza in modalità half-duplex; nel secondo caso è possibile
comunicare in full-duplex. Ad ogni UART è associato un registro di controllo
(SCON) e uno che funge da buﬀer in ricezione e trasmissione (SBUF). Ciascuna
porta seriale può essere impostata in diversi modi:
1. sincrona, senza bit di start e stop e senza parità;
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2. asincrona, con bit di start e stop ma senza parità;
3. asincrona, con bit di start e stop e con bit di parità (modalità, questa,
adottata nel corso delle misure descritte nel corso della tesi).
Le UART necessitano di inizializzazione; questa avviene selezionando il modo
di funzionamento e la base dei tempi e, se necessario, inizializzando il ge-
neratore di baud rate. Nel proseguo del lavoro di tesi si imposterà SCON1
(utilizzando quindi la prima porta seriale) per lavorare in modalità asincrona
a 11 bit (parità, start e stop) con baud rate generato dal Timer 1.
Timer programmabili
La temporizzazione di ciascuno dei tre timer è indipendente e può essere modi-
ﬁcata in maniera dinamica. Possono essere utilizzati come contatori di eventi
esterni (transizioni da 0 a 1 sui pin delle porte I/O) o come timer (contando
i cicli dell’oscillatore); in ﬁgura 5.11 si elencano per ciascun timer i diﬀeren-
ti modi in cui è possibile impostarli tramite il registro Timer Mode Control
(TMOD).
Figura 5.11: elenco timer e relative possibili impostazioni
Per tutto il corso del lavoro di tesi si procederà con Timer 1 impostato in
modo 2, cioè contatore a 8 bit con autoreload del valore di partenza, e lo si
utilizzarà come generatore di baud rate; il Timer 2 sarà conﬁgurato invece in
modo 1, ovvero contatore a 16 bit.
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5.5 Strumentazione
5.5.1 La stazione PC
La stazione PC è stata utilizzata per la conﬁgurazione del PLC e della rete
Proﬁnet, per la realizzazione della ROM del microcontrollore e il suo carica-
mento nella ﬂash dello stesso. Queste funzioni sono state possibili grazie a
diversi software e tools di sviluppo che di seguito provvederemo a descrivere.
5.5.2 Software di progettazione
Step 7
Siemens oﬀre un pacchetto software chiamato STEP 7 che permette di gestire
e conﬁgurare la maggior parte dei sistemi di automazione da lei prodotti. Il
software viene fornito per l’installazione su sistemi operativi Windows. Per
ogni progetto esso prevede determinati passaggi (step):
• Creazione della struttura del progetto
Un progetto assomiglia ad una cartella, nella quale tutti i dati sono orga-
nizzati gerarchicamente e sono sempre accessibili. Dopo aver creato un
progetto, tutti gli altri compiti vengono eseguiti nel progetto stesso.
• Preparazione della stazione.
Preparando la stazione si deﬁnisce il controllore, che nel nostro caso sarà
una stazione SIMATIC 300.
• Conﬁgurazione dell’hardware.
Nella fase di conﬁgurazione si deﬁnisce in una tabella di conﬁgurazione
quali unità vengono utilizzate per la soluzione di automazione, e me-
diante quali indirizzi devono essere indirizzate le unità dall’interno del
programma. È inoltre possibile impostare le proprietà delle unità per
mezzo di parametri.
• Progettazione di reti e collegamenti di comunicazione.
La base per la comunicazione è costituita da una rete precedentemente
conﬁgurata. A tal ﬁne, occorre creare le sotto-reti necessarie per le reti di
automazione, deﬁnire le proprietà delle sotto-reti, le proprietà del colle-
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gamento di rete per le stazioni collegate, ed eventualmente i collegamenti
occorrenti per la comunicazione.
• Creazione del programma.
Con uno dei linguaggi di programmazione disponibili, l’utente crea un
programma e lo salva sotto forma di blocchi, sorgenti o schemi. Nel
nostro caso il programma è stato scritto in linguaggio AWL.
• Caricamento dei programmi nel sistema di destinazione.
Dopo aver terminato la conﬁgurazione, la parametrizzazione e la creazio-
ne del programma, è possibile trasferire il programma utente completo o
i suoi singoli blocchi nel sistema di destinazione (PLC).
Per la conﬁgurazione di una rete Proﬁnet è necessario inoltre parametrizzare
l’interfaccia di accesso alla rete stessa; in pratica viene abilitata la scheda di
rete del PC in cui è caricato lo STEP 7. Bisogna tenere conto dell’indirizzo IP e
dell’indirizzo di sotto-rete dell’interfaccia per evitare malfunzionamenti in fase
di download delle impostazioni. Anche ad ogni dispositivo di rete deve essere
assegnato un IP e un Subnet Mask oltre che un nome dispositivo univoco.
Keil MicroVision
KEIL Software sviluppa, produce e distribuisce tools per lo sviluppo e il debug
di applicazioni embedded basate sulle famiglie di microcontrollori 8051, 251,
C166/ST10 e ARM.
KEIL µVision: è un ambiente integrato di sviluppo (IDE) per Windows.
Oﬀre la possibilità di scrivere programmi in Assembler e in C e include tut-
ti i tools necessari per lo sviluppo ed il testing delle applicazioni embedded
permettendo la compilazione e il debug dei progetti realizzati.
Il software realizzato è scritto in linguaggio C, tuttavia alcune routine di
gestione e di impostazione a basso livello di Anybus-IC e collegamento seriale
sono in linguaggio Assembler.
5.5.3 L’oscilloscopio
Per eﬀettuare le misurazioni si è utilizzato un oscilloscopio Hewlett Packard
54504A; è un oscilloscopio digitale a due canali con una banda passante di 400
605.5. STRUMENTAZIONE
Mhz e con profondità di memoria di 200 MSa/s; è provvisto di due sonde
passive 10:1 da 1 MΩ. È dotato di funzione autoscale e di varie funzioni
matematiche che riescono a calcolare direttamente i semiperiodi del segnale, il
rise-time, il fall-time, il ritardo tra due segnali, etc.
Figura 5.12: oscilloscopio HP54504A
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L’obiettivo delle misure è di determinare la capacità del chip Anybus-IC di
sostenere il ritmo lavoro della macchina imbottigliatrice.
Questa, attualmente, lavora 600 bottiglie al minuto: si vorrebbe che il micro-
controllore elaborasse l’informazione del peso rilevato di ciascun recipiente e
inoltrasse i dati, relativi a ciascun riempimento, al PLC così da sfruttare tutte
le informazioni disponibili ai ﬁni di aumentare la precisione del controllo qua-
lità.
Il pacchetto che la CPU prepara con i dati relativi al numero della bottiglia e
al suo peso consiste di 48 byte e dovrà essere gestito in un tempo inferiore a
100 ms.
Per veriﬁcare la capacità del chip di gestire i dati nei tempi previsti si è
deciso di lavorare in due step:
• nella prima serie di misure si analizza la comunicazione tra microcontrol-
lore e Anybus-IC;
• nella seconda serie di misure si considera la comunicazione globale tra
microcontrollore e PLC.
L’idea è quella di caratterizzare la comunicazione sul canale trasmissivo, con
particolare attenzione alla porzione che utilizza il protocollo Modbus RTU
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6.1 Prima Misura: Microcontrollore-Anybus IC
Figura 6.1: schema generale
In questa sezione concentriamo l’attenzione sulla caratterizzazione della co-
municazione tra microcontrollore e ABIC, tramite la misurazione del tempo
con cui una serie di pacchetti viene spedita dal primo integrato al secondo e vi-
ceversa; si vuole inoltre veriﬁcare la presenza di ritardi introdotti dall’hardware
o dal protocollo utilizzato.
6.1.1 Allestimento e considerazioni preliminari
Si vogliono realizzare quattro prove di trasmissione per singolo verso di comu-
nicazione utilizzando un frame dati contenente 2 byte e uno con 16 byte alle
diverse velocità di 19.2 e 57.6 Kpbs. Le due dimensioni del frame coincidono
con il valore massimo e minimo di byte che possono essere gestiti dal canale
SSC dell’ABIC. Ogni set di misura sarà diviso in due sezioni: una prima “da
Microcontrollore ad ABIC” e una seconda “da ABIC a microcontrollore”.
Figura 6.2: mapping Anybus-IC
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Per queste serie di misure si procede settando i parametri dell’Anybus-IC
in maniera tale da conﬁgurare l’indirizzamento dei byte del canale SSC e SCI
come mostra la ﬁgura 6.2.
L’impostazione dei parametri che descrivono la struttura dei byte scambiati
è la stessa per le prove relative ad entrambi i versi di comunicazione; a cambiare
è il parametro relativo al volume di byte spediti. Questo permette di lavorare
ed eﬀettuare misure su un ambiente hardware identico tra le varie sessioni.
Da Microcontrollore ad ABIC
Si programma il microcontrollore, aﬃnché spedisca ad intervalli regolari il pac-
chetto dati, tramite connessione seriale all’ABIC; volendo misurare il tempo
impiegato per l’intera operazione di invio del frame, si utilizzerà il pin 8 del
microcontrollore, libero da altri task, facendolo commutare a livello alto nell’i-
stante in cui si richiama la procedura di invio, verso il livello basso una volta
che questa è terminata; a tale pin verrà collegata la prima sonda dell’oscillo-
scopio.
Dal lato Anybus-IC, i primi due byte ricevuti vengono visualizzati sui led
dell’Evaluation Board, facilmente raggiungibili con la seconda sonda dell’oscil-
loscopio.
Sovrapponendo le due onde si ottiene la situazione descritta in ﬁgura 6.3 che
fornisce agevolmente il ritardo tra i due segnali (TDELAY).
Figura 6.3: simulazione delle forme d’onda rilevate dall’oscilloscopio
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Con riferimento alla ﬁgura 6.4, leggendo la lista dall’alto verso il basso si
ha l’elenco degli eventi che avvengono durante la comunicazione; si ricorda che
il canale è asincrono; perciò il susseguirsi degli eventi, così com’è scritto, è pu-
ramente teorico e individua la serie di operazioni che realizzano una corretta
comunicazione e l’esecuzione completa del programma caricato sul microcon-
trollore; può veriﬁcarsi comunque, tra un task e il successivo, l’incorrere di
ritardi. Le frecce colorate verticali individuano i due canali dell’oscilloscopio e
vogliono indicare l’istante in cui la forma d’onda osservata a monitor commuta
di livello.
Figura 6.4: schema della comunicazione tra DS89C450 e ABIC
Chiamiamo
• TµC: il tempo impiegato dal microcontrollore per l’invio del frame dall’i-
stante in cui viene richiamata la funzione di scrittura a quello in cui la
stessa rilascia le risorse;
• TABIC: il tempo necessario all’ABIC per acquisire i dati, ovvero il tempo
che intercorre tra la ricezione di un frame e la successiva;
• TDELAY: il ritardo reale nella comunicazione: l’intervallo tra l’istante in
cui il microcontrollore richiama la funzione di scrittura e il momento in
cui i dati sono disponibili sui registri dell’Anibus-IC.
A partire dallo schema degli eventi (riportato in 6.4) possiamo così stimare i
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tempi sopra citati:
TµC = TCW + TTX + TRW + TEL (6.1)
TABIC = TµC + TUPDATE + TEL (6.2)
TDELAY = TCW + TTX + TUPDATE + TEL (6.3)
TCW e TRW
1 individuano i tempi necessari al microcontrollore per preparare il
frame dati, gestire il mezzo trasmissivo, scrivere sui registri, elaborare lo stack
di memoria e ritornare al main del programma caricato. Questi tempi non
sono stimabili a priori; possono solo essere misurati nei singoli casi.
TTX rappresenta il tempo eﬀettivamente necessario per la trasmissione del fra-
me sul mezzo trasmissivo; questo viene calcolato a partire dal numero di byte
spediti, in funzione del baud rate utilizzato come spiegato in paragrafo 4.2.5.
Con TUPDATE si intende il tempo di aggiornamento nell’Anybus-IC: i dati
provengono dal canale SCI, meno eﬃciente e veloce rispetto alla gestione dei
registri, motivo per cui questo valore dipende in particolare dall’aggiornamen-
to della comunicazione seriale. Consideriamo TUPDATE dello stesso ordine di
grandezza del tempo di refresh del canale SSC che sappiamo essere di 4 ms.
Con TEL racchiudiamo tutti i ritardi dovuti all’elettronica (imputabili per
esempio alle soglie di tensione e ai tempi di commutazione, alle derive,etc.).
Da ABIC a Microcontrollore
Essendo Anybus-IC un’interfaccia di comunicazione, è possibile settarla sem-
plicemente per instradare i dati da un canale all’altro, come illustra ﬁgura 6.2:
da SCI IN (microcontrollore) a SSC OUT (ABIC) e da SSC IN (ABIC) a SCI
OUT (microcontrollore). Per modiﬁcare il valore dei byte salvati sui registri
SSC IN, l’Evaluation Board mette a disposizione due switch digitali settabili
manualmente. Si è ricorsi allora al seguente meccanismo: il microcontrollore
spedisce una serie di bit sul canale SCI tutti allo stesso livello logico; l’Anybus-
IC legge il frame e salva i dati nei registri SSC visualizzando i primi due byte
sui led. Con un ponte ﬁsico si cortocircuitano i led con gli switch sopracitati
forzandone lo stato logico. I byte dei registri SSC Input così modiﬁcati ven-
1CW sta per Call Write, RW per Return Write
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Figura 6.5: schema della comunicazione tra ABIC e DS89C450
gono letti dal controllore che setta al loro stesso livello logico il pin 8; procede
poi negando il frame dati ricevuto e rispedendolo all’Anybus-IC. Si ripete con-
tinuamente il meccanismo descritto: il valore logico dei bit scambiati è sempre
opposto a quello del ciclo precedente.
Si posizionano le sonde dell’oscilloscopio, una sul cortocircuito realizzato con
il ponte ﬁsico e una sul pin 8.
In 6.6 lo schema graﬁco dell’andamento delle curve viste sullo schermo dell’o-
scilloscopio.
Chiamiamo
• TABIC: il tempo che intercorre tra la ricezione, da parte dell’ABIC, di
due pacchetti con livelli logici opposti, ossia il periodo di accensione e
spegnimento dei led sull’evaluation board;
• TµC: il tempo tra la ricezione, da parte del microcontrollore, di due
pacchetti con livelli logici opposti;
• TDELAY: è il ritardo reale nella comunicazione: l’intervallo tra l’istante in
cui l’ABIC prepara il frame da spedire e quello in cui il microcontrollore
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Figura 6.6: simulazione delle forme d’onda rilevate dall’oscilloscopio
lo riceve.
A partire dallo schema degli eventi riportato in 6.5 possiamo così stimare i
tempi generali del processo:
T
′
ABIC = TCW + TTX + TRW + TUPDATE + TCR + TRX + TRR
+ TCW + TTX + TRW + TUPDATE + TEL
= 2 · (TCW + TTX + TRW) + TCR + TRX + TRR




µC = TCR + TRX + TRR + TUPDATE + TCW + TTX + TRW
+ TUPDATE + TCR + TRX + TRR + TEL
= 2 · (TCR + TRX + TRR) + TCW + TTX + TRW
+ 2 · TUPDATE + TEL
(6.5)
Delle 6.4 e 6.5, i dati raccolti ne misurano solo la porzione intuitivamente
delimitata dalle frecce colorate in 6.5 e descritta dalle:
TABIC = TCR + TTX + TRR + TCW + TTX+
+ TRW + 2 · TUPDATE + TEL
(6.6)
TµC = TCW + TTX + TRW + TCR + TTX+
+ TRR + 2 · TUPDATE + TEL
(6.7)
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TDELAY = TCR + TTX + TRR + TUPDATE + TEL (6.8)
TCR e TRR
2 individuano i tempi necessari al microcontrollore per preparare
il frame dati, gestire il mezzo trasmissivo, scrivere sui registri, elaborare lo
stack di memoria e ritornare al main del programma caricato. Come per TCW
e TRW
3, anche questi tempi non sono stimabili a priori; possono solo essere
misurati nei singoli casi.
TTX rappresenta il tempo eﬀettivamente necessario per la trasmissione del
frame sul mezzo trasmissivo; con TRX si indica la medesima grandezza volendo
sottolineare il diﬀerente verso di comunicazione; questo viene calcolato a partire
dal numero di byte spediti, in funzione del baud rate utilizzato (come descritto
in 4.2.5).
Come nel paragrafo precedente, TUPDATE individua il tempo di aggiornamento
del nell’Anybus-IC.
6.1.2 Dati raccolti
Si raggruppano di seguito le misure di TABIC, TµC e TDELAY rilevate, separan-
dole secondo il verso di comunicazione; per ciascuno dei due sono state eseguite
quattro sessioni di 300 misure l’una.
Da Microcontrollore ad ABIC
In tabella 6.1 si riportano medie e deviazioni standard della serie di misure
relative alla trasmissione tra il DS89C450 e l’Anybus-IC; ﬁgura 6.7 si riferisce
alle colonne evidenziate con sfondo grigio.
2CR sta per Call Read, RR per Return Read
3CW sta per Call Write, RW per Return Write
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2 byte 16 byte








[±0,1] [±0,04] [±0,2] [±0,1]
TµC 18,6 0,03 10,1 0,04 27,7 0,10 13,9 0,06
TABIC 18,6 0,06 10,0 1,48 27,7 0,11 14,2 0,90
Tdelay 14,0 0,25 7,1 1,80 23,1 0,10 9,6 1,03
Tabella 6.1: medie e deviazioni standard delle misure, espresse in ms




























Figura 6.7: graﬁci relativi alla prova con frame di 16 byte e baud rate a 57.6 Kbps
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Da ABIC a micocontrollore
A seguire i dati e gli istogrammi relativi alla trasmissione dall’Anybus-IC al
DS89C450. Gli istogrammi di ﬁgura 6.8 si riferiscono alla prova riportata in
tabella 6.2 con sfondo grigio.
2 byte 16 byte
19.2 Kbps 57.6 Kbps 19.2 Kbps 57.6 Kbps
µ σ µ σ µ σ µ σ
[±0,2] [±0,1] [±0,4] [±0,2]
TµC 36,2 0,10 20,7 0,09 54,4 0,29 28,3 0,09
TABIC 36,2 0,11 20,8 0,50 54,4 0,42 28,3 0,13
Tdelay 20,6 0,09 13,1 0,55 29,7 0,29 17,4 0,10
Tabella 6.2: medie e deviazioni standard delle misure, espresse in ms





























Figura 6.8: graﬁci relativi alla prova con frame di 16 byte e baud rate a 57.6 Kbps
6.1.3 Analisi dei dati
Il valore di TµC, come descritto in 6.1.1, non coincide con il tempo necessario
alla trasmissione, ma dipende fortemente dalle modalità e tempistiche con cui
il DS89C450 prepara il pacchetto, accede al mezzo trasmissivo e calcola il CRC.
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Inoltre, pur essendo ciclici e sempre uguali i passaggi necessari alla trasmissione
o ricezione di un frame, il microcontrollore non li ripete sempre con le stesse
tempistiche; questo dipende principalmente dalla precisione del clock interno
ma anche da possibili interrupt di maggior priorità che intercorrono durante il
task in esecuzione.
Il valore di TABIC, in questa sessione di misure, è fortemente dipendente da
TµC poiché viene pilotato proprio dal controllore dal quale eredita errori e
imprecisioni.
Nella prima fase - sezione “Da microcontrollore ad ABIC” - i valori elevati
della deviazione standard, anche due volte superiori rispetto alla precisione
di misura, sono da imputare al TUPDATE; il fenomeno è ben visibile in ﬁgura
6.7 soprattutto per quel che concerne TABIC e TDELAY: le colonne dei due
istogrammi si concentrano su multipli di 4 ms.
Considerando il verso di comunicazione opposto - sezione “Da ABIC a mi-
crocontrollore” - si osserva come le misure siano più concentrate attorno alla
media: la deviazione standard delle singole grandezze cresce, rispetto alla se-
zione precedente, senza presentare però particolari picchi.
Questo perché l’aggiornamento del buﬀer in ricezione del microcontrollore è
eﬀettuato, dallo stesso, al termine del ciclo-programma la cui durata, come
descritto sopra, è imprecisa.
Il ritardo in ricezione, oltre al tempo necessario alla trasmissione ﬁsica, deve
tener conto del periodo che intercorre tra l’arrivo al buﬀer del DS89C450 del
frame dati e l’istante in cui il chip inizia a processarlo; tale intervallo temporale
è al massimo pari alla durata del ciclo-programma. L’eﬀetto del TUPDATE non
è visibile in quanto il trigger dell’oscilloscopio è agganciato allo stato dei led
gestiti dall’ABIC, quindi postumo l’aggiornamento del canale.
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6.2 Seconda Misura: Microcontrollore - PLC
L’obiettivo di questa sessione di misura è veriﬁcare i tempi necessari per spedire
un pacchetto dati da microcontrollore a PLC tramite l’interfaccia ABIC e,
viceversa, da PLC a microcontrollore. Si descrive in ﬁgura 6.9 la struttura
dell’hardware utilizzato (per uno schema più dettagliato si rimanda a B.1).
Figura 6.9: schema dell’hardware utilizzato
6.2.1 Allestimento e considerazioni preliminari
Come nella sessione precedente, il mapping è lo stesso per le misure relative ad
entrambi i versi di comunicazione; in questo caso il setup deﬁnisce lo scambio
di dati tra Fieldbus e SCI, come proposto in ﬁgura 6.10.
Nel corso della prova si utilizzeranno due frame di dimensione diversa - 2
e 16 byte - che consentiranno un confronto con le misure della prima sessione.
In questo caso si utilizza il baud rate più elevato compatibile con l’elettronica
a disposizione; questo per avvicinarci alle condizioni del contesto industriale
studiato.
Da microcontrollore a PLC
Consideriamo la comunicazione dal microcontrollore al PLC e analizziamo la
serie di eventi necessari a tale scopo con l’aiuto dello schema riportato in ﬁgura
6.11 dove le frecce colorate verticali individuano i due canali dell’oscillosco-
746.2. SECONDA MISURA: MICROCONTROLLORE - PLC
Figura 6.10: mapping caricato nell’ABIC
pio e vogliono indicare l’istante in cui la forma d’onda osservata sul monitor
commuta di livello.
Figura 6.11: schema della comunicazione tra DS89C450 e PLC
A partire da tale sintesi possiamo individuare le seguenti grandezze:
• TµC: il tempo impiegato dal microcontrollore per eseguire l’intero pro-
gramma in esso caricato; coincide con il tempo che intercorre tra l’invio
di un frame e il successivo;
• TPLC: il tempo tra una ricezione di dati e la successiva da parte del PLC;
• TDELAY: è il ritardo con cui il PLC riceve i dati spediti dal microcon-
trollore.
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Possiamo così stimare i tempi sopra citati:
TµC = TCW + TTX + TRW + TEL (6.9)
TPLC = TµC + TUPDATE + TEL (6.10)
TDELAY = TCW + TTX + TUPDATE + TEL (6.11)
dove TCW, TRW e TEL hanno lo stesso signiﬁcato descritto in 6.1.1; TUPDATE,
individua il tempo di refresh del canale Fieldbus dell’Anybus-IC; anche in
questo caso, essendo unico il ciclo di aggiornamento, TUPDATE dipende princi-
palmente dal canale più lento in uso, ovvero l’SCI.
Posizioniamo la sonda del canale 1 dell’oscilloscopio sul pin 8 del microcon-
trollore e quella del canale 2 su un led del blocco I/O SM374 del PLC.
Il ﬁrmware del DS89C450 contiene un ciclo inﬁnito; al suo interno l’istruzio-
ne per l’operazione di complemento a uno dei due byte da spedire, il set-
taggio del pin allo stesso livello logico dei dati e la chiamata alla funzione
ABIC_WriteInData() per spedirli. Il PLC è programmato per leggere i
due byte d’ingresso e visualizzarne il primo sul blocco delle uscite digitali do-
ve è posizionata la sonda dell’oscilloscopio. Le poche righe di codice sono
scritte in OB1 e vengono quindi eseguite continuamente senza schedulazione
programmata.
Da PLC a microcontrollore
Consideriamo la comunicazione in senso opposto al caso precedente, inverten-
do cioè mittente e destinatario, e procediamo all’analisi come nel paragrafo
precedente.
Anche in questo caso troviamo:
• TPLC è il tempo di schedulazione di OB35 ovvero il blocco organizzativo
contenente il codice del programma caricato sul PLC; coincide con il
tempo che intercorre tra l’invio di un frame e il successivo;
• TµC il tempo che intercorre tra una ricezione di dati e la successiva, da
parte del microcontrollore;
• TDELAY è il ritardo con cui il DS89C450 riceve i dati spediti dal PLC.
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Figura 6.12: schema della comunicazione tra PLC e DS89C450
Il microcontrollore riceve i dati e si limita a settare il pin 8 del chip al
medesimo stato dei byte ricevuti.
Si è reso necessario questa volta temporizzare con maggior attenzione il
tempo macchina del PLC: se il programma utente si fosse caricato in OB1,
il ciclo del PLC sarebbe arrivato a durare alcune centinaia di microsecondi
risultando più veloce del tempo di aggiornamento dell’ABIC e di funzionamento
del microcontrollore; si è scelto di caricare il listato su OB35 e impostare la
schedulazione a un tempo ﬁssato (24 o 64 ms).
Le singole grandezze possono essere descritte matematicamente come segue:
TPLC = 24ms (6.12)
TµC = TPLC + TUPDATE + TEL (6.13)
TDELAY = TCR + TTX + TRR + TUPDATE + TEL (6.14)
6.2.2 Dati raccolti
Da Microcontrollore a PLC
In tabella 6.3 riportiamo le medie e le deviazioni standard relative alle misure.
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2 byte 16 byte
µ σ µ σ
[±0,1] [±0,1]
TµC 11,5 0,75 15,11 0,74
TPLC 14,46 2,75 15,89 2,15
Tdelay 7,08 2,01 12,96 1,43
Tabella 6.3: medie e deviazioni standard delle misure, espresse in ms






































Figura 6.13: graﬁci relativi alla prova con frame di 16 byte e baud rate a 57.6 Kbps
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Da PLC a Microcontrollore
In tabella 6.4 riportiamo le medie e le deviazioni standard delle misure
2 byte 16 byte
µ σ µ σ
[±0,1] [±0,2]
TPLC 23,94 0,1 63,94 0,12
TµC 24,00 4,06 63,94 6,7
Tdelay 18,32 3,35 23,12 4,34
Tabella 6.4: medie e deviazioni standard delle misure, espresse in ms

































Figura 6.14: graﬁci relativi alla prova con frame di 16 byte e baud rate a 57.6 Kbps
6.2.3 Analisi dei dati
Valgono anche per questa sessione di misura le osservazioni riportate in 6.1.3
circa TµC.
Osservando la sezione “Da Microcontrollore ad ABIC”, in ﬁgura 6.13 si nota
l’inﬂuenza del TUPDATE: nell’istogramma relativo a TPLC le misure tendono a
distribuirsi attorno a multipli di 4 ms (pari al tempo di refresh del canale).
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Lo stesso eﬀetto, sul verso di comunicazione opposto, è visibile sull’isto-
gramma relativo a TµC. Analogamente al paragrafo 6.1.3, il TDELAY assume
distribuzione uniforme attorno alla media.
Il microcontrollore è programmato per leggere in continuazione il buﬀer della
seriale. Il tempo di ciclo (TµC) nel caso di dati nuovi o di buﬀer vuoto è simile,
con variazioni dell’ordine di alcuni millisecondi.
Non essendo PLC e microcontrollore sincronizzati, può capitare frequentemen-
te che il secondo compia un ciclo a vuoto, ovvero nella lettura trovi il buﬀer
vuoto. Questo avviene se per esempio la veriﬁca del dato sulla seriale avviene
poco prima della scrittura da parte del PLC; in questo caso sarà necessario
aspettare un altro TµC prima che il microcontrollore legga i nuovi dati nel
buﬀer.
806.3. TERZA MISURA: MICROCONTROLLORE - PLC
6.3 Terza Misura: Microcontrollore - PLC
La terza serie di misure nasce dalla necessità di veriﬁcare la trasmissione di fra-
me di dimensioni simili a quelle utilizzate in ambito industriale dalla macchina
riempitrice descritta al capitolo 1.
6.3.1 Allestimento e considerazioni preliminari
La terza misura è una prosecuzione naturale della precedente dalla quale eredi-
ta setup e caratteristiche con unica diﬀerenza la dimensione del frame spedito:
si utilizzeranno pacchetti da 32, 48 e 64 byte.
Si è eﬀettuata una sessione di misura per ciascuno dei tre pacchetti; per
ogni sessione si sono analizzati separatamente i due versi della comunicazione
registrando, per ciascuno di questi, 300 misure del tempo che intercorre tra il
momento in cui i dati vengono spediti all’istante in cui risultano disponibili nel
dispositivo ricevente.
Anche per questa serie di misure si è impostato il baud rate a 57.6 Kbps.
6.3.2 Dati raccolti
In 6.5 si riportano le medie e le deviazioni standard relative solo alla misura
di TDELAY, di cui si dà rappresentazione graﬁca in ﬁgura 6.15, 6.16 e 6.17.
Per una analisi qualitativa riportiamo anche i tempi necessari alla trasmissione
sul mezzo ﬁsico calcolati al paragrafo 4.2.5.
32 byte 48 byte 64 byte
[ms] [ms] [ms]
verso µ σ µ σ µ σ
µC - PLC 18,02 1,46 21,98 1,36 27,24 0,77
PLC - µC 29,19 5,51 35,04 6,85 42,47 8,4
TTX 8,212 11,267 14,323
Tabella 6.5: medie e deviazioni standard delle misure di trasmissione di un frame
di 32, 48 e 64 byte spedito a 57.6 Kbps
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Figura 6.15: trasferimento di un frame di 32 byte
























Figura 6.16: trasferimento di un frame di 48 byte























Figura 6.17: trasferimento di un frame di 64 byte
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6.3.3 Analisi dei dati
Ovviamente, all’aumentare della dimensione del pacchetto cresce il valore di
TTX che inﬂuisce sul TDELAY, ma soprattutto nella durata del ciclo-programma
del microcontrollore; nei test eﬀettuati, infatti, il listato caricato sul DS89C450
prevedeva una semplice operazione di lettura o scrittura, preceduta e seguita
da una operazione su bit per modiﬁcare lo stato logico di un’uscita dell’inte-
grato. La lettura del buﬀer è comandata quindi da codice programma e non in
funzione di un interrupt; questo costringe la lettura del buﬀer, anche se questo
è ancora vuoto e il dato non ancora arrivato.
Questo ciclo a vuoto spiega il motivo dell’elevata deviazione standard delle
misure di TDELAY relative al verso di comunicazione “da PLC-ABIC a micro-
controllore”. In questo asse il ritardo nella comunicazione risente quindi sia del
tempo di aggiornamento dell’ABIC che quello del microcontrollore.
Nel verso opposto TDELAY risente solo dei tempi dell’Anybus-IC e dell’impre-
cisione del clock del DS89C450.




L’obiettivo della tesi era quello di veriﬁcare la possibilità di impiegare l’Anybus-
IC nelle macchine riempitrici WeightPack, al ﬁne di poterne ampliare le carat-
teristiche tecniche e qualitative.
Al termine delle misure, in particolare la terza sessione ci permette di aﬀer-
mare che, dal momento in cui il PLC spedisce il pacchetto contenente il peso
del ﬂacone riempito all’istante in cui il microcontrollore ha a disposizione il
dato, trascorrono al massimo 46,7 ms (il worst-case considera il valore mas-
simo misurato utilizzando il frame composto da 48 byte dati e la connessione
impostata a 57.6 Kbps).
Le speciﬁche della macchina richiedono di trattare una bottiglia ogni 100
ms: risulta possibile sostituire le schede TERM_08, SPC3_01 e ITER_03
(obiettivo dell’azienda discusso al paragrafo 1.3) se il trattamento dei dati
da parte del microcontrollore richiede poi un tempo inferiore ai 63,3 ms per
bottiglia.
I risultati delle misure risultano qualitativamente positivi: i valori rien-
trano nelle speciﬁche tecniche del produttore (con particolare riferimento ad
HMS), confermando la qualità del prodotto (Anybus-IC); il protocollo Mod-
bus RTU risulta la scelta appropriata per la comunicazione ABIC-DS89C450,
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91APPENDICE A. PARAMETRI ANYBUS-IC
A.1 Parametri Generali
Figura A.1: lista dei parametri generali
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A.2 Parametri relativi agli I/O
Figura A.2: lista dei parametri relativi agli input/output
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A.3 Parametri speciﬁci per Fieldbus
Figura A.3: lista dei parametri generali relativi al Fieldbus
Figura A.4: lista dei parametri relativi alla comunicazione Fieldbus
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Figura A.5: lista dei parametri relativi a Proﬁnet IO
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B.1 Schema delle connessioni hardware utilizza-
to in misura 2 e 3
Figura B.1: schema generale delle connessioni hardware utilizzato in misura 2 e 3
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