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Abstract 
In this paper, we introduce a new measure called Term_Class relevance to compute the relevancy of a term in classifying a 
document into a particular class. The proposed measure estimates the degree of relevance of a given term, in placing an unlabeled 
document to be a member of a known class, as a product of Class_Term weight and Class_Term density; where the Class_Term 
weight is the ratio of the number of documents of the class containing the term to the total number of documents containing the 
term and the Class_Term density is the relative density of occurrence of the term in the class to the total occurrence of the term in 
the entire population. Unlike the other existing term weighting schemes such as TF-IDF and its variants, the proposed relevance 
measure takes into account the degree of relative participation of the term across all documents of the class to the entire 
population. To demonstrate the significance of the proposed measure experimentation has been conducted on the 20 Newsgroups 
dataset. Further, the superiority of the novel measure is brought out through a comparative analysis. 
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1. Introduction 
For the few decades automatic content based classification of documents from huge collections has become an 
active area of research due to the fact that electronic data over the internet has become unmanageably big and day by 
day it is increasing exponentially.  Manual, tag based classification have lost their significance because of the huge 
size of the data that need to be processed and inability of the tags in describing the content of the documents. 
Varieties of applications of text classification which are of current demand such as spam filtering in E-mails, 
classification of E-Books, classification of news documents, classification of text data from social networks and so 
on have also made the researchers to explore various ways of analyzing and representing these data so that quick and 
efficient retrieval and management of this huge data can be done.  
 
1.1. A review of the available term weighting schemes 
As our work focuses on proposal of a new term weighting scheme, but not on classification framework, here we 
consider the literature on only different term weighting schemes. 
Terms are the basic information units of any text document. So, all weighting schemes developed in the literature 
measure the weight of a term in representing the content of a document [1-5]. Based on whether the membership of 
the document in predefined categories is provided to measure the weight of a term or not, term weighting schemes 
are broadly classified into two classes namely, unsupervised term weighting schemes and supervised term weighting 
schemes. In the following subsections we provide a review of both the weighting scheme along with the techniques 
which have adopted them.  
1.1.1 Unsupervised term weighting schemes 
Most of the unsupervised term weighting schemes are from the information retrieval field. These methods are 
very useful when the training documents are not labeled by their class labels. The traditional term weighting 
methods borrowed from IR, such as binary, term frequency (TF), TF-IDF, and its various variants are unsupervised 
schemes [2].  The TF-IDF proposed by Jones [6, 7] and its variants are the most widely used term weighting 
schemes for text classification.  Some of the variants of TF are Raw term frequency, log(TF), log(TF+1), or 
log(TF)+1[1-2]. If ni is the number of documents containing the term and N is the number of documents in the 
collection then, the variants of IDF are 1/ni, log(1/ni), log(N/ni), log(N/ni)+1 and log(N/ni-1)[1]. In [18], a novel 
inverse corpus frequency (ICF) based technique is proposed which computes the document representation in linear 
time.  
1.1.2 Supervised term weighting schemes 
Supervised term weighting schemes were developed especially for text categorization because of the fact that a 
supervised knowledge on the class labels of the training samples is provided [1-4]. All the supervised term 
weighting schemes make use of this class information in different ways. Supervised term weighting schemes are 
further classified into subcategories, based on whether the weight estimates relevancy of a term in preserving 
document content or the relevancy of a term in placing a document as a member of a class.  So, it will be more 
effective to call the weighting schemes which are used to measure the relevance of a term in preserving the 
document content as term-document relevance measures and those which can be used to measure the term relevance 
in categorizing a document as term_class relevance measures.  
Term-Document Relevance measures: 
These measures are useful to select a discriminating subset of terms for representing a document by weighting the 
terms according to their relevance in preserving the content of the document. These are created by replacing the IDF 
component of the TF-IDF scheme. Most frequently used techniques to replace IDF include chi-square measure (X2), 
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Information Gain(IG), Gain Ratio, Mutual Information(MI), Odds Ratio(OR) [1-4,8-12]. From past few years, many 
researchers have proposed alternative term-document relevance schemes [1, 13-16]. All these are basically feature 
selection techniques used in term weighting schemes. In [14], a comparison of corpus-based and class-based 
keyword selection is proposed by using TF-IDF as weighting scheme. In [4], a class-indexing-based term weighting 
for automatic text classification is proposed. An inverse class space density frequency ( ICS FG ) is used along with 
TF-IDF method that provides a positive discrimination on infrequent and frequent terms.  
Term_class Relevance measures: 
These measures compute the ability of a term in classifying a document as a member of a class. To the best of our 
knowledge, only one work of this category has been proposed by Isa et al., [20] using Bayes posterior probability. 
Though, some works make use of Bayes probability for representation, they have not clearly stated the advantage of 
the measure in classification [11, 18]. After [20], this measure was extensively used for term weighting [21, 22]. The 
beauty of this measure lies in the fact that, instead of computing the weight of a term in preserving the content of a 
document, the relevancy of the term in categorizing the document as a member of a class can be measured directly. 
Which is computed as the Bayes posterior probability P(Cj/ ti) for a class Cj and term ti as given by, 
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To make use of the complete advantage of the proposed relevance measure, Isa et al., [20] also propose a text 
representation scheme which works with the reduced dimension for each document at the time of representation 
itself. This work happened to be the very first of its kind in the literature of text classification where, a document is 
represented only with number of dimensions equal to the number of classes in the corpus without any 
dimensionality reduction technique applied.  
In this representation scheme, first, a matrix F of size m X k is created for every document where, m is the 
number of terms assumed to be available in the document and k is the number of classes. Then, every entry ( , )F i j
of the matrix is filled by the relevancy of the corresponding term ti in classifying the corresponding document as a 
member of class Cj. Then, a feature vector f of dimension k is created as a representative for the document where, 
f(j) is the average of relevancy of every term to a class Cj. It shall be carefully observed here that, a document with 
any number of terms is represented with a feature vector of dimension equal to the number of classes in the 
population which is very small in contrast to the feature vector that is created in any other vector space 
representation scheme where the dimension is equal to the total number of terms due to all documents of the 
population. Therefore, a great amount of dimensionality reduction is achieved at the time of representation itself 
without the application of any dimensionality reduction technique. However, the classification accuracy 
accomplished is not of that high. Motivated by this work, in this paper we propose a novel term_class relevance 
measure with the following objectives,  
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x Exploiting the complete advantage of text representation scheme proposed by Isa et al.,[20]. 
x Comparison of the effectiveness of the proposed term_class relevance measure with that of Bayes posterior 
probability based measure. 
x Isa et al., [20] make use of SVM as the classifier. So we are also investigating the effect SVM on our proposed 
relevance measure and also compare it with other available classifiers. 
The rest of the paper is organized as follows. The proposed term_class relevance measure is presented in the 
section 2.  In section 3, presents the results and discussion on the experimentation. A comparative analysis of the 
proposed relevance measure with other contemporary works is given in the Section 4. Finally, section 5 presents the 
conclusion and future enhancements.  
2. A New Term_Class Relevance Measure 
In this section, we propose a novel measure called term_class relevance measure. Term_class relevancy is 
defined as the ability of a term ‘ti’ in classifying a document ‘D’ as a member of a class ‘Cj’. We begin with 
introducing two new concepts which decide the role of a term in a class, namely, Class_Term Weight and 
Class_Term Density. 
Class_Term Weight: It is the relative weight of the term with respect to a class of interest which is computed by 
counting only those documents of the class of interest that are containing the term of interest against that of the 
entire corpus. That is, the class_term weight of a term ‘ti’ in the class ‘Cj’ is computed as the ratio of 
( , )i jClassFrequency t C to the ( )iCorpusFrequency t . It is given by the equation below. 
( , )
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i j
i j
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where, ( , )i jClassFrequency t C  is the number of documents of ‘Cj’ containing ‘ti’ at least once and 
( )iCorpusFrequency t is the number of documents of the entire corpus containing ‘ti’ at least once.  
If the class_term weight of a term ti with respect to the class Cj is very high then the probability that the document D 
which contains ti is most likely a member of the class Cj is also high. Therefore, the relevancy of a term which we 
call it as _ Re ( , )i jTerm Class levancy t C  in deciding the class of a document is directly proportional to the 
class_term weight of the term. i.e., 
_ Re ( , ) _ ( , ) (1)i j i jTerm Class levancy t C Class TermWeight t Cv  
Class_Term Density: It is the relative density of a term of interest with respect to the class of interest. It is 
computed as the ratio of the number of occurrences of the term in the class of interest to that of the entire corpus. 
That is, the class_term density of a term ‘ti’ with respect to the class ‘Cj’ is computed as the ratio of frequency of ti 
in Cj to its frequency in the corpus. It is given by the equation below. 
1
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where, ( , )i jTermFrequency t C is the frequency of ‘ti’ in the class ‘Cj’ which is computed as the sum of the 
frequencies of ‘ti’ in every document of ‘Cj’ as shown by the equation below. 
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where, is the frequency of occurrence of the term ‘ti’ in document D and dj is the number of 
documents in the class Cj .  
It shall be noticed that, if the class_term density of a term ‘ti’ in a class Cj is very high then the probability that a 
document D which contains ‘ti’ is most likely a member of the class Cj is also high. Therefore, the relevancy of a 
term in deciding the class of a document is directly proportional to the class_term density of the term. i.e., 
_ Re ( , ) _ ( , ) (2)i j i jTerm Class levancy t C Class TermDensity t Cv
 
By combining (1) and (2), the term_class relevancy is directly proportional to the product of the class_term 
weight and class_term density of the term, 
_ Re ( , ) _ ( , )* _ ( , )i j i j i jTerm Class levancy t C Class TermWeight t C Class TermDensity t Cv  
i.e.,   
 
where, c is the proportionality constant, which we decide based on the class weight with respect to the entire 
population as described below. 
Class Weight ( c ): It is the weight of the jth class Cj in the corpus which is computed as the ratio of the number of 
documents in Cj denoted by _ ( )jSize of C to the total number of documents in the entire corpus as given by,  
1
_ ( )
( )
_ ( )
j
j k
j
j
Size of C
ClassWeight C
Size of C
 
 
¦
     
Where, k is the number of classes. 
If each class has equal number of documents, then the class-weight serves as a scaling factor in computing the 
relevance of a term and it increases or decreases the relevancy of a term to a class when the size of the class 
compared to the size of other classes is larger or smaller respectively. 
Therefore, the proposed relevancy measure of a term ti in placing a document D as a member of a class Cj is 
given by the product of the three aspects namely, Class weight, Class_Term weight and Class_Term Density as 
given by the formula below. 
_ Re ( , ) * _ ( , )* _ ( , )i j i j i jTerm Class levancy t C c Class TermWeight t C Class TermDensity t C  
The main advantages of the proposed term_class relevancy measure are as follows, 
x It directly computes the relevancy of the term with respect to a class of interest; which can itself be used as a clue 
to identify the possible class to which a document may belong without the need of a classifier. 
x The measure uses class as well as corpus information together as opposed to the conventional TF-IDF scheme, 
which utilizes the document frequency from only the corpus. 
x It shall be observed that, the relevancy of a term to a class is high only if the three factors class_term weight, 
class_term density and class_weight are high. This helps in properly deciding the weight of a term without any 
bias towards a particular class, which in turn helps in deciding the class for a classifier.   
( , )iFrequency t D
_ Re ( , ) * _ ( , )* _ ( , )i j i j i jTerm Class levancy t C c Class TermWeight t C Class TermDensity t C 
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Once the term_class relevance of all terms of the training set of documents is computed with respect to every 
class present, each training document is then represented using the representation scheme proposed by Isa et al., [20] 
as explained in section 1.1.2. A document is first represented as a matrix F of size m X k , where, m is the number 
of terms assumed to be available in the document and k is the number of classes. Then, every entry ( , )F i j of the 
matrix is filled by the relevancy of the corresponding term ti with respect to the class Cj. Then, a feature vector f of 
dimension k is created as a representative for the document where, f(j) is the average relevancy of all terms with 
respect to a class Cj. The feature matrix of size n X k thus created for the n training documents is used for learning 
process. A similar vector of k dimension is created for the test documents and given to the learning algorithm or a 
classifier for labeling.  The process of training and testing the classifiers is explained in the next section. 
3. Classification with SVM and k-NN classifiers 
To evaluate the applicability of the proposed term_class relevance measure, we make use SVM as learning 
algorithm to perform classification because of its good generalization ability. Moreover, the training burden for 
SVM is very less even though, the time required for training is directly proportional to the training dataset, because 
the representative feature vectors are of dimension equal to the number of classes only. So, to test the effectiveness 
of the proposed relevance measure we have experimented with the SVM classifier with Linear, Gaussian radial basis 
function (RBF) and Polynomial kernels.  
We consider the 20 Newsgroups data set for our experimentation. It consists of approximately 20,000 newsgroup 
documents consisting 20 classes with each class bearing nearly equal number of samples. It has become a popular 
data set for text classification and clustering applications. Some of the documents are closely related to each other 
while others are highly unrelated. We conduct experiments with various proportion of training set to validate the 
performance of the proposed relevancy measure.  
Fig 1 shows the overall classification accuracy of the system with various percentages of training samples using 
SVM classifier with different kernels. Fig 2 shows the precision of the SVM classifier with different kernels and 
Recall is shown in Fig 3. In Fig 4, the overall F-measure is presented. It can be observed from the figures (1-4) that, 
the SVM classifier with RBF kernel is working well when compared to the other kernels. The results are also 
presented graphically in figures below.  
 
Fig 1. Overall Accuracy of classification with Linear, RBF and Polynomial kernels  
81
82
83
84
85
86
87
88
89
90
10 20 30 40 50 60 70 80
Linear
RBF
Polynomial
percentage of training
A
c
c
u
r
a
c
y
19 D.S. Guru and Mahamad Suhil /  Procedia Computer Science  45 ( 2015 )  13 – 22 
 
Fig 2. Precision of the SVM classifier with Linear, RBF and Polynomial kernels 
 
Fig 3. Recall of the SVM classifier with Linear, RBF and Polynomial kernels 
 
Fig 4. F-measure of the SVM classifier with Linear, RBF and Polynomial kernels 
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Further, the k-NN classifier is also adapted to test the proposed method because of its simplicity in classification. 
We performed the experimentation with various values of k from 1 to 20 and the performance of the classifier was 
high for k=10 with Euclidean distance being the proximity measure. Table 1 shows the results of k-NN classifier for 
k=10 and a comparison with the best results of SVM is also given. It can be observed that, k-NN has outperformed 
SVM. But, this performance is at the cost of computational complexity at the testing time. 
Table 1. Results of SVM with RBF kernel and k-NN with k=10 
% of Trainig 
Accuracy Precision Recall F-measure 
k-NN SVM k-NN SVM k-NN SVM k-NN SVM 
10 90.38 86.88 90.12 88.46 90.14 86.67 90.13 87.56 
20 91.15 88.57 91.10 89.04 90.72 88.24 90.91 88.64 
30 91.78 88.63 91.61 88.59 91.43 88.11 91.52 88.35 
40 92.04 89.38 91.99 89.31 91.66 88.99 91.82 89.15 
50 91.49 89.57 91.40 89.62 91.18 89.20 91.29 89.41 
60 92.26 89.39 92.20 89.48 91.89 88.91 92.04 89.20 
70 92.14 89.43 92.23 89.60 91.76 88.84 91.99 89.22 
80 93.01 89.07 93.03 89.27 92.66 88.67 92.85 88.97 
 
To compare the class-wise performance of each classifier we show the variation of F-measure vs. class in Fig 5 
and 6. Fig 5, shows the values of F-measure vs. each class using k-NN classifier with k=10 and 10 percent of 
training. It can be noticed that, the performance is relatively low for classes 2, 3, 4, 7, 13 and 20. Further, the F-
measure of SVM classifier vs. each class with RBF kernel and 10 % of training is shown in Fig 6. Though, the 
results of SVM are poor when compared to k-NN, SVM also has shown relatively low performance for the same 
classes as in the case of k-NN.   
 
Fig 5. Classification performance vs. class for k-NN classifier with 10 % training  
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Fig 6. Classification performance vs. class for SVM classifier with RBF kernel and 10 % training  
Table 2. Comparison of accuracy of the proposed with the work of Isa et al.,[20]. 
Percentage of 
Training 
Accuracy from [20] 
with SVM 
Accuracy of Proposed Method 
SVM k-NN 
Linear RBF Polynomial Linear RBF Polynomial 
30 83.04 82.97 82.83 85.57 88.63 86.97 91.78 
70 88.02 87.88 87.93 85.02 89.43 88.31 92.14 
4. Comparative Analysis 
In this section, we provide a quantitative comparative analysis of the proposed term_class relevance measure 
with the results of Isa et al.,[20] in Table 2. The results corresponding to [20] have been extracted directly from the 
paper as the representation scheme is same in both the works and they also have provided the results on the same 
20Newsgroups dataset using only SVM classifier with different kernels. Though there are a couple of works 
available in the literature, we are not comparing with any such works as they make use of the conventional vector 
space model for the representation of text documents. We can notice from the Table 2 that, the proposed term_class 
relevance measure outperforms the measure used by Isa et al.,[20]. Along with SVM, we compare the results using 
results of k-NN classifier with k=10. It can also be noticed from the Table 3 that, k-NN classifier with k=10 is 
showing enhanced results when compared to SVM with all the kernels for both the relevance measures. So, we 
recommend using k-NN as the classifier for better classification performance. 
5. Conclusion 
In this paper, a novel term_class relevance measure to compute the relevance of a term in classifying an unknown 
document as a member of a particular class is proposed. The proposed term_class relevance measure is a product of 
three aspects namely class_term weight, class_term density and class_weight. Experiments are conducted on 20 
Newsgroups dataset using the SVM and k-NN classifiers. An effective text representation scheme which allows 
representation of text documents in reduced dimension is adapted to test the proposed term_class relevance measure. 
The comparative analysis of the results of the proposed work with the other contemporary research works shows the 
superiority of the proposed term_class relevance measure.  
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