ABSTRACT The implementation of heterogeneous cloud radio access network (H-CRAN) architecture is faced with practical challenges, such as the capacity and time-delay limitations of the fronthaul links. This paper considers the use of device-to-device (D2D) communication to offload the remote radio heads (RRHs) located in the coverage region of high-power nodes (HPNs). We propose an H-CRAN with non-uniformly deployed D2D communication, in which D2D links are only utilized outside a specified distance from any HPN. Based on the analytical framework provided in this paper, the coverage and the average ergodic rate of a typical user equipment (UE) are characterized. Through defining the exclusion area appropriately, the proposed non-uniform D2D deployment can achieve performance improvement compared with uniform D2D deployment. In addition, to account for the capacity constraint of fronthaul, we characterize the average traffic delivery latency experience by a typical UE when served by RRHs as a quality-of-service metric. Our results show that for a lower fronthaul capacity regime, the proposed non-uniform D2D deployment achieves lower average traffic delivery latency compared with both the uniform D2D deployment and the pure H-CRAN scenarios.
I. INTRODUCTION
The recent development of intelligent mobile devices and networks has encouraged the use of data demanding mobile applications, which leading to an exponential increase in mobile data traffic. It is envisioned that the global mobile data traffic will increase by nearly tenfold between 2014 and 2019 [1] . Despite the implementation of the fourth generation (4G) long term evolution (LTE) and LTE-Advanced systems, the rapidly increasing mobile data demands overpowers the capacity increase that such networks could sustain. It becomes necessary for the fifth generation (5G) networks to develop revolutionary ways to address this projected capacity demands and improve the quality of user experience. Various innovative network capacityincreasing strategies have been investigated in recent literatures, among which include heterogeneous cloud radio access network (H-CRAN) [2] - [5] and device-to-device (D2D) communications [6] - [10] .
H-CRANs integrate cloud computing into heterogeneous networks (HetNets) to realize a large scale cooperative signal processing and networking functionalities, which is not only cost effective but potential to achieve substantial performance improvement against the existing HetNets. The user and control planes are decoupled in such networks, where macro base stations (here regarded as high power nodes (HPNs)) are used mainly to provide coverage blanket and execute the functions of control plane, while remote radio heads (RRHs) are deployed to facilitate high data rate for user equipments (UEs) with diverse quality-of-service (QoS) requirements, especially in hot spots [2] . HPNs and RRHs are connected to the base band unit (BBU) pool via the backhaul and fronthaul, respectively. Network operators need to deploy a large number of RRHs in H-CRANs to meet the unabated capacity requirements. However, the practical backhaul/ fronthaul links are often capacity and time-delay constrained, which significantly decreases the achievable capacity. These shortcomings are set to become more intense due to the increasing number of connected UEs, which continues to strain cellular network infrastructures.
D2D communication is another important approach proposed to address the ever increasing capacity demands, in which smart UEs with sufficient storage and processing capabilities can establish D2D communications. Enabling D2D communication can provide offloading benefits to the existing cellular infrastructure, improve spatial reuse, and enhance network energy efficiency through reduced transmitter-receiver link distance [7] - [9] . However, deploying the D2D communication in H-CRANs need to be properly planned to avoid excessive D2D interference in areas of satisfied cellular coverage. To this effect, an non-uniform D2D deployment in H-CRANs should be exploited.
A. RELATED WORKS
Motivated by the expected gains offered by D2D communication, considerable research efforts have been invested to analyze the prospects of introducing D2D in cellular systems [6] - [10] . Mode selection in D2D-enabled cellular networks where traffic can be offloaded from the cellular network to D2D has been researched in [6] - [9] . Interference management between the cellular network and D2D has been investigated in [7] and [10] . The common approach in all these works models the locations of the cellular and underlaid D2D transmitters as a Poisson point process (PPP) distribution. Different from the traditional cellular system model, lots of research works have pointed out that the node location that obeys the PPP distribution instead of regular hexagonal grid in realistic HetNets have shown to deliver promising results compared to the traditional lattice and hexagonal models [11] . The authors of [6] advocate a biasing-based mode selection method for D2D-enabled cellular networks along with truncated channel inversion for power control.
The work in [7] investigates a mode selection mechanism to decide whether the cellular tier or the D2D tier should serve the reference UEs to optimize performance. The success probability, spatial average rate and area spectral efficiency for both cellular and D2D UEs are analyzed. In [10] , a D2D underlaid HetNets operating with dynamic time-division duplex is studied, where the D2D transmitters follow a carrier sensing multiple access scheme to protect the ongoing cellular and D2D transmissions. An analytical framework to evaluate the load-aware coverage probability and network throughput is presented.
From the key technology perspective of H-CRANs, a couple of works have been done to mainly focus on performance analysis and optimization [2] - [5] . An energy efficiency performance optimization for H-CRANs is analyzed in [3] , where a joint optimization solution with resource block assignment and power allocation subject to RRH/HPN association is presented. In [4] , the authors proposed interference collaboration (IC) and beamforming (BF) schemes to suppress inter-tier interference in H-CRANs. The corresponding performance is evaluated in terms of the overall outage probabilities, system capacities, and average bit error rates under these two considered schemes. The authors in [5] consider a contract-based interference coordination framework to mitigate inter-tier interference in H-CRANs, where an optimal contract design that maximizes the overall network performance is derived.
B. CONTRIBUTIONS
The performance of H-CRANs is strongly influenced by the locations of RRHs. Considering the commonly implemented pre-configured constant transmit power, RRHs located in the particular place which is close proximity to HPNs can reduce coverage range and are usually lightly loaded. Deploying D2D in such areas would result to an excessive interference while providing poor offloading effect. Furthermore, it was discussed in [12] that unlike the high capacity backhaul of HPNs, the fronthaul capacity is often constrained, which affecting the overall network performance. Considering the aforementioned benefits of D2D communication and inspired by the system model in [13] , the impact of deploying nonuniformly underlaid D2D links on the coverage and ergodic rate performance in H-CRANs is researched in this paper. Specifically, the aim of this paper is to derive the signalto-interference-plus-noise ratio (SINR) distribution and the average ergodic rate of a randomly located typical UE. The main contributions of this paper are summarized as follows.
• A H-CRAN with non-uniform D2D deployment is proposed, in which D2D is only utilized outside a certain distance D from any HPN. This suggests that D2D transmitters (here referred to as transmit UEs (TUs)) are only located in the relatively poor coverage regions. The serving node(s) selection criteria is defined, and two important prerequisite parameters are derived. These are, 1) Serving node selection probability, which is the probability that the typical UE is served by HPN, RRH, TU or both HPN & RRH, and 2) Distribution of the distance to the serving node(s).
• A cooperation policy for UEs served by the cellular network (i.e., HPN or RRH) is designed, which is triggered only when the received signal power is not larger than τ times the received power from the most dominant cellular interferer. Using PPP-based stochastic geometry model, the analytical expressions of the SINR coverage and ergodic rate of a randomly located typical UE is derived. Furthermore, the delivery delay based on queueing theory is characterized and the average data traffic delivery latency as a QoS perceived by UEs served by RRHs is derived.
• The analysis and simulation results show that the nonuniform D2D deployment can achieve significant performance gains in terms of both the SINR coverage and average traffic delivery latency when compared with both the uniform D2D deployment in H-CRANs and the pure H-CRAN scenarios.
The remainder of the paper is organized as follows. In Section II, the system model will be presented and two prerequisite parameters viz serving node selection and distribution of the distance to the serving node will derived. In Section III, the performances in terms of the SINR coverage and average ergodic at a randomly located typical UE will be analyzed. The analysis is extended to characterize traffic delivery latency for UEs served by RRHs to account for limited fronthaul constraints. Simulation results are presented in Section IV to validate the proposed analysis and finally, followed by the conclusion in Section V. Throughout this paper, bolded upper case letters are use to denote vectors and parenthesis to denote sets. E[.] is use to represent an expectation operation, and B(0, D) denotes a circle of radius D centered at 0.
II. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, we first model the transmit nodes of the D2D underlaid H-CRAN as mutually independent PPPs with different densities. Then, the cell association probabilities and the distribution of distance(s) to the serving node(s) are derived.
A. SYSTEM ARCHITECTURE
The concerned H-CRAN with D2D is a hybrid network consisting of both cellular network and D2D communication links. In the H-CRAN, HPNs and RRHs connect to a centralized BBU pool via the backhaul and fronthaul, respectively. The location of HPNs and RRHs are modeled according to 2-D homogeneous PPP 1 and 2 with densities λ 1 and λ 2 and transmit powers P 1 and P 2 , respectively. TUs are selected from UEs with adequate storage and processing capabilities and are located within short distances to their target receivers. An independent PPP 3 with density λ 3 is used to model the location of TUs. Similar to the model in [10] , we assume that each potential TU has an assigned receiver (not members of 3 ) with fixed transmit power P 3 . To implement the non-uniform deployment of D2D communication, TUs are avoided in the inner region of the HPN coverage. Specifically, we define the inner region in as the union of locations whose distance to the closest HPN site is not larger than a specified distance D, i.e., in = ∪ i∈ 1 B(i, D) (as shown the gray area in Fig. 1 ) whereas the outer region is the union of locations outside the inner region, i.e., out = R 2 \ in . Therefore, the location of TUs 3 becomes a poisson hole process (PHP). It should be noted that the PHP described here is also known as hole-1 process [17] . Thus, the location of the holes (i.e., condition on 1 ), 3 is simply a PPP with density λ 3 defined on R 2 / in [13] , [14] , [17] .
Without loss of generality, according to Slivnyak theorem [15] , we conduct the analysis by assuming that there is a typical UE at the origin of the Euclidean plane, and it is regarded as the reference UE. Furthermore, we assume that the reference UE experience a combination of large scale attenuation and small scale Rayleigh fading from both the serving and interfering nodes. For the large scale attenuation, we use the standard propagation power law with pathloss exponent α > 2 [7] , whereas the small scale fading follows exponential distribution with unit mean, i.e., h ∼ CN (0, 1). The noise is assume to be additive with power σ 2 .
B. SERVING NODE SELECTION AND TRANSMISSION SCHEME
In the concerned model illustrated in Fig. 1 , each UE is allowed to access any transmitting node, which suggests the analysis is based on the open access mode. It is assumed that each UE connects to transmit node that provides maximum average received signal power. It is assumed that within each tier the nearest node provides the strongest average received signal power. For the reference UE located at the origin of the system coordinate, denote R 1 , R 2 and R 3 as the distances between the reference UE to the nearest HPN, RRH, and TU (also represented by HPN 0 , RRH 0 , and TU 0 ), respectively. The serving node selection criteria for the inner and outer region reference UE are sequently defined as following cases.
(a) If the reference UE is located at the inner region of HPN 0 , and the average received signal power from the HPN is τ in stronger that of RRH 0 , then HPN 0 is selected to serve the reference UE (as UE 1 shown in Fig. 1 ), otherwise, it is cooperatively served by both HPN 0 and RRH 0 (UE 4inner ). These conditions are illustrated numerically as follows. Fig. 1) , otherwise, the reference UE is served cooperatively by both HPN 0 and RRH 0 (as UE 4outer shown in Fig. 1 ). These conditions are illustrated numerically as follows.
where R D is the maximum D2D link distance, τ in and τ out are association weights for the inner and outer region UE, respectively. The association weights can be tuned to suite some network-wide objectives. We denote the SN index i = 1, 2, 3 and 4 to represent {HPN 0 }, {RRH 0 }, {TU 0 } and {HPN 0 , RRH 0 }, respectively. By defining Q 1 , Q 2 , Q 3 and Q 4 as the probabilities that the reference UE is served by HPN 0 , RRH 0 , TU 0 or {HPN 0 , RRH 0 }, thus the following Lemma 1 is hold. Lemma 1: For the described serving node selection criteria, the probabilities of Q 1 , Q 2 , Q 3 and Q 4 are shown as follows.
where
α , and
Proof: See Appendix A. Lemma 1 demonstrates the effective association area of the corresponding serving node, i.e., Q i (i ∈ {1, 2, 3, 4}) fraction of the total area should be occupied by UEs served by the i-th SN type.
C. DISTANCE DISTRIBUTION TO SERVING NODE(s)
Let X 1 , X 2 , X 3 be the distance from the reference UE to the HPN, RRH, and TU, respectively. X 4 = (X 1 , X 2 ) represents the distances vector from the reference UE to both the HPN and RRH. The following Lemma 2 provides the distribution of distance(s) to the serving node(s).
Lemma 2: The probability density functions of X 1 , X 2 , X 3 , X 4 = (X 1 , X 2 ) can be calculated as follows.
×exp(−π x 2 (λ 2 +λ 1 (
where L = (
Proof: See Appendix B. Lemma 2 provides the distribution of distances from the UE to the serving node in different serving node scenarios.
III. PERFORMANCE ANALYSIS
In this section, the SINR coverage probability of the reference UE when served by transmit node(s) of different SN types is derived. Based on the derived SINR coverage expressions, the respective ergodic rates are analyzed.
A. SINR AND COVERAGE PROBABILITY
Using the desired received power over the link of interest and the total interference power, the SINR of the reference UE when served by a single node i ∈ I = {1, 2, 3} is written as
For a UE cooperatively served by both HPN 0 and RRH 0 (i.e., i = 4), the SINR can be written as
where B i,0 is the serving node located at a distance x i from the reference UE. h i,0 and g j,k are the channel gains from serving and interfering nodes, respectively. l j,k is the distance between the reference UE and its interfering node k in the j th tier. For notational simplicity, we define the interference from the nodes of the j th tier as
Denote the minimum SINR required to successfully decode and demodulate the desired received signal at the reference UE by T. An important metric of interest in network performance analysis is the SINR coverage probability, which is the probability that the instantaneous SINR at a randomly located UE is greater than a specified threshold T. Mathematically, the SINR coverage of a randomly located reference UE served by the i th SN, (i ∈ {1, 2, 3, 4}) can be given by [13] , [16] .
The metric can equivalently be interpreted as the average fraction of the cell area where the received SINR is larger than the specified threshold. It is also exactly the complementary cumulative distribution function (CCDF) of the SINR over the entire network. The SINR coverage at the reference UE for different SN scenarios can be written as follows.
Theorem 1: The SINR coverage of a reference UE for different serving nodes in the described setup of Section II are respectively given by (14) - (17) (at the bottom of this page), where
is a Gaussian hypergeometric function, and
and
Proof: See Appendix C. Although Theorem 1 does not show closed-from expressions, the integral is fairly easy to compute due to requiring the computation of a lookup table for Z a (b) values.
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By following the total probability theorem and combining the results from Lemma 1 and Theorem 1, the SINR coverage of a reference UE when located at the inner and outer region can be calculated in the following Corollary 1.
Corollary 1:
The SINR coverage of the reference UE, located at the inner and outer regions, are respectively given by
B. ERGODIC RATE ANALYSIS
The achievable ergodic rate of a reference UE in the proposed H-CRAN with non-uniformly deployed D2D communication is analyzed in this section. The full load state of all transmitting nodes is assumed and UE requests arriving at the same serving node are responded one after the another in a round-robin manner. It should be noted that the rate analyzed in this section makes the reference to only over the air communication link, the effect of the fronthaul will be considered subsequently. We define the achievable ergodic rate at the reference UE when served by a transmitting node in the i-th SN as
The average is computed over both the distribution of the channel fading and the spatial PPP distribution of the interfering nodes. The ergodic rate is first averaged based on condition that the reference UE is at a distance x from its serving node. The rate average is then taken by evaluating the expectation with respect to the distance x. The metric of the average ergodic rate is computed in the unit of nats/s/Hz (1 nat = 1.443 bits) to simplify the analysis. The average ergodic rate considering the reference UE is served by the i-th SN can be calculated as follows.
Theorem 2: The average ergodic rate of the reference UE for the different serving nodes in the described setup of Section II are respectively given by (23)-(26) (at the top of the next page), where
Proof: See Appendix D. The results provided in Theorem 2 does not show a closed-from expression, however, the integral is fairly easy to compute requiring the computation of a lookup table for Z a (b) values. By following the total probability theorem and combining the results from Lemma 1 and Theorem 2, we can obtain the average ergodic rate of a reference UE when located at the inner and outer region in the following Corollary 2.
Corollary 2: The average ergodic rate of a reference UE, located at the inner and outer region, are respectively given as
C. AVERAGE DATA TRAFFIC LATENCY
To reflect on the effect of limited fronthaul capacity and the benefits of utilizing the non-uniform D2D communication on the network performance, we apply queuing theory to model the data delivery delay as the QoS metric. Assume the reference UE is served by a transmit node i, the data traffic reaches the reference UE either through the capacity constrained fronthaul link and the node i if the serving node i is RRH, or through the node i if the serving node i is HPN or TU. We assume that the capacity of the backhaul linking the HPN to BBU pool is sufficiently large and TUs obtain their data directly from the HPN over a dedicated radio channel.
Since we are only interested on the effect of constrained fronthaul capacity, we model the traffic queues for UEs served by RRHs only. Therefore UEs served by HPNs or TUs are not considered in this paper.
To emulate the queueing theory, we introduce call request arrivals and departures at the fronthaul of RRH i. Call request arrivals at the fronthaul of RRH i is considered as unified
events modeled as PPP with parameter ζ , i.e., the request inter-arrival times are exponentially distributed random variables with mean 1 ζ seconds. Since the fronthaul capacity is constant, it is reasonable to assume that the traffic departure time also follows the exponential distribution and thus the traffic at the fronhaul assumes M/M/1 queuing model.
Assume that the distribution UEs follow the PPP u with density λ u , we define the association area of RRHs as Q 2 fraction of the total area and the effective density of UEs served by RRHs is Q 2 λ u . Therefore, according to the PPP's distribution of RRH and UE locations, the average number of UEs in the coverage area of RRH i is J =
. Consider a reference UE j (i.e., j ∈ {1, 2, . . . , J }), it requests some volumes of data (in bits) from its serving RRH i . The requested volumes are independent identically distributed random variables with mean 1 µ j . The request interarrival time of UE j is assumed to be exponentially distributed random variables with parameter ζ j (i.e., the average interarrival time is 1 ζ j ). We also assume that request inter-arrivals are independent from each other and so are the requested volumes. We call ν j = ζ j µ j as the traffic load of UE j . Denote r i by the maximum capacity of the fronthaul of RRH i , and the required service time to accomplish UE j 's traffic demand over the fronthaul is written as γ j = ν j r i . The total traffic load at the fronthaul of RRH i is ρ = J j=1 ν j . Therefore, the average waiting time for the traffic load ν j at the fronthaul of RRH i is expressed as T j = ν j ρ r i (1−ρ) . DenoteT j by the latency ratio that measures how much time UE j sacrifices in waiting per unit of service time at the fronthaul of RRH i , thus
For the downlink transmission process, unlike the constant rate at the fronthaul queues, UEs at different locations experience different channel conditions and thus achieving different data rates. The ergordic rate R i at the reference UE j served by node i ∈ I is given in Theorem 2. Consider w Hz bandwidth are shared among different tiers. The average ergodic rate of UE j when served by RRH i is A i,j = wηR i (bps), where η = 1.443 is the conversion factor used in converting from nats to bits.
Assume that UE requests arriving at the same serving node are responded one after the another in a round-robin manner, therefore, the traffic delivery process at RRH i realizes an M/G/1 queueing model. The required time to accomplish UE j 's traffic demand at RRH i is thus obtained as
The total traffic load at RRH i is ρ = J j=1 ν j and the average data delivery time for UE j at RRH i is T j = ν j A i,j (1−ρ) . Therefore the average waiting time for the traffic load ν j at VOLUME 4, 2016
RRH i is given as
The corresponding waiting time per unit of service time of UE j at RRH i is given as
T j and T j depend on the traffic load at the fronthaul of RRH i and RRH i , respectively. Therefore, all UEs associated to RRH i have the same latency ratio, and thus the average latency of delivering a UE's traffic demand through RRH i is given as
A smaller β j indicates that the RRH introduces less latency to its associated UEs.
IV. SIMULATIONS AND NUMERICAL RESULTS
In this section, simulations are carried out on H-CRAN with non-uniformly deployed D2D communication to validate the aforementioned analytical results. We obtain the results using Monte-Carlo simulation method with 5000 independent channel realizations. Transmit nodes are scattered according to homogeneous PPPs with densities λ 1 = 1 π500 2 , λ 2 = 6 π500 2 , and λ 3 = 12 π500 2 . The transmit powers are P 1 = 43dBm, P 2 = 33dBm, P 3 = 23dBm, and the pathloss exponent is set at α = 4. Power spectrum density of AWGN is σ 2 = −174dBm, D = 0 ∼ 800m, and τ in = τ out = 0dB.
A. SINR COVERAGE AND AVERAGE ERGODIC RATE
In Fig. 2 , the results for the SINR coverage are presented with fixed D = 400m, and first we observe that our analytical results accurately match with the simulation results. The curves for the inner and outer region reference are obtained from Corollary 1, which demonstrates that despite the absence of D2D communication, the inner region UE achieves a better performance when compared with the outer region UE. Therefore, deploying D2D links at such relatively satisfied regions will only provide negligible coverage benefits. In Fig. 3 , the SINR coverage curves for the different scenarios are compared. The first one, SINR coverage of a randomly located reference UE for the proposed non-uniform D2D deployment scheme, is obtained by combining the results in Theorem 1. From the results of our proposed non-uniform D2D deployment scheme, the corresponding uniform D2D deployment is achieved by setting D = 0 in Theorem 1 and the H-CRAN only scheme obtained by setting D = 0 and R D = 0. It is evident from the curves that for the range of parameters presented, and the proposed scheme outperforms both the uniform D2D deployment and pure H-CRAN deployment scenarios. This happens because the deploying D2D communication in areas of satisfied cellular coverage leads to significantly increased network interference while providing negligible coverage benefits. In Fig. 4 , the SINR coverage is presented over varying inner region radius D, as an example, for the SINR threshold T = −5 dB. The SINR coverage is around 89% at D = 400m for the non uniform D2D deployment compared to 83%(80%) in the uniform D2D (pure H-CRAN) deployment. The results at different SINR threshold (i.e., T = 10 dB) exhibit a comparable trend, which conforms to what was illustrated in Fig. 3 . The significant benefits can be achieved by selective deployment of D2D communication.
The average ergodic rate performance of our analytical results in Theorem 2 is validated with the corresponding Monte Carlo simulations in Fig. 5 . We observe from the figure that for the smaller D, only UEs very close to the HPN are in inner region and therefore achieve better performance; for the outer region UEs, however, the performance is relatively low because of the severe HPN interference experience by UEs close to the inner region boundary. Since only a negligible fraction of the UEs reside in the inner region the overall performance is low. On the other hand for the larger D (D > 500) observed in Fig. 5 , the outer region outperforms the inner region. This happens because of the fact that the far away inner region UEs are probably served by the HPN when they could have been served by proximately closer RRH or TU (D2D). It is worthy of note here, that provided the inner region radius D is appropriately defined, the proposed scheme can significantly improve the performance of UEs at both the center and edge of HPN coverage.
B. TRAFFIC LATENCY
To demonstrate the benefits of our proposed model given the capacity constrained fronthaul and conduct a reasonable comparison, we provide the numerical results for the average data delivery latency experienced by the reference UE when served by RRHs in the following 3 scenarios:
• When the serving RRH is located at the inner region, the effective association probability is Q 2 = Q 4,in .
• When the serving RRH is located at the outer region and D2D communications are deployed, the effective association probability is Q 2 = Q 2 + Q 4,out .
• When the serving RRH is located at the outer region and D2D communications are not deployed, the effective association probability is Q 2 =Q 2 +Q 4,out , whereQ 2 = {Q 2 |R D = 0 } and {Q 4,out = Q 4,out |R D = 0 }. FIGURE 6. Average data traffic delivery latency over varying maximum fronthaul capacity with the inner region radius set at D = 500m. Fig. 6 demonstrates the impact of capacity constrained fronthaul on the average data delivery latency and the benefit of deploying non-uniform D2D communications. Observed from the Fig. 6 , the outer region RRHs with D2D underlay significantly outperforms the H-CRAN only deployment at low fronhaul capacity such as 4 Mbps. On the other hand, as the fronthaul link capacity increases, the data traffic at the fronthaul gradually decongests. As a result, RRHs in all these 3 considered scenarios achieve almost the same traffic delivery latency.
V. CONCLUSION
In this paper, we have analyzed the performance of a downlink H-CRAN with non-uniformly deployed D2D communication. Using the stochastic geometry tool, we have provided the probabilistic characterization of the SINR distribution and the ergordic rate at a randomly located typical UE. Our results have shown that for the proposed non-uniform D2D deployment scheme, the inner region radius can be carefully chosen to achieve significant performance improvement against uniformly deploying D2D communications scheme. Furthermore, we model the data traffic delay experience at both the fronthaul and RRH based on queueing theory, and derive the average data delivery latency as a QoS perceived by UEs served by RRHs. The results from our analysis reveals that for the low fronthaul capacity regime, the non-uniform D2D deployment scheme achieves lower average traffic delivery latency compared with the uniform D2D deployment and the pure H-CRAN deployment scenarios. The probability of the typical UE served only by the HPN 0 , i.e., Q 1 = P (SN = HPN 0 ) , can be expressed as follows.
where step (i) follows from Baye's theorem. When the UE is served only by the RRH, the probability
where (i) follows from Baye's theorem and the independence of R 3 . When the UE is served by TU 0 , the probability Q 3 = P(SN = TU 0 ) is derived as
where (i) results from the independence of R 3 and the approximation in (ii) is obtained by assuming that the density of TUs in the vicinity of the outer region UE as λ 3 [13] . When the typical UE is served cooperatively by both HPN 0 and RRH 0 , i.e., the probability Q 4 = P(SN = HPN 0 + RRH 0 ), which can be further expanded to Q 4 = Q 4,in + Q 4,out , where
The Proof is completed.
B. PROOF OF LEMMA 2
The event that X 1 < x is equivalent to the event that R 1 < x provided that the serving node is HPN 0 , the CDF of X 1 is given by
where (i) follows from Baye's theorem. By differentiating (38), we obtain the results for the PDF of X 1 given in (7). The event that X 2 < x is equivalent to the event that R 2 < x provided that the serving node is RRH 0 , the CDF of X 2 is obtained by
where (i) follow from Baye's theorem and the independence of R 3 . The former part of the numerator is evaluated as follows.
Substituting (40) into (39) and differentiating the resulting CDF, we obtain the PDF of X 2 given in (8) . Similarly, the CDF of X 3 is obtained as:
where step (i) follows from Baye's theorem. The former part of the numerator can be evaluated as follows
and so
where the approximation follows by assuming that the density of TUs in the vicinity of the outer region reference UE is λ 3 [13] . By substituting (42) into (41) and differentiating the results, we obtain the PDF of X 3 given in (9) . The CDF of X 4 is similarly evaluated as following:
For the inner region reference UE (i.e., R 1 < D), we have the following expressions as:
where (i) follows from Baye's theorem. By differentiating (44) with respect to x 1 and x 2 , the result for the pdf of X 4 is derived. Finally, following the similar steps above, we can obtain the pdf of X 4 in the event that R 1 > D. Therefore, the proof is completed.
C. PROOF OF THEOREM 1
According to (13), we have
Following the similar steps as in [13] and [14] , we can obtain
is the laplace transform of interference I j when the UE is served by the closest node in the i th tier. Assume that the cumulative interference I j is generated by the nodes outside the region bounded by B(0, y), we have
where Z a (b) in the expression above is obtain by applying the results in [16] the region bounded by B(0, D), which has been proven to be accurate numerically in [13] . Accordingly, by combining (48) and (47), we have
Substituting (49) and (46) into (45), we thus obtain the desired result in (14) . 
. RRH interference come all RRHs outside the region bounded by B(0, x), TU interference approximately comes from the whole plane [13] . Therefore, by applying to (48) and (47), we have
Substituting (50) and (46) into (45), we thus obtain the desired result in (15) . When i = 3, SN = TU 0 , interference from both HPNs and RRHs comes from their respective nodes in the whole plane whereas TU interference is assumed to come from the whole plane outside the region bounded by B(0, x). Accordingly, by combining (48) and (47), we have
By plugging (51) and (46) into (45), we have the desired result in (16) . Finally, when i = 4 and SN = {HPN 0 , RRH 0 }, (12) can be re-written as
where (i) follows because the channel fading power h 0,i ∼ exp(1) and the fact that i are mutually independent PPPs.
The interference from HPNs and RRHs are outside the region bounded by B(0, x 1 ) and B(0, x 2 ), respectively, whereas TUs interference is assumed to approximately come from the whole plane. If the origin(location of the reference UE) is at the outer region or from the whole plane bounded by the region B(0, D) if the origin is in the inner region [13] . Accordingly, by applying (48) to (52), we have the following formulas for the inner and outer region reference UE:
By plugging (53) and (52) into (45), we thus obtain the desired result in (17) , and the proof is completed.
D. PROOF OF THEOREM 2
From (22), the average rate achieved by the reference UE when served by a node in the i th SN is 
