1. Introduction Let X = fX k g be an i.i.d. real random sequence and Y = fY k g an independent random sequence also independent of X. Throughout this paper, the notations X and Y are used to denote these notions. X and X + Y = fX k + Y k g induce probability measures X and X+Y on R N , respectively. For each k, denote the distributions of X k , Y k and X k + Y k by X k , Y k and X k +Y k , respectively. If X k +Y k X k for every k, then the Kakutani dichotomy [1] implies that we have either X+Y X or X+Y ? X . Our main problem is to describe the conditions on Y so that X+Y X holds.
We say that X satises the condition (A) if X 1 is equivalent to the Lebesgue measure and the density function f satises It is known that (C) implies (A) (Sato{Watari [8] ).
When Y is a deterministic sequence or a symmetric random sequence, there are systematic studies which may be summarized as follows: Theorem 1.1 (Shepp [9] ). Suppose y 2 R N : Then (i) X+y X implies y 2`2.
(ii) If X satises the condition (A) , then y 2`2 implies X+y X .
(iii) If X+y X for all y 2`2, then X satises (A) . Theorem 1.2 (Okazaki{Sato [4] , Sato{Watari [8] , Okazaki [3] ).
(i) Assume that Y = a" = fa k " k g, where a = fa k g is a real sequence and " = f" k g is a
Rademacher sequence, that is, an independent random sequence with distributions In this paper, we treat the general case and generalize the theorems above. The following conditions for a random sequence Y and " > 0 play important roles and are often referred to:
We give some remarks. It is easy to see that (a) " implies (b) " and (d) " implies (e) " . And by Kolmogorov's three series theorem, the following three statements are equivalent to each other: Y 2`4 a:s:; (a) " and (d) " hold for some " > 0; (a) " and (d) " hold for every " > 0.
In particular, when Y = a", Y 2`4 a:s: if and only if (b) " (e) " hold for some (or every) " > 0. Note also that when Y is deterministic, Y 2`2 if and only if (c) " (e) " hold for some (or every) " > 0.
Particularly when X is a standard Gaussian sequence, i.e. X 1 is Gaussian with mean zero and variance 1, X satises (C) and we have detailed results such as We shall show in fact the statement of Theorem 1.3(i) is true under no extra assumptions of X and Y, and moreover an additional conclusion holds. We shall also show (ii) and (iii)(with slight modication) under weaker conditions than ever proved. Our main theorem is the following This paper is organized as follows. In section 2 we prove Thorem 1.8. In section 3 we discuss the possibility of improvement of the theorem and give some negative examples.
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Proof of Theorem 1.8
First we state a theorem which will be needed in the proof. 
Proof of Theorem 1.8. We use the notation of Theorem 2.1.
(i) Since X+Y X , we have X k +Y k X k for every k. Clearly it is enough to show (b) R (c) R (e) R for some R > 0. Dene g(x) = ([x 0 1; x + 1]). We see 0 g(x) 1 and lim x!61 g(x) = 0. Put = sup x2R g(x). Then 0 < 1 and we can take a real sequence fw m g and w 2 R such that jw 0 w m j 1 for every m and g(w m ) " as m goes to innity. We can also take R > 0 such that 
By (2.3), this is dominated by
Now we dene 9(t) = (1 0t) 2 11 (t1) . Since 9 is convex and monotone decreasing, we get This implies (c) R and completes the proof of (i).
(ii) The proof is almost the same as that of Theorem 1.2 (ii), which is Theorem 3 of Sato{Watari [8] , but we would give it to make necessary modications clear.
We may assume that " = 1. Let f be the density function of X 1 . Then we have The rst term of the right-hand side is equal to 1 2
This is nite as we see from the facts that P[jY k j 1]
for suciently large k, and that (A) and (c) 1 hold. The second term is also nite by the proof of [8, Theorem 3] .
(iii) Dene for each k,
Then p k (x)01 = V k (x)+W k (x) and by Theorem 2.1 it is enough to prove that P k V k (X k ) and P k W k (X k ) converge a.s. By Lemma 1 of Kitada{Sato [2] , P k V k (X k ) converges absolutely a.s. Since E[W k (X k )] = 0 for every k and W k (X k )'s are independent, it is enough to show
] < 1 in order to prove the a.s. convergence of
The rst term is equal to
which is nite. The second term is not greater than which completes the proof of (iii). In particular, we can take X as a standard Gaussian sequence. For the proof, we need the following lemma for a standard Gaussian sequence X. Then, Theorem 1.8(iii) implies X+Y (1) X and X+Y (2) X . We shall check that Lemma 3.1 is applicable to Y (3) . It is easy to see that We also see (a) " does not hold for every " > 0.
2. We might replace the condition (a) " with (b) " in Theorem 1.8(ii), which is yet to be investigated. So far, we need an additional assumption of X such as (iii). However we cannot replace (d) " with P k P[jY k j > "] r < 1 for any r > 1 even if X is standard Gaussian. For 1 < s < 2, we shall give an example that X is standard Gaussian and for every " > 0, E[Y Therefore we conclude X+Y ? X by Lemma 3.1.
