Identification of Dynamic Economic Models from
Sims ' (1980) principal criticism of large-scale macroeconometric modeling as it was practiced in the US in the late 60s and 70s was that "the style in which 'identification' is achieved for these models -is inappropriate, to the point at which claims for identification in these models cannot be taken seriously. Reserve System has developed a new vintage of macroeconometric models that are used for internal analyses (Levin, Rogers and Tyron, 1997; Braydon, et. al., 1997) The structure of these models appear to have more in common with the VAR tradition than with the earlier large-scale macroeconometric modeling practice represented by the MPS model. 2 Sims (1980) , p 1.
equation-by-equation approach to identification relying on exclusion restrictions on
lagged values of endogenous variables was "incredible".
Since the publication of Sims' 1980 article, the literature on short-run demand for money functions has largely ignored the identification problem. (e.g. Rasche (1987) , Hetzel (1989) , Moore, Porter and Small (1990) , Rasche (1990) , Hallman, Porter and Small, (1991) , Mehra (1991) ). One analysis that does implicitly mention the identification problem is Mehra (1993) . Mehra states:
"The IV regression of (3) included only contemporaneous values of real income and opportunity cost and two lagged values of real M2 (n 1 = n 2 = 0 and n 3 = 2). The instruments are a constant, four lagged values of ∆rGNP t and ∆(R-RM2) t , and a lagged value of rM2 t , rGNP t , and (R-
In other words, Mehra applies the identifying restrictions that Sims had decried 13 years earlier as "incredible".
Sims proposed an alternative form for macroeconometric models, the vector autoregression (VAR). He certainly was well aware of the importance of the identification problem for inference from VAR structures, though his original description of his identification scheme appears to have left subsequent practitioners with less than a full understanding of the technique they were using:
"The best descriptive device appears to be analysis of the system's response to typical random shocks. Except for scaling, this is equivalent to tracing out the system's moving average representation by matrix polynomial division. As well be seen below, the resulting system responses are fairly smooth, in contrast to the autoregressive lag structures, and tend to be subject to reasonable economic interpretation. The 'typical shocks' whose effects we are about to discuss are positive residuals on one standard deviation unit in each equation of the system. The residual in the money equation, for example, is sometimes referred to as the 'money innovation' since it is that component of money which is 'new' in the sense of not being predicted from past values of variables in the system. The residuals are correlated across equations. In order to be able to see the distinct patterns of movement the system may display it is therefore useful to transform them to orthogonal form. There is no unique way to do this. What I have done is to triangularize the system with variables ordered as M, Y, U, W, P, PM. Thus the residuals whose effects are being tracked are the residuals from a system in which contemporaneous values of other variables enter the right-hand-sides of the regression with a triangular array of coefficients." 4 Early in the development of the VAR literature there appears to be a widely held misconception that the new form of modeling made the identification problem obsolete.
This misconception appears more recently in the vector error correction model (VECM) literature.
The identification problem is not unique to estimated models. It is equally important for calibrated models, though it is rarely mentioned in presentations of such models. Christ (1966) notes:
"It is a truism that any given observed fact, or any set of observed facts, can be explained in many ways. That is, a large number of hypotheses can be framed, each of which if true would account for the observance of the given fact or set of facts. Therefore an appeal to the facts alone is not sufficient to enable the investigator to decide among alternative hypotheses, for after he has appealed to the facts he is still likely to have before him many different hypothesis that have not been ruled out. The purpose of a model, embodying a priori information (sometimes called the maintained hypothesis) is to rule out most of the hypotheses that are consistent with the observed facts. The ideal situation is one in which, after appeal has been made both to the facts and to the model, only one hypothesis remains acceptable (i.e. consistent with both). If the 'facts' have been correctly observed and the model is correct, the single hypothesis that is consistent with both facts and model must be correct;" 5 This analysis focuses on the fundamental problem of identification that was central to Sims' criticism of the established practice and is shared by all of the modeling techniques that have subsequently developed. In section 1 the identifying restrictions implicit in standard VAR models are reviewed. In section 2 the identification of "common trends" from reduced vector error correction models is developed in the standard VAR identification framework. Finally, in section 3 the "common trends" identification is supplemented with additional identifying restrictions to identify transitory shocks (short-run specifications) from reduced form vector error correction models. This approach is illustrated with a comparison to the Mehra (1993) analysis of the demand for real M2.
Identification in VAR Models
The above quotation from Sims is the origin of the subsequent practice of "reordering and orthogonalizing" of VAR models. In retrospect, there are two unfortunate aspects to this statement 1) the characterization of this procedure as a "descriptive device" and 2) that lack of any citations in the final sentence of the quotation to the established econometrics literature. The process described there can be described algebraicly as follows: Let X t be a p x 1 vector of data series and define the reduced form VAR data generating process for X t as:
where Γ(L) is a polynomial in the lag operator L. Let W be a nonsingular pxp permutation matrix with the property that ′ = W W I p . Then the "reordered" VAR can be written as:
"Orthogonalize" the "reordered" VAR structure by decomposing the covariance matrix 5 Christ (1966), pp. 298-9. of the ε ε t , * * Σ as Σ ε * = ′ TDT , where T is a pxp lower triangular matrix normalized to 1.0 on the principal diagonal and D is a diagonal matrix.
6 Then premultiply the "reordered"
VAR structure by 1 − T to get the identified "economic model":
T -1 is lower triangular since it is the inverse of a lower triangular matrix. 7 The T matrix defines the "impact multipliers" of the "economic shocks". Note that the covariance matrix of the identified u t "economic shocks" is T -1 (TDT′)(T -1 )′ = D, so by construction these residuals are uncorrelated in the sample. This identification scheme in equation (3) is not new to the econometrics literature. It was proposed by Wold (1954) as a "causal chain" structure and was criticized intensely in the literature of the 1950s and early 60s (e.g. Basmann, 1963) . This identification scheme was strongly defended as appropriate for economic structures in a series of articles by Wold (1954 Wold ( , 1960 and Strotz and Wold (1960) . Nevertheless, the approach was never accepted as a reasonable representation of an economic structure by mainstream econometric modelers in the 60s and 70s.
Much is known about the economic model described by (3). First, the restrictions that the covariance matrix of the u t is diagonal and that the T -1 matrix is triangular exactly identify the model. Second, the matrix T -1 W that defines the economic model is not invariant to the choice of W. Third, the T -1 matrix of the "economic model" in (3) can be estimated consistently by single equation OLS, and this OLS estimator is the full information maximum likelihood (FIML) estimator of this system (e.g. Theil, 1971, pp. 460-3, 525) . The Cholesky decomposition of the "reordered" covariance matrix is just an application of "indirect least squares" to the unrestricted reduced form 6 Alternatively, assume D=I p and place no restrictions on the principal diagonal of T.
estimates of an exactly identified model (e.g. Goldberger, 1964, pp. 526-28) .
Identification in Structural VARs
The first modifications to the original causal chain VARs appeared in separate articles by Sims (1986) and Bernanke (1986) . Let the VAR be defined as in (2) Note that this imposes identifying (or overidentifying) restrictions on the slope coefficients of the "economic model", consistent with the identification in traditional simultaneous equation models. This can be seen by substituting for Wε t in (2) from (4) to get:
Multiply (5) by A to get the "economic model":
The T matrix defines the "impact multipliers" of the "economic shocks". 8 Giannini (1992) defines this as the "K" class of models. Since there are only p(p+1)/2 independent elements in Σ ε , and there are p parameters to be estimated in Σ u , there are at most p(p-1)/2 free parameters that can be identified in A. Conditions for identification of the parameters of such models are Hence the only difference between the identification in these type "structural VARs" and the practice in large-scale dynamic macromodels is that covariance restrictions are utilized for identification rather than restrictions on the lag structures of the model.
Identification of Permanent Shocks in Vector Error Correction Models
The King, Plosser, Stock and Watson (1991) "common trends" model identifies the permanent shocks in a VECM by assuming a block triangular structure of the economic model generated by (p-r) permanent and (r) transitory economic shocks, with the permanent shocks ordered in the first block in this structure. The permanent shocks are assumed to be uncorrelated with each other, and uncorrelated with all of the transitory shocks. Each of the permanent shocks is assumed to have a particular long-run impact on a specific element of the VECM vector, in effect imposing restrictions on the steady-state multipliers for each of the permanent shocks.
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Define the reduced form VECM as:
and let the MA representation of the (p x 1) vector X t be:
with Σ ε as the covariance matrix of the reduced form error vector ε t . By construction
The rows of C(1) selected by W 1 determine the elements of X t to which the long-run effects of discussed in Giannini (1992) , Chapter 2. 9 Rasche (1981, pp. 267-9) argues that the iterative estimation and simulation process used by large-scale the elements of P t u are transmitted. Define W 2 as any r x p permutation matrix such that
and B is lower block triangular.
Transform the reduced form VECM as:
Note that the first (p-r) equations in (10) are first differenced specifications so that the P t u shocks transmit permanent effects to the elements of t X .
Decompose the covariance matrix of the errors in (8): macroeconometric modelers effectively placed restrictions on the long-run multipliers of those models. The "common trends" structure applies such restrictions directly.
Premultiply the first p-r rows of the transformed VECM model by the 1 11 − T matrix to obtain the implied identified "economic model" of the permanent shocks as:
The "common trends" hypothesis places no restrictions on the matricies 21 B or 22 T , so the transitory shocks remain underidentified.
The 11 T matrix defines the steady-state multipliers of the permanent shocks on the p-r elements of t X selected by 1 W . Premultiply (8) by 
u has a long-run impact on a unique element of t X ; i.e. the "common trends" model implies overidentifying restrictions. Such overidentifying restrictions can be tested. Boswijk (1995) suggests that individual equations with transitory shocks can be identified from a reduced form VECM by imposing exclusion restrictions on the matrix of error correction coefficients in the "economic model".
Identification of transitory shocks by Exclusion Restrictions on Cointegrating Vectors
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By appropriate 10 e.g. Hoffman and Rasche (1996) 11 An alternative approach to imposing both short-run and long-run restrictions is used by Gali (1992) . Gali's identification follows the structural VAR approach in that he estimates an unrestricted reduced form VAR and assumes that the 'economic shocks' are uncorrelated. In addition, he simultaneously imposes restrictions on long-run multipliers, impact multipliers and the contemporaneous interactions of the elements of the data vector. His restrictions define one permanent and three transitory shocks in his four variable system. These restrictions do not appear consistent with the conclusion of his unit root analysis that argues for two cointegrating vectors among four nonstationary variables.
Mellander, Vredin and Warne (1992), Hoffman and Rasche (1996) and Crowder, Hoffman and Rasche (1999) 
[ ] 
Again, multiple equations can be constrained to contain a single cointegrating vector by applying the overidentifying restrictions that a submatrix of T 22 is a diagonal matrix.
Example
Mehra (1993) estimates a single equation error correction model on quarterly data for the log of real M2 (rM2 t ), the log of real GNP (rGNP t ), and the log of the spread between the commercial paper rate (R t ) and an estimated "own" interest rate on M2 . −β between rM2 t and Y t .
From the Granger Representation Theorem, (Johansen, (1991) ) there exists a reduced form VECM that describes the data generating process for Mehra's specification.
The question is how a short-run demand function for real balances, comparable to Mehra's specification, can be identified from the reduced form VECM. Let
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To normalize the second equation on the contemporaneous change in the opportunity cost variable requires the linear restriction 0 . 1
To normalize the third equation on the contemporaneous change in the log of real balances requires the linear 12 The identifying restrictions that define the permanent shock here are identical to those used in Gali (1992) where: .
Comparison with Results from Mehra's Identification Assumptions
Mehra is not specific about the sources of the data that he used. has not been replicated exactly, the reestimations do not differ in any significant respect from the published numbers.
In Table 2 the Mehra specification has been modified to impose a common lag length of one on all of the variables. In the IV estimation observations at lags 2-4 of changes in real M2, real GNP and the opportunity cost variable in addition to the constant, the three dummy variables and the lagged levels of real M2, real GNP and the opportunity cost variable have been used as instruments. The purpose of this is respecification is to facilitate comparisons with the VAR based estimates. A comparison of the IV estimates in Tables 1 and 2 reveals that the differences between the OLS and IV estimates result from the exclusion of the lagged observations on rGNP ∆ and ) 2 ( RM R − ∆ from the IV specification. When these lags are included (Table 2 ) then the estimated coefficients from the IV regression are almost the same as those from the OLS regression. Further, when a uniform lag length is established for all variables the estimated coefficient on the velocity error correction term becomes insignificant in both the OLS and IV regressions.
With the exception of the estimated distributed lag coefficients on rGNP ∆ , the same similarities exist between the two estimators when the lag length is extended to two on all variables (Table 3 ). This suggests that the goodness of fit is very high in the first stage regressions that use the lagged changes as instruments. When a uniform lag length of two is set on all three variables and lagged of three and four periods of rGNP ∆ and
are used as instruments, the sign of the coefficient on the velocity error correction term is reversed.
The results of the estimations using the structural VAR identifying restrictions are considerably different, both statistically and economically. This can be seen by comparing the third column of Tables 2 and 3 with either the first or second columns of those tables. First, the estimated error correction term on M2 velocity is roughly an order of magnitude bigger using the FIML estimator with covariance restrictions than the estimate of this term with either OLS or IV with lagged change instruments. Second, the error correction coefficient on the opportunity cost variable is not significantly different from zero using the FIML estimator. This implies that the elasticity of the long-run demand for real M2 with respect to the opportunity cost variable is not significantly different from zero. Third, the FIML estimates of the elasticities of the demand for real M2 with respect to contemporaneous real GNP are substantially greater than unity. In contrast to the estimates from IV with lagged change instruments that range from 0.15 to 0.35 in the examples in Tables 1 and 2 . Finally a comparison of the estimates in Tables 2   and 3 suggests that the results from FIML do not appear to be very sensitive to the choice the lag length in the models. In contrast, when the lag length is increased from one to two, estimates of critical coefficients in the equation change sign when with the IV estimator with lagged change instruments.
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The conclusion from this analysis is that the choice of identifying restrictions can be an important factor in the economic interpretation of the estimates of an 'economic model'. In this example, Sims' criticism of the use of exclusion restrictions on distributed lag structures to achieve identification appears justified.
Additional dynamic analysis can be constructed to determine the reaction of the three variables in the system to the permanent (supply) shock, the transitory opportunity cost shock, and the transitory shock to real balances. The impulse response functions for the three variables in the model plus M2 velocity with respect to the three shocks are plotted in Figures 1-3 . Each graph shows the response function for three specifications of the dynamic structure of the reduced form VECM. For the most part there is little difference between the estimated response functions for the structure with two lagged differences and the structure with three lagged differences. In some cases the estimated response functions from the structure with only a single lagged change is substantially different. This appears to result from an inadequate parameterization of the dynamic structure of the data generating process.
The response of real output to the permanent (supply) shock is characteristic of results in the literature. The response starts out small (in this case much closer to zero than has been found in other studies), and builds to the steady-state response over a span of two to four years. The response of real M2 is similar to that of real output, with the possibility of some "overshooting" of the steady-state response. The short-run effect of this shock on the opportunity cost variable is strongly negative, but dies out over a horizon of approximately two years. Finally, since the short-run effect of this shock on real M2 is larger in absolute value than the short-run impact on real output, the transitory response of M2 velocity to the "supply" shock is negative.
The impact effect of the opportunity cost shock on opportunity cost is large and positive and dies out quite slowly. A close examination of the scale in the response functions for the other variables in Figure 2 reveals that the opportunity cost shock has little effect on any of these variables.
The responses to the shock to the demand for real balances are shown in Figure 3 .
The response of real M2 starts out positive, builds to a peak after about five quarters and then dies out very slowly. The initial response of real output is negative, but smaller in absolute value than that of real M2. The response of real output overshoots zero slightly after about two years, then gradually dies out. The net effect of these two responses is a strong negative response of M2 velocity that dies out after three to four years. Since the elasticity of the demand for real balances is very close to zero, the "LM curve" implied by these estimates is very close to vertical. The responses of real M2 and real output are consistent with a shift to the left of such a "LM curve" in response to a positive transitory shock to the demand for real balances (or equivalently a negative transitory shock to the supply of real balances). The impact effect on the opportunity cost variable is almost zero in the specifications with two and three lagged changes. The subsequent short-run effect on this variable is quite negative. It does not seem reasonable to presume that the own rate on M2 responds more strongly or more quickly than the commercial paper rate to this type of shock. Hence this pattern does not seem consistent with the prediction from a shift to the left of an "LM curve" along a negatively sloped "IS curve". However, it is possible that the response of the opportunity cost variable to this shock is measured very imprecisely. In any event, there is no evidence here of transitory "liquidity effects"
on the spread of market rates over the own rate on M2. a Instruments are the lagged (log) levels of real M2, real GNP and the opportunity cost measure; 1 to 4 lagged differences in the logs of real GNP and the opportunity cost measure, 1 to 2 lags on the difference in the log of real M2, the constant and the three dummy variables. 17 Amisano and Giannini (1997) , p. 29 18 Dhrymes (1970) , p. 366. 
