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Linguistics 2, 171-187. This paper focuses on non-universality in standard 
OT. Non-universality in OT can be considered in two aspects: 
language-specific constraints and item-specific constraint ranking. Contrary 
to the basic assumption of OT, universality of constraints, there are 
language-specific non-universal constraint. In addition, applicability of the 
trisyllabic laxing rule implicates that different morphemes require different 
conshaint ranking. Russell's morphem~onshaint model proposes abstract 
signature of morphemes and gatekeeper which controls different rankings 
for different morphemic items. This paper expands his idea and proposes 
a special component, termed Supervisor (SUP). Since operation of SUP is 
activated based on the information contained in input, 
information-contained input becomes critical in my proposal. My proposal 
thus proffers a solution for non-universality issue of standard OT. (Seoul 
National University) 
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1. Introduction 
This thesis investigates the innate problems that the standard 
Optimality Theory (OT: Prince & Smolensky 1993) cannot avoid due 
to its universalistic approach to phonological phenomena. Constraint 
universality is one of the basic assumptions of OT that causes 
controversial problems of specific constraints. In this paper, the 
meaning of specificity may cover the following cases: specific 
constraints for specific languages and specific constraint ranking for 
specific items. 
Contrary to the assumption that all constraints are universal, some 
constraints are active only in a small number of languages. It is hard 
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to see those constraints are also universal. Recently, researchers 
develop more and more constraints that are hard to see as universal 
constraints. We should consider how standard OT could include 
such language-specific, non-universal, specific constraints in its 
system. 
In addition to language-specific constraints, we often see 
constraints ranked differently in one language for different 
morphological items. Let us assume that there is a constraint 
hierarchy which most morphemes follow. However, some other 
group of morphemes follows another hierarchy. Assuming the first 
group of morphemes is regular, the second group of morphemes 
may be seen as irregular. In this case, specificity means the idea 
of irregularity against regularity in a language. 
This thesis attempts to give clarification about how OT may work 
for specific cases based on information of the input. It does not intend 
to deny OT entirely, but to give more clear description of the process. 
Admitting advantages of OT, the purpose of this thesis lies in 
adjusting the OT framework to be compatible with such idiosyncratic 
part as well as language-universal aspect. 
Let us now briefly examine the architecture of OT. The OT 
architecture, introduced by Prince and Smolensky (1993), consists 
of a pair of functions, Generator (Gen) and Evaluator (Eval): 
(1) The structure of OT grammar 
Gen(ini) = {candl, cand2) 
Eval((cand1, cand2)) = Outreal 
Gen generates a candidate set from an input, which is in turn 
evaluated in EVAL by ranked constraints. Constraints are 
hierarchically ranked: Violation on higher-ranked constraints is fatal 
while violation of lower-ranked ones is tolerable. Candidate that has 
the least important violation will be selected as an optimal output 
form. 
Candidate b 1 1  * ! 
Candidate a 1 
Constraint 1 Constraint 2 
* 
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In the above tableau (2), both candidate (a) and (b) incur one 
violation of the constraint in question. However, candidate (a) is 
selected as an optimal output because it satisfies the higher-ranked 
constraint. Candidate (b) is suboptimal since violation of the 
higher-ranked constraint is fatal despite of satisfaction of the 
lower-ranked constraint. 
One of the achievements of OT is that OT seeks to find out 
functional unity of phonological rules, unlike the previous 
rule-based phonology. Rule-based theory has separate rules to 
explain different phonological phenomena while Optimality Theory 
shows functional unity of the separate rules. Functional unity is 
expressed by constraints including phonological markedness 
constraints that are often phonetically-grounded. This is one of the 
advantages of optimality theory. By integrating the ultimate goal 
of separate rules into a constraint, we can have a new insight to 
analyze various phonological phenomena, and investigate the 
structure how the universal grammar is built. Archangeli points out 
the theoretical advantages of OT as opposed to rule-based phonology 
as listed in (3). 
(3) Advantages of OT (Archangeli 199727) 
1. It defines a clear and limited role of constraints. 
a. Each constraint is universal. 
b. Constraints are ranked in EVAL. 
2. It eliminates the rule component entirely. Different 
constraint rankings in EVAL express language variability. 
3. It focuses research directly on language universals. Each 
constraint is universal. 
4. It resolves the xoblem. 
Universals dont play the same role in every language. 
Despite these advantages over rule-based theory, researchers have 
pointed out problems challenging OT. Archangeli argues that OT 
eliminates the rule component entirely. However, as we will see 
in the coming chapters, some linguistic phenomena still need 
parochial rules such as r-intrusion rule of Eastern Massachusetts 
English (McCarthy 1993). Not all of the phonological phenomena 
can be caught within the seemingly well-organized net of OT 
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framework. Blevins (1999: 228) also maintains, IT explains the 
core of universal grammar, but not the language-particular 
phonological rules that exist at the periphery. 3T often fails to 
explain some language-particular and morpheme-specific 
phenomena within its standard framework. It is those exceptional 
cases that this thesis focuses on. 
Some constraints developed to handle such cases cannot always 
be seen as universal, contrary to the basic assumption of OT, 
universality of constraints. If constraints are freely developed for 
each different language without any basis of universality, as argued 
in (3), the basic assumption of constraints universality will be 
threatened, and constraints will become no other than a different 
name of rules. McMahon (2000:9) also indicates the challenging 
aspects that undermine OT's basic structure as follows: 
(4) Challenges to OT (McMahon 2000:9) 
1. The interests, abilities and limitations of speakers, hearers and 
learners may lead to particular language-specific 
developments, and not all of these are reconcilable with a 
deeply universalist model like OT. 
2. Current works have developed hundreds of constraints and 
mechanisms. However, they are not truly universal or 
explanatory unless the constraints themselves are controlled 
and restricted. 
3. OT is in danger of failing to cope with the language-specific 
part. 
It is unreasonable in the first place to integrate some obviously 
exceptional cases in one theoretical framework. It is natural to define 
a Universal Grammar (UG) on the one hand, and to deal with those 
peripheral phenomena on the other hand. The key point is not to 
forcefully include the exceptionality into universality, but to find 
out the effective way to handle those exceptionalities. Once OT can 
deal with exceptional cases properly, it will become more error-free 
and accurate system. This is not to deny OT as a model of Universal 
Grammar, but to extend it to handle the clearly exceptional cases. 
This thesis hopes to contribute OT in this light. 
The organization of this thesis is as follows: In chapter 2, I discuss 
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the problematic cases of specificity. Chapter 3 illustrates several OT 
models proposed in previous work, which are concerned with the 
problems of language-specificity. In chapter 4, I propose a Supervisor 
as a solution to those problems. 
2. Discussion: Specificity 
By Specificity, I mean an aspect of OT grammar that shows 
non-universal constraints and item-specific constraint set, as I have 
mentioned in chapter I. Specificity significantly weakens one of the 
fundamental notions of OT that all constraints are universal. OT is 
clumsy in dealing with language-specific aspects of language even 
though successful with language-universal parts. Specificity in OT 
can be summarized as follows: 
(5) Specificity 
a. Language-specificity : Non-universal constraints 
b. Item-specificity : Different rankings for different items 
As we will see in this section, different hierarchy may be needed 
for different morphemes, and parochial constraints or even rules 
may be necessary for a specific language. Let us now examine the 
two aspects of specificity, starting with language-specific constraints. 
2.1 Language-Specif icity 
The strongest interpretation of constraint universality is that all 
constraints are part of Universal Grammar. However, the 
universality should be given more flexible interpretation since all 
constraints are not equally active in all languages as Kager argues. 
Contrary to the assumption that all constraints are universal, some 
constraints are active only in a small number of languages. It is hard 
to see those constraints are also universal. Strong interpretation of 
constraint universality is shaking from the root as more and more 
empirical researches give examples militating against this 
fundamental notion. For example, look at the nominative truncation 
in Lardil (Prince & Smolensky 1993:lOO-101). 
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(6) 
Underlying Stem Nominative 
a. C Loss from stem 
g .uk 0 !u 'story' 
WUTJ unug wug unu 'queen-fish' 
b. V Loss from stem 
yiliyili yiliyil 'oyster sp' 
mayara mayas 'rainbow' 
In the example @a), the final consonant is unparsed in nominative 
form. They propose the constraint Coda-Condition which means that 
a coda consonant can have only coronal place or else no place 
specification of its own at all. However, the final vowels are also 
lost in (6b), for which the constraint Free-V is proposed. 
(7) Free-V : Word-final vowels must not be parsed (in the 
nominative) 
However, Prince & Smolensky admits that it would not be one 
of the canonical examples of universal markedness constraints. Later 
in their discussion, they also argue that all the constraints they are 
proposing are universal and that only Free-V involves a 
language-particular idiosyncrasy. However, there are much more 
constraints that are language-specific than they expected. Look at 
the Nootka example in the following. 
a. Dorsals become labialised after round vowels 
K-, " / 0- 1 kwi:4 'making it' 
cf. ki:Q 'making' 
b. Syllable-final labiodorsals delabialize 
Kw-, / -. 4 1.5 x 'to take pity on' 
cf. 4 kwiqnak 'pitiful' 
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Let us look at how each component works one by one. Allomorph 
Selection component chooses the appropriate morpheme to submit 
Gen based on some uniquely identifying index or diacritic feature, 
which is the collection of morphological information, called abstract 
signature of the morph. The most basic type of information comes 
in the form of notions such as stem, root, or suffix. 
The output of Allomorph Selection is referred to as Underlying 
Representation (UR) in the standard OT. The UR goes into Candidate 
Set Adjustment and Candidate Set Adjustment produces the 
adjusted candidate set. Russell shows as an example possibility of 
using language-particular rule such as r-insertion rule to restrict 
candidate generation. However, greater part of the operation of 
Candidate Set Adjustment remains unexplained and requires further 
studies. 
The surviving candidates from the processing of Candidate Set 
Adjustment are put through Gatekeeper before being evaluated. 
Gatekeeper is pre-processing step contained in Eval, and selects 
hierarchy for idiosyncratic morphemes. Assuming a single language 
have many different constraint hierarchies, the choice of which 
hierarchy should be used is sensitive to the lexical demands of 
individual morphs or sets of morphs. 
Finally, Interpretive component makes some adjustment on the 
output thus produced. For example, unparsed material undergoes 
stray deletion, or epenthetic segments receive default specifications. 
However, it is also undefined how powerful this component may 
be. 
Russells model makes use of information or specification of 
morphemes in input level, which makes Gatekeeper select 
appropriate hierarchy. Through whole process, from input (Abstract 
morphemes) to Surface Representation, each step is controlled by 
each appropriate component. Contrary to Russells model, the 
standard OT does not make explicit how the specification of a 
morpheme can influence the constraint reranking. 
4. My Proposal: Information-based model 
4.1 Definition 
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both specific constraints for specific languages and specific constraint 
ranking for specific items. Contrary to the assumption that all 
constraints are universal, some constraints are active only in a small 
number of languages, such as the constraint Free-V in Lardil and 
constraint for Nootka (De)labialization. In addition to 
language-specific constraints, we often see constraints ranked 
differently in one language for different morphological items. Unlike 
Flapping rule which always applies in the context necessary to the 
rule, TSL (Trisyllabic laxing rule) shows irregular application based 
on types of morphemes. 
To specify morpheme-specific hierarchies, Russells model 
proposes additional components, among which Gatekeeper adjust 
constraint hierarchies based on the morphemes abstract signature. 
Based on his model, I try to integrate abstract signature of the 
morphemes and the component Gatekeeper into one component, 
SUP. SUP controls constraint hierarchy based on the information 
of the input. It not only reranks constraints based on input 
morphemes, but also brings specific constraints for each specific 
language. Since SUP gives instructions based on specific information 
of items, the information contained in the input becomes critical in 
my proposal. I termed my proposal as information-based model 
because input has inherent information of the input items, and SUP 
also consists of information about which hierarchy EVAL may use. 
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