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a b s t r a c t
A set of vertices S in a graph G is independent if no neighbor of a vertex of S belongs to S.
A set of vertices U in a graph G is irredundant if each vertex v of U has a private neighbor,
which may be v itself, i.e., a neighbor of v which is not a neighbor of any other vertex
of U . The independence number α (resp. upper irredundance number IR) is the maximum
number of vertices of an independent (resp. irredundant) set ofG. In previouswork, a series
of best possible lower and upper bounds on α and some other usual invariants of G were
obtained by the system AGX 2, and proved either automatically or by hand. These results
are strengthened in the present paper by systematically replacing α by IR. The resulting
conjectures were tested by AGX which could find no counter-example to an upper bound
nor any case where a lower bound could not be shown to remain tight. Some proofs for the
bounds on α carry over. In all other cases, new proofs are provided.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Let G = (V , E) be a connected graph of order n = |V | and sizem = |E|. A subset S of vertices of G is said to be independent
if its vertices are pairwise non-adjacent. The maximum cardinality of such a subset is called the independence number of G
and is denoted by α(G) or simply α when the graph referred to is obvious. For any vertex v ∈ V , the open neighborhood of
v, denoted N(v), is the set {u ∈ V |uv ∈ E} and its closed neighborhood is N[v] = N(v) ∪ {v}. For a set U ⊂ V , its open
neighborhood is N(U) = ∪u∈U N(u), and its closed neighborhood is N[U] = ∪u∈U N[u]. The private neighbor set of a vertex u
with respect to U is the set PN[u,U] = N[u] \N[U \ {u}]. If PN[u,U] 6= φ for some vertex u, then every vertex of PN[u,U] is
called a private neighbor of uwith respect to U . A set U is an irredundant set if for every u ∈ U , PN[u,U] 6= φ. The maximum
cardinality of an irredundant set is called upper irredundance number and denoted by IR. Note that if u ∈ U is not isolated in
the subgraph induced by U , then its private neighbors belong to V \ U .
It is well known that α ≤ IR and if G is bipartite α = IR [17]. In [14,15], upper bounds on α are strengthened by replacing
α by IR. In this paper, we explore further this substitution by applying it to a series of best possible bounds, given in terms
of n, on expressions of α and another invariant. These bounds were obtained as part of a systematic comparison between 20
graph invariants [1,4] done with the system AutoGraphiX 2 [8,9,2] (see also [5] for further references to the series of papers
on AutoGraphiX and its results, to which the present paper belongs). For each pair of invariants i1 and i2, eight bounds of
the following form were considered:
bn ≤ i1 ⊕ i2 ≤ bn, (1)
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where ⊕ is one of the operations −,+, /,×, while bn and bn are, respectively, lower and upper bounding functions
depending on the order n (or number of vertices). We focus here on generalizing to IR results for the case where i1 = α and
i2 is chosen among the following 10 invariants: maximum, average and minimum degree, diameter, radius, girth, matching
number, domination number, clique number and chromatic number (definitions are recalled below). The proofs of these
bounds on α are given in [1,6,3]. When replacing α by IR, lower bounds remain valid but might no more be tight, while
upper bounds are strengthened but might not be valid anymore. AGX 2 was used to find possible counter-examples to the
upper bounds, but it turned out that none could be obtained. Automated proofs were obtained by showing lower bounds
are still attained (35 cases), and by examining for upper bounds whether the relevant families of extremal graphs for IR
and i2 have a non-empty intersection (20 cases). The proofs of the remaining relations are either known results (3 cases) or
provided in the remainder of the paper (17 cases). It is organized as follows: further definitions are given after this summary.
Two preliminary results are presented in Section 2. They correspond to an upper bound on α − 1 and a lower bound on
β +1, where β is the domination number, defined below (and also on α +1, as β ≤ α). In these two cases, AGX 2 did not
find any conjecture. Relations involving degrees are considered in Section 3. In Section 4, bounds involving distances, i.e.,
diameter, radius and girth, are considered. Bounds involving the matching are studied in Section 5. Bounds involving one
or several vertex sets, i.e., domination number, clique number, independence number and chromatic number are analyzed
in Section 6. The known bounds on individual invariants are recalled in Table 1 given in the Appendix. Moreover, all results
obtained in this paper, mentioning also how they were proved, are gathered there in Table 2.
A subset W of vertices of G is a dominating set if each vertex of G is either in W or is a neighbor of a vertex in W . The
minimum cardinality of such a subset is called the domination number and denoted by β . The degree d(v) of a vertex v ∈ V ,
is the number of its neighbors. The minimum, average and maximum degrees of G are denoted by δ, d and 1 respectively. A
clique of G is a subset of pairwise adjacent vertices. The maximum cardinality of a clique of G is called the clique number and
denoted by ω. A matching of G is a subset of pairwise disjoint edges. The matching number is the maximum cardinality of
a matching and denoted by µ. The chromatic number χ of G is the minimum number of colors to assign to the vertices of
G such that any two adjacent vertices have different colors. The distance between two vertices u and v of G, d(u, v), is the
length of a smallest chain between u and v. The eccentricity, ecc(v), is the maximum distance from v to another vertex of G,
i.e., ecc(v) = Max{d(u, v), u ∈ V }. The maximum eccentricity of G is its diameter, denoted by D, while the minimum is its
radius, denoted by r . The girth g of G is the length of its smallest cycle. We define the detour of a graph as its longest path
and the detour diameter [10], denoted Dd, as the number of edges it contains.
As usual the complete graph on n vertices is denoted by Kn. A tree Tn on n vertices is a connected graph that contains no
cycle. The star on n vertices, denoted by Sn or K1,n−1, is a tree with a dominating vertex. A star S4 is also called a claw. A tree is
said to be a path, denoted by Pn, if its diameter, i.e. the longest distance between two vertices, equals n−1. A complete bipartite
graph, denoted by Kp,q, is a connected graph composed of two independent sets on p and q vertices respectively, with all
possible edges between the independent sets. A split graph is a graph whose vertex set is partitioned into an independent
set S and a clique X . We denote by SKn,p the complete split graph of order n and independence number p, i.e., the split graph
such that |S| = p and all the edges between S and X exist. The graph composed of a clique on n−1 vertices together with an
appended edge is denoted by Kn−1 + e. Similarly, a graph composed of a cycle on n− 1 vertices together with an appended
edge is denoted by Cn−1 + e.
2. Two preliminary results
2.1. An upper bound on α −1
AGX 2 did not find any conjecture on an upper bound for α − 1 [1,3]. We first obtain a best possible upper bound for
this expression, which will be later extended to a bound on IR−1.
Lemma 1. Let n ≥ 1 be an integer and let n = k2 + r with k = ⌊√n⌋ and 0 ≤ r ≤ 2k. Then⌈
n⌊√
n
⌋⌉+ ⌊√n⌋ = ⌈ n⌈√
n
⌉⌉+ ⌈√n⌉ = ⌈2√n ⌉ =

2
√
n if r = 0
2
⌊√
n
⌋+ 1 if 1 ≤ r ≤ k
2
⌊√
n
⌋+ 2 if k+ 1 ≤ r ≤ 2k.
Proof. The equalities are obvious when r = 0, i.e.,√n is an integer.
Henceforth, r ≥ 1. Then⌈
n⌊√
n
⌋⌉ = k+ ⌈ r
k
⌉
,
⌈√
n
⌉ = k+ 1 and ⌈ n⌈√
n
⌉⌉ = k+ ⌈ r − k
k+ 1
⌉
.
If 1 ≤ r ≤ k then⌈ r
k
⌉
= 1 and
⌈
r − k
k+ 1
⌉
= 0.
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Therefore⌈
n⌊√
n
⌋⌉ = k+ 1 and ⌈ n⌈√
n
⌉⌉ = k.
If k+ 1 ≤ r ≤ 2k then⌈ r
k
⌉
= 2 and
⌈
r − k
k+ 1
⌉
= 1.
Therefore⌈
n⌊√
n
⌋⌉ = k+ 2 and ⌈ n⌈√
n
⌉⌉ = k+ 1.
Finally, since
(
2
√
n
)2 = 4k2 + 4r , we have
2k < 2
√
n < 2k+ 1 if 1 ≤ r ≤ k
and
2k+ 1 < 2√n < 2k+ 2 if k+ 1 ≤ r ≤ 2k
which completes the proof of all the equalities. 
Lemma 2. Let T = (V , E) be a tree of order n ≥ 2 with independence number α and maximum degree1. Then
α ≤
⌊
n− n− 1
1
⌋
.
The bound is reached for every n.
Proof. We show by induction on n+1 ≥ 3 that
α ≤ n− n− 1
1
.
If n + 1 = 3 then T ≡ P2 and α = 1 = n − (n − 1)/1. For k ≥ 4, suppose the inequality is true for all trees such that
3 ≤ n+1 < k and let T be a tree with n+1 = k. If n = 1+ 1, then T is a star and the inequality is true since α = n− 1.
So we assume n ≥ 1 + 2. Let x1 be a vertex of maximum eccentricity, y is its unique neighbor (d(y) > 1) and x2, . . . , xl,
0 ≤ l ≤ 1− 1, the remaining neighbors of degree 1 of y.
The tree T ′ = T − {y, x1, . . . , xl}, of order n′ and maximum degree1′, satisfies
n′ = n− (l+ 1) and 1′ ≤ 1.
If S ′ is a maximum independent set in T ′, then S ′ ∪ {x1, . . . , xl} is an independent set in T and
α ≥ α′ + l,
where α′ is the independence number of T ′.
Conversely, T has a maximum independent set S which contains {x1, . . . , xl} and S − {x1, . . . , xl} is an independent set
in T ′. Then
α = α′ + l ≤ n′ − n
′ − 1
1′
+ l ≤ n− n− 1
1
+ l+ 1
1
− 1 ≤ n− n− 1
1
.
This proves the bound on α.
If1 divides n−1, the same induction shows that the extremal graphs are obtained from a star S1+1 = K1,1 by recursively
attaching by an edge the center of a star S1 to a vertex of degree at most1− 1. If T is built by adding q stars S1, then
n = (q+ 1)1+ 1 and α = (q+ 1)(1− 1)+ 1.
All vertices that are not in the unique maximum independent set of T have degree1.
If1 does not divide n− 1,
α ≤
⌊
n− n− 1
1
⌋
.
Let n − 1 = q1 + r with 1 ≤ r ≤ 1 − 1. Let T ′ be a tree of order n′ = (q + 1)1 + 1 = n − r + 1, maximum degree 1
and independence number α′ = n′ − n′−1
1
(constructed as above). Delete 1 − r leaves from the last star S1 added in the
3500 M. Aouchiche et al. / Discrete Applied Mathematics 157 (2009) 3497–3510
construction of T ′. The tree T thus obtained is of order n, maximum degree1 and independence number α = α′− (1− r),
and
α = n′ − n
′ − 1
1
− (1− r) = n− n− r +1− 1
1
= n− 1− n− 1− r
1
= n− 1−
⌊
n− 1
1
⌋
=
⌊
n− n− 1
1
⌋
.
Therefore the bound is attained for all1 ≥ 1 and n ≥ 1+ 1. 
Theorem 1. Let G = (V , E) be a connected graph of order n with independence number α and maximum degree1. Then
α −1 ≤ n−
⌈
2
√
n− 1
⌉
.
The bound is reached for every n.
Proof. Let T be a spanning tree of G, then
α −1 ≤ α(T )−1(T ).
So we can assume, without loss of generality, that G is a tree.
Using Lemma 2,
α −1 ≤ n− n− 1
1
−1.
This bound as a function of 1 is maximum for 1 = √n− 1. So the maximum of α − 1 is attained for 1 = ⌊√n− 1⌋ or
1 = ⌈√n− 1⌉, and
α −1 ≤ max
{⌊
n− n− 1⌈√
n− 1⌉
⌋
−
⌈√
n− 1
⌉
,
⌊
n− n− 1⌊√
n− 1⌋
⌋
−
⌊√
n− 1
⌋}
.
By Lemma 1, α −1 ≤ n− ⌈2√n− 1 ⌉.
The extremal trees constructed in Lemma 2 with 1 = ⌊√n− 1⌋ or 1 = ⌈√n− 1⌉ give examples of extremal graphs
for Theorem 1. 
2.2. A lower bound on β +1
Similarly, AGX 2 did not provide any lower bound on α+1 [3], nor any lower bound on β+1 [1]. We now provide such
a lower bound, again to be used later.
Theorem 2. Let G = (V , E) be a graph of order n with domination number β and maximum degree1. Then
β +1 ≥ ⌈2√n⌉− 1. (2)
Moreover this bound is attained for every n and when n ≥ 5, there exist connected extremal graphs.
Proof. For any graph
β ≥ n
1+ 1 .
So
β +1 ≥ n
1+ 1 +1.
This last bound, as a function of1, reaches its minimum for1 = √n− 1. Thus β +1 is minimum for11 =
⌊√
n
⌋− 1 or
12 =
⌈√
n
⌉− 1. Therefore
β +1 ≥ min
{⌈
n⌊√
n
⌋⌉+ ⌊√n⌋− 1,⌈ n⌈√
n
⌉⌉+ ⌈√n⌉− 1} = ⌈2√n⌉− 1
by Lemma 1.
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For the extremal graphs, if the equality holds then
1 = 11 and β = β1 =
⌈
n⌊√
n
⌋⌉ or1 = 12 and β = β2 = ⌈ n⌈√
n
⌉⌉ .
If
√
n is an integer,
1 = √n− 1 and β = √n.
Let V = S ∪ A where S a dominating set of cardinality √n. Each vertex of S has √n − 1 neighbors in A and these √n
neighborhoods partition A. Thus S is an independent set. Moreover Gmay contain all possible edges between vertices of A
such that1 = √n− 1 (at most (1− 1)|A|/2 edges). When n > 4, and thus1 > 1, we can choose the edge set to make G
connected.
If
√
n is not an integer, |S| = βi for i = 1 or 2. Every vertex in S has at most1i neighbors in A. G is completed by adding
edges keeping the same maximum degree and can always be made connected when n ≥ 5. 
3. Upper irredundance and degrees
3.1. Upper irredundance and maximum degree
Two of the upper bounds involving IR and 1 are immediate from the upper bounds on IR and 1 (see Tables 1 and 2 in
the Appendix). We next establish the two remaining ones.
Lemma 3. Any connected graph G has a spanning tree T such that
IR(T ) ≥ IR(G).
Proof. Let S be a maximum irredundant set of G, B the set of non-isolated vertices of S, B′ a set composed of exactly one
private neighbor of each vertex of B, E(B, B′) the edge set of the matching between B and B′ and F(S) an edge set that
constitutes a spanning forest of G[S]. The partial graph (S ∪ B′, F(S) ∪ E(B, B′)) of G is a forest that can be extended to a
spanning tree T of G in which S is an irredundant set. Then IR(T ) ≥ IR(G). 
Theorem 3. Let G = (V , E) be a graph of order n with upper irredundance number IR and maximum degree1. Then
IR−1 ≤ n−
⌈
2
√
n− 1
⌉
.
The bound is reached for every n.
Proof. Let T be a spanning tree of G such that IR(T ) ≥ IR. So
IR−1 ≤ IR(T )−1(T ) = α(T )−1(T ).
Thus, the bound and the existence of extremal graphs for which it is attained follow from Theorem 1. 
Theorem 4. Let G = (V , E) be a connected graph of order n with upper irredundance number IR and maximum degree1. Then
IR
1
≤ 1
2
⌈n
2
⌉
,
with equality if and only if G is a path, an even cycle or a claw.
Proof. If1 = 2, then G is a path or a cycle and IR ≤ dn/2e, i.e.,
IR
1
≤ 1
2
⌈n
2
⌉
,
with equality if and only if G is a path or an even cycle.
If1 = 3, each vertex of V − S, where S is a maximum irredundant set, has at most 3 neighbors in S. Then IR ≤ 3(n− IR),
thus
IR
1
≤ n
4
≤ 1
2
⌈n
2
⌉
.
Equality implies that n is even and no vertex of S has a private neighbor in V − S, i.e., S is an independent set. As G is
connected, necessarily G is a claw.
If1 ≥ 4,
IR
1
≤ n− 1
4
<
1
2
⌈n
2
⌉
.
This completes the proof. 
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Lower bounds remain valid when IR replaces α. In the 3 cases out of 4, namely for IR − 1, IR · 1 and IR/1, extremal
graphs remain the same (see Table 2). We next consider the fourth case.
Inequality (2) in Theorem 2 leads to a lower bound on α + 1 and IR + 1 due to the fact that IR ≥ α ≥ β . This bound
remains sharp for IR + 1 as shown by the disjoint union of k cliques Kk if n = k2 (resp. of (k − 1)Kk+1 and one Kr+1 if
n = k2 + r with 1 ≤ r ≤ k, kKk+1 and one Kr−k if n = k2 + r with k + 1 ≤ r ≤ 2k), but these extremal graphs are not
connected. It also remains sharp for IR+1 in the class of connected graphs when n ∈ {1, 2, 3, 5, 7} as shown by K1, K2, K3,
C5, C7. For the other values of n, we give a slightly stronger result.
Theorem 5. Let G = (V , E) be a connected graph of order n = 4, 6 or n ≥ 8with independence number α, upper irredundance
number IR and maximum degree1. Then
IR+1 ≥ α +1 ≥ ⌈2√n⌉ . (3)
The bound is reached by IR+1 for any n = 4, 6 or at least 8.
Proof. By Theorem 2,
α +1 ≥ β +1 ≥ ⌈2√n⌉− 1. (4)
If α+1 = ⌈2√n⌉− 1, for a connected graph G, then G is extremal for Theorem 2 and satisfies α = βi and1 = 1i for i = 1
or 2, following the notation of this theorem. It can be checked with same technique as in Lemma 1 that βi < n/1i for every
value of n and i = 1, 2. Therefore if α+1 = ⌈2√n⌉− 1, then α < n/1, thus implying that the chromatic number χ of G is
greater than1 since αχ ≥ n. By Brooks theorem [7], and since G is connected, G is a clique or an odd cycle. If G ≡ Kn, then
for n ≥ 4
α +1 = n > ⌈2√n⌉− 1.
If G ≡ Cn with n odd, then
α +1 = n+ 3
2
>
⌈
2
√
n
⌉− 1
as soon as n ≥ 9. Hence for the considered values of n,
α +1 ≥ ⌈2√n⌉ .
To construct extremal graphs satisfying IR + 1 = ⌈2√n⌉, we can start from k disjoint cliques Kk when n = k2 (resp. kKk
and one Kr when n = k2 + r with 1 ≤ r ≤ k, (k+ 1)Kk and one Kr−k when n = k2 + r with k+ 1 ≤ r ≤ 2k). Then we add
k − 1 (resp. k, k + 1) disjoint edges between these cliques to make a connected graph G satisfying 1 = k and IR = α = k
(resp. k+ 1, k+ 2). 
3.2. Upper irredundance and average degree
Two of the upper bounds are immediate. We next prove the other two.
Lemma 4. Let G = (V , E) be a graph of order n with upper irredundance number IR and size m. Then
m ≤ (n− IR)(n+ IR− 1)
2
.
Equality holds if and only if G is a complete split graph with α = IR.
Proof. Let S be an IR-set, B the set of non-isolated vertices in S and b = |B|, A the set of isolated vertices of S and
a = |A| = IR − b. Note that b = 0 or 2 ≤ b ≤ IR. Let B′ be the subset of V − S composed of a private neighbor of
each vertex of B. Then |B′| = |B|. The edges of G are at most all inner edges of V − S and of B, all edges between S and
V − (S ∪ B′) and b edges between B and B′. Then
m ≤ (n− IR)(n− IR− 1)
2
+ b(b− 1)
2
+ IR(n− IR− b)+ b
≤ (n− IR)(n− IR− 1)
2
+ b(b+ 1)
2
− b · IR.
This last expression is maximum for b = 0, i.e., S is an independent set and the extremal graph is a complete split graph
with α = IR. 
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Theorem 6. Let G = (V , E) be a connected graph of order n with upper irredundance number IR and average degree d. Then
IR+ d ≤

5n− 2
4
if n is even,
5n− 2
4
+ 1
4n
if n is odd,
with equality if and only if G ≡ SKn, n+12 if n is odd, G ≡ SKn, n2 or G ≡ SKn, n+22 if n is even.
Proof. By Lemma 4,
IR+ d = IR+ 2m
n
≤ n− 1+ (n+ 1)IR− IR
2
n
with equality if and only if G ≡ SKn,IR. The maximum is attained when IR = n+12 if n is odd, IR = n2 or IR = n+22 if n is even.
The theorem follows. 
Theorem 7. Let G = (V , E) be a graph of order n with upper irredundance number IR and average degree d. Then
IR · d ≤ max
{bx0c (n− bx0c)(n+ bx0c − 1)
n
,
dx0e (n− dx0e)(n+ dx0e − 1)
n
}
with equality if and only if G ≡ SKn,bx0c or G ≡ SKn,dx0e where x0 = (1+
√
3n2 − 3n+ 1)/3.
Proof. The theorem follows from Lemma 4. 
Remark. When n −→∞, we get the following simple asymptotic formula:
x0
n
−→
n→∞
1√
3
and max
IR · d
n2
= max α · d
n2
−→
n→∞
2
3
√
3
.
In the two cases AGX 2 provided no lower bound nor did we find one. It is straightforward to check that the two lower
bounds on IR− d and IR/d are tight.
3.3. Upper irredundance and minimum degree
Two upper bounds are immediate. Moreover, the formula IR + δ ≤ n is known [13,14], and as a corollary IR · δ ≤⌊ n
2
⌋ ⌈ n
2
⌉ = ⌊ n24 ⌋. It is easy to see that both bounds on IR+ δ and IR · δ are reached for Kb n2c,d n2e and SKn,b n2c and SKn,d n2e.
Moreover, it is easy to check that all lower bounds obtained are tight.
4. Upper irredundance and metric invariants
4.1. Upper irredundance and the detour diameter
When building a proof for the upper bound on IR + D, we found that the conjectured bound was also true when D is
replaced by the detour diameter (the length of the longest path) Dd.
The classes of graphs described below will give us the extremal families for Theorems 8 and 9.
Definitions:
1. A graph H belongs to the familyH if V (H) is the disjoint union A1 ∪ B1 ∪ A2 ∪ B2 with |A1| = |B1| and E(H) is such that
A2 is independent, A1 ∪ B2 and B1 ∪ B2 are cliques, A1 ∪ B1 induces a prism K|A1|K2 and A2 ∪ B2 induces a complete split
graph.
• H1 is the class of graphs H ∈ H with |A1| ≥ 1 and |A2| = |B2| ≥ 1.
• H2 is the class of graphs H ∈ H with |A1| ≥ 1 and |A2| = |B2| − 1 ≥ 1.
• H3 is the class of graphs H ∈ H with |A1| ≥ 2 and A2 = B2 = φ, i.e., H is the prism K n2K2 with n even.• H4 is the class of graphs H ∈ H with A1 = φ and |A2| = |B2| ≥ 2, i.e., H is the complete split graph SKn, n2 with n even.• H5 is the class of graphs H ∈ H with A1 = φ and |A2| = |B2| − 1 ≥ 1, i.e., H is the complete split graph SKn, n−12 with
n odd.
• H6 is the class of graphs H ∈ H with A1 = φ and |A2| = |B2| + 1 ≥ 2, i.e., H is the complete split graph SKn, n+12 with
n odd.
• H7 is the class of graphs H ∈ H with A1 = φ and |A2| = |B2| + 2 ≥ 3, i.e., H is the complete split graph SKn, n2+1 with
n even.
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• H8 is the class of graphs obtained from a prism K n−1
2
K2 with n odd ≥ 3 by joining a new vertex x to every vertex of
the prism.
2. For 1 ≤ i ≤ 8, a graph G belongs to Gi if it is a spanning subgraph of H ∈ Hi such that IR(G) = IR(H) and Dd(G) = Dd(H).
3. For 1 ≤ i ≤ 8, a graph G belongs to G′i if it is a spanning subgraph of H ∈ Hi such that IR(G) = IR(H) and c(G) = c(H).
Theorem 8. Let G = (V , E) be a connected graph of order n ≥ 3 with upper irredundance number IR and detour diameter Dd.
Then
1. IR+ Dd ≤
⌈ n
2
⌉+ n− 1 with equality if and only if G ∈ G1 ∪ G3 ∪ G4 ∪ G6 ∪ G7.
2. IR · Dd ≤ 2
⌊
n2−1
4
⌋
with equality if and only if G ∈ G6 ∪ G7 ∪ {P4, C4}.
Proof. 1. Let S be a maximum irredundant set and P = u0, . . . , us a longest path of G with s = Dd. Let S1 = S ∩ V (P) and
S2 = S∩(V \V (P)). Let us partition S1 into the set S11 of vertices of S1which are not isolated in S and the set S12 of vertices
of S1 which are isolated in S. Then associate to each vertex v of S1, except possibly one, a vertex v′ in the following way:
if v ∈ S11, let v′ ∈ PN[v, S] and if v = ui ∈ S12 \ {us}, let v′ = ui+1. Let V ′ denote the set of these associated vertices.
Then V ′ ∩ S = φ and the vertices of V ′ are distinct. Indeed, if v1, v2 ∈ S11, v′1 6= v′2 since they are private neighbors of
different vertices; if v1, v2 ∈ S12, v′1 6= v′2 by construction; and if v1 ∈ S11 and v2 ∈ S12, then v′1 6= v′2 as v′1 = v′2 would
imply that v′1 has two neighbors in S which contradict it being a private neighbor of a vertex of S.
Note that |S1| − 1 ≤ |V ′| ≤ |S1| and |V ′| = |S1| − 1 if and only if us ∈ S12.
For i = 1, 2, let V ′i be the set of vertices associated to those of S1i. Let V1 = V ′ ∪ V (P) and n1 = |V1| ≤ n. Then
2|S1| − 1 ≤ n1,
and as |S1| is an integer,
|S1| ≤
⌈n1
2
⌉
.
Moreover
|S2| ≤ |V \ V1| = n− n1 and Dd = |V (P)| − 1 ≤ n1 − 1.
Hence
IR+ Dd = |S1| + |S2| + Dd ≤
⌈n1
2
⌉
+ n− n1 + n1 − 1 ≤
⌈n
2
⌉
+ n− 1
which is the desired bound on the sum.
If IR+ Dd =
⌈ n
2
⌉+ n− 1 then |S1| = ⌈ n12 ⌉ = ⌈ n2⌉, |S2| = n− n1 and s = n1 − 1.
Claim : If S11 6= φ and us ∈ S12 ∪ V ′2, then V (P) \ (S ∪ V ′) 6= φ.
Proof of the claim: Let ui ∈ S11 and let uj be the first vertex of V (P) \ (S11 ∪ V ′1) after ui. The vertex uj cannot belong to V ′2
by the definition of V ′2, nor to S12 by the definition of S12 and of V
′
1. Hence uj ∈ V (P) \ (S ∪ V ′). 
Since n− 1 ≤ 2 ⌈ n2⌉− 1 = 2|S1| − 1 ≤ |V ′| + |S1| ≤ n, |V ′| + |S1| = nwith n odd or even or |V ′| + |S1| = n− 1 with
n even.
(i) Case |V ′| + |S1| = n.
If |V ′| = |S1| then n is even, |V ′| = |S1| = n2 , n1 = n and Dd = n − 1. All the edges between V ′2 and S12 or with
both extremities in V ′2 ∪ S11 or in V ′1 ∪ V ′2 can be added without changing IR + Dd. Since one of S11, S12 can be empty,
G ∈ G1 ∪ G3 ∪ G4.
If |V ′| = |S1|−1 then n is odd, |S1| = n+12 , n1 = n and us ∈ S12. The set S11 is empty for otherwise V (P)\ (S ∪V ′) 6= φ
contradicts |V ′| + |S1| = n. All the edges between S12 and V ′ can be added without changing IR+ Dd, and G ∈ G6.
(ii) Case |V ′| + |S1| = n− 1 with n even.
Then |S1| = n2 , |V ′| = n2 − 1 and |V \ (V ′ ∪ S1)| = 1. Let V \ (V ′ ∪ S1) = {x}. Since |V ′| = |S1| − 1, us ∈ S12.
If x ∈ S, i.e., S2 = {x}, then V = S ∪ V ′ and by the claim above, S11 = φ. The set S is independent of order n2 + 1 and
n1 = n− 1. All the edges between S and v′ can be added without changing IR+ Dd. Hence G ∈ G7.
If x ∈ V \ (S ∪ V ′), then S2 = φ, IR = n2 , Dd = 3n2 − IR − 1 = n − 1 and n′ = n. Without changing IR + Dd, one can
add edges until V ′1 ∪ V ′2 and S11 ∪ V ′2 are cliques, V ′2 ∪ S12 induces a complete split graph with S12 independent, and x is
adjacent with all the vertices. Since S12 6= φ and S11 is possibly empty, G ∈ G1 ∪ G4.
Conversely, one can check that the graphs of G1 ∪ G3 ∪ G4 ∪ G6 ∪ G7 attain the bound.
2. For the product, we have
IR · Dd ≤
(⌈n1
2
⌉
+ n− n1
)
(n1 − 1) =
(
n−
⌊n1
2
⌋)
(n1 − 1) .
Since n1 ≤ n, the last expression is maximum for n1 = nwhen n is odd, n1 = n− 1 when n is even. Hence
IR · Dd ≤

n2 − 1
2
if n is odd,
n2 − 4
2
if n is even.
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If equality holds for the product, all the equalities which were fulfilled by the extremal graphs for the sum remain
necessary, although not sufficient. Therefore G is a spanning subgraph of a graph of H1 ∪ H3 ∪ H4 ∪ H6 ∪ H7 such
that n1 is odd. The graphs of G1 ∪ G3 ∪ G4 for which n1 = n is even, are not extremal (except H = C4 = K2K2 for which
n1 = n− 1 also gives the maximum). One can check that the graphs of G6 ∪ G7 are extremal. The result follows. 
We can remark that for every value of n, there exist extremal graphs for the two bounds of Theorem 8 such that S is
independent and the path is induced. This shows the following corollary, where lp denotes the length of a longest induced
path of G.
Corollary 1. The upper bounds obtained on IR + Dd and IR · Dd are tight respectively on α + Dd, IR + lp, α + lp and on α · Dd,
IR · lp and α · lp.
In particular, the extremal graphs for IR + lp (resp. IR · lP ) are the extremal graphs for IR + Dd (resp. IR · Dd) for which the
path P is induced. For n even, let Qn be a graph obtained from the path Pn−1 by adding a new vertex x joined to one or more
vertices at odd distance from (both of) its extremities. The extremal graphs for the sum IR+ lp are the path Pn and for n even,
all the graphs Qn. The extremal graphs for the product IR · lp are the path Pn when n is odd or n = 4 and all the graphs Qn
when n is even.
4.2. Upper irredundance and circumference
Theorem 9. Let G = (V , E) be a connected graph of order n ≥ 3with upper irredundance number IR and circumference c. Then
1. IR+ c ≤ ⌊ n2⌋+ n with equality if and only if G ∈ G′2 ∪ G′3 ∪ G′4 ∪ G′5 ∪ G′6 ∪ G′8.
2. IR · c ≤
⌊
n2
2
⌋
with equality if and only if G ∈ G′3 ∪ G′4 ∪ G′6.
Proof. 1. Let C = u0u1 · · · uc−1u0 be a cycle of length c of G. The path P = u0u1 · · · uc−1 has length l = c − 1. We use the
same notation as in the proof of Theorem 8, replacing Dd by l. Since the edge uc−1u0 exists, a vertex v′ can be associated
to every vertex of S1 and now 2|S1| ≤ n1. Hence
|S1| ≤
⌊n1
2
⌋
, c = l+ 1 ≤ n1
and IR+ c ≤
⌊n1
2
⌋
+ n− n1 + n1 ≤
⌊n
2
⌋
+ n.
When this bound is attained,
⌊ n1
2
⌋ = ⌊ n2⌋ and then n1 = n or n1 = n − 1 and n is odd, |S1| = ⌊ n2⌋, |S2| = n − n1
and c = n1. A similar argument as in the claim in the proof of Theorem 8 shows that if S11 6= φ and S12 6= φ, then
V (C) \ (S1 ∪ V ′) 6= φ. We also have
n− 1 ≤ 2
⌊n
2
⌋
= 2|S1| = |V ′| + |S1| ≤ n.
(i) Case |V ′|+ |S1| = n. Then n is even, n1 = n and S2 = φ. Since S1 ∪V ′ = V , S11 = φ or S12 = φ. If S11 = φ, then G ∈ G′4
and if S12 = φ, then G ∈ G′3.
(ii) Case |V ′| + |S1| = n− 1. Then n is odd, |V1| = |S1| = n−12 and V \ (V ′ ∪ S1) = {x}.
If x ∈ S, i.e. S2 = {x}, then x cannot have any external S-private neighbor and thus is isolated in S. When S11 6= φ, then
even if x is adjacent to every vertex of S11 ∪ V ′2, S12 ∪ V ′2 induces a complete split graph and S11 ∪ V ′2, V ′1 ∪ V ′2 are cliques,
the circumference satisfies c = n− 2. Hence IR+ c = n+12 + n− 2 <
⌊ n
2
⌋+ n, a contradiction. Therefore S11 = φ and
G ∈ G′6.
If x ∈ V \ (S ∪ V ′), all edges such that V ′1 ∪ V ′2 and S11 ∪ V ′2 are cliques, S12 ∪ V ′2 induces a complete split graph and x
is adjacent to all the other vertices can exist. Since one of S11 and S12 can be empty G ∈ G′2 ∪ G′5 ∪ G′8.
Conversely the graphs in G′2 ∪ G′3 ∪ G′4 ∪ G′5 ∪ G′6 ∪ G′8 satisfy IR+ c =
⌊ n
2
⌋+ n.
2. For the product we have
IR · c ≤
(⌊n1
2
⌋
+ n− n1
)
n1 =
(
n−
⌈n1
2
⌉)
n1
which is maximum for n1 = n if n is even, n1 = n− 1 if n is odd.
As in Theorem 8, the extremal graphs for the product are extremal for the sum andmoreover n1 is even. For the graphs
in G′2∪G′5∪G′8, n1 = c = n is odd. Therefore G ∈ G′3∪G′4∪G′6. Conversely, one can check that the graphs in G′3∪G′4∪G′6
attain the bound. 
4.3. Upper irredundance and diameter
For n even, let Rn be a connected graph obtained from the path Pn−1 by adding a new vertex x joined to one or two vertices
at distance 2 on Pn−1 and at odd distance from (both of) its extremities.
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Theorem 10. Let G = (V , E) be a connected graph of order n with upper irredundance number IR and diameter D. Then
IR+ D ≤
⌈n
2
⌉
+ n− 1 and IR · D ≤ 2
⌊
n2 − 1
4
⌋
.
For the sum, the extremal graphs are the path Pn and, if n is even, all the graphs Rn. For the product, the extremal graphs are the
path Pn if n is odd or n = 4, all the graphs Rn if n is even.
Proof. The bounds follow from Theorem 8 and the description of the extremal graphs from the paragraph following
Corollary 1. Note that the graphs Rn are the particular graphs Qn having the diameter n− 1. 
The proofs of the remaining two upper bounds are immediate. Again it is easy to check that all lower bounds are tight.
4.4. Upper irredundance and radius
We only prove the two non-trivial cases.
Theorem 11. Let G = (V , E) be a connected graph of order n with upper irredundance number IR and radius r. Then
IR+ r ≤ n and IR · r ≤
⌈n
2
⌉⌊n
2
⌋
=
⌊
n2
4
⌋
.
The bounds are best possible as shown by the path Pn and even cycle Cn (and Sn for the sum).
Proof. It is well known that any graph with radius r contains a path P of length l = 2r − 1. Using the same reasoning as in
Theorem 8, with l instead of Dd we get r = (l+ 1)/2 with l ≤ n1 − 1. Hence r ≤ bn1/2c and
IR+ r ≤
⌈n1
2
⌉
+ n− n1 +
⌊n1
2
⌋
= n.
The upper bound on IR · r follows immediately from the bound on IR+ r .
It is easy to see that the bound on IR+ r is attained at least for the path Pn, the even cycle Cn and the star Sn, whereas the
bound on IR · r is attained at least for the path Pn and the even cycle Cn. 
4.5. Upper irredundance and girth
Again, we prove only the non-trivial cases.
Theorem 12. Let G = (V , E) be a connected graph of order n with upper irredundance number IR and finite girth g. Then
IR+ g ≤ n+
⌊n
2
⌋
and IR · g ≤
⌊
n2
2
⌋
with equality for the sum if and only if G is equal to Cn or, if n is odd, to Cn−1 + e, and for the product if and only if G is equal to
Cn if n is even, to Cn + e if n is odd.
Proof. The bounds follows from Theorem 9. The extremal graphs are those described in its proof for which g = c , i.e., the
cycle C of order n or n− 1 is induced. 
5. Upper irredundance and matching number
Theorem 13. Let G = (V , E) be a graph of order n with upper irredundance number IR and matching number µ. Then
IR+ µ ≤ n.
The bound is best possible as shown by the complete bipartite graphs.
Proof. Let S be IR-set and M = M1 ∪ M2 ∪ M3 a maximum matching where M1 is the set of edges of M which have both
extremities in S and M2 is the set of edges of M which have both extremities in V − S. Let us choose M such that M1 is
minimal.
Let xy be an edge in M1 and x′ (resp. y′) a private neighbor of x (resp. y) in V − S. If x′ is not saturated by M , the
matching (M − xy) ∪ {x′x′} contradicts the choice of M . Then x′ (resp. y′) is saturated by M . If x′y′ ∈ M , the matching
(M − {xy, x′y′})∪ {xx′, yy′} contradicts the choice ofM . Then x′y′ 6∈ M andM contains two edges x′x′′ and y′y′′ which are in
M2 as x′ and y′ are private neighbors of x and y.
In the relation ϕwhich associates to the edge xy ofM1 the edges of type x′x′′ and y′y′′ ofM2, to each edge ofM1 correspond
at least two edges fromM2 (possibly more if x or y has several private neighbors). Conversely, let uv ∈ M2. Each vertex u and
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v may be a private neighbor of at most one vertex, u1 and v1, of S, and each vertex u1 and v1 may be an extremity of at most
one edge ofM1. So in the relation ϕ, uv has at most two corresponding edges fromM1. Thus |M1| ≤ |M2| and S contains at
most the half of the vertices saturated byM . So |V − S| ≥ 2|M|/2 = µ and IR+ µ ≤ n.
The bound is reached for several graphs, such as bipartite graphs with a perfect matching (for which IR = α) or, if n is
even, the prism K n
2
K2 (for which IR > α). 
Corollary 2. Let G = (V , E) be a graph of order n with upper irredundance number IR and matching number µ. Then
IR · µ ≤
⌊n
2
⌋⌈n
2
⌉
=
⌊
n2
4
⌋
.
The bound is best possible as shown by the balanced complete bipartite graphs.
Proof. The bound follows from Theorem 13, and is attained for graphs with IR = dn/2e and µ = bn/2c, for instance for
Kb nnc,d n2e. 
6. Upper irredundance and vertex sets
6.1. Upper irredundance and domination number
Theorem 14. Let G = (V , E) be a connected graph of order n with upper irredundance number IR and domination number β .
Then
IR+ β ≤ n and IR · β ≤
⌊n
2
⌋
·
⌈n
2
⌉
=
⌊
n2
4
⌋
.
The bounds are best possible as shown by the urchin Urn (a clique on d n2e vertices together with b n2c disjoint pending edges).
Proof. The upper bound on IR+ β is proved by Cockayne et al. [11]. The upper bound on the product follows. 
6.2. Upper irredundance and maximum clique number
Theorem 15. Let G = (V , E) be a graph of order n with upper irredundance number IR and maximum clique number ω. Then
IR+ ω ≤ n+ 1
with equality if and only if G is a split graph having a vertex of the independent class adjacent to every vertex of the clique class.
Proof. Let S be a maximum irredundant set and X a maximum clique of G.
If S ∩ X = φ, then
IR+ ω ≤ n.
If S ∩ X = Y with |Y | ≥ 2, let Y ′ be the subset of V − S composed of the S-private neighbors of the vertices of Y . Clearly
|Y ′| ≥ |Y | and as X is a clique, Y ′ and X are disjoint. Then
IR+ ω = |S| + |X | = |S ∪ X | + |Y | ≤ |S ∪ X | + |Y ′| ≤ n.
If S ∩ X = {y},
IR+ ω = |S| + |X | = |S ∪ X | + 1 ≤ n+ 1.
The equality holds if and only if V = S ∪ X and |S ∩ X | = 1.
Thus the neighbors of S − {y} have no S-private neighbors in V − S and S is an independent set. 
Corollary 3. Let G = (V , E) be a graph of order n with upper irredundance number IR and maximum clique number ω. Then
IR · ω ≤
⌊
n+ 1
2
⌋⌈
n+ 1
2
⌉
=
⌊
(n+ 1)2
4
⌋
.
The bound is best possible as shown by SKn,d n2e.
Proof. The result follows from Theorem 15. 
Remark. The above theorem follows also from the following Nordhaus–Gaddum relation of [12]
IR · IR ≤
⌊
n+ 1
2
⌋⌈
n+ 1
2
⌉
.
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Table 1
Bounds on the invariants.
Inv. Name b(n) G for b(n) b(n) G for b(n)
IR Upper Irredundance number 1 Kn n− 1 Sn
α Independence number 1 Kn n− 1 Sn
1 Maximum degree 2 Pn , Cn n− 1 Gwith a dominating vertex (Kn , Sn , . . .)
d Average degree 2− 2n Tree (Pn , Sn , . . .) n− 1 Kn
δ Minimum degree 1 Gwith a pending vertex (Tree, Pn , Sn , . . .) n− 1 Kn
D Diameter 1 Kn n− 1 Pn
r Radius 1 Gwith a dominating vertex (Kn , Sn , . . .)
⌊ n
2
⌋
Pn , Cn , . . .
g Girth 3 Gwith a triangle (Kn , . . .) n Cn
µ Matching number 1 Sn
⌊ n
2
⌋
Kn , Pn , Cn , . . .
β Domination number 1 Gwith a dominating vertex (Kn , Sn , . . .)
⌊ n
2
⌋
Kd n2 e + b n2 c disjoint pending edges
ω Clique number 2 G triangle-free n Kn
χ Chromatic number 2 G bipartite, (Tree, Pn , . . .) n Kn
6.3. Upper irredundance and chromatic number
Theorem 16. Let G = (V , E) be a graph of order n with upper irredundance number IR and chromatic number χ . Then
IR · χ ≥ n and IR+ χ ≥ ⌈2√n⌉ .
The bound is best possible as shown by the balanced complete split graphs.
Proof. (1) IR · χ ≥ n follows from the obvious inequality α · χ ≥ n.
The complete graphs satisfy IR · χ = n.
(2) We have
χ + α ≥ n
α
+ α = f (α).
The last bound, as a function of α, reaches its minimum for α = √n. Hence
IR+ χ ≥ α + χ ≥ ⌈2√n⌉ .
If n = k2, then the k-partite graph Kk,...,k satisfies
IR = α = χ = k and IR+ χ = 2√n.
More generally it is proved in [16] that for each n, there exist complete multipartite graphs G on n vertices such that
χ + χ = χ + α = ⌈2√n⌉ .
For these graphs, IR(G) = α(G) = ω(G) = χ(G) and thus IR+ χ = ⌈2√n⌉.
Thus the bound is attained for each n. 
Theorem 17. Let G = (V , E) be a graph of order n with upper irredundance number IR and chromatic number χ . Then
IR+ χ ≤ n+ 1
with equality if and only if G is a complete split graph.
Proof. Let S be a maximum irredundant set, A the set of its isolated vertices and B = S − A.
If B 6= φ, let B′ be the set of vertices of V − S composed of exactly one private neighbor of each vertex of B. Any coloration
of V − S with n − IR colors, can be extended to a coloration of G, using the b colors of the vertices of B′. So in this case
χ ≤ n− IR.
If B = φ, then IR = α and we can extend the coloration of V − S using at most one additional color to color A. Then
χ + IR ≤ n+ 1, with equality if and only if IR = α, V − S is a clique and each vertex of S is adjacent to all vertices of V − S,
i.e, G is a complete split graph. 
Corollary 4. Let G = (V , E) be a graph of order n with upper irredundance number IR and chromatic number χ . Then
IR · χ ≤
⌊
(n+ 1)2
4
⌋
with equality if and only if G is a balanced complete split graph.
M. Aouchiche et al. / Discrete Applied Mathematics 157 (2009) 3497–3510 3509
Table 2
Recapitulation of the results.
st. G for bn bn i1 ⊗ i2 bn G for bn st.
Im. Kn 2− n IR−1 n−
⌈
2
√
n− 1⌉ See Theorem 3 Theorem 3
Theorem 5 See Theorem 5
⌈
2
√
n
⌉
IR+1 2n− 2 Sn Im.
Im. Kn 1n−1 IR/1
1
2
⌈ n
2
⌉
S4 , Pn , even Cn Theorem 4
[3] odd Cn , Kn n− 1 IR ·1 (n− 1)2 Sn Im.
Im. Kn 2− n IR− d n− 3+ 2n Sn Im.
IR+ d 5n−24 + n(mod2)4n See Theorem 6 Theorem 6
Im. Kn 1n−1 R/d
n
2 Sn Im.
max
{
btc(n−btc)(n+btc−1)
n ,
IR · d dte(n−dte)(n+dte−1)n
}
SKn,btc or SKn,dte Theorem 7
where t = 1+
√
3n2−3n+1
3
Im. Kn 2− n IR− δ n− 2 Sn Im.
Im. Kn−1 + e 3 IR+ δ n Kn , Kp,q , . . . [13,14]
Im. Kn 1n−1 IR/δ n− 1 Sn Im.
Im. Kn−1 + e 2 IR · δ
⌊ n
2
⌋ ⌈ n
2
⌉
Kb n2 c,d n2 e, . . . [13,14]
[3] Pn 1−
⌊ n
2
⌋
IR− D n− 3 Sn Im.
Im. Kn 2 IR+ D
⌈ n
2
⌉+ n− 1 Pn, . . . Theorem 10
[3] Pn
⌈ n
2
⌉
/(n− 1) IR/D n−12 Sn Im.
Im. Kn 1 IR · D 2
⌊
n2−1
4
⌋
See Theorem 10 Theorem 10
[3] Kn , Cn , . . . 0 IR− r n− 2 Sn Im.
Im. Kn 2 IR+ r n Sn , Pn , . . . Theorem 11
[3] Kn , Cn , . . . 1 IR/r n− 1 Sn Im.
Im. Kn 1 IR · r
⌊ n
2
⌋ ⌈ n
2
⌉
Pn , . . . Theorem 11
[6] Cn −
⌈ n
2
⌉
IR− g n− 5 Sn + e Im.
Im. Kn 4 IR+ g n+
⌊ n
2
⌋
Cn, . . . Theorem 12
[6] Kn 13 IR/g
n−2
3 Sn + e Im.
Im. Kn 3 IR · g
⌊
n2
2
⌋
See Theorem 12 Theorem 12
Im. Kn 1−
⌊ n
2
⌋
IR− µ n− 2 Sn Im.
[3] Kn 1+
⌊ n
2
⌋
IR+ µ n Kp,q, . . . Theorem 13
Im. Kn 1/
⌊ n
2
⌋
IR/µ n− 1 Sn Im.
[3] Kn
⌊ n
2
⌋
IR · µ ⌊ n2 ⌋ ⌈ n2 ⌉ Kb n2 c,d n2 e, . . . Corollary 2
Im. Kn , . . . 0 IR− β n− 2 Sn Im.
Im. Kn 2 IR+ β n Sn , . . . [11]
Im. Kn 1 IR/β n− 1 Sn Im.
Im. Kn 1 IR · β
⌊ n
2
⌋ ⌈ n
2
⌉
Urchin Theorem 14
Im. Kn 1− n IR− ω n− 3 Sn Im.
IR+ ω n+ 1 SPn,q , . . . Theorem 15
Im. Kn 1n IR/ω
n−1
2 Sn Im.
IR · ω ⌊ n+12 ⌋ ⌈ n+12 ⌉ SKn,k Corollary 3
k ∈ {⌊ n+12 ⌋ , ⌈ n+12 ⌉}
Im. Kn 1− n IR− χ n− 3 Sn Im.
Theorem 16 [16]
⌈
2
√
n
⌉
IR+ χ n+ 1 SKn,p Theorem 17
Im. Kn 1n IR/χ
n−1
2 Sn Im.
Theorem 16 Kn , . . . n IR · χ
⌊ n+1
2
⌋ ⌈ n+1
2
⌉
SKn,q Corollary 4
q ∈ {⌊ n+12 ⌋ , ⌈ n+12 ⌉}
7. Conclusion
A series of bounds of the form (called AGX Form 1)
bn ≤ α ⊕ i ≤ bn,
where the notation is as in (1), have been strengthened by systematically replacing the independence number α by the
upper irredundance number IR. Although IR can be much larger than α, we showed that for many graph parameters i, the
tight upper bounds on α+ i (resp. α · i) are still bounds on IR+ i (resp. IR · i), and that the tight lower bounds on α+ i (resp.
α · i) are still tight on IR+ i (resp. IR · i).
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Appendix
Some of the automated proofs are obtained by combining bounds on the invariants according to the operation⊕ of the
formula (1). Such bounds for the invariants considered in this paper, and the corresponding families of extremal graphs, are
gathered in Table 1.
Table 2 contains results about all bounds on IR⊗ i for connected graphs of order n ≥ 3 and for the invariants considered
in this paper. We provide, when available, the algebraic formulae together with the family(ies) of extremal graphs for each
bound. In the status (st.) column (the first one for the lower bound and last one for the upper bound), we refer to theorem
(T #) or corollary (Cor #) that contains the corresponding result in this paper. ‘‘Im’’ refers to an immediate result. Finally, if
the result follows from the corresponding result on the independence number, we refer to the appropriate paper.
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