The authors propose a method to perform a combined analysis of matched and unmatched case-control studies that is based on an adaptation of logistic regression and can be performed using standard software. This methodology can be used to do pooled analyses of studies with different designs. Likelihood ratio tests can be performed to assess association, heterogeneity, or trend. The standard errors of the coefficients allow the derivation of a Wald test and the calculation of confidence intervals. Another application is to compare relative risk estimators for the same risk factors studied in different phases of a disease in an effort to explore factors that may be more important in one phase than in another. Interaction terms of risk factors with variables that code the different pooled studies can be used for this purpose. The advantage of using this method is that a formal statistical comparison can be performed in which the regression coefficients of the interaction terms estimate the relative differences in risk (odds ratio ratios) between the studies. This estimation can be adjusted for other confounder factors. Two examples of application using data from case-control studies on cervical cancer and colorectal cancer are presented to illustrate the use of this epidemiologic method. Am J Epidemiol 1996;143:293-300 epidemiologic methods; interaction; matching; regression analysis; retrospective studies; risk assessment; statistics A combined analysis of studies is often performed when the same or a very similar protocol has been applied to address an epidemiologic question in different countries. Some methodologic guidelines for conducting pooled analysis have been published previously (1, 2). However, very few deal with the statistical problem of combining in the same analysis studies with different designs such as pooling matched and unmatched case-control studies (3). In addition, we believe that no publications describe the use of logistic regression modeling for this purpose.
A combined analysis of studies is often performed when the same or a very similar protocol has been applied to address an epidemiologic question in different countries. Some methodologic guidelines for conducting pooled analysis have been published previously (1, 2) . However, very few deal with the statistical problem of combining in the same analysis studies with different designs such as pooling matched and unmatched case-control studies (3) . In addition, we believe that no publications describe the use of logistic regression modeling for this purpose.
The same methodology can be applied to compare relative risk estimators for the same risk factors studied in different phases of a disease in an attempt to explore factors that may be more important in one phase than in another. This was our initial motivation to study the method presented below. Two case-control studies were carried out, one in women with cervical intraepithelial neoplasia grade UJ (CIN DT) and the other in women with invasive cervical cancer (ICC). We were interested in assessing the differences in risk factors between the CIN in and ICC cases, which had been ascertained with different sampling schemes. Detection of CIN HI was based on screening clinics since most of them are asymptomatic. Because these patients were younger and had higher educational levels and socioeconomic status than the general population, one control was selected and matched to the case by age (±5 years), place of recruitment, and date of cytology (±1 day) to control for these factors. In the ICC study, all cases diagnosed in the study areas were included; and periodic visits to all hospitals, pathology laboratories, and screening clinics were made to attain the maximal ascertainment rate possible. Controls for this study were an age-stratified random sample selected from the general population that generated the cases. The target number of controls was also one control per case.
The aim of the study was to compare the relative risk estimates for a risk factor associated with the preinvasive and the invasive phases of the disease. It was necessary for this comparison to account for the different sampling method applied in each study to avoid the possibility that cases from one study were compared with controls of the other since there were several cohort-specific variables that were very different between groups (e.g., oral contraceptive use, smoking, parity) and could confound the comparison. Several variables also had to be taken into account, either as confounding factors or as simultaneously acting risk factors.
METHODS

Combined logistic regression model
The special logistic regression model proposed herein combines a conditional logistic regression likelihood function for the matched cases and controls and an unconditional logistic regression likelihood function for the unmatched study. The logistic model was initially designed to analyze prospective studies. However, it can also be used to analyze case-control studies (4-6) inasmuch as the likelihood function for the retrospective case-control setting has the same form as that of a prospective study, differing only in the definition of the constant term (a) of the linear predictor, which depends on the ratio of the probabilities for a case and a control to be included in the study. The form of the likelihood (equation 3) can be derived from the general likelihood function for binomial data (equation 1), substituting the probabilities by the logistic model (equation 2) (7)
for a study with n i cases and n 0 controls sampled independently, where x and /3 are vectors of covariates and associated regression coefficients, respectively. When the design of the study is matched, a conditional likelihood is necessary to avoid estimation of a large number of nuisance parameters (7) . The general form for such likelihood function is = n (4) where k is the number of matched sets and the suffix j corresponds to the possible assignments of case status in each matched set (8) . A pooled analysis of studies with matched and unmatched design can be done using a combined likelihood function
The estimation of the coefficients of this model can be made using special software or statistical packages that perform maximum likelihood estimation like BMDP module LE (9). However, in most studies, there is only one case in each matched set; and the likelihood function for the conditional logistic regression analysis is simplified so that available logistic regression programs in general packages can be used. We explain two approaches below.
First, for a matched study in which only one control per case is used, the likelihood reduces to (6) ,
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which has the same form of the unconditional likelihood (equation 3). Thus, for the 1:1 matched design, the conditional logistic regression model can be estimated as a special case of the unconditional logistic regression model if the difference between the case and the control (x 0 -x t ) in each set is calculated for each variable and the constant term is eliminated from the linear predictor (8, 10) .
The pooled model can be easily fitted with most logistic regression program packages. The user must first prepare the data for the matched study, calculating the differences between the covariates for the case and the control for each set. Only one unit of observation per set is used, and the response variable always has value 1. The data for the cases and controls of the unmatched study are prepared in the usual way (one unit for each individual). The constant term must be excluded from the model and replaced by an indicator variable with value 1 for the cases and controls of the unmatched study and value 0 for the observations of the matched study. If one wishes to pool more than one unmatched study, several indicator variables should be used to allow for a different constant term for each study. Special attention must be paid to the use of the automatic generation of dummy variables for categorical factors that is done in some statistical packages. Because we used the differences between the case and the control for the matched study, these differences had to be calculated for each dummy variable to be fitted in the models. The results of these differences can take negative values, and all variables must be treated as continuous variates, although coherent models must include each dummy variable relevant to a particular risk factor.
Second, if the matched study has a variable number of controls for each case, the likelihood function is simplified from the general equation to = n (7) where s k is the number of controls in set it. The maximization of this likelihood combined with the unconditional one can be performed with version 4 of the GLIM package (11) . This package fits generalized linear models and eliminates nuisance parameters from the model formula so that only parameters of interest are estimated. By applying the multinomialPoisson transformation to the likelihood of conditional logistic regression (12), matched case-control studies can be analyzed easily in GLIM 4 using a Poisson error distribution and logarithm link function and eliminating the set indicator variable. The combined analysis of matched and unmatched studies can be performed using a composite link function and error structure that defines, for the unmatched study, a binomial error with logit link and, for the matched study, a Poisson error with logarithm link. A categorical variable (factor in GLIM) should be prepared to code each set with a different value for the matched study, and all of the cases and controls of the unmatched study should be considered a unique set coded with a different value. For cases in which more than two studies are pooled, other categorical variables should define each study. The appendix lists the necessary GLIM 4 macros to fit such models. This second approach is easier than the first one since no data manipulation is needed and automatic generation of dummy variables can be used. Currently, however, it can only be done easily in GLIM 4 (the SAS GEN-MOD procedure (13) allows the fit of user-defined generalized linear models, but nuisance parameters of the Poisson likelihood cannot be eliminated).
Comparison of studies
To compare the estimates for risk factors obtained in the matched and unmatched studies, the interaction terms between the risk factors of interest and an indicator variable that defines the study group can be used. The coefficients for these interaction terms estimate the difference (in log odds ratio scale) for a risk factor between both studies. Relative differences in odds ratios (ratio of odds ratios) can be estimated by exponentiating these coefficients. This model assures that each group of cases is compared with its own control population, thus adjusting for study-specific differences, which is the main concern with this method of analysis. The model also allows the estimation of the ratio of odds ratios adjusted by potential confounding factors such as age, sex, and education.
Applications
Comparison of diseases: CIN III and invasive cervical cancer.
The main results of the separated analysis of the studies that motivated this methodology have been published previously (14, 15) . The complete combined analysis and the comparison of these studies have also been published elsewhere (16) . We have separated some of the data from the context of those studies to illustrate the use of the method. Table 1 shows the odds ratios and 95 percent confidence intervals for CIN in and ICC in relation to the number of sexual partners. This variable has been categorized into three groups: monogamous women, two to five partners, and six or more partners. Several models have been fitted, as seen in the table. Model A, and A 2 show the crude analysis of the number of sexual partners separated by disease. Model Aj uses an unconditional logistic regression for cases of ICC, and model A 2 uses a conditional logistic regression model for CIN in cases. Trend tests have been performed with a likelihood ratio test after fitting a variate that coded the categories as 1, 2, and 3. Model B shows the estimates of the pooled analysis. In this specific study, these estimates are of no interest because the aim is the comparison of the disease. However, in a pooled analysis of several studies, these would be the end result. These estimates could be interpreted as the risk for CIN in or ICC associated with the number of partners, assuming that both diseases were similar. Model C shows the interaction term of the number of sexual partners and the disease group. These estimates can be interpreted as the ratio of odds ratios for the number of sexual partners between CIN in and ICC. Note how this model reproduces for the CIN m group (the reference) exactly the same odds ratios as the separated analysis, and the odds ratios for ICC can be calculated by multiplying those for CIN in by the exponent of the interaction coefficients (ratio of odds ratios). A likelihood ratio test can be done in the usual way to assess the statistical significance of the interaction term. In addition, a trend test can be performed on the interaction terms to determine whether the difference in odds ratios increases with the number of sexual partners. Table 2 shows the same models after adjustment for education, coded in three levels: none (reference category), primary, and secondary. We do not show the estimated odds ratios for education since we are interested only in adjusting the confounding effect of this variable. Note now that the combined analysis no longer reproduces the same estimates as the separated analysis. We could reproduce the models of the separated analysis exactly if we introduced the interaction term of disease group by education.
We could also test high-order interactions, such as the number of partners by study and by education, to assess whether the difference of the odds ratios for the number of partners varies with the educational level. However, a large sample size would be needed to test these interactions with enough power.
Pooled analysis: smoking and colorectal cancer. A population-based case-control study {population study) on colorectal cancer was conducted on the island of Majorca, Spain, to study dietary and nondietary risk factors (17, 18) . A second case-control study was designed to adjust for genetic susceptibility (data not yet published). In this later study (family study), siblings were used as controls for each case, and it therefore had a matched design with variable number of controls for each case. As an example, data from these two studies can be pooled to assess the combined effect of smoking on colorectal cancer. Following the same schema as in the previous example, models A, and A 2 of table 3 present separated analysis for the unmatched and matched studies, respectively.
The GLIM 4 macros shown in the appendix for the composite link function method were used to explore the risk associated with smoking, measured as packyears in four categories of smokers. Since this method implies the elimination of the set indicator variable, no constant term appears in the outputs. Models have been adjusted by age (four categories) and sex; however, for simplicity, the coefficients for these variables are not shown. This adjustment is important because the population study was frequency matched by age and sex; and in the family study, these variables are related to disease because of the matching (controls are more frequently younger and of opposite sex than cases). Smoking is related to colorectal cancer in both studies, but the trend in the family study is not significant. The total number of observations was similar in both studies (286 cases and 295 controls in the population study and 173 cases and 357 siblings in the family study). However, in the family study, some degree of overmatching decreased the total number of sets with discordant information, so the standard errors of the coefficients in this study are greater. Model B shows parameter estimates for smoking when both studies are pooled. These show a small but significant increase of risk for the highest category. The standard errors now have decreased due to the summation of sample size. Model C shows the interaction term of smoking and study, wherein the likelihood ratio test can be interpreted as a heterogeneity test. Since this test is not significant, the effect of smoking in both studies can be considered homogeneous.
DISCUSSION
The combination of matched and unmatched studies is becoming an important issue with the recognition that pooled analyses offer an adequate methodology with which to draw conclusions from a combination of small studies. In the context of clinical trials, Duffy et al. (3) have described the methods to combine matched and unmatched studies using modifications of the Mantel-Haenszel stratified analyses statistics. In this article, we wish to promote the recognition that the maximization of the combined likelihood can be accomplished using ordinary logistic regression programs with appropriately coded variables, provided that the conditional part of the likelihood consists of matched pairs. For l:m matching, a GLIM 4 macro has been developed to analyze the data. For the more general case of n:m matching, special purpose programs or general maximum likelihood routines would be needed.
Matched and unmatched studies also have to be combined when a comparison of different study results is desired. Odds ratios can be formally compared by combining the data of the studies into a single model and fitting an interaction term between the risk factor of interest and a variable that indicates each study. We have used this method as an exploration tool to generate hypotheses about possible progression factors for cervical cancer (16) . We have compared the magnitude of the risk factors for CTN HI with the risk factors for ICC. The ideal design to address the evaluation of progression factors would be a cohort study with the invasive stage as the endpoint. However, ethical reasons make such objectives impossible; and any attempt of a longitudinal design must end the follow-up when the preinvasive lesions are found with the subsequent treatment. In such a longitudinal design, adaptations of the Cox proportional hazards model would be most appropriate for the analysis. However, the comparison of data from cross-sectional or casecontrol studies may prove useful to generate hypotheses about factors that may determine the progression of preinvasive lesions. Comparing the risk for invasive cases with the risk for the preinvasive CIN HI cases may point out possible risk factors for progression. The interpretation of such analysis must be very cau-tious, however; and concerns similar to those about the interpretation of ecological studies apply (19) . The possibility of a bias similar to the "ecological fallacy" always has to be suspected since the comparison is made between groups, and there is no information about the progression at the individual level.
A distinct advantage of using this method is that a formal statistical comparison can be performed. The regression coefficients estimate the relative differences in risk between the studies, and this estimation can be adjusted for other confounder factors. The standard errors of the coefficients derived from the combined likelihood allow the deviation of a Wald test and the calculation of confidence intervals for the ratios of odds ratios. 
