Implementing the analysis of two-level structural equation models in LISREL and Mx. by Bai, Yun. & Chinese University of Hong Kong Graduate School. Division of Statistics.
Implementing the Analysis of 
Two-level Structural Equation Models 
in LISREL and Mx 
B A I Yun 
A Thesis Submitted in Partial Fulfillment 
of the Requirements for the Degree of 
Master of Philosophy 
in 
Statistics 
© The Chinese University of Hong Kong 
June 2006 
The Chinese University of Hong Kong holds the copyright of this thesis. Any person(s) intending 
to use a part or whole of the materials in the thesis in a proposed publication must seek copyright 




Professor S.Y. LEE (Chair) 
Professor W.Y. POON (Thesis Supervisor) 
Professor S.H. Cheung (Committee Member) 
Professor L.J. Weng (External Examiner) 
i 
DECLARATION 
No portion of the work referred to in this thesis has been submitted in support of an 




I would like to express my cordial gratitude to my supervisor Prof. Wai Yin POON for 
her kind and insightful guidance throughout this thesis study. I feel very fortunate to have such 
a knowledgable and warmhearted mentor who gives a high priority to her students. I believe 
the ways of thinking and various research methods I learned from her will be beneficial in my 
lifetime. I would also like to thank Prof. Sik Yum LEE for the valuable suggestions he offered 
in his seminar which led to some important improvement of the thesis. His enthusiasm in SEM 
research impressed me very much. This thesis could not be complete without the performance 
appraisal data set provided by Prof. Gordon CHEUNG in Department of Management, CUHK, 
whose generosity I highly appreciated. I also want to thank Prof. Sik Yum LEE, Prof. Siu 
Hung CHEUNG and Prof. Li Jen WENG for taking their precious time reviewing my thesis. 
Their advice is indispensable to the bettering of this research. Finally, I leave my gratitude to 
my family who are always there to support me spiritually as well as financially. Their love is 
the backbone of all my research endeavor. Any academic achievement I may receive will have a 
sharing for them. 
BAI Yun 
Department of Statistics 




Two-level data sets are frequently encountered in social and behavioral science research. 
They arise when observations are drawn from a known hierarchical structure, for example when 
individuals are randomly drawn from groups that are randomly drawn from a target population. 
The group- and individual-level effects are usually treated as they are uncorrelated in most of the 
popular software such as LISREL and Mplus. When the covariance structures in the group level 
and the individual level are the same, standard SEM software such as LISREL can be used easily 
to analyze two-level data sets. However, if the data set consists of variables that have group-level 
characteristics, LISREL cannot be used in a straightforward manner to implement the analysis of 
structural equation models that have different structures at the group and individual level. The 
first part of this thesis illustrates how two-level structural equation models with additional group-
level variables, and hence different structures at the group and individual levels, can be analyzed 
by LISREL with appropriate settings. A small-scale simulation study has been conducted to 
examine the performance of the proposed method and a comparison to Mplus was made. The 
results indicate that the proposed method can produce reliable parameter estimates, standard 
errors, and goodness-of-fit test statistics. The proposed procedure was also used to analyze a 
performance appraisal data set based on real data, from a study on leadership effectiveness, 
which examines the correlation between self-ratings and ratings from multiple subordinates. 
Most of the materials in this part follow those in Bai, Poon & Cheung (2006). 
Moreover, the assumption that group- and individual-level effects are uncorrelated can be 
further relaxed to incorporate a structural model among the two level factors. In this case, 
LISREL or Mplus can no longer be used to estimate the model due to their model settings. 
In the second part of the thesis, we proposed a model setup framework in Mx which allows 
the analysis of the cross-level covariance structure. An illustrative example is given and a 
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small-scale simulation study was also carried out to test Mx performance under the proposed 
model framework. The results show that Mx can produce reliable parameter and standard error 
estimates and for larger sample sizes the goodness-of-fit statistics also follow distribution. 
Two problems associated with the Mx model framework are that the number of observations 
within each group should be the same and that group sizes cannot be too large otherwise Mx 
may not be stable. So in the final part of the thesis, we proposed a sampling procedure to 
randomly select a fixed number of individuals from each group for analysis. This procedure was 
tested in LISREL via a simulation study. The results show that model estimates by sampling-
are very close to those using all observations. 














評分同多个下屬評分之間的相關性。此部分内容大致同Bai, Poon k Cheung (2006)—致。 
此外，我们可以進一步放鬆組群磨作用和倘體層作用不相關的假定，建立兩屑因子之冏 








關鍵字：11屑模型，結構方程模型，LISREL, Mplus, Mx. 
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1 Introduction 
Social science research often entails the analysis of data collected at two levels. Two-level 
data sets are obtained when observations are drawn from a known hierarchical structure, such 
as when individuals are randomly drawn from groups that are randomly drawn from a target 
population. Many statistical techniques have been developed to analyze this type of two-level 
data and using Hierarchical Linear Models (HLM) is one of the most popular approaches (Bryk 
h Raudenbush, 1992). Recent developments in structural equation modeling (SEM) also allow 
the analysis of two-level data. SEM is superior to other techniques because it allows for the 
modeling of variables that are not directly observable (latent variables) and also controls for 
measurement errors when estimating causal relationships. The analysis of two-level or multi-
level data in the context of SEM has been studied by Goldstein h McDonald (1988)，Hox k. 
Maas (2001), Kaplan k Elliott (1997), Lee k Poon (1992, 1998), Li et al. (1998), McDonald 
(1994)，and Muthen (1989, 1994)，and Song h Lee (2001), among others. Some procedures can 
be implemented in widely available SEM software programs, such as LISREL (Joreskog and 
Sorbom, 1996a) and Mplus (Muthen k. Muthen, 1998-2005). 
In most two-level studies different variables are measured at each level. For example, when 
examining the effects of group efficacy on group performance, Jung and Sosik (2003) asked group 
members to assess their group efficacy and potency as an individual, while group performance 
was evaluated by an independent judge. Relationships between characteristics of individual 
household members and household buying decisions are also frequently studied (e.g., Commuri 
k Gentry, 2005; Mottiar k Quinn, 2004). In multi-source performance feedback, self-ratings are 
usually compared with ratings from multiple subordinates (e.g., Atwater h Yammarino, 1992; 
Carless, Mann, k. Wearing, 1998). However, these studies have not resolved the issue of how to 
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combine the information collected at different levels. Rabe-Hesketh et al. (2004) introduced a 
unifying framework for generalized multilevel structural equation modeling, called generalized 
linear latent and mixed models (GLLAMM) which can be implemented in gllamm, a freely 
available program running in Stata. GLLAMM attempts to incorporate cross-level covariance 
structures but can be slow when the model is large. 
In a two-level model, level one is usually called the within group or the individual level, and 
refers to the effects that are contributed by individuals. Level two is usually called the between 
group or the group level, and refers to the effects that are contributed by the group as a whole. 
Let the p x 1 vector Xgi, g = 1’...，G; i =• 1,... ,Ng be the observation of individual i in group 
g. The two-level SEM model operates on the assumption that Xgi can be decomposed into the 
group-level random vector Vg and the individual-level random vector Vgi. That is, 
Xgi = V^g + Vgi,众=1，... ’ G，and 2 = 1 , . . . , Ng. (1) 
where {Vg, g = 1 , . . . , G} are latent random vectors that vary at the group level and are iden-
tically and independently distributed as N{0, E^), and {Vgi,分=1’.. •, G; i = 1,...，Ng} are 
latent random vectors that vary at the individual level and are identically and independently 
distributed as iV(0，Eiy). In most cases, it is further assumed that Vg and Vgi are uiicorrelated 
for all (/ = 1 , . . . , G and i = 1,... ,Ng. In a two-level SEM, both Eb and Ew are considered to 
have specific structures and to depend on a basic parameter vector (3. That is S5 二 Eb(^) and 
Ew = Tswit^)- For example, if it is assumed that the group and individual component variables 
in Vg and Vgi are functions of some latent constructs, then the factor analysis model 
Vg = Ab^s + eg, and (2) 
Vgi = Aw^gi + ^ gi, (3) 
2 
can be formulated for both the group-level and individual-level random variates. As a result, 
we have 
S s = Ab^bAI + ^B, and (4) 
Siy = A w ^ w ^ w + ^w^ (5) 
where As {p x qb) and Aw {p x qw) are matrices of factor loadings, ^b {qb x Qb) and ^w 
{qw X qw) are covariance matrices of the latent factors “ and “ “ respectively, and 屯召 and 
are px p covariance matrices of the errors Eg and €gi, respectively. Many studies operate on the 
assumption that qb = qw and that the structures for Vg and Vgi of the two-level SEM in (2) 
and (3) are the same for the group and individual levels. In particular, if additional group-level 
variables V^ are measured, then although various meaningful two-level SEMs can be easily 
formulated, the analysis cannot be conducted in a straightforward manner. The problem is 
further complicated if we allow a cross-level structure as follows: 
^gi = ^igi + ^^g + Cgi-
In this case Vg and Vgi are no longer uncorrelated, and most of the SEM programs cannot handle 
the model estimation in a straightforward manner. 
The objectives of the thesis are first to examine how to analyze a two-level SEM with 
additional variables measured at the group level in LISREL under the assumption that Vg 
and Vgi are uncorrelated. Then this assumption will be alleviated to incorporate a cross-level 
structure. The general model framework will be presented in a structure that can be implemented 
in Mx. Finally a sampling procedure is proposed to allow more generality of the model setup. 
We address the three problems in separate sections. In each section, we first summarize the 
model and then investigate the analysis using a specific program software. Then we present the 
results of a small-scale simulation study. These results indicate that the proposed procedures 
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can produce reliable results. Finally, we conclude the thesis with a discussion. 
2 The Analysis of a Two-Level SEM with Group Specific Vari-
ables in LISREL 
Most of the materials in this section follow those in Bai, Poon & Cheung (2006). 
2.1 The Model 
Let {Xgi^ g = 1,...，G; i = 1,...，TV^} be the sample that collects the measurement of p 
variables for each of the A/" = iVi + 7V2 + . . . N g individuals, and (V^ ,^ g = 1,... ,G} he k x 1 
vectors that collect the measures of group-level characteristics. It is assumed that Xgi can 
be decomposed as in (1) into the group-level effect Vg and the individual-level effect Vgi. Let 
V* = (V^T, be a p* X 1 vector that varies at the group level, where, p* = p + k, Vg which 
contributes to Xgi is unobserved, and V^ is observed. It is assumed that all variables varying 
at the group level are functions of a total of q^ group-level latent constructs. That is, 
= + (6) 
The between-group covariance matrix is then given by 
= (7) 
where Ag is a p* x q^ matrix of factor loadings, is a x q^ covariance matrix of the factors 
^g, and is a covariance matrix of the errors e* . With the additional group-level variables 
in V^, the dimensions of the matrices involved in (7) are not the same as the individual-level 
counterparts in (5)，and the group-level structure is unlikely to be the same as the individual-
level structure. 
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For example, nowadays, almost all Fortune 500 companies use multi-source performance 
appraisals when evaluating the performance of managers. In most cases, the focal manager is 
rated by his supervisor, peers, subordinates and himself. There have been many organizational 
studies that examine ratings from multi-source performance appraisals, in particular investigat-
ing the agreement between self-rating and ratings from other sources. However, most studies 
simply aggregate ratings from several subordinates and calculate the correlation between self-
rating and subordinate-ratings. This practice has ignored the within-group variance of ratings 
when examining agreement. It will be more appropriate to examine the agreement between 
self-ratings and subordinate-ratings with two-level SEM. Subordinate ratings will be the Xgi in 
(1), which can be decomposed into the group-level random vector Vg and the individual-level 
random vector Vgi. Self-ratings are the additional group-level variables V^ , such that the 
between-group covariance matrix given by (7) has different dimensions than the within-group 
covariance matrix given in (5). 
2.2 A n Augmented Model 
To analyze the between-group structure (7) together with the within-group structure (5), 
we augment the within-level measurements Xgi for each individual i in group g by the set of 
additional group variables in V^. That is, the data set is arranged in such a way that there are 
a total of N individual observations {X*^ = {Xj^, V"广)]，where 2 = 1 , . . . , Ng, and g—1,...， 
G. Let 
( \ ( \ ( \ 
Xgi Vg Vgi 
x;i= = + (8) 
\ ^^ / \ C / \ / 
where the structure of V* follows the one in (6) and that of Vgi follows the one in (3)，and V j 
is a A: X 1 vector of pseudo individual-level variables. The pseudo variables V ^ are artificially 
created to enable a two-level analysis of the data {X*J in LISREL, and based on (8) should 
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have the same effect as a constant zero. Moreover, let 
= + (9) 
and let the component matrices on the right hand side of (9) be given by 
/ \ / \ / \ 
Aiv 0 ^gi egi 
, Qi = , and , (10) 
卜 。 ） ⑷ ⑷ 
where A ^ is a p* x q^y matrix with q^ = q'^ = q^y q：^^ and e^ ^ are q^ x 1 and k x 1 
vectors of pseiido latent factors and error components, and the covariance matrix of e*j is 
given by, 
/ \ / \ 
Cov(egi) Cov(€gi,e^-) Cov(€gi) 0 
n v = Cov(e；,) = = ， (11) 
^ Cov(e+) J ^ 0 ch y 
where c is a constant that approaches zero and Ik is the k-dimensional identity matrix. It is 
worthy of note that c will be fixed at 0.001 in order to ensure that the pseudo variables will 
have null effect and that the LISREL produced goodiiess-of-fit statistics and degrees of freedom 
can be used directly to assess the model fit. This point will be further addressed in the next 
subsection. With these specific settings and fixing all the parameters that correspond to the 
pseudo part as zero, the two level model defined by (8) to (11), which has the same group- and 
individual-level structures, is equivalent to the two-level model defined by (3), (5), (6) and (7). 
Specifically, the group structure for V^ * in (8) is the same as that in (6), and the individual 
structure of V^ * in (9) reproduces the individual structure for V^,； in (3). For the two-level model 
defined in (8) to (11), the group~ and individual-level structures are the same, and hence the 
model can be implemented in an easy and straightforward manner by using the LISREL two-
level option. 
A graphical representation of the augmented two-level model is presented in Figure 1. The 
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model corresponds to the one where, p* = 9, p = 6, A; = 3, = 3, gvi/ = 2 and q^ = 1. The 
usual conventions for path diagrams are followed. The observed variables, which include Xgi 
that are observed for each individual and which are observed for each group, are enclosed 
in boxes. The latent variables, which include the unobserved group effect Vg and individual 
effect Vgi that contribute to the observed Xgi, and the latent constructs Q for V* and “ for 
Vgi, are enclosed in ellipses. The pseudo latent construct 综 is also enclosed in an ellipse. To 
highlight the pseudo nature of the construct, dotted lines and curves are used to plot the ellipses 
and the related paths. All parameters that correspond to the pseudo part of the model are 
represented by dotted lines or curves, and are fixed at zero, but those that correspond to the 
error variances are fixed at 0.001 due to factors that will be addressed in the next subsection. 
A one-way arrow represents direct influence and a two-way arrow represents correlation. Error 
variances are indicated using dashed arrows. 
Continuing with our example, in Figure 1, Xgi_i to Xgi_e are subordinate-ratings on two 
performance dimensions of their supervisors, whereas Xgijj to Xgi^ g are self-ratings of the focal 
manager on a performance dimension. Hence, the structures at the individual-level and the 
group-level are not balanced. Three pseudo variables V^ , V^ ^ 2，and V^ 卞3 which will have 
null effect are created. Thus, the dimensions of the structure at the individual-level and the 
group-level are the same. 
2.3 Implementation in LISREL 
The maximum likelihood analysis of a two-level model with an invariant factor structure can 
be very easily implemented in LISREL (Joreskog h Sorbom, 1996a). In effect, the current option 
in LISREL for analyzing two-level SEM is designed for analyzing SEMs with the same model 
structure at both levels, which means that Vg and Vgi must have exactly the same dimensions 
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and factor structures, and the dimension qb of [g must be the same as the dimension qw of ^gi, 
that is qb — qw-
As the group- and individual-level structures of the two-level model in Figure 1 are the 
same, the model can be analyzed in a straightforward manner using the LISREL two-level 
SEM option (see, e.g., Du Toit, Du Toit k Hawkins, 2001). A sample program for analyzing 
the model in Figure 1 is given in Appendix 1. The program syntax is almost the same as 
that for a multi-sample analysis. The "SCLUSTER" command is used to invoke a multi-level 
analysis. It follows the "RA" command and specifies the variable in the data set that classifies the 
observations into different groups. For example, if the variable "Group" stores information for 
the group affiliation of each observation, then the command "SCLUSTER Group" will activate 
the multi-level estimation procedure in LISREL. The input data set for two-level analysis is 
based on raw data and is constrained to be of ".psf format. The sample sizes can be set 
to 0 at both the group- and individual-levels and can be computed by the program based on 
the input data set. Moreover, "NG" defines the number of hierarchical levels in a multi-level 
analysis instead of the number of groups as in a multi-sample analysis, and is set at 2 for a 
two-level model analysis. Parameters in relation to the pseudo vector V^ are set at 0 with a 
view to producing a primary model that is of interest. It is worth noting that the constant c 
in (11), which represents the variances of the error terms of e工，is fixed at 0.001 to guarantee 
that the LISREL produced goodness-of-fit statistic can adequately describe the goodness-of-fit 
of the primary model. When the last k elements of X*^ in the data set do not vary with respect 
to different individuals within the same group (see (8)), the initial individual level covariance 
matrix produced by LISREL (DOS Version 8.7) will set the variance of the elements to 0.001. 
Therefore, setting all parameters that are related to the pseudo latent vector V^ at 0 except 
the variance of e j at 0.001 will lead to a perfect fit for the pseudo part of the model, and the 
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contribution of the pseudo part to the goodness-of-fit statistic will then be zero. Moreover, 
the pseudo part of the model does not contribute any degree of freedom to the goodness-of-
fit statistic when all parameters corresponding to the pseudo part are fixed. As a result, the 
LISREL produced goodness-of-fit statistic together with its degrees of freedom will reflect the 
goodness-of-fit of the individual-level SEM in (5) and the group-level SEM in (7). 
2.4 Simulation 
2.4.1 The Simulation Design 
To assess the performance of the proposed method, a small-scale simulation study is con-
ducted. The model and the true parameter values presented in Figure 1 were used in the 
simulation study. The variances of the latent factors are all fixed at 1. In order to facilitate 
generalization of the simulation results, six model patterns (PI to P6) are considered. Details 
of the patterns are presented in Table 1 . 
For each pattern, the number of simulation replications is 100. The preprocessor program 
PRELIS (Joreskog & Sorbom, 1996b) of LISREL was used to generate normal variates Vg, V^, 
and Vgi based on the true model specified in Figure 1. These random variates were then trans-
formed to Xgi based on (1). In this way, a total of 100 data sets were generated for each of the 
six simulation patterns, and the LISREL program (DOS Version 8.7), with the sample syntax 
as presented in Appendix 1, was used to analyze each of the 100 data sets. Parameter estimates, 
standard errors and goodness-of-fit statistics for each of the 100 replications were saved sepa-
rately by the keywords PV, SV, and GF for further analysis. 
It was found that starting values for the free parameters could be chosen quite arbitrarily. 
For example, the starting values for both the factor and error covariance matrices were set to 
be equal to an identity matrix. 
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2.4.2 Methods of Evaluation 
Three aspects of the performance of LISREL in analyzing the two-level SEM are evaluated: 
the accuracy of parameter estimates, the precision of standard errors, and the distribution of 
the goodness-of-fit statistics. 
Accuracy of the parameter estimates 
For each parameter Pi, the mean of the parametei, estimates 成 across the 100 replications 
and the root mean squared (RMS) error compared to the true value were computed. 
The mean absolute relative bias (MARB) criterion (Boomsma k, Hoogland, 2001) was also 
used to assess the accuracy of parameter estimates. If the dimension of the parameter vector (3 
is t, then the MARB of the estimate of (3 is given by 
1 t 
where for each parameter i = 1 , . . . , i, the relative bias of its estimate is defined as 
r>(o� Pi — — Pi 
_ = ^ r . 
A MARB value less than 0.025 indicates that the parameter estimates produced are precise 
(Boomsma h Hoogland, 2001). 
Precision of Standard Errors 
For each parameter SD0i ) , the empirical sample standard deviation of (3i across the 
100 replications, was compared with S~E0i), the mean of the standard error estimates of 戌 
across the 100 replications. If the ratio SD0i)/S~E0i) is close to 1.0, then the standard error 
estimate of Pi can be considered to be precise. 
The MARB criterion can be similarly applied to assess the precision of the standard error 
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where the relative bias of the standard error estimator for each parameter estimate Pi is defined 
as 
B � S E _ = S 2 ^ ^ , 广 1，，力 
oL){(3i) 
A MARB value less than 0.05 indicates that the standard error estimates are reliable (Boomsma 
k Hoogland, 2001). 
Distribution of the Goodness-of-fit statistic 
For the model and the true parameter values given in Figure 1, the asymptotic distribution 
of the goodness-of-fit statistics is chi-square with 32 degrees of freedom (x-2). For each pat-
tern, the 100 goodness-of-fit statistic values were analyzed to see whether they resembled the 
X32 distribution. First, the empirical accumulated frequencies at specific probability points on 
the X32 distribution were computed. Second, the mean and the standard deviation of the 100 
goodness-of-fit statistic values were computed with a view to compare the results to the theo-
retical mean, which is 32，and the theoretical standard deviation of the X32 distribution, which 
is 8. Finally, the Kolmogorov-Smirnov (KS) test (see Afifi k, Azen, 1972, p.50) was employed 
to test the hypothesis that the 100 goodness-of-fit statistic values were distributed as Xz2- A 
large p-value on the KS test indicates that the null hypothesis that the goodness-of-fit statistics 
of the 100 replications are distributed as X32 cannot be rejected. QQ-plots were also drawn to 
give a full picture of the ^ statistics. 
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2.4.3 Simulation Results 
Accuracy of the parameter estimates 
The means of parameter estimates over the 100 replications are reported in Table 2. All 
parameters are nicely estimated in the six patterns. Holding Ng constant, when total sample 
size N increases (from PI to P3, or from P4 to P6), an increasing number of parameters have 
mean estimates close to true parameter values. For example, there are 18 parameters in PI with 
a mean value which is greater than or less than the true parameter value by more than 0.01， 
in P2 the number of these parameters decreases to 8, and in P3 the number of parameters is 
only 4. A similar phenomenon can also be observed in patterns P4 to P6. In P4, 15 parameters 
deviate from true values by more than 0.01，in P5 the number of parameters that deviate from 
true values is reduced to 7, and in P6 the number of parameters that deviate from true values 
is 3. Most of the deviations occur in group-level parameters. This may be attributed to the fact 
that group size G is smaller than the total individual sample size N. 
Moreover, the effect of keeping the sample size unchanged by increasing the group number 
and by reducing Ng by half, was examined (PI versus P4, P2 versus P5, and P3 versus P6). 
It is observed that the group-level parameter estimates improve slightly while individual-level 
parameters show little deterioration. 
The RMS errors of parameter estimates are also summarized in Table 2. The performance 
of the parameter estimates in the six patterns reviewed by the RMS errors is similar to that 
reviewed by the means of parameter estimates. As expected, when keeping Ng constant, RMS 
I 
errors decrease when sample size N increases. RMS errors of group-level parameters are greater 
than those of individual-level parameters in each of the six patterns. In addition, keeping sample 
size N constant and doubling group numbers (PI versus P4, P2 versus P5, and P3 versus P6), 
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the RMS errors decrease for group-level parameters but increase only very slightly for individual-
level parameters. 
The MARB for parameter estimates are also reported in Table 2. The aforementioned 
phenomena in relation to parameter estimates can also be observed by examining the MARB. All 
MARB values are smaller than 0.025, indicating that the proposed procedure produces accurate 
parameter estimates. Holding Ng constant, both group- and individual-level parameter estimates 
improve when total sample size N increases. The MARB values for group-level parameters are 
constantly larger than those of individual-level parameters across the six patterns. 
Precision of Standard Error Estimates 
A A 
The ratios SD{/3i)/SE{f3i) are reported in Table 3. Most of the values are close to 1, 
indicating that the standard error estimates that are produced are reliable. There is no evidence 
that the standard error estimates could be further improved with a larger sample size or with 
a larger group number. Nevertheless, the standard error estimates are acceptable for a pattern 
that has a smaller sample size. 
The MARB are also reported in Table 3. All MARB values are close to 0.05，indicating 
that the standard error estimates are fairly reliable. No specific pattern is observed for the 
standard error estimates when total sample size increases. 
Distribution of Goodness-of-fit Statistics 
The results for the goodness-of-fit statistic are summarized in Table 4. Means of the fit 
statistics over the 100 replications are close to the expected value of 32, of the X32 distribution, 
and the sample standard deviations are also close to the population standard deviation, 8, of 
the X32 distribution. The empirical cumulative frequencies at various probability points are also 
presented in Table 4，which shows that there is no evidence of substantial deviation from the 
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expected frequencies. In effect, in all six simulation patterns, p-values of the KS test are much 
greater than 0.05, which means that the null hypothesis that the goodness-of-fit statistics are 
distributed as X32 cannot be rejected. These results are supported by the QQ-plots in Figure 4, 
where the horizontal axis represents the theoretical quantiles of X32 distribution and the vertical 
axis represents the estimated x^ values. In all plots, the quantile points lie close to the diagonal 
lines, indicating that the x^ statistics indeed follow x!2. 
2.5 A Comparison to Mplus 
In this section, we will compare our method with the two-level model estimation procedure 
in Mplus. Unlike in LISREL where we have to add the pseudo variables to align the data 
dimensions at two levels, in Mplus we can specify group- and individual-level models separately. 
In Mplus, the total covariance matrix calculated from the raw data is disaggregated into between-
and within-group covariance matrices based on which models formulated for different levels can 
be estimated (Muthen & Muthen 1998-2005). In other words, we can specify parameters in (6) 
and (3) separately in the Mplus program. 
We carried out a simulation study in Mplus using the previously generated data sets from 
our six model patterns. Mplus estimation results are very similar to those produced by LISREL. 
The detailed results are contained in Table 6 to 9. The results in these tables further demonstrate 
that the proposed procedure that can be implemented in LISREL works as well as Mplus in 
estimating two-level SEM with group specific variables. 
2.6 Empirical Demonstration: Multi-source Performance Appraisals 
Data in this study is part of a larger study that examines the performance of managers in 
a major commercial bank in Hong Kong. The data involves 200 focal managers and 616 subor-
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dinates. Each focal manager was evaluated by one to ten subordinates on their performance in 
"Developing & Coaching" and "Planning & Organizing". "Developing k Coaching" was mea-
sured with three items on a six-point scale, and included the item "Lead subordinates within 
the team to identify training and development needs and collaboratively plan development ac-
tivities" ."Planning h Organizing" was also measured with three items on a six-point scale, 
and included the item "Conduct detailed planning and allocation of resources involving multiple 
partners or sections". We are interested in examining the agreement between self-ratings and 
subordinate-ratings for these measures. 
At the within-group level, there are subordinate-ratings on six items. At the between-group 
level, there are self-ratings on six items plus group-level subordinate ratings on six items. We 
adopt the procedure described above to model this unbalanced factor structure. We create six 
pseudo variables at the within-group level by duplicating self-ratings for each subordinate. A 
snapshot of setting up the data set is provided in Appendix 3. The Chi-square of the model with 
56 df equals to 77.48 (p = 0.03) and the root mean square error of approximation (RMSEA) 
equals to 0.035, indicating that the model fits the data well. The path diagram of the model 
and the estimated parameters are shown in Figure 2. The correlation between self-ratings and 
subordinate-ratings on "Developing & Coaching" and "Planning k. Organizing" are 0.17 and 
0.15, respectively. 
A data set that is produced by aggregating the ratings from the subordinates is also analyzed 
based on a four-factor factor analysis model with three indicators for each factor. The model 
is therefore similar to the "between-group" structure as depicted in Figure 2. The observations 
for the indicators of the factors "SelfJDC" and "SelLPO" are the same as before, but the obser-
vations for the indicators of the factors "Sub_DC" and "Sub_PO" are obtained by aggregating 
the ratings from the subordinates. The Chi-square of the model with 48 df equals to 89.20 and 
15 
the p-value is 0.00028, and the RMSEA becomes 0.064. The parameter estimates of the model 
and the standard errors are presented in Table 5, in which the estimates of the between group 
parameters in the augmented model are also provided for easy comparison. While the factor 
loading and factor correlation estimates for the group-level parameters are close to those pro-
duced by the augmented model, the estimates of other parameters deviate from those produced 
by the augmented model. Specially, the correlation between self-ratings and subordinate-ratings 
on "Developing h Coaching" and "Planning h Organizing" are attenuated from 0.17 and 0.15 
to 0.13 and 0.09, respectively. 
3 Implementing Two-level SEM with Cross-level Covariance Struc-
tures in Mx 
Neither LISREL nor Mplus takes into account of cross-level covariance structures within 
their model settings. They both work on the assumption that the observation can be decomposed 
into group- and individual-level variables that are uncorrelated. In LISREL and Mplus, one has 
to specify group- and individual-level model parameters separately in two segments and there 
is no interaction part between two levels. However, it is frequently of interest to analyze the 
effect of extra group variables on individual-level factors. In this case, the above proposed 
augmented model cannot be used to analyze this kind of effect because of the inadequacy of 
program settings. We have to use a more flexible software to formulate cross-level covariance 
structures and Mx is one of the kind (Neale et. al. 2003). 
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3.1 Two-level Model Specifications with a Cross-level Covariance Structure 
As previously assumed in (1), we have 
Xgi =Vg + VgU (12) 
where g = 1，…，G indicate the group number and i = 1，…，TV^  indicate the number of indi-
viduals within group. 
The between-group model is 
( \ ( \ ( \ 
Vy- A+ 
g = ^ ' , (13) 
卜 " ） I A " V / 
and the within-group model is 
Vgi = 化 i + egi. (14) 
We now include a structural model, relating group- and individual-level factors as follows: 
igi = Big^+Tig+Cgi. (15) 
Substituting (15) into (14), the reduced model for Vgi is given by 
Vgi = Ag{I - + Ag{I — + egi. (16) 
In this case, Vg and Vgi are not necessarily uncorrelated. Assume that 
��N(0,屯 B), eg 〜 佩 屯 B), 4 �iV(0，《^去)’ 
C,,� iV(0,lV)， egi �屯 g ) , (17) 
where 屯仏 and "^ g are diagonal matrices, e^ , ej", Cgi and Cpi are independent of g^ and 
and are mutually independent for all 夕=1，…’ G and i = 1,... ,Ng. Let Ag{I - = A*, it 
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can be shown that 
coviy；) = ht^Bkf + ^i 
Cov{Vg) = Ab^b^b + ^ b 
Cov{V;,Vg) = 
CoviVgi) = Air^B{A;rf + + 
Coviyg^Vgi) = 
If we assume further that parameters indexed with g are invariant across groups, that is Ag = 
Avv, A* = A；!^ ,龟g = $iy，Q.g = Qw and "^ g = '^w for all p = 1, . . . , G, covariance matrices can 
be simplified as: 
Cov{V；) 二 Q 
Cov{V^,Xgi) = R 
COV{Xgi) = S 
Cov{XguXgj) = T 
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where 
Q = ^i^BAf + ^i 
S = Cov{Vg + Vgi) 
=Cov(Vg} + COV(Vgi) + COV{Vg, Vgi) + COV{Vgi, Vg) 
=AB^BAI + + Alyr^B(Alyrf + A^^yQwiAlvf + + AB^BiAtv^f + 
T = C0V(Vg + Vgi, Vg + Vgj) 
=CoviVg) + COViVg, Vgj) + CoviVgi, Vg) + Cov{Vgi, Vgj) 
=Ab^bAI + + As 少 B(Alvrr + 广 + 
We then stack observations from one group in a vector to form a new group observation Xg = 
Xgi,…，XgNg�- The covariance matrix of Xg is given by 
丨 Coviy^) ••• Cov(Vg+,X明g)� 
Cov(X,i,V；-) Cov(X,i) ... Cov(X,i,Xgjv,) 
COV(Xg)= 
^ Cov(Xgjv„V+) Cov(X,jv,,X,i) ... Cov(X,jvJ > 
/ \ 
Q R … R 
RT S …T 
二 . （18) 
T …S , 
We first consider a balanced design where Ng is the same for all groups. In this case, 
Cov{Xg) is invariant across all groups. As all the unknown parameters for the model that has 
been described by (12) to (17) are invariant in the covariance matrix of Xg in (18), they can be 19 
estimated based on observations Xg, g = 1,... ,G when G is large enough. Although the problem 
of estimating the two-level model has now formulated as a problem of fitting structures of Xg, 
the direct implementation of LISREL will be difficult if not impossible. One may also write 
programs to implement the analysis but it will hinder the use of the approach by practitioners. 
To address this difficulty, we propose to make use of the flexibility in matrix manipulation in 
Mx to formulate this covariance structure and find parameter estimates. Mx is flexible in that it 
allows users to work at the covariance structure level instead of specifying parameter structures 
in a predetermined manner such as in LISREL or Mplus. Another advantage of Mx is that it 
has a set of well-developed matrix manipulation functions which frees researchers from writing 
tedious programs. 
The model specified in (12) to (17) is not identified, hence some parameters have to be fixed. 
An illustrative example is given in the next section. Common practice in the two-level SEM 
analysis is to assume Cov{Vg, Vgi) = 0. A special case of our proposed model that maintains 
this usual assumption of Cov{Vg, Vgi) = 0 is given in section 3.3. 
3.2 An Illustrative Example 
In order to facilitate the understanding of the above proposed model, we will use the 
following model to demonstrate the key idea. The dimensions of Xgi, V^, g^ and “ are 
respectively 6, 3, 3 and 2. Suppose we have 
/ 
/ \ 0.8* 0.8 0.8 0 0 0 0 0 0 
A+ 
= 0 0 0 0.8* 0.8 0.8 0 0 0 (19) 
y 0 0 0 0 0 0 0.8"^  0.8 0.8J 
( V 
0.8* 0.8 0.8 0 0 0 
Aiy = (20) 
、0 0 0 0.8* 0.8 0.8， 
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( \ ( \ 
0* 0.6 0.2* 0.8 0.2* 
B = r = (21) 
、0.6 0* J 、0.8 0.2* 0.2*^ 
( \ 
V 0.3 0.3 
0.3 1* 0.3 (22) 
�0.3 0.3 I* ^ 
= ^ly = 0.36/6 = 0.36/3 ^w = 0.36/2 
A data set with 500 groups and 4 individual observations within each group were generated based 
on the above true parameter values. That is 500 {V^, VgY were generated according to (13)， 
and 2000 Vgi were generated from (16), where each g^ was generated from multivariate normal 
distribution with covariance matrix (22) and error terms were generated from univariate normal 
distribution with mean 0 and variance 0.36. Then Vg and Vgi were added together as in (12). 
Finally, we stacked observations in each group together to form Xg = Xg\, Xg2, Xgs, Xg4) 
and the covariance of Xg was input into Mx for estimation. 
It was expected to encounter identification problems, so some factor loadings in (19) and 
(20)，and variances of latent factors were set to 1. In addition, some elements of the parameter 
matrix in (21) were fixed to true values. This is reasonable because in practice the D and P 
matrix will usually contain many fixed zeros. Elements marked with an asterisk in (19) to (22) 
were fixed. 
The Mx model estimation results are presented in Table 10. All the parameter estimates 
are very close to true values. The Chi-square of the model is 358.171 with 345 degree of freedom 
and the p-value is 0.301, and the RMSEA is 0.009. All statistics show that Mx fits the model 
quite well. 
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3.3 M x Simulation Design 
In order to more rigorously test Mx performance in our model setup, a small scale simulation 
study was carried out on the following model which is a special case of the model described in 
(12) to (17), but has incorporated the usual assumption of Cov{Vg,Vgi) = 0 in the two-level 
SEM analysis. We now have 
( \ { \ ( \ ( \ 
K 八 i 0 位 4 
= + , 
J k ° Xb ) \ b ) [ e , ) 
Vgi = ^W^gi + egi, 
� = r ‘ + + “ 
and 
^gi = Av^r^^ + ^wCgi + ^gi 
where the dimension of the vector Vg is 6， g^ is 2，V"广 is 3 and is 1. The model and the 
true parameter values are presented in Figure 3. In order to generalize the simulation results, 
four simulation patterns (Ml to M4) are considered. Details of the patterns are presented in 
Table 11. 
For each pattern, the number of simulation replications is 100. R was used to generate 
normal variates Vg, V^ and Vgi. These random variates were then transformed to Xg and 
covariance of these Xg were calculated and stored in 100 data files. In this way, a total of 100 
data sets were generated for each of the four patterns and the Mx program with the sample 
syntax in Appendix 4 was used to analyze each data set. Results of 100 replications for each 
group were stored in a output file. Parameter estimates, standard errors and the goodness-of-fit 
statistics for each of the 100 replications were read from the file for further analysis. 
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3.4 Simulation Results 
Three aspects of the performance of Mx in analyzing the two-level SEM are evaluated: the 
accuracy of the parameter estimates, the precision of the standard errors, and the distribution of 
the goodness-of-fit statistics. Detailed methods can be referred to descriptions in section 2.4.2. 
3.4.1 Accuracy of Parameter Estimates 
The means of parameter estimates over the 100 replications are reported in Table 12. All 
parameters are nicely estimated in the four patterns. Except that in Ml the means of six 
parameter estimates deviate from true values by more than 0.01, of which five occur in group-
level, and deviations of parameter estimates in other three patterns are within 0.01 range. The 
results suggest that when total sample size becomes large, Mx produces consistent estimates. 
The RMS errors of parameter estimates are also summarized in Table 12. As we can see, 
the total RMS decreases as total sample size increases. Similar phenomena can be observed for 
group- and individual-level RMS errors. Within the same pattern, RMS errors of group-level 
parameters are larger than those of the individual-level. This may be attributed by the fact that 
group size G is smaller than the total sample size N = Ni-i h Nq. 
The MARB for parameter estimates are listed in Table 13. All MARB values are less 
than 0.025, indicating good model fit. The MARB pattern for parameter estimates resembles 
that for RMS. As total sample size becomes greater, MARB decreases. Group-level MARB for 
parameter estimates are larger than those for individual-level across four simulation patterns. 
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3.4.2 Accuracy of Standard Error Estimates 
The ratios SD0i)/S~E{Pi) are reported in Table 12. Most of the values are close to 1, 
indicating that the standard error estimates are reliable. MARB for standard error estimates 
are displayed in Table 13. The overall MARB are close to 0.05, which supports the results we 
observed in standard error ratios. There is a trend that MARB decreases as sample size grows. 
3.4.3 Distribution of Goodness-of-fit Statistics 
The results for the goodness-of-fit statistics are summarized in Table 14. Means of the Chi-
square statistics over 100 replications are close to the expected value of 347. Sample standard 
deviations are also close to the population standard deviation, 26.34. The empirical cumulative 
frequencies at various probability points are also presented in Table 14, showing that there is no 
evidence of substantial deviation from the expected frequencies. In effect, in all four simulation 
patterns, p-value of the KS test are greater than 0.01, which means that the null hypothesis of 
X347 cannot be rejected. In fact as sample size increases, the value increases from 0.037 to 
0.1637. This trend can be observed in QQ-plots in Figure 4 as well. When sample size increases, 
points in the QQ-plots match closer to the diagonal lines. 
3.5 Enlarged M x Model 
We are interested to investigate the stability of the proposed procedure and its implementa-
tion in Mx when the covariance matrix becomes large. Recall that previously, we stack observa-
tions within each group together to form a new sample observation Xg = (V^Z,Xgi’.. •，Xg^g), 
and use Mx to fit Cov{Xg). To enlarge the dimension of Cov{Xg), there are two possible ways, 
first of which is to increase the dimension of Xgi and the other is to increase Ng, the number of 
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individuals within each group. We adopted these two approaches and conducted a simulation 
analysis to assess Mx's performance in each of the two extended models. 
3.5.1 Mx Model with Enlarged Xgi 
In previous simulation, the dimension of Xgi is 6. We now increase it to 9. Dimensions 
of Xgi, Vg ,^ ^g, g^ a n d � a r e now 9, 3, 1, 3 and 3 respectively. The corresponding parameter 
values are displayed as follows (values marked by asterisks were fixed in estimation): 
/ 
0.8* 0.8 0.8 0 0 0 0 0 0 
Ab = ^w = 0 0 0 0.8* 0.8 0.8 0 0 0 , 
、 0 0 0 0 0 0 0.8* 0.8 0.8 ) 
( / n T 
K = 0.7 0.7 0.7 and r= o.8 0.8 0.8 , V / \ / 
/ \ 
” 0.3 0.3 
h 〜 释 , 0 . 3 r 0.3 ) and《广〜iV(0,1)， 
� 0 . 3 0.3 r ) 
egi � 7 V ( 0 ’ 0 .36 /9 )，< � i V ( 0 ’ O.5I/3), C^ i � i V ( 0 ’ 0.36/3). 
The number of group is 250 and the number of individuals in each group is 4, the same as for 
Ml. However, the dimension for Xg is now enlarged to be 39. We label this pattern as M5. 100 
data sets were generated according to the above true values. Parameter estimates and standard 
errors are listed in Table 15. 
From the results, we can see that Mx works well with the enlarged dimension. Parameter 
estimates are very close to true values. All deviations are less than 0.01. The mean of RMS 
errors for group-level parameters is 0.034 and that for individual-level is 0.024, which is rea-
sonable because we have more observations at the individual level. The standard error ratios 
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are also around 1, indicating good standard error estimates. MARB for parameter estimates 
and standard error estimates are listed in Table 15. MARB for parameter estimates are far less 
than 0.025 and MARB for individual-level parameters are less than that for group-level. The 
MARB for standard error estimates are all less than 0.05 and has the same pattern as MARB 
for parameter estimates. 
The goodness-of-fit statistics are summarized in Table 16. The mean and standard de-
viation of the statistics approximate the true values. However, the empirical accumulated 
frequencies at various probability points are larger than the expected values and the p-value of 
the KS test is 0.0043, less than 0.01. Hence the null hypothesis that the goodness-of-fit statistic 
follows distribution is rejected. We can see in the QQ-plot M5 in Figure 5 that the quantile 
points shift upward away from the diagonal line. Comparing with the p-value 0.037 in Ml, it 
appears that sample sizes are not large enough for the goodness-of-fit statistics in complicated 
models to converge to x^ distribution. 
3.5.2 M x Model with Enlarged Ng 
The other approach to obtain a higher-dimensional covariance matrix is to increase the 
number of individuals within each group. In this simulation study, holding other model speci-
fications the same as M4, we solely increase Ng from 4 to 8 and label it as M6. This becomes 
a huge model with 8000 observations at the individual level. The dimension for Xg is now 51. 
The simulation results are listed in Table 17. 
Similar to the previously enlarged Mx model simulation, parameter and standard error 
estimates are nicely estimated. Again the only problem comes with goodness-of-fit statistics. 
As we can see in Table 16, the cumulative frequencies no longer resemble the expected values 
and the p-value of the KS test is nearly zero. This discrepancy is also obvious in the QQ-plot 
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M6 in Figure 5. 
4 LISREL Sampling 
The above proposed model setting to incorporate cross-level covariance structures in Mx 
compensates the deficiency of LISREL and Mplus that restricts the modeling of cross-level 
relationships. However, one drawback of this method is that the dimension of Xg increases 
drastically when Ng is large and another limitation is that it requires the number of individuals 
in each group to be equal. This may not be a realistic assumption, since in social science 
researches, it's hard to have identical Ng across all groups. A possible solution is that we sample 
a fixed number of individuals from each group to form a equal length group vector Xg then 
conduct cross-level Mx analysis. This approach can not only unify the dimensions of Xg, but 
can also reduce its length. The next question is therefore to test whether sampling affect model 
parameter estimates. We may expect that if in each group, individuals are i.i.d and selected 
at random, the sampling procedure will not influence model estimates substantially. Moreover, 
since we are only interested in comparing estimates based on the complete data and the sampled 
data, we can use any SEM software that produces reliable results. In the following simulation 
study, we will use LISREL throughout. 
4.1 LISREL Sampling Simulation Design 
The model we used in this simulation study is a two-level factor analysis model, 
Vg = Kb^q + 
Vgi = ^wigi + ^gi-
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The true parameter values are the following (values marked by asterisks were fixed in estimation): 
( 
0.8 0.8 0.8 0 0 0 0 0 0 
Afi = Avk = 0 0 0 0.8 0.8 0.8 0 0 0 ， 
、 0 0 0 0 0 0 0.8 0.8 0.8 ) 
I \ 
0.3 0.3 
ig,�i 〜 啡 , 0 . 3 1* 0.3 ), 
� 0 . 3 0.3 1* ) 
eg,€gi � i V ( 0 ’ 0.36/9). 
The model patterns and sampling procedures are listed in Table 18. First, 100 data sets were 
generated according to pattern LI, containing 600 groups and 15 individuals within each group. 
Then from each of the 100 data sets, 3 observations were randomly selected within each group 
to form a sample data set for L2. Altogether, there were also 100 data sets for L2. Then again 
from each of the 100 data sets of LI, 2 observations were randomly selected within each group 
to form sample data sets for L3. The same procedures were repeated to produce 100 data sets 
for L4, L5 and L6 respectively. 
4.2 Simulation Results 
For each of the six patterns, the result of LISREL estimations are contained in Table 19 to 
Table 22. 
Using the same methods for evaluation, means of parameter estimates, RMS errors of pa-
rameter estimates, standard error ratios and MARB for parameter and standard error estimates 
across 100 replications were investigated. 
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4.2.1 Accuracy of Parameter Estimates 
The means of parameter estimates over the 100 replications are reported in Table 19 and 
Table 20. All parameter estimates are close to true values. Compared with LI, parameter 
estimates in L2 and L3 show no big deterioration. In fact, in L2, all parameter estimates are 
within 0.01 deviation from the true values, the same as for LI. In L3, only three means of 
group-level estimates depart from the true value by more than 0.01 and all other parameters are 
fairly well estimated. The same phenomena can be detected in L4-L6. In L4, three means of 
group-level estimates are deviated from true values by more than 0.01. In L5 and L6, the number 
increased to 8 and 9 respectively, with most of the deviations occur in group-level estimates. 
The number of deviation compared with the total parameter number 40 is really iiegiectable. 
In summary, we can conclude that the use of a data set based on sampling does not affect the 
accuracy of parameter estimates. 
This conclusion is further supported by small RMS errors of model estimates. For LI to 
L3, average RMS errors are 0.024, 0.037 and 0.046, all of which are acceptable values. The 
increase in RMS errors from LI to L3 is expected, since there are fewer individual observations 
in L2 and L3. For L4 to L6, average RMS errors are 0.035, 0.053 and 0.067, which are also very 
small. As the number of groups in LI to L3 is twice as large as that in L4 to L6, it's reasonable 
to have larger RMS errors in the latter patterns. Similarly, for all the six pattern, RMS errors 
for group-level parameters are greater than those for individual-level parameters due to fewer 
group-level information in terms of the number of observations. 
MARB for parameter estimates cross the six patterns are also listed in Table 21. All the 
MARB values for parameter estimates are less than 0.025, indicating that the use of a data set 
based on sampling does not affect the accuracy of parameter estimates very much. 
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4.2.2 Accuracy of Standard Error Estimates 
The ratios SD{^i)/S~E{pi) are reported in Table 19 and Table 20. Most of the values are 
close to 1, indicating that the standard error estimates are reliable. MARB for standard error 
estimates are listed in Table 21. For LI to L3, the values are 0.058, 0.059 and 0.060 respectively, 
all of which are around 0.05. The increase in MARB from LI to L3 is very small. For L4 to 
L6, the MARB for standard error estimates are 0.0592，0.0457 and 0.0552, also close to 0.05. 
The MARB even decreases when fewer individual observations are included. From the results of 
standard error ratios and MARB for standard error estimates, we are confident that the use of a 
data set based on sampling can produce standard error estimates as reliable as those produced 
by using complete data. 
4.2.3 Distribution of Goodness-of-fit Statistics 
The results for the goodness-of-fit statistics are summarized in Table 22. xls distribution 
of the goodness-of-fit statistics cannot be rejected for all the six patterns, since p-values for KS 
test are all much bigger than 0.05. There is no evidence that goodness-of-fit statistics deviate 
from Chi-square distribution as fewer individual observations are sampled. 
In sumary, the above simulation results indicate that given that the observations are i.i.d 
and are selected at random, the use of a data set based on simple random sampling within group 




In the first part of the thesis, we have proposed a method to implement the analysis of 
two-level SEM with group-characteristic variables. By introducing a vector of pseudo group-
level variables at the individual-level and by fixing the corresponding parameters accordingly, 
the two-level model can be implemented in LISREL in a straightforward manner. Results of 
a simulation study also show that with reasonable sample sizes, the proposed procedure can 
produce reliable parameter estimates, standard errors and goodness-of-fit statistics. We also 
compared the LISREL results with those generated by Mplus. That is 100 data sets in each of 
the six patterns were also estimated by Mplus. The results are very similar, indicating that the 
augmented model performs very well. 
The factor analysis model was used in the simulation study and was used to illustrate the 
LISREL input. This model was chosen for discussion because it is simple, has wide applications, 
and is a fundamental structural equation model that most practitioners are familiar with. The 
proposed procedure can be generalized in a straightforward manner to other structural equation 
models. Specifically, the all-X model that is used in Appendix 1 for analyzing the augmented 
two-level model can be converted to an all-Y model. Constraints on the phi matrix for the all-X 
model can be imposed on the psi matrix for the corresponding all-Y model. LISREL input for 
an all-Y model that is used to analyze the model in Figure 2 is given in Appendix 2. Causal 
relationships between the latent variables can then be modeled as beta at the group-level model. 
It is worthy of note that responses to the variables in the performance appraisal data set 
are in effect ordinal categorical, but have been analyzed as if they were measured in interval 
scale. Although the limitation of such treatment is not a focal issue in this thesis, the analysis 
of two-level SEM with ordinal categorical data is an interesting topic for further studies. 
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Furthermore, we have made use of the flexibility of Mx in constructing complex covariance 
matrices to incorporate cross-level relationships among group- and individual-level factors. We 
assumed that the number of individuals in each group were equal and stacked them to form a 
group-level vector Xg, which was a new data point. Then we formulated the covariance struc-
ture of Xg and estimated parameters in Mx. The simulation results show that Mx performs 
well in this kind of model estimation. Then, we tested Mx in more extreme situations with 
enlarged variable dimensions and sample sizes. It also produced reliable model estimates, but 
the goodness-of-fit statistics may not converge to x^ distribution. 
One thing to note in conducting multi-level SEM analyses is that the number of groups 
should be large enough to guarantee that the group-level model can be estimated correctly. In 
our LISREL augmented model simulation, the minimum number of group G is 180 and the 
group-level model is accurately estimated. In the Mx cross-level SEM simulation, the minimum 
G equals 250 and Mx produced reliable model estimates. In view of this, we suggest that in 
order to produce good group-level estimates, the number of groups should be at least 200 for 
a model with similar complexity. This group size can be attainable if the group-level refers to 
people, in which case it is easy to have an adequate number of people at the group-level, as in 
the performance appraisal data set previously used, where G equals 200. However, if G is small, 
there might be problems in drawing statistical inferences in relation to group-level, especially 
when the group-level model is complex. In effect, when G is small, whether it is appropriate to 
carry out multi-level analyses based on a complex model becomes questionable. With small G, 
multi-group analyses may be preferred; or the focus of multi-level analysis should be on control-
ling the group effect based on a simple group-level model rather than on analyzing the group 
effect based on a complex group-level model. 
In order to address the equality restriction in group sizes, we proposed a sampling pro-
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cedure, which samples a fixed number of individuals in each group to construct equal-length 
group vectors. Although there is certainly some loss of information when fewer observations are 
included, given the i.i.d. and random sampling assumption, the loss of information will not have 
substantial impact. In the simulation, we begin with a balanced data set where Ng is 15 for all 
groups and randomly draw 3 or 2 observations from each group. Although it will be better to 
start with an unbalanced data set, that is Ng varies across groups, given the i.i.d. assumption of 
each individual observation, the results will not be affected very much whether Ng is the same or 
not. Our simulation results indicate that the use of a data set based on sampling has little effect 
on the accuracy of model estimates and the results generated via sampled data are very similar 
to those via the complete data. In addition, this sampling procedure is also useful when Ng is 
large. One can reduce the computational burden by sampling a small portion of observations 
from each group for model estimation. 
When some groups have only one observation, the sampling procedure cannot be imple-
mented. However if we sample only one observation from each group, the characteristic of the 
data is no longer two-level and it will be meaningless to carry out the two-level analysis. Never-
theless, in this case we may sample more than one observation in other groups and treat groups 
having only one observation as a data point with missing values. Further researches to explore 
possible modeling procedures are of interest. 
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Appendices 
Appendix 1 LISREL Sample Program 
Group 1 Between 
DA NI=10 N0=0 NG=2 MA=CM 
RA FI=l.psf 
SE 
2 3 4 5 6 7 8 9 10/ 
Scluster Group 
MO NX=9 NK=3 LX=FU, FI PH=ST,FR TD=DI, FR 
LK 
Fl F2 F3 
FR LX 1 1 LX 2 1 LX 3 1 LX 4 2 LX 5 2 LX 6 2 LX 7 3 LX 8 3 LX 9 3 
ST 0.5 LX 1 1 LX 2 1 LX 3 1 LX 4 2 LX 5 2 LX 6 2 LX 7 3 LX 8 3 LX 9 3 
FI PH 1 1 PH 2 2 PH 3 3 
VA 1 PH 1 1 PH 2 2 PH 3 3 
ST 1 TD 1 1 to TD 9 9 
ST 0 PH 2 1 PH 3 1 PH 3 2 
OU ME=ML ND=4 
Group2 Within 
DA NI=10 N0=0 MA=CM 
RA FI=l.psf 
SE 
2 3 4 5 6 7 8 9 10/ 
MO NX=9 NK=3 LX=FU, FI PH=ST, FR TD=DI，FR 
LK 
Fl F2 F3 
FR LX 1 1 LX 2 1 LX 3 1 LX 4 2 LX 5 2 LX 6 2 
ST 0.5 LX 1 1 LX 2 1 LX 3 1 LX 4 2 LX 5 2 LX 6 2 
FI LX 7 3 LX 8 3 LX 9 3 
VA 0 LX 7 3 LX 8 3 LX 9 3 
FI PH 3 1 PH 3 2 
VA 0 PH 3 1 PH 3 2 
FI PH 1 1 PH 2 2 PH 3 3 
VA 1 PH 1 1 PH 2 2 PH3 3 
ST 0 PH 2 1 
ST 1 TD 1 1 to TD 6 6 
FI TD 7 7 TD 8 8 TD 9 9 
VA 0.001 TD 7 7 TD 8 8 TD 9 9 
OU ME=ML ND=4 PV=PVl.txt SV=SVl.txt GF=GFl.txt XI 
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Appendix 2 LISREL Syntax for an ALL-Y Model 
Between Leader: Team B 
DA NI=21 N0=0 NG=2 MA=CM 
RA = App2.psf 
SCLUSTER Manager 
SE 
3 4 5 6 7 8 9 10 11 12 13 14/ 
MO NY=12 NE=4 LY=FI PS=SY,FR 
FR LY 1 1 LY 4 2 LY 7 3 LY 10 4 
FI PS 1 1 PS 2 2 PS 3 3 PS 4 4 
VA 1 PS 1 1 PS 2 2 PS 3 3 PS 4 4 
FR LY 2 1 LY 3 1 LY 5 2 LY 6 2 
FR LY 8 3 LY 9 3 LY 11 4 LY 12 4 
ST .5 ALL 
LE 
Self_DC SelLPO Sub.DC Sub_PO 
PD 
OU ME=ML ND=4 
Within Leader: Team B 
DA NI=21 N0=0 MA=CM 
RA = App2.psf 
SE 
3 4 5 6 7 8 9 10 11 12 13 14/ 
MO NY=12 NE=4 LY= FI PS=SY,FR 
FI PS 1 1 PS 2 2 PS 3 3 PS 4 4 PS 2 1 PS 3 1 PS 4 1 PS 3 2 PS 4 2 
VA 1 PS 1 1 PS 2 2 PS 3 3 PS 4 4 
VA 0 PS 2 1 PS 3 1 PS 4 1 PS 3 2 PS 4 2 
FI LY 1 1 LY 2 1 LY 3 1 LY 4 2 LY 5 2 LY 6 2 
VA 0 LY 1 1 LY 2 1 LY 3 1 LY 4 2 LY 5 2 LY 6 2 
FR LY 7 3 LY 8 3 LY 9 3 LY 10 4 LY 11 4 LY 12 4 
FI TE 1 1 TE 2 2 TE 3 3 TE 4 4 TE 5 5 TE 6 6 
VA .001 TE 1 1 TE 2 2 TE 3 3 TE 4 4 TE 5 5 TE 6 6 
LE 




Appendix 3 LISREL Data Set Up 
Manager Subor Self Self Self Self Self Self Sub Sub Sub Sub Sub Sub 
dinate JDCl JDC2 -DC3 - P O l - P 0 2 - P 0 3 - D C l -DC2 JDC3 _ P 0 1 _ P 0 2 _ P 0 3 
i 3 3 3 4 3 3 3 4 4 2 5 3 
1 2 3 3 3 4 3 3 3 3 3 3 2 2 
2 1 4 4 5 5 5 5 4 5 5 5 5 5 
2 2 4 4 5 5 5 5 4 5 4 5 5 5 
3 1 3 3 4 4 4 4 4 4 5 4 4 5 
3 2 3 3 4 4 4 4 4 3 4 3 4 4 
3 3 3 3 4 4 4 4 5 5 4 5 5 5 
3 4 3 3 4 4 4 4 3 4 6 6 5 5 
4 1 2 3 3 5 5 4 3 2 3 2 3 3 
4 2 2 3 3 5 5 4 4 3 3 3 2 2 
7 1 4 4 4 4 4 4 3 3 3 3 3 3 
7 2 4 4 4 4 4 4 5 4 4 5 5 5 
8 1 3 3 4 4 5 4 3 4 3 4 5 4 
10 1 3 4 3 4 4 4 5 6 6 4 4 5 
11 1 5 5 5 5 4 5 4 4 5 4 4 5 
11 2 5 5 5 5 4 5 2 2 2 4 4 4 
11 3 5 5 5 5 4 5 3 3 3 5 6 4 
13 1 2 2 2 1 1 1 3 3 4 4 4 5 
13 2 2 2 2 1 1 1 4 4 4 5 6 5 
13 3 2 2 2 1 1 1 3 5 3 4 4 4 
13 4 2 2 2 1 1 1 3 4 4 3 4 4 
14 1 1 2 1 3 4 3 3 2 3 3 4 2 
• • . 
• • . 
• • . 
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Appendix 4 M x Sample Program 
# N G r o u p s 1 
Title - Two-level model V g i = f ( V g + ) 
Data N I = 2 7 N 0 = 2 5 0 
Begin Matrices; ！Define matrices 
L F U L L 6 2 fix ！Ab 
N F U L L 6 2 fix ！Ag 
D Stand 2 2 free ！少b 
F Diag 6 6 free ！屯b 
P Diag 6 6 free 
M Full 3 1 free ！A+ 
O Iden 1 1 ！ 
G Diag 3 3 free 
T Full 2 1 free \T 
E Diag 2 2 free ！fig 
End Matrices; 
Free L 2 1 L 3 1 L 5 2 L 6 2 ！Free parameters 
Free N 2 1 N 3 1 N 5 2 N 6 2 
Value 0 . 8 L 1 1 L 4 2 N 1 1 N 4 2 ！Assign starting values 
Start 0 . 5 L 2 1 L 3 1 L 5 2 L 6 2 
Start 0.5 M 1 1 M 2 1 M 3 1 
Start 0.5 N 2 1 N 3 1 N 5 2 N 6 2 
Start 1 F 1 1 to F 6 6 
Start 1 G 1 1 to G 3 3 
Start 1 P 1 1 to P 6 6 
Start 0 D 2 1 
Start 0.5 T 1 1 
Start 0.6 T 2 1 
Begin Algebra; '.Construct covariance 
Q = M * 0 * M ' + G ; \Cov{Vg+) 
R= M*0*T'*N'; \Cov{Vg+,Xgi) 
S = L * D * L ' + F + N * T * 0 * T ' * N ' + N * E * N ' + P ; \Cov{Xgi) 









Figure 1: The Augmented Two-level Model 
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Figure 2: Results of the Performance Appraisal Example 
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Figure 3: Two-level Model with a Cross-level Structure 
Group level Augmented individual 
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等 
Figure 4: QQ-plot for P1-P6 
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Figure 5: QQ-plot for M1-M6 
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Table 1: Simulation Conditions Associated with Each Pattern 
Pattern G N Ng No. of Groups with Size Ng 
4 ^ 
PI 180 1080 6 60 
8 ^ 
4 
P2 360 2160 6 120 
8 ^ 
4 m 
P3 600 3600 6 200 
8 ^ 
2 
P4 360 1080 3 120 
4 m 
2 240 
P5 720 2160 3 240 
4 " m 
2 400 
P6 1200 3600 3 400 
4 400 
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Table 2: Simulation Results: Accuracy of Parameter Estimates 
PI P2 P3 P4 P5 P6 
G = 1 8 0 G = 360 G = 6 0 0 G = 3 6 0 G = 7 2 0 G = 1 2 0 0 
N = 1 0 8 0 N = 2160 N = 3 6 0 0 N=1080 N=2160 N = 3 6 0 0 
Parameter Ng=(4，6，8) Ng=(4,6,8) Ng=:(4，6’8) Ng=(2，3’4) Ng=(2’3，4) Ng=(2,3 ,4) 
"ITean RMS Mean RMS Mean RMS "Ivlean RMS Mean RMS Mean RMS 
A c ( l , 1) = 0.8 O o O e 0 8 0 ^ ^ 0.04 
Ab(2 , 1) = 0.8 0.81 0.08 0.81 0.06 0.80 0.05 0.80 0.06 0.80 0.04 0.80 0.03 
AB(3, 1) = 0.8 0.81 0.09 0.80 0.06 0.80 0.05 0.81 0.06 0.80 0.04 0.80 0.04 
Ai j (4 ,2) = 0.8 0.79 0.08 0.80 0.06 0.79 0.04 0.80 0.06 0.79 0.04 0.79 0.04 
Af l (5 ,2 ) = 0.8 0.79 0.07 0.80 0.06 0.80 0.04 0.79 0.07 0.79 0.05 0.79 0.04 
Ai j (6 ,2 ) = 0.8 0.80 0.07 0.81 0.05 0.80 0.05 0.80 0.06 0.80 0.05 0.80 0.03 
Ab(7,3) = 0.7 0.69 0.08 0.70 0.05 0.69 0.04 0.70 0.05 0.70 0.04 0.70 0.03 
A s i 8 , 3 i = 0.7 0.70 0.08 0.69 0.05 0.70 0.04 0.69 0.05 0.70 0.04 0.70 0.03 
A s (9 ,3) = 0.7 0.71 0.07 0.71 0.05 0.70 0.04 0.71 0.05 0.70 0.03 0.70 0.03 
4>b(2, 1) = 0.3 0.30 0.09 0.30 0.06 0.30 0.06 0.30 0.08 0.29 0.06 0.30 0.05 
<1)^(3,1) = 0.5 0.51 0.08 0.51 0.05 0.50 0.04 0.51 0.06 0.50 0.04 0.50 0.04 
^>b(3,2) = 0.6 0.61 0.07 0.60 0.05 0.60 0.05 0.61 0.06 0.60 0.05 0.60 0.03 
1) = 0.36 0.36 0.06 0.36 0.04 0.36 0.04 0.35 0.05 0.36 0.04 0.36 0.03 
^ 'B(2 ,2) = 0.36 0.35 0.07 0.36 0.05 0.36 0.04 0.36 0.06 0.36 0.04 0.36 0.03 
= 0.36 0.35 0.07 0.36 0.04 0.36 0.03 0.35 0.05 0.36 0.04 0.36 0.03 
= 0.36 0.35 0.07 0.35 0.05 0.36 0.03 0.35 0.05 0.36 0.04 0.36 0.03 
4 'b (5 ,5 ) = 0.36 0.35 0.06 0.36 0.05 0.35 0.04 0.35 0.05 0.35 0.04 0.36 0.03 
\I/b(6,6) = 0.36 0.35 0.07 0.35 0.05 0.36 0.04 0.36 0.06 0.35 0.05 0.35 0.03 
7) = 0.51 0.51 0.08 0.51 0.06 0.51 0.04 0.51 0.05 0.51 0.04 0.51 0.03 
中 s i s , si = 0.51 0.51 0.07 0.51 0.05 0.51 0.04 0.51 0.05 0.51 0.03 0.51 0.03 
vl>g(9,9) = 0.51 0.49 0.07 0.50 0.05 0.50 0.04 0.50 0.05 0.51 0.03 0.51 0.03 
M A R B 0.014 0.009 0.005 0.009 0.008 0.005 
Am'(1’1) = 0.8 ^ ^ ^ ^ O 2 ^ ^ 
Avv(2,1) = 0.8 0.80 0.03 0.80 0.02 0.80 0.02 0.80 0.04 0.80 0.03 0.80 0.02 
A i y ( 3 , l ) = 0.8 0.80 0.03 0.80 0.02 0.80 0.02 0.80 0.03 0.80 0.02 0.80 0.02 
A w (4 ,2) = 0.8 0.80 0.03 0.80 0.02 0.80 0.02 0.80 0.04 0.80 0.03 0.80 0.02 
AIV (5 ,2) = 0.8 0.81 0.03 0.80 0.02 0.80 0.02 0.81 0.03 0.80 0.02 0.80 0.02 
A u ' ( 6 , 2 ) = 0.8 0.80 0.03 0.80 0.02 0.80 0.02 0.80 0.03 0.80 0.02 0.80 0.02 
4>n/(2,1) = 0.5 0.51 0.03 0.50 0.02 0.50 0.02 0.51 0.03 0.51 0.03 0.50 0.02 
1) = 0.36 0.36 0.02 0.36 0.02 0.36 0.01 0.36 0.03 0.36 0.02 0.36 0.01 
^ w ( 2 , 2 ) = 0.36 0.36 0.02 0.36 0.02 0.36 0.01 0.36 0.03 0.36 0.02 0.36 0.01 
^vv(3 ,3 ) = 0.36 0.35 0.02 0.36 0.02 0.36 0.01 0.35 0.03 0.36 0.02 0.36 0.02 
= 0.36 0.36 0.03 0.36 0.02 0.36 0.02 0.36 0.03 0.36 0.02 0.36 0.02 
= 0.36 0.35 0.03 0.36 0.02 0.36 0.02 0.35 0.03 0.35 0.02 0.36 0.02 
^I>w(6,6) = 0.36 0.36 0.03 0.36 0.02 0.36 0.01 0.36 0.03 0.36 0.02 0.36 0.02 
M A R B 0.007 0.004 0.003 “ 0.007 0.005 0.003 — 
- M A R B ( a l l ) 0.011 0.007 0.004 0.008 0.007 0.005 — 
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Table 3: Simulation Results: Precision of Standard Error Estimates 
PI P2 P3 P4 P5 P6 
G = 1 8 0 G = 3 6 0 G = 6 0 0 G = 3 6 0 G = 7 2 0 G = 1 2 0 0 
N = 1 0 8 0 N = 2 1 6 0 N = 3 6 0 0 N = 1 0 8 0 N = 2 1 6 0 N = 3 6 0 0 
Parameter N g = ( 4 , 6 , 8 ) Ng=(4，6，8) Ng 二 (4’6’8) Ng=(2 ,3 ,4) Ng=(2 ,3 ,4) Ng=(2 ,3 ’4) 
A B ( I ’ I ) n ? E o ? iTis ^ L M 
A c ( 2 , 1 ) 1.01 1.08 1.07 0.98 0.95 0.98 
A b ( 3 , 1) 1.21 1.07 1.10 0.99 0.96 1.04 
A b ( 4 , 2 ) 1.07 1.02 0.97 1.00 0.94 1.00 
A c ( 5 , 2 ) 0.96 1.06 0.99 1.07 1.07 1.02 
A c ( 6 , 2 ) 0.92 0.90 1.10 1.00 1.10 0.99 
A b ( 7 , 3 ) 1.01 0.87 0.89 0.89 1.11 0.94 
A b ( 8 , 3 ) 1.02 0.94 0.95 0.96 0.99 0.94 
A b ( 9 , 3 ) 0.96 0.92 0.90 0.88 0.90 0.95 
中b(2，1) 1.01 0.97 1.21 1.06 1.01 1.08 
<i>B(3,1) 0.99 0.87 0.97 0.97 0.89 0.98 
$ c ( 3 , 2 ) 0.96 1.00 1.08 1.05 1.11 0.95 
1) 0.96 0.93 0.94 0.88 1.06 1.02 
^ B ( 2 , 2 ) 1.05 0.99 1.07 1.00 1.07 0.95 
0.99 0.91 0.92 0.91 0.98 0.95 
^ b ( 4 , 4 ) 1.00 0.95 0.88 0.87 0.91 1.01 
0.97 1.06 1.07 0.98 0.95 0.95 
1.06 1.08 0.99 1.03 1.15 1.06 
l / f l i l , 7) 1.03 1.02 0.93 1.00 0.95 0.85 
^ c ( 8 , 8 ) 0.98 0.86 0.99 0.86 0.87 0.97 
^ b ( 9 , 9 ) ^ 1.05 
M A R B _ 0.044 0.073 0.073 0.061 0.075 0.044 
~ A w ( l , 1) l T o l T o l o g m r 0 9 L04 
Avvi2, l i 1.07 1.09 1.03 1.08 1.16 1.02 
A w (3 ,1) 0.97 0.98 0.99 0.98 1.06 1.02 
Avvi4，2i 1.07 1.11 1.07 1.06 1.15 0.99 
A w (5 ,2 ) 0.85 0.94 1.02 0.83 0.93 1.01 
A u ' ( 6 , 2 ) 0.87 1.00 1.00 0.94 1.03 0.99 
1) 0.98 1.05 1.11 0.96 1.04 1.11 
中 wil，l) 0.93 1.05 0.92 0.92 1.08 0.94 
0.93 1.01 0.99 0.95 0.98 0.94 
0.93 1.00 1.04 0.93 0.99 0.97 
少 w(4，4i 1.06 1.08 1.07 1.04 1.05 1.03 
>I'VK(5,5) 0.97 1.03 1.06 0.97 1.03 1.08 
� ( 6 ’ 6 ; ^ 0.99 
M A R B 0.071 0.047 0.044 0.069 0.065 0.037 
M A R B (all) 0.054 0.063 0.062 0.064 0.071 0.041 
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Table 4: Simulation Results: The Goodness-of-fit(GOF) Statistics 
PI P2 P3 P4 P5 P6 
G = 1 8 0 G = 3 6 0 G = 6 0 0 G = 3 6 0 G = 7 2 0 G = 1 2 0 0 ~ 
N = 1 0 8 0 N = 2 1 6 0 N = 3 6 0 0 N = 1 0 8 0 N = 2 1 6 0 N = 3 6 0 0 
Ng=(4,6,8) Ng=(4,6,8) Ng=(4,6,8) Ng=(2,3,4) Ng=(2,3,4) Ng=(2’3，4) 
Mean 32.37 32.52 33.16 32.88 32.46 
SD 8.36 8.76 7.96 8.19 7.99 8.43 
KS test p-value 0.85 0.42 0.25 0.43 0.87 0.17 
KS Statistic 0.1 0.09 0.11 
Observed Frequency 
< 0.05 6 7 7 T 7 5 10 
p-value of < 0.1 7 16 13 14 14 13 
the G O F < 0.2 20 27 23 26 20 22 
statistics < 0.5 51 53 58 50 50 56 
< 0.8 86 86 83 84 84 
Table 5: Analysis of the Performance Appraisal Example 
Augmented Model Aggregated Model 
Parameter Estimate SE Estimate SE 
(Between-Group) 
Factor Loading 
Self .DC — > Self -DCl 0.66 0.05 0.67 0.05 
Self-DC - > Self .DC2 0.75 0.06 0.75 0.06 
Self-DC - > Self .DC3 0.70 0.05 0.71 0.05 
SelLPO - > SelLPOl 0.79 0.06 0.79 0.06 
SelLPO - > Sel f .P02 0.71 0.06 0.71 0.06 
SelLPO - > Se l f .P03 0.74 0.05 0.74 0.05 
Sub.DC - > Sub_DCl 0.43 0.07 0.8 0.05 
Sub.DC - > Sub_DC2 0.55 0.07 0.91 0.05 
Sub.DC - > Sub.DC3 0.65 0.06 0.81 0.05 
Sub.PO - > S u b . P 0 1 0.47 0.06 0.80 0.05 
Sub.PO - > S u b . P 0 2 0.54 0.06 0.76 0.05 
Sub-PO - > S u b - P 0 3 ^ 0.06 0.81 0.05 
Factor Correlation 
(Self-PO, SelLDC) 0.77 0.04 0.77 0.04 
(SubJDC, Self-DC) 0.17 0.09 0.13 0.08 
(Sub.DC, SelLPO) 0.06 0.09 0.05 0.08 
(Sub_PO, SelLDC) 0.24 0.1 0.17 0.08 
(Sub_PO, SelLPO) 0.15 0.1 0.09 0.08 
(Sub-PO, SubJDC) ^ 0.04 0.92 0.02 
Error Variance 
Self -DCl 0.07 0.03 0.21 0.03 
Self.DC2 0.09 0.04 0.30 0.04 
Self .DC3 0.07 0.03 0.22 0.03 
SelLPOl 0.09 0.04 0.28 0.04 
Self_P02 0.08 0.04 0.32 0.04 
Sel f .P03 0.07 0.03 0.18 0.03 
Sub_DCl 0.17 0.02 0.21 0.03 
Sub.DC2 0.12 0.01 0.12 0.02 
Sub.DC3 0.29 0.02 0.16 0.02 
Sub .POl 0.07 0.02 0.18 0.02 
Sub_P02 0.03 0.02 0.16 0.02 
S u b - P 0 3 0.02 0.11 0.02 
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Table 6: Simulation Results: Mplus vs. LISREL-Parameter Estimates(l) 
I PI I P2 I P3 
G = 1 8 0 iV=1080 G = 3 6 0 A^=2160 G = 6 0 0 7V=3600 
iVg = (4 ’ 6 , 8 ) Ng = (4 ,6 ,8 ) iVg = (4 ,6 ,8 ) 
Mplus LISREL Mplus LISREL — Mplus LISREL 
T R U E " M e a n RMS Mean RMS Mean RMS Mean RMS~ Mean RMS Mean RMS 
A b ( 1 ’ 1 ) ^ ^ 0 9 ^ ^ O e ^ ^ ^ ^ 0.05 
Ab(2 , 1) 0.80 0.81 0.08 0.81 0.08 0.81 0.06 0.81 0.06 0.80 0.05 0.80 0.05 
Ab(3 , 1) 0.80 0.81 0.10 0.81 0.09 0.80 0.06 0.80 0.06 0.80 0.05 0.80 0.05 
A b ( 4 , 2 ) 0.80 0.79 0.08 0.79 0.08 0.80 0.06 0.80 0.06 0.80 0.04 0.79 0.04 
A b ( 5 , 2 ) 0.80 0.80 0.08 0.79 0.07 0.80 0.06 0.80 0.06 0.79 0.04 0.80 0.04 
A b ( 6 , 2 ) 0.80 0.80 0.07 0.80 0.07 0.81 0.05 0.81 0.05 0.80 0.05 0.80 0.05 
A b ( 7 , 3 ) 0.70 0.70 0.08 0.69 0.08 0.70 0.05 0.70 0.05 0.70 0.04 0.69 0.04 
Aj3(8,3) 0.70 0.70 0.08 0.70 0.08 0.69 0.05 0.69 0.05 0.70 0.04 0.70 0.04 
A b ( 9 , 3 ) 0.70 0.71 0.07 0.71 0.07 0.71 0.05 0.71 0.05 0.70 0.04 0.70 0.04 
1) 0.30 0.30 0.10 0.30 0.09 0.30 0.07 0.30 0.06 0.30 0.06 0.30 0.06 
1) 0.50 0.51 0.09 0.51 0.08 0.51 0.06 0.51 0.05 0.50 0.05 0.50 0.04 
0>^(3,2) 0.60 0.61 0.07 0.61 0.07 0.60 0.06 0.60 0.05 0.60 0.05 0.60 0.05 
0.36 0.36 0.06 0.36 0.06 0.36 0.04 0.36 0.04 0.36 0.04 0.36 0.04 
^ B { 2 , 2 ) 0.36 0.35 0.07 0.35 0.07 0.36 0.05 0.36 0.05 0.36 0.04 0.36 0.04 
»1/^(3,3) 0.36 0.35 0.07 0.35 0.07 0.36 0.04 0.36 0.04 0.36 0.03 0.36 0.03 
VI/b(4,4) 0.36 0.35 0.07 0.35 0.07 0.35 0.05 0.35 0.05 0.36 0.03 0.36 0.03 
»I/b(5,5) 0.36 0.35 0.06 0.35 0.06 0.36 0.05 0.36 0.05 0.35 0.04 0.35 0.04 
0.36 0.36 0.07 0.35 0.07 0.35 0.05 0.35 0.05 0.36 0.04 0.36 0.04 
vI»b(7,7) 0.51 0.52 0.08 0.51 0.08 0.51 0.06 0.51 0.06 0.51 0.04 0.51 0.04 
^ ^ ( 8 , 8 ) 0.51 0.51 0.08 0.51 0.07 0.52 0.05 0.51 0.05 0.51 0.04 0.51 0.04 
0.51 0.49 0.08 0.49 0.07 0.50 0.05 0.50 0.05 0.50 0.04 0.50 0.04 
M A R B 0.0122 0.0138 0.0090 0.0092 0.0049 0.0053 
Aw(l， l ) ^ 0 3 ^ ^ ^ ^ ^ ^ 0.02 
Aw'(2, 1) 0.80 0.80 0.03 0.80 0.03 0.80 0.02 0.80 0.02 0.80 0.02 0.80 0.02 
Aw(3，li 0.80 0.80 0.03 0.80 0.03 0.80 0.02 0.80 0.02 0.80 0.02 0.80 0.02 
A w (4 ,2) 0.80 0.80 0.03 0.80 0.03 0.80 0.02 0.80 0.02 0.80 0.02 0.80 0.02 
A w (5 :2) 0.80 0.81 0.03 0.81 0.03 0.80 0.02 0.80 0.02 0.80 0.02 0.80 0.02 
A w ( 6 ’ 2 ) 0.80 0.80 0.03 0.80 0.03 0.80 0.02 0.80 0.02 0.80 0.02 0.80 0.02 
$ ^ ( 2 , 1 ) 0.50 0.51 0.03 0.51 0.03 0.50 0.02 0.50 0.02 0.50 0.02 0.50 0.02 
少 v v ( l , l ) 0.36 0.36 0.02 0.36 0.02 0.36 0.02 0.36 0.02 0.36 0.01 0.36 0.01 
4»w(2 ’2) 0.36 0.36 0.02 0.36 0.02 0.36 0.02 0.36 0.02 0.36 0.01 0.36 0.01 
中 w(3,3) 0.36 0.35 0.02 0.35 0.02 0.36 0.02 0.36 0.02 0.36 0.01 0.36 0.01 
XI, 4) 0.36 0.36 0.03 0.36 0.03 0.36 0.02 0.36 0.02 0.36 0.02 0.36 0.02 
少 w(5:5) 0.36 0.35 0.03 0.35 0.03 0.36 0.02 0.36 0.02 0.36 0.02 0.36 0.02 
中 tv(6，6) 0.36 0.36 0.03 0.36 0.03 0.36 0.02 0.36 0.02 0.36 0.01 0.36 0.01 
M A R B 0.0074 0.0075 0.0044 0.0045 0.0032 0.0032 
一 M A R B (all) 0.0104 0.0114 0.0073 0.0074 0.0043 0.0045 
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Table 7: Simulation Results: Mplus vs. LISREL-Parameter Estimates(2) 
一 I P4 I P5 I P6 
G = 3 6 0 iV=1080 G = 7 2 0 iV=2160 G = 1 2 0 0 iV=3600 
= ( 2 , 3 . 4 ) iVg = ( 2 , 3 , 4 ) = (2 ,3 ,4 ) 
Mplus LISREL Mplus LISREL Mplus LISREL 
T R U E " M e a n R M S Mean R M S Mean RMS Mean R M S ~ Mean RMS Mean RMS 
A b ( I , 1) ^ o T ^ O o O s ^ O i O i O o O T " 
A / j ( 2 , 1 ) 0.80 0.81 0.06 0.80 0.06 0.80 0.04 0.80 0.04 0.80 0.03 0.80 0.03 
Ab(3 , 1) 0.80 0.81 0.06 0.81 0.06 0.80 0.04 0.80 0.04 0.80 0.04 0.80 0.04 
A b ( 4 , 2 ) 0.80 0.80 0.06 0.80 0.06 0.79 0.04 0.79 0.04 0.79 0.04 0.79 0.04 
A b ( 5 , 2 ) 0.80 0.80 0.07 0.79 0.07 0.79 0.05 0.79 0.05 0.79 0.04 0.79 0.04 
A b ( 6 , 2 ) 0.80 0.80 0.06 0.80 0.06 0.80 0.05 0.80 0.05 0.80 0.03 0.80 0.03 
A b ( 7 , 3 ) 0.70 0.70 0.05 0.70 0.05 0.70 0.04 0.70 0.04 0.70 0.03 0.70 0.03 
A b ( 8 , 3 ) 0.70 0.69 0.05 0.69 0.05 0.70 0.04 0.70 0.04 0.70 0.03 0.70 0.03 
A b ( 9 , 3 ) 0.70 0.71 0.05 0.71 0.05 0.70 0.03 0.70 0.03 0.70 0.03 0.70 0.03 
1) 0.30 0.30 0.08 0.30 0.08 0.29 0.06 0.29 0.06 0.30 0.05 0.30 0.05 
4>ij(3,1) 0.50 0.51 0.07 0.51 0.06 0.50 0.04 0.50 0.04 0.50 0.04 0.50 0.04 
«>xj(3,2) 0.60 0.61 0.06 0.61 0.06 0.60 0.05 0.60 0.05 0.60 0.03 0.60 0.03 
1) 0.36 0.35 0.05 0.35 0.05 0.36 0.04 0.36 0.04 0.36 0.03 0.36 0.03 
^ b ( 2 , 2 ) 0.36 0.36 0.06 0.36 0.06 0.36 0.04 0.36 0.04 0.36 0.03 0.36 0.03 
« ' b ( 3 , 3 ) 0.36 0.35 0.05 0.35 0.05 0.36 0.04 0.36 0.04 0.36 0.03 0.36 0.03 
^ B ( 4 , 4 ) 0.36 0.35 0.05 0.35 0.05 0.37 0.04 0.36 0.04 0.36 0.03 0.36 0.03 
^ / / j ( 5 , 5 ) 0.36 0.36 0.05 0.35 0.05 0.35 0.04 0.35 0.04 0.36 0.03 0.36 0.03 
^ b ( 6 , 6 ) 0.36 0.36 0.06 0.36 0.06 0.35 0.05 0.35 0.05 0.35 0.03 0.35 0.03 
ypB(7,7) 0.51 0.51 0.05 0.51 0.05 0.51 0.04 0.51 0.04 0.51 0.03 0.51 0.03 
VI'b(8,8) 0.51 0.51 0.05 0.51 0.05 0.51 0.03 0.51 0.03 0.51 0.03 0.51 0.03 
0.51 0.50 0.05 0.50 0.05 0.51 0.03 0.51 0.03 0.51 0.03 0.51 0.03 
M A R B 0.0096 0.0094 0.0090 0.0085 0.0050 0.0054 
A w ( l , 1) ^ O i O i 0 8 0 ^ ^ 0 ^ 2 O o O O F " 
A u / ( 2 , 1 ) 0.80 0.80 0.04 0.80 0.04 0.80 0.03 0.80 0.03 0.80 0.02 0.80 0.02 
A u / ( 3 , 1 ) 0.80 0.80 0.03 0.80 0.03 0.80 0.03 0.80 0.02 0.80 0.02 0.80 0.02 
AIV (4 ,2 ) 0.80 0.80 0.04 0.80 0.04 0.80 0.03 0.80 0.03 0.80 0.02 0.80 0.02 
A u / ( 5 , 2 ) 0.80 0.81 0.03 0.81 0.03 0.80 0.02 0.80 0.02 0.80 0.02 0.80 0.02 
A u / ( 6 , 2 ) 0.80 0.80 0.03 0.80 0.03 0.80 0.02 0.80 0.02 0.80 0.02 0.80 0.02 
1) 0.50 0.51 0.03 0.51 0.03 0.51 0.03 0.51 0.03 0.50 0.02 0.50 0.02 
vI/wO, 1) 0.36 0.36 0.03 0.36 0.03 0.36 0.02 0.36 0.02 0.36 0.02 0.36 0.01 
vl'vv(2,2) 0.36 0.36 0.03 0.36 0.03 0.36 0.02 0.36 0.02 0.36 0.01 0.36 0.01 
»I'v\/(3,3) 0.36 0.35 0.03 0.35 0.03 0.36 0.02 0.36 0.02 0.36 0.02 0.36 0.02 
^ w ( 4 , 4 ) 0.36 0.36 0.03 0.36 0.03 0.36 0.02 0.36 0.02 0.36 0.02 0.36 0.02 
^ 'H ' i s . s ) 0.36 0.35 0.03 0.35 0.03 0.35 0.02 0.35 0.02 0.36 0.02 0.36 0.02 
^ w ( 6 . 6 ) 0.36 0.36 0.03 0.36 0.03 0.36 0.02 0.36 0.02 0.36 0.02 0.36 0.02 
M A R B 0.0068 0.0066 0.0054 0.0054 — 0.0030 0.0031 — 
MARB(al l ) 0.0085 0.0083 0.0076 0.0073 0.0043 0.0045 
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Table 8: Simulation Results: Mplus vs. LISREL-SE Estimates(Ratio) 
— I PI I P2 I P3 I P4 I P5 I P6 
G = 1 8 0 G = 360 G = 6 0 0 G=360 G = 7 2 0 G=1200 
N=1080 N = 2160 N=3600 N=1080 N=2160 N=3600 
Parameter Ng=(4,6 ,8) Ng=(4,6 ,8) Ng=(4,6,8) Ng=(2’3 ’4) Ng=(2，3，4) Ng=(2’3,4) 
Mplus LISREI~Mplus LISREI, Mplus L I SRE i n ^p l u s LISREI Mplus LISR.EI l ^ p l u s LISREL 
A b ( 1 ’ 1 ) LTQ LT? L ^ L ^ L12 L15 0 7 O s L02 ^ LOO L O l ~ 
Aj3(2, 1) 1.04 1.01 1.08 1.08 1.09 1.07 0.97 0.98 0.96 0.95 0.98 0.98 
A c ( 3 , 1 ) 1.24 1.21 1.07 1.07 1.11 1.10 0.97 0.99 0.96 0.96 1.04 1.04 
Azj(4,2) 1.09 1.07 1.00 1.02 0.98 0.97 0.97 1.00 0.94 0.94 1.00 1.00 
A c ( 5 , 2 ) 1.00 0.96 1.07 1.06 1.00 0.99 1.09 1.07 1.09 1.07 1.03 1.02 
AB(6 ,2 ) 0.91 0.92 0.87 0.90 1.10 1.10 0.96 1.00 1.11 1.10 1.00 0.99 
Azj(7,3) 1.01 1.01 0.87 0.87 0.88 0.89 0.88 0.89 1.11 1.11 0.93 0.94 
A b ( 8 , 3 ) 1.03 1.02 0.93 0.94 0.96 0.95 0.95 0.96 1.01 0.99 0.94 0.94 
A b ( 9 , 3 ) 0.97 0.96 0.91 0.92 0.91 0.90 0.88 0.88 0.90 0.90 0.96 0.95 
巾 b(2，1) 1.04 1.01 1.02 0.97 1.21 1.21 1.07 1.06 1.00 1.01 1.09 1.08 
<I>c(3,1) 1.03 0.99 0.91 0.87 0.96 0.97 1.01 0.97 0.92 0.89 1.00 0.98 
«I>b(3,2) 0.94 0.96 0.99 1.00 1.07 1.08 1.03 1.05 1.11 1.11 0.93 0.95 
中 B(l,l) 1.07 0.96 1.04 0.93 0.95 0.94 1.01 0.88 0.96 1.06 0.85 1.02 
4 'B(2 ,2) 1.04 1.05 0.90 0.99 0.99 1.07 0.89 1.00 0.88 1.07 0.98 0.95 
1.01 0.99 0.94 0.91 0.97 0.92 0.92 0.91 0.89 0.98 1.08 0.95 
0.99 1.00 0.93 0.95 0.95 0.88 0.89 0.87 1.09 0.91 1.02 1.01 
>I'jrj(5,5) 1.08 0.97 1.01 1.06 1.05 1.07 1.02 0.98 1.09 0.95 0.97 0.95 
1.02 1.06 0.90 1.08 0.89 0.99 0.93 1.03 1.00 1.15 0.96 1.06 
<lfB{7,7) 1.06 1.03 1.02 1.02 0.89 0.93 0.89 1.00 0.92 0.95 1.04 0.85 
VI/B(8,8) 1.00 0.98 1.10 0.86 1.08 0.99 1.00 0.86 0.96 0.87 0.95 0.97 
1.11 0.95 1.11 0.92 0.98 0.95 1.06 0.89 1.16 0.87 1.07 1.05 
" " M A R B 0.055 0.044 0.072 0.073 0.071 O.OTT" 0.061 0.061 ~0.072 0.075 0.046 0.044 
Avv(l, 1) m l T o l T o LIO L07 L ^ LK) L l l LIO L ^ L05 L04 
A w (2 ,1) 1.07 1.07 1.10 1.09 1.03 1.03 1.08 1.08 1.16 1.16 1.02 1.02 
A i v ( 3 ’ l i 0.97 0.97 0.97 0.98 0.99 0.99 0.97 0.98 1.06 1.06 1.01 1.02 
Avv(4,2) 1.07 1.07 1.12 1.11 1.07 1.07 1.07 1.06 1.15 1.15 0.98 0.99 
A w ( 5 , 2 ) 0.86 0.85 0.94 0.94 1.02 1.02 0.85 0.83 0.94 0.93 1.01 1.01 
Am. (6 ,2 ) 0.89 0.87 1.00 1.00 1.01 1.00 0.96 0.94 1.04 1.03 0.99 0.99 
1) 0.99 0.98 1.06 1.05 1.11 1.11 0.95 0.96 1.04 1.04 1.12 1.11 
少 M/(l，l) 0.93 0.93 1.05 1.05 0.92 0.92 0.90 0.92 1.08 1.08 0.95 0.94 
^ i v ( 2 , 2 ) 0.93 0.93 1.00 1.01 1.00 0.99 0.96 0.95 0.98 0.98 0.94 0.94 
vl/w(3,3) 0.94 0.93 1.01 1.00 1.05 1.04 0.95 0.93 1.01 0.99 0.98 0.97 
<i>wU,4) 1.07 1.06 1.09 1.08 1.08 1.07 1.04 1.04 1.04 1.05 1.03 1.03 
vl»w(5,5) 0.98 0.97 1.04 1.03 1.06 1.06 0.97 0.97 1.04 1.03 1.08 1.08 
1.01 1.01 1.06 1.05 1.03 1.03 0.96 0.96 1.14 1.14 1.00 0.99 
M A R B 0.066 0.071 0.052 0.047 ~ 0.046 0 .044~ 0.066 0.069 0.066 0 .065~ 0.036 0.037 
~MARB(all)| 0.059 0.054 0.064 0.063 0.062 0.062 0.063 0.064 0.070 0.071 0.042 0.041 
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Table 9: Simulation Results: Mplus vs. LISREL-GOF Statistics 
— PI I P2 I P3 I P4 I P5 I P6 
G = 1 8 0 G = 360 G = 6 0 0 G = 3 6 0 G = 7 2 0 G=1200 
N=1080 N = 2160 N=3600 N=1080 N=2160 N=3600 
Ng=(4.6,8) Ng=(4 ’6 ’8) Ng=(4，6’8) Ng=(2’3 ’4) Ng=(2,3,4) Ng=:(2,3,4) 
Mplus LISREI Mplus L ISREI Mplus LISREL Mplus LISREL Mplus LISREL Mplus LISREL 
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ 
Mean 32.89 32.37 32.77 32.52 33.22 33.16 32.98 32.88 32.38 32.46 33.11 33.32 
SD 8.33 8.36 8.51 8.76 7.72 7.96 8.11 8.19 8.14 7.99 8.34 8.43 
KS.test p-value 0.19 0.85 0.26 0.42 0.33 0.25 0.52 0.43 0.97 0.87 0.12 0.17 
KS statistic 0.11 0.06 0.10 0.09 0.10 0.10 0.08 0.09 0.05 0.06 0.12 0.11 
Observed Frequencies 
< 0 . 0 5 6 6 p 7 p 7 [~6 7 |~5 5 |~8 lo 
p-value < 0.1 9 7 15 16 13 13 13 14 12 14 12 13 
of G O F < 0.2 20 20 28 27 24 23 26 26 22 20 23 22 
statistics < 0.5 60 51 55 53 55 58 50 50 49 50 55 56 
< 0.8 82 86 I 77 78 丨 86 86 丨 82 83 80 84 86 84 
Table 10: Mx Illustrative Example Results 
~ T R U E Est. S.E. TRUE Est. S.E. 
A 5 ( l , l ) A w ( l , l ) ^ 
1) 0.80 0.81 0.04 Am"2，ij 0.80 0.78 0.02 
A j ( 3 , 1 ) 0.80 0.76 0.03 Avk(3, 1) 0.80 0.79 0.02 
A b ( 4 , 2 ) 0.80 Aw{4,2) 0.80 
A b ( 5 , 2 ) 0.80 0.78 0.06 A,y(5 ,2) 0.80 0.80 0.02 
A I J ( 6 , 2 ) 0 . 8 0 0 . 8 0 0 . 0 7 A W ( 6 , 2 ) 0 . 8 0 0 . 8 0 0 . 0 2 
AB(7,3) 0.80 0.36 0.32 0.02 
A b ( 8 , 3 ) 0.80 0.82 0.07 0.36 0.36 0.02 
Aj3(9,3) 0.80 0.83 0.07 0.36 0.34 0.02 
1) 0 . 3 0 0 . 3 4 0 . 0 6 ^ ' I V ( 4 , 4 ) 0 . 3 6 0 . 3 7 0 . 0 2 
1) 0.30 0.41 0.14 0.36 0.37 0.02 
4 > I J ( 3 , 2 ) 0 . 3 0 0 . 3 4 0 . 0 7 ^ V V ( 6 , 6 ) 0 . 3 6 0 . 3 4 0 . 0 2 
少 jil ’l) 0.36 0.38 0.03 丑 (1 ,2) 0.60 0.57 0.03 
0.36 0.34 0.03 r(l’ 1) 0.80 0.82 0.07 
^' + (3 ,3) 0.36 0.33 0.03 r ( 2 , 1 ) 0.80 0.77 0.19 
1) 0.36 0.41 0.05 1) 0.36 0.38 0.03 
vl'c(2,2) 0.36 0.39 0.05 n{2,2) 0.36 0.37 0.04 
中 J3(3，3) 0 . 3 6 0 . 4 2 0 . 0 5 
4 'b(4 ,4 ) 0.36 0.39 0.05 
vI'b(5,5) 0.36 0.38 0.05 
0.36 0.37 0.05 
Table 11: Mx Simulation Patterns 
NGroup Ng Total 
n ^ n ^ 4 1000 
M2 500 4 2000 
M3 750 4 3000 
M4 1000 4 4000 
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Table 12: Mx Simulation Results: Accuracy of Parameter Estimates 
I M l I M2 I M 3 I M4 
T R U l T M e a n R M S Ratio " I f e a n RMS Ratio Mean R M S Ratio Mean RMS Ratio 
A + ( i , i ) o ? r o ^ ~ ~ ^ r o 2 ^ r ^ ^ O i L O I o m 
A%{2, 1) 0.70 0.70 0.06 0.98 0.70 0.04 0.99 0.69 0.04 1.16 0.71 0.03 0.88 
A j ( 3 , 1 ) 0.70 0.70 0.06 0.97 0.70 0.05 1.03 0.70 0.03 0.87 0.70 0.03 0.96 
Azj(l , 1) 0.80 
A c ( 2 , 1 ) 0.80 0.81 0.07 1.04 0.80 0.05 1.06 0.80 0.04 1.03 0.80 0.03 0.98 
Ab(3 , 1) 0.80 0.79 0.08 1.09 0.80 0.05 0.91 0.79 0.04 0.98 0.80 0.03 0.99 
A b ( 4 , 2 ) 0.80 
A b ( 5 , 2 ) 0.80 0.80 0.08 1.09 0.80 0.05 0.94 0.79 0.04 0.95 0.80 0.03 0.90 
Az3(6,2) 0.80 0.79 0.07 0.95 0.79 0.05 1.09 0.80 0.04 0.99 0.80 0.03 0.99 
<I>b(2, 1) 0.30 0.29 0.10 1.11 0.30 0.06 0.97 0.31 0.05 0.92 0.31 0.04 1.03 
1) 0.51 0.50 0.06 0.89 0.50 0.04 1.00 0.50 0.04 1.04 0.51 0.03 1.03 
0.51 0.50 0.07 1.06 0.52 0.05 0.99 0.51 0.04 1.08 0.50 0.03 0.98 
^ ^ ( 3 , 3 ) 0.51 0.51 0.06 1.03 0.51 0.04 0.97 0.50 0.03 0.94 0.51 0.03 1.09 
0.36 0.36 0.06 0.99 0.36 0.04 0.92 0.36 0.03 0.91 0.36 0.03 1.01 
0.36 0.34 0.06 0.96 0.36 0.05 1.16 0.36 0.03 0.94 0.35 0.03 0.88 
0.36 0.36 0.07 1.11 0.36 0.04 1.00 0.36 0.03 0.97 0.36 0.03 0.94 
^ j 3 ( 4 , 4 ) 0.36 0.35 0.07 1.11 0.35 0.04 0.89 0.35 0.03 0.89 0.36 0.03 1.03 
0.36 0.35 0.07 1.14 0.36 0.04 0.90 0.37 0.04 1.05 0.36 0.03 1.04 
^ b ( 6 , 6 ) 0.36 0.36 0.06 0.94 0.36 0.04 0.95 0.36 0.04 1.03 0.36 0.03 0.96 
Mean 0.07 1.03 “ 0.05 0.99 — 0.04 0.99 一 0.03 0.98 
Aw{l, 1 ) O O 
Ah'(2 , 1) 0.80 0.81 0.06 1.06 0.81 0.04 0.92 0.80 0.03 1.01 0.80 0.03 1.05 
A w (3 ,1 ) 0.80 0.81 0.07 1.09 0.81 0.04 0.84 0.80 0.03 0.96 0.80 0.03 1.02 
A u ' ( 4 , 2 ) 0.80 
Avk(5,2) 0.80 0.80 0.05 0.88 0.80 0.04 1.03 0.80 0.03 0.99 0.80 0.03 1.05 
A w ( 6 , 2 ) 0.80 0.80 0.06 1.00 0.80 0.04 0.97 0.80 0.03 0.95 0.80 0.03 1.00 
1) 0.36 0.36 0.03 1.03 0.36 0.02 0.89 0.36 0.02 1.00 0.36 0.01 0.95 
<lfw{2,2) 0.36 0.36 0.02 0.91 0.36 0.02 0.99 0.36 0.02 1.11 0.36 0.01 0.96 
0.36 0.35 0.03 1.06 0.36 0.02 0.94 0.36 0.01 0.96 0.36 0.01 0.88 
0.36 0.37 0.03 0.94 0.36 0.02 1.08 0.36 0.02 1.13 0.36 0.02 1.16 
0.36 0.36 0.03 0.96 0.36 0.02 0.97 0.36 0.02 1.04 0.36 0.01 0.98 
6) 0.36 0.36 0.03 0.95 0.36 0.02 1.01 0.36 0.01 0.96 0.36 0.01 1.07 
r(l , l) 0.80 0.80 0.10 1.01 0.80 0.07 1.01 0.80 0.05 0.98 0.80 0.05 1.04 
r ( 2 , 1 ) 0.80 0.82 0.10 1.05 0.80 0.06 0.95 0.80 0.05 0.90 0.80 0.05 1.07 
J2( l , l ) 0.36 0.36 0.04 1.05 0.36 0.03 0.87 0.36 0.03 1.08 0.36 0.02 1.11 
r2(2,2) 0.36 0.36 0.04 0.93 0.36 0.03 0.89 0.36 0.02 0.96 0.36 0.02 1.03 
Mean 0.05 1.00 0.03 0.96 0.03 1.00 0.03 i T o ^ 
Table 13: Mx Simulation Results: MARB for Parameter and S.E. Estimates 
M l M2 M3 M4 
M A R B for group-level parameters 0 . 0 1 6 0 0 . 0 0 6 8 0 . 0 0 7 8 0 . 0 0 7 6 
M A R B for individual-level parameters 0.0077 0.0053 0.0018 0.0025 
M A R B for all parameters 0.0123 0.0061 0.0051 0.0053 
M A R B for SE of group-level parameters 0 . 0 6 2 4 0 . 0 5 5 7 0 . 0 6 2 3 0 . 0 4 6 6 
M A R B for SE of individual-level parameters 0.0583 0.0682 0.0494 0.0584 
M A R B for SE of all parameters 0.0605 0.0614 0.0565 0.0519 
54 
Table 14: Mx Simulation Results: Goodness-of-fit Statistics 
Goodness-of-fit [ M l M2 M3 M4 
Mean 3 4 7 ^ 3 5 ^ 3 5 1 . 0 9 3 5 2 . 4 1 3 5 0 . 7 0 
SD 26.31 26.12 25.83 25.20 25.31 
KS.test p-value 0.037 0.021 0.214 0.164 
KS statistic 0.14 0.57 0.11 0.11 
Observed Frequency 
< 0.05 7 5 8 9 
p-value of < 0.10 18 9 15 14 
the G O F < 0.20 31 28 28 21 
statistics < 0.50 59 59 57 54 
< 0.80 89 82 87 85 
Table 15: Mx Simulation Results for M5 
M5-Xgi (9 by 1), Ngroup=250, Ng = A 
~ T R U E Mean RMS Ratio I TRUE Mean RMS Ratio 
A i j ( l ’ l ) O O A w ( l , l ) ^ 
AB(2, 1) 0.80 0.80 0.04 1.06 Kw{2,\) 0.80 0.80 0.03 0.99 
A B ( 3 , 1 ) 0 . 8 0 0 . 8 0 0 . 0 3 0 . 9 2 A V I ' ( 3 , 1 ) 0 . 8 0 0 . 8 0 0 . 0 3 1 . 0 1 
A B ( 4 , 2 ) 0 . 8 0 A W ( 4 , 2 ) 0 . 8 0 
A c ( 5 , 2 ) 0.80 0.81 0.04 1.05 Avv(5,2) 0.80 0.79 0.03 1.06 
A b ( 6 , 2 ) 0.80 0.80 0.04 1.01 An'(6 ,2) 0.80 0.80 0.03 1.00 
A b ( 7 , 3 ) 0.80 A w (7,3) 0.80 
A c ( 8 , 3 ) 0.80 0.80 0.03 0.91 Aw (8,3) 0.80 0.80 0.03 1.05 
AB(9 ,3 ) 0.80 0.80 0.04 1.08 AH'(9,3) 0.80 0.80 0.03 0.99 
A J ( 1 , 1 ) 0.70 0.70 0.03 1.00 0.36 0.36 0.01 0.98 
A j ( 2 , 1 ) 0.70 0.70 0.03 1.00 0.36 0.36 0.01 0.92 
A j ( 3 , 1 ) 0.70 0.70 0.03 1.00 0.36 0.36 0.02 1.12 
0.30 0.30 0.04 1.05 0.36 0.36 0.02 1.12 
<J>Z}(3,1) 0 . 3 0 0 . 3 1 0 . 0 4 1 . 0 3 0 . 3 6 0 . 3 6 0 . 0 1 1 . 0 8 
4 > I J ( 3 , 2 ) 0 . 3 0 0 . 3 1 0 . 0 4 0 . 9 9 1 ' I V ( 6 , 6 ) 0 . 3 6 0 . 3 6 0 . 0 1 1 . 0 2 
0 . 3 6 0 . 3 6 0 . 0 3 0 . 9 6 0 . 3 6 0 . 3 6 0 . 0 1 0 . 9 8 
^ I ? ( 2 , 2 ) 0 . 3 6 0 . 3 6 0 . 0 3 1 . 0 5 ^ V I / ( 8 , 8 ) 0 . 3 6 0 . 3 6 0 . 0 1 1 . 0 1 
^b(3,3) 0.36 0.36 0.03 0.88 ^n/(9,9) 0.36 0.36 0.01 0.91 
VL' /J(4 ,4) 0 . 3 6 0 . 3 6 0 . 0 3 1 . 1 1 
«'b(5,5) 0.36 0.36 0.03 1.07 r(l, 1) 0.80 0.79 0.05 1.02 
>I'b(6,6) 0.36 0.36 0.03 0.96 r(2,1) 0.80 0.80 0.05 0.98 
7) 0.36 0.36 0.03 1.15 r(3,1) 0.80 0.80 0.05 1.02 
0 . 3 6 0 . 3 6 0 . 0 3 1 . 0 1 ^ ( 1 , 1 ) 0 . 3 6 0 . 3 6 0 . 0 2 0 . 9 9 
^ b ( 9 , 9 ) 0.36 0.36 0.03 1.00 0 ( 2 , 2 ) 0.36 0.36 0.02 1.02 
0 . 5 1 0 . 5 1 0 . 0 3 1 . 0 1 0 . 3 6 0 . 3 6 0 . 0 2 0 . 9 7 
中+(2，2) 0.51 0.51 0.03 0.99 
^ ^ ( 3 , 3 ) 0 . 5 1 0 . 5 1 0 . 0 3 0 . 9 9 
Mean 0.03 1.01 ~ ~ M e a n 0.02 1.01 
M A R B 0.006 0.045 M A R B 0.004 0.038 
M A R B all 0.005 0.042 
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Table 16: Mx Simulation Results for M5 and M6: Goodness-of-fit Statistics 
Goodness-of-fit | M5 M6 — 
735 (true) 748.150 1295(true) 1320.557 
SD 38.341(true) 37.655 50.892(true) 51.760 
KS.test p-value 0.004 0.000 
KS statistic 0.226 
“ Observed Frequency 
^005 10 ^ 
p-value of < 0.10 17 23 
the G O F < 0.20 30 33 
statistics < 0.50 64 71 
< 0.80 88 93 
Table 17: Mx Simulation Results for M6 
M6-X^i (6 by 1), Ngroup^lOOO, Ng = 8 
T R U E Estimate RMS Ratio I TRUE Estimate RMS R a t i ~ 
A c ( l , l ) ^ ‘ A w ( l , l ) ^ 
AB(2 ,1 ) 0.80 0.80 0.03 0.93 Aw{2,l) 0.80 0.80 0.03 1.21 
A B ( 3 , 1 ) 0 . 8 0 0 . 8 0 0 . 0 3 0 . 8 1 A W ( 3 , L ) 0 . 8 0 0 . 8 0 0 . 0 2 1 . 0 3 
A c ( 4 , 2 ) 0.80 A w ( 4 , 2 ) 0.80 
A b ( 5 , 2 ) 0.80 0.80 0.03 0.96 Avv(5,2) 0.80 0.80 0.02 0.97 
A b ( 6 , 2 ) 0.80 0.80 0.03 1.03 A»v(6,2) 0.80 0.80 0.02 1.05 
A + ( l , l ) 0.70 0.70 0.03 1.08 屯 u ' ( l ’ 1) 0.36 0.36 0.01 1.00 
A + ( 2 , l ) 0.70 0.70 0.03 1.00 屯、v(2，2) 0.36 0.36 0.01 0.98 
A + ( 3 , l ) 0.70 0.70 0.03 1.06 ^ i v ( 3 , 3 ) 0.36 0.36 0.01 0.98 
0.30 0.30 0.04 1.00 、！^ w(4，4) 0.36 0.36 0.01 0.98 
0.36 0.36 0.03 0.93 0.36 0.36 0.01 0.90 
中 13(2’ 2) 0.36 0.36 0.03 1.00 屯w(6,6) 0.36 0.36 0.01 1.05 
vl's(3,3) 0.36 0.36 0.03 0.99 r(l，1) 0.80 0.80 0.04 0.78 
vI/j3(4,4) 0.36 0.36 0.03 1.09 r(2 ’ 1) 0.80 0.79 0.05 1.01 
少 b ( 5 ’ 5 ) 0.36 0.36 0.03 0.96 0.36 0.36 0.02 1.14 
中 b((3，6) 0.36 0.36 0.03 1.13 Q(2,2) 0.36 0.36 0.01 0.98 
中力（1,1) 0.51 0.51 0.03 0.87 
^ + ( 2 , 2 ) 0 . 5 1 0 . 5 1 0 . 0 3 1 . 0 4 
0.51 0.51 0.03 0.96 
Mean 0.03 0 . 9 � Mean 0.02 1 . 0 0 ~ 
M A R B 0.003 0.063 M A R B 0.003 0.065 
M A R B all 0.003 0.064~ 
Table 18: LISREL Sampling: Simulation Patterns 
Pattern \ G Ng S N 
LI ^ 1 5 1 5 9 0 0 0 
L2 600 15 3 1800 
L3 600 15 2 1200 
L4 300 15 15 4500 
L5 300 15 3 900 
L6 300 15 2 600 
S: sample size 
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Table 19: LISREL Sampling: Simulation Results for LI to L3 
一 G=600,A^p = 15 (LI) G=600,iVg = 15’S=3 (L2) G=600,iVg = 15’S=2 ( L 3厂 
~ ~ ~ ~ T R U E E s t i m a t e RMS Ratio "Estimate RMS Ratio _ Estimate RMS Ratio 
A b ( 1 , 1 ) O o 0 8 0 0 ： ^ h O i ^ ^ 0 . 9 7 0.81 0.06 1.05 
A b ( 2 , 1 ) 0.80 0.80 0.05 1.15 0.80 0.06 1.12 0.80 0.07 1.16 
A b ( 3 , 1 ) 0.80 0.80 0.04 1.00 0.80 0.05 1.09 0.81 0.05 0.92 
AB(4 ,2) 0.80 0.80 0.04 0.98 0.80 0.05 0.98 0.80 0.06 1.05 
八 B (5 ,2) 0 80 0.80 0.04 0.97 0.79 0.05 0.92 0.81 0.06 0.97 
A b ( 6 , 2 ) 0.80 0.80 0.04 0.92 0.79 0.05 1.00 0.80 0.06 1.01 
A b ( 7 , 3 ) 0.80 0.80 0.04 1.00 0.80 0.05 0.98 0.80 0.06 1.00 
A b ( 8 , 3 ) 0.80 0.80 0.04 0.95 0.80 0.05 0.96 0.80 0.06 0.95 
A s ( 9 , 3 ) 0.80 0.80 0.04 0.96 0.80 0.05 0.98 0.81 0.06 1.00 
中 b ( 2 ’1 ) 0.30 0.30 0.05 1.00 0.30 0.06 1.02 0.31 0.07 1.03 
<&b(3’1) 0.30 0.30 0.05 0.98 0.30 0.06 0.96 0.30 0.07 0.93 
«>b(3,2) 0.30 0.31 0.04 0.93 0.31 0.06 0.91 0.31 0.07 0.95 
0.36 0.37 0.03 0.88 0.36 0.04 0.91 0.37 0.04 0.82 
中 b ( 2 , 2 ) 0.36 0.36 0.03 0.94 0.36 0.04 1.02 0.36 0.05 0.89 
少 B ( 3 ’ 3 ) 0 . 3 6 0 . 3 6 0 . 0 4 1 . 0 5 0 . 3 5 0 . 0 5 1 . 0 9 0 . 3 5 0 . 0 5 0 . 9 3 
^ b ( 4 , 4 ) 0.36 0.36 0.04 1.08 0.36 0.04 1.01 0.36 0.06 1.11 
中 b(5，5) 0.36 0.36 0.04 1.07 0.36 0.04 1.00 0.35 0.05 1.04 
中 b(6，6) 0.36 0.36 0.04 1.07 0.36 0.05 1.09 0.36 0.05 1.03 
^j3(7 ,7) 0.36 0.35 0.04 1.01 0.35 0.05 1.02 0.35 0.05 1.01 
vl/c(8,8) 0.36 0.36 0.03 0.90 0.36 0.04 0.83 0.36 0.05 0.97 
中 b ( 9 ’ 9 ) 0.36 0.36 0.03 1.00 0.36 0.04 0.95 0.35 0.05 1.01 
一 Mean 0.04 0.99 — 0.05 0.99 “ 0.06 0.99 “ 
~ A w ( l , l ) 0 8 0 O l 0 8 0 0 0 3 O O s 0.93 
A w (2,1) 0.80 0.80 0.01 0.99 0.79 0.03 1.05 0.80 0.03 0.90 
A w (3,1) 0.80 0.80 0.01 0.99 0.80 0.03 0.96 0.80 0.03 0.88 
An/ (4 ,2) 0.80 0.80 0.01 1.00 0.80 0.03 1.15 0.80 0.04 1.04 
Avv(5,2) 0.80 0.80 0.01 1.07 0.80 0.03 1.07 0.80 0.04 0.96 
A w (6,2) 0.80 0.80 0.01 1.06 0.80 0.03 1.07 0.80 0.04 1.01 
Am'(7’ 3) 0.80 0.80 0.01 0.98 0.80 0.02 0.83 0.80 0.04 0.94 
Aiv(8 ’3 ) 0.80 0.80 0.01 0.94 0.80 0.03 0.96 0.79 0.04 0.99 
A w (9’ 3) 0.80 0.80 0.01 0.90 0.80 0.03 1.03 0.79 0.04 1.09 
1) 0.30 0.30 0.01 0.98 0.30 0.03 0.94 0.30 0.04 0.97 
1) 0.30 0.30 0.01 1.06 0.30 0.03 0.99 0.30 0.04 0.95 
$ I V ( 3 , 2 ) 0 . 3 0 0 . 3 0 0 . 0 1 1 . 1 8 0 . 3 0 0 . 0 3 1 . 0 4 0 . 2 9 0 . 0 4 0 . 9 7 
少 w ( l , l ) 0.36 0.36 0.01 0.94 0.36 0.02 1.02 0.36 0.03 0.90 
少 wi2’2) 0.36 0.36 0.01 1.02 0.36 0.02 0.95 0.36 0.03 0.91 
»I'„.(3,3) 0.36 0.36 0.01 1.22 0.36 0.03 1.09 0.35 0.03 0.92 
«»vi/(4，4) 0 . 3 6 0 . 3 6 0 . 0 1 0 . 8 5 0 . 3 6 0 . 0 2 1 . 0 2 0 . 3 6 0 . 0 3 0 . 9 2 
vl»w(5,5) 0.36 0.36 0.01 1.04 0.36 0.02 1.07 0.36 0.03 1.05 
» I ' v i / ( 6 , 6 ) 0 . 3 6 0 . 3 6 0 . 0 1 0 . 9 9 0 . 3 6 0 . 0 2 0 . 9 6 0 . 3 6 0 . 0 3 0 . 9 5 
^/YVF?,?) 0.36 0.36 0.01 1.08 0.36 0.02 0.90 0.36 0.03 1.01 
^vv'(8,8) 0.36 0.36 0.01 0.92 0.36 0.02 0.97 0.36 0.04 1.12 
0.36 0.36 0.01 0.91 0.36 0.02 0.87 0.37 0.03 1.01 
“ Mean 0.01 1.00 _ 0.03 i j ^ 0.04 0.97 
Total Mean 0.02 1.00 0.04 0.99 0.05 0 .98— 
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Table 20: LISREL Sampling: Simulation Results for L4 to L6 
G = M O . N . = 15 ( L 4 ) G 二 : M N G = 1 5 , 5 = 3 ( L 5 ) G = 3 0 0 , I V G = 1 5 ’ S = 2 ( L 6 ~ 
t r u e R M S R a t i o E s t i m a t e R M S R a t i o E s t i m a t e R M S _ R a t i o 
O ^ 0：^ 0 ： ^ 0 . 8 0 0 . 0 7 0 . 9 5 0 . 8 0 0 . 0 8 0 . 9 2 
A B ( 2 , 1 ) 0 . 8 0 0 . 8 0 0 . 0 5 0 . 9 6 0 .81 0 . 0 7 0 . 9 3 0 . 8 1 0 . 0 8 0 . 9 6 
A ^ O . L 0 . 8 0 0 . 8 0 0 . 0 6 1 .08 0 . 8 0 0 . 0 7 1 . 0 4 0 . 8 0 0 . 0 8 0 . 9 9 
A B ( 4 , 2 ) 0 8 0 0 . 8 0 0 . 0 5 0 . 9 7 0 . 8 0 0 . 0 6 0 . 9 0 0 . 8 0 0 . 0 8 1 .02 
A B ( 5 , 2 0 8 0 0 . 8 1 0 . 0 6 1 .06 0 .81 0 . 0 7 0 . 9 6 0 . 8 0 0 . 0 9 1 .06 
A B ( 6 ’ 2 0 . 8 0 0 . 8 1 0 . 0 6 1 .07 0 .81 0 . 0 7 1 . 0 0 0 . 8 2 0 . 0 9 1 .04 
A B ( 7 ， 3 ) 0 . 8 0 0 . 7 9 0 . 0 7 1 .24 0 . 7 8 0 . 0 7 1 . 0 3 0 . 7 9 0 . 0 9 1 .07 
A B ( 8 , 3 ) 0 . 8 0 0 . 7 9 0 . 0 5 0 . 9 6 0 . 7 9 0 . 0 7 0 . 9 9 0 . 8 0 0 . 0 8 1 .02 
A B ( 9 ’ 3 ) 0 . 8 0 0 . 7 8 0 . 0 5 0 . 8 9 0 . 7 8 0 . 0 7 0 . 9 9 0 . 7 9 0 . 0 8 1.01 
巾 S ( 2 ’ l ) 0 . 3 0 0 . 2 9 0 . 0 8 1 .19 0 . 29 0 . 10 1 .22 0 . 2 9 0 . 1 1 1 .14 
<I>B(3,1) 0 3 0 0 . 3 0 0 . 0 7 1 .04 0 . 2 9 0 . 1 0 1 .11 0 . 2 8 0 . 0 9 0 . 9 2 
中 B ( 3 ’ 2 ) 0 30 0 .31 0 . 0 7 1 .08 0 . 30 0 . 09 1 .06 0 . 3 1 0 . 1 0 1 .05 
中 FL(l’l) 0 36 0 . 3 6 0 . 0 5 1 .06 0 . 3 6 0 . 0 6 0 . 9 8 0 . 35 0 . 09 1.19 
中 f l ( 2 2 ) 0 36 0 3 7 0 . 0 5 1 .04 0 . 36 0 . 06 0 . 9 8 0 . 36 0 . 08 1.04 
中 B ( 3 , 3 ) 0 3 6 0 . 3 6 0 . 0 5 1 . 05 0 .35 0 . 0 7 1 .05 0 . 3 5 0 . 0 8 1 .09 
0 3 6 0 . 3 6 0 . 0 5 0 . 9 8 0 . 3 6 0 . 0 6 0 . 9 1 0 . 3 7 0 . 0 7 1 .02 
F C ( 5 , 5 ) 0 3 6 0 . 3 5 0 . 0 5 0 . 9 2 0 . 3 5 0 . 0 6 0 . 9 5 0 . 3 5 0 . 0 8 1 .05 
^ B ( 6 , 6 ) 0 3 6 0 . 3 6 0 . 0 5 1 .01 0 . 3 5 0 . 0 6 0 . 9 8 0 . 3 4 0 . 0 8 1 .09 
中 B(7，7) 0 . 3 6 0 . 3 5 0 . 0 5 1 .03 0 .35 0 . 0 6 1 .01 0 . 35 0 . 0 8 1 .04 
0 . 3 6 0 . 3 5 0 . 0 5 1 .01 0 . 3 5 0 . 0 6 1 .01 0.35 0 . 0 8 1 .02 
0.36 0 . 3 6 0 . 0 5 0.94 0.36 0 . 0 7 1 .06 0-35 0 . 0 7 0.92 
~ R ^ 0 . 0 6 L O T " 0 . 0 7 1 . 0 0 ~ 0 . 0 8 1 .03 
A u ' ( l , l ) O M O O ^ ^ ^ ^ 1 - 0 2 0 . 8 0 0 . 0 6 1 .05 
Avv^(‘2’1) 0 8 0 0 . 8 0 0 . 0 1 0 . 9 8 0 . 7 9 0 . 0 4 1 . 0 0 0 . 7 9 0 . 0 6 1 .07 
A U ' ( 3 ’ L ) 0 . 8 0 0 . 8 0 0 . 0 1 0 . 8 6 0 . 8 0 0 . 0 4 1 . 0 2 0 . 8 0 0 . 0 5 0 . 8 7 
A v r ( 4 , 2 ) 0 . 8 0 0 . 8 0 0 . 0 1 0 . 9 5 0 . 8 0 0 . 0 4 1 . 0 9 0 . 8 0 0 . 0 5 0 . 9 4 
A W ( 5 ， 2 ) 0 . 8 0 0 . 8 0 0 . 0 1 0 . 8 9 0 . 8 0 0 . 0 4 1 .01 0 . 8 0 0 . 0 5 1 .03 
A j v ( 6 , 2 ) 0 8 0 0 . 8 0 0 . 0 1 1 . 0 0 0 . 8 0 0 . 0 3 0 . 9 0 0 . 7 9 0 . 0 5 1 .00 
A W ( 7 , 3 ) 0 . 8 0 0 . 8 0 0 . 0 1 1 .01 0 .81 0 . 0 4 0 . 9 2 0 . 8 0 0 . 0 5 1 .03 
A ; V ( 8 , 3 ) 0 . 8 0 0 . 8 0 0 . 0 1 1 . 0 3 0 . 8 1 0 . 0 4 0 . 9 8 0 . 7 9 0 . 0 5 0 . 9 6 
A w ( 9 , 3 ) 0 . 8 0 0 . 8 0 0 . 0 1 1 .01 0 .81 0 . 0 4 1 . 0 3 0 . 8 0 0 . 0 5 0 . 9 6 
<I>VR(2, 1) 0 . 3 0 0 . 3 0 0 . 0 2 0 . 9 4 0 . 2 9 0 . 0 4 0 . 9 4 0 . 3 0 0 . 0 6 1 .03 
中 i i ' ( 3 , 1 ) 0 . 3 0 0 . 3 0 0 . 0 2 1 . 1 0 0 . 3 0 0 . 0 4 1 . 0 0 0 . 3 1 0 . 0 6 1 .00 
中 v v ( 3 ’ 2 ) 0 . 3 0 0 . 3 0 0 . 0 2 1 .06 0 . 30 0 . 05 1 .02 0 . 29 0 . 07 1.05 
中 wil’l) 0.36 0.36 0.01 1.03 0.35 0.04 1.07 0.37 0.05 1.11 
中 M.-(2，2) 0 . 3 6 0 . 3 6 0 . 01 1.01 0 . 36 0 . 0 3 0 . 9 8 0 . 36 0 . 0 5 0 . 9 9 
少 VR(3，3) 0 . 3 6 0 . 3 6 0 . 01 1 .06 0 . 36 0 . 03 0 . 9 6 0 . 36 0 . 05 1.04 
^ H ' ( 4 , 4 ) 0 . 3 6 0 . 3 6 0 . 0 1 1 .01 0 . 3 6 0 . 0 3 1 . 0 4 0 . 3 6 0 . 0 4 0 . 9 7 
0 . 3 6 0 . 3 6 0 . 0 1 1 .05 0 . 3 6 0 . 0 3 0 . 9 2 0 . 3 5 0 . 0 5 1 .15 
^ V V ( 6 , 6 ) 0 . 3 6 0 . 3 6 0 . 0 1 0 . 9 6 0 . 3 6 0 . 0 3 1 . 0 6 0 . 3 7 0 . 0 5 1 .02 
7 ) 0 . 3 6 0 . 3 6 0 . 0 1 0 . 9 7 0 . 3 6 0 . 0 3 0 . 9 1 0 . 3 6 0 . 0 5 1 .05 
^ v v ( 8 , 8 ) 0 . 3 6 0 . 3 6 0 . 0 1 1 .01 0 . 3 6 0 . 0 3 1 .01 0 . 3 6 0 . 0 4 0 . 9 1 
XI>U/(9,9) 0 . 3 6 0 . 3 6 0 . 0 1 0 . 8 6 0 . 3 6 0 . 0 3 0 . 9 9 0 . 3 6 0 . 0 4 0 . 8 8 
M e a n 0 . 0 1 0 . 9 8 ~ 0 . 0 4 0 . 9 9 0 . 0 5 1 .01 
T o t a l M e a n 0 . 0 4 1.01 0 . 0 5 1 . 0 0 0 . 0 7 1 .02 
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Table 21: LISREL Sampling: MARB for Parameter and S.E. Estimates 
Ll L2 L3 L4 L5 L6 
M A R B for group-level parameters 0 . 0 0 7 2 ~ 0 . 0 0 7 5 0 . 0 1 2 1 0 . 0 1 2 4 0 . 0 1 7 0 0 . 0 2 1 6 
M A R B for individual-level parameters 0.0015 0.0042 0.0071 0.0020 0.0065 0.0095 
M A R B for all parameters 0.0044 0.0058 0.0096 0.0072 0.0118 0.0156 
M A R B for SE of group-level parameters 0 . 0 5 0 7 0 . 0 5 5 7 0 . 0 5 7 9 0 . 0 6 1 1 0 . 0 4 8 5 0 . 0 5 5 6 
M A R B for SE of individual-level parameters 0.0646 0.0624 0.0614 0.0574 0.0429 0.0549 
M A R B for SE of all parameters 0.0576 0.0591 0.0596 0.0592 0.0457 0.0552 
Table 22: LISREL Sampling: Goodness-of-fit Statistics 
T R U E Ll L2 L3 L4 L5 L6 
" O F 48 48 48 48 48 48 4 8 ~ 
Mean 48 48.59 48.77 47.77 48.70 49.05 48.66 
SD 9.80 9.53 11.82 8.45 10.43 11.44 9.61 
KS.test p-value 0.66 0.69 0.94 0.92 0.21 0.18 
KS statistic 0.07 0.07 0.05 0.06 0.11 0.11 
Observed Frequencies 
< 0 . 0 5 5 12 2 6 9 5 
p-value of < 0 . 1 0 11 12 8 11 13 10 
the G O F < 0 . 2 0 21 25 17 21 22 23 
Statistics < 0 . 5 0 53 48 52 53 56 59 
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