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ON THE CONSTRUCTIVE SOLUTION OF AN INVERSE
STURM-LIOUVILLE PROBLEM
AVETIK PAHLEVANYAN
Abstract. The necessary and sufficient conditions are found for the two se-
quences {µn}
∞
n=0
and {an}
∞
n=0
to be the spectrum and the norming constants
respectively, for a boundary value problem −y′′ + q (x) y = µy, y (0) = 0,
y (pi) cos β + y′ (pi) sinβ = 0, β ∈ (0, pi) , with q ∈ L1
R
[0, pi] .
1. Introduction and Statement of the Results
Let us denote by L (q, α, β) the following Sturm-Liouville boundary value prob-
lem
− y′′ + q (x) y = µy ≡ λ2y, x ∈ (0, π) , µ ∈ C, (1.1)
y (0) cosα+ y′ (0) sinα = 0, α ∈ (0, π] , (1.2)
y (π) cosβ + y′ (π) sinβ = 0, β ∈ [0, π) , (1.3)
where q is a real-valued, summable function on [0, π] (we write q ∈ L1
R
[0, π]). By
L (q, α, β) we also denote the self-adjoint operator generated by the problem (1.1)–
(1.3) in Hilbert space L2 [0, π] (see [29, 24]). It is well-known, that the spectrum
of L (q, α, β) is discrete and consists of real, simple eigenvalues (see [29, 24, 27]),
which we denote by µn (q, α, β) , n = 0, 1, 2, . . . , emphasizing the dependence on q,
α and β. We assume that eigenvalues µn are enumerated in increasing order:
µ0 (q, α, β) < µ1 (q, α, β) < · · · < µn (q, α, β) < . . . .
Let ϕ (x, µ, α) and ψ (x, µ, β) be the solutions of (1.1), satisfying the initial condi-
tions
ϕ (0, µ, α) = sinα, ϕ′ (0, µ, α) = − cosα, (1.4)
ψ (π, µ, β) = sinβ, ψ′ (π, µ, β) = − cosβ. (1.5)
It is well-known ([29, 24, 14]) that for fixed x, the functions ϕ, ϕ′, ψ, ψ′ are entire
with respect to µ. We set by Wα,β (x, µ) Wronskian of the solutions ϕ (x, µ, α) and
ψ (x, µ, β) :
Wα,β (x, µ) := ϕ (x, µ, α)ψ
′ (x, µ, β) − ϕ′ (x, µ, α)ψ (x, µ, β) . (1.6)
By virtue of Liouville formula for the Wronskian (see, e.g., [6]) Wα,β (x, µ) does not
depend on x, i.e.
Wα,β (µ) = Wα,β (x, µ) =Wα,β (π, µ) = Wα,β (0, µ) . (1.7)
The eigenvalues µn = µn (q, α, β) , n = 0, 1, 2, . . . , of L (q, α, β) are the solutions
of the equation Wα,β (µ) = 0 (see, e.g., [27]). It is easy to see that the functions
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ϕn (x) := ϕ(x, µn, α) and ψn (x) := ψ (x, µn, β) , n = 0, 1, 2, . . . , are the eigenfunc-
tions corresponding to the eigenvalue µn. Since the eigenvalues are simple, then
there exist the numbers βn = βn (q, α, β) , n = 0, 1, 2, . . . , such that
ψn (x) = βnϕn (x) , βn 6= 0. (1.8)
The squares of the L2 norms of these eigenfunctions:
an = an (q, α, β) =
π∫
0
ϕ2n (x) dx, bn = bn (q, α, β) =
π∫
0
ψ2n (x) dx, (1.9)
are called norming constants.
In the works [5, 26, 10, 9, 34, 18, 17, 30, 23, 8] various aspects of the inverse
Sturm-Liouville problem, consisting of recovering operator by two sequences, has
been considered. Particularly, the following question has been studied:
”What kind must be the sequences {µn}∞n=0 and {an}∞n=0 , to be the spectrum
and the norming constants of a problem L (q, α, β) , respectively”.
This question is well studied for the cases q ∈ L2
R
[0, π] , α, β ∈ (0, π) and α = π,
β = 0. For the case q ∈ L1
R
[0, π] and sinα = 0 (α = π) , β ∈ (0, π) (analogously for
α ∈ (0, π) , sinβ = 0 (β = 0)) only some aspects of this question have been studied
by the above-mentioned and the other authors. From the other point of view, an
inverse problem for L (q, π, β) (with q ∈ L2
R
[0, π] and β ∈ (0, π)) was considered in
[7, 21].
To our knowledge, so far, the necessary and sufficient conditions for the sequences
{µn}∞n=0 and {an}∞n=0 to be the spectrum and the norming constants for the prob-
lem L (q, π, β) with q ∈ L1
R
[0, π] (analogously for L (q, α, 0)) have not been found,
which in particularly means that the constructive solution of the inverse Sturm-
Liouville problem in this case is not given. Our goal is to find these conditions.
To formulate the main theorem of the work we give a notation.
In the paper [11] Harutyunyan introduced the concept of the function of δn (α, β) ,
which is defined as
√
µn (0, α, β) − n := δn (α, β) , n ≥ 2 and proved that −1 ≤
δn (α, β) ≤ 1 and it is a solution of the following transcendental equation:
δn (α, β) =
1
π
arccos
cosα√
(n+ δn (α, β))
2 sin2 α+ cos2 α
−
− 1
π
arccos
cosβ√
(n+ δn (α, β))
2
sin2 β + cos2 β
. (1.10)
Observe that, since arccos is a decreasing function, then the transcendental equation
(1.10) has a unique solution for α = π and β ∈ [0, π) , that is why using (1.10) for
the determination of δn (π, β) (see, e.g., (3.8)) is correct.
The main result of this paper is the following theorem:
Theorem 1.1. For the two sequences {µn}∞n=0 and {an}∞n=0 to be the spectrum
and the norming constants of a problem L (q, π, β) , with q ∈ L1
R
[0, π] and some
β ∈ (0, π) , it is necessary and sufficient that the following relations hold:
√
µn ≡ λn = n+ δn (π, β) + c
2 (n+ δn (π, β))
+ ln, µn 6= µm (n 6= m) , (1.11)
an =
π
2(n+ δn (π, β))
2
(
1 +
2 sn
π (n+ δn (π, β))
)
, an > 0, (1.12)
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where c is a constant, the reminders ln = o
(
1
n
)
and sn = o (1) (when n → ∞)
are such that, the functions
l (t) =
∞∑
n=2
ln sin (n+ δn (π, β)) t (1.13)
and
s (t) =
∞∑
n=2
sn
n+ δn (π, β)
cos (n+ δn (π, β)) t (1.14)
are absolutely continuous on arbitrary segment [a, b] ⊂ (0, 2π) (we will write l, s ∈
AC (0, 2π)).
The outline of this paper is the following: in section 2 we prove new expansion
theorems, that are used in section 3 for the proof of the asymptotics of the eigen-
values and the norming constants (this case needs more fine-grained assessment of
the remainders) and in section 4 for derivation of the analogue of Gelfand-Levitan
equation for our case
(
α = π, q ∈ L1
R
[0, π]
)
. In section 5 the existence and unique-
ness of the solution of this equation as well as reconstruction of the function q
(i.e. the reconstruction of differential equation (1.1)) and parameter β˜ (see Remark
5.7) are given. In section 6 by taking two certain sequences and using reconstruc-
tion technique we find the potential q and the parameter β˜. Appendix (section 7)
includes two auxiliary lemmas, which are used to obtain some results of the paper.
2. Expansion theorems
Completeness and expansion theorems for eigenfunctions of the Sturm-Liouville
boundary-value problem have been proven since XIX-th century. One of the main
theorems of the spectral theory of differential operators is as follows (see [29]):
Theorem 2.1. ([29, p. 90]) Every function in the domain of self-adjoint differential
operator can be expanded as a uniformly convergent generalized Fourier series for
eigenfunctions of this operator.
This result cannot be applied for the functions which do not belong to the
domain of self-adjoint differential operator. On the other hand, it was proved
that absolutely continuity of the function f on [0, π] is sufficient for Fourier series
for the eigenfunctions of the Sturm-Liouville operator L (q, α, β) , q ∈ L2
R
[0, π] ,
α, β ∈ (0, π) to converge uniformly to f (see [6, 24, 25, 8]):
Theorem 2.2. ([8]) Let q ∈ L2
R
[0, π] , α, β ∈ (0, π) and f be an absolutely contin-
uous function on [0, π] . Then
lim
N→∞
max
x∈[0,π]
∣∣∣∣∣f (x) −
N∑
n=0
cnϕn (x)
∣∣∣∣∣ = 0, cn = 1an
∫ π
0
f (t)ϕn (t)dt,
where ϕn (x) ≡ ϕ (x, µn (q, α, β) , α) .
We prove that the analogous results for the problems L (q, π, β) , β ∈ (0, π) and
L (q, α, 0) , α ∈ (0, π) are also true:
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Theorem 2.3. Let q ∈ L1
R
[0, π] , α = π, β ∈ (0, π) and f be an absolutely contin-
uous function on [0, π] . Then for arbitrary a ∈ (0, π)
lim
N→∞
max
x∈[a,π]
∣∣∣∣∣f (x) −
N∑
n=0
cnϕn (x)
∣∣∣∣∣ = 0, cn = 1an
∫ π
0
f (t)ϕn (t)dt, (2.1)
where ϕn (x) ≡ ϕ (x, µn (q, π, β) , π) ≡ ϕ (x, µn, π) .
Theorem 2.4. Let q ∈ L1
R
[0, π] , α ∈ (0, π) , β = 0 and f be an absolutely contin-
uous function on [0, π] . Then for arbitrary b ∈ (0, π)
lim
N→∞
max
x∈[0,b]
∣∣∣∣∣f (x)−
N∑
n=0
cnϕn (x)
∣∣∣∣∣ = 0, cn = 1an
∫ π
0
f (t)ϕn (t)dt, (2.2)
where ϕn (x) ≡ ϕ (x, µn (q, α, 0) , α) .
We provide the proof for Theorem 2.3. Theorem 2.4 can be proved similarly.
We are going to adapt the proof of the Theorem 2.2 by Cauchy’s contour integral
method.
Proof. For |λ| → ∞, the following asymptotic formulae hold ([29, 14, 26, 5, 2, 13])
ϕ (x, µ, π) := ϕπ (x, µ) ≡ ϕπ
(
x, λ2
)
=
sinλx
λ
+O
(
e|Imλ|x
|λ|2
)
, (2.3)
ϕ′ (x, µ, π) := ϕ′π (x, µ) ≡ ϕ′π
(
x, λ2
)
= cosλx+O
(
e|Imλ|x
|λ|
)
, (2.4)
ψ (x, µ, β) := ψβ (x, µ) ≡ ψβ
(
x, λ2
)
= cosλ (π − x) sinβ + sinλ (π − x)
λ
cosβ+
+O
(
e|Imλ|(π−x)
|λ|
)
sinβ +O
(
e|Imλ|(π−x)
|λ|2
)
cosβ, (2.5)
ψ′ (x, µ, β) := ψ′β (x, µ) ≡ ψ′β
(
x, λ2
)
=
(
λ sinλ (π − x) +O
(
e|Imλ|(π−x)
))
sinβ−
−
(
cosλ (π − x) +O
(
e|Imλ|(π−x)
|λ|
))
cosβ. (2.6)
From (1.6), (1.7) and (2.5) for WronskianWπ,β (µ) we have the following estimates
Wπ,β (µ) ≡Wπ,β
(
λ2
)
= −ψβ (0, µ) = − cosλπ sinβ − sinλπ
λ
cosβ+
+O
(
e|Imλ|π
|λ|
)
sinβ +O
(
e|Imλ|π
|λ|2
)
cosβ. (2.7)
Denote by Z1/6 the following domain of the complex plane C:
Z1/6 =
{
λ ∈ C :
∣∣∣λ− n
2
∣∣∣ ≥ 1
6
, n ∈ Z
}
.
The following lemma have been proven in [12] by the methods, which had used in
[30, Lemma 1 on p. 27] (see, also [27, 8])
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Lemma 2.5. ([12]) If λ ∈ Z1/6, then
|sinπλ| ≥ 1
7
e|Imλ|π, |cosπλ| ≥ 1
7
e|Imλ|π. (2.8)
It follows from (2.7) and (2.8) that for sufficiently large λ∗ > 0, there is a constant
C1 > 0 such that
∣∣Wπ,β (λ2)∣∣ ≥ C1e|Imλ|π sinβ, when λ ∈ Z1/6, |λ| > λ∗. (2.9)
Let us consider the following boundary value problem
− y′′ + q (x) y = µy − f (x) , x ∈ (0, π) , µ ∈ C, f ∈ L1 [0, π] , (2.10)
y (0) = 0, y (π) cosβ + y′ (π) sinβ = 0, β ∈ (0, π) . (2.11)
It is well-known and can be easily verified that the solution y (x, µ, f) of the bound-
ary value problem (2.10)–(2.11) can be written in the following form (see, for ex-
ample, [29, 25])
y (x, µ, f) =
1
Wπ,β (µ)
ψβ (x, µ)
∫ x
0
f (t)ϕπ (t, µ) dt+
+
1
Wπ,β (µ)
ϕπ (x, µ)
∫ π
x
f (t)ψβ (t, µ) dt. (2.12)
Since ϕ, ψ and Wπ,β are entire functions of µ, then we see that y (x, µ, f) is a
meromorphic function of µ, with poles in the zeros of Wπ,β or, that is the same,
in eigenvalues µn, n = 0, 1, 2, . . . . Since W˙π,β (µn) ≡ d
dµ
Wπ,β (µn) = βnan (see [8,
Lemma 1.1.1]), then using (1.8), we get the residue
Res
µ=µn
y (x, µ, f) =
1
W˙π,β (µn)
ψβ (x, µn)
∫ x
0
f (t)ϕπ (t, µn) dt+
+
1
W˙π,β (µn)
ϕπ (x, µn)
∫ π
x
f (t)ψβ (t, µn) dt =
βn
W˙π,β (µn)
ϕπ (x, µn)
∫ π
0
f (t)ϕπ (t, µn) dt =
=
1
an
ϕπ (x, µn)
∫ π
0
f (t)ϕπ (t, µn) dt. (2.13)
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It follows from (2.3), (2.5), (2.9) and (2.12) that there are positive numbers C, C2,
C3, C4 such that the following estimates hold for λ ∈ Z1/6, |λ| > λ∗ :
∣∣y (x, λ2, f)∣∣ ≤
∣∣ψβ (x, λ2)∣∣ max
t∈[0,x]
∣∣ϕπ (t, λ2)∣∣
∫ x
0
|f (t)| dt
C1e|Imλ|π sinβ
+
+
∣∣ϕπ (x, λ2)∣∣ max
t∈[x,π]
∣∣ψβ (t, λ2)∣∣
∫ π
x
|f (t)| dt
C1e|Imλ|π sinβ
≤
≤
e|Imλ|(π−x)
(
sinβ +
|cosβ|
|λ| + C3
sinβ
|λ| + C4
|cosβ|
|λ|2
)
C1e|Imλ|π sinβ
×
× e|Imλ|x
(
1
|λ| + C2
1
|λ|2
)∫ π
0
|f (t)| dt ≤
≤ 1
C1
∫ π
0
|f (t)| dt
(
1
|λ| +O
(
1
|λ|2
))
≤ C|λ| . (2.14)
Let us now consider a function f ∈ AC [0, π] . Using the fact that ϕπ (x, µ) and
ψβ (x, µ) are the solutions of (1.1), we can rewrite the representation (2.12) for
y (x, µ, f) in the following form (compare with [8]):
y (x, µ, f) =
f (x)
µ
+ f (0)
ψβ (x, µ)
µWπ,β (µ)
+
Z1 (x, µ, π, β, f
′)
µ
+
Z2 (x, µ, π, β)
µ
, (2.15)
where
Z1 (x, µ, π, β, f
′) =
ψβ (x, µ)
∫ x
0
f ′ (t)ϕ′π (t, µ) dt+ ϕπ (x, µ)
∫ π
x
f ′ (t)ψ′β (t, µ) dt
Wπ,β (µ)
,
(2.16)
Z2 (x, µ, π, β) = −f (π)ψ′β (π, µ)
ϕπ (x, µ)
Wπ,β (µ)
+ y (x, µ, qf) =
= f (π) cosβ
ϕπ (x, µ)
Wπ,β (µ)
+ y (x, µ, qf) . (2.17)
Let us show that
lim
|λ|→∞
λ∈Z
1/6
max
x∈[0,π]
|Z1 (x, µ, π, β, f ′)| = 0. (2.18)
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First, we suppose that f ′ is absolutely continuous function on [0, π] . Then there
exists f ′′ ∈ L1 [0, π] and (2.16) can be written in the following form
Z1 (x, µ, π, β, f
′) =
ψβ (x, µ)
Wπ,β (µ)
(
ϕπ (t, µ) f
′ (t)|xt=0 −
∫ x
0
f ′′ (t)ϕπ (t, µ) dt
)
+
+
ϕπ (x, µ)
Wπ,β (µ)
(
ψβ (t, µ) f
′ (t)|πt=x −
∫ π
x
f ′′ (t)ψβ (t, µ) dt
)
=
ϕπ (x, µ)
Wπ,β (µ)
f ′ (π) sinβ−
−
ψβ (x, µ)
∫ x
0
f ′′ (t)ϕπ (t, µ) dt+ ϕπ (x, µ)
∫ π
x
f ′′ (t)ψβ (t, µ) dt
Wπ,β (µ)
.
By virtue of (2.3)–(2.6) and (2.9) we obtain that there is a number C > 0, such
that
max
x∈[0,π]
|Z1 (x, µ, π, β, f ′)| ≤ C|λ| , when λ ∈ Z1/6, |λ| > λ
∗.
It implies (2.18) in the case f ′ ∈ AC [0, π] .
Now, let us turn to the general case g := f ′ ∈ L1 [0, π] . Fix ǫ > 0 and choose an
absolutely continuous function gǫ, such that∫ π
0
|g (t)− gǫ (t)| dt < C1 sinβ
16
ǫ.
Then, according to (2.3)–(2.6), (2.9) and (2.16) for λ ∈ Z1/6, |λ| > λ∗, we have
max
x∈[0,π]
|Z1 (x, µ, π, β, g)| ≤ max
x∈[0,π]
|Z1 (x, µ, π, β, gǫ)|+ max
x∈[0,π]
|Z1 (x, µ, π, β, g − gǫ)| ≤
≤ C(ǫ)|λ| +
C1 sinβ
16
ǫ max
x∈[0,π]

 |ψβ (x, µ)| maxt∈[0,x] |ϕ
′
π (t, µ)|+ |ϕπ (x, µ)| max
t∈[0,x]
∣∣∣ψ′β (t, µ)∣∣∣
C1e|Imλ|π sinβ

 ≤
≤ C(ǫ)|λ| +
C1 sinβ
16
ǫ max
x∈[0,π]
(
8e|Imλ|π
C1e|Imλ|π sinβ
)
≤ C(ǫ)|λ| +
ǫ
2
.
It is easy to see, that if we choose λ∗ǫ =
2C (ǫ)
ǫ
, then for λ ∈ Z1/6, |λ| > λ∗ǫ we have
max
x∈[0,π]
|Z1 (x, µ, π, β)| ≤ ǫ. Due to the arbitrariness ǫ > 0, we arrive at (2.18).
Now, we estimate Z2 (x, µ, π, β) (see (2.17)). Since qf ∈ L1 [0, π] , then the
estimates in (2.14) are also true for y (x, µ, qf) . Using (2.3), (2.9), (2.14) and the
fact that sinβ 6= 0 we get the following estimates for λ ∈ Z1/6, |λ| > λ∗
max
x∈[0,π]
|Z2 (x, µ, π, β)| ≤ max
x∈[0,π]
∣∣∣∣f (π) cosβϕπ (x, µ)Wπ,β (µ)
∣∣∣∣+ maxx∈[0,π] |y (x, µ, qf)| ≤
≤
∣∣∣∣f (π) cosβ C5e|Imλ|π|λ|C1e|Imλ|π sinβ
∣∣∣∣+ C6|λ| ≤ C5C1
|f (π) cotβ|
|λ| +
C6
|λ| ≤
C7
|λ| , (2.19)
where C5, C6, C7 are positive numbers.
Consider the following contour integral
IN (x) =
1
2πi
∮
ΓN
y (x, µ, f) dµ, (2.20)
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where ΓN =
{
µ : |µ| =
(
N +
3
4
)2}
(with counterclockwise circuit). On one hand,
using the Cauchy’s residue theorem (see [32]), from (2.13) we get
IN (x) =
N∑
n=0
1
an
∫ π
0
f (t)ϕπ (t, µn)dtϕπ (x, µn) . (2.21)
On the other hand, from (2.15), (2.18) and (2.19) we obtain
IN (x) = f (x) + f(0)
1
2πi
∮
ΓN
ψβ (x, µ)
µWπ,β (µ)
dµ+ ǫN (x) , (2.22)
where ǫN (x) , according to (2.18) and (2.19), uniformly converges to 0 :
lim
N→∞
max
x∈[0,π]
|ǫN (x)| = 0.
Without loss of generality we assume that µ = 0 is not an eigenvalue of the problem
L (q, π, β) . Indeed, if 0 is an eigenvalue, then there is a number c such that µn+c 6=
0, n = 0, 1, 2, . . . are the eigenvalues of the problem L (q + c, π, β) with the same
eigenfunctions ϕn and norming constants an as for L (q, π, β) . Then the function
ψβ (x, µ)
µWπ,β (µ)
has only first order poles and using Cauchy’s residue theorem (see [32]),
we can easily calculate that
φN (x) :=
1
2πi
∮
ΓN
ψβ (x, µ)
µWπ,β (µ)
dµ = Res
µ=0
ψβ (x, µ)
µWπ,β (µ)
+
N∑
n=0
Res
µ=µn
ψβ (x, µ)
µWπ,β (µ)
=
=
ψβ (x, 0)
Wπ,β (0)
+
N∑
n=0
ψβ (x, µn)
µnW˙π,β (µn)
=
ψβ (x, 0)
Wπ,β (0)
+
N∑
n=0
βnϕπ (x, µn)
µnβnan
=
=
ψβ (x, 0)
Wπ,β (0)
+
N∑
n=0
1
µnan
ϕn (x). (2.23)
Now let us show that the sequence φN (x) converges to 0 (when N →∞) uniformly
on segment [a, π] , for arbitrary a ∈ (0, π) .
Since ϕn (x) =
sin
(
n+ 12
)
x
n+ 12
+ O
(
1
n2
)
uniformly on [0, π] (see (2.3)), µn =
µn (q, π, β) =
(
n+
1
2
)2
+ O (1) (see [11, Theorem 1 on p. 286 and asymptotical
estimate for δn (π, β) on p. 292]) and an = an (q, π, β) =
π
2
(
n+ 12
)2
(
1 + o
(
1
n
))
(see [15, Theorem 1.1 on pp. 9–10]), then φN (x) (see (2.23)) can be written in the
following form:
φN (x) =
ψβ (x, 0)
Wπ,β (0)
+
2
π
N∑
n=0
sin
(
n+ 12
)
x
n+ 12
+
N∑
n=0
qn (x) ,
where qn (x) = O
(
1
n2
)
uniformly on [0, π] .
ON THE CONSTRUCTIVE SOLUTION OF AN INVERSE STURM-LIOUVILLE PROBLEM 9
Since
∞∑
n=0
sin
(
n+ 12
)
x
n+ 12
=
π
2
, 0 < x < 2π (see, for example, [4, formula 37 on p.
578]), then the sequence φN (x) converges to the continuous function φ (x) (when
N →∞) uniformly on segment [a, π] , for arbitrary a ∈ (0, π) .
Now, to prove that φ (x) ≡ 0, x ∈ (0, π] , it is sufficient to prove that φ = 0 in
L2 (0, π) .
To this aim, by doing some calculations we get:
π∫
0
φ (x)ϕm (x) dx =
1
Wπ,β (0)
π∫
0
ψβ (x, 0)ϕm (x) dx +
1
µm
, m = 0, 1, 2, . . . (2.24)
and
µm
π∫
0
ψβ (x, 0)ϕm (x) dx =
π∫
0
(
ϕm (x)ψ
′′
β (x, 0)− ϕ′′m (x)ψβ (x, 0)
)
dx =
=
(
ϕm (x)ψ
′
β (x, 0)− ϕ′m (x)ψβ (x, 0)
)∣∣π
0
= ψβ (0, 0) = −Wπ,β (0) . (2.25)
It follows from (2.24) and (2.25) that
π∫
0
φ (x)ϕm (x) dx = 0, m = 0, 1, 2, . . . .
Since the system of eigenfunctions {ϕm (x)}∞m=0 of the boundary value problem
L(q, π, β) is complete in L2 (0, π) , then φ = 0 in L2 (0, π) .
Comparing this result with (2.21), (2.22) and passing to the limit (N →∞) we
arrive at (2.1). Theorem 2.3 is proved. 
The attentive reader might offer the equiconvergence argument to obtain the
result. Below in remark 2.6 we briefly explain why this argument can’t be applied
in our case.
Remark 2.6. It is well known that one of the proofs of the classical Theorem 2.2
is based on the so-called uniformly equiconvergence theorem, which states that the
expansion in eigenfunctions of the problem L (q, α, β) , α, β ∈ (0, π) is equivalent to
the expansion in eigenfunctions of the problem L
(
0,
π
2
,
π
2
)
, i.e., {cosnx}n≥0 (see
[6, 24, 25]). Further, the Dirichlet-Jordan theorem (see [3, pp. 121–122]) can be
applied and Theorem 2.2 will be proved. On one hand, it is easy to set up a similar
equiconvergence assertion for expansion in eigenfunctions of the problem L (q, π, β) ,
β ∈ (0, π) . This is equivalent to the expansion in sin
(
n+
1
2
)
x, n = 0, 1, 2, . . . ,
i.e., eigenfunctions of the problem L
(
0, π,
π
2
)
(see [6, remark on p. 304] and [24,
remark on p. 71]). On the other hand, to the best of our knowledge, there are
no analogous result of the Dirichlet-Jordan theorem for expansion in the system of
functions
{
sin
(
n+
1
2
)
x
}
n≥0
(for the nearest result see [19, Theorem 2.6]). To
overcome this difficulty, we have proved Theorem 2.3 using the Cauchy’s contour
integral method.
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Remark 2.7. It is easy to see that if we demand f (0) = 0 in Theorem 2.3 then
the series in (2.1) converges uniformly on whole segment [0, π] . The same is true
for Theorem 2.4 if we demand f (π) = 0.
3. Asymptotics of the eigenvalues and the norming constants
As it mentioned above, the case, when q ∈ L1
R
[0, π] needs more fine-grained
assessment of remainders in the asymptotics of the eigenvalues and the norming
constants.
In the papers [13] and [15] the authors found out new asymptotic formulae for the
eigenvalues and the norming constants which generalize previously known results.
More precisely, the following theorems have been proved:
Theorem 3.1. ([13]) Let q ∈ L1
R
[0, π] and let λ2n (q, α, β) = µn (q, α, β) . Then
(a) The asymptotic relation (n→∞)
λn (q, α, β) = n+ δn (α, β) +
[q]
2 (n+ δn (α, β))
+ ln (q, α, β) +O
(
1
n2
)
, (3.1)
holds, where [q] =
1
π
∫ π
0
q (t) dt,
ln (q, α, β) =
1
2π (n+ δn (α, β))
∫ π
0
q(x) cos 2 (n+ δn (α, β))xdx, α ∈ (0, π) ,
and
ln = ln (q, π, β) = − 1
2π (n+ δn (π, β))
∫ π
0
q(x) cos 2 (n+ δn (π, β)) xdx. (3.2)
The estimate O
(
1
n2
)
of the remainder in (3.1) is uniform in all α, β ∈
[0, π], and q ∈ BL1
R
[0, π] (here and below BL1
R
[0, π] stands for bounded
subsets of L1
R
[0, π]).
(b) For α, β ∈ (0, π) and for the case α = π, β = 0 the function l, defined by
the formula
l(x) =
∞∑
n=2
ln (q, α, β) sin (n+ δn (α, β))x, (3.3)
is absolutely continuous on arbitrary segment [a, b] ⊂ (0, 2π) , that is l ∈
AC (0, 2π) .
Theorem 3.2. ([15]) For norming constants an and bn the following asymptotic
formulae hold (when n→∞):
an (q, α, β) =
π
2
[
1 +
2 sn (q, α, β)
π [n+ δ (α, β)]
+ rn
]
sin2 α+
+
π
2 [n+ δn(α, β)]
2
[
1 +
2 sn (q, α, β)
π [n+ δ (α, β)]
+ r˜n
]
cos2 α, (3.4)
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bn (q, α, β) =
π
2
[
1 +
2 sn (q, α, β)
π [n+ δ (α, β)]
+ pn
]
sin2 β+
+
π
2 [n+ δn(α, β)]
2
[
1 +
2 sn (q, α, β)
π [n+ δ (α, β)]
+ p˜n
]
cos2 β,
where
sn = sn (q, α, β) = −1
2
∫ π
0
(π − t) q (t) sin 2 [n+ δn (α, β)] tdt, (3.5)
rn = rn (q, α, β) = O
(
1
n2
)
and r˜n = r˜n (q, α, β) = O
(
1
n2
)
(the same estimate is
true for pn and p˜n), when n→∞, uniformly in α, β ∈ [0, π] and q ∈ BL1R [0, π] .
Theorem 3.3. ([15]) For both α, β ∈ (0, π) and α = π, β = 0 cases the function
s, defined as the series
s (x) =
∞∑
n=2
sn
n+ δn (α, β)
cos [n+ δn (α, β)]x (3.6)
is absolutely continuous function on arbitrary segment [a, b] ⊂ (0, 2π) , i.e. s ∈
AC (0, 2π) .
The proofs of the Theorem 3.1 and Theorem 3.3 do not cover the case α =
π, β ∈ (0, π) . In the forthcoming theorems using Theorem 2.3 and Theorem 2.4 we
handle this case as well.
Theorem 3.4. The function l, defined by the formula
l (x, β) =
∞∑
n=2
ln (q, π, β) sin (n+ δn (π, β))x
is absolutely continuous on arbitrary segment [a, b] ⊂ (0, 2π) , i.e. l ∈ AC (0, 2π) .
Proof. Denote σ (x) =
∫ x
0
q (t) dt and write ln (q, π, β) in the following form:
ln (q, π, β) = − 1
2π (n+ δn (π, β))
∫ π
0
q(x) cos 2 (n+ δn (π, β))xdx =
= − 1
2π (n+ δn (π, β))
∫ π
0
cos 2 (n+ δn (π, β)) xdσ (x) = −σ (π) cos 2πδn (π, β)
2π (n+ δn (π, β))
−
− 1
π
∫ π
0
σ (x) sin 2 (n+ δn (π, β))xdx = −σ (π) cos 2πδn (π, β)
2π (n+ δn (π, β))
−
− 1
2π
∫ 2π
0
σ1 (x) sin (n+ δn (π, β)) xdx, (3.7)
where σ1 (x) ≡ σ
(x
2
)
is the absolutely continuous function on [0, 2π] .
It is easy to see from (1.10) (for the details see [11]), that for β ∈ (0, π) we have
δn (π, β) =
1
2
+
cotβ
π
(
n+ 12
) +O( 1
n2
)
cotβ =
1
2
+O
(
1
n
)
, (3.8)
and consequently,
cos 2πδn (π, β) = −1 + dn, sin 2πδn (π, β) = en, (3.9)
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where dn = O
(
1
n2
)
, en = O
(
1
n
)
.
Therefore, l (x, β) can be represented as a sum of three functions
l (x, β) = l1 (x, β) + l2 (x, β) + l3 (x, β) , (3.10)
where
l1 (x, β) =
σ (π)
2π
∞∑
n=2
sin (n+ δn (π, β))x
(n+ δn (π, β))
, (3.11)
l2 (x, β) = −σ (π)
2π
∞∑
n=2
dn
sin (n+ δn (π, β))x
(n+ δn (π, β))
, (3.12)
l3 (x, β) = − 1
2π
∞∑
n=2
fn sin (n+ δn (π, β))x, (3.13)
and fn =
∫ 2π
0
σ1 (t) sin (n+ δn (π, β)) tdt.
Since fn =
∫ π
0
σ1 (t) sin (n+ δn (π, β)) tdt+
∫ 2π
π
σ1 (t) sin (n+ δn (π, β)) tdt and
∫ 2π
π
σ1 (t) sin (n+ δn (π, β)) tdt =
∫ −π
−2π
−σ1 (−t) sin (n+ δn (π, β)) tdt =
=
∫ π
0
−σ1 (2π − t) sin (n+ δn (π, β)) (t− 2π) dt =
=
∫ π
0
σ1 (2π − t) ((1− dn) sin (n+ δn (π, β)) t+ en cos (n+ δn (π, β)) t) dt =
=
∫ π
0
σ
(
π − t
2
)
((1− dn) sin (n+ δn (π, β)) t+ en cos (n+ δn (π, β)) t) dt,
then
fn =
∫ π
0
(
σ
(
t
2
)
+ σ
(
π − t
2
))
sin (n+ δn (π, β)) tdt−
− dn
∫ π
0
σ
(
π − t
2
)
sin (n+ δn (π, β)) tdt+
+ en
∫ π
0
σ
(
π − t
2
)
cos (n+ δn (π, β)) t. (3.14)
It noteworthy, that δn (α, β) are defined only for n ≥ 2, that is why, we will write
λ0 (0, π, β) , λ1 (0, π, β) and λn (0, π, β) = n + δn (π, β) for all n ≥ 2. Taking into
account that the system of functions
{ϕn (x)}∞n=0 =
{
sinλn (0, π, β)x
λn (0, π, β)
}∞
n=0
=
{
sinλn (0, π, β)x
λn (0, π, β)
}1
n=0
∪
{
sin (n+ δn (π, β))x
n+ δn (π, β)
}∞
n=2
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are the eigenfunctions of the problem L (0, π, β) and using Theorem 2.3, we get
σ
(x
2
)
+ σ
(
π − x
2
)
= σ2 (x) +
+
∞∑
n=2
∫ π
0
(
σ
(
t
2
)
+ σ
(
π − t
2
))
sin (n+ δn (π, β)) tdt∫ π
0
sin2 (n+ δn (π, β)) tdt
sin (n+ δn (π, β))x
(3.15)
where the series converges uniformly on arbitrary segment [a, π] ⊂ (0, π] and
σ2 (x) :=
1∑
n=0
∫ π
0
(
σ
(
t
2
)
+ σ
(
π − t
2
))
sinλn (0, π, β) tdt∫ π
0
sin2 λn (0, π, β) tdt
sinλn (0, π, β)x
Using (3.8) and (3.9), we calculate
π∫
0
sin2 (n+ δn (π, β)) tdt =
=
π
2
− sin 2π (n+ δn(π, β))
4 (n+ δn(π, β))
=
π
2
− en
4 (n+ δn(π, β))
. (3.16)
From (3.16), it is easy to see that
1
π∫
0
sin2 (n+ δn (π, β)) tdt
=
2
π
+ gn,
where gn =
2en
π (2π (n+ δn (π, β))− en) = O
(
1
n2
)
.
Now we can write (3.15) in the form
∞∑
n=2
2
π
∫ π
0
(
σ
(
t
2
)
+ σ
(
π − t
2
))
sin (n+ δn (π, β)) tdt sin (n+ δn (π, β)) x =
= −
∞∑
n=2
gn
∫ π
0
(
σ
(
t
2
)
+ σ
(
π − t
2
))
sin (n+ δn (π, β)) tdt sin (n+ δn (π, β))x+
+ σ
(x
2
)
+ σ
(
π − x
2
)
− σ2 (x) , (3.17)
where the series converge uniformly on arbitrary segment [a, π] ⊂ (0, π] .
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Hence, from (3.13), (3.14), (3.17) we obtain that for arbitrary x ∈ (0, π]
l3 (x, β) =
1
4
(
−σ
(x
2
)
− σ
(
π − x
2
)
+ σ2 (x)
)
+
+
∞∑
n=2
gn
4
∫ π
0
(
σ
(
t
2
)
+ σ
(
π − t
2
))
sin (n+ δn (π, β)) tdt sin (n+ δn (π, β))x+
+
1
2π
∞∑
n=2
dn
∫ π
0
σ
(
π − t
2
)
sin (n+ δn (π, β)) tdt sin (n+ δn (π, β))x−
− 1
2π
∞∑
n=2
en
∫ π
0
σ
(
π − t
2
)
cos (n+ δn (π, β)) tdt sin (n+ δn (π, β))x. (3.18)
Since dn = O
(
1
n2
)
, en
∫ π
0
σ
(
π − t
2
)
cos (n+ δn (π, β)) tdt = O
(
1
n2
)
, gn =
O
(
1
n2
)
, then l3 ∈ AC (0, π] . But on the other hand, since (see (3.13) and (3.9))
l3 (2π − x, β) = l3 (x, β) + 1
2π
∞∑
n=2
dnfn sin (n+ δn (π, β))x−
− 1
2π
∞∑
n=2
enfn cos (n+ δn (π, β))x,
then l3 ∈ AC [π, 2π) and consequently l3 ∈ AC (0, 2π) .
Since
∞∑
n=2
sin (n+ δn (π, β))x
(n+ δn (π, β))
is absolutely continuous function on (0, 2π) (see sec-
tion 7, Lemma 7.1), then l1 ∈ AC (0, 2π) .
Since dn = O
(
1
n2
)
, then the series in (3.12) and its first derivative converges
absolutely and uniformly on [0, 2π] and therefore l2 ∈ AC [0, 2π] . This completes
the proof. 
A similar assertion is true for remainders of the norming constants. More pre-
cisely, we prove the following theorem:
Theorem 3.5. The function s, defined by the formula
s (x, β) =
∞∑
n=2
sn (q, π, β)
n+ δn (π, β)
cos (n+ δn (π, β)) x
is absolutely continuous on [0, 2π] , i.e. s ∈ AC [0, 2π] .
Proof. Since (see (3.8))
sin 2 (n+ δn (π, β))x− sin 2
(
n+
1
2
)
x =
= −2 cos
(
n+ δn (π, β) +
1
2
)
x sin
(
δn (π, β)− 1
2
)
x = O
(
1
n
)
,
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cos (n+ δn (π, β))x− cos
(
n+
1
2
)
x =
= −2 sin
(
n+
2δn (π, β) + 1
4
)
x sin
(
2δn (π, β)− 1
4
)
x = O
(
1
n
)
uniformly on [0, 2π] , then s ∈ AC [0, 2π] is equivalent to s˜ ∈ AC [0, 2π] , where s˜
defined by the formula
s˜(x, β) :=
∞∑
n=0
s˜n (q, π, β)
n+ 12
cos
(
n+
1
2
)
x, (3.19)
where
s˜n (q, π, β) = −1
2
∫ π
0
(π − t) q (t) sin 2
(
n+
1
2
)
tdt.
Denote σ3 (x) =
∫ x
0
(π − t) q (t) dt and write s˜n (q, π, β)
n+ 12
in the following form:
s˜n (q, π, β)
n+ 12
= − 1
2
(
n+ 12
) ∫ π
0
(π − t) q (t) sin 2
(
n+
1
2
)
tdt =
= − 1
2
(
n+ 12
) ∫ π
0
sin 2
(
n+
1
2
)
tdσ3 (t) =
∫ π
0
σ3 (t) cos 2
(
n+
1
2
)
tdt =
=
1
2
∫ 2π
0
σ4 (t) cos
(
n+
1
2
)
tdt, (3.20)
where σ4 (x) ≡ σ3
(x
2
)
is the absolutely continuous function on [0, 2π] .
Since∫ 2π
π
σ4 (t) cos
(
n+
1
2
)
tdt =
∫ −π
−2π
σ4 (−t) cos
(
n+
1
2
)
tdt =
=
∫ π
0
σ4 (2π − t) cos
(
n+
1
2
)
(t− 2π) dt = −
∫ π
0
σ4 (2π − t) cos
(
n+
1
2
)
tdt,
then the integral in (3.20) can be written in the following form
1
2
∫ 2π
0
σ4 (t) cos
(
n+
1
2
)
tdt =
=
1
2
∫ π
0
(σ4 (t)− σ4 (2π − t)) cos
(
n+
1
2
)
tdt. (3.21)
Taking into account that the system of functions
{
cos
(
n+
1
2
)
x
}∞
n=0
are the
eigenfunctions of the problem L
(
0,
π
2
, 0
)
and using Theorem 2.4 and Remark 2.7,
we receive
σ4 (x) − σ4 (2π − x) =
=
2
π
∞∑
n=0
∫ π
0
(σ4 (t)− σ4 (2π − t)) cos
(
n+
1
2
)
tdt cos
(
n+
1
2
)
x, (3.22)
where the series converges uniformly on [0, π] .
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From (3.19), (3.20), (3.21) and (3.22) we get that
s˜ (x) =
π
4
(σ4 (x) − σ4 (2π − x)) , x ∈ [0, π] ,
but on the other hand (see (3.19))
s˜ (2π − x, β) = −s˜ (x, β)
and therefore s˜ is an absolutely continuous function on [0, 2π] . This completes the
proof. 
Remark 3.6. We have proved that in the direct problem (q and β are given) the
properties (1.11), (1.13) of the eigenvalues and the properties (1.12), (1.14) of the
norming constants take place.
At the end of this section we formulate two theorems on more precise asymp-
totic formulae for eigenvalues and norming constants, when the potential q is an
absolutely continuous function.
Theorem 3.7. Let q ∈ ACR [0, π] . Then the asymptotic relation (n→∞) for
eigenvalues
λn (q, π, β) = n+ δn (π, β) +
[q]
2 (n+ δn (π, β))
+ ln (q, π, β) +O
(
1
n3
)
, (3.23)
holds, where [q] =
1
π
∫ π
0
q (t) dt,
ln = ln (q, π, β) =
1
4π (n+ δn (π, β))
2
∫ π
0
q′ (x) sin 2 (n+ δn (π, β))xdx. (3.24)
The estimate O
(
1
n3
)
of the remainder in (3.23) is uniform in all β ∈ [0, π] and
q, q′ ∈ BL1
R
[0, π] , and the functions
l (x, β) =
∞∑
n=2
ln (q, π, β) sin (n+ δn (π, β))x, (3.25)
l′ (x, β) =
∞∑
n=2
ln (q, π, β) (n+ δn (π, β)) cos (n+ δn (π, β))x (3.26)
are absolutely continuous on arbitrary segment [a, b] ⊂ (0, 2π) , that is l, l′ ∈ AC (0, 2π) .
Theorem 3.8. Let q ∈ ACR [0, π] . Then the asymptotic relation (n→∞) for
norming constants
an (q, π, β) =
π
2 (n+ δn (π, β))
2
(
1 +
[q]β
2 (n+ δn (π, β))
2 +
2 sn
π (n+ δn (π, β))
2 +O
(
1
n3
))
,
(3.27)
holds, where [q]β =
5
π
∫ π
0
q (t) dt+ 2 (q (0) + cotβ) ,
sn = sn (q, π, β) =
1
4
∫ π
0
(π − t) q′ (t) cos 2 (n+ δn (π, β)) tdt. (3.28)
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The estimate O
(
1
n3
)
of the remainder in (3.27) is uniform in all β ∈ [0, π] and
q, q′ ∈ BL1
R
[0, π] , and the functions
s (x, β) =
∞∑
n=2
sn (q, π, β)
(n+ δn (π, β))
2 cos (n+ δn (π, β))x, (3.29)
s′ (x, β) = −
∞∑
n=2
sn (q, π, β)
n+ δn (π, β)
sin (n+ δn (π, β))x (3.30)
are absolutely continuous on arbitrary segment [a, b] ⊂ (0, 2π) , that is s, s′ ∈
AC (0, 2π) .
The proof of these theorems is based on the fact that for the case q ∈ ACR [0, π]
more precise asymtotic formula (n→∞) for the eigenfunctions
ϕ (x, µn (q, π, β) , π) =
sinλnx
λn
− cosλnx
2λ2n
∫ x
0
q (t) dt+
+
sinλnx
4λ3n
(
q (x) + q (0)− 1
2
(∫ x
0
q (t) dt
)2)
+
+
1
4λ3n
∫ x
0
q′ (t) sinλn (x− 2t) dt+O
(
1
n4
)
.
holds (can be obtained using integration by parts method). The rest part of the
proof is based on the same technique as for general case q ∈ L1
R
[0, π] (see [13, the
proof of theorem 3.1] and [15, the proofs of theorems 3.2–3.3]), that is why we omit
it.
4. Derivation of an analogue of the Gelfand-Levitan equation
Transformation (transmutation) operators are played an important role in the
theory of the inverse Sturm-Liouville problems.
The following assertion can be found in [8] (see, also [31, 27]):
Theorem 4.1. ([8]) For the function ϕπ (x, µ) the following representation holds
ϕπ (x, µ) = (I+ P)
sinλx
λ
:=
sinλx
λ
+
∫ x
0
P (x, t)
sin λt
λ
dt, (4.1)
where P (x, t) , 0 ≤ t ≤ x ≤ π, is a real continuous function with the same smooth-
ness as
∫ x
0
q(t)dt, and
P (x, x) =
1
2
∫ x
0
q(t)dt, P (x, 0) = 0. (4.2)
The proof of the theorem 4.1 was given for the case q ∈ L2
R
[0, π] , but it can be
easily done for the case q ∈ L1
R
[0, π] , without any changes.
Further, in this section, our goal is to derive the analogue of Gelfand-Levitan
equation for our case.
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Lemma 4.2. Let us given the numbers {µn}n≥0 and {an}n≥0 , which satisfy the
conditions of the Theorem 1.1, such that λn 6= 0, n = 0, 1, 2, . . . and λn (0, π, β) 6= 0,
n = 0, 1, 2, . . . . Then the function H, defined by the formula
H (t) =
∞∑
n=0
(
1
an
cosλnt
λ2n
− 1
an (0, π, β)
cosλn (0, π, β) t
λ2n (0, π, β)
)
, (4.3)
is absolutely continuous on arbitrary segment [a, b] ⊂ (0, 2π) (H (·) ∈ AC(0, 2π)) .
Proof. Denote
kn := anλ
2
n, kn (0, π, β) := an (0, π, β) (n+ δn(π, β))
2
, ǫn :=
c
2(n+ δn(π, β))
+ ln.
Since λn (0, π, β) = n+ δn (π, β) , n = 2, 3, . . . , then, we can write down the general
term of the series (4.3) in the following form:
1
an
cosλnt
λ2n
− 1
an (0, π, β)
cos (n+ δn(π, β)) t
(n+ δn(π, β))
2 =
=
1
kn
(cos (n+ δn (π, β) + ǫn) t− cos (n+ δn (π, β)) t)+
+
(
1
kn
− 1
kn (0, π, β)
)
cos (n+ δn(π, β)) t. (4.4)
Using (1.11), (1.12) and the condition ln = o
(
1
n
)
we can write
1
kn
in the form:
1
kn
=
1
anλ2n
=
2
π
(
1 +
2 sn
π (n+ δ (π, β))
)(
1 +
c+ rn
(n+ δn (π, β))
2
) =
=
2
π
− 4
π2
sn
n+ δn (π, β)
+ hn, (4.5)
where rn = o (1) , hn = O
(
1
n2
)
. On the other hand,
1
kn (0, π, β)
=
1
an (0, π, β) (n+ δn(π, β))
2 =
2
π
+ gn, gn =
(
1
n2
)
.
Therefore
1
kn
− 1
kn (0, π, β)
= − 4
π2
sn
n+ δn (π, β)
+ hn − gn. (4.6)
And finally, using elementary trigonometric identities and Maclaurin expansions of
cos and sin functions around the point 0, we get that
cos (n+ δn (π, β) + ǫn) t− cos (n+ δn (π, β)) t =
= −ǫnt sin (n+ δn (π, β)) t+mn (t) cos (n+ δn (π, β)) t−
− zn (t) sin (n+ δn (π, β)) t, (4.7)
wheremn (t) = O
(
1
n2
)
and zn (t) = O
(
1
n3
)
uniformly with respect to t ∈ [0, 2π] .
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Now by taking into account (4.4), (4.5), (4.6) and (4.7) we can expand H (t) in
the following form:
H (t) =
1∑
n=0
(
1
an
cosλnt
λ2n
− 1
an (0, π, β)
cosλn (0, π, β) t
λ2n (0, π, β)
)
+
5∑
i=1
Hi (t) , (4.8)
where
H1 (t) = −ct
π
∞∑
n=2
sin (n+ δn (π, β)) t
n+ δn (π, β)
, (4.9)
H2 (t) = −2t
π
∞∑
n=2
lnsin (n+ δn (π, β)) t = −2t
π
l (t) , (4.10)
H3 (t) = −
∞∑
n=2
(
− 4
π2
sn
n+ δn (π, β)
+ hn
)
ǫnt sin (n+ δn (π, β)) t+
∞∑
n=2
(
2
π
− 4
π2
sn
n+ δn (π, β)
+ hn
)
mn (t) cos (n+ δn (π, β)) t−
−
∞∑
n=2
(
2
π
− 4
π2
sn
n+ δn (π, β)
+ hn
)
zn (t) sin (n+ δn (π, β)) t, (4.11)
H4 (t) = − 4
π2
∞∑
n=2
sn
n+ δn (π, β)
cos (n+ δn (π, β)) t = − 4
π2
s (t) , (4.12)
H5 (t) =
∞∑
n=2
(hn − gn) cos (n+ δn (π, β)) t. (4.13)
The absolute continuity of the series in (4.9) can be found in Lemma 7.1. The
estimates for sn, hn, gn, ǫn, mn (t) and zn (t) ensure the absolutely and uniformly
convergence of the series in (4.11), (4.13) on [0, 2π] and absolutely continuity of the
functions H3 and H5 in (0, 2π) .
Since l (t) and s (t) are absolutely continuous functions in (0, 2π) , then Lemma 4.2
is proved. 
Remark 4.3. The function H (see (4.3)) is defined for the case λn 6= 0, n =
0, 1, 2, . . . and λn (0, π, β) 6= 0, n = 0, 1, 2, . . . . For the other cases we define H in
the following way:
• if there is n = n0, such that λn0 = 0 and λn (0, π, β) 6= 0, n = 0, 1, 2, . . . ,
then
H (t) = − 1
an0
t2
2
− 1
an0 (0, π, β)
cosλn0 (0, π, β) t
λ2n0 (0, π, β)
+
+
∞∑
n=0
n6=n0
(
1
an
cosλnt
λ2n
− 1
an (0, π, β)
cosλn (0, π, β) t
λ2n (0, π, β)
)
,
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• if λn 6= 0, n = 0, 1, 2, . . . and there is n = n1, such that λn1 (0, π, β) = 0,
then
H (t) =
1
an1
cosλn1t
λ2n1
+
1
an1 (0, π, β)
t2
2
+
+
∞∑
n=0
n6=n1
(
1
an
cosλnt
λ2n
− 1
an (0, π, β)
cosλn (0, π, β) t
λ2n (0, π, β)
)
,
• if there are n0 and n1, such that λn0 = 0 and λn1 (0, π, β) = 0, then
H (t) =
1
an1
cosλn1t
λ2n1
− 1
an0 (0, π, β)
cosλn0 (0, π, β) t
λ2n0 (0, π, β)
+
+
(
1
an1 (0, π, β)
− 1
an0
)
t2
2
+
∞∑
n=0
n6=n0
n6=n1
(
1
an
cosλnt
λ2n
− 1
an (0, π, β)
cosλn (0, π, β) t
λ2n (0, π, β)
)
.
It is easy to see that such defined functions are also absolutely continuous on arbi-
trary segment [a, b] ⊂ (0, 2π) .
Consider the function
F (x, t) :=
1
2
(H (|x− t|)−H (x+ t)) . (4.14)
It follows from Lemma 4.2 and Remark 4.3 that,
• if λn 6= 0, n = 0, 1, 2, . . . and λn (0, π, β) 6= 0, n = 0, 1, 2, . . . , then
F (x, t) =
∞∑
n=0
(
1
an
sinλnx
λn
sinλnt
λn
− 1
an (0, π, β)
sinλn (0, π, β)x
λn (0, π, β)
sinλn (0, π, β) t
λn (0, π, β)
)
,
(4.15)
• if there is n = n0, such that λn0 = 0 and λn (0, π, β) 6= 0, n = 0, 1, 2, . . . ,
then
F (x, t) =
1
an0
x t− 1
an0 (0, π, β)
sinλn0 (0, π, β) x
λn0 (0, π, β)
sinλn0 (0, π, β) t
λn0 (0, π, β)
+
+
∞∑
n=0
n6=n0
(
1
an
sinλnx
λn
sinλnt
λn
− 1
an (0, π, β)
sinλn (0, π, β)x
λn (0, π, β)
sinλn (0, π, β) t
λn (0, π, β)
)
,
• if λn 6= 0, n = 0, 1, 2, . . . and there is n = n1, such that λn1 (0, π, β) = 0,
then
F (x, t) =
1
an1
sinλn1x
λn1
sinλn1t
λn1
− 1
an1 (0, π, β)
x t+
+
∞∑
n=0
n6=n1
(
1
an
sinλnx
λn
sinλnt
λn
− 1
an (0, π, β)
sinλn (0, π, β)x
λn (0, π, β)
sinλn (0, π, β) t
λn (0, π, β)
)
,
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• if there are n0 and n1, such that λn0 = 0 and λn1 (0, π, β) = 0, then
F (x, t) =
1
an1
sinλn1x
λn1
sinλn1t
λn1
+
(
1
an0
− 1
an1 (0, π, β)
)
x t−
− 1
an0 (0, π, β)
sinλn0 (0, π, β)x
λn0 (0, π, β)
sinλn0 (0, π, β) t
λn0 (0, π, β)
+
+
∞∑
n=0
n6=n0
n6=n1
(
1
an
sinλnx
λn
sinλnt
λn
− 1
an (0, π, β)
sinλn (0, π, β)x
λn (0, π, β)
sinλn (0, π, β) t
λn (0, π, β)
)
.
It is easy to see that F (x, t) (in all four cases) is a continuous function and
d
dx
F (x, x) ∈ L1 (0, π) .
Theorem 4.4. For each fixed x ∈ (0, π] , the kernel P (x, t) of the transformation
operator (see (4.1)) satisfies the following linear integral equation
P (x, t) + F (x, t) +
∫ x
0
P (x, s)F (s, t) ds = 0, 0 ≤ t < x, (4.16)
which is also called Gelfand-Levitan equation.
Proof. We prove the theorem for the case λn 6= 0, n = 0, 1, 2, . . . and λn (0, π, β) 6=
0, n = 0, 1, 2, . . . , when the representation (4.15) holds. Other cases can be proven
analogously.
Since P defined in (4.1) is a Volterra integral operator with continuous kernel
P (x, t), then I + P has the inverse operator of the same type (see, for example,
[28, 26, 27, 9]), which we denote by I+ Q. Solving the equation (4.1) with respect
to
sinλx
λ
we obtain
sinλx
λ
= (I+Q)ϕπ
(
x, λ2
)
:= ϕπ
(
x, λ2
)
+
∫ x
0
Q(x, t)ϕπ
(
t, λ2
)
dt, (4.17)
where Q (x, t) , 0 ≤ t ≤ x ≤ π is a real continuous function with the same smooth-
ness as P (x, t) , and
Q (x, x) = −1
2
∫ x
0
q (t) dt, Q (x, 0) = 0. (4.18)
In view of (4.1) and (4.17) we get that
N∑
n=2
ϕπ
(
x, λ2n
) sinλnt
λn
an
=
N∑
n=2
1
an
(
sinλnx
λn
+
∫ x
0
P (x, s)
sin λns
λn
ds
)
sinλnt
λn
=
=
N∑
n=2
1
an
(
sinλnx sinλnt
λ2n
+
sinλnt
λn
∫ x
0
P (x, s)
sinλns
λn
ds
)
(4.19)
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and
N∑
n=2
ϕπ
(
x, λ2n
) sinλnt
λn
an
=
N∑
n=2
1
an
ϕπ
(
x, λ2n
)(
ϕπ
(
t, λ2n
)
+
∫ t
0
Q(t, s)ϕπ
(
s, λ2n
)
ds
)
=
=
N∑
n=2
1
an
(
ϕπ
(
x, λ2n
)
ϕπ
(
t, λ2n
)
+ ϕπ
(
x, λ2n
) ∫ t
0
Q(t, s)ϕπ
(
s, λ2n
)
ds
)
. (4.20)
By ΦN (x, t) denote the following expression
ΦN (x, t) :=
1∑
n=0
(
1
an
ϕπ
(
x, λ2n
)
ϕπ
(
t, λ2n
)− 1
an (0, π, β)
sinλn (0, π, β)x
λn (0, π, β)
sinλn (0, π, β) t
λn (0, π, β)
)
+
+
N∑
n=2
(
1
an
ϕπ
(
x, λ2n
)
ϕπ
(
t, λ2n
)− 1
an (0, π, β)
sin (n+ δn (π, β))x
n+ δn (π, β)
sin (n+ δn (π, β)) t
n+ δn (π, β)
)
.
(4.21)
It is easy to calculate that the following representation holds (compare with [8])
ΦN (x, t) = IN1 (x, t) + IN2 (x, t) + IN3 (x, t) + IN4 (x, t) , (4.22)
where
IN1 (x, t) =
1∑
n=0
(
1
an
sinλnx
λn
sinλnt
λn
− 1
an (0, π, β)
sinλn (0, π, β)x
λn (0, π, β)
sinλn (0, π, β) t
λn (0, π, β)
)
+
+
N∑
n=2
(
1
an
sinλnx
λn
sinλnt
λn
− 1
an (0, π, β)
sin (n+ δn(π, β)) x
n+ δn(π, β)
sin (n+ δn(π, β)) t
n+ δn(π, β)
)
,
(4.23)
IN2 (x, t) =
1∑
n=0
1
an (0, π, β)
sinλn (0, π, β) t
λn (0, π, β)
∫ x
0
P (x, s)
sinλn (0, π, β) s
λn (0, π, β)
ds+
+
N∑
n=2
1
an (0, π, β)
sin (n+ δn(π, β)) t
n+ δn(π, β)
∫ x
0
P (x, s)
sin (n+ δn(π, β)) s
n+ δn(π, β)
ds, (4.24)
IN3 (x, t) =
1∑
n=0
∫ x
0
P (x, s)
(
1
an
sinλns
λn
sinλnt
λn
−
− 1
an (0, π, β)
sinλn (0, π, β) s
λn (0, π, β)
sinλn (0, π, β) t
λn (0, π, β)
)
ds+
+
N∑
n=2
∫ x
0
P (x, s)
(
1
an
sinλns
λn
sinλnt
λn
−
− 1
an (0, π, β)
sin (n+ δn(π, β)) s
n+ δn(π, β)
sin (n+ δn(π, β)) t
n+ δn(π, β)
)
ds, (4.25)
IN4 (x, t) = −
N∑
n=0
ϕπ
(
x, λ2n
)
an
∫ t
0
Q(t, s)ϕπ
(
s, λ2n
)
ds. (4.26)
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Let f is an absolutely continuous function on [0, π] , such that f (0) = 0. In light of
Theorem 2.3 and Remark 2.7 we receive
lim
N→∞
max
x∈[0,π]
∫ π
0
f (t)ΦN (x, t) dt = lim
N→∞
max
x∈[0,π]
N∑
n=0
1
an
∫ π
0
f (t)ϕπ
(
t, λ2n
)
dtϕπ
(
x, λ2n
)−
− lim
N→∞
max
x∈[0,π]
N∑
n=0
1
an (0, π, β)
∫ π
0
f (t)
sinλn (0, π, β) t
λn (0, π, β)
dt
sinλn (0, π, β)x
λn (0, π, β)
= f (x)−f (x) = 0.
(4.27)
Extending P (x, t) = Q (x, t) = 0 for x < t and using the standard theorems of the
limit process under the integral sign we get that uniformly with respect to x ∈ [0, π]
lim
N→∞
∫ π
0
f (t) IN1 (x, t) dt = lim
N→∞
∫ π
0
f (t)
N∑
n=0
(
1
an
sinλnx
λn
sinλnt
λn
−
− 1
an (0, π, β)
sinλn (0, π, β)x
λn (0, π, β)
sinλn (0, π, β) t
λn (0, π, β)
)
dt =
∫ π
0
f (t) lim
N→∞
N∑
n=0
(
1
an
sinλnx
λn
sinλnt
λn
−
− 1
an (0, π, β)
sinλn (0, π, β)x
λn (0, π, β)
sinλn (0, π, β) t
λn (0, π, β)
)
dt =
∫ π
0
f (t)F (x, t) dt, (4.28)
lim
N→∞
∫ π
0
f (t) IN2 (x, t) dt =
= lim
N→∞
∫ π
0
f (t)
N∑
n=0
1
an (0, π, β)
sinλn (0, π, β) t
λn (0, π, β)
∫ x
0
P (x, s)
sinλn (0, π, β) s
λn (0, π, β)
dsdt =
= lim
N→∞
N∑
n=0
1
an (0, π, β)
∫ π
0
∫ π
0
f (t)
sinλn (0, π, β) t
λn (0, π, β)
P (x, s)
sinλn (0, π, β) s
λn (0, π, β)
dtds =
=
∫ π
0
lim
N→∞
N∑
n=0
1
an (0, π, β)
∫ π
0
f (t)
sinλn (0, π, β) t
λn (0, π, β)
dt
sinλn (0, π, β) s
λn (0, π, β)
P (x, s)ds =
=
∫ π
0
f (s)P (x, s)ds =
∫ π
0
f (t)P (x, t)dt, (4.29)
lim
N→∞
∫ π
0
f (t) IN3 (x, t) dt = lim
N→∞
∫ π
0
f (t)
N∑
n=0
∫ x
0
P (x, s)
(
1
an
sinλns
λn
sinλnt
λn
−
− 1
an (0, π, β)
sinλn (0, π, β) s
λn (0, π, β)
sinλn (0, π, β) t
λn (0, π, β)
)
dsdt =
∫ π
0
f (t)
∫ x
0
P (x, s)×
× lim
N→∞
N∑
n=0
(
1
an
sinλns
λn
sinλnt
λn
− 1
an (0, π, β)
sinλn (0, π, β) s
λn (0, π, β)
sinλn (0, π, β) t
λn (0, π, β)
)
dsdt =
=
∫ π
0
f (t)
(∫ x
0
P (x, s)F (s, t)ds
)
dt, (4.30)
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lim
N→∞
∫ π
0
f (t) IN4 (x, t) dt = − lim
N→∞
∫ π
0
f (t)
N∑
n=0
ϕπ
(
x, λ2n
)
an
∫ t
0
Q(t, s)ϕπ
(
s, λ2n
)
dsdt =
= − lim
N→∞
N∑
n=0
ϕπ
(
x, λ2n
)
an
∫ π
0
f (t)
∫ t
0
Q(t, s)ϕπ
(
s, λ2n
)
dsdt =
= − lim
N→∞
N∑
n=0
ϕπ
(
x, λ2n
)
an
∫ π
0
(∫ π
s
Q(t, s)f (t) dt
)
ϕπ
(
s, λ2n
)
ds = −
∫ π
0
Q(t, x)f (t) dt,
(4.31)
where Q (t, x) = 0 for t < x. From (4.22) and (4.27)–(4.31), we can conclude that∫ π
0
f (t)
(
F (x, t) + P (x, t) +
∫ x
0
P (x, s)F (s, t)ds −Q (t, x)
)
dt = 0. (4.32)
Since the system of eigenfunctions {ϕm (t)}∞m=0 of the boundary value problem
L(q, π, β) is complete in L2 (0, π) and ϕm (0) = 0, m = 0, 1, 2, . . . , then we can take
f (t) = ϕm (t) , m = 0, 1, 2, . . . and obtain that for each fixed x ∈ (0, π]
F (x, t) + P (x, t) +
∫ x
0
P (x, s)F (s, t)ds−Q (t, x) = 0. (4.33)
For t < x, this is equivalent to (4.16). This completes the proof. 
Remark 4.5. It follows from (4.2), (4.18) and (4.33) that for all x ∈ [0, π]
2P (x, x) + F (x, x) +
∫ x
0
P (x, s)F (s, x)ds = 0. (4.34)
5. The constructive solution of the inverse problem
Lemma 5.1. For each fixed x ∈ (0, π] , equation (4.16) has a unique solution
P (x, ·) in L2 [0, x) .
Proof. Since (4.16) is a Fredholm equation, then it is sufficient (see, for example,
[28]) to prove that the homogenous equation
p (t) +
∫ x
0
p (s)F (s, t) ds = 0 (5.1)
has only a trivial solution p (t) = 0.
Without loss of generality (see Remark 5.2) we suppose that λn 6= 0, n =
0, 1, 2, . . . and λn (0, π, β) 6= 0, n = 0, 1, 2, . . . . Let p(t) be a solution of (5.1).
Then multiplying (5.1) by p (t) and integrating from 0 to x, we receive∫ x
0
p2 (t) dt+
∫ x
0
∫ x
0
F (s, t) p (s) p (t) dsdt = 0
or∫ x
0
p2(t)dt +
∞∑
n=0
1
an
∫ x
0
p (s)
sinλns
λn
ds
∫ x
0
p (t)
sinλnt
λn
dt−
−
∞∑
n=0
1
an (0, π, β)
∫ x
0
p (s)
sinλn (0, π, β)s
λn (0, π, β)
ds
∫ x
0
p (t)
sinλn (0, π, β)t
λn (0, π, β)
dt = 0,
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which is equivalent to∫ x
0
p2 (t) dt+
∞∑
n=0
1
an
(∫ x
0
p (s)
sinλnt
λn
dt
)2
−
−
∞∑
n=0
1
an (0, π, β)
(∫ x
0
p (t)
sinλn (0, π, β) t
λn (0, π, β)
dt
)2
= 0.
Since
{
sinλn (0, π, β) t
λn (0, π, β)
}∞
n=0
are the eigenfunctions of the problem L (0, π, β) , then
we can extend the function p (t) by zero for t > x and write Parseval’s identity in
the following form∫ π
0
p2 (t) dt =
∫ x
0
p2 (t) dt =
∞∑
n=0
1
an (0, π, β)
(∫ x
0
p (t)
sinλn (0, π, β) t
λn (0, π, β)
dt
)2
,
and therefore,
∞∑
n=0
1
an
(∫ x
0
p (s)
sinλnt
λn
dt
)2
= 0.
Since an > 0 (see (1.12)), then∫ x
0
p (s) sinλntdt = 0, n ≥ 0.
In [16, Theorem 1.2, proposition 2a] it was proved that the system of functions
{sinλnt}∞n=0 , where λn = λn (q, π, β) 6= 0, is a Riesz basis in L2 [0, π] . In fact,
there was proved a stronger statement: if the sequence λn 6= 0, n = 0, 1, 2, . . . has
the following asymptotic property:
λn = n+ δn (π, β) +O
(
n−1
)
, (5.2)
then {sinλnt}∞n=0 is a Riesz basis in L2 [0, π] .
Since our given numbers {λn}n≥0 (see (1.11)) satisfy asymptotic property (5.2),
then {sinλnt}∞n=0 is a Riesz basis and accordingly is complete in L2 [0, π] . Hence,
we have p (t) = 0. This completes the proof. 
Observe that the solution P (x, t) of (4.16) has the same smoothness as F (x, t)
(see, e.g. [8, equation (1.5.16) on p. 39]).
Remark 5.2. If there are n1 and n0 such that λn1 = 0 and (or) λn0 (0, π, β) = 0,
then in the proof of the Lemma 5.1 instead of
{
sinλn (0, π, β) t
λn (0, π, β)
}∞
n=0
we should
take
{
sinλn (0, π, β) t
λn (0, π, β)
}n0−1
n=0
∪ {t} ∪
{
sinλn (0, π, β) t
λn (0, π, β)
}∞
n0+1
eigenfunctions of the
problem L (0, π, β) and instead of {sinλnt}∞n=0 we should take {sinλnt}n1−1n=0 ∪{t}∪
{sinλnt}∞n1+1 , which is a Riesz basis in L2 [0, π] (see [16, Theorem 1.2, proposition
2b]).
Remark 5.3. It is noteworthy that, in contrast to the above-mentioned classical
results (see [10, 9, 34, 8]), in our case the Levinson’s theorem (see [22, 33, 20])
cannot be applied for proving completeness of the system of functions {sinλnt}∞n=0 ,
because of asymptotic behavior of λn.
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Let us define
ϕπ (x, µ) ≡ ϕπ
(
x, λ2
)
:=
sinλx
λ
+
∫ x
0
P (x, t)
sinλt
λ
dt (5.3)
and
q (x) := 2
d
dx
P (x, x) . (5.4)
Lemma 5.4. The following relations hold
− ϕ′′π (x, µ) + q (x)ϕπ (x, µ) = µϕπ (x, µ) , (5.5)
ϕπ (0, µ) = 0, ϕ
′
π (0, µ) = 1. (5.6)
Proof. We split the proof into two cases:
Case I: Let H ′ (·) ∈ AC (0, 2π) , where H (t) defined by (4.3) (here, again, we
prove the lemma only for the case λn 6= 0, n = 0, 1, 2, . . . and λn (0, π, β) 6= 0,
n = 0, 1, 2, . . . , other cases can be proven analogously). Differentiating the identity
J (x, t) ≡ P (x, t) + F (x, t) +
∫ x
0
P (x, s)F (s, t) ds ≡ 0, (5.7)
we get
Jt (x, t) = Pt (x, t) + Ft (x, t) +
∫ x
0
P (x, s)Ft (s, t) ds = 0, (5.8)
Jtt (x, t) = Ptt (x, t) + Ftt (x, t) +
∫ x
0
P (x, s)Ftt (s, t) ds = 0, (5.9)
Jx (x, t) = Px (x, t)+Fx (x, t)+P (x, x)F (x, t)+
∫ x
0
Px (x, s)F (s, t) ds = 0, (5.10)
Jxx (x, t) = Pxx (x, t) + Fxx (x, t) +
dP (x, x)
dx
F (x, t) + P (x, x)Fx (x, t)+
+
∂P (x, s)
∂x
∣∣∣∣
s=x
F (x, t) +
∫ x
0
Pxx (x, s)F (s, t) ds = 0. (5.11)
It is easy to see that Fxx (x, t) = Ftt (x, t) , F (0, t) = 0, F (x, 0) = 0. Then, the
identity (5.7) for t = 0 gives P (x, 0) = 0.
After integrating (5.9) by parts twice, we obtain
Jtt (x, t) = Ptt (x, t) + Ftt (x, t) + P (x, x)
∂F (s, t)
∂s
∣∣∣∣
s=x
−
− F (x, t) ∂P (x, s)
∂s
∣∣∣∣
s=x
+
∫ x
0
Pss (x, s)F (s, t) ds = 0. (5.12)
Consider the following identity
Jxx (x, t)−Jtt (x, t)−q (x) J (x, t) ≡ Pxx (x, t)+dP (x, x)
dx
F (x, t)+P (x, x)Fx (x, t)+
+
∂P (x, s)
∂x
∣∣∣∣
s=x
F (x, t) +
∫ x
0
Pxx (x, s)F (s, t)ds− Ptt (x, t)−
− P (x, x) ∂F (s, t)
∂s
∣∣∣∣
s=x
+ F (x, t)
∂P (x, s)
∂s
∣∣∣∣
s=x
−
∫ x
0
Pss (x, s)F (s, t) ds−
− q (x)
(
P (x, t) + F (x, t) +
∫ x
0
P (x, s)F (s, t) ds
)
≡ 0. (5.13)
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Since q (x) ≡ 2dP (x, x)
dx
≡ 2
(
∂P (x, s)
∂x
∣∣∣∣
s=x
+
∂P (x, s)
∂s
∣∣∣∣
s=x
)
, then (5.13) is
equivalent to the identity
Jxx (x, t)− Jtt (x, t)− q (x) J (x, t) ≡ Pxx (x, t)− Ptt (x, t)− q (x)P (x, t)+
+
∫ x
0
(Pxx (x, s)− Pss (x, s)− q (x)P (x, s))F (s, t) ds ≡ 0. (5.14)
According to Lemma 5.1, the last equation has only the trivial solution, i.e.
Pxx (x, t)− Ptt (x, t)− q (x)P (x, t) = 0, 0 ≤ t < x. (5.15)
On one hand, differentiating ϕπ (x, µ) (see (5.3)) twice, we obtain
ϕ′π (x, µ) = cosλx + P (x, x)
sinλx
λ
+
∫ x
0
Px (x, t)
sinλt
λ
dt (5.16)
and
ϕ′′π (x, µ) = −λ sinλx+
dP (x, x)
dx
sinλx
λ
+ P (x, x) cosλx+
+
∂P (x, t)
∂x
∣∣∣∣
t=x
sinλx
λ
+
∫ x
0
Pxx (x, t)
sinλt
λ
dt. (5.17)
On the other hand, integrating ϕπ (x, µ) by parts twice, we get
µϕπ (x, µ) = λ sin λx−P (x, x) cosλx+ ∂P (x, t)
∂t
∣∣∣∣
t=x
sinλx
λ
−
∫ x
0
Ptt (x, t)
sinλt
λ
dt.
(5.18)
Together with (5.17) and (5.15) this ensures that (5.5) holds and ϕπ (0, µ) = 0.
From (5.16) it follows, that ϕ′π (0, µ) = 1, therefore (5.6) also holds.
Case II: Now, let us consider the general case, when (1.11)–(1.14) hold and,
according to Lemma 4.2, H (·) ∈ AC (0, 2π) . Denote by ϕ˜ (x, µ) solution of the
equation (1.1) (where q (x) = 2
d
dx
P (x, x)) with initial conditions ϕ˜ (0, µ) = 0,
ϕ˜′ (0, µ) = 1. Our goal is to prove that ϕ˜ (x, µ) ≡ ϕπ (x, µ) .
Choose the numbers
{
λn,(j)
}
n≥0
,
{
an,(j)
}
n≥0
, j ≥ 1 of the form
λn,(j) = n+ δn (π, β) +
c
2 (n+ δn (π, β))
+ ln,(j), µn,(j) 6= µm,(j) (n 6= m) , (5.19)
an,(j) =
π
2 (n+ δn (π, β))
2
(
1 +
c1
2 (n+ δn (π, β))
2 +
2 sn,(j)
π (n+ δn (π, β))
2
)
, an,(j) > 0,
(5.20)
where c1 is a constant, ln,(j) = o
(
1
n2
)
and sn,(j) = o (1) , are such that the
functions
lj (t) =
∞∑
n=2
ln,(j) sin (n+ δn (π, β)) t, (5.21)
l′j (t) =
∞∑
n=2
ln,(j) (n+ δn (π, β)) sin (n+ δn (π, β)) t, (5.22)
sj (t) =
∞∑
n=2
sn,(j)
(n+ δn (π, β))
2 cos (n+ δn (π, β)) t, (5.23)
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s′j (t) = −
∞∑
n=2
sn,(j)
n+ δn (π, β)
sin (n+ δn (π, β)) t (5.24)
are absolutely continuous on arbitrary segment [a, b] ⊂ (0, 2π) (compare with asym-
totics of eigenvalues and norming constants from Theorem 3.7 and Theorem 3.8)
and
‖Ωj (t)‖W 1
1
→ 0 (j →∞) , (5.25)
where
Ωj (t) :=
∞∑
n=0
(∣∣(λn − λn,(j)) sinλnt∣∣ +
+
∣∣∣(λn − λn,(j))2 cosλnt∣∣∣+ ∣∣(kn − kn,(j)) cosλnt∣∣) , (5.26)
and WN1 the Sobolev space of functions f (x) , x ∈ [0, π] , such that f (i) (x) , i =
0, 1, . . . , N − 1 are absolutely continuous, equipped with the following norm:
‖f‖WN
1
=
N∑
i=0
∫ π
0
∣∣∣f (i)(t)∣∣∣ dt. (5.27)
Denote
Hj (t) :=
∞∑
n=0
(
1
an,(j)
cosλn,(j)t
λ2n,(j)
− 1
an (0, π, β)
cosλn(0, π, β)t
λ2n(0, π, β)
)
. (5.28)
By the same arguments as in Lemma 4.2 one can prove that H ′j (·) ∈ AC (0, 2π) .
Let Pj (x, t) be the solution of the following Gelfand-Levitan equation
Pj (x, t) + Fj (x, t) +
∫ x
0
Pj (x, s)Fj (s, t) ds = 0, 0 ≤ t < x,
where Fj (x, t) =
1
2
(Hj (|x− t|)−Hj (x+ t)) . Take
ϕπ,j (x, µ) :=
sinλx
λ
+
∫ x
0
Pj(x, t)
sinλt
λ
dt, qj (x) := 2
d
dx
Pj (x, x) . (5.29)
Since H ′j (·) ∈ AC (0, 2π) , then according to Case I, we receive that
− ϕ′′π,j (x, µ) + qj (x)ϕπ,j (x, µ) = µϕπ,j (x, µ) , (5.30)
ϕπ,j (0, µ) = 0, ϕ
′
π,j (0, µ) = 1. (5.31)
On one hand, according to (5.25) and Lemma 7.2,
lim
j→∞
‖Hj(t)−H(t)‖W 1
1
= 0,
which implies (by taking into account [8, Lemma 1.5.1 on p. 32]) that
lim
j→∞
max
0≤t≤x≤π
|Pj (x, t)− P (x, t) | = 0 (5.32)
and
lim
j→∞
‖qj − q‖L1
R
= 0. (5.33)
From (5.3), (5.29) and (5.32), it follows that
lim
j→∞
max
0≤x≤π
max
|µ|≤r
|ϕπ,j(x, µ) − ϕπ(x, µ)| = 0.
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On the other hand, taking into account [14, Theorem 3 on p. 62] (see, also, [30,
Theorem 5 on p. 18]), definition of the function ϕ˜ (x, µ) and (5.33) we arrive at
lim
j→∞
max
0≤x≤π
max
|µ|≤r
|ϕπ,j(x, µ)− ϕ˜(x, µ)| = 0.
Therefore ϕ˜ (x, µ) ≡ ϕπ (x, µ) . Lemma 5.4 is proved. 
Using the same methods as in [10, 9, 8], it can be proven that for arbitrary
functions f ∈ L2 (0, π)
∫ π
0
f2 (x) dx =
∞∑
n=0
1
an
(∫ π
0
f (t)ϕπ (t, µn) dt
)2
, (5.34)
or which is equivalent
∫ π
0
f (x) g (x) dx =
∞∑
n=0
1
an
∫ π
0
f (t)ϕπ (t, µn) dt
∫ π
0
g (t)ϕπ (t, µn) dt, (5.35)
for every f, g ∈ L2 (0, π) .
Lemma 5.5. The following relation holds
∫ π
0
ϕπ (t, µk)ϕπ (t, µn) dt =
{
0, n 6= k,
an, n = k.
(5.36)
Proof. Let f ′ ∈ AC [0, π] and f (0) = 0. Consider the following series
f∗ (x) =
∞∑
n=0
cnϕπ (x, µn) , (5.37)
where
cn :=
1
an
∫ π
0
f (t)ϕπ (t, µn) dt. (5.38)
Using Lemma 5.4 and integration by parts we obtain
cn =
1
anµn
∫ π
0
f (t) (−ϕ′′π (t, µn) + q (t)ϕπ (t, µn)) dt =
=
1
anµn
(f ′ (π)ϕπ (π, µn)− f (π)ϕ′π (π, µn))+
+
1
anµn
∫ π
0
(−f ′′ (t) + q (t) f (t))ϕπ (t, µn) dt. (5.39)
Since
1
anµn
= O (1) (see (1.11) and (1.12)) and
ϕπ (x, µn) =
sin
(
n+ 12
)
x
n+ 12
+O
(
1
n2
)
, ϕ′π (x, µn) = cos
(
n+
1
2
)
x+O
(
1
n
)
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uniformly on [0, π] , then cn = O
(
1
n
)
. Hence the series (5.37) converges absolutely
and uniformly on [0, π] . According to (5.35) and (5.38), we have
∫ π
0
f (x) g (x) dx =
∞∑
n=0
cn
∫ π
0
g (t)ϕπ (t, µn) dt =
=
∫ π
0
g (t)
∞∑
n=0
cnϕπ (t, µn) dt =
∫ π
0
g (t) f∗ (t) dt.
As g (x) is arbitrary, we get f∗ (x) = f (x) , i.e.
f (x) =
∞∑
n=0
cnϕπ (x, µn) .
Now, take f (x) = ϕπ (x, µk) (k ≥ 0 fixed). The system of functions {ϕπ (x, µn)}n≥0
is minimal in L2 (0, π) and therefore
cnk :=
1
an
∫ π
0
ϕπ (t, µk)ϕπ (t, µn) dt = δnk,
where δnk is Kronecker symbol. Lemma 5.5 is proved. 
Lemma 5.6. For all n,m ≥ 0
ϕ′π (π, µn)
ϕπ (π, µn)
=
ϕ′π (π, µm)
ϕπ (π, µm)
= const (5.40)
Proof. It follows from (5.5) that
(ϕπ (x, µn)ϕ
′
π (x, µm)− ϕ′π (x, µn)ϕπ (x, µm))|π0 = (µn − µm)
∫ π
0
ϕπ (x, µn)ϕπ (x, µm) dx.
According to (5.36),
ϕπ (π, µn)ϕ
′
π (π, µm)− ϕ′π (π, µn)ϕπ (π, µm) = 0. (5.41)
Let us show that ϕπ (π, µn) 6= 0 for all n ≥ 0. Otherwise from ϕπ (π, µm) = 0 for a
certain m and since ϕ′π (π, µm) 6= 0, from (5.41) we get that ϕπ (π, µn) = 0 for all
n, which is impossible since(
n+
1
2
)
ϕπ (π, µn) = (−1)n +O
(
1
n
)
.
Then, dividing (5.41) by ϕπ (π, µn)ϕπ (π, µm) , we arrive at (5.40). Lemma 5.6 is
proved. 
Denote
cot β˜ := −ϕ
′
π (π, µn)
ϕπ (π, µn)
. (5.42)
Thus,
ϕπ (π, µn) cos β˜ + ϕ
′
π (π, µn) sin β˜ = 0, n ≥ 0.
Together with Lemma 5.4 and Lemma 5.5 this gives that {µn}n≥0 and {an}n≥0 are
the eigenvalues and the norming constants for the constructed L
(
q, π, β˜
)
problem,
respectively.
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Remark 5.7. Note that, on one hand (see (1.11), (3.1) and (3.8))
cot β˜ = cotβ +
1
2
(
πc−
∫ π
0
q (t) dt
)
,
where β˜ and q are defined in (5.42) and (5.4), respectively and β and c determine
the sequences {µn}∞n=0 and {an}∞n=0 (see (1.11), (1.12)).
On the other hand, it is easy to see that β˜ may not coincide with β (see section
6). In [1] the authors proposed additional conditions (necessary and sufficient) that
ensure α = α˜ and β = β˜, when q ∈ L2
R
[0, π] , α, β ∈ (0, π) problem is considered.
We believe that analogous condition can be found in our case as well, but this is
outside the scope of the present paper.
The Theorem 1.1 is completely proved.
6. Implementation of the algorithm
In this section we are going to present an example of realization of the construc-
tive solution of an inverse Sturm-Liouville problem. To this aim, we will take two
sequences {µn}∞n=0 and {an}∞n=0 satisfying the conditions of the Theorem 1.1 and
applying the procedure describing in the Section 5 to reconstruct the potential q
and the parameter β˜. Let
√
µn ≡ λn = n+ 1
2
, n = 0, 1, 2, . . . , (6.1)
a0 = π, an =
π
2
(
n+ 12
)2 , n = 1, 2, . . . , (6.2)
then β =
π
2
(see (1.11), (1.12) and (3.8)) and according to (4.15)
F (x, t) =
∞∑
n=0
(
1
an
sinλnx
λn
sinλnt
λn
− 2
π
sin
(
n+
1
2
)
x sin
(
n+
1
2
)
t
)
=
=
2
π
sin
x
2
sin
t
2
. (6.3)
We will seek the solution P (x, t) of the corresponding Gelfand-Levitan equation
(see (4.16)) in the form P (x, t) = a (x) sin
t
2
. After some calculations we find that
P (x, t) =
4
2 sinx− 2x− 2π sin
x
2
sin
t
2
(6.4)
and
q (x) := 2
d
dx
P (x, x) =
2 sinx
sinx− x− π −
4 (cosx− 1)
(sinx− x− π)2 sin
2 x
2
, (6.5)
cot β˜ = −ϕ
′
π (π, µn)
ϕπ (π, µn)
= −P (π, π) = − 1
π
, (6.6)
β˜ = arccot
1
π
. (6.7)
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7. Appendix
Here, we prove two lemmas, which play an important role in our analysis.
Lemma 7.1. Let us denote
Tβ (x) :=
∞∑
n=2
sin (n+ δn (π, β))x
n+ δn (π, β)
. (7.1)
Then Tβ (x) and T
′
β (x) are absolutely continuous functions on arbitrary segment
[a, b] ⊂ (0, 2π) .
Proof. Denote tn = δn (π, β) − 1
2
and write the general term of the series in (7.1)
in the following form
sin (n+ δn (π, β))x
n+ δn (π, β)
=
sin
(
n+ 12 + tn
)
x
n+ 12
− tn sin
(
n+ 12 + tn
)
x(
n+ 12
) (
n+ 12 + tn
) =
=
sin
(
n+ 12
)
x
n+ 12
cos tnx+
cos
(
n+ 12
)
x
n+ 12
sin tnx−
tn sin
(
n+ 12
)
x(
n+ 12
) (
n+ 12 + tn
) (7.2)
It follows from (3.8), that
tn =
cotβ
π
(
n+ 12
) + un, cos tnx = 1 + vn (x) , sin tnx = tnx+ wn (x) ,
where un = O
(
1
n2
)
and vn (x) = O
(
1
n2
)
, wn (x) = O
(
1
n3
)
uniformly on [0, 2π]
and therefore (7.2) can be written in the following way:
sin (n+ δn (π, β))x
n+ δn (π, β)
=
sin
(
n+ 12
)
x
n+ 12
+vn (x)
sin
(
n+ 12
)
x
n+ 12
+
x cotβ
π
cos
(
n+ 12
)
x(
n+ 12
)2 +
+ xun
cos
(
n+ 12
)
x
n+ 12
+ wn (x)
cos
(
n+ 12
)
x
n+ 12
− tn sin
(
n+ 12
)
x(
n+ 12
) (
n+ 12 + tn
) .
It is easy to see that
Tβ (x) = T1 (x) + T2β (x) + T3β (x) ,
where
T1 (x) =
∞∑
n=2
sin
(
n+ 12
)
x
n+ 12
,
T2β (x) =
x cotβ
π
∞∑
n=2
cos
(
n+ 12
)
x(
n+ 12
)2 ,
T3β (x) =
∞∑
n=2
(
vn (x)
sin
(
n+ 12
)
x
n+ 12
+ xun
cos
(
n+ 12
)
x
n+ 12
+
+wn (x)
cos
(
n+ 12
)
x
n+ 12
− tn sin
(
n+ 12
)
x(
n+ 12
) (
n+ 12 + tn
)
)
.
From [4, formulae 37 and 38 on p. 578], we get that
T1 (x) =
π
2
− 2 sin x
2
− 2
3
sin
3x
2
, 0 < x < 2π
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and
T2β (x) =
x cotβ
π
(
π2 − 2πx
2
− 4 cos x
2
− 4
9
cos
3x
2
)
, 0 ≤ x ≤ 2π
are infinitely differentiable functions on corresponding domains. The estimates for
un, vn (x) and wn (x) ensure the absolutely continuity of the functions T3β and T
′
3β.
This completes the proof. 
Lemma 7.2. Let us given the functions Ωj (t) , Hj (t) and H (t) defined in (5.26),
(5.28) and (4.3), respectively. Then, there are C1 and C2 positive numbers such
that
max
0≤t≤2π
|Hj (t)−H (t)| ≤ C1 max
0≤t≤2π
|Ωj (t)| , (7.3)
‖Hj (t)−H (t)‖W 1
1
≤ C2 ‖Ωj (t)‖W 1
1
. (7.4)
Proof. Using (5.28) and (4.3) we write down Hj (t) −H (t) and H ′j (t) −H ′ (t) in
the following forms:
Hj (t)−H (t) =
∞∑
n=0
(
1
an,(j)
cosλn,(j)t
λ2n,(j)
− 1
an
cosλnt
λ2n
)
=
∞∑
n=0
(
cosλn,(j)t
kn,(j)
− cosλnt
kn
)
=
=
∞∑
n=0
(
1
kn,(j)
(
cosλn,(j)t− cosλnt
)
+
(
1
kn,(j)
− 1
kn
)
cosλnt
)
=
=
∞∑
n=0
(
2
kn,(j)
sin
(
λn − λn,(j)
)
t
2
sin
(
λn + λn,(j)
)
t
2
+
kn − kn,(j)
kn kn,(j)
cosλnt
)
=
=
∞∑
n=0
(
2
kn,(j)
sin
(
λn − λn,(j)
)
t
2
sin
(
λnt−
(
λn − λn,(j)
)
t
2
)
+
+
kn − kn,(j)
kn kn,(j)
cosλnt
)
=
∞∑
n=0
(
1
kn,(j)
sin
(
λn − λn,(j)
)
t sinλnt−
− 2
kn,(j)
sin2
(
λn − λn,(j)
)
t
2
cosλnt+
kn − kn,(j)
kn kn,(j)
cosλnt
)
, (7.5)
H ′j (t)−H ′ (t) =
∞∑
n=0
(
λn − λn,(j)
kn,(j)
cos
(
λn − λn,(j)
)
t sinλnt+
+
λn
kn,(j)
sin
(
λn − λn,(j)
)
t cosλnt
)
−
∞∑
n=0
(
λn − λn,(j)
kn,(j)
sin
(
λn − λn,(j)
)
t cosλnt−
− 2λn
kn,(j)
sin2
(
λn − λn,(j)
)
t
2
sinλnt
)
−
∞∑
n=0
kn − kn,(j)
knkn,(j)
λn sinλnt. (7.6)
From (7.5) and (7.6) it is easy to get the following estimates:
|Hj (t)−H (t)| ≤ C1Ωj (t) , (7.7)∣∣H ′j (t)−H ′ (t)∣∣ ≤ C1 (Ωj (t) + Ω′j (t)) . (7.8)
These prove the lemma. 
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