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Ville Puuska
Abstract
The persistence diagram of Cohen-Steiner, Edelsbrunner, and Harer
was recently generalized by Patel to the case of constructible persistence
modules with values in a symmetric monoidal category with images. Patel
also introduced a distance for persistence diagrams, the erosion distance.
Motivated by this work, we extend the erosion distance to a distance of
rank invariants of generalized persistence modules by using the general-
ization of the interleaving distance of Bubenik, de Silva, and Scott as a
guideline. This extension of the erosion distance also gives, as a special
case, a distance for multidimensional persistent homology groups with
torsion introduced by Frosini. We show that the erosion distance is stable
with respect to the interleaving distance, and that it gives a lower bound
for the natural pseudo-distance in the case of sublevel set persistent ho-
mology of continuous functions.
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1
Introduction
Persistent homology has risen to be a popular and powerful tool for extracting
topological features of data sets (see [Ghr08] and [Car09]). Persistent homol-
ogy takes a filtration of a topological space and computes the birth and death
times of topological features in the filtration. This allows us to distinguish the
features that are only noise and have very short lifespans from the more persis-
tent ones. To compute these features and their lifespans, homology is applied
to the filtration, which leads to a functor R → Vect,1 which is often called a
persistence module. There are two main visualisations of persistence modules:
barcodes, which collect the birth and death times of homology classes in the
filtration as intervals (see [ZC05]); and persistence diagrams, which collect the
same information as points in R2 (see [CSEH07] and [CdSGO16]).
Since persistent homology is motivated by problems in data-analysis, we
need to have a notion of distance between invariants obtained from different
data sets, which must be stable with respect to noise in data. For barcodes
and persistence diagrams, the bottleneck distance and the Wasserstein distances
are the most commonly used distances. For persistence modules themselves, we
have the interleaving distance, which has been generalized to extensions of per-
sistence modules, e.g. to multidimensional and generalized persistence modules
(see [Les15] and [BdSS15]). For persistence modules R → Vect, the interleav-
ing distance is computable, because it is equal to the bottleneck distance, but
up to our knowledge, there are currently no efficient algorithms to compute the
interleaving distance in the multidimensional setting.
In this paper, we present a stable distance for persistence modules P → C,
i.e. functors, which is computed directly from invariants of persistence modules
known as rank invariants, where P is a preordered set and C is an Abelian
category. This distance is an extension of two previous distances: the erosion
distance of [Pat16], and the distance dT of [Fro13]. We call this distance the
erosion distance after the former. We show that the erosion distance is stable
with respect to the interleaving distance, and that it gives a lower bound for
the natural pseudo-distance in the case of sublevel set persistent homology of
continuous functions.
The distance dT was introduced by Frosini in [Fro13] as a distance for mul-
tidimensional persistent homology groups with torsion, i.e. persistence modules
obtained by applying singular homology with coefficients in an Abelian group to
a multiparameter filtration of a space. It was shown that dT gives a lower bound
for the natural pseudo-distance when the filtrations are obtained as sublevel set
filtrations of continuous functions. This distance can be directly extended for
all functors Rn → Ab.
A recent step forward in the effort to extend the theory of persistent homol-
ogy came when Patel [Pat16] generalized the persistence diagram for so called
1
Vect is the category of all finite dimensional F-vector spaces over some fixed field F.
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constructible persistence modules R → C, where C is any essentially small
symmetric monoidal category with images. Additionally, a new distance for
persistence diagrams, the erosion distance, was introduced.
This paper has two main purposes. Firstly, we wish to extend the erosion
distance of [Pat16], independent of persistence diagrams, in order to allow it
to be used in the multidimensional setting without requiring constructibility.
Secondly, we wish to look at the distance dT of [Fro13] from a more categorical
perspective. Essentially, defining either of these distances starts with giving a
preorder of the target category C, and then extending it to a preorder of maps
Dgm
Rn
:= {(a, b) ∈ Rn × Rn | a < b} → C. Then, every persistence module
F : Rn → C induces a map
F : Dgm
Rn
→ C, F(a, b) = imF (a < b),
which is a straightforward generalization of the rank invariant of [CZ09]. For
maps f, g : Dgm
Rn
→ C, we get an extended pseudo-metric by taking the infi-
mum of all ε ∈ [0,∞) such that
f(a− ε, b+ ε) ≤ g(a, b) and g(a− ε, b+ ε) ≤ f(a, b) for all (a, b) ∈ Dgm
Rn
,
which gives us an extended pseudo-metric for rank invariants of persistence mod-
ules Rn → C. To extend this to persistence modules P→ C, we use translations
of the preordered set P and superlinear families or sublinear projections in fun-
damentally the same way that they are used in [BdSS15], where they are used
to extend the interleaving distance for generalized persistence modules.
Outline
In section 1, we define the erosion distance in its most general form, i.e. for
(decreasing) maps
DgmP = {(a, b) ∈ P×P | a < b} → G,
where G is a preordered class, and P is a preordered set equipped with a sublin-
ear projection or a superlinear family. We also show in subsection 1.1 that the
L∞-distance of functions X → R, where X is any set can be interpreted as an
erosion distance.
In section 2, we first go over the details of the erosion distance of [Pat16], and
then define the erosion distance for rank invariants of persistence modules. We
prove that it is an extended pseudo-metric (Corollary 19), and that it is stable
with respect to the interleaving distance (Theorem 22).
In section 3, we show that the distance dT of [Fro13] is a special case of the
erosion distance, and show that the erosion distance gives a lower bound for the
natural pseudo-distance (Theorem 32).
In section 4, we consider the situation where P is equipped with a sublinear
projection and a superlinear family. We show that if the sublinear projection
and the superlinear family satisfy the adjunction relation as defined in [BdSS15],
then the two erosion distances are equal.
3
1 Erosion distance for maps
Throughout these notes we let P be a preordered set and G be a preordered
class. We denote
DgmP = {(a, b) ∈ P×P | a < b}2
and we define a preorder for the set DgmP by setting
(a, b) ≤ (a′, b′) ⇐⇒ a ≥ a′ and b ≤ b′,
i.e. the preorder inherited from Pop ×P.
Let P = R and take a function f : Dgm
R
→ G. We can think of the function
f as an assignment of elements of G to each point in Dgm
R
. Now, let ε ≥ 0 and
consider the function
fε : DgmR → G, fε(a, b) = f(a− ε, b+ ε).
We can think of the assignment of elements given by fε as moving the points of
f down and right by ε, or towards the diagonal {(x, y) | x = y} by √2ε, and
killing elements that are moved to or below the diagonal. If g : Dgm
R
→ G is
another function, we can ask how much we need to move f and g towards the
diagonal to get the pair of inequalities
fε ≤ g and gε ≤ f.
It’s easy to see that by taking the infimum over all ε such that these inequalities
hold we get an extended pseudo-metric for functions Dgm
R
→ G. This idea
can be generalized to arbitrary preordered sets P by using translations and
superlinear families or sublinear projections in the same way as in [BdSS15].
Specifically, instead of moving points down and right by ε, we move them by a
pair of translations of P.
Definition 1. A translation3 of the set P is a map Γ: P→ P such that
– Γ is a bijection,
– a ≤ b⇒ Γa ≤ Γb and Γ−1a ≤ Γ−1b for all a, b ∈ P,
– a ≤ Γa for all a ∈ P.
In other words, a translation is an automorphism of P with a natural transfor-
mation from the identity functor I : P → P. We denote the preordered set of
translations of P by TransP.
2We use the notation a < b to mean that a ≤ b and a 6= b.
3Note that our definition of a translation is stricter than the one in [BdSS15] since we
require a translation to be an automorphism, instead of just an endofunctor of P.
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Note that TransP is closed under composition and for every Γ ∈ TransP we
have Γ−1a ≤ a for all a ∈ P.
Definition 2. Let Γ,K ∈ TransP. A (Γ,K)-erosion of a map f : DgmP → G is
the map
∇Γ,Kf : DgmP → G, (a, b) 7→ f(Γ−1a,Kb).
We also use the shorthand ∇Γf = ∇Γ,Γf .
Proposition 3 (Triangle inequality). Let f, g, h : Dgm
P
→ G and Γ,Γ′,K,K′ ∈
TransP such that
∇Γ,Kf ≤ g, ∇K,Γg ≤ f and ∇Γ′,K′g ≤ h, ∇K′,Γ′h ≤ g.
Then
∇Γ′Γ,KK′f ≤ h, ∇KK′,Γ′Γh ≤ f.
Proof. Take (a, b) ∈ DgmP. Now
f((Γ′Γ)−1a,KK′b) = f(Γ−1Γ′−1a,KK′b)
≤ g(Γ′−1a,K′b)
≤ h(a, b),
so ∇Γ′Γ,KK′f(a, b) ≤ h(a, b), and
h((KK′)−1a,Γ′Γb) = h(K′−1K−1a,Γ′Γb)
≤ g(K−1a,Γb)
≤ f(a, b),
so ∇KK′,Γ′Γh(a, b) ≤ f(a, b).
Definition 4 ([BdSS15]). A function Ω: [0,∞)→ TransP is called a superlinear
family if for all ε, ε′ ∈ [0,∞)
ΩεΩε′ ≤ Ωε+ε′.
An increasing function ω : TransP → [0,∞] is called a sublinear projection if
ωI = 0, where I is the identity translation on P, and for all Γ,K ∈ TransP
ωΓK ≤ ωΓ + ωK.
Note that a superlinear projection is always increasing, since for ε ≤ ε′
Ωε = IΩε ≤ Ωε′−εΩε ≤ Ωε′ .
Hence, a superlinear family is a functor [0,∞) → TransP and a sublinear pro-
jection is functor TransP → [0,∞].
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Definition 5 (Erosion distance). If we have a superlinear family Ω: [0,∞) →
TransP, we define the erosion distance w.r.t. Ω for maps f, g : DgmP → G to
be
dΩE(f, g) = inf
(
{ε | ∇Ωεf ≤ g, ∇Ωεg ≤ f} ∪ {∞}
)
.
If we have a sublinear projection ω : TransP → [0,∞], we define the erosion
distance w.r.t. ω for maps f, g : DgmP → G to be
dωE(f, g) = inf
(
{ε | ∃Γ,K s.t. ωΓ, ωK ≤ ε and ∇Γ,Kf ≤ g,∇K,Γg ≤ f} ∪ {∞}
)
.
If the choice of Ω or ω is clear from context, we use a shorthand notation dE for
the erosion distance.
Lemma 6. For all Γ,K ∈ TransP
Γ ≤ K⇒ K−1 ≤ Γ−1.
Proof. Let’s assume that Γ ≤ K and take a ∈ P. Since Γ has to be a bijection,
we can take b ∈ P such that a = Γb. Now
Γb ≤ Kb⇒ K−1Γb ≤ b
⇒ K−1Γb ≤ Γ−1Γb
⇒ K−1a ≤ Γ−1a.
Proposition 7.
i) If Ω: [0,∞) → TransP is a superlinear family, then dΩE is an extended
pseudo-metric on the set of decreasing functions Dgm
P
→ G.
ii) If Ω: [0,∞)→ TransP is linear, i.e. Ω0 = I and ΩaΩb = Ωa+b for all a, b ∈
[0,∞), then dΩE is an extended pseudo-metric on the set of all functions
Dgm
P
→ G.
iii) If ω : TransP → [0,∞] is a sublinear projection, then dωE is an extended
pseudo-metric on the set of all functions DgmP → G.
Proof. It’s trivial that dΩE and d
ω
E are symmetric and non-negative in all cases.
Additionally, in cases ii) and iii) it’s clear that dE(f, f) = 0 for all maps
f : DgmP → G. If we take a decreasing map f : DgmP → G, we see that
∇Γ,Kf ≤ f for all Γ,K ∈ TransP, so in particular ∇Ω0f ≤ f . This implies that
dΩE(f, f) = 0. All that remains to prove is the triangle inequality.
i) Let f, g, h : Dgm
P
→ G and ε, ε′ ≥ 0 such that
∇Ωεf ≤ g, ∇Ωεg ≤ f, ∇Ωε′g ≤ h, ∇Ωε′h ≤ g.
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By the triangle inequality (Proposition 3) ∇Ω
ε
′Ωεf ≤ h and ∇ΩεΩε′h ≤ f .
Let’s assume that f and h are decreasing and take (a, b) ∈ Dgm
P
. We notice
that by superlinearity and Lemma 6 ((Ωε′Ωε)
−1a,Ωε′Ωεb) ≤ (Ω−1ε+ε′a,Ωε+ε′b).
Since f is decreasing
∇Ω
ε+ε′
f(a, b) = f(Ω−1ε+ε′a,Ωε+ε′b) ≤ f((Ωε′Ωε)−1a,Ωε′Ωεb) = ∇Ωε′Ωεf(a, b).
Hence ∇Ω
ε+ε′
f ≤ h. Similarly, we see that ∇Ω
ε+ε′
h ≤ f .
ii) Let f, g, h and ε, ε′ be as in the previous case. By the same argument,
∇Ω
ε
′Ωεf ≤ h and ∇ΩεΩε′h ≤ f . If Ω is linear, these inequalities give us
∇Ω
ε+ε′
f ≤ h and ∇Ω
ε+ε′
h ≤ f .
iii) Let f, g, h : DgmP → G, ε, ε′ ≥ 0 and Γ,Γ′,K,K′ ∈ TransP such that
ωΓ, ωK ≤ ε, ωΓ′, ωK′ ≤ ε′ and
∇Γ,Kf ≤ g, ∇K,Γg ≤ f, ∇Γ′,K′g ≤ h, ∇K′,Γ′h ≤ g.
By the triangle inequality (Proposition 3)
∇Γ′Γ,KK′f ≤ h, ∇KK′,Γ′Γh ≤ f,
and by sublinearity ωΓ′Γ, ωKK′ ≤ ε+ ε′.
1.1 The L∞-distance as an erosion distance
As our first example, we consider the erosion distance of level set filtrations of
functions f : X → R, where X is a fixed set. We show that this is simply the
L∞-distance d∞(f, g) = ‖f − g‖∞ of functions f, g : X → R.
Definition 8. Let X be a set. To every function f : X → R we attach a function
F : Dgm
R
→ Set, F (a, b) = f−1([a, b]),
where Set is the category of sets. Let Ω: [0,∞)→ TransR, Ωε(a) = a + ε. We
define a preorder for Set by taking the opposite of the natural preorder of sets,
i.e. we set
A ≤ B ⇐⇒ A ⊇ B.
Now, since these functions Dgm
R
→ Set are clearly decreasing, we can define
the erosion distance dE for functions f, g : X → R by setting
dE(f, g) = d
Ω
E(F,G).
Theorem 9. For all functions f, g : X → R
d∞(f, g) = dE(f, g).
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Proof. Let f, g : X → R and ε ∈ [0,∞). Now,
d∞(f, g) ≤ ε ⇐⇒ g(x)− ε ≤ f(x) ≤ g(x) + ε for all x ∈ X
⇐⇒ g−1([r, r]) ⊆ f−1([r − ε, r + ε]) for all r ∈ R
⇐⇒ g−1([a, b]) ⊆ f−1([a− ε, b+ ε]) for all a ≤ b ∈ R
⇐⇒ g−1([a, b]) ⊆ f−1([a− ε, b+ ε]) for all a < b ∈ R
⇐⇒ ΩεF ≤ G.
To see the second equivalence, set r = g(x), and to see the ⇐ direction of the
second to last equivalence, note that
g−1([r, r]) = g−1
( ∞⋂
i=1
[r − 1
n
, r]
)
=
∞⋂
i=1
g−1([r − 1
n
, r])
⊆
∞⋂
i=1
f−1([r − 1
n
− ε, r + ε])
= f−1
( ∞⋂
i=1
[r − 1
n
− ε, r + ε]
)
= f−1([r − ε, r + ε])
for all r ∈ R. By symmetry of the first inequality, we get d∞(f, g) ≤ ε ⇐⇒
ΩεG ≤ F . Hence,
inf{ε | d∞(f, g) ≤ ε} = inf{ε | ΩεG ≤ F and ΩεF ≤ G},
i.e. d∞(f, g) = dE(f, g).
2 Erosion distance for persistence modules
In this section, we specialize the erosion distance for rank invariants of persis-
tence modules P→ C, where P is a preordered set and C is an Abelian category
with a suitable preorder for its objects. First, in subsection 2.1 we go over the
details of the erosion distance of [Pat16], and then in subsection 2.2 we define
the distance in full generality.
2.1 Preorder induced by the Grothendieck group
The main contribution of [Pat16] is a generalization of persistence diagrams to
constructible persistence modules over R with values in a category C, where C
is an essentially small symmetric monoidal category with images. A persistence
module F : R → C is said to be constructible, if there exists a finite set S =
{s1, . . . , sn} ⊆ R, where s1 < s2 < · · · < sn, such that
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• for p ≤ q < s1 the morphism F (p ≤ q) = ide, where e ∈ C is the neutral
element of the monoidal category,
• for si ≤ p ≤ q < si+1 the morphism F (p ≤ q) is an isomorphism, and
• for sn ≤ p ≤ q the morphism F (p ≤ q) is an isomorphism.
We denote the set of isomorphism classes of C by J (C), and we make J (C)
into a commutative monoid by setting
[A] + [B] = [A⊗ B],
for all A,B ∈ C. Now, to every constructible persistence module F : R→ C we
attach a map
dFA : DgmR → A(C), dFA(a, b) = [imF (a < b− δ)],
where δ > 0 is small enough so that imF (a < b − δ′) ∼= imF (a < b − δ) for all
0 < δ′ < δ, and A(C) is the Grothendieck group of C obtained by taking the
group completion of J (C). If C happens to be Abelian, we consider C to be
monoidal by taking the tensor product to be the coproduct ⊗ = ⊕. Then, we
attach a second map to F
dFB : DgmR → B(C), dFB(a, b) = [imF (a < b− δ)],
where B(C) is obtained from A(C) by adding relations [A] + [C] = [B] for all
exact sequences 0 A B C 0, and δ > 0 is again sufficiently
small.
Since F is constructible, the maps dFA and dFB have Möbius inversions
([Pat16, Theorem 4.1]), i.e. functions FA : DgmR → A(C) and FB : DgmR →
B(C) with finite support such that
∑
x≥a
FA(x) = dFA(a) and
∑
x≥a
FB(x) = dFB(a)
for all a ∈ Dgm
R
. These functions FA and FB are called the type A and type
B persistence diagrams of F . Since in this article we always assume that C is
Abelian, we will only focus on the type B diagrams.
Definition 10. We define a preorder for the Grothedieck group B(C) by setting
x ≤ y ⇐⇒ there exists A ∈ C such that x+ [A] = y.
This gives a preorder for C
A ≤ B ⇐⇒ [A] ≤ [B].
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The type B persistence diagrams of constructible persistence modules are pre-
ordered by setting for all constructible F,G : R→ C
FB  GB ⇐⇒
∑
x≥a
FB(x) ≤
∑
x≥a
GB(x) for all a ∈ DgmR.
Since FB and GB are Möbius inversions of dFB and dGB, this is equivalent to
dFB(a) ≤ dGB(a) for all a ∈ DgmR.
Definition 11. The erosion distance between type B persistence diagrams of
constructible persistence modules F,G is
dE(F,G) = inf{ε ≥ 0 | ∇ΩεFB  GB and ∇ΩεGB  FB},
where Ω is the usual superlinear family of R, Ωε(a) = a+ ε.
Once again, using the fact that FB and GB are Möbius inversions, these
inequalities are equivalent to
∇ΩεdFB ≤ dGB and ∇ΩεdGB ≤ dFB,
where the inequalities are pointwise inequalities of functions, i.e. ∇ΩεdFB ≤
dGB ⇐⇒ ∇ΩεdFB(x) ≤ dGB(x) for all x ∈ DgmR.
This way of getting an erosion distance between persistence modules doesn’t
generalize to arbitrary preordered sets P since we need the δ in the definition of
dFB. Fortunately, forgetting the δ in the definition turns out to give the same
distance as the next proposition and corollary show.
Proposition 12. Let F,G : R → C be constructible persistence modules and
ε ∈ [0,∞). Define
F : Dgm
R
→ C, (a, b) 7→ imF (a < b),
and
G : Dgm
R
→ C, (a, b) 7→ imG(a < b).
Now
∇ΩεF ≤ G ⇐⇒ ∇ΩεdFB ≤ dGB ⇐⇒ ∇ΩεFB  GB.
Proof. The right-hand equivalence follows directly from the definition of the
rightmost inequality and by the definition of the Möbius inversion. Let (a, b) ∈
Dgm
R
and let’s first assume that ∇ΩεF ≤ G. Now, by the definition of dFB and
dGB there exists δ > 0 such that
∇ΩεdFB(a, b) = [imF (a− ε < b+ ε− δ)]
and
dGB(a, b) = [imG(a < b− δ)].
10
Hence
∇ΩεdFB(a, b) ≤ dGB(a, b) ⇐⇒ [imF (a− ε < b+ ε− δ)] ≤ [imG(a < b− δ)]
⇐⇒ imF (a− ε < b+ ε− δ) ≤ imG(a < b− δ)
⇐⇒ ∇ΩεF(a, b− δ) ≤ G(a, b− δ).
The last inequality holds by assumption, so ∇ΩεdFB ≤ dGB.
Now, let’s assume that ∇ΩεdFB ≤ dGB and let (a, b) ∈ DgmR. Since F and G
are constructible, there exists a small enough δ > 0 such that for all 0 < δ′ ≤ δ
F (b+ ε < b+ ε+ δ′) : F (b+ ε) ∼= F (b+ ε+ δ′)
and
G(b < b+ δ′) : G(b) ∼= G(b+ δ′),
i.e. the morphisms are isomorphisms. Hence
∇ΩεdFB(a, b+ δ) = [imF (a− ε < b+ ε)]
and
dGB(a, b+ δ) = [imG(a < b)].
Now
∇ΩεF(a, b) ≤ G(a, b) ⇐⇒ imF (a− ε < b+ ε) ≤ imG(a < b)
⇐⇒ [imF (a− ε < b+ ε)] ≤ [imG(a < b)]
⇐⇒ ∇ΩεdFB(a, b+ δ) ≤ dGB(a, b+ δ).
Again, the last inequality holds by assumption, so ∇ΩεF ≤ G.
Corollary 13. Let F and G be constructible persistence modules. Then
dΩE(F ,G) = dE(FB, GB).
2.2 Erosion distance for persistence modules
In this subsection we extend the idea of the previous subsection for persistence
modules P→ C, where P is a preordered set and C is an Abelian category with
a preorder for its objects.
If we have a sublinear projection ω, or a linear family Ω, Proposition 7 shows
that this information is enough to make the erosion distance an extended pseudo-
metric for functions DgmP → C. However, if we have a superlinear family that
is not linear, we need to restrict ourselves to decreasing functions. To make sure
that the functions induced by persistence modules, i.e. the rank invariants, are
indeed decreasing, we first need to consider which preorders of C are suitable. A
natural idea is to require objects to be larger than their subobjects and quotients,
and this turns out to be enough; preorders that satisfy this condition will be said
to respect mono- and epimorphisms.
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Lemma 14. Let C be an Abelian category equipped with a preorder ≤ for its
objects such that for all A,B ∈ C
A →֒ B ⇒ A ≤ B
and
A։ B ⇒ A ≥ B.
Then, for all morphisms f : A→ B
i) ker f ≤ A and coker f ≤ B,
ii) im f ≤ A,B,
iii) if f is an isomorphism, then A ≤ B and B ≤ A.
Additionally, every preorder that satisfies condition i) also satisfies
A →֒ B ⇒ A ≤ B
and
A։ B ⇒ A ≥ B.
Proof. Cases i)-iii) are trivial. The last remark follows from the fact that in an
Abelian category every monomorphism is a kernel morphism and every epimor-
phism is a cokernel morphism.
Definition 15. A preorder of an Abelian categoryC that satisfies the conditions
in the previous lemma is said to respect mono- end epimorphisms. Throughout
the rest of this paper, C is an Abelian category equipped with a preorder that
respects mono- and epimorphisms unless otherwise stated.
Lemma 16. Let f : A → B, g : A′ → A, h : B → B′ be morphisms in C and
denote f ′ = hfg. Then
im f ′ ≤ im f.
Proof. By using the universal property of images we can construct the following
commutative diagram
A′ B′
A B
im f im
(
im f → B′
)
im f ′
g
f ′
f
h
∃
12
Hence
im f ′ ≤ im
(
im f → B′
)
≤ im f.
Definition 17 (Rank invariant). To every persistence module F : P→ C, i.e. a
functor, we attach a map F : Dgm
P
→ C by setting for each (a, b) ∈ Dgm
P
F(a, b) = imF (a < b).
We call this map the rank invariant of F . In addition, let Ω: [0,∞)→ TransP
be a superlinear family or ω : TransP → [0,∞] be a sublinear projection. We
define the erosion distance dE of a pair of persistence modules F,G : P→ C to
be
dΩE(F,G) = d
Ω
E(F ,G)
or
dωE(F,G) = d
ω
E(F ,G).
Proposition 18. For every persistence module F : P → C the map F is de-
creasing.
Proof. Let (a, b) ≤ (a′, b′), i.e. a′ ≤ a < b ≤ b′. Since
F (a′ < b′) = F (b ≤ b′)F (a < b)F (a′ ≤ a),
Lemma 16 says that
F(a′, b′) = imF (a′ < b′)
≤ imF (a < b)
= F(a, b).
Corollary 19. The erosion distances for persistence modules dΩE and d
ω
E are
extended pseudo-metrics.
Proof. The claim follows directly from Proposition 18 and Proposition 7 i) and
iii).
Now that we have shown that the erosion distances are extended pseudo-
metrics, we’ll consider stability with respect to the interleaving distance intro-
duced in [BdSS15].
Definition 20 ([BdSS15]). Let Γ,K ∈ TransP and let F,G : P → C be per-
sistence modules. A (Γ,K)-interleaving between F and G is a pair of natural
transformations (ϕ, ψ)
ϕ : F ⇒ GΓ, ψ : G⇒ FK,
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such that the following diagrams commute:
F FKΓ
GΓ
ϕ ψ
G GΓK
FK
ψ ϕ
We say that F and G are ε-interleaved with respect to Ω if they are (Ωε,Ωε)-
interleaved, and similarly that they are ε-interleaved with respect to ω if there
exist Γ,K ∈ TransP such that ωΓ, ωK ≤ ε and F and G are (Γ,K)-interleaved.
We define the interleaving distances dΩI and d
ω
I by setting
dΩI (F,G) = inf
(
{ε | F and G are ε-interleaved w.r.t. Ω} ∪ {∞}
)
dωI (F,G) = inf
(
{ε | F and G are ε-interleaved w.r.t. ω} ∪ {∞}
)
.
Remark 21. Note that since in [BdSS15] a translation of P is not required
to be an automorphism, and instead is only required to be an endofunctor of
P with a natural transformation from the identity functor, our definition of
the interleaving distance is slightly different. Specifically, our definition of dΩI
is precisely the same, but for us the choice of Ω is more restricted, and our
definition of dωI may be larger than the distance defined in [BdSS15].
Theorem 22 (Stability of the erosion distance). Let F,G : P→ C be persistence
modules. Then
dE(F,G) ≤ dI(F,G),
where either dE = d
Ω
E and dI = d
Ω
I , or dE = d
ω
E and dI = d
ω
I .
Proof. To prove the claim in both cases, it is enough to show that if we have a
(Γ,K)-interleaving between F and G, then
∇Γ,KF ≤ G, ∇K,ΓG ≤ F .
Let (ϕ, ψ) be a (Γ,K)-interleaving between F and G. For every (a, b) ∈ Dgm
P
we get a commutative diagram
F (Γ−1a) F (Ka) F (Kb)
G(a) G(b)
ϕ ψ ψ
This shows that
F (Γ−1a < Kb) = ψb ◦G(a < b) ◦ ϕΓ−1a,
and then by Lemma 16
∇Γ,KF(a, b) = imF (Γ−1a,Kb)
≤ imG(a < b)
= G(a, b).
Hence ∇Γ,KF ≤ G. Similarly, we can show that ∇K,ΓG ≤ F .
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3 Minimal preorders and the natural pseudo-
distance
In this section we show how the distance dT of [Fro13] is obtained as a special
case of the erosion distance. The distance dT is an extended pseudo-metric for
continuous functions ϕ : X → Rn for some fixed n ∈ Z+ and any topological
space X. We also show that the recipe for getting a preorder of Ab that is used
in [Fro13] can be used in an arbitrary Abelian category C, and that it gives the
minimal preorder of C that respects mono- and epimorphisms.
Before looking at the relationship between our general erosion distance and
the distance dT , we start with some definitions and propositions to help us
declutter the definition of dT and understand the preorder ofAb that is implicitly
defined in [Fro13].
Definition 23. Let Ω: [0,∞)→ TransRn, Ωε(a) = a+ ε, where ε = (ε, . . . , ε).
We denote the category of all Abelian groups by Ab. We define a preorder for
Ab by setting for every A,B ∈ Ab
A ≤ B ⇐⇒ there exists a subgroup B′ ⊆ B and an epimorphism B′ ։ A.
Proposition 24. The relation ≤ defined above is a preorder for Ab.
Proof. Reflexivity is trivial. Let A ≤ B ≤ C, i.e. there exist subgroups B′ ⊆ B
and C ′ ⊆ C such that B′ ։ A and f : C ′ ։ B. We define C ′′ = f−1(B′). Now,
clearly C ′′ ։ A, so A ≤ C.
This preorder clearly respects mono- and epimorphisms. Hence, we get a
stable extended pseudo-metric dΩE.
Definition 25. Let F,G : Rn → Ab be persistence modules. The erosion dis-
tance of F and G is
dΩE(F,G) = d
Ω
E(F ,G).
This preorder turns out to be minimal among all preorders that respect
mono- and epimorhisms in any Abelian category, as long as it actually defines a
preorder. Even if it doesn’t define a preorder, its transitive closure is the minimal
preorder.
Proposition 26. Let ≤ be any preorder for the Abelian category C such that ≤
respects mono- and epimorphisms. Define a relation R ⊂ C×C by setting
aRb ⇐⇒ there exists a diagram aև b′ →֒ b
for all a, b ∈ C. Then, for all a, b ∈ C
aRb⇒ a ≤ b.
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Proof. Let a, b ∈ C such that aRb, i.e. there exists b′ ∈ C such that
aև b′ →֒ b.
Since ≤ respects mono- and epimorphisms, a ≤ b′ ≤ b.
Corollary 27. Let R be as in Proposition 26 and let ≤ be its transitive closure.
Then ≤ is minimal among all preorders of C that respect mono- and epimor-
phisms, i.e. if  is another preorder that respects mono- and epimorphisms, then
for all A,B ∈ C
A ≤ B ⇒ A  B.
In addition, let P be a preordered set and fix a superlinear family Ω (resp. a
sublinear projection ω) of P. Then, the erosion distance with respect to ≤ and Ω
(resp. ω) is maximal among all erosion distances of functions DgmP → C with
respect to Ω (resp. ω).
To define the erosion distance between continuous functions ϕ : X → Rn,
where we allow the space X to vary, we first take the sublevelset filtration of X
induced by ϕ which gives us a functor Rn → Top, then apply singular homology
which gives us a functor Rn → Ab. Now we can apply the erosion distance dΩE
for functors Rn → Ab as defined in Definition 17.
With more detail: we take continuous functions ϕ : X → Rn, ψ : Y → Rn
where X and Y are topological spaces. For all a < b ∈ Rn, we set
H
X,ϕ
k (a,b) = imHk
(
X〈ϕ ≤ a〉 ⊆ X〈ϕ ≤ b〉
)
,
where X〈ϕ ≤ c〉 := {x ∈ X | ϕ(x) ≤ c} for all c ∈ Rn, and Hk is the k-th
singular homology with coefficients in an Abelian group A. Similarly, we set
H
Y,ψ
k (a,b) = imHk
(
Y 〈ψ ≤ a〉 ⊆ Y 〈ψ ≤ b〉
)
.
Note that HX,ϕk and H
Y,ψ
k are the rank invariants of the sublevel set persistent
homologies of ϕ and ψ, and especially they are maps Dgm
Rn
→ Ab.
Definition 28. The erosion distance between ϕ : X → Rn and ψ : Y → Rn is
dΩE(ϕ, ψ) = d
Ω
E(H
X,ϕ
k , H
Y,ψ
k ).
The distance dT is defined similarly with a subtle difference: set Dgm
′
Rn
:=
{(a,b) ∈ Rn | ai < bi for each i = 1, . . . , n} ⊆ DgmRn and define functions
ϕˆ : Dgm′
Rn
→ Ab, ϕˆ(a,b) = HX,ϕk (a,b),
and
ψˆ : Dgm′
Rn
→ Ab, ψˆ(a,b) = HY,ψk (a,b),
i.e. ϕˆ and ψˆ are restrictions of HX,ϕk and H
Y,ψ
k to Dgm
′
Rn
.
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Definition 29. The distance dT between ϕ and ψ is
dT (ϕ, ψ) = inf
(
{ε ∈ [0,∞) | ∇Ωεϕˆ ≤ ψˆ and ∇Ωεψˆ ≤ ϕˆ} ∪ {∞}
)
,
where ∇Ωεϕˆ and ∇Ωεψˆ are restricted to Dgm′Rn.
The only difference between dT and d
Ω
E is that the inequalities considered in
the definition of dΩE are of functions defined over DgmRn while in the definition
of dT the inequalities are of the same functions restricted to Dgm
′
Rn
⊂ Dgm
Rn
.
Hence,
dT (ϕ, ψ) ≤ dΩE(ϕ, ψ).
The converse inequality actually holds as well, as the next proposition implies.
Proposition 30. Let f, g : Dgm
Rn
→ G be decreasing functions and ε > 0. If
∇Ωεf |Dgm′
Rn
≤ g|Dgm′
Rn
, then ∇Ω
ε
′
f ≤ g for all ε′ > ε.
Proof. Let ε′ > ε and take any (a,b) ∈ Dgm
Rn
. Note that since ε′ − ε > 0, we
have
(a − (ε′ − ε),b+ (ε′ − ε)) ∈ Dgm′
Rn
.
Now, using the inequality∇Ωεf |Dgm′
Rn
≤ g|Dgm′
Rn
and the fact that g is decreasing,
∇Ω
ε
′
f(a,b) = f(a − ε′,b+ ε′)
= ∇Ωεf(a − (ε′ − ε),b+ (ε′ − ε))
≤ g(a − (ε′ − ε),b+ (ε′ − ε))
≤ g(a,b).
Hence ∇Ω
ε
′
f ≤ g.
As noted before the previous proposition, we now see that
(1) dT (ϕ, ψ) = d
Ω
E(ϕ, ψ).
One of the central results of [Fro13] is Theorem 2.9 that states that dT gives
a lower bound for the natural pseudo-distance. The natural pseudo-distance is
a dissimilarity measure between size pairs, i.e. topological spaces equipped with
continuous Rn-valued functions. It measures how close we can get two functions
corresponding to two size pairs, with respect to the L∞-distance, by changing
the base space of one of the functions to the base space of the other function by
a homeomorphism.
Definition 31. A size pair (X,ϕ) consists of a topological space X and a con-
tinuous function ϕ → Rn. The natural pseudo-distance between two size pairs
(X,ϕ), (Y, ψ) is
dNP(ϕ, ψ) = inf
h∈Homeo(X,Y )
‖ϕ− ψ ◦ h‖∞ ,
where Homeo(X, Y ) is the set of homoeomorphisms from X to Y , Rn is equipped
with the max-norm ‖x‖ = maxi=1,...,n |xi|, and ‖f‖∞ = supx∈X ‖f(x)‖ is the sup-
norm.
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For more on the natural pseudo-distance, see e.g. [DF04], [DF07], [DF09],
and to see how the natural pseudo-distance can be interpreted as an interleaving
distance, see [dSMS17, Section 3.3].
Theorem 32 (Lower bound for the natural pseudo-distance). Let X and Y be
homeomorphic topological spaces equipped with continuous maps ϕ : X → Rn and
ψ : Y → Rn. Let H : Top → C be a functor. The functions ϕ and ψ induce
functors
ϕ≤, ψ≤ : Rn → Top
by taking sublevel sets. Concretely,
ϕ≤(a) = X〈ϕ ≤ a〉 = {x ∈ X | ϕ(x) ≤ a},
ψ≤(a) = Y 〈ψ ≤ a〉 = {y ∈ Y | ψ(y) ≤ a},
for all a ∈ Rn, and morphisms ϕ≤(a ≤ b) and ψ≤(a ≤ b) are simply inclusions
for all a ≤ b ∈ Rn. Remember that C is equipped with a preorder that respects
mono- and epimorphisms. Now
dΩE(Hϕ
≤, Hψ≤) ≤ dNP(ϕ, ψ).
Proof. To simplify notation, let’s denote the rank invariants of Hϕ≤ and Hψ≤
simply by Hϕ≤ and Hψ≤.
Let h : X → Y be a homeomorphism and set ε = ‖ϕ− ψ ◦ h‖∞. We first
note that ‖ϕ ◦ h−1 − ψ‖∞ = ε. We need to show that ∇ΩεHϕ≤ ≤ Hψ≤ and
∇ΩεHψ≤ ≤ Hϕ≤. We’ll show only the former inequality since the latter can be
shown in exactly the same way. Let (a,b) ∈ Dgm
Rn
. Note that h and h−1 can
be restricted to maps
X〈ϕ ≤ a − ε〉 h−→ Y 〈ψ ≤ a〉
and
Y 〈ψ ≤ b〉 h−1−−→ X〈ϕ ≤ b+ ε〉,
since
ϕ(x) ≤ a − ε ⇒ ϕi(x) ≤ ai − ε ∀i = 1, . . . , n
⇒ ψi(h(x)) = ψi(h(x))− ϕi(x) + ϕi(x) ≤ ε+ ai − ε = ai ∀i
⇒ ψ(h(x)) ≤ a
and similarly ψ(x) ≤ b⇒ ϕ(h−1(x)) ≤ b+ ε. Then, note that the composition
of maps
X〈ϕ ≤ a − ε〉 h−→ Y 〈ψ ≤ a〉 ⊆ Y 〈ψ ≤ b〉 h−1−−→ X〈ϕ ≤ b+ ε〉
is simply the inclusion
X〈ϕ ≤ a − ε〉 ⊆ X〈ϕ ≤ b+ ε〉.
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Since H is a functor, we get a commutative diagram
H(X〈ϕ ≤ a − ε〉) H(X〈ϕ ≤ b+ ε〉)
H(Y 〈ψ ≤ a〉) H(Y 〈ψ ≤ b〉)
H(h)
H
H
H(h−1)
The image of the upper horizontal map is ∇ΩεHϕ≤(a,b) = Hϕ≤(a − ε,b +
ε) and the image of the lower horizontal map is Hψ≤(a,b). By Lemma 16
∇ΩεHϕ≤(a,b) ≤ Hψ≤(a,b) and further ∇ΩεHϕ≤ ≤ Hψ≤.
Remark 33. Note that the previous proof can be modified to give a proof
for the fact that the interleaving distance gives a lower bound for the natural
pseudodistance, i.e.
dΩI (Hϕ
≤, Hψ≤) ≤ dNP(ϕ, ψ).
This is done by noting that the last commutative diagram shows that H(h)
and H(h−1) give an Ωε-interleaving between the functors Hϕ
≤ and Hψ≤. Then,
since we already showed that the erosion distance is smaller than the interleaving
distance (Theorem 22) we get the theorem.
A third way to prove the theorem is to use the fact the persistent sublevel set
homology of a size pair remains invariant when we change the base space with
a homeomorphism (see e.g. [FJ16, Appendix A]). This fact, combined with the
classical stability theorem of persistent homology, shows that the interleaving
distance gives a lower bound for the natural pseudodistance. Then, we can
again use Theorem 22 to show the previous theorem.
Corollary 34 ([Fro13, Theorem 2.9]). Let (X,ϕ) and (Y, ψ) be as in the previous
theorem. Then
dT (ϕ, ψ) = d
Ω
E(ϕ, ψ) ≤ dNP(ϕ, ψ).
Proof. The equality dT (ϕ, ψ) = d
Ω
E(ϕ, ψ) is precisely equation 1, and the in-
equality is the conclusion of Theorem 32.
4 Adjunction relation
If we have a superlinear family and a sublinear projection for P, a natural
question is, when are the two erosion distances equal. In [BdSS15] it was shown
that if the family and the projection satisfy the so-called adjunction relation, then
the two interleaving distances are equal. The same argument can be applied to
show the equality of the two interleaving distances in our case where the set of
translations is smaller. In this section we show that the same conclusion holds
for the two erosion distances.
Remember that P is a preordered set, G is a preordered class, and C is
an Abelian category equipped with a preorder that respects mono- and epimor-
phisms.
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Definition 35 ([BdSS15]). Let Ω: [0,∞) → TransP be a superlinear family
and ω : TransP → [0,∞] be a sublinear projection. We say that ω and Ω satisfy
the adjuction relation, if for all ε ∈ [0,∞) and Γ ∈ TransP
ωΓ ≤ ε ⇐⇒ Γ ≤ Ωε.
We also say that ω and Ω are an adjoint pair. We denote this relation by ω ⊣ Ω.
Note that since all the categories in the definition are thin, the relation is
almost precisely the adjunction relation of functors, with the only difference
being that the domain of Ω is not equal to the codomain of ω. If TransP has a
maximum, i.e. a translation that is larger than every other translation, then we
can extend the domain of Ω to [0,∞] and we’ll get an adjoint pair of functors.
Before showing that the erosion distances of an adjoint pair ω ⊣ Ω are equal,
we’ll give a description of how Ω (resp. ω) determines ω (resp. Ω).
Theorem 36 ([Puu16, 2.19]). 4
i) Let Ω: [0,∞) → TransP be a superlinear family. There exists a sublinear
projection ω : TransP → [0,∞] such that ω ⊣ Ω, if and only if for all
Γ ∈ TransP the set
{ε ∈ [0,∞) | Γ ≤ Ωε} ∪ {∞}
has a minimum. If ω exists, then ωΓ is the minimum of the above set for
every Γ ∈ TransP.
ii) Let ω : TransP → [0,∞] be a sublinear projection. There exists a super-
linear family Ω: [0,∞) → TransP such that ω ⊣ Ω, if and only if for all
ε ∈ [0,∞) the set
{Γ ∈ TransP | ωΓ ≤ ε}
has a maximum.5 If Ω exists, then Ωε is one of the possibly many maximums
of the above set for every ε ∈ [0,∞).
Proof.
i) Let’s first assume that ω exists and let Γ ∈ TransP. Since
ωΓ ≤ ε ⇐⇒ Γ ≤ Ωε
for all ε ≥ 0, we see that if ωΓ = ∞, the set consists only of ∞, and if
ωΓ < ∞, then Γ ≤ ΩωΓ by setting ε = ωΓ. Hence ωΓ is in the set. If ε is
4Note that the same proof shows the theorem in the setting of [BdSS15] where the set of
translations is larger.
5By a maximum we mean an element of the set that is larger than every other element of
the set. Since P is only preordered, TransP is also only preordered, and so the maximums
might not be unique.
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in the set as well, then Γ ≤ Ωε, and further ωΓ ≤ ε. Hence, ωΓ is a lower
bound, and consequently the minimum.
Now we’ll assume that the minimums exist, and we’ll show that the assign-
ment
ωΓ = min
(
{ε ∈ [0,∞) | Γ ≤ Ωε} ∪ {∞}
)
defines a sublinear projection such that ω ⊣ Ω. First, since I ≤ Ω0, we get
ωI = 0. Let Γ,K ∈ TransP. If Γ ≤ K, then
{ε ∈ [0,∞) | K ≤ Ωε} ⊆ {ε ∈ [0,∞) | Γ ≤ Ωε},
and hence ωΓ ≤ ωK.
If ωΓ = ∞ or ωK = ∞, then clearly ωΓK ≤ ωΓ + ωK. If ωΓ, ωK < ∞, then
Γ ≤ ΩωΓ and K ≤ ΩωK . Since Ω is a superlinear family,
ΩωΓΩωK ≤ ΩωΓ+ωK,
and further ΓK ≤ ΩωΓ+ωK . Hence ωΓK ≤ ωΓ + ωK. This shows that ω is a
sublinear projection.
Clearly
{ε ∈ [0,∞) | Γ ≤ Ωε} ∪ {∞} = [ωΓ,∞],
and further
ωΓ ≤ ε ⇐⇒ ε ∈ [ωΓ,∞] = {ε′ ∈ [0,∞) | Γ ≤ Ωε′} ⇐⇒ Γ ≤ Ωε
for all ε ≥ 0. Hence ω ⊣ Ω.
ii) The proof for this case is obtained easily by dualizing the proof of case i)
so we’ll skip it.
Proposition 37. Let Ω be a superlinear family and ω be a sublinear projection
such that ω ⊣ Ω.
i) Let Γ,Γ′,K,K′ ∈ TransP such that Γ ≤ Γ′ and K ≤ K′. Then, for all
decreasing maps f : DgmP → G
∇Γ′,K′f ≤ ∇Γ,Kf.
ii) For all decreasing maps f, g : Dgm
P
→ G
dΩE(f, g) = d
ω
E(f, g).
Proof.
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i) Let (a, b) ∈ DgmP. Now
Γ′−1a ≤ Γ−1a and Kb ≤ K′b,
so (Γ−1a,Kb) ≤ (Γ′−1a,K′b). Since f is decreasing, we get
∇Γ′,K′f(a, b) = f(Γ′−1a,K′b) ≤ f(Γ−1a,Kb) = ∇Γ,Kf(a, b).
Hence ∇Γ′,K′f ≤ ∇Γ,Kf .
ii) Let ε ∈ [0,∞). Let’s first assume that ∇Ωεf ≤ g and ∇Ωεg ≤ f . By setting
Γ = Ωε in the defining equivalence of the adjunction relation, we see that
ωΩε ≤ ε. Hence we can choose Γ = K = Ωε and now ωΓ, ωK ≤ ε and
∇Γ,Kf ≤ g and ∇K,Γg ≤ f . This shows that
dΩE(f, g) ≥ dωE(f, g).
Next, let’s assume that there exists Γ,K ∈ TransP such that ωΓ, ωK ≤ ε,
∇Γ,Kf ≤ g and ∇K,Γg ≤ f . Since ωΓ, ωK ≤ ε, the adjunction relation says
that Γ,K ≤ Ωε. Hence, by part i) of this theorem, ∇Ωεf ≤ ∇Γ,Kf and
∇Ωεg ≤ ∇K,Γg, and further
∇Ωεf ≤ g and ∇Ωεg ≤ f.
This shows that
dΩE(f, g) ≤ dωE(f, g).
Corollary 38. For all persistence modules F,G : P→ C
dΩE(F,G) = d
ω
E(F,G).
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