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Abstrakt
Tato práce se zabývá rozšířením služeb jádra operačního systému µC/OS-II americké spo-
lečnosti Micriµm, Inc. o pokročilé plánovací mechanismy úloh. Kód tohoto OS je otevřený
a je dovoleno ho v souladu s licenčním ujednáním upravit a rozšířit o další funkce a schop-
nosti. Funkčnost implementovaných algoritmů plánovacích mechanismů je nakonec ověřena
pomocí nástrojů Cheddar a TimesTool.
Abstract
This thesis deals with extensions of µC/OS-II kernel services. These extensions are about
advanced task scheduling mechanisms. Source code of this operating system is wide open
and can be, in accordance with licence agreement, modified and extended with additional
capabilities. Functionality of implemented scheduling algorithms is at the end verified using
tools Cheddar and TimesTool.
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Kapitola 1
Úvod
V dnešním přetechnizovaném světě přijde obyčejnému člověku jako samozřejmost, že ho auto
doveze ze zaměstnání domů, že mu mikrovlnná trouba ohřeje jídlo, televize poskytne nejno-
vější zprávy a zábavu a počítač i mobilní telefon spojení s blízkými lidmi 24 hodin denně,
7 dní v týdnu. Nepřemýšlí o tom, jak věci fungují, pokud fungují dobře. Avšak stěžuje
si, pokud nefungují tak, jak by si představoval. Za chod naprosté většiny elektronického
vybavení je odpovědný řídicí počítač. Může se jednat o jednoduchý osmibitový čip či o di-
ametrálně složitější 64-bitový CISC procesor. Tento čip je vždy řízen programovým kódem
nebo, obecněji řečeno, operačním systémem. Je na tomto systému, aby například rozhodl,
jak dlouho bude osoba u automatu na kávu čekat na vytoužený šálek kávy. Snaží se ale
vždy poskytnout odezvu co nejdříve a splnit příkaz tak, aby v nejlepším případě uživatel
nezaznamenal žádné zpoždění.
Řekne-li se operační systém, většina lidí si představí pouze systém Windows od společ-
nosti Microsoft, popř. systémy odvozené od letitého OS Unix. Nikdo si již však neuvědomí,
že ho obsahují mnohá mikročipem řízená zařízení, což je nyní naprostá většina elektroniky,
která nás v současnosti obklopuje. Složitost takových systémů se samozřejmě liší od jader
OS osobních počítačů. V těch jednodušších případech se často jedná pouze o programovou
smyčku, která nikdy neskončí. Ale i tu lze nazvat operačním systémem, protože zajišťuje
správný chod zařízení, ochranu proti nestandardnímu chování a základní ošetření chybových
stavů.
Zvláštní kapitolu pak tvoří systémy pracující v reálném čase, tzv. Real-Time. Tyto sys-
témy lze najít všude tam, kde je potřeba zaručit nejhorší mez odezvy na daný podnět.
Nedodržení časových podmínek může mít i fatální následky. Pro představu, dojde-li k se-
lhání chladícího okruhu jaderného reaktoru, musí tento systém zareagovat okamžitě, a to jak
přepnutím na záložní okruh, tak i vysláním varovného signálu obsluze. Nedodržení časo-
vých mezí by vedlo k přehrátí reaktoru a následné katastrofě. Právě v takových případech
nacházejí operační systémy reálného času svoje uplatnění, protože zaručují již zmíněnou
včasnost odezvy.
Tato práce se zabývá jedním z takovýchto operačních systémů. Konkrétně se jedná
o produkt µC/OS-II americké společnosti Micriµm, Inc. Kód tohoto OS je otevřený a je
dovoleno ho v souladu s licenčním ujednáním upravit a rozšířit o další funkce a schopnosti.
Na začátku této práce bude blíže vysvětleno, co je to Real-Time operační systém,
kdy se objevily první typy a jak se z historického hlediska mění jejich funkce. Vysvětleny
zde budou základní pojmy spjaté s Real-Time řízením, které jsou nezbytné pro pochopení
dal-šího textu. Jelikož i tyto OS se liší podle druhu nasazení, bude zde přehledně rozepsána
jejich klasifikace. Konec kapitoly se zaobírá přehledem současného stavu v tomto oboru.
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V další části textu bude představen produkt µC/OS-II. Samotné vysvětlení funkce by vy-
dalo na samostatnou knihu, viz [8], ale stručný popis by měl uživateli dát potřebné znalosti
k tomu, aby se naučil tento operační systém používat. Popsány zde budou základní vlast-
nosti, struktura jádra, podsystém řízení úloh a prostředky pro synchronizaci a komunikaci
úloh.
Základní jednotkou provádějící užitečný kód je úloha (task). V Real-Time systému ta-
kových úloh existuje z pravidla více a je na plánovači tohoto systému, aby vybral tu, která
se má zrovna vykonávat. Plánování množin úloh se věnuje kapitola 4, ve které jsou vy-
světleny plánovací mechanismy množin závislých i nezávislých úloh, aperiodických úloh,
a dalších. Je zde představen tzv. model úlohy a vysvětleny pojmy týkající se plánování.
Předposlední kapitola se zabývá implementací pokročilých plánovacích mechanismů
do systému µC/OS-II. Bude zde uveden nástin implementace a grafický popis funkce plá-
novacích algoritmů. Zhodnotí se zde dopad rozšíření µC/OS-II o toto plánování na rychlost
reakce OS a jak se změnily systémové nároky na paměť. Závěrem kapitoly bude zhodnocení
provedené práce a návrh na další rozšíření, které by mohlo následovat.
V poslední kapitole se seznámíme se simulačními nástroji TimesTool a Cheddar. Tyto
nástroje slouží k simulaci či demonstraci funkce základních plánovacích mechanismů množin
úloh. Budou zde definovány ukázkové úlohy a provedena srovnání výstupů simulací těchto
úloh s reálnými výstupy implementovaných rozšíření operačního systému µC/OS-II. Bude
tak ověřena jejich správná funkce.
Jak je z předchozího textu patrné, tato práce si klade za cíl seznámit čtenáře se zá-
kladními pojmy ze světa Real-Time řízení a ukázat praktické užití těchto znalostí na kon-
krétním případě použití. Text je psán čtivou formou tak, aby se v něm dokázal orientovat
i laik v oboru. Následuje kapitola vysvětlující základní pojmy oblasti operačních systémů
pracujících v reálném čase.
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Kapitola 2
Real-Time Operační systémy
Základní rozdíl mezi Real-Time operačními systémy (RTOS) a klasickým operačním systé-
mem je jejich deterministické chování v čase. To znamená, že služby operačního systému tr-
vají pouze známé a očekávané množství času. Teoreticky by tyto doby mohly být vyjádřeny
matematickými vzorci. Tyto vzorce by měly striktně algebraickou podobu bez
”
náhodných“
prvků. Náhoda by mohla vést k situaci, kdy se překročí mezní čas k provedení úlohy, což je
pro systém reálného času neakceptovatené.
Ostatní operační systémy spadající mimo kategorii RTOS mívají často nedeterministické
chování v čase. Jejich schopností je vkládat předem nepředvídatelná přerušení do vykoná-
vání programu. Tyto systémy, jmenujme alespoň dvojici nejznámějších Windows a Unix,
zkrátka uživateli negarantují provedení operace v daný čas.
2.1 Historie
Oblast Real-Time řízení se začala rodit v průběhu 70. let dvacátého století. S příchodem
prvních mikroprocesorů se masivně rozvíjela avionika a do těžkého průmyslu pronikala,
hlavně v Japonksu, robotika. Obraz průmyslu dostával nový rozměr. Podle [5] RTOS zatím
vytvářely pouze skupinky několika nadšenců. Potřeba víceúlohového zpracování (multi-
tasking) nebyla tak zjevná a všechny tehdejší programy pro mikrokontroléry měly podobu
stavového automatu nebo nekonečné smyčky.
80. léta dvacátého století
Následující desetiletí ukázalo, že potřeba multitaskingu a včasné odezvy bude nevyhnutelná.
Vznikla společnost Wind River a vytvořila první verzi RTOS VxWorks, který se v aktuální
verzi dosud prodává. Mezi další komerční systémy prodávané v 80. letech patří například
VRTX firmy Ready Systems nebo QNX. Většina produktů však měla velmi slabou podporu,
obsahovala spoustu chyb a jejich opravení se mnohdy uživatel nikdy nedočkal.
90. léta dvacátého století
Mnoho malých společností vyvinulo svůj vlastní operační systém. Velké společnosti opou-
štějí odvětví 8-bitových a 16-bitových aplikací a orientují se na 32b a rozsáhlejší řešení.
Mezi RTOS vzniklé v této době lze zařadit: µC/OS-II, Windows CE, OSEK, RTLinux,
ThreadX a mnohé další.
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Počátek 21. století
Na přelomu tisíciletí se situace mění. RTOS už obsahuje převážná většina složitějších elek-
tronických zařízení. Uživatelé se začínají přiklánět k levným řešením, jako je Linux, respek-
tive jeho RT forma Posix, která poskytuje stejné možnosti jako drahé produkty velkých
firem. Na trhu se dá vybrat mezi desítkami různých produktů, které jsou zcela zdarma.
Velcí hráči na poli Real-Time operačních systémů se snaží reagovat snížením cen licencí
k RTOS, dodáváním hotových hw řešení a výbornou uživatelskou podporou.
2.2 Klasifikace RT systémů
Systémy reálného času mohou být klasifikovány podle více měřítek, ale ve většině literatury
jsou děleny podle potřeby dostát časových požadavků kladených na systém, a to na hard,
soft a firm RT systémy.
Obrázek 2.1: Spektrum aplikací pracujících v reálném čase.
2.2.1 Hard
Jedná se o skupinu, ve které není přípustné jakékoli zpoždění oproti časovému plánu. Ta-
kové zpoždění by totiž mělo fatální následky.
Příklad: Palubní počítač ve velkých dopravních letadlech odpovídá za správnou funkci všech
jeho částí. Je zřejmé, že se v tomto případě bude jednat o hard RT systém. Vezměme si
například příkaz k vytažení podvozku při přistávání letadla anebo systém vyrovnávání tlaku
v kabině. Nesplnění časových podmínek v těchto případech může vést k pádu letadla a smrti
desítek lidí.
2.2.2 Soft
Soft RT systémy jsou opakem hard a dovolují určitá časová zpoždění, při zachování správné
funkce. Výkon systému je pak degradován, nicméně s přípustnými následky.
Příklad: Terminál pro samoobslužné vydávání jízdenek na vlakovém nádraží. Terminál se
snaží vydat zákazníkovi jízdenku co nejdříve, avšak zpoždění v řádu několika vteřin je pří-
pustné. Taková prodleva může vést k tomu, že uživateli v nějakém případě ujede spoj,
ale nemá za následek nic horšího, než jeho špatnou náladu a chvilkovou podrážděnost.
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2.2.3 Firm
Dle [13] se jedná o systém, u něhož nedodržení několika časových odezev nevede k selhání
systému jako celku, ale větší počet těchto zdržení může k selhání vést a může mít katastro-
fální dopad.
Příklad: Systém detekce kouře ve výškových budovách. Některé výškové kancelářské budovy
mají jako ochranu před požárem ve stropu instalované hasící zařízení. Dojde-li ke zpoždění
zpracování informace snímačem jednou za čas, nic závažného se nestane, ale dojde-li ke zpo-
ždění zpracování signálu detekujícího kouř v případě opravdového požáru, není již tento sys-
tém po této době schopný uhasit plameny, které se mezitím stihly rozšířit nad
”
uhasitelnou
mez“.
2.3 Základní pojmy a definice
V této části bude uveden pro lepší pochopení dalších kapitol přehled nejdůležitějších pojmů
z oblasti řízení v reálném čase.
2.3.1 Real-Time systém
Je druhem reaktivního systému, tj. systému reagujícímu na asynchronní podněty přichá-
zející během své činnosti. Kromě správnosti odezvy však musí zaručit i včasnost odezvy.
Logický model RT systému (obr. 2.2) je založen na plánování úloh reagujících na vstupní
podněty.
Obrázek 2.2: Blokové schéma RT systému.
RT systém je systém, který musí v explicitně stanovených mezích splňovat omezení kla-
dená na dobu své odezvy na vstupní podněty nebo popřípadě nést vážné důsledky plynoucí
z jejich nesplnění [13].
2.3.2 Včasnost a doba odezvy
Důležitým parametrem každého RT systému je tedy včasnost jeho odezvy na vstupní pod-
něty. Avšak ne každý systém musí na vstupní podněty nutně reagovat např. za jednotky
mikrosekund, aby byl považován za RT systém; pouze musí dodržet časové meze kladené
na dobu jeho odezvy pro účely dané konkrétní RT aplikace [13].
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2.3.3 Determinismus
Jinak řečeno
”
předvídatelnost“. Systémy reálného času se musí chovat deterministicky
vzhledem ke svému chování v čase. Musí být vždy zaručena maximální doba odezvy, přes
kterou se systém nesmí dostat, v opačném případě nastává jeho selhání. Jedná se zde
o tzv. temporální determinismus.
Událostní determinismus označuje předvídatelné chování každého systému. Je-li libo-
volný systém událostně deterministický, lze v jeho libovolném stavu s příslušnými hodno-
tami na vstupu jednoznačně říci, jaký bude jeho následující stav a výstup.
RT systémy jsou tedy systémy temporálně a většinou i událostně deterministické. Své
využití však mají i záměrně nedeterministické systémy. Jedním z příkladů může být gene-
rátor náhodných čísel jako základ pro stavbu výherních automatů v casinech.
2.3.4 Činitel zatížení CPU
Důležitý faktor při návrhu RT systémů je činitel zatížení. Jedná se o podíl dvou dob, a to
doby, kdy systém koná užitečnou práci v rámci jedné periody a doby jedné celé periody
činnosti systému.
U =
tW
tT
(2.1)
Čím vyšší je tento činitel, tím méně má procesor volných prostředků a tím větší je riziko
nesplnění časových podmínek systému. Blíží-li se zatížení 1, není už vhodné přidat do sys-
tému další úlohu ke zpracování, protože lehce může dojít k překročení limitů dob odezev
a k selhání systému. Tomu lze předejí buď zvolením vhodnějšího plánovacího mechanismu
— na straně samotného RTOS anebo zvýšením výpočetního výkonu CPU, třeba zvýšením
taktovací frekvence.
2.3.5 Jádro RTOS
Srdcem každého Real-Time operačního systému je jádro neboli
”
kernel“. Kernel obsahuje
plánovač, což je v podstatě sada algoritmů, která rozhoduje o pořadí provádění jednotlivých
úloh.
Víceúlohové zpracování (anglicky multitasking), je schopnost RTOS jádra přepínat kon-
text mezi jednotlivými úlohami tak, aby byla vyvolána domněnka, že všechny úlohy běží
současně. Plánovač uvnitř jádra má na starosti vhodně seřadit vykonávání úloh, aby ne-
byly porušeny časové meze (deadlines) kladené na tento systém. Součástí RTOS bývá
i vstupní/výstupní jednotka připojená na řadič přerušení. Signál přicházející zvenčí sys-
tému vyvolá přerušení a vykonávání současné úlohy je pozastaveno ve prospěch obslužné
rutiny pro toto přerušení.
Jádra operačních systémů s víceúlohovým zpracováním mohou, a ve většině případů
i jsou, preemptivní. Preempce znamená, že je jádro schopné přerušit vykonávání aktuální
úlohy, pokud o CPU požádá úloha s vyšší prioritou. Po jejím kompletním vykonání do-
jde přepnutí kontextu zpět na předchozí zpracovávanou úlohu. Jádra RTOS dále umožňují
meziúlohovou komunikaci. Úlohy tak mezi sebou mohou samy komunikovat, synchronizo-
vat přístup ke kritickým datům tak, aby nevzikla situace, kdy jedna úloha do stejného
místa zapisuje a druhá z něj čte a podobně. Tato komunikace bývá implementována po-
mocí tzv. semaforů (binární, čítací), poštovních schránek, front, a dalších. Počet druhů
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Obrázek 2.3: Obecné schéma RT operačního systému.
inter-komunikačních algoritmů se liší dle konkrténího operačního systému.
Obrázek 2.4: Jádro operačního systému QNX.
Na obrázku 2.3 je obecné schéma jádra Real-Time operačního systému a na obrázku 2.4
konkrétní implementace mikrojádra operačního systému QNX. Velikost tohoto konkrétního
jádra dosahuje pouhých 12 KB.
2.3.6 Prostředky pro synchronizaci a komunikaci úloh
Následuje výčet nejpoužívanějších řešení:
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• semafory,
Jedná se o nejznámější prostředek synchronizace úloh. Jeho verze nazývající se mutex
(z anglického
”
mutual exclusion“ - vzájemné vyloučení) nabývá hodnot 0 a 1, podle
toho, jestli je přístup do kritické sekce zakázán nebo povolen, respektive nějaký proces
je nebo není v kritické sekci. Jestliže jádro podporuje tzv. čítací semafor, může na tento
semafor ve frontě čekat více úloh. Z nich bude podle konkrétní implementace vybrána
buď úloha s nejvyšší prioritou, anebo ta, která přistoupila k semaforu jako první.
• poštovní schránky,
Díky službám jádra RTOS může úloha do poštovní schránky uložit jakákoli data (uka-
zatel na ně). Stejně tak, jedna i více úloh mohou tato data ze schránky vybírat, musí
se však shodnout na typu ukazatele. Každé schránce je přidělena fronta pro čekající
úlohy. Úloha, která čeká na zprávu a schránka je současně prázdná, je pozastavena
do doby, než se schránka opět naplní nějakou zprávou [8].
• globální proměnné,
Jednou z nejjednodušších a z hlediska rychlosti komunikace nejefektivnějších možností
je použití globálních proměnných. Ačkoliv tento styl programování není plně v sou-
ladu se zásadami návrhu kvalitního SW díla, je přesto často používán zejména tam,
kde je hlavním cílem maximalizovat výkon výsledné aplikace. V oblasti synchroni-
zace je možno globální proměnné využít např. k zamykání přístupu do kritické sekce
programu [13].
• fronty zpráv.
Fronta zpráv je používána pro zaslání jedné a více zpráv. Typicky se jedná o pole poš-
tovních schránek. Obecně je první zpráva umístěná do fronty rovněž i první zprávou,
která je z fronty přečtena (FIFO). Některé RTOS umožňují číst zprávy i v opačném
pořadí (LIFO) [8].
2.3.7 Kritéria při výběru RTOS
Z technického i komerčního hlediska hledáme pro konkrétní použití vždy nejvhodnější Real-
Time operační systém. Takový systém by měl co nejlépe splňovat hlavně tato následující
kritéria:
• včasnost odezvy,
• odolnost proti přetížení,
• odolnost proti chybám,
• předvídatelnost,
• udržovatelnost.
Výše uvedená kritéria není nutné blíže vysvětlovat, některá z nich jsou popsána výše v textu
a ostatní mluví sama za sebe. Mimo tato obecná kritéria lze však definovat i některá kon-
krétnější. Například:
• dodání OS v binární podobě nebo v podobě otevřeného kódu,
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• seznam podporovaných procesorů ze strany RTOS,
• maximální počet současně běžících úloh,
• paměťové nároky systému,
• druh plánovacího mechanismu jádra,
• podpora ze strany výrobce po zakoupení produktu,
• podpora síťových protokolů,
• renomé výrobce, doba jeho působnosti na trhu,
• cena a další.
Důležitost jednotlivých kritérií se může lišit v závislosti na konkrétním použití, avšak vždy
by se měla zvážit všechna výše uvedená. Výběr vhodného RTOS rozhodně není triviální
záležitostí a vyžaduje svůj čas. Existují již dokonce nástroje (viz [15]) usnadňující výběr
operačního systému na základě měření jejich výkonu (tzv. benchmarky.) Více o kritériích
při výběru RTOS pojednává kniha [9] anebo článek [16].
2.4 Současný stav v oblasti
V současnosti existují dvě velké skupiny RTOS. Komerční produkty, dobře dokumentované,
s fungující podporou, za což si ovšem zákazník náležitě zaplatí, a RTOS, které jsou sice
zdarma, rovněž mohou mít dobrou dokumentaci, ovšem většinou bez podpory ze strany
výrobce. V případě nalezení chyby v operačním systému ji musí uživatel buď sám opravit,
anebo doufat v to, že ji brzy opraví sám dodavatel. Nyní v období hospodářské recese
se výrobci vestavěných systémů často přiklánějí k levnějším variantám řešení, a tak si
buď vytvoří vlastní jednoduché Real-Time jádro nebo zvolí řešení, které je celé zadarmo.
Významní výrobci RTOS s dlouholetou tradicí jsou uvedeni v následujícím výčtu:
• Wind River (VwWorks), http://www.windriver.com,
• Micrium (µC/OS-II), http://www.micrium.com,
• Autosar (OSEK), http://www.autosar.com,
• QNX (QNX, Neutrino), http://www.qnx.com,
• Microsoft (Windows CE), http://www.microsoft.com,
• LynuxWorks (LynxOS), http://www.lynuxworks.com.
Mezi populární produkty, které jsou dostupné zdarma, patří například FreeRTOS nebo
CooCox. Množství podporovaných platforem, zejména v případě FreeRTOS, se s přehledem
vyrovná komerčním produktům.
Nesmí se zapomínat na to, že rozvoj Real-Time systémů, respektive jejich nasazení, je
stále ve svém počátku. Přestože je na trhu již více než stovka různých RTOS, mnohdy jsou
z nepochopitelných důvodů nasazovány robustní konvenční OS. Typickým příkladem mohou
být obyčejné bankomaty, na kterých běží jednoduchý software, pro který by byl RTOS
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ideální. Tento software však ve skutečnosti běží na operačním systému Windows 98 (či
novějším). V bankovním automatu se tak nejenže musí vykytovat drahé PC, na kterém
mohou Windows fungovat, ale rovněž se musí zaplatit licence za OS, která je mnohonásobně
dražší než bývají licence pro RTOS. Dalšími příklady mohou být moderní tramvajové linky
Škoda T13 s autobusy značky SOR a jejich palubní počítač s Windows XP. Pole působnosti
pro RTOS tudíž ještě není naplněno, a myslím si že budoucí vývoj bude čím dál více
zaměřován na vyšší míru použití specializovaných operačních systémů.
V další kapitole bude blíže představen jeden z komerčních produktů — µC/OS-II a prak-
ticky na něm předvedeny informace uvedené v předchozím textu.
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Kapitola 3
µC/OS-II
Jean J. Labrosse, tvůrce µC/OS-II, naprogramoval první verzi operačního systému začát-
kem 90. let 20. století. V té době byl zaměstnancem firmy Dynalco Controls a potřeboval
spolehlivý RTOS pro svůj aktuální projekt. Použít osvědčený ale drahý produkt bylo zamít-
nuto vedením a po vyzkoušení levného, ale naprosto nedostačujícího alternativního řešení,
se rozhodl vytvořit operační systém reálného času svépomocí. Programování první verze,
kterému se J. J. Labrosse věnoval převážně mimo pracovní dobu, mu trvalo přibližně rok
[8]. Následné uveřejnění Labrosseova článku v magazínu Embedded Systems Programming
dalo tomuto operačnímu systému název µC/OS. V této kapitole bude podrobněji vysvětlena
funkce následující generace tohoto populárního multiplatformního RTOS.
3.1 Základní vlastnosti
µC/OS-II je škálovatelný, preemptivní, víceúlohový Real-Time operační systém s podporou
mnoha koncových platforem a výkonem srovnatelným nebo překonávajícím komerčně do-
stupné alternativy. Kód jádra je psaný v jazyku ANSI C, což umožňuje použití na mnoha
různých procesorech anebo lépe řečeno, dovoluje snadnou tvorbu tzv. portů cílených na ši-
rokou škálu mikroprocesorů. Vhodný je k použití v mnoha aplikacích, od digitálních kamer
až po avioniku.
Zdrojové kódy jsou pro uživatele zcela přístupné. Nejedná se tak o opačný případ,
kdy zákazník dostane RTOS ve formě knihoven v binární podobě. Používání µC/OS-II
pro osobní nebo studijní účely je dokonce zdarma. Následuje výčet a popis konkrétních
vlastností.
• Přenositelnost:
Většina zdrojových souborů µC/OS-II je psána v jazyku ANSI C, kód specifický
pro cílový procesor pak v assembleru. Množství kódu v assembleru je drženo na mi-
nimální hranici, aby bylo snadnější přenést ho na další nové HW platformy. Seznam
podporovaných mikroprocesorů je na internetových stránkách firmy Micriµm — [11],
jedná se o cca 60 typů. Další vlastností µC/OS-II je použití speciálních datových typů
INT8U, INT16U, aj. . Jedná se o zobecnění známých datových typů v jazyku C (char,
integer, . . . ). Ne všechny mikroprocesory totiž podporují například float čísla a tato
abstrakce dovoluje případným chybám předejít.
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• Škálovatelnost:
Množství služeb, které má operační systém µC/OS-II podporovat, závisí pouze na uži-
vateli. Ostatní služby lze jednoduchým způsobem vyřadit a uspořit tím místo v paměti
RAM i ROM. Pro obsluhu součástí a nastavení OS je vyhrazen speciální konfigurační
soubor.
• Preempce:
Jedná se o plně preemptivní Real-Time jádro. To znamená, že vždy běží úloha s ak-
tuální nejvyšší prioritou. V µC/OS-II je nejvyšší prioritou 0 a nejnižší 63. Více o pre-
empci v podkapitole 2.3.5.
• Víceúlohovost:
µC/OS-II dokáže řídit běh až 64 úloh (od verze 2.80 je to 255 úloh). Každá z úloh
má svoji unikátní prioritu v rozsahu 0 až 63.
• Uchování v paměti ROM:
Operační systém je primárně navržen pro běh ve vestavěných zařízeních. Může být
dodáván spolu s produktem a uchováván v paměti ROM.
3.2 Struktura jádra
Operační systém je tvořen celkem 14 soubory, každý z nich obsahuje funkce a definice
odpovídající určité stránce OS:
os_cfg_r.h - referenční konfigurační soubor
os_core.c - základní služby jádra
os_dbg_r.c - referenční soubor pro ladění systému (od verze 2.70)
os_flag.c - synchronizační prostředek ’příznakové bity’
os_mbox.c - komunikační prostředek ’poštovní schránky’
os_mem.c - komunikační prostředek ’paměťové oblasti’
os_mutex.c - synchronizační prostředek ’Mutex’
os_q.c - komunikační prostředek ’fronty zpráv’
os_sem.c - synchronizační prostředek ’semafory’
os_task.c - metody pro řízení úloh
os_time.c - řízení času
os_tmr.c - synchronizační prostředek časovače (od verze 2.81)
ucos_ii.c - soubor sdružující všechny ostatní moduly dohromady
ucos_ii.h - definice konstant a prototypů funkcí systému
V následujícím textu bude blíže vysvětlen princip řízení úloh, přepínání kontextu při pre-
empci, a další nezbytné informace pro pochopení dalších kapitol.
3.2.1 Řízení času a časovače
µC/OS-II, stejně jako většina RTOS, vyžaduje ke své funkci vnitřní hodiny, jež pravidelně
generují systémové přerušení. Tento periodický signál se nazývá clock tick a měl by se
projevit 10x až 100x za sekundu v závislosti na nastavení konstanty OS TICKS PER SECOND
v konfiguračním souboru OS. Samozřejmě čím vyšší je toto číslo, tím více se projeví režie
spojená s řízením času na odezvě systému. Aktuální systémový čas je v počátku spuštění
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systému roven nule a lze kdykoli zjistit funkcí OSTimeGet(). µC/OS-II dokáže rozlišit čas
v jednotkách mikrosekund.
Mezi funkce nezbytné k naprogramování i nejjednodušší aplikace je nutné zařadit dvo-
jici OSTimeDly(INT16U ticks) a OSTimeDlyHMSM(INT8U hours, INT8U minutes, INT8U
seconds, INT16U miliseconds). Typicky se vždy jedna z těchto funkcí zařadí na konec
nekonečné smyčky úlohy a úloha se tak odloží na definovaný čas do seznamu odložených
úloh. Jakmile tento čas uplyne, úloha je opět označena jako připravená k běhu.
Relativně novou funkcí je přidání časovačů mezi služby µC/OS-II. Funkce OSTmrCreate()
dovoluje vytvořit časovač běžící stále dokola anebo časovač, který proběhne pouze jednou.
Po uplynutí definovaného času se spustí uživatelem zadaná akce. Systém dále nabízí nástroje
k zjištění aktuálního stavu, zastavení a odstranění časovače.
3.2.2 Podsystém řízení úloh
Základní výkonnou jednotkou v uživatelské aplikaci běžící pod µC/OS-II je úloha (task).
Kód úlohy má obecně podobu nekonečné smyčky for(;;), případně while(1), uvnitř které
je užitečný kód většinou zakončený příkazem pro uspání úlohy na určitý čas.
Obrázek 3.1: Diagram stavu úloh v µC/OS-II.
Úloha lze vytvořit dvěma způsoby:
Pro zpětnou kompatibilitu s µC/OS zavoláním funkce jádra OSTaskCreate(void (*task)
(void *pd), void *pdata, OS STK *ptos, INT8U prio), kde její parametry znamenají:
• task - ukazatel na funkci s kódem úlohy,
• pdata - ukazatel na volitelná data, které se úloze mají předat v době vytvoření,
• ptos - ukazatel na vrchol zásobníku, ten je potřeba k ukládání kontextu úlohy,
• prio - priorita úlohy, musí být v celém systému unikátní.
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A novější OSTaskCreateExt(void (*task)(void *pd), void *pdata, OS STK *ptos,
INT8U prio, INT16U id, OS STK *pbos, INT32U stk size, void *pext, INT16U opt),
kde nové parametry mají význam:
• id - ID úlohy (v současnosti nevyužito),
• pbos - ukazatel na dno zásobníku,
• stk size - maximální počet prvků zásobníku,
• pext - ukazatel na paměťové místo, rozšíření řídicího bloku úlohy o libovolná uživa-
telská data.
Jak je vidět na diagramu stavu úloh (obr. 3.1), po vytvoření přejde úloha do stavu
připravená (task ready). Plánovač pak podle nejvyšší priority připravených úloh rozhodne,
která z nich poběží (task running). Běžící úloha může být přerušena buď úlohou s vyšší
prioritou, přerušovací rutinou (jež má vždy nejvyšší prioritu nade všechny úlohy) anebo
přechodem do stavu čekající (task waiting). Do stavu task waiting se úloha dostane vždy,
když narazí na synchronizační nebo komunikační prostředek jádra, který jí nedovolí pokra-
čovat dále, anebo narazí-li na příkaz uspání na určitou dobu OSTimeDly a OSTimeDlyHMSM.
Existující úloha může být rovněž i smazána. Pak už se v běžícím systému nevyskytuje,
přejde do seznamu odložených úloh (task dormant). Její prioritu lze poté přiřadit nějaké
nové úloze. Fyziciký prostor v paměti ROM, jež tato úloha zabírala v čase, kdy byla aktivní,
zůstane i po jejím odstranění stále obsazený.
µC/OS-II vždy rozhodne, že vykoná připravenou úlohu s nejvyšší prioritou. Rozpozná-
vání, jaká úloha má nejvyšší prioritu (jinak řečeno která dostane pro svůj běh CPU), má
na starosti plánovač. Plánovač je implementován funkcí OS Sched(). Kód této funkce je
pro lepší představu uveden níže. Výhodou µC/OS-II je, že výběr úlohy k běhu trvá vždy
stejnou dobu, nezávisle na počtu připravených úloh.
Výběr připravené úlohy se provádí za pomoci tabulky OSRdyTbl (obr. 3.2). Tato tabulka
má v 8-bitové variantě jádra 8x8 bitů a každé úloze s danou prioritou přísluší dané políčko
tabulky. Priorita úlohy je 8-bitové číslo, jehož nejvyšší dva bity jsou ’0’ (max. priorita je
63). Další tři bity představují ukazatel na řádek tabulky OSRdyTbl nazývající se OSRdyGrp
a spodní tři bity pozici úlohy na daném řádku.
Samotný výběr může v praxi vypadat takto: Proměnná OSRdyGrp obsahuje aktuálně
hodnotu 00101000. Zjistí se, ve které skupině podle nejpravějšího bitu ’1’ OSRdyGrp je
úloha připravená. V tomto případě je to skupina 3. Třetí byte v OSRdyTbl má hodnotu
00101011, čili 0. bit označuje připravenou úlohu s nejvyšší prioritou. Hodnota nejvyšší
priority úlohy připravené k běhu se pak získá vztahem (3 x 8) + 0 = 24.
Stručný popis funkce plánovače vypadá následovně: Nejprve se zjistí, zda není OS Sched()
volána z přerušovací rutiny, což je nepřípustné, a najde se ve všech připravených úlohách ta
s nejvyšší prioritou. Pokud je nalezena, zkontroluje se, zda se nejedná o úlohu, která zrovna
běžela. Ušetří se tak čas potřebný k přepnutí kontextu úlohy. Pokud se jedná o jinou úlohu,
nastaví se ukazatel OSTCBHighRdy na TCB čekající úlohy s nejvyšší prioritou. Pro ladící
účely se zinkrementuje počítadlo přepnutí kontextů a následně se vyvolá OS TASK SW(),
která provede danou změnu kontextu [8].
3.2.3 Systémové úlohy
µC/OS-II má předdefinované dvě systémové úlohy. Nečinná úloha (idle task) má prioritu
rovnou OS LOWEST PRIO, což je implicitně 63. Statistická úloha (stat task) má prioritu
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Obrázek 3.2: Princip výběru připravené úlohy.
OS LOWEST PRIO - 1. Zatímco idle task je v systému napevno ukotvená a nelze vypnout,
statistickou úlohu deaktivovat lze. Definice obou úloh je v souboru os core.c.
Nečinná úloha běží na nejnižší prioritní úrovni. K přepnutí kontextu na tuto úlohu
dojde, pokud není v seznamu připravených úloh žádná jiná. Tato úloha nevykonává žádnou
užitečnou práci a nemůže být odložena ani smazána.
Úkolem statistické úlohy je sbírat informace o tom, nakolik byl za poslední sekundu
vytížen CPU. Je-li tato úloha povolena, první vteřinu běhu systému se nevykonává užitečná
práce, ale počítá se počet cyklů systému za sekundu. Na konci každé další sekundy se
vypočítá poměr cyklů vykonaných běžícími uživatelskými úlohami s tímto číslem a uloží se
do globální proměnné OSCPUUsage.
3.3 Klíčové datové struktury jádra
µC/OS-II si udržuje podstatná data v průběhu vykonávání programu ve speciálních da-
tových strukturách. Dvě nejdůležitější se nazývají řídicí struktury úloh a řídicí struktury
komunikačních prostředků.
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Zdrojový kód 1 Plánovač v µC/OS-II.
void OSSched (void)
{
INT8U y;
OS_ENTER_CRITICAL();
if ((OSLockNesting | OSIntNesting) == 0) {
y = OSUnMapTbl[OSRdyGrp];
OSPrioHighRdy = (INT8U) ((y << 3) + OSUnMapTbl[OSRdyTbl[y]]);
if (OSPrioHighRdy != OSPrioCur) {
OSTCBHighRdy = OSTCBPrioTbl[OSPrioHighRdy];
OSCtxSwCtr++;
OS_TASK_SW();
}
}
OS_EXIT_CRITICAL();
}
3.3.1 Řídicí struktury úloh
Jakmile je vytvořena nová úloha, je jí přiřazen takzvaný task control block, OS TCB. Task
control block je datová struktura, ve které si operační systém udržuje aktuální stav každé
úlohy. Kdykoli se dostane úloha do stavu běžící, task control block úlohy dovolí její navá-
zání přesně od toho okamžiku, ve kterém byla před tím přerušena. Všechny OS TCB jsou
sdružovány do obousměrného seznamu a uchovávány v paměti RAM [8].
Ukázka struktury OS TCB pro nečinnou a statistickou úlohu je na obr. 3.3.
Mezi některé datové položky struktury OS TCB jmenujme např. prioritu úlohy, ukazatel
na zásobník, stav úlohy, ukazatel na předchozí a následující OS TCB, čas zbývající do pro-
buzení, je-li úloha uspána a jiné.
3.3.2 Řídicí struktury komunikačních prostředků
Úlohy a jejich varianty - obslužné rutiny reagující na přerušení - spolu mohou komunikovat
několika způsoby. Seznam podporovaných prostředků je uveden v kapitole 3.4. Každému
z těchto komunikačních prostředků je přiřazena datová struktura s názvem event control
block (ECB).
ECB obsahuje informace o typu komunikačního/synchronizačního prostředku, seznam
čekajících úloh na prostředek, v případě poštovních schránek uschovanou zprávu, a některé
další.
3.3.3 Obousměrně vázané lineární seznamy
µC/OS-II inicializuje po startu 5 seznamů z počátku prázdných datových struktur. Dvě
z nich byly popsány výše a jsou na obrázku 3.4. Další tři slouží pro příznakové bity - viz
3.4.3, paměťové oblasti - viz 3.4.6 a fronty zpráv - viz 3.4.5.
Na začátku každé aplikace je zavolána inicializační funkce OSInit(), která vytvoří tyto
seznamy. Seznam s OS TCB záznamy obsahuje OS MAX TASKS položek, seznam s ECB zá-
znamy obsahuje OS MAX EVENTS položek a zbylé tři seznamy pak OS MAX FLAGS, OS MAX MEM
PART a OS MAX QS položek. Velikost seznamů lze nastavit v konfiguračním souboru [8].
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Obrázek 3.3: Obsah řídicích struktur obou vestavěných úloh po startu OS.
3.4 Prostředky pro komunikaci a synchronizaci
Základní prostředky byly popsány v kapitole 2.3.6. µC/OS-II však implementuje i něk-
teré další. Používání jednotlivých komunikačních a synchronizačních mechanismů lze (pro
úsporu místa v paměti ROM) zakázat v hlavním konfiguračním souboru operačního sys-
tému.
Každý z prostředků má přiřazenu frontu čekajících úloh. Princip výběru úlohy v µC/OS-
II je řízen podle její priority. To znamená, že i když úloha s nejvyšší prioritou zažádala
o přístup k prostředku jako poslední, dostane ho jako první. Na obrázku 3.5 jsou zobrazeny
datové struktury .OSEventTbl a .OSEventGrp, jež jsou součástí úplně každého ECB, ať
se jedná semafor anebo frontu zpráv. Způsob výběru úlohy s nejvyšší prioritou je podobný
s výběrem úlohy pro následný běh (viz 3.2.2). Nestará se však o něj plánovač, jako tomu
bylo u plánování úloh, ale v tomto případě dvojice µC/OS-II funkcí OS EventTaskRdy(),
která je volána POST příkazy a OS EventTaskWait(), která je volána po vykonání PEND ope-
rací příslušející jednotlivým synchronizačním prostředkům. Zvláštním případem je metoda
OS EventTO() volaná po provedení PEND operace. Zde úlohu o umožnění přístupu k pro-
středku informuje po uplynutí dané doby čekání metoda OSTimeTick(). V dalším textu
budou rozepsány jednotlivé komunikační a synchronizační mechanismy v µC/OS-II.
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Obrázek 3.4: Seznamy datových struktur operačního systému µC/OS-II.
3.4.1 Semafory
Semafory se v µC/OS-II skládají ze dvou částí: 16-bitové hodnoty uchovávající hodnotu
semaforu a seznam úloh čekající na semafor, respektive na hodnotu semaforu větší než 0.
V modulu os sem.c je definováno šest metod pro jejich obsluhování: OSSemAccept(),
OSSemCreate(), OSSemDel(), OSSemPend(), OSSemPost() a OSSemQuery(). Popis těchto
funkcí je detailně popsán v [8].
3.4.2 Mutexy
Zvláštní případ semaforu, který může nabývat pouze hodnot 1 a 0. Jedná se o tzv. binární
semafor. Měl by být používán k předcházení chyby známé jako
”
otočení priorit“ (viz [2]).
Mutex v µC/OS-II obsahuje tři položky: příznak značící zda je semafor volný nebo ne (1
nebo 0); prioritu, kterou obdrží úloha vlastnící semafor, čeká-li na něj úloha s vyšší prioritou
a seznam čekajících úloh.
µC/OS-II poskytuje šest metod pro práci s mutexy: OSMutexAccept(), OSMutexCreate(),
OSMutexDel(), OSMutexPend(), OSMutexPost() a OSMutexQuery() [8].
3.4.3 Příznakové bity
Příznakové bity se skládají ze dvou částí: ze série bitů (8, 16 nebo 32) a ze seznamu úloh
čekajících na konkrétni bitovou kombinaci. Úloze, jejíž bitová kombinace se shoduje s kom-
binací příznakových bitů je umožněno pokračovat v běhu.
Metody pro obsluhu prostředku příznakové bity se nazývají: OSFlagAccept(),
OSFlagCreate(), OSFlagDel(), OSFlagPend(), OSFlagPost(), a OSFlagQuery() [8].
3.4.4 Poštovní schránky
Poštovní schránka je v µC/OS-II komunikační objekt, který dovoluje úlohám vzájemně
si vyměnovat informace. Informace je ve schránce uchovávána ve tvaru ukazatele specific-
kého typu na příslušná data. Úlohy tedy musí znát typ informace, ke které skrz schránku
přistupují. Má-li ukazatel na data ve schránce hodnotu NULL, je schránka prázdná, jinak je
plná.
Metody pro obsluhu schránky zpráv se nazývají: OSMboxAccept(), OSMboxCreate(),
OSMboxDel(), OSMboxPend(), OSMboxPost(), OSMboxPostOpt() a OSMboxQuery() [8].
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Obrázek 3.5: Seznam čekajících úloh na synchronizační prostředky.
3.4.5 Fronty zpráv
Na rozdíl od poštovních schránek, fronty zpráv mohou obsahovat více jak jednu zprávu.
V podstatě se jedná o pole schránek se společnou frontou čekajících úloh. Operační sys-
tém µC/OS-II umožňuje vytvořit maximální počet front zpráv definovaný v konfiguračním
souboru.
Metody pro obsluhu fronty zpráv se nazývají: OSQAccept(), OSQCreate(), OSQDel(),
OSFlush(), OSQPend(), OSQPost(), OSQPostOpt(), OSQPostFront() a OSQQuery() [8].
3.4.6 Paměťové oblasti
µC/OS-II poskytuje alternativu k dynamickému alokování paměťového místa ANSI C funk-
cemi malloc() a free(), které nejsou v prostředí vestavěných Real-Time systémů příliš
vhodné. Není totiž zaručeno, že se podaří alokovat souvislou oblast v paměti. Případná
fragmentace alokovaného místa pak ústí v nedeterministické chování těchto funkcí v čase.
Paměť alokovaná tímto prostředkem je vždy souvislým blokem, tudíž její alokace a uvol-
nění proběhne v konstantním čase a je deterministické. Metody pro alokaci paměťového
místa se nazývají: OSMemCreate(), OSMemGet(), OSMemPut() a OSMemQuery() [8].
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Kapitola 4
Plánování množin RT úloh
Tak jako plánování vlastních úkolů v každodenním životě, plánování množin RT úloh (neboli
procesů) slouží k definování, kdy se má která úloha provést. Jedná se o základní schopnost
jádra všech operačních systémů. V případě Real-Time operačních systémů je hlavním úko-
lem plánovače dodržet časová omezení týkající se každé úlohy. V předchozí kapitole se obje-
vila zmínka o jednoduchém plánovači operačního systému µC/OS-II. Zde budou vysvětleny
některé pokročilé metody plánování, které budou do tohoto OS následně implementovány.
Pro účely plánování si lze RT aplikaci představit jako množinu úloh. Úlohy jsou spuštěny
současně (ve fázi), pokud byly (vy)volány ve stejném čase; jinak jsou spuštěny postupně.
Plánovat množinu úloh pak znamená plánovat požadavky na jejich spuštění tak, aby byly
dodrženy časové meze:
• všech úloh, běží-li systém v obvyklém (bezpečném) režimu,
• alespoň úloh významných z hlediska bezpečnosti, pokud běží systém v neobvyklém
režimu, do něhož se dostal například v důsledku HW chyby či výskytu neočekávané
události [13].
4.1 Klasifikace plánovacích mechanismů
Plánovací mechanismy lze rozdělit do několika skupin:
• online/oﬄine,
• preemptivní/nepreemptivní,
• centralizované/distribuované.
Online plánování umožňuje vybrat úlohu ke spuštění na základě výskytu události či analýzy
vlastností aktuálně běžících úloh, a to například i bez předem známé informace o době pří-
chodu události. Nevýhodou tohoto přístupu je implementační náročnost, výhodou je schop-
nost modifikovat plán na základě předem nepředvídatelných příchodů požadavků, což lze
využít zejména v aplikacích s aperiodickými úlohami či nadměrným zatížením. Naproti
tomu Oﬄine plánování probíhá před spuštěním úloh a lze jej efektivně implementovat.
Nevýhodou je statičnost tohoto přístupu, která předpokládá neměnnost parametrů úloh
a neumožňuje tím přizpůsobit se změnám prostředí.
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Preemptivní plánování umožňuje, aby vybraná úloha byla přerušena plánovačem, byl jí
odebrán CPU a byl přiřazen naléhavější úloze (například s vyšší prioritou). Přerušená úloha
je přepnuta do stavu připravena a čeká, až bude znovu vybrána k běhu na některém CPU.
Preemptivní plánování je možné pouze u preemptivních úloh. U nepreemptivního plánování
nedochází k přerušení běžící úlohy plánovačem. Nevýhodou tohoto přístupu je, že může
vést k chybám v časování, které je preemptivní přístup schopen snadno řešit. Tento přístup
je však z hlediska přístupu ke kritickým prostředkům výhodnější pro jednoprocesorové RT
architektury, jelikož nevyžaduje žádný mechanismus přístupu do kritické sekce ani pro řazení
úloh do front.
Centralizované plánování je implementováno a probíhá výhradně na jedné centralizo-
vané architektuře/uzlu, zatímco distribuované plánování je rozděleno mezi několik spolu
vzájemně komunikujících uzlů, z nichž každý se podílí na tvorbě lokálního plánu podle
předchozí domluvy na strategii tvorby globálního plánu (například některé úlohy mohou
být přiřazeny konkrétnímu uzlu a později jinému uzlu) [13].
4.2 Model úlohy
Úlohy reálného času jsou základními spustitelnými prvky v RT systému. Mohou být perio-
dické i aperiodické a mít hard, firm a soft časová omezení. Model úlohy se skládá ze čtveřice
hlavních parametrů a množiny vedlejších, které lze dopočítáním získat z hlavních parame-
trů. Je-li známa hodnota parametrů hlavní čtveřice, jež definuje model úloh v dané množině,
lze poté rozhodnout, zda je množina úloh plánovatelná daným mechanismem či nikoliv.
Mezi hlavní parametry úlohy patří:
• r0 - čas příchodu požadavku na spuštění,
• C - nejdelší dovolený čas vykonávání úlohy,
• D - maximální doba trvání úlohy od času r,
• T - perioda volání úlohy (pouze pro periodické úlohy).
.
A mezi významější vedlejší parametry patří:
• u = C / T, zatížení procesoru danou úlohou. Hodnota u může být max. 1,
• L = D - C, maximální přípustná doba zahálení úlohy během jedné periody.
Kvalitní plánování úloh závisí na přesnosti základních čtyř parametrů. Jestliže trvání
operací, jako jsou přepnutí kontextu úlohy, volání jádra nebo zpracování přerušení nelze
zanedbat, musí s nimi plán počítat a přičíst tyto časy k modelu každé úlohy.
Na obrázku 4.1 jsou pro lepší pochopení parametry úlohy τ(r0, C, D, T ) znázorněny
graficky. Symbol ↑ v grafu označuje připravenost úlohy, tj. čas příchodu úlohy do systému,
↓ pak označuje mezní termín pro vykonání dané úlohy. V některých zdrojích se používá
značka l, shoduje-li se deadline úlohy s velikostí její periody volání.
Známe-li model každé úlohy z dané množiny, případně ještě jejich prioritu, lze plynule
navázat na další části této kapitoly.
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Obrázek 4.1: Model úlohy.
4.3 Plánování množin nezávislých RT úloh
V této části budou probrány čtyři základní algoritmy plánování množin nezávislých úloh:
rate monotonic, deadline monotonic, earliest deadline first a least laxity first. Tyto algo-
ritmy pracují s množinami periodických nebo aperiodických úloh. Zde bude ukázána jejich
funkce pouze na periodických úlohách. Společné plánování periodických a aperiodických
úloh se věnuje blíže kapitola 4.4.1.
Základní algoritmy jsou založeny na jednoduchých pravidlech přiřazování priorit. Po-
kud je daný parametr v čase neměnný, jako například perioda volání T nebo mezní doba
vykonání D, jedná se o statickou metodu. Dynamické metody přiřazují prioritu úlohám
v závilosti na aktuálním stavu systému. Mezi nejdůležitější a nejpoužívanější dynamické
plánovací algoritmy patří earliest deadline first a least laxity first.
4.3.1 Rate Monotonic
Jedná se o online statické plánování. Pro správnou funkci algoritmu je nutná znalost základ-
ních parametrů úloh. RM přiřadí prioritu úlohám podle velikosti periody volání. Nejčastěji
volaná úloha tak bude mít nejvyšší prioritu. Pro samotné plánování musíme brát v úvahu
nejhorší možnou variantu, která může v systému nastat. To je situace, kdy požadavek
na spuštění všech úloh přijde ve stejný okamžik (jako na obr. 4.2).
Podle [2] lze množině n periodických úloh sestavit pomocí RM mechanismu plán splňu-
jící všechny časové limity, jestliže vytížení procesoru nepřesáhne specifickou hranici. Test
plánovatelnosti RM pro n úloh je:
U =
n∑
i=1
Ci
Ti
≤ n( n
√
2− 1) (4.1)
Tato podmínka je dostačující, tzn. je-li splněna, lze množinu úloh bezpečně plánovat rate
monotonic algoritmem bez obavy z překročení časových mezí. Na níže zobrazeném příkladě
se třemi úlohami je tato podmínka splněna:
U = 0, 75 ≤ 0, 7798 (4.2)
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Obrázek 4.2: Ukázka plánování množiny úloh pomocí rate monotonic algoritmu.
4.3.2 Deadline Monotonic
Algoritmus, který je znám i pod názvem inverse deadline, se velmi podobá RM plánování.
Jedná se rovněž o statické přiřazení priorit. Priorita úloh se ale narozdíl od RM určí podle
velikosti parametru D. Úloha s nejnižším mezním časem ukončení má nejvyšší prioritu.
Podmínka, zda-li je daný DM plán uskutečnitelný je podobná té u algoritmu rate monotonic:
U =
n∑
i=1
Ci
Di
≤ n( n
√
2− 1) (4.3)
Tato podmínka je dostačující. Je-li dodržena, lze množinu úloh naplánovat deadline mono-
tonic algoritmem bez obavy z překročení časových mezí. Přesto může nastat situace, kdy
podmínka dodržena není a přípustný plán pomocí DM algoritmu vytvořit lze. Na příkladu
4.3 se třemi úlohami je tato situace názorně ukázána:
U = 0, 9444  0, 7798 (4.4)
Obrázek 4.3: Ukázka plánování množiny úloh pomocí deadline monotonic algoritmu.
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4.3.3 Earliest Deadline First
První z algoritmů s dynamickým přidělováním priorit stanovuje prioritu úlohy na aktuální
hodnotě času zbývajícího do jejího mezního ukončení. Úloze, které zbývá nejmenší doba
k dokončení, je přiřazena nejvyšší priorita. Přeuspořádání priorit pomocí EDF algoritmu
probíhá nanovo v každé časové jednotce systému. Tento algoritmus je optimální v otázce
plánování množin úloh. Existuje-li totiž přípustný plán pro danou množinu, pak ho EDF
najde.
EDF patří k nejpoužívanějším algoritmům plánování úloh v jednoprocesorovém systému.
Na obrázku 4.4 je v každém časovém okamžiku t vyhodnocena aktuální hodnota D.
Obrázek 4.4: Ukázka plánování množiny úloh pomocí earliest deadline first algoritmu.
4.3.4 Least Laxity First
Je posledním ze základních algoritmů. LLF přiřazuje úlohám prioritu podle jejich aktu-
ální hodnoty relativní volnosti L. Relativní volnost úlohy (laxity) je rozdíl mezi aktuálním
mezním časem dokončení a zbývajícímu času běhu úlohy, Li = Di - Ci.
Na příkladu 4.5 je relativní volnost úloh v čase t=0 L1 = 13, L2 = 3, L3 = 8. V čase
t=1 je to L1 = 12, L2 = 3, L3 = 7 a tak dále.
4.4 Pokročilé metody plánování
Základní plánovací algoritmy představené v předchozím textu očekávají plánování pouze
periodických homogenních úloh. V některých Real-Time aplikacích se však mohou vysknout
i neperiodické úlohy, kdy není předem jasné, ve kterém okamžiku se v systému objeví. Další
situací může být plánování množiny závislých úloh, kde je potřeba zajistit správné pořadí
jejich provedení. O těchto speciálních případech pojednává tato kapitola.
4.4.1 Aperiodické úlohy
Nejjednodušší metodou, ale s nejhorším výkonem, je plánování hybridní množiny úloh
na pozadí. Hybridní množiny proto, že obsahuje jak periodické, tak i aperiodické úlohy.
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Obrázek 4.5: Ukázka plánování množiny úloh pomocí least laxity first algoritmu.
Průměrná doba odezvy se dá zlepšit použitím tzv. serverů úloh. Avšak nejlepším algo-
ritmem je slack stealing, který si pro vykonání aperiodických úloh
”
půjčuje“ čas od úloh
periodických.
Plánování na pozadí
Aperiodické úlohy jsou vykonávány, nevykonává-li se žádná periodická úloha. Čeká-li na vy-
konání více aperiodických úloh, je vždy vybrána ta, která přišla do systému první — podle
pravidla FIFO. Hlavní výhodou tohoto přístupu je jeho jednoduchost. Nicméně ho sráží
fakt, že doba odezvy aperiodických úloh stoupá s velikosti zatížení systému úlohami perio-
dickými [2].
Obrázek 4.6: Ukázka plánování hybridní množiny úloh na pozadí.
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Vyzývací server úloh
Server úloh je periodická úloha obsluhující aperiodické žádosti. Jeho vlastnosti jsou perioda
volání a kapacita, což je maximální čas, který může přiřadit aperiodické úloze k vykonávání.
Vyzývací server je nejjednodušším typem serverů. Úloha vyzývacího serveru je zahrnuta
do plánovacího algoritmu ostatních periodických úloh.
Na obr. 4.7 je ukázka plánování aperiodických úloh pomocí vyzývacího serveru. Přijde-
li do systému aperiodická úloha τ3, je pozdržena, a v čase t=5 je ji přidělen čas serverové
úlohy τs. Na daném příkladu je vidět, že se úloha τ3 nestihla vykonat celá najednou, ale že
doběhla až v následující periodě τs.
Obrázek 4.7: Ukázka plánování hybridní množiny úloh pomocí vyzývacího serveru.
Sporadický server úloh
Sporadický server úloh je dalším vylepšením, aniž by se zvýšil činitel zatížení procesoru
U. Opět je reprezentován úlohou τs. Od vyzývacího serveru se ale liší v tom, že si dokáže
uchovat svoji nespotřebovanou kapacitu až do doby jejího úplného vyčerpání. Klesne-li
kapacita sporadického serveru na 0, bude obnovena na původní hladinu při dalším volání
úlohy serveru τs. Kapacita serveru se obnovuje pouze v případě poklesu na 0, tzn. i když
je v době volání úlohy serveru kapacita pouze poloviční, k jejímu obnovení nedojde.
Slack stealing
Tato metoda využívá volnosti L periodických úloh k plánování úloh aperiodických. Sa-
motné plánování množiny úloh se provádí algoritmem rate monotonic s tím, že aperiodické
požadavky mají nejvyšší prioritu.
Narozdíl od serverů, slack stealing nevyžaduje vytvoření speciální periodické úlohy.
Objeví-li se aperiodický požadavek, čas pro jeho vykonání se
”
ukradne“ periodickým úlo-
hám, přičemž se zajistí, že se neporuší zádné časové meze. Obr. 4.9 ukazuje funkci tohoto
algoritmu.
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Obrázek 4.8: Ukázka plánování hybridní množiny úloh pomocí sporadického serveru.
Obrázek 4.9: Ukázka plánování hybridní množiny úloh pomocí slack stealing algoritmu.
4.4.2 Závislé úlohy
Dosud jsme předpokládali, že úlohy jsou navzájem nezávislé. V mnoha systémech však
vzniknají situace, kdy potřebujeme, aby se určitá úloha vykonala až po dokončení jiné.
Stejně tak může nastat situace, kdy je potřeba ošetřit pořadí přístupu k určitým kritickým
prostředkům systému. Nedodržení tohoto pořadí může vést k nepředpokládaným výsled-
kům. Na následujících řádcích bude uveden přehled nejznámějších algoritmů pro plánování
závislých úloh. Tomuto tématu se blíže a s přehlednými příklady věnuje kniha F. Cotteta,
a spol., viz [2].
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Plánování úloh závislých na pořadí provádění
První typ závislosti je založen na pořadí vykonání úloh. Situaci, kdy úloha τi musí být
vykonána dříve než úloha τj uznačujeme zápisem τi → τj . Jinak řečeno τj musí počkat
na dokončení úlohy τi. Tyto závislosti lze ztvárnit graficky pomocí tzv. grafu precedence.
Ukázka, jak může takový graf vypadat, je na obrázku 4.10.
Obrázek 4.10: Ukázka dvou precedenčních grafů tvořící množinu osmi úloh.
Podle [2] musí úlohy, které jsou součástí jednoho precedenčního grafu splňovat následu-
jící dvě podmínky:
• ri ≤ rj
• Prioj ≤ Prioi v závislosti na daném algoritmu (RM, DM, . . .)
.
Plánovací algoritmy nezávislých periodických úloh, které jsou popsány v předchozí kapitole,
je možné použít i pro plánování úloh závislých. Je ale nutné dodržet již zmíněnou dvojici
podmínek. Pro algoritmus RM bude platit následující (předpokládáme τi → τj):
• r∗i ≥ Max(rj, r∗i ), kde r∗i je upravená doba spuštění úlohy τi,
• Prioi ≥ Prioj v závislosti na RM algoritmu.
Priority závislých úloh z obrázku 4.10 pak budou vypadat následovně (nižší číslo znamená
vyšší prioritu): Prioτ1 = 1, Prioτ2 = 2, Prioτ3 = 3, Prioτ4 = 4, Prioτ5 = 5 , Prioτ6 = 7,
Prioτ7 = 6, Prioτ8 = 8.
Pro plánování algoritmem deadline monotonic přibyde ke dvěma podmínkám totožnými
s RM ještě jedna podmínka:
• D∗j ≥ Max(Dj, D∗i ), kde D∗i je upravená mezní doba dokončení úlohy τi.
Jinak se jedná o stejnou úpravu parametrů závislých úloh jako u rate monotonic.
V případě plánování závislých úloh algoritmem EDF se situace mírně komplikuje. Pra-
vidla pro změnu parametrů r a aktuálního
”
deadline“ d závislých úloh lze vypozorovat
z těchto grafů:
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Obrázek 4.11: Plánování závislých úloh pomocí EDF.
Máme-li úlohy τi a τj , a chceme dostat τi → τj , nový čas spuštění r∗j úlohy τj musí být
vyšší nebo stejný jako čas r∗i zvýšený od dobu vykonávání úlohy Ci:
r∗j ≥ Max((r∗i + Ci), rj)
Dále musí být mezní hodnota dokončení úlohy d∗i nahrazena menší z dvojice di a rozdílu
d∗j s Cj :
d∗i ≥ Min((d∗j - Cj), di)
Plánování úloh závislých na sdíleném prostředku
Plánování úloh závislých na sdíleném prostředku vede k několika problémům. Dvěmi nej-
známějšími jsou inverze priorit a uváznutí systému (deadlock). V Real-Time systémech
existují jednoduché metody řešící tyto problémy, avšak většinou vedou k nízké odezvě sys-
tému i nízkému faktoru využití sdíleného prostředku. Plánovací algoritmy, které se těmto
nevýhodám snaží vyhnout, se nazývají dědění priorit a stropování priorit.
Základní myšlenkou dědění priorit je dynamická změna priorit úloh. Úloha τi, jež přistu-
puje ke kritickým datům, zdědí prioritu úlohy τj , jestliže τj rovněž čeká na tento prostředek
a má vyšší prioritu než τi. Tato změna priorit vede k rychlejšímu uvolnění prostředku, čili
se tím zkrátí čekací doba úlohy τj . Algoritmus dědění priorit však nezamezuje uváznutí
systému.
Obrázek 4.12 ukazuje funkci dědění priorit na množině úloh, kde τ1 je úloha s nejvyšší
prioritou. Úloha τ1 používá prostředek R1, τ2 prostředek R2 a úloha τ3 využívá oba dva. τ3
běží jako první a úspěšně začne využívat R1 a R2. Následně je připravena k běhu úloha τ2,
která má vyšší prioritu, tudíž dojde k preempci. τ2 požádala o přístup k R2, jenže ten je
blokovaný úlohou τ3. τ3 tedy převezme vyšší prioritu úlohy τ2, aby se mohla dokončit dříve.
Následně dochází k tomu samému i v případě úlohy τ1, jež je probuzena a žádá o kritický
prostředek R1, aktuálně vlastněn úlohou τ3. τ3 zdědí prioritu od τ1, dokončí provádění
kritického kódu a dostane zpátky svoji původní prioritu. R1 je volný, takže se k provádění
dostává úloha τ1. Na konci se pak úlohy provádí podle obecných plánovacích pravidel [2].
Stropování priorit se dokáže vyhnout i problému uváznutí. Každému kritickému pro-
středku Ri je přiřazena stropová priorita, rovnající se nejvyšší prioritě úlohy, jež k němu
může potenciálně přistoupit - odtud název
”
stropování“. Funkce algoritmu je stejná jako
v případě dědění priorit, avšak rozdíl nastává v řešení problému uváznutí. Jakmile úloha
zažádá o přístup ke kritickému prostředku, dostane ho pouze v případě, je-li zrovna volný
a má-li úloha vyšší prioritu než všechny stropové priority aktuálně používaných kritických
prostředků.
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Obrázek 4.12: Ukázka aplikace algoritmu dědění priorit.
Obrázek 4.13 představuje funkci tohoto algoritmu. Úloha τ1 využívá R1, τ2 využívá
R2 a úloha τ3 využívá R1 i R2. Stropová priorita prostředku R1 tedy odpovídá prioritě
τ1 a R2 prioritě úlohy τ2. Úloha τ3 vstoupí do kritické sekce R1, ale je přerušena úlohou
s vyšší prioritou τ2. Až τ2 požádá o R2, bude zablokována, jelikož její priorita není větší
než stropová priorita prostředku R1. Později se začne vykonávat i úloha τ1, která chce
přistoupit k R1. Nemá však vyšší prioritu než je stropová priorita R1, takže je blokována
dokud prostředek neuvolní úloha τ3 [2].
Obrázek 4.13: Ukázka aplikace algoritmu stropování priorit.
4.4.3 Plánování RT úloh při přetížení systému
Základní plánovací mechanismy nedokáží reagovat v případě přetížení systému. Nejsou
na to stavěné a takovou situaci nepředpokládají. Avšak k přetížení může snadno dojít
např. technickou poruchou, jež vyvolá zpoždění aktivace úlohy, nebo zahlcením systému
aperiodickými požadavky. Jednu nesplněnou časovou podmínku pak následuje další a vzniká
33
tzv. domino efekt, systém kolabuje.
Naštěstí existuje několik technik pro množiny periodických i aperiodických úloh, jak
přetížení předejít:
a) model pracující s proměnností typicky statických parametrů úloh,
b) on-line adaptivní model,
c) odolnost proti chybám (mechanismus manipulace s mezemi a mechanismus založený
na nepřesném výpočtu),
d) rozšíření modelu úlohy o hodnotu
”
důležitosti“.
Technika a) pracuje mimo jiné s tzv. vícerámcovým modelem úlohy. Klasický model
úlohy je čtveřice τi(ri, Ci, Di, Ti), vícerámcový pak může vypadat takto: τi(ri, Ci1. . .Cin,
Di, Ti). Více možných časů vykonání úlohy znamená možnost množinu úloh naplánovat al-
ternativně tak, že se vybere Ci takové, aby k přetížení systému nedošlo. Podobné modifikace
modelu pak mohou pracovat s proměnnými parametry Di a Ti.
On-line adaptivní model využívá dva rúzné přístupy k problému: elastický model úloh
a adaptivní model úloh. V elastickém modelu úloh jsou velikosti period Ti chápány jako
pružiny. Jsou jim přiřazeny další vlastnosti: minimální délka Ti, maximální délka Ti a rigidní
koeficient Ti. S těmito parametry pak lze dynamicky plánovat množinu úloh tak, aby se
zachovala co nejvyšší kvalita provádění a nedocházelo k přetížení. Elastický model je často
využíván při zpracovávání multimediálních dat. Hlavním účelem adaptivní modelu úloh
je dosáhnout konstantní doby mezi instancemi úlohy. Ta dosahuje velikosti 0. .2*Ti. Více
o tomto druhu plánování pojednává [2].
Mechanismus manipulace s mezemi vyžaduje, aby každá úloha měla svůj primární mo-
del τpi a alternativní τ
a
i . τ
p
i poskytuje službu v nejvyšší kvalitě, ale výpočetně náročném
nedeterministickém čase (například komunikace s měřícím teplotním čidlem a získání hod-
noty teploty). τai pak provádí stejnou službu v nižší, ale dostačující kvalitě v determinis-
tickém čase (například automatické dopočítání teploty v závislosti na trendu vývoje). Je
na plánovači, aby rozhodl, kterou z variant použít, aby byly dodrženy časové meze kladené
na systém, obecně však vybírá přednostně primární variantu úlohy.
Mechanismus založený na nepřesném výpočtu rozděluje model úlohy na povinnou část
τmi , která sama o sobě poskytuje použitelný ale nepřesný výsledek, a volitelnou část τ
op
i ,
která slouží například ke zpřesnění výsledku povinné části. Chyba výsledku tudíž klesá
s rostoucí dobou běhu volitelných částí. Typickou aplikací může být digitální komprese
videa, kde u rychle se měnícím obraze klesá míra detailů a naopak.
Varianta d) zavádí do modelu úloh novou hodnotu, tzv. důležitost. Důležitost úlohy,
narozdíl od priority, nijak nesouvisí s jinými hodnotami (T, D, .. .). Tato metoda je vhodná
zejména pro plánování hybridní množiny úloh. Kdykoli se v systému objeví aperiodický
požadavek, je přepočítána tzv. volnost systému LP(t) a rozhodnuto, zda bude nová úloha
začleněna do plánu. Standardní plán vyžaduje LP(t) > 0, jinak dojde k vyřazení některé
úlohy z plánování, aby se zabránilo přetížení systému. Tato metoda vyřazuje úlohy s nejnižší
důležitostí.
Zvlášním případem algoritmů pracujících s pojmem důležitosti úlohy jsou metody De-
pendent Activity Scheduling Algorithm (DASA) (viz [1]), Locke’s Best Effort Scheduling
Algorithm (LBESA) a algoritmus Dover. DASA a Dover budou z důvodu jejich implementace
do µC/OS-II vysvětleny podrobněji.
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Dependent Activity Scheduling Algorithm
Plánovač zde rozhoduje podle hodnoty tzv. hustoty důležitosti VD (poměr mezi důležitostí
a dobou zbývající k dokončení úlohy). DASA zpracovává úlohy v pořadí klesající hodnoty
hustoty důležitosti, kdežto LBESA v pořadí hodnoty rostoucí. DASA pak vyřadí ty úlohy,
jejichž zařazení do plánu způsobí přetížení systému, LBESA naopak vyřazuje úlohy s nej-
nižší důležitostí, dokud přetížení nezmizí. Obě metody jsou vhodné pro hybridní množiny
úloh a v případě DASA dokonce i pro závislé úlohy. Mezi další rozdíly lze zahrnout i to, že
LBESA oproti DASA podporuje neskokové tvary funkcí hodnoty důležitosti a umožňuje po-
psat doby běhu úloh stochasticky pomocí funkce distribuce pravděpodobnosti. Mezi RTOS
implementující tento algoritmus patří například ChronOS (viz [12]).
Na obrázku 4.14 je předvedena funkce algoritmu DASA na množině dvou periodických
úloh. V tabulce 4.1 pak přehledně rozepsáno samotné plánování. K přeplánování v případě
tohoto algoritmu neprobíhá v každém kroku systému, jako v případě EDF, nýbrž při výskytu
tzv. plánovací události, což může být jedna ze tří situací: příchod úlohy, ukončení úlohy
anebo vypršení mezní doby vykonávání úlohy. Čas, který mezi těmito událostmi vyplní
vykonávání úlohy, se nazývá fáze úlohy.
V čase t=0 mají hustoty důležitosti obou úloh hodnotu 5/3=1.7, respektive 5/5=1.
Úlohy jsou v seznamu seřazeny od nejvyšší hodnoty V Di po nejnižší a k vykonávání vybrána
ta úloha, která je v seznamu na prvním místě.
Zajímavější situace nastává v čase t=8. Z přípravených úloh zbývá pouze τ2, avšak
nezbývá pro ni dostatek času aby se stihla vykonat celá. Tato její fáze je tedy z plánu úplně
odstraněna a systém tak uchráněn před přetížením.
Čas Seznam fází seřazený podle VD Přípustný plán Vybraná fáze
0 VD(2,1)=1.7, VD(1,1)=1 <P(2,1)> P(2,1)
3 VD(1,1)=1 <P(1,1)> P(1,1)
5 VD(1,1)=1.7, VD(2,2)=1.7 <P(1,1),P(2,2)> P(1,1)
8 VD(2,2)=1.7 φ φ
9 VD(2,2)=1.7, VD(1,2)=1 <P(1,2)> P(1,2)
10 VD(2,3)=1.7, VD(1,2)=1.25 <P(2,3),P(1,2)> P(2,3)
13 VD(1,2)=1.25 <P(1,2)> P(1,2)
15 VD(1,2)=2.5, VD(2,4)=1.7 <P(1,2),P(2,4)> P(1,2)
17 VD(2,4)=1.7 <P(2,4)> P(2,4)
18 VD(2,4)=2.5, VD(1,3)=1 <P(2,4),P(1,3)> P(2,4)
20 VD(2,5)=1.7, VD(1,3)=1 <P(2,5),P(1,3)> P(2,5)
23 VD(1,3)=1 φ φ
25 VD(2,6)=1.7, VD(1,3)=1 <P(2,6)> P(2,6)
27 VD(2,6)=5, VD(1,4)=1 <P(2,6),P(1,4)> P(2,6)
28 VD(1,4)=1 <P(1,4)> P(1,4)
30 VD(1,4)=1.7, VD(2,7)=1.7 <P(1,4),P(2,7)> P(1,4)
33 VD(2,7)=1.7 φ φ
Tabulka 4.1: Ukázka plánování množiny úloh pomocí DASA algoritmu.
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Obrázek 4.14: Ukázka plánování množiny úloh pomocí DASA algoritmu.
Algoritmus Dover
Byl prvně publikován v roce 1992 v publikaci [7] a řadí se mezi tzv. algoritmy založené
na testu přijetí. Nedochází-li k přetížení systému, funguje stejně jako metoda Earliest De-
adline First. Dojde-li však k přetížení systému s příchodem nové úlohy, Dover rozhodne, zda
bude tato úloha do plánu zahrnuta anebo odmítnuta. Algoritmus Dover má nejlepší faktor
soutěžení mezi všemi on-line algoritmy.
Test přijetí nové úlohy probíhá následovně. Je-li detekováno přetížení, dojde k porovnání
důležitosti příchozí úlohy Varr se součtem důležitostí všech privilegovaných úloh (přeruše-
ných preempcí). Platí-li vztah 4.5, pak je příchozí úloha do plánu zahrnuta, jinak je její
aktuální instance odmítnuta. Symbol k představuje poměr mezi nejvyšší a nejnižší hodnotou
důležitosti úlohy v systému a Vcurr důležitost aktuálně běžící úlohy.
Varr > [(1 +
√
k)(Vcurr + Vpriv)] (4.5)
4.4.4 Plánování RT úloh pro zvýšení spolehlivosti systému
Základní myšlenkou zvýšení spolehlivosti RT systému je redundance SW nebo HW pro-
středků. Dojde-li k poruše systému, zastane porouchanou část náhradní. Algoritmy, které
zvyšují spolehlivost plánování, počítají často s multiprocesorovým prostředím.
Quick Recovery algoritmus využívá tzv. klonů úloh. Ty běží současně na několika CPU
a porouchá-li se hlavní klon, například v důsledku selhání CPU se aktivuje stínový klon,
což je ta samá úloha probíhající na redundantním prostředku.
Mezi další metody plánování lze zařadit Replication-Constrained Allocation, a různé
verze Fault Tolerant Rate Monotonic algoritmů. Více lze najít v publikacích [6] nebo [4].
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Kapitola 5
Popis implementace plánovacích
algoritmů v µC/OS-II
Rozhodnutí rozšířit jádro operačního systému µC/OS-II o nové funkce přišlo krátce poté,
co jsem se s tímto velice zdařile napsaným operačním systémem setkal poprvé. Kód OS je
přehledně okomentovaný a napsaný ANSI C jazykem, takže lze jeho funkci relativně rychle
pochopit už když se s ním člověk teprve seznamuje. Svoji úlohu sehrála i výborně napsaná
dokumentace (viz [8]), jež nemá u podobných produktů obdoby a mnoho uživatelů si ji
kupuje už jenom z důvodu přehledného popisu mechanismů, které jsou společné pro většinu
RTOS.
O tom, jakou část jádra obohatit o další funkce, bylo rozhodnuto, dá se říci, předem.
Jedná se o plánovač úloh. Ačkoli existuje spousta plánovacích mechanismů (viz kapitolu
4), plánovač operačního systému µC/OS-II má pouze základní funkčnost založenou na pre-
empci úloh s nižší prioritou. Nelze tedy efektivně využít výhod, jež pokročilé mechanismy
poskytují.
Implementaci rozšíření jádra a ověření jejich správné funkce je potřeba provádět na vho-
dné platformě. Pro svoji uživatelskou přívětivost byl vybrán operační systém Linux, kon-
krétně 32b verze Ubuntu 9.04 s nainstalovaným překladačem gcc v4.3.3.1. Na interneto-
vých stránkách firmy Micriµm Inc. byl ještě do nedávna (2008) poskytován ke stažení port
µC/OS-II právě pro Linux. Tento port napsal George Fankhauser a stejně jako kód µC/OS-
II je volně šiřitelný pro osobní a výzkumné účely. Po úspěšném vyzkoušení funkčnosti portu
v Ubuntu 9.04 byl vybrán jako vhodný pro implementaci daných rozšíření. Rád bych upozor-
nil, že tento port nefunguje v 64-bitových verzích OS Linux. Linuxový port G. Fankhausera
je použit spolu s finální verzí µC/OS-II 2.86.
5.1 Rozšíření řídicího bloku úlohy
Řídicí blok úlohy (TCB) bylo nutné rozšířit o datovou strukturu TASK USER DATA. Jelikož
µC/OS-II podporuje uživatelské rozšíření TCB, nepředstavovalo to větší problém. Úloha
vytvořená bez této struktury nemůže být zahrnuta do nově implementovaných metod plá-
nování.
TASK USER DATA obsahuje celkem 23 položek. Mimo údajů definujících model úlohy do-
voluje definovat například zda je úloha aperiodická, celkový čas vykonávání úlohy nebo
prioritu úlohy. Položky slouží mimo jiné pro sběr časových informací a používají se v plá-
novacích algoritmech při rozhodování o prioritách připravených úloh. Uživatel definující
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velikost zásobníku úlohy musí počítat s tím, že si toto rozšíření řekne celkově o 320 bytů
paměťového místa.
Níže je uvedena struktura TASK USER DATA tak, jak je definovaná v souboru sched.h:
typedef struct { /* Extended task data */
INT32U TaskCtr; /* Total number of task’s executions */
INT32S Task_r; /* Start od the task, typically = 0 */
INT32S Task_C; /* Last task’s time of run */
BOOLEAN Stop_C; /* Stop counting C flag */
BOOLEAN Task_Passed; /* Task has already passed flag */
INT32S Task_C_max; /* Maximum task’s run time */
INT32S Task_D; /* Task’s deadline */
BOOLEAN Task_D_set; /* Task’s deadline is set flag */
INT32S Task_D_act; /* Actual task’s deadline */
INT32S Task_T; /* Task’s period */
INT32S Task_P; /* Task’s priority */
INT32S Task_L; /* Task’s laxity */
INT32U Task_Last_dly; /* Task’s delay value in last tick */
BOOLEAN Task_Aper; /* Aperiodic task flag */
BOOLEAN Task_Server; /* Polling server for handling aperiodic tasks flag */
OS_TCB *Task_Pred; /* Task that must be executed before this task */
OS_TCB *Task_Anc[OS_MAX_TASKS]; /* Tasks that must be executed after this task */
INT8U Task_Anc_Count; /* Number of ancestors */
BOOLEAN Task_Allow;
INT8U Task_Imp; /* Importance of the task */
INT32U Task_Imp_dens; /* Importance density */
INT32U Task_Ro; /* Partial load */
INT32U Task_STime; /* Suspend time */
} TASK_USER_DATA;
5.2 Měření času
Plánovací metody implementované do µC/OS-II vyžadují ke své činnosti znalost časových
parametrů každé úlohy. V podstatě se jedná pouze o čtveřici τ(r0, C, D, T ), ostatní para-
metry lze dopočítat. Tyto časové údaje jsou ukládány do datové struktury TASK USER DATA.
Stěžejním objektem měření času jsou funkce OSTaskSwHook() a OSTimeTickHook()
v souboru os cpu c.c, které jsou volány na začátku každého přepnutí kontextu úlohy, re-
spektive v každém kroku běhu systému. Tzv. hook funkce umožňují do kódu jádra µC/OS-
II implementovat libovolná uživatelská rozšíření. Mezi každým voláním OSTaskSwHook()
probíhá vykonávání určité úlohy. Po tuto dobu probíhá sběr dat o tom, jak dlouho daná
úloha běží. Měření doby vykonávání úlohy probíhá ve funkci OSTimeTickHook() inkre-
mentací parametru Ci o 1 s každým ”
tickem“ OS. Aby bylo možné rozlišit, zda úloha
skutečně skončila a nebyla pouze přerušena, je nutné na začátku kódu úlohy zavolat funkci
OS SetTaskStart(), jež vynuluje příznak Stop C, a na konci OS SetTaskStop(), jež tento
příznak nastaví. Na konci OSTaskSwHook() se testuje příznak Stop C a je-li nastaven, dojde
k resetu parametrů C, L a D na výchozí hodnotu.
V modulu os time.c ve funkci OSTimeDly() je vypočítána velikost periody úlohy vzta-
hem:
Ti = Ci +Delay (5.1)
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kde Delay je tzv. doba uspání, v µC/OS-II klasicky volaná na konci kódu úlohy.
Zvláštní případem je nastavení parametru Di. Uživatel se může rozhodnout, zda tento
parametr nastaví sám (v jednotkách
”
ticků“ OS) za pomoci funkce OSTaskSetD(). Není-li
však tento parametr nastaven do doby prvního běhu úlohy, je mu přiřazena hodnota Ti.
Mezní čas dokončení úlohy se pak rovná času periody, tj. nastává situace l (viz kapitolu
4.3).
Implementovaná rozšíření rovněž dovolují nastavit úloze čas jejího prvního spuštění ri.
Uživatel tak může učinit zavoláním funkce OSTaskSetR() s parametry priorita úlohy a čas
prvního spuštění v jednotkách
”
ticků“ OS.
Poslední činností spadající pod měření času je odměření prvních dvou sekund běhu
OS, během kterých se sbírají potřebné časové údaje o úlohách. Pokud v prvních dvou
sekundách neproběhly všechny úlohy, které mají být zahrnuty do plánu, systém poběží
dále bez aplikace vybraného plánovacího mechanismu. Vyčkávání na aplikaci zvoleného
plánování končí okamžikem, kdy jsou všechny údaje o běhu úloh nastaveny.
5.3 Modul sched.c
Veškeré funkce, konstanty, definice a globální proměnné týkající se implementovaných rozší-
ření, jsou obsaženy ve dvojici zdrojových souborů sched.c a sched.h. Komentáře jsou
psané v anglickém jazyce, stejně jako komentáře v kódu celého µC/OS-II.
Soubor sched.h je hlavní konfigurační soubor pro práci s plánovacími mechanismy.
V sekci
”
OPTIONS“ je nutné nastavit konstantu OS ADV SCHED EN na 1 nebo 0, bude-li
či nebude-li chtít uživatel použít plánovacích mechanismů. Mezi konstantami jsou uvedené
způsoby plánování (OS ADV SCHED METHOD *)1, tyto konstanty jsou předány jako parametr
funkci OSAdvSchedInit() volanou před startem systému OSStart() a slouží pro výběr
způsobu plánování.
5.4 Implementace základních plánovacích mechanismů
Čtveřice plánovacích algoritmů uvedena v kapitole 4.3 byla do µC/OS-II přidána imple-
mentací v modulu sched.c. Všechny čtyři mechanismy jsou integrovány do jedné funkce
OSAdvSchedBasic(), ve které dochází k přeuspořádání priorit úloh podle daného mecha-
nismu. Jedná-li se o EDF nebo LLF, je tato funkce volána každou jednu časovou jednotku
operačního systému - tzv. tick. Naopak nastavení priority úlohám statickými algoritmy RM
a DM se provede pouze jednou. Diagram funkce OSAdvSchedBasic() je uveden na obr. 5.1.
5.4.1 Rate Monotonic
Zastoupený funkcí OSAdvSchedBasic() přeuspořádá priority úlohám v závislosti na jejich
periodě volání Ti. OSAdvSchedBasic() je volána z uživatelské rutiny OSTimeTickHook(),
a to pouze pokud:
1. nebyla dosud nikdy vykonána,
2. uplynuly alespoň dvě sekundy běhu systému,
1* = UCOSII, RM, DM, EDF a další
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3. jsou nastaveny všechny parametry úloh potřebné pro RM plánování.
Základním prvkem, se kterým funkce manipuluje, je dvourozměrné pole celočíselných
hodnot readylist[OS MAX TASKS][3]. V první části se provádí průchod seznamem všech
úloh a z těch, které jsou ve stavu ready a mají být plánovány (tj. obsahují rozšíření
TASK USER DATA), se do pole readylist na první a třetí pozici uloží jejich priorita a na druhou
hodnota parametru Ti.
Najde-li se takových úloh více než jedna, dochází k seřazení pole readylist podle veli-
kosti parametru Ti. V zápětí dojde ke druhému seřazení, tentokrát budoucí hodnoty priority
na pozici readylist[i][2]. K seřazení prvků v poli se využívá algoritmu quicksort, který
se po praktickém srovnání s jinými algoritmy vhodnými do Real-Time prostředí (heap-
sort - dobré časové parametry, bubblesort - dobré paměťové nároky) jevil jako nejrychlejší
i docela úsporný. Po tomto kroku readylist[i][0] obsahuje hodnotu aktuální priority
úlohy i, readylist[i][1] čas Ti a readylist[i][2] hodnotu nové priority úlohy, určené
podle velikosti času Ti. Ke změnám priorit tak dojde pouze v rámci hodnot priorit, které
jsou momentálně danými úlohami obsazené. Žádná jiná hodnota priority, až na
”
odkládací“
OS LOWEST PRIO - 2, použita nebude.
Dalším krokem je průchod polem readylist a přeměna priorit daným úlohám µC/OS-
II pomocí systémové funkce. OSTaskChangePrio() má v této situaci časově nepříliš vý-
hodnou vlastnost spustit ve svém těle plánovač úloh. Jelikož se volá třikrát po sobě, je
jakékoli plánování při změnách priorit v těle OSAdvSchedBasic() zakázáno za použití dvo-
jice systémových funkcí OSSchedLock() a OSSchedUnLock() a provede se až v samotném
těle funkce OSTimeTick(). Při prohození priorit dvou úloh je použita výše zmíněná pri-
orita OS LOWEST PRIO - 2, neměla by tedy být uživatelem nikdy přiřazována. Po tomto
průchodu již mají úlohy prioritu úměrnou velikosti jejich periody volání tak, jak plánovací
mechanismus Rate Monotonic vyžaduje.
Před samotným závěrem dojde ještě k jednomu průchodu všemi úlohami a každé je
nastaven informativní parametr Task P tak, aby aktuálně odpovídal prioritě dané úlohy.
5.4.2 Deadline Monotonic
Přeuspořádává priority úlohám v závislosti na jejich mezní době dokončeníDi. OSAdvSched-
Basic() je volána z uživatelské rutiny OSTimeTickHook() a její algoritmus je stejný jako
u metody Rate Monotonic s jediným rozdílem, že se do readylist[i][1] ukládá právě
parametr Di.
5.4.3 Earliest Deadline First
Tento dynamický plánovací algoritmus změny priorit je rovněž zastoupený ve funkci OSAdv-
SchedBasic(). Tentokrát však neprobíhá na začátku každé změny priorit algoritmem EDF
kontrola, zda již plánování proběhlo. EDF a LLF totiž mění priority v závislosti na aktuál-
ních hodnotách parametrů úloh, a to v každém časovém kroku OS. První spuštění funkce
může být provedeno nejdříve po dvou sekundách běhu programu, jsou-li současně nasbírána
potřebná naměřená data.
V těle funkce OSTimeTickHook() probíhá v každém
”
ticku“ systému dekrementace hod-
noty parametru Dact všem úlohám, které jsou připraveny k běhu. Vypočtená hodnota se
uloží na pozici readylist[i][1]. Algoritmus seřazení této struktury a následné změny
priorit úloh je pak stejný jako v případech RM a DM.
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5.4.4 Least Laxity First
Rovněž implementovaný ve funkci OSAdvSchedBasic() představuje obdobu EDF algoritmu.
Namísto parametru úlohy Dact se zde řadí pole readylist podle hodnoty relativní volnosti
Lact úlohy. Stejně jako v případě EDF je funkce volána v každém kroku běhu systému
a jedná se tak o dynamický algoritmus.
Správná funkce těchto algoritmů byla ověřena na sadě testovacích úloh. Byla vyzkou-
šena správná činnost plánovacích mechanismů v aplikacích s počtem dvou až třiceti perio-
dických úloh, což pokrývá naprostou většinu existujících RT aplikací. Protože jsou jednot-
livé mechanismy velmi podobné, jsou integrovány do jedné společné funkce, což je šetrnější
pro paměťové nároky na systém. Více o systémových požadavcích jednotlivých mechanismů
pojednává kapitola 5.9, kde je, mimo jiné, vše zobrazeno v přehledné srovnávající tabulce.
5.5 Implementace plánovacích mechanismů pro aperiodické
úlohy
Tyto metody navazují a spolupracují se základními plánovacími mechanismy a rozšiřují je
o možnost efektivně nakládat s náhlým příchodem aperiodické úlohy. Pro své vlastnosti
byly vybrány dva mechanismy: plánování na pozadí a vyzývací server úloh.
Aby bylo v µC/OS-II možné rozlišit aperiodickou úlohu od periodické, byla struktura
TASK USER DATA rozšířena o další parametr Task Aper. Uživatel může tento parametr na-
stavit pomocí funkce OSTaskSetAp(prio), avšak je nutné dbát na to, že všechny aperio-
dické úlohy musí být takto označeny před provedením samotného plánování metodami RM
a DM, jelikož ty se volají pouze jednou — na začátku běhu programu (respektive nejdříve 2
sekundy po startu aplikace). Jedná-li se o úlohu serveru, má nastaven příznak Task Server.
5.5.1 Plánování na pozadí
Hlavní myšlenkou plánování na pozadí je využívat volného času v rámci vykonávání perio-
dických úloh ke spuštění úloh aperiodických. Implementovaný algoritmus využívá současné
metody OSAdvSchedBasic() i dalších dvou. Rozšiřuje je o kontrolu, zda je úloha aperio-
dická. Najde-li se taková připravená úloha v systému, je jí nastavena nejnižší možná priorita.
Tím se zaručí, že bude vykonána až poté, co proběhnou úlohy periodické, tj. bude provedena
ve volném čase systému.
Aperiodickým úlohám jsou přiřazovány hodnoty priorit z rozsahu OS LOWEST PRIO - 3
až OS LOWEST PRIO - 8 v pořadí jejich příchodu do systému. Je tedy nutné vyhnout se
těmto hodnotám při vytváření periodických úloh v uživatelské aplikaci. V daném pláno-
vacím algoritmu jsou jejich hodnoty v readylist[i][1] nastaveny na maximum, čímž se
zajistí, že při seřazení získají nejhorší prioritu z daného rozsahu.
Plánování na pozadí bylo zvoleno výchozím typem plánování aperiodických úloh a je
použito vždy, když se v systému vyskytuje alespoň jedna aperiodická úloha.
5.5.2 Vyzývací server úloh
Tento druh plánování byl blíže popsán v kapitole 4.4.1. Narozdíl od principu uvedeného
v literatuře bylo rozhodnuto rozšířit schopnosti algoritmu o funkci plánování na pozadí.
Implementovaný algoritmus tedy dohromady spojuje jak výhody úlohy serveru, která je
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Start
OSTime > 2 sek.
OSAllParamSet()
Konec
OS_ADV_SCHED_METHOD
_PASSED := 1
i := 0; i < n_rdy; i++
Změň úloze prioritu z hodnoty 
readylist[i][0] na readylist[i][2]
readylist[n_rdy][0] := 
ptcb->OSTCBPrio
readylist[n_rdy][2] := 
ptcb->OSTCBPrio
úloha je ve stavu 
TASK_RDY
ptcb->OSTCBPrio == 
OS_LOWEST_PRIO
n_rdy > 1
quicksort(readylist[i][1])
ne
ne
ne
ne
ne
ano
ano
ano
ano
ano
ano
OS_DEPENDENCY_SET
OSDependTaskChange()
OS_ADV_SCHED_METHOD
ptcb := ptcb->OSTCBNext
readylist[n_rdy][1] := 
data->Task_T
readylist[n_rdy][1] := 
data->Task_D_act
readylist[n_rdy][1] := 
data->Task_L
readylist[n_rdy][1] := 
data->Task_D
n_rdy++
RM DM EDF LLF
quicksort(readylist[i][2])
ne
data->Task_P := 
ptcb->OSTCBPrio
Obrázek 5.1: Diagram nastavení priorit základními algoritmy.
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zahrnuta do plánu s ostatními periodickými úlohami a ve které jsou prováděny připravené
aperiodické úlohy, tak i výhody vykonávání aperiodických úloh ve volném čase CPU. Tím se
podstatně zefektivní doba odezvy systému na náhlý příchod nové úlohy. Graf 5.2 zobrazuje
výsledek porovnání dob odezvy standardní metody se zvolenou kombinací obou metod.
Sběr dat byl proveden na demonstračním příkladu s trojicí aperiodických úloh, čtveřicí
úloh periodických a jednou úlohou serveru, a probíhal po dobu 30 minut. Detailní výsledky
měření jsou umístěny na přiloženém optickém médiu.
Obrázek 5.2: Porovnání průměrné doby odezvy aperiodických úloh na ukázkovém příkladu.
Zvolí-li uživatel tento plánovací mechanismus, v OSAdvSchedInit() se automaticky
vytvoří úloha s prioritou definovanou v souboru shed.h (implicitně OS LOWEST PRIO - 9),
která představuje server. Současně se pro ní nastaví časové údaje struktury TASK USER DATA.
V souboru sched.h lze nastavit parametry serveru C a D. Parametr C je obzvláště důležitý,
definuje totiž čas (v jednotkách
”
ticků“ systému) vyhrazený pro vykonávání aperiodických
úloh. Implicitně je tento parametr nastaven na hodnotu 10.
Úloha vyzývacího serveru je plánovatelná mechanismy Rate Monotonic, Deadline Mo-
notonic, Earliest Deadline First i Least Laxity First. Model této úlohy umožňuje plánovat
ji stejně, jako by se jednalo o úlohu periodickou. Její priorita je tedy přenastavena napří-
klad mechanismy RM a DM v závislosti na délce jedné periody, respektive mezní doby
vykonávání.
V tělě úlohy serveru probíhá hledání, zda je nějaká z aperiodických úloh připravená
k běhu. Pokud je nalezena, nastaví se jí nejvyšší priorita, tj. 1. To zajistí přepnutí kontextu
a běh úlohy již v následujícím kroku. Server je pak uspán a veškerá další režie probíhá
ve funkci OSPollServTime(), která je volána po dobu následujících C kroků systému.
V těle této funkce dochází každý
”
tick“ k dekrementaci údaje C a klesne-li tento čas na 0,
je aktuálně vykonávané aperiodické úloze s prioritou 1 nastavena zpět její původní priorita
z rozsahu OS LOWEST PRIO - 3 až OS LOWEST PRIO - 8. Tím se zajistí, že v následujícím
kroku dojde k preempci nějakou z připravených periodických úloh.
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Může rovněž nastat situace, kdy se aperiodická úloha stihne vykonat dříve než za čas,
který je definován serverem úloh. Pak je nutné přepnout kontext na další z připravených
aperiodických úloh. To je ošetřeno podmínkou ve funkci OSSetTaskEnd(). Nově vybraná
aperiodická úloha s prioritou 1 pak může běžet po zbylý čas C. Není-li C rovno 0 a současně
není žádná z aperiodických úloh připravena, je zbytek tohoto času
”
promarněn“ a vydán
ve prospěch následující periodické úloze.
5.6 Implementace plánovacích mechanismů pro závislé úlohy
Jak blíže popisuje kapitola 4.4.2, obecně se rozlišují dva typy závislostí: Závislost na pořadí
provádění a závislost na sdíleném kritickém prostředku. V µC/OS-II již v základu existují
prostředky pro ošetření závislosti na sdíleném kritickém prostředku. Konkrétně se jedná
o implementaci semaforu pro vzájemné vyloučení - mutexu. µC/OS-II dovoluje progra-
mátorovi specifikovat hodnotu priority při vytváření mutexu, kterou úloha vlastnící tento
prostředek dočasně obdrží, a tím zabránit vyskytnutí problému zvaného inverze priorit.
Pro účely demostrace pokročilých plánovacích metod pod µC/OS-II byla tedy vybrána,
a do systému doplněna metoda plánování metod závislých na pořadí provádění.
5.6.1 Závislost na pořadí provádění
Tato metoda si vyžádala další rozšíření struktury TASK USER DATA o parametry:
OS_TCB *Task_Pred; /* Predecessor of task */
OS_TCB *Task_Anc[OS_MAX_TASKS]; /* Ancestors of task */
INT8U Task_Anc_Count; /* Number of ancestors */
BOOLEAN Task_Allow; /* Flag allowing task to run */
Z nichž je jasné, že každá úloha může mít jednoho předka a neomezený počet následníků.
Pro účely plánování úloh závislých na pořadí provádění bylo vytvořeno celkem pět nových
funkcí v modulu sched.c: OSAddTaskPred(), OSPrintDependency(), OSDependTaskChan-
ge(), OSDependTaskChangeRecur() a OSDependTaskFindCycle(). Oproti předchozím me-
todám, není nutné zvolit speciální parametr funkce OSAdvSchedInit(). Algoritmus totiž
pracuje nezávisle na zvoleném plánování.
Vytvoření závislosti mezi úlohami
Uživatel vytváří závislost mezi dvěmi úlohami zavoláním funkce OSAddTaskPred( INT8U
prio, INT8U pred), kde první parametr označuje prioritu závislé úlohy a druhý parametr
prioritu úlohy předka. Tato funkce se musí zavolat dříve nežli dojde k přeplánování množiny
úloha některým z plánovacích algoritmů, tj. do prvních dvou sekund běhu aplikace. V těle
této funkce jsou ošetřeny následující případy:
1. úloha neexistuje,
2. parametry prio a pred jsou stejné,
3. úloha nemá rozšířenou strukturu TASK USER DATA,
4. úloha předka je aperiodická,
5. vytvoření závislosti by způsobilo cyklus,
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6. daná závislost již existuje.
O jistotu, že přidaná závislost nevytvoří cyklus a to i nepřímý (například: úloha 1
má předka úlohu 3, úloha 3 má předka úlohu 2, úloha 2 má předka úlohu 1), se stará
funkce OSDependTaskFindCycle(). V jejím těle rekurzivně volá samu sebe a prochází tak
graf závislostí do hloubky. Je-li cyklus odhalen, vrátí funkce OSAddTaskPred() chybovou
hodnotu.
Z daných případů rovněž vyplývá, že předek nikdy nemůže být aperiodickou úlohou.
Taková situace není v RTOS prostředí vhodná. Opačný případ, kdy aperiodická úloha má
jako předka úlohu periodickou, však nastat může.
Vyhne-li se uživatel všem těmto případům, dojde k úspěšnému uložení ukazatele na úlohu
předka do atributu *Task Pred. Stejně tak u úlohy předka dojde k uložení ukazatele
na úlohu do pole následníků *Task Anc[] a inkrementaci proměnné Task Anc Count ozna-
čující jejich počet. Rovněž se nastaví globální příznak OS DEPENDENCY SET informující sys-
tém o tom, že se v něm nachází závislé úlohy.
Na obrázku 5.3 jsou některé přípustné typy časových závislostí mezi úlohami. Pro zjed-
nodušení můžete předpokládat, že jsou všechny úlohy periodické.
Obrázek 5.3: Příklady povolených závislostí na pořadí provádění mezi periodickými úlohami.
Algoritmus změny priorit
V tomto případě se nejedná o změnu priorit doslova, ale pouze o přeskládání časových pa-
rametrů úloh v závislosti na daném plánovacím algoritmu tak, aby úlohy obdržely po pro-
vedení RM, DM, EDF a dalších typů plánování prioritu odpovídající poloze úlohy v grafu
závislosti. Děje se tak z důvodu rychlosti výpočtu, dvojitá změna priorit za sebou mohla
mít nemalý dopad na časové meze kladené na systém.
K přeskládání parametrů dochází na začátku funkcí OSAdvSchedBasic(), OSAdvSched-
DASA() a OSAdvSchedDover(). Testuje se zde příznak výskytu závislosti OS DEPENDENCY SET
a v kladném vyhodnocení příznaku se volá funkce OSDependTaskChange().
Nejprve se v této funkci nastaví úlohám parametr Task Allow. Jedná-li se o úlohu, která
nemá nastaveného předchůdce, je to buď úloha nezávislá, anebo úloha jež je na začátku grafu
závislosti. Této úloze je umožněn běh nastavením parametru Task Allow na 1. Úlohám, jež
mají nějakého předchůdce je tento parametr nastavena na 0 a musí čekat, až jim OS dovolí
běh.
V následujícím kroku dochází k přeskládání časových parametrů v závislosti na zvolené
metodě plánování. Rekurzivní funkce OSDependTaskChangeRecur() volá sebe samu při ka-
ždém nalezeném větvení grafu závislosti (tj. úlohy, která má více jak jednoho následníka)
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a má za úkol seřadit časové parametry úloh v aktuálním souvislém grafu. Nejnižší hod-
nota času tak postupně
”
probublává“ směrem k počátečnímu prvku grafu závislosti. Díky
tomu pak při přeskládání priorit obdrží nejnižší prioritu v daném uceleném grafu počáteční
úloha. Výhodou tohoto přístupu je rovněž to, že nezávislé úlohy obdrží prioritu klasicky
podle dané hodnoty času T, D a jiné, a nejsou vůbec ovlivněny tímto algoritmem úloh
závislých.
Hlídání pořadí běhu
Samotná změna priorit úloh nestačí na to, aby se úlohy vykonaly v zamýšleném pořadí.
Perioda volání úloh je totiž různá, takže do systému nepřijdou všechny naráz. Bylo tedy
nutné vyloučit situaci, kdy se závislá úloha vykoná dříve než její předchůdce.
V předchozím textu byl zmíněn parametr Task Allow. Tento parametr mají v prvním
okamžiku nastaven na 1 pouze úlohy nezávislé, což zahrnuje i počáteční úlohy v grafech
precedence. Ostatní úlohy musí na hodnotu 1 čekat. Ve funkci OSSetTaskStart() se úloze,
které byl aktuálně předán kontext, testuje tento příznak a je-li roven 1, úloha začne ve vy-
konávání svého kódu. V opačném případě je úloha uspána na dobu jedné časové jednotky.
Doběhne-li úloha do svého konce, je zavolána funkce OSSetTaskEnd(), v jejímž těle je
aktuální úloze, jedná-li se o úlohu závislou, nastaven příznak Task Allow zpátky na hod-
notu 0 a všem následujícím úlohám uloženým v parametru *Task Anc[] nastaven příznak
na hodnotu 1.
Předání hodnoty parametru Task Allow by se tak dalo přirovnat ke štafetovému běhu,
kde si místo štafetového kolíku předávájí úlohy hodnotu 1 parametru Task Allow.
Pro účely ladění a přehledu nad závislostmi v uživatelské aplikaci byla souběžně s im-
plementací vytvořena funkce OSPrintDependency(), která na standardní chybový výstup
stderr vytiskne všechny existující časové závislosti.
Správná funkce precedenčních závislostí byla otestována na sadě odlišných úloh. Obavy
z nepředvídatelného chování operačního systému reálného času s použitím rekurzivních
funkcí nebyly potvrzeny a vše se chová podle předpokladů. Hůře jde však odhadovat chování
dynamických algoritmů EDF a LLF ve spojení se závislými úlohami. Návrhář by si tedy
měl být jistý, zda je aplikace navržena správně a zda je vhodné pro daný účel použít zrovna
tyto dynamické metody.
5.7 Implementace plánovacích mechanismů při přetížení
a pro zvýšení spolehlivosti systému
Operační systém µC/OS-II neobsahuje žádné metody ošetřující přetížení systému, což po-
skytuje relativní volnost při jejich výběru k implementaci. Nakonec byly vybrány dva al-
goritmy: Dependent Activity Scheduling Algorithm (DASA) a metoda Dover. Algoritmus
DASA proto, že není v prostředí RTOS příliš rozšířen a Dover pro jejich vzájemné porov-
nání. Obě metody byly popsány v kapitole 4.4.3. Aby bylo možné předejít přetížení, musí
oba přístupy znát aktuální zatížení systému.
5.7.1 Měření zatížení
Hodnota aktuálního zatížení systému je ukládána do globální systémové proměnné s ná-
zvem OS SYSTEM LOAD. Výpočet zatížení má na starosti funkce OSComputeLoad(), která je
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volána v těle funkce OSTimeTickHook(), tj. v každém kroku OS. Hodnota dílčího zatížení
je spočítána podle vztahu uvedeného v [14]:
ρi(t) =
∑
dk≤di ck(t)
di − t (5.2)
Celkové zatížení CPU je pak rovno nejvyššímu dílčímu zatížení:
ρ = max(ρi(t)) (5.3)
Podle tvaru vzorce 5.2 pak vypadá i algoritmus funkce, ve které jsou dvě vnořené smy-
čky while. Výpočet lze urychlit tím, že se dílčí zatížení nebude počítat pro úlohy, jež
jsou uspány, respektive že neběží nebo nejsou připraveny k běhu. Výsledek dílčího zatížení
pro danou úlohu se ukládá do nového parametru ve struktuře TASK USER DATA
INT32U Task_Ro; /* Number of ancestors */
Z vypočtených dílčích zatížení se poté vybere nejvyšší hodnota, která se uloží do proměnné
OS SYSTEM LOAD, a to již v jednotkách procent.
5.7.2 DASA
Bude-li chtít uživatel zvolit plánování touto metodou, musí to sdělit operačnímu systému
předáním parametru OS ADV SCHED DASA funkci OSAdvSchedInit(). Implementace algo-
ritmu DASA rozšiřuje strukturu TASK USER DATA o další tři atributy:
INT8U Task_Imp; /* Importance of the task */
INT32U Task_Imp_dens; /* Importance density */
INT32U Task_STime; /* Suspend time */
Mezi nově vytvořené funkce, které souvisejí s touto dynamickou metodou plánování, patří:
OSTaskSetImp(), OSDASAComputeDensity(), OSDASADetectPhase(), OSDASASuspendTa-
sks(), OSDASAResumeTasks() a funkce mající na starost samotné plánování: OSAdvSched-
DASA(). Jejich účel bude blíže vysvětlen dále v textu.
Důležitost úlohy
K nastavení důležitosti úlohy slouží funkce OSTaskSetImp(INT8U prio, INT8U imp), kde
první parametr označuje prioritu zvolené úlohy a druhý hodnotu důležitosti. Tato funkce je
velmi podobná funkci pro nastavení mezní doby vykonávání OSTaskSetD() nebo pro nasta-
vení počátku běhu OSTaskSetR() a stejně jako ony nastavuje příslušný parametr v rozšířené
struktuře úlohy TASK USER DATA. V těle této funkce jsou ošetřeny následující případy:
1. úloha neexistuje,
2. úloha nemá rozšířenou strukturu TASK USER DATA,
3. úloha již byla spuštěna.
Z tohoto výčtu je jasné, že důležitost úlohy musí být nastavena ještě před jejím prvním spu-
štěním. Opomene-li uživatel důležitost úlohy nastavit nebo její nastavení záměrně vynechá,
nastaví se úloze důležitost rovna její prioritě.
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Detekce fáze úlohy
DASA algoritmus se v mnohém podobá metodě Earliest Deadline First, avšak narozdíl od ní
k přeplánování nedochází v každém kroku OS, ale pouze při výskytu tzv. fázové události.
Každé periodické vykonání úlohy se nazývá n-tá fáze úlohy. Mezi situace, kdy dojde k DASA
plánování tudíž patří:
1. příchod fáze (úloha se stala připravenou pro běh),
2. konec fáze (úloha doběhla),
3. vypršení mezní doby provádění (tzv. deadline miss, úloha se nestihla provést).
Detekci fázových událostí má na starost funkce OSDASADetectPhase(), která je volána v těle
OSTimeTickHook(). Je-li některá z uvedených tří situací detekována, nastaví se globální
příznak OS PHASE DETECTED na hodnotu 1, 2 nebo 3. V případě nenulové hodnoty příznaku
se poté volá samotné přeplánování algoritmem DASA.
Algoritmus změny priorit
Priorita se úlohám přiřazuje podle aktuální hodnoty hustoty důležitosti Task Imp dens, což
je poměr mezi důležitostí a dobou zbývající k dokončení úlohy. Výpočet hustoty důležitosti
pro každou z připravených úloh proběhne ještě před začátkem algoritmu DASA zavoláním
funkce OSDASAComputeDensity(). Pro účely seřazení úloh podle velikosti tohoto parametru
je opět využito dvourozměrného pole readylist[n][3], kde n je počet připravených úloh.
V dalším kroku je potřeba ošetřit situaci, kdy je systém přetížen. V tom případě je
nutné začít vyřazovat z plánu úlohy v pořadí od nejmenší aktuální hustoty důležitosti
a po každém vyřazení přepočítat aktuální zatížení systému. Vyřazené úlohy jsou uspány
pomocí funkce OSTaskSuspend() na dobu Ti, čímž se v podstatě docílí toho, že vynechají
jeden svůj průběh.
Poté si zbylé úlohy mezi sebou vymění priority v závislosti na velikosti hustoty důleži-
tosti. Uspané úlohy má na starosti funkce OSDASAResumeTasks(), která současně hlídá
počet kroků systému a dekrementuje počítadlo Task STime. Klesne-li tento počet na 0,
jsou úlohy opět probuzeny a připraveny k běhu.
5.7.3 Dover
Mezi dvě nově vytvořené funkce v modulu sched.c, které souvisejí plánováním Dover, patří
OSDoverSuspendTasks() a OSAdvSchedDover(). Algoritmus změny priorit se velmi podobá
tomu u metody EDF, nedochází-li tedy k přetížení, jsou úlohy plánovány na základě hodnoty
aktuální mezní doby dokončení Dact. Jediným rozdílem je, že se po seřazení dvourozměrného
pole readylist[][] volá funkce OSDoverSuspendTasks(), kde, je-li systém přetížen, dojde
k rozhodnutí, zda má být příchozí úloha odmítnuta nebo nikoli.
V tělě funkce OSAdvSchedDover() nejprve proběhne průchod všemi připravenými úlo-
hami a sběr dat potřebných pro výpočet vztahu:
Varr > [(1 +
√
k)(Vcurr + Vpriv)] (5.4)
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Je-li tento vztah dodržen, nově příchozí úloha je algoritmem akceptována a zařazena do plánu.
V opačném případě je úloha uspána na dobu jedné periody volání (jinak řečeno, daná in-
stance úlohy je odmítnuta). Pro výpočet odmocniny byla použita funkce sqrt() z knihovny
math.h.
Metoda Dover funguje s hybridní množinou úloh i v kombinaci s vyzývacím serverem
úloh aperiodických. Rovněž závislost úloh na pořadí nepředstavuje problém. Při testování
ovšem nastaly situace, kdy se algoritmu nepodařilo i přes odmítnutí dané úlohy přetížení
předejít. Takovou situaci lze vysvětlit tím, že při výpočtu zatížení systému funkce pracuje
s dosud naměřenými daty o každé úloze a nelze vždy s jistotou říci, že daná instance úlohy
poběží maximálně Cimax hodinových cyklů. Někdy je tato doba překonána a i když se záhy
uloží jako maximální, v dané instanci to způsobí, že hodnota zatížení CPU bude vyšší
než 100 po dobu delší než jeden hodinový cyklus systému.
5.8 Testovací fáze
Mimo postupné testování v průběhu implementace prošel vývoj nakonec i fází vyčleněnou
speciálně pro testování. Zde bylo nutné vyzkoušet stabilitu a chování systému ve všech
situacích, které mohou kombinacemi různých plánovacích mechanismů nastat. Jako tzv.
”
základní kameny“ pro testování implementovaných rozšíření slouží šestice mechanismů:
RM, DM, EDF, LLF, DASA a Dover. Na ně lze poté ”
nabalit“ další algoritmy ošetřu-
jící aperiodické úlohy: Plánování na pozadí a vyzývací server v kombinaci s plánováním
na pozadí. Aplikace může obsahovat i závislé úlohy, čili bylo nutné zahrnout i algoritmus
pro výpomoc s plánováním úloh závislých na pořadí provádění. Celkem tak může vzniknout
až 36 různých situací.
Tyto kombinace mechanismů byly testovány na aplikaci tvořené množinou devíti perio-
dických úloh (případně šesti + tři aperiodické). Běh programu byl nejdříve testován po dobu
10 minut při 0% zátěži systému (tj. ve smyčce úlohy nebyl žádný kód vykonávající práci)
a poté dalších 10 minut při opačném extrému, tj. 100% zátěži, kde byla do těl úloh vložena
smyčka, jejíž vykonávání trvalo dostatečně dlouhou dobu.
Výsledkem testování je shrnující dokument umístěný na přiloženém optickém médiu.
Během této fáze se podařilo objevit a opravit několik potenciálních zdrojů problémů a si-
tuace, ve kterých aplikace padala nebo docházelo k zacyklení (viz např. DASA + přetížený
systém) byly opraveny tak, aby k nim nemohlo nikdy dojít. Deterministické chování Real-
Time operačního systému je jedna z nutných podmínek a po dokončení testovací fáze lze
řící, že µC/OS-II si zachoval i po implementaci těchto algoritmů svoje vlastnosti klíčové
pro Real-Time řízení.
5.9 Vliv implementovaných řešení na cílový systém
Tato podkapitola pojednává o výsledném dopadu implementovaných doplňků na cílovou
platformu. Jelikož se jedná o Real-Time OS, který je primárně určen do vestavěných zaří-
zení, je záhodno, aby byla jeho velikost co nejmenší a s co nejkratší dobou režie jádra OS.
Snahou bylo objem kódu co nejvíce zredukovat a rovněž zefektivnit algoritmy tak, aby se vy-
konaly v co nejkratší době, a to i přesto, že byl za cílovou platformu zvolen systém Linux.
Netroufám si tvrdit, jak nákladné by bylo přepracování modulu sched.c pro jiný port než
je ten linuxový, ale snahou bylo napsat zdrojový kód přehledně a s komentáři, aby se v něm
vyznal i laik a mohl ho případně rozšířit. Následuje souhrn naměřených výsledků.
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5.9.1 Paměťová náročnost
Modul sched.c přidává do µC/OS-II celkem 27 nových funkcí. Jejich přehled je uveden
v tabulce 5.1. V prvním sloupečku tabulky je uveden název funkce, ve druhém počet Bytů
v parametrech + počet Bytů v lokálních proměnných funkce. Lze si všimnout neobvyklé
velikostí funkcí OSAdvSchedBasic(), OSAdvSchedDASA() a OSAdvSchedDover(), která je
způsobená zejména použitím dvourozměrného pole readylist[][] které si samo o sobě
řekne o 744 Bytů.
Na dalších řádcích jsou zmíněny konstanty a globální proměnné modulu, které zabírají
120, repektive 337 Bytů paměťového místa. V případě globálních proměnných zabírá většinu
z celkového počtu struktura TASK USER DATA určená pro vyzývací server. Celková operační
paměť nutná pro běh modulu sched.c je 3024 B.
Velikost přeloženého systému µC/OS-II vzrostla z 60 844 na 81 920 Bytů, což je mírně
přes jednu třetinu původní velikosti.
Název funkce Požadovaná paměť proměnných [B]
OSTaskSetR() 5 + 8
OSTaskSetD() 5 + 8
OSAdvSchedInit() 1 + 0
OSAdvSchedBasic() 0 + 756
OSAllParamSet() 1 + 8
OSQuickSortP1() 6 + 10
OSQuickSortP2() 6 + 10
OSSetTaskStart() 0 + 8
OSSetTaskEnd() 0 + 13
OSTaskSetAp() 1 + 8
OSAdvSchedPollServ() 1 + 8
OSPollServTime() 0 + 8
OSAddTaskPred() 2 + 21
OSPrintDependency() 0 + 9
OSDependTaskChange() 0 + 8
OSDependTaskChangeRecur() 4 + 14
OSDependTaskFindCycle() 2 + 8
OSTaskSetImp() 2 + 8
OSComputeLoad() 0 + 32
OSDASAComputeDensity() 0 + 8
OSDASADetectPhase() 0 + 8
OSDASAHandleATasks() 0 + 9
OSDASASuspendTasks() 8 + 9
OSResumeTasks() 8 + 0
OSAdvSchedDASA() 0 + 755
OSDoverSuspendTasks() 5 + 20
OSAdvSchedDover() 0 + 756
Konstanty 120
Globální proměnné 337
Celkem 3024
Velikost přeloženého systému µC/OS-II
- s implementovaným rozšířením 81 920
- původní velikost bez rozšíření 60 844
Tabulka 5.1: Shrnutí paměťových nároků implementovaných rozšíření.
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5.9.2 Dopad na chování systému v čase
Operační systém µC/OS-II umožňuje měřit časový interval v jednotkách mikrosekund. K to-
muto měření je zapotřebí definovat v kódu interval pomocí zpárovaných funkcí PC Elapsed-
Start() a PC ElapsedStop(). Jako měřené objekty byly vybrány funkce modulu sched.c,
u kterých je odhadován největší dopad na časové vlastnosti systému.
Měření probíhalo na osobním počítači s CPU Intel Core i5 750. Každá uvedená hodnota
vznikla jako průměr z naměřených hodnot během prvních tří tisíc kroků běhu systému
ve kterém bylo celkem 9 periodických úloh. Tabulka 5.2 představuje vliv 6 plánovacích
algoritmů na trvání funkcí:
• OSTaskSwHook() - sběr časových paramterů o právě skončivší úloze,
• OSTimeTickHook() - aktualizace časových parametrů úlohy, probuzení úlohy, prove-
dení plánovacích algoritmů,
• OSSetTaskStart() - inicializace parametrů úlohy, hlídání závislostí mezi úlohami,
• OSSetTaskEnd() - kontrola času pro vyzývací server, hlídání závislostí mezi úlohami.
Při pohledu na kód těchto funkcí lze usuzovat, že nejnáročnější bude funkce OSTimeTick-
Hook() obsahující několik vnořených cyklů a volání několika obslužných funkcí. Druhá nej-
náročnější se jeví OSSetTaskEnd(). Ve zbylých dvou funkcích dochází k nastavení několika
proměnných, takže se u nich příliš nepočítá s delším časem provádění.
Výsledky měření pak dávají zapravdu původní doměnce. Při použití algoritmů, které
jsou aplikovány v každém kroku systému (EDF, LLF a Dover) je rovněž naměřena nejdelší
výpočetní doba funkce OSTimeTickHook(). Následuje DASA voláná při tzv. fázi úlohy
a nejkratší průměrnou dobu obsazují algoritmy RM a DM volané pouze jednou. Rovněž
pro zajímavost lze zmínit i maximální dobu provádění funkce OSTimeTickHook(), jež byla
u LLF 18 µs a u EDF 19 µs.
Ostatní naměřené hodnoty obsahuje příloha B a jsou rovněž umístěny na optické mé-
dium přiložené k textu práce.
Název funkce Zatížení RM DM EDF LLF DASA Dover
OSTaskSwHook()
0% 0,14 0,15 0,14 0,15 0,14 0,15
100% 0,16 0,17 0,15 0,16 0,16 0,14
OSTimeTickHook()
0% 0,75 0,71 2,83 2,92 1,23 2,86
100% 0,90 0,88 3,25 3,51 1,44 2,72
OSSetTaskStart()
0% 0,21 0,22 0,19 0,17 0,18 0,18
100% 0,16 0,18 0,19 0,33 0,36 0,28
OSSetTaskEnd()
0% 0,18 0,18 0,15 0,15 0,17 0,17
100% 0,30 0,30 0,23 0,26 0,28 0,24
Tabulka 5.2: Průměrná doba vykonávání funkcí v jednotkách µS.
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RM; 0,90 mS
DM; 0,88 mS
EDF; 3,25 mS
LLF; 3,51 mS
DASA; 1,44 mS
Dover; 2,72 mS
Obrázek 5.4: Doby vykonávání funkce OSTimeTickHook() při 100% zátěži systému.
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Kapitola 6
Porovnání výsledků s výstupy
simulačních nástrojů
V této kapitole bude předvedena správná funkce implementovaných plánovacích algoritmů.
K ověření správnosti je třeba najít vhodný simulační software. Po průzkumu oblasti exis-
tujících řešení byla vybrána dvojice simulačních programů TimesTool a Cheddar.
Nástroj TimesTool slouží pro simulaci RT systému, analýzu plánovatelnosti a syntézu
kódu pro platformu LegoOS. Jeho poslední verze 1.03b je po zaregistrování dostupná zdarma
na domovských stránkách projektu (viz [3]). TimesTool, vyvíjený univerzitou ve švédském
Uppsala je vhodný zejména pro modelování systému tvořeného úlohami, přičemž si ro-
zumí jak s periodickými, tak i se sporadickými spouštěnými v daný čas anebo vyvolanými
událostmi.
Cheddar se svými schopnostmi velice podobá předchozímu nástroji. Real-Time systém
tvořený periodickými a sporadickými úlohami může být definován buď v jazyku AADL,
nebo přímo prostředí aplikace Cheddar. Oproti TimesToolu nabízí Cheddar širší škálu plá-
novacích algoritmů a lepší podporu simulace na multiprocesorovém systému. Poslední verze
2.1, ve které byla simulace provedena, je ke stažení na stránkách University of Western
Brittany ve Francii (viz [10]).
Na následujících stránkách je porovnání textových výstupů µC/OS-II, s grafickými vý-
stupy výše zmíněných nástrojů. Srovnání s TimesToolem proběhlo pouze pro algoritmy
RM, DM a EDF. Cheddar poskytoval o něco větší možnosti v plánování, tudíž s ním byl
nasimulován i algoritmus LLF a Dover.
Dané situace byly vždy
”
vytrženy“ z delšího běhu programu jako vzorové. V Cheddaru
i TimesToolu jsou úlohy namodelované tak, aby simulace začala přesně v bodě, kde za-
číná vybraný interval z µC/OS-II. Zdlouhodobějšího hlediska nemá příliš smysl porovnávat
výstupy µC/OS-II, kde dochází k drobným změnám parametrů úloh při samotném běhu
programu, kdežto v simulačních nástrojích zůstávají tyto časové údaje neměnné. Výstup
by se již po několika sekundách začal lišit.
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Rate Monotonic
.
µC/OS-II:
. . .
Time: 3930, Prio: 3, T: 23 become ready Time: 3949, Prio: 3 is running. . .
Time: 3930, Prio: 3 is running. . . Time: 3950, Prio: 3 is running. . .
Time: 3931, Prio: 5, T: 33 become ready Time: 3951, Prio: 3 is running. . .
Time: 3931, Prio: 3 is running. . . Time: 3952, Prio: 3 is running. . .
Time: 3932, Prio: 3 is running. . . Time: 3953, Prio: 6 is running. . .
Time: 3933, Prio: 3 is running. . . Time: 3954, Prio: 6 is running. . .
Time: 3934, Prio: 5 is running. . . Time: 3957, Prio: 2, T: 21 become ready
Time: 3935, Prio: 5 is running. . . Time: 3957, Prio: 2 is running. . .
Time: 3936, Prio: 5 is running. . . Time: 3958, Prio: 2 is running. . .
Time: 3937, Prio: 5 is running. . . Time: 3959, Prio: 2 is running. . .
Time: 3938, Prio: 6, T: 34 become ready Time: 3968, Prio: 4, T: 26 become ready
Time: 3938, Prio: 2, T: 21 become ready Time: 3968, Prio: 3, T: 23 become ready
Time: 3938, Prio: 2 is running. . . Time: 3968, Prio: 3 is running. . .
Time: 3939, Prio: 2 is running. . . Time: 3969, Prio: 3 is running. . .
Time: 3940, Prio: 2 is running. . . Time: 3970, Prio: 3 is running. . .
Time: 3942, Prio: 5 is running. . . Time: 3971, Prio: 3 is running. . .
Time: 3943, Prio: 5 is running. . . Time: 3972, Prio: 4 is running. . .
Time: 3944, Prio: 5 is running. . . Time: 3973, Prio: 4 is running. . .
Time: 3945, Prio: 4, T: 26 become ready Time: 3974, Prio: 4 is running. . .
Time: 3945, Prio: 4 is running. . . Time: 3975, Prio: 2, T: 21 become ready
Time: 3946, Prio: 4 is running. . . Time: 3975, Prio: 2 is running. . .
Time: 3947, Prio: 4 is running. . . Time: 3976, Prio: 2 is running. . .
Time: 3948, Prio: 5 is running. . . Time: 3977, Prio: 2 is running. . .
Time: 3949, Prio: 3, T: 23 become ready Time: 3978, Prio: 5, T: 33 become ready
. . .
Cheddar:
TimesTool:
Obrázek 6.1: Rate Monotonic - µC/OS-II, Cheddar, TimesTool.
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Deadline Monotonic
.
µC/OS-II:
. . .
Time: 3203, Prio: 2, D: 21 become ready Time: 3230, Prio: 4 is running. . .
Time: 3203, Prio: 2 is running. . . Time: 3231, Prio: 5 is running. . .
Time: 3204, Prio: 2 is running. . . Time: 3232, Prio: 5 is running. . .
Time: 3205, Prio: 3, D: 26 become ready Time: 3236, Prio: 6, D: 35 become ready
Time: 3205, Prio: 2 is running. . . Time: 3236, Prio: 6 is running. . .
Time: 3206, Prio: 3 is running. . . Time: 3237, Prio: 6 is running. . .
Time: 3207, Prio: 3 is running. . . Time: 3238, Prio: 6 is running. . .
Time: 3208, Prio: 3 is running. . . Time: 3239, Prio: 2, D: 21 become ready
Time: 3209, Prio: 3 is running. . . Time: 3239, Prio: 2 is running. . .
Time: 3210, Prio: 3 is running. . . Time: 3240, Prio: 2 is running. . .
Time: 3220, Prio: 4, D: 26 become ready Time: 3241, Prio: 2 is running. . .
Time: 3220, Prio: 4 is running. . . Time: 3242, Prio: 6 is running. . .
Time: 3221, Prio: 2, D: 21 become ready Time: 3244, Prio: 6 is running. . .
Time: 3221, Prio: 2 is running. . . Time: 3245, Prio: 3, D: 26 become ready
Time: 3222, Prio: 2 is running. . . Time: 3245, Prio: 3 is running. . .
Time: 3223, Prio: 5, D: 33 become ready Time: 3246, Prio: 3 is running. . .
Time: 3223, Prio: 2 is running. . . Time: 3247, Prio: 3 is running. . .
Time: 3224, Prio: 4 is running. . . Time: 3248, Prio: 3 is running. . .
Time: 3225, Prio: 4 is running. . . Time: 3249, Prio: 3 is running. . .
Time: 3226, Prio: 3, D: 26 become ready Time: 3250, Prio: 6 is running. . .
Time: 3226, Prio: 3 is running. . . Time: 3251, Prio: 4, D: 26 become ready
Time: 3227, Prio: 3 is running. . . Time: 3251, Prio: 4 is running. . .
Time: 3228, Prio: 3 is running. . . Time: 3252, Prio: 4 is running. . .
Time: 3229, Prio: 3 is running. . . Time: 3253, Prio: 4 is running. . .
. . .
Cheddar:
TimesTool:
Obrázek 6.2: Deadline Monotonic - µC/OS-II, Cheddar, TimesTool.
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Earliest Deadline First
.
µC/OS-II:
. . .
Time: 1906, Task: 2, D act: 31 become ready Time: 1935, Task: 2, D act: 29;
Time: 1906, Task: 2, D act: 31; Time: 1935, Task: 2 is running. . .
Time: 1906, Task: 2 is running. . . Time: 1936, Task: 6, D act: 28 become ready
Time: 1907, Task: 2, D act: 30; Time: 1936, Task: 6, D act: 28; Task: 2, D act: 28;
Time: 1907, Task: 2 is running. . . Time: 1936, Task: 2 is running. . .
Time: 1908, Task: 2, D act: 29; Time: 1937, Task: 6, D act: 27; Task: 2, D act: 27;
Time: 1908, Task: 2 is running. . . Time: 1937, Task: 2 is running. . .
Time: 1909, Task: 6, D act: 28 become ready Time: 1938, Task: 5, D act: 26 become ready
Time: 1909, Task: 6, D act: 28; Task: 2, D act: 28; Time: 1938, Task: 6, D act: 26; Task: 5, D act: 26;
Time: 1909, Task: 2 is running. . . Time: 1938, Task: 5 is running. . .
Time: 1910, Task: 6, D act: 27; Task: 2, D act: 27; Time: 1939, Task: 6, D act: 25;
Time: 1910, Task: 2 is running. . . Time: 1939, Task: 6 is running. . .
Time: 1911, Task: 6, D act: 26; Time: 1940, Task: 6, D act: 24;
Time: 1911, Task: 6 is running. . . Time: 1940, Task: 6 is running. . .
Time: 1912, Task: 6, D act: 25; Time: 1941, Task: 6, D act: 23;
Time: 1912, Task: 6 is running. . . Time: 1941, Task: 6 is running. . .
Time: 1913, Task: 3, D act: 29 become ready Time: 1942, Task: 3, D act: 29 become ready
Time: 1913, Task: 6, D act: 24; Task: 3, D act: 29; Time: 1942, Task: 3, D act: 29;
Time: 1913, Task: 6 is running. . . Time: 1942, Task: 3 is running. . .
Time: 1914, Task: 3, D act: 28; Time: 1943, Task: 3, D act: 28;
Time: 1914, Task: 3 is running. . . Time: 1943, Task: 3 is running. . .
Time: 1915, Task: 5, D act: 26 become ready Time: 1944, Task: 3, D act: 27;
Time: 1915, Task: 5, D act: 26; Task: 3, D act: 27; Time: 1944, Task: 3 is running. . .
Time: 1915, Task: 5 is running. . . Time: 1945, Task: 4, D act: 29 become ready
Time: 1916, Task: 3, D act: 26; Time: 1945, Task: 4, D act: 29; Task: 3, D act: 26;
Time: 1916, Task: 3 is running. . . Time: 1945, Task: 3 is running. . .
Time: 1917, Task: 3, D act: 25; Time: 1946, Task: 4, D act: 28; Task: 3, D act: 25;
Time: 1917, Task: 3 is running. . . Time: 1946, Task: 3 is running. . .
Time: 1918, Task: 4, D act: 29 become ready Time: 1947, Task: 4, D act: 27;
Time: 1918, Task: 4, D act: 29; Task: 3, D act: 24; Time: 1947, Task: 4 is running. . .
Time: 1918, Task: 3 is running. . . Time: 1948, Task: 4, D act: 26;
Time: 1919, Task: 4, D act: 28; Task: 3, D act: 23; Time: 1948, Task: 4 is running. . .
Time: 1919, Task: 3 is running. . . Time: 1949, Task: 4, D act: 25;
Time: 1920, Task: 4, D act: 27; Time: 1949, Task: 4 is running. . .
Time: 1920, Task: 4 is running. . . Time: 1960, Task: 2, D act: 31 become ready
Time: 1921, Task: 4, D act: 26; Time: 1960, Task: 2, D act: 31;
Time: 1921, Task: 4 is running. . . Time: 1960, Task: 2 is running. . .
Time: 1922, Task: 4, D act: 25; Time: 1961, Task: 2, D act: 30;
Time: 1922, Task: 4 is running. . . Time: 1961, Task: 2 is running. . .
Time: 1933, Task: 2, D act: 31 become ready Time: 1962, Task: 5, D act: 26 become ready
Time: 1933, Task: 2, D act: 31; Time: 1962, Task: 5, D act: 26; Task: 2, D act: 29;
Time: 1933, Task: 2 is running. . . Time: 1962, Task: 5 is running. . .
Time: 1934, Task: 2, D act: 30; Time: 1963, Task: 2, D act: 28;
Time: 1934, Task: 2 is running. . . Time: 1963, Task: 2 is running. . .
. . .
Cheddar:
TimesTool:
Obrázek 6.3: Earliest Deadline First - µC/OS-II, Cheddar, TimesTool.
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Least Laxity First
.
µC/OS-II:
. . .
Time: 4129, Task: 3, L act: 22 become ready Time: 4158, Task: 4, L act: 22 become ready
Time: 4129, Task: 3, L act: 22; Time: 4158, Task: 4, L act: 22; Task: 3, L act: 19;
Time: 4129, Task: 3 is running. . . Time: 4158, Task: 3 is running. . .
Time: 4130, Task: 3, L act: 21; Time: 4159, Task: 4, L act: 21; Task: 3, L act: 18;
Time: 4130, Task: 3 is running. . . Time: 4159, Task: 3 is running. . .
Time: 4131, Task: 4, L act: 22 become ready Time: 4160, Task: 5, L act: 22 become ready
Time: 4131, Task: 4, L act: 22; Task: 3, L act: 20; Time: 4160, Task: 5, L act: 22; Task: 4, L act: 20;
Time: 4131, Task: 3 is running. . . Time: 4160, Task: 4 is running. . .
Time: 4132, Task: 4, L act: 21; Task: 3, L act: 19; Time: 4161, Task: 5, L act: 21; Task: 4, L act: 19;
Time: 4132, Task: 3 is running. . . Time: 4161, Task: 4 is running. . .
Time: 4133, Task: 5, L act: 22 become ready Time: 4162, Task: 5, L act: 20; Task: 4, L act: 18;
Time: 4133, Task: 5, L act: 22; Task: 4, L act: 20; Time: 4162, Task: 4 is running. . .
Time: 4133, Task: 4 is running. . . Time: 4163, Task: 6, L act: 22 become ready
Time: 4134, Task: 5, L act: 21; Task: 4, L act: 19; Time: 4163, Task: 6, L act: 22; Task: 5, L act: 19;
Time: 4134, Task: 4 is running. . . Time: 4163, Task: 5 is running. . .
Time: 4135, Task: 5, L act: 20; Task: 4, L act: 18; Time: 4164, Task: 6, L act: 21; Task: 5, L act: 18;
Time: 4135, Task: 4 is running. . . Time: 4164, Task: 5 is running. . .
Time: 4136, Task: 6, L act: 22 become ready Time: 4165, Task: 6, L act: 20;
Time: 4136, Task: 6, L act: 22; Task: 5, L act: 19; Time: 4165, Task: 6 is running. . .
Time: 4136, Task: 5 is running. . . Time: 4166, Task: 6, L act: 19;
Time: 4137, Task: 6, L act: 21; Task: 5, L act: 18; Time: 4166, Task: 6 is running. . .
Time: 4137, Task: 5 is running. . . Time: 4167, Task: 6, L act: 18;
Time: 4138, Task: 6, L act: 20; Time: 4167, Task: 6 is running. . .
Time: 4138, Task: 6 is running. . . Time: 4178, Task: 2, L act: 22 become ready
Time: 4139, Task: 6, L act: 19; Time: 4178, Task: 2, L act: 22;
Time: 4139, Task: 6 is running. . . Time: 4178, Task: 2 is running. . .
Time: 4140, Task: 6, L act: 18; Time: 4179, Task: 2, L act: 21;
Time: 4140, Task: 6 is running. . . Time: 4179, Task: 2 is running. . .
Time: 4151, Task: 2, L act: 22 become ready Time: 4180, Task: 2, L act: 20;
Time: 4151, Task: 2, L act: 22; Time: 4180, Task: 2 is running. . .
Time: 4151, Task: 2 is running. . . Time: 4181, Task: 2, L act: 19;
Time: 4152, Task: 2, L act: 21; Time: 4181, Task: 2 is running. . .
Time: 4152, Task: 2 is running. . . Time: 4182, Task: 3, L act: 22 become ready
Time: 4153, Task: 2, L act: 20; Time: 4182, Task: 3, L act: 22; Task: 2, L act: 18;
Time: 4153, Task: 2 is running. . . Time: 4182, Task: 2 is running. . .
Time: 4154, Task: 2, L act: 19; Time: 4183, Task: 3, L act: 21;
Time: 4154, Task: 2 is running. . . Time: 4183, Task: 3 is running. . .
Time: 4155, Task: 3, L act: 22 become ready Time: 4184, Task: 3, L act: 20;
Time: 4155, Task: 3, L act: 22; Task: 2, L act: 18; Time: 4184, Task: 3 is running. . .
Time: 4155, Task: 2 is running. . . Time: 4185, Task: 4, L act: 22 become ready
Time: 4156, Task: 3, L act: 21; Time: 4185, Task: 4, L act: 22; Task: 3, L act: 19;
Time: 4156, Task: 3 is running. . . Time: 4185, Task: 3 is running. . .
Time: 4157, Task: 3, L act: 20; Time: 4186, Task: 4, L act: 21; Task: 3, L act: 18;
Time: 4157, Task: 3 is running. . . Time: 4186, Task: 3 is running. . .
. . .
Cheddar:
Obrázek 6.4: Least Laxity First - µC/OS-II a Cheddar.
57
Dover
.
µC/OS-II:
. . .
Time: 776, Task: 6, D act: 54 become ready Time: 805, Task: 5, D act: 28; Task: 4, D act: 37; . . .
Time: 776, Task: 6, D act: 54; Task: 5, D act: 57; Time: 805, Task: 5 is running. . .
Time: 776, Task: 6 is running. . . Time: 806, Task: 2, D act: 49 become ready
Time: 777, Task: 6, D act: 53; Task: 5, D act: 56; Time: 806, Task: 5, D act: 27; Task: 4, D act: 36; . . .
Time: 777, Task: 6 is running. . . Time: 806, Task: 5 is running. . .
Time: 778, Task: 6, D act: 52; Task: 5, D act: 55; System was overloaded. New OS load after suspending 2: 78%
Time: 778, Task: 6 is running. . . Time: 807, Task: 5, D act: 26; Task: 4, D act: 35; . . .
Time: 779, Task: 6, D act: 51; Task: 5, D act: 54; Time: 807, Task: 5 is running. . .
Time: 779, Task: 6 is running. . . Time: 808, Task: 5, D act: 25; Task: 4, D act: 34; . . .
Time: 780, Task: 6, D act: 50; Task: 5, D act: 53; Time: 808, Task: 5 is running. . .
Time: 780, Task: 6 is running. . . Time: 809, Task: 5, D act: 24; Task: 4, D act: 33; . . .
Time: 781, Task: 6, D act: 49; Task: 5, D act: 52; Time: 809, Task: 5 is running. . .
Time: 781, Task: 6 is running. . . Time: 810, Task: 5, D act: 23; Task: 4, D act: 32; . . .
Time: 782, Task: 6, D act: 48; Task: 5, D act: 51; Time: 810, Task: 5 is running. . .
Time: 782, Task: 6 is running. . . Time: 811, Task: 4, D act: 31; Task: 3, D act: 33;
Time: 783, Task: 6, D act: 47; Task: 5, D act: 50; Time: 811, Task: 4 is running. . .
Time: 783, Task: 6 is running. . . Time: 812, Task: 4, D act: 30; Task: 3, D act: 32;
Time: 784, Task: 6, D act: 46; Task: 5, D act: 49; Time: 812, Task: 4 is running. . .
Time: 784, Task: 6 is running. . . Time: 813, Task: 4, D act: 29; Task: 3, D act: 31;
Time: 785, Task: 6, D act: 45; Task: 5, D act: 48; Time: 813, Task: 4 is running. . .
Time: 785, Task: 6 is running. . . Time: 814, Task: 4, D act: 28; Task: 3, D act: 30;
Time: 786, Task: 6, D act: 44; Task: 5, D act: 47; Time: 814, Task: 4 is running. . .
Time: 786, Task: 6 is running. . . Time: 815, Task: 4, D act: 27; Task: 3, D act: 29;
Time: 787, Task: 5, D act: 46; Time: 815, Task: 4 is running. . .
Time: 787, Task: 5 is running. . . Time: 816, Task: 4, D act: 26; Task: 3, D act: 28;
Time: 788, Task: 4, D act: 54 become ready Time: 816, Task: 4 is running. . .
Time: 788, Task: 5, D act: 45; Task: 4, D act: 54; Time: 817, Task: 4, D act: 25; Task: 3, D act: 27;
Time: 788, Task: 5 is running. . . Time: 817, Task: 4 is running. . .
Time: 789, Task: 5, D act: 44; Task: 4, D act: 53; Time: 818, Task: 4, D act: 24; Task: 3, D act: 26;
Time: 789, Task: 5 is running. . . Time: 818, Task: 4 is running. . .
Time: 790, Task: 5, D act: 43; Task: 4, D act: 52; Time: 819, Task: 4, D act: 23; Task: 3, D act: 25;
Time: 790, Task: 5 is running. . . Time: 819, Task: 4 is running. . .
Time: 791, Task: 5, D act: 42; Task: 4, D act: 51; Time: 820, Task: 3, D act: 24;
Time: 791, Task: 5 is running. . . Time: 820, Task: 3 is running. . .
Time: 792, Task: 5, D act: 41; Task: 4, D act: 50; Time: 821, Task: 3, D act: 23;
Time: 792, Task: 5 is running. . . Time: 821, Task: 3 is running. . .
Time: 793, Task: 5, D act: 40; Task: 4, D act: 49; Time: 822, Task: 3, D act: 22;
Time: 793, Task: 5 is running. . . Time: 822, Task: 3 is running. . .
Time: 794, Task: 3, D act: 50 become ready Time: 823, Task: 3, D act: 21;
Time: 794, Task: 5, D act: 39; Task: 4, D act: 48; . . . Time: 823, Task: 3 is running. . .
Time: 794, Task: 5 is running. . . Time: 824, Task: 3, D act: 20;
Time: 795, Task: 5, D act: 38; Task: 4, D act: 47; . . . Time: 824, Task: 3 is running. . .
Time: 795, Task: 5 is running. . . Time: 825, Task: 3, D act: 19;
Time: 796, Task: 5, D act: 37; Task: 4, D act: 46; . . . Time: 825, Task: 3 is running. . .
Time: 796, Task: 5 is running. . . Time: 826, Task: 3, D act: 18;
Time: 797, Task: 5, D act: 36; Task: 4, D act: 45; . . . Time: 826, Task: 3 is running. . .
Time: 797, Task: 5 is running. . . Time: 827, Task: 3, D act: 17;
Time: 798, Task: 5, D act: 35; Task: 4, D act: 44; . . . Time: 827, Task: 3 is running. . .
Time: 798, Task: 5 is running. . . Time: 828, Task: 6, D act: 54 become ready
Time: 799, Task: 5, D act: 34; Task: 4, D act: 43; . . . Time: 828, Task: 6, D act: 54; Task: 3, D act: 16;
Time: 799, Task: 5 is running. . . Time: 828, Task: 3 is running. . .
Time: 800, Task: 5, D act: 33; Task: 4, D act: 42; . . . Time: 829, Task: 6, D act: 53; Task: 3, D act: 15;
Time: 800, Task: 5 is running. . . Time: 829, Task: 3 is running. . .
Time: 801, Task: 5, D act: 32; Task: 4, D act: 41; . . . Time: 830, Task: 6, D act: 52; Task: 3, D act: 14;
Time: 801, Task: 5 is running. . . Time: 830, Task: 3 is running. . .
Time: 802, Task: 5, D act: 31; Task: 4, D act: 40; . . . Time: 831, Task: 6, D act: 51; Task: 3, D act: 13;
Time: 802, Task: 5 is running. . . Time: 831, Task: 3 is running. . .
Time: 803, Task: 5, D act: 30; Task: 4, D act: 39; . . . Time: 832, Task: 6, D act: 50; Task: 3, D act: 12;
Time: 803, Task: 5 is running. . . Time: 832, Task: 3 is running. . .
Time: 804, Task: 5, D act: 29; Task: 4, D act: 38; . . . Time: 833, Task: 6, D act: 49;
Time: 804, Task: 5 is running. . . Time: 833, Task: 6 is running. . .
. . .
Cheddar:
Obrázek 6.5: Dover - µC/OS-II a Cheddar.
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Kapitola 7
Závěr
Současná nabídka trhu Real-Time operačních systémů čítá několik desítek různých typů.
Ne mnoho z nich však lze označit jako profesionální produkt a nasadit přímo do průmyslo-
vého prostředí. To však není případ µC/OS-II. µC/OS-II patří k nejpopulárnějším RTOS
díky tomu, že má jako jeden z mála otevřený, přehledně dokumentovaný kód a téměř dvace-
tiletou tradici na poli řízení systémů v reálném čase. Cílem této práce bylo rozšířit schopnosti
plánovače jádra tohoto systému o některé pokročilé mechanismy plánování.
Implemtované algoritmy byly zahrnuty do nového modulu, který byl nazván sched.c.
Vezmou-li se v potaz všechny možné kombinace těchto nově přidaných algoritmů, vychází
až 36 nových kombinací, které mohou v systému nastat. Jelikož se jedná o Real-Time
řízení, byl kladen velký důraz na testování všech implementovaných součástí a lze říci,
že rozšířením µC/OS-II o nové plánovací mechanismy neztratil systém nic ze své stability
a deterministického chování. Jediný problém se vyskytl u algoritmu Dover, který v prostředí
µC/OS-II nefunguje přesně tak, jak je definovaný. Jeho definice totiž počítá s neměnností
modelu úlohy, kdežto reálná situace, kdy se časové údaje o úlohách musí sbírat až za běhu
aplikace, se vlivem změn těchto hodnot liší a ne vždy dojde k odstranění přetížení systému.
Jednou z možností, jak tuto práci dále rozšířit, je zaměření se na větší modularitu im-
plementovaných algoritmů. V současné podobě uživatel rozhoduje nastavením systémové
konstanty v konfiguračním souboru, zda modul sched.c do kompilace OS jako celek za-
hrnout nebo ne. Rozčleněním modulu by šlo docílit toho, že si uživatel vybere pouze ty
části modulu, které potřebuje, a tím ušetřit nějaké paměťové místo. Současná podoba
modulu rovněž umožňuje, zejména díky svým klíčovým součástem jako třeba struktuře
TASK USER DATA, poměrně snadnou implementaci dalších plánovacích algoritmů.
Dalším směrem, kterým by se mohla tato práce ubírat, by byla adaptace i pro jiný, než
linuxový port µC/OS-II. Kód modulu je psaný, stejně jako kód OS i dalších jeho portů,
v jazyce ANSI C a nevyužívá žádných speciálních externích knihoven. To by mělo usnadnit
jeho budoucí konverzi pro použití například přímo do vestavěných zařízení.
Psaním zdrojového kódu s komentáři v anglickém jazyce a grafickou úpravou jsem se sna-
žil přiblížit stylu stanovenému systémem µC/OS-II a umožnit tak porozumět kódu zahra-
ničním zájemcům. Na optickém médiu v příloze je k dispozici rovněž i uživatelská příručka
v angličtině.
Tak jak je modul v současnosti naprogramován a koncipován, může rovněž posloužit
budoucím studentům předmětu ROS (Real-Time operační systémy) k praktické demonstraci
probírané látky.
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Dodatek A
Uživatelský manuál
Instalace modulu sched.c
Pro úspěšné provozování zde prezentovaných rozšíření operačního systému µC/OS-II bu-
dete potřebovat 32b verzi OS linux, µC/OS-II ve verzi 2.86, linuxový port pro tento OS
a překladač programovacího jazyka C - gcc.
Rozhodnete-li se z nějakého důvodu nepoužít verzi operačního systému s linuxovým
portem od G. Fankhausera umístěného na optickém médiu v příloze, budete muset nastavit
anebo změnit několik parametrů. Používáte-li verzi z přílohy, tam je již vše nastavené a tuto
část můžete přeskočit.
1. V souboru os cfg.h je nutné nastavit dva řádky následovně:
#define OS_TASK_IDLE_STK_SIZE 2048 /* Idle task stack size */
#define OS_TASK_CHANGE_PRIO_EN 1 /* Include code for OSTaskChangePrio()*/
2. V dalším kroku je potřeba nakopírovat soubory sched.c, sched.h, os cpu c.c a pří-
padně i pc display.h do adresáře /port.
3. V posledním kroku je nutné mírně zeditovat soubor operačního systému os time.c,
kde je nutné na samý začátek vložit:
#include <port/sched.h>
A upravit funkci OSTimeDly() do následující podoby (původní kód je označen šedou
barvou):
void OSTimeDly (INT16U ticks)
{
INT8U y;
#if OS_ADV_SCHED_EN > 0
TASK_USER_DATA *data;
#endif
#if OS_CRITICAL_METHOD == 3 /* Allocate storage for CPU status... */
OS_CPU_SR cpu_sr; sigemptyset(&cpu_sr);
#endif
if (OSIntNesting > 0) { /* See if trying to call from an ISR */
return;
}
if (ticks > 0) { /* 0 means no delay! */
OS_ENTER_CRITICAL();
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y = OSTCBCur->OSTCBY; /* Delay current task */
OSRdyTbl[y] &= ~OSTCBCur->OSTCBBitX;
if (OSRdyTbl[y] == 0) {
OSRdyGrp &= ~OSTCBCur->OSTCBBitY;
}
OSTCBCur->OSTCBDly = ticks; /* Load ticks in TCB */
#if OS_ADV_SCHED_EN > 0
data = OSTCBCur->OSTCBExtPtr;
#endif
OS_EXIT_CRITICAL();
#if OS_ADV_SCHED_EN > 0
if (data != (TASK_USER_DATA *)0) { /* Task have not extended paramet... */
if (ticks > 1) {
data->Task_T = data->Task_C_max + ticks;
if (data->Task_D == 0) { /* Task has not specified deadline... */
data->Task_D_set = 1; /* So deadl. will be assigned each... */
}
if (data->Task_D_set) { /* Deadline is assigned as a task... */
data->Task_D = data->Task_T; /* Set a deadline value */
data->Task_D_act = data->Task_D; /* Reset actual deadline value */
}
}
}
#endif
OS_Sched(); /* Find next task to run! */
}
}
V každém případě je však pro bezproblémový chod doporučeno použít kombinaci µC/OS-II
v2.86 + port pro linux od G. Fankhausera, pod kterým je rozšíření řádně otestováno.
Základní nastavení
V souboru sched.h lze v sekci *OPTIONS* nastavit několik základních parametrů OS.
Jedním z nich je OS ADV SCHED EN, kterým se rohoduje, zda má být modul do kompilace
OS zahrnut. Další parametry se týkají vyzývacího serveru. Jde o jeho časové údaje, základní
prioritu a důležitost úlohy serveru:
/*
*******************************************************************************************
* OPTIONS
*******************************************************************************************
*/
/* Enable OS_ADV_SCHED_EN if you want to use advanced scheduling algorithms */
#define OS_ADV_SCHED_EN 1
/* Define R,C,T,D,P and Imp of polling server task [in timeticks in most cases] */
#define OS_ADV_SCHED_APPS_R 0 /* Time value of initial server’s run */
#define OS_ADV_SCHED_APPS_C 15 /* C_max value of polling server task */
#define OS_ADV_SCHED_APPS_T 70 /* Rate value of polling server task */
#define OS_ADV_SCHED_APPS_D 60 /* Deadline value of polling server... */
#define OS_ADV_SCHED_APPS_P 5 /* Default priority of PS - be caref... */
#define OS_ADV_SCHED_APPS_IMP 50 /* Importance value of polling server */
#define OS_ADV_SCHED_APPS_DLY 100 /* Default sleep time for polling... */
V další sekci *CONSTANTS* se nachází kontanty sytému. Tuto část není doporučeno
měnit, ale může nastat situace, kdy editace některých konstant bude zapotřebí.
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Uživatelské funkce
void OSAdvSchedInit(INT8U method)
Tato funkce musí být volána v prostředí uživatelské aplikace v době před startem systému
OSStart(). Její parametr označuje zvolený mechanismus plánování. Na výběr jsou tyto
hodnoty:
OS_ADV_SCHED_METHOD_UCOSII /* Default scheduling */
OS_ADV_SCHED_METHOD_RM /* Rate Monotonic */
OS_ADV_SCHED_METHOD_DM /* Deadline Monotonic */
OS_ADV_SCHED_METHOD_EDF /* Earliest Deadline First */
OS_ADV_SCHED_METHOD_LLF /* Least Laxity First */
OS_ADV_SCHED_METHOD_DASA /* Dependent Activity Scheduling Algorithm */
OS_ADV_SCHED_METHOD_DOVER /* Dover algorithm */
OS_ADV_SCHED_METHOD_APPS_RM /* APeriodic Polling Server RM */
OS_ADV_SCHED_METHOD_APPS_DM /* APeriodic Polling Server DM */
OS_ADV_SCHED_METHOD_APPS_EDF /* APeriodic Polling Server EDF */
OS_ADV_SCHED_METHOD_APPS_LLF /* APeriodic Polling Server LLF */
OS_ADV_SCHED_METHOD_APPS_DASA /* APeriodic Polling Server DASA */
OS_ADV_SCHED_METHOD_APPS_DOVER /* APeriodic Polling Server Dover */
INT8U OSTaskSetR(INT8U prio, INT32U start)
Jejím zavoláním lze nastavit příslušné úloze čas, kdy má být poprvé spuštěna. Čas je v jed-
notkách kroků systému (standardně 1 sekunda = 50 kroků). První parametr představuje
prioritu dané úlohy. Pokud jsou oba parametry správné a nedojde k chybě, funkce vrací
hodnotu 0. V případě výskytu nějaké chyby vrací nenulovou hodnotu.
Funkce musí být zavolána ihned po vytvoření dané úlohy, tj. po OSTaskCreateExt().
Nedojde-li k nastavení parametru ri, bude připravena již v čase 0.
INT8U OSTaskSetD(INT8U prio, INT32U deadline)
Jejím zavoláním lze nastavit příslušné úloze čas značící mezní dobu vykonávání, tzv. de-
adline. Čas je v jednotkách kroků systému (standardně 1 sekunda = 50 kroků). První
parametr představuje prioritu dané úlohy. Pokud jsou oba parametry správné a nedojde
k chybě, funkce vrací hodnotu 0. V případě výskytu nějaké chyby vrací nenulovou hodnotu.
Funkce musí být zavolána ihned po vytvoření dané úlohy, tj. po OSTaskCreateExt().
Nedojde-li k nastavení deadlinu uživatelem, úloha bude mít deadline rovný času své periody
volání.
INT8U OSTaskSetAp(INT8U prio)
Pomocí této funkce se úloha s danou prioritou označí jako aperiodická. Poté se na ní vztahují
pravidla mechanismů plánování aperiodických úloh na pozadí a vyzývacího serveru. Pokud
jsou oba parametry správné, funkce vrací hodnotu 0. V případě výskytu nějaké chyby vrací
nenulovou hodnotu.
Funkce musí být zavolána ihned po vytvoření dané úlohy, tj. po OSTaskCreateExt().
INT8U OSTaskSetImp(INT8U prio, INT8U imp)
Pomocí této funkce se úloze s danou prioritou přiřadí daná hodnota důležitosti. Pokud jsou
oba parametry správné a nedojde k chybě, funkce vrací hodnotu 0. V případě výskytu
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nějaké chyby vrací nenulovou hodnotu.
Funkce musí být zavolána ihned po vytvoření dané úlohy, tj. po OSTaskCreateExt().
Nedojde-li ze strany uživatele k nastavení tohoto parametru, úloha bude mít důležitost
rovnou své originální prioritě v době jejího vzniku.
INT8U OSAddTaskPred(INT8U prio, INT8U pred)
Slouží pro přiřazení závislosti na pořadí provádění mezi dvěma úlohami. Parametr pred
označuje prioritu úlohy, která má být vykonávána před úlohou s prioritou prio. Pokud
jsou oba parametry správné a nedojde k chybě, funkce vrací hodnotu 0. V případě výskytu
nějaké chyby vrací nenulovou hodnotu.
Funkce musí být zavolána ihned po vytvoření dané úlohy, tj. po OSTaskCreateExt().
void OSSetTaskStart()
Funkce musí být volána na začátku nekonečné smyčky v kódu úlohy, jež má být plánována
pokročilými mechanismy.
void OSSetTaskEnd()
Funkce musí být volána na konci nekonečné smyčky v kódu úlohy, jež má být plánována
pokročilými mechanismy.
Ukázka aplikace
Zde je uveden příklad jednoduché RT aplikace v µC/OS-II s rozšířenými plánovacími schop-
nostmi, kterou tvoří dvě periodické úlohy. Na příkladu je názorně ukázán způsob použití
výše zmíněných funkcí.
#include <includes.h>
#include <sched.h>
#define TASK_STK_SIZE OS_TASK_DEF_STK_SIZE /* Size of each task’s stacks (# of WORDs)*/
#define N_TASKS 2 /* Number of tasks */
OS_STK TaskStk[N_TASKS][TASK_STK_SIZE];/* Tasks stacks */
OS_STK TaskStartStk[TASK_STK_SIZE];
TASK_USER_DATA TaskUserData[N_TASKS]; /* User defined task propereties */
void TaskStart(void *data); /* Function prototype of Startup task */
void Task1(void *data); /* Function prototype of task 1 */
void Task2(void *data); /* Function prototype of task 2 */
int main (void) {
OSInit(); /* Initialize uC/OS-II */
OSTaskCreateExt(TaskStart, (void *)0, &TaskStartStk[TASK_STK_SIZE - 1], 0, 0,
&TaskStartStk[0], TASK_STK_SIZE, NULL, OS_TASK_OPT_STK_CHK | OS_TASK_OPT_STK_CLR);
OSAdvSchedInit(OS_ADV_SCHED_METHOD_LLF); /* Choose scheduling algorithm */
OSStart(); /* Start multitasking */
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return 0;
}
void TaskStart (void *pdata) {
#if OS_CRITICAL_METHOD == 3 /* Allocate storage for CPU status reg. */
OS_CPU_SR cpu_sr;
#endif
pdata = pdata; /* Prevent compiler warning */
linuxInitInt(); /* Initialize the Linux timer */
OSStatInit(); /* Initialize uC/OS-II’s statistics */
/* Create tasks */
OSTaskCreateExt(Task1, (void *)8, &TaskStk[0][TASK_STK_SIZE - 1], 8, 8, &TaskStk[0][0],
TASK_STK_SIZE, &TaskUserData[0], OS_TASK_OPT_STK_CHK | OS_TASK_OPT_STK_CLR);
OSTaskCreateExt(Task2, (void *)3, &TaskStk[1][TASK_STK_SIZE - 1], 3, 3, &TaskStk[1][0],
TASK_STK_SIZE, &TaskUserData[1], OS_TASK_OPT_STK_CHK | OS_TASK_OPT_STK_CLR);
/* Time to call OSTaskSetD(), OSTaskSetR(), etc. */
OSTaskSetD(8, 70); /* Set deadline for task with prio 8 */
OSTaskSetR(3, 2500); /* Set start for task with prio 3 */
for (;;) {
OSTimeDlyHMSM(0, 0, 1, 0); /* Wait one second */
}
}
void Task1 (void *pdata)
{
for (;;) {
OSSetTaskStart(); /* Start couting */
/* Place the task 1 code here */
OSSetTaskEnd(); /* Stop counting */
OSTimeDly(100); /* Set fixed delay */
}
}
void Task2 (void *pdata)
{
for (;;) {
OSSetTaskStart(); /* Start couting */
/* Place the task 2 code here */
OSSetTaskEnd(); /* Stop counting */
OSTimeDly(85); /* Set fixed delay */
}
}
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Dodatek B
Časové dopady na chování systému
Operační systém µC/OS-II umožňuje měřit časový interval v jednotkách mikrosekund. K to-
muto měření je zapotřebí definovat v kódu interval pomocí zpárovaných funkcí PC Elapsed-
Start() a PC ElapsedStop(). Jako měřené objekty byly vybrány funkce, u kterých je od-
hadován největší dopad na časové vlastnosti systému.
Měření probíhalo na osobním počítači s CPU Intel Core i5 750 na množině devíti úloh,
z kterých byly tři aperiodické. Každá uvedená hodnota vznikla jako průměr z naměřených
hodnot během prvních tří tisíc kroků běhu systému. Tabulky s výsledky pokrývají všechny
možné kombinace, které mohou kombinacemi algoritmů při použití modulu sched.c vznik-
nout. Samotné soubory s nasbíranými daty jsou umístěny na přiloženém optickém médiu.
Název funkce Zatížení RM DM EDF LLF DASA Dover
OSTaskSwHook()
0% 0,14 (1) 0,15 (1) 0,14 (1) 0,15 (1) 0,14 (1) 0,15 (1)
100% 0,16 (8) 0,17 (1) 0,15 (1) 0,16 (1) 0,16 (1) 0,14 (1)
OSTimeTickHook()
0% 0,75 (11) 0,71 (12) 2,83 (12) 2,92 (12) 1,23 (3) 2,86 (11)
100% 0,90 (16) 0,88 (13) 3,25 (19) 3,51 (19) 1,44 (9) 2,72 (30)
OSSetTaskStart()
0% 0,21 (1) 0,22 (1) 0,19 (1) 0,17 (1) 0,18 (1) 0,18 (1)
100% 0,16 (1) 0,18 (1) 0,19 (1) 0,33 (1) 0,36 (9) 0,28 (1)
OSSetTaskEnd()
0% 0,18 (1) 0,18 (1) 0,15 (1) 0,15 (1) 0,17 (1) 0,17 (1)
100% 0,30 (1) 0,30 (1) 0,23 (1) 0,26 (1) 0,28 (1) 0,24 (1)
Tabulka B.1: Průměrná (a maximální) doba vykonávání funkcí v jednotkách µS.
Plánování aperiodických úloh na pozadí
Název funkce Zatížení RM DM EDF LLF DASA Dover
OSTaskSwHook()
0% 0,15 (1) 0,15 (1) 0,15 (1) 0,16 (29) 0,15 (1) 0,15 (1)
100% 0,16 (16) 0,15 (1) 0,17 (1) 0,17 (1) 0,17 (1) 0,14 (1)
OSTimeTickHook()
0% 0,73 (11) 0,75 (12) 2,79 (15) 2,78 (71) 1,16 (32) 2,76 (34)
100% 0,98 (12) 1,03 (61) 2,73 (17) 1,97 (13) 1,47 (9) 2,71 (15)
OSSetTaskStart()
0% 0,21 (1) 0,22 (1) 0,17 (1) 0,16 (1) 0,24 (8) 0,17 (1)
100% 0,25 (1) 0,17 (1) 0,19 (1) 0,17 (1) 0,14 (1) 0,18 (1)
OSSetTaskEnd()
0% 0,21 (1) 0,17 (1) 0,15 (1) 0,16 (1) 0,16 (1) 0,16 (1)
100% 0,26 (1) 0,25 (1) 0,27 (1) 0,24 (1) 0,25 (1) 0,25 (1)
Tabulka B.2: Průměrná (a maximální) doba vykonávání funkcí v jednotkách µS.
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Plánování závislých úloh
Název funkce Zatížení RM DM EDF LLF DASA Dover
OSTaskSwHook()
0% 0,16 (1) 0,15 (1) 0,15 (1) 0,14 (1) 0,15 (1) 0,15 (7)
100% 0,16 (1) 0,14 (8) 0,15 (1) 0,16 (1) 0,15 (1) 0,14 (1)
OSTimeTickHook()
0% 0,70 (21) 0,73 (41) 3,37 (28) 3,45 (23) 1,16 (7) 3,40 (25)
100% 0,89 (18) 0,97 (14) 3,50 (16) 3,66 (18) 1,52 (15) 3,14 (21)
OSSetTaskStart()
0% 0,27 (1) 0,32 (23) 0,15 (1) 0,15 (1) 0,19 (1) 0,17 (1)
100% 0,16 (1) 0,16 (1) 0,16 (1) 0,18 (1) 0,22 (1) 0,19 (1)
OSSetTaskEnd()
0% 0,17 (1) 0,22 (19) 0,21 (1) 0,16 (1) 0,18 (1) 0,16 (1)
100% 0,27 (1) 0,29 (1) 0,33 (1) 0,27 (1) 0,30 (1) 0,25 (1)
Tabulka B.3: Průměrná (a maximální) doba vykonávání funkcí v jednotkách µS.
Plánování závislých úloh
Plánování aperiodických úloh na pozadí
Název funkce Zatížení RM DM EDF LLF DASA Dover
OSTaskSwHook()
0% 0,15 (1) 0,15 (1) 0,14 (1) 0,16 (1) 0,16 (2) 0,15 (1)
100% 0,15 (8) 0,14 (1) 0,14 (1) 0,14 (1) 0,14 (1) 0,15 (1)
OSTimeTickHook()
0% 0,69 (17) 0,71 (22) 3,31 (22) 3,34 (17) 1,11 (11) 3,48 (18)
100% 0,96 (10) 0,96 (11) 3,02 (60) 3,93 (14) 1,58 (24) 3,07 (18)
OSSetTaskStart()
0% 0,30 (1) 0,25 (1) 0,19 (1) 0,14 (1) 0,24 (1) 0,18 (1)
100% 0,32 (8) 0,16 (1) 0,17 (1) 0,21 (1) 0,23 (1) 0,18 (1)
OSSetTaskEnd()
0% 0,20 (1) 0,20 (1) 0,17 (1) 0,17 (1) 0,25 (1) 0,17 (1)
100% 0,29 (1) 0,27 (1) 0,29 (1) 0,25 (8) 0,31 (1) 0,27 (1)
Tabulka B.4: Průměrná (a maximální) doba vykonávání funkcí v jednotkách µS.
Plánování aper. úloh s pomocí vyzývacího serv.
Název funkce Zatížení RM DM EDF LLF DASA Dover
OSTaskSwHook()
0% 0,16 (1) 0,16 (1) 0,15 (1) 0,15 (1) 0,14 (1) 0,15 (1)
100% 0,16 (1) 0,16 (1) 0,14 (1) 0,16 (1) 0,13 (1) 0,15 (9)
OSTimeTickHook()
0% 1,12 (16) 1,10 (15) 3,28 (23) 3,23 (14) 1,33 (5) 3,16 (16)
100% 1,23 (13) 1,21 (62) 2,02 (16) 3,18 (15) 1,51 (10) 2,95 (20)
OSSetTaskStart()
0% 0,24 (1) 0,22 (1) 0,17 (1) 0,17 (1) 0,24 (1) 0,16 (1)
100% 0,16 (1) 0,18 (1) 0,16 (1) 0,20 (1) 0,23 (1) 0,18 (1)
OSSetTaskEnd()
0% 0,23 (15) 0,20 (10) 0,19 (10) 0,17 (9) 0,23 (9) 0,20 (10)
100% 0,52 (19) 0,90 (37) 1,03 (31) 0,96 (25) 0,44 (24) 0,81 (28)
Tabulka B.5: Průměrná (a maximální) doba vykonávání funkcí v jednotkách µS.
Plánování závislých úloh
Plánování aper. úloh s pomocí vyzývacího serv.
Název funkce Zatížení RM DM EDF LLF DASA Dover
OSTaskSwHook()
0% 0,16 (1) 0,16 (9) 0,15 (1) 0,16 (24) 0,15 (1) 0,15 (1)
100% 0,15 (1) 0,15 (1) 0,14 (1) 0,14 (20) 0,15 (1) 0,15 (1)
OSTimeTickHook()
0% 1,12 (71) 1,07 (27) 3,87 (21) 3,85 (19) 1,28 (11) 3,84 (21)
100% 1,19 (18) 1,18 (14) 3,87 (16) 4,23 (15) 1,62 (12) 3,29 (17)
OSSetTaskStart()
0% 0,27 (1) 0,54 (177) 0,20 (1) 0,16 (13) 0,21 (1) 0,19 (9)
100% 0,20 (1) 0,20 (1) 0,20 (1) 0,20 (1) 0,24 (1) 0,19 (1)
OSSetTaskEnd()
0% 0,20 (10) 0,21 (10) 0,21 (17) 0,15 (11) 0,22 (9) 0,21 (10)
100% 0,81 (31) 0,78 (26) 0,29 (1) 0,31 (1) 0,30 (1) 0,38 (28)
Tabulka B.6: Průměrná (a maximální) doba vykonávání funkcí v jednotkách µS.
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Dodatek C
Struktura a obsah přiloženého CD
- Text práce
. - pdf - Text této práce v pdf.
. - LaTeX - Text této práce ve zdrojové formě.
. - fig - Složka s grafickými objekty.
- Zdrojový kód
. - Apps - Složka s ukázkovými aplikacemi.
. - Intro
. - All
. - Aperiodic
. - Background scheduling
. - Polling server
. - DASA
. - 2 tasks
. - 9 tasks
. - Dependent
. - Dover
. - 2 tasks
. - 9 tasks
. - Periodic
. - 2 tasks
. - 9 tasks
. - 30 tasks
. - uCOS-II - Složka s operačním systémem µC/OS-II.
. - port - Linuxový port µC/OS-II s modulem sched.c.
- Ostatní
. - Metriky - Naměřené hodnoty a nároky na systém.
. - Porovnání aper. mechanismů - Srovnání výkonu obou metod.
. - Simulace - Výstupy simulací.
. - Testování - Zpráva o testování.
. - uCOS-II + port - Výchozí verze OS v2.86 s linuxovým portem.
. - User’s manual (en) - Uživatelská příručka v anglickém jazyce.
. - Zadání - Zadání diplomové práce.
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