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ABSTRACT. In the framework of Kontsevich–Zagier periods, we derive integral representations for
weight-k automorphic Green’s functions invariant under modular transformations in Γ0(N) (N ∈
Z≥1), provided that there are no cusp forms on the respective Hecke congruence groups with an even
integer weight k ≥ 4. These Kontsevich–Zagier integral representations for automorphic Green’s
functions give explicit formulae for certain Eichler–Shimura maps connecting Eichler cohomology
to Maaß cusp forms. We construct integral representations for weight-4 Gross–Zagier renormal-
ized Green’s functions (automorphic self-energy) from limit scenarios of the respective Kontsevich–
Zagier integrals. We reduce the weight-4 automorphic self-energy on X0(4)(C) = Γ0(4)\H∗ to an
explicit form, which supports an algebraicity conjecture of Gross and Zagier.
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1. INTRODUCTION
1.1. Background and Motivations. Let Γ be a congruence subgroup of the modular group
SL(2,Z) :=
{(
a b
c d
)∣∣a,b, c,d ∈Z;ad−bc= 1} with projective counterpart Γ=Γ/Z(Γ), where Z(Γ) :=
{ζˆ ∈ Γ|ζˆγˆ = γˆζˆ,∀γˆ ∈ Γ} is the center of the group Γ. For an even number k > 2, the automorphic
Green’s function of weight k on the projective congruence subgroup Γ is explicitly given as
GH/Γ
k/2
(z1, z2) :=−
2
[Γ :Γ]
∑
γˆ∈Γ
Q k
2
−1
(
1+ |z1− γˆz2|
2
2Im z1 Im(γˆz2)
)
=−2
∑
γˆ∈Γ
Q k
2
−1
(
1+ |z1− γˆz2|
2
2Im z1 Im(γˆz2)
)
, (1.1.1)
where γˆz := az+b
cz+d for any transformation γˆ=
(
a b
c d
)
, and Qν is the Legendre function of the second
kind defined by the Laplace integral
Qν(t) :=
∫∞
0
du
(t+
p
t2−1coshu)ν+1
, t> 1,ν>−1. (1.1.2)
The function GH/Γ
k/2
(z1, z2) is bi-Γ-invariant: G
H/Γ
k/2
(z1, z2) =GH/Γk/2 (γˆz1, γˆ′z2),∀γˆ, γˆ′ ∈ Γ (thus referred
to as “automorphic”), and serves as the propagator of a Maaß wave equation on the Riemann
surface (H∪Q∪ {i∞})\Γ (hence the name “Green’s function”). Here in Eq. 1.1.1, we have adopted
the normalization in [27, p. 207], [28, pp. 238–239] and [26, p. 544]; the same function has also
been defined in [29, §6.6] and [31, §5], up to different normalizing constants. In the automorphic
Green’s function, the arguments z1 and z2 both reside in the upper half-plane H= {z ∈C|Im z> 0}.
When the automorphic Green’s function on Γ assumes a finite value, its arguments are not
equivalent per any transformation in the respective symmetry group: z1 ∉ Γz2. In view of the
Γ-invariance, the automorphic Green’s function GH/Γ
k/2
(z1, z2) is effectively defined on the “off-
diagonal” points in the Cartesian product of two orbit spaces (Γ\H)× (Γ\H). The notation GH/Γ
k/2
with superscript H/Γ (as opposed to Γ\H) is a matter of historical convention.
The automorphic Green’s function GH/Γ
k/2
(z1, z2), z1 ∉ Γz2 has intriguing behavior when its ar-
guments are CM points, i.e. when Re z1, Re z2, (Im z1)
2, (Im z2)
2 are all rational numbers. In the
absence of holomorphic cusp forms of even weights k≥ 4 on Hecke congruence groups Γ=Γ0(N) :={(
a b
c d
)∣∣a,b, c,d ∈Z;ad−bc= 1; c≡ 0 (mod N)} of levels N ∈Z≥1 (i.e. dimSk(Γ)= dimSk(Γ0(N))=
0), it has been postulated that the values of the automorphic Green’s function at CM points are
expressible in terms of the logarithms of certain algebraic numbers (see [28, p. 317] and [26,
p. 556]):
exp
[
(Im z Im z′)(k−2)/2GH/Γ
k/2
(z, z′)
]
∈Q
if az2+bz+ c= a′z′2+b′z′+ c′ = 0 for some integers a,b, c,a′,b′, c′.
This is known as (the “cusp-form-free version” of) the Gross–Kohnen–Zagier algebraicity conjec-
ture. It has also been speculated that the minimal polynomial for the (conjecturally) algebraic
number exp
[
(Im z Im z′)(k−2)/2GH/Γ
k/2
(z, z′)
]
always has solvable Galois group. For situations where
there are cusp forms of even weights k ≥ 4 (i.e. dimSk(Γ) = dimSk(Γ0(N)) > 0), a more techni-
cal algebraicity conjecture has been formulated for certain linear combinations of automorphic
Green’s functions that are modified by Hecke operators [28, 26]. In [28, p. 317], Gross and Zagier
originally formulated an algebraicity conjecture for dimSk(Γ0(N)) ≥ 0 with the additional con-
straint that the CM points z and z′ share the same discriminant, that is, b2−4ac= b′2−4a′c′ for
the coefficients of their respective minimal polynomials. Such a restricted version of the Gross–
Kohnen–Zagier algebraicity conjecture [26, p. 556] is also termed as the Gross–Zagier algebraicity
conjecture.
The Gross–Kohnen–Zagier algebraicity conjecture has triggered a series of critical develop-
ments in arithmetic algebraic geometry and automorphic function theory during the past few
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decades, among which the Chow group method and the Borcherds lift approach have produced
proofs of the conjecture in various particular scenarios. In the cases where the discriminants
for the two CM arguments coincide [28, p. 317, Conjecture (4.4)], S.-W. Zhang has interpreted
the automorphic Green’s function on Γ0(N) in terms of CM-Chow-cycles and has demonstrated
the truth of the Gross–Zagier algebraicity conjecture for non-degenerate height pairings on CM-
cycles [57]. In his PhD thesis [38], A. Mellit has proposed an extension of Zhang’s method [57],
leading to a confirmation of the statement exp(G
H/PSL(2,Z)
2
(z, i)Im z) ∈ Q for all the CM points z.
Building upon the work of R. E. Borcherds [11, 12], J. H. Bruiner and T. H. Yang have furnished
explicit formulae for certain special CM values of automorphic Green’s functions associated with
Hilbert modular groups [20]. M. S. Viazovska has adopted the Borcherds lift [11] to verify the
algebraicity conjecture on the full modular group PSL(2,Z) for a pair of points z1, z2 ∈Q(i
p|D|)
belonging to the same imaginary quadratic field [49, 50], along with explicit factorization formu-
lae [50] for the algebraic number in question, up to valuation at ramified primes in the ring of
integers for Q(i
p|D|). These theoretical developments accommodate to generic combinations of
weights k and groups Γ (allowing the presence of cusp forms dimSk(Γ)≥ 0), but the algebraicity
results for automorphic Green’s functions are established only for restrictive types of CM points.
In this series of works, we shall access the values of automorphic Green’s functions at arbitrary
CM points via Kontsevich–Zagier periods [32] and elliptic function theory. In Part I, we first
construct integral representations for automorphic Green’s functions fulfilling the cusp-form-free
condition dimSk(Γ0(N)) = 0, in the spirit of Kontsevich and Zagier; we then explicitly compute
the Kontsevich–Zagier integrals for automorphic Green’s functions in several reducible scenarios.
1.2. Notations and Statement of Results. Before stating the main results of Part I, we fix the
notations and terminologies for certain arithmetic functions and give a brief overview of their
analytic and algebraic properties.
For z ∈H, we write
E4(z) :=
45
π4
∑
m,n∈Z
m2+n2 6=0
1
(m+nz)4 = 1+240
∞∑
n=1
n3e2πinz
1− e2πinz
E6(z) :=
945
2π6
∑
m,n∈Z
m2+n2 6=0
1
(m+nz)6 = 1−504
∞∑
n=1
n5e2πinz
1− e2πinz
(1.2.1)
for the Eisenstein series, and
∆(z) := [E4(z)]
3− [E6(z)]2
1728
= e2πiz
[
∞∏
n=1
(1− e2πinz)
]24
(1.2.2)
for the modular discriminant of Weierstraß. (Some authors may define E4, E6 and ∆ with other
normalizing constants, making each of them differ from our conventions in Eqs. 1.2.1 and 1.2.2 by
a rational number times a certain integer power of π.) Writing η(z)= eπiz/12∏∞n=1(1− e2πinz), z ∈H
for the Dedekind eta function, we may recast Eq. 1.2.2 into ∆(z)= [η(z)]24.
In this work, we set ∆′(z) := ∂∆(z)/∂z, and use the ad hoc notation for the “weight-2 Eisenstein
series” as follows:
E2(z)=
1
2πi
[
∆
′(z)
∆(z)
− 6i
Im z
]
, E∗2(z)=
1
2πi
∆
′(z)
∆(z)
= 1−24
∞∑
n=1
ne2πinz
1− e2πinz . (1.2.3)
Accordingly, one has the transformation laws under SL(2,Z) [43, p. 68]:
E∗2(γˆz)= (cz+d)2E∗2(z)−
6ic
π
(cz+d), ∀γˆ=
(
a b
c d
)
∈ SL(2,Z) (1.2.4)
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and under Γ0(N) [8, p. 484]:
NE∗2(N(γˆz))−E∗2(γˆz)= (cz+d)2[NE∗2(Nz)−E∗2(z)], ∀γˆ=
(
a b
c d
)
∈Γ0(N),N ∈Z>0. (1.2.5)
We reserve the notation E2 (without an asterisk) for a non-holomorphic function (see [2, Chap. 11])
so that the functions E2, E4 and E6 follow similar transformation laws [43, p. 67]:
E2(γˆz)= (cz+d)2E2(z), E4(γˆz)= (cz+d)4E4(z), E6(γˆz)= (cz+d)6E6(z) (1.2.6)
for z ∈ H and γˆ =
(
a b
c d
)
∈ SL(2,Z). (Some authors may switch the nomenclature for E
2
and E∗
2
,
placing priority on holomorphy.) The following Eisenstein series are descendants of E4 and E6:
E8(z)= [E4(z)]2 = 1+480
∞∑
n=1
n7e2πinz
1− e2πinz ,
E10(z)=E4(z)E6(z)= 1−264
∞∑
n=1
n9e2πinz
1− e2πinz ,
E14(z)= [E4(z)]2E6(z)= 1−24
∞∑
n=1
n13e2πinz
1− e2πinz .
(1.2.7)
We normalize Klein’s j-invariant as
j(z) := 1728[E4(z)]
3
[E4(z)]3− [E6(z)]2
= [E4(z)]
3
∆(z)
, (1.2.8)
so that j(i) = 1728 and j(eπi/3) = 0. If N is a positive integer and z ∈H is a CM point (such that
[Q(z) :Q]= 2), then each of the following expressions
j(z),
E2(Nz)
E2(z)
,
E4(Nz)
E4(z)
,
E6(Nz)
E6(z)
,
∆(Nz)
∆(z)
,
[E2(z)]
2
E4(z)
,
[E2(z)]
3
E6(z)
(1.2.9)
either is infinity or represents an algebraic number solvable in radical form [55, p. 86, Propo-
sition 27]. Furthermore, these algebraic numbers generate abelian extensions of the imaginary
quadratic field Q(z). The rationale behind the aforementioned assertions on algebraicity and field
extensions is sketched in Appendix A.
The main results of this article are summarized in the following two theorems. In what follows,
the real and imaginary parts of a point z (sometimes marked with an additional superscript or
subscript) in the upper half-plane H are abbreviated as x≡Re z and y≡ Im z (sometimes marked
with a corresponding superscript or subscript, as is applicable to z).
Theorem 1.2.1 (Integral Representations for G
H/Γ0(N)
k/2
(z, z′) where dimSk(Γ0(N))= 0). (a) For any
pair of non-equivalent points z and z′ (such that z ∉Γ0(N)z′) with N ∈ {2,3,4}, the following inte-
gral identity holds
G
H/Γ0(N)
2
(z, z′)= 4π
2
y′
Re
∫i∞
z′
αN (ζ)[1−αN(ζ)][NE2(Nζ)−E2(ζ)]2̺H/Γ0(N)2 (ζ, z)
(ζ− z′)(ζ− z′)dζ
i(N−1)2
− 4π
2
y′
Re
∫i∞
0
αN(ζ)[1−αN(ζ)][NE2(Nζ)−E2(ζ)]2̺H/Γ0(N)2 (ζ, z)
ζ2dζ
i(N−1)2 , (1.2.10)
where
αN(z) :=
{
1+ 1
N6/(N−1)
[
η(z)
η(Nz)
]24/(N−1)}−1
(1.2.11)
is Γ0(N)-invariant for N ∈ {2,3,4}, and
̺
H/Γ0(N)
2
(ζ, z)= − (N−1) y
2π
∂
∂y
{
1
y
1
αN(ζ)−αN (z)
1
NE2(Nz)−E2(z)
}
. (1.2.12)
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(b) Suppose that z ∉Γ0(2)z′, then we have the following integral formula:
G
H/Γ0(2)
3
(z, z′)= 4π
2
(y′)2
Re
∫i∞
z′
α2(ζ)[1−α2(ζ)][2E2(2ζ)−E2(ζ)]3̺H/Γ0(2)3 (ζ, z)
(ζ− z′)2(ζ− z′)2dζ
i
− 4π
2
(y′)2
Re
∫i∞
0
α2(ζ)[1−α2(ζ)][2E2(2ζ)−E2(ζ)]3̺H/Γ0(2)3 (ζ, z)
ζ4dζ
i
, (1.2.13)
where
̺
H/Γ0(2)
3
(ζ, z)= y
2
8π
(
∂
∂y
1
y
)2{ 1
α2(ζ)−α2(z)
1
[2E2(2z)−E2(z)]2
}
. (1.2.14)
(c) The following integral representations hold for weights k ∈ {4,6,8,10,14} and j(z) 6= j(z′):
G
H/PSL(2,Z)
k/2
(z, z′)= 1728π
2
(y′)(k−2)/2
Re
∫i∞
z′
Ek(ζ)
j(ζ)
ρ
H/PSL(2,Z)
k/2
(ζ, z)
(ζ− z′)(k−2)/2(ζ− z′)(k−2)/2dζ
i
− 1728π
2
(y′)(k−2)/2
Re
∫i∞
0
Ek(ζ)
j(ζ)
ρ
H/PSL(2,Z)
k/2
(ζ, z)
ζk−2dζ
i
(1.2.15)
where
ρ
H/PSL(2,Z)
k/2
(ζ, z)= (−1)
k/2
2(k−4)/2
1(
k−2
2
)
!
y(k−2)/2
864π
(
∂
∂y
1
y
)(k−2)/2 [ j(ζ) j(z)
j(ζ)− j(z)
E6(z)
E4(z)Ek(z)
]
. (1.2.16)
Here in Eq. 1.2.16, the Eisenstein series follow the definitions in Eqs. 1.2.1 and 1.2.7; it is also
understood that j(z)E6(z)/[E4(z)Ek(z)]= [E4(z)]2E6(z)/[∆(z)Ek(z)] extends to a smooth function in
z ∈H, so that ρH/PSL(2,Z)
k/2
(ζ, z) is well-behaved whenever j(ζ) 6= j(z).
Theorem 1.2.2 (Evaluations of Certain Weight-4 Automorphic Self-Energies). (a) We have the fol-
lowing special values of weight-4 Gross–Zagier renormalized Green’s functions (automorphic self-
energies):
G
H/PSL(2,Z)
2
(i) := lim
z→i
[
G
H/PSL(2,Z)
2
(z, i)−4log(2π|z− i|)
]
− 2log |∆(i)|
3
=−4(log2+ log3); (1.2.17)
G
H/Γ0(2)
2
(
ip
2
)
:= lim
z→i/
p
2
[
G
H/Γ0(2)
2
(
z,
ip
2
)
−2log
(
2π
∣∣∣∣z− ip
2
∣∣∣∣)]− log |∆(i/
p
2)|
3
=−3log2; (1.2.18)
G
H/Γ0(3)
2
(
ip
3
)
:= lim
z→i/
p
3
[
G
H/Γ0(3)
2
(
z,
ip
3
)
−2log
(
2π
∣∣∣∣z− ip
3
∣∣∣∣)]− log |∆(i/
p
3)|
3
=−2log 3
3
p
4
; (1.2.19)
G
H/Γ0(4)
2
(
ip
4
)
:= lim
z→i/
p
4
[
G
H/Γ0(4)
2
(
z,
ip
4
)
−2log
(
2π
∣∣∣∣z− ip
4
∣∣∣∣)]− log |∆(i/
p
4)|
3
=− log2; (1.2.20)
G
H/PSL(2,Z)
2
(
1+ i
p
3
2
)
:= lim
z→ 1+i
p
3
2
[
G
H/PSL(2,Z)
2
(
z,
1+ i
p
3
2
)
−6log
(
2π
∣∣∣∣∣z− 1+ i
p
3
2
∣∣∣∣∣
)]
− log
∣∣∣∣∣∆
(
1+ i
p
3
2
)∣∣∣∣∣
= −3(2log2+ log3); (1.2.21)
G
H/Γ0(2)
2
(
i−1
2
)
:= lim
z→ i−12
[
G
H/Γ0(2)
2
(
z,
i−1
2
)
−4log
(
2π
∣∣∣∣z− i−12
∣∣∣∣)]− 23 log
∣∣∣∣∆( i−12
)∣∣∣∣
= −4log2; (1.2.22)
G
H/Γ0(3)
2
(
3+ i
p
3
6
)
:= lim
z→ 3+i
p
3
6
[
G
H/Γ0(3)
2
(
z,
3+ i
p
3
6
)
−6log
(
2π
∣∣∣∣∣z− 3+ i
p
3
6
∣∣∣∣∣
)]
− log
∣∣∣∣∣∆
(
3+ i
p
3
6
)∣∣∣∣∣
= −3log3. (1.2.23)
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(b) The weight-4, level-4 automorphic self-energy can be evaluated in closed form:
G
H/Γ0(4)
2
(z) := lim
z′→z
[
G
H/Γ0(4)
2
(z, z′)−2log |2π(z− z′)|
]
− log |∆(z)|
3
=−1
3
log
∣∣∣∣ ∆(z)
∆(2z)
∣∣∣∣ , ∀z ∈H. (1.2.24)
In particular, when z is a CM point, Eq. 1.2.24 represents the logarithm of an algebraic number,
solvable in radical form (see Eq. 1.2.9), and the Galois group Gal(Q(z, e−6G
H/Γ0(4)
2
(z))/Q(z)) is abelian.
1.3. Plan of the Proof. We devote the entire §2 to the proof of Theorem 1.2.1, namely, the an-
alytic derivation of integral representations for all the automorphic Green’s functions satisfying
the cusp-form-free condition dimSk(Γ0(N))= 0. (See Appendix B for the reason why the claimed
formulae in Theorem 1.2.1 have exhausted all the cusp-form-free scenarios.) Our analysis in §2 is
inspired by and amplified from the following laconic expression for G
H/PSL(2,Z)
2
(i, i
p
2) mentioned
in the thought-provoking survey of Kontsevich and Zagier [32, §3.4]:
−
G
H/PSL(2,Z)
2
(i, i
p
2)
p
2
≡ 20G
π
+1728π2
∫∞
p
2
E4(i y)∆(i y)
[E6(i y)]
2
(y2−2)d y. (1.3.1)
Here, G = ∑∞ℓ=0 (−1)ℓ(2ℓ+1)−2 is Catalan’s constant. In §2, the guiding principle for our con-
firmation of the integral representations stated in Theorem 1.2.1 will be a uniqueness theorem
(Lemma 2.0.1) that characterizes automorphic Green’s functions.
The analytic techniques we employ in §2may appear familiar to experts in the Eichler–Shimura
theory [23, 44, 35]. As seen from the statement of Theorem 1.2.1, all these integral representa-
tions for automorphic Green’s functions (d’après Kontsevich–Zagier) can be written in terms of∫i∞
z′ Fk(ζ, z)(ζ− z′)(k−2)/2(ζ− z′)(k−2)/2dζ, where Fk(ζ, z) is a weight-k meromorphic cusp form in
the variable ζ. If one replaces Fk(ζ, z) by a holomorphic cusp form Fk(ζ), then the Eichler inte-
grals
∫i∞
z Fk(ζ)(z− ζ)k−2dζ are known to be connected to the harmonic Maaß forms [19, 40], via
the Eichler–Shimura map. Our analysis in §2 is tailored for meromorphic versions of Eichler
integrals, and effectively presents some explicit formulae for Eichler–Shimura maps that send
meromorphic versions of Eichler cohomology (integral representations of automorphic Green’s
functions in Theorem 1.2.1) to Maaß cusp forms (definitions of automorphic Green’s functions as
infinite series in Eq. 1.1.1). As we have to cope with the meromorphic versions of Eichler inte-
grals
∫i∞
z′ Fk(ζ, z)(ζ−z′)(k−2)/2(ζ−z′)(k−2)/2dζ in our proof of Theorem 1.2.1, some non-trivial residue
analysis is required to establish the path independence and modular invariance of the proposed
integral representations of automorphic Green’s functions. In particular, the proof of parts (b)
and (c) in Theorem 1.2.1 for weights k > 4 (see §2.3) draws heavily on the knowledge of elliptic
integrals and Ramanujan’s elliptic function theory to alternative bases (see §2.2).
The major purpose of Theorem 1.2.1 is to construct some identities involving integrals and
series, which are relevant to the Gross–Kohnen–Zagier algebraicity conjecture in the cusp-form-
free scenarios (boxed equation in §1.1). This provides some concrete examples for an abstract
theoretical framework of Eichler–Shimura isomorphisms between the Eichler cohomology groups
(“integrals”) and the space of Maaß cusp forms (“series”), which has been laid out by Mellit in [38,
Chap. 1]. In the current and subsequent instalments for this series of works, we shall treat
the integral representations in Theorem 1.2.1 with explicit computations. This computational
approach is motivated by the following observation: the Gross–Kohnen–Zagier algebraicity con-
jecture for automorphic Green’s functions at CM points amounts to the analytic verifications of
certain proposed identities involving only Kontsevich–Zagier periods (absolutely convergent in-
tegrals of algebraic functions over algebraic domains) [32, §1.1]. A “motivic Hodge conjecture”
formulated by Kontsevich and Zagier [32, §1.2 and §4.1] suggests the feasibility to prove any
“identity involving periods” using only finitely many steps of permissible algebraic manipulations
on integrals.
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In §3 of this article, we prove Theorem 1.2.2, thereby accomplishing a modest goal of evaluating
Kontsevich–Zagier integrals for certain weight-4 automorphic self-energies. (For a formulation
of the Gross–Zagier renormalization procedure that leads to automorphic self-energies, see [28,
Chap. II, §5] or §3.2 of this article.) Upon appropriate variable substitutions, the integrands we
encounter in §3 are certain products of complete elliptic integrals and elementary functions. Such
integrals over elliptic integrals are sometimes referred to as multiple elliptic integrals, on which
various developments have been reported recently [4, 13, 16, 61, 51, 59, 58, 42, 60].
To achieve our goal stated in Theorem 1.2.2, we develop a variety of analytic tools (with combi-
natorial, modular or geometric flavor) to simplify some Kontsevich–Zagier integrals into closed-
form expressions. In §3.1, we present a glimpse into the kaleidoscope of hypergeometric transfor-
mations on Kontsevich–Zagier integrals, which lead to the proof of Theorem 1.2.2(a) in §3.2. We
prepare some multiple integral identities in §3.3, which are inspired by spherical geometry and
modular transformations of elliptic functions. These efforts culminate in the closed-form evalua-
tion of the weight-4, level-4 automorphic self-energy in §3.4, which proves Theorem 1.2.2(b). We
note that the analytic expression in Eq. 1.2.24 lends evidence to a special case of the extended
Gross–Zagier algebraicity conjecture [28, p. 317, Conjecture (4.4)].
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2. INTEGRAL REPRESENTATIONS OF CERTAIN AUTOMORPHIC GREEN’S FUNCTIONS
In this section, we shall derive integral representations of automorphic Green’s functions on
certain Hecke congruence groups, for even weights k ≥ 4. The main focus of §§2.1 and 2.2 will
be the weight-4 cases (covering Theorem 1.2.1(a) and the k= 4 part of Theorem 1.2.1(c)), and the
higher weight scenarios will be treated in §2.3 (proving Theorem 1.2.1(b) and the k > 4 part of
Theorem 1.2.1(c)).
As we may recall, the Hecke congruence group of level N is defined as [45, Eq. 1.6.5]
Γ0(N) :=
{(
a b
Nc d
)∣∣∣∣a,b, c,d ∈Z;ad−Nbc= 1} , (2.0.1)
and its projective counterpart is given by Γ0(N) = Γ0(N)/{Iˆ,−Iˆ}. The Hecke congruence group
Γ0(N) (N > 1) is normalized by the Fricke involution ŵN : z 7→ −1/(Nz), as the matrix multiplica-
tion (
0 −1/
p
Np
N 0
)(
a b
cN d
)
=
(
d −c
−bN a
)(
0 −1/
p
Np
N 0
)
(2.0.2)
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entails the conjugation relation ŵNΓ0(N)=Γ0(N)ŵN . Now that the resolvent kernel of the upper
half-plane has SL(2,R)-homogeneity at any pair of distinct points z1, z2 ∈H:
GHs (z1, z2) :=−2Qs−1
(
1+ |z1− z2|
2
2y1y2
)
=GHs (γˆz1, γˆz2), ∀γˆ ∈ SL(2,R), (2.0.3)
one can deduce from Eqs. 2.0.2–2.0.3 the following identity [28, Chap. II, §2, Eq. 2.25]:
G
H/Γ0(N)
s (z, z
′)=GH/Γ0(N)s
(
− 1
Nz
,− 1
Nz′
)
, Re s> 1, (2.0.4)
whenever both sides of Eq. 2.0.4 are finite.
We will be mainly interested in weight-k automorphic Green’s functions on Γ0(N) when there
are no cusp forms on the same Hecke congruence group with the same weight: dimSk(Γ0(N))=
0. For even weights k ≥ 4, the solutions to the equation dimSk(Γ0(1)) = dimSk(SL(2,Z)) = 0
are exhausted by k = 4,6,8,10,14 [22, Theorem 3.5.2]. The following dimension formulae are
standard: dimS4(Γ0(2))= dimS4(Γ0(3))= dimS4(Γ0(4))= dimS6(Γ0(2))= 0 [39, Table A]. In fact,
there are no other solutions to dimSk(Γ0(N))= 0 for even weights k≥ 4 and integers N > 1, as one
can prove using lower bounds on the dimensions of the spaces of cusp forms [37] (see Appendix B).
Instead of converting the infinite sum in Eq. 1.1.1 directly into integrals, we shall resort to an
alternative characterization of automorphic Green’s functions (see [27, 57, 38, 49]; see also [29,
§6.6] and [31, §5.1] for the same function with different normalizing constants) recapitulated in
the next lemma.
Lemma 2.0.1 (Spectral Characterization of Automorphic Green’s Functions). The functionGH/Γ
k/2
(z1, z2)
(where Rek> 2) can be prescribed as the unique solution to the following set of requirements:
(AGF1) (Symmetry) For any modular transformation γˆ ∈Γ and two points z1, z2 ∈H in the upper
half-plane, one has GH/Γ
k/2
(z1, z2) = GH/Γk/2 (z2, z1) = G
H/Γ
k/2
(γˆz1, z2) = GH/Γk/2 (z1, γˆz2) ∈ C∪ {−∞}.
Moreover, if z1 ∉Γz2 := {γˆz2|γˆ ∈Γ}, then GH/Γk/2 (z1, z2) ∈C.
(AGF2) (Differential Equation) The functionGH/Γ
k/2
(z1, z2) is smooth on the set H×Hr{(z, γˆz)|z ∈
H, γˆ ∈Γ},1 and we have the following differential equation
y2m
(
∂2
∂x2m
+ ∂
2
∂y2m
)
GH/Γ
k/2
(z1, z2)=
k
2
(
k
2
−1
)
GH/Γ
k/2
(z1, z2), m= 1,2
when z1 ∉Γz2.
(AGF3) (Asymptotic Behavior) In the limit of z1→ z2, one has GH/Γk/2 (z1, z2)= 2mΓz2 log |z1− z2|+
O(1), where mΓz2 := #{γˆ ∈ Γ|γˆz2 = z2} counts the number of inequivalent transformations
that leave the point z2 intact. As z1 tends to a cusp of the orbit space Γ\H
∗ ≡Γ\(H∪Q∪
{i∞}), the function GH/Γ
k/2
(z1, z2) tends to zero.
Proof. One can verify directly that Eq. 1.1.1 satisfies all the requirements in (AGF1)–(AGF3).
Now pick the point z2 = z′, and suppose that we have a function F(z), z ∈H satisfying the following
properties:
(AGF1∗) (Symmetry) For any γˆ ∈ Γ, one has F(z) = F(γˆz) ∈ C∪ {−∞}. Moreover, if z ∉ Γz′, then
F(z)∈C.
(AGF2∗) (Differential Equation) The smooth function F(z), z ∉ Γz′ satisifies the following dif-
ferential equation
∆
H
z F(z)≡ y2
(
∂2
∂x2
+ ∂
2
∂y2
)
F(z)= k
2
(
k
2
−1
)
F(z).
1In the current work, we use the notation ArB with a “lowercase” backslash (r) to indicate set minus operation,
while writing the “uppercase” backslash (\) for orbit spaces such as SL(2,Z)\H.
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FIGURE 1. (Adapted from Fig. 61 in [24].) (a) Fundamental domain D of the full modular
group PSL(2,Z). The modular elliptic curve X0(1)(C)=SL(2,Z)\H∗ compactifies Y0(1)(C)=
SL(2,Z)\H, a quotient space that identifies the corresponding sides of the boundary ∂D
along the arrows. (b) Tessellation of the upper half-plane H by successive translations
[generator Tˆ =
(
1 1
0 1
)
] and inversions [generator Sˆ =
(
0 −1
1 0
)
] of the fundamental domain D.
Each tile is then subdivided and colored in black or grey according as the pre-image satisfies
Re z < 0 or Re z > 0 in the fundamental domain D. (c)–(e) Fundamental domains DN of
the projective Hecke congruence subgroups Γ0(N) where N ∈ {2,3,4}. (f ) Overlay of some
horizontal translates of the fundamental domains in panels c–e on top of panel b. It is
graphically evident that [Γ0(1) :Γ0(2)]= 3, [Γ0(1) :Γ0(3)]= 4 and [Γ0(1) :Γ0(4)]= 6.
(AGF3∗) (Asymptotic Behavior) As z→ z′, one has F(z)= 2mΓ
z′ log |z− z′|+O(1). As z tends to a
cusp of Γ\H∗, the function F(z) tends to zero.
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Then, the expression h(z) = F(z)−GH/Γ
k/2
(z, z′) extends to a smooth and bounded automorphic
function on Γ\H, and so does ∆Hz h(z). In other words, we have h ∈ D(Γ\H) = { f : H −→ C| f ∈
C∞(H); f (γˆz) = f (z),∀γˆ ∈ Γ;supz∈H | f (z)| < +∞;supz∈H |∆Hz f (z)| < +∞} [31, §4.1]. Had h(z) been
not identically zero, it would serve as an eigenfunction of the (negative semi-definite) operator
∆
H
z :D(Γ\H)−→D(Γ\H), with eigenvalue k(k−2)/4∈Cr (−∞,0] — a contradiction. 
Remark 2.0.1.1. Here, we recall that the totality of cusps for Γ\H∗ is represented by the orbit
space Γ\P1(Q) = Γ\(Q∪ {i∞}) [22, p. 58]. In particular, the orbit space X0(1)(C) := SL(2,Z)\H∗
has only one cusp at infinity. For the orbit spaces X0(N)(C) := Γ0(N)\H∗ related to the Hecke
congruence groups of levels N = 2, 3 and 4, the following facts are also familiar: Γ0(2)\(Q∪
{i∞}) = Γ0(3)\(Q∪ {i∞}) = {0, i∞}, Γ0(4)\(Q∪ {i∞}) = {0, 12 , i∞}. The geometric constructions for
the modular curves Y0(N)(C) = Γ0(N)\H (N ∈ {1,2,3,4}) are illustrated in Fig. 1. For a technical
description of X0(N)(C) = Γ0(N)\H∗ as a compact Riemann surface, see [45, Chap. 1] or [22,
Chap. 2]. 
Remark 2.0.1.2. One can use Eq. 1.1.1 to demonstrate “Green’s reciprocity” GH/Γ
k/2
(z, z′)=GH/Γ
k/2
(z′, z)
by transitivity of the group actions. According to the uniqueness argument in the proof of Lemma
2.0.1, we see that Green’s reciprocity will automatically be honored once criteria (AGF1∗)–(AGF3∗)
are met. Therefore, it is not a requirement that an integral representation for an automorphic
Green’s function should display the reciprocal symmetry explicitly. 
2.1. Kontsevich–Zagier Integrals for Weight-4 Automorphic Green’s Functions on Γ0(N)
(N ∈ {1,2,3,4}). We shall start constructing integral representations for automorphic Green’s
functions following a suggestion of Kontsevich and Zagier [32], after reading between the lines
around their statement of the integral formula for G
H/PSL(2,Z)
2
(i, i
p
2) (Eq. 1.3.1). We shall re-
fer to such formulae for automorphic Green’s functions as “Kontsevich–Zagier integrals”, both
to acknowledge the source of our inspirations and to reckon the fact that, up to a scaling factor
that is an integer power of π, such integral formulae turn out to be “Kontsevich–Zagier periods”
(integrals of algebraic functions over algebraic domains) when the arguments are CM points.
Proposition 2.1.1 (Kontsevich–Zagier Integral Representations forG
H/Γ0(N)
2
(z, z′) where N ∈ {2,3,4}).
We have the following integral representations for weight-4 automorphic Green’s functions evalu-
ated at a pair of non-equivalent points z and z′ (such that z ∉Γ0(N)z′) for N ∈ {2,3,4}:
G
H/Γ0(N)
2
(z, z′)= 4π
2
y′
Re
∫i∞
z′
αN (ζ)[1−αN(ζ)][NE2(Nζ)−E2(ζ)]2̺H/Γ0(N)2 (ζ, z)
(ζ− z′)(ζ− z′)dζ
i(N−1)2
− 4π
2
y′
Re
∫i∞
0
αN(ζ)[1−αN(ζ)][NE2(Nζ)−E2(ζ)]2̺H/Γ0(N)2 (ζ, z)
ζ2dζ
i(N−1)2 , (2.1.1)
where
̺
H/Γ0(N)
2
(ζ, z)= αN(z)[1−αN(z)]
[αN(ζ)−αN(z)]2
− N−1
12
N2[E2(Nz)]
2−N2E4(Nz)− [E2(z)]2+E4(z)
[αN(ζ)−αN (z)][NE2(Nz)−E2(z)]2
, (2.1.2)
with
1
αN(z)
= 1+ 1
N6/(N−1)
[
η(z)
η(Nz)
]24/(N−1)
= 1
1−αN(−1/(Nz))
, lim
z→i∞
αN(z)= 0. (2.1.3)
Here in Eq. 2.1.1, the paths of integration can be chosen as arbitrary curves joining the end points
in the complex ζ-plane, so long as the singularities of the integrands are circumvented.
Proof. We shall establish Eq. 2.1.1 by going through criteria (AGF1∗)–(AGF3∗) with respect to
the variable z ∈H.
It is well known that the functions αN(z),N ∈ {2,3,4} (Eq. 2.1.3) are modular invariants that
induce bijective mappings αN :Γ0(N)\H
∗ −→C∪ {∞} on the respective Riemann surfaces (see [3,
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Theorem 4.9] and [34, Table 2]). Thus, whenever the function ̺
H/Γ0(N)
2
(ζ, z) defined in Eq. 2.1.2
is regular, one can directly check the modular invariance ̺
H/Γ0(N)
2
(ζ, γˆz)= ̺H/Γ0(N)
2
(ζ, z),∀γˆ∈Γ0(N)
where N ∈ {2,3,4}. However, the regularity of an integral representation with respect to the
variable z cannot be taken for granted: one needs two additional steps to verify the symmetry
criterion (AGF1∗), as we explain in the next couple of paragraphs.
First, we use residue calculus to demonstrate the path independence of the integral formula in
Eq. 2.1.1. Simple computations reveal that2
α′N(w) :=
∂αN (w)
∂w
= 2πi
N−1αN (w)[1−αN(w)][NE2(Nw)−E2(w)], a.e. w ∈H; (2.1.4)
̺
H/Γ0(N)
2
(ζ, z)= y
i
∂
∂y
{
1
y
αN (z)[1−αN(z)]
[αN(ζ)−αN (z)]α′N(z)
}
, a.e. ζ, z ∈H, (2.1.5)
so the right-hand side of Eq. 2.1.1 may be rewritten as
IN (z, z
′)≡ Re
∫i∞
z′
[α′
N
(ζ)]2
αN(ζ)[1−αN(ζ)]
y
∂
∂y
{
1
y
αN(z)[1−αN(z)]
[αN(ζ)−αN(z)]α′N(z)
}
(ζ− z′)(ζ− z′)dζ
y′
−Re
∫i∞
0
[α′
N
(ζ)]2
αN (ζ)[1−αN(ζ)]
y
∂
∂y
{
1
y
αN(z)[1−αN(z)]
[αN(ζ)−αN (z)]α′N(z)
}
ζ2dζ
y′
. (2.1.1′)
Here as usual, a complex-analytic function f (z)= f (x+ i y) is regarded as a bivariate function of
(x, y) during the computations of partial derivatives with respect to y = Im z. For any two well-
behaved analytic functions f and g that are Γ-invariant (i.e. f (γˆz) = f (z), g(γˆz) = g(z), ∀γˆ ∈ Γ ≤
SL(2,Z)), the residues of the following three functions of ζ ∈H:
[ f ′(ζ)]2ζn
g(ζ)
y
∂
∂y
{
1
y
g(z)
f (ζ)− f (z)
1
f ′(z)
}
, n ∈ {0,1,2} (2.1.6)
at the point ζ= γˆz are equal to
y
∂
∂y
{
(γˆz)n
y
1
∂(γˆz)/∂z
}
, n ∈ {0,1,2}. (2.1.7)
These three residues are all real numbers:
− 1
Im(γˆz)
, (n= 0); −Re(γˆz)
Im(γˆz)
, (n= 1); − |(γˆz)|
2
Im(γˆz)
, (n= 2).
Therefore, the real parts of the contour integrals in Eq. 2.1.1′ are always path independent.
2Hereafter, the abbreviation “a.e.” that precedes a complex variable refers to “almost every” complex number in
question. An equality that holds for “almost every” complex number in a specified domain is allowed to fail in a
subset of measure zero.
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Second, we check that the expression for ̺
H/Γ0(N)
2
(ζ, z) given in Eq. 2.1.5 is indeed regular when-
ever z ∈Hr (Γ0(N)ζ). With the formulae:3{
α2(z)[1−α2(z)]
α′
2
(z)
}6
=−α2(z)[1−α2(z)]
2
212π6[η(z)]24{
α3(z)[1−α3(z)]
α′
3
(z)
}6
=−α3(z)[1−α3(z)]
3
2633π6[η(z)]24{
α4(z)[1−α4(z)]
α′
4
(z)
}6
=−α4(z)[1−α4(z)]
4
210π6[η(z)]24

(2.1.8)
and the non-vanishing property of the Dedekind eta function η(z) 6= 0,∀z ∈ H, one can confirm
that the function ̺
H/Γ0(N)
2
(ζ, z) is smooth wherever αN (z) ∈ Cr {αN(ζ)}. It remains to show that
̺
H/Γ0(N)
2
(ζ, z) is regular when αN (z)→∞ for certain points z ∈ H. By direct computation on the
expressions in Eq. 2.1.2, one can show that (see Remark 2.1.1.1 below)
lim
a2(z)→∞
̺
H/Γ0(2)
2
(ζ, z)=−1
2
, α2(ζ) ∈C; lim
a3(z)→∞
̺
H/Γ0(3)
2
(ζ, z)=−1
3
, α3(ζ) ∈C, (2.1.9)
and α4(z) never diverges for z ∈ H. (Here, we note that α2(z) = ∞ corresponds to the period-
2 elliptic point m
Γ0(2)
z = 2, z ∈ Γ0(2) i−12 ; while α3(z)=∞ corresponds to the period-3 elliptic point
m
Γ0(3)
z = 3, z ∈Γ0(3)3+i
p
3
6
. The orbit space X0(4)(C)=Γ0(4)\H∗ contains no elliptic points: mΓ0(4)z ≡
1,∀z ∈H.) This completes the verification of criterion (AGF1∗).
It is relatively straightforward to show that the integral representation in Eq. 2.1.1′ satisfies
the correct differential equation in the variable z, as dictated by criterion (AGF2∗). This is be-
cause [
y2
(
∂2
∂x2
+ ∂
2
∂y2
)
−2
][
y
∂
∂y
f (z)
y
]
= 0 (2.1.10)
holds for any complex-analytic function f (z)= f (x+ i y).
The verification of criterion (AGF3∗) naturally breaks down into two subtasks: the logarithmic
asymptotics at the diagonal and the vanishing behavior at the cusps.
For the logarithmic asymptotics, we may momentarily assume that z′ is not an elliptic point, so
that m
Γ0(N)
z′ = 1 and αN (z′) is finite. As z approaches z′, the first term in Eq. 2.1.2 dominates the
contribution to ̺
H/Γ0(N)
2
(ζ, z), so the integral representation in Eq. 2.1.1 goes asymptotically as
∼ 4π
2
y′
Re
∫i∞
z′
αN (ζ)[1−αN(ζ)][NE2(Nζ)−E2(ζ)]2
αN (z)[1−αN(z)]
[αN (ζ)−αN(z)]2
(ζ− z′)(ζ− z′)dζ
i(N−1)2
∼ −Re
∫2z′
z′
[α′
N
(ζ)]2
αN(ζ)[1−αN(ζ)]
αN(z)[1−αN(z)]
[α′
N
(ζ)]2(ζ− z)2
(ζ− z′)(ζ− z′)dζ
i y′
=−Re
∫2z′
z′
1
ζ− z
(z′− z′)dζ
i y′
+O(1)
= 2log |z′− z|+O(1). (2.1.11)
Before analyzing the behavior of Eq. 2.1.1 near the infinite cusp z→ i∞, we note that Eqs. 2.1.4
and 2.1.5 allow us to compute the following limit:
̺
H/Γ0(N)
2
(ζ, z)= (1−N) y
2π
∂
∂y
{
1
y
1
[αN(ζ)−αN (z)][NE2(Nz)−E2(z)]
}
→ 0, as z→ i∞ (2.1.12)
for every fixed ζ ∈H.
3The identities listed in Eq. 2.1.8 are classical. They can be traced back to Ramanujan’s alternative-base represen-
tations for the Weierstraß discriminant ∆(z)= [η(z)]24 [9, Chap. 33, Corollary 3.4, Theorem 9.10 and Theorem 11.6]
and weight-2 Eisenstein series [9, Chap. 33, Theorem 9.11], [9, Chap. 33, Corollary 2.11], [8, Chap. 17, Entries
13(viii)–(ix)]. For an arithmetic perspective on such identities and their generalizations, see [34].
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We then exploit the path independence of the integral representation in Eq. 2.1.1′ and recast it
into
IN (z, z
′)= −Re
∫z′
0
i[α′
N
(ζ)]2̺
H/Γ0(N)
2
(ζ, z)
αN (ζ)[1−αN(ζ)]
ζ2dζ
y′
−Re
∫i∞
z′
i[α′
N
(ζ)]2̺
H/Γ0(N)
2
(ζ, z)
αN(ζ)[1−αN(ζ)]
2ζx′dζ
y′
+Re
∫i∞
z′
i[α′
N
(ζ)]2̺
H/Γ0(N)
2
(ζ, z)
αN (ζ)[1−αN(ζ)]
|z′|2dζ
y′
. (2.1.1′′)
We need to treat the three integrals in Eq. 2.1.1′′ separately in order to conclude that limz→i∞IN(z, z′)=
0. Here, by Eq. 2.1.12, we can conclude that the first integral in Eq. 2.1.1′′ vanishes as z tends to
the infinite cusp:
lim
z→i∞
Re
∫z′
0
i[α′
N
(ζ)]2̺
H/Γ0(N)
2
(ζ, z)
αN (ζ)[1−αN(ζ)]
ζ2dζ
y′
= 0. (2.1.13)
In Eq. 2.1.13, it is easy to bound |̺H/Γ0(N)
2
(ζ, z)| by a finite constant C ∈ (0,+∞) for z→ i∞ and
bounded |ζ|, and we have absolute integrability:
C
∫z′
0
∣∣∣∣∣ i[α
′
N
(ζ)]2
αN(ζ)[1−αN(ζ)]
∣∣∣∣∣ |ζ|2|dζ|y′ <+∞. (2.1.14)
(Bearing in mind that 1−αN(ζ)= αN(−1/(Nζ))=O(e−2πi/(Nζ)) and α′N(ζ)=O(|ζ|−2e−2πi/(Nζ)) when
Imζ→ 0+, one sees that the integrand above is bounded, hence absolutely integrable.) So, one
can interchange the limit and the integral sign in Eq. 2.1.13, according to the dominated conver-
gence theorem. Meanwhile, one can also apply the dominated convergence theorem to the second
integral in Eq. 2.1.1′′ after transforming it into an integral from 0 to z′:
−Re
∫i∞
z′
i[α′
N
(ζ)]2̺
H/Γ0(N)
2
(ζ, z)
αN (ζ)[1−αN(ζ)]
2ζx′dζ
y′
=Re
∫z′
0
i[α′
N
(ζ)]2̺
H/Γ0(N)
2
(ζ, z)
αN(ζ)[1−αN(ζ)]
2ζx′dζ
y′
→ 0, as z→ i∞.
(2.1.15)
Here, the first equality in Eq. 2.1.15 owes to the following vanishing identity:
Re
∫i∞
0
i[α′
N
(ζ)]2̺
H/Γ0(N)
2
(ζ, z)ζdζ
αN (ζ)[1−αN(ζ)]
= 0, ∀z ∈H. (2.1.16)
One can easily verify Eq. 2.1.16 for boundary points z ∈ H∩∂DN (Fig. 1c–e), that is, for all the
points z ∈H satisfying
|Re z| = 1
2
,Im z> 1
2
√
4−N
N
or − 1
2
<Re z< 0,
∣∣∣∣z+ 1N
∣∣∣∣= 1N or 0<Re z< 12 ,
∣∣∣∣z− 1N
∣∣∣∣= 1N ,
(2.1.17)
by choosing the contour of integration along the imaginary axis ζ/i ∈ (0,+∞). This is because in
such scenarios, αN(z), αN(ζ), iα
′
N
(ζ) and ̺
H/Γ0(N)
2
(ζ, z) are all real numbers. As the integral in
Eq. 2.1.16 is annihilated by the differential operator
−2+ y2
(
∂2
∂x2
+ ∂
2
∂y2
)
=−2− (z− z)2 ∂
∂z
∂
∂z
,
and satisfies homogeneous Dirichlet boundary condition on the domainDN bounded by the curves
specified in Eq. 2.1.17, we see that Eq. 2.1.16 must hold within DN . Such a vanishing identity
then extends to every z ∈ H, because the closure of the aforementioned domain H∩ (DN ∪∂DN )
tessellates the upper half-plane under the actions of Γ0(N) (N ∈ {2,3,4}). After the confirmation
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of the vanishing asymptotics for the first two integrals in Eq. 2.1.1′′, we need to handle the last
one with integration by parts:
Re
∫i∞
z′
i[α′
N
(ζ)]2̺
H/Γ0(N)
2
(ζ, z)
αN(ζ)[1−αN(ζ)]
dζ
= (N−1) y
2π
∂
∂y
Re
{
1
y
1
NE2(Nz)−E2(z)
∫i∞
z′
[α′
N
(ζ)]2
iαN(ζ)[1−αN(ζ)]
dζ
αN (ζ)−αN(z)
}
= y ∂
∂y
Re
{
1
y
1
NE2(Nz)−E2(z)
∫i∞
z′
[NE2(Nζ)−E2(ζ)]dlog[αN(ζ)−αN (z)]
}
= − y ∂
∂y
Re
{
1
y
1
NE2(Nz)−E2(z)
∫i∞
z′
log[αN(ζ)−αN (z)]
∂[NE2(Nζ)−E2(ζ)−N+1]
∂ζ
dζ
}
− y ∂
∂y
Re
{
1
y
NE2(Nz
′)−E2(z′)
NE2(Nz)−E2(z)
log[αN(z
′)−αN (z)]
}
. (2.1.18)
As y→+∞, one has αN(z)=O(e2πiz), NE2(Nz)−E2(z)=N−1+O(e2πiz), so accordingly,∫i∞
z′
log[αN(ζ)−αN (z)]
∂[NE2(Nζ)−E2(ζ)−N+1]
∂ζ
dζ
→
∫i∞
z′
log[αN(ζ)]
∂[NE2(Nζ)−E2(ζ)−N+1]
∂ζ
dζ ∈C
and the contributions to4
1
NE2(Nz)−E2(z)
∂
∂z
∫i∞
z′
log[αN(ζ)−αN (z)]
∂[NE2(Nζ)−E2(ζ)−N+1]
∂ζ
dζ
= 2πi[1−αN(z)]
N−1
(∫z− i3
z′
+
∫z+ i3
z− i3
+
∫i∞
z+ i3
)
αN(z)
αN (z)−αN(ζ)
∂[NE2(Nζ)−E2(ζ)−N+1]
∂ζ
dζ
can be decomposed into three parts:∣∣∣∣∣
∫z− i
3
z′
αN (z)
αN(z)−αN (ζ)
∂[NE2(Nζ)−E2(ζ)−N+1]
∂ζ
dζ
∣∣∣∣∣≤C1
∣∣∣∣∣
∫z− i
3
z′
|αN (z)|dζ
∣∣∣∣∣=O(|zαN (z)|);∣∣∣∣∣
∫z+ i
3
z− i
3
αN (z)
αN(z)−αN (ζ)
∂[NE2(Nζ)−E2(ζ)−N+1]
∂ζ
dζ
∣∣∣∣∣≤C2
∫π
0
|e2πiz+ 2πi3 eiφ |
|1− e 2πi3 eiφ|
dφ=O(e−πy);∣∣∣∣∣
∫i∞
z+ i
3
αN (z)
αN(z)−αN (ζ)
∂[NE2(Nζ)−E2(ζ)−N+1]
∂ζ
dζ
∣∣∣∣∣≤C3
∣∣∣∣∣
∫i∞
z+ i
3
αN(z)e
2πiζ
αN (z)−αN(ζ)
dζ
∣∣∣∣∣=O(|zαN (z)|),
where C1, C2 and C3 are constant bounds, deducible from the mean value theorems for inte-
gration. As a consequence, one can verify that the expression in Eq. 2.1.18 has order O(1/y) as
z→ i∞.
From the result limz→i∞IN (z, z′) = 0 proved in the last paragraph, we can also deduce the
vanishing behavior at another cusp limz→0IN (z, z′) = 0. This becomes possible once we confirm
that IN (z, z
′) respects the Fricke involution in the same way as GH/Γ0(N)
2
(z, z′) (Eq. 2.0.4). Indeed,
4Exploiting the symmetry of the integral in question, one may assume that the points z and z′ are both in the
closure of the fundamental domain DN ∪∂DN . For sufficiently large y= Im z, one can then designate the integration
paths in the ζ-plane as follows: the path joining z′ to z− i
3
is a straight line segment; the path connecting z− i
3
to
z+ i
3
is a semi-circle with radius 1/3; the path extending from z+ i
3
to i∞ runs parallel to the Imζ-axis. It is ready to
check that αN (z) 6=αN (ζ) along these integration paths.
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by the symmetry ̺
H/Γ0(N)
2
(ζ, z) = ̺H/Γ0(N)
2
(−1/(Nζ),−1/(Nz)) along with Eqs. 2.1.1′′ and 2.1.16, we
can verify that
IN (z, z
′)−IN
(
− 1
Nz
,− 1
Nz′
)
=−Re
∫i∞
0
i[α′
N
(ζ)]2̺
H/Γ0(N)
2
(ζ, z)
αN(ζ)[1−αN(ζ)]
2ζx′dζ
y′
≡ 0. (2.1.19)
The orbit space Γ0(4)\H
∗ has a third cusp at z= 1/2. Akin to Eq. 2.1.9, one can compute
lim
z→1/2
̺
H/Γ0(4)
2
(ζ, z)= lim
a4(z)→∞
̺
H/Γ0(4)
2
(ζ, z)= 0, α4(ζ) ∈C. (2.1.20)
As we can always choose the paths of integration for I4(z, z
′) (Eq. 2.1.1′′) away from the cusp
z= 1/2, the vanishing limit limz→1/2I4(z, z′)= 0 follows directly from Eq. 2.1.20 and an application
of the dominated convergence theorem.
To summarize, we have verified that the integral representation IN (z, z
′) (N ∈ {2,3,4}) satisfies
all the three criteria (AGF1∗)–(AGF3∗), provided that z′ is not an elliptic point: mΓ0(N)
z′ = 1. Hence,
in these scenarios, IN(z, z
′) must be identical to the automorphic Green’s function GH/Γ0(N)
2
(z, z′),
according to Lemma 2.0.1. For the isolated elliptic points where m
Γ0(N)
z′ > 1, N ∈ {2,3}, one can
justify the integral representation in Eq. 2.1.1 by continuity in the variable z′. 
Remark 2.1.1.1. The function α3(z) is just the Ramanujan cubic invariant (see [9, Chap. 33, §§2–8]
and [2, Chap. 9]):
α3(z) :=
(
[η(z/3)]3
3[η(3z)]3
+1
)−3
=
(
[η(z)]12
27[η(3z)]12
+1
)−1
, z ∈Hr
(
Γ0(3)
3+ i
p
3
6
)
(2.1.21)
where the equivalence of the two definitions for α3(z) in Eq. 2.1.21 follows from the cubic modular
equation for the Dedekind eta function [8, p. 345, Eq. (iv)], which is also provable by the cubic
identity of Borwein–Borwein–Garvan [15]. The function 1/α3(z) extends to a holomorphic function
on H, with a third-order zero at z= (3+ i
p
3)/6, which corresponds to the period-3 elliptic point on
X0(3)(C)=Γ0(3)\H∗. Meanwhile, the modular lambda function λ(z) := 16[η(z/2)]8[η(2z)]16/[η(z)]24, z ∈
H is related to the modular invariants α2 and α4 as follows:
α2(z)= 1−
1
[1−2λ(2z+1)]2 ; α4(z)=λ(2z). (2.1.22)
One has λ(i)= 1/2, so α2(z) diverges at z= (i−1)/2, which corresponds to the period-2 elliptic point
on the orbit space X0(2)(C)=Γ0(2)\H∗. 
Remark 2.1.1.2. We note that the viability of the integral representations in Eq. 2.1.1 draws
heavily on the special geometric properties (Fig. 1c–e) of the compact Riemann surfaces Γ0(N)\H
∗
(N ∈ {2,3,4}). While the mapping αN : Γ0(N)\H∗ −→ C∪ {∞} remains bijective so long as (N −
1) divides 24 [34, Table 2], the regularity of αN(z)[1−αN(z)]/α′N(z) (see Eq. 2.1.8) will be lost
for N > 4. For example, the reader may check that α′5(z) vanishes at z = (±3+ i)/5, which are
the two non-equivalent period-2 elliptic points on Γ0(5)\H
∗ (see [34, Table 2, Theorem 5.5, and
Corollary 5.5.2]). Therefore, for N = 5, the integral in Eq. 2.1.1 is not regular at z = (±3+ i)/5,
thus failing criterion (AGF1∗). In fact, Eq. 2.1.1 ceases to be a valid integral representation for
automorphic Green’s functions on the Hecke congruence group Γ0(N) for all the higher levels N ≥
5. Nonetheless, integral representations like Eq. 2.1.1 do adapt to certain automorphic Green’s
functions on higher level Hecke congruence groups with Nebentypus characters. As an example,
for a special Dirichlet character
χ5(d)≡
(
d
5
)
=
(
5
d
)
=

1, d ≡±1 (mod 5)
−1, d ≡±2 (mod 5)
0, d ≡ 0 (mod 5)
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we have
G
H/(Γ0(5),χ5)
2
(z, z′) := −2
∑
γˆ=
(
a b
c d
)
∈Γ0(5)
χ5(d)Q1
(
1+ |z− γˆz
′|2
2Im z Im(γˆz′)
)
= π
2
y′
Re
∫i∞
z′
α5(ζ)
[η(ζ)]5
η(5ζ)
[5E2(5ζ)−E2(ζ)]̺H/(Γ0(5),χ5)2 (ζ, z)
(ζ− z′)(ζ− z′)dζ
i
− π
2
y′
Re
∫i∞
0
α5(ζ)
[η(ζ)]5
η(5ζ)
[5E2(5ζ)−E2(ζ)]̺H/(Γ0(5),χ5)2 (ζ, z)
ζ2dζ
i
, (2.1.23)
where the function
̺
H/(Γ0(5),χ5)
2
(ζ, z) :=− y
2π
∂
∂y
{
1
y
1−α5(z)
α5(ζ)−α5(z)
η(5z)
[η(z)]5
}
(2.1.24)
is regular for z ∈Hr (Γ0(5)ζ). 
The projective counterpart for SL(2,Z)≡Γ0(1) is the full modular group PSL(2,Z)= SL(2,Z)/{Iˆ,−Iˆ}.
The fundamental domain (Fig. 1a)
D :=
{
z ∈H
∣∣∣∣|z| > 1,−12 <Re z≤ 12
}
∪
{
z ∈H
∣∣∣∣|z| = 1,0≤Re z≤ 12
}
(2.1.25)
tessellates the upper half plane H under actions of the full modular group PSL(2,Z), generated
by the translation Tˆ : z 7→ z+ 1 and the inversion Sˆ : z 7→ −1/z (Fig. 1b). It is possible to as-
sign two univalent branches to the square root expression
p
( j(z)−1728)/ j(z) so that it induces
a smooth bijection between (D∪ SˆD)r {eπi/3, e2πi/3} and C. In particular, we shall require thatp
( j(z)−1728)/ j(z) > 0 for z/i > 1, and
p
( j(z)−1728)/ j(z) < 0 for 0 < z/i < 1. In this manner, we
have j(z)= j(−1/z),∀z ∈H, but
p
( j(z)−1728)/ j(z)=−
p
( j(−1/z)−1728)/ j(−1/z),∀z ∈Dr {eπi/3}.
Define
α1(z)=
1−
√
( j(z)−1728)/ j(z)
2
, ∀z ∈ (D∪ SˆD)r {eπi/3, e2πi/3} (2.1.26)
with the aforementioned convention about square roots, then we have
α1(z)= 1−α1
(
−1
z
)
, lim
z→i∞
α1(z)= 0, (2.1.27)
in parallel to Eq. 2.1.3. The definition in Eq. 2.1.26 can be smoothly extended to all z ∈ Hr
(SL(2,Z)eπi/3), by actions of an index-2 normal subgroup of SL(2,Z) [43, p. 86]. The derivative of
α1(z) can be computed from the differentiation formula for the j-invariant:
i
∂ j(z)
∂z
= 2π j(z)E6(z)
E4(z)
, a.e. z ∈H. (2.1.28)
With the preparations in the last two paragraphs, we can state and prove the Kontsevich–
Zagier integral representations for G
H/PSL(2,Z)
2
(z, z′) in the next proposition.
Proposition 2.1.2 (Kontsevich–Zagier Integral Representations for G
H/PSL(2,Z)
2
(z, z′)). For a pair
of non-equivalent points z, z′ ∈H such that j(z) 6= j(z′), one has
G
H/PSL(2,Z)
2
(z, z′)= 1728π
2
y′
Re
∫i∞
z′
E4(ζ)
j(ζ)
ρ
H/PSL(2,Z)
2
(ζ, z)
(ζ− z′)(ζ− z′)dζ
i
− 1728π
2
y′
Re
∫i∞
0
E4(ζ)
j(ζ)
ρ
H/PSL(2,Z)
2
(ζ, z)
ζ2dζ
i
, (2.1.29)
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where
ρ
H/PSL(2,Z)
2
(ζ, z)= [ j(ζ)]
2 j(z)
432[ j(ζ)− j(z)]2 −
2 j(ζ)[ j(ζ)+ j(z)]
[ j(ζ)− j(z)]2 +
j(ζ) j(z)
2592[ j(ζ)− j(z)]
E6(z)
[E4(z)]
2
[
E2(z)−
E6(z)
E4(z)
]
.
(2.1.30)
Here in Eq. 2.1.29, the integration paths can be arbitrary, provided that j(ζ) 6= j(z) along the way.
Proof. As in Proposition 2.1.1, we shall check criteria (AGF1∗)–(AGF3∗) for the variable z ∈H.
The symmetry property in (AGF1∗) follows from two simple observations. First, we point out
that the function ρ
H/PSL(2,Z)
2
(ζ, z) defined in Eq. 2.1.30 is regular so long as j(ζ) 6= j(z), according
to the following computation:
lim
j(z)→0
ρ
H/PSL(2,Z)
2
(ζ, z)= lim
E4(z)→0
ρ
H/PSL(2,Z)
2
(ζ, z)=−4
3
. (2.1.31)
Second, using Eq. 2.1.28 and Ramanujan’s differential equation for the Eisenstein series [41,
Eq. 30], one can rewrite Eq. 2.1.30 as
ρ
H/PSL(2,Z)
2
(ζ, z)= y
864π
∂
∂y
{
1
y
j(ζ) j(z)
j(ζ)− j(z)
E6(z)
[E4(z)]
2
}
, (2.1.30′)
so that one may confirm path independence by a variant of Eq. 2.1.6. Namely, given that f (γˆz)=
f (z) and M(γˆz)= (cz+d)4M(z) for ∀γˆ=
(
a b
c d
)
∈ SL(2,Z), the residues of the following three func-
tions of ζ ∈H:
M(ζ)ζn y
∂
∂y
{
1
y
f ′(z)
f (ζ)− f (z)
1
M(z)
}
=M(ζ)ζn y ∂
∂y
{
1
y
f ′(z)
f (γˆ−1ζ)− f (z)
1
M(z)
}
, n ∈ {0,1,2} (2.1.6′)
at the point ζ= γˆz are all real numbers:
− 1
Im(γˆz)
, (n= 0); −Re(γˆz)
Im(γˆz)
, (n= 1); − |(γˆz)|
2
Im(γˆz)
, (n= 2).
To verify the differential equation in criterion (AGF2∗), it would suffice to combine Eq. 2.1.30′
with Eq. 2.1.10.
For criterion (AGF3∗), the procedures for logarithmic asymptotics are essentially similar to that
of Proposition 2.1.1. For the verification of cusp behavior, we need a decomposition ρ
H/PSL(2,Z)
2
(ζ, z)=
̺(ζ, z)+̺(ζ,−1/z) where
̺(ζ, z)= y
i
∂
∂y
{
1
y
α1(z)[1−α1(z)]
[α1(ζ)−α1(z)]α′1(z)
}
= ̺
(
−1
ζ
,−1
z
)
. (2.1.32)
If we replace ρ
H/PSL(2,Z)
2
(ζ, z) by ̺(ζ, z) in the integrands of Eq. 2.1.29 and call the result I1(z, z
′),
then we can justify the limits limz→0I1(z, z′) = limz→i∞I1(z, z′)= 0 in the same fashion as what
we did for IN (z, z
′),N ∈ {2,3,4} in Proposition 2.1.1. The right-hand side of Eq. 2.1.29, being equal
to I1(z, z
′)+I1(−1/z, z′), should thus vanish as z goes to the infinite cusp i∞.
This completes the justification of the integral representation in Eq. 2.1.29. 
Remark 2.1.2.1. Recalling the asymptotic behavior of automorphic Green’s functions [27, §5]:
G
H/PSL(2,Z)
s (z1, z2)∼
2π
1−2s
y1−s
1
ys
2
ζ(2s)
∑
m,n∈Z
m2+n2 6=0
1
|mz2+n|2s
, y1→+∞,Res> 1 (2.1.33)
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we now have
∑
m,n∈Z
m2+n2 6=0
y2
|mz+n|4 = −
π3
60
lim
y′→+∞
G
H/PSL(2,Z)
2
(z, z′)y′
= 144π
5
5
Re
∫i∞
0
E4(ζ)
j(ζ)
ρ
H/PSL(2,Z)
2
(ζ, z)
ζ2dζ
i
, (2.1.34)
where each one of the three terms is SL(2,Z)-invariant with respect to z.
For z= i, one has the asymptotic behavior
G
H/PSL(2,Z)
s (z, i)∼
4π
1−2s
2ζ(s)L(s,χ−4)
ζ(2s)ys−1
:= 4π
1−2s
2ζ(s)
ζ(2s)ys−1
∞∑
n=0
(−1)n
(2n+1)s , y→+∞, (2.1.35)
according to Eq. 2.1.33 and an integration of the two-squares theorem [47, p. 298]
∑
m,n∈Z
m2+n2 6=0
ys−1e−(m
2+n2)y = 2
∞∑
ℓ=1
ys−1
coshℓy
(2.1.36)
over y ∈ (0,+∞). In Eq. 2.1.35, we have used the following notation for L-functions:
L(s,χD) :=
∞∑
n=1
(
D
n
)
1
ns
(2.1.37)
where
( ·
n
)
is the Jacobi–Kronecker symbol.
In particular, for s = 2, the right-hand side of Eq. 2.1.35 involves Catalan’s constant G :=∑∞
n=0(−1)n(2n+1)−2 = 12
∫∞
0 y/(cosh y)d y. Noting that Eq. 2.1.30 entails ρ
H/PSL(2,Z)
2
(ζ, i)= 2 j(ζ)/[ j(ζ)−
1728]= 2 j(ζ)∆(ζ)/[E6(ζ)]2, one may combine Eqs. 2.1.29 and 2.1.34 into the following identity:
G
H/PSL(2,Z)
2
(i, z)=−40G
πy
−3456π2Re
∫∞
z/i
E4(it)∆(it)
[E6(it)]
2
(t+ ix)2− y2
y
d t, j(z) 6= 1728, (2.1.38)
which incorporates the integral representation of G
H/PSL(2,Z)
2
(i, i
p
2) (Eq. 1.3.1) mentioned in the
survey of Kontsevich–Zagier [32] as a special case. 
Remark 2.1.2.2. So far, for an arbitrary pair of non-equivalent points z, z′ ∈H, we have furnished
integral representations for weight-4 automorphic Green’s functions on the congruence subgroups
PSL(2,Z)= Γ0(1), Γ0(2), Γ0(3) and Γ0(4), in the spirit of Kontsevich and Zagier. This completes
the proof of Theorem 1.2.1(a), as well as the k = 4 case of Theorem 1.2.1(c). The Gross–Kohnen–
Zagier algebraicity conjecture (boxed equation in §1.1) can be accessed by the analysis of the cor-
responding integral representations of automorphic Green’s functions at all the CM points. One
may wish to carry on Mellit’s algebro-geometric proof of the claim exp(G
H/PSL(2,Z)
2
(z, i)Imz) ∈ Q
at CM values of z [38] to the analysis of other integral representations in this subsection (as
well as the rest of Theorem 1.2.1), in an attempt to verify the Gross–Kohnen–Zagier algebraicity
conjecture for all the cusp-form-free scenarios. Whilst it is plausible to pursue such an abstract
approach to the Gross–Kohnen–Zagier algebraicity of automorphic Green’s functions in the lan-
guage of Arakelov intersections and Chow groups for elliptic curves [57, 38] as well as Mellit’s
criterion of “geometric representability” [38], it is beyond the scope of this article. In the rest of
this paper (see, in particular, §§2.2, 3.2 and 3.4), we will only evaluate a special subset of weight-4
automorphic Green’s functions, using explicit and constructive methods. 
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2.2. Addition Formulae and Legendre–Ramanujan Representations for Automorphic
Green’s Functions. The automorphic Green’s functions on different congruence subgroups are
related to each other by some “addition formulae”. Apart from the congruence subgroups Γ0(N)
(N ∈ {1,2,3,4}) studied in §2.1, it is sometimes useful to consider the Λ-group and ϑ-group, so as
to facilitate the statements for certain types of “addition formulae”.
Here, theΛ-groupΛ≡Γ(2) is identical to the principal congruence subgroup of level 2, where [45,
Eq. 1.6.1]:
SL(2,Z)⊇Γ0(N)⊇Γ(N) :=
{(
Na+1 Nb
Nc Nd+1
)∣∣∣∣a,b, c,d ∈Z, (Na+1)(Nd+1)−N2bc= 1} .
The Λ-group characterizes the symmetry of the modular lambda function λ(z) := 16[η(z/2)]
8[η(2z)]16
[η(z)]24
,
z ∈H, as λ(γˆz) = λ(z) for any γˆ ∈ Λ. The canonical isomorphism Γ0(4) −→ Γ(2) is induced by the
duplication map
(
2 0
0 1
)
: z 7→ 2z [55, p. 28]. Therefore, one has (see Eq. 2.1.22)
G
H/Γ0(4)
s (z1, z2)=GH/Γ(2)s (2z1,2z2), z1 ∈Hr (Γ0(4)z2),Res> 1. (2.2.1)
The function 1−α2((z−1)/2)= 1/[1−2λ(z)]2 (see Eq. 2.1.22) is invariant under the transforma-
tions Tˆ2 : z 7→ z+2 and Sˆ : z 7→ −1/z, which are generators of the projective ϑ-group Γϑ [43, p. 85].
The ϑ-group Γϑ is related to the Hecke congruence group Γ0(2) by a conjugation [43, p. 86]:(
1 −1
1 0
)
Γ0(2)=Γϑ
(
1 −1
1 0
)
. (2.2.2)
Naturally, one can show that
G
H/Γϑ
s (z, z
′)=GH/Γ0(2)s
(
− 1
z−1 ,−
1
z′−1
)
=GH/Γ0(2)s
(
z−1
2
,
z′−1
2
)
, (2.2.3)
by invoking the conjugation relation Γ0(2)
∼= Γϑ (Eq. 2.2.2) as well as the Fricke involution on
Γ0(2)\H
∗ (Eq. 2.0.4).
Proposition 2.2.1 (Some Addition Formulae for Automorphic Green’s Functions). We have the
following algebraic identities whenever all the summands are finite:
G
H/PSL(2,Z)
s (z, z
′)=GH/Γϑs (z, z′)+GH/Γϑs
(
− z+1
z
, z′
)
+GH/Γϑs (z+1, z′), (2.2.4)
G
H/PSL(2,Z)
s (z, z
′)=GH/Γ0(3)s (z, z′)+GH/Γ0(3)s
(
−1
z
, z′
)
+GH/Γ0(3)s
(
− 1
z+1 , z
′
)
+GH/Γ0(3)s
(
− 1
z−1 , z
′
)
,
(2.2.5)
G
H/PSL(2,Z)
s (z, z
′)=GH/Γ(2)s (z, z′)+GH/Γ(2)s
(
−1
z
, z′
)
+GH/Γ(2)s
(
− z+1
z
, z′
)
+GH/Γ(2)s
(
z
z+1 , z
′
)
+GH/Γ(2)s (z+1, z′)+GH/Γ(2)s
(
− 1
z+1 , z
′
)
, (2.2.6)
G
H/Γ0(2)
s (z, z
′)=GH/Γ(2)s (z, z′)+GH/Γ(2)s (z+1, z′), (2.2.7)
G
H/Γϑ
s (z, z
′)=GH/Γ(2)s (z, z′)+GH/Γ(2)s
(
−1
z
, z′
)
. (2.2.8)
Proof. One simply goes through criteria (AGF1∗)–(AGF3∗) for the right-hand side of each pro-
posed formula, with respect to the variable z. The details of these routine procedures are left to
the readers. 
Remark 2.2.1.1. The numbers of terms on both sides of Eqs. 2.2.4–2.2.6 are consistent with the
indices of subgroups [Γ0(1) :Γ0(2)]= 3, [Γ0(1) :Γ0(3)]= 4 and [Γ0(1) :Γ0(4)]= 6 (see Fig. 1f ), while
the situations in Eqs. 2.2.7 and 2.2.8 are compatible with [Γ0(2) : Γ0(4)] = [Γ0(1) : Γ0(4)]/[Γ0(1) :
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Γ0(2)]= 2. If our scope is not restricted to the groups isomorphic to Γ0(N) (N ∈ {1,2,3,4}), then it
is also possible to construct other addition formulae in a similar spirit. 
The integral representations for G
H/Γ0(N)
2
(z, z′) (N ∈ {1,2,3,4}) in Eqs. 2.1.1 and 2.1.29 involve
the Eisenstein series. One can recast such integral representations in terms of fractional de-
gree Legendre functions P−1/2, P−1/3, P−1/4 and P−1/6. The case of P−1/2 is directly related to
the complete elliptic integral of the first kind K(
p
λ)= π
2
P−1/2(1−2λ)=
∫π/2
0 (1−λcos2θ)−1/2dθ,λ ∈
Cr [1,+∞). By convention, for λ> 1, one defines K(
p
λ) :=K(
p
λ− i0+)=K(
p
λ+ i0+). The other
three Legendre functions P−1/3, P−1/4 and P−1/6 feature prominently in Ramanujan’s elliptic func-
tion theory to alternative bases [9, Chap. 33].
For any complex degree ν, the Legendre function of the first kind Pν is defined via the Mehler–
Dirichlet integral
Pν(1)= 1; Pν(cosθ) :=
2
π
∫θ
0
cos
(2ν+1)β
2p
2(cosβ−cosθ)
dβ, θ ∈ (0,π),ν∈C, (2.2.9)
and admits an analytic continuation as a well-defined function on the slit plane: Pν(ξ),ξ ∈ Cr
(−∞,−1]. In particular, for −1< ν< 0, one can use the Euler integral representation of hypergeo-
metric functions:5
2F1
(
a,b
c
∣∣∣∣w)= Γ(c)
Γ(b)Γ(c−b)
∫1
0
tb−1(1− t)c−b−1(1− tw)−ad t, Re c>Reb> 0,−π< arg(1−w)<π
(2.2.10)
to define Pν(ξ) = 2F1
( −ν,ν+1
1
∣∣ 1−ξ
2
)
,ξ ∈ Cr (−∞,−1]. Hereinafter, unless explicitly specified other-
wise (such as the sign convention for
p
( j(z)−1728)/ j(z)), fractional powers of non-zero complex
numbers are taken as wν := eν logw where logw := log |w|+ iargw, log |w| ∈R and −π< argw≤π.
Proposition 2.2.2 (Integral Representations for G
H/Γ0(N)
2
(z, z′), N ∈ {1,2,3,4} Using Legendre
Functions). For degrees ν ∈ {−1/2,−1/3,−1/4,−1/6}, the function
Rν(ξ) :=
1−ξ2
Pν(ξ)
dPν(ξ)
dξ
+ 1−ξ
2
Pν(−ξ)
dPν(−ξ)
dξ
− sin(νπ)
π
 1[Pν(ξ)]2 Im iPν(−ξ)Pν(ξ) −
1
[Pν(−ξ)]2 Im iPν(ξ)Pν(−ξ)
 ,
(2.2.11)
is well-defined for ξ ∈ Cr ((−∞,−1]∪ [1,+∞)), and extends continuously to all ξ ∈ C, smoothly
across the branch cut of Pν(ξ),ξ∈Cr (−∞,−1]:
Rν(1)=−Rν(−1) := lim
ξ→1
Rν(ξ)= 0; Rν(ξ)=−Rν(−ξ) :=Rν(ξ+ i0+)≡Rν(ξ− i0+), ∀ξ> 1. (2.2.12)
For degrees ν ∈ {−1/2,−1/3,−1/4,−1/6}, and the corresponding levels N = 4sin2(νπ) ∈ {1,2,3,4},
define
̺2,ν(ξ|z) :=
4αN(z)[1−αN(z)]
[ξ−1+2αN(z)]2
− Rν(1−2αN(z))
ξ−1+2αN(z)
, a.e. ξ ∈C, z ∈H, (2.2.13)
and ρ2,−1/6(ξ|z)= ̺2,−1/6(ξ|z)+̺2,−1/6(ξ|−1/z), then we have an integral representation
G
H/PSL(2,Z)
2
(z, z′)= π
Im
iP−1/6(−
p
( j(z′)−1728)/ j(z′))
P−1/6(
p
( j(z′)−1728)/ j(z′))
Re
∫1
p
( j(z′)−1728)/ j(z′)
[P−1/6(ξ)]2ρ2,−1/6(ξ|z)×
5In our notation, the upright Γ is reserved for the Euler integral of the second kind Γ(ξ) :=
∫∞
0 t
ξ−1e−td t,ξ> 0 and
its analytic continuation, in contrast to the congruence subgroup Γ set in slanted typeface.
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×
 iP−1/6(−ξ)
P−1/6(ξ)
− iP−1/6(−
√
( j(z′)−1728)/ j(z′))
P−1/6(
√
( j(z′)−1728)/ j(z′))
×
×
 iP−1/6(−ξ)
P−1/6(ξ)
−
(
iP−1/6(−
√
( j(z′)−1728)/ j(z′))
P−1/6(
√
( j(z′)−1728)/ j(z′))
)dξ
+ π
Im
iP−1/6(−
p
( j(z′)−1728)/ j(z′))
P−1/6(
p
( j(z′)−1728)/ j(z′))
Re
∫1
−1
[P−1/6(ξ)]2ρ2,−1/6(ξ|z)dξ, a.e. z, z′ ∈H
(2.2.14)
and the following integral representations for ν ∈ {−1/2,−1/3,−1/4} and N = 4sin2(νπ) ∈ {2,3,4}:
G
H/Γ0(N)
2
(z, z′)= πp
N Im
iPν(2αN (z′)−1)
Pν(1−2αN (z′))
Re
∫1
1−2αN (z′)
[Pν(ξ)]
2̺2,ν(ξ|z)×
×
[
iPν(−ξ)
Pν(ξ)
− iPν(2αN(z
′)−1)
Pν(1−2αN(z′))
][
iPν(−ξ)
Pν(ξ)
−
(
iPν(2αN(z′)−1)
Pν(1−2αN(z′))
)]
dξ
+ πp
N Im
iPν(2αN (z′)−1)
Pν(1−2αN (z′))
Re
∫1
−1
[Pν(−ξ)]2̺2,ν(ξ|z)dξ, a.e. z, z′ ∈H. (2.2.15)
Here in Eqs. 2.2.14 and 2.2.15, the paths of integration can be taken as any curves in the double
slit plane ξ ∈Cr ((−∞,−1]∪ [1,+∞)) that miss the singularities of the integrands.
Proof. From Ramanujan’s elliptic function theory to alternative bases, one may read off the fol-
lowing identities (see [9, Chap. 33, Theorem 11.6, Theorem 9.11, Corollary 2.11] and [8, Chap. 17,
Entries 13(viii)–(ix)]):[
P−1/6
(√
j(z)−1728
j(z)
)]12
=∆(z) j(z)= [E4(z)]3, Im z> 0, |Re z| <
1
2
, |z+1| > 1, |z−1| > 1; (2.2.16)
[Pν(1−2αN(z))]2 =
NE2(Nz)−E2(z)
N−1 , Im z> 0, |Re z| <
1
2
,
∣∣∣∣z+ 1N
∣∣∣∣> 1N ,
∣∣∣∣z− 1N
∣∣∣∣> 1N .
(2.2.17)
Here, in Eq. 2.2.17, the degree ν ∈ {−1/2,−1/3,−1/4} corresponds to level N = 4sin2(νπ) ∈ {2,3,4}.
Referring back to Eqs. 2.1.4 and 2.1.8, we see that with ν ∈ {−1/2,−1/3,−1/4,−1/6}, the relation
Pν(ξ) 6= 0 holds for ξ ∈Cr ((−∞,−1]∪ [1,+∞)). Thus, Eq. 2.2.11 is well defined.
By taking ratios of a formula (any one among Eq. 2.2.16 and the three forms of Eq. 2.2.17) at a
pair of points z and −1/(Nz), where N ∈ {1,2,3,4}, one can verify the following formulae:
z= iPν(2αN(z)−1)p
NPν(1−2αN(z))
, Im z> 0, |Re z| < 1
2
,
∣∣∣∣z+ 1N
∣∣∣∣> 1N ,
∣∣∣∣z− 1N
∣∣∣∣> 1N (2.2.18)
after extracting appropriate roots, and recalling that E2(−1/(Nw)) = N2w2E2(Nw), ∆(−1/z) =
z12∆(z). With the Legendre differential equation and special values of the Legendre function,
one can verify the following differentiation formula that appeared in Ramanujan’s notebooks [7,
p. 88]:
d
dξ
Pν(−ξ)
Pν(ξ)
=−2
π
sin(νπ)
(1−ξ2)[Pν(ξ)]2
, ξ ∈Cr ((−∞,−1]∪ [1,+∞)). (2.2.19)
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Using the information above, together with Ramanujan’s differential equation for the Eisenstein
series [41, Eq. 30], one can verify the following identities:
R−1/6
(√
j(z)−1728
j(z)
)√
j(z)−1728
j(z)
= − E6(z)
3[E4(z)]2
[
E2(z)−
E6(z)
E4(z)
]
, (2.2.20)
Rν(1−2αN(z))= −
N−1
6
N2[E2(Nz)]
2−N2E4(Nz)− [E2(z)]2+E4(z)
[NE2(Nz)−E2(z)]2
,
(2.2.21)
where ν ∈ {−1/2,−1/3,−1/4} corresponds to N = 4sin2(νπ) ∈ {2,3,4}. This proves the continuous ex-
tensibility of Rν for ν ∈ {−1/2,−1/3,−1/4,−1/6} (Eq. 2.2.12). Upon variable substitutions according
to Eq. 2.2.18, one can show that ρ2,−1/6(1−2α1(ζ)|z)= ρH/PSL(2,Z)2 (ζ, z) as well as ̺2,ν(1−2αN(ζ)|z)=
̺
H/Γ0(N)
2
(ζ, z) for ν ∈ {−1/2,−1/3,−1/4} and N = 4sin2(νπ) ∈ {2,3,4}. This finally reveals the analytic
connections between Eqs. 2.2.14 and 2.1.29 (resp. 2.2.15 and 2.1.1) . 
Remark 2.2.2.1. If z is a CM point, then one can use the explicit formulae in Eqs. 2.2.20 and
2.2.21 to verify that the respective values of Rν are solvable algebraic numbers (see Eq. 1.2.9 and
Appendix A). Consequently, the related expression ̺ν(ξ|z) will be an algebraic function of ξ with
algebraic coefficients. Recalling the Euler integral representation for hypergeometric functions
from Eq. 2.2.10, we see that Eqs. 2.2.14 and 2.2.15 (up to an overall factor that is an integer
power of π) are integrals of algebraic functions over algebraic domains, if both z and z′ are CM
points. This qualifies them as Kontsevich–Zagier periods [32, §1.1]. As pointed out in the survey
of Kontsevich and Zagier [32, §3.4], the conjectural relation
p
y1y2G
H/Γ0(N)
2
(z1, z2) ∈ logQ (where
N ∈ {1,2,3,4}, [Q(z1) :Q]= [Q(z2) :Q]= 2, z1 ∉Γ0(N)z2) is a type of “period identity”. 
Remark 2.2.2.2. Now we showcase a few examples where the “period identity at CM points”
p
y1y2
G
H/Γ0(N)
2
(z1, z2) ∈ logQ can be proved by elementary manipulations of integrals.
For ν ∈ {−1/6,−1/4,−1/3}, the integral representations in Eqs. 2.2.14 and 2.2.15 immediately
bring us some special values of automorphic Green’s functions:
G
H/PSL(2,Z)
2
(
1+ i
p
3
2
,
ip
1
)
= − 8π
3
∫1
0
[P−1/6(ξ)]2dξ=−
12p
3
log(2+
p
3), (2.2.22)
G
H/Γ0(2)
2
(
i−1
2
,
ip
2
)
= − πp
2
∫1
0
[P−1/4(ξ)]2dξ=−
4p
2
log(1+
p
2), (2.2.23)
G
H/Γ0(3)
2
(
3+ i
p
3
6
,
ip
3
)
= − 2π
3
p
3
∫1
0
[P−1/3(ξ)]2dξ=−2log2. (2.2.24)
In all these three cases of G
H/Γ0(N)
2
(z, z′), we have αN (z) = ∞ (see Eqs. 2.1.9 and 2.1.31) and
αN (z
′) = 1/2, so it is clear that the values of the respective automorphic Green’s functions are
certain algebraic multiples of
π
∫1
0
[Pν(ξ)]
2dξ= π
2ν+1
{
1+ sin(νπ)
π
[
ψ(0)
(
ν+2
2
)
−ψ(0)
(
ν+1
2
)]}
, ν ∈Cr {−1/2}. (2.2.25)
Here, the logarithmic derivatives of Euler’s gamma function are the polygamma functionsψ(m)(w) :=
dm+1 logΓ(w)/dwm+1 for m ∈ Z≥0. The integral formula in Eq. 2.2.25 (see [25, item 7.113.1]) can
be proved by simple applications of the Legendre differential equations. For w ∈Q∩(0,1), one can
evaluate ψ(0)(w) using the explicit formula provided by the digamma theorem of Gauß [5, §1.7.3].
This leads to the logarithmic expressions in Eqs. 2.2.22–2.2.24.
Exploiting the addition formulae in Proposition 2.2.1, one can deduce a few special values of
G
H/Γ0(4)
2
(z/2, i/
p
4) = GH/Γ(2)
2
(z, i) = GH/Γϑ
2
(z, i)/2 = GH/Γ0(2)
2
((z−1)/2, (i−1)/2)/2 (see Eqs. 2.2.1, 2.2.8
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and 2.2.3) that are related to Eqs. 2.2.22 and 2.2.23:
− 2p
3
log(2+
p
3)=
G
H/Γ0(2)
2
(eπi/3, i)
2
=GH/Γ(2)
2
(eπi/3, i)=GH/Γ(2)
2
(i
p
3, i)=GH/Γ(2)
2
(e2πi/3, i)=GH/Γ(2)
2
(i/
p
3, i), (2.2.26)
− 2p
2
log(1+
p
2)=GH/Γ(2)
2
(−1+ i
p
2, i)=GH/Γ(2)
2
(
−1+ i
p
2
3
, i
)
=GH/Γ(2)
2
(
1+ i
p
2
3
, i
)
=GH/Γ(2)
2
(1+ i
p
2, i). (2.2.27)
The main idea here is the following four-fold symmetry:
GH/Γ(2)s (z, i)=GH/Γ(2)s
(
1+ z
1− z , i
)
=GH/Γ(2)s
(
−1
z
, i
)
=GH/Γ(2)s
(
z−1
z+1 , i
)
, (2.2.28)
which descends from the identityG
H/Γ(2)
s (z, i)=GH/Γ0(4)s (z/2, i/2)=GH/Γ0(4)s (−1/(2z), i/2)=GH/Γ(2)s (−1/z, i)
(see Eq. 2.0.4) along with Eqs. 2.2.3 and 2.2.8.
One can derive a special addition formula
G
H/PSL(2,Z)
s (z, i)= 2[GH/Γ(2)s (z, i)+GH/Γ(2)s (z+1, i)+GH/Γ(2)s (2z+1, i)] (2.2.29)
from Eqs. 2.2.6 and 2.2.28. 
Recalling the definition of the L-function L(s,χD) from Eq. 2.1.37, and that
G ≡ L(2,χ−4)=
∞∑
ℓ=0
(−1)ℓ
(2ℓ+1)2 =
ψ(1)
(
1
4
)
−ψ(1)
(
3
4
)
16
, (2.2.30)
L(2,χ−3)=
∞∑
ℓ=0
[
1
(3ℓ+1)2 −
1
(3ℓ+2)2
]
=
ψ(1)
(
1
3
)
−ψ(1)
(
2
3
)
9
, (2.2.31)
L(2,χ−8)= L(2,χ−2)=
∞∑
n=0
(−1)n(n−1)/2
(2n+1)2 =
ψ(1)
(
1
8
)
+ψ(1)
(
3
8
)
−ψ(1)
(
5
8
)
−ψ(1)
(
7
8
)
64
, (2.2.32)
we may state and prove some integral identities involving fractional degree Legendre functions
and these special L-values.
Proposition 2.2.3 (Integral Representations of Some Special L-Values). We have the following
identities:
L(2,χ−4)= −
π
40
lim
y′→+∞
G
H/PSL(2,Z)
2
(i, z′)y′ =−π
2
20
Re
∫1
−1
[P−1/6(ξ)]2
ξ2
dξ
= − π
16
lim
y′→+∞
G
H/Γϑ
2
(i, z′)y′ = π
2
32
∫1
−1
[P−1/4(ξ)]2dξ
= − π
8
lim
y′→+∞
G
H/Γ(2)
2
(i, z′)y′ =−π
2
16
Re
∫1
−1
[P−1/2(ξ)]2
ξ2
dξ; (2.2.33)
L(2,χ−3)= −
π
45
lim
y′→+∞
G
H/PSL(2,Z)
2
(
1+ i
p
3
2
, z′
)
y′ = 4π
2
135
∫1
−1
[P−1/6(ξ)]2dξ
= − 2π
9
lim
y′→+∞
G
H/Γ0(3)
2
(
3+ i
p
3
6
, z′
)
y′ = 2π
2
81
∫1
−1
[P−1/3(ξ)]2dξ
= − 2π
135
lim
y′→+∞
G
H/PSL(2,Z)
2
(i
p
3, z′)y′
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= − 56π
135
lim
y′→+∞
G
H/Γ0(3)
2
(
ip
3
, z′
)
y′ =−4π
2
81
Re
∫1
−1
[P−1/3(ξ)]2
ξ2
dξ; (2.2.34)
L(2,χ−2)= −
π
40
lim
y′→+∞
G
H/PSL(2,Z)
2
(i
p
2, z′)y′ =− π
16
lim
y′→+∞
G
H/Γϑ
2
(1+ i
p
2, z′)y′
= − π
16
lim
y′→+∞
G
H/Γ0(2)
2
(
ip
2
,
z′−1
2
)
y′ =−π
2
16
Re
∫1
−1
[P−1/4(ξ)]2
ξ2
dξ. (2.2.35)
Here, all the integration paths are taken as curves in the slit plane Cr (−∞,−1] that circumvent
the singularities of the integrands.
Proof. It is clear that all these integrals involving Legendre functions can be associated with
the claimed asymptotic behavior of automorphic Green’s functions, by Eqs. 2.2.14 and 2.2.15.
What remains to be shown are their connections to the special L-values. We shall explain such
connections for Eq. 2.2.34 in detail and sketch the proof for the rest.
The first equality in Eq. 2.2.34 follows from Eq. 2.1.33 and an integration of Ramanujan’s
formula (see [14], [6] or [10, Theorem 3.7.10])∑
m,n∈Z
m2+n2 6=0
ye−(m
2+mn+n2)y = 6
∞∑
ℓ=0
[
y
e(3ℓ+1)y−1 −
y
e(3ℓ+2)y−1
]
over y ∈ (0,+∞). The first two lines in Eq. 2.2.34 are related to each other by an addition formula
for z ∈Hr (SL(2,Z)1+i
p
3
2
):
G
H/PSL(2,Z)
2
(
z,
1+ i
p
3
2
)
=GH/Γ0(3)
2
(
z,
3+ i
p
3
6
)
+GH/Γ0(3)
2
(
z
3
,
3+ i
p
3
6
)
+GH/Γ0(3)
2
(
z+1
3
,
3+ i
p
3
6
)
+GH/Γ0(3)
2
(
z−1
3
,
3+ i
p
3
6
)
,
(2.2.36)
which can be proved by applying the Fricke involution (Eq. 2.0.4) to the last three terms on the
right-hand side of Eq. 2.2.5. In particular, Eq. 2.2.36 entails the ratio between the asymptotic
behavior of two automorphic Green’s functions:
lim
y→+∞G
H/PSL(2,Z)
2
(
z,
1+ i
p
3
2
)
y= (1+3+3+3) lim
y→+∞G
H/Γ0(3)
2
(
z,
3+ i
p
3
6
)
y. (2.2.37)
The third line in Eq. 2.2.34 is related to L(2,χ−3) by Eq. 2.1.33 and another generalization of the
two-squares theorem (Eq. 2.1.36) due to Ramanujan [10, p. 75, Eq. 3.7.8]:∑
m,n∈Z
m2+n2 6=0
ye−(3m
2+n2)y = 2
∞∑
ℓ=0
y
(
1
e(3ℓ+1)y−1 −
1
e(3ℓ+2)y−1
)
+4
∞∑
ℓ=0
y
(
1
e4(3ℓ+1)y−1 −
1
e4(3ℓ+2)y−1
)
.
(2.2.38)
The last line in Eq. 2.2.34 follows from an addition formula
G
H/PSL(2,Z)
2
(z, i
p
3)=GH/Γ0(3)
2
(
z,
ip
3
)
+GH/Γ0(3)
2
(
z
3
,
ip
3
)
+GH/Γ0(3)
2
(
z+1
3
,
ip
3
)
+GH/Γ0(3)
2
(
z−1
3
,
ip
3
)
,
(2.2.39)
which can be verified in a similar vein as Eq. 2.2.36.
The readers may fill in the details for Eqs. 2.2.33 and 2.2.35 by referring back to the addition
formulae in Eqs. 2.2.4, 2.2.8 and 2.2.29, as well as Ramanujan’s generalization of the two-squares
theorem to the sum |i
p
2m+n|2 = 2m2+n2 [10, Theorems 3.7.2 and 3.7.3]. 
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Remark 2.2.3.1. The following integral formula is a standard result [25, item 7.112.3]:∫1
−1
[Pν(ξ)]
2dξ= 2
2ν+1
[
1− 2sin
2(νπ)
π2
ψ(1)(ν+1)
]
, ν ∈Cr (Z<0∪ {−1/2}), (2.2.40)
and can be proved by Legendre differential equations. The first two lines in Eq. 2.2.34 imply the
following identity
5
∫1
−1
[P−1/3(ξ)]2dξ= 6
∫1
−1
[P−1/6(ξ)]2dξ. (2.2.41)
This can also be verified by spelling out both sides of Eq. 2.2.41 with the help of Eq. 2.2.40, before
invoking the duplication and reflection formulae of ψ(1)(w)= d2 logΓ(w)/dw2:
4ψ(1)(2w)=ψ(1)(w)+ψ(1)
(
w+ 1
2
)
=⇒ 4ψ(1)
(
1
3
)
=ψ(1)
(
1
6
)
+ψ(1)
(
2
3
)
, (2.2.42)
π2
sin2(πw)
=ψ(1)(w)+ψ(1)(1−w) =⇒ 4π2 =ψ(1)
(
1
6
)
+ψ(1)
(
5
6
)
= 3
[
ψ(1)
(
1
3
)
+ψ(1)
(
2
3
)]
, (2.2.43)
which descend from the respective properties of Euler’s gamma function. We will encounter some
higher-weight analogs of Eq. 2.2.41 later in Proposition 2.3.3 of §2.3.
A generic integral formula for
Re
∫1
−1
[Pν(ξ)]
2
ξ2
dξ, −1< ν< 0
will be given in Eq. 3.1.15. The readers are invited to check Eq. 3.1.15 against the special cases
ν ∈ {−1/2,−1/3,−1/4,−1/6} evaluated in the proposition above. 
2.3. Kontsevich–Zagier Integrals for Higher Weight Automorphic Green’s Functions.
In this subsection, we will treat the five remaining cases where there are no cusp forms on Γ0(N),
namely, dimS6(Γ0(2))= dimS6(Γ0(1))= dimS8(Γ0(1))= dimS10(Γ0(1))= dimS14(Γ0(1))= 0.
Proposition 2.3.1 (Kontsevich–Zagier Integral Representation for G
H/Γ0(2)
3
(z, z′)). For z ∉Γ0(2)z′,
we have the following integral representation:
G
H/Γ0(2)
3
(z, z′)= 4π
2
(y′)2
Re
∫i∞
z′
α2(ζ)[1−α2(ζ)][2E2(2ζ)−E2(ζ)]3̺H/Γ0(2)3 (ζ, z)
(ζ− z′)2(ζ− z′)2dζ
i
− 4π
2
(y′)2
Re
∫i∞
0
α2(ζ)[1−α2(ζ)][2E2(2ζ)−E2(ζ)]3̺H/Γ0(2)3 (ζ, z)
ζ4dζ
i
, (2.3.1)
where
̺
H/Γ0(2)
3
(ζ, z)= y
2
8π
(
∂
∂y
1
y
)2{ 1
α2(ζ)−α2(z)
1
[2E2(2z)−E2(z)]2
}
. (2.3.2)
Here, the invariant α2(z) is the same as the one prescribed in Eq. 2.1.3 or 2.1.22, and the paths of
integration should avoid the singularities of the integrands.
Proof. One can go through criteria (AGF1∗)–(AGF3∗) in a similar fashion as what we did in
Proposition 2.1.1. The only non-trivial step is to demonstrate that the integral representation
in Eq. 2.3.1 respects the Fricke involution (Eq. 2.0.4). While it is easy to verify ̺
H/Γ0(2)
3
(ζ, z) =
−̺H/Γ0(2)
3
(−1/(2ζ),−1/(2z)), we still need to show that (see Eq. 2.1.19)
Re
∫i∞
0
α2(ζ)[1−α2(ζ)][2E2(2ζ)−E2(ζ)]3̺H/Γ0(2)3 (ζ, z)
ζndζ
i
= 0, n ∈ {1,2,3}. (2.3.3)
For n ∈ {1,3}, the trick used in proving Eq. 2.1.16 is applicable to Eq. 2.3.3. It remains to verify
Eq. 2.3.3 for the scenario n = 2. This requires some new techniques, as elaborated in the rest of
the proof.
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As in the verification of Eq. 2.1.16, now it would suffice to prove
Re
∫i∞
0
α2(ζ)[1−α2(ζ)][2E2(2ζ)−E2(ζ)]3̺H/Γ0(2)3 (ζ, z)
ζ2dζ
i
= 0, (2.3.4)
for all the points z ∈H∩∂D2 (Fig. 1c) satisfying
|Re z| = 1
2
,Im z> 1
2
or − 1
2
<Re z< 0,
∣∣∣∣z+ 12
∣∣∣∣= 12 or 0<Re z< 12 ,
∣∣∣∣z− 12
∣∣∣∣= 12 ,
and choosing the contour of integration along the Imζ-axis. To fulfill this task, we shall produce
an explicit formula for ∫i∞
0
α2(ζ)[1−α2(ζ)][2E2(2ζ)−E2(ζ)]3
α2(ζ)−α2(z)
ζ2dζ
i
(2.3.5)
by manipulating elliptic integrals.
The following (degree-1) modular transformations for the complete elliptic integrals of the first
kind are well known.
(1) Imaginary modulus transformation:
K(
p
λ)= 1p
1−λ
K
√ λ
λ−1
 , λ ∈Cr [1,+∞). (2.3.6)
(2) Inverse modulus transformation:
K
(
1p
λ
)
=

p
λ[K(
p
λ)− iK(
p
1−λ)], Imλ> 0 or λ< 1;
p
λ[K(
p
λ)+ iK(
p
1−λ)], Imλ< 0 or λ> 1.
(2.3.7)
The transformation laws of the complete elliptic integral K (Eqs. 2.3.6–2.3.7) and the N = 4 case
of Eq. 2.2.18 together imply the following functional equations:
λ(z+1)= λ(z)
λ(z)−1 , λ
(
−1
z
)
= 1−λ(z), λ(z+2)=λ(z),
λ
(
− 1
z−1
)
= 1
1−λ(z) , λ
(
z
z+1
)
= 1
λ(z)
, λ
(
1− 1
z
)
= 1− 1
λ(z)
.
(2.3.8)
From a special case of Eq. 2.2.17, we know that
[P−1/4(1−2α2(w))]2 = 2E2(2w)−E2(w), Imw> 0, |Rew| <
1
2
,
∣∣∣∣w+ 12
∣∣∣∣> 12 ,
∣∣∣∣w− 12
∣∣∣∣> 12 . (2.3.9)
According to Ramanujan’s base-4 theory, the Legendre function of degree−1/4 satisfies [9, Chap. 33,
Eqs. 9.1 and 9.2]:
P−1/4(cosθ)=
2
π
1p
1+sin(θ/2)
K
(√
2sin(θ/2)
1+sin(θ/2)
)
= 2
p
2
π
1p
1+cos(θ/2)
K
(√
1−cos(θ/2)
1+cos(θ/2)
)
, 0≤ θ <π.
(2.3.10)
Now, it is clear that the integral in Eq. 2.3.4 is equal to
1
4π
∫1
−1
[P−1/4(ξ)P−1/4(−ξ)]2
ξ−1+2α2(z)
dξ= 8
π5
∫1
0
[K(
p
t)K(
p
1− t)]2
α2(z)−
(
t
2−t
)2 td t2− t = 8π5
∫1
0
[K(
p
t)K(
p
1− t)]2
α2(z)−
(
1−t
1+t
)2 (1− t)d t1+ t .
(2.3.4′)
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On one hand, we have the following identity by residue calculus:6
∫+∞+i0+
−∞+i0+
[K(
p
t)K(
p
1− t)]2
α2(z)−
(
1−t
1+t
)2 (1− t)d t1+ t
= πi
2
[
1−2λ(2z+1)
1−λ(2z+1)
]2[
K
(√
1
1−λ(2z+1) + i0
+
)
K
(√
λ(2z+1)
λ(2z+1)−1 − i0
+
)]2
= π
5 i
16
[P−1/4(1−2α2(z)+ i0+)P−1/4(2α2(z)−1− i0+)]2. (2.3.11)
Here in the last step, we have used the identities
P−1/4
(
1− 2
(1−2λ)2
)
= 1
π
√
2(2λ−1)
λ−1 K
√ 1
1−λ
= 1
π
√
2(2λ−1)
λ
K
√1
λ
 , a.e. λ ∈C; (2.3.12a)
P−1/4
(
2
(1−2λ)2 −1
)
=

2
p
1−2λ
π
K(
p
λ), Reλ< 1/2;
2
p
2λ−1
π
K(
p
1−λ), Reλ> 1/2,
(2.3.12b)
which follow from the transformation laws of the complete elliptic integrals (Eqs. 2.3.6–2.3.7) and
analytic continuations of Eq. 2.3.10. On the other hand, by some transformations of the complete
elliptic integrals of the first kind, we can establish an identity
Re
∫+∞+i0+
−∞+i0+
[K(
p
t)K(
p
1− t)]2
α2(z)−
(
1−t
1+t
)2 (1− t)d t1+ t
=
∫1
0
6[K(
p
t)K(
p
1− t)]2
α2(z)−
(
t
2−t
)2 td t2− t −Re
{
π5 i
32
[P−1/4(2α2(z)−1− i0+)]4
}
(2.3.11′)
for |Re z| = 1/2,Im z> 1/2. Concretely speaking, we have
∫+∞+i0+
1+i0+
[K(
p
t)K(
p
1− t)]2
α2(z)−
(
1−t
1+t
)2 (1− t)d t1+ t t=
1
1−s====== −
∫1+i0+
0+i0+
[
K
(√
1
1−s
)
K
(√
s
s−1
)]2
α2(z)−
(
s
2−s
)2 sd s(2− s)(1− s)2
Eq. 2.3.6======
Eq. 2.3.7
−
∫1
0
[K(
p
1− s)+ iK(ps)]2[K(ps)]2
α2(z)−
(
s
2−s
)2 sd s2− s ; (2.3.13)
∫0+i0+
−∞+i0+
[K(
p
t)K(
p
1− t)]2
α2(z)−
(
1−t
1+t
)2 (1− t)d t1+ t t=
s
s−1======
∫1−i0+
0−i0+
[
K
(√
1
1−s
)
K
(√
s
s−1
)]2
α2(z)−
(
1
1−2s
)2 d s(1−2s)(1− s)2
Eq. 2.3.6======
Eq. 2.3.7
∫1
0
[K(
p
1− s)− iK(ps)]2[K(ps)]2
α2(z)−
(
1
1−2s
)2 d s1−2s , (2.3.14)
6Hereafter, an integration “
∫b+i0+
a+i0+ ” (resp. “
∫b−i0+
a−i0+ ”) for a,b ∈ R∪ {−∞,+∞} is carried along a path parallel to the
real axis, whose imaginary part is a positive (resp. negative) infinitesimal.
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which add up to
Re
∫0+i0+
−∞+i0+
[K(
p
t)K(
p
1− t)]2
α2(z)−
(
1−t
1+t
)2 (1− t)d t1+ t +Re
∫+∞+i0+
1+i0+
[K(
p
t)K(
p
1− t)]2
α2(z)−
(
1−t
1+t
)2 (1− t)d t1+ t
= −
∫1
0
[K(
p
s)]4
α2(z)−
(
1
1−2s
)2 d s1−2s −
∫1
0
{[K(
p
1− t)]2− [K(pt)]2}[K(pt)]2
α2(z)−
(
t
2−t
)2 td t2− t
= − 1
2
∫1
0
[K(
p
s)]4− [K(
p
1− s)]4
α2(z)−
(
1
1−2s
)2 ds1−2s −
∫1
0
{[K(
p
1− t)]2− [K(pt)]2}[K(pt)]2
α2(z)−
(
t
2−t
)2 td t2− t . (2.3.15)
We can treat the remaining integral over s in the last line of Eq. 2.3.15 in two ways. By residue
calculus, we have∫+∞+i0+
−∞+i0+
[K(
p
s)]4− [K(
p
1− s)]4
α2(z)−
(
1
1−2s
)2 d s1−2s
= πi
2
[
1−2λ
(
−1
z
+1
)]2
[
K
(√
1−λ
(
−1
z
+1
))]4
−
[
K
(√
λ
(
−1
z
+1
))]4
= Re
{
π5 i
16
[P−1/4(2α2(z)−1− i0+)]4
}
(2.3.16)
for |Re z| = 1/2,Imz > 1/2. Meanwhile, transformations in the spirit of Eqs. 2.3.13 and 2.3.14
would bring us(∫0+i0+
−∞+i0+
+
∫+∞+i0+
1+i0+
)
[K(
p
s)]4− [K(
p
1− s)]4
α2(z)−
(
1
1−2s
)2 d s1−2s
=
∫1
0
{2[K(
p
t)]4− [K(
p
1− t)− iK(pt)]4− [K(
p
1− t)+ iK(pt)]4}
α2(z)−
(
1−t
1+t
)2 (1− t)d t1+ t
=
∫1
0
{12[K(
p
1− t)]2−2[K(pt)]2}[K(pt)]2
α2(z)−
(
t
2−t
)2 td t2− t . (2.3.17)
Thus, we see that the identity claimed in Eq. 2.3.11′ is a result of Eqs. 2.3.15–2.3.17.
To wrap up, we combine Eqs. 2.3.11 and 2.3.11′ into∫i∞
0
α2(ζ)[1−α2(ζ)][2E2(2ζ)−E2(ζ)]3
α2(ζ)−α2(z)
ζ2dζ
i
=−Im z+4(Im z)
3
12
[2E2(2z)−E2(z)]2 (2.3.5′)
where the integration is carried out along the Imζ-axis, and |Re z| = 1/2,Imz> 1/2. By differentia-
tion, we have justified Eq. 2.3.4 for |Re z| = 1/2,Imz> 1/2. The rest of the verification for Eq. 2.3.4
follows readily from the reflection formula ̺
H/Γ0(2)
3
(ζ, z)=−̺H/Γ0(2)
3
(−1/(2ζ),−1/(2z)). 
Remark 2.3.1.1. Due to the subtle restriction in Eq. 2.3.3, the integral representation forG
H/Γ0(2)
3
(z, z′)
does not immediately generalize to weight-6 automorphic Green’s functions with levels N > 2, or
to automorphic Green’s functions with weights higher than 6. Nevertheless, when one of the ar-
guments in the automorphic Green’s functions is a special CM point, say αN(z)=∞, it is possible
to establish certain integral representations for automorphic Green’s functions by going through
criteria (AGF1∗)–(AGF3∗) with respect to the other variable z′. Some examples of weights 6 and
10 are given below:
G
H/PSL(2,Z)
3
(
1+ i
p
3
2
, z′
)
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= 4π
2
9
[
Im
iP−1/6(−
p
( j(z′)−1728)/ j(z′))
P−1/6(
p
( j(z′)−1728)/ j(z′))
]2 Re
∫1
p
( j(z′)−1728)/ j(z′)
ξ[P−1/6(ξ)]4×
×
[
iP−1/6(−ξ)
P−1/6(ξ)
− iP−1/6(−
p
( j(z′)−1728)/ j(z′))
P−1/6(
p
( j(z′)−1728)/ j(z′))
]2[
iP−1/6(−ξ)
P−1/6(ξ)
−
(
iP−1/6(−
p
( j(z′)−1728)/ j(z′))
P−1/6(
p
( j(z′)−1728)/ j(z′))
)]2
dξ
+ 4π
2
9
[
Im
iP−1/6(−
p
( j(z′)−1728)/ j(z′))
P−1/6(
p
( j(z′)−1728)/ j(z′))
]2
∫1
−1
ξ[P−1/6(ξ)]4dξ, a.e. z′ ∈H; (2.3.18)
G
H/Γ0(2)
3
(
i−1
2
, z′
)
2
=GH/Γ(2)
3
(i,2z′+1)
= π
2
32
[
Im
iP−1/4(2α2(z′)−1)
P−1/4(1−2α2(z′))
]2 Re
∫1
1−2α2(z′)
ξ[P−1/4(ξ)]4×
×
[
iP−1/4(−ξ)
P−1/4(ξ)
− iP−1/4(2α2(z
′)−1)
P−1/4(1−2α2(z′))
]2[
iP−1/4(−ξ)
P−1/4(ξ)
−
(
iP−1/4(2α2(z′)−1)
P−1/4(1−2α2(z′))
)]2
dξ
+ π
2
32
[
Im
iP−1/4 (2α2(z′)−1)
P−1/4(1−2α2(z′))
]2
∫1
−1
ξ[P−1/4(ξ)]4dξ, a.e. z′ ∈H; (2.3.19)
G
H/Γ0(3)
3
(
3+ i
p
3
6
, z′
)
= π
2
54
[
Im
iP−1/3(2α3(z′)−1)
P−1/3(1−2α3(z′))
]2 Re
∫1
1−2α3(z′)
ξ[P−1/3(ξ)]4×
×
[
iP−1/3(−ξ)
P−1/3(ξ)
− iP−1/3(2α3(z
′)−1)
P−1/3(1−2α3(z′))
]2[
iP−1/3(−ξ)
P−1/3(ξ)
−
(
iP−1/3(2α3(z′)−1)
P−1/3(1−2α3(z′))
)]2
dξ
+ π
2
54
[
Im
iP−1/3 (2α3(z′)−1)
P−1/3(1−2α3(z′))
]2
∫1
−1
ξ[P−1/3(ξ)]4dξ, a.e. z′ ∈H; (2.3.20)
G
H/Γ0(2)
5
(
i−1
2
, z′
)
2
=GH/Γ(2)
5
(i,2z′+1)
= − π
4
6144
[
Im
iP−1/4 (2α2(z′)−1)
P−1/4(1−2α2(z′))
]4
∫1
1−2α2(z′)
ξ(5−6ξ2)[P−1/4(ξ)]8×
×
[
iP−1/4(−ξ)
P−1/4(ξ)
− iP−1/4(2α2(z
′)−1)
P−1/4(1−2α2(z′))
]4[
iP−1/4(−ξ)
P−1/4(ξ)
−
(
iP−1/4(2α2(z′)−1)
P−1/4(1−2α2(z′))
)]4
dξ
− π
4
6144
[
Im
iP−1/4 (2α2(z′)−1)
P−1/4(1−2α2(z′))
]4
∫1
−1
ξ(5−6ξ2)[P−1/4(ξ)]8dξ, a.e. z′ ∈H. (2.3.21)
Here, Eq. 2.3.19 reflects the fact that
lim
z→(i−1)/2
̺
H/Γ0(2)
3
(ζ, z)= π
8
[1−2α2(ζ)]. (2.3.22)
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The validity of Eq. 2.3.21 hinges on a non-trivial vanishing identity∫1
−1
ξ(5−6ξ2)[P−1/4(−ξ)]2[P−1/4(ξ)]6dξ= 0, (2.3.23)
which can be proved in a similar manner as Eq. 2.3.4. 
Proposition 2.3.2 (Kontsevich–Zagier Integral Representations forG
H/PSL(2,Z)
k/2
(z, z′) where k ∈ {6,8,10,14}).
With the notations for the Eisenstein series as given in Eqs. 1.2.1 and 1.2.7, we have the following
integral representations for weights k ∈ {6,8,10,14} and j(z) 6= j(z′):
G
H/PSL(2,Z)
k/2
(z, z′)= 1728π
2
(y′)(k−2)/2
Re
∫i∞
z′
Ek(ζ)
j(ζ)
ρ
H/PSL(2,Z)
k/2
(ζ, z)
(ζ− z′)(k−2)/2(ζ− z′)(k−2)/2dζ
i
− 1728π
2
(y′)(k−2)/2
Re
∫i∞
0
Ek(ζ)
j(ζ)
ρ
H/PSL(2,Z)
k/2
(ζ, z)
ζk−2dζ
i
(2.3.24)
where
ρ
H/PSL(2,Z)
k/2
(ζ, z)= (−1)
k/2
2(k−4)/2
1(
k−2
2
)
!
y(k−2)/2
864π
(
∂
∂y
1
y
)(k−2)/2 [ j(ζ) j(z)
j(ζ)− j(z)
E6(z)
E4(z)Ek(z)
]
. (2.3.25)
Here in Eq. 2.3.25, it is understood that j(z)E6(z)/[E4(z)Ek(z)]= [E4(z)]2E6(z)/[∆(z)Ek(z)] defines
a smooth function for all z ∈H, so that ρH/PSL(2,Z)
k/2
(ζ, z) is well-behaved when j(ζ) 6= j(z).
Proof. Contrary to the practice in Proposition 2.1.2, we shall go over criteria (AGF1∗)–(AGF3∗)
with respect to the variable z′. The major advantage of this approach is the simplification of the
proofs for criteria (AGF2∗) and (AGF3∗). Especially, it is easy to check the compatibility with the
cusp behavior: limz′→i∞G
H/PSL(2,Z)
k/2
(z, z′)= 0.
The remaining challenge resides in the symmetry criterion (AGF1∗). In particular, we need to
expend some effort to justify that the proposed integral representations in Eq. 2.3.24 are invari-
ant under the inversion z′ 7→ −1/z′. This amounts to the verification of the following vanishing
identities (see Eq. 2.3.3):
Re
∫i∞
0
Ek(ζ)
j(ζ)
ρ
H/PSL(2,Z)
k/2
(ζ, z)
ζndζ
i
= 0, n ∈ [2,k−4]∩ (2Z), |Rez| = 1
2
,Im z>
p
3
2
, (2.3.26)
where the paths of integration are along the Imζ-axis. Once Eq. 2.3.26 is confirmed, the vanishing
identity remains valid on (see Eq. 2.1.25)
H∩∂(D∪ SˆD)=
{
z ∈H
∣∣∣∣∣|Re z| = 12 ,Im z>
p
3
2
}
∪
{
z ∈H
∣∣∣∣|Re z| ≤ 12 , |z+1| = 1, |z−1| = 1
}
(2.3.27)
by the inversion Sˆ : z 7→ −1/z. Consequently, Eq. 2.3.26 is applicable to the whole fundamental
domain D (by a homogeneous Dirichlet boundary value problem) and to the entire upper half-
plane H (by tessellation under the actions of SL(2,Z)).
As in Proposition 2.3.1, we can prove Eq. 2.3.26 by supplying explicit integral formulae in the
forms of∫i∞
0
Ek(ζ) j(z)
j(ζ)− j(z)
E6(z)
E4(z)Ek(z)
ζndζ
i
= pk,n(Im z), n ∈ [2,k−4]∩ (2Z), |Rez| =
1
2
,Im z>
p
3
2
, (2.3.28)
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where the polynomials pk,n are given below:
p6,2(y)= 0,
p8,2(y)=−p8,4(y)=
9y+40y3+16y5
80
,
p10,2(y)=−p10,6(y)=
27y+84y3−112y5−64y7
448
,
p10,4(y)= 0,
p14,2(y)=−p14,10(y)=
261y−5500y3−32736y5−29568y7−14080y9−3072y11
33792
,
p14,4(y)=−p14,8(y)=
9y+112y3+480y5+768y7+256y9
2304
,
p14,6(y)= 0.
(2.3.29)
It is clear that Eqs. 2.3.28 and 2.3.29 lead to a verification of Eq. 2.3.26.
We now illustrate Eq. 2.3.29 with a detailed computation for p8,2(y).
We start by pointing out that the integral representation for p8,2y can be rewritten using ellip-
tic integrals:∫i∞
0
E8(ζ) j(z)
j(ζ)− j(z)
E6(z)
E4(z)E8(z)
ζ2dζ
i
=−64
π7
j(z)E6(z)
E4(z)E8(z)
∫1
0
[K(
p
t)]4[K(
p
1− t)]2
256(1−t+t2)3
t2(1−t)2 − j(z)
(1− t+ t2)2d t
t(1− t) (2.3.30)
for |Re z| = 1/2,Imz >
p
3/2. To show Eq. 2.3.30, we recall the expression of the j-invariant as a
rational function of the modular lambda function:
j(z)= 256{1−λ(z)+ [λ(z)]
2}3
[λ(z)]2[1−λ(z)]2 , ∀z ∈H, (2.3.31)
along with Ramanujan’s work [41] on the relation between the Eisenstein series and the complete
elliptic integrals of the first kind K(
p
λ(z)):
E4(z)=
[
2K(
p
λ(z))
π
]4
{1−λ(z)+ [λ(z)]2}, Im z> 0, |Re z| < 1,
∣∣∣∣z+ 12
∣∣∣∣> 12 ,
∣∣∣∣z− 12
∣∣∣∣> 12 ,
(2.3.32)
E6(z)=
[
2K(
p
λ(z))
π
]6
[λ(z)+1][λ(z)−2][2λ(z)−1]
2
, Im z> 0, |Re z| < 1,
∣∣∣∣z+ 12
∣∣∣∣> 12 ,
∣∣∣∣z− 12
∣∣∣∣> 12 .
(2.3.33)
Furthermore, the variable transformation from ζ to t=λ(ζ) is mediated by the identities:
z= iK(
p
1−λ(z))
K(
p
λ(z))
, Im z> 0, |Re z| < 1,
∣∣∣∣z+ 12
∣∣∣∣> 12 ,
∣∣∣∣z− 12
∣∣∣∣> 12 , (2.3.34)
d
d t
K(
p
1− t)
K(
p
t)
= − π
4t(1− t)[K(pt)]2
, t ∈Cr ((−∞,0]∪ [1,+∞)), (2.3.35)
which are special cases of Eqs. 2.2.18 and 2.2.19, respectively.
Then, we consider the following integral related to the right-hand side of Eq. 2.3.30:
−64
π7
j(z)E6(z)
E4(z)E8(z)
∫+∞+i0+
−∞+i0+
[K(
p
t)]4[K(
p
1− t)]2
256(1−t+t2)3
t2(1−t)2 − j(z)
(1− t+ t2)2d t
t(1− t) (2.3.36)
and compute it in two ways. In the first approach, we can close the contour in the upper half
t-plane and collect residues at the three simple poles therein. Without loss of generality, we may
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assume that Re z= 1/2, and these three poles are
t=λ(z), t=λ
(
z−1
z
)
= 1− 1
λ(z)
, t=λ
(
− 1
z−1
)
= 1
1−λ(z) . (2.3.37)
By the differentiation formula for the j-invariant (Eq. 2.1.28), the transformation laws of the
Eisenstein series (Eq. 1.2.6) and residue calculus, we have
− 64
π7
j(z)E6(z)
E4(z)E8(z)
∫+∞+i0+
−∞+i0+
[K(
p
t)]4[K(
p
1− t)]2
256(1−t+t2)3
t2(1−t)2 − j(z)
(1− t+ t2)2d t
t(1− t)
= 1
i
[
z2+
(
z−1
z
)2
z6+
(
− 1
z−1
)2
(z−1)6
]
= 9y+40y
3+16y5
16
+ 21−156y
2+48y4−64y6
64i
, for Im z=
z− 1
2
i
= y. (2.3.38)
In the second approach, we employ the transformation laws of K (Eqs. 2.3.6 and 2.3.7) to deduce
(see Eqs. 2.3.13, 2.3.14 and 2.3.17)
− 64
π7
j(z)E6(z)
E4(z)E8(z)
∫+∞+i0+
−∞+i0+
[K(
p
t)]4[K(
p
1− t)]2
256(1−t+t2)3
t2(1−t)2 − j(z)
(1− t+ t2)2d t
t(1− t)
+ 64
π7
j(z)E6(z)
E4(z)E8(z)
∫1
0
[K(
p
t)]4[K(
p
1− t)]2
256(1−t+t2)3
t2(1−t)2 − j(z)
(1− t+ t2)2d t
t(1− t)
= 64
π7
j(z)E6(z)
E4(z)E8(z)
∫1
0
[K(
p
t)]4[K(
p
1− t)− iK(pt)]2+ [K(
p
1− t)− iK(pt)]4[K(pt)]2
256(1−t+t2)3
t2(1−t)2 − j(z)
(1− t+ t2)2d t
t(1− t)
= 64
π7
j(z)E6(z)
E4(z)E8(z)
∫1
0
4i[K(
p
1− t)K(pt)]3−6iK(
p
1− t)[K(pt)]5−4[K(pt)]4[K(
p
1− t)]2
256(1−t+t2)3
t2(1−t)2 − j(z)
(1− t+ t2)2d t
t(1− t) .
(2.3.39)
Comparing Eqs. 2.3.38 and 2.3.39, we have completed the evaluation of p8,2(y).
Except that one needs to solve p14,2(y) and p14,4(y) from two simultaneous equations, the
derivations of all the other polynomials in Eq. 2.3.29 will follow from similar procedures as the
computation for p8,2(y). 
At this point, we have completed the verification of all the integral representations of auto-
morphic Green’s functions proposed in Theorem 1.2.1. As direct applications of the results in
Propositions 2.3.1 and 2.3.2, we list some integral representations of special L-values in the next
proposition.
Proposition 2.3.3 (Some Definite Integrals over Products of Legendre Functions). We have the
following integral formulae for special L-values:
ζ(3)= − π
2
42
lim
y′→+∞
G
H/PSL(2,Z)
3
(
1+ i
p
3
2
, z′
)
(y′)2 =−2π
4
189
∫1
−1
ξ[P−1/6(ξ)]4dξ
= − 2π
2
21
lim
y′→+∞
G
H/Γ(2)
3
(i, z′)(y′)2 =− π
4
168
∫1
−1
ξ[P−1/4(ξ)]4dξ
= − 2π
2
3
lim
y′→+∞
G
H/Γ0(3)
3
(
3+ i
p
3
6
, z′
)
(y′)2 =− π
4
243
∫1
−1
ξ[P−1/3(ξ)]4dξ
= − 4π
2
189
lim
y′→+∞
G
H/PSL(2,Z)
3
(i, z′)(y′)2 = 4π
4
189
Re
∫1
−1
(
1− 5ξ
2
18
)
[P−1/6(ξ)]4
ξ3
dξ
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= − 8π
2
567
lim
y′→+∞
G
H/PSL(2,Z)
3
(i
p
2, z′)(y′)2 =−2π
2
63
lim
y′→+∞
G
H/Γϑ
3
(1+ i
p
2, z′)(y′)2
= − 2π
2
63
lim
y′→+∞
G
H/Γ0(2)
3
(
ip
2
,
z′−1
2
)
(y′)2 = 2π
4
63
Re
∫1
−1
(8−3ξ2)[P−1/4(ξ)]4
16ξ3
dξ; (2.3.40)
L(4,χ−4)= −
π3
120
lim
y′→+∞
G
H/PSL(2,Z)
4
(i, z′)(y′)3 =− π
6
120
Re
∫1
−1
(
1− 19ξ
2
27
)
[P−1/6(ξ)]6
2ξ4
dξ; (2.3.41)
L(4,χ−3)= −
4π3
405
lim
y′→+∞
G
H/PSL(2,Z)
4
(
1+ i
p
3
2
, z′
)
(y′)3
= − π
6
10935
∫1
−1
(7−16ξ2)[P−1/6(ξ)]6dξ; (2.3.42)
ζ(5)= − 2π
4
385
lim
y′→+∞
G
H/PSL(2,Z)
5
(
1+ i
p
3
2
, z′
)
(y′)4 = π
8
249480
∫1
−1
(51−64ξ2)ξ[P−1/6(ξ)]8dξ
= − 8π
4
525
lim
y′→+∞
GH/Γ(2)
5
(i, z′)(y′)4 = π
8
100800
∫1
−1
ξ(5−6ξ2)[P−1/4(ξ)]8dξ
= − 64π
4
17325
lim
y′→+∞
G
H/PSL(2,Z)
5
(i, z′)(y′)4
= 64π
8
17325
Re
∫1
−1
(
1− 61ξ
2
54
+ 5ξ
4
24
)
[P−1/6(ξ)]8
4ξ5
dξ; (2.3.43)
ζ(7)= − 8π
6
8085
lim
y′→+∞
G
H/PSL(2,Z)
7
(
1+ i
p
3
2
, z′
)
(y′)6
= − π
12
58939650
∫1
−1
(168−485ξ2+320ξ4)ξ[P−1/6(ξ)]12dξ
= − 1024π
6
1902285
lim
y′→+∞
G
H/PSL(2,Z)
7
(i, z′)(y′)6
= 1024π
12
1902285
Re
∫1
−1
(
1− 107ξ
2
54
+ 33871ξ
4
29160
− 2077ξ
6
11664
)
[P−1/6(ξ)]12
16ξ7
dξ. (2.3.44)
Proof. These are routine computations based on the asymptotic behavior (Eq. 2.1.33), the addition
formulae (Proposition 2.2.1), and the integral representations (Proposition 2.3.1, Remark 2.3.1.1,
Proposition 2.3.2) for higher weight automorphic Green’s functions.
For example, via explicit computations of ρ
H/PSL(2,Z)
k/2
(ζ, eiπ/3) (Eq. 2.3.25) for k ∈ {6,10,14}, one
may spell out
G
H/PSL(2,Z)
3
(eπi/3, z)− 4π
2
9y2
∫1
−1
ξ[P−1/6(ξ)]4dξ
= 4π
2
9y2
Re
∫1√
j(z)−1728
j(z)
ξ[P−1/6(ξ)]4
[
iP−1/6(−ξ)
P−1/6(ξ)
− z
]2[ iP−1/6(−ξ)
P−1/6(ξ)
− z
]2
dξ, (2.3.45)
G
H/PSL(2,Z)
5
(eπi/3, z)+ π
4
1296y4
∫1
−1
(51−64ξ2)ξ[P−1/6(ξ)]8dξ
= − π
4
1296y4
Re
∫1√
j(z)−1728
j(z)
(51−64ξ2)ξ[P−1/6(ξ)]8
[
iP−1/6(−ξ)
P−1/6(ξ)
− z
]4[ iP−1/6(−ξ)
P−1/6(ξ)
− z
]4
dξ; (2.3.46)
G
H/PSL(2,Z)
7
(eπi/3, z)− π
6
58320y6
∫1
−1
(168−485ξ2+320ξ4)ξ[P−1/6(ξ)]12dξ
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= π
6
58320y6
Re
∫1√
j(z)−1728
j(z)
(168−485ξ2+320ξ4)ξ[P−1/6(ξ)]12×
×
[
iP−1/6(−ξ)
P−1/6(ξ)
− z
]6[ iP−1/6(−ξ)
P−1/6(ξ)
− z
]6
dξ, (2.3.47)
for |z| ≥ 1,−1
2
<Re z≤ 1
2
, z 6= 1
2
+ i
p
3
2
, where all the integrals are taken over straight line segments.
Asymptotic analysis of Eqs. 2.3.45–2.3.47 then reveals certain integral representations for ζ(3),
ζ(5) and ζ(7) in Eqs. 2.3.40, 2.3.43 and 2.3.44.
We note that those conversion ratios between the asymptotic behavior of certain automorphic
Green’s functions can be recovered from their addition formulae, such as
lim
y→+∞G
H/PSL(2,Z)
3
(
z,
1+ i
p
3
2
)
y2
= (1+32+32+32) lim
y→+∞G
H/Γ0(3)
3
(
z,
3+ i
p
3
6
)
y2, (2.2.37′)
which is a weight-6 analog of Eq. 2.2.37. 
Remark 2.3.3.1. It is worth noting that the deep connections between Eichler integrals and special
L-values have been discovered and expounded by Shimura [44] and Manin [35]. The recent work
of Bringmann, Fricke and Kent [18] discussed special L-values associated with Eichler integral
representations of harmonic Maaß forms. 
Remark 2.3.3.2. For some special points z, z′ ∈ H and Γ = SL(2,Z) ≡ Γ0(1), the Gross–Kohnen–
Zagier algebraicity conjecture (boxed equation in §1.1) can be directly verified by the methods
developed in the joint works of Gross–Zagier [28] and Gross–Kohnen–Zagier [26]. For example, if
one defines the totality of CM points whose minimal polynomial has discriminant D by ZD := {z ∈
H|∃a,b, c ∈Z,a> 0,gcd(a,b, c)= 1,b2−4ac=D,az2+bz+ c= 0}, then one can show that [56, p. 50,
Theorem II.2]
exp
[
(D1D2)
(k−2)/4
2
G
H/PSL(2,Z)
k/2
(z1, z2)
]
∈Q, k= 6,10,14 (2.3.48)
holds for z1 ∈ ZD1 , z2 ∈ ZD2 , where the discriminants D1 and D2 are two distinct members of the
finite set {−3, −4, −7, −8, −11, −12, −16, −19, −27, −28, −43, −67, −163}. Fixing the point
z1 = eπi/3 ∈ Z−3, one can tabulate the special values of GH/PSL(2,Z)3 (eπi/3, z), G
H/PSL(2,Z)
5
(eπi/3, z) and
G
H/PSL(2,Z)
7
(eπi/3, z) that support the statement in Eq. 2.3.48 (Table I). The exact factorizations of
all the rational numbers in Table I can be justified by the Gross–Kohnen–Zagier theory (e.g. [56,
p. 76, Example II.6]). One may also wish to check these tabulated values numerically7 against
the integral formulae in Eqs. 2.3.45–2.3.47. 
3. SOME ANALYTIC TOOLS FOR KONTSEVICH–ZAGIER INTEGRALS AND GROSS–ZAGIER
RENORMALIZATION
In §§2.1 and 2.3, we have constructed Kontsevich–Zagier integral representations for automor-
phic Green’s functions G
H/Γ0(N)
k/2
(z, z′) with even weights k ≥ 4 satisfying the cusp-form-free con-
dition dimSk(Γ0(N)) = 0. We have also computed a few special values of weight-4 automorphic
Green’s functions from their respective Kontsevich–Zagier integrals (see Remark 2.2.2.2).
7We have implemented inMathematica all the Kontsevich–Zagier integral representations of automorphic Green’s
functions declared in Theorem 1.2.1. The source code (NumSuppAGF1.nb) for the numerical implementation can be
downloaded from http://arxiv.org/format/1312.6352.
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TABLE I. Some special values of j-invariants and automorphic Green’s functions
z ∈ZD j(z) e−
2y2
3 G
H/PSL(2,Z)
3
(eπi/3 ,z) e−24y
4G
H/PSL(2,Z)
5
(eπi/3,z) e−96y
6G
H/PSL(2,Z)
7
(eπi/3,z)
i ∈Z−4 2633 (3)2
(
256
327
)2 (
345
264
)4
1+ i
p
7
2
∈Z−7 −3353
53
3
3189
591
5133
363
i
p
2 ∈Z−8 2653 (5)2
(
537
256
)2 (
2832
5347
)4
1+ i
p
11
2
∈Z−11 −215 25 275 2165
i
p
3 ∈Z−12 243353
(
33
5
)2 (
5277
22243243
)2 (
31215567
22048
)4
i
p
4 ∈Z−16 2333113
(
113
35
)2 (
2448
32711107
)2 (
33447
2204811977
)4
1+ i
p
19
2
∈Z−19 −21533
35
23
3351
2485
228493
317883
1+ i3
p
3
2
∈Z−27 −2153153
513
21139
28555
3218752161
541533
22699359049
i
p
7 ∈Z−28 3353173
(
37173
59
)2 (
17637
313235203
)2 (
315435517563
1715953
)4
1+ i
p
43
2
∈Z−43 −2183353
242
31953
3423956959
222806
3271773
2213078593683
1+ i
p
67
2
∈Z−67 −2153353113
3291121
251527
51199911959
21728538721
31538375939013
229881911614315
1+ i
p
163
2
∈Z−163 −2183353233293
23212969
2198313953
5952792368159
29432631318412946561
281641562291033765
37144587577948032312653867
In this section, we prepare a few analytic results that enable us to compute various Kontsevich–
Zagier integrals for automorphic Green’s functions, and work out closed-form results for some
special scenarios, as announced in Theorem 1.2.2. The generic cases will be treated systematically
in subsequent work.
In §3.1, we present some hypergeometric techniques for evaluating certain integrals involving
products of Legendre functions. These integrals over Legendre functions will lead to special val-
ues of weight-4 “Gross–Zagier renormalized” automorphic Green’s functions in §3.2. Here, the
Gross–Zagier renormalization [28, Chap. II, §5] is a procedure to subtract logarithmic divergence
of automorphic Green’s functions on the “diagonal points”. In §3.3, we fulfill two tasks. We first
recall some geometric transformations inspired by Ramanujan’s Notebooks, which facilitate the
reduction of certain multiple elliptic integrals; we then combine Ramanujan’s transformations
with the Jacobi elliptic functions to evaluate some non-trivial multiple elliptic integrals. The in-
tegral identities derived in §3.3 will assist in the quantitative analysis of weight-4 “Gross–Zagier
renormalized” automorphic Green’s functions on Γ0(4) in §3.4.
In §§3.3–3.4, we will draw extensively on modular transformations. In addition to the degree-
1 modular transformations (Eqs. 2.3.6–2.3.8), we need Landen’s transformations (sometimes
KONTSEVICH–ZAGIER INTEGRALS FOR AUTOMORPHIC GREEN’S FUNCTIONS. I 35
named after Landen and Gauß [21, items 163.02 and 164.02], depending on context) for the com-
plete elliptic integrals of the first kind:
K(
p
1−λ)= 2
1+
p
λ
K
(
1−
p
λ
1+
p
λ
)
, λ ∈Cr (−∞,0]; (3.0.1)
K(
p
λ)= 1
1+
p
λ
K
(
2
4
p
λ
1+
p
λ
)
, |λ| < 1. (3.0.2)
With the “λ-K relation” (Eq. 2.3.34), one can derive from Landen’s transformations the “du-
plication formula” and the “dimidiation formula” [53, §135] for the modular lambda function
λ(z)= 16[η(z/2)]8[η(2z)]16/[η(z)]24:
λ(2z)=
[
1−p1−λ(z)
1+p1−λ(z)
]2
, λ
(
z
2
)
= 4
p
λ(z)
[1+pλ(z)]2
, −1<Re z< 1,
∣∣∣∣z+ 12
∣∣∣∣> 12 ,
∣∣∣∣z− 12
∣∣∣∣> 12 . (3.0.3)
We shall refer to Eqs. 3.0.1–3.0.3 (and descendants thereof) collectively as degree-2 modular
transformations.
Apart from hypergeometric, modular and geometric transformations, the calculations in this
section are essentially applications of residue calculus to elliptic integrals, the prototype of which
is presented in the next paragraph.
Let f (λ),λ ∈Cr [1,+∞) be a complex analytic function in the slit plane with well-defined one-
sided limits f (λ± i0+) for λ > 1, satisfying the bounds | f (λ)| =O(logν |1−λ|) for ν ∈ Rr {0},λ→ 1
and | f (λ)| =O(|λ|−ν′ ) for 0 < ν′ < 1, |λ| → +∞. One might use Cauchy’s integral formula to verify
that
f (λ)= 1
2πi
∫1
0
f
(
1
µ
− i0+
)
− f
(
1
µ
+ i0+
)
1−λµ
dµ
µ
, λ ∈Cr [1,+∞), (3.0.4)
where the integration is carried along the open unit interval (0,1) in the complex µ-plane. Set-
ting f (λ) = [K(
p
λ)]n,n ∈ Z>0 in Eq. 3.0.4 and referring to the inverse modulus transformation
(Eq. 2.3.7), one obtains the integral identity
[K(
p
λ)]n = 1
π
Im
∫1
0
[K(
p
µ)+ iK(
p
1−µ)]n
1−λµ µ
(n−2)/2dµ, 0<λ< 1,n ∈Z>0. (3.0.4-Kn)
In recent literature [51, 59], one may find discussions on the particular cases where n= 1 and 2:
K(
p
λ)= 1
π
∫1
0
K(
p
1−µ)
1−λµ
dµp
µ
, λ ∈Cr [1,+∞), (3.0.4-K1)
[K(
p
λ)]2 = 2
π
∫1
0
K(
p
µ)K(
p
1−µ)
1−λµ dµ, λ ∈Cr [1,+∞), (3.0.4-K
2)
which were proved by either combinatorial algorithms [51, Eqs. 26–27] or geometric transforma-
tions [59, Eqs. 31 and 40∗].
3.1. Hypergeometric Evaluations of Some Definite Integrals Involving Associated Le-
gendre Functions. For −1< ν< 0, we have already defined two real-valued functions Pν(t), t> 1
and Qν(t), t> 1 using Eqs. 2.2.10 and 1.1.2, respectively. In this subsection, we also need the as-
sociated Legendre functions P
µ
ν (t), t > 1 and Qµν(t), t > 1 where µ > −1/2. A convenient way to
introduce these associated Legendre functions is to use Hobson’s integral representations [30,
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p. 270, Eq. 139 and p. 276, Eq. 150]:
P
µ
ν (coshψ) :=
2µ+1(sinhψ)µ
p
πΓ(1
2
−µ)
∫ψ
0
cosh (2ν+1)u
2
du
(2coshψ−2coshu)µ+ 12
, µ>−1
2
,ψ> 0; (3.1.1)
Q
µ
ν(coshψ) := eiµπ2µ
p
π(sinhψ)µ
Γ(1
2
−µ)
∫∞
ψ
e−(ν+
1
2
)udu
(2coshu−2coshψ)µ+ 12
, µ>−1
2
,µ+ν+1> 0,ψ> 0, (3.1.2)
where the integrals are taken along the real axis, so that one always raises a real-valued base
(with zero phase) to a positive power of µ+ 1
2
. The definitions of associated Legendre functions
in Eqs. 3.1.1–3.1.2 are compatible with the previously defined Legendre functions, in the sense
that Pν(t)= P0ν(t), t> 1 and Qν(t)=Q0ν(t), t>1. Furthermore, these associated Legendre functions
satisfy Whipple’s relation [30, p. 245, Eq. 92]:
Q
µ
ν(coshψ)= eiµπ
√
π
2
Γ(µ+ν+1)p
sinhψ
P−ν−1/2−µ−1/2(cothψ), (3.1.3)
whenever ψ> 0 and the associated Legendre functions on both sides are defined in the domains
specified by Eqs. 3.1.1–3.1.2. Using Whipple’s relation (Eq. 3.1.3), one can readily verify the
following formula: ∫∞
1
[P
µ
ν (ξ)]
2
ξ2
dξ= − 2e
2iνπ
π[Γ(−µ−ν)]2
∫∞
1
[
Q−ν−1/2−µ−1/2(ξ)
]2
ξ2
dξ, (3.1.4)
provided that both integrals are well-defined. We refer to such an integral identity as “Legendre–
Whipple duality”.
In the following proposition, we will present some integral formulae involving associated Le-
gendre functions P
µ
ν and Q
µ
ν , with the (usually) tacit assumptions that the order µ and the degree
ν are appropriately chosen to meet various requirements.
Proposition 3.1.1 (Some Hypergeometric Reduction Formulae Involving P
µ
ν and Q
µ
ν). (a) We have
the following integral identities:∫∞
1
[Q
µ
ν(ξ)]
2
ξ2
dξ= e
2iµπ
2(1+ν)(1+µ+ν)
µπ
sin(µπ)
Γ(1+µ+ν)
Γ(1−µ+ν)3F2
(
1,1+µ,1+µ+ν
2+ν,2+µ+ν
∣∣∣∣1)
= e
2iµπ
2(1+ν)(1−µ+ν)
µπ
sin(µπ)
Γ(1+µ+ν)
Γ(1−µ+ν)3F2
(
1,1−µ,1−µ+ν
2+ν,2−µ+ν
∣∣∣∣1)
= e
2iµπ
2
µπ
sin(µπ)
[
Γ(1+µ+ν)
Γ(2+ν)
]2
3F2
(
1+µ,1−µ,1+ν
2+ν,2+ν
∣∣∣∣1) . (3.1.5)
In particular, we have ∫∞
1
[Qν(ξ)]
2
ξ2
dξ= 1
2(ν+1)2 3F2
(
1,1,ν+1
ν+2,ν+2
∣∣∣∣1) (3.1.6)
and ∫∞
1
[Pν(ξ)]
2
ξ2
dξ= (2ν+1)tan(νπ)
νπ
3F2
(
1, 1
2
−ν,−ν
3
2
,1−ν
∣∣∣∣∣1
)
= − (2ν+1)tan(νπ)
(ν+1)π 3F2
(
1, 3
2
+ν,1+ν
3
2
,2+ν
∣∣∣∣∣1
)
= 2(2ν+1)
πcos(νπ)
3F2
(
1
2
, 3
2
+ν, 1
2
−ν
3
2
, 3
2
∣∣∣∣∣1
)
. (3.1.7)
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Furthermore, we have the following closed-form evaluation for ν ∈ (−1,−1/2)∪ (−1/2,0):∫∞
1
[Pν(ξ)]
2
ξ2
dξ= 2
π
∫π/2
0
sin(2ν+1)θ
sinθ cos(νπ)
dθ = 1
cos(νπ)
+ tan(νπ)
π
[
ψ(0)
(
ν+2
2
)
−ψ(0)
(
ν+1
2
)]
. (3.1.8)
(b) The following integral formula holds:∫∞
1
[P
µ
ν (ξ)]
2
ξ2
dξ
=
ψ(0)(1
2
−ν)−ψ(0)(−µ−ν)−ψ(0)(1−µ+ν)−γ0+
2(µ2−ν2)
1−2ν 4F3
(
1,1,1−µ−ν,1+µ−ν
2,2, 3
2
−ν
∣∣∣∣∣1
)
cos(µπ)Γ(1−µ+ν)Γ(−µ−ν) ,
(3.1.9)
where γ0 =−ψ(0)(1) is the Euler–Mascheroni constant. In particular, one has∫∞
1
[Pν(ξ)]
2
ξ2
dξ
= sin(νπ)
π
[
2
ν
+πcot(νπ)−ψ(0)
(
1
2
−ν
)
+2ψ(0)(ν)+γ0+
2ν2
1−2ν4F3
(
1,1,1−ν,1−ν
2,2, 3
2
−ν
∣∣∣∣∣1
)]
(3.1.10)
and ∫∞
1
[Qν(ξ)]
2
ξ2
dξ= π
sin(νπ)
[
ψ(0)(ν+1)+γ0−
ν(ν+1)
2
4F3
(
1,1,1−ν,2+ν
2,2,2
∣∣∣∣∣1
)]
. (3.1.11)
Furthermore, the following formula is true for ν ∈ (−1,0):∫∞
1
[Qν(ξ)]
2
ξ2
dξ= π[ψ
(0)(ν+1)− log2]
sin(νπ)
+
[
ψ(0)
(
ν+2
2
)
+ψ(0)
(
1−ν
2
)]2− [ψ(0) (ν+1
2
)
+ψ(0)
(
−ν
2
)]2
8
+
ψ(1)
(
ν+1
2
)
+ψ(1)
(
−ν
2
)
−ψ(1)
(
ν+2
2
)
−ψ(1)
(
1−ν
2
)
8
. (3.1.12)
(c) The following identity holds for −1< ν< 0:∫∞
1
Pν(ξ)Qν(ξ)
ξ2
dξ= 1
2
[
Γ(ν+1)
Γ(ν+ 3
2
)
]2
3F2
(
1
2
, 1
2
,ν+ 1
2
ν+ 3
2
,ν+ 3
2
∣∣∣∣∣1
)
= 1
2
[
ψ(0)
(
ν+2
2
)
−ψ(0)
(
ν+1
2
)]
, (3.1.13)
and the integral formula∫1
−1
Pν(ξ)Pν(−ξ)− [Pν(0)]2
ξ2
dξ= 2{[Pν(0)]2−1}, ∀ν ∈C (3.1.14)
is true so long as the contour of integration lies in the double-slit plane ξ ∈Cr((−∞,−1]∪[1,+∞)).
Additionally, we have an integral formula for −1< ν< 0:
Re
∫1
−1
[Pν(ξ)]
2
ξ2
dξ= −2cos2(νπ)
∫∞
1
[Pν(ξ)]
2
ξ2
dξ+ 4sin(νπ)cos(νπ)
π
∫∞
1
Pν(ξ)Qν(ξ)
ξ2
dξ
− 4sin
2(νπ)
π2
∫∞
1
[Qν(ξ)]
2
ξ2
dξ
= −2cos(νπ)− 4sin(νπ)[ψ
(0)(ν+1)− log2]
π
− sin
2(νπ)
2π2
{[
ψ(0)
(
ν+2
2
)
+ψ(0)
(
1−ν
2
)]2
−
[
ψ(0)
(
ν+1
2
)
+ψ(0)
(
−ν
2
)]2}
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− sin
2(νπ)
2π2
[
ψ(1)
(
ν+1
2
)
+ψ(1)
(
−ν
2
)
−ψ(1)
(
ν+2
2
)
−ψ(1)
(
1−ν
2
)]
, (3.1.15)
which generalizes the evaluations in Proposition 2.2.3.
(d) For −1< ν< 0, we have∫1
0
{
[Pν(ξ)]
2− [Pν(−ξ)]2
ξ2
− 4sin(νπ)
πξ
}
dξ+Re
∫1
−1
[Pν(ξ)]
2
ξ2
dξ
= −2cos2(νπ)
∫∞
1
[Pν(ξ)]
2
ξ2
dξ− 4
π
∫1
0
Pν(ξ)Pν(−ξ)− [Pν(0)]2
ξ2
logξdξ+ 4[Pν(0)]
2sin(νπ)
π
= 4sin(νπ)[1−γ0−ψ
(0)(ν+1)− log2]
π
−2cos(νπ). (3.1.16)
For −1/2< ν< 0, we have∫∞
1
[
Pν(ξ)Qν(ξ)−
1
(2ν+1)ξ
]
dξ
= tan(νπ)
π
∫∞
1
[Qν(ξ)]
2dξ− π
4
∫1
0
[Pν(ξ)]
2− [Pν(−ξ)]2
sin(νπ)cos(νπ)
dξ−
∫1
0
Pν(ξ)Pν(−ξ)
cos(νπ)
logξdξ
=
πtan(νπ)+ψ(0)
(
1
2
−ν
)
−2ψ(0)(ν)+ψ(0)
(
ν+ 3
2
)
+2log2
2(2ν+1) −
1
ν(2ν+1) . (3.1.17)
Proof. (a) We may compute∫∞
1
[Q
µ
ν(ξ)]
2
ξ2
dξ=
∫∞
0
[Q
µ
ν(
p
1+ t)]2
2(1+ t)3/2 d t
= e
2iµπ
2πi
Γ(1+µ+ν)
Γ(1−µ+ν)
∫c+i∞
c−i∞
Γ(s)Γ(s+µ)Γ(s−µ) Γ(ν+1− s)Γ(1− s)
2Γ(ν+1+ s) d s (3.1.18)
from the following Mellin inversion formula [36, §10.11, Eq. 54(1)]
[Q
µ
ν(
p
1+ t)]2 =
p
π
2
e2iµπ
2πi
Γ(1+µ+ν)
Γ(1−µ+ν)
∫c+i∞
c−i∞
Γ(s)Γ(s+µ)Γ(s−µ) Γ(ν+1− s)
Γ(ν+1+ s)Γ(s+ 1
2
)
d s
ts
, t> 0, |µ| < c< ν+1
(3.1.19)
and an elementary identity
∫∞
0 t
−s(1+ t)−3/2d t = 2Γ(1− s)Γ(s+ 1
2
)/
p
π for −1/2<Re s < 1. Here, by
convention, the integrations
∫c+i∞
c−i∞ (· · · )d s := limT→+∞
∫c+iT
c−iT (· · · )ds are carried out along a vertical
line Re s= c.
With the help of Barnes’s second lemma [46, Eq. 4.2.2.1], one can reduce the contour integral in
Eq. 3.1.18 into particular values of generalized hypergeometric series 3F2, as claimed in Eq. 3.1.5.
Specializing Eq. 3.1.5 to Qν =Q0ν, one obtains Eq. 3.1.6. Applying the Legendre–Whipple duality
in Eq. 3.1.4 to Eq. 3.1.5, one can verify Eq. 3.1.7.
In the last line of Eq. 3.1.7, one can represent the generalized hypergeometric series 3F2 as a
definite integral involving the hypergeometric series 2F1 [25, item 7.512.5]:
3F2
(
1
2
, 3
2
+ν, 1
2
−ν
3
2
, 3
2
∣∣∣∣∣1
)
= 1
2
∫1
0
2F1
(
3
2
+ν, 1
2
−ν
3
2
∣∣∣∣∣u
)
dup
u
= 1
2
∫1
0
sin
(
(2ν+1)arcsinpu
)
(2ν+1)pu(1−u)
dup
u
,
(3.1.20)
where we have spelt out the hypergeometric series 2F1 in the integrand using elementary func-
tions [25, item 9.121.30]. After a trigonometric substitution u = sin2θ, we arrive at the first
identity in Eq. 3.1.8.
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We can compute the integral over θ via integration by parts and a familiar Fourier expan-
sion [25, item 1.422.2]:∫π/2
0
sin(2ν+1)θ
sinθ
dθ = (2ν+1)
∫π/2
0
cos(2ν+1)θ logcot θ
2
dθ
= 2(2ν+1)
∫π/2
0
cos(2ν+1)θ
∞∑
ℓ=0
cos(2ℓ+1)θ
2ℓ+1 dθ
= sin(νπ)
2
∞∑
ℓ=0
(−1)ℓ
(
1
ℓ+ν+1 −
1
ℓ−ν
)
, (3.1.21)
before invoking the standard partial fraction expansion for the digamma function ψ(0)(z). Clearly,
the ν=−1/2 scenario can be recovered in a limit procedure:∫∞
1
[P−1/2(ξ)]2
ξ2
dξ= lim
ν→−1/2
∫∞
1
[Pν(ξ)]
2
ξ2
dξ= 4
π2
∫π/2
0
θdθ
sinθ
= 8G
π2
. (3.1.22)
(b) With the following Mellin inversion formula [36, §10.11, Eq. 28(1)]
[P
µ
ν (
p
1+ t)]2
= 1p
πΓ(1−µ+ν)Γ(−µ−ν)
1
2πi
∫c+i∞
c−i∞
Γ(s−µ)Γ(1
2
− s)Γ(ν+1− s)Γ(−ν− s)
Γ(1− s)Γ(1−µ− s)
d s
ts
, µ< c<min{−ν,ν+1,1/2},
(3.1.23)
one can compute∫∞
1
[P
µ
ν (ξ)]
2
ξ2
dξ=
∫∞
0
[P
µ
ν (
p
1+ t)]2
2(1+ t)3/2 d t
= 1
πΓ(1−µ+ν)Γ(−µ−ν)
1
2πi
∫c+i∞
c−i∞
Γ(1
2
− s)Γ(ν+1− s)Γ(−ν− s)Γ(s−µ)Γ(1
2
+ s)
Γ(1−µ− s) ds
= 1
πΓ(1−µ+ν)Γ(−µ−ν)G
2,3
3,3
(
1
∣∣∣∣ 12 ,−ν,ν+1−µ, 1
2
,µ
)
. (3.1.24)
By taking the limit ξ→ 1 in the following reduction of the Meijer G-function G2,3
3,3
:
G
2,3
3,3
(
ξ
∣∣∣∣ 12 ,−ν,ν+1−µ, 1
2
,µ
)
= 2π(2ν+1)
√
ξ
(2µ−1)(2µ+1)cos(νπ)3F2
(
1, 1
2
−ν,ν+ 3
2
3
2
−µ,µ+ 3
2
∣∣∣∣ξ)
+ πΓ(1−µ+ν)Γ(−µ−ν)
Γ(1−2µ)ξµ cos(µπ) 2F1
( −µ−ν,1−µ+ν
1−2µ
∣∣∣∣ξ) , (3.1.25)
one arrives at Eq. 3.1.9, after somewhat laborious computations. One can deduce Eq. 3.1.10 as
a special case of Eq. 3.1.9 with Pν = P0ν. By the Legendre–Whipple duality (Eq. 3.1.4), we obtain
Eq. 3.1.11 as a particular situation of Eq. 3.1.9 for P−ν−1/2−1/2 .
One may also derive Eq. 3.1.11 directly from Eq. 3.1.6, without going through the Meijer G-
function and Legendre–Whipple duality. To show this, we start by appealing to Kummer’s 3F2
transformation [1, Corollary 3.3.5]
3F2
(
a1,a2,a3
b1,b2
∣∣∣∣∣1
)
= Γ(b2)Γ(b1+b2−a1−a2−a3)
Γ(b2−a1)Γ(b1+b2−a2−a3)3
F2
(
a1,b1−a2,b1−a3
b1,b1+b2−a2−a3
∣∣∣∣∣1
)
(3.1.26)
with a1 = 1,a2 = ν+1,a3 = 1,b1= ν+2,b2 = ν+2. Such a procedure furnishes us with an identity
3F2
(
1,1,ν+1
ν+2,ν+2
∣∣∣∣1)= Γ(ν+1)Γ(ν+2)
Γ(2ν+2) 3F2
(
ν+1,ν+1,ν+1
ν+2,2ν+2
∣∣∣∣1) . (3.1.27)
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For a suitably chosen non-vanishing ε, we may use Thomae’s second fundamental relation (see [48,
Eq. 45] or [46, Eq. 4.3.4]) to verify the following identity:
3F2
(
ν+1,ν+1,ν+1+ε
ν+2,2ν+2
∣∣∣∣1)
= Γ(−ν)Γ(2ν+3)Γ(ε)
2Γ(ε+ν+1) +
(ν+1)2Γ(−ν−1)Γ(2ν+2)
ε2Γ(ε)Γ(−ε+ν+1) 3F2
(
ε,ε−ν,ν+1+ε
1+ε,1+ε
∣∣∣∣1)
=
[
Γ(−ν)Γ(2ν+3)Γ(ε)
2Γ(ε+ν+1) +
(ν+1)2Γ(−ν−1)Γ(2ν+2)
ε2Γ(ε)Γ(−ε+ν+1)
]
+ (ν+1)
2
Γ(−ν−1)Γ(2ν+2)
ε2Γ(ε)Γ(−ε+ν+1)
∞∑
n=1
(ε)n(ε−ν)n(ν+1+ε)n
(1+ε)n(1+ε)nn!
. (3.1.28)
In passage to the limit of ε→ 0, we may use Eq. 3.1.28 to compute
3F2
(
ν+1,ν+1,ν+1
ν+2,2ν+2
∣∣∣∣1)
= −
4ν+1(ν+1)Γ(−ν)Γ(ν+ 3
2
)[ψ(0)(ν+1)+γ0]p
π
+ (ν+1)
2
Γ(−ν−1)Γ(2ν+2)
Γ(ν+1)
∞∑
n=1
(−ν)n(ν+1)n
(n!)2n
= −
4ν+1(ν+1)Γ(−ν)Γ(ν+ 3
2
)[ψ(0)(ν+1)+γ0]p
π
+ (ν+1)
2
Γ(−ν−1)Γ(2ν+2)
Γ(ν+1)
∫1
−1
Pν(ξ)−1
1−ξ dξ. (3.1.29)
Here, to deduce the integral representation in the last step of Eq. 3.1.29, we have invoked the
hypergeometric form of Legendre functions Pν(ξ) = 2F1
( −ν,ν+1
1
∣∣ 1−ξ
2
)
, ξ ∈ Cr (−∞,−1]. It can be
shown that the infinite series in Eq. 3.1.29 has termwise agreement with the expansion for −ν(ν+
1)4F3
(
1,1,1−ν,ν+2
2,2,2
∣∣∣1), thus Eq. 3.1.11 is recovered.
We shall evaluate the remaining integral in Eq. 3.1.29 as∫1
−1
Pν(ξ)−1
1−ξ dξ= limµ→0+
∫1−µ
−1
P
µ
ν (ξ)−1
1−ξ dξ, (3.1.30)
while adopting Hobson’s definition for P
µ
ν (ξ),−1< ξ< 1 as follows [30, p. 227, Eq. 55]:
P
µ
ν (ξ)=
1
Γ(1−µ)
(
1+ξ
1−ξ
)µ/2
2F1
( −ν,ν+1
1−µ
∣∣∣∣ 1−ξ2
)
, −1< ξ< 1. (3.1.31)
Bearing in mind the associated Legendre differential equation [25, item 8.700.1]
d
dξ
[
(1−ξ2)dP
µ
ν (ξ)
dξ
]
+
[
ν(ν+1)− µ
2
1−ξ2
]
P
µ
ν (ξ)= 0, (3.1.32)
and the recursion relation (2ν+1)ξPµν (ξ)= (ν−µ+1)Pµν+1(ξ)+ (ν+µ)P
µ
ν−1(ξ) [25, item 8.733.2], one
may put down∫1−µ
−1
P
µ
ν (ξ)−1
1−ξ dξ= log
µ
2
+
∫1−µ
−1
[
P
µ
ν (ξ)+
(ν−µ+1)Pµν+1(ξ)+ (ν+µ)P
µ
ν−1(ξ)
2ν+1
]
dξ
1−ξ2
= log µ
2
+ (1−ξ
2)
µ2
d
dξ
[
P
µ
ν (ξ)+
(ν−µ+1)Pµ
ν+1(ξ)+ (ν+µ)P
µ
ν−1(ξ)
2ν+1
]∣∣∣∣∣
x=1−µ
+ 1
µ2
∫1−µ
−1
[
ν(ν+1)Pµν (ξ)+
(ν+1)(ν+2)(ν−µ+1)Pµ
ν+1(ξ)+ (ν−1)ν(ν+µ)P
µ
ν−1(ξ)
2ν+1
]
dξ
= log µ
2
+ (1−ξ
2)
µ2
d
dξ
[
(1+ξ)Pµν (ξ)
]∣∣∣∣
ξ=1−µ
+ 2
µ sin(νπ)
µsin
µπ
2
[
Γ(1−ν
2
)Γ(ν
2
+1)
Γ(
−µ−ν+1
2
)Γ(
−µ+ν+2
2
)
−
Γ(−ν
2
)Γ(ν+1
2
)
Γ(−µ+ν
2
)Γ(
−µ+ν+1
2
)
]
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− 1
µ2
∫1
1−µ
[
ν(ν+1)Pµν (ξ)+
(ν+1)(ν+2)(ν−µ+1)Pµν+1(ξ)+ (ν−1)ν(ν+µ)P
µ
ν−1(ξ)
2ν+1
]
dξ
= 2
µ
−2γ0+
2µ sin(νπ)
µsin
µπ
2
[
Γ(1−ν
2
)Γ(ν
2
+1)
Γ(
−µ−ν+1
2
)Γ(
−µ+ν+2
2
)
−
Γ(−ν
2
)Γ(ν+1
2
)
Γ(−µ+ν
2
)Γ(
−µ+ν+1
2
)
]
+O(µ log2µ). (3.1.33)
Here, we have relied on the standard integral formula for
∫1
−1P
µ
ν (ξ)dξ applicable to |Reµ| < 2 [25,
item 7.132.1] and have used the expansion
P
µ
ν (ξ)=
2µ/2
Γ(1−µ)(1−ξ)
−µ
2 − 2
µ
2
−2[µ(1−µ)+2ν(ν+1)]
Γ(2−µ) (1−ξ)
1−µ
2
+
2
µ
2
−5
[
4µν(ν+1)− 4(ν−1)ν(ν+1)(ν+2)
µ−2 − (µ−2)(µ−1)µ
]
Γ(2−µ) (1−ξ)
2−µ
2 +O((1−ξ)3−
µ
2 )
for the computation of the derivative at ξ = 1−µ as well as the integration over ξ ∈ [1−µ,1]. As
we take the limit µ→ 0+ in Eq. 3.1.33, we can evaluate Eq. 3.1.29 in closed form, and hence
Eq. 3.1.12.
(c) Using the following Mellin inversion formula [36, §10.11, Eq. 57(1)]:
P
−µ
ν (
p
1+ t)Qµν(
p
1+ t)
= e
iµπ
2
p
π
1
2πi
∫c+i∞
c−i∞
Γ(s)Γ(s+µ) Γ(1
2
− s)Γ(ν+1− s)
Γ(ν+1+ s)Γ(1+µ− s)
d s
ts
, max{0,−µ}< c<min{ν+1,1/2} (3.1.34)
one can verify that∫∞
1
Pν(ξ)Qν(ξ)
ξ2
dξ=
∫∞
0
Pν(
p
1+ t)Qν(
p
1+ t)
2(1+ t)3/2 d t=
1
2πi
∫c+i∞
c−i∞
[Γ(s)]2Γ(s+ 1
2
)Γ(1
2
− s)Γ(ν+1− s)
Γ(ν+1+ s)
d s
2π
.
Again, one can treat such a contour integral with Barnes’s second lemma [46, Eq. 4.2.2.1], which
results in the first equality in Eq. 3.1.13.
Instead of directly manipulating the hypergeometric series in Eq. 3.1.13, we shall evaluate it by
a comparison to Eq. 3.1.8. We may employ the residue theorem to establish a vanishing integral:
0=
∫+∞+i0+
−∞+i0+
[Pν(ξ)]
2− [Pν(0)]2
ξ2
dξ
=
∫−1+i0+
−∞+i0+
[Pν(ξ)]
2− [Pν(0)]2
ξ2
dξ+P
∫1
−1
[Pν(ξ)]
2− [Pν(0)]2
ξ2
dξ
−2isin(νπ)+
∫∞
1
[Pν(ξ)]
2− [Pν(0)]2
ξ2
dξ. (3.1.35)
For ξ<−1, we use the identity
Pν(ξ± i0+)= [cos(νπ)± isin(νπ)]Pν(−ξ)−
2sin(νπ)Qν(−ξ)
π
(3.1.36)
to rewrite the first integral in the last line of Eq. 3.1.35 as∫−1+i0+
−∞+i0+
[Pν(ξ)]
2− [Pν(0)]2
ξ2
dξ=
∫∞
1
{
[cos(νπ)+ isin(νπ)]Pν(ξ)−
2sin(νπ)Qν(ξ)
π
}2 dξ
ξ2
− [Pν(0)]2.
(3.1.37)
As we read off the imaginary part of Eq. 3.1.35, we obtain
2sin(νπ)cos(νπ)
∫∞
1
[Pν(ξ)]
2
ξ2
dξ− 4sin
2(νπ)
π
∫∞
1
Pν(ξ)Qν(ξ)
ξ2
dξ−2sin(νπ)= 0, (3.1.38)
which allows us to deduce the final evaluation in Eq. 3.1.13 from Eq. 3.1.8.
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Using the residue theorem as well as the relation between Pν andQν (Eq. 3.1.36), we can verify
Re
∫1
−1
Pν(ξ)Pν(−ξ)
ξ2
dξ= −2cos(νπ)
∫∞
1
[Pν(ξ)]
2
ξ2
dξ+ 4sin(νπ)
π
∫∞
1
Pν(ξ)Qν(ξ)
ξ2
dξ=−2 (3.1.39)
for −1 < ν< 0, by virtue of the evaluations given in Eqs. 3.1.8 and 3.1.13. It is not hard to show
that Eq. 3.1.39 entails Eq. 3.1.14.
As we take the real part of Eq. 3.1.35, we arrive at the first equality in Eq. 3.1.15. The remain-
ing steps of Eq. 3.1.15 are straightforward computations.
(d) Adhering to the convention that ξs = es logξ with logξ = log |ξ|+ iargξ,−π< argξ ≤ π, we may
extract the imaginary part of a vanishing identity
0=
∫+∞+i0+
−∞+i0+
[Pν(ξ)]
2− [Pν(−ξ)]2−2isin(νπ)Pν(ξ)Pν(−ξ)
(−ξ)s dξ, 1< s< 2,−1< ν< 0
as follows:
0= 4
π
sin(νπ)sin(sπ)
[
cos(νπ)
∫∞
1
Pν(ξ)Qν(ξ)
ξs
dξ− sin(νπ)
π
∫∞
1
[Qν(ξ)]
2
ξs
dξ
]
+sin(sπ)
∫1
0
{
[Pν(ξ)]
2− [Pν(−ξ)]2
ξs
− 4sin(νπ)
πξs−1
}
dξ+ 4sin(sπ)sin(νπ)
π(2− s)
−2sin(νπ)[1+cos(sπ)]
{∫1
0
Pν(ξ)Pν(−ξ)− [Pν(0)]2
ξs
dξ− [Pν(0)]
2
s−1
}
. (3.1.40)
As we differentiate Eq. 3.1.40 in s and send it to the limit of s→ 2, we obtain the first equality in
Eq. 3.1.16.
We may use the Hobson coupling formula for Pν(ξ)Pν(−ξ) [59, Eq. 11] and the Mellin inversion
formula for Pν(ξ) [36, §10.11, Eq. 3(1)] to deduce
Pν(ξ)Pν(−ξ)=
∫2π
0
Pν(−ξ2+ (1−ξ2)cosφ)
dφ
2π
= sin
2(νπ)
π2
∫2π
0
{
1
2πi
∫c+i∞
c−i∞
[Γ(s)]2Γ(ν+1− s)Γ(−ν− s)2sd s
(1−ξ2)s(1+cosφ)s
}
dφ
2π
= sin
2(νπ)
π2
1
2πi
∫c+i∞
c−i∞
[Γ(s)]2Γ(ν+1− s)Γ(−ν− s)Γ(1
2
− s)
p
πΓ(1− s)
d s
(1−ξ2)s , 0< c<min{ν+1,−ν},−1< ξ< 1.
(3.1.41)
Consequently, we have∫1
0
ξtPν(ξ)Pν(−ξ)dξ=
sin2(νπ)
π2
Γ(1+t
2
)
2πi
∫−c+i∞
−c−i∞
[Γ(−s)]2Γ(ν+1+ s)Γ(−ν+ s)Γ(1
2
+ s)
2
p
πΓ(3+t
2
+ s)
d s
= 1
1+ t3F2
(
ν+1,−ν, 2+t
2
1, 3+t
2
∣∣∣∣1) , t>−1, (3.1.42)
according to Barnes’s second lemma [46, Eq. 4.2.2.1]. One can then show that the identity∫1
0
ξt{Pν(ξ)Pν(−ξ)− [Pν(0)]2}dξ=
1
1+ t
{
3F2
(
ν+1,−ν, 2+t
2
1, 3+t
2
∣∣∣∣1)− [Pν(0)]2} (3.1.43)
admits an analytic continuation to Re t > −3, and incorporates Eq. 3.1.14 as a special case. Ex-
ploiting the fact that
∂
∂t
∣∣∣∣
t=−2
(
2+t
2
)
n(
3+t
2
)
n
=
p
πΓ(n)
2Γ(n+ 1
2
)
, n ∈Z>0, (3.1.44)
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we may differentiate Eq. 3.1.43 in t at t=−2 and obtain
∫1
0
Pν(ξ)Pν(−ξ)− [Pν(0)]2
ξ2
logξdξ=
∫1
0
Pν(ξ)Pν(−ξ)− [Pν(0)]2
ξ2
dξ− 1
2
∞∑
n=1
(ν+1)n(−ν)n
n!(1
2
)n
1
n
= [Pν(0)]2−1−
1
2
∫1
0
[
2F1
(
ν+1,−ν
1
2
∣∣∣∣ξ)−1] dξξ = [Pν(0)]2−1+ 12
∫π/2
0
cosθ−cos((2ν+1)θ)
sinθ
dθ
= [Pν(0)]2−1+
1−cos(νπ)
ν
+ψ(0)(ν)+γ0+ log2
+
πcos(νπ) tan νπ
2
4
+
cos(νπ)
[
ψ(0)
(
ν+1
2
)
+ψ(0)
(
1−ν
2
)
−2ψ(0)
(
ν
2
)]
4
, (3.1.45)
as one can compute the integral over θ following the procedures in Eq. 3.1.21. Thus, substituting
Eq. 3.1.45 back into the first equality of Eq. 3.1.16, we obtain the evaluation declared in the last
step of Eq. 3.1.16.
We can modify Eq. 3.1.40 into a form that analytically continues to a neighborhood of s= 0:
0= 4
π
sin(νπ)sin(sπ)
{
cos(νπ)
∫∞
1
[
Pν(ξ)Qν(ξ)
ξs
− 1
(2ν+1)ξs+1
]
dξ− sin(νπ)
π
∫∞
1
[Qν(ξ)]
2
ξs
dξ
}
+ 4sin(νπ)cos(νπ)
(2ν+1)π
sin(sπ)
s
+sin(sπ)
∫1
0
[Pν(ξ)]
2− [Pν(−ξ)]2
ξs
dξ
−2sin(νπ)[1+cos(sπ)]
∫1
0
Pν(ξ)Pν(−ξ)
ξs
dξ. (3.1.40′)
We can then differentiate Eq. 3.1.40′ in s at s = 0 to verify the first equality of Eq. 3.1.17. For
ν>−1/2, the following integral formula [25, item 7.114.3]
∫∞
1
[Qν(ξ)]
2dξ= ψ
(1)(ν+1)
2ν+1 (3.1.46)
is a standard result, and can be derived from simple applications of Legendre differential equa-
tions. The evaluation
∫1
0
[Pν(ξ)]
2dξ−
∫1
0
[Pν(−ξ)]2dξ= 2
∫1
0
[Pν(ξ)]
2dξ−
∫1
−1
[Pν(ξ)]
2dξ
= 2sin(νπ)
(2ν+1)π
[
ψ(0)
(
ν+2
2
)
−ψ(0)
(
ν+1
2
)
+ 2sin(νπ)
π
ψ(1)(ν+1)
]
.
(3.1.47)
follows immediately from Eqs. 2.2.25 and 2.2.40. By Kummer’s 3F2 transformation (Eq. 3.1.26)
with a1 =−ν,a2 = ν+1,a3 = (2+ t)/2,b1= 1,b2= (3+ t)/2, we may turn Eq. 3.1.42 into
∫1
0
ξtPν(ξ)Pν(−ξ)dξ=
1
1+ t3F2
( −ν,ν+1, 2+t
2
1, 3+t
2
∣∣∣∣1)
=
p
πΓ(1+t
2
)
2Γ(1
2
−ν)Γ(3+t
2
+ν)3
F2
( −ν,−ν,− t
2
1, 1
2
−ν
∣∣∣∣1) , t>−1, (3.1.42′)
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whose derivative at t= 0 yields the evaluation∫1
0
Pν(ξ)Pν(−ξ) logξdξ=−
cos(νπ)
[
ψ(0)
(
3
2
+ν
)
+γ0+2log2
]
2(2ν+1) −
cos(νπ)
2(2ν+1)
∞∑
n=1
(−ν)n(−ν)n
n!(1
2
−ν)n
1
n
= − cos(νπ)
2(2ν+1)
[
ψ(0)
(
3
2
+ν
)
+γ0+2log2+
2ν2
1−2ν4F3
(
1,1,1−ν,1−ν
2,2, 3
2
−ν
∣∣∣∣∣1
)]
= cos(νπ)
ν(2ν+1) −
cos(νπ)
[
ψ(0)
(
1
2
−ν
)
−2ψ(0)(ν)+ψ(0)
(
ν+ 3
2
)
+2log2
]
2(2ν+1) +
ψ(0)
(
ν+1
2
)
−ψ(0)
(
ν+2
2
)
−πsin(νπ)
2(2ν+1) .
(3.1.48)
Here, in Eq. 3.1.48, the infinite series in n matches the expansion of a special 4F3, which in
turn, can be computed from a comparison of Eqs. 3.1.8 and 3.1.10. Combining the results in
Eqs. 3.1.46–3.1.48, one can confirm the last step of Eq. 3.1.17. 
3.2. Integral Representations of Weight-4 Renormalized Automorphic Green’s Func-
tions. The automorphic Green’s function GH/Γs (z, z
′), Re s > 1 tends to infinity, as γˆz′ → z for a
certain γˆ ∈ Γ. It is possible to appropriately subtract the logarithmic divergence of the automor-
phic Green’s function on the diagonal of (Γ\H)×(Γ\H), and define the remaining finite part as an
arithmetically meaningful “self-energy” GH/Γs (z). When Γ=Γ0(N) is the Hecke congruence group,
such a subtraction scheme is the Gross–Zagier renormalization [27, 28]. In [28, Chap. II, §5],
the “automorphic self-energy” (or “renormalized automorphic Green’s function”) G
H/Γ0(N)
s (z) was
prescribed as follows:
G
H/Γ0(N)
s (z)= −2
∑
γˆ∈Γ0(N),γˆz 6=z
Qs−1
(
1+ |z− γˆz|
2
2Im z Im(γˆz)
)
−2
{
log
∣∣4πy[η(z)]4∣∣+ψ(0)(1)−ψ(0)(s)}mΓ0(N)z , (3.2.1)
where η(·) is the Dedekind eta function, ψ(0)(·) is the digamma function, and mΓz := #{γˆ ∈Γ|γˆz= z}
is the number of inequivalent transformations in the projective congruence subgroup Γ that fix
the point z. The Gross–Zagier algebraicity conjecture for G
H/Γ0(N)
s (z) can be stated as [28, p. 317,
Conjecture 4.4]
exp
[
(Im z)k−2GH/Γ0(N)
k/2
(z)
]
∈Q, if dimSk(Γ0(N))= 0 and [Q(z) :Q]= 2. (3.2.2)
As we have mΓz = 1 (i.e. z is a non-elliptic point) for almost every z ∈H, we may reformulate the
Gross–Zagier renormalization (Eq. 3.2.1) for weight-4 automorphic Green’s functions as follows:
G
H/Γ0(N)
2
(z)= lim
z′→z
[
G
H/Γ0(N)
2
(z, z′)+2Q1
(
1+ |z− z
′|2
2yy′
)]
−2
{
log
∣∣4πy[η(z)]4∣∣−1}
= lim
z′→z
[
G
H/Γ0(N)
2
(z, z′)−2log |z− z′|
]
−2log
∣∣2π[η(z)]4∣∣ , a.e. z ∈H. (3.2.3)
In the next proposition, we derive integral representations of weight-4 Gross–Zagier renormal-
ized Green’s functions (Eq. 3.2.3) for non-elliptic points.
Proposition 3.2.1 (Integral Representations for G
H/Γ0(N)
2
(z), N ∈ {1,2,3,4} where mΓ0(N)z = 1).
With the notations ρ2,−1/6, ̺2,−1/4, ̺2,−1/3 and ̺2,−1/2 defined in Proposition 2.2.2, we have
G
H/PSL(2,Z)
2
(z)
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= log 2
1036
| j(z)|5/3
∣∣∣1−√ j(z)−1728
j(z)
∣∣∣2 +Re
∫1
p
( j(z)−1728)/ j(z)
 2
ξ−
√
j(z)−1728
j(z)
+ π[P−1/6(ξ)]
2ρ2,−1/6(ξ|z)
Im
iP−1/6 (−
p
( j(z)−1728)/ j(z))
P−1/6(
p
( j(z)−1728)/ j(z))
×
×
 iP−1/6(−ξ)
P−1/6(ξ)
− iP−1/6(−
√
( j(z)−1728)/ j(z))
P−1/6(
√
( j(z)−1728)/ j(z))
 iP−1/6(−ξ)
P−1/6(ξ)
−
(
iP−1/6(−
√
( j(z)−1728)/ j(z))
P−1/6(
√
( j(z)−1728)/ j(z))
)
dξ
+ π
Im
iP−1/6(−
p
( j(z)−1728)/ j(z))
P−1/6(
p
( j(z)−1728)/ j(z))
Re
∫1
−1
[P−1/6(−ξ)]2ρ2,−1/6(ξ|z)dξ+2, a.e. z ∈H; (3.2.4)
G
H/Γ0(2)
2
(z)
= 1
3
log
24
|1−2λ(2z+1)|6|1−λ(2z+1)||λ(2z+1)| +Re
∫1
1−2α2(z)
{
2
ξ−1+2α2(z)
+ π[P−1/4(ξ)]
2̺2,−1/4(ξ|z)p
2Im
iP−1/4 (2α2(z)−1)
P−1/4(1−2α2(z))
×
×
[
iP−1/4(−ξ)
P−1/4(ξ)
− iP−1/4(2α2(z)−1)
P−1/4(1−2α2(z))
][
iP−1/4(−ξ)
P−1/4(ξ)
−
(
iP−1/4(2α2(z)−1)
P−1/4(1−2α2(z))
)]}
dξ
+ πp
2Im
iP−1/4(2α2(z)−1)
P−1/4(1−2α2(z))
Re
∫1
−1
[P−1/4(−ξ)]2̺2,−1/4(ξ|z)dξ+2, a.e. z ∈H; (3.2.5)
G
H/Γ0(3)
2
(z)
= log 3|1−α3(z)||α3(z)|1/3
+Re
∫1
1−2α3(z)
{
2
ξ−1+2α3(z)
+ π[P−1/3(ξ)]
2̺2,−1/3(ξ|z)p
3Im
iP−1/3(2α3(z)−1)
P−1/3(1−2α3(z))
×
×
[
iP−1/3(−ξ)
P−1/3(ξ)
− iP−1/3(2α3(z)−1)
P−1/3(1−2α3(z))
][
iP−1/3(−ξ)
P−1/3(ξ)
−
(
iP−1/3(2α3(z)−1)
P−1/3(1−2α3(z))
)]}
dξ
+ πp
3Im
iP−1/3(2α3(z)−1)
P−1/3(1−2α3(z))
Re
∫1
−1
[P−1/3(−ξ)]2̺2,−1/3(ξ|z)dξ+2, a.e. z ∈H; (3.2.6)
G
H/Γ0(4)
2
(z)
= 1
3
log
24|1−λ(2z)|2
|λ(2z)| +Re
∫1
1−2λ(2z)
{
2
ξ−1+2λ(2z) +
π[P−1/2(ξ)]2̺2,−1/2(ξ|z)
2Im
iP−1/2(2λ(2z)−1)
P−1/2(1−2λ(2z))
×
×
[
iP−1/2(−ξ)
P−1/2(ξ)
− iP−1/2(2λ(2z)−1)
P−1/2(1−2λ(2z))
][
iP−1/2(−ξ)
P−1/2(ξ)
−
(
iP−1/2(2λ(2z)−1)
P−1/2(1−2λ(2z))
)]}
dξ
+ π
2Im
iP−1/2(2λ(2z)−1)
P−1/2(1−2λ(2z))
Re
∫1
−1
[P−1/2(−ξ)]2̺2,−1/2(ξ|z)dξ+2, a.e. z ∈H. (3.2.7)
Proof. We first give a detailed derivation for Eq. 3.2.4. As ξ→
√
( j(z′)−1728)/ j(z′) and z′→ z, one
has
π[P−1/6(ξ)]2ρ2,−1/6(ξ|z)
Im
iP−1/6 (−
p
( j(z′)−1728)/ j(z′))
P−1/6(
p
( j(z′)−1728)/ j(z′))
 iP−1/6(−ξ)
P−1/6(ξ)
− iP−1/6(−
√
( j(z′)−1728)/ j(z′))
P−1/6(
√
( j(z′)−1728)/ j(z′))
×
×
 iP−1/6(−ξ)
P−1/6(ξ)
−
(
iP−1/6(−
√
( j(z′)−1728)/ j(z′))
P−1/6(
√
( j(z′)−1728)/ j(z′))
)
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∼−2π[P−1/6(ξ)]2ρ2,−1/6(ξ|z)
(
ξ−
√
j(z)−1728
j(z)
+
√
j(z)−1728
j(z)
−
√
j(z′)−1728
j(z′)
)
d
dξ
P−1/6(−ξ)
P−1/6(ξ)
∼− 2
ξ−
√
j(z)−1728
j(z)
−
(√
j(z)−1728
j(z)
−
√
j(z′)−1728
j(z′)
)
2ρ2,−1/6(ξ|z)
1−ξ2 +O(1), (3.2.8)
and
− lim
z′→z
(√
j(z)−1728
j(z)
−
√
j(z′)−1728
j(z′)
)∫1
p
( j(z′)−1728)/ j(z′)
2ρ2,−1/6(ξ|z)
1−ξ2 dξ
= − lim
z′→z
(√
j(z)−1728
j(z)
−
√
j(z′)−1728
j(z′)
)∫1
p
( j(z′)−1728)/ j(z′)
2dξ[
ξ−
√
j(z)−1728
j(z)
]2 = 2. (3.2.9)
With the asymptotic behavior displayed above in Eqs. 3.2.8 and 3.2.9, we may insert the integral
representation for G
H/PSL(2,Z)
2
(z, z′) (Eq. 2.2.14) into the following expression
G
H/PSL(2,Z)
2
(z, z′)−2log
∣∣∣∣∣∣∣
√
j(z′)−1728
j(z′) −
√
j(z)−1728
j(z)
1−
√
j(z)−1728
j(z)
∣∣∣∣∣∣∣
=GH/PSL(2,Z)
2
(z, z′)+Re
∫1
p
( j(z′)−1728)/ j(z′)
2dξ
ξ−
√
j(z)−1728
j(z)
,
combine the integrals with respect to ξ ∈ (
√
( j(z′)−1728)/ j(z′),1), and take the limit z′ → z. So
far, we have accounted for the two integrals on the right-hand side of Eq. 3.2.4, and the trailing
constant 2. As we note that
6 lim
z′→z
log
∣∣∣∣∣∣∣
√
j(z′)−1728
j(z′) −
√
j(z)−1728
j(z)
z′− z
∣∣∣∣∣∣∣
= 36log2+18log3+6logπ+24log |η(z)|−5log | j(z)|, a.e. z ∈H, (3.2.10)
the leading logarithmic term on the right-hand side of Eq. 3.2.4 is also explained.
The proofs of Eqs. 3.2.5–3.2.7 are essentially similar to that of Eq. 3.2.4. It would suffice to
establish analogs of Eq. 3.2.10 for the modular lambda function λ(z), the Ramanujan cubic in-
variant α3(z), and the expression α2(
z−1
2
)= [1−2λ(z)]−2, applicable to a.e. z ∈H:
lim
z′→z
log
∣∣∣∣λ(z′)−λ(z)z′− z
∣∣∣∣= 4log23 + logπ+4log |η(z)|+ 2log |1−λ(z)|3 + 2log |λ(z)|3
= 2log2
3
+ logπ+4log
∣∣∣η( z
2
)∣∣∣+ log |1−λ(z)|
3
+ 5log |λ(z)|
6
; (3.2.11)
lim
z′→z
log
∣∣∣∣α3(z′)−α3(z)z′− z
∣∣∣∣= log2+ log32 + logπ+4log |η(z)|+ 5log |α3(z)|6 + log |1−α3(z)|2 ;
(3.2.12)
lim
z′→z
log
∣∣∣∣∣α2(
z′−1
2
)−α2( z−12 )
z′− z
∣∣∣∣∣= 10log23 + logπ+4log |η(z)|+ 2log |1−λ(z)|3
+ 2log |λ(z)|
3
−3log |1−2λ(z)|
= 8log2
3
+ logπ+4log
∣∣∣∣η( z−12
)∣∣∣∣+ 5log |1−λ(z)|6
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+ 5log |λ(z)|
6
−3log |1−2λ(z)|. (3.2.13)
These formulae, of course, can be verified using Ramanujan’s differentiation formula (Eq. 2.2.19)
along with the relations between theWeierstraß discriminant∆(z)= [η(z)]24 and fractional degree
Legendre functions (Eqs. 2.1.8, 2.2.16 and 2.2.17). 
Remark 3.2.1.1. In the proposition above, the constraint “a.e. z ∈H” has two connotations: (i) the
point z has to be non-elliptic such that mΓz = 1; (ii) the paths of integration (being straight lines
in the complex ξ-plane connecting the ends of designated intervals) do not intersect the branch
cut of Pν(ξ) or Pν(−ξ). Therefore, the integral representations in Eqs. 3.2.5–3.2.7 are applicable
to G
H/Γ0(N)
2
(i/
p
N) for N ∈ {2,3,4}. One can also exploit Eq. 3.1.16 to evaluate these three integrals
exactly:
G
H/Γ0(2)
2
(
ip
2
)
= log2+
∫1
0
{
2
ξ
+ π[P−1/4(ξ)]
2
p
2ξ2
− π[P−1/4(−ξ)]
2
p
2ξ2
}
dξ+ πp
2
Re
∫1
−1
[P−1/4(ξ)]2
ξ2
dξ+2=−3log2;
G
H/Γ0(3)
2
(
ip
3
)
= log3− 2
3
log2+
∫1
0
{
2
ξ
+ π[P−1/3(ξ)]
2
p
3ξ2
− π[P−1/3(−ξ)]
2
p
3ξ2
}
dξ+ πp
3
Re
∫1
−1
[P−1/3(ξ)]2
ξ2
dξ+2
= 4
3
log2−2log3; (3.2.14)
G
H/Γ0(4)
2
(
ip
4
)
= log2+
∫1
0
{
2
ξ
+ π[P−1/2(ξ)]
2
p
4ξ2
− π[P−1/2(−ξ)]
2
p
4ξ2
}
dξ+ πp
4
Re
∫1
−1
[P−1/2(ξ)]2
ξ2
dξ+2=− log2. (3.2.15)
One may wish to compare the last integral identity with the generic formula for G
H/Γ0(4)
2
(z) (to be
derived in Proposition 3.4.2). 
The fundamental domains of the congruence subgroups Γ0(1) = SL(2,Z), Γ0(2) and Γ0(3) con-
tain elliptic points. We need to single out these cases for the evaluations of renormalized Green’s
functions GH/Γ
2
(z). (It is worth noting that the renormalized Green’s function GH/Γ
2
(z) is not con-
tinuous at the elliptic points: it diverges logarithmically as z approaches an elliptic point; it
nonetheless assumes a well-defined finite value at any elliptic point.) In the following proposi-
tion, we shall derive integral representations for GH/Γ
2
(z) (Γ = Γ0(1), Γ0(2) and Γ0(3)) at elliptic
points z, and evaluate these integrals in closed form.
Proposition 3.2.2 (Evaluations of G
H/Γ0(N)
2
(z), N ∈ {1,2,3} where mΓ0(N)z > 1). We have the follow-
ing identities:
G
H/PSL(2,Z)
2
(i)= 2log3+
∫1
0
{
4
ξ
+ 2π[P−1/6(ξ)]
2
ξ2
− 2π[P−1/6(−ξ)]
2
ξ2
}
dξ− 40G
π
+4
= −4(log2+ log3); (3.2.16)
G
H/PSL(2,Z)
2
(
1+ i
p
3
2
)
= 3log 2
2
3
+
∫∞
1
{
4
ξ
− 8P−1/6(ξ)Q−1/6(ξ)
3
− 8[Q−1/6(ξ)]
2
3
p
3π
}
dξ− 30
p
3L(2,χ−3)
π
+6
= −3(2log2+ log3); (3.2.17)
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G
H/Γ0(2)
2
(
i−1
2
)
= −2log2+
∫∞
1
{
2
ξ
−P−1/4(ξ)Q−1/4(ξ)−
[Q−1/4(ξ)]2
π
}
dξ− 16G
π
+4
= −4log2; (3.2.18)
G
H/Γ0(3)
2
(
3+ i
p
3
6
)
= log 1
2233
+
∫∞
1
{
2
ξ
− 2P−1/3(ξ)Q−1/3(ξ)
3
− 2[Q−1/3(ξ)]
2
p
3π
}
dξ− 9
p
3L(2,χ−3)
π
+6
= −3log3, (3.2.19)
where
G ≡ L(2,χ−4) :=
∞∑
n=0
(−1)n
(2n+1)2 , L(2,χ−3) :=
∞∑
n=0
[
1
(3n+1)2 −
1
(3n+2)2
]
.
Proof. Recalling that m
PSL(2,Z)
i
= 2, we may compute
G
H/PSL(2,Z)
2
(i)= lim
z→i
[
G
H/PSL(2,Z)
2
(z, i)−4log |z− i|
]
−4log
∣∣2π[η(i)]4∣∣
using the Legendre–Ramanujan form (Eq. 2.2.14) of the integral representation forG
H/PSL(2,Z)
2
(z, i)
(see Eq. 2.1.38), which results in the integral formula in Eq. 3.2.16. We can subsequently evaluate
the integral by considering Eq. 3.1.16 in the special case where ν = −1/6, in parallel to what we
did in Remark 3.2.1.1.
We can modify Eq. 2.2.14 as follows:
G
H/PSL(2,Z)
2
(z, eπi/3)
= 2log
∣∣∣∣ j(z)j(z)−1728
∣∣∣∣−4Re∫1√ j(z)−1728
j(z)
{
1
ξ
+ π[P−1/6(ξ)]
2
3y
[
iP−1/6(−ξ)
P−1/6(ξ)
− z
][
iP−1/6(−ξ)
P−1/6(ξ)
− z
]}
dξ
− 4π
3y
Re
∫1
−1
[P−1/6(ξ)]2dξ, |z| ≥ 1,−
1
2
<Re z≤ 1
2
, z 6= 1
2
+ i
p
3
2
. (3.2.20)
Onemay recall an integral formula for L(2,χ−3) from Eq. 2.2.34, subtract 6log |z−eπi/3|+6log |2π[η(eiπ/3)]4|
from Eq. 3.2.20, and take the limit z→ eπi/3. This leads to the integral representation in Eq. 3.2.17,
where we have already used Eq. 3.1.36 to recast the integrand in terms of two real-valued func-
tions Pν(t),Qν(t), t> 1. One can then evaluate the integral representation in Eq. 3.2.17 with the
help of the integral formulae in Eqs. 3.1.17 and 3.1.46, as well as the polygamma identities in
Eqs. 2.2.42 and 2.2.43.
By Eq. 2.2.15, we can verify the first equality in Eq. 3.2.18 after some routine computations
similar to what was described in the last paragraph. The integral formulae in Eqs. 3.1.17 and
3.1.46 will then result in the closed-form expression for G
H/Γ0(2)
2
((i−1)/2). Alternatively, we can
exploit the evaluation in Eq. 3.2.15 as follows:
G
H/Γ0(2)
2
(
z−1
2
,
i−1
2
)
= 2GH/Γ(2)
2
(z, i)= 2GH/Γ0(4)
2
(
z
2
,
i
2
)
= 2GH/Γ0(4)
2
(
ip
4
)
+4log
∣∣∣∣ z− i2
∣∣∣∣+4log ∣∣∣∣2π[η( i2
)]4∣∣∣∣+ o(1)
=⇒ GH/Γ0(2)
2
(
i−1
2
)
= 2GH/Γ0(4)
2
(
ip
4
)
+16log
∣∣∣∣∣ η(
i
2
)
η( i−1
2
)
∣∣∣∣∣=−2log2+16log 18p2 =−4log2.
The proof of Eq. 3.2.19 is similar to that of Eq. 3.2.17. 
3.3. A Few Applications of Ramanujan Rotations and Jacobi Elliptic Functions. In the
following lemma, we present a geometric transformation that will facilitate the evaluation of
certain multiple elliptic integrals by “separating the variables”.
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Lemma 3.3.1 (Ramanujan Rotations). Let R(s, t), s ∈ [0,1], t ∈ [0,+∞) be a bivariate function with
suitable regularity, then we have the following integral identity for λ ∈ (0,1):
∫π/2
0
[∫π/2
0
R(cosθ,tanφ)dφ√
1−λcos2φ
]
dθ√
1−λcos2θ
=
∫π/2
0
∫π/2
0
R
 cosθ√
1−λsin2θ sin2φ
,
√
1−λ(1−sin2θ cos2φ)
1−λsin2θ sin2φ
tanφ
 dφ√
1−λ+λ2 sin2θ sin2φcos2φ
dθ
=
∫
S2+++
R
 Zp
1−λY 2
,
√
1−λ(1−X2)
1−λY 2
Y
X
 dσ√
(1−λ)(1−Z2)+λ2Y 2X2
. (3.3.1)
Here in the last step, the integral is carried out on the (+,+,+)-octant of the unit sphere S2+++ :=
{(X ,Y ,Z) ∈ R3|X2+Y 2+Z2 = 1,X > 0,Y > 0,Z > 0}, equipped with the standard spherical coordi-
nates (X ,Y ,Z)= (sinθ cosφ,sinθ sinφ,cosθ) and surface element dσ= sinθdθdφ.
Proof. The following proof is a modest extension of our previous work [59, Proposition 4.3], which
handled a special case (where the function R(s, t)≡ 1 was held a constant) in an effort to recover
the geometric motivations behind Entry 7(x) in Chapter 17 of Ramanujan’s second notebook [8,
pp. 110–111].
With the spherical coordinates and a rotation of the coordinate axes, it is straightforward to
verify that
∫π/2
0
[∫π/2
0
R(cosθ,tanφ)dφ√
1−λcos2θ
√
1−λcos2φ
]
dθ
=
∫
S2+++
R(Z,Y /X )p
1−λZ2
p
1−Z2−λX2
dσ=
∫
S2+++
R(X ,Y /Z)p
1−λX2
p
1−X2−λZ2
dσ
=
∫π/2
0
[∫π/2
0
R(sinθ cosφ,tanθ sinφ)dφ√
1−λsin2θ cos2φ
√
1−sin2θ cos2φ−λcos2θ
]
sinθdθ. (3.3.2)
Now, substituting φ= arctan(
√
1−λsin2θ tanψ), we can verify that∫π/2
0
R(sinθ cosφ,tanθ sinφ)dφ√
1−λsin2θ cos2φ
√
1−sin2θ cos2φ−λcos2θ
=
∫π/2
0
R
(
sinθ cosψp
1−λsin2 θ sin2ψ
,
√
1−λsin2 θ
1−λsin2 θ sin2ψ
sinθ sinψ
cosθ
)
dψ√
(1−λ)(1−sin2θ cos2ψ)+λ2 cos2θ sin2θ sin2ψ
. (3.3.3)
Therefore, we may use Eq. 3.3.3 to convert Eq. 3.3.2 into
∫π/2
0
[∫π/2
0
R(cosθ,tanφ)dφ√
1−λcos2θ
√
1−λcos2φ
]
dθ =
∫
S2+++
R
(
Xp
1−λY 2 ,
√
1−λ(1−Z2)
1−λY 2
Y
Z
)
√
(1−λ)(1−X2)+λ2Y 2Z2
dσ
=
∫
S2+++
R
(
Zp
1−λY 2 ,
√
1−λ(1−X2)
1−λY 2
Y
X
)
√
(1−λ)(1−Z2)+λ2Y 2X2
dσ,
which confirms Eq. 3.3.1. 
50 YAJUN ZHOU
We recall the definition of the Jacobi Θ-function:
Θ(u|λ)
:=
∞∏
n=1
{[
1− e−2nπK(
p
1−λ)/K(
p
λ)
][
1−2e−(2n−1)πK(
p
1−λ)/K(
p
λ) cos
πu
K(
p
λ)
+ e−2(2n−1)πK(
p
1−λ)/K(
p
λ)
]}
≡
∑
n∈Z
(−1)ne−n2πK(
p
1−λ)/K(
p
λ) cos
nπu
K(
p
λ)
, u ∈C,λ ∈ (CrR)∪ (0,1). (3.3.4)
Its logarithmic derivative with respect to u is the Jacobi Z-function:
Z(u|λ) := ∂
∂u
logΘ(u|λ). (3.3.5)
The Jacobi Θ-function can be used to introduce the Jacobi elliptic functions sn(u|λ), cn(u|λ),
dn(u|λ) as follows:
sn(u|λ) := − i
4
p
λ
Θ(u+ iK(
p
1−λ)|λ)
Θ(u|λ) exp
{
πi
2K(
p
λ)
[
u+ iK(
p
1−λ)
2
]}
, (3.3.6)
cn(u|λ) := − i 4
√
1−λ
λ
Θ(u+K(
p
λ)+ iK(
p
1−λ)|λ)
Θ(u|λ) exp
{
πi
2K(
p
λ)
[
u+K(
p
λ)+ iK(
p
1−λ)
2
]}
,
(3.3.7)
dn(u|λ) := 4
p
1−λΘ(u+K(
p
λ)|λ)
Θ(u|λ) . (3.3.8)
All the aforementioned functions named after Jacobi can be also defined for λ ∈ (−∞,0)∪ (1,+∞)
by analytic continuation. The Jacobi elliptic functions satisfy the following properties:
u=
∫sn(u|λ)
0
d tp
1− t2
p
1−λt2
, sn2(u|λ)+cn2(u|λ)= 1, λsn2(u|λ)+dn2(u|λ)= 1 (3.3.9)
for 0<λ< 1,0≤ u≤K(
p
λ).
Lemma 3.3.2 (Some Integral Formulae Related to Jacobi Elliptic Functions). We have the follow-
ing integral identities for 0<λ< 1:∫π/2
0
logcosφdφ√
1−λcos2φ
= − π
4
K(
p
1−λ)−K(
p
λ)
4
logλ; (3.3.10)
∫π/2
0
log(1−λcos2φ)dφ√
1−λcos2φ
= K(
p
λ)
2
log(1−λ); (3.3.11)
∫π/2
0
[∫π/2
0
log(1−λcos2θ cos2φ)dφ√
1−λcos2φ
]
dθ√
1−λcos2θ
= − π
6
K(
p
1−λ)K(
p
λ)+ [K(
p
λ)]2
3
log
4(1−λ)p
λ
.
(3.3.12)
Proof. With a special case of Jacobi’s Fourier expansions [54, §22.5, Example 3]:
log
sn(u|λ)
sin πu
2K(
p
λ)
= 1
4
log
16e−πK(
p
1−λ)/K(
p
λ)
λ
+
∞∑
n=1
2
n
e−nπK(
p
1−λ)/K(
p
λ)
1+ e−nπK(
p
1−λ)/K(
p
λ)
cos
nπu
K(
p
λ)
, (3.3.13)
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we may compute∫π/2
0
logcosφdφ√
1−λcos2φ
=
∫K(pλ)
0
logsn(u|λ)du
=
∫K(pλ)
0
logsin
πv
2K(
p
λ)
dv+K(
p
λ)
4
log
16e−πK(
p
1−λ)/K(
p
λ)
λ
= −K(
p
λ) log2+K(
p
λ)
4
log
16e−πK(
p
1−λ)/K(
p
λ)
λ
, (3.3.14)
where the integration over v is elementary. This verifies Eq. 3.3.10, which was also formerly
mentioned in [54, §22.5, Example 4], [25, item 4.386.3] and [21, item 800.01].
Likewise, one can verify Eq. 3.3.11 [21, item 800.03] with Jacobi’s Fourier series for logdn(u|λ).
To demonstrate Eq. 3.3.12, we need an identity∫π/2
0
log(1−λsn2(v|λ)sin2ϕ)√
1−λsin2ϕ
dϕ=−2K(
p
λ)
∫v
0
Z(u|λ)du. (3.3.15)
The proof of Eq. 3.3.15 is straightforward: one simply differentiates both sides with respect to v,
and compares the result with a standard integral representation for the Jacobi Z-function Z(v|λ)
[21, item 140.03]. Thus, we can compute∫π/2
0
[∫π/2
0
log(1−λcos2θ cos2φ)dφ√
1−λcos2φ
]
dθ√
1−λcos2θ
=−2K(
p
λ)
∫K(pλ)
0
[∫v
0
Z(u|λ)du
]
dv
= −2K(
p
λ)
∫K(pλ)
0
log
Θ(v|λ)
Θ(0|λ) dv=−2[K(
p
λ)]2 log
∞∏
n=1
1
[1− e−(2n−1)πK(
p
1−λ)/K(
p
λ)]2
= −4[K(
p
λ)]2 log
∞∏
n=1
1− e−2nπK(
p
1−λ)/K(
p
λ)
1− e−nπK(
p
1−λ)/K(
p
λ)
. (3.3.16)
Here in Eq. 3.3.16, we have made use of the fact that∫K(pλ)
0
log
[
1−2e−(2n−1)πK(
p
1−λ)/K(
p
λ) cos
πv
K(
p
λ)
+ e−2(2n−1)πK(
p
1−λ)/K(
p
λ)
]
dv= 0, 0<λ< 1,n ∈Z>0,
(3.3.17)
which originates from an elementary application of Cauchy’s integral formula:∫π
0
log(1−2acosθ+a2)dθ =Re	
∫
|w|=1
log(1−aw)dw
iw
= 0, 0< a< 1. (3.3.18)
Thus, as we compare Eq. 3.3.16with the following consequence of Eqs. 2.3.32–2.3.33 and Eqs. 3.0.2–
3.0.3:
e−2πK(
p
1−λ)/K(
p
λ)
∞∏
n=1
[
1− e−2nπK(
p
1−λ)/K(
p
λ)
]24
=
[
2K(
p
λ)
π
]12
λ2(1−λ)2
256
, (3.3.19a)
e−πK(
p
1−λ)/K(
p
λ)
∞∏
n=1
[
1− e−nπK(
p
1−λ)/K(
p
λ)
]24
=
[
2(1+
p
λ)K(
p
λ)
π
]12 16λ
(1+
p
λ)4
[
1− 4
p
λ
(1+
p
λ)2
]2
256
,
(3.3.19b)
where 0<λ< 1, we see that the statement in Eq. 3.3.12 is true. 
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Proposition 3.3.3 (Some Integral Identities in the Spirit of Jacobi and Ramanujan). For 0<λ<
1, we have ∫π
0
K(sinθ)sinθdθ√
(2−λ)2−λ2 sin2θ
= [K(
p
λ)]2, (3.3.20)
∫π
0
K(sinθ)sinθ√
(2−λ)2−λ2 sin2θ
log
√
(2−λ)2−λ2 sin2θ
2
p
sinθ
dθ = π
3
K(
p
λ)K(
p
1−λ)+ [K(
p
λ)]2
3
log
λ(1−λ)
2
− π
2
∫1
0
K(k)dk√
4(1−λ)+λ2k2
, (3.3.21)∫1
0
K(k)dk√
4(1−λ)+λ2k2
+
∫1
0
K(k)dk√
λ2+4(1−λ)k2
=K(
p
λ)K(
p
1−λ). (3.3.22)
Proof. The identity in Eq. 3.3.20 appeared as [59, Eq. 40′], and was proved by an application of
Eq. 3.3.1 in the simplest case R(s, t)≡ 1.
Now, we work out Eq. 3.3.21 in detail, starting with the transformations
∫π
0
K(sinθ)sinθ√
(2−λ)2−λ2 sin2θ
log
√
(2−λ)2−λ2 sin2θ
2
dθ=
∫π/2
0
K(sinθ)sinθ√
1−λ+ λ2
4
cos2θ
log
√
1−λ+ λ
2
4
cos2θdθ
=
∫π/2
0
sinθdθ
∫π/2
0
dφ
log
√
1−λ+ λ2
4
cos2θ√
1−sin2θ sin2φ
√
1−λ+ λ2
4
cos2θ
=
∫
S2+++
log
√
1−λ+ λ2
4
Z2dσ√
(1−Y 2)(1−λ+ λ2
4
Z2)
=
∫
S2+++
log
√
1−λ+ λ2
4
Y 2dσ√
(1−Z2)(1−λ+ λ2
4
Y 2)
= 1
2
∫π/2
0
dθ
∫π
0
dφ
log
√
1−λ+ λ2
4
sin2θ sin2φ√
1−λ+ λ2
4
sin2θ sin2φ
=
∫π/2
0
dθ
∫π/2
0
dφ
log
√
1−λ+λ2 sin2θ sin2φcos2φ√
1−λ+λ2 sin2θ sin2φcos2φ
=
∫
S2+++
log
√
(1−λ)(1−Z2)+λ2Y 2X2
1−Z2 dσ√
(1−λ)(1−Z2)+λ2Y 2X2
=
∫π/2
0
[∫π/2
0
1√
1−λcos2φ
log
√
cos2φ(1−λcos2φ)[1−λcos2θ+ (1−λ) tan2φ]
1−λcos2θ cos2φ dφ
]
dθ√
1−λcos2θ
,
(3.3.23)
where we have employed Eq. 3.3.1 in the last step. Meanwhile, we have the following computa-
tions:∫π
0
K(sinθ)sinθ√
(2−λ)2−λ2 sin2θ
logsinθdθ=
∫π/2
0
sinθdθ
∫π/2
0
dφ
log
sinθ sinφ
sinφ√
1−sin2θ sin2φ
√
1−λ+ λ2
4
cos2θ
=
∫
S2+++
logZdσ√
(1−λ)(1−Z2)+λ2Y 2X2
−
∫π/2
0
sinθdθ
∫π/2
0
dφ
logsinφ√
1−sin2θ sin2φ
√
1−λ+ λ2
4
cos2θ
=
∫π/2
0
∫π/2
0
1√
1−λcos2φ
log
√
cos2θ cos2φ[1−λcos2θ+ (1−λ) tan2φ]
1−λcos2θ dφ
 dθ√
1−λcos2θ
+
∫π/2
0
π
4
K(cosθ)+ K(sinθ)
2
logsinθ√
1−λ+ λ2
4
cos2θ
sinθdθ, (3.3.24)
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where the last step involves an application of Ramanujan’s rotations (Eq. 3.3.1) to the integral
over S2+++, and a reference to Eq. 3.3.10 for the integration over φ ∈ (0,π/2). It is then clear that
Eqs. 3.3.23 and 3.3.24 combine into∫π
0
K(sinθ)sinθ√
(2−λ)2−λ2 sin2θ
log
√
(2−λ)2−λ2 sin2θ
2
p
sinθ
dθ
=
∫π/2
0
[∫π/2
0
1√
1−λcos2φ
log
√
(1−λcos2θ)(1−λcos2φ)
cos2θ(1−λcos2θ cos2φ) dφ
]
dθ√
1−λcos2θ
− π
2
∫π/2
0
K(cosθ)sinθdθ√
(2−λ)2−λ2 sin2θ
. (3.3.25)
As we simplify the last line of Eq. 3.3.25 with the integral formulae in Eqs. 3.3.10–3.3.12, we can
confirm Eq. 3.3.21.
We shall prove Eq. 3.3.22 by verifying the following chain of identities:∫1
0
K(k)dk√
4(1−λ)+λ2k2
=
Ï
1<|z|<1/ 4
p
1−λ,Im z>0
dRe zdIm z
|(1− z2)[1− (1−λ) z2]|
=
Ï
−K(
p
1−λ)<u<K(
p
1−λ),0<v< 12K(
p
λ),|sn(u+iv|1−λ)|>1
dudv
=K(
p
λ)K(
p
1−λ)−
Ï
|z|<1,Im z>0
dRe zdIm z
|(1− z2)[1− (1−λ)z2]|
=K(
p
λ)K(
p
1−λ)−
∫1
0
K(k)dk√
λ2+4(1−λ)k2
. (3.3.26)
For convenience, we write λ∗ = 1−λ. To prove the first equality in Eq. 3.3.26, we employ the polar
coordinates z= reiθ to computeÏ
1<|z|<1/ 4pλ∗,Im z>0
dRe zdIm z
|(1− z2)(1−λ∗z2)|
=
∫1/ 4pλ∗
1
r
[∫π
0
dθ
|(1− r2e2iθ)(1−λ∗r2e2iθ)|
]
d r
=
∫1/ 4pλ∗
1
r
[∫π
0
dφ√
(1+ r2)2(1−λ∗r2)2−4(1−λ∗)r2(1−λ∗r4)sin2φ
]
d r
= 2
∫1/ 4pλ∗
1
r
(1+ r2)(1−λ∗r2)
K
√1−( r2−1
r2+1
)2 (
1+λ∗r2
1−λ∗r2
)2d r
= 2
∫1/ 4pλ∗
1
1
(1−λ∗)r
K
(
1−λ∗r4
(1−λ∗)r2
)
d r =
∫1
0
K(k)dk√
4λ∗+ (1−λ∗)2k2
=
∫1
0
K(k)dk√
4(1−λ)+λ2k2
. (3.3.27)
Here in Eq. 3.3.27, we have used an angular transformation (which is reminiscent of the deriva-
tion for Ramanujan rotations in Lemma 3.3.1)
θ = arctan
(
r2−1
r2+1 tanφ
)
to complete the integral in φ with the standard integral representation of K, before invoking
Landen’s transformation (Eq. 3.0.1) and a variable substitution k = (1−λ∗r4)/[(1−λ∗)r2]. To
deduce the second equality in Eq. 3.3.26 from the first one, we recall that the conformal mapping
u+iv 7→ sn(u+iv|λ∗) establishes a bijection between the open rectangle−K(
p
λ∗)< u<K(
p
λ∗),0<
v<K(p1−λ∗) and the upper half-plane [47, p. 234], and that∣∣∣∣sn(u+ iK(
p
1−λ∗)
2
∣∣∣∣λ∗)∣∣∣∣= 14pλ∗ , ∀u ∈R,λ∗ ∈ (0,1) (3.3.28)
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follows from the addition formula for sn(u+w|λ∗) [21, item 123.01] and special values of sn(w|λ∗),
cn(w|λ∗), dn(w|λ∗) at w = iK(
p
1−λ∗)/2 [21, item 122.11]. We may rewrite the second line in
Eq. 3.3.26 asÏ
−K(pλ∗)<u<K(
p
λ∗),0<v< 12K(
p
1−λ∗)
dudv−
Ï
−K(pλ∗)<u<K(
p
λ∗),0<v< 12K(
p
1−λ∗),|sn(u+iv|λ∗)|<1
dudv
=K(
p
λ)K(
p
1−λ)−
Ï
−K(pλ∗)<u<K(
p
λ∗),0<v< 12K(
p
1−λ∗),|sn(u+iv|λ∗)|<1
dudv,
which is conformally equivalent to the third line. To complete the verification of Eq. 3.3.26, we
computeÏ
|z|<1,Im z>0
dRe zdIm z
|(1− z2)(1−λ∗z2)|
=
∫1
0
r
[∫π
0
dθ
|(1− r2e2iθ)(1−λ∗r2e2iθ)|
]
d r
=
∫1
0
r
[∫π
0
dφ√
(1+ r2)2(1−λ∗r2)2−4(1−λ∗)r2(1−λ∗r4)sin2φ
]
d r
= 2
∫1
0
r
(1+ r2)(1−λ∗r2)
K
√1−(1− r2
1+ r2
)2 (
1+λ∗r2
1−λ∗r2
)2d r = 2∫1
0
r
1−λ∗r4
K
(
(1−λ∗)r2
1−λ∗r4
)
d r
=
∫1
0
K(k)dk√
(1−λ∗)2+4λ∗k2
=
∫1
0
K(k)dk√
λ2+4(1−λ)k2
. (3.3.29)
(We also note that Eq. 3.3.22 can be proved without invoking Jacobi elliptic functions [58, Eq. 91].)

3.4. Elementary Evaluation ofG
H/Γ0(4)
2
(z)with Gross–Zagier Renormalization. TheKontsevich–
Zagier integral representation for G
H/Γ0(4)
2
(z) has appeared in Eq. 3.2.7. To prepare for the main
goal of this subsection (evaluation of G
H/Γ0(4)
2
(z),∀z ∈ H in Proposition 3.4.2), we explore certain
integrals whose integrands involve complete elliptic integrals and logarithms, in the next lemma.
Lemma 3.4.1 (Some Special Integral Formulae). (a) For any λ ∈ CrR and µ ∈ (1,+∞), we have
the following identity:
2
π
∫1
0
K(
p
t)K(
p
1− t)
t−λ log(µ− t)d t
=
∫1
0
[K(
p
t)]2
t−λ d t−
∫1
1/µ
[K(
p
t)]2
λt−1 d t−
1
λ
K
√1
λ
2 log(λ−µ)+ π
λ
K
√1
λ
K
√1− 1
λ
 ; (3.4.1)
while the following formula holds for λ ∈CrR and µ ∈ (0,1):
2
π
∫1
0
K(
p
t)K(
p
1− t)
1−λt log(1−µt)d t=−
∫µ
0
[K(
p
t)]2d t
t−λ + [K(
p
λ)]2 log
µ−λ
λ
+πi Imλ|Imλ| [K(
p
λ)]2.
(3.4.2)
Here, all the integrations run along subsets of the open unit interval t ∈ (0,1).
(b) For Imλ 6= 0, we have the following limit formulae:
lim
ε→0+
{∫λ+ε
0
[K(
p
t)]2
t−λ d t− [K(
p
λ)]2 logε
}
=πi Imλ|Imλ| [K(
p
λ)]2+ π
3
K(
p
λ)K(
p
1−λ)− 2[K(
p
λ)]2
3
log[4λ(1−λ)]; (3.4.3)
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lim
ε→0+
[∫λ+ε
0
2K(
p
t)K(
p
1− t)
t−λ d t−2K(
p
λ)K(
p
1−λ) logε
]
= − π
λ
K
√1
λ
2+ 2π[K(pλ)]2
3
− π[K(
p
1−λ)]2
3
− 4
3
K(
p
λ)K(
p
1−λ) log[4λ(1−λ)]; (3.4.4)
lim
ε→0+
{∫1
λ+ε
[K(
p
1− t)]2
t−λ d t+ [K(
p
1−λ)]2 logε
}
= − π
3
K(
p
λ)K(
p
1−λ)+ 2[K(
p
1−λ)]2
3
log[4λ(1−λ)], (3.4.5)
where all the integrals are computed along straight line segments joining the end points.
Proof. (a) Using the imaginary modulus and inverse modulus transformations (Eqs. 2.3.6–2.3.7),
one may verify that the expression
fµ(t) := [K(
√
t/µ)]2 log
(µ
t
−µ
)
−πK(
√
t/µ)K(
√
1− (t/µ)), t ∈Cr ((−∞,0]∪ [1,+∞))
can be extended as an analytic function for t ∈Cr[1,+∞), so long as µ∈ (1,+∞). Hence, Eq. 3.0.4
is applicable, and we have
[K(
p
s)]2 log
(
1
s
−µ
)
−πK(ps)K(
p
1− s)= fµ(µs)=
1
2πi
∫1
0
fµ
(
1
t
+ i0+
)
− fµ
(
1
t
− i0+
)
1−µst
d t
t
= −
∫1
0
[K(
p
t)]2
1− st d t−
∫1
1/µ
[K(
p
t)]2
t− s d t+
2
π
∫1
0
K(
p
t)K(
p
1− t)
1− st log(µ− t)d t, s ∈CrR. (3.4.6)
Setting s= 1/λ in Eq. 3.4.6, we can verify the identity claimed in Eq. 3.4.1.
Before establishing Eq. 3.4.2 in its stated form, we may first consider the scenarios where
0<µ<λ< 1, and read off the imaginary part of the following vanishing integral:
0=
∫+∞+i0+
−∞+i0+
[K(
p
1− t)]2+2iK(
p
1− t)K(pt)− [K(pt)]2
1−λt log(1−µt)d t. (3.4.7)
Here, the right-hand side of Eq. 3.4.7 can be decomposed into three parts. With the transforma-
tion t = s/(s−1) and Eqs. 2.3.6–2.3.7, we see that the portion Re t < 0 has vanishing contribution
to the imaginary part of Eq. 3.4.7:
Im
∫0+i0+
−∞+i0+
(· · · )d t= Im
∫1−i0+
0−i0+
[K(
p
1− s)]2
1− (1−λ)s log
(
1− µs
s−1
)
d s= 0. (3.4.7a)
The second part is simply
Im
∫1+i0+
0+i0+
(· · · )d t= 2
∫1
0
K(
p
t)K(
p
1− t)
1−λt log(1−µt)d t. (3.4.7b)
With the transformation t= 1/s and Eqs. 2.3.6–2.3.7, we obtain
Im
∫+∞+i0+
1+i0+
(· · · )d t= Im
∫1−i0+
0−i0+
[K(
p
s)]2
λ− s log
(
1− µ
s
)
d s
=π
∫µ
0
[K(
p
t)]2d t
t−λ −π[K(
p
λ)]2 log
λ−µ
λ
, (3.4.7c)
upon application of the Plemelj jump formula. Adding through Eqs. 3.4.7a–3.4.7c, we see that
2
π
∫1
0
K(
p
t)K(
p
1− t)
1−λt log(1−µt)d t=−
∫µ
0
[K(
p
t)]2d t
t−λ + [K(
p
λ)]2 log
λ−µ
λ
, 0<µ<λ< 1
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is true. Thus, after a judicious analytic continuation of the equation above in the variable λ, one
can verify Eq. 3.4.2.
(b) We may also examine the left-hand side of Eq. 3.4.1 from a different perspective. Without loss
of generality, we momentarily assume that λ> 1 and µ> 1, and use [59, Eq. 43] to deduce
2
π
∫1
0
K(
p
t)K(
p
1− t)
t−λ log(µ− t)d t= −
1
2π
∫π
0
K(sinθ)sinθ
[∫2π
0
log
2µ−1−sinθ cosφ
2
2λ−1−sinθ cosφ dφ
]
dθ. (3.4.8)
For λ,µ ∈ (1,+∞) and θ ∈ (0,π), the integration over φ can now be completed with residue calculus:∫2π
0
log
2µ−1−sinθ cosφ
2
2λ−1−sinθ cosφ dφ
= Re	
∫
|w|=1
log sin
2θ
4[2µ−1+
p
(2µ−1)2−sin2θ]
+2log
(
2µ−1+
p
(2µ−1)2−sin2 θ
sinθ
−w
)
2λ−1− sinθ
2
(w+ 1
w
)
dw
iw
= 2π√
(2λ−1)2−sin2θ
log
[√
(2λ−1)2−sin2θ+
√
(2µ−1)2−sin2θ−2(λ−µ)
]2
4
[
2µ−1+
√
(2µ−1)2−sin2θ
] , (3.4.9)
where we have collected the residue at the simple pole z = (2λ− 1−
√
(2λ−1)2−sin2θ)/sinθ ∈
(−1,1). Combining Eqs. 3.4.8 with 3.4.9, we obtain an identity
2
π
∫1
0
K(
p
t)K(
p
1− t)
t−λ log(µ− t)d t
=
∫π
0
K(sinθ)sinθ√
(2λ−1)2−sin2θ
log
4
[
2µ−1+
√
(2µ−1)2−sin2θ
]
[√
(2λ−1)2−sin2θ+
√
(2µ−1)2−sin2θ−2(λ−µ)
]2 dθ, λ> 1,µ> 1.
(3.4.10)
In Eq. 3.4.10, one may trade λ and µ for their respective inverses 1/λ and 1/µ, to produce a
formula
2
π
∫1
0
K(
p
t)K(
p
1− t)
1−λt log(1−µt)d t
= −
∫π
0
K(sinθ)sinθ√
(2−λ)2−λ2 sin2θ
log
4
[
2−µ+
√
(2−µ)2−µ2 sin2θ
]
[µ
λ
√
(2−λ)2−λ2 sin2θ+
√
(2−µ)2−µ2 sin2θ−2(µ
λ
−1)
]2 dθ
(3.4.11)
for 0<λ< 1 and 0<µ< 1, upon exploiting the following identity (see Eqs. 3.0.4-K2 and 3.3.20):
2
π
∫1
0
K(
p
t)K(
p
1− t)
1−λt d t=
∫π
0
K(sinθ)sinθdθ√
(2−λ)2−λ2 sin2θ
, 0<λ< 1. (3.4.12)
Especially, setting µ=λ in Eq. 3.4.11, we obtain
2
π
∫1
0
K(
p
t)K(
p
1− t)
1−λt log(1−λt)d t=−
∫π
0
K(sinθ)sinθ√
(2−λ)2−λ2 sin2θ
log
2−λ+
√
(2−λ)2−λ2 sin2θ
(2−λ)2−λ2 sin2θ
dθ
= −
∫π
0
K(sinθ)sinθ√
(2−λ)2−λ2 sin2θ
log
2−λ+
√
(2−λ)2−λ2 sin2θ
4sinθ
dθ+ 2π
3
K(
p
λ)K(
p
1−λ)
+ 2[K(
p
λ)]2
3
log
λ(1−λ)
2
−π
∫1
0
K(k)dk√
4(1−λ)+λ2k2
, 0<λ< 1, (3.4.13)
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after referring to Eq. 3.3.21. By an elementary identity
log
2−λ+
√
(2−λ)2−λ2 sin2θ
4sinθ
= log λ
4
+ tanh−1
√
(2−λ)2−λ2 sin2θ
2−λ ,
we can further simplify the last line of Eq. 3.4.13:
−
∫π
0
K(sinθ)sinθ√
(2−λ)2−λ2 sin2θ
log
2−λ+
√
(2−λ)2−λ2 sin2θ
4sinθ
dθ
= − [K(
p
λ)]2 log
λ
4
−2
∫1
0
K(
p
1−κ2)√
4(1−λ)+λ2κ2
tanh−1
√
4(1−λ)+λ2κ2
4(1−λ)+λ2 dκ
= − [K(
p
λ)]2 log
λ
4
−2
∫1
0
[∫1
0
K(
p
1−κ2)
1−k2κ2 dκ
]
dk√
λ2+4(1−λ)k2
= − [K(
p
λ)]2 log
λ
4
−π
∫1
0
K(k)dk√
λ2+4(1−λ)k2
, (3.4.14)
where we have resorted to Eq. 3.0.4-K1 for the reduction of the integral in κ ∈ (0,1). Recalling the
integral identity in Eq. 3.3.22, we can merge Eqs. 3.4.13 and 3.4.14 into
2
π
∫1
0
K(
p
t)K(
p
1− t)
1−λt log(1−λt)d t
= − π
3
K(
p
λ)K(
p
1−λ)+ 2[K(
p
λ)]2
3
log
4(1−λ)p
λ
, ∀λ ∈ (CrR)∪ (0,1), (3.4.15)
after analytic continuation.
By an analytic continuation of Eq. 3.4.2, the limit expressed on the left-hand side of Eq. 3.4.3
amounts to
πi
Imλ
|Imλ| [K(
p
λ)]2− [K(
p
λ)]2 logλ− 2
π
∫1
0
K(
p
t)K(
p
1− t)
1−λt log(1−λt)d t.
As we simplify the last integral with Eq. 3.4.15, we see that both sides of Eq. 3.4.3 are indeed
equal.
For Reµ ∈ (0,1),Imµ > 0, we may employ the inverse modulus transformation (Eq. 2.3.7) to
verify that ∫1
1/µ
[K(
p
t)]2
λt−1 d t=
∫1
µ
[K(
p
t)]2−2iK(pt)K(
p
1− t)− [K(
p
1− t)]2
t−λ d t. (3.4.16)
Therefore, for Reλ ∈ (0,1),Imλ> 0, we have the following integral identity, by courtesy of Eqs. 3.4.1,
3.4.3, 3.4.15 and 3.4.16:
π
3λ
K
√1
λ
K
√1− 1
λ
− 2
3λ
K
√1
λ
2 log[4λ(λ−1)]
=
∫1
0
[K(
p
t)]2
t−λ d t+
π
λ
K
√1
λ
K
√1− 1
λ

− lim
µ→λ+0+

∫1
µ
[K(
p
t)]2−2iK(pt)K(
p
1− t)− [K(
p
1− t)]2
t−λ d t+
1
λ
K
√1
λ
2 log(λ−µ)

= − 2π
3
K(
p
λ)K(
p
1−λ)− 2[K(
p
λ)]2
3
log[4λ(1−λ)]
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+ lim
µ→λ+0+
{∫1
µ
2iK(
p
t)K(
p
1− t)
t−λ d t+2iK(
p
λ)K(
p
1−λ) log(µ−λ)
}
+ lim
µ→λ+0+
{∫1
µ
[K(
p
1− t)]2
t−λ d t+ [K(
p
1−λ)]2 log(µ−λ)
}
, (3.4.17)
where log(−1)=πi.
Now, we examine Eq. 3.4.17 in the limit scenario where Imλ→ 0+, and µ tends to λ+0+ along
the real axis. Reading off the imaginary part, we arrive at the following identity:
lim
µ→λ+0+
[∫1
µ
2K(
p
t)K(
p
1− t)
t−λ d t+2K(
p
λ)K(
p
1−λ) log(µ−λ)
]
= π[K(
p
1−λ)]2
3
− 2π[K(
p
λ)]2
3
+ 4K(
p
λ)K(
p
1−λ)
3
log[4λ(1−λ)], 0<λ< 1. (3.4.18)
Clearly, analytic continuations of Eq. 3.4.18 lead to Eq. 3.4.4. Subtracting Eq. 3.4.18 from Eq. 3.4.17,
we arrive at Eq. 3.4.5. 
Proposition 3.4.2 (Evaluation of G
H/Γ0(4)
2
(z)). For all z ∈H, we have
G
H/Γ0(4)
2
(z)=−1
3
log
∣∣∣∣ ∆(z)
∆(2z)
∣∣∣∣=−8log ∣∣∣∣ η(z)η(2z)
∣∣∣∣=−13 log 2
4|1−λ(2z)|2
|λ(2z)| , (3.4.19)
which verifies the corresponding Gross–Zagier algebraicity conjecture (Eq. 3.2.2).
Proof. Without loss of generality, we first suppose that the point z ∈H satisfies
0< |Re z| < 1
2
,
∣∣∣∣z+ 14
∣∣∣∣> 14 ,
∣∣∣∣z− 14
∣∣∣∣> 14 , (3.4.20)
so that Imλ(2z)Re z> 0, and pick an infinitesimal δ→ 0 such that ε :=λ(2(z+δ))−λ(2z)→ 0+. The
infinitesimal parameter ε is related to the Gross–Zagier renormalization procedure (Eq. 3.2.3) via
the following limit:
lim
δ→0
log
∣∣∣∣λ(2(z+δ))−λ(2z)2δ
∣∣∣∣= 4log23 + logπ+4log |η(2z)|+ 2log |1−λ(2z)|3 + 2log |λ(2z)|3
= 2log2
3
+ logπ+4log |η(z)|+ log |1−λ(2z)|
3
+ 5log |λ(2z)|
6
. (3.4.21)
Naturally, the Kontsevich–Zagier integral representation in Eq. 2.2.15 and the limit formulae
in Eqs. 3.4.3–3.4.5 allow us to compute
G
H/Γ0(4)
2
(z, z+δ)
= 2
πIm(z+δ) Re
∫λ(2(z+δ))
0
[K(
p
t)]2̺2,−1/2(1−2t|z)
[
iK(
p
1− t)
K(
p
t)
−2(z+δ)
][
iK(
p
1− t)
K(
p
t)
−2(z+δ)
]
d t
+ 2
πIm(z+δ) Re
∫1
0
[K(
p
1− t)]2̺2,−1/2(1−2t|z)d t
= − 1
4Im(z+δ) Re
∫λ(2(z+δ))
0
[K(
p
t)]2
[
iK(
p
1− t)
K(
p
t)
−2(z+δ)
][
iK(
p
1− t)
K(
p
t)
−2(z+δ)
]
×
× y ∂
∂y
{
1
t−λ(2z)
1
[K(
p
λ(2z))]2y
}
d t
− 1
4Im(z+δ) y
∂
∂y
Re
{∫1
0
[K(
p
1− t)]2
t−λ(2z)
d t
[K(
p
λ(2z))]2y
}
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= − |z+δ|
2
Im(z+δ) y
∂
∂y
Re
{∫λ(2(z+δ))
0
[K(
p
t)]2
t−λ(2z)
d t
[K(
p
λ(2z))]2y
}
+ Re(z+δ)
Im(z+δ) y
∂
∂y
Re
{∫λ(2(z+δ))
0
iK(
p
1− t)K(pt)
t−λ(2z)
d t
[K(
p
λ(2z))]2y
}
− 1
4Im(z+δ) y
∂
∂y
Re
{∫1
λ(2(z+δ))
[K(
p
1− t)]2
t−λ(2z)
d t
[K(
p
λ(2z))]2y
}
= − |z+δ|
2
Im(z+δ) y
∂
∂y
Re
{
logε+ o(1)
y
+πi x|x|
1
y
− 2πiz
3y
− 2log[4λ(2z)(1−λ(2z))]
3y
}
+ Re(z+δ)
Im(z+δ) y
∂
∂y
Re
{
2z logε+ o(1)
y
−πi
(1−2z x|x| )2
2y
+ πi(1+2z
2)
3y
− 4z log[4λ(2z)(1−λ(2z))]
3y
}
− 1
4Im(z+δ) y
∂
∂y
Re
{
4z2 logε+ o(1)
y
+ 2πiz
3y
− 8z
2 log[4λ(2z)(1−λ(2z))]
3y
}
= 2logε− 4
3
log |4λ(2z)(1−λ(2z))|+ o(1), as δ→ 0. (3.4.22)
Here, to arrive at the last step of Eq. 3.4.22, we have replaced all the occurrences of z+δ in the
penultimate step with z (which introduces at most O(|δ| log |δ|) error).
For points z ∈H in the range specified by Eq. 3.4.20, one can directly check that Eq. 3.4.19 is a
consequence of Eq. 3.4.21 and 3.4.22:
G
H/Γ0(4)
2
(z, z+δ)−2log |δ|−2log
∣∣2π[η(z)]4∣∣
= − 4
3
log |4λ(2z)(1−λ(2z))|+ 4log2
3
+ 2log |1−λ(2z)|
3
+ 5log |λ(2z)|
3
+ o(1).
The rest of our claim follows from continuity and Γ0(4)-invariance with respect to the variable z,
which are manifested by the integral representation in Eq. 3.2.7. 
Remark 3.4.2.1. As a side note, wemention that many explicit formulae for the function∆(z)/∆(2z)
at CM points z have been produced in Weber’s treatise on elliptic functions [53, 17], as well as
Ramanujan’s notebooks [9, Chap. 34]. To put their work into the context of automorphic Green’s
functions, we give a couple of examples involving G
H/Γ0(4)
2
(z):
G
H/Γ0(4)
2
(
1+ i
p
47
2
)
= −4log2−8logξ, where ξ> 0,ξ5−ξ3−2ξ2−2ξ−1= 0; (3.4.23)
G
H/Γ0(4)
2
(
i
p
1848
2
)
= 7log2−4log(1+
p
3)−4log(
p
2+
p
3)−4log(3+
p
7)−2log(3+
p
11)−2log(
p
3+
p
7)
−2log(
p
6+
p
7)−2log(
p
7+
p
11)−2log(2
p
2+
p
7)−2log(7
p
2+3
p
11)
−2log(5
p
3+
p
77)− log(
p
21+
p
22)− 2
3
log(22
p
22+39
p
7). (3.4.24)
Here in Eq. 3.4.23, the quintic polynomial equation satisfied by ξ has a unique positive root and a
solvable Galois group D5 (the pentagon symmetry group). An explicit radical form for ξ is known
[52]:
ξ=
√
10
5
p
A− 5
p
B− 5
p
C− 5
p
D
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where
A = +39000+18200
p
5+ (1720+920
p
5)
√
235+94
p
5;
B= −39000−18200
p
5+ (1720+920
p
5)
√
235+94
p
5;
C = −39000+18200
p
5− (1720−920
p
5)
√
235−94
p
5;
D = −39000+18200
p
5+ (1720−920
p
5)
√
235−94
p
5,
and all the radicals represent positive roots. The evaluation in Eq. 3.4.24 paraphrases the last
entry in Weber’s list [53, Tabelle VI]. 
Remark 3.4.2.2. An interesting consequence of the explicit evaluation for G
H/Γ0(4)
2
(z) (Eq. 3.4.19)
is the following logarithmic addition formula
G
H/Γ0(4)
2
(
z+1
2
,
z
2
)
=GH/Γ0(4)
2
(
− 1
2(2z+1) , z+
1
2
)
− 1
3
log
|1−λ(2z)|2
4|λ(2z)| , α2(z) ∈C (3.4.25)
connecting two (un-renormalized) weight-4 automorphic Green’s functions on Γ0(4). To prove
Eq. 3.4.25, we first reformulate the addition formulae in Eqs. 2.2.7 and 2.2.8 as
G
H/Γ0(2)
2
(z, z′)=GH/Γ0(4)
2
(
z
2
,
z′
2
)
+GH/Γ0(4)
2
(
z+1
2
,
z′
2
)
, (2.2.7′)
G
H/Γ0(2)
2
(z, z′)=GH/Γ0(4)
2
(
z+ 1
2
, z′+ 1
2
)
+GH/Γ0(4)
2
(
− 1
2(2z+1) , z
′+ 1
2
)
; (2.2.8′)
then, the z′→ z limit brings us to
G
H/Γ0(2)
2
(z)=GH/Γ0(4)
2
( z
2
)
+GH/Γ0(4)
2
(
z+1
2
,
z
2
)
−2log2+ 1
3
log
24|1−λ(z)|2
|λ(z)|
=GH/Γ0(4)
2
(
z+1
2
,
z
2
)
−2log2, (3.4.26)
G
H/Γ0(2)
2
(z)=GH/Γ0(4)
2
(
z+ 1
2
)
+GH/Γ0(4)
2
(
− 1
2(2z+1) , z+
1
2
)
− log |1−λ(2z)|
=GH/Γ0(4)
2
(
− 1
2(2z+1) , z+
1
2
)
− 1
3
log
24|1−λ(2z)|2
|λ(2z)| , (3.4.27)
so long as α2(z)∈C. Eliminating GH/Γ0(2)2 (z) from Eqs. 3.4.26 and 3.4.27, we arrive at Eq. 3.4.25.
APPENDIX A. ALGEBRAICITY OF SOME CLASSICAL MODULAR FUNCTIONS
In Eq. 1.2.9, we supplied a brief list of special functions that assume solvable algebraic values
at CM points. We also mentioned that these algebraic numbers could generate abelian extensions
of imaginary quadratic fields. These facts are well known to experts. For the sake of completeness,
we outline the arithmetic theory that supports all these classical statements.
When z is a CM point, the algebraicity of the j-invariant (i.e. j(z) ∈ Q) follows from isomor-
phism classes of an elliptic curve Ez(C)
∼= C/(2πiZ+2πizZ) [45, Theorem 4.14]. Two CM points
z1 and z2 generate the same field extension Q(z1, j(z1))=Q(z2, j(z2)) if the discriminants of their
respective minimal polynomials coincide: z1 ∈ ZD1 = ZD2 ∋ z2. (Here, ZD := {z ∈H|∃a,b, c ∈ Z,a >
0,gcd(a,b, c)= 1,b2−4ac=D,az2+bz+c= 0}, as in Remark 2.3.3.2.) Via isomorphism to a (neces-
sarily commutative) class group of the ring Z[(D+ ip|D|)/2], one can show that the (finite) Galois
group Gal(Q(z, j(z))/Q(z)), z ∈ZD is abelian [45, Theorem 5.7(i)], and consequently solvable.
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For any given integers a,b, c ∈Z satisfying ac> 0, we have two claims: (i) The expression
∆
(
az+b
c
)
∆(z)
(A.1)
can be locally identified with an algebraic function Aa,b,c( j(z)); (ii) For all CM points z, both the
function Aa,b,c( j(z)) and its logarithmic derivative
A′
a,b,c
( j(z))
Aa,b,c( j(z))
, where A′a,b,c( j) :=
∂Aa,b,c( j)
∂ j
(A.2)
assume algebraic values solvable in radical form. Based on a factorization argument [33, p. 167],
it would suffice to demonstrate the truthfulness of these two claims for the cases where (a,b, c)=
(p,0,1) and (a,b, c)= (1,m, p),m ∈Z∩[0, p−1], with p being a prime number. Concretely speaking,
the expression in Eq. A.1 factorizes into a finite product of functions in the forms of
∆(pz′)
∆(z′)
∈Q( j(z′), j(pz′)), and
∆
(
z′+m
p
)
∆(z′)
=
∆
(
z′+m
p
)
∆
(
p z
′+m
p
) ∈Q( j ( z′+m
p
)
, j(z′)
)
, m ∈Z∩ [0, p−1],
(A.3)
with z′ = (a′z+b′)/(c′z+d′) for some integers a′,b′, c′,d′ ∈Z (dependent on a, b, c, p and m, but not
on z) such that a′d′− b′c′ > 0. Here, all the members in the field extension Q(X ,Y ) are rational
functions of variables X and Y with rational coefficients (dependent on p but not on z′ or m); the
two j-invariants j(z) and j(pz) are tied to each other via an algebraic equation Φp( j(z), j(pz))= 0
— the modular equation of p-th degree (which is a bivariate polynomial equation with integer co-
efficients that depend on p but not on z). The field extension relations in Eq. A.3 are well-known
results in the theory of automorphic functions (see [45, Proposition 6.9(2)] and [33, Chap. 11, §2,
Corollary 2]). Thus far, we have constructed the algebraic function Aa,b,c( j) along with its loga-
rithmic derivative A′
a,b,c
( j)/Aa,b,c( j), and have demonstrated the algebraicity of their CM values.
This confirms the two claims at the beginning of the current paragraph.
In the light of the foregoing arguments, we know that for any integer N,
∆(Nz)
∆(z)
and
[
1
∂ j(z)/∂z
∂
∂z
log
∆(Nz)
∆(z)
]2
= [NE2(Nz)−E2(z)]
2
j(z)[ j(z)−1728]E4(z)
= ∆(z)[NE2(Nz)−E2(z)]
2
j(z)E4(z)[E6(z)]
2
(A.4)
assume solvable algebraic values (possibly infinity, as one has j(eπi/3) = E4(eπi/3) = E6(i) = 0) at
CM points. These algebraic numbers (if finite) are expressible as multivariate rational functions
(of rational coefficients) for certain CM values of the j-invariant: they belong to a field extension
Q( j(z1), . . . , j(zn)) where all the n numbers z1, . . . , zn reside in the imaginary quadratic field Q(z).
In fact, any such algebraic number αz ∈ Q( j(z1), . . . , j(zn)) generates an abelian extension of the
field K = Q(z), whose ring of algebraic integers is oK = Z[zK ] for a certain zK ∈ K . To show
this, we may suppose that zℓ ∈ ZDℓ ,ℓ ∈ Z∩ [1,n] and pick positive integers fℓ ∈ Z>0 such that
oℓ = Z[zK fℓ] = Z[(Dℓ + i
p
|Dℓ|)/2], with fℓ being the conductor of oℓ, ℓ ∈ Z∩ [1,n] [33, p. 91].
Take a ring o = Z[zK f ] where f = lcm( f1, . . . , fn), then we have o ⊆
⋂n
ℓ=1oℓ, which entails the
field inclusion relations Q(zK , j(zK f )) ⊇ Q(zℓ, j(zℓ)), ℓ ∈ Z∩ [1,n] [33, p. 134]. Thus, the tower
of fields K ⊆ K (αz) ⊆ K ( j(zK f )) reveals the commutativity of the Galois group Gal(K (αz)/K ) ∼=
Gal(K ( j(zK f ))/K )/Gal(K ( j(zK f ))/K (αz)).
Then, we show that the same algebraic property holds if one replaces NE2(Nz)−E2(z) by E2(z)
in the last expression of Eq. A.4. Suppose that a CM point z∗ ∈H solves the quadratic equation
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az2∗+bz∗+ c= 0 with integer coefficients (a,b, c). Then it is straightforward to compute that
∂
∂z
∣∣∣∣
z=z∗
log
∆
(
az+b
c
)
∆(z)
+ 1
z2∗
∂
∂z
∣∣∣∣
z=−1/z∗
log
∆
(
cz−b
a
)
∆(z)
= b
2−4ac
ac
[
∆
′(z∗)
∆(z∗)
− 6i
Im z∗
]
= 2πi b
2−4ac
ac
E2(z∗), (A.5)
so the assertion follows from the properties of the logarithmic derivative that appeared in Eq. A.2.
Thus, we have confirmed that the following arithmetic functions
j(z),
E2(Nz)
E2(z)
,
[
E4(Nz)
E4(z)
]3
= ∆(Nz) j(Nz)
∆(z) j(z)
,[
E6(Nz)
E6(z)
]2
= ∆(Nz)[ j(Nz)−1728]
∆(z)[ j(z)−1728] ,
[E2(z)]
2
E4(z)
,
[E2(z)]
3
E6(z)
all possess the desired algebraic attributes: when [Q(z) :Q] = 2, a number from the list above is
either infinity or an algebraic number that generates an abelian extension of Q(z).
APPENDIX B. SOLUTIONS TO dimSk(Γ)= 0 ON CONGRUENCE SUBGROUPS Γ
For completeness, we present in this appendix an expository note on the solutions to the cusp-
form-free condition dimSk(Γ) = 0, where Γ is a congruence subgroup of SL(2,Z) that has arith-
metic interest, and k is an even number greater than or equal to 4.
For Γ= SL(2,Z), the dimension formulae for even weights k ≥ 4 are familiar (see [45, Proposi-
tion 2.26] or [22, Theorem 3.5.2]):
dimSk(SL(2,Z))=

⌊
k
12
⌋
−1, k≡ 2 (mod 12);⌊
k
12
⌋
, k 6≡ 2 (mod 12).
(B.1)
Here, ⌊x⌋ stands for the greatest integer less than or equal to x ∈ R. It is clear from Eq. B.1 that
for even weights k≥ 4, the only solutions to dimSk(SL(2,Z))= 0 are k= 4,6,8,10,14.
If we shift our attention to Γ(N), the principal congruence group of level N ≥ 2, which consists
of transformations in SL(2,Z) that are congruent to the identity matrix
(
1 0
0 1
)
modulo an integer
N ≥ 2, then we have the following dimension formula for even weights k ≥ 4 (as one may com-
pute from [45, Eqs. 1.6.2–1.6.3, Proposition 1.40, Theorem 2.24] or [22, Theorems 3.1.1, 3.5.1,
Figure 3.4]):
dimSk(Γ(N))=

k−4
2
, N = 2
[(k−1)N−6]N2
24
∏
p|N
(
1− 1
p2
)
, N > 2
(B.2)
and dimSk(Γ(N))= 0 admits just one solution: k= 4,N = 2.8
The compact Riemann surfaces X0(N)(C)=Γ0(N)\H∗ and X1(N)(C)=Γ1(N)\H∗ are important
to the arithmetic studies of elliptic curves. Here, the Hecke congruence groups of level N are
defined by
Γ0(N) :=
{(
a b
Nc d
)∣∣∣∣a,b, c,d ∈Z;ad−Nbc= 1} ,
8The product “
∏
p|N” runs through distinct prime numbers p that divide N, so the result never vanishes. The
equation (k−1)N −6= 0 has no integer solutions such that N > 2,k≥ 4.
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and their projective counterparts are Γ0(N)=Γ0(N)/{I,−I}; for the congruence groups
Γ1(N) :=
{(
1+Na b
Nc 1+Nd
)∣∣∣∣a,b, c,d ∈Z; (1+Na)(1+Nd)−Nbc= 1} ,
the respective projective versions are Γ1(2)=Γ1(2)/{I,−I} and Γ1(N)=Γ1(N) for N > 2. For N = 2,
3 or 4, it is well known that the projective congruence group Γ1(N) coincides with the projective
Hecke congruence group Γ0(N) of the same level N [22, Exercise 3.9.3].
In this work, we are concerned with weight-4 automorphic Green’s functions G
H/Γ0(N)
2
(z, z′) =
G
H/Γ1(N)
2
(z, z′) for N ∈ {2,3,4}, as well as a weight-6 automorphic Green’s function GH/Γ0(2)
3
(z, z′)=
G
H/Γ1(2)
3
(z, z′). These cases account for all the “cusp-form-free” scenarios relevant to the Gross–
Kohnen–Zagier algebraicity conjecture on congruence subgroups of levels N ≥ 2, as explained in
the next lemma.
Lemma B.1 (Solutions to dimSk(Γ0(N))= 0 and dimSk(Γ1(N))= 0). (a) For even weights k ≥ 4,
there are only four isolated cases free from cusp forms on Γ0(N) (see [39, Table A]):
dimS4(Γ0(2))= 0, dimS4(Γ0(3))= 0, dimS4(Γ0(4))= 0, dimS6(Γ0(2))= 0. (B.3)
(b) The solutions to the equation dimSk(Γ1(N))= 0 for even weights k≥ 4 are exhausted by
dimS4(Γ1(2))= 0, dimS4(Γ1(3))= 0, dimS4(Γ1(4))= 0, dimS6(Γ1(2))= 0. (B.4)
Proof. (a) For even weights k ≥ 4, we may compute dimSk(Γ0(N)) explicitly, drawing on some
classical results.
Let H∗ :=H∪Q∪{i∞} be the extended upper half-plane, then the genus of the compact Riemann
surface X0(N)(C) :=Γ0(N)\H∗ is given by (see [45, Proposition 1.40] or [22, Theorem 3.1.1])
g(Γ0(N)\H
∗)= 1+ N
12
∏
p|N
(
1+ 1
p
)
− ν2(Γ0(N))
4
− ν3(Γ0(N))
3
− ν∞(Γ0(N))
2
.
Here, ν2(Γ0(N)) (resp. ν3(Γ0(N))) counts the number of inequivalent elliptic fixed points of period
2 (resp. 3), explicitly quantified by the formulae (see [45, Proposition 1.43] or [22, Figure 3.3]):
ν2(Γ0(N))=

∏
p|N
(
1+
(−1
p
))
, 4 ∤N,
0, 4 |N,
ν3(Γ0(N))=

∏
p|N
(
1+
(−3
p
))
, 9 ∤N,
0, 9 |N,
(B.5)
where the Kronecker–Legendre symbols are evaluated as [45, Proposition 1.43]
(−1
p
)
=

0, p= 2,
1, p≡ 1 mod 4,
−1, p≡ 3 mod 4,
(−3
p
)
=

0, p= 3,
1, p≡ 1 mod 3,
−1, p≡ 2 mod 3.
In the meantime,
ν∞(Γ0(N))=
∑
d|N
ϕ(gcd(d,N/d)) (B.6)
counts the number of inequivalent cusps in the fundamental domain of Γ0(N), where the sum
“
∑
d|N” runs over every positive divisor d of N, “gcd(n,m)” denotes the greatest common divisor
for a pair of integers (n,m), and ϕ(n) := n∏p|n(1− 1p ) is Euler’s totient function.
For an even weight k≥ 4, we may quote the dimension formula (see [45, Theorem 2.24] or [22,
Theorem 3.5.1])
dimSk(Γ0(N))= (k−1)(g(Γ0(N)\H∗)−1)+
⌊
k
4
⌋
ν2(Γ0(N))+
⌊
k
3
⌋
ν3(Γ0(N))+
(
k
2
−1
)
ν∞(Γ0(N)).
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For N ∈ {2,3,4}, this specializes to the formulae
dimSk(Γ0(2))=
⌊
k
4
⌋
−1, dimSk(Γ0(3))=
⌊
k
3
⌋
−1, dimSk(Γ0(4))=
k−4
2
,
which confirm the equalities displayed in Eq. B.3.
To rule out solutions to the equation dimSk(Γ0(N))= 0 with an integer N > 4 for even weights
k≥ 4, we need to assess the lower bound of
dimSk(Γ0(N))=
(k−1)N
12
∏
p|N
(
1+ 1
p
)
+
(
1
4
+
⌊
k
4
⌋
− k
4
)
ν2(Γ0(N))
+
(
1
3
+
⌊
k
3
⌋
− k
3
)
ν3(Γ0(N))−
ν∞(Γ0(N))
2
,
starting from the following estimates of G. Martin [37]:
max{ν2(Γ0(N)),ν3(Γ0(N))}≤ 24−
log16
log11N
log2
log11 , ν∞(Γ0(N))≤
p
N
∏
p|N
(
1+ 1
p
)
.
Now that we have the lower bound(
1
4
+
⌊
k
4
⌋
− k
4
)
+
(
1
3
+
⌊
k
3
⌋
− k
3
)
≥− 7
12
valid for even integers k, we obtain the inequality
dimSk(Γ0(N))≥
(k−1)N−6
p
N
12
∏
p|N
(
1+ 1
p
)
− 7
12
2
4− log16
log11N
log2
log11 > 3N−6
p
N
12
− 7
12
2
4− log16
log11N
log2
log11 > 0
for N ≥ 77.
Since 2×3×5×7= 210, any integer in the range 5≤ N ≤ 76 contains at most 3 distinct prime
factors. Thus, within the range 30≤N ≤ 76, a more stringent upper bound
max{ν2(Γ0(N)),ν3(Γ0(N))}≤ 23 = 8
allows us to refine the former inequality on dimensions as
dimSk(Γ0(N))>
3N−6
p
N
12
− 7
12
×8> 0.
Then, for the regime 12≤N ≤ 29, the improvement
max{ν2(Γ0(N)),ν3(Γ0(N))}≤ 2
∑
p|N,p≥5 1 =
∏
p|N,p≥5
2≤ 2
leads to
dimSk(Γ0(N))>
3N−6
p
N
12
− 7
12
×2> 0.
The remaining scenarios N ∈ {5,6,7,8,9,10,11} can be studied case by case. If N = 6, 8 or 9,
then we have ν2(Γ0(N))= ν3(Γ0(N))= 0 and ν∞(Γ0(N))= 4, thus
dimSk(Γ0(N))=
(k−1)N
12
∏
p|N
(
1+ 1
p
)
−2≥ dimS4(Γ0(N))=
N
4
∏
p|N
(
1+ 1
p
)
−2= 1.
The explicit formulae
dimSk(Γ0(5))= 2
⌊
k
4
⌋
−1, dimSk(Γ0(7))= 2
⌊
k
3
⌋
−1,
dimSk(Γ0(10))= 2
⌊
k
4
⌋
+k−3, dimSk(Γ0(11))= k−2
rule out the solutions to dimSk(Γ0(N))= 0 for even weights k≥ 4 and N ∈ {5,7,10,11}.
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(b) When it comes to the numbers of inequivalent elliptic fixed points ν2,ν3, the number of
inequivalent cusps ν∞, and the genus g, the data for Γ1(N) coincide with those of Γ0(N) =
{I,−I}Γ1(N) for N ∈ {2,3,4} (see [22, Figure 3.3]), so the relations in Eq. B.4 follow from Eq. B.3.
It is sensible to restrict the rest of our discussions to Γ1(N),N > 4, where we have [22, Fig-
ure 3.4]
ν2(Γ1(N))= 0, ν3(Γ1(N))= 0, ν∞(Γ1(N))=
1
2
∑
d|N
ϕ(d)ϕ(N/d)
and
g(Γ1(N)\H
∗)= 1+ N
2
24
∏
p|N
(
1− 1
p2
)
− 1
4
∑
d|N
ϕ(d)ϕ(N/d).
Consequently, for even weights k≥ 4, we obtain [22, Figure 3.4]
dimSk(Γ1(N))= (k−1)(g(Γ1(N)\H∗)−1)+
(
k
2
−1
)
ν∞(Γ1(N))
= (k−1)N
2
24
∏
p|N
(
1− 1
p2
)
− 1
4
∑
d|N
ϕ(d)ϕ(N/d).
If N = p turns out to be a prime number greater than or equal to 5, we immediately have
dimSk(Γ1(p))≥ dimS4(Γ1(p))=
3(p2−1)
24
− p−1
2
= (p−1)(p−3)
8
> 0.
For composite numbers N, we may use the inequalities∏
p|N
(
1− 1
p2
)
>
∏
p
(
1− 1
p2
)
= 6
π2
and
dimSk(Γ1(N))≥ dimS4(Γ1(N))>
3N2
4π2
− 1
4
∑
d|N
ϕ(d)ϕ(N/d).
Here, by virtue of the relations ϕ(n)≤ n and n=∑d|nϕ(d), we may estimate∑
d|N
ϕ(d)ϕ(N/d)=
∑
d|N
0<d≤
p
N
ϕ(d)ϕ(N/d)+
∑
d|Np
N<d≤N
ϕ(d)ϕ(N/d)
≤
(
max
n∈Z∩(0,
p
N]
ϕ(n)
) ∑
d|N
0<d≤
p
N
ϕ(N/d)+
(
max
n∈Z∩(0,
p
N]
ϕ(n)
) ∑
d|Np
N<d≤N
ϕ(d)≤ 2N3/2.
For N ≥ 44, we thus have
dimSk(Γ1(N))≥ dimS4(Γ1(N))>
3N2
4π2
− 1
4
∑
d|N
ϕ(d)ϕ(N/d)≥ 3N
2
4π2
− N
3/2
2
> 0.
For integers in the range 27≤ N < 44, we may exploit the relation maxn∈Z∩(0,p44]ϕ(n) = ϕ(5) = 4
to improve the estimate:∑
d|N
ϕ(d)ϕ(N/d)≤ 8N, dimSk(Γ1(N))≥ dimS4(Γ1(N))>
3N2
4π2
−2N > 0.
By direct computation, we can verify that the inequality
dimSk(Γ1(N))≥ dimS4(Γ1(N))>
3N2
4π2
− 1
4
∑
d|N
ϕ(d)ϕ(N/d)> 0
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remains valid for N = 25,∑d|25ϕ(d)ϕ(25/d)= 56 and N = 26,∑d|26ϕ(d)ϕ(26/d)= 48. Next, within
the regime 14≤N ≤ 24, we have maxn∈Z∩(0,p24]ϕ(n)=ϕ(3)=ϕ(4)= 2, and accordingly,∑
d|N
ϕ(d)ϕ(N/d)≤ 4N, dimSk(Γ1(N))≥ dimS4(Γ1(N))>
3N2
4π2
−N > 0.
There are only a few composite numbers within the range 5≤ N ≤ 13, for which we may directly
compute as follows:
dimS4(Γ1(6))= 1, dimS4(Γ1(8))= 3, dimS4(Γ1(9))= 5,
dimS4(Γ1(10))= 5, dimS4(Γ1(12))= 7.
Therefore, for all integers N ≥ 5 and even weights k≥ 4, we have dimSk(Γ1(N))≥ dimS4(Γ1(N))>
0. 
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