We investigate the problem of smoothing multiplexed network traffic, when either a streaming server transmits data to multiple clients, or a server accesses data from multiple storage devices or other servers. We introduce efficient algorithms for lexicographically optimally smoothing the aggregate bandwidth requirements over a shared network link. In the data transmission problem, we consider the case in which the clients have different buffer capacities but no bandwidth constraints, or no buffer capacities but different bandwidth constraints. For the data access problem, we handle the general case of a shared buffer capacity and individual network bandwidth constraints. Previous approaches in the literature for the data access problem handled either the case of only a single stream or did not compute the lexicographically optimal schedule.
Introduction
Increasing demand for real-time delivery of digital content over data networks motivates the problem of building scalable data storage and transfer systems with quality of service guarantees. Improving the network capacity by continuously adding link bandwidth into the system is not always feasible or efficient. Appropriate shaping of the data traffic at the network edge has the potential of achieving higher bandwidth utilization, without imposing scale limitations onto the network architecture [17, 18] . In the description that follows, we focus on the case of on-demand delivery of stored media files to multiple different clients. However, this is only one type of application example with potential benefit from the above services. Figure 1 illustrates a simplified network hierarchy that allows on-demand delivery of stored media files to multiple users.
By requesting stored streams with known timedependent resource requirements, the clients essentially specify what data is required, and when each portion is actually needed. The source server node manages a collection of secondary storage devices, where the media files are originally stored. Memory space in the server is available for buffering (or caching) data arriving from the disks. At one or more intermediate layers, proxy servers between the clients and the source server are responsible for handling the client requests and communicating them appropriately back to the source server node. Data transmission to the clients is adjusted according to the buffer space and network link capacity of each client and each proxy.
In this paper, we consider the generic problem of scheduling network data transfers for streaming media files. In Figure 1 , downstream nodes are on the left and upstream nodes on the right. A practical and scalable approach is to do the scheduling one layer at a time, starting at the downstream layers and proceeding to the upstream layers. In the course of this layer-by-layer process, the scheduling problem that arises at each layer falls into one of two basic types:
1. At the proxy-client layer, we have an instance of the data transmission problem, where multiple clients share the network transmission bandwidth. After this schedule is determined, we are left with a set of data requests (with modified deadlines) that are passed upstream from the proxy to the server (or perhaps to another intermediate proxy), resulting in another instance of the data transmission problem.
2. After scheduling the data transmissions from the server to the proxies, we are left with a set of data requests (with modified deadlines) that must be passed upstream to the disks. The resulting data access problem has the characteristics that the server has a single shared buffer to service disk channels with constraints on individual data transfer rates.
Further variants and combinations of these two problems are possible for more complicated networks. We briefly discuss caching issues, which are subject of ongoing research, in Section 8. For both the data transmission and data access problems, we introduce efficient algorithms for lexicographic optimal smoothing (or simply lexopt smoothing) the aggregate bandwidth requirements. Among all data transfer schedules, the lexopt schedule is the one with minimum bandwidth variance. In the data trmnsmission problem, where multiple clients share the network bandwidth, we consider two client models. In the first, the clients have different buffer capacities but no individual network bandwidth constraints; in the second model, the clients have no buffer limitations but different maximum link bandwidth capacities. For the data access problem, we handle the general case of a shared buffer with limited capacity and individual disk channel bandwidth constraints. Previous approaches in the literature for the data transmission and data access problems, handled either the case of only a single stream or did not compute the lexicographically optimal schedule. We examine previous work in the next section.
Lexopt smoothing of the aggregate data traffic has several advantages over alternative traffic shaping methodologies. It will not only minimize the maximum aggregate bandwidth, but it will also keep minimal the bandwidth requirements in every time step of the aggregate data transfer sequence. By reducing the time period during which the peak bandwidth is actually utilized, the chances for successfully admitting requests from additional clients can be improved. By avoiding having to reschedule the entire accepted network traffic every time a new playback request is considered, the computation for admission control becomes independent of the number of clients concurrently supported by the system. The hierarchical approach for applying the lexopt process itself, distributes the smoothing operation across multiple layers in order to take advantage of buffering resources available in the entire system.
The rest of this paper is structured as follows. In Section 2, previous related work is presented. In Section 3, the generM data transmission problem is defined, while in Section 4 and 5, algorithms for optimally solving two special cases are described. In Section 6, the data access problem is more formally introduced, and an optimal algorithm is provided for a particular case. In Section 7, some preliminary results from our experimentation with actual video streams are summarized, while Section 8 briefly discusses our conclusions and plans for future work.
Related Work
Variable bit-rate encoding of video streams can achieve quality equivalent to constant bit-rate encoding, while requiring average bit rate that is significantly lower [13, 3, 7] . Data prefetching techniques have been previously applied in order to reduce bandwidth requirements of variable bit-rate data transfers.
To compare different data transfer sequences with respect to uniformity of bandwidth requirements over time, we use the lexicographic optimality criterion [6, 5] , formally described in the next section. Salehi et al. [16] describe an algorithm for lexicographically optimizing the data transfer sequence of a single stream, when given a limited buffer capacity at the client for prefetching.
Feng and Rexford [2] compare alternative methods for smoothing individual streams and demonstrate differences in the rate change properties of the generated transfer sequences. McManus and Ross [10] introduce a general dynamic programming approach for generating a piecewise constant rate sequence for a single stream, optimized according to criteria related to the required buffer space and transfer rate. All these solutions apply to individual streams without explicit consideration of contention for network link bandwidth from other concurrently served clients.
Zhao and Tripathi [19] describe an algorithm for minimizing the maximum aggregate bandwidth required when multiplexing several video streams over a common network link connected to clients with different buffer constraints. Comparative experimentation is limited to static sets of streams rather than streams arriving and initiated dynamically over time, as would typically happen in practice.
Hoang and Vitter [4] propose a lexicographic approach for choosing the quantization level during MPEG video coding, subject to the buffering constraints, so as to achieve the most uniform visual quality of the transmitted video. Other related research tries to improve network link utilization for live video, where the resource requirements of a stream can only be known for a limited time window rather than the entire playback duration. Rexford et al. [14] use client d a t a prefetching for smoothing live video streams, where the stream requirements are known only for a limited period of time instead of the entire playback period. Mansour et al. [9] examine several resource tradeoffs in live video smoothing.
Other studies have considered server-side resource management [11, 15, 12] . In particular, Anastasiadis et al. [1] investigate the problem of lexicographically optimizing the transfer of individual streams transferred from multiple disks into a shared buffer.
In our experimentation, we assume that resource requirements are reserved deterministically, rather than being estimated based on statistics of the d a t a transfer sizes. Accurate statistical representation of video traffic is a nontrivial problem, which we can avoid in the case of stored streams sequentially accessed, because of the additional information available about each stored stream. Prefetching techniques can be successfully applied explicitly through smoothing, as is demonstrated in the rest of this paper and previous related work.
T h e y increase buffer space requirements on the client side for improved network link bandwidth utilization.
D a t a T r a n s m i s s i o n P r o b l e m D e f i n it i o n
We consider a set of K clients connected over a shared network link to a source (or proxy) streaming media server. 
Lk(i) = Eq_<i dk(q).
W h e n the local client buffer space is limited, the maxim u m cumulative amount of d a t a that client k can receive by time step i is given by Uk(i). T h e general constraint that has to be met is Uk(i) > Lk(i), for all 1 _< i _< T.
Assuming available buffer space at the client k equal to ttk, the cumulative upper bound can be derived from the lower bound: Uk(i) = Lk(i --1) + Pk. In addition, the link that connects a client k to the network might have limited bandwidth pk. 
SA(i) ~-~k s k ( i ) , transferred to all clients during time step i.
To compare different transfer schedules with respect to smoothness, we advocate using the lexicographic optimality criterion [6, 5] . This criterion compares two vectors starting from their first largest element.
W h e n the kth largest elements are the same, it proceeds with comparing the (k + 1)st largest element and so on until two respective elements differ. The vector with the smaller (k + 1)st largest element is considered smoother than the other. Of course, when transforming a d a t a transfer sequence to a smoother one, additional constraints apply as a result of validity restrictions mentioned in the previous paragraph.
More formally, for any x = ( x l , . . . ,Xn) E R n, let the square bracket subscripts denote the elements of x in decreasing order x[1] _> ' " >_ X[n]. Given a parameter G, a sequence x 6 R n is valid if xi > 0, for each 1 < i < n, and n ~i = 1 xi = G. For any two valid sequences x, y, we say that x is lexicographically smaller than y (denoted x ~ y) if for some 1 < k < n w e h a v e
We consider x to be smoother than y if x -.~ y. We say that x* is lexicographically optimal if x* -.~ x for all other valid x. As a corollary, the m a x i m u m element of x* is no larger t h a n the m a x i m u m element of any other valid sequence, or equivalently x* is minmax-optimal over all valid sequences. Furthermore, among all those sequences with the same smallest m a x i m u m element, x* minimizes the secondhighest element, and so on. Lexicographic optimality is thus a stronger notion t h a n m i n m a x optimality.
. D a t a T r a n s m i s s i o n t o C l i e n t s w i t h U n l i m i t e d B u f f e r a n d L i m i t e d B a n dw i d t h
In this section we describe a newly derived algorithm for constructing a lexicographically optimal schedule for data transmission in which, for each 1 _< k < K , client k has limited network bandwidth pk, but no m e m o r y constraints (i.e., ttk = +cx~). Practically, this means that the client has sufficient storage space to receive the entire file, and thus d a t a can be t r a n s m i t t e d to (prefetched at) the client at any time prior to its deadline. F i g u r e 3: Example of aggregating the pruned lower bounds of two streams, for the unlimited buffer/limited bandwidth network multiplexing problem. Pruning keeps every demand sequence at each time step bounded by the corresponding bandwidth limit. Each segment on the convex hull corresponds to a critical interval, and its slope is the critical rate.
T h e A l g o r i t h m
As a preprocessing step, the demand sequence of each stream k is pruned so that its demand at any time step i is no more than its link capacity pk. This is done by examining successive elements of the demand sequence from the last element towards the first, moving at each step demand exceeding pk to the previous time step. We have to move the data transfers backwards in order to avoid violating any of the deadline restrictions. More specifically, we update Starting from point i = 0 of the cumulative lower bound curve, we identify consecutive non-overlapping longest intervals (i,j], called critical intervals, such that the line segment from LA(i) to LA(j) does not meet the lower bound anywhere other than its endpoints. The algorithm below constructs a transfer schedule so that the aggregate bandwidth for each critical interval is equal to the slope of the line segment. The resulting schedule is lexicographically optimal. Our algorithm has a complexity of O ( K T ) for pruning of the demand sequences, identification of the critical intervals, and scheduling of the critical intervals.
All that remains is to show how to schedule each critical interval. Let (i, j] be a critical interval, and let R c denote its critical rate, which corresponds to the slope of the line segment from LA(i) to LA(j). We start with an initial schedule consisting of the pruned lower bounds. That is, the schedule consists of the pruned demand vectors with no prefetching other than what was done during the pruning. This schedule is valid, in that the bandwidth for stream k is at most pk; however, the aggregate bandwidth is highly variable.
We do the following step iteratively until the aggregate bandwidth at each time step is Re: Let time step q be the latest time in the critical interval for which SA(q) > R c. And let time step p be the latest time step earlier than q such
calculate sk(t), i _< t < j, ] < k < K (from Theorem i) 7. until (total length of critical intervals ~ T) F i g u r e 4: Algorithm outline for the data transmission problem with unlimited buffer and limited bandwidth. data units from time step q to p. Precisely how we move the data (i.e., how we determine which streams and how much data from each stream) is described below in the proof of Theorem 1. The steps of the algorithm are outlined in Figure 4 .
At the end of this process, we are left with a constantbandwidth transfer schedule of bandwidth R c for the criticM interval. This final schedule is lexicographically optimal and corresponds to an aggregate bandwidth that follows the convex hull of Figure 3. Proof: We show by construction that, in each critical interval, we obtain a valid aggregate transfer schedule such that the aggregate bandwidth for each step in the interval is equal to the critical rate of the interval. We start with the valid aggregate schedule of Lemma 1, which corresponds to scheduling each stream according to its pruned demand sequence. Let's focus on any particular critical interval; we denote the critical rate for the interval by R c. For the algorithm in Section 4.1, we need to show that we can transfer min{sA(q) -R c, R c -sA(p)} data units from time step q to time step p. The result of this transfer is that either tifpe step q or time step p will end up with an aggregate bandwidth of R c. The only reason why we would not be able to transfer the desired amount of data from time q to time p would be if some streams at time step p would then be above their bandwidth limit. Since the initial schedule is valid, the individual bandwidth constraints are initially met. In particular, the streams that are transmitting data at step q are at or below their individual bandwidth limits. Since the aggregate bandwidth at time step p is below that of time step q, there must be at least one stream transmitting at time q that is not transmitting at its bandwidth limit at time p. We can therefore move data for that stream from time step q to p. We continue in this manner until either time step q or time step p is at the desired bandwidth R c.
O p t i m a l i t y P r o o f
For each time step in the critical interval, we end up with constant aggregate bandwidth R c. By the nature of the way R c is computed, the average bandwidth for the time steps in the critical interval is at least R c. The constantbandwidth schedule for the critical interval is obviously the one that is lexicographically minimal. The concatenation of lexicographically optimal schedules for the critical intervals is lexicographically optimal. |
Data Transmission to Clients with Limited Buffer and Unlimited Bandwidth
As previously, we consider the scheduling of K distinct streams, each of which consists of T transmission steps. For the client model considered in this section, each client k has a fixed amount pk of memory for prefetching, but there is no bandwidth constraint (i.e., pk = +oc). We allow realvalued amounts of data transfer at each step. Our goal is to compute the lexopt schedule.
The Algorithm
Our new algorithm initially follows the approach of Zhao and Tripathi [19] and constructs, for each stream k, the lower bound Lk(i) and upper bound Uk(i) on the data for that stream that needs to be transmitted by time step i. The lower bound Lk (i) is just the sum of the demands of stream k between time steps 0 and i. The upper bound Uk(i), which is #k units larger than Lk(i --1), limits the amount of data over and above the aggregate demand that can be prefetched at time i for use in later time steps. Our algorithm is iterative. In each iteration, transmissions are scheduled for one or more disjoint intervals, (i, j]. These critical intervals are then removed from further consideration by the algorithm. When removing critical interval (i, j], the demands at time step i and time steps greater than j are modified to appropriately reflect the transmission sequence computed for the interval (i, j]. The modified workload is the input to the next iteration of the algorithm. Each individual interval is found using the algorithm of Zhao and Tripathi. Our contribution is to show that we can remove each identified critical interval, followed by appropriate adjustment of the transmission sequence, to compute the lexopt schedule.
Every critical interval has an associated critical rate R c, which is the aggregate bandwidth required in that interval. All intervals identified in the same iteration have the same value of R c, which is smaller than the critical rate in any previous iteration. The critical rate computed in any iteration is the minimum bandwidth necessary to schedule the modified aggregate workload at that iteration. This sequence of critical rates generates the lexicographically optimal aggregate transfer schedule.
Like the minmax algorithm of Zhao and Tripathi [19] , our algorithm achieves the following lower bound on the peak transfer rate for the K streams:
Let us now consider any interval (i, j] in which this lower bound on peak transfer rate is achieved. As before, call such an interval a critical interval. We schedule each critical interval with a constant bandwidth equal to its critical rate, using the algorithm implicit in Lemma 2.
For a critical interval, let the streams that have a positive contribution to the above sum in the critical interval be called saturating streams, and non-saturating streams be those streams with zero contribution to the sum. Any saturating stream k satisfies two key properties:
1. It cannot transmit any data needed for time steps beyond j in any time step less than or equal to j. In other words, for each critical region, the client buffer for a saturating stream starts full and ends up empty. Nonsaturating streams do not transmit any data during the critical interval.
These observations allow us to recursively reduce the problem by stripping away all critical intervals ( Figure 5 ).
When stripping any such (i,j] interval, the lower bound
at the boundary times i must be adjusted in accordance with the observations above. The lower bound at time step i for each saturating stream k must be increased by Input: K , tie, dk, 1 < k < K Output: sk, i < k < K 1. g e n e r a t e Lk from d k , 1 < k < K 2. g e n e r a t e U k from L k , 1 < k < K and #k 3. r e p e a t 4.
i d e n t i f y next c r i t i c a l i n t e r v a l (i, j] with R c, and l i s t of s a t u r a t i n g c l i e n t s 5.
update s k ( t ) , i < t_< j , 1 < k < K , for all saturating clients 6.
set Lk(i)= Uk(i) for each saturating client k 
Uk(i) -Lk(i), while the corresponding lower bound for nonsaturating streams must be increased by L k ( j ) -Lk(i).
In addition, the bounds of saturating streams in all time steps following j have to be reduced by the amount of bytes transferred during the (i,j] interval, which is equal to the quantity Lk(j) --Uk (i). Following these changes, the recursion can now be applied ( Figure 6 ). If we do this stripping simultaneously for all critical intervals, then the new problem instance will have a strictly smaller peak rate than before. We then find the lower bound on the peak rates for each of the new problems, and reapply the above approach. We can then glue back the schedule for the interval (i,j] into the resulting schedule. Because of the strong property that every valid schedule that meets the minmax bound must schedule the same transmissions during time steps i + 1, i + 2, . . . , j, we end up with a provably lexicographically minimum schedule.
. 2 . O p t i m a l i t y P r o o f L e m m a 2 In every point of the critical interval, the aggregate transmission rate R c is both necessary and sufficient for the clients to avoid underflow and overflow of their buffers. In other words, there is a valid schedule such that the aggregate bandwidth at each time step in the critical interval is exactly R c.
The above lemma is proved by Zhao and Tripathi [19] . We use that approach as a subroutine for finding the lexicographically optimal schedule.
T h e o r e m 2 When multiplexing streams for clients with limited buffers, the process of iteratively identifying critical intervals generates a valid lexicographieally optimal sequence of aggregate transfer rate requirements.
Proof: From Lemma 2, we know that the aggregate rate R c in each successive critical interval (i,j] is both necessary and sufficient for the participating (saturating) stream to avoid starvation or overflow. This results from the fact that streams participating in (i,j] start with full buffer at i and end with empty buffer at j. From the way that the lower bound is updated when stripping out the interval (i,j], the requirements up to i and after j of each saturating stream are preserved. Since only saturating streams participate in (i,j], the data transfer requirements of non-saturating streams between i and j are shifted in time to point i, thus prefetching the corresponding data before or at time step i. Therefore, the original constraints of each stream are correctly maintained during the iterative process. From the way criticM intervals are chosen, the minmax aggregate bandwidth requirements of the current problem phase are identified. Since at each iteration the returned bandwidth is unavoidable, the generated sequence of aggregate rates is lexicographically optimal. 
( K T l o g T ) .
We sketch the idea below. Figure 7) . In computing R c the maximum value in each ~k needs to be determined. Stripping out interval (s, t] requires deleting entries in /)k corresponding to the vertical strips s < j _< t, 1 _< i < j and the horizontal strips s < i < t, i < j _< T. The reduced upper-triangular matrix consists of three disjoint pieces: the left triangular portion 1 _< i < j < s, the right triangular portion t < i < j _< T, and the rectangular p o r t i o n l < i < s , t < j _ < T ( F i g u r e 8 ) . In order to update the maxima of the entries in the matrix after a critical interval is stripped, the matrix is organized as a set of T -1 diagonal stripes, with stripe w containing entries :Dk Each diagonal strip is organized as an independent complete binary tree with the matrix elements as its leaves. Initially the entire diagonal forms one strip. The intermediate tree nodes initially contain the maximum elements of their respective subtrees. As intervals are stripped away, contiguous sections of the leaves of the binary tree are made invalid. In any iteration at most two sections are invalidated. To update the maxima one traverses to the root from the edges of the invalidated sections, recomputing the new maxima Mong the paths. During this update the new values of maxima encountered along the path are evaluated using the transformation above. There are only a constant number of such new endpoints created in every iteration, and the traversal from the endpoint to the root requires only a constant-time operation at every node: applying the transformation on the old maxima encountered in the path, invalidating any sibling that is the root of a subtree with invalidated leaves, and computing the new maxima of the (non-invalidated) children of every node on the path. Thus, for each interval stripped away, the update time per diagonal is O(log T); since there are at most T -1 diagonals in any matrix and K streams, the worst-case complexity for each
For each stream k, an upper-triaagular matrix T)k[i][j], for 1 _< i < j < T, is initialized with the values of (Lk(j) --Uk(i))/(j --i), for j > i (

stripping step is O ( K T l o g T ) , and the total complexity of lexopt becomes O ( K T 2 log T).
Input: K , M , Pk, d k , 1 < k < K Output: sk, 1 < k < K 1. g e n e r a t e Lk f o r each k, 1 < k < K , and LA 2. g e n e r a t e U A from L A , M 3. prune L k , 1 < k < K (from Pk) and update LA 4. calculate SA from shortest-path algorithm on L A , U A 5. update sk, 1 < k < K from s A Figure 9 : Algorithm outline for the data access problem with shared buffer and channels with limited bandwidth. a r e d B u f f e r D a t a A c c e s s over Lim- ited B a n d w i d t h C h a n n e l s
S h
We now consider the general data access problem of accessing data with a shared buffer of size M. The data arrive from K different storage devices over separate channels, each with limited bandwidth pk. For each storage device k, there is a separate demand sequence dk specifying the amount of data dk(i) that should be received from that device during time step i. Our objective is to lexicographically optimize the bandwidth requirements of the aggregate data traffic arriving from all the channels. This is useful for the particular case that the shared link connecting the individual channels into memory is the bottleneck resource.
By achieving the lexopt objective, we expect that we can improve the future chance of successfully accepting into the server newly arriving streams. Subsequently, we apply a smoothing algorithm, similar to that of Lee and Preparata [8, 16] time [8, 16] . Our algorithm is outlined in Figure 9. 
The Algorithm
Optimality P r o o f
For purposes of proving the optimality of the schedule generated by the above algorithm, we use an iterative process of identifying critical intervals instead of the functionally equivalent shortest-path algorithm for calculating critical rates [8] . It has been shown in previous work [16] show that the lexicographically optimal schedule for (L, U) is exactly the shortest path in the feasible region. Proof: There is no overflow of the shared buffer space, and the data access requirements for all channels are met as a consequence of always remaining between the cumulative lower and upper bounds. By the definition of the critical interval (i,j], if there is some point j', for i < j ' < j, where a lower bound violation occurs, then j ' would have been chosen instead of j as the right endpoint because the critical rate would be higher. Similarly, if there is some i', for i < i' < j, where there is buffer overflow, the i' would be the preferred left endpoint of the critical interval instead of i. In order to prove that there is no point where the bandwidth capacity of a channel has to be exceeded, we show two properties:
1. The critical rate is never more than the sum of the bandwidth capacities of the channels, and 2. There is no need for a channel to exceed its bandwidth in order to avoid violating its corresponding lower bound.
In order to show claim 1, we notice that the critical rate is calculated as the exact rate to reach a lower bound point from an upper bound point of the aggregate requirements. Then, as a result of pruning the lower bounds of the individual streams and the upper bound of the aggregate requirements, the critical rate is no more than the sum of the bandwidth capacities of the individual streams. (Note that when we strip off a critical interval, the lower bound of the left endpoint is set equal to its upper bound.) Claim 2 is a consequence of the fact that, in any interval of unitary length, a channel transmission never has to start from a point located left of the (outermost) corner of its lower bound. An example is shown in Figure 10 . From the aggregate transfer schedule SA, the individual channel transfer schedules Sk can be derived. The available aggregate bandwidth at each time step is distributed across the individual channels such that each of them meets its next lower bound. Any excessive bandwidth from the current step is used for meeting the lower bound of the second-next step of each channel and so on. |
T h e o r e m 3 The aggregate transfer schedule returned by the algorithm is valid and lexicographicaUy optimal.
Proof: Validity is result of Lemma 3, while optimality is consequence of the shortest-path approach followed for constructing the aggregate schedule. |
Experimentation and Discussion
For the problem of data transmission to clients with limited buffer space, the ability of lexopt smoothing to minimize the utilized bandwidth during the entire aggregate transfer schedule can improve the probability of accepting new playback requests under conditions of limited shared link capacity.
In Figures 11 and 12 , we can observe the bandwidth requirements over time when the aggregate transfer schedule of different streams has been smoothed using the lexopt and minmax methods, respectively. For these experiments, six different MPEC-2 clips with distinct statistical features have been used that were generated with variable bit-rate encoding parameters [1] . When multiplexing over the same link three streams of low bit-rate variability (Figure 11) , the difference between the average and the maximum required aggregate bandwidth is relative small, and keeps insignificant the comparative advantage of lexopt. However, when multiplexing three streams of high bit-rate variability, the above difference becomes larger ( Figure 12 ). Correspondingly, in the time period after 1000 seconds, lexopt keeps the required bandwidth about 20% lower than minmax. This is the result of better managing the buffer space available across the different clients in order to avoid coincidence of peak bandwidth requirements across the different streams.
The actual benefit of smoothing can be further quantified through the throughput achieved over a network link when stream requests arrive dynamically over time and are considered for playback. The achieved performance can be affected by several parameters that include the buffer space available for data prefetching at each client, the rate variability of the requested streams, the load arriving into the system, and the scheduling policy used for deciding when a new client can be admitted. In particular, the system load should be kept under control in order to avoid high request rejection ratio, which makes the service impractical. Possible approaches for the scheduling policy depend on how often the admitted data transfer traffic is reorganized to take advantage of knowledge for resource requirements that becomes available with new client arrivals. However, periodical rescheduling of the entire accepted transfer traffic can become expensive, as it increases linearly with the total number of active streams in the system. Furthermore, the advantage from data prefetching through smoothing is reduced as the network link capacity increases, and the benefit from statistical multiplexing becomes larger.
An important issue that is not addressed by the present study is adaptation of the aggregate transfer rate requirements according to network bandwidth conditions that vary over time. Such a scenario would more closely resemble besteffort assumptions currently made for the Internet traffic. Instead, we assume that different streams are multiplexed over a link of bandwidth capacity that remains fixed, as would be the case with privately owned links.
The appeal of applying lexicographical smoothing to multiplexed traffic, when transmitting data to clients with limited bandwidth, is similar to the case of limited buffer. A comparable advantage could be achieved when accessing data into shared memory from multiple source devices, assuming that the bottleneck resource is the bandwidth of the shared link connecting the devices to the server. One restriction for accepting new traffic, when accessing data from multiple storage devices, arises from the fact that typically the requested data is only stored on one source device. Should this become an issue, replication of data across multiple devices could be used for better balancing the system load across the different devices, as storage space becomes inexpensive relative to the storage device bandwidth.
C o n c l u s i o n s a n d F u t u r e W o r k
In this paper, we address the problem of smoothing multiplexed network traffic for streaming data so as to achieve a lexicographically optimal smoothing (lexopt smoothing) of the aggregate bandwidth. We considered lexopt smoothing for the complementary problems of data transmission to multiple clients and data access from multiple storage devices (or other downstream servers). Lexopt smoothing has several desirable features for hierarchical scheduling that results into increased resource utilization and flexibility in handling unknown future traffic. By provably minimizing the variance of the required aggregate bandwidth, maximum resource requirements within the network become more predictable, and useful resource utilization increases. Fairness in sharing a network link by multiple users can be improved, and new requests from future clients are more likely to be successfully admitted without the need for rescheduling previously accepted traffic. Efficient resource management at the network edges can better meet quality of service requirements without restricting the scalability of the system. Continuing work is directed not only at the scheduling problem but also at other factors affecting total performance. For example, caching is a key technique for filtering (and thereby reducing) the amount of data required from the upstream node(s), and thus caching can significantly reduce even further the amount of control traffic sent upstream. Scheduling flexibility can be traded for reduced amount of control traffic needed to specify the data received by different clients over time, by increasing the length (granularity) of individually requested file segments.
