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Abstract 
The calibration of the projector is necessary in the structured light measurement system with only single projector and single camera. A new 
calibration method of the projector with a checkerboard calibration target and a specific projecting grid pattern is proposed. The method is 
divided into the following steps. First, during the calibrating process, at each position of the target, one photo is captured for the checkerboard 
target, and another is taken with the projector projecting the specific grid pattern on the target. Second, the camera is calibrated by Zhang Z’s 
method using the captured photos of checkerboard target. Third, image binarization, skeletonization, Hough transform and corner detection are 
used to obtain the pixel coordinates of feature points in the photos of grid pattern. Further, the 3D world coordinates of feature points can be 
calculated by the pinhole imaging model based on results acquired by Step 2 and Step 3. Since the coordinates of the feature points in the 
pattern are previously configured, the parameters of projector are finally calculated via the 3D world and configured pixel coordinates of the 
feature points. The calibration device is easy to setup and the calibrating speed is fast. Experimental results prove the effectiveness and 
accuracy of the method. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the organizing committee of 13th CIRP conference on Computer Aided Tolerancing. 
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1. Introduction 
Calibration of camera and projector is necessary in a 
structured-light measuring system with only single camera 
and single projector. Many different methods emerged for 
camera calibration. However, the calibration of a projector, 
which can be seen as a reverse of a camera, is a difficult 
process to be done with high precision because a projector 
isn’t an imaging device. How to get the 3D world coordinates 
and image pixel coordinates of a series of feature points is the 
very problem to solve in a projector calibration. 
Commonly, the projector calibration is sorted mainly by the 
following methods. Firstly, the world coordinates of the 
feature points on calibration target are accurately measured 
and the pixel coordinates are calculated by phase 
technology[1]. This method requires multiple sinusoidal 
grating projections and the precision depends on the 
unwrapping of the absolute phase. Secondly, the world 
coordinates of the feature points on the calibration target are 
also obtained accurately, then a specific pattern is projected 
on the target and the pixel coordinates of the feature points in 
the pattern are known and the world coordinates of them are 
gotten according to the cross-ratio invariance䭉䈟ʽᵚ᢮ࡠ
ᕅ⭘ⓀǄ. This method needs to do the straight linear fitting 
and the gray-level interpolation. Thirdly, a specific pattern is 
also projected on the target, while, the world coordinates of 
the feature points are computed by the result of camera 
calibration[3]. However, this kind of method usually needs to 
make specially designed calibration target. 
In this paper, a new calibration method of the projector is 
presented based on the third method above. The new method 
uses a common calibration target and a specific grid pattern to 
calibrate the projector. The pixel coordinates of feature points 
are designed and known. To compute 3D world coordinates of 
the feature points, this method uses some different image 
processing algorithms and the pinhole imaging model. Finally, 
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both the coordinates are acquired, the calibration can be 
accomplished. 
2. The Model of a Projector 
As is known, the model of a projector can be regarded as a 
reverse of a camera. So, the calibration of a projector is just 
the same as a camera. What we need to get are the internal 
parameter matrix A and the external parameter matrixes R, T 
as well as the radial distortion k1, k2 and tangential distortion 
p1, p2. 
Refer to the camera calibration, the acquirement of pixel 
coordinates (μ,ν) and world coordinates (X,Y,Z) of the feature 
points is the objective of projector calibration[4]. 
3. Process of Calibration 
3.1. The Procedures of Calibration 
x Make a checkerboard calibrating target and a specific 
projecting grid pattern. 
x Put the target at one position, use the camera to take 
one photo of the target, then keep the target’s position 
and use the projector to project that specific pattern on 
the target, and next take another photo of the target 
with the pattern upon it. 
x Repeat the second procedure at several positions to get 
a series of photos (at least 3 positions). 
x Use the photos without projected pattern to do the 
camera calibration and the counter ones to do the 
projector calibration. 
3.2. Camera Calibration 
The calculation of camera calibration is the algorithm 
proposed by Zhang Z[5]. 
3.3. Projector Calibration 
As the objective mentioned above, pixel coordinates (μ,ν) 
and world coordinates (X,Y,Z) of the feature points need to be 
acquired. 
Here in Fig.1 is the specific projecting grid pattern. 
 
 
Figure. 1 Projecting Pattern 
This pattern is a binary image, each corner is previously 
configured and the width of the lines is a single pixel. 
Therefore, the pixel coordinate (μ,ν) of each corner is known. 
Since that, these corners are chosen to represent the feature 
points. 
To acquire the world coordinates (X,Y,Z) of feature points, 
the photos taken of target and grid pattern are used. First, we 
calculate the pixel coordinates (μ’,ν’) of feature points in the 
photos. Then we obtain the corresponding world coordinates 
(X,Y,Z)  of these corners by the result of camera calibration. 
However, this method exist two difficult problems: 
1) The acquirement of (μ’,ν’). 
Here in Fig.2 is an example of the photos taken of the 
target and the grid pattern. 
 
 
Figure. 2 A Photo with Grid Pattern 
From the figure, it is easy to see that the lines are thickened 
by the projecting process, which leads the single-pixel grid 
transformed into a banding one. What’s more, because of the 
low-contrast and checkerboard background, the line segments 
in the black background can hardly be extracted. Thus, the 
pixel coordinates (μ’,ν’) of the corners in this photo cannot be 
detected. 
To solve this, we use some image processing methods[1]] 
as the following steps: 
x Binaryzation 
Process the photo into a binary image using the threshold. 
In this experiment, since the background luminance is 
constant and the luminance of line segments in the white 
background is the maximum, we choose the threshold to be 
255, and the result is showed as Fig.3. 
 
 
Figure. 3 Binary Image 
x Skeletonization 
It is obvious that the line segments in the white background 
are extracted. Next, for the light travels in straight lines, we 
can skeletonise the image until it becomes a skeleton, which 
has the same pattern as the previous image but each segment 
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has the width of only one single pixel. Fig.4 is the 
skeletonization. 
 
Figure. 4 Skeletonization 
x Segments Detection 
What we want to extract are the grid pattern and the 
corners. While, because of the projector’s distortion, some 
segments which belong to the same projecting line in the 
pattern may be not on the same one in the photo, thus we 
cannot simply use one straight line to fit them. Here, we use 
the region segmentation to divide the skeletonized image into 
many different regions by the rule of 8-connected. After that, 
we use the Hough transform to deal with each 8-connected 
region for segments detection and fitting. Then we plot the 
result of segments detection on the skeletonized image and it 
is showed in Fig.5. 
 
 
Figure. 5 Segments Detection 
x Corners Detection 
After the third procedure, we connect the endpoints of 
these segments to compose a grid. So we get a grid pattern 
showed in Fig.6. 
 
 
Figure. 6 Grid 
If some corners have no cross, we lengthen the segments 
nearest to it to make sure each corner has a cross. 
Finally, the pixel coordinates of these corners can be 
detected by the Harris corner detection algorithm and they are 
the pixel coordinates (μ’,ν’) of the feature points. 
2) The acquirement of (X,Y,Z) given the (μ’,ν’). 
Here, we use the pinhole imaging model to solve this 
problem. Think about a camera calibrated, its internal 
parameter matrix, external parameter matrixes and distortions 
are all known. Now, we map the point p on the imaging plane 
to the XIOIYI plane between the optical centre and the imaging 
plane, which has a distance of 1mm to the optical centre. The 
name of this plane is the normalized plane and the mapped 
point is PI, seen as Fig.7. 
 
 
Figure. 7 The Normalized Plane 
As a result, the pixel coordinate (μ’,ν’) of feature point p 
can be mapped to the normalized plane by the camera’s 
internal parameter matrix AC, its formula is showed: 
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(Xn’,Yn’) is the 2D coordinate of p on the XIOIYI plane in 
camera system. Considering the distortion, this coordinate is 
the ideal coordinate added with distortion. Now that the 
camera has been calibrated and all the distortions are known, 
the ideal coordinate can be calculated: 
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dX and dY are the distortions, (Xn,Yn) is the normalized 
coordinate in ideal linear model. Then the 3D coordinate of 
the mapped point PI in camera system is (Xn,Yn,1). 
After that, draw a beam connecting the camera’s optical 
center OC and the mapped point PI. According to the pinhole 
imaging model, this beam will has an intersection with the 
XWOWYW plane on the calibration target in the world 
coordinate system and its coordinate is the wanted (X,Y,Z). 
The beam is showed in Fig.8. The world coordinates of OC 
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and PI can both be computed via their coordinates in camera 
system and the external parameter matrix of camera. 
 
 
Figure. 8 The Beam 
Ultimately, both the pixel coordinates (μ,ν) and world 
coordinates (X,Y,Z) of feature points are acquired, the 
projector calibration can be accomplished then. 
4. Experimental Result 
As shown in Fig.9, we construct the measuring system 
with a single camera and a single projector and experiment on 
the method proposed above. 
 
 
Figure. 9 Measuring System 
The camera chosen here is the MVC1300SAM/C-GE60-
N00, one of the CMOS series products from MicroView. Its 
resolution is 1280*1024 and its pixel size is 5.3μm*5.3μm. 
The lens is the M1614-MP2 of Computer from CBC. It has a 
focal length of 16mm. The projector in this experiment is the 
DLP ® LightCrafterTM Evaluation Module from Texas 
Instruments. The calibration target has a checkerboard of 8*6 
squares, and the length of each square is 17mm. 
When doing the experiment, we follow the procedures 
above. In this experiment, we put the target in eight different 
positions and take photos. These photos are showed in Fig.10. 
 
Figure. 10 Photos of Target and Photos of Target with Pattern 
The camera calibration is calculated firstly and the result is 
showed in Tab.1. 
 Table 1. Camera Calibration Result 
Internal Parameter Matrix 
A 
3085.85 -0.0029 656.225 
0 3082.37 502.036 
0 0 1 
Distortion Parameters 
k1 k2 p1 p2 
-0.1455 1.0498 -0.0004 -0.0014 
External Parameter Matrixes 
R1 2.0425 1.9957 0.4234 
T1 -46.874 -30.338 353.71 
R2 -0.3775 2.7466 0.3693 
T2 48.908 -35.461 342.51 
R3 -2.1686 2.2068 -0.0122 
T3 51.391 33.769 337.01 
R4 -2.3659 -1.7543 -0.0690 
T4 -64.812 -17.303 327.72 
R5 -0.0866 2.7024 0.6821 
T5 36.364 -45.029 311.99 
R6 -0.1318 2.6577 -0.6400 
T6 41.860 -39.030 370.93 
R7 1.5341 2.3534 0.3167 
T7 -29.282 -51.977 358.45 
R8 -1.9851 2.0061 -0.3692 
T8 52.740 37.441 352.15 
Where, the vector R can be transformed to the rotation matrix 
R by the Rodrigues formula. 
Then we use our method to calibrate the projector. Fig.11 
is the result of connected grids and the corners of these grids 
can be calculated. 
So we have got the pixel coordinates (μ’,ν’) of feature 
points in the photos, next we use the pinhole imaging model 
mentioned above to obtain the world coordinates (X,Y,Z). 
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Figure. 11 Connected Grids 
At last, given both the pixel coordinates (μ,ν) and the world 
coordinates (X,Y,Z), the projector can be calibrated by the 
similar method as the camera[9]. The result is showed in 
Tab.2. 
Table 2. Projector Calibration Result 
Internal Parameter Matrix 
A 
1024.4 -0.0052 369.3569 
0 2040.2 741.6423 
0 0 1 
Distortion Parameters 
k1 k2 p1 p2 
-0.0041 0.0459 0 0.0002 
External Parameter Matrixes 
R1 -0.0193 -3.1367 -0.0918 
T1 27.937 -109.90 327.59 
R2 2.2826 -1.8174 -0.2401 
T2 34.790 -24.240 283.28 
R3 2.8001 -0.0307 0.0375 
T3 -33.521 -24.149 274.85 
R4 -0.4984 -2.9385 0.6440 
T4 16.472 -137.10 310.45 
R5 1.9578 -1.9957 -0.4580 
T5 45.8286 -46.756 260.40 
R6 -2.0832 1.7324 -0.4316 
T6 36.853 -21.183 318.12 
R7 0.6630 -3.0661 -0.0613 
T7 49.353 -91.472 324.92 
R8 -3.1128 0.0010 0.0043 
T8 -38.396 -17.812 291.56 
 
The vector R can also be transformed to the rotation matrix 
R by the Rodrigues formula. 
We analysis the result of both the camera calibration and 
the projector calibration and calculate the reprojection error of 
each. Fig.12 and Fig.13 are the result. 
 
 
Figure. 12 Camera Reprojection Error 
 
Figure. 13 Projector Reprojection Error 
It is calculated that the reprojection error of the camera is 
±0.8pixel on X-axis and ±0.6pixel on Y-axis and the one of 
the projector is ±0.9pixel on X-axis and ±1pixel on Y-axis. 
5. Conclusions 
This paper presents a projector calibration method based on 
digital image processing and vision measurement. This 
method uses a checkerboard calibration target and a grid 
projecting pattern to achieve both camera calibration and 
projector calibration. 
When calibrating, we first fasten the target and take a photo 
of the checkerboard target, then take another photo with the 
grid pattern projected onto the target. After that, we repeat the 
process with the target at several different positions. 
After taking photos, we accomplish the camera calibration. 
When it comes to the projector, the pixel coordinates of 
feature points in the pattern are previously configured, so we 
use some image processing algorithms to obtain the pixel 
coordinates of feature points in photos and then use the 
pinhole imaging model to obtain the world coordinates of 
feature points. 
At last, we calculate the parameters of the projector through 
these configured pixel and obtained world coordinates. 
The error sources of this method are mainly sorted as the 
following: 
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(1) We suppose that the light travels in straight lines in the 
same even medium, but in fact it may sometimes travels in a 
loose line because of the circumstances around. 
(2) During the image processing, the corners in the black 
background and the ones at the edge between white and black 
squares are totally or partly omitted. Meantime, the segments 
are fitted into straight segments which may not be strictly 
straight in fact because of distortion. 
(3) The accuracy of camera calibration will directly affect 
the accuracy of projector calibration. 
(4) The nonlinear optimization of the projector calibration 
result also determines the accuracy, including the 
optimization method and the iteration conditions. 
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