We propose a new image denoising algorithm, dubbed as Fully Convolutional Adaptive Image DEnoiser (FC-AIDE), that can learn from an offline supervised training set with a fully convolutional neural network as well as adaptively fine-tune the supervised model for each given noisy image. We significantly extend the framework of the recently proposed Neural AIDE, which formulates the denoiser to be context-based pixelwise mappings and utilizes the unbiased estimator of MSE for such denoisers. The two main contributions we make are; 1) implementing a novel fully convolutional architecture that boosts the base supervised model, and 2) introducing regularization methods for the adaptive fine-tuning such that a stronger and more robust adaptivity can be attained. As a result, FC-AIDE is shown to possess many desirable features; it outperforms the recent CNN-based state-of-the-art denoisers on all of the benchmark datasets we tested, and gets particularly strong for various challenging scenarios, e.g., with mismatched image/noise characteristics or with scarce supervised training data. The source code our algorithm is available at https://github.com/csm9493/FC-AIDE-Keras.
Introduction
Image denoising, which tries to recover a clean image from its noisy observation, is one of the oldest and most prevalent problems in image processing and low-level computer vision. While numerous algorithms have been proposed over the past few decades, e.g., [8, 2, 7, 11, 9, 21] , the current throne-holders in terms of the average denoising performance are convolutional neural network (CNN)based methods [38, 22, 31] .
The main idea behind the CNN-based method is to treat denoising as a supervised regression problem; namely, first collect numerous clean-noisy image pairs as a supervised training set, then learn a regression function that maps the noisy image to the clean image. Such approach is relatively simple since it does not require any complex priors on the underlying clean images and let CNN figure out to learn the correct mapping from the vast training data. Despite the conceptual simplicity, several recent variations of the CNN-based denoisers using residual learning [38] , skipconnections [22] , and densely connected structure [31] have achieved impressive state-of-the-art performances.
However, we stress that one apparent drawback exists in above methods; namely, they are solely based on offline batch training of CNN, hence, lack adaptivity to the given noisy image subject to denoising. Such absence of adaptivity, which is typically possessed in other prior or optimization-based methods, e.g., [8, 2, 7, 11, 9, 21] , can seriously deteriorate the denoising performance of the CNNbased methods in multiple practical scenarios in which various mismatches exist between the training data and the given noisy image. One category of such mismatch is the image mismatch, in which the image characteristics of the given noisy image are not well represented in the offline training set. The other category is noise mismatch, in which the noise level or the distribution for the given noisy image is different from what the CNN has been trained for. Above drawbacks can be partially addressed by building a composite training set with multiple noise and image characteristics, e.g., the so-called blind training [16, 38] , but the limitation of such approach is evident since building largescale supervised training set that sufficiently contains all the variations is not always possible in many applications.
To that end, we propose a new CNN-based denoising algorithm that can learn from an offline supervised training set, like other recent state-of-the-arts, as well as adaptively fine-tune the denoiser for each given noisy image, like other prior or optimization based methods. The main vehicle for devising our algorithm, dubbed as FC-AIDE (Fully Convolutional Adaptive Image DEnoiser), is the framework recently proposed in [4] . Namely, we formulate the denoiser to be context-based pixelwise mappings and obtain the SURE (Stein's Unbiased Risk Estimator) [30] -like estimated losses of the mean-squared errors (MSE) for the mappings. Then, the specific mapping for each pixel is learned with a neural network first by supervised training using the MSE, then by adaptively fine-tuning the network with the given noisy image using the devised estimated loss. While following this framework, we significantly improve the original Neural AIDE (N-AIDE) [4] by making the following two main contributions. Firstly, we devise a novel fully convolutional architecture instead of the simple fully-connected structure of N-AIDE so that the performance of the base supervised model can be boosted. Moreover, unlike [4] , which only employed the pixelwise affine mappings, we also consider quadratic mappings as well. Secondly, we introduce two regularization methods for the adaptive fine-tuning step: data augmentation and 2 -SP (Starting Point) regularization [18] . While these techniques are well-known for general supervised learning setting, we utilize them such that the fine-tuned model does not overfit to the estimated loss and generalize well to the MSE, leading to larger and more robust improvements of the finetuning step. With above two contributions, we show that FC-AIDE significantly surpasses the performance of the original N-AIDE as well as the CNN-based state-of-the-arts in several widely used benchmark datasets. Moreover, we highlight the effectiveness of the adaptivity of our algorithm in multiple challenging scenarios, e.g., with image/noise mismatches or with scarce supervised training data.
Related Work
There are vast number of literature on image denoising, among which the most relevant ones are elaborated here. Deep learning based denoisers Following the pioneering work [14, 3, 36] , recent deep learning based methods [38, 22, 31] apply variations of CNN within the supervised regression framework and significantly surpassed the previous state-of-the-arts in terms of the denoising PSNR. More recently, [6, 19] explicitly designed a non-local filtering process within the CNN framework and showed some more improvements with the cost of increased running time. For the cases with lack of clean data in the training data, [17] proposed a method that trains the CNN-based denoiser only with the noisy data, provided that two independent noise realizations for an image are available. Adaptive denoisers In contrast to above CNN-based stateof-the-arts, which freeze the model parameters once the training is done, there are many approaches that can learn a denoising function adaptively from the given noisy image, despite some PSNR shortcomings. Some of the classical methods are the filtering approach [2, 7] , optimizationbased methods with sparsity or low-rank assumptions [9, 21, 11] , Wavelet transform-based [8] , and effective priorbased methods [39] . More recently, several work proposed to implement deep learning-based priors or regularizers, such as [32, 37, 20] , but their PSNR results still could not compete with the supervised trained CNN-based denoisers.
Another branch of adaptive denoising is the universal de-noising framework [35] , in which no prior or probabilistic assumptions on the clean image are made, and only the noise is treated as random variables. The original discrete denoising setting of [35] was extended to grayscale image denoising in [26, 28] , but the performance was not very satisfactory. A related approach is the SURE-based estimators that minimize the unbiased estimates of MSE, e.g., [8, 10] , but they typically select only a few tunable hyperparameters for the minimization. In contrast, using the unbiased estimate as an empirical risk in the empirical risk minimization (ERM) framework to learn an entire parametric model was first proposed in [25, 4] for denoising. To the best of the authors' knowledge, [4] was the first deep learning-based method that has both the supervised learning capability and the adaptivity. [29] also proposed to use SURE and Monte-Carlo approximation for training a CNN-based denoiser, but the performance fell short of the supervised trained CNNs.
Blind denoisers Most of above methods assume that the noise model and variance are known a priori. To alleviate such strong assumption, the supervised, blindly trained CNN models [16, 38] were proposed, and they show quite strong performance due to CNN's inherent robustness. But, those models also lack adaptivity, i.e., they cannot adapt to the specific noise realizations of the given noisy image.
Problem Setting and Preliminaries

Notations and assumptions
We generally follow [4] , but introduce more compact notations. First, we denote x ∈ R n as the clean image and Z ∈ R n as its additive noise-corrupted version, namely, Z = x + N. We make the following assumptions on N;
• E(N) = 0 and Cov(N) = σ 2 I n×n .
• Each noise component, N i , is independent and has a symmetric distribution.re Note we do not necessarily assume the noise is identically distributed or Gaussian. Moreover, as in universal denoising, we treat the clean x as an individual image without any prior or probabilistic model and only treat Z as random, which is reflected in the upper case notation.
A denoiser is generally denoted byX(Z) ∈ R n , of which the i-th reconstruction,X i (Z), is a function of the entire noisy image Z. The standard loss function to measure the denoising quality is MSE, denoted by
(1)
N-AIDE and the unbiased estimator
WhileX i (Z) can be any general function, we can consider a d-th order polynomial function form for the denoiser,
in which Z −i stands for the entire noisy image except for Z i , the i-th pixel, and a m (Z −i ) stands for the coefficient for the m-th order term of Z i . Note [4] focused on the case d = 1, and in this paper, we consider the case d = 2 as well. NoteX i (Z) can be a highly nonlinear function of Z since a m (·)'s can be any nonlinear functions of Z. For (2) with d ∈ {1, 2}, by denoting a m (Z −i ) as a m,i for brevity, we can define an unbiased estimator of (1) as
Note (3) does not depend on x, and the following lemma states the unbiasedness of (3).
Lemma 1 For any N with above assumptions andX(Z) that has the form (2) with d ∈ {1, 2}, EL n (Z,X(Z); σ 2 ) = EΛ n (x,X(Z)).
Moreover, when N is white Gaussian, (3) coincides with the SURE [30] .
Remark: The proof of the lemma is given in the Supplementary Material, and it critically relies on the specific polynomial form of the denoiser in (2) . Namely, it exploits the fact that x is an individual image and {a m,i }'s are conditionally independent of Z i given Z −i . Note (4) holds for any additive white noise with symmetric distribution, not necessarily only for Gaussian. (The symmetry condition is needed only for d = 2 case.) Such property enables the strong adaptivity of our algorithm as shown below.
N-AIDE in [4] can be denoted byX N-AIDE (w, Z) ∈ R n , of whichX i (w, Z) has the form (2) with d = 1 and
for m = 0, 1. In (5), C −i k×k stands for the two-dimensional noisy k × k patch surrounding Z i , but without Z i , and {a m (w, C −i k×k )} m=0,1 are the outputs of a fully-connected neural network with parameter w that takes C −i k×k as input. Note w does not depend on location i, hence, the denoising by N-AIDE is done in a sliding-window fashion; that is, the neural network subsequently takes C −i k×k as an input and generates the affine mapping coefficients for Z i to obtain the reconstruction for each pixel i.
As mentioned in the Introduction, the training of the network parameter w for N-AIDE was done in two stages. Firstly, for supervised training, a separate training set
based on many clean-noisy image pairs, (x,Z), is collected. Here,C i,k×k denote the full k × k patch including the center pixelZ i . Then, a supervised model,w sup , the network parameters for a de-noiserX(w,Z) that has the form of (5), is learned by minimizing the MSE on D, i.e., Λ N (x,X(w,Z)). Secondly, for a given noisy image Z subject to denoising, the adaptive fine-tuning is carried out by further minimizing the estimated loss L n (Z,X(w, Z); σ 2 ) starting fromw sup . The fine-tuned model parameters, denoted byŵ N-AIDE , are then used to obtain the mapping for each pixel i as in (2) using (5) , and Z is pixelwise denoised with those affine mappings. Note maintaining the denoiser form (2), and not the ordinary form of the direct mapping from the full noisy patch to the clean patch, is a key for enabling the fine-tuning.
FC-AIDE
Fully convolutional QED architecture
Limitation of N-AIDE While the performance of N-AIDE [4] was encouraging, the final denoising performance was slightly worse (about ∼ 0.15dB) than that of DnCNN-S [38] , which applies the ordinary supervised learning with CNN and residual learning. We believe such performance difference is primarily due to the simple fully-connected architecture used in [4, Figure 1 ] as opposed to the fully convolutional architectures in recent work, e.g., [38, 22, 31] .
In order to utilize the convolutional architecture for the N-AIDE framework, we first make an observation that the sliding-window nature of N-AIDE is indeed a convolution operation. Namely, once we use the masked k × k convolution filters with a hole (i.e., the center set to 0) in the first layer and use the ordinary 1 × 1 filters for the higher layers, the resulting fully convolutional network operating on a noisy image becomes equivalent to the fully-connected network of N-AIDE working in a sliding-window fashion. Note with the standard zero-padding, the output of the network has the same size as the input image and consists of two channels, one for each of {a m,i } 1 m=0 for all location i. From this observation, we identify a critical constraint for implementing a fully convolutional architecture for the denoisers that have the form (2); that is, the i-th pixel of any feature maps at any layer should not depend on Z i , and the filters at the output layer must keep the 1×1 structure. Such property is necessary for maintaining the conditional independence between {a m,i } d m=0 and Z i given Z −i , which is critical for the unbiasedness of L n (Z,X(Z); σ 2 ) shown in Lemma 1. Due to this constraint, we can see that simply applying the vanilla convolutional architecture as in [38] is not feasible for extending N-AIDE beyond the 1 × 1 structure. Overall architecture of FC-AIDE To address above limitation of N-AIDE, we now propose FC-AIDE, denoted asX FC-AIDE (w, Z), that has the fully convolutional architecture and gradually increases the receptive fields as the layer increases, while satisfying above mentioned constraint. Moreover, we also extend to employ the quadratic pixelwise mappings, i.e., use d = 2 for (2), to take into account of more nonlinearity in learning a denoiser. Namely, the i-th reconstruction of FC-AIDE becomeŝ
in which {a m,i }'s are defined as (5) for m = 0, 1, 2. Figure 1 (a) summarizes the overall architecture of our FC-AIDE. In Block 1, the three types of masked dilated convolution filters, dubbed as Q-, E-, and D-filters, are stacked up to 10 layers, in which the specific filter forms for each class (up to layer 3) are depicted in Figure 1 (c)∼1(e), respectively. Note, as shown in Figure 1 (a), the filters in each filter class is separately applied on its own input feature map, denoted as q , e , and d for = 0, . . . , 9. Due to the specific masked structure of the filters, the receptive field of each filter class for the i-th pixel in a feature map (colored in red in Figure 1 (c)∼1(e)) gradually grows as the number of layers increases, while not containing Z i . The example receptive fields at layer 3, i.e., q 3 , e 3 , and d 3 , for the red pixel are shown in Figure 1 (c)∼1(e). Now, since the receptive fields for the three filter classes cover complementary halfspaces of the input image, combining the three types of feature maps at layer (e.g., averaging) generates a feature map A , of which the i-th pixel depends on C −i k×k with k = 3 + ( − 1) for ≥ 1. Note due to the dilated filters for ≥ 2, the receptive fields grow quickly with the number of layers, while saving the number of parameters.
Once the averaged feature maps A 0 , . . . , A 9 are generated from each layer, in Block 2 of Figure 1(a) , the PReLU [12] activation and ResNet Module, shown in Figure 1(b) , are applied to carry out additional nonlinear transformations of the feature maps. Finally, in Block 3, the feature maps from all layers (with different receptive fields) are averaged, 1x1 Conv with PReLU and one more ResNet Module is applied, and the three 1 × 1 convolution filters are applied to generate the pixelwise coefficients, i.e., {a m,i }'s for m = 0, 1, 2 and for all i. Note our overall architecture is indeed fully convolutional, and since all the filters in Block 2 and 3 are 1 × 1, the critical conditional independence constraint is satisfied.
We used 64 filters for all convolution layers in the model. The resulting number of parameters was about 820K, which is about 63% smaller than that of N-AIDE in [4] . However, thanks to the dilated filters, the receptive field size at the final layer was 93 × 93, much larger than N-AIDE. The training of FC-AIDE is done similarly as the description given in Section 3.2 for N-AIDE, except for the additional regularization methods for fine-tuning given in the next section. Remark 1: The conditional independence constraint similar to ours has also appeared in [33] , in which "one-sided" contexts for sequentially generating images was considered. In contrast, FC-AIDE needs to utilize the whole "doublesided" context, C −i k×k , for generating pixelwise mappings. Remark 2: We note that filter classes other than our QED filters can also cover complementary halfspaces around Z i , e.g., 4 filter classes that cover 4 perpendicular halfspaces surrounding a pixel. However, using three filter classes (as our QED filters or their 45 • -rotated versions) turns out to be the most parameter-efficient choice.
Regularization for adaptive fine-tuning
The fully-convolutional QED architecture in Section 4.1 expands the function approximation capability and improves the base supervised model benefitting from the abun-dant supervised training data. For the adaptive fine-tuning, however, the only "training data" is the given noisy image Z, i.e., the test data, hence, is prone to overfitting as the complexity of model increases. Namely, while the estimated loss (3), based on Z, is minimized during fine-tuning, the true MSE (1), based on both x and Z, may not be minimized as much. Note the notion of overfitting and generalization for the fine-tuning is different from the ordinary one; i.e., while the ordinary supervised learning cares about the performance with respect to the unseen test data, our fine-tuning cares about the performance with respect to the unseen clean data. In order to address this overfitting issue, we implement two regularization schemes for adaptive finetuning: data augmentation and 2 -SP regularization [18] .
First, for data augmentation, we consider A(Z), which is the augmented dataset that consists of Z and its horizotally, vertically, and both horizontally and vertically flipped versions. Then, we define L aug n (·) as the average of the estimated losses on A(Z), i.e.,
Then, the 2 -SP regularization adds the squared 2 -norm penalty on the deviation from the supervised trained FC-AIDE model,w sup , and modify the objective function for fine-tuning as
in which λ is a trade-off hyperparameter. This simple additional penalty, also considered in [18] in the context of transfer learning, can be interpreted as imposing a prior, which is learned from the supervised training set, on the network parameters; note the similarity of (7) to the formulation of other prior-based denoising methods. With above two regularization methods, we fine-tune the supervised modelw sup by minimizing (7) and obtain the final weight parametersŵ FC-AIDE . The denoising is then carried out by averaging the results obtained from applyinĝ w FC-AIDE in (6) to the 4 images in A(Z) separately. Note our data augmentation is different from the ordinary one in supervised learning, since we are training with the test data before testing. In Section 5.4, we analyze the effects of both regularization techniques on fine-tuning more in details.
Experimental results
Data and experimental setup
Training details For the supervised training, we exactly followed [38] and used 400 publicly available natural images of size 180 × 180 for building training dataset. We randomly sampled total 20,500 patches of size 120 × 120 from the images. Note the amount of information in our training data, in terms of the number of pixels, is roughly the same as that of DnCNN-S in [38] (204,800 patches of size 40 × 40), which uses 10 times more patches that are 9 times smaller than ours. Moreover, we used standard Gaussian noise augmentation for generating every mini-batch of clean-noisy patch pair for training of both σ-specific and the blindly trained models. Learning rates of 0.001 and 0.0003 were used for supervised training and fine-tuning, respectively, and Adam [15] optimizer was used. Learning rate decay was used only for the supervised training, and dropout or BatchNorm were not used. All experiments used Keras 2.2.0 with Tensorflow 1.8.0 and NVIDIA GTX1080TI.
Evaluation data
We first used five benchmark datasets, Set5, Set12 [38] , BSD68 [27] Urban100 [13] , and Manga109 [24] , to objectively compare the performance of FC-AIDE with other state-of-the-arts for Gaussian denoising. Among the benchmarks, Set12 and BSD68 contain general natural grayscale images of which characteristics are similar to that of the training set. In contrast, Set5 (visualized in the Supplementary Material), Urban100 (images with many self-similar patterns), and Manga109 (cartoon images) contain images that are quite different from the training data. We tested with five different noise levels, σ = {15, 25, 30, 50, 75}. Overall, we used the standard metrics, PSNR(dB) and SSIM, for evaluation.
In addition, we generated two additional datasets to evaluate and compare the adaptivities of the algorithms. Firstly, Medical/Gaussian is a set of 50 medical images (collected from the CT, MRI, and X-ray modalities) of size 400 × 400, corrupted by Gaussian noise with σ = {30, 50}. The images were obtained from the open repositories [34, 1, 5] . Clearly, their characteristics are radically different from natural images. Secondly, BSD68/Laplacian is generated by corrupting BSD68 by Laplacian noise with σ = {30, 50}. These datasets are built to test the adaptivity for the image and noise mismatches, respectively, since all the comparing CNN-based methods, including FC-AIDE, are supervised trained only on natural images with Gaussian noise. Comparing methods The baselines we used were: BM3D [7] , RED [22] , Memnet [31] , DnCNN-S and DnCNN-B [38] , and N-AIDE [4] . For DnCNN and N-AIDE, we used the available source codes to reproduce both training (on the same supervised training data as FC-AIDE) and denoising, and for BM3D/RED/MemNet, we downloaded the models from the authors' website and carried out the denoising in our evaluation datasets. Thus, all the numbers in our tables are fairly comparable.
We denote FC-AIDE S+FT as our final model obtained after the supervised training and adaptive fine-tuning. For comparison purpose, we also report the results of the FC-AIDE with subscripts S, B, and B+FT, which stand for the supervised-only model, the blindly trained supervised model, and the blindly trained model fine-tuned with true σ, respectively. For N-AIDE, we also report the S+FT scheme, but the fine-tuning was done without any regularization methods. For the blind supervised models, DnCNN-B and FC-AIDE B were all trained with Gaussian noise with σ ∈ [0, 55]. The stopping epochs for all our FC-AIDE models (both supervised and fine-tuned) as well as λ in (7) were selected from a separate validation set that is composed of 32 images from BSD [23] . All details regarding the experimental settings are given in the Supplementary Material. Table 1 shows the results on the 5 benchmark datasets, supervised training data size ratios, and the average denoising time per image for all comparing models. For RED and Memnet, we only have results for σ = 30, 50, since the models for other σ were not available. There are several observations that we can make. Firstly, we note FC-AIDE S+FT outperforms all the comparing state-of-thearts on most datasets in terms of PSNR/SSIM. Moreover, the gains of FC-AIDE S+FT against the strongest baselines get significantly larger for the datasets that have the image mismatches, i.e., Set5, Urban100, and Manga109. This is primarily due to the effectiveness of the adaptive fine-tuning step that significantly improves FC-AIDE S . The additional results that highlight such adaptivity are also given in Section 5.3 and 5.4. Secondly, we note that FC-AIDE S+FT uses much less supervised training data than RED and Memnet in terms of the number of pixels. Again, a more detailed analysis on the data efficiency of FC-AIDE S+FT is given in Section 5.3. Thirdly, it is clear that FC-AIDE S+FT is much better than N-AIDE S+F T , which has the fully-connected structure and no regularizations for fine-tuning, confirming our contributions given in Section 4.1 and 4.2. Fourthly, we note FC-AIDE B+FT also is quite strong, i.e., gets very close to FC-AIDE S+FT and mostly outperforms the other baselines with matched noise for supervised models. This result is interesting since it suggests maintaining just a single blindly trained supervised model, FC-AIDE B , is sufficient as long as the true σ is available for the finetuning. Note also DnCNN-B fails dramatically for σ = 75, which is outside the noise levels that DnCNN-B is trained for, but FC-AIDE B+FT corrects most of such noise mismatch. Finally, the denoising time of FC-AIDE S+FT is larger than that of FC-AIDE S , which is a cost to pay for the adaptivity. Figure 2 visualizes the denoising results for σ = 30, particularly for images with many self-similar patterns. A notable example is Barbara, in which other CNN baselines are worse than BM3D, but FC-AIDE S+FT significantly outperforms all others. Overall, we see that FC-AIDE S+FT performs very well on the images with self-similarities without any explicit non-local operations as in [19, 6] .
Denoising results on the benchmark datasets
Effects of adaptive fine-tuning
Here, we give additional results that highlight the three main scenarios in which the adaptivity of FC-AIDE S+FT gets particularly effective. Data scarcity Figure 3 compares the PSNR of FC-AIDE S+FT with DnCNN-S on BSD68 (σ = 25) with varying training data size; i.e., the horizontal axis represents the relative training data size compared to that used for training DnCNN-S in [38] , in terms of the number of pixels. The performance of N-AIDE S and N-AIDE S+F T are also shown for comparison purpose. From the figure, we observe that FC-AIDE S+FT surpasses DnCNN-S (100%) with using only 30% of the training data due to the two facts; the base supervised model FC-AIDE S is more data-efficient (i.e., FC-AIDE S with 30% data outperforms DnCNN-S (30%)), and the fine-tuning gives another 0.1dB PSNR boost. Figure 3 . Data efficiency over DnCNN [38] for BSD68 (σ = 25). Table 2 gives denoising results on Medical/Gaussian, which consists of 50 medical images with radically different characteristics compared to the natural images in the supervised training set of RED, Memnet, and FC-AIDE S . From the table, we again see that FC-AIDE S+FT outperforms RED and Memnet despite FC-AIDE S being slightly worse than them, thanks to the adaptivity of fine-tuning. Moreover, we consider a scenario in which there is only a small number of matched supervised training data available; i.e., FC-AIDE S(M) in Table  2 is a supervised model trained with only 10 medical images. In this case, we observe that FC-AIDE S(M) is even worse than above three mismatched supervised models, due to the small training data size. However, via fine-tuning, we observe FC-AIDE S(M)+FT surpasses all other models and achieves the best PSNR, which shows the effectiveness of the adaptivity for fixing the image mismatches. From Table 1 and Figure 3 , one may think the gain of FC-AIDE S+FT over FC-AIDE S is relatively small for BSD68 (e.g., 0.1dB on average for σ = 25). We stress, however, that this is due to the similarity between the training data and BSD68. That is, Figure 4 shows the top 4 images in BSD68 (σ = 25) that FC-AIDE S+FT had the most improvement over FC-AIDE S ; the improvement for each image was 0.53dB, 0.49dB, 0.38dB, and 0.29dB, respectively, which are much higher than the average. The pixels that had the most MSE improvements are shown as yellow pixels in the second row. We clearly observe that these images are with many self-similar patterns and see that FC-AIDE S+FT gets particularly strong primarily at pixels with those patterns. Images with specific self-similar patterns can be considered as another form of image mismatch, and we confirm the effectiveness of our fine-tuning. Table 3 shows the denoising results on BSD68/Laplacian. Since all the supervised models in the table are trained with Gaussian noise, the setting corresponds to the noise mismatch case. As ideal upper bounds, we also report the performance of FC-AIDE S(L) and FC-AIDE S(L)+FT , which stand for the supervised model trained with Laplacian noise-corrupted data and its fine-tuned model, respectively.
Image mismatch
Noise mismatch
We can see that among models using the mismatched supervised models, FC-AIDE S+FT again achieves the best denoising performance followed by FC-AIDE B+FT , without any information on the noise distribution other that σ. Moreover, we observe the PSNR gap between FC-AIDE S and FC-AIDE S(L) are much reduced after fine-tuning, and the gaps between FC-AIDE S+FT and the other baselines widened compared to those in Table 1 .
Ablation study and analyses
Here, we give more detailed analyses justifying our modeling choices given in Section 4.1 and 4.2. Ablation study on model architecture Figure 5 shows several ablation studies on BSD68 (σ = 25) with varying of FC-AIDE S with several varying architectures with respect to the training epochs. "Full" stands for the model architecture in Figure 1(a) , "Model 1" is without the ResNet Modules in Block 2, "Model 2" is without the ResNet Module in Block 3, and "Model 3" is without both ResNet Modules. The figure shows the ResNet Modules in Figure 1 (a) are all critical in our model. Secondly, Figure 5 (b) compares FC-AIDE S+FT to its d = 1 version as well as to N-AIDE [4] . We clearly observe the benefit of our QED architecture over the fully-connected architecture, since the supervised-only FC-AIDE S (d = 1) significantly outperforms both N-AIDE S and N-AIDE S+F T . Moreover, we observe the quadratic mappings for FC-AIDE S+FT also are beneficial in further improving the PSNR. In Table 4 , we justify our QED architecture, which satisfies the conditional independence constraint mentioned in Section 4.1, by comparing with a CNN that learns the same polynomial mapping (2) with vanilla convolution filters, which violates the constraint. Such model, dubbed as No-QED, had the same number of layers and receptive field as those of FC-AIDE. We observe that while the supervised model, NO-QED S gets quite close to FC-AIDE S , the fine-tuned model NO-QED S+FT dramatically deteriorates. This shows the conditional independence constraint is indispensable for the fine-tuning and justifies our QED architecture. Moreover, Table 4 also shows the performance of FC-AIDE FT , which only carries out fine-tuning with randomly initialized parameters. The result clearly shows the importance of supervised training for FC-AIDE.
Effect of regularization Figure 6 shows the effect of each regularization method in Section 4.2 on BSD68 (σ = 25). Firstly, Figure 6 (a) compares the PSNR of FC-AIDE S+FT with and without the data augmentation. We clearly observe that the data augmentation gives a further boost of PSNR compared to just using single Z. Secondly, Figure 6 (b) shows MSE (orange) and estimated loss (blue) during fine-tuning with and without 2 -SP. We can clearly observe that when there is no 2 -SP, the trends of MSE and the estimated loss diverges (i.e., overfitting occurs), but with 2 -SP, minimizing the estimated loss generalizes well to minimizing the MSE with robustness. Figure 7 visualizes the pixelwise polynomial coefficients {a m,i } 2 m=0 learned for Image13 of BSD68 (σ = 25). We note the coefficient values for the higher order terms are relatively small compared to {a 0,i }'s. But, we observe they become more salient particularly for the high frequency parts of the image, i.e., the edges. The effects of the polynomial coefficients on denoising is given in the Supplementary Material. Figure 7 . Visualization of a0, a1 and a2 for Image13 in BSD68.
Visualization of polynomial mapping
Conclusion
We proposed FC-AIDE that can both supervised-train and adaptively fine-tune the CNN-based pixelwise denoising mappings. While surpassing the strong recent baselines, we showed that the adaptivity of our method can resolve various mismatch as well as data scarce scenarios commonly encountered in practice. Possible future research directions include extending our method to other general image restoration problems, e.g., image super-resolution, beyond denoising and devise a full blind denoising method that can also estimate the noise σ.
