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Mobile devices are increasingly used while watching 
television, leading to the development of companion apps 
that complement the content of programmes. A concern for 
these applications is the extent to which companion app and 
television content need to be temporally aligned for live 
synchronisation. In this study, 18 participants watched a 
nature programme while being shown companion content 
on a tablet. Temporal synchronisation of content between 
the devices was varied. Participants completed 
questionnaires measuring immersion and affect and were 
tested on their recall for companion app content. While 
there were no statistically significant effects on these 
measures, qualitative interviews with participants after 
viewing consistently revealed that longer 10s delays in 
content synchronisation were frustrating. This suggests that 
poor content synchronisation can produce a negative 
companion experience for viewers and should be avoided. 
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INTRODUCTION 
The rapid uptake of powerful mobile devices has led to 
concurrent device usage and television viewing becoming 
common [20]. This “media multitasking” allows viewers to 
perform other activities while viewing, e.g.  researching an 
actor, or exchanging opinions on social media.  
Some content producers have developed specially designed 
companion apps to be used during a programme to enrich or 
augment viewing. These applications can rely on good 
synchronisation to deliver time-sensitive content to the user, 
which can be difficult to achieve at present due to 
limitations in synchronisation technology [24].  
The study presented here investigates how viewing time-
sensitive companion screen experiences with differing 
levels of relative time delay affects immersion, affect, and 
content recall. We first introduce work relevant to 
understanding companion screen experiences and methods 
of measuring engagement. We then describe our study and 
present the results. We end by discussing how our results 
can inform the development of multi-screen experiences 
and suggest directions for future work. 
RELATED WORK 
TV companion app experiences 
Ad-hoc companion experiences have been examined 
previously in the literature. These have included systems 
that increase accessibility to disabled users [24], and add 
synchronized companion content to the main program [1]. 
Users reacted positively to the availability of additional 
information without needing to look it up themselves.  
A critical issue for companion apps is that content often has 
a strong temporal relevance. It is possible that introducing 
content outside of this window of relevance could result in 
confusion or frustration for the viewer. For example, Geerts 
et al. [8] observed households that used a companion app 
linked to a television drama. The companion app delivered 
content at the same time as relevant events on the main 
television screen (e.g., a text message sent to a character in 
the show could be read on the viewer’s mobile device). 
During interviews, participants said that they enjoyed this 
media experience when the companion app content was 
well synchronized with the show. However, participants 
were easily annoyed if content was delivered late because 
of a lack of synchronisation between devices. Geerts et al. 
[8] also interviewed content producers, who stressed that 
tight synchronisation was difficult to achieve with the 
technology available at the time. 
A number of approaches are currently used to achieve 
synchronisation, such as audio watermarking or 
fingerprinting [24], IP-based approaches, and direct 
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communication between the TV and the companion device 
[2, 10, 25]. Until these technologies are commonplace and 
tight synchronisation can be achieved, temporal delays will 
be present and the effects should be investigated. 
Measuring engagement and viewer experience 
Despite the importance of understanding viewer 
engagement, there is still no clear definition or means of 
measuring engagement and viewer experience [16]. This 
has given rise to a variety of ways to measure TV 
engagement, such as a questionnaire to measure narrative 
engagement [9] and tracking of activities on social 
networking site regarding the show content [18]. Other 
subjective measures include a measure of arousal and 
valence collected through questionnaires, such as the 
Positive and Negative Affect Schedule (PANAS) [29]. 
In contrast, video game researchers have had success with 
using immersion as a way of gauging a player’s 
engagement with the use of the Immersive Experience 
Questionnaire (IEQ) [12]. Recent studies have also 
explored the use of a modified IEQ to measure the 
engagement levels of TV viewers when using different 
screen sizes [22] and for working while watching TV [4]. 
The modified Film IEQ kept the main structure of the 
original IEQ [12] but made changes to selected questions 
based on adaptations from the narrative engagement 
questionnaire [9]. This was done to consider the differences 
between watching film and playing games.  
Physiological measures can complement measuring 
engagement via questionnaires. This has been useful to 
assess engagement in advertising media [27], e-learning 
platforms [28] and responses to media degradations [30, 
31]. Two widely used dimensions for describing emotions 
are arousal (activation/excitement levels) and valence 
(positive or negative aspect of the emotion) [14], which are 
sensitive to short-term changes which can otherwise be 
difficult to detect. Galvanic skin response (GSR) and heart 
rate (HR) are commonly used measures of arousal and 
valence respectively [26, 30]. GSR measures changes in 
skin conductance, and has been closely linked to measuring 
arousal and attention [30]. HR is an indicator of overall 
activity level, with a higher HR representing a more 
anxious state. Advances in wearable technology has made 
collecting this data trivial and non-invasive [7].  
CURRENT STUDY 
We conducted a study where participants watched a nature 
programme while being presented with companion content 
on a tablet. Temporal synchronisation of content between 
the devices was systematically varied. In a baseline 
condition, relevant content appeared on the tablet when it 
was referred to in the programme. Further conditions 
introduced delays of either 3s or 10s to content appearing 
after being referred to in the programme. We might expect 
that longer time delays will have a higher negative effect on 
participants’ responses to companion screen experiences 
(i.e., lower self-reported affect and immersion scores).  
We wanted to study whether time delays in the delivery of 
content to a secondary screen affects when viewers choose 
to look at that screen, and if this has implications for 
missing TV content. We might expect to find that longer 
time delays cause a greater interruption effect, leading to 
participants switching attention between screens more often 
and missing companion content.  
Finally, we attempted a preliminary investigation into 
participants’ physiological responses to time delays in 
companion screen experiences. We expect physiological 
measures should correlate with self-reports of affect. 
METHOD 
Participants 
Participants were screened to ensure they had not seen the 
BBC nature documentary Alaska: Earth’s Frozen Kingdom, 
which was used as part of the stimulus. There were 18 
participants (8 female), aged 22-39 (M=28.1, SD=4.9), and 
all were native English speakers with normal or corrected 
vision. 67% of the participants consumed at least 10 hours 
of video content per week, and 78% used a companion 
device while watching. Participants had a chance of 
winning Amazon vouchers for an hour of their time. 
Design 
A one independent variable (time delay) counterbalanced 
within-subject design was used. Three levels of relative 
time delay (0, 3s, 10s) values were chosen after making 
minor adjustments to the guidelines provided by Nielsen 
[19]. The 0s condition (no injected relative time delay) was 
a baseline condition. As it takes at least 800ms to 2s [3, 11, 
17] for people to glance at companion device, we choose a 
time delay value of 3s for the mid-level value. The third test 
value was 10s, as people tend to lose attention after that 
point [15]. These values were within the realistic time delay 
ranges in current synchronisation technology [24]. 
We were primarily interested in the effect of injected delays 
between the TV and the tablet, while presenting a 
supposedly synchronised companion screen experience. We 
used a multi-level approach to assess this: the Film IEQ 
[22] and PANAS [29] questionnaires were used to measure 
immersion and affect respectively; an Empatica E4 
wristband [7] measured the GSR and HR as additional 
indicators for arousal and valence; a companion content 
recall test was conducted at the end of the study to see if 
participants could recall what they had seen; and semi-
structured interviews were used to see if participants sensed 
a time delay, judged a time delay estimation of each 
condition and to gather general feedback. 
Materials 
Three similar 7-minute clips from the documentary 
“Alaska: Earth’s Frozen Kingdom” were shown on the TV. 
21 images from the BBC database and wider Internet were 
used to create seven distinct one-minute slides to be used as 
companion content for each of the three clips, each 
containing an image and 15-20 words. The slides were of 
similar visual complexity (lowest visual complexity metric 
of the Flesch [13] reading ease score: 90-100). 
Each slide had an exposure time of 15s, based on an 
average reading rate of 200 words per minute [21]. After 
appearing on the tablet for 15s, the content disappeared 
leaving the background scene. A visual notification 
appeared on the bottom right of the TV informing the 
participants that companion content was available, 
following a methodology used in a previous study [17]. 
In the baseline condition, companion content appeared on 
the tablet in sync with the programme timeline on the TV as 
designed. In the relative delay conditions, companion 
content appeared on the tablet in sync with the programme 
timeline on the TV for the first two minutes of the 7-minute 
experience. This allowed us to collected rest baseline 
physiological readings of the participants. For the 
remaining 5 minutes the notification icon appeared at the 
correct times, but a black screen with a loading icon was 
delayed for the relevant time delay (3s or 10s) before 
transitioning to the companion content. 
Participants sat on a sofa in a usability lab, in front of a 30-
inch monitor connected to a laptop simulating a connected 
TV. Participants used an iPad 2 tablet running a prototype 
companion screen application. The TV and tablet were 
connected to the same Wi-Fi network. The prototypes on 
both the TV and the tablet had built in DVB-CSS protocols 
which enabled the synchronised playback of video/audio 
files and presentation of web content, to frame-level 
accuracy, between the devices [2, 10, 25]. An Empatica E4 
wristband was used to collect physiological data [7]. 
Procedure 
Participants were greeted, briefed, and asked to sign a 
consent form. They were then asked to wear an E4 
wristband and allowed 5 minutes to get comfortable to 
collect a resting baseline reading [14]. They were asked to 
fill in a questionnaire to collect demographic data. The 
participants were then told that the experiment was 
designed to study user behaviour, and that they would 
watch three clips from a factual documentary. They were 
advised to hold the companion screen on their lap to act as a 
control but were free to adjust the position if desired. A 
sample companion screen experience was shown as a demo. 
Participants were left alone in the room for each condition. 
After each condition, the experimenter returned to the room 
to administer questionnaires. After completing all the 
conditions, participants were administered a companion 
content recall test followed by a semi-structured interview.  
RESULTS 
Self-reported Immersion 
Immersion scores for each condition were computed as in 
[12, 22]. Participants had higher mean immersion scores in 
the 10s delay condition (M = 154.55, SD = 23.02) than in 
the 0s baseline condition (M = 149.72, SD = 18.30) and the 
3s delay condition (M = 149.83, SD = 23.31). However, a 
one-way repeated measures Friedman’s ANOVA found no 
significant effect of relative time delay on immersion 
scores. Friedman’s ANOVA tests were performed on each 
Film IEQ subscale, but found no significant effects. 
Negative and Positive Affect Scores 
Positive and negative affect score were computed for the 
PANAS questionnaires [29] administered to each 
participant. As shown in Table 1, mean scores were similar 
across conditions. Indeed, a one-way repeated measures 
Friedman ANOVAs found that there was no significant 
effect of relative time delay condition on PANAS scores. 
Further investigation of the PANAS subscales, using a 
series of one-way repeated measures Friedman’s ANOVA, 
revealed that participants were significantly more upset in 
the 10s time delay condition in comparison to the other two 
conditions, X2 (2) = 12.5, p < 0.05. 
Time 
Delay 
Positive Affect  
(Mean ± Std. Dev.) 
Negative Affect  
(Mean ± Std. Dev.) 
0s  26.28 ± 5.60 13.22 ± 3.37 
3s 26.33 ± 6.62 12.17 ± 2.66 
10s 25.28 ± 5.85 14.28 ± 3.03 
Table 1. PANAS Scores by Delay Condition. 
Galvanic Skin Response and Heart Rate  
To analyse participants’ tonic response, we measured the 
slope of the GSR signal during the time that the delayed 
companion content was shown. Participants had a smaller 
change in GSR in the 0s baseline condition (M = 0.29µS, 
SD = 0.62µS) than in the 3s relative delay condition (M = 
0.35µS, SD = 0.68µS) or in the 10s relative delay condition 
(M = 0.34µS, SD = 1.46µS). However, no significant effect 
of relative time delay on GSR data was found. 
We computed mean HR using the same time window used 
for the GSR responses. Participants had a lower HR in the 
0s baseline condition (M = 71.21 bpm, SD = 12.48 bpm) 
than in the 3s relative delay condition (M = 72.23 bpm, SD 
= 12.74 bpm) or in the 10s relative delay condition (M = 
72.06 bpm, SD = 12.58 bpm). However, no significant 
effect of relative time delay on HR data was found. 
Time 
Delay 
Hit Rate, False 
Alarm Rate 
(%, %) 
Memory Strength  
(Mean ± Std. Dev.) 
0s  87%, 1% 6.58 ± 2.27 
3s 84%, 2% 6.17 ± 2.22 
10s 79.1%, 4% 5.30 ± 2.60 
Table 2. Memory Recall Measures by Delay Condition. 
Companion Content Recall Score 
In this test, participants responded “yes” or “no” when 
shown a series of 30 slides, 15 of which had not been seen 
by the participant. The hit and false alarm rates were then 
used to assess the participants’ memory, as in [5]. Table 2 
shows that longer time delay conditions were causing 
people to recall less companion content. However, a one-
way repeated measures Friedman’s ANOVA showed no 
significant differences between conditions. 
Relative Time Delay Estimation Error 
All participants identified the 10s relative delay condition, 
and only a handful of them were unable to sense a 
difference between the 3s relative delay and the baseline 
condition. We computed the difference between estimated 
time delay value and ground truth [6] (see Table 3). A one-
way repeated measures ANOVA showed that time delay 
estimation was significantly affected by the different levels 
of relative time delays, F(2, 34) = 149.83, p<.001. A series 
of post-hoc t-tests were performed to examine pairwise 
differences between each condition, using Bonferroni 
corrections. Results indicate a significant difference in 
relative time delay estimation error between all conditions; 
baseline and 3s time delay, t(17) = -4.12, p<.001, baseline 
and 10s time delay, t(17) = -13.77, p<.001, and 3s and 10s 
time delays, t(17) = -4.16, p<.001. 
Time Delay Mean and Std. Dev. 
0s (baseline) 0.31 ± 0.46 
3s 1.44 ± 1.03 
10s 6.42 ± 1.70 
Table 3. Time Delay Estimation Error by Delay Condition. 
Interview Findings 
Eighteen post-experiment interviews were coded using 
thematic analysis. This gave 83 references, which were 
grouped into key themes, including reasons for using/not 
using the companion application, strategies to mitigate time 
delays, opinions on the TV notification icon, and 
suggestions for improvement. 
Eight participants said they would use the companion 
application again, most commonly because the companion 
content provided relevant information (7 of 18). 
Participants also liked not having to search for information 
online (2 of 18), and the “filling in” during quieter parts of 
the programme (7 of 18). These are like the findings of 
previous research [1, 8, 24]. The remaining 10 participants, 
however, said they would not use it again, citing their 
preference to focus on the TV (4 of 18), and their dislike of 
having to switch to another device (5 of 18). Three 
participants said they felt more anxious when the 
companion application was in use due having to monitor it 
for updates. Some participants stated they might use it for 
other genres (4 of 18) or if there was interactivity (3 of 18) 
which let them search for information at their own pace.  
Fourteen participants said the 10s time delay condition was 
annoying, and that synchronised content reduced the need 
to constantly monitor the tablet. Three participants thought 
the 10s delay was a technical glitch. Interestingly, 
participants talked of devising different strategies to adapt 
to the delay. This included ignoring the companion screen 
notification on the TV, and relying on their peripheral 
vision to detect the update directly from the tablet (7 of 18), 
and focusing on the TV while the companion content was 
loading (9 of 18). Additional feedback about the companion 
application included increasing the time companion content 
was shown, which 5 participants found too short. Others 
suggested showing companion content during quieter parts 
of the programme (7 of 18).  
DISCUSSION 
Although we hypothesised that a longer relative time delay 
would result in lower immersion and affect levels, 
statistical analysis showed no significant differences in the 
immersion scores, affect scores or physiological responses. 
Surprisingly, even a relative time delay of 10s did not affect 
the participants’ self-reported immersion and affect. This is 
mirrored in the physiological responses gathered. However, 
in the interviews participants reported noticing the delays 
and adjusting their behaviour accordingly. It is highly 
possible that having another screen to focus on and 
“sensing” the updates directly from the tablet reduced the 
effect of the relative time delay.  
Participants were perceiving the relative time delays to be 
much shorter than in reality. An average estimation error of 
64.2% for the 10s relative time delay condition implies that 
a 10s delay ‘felt’ only slightly more than 3s. Once we 
revealed the actual delay, participants were surprised that it 
was longer than their estimation. It is possible that the 
participants were so immersed in the footage that lost track 
of time [12], resulting in a poorer estimation score. As we 
collected the time estimate data from the participants 
retrospectively, findings using this data should be taken 
with caution. Our findings suggest that short time delays 
may not be critical when providing complementary content 
to factual documentaries like Alaska: Earth’s Frozen 
Kingdom, as the delay between users being notified of new 
content and switching can effectively “overwrite” 
synchronisation delays of up to 3s. A more important 
design factor could be ensuring that the time delay does not 
affect the relevancy of complementary content. 
We hypothesised that the longer relative time delay 
conditions would result in participants missing important 
information, leading to lower companion content recall 
scores. However, results show no significant effect to 
suggest this. There is a trend in the data to suggest lower 
recall scores for longer relative time delays, but it is 
difficult to ascertain if participants missed the screens or 
simply forgot what they saw. However, three participants 
said they were frustrated having to switch more when the 
companion application was loading, and five said they 
became impatient and lost interest when it occurred.  
We aimed to investigate if participants responded to 
injected delays through changes in GSR and HR. However, 
while there was some indication that participants were 
negatively impacted during the 10s delay condition in the 
PANAS upset subscale and interviews, there were no 
corresponding physiological responses. It is possible that 
the time delay did not bother the participants sufficiently to 
trigger a response even though participants commented in 
interviews that the delay was annoying.  
When interviewed, seven participants suggested that the 
companion content should be presented when there was less 
activity on the TV. This could prevent participants getting 
bored by sustaining engagement, and possibly reduce the 
level of interruption caused by the companion content. We 
argue that the effects of time delay could be mitigated by 
careful choice of when to display companion content, and 
encourage content producers to be more discerning.  
Limitations and future work 
Better-designed companion content might cause 
participants to give more priority to the companion screen 
which might amplify the effect of the time delay. The slides 
used in this study were carefully designed to control for 
visual complexity, but participants may react differently to 
a more fully-featured, professionally designed companion 
application. Also, all participants were new to companion 
experiences, and may have been more enthusiastic in using 
both screens. This could result in increased engagement 
with the companion content, and higher hit rates in the 
recall test.  
Future studies might increase exposure time of companion 
content to allow participants a more relaxed reading pace. 
Introducing interactivity, or leaving the content displayed 
throughout could also lead to a better understanding of how 
exposure time affects user experience. 
CONCLUSION 
This study explored how relative time delay affects 
companion screen experiences by analysing immersion and 
affect from self-report questionnaires, qualitative interview 
data, physiological measures, and companion content recall. 
Overall, no significant effect of relative time delay was 
found on any of these measures, though participants 
expressed frustration at the 10s delay in interviews. This 
was supported by the results of the PANAS upset subscale. 
A significant effect was almost detected for 10s relative 
delay conditions when analysing negative affect score, and 
some participants adopted strategies to mitigate the 
negative effects they experienced. Therefore, we argue that 
relative time delays of up to 10s should be taken seriously 
as they could result in a negative experience for the viewer.  
Results show that the 3s time delay condition was not 
significantly different from the baseline condition, 
suggesting that such short time delays might not be critical 
for companion if content relevancy is intact, and may not 
even be perceived at all. Data from the companion content 
recall test indicated that participants were actively engaging 
with the companion content, and found no significant 
difference between the three delay levels. Having the main 
TV to focus on whenever a relative time delay occurred 
may have mitigated this, making the delay. Other possible 
explanations include the lag in attention switching between 
screens and lower perceived time delay estimations.  
Ultimately, users can still enjoy watching video content 
without companion applications. It is therefore critical that 
companion experiences achieve good device-TV 
synchronisation to ensure they improve the experience for 
the user, rather than becoming a source of frustration. 
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