We analyzed the relationship of rainfall and kit fox abundance by modifying a simple stochastic model of density-dependent population growth to include covariates. The base model for the kit fox population was the stochastic Ricker-logistic model used by Dennis and Taper (1994) to construct a statistical test of density dependence. The carrying capacity of the modified model fluctuates from year to year with covariate levels, the main covariate of interest being growing season rainfall (2-yr lag).
We examined other covariates with this modeling approach. Among the covariates, coyote abundance was of particular interest. Coyotes are known to compete with kit foxes as well as to kill foxes opportunistically (White and Garrott 1997, Cypher and Spencer 1998), although coyote control as a means for enhancing the kit fox population on NPRC was shown to be ineffective (Cypher and Scrivner 1992). A coyote abundance index was incorporated in the model jointly with growing season rainfall, in order to test whether coyotes had any detectable effect on population fluctuations of kit foxes. Additional covariates analyzed included alternative lags for growing season precipitation, calendar year rainfall (various lags), and 2-year lag in fox abundance (second-order density dependence).
We hypothesized that combining the effects of density dependence and growing season rainfall in one model would account for a large amount of variability in kit fox abundances. Under the hypothesis, a model with both factors included should describe the data better than models with either density dependence alone or rainfall alone. Furthermore, model selection and model evaluation analyses should indicate that the joint density dependence-rainfall model is not overparameterized and that it adequately describes the statistical properties of the noise in the system. Finally, under the hypothesis we would not expect the additional covariates, including coyote abundance, to improve the model. With the best model that emerged from the analyses, we conducted a preliminary PVA for the San Joaquin kit fox population on NPRC. Two conceptual problems with PVA in this setting arose: first, how to incorporate the weather covariate information, and second, how to estimate the uncertainty in the risk assessments. We adapted some bootstrapping approaches to handle both problems.
In this paper, our purpose is twofold. First, we thoroughly describe the stochastic model and its associated statistical methods. Although the methods are not currently available as a part of any statistical or ecological computer packages, the necessary calculations are fairly simple and easily programmed. Second, through our kit fox analysis we attempt to provide a completely worked example of how the model might be helpful to wildlife managers. We discuss the biological interpretation of the model and the management ramifications of the analysis results. We believe these novel statistical methods could find useful applications in many wildlife management problems.
STUDY AREA
The time-series data consist of annual estimates of abundance of San Joaquin kit fox and were collected within a 135-km2 study area on the NPRC from 1983-95. The NPRC is located approximately 40 km west-southwest of Bakersfield, California and is composed of welldeveloped oil fields interspersed with areas of relatively undeveloped grassland-shrub habitat. The study area encompassed approximately the southern two-thirds of NPRC. The vegetative community on NPRC is broadly described as valley grassland (Heady 1977) and specifically described as belonging to the Allscale Series (Sawyer and Keeler-Wolf 1995). Vegetative compositions are dominated by annual grasses and forbs. Xerophytic shrubs are locally common, but trees are rare (Heady 1977).
The climate of the NPRC region is Mediterranean in type and is characterized by hot, dry summers and mild, wet winters (Major 1977). Mean annual rainfall is 15.1 cm (National Climatic Data Center 1996). Over the years of this study (1983 through 1995), annual rainfall varied between 7.3 and 27.6 cm (15.9 ? 1.8 cm, x + SE, n = 13). Most rainfall on NPRC occurs from 1 October to 31 March (defined as annual growing season rainfall) and coincides with the primary vegetative growing season. We there- (4) where nt is the 1-step-ahead predicted value for nt (e.g., nt = nt -lexp(a + 1nt,i + cwt 2) for model H3, Eq. 1), and n = S|=l nt is the sample mean of the observations (not including the initial observation no). The measure compares the 1-step-ahead predictions of the model with the predictions that result from using the sample mean as a predictor. It is possible for the value of R2 to be <0. A time series model can give worse predictions than the sample mean, and under such circumstances, a value of zero would be reported. The maximum R2 value is 1 (perfect predictions). Because a high R2 value can be achieved by an over-parameterized model, it should be interpreted in conjunction with a parameter penalty index such as SIC. When a parameter is added to a model, an increased R2 value should ideally be accompanied by a decreased SIC.
The modeling approach used here is parametric, and careful attention to model evaluation is essential (Dennis et al. 1991, Dennis and Taper 1994). For nonlinear time-series models, diagnostic techniques focus on the residuals (Tong 1990 ). We scrutinized the residuals of the best-fitting model with diagnostic plots and tests for normality and autocorrelation. Verifying that the model is an adequate description of the stochastic mechanism that generated the data is particularly important if the model is to be used for forecasting or PVA.
Population Viability Analysis
We conducted a PVA using the density dependence-rainfall model, which emerged as the best model from the hypothesis testing and model selection analyses. A PVA essentially consists of simulating a stochastic model and estimating first-passage properties, such as the median time to reach a low abundance level or the probability of reaching that level within a fixed time ( We refitted the best model to 2,000 sets of parametrically bootstrapped time series. With each set of parameters, we then estimated the probability that the San Joaquin kit fox population will decrease to ne individuals within t years, by simulating future trajectories of population abundance. For each pair of values of ne and t, the resulting 2,000 sets of first-passage probabilities were used to form bootstrap CIs (Manly 1997).
Simulating potential future population trajectories poses a problem with a covariate in the model. For instance, in the case of rainfall, the covariate values were fixed for parameter estimation, and inferences were conditioned on that particular realization of rainfall values. However, it is not possible to forecast what values rainfall will take in the next 10 years in order to do a 10-year model simulation. Instead, we used the existing rainfall values as an estimate of the stationary probability distribution from which rainfall values arise. Local yearly precipitation typically has little or no autocorrelation and is routinely modeled with a skewed distribution such as a gamma (Rice 1995). We bootstrapped the rainfall values, that is, for each year of a simulation, we selected a value at random, with replacement, from the recorded rainfall values in the data set. Thus, our PVA with the density-dependence-rainfall model (Eq. 1) is based on the assumption that the variability patterns in rainfall characteristic of the last 2 decades will continue.
RESULTS

Density-dependent-Rainfall Model
The 4 fitted submodels of Eq. 1 yielded 4 sets of ML parameter estimates ( Table 1 ). Note that the models with precipitation included (H2 and H3) had negative values estimated for the intercept parameter a. The precipitation covariate, however, serves as a yearly intercept adjustor. For these models, the average intercept prevailing over the years of the study can be estimated by a + cw, where tw (=13.175 cm) is the sample average of the covariate values. For model H3, the estimated average intercept is 0.6191. Recall that in the pure density-dependence model (Hi1), the value of -a/b gives the long-term equilibrium, or carrying capacity, of the deterministic logistic model component. In other words, adding rainfall alone to a density independent model is a significant improvement, while adding density dependence alone is not a significant improvement. However, the model with both rainfall and density dependence is a significant improvement over the models with either factor alone. Density dependence is thus detectable only after the rainfall covariate is added to the model. The SIC also points to H3 as the overall best model ( Table 1) . The model with density dependence alone (H1) is somewhat of an improvement over the density-independent model (Ho), according to the SIC. The model with rainfall alone (H2) is a substantial improvement over Ho, and a definite improvement over H1, according to the SIC. The SIC for the the model with both density dependence and rainfall (H3), however, is far lower than the SICs for the other models, indicating that the added parameter improves model H3 substantially.
Indeed, the 1-step predictions for model H3 are close to the fox abundance estimates (Fig.  1) . The fit of the model is reflected in the high generalized R2 value of 0.82 (Table 1) . While having too many parameters can produce such close fits, the SIC results indicate the model is not overparameterized.
Model diagnostic procedures indicate that the residuals from model H3 are normal, homoscedastic, and uncorrelated. Residual plots (Fig. 2) show lack of variability patterns and approximate normality. The Lin-Mudholkar test for normality (Tong 1990) indicates that the normal distribution is an acceptable model for the residuals (Z = 0.52, P = 0.603). Tests reveal no significant first-or second-order autocorrelation (Tong 1990 
Density-dependence-Rainfall-Coyote Model
For the coyote covariate analysis, the 8 submodels of Eq. 2 yielded 8 sets of parameter estimates (Table 2) . Model hypotheses ranged in complexity from density independence, no covariates (Ho0', Table 2), to density dependence plus 2 covariates (H7', Table 2 ).
The hypothesis tests provided no support for the presence of a detectable coyote influence in the kit fox time series. In all cases in which coy- Table 2 . Maximum likelihood estimates (a, 6, et, 4, &2) of parameters in the density dependence-rainfall-coyote model (Eq. 2), and Schwarz information criterion (SIC) for 7 model hypotheses (Hi') fitted to the San Joaquin kit fox data, with growing season rainfall (2-yr lag) and coyote abundance index (1-yr lag) as covariates (coefficients c, and c2, respectively) Table 2 ) had an SIC nearly as low but not as low as that of H6', indicating that there is no real advantage of adding coyotes to the model once growing season precipitation is included. In fact, the sign of the estimated coefficient c2 in model H7' is positive (Table 2) ; if coyotes had a detrimental effect on survival, that coefficient would be expected to be negative.
Other covariates analyzed (in place of W_-2 in Eq. 1), including calendar year precipitation (various lags), other lags of growing season precipitation, and 2-year lag in fox abundance (sec-, ond-order density dependence), did not im-1 2 prove the model. For reasons of space, we omit the numerical results; the SIC values were all Ad logarithmic substantially higher than that of model H3 (Taplot ofmode ble 1). We conclude that model H3 (Table 1) (Table 3 ). While the chance that the pop-0.012; H5' ulation will fall to 50 individuals within 5 years 11 cases in was estimated at only 3%, the estimated chance I to a mod-increased to 15% within 10 years. The 95% CIs ie test re-for these chances revealed a high level of im-H6', T = precision for time frames >5 years (Table 3 ). -3.30, P < The chance that the population declines to 50 ependence individuals within 20 years could be as high as )ntain rain-52%, according to the bootstrap CI. hypothesis When the lower threshold population was set H3' vs H5', at 30, the estimated chances of the population are consis-attaining the threshold were reduced consider-,sts for the ably (Table 3 ). The chance of attaining 30 in-J1 in that dividuals within 20 years was just 3%, although lg) was de-the 95% CI suggests that the true value could Llation fluc-be as high as 12%. I S Table 3 . Estimated probability (and approximate 95% Cl) that the San Joaquin kit fox population will decrease to no individuals within t yr, starting in 1995 from a population of 133 individuals. Thus, the relative timing of the vegetative growing season (Oct-Mar), subsequent prey responses, and the reproductive cycle of kit foxes means that numerical responses by fox populations to fluctuating rainfall is delayed by up to 2 years (White et al. 1996) . Such a combination of first-order density dependence (dependence of Nt on Nt-1), in which the prevailing habitat carrying capacity (prey abundance) changes annually in relation to the growing season precipitation in the previous year (time t -2), is the central feature of our model.
Our finding that coyote abundance did not significantly affect fox abundances is consistent with earlier studies (Cypher and Scrivner 1992, White and Garrot 1997). While it is unclear whether coyote-related mortality is additive or compensatory, it does not appear to be a major regulatory factor for kit fox populations. An analysis of the efficacy of coyote control on NPRC indicated that, at the intensity of control applied, reductions in coyote density did not lead to an increase in kit fox abundance (Cypher and Scrivner 1992). White and Garrott (1997) suggest that while coyotes may be able to regulate kit fox populations of low to moderate density, prey abundance and spacing patterns are probably the major factors influencing fox population dynamics.
The wide CIs for the population risk estimates (Table 3) If preserving the population is an important goal, then the proper interpretation of the risk estimates for the San Joaquin kit fox is that the possibility that the fox population is at high risk cannot be ruled out.
As is the case with most covariate analyses, the model parameter estimates are conditional on the particular realization of the covariate (rainfall values). Rainfall is a stochastic process, and model projections must somehow incorpo-rate the stochasticity of rainfall. The bootstrapping method we used for the PVA assumes that the rainfall values originate from a stationary probability distribution, and that there is little or no autocorrelation of rainfall from year to year. Under such assumptions, the empirical distribution function of rainfall values is a statistically consistent estimate of the stationary cumulative distribution function, and resampling the values themselves is akin to sampling out of the estimated rainfall stationary distribution.
The stationary distribution model of local rainfall is used reliably and routinely in hydrology, agriculture, and meteorology; nonetheless, the PVA should be interpreted cautiously. Longterm climate change could cause the mean, variance, or autocorrelation of the rainfall to change through time, and such possibility of change is not accounted for in the model. The PVA simply projects past system variability patterns into the future.
Shenk et al. (1998) criticized ecological timeseries models, and density-dependence hypothesis tests in particular, for failing to account for sampling variability in estimates of population abundances. They simulated density-dependence tests by generating time-series abundances with sampling noise added that had a constant coefficient of variation. However, the kit fox abundance estimates do not conform to the sampling noise model of Shenk et al. (1998) . The kit fox estimates had sampling coefficients of variation that tended to decrease with increasing population abundance (Fig. 1 Also, a well-known property in time-series models is that sampling variability tends to induce autocorrelation in the noise (Walker 1960) . In practice, lack of autocorrelation in the residuals can be taken to indicate that sampling error is not an important source of variability, provided the model for population abundance is an adequate description of the population growth process. We point out that no significant first-or second-order autocorrelation was detected in the residuals for the density dependent-rainfall model for kit fox abundances.
In the 1950's, ecologists launched a durable debate on the relative importance of densitydependent and density-independent factors in population regulation (Biological Laboratory 1957). The intensity of the debate was fueled by a presumption that regulation is primarily one or the other. Strong (1986) called for a combined approach in which density-dependence analyses would incorporate environmental covariates or contingent variables. In our kit fox model, both density-dependent and densityindependent factors contribute to determining population size. Carrying capacity in the model is determined principally by growing season rainfall, which fluctuates considerably from year to year. The long-term average carrying capacity of 161 foxes is just an estimated central value of a stationary probability distribution for population sizes; yearly departures from that central value can be, and have been, substantial. Yearly carrying capacity fluctuates so much that density dependence was barely detectable in the time series of population abundances. The result was a form of "density vagueness" in the time series (Strong 1986) . A model with density dependence alone was not adequately predictive, nor was a model with rainfall alone. Instead, the model that blended both types of factors gave a far superior description of the data.
MANAGEMENT IMPLICATIONS
The model developed here should help managers to moderate the risk faced by San Joaquin kit fox populations from the effects of variable annual precipitation. With the 1-step-ahead forecasts, the model can provide a 1-year warning of when the kit fox population is expected to become critically low. During such years, special measures for population protection and habitat enhancement, such as translocating animals, constructing artificial den sites in marginal habitats, or providing supplemental foods, may merit serious consideration.
Given The modeling approach described here consists of: (1) proposing multiple plausible hypotheses about wildlife-environment relationships, (2) formulating the hypotheses as quantitative influences on growth rates in stochastic population growth models, and (3) evaluating the models rigorously using time-series abundance data and nonlinear, time-series statistical methods. The approach has many potential uses for managing other wildlife species. Environmental covariates have important effects in numerous population systems, and using simple correlation analysis to detect those effects can be statistically inappropriate and can fail in the presence of complex ecological relationships. Weather variables, for example, affect wildlife populations in many indirect and direct ways. While direct effects of weather include immediate mortality from floods or freezing, indirect effects include weather-dependent food supply, weather-mediated events elsewhere in the food chain, weather-altered habitat, and weather-influenced parasite loads. Understanding the variability of wildlife populations can be greatly aided by including explicit hypothesized effects of environmental covariates in biologicallybased population models. control to protect endangered San Joaquin kit
