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1. INTRODUCTION
In this paper, we give an explicit dimension formula for tlle spaces of vector
valued Siegel cusp forms of degree two with respect to the principal congruence
subgroups of $Sp(2\cdot \mathbb{Z})\}$ ’and certain arithmetic subgroups of non-split $\mathbb{Q}$ forms of
$Sp(2;\mathbb{R})$ . As for the principal congruence subgroups of $Sp(2; \mathbb{Z})$ , Tsushima already
gave the dimension formula by the Riemann-Roch theorem in [17], but we give an
alternative proof by the Selberg $\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{c}\mathrm{e}$ formula and the theory of prehomogeneous
vector spaces. As for the case of non-split $\mathbb{Q}$-forms, our result is new.
Ou11 calcu lation is a generalization of the calculations of Morita [13], Shintani [14]
and Arakawa [1], In this short note, we explain only the points for the generalizations
(we wrote the detail proof in [18]). In order to generalize their methods, first we must
show the convergence of $\mathrm{s}\mathrm{o}\mathrm{m}\mathrm{e}$ infinite series. Tl en we need to calculate explicitly an
integral of a certain function, which is related to the Fourier transform ation of the
$\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{c}\mathrm{e}$ of the irreducible rational representations. The integral is well-known in the
scalar valued case, but the integral is unknown and nontrivial in the vector value
case.
One of our motivation is as follows. Ibukiyama gave a conjecture for the Shimura
correspondence between vector valued Siegel cusp forms of degree two of integral
weight and half integral weight (cf. [10]). There, it is essential to take vector valued
form$\mathrm{n}\mathrm{s}$ . In order to prove this conjec rure, we must show the equality of the traces of
Hecke operators. As the first step, we treat the traces of the trivial actions, which
are the dimensions of the spaces.
The plan of this paper is as follows. In Section 2, we state our main results. In
Section 3 we review the Godement formula. In Section 4, we explain the calculationis
of the vanishing part. In Section 4, we explain the calculations of the non-vanishing
$\mathrm{p}.\mathrm{a}\mathrm{r}\mathrm{t}$ . In Appendix $\mathrm{A}$ , for the reader’s convenience, we copy thle dimension formula for
$Sp(2;\mathbb{Z})$ which was given by Tsushima [17]. In Appendix B. we give the dimension
$\mathrm{f}\mathrm{o}$ rmula for the full modular groups of non-split $\mathbb{Q}$-forms, which was obtained by
our recent calculation.
2. MAIN RESULTS
We define the spaces of Siegel cusp forms of degree two. Let $\rho k,j$ : $GL(2:\mathbb{C})arrow$
$GL(j+1_{\}}.\mathbb{C})$ be the irreducible rational representation of the signature $(j+k, k)$




$(j, k \in \mathbb{Z}_{>0})$ , i.e. $\rho_{k,j}=\det^{k}\otimes Sym_{j}$ where $Sym_{j}$ is the symmetric $j$-tensor rep-
resentation of $GL(2;\mathbb{C},1$ . Let $ff_{2}$ be the Siegel upper half space of degree two, i.e.
$\mathfrak{H}_{2}=\{Z\in Ill(2;\mathbb{C});{}^{t}Z=Z_{\dot{J}}{\rm Im}(Z)>0\}$. The real symplectic group $Sp(2;\mathbb{R})$ acts
on $fl_{2}$ as $Z\mapsto g\cdot Z$ $:=(\mathrm{A}Z+B)(CZ+D)^{-1}$ for $Z\in fi_{2}$ , $g=(\begin{array}{ll}A BC D\end{array})$ $\in Sp(2\cdot \mathbb{R})|$ .
Let $\Gamma$ be an arithmetic subgroup of $Sp(2;\mathbb{R})$ . Let $S_{k,i}(\Gamma)$ be the space of vec-
tor valued Siegel cusp forms of weight $\rho_{k,j}$ , i.e. the space of holomorphic functions
$f$ : $fi_{2}arrow \mathbb{C}^{j+1}$ satisfying (i) $f(\gamma\cdot Z)=p_{k,j}(CZ+D)f(Z)$ for all $\gamma=(\begin{array}{ll}A BC D\end{array})$ $\in\Gamma$ ,
(ii) $|\rho_{\mathrm{A},j}(\mathrm{I}\ln(Z))^{1/2})f(Z)|_{\mathbb{C}^{7}}+1$ is bounded on $\hslash_{2}$ .
One of our main results is as follows. The following result was already given by
Tsushima $\llcorner\lceil 17$]. We put $\Gamma(N)=$ { $\gamma\in Sp(2;$ $\mathbb{Z});\gamma\equiv I_{4}$ (mod $N)$ }.
Theorem 2.1. if k $\geq 5$ and N $\geq 3$ . then
dimc $S_{k_{)}j}.(\mathrm{I}^{\urcorner}(N))$ $=$ $[\Gamma(1) : \Gamma(N)]$
$\mathrm{x}$ $\{2^{-8}3^{-3}5^{-1}(j+1)(k-2)(j+k-1)(j+2k^{\tau}-3)$
$-2^{-6}3^{-2}(j+1)(j+2k-3)N^{-2}+2^{-5}3^{-1}(j+1)N^{-3}\}$ ,
where $[ \Gamma(1) : \Gamma(N)]=N^{10}\prod_{p:\mathrm{p}\mathrm{r}\mathrm{i}x\mathrm{n}\mathrm{e},p|N}(1-p^{-2})(1-p^{-4})$ .
We shall give the other main result. Let $\mathrm{B}$ be an $\mathrm{i}\mathrm{n}\mathrm{d}\mathrm{e}\mathrm{f}\mathrm{i}_{1}\dot{\mathrm{u}}\mathrm{t}\mathrm{e}$ division quaternion
algebra over Q. $\mathrm{O}$ a maximal order of $\mathrm{B}$ , $a\mapsto\overline{a}(a\in \mathrm{B})$ the canonical involution of
B. Put
$G_{\mathbb{Q}}=\{$ $(\begin{array}{ll}a bc d\end{array})\in\Lambda f(2;\mathrm{B});(\begin{array}{ll}a bc d\end{array})(\begin{array}{ll}0 11 0\end{array})$ $(\overline{\frac{a}{b}}\overline{\overline{d}c})=(\begin{array}{ll}0 11 \mathrm{O}\end{array})$ $\}\backslash$
$\Gamma^{*}(N)=\{$ $(\begin{array}{ll}a bc_{\prime} d\end{array})\in G\mathbb{Q}$ ; $a-1_{\backslash }b_{\backslash }c.d-1\in N\mathrm{O}\}$ .
Tlle following result is new.
Theorem 2.2. If k $\geq 5$ crnd N $\geq 3$ , then
$\mathrm{d}\mathrm{i}_{\mathrm{l}}\mathrm{n}$ $S_{k,j}(\Gamma^{*}(N))=[\Gamma^{*}(1) : \Gamma^{*}(N)]$
$\rangle\zeta\{2^{-8}3^{-3}5^{-1}(j+1)(\mathrm{f}\mathrm{c}-2)(\mathrm{j}+k-1)(j+2k -3)\prod_{p|D(\mathrm{B})}(p-1)(p^{2}+1)$
$+2$ $-43-1(j+1)N^{-\mathrm{s}} \prod_{p|D(\mathrm{B})}(p-1)\}$ ,
where $D(\mathrm{B})$ is the product of prime numbers which ramify in $\mathrm{B}$ over $\mathbb{Q}_{f}p$ is prime.
and $[\Gamma^{*}(1) : \Gamma^{*}(N)]$ $=N^{10}\cross$ $\prod_{p|N,p}\mu(\mathrm{B})(1-p^{-2})(1-p^{-4})\cross$ $\prod_{p|N,p|D(\mathrm{B})}(1 -p^{-2})(1+$
$p^{-1})$ .
As for the scalar valued case, these dimension formulas were already known. The
dimension formula of the scalar valued case for $\Gamma(N)(N\geq 3, j=0)$ was calculated
by Christian [3], Morita [13] and Yamazaki [19] independently. The dimension
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formula of the scalar valued case for $\Gamma^{*}(N)$ $(N\geq 3_{\backslash }j=0)$ was calculated by
Arakawa [1] and Yamaguchi independently. Christian, Morita and $\mathrm{A}\mathrm{r}^{i}\mathrm{a}\mathrm{k}’\mathrm{a}|\mathrm{w}\mathrm{a}$used the
Selberg $\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{c}\mathrm{e}$ formula. Yamazaki and Yamaguchi used the Riemann-Roch theorem.
Numerical examples.
(i) dime $S_{k_{\}}j}.(\Gamma(3))$ .
$j\backslash k$ $4^{*}$ 5 6 7 $\mathrm{s}$ 9 10 11 12 13
0 15 76 200 405 709 1130 1686 2395 3275 4344
1 224 440 800 1340 2096 3104 4400 6020 8000 10376
2 165 519 1116 2010 3255 4905 7014 9636 12825 16635
3 336 940 1904 3300 5200 7676 10800 14644 19280 24780
4 595 1530 2960 4975 7665 11120 15430 20685 26975 34390
4 $ 8
$\underline{?}$ $16_{\mathrm{t}}^{r})$ $12\mathrm{S}25$
$(*)$ Our theorem is not valid for $k=4$ . As for $j=0$ , $k=4$ , Yamazaki calculated it
by the F$iem‘anll-R,och theorem in [19]. We formally put $k=4$ in the form ula of our
theorem. We expect that the dimension of $S_{k,j}(\Gamma(3))$ is given by putting $k=4$ in
the formula (cf. [7] and [8]). We also expect it for other arithmetic subgroups. For
$j=0$ , $k=1,2.3$ , Gimji proved $\dim_{\mathbb{C}}S_{k,0}(\Gamma(3))=0$ in [5].
3. GODEMENT FORMULA
In this section, we explain the Godement formula and the calculations of dimen-
sion form ulag, We set
$H_{\gamma}^{k^{\neg},j}(Z)=$ tr $\ovalbox{\tt\small REJECT}_{\rho_{k,j}(CZ+D)^{-1}\rho_{k,j}}(\frac{\gamma\cdot Z-\overline{Z}}{2\sqrt{-1}})^{-1}\rho_{k,j}(Y)\ovalbox{\tt\small REJECT}$ ,
Z $=(\begin{array}{ll}\approx_{1} \approx_{12}z_{12} z_{2}\end{array})$ , X $=(\begin{array}{ll}x_{1} x_{12}x_{12} x_{2}\end{array})$ , Y $=(\begin{array}{ll}y_{\mathrm{l}} y_{\mathrm{l}2}y_{12} y_{2}\end{array})$ ,
dZ $=\det(Y)^{-3}dXdY$, dX $=dx_{1}dx_{\mathit{1}2}dx_{2}$ , dY $=dy_{1}dy_{12}dy_{2}$ ,
for Z $=X+\sqrt{-1}Y\in\hslash_{2}$ , $\gamma=(\begin{array}{ll}A BC D\end{array})$ $\in Sp(2;\mathbb{R})$ . Godement gave the following
formula (cf. [5, Expose 10, Theoreme 8]).
Theorem 3.1 (Godement). If k $\geq 5$ , then
$\dim_{\mathbb{C}}S_{k,j}(\Gamma)=\frac{c_{k,j}}{\#(Z(\Gamma))}\int_{\Gamma\backslash fl_{2}}\sum_{\gamma\in\Gamma}H_{\gamma}^{k,g}(Z)dZ$,
where $c_{\lambda,j}=2^{-6}\pi^{-3}(k-2)(j+k-1)(j+2k-3)$ . $Z(\Gamma)$ is the center of $\Gamma_{\dot{J}}\#(Z(\Gamma))$
is the order of $Z(\Gamma)$ .
le8
We shall $\mathrm{r}\mathrm{e}$ mark on the constant $c_{k,\gamma}$ . In !5] , the constant $c_{k_{)}g}$. was calculated for
the only scalar valued case $(j=0)$ , not for tlre vector valued case. In [12], we easily
see that the constant $ckj$ is equal to (formal degree) $/(j+1)\cross$ constant, where the
constant is independent of the signature $(\mathrm{k} +j_{\backslash }k)$ . Furthermore, from [6], we have
an explicit form of the formal degree. Hence we get explicitly the constant $c_{k,j}$ .
We give the corollary of Theorem 3.1. We can easily show the following corollary
from the equality $H_{g^{-1}\gamma g}^{k_{)}^{\wedge}j}(Z)=H_{\wedge}^{k,j},\cdot(g\cdot Z)(g\in \mathrm{M}(2;\mathbb{R}))$ and the norm ality of
$\Gamma^{(*)}(N)$ in $\Gamma^{(*)}(1)$ .
Corollary 3.2. if k $\geq 5$ and N $\geq 3$ . then
$\dim_{\mathbb{C}}S_{k,j}(\Gamma^{(*)}(N))=2^{-1}c_{\mathrm{A},j}[\Gamma^{(*\}}(1) : \Gamma^{(*)}(N)]\oint_{F^{(*\rangle}\in \mathrm{I}^{\urcorner(*)}}\sum_{(\gamma N)}H_{\gamma}^{k^{\circ},j}(Z)dZ$ ,
where the notation $\Gamma^{(*)}(N)$ means that $\Gamma(N)$ or $\Gamma^{*}(N)j$ and $F^{(*)}$ is the fundamental
domain of $\Gamma^{(*)}(1)$ in $\mathrm{f}\mathrm{i}_{2}$ .
For a subset $S$ of $\Gamma$ , we put
$I(S)$ $= \frac{c_{k,j}}{\#(Z(\Gamma))}\int_{\Gamma\backslash \mathfrak{H}_{2}}\sum_{\gamma\in S}H_{\gamma}^{k,j}(Z)dZ$ .
We call this value $I(S)$ the contribution of $S$ to the dimension formula. We put
$\Pi_{r}$ $=$ $\{\gamma\in\Gamma(N)$ ; $\gamma$ is $\Gamma(1)$-conjugate to $(\begin{array}{ll}I_{2} u0 I_{2}\end{array})$ , rank(u) $=r,{}^{t}u=u\}\backslash$
$\Pi_{0}^{*}$ $=$ $\{I_{2}\}$ ,
$\Pi_{2}^{*}$ $=$ $\{\gamma\in\Gamma^{*}(N);\gamma$ is $\Gamma^{*}(1)$ -conjugate to $(\begin{array}{ll}1 u0 1\end{array})\backslash$ $u\neq 0$ , $\mathrm{t}\mathrm{r}(u)=0\}$ .
In Section 3, in case of $\mathrm{F}(\mathrm{N})$ and $\Gamma^{*}(N)$ $(N\geq 3)$ , we prove vanishing of the contri-
butions other than these $\Pi_{r}$ and $\Pi_{r}^{*}$ . Hence for $N\geq 3.$, we have
dimc $S_{h,j}(\Gamma(N))$ $=/(\mathrm{n}0)+I(\Pi_{1})+I(\Pi_{2})$ , $\dim_{\mathbb{C}}S_{k,j}(\Gamma^{*}(N))=I(\Pi_{\mathit{0}}^{*})+I(\Pi_{2}^{*})$ .
In Section 4 we calculate explicitly the contributions of IIr and $\Pi_{r}^{*}$ . So we get $0\iota \mathrm{u}^{\sim}$
main results.
4. VANISHING PART
In this section, we explain the point of calculation of the vanishing for the contri-
butions of the elcanents other than $\Pi_{r}$ and $\Pi_{r}^{*}$ .
We calculate the vanishing part by the Selberg $\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{c}\mathrm{e}$ formula. However it is
well-known that we can not exchange directly the integral and the infinite sum
of $H_{\gamma}^{k,j}(Z)$ , because $\sum_{/\in\Gamma^{(*)}}\wedge(N)\int_{F(*)}|H_{\gamma}^{k,j}(Z)|dZ$ is not convergent. Hence we need
some calculation techniques as Morita [13].
If $X$ is a positive definite symmetric matrix over $\mathbb{R}$ , then we write $X>0$ . Let
$\Omega_{2}=\{X\in M(2,\cdot \mathbb{R});{}^{t}X=X, X>0\}$ . If $X-Y>0(X, Y\in\Omega_{2})$ , then we write
$X>Y$ . We take an arbitrary constant $\mu(>\mathit{0})$ , and set $\mathfrak{H}_{2}(\mu)=\{X+\sqrt{-1}Y\in$
fi2 : $Y>\mu I_{2}$ }. We proved the following lemma in [18]
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Lemma 4.1. Let $\gamma\in\Gamma$ and $Z\in\hslash_{2}(\mu)$ . Then there exists a constant $C$ , which
depends only on $j$ and $\mu$ . such that
$|H_{\wedge}^{k,j},(Z)|<C_{j\}\mu}\cross$ $|H_{\gamma}^{h,0}(Z)|$ .
The constant $C_{j,\mu}$ is independent of $\gamma$ and $Z$ .
By Lemma 4.1, we can reduce the problems of absolute convergences of vector
valued case to those of the scalar valued case. Therefore we can generalize Morita’s
method [13] to the vector valued case, and calculate the vanishing part. Let $\gamma\in$
$\Gamma^{(*)}(N)$ $(N\geq 3)$ and $\gamma\not\in\Pi_{r}^{(*)}$ . From the results of [1], [13] and the above lelemma,
we can express the contribution of the $\Gamma^{(*)}(1)$-conjugacy classes of $\gamma$ as
$\lim_{sarrow+0}\oint_{F_{\gamma,\epsilon}^{(*)}}I\mathrm{f}_{\gamma}^{k,j}(Z)dZ$ ,
where $F_{\gamma.s}^{(*)}$ is the certain domain satisfying $\lim_{sarrow+0}F_{\gamma,s}^{(*)}=F_{\gamma}^{(*)}$ (see, $[1][13]$ ) and
$F_{\gamma}^{(*)}$ is the fundamental domain of the centralizer of $\gamma$ . Furthermore we see that the
integral
$\int_{F_{\gamma,s}^{(*)}}H_{\gamma}^{k,0}(Z)dZ=,\sum_{\geq m,l\in \mathbb{Z}0}\oint_{D_{s}}\{\int_{-\infty}^{\infty}(f_{1}(P)p+f_{2}(P))^{-ln}fi_{nl},(P)p^{l}dp\}dP_{\backslash }l+5\leq m\leq j+k$
where $F_{\gamma,s}^{(\star)}\cong(-\infty, \infty)\cross$ $D_{5}$ , $dZ=dpdP$ , $f_{1}$ , $f_{2}$ , $f_{l,m}$ are polynomials of $P$ , and
$f_{1}(P)p+f_{2}(P)\neq 0(^{\forall}(p, P)\in(-\infty\backslash \infty)\cross$ $D_{s})$ (cf. [1], [3], [13]). From the partial
integration and $\int_{-\infty}^{\infty}(ap+b)^{-n\mathrm{z}}dp=[a^{-1}(-m+1)^{-1}(ap+b)^{-m+1}]_{-\infty}^{\infty}=0_{\wedge}$ we see
that the contribution is zero.
Theorem 4.2. Let $\gamma\in\Gamma^{(*)}(N)(N\geq 3)$ cvnd $\gamma\not\in\Pi_{r}^{(*)}$ . the contribution of $\Gamma^{(*\}}(1)-$
conjugacy classes of $\gamma$ to the dimension $f\dot{o}rmula$ is zero.
5. NON-VANISHING $\mathrm{p}_{\mathrm{A}\mathrm{R}\mathrm{T}}$
In this section, we calculate explicitly the contributions of $\Pi_{r}$ and $\Pi_{?}^{*},$ .
5.1. Contribution of $\Pi_{0}$ and $\Pi_{0}^{*}$ . From Corollary 3.2 and $H_{I_{4}}^{k_{J}}’(Z)$ $=j+1_{\backslash }$ we get
$I(\Pi_{0}^{(*\grave{)}})=2^{-1}c_{k,j}.[\Gamma^{(*)}(1)$:$\Gamma^{(*)}(N)](j+1)\int_{F^{\langle*)}}dZ$ .
The volu me of the fundam ental domain for $\Gamma(1)$ (resp. $\Gamma^{\mathrm{v}}(1)$ ) was given explicitly
by Siegel [16] (resp. Arakawa [1]). So we get the contributions
$I(\Pi_{0})$ $=$ $[\Gamma(1)$:$1^{\urcorner}(N)]\cross$ $2^{-8}3^{-3}5^{-1}(j+1)(k-2)(j[perp]_{\mathrm{I}}k-1)(j+2k-3)$ .




5.2. Fourier transformation. We assume that r is equal to 1 or 2. We put $V_{r}=$
{x $\in\lambda I(r;\mathbb{R});{}^{t}x=x\}$ , $\Omega_{r}=$ {x $\in V_{r}$; x $>0\}$ . For x $\in V_{r}$ , we put
$\mathrm{f}2\{\mathrm{x})=\mathrm{t}\mathrm{r}\ovalbox{\tt\small REJECT} p_{k,j}(1-\sqrt{-1}x001$ $)^{-[perp]}\ovalbox{\tt\small REJECT}$ (r $=1)\dot{J}$ tr $[\rho_{k,j}(I_{2}-\sqrt{-1}x)^{-1}](r=2)$ .
For x $\in\Omega_{1}$ , we set
$fi(x)= \sum_{i=0}^{j}(2\pi)^{k+i}\Gamma(k+j)^{-1}x^{k+x-1}\exp(-2\pi x)$ ,
where $\Gamma(s)$ is thle Ga mma function. For x $\not\in\Omega_{1}$ , we set $f_{1}(x)=0$ . The spherical
polynomial $\Phi_{m}(x)$ for m $=(m_{1\backslash }m_{2})\in \mathbb{Z}_{\geq 0}(m_{1}\geq m_{2})$ 1s defined by $\Phi_{m}(x)$ $=$
$\int_{SO(2,\mathbb{R})}\triangle_{m}(^{t}gxg)dg$ , where $\triangle_{\tau’\iota}(x)=x_{1}^{m-m_{2}}’\det(x)^{m_{2}}$ and dg is the Haar measure on
SO(2; $\mathbb{R})$ normalized by $\int_{SO(2.\mathrm{R})}$ dg $=1$ . Since $\mathrm{t}\mathrm{r}(p_{k,j}(x))$ is invariant for the action
x $\mapsto {}^{t}gxg(g\in 50(2;\mathbb{R}))$ , we see that $\mathrm{t}\mathrm{r}(p_{k,j}(x))=\sum_{m_{1}+m_{2}=2k+j,m_{2}\geq k}a_{m}\Phi_{m}(x)$
$(a_{m}\in \mathbb{R})$ (cf. [4]). For x $\in\Omega_{2}$ , we set
$f_{2}(x)= \sum_{m[perp]\dagger nl\underline{\supset}=2k^{\kappa}+j,nl_{2}\geq k}\frac{(2\pi)^{-(1/2)+m_{1}+m_{2}}\backslash a_{m}}{\Gamma(m_{1})\Gamma(m_{2}-2^{-1})}\Phi_{m}(x)\det(x)^{-3/2}\exp(-2\pi \mathrm{t}\mathrm{r}(x))$.
For x $\not\in\Omega_{2}$ , we set $f_{\underline{9}}(x)=0$ . We denote by dx the Lebesgue measure on $V_{r}$ . As
for the scalar valued case (j $=0)$ , the following lemma is due to Shintani [14] and
Siegel [15].
Lemma 5.1. (i) $If-l<{\rm Re}(s)<k-r$ , then the integral $\int_{V_{\Gamma}}f_{7}^{*}(x)|\det(x’)|^{\mathrm{b}}dx$ is
absolutely conv ergent.
(ii) if $k>(r-1)/2$ . then we get $h$ $f_{r}(x)\exp(2\pi \mathrm{i}\mathrm{t}\mathrm{r}(xy))dx=f_{r}^{*}.(y)$ . This integral is
absolutely convergent.
We neect the following lemm a to calculate the contributions. From [5, Expose 6,
Theoreme 6], we easily get the folJow ing lemma.




where $H_{k_{J}},= \int_{\Omega_{2}}p_{k,j}(x)\exp(-\pi \mathrm{t}\mathrm{r}(x))$ $\det(x)^{-3}dx$ .
5.3. Zeta integrals. We define the zeta integral $Z(P_{r}, L_{r},$s) by
$Z(P_{r}, L_{r}, s)$
$= \int_{G_{+}/D}\det(g)^{2s}\sum_{x\in L_{\tau^{-L_{r}\cap\{x\in V_{r}\cdot\det(x)=0\}}}}P_{r}({}^{t}gxg)dg$
where $P_{r}$ is a function on Vr, $G_{+}=\{g\in GL(r;\mathbb{R});\det(g)>0\}$ , $D=SL(r,\cdot \mathbb{Z})$ or
$\mathfrak{O}^{\cross}$ (the unit group with norm 1 of $D$ ), $L_{r}$ is a $D$-invariant lattice of $V_{r}$ , $dg$ is the
Haar lneasu re on $G_{+}$ defined by $\det(g)^{-r}\prod_{1\leq i,j\leq r}dg_{ij}$ .
For the case $D=SL(r;\mathbb{Z})$ , we set $L_{r}=\{x\in\lambda I(r;\mathbb{Z});{}^{t}x=x\}$ or its dual lattice.
For the case $D=\mathrm{O}^{\mathrm{x}}$ , we set $L_{2}=\{x\in 4\supset;\mathrm{t}\mathrm{r}(x)=0\}$ or its dual lattice. In
$\iota\epsilon \mathrm{a}$
[18], we have proved the convergence, the functional equation and the meromorphic
continuous of the zeta $\mathrm{i}\mathrm{n}\mathrm{t}\mathrm{e}\mathrm{g}_{1^{\backslash }}\mathrm{a}1$. The following proposition is a generalization of the
results of [14] and [1] of the scalar valued case.
Proposition 5.3. (i) The integral $Z(f_{r\backslash }L_{r}, s)$ is absolutely convergent if $\mathrm{E}\epsilon(s)>$
$(r+1)/2$ and ${\rm Re}(k+s)>r$ . The integral $Z(fr,$ $L_{r}$ , $s\rangle$ is a meromorphic function of
$s$ on $\mathbb{C}$ .
(ii) The case $D=SL(r,\cdot \mathbb{Z})$ , If $\mathrm{B}\epsilon(s)>(r-1)/2$ and
$\{$
$k>1$ , ${\rm Re}(s)<k$ for $r=1$
$k>4$ , ${\rm Re}(\mathrm{s})$ $<k$ for $r=2$ ’
then the integral $Z(f_{r)}^{\forall}L_{r}^{*}, s)$ is absolutely conv ergent. The integr 1 $Z(f_{T^{\backslash }}^{*}L_{r}^{*}, s)$ is $a$
meromorphic function of $s$ on C.
(ii) The case $D=D^{\mathrm{x}}$ . if $0<{\rm Re}(s)<k-$ $1/2$ , then the integral $Z(f_{r}^{*}, L_{r}^{*}, s)$ is
absolutely convergent. The integral $Z(f_{r}^{*}, L_{r^{\backslash }}^{*}s)$ is a meromorphic function of $s$ on
$\mathbb{C}$ .
(iii) We have the functional equation
$Z(f_{r}(x), L_{r}, s)=\mathrm{v}\mathrm{o}\mathrm{l}(L_{r})^{-1}Z(f_{r}^{*}(a^{\mathrm{n}}), L_{r}^{*}, (r+1)/2-s))$
5.4, Contributions of $\Pi_{1}$ , $\Pi_{2}$ and $\Pi_{2}^{*}$ .
Theorem 5.4. If k $\geq 5$ . then we obtain
$I(\Pi_{1})$ $=$ [ $\mathrm{F}(1)$ : $\mathrm{T}(\mathrm{N})\}\mathrm{x}$ $(-1)2^{-6}3^{-2}(j+1)(j+2k-3)N^{-2}$ ,
7 $(\Pi_{2})$ $=$ $[\mathrm{F}(1) : \Gamma(N)]$ $\mathrm{x}$ $2^{-5}3^{-1}(j+1)N^{-3}$ ,
$I(\Pi_{\underline{9}}^{*})$ $=$
$[\Gamma^{*}(1) : \Gamma^{*}(N)]\cross$ $2^{-4}3^{-1}(j+1)N^{-3} \prod_{p|D(\mathrm{B})}(p-1)$
.
Proof. We put $L_{r}=\{x\in M(r;Z)).{}^{t}x=x\}$ in case of $\Gamma(N)$ , $L_{r}=\{x\in \mathrm{O}_{\backslash }$. $\mathrm{t}_{1}\cdot(x)=$
$0\}$ in case of $\Gamma^{*}(N)$ . By the $\mathrm{n}_{\grave{[perp]}}\mathrm{e}\mathrm{t}1_{1}\mathrm{o}\mathrm{d}$ of [14, Section 3, Chapter 2] and Proposition
5.3 (ii), we get
$I(\Pi_{r}^{(*)})=c_{k,j}\mathrm{x}$ $c^{(*)}(r)\cross$ $[\Gamma^{(*)}(1) : \Gamma^{(*)}(N)]\cross$ $Z(f_{r)}^{*}L_{r}, 2-2^{-1}(r-1))$ ,
where $c(1)=2\cross$ $3^{-1}N^{-2}\pi$ , $c(2)=2^{3}N^{-3}\pi^{-1}$ , $c^{*}(2)=2^{3}N^{-3}\pi^{-1}D(\mathrm{B})$ . By the
functional equation, we get
$Z(f_{r}^{*}, L_{r}, 2-2^{-1}(r-1))=\mathrm{v}\mathrm{o}\mathrm{l}(\mathrm{L};)\cross$ $Z(f_{r}, L_{r}^{*}, r-2)$ ,
where $\mathrm{v}\mathrm{o}\mathrm{l}(L_{r}^{*})=1$ for $\Pi_{1}.2^{-1}$ for Ylt, $2^{-1}D(\mathrm{B})^{-1}$ for $\Pi_{2}^{*}$ . Furthermore we have
$Z(f_{r}, 2N^{-1}L_{r}^{*}, r-2)$ $=\xi_{r}^{(*)}(r-2)$ $\cross$ $P_{r}$ .
Here 2 $\cross$ $\xi_{1}(s)$ is the Riemann zeta function $\backslash \xi_{2}^{(*)}(s)$ is zeta functions of quadratic
forms, $\xi_{2}(s)$ is defined in [14], $\xi_{2}^{*}(s)$ is defined in [1], and we set the integrals
$P_{1}= \int_{\Omega_{1}}f_{1}(x)x^{-2}dx_{\grave{l}}$ $P_{2}= \int_{\Omega_{2}}f_{2}(x)\det(x)^{-3/2}dx$ .
We know $\xi_{1}(-1)=-1/24$ . The special value $\xi_{2}(0)=2^{-5}3^{-1}\pi$ was given in [14]. Tlle
special value $\xi_{2}^{*}(0)=2^{-4}3^{-1}\pi\prod_{p|D(\mathrm{B})}(p-1)$ was given in [1]. By simple calculation
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we get $P_{1}=(2\pi)^{2}(j+1)(k-2)^{-1}(j+k-1)^{-1}$ . By Lemm a 5.2, we calculate




$=$ $2^{-2}c_{k,j}^{-1}. \mathrm{t}\mathrm{r}\{(\int_{\Omega_{2}}p_{k,g}(x)\exp(-\pi \mathrm{t}\mathrm{r}(x))\det(x)^{-3}dx)H_{k,j}^{-1}\}$
$=$ $2^{-2}c_{k,j}^{-1}\mathrm{t}\mathrm{r}(H_{k\}}{}_{j}H_{k,j}^{-1})=2^{-2}c_{k,j}^{-1}(j+1)$ .
So we get explicitly the contributions of $\Pi_{1}$ , $\Pi_{2}$ and $\Pi_{\underline{9}}^{*}$ . $\square$
AP PENDIX A. DIMENSION FORMULA FOR $\Gamma(1)$
The following dimension formula is due to [17]. For the scalar valu ed case $(j=0)$ ,
the dimension was also calculated in [11] and [7]. Let $\mathrm{i}$ , $p_{\backslash }\omega$ and $\sigma$ be $\sqrt{-1}$ , $e_{\backslash }^{2\pi i/3}$
$e^{2\pi i/5}$ and $e^{\pi\iota/6}$ respectively. We denote $\mathrm{t}1_{\mathbb{Q}[\alpha]/\mathbb{Q}}^{\cdot}$ by $\mathrm{t}\mathrm{r}_{\alpha}$ for an algebraic number $\alpha$ .
We remark on dirt $S_{k,j}(Sp(2;\mathbb{Z}))=0$ if $j$ is odd.
















$+\mathrm{t}\mathrm{r}_{\sigma}(\sigma^{7})^{k}(-1)^{j/2}2^{-3}3^{-2}(\sigma^{2}+1)-\mathrm{t}\mathrm{r}_{\sigma}(\sigma^{7})^{k}(\sigma^{8})^{j/2}2^{-3}3^{-2}$ (a $+\sigma^{3}$ )
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APPENDIX B. DIMENSION FORMULA FOR $\Gamma^{*}(1)$
In order to get the dimension formula for $\Gamma^{*}(1),$, we need to calculate explicitly the
contributions of elliptic elements and quasi-unipotent elements. Because $\Gamma^{(*)}(N)$
$(N\geq 3)$ have no such elements (cf. [13], [1] and [6]). We can get easily the
contributions of elliptic elements by the results of [12], [8] and [9], So we have only
to calculate explicitly the orbital integrals of quasi-unipotent elements (we calculated
it explicitly in [18] $)$ . For the scalar valued case, the orbital integrals were calculated
in [7].
For the scalar valued case $(j=0)$ , the following dimension formula was given by
Hashimoto [8]. We generalized it to the vector valued case in [18]. We also remark
on $\dim_{\mathbb{C}}S_{k,j}(\Gamma^{*}(1))=0$ if $j$ is odd.
Theorem B.I. k $\geq 5$ . j is even.
$\dim_{\{\mathrm{C}}S_{k\}j}(\Gamma^{*}(1))=\sum_{i=1}^{1^{l}\underline{)}}H_{\mathrm{i}}$
where $H_{i}$ is the total contribution of elements $\Gamma^{*}(1)$ with $pri$ ncipal polynomial $f_{i}(\pm x)$ .
and $a7^{\cdot}e$ as follows;
$H_{1}=H_{1}^{e}+H_{1}^{u}$ . $H_{1}^{u}=2^{-3}3^{-1}(j+1) \prod_{p|D(\mathrm{B})}(p-1)$,
$H_{1}^{e}=2^{-\prime}-3^{-3}5^{-1}(j+1)(k-2)(j+k-1\rangle$$(j+2k. -3)$ $\mathrm{x}\prod_{p|D(\mathrm{B})}(p-1)(p^{2}+1)$ .
$H_{2}=2^{-7}3^{-2}(-1)^{k}.(j+k-1)(k-2) \prod_{p|D(\mathrm{B})}(p-1)^{2}\mathrm{x}$
$\{$
7if 2 $\int D(\mathrm{B})$
13 if $2|D(\mathrm{B})$
$H_{3}=2^{-0}3^{-1}\{\ulcorner(j+k. -1)$ $\sin(k-2)\frac{\pi}{2}-(k^{\backslash }-2)$ $\sin(j+k^{\wedge}-1\rangle\frac{\pi}{2}\}$ $\prod(p-1)$ $(1-( \frac{-1}{p}))$ .
$p|D(\mathrm{B})$
$H_{4}$ $=$ $\underline{9}^{-\mathrm{s}_{3^{-3}}}\{$ $(j+k.. -1)$ $\sin(k-2)\frac{2\tau\tau}{3}-(k-2)\sin(j+k-1)\frac{2\pi}{3}\}$
$\mathrm{x}$ $( \sin\frac{2\pi}{3})^{-1}\cross\prod_{p|D(\mathrm{B})}(p-1)$ $(1-( \frac{-3}{p}))$ .
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$H_{5}$ $=$ $2^{-3}3^{-2} \{(j+k-1)\sin(k-2)\frac{\pi}{3}-(k-2)$ sill(j+k 1) $\frac{\pi}{3}\}$
$\mathrm{x}$
$( \sin\frac{\pi}{3})^{-1}\mathrm{x}\prod_{p|D(\mathrm{B})}(p-1)$ $(1-$ $( \frac{-3}{p}))$ .





$A$ (resp. $B$ ) $=\{$
3 if $2\parallel D(\mathrm{B})$ , $2|D$ ”
5 if $2|D(\mathrm{B})$ , $2|D^{\mathrm{A}}$ ; or $2\parallel D(\mathrm{B})$ , $2\parallel D^{*}$
11 if $2|D(\mathrm{B})$ , $2\parallel D$ ’
and $D^{\mathrm{A}}=D_{0}$ (resp. $D_{\mathrm{e}}$ ) runs through the set of divisors of $2D(\mathrm{B})$ which are the product of odd
(resp. even) number of distinct primes.
$H_{7}=H_{7}^{pe}+H_{7}^{\mathrm{e}}$ ,
$H_{7}^{pe}=-2^{-1}3^{-1}( \sin(j+1)\frac{2\pi}{3})(\sin\frac{2\pi}{3})-1\prod_{p|D(\mathrm{B})}(1-(\frac{-3}{p}))$ ,






$A$ (resp. $B$ ) $=\{$
1 if $3|D^{\star}$
4 if 3 $\int D(\mathrm{B})$ , 3 $\int D^{*}$
16 if $3|D(\mathrm{B})$ , 3 $\int D^{*}$
and $D^{\star}=D_{0}$ (resp. $D_{e}$ ) $\mathrm{r}$ uns through the set of divisors of $3D(\mathrm{B})$ which are the product of odd
(resp. even) number of distinct primes. We set
$C(\mu, \iota/)=c(\mu, l/)+$ $\mathrm{c}(-\mu, \nu)$ $+c(\mu, -\nu)+c(-\mu, -\nu)_{\backslash }$
where
$c(\mu, \nu)$ $=, \frac{e^{\sqrt{-1}(k)\mu}-\underline{9}e^{\sqrt{-1}(j+k-1)\nu}-e^{\sqrt{-1}(j+k^{\backslash }-1)\mu}e^{\sqrt{-1}(k^{\wedge}-2)\nu}}{(1-e^{\sqrt{-1}\mu}-)(1-e^{2\sqrt{-1}\nu})(1-e^{\sqrt{-1}(\mu+\nu)})(e^{-\sqrt{-1}\mu}-e^{-\sqrt{-1}\nu}\rangle e^{-\sqrt{-1}(\mu+\nu)}}$ .
$H_{8}=2^{-2}3^{-1}C$ ( $\frac{\pi}{2}$ , $\frac{2\pi}{3}$ ) $\prod_{p|D(\mathrm{B})}(1-(\frac{-1}{p}))($$1-( \frac{-3}{p}))$ .
$H_{9}=2^{-1}3^{-2}C$ ( $\frac{2\pi}{3}$ , $\frac{\pi}{3}$) $\prod_{p|D(\mathrm{B}),p\neq 2}(1-(\frac{-3}{p}))^{2}\rangle\langle\{$ 2if 2 $\int D(\mathrm{B})$5 rf $2|D(\mathrm{B})$
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$H_{10}=2^{-1}5^{-1}C$ ( $\frac{\underline{?}\pi}{5}$ , $\frac{4\pi}{5}$) $\prod_{p|D(\mathrm{B})}2\cross\prod_{p\in D(-1;5)}-,$ $\cross$ $\{$
0 if $\bigcup_{i=1}^{3}D(i;5)\neq\emptyset$
1 if $\bigcup_{i=1}^{3}D(i;5)=\emptyset$ , $5\parallel D(\mathrm{B})$
2 if $\bigcup_{i=1}^{3}D(i,\cdot 5)=\emptyset$ , $5|D(\mathrm{B})$
where we set $D(\dot{2};j)=$ {$p|D(\mathrm{B});p\equiv \mathrm{i}$ (mod $j)$ }.
$H_{11}=2^{-3}C$ ( $\frac{\pi}{4}$ , $\frac{3\pi}{4}$) $\prod_{p|D(\mathrm{B}),p\neq 2}2\mathrm{x}\prod_{p\in D(-1_{j}8)}2\mathrm{x}$ $\{$ 0 if $\mathrm{D}(\mathrm{i}$ ; 8 $)$ $\neq\emptyset$1if $D(1;8)=\emptyset$ .
$H_{12}=0$ , if $D(1;12)\neq\emptyset$ ,
if the otherwise
$H_{12}$ $=$
$2^{-2}3^{-1} \prod_{p|D(\mathrm{B})}2\mathrm{x}\prod_{p\in D(-1\cdot 12)},2\chi$ ($c$ ( $\frac{\pi}{6}$ , $\frac{5\pi}{6}$ ) $+c(- \frac{\pi}{6},$ $- \frac{5\pi}{6})$ ) $\mathrm{x}$ A
$+2^{-2}3^{-1} \prod_{p|D(\mathrm{B})}2\rangle\langle\prod_{p\in D(-1_{\}}12)}.2\mathrm{x}$ ($c$ ( $\frac{\pi}{6},$ $- \frac{5\pi}{6}$) $+c(- \frac{\pi}{6},$ $\frac{5\pi}{6})$ ) $\mathrm{x}B$ ,
where
(i) if $2\parallel D(\mathrm{B})$ , $3\parallel D(\mathrm{B})$ ,
$A$ (resp. $B$ ) $=\{$
1/2 if $D$ ( 1; 12)\neq \emptyset
0if $D$(-1; 12)=\emptyset , $\# D(5;12)$ is even (resp. odd)
1if $D(-1;12\}=\emptyset_{1}\mathrm{H},D(5;12)$ is odd (resp. even),
(ii) if 2 $\int D(\mathrm{B})$ , $3|D(\mathrm{B})$ ,
$A$ (resp. $B$ ) $=\{$
3/4 if $D$ (-1; 12)\neq \emptyset
1/2 if $D(-1;12)=\emptyset$ , $\# D(5\cdot 12)\}$ is even (resp. odd)
1if $D(-1;12\rangle=\emptyset, \beta D(5j12)$ is odd (resp. even),
(iii) if $2|D(\mathrm{B})$ , $3\parallel D(\mathrm{B})$ ,
$A$ (resp. $B\backslash ,$ $=\{$
3/4 if $\mathrm{D}(-1;12)\neq\emptyset$
1 if $D(-1;12)$ $=\emptyset$ , $\# D(5;12)$ is even (resp. odd)
1/2 if $D(-1;12)=\emptyset$ . $\beta D(5\cdot 12))$ is odd (resp. even),
(iv) if $6|D(\mathrm{B})$ ,
$A$ (resp. $B$ ) $=\{$
9/8 if $D(-1;12\rangle\neq\emptyset$
5/4 if $D(-1;12)=\emptyset\backslash \# D(5;12)$ is even (resp. odd)
1 if $D(-1;12)= \emptyset\backslash \oint D(5;12)$ is odd (resp. even).
$( \frac{-1}{p})=\{$ 1, $p\equiv 1(\mathrm{m}\mathrm{o}\mathrm{d} 4)$ ,
0, $p=2$ ,
$( \frac{-3}{p})=\{$
-1, $p\equiv 3$ (mod3),
0, $p=3$ ,
1, $p\equiv 1$ (mod 3,),
-1. $p\equiv 2$ (rnod 3).
Principal polynomials (see, [9]) :
$f_{1}(x)=(x-1)^{4}$ , $f_{1}(-x)$ , $f_{2}=(x-1)^{9}.(x+1)^{2}$ , $f_{3}(x)=(x -1)^{2}(x^{2}+1\}, f_{3}(-x)\backslash$
$f_{4}(x)=(x-1)^{2}(x^{2}+x +1)$ , $f_{4}(-x)$ , $f_{5}(x)=(x-1)^{2}(x^{2}-x+1)$ , $f_{5}(-x)$ , $f_{6}(x)$ $=(x^{\underline{?}}+1)^{2}$ ,
$f_{7}(x)=(x^{2}+x+1)^{2}$ , $f_{8}(x)=(x^{2}+1)(x^{2}+x+1)$ , $f_{\mathrm{S}}(-x)$ , $f_{9}(x)=(x^{2}+x+1)(x^{2}-x+1)$ ,
$f_{10}(x)$ $=(x^{4}+x^{3}+x^{2}+x+1)$ , $fi_{0}(-x)$ , $f_{11}(x)=(x^{4}+1)$ , $f_{12}(x)=(x^{4}-x^{2}+1)$ .
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Numerical examples of $\dim_{\mathrm{C}}S_{k,j}(\Gamma^{*}(1))$ .
(i) $D(\mathrm{B})=2\cross 3$ .
$j$ $k$ $4^{*}$ 5 6 7 $\mathrm{s}$ 9 10 11 12 13 14 15 16
020428515 10 25 15 34 26 53
2 2 2 5 7 15 17 33 34 53 58 91 96 138
4 4 6 14 19 35 42 67 77 114 126 179 200 264
6 9 17 30 40 65 82 118 145 195 224 299 341 432
8 19 27 49 67 106 131 188 223 298 346 448 514 642
(ii) $D(\mathrm{B})$ $=3\mathrm{x}5$ .
$j\backslash k$ $4^{*}$ 5 6 7 8 9 10 11 12 13 14 15 16
- $–\wedge$ $-\wedge\wedge$
slash h$. 4 $
0 9 8 34 29 86 85 183 $17\mathrm{S}$ 331 $31\mathrm{S}$ 536 531 828
2 30 52 117 170 311 405 640 775 1120 1324 1821 2100 2759
4 84 149 298 431 703 934 1357 1694 2316 2789 3644 4283 5387
6 174 323 574 834 1281 1702 2373 2985 3936 4757 6044 7136 S787
$\mathrm{s}$ 330 575 979 1416 2091 $275\mathrm{C}$ 3752 4681 6044 7305 9117 10746 13053
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