Sierpi nski graphs S(n; k) generalize the Tower of Hanoi graphs|the graph S(n; 3) is isomorphic to the graph H n of the Tower of Hanoi with n disks. A 1-perfect code (or an e cient dominating set) in a graph G is a vertex subset of G with the property that the closed neighborhoods of its elements form a partition of V (G). It is proved that the graphs S (n; k) possess unique 1-perfect codes, thus extending a previously known result for H n . An e cient decoding algorithm is also presented. The present approach, in particular the proposed (de)coding, is intrinsically di erent from the approach to H n .
Introduction
prove that any graph S(n; k) contains (essentially) unique 1-perfect code, thus extending the corresponding result for S(n; 3) from 5]. The proofs enable us to develop an e cient decoding algorithm that is presented in the last section.
Preliminaries
For a graph G = (V (G); E(G)), the Proposition 2.1. Let C be a 1-perfect code in a graph G. Then 
jCj = (G).
The above proposition implies that all 1-perfect codes in G have the same cardinality, a result that extends to all t-perfect codes, cf. 15, Corollary 4.6].
The graph S(n; k) (n; k 1) is de ned on the vertex set f0; 1; : : : ; k 1g n , two di erent vertices u = (i 1 ; i 2 ; : : : ; i n ) and v = (j 1 ; j 2 ; : : : ; j n ) being adjacent if and only if u v. The relation is de ned as follows: u v if there exists an h 2 f1; 2; : : : ; ng such that (i) 8t; t < h ) i t = j t , (ii) i h 6 = j h , (iii) 8t; t > h ) i t = j h & j t = i h .
In the rest of the paper we will shortly write i 1 i 2 : : : i n for (i 1 ; i 2 ; : : : ; i n ). The graph S(2; 4) is shown in Figure 1 , while the relation is schematically explained in Figure 2 .
Clearly, jS(n; k)j = k n . Let i 2 f0; 1; : : : k 1g, then the vertex ii : : : i of S(n; k)
is called an extreme vertex. Clearly, S(n; k) contains k extreme vertices, and they are of degree k 1, while all the other k(k n 1 1) vertices are of degree k.
Let r 2 f1; 2; : : : ; ng and let i 1 ; i 2 ; : : : ; i r 2 f0; 1; : : : k 1g. Then the subgraph of S(n; k), induced by the vertices whose rst r coordinates are i 1 i 2 : : : i r , will be denoted S(n; k; i 1 ; i 2 ; : : : ; i r ) : Note that S(n; k; i 1 ; i 2 ; : : : ; i r ) is isomorphic to S(n r; k). In particular, the subgraph S(n; k; i 1 ; i 2 ; : : : ; i n 1 ) is isomorphic to S(1; k) which is in turn isomorphic to the complete graph K k , and S(n; k; i 1 ; i 2 ; : : : ; i n ) is the one vertex graph. Observe also that the vertices of S(n; k) can be covered with the vertices of k r disjoint subgraphs S(n; k; i 1 ; i 2 ; : : : ; i r ), obtained via all possible selections of i 1 ; i 2 ; : : : ; i r . We shall use the natural convention that the generic symbol S(n; k; i 1 ; i 2 ; : : : ; i r ) for r = 0 means the graph S(n; k) itself. A subgraph S(n; k; i) contains one extreme vertex of S(n; k), namely ii : : : i, and k 1 vertices of the form ijj : : : j, j 6 = i, that are, respectively, adjacent to vertices jii : : : i of the subgraphs S(n; k; j). Hence, in S(n; k) there is exactly one edge between each pair of the k subgraphs S(n; k; i), i = 0; 1; : : : ; k 1. For any subgraph S(n; k; i 1 ; i 2 ; : : : ; i r ) of S(n; k), r = 1; : : : ; n 1, a vertex v of the form i 1 i 2 : : : i r jj : : : j, where j is taken n r times, will be called an extreme vertex of S(n; k; i 1 ; i 2 ; : : : ; i r ), as it is mapped to an extreme vertex of S(n r; k) by any isomorphism of S(n; k; i 1 ; i 2 ; : : : ; i r ) onto S(n r; k).
Let us introduce a useful shorthand notation that will simplify both formulation and visualization of the coming statements. The full meaning and importance of it will become clear in Theorem 3.3, where we shall prove that the four cases described here are in fact the only possibilities.
Let C be a given 1-perfect code in S(n; k) and (i 1 ; : : : ; i r ) 2 f0; : : : ; k 1g r . Then S(n; k; i 1 ; i 2 ; : : : ; i r ) means: \For 0 ` k 1 all extreme vertices i 1 i 2 : : : i r`: : :`of S(n; k; i 1 ; i 2 ; : : : ; i r ) belong to C". In Theorem 3.3 we shall prove that this is possible only for even m = n r. S(n; k; i 1 ; i 2 ; : : : ; i r ) j means: \i 1 i 2 : : : i r j : : : j is adjacent to a code vertex outside S(n; k; i 1 ; i 2 ; : : : ; i r ), and all other extreme vertices i 1 i 2 : : : i r`: : :`, 0 ` k 1,`6 = j, are adjacent to code vertices inside S(n; k; i 1 ; i 2 ; : : : ; i r )". In Theorem 3.3 we shall prove that this is also possible only for even m = n r. S(n; k; i 1 ; i 2 ; : : : ; i r ) means:
\For 0 ` k 1 all extreme vertices i 1 i 2 : : : i r`: : :`of S(n; k; i 1 ; i 2 ; : : : ; i r ) are adjacent to code vertices outside S(n; k; i 1 ; i 2 ; : : : ; i r )". In Theorem 3.3 we shall prove that this is possible only for odd m = n r. S(n; k; i 1 ; i 2 ; : : : ; i r ) j means: \i 1 i 2 : : : i r j : : : j belongs to C, and in S(n; k; i 1 ; i 2 ; : : : ; i r ) all other extreme vertices i 1 i 2 : : : i r`: : :`, 0 ` k 1,`6 = j, are adjacent to code vertices inside S(n; k; i 1 ; i 2 ; : : : ; i r )". In Theorem 3.3 we shall prove that this is also possible only for odd m = n r. In Figure 3 the above four cases are schematically presented, while in Figure 4 several examples are depicted.
The usage of subscripts and superscripts was selected in such a way that subscripts are used in cases when S(n; k; i 1 ; i 2 ; : : : ; i r ) is \self-su cient", that is, when any vertex of S(n; k; i 1 ; i 2 ; : : : ; i r ) is either an element of C, or is adjacent to an element of C inside S(n; k; i 1 ; i 2 ; : : : ; i r ). A superscript is used when this is not the case.
Main results
In this section we prove that for any n 1 and k 1 the graph S(n; k) contains a unique 1-perfect code. More precisely, every 1-perfect code C contains at least one extreme vertex and, assuming that the extreme vertex 00 : : : 0 belongs to C, we prove that C is unique. As S(n; 1) = K 1 for any n, there is nothing to be proved in this case. S(n; 2) is isomorphic to the path on 2 n vertices and a simple m = n r is odd S(n; k; i 1 ; i 2 ; : : : ; i r ) j S(n; k; i 1 ; i 2 ; : : : ; i r ) m = n r is even S(n; k; i 1 ; i 2 ; : : : ; i r ) S(n; k; i 1 ; i 2 ; : : : ; i r ) j Figure 3 : Possible relation of S(n; k; i 1 ; i 2 ; : : : ; i r ) to a given C argument gives the claim also in this case. As we already mentioned, the result for k = 3 was established in 5].
For a xed 1-perfect code C in S(n; k), k 2, and for any extreme vertex of S(n; k; i 1 ; i 2 ; : : : ; i r ), there are exactly three possibilities:
1. v is adjacent to a code vertex inside S(n; k; i 1 ; i 2 ; : : : ; i r ); 2. v is adjacent to a code vertex outside S(n; k; i 1 ; i 2 ; : : : ; i r ); 3. v is a code vertex. Denote the number of extreme vertices of S(n; k; i 1 ; i 2 ; : : : ; i r ) of type 1, 2, and 3 by a, b, and c, respectively. Note that a = k b c. In order to simplify the notation set m = n r; note that 1 m n. Recall that S(n; k; i 1 ; i 2 ; : : : ; i r ) for r = 0 means the graph S(n; k) itself.
Lemma 3.1 and Proposition 3.2 demonstrate how simple number-theoretic techniques can give us a lot of information about 1-perfect codes in S(n; k). In case` 1 we get a contradiction from the right hand side inequality: 2c + 1 k(1 `) `< 0. In case` 2, the left hand side inequality gives a contradiction: 2c + 1 (k + 1)` 2(2k + 1), hence c > k. Therefore For m = 1, since S(n; k; i 1 ; i 2 ; : : : ; i n 1 ) is isomorphic to the complete graph K k , there are only two possibilities: the subgraph S(n; k; i 1 ; i 2 ; : : : ; i n 1 ) contains no code vertex, or it contains exactly one code vertex. In the rst case all vertices are adjacent to code vertices outside the subgraph, hence S(n; k; i 1 ; i 2 ; : : : ; i n 1 ) .
In the second case let i 1 i 2 : : : i n 1 j 2 C. Since all other vertices of the subgraph are adjacent to i 1 i 2 : : : i n 1 j, the subgraph is of type S(n; k; i 1 ; i 2 ; : : : ; i n 1 ) j .
In the rest of the proof we will use the following abbreviations. Let H = S(n; k; i 1 ; i 2 ; : : : ; i r ) and H(`) = S(n; k; i 1 ; i 2 ; : : : ; i r ;`).
Let m be an even number, and suppose the claim holds for m 1. Consider the subgraph H with n r = m. For each of its subgraphs H(`), 0 ` k 1, either H(`) or H(`) j holds by the inductive assumption.
Suppose rst that for any`we have H(`) j (for each`for some j). Let now m > 1 be an odd number, and suppose the claim holds for m 1. Consider the subgraph H with n r = m. Each of its subgraphs H(`), 0 ` k 1, satis es by the inductive assumption either H(`) or H(`) j .
Assume rst that for any`we have H(`) j (for each`for some j). Then all k extreme vertices of H(`), 0 ` k 1, which are adjacent to code vertices outside H(`) (one for each`), must be in fact adjacent to code vertices outside H, since inside H they are adjacent only to other extreme vertices of subgraphs H(`), and none of them is a code vertex. Therefore, these k vertices must be extreme vertices of H, since only they may be adjacent to vertices outside H. That means that we have H . From the argument we also infer that H implies H(i) i , 0 i k 1. Suppose next that H(i) holds for at least one subgraph H(i) of H. Then such a subgraph is clearly unique, for otherwise C is not a 1-perfect code. Hence let H(i) satis es H(i) and let H(`), for 0 ` k 1,`6 = i, satisfy H(`) j (for each for some j). Then k 1 extreme vertices of H(i) must be adjacent precisely to those extreme vertices of subgraphs H(`), for 0 ` k 1,`6 = i, which are adjacent to code vertices outside H(`). Indeed, other extreme vertices of H(`), 0 ` k 1,`6 = i, are adjacent to code vertices inside corresponding H(`). That means that in this case we have H i . Since any extreme vertex i 1 i 2 : : : i r ij : : : j of H(i), j 6 = i, is adjacent to i 1 i 2 : : : i r ji : : : i, which is an extreme vertex of H(j), we have also proved that H i implies H(i) and H(j) i , j 6 = i. This completes the inductive proof. Note that the above proof demonstrates that, with respect to C, the structure of the subgraphs S(n; k; i 1 ; i 2 ; : : : ; i r ) is strictly determined by the structure of the subgraphs S(n; k; i 1 ; i 2 ; : : : ; i r ;`), 0 ` k 1. Figures 5 and 6 show schematically how the graphs S(n; k; i 1 ; i 2 ; : : : ; i r ) are built from the subgraphs S(n; k; i 1 ; i 2 ; : : : ; i r ;`), 0 ` k 1, in all possible cases.
In Figure 5 the bottom row shows the only two possibilities when m = n r is even. The left hand side of the gure shows that when S(n; k; i 1 ; i 2 ; : : : ; i r ) , then S(n; k; i 1 ; i 2 ; : : : ; i r ; i) i , 0 i k 1, and the right hand side shows that when S(n; k; i 1 ; i 2 ; : : : ; i r ) i , then S(n; k; i 1 ; : : : ; i r ; i) and S(n; k; i 1 ; : : : ; i r ; j) i , for all j 6 = i.
Figure 5: The structure of S(n; k; i 1 ; i 2 ; : : : ; i r ) when m = n r is even
In Figure 6 the bottom row shows the only two possibilities when m = n r is odd. The left hand side of the gure shows that if S(n; k; i 1 ; : : : ; i r ) i , then S(n; k; i 1 ; : : : ; i r ; i) and S(n; k; i 1 ; : : : ; i r ; j) i , for all j 6 = i, while the right hand side shows that S(n; k; i 1 ; : : : ; i r ) implies S(n; k; i 1 ; : : : ; i r ; i) i , 0 i k 1. Figure 6 : The structure of S(n; k; i 1 ; i 2 ; : : : ; i r ) when m = n r is odd
In the following theorem we include what we have just illustrated and proved while proving Theorem 3.3: Theorem 3.4. Let C be a xed 1-perfect code in S(n; k), k 2 and let r 2 f0; 1; : : : ; n 1g. Then:
Understanding the structure of the subgraphs S(n; k; i 1 ; : : : ; i r ) with respect to a given 1-perfect code will enable us to prove our main result on the existence and uniqueness of 1-perfect codes in graphs S(n; k), as well as to describe a decoding algorithm and prove its correctness. Before that, we state a simple consequence of Theorem 3.3.
Corollary 3.5. Let C be a xed 1-perfect code in S(n; k), k 2. If n is odd, C contains exactly one extreme vertex jj : : : j, and if n is even, C contains all extreme vertices of S(n; k). Proof. Clearly, for the whole graph S(n; k) we have b = 0. Hence Theorem 3.3 implies c = k if m is even, and c = 1 if m is odd. Theorem 3.6. For any n 1 and any k 1 the graph S(n; k) has a unique 1-perfect code, if n is even, and there are exactly k 1-perfect codes, if n is odd. More precisely, let n be odd and let jj : : : j be the extreme vertex of S(n; k) belonging to a 1-perfect code C. Then C is unique. Proof. We rst show the uniqueness claims by repeated applications of Theorem 3.4.
Let n be even and let C be a 1-perfect code in S(n; k). By Corollary 3.5 all extreme vertices of S(n; k) belong to C, therefore S(n; k) holds. Recall that S(n; k) is induced by the (disjoint) subgraphs S(n; k; i). Case 1 of Theorem 3.4 implies that S(n; k; i) i holds for all i. S(n; k) is also induced by the subgraphs S(n; k; i; j), so using Case 4 of the same theorem we get S(n; k; i; i) and S(n; k; i; j) i , for j 6 = i.
Moreover, for each of the subgraphs it is uniquely determined which property it satis es. Applying Cases 1 and 2 and considering S(n; k) as the graph induced by the subgraphs S(n; k; i; j;`), we nd that for each of them it is uniquely determined whether it satis es S(n; k; i; j;`) p or S(n; k; i; j;`) . Alternating applications of Cases 3 and 4, and Cases 1 and 2 and considering S(n; k) as the graph induced by the subgraphs S(n; k; i 1 : : : i n 1 ), we conclude that for each of them it is uniquely determined whether it satis es S(n; k; i 1 ; i 2 ; : : : ; i n 1 ) or S(n; k; i 1 ; i 2 ; : : : ; i n 1 ) q (for each choice of indices r 1 ; r 2 ; : : : ; r n 1 the property holding true is also uniquely determined, as well as the index q in the second case). If S(n; k; i 1 ; i 2 ; : : : ; i n 1 ) , then S(n; k; i 1 ; i 2 ; : : : ; i n 1 ) contains no code vertex, and i 1 i 2 : : : i n 1 q is the only code vertex of S(n; k; i 1 ; i 2 ; : : : ; i n 1 ) if S(n; k; r 1 ; r 2 ; : : : ; r n 1 ) q (recall that these graphs are isomorphic to the complete graphs). Hence, vertices belonging to C are uniquely determined.
Proof for the odd case is analogous, except that we start from S(n; k) j and apply Case 4 Theorem 3.4 in the rst step.
We next show that the only possible candidates for 1-perfect codes described above indeed exist. We proceed by induction on n. Simultaneously we prove by the same induction that for any even n, there is a subset D n V (S(n; k)), such that any vertex v 6 = 00 : : : 0 of S(n; k) either belongs to D n or is adjacent to exactly one vertex from D n , and that 00 : : : 0 is neither in D n nor adjacent to any vertex of D n . Also, by the same induction we prove that for any odd n, there is a subset D n V (S(n; k)), such that any vertex v 6 = ii : : : i, 0 i k 1, either belongs to D n or is adjacent to exactly one vertex from D n , and that any vertex ii : : : i, 0 i k 1, is neither in D n nor adjacent to any vertex of D n .
Obviously any one-element subset of V (S (1; k) ) is a 1-perfect code in S(1; k). It is also clear that the set of all extreme vertices in V (S(2; k)) is a 1-perfect code in S(2; k), cf. Let n > 2 be an even number. Then n 1 > 1 is an odd number, and by inductive assumption there is exactly one 1-perfect code C V (S(n 1; k)) containing 00 : : : 0. For each i, 0 i k 1, let f i : V (S(n 1; k)) ! V (S(n; k)) be an isomorphism from S(n 1; k) onto the subgraph S(n; k; i) of S(n; k) such that f i (00 : : : 0) = ii : : : i. Then f 0 (C) f k 1 (C) is a 1-perfect code in S(n; k). Namely, any vertex from S(n; k; i) either belongs to f i (C), or is adjacent to exactly one vertex from f i (C), and is not adjacent to any of the vertices from f j (C) for j 6 = i. This follows from the observation that the only edge connecting the subgraph f i (C) with the subgraph f j (C) is the edge between ijj : : : j and jii : : : i, and that an extreme vertex of S(n 1; k), di erent from 00 : : : 0, is mapped by f j to jii : : : i, and it does not belong to C.
Let D n 1 V (S(n 1; k)) be a set such that any vertex of S(n 1; k) but ii : : : i, 0 i k 1, either belongs to D n 1 , or is adjacent to exactly one vertex from D n 1 . For i = 0; : : : ; k 1 let g i : V (S(n 1; k)) ! V (S(n; k)) be an isomorphism from S(n 1; k) onto the subgraph S(n; k; i) of S(n; k) such that g i (00 : : : 0) = i0 : : : 0. Then any vertex of S(n; k) but 00 : : : 0 either belongs to g 0 (D n 1 ) g 1 (C) g k 1 (C), or is adjacent to exactly one of its vertices. This follows by isomorphism properties for all but extreme vertices of S(n; k; 0). The claim for any vertex of the form 0i : : : i, 1 i k 1 follows from the fact that 0i : : : i is adjacent to i0 : : : 0, and i0 : : : 0 2 g i (C). Since 00 : : : 0 is not adjacent to any vertex not in g 0 (D n 1 ), it also satis es the required properties.
Let n > 2 be an odd number. Then n 1 > 1 is an even number, and by inductive assumption there is exactly one 1-perfect code C V (S(n 1; k)). Also, there is a subset D n 1 V (S(n 1; k)), such that any vertex of S(n 1; k) but 00 : : : 0 either belongs to D n 1 , or is adjacent to exactly one vertex from D n 1 .
For i = 0; : : : ; k 1 let g i : V (S(n 1; k)) ! V (S(n; k)) be de ned as above.
Then any vertex of S(n; k) either belongs to g 0 (C) g 1 (D n 1 ) g k 1 (D n 1 ), or is adjacent to exactly one of its vertices. This again follows from the fact that 0i : : : i is adjacent to i0 : : : 0.
Finally, for i = 1; : : : ; k 1 let f i : V (S(n 1; k)) ! V (S(n; k)) be de ned as above. Then f 0 (D n 1 ) f k 1 (D n 1 ) satis es the requirement, that each vertex of S(n; k), except the extreme vertices, either belongs to this set, or is adjacent to exactly one vertex from it. This follows from the isomorphism embedding properties, and from the observation that no extreme vertex belongs to D n 1 , which is easily proved by the same induction, if this claim is added to the list of claims proved by the induction.
The obtained results allow us to calculate (S(n; k)) as follows. Let r = 0; 1; : : : ; n 1, m = n r. If m is odd, let c(m) = jC \ V (S(n; k; i 1 ; i 2 ; : : : ; i r ))j , if S(n; k; i 1 ; i 2 ; : : : ; i r ) j , and b(m) = jC \ V (S(n; k; i 1 ; i 2 ; : : : ; i r ))j , if S(n; k; i 1 ; i 2 ; : : : ; i r ) :
If m is even, let c(m) = jC \ V (S(n; k; i 1 ; i 2 ; : : : ; i r ))j , if S(n; k; i 1 ; i 2 ; : : : ; i r ) , and b(m) = jC \ V (S(n; k; i 1 ; i 2 ; : : : ; i r ))j , if S(n; k; i 1 ; i 2 ; : : : ; i r ) j .
Introduction of this notation simpli es the formulation of the following corollary, and is in the same time justi ed by it, since the inductive proof of the corollary shows that the cardinalities of the above intersections do not depend on the choice of i 1 ; i 2 ; : : : ; i r , and j. The algorithm rst decides whether n is odd or even. In the rst case we must know which extreme vertex jj : : : j belongs to C and at line 25 the algorithm calls the subroutine S(n; k; v 1 ; v 2 ; : : : ; v r ) j with r = 0. If n is even, the algorithm calls the subroutine S(n; k; v 1 ; v 2 ; : : : ; v r ) with r = 0 at line 26. The ow of the algorithm is graphically presented in Figure 7 . The algorithm ends when r = n 1. This happens either in the subroutine S(n; k; v 1 ; v 2 ; : : : ; v r ) j or in S(n; k; v 1 ; v 2 ; : : : ; v r ) . In the rst case, if v n = j, vertex v is determined to be a code vertex (at line 4), else its neighbor v 1 v 2 : : : v n 1 j is a code vertex (at line 5). In the second case v is not a code vertex, neither is a code vertex any of its neighbors in the complete graph S(n; k; v 1 ; v 2 ; : : : ; v n 1 ). Since we ended in the subroutine S(n; k; v 1 ; v 2 ; : : : ; v n 1 ) , vertex v is adjacent to a unique code vertex v 0 outside of the complete graph (at line 12). The vertex v 0 is determined in the following way. If v = v 1 : : : v s ij : : : j, j 6 = i, then v 0 = v 1 : : : v s ji : : : i. To compute the value of s, we have two possibilities. Either we keep track of the last index r for which two consecutive components v r 1 and v r di ered during the ow of the algorithm, or we separately compute such value at the very end of the algorithm, namely at line 12. This completes our description of the algorithm. The fact that it works as claimed follows immediately from (the proofs of) Theorems 3.6 and 3.4.
We conclude the paper by noting that the decoding algorithm is optimal, that is, it is linear in the length n of an input word.
