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Properties of engineering materials are generally influenced by defects such as 
point defects (vacancies, interstitials, substitutional defects), line defects (dislocations), 
planar defects (grain boundaries, free surfaces/nanostructures, interfaces, stacking 
faults) and volume defects (voids). Classical physics based molecular dynamics and 
quantum physics based density functional theory can be useful in designing materials 
with controlled defect properties. In this thesis, empirical potential based molecular 
dynamics was used to study the surface modification of polymers due to energetic 
polyatomic ion, thermodynamics and mechanics of metal-ceramic interfaces and 
nanostructures, while density functional theory was used to screen substituents in 
optoelectronic materials.  
Firstly, polyatomic ion-beams were deposited on polymer surfaces and the 
resulting chemical modifications of the surface were examined. In particular, S, SC and 
SH were deposited on amorphous polystyrene (PS), and C2H, CH3, and C3H5 were 
deposited on amorphous poly (methyl methacrylate) (PMMA) using molecular dynamics 
simulations with classical reactive empirical many-body (REBO) potentials. The 
objective of this work was to elucidate the mechanisms by which the polymer surface 
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modification took place. The results of the work could be used in tailoring the incident 
energy and/or constituents of ion beam for obtaining a particular chemistry inside the 
polymer surface.  
Secondly, a new Al-O-N empirical potential was developed within the charge 
optimized many body (COMB) formalism. This potential was then used to examine the 
thermodynamic stability of interfaces and mechanical properties of nanostructures 
composed of aluminum, its oxide and its nitride. The potentials were tested for these 
materials based on surface energies, defect energies, bulk phase stability, the 
mechanical properties of the most stable bulk phase, its phonon properties as well as 
with a genetic algorithm based evolution theory of the materials to ensure that no 
spurious phases had a lower cohesive energy.   
Thirdly, lanthanide doped and co-doped Y3Al5O12 were examined using density 
functional theory (DFT) with semi-local and local functional. Theoretical results were 
compared and validated with experimental data and new co-doped materials with high 
efficiency were predicted. Finally, Transition element doped CH3NH3PbI3 were studied  
with DFT for validation of the model with experimental data and replacement materials 
for toxic Pb were predicted. 
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CHAPTER 1 
INTRODUCTION 
1.1 General Introduction  
The history of human evolution is generally classified based on advancements in 
material science, as in the Stone Age, Bronze Age, and Iron Age. One of the main 
challenges in advanced material design is that materials behave differently at 
microscopic length scales compared to macroscopic scale preventing a generalized and 
unified understanding of materials. While much information has been obtained 
regarding the macroscopic behavior of materials [1], information on the atomistic 
behavior of different materials is yet to be as well understood. Nonetheless, at present, 
new materials are being fabricated with atomic level engineering. Engineering materials 
generally contain imperfections that may occur unintentionally during processing or 
intentionally to make them more suitable for particular applications. This is because 
material imperfections or defects may have drastic effect on the mechanical, 
optoelectronic, thermal and magnetic properties of materials. A fundamental 
understanding of these imperfections can play vital role in optimizing the performance of 
the materials. These imperfections can be classified as: 
 Point defects. are created when an atom is missing or irregularly placed in the 
lattice structure. Point defects include lattice vacancies, self-interstitial atoms, 
doping/substitution impurity atoms, and interstitial impurity atoms.  
Linear defects. are created when groups of atoms lie in irregular lattice positions 
and are commonly called dislocations.  
Planar defects. are created when plane of atoms have interruption in their 
stacking sequence. Planar defects include grain boundaries, stacking faults and 
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external surfaces. Nanostructured materials exploit the advantage of surface/volume 
ratio of planar materials. 
Volume defects. are created due to non-periodicity of three dimensional portion 
in materials for instance-precipitates, dispersants, inclusions and voids. Volume defects 
can play important role in mechanical and chemical activity of materials. 
Atomic scale modeling can provide key insights into processes related to the 
fabrication of thin films [2], electronic devices [3,4] and nanostructured materials  [5,6]. 
Fortunately, with the help of classical and quantum mechanical methods such as 
empirical potential based molecular dynamics simulations and density functional theory 
calculations, respectively [7], it is now becoming possible to obtain a thorough 
understanding of the way in which defects, dopants, and microstructure on the atomic 
scale influence the properties and behavior of materials. 
Thin film materials [2] are generally fabricated by depositing material-layers 
ranging from nanometers to micrometers in thickness. They are used as thermal, 
optical, or chemical coatings as well for making integrated electronic devices. Thin film 
applications such as ‘touchscreen’ electronic devices have benefitted from interfacial 
design that has optimized their mechanical, thermodynamic and opto-electronic 
properties. This design has included input from atomic-scale material modeling. 
The concept of nanotechnology [5,6] was seeded by renowned physicists-
Richard Feynman in his talk “There's Plenty of Room at the Bottom” [8] in which he 
described material design by manipulation of individual atoms. Some of the common 
forms of nanostructured materials include nanoparticles, nanowires and nanotubes and 
all are characterized by their unique surface to volume ratios.  
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Optoelectronic materials [9,10] are generally used to source, detect and control 
light. For designing new optoelectronic material elementary particle information (such as 
electrons, neutrons) coupled with atomic information can be great importance. Lasers, 
LEDs, and solar cells are some of the practical optoelectronic materials that are of great 
commercial importance. Subsitutional defects in optoelectronic materials and 
semiconductors play viral role in their performance. 
1.2 Objectives and Directions  
Atomistic calculations and simulations [7,11,12] are useful tools for material 
design as well as to explain fundamental physical phenomena, especially when 
combined with experimental measurements [13]. The primary focus of this dissertation 
is to elucidate the applicability of atomistic calculations and simulations, including 
density functional theory and classical molecular dynamics, to surfaces, interfaces, 
nanostructures, and optoelectronic materials. Computational predictions are validated 
where this is possible. 
The remainder of thesis is organized as follows: a brief overview of the 
methodology and technical details are given in Chapter 2. Surface modification of 
amorphous polymers polystyrene (PS) and poly-methylmethacrylate (PMMA) are given 
in Chapter 3. Development of Al, Al2O3, AlN classical empirical potential under charge 
optimized many body potential and its application to metal ceramic interfaces are given 
in Chapter 4. The same potential is used to elucidate mechanical behavior of 
Al/Al2O3/AlN nanostructures in Chapter 5. Density functional theory based selection of 
dopants in Y3Al5O12 and CH3NH3PbI3 for optoelectronic applications are given in 
Chapter 6. Conclusions are given in Chapter 7.  
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CHAPTER 2 
METHODOLOGY AND TECHNICAL DETAILS 
2.1 General Introduction  
Broadly, computational physics/material science [7] can be viewed as solving 
ordinary and/or partial differential equations governing the physics of a particular 
material phenomenon. Once the governing equations are established, various theories 
could be applied to the structure and imposed condition on the material based on 
classical physics, electrodynamics, fluid mechanics, quantum mechanics, quantum field 
theory and statistical physics. As the analytical solutions for complex differential 
equations may not be available, numerical methods are generally employed to solve the 
system of equations. In this section, a basic overview of the tools and methodologies 
used in the thesis are given, the details of which may be found from the references.  
The governing equation of a material science problem can be formulated by 
defining the Hamiltonian of the system: 
V
m
p
H 
2
2
                                                                                                                 (2-1) 
which relates the contributions from the kinetic energy, defined in terms of momentum p 
and mass m, and potential energy term (V). A significant challenge in material science 
is determining the exact form for the potential energy term, whose exact form is 
unknown/ intractable for complex materials. For real materials, the V term can be 
theoretically determined based on the consideration that materials are composed of 
atoms that interact with one another via sub-atomic particles, the electrons. The 
atomistic description is generally determined with classical physics, and the electronic 
description with quantum physics.  
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In classical physics, system behavior is described by position  r , velocity  r   and 
acceleration  r  using Newton’s equation of motion: 
 
2
2
dt
rd
mam
r
V
rF i
i
i 




                                                                                           (2-2) 
where, F is force, V is the potential energy, m is mass, a is acceleration , ri is 
Cartesian/fractional coordinates array and t is time. In quantum mechanics, position, 
velocity and acceleration cannot be determined with certainty (Heisenberg’s uncertainty 
principle). Rather the system behavior is described with wavefunction and energies 
(energy levels) associated with it. The main governing equation for quantum mechanics 
is Schrodinger equation (time-independent): 
   rErH                                                                                                              (2-3) 
where,  rV
m
H  2
2
2
 , H is the Hamiltonian,  r  is the wavefunction which 
depends on the coordinates r, E is the energy associated with the wavefunction. The 
probability of finding a particle at position r is given by   2r . As mentioned above, 
these methodologies lead to partial differential materials which can be solved 
analytically (for very simple systems) and numerically (using high-performance 
computing facilities) for complex materials. In this thesis, numerical method based 
computational solutions with highly optimized software was used. 
The atomistic modeling procedure can be summarized as: 1) build structure to 
mimic real experiments; 2) calculate energies and forces (classical physics) or 
wavefunction and energy levels (quantum mechanics) for a static/dynamic system of 
materials and 3) analyze the results to predict materials behavior. 
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2.2 Building Structures of Materials  
Computationally materials’ structure information is generally built with the help of 
the atomic coordinates and system size. Few common techniques that are relevant to 
this theses for building materials are discussed below: 
2.2.1 Crystalline Materials.  
An ideal crystal structure (for metals, ceramics, polymers or their combination) is 
defined as the repetition of identical structural unit in 3-dimenstional (D) space. The 
periodicity is defined as the lattice vectors and the identical structural units are termed 
basis sets. Crystal structures can be classified from their symmetry, named as space 
groups. For instance, is a face-centered cubic  mFm3  aluminum  metal structure can 
be defined with its lattice vectors of 4.05 Å in 3 dimensions and basis vectors as 
R(x,y,z)=[[Al,0.0,0.0,0.0],[Al,0,0.5,0.5],[Al,0.5,0.0,0.5],[Al,0.5,0.5,0.0]]. A wide list of 
crystalline materials database can be found in Inorganic Crystal Structure Database 
(ICSD) [14], American Mineralogist Crystal Structure Database [15], Materials project 
[16], Crystallography Open Database [17] and Inorganic Material Database (AtomWork) 
[18]. These databases are created generally based on experimental x-ray diffraction 
data. All the materials used here except in Chapters 3 and 5 are perfectly crystalline 
materials.  
2.2.2 Random Structure Materials 
 Random structure materials can be generated in various ways such as a) 
increasing temperature of the material computationally and then quenching temperature 
(discussed later), b) using coarse grain models such as finite-extensible non-linear 
elastic (FENE) model especially for amorphous polymers, c) using quasi random 
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structures and/or genetic algorithm for predicting materials. The bead-spring model and 
genetic algorithm are discussed below: 
Bead spring model. It is generally used for investigating atomistic phenomenon 
of macromolecules/polymer chains. First, random beads inside a specific box size are 
created with the constraint that they should not overlap. Then, the amorphous structure 
can  be relaxed using the bead-spring model (such as  the finite-extensible non-linear 
elastic (FENE) model ) [19]. After relaxation, the monomers are placed between the 
beads to obtain the amorphous polymeric structure and are further relaxed using the 
empirical potentials. This model is used in Chapter 3. 
Genetic algorithm. Genetic algorithm is used to predict global minimum energy 
structures. Other similar algorithms are simulated annealing, minima hopping, and 
Monte-Carlo methods. The evolutionary approach to structure prediction is modeled 
after the natural process. Each crystal structure is considered as an organism. In 
nature, the fitness of an organism is based on how well its phenotype is suited to its 
environment and, in particular, how successful it is in reproducing. We assign fitness 
value to the organisms based on their energy values and allow them to reproduce 
probabilistically based on those fitness. Fitness is defined as: 
worstValuebestValue
worstValuevalue
f


                                                                                           (2-4) 
The organisms are organized into generations. The algorithm proceeds by 
creating successive generations. The methods by which an offspring generation is 
made from parents are called variation operations or variations. They include operations 
which are analogous to genetic mutation and crossover. Each time the algorithm 
attempts to create a new organism using a variation, it must select parents (structures) 
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using a selection method. We also try to improve on the biological analogy when 
possible. In particular, we would rather not let the most optimal solution worsen from 
one algorithmic iteration to the next. Therefore, a promotion operation is employed  
which promotes some number of the best organisms from one generation directly to the 
next. Also, mutations in nature are usually detrimental, hence information for mutating 
structures are also passed on during the progress of algorithm. This algorithm has been 
used in Chapter 4. 
2.3 Energy Calculation Methods 
The energy calculation methods used in thesis are: quantum mechanics based 
density functional theory method and classical mechanics based empirical potential 
method.  
 2.3.1 Density Functional Theory 
 Density functional theory (DFT) is a quantum mechanical modeling method used 
to investigate the electronic structure (principally the lowest energy state) of many-body 
systems, such as molecules and condensed phases. Density functional theory uses 
density (scalar) with 3 variables as compared to wavefunction (vector) for energy 
calculation leading to great computational efficiency.  The governing equation for DFT is 
Kohn-Sham equation which can be derived from the many-body Schrodinger equation. 
It can be written as follows: 
      iiiiieff rrrnV
m

 





 2
2
2
                                                                           (2-5) 
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where            rnVrnVrnVrnV xceeexteff

  ,  
  rnV ee

  is the Hartree potential given 
by
     rd
rr
rn
ernV ee 

 




 and 
  
  
  rn
rnE
rnV xcxc 





 
It is to be noted that the i

 and i

 are then the solution of Kohn-Sham orbitals 
rather than actual electronic wavefunction and energy. The interaction of each electron 
is described in the net field of all electrons, which is known as the mean-field 
approximation. The physical significance of exchange term is related to the same-spin 
electrons (Pauli’s exclusion principle) and the correlation term is related to the fact that 
the interactions between electrons are interdependent/correlated in the mean-field 
approximation. 
The Kohn-Sham equations are solved iteratively starting from an initial guess for 
charge density   rn

, calculate 
  rnVxc

and then solve Kohn-Sham equation for i

. 
Here, exchange is related to Pauli’s exclusion principle. From this, the Kohn-Sham 
wavefunction charge density is calculated using  
   
2

occ
i
i rrn


 and then fed back to the KS equation to solve the equation iteratively  
until desired convergence criteria is reached. This process is called a self-consistent 
loop. 
Ionic and electronic minimization. Ionic and electronic self-consistent loops 
are carried out during a typical DFT calculation for finding the minimum energy of a bulk 
structure. Forces acting on atoms are calculated using the Hellmann-Feynman method 
and the positions of the atoms are moved to minimize the forces on them until a 
particular force convergence criteria is reached.  For each ionic minimization step, a 
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number of electronic minimization is carried out using charge density   rn

  until a 
defined energy convergence criteria is reached. After the bulk structure has been 
minimized using the above procedure, defective and surface structures, which are 
discussed below, can be created and electronic minimization is carried out to calculate 
relevant properties of materials.  
Exchange correlation functional. As the exact form of exchange-correlation 
functional is not known, approximations are made using already established theory. A 
simple approximation to Exc is the local density approximation (LDA) proposed by Kohn 
and Sham [4]. In LDA, exchange correlation energy per electron is approximated to the 
exchange correlation energy per electron of a homogeneous electron gas with the same 
density. Thus, LDA can work well for a system with a slowly varying electron density. 
The next approximation is generalized gradient approximation GGA is taken in which 
gradient of density is also taken into account for slowly varying density. Some of the 
common GGA functionals are Perdew –Wang (PW91), Perdew-Burke-Ernzerhof (PBE) 
[20]. 
One of the popular functionals are hybrid functionals, which are used to 
incorporate exact exchange term by combining Hartree-Fock and the density functional 
treatments of exchange. Correlation effects are still treated only within the density-
functional scheme. Hybrid functionals have historically provided some of the most 
accurate energies and structures relative to LDA and GGA. Common hybrid functionals 
are Becke, Lee,Yang and Par ( B3LYP), PBE0, Hyde, Scuseria and Ernzerhof (HSE) 
[38, 39, 40, 41]. The inclusion of 25% of exact exchange for short distances in the 
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HSE06 functional improves the band gap by recovering the derivative discontinuity of 
the Kohn-Sham potential for integer electron numbers. 
Basis set. As mentioned above quantum mechanics is based on uncertainty and 
the associated probability theory, which requires a sample space consisting of all 
possible collection of events. The total sample space can be approximated by taking 
linear combinations of either analytical known solutions (such as for the hydrogen atom) 
or taking a series expansion and truncating it after a certain defined criteria. Basis sets 
can also be considered as a collection of vectors, which spans (defines) a space in 
which a problem is solved. Basis sets are crucial in determining the computational 
performance of materials. Two most common basis sets used are: delocalized (plane 
wave) basis and localized (Gaussian type) basis. Plane wave basis sets are generally 
employed for extended solids while for molecules Gaussian type orbitals give a better 
description of the system. The Gaussian basis sets are characterized by the number of 
Gaussian type orbitals taken into account to represent them and the plane waves are 
characterized by an energy cut-off. In this thesis only plane wave basis is used 
 Pseudopotentials. The pseudopotential is an effective potential constructed to 
replace the atomic all-electron potential (full-potential) such that core states (with very 
high binding energies) are eliminated and the valence electrons are described by 
pseudo-wavefunctions with significantly fewer nodes. This allows the pseudo-
wavefunctions to be described with far more tractable, thus making plane-wave basis 
sets practical to use. Some of the common pseudopotentials are norm-conserving, 
ultrasoft, linearized augmented plane wave (LAPW) and projected augmented wave 
(PAW) pseudopotentials. In this thesis only PAW is used. A detailed description for DFT 
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can be found in Ref. [7]. Some of the common softwares for DFT are: VASP, Quantum 
Espresso, Abinit and WIEN2k. DFT has been used for materials in Chapters 4 and 6. 
2.3.2 Classical Empirical Potentials 
While clearly successful at providing insights into the properties of materials, DFT 
calculations are typically limited to small system sizes (<1000 atoms) [21] and hence 
their ability to investigate some properties, such as energetics of interfaces due to lattice 
mismatch or mechanics of nanostructures. Classical empirical potentials/force-fields 
have been proven to describe materials properties at reasonable computational cost.  In 
this method, mathematical models in terms of empirical potentials are developed to 
calculate energy as function of charges, interatomic distances, charge densities, bond 
angles, types of neighbor, and/or other cases. After formulating the empirical potential, 
either static minimization of structure or Newton’s equations based dynamic simulation 
can be carried out. A detailed description of the molecular dynamics (MD) simulation 
procedure can be found in Ref. [11]. 
Static energy minimization. Energy minimization of the system with empirical 
potentials can be carried out by iteratively adjusting atom coordinates. Numerical 
Iterations are terminated when the stopping criteria for minimization (generally energy 
difference) is satisfied. At that point the configuration is supposed to reach to a local 
potential energy minimum. Some of the protocols for static minimization are steepest 
descent, Hessian-free truncated Newton algorithm and conjugate gradient methods. 
Interface structures in Chapter 4 were minimized with conjugate gradient algorithm. 
 Dynamic simulations and time integration. Time integration is needed to 
numerically evolve the system under the constraints of empirical potential. The most 
computationally expensive part of classical empirical potential based MD is evaluation 
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of forces. Any method that requires more than one force evaluation per time step of 
integration (multistep) is considered inefficient. Some of the lower order methods [11] 
with easy implementation and stability are: leapfrog, Verlet, velocity Verlet method while 
predictor-corrector (multistep ) method is a much more  accurate for large time steps but 
computationally much expensive. The velocity-Verlet algorithm can be given as: 
        2tttatvttv                                                                                    (2-6) 
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In this dissertation, mainly the velocity-Verlet algorithm is used. Here, the time step for 
integration t  is of crucial importance to capture atomistic phenomenon such as lattice 
vibrations and typically used in the range of femtoseconds. Generally a typical MD 
simulations is characterized with the number of total time steps it was carried out. 
Statistical ensemble. As mentioned above, MD simulations generate 
information at the microscopic level, including atomic positions and velocities. Hence, 
the conversion of this microscopic information to macroscopic observables such as 
pressure, energy, heat capacities, requires implementation of statistical methods. In 
order to connect the macroscopic system to the microscopic system, statistical 
averages are often introduced. A single point in phase space, denoted by G, describes 
the state of the system. An ensemble is a collection of points in phase space satisfying 
the conditions of a particular thermodynamic state. Three common ensembles are:  
(1) Microcanonical Ensemble (NVE): used for an isolated system with N atoms, which 
keeps a constant volume (V) and a conserved total energy (E). 
 (2) Canonical Ensemble (NVT): used for a system with N atoms in a temperature bath. 
The volume (V) and the temperature (T) of the system are kept constant. In NVT, the 
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energy of endothermic and exothermic processes is exchanged with a thermostat. 
Popular techniques to control temperature include velocity rescaling, the Nosé-Hoover 
thermostat, Nosé-Hoover chains, the Berendsen thermostat, the Andersen thermostat 
and Langevin thermostat.  
(3) Isobaric Isothermal Ensemble (NPT): used for an isolated system with N atoms in a 
temperature and pressure bath. The pressure (P) and the temperature (T) of the system 
are kept constant.  
Periodic boundary condition. Periodic boundary conditions (PBC) are 
necessary to relate the simulation to actual experiments.  Bulk materials are simulated 
as being periodic in all the directions, while surfaces are modelled by breaking the PBC 
in a particular direction for a particular orientation of plane. Using PBC when a particle 
enters or leaves the simulation region, an image particle leaves or enters this region, 
such that the number of particles from the simulation region is always conserved. 
Molecules are represented having no periodicity any of the spatial (x,y,z) dimension. 
Some of the common software for empirical potential based MD simulations are 
LAMMPS and GULP. A brief description of the empirical potentials used in this thesis is 
given below:  
Lennard-Jones potential. The LJ potential is particularly suitable for studying 
inert gases. The LJ potential can be written as: 
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where, α and ϵ are parameters that are tuned/fitted for a particular material. Some other 
flavors of classical empirical potentials are: embedded atom potential (used mainly for 
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metals), Buckingham potential (used mainly for covalent bonded materials), Tersoff 
potential (mainly used for covalent bonded materials), reactive empirical bond-order 
potential (REBO) (for covalently bonded materials especially hydrocarbons enabling 
bond-formation/breakage), charge-optimized reactive potentials such as ReaxFF, 
COMB (for heterogeneous bonding environments) and so on. In this thesis REBO and 
COMB potentials are mainly used.    
Embedded atom method (EAM).  The EAM method accounts for the behavior 
of an atom placed in a particular defined electron density. The method is proven to work 
well for describing systems consisting of metallic bonding. In EAM method, the potential 
energy of an atom i is given by: 
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where ijr  is the distance between atoms i and j,   is a pair-wise potential 
function,   is the contribution to the electron charge density from atom j of type   at 
the location of atom i, and F is an embedding function that represents the energy 
required to place atom i of type    into the electron cloud. 
A cutoff radius is generally needed in the EAM method as the electron cloud 
density is a summation over many atoms. For a single element system (A) of atoms, 
three scalar functions must be specified: the embedding function, a pair-wise 
interaction, and an electron cloud contribution function. For binary systems (AB), the 
EAM method requires seven functions: three pair-wise interactions (A-A, A-B, B-B), two 
embedding functions, and two electron cloud contribution functions. This method has 
been used in Chapter 4. 
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Reactive empirical bond-order potential (REBO). REBO is a non-charge 
based reactive (enabling bond-formation/breakage) empirical potential. For the 
simulations described in detail in Chapters 3 and 4, the short-range interactions were 
modeled using the second-generation reactive empirical bond order (REBO) potential 
for hydrocarbon systems developed by Brenner et al. [22]. REBO potential was further 
improved to accurately predict bond energies, bond lengths, and force constants. REBO 
potential was developed by Kemper et al. for C-H-S [23]  system and has been used in 
this work.  
The chemical binding energy Eb for short-range interactions is determined as 
follows using the second generation reactive empirical bond-order (REBO) formalism: 
    
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The functions 
 rV R
 and 
 rV A
are pair-additive repulsive and attractive terms that 
represents all interatomic repulsions (such as core-core) and attraction from valence 
electrons, respectively. The quantity ij
r
is the distance between pairs of nearest-
neighbor atoms i  and j , and bij  is a bond-order between atoms i  and j that is derivable 
from Huckel or similar level electronic theory [23].  
Charge-optimized many body potential (COMB). COMB is a dynamic charge, 
reactive empirical potential. In this section the formalism of COMB potential is 
described. Under the third-generation COMB potential formalism, the total energy 
   ),( rqU tot  of the system consists of electrostatic energy     rqU es , , short-range 
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interaction energy     rqU short , , van der Waals interaction energy     rqU vdW ,  and 
correction term     rqU corrt , . Here,    rq , are the charge and atomic coordinate arrays. 
                        rqUrqUrqUrqUrqU corrtvdWshortestot ,,,,,                             (2-10) 
The electrostatic part takes into account the charged nature of the atoms in the system.  
The self-energy     rqU self ,  can be interpreted as the energy required to form a 
charge on an atom representing the ionization or affinity energy, and a correction 
function, termed as field effect representing change of electronegativity and atomic 
hardness of the atom within its environment. Short range energy is calculated with the 
bond energy comprising of pairwise attractive ),,( jiij
A qqrV
ij
, an pairwise repulsive 
),,( jiij
R qqrV
ij
 terms based on Yasukawa and Tersoff potentials similar to the REBO 
potential.  The long-range van der Waals (vdW) interactions,   rU vdW  are denoted by 
the classical Lennard-Jones.The correction terms,     rqU corrt ,  are generally used to 
modify the energy contribution from specific bond angles. 
Dynamic charge equilibration. One of the advantages of COMB potential is 
that it can describe systems with different bonding environments 
(metallic/ionic/covalent) due to its charge equilibration methodology. In COMB, the 
charge on atoms are treated as a dynamical variable which can equilibrated/minimized 
based on electronegativity-equilibration (EE) principle. This principle was proposed by 
Sanderson [24] which states that “in a closed system of interacting ions at chemical 
equilibrium, the electron density is distributed so that electrochemical potential is equal 
at all atomic sites”. COMB has been used in Chapters 4 and 5. 
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2.4 Properties of Materials  
2.4.1 Bulk Properties 
 Bulk properties of materials can be described with properties such as lattice 
constants, radial distribution function for atoms, heat of formation and elastic constants 
[11]. DFT calculates lattice constant within ~ 2.5 % error and cohesive energy around 
~20 % of experimental value, while classical empirical potentials are generally fit to 
these data. Heat of formation is defined as the energy required making formula unit of 
material from its constituents.  
yx BAByxA 
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, 
  BAatomf yxEyxH                                                        (2-11) 
where, x and y are stoichiometric coefficients, Eatom is energy per atom of a system. 
After equilibrium lattice constants are obtained, perturbation/stress-strain approach 
gives the elastic constants and modulus of a material. All of these quantities are directly 
comparable to experiments and act as tools for verifying an atomistic method. For 
empirical potentials, these values are generally fit, so they reproduces the experimental 
data as well. These properties are calculated for Al-O-N system in Chapter 4.                                           
2.4.2 Defect Properties 
 Defects are very commonly encountered during material fabrication. These can 
be: 1) point defects (vacancies, interstitials) 2) line defects (dislocations), planar 
dislocations (grain boundaries, stacking faults).  
Point defect energies are calculated as : 
        
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where 
 qf XE  is the total energy derived from a supercell calculation with one impurity 
or defect X in the cell, 
 PerfectEtot  is the total energy for the equivalent supercell 
containing only bulk perfect crystal. ni indicates the number of atoms of type i (host 
atoms or impurity atoms) that have been added to (ni>0) or removed from (ni<0) the 
supercell when the defect or impurity is created, and the i

s are the corresponding 
chemical potentials of these species. EF is the Fermi level, referenced to the valence-
band maximum (Ev) in the bulk. Generally for empirical potential methods charged 
defect energetics are crucial to match with DFT data, hence for MD null-charge (i.e. q = 
0) defects are calculated, while for DFT methods charged defects can also be 
calculated.  Line and planar defect energetics is also calculated in similar formalism. 
This property has been calculated in Chapter 4. 
2.4.3 Phonon Properties 
 Phonons are important to describe dynamical properties such as infrared, 
Raman, and neutron scattering spectra; specific heat, thermal expansion, and heat 
conduction; electron-phonon interactions, resistivity and so on. The properties of 
phonons are described under a harmonic approximation based on a Taylor expansion 
of total energy about structural equilibrium co-ordinates 
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Here,  denotes a unit cell with N atoms,  ,R is the Cartesian coordinates for crystal in 
mechanical equilibrium, 3,2,1 for x, y, z,  ,,, Rxu  denotes the displacement of 
an atom from its equilibrium position and 




,
,  is the matrix of force constants. The 
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force constants can be calculated from the both the empirical potential and DFT 
methods. From force constants data phonon density of states and dispersion relations 
for phonons can be calculated. This property has been evaluated in Chapter 4 for Al-O-
N system. 
2.4.4 Density of States (DOS) and Band-structure (BS) 
The density DOS and BS are direct consequence of quantized propertied of 
quantum particles such as electrons, phonons. As these particles can occupy only 
certain allowed quantum-states, DOS represents the number of states per interval of 
energy at each energy level that are available to be occupied.  DOS as a function of 
Energy, E can be calculated by doing a sum of all bands over all energies of k-vectors 
in Brillouin zone , using the following equation 
    
k
k
k
EE
N
EDOS 
1
                                                                                         (2-14) 
where Nk is the total number of k-vectors covering the first Brillouin zone and  is the 
delta-function . Here, it is important to note that simply using the delta function gives a 
histogram-like count for the DOS, instead of yielding a function of E. Since all 
electrical/thermal properties of solids depend on DOS as a function of E, a simple 
histogram is not as useful. Rather, the delta function is replaced with a Gaussian 
distribution. To reduce calculation time, and due to the fact that data points in the tail of 
the Gaussian distribution is much less important than the ones in the middle, any point 
that falls outside of 6  (can be defined to any value as desired by user) of the 
Gaussian function are neglected from the calculation. BS are generally used to 
represent availability of energy states at particular high-symmetry k-points (chosen for 
BS plot) in Brillouin zone. A high DOS at a specific energy level means that there are 
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many states available for occupation. A DOS of zero means that no states can be 
occupied at that energy level. Band-gap value and nature of bands (steep/shallow) can 
be obtained from these plots. This property has been calculated for Y3Al5O12 and 
CH3NH3PbI3 in Chapter 6. 
2.4.5 Surface/Interface Properties 
To simulate the surfaces vacuum of few nm is added to the bulk structure  in the 
direction normal to the surface. These surface planes are characterized based on the 
Miller indices for the plane. A generalized method for making surface structures exist in 
atomic simulation environment (ASE) and pymatgen tool [16].The surface energies are 
calculated as: 
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where Eslab is the total energy of the slab, Ebulk is the energy of the bulk structure, and A 
is the surface area.  
Interface properties are measured in terms of the energy required to put them 
together, known as work of adhesion given by: 
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where, 
AEEEW Totslab
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slab
Tot
Intfadh ,,,, 21   are the work of adhesion for the interface, total energy 
of the interface, total energy of  first surface structure, total energy second  surface 
structure, and surface area of the interface, respectively. Often straining of lattice is 
carried out to match the interface. A generalized algorithm to make interface with 
minimal mismatch was given by Zur et al. [25] . This property has been calculated in 
Chapter 4. 
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After the surfaces are made, they can wrapped in the direction perpendicular to 
the non-periodic direction of surface to make nanotubes. Nanostructured materials are 
discussed in Chapter 5. 
2.4.6 Optical Properties 
 Optical properties of materials [26] can be obtained from energy level and 
wavefunction information obtained from DFT calculation. Probability of electron 
transition from the occupied energy level to the unoccupied energy level can be used to 
calculate the dielectric function of the materials. From the dielectric function reflectance, 
absorbance, transmittance, refractive index properties can be calculated. This property 
has been calculated in Chapter 6. 
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CHAPTER 3 
ION-SPUTTERING INDUCED POLYMER SURFACE MODIFICATION 
3.1 S, SH and SC Deposition on Polystyrene (PS) 
3.1.1 General Introduction 
 Plasma induced chemical surface modification with ions, electrons, neutrals, 
photons and ions is used to deposit coatings, induce interfacial adhesion, introduce 
chemical functionalization, sterilize surfaces, ensure biocompatibility and in various 
other applications [27]. The interactions of sulfurous compounds with polymers include 
the vulcanization of rubber [28,29] and its reclamation, oil processing, [30] gas sensors 
[31,32], batteries [33,34], printing applications [35], organic electronics,[36,37] high 
strength materials,[38-41] and the etching of surfaces.[42] Recent advances in 
investigating polymer surface modification by ion beam deposition have revealed 
various mechanisms by which the surface chemistry and its properties are modified. 
This approach has been shown to be a good approach to experimentally isolate the role 
of mass-selected polyatomic ions on surface modification. These same ions are likely to 
be present in low-energy plasmas, but the complex environment of the plasma makes 
identifying their role difficult.  
The motivation of the current work is to investigate the fundamental processes 
that occur during atomic and polyatomic particle-surface interactions, such as those that 
are likely to occur in low-energy plasmas and mass-selected ion-beam deposition. 
These processes include new product formation, quantifying the extent of particle 
penetration into, and chemical modification of, the surface, and determining and 
characterizing the molecules, radicals, and fragments that are sputtered from the 
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surface. In particular, we consider incident S, SH, and SC onto a polymer surface of 
amorphous polystyrene (PS).  
This work builds on previous computational and experimental work. For example, 
the deposition of polyatomic fluorocarbons and hydrocarbons on polymer surfaces was 
examined in classical molecular dynamics (MD) simulations by Hsu et al.[43-45] and 
Jang et al.[46]  These prior studies noted that incident atoms tend to attach to PS 
chains through the replacement of native H or by capping the ends of broken chains. 
Complementary experimental work by Ada et al.[47] used mass-selected ion-beam 
deposition to examine the deposition of SF5
+, C3F5
+, and SO3
+ on PS. The results 
indicated the mechanism of fluorination of PS through spectroscopic analysis, and sulfur 
was detected on the surface for deposition at energies above 50 eV. In addition, at 
higher kinetic energies higher projectile dissociation and increased depth penetration of 
the incident ions was found to occur. The energy threshold for grafting sulfur onto the 
PS surface and dissociation of deposited ions was identified to be 3.38 eV.  
In related work, Hanley et al.[48] examined surface morphology modification due 
to fluorocarbon and thiophene deposition at energies of 5-200 eV on silicon and PS 
surfaces with X-ray photoelectron spectroscopy (XPS) and atomic force microscopy 
(AFM). The root-mean square roughness of the PS was found to increase as the ion-
beam energy increased. In particular, surface roughness varied from ~0.1 nm for the 
unmodified surface to ~0.2 nm after deposition of C3F5
+ with 25 eV energy and ~2 nm 
following C3F5
+ deposition with 100 eV of energy. This study also found that higher 
beam energies lead to greater penetration of the incident molecules and fragmentation 
of the ion beams. In related work, Karade et al.[49] used stopping range of ions in 
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matter (SRIM) simulations to investigate how ion beams with energies of several keV 
can be used to tailor the mechanical properties of PS. 
Here, classical MD simulations are carried out to examine the deposition of S, 
SH and SC beams on amorphous PS with external kinetic energies of 25, 50 and 100 
eV. The forces on the atoms in the simulations are determined using the second-
generation reactive empirical bond-order (REBO) potential for hydrocarbons[50] that 
has recently been extended to include sulfur[51] for the short-ranged interactions, and a 
Lennard-Jones (LJ) potential[52] for long-ranged interactions. This potential predicts the 
breaking and formation of chemical bonds through analysis of the instantaneous local 
environment of the atoms within the system. However, electronic charge is neglected, 
so the incident atomic and polyatomic particles are treated as reactive neutrals. 
Therefore, the simulations implicitly assume both that the ions are neutralized upon 
impacting the surface and that the cumulative effect of deposition has a negligible effect 
on charge accumulation on the PS. Additionally, electronic stopping[53] is not included 
in the simulations, which is known to be less important at low kinetic energies, such as 
are considered here. 
The MD simulations are performed by integrating Newton’s equation of motion 
with a third-order Nordsieck predictor-corrector algorithm[45]. It first calculates the 
forces acting on each atom, and then, subsequently, the position, velocity, acceleration 
and acceleration derivative of the atoms at future times. The chemical binding energy Eb 
for short-range interactions is determined as follows using the second generation REBO 
formalism: 
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where the repulsive pair term 
 
ij
R rV
 is representative of the Pauli repulsion between 
electron clouds, and the attraction term 
 
ij
A rV
captures the atomic attraction due to 
valence electrons forming covalent bonds. The term rij is the distance between atoms i 
and j, and bij is the many-body, bond-order term. The long-range interaction is given by 
a standard LJ potential formalism: 
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where ε is the depth of the potential well, σ is the finite distance at which the inter-
particle potential is zero, and r is the interatomic distance.  
The initial structure of the amorphous, syndiotactic PS surface slab considered is 
illustrated in Figure 3-1 A. First random beads inside a specific box size are created with 
the constraint that they should not overlap. Then, the amorphous structure is relaxed 
using the bead-spring model based on the finite-extensible non-linear elastic (FENE) 
model in the LAMMPS software package[19]. After relaxation, the monomers are placed 
between the beads to obtain the amorphous polymeric structure and are further relaxed 
using the REBO and LJ potentials. In the final step of placing the monomers between 
the beads, periodic boundary conditions are implemented in the direction of the chains. 
The FENE model was developed to study polymer melts, and it has been shown to 
compare well to experimental neutron spin-echo data[54]. It has the following energy 
function: 
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where the parameters have the following values: 𝐾 = 30.0, 𝑅𝑜 = 1.5, ε = 1.0 and σ =
1.0, in LJ units, are used, with 𝜀 = 21/6𝜎. An inter-chain LJ potential is also used, with a 
cutoff of1.12, and parameters 𝜀 = 1.0, and 𝜎 = 0.9. The following bond angle cosine 
potential was also used, 
  cos1 KE
,                                                                                                         (3-4) 
with 𝐾 = 10.0, to avoid small bond angles, which are found to be problematic during 
atomic monomer addition.  
The PS substrate has dimensions of 7.5 nm x 7.5 nm x 6.5 nm with 27250 
atoms. Periodic boundary conditions[45] are applied within the plane of the surface, 
while there is only free vacuum normal to the surface slab. Each polymer chain 
terminates at the pre-determined boundary and then effectively wraps upon itself such 
that there is no surface slab edge effect. A Langevin thermostat[55,56] is applied to 
10% of the atoms in the outer portions of the surface substrate edges within the plane of 
the surface, and to 15% of the atoms in the bottommost portion of the substrate to 
effectively dissipate the excess heat that is generated during deposition and to maintain 
the temperature of the system at 300K, as shown in Figs. 3-1B and 3-1C. All other 
atoms are active, i.e., they evolve in time without any additional constraints.  
 Surface atoms were determined based on the highest coordinate values of the 
atomic centers in the direction normal to the surface after specifying a suitable grid 
throughout the surface slab. Surface roughness analysis was done in a manner that is 
similar to that carried out in Ref. [57]. In particular, the root-mean-square (RMS) 
roughness was calculated using the surface atoms’ coordinates in the direction normal 
to the substrate surface (Zi-for the i
th atom) as follows: 
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The RMS value of the pristine surface was found to be 0.48 nm, which is close to 
the experimentally measured value of 0.4 nm using AFM by Meyers et al.[58] A contour 
plot of the unmodified surface profile prior to deposition is provided in Fig. 3-1D. 
In each deposition case, 100 atoms or dimers are deposited onto spatially 
randomized locations on the active portion of the PS substrate surface with normal 
incidence and kinetic energies of 25, 50, and 100 eV. The temperature of the substrate 
is monitored and sufficient time for dissipation of excess energy in the substrate is 
provided between deposition events. For S, SC, SH depositions at 25 eV and 50 eV of 
energy, the substrate is allowed to relax for 400 fs and 600 fs, respectively. For 
deposition at 100 eV the relaxation time is 1200 fs, 1000 fs and 500 fs respectively, for 
S, SC, SH. The fluence is 17 x 1014 ions/cm2, which is comparable to experimental 
values.[47] The flux is in the range of 0.4 x 1024 ions/cm2s. 
3.1.2 S Deposition Results  
The depth profiles for 25, 50 and 100 eV atomic sulfur beams are provided in 
Figure 3-2. The maximum depth attained for all cases is about 5 nm (i.e., around 77 % 
of the depth of the surface slab), resulting from only a few, random particles being able 
to penetrate deeply through the amorphous polymer. The incident atoms penetrate to 
an average depth of 2.0, 3.3, and 3.8 nm when their external kinetic energies are equal 
to 25, 50 and 100 eV, respectively. The maximum density of 3.32x 1018/cm3 of 
deposited atoms is attained for incident energies of 50 eV. Not surprisingly, the incident 
atoms with 100 eV of energy penetrate to an overall larger extent than do those with 50 
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eV of energy, which, in turn, penetrate to a greater extent than at 25 eV. However, in 
the case of 50 eV a significant number of deposited atoms accumulate at a specific 
depth at about 1.9 nm, giving rise to a higher density of new products for this case. 
Interestingly, the depth profile is skewed for the 25 eV deposition case while it is 
almost perfectly bell-shaped for the other deposition energies. This is because at 25 eV 
the deposited atoms mainly remain much nearer the surface than in the case of the 
higher beam-energies. The slight negative depth (on the order of a few angstroms) 
value reported in Figure 3-2 is due to the swelling of the PS surface as a result of the 
deposition process. 
As expected, as the beam energy increases, the penetration depth increases, as 
illustrated in Figure 3-2. Not surprisingly, the amount of surface sputtering also 
increases as the kinetic energy of the beam goes up. The most common sputtered 
products were C2H, C2HS and C3H2S as shown in Figure 3-3. The most plentiful 
products formed during S-deposition regardless of incident energy are CH2, C2H, 
C4H4S, C6H4S, and the highest molecular weight product formed, C41H36S2, occurs 
during the 50 eV deposition process. In general, the newly formed products as a 
function of beam energy can be summarized as CxHySz,:  for 25 eV , x < 48, y < 44, z < 
4; for 50 eV x < 47, y  < 44, z < 3; for 100 eV , x < 41, y < 34 , z < 3. 
 
In general, as the beam energy increases, the incident atoms tend to bond to a 
larger variety of sites on the polymer chains compared to the case of low beam energy, 
where the incident atoms bond to only a few specific sites on the polymer chains, as 
illustrated in Figure 3-4A. In particular, at low energies the incident S atoms tend to 
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attach to the least crowded atom on the styrene phenyl group (C3 ,C7 in Figure 3-4B). 
The phenyl groups make up a greater fraction of the surface area of the PS substrate, 
which is what makes them a good target for attack despite their lower overall reactivity. 
An example of sulfur attaching to a PS chain is illustrated in Figure 3-4E. Therefore, at 
low beam energies, one can more readily predict the final location of the deposited 
atoms and the chemical modification of the substrate is more controlled. This variation 
in beam-attachment sites is due to the fact that the higher energies allow the reactants 
to more easily overcome reaction barriers leading to a larger variety of chemical 
products. 
3.1.3 SH-Deposition Results 
The depth profiles for SH-depositions are provided in Figure 3-5. As was the 
case for deposited S atoms, most of the deposited dimers remain near the surface 
during low-energy deposition and penetrate more deeply during high-energy deposition. 
In particular, the incident atoms generally remain within about 3 nm of the surface 
except in a few instances, as was also predicted in the case of atomic sulfur deposition. 
As the beam energy increases, the dimers tend to dissociate and the sulfur atoms 
penetrate more deeply into the substrate than do the hydrogen atoms, because the 
greater momenta of the heavier sulfur atoms. The maximum density of total deposited 
atoms (both S and H) is 1.65x 1018 /cm3 and is achieved for 50 eV, which is comparable 
to the case for S-deposition. The depth profile of 50 eV is mostly bell-shaped implying a 
homogenized distribution of deposited atoms throughout the surface slab.  
The molecular weights of the chemical products produced as a result of these 
reactions are shown in Figure 3-6A. The products formed are generally of the form 
CxHySz, where the values of x, y, and z depend on the incident energy as follows: x < 
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48,  y < 48 , z <  2 for 25 eV; x < 21, y < 40, z  < 3 for 50 eV; and x < 41, y < 40, z < 3 
for 100 eV. Representative example products formed include C2H2, C5H4S2, CH2S, as 
indicated in Figure 3-6. Common sputtered products are C2H2, C8H8 and C5H4S2, CH2S, 
C5H5S, C6H6S as shown in Figure 3-6B. 
Similar to the atomic sulfur case, the incident atoms bond to a larger variety of 
atom sites on the PS chains as the beam energy increases (see Figure 3-4C). 
Specifically, at low incident energies the deposited atoms tend to attach to the least 
crowded atom on the styrene phenyl group (C1, C6, C7 in Figure 3-4C). Hence, the 
deposited atoms not only attach to the phenyl groups, but also to the backbone carbons 
atoms. As the beam energy changes, the atoms are predicted to attach to a greater 
variety of sites, especially C2 and C8 in Figure 3-4C.  
3.1.4 SC-Deposition Results 
There are some distinct similarities between the results of the deposition of the 
SC and SH dimers. In particular, as the beam energy increases the dimers are more 
likely to dissociate and the sulfur atoms penetrate more deeply into the substrate than 
do the incident carbon atoms, as indicated in Figure 3-7. The maximum total atomic 
density of the incident beams (considering both S and C atoms) throughout the 
substrate obtained is 3.08x 1018 /cm3 for 50 eV at about 1.85 nm, which is the highest of 
all the deposition densities predicted in this study. The density obtained here for 50 eV 
is highest amongst all depositions for reasons that are analogous to those given in the 
case of SH deposition. The dissociation of SC-dimers occurs less frequently than the 
SH-dimers, because of the nature of the chemical bond strength in these two incident 
molecules. Specifically, the bond strength of SC is 3.38 eV, while the bond strength of 
SH is 1.9 eV as predicted by REBO. 
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Few products are formed following deposition at 25 eV and the number of 
products and their molecular weights increase as the energy of the incident dimers 
increases. Once again, the products have the form of CxHySz, where x < 42, y < 50, z < 
4 for 25 eV; x  <44, y < 45, z < 4 for 50 eV,; and x < 51, y < 45, z < 3 for 100 eV with 
representative example products of CH2S and C3H2S,C6H4S, as illustrated in Figure 
3.8A. Here, the molecular weights of the chemical products are smallest compared to 
the other beam types because the SC dimer is the most saturated and hence least 
reactive incident particle considered. The most common sputtered products are C2H, 
C2H2, C7H5S, and C4H4S as shown in Figure 3-8B. 
In the case of SC-depositions at 25 eV, the deposited atoms are predicted to 
preferentially bond to the carbon atoms within the phenyl group (i.e. C4-C7 in Figure 3-
4A), with the majority bonding to the C6 site, as illustrated in Figure 3-4D. The SC-
dimers also bond to the C2 site, which means they can separate the phenyl group from 
the polymer chain because the C2 carbon atoms are already properly coordinated. 
Again, as the beam energy increases, the beam atoms attach to a greater variety of 
sites on the PS chain monomers, with the C5 site the overall most preferred site for 
chemical reactions.  
3.1.5 Discussions 
 The deposition cases considered in these simulations produce several 
interesting trends. With increasing ion-beam energies, the incident beam atoms or 
dimers chemically modify the PS surface in ways that strongly depend on the bond-
saturation of the incident beams. However, based on depth profile and product yield 
analyses, 50 eV deposition with beams of atomic S (Figure 3-2B) is predicted to be the 
most efficient at producing PS surfaces with high total atomic densities. The greatest 
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number of new products inside the substrate was formed for S deposition with 100 eV, 
while the smallest number was formed for SC with 25 eV of energy. On the other hand, 
the greatest amount of sputtering occurred for SC with 100 eV of energy, and the 
smallest amount occurred for S with 25 eV of energy. It should be noted that not all of 
the deposited beam atoms or molecules reacted with the surface. The probability of 
deposition for S was 95%, 95%, 100% for 25, 50 and 100 eV, respectively; 48%, 66%, 
92% for SH for 25, 50 and 100 eV, respectively; and 57%, 82%, 95% for SC deposition 
for 25, 50 and 100 eV respectively.  The corresponding sputter yields[59] were 0.96, 
1.11, 1.19 for S-deposition; 0.81, 0.94, 1.23 for SH-deposition; and 0.82, 1.09, 1.32 for 
SC-deposition for 25, 50 and 100 eV, respectively. 
Various product formation analyses inside the substrate (in the form of CxHySz) 
and the sputtered products after deposition describe the change in the chemistry of the 
surface. The most prevalent products formed on and within the surface slab are CHS, 
CH2S, and C2HS2 for all the depositions considered. The highest molecular weight 
chemical product formed is C41H36S2, which is formed for S deposition with 50 eV 
(Figure 3-3A) and its formation is as a result of the highly unsaturated form of the 
incident S atoms.  
The selectivity of the chemical reactions in which the deposited atoms or dimers 
participate are predicted to depend strongly on the incident beam energies. However, 
the phenyl group carbons are targeted most often because of their higher surface area 
despite their lower reactivity. The attachment of the incident beam atoms with the allylic 
bonds of the PS is in fair agreement with the predictions of the classical MD simulations 
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of Hsu et al.[43] and Jang et al.[39] This is unsurprising, given that the second-
generation REBO plus LJ potentials were used in these studies as well. 
The maximum density of deposited atoms throughout the substrate, which is 
obtained for S deposition with 50 eV of incident kinetic energy, is 3.32x 1018 /cm3. For 
comparison, the maximum S-densities obtained at 50 eV for S, SH and SC depositions 
are 3.32x 1018/cm3, 1.65x 1018 /cm3, 3.08x 1018 /cm3, respectively. Interestingly in all the 
cases considered the change in RMS roughness following deposition is negligible. In 
particular, the roughness is predicted to change from a minimum of 0.465 nm for SH 
deposited with100 eV to a maximum of 0.481 nm for SC deposited with 25 eV. 
In this work we investigated the chemical modification of amorphous polystyrene 
through the deposition of 100 S atoms, SC dimers, or SH dimers with 25, 50 and 100 
eV each of incident kinetic energy using classical molecular dynamics simulations with 
the second-generation REBO potential for short-range interactions and a standard 
Lennard-Jones potential for long-range interactions. The results allow for the 
determination of the ways in which these processes chemically modify the surface and 
produce new chemical products. Although limited to only three incident particles, this 
work has implications for the deposition of other sulfur-containing species, such as 
thiophene[60], which may fragment into these types of components during deposition. 
Taken as a whole, the results illustrate the richness of chemical activity that occurs 
during the chemical modification of polymer surfaces by hyperthermal reactive atoms 
and molecules.   
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3.2 C2H, CH3 and C3H5 Deposition on Polymethyl Methacrylate (PMMA) 
3.2.1 Introduction 
Polymethyl-methacrylate (PMMA) is a widely used industrial material for 
manufacturing implants and can be used as a lightweight, shatter-resistant alternative to 
glass[61]. Plasma processing is an important industrial approach for the chemical 
functionalization of polymer surfaces[62] that can make them wear-resistant[63] or can 
be used to deposit thin films[64-67], ensure biological compatibility[63], or optimize the 
hardness of the substrate material[28,31,32,42,68,69]. More generally, plasmas are 
used to modify polymer surfaces by adding a desired functionality. This, in turn, allows 
for control of surface reactions and the tailoring of surface properties for a particular 
environment[70]. In addition, adhesion to the modified surface can be aided by 
providing a means to form new bonds[71].  
It is well established that low-energy or ‘cold’ plasmas[72] are typically dominated 
by polyatomic ions and neutral species[73]. Mass-selected polyatomic-ion beam 
deposition[69] is a related approach that can readily isolate the influence of specific 
polyatomics on surface modification and thin-film growth. There are four possible 
outcomes[74,75] to the deposition process, which can occur simultaneously to various 
extents: the polyatomic beams can be implanted beneath the surface, they can form 
new chemical bonds at the surface, they can bounce off the surface without ever 
forming a chemical bond, or they can sputter[76-79] the surface.  
Li et al.[80] found that as a result of deposition of diamond-like carbon prepared 
using a multi-functional ion beam assisted deposition system, consisting of mainly three 
broad-beam Kaufman ion sources with 200 to1000 eV onto a PMMA substrate, the 
polymer’s hardness and wear resistance significantly improved. Wijesundara et al.[81] 
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showed with X-ray photoelectron spectroscopy (XPS) that a chemical gradient on 
PMMA surfaces can be produced using C3F5
+ deposited at hyperthermal incident 
energies with varying fluences. Using XPS, Fuoco et al.[82] demonstrated that the 
nature of the incident species, Ar+ versus SF5
+, can have a significant influence on the 
sputtering of PMMA over a range of hyperthermal incident energies. 
Insights into the atomic-scale mechanisms by which polyatomic particles modify 
polymer surfaces have been obtained from simulations.[76-79] For example, using 
molecular dynamics (MD) simulations Su et al.[83] predicted that varying the 
temperature of the PMMA substrate to its glass-transition temperature can lead to 
higher fragmentation during Ar+ deposition at 1 keV. Thermal and hyper-thermal surface 
modification of PMMA was also previously examined computationally[84-86] and 
experimentally[87,88] to investigate ablation and scission of PMMA during ion and 
photon deposition induced surface modification. The laser-ablation behavior of PMMA 
was further investigated by Confronti et al.[89] using a hybrid of MD and Monte Carlo 
simulations to separate the thermal and chemical pathways of decomposition. Among a 
wide range of  plasmas, acetylene[90] is an attractive choice because of its highly 
reactive carbon-carbon triple bonds[91]. In addition, the effects of radiation on 
polyethylene and cellulose was examined using MD simulations by Polvi et al.[92], while 
Bringa et al.[93] investigated thermal spikes and sputter yields in Lennard-Jones solids. 
MD simulations were further used by Reinhold et al.[78] to investigate hydrogen 
reflection at amorphous carbon surfaces following low-energy deposition (0.1-50 eV); 
the reflection coefficient was predicted to be larger at  lower energies.  
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Previous MD simulations of hydrocarbon (HC), such as C3H5 and CH3, and 
fluorocarbon (FC), such as C3F5 and CF3,
 polyatomic deposition on polystyrene (PS) at 
50 eV incident energy[43] predicted that backbone chains are modified significantly 
more than the phenyl groups. These simulations further predicted that smaller HC 
polyatomics chemically modify the PS to a greater extent than larger HC or FC 
polyatomics. Additional simulations[94] examined surface modification and etching by 
Ar, and predicted that small changes in the structure of the substrate surface, namely 
amorphous PS, poly (α-methylstyrene) PαMS, or poly(4-methylstyrene) (P4MS), can 
drastically change the sputtering outcomes of deposition.  
In the present work the chemical modification of PMMA with beams of CH3, C2H, 
C3H5 or hydrogen deposited with 4, 10, 25 and 50 eV of kinetic energy is investigated 
with classical MD simulations and a many-body, reactive potential. The objective is to 
quantify the associated chemical modification of the surface as a function of the 
chemical structure, size, and molecular complexity of the incident polyatomics in 
addition to their kinetic energies.  
The MD simulations are carried out by integrating Newton’s equation of motion 
with a third-order Nordsieck predictor-corrector algorithm[95]. It first calculates the 
forces acting on each atom, and then, subsequently, the position, velocity, acceleration 
and acceleration derivative of the atoms at future times. The chemical binding energy Eb 
for short-range interactions is determined as follows using the second generation 
reactive empirical bond-order (REBO) formalism. 
The initial structure of the amorphous, syndiotactic PMMA surface slab 
considered is illustrated in Figure 3-9. It is constructed using the following procedure. 
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First random beads inside a specific box size are created with the constraint that they 
should not overlap. Next, the amorphous structure is relaxed using the bead-spring 
model based on the finite-extensible non-linear elastic (FENE) model that is present in 
the LAMMPS software package[19]. Following relaxation, the monomers are placed 
between the beads to obtain the amorphous polymeric structure and are further relaxed 
using the REBO and LJ potentials. Lastly, periodic boundary conditions are 
implemented in the direction of the chains. The bond length and bond angle after bead-
spring FENE relaxation are taken into account. Thereafter, there is a slight change in 
terms of chain orientation after the all-atom relaxation. 
The PMMA substrate has dimensions of 7.5 nm x 7.5 nm x 7.5 nm with 28803 
atoms. Periodic boundary conditions[95] are applied within the plane of the surface, 
while there is only free vacuum normal to the surface slab. Each polymer chain 
terminates at the pre-determined boundary and then effectively wraps upon itself such 
that there is no surface slab edge effect. A Langevin thermostat[55,56] is applied to 
10% (i.e. 0.75 nm) of the atoms in the outer portions of the surface substrate edges 
within the plane of the surface, and to 15% (i.e. 1.125 nm)of the atoms in the 
bottommost portion of the substrate to effectively dissipate the excess heat that is 
generated during deposition and to maintain the temperature of the system at 300K, as 
shown in Figure 3-9. All other atoms are active, i.e., they evolve in time without any 
additional constraints.  
Neither the REBO nor the LJ potentials used here include explicit charge. 
Therefore, rather than deposit actual ions the simulations consider the deposition of 
radicals. For each H or polyatomic considered, a beam of uniform composition and 
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incident energy is deposited normal to the polymer surface slab. The rotational 
orientations of the beams are randomized. The beams are deposited only in the active 
region and are randomly oriented spatially within this region. The fluence for each beam 
is 17 x 1014 ions/cm2, which is comparable to experimental values.[47] The flux is in the 
range of 0.4 x 1024 ions/cm2s. 
3.2.2 50eV Deposition 
The first set of simulations considered the deposition of H, CH3, C2H, or C3H5 on 
PMMA with 50 eV of incident energy. The depth profile is determined once the entire 
series of impacts is complete. The depth profiles for each beam are given in Figure 3-
10. Due to the number of atoms present in each beam, the maximum density of 
deposited atoms on the surface slab is 2.184x1019/cm3 for C3H5 at a depth of about 1 
nm. Interestingly, the majority of the atoms in the polyatomic hydrocarbon beams 
remain within 1.5 nm of the surface after deposition regardless of the structural details 
of the polyatomic. However, only the depth penetration curve for C3H5 is relatively 
symmetric and bell shaped. This implies that C3H5 can lead to a homogenized 
distribution of polyatomic species within the polymer, while the other polyatomics lead to 
a gradually decreasing concentration profile with increasing depth. Unsurprisingly, the 
smaller H penetrates more deeply to an average depth of 4 nm. 
A significant amount of sputtered material and new chemical products in and 
within the PMMA surface slab is produced for each beam, as illustrated in Figure 3-11. 
The products, given in the form CxHyOz, can be generalized as follows: for H: x < 12, y < 
19, z < 5; for CH3: x<30, y<43, z<13; for C2H: x < 19, y < 23, z < 7 and for C3H5: x<6, 
y<9, z<3. Very few products are produced as a result of H deposition. Products formed 
from deposited H are CH2, CH3, CH4, and C11H18O4; the corresponding products from 
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deposited CH3 are C5H8O3 and C17H27O6; the products from deposited C2H are C6H9O2 
and C17H26O6, and the products from C3H5 are C5H8 and C2H3. Analysis of the surface 
after deposition and equilibration indicates that C2H forms the largest number of 
products inside the surface slab, followed by CH3 and then C3H5. Very few new 
products are formed following H-deposition. This behavior can be explained based on 
the number of unsaturated bonds present and the bulkiness of the deposited atoms or 
polyatomics in the beam. In general, the greater the number of unsaturated bonds and 
less bulky the deposited particle is, the more reactive it is predicted to be.  
The deposition process also leads to surface sputtering, and some of the species 
sputtered include C5H8O2 and C7H9O2 for deposited C2H; C15H25O6, C29H42O12 and C4H8 
for deposited CH3; and C2H3O2 for deposited C3H5. This trend can be explained by 
noting that the more reactive C2H forms a greater variety of products that are sputtered 
by subsequent deposition, while the less reactive polyatomics form a narrower number 
of products that can be sputtered.  
Surprisingly, at 50 eV, the incident atoms or polyatomics are predicted to attach 
to several different sites on the PMMA monomer, as illustrated in Figure 3-12A, along 
the lengths of the polymer chains on the amorphous surface, as shown in Figure 3-12B. 
For example, while C3H5 is predicted to attach mostly to the carbonyl carbon and 
oxygen, all other incident beam polyatomics and atoms are predicted to attach to almost 
all other sites. Nonetheless, the carbonyl atoms are the preferred chemisorption site for 
the deposited atoms and polyatomics. The attachment of incident atoms to different 
sites along the chains gives rise to various new products, as is also evident from the 
product formation analysis.  
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3.2.3 25eV Deposition 
The depth profiles for the 25 eV depositions are given in Figure 3-13. The atomic 
and polyatomic beams penetrate to a shallower depth compared to the 50 eV 
depositions. Here, the maximum atomic density is achieved for C2H at 8.8 x10
18 /cm3 at 
a depth of about 1 nm. Similar to the 50 eV case, the maximum depth of penetration of 
the polyatomics is limited by their bulky nature to within 3 nm of the polymer surface, 
while the H penetrates up to 4 nm.  
The molecular weights of the chemical products formed as a result of deposition 
can be denoted in the form of CxHyOz, and can be summarized as follows: for H: x < 3, y 
< 5, z <3; for CH3: x<4, y<6; for C2H: x<3, y<6, or, in other words, no new compound 
with oxygen is predicted to form under the conditions of the simulations; for C3H5: x<8, 
y<11, z<3. Additionally, very little sputtering is predicted to occur. Similar to the 50 eV 
deposition case, the atoms from the beams are dispersed in their attachment to the 
PMMA monomers, but comparatively less so, as indicated in Figure 3-14A. Still 
carbonyl atoms namely C3 and O1, are the most preferred attachment sites for the 
incident atoms and polyatomics. A snapshot of the attachment of C2H is given in Figure 
3-14B as a representative illustration of the attachment behavior predicted at these 
kinetic energies; the red circle in the figure emphasizes the above mentioned point. 
Fewer products are sputtered at this incident energy; those that are include C2H4 for 
CH3, and CH3 and C4H10 for C3H5, while there is negligible sputtering in the case of the 
other deposited particles.  
3.2.4 10eV Deposition 
The depth-profiles for the atomic and polyatomic beams considered here are 
given in Figure 3-15. The maximum atomic density of 2.03x1020 /cm3 is achieved for 
 55 
C2H at 1.5 nm. The beams stop within 3 nm for C3H5 and 4 nm for the other beams 
considered, which is similar to the results for the other incident energy cases discussed 
above. 
Several products formed during 10 eV deposition can be summarized as follows, 
where the products are given in the form of CxHyOz,: for C2H: x<5, y<5; for CH3: x<3, 
y<7; and for C3H5: x<10, y<16. The monomer-attachment analysis for the incident 
atoms and polyatomics at this energy is summarized in Figure 3-16. The results indicate 
that the attachment sites are less dispersed within the PMMA monomer on the polymer 
chains relative to the other energies discussed above. In particular, the majority of the 
incident atoms attach to the carbonyl oxygen and carbon of the acrylate group of the 
monomer (C3, O1 and C4).  
Sputtering events occur less relative to higher incident energies. However, some 
products are predicted to sputter, including C2H5 and C2H6 during CH3 deposition; C4H3 
during C2H deposition; and C9H15 during C3H5 deposition. 
3.2.5 4eV Deposition 
The depth-profile for 4 eV for all the atomic and polyatomic beams is given in 
Figure 3-17. The maximum atomic density of 2.82 x 1019 /cm3 is achieved for C3H5 at a 
depth of 1 nm. Unsurprisingly, less surface sputtering takes place than occurred at 
higher incident energies. Similarly, significantly less chemistry takes places between the 
deposited atoms and polyatomics at this energy and so fewer products are formed on or 
within the PMMA surface. Representative new products that do form, given in the form 
of CxHyOz, are x<3 and y<7 for CH3; and x<5 and y<4 for C2H. In the other cases, the 
atoms or polyatomics deposited from the beam remain on the surface and undergo few 
reactions on the time scales of these classical MD simulations.  
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The attachment of the deposited atoms or polyatomics to the PMMA monomer 
throughout the surface is given in Figure 3-18. Here, the attachment sites are even 
more narrowly distributed than in the higher energy cases. This may be attributed to the 
activation energy barrier which is difficult to traverse if sufficient kinetic energy is not 
provided to the reactants.  
3.2.6 Discussions 
Several interesting trends emerge from these simulation results. For example, 
with increasing beam energies the incident atoms or polyatomics form a variety of 
chemical products by reacting with the PMMA surface. At 50 eV, C3H5-beam deposition 
results in the highest atomic density of 2.18 x 1019 /cm3 at a depth of about 1 nm inside 
the PMMA surface slab and, while the lowest atomic density is about an order of 
magnitude lower and is predicted to occur following H-beam deposition. This trend is 
explained by the fact that C3H5 is a polyatomic and thus contains multiple atoms, in 
addition to the fact that it is bulky and thus spatially constrained from embedding within 
the polymer, both of which lead to a high atomic density at a set point within the PMMA. 
However, in the case of the 25 eV and 10 eV impacts (Fig 3-13 and 3-15) the highest 
peak in the depth profile occurs with the ethynyl radical. 
Some of the deposited polyatomics are predicted to bounce off the polymer 
without undergoing any chemical reactions or modifying the surface. This occurs to the 
greatest extent for C3H5 and occurs to the smallest extent for CH3. Additionally, this 
occurs to a greater extent at 4 eV compared to 25 or 50 eV. This may again be 
attributed to the bulky nature of the polyatomics and the fact that at the higher incident 
energies they were more easily able to embed themselves within the polymer and/or 
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undergo chemical reactions, while at lower energies it was significantly more difficult for 
them to do either of these things. 
Analysis of these results illustrates that while higher incident hyperthermal beam 
energies lead to more chemical reactions, less bounce-off, and more embedding of the 
polyatomics, the amount of surface sputtering is also increased. Less sputtering is 
predicted to occur for the lower energies, but this is accompanied by fewer reactions 
and more possibilities for bounce off. For the cases considered in these simulations, the 
highest atomic density at the surface with the least amount of surface sputtering is 
predicted for beams of C2H deposited with 50 eV energy. The sputtered products 
include atoms from the surface polymer chains. To minimize the extent to which the 
sputtered products interact with the incident atoms or fragments during deposition, 
following each deposition and the next 2000 steps of relaxation, the sputtered products 
are moved to the opposite side of the surface slab. Significant bond-vibration is not 
predicted to take place in the sputtered products prior to their being moved, which 
indicates that they are likely stable over longer time scales than are considered here. 
The largest variation in the nature of the products formed is predicted for C2H 
and CH3 deposition with 50 eV, both of which do a good job of chemically functionalizing 
the PMMA. The most common new chemical products that are predicted to form are 
CH3, C3H3, C4H8, C6H9O2, C5H8O2, C7H9O2, and C2H3O2. The most common sputtered 
products are CH4, C2H4, C4H10, C4H3, C5H8O2, C7H9O2, and C3H3O2. The highest 
molecular weight chemical product formed among all depositions considered is 
C29H42O12, which is formed following CH3 deposition for 50 eV. This can be understood 
 58 
by considering both the high reactivity of the unsaturated carbon and relatively un-bulky 
nature of this particular polyatomic. 
The selectivity of the chemical reactions in which the deposited atoms or 
polyatomics participate in terms of where beam atoms bond to the monomers of the 
PMMA chains are predicted to depend strongly on the incident beam energies. 
However, the carbon and oxygen atoms of the carbonyl group are consistently predicted 
to be the preferred sites for attachment. The increasing variation in attachment site 
within the PMMA momoner with increasing beam-energy may be explained on the basis 
of an increasing number of kinetic pathways being accessed and the enhanced 
conformation entropy associated with less bulky polyatomics. 
The chemical modification of amorphous PMMA through the deposition of beams 
of H, C2H, CH3, or C3H5 with kinetic energies of 4, 10, 25, or 50 eV of energy is 
investigated using classical molecular dynamics simulations with reactive potentials. 
The results allow for the determination of the ways in which these processes produce 
new chemical products and the products vary with the beam and energy. The 
simulations further illustrate how the atomic density of the PMMA and the ways in which 
the attachment of the new products to the PMMA monomer along the chains of the 
polymer surface vary with changes in deposition conditions. The results identify likely 
mechanisms associated with the predicted chemical reactions and illustrate the ways in 
which the various aspects of the reaction conditions, such as the reactivity, bulkiness, 
and incident energy, of the deposited polyatomics balance one other to produce the 
final modified surface and new products.   
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3.3 Summary 
 In this section surface modification of amorphous polymers PS and PMMA with 
polyatomic ion beams was carried out with REBO potential. The primary goal of the 
work was to quantify the atomistic phenomenon based on the density profile analysis, 
mass-spec analysis of products formed and sputtered, surface roughness and 
specification of preferred sites on monomers. The results clearly indicated the preferred 
site on monomer changes with incident beam energy and number of saturated bonds in 
the ion beam. It also quantified the upper limits for constituents atoms in the 
computational mass-spec analysis of products formed and sputtered after deposition 
events. The depth profile showed that given a particular energy and chemistry of the ion 
beam what is the theoretical maximum depth that the ion beam could be modify the 
surface. While these predictions are primarily from the MD simulations, results from ab-
initio calculation and experimental works can be carried out for validation of the model. 
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Figure 3-1. Initial set-up of amorphous polystyrene.  A) Snapshot top view of the 
amorphous polystyrene surface slab made using the bead-spring model, 
where the different colors indicate different polymer chains, and top view B) 
and side view C) of the substrate that illustrates the thermostat and active 
regions (red and blue, respectively). D) Contour top view plot of the surface 
roughness of the as-constructed surface slab. 
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Figure 3-2. Depth profiles for atomic S deposition with different kinetic energies. A) 25 
eV, B) 50 eV, and C) 100 eV. 
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Figure 3-3. Summary of the chemical products formed after the deposition of 100 S 
atoms: product formation A) within the surface slab and B) within the gas 
phase. The chemical products are analyzed in the form of CxHySz. 
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Figure 3-4. Atom bonding analysis after deposition. A) unmodified PS atoms and the PS 
following the attachment of B) S, C) SC, and D) SH. E) Snapshot of the 
attachment of S to a surface chain following the deposition of a beam of S 
with 50 eV of kinetic energy. Here, beam atoms represent the atoms in the 
incident beam that attach to monomers within the PS surface slab. This was 
measured by counting the number of incident atoms that attach to a particular 
atomic site on the PS monomer.  
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Figure 3-5. Depth profiles for SH deposition with different kinetic energies.  A) 25 eV, B) 
50 eV, and C) 100 eV.  
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Figure 3-6. Summary of chemical products formed after the deposition of 100 SH 
dimers. Product formation A) within the surface slab and B) within the gas 
phase.  
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Figure 3-7. Depth profiles for SC deposition with different kinetic energies.  A) 25 eV, B) 
50 eV, and C) 100 eV. 
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Figure 3-8. Summary of chemical products formed after the deposition of 100 SC 
dimers. Product formation A) within the surface slab and B) within the gas 
phase. 
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A                                        B                       C 
Figure 3-9. Initial set-up of PMMA system. A) Snapshot of the amorphous PMMA 
surface slab rendered in bead-spring mode, where the different colors 
indicate different polymer chains. B) Side and C) top view of the atomic scale 
surface slab, where blue indicates active region, green indicates thermostat 
region, and red indicates fixed atoms.  
  
 70 
 
Figure 3-10. Depth profiles for H, C2H, CH3, and C3H5 deposition with 50 eV of energy. 
The highest atomic density in the PMMA surface slab is 2.184x1019/cm3 
which occurs at a depth of 1 nm following C3H5 deposition. 
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Figure 3-11. Product-formation and sputtering analysis for different ion-beams.  A) C2H, 
B) CH3, and C) C3H5 beams deposited with 50 eV of energy. The most 
prevalent new chemical products that either remain on the PMMA surface or 
are sputtered are illustrated. 
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Figure 3-12. Monomer attachment analysis after deposition with 50 eV. A) Labeled 
PMMA monomer. B) Chemical bonding analysis following 50 eV deposition of 
beams of H, CH3, C2H, or C3H5. The results are given relative to the sites in 
Figure 4A and indicate that the new chemical products formed as a result of 
deposition bond to a dispersed range of sites on the PMMA monomer.  
 
Figure 3-13. Depth profiles for H, C2H, CH3, and C3H5 with 25 eV of energy. The highest 
atomic density in the PMMA surface slab is 8.8 x1018 /cm3 which occurs at a 
depth of 1 nm following C2H deposition. 
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Figure 3-14. Monomer attachment analysis for 25 eV. A) Chemical bonding analysis 
following 25 eV deposition of beams of H, CH3, C2H, or C3H5. The results are 
given relative to the sites in Figure 4A and indicate that the new chemical 
products formed as a result of deposition bond to a narrower range of sites 
than at 50 eV. B) An illustrative snapshot of the chemically modified PMMA 
surface following C2H-beam deposition. The red and indigo spheres 
represents C and H of substrate, while orange and dark blue spheres 
represent the C and H of C2H. The C and H of C2H has been exaggerated to 
clearly distinguish them and highlight the site-specificity of attachment. 
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Figure 3-15. Depth profiles for H, C2H, CH3, and C3H5 with 10 eV of energy. The highest 
atomic density in the PMMA surface slab is 2.03x1020/cm3 which occurs at a 
depth of 1.5 nm following C2H deposition.  
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Figure 3-16. Chemical bonding analysis following 10 eV deposition of beams of H, CH3, 
C2H, or C3H5. The results are given relative to the sites in Figure 4A and 
indicate that the new chemical products formed as a result of deposition bond 
to a narrow range of sites. 
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Figure 3-17. Depth profiles for H, C2H, CH3, and C3H5 with 4 eV of energy. The highest 
atomic density in the PMMA surface slab is 2.82 x 1019/cm3 which occurs at a 
depth of 1 nm following C3H5 deposition.  
 
Figure 3-18. Chemical bonding analysis following 4 eV deposition of beams of H, CH3, 
C2H, or C3H5. The results are given relative to the sites in Figure 4A and 
indicate that the new chemical products formed as a result of deposition bond 
to the narrowest of sites of the cases considered here. 
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CHAPTER 4 
METAL CERAMIC INTERFACE 
4.1 COMB3 Potential for Al  
4.1.1 Introduction 
Aluminum is a widely used non-ferrous metal in numerous applications, including 
transportation, packaging, construction, and electrical transmission [96]. Several high-
quality interatomic potentials for Al have been developed over the last three decades. 
These include multiple parameterizations of the embedded atom potential (EAM) [97-
100]; each has been optimized to capture specific properties of Al. For example, the 
EAM potential parameterized by Voter and Chen (VC) shows especially good 
agreement with experimental data [101] in terms of cohesive energy, lattice constant, 
and elastic constants. In addition, Winey et al. used the atomic volume combined with 
the second and third order elastic constants in the fitting database to accurately capture 
the thermo-elastic response [102]. In contrast, Mendelev et al. developed an EAM 
potential to accurately simulate the crystalline and liquid states [103]. In some 
instances, not all of the properties are described well. For example, Oh, Johnson, and 
co-workers [104] developed a short-ranged EAM potential that does a good job 
reproducing the cohesive energy and lattice constant of Al, but also predicts 
unsatisfactory elastic constant values; Rohrer et al. [105] improved on this 
parameterization to enhance the potential’s ability to predict elastic constants. 
Numerous EAM potentials were developed specifically to allow for the modeling of 
mechanical deformation of Al and its alloys. One of the best of these is the 
parameterization of Mishin et al. [106] that was able to capture elastic constants and 
stacking fault values better than most other parameterizations. Subsequently, Liu et al. 
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[107] developed a similar potential based on the force-matching method that has 
improved elastic constant and stacking fault values. More recently, Jelinek et al. [108] 
used a modified embedded atom potential (MEAM) to obtain even better generalized 
stacking fault energies, thermal expansion coefficient, elastic moduli and defect 
formation energies. In addition to these potentials for pure aluminum, several 
interatomic potentials for Al alloys and mixtures have been developed. These include 
EAM potentials for Al-Cu [109,110],  Al-Fe [111], Al-Mg [112], Al-Mn-Pd [113], Al-Ti 
[114], and Ni-Al-H [115]. Additionally, MEAM potentials for Al-Si-Mg-Cu-Fe [108] 
systems have been parameterized. They do reasonably well at capturing effects such 
as migrant atom segregation in intermetallic alloys and solid-liquid interfacial properties 
[111,112], but some of them are prone to overestimating the binding energies for cluster 
of atoms. While EAM parameters exist for non-metallic materials, it is not the preferred 
approach for these systems because of its lack of terms to address bond directionality 
[116]. Additionally, while MEAM potentials have been recently developed for Al2O3 
[117], their exclusion of explicit Coulombic interactions and atomic charge limits the 
problems to which they may be applied. 
A few dynamic charge-based interatomic potentials have also been developed. 
For instance, the ES+EAM potential of Streitz and Mintmire [118] is able to capture 
variable charge transfer between ions that is critical to  model processes such as 
oxidation; it was first applied to examine the oxidation of Al. More recently, a ReaxFF 
potential was used to model interfacial phenomena associated with the Al/Al2O3 system, 
including structure, energetics, and adhesion [119]. Unfortunately, the surface energies 
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of Al were not especially well described and the stacking fault energies were not 
reported. 
In this work, we develop a third-generation COMB, or COMB3, potential for Al 
and illustrate its performance in several applications. This is the key first step in our on-
going development of a COMB3 potential for the Al-O-N system. 
4.1.2 Potential Development : 
The training database consists of fourteen structures: the Al dimer; five solid-
state phases, namely the face centered cubic (FCC), hexagonal close packed (HCP), 
body centered cubic (BCC), simple cubic (SC), and diamond structure; the three low-
index Miller index surfaces of (111), (110) and (100); and defective structures with a 
vacancy, an interstitial atom, or one of three different stacking faults. The solid-state 
phases in the fitting database that are not present in the Al phase diagram are included 
to enable the parameterization of Al atoms as a function of the number and angular 
orientation of their neighbors.  
The properties of all of these structures is determined using density functional 
theory (DFT) with the PBE (Perdew, Burke, and Ernzerhof)-GGA (generalized gradient 
approximation) density functional using the Vienna Ab initio Simulation Package (VASP) 
software package [120-123]. The calculations uses an 8x8x8 k-point mesh with a 600 
eV energy cutoff; the self-consistency energy convergence criterion is taken as 10-6 eV 
and with 10-2 eV/Å force convergence criterion. Ultimately, the targets for the lattice 
constant, elastic constants, and bulk modulus of bulk FCC Al is based on experimental 
values, which are also close to DFT (Table 4-1), while the target values for cohesive 
energy, point defects, surface energies, and stacking fault energies is taken from the 
DFT calculations because the lack of individual experimental values for some of these 
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quantities. The most modern method-based DFT data available in literature are chosen 
for target values during fitting. 
Optimization of COMB3 parameters was carried out using the POSMat (Potential 
Optimization Software for Materials) [124] code, employing a simplex algorithm [125]. 
The optimization uses the weighted least square method for absolute deviation of lattice 
parameters, elastic constants, surface energies, defect formation energies and stacking 
fault energies. The COMB3 predictions and the parameterization target values are given 
in Table 4-1. These results are compared to the predictions of other selected potentials. 
As described in the previous section, there are numerous parameterizations of the EAM 
potential available to model Al. Here, we compare only to the EAM potential results 
parameterized by Mishin and co-workers [106] in addition to the predictions of ES+EAM 
[118] and ReaxFF [119]. 
4.1.3 Results and Discussion: 
The COMB3 potential reproduces the correct phase order of solid-state 
structures and bulk properties for FCC Al that is comparable to the predictions of DFT 
and other empirical potentials. Although the predicted energy differences for the various 
phases of Al are not identical to the differences among the target values, they show a 
similar level of agreement as the predictions of ReaxFF, ES+EAM, and EAM potentials. 
The difference between the cohesive energy of the FCC and HCP phases is especially 
important because these phases have the same packing fraction and play important 
roles in the stacking fault, and hence mechanical response behavior. Legendre 
polynomial terms were included in the fitting scheme to distinguish between FCC and 
HCP phases, as was done previously for an earlier generation of the COMB potential 
for Cu [141].  
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As expected, the relaxed ideal Al (111) surface energy is predicted to be lower 
than the (100) surface energy, which is, in turn, predicted to be lower than the (110) 
surface energy, as indicated in Table 4-1; this is not a rigorous test as this order is 
predicted by a simple bond-breaking argument. The values calculated with DFT in the 
literature span a surprisingly wide range. The Al (111) surface energy predicted by 
COMB3 lies below the lower range of these literature values, while the values predicted 
for the Al (100) and Al (110) surface energies lie in the middle of their reported ranges. 
Thus, COMB3 successfully captures the trends in surface energies for Al. It should be 
noted that the EAM potential can also differentiate between these surfaces, while 
surface energies for different ones are not reported for ReaxFF. 
Table 4-1 also illustrates that the COMB3 potential predicts the Al vacancy and 
interstitial energies to within 8% of the target data. As a result, the point defect formation 
energies predicted by the COMB3 potential are close to the DFT, EAM and ReaxFF 
values. The table further shows that the DFT stable (SF) and unstable stacking fault 
(USF) energies for Al vary over a wide range of value. To generate the stacking fault 
structure for use in the calculations, the mid-plane atoms of the (111) surface structure 
were displaced with a 0.01 nm step and the energies were determined and plotted in 
Figure 4-1. The first crest and trough correspond to the USF and SF, respectively. The 
SF predicted by COMB3 lies at the lower end of the range of values (Table 4-1) while 
the predicted USF lies in the middle of the range. It is known that in FCC metals with 
sufficient energy edge dislocations split into two partial dislocations [142] in the usual 
manner:  
     121
6
1
112
6
1
101
2
1

 .          (4-1) 
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COMB3 predicts the 
101
 SF to be 552 mJ/m2, while the SF and USF along 
112
 are 146 and 194 mJ/m2, respectively. The difference in SF energy values along 
the 
112
 and 
101
 directions is clearly illustrated in the two-dimensional and three-
dimensional contour plots of the stacking fault energies with directionality in Figure 4-2. 
The symmetry in the shapes of the contours verifies the periodic nature of the system. 
Despite the fact that the EAM and COMB3 contour plots in Figure 4-2 are quantitatively 
different from each other, the two potentials qualitatively predict the same overall 
stacking fault behavior.  
The mechanical response of an Al polycrystal with four grains was considered 
using the LAMMPS software [19]; the polycrystal contained 252,822 atoms and is 
illustrated in Figure 4-3. The system was relaxed at 300 K using the NPT ensemble with 
the Nose-Hoover thermostat and a 0.1 femtosecond time-step. The tensile test was 
carried out using a constant strain rate of 2x109 s-1; such a high strain rate is typical for 
simulations of nanocrystalline materials [143]. Common neighbor analysis (CNA) [144] 
of the 13.8% strained structure after a constant strain rate test (along the z-direction in 
Figure 4-3) is also provided. A large number of extended dislocations are predicted to 
form along the (111) plane. In addition, twinning behavior is observed in the simulations, 
as illustrated in Figs. 4-4A and 4-4B. Similar results were obtained for deformation of Al 
work carried out using EAM potentials by, e.g., van  Swygenhoven et al. [145], while 
comparable experimental findings  were reported by Liao et al. [146]. As discussed by 
Yamakov et al. [143], the deformation twinning predicted can either accelerate the 
deformation through the generation of additional slip planes or by facilitating dislocation-
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twin reactions. By contrast, newly formed twins can repel certain types of gliding 
dislocations and give rise to pile-ups that lead to strain hardening. Hence, the above 
mentioned observations are consistent with previous work. 
As a further test of the potential, the phonon density of states (PDOS) and 
phonon-band structure of pure Al are determined with COMB3; the results are provided 
in Fig. 4-5 and 4-6. Some empirical potentials, such as the EAM parameterization of 
Mishin, [129], were explicitly parameterized for phonon properties, which was not done 
for this COMB3 Al potential. Nonetheless, the reasonable elastic constant values 
predicted, which are related to the slopes of the acoustic modes at the gamma point, 
result in physically meaningful dispersion and PDOS curves. In particular, the two peaks 
in the PDOS in Figure 4-5 correspond to the transverse (first peak) and longitudinal 
phonons (second peak); these peaks are ubiquitous for FCC metals [147]. The figure 
further illustrates that the COMB3 peak positions are in reasonable agreement with 
EAM and DFT values but their magnitudes differ.  
Neither EAM nor COMB3 reproduce the DFT DOS, though EAM does seem to 
do a better job as its DOS peaks are in reasonably fair positions, which represent better 
mechanical responses. Peak positions are more important than the peak heights to 
correctly describe the lattice dynamics of the system. The COMB3 phonon energy is 
lower at the X, K and L points of the dispersion curve compared to DFT and EAM 
values. This is clearly seen in Figure 4-6, where the phonon dispersions are presented 
along the high symmetry lines in the first Brillouin Zone. The phonon behavior around 
the Γ point is primarily a result of the fit, as the slopes of the dispersion curves are 
related to the elastic constants.  
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It should be noted that the COMB3 is not as computationally efficient as the EAM 
potential because of the number of many-body terms [148]. Other many-body potentials 
with similar formalisms, including ReaxFF and ES+EAM, have a computational cost that 
is approximately the same as COMB3 [148]. However, inclusion of Al in COMB3 will not 
only enable the modeling of this metal by COMB3, it is also the foundation of aluminum 
oxides, nitrides, hydrides, carbides, and other compounds and composites by the suite 
of COMB3 potentials.  
4.2 COMB3 Potential for Al2O3  
4.2.1 Introduction 
Alumina is a widely used protective thin film material [149,150]. Additionally, 
composites of metals with alumina, including Al-Al2O3, Cu-Al2O3, and Ni-Al2O3, are used 
as protective coatings, castings, and in smelting processes [151-153]. Alumina is also 
used in nanoparticle form for catalysis [154-156] for its surface properties, and in thin 
film form in gate microelectronic devices [157] to take advantage of its high dielectric 
constant and high electron tunneling barrier. Currently, alumina nanowires and 
nanotubes [158] are being investigated for a range of applications including catalysis 
and cancer therapy [159]. Despite voluminous experimental and theoretical 
investigations [1] for alumina-based systems, atomic-level descriptions are needed to 
provide mechanistic insights into the structure-property relationships for its use in 
commercial and academic applications [118,119,155,160,161]. 
A high fidelity approach for the examination of Al-O systems is at the level of 
electronic structure calculations, typically with density functional theory (DFT) 
[20,162,163]. These types of calculations have been successfully used to investigate 
most stable Al-Al2O3 interfaces and the structural properties of amorphous alumina 
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[164]. For example, the DFT calculations of Siegel et al. [165,166] and Zhang et al. 
[167] showed that the calculated work of adhesion of Al (111) with Al-terminated Al2O3 
[160] is in excellent agreement with experiments. Recently, thermodynamic stability of 
defective Al-Al2O3 interfaces has been investigated by Kang et al. using ab-initio-
molecular dynamics [168]. While clearly successful at providing insights into the 
properties of Al2O3 interfaces, DFT calculations are typically limited to small system 
sizes (<1000 atoms) [21] and hence their ability to investigate some properties, such as 
dislocations at interfaces or nanostructures such as nanowires, are very limited using 
commonly available resources. 
Therefore, empirical methods are desirable for the study of materials at higher 
length and time scales than those achievable with DFT calculations [169]. Fixed charge 
empirical potentials have been developed in the past and have been successfully used 
to investigate the alumina system. For example, the Buckingham-type potential of Gale 
et al. [170] described this system’s lattice constants within 1% and elastic constants 
within 30% accuracy, which are reasonably well. Vashishtha et al. [161] developed a 
fixed charge bond-order based potential for modeling the amorphous and liquid phases 
of alumina that predicts the liquid state density to be comparable to experimental data 
obtained through neutron and x-ray diffraction. The obvious limitation with such a 
potential is that it uses fixed charge on the ions, which prevents its applications to 
systems with bonding environments that are substantially different from bulk alumina. 
A dynamically charged empirical potential for Al2O3 was developed by Streitz and 
Mintmire, who coupled a variable charge electrostatic potential with a charge 
independent Finnis-Sinclair formalism [171] to develop the Electrostatics Plus (ES+) 
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[118] potential. This potential was used to investigate the mechanisms associated with 
the oxidation of Al surfaces and associated processes [118,172,173]. A significant 
drawback of their parameterization is that it predicts bixbyite to be the most stable 
phase of Al2O3. As an extension to the ES+ potentials, Zhou et al. [174] developed the 
charge transfer ionic potential (CTIP) by taking the non-electrostatic part of the total 
energy of the system in the form of a pair potential. The CTIP predicts the lattice 
constants, elastic constants, and surface energies of alumina quite well. Lazic et al. 
[175] showed that angular forces within a charge transfer ionic potential formalism is 
necessary to accurately predict α-alumina as the lowest energy configuration and 
introduced the ‘Reference Free’’ version of the Modified Embedded Atom Method 
(RFMEAM) for Al2O3. It is possible to attribute this angular force dependence to the 
specific formalism and use of embedding functions by the RFMEAM potential. It should 
be noted that the training database for this potential included various AlxOy 
configurations for alumina, and the charges on Al and O for several systems were 
determined. Pilania et al. [176] successfully used this RFMEAM potential to examine the 
dislocation structure at Al-Al2O3 interfaces  
Zhang et al. [119] developed a ReaxFF potential  for Al-Al2O3 systems that 
includes both bond-order and dynamic variable charge. In this case, the authors noted 
that neither bond bending nor torsion terms are required to predict the correct phase 
order of α-Al2O3. Rather, the correct structure is predicted when dispersion interactions 
and a penalty function for over-coordination are taken into account. The ReaxFF 
potential has been successfully used to explore various phenomena such as the 
 87 
properties of Al-Al2O3 interfaces and liquid alumina [119], in addition to the oxidation 
induced softening of aluminum [177].   
Here, a third-generation, charge optimized many-body (COMB3) potential [178] 
for Al2O3 is developed and applied to the study of Al-Al2O3 interfaces and the 
deformation of Al, Al2O3, Al2O3-coated Al nanowires subjected to tensile stress. 
4.2.2 Potential Development 
 The training database used to develop parameters consisted  of twelve 
structures as follows: α-Al2O3 (space group- cR3 ), bixbyite (space group Ia3) , θ-Al2O3 
(space group C2/m), AlO2 (CaF2 structure, space group mFm3 ), AlO2 (TiO2, space 
group P 42/mnm), Al2O3 (Fe2O3, space group P4132), AlO (NaCl, space group mFm3 ), 
point defects-VAl, VO, Ali, Oi in α-Al2O3 and α-Al2O3 (0001) surface. It is important to note 
that the above structures probed different coordination for the cations and anions – for 
example CaF2 has 8-4 (cation-anion) coordination, NaCl has 6-6, TiO2 has 6-3, while 
that for α-Al2O3 is 4-6. Thus these choices not only show that there are no obvious 
phases with lower energy, but also sample the likely bonding environments in any 
physically reasonable structure. The α-Al2O3 structure is analyzed in the orthorhombic, 
rather than rhombohedral, representation to simplify the calculations. The solid-state 
phases in the fitting database, that are not present in the Al2O3 phase diagram are 
included to enable the parameterization of Al2O3 atoms as a function of the number and 
angular orientation of their neighbors.  
The properties of these structures are determined using DFT with the PBE 
(Perdew, Burke, and Ernzerhof)-GGA (generalized gradient approximation) density 
functional using the Vienna Ab initio Simulation Package (VASP) software package 
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[120-123]. The calculations use a 700 eV energy cutoff; the self-consistency energy 
convergence criterion is taken as 10-6 eV and with 10-2 eV/Å force convergence 
criterion. Ultimately, the targets for the lattice constant, elastic constants, cohesive 
energy, point defects, surface energies, elastic constants and bulk modulus of α-
alumina are used in the fitting database from the DFT calculations, as indicated in 
Table. 4-2. Here, lattice constants and heat of formation data are from experimental 
measurements, while other data are from DFT calculated values. 
The relative stability of the phases is determined based on their heats of 
formation and heats of reaction needed to form them. Specifically, the heat of formation 
is the energy required to form the material from its constitutive elements. For example, 
in the case of Al2O3, face-centered cubic (FCC) Al and an isolated, gas-phase O2 
molecule, respectively, as illustrated in Eq. (4-1).  
yxOAlOyxAl  2
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Alatomf yxEyxH  
                                               (4-1) 
Here, x and y are stoichiometric coefficient, fH is the heat of formation and  is 
the chemical potential of chemical species. 
After the heat of formation for each individual compounds is calculated, the heat 
of reaction is calculated as the energy difference between phases, such as, for 
example, the bulk α-Al2O3 phase (A) and a different phase (B): 
   BOAlAOAl yxnm 
                                                                                                  (4-2) 
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AlBatomAatomrxn nymxEyxEnmH  
                                     (4-3) 
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For the α-Al2O3 phase to be the ground state, the heats of reaction for other 
phases should be positive. Optimization of COMB3 parameters was carried out using 
the POSMat (Potential Optimization Software for Materials) [124] software, which 
employs a simplex algorithm [125]. The optimization uses the weighted least squares 
method for absolute deviation of lattice parameters, elastic constants, surface energies 
and defect formation energies. The parameters were confined by attempting to keep the 
elastic constant, bulk modulus and other properties mentioned above to be at maximum 
20% deviation from the target values. Appropriate choice of weighting factors during the 
fitting procedure played important role in getting the current parameters (see ref. [178] 
for details). The COMB3 predictions and the parameterization target values are given in 
Table 4-2. and the corresponding parameters developed for the Al2O3 COMB3 potential 
are given in the Appendix. The COMB3 parameters are also distributed in the LAMMPS 
open source MD software [179]. 
4.2.3 Results 
The values of the bulk and surface properties of alumina provided by the COMB3 
potential are provided in Table 4-2 and compared to experimental data, the results of 
DFT calculations, as well as published data obtained using the ReaxFF potential [180], 
the potential of Vashishtha et al. [161] and the ES+ potential [118]. The heats of 
reaction for all the phases considered besides α-alumina were predicted to be positive 
by COMB3, which correctly predicted the corundum α-Al2O3 phase to be the lowest 
energy state amongst the database structures studied here. In addition, the average 
charges on the Al and O in bulk alumina are +1.22e and -0.82e, respectively. These 
values are comparable with the Born-effective charges of +1.67e and -1.21e 
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correspondingly obtained from the DFT calculations [181]. Table 4-2 shows the defect 
formation energy for interstitials, vacancies using 

i
ii
perfdeff nEEE 
,                                                                                          (4-4) 
where Edef  and Eperf  are defective and perfect structure energies of α-alumina, i

is the chemical potential of the atom removed or added, and ni is the number of defects. 
Although defect formation energies were included in the fitting, compromises had to be 
made to produce good values for the heats of formation and elastic constants.  
Consequently, the Al vacancy and O interstitial defect formation energy values 
are underestimated by COMB3 compared to the DFT target values, but the non-
negative nature of the defect formation energies was an important outcome that 
ensures phase stability. The phase order for Al-O systems studied here from DFT was 
α-Al2O3 < θ-Al2O3 < Bixbyite < Fe2O3 (Al2O3) < TiO2 (AlO2) < CaF2 (AlO2) < NaCl (AlO), 
while that from COMB3 was α-Al2O3 < Bixbyite < θ-Al2O3 < Fe2O3 (Al2O3) < CaF2 (AlO2) 
< TiO2 (AlO2) <NaCl (AlO). The charges on Al and O in various phases of Al2O3 are 
provided in Table 4-3. 
In addition to the defect formation energies, the parameters were further refined 
through fitting to the surface energies. To simulate the surfaces 3 nm of vacuum was 
added to the bulk alumina (mentioned above) in the direction normal to the (0001) 
surface. The surface energies were calculated as 
A
EE bulkslab
2


                                                                                                            (4-5) 
where Eslab is the total energy of the slab, Ebulk is the energy of the bulk structure, and A 
is the surface area of the (0001) surface. The surface energy was found to be 
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overestimated compared to the DFT values and shows room for additional improvement 
in the parametrization.  
Overall, COMB3 qualitatively predicts phase stability, lattice constants, elastic 
constants, defect formation energies and surface energies for α-alumina. Quantitative 
agreement is also generally good, but various underestimations in defect formation 
energies and deviations from target DFT surface energies prevent perfect quantitative 
agreement for all properties. 
To test the dynamical stability, the phonon density of states (PDOS) for α-
alumina  was calculated using PhonTS software [194]  with interatomic interactions 
described by DFT and by the COMB3 potential. The low energy acoustic modes in the 
PDOS (Figure 4-7) are the responses around the gamma point in the first Brillouin zone. 
The COMB3 acoustic modes are in good agreement with the DFT because we explicitly 
fit the elastic constants for the system. The energies of the van Hove PDOS peaks [195] 
at 54 and 98 meV are in fair agreement with the DFT values at 49 and 92 meV, 
respectively. The higher end optical modes are similar but slightly off compared to DFT 
(by about 5 meV). The differences might be because we didn’t explicitly fit to all of these 
perturbed structures. However, the absence of imaginary phonon frequency signifies 
that the α-alumina structure should be dynamical stable. 
4.3 COMB3 Potential for AlN  
4.3.1 Introduction 
Aluminum nitride is an important III-V semiconductor material for its wide band 
gap, high thermal conductivity, electrical insulation, thermal expansion and non-toxicity 
[196]. Nanostructures of AlN are used for field emitters in flat panel displays [197] and 
photo-detectors [198]. Additionally, Al-O-N is also an important engineering material for 
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its use in thin-film growth [199-203] and fabrication of transparent bulletproof armor of 
aluminum oxinitride. Atomistic understanding for various thermodynamic and 
mechanical phenomenon in these systems can play critical role in optimizing the device 
performance [204,205]. While transmission electron microscopy (TEM), calorimetry, 
atomic force microscopy (AFM) are experimental approaches [13]for getting insights of 
the atomistic phenomenon, theoretically, density functional theory (DFT) and molecular 
dynamics (MD) [206] can provide relevant information based on quantum and classical 
mechanics respectively. To list some of the important DFT work for Al-O-N systems, 
Felice and Northrup [207] used DFT to understand the effect of chemical potential of Al 
on  formation energies and structures  of AlN on Al2O3. Ogata et al. [208] used DFT to 
demonstrate the relative behavior of mechanical strength of Al/AlN system compared to 
Al and AlN. Li et al. [209] used DFT for AlN nanowires to find relative efficiency of 
atomic and molecular hydrogen storage in AlN nanowires and nanotubes. While DFT is 
a compelling high-fidelity quantum mechanical approach for simulation, it generally 
suffers from the problem of system size limitation which are important in relating to 
practical applications due to limitations such as lattice mismatch of interfacial systems. 
Molecular dynamics (MD) is an important tool meant for relatively larger system, but it 
needs force-filed/empirical potential for classical dynamics simulation. Again, empirical 
potentials are also of various types, such as fixed charge, dynamic charge, non-reactive 
and reactive empirical potential. A short description for molecular dynamics approach 
can be given as follows. A Buckingham type of fixed charge potential was put forward 
by Chisholm et al.  [210] for AlN. The potential had reasonable lattice constant, elastic 
constant and defect formation energies for AlN. Various Tersoff-based interatomic 
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potential  have also been proposed  AlN [211-213] and have been successfully utilized 
for thermal expansion coefficient [211] and  AlN nanotubes [214] . Vashishtha et al. 
[215] developed three-body interaction potential with modification of the Stillinger–
Weber potential for AlN to study the mechanical and thermal properties of crystalline 
and amorphous AlN. The potential did well in predicting the lattice constant, elastic 
constant, vibrational density of states.  
4.3.2 Potential Development 
The training database used to develop parameters consisted  of twelve 
structures as follows: wurtzite-AlN (space group- P63/mmc), zinc blende-AlN (space 
group mF 34 ) , rock-salt (space group mFm3 ), AlN (CaF2 structure, space group mFm3
), CsCl  ( space group Pm3m),  point defects (vacancies and interstitials)-VAl, VN, Ali, ni 
in w-AlN and  the w-AlN (100) non-polar surface. The w-AlN structure analyzed in the 
orthorhombic, rather than rhombohedral, representation to simplify the calculations. The 
solid-state phases in the fitting database are included to enable the parameterization of 
AlN atoms as a function of the number and angular orientation of their neighbors.  
The properties of these structures are determined using DFT with the PBE 
(Perdew, Burke, and Ernzerhof)-GGA (generalized gradient approximation) density 
functional using the Vienna Ab initio Simulation Package (VASP) software package 
[120-123]. The calculations use a 500 eV energy cutoff; the self-consistency energy 
convergence criterion is taken as 10-6 eV and with 10-2 eV/Å force convergence 
criterion. Ultimately, the targets for the lattice constant, elastic constants, cohesive 
energy, point defects, surface energies, elastic constants and bulk modulus of w-AlN 
are used in the fitting database from the DFT calculations, as indicated in Table. 4-4. 
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Here, lattice constants, heat of formation data are from experimental measurements, 
while other data from DFT calculated values. 
The relative stability of the phases is determined based on their heats of 
formation and heats of reaction needed to form them. Specifically, the heat of formation 
is the energy required to form the material from its constitutive elements. For example, 
in the case of AlN, face-centered cubic (FCC) Al and an isolated, gas-phase N2 
molecule, respectively, as illustrated in Eq. (4-6).  
yx NAlNyxAl  2
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1 ,  
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1
N
Alatomf yxEyxH                                                   (4-6) 
After the heat of formation for each individual compounds is calculated, the heat 
of reaction is calculated as the energy difference between phases, such as, for 
example, the bulk w-AlN phase (A) and a different phase (B): 
   BNAlANAl yxnm                                                                                                    (4-7) 
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AlBatomAatomrxn nymxEyxEnmH                                          (4-8) 
For the w-AlN phase to be the ground state, the heats of reaction for other 
phases should be positive values. Optimization of COMB3 parameters was carried out 
using the POSMat (Potential Optimization Software for Materials) [124] software, which 
employs a simplex algorithm [125]. The optimization uses the weighted least squares 
method for absolute deviation of lattice parameters, elastic constants, surface energies 
and defect formation energies. The parameters were confined by keeping the elastic 
constant, bulk modulus and other properties mentioned above to be within 20% of the 
target values.   
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4.2.3 Results 
The COMB3 predictions and the parameterization target values are given in 
Table 4-4 and the corresponding parameters developed for the AlN COMB3 potential 
are distributed in LAMMPS open source MD software [179]. As the fitting database for 
Al2O3 and AlN mentioned here consisted of limited structures, it was important to 
investigate the performance of the potential using random structure search algorithm 
such as genetic algorithm. Genetic algorithm using GASP software package [216] was 
employed to map the energy landscape of the AlN and Al2O3 COMB3 potentials by 
searching possible low energy structures. Genetic algorithm (GA) is a heuristic 
optimization algorithm based on biological process of evolution of survival of fittest 
species. Here, the species in GA search were the low energy structures and their 
fitness were calibrated based on the energies of the structures obtained from COMB3 
potential. The structures used in fitting database were used as an initial guesses in 
parent generation of GA. New structures were then constructed using genetic algorithm 
using mutation and mating operations on the parent structures. After subsequent 
generations in genetic algorithm search, phase diagrams (or convex hull plot) were 
predicted in Fig. 4-8. The algorithm was constrained within some hard parameters: 
maximum and minimum lattice parameters, minimum bond-lengths of Al-O and Al-N 
system (about 80 % of equilibrium bond length), maximum number of generations (here 
40), maximum number of structures in each generation (here 30). Hence, total 1200 
structures were searched and their energies were calculated using COMB3. Only the 
structures with negative energies were shown in the phase diagram. The primitive 
structures were replicated in supercell of at least 21 Å size to meet long range coulomb 
cut off criteria for COMB. 
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The structures lying on the phase diagram curve (also known as convex hull plot) 
are generally stable. Any other structure not lying on the curve can be represented as 
the mixture of materials of the stable structures. For Al-O phase diagram, Al2O3 was 
found on the  curve. Additionally, AlO structure was also found in the convex hull plot. 
Experimentally or computationally (using materials project data ) [217], AlO is not found 
in the phase diagram of Al-O systems. For Al-N phase diagram search, AlN phase (with 
composition fraction 0.5 in the Fig. 4-8B) was found to be ~0.05 eV energy/formula unit 
above the convex hull curve. Instead AlN4 was found to be the stable phase in the Al-N 
phase diagram search. Similar to the Al-O case, AlN4 is not an stable structure in 
experimental or computational phase diagram for Al-N system. Such behavior were also 
observed during ReaxFF parametrization for LiS2 potential [218]. These results can be 
considered as artifacts of the limited fitting database in our parametrization procedure 
and show scope of further improvement of the parameters. 
4.4 Al-Al2O3 Interfaces 
To further test the reliability of the Al2O3 potential, the work of adhesion  for 
Al(111)-Al2O3 interface was calculated for both Al- and O-terminated Al2O3 (0001), as 
these interfaces are of major technical importance [223]. DFT calculations [224] predict 
that the clean Al-Al2O3 interface may be either O- or Al-terminated depending on the 
ambient oxygen partial pressure. Recent theoretical [168,225] and experimental [226] 
studies further indicate that self-regulated Al vacancies at the Al-terminated interface 
lead to the most stable interfacial energies.  
 Both the aluminum and alumina slabs were 4 nm thick, with 1080 atoms in 
the Al slab and 1800 atoms in the Al2O3 slab. Due to the lattice constant mismatch 
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between Al and Al2O3, the Al structure was strained to match the Al2O3 by compressing 
it as follows: 
041.0


a
aa
Al                                                                                                       (4-9)   
where 
Al  is the change in aluminum lattice constant from a to a’.   
The work of adhesion was calculated as follows: 
AEEEW Tot slabAlOAl
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OAladh /)( 3232                                                                         (4-10) 
where, AEEEW
Tot
slabAl
Tot
OAl
Tot
slabAlOAladh ,,,, 3232   are the work of adhesion for the interface, total 
energy of the interface, total energy of  the (0001) alumina surface structure, total 
energy for the strained (111) aluminum surface structure, and surface area of the 
interface, respectively. The work of adhesion for Al (111)-Al2O3 (0001) with Al 
termination (Al occupying the face-centered cubic, or FCC, sites of alumina) as 
indicated in Figure 4-9D was calculated to be 0.95 J/m2, which is in excellent agreement 
with the DFT measured value of 1.13 J/m2. Additionally, the O-terminated Al2O3 (0001) 
with Al (111) (Al on oxygen top, OT site) as indicated in Figure 4-9E yields a work of 
adhesion of 9.47 J/m2, which is also in good agreement with the DFT-determined value 
of 8.75 J/m2. The naming-convention used to describe these systems is similar to that 
used by Siegel et al. [166]. 
In the case of the Al (111)-Al-terminated Al2O3 (0001) interface, the charges on 
the topmost Al and O atoms within the Al2O3 surface are 0.75e, and -0.64e, 
respectively. On the other hand, these charges for the Al (111)-O-terminated Al2O3 
(0001) system are 1.29e and -0.43e, respectively. These charges were consistent with 
the findings of DFT calculations by Li et al. [227] and suggests strong ionic-covalent 
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bonds. It is important to note that the energy associated with straining Al was nullified 
using Eq. 4-10, so no further correction was needed for the extra strain introduced to Al. 
Two additional cases were considered for the Al (111)-Al-terminated Al2O3 (0001) 
interfacial system. Specifically, Al on the hexagonal closed packed (HCP) and on the 
oxygen top (OT) sites were considered by shifting the Al (111) slab. The work of 
adhesion trends were compared with universal binding energy relation  results [228] by 
Siegel et al. [166]. Using the labels shown in Table 4-5, the trend predicted by Sigel et 
al. [166] was A<B<C<D while the COMB3 results were A<C<B<D. The inconsistency 
associated with the B and C cases can again be explained by differences in the details 
of the potential energy surfaces predicted by DFT and COMB3. It is important to note 
that none of the coherent interfacial structures were part of the potential fitting database 
and the results obtained for the work of adhesion are pure predictions. However, the 
overall trends for the work of adhesion with different terminations are consistent with 
both DFT and experiment, as indicated by Table 4-5. One way to interpret the overall 
work of adhesion trend is that it is more energetically favorable to break Al-Al bonds, 
while it is more energetically favorable to form Al-O bonds. The fact that COMB3 
consistently predicts this important behavior gives confidence in its application to 
systems with a heterogeneous bonding environment. 
4.5 Al-AlN-Al2O3 Interfaces 
To further test the reliability of the potential, the work of adhesion for Al (111)-AlN 
(0001) and AlN (0001)- α-Al2O3 (0001) interfaces were investigated as they are of major 
technical importance [229]. Furthermore, we used Al and N terminated AlN (0001) 
surface for making the interface structures. So the interface structures considered in this 
study are: A) Al-terminated AlN (0001)/Al (111), B) N-terminated AlN (0001)/Al (111), C) 
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Al-terminated AlN (0001)/Al-terminated Al2O3 (0001), D) N-terminated AlN (0001)/Al-
terminated Al2O3 (0001). Furthermore, we used the interface building algorithm by Zur 
et al. [25] to build interfaces with minimal mismatch. The algorithm was designed to 
search for all possible matches of surfaces to make interface structures. The interface 
structures are shown in Fig. 4-10. 
 The Al(111)-AlN(0001) three dimensional periodic box consisted of 38808 Al 
(111) and 64680 AlN(0001) atoms respectively. The mismatch between the two 
surfaces was 0.04. Strain was applied on the metallic part of the interface, because 
ceramics are generally brittle in nature. Periodic boundary conditions were imposed in x 
and y dimensions. We calculated work of adhesion for Al(111)-AlN(0001) to be 2.70 and 
2.05 J/m2  for  case A and B using eq. (4-11): 
AEEEW TotIntf
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where AEEEW
Tot
Slab
Tot
Slab
Tot
Intfadh ,,,, 21   are the work of adhesion for the interface, energies of 
slab-1 and slab-2 and A is the area of the interface. The work of adhesion for this 
system from DFT is 1.8 J/m2 [230] while the experimental value is 1.42 J/m2  [200]. The 
Al-N equilibrium bond length was found to be 0.22 nm at the interface. As the Al atoms 
near the AlN surface acquire a positive charge (0.11 e), partial ionic character was 
predicted for the interface Al atoms. The work of adhesion value indicates that the AlN 
COMB3 potential is in good agreement with experimental as well as previous first-
principles calculation data. 
Next, we calculated the work of adhesion for Al2O3 (0001)-AlN (0001) system 
consisting of 60840 Al2O3 and 47320 AlN atoms. As the system consisted of ceramic 
materials, mismatch was constrained within 0.01. It is to be noted that for the present 
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system DFT calculations are too computationally expensive hence they were not carried 
out here. The work of adhesion was determined to be 0.37 and -0.41  J/m2for case C 
and D respectively. These values are much lesser than the  Al(111)-AlN(0001) work of 
adhesion energy. It indicates that the Al(111)-AlN(0001)  interface should be more 
thermodynamically stable than the Al2O3 (0001)-AlN (0001) interface. Interface charge 
transfer was again clearly predicted to take place. The Al-Al bond length found in the 
case of Al2O3-AlN interface case was 0.31 nm. The results indicate Al-terminated AlN 
can make relatively stable interfaces compared to N-terminated cases for both Al(111) 
and Al2O3 (0001). Similar, results for Al-terminated α-Al2O3 has been predicted before 
that Al-termination makes the most stable interfaces for α-Al2O3 [224,231]. 
4.6 Summary 
 A newly developed COMB3 potential for Al-Al2O3-AlN was shown to capture the 
key physical properties of respective polymorphs; it can also be applied to Al/Al2O3 and 
Al/AlN interfacial systems. Most importantly, it can be seamlessly coupled with recently 
developed COMB3 potentials for other materials to enable MD simulation studies of a 
wide range of heterogeneous material systems. The new potential should therefore 
prove to be a useful new tool for the computational toolbox and an effective method for 
carrying out large-scale atomistic simulations of systems of technological importance. 
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Table 4-1. Properties of Al determined with COMB3 properties compared with 
experiments, DFT and other empirical potentials.  
 Exp. or DFT EAM
d 
ES+
 
ReaxFF COMB3 
FCC Properties      
a (Ᾰ) 4.05a 4.05 4.05 4.01 4.05 
E0 (eV/atom) -3.36
b 
-3.36 -3.39 -3.36 -3.36 
B (GPa) 79.0
c 
77.0 83.0 79.0 83.0 
G (GPa) 26.0
c 
28.0   33.0 
C11 (GPa) 114.0
c 
114.0 94.0 119.0 113.0 
C12 (GPa) 62.0
c 
61.6 77.0 57.0 66.0 
C44 (GPa) 32.0
c 
31.6 34.0 50.0 39.0 
Phase Transitions (eV/atom)      
ΔE(HCP-FCC) 0.03d 0.03  0.0016 0.013 
ΔE(BCC-FCC) 0.11d 0.12  0.05 0.05 
ΔE(SC-FCC) 0.33d 0.33  0.37 0.7 
ΔE(DIAM-FCC) 0.67d 0.67  0.70 1.2 
Planar defects (mJ/m
2
)      
γ  (111) 980e,855f,750 870  576 720 
γ  (100) 980e,1209f,840g 943  576 908 
γ  (110) 980e,1286f,910g 1006  576 1067 
γISF  112  
116,160
h
,120-
144
i
,164
j
 
146   146 
γUSF 112  
154, 224
j
, 291
k
 168   194 
γSF  101  
250
j
, 663
k
 -   552 
ΔHf Point defects (eV)      
VAl  0.68
m 
0.67  0.85 0.69 
Ali  2.8
n 
2.79   2.6 
Ref. 
a
 [126], Ref. 
b
 [127], Ref. 
c
 [128], Ref. 
d
 [129], Ref. 
e
 [130], Ref. 
f
 [131], Ref. 
g
 [132], Ref 
h
 [133], Ref. 
i
 [134,135], Ref. 
j
 [136], Ref. 
k
 [137], Ref 
l
 [138], Ref 
m
 [139], Ref 
n
 [140] 
 102 
Table 4-2. Properties of α-Al2O3 predicted by the indicated computational and 
experimental methods. 
α-Al2O3 Exp./ DFT [118] ES+ [180] ReaxFF [161] Priya et al. COMB3 
a (nm) 0.476
a 
0.476 0.481 0.476 0.476 
c (nm) 1.30
a 
1.30 1.31 1.30 1.31 
ΔHf (eV) -17.37
b 
-17.37 -23.54 -17.29 -17.75 
B (GPa) 254.0
c 
250 248 255 249.0 
C11 (GPa) 497
c 
537  498 458 
C12 (GPa) 164
c 
180.0  163 141 
C13 (GPa) 111
c 
106.0  117 132 
C14 (GPa) -24
c 
-30.0  -23 -2.5 
C33 (GPa) 498
c 
509.0  502 518 
C44 (GPa) 147
c 
130.0  147 136 
C66 (GPa) 168
c 
179.0  167 153 
ΔHrxn (Bixbyite-α) 0.11
 
   2.9 
ΔHrxn (Theta-α) 0.02
 
   4.02 
ΔHrxn (NaCl-α) 14.25    9.4 
ΔHrxn (TiO2-α) 9.56    8.9 
ΔHrxn (CaF2-α) 10.54    7.19 
ΔHrxn (Fe2O3-α) 4.97    5.92 
O vacancy 6.09
d 
   4.6 
Al vacancy 8.44
d 
   2.24 
O interstitial 8.84
d 
   6.39 
Al interstitial 16.8
d 
   11.32 
γ (0001) (J/m
2
) 1.5-3.5
e 
 1.0  4.2 
Ref. a [182], Ref. b [183], Ref. c [184], Ref. d [185], Ref. e [186-193].  
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Table 4-3. Average charges on Al and O for the phases of Al2O3 that are included in the 
fitting database.  
Phases qAl (e) qO (e) 
α-Al2O3 1.22 -0.82 
Bixbyite 1.32 -0.88 
Theta 1.27 -0.86 
NaCl 1.00 -1.00 
TiO2 1.39 -0.69 
CaF2 1.39 -0.69 
Fe2O3 1.32 -0.95 
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Table 4-4. Properties of w-AlN predicted by the indicated computational methods and by 
experimental methods. 
AlN Exp./ DFT Chisholm et 
al. [210] 
Vashishtha [215] Tersoff [211] COMB3 
a (nm) 0.311
a 
0.311 - 0.311 0.311 
c/a 1.601
a 
1.60 - 1.60 1.62 
ΔHf (eV/atom) -1.56 
a 
   -1.30 
B (GPa) 228
b 
248 211 210 218 
C11 (GPa) 464
b 
417 435  463 
C12 (GPa) 149
b 
178 148  92 
C13 (GPa) 116
b 
152 107  104 
C33 (GPa) 409
b 
432 356  437 
C44 (GPa) 128
b 
125 81  194 
ΔHrxn (ZB-WZ) 0.05
 
   0.25 
ΔHrxn (NaCl-WZ) 0.4
 
   2.2 
ΔHrxn (CsCl-WZ) 4.03    1.37 
ΔHrxn (CaF2-WZ) 4.64    2.24 
ΔHrxn (P63/mmc-WZ) 0.27    1.21 
N vacancy 6.79,1.44-5.36 
c
    4.8 
Al vacancy 7.97,2.36-6.31 
c
    0.30 
N interstitial 3.81    8.92 
Al interstitial 11.1    12.8 
γ (10-10) (J/m
2
) 2.3    2.13 
γ (0001) (J/m
2
) 5.8 
d 
   2.4 
Ref. a [219], Ref. b [220], Ref. c [221], Ref. d  [222] 
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Table 4-5. Interface properties of Al-Al2O3 predicted by DFT [166] and COMB3. 
   d0 (nm)  Wad (Jm
-2)  
 Stacking  Termination DFT COMB3 DFT COMB3 
A FCC Al 0.255 0.236 1.14 0.95 
B HCP Al 0.226 0.270 1.33 1.07 
C OT Al 0.209 0.271 1.55 1.06 
D OT O 0.171 0.211 9.43 9.47 
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Figure 4-1. Comparison of Al stacking fault behavior as predicted by DFT and the 
COMB3 and EAM potentials. 
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A) 
 
B) 
Figure 4-2. Stacking fault energies illustrated in three-dimensions. A) EAM and B) 
COMB3, which correctly predict that the 
112
 direction is preferred over 
101
 for dislocation propagation. 
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Figure 4-3. Snapshot of CNA analysis of a 13.8% strained, four-grain polycrystal of Al 
following constant strain rate along the z-direction using the COMB3 potential. 
Red spheres represent disordered atoms that lack 12-fold coordination. The 
light blue spheres represent atoms in an HCP environment, and the FCC 
atoms are not shown for clarity. 
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A                                                                         B 
Figure 4-4. Snapshpts of Al-polycrystal deformation simulation. A) Extended 
dislocations on [111] plane are shown. The black arrows point to the 
extended dislocations. B) Twinned region. The yellow square highlights 
twinned region. Red spheres represent disordered atoms that lack 12-fold 
coordination. The light blue spheres represent the atoms in HCP 
environment. The dark blue spheres represent the atoms in an FCC 
environment. 
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Figure 4-5. Phonon density of states (PDOS) as predicted by DFT, EAM and COMB3. 
The peaks corresponding transverse and optical modes are visible at almost 
the same position for all the methods considered.  
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Figure 4-6. Phonon band-structure/dispersion curves calculated using EAM, DFT and 
COMB. 
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Figure 4-7. Phonon density of states for α-alumina using COMB3 and DFT. 
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A 
 
B 
Figure 4-8. Genetic algorithm search results for COMB3. A) Al-O, B) Al-N system. 
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E 
Figure 4-9. Snapshots of Al (111)-Al2O3 (0001) interface. A-C) Various sites for Al (111) 
surface atoms on Al2O3 (0001) surface is shown. The grey and red spheres 
are aluminum and oxygen from Al2O3 and the blue spheres are Al for Al (111) 
surface.  D) Corresponds to case A in Table 1 – E) Corresponds to case D in 
Table 4-5, illustrate snapshots from energy minimized structures using the 
COMB3 potential. The atoms are color coded by atomic charge as indicated 
by the color bar.   
-0.79e 1.28e 1.29e -0.79e 
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B 
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D 
 
 
Figure 4-10. Snapshots of Al(111)-Al2O3(0001)/AlN(0001) interfaces: A) Al(111)-Al-
terminated AlN(0001), B) Al(111)-N-terminated AlN(0001), C) Al-terminated-
AlN(0001)-Al-terminated Al2O3(0001), D) N-terminated-AlN(0001)-Al-
terminated Al2O3(0001). The atoms are color-coded according to charge 
using scale shown. Much rearrangement is observed for case B. 
-0.85e 
 
1.29e 
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CHAPTER 5 
MECHANICS OF NANOSTRUCTURES 
5.1 Deformation of Metal and Ceramics: Al, Al2O3 Nanowires 
Both aluminum [232] and alumina nanowires [154,226] are of great technological 
importance, such as for ultraviolet to infrared polarizers [233] and for high temperature 
nano-composites [234]. In the present work, nanowire structures were constructed by 
carving cylinders with diameters of 4 nm and lengths of 10.5 nm from bulk structures; 
these dimensions are comparable to the dimensions of samples prepared 
experimentally by electro-deposition [235]. Periodic boundary conditions were applied 
only in z-direction, in which stress was applied. The metallic and ceramic nanowires 
consisted of 7950 atoms and 15080 atoms respectively. The nanowires were then 
subjected to a tensile test at a strain rate of 1x108 s-1 ; such a high rate is typical for MD 
simulations [236,237]. The system was subjected to NPT ensemble with the Nose-
Hoover thermostat and a 0.1 fs time-step. 
The results of the simulations are illustrated in Figure 5-1. As expected, the Al 
nanowire displayed the low strength, high ductility behavior [238] observed in previous 
simulations of FCC nanowire deformation [237], while the Al2O3 nanowire exhibited high 
strength and low ductility [177]. Specifically, the yield point for the Al nanowire was 0.05, 
at which it started to deform plastically. Snapshots for some of the points on the stress-
strain plot are given in Figure 5-1A. Necking was observed after point B in the plot 
(strain of 0.05). A linear fit to the stress-strain curve for the Al-nanowire revealed a 
predicted Young’s modulus of 72 GPa, which is comparable to the Young’s modulus of 
bulk aluminum (69 GPa) [106] and to previous experimental and molecular dynamics 
results of Sen et al. [177]. Sudden drops of the total stress associated with major atomic 
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rearrangements were observed after yield point of Al-nanowire. Such behavior is also 
observed in previous MD studies [239-241]. The Young’s modulus of Al2O3 nanowire 
obtained from the linear fit to the  stress-strain curve had value of 414 GPa, which was 
close to Young’s modulus of bulk α-alumina. The actual plot deviated from the fit at a 
strain of 0.15, which could be regarded as the elastic limit. Snapshots of the deformed 
structure revealed brittle behavior of alumina as it went through abrupt rupture at point 
C (strain corresponding to 0.21) in Figure 5-1B. Slight buckling of the nanowire was also 
observed at point B, which was close to elastic limit of the nanowire. Interestingly, we 
observed high stress concentration at atoms (as shown in Figure 5-1C) on the basal 
plane (0001) before notch formation (in snapshot B and C, respectively). These 
behaviors were consistent with mechanism of brittle fracture in materials.  
Next, we compared the maximum stress th

and associated strain th

 to  
conventional theory [242] in which these quantities are expressed in terms of elastic 
constant E , surface energy   and interlayer distance d: 
d
E
th

 
                                                                                                                   (5-1) 
E
th
th
2

 
                                                                                                                   (5-2) 
 Based on our empirical potential fitting database and using eq. 5-1 and 5-2, the 
calculated th

 and th

  for Al and Al2O3 were 22.5 GPA, 0.31 and 106 GPa, 0.32 
respectively while we observed these values as 4.1 GPa, 0.3 and 72 GPa, 0.21 for Al 
and Al2O3 respectively from our nanowire simulations. These differences could be 
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explained based on the fact that stress-strain behavior was calculated form MD 
simulations rather than theoretical sine curves.  
In addition to investigating perfect alumina nanowires, we also investigated the 
effect of vacancies on the mechanical responses of nanowires of diameter 2 nm. In 
experiments, the defects can be created by radiation and/or temperature [243]. 
Considering the mechanical response of defective nanowires, it was predicted that the 
ultimate strength of the alumina nanowire was more sensitive to oxygen defects 
compared to aluminum defects (as shown in Figure 5-2). The slopes of the curves, and 
hence the Young’s moduli, of the defective nanowires remained almost unchanged 
because of the presence of the vacancies. The maximum change in the nanowire 
strength was predicted from the simulations to be between the 2% O and 7% O cases, 
which again suggested that oxygen defects play a more important role in influencing the 
mechanical responses of the nanostructures than do aluminum point defects. These 
results were consistent with results obtained by Kulkova et al. [244] for role of oxygen 
defects in metal-alumina interfaces. It is to be noted that the breaking point or ultimate 
tensile strength could be statistical in nature [237]. Hence, we carried out a separate set 
of simulations for the 7% Al case and found that there was not a significant difference in 
the results.  
In a separate set of simulations, we examined the mechanical response of an Al-
Al2O3 core shell model nanowire by cladding the Al-nanowire with alumina. This was 
done by keeping the net diameter of the nanowire of 4 nm fixed as in the previous 
numerical experiments. Aluminum cores of 2 and 3 nm diameter with rest being the 
alumina shell structure were considered. The mechanical response of these nanowire 
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systems were dominated by the properties of the Al2O3 shell, as illustrated in Figure  5-
3. This is similar to the behavior predicted in MD simulations of Si-SiO2 systems 
[245,246] where the mechanical properties of the core-shell system was governed by 
mainly SiO2. The slope of the stress-strain curve, and hence the Young’s modulus, was 
predicted to increase as the percentage alumina content increased as shown in Figure 
5-3A. Representative snapshots for Al with 3 nm diameter system are presented in 
Figure 5-3B to illustrate the brittle and metallic deformation of alumina and aluminum 
respectively. The ultimate tensile strains for the core-shell model nanowires were higher 
than in the case of the pure alumina nanowires due to Al-core. Hence, in both the cases 
brittle deformation for alumina-shell and metallic deformation behavior for Al-core 
(similar to that shown in Figure 5-3A) were predicted.   
5.2 AlN Nanowires and Nanotubes 
Next, we study the tensile properties of AlN nanowires and nanotubes using 
COMB AlN potential. Nanowire structures were constructed by carving cylinders with 
diameters of 4 nm and lengths of 10.5 nm from bulk structures; these dimensions are 
comparable to the dimensions of samples prepared experimentally by electro-
deposition. Periodic boundary conditions were applied only in z-direction, in which 
stress was applied. The nanowire and nanotube consisted of 4352 atoms and 5900 
atoms respectively. The nanostructures were then subjected to a tensile test at a strain 
rate of 1x108 s-1 ; such a high rate is typical for MD simulations [236,237]. The system 
was subjected to NPT ensemble with the Nose-Hoover thermostat and a 0.1 fs time-
step. The results of the simulations are illustrated in Figure 5-4. The nanowire is found 
to elastically deform upto 0.05 strain and then atomic rearrangement takes place upto 
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point C. We also observe formation of chain like molecule formation at point D. Such 
behavior is also observed for TiO2 nanowires using Morse empirical potential [247] 
deformation process. 
Next, we deform the AlN nanotube with similar MD settings for nanowire 
discussed above. The Young’s modulus found was comparable to that of experiments. 
Brittle fracture behavior was noticed for the nanotube deformation with notch formation 
(as shown in  Figure 5-5 snapshot C). Next, we compared the maximum stress th

and 
associated strain th

 to  conventional theory [242] in which these quantities are 
expressed in terms of elastic constant E , surface energy  and interlayer distance d: 
Based on our empirical potential fitting database and using eq. 5-1 and 5-2, the 
calculated th

 and th

 for AlN was 113 GPa, 0.42 respectively while we observed these 
values as 25 GPa, 70 GPa and 0.15 and 0.17 for nanowire and nanotube respectively. 
These differences could be explained based on the fact that stress-strain behavior as 
calculated form MD simulations rather than theoretical sine curves. In a nutshell, the 
results suggest that the COMB3 potential can be used to elucidate the mechanical 
responses for AlN nanostructure. 
5.3 Summary 
 In this section it was shown that COMB potential can be used to reproduce 
experimental data for mechanical properties for nanostructures of metal and ceramics in 
one formalism. Oxygen defects were found to play more important role in Al2O3 
nanowires than Al defects. The deformation behavior of core-shell model was found to 
be consistent with the metallic and brittle nature of fracture in the system. The elastic 
A B C 
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constants for AlN nanowire and nanotubes were also found to agree well with 
experiments. The snapshots provided the atomistic phenomenon that occurred during 
tensile loading. Results from the mechanical deformation data were reasonably 
comparable with the conventional Griffith’s theory data. 
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B 
 
C 
Figure 5-1. Stress-strain plots for nanowires. A) Al and B) Al2O3 nanowires of 10.5 nm 
length and 2 nm in diameter that were predicted to exhibit ductile and brittle 
deformation mechanisms, respectively.  Stress is applied in the direction 
parallel to the long axis of the nanowires and is color-coded in the snapshots. 
C) Zoomed-in, cross-sectional view of snapshot B, where localized stress 
concentration is predicted to occur. 
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Figure 5-2. Effect of point defects on the mechanical properties of alumina nanowires. 
The tensile strength and Young’s modulus decreased more due to oxygen 
vacancies than aluminum vacancies. 
  
 124 
  
A 
B 
Figure 5-3. Tensile test of Al-Al2O3 core-shell model. A) Stress-strain curve for Al-Al2O3 
core-shell model along with pure Al and Al2O3 nanowires. B)  Snapshots of 
the 3 nm Al core model where the atoms are color-coded by charge.  
1.304e -1.049e 
-1.049e 1.304e 
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Figure 5-4. Deformation of AlN nanowire. Molecular chain are observed during 
deformation process 
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Figure 5-5. Deformation behavior of AlN nanotubes. 
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CHAPTER 6 
SCREENING OF OPTOELECTRONIC MATERIALS  
6.1 Lanthanide Doped YAG 
6.1.1 Introduction  
Lanthanide (Ln) doped and co-doped yttrium aluminum garnet (YAG) has a wide 
range of applications including light emitting diodes (LED) [248], lasers [249], phosphors 
[250], infrared pressure sensors [251] and spectral convertors for improving solar cell 
performance [252,253]. Among these, spectral conversion has recently received 
increased attention [252,254], with YAG-based materials such as Ce:YAG and Er:YAG 
[255] having high quantum efficiency. Interestingly, experimental efforts to co-dope 
Er:YAG with Ce have resulted in an increase in the quantum efficiency via enhanced 
infrared optical absorption. However, there is still a strong need for even higher 
quantum efficiencies materials, [252,254] for which a better understanding of the 
governing optoelectronic phenomenon is required. Recent, density-functional theory 
(DFT) calculations with semi-local exchange-correlation functionals revealed the atomic 
and electronic structure as well as optical transition characteristics for pure YAG [256], 
Ce-La:YAG [257] and Cr:YAG [258] . However, the semi-local exchange-correlation 
functionals used are problematic because they underestimate the band gap and predict 
an incorrect position of the f-states of the lanthanides [256,257,259-265]. Improved 
approximations to DFT, such as nonlocal hybrid functionals [266,267] and many-body 
approaches, such as the GW approximation, [268] are generally more accurate for 
electronic structure than semi-local exchange-correlation functionals. Thus, there is a 
need to apply these methods to address the drawbacks of conventional DFT and to 
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develop the systematics in optoelectronic properties trends that can be used to optimize 
performance of materials.  
In this work, we determine the optoelectronic properties of lanthanide doped and 
co-doped Ln:YAG using the Heyd-Scuseria-Ernzerhof hybrid functional (HSE06) 
[269,270], which establishes an accurate description of the electronic properties of 
materials [271,272] at a reasonable computational cost. We find through comparison 
with experimental values that the band-gap and the frequency dependent dielectric 
function of the undoped YAG host material as well as the defect levels and optical 
transitions of the Ln-doped YAG are well described by the HSE06 functional. We also 
find that the co-doping of Ce-doped YAG with any lanthanide except Eu and Lu lowers 
the energy of the optical transitions [273]. We compare materials based on presence of 
low energy infrared peaks, which are again related to the quantum efficiency of devices. 
To understand the origin of the change in optical transition energy in Ce co-doped 
system compared to Ce:YAG, we characterize the charge and bonding environment of 
the dopant atoms. We attribute the spectral shift in the co-doped materials to the 
volume change induced by the Ln atoms. We predict that that co-doping with Tb and 
Tm results in infrared optical transitions, making Tm,Ce:YAG and Tb,Ce:YAG candidate 
functional materials for efficient spectral up-conversion devices. 
6.1.2 Computational Details 
  YAG has a body centered cubic garnet structure (space group Ia3d or
10
hO ) that 
is illustrated in Figure 6-1. The structure consists of octahedrons, tetrahedrons, 
dodecahedrons and oxygen shared at corners and may be considered as Y3Al2Al3O12 
i.e. A3B2’B3’’O12 structure, in which the A ions are dodecahedral coordinated, B’ is 
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octahedral coordinated, B’’ is tetrahedral coordinated, and oxygen are at corners. One 
cubic primitive cell of YAG consists of 160 atoms. The Y atoms occupy 24 dodecahedral 
sites, O atoms occupy 96 sites, aluminum is found at two different sites- octahedral (16) 
and tetrahedral (24). The DFT calculations are performed using the Vienna Ab-initio 
Simulation Package (VASP) [122,123] and the projector-augmented wave (PAW) 
method [274]. The doping is modeled by substituting a lanthanide for an yttrium atom in 
a 160-atom cubic simulation cell of YAG with a chemical formula Y(3-x)LnxAl5O12 (x = 
0.125).  
This concentration lies approximately in the middle of the  range of experimental 
concentrations: x = 0.03 to 0.3 [275,276]. The Ce co-doped system is considered with 
an effective composition of Y2.75Ce0.125Ln0.125Al5O12. The calculations are done in two 
steps: first, the atomic structure is optimized using the semi-local exchange-correlation 
functional by Perdew, Burke and Ernzerhof (PBE) [277]. Second, the electronic 
structure is calculated using the HSE06 exchange-correlation functional [269,270]. The 
inclusion of 25% of exact exchange for short distances in the HSE06 functional 
improves the band gap by recovering the derivative discontinuity of the Kohn-Sham 
potential for integer electron numbers [278,279]. The orbitals are expanded in a plane-
wave basis with an energy cutoff of 400 eV. A 4×4×4 k-point mesh is used for the 
Brillouin zone integration for the PBE functional and the Γ point for the computationally 
more demanding HSE06 functional. 
To obtain the optical properties of the doped materials, we calculate the 
imaginary part of the dielectric function from the Bloch wavefunctions and eigenvalues 
[26] :  
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,                    (6-1) 
where e is electron charge, is the cell volume, is the Fermi-weight of each k-point, 
are unit vectors along the three Cartesian directions, is the cell-periodic part of 
the pseudopotential wavefunction for band n and k-point k, q stands for the Bloch vector 
of an incident wave, c and v stand for conduction and valence bands,  stands for 
eigenvalues of the corresponding bands respectively. The matrix elements on the right 
side of Eq. (1) capture the transitions allowed by symmetry and selection rules [280]. 
Furthermore, the energy conservation described by the δ-function is usually 
approximated by a Gaussian-type smearing function for numerical reasons. However, it 
is difficult to resolve the specific transitions with such smearing due to the lanthanide 
dopants in the dielectric function. We therefore calculate directly the transition strength 
[258] for the Bloch wavefunctions and plot it against  at the Γ point: 
                                                (6-2) 
6.1.3 Results and Discussions 
Based on the transition strength spectrum, we identify the various transitions that 
are induced by the presence of the dopants in the material. 
For pure YAG, the lattice constant obtained is 11.993 Å, within 1% of the 
experimental value of 12.02 Å [261,262] using PBE. The volumes of the doped Ln:YAG 
systems decrease along the lanthanide row ( Figure 6-2), following the well-known 
‘lanthanide contraction’ of decreasing ionic radii along the row [281]. 
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Furthermore, the elastic constants obtained using density functional perturbation 
theory for YAG are C11=329 GPa, C12=113 GPa, and C44=109 GPa, which agree closely 
with the experimental values of 339, 114, and 116 GPa respectively [282]. This confirms 
that the PBE functional is well suited for the structural and mechanical properties of 
YAG.  
Next, we assess the electronic and optical properties of pure YAG obtained from 
the PBE and HSE06 functional to establish the accuracy of our approach. Figure 6-3A 
shows that the PBE functional predicts a band-gap for pure YAG of 4.6 eV 
underestimating the experimental value of 6.4 eV. The HSE06 functional on the other 
hands predicts a value of 6.2 eV, in good agreement with experiment. The projected 
density of states (PDOS) shows that the conduction band is dominated by the yttrium d-
states, while the valence band is dominated by the oxygen 2p states, in agreement with 
electron-loss near-edge spectroscopy (see Figure 5 of Ref. [283]). Figure 6-3B shows 
the imaginary part of the dielectric function for pure YAG, which agrees well with the 
measurements by Tomiki et al. [262,284]. The overall shape of the dielectric function for 
the PBE and HSE06 functional are very similar. However, the peak positions are shifted 
by the underestimated band-gap energy in PBE. We also verify the electronic and 
optical properties of the Ce doped YAG. Figure 6-3C shows that for Ce:YAG, the f-
states of Ce are outside the band-gap region with PBE, which is inconsistent with 
experiments [285]. On the other hand, with the HSE06 functional the Ce f-states are 
located in the gap region of YAG. The transitions strengths, 𝜂 , for Ce:YAG using PBE 
and HSE06 are presented in Figure 6-3D. The PBE functional displays various 
unphysical transitions at low energies, while the HSE06 functional shows a first peak at 
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2.66 eV in close agreement with the experimental value of 2.7 eV [286]. We further 
characterize the electronic states responsible for the transition using the angular (l) and 
magnetic (m) quantum number-projected density of states. We find that the states 
involved in this transition are dominated by occupied mixture of f-orbitals (m = -1, 1, 2, 
3) and unoccupied dyz  (m = 1) orbitals-delocalized across Ce and Y ions. The f-d is an 
allowed transition due to selection rule  (l = 2 for d and l = 3 for f-orbitals). In 
addition,  has to be satisfied for an allowed transition between f-d states. 
We now compare the electronic and optical properties of other lanthanide-doped 
YAG materials. Figure 6-4 compares the transition strength for the lanthanide-doped 
YAG with that for pure YAG (see Figure 6-5 in the supplemental material for the density 
of states). Interestingly, we observe the strongest transitions from occupied f to 
unoccupied d states for both the Ce and Pr dopants, which is consistent with 
experimental observations of luminescence in these materials [250]. Similar to Ce:YAG, 
the predicted transition energy of 4.13 eV for Pr:YAG agrees well with the experimental 
value of 3.9 eV [287]. Furthermore, we establish the effects of co-doping with other 
lanthanides on the electronic and optical properties of LnCe:YAG. Figure 6-6 shows the 
transitions strength spectra for the co-doped LnCe:YAG and Table 6-1 provides the 
energies and associated states for the most important optical transitions. We find the 
co-doping of Ce:YAG with La, Pr, Nd, Pm, and Gd red-shifts, while Lu blue-shifts the d 
to f transitions of 2.66 eV. The predicted shifts are consistent with the experimentally 
observed red shift for La and Gd and blue shift for Lu co-doping of Zhang et al. [273]. 
For this series of lanthanide dopants (La, Pr, Nd, Pm, and Gd), the states dominating 
the optical transition are cerium d and f states. For the other co-dopants, the states 
Dl =±1
0m
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dominating the optical transition appear to have strong contributions from the f and d 
orbitals of the lanthanide co-dopants. 
Peaks at 2.6 eV of Ce and 4.13 eV of Pr are comparable to experiments. 
To identify the cause of the shift of the optical transition with co-doping across 
the lanthanide series, we calculate the charge of the ions using the Bader method [288] 
and determine the change in volume and in Ce-O bond length for the different co-
dopants. We observe that the optical transition energy is correlated with the Ce-O bond 
length, which changes with the lanthanide co-dopant.  
To further elucidate this phenomenon in Figure 6-9 we show how the volumetric 
strain and the resulting change in Ce-O bond length affects the transition energies for 
the Ce:YAG system, for a range of volumes comparable to that of the co-doped 
systems. The small compressive strains induced by the La, Pr and Lu dopants result in 
a similar shift to that predicted for the volumetric strain. For the smaller Nd, Pm, and Gd 
dopants, we observe that the increased compressive strains enhances the red shift 
compared to the volume strain. We speculate it could be attributed to the anisotropy of 
the dopant-induced strain.  
Interestingly, we observe infrared transitions for the cases of doping with TbCe, 
ErCe and TmCe. These dopant combinations result in available occupied and 
unoccupied f orbitals within the infrared range (see density of states shown in 
supplemental material). All other lanthanide co-doped systems only exhibit allowed f-d 
transitions. In the case of Er,Ce:YAG, experiments have already shown this material to 
be a high quantum efficiency up-conversion material [254]. Hence, due to the presence 
of these infrared transitions, which are related to quantum efficiency[280], we suggest 
Tb,Ce:YAG and Tm,Ce:YAG may also be useful up-conversion materials.  
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6.2 Pb Replacement in CH3NH3PbI3 
6.2.1 Introduction 
Methylamine lead iodide (CH3NH3PbI3 or MAPbI3) has revolutionized the area of 
photovoltaic applications due to its high efficiency and low cost compared to 
conventional inorganic material based technology [289]. However, the toxicity of lead 
hinders the commercial utilization of the material at large scale. Lead poisoning can 
cause a variety of diseases to various organs and tissues, including the heart, bones, 
intestines, kidneys, and reproductive and nervous systems [290]. Recently, tin (Sn) was 
proposed as the non-toxic replacement of Pb, but it suffers from the instability issue due 
to its existence in multiple oxidation state; +2 and +4 [291,292]. Hence, a high 
throughput screening of material based on a reliable and computationally efficient 
method such as density functional theory (DFT) [20] is necessary to guide the 
experimental exploration for solving the problem. As mentioned above, it is necessary 
for the replacement material to remain stable in a +2 oxidation state in its halide form as 
the hybrid material is generally prepared via solution route using the halide of the 
material and methylamine [293,294]. Hence, lists of elements from the periodic table 
with +2 oxidation state were chosen for DFT calculations. Important criteria used during 
screening of the material was the band-gap (Eg) of the material satisfying Shockley and 
Queisser (SQ) [295] (Eg ~ 1.7 eV to 3.3 eV), Goldschmidt’s tolerance [296] factor (
 IX
IMA
rr
rr
t



2 , for MAXI3, r represents ionic radii), absorption coefficient (used in 
calculation for maximum solar efficiency [297]), and carrier effective mass [298] (for 
electron, me; for hole, mh).  
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Although originally introduced by Weber [299], Kojima et al. [300]  introduced 
MAPbI3 for solar cell applications in 2009, there is still much to be done in terms of DFT 
study for the hybrid material such as MAPbI3. To list a few of them, Mosconi e al.[301] 
studied the structural and optical properties of CH3NH3PbX3 and  CH3NH3PbI2X 
perovskites (X = Cl, Br, I). They showed DFT can successfully be used to calculate both 
lattice constant and band-gap of the material, comparable to experiments. Jishi et al. 
[302] compared the structural and electronic properties of  CH3NH3PbI3, CH3NH3PbBr3, 
CsPbX3 (X=Cl, Br, I), and rubidium lead iodide (RbPbI3) using TB-mBJ exchange-
potential. Feng et al. [303] studied the tetragonal and orthorhombic structures of the 
material and showed the effective masses were anisotropic in nature and also 
calculated the theoretical absorption spectra of the material. Furthermore, they showed 
that van der Waals interactions were important for obtaining the accurate equilibrium 
cell volumes from DFT. In a later work, Feng et al. [304] showed that using Sn as 
substituent of Pb, absorption efficiency could be increased due to reduction of bandgap 
of the material and they confirmed that the orthorhombic representation [305] for the 
hybrid material is justifiable over tetragonal and cubic structures. Amat et al. [296] 
showed the importance of Goldshmidt factor for the hybrid material and showed its 
importance in determining structural stability using first-principle calculations. Umari et 
al. [306] studied the effect of various levels of DFT (spin-orbit coupling, GW-methods) 
on the electronic properties such as band-gap and effective mass for CH3NH3 (Sn, Pb) 
I3 to confirm the necessity of these high-level calculations. Haruyama et al. [307] 
showed the effect of surface terminations on stability and electronic properties of 
MAPbI3. They showed flat terminations under the PbI2 rich condition were 
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advantageous in regards to solar cell performance. While there are so many ongoing 
works for optimizing the stability and efficiency of the hybrid pervoskite materials, not 
much has been done for lead replacement elements options.  
It is to be noted that the lead iodide crystallizes into rhombohedral, P-3m1 space 
group. Hence, iodides with same space group with band-gap in the visible region, 
appropriate Goldschmidt’s factor, absorption coefficient comparable to MAPbI3 within 
visible range and low effective mass of carriers should be preferred over others as 
potential replacement candidates. Goldschmidt factor is an important factor in studying 
the stability of pervoskite materials of type ABX3. For a stable pervoskite the factor is 
closer to 1.0. However, for the present case of MAXI3 (X = replacing element of Pb), MA 
is a molecular specie instead of a monoatomic ion. Hence, the ionic radius of MA is 
controversial. Amat et al. [296] calculated  the effective ionic radius of the molecule 
based on DFT to be 2.7 Å for MAPbI3, while Yin et al. calculated it to be 2.37 Å [297]. 
Here, we take the data by Amat et al. [296] for the calculation of Goldschmidt’s factor. 
Based on this data, and the ionic radii of the divalent substituent ion, the factor was 
calculated and shown in Table. 6-2. 
6.2.2 Computational Details 
All calculations were carried out using Vienna Ab initio Simulation Package 
(VASP) package [122,308]. An  structure consisting of 48 atoms was taken and its 
complete structural optimization was performed with  a 4x4x4 k-mesh using Perdew, 
Burke and Ernzerhof (PBE) functional [277] and with van der Waal’s interaction 
(PBE+D2) [309] separately. A 2x1x2 supercell for the structure is shown in Figure 6-10. 
The projector-augmented wave (PAW) approach, developed by Bloch in VASP was 
used for the description of the electronic wavefunctions.  Plane waves have been 
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included up to an energy cut-off 600 eV. The energy criterion convergence was 10-6 eV. 
Grimme’s D2 parameters [309] were taken for including van der Waal’s interactions. 
Scalar relativistic effects were taken into account in the pseudopotential. After the 
geometric optimization, hybrid functional to Heyd-Scuseria-Ernzerhof (HSE06) based 
electronic optimization was carried out on the geometrically optimized structure from D2 
correction at gamma point only. Hybrid functional is employed because it is proven to 
give better understanding of the electronic properties of material [271,272] at much 
reasonable computational cost. Hybrid functional mix 25 % of exact nonlocal exchange 
of Hartree-Fock theory [310] with the density functional exchange. Subsequently, effect 
of spin-orbit coupling was also monitored along with hybrid functional. The effect of 
spin-orbit coupling [311] becomes necessary especially for the heavy atoms such as 
transition elements and group-IV elements. Absorption coefficient was obtained from 
calculating dielectric function for materials, which is obtained from eq. (6-1): 
Here the indices c and v refer to conduction and valence band states 
respectively, uck and wk are the cell periodic part of the orbitals and weight of  k-point  
respectively. Ω is cell volume and e is electronic charge. The effective mass of the hole 
and electron are obtained by fitting parabolic expression eq. 6-3 around gamma point in 
Brillouin zone, diagonalizing the matrix A then taking inverse of the matrix as in eq. 6-3 
at the band extremes. 
       Tiiji kkAkkkEkE  

2
2
                                                                          (6-3) 
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where  kE

represents the eigenenergies at the band extremes, that is, the values at 
the gamma point, k

 in the Brillouin zone. The tensor Aij is related to the effective mass 
tensor  
*
ijm  by 
  
 

3
1
3
1
*
1
i j ij
ij
m
A
                                                                                                            (6-4) 
6.2.3 Results and Discussions 
Contrary to the expectations that PBE would underestimate the bandgap 
[257,259], the bandgap value obtained is closer to experimental value of 1.6 eV. In 
addition, the reduced mass obtained from the PBE calculation was 0.18*me, which is in 
fair agreement with experimental data of 0.15*me. It indicates DFT can describe well the 
electronic properties of MAPbI3. On the other hand, the bandgap obtained for Sn-based 
pervoksite is 0.80 eV with PBE while the experimental value is 1.2 eV, which is close to 
our HSE calculation of 1.15 eV. Due to such unbalanced description, the band-gap 
values are presented for all the proposed materials with various level of DFT theory as 
shown in Table. 6-2 and 6-3. It shows the bandgap values of obtained from various 
theories vary in a reasonable range. However, HSE+SO should be considered more 
accurate calculations compared to others. The lattice constants are shown with D2 
correction. The lattice constants decrease due to inclusion of D2 corrections, which is in 
agreement with work by Feng et al. [303], discussed above. The effective mass values 
in x [100], y [010] and z [001] directions were calculated using PBE only as it is 
computationally expensive to calculate dense k-mesh energies using hybrid functionals. 
Some of the materials have very high effective masses compared to others, which is 
undesirable. Anisotropic effective masses were discovered in these materials, as 
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discussed above, but anisotropic materials are also not suited for photovoltaics during 
uniform wafer fabrication. 
Alkali metals iodide are generally in +1 oxidation state, hence they were excluded 
in the present search. Alkaline earth materials were selected as they have iodides in +2 
state. Among them, magnesium shows promising feature of band-gap within the visible 
region, low effective mass values and reasonable absorption coefficient (Figure 6-11A) 
compared to MAPbI3 and MASnI3. Different effective masses in different directions 
indicate the material could have anisotropic conductivity in different directions. In 
addition MgI2 has crystallizes into P3m1 group which is similar to PbI2, hence Mg is 
predicted as a potential replacement for Pb. Based on Goldscmidt’s factor, the Ca 
based material should be more stable than the Mg, however Ca doesn’t have band gap 
in visible region as shown in Table. 6-2. While alkaline earth metals are generally in +2 
oxidation state, the transition elements can exist in multiple oxidation states, which is 
undesirable due to instability issue. Iodides of Cobalt (Co), Palladium (Pd), Zinc (Zn), 
Cdmium (Cd) are generally in +2  state, while Ti and V is prone to go to +4 state. 
However, TiI2, VI2, CoI2 and PdI2 have same space group as PbI2. All of the transition 
metal organo halides studied here have the bandgap within visible region, however, 
based on the effective mass calculation Pd and Zn have lower effective masses. In 
addition, the Goldschmidt’s factor for these materials is comparatively higher than the 
alkaline earth materials signifying their lesser stability. Among the transition metal 
series, Ti, V and Cd has relatively less Goldschmidt factor, but Ti has very high carrier 
effective mass. Based on the absorption coefficient (Figure 6-11) Zn, Cd and Co have 
relatively higher absorption compared to other transition metals discussed here. 
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Furthermore, although the iodides of Ge and Si, which are in same periodic table group 
as Pb, have their iodides in +4 state, it was academically interesting to study their 
behavior using DFT. Both of the materials have bandgap in the visible region and they 
have reasonable better effective masses compared to other materials. Based on the 
absorption coefficient plot (Figure 6-11C), these materials are predicted to have higher 
absorption compared to even Pb based compounds. For Si, there are no divalent 
iodides, however, for Ge the Goldschnmidt factor is not very high and based on its 
absorption behavior it is compelling to form this compound. Here, although the material 
is studied in orthorhombic group, it may lead to other phases such as tetragonal and 
cubic phase, but previously it has been that the band-gap and other relevant properties 
are not much affected after the phase change.  
Further to the above-mentioned information, the absorption coefficient, the 
relative band alignment of the materials is also an important issue. Hence, the 
conduction band minima (CBM) and valence band maxima (VBM) data are compared 
for the materials as shown in Figure 6-12. Among alkaline materials, Mg has closest 
resemblance to the VBM and CBM of MAPbI3. Ca, Sr has very large differences of the 
CBM and VBM, which is also consistent with their bandgap. Hence they might not be 
suitable at all for solar cell applications. Among transition elements Zn, Cd and Co are 
better candidates for applications. Among group IVA, Ge and Si are possible 
replacements for Sn. However, as discussed earlier both of these materials are 
unstable due to their existence in +4 oxidation state. 
6.3 Summary 
In conclusion, we have demonstrated that semi-local exchange-correlation 
functional PBE accurately reproduces the structural and elastic properties of the YAG, 
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while the hybrid exchange-correlation functional HSE06 can, in addition, accurately 
describe the experimental band-gap and f-band positions. We predict that co-doping 
Ce:YAG with Tm or Tb results in optical transitions very close or even lower in energy 
than ErCe:YAG; we thus anticipate these materials will have quantum efficiencies 
comparable or higher than ErCe:YAG. We find that the lanthanide co-doping of Ce:YAG 
with La, Pr, Nd, Pm, Gd, and Lu results in a redshift of the optical transition frequency 
that is mainly attributed to strains of the bonding environment around the Ce-dopant. 
The transition strength methodology used here is directly applicable to more general 
problems involving for instance, semiconductors, perhaps leading to better 
understanding of underlying optoelectronic phenomena. We believe the findings of the 
work can be utilized in building systematics and making experimental samples with 
required material properties.  
Next, major problems in substituting Pb from CH3NH3PbI3 are discussed and 
then elements from periodic table are identified that might be suitable for photovoltaic 
applications. From alkaline earth Mg, from transition elements Zn, Cd, Co and from 
group IVA Ge is predicted to be a replacement material apart from Sn, which has 
already been studied. These results can guide experiments and save time during their 
search for lead-replacement material. 
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Table 6-1. Predicted major electronic transitions below 3 eV. 
Name f-d transition (eV) f-f transition (eV) 
LaCe 2.61,2.92  
PrCe 2.59,2,91  
NdCe 2.52,2.83  
PmCe 2.44,2.75  
EuCe 2.77,2.98  
GdCe 2.2,2.54,2.92  
TbCe 2.2,2.5,2.96 1.24,1.38,1.55 
DyCe 2.96 2.16,2.2,2.46,2.83 
HoCe 2.46,2.95 2.13,2.17,2.21 
ErCe 1.67,2.19,2.96 1.29,1.37 
TmCe 2.15,2.44,2.93,2.98 0.73,1.02 
LuCe 2.68,2.97  
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Table 6-2. Band-gap, Goldschmidt’s factor, lattice constant for various MAXI3. PBE 
represents Perdew, Burke and Ernzerhof (PBE) functional, PBE+D2 is PBE 
with Grimme’s D2 correction term. HSE stands for Heyd-Scuseria-Ernzerhof 
functional. +SO represents HSE along with spin orbit coupling. PBE and 
PBE+D2 are used for separate geometric optimization. However, for 
electronic calculations structures from PBE+D2 are used. 
 
 
Table 6-3. Electron and hole effective mass in different directions for various MAXI3 with 
PBE+D2  
X  mh   me  
 [010] [001] [100] [010] [001] [100] 
Pb 0.23 0.25 0.26 0.84 0.67 0.10 
Sn 0.04 0.07 0.08 0.75 0.46 0.03 
Be 0.56 1.62 .6.79 0.74 0.47 0.47 
Mg 0.56 1.24 1.83 0.36 0.28 0.28 
Ca 0.47 2.12 5.61 0.53 1.30 0.94 
Sr 0.69 2.37 11.96 0.39 0.38 0.31 
Ti 137.2 0.83 0.68 31.2 0.55 0.51 
V 48.7 0.9 0.8 4.12 3.97 0.31 
Co 2.24 6.5 61.5 6.6 13.4 13.9 
Pd 0.590 1.080 1.552 2.03 0.62 0.57 
Zn 0.598 1.794 2.634 0.51 0.47 0.35 
Cd 0.635 2.71 6.92 0.3 0.3 0.3 
Si 0.029 0.049 0.1 0.03 0.81 0.52 
Ge 0.08 0.11 0.13 0.78 0.61 0.05 
  
X   Gap  Gold a b c 
 PBE +D2 HSE +SO     
Pb 1.73 1.67 2.30 1.38 0.99 8.74 12.53 8.46 
Sn 0.80 0.60 1.15 0.87 - 8.74 12.29 8.40 
Be 2.70 2.53 3.54 3.39 1.28 8.49 12.39 7.40 
Mg 1.47 1.76 2.68 2.49 1.16 8.39 11.78 7.93 
Ca 3.77 3.82 4.99 4.73 1.05 8.67 12.33 8.32 
Sr 3.84 3.94 5.02 4.72 1.04 8.82 12.74 8.75 
Ti 1.52 0.54 1.91 2.26 1.10 8.27 11.36 7.84 
V 0.10 0.09 0.64 2.72 1.13 8.15 11.28 7.71 
Co 0.13 0.26 1.43 2.28 1.25 8.07 11.21 7.51 
Pd 1.65 1.55 0.80 0.70 1.16 8.25 11.32 7.70 
Zn 1.36 1.12 2.07 1.88 1.21 8.58 11.90 7.68 
Cd 0.96 0.93 1.81 1.53 1.12 8.54 12.07 7.94 
Si 0.08 0.04 0.22 0.56 - 8.43 11.55 7.98 
Ge 0.84 0.72 1.25 1.09 1.15 8.48 11.84  8.06 
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Figure 6-1. Unit cell of YAG with different sites are shown. 
  
 
               
Y 
Al-tetra. 
O 
   Al-octa. 
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Figure 6-2. Normalized volume vs. atomic number plot for Ln:YAG and LnCe:YAG. The 
volumes of the system decrease along the lanthanide row, which can be 
explained by lanthanide contraction. V0 is the volume of pure YAG. 
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Figure 6-3. Optoelectronic properties of pure YAG. A) The projected density of states for 
pure YAG using the PBE and HSE06 functional show that HSE06 predicts a 
band gap in agreement with experiments, B) The dielectric function for pure 
YAG using PBE and HSE06, C) The projected density of states for Ce-doped 
YAG shows that the Ce-d and f-states are located inside the gap-region of 
YAG using HSE06,  D) All possible transitions near the band-gap show that 
HSE06 reproduces the experimental emission wavelength for Ce:YAG. The 
Fermi energy is set to zero for density of states plot.  
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Figure 6-4. Transition strengths calculated using Eq.6-2 are shown for all lanthanides. 
Peaks at 2.6 eV of Ce and 4.13 eV of Pr are comparable to experiments. 
 
Figure 6-5. Spin- up-down, lm-projected density of states showing d (blue) and f (red) 
states for Ln in Ln:YAG. The energy axis is shifted based on the maximum 
occupied d bands of the Ln. Corresponding Fermi-energies are shown by 
black vertical lines. Occupied f and unoccupied d states are near the visible 
region only for Ce, Pr dopants.  
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Figure 6-6. Transitions near visible spectrum for co-doped systems. For co-doping of Ce 
with other lanthanides, a blue shift is observed for Eu and Lu, while a red shift 
is observed for other lanthanides.  
 
Figure 6-7. Density of states for Ce d (blue) and f (red) states, lanthanide’s d (green), f 
(orange) in co-doped systems. Shift in f-states are observed for Eu and Lu 
case. Occupied Ce-f states and unoccupied lanthanide f states are available 
for TbCe, ErCe and TmCe only. 
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Figure 6-8. Bader charge analysis for Ln:YAG and LnCe:YAG showing the Bader 
charge increases along the lanthanide row, with a dip that suggests that Eu 
prefers the 2+ charge state. 
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Figure 6-9. Transition energies versus minimum in distribution of Ce-O bond lengths for 
volume strained and co-doped CeYAG.  Both of the curves follow similar 
trends.   
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Figure 6-10. showing 2x1x2 supercell for orthorhombic CH3NH3PbI3 . Red, purple, 
green, black, blue balls in the figure represent lead, iodine, hydrogen, carbon 
and nitrogen atoms respectively. 
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                   A                                        B                                          C 
Figure 6-11. Absorption coefficient obtained from HSE+SO calculation for the various 
materials discussed above. Among alkaline earth elements Mg, among 
transition elements Zn, Cd, Co and among group IVA Ge have comparatively 
high absorption among respective groups. Absorption of MAPbI3 is also given 
for reference. 
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Figure 6-12. Valence band maxima (VBM) and conduction band minima (CBM) 
positions for the proposed materials compared to MAPbI3.Sn, Ti, Co, Zn, Cd, 
Ge are comparatively closer to MAPbI3. 
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CHAPTER 7 
CONCLUSIONS 
In this thesis, computational materials modeling methods were used to 
investigate multiple problems related to defects of various types associated with 
materials of different types. For instance, empirical potential based molecular dynamics 
simulations were used examine the surface modification of polymers due to energetic 
polyatomic ion deposition, as well as the thermodynamics and mechanics of metal-
ceramic interfaces and nanostructures. In addition, density functional theory was used 
to screen substituents in optoelectronic materials.  
First, surface modification of amorphous polymers PS and PMMA with 
polyatomic ion beams was carried out with REBO potential. The primary goal of the 
work was to quantify the atomistic phenomenon based on the density profile analysis, 
mass-spec analysis of products formed and sputtered, surface roughness and 
specification of preferred sites on monomers. The results clearly indicated the preferred 
site on monomer changes with incident beam energy and number of saturated bonds in 
the ion beam. It also quantified the upper limits for constituents atoms in the 
computational mass-spec analysis of products formed and sputtered after deposition 
events. The depth profile showed that for a given  energy and chemistry of the ion 
beam, the maximum depth that the ion beam could be modify, and the nature of the 
surface modification, could be predicted computationally.  
Second, a third-generation COMB potential was developed for the Al/Al2O3/AlN 
system to provide understanding of the atomistic phenomena that take place at the 
interface and at nanostructures. This COMB3 potential could not only reproduce the 
experimental and ab-inito data to which it was fit, but also predicted the work of 
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adhesion of the interface structures and the elastic modulus of the nanostructures 
comparable to the experiments. The snapshots for interfaces and nanostructures during 
calculations and simulations demonstrated the atomistic events that occur during the 
processes. The potential has the appeal to extend it across other elements in the 
periodic table for fulfilling the long cherished dream of a charge based reactive unified 
force-field for materials for computational material science investigations. It is possible 
to extend the Al-O-N potentials for Ni, Pt, Zn and Ti elements, work that is being 
undertaken by others. 
Third, the effect of defects on the electronic and optical properties of materials 
were carried out for Y3Al5O12 and CH3NH3PbI3. The results clearly indicated use of 
hybrid functional as a suitable candidate for optoelectronic studies because of its 
excellent agreement with experimental data. The red-shift and blue-shift of absorption 
energy peak due to co-doping in Ce:YAG was correlated with the change in bonding 
environment around Ce-atom. The results also demonstrated possibility of new highly 
efficient materials using co-doped YAG. Computational prediction for substitution of 
toxic Pb with other non-toxic elements in CH3NH3PbI3 were predicted. These predictions 
are guiding on-going experimental work.. 
Summing up, this thesis established the importance of defects in materials and 
elucidated how computational materials methods can be used to tailor the properties of 
defect-mediated materials. 
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APPENDIX 
POTENTIAL PARAMETERS FOR COMB POTENTIALS DEVELOPED IN THIS WORK 
The atomic and electrostatic parameters of COMB potentials for pure elements 
(Al, O, and N) are given in Table A-1, while the bond-typed parameters for pure 
elements and binary systems (Al2O3, and AlN) are given in Tables A-2 and A-3. 
Table A-1. Atomic and electrostatic parameters of pure elements (Al, O, N) for COMB3 
potentials. 
Parameters Al O N   
X (eVe
-1
)
 
3.10166 6.59963 6.209731   
J (eVe
-1
)
2 
3.53243 3.10166 9.29225   
K (eVe
-1
)
3 
0.48166 0.76043 -1.25446   
L (eVe
-1
)
4 
0.0 0.0 0.286350   
ξ (Ặ-1) 2.1433 2.14331 1.438711   
Z (e) 0.052709 -1.53917 -0.552136   
P
χ
(eV.e
-3
.r
-3
) 1.5063 3.25885 3.7385490   
P
J
(eV.e
-3
.r
-3
) 0.2 0.30569 0.5167863   
DU (Ặ) -0.03512360 -1.21395 0.5167863   
DL (Ặ) 0.0105133 0.0076644 0.1969380   
QU (e) 3.00000000 6.0000000 5.000000   
QL (e) -5.000 -2.00000000 -3.000000   
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Table A-2. COMB3 pairwise and bond-order parameters for Al2O3. 
Parameters Al-Al Al-O O-Al O-O 
 eVAij
 
473.3379 1818.689 1818.689 4956.339 
 eVBij
1
 
242.8881 22.189 22.189 688.163500 
 eVBij
2
 
0.0000 0.0 0.0 0.0 
 eVBij
3
 
0.0000 0.0 0.0 0.0 
λ (Ǻ-1) 1.8617 4.177 4.177 5.295 
1
ij (Ǻ-1) 
1.4993 1.0115 1.0115 3.259 
2
ij (Ǻ-1) 
1.1 0.0 0.0 0.0 
3
ij (Ǻ-1) 
0.6858 0.0 0.0 0.0 
 (Ǻ-1) 
1.4993 0.0 4.31 3.259 
b6 0.0000 0.0 0.0 -1.0257 
b5 0.0000 0.0 0.0 -0.1700 
b4 0.0000 0.0 0.0 2.0153 
b3 0.0000 0.0 0.0 -2.2384 
b2 0.0000 0.0 0.0 1.1852 
b1 0.0000 0.0 0.0 2.7092 
b0 0.0327 0.0005 0.3225 2.18446021 
R (Ǻ) 3.4 2.4 2.4 1.7 
S (Ǻ) 3.7 2.7 2.7 2.1 
LP0 0.0 -0.03 0.0 0.0 
LP1 -0.00687 1.0 0.0 0.0 
LP2 -0.00446 1.0 0.0 0.0 
LP3 -0.04001 1.6 0.0 0.0 
LP4 -0.01405 0.0 0.0 0.0 
LP5 0.003549 0.0 0.0 0.0 
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Table A-3. COMB3 pairwise and bond-order parameters for AlN. 
Parameters Al-Al Al-N N-Al N-N 
 eVAij
 
473.3379 1677.4790 1677.4790 7654.97300 
 eVBij
1
 
242.8881 241.88890 241.88890 2102.2960 
 eVBij
2
 
0.0000 0.0 0.0 0.0 
 eVBij
3
 
0.0000 0.0 0.0 0.0 
λ (Ǻ-1) 1.8617 3.56577 3.56577 5.21803 
1
ij (Ǻ-1) 
1.4993 1.81353 1.81353 3.73854 
2
ij (Ǻ-1) 
1.1 0.0 0.0 0.0 
3
ij (Ǻ-1) 
0.6858 0.0 0.0 0.0 
 (Ǻ-1) 
1.4993 1.16517 0.0 3.738549 
b6 0.0000 0.0 0.0 -1.0257 
b5 0.0000 0.0 0.0 -0.1700 
b4 0.0000 0.0 0.0 2.0153 
b3 0.0000 0.0 0.0 -2.2384 
b2 0.0000 0.0 0.0 1.1852 
b1 0.0000 0.0 0.0 2.7092 
b0 0.0327 0.074639 1.5931860 1.6913250 
R (Ǻ) 3.4 2.56 2.56 2.0 
S (Ǻ) 3.7 2.96 2.96 2.3 
LP0 0.0 -0.03 0.0 0.0 
LP1 -0.00687 1.1 0.0 0.0 
LP2 -0.00446 1.0 0.0 0.0 
LP3 -0.04001 0.0 0.0 0.0 
LP4 -0.01405 0.16 0.2 0.0 
LP5 0.003549 0.0 1.1 0.0 
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