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ABSTRACT
Water distribution system design is a challenging optimisation problem with a high number of search
dimensions and constraints. In this way, Evolutionary Algorithms (EAs) have been widely applied to
optimise WDS to minimise cost subject whilst meeting pressure constraints. This paper proposes
a new hybrid evolutionary framework that consists of three distinct phases. The first phase applied
CMA-ES, a robust adaptive meta-heuristic for continuous optimisation. This is followed by an
upward-greedy search phase to remove pressure violations. Finally, a downward greedy search phase
is used to reduce oversized pipes. To assess the effectiveness of the hybrid method, it was applied to
five well-known WDSs case studies. The results reveal that the new framework outperforms CMA-ES
by itself and other previously applied heuristics on most benchmarks in terms of both optimisation
speed and network cost.
Keywords Water Distribution Systems · Optimization · Covariance Matrix Adaptation Evolution Strategy (CMA-ES) ·
Greedy Search · Heuristic.
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1 Introduction
Water distribution systems (WDSs) are expensive to construct [1] and difficult to modify once in place. Careful design
of WDS systems can lead to significant cost savings. As a consequence, optimisation of WDS design is a long-standing
topic for research.
The optimisaton problem is framed as a problem of minimising the cost of WDS construction subject to given constraints
in head-pressure at each WDS network node. The optimisation problem is challenging because relationships between
individual pipe sizes and pressure at nodes are non-linear. In addition, the search problem, for non-trivial networks, is
non-convex with many local minima in the cost function. Moreover, the problem constraints are quite complex, with
detailed requirements for head pressures and, commonly, restriction of pipe sizes to discrete values.
During the last two decades, a wide variety of Evolutionary Algorithms (EAs) has been applied to the problem of
optimizing the design of WDSs. EAs offer flexibility in their design parameters and work robustly in multi-modal,
nonlinear and non-convex fitness spaces compared with traditional optimization methods such as linear [2] and
nonlinear programming [3]. In early work with EAs good results have been achieved by standard genetic algorithms
(GA) [4, 5]. Later work modified a standard GAs with an additional heuristic selection phase (the Prescreened Heuristic
Sampling Method (PHSM)) for initialising the population of the GA [6]; Other EAs applied include Ant Colony
Optimization (ACO)[7, 8] and modified versions of ACO including the Max- Min Ant Systems [9, 10] and the adaptive-
convergence-trajectory ACO [11]. Other heuristic approaches have included, Simulated Annealing (SA) [12], Scatter
Search [13], the Shuffled Frog Leaping algorithm [14], Particle Swarm Optimisation (PSO) [15, 16] and heuristics
embedding Differential Evolution (DE) [17, 18, 19]. Still other approaches have combined heuristics including: DE
and linear-programming [20]; DE and non-linear-programming [21]; and PSO and DE [22].
Both hybridization and adaptation have considered as a proper alternative approach to developing the optimization
results. Zheng et al. [11] propose an adaptive convergence trajectory controlled idea for improving the diversification
and intensification of ACO. As a result, in two large-scale networks, better solutions are found compared with previous
methods. In 2013 [19], a self-adaptive DE with new convergence criteria represented and except the BN case study,
its performance is acceptable. A hybridization of DE and Linear Programming can be an excellent example of how
one evolutionary algorithm abilities are strengthened by a traditional optimization method that leads to modify the
convergence rate and accuracy, especially the Hanoi network results are appreciable [20]. The PSO-DE is another
hybrid method that benefits from the advantages of both PSO and DE like the ability to attain the optimum solution and
computational efficiency [22]; however, its performance did not evaluate by big networks.
Despite achieving the substantial outcomes by various rang of EAs, their performances have been considerably affected
by the initialising of algorithm parameters control in terms of efficiency and robustness. Therefore, adjusting these
parameters which are done by trial and error most of the time depends on optimisation problem characteristics. However,
in the majority of cases, it can be extremely costly in terms of computational budgets. This issue is the main reason why
recently there is an upward trend of applying adaptive and self-adaptive EAs. CMA-ES [23] is a self-adaptive, global
search algorithm designed for searching spaces consisting of many continuous variables. CMA-ES is one of the fastest
and versatile meta-heuristic search algorithms. Variants of CMA-ES often lead black-box optimisation competitions
and also it has shown to perform well in noisy, non-convex and non-separable search spaces [24].
ii
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Table 1: Software availability
Name of the Software: WDSOP
Version: 1.00
Available from: https://github.com/a1708192/WDSOP
Language: Matlab
Supported System: Windows, MacOS, Linux, Unix
Year first available: 2019
A CMA-ES search process in n dimensions works by adapting a n× n covariance-matrix C which defines the shape
and orientation of a Gaussian distribution in the search space and a vector x that describes the location of the centre of
the distribution. The distribution is used to bias the location of the next set of sampled individual solutions in the search
space. The relative performance of these individual samples is used to update both C and x. This process of sampling
and adaptation continues until search converges, or a fixed number of iterations have expired.
Hence, this research demonstrates the application and comparison of three EAs like CMA-ES, Randomized Local Search
(RLS) and 1+1EA for optimizing five case studies of WDSs in the single-objective domain, and more significantly,
focuses on improving the CMA-ES performance through the incorporation of a non-derivative and gradient-free
search techniques including Greedy Search (GS), which results in a hybrid evolutionary framework. According to the
achieved results of five networks, The hybrid method can outperform other Evolutionary methods, and its findings of
the large-scale networks show a suitable average performance which is more considerable compared with the previous
studies.
This research represents an extendable, robust and portable optimization framework for minimizing the pipe cost of
the WDSs called WDSOP. WDSOP is an adaptive hybrid evolutionary framework which is implemented by Matlab
programming language. A modular programming design (structured programming) is applied that enables researchers
to combine and modify solution components efficiently. WDSOP has been evaluated for optimizing five realistic
benchmarks in terms of the robustness and convergence rate. The only input variable of the framework is the water
distribution network name, and other control parameters are autonomously adjusted based on the optimization process.
Table 1 shows the details of the proposed Matlab framework (WDSOP).
The organization of the paper rest is as follows. Some preliminaries of methodologies are explained in section 2. Section
3 presents the details of applied case studies in this research. The experimental results and their analysis are outlined in
section 4. Finally, the conclusion and the directions of the future work are summarized.
2 Methodology
2.1 Covariance Matrix Adaptation Evolution Strategy (CMA-ES)
CMA-ES relies on three principal operations, selection, mutation, and recombination. Recombination and mutation are
employed for exploration of the search space and creating genetic variations, whereas the operator of selection is for
exploiting and converging to an optimal solution. The mutation operator plays a significant role in CMA-ES, which
utilizes a multivariate Gaussian distribution. A thorough explanation of different selection operators exposes to [25].
iii
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Indeed, CMA-ES can be a right candidate for exploring and exploiting as a deep local search which equips with
a self-adaptive mechanism for setting a suitable vector of mutation step sizes(σ) instead of having just one global
mutation step size. This is because one step size cannot be very efficient in resolving high-dimensional problems.
Applying a multivariate Gaussian distribution with the proper size of σ and mean causes the acceptable convergence
velocity and diversity [23]. The covariance matrix is computed based on the differences in the mean values of two
progressive generations. In which case, it expects that the current population includes sufficient information to estimate
the correlations favourably. After calculating the covariance matrix, the rotation matrix will derive from the covariance
matrix with regard to expanding the distribution of the multivariate Gaussian in the right direction of the global optimum.
It can accomplish by conducting an eigen-decomposition of the covariance matrix to receive an orthogonal basis for the
matrix [26, 27].
2.2 Randomized Local Search(RLS) and 1+1EA
Randomized Local Search (RLS) is the simplest single-based solution EAs. According to the practical results, sometimes
applying the simple EAs can be more efficient than complicated approaches and also RLS can be a proper choice
when the fitness function is a combinatorial optimization problem [28]. RLS begins with a candidate solution (x) and
provides in each iteration a new solution (y) by flipping one chosen variable of x randomly. In the standard version of
RLS, the mutation is done by a uniform distribution which leads to a non-curved and noisy local search, but we prefer
to use a normally distributed mutation. The advantage of RLS is that in each iteration, just one pipe size of the network
is changed. This attribute leads to approaching a near-optimal solution step by step; however, it can be so costly for a
large-scale network. In the following, the pseudo-code of RLS can be seen by the Algorithm 1. where UB and LB are
Algorithm 1 The RLS
1: procedure THE RLS
2: Initialization
3: LB=Min(Diameters);UB= Max(Diameters)
4: Xiter ∈ {LB,UB}N uniformly at random . Generate first feasible design
5: while Stopping Criteria do
6: Mutation
7: Create Yiter = Xiter independently for each i ∈ {1, 2, ..., N}
8: Yiter = N(µ, σ = 0.5 ∗ (UB − LB)) . Mutate one random variable of Yiterby normally distributed
random
9: Selection
10: if (f(Yiter) ≤ f(Xiter)) then
11: Xiter+1 = Yiter
12: else
13: Xiter+1 = Xiter
14: end if
15: end while
16: end procedure
the upper and lower bound of the variable, and also n is the number of variables. Undoubtedly, after RLS, the most
simple evolutionary algorithm is (1+1)EA because there is just one solution in each iteration and a standard bit mutation
applies for providing a new solution with mutation probability 1N that N is the number of variables. Its benefits like
simplicity and performance make (1+1)EA one of the most attractive EAs which can often be generalized and extended
to more complex EAs. As (1+1)EA performance can be better than complex EAs like CMA-ES in some cases [29],
iv
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in this investigation, fine-tuned mutation step size of (1+1)EA version is implemented for optimizing the WDSs and
analyzing its pros and cons. Besides, since there is the probability that in one mutation, none of the variables is mutated,
a substitute mutation strategy is considered, which is flipping the size of one pipe randomly at least. The pseudo-code
of (1+1)EA can be indicated in the Algorithm 2.
Algorithm 2 The (1+1)EA
1: procedure THE (1+1)EA
2: Initialization
3: LB=Min(Diameters);UB= Max(Diameters)
4: Xiter ∈ {LB,UB}N uniformly at random . Generate first feasible design
5: while Stopping Criteria do
6: Mutation
7: Create Yiter = Xiter independently for each i ∈ {1, 2, ..., N}
8: Mutate each variable of Yiter(i) with probability 1N (Normal random distribution: σ = C)
9: if Mutation Number= 0 then
10: Mutate one variable of Yiter randomly
11: end if
12: Selection
13: if (f(Yiter) ≤ f(Xiter)) then
14: Xiter+1 = Yiter
15: else
16: Xiter+1 = Xiter
17: end if
18: end while
19: end procedure
2.3 Covariance Matrix Adaptation Greedy Search (CMAES-GSU -GSD)
In this study, a hybrid Evolutionary scheme proposes that called CMAES-GSU -GSD (Algorithm 5). The hybridization
scheme is involved in three distinguished levels. Applying a CMA-ES which has a pivotal role is the first step. The CMA-
ES is a self-adaptive stochastic method, and when the fitness functions are nonlinear or non-convex, its performance
can be competitive. The CMA-ES benefits the cooperation of covariance matrix adaptation that is constrained into a
multivariate normal distribution. The purpose of the adaptation of covariance matrix signifies to approximate the inverse
Hessian matrix, like a quasi-Newton method to the covariance matrix. The aim can be satisfied with the distribution
of the search process to the contour lines of the fitness function. These characteristics of CMA-ES make a robust
optimization method, especially in continuous search spaces. Although pipe diameters of the networks are discrete,
participating in two different direct search techniques for modifying the results of CMA-ES is the primary motivation of
the second part of the proposed hybrid framework. CMA-ES is able to find the very cheap configurations of the network
design compared with other EAs, but these cheap proposed layouts are not feasible in terms of the nodal pressure head
constraints. Thus, for compensating the issue, an Upward Greedy Search (GSU ) technique (Algorithm 3) contributes to
the CMA-ES.
The GSU enhances the infeasibility amount of the CMA-ES achieved solutions and pushes up the infeasible layouts
toward the feasible area by increasing the discrete size of pipe diameters based on a greedy selection of those solutions
with the largest reduction in the sum of pressure violations for the least cost. The maximization problem can be stated
v
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Algorithm 3 The Upward Greedy Search (Fixing up the nodal pressure head violations)
1: procedure THE UPWARD GREEDY SEARCH
2: Initialization
3: Initialize τ . initialize Pressure head constraint
4: Layoutiter=Pipe-Network . Read Network data
5: NodalPressure=Eval(Layoutiter ) . Evaluate Network by EPANET
6: N = Size(Layoutiter) and M = Size(NodalPressure)
7: SumPV =
∑M
i=1(|τ −NodaliPressure|) ∀ NodaliPressure < τ . Calculate sum of the nodal pressure
violation
8: while SumPV > 0 do
9: NetP ipe = Layoutiter
10: while i ≤ N do
11: Increase the ithPipe diameter of the Netpipeiter based on the possible diameters
12: NodalPressure=Eval(Netpipeiter )
13: Update SumPV
14: Improvementirate =
∑M
i=14PVi∑N
i=14PipeCosti
15: end while
16: Layoutiter=Max(Improvementrate) . Choose the best design based on Improvement rate
17: end while
18: end procedure
mathematically as:
Argmax→ f(Θ) = (
∑M
i=14PVi∑N
j=14PipeCostj
)
∀i = {1, ...,M}/j = {1, ..., N}
Subject− to : 4PVi ≤ 0,4PipeCostj ≥ 0
(1)
Where a layout Θ can be defined as a set of sequential pipe diameters, so Θ = {D1, D2, ..., DN} that N is the number
of pipes and M is the number of network nodes. f(Θ) mentions the feasibility of the network function, which should be
maximized by the GSU . This greedy heuristic search method is able to guarantee to produce a feasible design based on
the constraints, and also it will yield the locally optimal design in a reasonable runtime. The procedure of the GSU is
shown in the Algorithm 3.
Despite all positive points of GSU , sometimes its proposed solutions require improvements because of the greedy
selection behaviours without looking at the future or past situations. Therefore, the third phase is proposed to reduce
the extra cost of the some of the obtained solutions. This part is made up of another Greedy Search idea.
The idea of the hybrid framework third part is a Downward Greedy Search (GSD)(Algorithm 4). The main purpose of
the GSD is smoothing the pipe cost with respect to the constraints by decreasing the diameter of the pipes one by one.
In other words, GSD is looking for improvements that give us the least reduction in pressure violations for the most
significant reduction in the pipe cost. The purpose is maximizing according to the Equation 2.
Argmax→ f(Θ) = (
∑N
j=14PipeCostj∑M
i=14PVi
)
Subject− to : 4PVi ≥ 0,4PipeCosti ≥ 0
(2)
Practically, GSD is so fast and effective to attain the near best cheap solution.
vi
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Figure 1: Two applied penalty functions for handling the pressure violations. The red line is a severe penalty function.
Algorithm 4 The Downward Greedy Search (Minimizing the network cost )
1: procedure THE DOWNWARD GREEDY SEARCH (GSD)
2: Initialization
3: Initialize τ . initialize Pressure head constraint
4: NetP ipeiter=Pipe-Network . Read Network data
5: NodalPressure=Eval(NetPipeiter ) . Evaluate Network by EPANET
6: N = Size(NetP ipeiter) and M = Size(NodalPressure)
7: SumPV =
∑M
i=1(|τ −NodaliPressure|) ∀ NodaliPressure < τ . Calculate sum of the nodal pressure
violation
8: while SumPV ≥ 0 do
9: while i ≤ N do
10: Decrease the ithPipe diameter of the Netpipeiter based on the possible diameters
11: NodalPressure=Eval(Netpipeiter )
12: Update SumPV
13: if SumPV = 0 then
14: Add the NetP ipeiter to feasible solution set
15: Improvementirate =
∑N
i=14PipeCosti∑M
i=14PVi
16: end if
17: end while
18: NetP ipeiter=Max(Improvementrate) . Select the best feasible solution
19: end while
20: return NetP ipeiter
21: end procedure
vii
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(a) (b)
Figure 2: (a) A 3D bar chart of the greedy search performance when all pipes diameters (NYTP) are equal to Zero.(b) for
optimizing the Hanoi network when all pipes diameters are initialized to 304.8(mm), maximum number of evaluation is
3094 and the proposed layout cost=$6,312,405.
3 WDS design formulation and constraints
In this research, the main optimization aim is minimizing the cost of the pipes of the network concerning the constraints.
The WDSs optimization problem is a combinatorial optimization which can be defined as ascertaining the best mixture
of the element dimensions and settings such as the size of pipe diameters (as the decision variables), pump types and so
on that supplies the least cost for the yielded network design. Although pipe layout and its connectivity, the pattern
of the nodal demand, and minimum nodal head conditions should be fulfilled. The optimization problem is declared
mathematically as :
Argmin→ Cpipe(Θ) =
N∑
i=1
(ci ×Di)× Li (3)
Subject− to :
(1) : Hj ≥ Hminj , ∀ j = 1, ...,M
(2) : Dk ∈ {D}, ∀ k ∈ N
Where Cpipe is the primary fitness function including the layout cost and also Li and Di are the ithpipe length and
diameter respectively; ci can be the cost per unit length of pipe in the network. The above cost function is constrained
to the following.
Firstly, it is the minimum nodal pressure constraint that should be imposed for all nodes of the network. The Hj points
out the pressure level in the jth node, and the minimum needed jth nodal pressure based on the demand pattern is
shown by Hminj . If this constraint is not satisfied the sum of nodal head pressure violation will be computed (Equation
viii
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Algorithm 5 The CMAES-GSU -GSD
1: procedure THE CMAES -GSU -GSD
2: Initialization
3: Initialize the CMA-ES Parameters
4: λ . Offspring population size
5: µ . Parent population size (floor(λ/2))
6: σstart . Initial standard deviation(0.5× (UB − LB))
7: cc . Covariance learning rate
8: while FunctionTolerance ≤ ξ do
9: Update Evolutionary Parameters
10: m,Pσ, Pc, C, σ are updated.Computing B,D through eigen decomposition of C.
11: C(g+1) = (1− cc)Cg + ccµcP
(g+1)
c P
(g+1)T
c + cc(1− 1µc )×
∑x
i=1 wi(
X
(g+1)
1:λ −µg
σ(g)
)(
X
(g+1)
1:λ −µg
σ(g)
)T
12: Update the mutation step size σg
13: σg+1 = σg × exp( cσdσ (
‖Pσ‖
EN(0,I) − 1))
14: Generate sample population for next generation (g+1)
15: x(g+1)k ∼ N (m(g), (σ(g))2C(g))∀k = 1, ..., λ
16: if (x(g+1)k is not feasible) then
17: Impose the penalty
18: end if
19: Update the mean for next generation (g+1)
20: m(g+1) =
∑µ
i=1 wix
(g+1)
i:λ
21: Update best ever solution (BestSolution )
22: PossibleSolution=round(BestSolution ) . Convert continuous design to possible pipe size
23: SumPV =Sum-Violation(PossibleSolution) . Compute sum of the nodal pressure violation
24: if (f (PossibleSolution) < φ & SumPV > 0)) then
25: Apply the Upward Greedy Search (GSU ) . Fix the violation of nodal pressure heads
26: end if
27: end while
28: Apply the Downward Greedy Search(GSD)
29: end procedure
4).
SumPV =
0 if(Hj ≥ Hminj )∑M
j=1(H
min
j −Hj) otherwise
(4)
The second constraint is the possibility of the discrete pipe sizes, which are defined commercially. Thus, if the diameter
of pipes does not include from the discrete sizes set, the fitness function must be penalized by the Equation 5. Where
Dk mentions the diameter of pipe i that is chosen from a deterministic set (D).
SumDV =
N∑
i=1

0 Di = Da||Db
1 Di = (Da +Db)/2
Di−a
((Da+Db)/2)−Da Di < (Da +Db)/2
Db−Di
Db−((Da+Db)/2) Di > (Da +Db)/2
(5)
Where both Da and Db are sequential possible pipe diameters (Da < Db) and Di is the size of pipe i which can
be possible diameter or continuous. When the sum of the violation is not equal to zero, the constrained model is
transformed into an unconstrained one by inserting the sum of constraint violations value to the fitness function as
ix
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Table 2: The characteristics of Case Studies Summery
WDS Decision Variables No. of options No. of Nodes Search Space Size
NYTP 21 16 20 1.934× 1025
HP 34 6 32 2.865× 1026
NYTP2 42 16 20 3.741× 1050
BN 454 10 447 10454
NYTP50 1050 16 1000 2.12× 101264
the penalties. While all computations of the hydraulic simulation are done via EPANET 2.0. Consequently, the total
cost is acknowledged as the sum of the pipe cost, a penalty cost of pressure violation and the violation of discrete pipe
diameters represented as:
CPV (Θ) = (Pf × SumPV )
CDV (Θ) = (PD × SumDV )
Minimize→ Ct(Θ) = Cpipe(Θ) + CPV (Θ) + CDV (Θ)
(6)
where Ct is the total cost of the penalized or non-penalized fitness function cost, and also both Pf and PD are the
penalty factors. For instance, Algorithm 6 shows how the penalty of the continuous pipe diameters is imposed for the
NYTP and NYTP2.
Algorithm 6 Handling constraint violations for continuous pipe diameters of NYTP
procedure THE PENALTY FUNCTION
if rem(Di, 12) 6= 0 then
if Di > 36 then
SumDV =
∑N
i=1

0 Di = Da||Db
1 Di = (Da +Db)/2
Di−a
((Da+Db)/2)−Da Di < (Da +Db)/2
Db−Di
Db−((Da+Db)/2) Di > (Da +Db)/2
else
SumDV =
∑N
i=1

0 Di = 0|Di = 36
Di
18 ∗ 3 Di < 18
3 Di = 18
36−Di
18 ∗ 3 Di > 18
end if
end if
end procedure
4 Case Studies Results and Discussions
For evaluating the proposed hybrid framework effectiveness, five well-known WDSs case studies have been applied
including the New York Tunnels Problem (NYTP) [30], the Doubled New York Tunnels Problem (NYTP2) [31],
50NYTP [32], the Hanoi Problem (HP) [3] moreover, one large-scale network called the Balerma Network (BN) [33].
The details of the case studies can be seen in Table 2.
x
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4.1 Case Study 1: New York Tunnel problem (NYTP)
The NYTP layout is a fundamental benchmark of the water distribution system problem which is inspired by the real
New York water network. The number of existing tunnels is 21 with 20 nodes supported by a fixed-head reservoir. The
detailed information of NYTP provides by Dandy et al. [30] such as the cost of pipes, nodal demand pattern and the
head constraints. The principal purpose is minimizing the total pipe cost of the new installed parallel pipes, while the
existing pipes are accompanied. Meanwhile, the constraints should be handled (minimum nodal pressure head).
In NYTP, pipes diameter size can be allocated among 15 actual different sizes plus a zero size that means in this tunnel;
there is not any new pipe. Therefore, the search space size is 1621. However, in this research, a continuous problem
space is considered too. The benchmarks have been evaluated by different aspects of search space like as continuous,
discrete (interval=1 inch) and possible (commercialized) layout. With regard to assessing the ability of the proposed
CMAES-GSU -GSD algorithm to achieve a great balance between exploration and exploitation in decision space a
range of population sizes, as specified by the maximum iteration number, are considered for each case study network
such as λ =10, 20, 50, 100, 200 and 400. Since the CMA-ES is a self-adaptive method, all control parameters have
been adjusted during the optimization process except σ. The σ is initialized by half of the decision variables length.
Thus, the CMA-ES is started by a considerable ability of exploration.
In the first step of the proposed hybrid framework, the CMA-ES efficiency is evaluated by three kinds of decision
variables: continuous, discrete and possible. Where the continuous pipe sizes are used, the only nodal pressure head
constraint should be satisfied, so the penalty factor (PF ) for NYTP is 107. Moreover, a severe penalty factor is imposed
too, which can be seen in the Algorithm 7. According to the achieved results, the performance of the severe PF is not
competitive.
The best configuration of the NYTP cost which is obtained by continuous CMA-ES is considerable at $38.00 million
that is a feasible solution based on the nodal pressure head constraint by different population sizes (The best-known
NYTP cost is $38.64 million [34]). Thus, CMA-ES can overcome all previous methods in continuous search space.
The proposed new feasible continuous designs of NYTP are declared in the Table 3 and also a comprehensive review
comparison of the best-founded NYTP layouts that some of them are infeasible after evaluating the nodal head
constraints are listed in Table 10.
In EAs, the convergence rate is another significant evolutionary parameter to realize how fast EAs converge to the
optimal solutions per generation. In this way, Figure 6 represents the average convergence rate of the proposed methods
by 30 independent runs. We can see the CMA-ES with small population sizes has converged faster compared with
the big population sizes. However, mostly it faces with the premature convergence situation and falling into a local
optimum. Besides, between two other strategies, the discrete pipe size scenario when the interval is 1 inch has better
Algorithm 7 Penalizing the pressure violations
procedure THE PENALTY FUNCTION FOR HANDLING THE PRESSURE VIOLATIONS(PV)
if
∑i=N
i=1 PV(i) > 0 then
Penalty(PV ) = 10
5 + (104 ∗∑i=Ni=1 PV(i))4
end if
end procedure
performance than the rounded (possible) pipe size. Figure 3 shows the comparison of the three strategies and the impact
xi
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Figure 3: A comparison of the three different strategies for Optimizing the New York Tunnel problem by different
CMA-ES population sizes (λ = 10, 20, 50, 100). C= Continuous, D= Discrete and R= Rounded (Possible) , the best
solution per experiment, 30 independent runs. According to the results, big population sizes can be a better choice like
50 or 100, and also continuous pipe diameter strategy beats both discrete and rounded pipe size methods. However, the
sum of the nodal head violation is not zero in some of the cheap designs.
Figure 4: The impact of different population sizes of CMA-ES with the discrete penalty cost in the Hanoi network.
xii
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Figure 5: The impact of different population sizes on the CMAES −GSU and CMAES −GSU −GSD in the Hanoi
network.
Figure 6: The comparison of the average convergence rate of CMA-ES ,RLS and 1+1EA for the continuous NYTP
design where λ = 10, 20, 50, 100, 200, 400 and σ = 0.1, 0.25, 0.5, Linear.
xiii
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Table 3: The Achieved best feasible continuous (C) and Discrete (D) NYTP design by CMA-ES. Next, the best solutions
are rounded to possible pipe diameters (r), but rounded layouts have a negligible nodal pressure violation (∼).
Pipe CMA-ES (C, λ=10) CMA-ES (C, λ=20) CMA-ES (C, λ=50) CMA-ES
(C, λ=100)
CMA-ES
(D,λ=10)
CMA-ES
(D,λ=20)
CMA-ES
(D,λ=50)
CMA-ES
(D,λ=100)
1 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 0
3 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0
5 0 0 0 0 0 0 0 0
6 0 0 0 0 0 0 0 0
7 119.06→ 120r 118.99→ 120r 118.98→ 120r 118.99→ 120r 0 118.12→ 120r 117.19→ 120r 122.09→ 120r
8 0 0 0 0 0 0 0 0
9 0 0 0 0 5.084→ 0.0r 0 0 0
10 0 0 0 0 0 0 0 0
11 0 0 0 0 0 0 0 0
12 0 0 0 0 6.895→ 0.0r 0 0 0
13 0 0 0 0 0 0 0 0
14 0 0 0 0 0 0 0 0
15 0 0 0 0 120.01→ 120r 0 0 0
16 99.95→ 96r 99.97→ 96r 99.98→ 96r 99.97→ 96r 82.01→ 84r 100.14→ 108.0r 100.76→ 96.0r 99.06→ 96r
17 99.29→ 96r 99.28→ 96r 99.28→ 96r 99.28→ 96r 101.31→ 96.0r 99.97→ 96.0r 98.71→ 96.0r 99.31→ 96r
18 79.04→ 84r 79.08→ 84r 79.09→ 84r 79.08→ 84r 74.32→ 72.0r 78.86→ 84.0r 80.04→ 84.0r 79.01→ 84r
19 75.04→ 72r 75.07→ 72r 75.05→ 72r 75.06→ 72r 68.14→ 72.0r 81.63→ 84.0r 75.96→ 72.0r 76.23→ 72r
20 0 0 0 0 0 0 0 0
21 70.61→ 72r 70.60→ 72r 70.61→ 72r 70.61→ 72r 73.65→ 72.0r 69.03→ 72.0r 70.74→ 72.0r 70.13→ 72r
Total Cost 38.00→ 37.63∼r 38.00→ 37.63∼r 38.00→ 37.63∼r 38.00→ 37.63∼r 38.57→ 37.69∼r 38.26→ 39.61∼r 38.09→ 37.63∼r 38.05
16th 1.42e-07→ -0.042 5.35e-07→ -0.042 2.49e-07→ -0.042 1.15e-07→ -0.042 0.08→ -0.255 0.16→ 0.68 0.073→ -0.042 0.025
17th 1.13e-09→ -0.046 5.55e-10→ -0.046 1.04e-08→ -0.046 2.63e-08→ -0.046 0.003→ 0.047 8.20e-04→ 0.085 0.002→ -0.046 0.002
19th
Nodal
Pressure
1.47e-06→ -0.044 3.03e-07→ -0.044 3.04e-07→ -0.044 6.02e-07→ -0.044 0.036→ -1.38 0.09→ -0.0455 0.015→ -0.044 0.008
Table 4: A comparison results of CMA-ES and CMAES −GSU (Hybrid method of CMA-ES and Upward Greedy
search) for NYTP, All proposed networks by CMAES −GSU are feasible in terms of both pipe diameter and nodal
pressure.
Pipe CMA-ES CMAES−GSU CMA-ES CMAES−GSU CMA-ES CMAES−GSU CMA-ES CMAES−GSU CMA-ES CMAES−GSU CMA-ES CMAES−GSU
1 0 0 0 0 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 0 0 0 0 0 0→ 36
4 0 0 0 0 0 0 0 0 0 0 0 0
5 0 0 0 0 0 0 0 0 0 0 0 0
6 0 0 0 0 0 0 0 0 0 0 0 0
7 0 0 120→ 144 144 144 0 0 120→ 144 0 0
8 0 0 0 0 0 0 0 0 0 0 0 0
9 0 0 0 0 0 0 0 0 0 0 0 0
10 0 0 0 0 0 0 0 0 0 0 0 0
11 0 0 0 0 0 0 0 0 0 0 0 0
12 0 0 0 0 0 0 0 0 0 0 0 0
13 0 0 0 0 0 0 0 0 0 0 0 0
14 0 0 0 0 0 0 0 0 0 0 0→ 60
15 120 120 0 0 0 0 132→ 144 0 0 0 0
16 84 84 96 96 84→ 96 72 72 96 96 108→ 132
17 96 96 96 96 96 96 96 96 96 96 96 96
18 72→ 84 84 84 84 84 72→ 84 84 84 84 96
19 72 72 72 72 72 72 60→ 72 84 84 60 60
20 0 0 0 0 0 0 0 0 0 0 0 0
21 72 72 72 72 72 72 72 72 72 72 84 84
Total Pipe
Cost ($M)
37.70 38.81 37.63 38.64 37.37 38.64 36.63 39.22 38.30 39.31 35.52 43.81
16th, 0.255 0.255 0.048 0.033 0.033 0.033 -0.894 0.513 0.676 0.750 0.033 0.425
17th 0.0476 −0.0419 −0.0463 0.0296 −0.1664 0.0296 −0.1266 0.0094 −0.0427 −0.3011 −0.0257 0.0022
19th Pres-
sure node
−1.3785 0.3372 −0.0432 0.0234 0.0234 0.0234 −1.2365 0.6129 −0.0455 0.0215 −0.3635 0.8309
of large population sizes. As the CMA-ES is able to discover very cheap designs when the pipe sizes are discrete or
rounded (possible), but they are not feasible in terms of nodal head constraints, the Upward Greedy search is applied to
fixing up the designs.
For saving the computational budgets of the CMA-ES, the termination criterion is configured as a function tolerance
value (ξ) at 1/105×Ct(Θ). The GSU will be begun if the network cost of the rounded pipes is less than φ (well-known
or estimated network cost). The efficiency of GSU is independently tested by the initialization of zero pipe sizes. The
GSU is a super fast search method and can find an NYTP layout at $42.36 million just by 714 evaluations number
(Figure 2). Substantially, the GSU is able to fix up the violation of nodal pressure head by increasing some of the pipe
sizes all the time. This combination of CMA-ES and GSU leads to a robust and powerful framework that finding the
optimal feasible solutions are guaranteed. The best results have occurred when the CMAES-GSU population size is
400 that the percentage of reaching the best well-known NYTP layout is 100%. Table 4 illustrates how CMAES-GSU
explores and finds the feasible NYTP designs with possible pipe diameter sizes compared with the CMA-ES.
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Table 5: Summary of the proposed methods and other EAs assessed to the NYTP,*CMA-ES results are feasible in
terms of pipe sizes and nodal head pressure.
Algorithm Number
of runs
Best solu-
tion ($ M)
Success rate
(%) (Global
Optimum)
Average
Cost ($ M)
Average evalua-
tions to discover
the first best so-
lution
Maximum
number of
evaluations
SDE [18] 100 38.64 97% 38.65 1.29× 104 2.0× 105
DDE [18] 100 38.64 93% 38.66 1.32× 104 2.0× 105
SADE [19] 50 38.64 92% 38.64 0.66× 104 NA
GHEST [35] 60 38.64 92% 38.64 1.15× 104 NA
HD-DDS [36] 50 38.64 86% 38.64 4.70× 104 0.5× 105
DE [17] 300 38.64 71% NA 0.55× 104 1.0× 105
Scatter Search [13] 100 38.64 65% NA 5.76× 104 NA
MMAS [10] 20 38.64 60% 38.64 3.07× 104 0.5× 105
CGA [18] 100 38.64 50% 39.04 4.43× 104 2.0× 105
SGA [18] 100 38.64 45% 39.25 5.48× 104 2.0× 105
PSO [15] 2000 38.64 30% NA NA 1.0× 105
CMA-ES*
λ = 10 38.64 6.7% 40.56 0.63× 104 1.0× 105
λ = 20 38.64 3.3% 41.97 0.54× 104 1.0× 105
λ = 50 30 38.64 3.3% 45.79 0.72× 104 1.0× 105
λ = 100 38.64 6.7% 43.80 1.01× 104 1.0× 105
λ = 200 38.64 13.3% 42.92 1.8× 104 2.0× 105
λ = 400 38.64 27.0% 40.53 2.1× 104 2.0× 105
CMAES-GSU
λ = 10 38.64 33.3% 39.44 0.64× 104 1.0× 105
λ = 20 38.64 43.3% 39.15 0.55× 104 1.0× 105
λ = 50 30 38.64 40.0% 39.80 0.73× 104 1.0× 105
λ = 100 38.64 53.3% 39.27 1.1× 104 1.0× 105
λ = 200 38.64 83.3% 38.85 1.9× 104 2.0× 105
λ = 400 38.64 100% 38.64 2.2× 104 2.0× 105
CMAES-GSU -GSD
λ = 10 38.64 36.6% 39.30 0.65× 104 1.0× 105
λ = 20 38.64 43.3% 39.10 0.61× 104 1.0× 105
λ = 50 30 38.64 43.3% 39.49 0.74× 104 1.0× 105
λ = 100 38.64 56.7% 39.19 1.2× 104 1.0× 105
λ = 200 38.64 86.7% 38.80 2.0× 104 2.0× 105
λ = 400 38.64 100% 38.64 2.3× 104 2.0× 105
RLS
σ = 0.1 53.42 0.0% 61.32 1.44× 104 1.0× 105
σ = 0.25 30 39.93 0.0% 56.26 7.58× 104 1.0× 105
σ = 0.5 39.52 0.0% 55.99 1.50× 104 1.0× 105
σ = Linear 39.43 0.0% 57.49 8.50× 104 1.0× 105
1+1EA
σ = 0.1 44.04 0.0% 50.93 9.10× 104 1.0× 105
σ = 0.25 30 39.74 0.0% 49.76 6.89× 104 1.0× 105
σ = 0.5 38.88 0.0% 49.76 5.86× 104 1.0× 105
σ = Linear 39.47 0.0% 47.31 5.96× 104 1.0× 105
The best average evaluations number get the best solution for the NYTP is 5400 for CMA-ES (λ = 20) and 5500 for
CMAES-GSU (λ = 20). Both rates are less than those of other reported methods. Furthermore, where the population
sizes are 10, 20, 50 and 100, The maximum admissible evaluations for NYTP, NYTP2 and HP case studies is 105, and
for bigger population sizes, those numbers are 2× 105.
Both fine-tuned simple EAs are assessed to minimize the cost of NYTP by four various mutation step sizes including
σ = 0.1, 0.25, 0.5× length(decision− variables) and a linear mutation step size which is decreased linearly. The
best cost of the RLS founded solution is $39.43 million with a linear σ and for the (1+1)EA is $38.88 million when σ is
equal to 0.5. Both methods are not able to find the best-known solution of NYTP, and it shows the high complexity of
the problem. The summary of the detailed outcomes of NYTP case study can be presented in Table 5. For having a
comprehensive analysis of the proposed hybrid framework and both RLS and (1+1)EA effectiveness, The box plot of the
NYTP results is drawn with the continuous decision variables (Figure 8) as well as with the discrete (interval=1(inch))
pipe sizes (Figure 7) .
xv
A PREPRINT - SEPTEMBER 12, 2019
Figure 7: Optimizing the Discrete(interval=1(inch)) New York Tunnel Network design by different CMA-ES population
sizes (λ=10, 20, 50, 100, 200, 400), CMAES − GSU , RLS and 1+1EA(σ=0.1,0.25,0.5 ×(UB-LB) and Linear) ,
the best solution per experiment, 30 independent runs, Maximum Evaluation number=105(λ=10, 20, 50, 100) and
2× 105(λ = 200) as well as λ = 400. Remark: all discovered solutions by CMAES-GSU are feasible in terms of both
pipe diameters and pressure head constraints, Best NYTP cost= $38.64 (Million),but some of the discrete CMA-ES
designs are not feasible.
4.2 Case Study 2: Doubled New York Tunnel problem (NYTP2)
The NYTP2 consists of two independent NYTP hydraulically which are connected by one reservoir. The number of
decision variables is 42, and the design options number is similar to NYTP. The best-known design cost is $77.276
million. The best-founded results for NYTP2 were reported by a Self-Adaptive DE (SADE [19]). The SADE success
rate for finding the best-known solution is %90 of the time, and the average number of evaluations is 33810.
In this paper, a considerable performance of CMAES-GSU for NYTP2 is also observed, as CMAES-GSU is able to find
the optimal solution in 100% of the 30 independent runs with a uniform random scenario for initializing the decision
variables (Table 6). Moreover, CMAES-GSU can beat the CMA-ES easily in terms of both the quality and efficiency of
the obtained solutions. Indeed, the CMA-ES performance can be proper if the right population size is chosen. For both
case studies (NYTP and NYTP2), big population sizes (λ = 10, 20×Dimension) have better performance because of
having more robust exploration strength compared with the exploitation ability.
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Figure 8: Optimizing the NYTP continuous design by different CMA-ES population sizes (λ=10, 20, 50, 100, 200,
400), CMAES−GSU , RLS and 1+1EA (σ= 0.1, 0.25, 0.5× (UB-LB) and Linear) , the best solution per experiment, 30
independent runs, Maximum Evaluation number=105 (λ=10, 20, 50, 100), 2×105 for λ = 200 as well as λ = 400. C
and R show continuous and rounded pipe diameters designs. All solutions are feasible in terms of nodal head pressure.
In spite of the simplicity of RLS and (1+1)EA, two methods can find the relative near-optimal designs at $77.69
(σ = 0.5) and $79.38 million (σ = Linear) respectively. These corresponding closeness in solutions show that the
RLS and (1+1)EA are exploring in the neighbourhood space of the known-optimum solution.
4.3 Case Study 3: 50 * New York Tunnel problem (NYTP50)
The NYTP50 [32] includes 50 individualistic NYTP in terms of hydraulical equations that are joined by one tank. This
problem can be a large-scale optimization benchmark that decision variables number is 50× 21 with the same design
options of the original NYTP. The best-known design cost can be calculated at $1932 million.
Table 7 shows the best and average founded design costs are $2022(M) and $2030(M) by CMAES-GSU -GSD of the
ten independent runs with a uniform random scenario for initializing the decision variables where the population size is
500. These relative near-optimal designs are considerably better than the 50NYTP designs from [32] that represents
xvii
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Table 6: Summary of the proposed methods and other EAs evaluated to the DNYTP((NYTP2)
Algorithm Number
of runs
Best solu-
tion ($ M)
Success rate
(%) (Founded
Best Solution)
Average
Cost ($ M)
Average evalua-
tions to discover
the first best so-
lution
Maximum
number
of evalua-
tions
SADE [19] 50 77.28 90% 77.28 0.34× 105 NA
HD-DDS [36] 20 77.28 85% 77.28 3.10× 105 3.1× 105
DE [19] 50 77.28 86% 77.28 0.70× 105 1.0× 105
MMAS [10] 20 77.28 5% 78.20 2.38× 105 3.0× 105
CMA-ES
λ = 10 78.04 0.0% 84.17 0.18× 105 1.0× 105
λ = 20 81.15 0.0% 85.11 0.19× 105 1.0× 105
λ = 50 30 81.73 0.0% 89.23 0.23× 105 1.0× 105
λ = 100 77.28 3.33% 93.05 0.32× 105 1.0× 105
λ = 200 77.28 3.33% 96.45 0.48× 105 2.0× 105
λ = 400 77.28 3.33% 93.44 0.71× 105 2.0× 105
λ = 600 77.28 3.33% 86.11 0.92× 105 2.0× 105
λ = 800 79.74 0.0% 85.87 0.98× 105 2.0× 105
λ = 1000 77.28 6.66% 80.20 1.01× 105 2.0× 105
CMAES-GSU
λ = 10 77.45 0.0% 79.76 0.19× 105 1.0× 105
λ = 20 77.28 13.33% 80.05 0.20× 105 1.0× 105
λ = 50 30 77.28 13.33% 79.53 0.24× 105 1.0× 105
λ = 100 77.28 13.33% 79.50 0.33× 105 1.0× 105
λ = 200 77.28 23.33% 79.48 0.49× 105 2.0× 105
λ = 400 77.28 33.33% 78.93 0.72× 105 2.0× 105
λ = 600 77.28 70.00% 77.82 0.93× 105 2.0× 105
λ = 800 77.28 90.00% 77.45 0.99× 105 2.0× 105
λ = 1000 77.28 100% 77.28 1.03× 105 2.0× 105
CMAES-GSU -GSD
λ = 10 77.45 0.0% 79.56 0.20× 105 1.0× 105
λ = 20 77.28 16.67% 79.77 0.21× 105 1.0× 105
λ = 50 30 77.28 13.33% 79.18 0.25× 105 1.0× 105
λ = 100 77.28 13.33% 79.28 0.34× 105 1.0× 105
λ = 200 77.28 23.33% 79.20 0.50× 105 2.0× 105
λ = 400 77.28 36.66% 78.56 0.73× 105 2.0× 105
λ = 600 77.28 73.33% 77.71 0.94× 105 2.0× 105
λ = 800 77.28 90.00% 77.44 1.01× 105 2.0× 105
λ = 1000 77.28 100% 77.28 1.04× 105 2.0× 105
RLS
σ = 0.1 106.92 0.0% 122.64 0.26× 105 1.5× 105
σ = 0.25 30 79.87 0.0% 112.53 0.13× 105 1.5× 105
σ = 0.5 77.69 0.0% 111.99 0.29× 105 1.5× 105
σ = Linear 78.87 0.0% 114.98 1.5× 105 1.5× 105
1+1EA
σ = 0.1 88.09 0.0% 101.88 1.46× 105 1.5× 105
σ = 0.25 30 79.48 0.0% 99.53 1.17× 105 1.5× 105
σ = 0.5 79.49 0.0% 98.40 1.11× 105 1.5× 105
σ = Linear 79.38 0.0% 94.63 1.01× 105 1.5× 105
the proposed hybrid method is able to explore in a vast search space properly by a few iterations compared with the
decision variable length and previous optimization methods.
4.4 Case Study 4: Hanoi (HP)
The Hanoi Network (HP) is made up of 34 pipes, 32 nodes, and three loops. A gravity-fed system has been designed
which is fed from a single fixed tank and is produced to fulfil assigned demands at the necessary pressures. The decision
number of the problem can be six sizes of the industrial pipe diameters are possible, and also the cost of ith pipe with
diameter Di and particular length Li can be computed by the formula (Cpipei = 1.1 ×D1.5i × Li). Where the pipe
diameter is in inches, and the pipe length is in meters. The Hazen-Williams coefficient is deterministic at 130 for total
pipes. All required data can be obtained from the reference [3]. The best-founded feasible solution for the optimization
of the Hanoi network cost is $6.081 million; it is referred to the literature. The Hanoi Problem has been taken into
account as three different aspects of optimization problem such as a continuous [3], split-pipe [3], and discrete pipes [4],
[5], [12]. Some of the best achieved HP layouts, which are introduced by the authors are listed in Table 11. It can be
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Table 7: Summary of the proposed methods and other EAs evaluated to the 50 × NY TP (NYTP50), the global
best=$1932(M).( * shows the designs are continuous and the average pressure violation per each NYTP is 0.09, 0.15
and 0.2 where λ = 200, 500 and 1000)respectively.
Algorithm Number
of runs
Best solu-
tion ($ M)
Success rate
(%) (Founded
Best Solution)
Average
Cost ($ M)
Average evalua-
tions to discover
the first best so-
lution
Maximum
number of
evaluations
GA [32] 100 2238 0.0% 2321 NA 40.0× 106
CMA-ES
λ = 200 10 1873* 0.0% 1897* 0.258× 106 1.0× 106
λ = 500 10 1824* 0.0% 1834* 0.636× 106 1.0× 106
λ = 1000 10 1814* 0.0% 1817* 0.912× 106 1.0× 106
CMAES-GSU
λ = 200 10 2033 0.0% 2037 0.436× 106 1.0× 106
λ = 500 10 2026 0.0% 2037 0.752× 106 1.0× 106
λ = 1000 10 2068 0.0% 2090 0.942× 106 1.0× 106
CMAES-GSU -GSD
λ = 200 10 2030 0.0% 2033 0.485× 106 1.0× 106
λ = 500 10 2022 0.0% 2030 0.771× 106 1.0× 106
λ = 1000 10 2055 0.0% 2069 0.981× 106 1.0× 106
(a) (b)
Figure 9: The comparison of the average convergence rate of CMA-ES ,RLS and 1+1EA for the HP design where
λ = 10, 20, 50, 100, 200, 400, 600, 800, 1000, 1200 and σ = 0.1, 0.25, 0.5, Linear. (a) and a zoomed version of the
last iterations is shown (b)
seen; where the pipe diameters are considered as continuous, the best performance is allocated to the CMA-ES which is
able to find the cheapest feasible continuous solution by $5.959 million. On the other hand, most of the researchers
have been focused on the discrete pipe sizes recently, so in Table 8, the discrete results are reported only.
According to the previous optimization results of case studies (NYTP, NYTP2 and 50NYTP), the efficiency of the
CMA-ES with the continuous decision variables is better than discrete. A comparison of CMA-ES effectiveness with
discrete pipe sizes can be illustrated in Figure 4 by diverse population sizes for minimizing the pipe cost of HP. The
large population size found better solutions similar to previous case studies, but as a matter of fact, the continuous
xix
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version of CMA-ES is more robust to explore the search space and find the optimal solutions which are placed very near
the constraint edges. Thus initially, CMA-ES is applied by the continuous pipe sizes and then obtained solutions are
rounded to commercialized pipe sizes. As a result, a set of near-optimal feasible layouts is exploited by the CMA-ES
(such as $6.173, $6.204 million) and the convergence rate is considerable. However, the best-known discrete solution is
not found by the CMA-ES. Promisingly, CMA-ES can discover a bunch of very cheap continuous layouts of the HP
that some of them are feasible or infeasible in terms of nodal pressure head violations. This is the primary motivation
for applying the next step. For improving the optimization process, two other parts of the proposed hybrid method
are employed. Initially, GSU tries to fix up the violation of the nodal pressure head by increasing the size of pipes
discretely. Secondly, both ideas GSD is evaluated independently to reduce the extra imposed pipe cost of the GSU
step. Interestingly, the proposed hybrid method is able to find the well-known HP design 83.33% of the time over 30
independent runs with different initializing random number seeds, when the population size is 1000.
Figure 6 describes the average convergence rate of the RLS, 1+1EA and CMAES methods by 30 independent runs.
The 1+1EA convergence speed is faster than others with σ = 0.5 and 0.1. Moreover, CMAES with small population
sizes can converge quicker than big population sizes. However, the big population sizes performance for exploiting the
search space are more considerable finally.
Meanwhile, using the third step of the hybrid framework (GSD) leads to increasing the percentage of finding the
optimum solution (success rate) to 19% compared with the CMAES-GSUwith spending just 8.2% more computational
budgets.
According to the observed results from the Table 8, RLS and (1+1)EA are able to find semi-optimum solutions means
very close to the best-known solution. The performance of both RLS and (1+1)EA are acceptable based on the
expectations; however, the best-introduced solution of HP is not found by them. The (1+1)EA efficiency ($6.115
million, (σ = 0.25) ) can be better than RLS ($6.128 million, (σ = 0.1)) in terms of the quality achieved solution.
However, the average performance of RLS with regard to the mean evaluation number and quality to find the best
solution can overcome the (1+1)EA. Where the successful mutation step sizes are small at 0.1 or 0.25, are declared
the search space is a highly complex multi-modal, so a robust exploitation technique needs for the HP case study.
Interestingly, the (1+1)EA, which is a simple EAs can beat a complex method like MMAS [10].
4.5 Case Study 5: Balerma (BN)
The fifth case study is the Balerma Network (BN), which is an irrigation WDS established in the province of Almeria
(Spain) [33]. Its components are four reservoirs, 454 pipes, eight loops and 443 demand nodes. There are 10 PVC
commercial pipes diameter sizes 125 to 600 mm. Therefore, the search space is 10454, which is considerably larger than
the previous three case studies in this paper, and it is categorized as a large-scale optimization problem. The minimum
required nodal pressure is 20 m. Pipe costs and other details are given in the reference [33].
The current best layout of the BN, which is found by Zheng et al. is at e1.923 million. This functional design is
achieved by a combination of the DE and nonlinear programming (NLP-DE). As demonstrated by the results from the
Table 9, The average performance of the proposed hybrid framework is clearly better than all previous methods in terms
of quality, efficiency and the convergence rate, mainly where CMA-ES is applied by the continuous decision variables.
The best-introduced solution cost of the continuous CMA-ES is e1.895 million (λ = 500). The main objective of the
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Table 8: Summary of the proposed methods and other EAs evaluated to the Hanoi
Algorithm Number
of runs
Best solu-
tion ($ M)
Success rate
(%)
Average
Cost ($ M)
Average evalua-
tions to discover
the first best so-
lution
Maximum
number
of evalu-
ations
BLP-DE [20] 100 6.081 98% 6.085 3.31× 104 0.4× 105
NLP-DE [20] 100 6.081 97% 6.082 3.46× 104 0.8× 105
SDE [18] 100 6.081 92% NA 7.72× 104 5.0× 105
SADE [19] 50 6.081 84% 6.090 6.05× 104 2.0× 105
DE [17] 300 6.081 80% NA 4.87× 104 1.0× 105
DDE [18] 100 6.081 80% NA 6.37× 104 5.0× 105
Scatter Search [13] 100 6.081 64% NA 4.31× 104 NA
GHEST [35] 60 6.081 38% 6.175 5.01× 104 NA
GENOME [33] 10 6.081 10% 6.248 NA 1.5× 105
HD-DDS [36] 50 6.081 8% 6.252 10.00× 104 1.0× 105
PSO [15] 2000 6.081 5% 6.310 NA 0.8× 105
CGA [18] 100 6.109 0.0% 6.274 32.12× 104 5.0× 105
SGA [18] 100 6.112 0.0% 6.287 3.85× 104 5.0× 105
MMAS [10] 20 6.134 0.0% 6.386 8.50× 104 1.0× 105
CMA-ES
λ = 10 7.371 0.0% 7.573 0.73× 104 1.0× 105
λ = 20 6.840 0.0% 6.950 0.72× 104 1.0× 105
λ = 50 6.733 0.0% 6.931 0.96× 104 1.0× 105
λ = 100 6.494 0.0% 6.695 1.41× 104 1.0× 105
λ = 200 30 6.281 0.0% 6.295 2.28× 104 2.0× 105
λ = 400 6.220 0.0% 6.319 4.70× 104 2.0× 105
λ = 600 6.227 0.0% 6.287 8.05× 104 2.0× 105
λ = 800 6.290 0.0% 6.315 1.01× 105 2.0× 105
λ = 1000 6.210 0.0% 6.279 1.39× 105 2.0× 105
λ = 1200 6.129 0.0% 6.294 1.6× 105 2.0× 105
CMAES-GSU
λ = 10 6.094 0.0% 6.293 0.80× 104 1.0× 105
λ = 20 6.224 0.0% 6.296 0.79× 104 1.0× 105
λ = 50 6.199 0.0% 6.276 1.05× 104 1.0× 105
λ = 100 6.093 0.0% 6.250 1.48× 104 1.0× 105
λ = 200 30 6.196 0.0% 6.247 2.47× 104 2.0× 105
λ = 400 6.081 6.67% 6.219 4.81× 104 2.0× 105
λ = 600 6.081 10.00% 6.156 8.16× 104 2.0× 105
λ = 800 6.081 13.33% 6.149 1.05× 105 2.0× 105
λ = 1000 6.081 36.67% 6.112 1.42× 105 2.0× 105
λ = 1200 6.081 33.33% 6.118 1.71× 105 2.0× 105
CMAES-GSU -GSD
λ = 10 6.081 6.67% 6.272 0.83× 104 1.0× 105
λ = 20 6.224 0.0% 6.282 0.81× 104 1.0× 105
λ = 50 6.192 0.0% 6.265 1.12× 104 1.0× 105
λ = 100 6.081 3.33% 6.241 1.53× 104 1.0× 105
λ = 200 30 6.192 0.0% 6.237 2.50× 104 2.0× 105
λ = 400 6.081 16.67% 6.207 4.91× 104 2.0× 105
λ = 600 6.081 43.33% 6.150 8.28× 104 2.0× 105
λ = 800 6.081 53.33% 6.142 1.07× 105 2.0× 105
λ = 1000 6.081 83.33% 6.106 1.48× 105 2.0× 105
λ = 1200 6.081 80.00% 6.110 1.82× 105 2.0× 105
RLS
σ = 0.1 6.128 0.0% 8.355 7.45× 104 1.0× 105
σ = 0.25 30 6.170 0.0% 7.123 4.82× 104 1.0× 105
σ = 0.5 6.143 0.0% 7.863 6.71× 104 1.0× 105
σ = Linear 6.136 0.0% 8.286 6.12× 104 1.0× 105
1+1EA
σ = 0.1 6.134 0.0% 9.39 8.55× 104 1.0× 105
σ = 0.25 30 6.115 0.0% 9.184 8.88× 104 1.0× 105
σ = 0.5 6.202 0.0% 9.167 8.83× 104 1.0× 105
σ = Linear 6.170 0.0% 9.045 9.84× 104 1.0× 105
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Figure 10: The efficiency comparison of proposed Hybrid framework: CMA-ES: Continuous and Discrete(λ =
200, 500) , CMAES-GSU and CMAES-GSU -GSD, with previous best methods [21] (NLP −DE1, NLP −DE2
and DE3) for Balerma Network. The average performance of CMAES-GSU -GSD is better than the previous best
method (NLP −DE2).
Table 9: Summary of the proposed methods and other EAs evaluated to the (BN)
Algorithm Number
of runs
Best so-
lution
(eM)
Success
rate(%)
Average
Cost
(eM)
Average evalua-
tions to discover
the first best so-
lutions
Maximum
number of
evaluations
NLP-DE2 [21] 10 1.923 10.0% 1.927 1.428× 106 2.0× 106
HD-DDS-1 [36] 1 1.941 0.0% NA 30.00× 106 30.0× 106
NLP-DE1 [21] 10 1.956 0.0% 1.957 4.12× 103 1.0× 106
HD-DDS-2 [36] 10 1.956 0.0% NA 30.00× 106 10.0× 106
DE3 [21] 10 1.982 0.0% 1.986 9.21× 106 10.0× 106
SADE [19] 10 1.983 0.0% 1.995 1.20× 106 1.3× 106
CSHS [37] 10 1.988 0.0% 2.031 3.00× 106 5.0× 106
DE [19] 10 1.998 0.0% 2.031 2.30× 106 2.4× 106
GHEST [35] 10 2.002 0.0% 2.055 0.25× 106 10.0× 106
HS [8] NA 2.018 0.0% NA 10.00× 106 10.0× 106
CS [37] 10 2.036 0.0% 2.079 4.50× 106 5.0× 106
GAs [6] 10 2.061 0.0% NA NA 2.00× 106
GENOME [33] 10 2.302 0.0% 2.334 10.00× 106 10.0× 106
CMA-ES(Continuous) 10
λ = 200 1.895 0.0% 1.900 0.84× 106 2× 106
λ = 500 1.899 0.0% 1.906 0.98× 106 2× 106
CMA-ES(Discrete) 10
λ = 200 1.974 0.0% 1.990 0.56× 106 2× 106
λ = 500 1.961 0.0% 1.971 0.69× 106 2× 106
CMAES-GSU 10
λ = 200 1.936 0.0% 1.943 0.86× 106 2× 106
λ = 500 1.937 0.0% 1.942 1.10× 106 2× 106
CMAES-GSU -GSD 10
λ = 200 1.9245 0.0% 1.9259 0.89× 106 2× 106
λ = 500 1.9243 0.0% 1.9249 1.15× 106 2× 106
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study is evaluating the performance of the hybrid framework with discrete pipe sizes (commercialized), so the discrete
results of CMAES-GSU and CMAES-GSU -GSD are reported in the Table 9 too.
According to the results of Table 9, except the excellent BN designs which are found by the CMA-ES (Continuous), we
can see the average discrete best-founded BN designs overcome the existing methods. The saving rate of computational
cost is 60%. This feature illustrates the high ability of exploitation of both CMAES-GSU and CMAES-GSU -GSD
methods and indicates that the proposed optimization framework is able to locate reasonable quality solutions with
substantially developed computational effectiveness when faced with the large-scale WDS. It is noted that (Table 9), in
terms of the success rate, the proposed hybrid framework can not overcome the NLP-DE2.
It is crystal clear that the proposed hybrid method achievements are placed overall lower cost BN layouts compared
to total previous methods with less computational budgets. Meanwhile, In terms of convergence speed, the discrete
CMA-ES is located in the highest rank when the average evaluation number is just 0.56× 106 and the best solution cost
(near-optimum) is with a value of e1.961 million. It is right that the quality of the proposed solutions of the discrete
CMA-ES is not the best, while it is able to converge to the semi-optimal solutions 18, 8, 18, 16-fold faster than the HS
[8], CS [37], GENOME [33] and DE3 [21] respectively.
The CMAES-GSU converged slightly slower than the discrete CMA-ES, but the quality of their outcomes are better
and feasible (possible pipe sizes) as seen in Figure 10. Finally, the third part of the hybrid framework is evaluated for
analyzing its impact on improving the results of the previous step (CMAES-GSU ). Where the dimension of the problem
(BN) is high that leads to high value for branching factor of the tree structure of search space, it is recommended that
applying the Downward Greedy Search (GSD) can be efficient because of its computational complexity and memory
usage. One of the most important the GSD advantages is reducing the cost of BN layout by 0.6% and 0.68% (λ=200,
500) respectively on average with spending a few more percentages of the computational budgets.
For comparing the robustness of the hybrid framework convergence rate for the large-scale Balerma network with the
best previous methods, Figure 10 is drawn. Except for the performance of discrete CMA-ES, all three parts of the
proposed method performed well. The best cost of the BN design that is found by the third step of the hybrid framework
is e1.9243 million that shows a worthwhile contribution and development versus the best previous methods as the
second rank.
5 Conclusion
The computational complexity is remarkably high in interpreting the optimization of the WDS problem. This optimiza-
tion problem relates to an accumulation of inherently intractable problems referred to as NP-complete problems with
nonlinear constraints. A new hybrid optimization framework is proposed for optimizing the WDSs designs in this paper.
The optimization process of the new framework is divided into three phases including
1. Applying a robust and self-adaptive EAs called CMA-ES with the different pipe diameter sizes scenarios such as
continuous, discrete(interval=1 inch) and possible (commercialized).
2. Carrying out an Upward Greedy Search (GSU ) for fixing up the violation of the nodal head constraints that are being
optimized; and
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3. Removing the extra imposed the cost of pipes which are related to the second step by utilizing a Downward Greedy
Search (GSD).
According to the optimization results, it can be shown that the proposed new combined framework has higher
convergence characteristics for the large-scale network considerably. For both the NYTP and NYTP2 case studies,
the hybrid approach is able to find new continuous feasible designs which are the cheapest ones at $38.00 and $72.00
million, and also the current best-known solutions are found more frequently (100%) and more efficiently compared
with other previous techniques. Besides, the best-introduced design of the HP case study is achieved by the proposed
method too. Where the performance of CMAES-GSU -GSD is better than the standard CMA-ES and some of the
proposed methods based on the obtained solutions.
For the BN case study, the proposed new framework discovers and introduces the new cheap feasible design at e1.9243
million. It shows a relatively substantial average design improvement in terms of both efficiency and robustness. The
compatible superior achievement of the proposed method on four of five case studies demonstrates that the proposed
hybridization is entirely satisfactory for the minimization of the WDSs cost.
The adaptability and extensibility are two important benefits of The Hybrid framework to optimize more complex WDS
designs such as developing with pumps or other network components. Additionally, although the Hybrid framework
utilizes EPANET as a fitness function, other hydraulic models can be incorporated.
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Node 16
Excess
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Total
Cost($M)
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Methods LP LP PE BC LP DC NLP I-GA GA GA GA-O GA-O SFL ACO PSO AMPSO CMA-ES
Table 11: The summery of the best proposed solutions for Hanoi Network (The best discovered solution is $6.081(M$))
Pipe/ Authors Fujiwara Savic & Walters Cunha & Sousa Wu et al. Zecchin & Simpson Zecchin & Simpson Sedki& Ouazar Our solution
Year 1990 1997 1999 2001 2005 2006 2012 2019
Feasibility Clearly infeasible Infeasible Infeasible Feasible Feasible Feasible Feasible Feasible
# Diameter Head Diameter Head Diameter Head Diameter Head Diameter Head Diameter Head Diameter Head Diameter Head
1 40 100 40 100 40 100 40 100 40 100 40 100 40 100 40 100
2 40 97.14 40 97.14 40 97.14 40 97.14 40 97.14 40 97.14 40 97.14 40 97.14
3 38.8 61.67 40 61.67 40 61.67 40 61.67 40 61.67 40 61.67 40 61.67 40 61.67
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17 23.1 37.01 16 30.33 16 30.03 20 44.73 20 38.38 20 41.36 16 33.41 17.70 37.24
18 26.6 50.72 20 43.97 20 43.87 24 52.54 40 56.13 24 48.55 24 49.93 22.32 49.60
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