In this paper, we propose a new approach to reduce Feynman integrals. Instead of traditional integration-by-part (IBP) identities, identities between Feynman integrals in the parametric representation are constructed. This method has several advantages over the traditional IBP technique. By using the parametric representation, one needn't to expand tensor integrals in terms of scalar integrals. The integrands are functions of Lorentz scalars, instead of four momenta. The complexity of a calculation is determined by the number of propagators that are present rather than the number of all the linearly independent propagators. Since all the indices of the propagators are nonnegative, an algorithm to solve those identities can easily be developed, which can be used for automatic calculation.
It is well-known that a dimensionally regularized L-loop Feynman integral with n propagators can be parametrized by integrals of the following structure (see, for instance, ref. [18] ):
Here dΠ (n) ≡ dx 1 dx 2 · · · dx n δ ( i x i − 1), where the sum in the delta function runs over any nontrivial subset of {x 1 , x 2 , · · · x n }. U and F are homogeneous functions of x of degrees L and L + 1 respectively. By using Mellin transformation, we may rewrite the integral in eq. (1) in the following form:
It's easy to prove that the sum in the delta function in dΠ (n) can be extended to include x n+1 . Thus we have
where I (−n−1) is a homogeneous function of x of degree −n − 1.
According to the derivation in appendix A, we have the following identities:
where δ λi0 is the Kronecker delta. There's another class of trivial identities:
By applying eq. (3), integrals associated with subdiagrams may arise, some of which may be scaleless. Scaleless integrals can be identified by the criterion that equation
has a nontrivial x-independent solution for k [19] .
III. THE ALGORITHM
In this section, we give a brief description of the algorithm we used to solve identities eqs. (3) and (4). The detail algorithm will be described elsewhere [20] . We use an algorithm similar to that in ref. [5] combined with the application of symbolic rules, as is suggested by ref. [13] .
An ordering for the integrals is prescribed. Integrals with the highest priority is solved first. By fixing the values of λ in eqs. (3) and (4), they can be solved symbolically. These solutions play the role of symbolic rules. For one-loop integrals, these symbolic rules are complete, in the sense that any one-loop integral can be reduced to master integrals by applying these rules. Thus the reduction of one-loop integrals is extremely fast by using this algorithm. While for multi-loop integrals, those symbolic rules are not complete. In this case, we have to reduce the remnant integrals by solving eqs. (3) and (4) with the explicit values of λ substituted in. These identities can be solved by Gauss elimination.
For convenience, we may express a parametric integral by a standard Feynman integral defined in dimension D = −2λ F ≡ d + m, where d is the space-time dimension and m is a nonnegative integer. These integrals can be numerically evaluated by using FIESTA [21] . Among identities eqs. (3) and (4), some are recurrence relations between integrals defined in different dimensions [5, 22] . In order the process to terminate, we use an explicit cut-off: D ≥ d.
As an example, we consider the reduction of the following two-loop massless double-box integral:
We put (k 1 + k 2 ) 2 = 8, (k 1 + k 3 ) 2 = −1, and the regularization scale µ = 1. By expressing parametric integrals in terms of standard Feynman integrals, the result reads:
where ellipsis represents contributions of subdiagrams, which are too complicated to be presented here.
IV. DISCUSSION
In this paper, we propose a new approach to reduce Feynman integrals. Instead of the standard Feynman integrals, Feynman integrals in the parametric representation are considered. Identities between parametric integrals are constructed. Feynman integrals are reduced to master integrals by solving these identities. This method has many advantages over the traditional IBP technique, as is discussed at the very beginning of this paper. Symbolic rules can be derived from these identities. One-loop integrals can be reduced to master integrals merely by applying these rules. However, for multi-loop integrals, these rules are not complete. Thus we can not get rid of the Gauss elimination, which is less efficient. Thus for multi-loop integrals further efforts should be devoted to ameliorate the algorithm.
Appendix A: Derivation of eq. (3)
By virtue of the homogeneity of the integrand I (−n−1) in eq. (2), rescaling of the variables of integration leads to
Obviously G(α) should be independent of α. Thus we have
Since λ / ∈ Z − , λ n+1 + 1 = 0. Replacing λ n+1 + 1 by λ n+1 , we get
Similarly, for a general x i , we have 0 = dΠ (n+1) ∂ ∂x i I (−n) , λ i = 0, λ / ∈ Z − .
We consider the limit λ i → 0. By using the formula 1 
