We make several observations about the category C of compact complex manifolds, considered as a many-sorted structure of finite Morley rank. We also point out that the Mordell-Lang conjecture holds for complex tori: if A is a complex torus, Γ a finitely generated subgroup of A, and X an analytic subvariety of A, then X ∩ Γ is a finite union of translates of subgroups of A. This is implicit in the literature but we give an elementary reduction to the abelian variety case. We discuss analogies between C and the category of finite dimensional differential algebraic sets. (A brief survey of the Mordell-Lang conjecture and model-theoretic contributions is also included.)
Introduction
Zilber showed in [33] that if M is a compact complex manifold equipped with predicates for complex analytic subvarieties of the various Cartesian powers of M , then T h(M ) has finite Morley rank. The same thing holds for the manysorted structure of all compact complex analytic spaces. We call this manysorted structure C. This is a very rich model-theoretic structure. Algebraic geometry is contained in it, living on the sort P 1 (C) (which we will call just P 1 ), but phenomena such as orthogonality and "definable Galois groups" are also witnessed in C. In both [19] and [17] , some examples were given of facts about C which can be obtained by model-theoretic methods. In section 3, we give some more information about the model theory of C, mainly translating from the complex analytic to the model theoretic language. In particular we point out that C has elimination of imaginaries. Thanks to Tom Scanlon for some communications and questions regarding some of these issues. The original occasion for writing this paper was the observation that the complex analytic analogue of the Mordell-Lang conjecture is true, so let me say a few words about this. Complex abelian varieties are complex algebraic groups with underlying variety projective. They live in the sort P 1 . Complex tori are complex Lie groups of the form C n /Λ where Λ is a lattice in C n , and so also live in C. Any complex abelian variety is a complex torus but not all complex tori are abelian varieties (for example when n ≥ 2 and the lattice Λ is "generic"). Faltings [9] proved the Mordell-Lang conjecture for abelian varieties (in characteristic 0): If K is an algebraically closed field of characteristic 0, A an abelian variety over K, X a subvariety of A over k and Γ a finitely generated subgroup of A(K), then the Zariski closure of X ∩ Γ is a finite union of translates of abelian subvarieties of A. A natural question is whether the analogous result holds in the complex analytic category, namely with complex tori in place of abelian varieties, analytic subvarieties in place of algebraic subvarieties, and complex analytic closure in place of Zariski closure. This turns out to be true, essentially by reducing the problem to the abelian variety case. After having noticed this I was informed by both Abramovich and Hrushovski that this was already known to them: a result in Abramovich's thesis implies that any complex analytic subvariety X of a complex torus A maps onto a subvariety X of an abelian variety A such that the fibres are translates of a subtorus of A. Hrushovski's proof, we surmise, used the results in [20] about Zariski geometries and their applicability to the category of compact complex manifolds, together with model-theoretic arguments from [16] . The key conclusion of the Zariski geometry methods is a dichotomy theorem for simple complex tori (where we call a complex torus A simple if it has no infinite proper subtori). We will call a complex torus A modular if every irreducible analytic subvariety of A × .. × A is a translate of a subtorus. Then the point is that a simple complex torus A is either modular or algebraic (isomorphic to an abelian variety). In fact these results (including Abramovich's observation) are all implicit or explicit in the complex-analytic literature (see Theorems 10.3 and 10.9 in [31] for example). Nevertheless we will take the liberty to give a reasonably complete and elementary account of the dichotomy theorem (a simple complex torus is modular or algebraic). We will then show how the socle argument from [16] applies to the situation at hand and yields the Mordell-Lang conjecture for complex tori.
In section 2 we give a survey of the Mordell-Lang conjecture and the use of model-theoretic methods. In section 3, we introduce the category C, and make various observations. In section 4 we discuss complex tori and MordellLang. In section 5, we discuss other applications of model-theoretic methods to the category C and make some comparisons with the differential algebraic category.
Survey of Mordell-Lang
The Mordell-Lang conjecture was formulated in the 1960's by Lang. It is restricted to characteristic 0, and in its most general form states that if A is a semiabelian variety, X a subvariety, and Γ an (abstract) subgroup of A with finite rational rank (the tensor product of Γ with Q over Z has finite Q-dimension) then the Zariski closure of X ∩ Γ is a finite union of translates of algebraic subgroups of A. It would be equivalent to say that X ∩ Γ is itself a finite union of translates of (abstract) subgroups of A. This conjecture is meant as a common generalization of the Mordell and Manin-Mumford conjectures. The Mordell conjecture states that a curve X of genus > 1 defined over a number field k has only finitely many k-rational points. The reduction to the Mordell-Lang conjecture comes from embedding X into its Jacobian variety J(X), an abelian variety defined over k, and using the Mordell-Weil theorem which states that the group of k-rational points of an abelian variety defined over k is a finitely generated subgroup. The Manin-Mumford conjecture in its original form states that if X is a curve of genus > 1 and J(X) its Jacobian, then the intersection of X with the group of torsion points of J(X) is finite. The Mordell conjecture was proved in the 1980's by Faltings. Manin-Mumford was proved in the 80's by Raynaud [27] . Mordell-Lang for the case where A is an abelian variety and Γ is finitely generated was proved by Faltings [9] . The general case was proved by McQuillan ( [22] ) using Faltings' work as well as work of Hindry [15] . As far as Mordell's conjecture was concerned there were earlier positive results in the function field case. Manin proved in the early 60's that if K is a function field over the algebraically closed field k (still in characteristic 0) and X is a curve of genus > 1 defined over K, then either X does not descend to k, in which case X(K) is finite, or X is isomorphic to a curve X defined over k and all but finitely many points of X(K) come from points of X (k). Grauert gave another proof later ( [12] ). A mistake in Manin's proof was subsequently found by Coleman, and patched by both Coleman and Chai. A precursor of the application of model theoretic methods to these problems was Buium's proof [4] of the Mordell-Lang conjecture over function fields using differential algebraic geometry: this version concerns (*) an abelian variety A over an algebraically closed field K with k-trace 0 (where k is an algebraically closed subfield of K), X a subvariety of A and Γ the group of division points of a finitely generated subgroup of A. The conclusion is again that X ∩ Γ is a finite union of translates of subgroups. The proof went via equipping K with a derivation whose constant field is k, embedding Γ in a suitable differential algebraic subgroup G of A and showing that G ∩ X is a finite union of cosets. Hrushovski [16] replaced some of Buium's analytic arguments by an application of the Zariski geometry results from [20] together with additional model-theoretic arguments. After Manin's proof, Samuel [29] gave a proof of Mordell's conjecture over function fields in characteristic p > 0. The absolute statement of MordellLang is false in characteristic p. In [32] Voloch gave a surprisingly fast proof of a slight strengthening of Samuel's theorem, in which prime-to-p division points of J(X) come into the picture. Subsequently in [1] , a function field version of the Mordell-Lang conjecture in characteristic p was conjectured, and proved in some special cases. The full Mordell-Lang conjecture over function fields in characteristic p was proved by Hrushovski [16] using model-theoreric methods (the Zariski geometry theorem together with the model theory of separably closed fields). No other proof is known at present. A crucial special case is the statement (*) above, with division points replaced by prime-to-pdivision points.
There are a few expository/survey articles around Hrushovski's work, such as the volume [3] and the article [26] both of which we recommend.
3 The category of compact complex manifolds and spaces
The theory of complex analytic spaces has been developed since the 1950's and is well-established. [11] and [14] are recommended and useful references. We assume acquaintance with the notion of a complex manifold M (a topo-logical space modeled locally on open discs in C n with holomorphic, i.e. complex analytic, transition maps). By definition an analytic subset X of M is a set which is locally the zero-set of a finite number of holomorphic functions. In particular any finite subset of M is analytic. We will consider the complex manifold M as a first order structure whose relations are the analytic subsets of M n for n = 1, 2, .... Zilber [33] proved the following.
Fact 3.1 Let M be a compact complex manifold. Then T h(M ) has quantifier elimination and also finite Morley rank. Moreover M is ω 1 -compact (every countable type over M is realized in M ).
We will use freely various observations of Zilber from [33] . Among the key points in the proof of the above is Remmert's theorem that (for compact M ) the projection on M n of an analytic subset of M n+1 is analytic. (More generally, the image of an analytic subset of a complex space under a proper homomorphic mapping is analytic.) Note that all points of M are essentially named by constants, so M could not be ω 1 -saturated. However, ω 1 compactness implies that Morley rank and degree of definable sets X in M can be read in the structure M itself without needing to pass to an elementary extension.
A slightly more general notion, which is the analogue of an (abstract) algebraic variety is that of a (reduced) complex analytic space X (we will just say complex space). These are introduced sheaf-theoretically in [28] : (X, O X ) is a C-ringed space, such that every x ∈ X has an open neighbourhood U such that (U, O U ) is isomorphic to (V, O V ), where V is a subset of some domain D ⊆ C n defined by the vanishing of finitely many holomorphic functions on D and O V is the restriction to V of the sheaf of holomorphic functions on D. O X is called the sheaf of holomorphic functions on X. A morphism f : X → Y in the category of complex analytic spaces is called a holomorphic map. If X and Y are complex manifolds, this agrees with the usual notion. If X is a complex space, then an analytic subset of X is a subset defined locally as the zero set of finitely many holomorphic functions. This is naturally a complex space in its own right. We will here be interested not so much in the sheaf-theoretic structure of a complex space X, but its "first order" structure whose relations are again analytic subsets of Cartesian powers of X. Zilber [33] notes that the proof of 3.1 above yields exactly the same result for compact complex spaces.
Apparently not every compact complex space arises as an analytic subset of a compact complex manifold. However by desingularization theorems (see Theorem 7.13 in [23] ), any compact complex space X is the image of a complex compact manifold M under a holomorphic map f . As
eq . Thus if we wish to consider the family of all compact complex manifolds as a many-sorted first order structure, there is no harm in also allowing arbitrary compact complex spaces as sorts. Let C denote the family of compact complex spaces, considered as a many-sorted structure whose sorts are the compact complex spaces X i and relations the analytic subsets of the various
(Equivalently we could replace these distinguished relations by distinguished functions for holomorphic maps between sorts.) So we have:
The many-sorted theory T h(C) has quantifier-elimination, and every sort has finite Morley rank. The structure C is ω 1 -compact.
Note that a holomorphic map between sorts X, Y is definable, as its graph is analytic. On the other hand arbitrary (complex) open neighbourhoods U of a point x ∈ X and holomorphic functions on U , need not be definable. We will tend to work with the structure C and complete types p(x) over C. C will denote a saturated elementary extension of C. Note that if X is a sort in C (compact complex space) and Y is an analytic subset of X then X \ Y is also an analytic space. Among the sorts is P 1 (C) (we will just say P 1 ) and the induced structure on this sort is precisely that coming from (C, +, .). We will denote by (P 1 ) the interpretation of this sort in C (so it corresponds to a very saturated algebraically closed field). There are various dimensions that can be attached to spaces (and types). The first is complex dimension which we will denote dim. This is defined locally: dim x X is the least k such that {x} is the common zero set of k holomorphic functions on a neighbourhood U of x in X. dim(X) is the max of the local dimensions. This agrees with the usual notion of complex dimension if X is a complex manifold. A rather important observation in [33] is that dimension is definable. Any complete type p(x) is the (unique) "generic" type of an irreducible compact complex space X (i.e. p(x) is axiomatized by {x ∈ X} ∪ {x / ∈ Y : Y a proper analytic subset of X}. We put dim(p) = dim(X) which is equivalent to dim(X \ Y ) for any proper analytic subset of X. The definable functions in the structure C are essentially the meromorphic maps, in fact they are precisely the piecewise meromorphic maps. The standard definition of a meromorphic map f between compact spaces X and Y is as follows: there is a proper analytic subset Z of X such that f is a holomorphic map from X \ Z to Y and there is an irreducible analytic subset A of X × Y suuch that the graph of f is precisely A ∩ ((X \ Z) × Y ). Any such function is clearly definable, and by quantifier elimination (together with the implicit function theorem) any definable function f , defined on the generic type p(x) of a compact space X with value in the compact space Y is or comes from a meromorphic map from X to Y . A meromorphic function on X is precisely a meromorphic map from X to P 1 . The second classical notion of dimension is the "algebraic" dimension a(X) of a compact (irreducible) space X. It is the transcendence degree over C of the field of meromorphic functions on X. Always a(X) ≤ dim(X). a(X) is clearly a function of the generic type of X (i.e. it is a bimeromorphic invariant). Note the tautological:
Remark 3.3 a(X) > 0 if and only if the generic type of X is nonorthogonal to (the generic type of ) P 1 .
A compact complex space X is said to be algebraic if it is biholomorphic with a projective variety. This implies of course that X is in definable bijection with a definable set in the sort P 1 , but it is not equivalent. For example, a Moishezon space is by definition a compact irreducible space X such that a(X) = dim(X). There are Moishezon spaces which are not biholomorphic with projective varieties (or even with abstract algebraic varieties). On the other hand, Moishezon proved that any Moishezon space X becoms projective after finitely many blow ups with smooth centres, and thus X is the image of a projective variety under a holomorphic map,so (by elimination of imaginaries in P 1 ) X is in definable bijection with a set defined in P 1 . It is also known that a Moishezon space is bimeromorphic with a projective variety. This implies:
Remark 3.4 Let a be a point in an elementary extension C of C. Suppose that a ∈ acl(c) where c is a tuple from (P 1 ) . Then a ∈ dcl(d) for some tuple d from (P 1 ) . After having shown elimination of imaginaries for C this becomes equivalent to: any complete type p(x) over the set of all solutions of (P 1 ) is stationary.
The Riemann existence theorem implies:
Remark 3.5 Suppose a ∈ C and dim(tp(a/C)) = 1. Then there is a tuple from (P 1 ) such that dcl(a) = dcl(c).
A somewhat more sophisticated dimension function is the Kodaira dimension κ(X) of a compact irreducible complex manifold X. If K is the canonical line bundle on X, then κ(X) is the largest dimension of the image of X in some projective space under the meromorphic map determined by the linear system |nK| for some n ≥ 1, and is −∞ if |nK| = ∅ for all n. For X possibly singular κ(X) is defined to be κ(X ) for some desingularization X of X. κ(X) is shown to be a bimeromorphic invariant, so again makes sense for a complete type.
Remark 3.6 For a complete type p(x) over C we have:
For types of dimension 2, one can be more precise.
Proof. Let a realise p(x). If a(p) = 2 then a is interalgebraic (in fact interdefinable) with a tuple from (P 1 ) , whose type has dimension 2 and thus both Morley rank and U -rank 2. If a(p) = 1, then there is a tuple c from (P 1 ) in dcl(a), such that dim(tp(c)) = 1 and dim(tp(a/c)) = 1. So U (a/c) = 1 and U (c) = 1. Hence U (p(x)) = 2 = RM (p(x)). Suppose a(p) = 0. Suppose p(x) is the generic type of the compact space X. So a(X) = 0. Krasnov ( [21] ) proved that X has only finitely many irreducible analytic subsets of dimension 1. Let X be the result of removing these from X. X has no infinite and co-infinite definable subsets, so is strongly minimal. Thus
A complex analytic set (or space) is said to be normal if for each point a ∈ X the ring of holomorphic functions on X at a is normal, namely integrally closed in its quotient field. Normal spaces play an important role. First any analytic space X has a normalization (X , f ), where X is a normal analytic space (compact if X is compact) and f is a finite-to-one holomorphic map from X onto X. A basic fact, which we will use in the next section is the purity of branch theorem of Grauert and Remmert (see Theorem 1.6 in [23] ): Fact 3.8 Let X be a normal compact complex analytic space and f a holomorphic surjective map onto a compact complex manifold M . Assume that f is generically finite (that is finite-to-one off an analytic subset of X of dimension less than that of X). Let A = {x ∈ X : f is not biholomorphic at x}. Then A is analytic and is either empty or has codimension 1 in X.
We will now observe:
Proposition 3.9 T h(C) has elimination of imaginaries.
Proof. It is enough to show that if X is an irreducible compact space, E is a definable equivalence relation on X and p(x) is the generic type of X, then there is a meromorphic map from X into some compact space Q such that for a, b realizing p(x), E(a, b) iff f (a) = f (b). (So a/E is intederfinable with f (a).) As far as we can see this is a consequence of Grauert's results on meromorphic equivalence relations (see [13] and [8] ): We give some explanations. First as X is bimeromorphic with a compact normal space, we may assume X to be normal (and even to be a complex manifold). Next, using quantifier elimination and definability of dimension, we construct from E a "meromorphic equivalence relation" R on X (in the sense of [13] ) which agrees with E on p(x). What this means is that R is a symmetric reflexive analytic subset of X × X, with the following properties: There is a proper analytic subset P of X such that (i) no irreducible component of R is contained in X × P , and (ii) R 0 = R ∩ ((X \ P ) × (X \ P )) is an equivalence relation on X \ P such that (a) for some m, each equivalence class of R 0 has dimension m at all points, and (b) the projections from R 0 to X \ P are open. We also require that R 0 agrees with E on X \ P . From R, Grauert constructs a fibration Π of X into analytic subsets of dimension m everywhere, extending the fibration on X \ P determined by R 0 . That is, two points of X \ P are in the same equivalence class of R 0 just if they are in the same (unique) fibre in Π. The fibres may cross in P . Finally in the Main Theorem, Grauert constructs a "modification"π :X → X (a holomorphic surjective map from a complex irreducible spaceX to X which is biholomorphic outside a proper analytic subset A ofX), and a holomorphic map q :X → Q fromX onto a complex space Q such that each fibreŜ of q maps underπ onto a member S of the fibration Π, establishing a bijection between Q and Π. It is then clear that we obtain a generically defined definable function f from X to Q such that a and b are R 0 equivalent iff f (a) = f (b). (f takes a to its unique preimage b inX \ A underπ and then to q(b) ∈ Q.) Thus f does the required job.
Many things follow from 3.9. One is that any complete type p(x) over C is nonorthogonal to a type q of U -rank 1 (which is the generic type of some compact complex analytic space). Another concerns definable groups. For example the (by now standard) proof that a group interpretable in an algebraically closed field is definably isomorphic to an algebraic group, adapts to showing that any group interpretable in C can be definably given the structure of a (not necessarily compact) complex Lie group. One issue is to identify these definable complex Lie groups. We will ask some questions in section 5. Hrushovski in [17] asked whether the "modular" strongly minimal groups definable in C are definably isomorphic to complex tori. Scanlon [30] has some partial results. Note that complex tori (quotients of C n by a lattice, or equivalently connected compact complex Lie groups) are among the basic sorts of C.
Recall that a definable set X in a saturated ω-stable structure M is said to be modular, if for any tuple a from X, and any small subset A of M containing the parameters over which X is defined, the Morley rank of tp(a/A) is equal to the Morley rank of tp(a/acl eq (a) ∩ acl eq (A)). If X has a definable group structure this is equivalent to every definable subset of X × .. × X being a finite Boolean combination of translates of definable subgroups. In the context C, a complex torus A is modular iff every irreducible analytic subset of A × .. × A is a translate of a subtorus.
Remark 3.10
In [19] , it is pointed out that the main results of [20] apply to strongly minimal definable sets D in C: D can be assumed to be of the form X \ Y for X a compact irreducible space and Y a proper analytic subset. After also removing the singular locus of X (i.e. finitely many additional points), we obtain a Zariski geometry D in the sense of [20] . By the deep results of the afore mentioned paper, D is either modular, or interprets an infinite strongly minimal field. The second possibility implies (not completely trivially) that D (and so D) is nonorthogonal to P 1 . By Proposition 3.9 above, this also holds for strongly minimal sets interpretable in C. We would assume that the same holds for any strongly minimal set interpretable (so definable) in a saturated elementary extension of C.
Complex tori and Mordell-Lang
In this section we note the truth of Mordell-Lang for complex tori. Let A be a complex torus. We will say that A is simple if it has no proper nontrivial complex subtori (equivalently A has no infinite proper definable subgroup). We first observe:
Theorem 4.1 Let A be a simple complex torus. Then either A is algebraic (so isomorphic to an abelian variety) or A is modular.
Remark 4.2 (i)
This theorem can be proved using the deep results from [20] . The latter implies that A is either modular or its generic type is nonorthogonal to P 1 . (ii) We did not see an explicit statement of Theorem 4.1 in the literature, but it should be considered well-known. For example in [31] (Theorem 10.3) it is proved that if A is a complex torus and X an irreducible analytic subset of A then X is a translate of a subtorus if and only κ(X) = 0. Now suppose that A is a complex torus with the feature that every analytic subvariety X of A × .. × A is orthogonal to P 1 . This means that for every such X, a(X) = 0 and thus κ(X) = 0. By the Uneno result just mentioned, every analytic subvariety of A × .. × A is a translate of a subtorus and so A is modular. In particular, if A is simple and nonalgebraic, then every analytic subvariety of A n will be orthogonal to P 1 , so A is modular. (iii) In spite of the remarks in (ii) we will outline an elementary proof of Theorem 4.1, influenced by [2] .
Let us fix a simple complex torus A. We begin with a little lemma. Although only the equivalence of (i) and (iii) will be used, (ii) is also interesting. 
Proof. (i) implies (ii) is clear for if A is algebraic then its complex dimension equals its Morley rank.
(ii) Suppose X is a codimension 1 analytic subset of A. By translating we may assume that X contains 0 (the identity of A). Let B be the intersection of all translates of X which contain 0. By the DCC, B is a finite subintersection so an analytic subset of A. But it is easily seen that B is a subgroup of A, hence finite. By the dimension theorem, some finite intersection of translates of X must have dimension 1. (iii) implies (i). Let X be a 1-dimensional analytic subset of A. By ??, X is algebraic. By the Zilber indecomposability theorem, A = X + ... + X (n times for some n). Hence A is definably isomorphic to a group definable in P 1 , so algebraic.
Remark 4.4
In [7] , Remark 2.22, it is stated that for a compact complex irreducible analytic space a(X) > 0 iff X is covered by codimension 1 analytic subsets. But if X is a complex torus then by translation it is enough that X have some codimension 1 analytic subset, yielding (ii) implies (i) above.
The following statement is Satz 6.2 in [2] with more or less the same proof.
Lemma 4.5 Suppose that A (simple complex torus) is not algebraic. Then A is strongly minimal (i.e. has no infinite proper analytic subsets).
Proof. Let dim(A) = n. Suppose for the sake of contradiction that X is an infinite irreducible analytic subset of A. Choose such X of least dimension s > 0 and we may assume that X contains 0. By Lemma 4.3, s > 1. For each r, let X r = X + .. + X (r times). This is an irreducible analytic subset of A. Note that X r = X r+1 iff dim(X r ) = dim(X r+1 ) and in this case X r is a subgroup of A. So, as A is simple, we have for some r, X r = A and for 1 ≤ m < r, dim(X m ) < dim(X m+1 ). Case 1. For some 1 ≤ m < r, dim(X m+1 ) < dim(X m ) + s. Then some fibre F of the addition map X m × X → X m+1 has dimension positive but < s. The projection of F in either X m or X then has dimension positive but < s, contradicting least choice of s. Case 2. For each 1 ≤ m < r, dim(X m+1 ) = dim(X m ) + s. Thus dim(A) = rs = dim(X r ) so the addition map f : X r → A is (surjective and) generically finite to one. Let N be the normalization of X, and we have the induced surjective map g : N r → A which is still generically finite to one. By Fact 3.8, either (i) g is a covering of the manifold A, or (ii) the set Y of points in N r at which g is not locally biholomorphic is of codimension 1 in N r . If (i) holds then N r has the structure of a complex torus and g is a surjective homomorphism (in fact isogeny). But it is then easy to see, by considering the universal cover of N , that each copy of N in N r is (up tp translation) a subtorus. The images under g will be subtori of A, contradicting simplicity of A. So suppose that (ii) holds. As g is only generically finite to one we cannot conclude that the image of Y under g has codimension 1 in A. However we have the sequence N r → N r−1 → ... → N of projections. Let π t be the map N r → N r−t . Then the image of Y under π t is either of codimension 1 or 0 in N r−t . We conclude that N has an analytic subset of codimension 1. As the map N → X is finite to one, X also has a codimension 1 analytic subset, contradicting least choice of s. This proves the lemma.
Proof of Theorem 4.1 Assume A is not algebraic. By Lemmas 4.3 and 4.5, dim(A) > 1 and A has no infinite proper analytic subsets. Let X ⊂ A m be irreducible analytic. We may assume that X projects onto each copy of A. Let m 0 ≤ m be greatest such that X maps onto on some A m 0 . Let π be this mapping. Irreducibility of X and strong minimality of A implies that π is finite-to-one. Let N be the normalization of X, and π the induced surjective map onto A m 0 . Suppose that π is not locally biholomorphic (i.e. not an unramified covering). By Fact 3.8, N has a codimension 1 analytic subset Y . Then (as π is finite-toone), π (Y ) has codimension 1 in A m 0 . By projecting onto smaller powers of A we conclude that A has a codimension 1 subset, contradiction. Thus π is an umramified covering and so N is also a complex torus and π an isogeny. The projection of N onto each of the other copies of A is a composition of a homomorphism and a translation. It follows that X is a coset in A m . We have shown that each irreducible analytic subset of A m is a coset. So A is modular.
The reduction of the Mordell-Lang conjecture for complex tori to the abelian variety case will use Theorem 4.1 and the "socle argument" (Proposition 4.3 of [16] ). To apply this socle argument we need to know that a complex torus has no infinite definable family of connected definable subgroups (i.e. no infinite analytic family of subtori). This follows from the following: Lemma 4.6 Suppose A is a complex torus. Let A be the interpretation of the sort A in a saturated elementary extension C of C. Then T or(A ) = T or(A). Moreover let B be a connected definable subgroup of A . Then B is the smallest definable subgroup of A containing T or(B).
Proof. Note that if A is a complex torus of dimension n then for each p the p-torsion of A is isomorphic to (Z/pZ) 2n . In particular T or(A) is divisible, and T or(A) = T or(A ). Claim. Let B be a connected definable subgroup of A . Then B is divisible. Moreover there is a formula ψ(x, c) defining B such that for any c ∈ A , ψ(x, c ), if consistent defines a connected subgroup of A . Proof. Fix m < ω. Then A so B has only finitely many elements of order m. Thus the multiplication by m map from B to B has finite kernel so is onto. So B is divisible. We can find a formula ψ(x, c) defining B such that there is some n < ω such that for any c , the subgroup of A defined by ψ(x, c ) has connected component of index at most n. So we can add to ψ(x, c) the condition that "n.G = G". Now let B be a connected definable subgroup of A . By the claim and transfer, T or(B ) is divisible, so if B is the smallest definable subgroup of B containing T or(B ) then B is connected. Suppose for contradiction that B = B . Then again by the Claim we can find distinct subtori B 1 < B 2 of A with the same 2-torsion, a contradiction. This proves the Lemma.
It follows from the lemma that every connected definable subgroup of A is defined over acl eq (∅), namely that A (or A ) is "rigid" in the sense of [16] .
Let us now fix a complex torus A.
Definition 4.7 By the definable socle s(A) of A we mean the subtorus of A generated by the simple subtori of A. Proof. By definition, the maximal almost pluriminimal connected subgroup s (A) of A is the maximal connected definable subgroup which (when read in a saturated model A ) is contained in the algebraic closure of a finite number of strongly minimal sets (together with a finite number of parameters). The lemma is easy: Clearly s(A) is contained in s (A). On the other hand s (A) is a sum of an abelian variety and a (almost pluriminimal) modular group. The abelian variety is a sum of minimal abelian varieties, and the modular group a sum of strongly minimal modular groups (see [16] ).
Lemma 4.10 Suppose X is an irreducible subvariety of A and Stab(X) (= {a ∈ A : a.X = X}) is finite. Then X is contained in a single translate of s(A).
Proof. This is by the "socle argument", Proposition 4.3 of [16] , which is valid for any commutative group of finite Morley rank. This proposition depends on two hypotheses, (i) any connected definable subgroup of s(A) (or rather of its interpretation in a saturated elementary extension A of A), is acl(∅)-definable, and (ii) s(A) is the maximal almost pluriminimal connected subgroup of A. Hypothesis (i) is given to us by Lemma 4.6. (ii) is given to us by Remark 4.9.
Finally: Theorem 4.11 Let A be a complex torus, X an analytic subset of A and Γ a finitely generated subgroup of A (or more generally contained in the group of division points of a finitely generated subgroup of A). Then the complex analytic closure of X ∩ Γ is a finite union of translates of complex subtori of A.
Proof. By quotienting A by the connected component of Stab(X) we may assume that Stab(X) is finite. We may also replace X by a translate by an element of X ∩ Γ. So by Lemma 4.10 we may assume that X is contained in s(M ). Let A 0 , A 1 be the decomposition of s(A) given by Lemma 4.8. Let X i be the projection of X on A i . Now A 0 and A i are "fully orthogonal" (as otherwise A 0 would also be modular) and thus (see 4.12 of [16] ) X = X 0 · X 1 . X 1 is, by modularity of A 1 , a translate of a subtorus S of A 1 . But then clearly S ⊆ Stab(X), so S is a single point, as is X 1 . Translating X again we may assume that X is contained in the abelian variety A 0 . The analytic closure of X ∩ Γ is then equal to the Zariski closure of X ∩ Γ in the complex abelian variety A 0 , and this is a finite union of translates of abelian subvarieties (so also subtori of A) by [9] and [15] .
Additional remarks on C
As pointed out above the category C is quite rich in the model-theoretic sense.
In fact the theory of "binding groups" (definable automorphism groups) is relevant. One would hope for some new results to be obtained modeltheoretically. But here is an old one (see [31] ), Theorem 12.4), which is almost a consequence of model theory.
Fact 5.1 Let X be a compact analytic space of dimension n with a(X) = n − 1. Then X is bimeromorphic with a space X where X is an elliptic fibration over a projective variety of dimension n − 1.
Explanation. To say that X is an elliptic fibration of over the projective variety Y means that there is a holomorphic surjective π : X → Y such for a Zariski open set of a ∈ Y , π −1 (a) is isomorphic to an elliptic curve. Let's try to prove this. In fact we will work generically (in a saturated elementary extension C of C), and meromorphically, and try to show that for a generic point a of X, there is a tuple c ∈ dcl(a) ∩ (P 1 ) such that tp(a/c) is the generic type of a "space" which is isomorphic to an elliptic curve. Let c be a finite tuple from (P 1 ) such that dcl(c) ∩ (P 1 ) = dcl(a) ∩ (P 1 ) . The assumption that a(X) = n − 1 implies that c is the generic point of an n − 1-dimensional algebraic variety Y over C. Moreover tp(a/c) |= tp(a/(P 1 ) ). We have c = f (a) for f some definable f . dim(tp(a/c)) = 1 and by the Riemann existence theorem tp(a/c) is internal to (P 1 ) . (Strictly speaking we are using the Riemann existence theorem in C which we are assuming to be true but also requires a proof.) The theory of internality (see for example 7.4.8 in [25] ) implies that the set Q of realizations of tp(a/c) is a homogeneous space for a connected algebraic group G. Thus either Q (possibly together with finitely many points) is isomorphic to (P 1 ) or Q is isomorphic to an elliptic curve. The second possibility is exactly what we want to conclude. But we do not see an elementary way to exclude the first possibility.
The following is Theorem 3.8 (1) from [31] and does have an elementary model-theoretic proof. 
Proof. Let a be a generic point of X, and
) is stationary by 3.4). Then as (P 1 ) is a definable set with elimination of imaginaries, we may assume d is a finite tuple from (P 1 ) and d ∈ dcl(b). As c is independent from b over d,
Let c = h(a) for some definable function h, and let k = U (tp(c/b)). Note that U (tp(c)) = a(X) and U (tp(d)) = a(Y ). On the other hand by definability of U -rank in (P 1 ) and definability of dimension in C , we see that there is some nongeneric definable subset
There is a rather intriguing analogy between our structure C and the manysorted structure D of finite Morley rank sets definable (over Q say) in a saturated differentially closed field (F, +, ., D) (with constant field C). Dimension in C corresponds to order in D. P 1 in C corresponds to the field C of constants in D. Algebraic dimension in C corresponds to the transcendence degree over C of the field of generically definable functions from X to C in D. The Riemann existence theorem (in C) corresponds to Hrushovski's theorem ( [18] ) that any order 1 set in D is either nonorthogonal to the constants or is ω-categorical. Maybe a more direct way of exploring the analogy would be to replace D by the equivalent category of D-varieties in the sense of Buium [5] , that is algebraic varieties X over F equipped with an extension of D to a derivation on the structure sheaf of X together with D-morphisms. We expect that various natural operations (such as taking the branch locus of a morphism) yield also D-varieties. It would be nice to find yet another proof that the Manin kernel A of a simple abelian variety A which is not defined over the constants, is modular, using the ideas in our proof of 4.1 together with the fact that A is orthogonal to all order 1 sets. (The proof in [6] was partially motivated by this possibility, but ended up going in a different direction.) Note that neither dimension in C nor order in D can be directly "seen" in these structures, although they are definable (the set of a such that φ(x, a) has dmension (order) k is definable in C (D)). For example order can only be directly seen in the ambient differentially closed field F which is not part of the structure D.
Any reasonable analogue of Fact 5.1 fails in D. For example, consider the differential algebraic variety defined by D(Dx/x) = 0, x = 0. This is a fibration over the constants with each fibre isomorphic to the multiplicative group of the constants. X has order 2 and "algebraic dimension" 1.
Recall that the Hrushovski-Jouanalou theorem [18] says that if X is an irreducible differential algebraic set of order n defined over a subfield of the constants, then either there is a nonconstant generically defined function from X into the constants, or X has only finitely many differential algebraic subsets of order n − 1. The analogue in C turns out to be true, proved by Krasnov([21] ): if X is an irreducible compact complex space of dimension n then either a(X) > 0 or X has only finitely many hypersurfaces.
Another remark is that the structure C is interpretable in the well-known ominimal structure R an (sort-by-sort). In [24] a result is proved which implies that any proper expansion of the sort P 1 which is definable in R an is unstable. (In fact their result yields another proof of Chow's Theorem.) The same will not be true of other sorts. For example, we could expand a modular complex torus by a real analytic subgroup which is not complex analytic, obtaining a stable structure.
There are several rather important model-theoretic issues regarding C. The first is the identification of the definable (equivalently interpretable) groups. A rather strong conjecture is that any connected definable group G is (definably) an extension of a complex torus by a linear algebraic group. (Note this fails in D.) Contained in this conjecture is the question of whether any modular strongly minimal definable group is a complex torus. Scanlon [30] proved the latter if G is interpretable in a strongly minimal compact complex manifold. The second question regards the identification of the trivial types of U -rank 1 (equivalently of the compact complex spaces whose generic type has U -rank 1). There are good reasons to believe that generic K3 surfaces and generalized Hopf surfaces are examples (as pointed out in communications with Scanlon, Gardener and Zilber). It is possible that some of these questions could be more easily resolved (or even contained in the literature) for the reduct C K of compact complex Kahler manifolds (and analytic spaces which are images of these under holomorphic maps) which has been intensively studied in [10] for example.
