The linear multivariable modelling of an aircraft gas turbine is presented. A frequency-domain identification method is employed to estimate a family of models from engine data at a range of operating points. It is found that the fuel feed to shaft speed dynamics can be represented by second-order models. This matches the results obtained for the reduced-order linearised thermodynamic models derived from the engine physics. A direct comparison can thus be made between the estimated and thermodynamic models, which shows significant discrepancies between them for the engine tested. This work illustrates how modern system identification techniques can be used to verify engine models. The multivariable framework employed means that additional inputs and outputs can be easily incorporated into the model.
INTRODUCTION
This paper deals with the identification of linear multivariable models of an aircraft gas turbine from engine test data. The identification is conducted in the frequency domain, which allows s-domain multivariable models to be directly estimated. The work is an extension of that previously conducted on the identification of transfer-function models, which was presented at previous ASME gas turbine conferences [1, 2] and has been published in a number of recent journal papers [3] [4] [5] .
The aim of the work presented in this paper is to identify a family of linear multivariable models, estimated at a range of engine operating points, which can be directly compared to the linearised thermodynamic models of the engine. Engine models are required both in the development and operational stages of the life of a gas turbine. Thermodynamic models are derived during the development stage, based on knowledge of the engine physics, and provide important insights into the engine behaviour. Such models are both complex and nonlinear, which can present problems in the design of engine control systems.
It is therefore common practice to linearise the thermodynamic models around a series of operating points and then carry out a model-order reduction in order to arrive at models which are more suitable for control system design. Since these models are based on a priori assumptions about the engine physics, it is then important to verify their performance against real engine data.
Previous work approached this problem by identifying individual transfer-function models for the fuel flow to HP shaft speed and the fuel flow to LP shaft speed dynamics. Both the numerators and denominators of these models could vary freely. The models identified in the current work are estimated within a multivariable framework, which means that all the transfer functions have a common denominator, the roots of which are the modes of the system. This is a better basis for comparison with the thermodynamic models, since they are also expressed in multivariable form. The estimated and thermodynamic models thus have a common structure, which allows the comparison of like with like. This paper deals with the identification of the dynamics of a Rolls Royce Spey engine, which is a typical military twin-shaft turbofan, with a low by-pass ratio and a variable reheat nozzle. Although no longer in service, it has the same basic architecture, for control purposes, as that of more modern engines such as the EJ200, which is used to power the Eurofighter [6] .
A simplified diagram of a Spey engine is shown in Figure 1 , where concentric shafts are seen to connect the compressors at the intake end to the turbines at the nozzle end. The gas turbine has two shafts, one connecting the high-pressure (HP) compressor to the HP turbine and the other connecting the lowpressure (LP) compressor to the LP turbine. These rotate at different speeds, which are denoted N H and N L . The shaft speeds are the primary outputs of the gas turbine, from which the internal engine pressures and the thrust can be calculated. This paper will examine the dynamic relationship between the fuel feed and the shaft speeds, in the form of single-input, multioutput (SIMO) models.
Figure 1. Rolls Royce Spey engine
The main aim of this study can thus be summarised as the estimation of multivariable models directly from engine data, which can be used to verify the linearised thermodynamic models derived from the engine physics. The modes of the estimated models are thus to be given a physical interpretation and directly related to the modes of the thermodynamic models. The frequency-domain estimation techniques used to obtain the multivariable models from test data will now be discussed, before proceeding to a discussion of the reduced-order linear thermodynamic models.
MULTIVARIABLE MODELLING
Under steady-state conditions, the basic multivariable inputoutput relationship in the frequency domain is given by 
where
ω are the input and output spectra of the N measured periods of input s and output r. This was termed the errors-in-variables (EV) estimator by Guillaume [7] , who showed that the estimator is unbiased and asymptotically efficient. A multiple-input, multiple-output (MIMO) implementation of the EV estimator is given in [8] and, in [9] where alternative methods are given based on nonlinear averaging techniques. will be included as free parameters for estimation, which is an attractive feature of frequency-domain identification, since the delays are not limited to multiples of the sampling interval.
Under the assumption of noise on both the input and output signals (i.e., the "errors-in-variables" assumption), Schoukens et al. [10] derived a frequency-domain estimator for SISO transfer functions ) (s H (without delay). The method was subsequently adapted by Pintelon and Van Biesen [11] to estimate the delay together with the polynomial coefficients. In [7] the estimator was generalised to include multiple-input, multiple-output (MIMO) systems, resulting in the following cost function 
with and
= the covariance matrix between the (averaged) input-input, output-output, output-input and inputoutput Fourier vectors, respectively.
The cost function (5) corresponds to a least-squares formulation, with each frequency point weighted by a covariance matrix (7). This covariance matrix will reduce the relative contribution to the cost function of errors (6) with large noise variances at a given frequency. The estimator has maximum likelihood properties in the presence of complex normally distributed noise on the input-output Fourier coefficients [7] . Under these assumptions, and in absence of modelling errors, the expected value of the cost function is given by
where np is the number of estimated parameters. Notice that the covariance matrix (7) is a function of p, and, consequently, the cost function (5) is strongly nonlinear in the parameters. Numerical techniques, such as Newton-Gauss or LevenbergMarquardt, can be used to find the parameters that minimize the cost function.
THERMODYNAMIC MODELS
The derivation of thermodynamic engine models has been extensively discussed in the literature. One of the earliest approaches was described by Saravanamuttoo and Fawke [12] , who developed a nonlinear thermodynamic model for use in the analogue and digital simulation of an Olympus engine. This model was derived from the engine physics and was able to predict the change in engine dynamics due to changing operating conditions, over the complete running range of the engine.
In work conducted for Rolls Royce plc, Jackson [13] showed that, for a given stationary operating point, the higher-order nonlinear thermodynamic models can be reduced to linear statespace models with the same order as the number of engine shafts.
The models are first linearised using small perturbations, which in the case of the Spey engine results in models with five inputs, ten outputs and fifteen states. Table 1 shows the four slowest and two fastest modes of such a fullorder model, linearised at an operating point of 75% of the maximum HP shaft speed (henceforth 75% N H ). There is a big difference between the time constants of the two slowest modes, associated with the shaft dynamics, and the other modes, which are associated with thermodynamic processes in the gas stream. A model reduction procedure can thus be employed to eliminate all of the faster modes. A comparison of the frequency responses of the full-order and reduced-order models is made in Figure 2 . It can be seen that they are virtually identical up to a frequency of around 2 Hz.
A complete library of such models was generated for the Spey engine, across a range of operating points, by staff at section APD5 of the Defence Research Agency at Pyestock [14] . The models vary with operating point, variable inlet guide vane (VIGV) angle and reheat nozzle area. These linearised, reduced-order models will be referred to simply as the thermodynamic models for the remainder of this paper. Evaluating the transfer function matrices of the state space models allows the HP and LP shaft dynamics to be expressed in transfer function form, with a common denominator but different numerators. The poles of the common denominator of the transfer function matrix are, of course, the modes of the system. The terms poles and modes will be used interchangeably for the remainder of the paper. The variation of the poles and zeros with the HP shaft speed is shown in Figure  3 , for models with the VIGVs and nozzle area fixed to low speed positions, in order to match the conditions of the tests. It can be seen that the HP shaft model is effectively first-order, with a cancelling pole-zero pair for much of the operating range. The poles and zero of the LP shaft model are more distinct.
GAS TURBINE TESTING
Tests were conducted at a range of operating points spanning 55% to 90% N H . The engine was allowed to reach thermal equilibrium at each operating point before commencing the tests. A perturbation signal was then applied to the engine and a further time period allowed, so that the engine reached dynamic steady state before beginning data collection. Several tests were conducted at each operating point, using different test signals. The tests were separated in time, occurring at different points within a single day's testing or on different days, in order to check the repeatability of the estimations. Two different types of multifrequency signals were employed, these being multisines and maximum length binary sequences (MLBS).
A multisine is an arbitrary summation of harmonically related cosines
with a a vector of amplitudes, i a vector of harmonic numbers, ω 0 the fundamental frequency and φ a vector of phases. In order to maximise the power injected for a given maximum input amplitude the signal crest factor (CF) must be minimised
This was achieved for each multisine using the L∞ technique proposed by Guillaume et al. [15] , which generates the lowest CFs achieved to date.
Binary signals are, by their very nature, low CF, since the signals vary between two extremum values. For an MLBS, the sequence length (N) depends on the number of stages (n) in the shift-register used to generate the signal
The bit period (∆t) defines the half-power point of the signal spectrum, which occurs at approximately 0.443/∆t. Only frequencies up to this half-power point were used for estimation, to ensure sufficiently high signal-to-noise ratios.
Previous work had revealed the presence of an even-order nonlinearity in the engine. In order to eliminate the influence of this nonlinearity on the test harmonics, they were restricted to odd multiples of the fundamental. This was easily achieved in the multisine case by omitting all even harmonics from the sum in equation (9) . Three kinds of odd multisine were employed: a signal with all odd harmonics included; a signal in which every other odd harmonic was excluded, termed an odd-odd multisine; and a signal with harmonics placed close to a logarithmic grid, termed a quasi-log multisine. In the binary case, a signal with only odd-harmonics was achieved by the modulo-two addition of the bit sequence of two periods of an MLBS signal with a sequence of alternating ones and zeros [16] , resulting in a sequence with inverse repeat (IR) properties. Such a signal has power only at its odd harmonics.
When studying the fuel flow to shaft speed dynamics, a perturbed fuel demand signal was fed to the fuel feed system which regulates the fuel flow to the engine. In order to exclude the dynamics of the fuel feed system from the the data the actual fuel flow was measured downstream from it, using a turbine flow meter. The signal amplitudes were set at ±10% of the steady-state flow, which ensured sufficiently high signal-tonoise ratios. At least four periods of each signal were recorded, in order to allow signal averaging and also guarantee certain properties of the estimator.
MODELLING RESULTS
The results of modelling the fuel flow to shaft speed dynamics will now be presented, resulting in SIMO models. The results obtained at 75% N H will be discussed in detail before examining the variation of the models with operating point.
(a) At 75% N H Table 2 shows the estimation results obtained for a single test using an IRMLBS signal. It is interesting to note that a clear pattern emerges in the estimated models, with the modes of each lower-order model being replicated in the modes of the subsequent higher-order model. This gives confidence in the estimation results, since the same modes are consistently estimated, whatever the model order.
The significance of the estimated modes is shown in Table 3 , which lists the modes of the second-and third-order models, along with their modal gains. Considering the second-order model, it is clear that the second mode contributes only very weakly to the HP shaft dynamics, while for the LP shaft both modes contribute significantly to the dynamics. This pattern is repeated in the case of the third-order model, with the additional third-order mode making only a small contribution to both the HP and LP dynamics. This suggests that the HP dynamics can be thought of as predominantly first-order, while the LP dynamics are clearly second order. Further evidence for this can be found by considering the frequency fit of the estimated models to the estimated FRFs, which are shown in Figures 4 and 5 for the first-and secondorder models. It is clear from these plots that a second-order model is required in order that the frequency response of the model matches the estimated FRFs.
Four different tests were conducted at 75% N H , each using a different signal. The signals used and their properties are listed in Table 4 . The multisines used had odd, odd-odd or quasi-log harmonic vectors as shown in equation (12). This allows the variation of the estimated modes with model order and test signal to be studied. A comparison is made in Figure 6 , where the modes estimated with each of the four different test signals are plotted against model order. This approach is commonly used in modal analysis, since it allows the true system modes to be distinguished from "mathematical" modes, which are the product of modelling errors and over-modelling. The plot shows that three modes are consistently estimated with each of the four test signals. The pattern breaks down with the fourth-order models, which show great variation in the estimated fourthorder mode. This result provides further evidence that the second-order dynamics have been correctly identified but also that the third-order mode is a real feature of the data. Figure 7 shows the modes estimated with three different test signals at an operating point of 90% N H . There is once again a clear pattern in the variation of the estimated modes with model order, up to the third-order model. By comparing the modes of Figure 7 with those of Figure 6 it can be seen that the modes are faster at the higher operating point. The modes and modal gains of the second-and third-order models estimated at 90% N H using test 2 are listed in Table 5 . It is interesting to compare them with the results obtained at 75% N H , listed in Table 3 . Considering the second-order model, it can be seen that the modal gain of the second mode has become far more significant for the HP shaft. The relative contribution of the second mode to the LP shaft dynamics has also increased. This pattern is repeated in the third-order models. This does not show the same pattern as Figures 6 and 7 , since only the first-order mode is consistently estimated. This suggests that further testing is required at 55% N H in order to provide confidence in the estimated models. Models were also estimated at 65% and 85% N H and the poles and zeros of the complete family of estimated second-order models are compared with those of the thermodynamic models in Figure 9 . This shows good agreement between the estimated and thermodynamic models of the HP shaft, both of which can be considered as first-order up to 75% N H . Above this point, both the estimated and thermodynamic models suggest that the second-order dynamics become more significant, as shown by the greater separation of the second pole and zero.
(b) Variation with Operating Point
In the case of the LP shaft, the estimated and thermodynamic models are seen to be very different. This difference suggests that the thermodynamic models are not correctly modelling the variation of the second-order dynamics with operating point. This is true across the whole operating range but is particularly striking at 75% N H . The estimated models have thus revealed a problem with the thermodynamic models, which warrants further investigation. 
CONCLUSIONS
The estimation of linear multivariable models of an aircraft gas turbine has been examined. Estimation was conducted in the frequency domain, which allowed the direct estimation of sdomain models within a multivariable framework. The relationship between the measured fuel flow and the HP and LP shaft speeds was studied, resulting in SIMO models.
The great advantage of this work, compared to that previously conducted, is that the estimated models can be directly compared with the linearised thermodynamic models of the engine. A discussion was presented of the linearised thermodynamic models, the model reduction process and the variation of the models with operating point.
The model selection and validation procedure was presented in detail at an operating point of 75% N H . This showed that a second-order model was the most appropriate to model the engine, which agrees with the order of the linearised, reducedorder thermodynamic models. Since the models were estimated without prejudice on the model order, this in itself is an important result, since it confirms the assumptions made in reducing the order of the thermodynamic models.
Further results were presented at 90% and 55% N H , which allowed the variation of the linear models with operating point to be studied. A comparison was also made of the results obtained with different test signals at each operating point. This showed good repeatability of the models estimated at 75% and 90% N H , though some problems were encountered with the models ate 55% N H .
Finally a comparison was made between the estimated and thermodynamic models. This showed very good agreement between the models for the HP shaft but significant discrepancies for the second mode of the LP shaft. This model mismatch has implications for control system design using the thermodynamic models, since they do not adequately represent the second-order dynamics of the LP shaft.
It is certainly worthwhile to consider the application of the techniques described in this paper to the verification of the linearised thermodynamic models. The results would either provide confidence in the thermodynamic models or point to discrepancies, which would need to be addressed. This paper illustrates the application of multivariable, frequency-domain techniques to the fuel flow to shaft speed dynamics of a gas turbine. The great advantage of the multivariable structure is that additional inputs (such as VIGV angle) and outputs (such as gas temperatures and pressures) can be easily incorporated into the structure.
