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We show a unique continuation result for the differential inequality |i∂tu + u| |V u|,
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s
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1. Introduction
In this note we are concerned with unique continuation property for the solution of the inequality
|i∂tu + u| |V u|, (x, t) ∈ Rn × R, (1.1)
where V (x, t) is a potential contained in some mixed norm spaces Lpt L
s
x .
In [7], Kenig and Sogge proved that solutions u of (1.1) cannot vanish in a half space of Rn+1 without being identically
zero if V ∈ L(n+2)/2(Rn+1). Their result was obtained by showing the following Carleman estimate: For u ∈ C∞0 (Rn × R),∥∥eβ〈(x,t),ν〉u∥∥
L
2(n+2)
n (Rn+1)
 C
∥∥eβ〈(x,t),ν〉(i∂t + )u∥∥
L
2(n+2)
n+4 (Rn+1)
(1.2)
with C , independent of β ∈ R and ν ∈ Rn+1. Here 〈 , 〉 denotes the usual inner product on Rn+1. In order to obtain (1.2)
they used an estimate due to Strichartz [14] which is closely related to Fourier restriction estimate [15,12]. Obviously,
when β = 0, (1.2) is the inhomogeneous Strichartz estimate for the Schrödinger equation [14]. Recently, Foschi and Vilela in
their independent works [2,16] obtained the currently best known range of (q, r) and (q˜′, r˜′) for which the inhomogeneous
Strichartz estimate∥∥∥∥∥
t∫
−∞
ei(t−s)F (s)ds
∥∥∥∥∥
Lqt L
r
x
 C‖F‖
Lq˜
′
t L
r˜′
x
(1.3)
holds. (Also see [8] for some estimates at corner points and [10] for related results.) It is natural to expect that (1.2) may
hold on those extended range. We extend the estimate (1.2) to mixed norm spaces Lqt L
r
x on which inhomogeneous Strichartz
estimates hold (as in [2,16]). This enables us to extend the unique continuation result of Kenig and Sogge in [7] to include
potentials contained in mixed norm spaces.
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462 S. Lee, I. Seo / J. Math. Anal. Appl. 389 (2012) 461–468Fig. 1. The points C , R , S and dual points C ′ , R ′ , S ′ when n 3.
For simpler description let us now deﬁne some points in the square [1/2,1] × [0,1/2] by setting
C =
(
1
2
,
n − 2
2n
)
, R =
(
n + 1
2n
,
n − 3
2n
)
, S =
(
n
2(n − 1) ,
(n − 2)2
2n(n − 1)
)
,
and we also deﬁne the dual points C ′ , R ′ , S ′ by setting X ′ = (1 − b,1 − a) when X = (a,b). (See Fig. 1.) Let us denote
by Γ ⊂ [1/2,1] × [0,1/2] the closed pentagon with vertices (1/2,1/2), C , S , S ′ , and C ′ from which the points S, S ′ are
removed.
Our ﬁrst result is the following.
Theorem 1.1. Suppose that (1/r˜′,1/r) ∈ Γ and (q, r), (q˜′, r˜′) satisfy (1.5), (1.7). Additionally, if q˜′  2 q, then∥∥eβ〈(x,t),ν〉u∥∥Lqt Lrx  C
∥∥eβ〈(x,t),ν〉(i∂t + )u∥∥Lq˜′t Lr˜′x (1.4)
with C , independent of β ∈ R and ν ∈ Rn+1 , whenever u ∈ C∞0 (Rn × R).
One can easily check that the range of (q, r), (q˜′, r˜′) is wider than what is given by admissible pairs (q, r), (q˜, r˜) for the
homogeneous Strichartz estimates. More precisely, for any (1/r,1/r˜′) ∈ Γ there are q˜′ and q such that (1.4) holds. As it will
be shown, the method [2,4,16] which proves the estimate (1.3) is strong enough so that one can get the corresponding
Carleman estimate by combining it with a simple argument as long as q˜′  2 q. In fact, uniformity of the above estimates
heavily relies on the scaling. Making use of Theorem 1.1, we get the following unique continuation result.
Corollary 1.2. Let (q, r), (q˜′, r˜′) satisfy the same conditions in Theorem 1.1. Suppose that V ∈ Lpt Lsx such that 1  p, s < ∞, 1/p =
1/q˜′ − 1/q and 1/s = 1/r˜′ − 1/r. If u ∈ Lqt Lrx ∩ Lq˜
′
t L
r˜′
x is a solution of (1.1) vanishing in a half space of R
n+1 , then u is identically zero.
When p = ∞ or s = ∞, the same holds provided that ‖V ‖Lpt Lsx  1/2C with C which is given in (1.4).
When ν = (ν ′,0) ∈ Rn × R in (1.4) so that the weight eβ〈(x,t),ν〉 is time independent, a stronger version of (1.4) was
shown in [3] for admissible (q, r), (q˜, r˜) and (1.4) was extended by the second author [11] to the currently known range
of (1.3) [2,16]. See also [5] for related works. From the gap condition (1.5) we see that the pair (p, s) for which the potential
V ∈ Lpt Lsx satisﬁes 2/p +n/s = 2. Obviously, the argument here also applies to the non-elliptic Schrödinger operator, i∂t + P ,
by replacing  with P = ∂2x1 − ∂2x2 ± ∂2x3 ± · · · ± ∂2xn so that the same result holds for the inequality |(i∂t + P )u| |V u|.
1.1. Inhomogeneous estimates
Now we discuss about (1.3). We start with recall the necessary conditions. By scaling the condition
1
˜′ −
1 + n
(
1
˜′ −
1
)
= 1 (1.5)
q q 2 r r
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r˜′  2 r, 1
r˜′
− 1
r
 2
n
, 1− 1
n
 1
r˜′
+ 1
r
 1+ 1
n
, (1.6)
q˜′  q, 1
q
< n
(
1
2
− 1
r
)
,
1
q˜′
> 1− n
(
1
r˜′
− 1
2
)
, (1.7)
and when r = 2 the second in (1.7) is replaced by q = ∞, and when r˜′ = 2 the third is replaced by q˜′ = 1. The condition (1.6)
is equivalent to the statement that (1/r˜′,1/r) is contained in the closed pentagon with vertices (1/2,1/2), C ′ , R ′ , R , C .
By considering a test function, we get an additional necessary condition which will be shown later (see Section 3):
n
2
− 1
2
+ 1
2q˜′
 2n − 1
2r
+ 1
q
. (1.8)
Combining this with (1.5) and using duality, we obtain
1
q
 n − 1
2
(
n
r˜′
+ 3n − 2
r
)
,
1
q˜′
 1
2
(
3n − 2
r˜′
− n
r
)
− 2(n − 1).
This condition is stronger than (1.7) when (1/r˜′,1/r) lies above the line [C ′, (1,0)] or below the line [C, (1,0)]. Hence we
see that the currently known range of (1/r˜′,1/r) for (1.3) is best possible under the condition (1.7).
Because of the condition (1.7), (1.3) is not allowed when n(1/2 − 1/r) = 1/q or 1/q˜′ = 1 − n(1/r˜′ − 1/2). However by
replacing Lqt with its weaker Lorentz variants we get the following endpoint estimate. Let us denote by L
p,∞ the weak
Lp space.
Theorem 1.3. Let n = 2. Suppose that (1/r˜′,1/r) is contained in the open pentagon with vertices (1/2,1/2), C ′ , S ′ , S , C to which the
open segments (C, S), (C ′, S ′) are added. Then, when 1/r˜′ + 1/r  1, we have∥∥∥∥∥
t∫
−∞
ei(t−s)F (s)ds
∥∥∥∥∥
Lq,∞t Lrx
 C‖F‖
Lq˜
′
t L
r˜′
x
(1.9)
for q, q˜′ satisfying
0< n
(
1
2
− 1
r
)
= 1
q
<
1
q˜′
= 1− n
2
(
1
r˜′
+ 1
r
− 1
)
, (1.10)
and when 1/r˜′ + 1/r  1, we have the corresponding dual estimates.
From the example in [16], it is easy to see that the Lq,∞t cannot be replaced by any Lorentz space L
q,s
t , s = ∞.
Throughout this paper, the letter C stands for constants possibly different at each occurrence. In addition to the symbol ˆ,
we also use F(·), F −1(·) to denote the Fourier, the inverse Fourier transforms, respectively. Finally, we denote by χE the
characteristic function of a set E .
2. Carleman estimates and unique continuation
In this section we will prove Theorem 1.1 and Corollary 1.2.
2.1. Proof of Theorem 1.1
Here we basically follow the argument in [7]. But we cannot use T T ∗ argument directly since we are dealing with
general mixed norm estimates.
Let us denote by L(D) a ﬁrst-order differential operator which is given by
L(D) = 〈a,∇x〉 + b,
where a ∈ Cn and b ∈ C. One can easily check that there is L(D) such that
eβ〈(x,t),ν〉(i∂t + )e−β〈(x,t),ν〉 = i∂t +  + L(D)
with a,b, depending on β ∈ R and ν ∈ Rn+1. So for the proof of (1.4) it is enough to show the following uniform Sobolev
type inequality.
Proposition 2.1. Let (q, r) and (q˜′, r˜′) be given as in Theorem 1.1. Then
‖u‖Lqt Lrx  C
∥∥(i∂t +  + L(D))u∥∥Lq˜′t Lr˜′x
with C , independent of L(D), whenever u ∈ C∞(Rn × R).0
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enough to show that
∥∥∥∥F −1
(
fˆ (ξ, τ )
τ + |ξ |2 + iξn
)∥∥∥∥
Lqt L
r
x
 C‖ f ‖
Lq˜
′
t L
r˜′
x
(2.1)
for Schwartz functions f ∈ S(Rd × R). Since q˜′  2  q and r˜′  2  r, by Littlewood–Paley theorem and Minkowski’s
inequality we only need to show that (2.1) holds with C , independent of k ∈ Z, for functions f satisfying supp fˆ ⊂
{(ξ, τ ): |ξn| ∼ 2−k}.
To show this, we assume the following estimate for the moment which will be shown later:
∥∥∥∥F −1
(
fˆ (ξ, τ )
τ + |ξ |2 + i2−k
)∥∥∥∥
Lqt L
r
x
 C‖ f ‖
Lq˜
′
t L
r˜′
x
(2.2)
whenever supp fˆ ⊂ {(ξ, τ ): |ξn| ∼ 2−k}. Then, by taking differences we are reduced to showing that∥∥∥∥F −1
(
(2−k − ξn) fˆ (ξ, τ )
(τ + |ξ |2 + iξn)(τ + |ξ |2 + i2−k)
)∥∥∥∥
Lqt L
r
x
 C‖ f ‖
Lq˜
′
t L
r˜′
x
. (2.3)
By changing variables τ + |ξ |2 → ρ in (2.3), we need to show that∥∥∥∥
∫
R
eitρ
∫
R
ei(t−s)F (s)dsdρ
∥∥∥∥
Lqt L
r
x
 C‖ f ‖
Lq˜
′
t L
r˜′
x
, (2.4)
where
F̂ (·, s)(ξ) = 2
−k − ξn
(ρ + iξn)(ρ + i2−k)e
−isρ f̂ (·, s)(ξ).
By Minkowski’s inequality and the inhomogeneous estimate (1.3),1 the left-hand side of (2.4) is bounded by
∫
R
∥∥∥∥F −1
(
2−k − ξn
(ρ + iξn)(ρ + i2−k)e
−isρ f̂ (·, s)(ξ)
)∥∥∥∥
Lq˜
′
t L
r˜′
x
dρ.
Since we are assuming supp fˆ ⊂ {(ξ, τ ): |ξn| ∼ 2−k}, one can easily see that this is also bounded by
C
∫
R
2−k
ρ2 + 2−2k ‖ f ‖Lq˜′t Lr˜′x dρ.
Hence we get (2.4).
Now it remains to show (2.2). By homogeneity, we may assume that k = 0. By the change of variables τ + |ξ |2 → ρ , the
estimate (2.2) becomes∥∥∥∥
∫
R
eitρ
ρ + i
∫
R
e−isρei(t−s) f (s)dsdρ
∥∥∥∥
Lqt L
r
x
 C‖ f ‖
Lq˜
′
t L
r˜′
x
.
Since the imaginary part 1/(1 + ρ2) of 1/(ρ + i) is integrable, by Minkowski’s inequality it suﬃces to show the above by
replacing 1/(ρ + i) with ρ/(ρ2 + 1). So, it is enough to show that∥∥∥∥
∫
R
ρ
ρ2 + 1 e
itρ
∫
R
e−isρei(t−s) f (s)dsdρ
∥∥∥∥
Lqt L
r
x
 C‖ f ‖
Lq˜
′
t L
r˜′
x
.
Let ψ◦ be a smooth even function such that ψ◦(0) = 1 and F −1(ψ◦) is supported in [1/2,2] ∪ [−2,−1/2]. We set ψ =
ψ◦(·/2) − ψ◦(·). Then it follows that ∑∞−∞ ψ(2− j ·) = 1. Now we break the function ρρ2+1 so that
ρ
ρ2 + 1 =
∑
j1
ψ(ρ/2 j)
ρ
+
∑
j1
ψ
(
ρ/2 j
)( ρ
ρ2 + 1 −
1
ρ
)
+
∑
j0
ρψ(ρ/2 j)
ρ2 + 1 .
1 It is easy to see that (1.3) implies the estimate ‖∫∞−∞ ei(t−s) F (s)ds‖Lq Lr  C‖F‖ q˜′ r˜′ . For example, see [16].t x Lt Lx
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∑
j1
∫
R
ϕ
(
2 j(t − s))ei(t−s) f (s)ds
∥∥∥∥
Lqt L
r
x
 C‖ f ‖
Lq˜
′
t L
r˜′
x
(2.5)
where ϕ = F −1(ψ(ρ)/ρ). It is not diﬃcult to see that ϕ is supported in [1/4,2] ∪ [−2,−1/4]. In fact, note that ϕ(0) =
1/(2π)
∫
ψ(ρ)/ρ dρ = 0 because ψ is even. Since F −1(ψ) is supported in [1/4,2] ∪ [−2,−1/4], so is ϕ′ = iF −1(ψ). Hence
using fundamental theorem of calculus, we see that ϕ is supported in [1/4,2] ∪ [−2,−1/4]. Now the estimate (2.5) can be
shown similarly as in [2,16]. So we shall be brief.
Let us denote by S j , j  1, the operator
f →
∫
ϕ
(
2 j(t − s))ei(t−s) f (s)ds.
Using bilinear interpolation arguments as in [2,16] one can show (2.5) by making use of the estimate
‖S j f ‖Lqt Lrx  C2
j( 1
q˜′ − 1q + n2 ( 1r˜′ − 1r )−1)‖ f ‖
Lq˜
′
t L
r˜′
x
(2.6)
for (q, r), (q˜′, r˜′) given as in Lemma 2.2 of [16]. (See also Lemma 3.1 and the proof of Theorem 1.3 in Section 3.) It is easy to
show (2.6) by the standard argument [2,4,16] which makes use of Plancherel’s theorem, homogeneous Strichartz’s estimates,
and interpolation. For example, see the proof of Lemma 2.2 of [16]. In fact, it is enough to show the case j = 0 only, since
the other cases follow from scaling. Then, by the support property of ϕ , one can take advantage of the fact that the kernel
of S0 is localized in time such that it is supported away from the diagonal {(t, s): t = s}. (In fact, |t − s| ∼ 1.) We omit the
details. 
2.2. Proof of Corollary 1.2
The proof is rather standard once one has the Carleman estimate (1.4) but we provide a proof for completeness.
Fix a unit vector ν0 ∈ Rn+1 arbitrarily. By translation we may assume that u vanishes in the half space {(x, t):
〈(x, t), ν0〉 > 0} of Rn+1. Obviously, it is suﬃcient to show that there is σ > 0 so that u = 0 in the set Sσ (ν0) = {(x, t): −σ <
〈(x, t), ν0〉 0}.
Let ψ : Rn × R → [0,∞) be a smooth function which is supported in {(x, t): |x|, |t| 1} and satisﬁes∫ ∫
Rn×R
ψ(x, t)dxdt = 1.
For 0 < ε < 1, we set ψε(x, t) = ε−(n+1)ψ(x/ε, t/ε). Let φ : Rn × R → [0,1] be a smooth function equal to 1 in
{(x, t): |x|, |t| 1} and equal to 0 in {(x, t): |x| 2 or |t| 2}, and for R  1 we set φR(x, t) = φ(x/R, t/R). We now set
v(x, t) = (u ∗ ψε)(x, t)φR(x, t)
and note that v ∈ C∞0 (Rn ×R) is supported in the set Hε(ν0) = {(x, t): 〈(x, t), ν0〉 ε}. Applying the Carleman estimate (1.4)
with ν = ν0 to the function v , we see that∥∥eβ〈(x,t),ν0〉v∥∥Lqt Lrx(Hε(ν0))  C
∥∥eβ〈(x,t),ν0〉((i∂t + )u ∗ ψε)φR∥∥Lq˜′t Lr˜′x (Hε(ν0))
+ C∥∥eβ〈(x,t),ν0〉(u ∗ ψε)(i∂t + )φR∥∥Lq˜′t Lr˜′x (Hε(ν0))
+ C∥∥eβ〈(x,t),ν0〉∇x(u ∗ ψε) · ∇xφR∥∥Lq˜′t Lr˜′x (Hε(ν0)).
Note that |u ∗ ψε|  C(|u| ∗ χε) and |∇x(u ∗ ψε)|  Cε−1(|u| ∗ χε), where χ is the characteristic function of the set
{(x, t): |x|, |t| 1} and χε(x, t) = ε−(n+1)χ(x/ε, t/ε). By letting R → ∞, we get∥∥eβ〈(x,t),ν0〉(u ∗ ψε)∥∥Lqt Lrx(Hε(ν0))  C
∥∥eβ〈(x,t),ν0〉((i∂t + )u ∗ ψε)∥∥Lq˜′t Lr˜′x (Hε(ν0)).
By Hölder’s inequality and hypothesis we have∥∥(i∂t + )u∥∥Lq˜′t Lr˜′x  ‖V u‖Lq˜′t Lr˜′x  ‖V ‖Lpt Lsx‖u‖Lqt Lrx < ∞.
Again by letting ε → 0 it is easy to see that
∥∥eβ〈(x,t),ν0〉u∥∥Lqt Lrx(Sσ (ν0))  C
∥∥eβ〈(x,t),ν0〉(i∂t + )u∥∥Lq˜′t Lr˜′x (Sσ (ν0))
+ C∥∥eβ〈(x,t),ν0〉(i∂t + )u∥∥ q˜′ r˜′ .Lt Lx ({(x,t): 〈(x,t),ν0〉−σ })
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C
∥∥eβ〈(x,t),ν0〉(i∂t + )u∥∥Lq˜′t Lr˜′x (Sσ (ν0))  C
∥∥eβ〈(x,t),ν0〉V u∥∥
Lq˜
′
t L
r˜′
x (Sσ (ν0))
 C‖V ‖Lpt Lsx(Sσ )
∥∥eβ〈(x,t),ν0〉u∥∥Lqt Lrx(Sσ (ν0))
 1
2
∥∥eβ〈(x,t),ν0〉u∥∥Lqt Lrx(Sσ (ν0))
with a suﬃciently small σ > 0. Hence∥∥eβ(〈(x,t),ν0〉+σ )u∥∥Lqt Lrx(Sσ (ν0))  2C
∥∥(i∂t + )u∥∥Lq˜′t Lr˜′x ({(x,t): 〈(x,t),ν0〉−σ }) < ∞.
By letting β → ∞, we conclude that u = 0 in the set Sσ (ν0). This completes the proof. 
3. Inhomogeneous Strichartz estimates
In this section we prove Theorem 1.3 and the necessary condition (1.8).
3.1. Proof of Theorem 1.3
Let us deﬁne the operator Tk for k ∈ Z by
Tk F =
∫
φ
(
2−k(t − s))ei(t−s)F (s)ds
where φ is a smooth function supported in (1/2,2) such that
∑∞
j=−∞ φ(2 jt) = 1, t > 0. Then we may write
T F :=
t∫
−∞
ei(t−s)F (s)ds =
∑
k∈Z
Tk F .
The following is a reformulation of Lemma 2.2 in [16]. (For a proof we refer the reader to [16].) In [16] the last inequality
in (3.2) was strict one. But when n = 2, making use of the endpoint estimate of the homogeneous Strichartz estimates,
one can easily see that the equality also holds. For n  3 the region of (1/r˜′,1/r) is the closed quadrangle with vertices
(1/2,1/2), C , C ′ , (1,0).
Lemma 3.1. Let n = 2 and let 1 r˜′  2 r ∞. When n 3, we additionally assume that
n − 2
n
(
1− 1
r˜′
)
 1
r
 n
n − 2
(
1− 1
r˜′
)
.
Then, when 1/r˜′ + 1/r  1,
‖Tk F‖Lqt Lrx  C2
−k( 1
q˜′ − 1q + n2 ( 1r˜′ − 1r )−1)‖F‖
Lq˜
′
t L
r˜′
x
(3.1)
for q, q˜′ satisfying
0 1
q
 1
q˜′
 1− n
2
(
1
r˜′
+ 1
r
− 1
)
, (3.2)
and when 1/r˜′ + 1/r  1, one has the corresponding dual estimates.
In order to ﬁnish the proof, we will show that (3.1) allows us to sum over k ∈ Z to give (1.9) through the following
summation lemma which is due to Bourgain [1]. The lemma is a version of Lemma 2.3 in [9] for Banach-valued functions.
(For a proof we refer the reader to [9].)
Lemma 3.2. Let ε1, ε2 > 0. Let 1 q ∞ and 1 r1, r2 < ∞. Suppose that { f j(y, z)}∞j=−∞ be a collection of functions deﬁned on
Rl × Rm such that ‖ f j‖Lr1y Lqz  M12ε1 j and ‖ f j‖Lr2y Lqz  M22−ε2 j for 1 r1, r2 < ∞. Then∥∥∥∑ f j
∥∥∥
Lr,∞y L
q
z
 CMθ1M1−θ2 ,
where θ = ε2/(ε1 + ε2) and 1/r = θ/r1 + (1− θ)/r2 .
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and 1/r˜′ + 1/r  1. Then,
0< n
(
1
2
− 1
r
)
< 1− n
2
(
1
r˜′
+ 1
r
− 1
)
.
Now set 1/q = n(1/2− 1/r) and 1/q˜′ = 1− n/2(1/r˜′ + 1/r − 1). So, (1.10) and (1.5) are satisﬁed obviously. Hence it follows
from Lemma 3.1 that there are (1/q˜′,1/qi), i = 1,2, such that
‖Tk F‖Lqit Lrx  C2
−k( 1
q˜′ − 1qi +
n
2 (
1
r˜′ − 1r )−1)‖F‖
Lq˜
′
t L
r˜′
x
and
1
q˜′
− 1
q1
+ n
2
(
1
r˜′
− 1
r
)
− 1< 0< 1
q˜′
− 1
q2
+ n
2
(
1
r˜′
− 1
r
)
− 1.
Here, the point (1/q˜′,1/q) is on the line segment joining (1/q˜′,1/q1) and (1/q˜′,1/q2). By applying Lemma 3.2 with εi =
| 1q˜′ − 1qi + n2 ( 1r˜′ − 1r ) − 1|, we get the endpoint estimate∥∥∥∥
∑
k∈Z
Tk F
∥∥∥∥
Lq,∞t Lrx
 C‖F‖
Lq˜
′
t L
r˜′
x
as desired. 
3.2. Proof of (1.8)
By considering suitable test functions, we show that the condition (1.8) is necessary for (1.3).
Let λ > 0 be a suﬃciently large number and let us set
Fˆ (ξ, τ ) = ϕ(|ξ |)ψ(λ1/2(τ + 1)),
where ψ ∈ S(R) with suppF −1ψ ∈ [0,1] and ϕ is a smooth function supported in (1/2,2) with ϕ(1) = 1. Then, if |t| ∼ λ,
one can write
t∫
0
ei(t−s)F (s)ds =
∫
Rn
eix·ξe−it|ξ |2 Fˆ
(
ξ,−|ξ |2)dξ
because time support of F (y, ·) is contained in [0, λ1/2]. Since ∫Sn−1 eix·ξ dσ(ξ) = C |x|− n−22 J n−22 (|x|), by asymptotic expansion
of Bessel function [13] we see that
∣∣∣∣∣
t∫
0
ei(t−s)F (s)ds
∣∣∣∣∣∼ |x|−
n−1
2
∣∣I(x, t)∣∣
for suﬃciently large |x|, where
I(x, t) =
∞∫
0
r−
n−1
2 ϕ(r)ψ
(
λ1/2
(
r2 − 1))e−itr2 cos(r|x| −π(n − 1)/4)dr.
Setting ϕ˜ = r− n−12 ϕ(r), we have
I(x, t) =
∫
ϕ˜(1)ψ
(
λ1/2
(
r2 − 1))e−itr2 cos(r|x| −π(n − 1)/4)dr
+
∫ (
ϕ˜(r) − ϕ˜(1))ψ(λ1/2(r2 − 1))e−itr2 cos(r|x| −π(n − 1)/4)dr.
By the rapid decay of ψ , the support property of ϕ˜ , and the mean value theorem it is easy to see that the second term in
the right-hand side is O (λ−1). Similarly, for some large constant A > 0
I(x, t) =
∫
|r−1|Aλ−1/2
ψ
(
λ1/2
(
r2 − 1))e−itr2 cos(r|x| −π(n − 1)/4)dr
+ O (λ−1/2/A100)+ O (λ−1).
468 S. Lee, I. Seo / J. Math. Anal. Appl. 389 (2012) 461–468Hence we get
I(x, t) = 1
2
(
e−iπ(n−1)/4 I−(x, t) + eiπ(n−1)/4 I+(x, t)
)+ O (λ−1/2/A100)
where
I±(x, t) =
∫
|r−1|Aλ−1/2
e−i(tr2±r|x|)ψ
(
λ1/2
(
r2 − 1))dr.
By the change of variables r → r + 1 and r → λ−1/2r, it follows that
I−(x, t) = e−i(t−|x|)λ−1/2
∫
|r|A
e−i(tλ−1r2+(2t−|x|)λ−1/2r)ψ
(
2r + λ−1/2r2)dr.
Therefore, if |t| ∼ λ/A2 and |2t −|x|| λ1/2/A, we get |I−(x, t)| λ−1/2. On the other hand, |I+(x, t)| A2λ−1 if |t| ∼ λ and
|x| ∼ λ. Consequently, if |t| ∼ λ, |x| ∼ λ and |2t − |x|| λ1/2, then |I(x, t)| λ−1/2. Hence we have
∥∥∥∥∥
t∫
0
ei(t−s)F (s)ds
∥∥∥∥∥
Lqt L
r
x
 λ−n/2λ1/qλ(2n−1)/2r,
and it is easy to see that ‖F‖
Lq˜
′
t L
r˜′
x
 λ−1/2λ1/2q˜′ . The estimate (1.3) now implies
λ−n/2λ1/qλ(2n−1)/2r  λ−1/2λ1/2q˜′ .
So we get (1.8) by letting λ → ∞. 
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