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Abstract
This paper establishes the existence of recessive and dominant solutions for oscillatory second order
homogeneous linear difference equations. Growth properties and comparison results concerning these solutions
are established. Such information is then used to generalize the limit point results in the literature.
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1. Introduction
We will be considering second order self-adjoint linear difference equation of the form
[p(t)u(t − 1)] + q(t)u(t) = 0, (1.1)
where p, q : Z+ → R and p(t) > 0,  is the forward difference operator defined by u(t) =
u(t + 1) − u(t), Z+ and R denote the positive integers and real numbers respectively. Eq. (1.1) has been
extensively studied concerning its disconjugacy, disfocality, oscillation, existence of periodic solutions
and boundary value problem. For example, see [1–11].
Eq. (1.1) can be thought as a discrete analogue of the following second order differential equation
(p(t)y′)′ + q(t)y = 0, (1.2)
which has also been investigated by many authors. For example, see [12,13] and the references therein.
∗ Corresponding address: Department of Applied Mathematics, Hunan University, Changsha, Hunan 410082, PR China.
E-mail address: mjunm9@yahoo.com.cn.
0893-9659/$ - see front matter © 2004 Elsevier Ltd. All rights reserved.
doi:10.1016/j.aml.2004.03.005
180 M. Ma / Applied Mathematics Letters 18 (2005) 179–185
This paper mainly aims to investigate the existence, growth and comparison property of recessive and
dominant solutions of (1.1).
A brief sketch of the contents of the paper is as follows. In Section 2, we study existence and growth
properties of recessive and dominant solutions of (1.1). In Section 3, we establish two comparison
theorems of solutions of (1.1) under a hypothesis different from that in the literature.
We first make some preliminary remarks. Eq. (1.1) has two linearly independent solutions u and v,
which satisfy Abel’s formula: namely p(t+1)[u(t+1)v(t)−u(t)v(t+1)] = 1, for all t ∈ z+. A nontrivial
solution u of (1.1) will be called oscillatory if for any t , there exists a s ≥ t such that u(s)u(s +1) ≤ 0. If
one solution of (1.1) oscillates, then all solutions of (1.1) oscillate. If there exist two linearly independent
solutions u and v of (1.1) such that u(t)
v(t) → 0 as t → ∞, then u is called recessive or sub-dominant and
v is called dominant. Principal (recessive) solutions are unique up to a constant factor.
Eq. (1.1) is equivalent to the symmetric three term recurrence relation
p(t + 1)u(t + 1) + p(t)u(t − 1) = c(t)u(t), (1.3)
where c(t) = p(t) + p(t + 1) − q(t).
2. Properties of oscillatory solutions
Lemma 2.1. If (1.1) is nonoscillatory, there exists a recessive solution u and a dominant solution w such
that
∞∑ 1
p(t + 1)u(t)u(t + 1) = ∞ and
∞∑ 1
p(t + 1)w(t)w(t + 1) < ∞. (2.1)
This lemma is extracted from [9], so the proof is omitted.
Theorem 2.1. Assume Eq. (1.1) has a solution u eventually alternating in sign, then all solutions of (1.1)
eventually alternate in sign, and there exist a recessive solution u and a dominant solution w such that
∞∑ 1
p(t + 1)u(t)u(t + 1) = −∞ and
∞∑ 1
p(t + 1)w(t)w(t + 1) > −∞. (2.2)
Proof. Set a substitution
v(t) = (−1)t u(t). (2.3)
Then by our hypothesis, v(t) is eventually nonoscillatory and (1.3) becomes
p(t + 1)v(t + 1) + p(t)v(t − 1) = −c(t)v(t). (2.4)
By the Sturm-type separation theorem, (2.4) is nonoscillatory. As a result, by (2.3), all solutions of (1.1)
eventually alternate in sign. From Lemma 2.1 it follows that (2.4) has a recessive solution v1(t) and a
dominant solution v2(t) such that
∞∑ 1
p(t + 1)v1(t)v1(t + 1) = ∞ and
∞∑ 1
p(t + 1)v2(t)v2(t + 1) < ∞
then the corresponding solutions of (1.3) are as follows
v(t) = (−1)tv1(t) and w(t) = (−1)tv2(t).
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It is clear that v(t) and w(t) are recessive and dominant solutions respectively of (1.3) and satisfy (2.2).
This completes the proof.
It is easy verified that this theorem can be applied to the example p(t + 1) = 12t , c(t) = 32t for all t .
Corollary 2.1. Suppose the solutions of (1.1) oscillate and eventually alternate in sign. If w is a
solution of (1.1) such that ∑∞ 1p(t+1)w(t)w(t+1) > −∞, then w(t) is dominant and u defined by u(t) =
w(t)
∑∞
j=t
1
p( j+1)w( j )w( j+1) is recessive. Similarly, if u is a solution such that
∑∞ 1
p(t+1)u(t)u(t+1) = −∞,
then u is recessive and w defined by w = u(t)∑t−1j=k 1p( j+1)u( j )u( j+1) is a dominant solution where k is
large enough so that u( j) = 0, j ≥ k.
Proof. Suppose there exists a solution w such that
∑∞ 1
p(t+1)w(t)w(t+1) > −∞, then define u as stated in
the hypothesis. Note that u is a solution of (1.1). Then u(t)
w(t) =
∑∞
j=t
1
p( j+1)w( j )w( j+1) → 0 as t → ∞, so
that u is recessive and w is dominant. A similar argument proves the other case.
Corollary 2.2. If∑∞ 1p(t) = ∞ and if all solutions of (1.1) are bounded, then all solutions of (1.1) must
not eventually alternate in sign.
Proof. If a solution of (1.1) alternates in sign eventually, then (2.4) is nonoscillatory; Theorem 2.1
implies the existence of a dominant solution v of (2.4) such that∑∞ 1p(t+1)v(t)v(t+1) < ∞. By hypothesis
and (2.3), v(t)v(t + 1) ≤ M for all t . Thus, we have
∞ >
∞∑ 1
p(t + 1)v(t)v(t + 1) ≥
∞∑ 1
p(t + 1)M =
1
M
∞∑ 1
p(t + 1) ,
a contradiction. The result follows.
Next we can be more precise about the behavior of the recessive and dominant solutions.
Lemma 2.2 ([14]). Suppose |c(t)| ≥ p(t) + p(t + 1), if v is a solution such that |v(T + 1)| ≥ |v(T )|
for some integer T , then |v(t + 1)| ≥ |v(t)|, for all t ≥ T . Moreover, if there exists a sequence {ε(t)} of
non-negative numbers such that
|c(t)| ≥ (1 + ε(t))p(t + 1) + p(t) and
∑
ε(t) = ∞ (2.5)
then |v(t)| → ∞, as t → ∞.
Proof. Assume |v(t)| ≥ |v(t − 1)|.
Then
|v(t + 1)|= |c(t)v(t) − p(t)v(t − 1)|/p(t + 1)
≥ |c(t)| − p(t)
p(t + 1) |v(t)| ≥ |v(t)|. (2.6)
Thus, the first part of the lemma follows by induction. If in addition we have (2.5), then (2.6) becomes
|v(t + 1)| ≥ (1 + ε(t))|v(t)|.
However, assuming t ≥ T , the above inequality implies that |v(t + 1)| ≥ |v(T )|∏tj=T (1 + ε( j)) ≥
|v(T )|[1 +∑tj=T ε( j)], by (2.6), which means |v(t)| → ∞, as t → ∞. This completes the proof.
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Lemma 2.3. If c(t) ≥ p(t) + p(t + 1), then (1.3) is nonoscillatory.
Proof. Since we always assume p(t) > 0, so if c(t) ≥ p(t) + p(t + 1), then it follows from Lemma 2.2
that the solution v(t) defined by v0 = 1, v1 = 1 must have v(t + 1) ≥ v(t) ≥ 1. Clearly v(t) is
nonoscillatory. Therefore, the result is true by the Sturm-type separation theorem.
Lemma 2.4. Assume c(t) ≤ −p(t) − p(t + 1), then Eq. (1.1) oscillates by means of alternation in sign.
Proof. By c(t) ≤ −p(t)− p(t + 1), we have −c(t) ≥ p(t) + p(t + 1). From Lemma 2.3, it follows that
(2.4) is nonoscillatory, then by (2.3), the consequence is true.
Theorem 2.2. If c(t) ≤ −p(t)− p(t +1), then there exist a recessive solution u and a dominant solution
w such that (−1)t u(t) > 0, |u(t + 1)| ≤ |u(t)| and (−1)tw(t) > 0, |w(t + 1)| ≥ |w(t)|. Suppose there
exists a non-negative sequence {ε(t)} such that
c(t) + (1 + ε(t))p(t + 1) + p(t) ≤ 0 and
∑
ε(t) = ∞. (2.7)
Then |w(t)| → ∞, as t → ∞. If there exists a non-negative sequence {γ (t)} such that
c(t) + p(t + 1) + (1 + γ (t))p(t) ≤ 0 and
∑
γ (t) = ∞. (2.8)
Then u(t) → 0, as t → ∞.
Proof. By Lemma 2.4, Eq. (1.1) is oscillatory by means of alternation in sign. Let w be the solution of
(1.1) defined by w(0) = 1, w(1) = −2. Lemma 2.2 then implies |w(t + 1)| ≥ |w(t)| for all t . Next,
by an result of Hartman and Winter [15], we have the existence of a solution u such that (−1)t u(t) > 0
and |u(t + 1)| ≤ |u(t)|. Therefore, we can say u(t)
w(t) is positive and monotonically decreasing to some
limit L . If L = 0, then w is dominant and u is recessive. Suppose |u(t)| − L|w(t)| ≥ 0, for all t . Also,
(|u(t + 1)| − L|w(t + 1)|) − (|u(t)| − L|w(t)|) ≤ 0. If for some integer k, |u(k)| − L|w(k)| = 0, then
|u(t)| − L|w(t)| = 0, for all t ≥ k, that is, (−1)t u(t) − L(−1)tw(t) = 0 for all t ≥ k, a contradiction to
u(t) and w(t) being linearly independent. Thus, |u(t)| − L|w(t)| > 0 and 	[|u(t)| − L|w(t)|] ≤ 0, for
all t . Clearly [u(t) − Lw(t)]/w(t) → 0, as t → ∞. Renaming if necessary, we have the existence of a
dominant solution w(t) and a recessive solution u(t).
If condition (2.7) is satisfied, Lemma 2.2 implies |w(t)| → ∞, as t → ∞.
Suppose (2.8) is satisfied. As previously mentioned, the arguments in [15] establish the existence of a
solution u such that (−1)t u(t) > 0 and |u(t + 1)| ≤ |u(t)|; thus, we may write
|u(t − 1)| = |c(t)u(t) − p(t + 1)u(t + 1)|
p(t)
≥ (|c(t)| − p(t + 1))|u(t)|
p(t)
≥ (1 + γ (t))|u(t)|,
and hence |u(t)||u(0)| ≤ 1π tj=1(1+γ ( j )) . Then (2.8) implies u(t) → 0, as t → ∞. Clearly u must be recessive,
because u(t)/w(t) → 0, as t → ∞ where w(t) is the dominant solution defined earlier. This completes
the proof.
Some examples illustrating Theorem 2.2 follow, let c(t) = −2, p(t) = 1 for all t . u(t) = (−1)t and
v(t) = (−1)t t are the recessive and dominant solutions. Clearly u(t) → 0 because (2.5) can not be
satisfied.
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Another example has c(t) = − (2t2−1)tt+1 , p(t + 1) = t2 for t ≥ 1. Then p(t + 1) + p(t) + c(t) > 0.
Clearly u(t) = (−1)t 1t is a solution and Corollary 2.1 implies it is recessive and v defined by
v(t) = u(t)
t−1∑
j=1
1
p( j + 1)u( j)u( j + 1) = (−1)
t+1 1
t
t−1∑
j=1
(
1 + 1j
)
is dominant. However, |v(t)| ≤ 2 for all t , so that v(t) → ∞ as t → ∞.
The above example leads to a more general result.
Theorem 2.3. Assume c(t) + p(t) + p(t + 1) ≥ 0 for all t . If the solutions of (1.1) alternate in sign
eventually and
∑∞ 1
p(t) < ∞, then all solutions of (1.1) are bounded.
Proof. Let u be any solution of (1.1), we may assume (−1)t u(t) > 0 for t ≥ k, for some integer k.
Note that −c(t)−p(t)p(t+1) ≤ 1. Rewriting (1.3) as
(−1)t+1u(t + 1) = −c(t)(−1)
t u(t) − p(t)(−1)t−1u(t − 1)
p(t + 1)
= −c(t) − p(t)
p(t + 1) (−1)
t u(t) + p(t)
p(t + 1) [(−1)
t u(t) − (−1)t−1u(t − 1)]
≤ (−1)t u(t) + p(t)
p(t + 1) [(−1)
t u(t) − (−1)t−1u(t − 1)]
(−1)t+1u(t + 1) − (−1)t u(t) ≤ p(t)
p(t + 1) [(−1)
t u(t) − (−1)t−1u(t − 1)]. (2.9)
Repeated application of (2.9) yields
(−1)t+1u(t + 1) − (−1)t u(t)≤ p(t)
p(t + 1) ·
p(t − 1)
p(t)
· · · p(k)
p(k + 1)
×[(−1)ku(k) − (−1)k−1u(k − 1)]
or
(−1)t+1u(t + 1) ≤ (−1)t u(t) + M/p(t + 1) (2.10)
where M is a constant independent of t . Repeated application of (2.10) yields
(−1)t+1u(t + 1)≤ M/p(t + 1) + M/p(t) + · · · + M/p(k) + (−1)ku(k)
≤ (−1)ku(k) + M
t−k∑
j=0
1
pk+ j
.
Our hypothesis implies (−1)t+1u(t + 1) is bounded. So the result follows.
Note that the first of the two examples preceding Theorem 2.3 shows that the conclusion of
Theorem 2.3 may no longer be true if
∑∞ 1/p(t) = ∞.
Based on Theorem 2.1, we can conclude that the oscillation by means of alternation in sign of (1.1)
implies the existence of two linearly independent solutions u and w of (1.1) such that
∞∑ 1
p(t + 1)[w(t)w(t + 1) + u(t)u(t + 1)] > −∞. (2.11)
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But clearly the converse of this is not true. For instance, if c(t) = −2, and p(t) = 1, then u(t) = 1 and
v(t) = t are solutions which satisfy (2.11).
Based on the above discussion, the limit point result of [9] can be easily generalized as follows.
Theorem 2.4. If∑∞ 1/√cn = ∞ and if (1.1) is nonoscillatory or oscillatory by means of alteration in
sign, then equation
p(t + 1)u(t) + p(t)u(t − 1) = c(t)u(t) + λu(t), λ real or complex
is the Limit Point.
3. Comparison theorem
In [10,16], the similar comparison theorems were established for nonoscillatory equations. Next we
would like to prove two comparison theorems for recessive and dominant solutions respectively between
a certain type of oscillatory equations.
In addition to (1.3), we consider the equation
r(t + 1)w(t + 1) + r(t)w(t − 1) = d(t)w(t) r(t) > 0. (3.1)
Theorem 3.1. Suppose p(t + 1) + p(t) + c(t) ≤ 0, r(t + 1) + r(t) + d(t) ≤ 0, p(t) ≥ r(t)
and c(t) ≥ d(t) for all t . If u(1) − w(1) ≥ w(0) − u(0) ≥ 0 and −u(1) ≥ u(0) ≥ 0, then
|w(t) − u(t)| ≥ |w(t − 1) − u(t − 1)|, in particular, |w(t)| ≥ |u(t)|, that is, w(t) ≥ u(t) ≥ 0 for
t is even, w(t) ≤ u(t) ≤ 0 for t is odd.
Proof. Set z(t) = (−1)tw(t), then Eq. (3.1) is changed into
r(t + 1)z(t + 1) + r(t)z(t − 1) = (−d(t))z(t), r(t) > 0. (3.2)
So we need only consider Eqs. (2.4) and (3.2). By our hypothesis, clearly the consequences of the theorem
follow from [10, Theorem 2]. We omit the details.
The hypothesis of Theorems 3.1 and 2.1 implies dominant and recessive solutions exist for (1.3) and
(3.1). Theorem 3.1 compares dominant solutions of (1.3) and (3.1). The following theorem compares
recessive solutions.
Theorem 3.2. Assume p(t + 1) + p(t) + c(t) ≤ 0, r(t + 1) + r(t) + (t) + d(t) ≤ 0, p(t) ≥ r(t) and
c(t) ≥ d(t) for all t . Suppose u(0) ≥ w(0) > 0, where u and w are the recessive solutions of (1.3) and
(3.1) respectively. Then |u(t)| ≥ |w(t)| for all t . That is, u(t) ≥ w(t) > 0, for t even, u(t) ≤ w(t) < 0,
for t odd.
Proof. We consider Eqs. (2.4) and (3.2), then it is clear that the conclusion follows from [10, Theorem
3]. We omit the details too.
Notice that in comparing solutions of (1.3) and (3.1), the absolute value of a dominant solution of
(3.1) is greater than or equal to the absolute value of a corresponding dominant solution of (3.1) while the
absolute value of a recessive solution of (3.1) is less than or equal to the absolute value of a corresponding
recessive solution of (1.3).
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