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Abstract
The paper is devoted to the study of strong expansions and strong shape of Cartesian products of
topological spaces. If the Cartesian product of two spaces X and Y admits a strong expansion, which
is the Cartesian product of strong polyhedral expansions of these spaces, then X × Y is a product in
the strong shape category. The Cartesian product of two compact Hausdorff spaces is a product in
strong shape. The Cartesian product of an FANR with a finitistic space is a product in strong shape.
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1. Introduction
Direct products are defined in arbitrary categories and they are unique, whenever they
exist. E.g., the Cartesian product X × Y of two topological spaces and the canonical
projections πX :X × Y → X and πY :X × Y → Y form the direct product of X and Y
in the category Top of topological spaces and (continuous) mappings. Similarly, X × Y
and the homotopy classes [πX] and [πY ] of πX and πY form the direct product in the
homotopy category H(Top) of topological spaces and homotopy classes [f ] of mappings f .
In (ordinary) shape theory the following questions naturally arise.
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Q1. Does the Cartesian product X × Y together with the shape morphisms S[πX] :X ×
Y → X and S[πY ] :X × Y → Y , induced by [πX] and [πY ], form a direct product of
X and Y in the shape category Sh(Top)?
Q2. Does the shape category Sh(Top) have products?
Question Q1 has in general a negative answer as shown by Keesling in 1974 [4]. He
exhibited a simple (non-compact) space X ⊆ R2 such that X×X and the shape morphisms
induced by the two projections do not make a product in Sh(Top), because there exist
two shape morphisms F :X → X and G :X → X and two different shape morphisms
H,H ′ :X → X × X such that S[πX]H = S[πX]H ′ = F and S[πY ]H = S[πY ]H ′ = G.
For some pairs of spaces X,Y , Question Q1 has a positive answer. If this is the case, we
simply say that X × Y is the product of X and Y in Sh(Top). The first such example
is given by spaces X,Y from the class HPol of spaces having the homotopy type of
polyhedra, i.e., simplicial complexes endowed with the CW-topology. To this class belong
polyhedra, simplicial complexes with the metric topology, CW-complexes and ANRs (for
metric spaces) (see [10, I, §4.1, Theorem 1 and Appendix 1, §2.2, Theorem 8]). Note that
X,Y ∈ HPol implies X×Y ∈ HPol. Therefore, shape morphisms into X,Y and X×Y are
induced by homotopy classes of mappings and the assertion follows from the existence of
products in the category H(Top).
Another case when the answer to Question Q1 is positive is the case when X and Y are
compact Hausdorff spaces [4]. A much deeper positive result is a theorem proved by Y.
Kodama in 1977. It asserts that for an FANR X and a paracompact space Y , X × Y is a
product in Sh(Top) [5, Theorem 3′]. The proof essentially uses the work of Siebenmann
et al. [12]. As far as this author is aware, the only other result on products in Sh(Top) is
another theorem of Kodama from 1978. It asserts that for a metrizable compactum X and
a metrizable space Y , the shape of X × Y depends only on the shapes of X and Y [6,
Theorem 3.1]. It appears that nothing is known on Question Q2, beyond positive answers
to Question Q1.
The main aim of the present paper is to study the analogue of Question Q1 in the strong
shape category SSh(Top). Our first result (Theorem 12) asserts that, for compact Hausdorff
spaces, X × Y is a product in SSh(Top). Our main result (Theorem 14) asserts that X × Y
is a product in SSh(Top) if X is an FANR and Y is a finitistic space.
One of the methods used in defining the category SSh(Top) is based on strong HPol-
expansions (or HPol-resolutions) of spaces p :X → X (see [9]). Therefore, the following
questions also naturally arise.
Q3. Let p :X → X be a strong expansion and let Y be a space. Is p× 1 :X× Y → X× Y
also a strong expansion?
Q4. Let p :X → X and q :Y → Y be strong expansions. Is p × q :X × Y → X × Y also
a strong expansion?
In the non-compact situation Questions Q3 and Q4 have generally negative answers.
Therefore, to obtain positive results, one restricts the attention to limits p :X → X of
compact inclusion systems, consisting of spaces having the homotopy type of polyhedra
and satisfying a suitable movability condition (stationary movability). Under these
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conditions and if Y has the homotopy type of a finite-dimensional polyhedron, Question Q3
has a positive answer (Theorem 6). More generally, under the same conditions for p and
if q :Y → Y is a strong expansion of Y , which consists of spaces having the homotopy
type of finite-dimensional polyhedra, also Question Q4 has a positive answer (Theorem 7).
These results on expansions enable us to obtain the above mentioned results on strong
shape.
2. Preliminaries
In this paper we consider inverse systems of spaces indexed by directed ordered sets.
We always assume that these sets are cofinite, i.e., every element of the indexing set has
only a finite number of predecessors. By a mapping f :X → Y between inverse systems
X = (Xλ,pλλ′,Λ) and Y = (Yµ, qµµ′ ,M) we mean an increasing function f :M → Λ and
a collection of mappings fµ :Xf(µ) → Yµ such that
fµ0pf (µ0)f (µ1) = qµ0µ1fµ1 , for µ0 µ1. (2.1)
The identity mapping 1X :X → X is the mapping given by the identity function 1 :Λ→ Λ
and by the identity mappings 1Xλ :Xλ → Xλ. If Z = (Zν, rνν ′,N) is another system and
g :Y → Z is a mapping given by a function g : N → M and by mappings gν :Yg(ν) → Zν ,
then the composition h = gf is the mapping given by h = fg and hν = gνfg(ν). Inverse
systems and their mappings form a category, here denoted by inv-Top. Two mappings
f ,f ′ :X → Y are said to be congruent provided there is an increasing function f ′′  f,f ′
such that fµpf (µ)f ′′(µ) = f ′µpf ′(µ)f ′′(µ). Inverse systems and congruence classes [f ] of
mappings f form a category, denoted by pro-Top.
A special case of a mapping of systems is the mapping of a space X into a system X.
Such a mapping p :X → X is given by a collection of mappings pλ :X → Xλ, λ ∈ Λ,
such that pλ = pλλ′pλ′ , for λ  λ′. A mapping p :X → X is a resolution of X provided,
for every polyhedron P and open covering U of P , the following two conditions hold.
(R1) For every mapping f :X → P , there exist a λ ∈ Λ and a mapping h :Xλ → P such
that the mappings hpλ and f are U -near.
(R2) There exists an open covering U ′ of P , such that whenever, for a λ ∈ Λ and for two
mappings h0, h1 :Xλ → P , the mappings h0pλ,h1pλ are U ′-near, then there exists a
λ′  λ, such that the mappings h0pλλ′, h1pλλ′ are U -near.
Resolutions can be characterized as mappings p :X → X which satisfy the following
two conditions (B1) and (B2), which are often easier to verify than conditions (R1) and
(R2).
(B1) For every normal covering U of X, there exist an index λ ∈ Λ and a normal covering
Uλ of Xλ such that p−1λ (Uλ) refines U .
(B2) For every λ ∈ Λ and every normal covering Uλ of Xλ, there is a λ′  λ such that
pλλ′(Xλ′) ⊆ St(pλ(X),Uλ).
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In fact, (R1) ⇒ (B1), (R2) ⇔ (B2) and (B1)∧ (B2) ⇒ (R1) (see [9, Theorem 6.7]). Also
note that in the definition of resolution, condition (R2) can be replaced by the following
equivalent condition (R2)∗.
(R2)∗ Let U∗ be a star-refinement of U . If for a λ ∈ Λ and for two mappings h0, h1 :Xλ →
P the mappings h0pλ,h1pλ are U∗-near, then there exists a λ′  λ, such that the
mappings h0pλλ′, h1pλλ′ are U -near.
It is obvious that (R2)∗ implies (R2). To prove the converse note that the proof of
the implication (B2) ⇒ (R2), given on p. 110 of [9] actually establishes the implication
(B2) ⇒ (R2)∗.
For Tychonoff spaces Xλ and topologically complete spaces X, (e.g., for X paracom-
pact), resolutions are inverse limits [9, Theorem 6.16]. If all Xλ are compact Hausdorff
spaces, the limit p :X → X is a resolution [9, Theorem 6.20].
We say that a mapping p :X → X is a strong expansion of X provided, for every
polyhedron P it has the following two properties.
(S1) For every mapping f :X → P there is a λ ∈ Λ and a mapping h :Xλ → P such that
hpλ is homotopic to f , denoted by hpλ 	 f .
(S2) For λ ∈ Λ, let h0, h1 :Xλ → P be mappings and let F :X × I → P be a homotopy
which connects h0pλ to h1pλ. Then there exist a λ′  λ and a homotopy H :Xλ′ ×
I → P , which connects h0pλλ′ to h1pλλ′ , and there is a homotopy M :X × I × I →
P , which connects H(pλ′ × 1) to F and is stationary on X × ∂I .
It is well known that every resolution is a strong expansion (see [9, Theorem 7.6]).
Obviously, properties (S1) and (S2) imply Morita’s properties (M1) = (S1) and (M2).
(M2) Whenever for a λ ∈ Λ and for two mappings h0, h1 :Xλ → P , the mappings
h0pλ,h1pλ are homotopic, then there exists a λ′  λ, such that the mappings
h0pλλ′, h1pλλ′ are homotopic.
We say that a mapping p :X → X is a homotopy expansion of X provided, for every
polyhedron P , Morita’s conditions (M1) and (M2) are fulfilled. Consequently, strong
expansions, in particular resolutions, are homotopy expansions.
The shape category Sh(Top) has topological spaces as objects. In order to define
its morphisms, called shape morphisms, one needs homotopy HPol-expansions, i.e.,
homotopy expansions consisting of spaces from the class HPol. One also needs the pro-
homotopy category pro-H(Top). In general its objects are inverse systems in the homotopy
category H(Top). However, we only need its full subcategory, whose objects are cofinite
inverse systems X = (Xλ,pλλ′,Λ). By abuse of notation, we denote this subcategory also
by pro-H(Top). To define its morphisms, one considers homotopy mappings f :X → Y =
(Yµqµµ′,M), which consist of an increasing function f : M → Λ, called the index function,
and of mappings fµ0 :Xf (µ0) → Yµ0 such that
fµ0pf (µ0)f (µ1) 	 qµ0µ1fµ1 , for µ0 µ1. (2.2)
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If g :Y → Z = (Zν, rνν ′,N) is another homotopy mapping, given by g and gν0 , the
composition gf :X → Y is the homotopy mapping h :X → Z, given by the index function
h = fg and by the mappings hν0 = gν0fg(ν0). Two homotopy mappings f ,f ′ :X → Y ,
where f ′ consists of f ′ and f ′µ0 , are homotopic, f 	 f ′, provided there is an increasing
function f ′′ : M → Λ, f ′′  f,f ′, such that
fµ0pf (µ0)f ′′(µ0) 	 f ′µ0pf ′(µ0)f (µ0). (2.3)
Composition of homotopy classes of homotopy mappings is defined by composing their
representatives, [g][f ] = [gf ]. The morphisms X → Y of pro-H(Top) are the homotopy
classes [f ] of homotopy mappings f :X → Y . Identity on X is the homotopy class [1X]
of the identity homotopy mapping 1X :X → X, which is given by the identity function
1 : M → M and by the identity mappings 1µ0 :Xµ0 → Xµ0 .
To define morphisms F :X → Y of Sh(Top) one chooses cofinite homotopy HPol-
expansions p :X → X and q :Y → Y . By definition, there is a canonical bijection between
the shape morphisms F :X → Y and the morphisms [f ] :X → Y of pro-H(Top). We
say that the corresponding morphisms F and [f ] are associated with each other. If
F :X → Y and G :Y → Z are shape morphisms associated with morphisms [f ] :X → Y
and [g] :Y → Z from pro-H(Top), then their composition H = GF :X → Z is the shape
morphism associated with the composition [h] = [g][f ]. The identity 1X :X → X in
Sh(Top) is determined by the identity class [1X] :X → X in pro-H(Top).
It is known that the function, which to every morphism [f ] :X → Y of pro-H(Top)
assigns the morphism [h] = [f ][p] :X → Y of pro-H(Top) is a bijection. Consequently,
the function which to every shape morphism F :X → Y assigns the morphism [h] =
[f ][p] :X → Y of pro-H(Top), where [f ] is associated with F , is also a bijection.
We speak of F and [h] as of associated morphisms. In particular, if [f ] :X → Y is a
homotopy class of mappings, then [h] = [q][f ] :X → Y is a morphism of pro-H(Top).
Therefore, there is a unique morphism [f ] :X → Y of pro-H(Top) such that [h] =
[f ][p]. Consequently, the shape morphism F :X → Y , associated with [f ], is completely
determined by [f ]. The function which to the homotopy class |f | :X → Y assigns the
shape morphism F :X → Y is a functor known as the shape functor S : H(Top) →
Sh(Top). For spaces Y which belong to HPol, every shape morphism F :X → Y is of
the form F = S[f ], where [f ] :X → Y is a morphism of H(Top). For more information on
ordinary shape see, e.g., [10].
Similar, but more involved constructions and arguments apply to strong shape. The
strong shape category SSh(Top) also has topological spaces as objects. In order to define its
morphisms, called strong shape morphisms, one needs strong HPol-expansions, i.e., strong
expansions consisting of spaces from the class HPol. One also needs the coherent homotopy
category CH(pro-Top). Its objects are cofinite inverse systems. To define its morphisms,
one considers coherent mappings f :X → Y , which consist of an increasing function
f : M → Λ and of mappings fµ :Xf(µn) ×∆n → Yµ0 , where µ ranges through the set Mn
of all increasing sequences µ0  · · · µn in M of length n, and ∆n denotes the standard
n-simplex. One requires that the following boundary and degeneracy conditions be fulfilled
fµ(x, dj t) =

qµ0µ1fd0µ(x, t), j = 0,
fdjµ(x, t), 0 < j < n,
fdnµ
(
pf (µn−1)f (µn)(x), t
)
, j = n,
(2.4)
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fµ(x, sj t) = fsjµ(x, t), 0 j  n. (2.5)
Here dj :∆n−1 → ∆n and sj :∆n+1 → ∆n are the usual boundary and degeneracy oper-
ators. The operator dj omits µj from µ = (µ0, . . . ,µj , . . . ,µn) and sj repeats µj in
µ. If g :Y → Z is another coherent mapping, given by g and gν , one can define the
composition h = gf :X → Z in a natural way. It is given by the index function h = fg and
by mappings hν :Xh(νn × ∆n → Zν0 , for whose description we refer to §1.3 of [9]. Every
mapping f :X → Y can be interpreted as a coherent mapping. More precisely, one defines
a coherence operator C which to f assigns the coherent mapping C(f ) :X → Y , given
by the same index function f as f and by the mappings fµ :Xf(µn) × ∆n → Yµ0 , where
fµ = fµ0(pf (µ0)f (µn) × 1). The identity coherent mapping 1X :X → X is just C(1X),
where 1X now denotes the identity mapping.
Two coherent mappings f ,f ′ :X → Y , where f ′ consists of f ′ and f ′µ, are homotopic,
f 	 f ′, provided there is a coherent homotopy which connects them, i.e., there is a
coherent mapping F :X × I → Y , given by an increasing function F  f,f ′ and by
mappings Fµ :XF(µn) × I → Yµ0 such that
Fµ(x,0, t) = fµ
(
pf (µn)F (µn)(x), t
)
,
Fµ(x,1, t) = f ′µ
(
pf ′(µn)F (µn)(x), t
)
.
(2.6)
Composition of homotopy classes of coherent mappings is defined by composing their
representatives, [g][f ] = [gf ]. By definition, the morphisms of CH(pro-Top) are the
homotopy classes [f ] :X → Y of coherent mappings f :X → Y . The coherence operator
C induces a functor C : pro-H(Top) → CH(pro-Top), defined by C[f ] = [C(f )]. The
identity on X in CH(pro-Top) is just C[1X]. The category CH(pro-Top) has a structure
much richer than the structure of the category pro-H(Top). Therefore, there is a functor
E : CH(pro-Top) → pro-H(Top), which forgets the additional structure of CH(pro-Top).
In the sequel the following fact will be needed (see [9, Lemma 2.12]). If [f ] :X → Y
is a morphism of CH(pro-Top) and [g] is a morphism of pro-Top, then the composition
C[g][f ] has a representative k, which is given by the index function k = fg and by
the mappings kν :Xk(νn) × ∆n → Zν0 , where kν = gν0(fg(ν) × 1) and g(ν) = (g(ν0),
. . . , g(νn)).
To define morphisms F :X → Y of SSh(Top) one chooses cofinite strong HPol-
expansions p :X → X and q :Y → Y . By definition, there is a canonical bijection between
the strong shape morphisms F :X → Y and the morphisms [f ] :X → Y of CH(pro-Top).
We say that the corresponding morphisms F and [f ] are associated with each other. If
F :X → Y and G :Y → Z are shape morphisms associated with morphisms [f ] :X → Y
and [g] :Y → Z from CH(pro-Top), then their composition H = GF :X → Z is the shape
morphism associated with the composition [h] = [g][f ]. The identity 1X :X → X in
SSh(Top) is the strong shape morphism associated with C[1X] :X → X in CH(pro-Top).
It is known that the function, which to every morphism [f ] :X → Y of CH(pro-Top)
assigns the morphism [h] = [f ][p] :X → Y of CH(pro-Top) is a bijection. Consequently,
the function, which to every strong shape morphism F :X → Y assigns the morphism
[h] = [f ]C[p] :X → Y of CH(pro-Top), where [f ] is associated with F , is also a
bijection. We speak of F and [h] as of associated morphisms. In particular, if [f ] :X → Y
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is a homotopy class of mappings, then [h] = [q][f ] :X → Y is a morphism of CH(pro-
Top). Therefore, there is a unique morphism [f ] :X → Y of CH(pro-Top) such that [h] =
[f ]C[p]. Consequently, the shape morphism F :X → Y associated with [f ] is completely
determined by [f ]. The function, which to the homotopy class [f ] :X → Y assigns the
shape morphism F :X → Y , is a functor known as the strong shape functor S : H(Top)→
SSh(Top). For spaces Y which belong to HPol, every shape morphism F :X → Y is of
the form F = S[f ], where [f ] :X → Y is a morphism of H(Top). The forgetful functor
E : CH(pro-Top) → pro-H(Top) induces a functor E : SSh(Top)→ Sh(Top) which factors
through H(Top). More precisely, ES = S. For more information on strong shape see, e.g.,
[9].
3. General results on expansions of products
In this section we prove some general results on expansions of products. Let p :X →
X = (Xλ,pλλ′,Λ) and q :Y → Y = (Yµ, qµµ′ ,M) be mappings of inverse systems.
Then X × Y = (Xλ × Yµ,pλλ′ × qµµ′ ,Λ × M) is an inverse system and the mappings
pλ × qµ :X × Y → Xλ × Yµ form a mapping of systems p × q :X × Y → X × Y .
Let us first state and prove a folklore theorem for inverse systems of arbitrary spaces.
Theorem 1. If p :X → X and q :Y → Y are limits of inverse systems, then also
p × q :X × Y → X × Y is a limit.
We will first establish a special case.
Lemma 1. If p :X → X is a limit, then also p × 1 :X × Y → X × Y is a limit.
Proof. X × Y denotes the system (Xλ × Y,pλλ′ × 1,Λ) and p × 1 :X × Y → X × Y
denotes the mapping of systems formed by the mappings pλ × 1 :X × Y → Xλ × Y .
Let sλ :Z → Xλ × Y be mappings such that (pλλ′ × 1)sλ′ = sλ, for λ  λ′. We must
show that there is a unique mapping s :Z → X × Y such that (pλ × 1)s = sλ, for
λ ∈ Λ. If π ′λ :Xλ × Y → Xλ and π ′′λ :Xλ × Y → Y are the canonical projections, then
π ′λ(pλλ′ ×1) = pλλ′π ′λ′ and π ′′λ (pλλ′ ×1) = π ′′λ′ . Therefore, the mappings uλ = π ′λsλ :Z →
Xλ form a mapping of systems u :Z → X. Consequently, there is a unique mapping
u :Z → X such that pλu = uλ = π ′λsλ, for λ ∈ Λ. On the other hand, π ′′λ sλ = π ′′λ′sλ′ ,
i.e., the mapping v = π ′′λ sλ :Z → Y does not depend on λ. Clearly, the mappings u and
v determine a unique mapping s :Z → X × Y such that π ′s = u and π ′′s = v, where
π ′ :X × Y → X and π ′′ :X × Y → Y are the canonical projections. Since π ′λ(pλ × 1) =
pλπ
′ and π ′′λ (pλ × 1) = π ′′, we see that π ′λ(pλ × 1)s = pλπ ′s = pλu = π ′λsλ and
π ′′λ (pλ × 1)s = π ′′s = v = π ′′λ sλ and thus, (pλ × 1)s = sλ. To prove uniqueness of s,
assume that s′ :Z → X × Y is another mapping such that (pλ × 1)s′ = sλ. Put u′ = π ′s′
and v′ = π ′′s′. Then pλu′ = pλπ ′s′ = π ′λ(pλ × 1)s′ = π ′λsλ = pλu, for all λ ∈ Λ and thus,
u′ = u. Similarly, v′ = π ′′s′ = π ′′λ (pλ × 1)s′ = π ′′λ sλ = v. Consequently, s′ = s. 
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Proof of Theorem 1. Let rλµ :Z → Xλ×Yµ, (λ,µ) ∈ Λ×M, be a collection of mappings
which form a mapping r :Z → X × Y . For a fixed µ, the mappings rλµ form a mapping
sµ :Z → X×Yµ. By Lemma 1, p×1 :X×Yµ → X×Yµ is a limit. Therefore, sµ induces
a unique mapping sµ :Z → X × Yµ such that (pλ × 1)sµ = rλµ. Let us now show that
sµ = (1×qµµ′)sµ′ , for µ µ′. It suffices to verify that (pλ×1)(1×qµµ′)sµ′ = (pλ×1)sµ.
Indeed, this equality holds, because its left side equals (1 × qµµ′)(pλ × 1)sµ′ = (1 ×
qµµ′)rλµ′ = rλµ = (pλ × 1)sµ. Consequently, the mappings sµ form a mapping s :Z →
X×Y . Again by Lemma 1 (with interchanged roles of the factors), 1×q :X×Y → X×Y
is a limit. Therefore, s induces a unique mapping s :Z → X × Y such that (1 × qµ)s = sµ
and thus, (pλ × qµ)s = (pλ × 1)(1 × qµ)s = (pλ × 1)sµ = rλµ.
Now assume that s′ :Z → X×Y is another mapping such that (pλ × qµ)s′ = rλµ. Note
that tµ = (1 × qµ)s′ :Z → X × Yµ, µ ∈ M, are mappings such that (pλ × 1)tµ = rλµ. It
follows that tµ = sµ and thus, (1 × qµ)s′ = (1 × qµ)s. However, the latter equality yields
the desired conclusion s′ = s. 
If Y is a compact Hausdorff space, the analogue of Lemma 1 holds for resolutions,
strong expansions and homotopy expansions.
Lemma 2. Let p :X → X be a resolution, a strong expansion or a homotopy expansion.
If Y is a compact Hausdorff space, then p × 1 :X × Y → X × Y is a resolution, a strong
expansion or a homotopy expansion, respectively.
Proof. For resolutions, see Theorem 4 of [7]. For strong expansions, see Theorem 7.5
of [9]. There the assertion is stated for compact metric spaces Y , but the same proof works
for compact Hausdorff spaces as well. For homotopy expansions a simplified version of
the argument for strong expansions applies. 
If Y is not compact, the assertions of Lemma 2 are generally false. We will show this by
a simple example, where p :X → X is the limit of an inverse sequence of metric compacta
and Y is an infinite discrete space.
Example 1. Let A = {a1, a2, . . .} be a sequence of different points on R with limit
a = lim an, a 
= an. Put Xn = {a1, . . . , an, a} and define pnn+1 :Xn+1 → Xn by putting
pnn+1(ai) = ai , for 1  i  n, pnn+1(an+1) = a and pnn+1(a) = a. Clearly, X =
(Xn,pnn+1) is an inverse sequence of metric compacta. Put X = {a1, a2, . . . , a} and
define mappings pn : X → Xn, by putting pn(ai) = ai , for 1  i  n, pn(ai) = a, for
i > n and pn(a) = a. Clearly, the mappings pn, n ∈ N, form a mapping p :X → X,
which is the limit of X. Let Y = {b1, b2, . . .} be a discrete space of cardinality ℵ0. Then
p×1 :X×Y → X×Y fails to be a homotopy expansion, hence, it also fails to be a strong
expansion or a resolution.
Indeed, consider the polyhedron P = {0,1}. We will define a mapping f :X × Y → P
such that there is no n ∈ N for which one can find a mapping h :Xn × Y → P such that
h(pn × 1) 	 f . Since P is discrete, the latter condition is equivalent to h(pn × 1) = f .
In order to define f , we first define mappings fn :X → P , by putting fn(ai) = 0, for
1 i  n, fn(ai) = 1, for i > n and fn(a) = 1. Then we put f (x, bi) = fi(x), for x ∈ X,
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bi ∈ Y . Now assume that there is an n ∈ N and a mapping h :Xn × Y → P such that
h(pn×1) = f . Choose i > n and consider the point (ai, bi) ∈ X×Y . Then h(pn(ai), bi) =
f (ai, bi) = fi(ai) = 0. On the other hand, since i > n, pn(ai) = a = pn(a) and thus,
h(pn(ai), bi) = h(pn(a), bi) = f (a, bi) = fi(a)= 1, which is a contradiction.
Let p :X → X and q :Y → Y be mappings of systems. The next three parallel theorems
give sufficient conditions for p×q :X×Y → X×Y to be a resolution, a strong expansion
or a homotopy expansion, respectively.
Theorem 2. If 1 × q :X × Y → X × Y is a resolution and p × 1 :X × Yµ → X × Yµ is a
resolution, for every µ ∈ M, then p × q :X × Y → X × Y is a resolution.
Proof. Let P be a polyhedron and let U ∈ Cov (P ) be an open covering of P . We must
verify conditions (R1) and (R2) for p × q . Let f :X × Y → P be a mapping. Choose a
star-refinement U∗ of U . Since 1 × q :X× Y → X ×Y is a resolution, there exist a µ ∈ M
and a mapping g :X × Yµ → P such that the mappings g(1 × qµ) and f are U∗-near.
Since (p × 1) :X × Yµ → X × Yµ is also a resolution, there exist a λ ∈ Λ and a mapping
h :Xλ × Yµ → P such that h(pλ × 1) and g are U∗-near mappings. It follows that the
mappings h(pλ × qµ) = h(pλ × 1)(1 × qµ) and g(1 × qµ) are also U∗-near. Consequently,
the mappings h(pλ × qµ) and f are U -near. This establishes property (R1).
To establish property (R2), consider a star-refinement U∗∗ of U∗. For an arbitrary
choice of indices λ ∈ Λ and µ ∈ M, let h0, h1 :Xλ × Yµ → P be two mappings having
the property that the mappings h0(pλ × qµ) and h1(pλ × qµ) are U∗∗-near. Consider the
mappings gi = hi(pλ × 1), i = 0,1, and note that gi(1 × qµ) = hi(pλ × qµ), i = 0,1.
Since 1 × q :X × Y → X × Y is a resolution and U∗∗ is a star-refinement of U∗,
we conclude (using property (R2)∗) that there exists a µ′  µ such that the mappings
hi(pλ × 1)(1 × qµµ′) = hi(pλ × qµµ′), i = 0,1, are U∗-near. Now note that pλ × qµµ′ =
(1×qµµ′)(pλ×1). Therefore, putting ki = hi(1×qµµ′), i = 0,1, we see that the mappings
k0 :Xλ×Yµ′ → P and k1 :Xλ×Yµ′ → P have the property that k0(pλ ×1) and k1(pλ ×1)
are U∗-near. Since (p× 1) :X× Yµ′ → X× Yµ′ is a resolution and U∗ is a star-refinement
of U , it follows that there exists a λ′  λ such that k0(pλλ′ ×1) and k1(pλλ′ ×1) are U -near
mappings. However, ki(pλλ′ ×1) = hi(1×qµµ′)(pλλ′ ×1) = hi(pλλ′ ×qµµ′), i = 0,1, and
we obtain the desired conclusion that the mappings h0(pλλ′ × qµµ′) and h1(pλλ′ × qµµ′)
are U -near. 
Theorem 3. If 1×q :X×Y → X×Y is a strong expansion and p×1 : X×Yµ → X×Yµ
is a strong expansion, for every µ ∈ M, then p×q :X×Y → X×Y is a strong expansion.
Proof. We must verify conditions (S1) and (S2) for p × q . Let P be a polyhedron and let
f :X × Y → P be a mapping. By property (S1) for 1 × q :X × Y → X × Y , there exist
a µ ∈ M and a mapping g :X × Yµ → P such that g(1 × qµ) 	 f . By property (S1) for
(p× 1) :X×Yµ → X×Yµ, there exist a λ ∈ Λ and a mapping h :Xλ ×Yµ → P such that
h(pλ ×1)	 g. It follows that h(pλ×qµ) = h(pλ ×1)(1×qµ) 	 g(1×qµ). Consequently,
h(pλ × qµ) 	 f . This establishes property (S1).
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Verification of property (S2). Let λ ∈ Λ, µ ∈ M, let h0, h1 :Xλ × Yµ → P be mappings
into a polyhedron P and let F :X×Y ×I → P be a homotopy which connects h0(pλ×qµ)
to h1(pλ × qµ). Consider the mappings g0, g1 :X × Yµ → P , given by gi = hi(pλ × 1),
i = 0,1. Since gi(1 × qµ) = hi(pλ × qµ), we see that the homotopy F also connects
g0(1 × qµ) to g1(1 × qµ). By property (S2) for 1 × q :X × Y → X × Y , there exist a
µ′  µ and a homotopy H :X×Yµ′ ×I → P which connects g0(1×qµµ′) to g1(1×qµµ′).
Moreover, there exists a homotopy M :X × Y × I × I → P , which is stationary on
X × Y × ∂I and connects H(1 × qµ′ × 1) to F . Now consider the mappings ki :Xλ ×
Yµ′ → P , given by ki = hi(1 × qµµ′), i = 0,1. Note that ki(pλ × 1) = gi(1 × qµµ′).
Therefore, H also connects k0(pλ × 1) to k1(pλ × 1). Consequently, property (S2) for
p × 1 :X × Yµ′ → X × Yµ′ yields a λ′  λ, a homotopy K :Xλ′ × Yµ′ × I → P , which
connects k0(pλλ′ × 1) to k1(pλλ′ × 1) and a homotopy N :X × Yµ′ × I × I → P , which
is stationary on X × Yµ′ × ∂I and connects K(pλ′ × 1 × 1) to H . Since ki(pλλ′ × 1) =
hi(pλλ′ × qµµ′), we see that K connects h0(pλλ′ × qµµ′) to h1(pλλ′ × qµµ′). Clearly,
N(1 × qµ′ × 1 × 1) :X × Y × I × I → P connects K(pλ′ × 1 × 1)(1 × qµ′ × 1) to
H(1 × qµ′ × 1) and is stationary on X × Y × ∂I . However, M :X × Y × I × I → P
is also stationary on X × Y × ∂I and connects H(1 × qµ′ × 1) to F . Consequently, the
juxtaposition of homotopies N(1 × qµ′ × 1 × 1) ∗M is a homotopy on X × Y × I , which
is stationary on X × Y × ∂I and connects K(pλ′ × qµ′ × 1) to F . 
Theorem 4. If 1 × q :X × Y → X × Y is a homotopy expansion and p × 1 :X × Yµ →
X × Yµ is a homotopy expansion, for every µ ∈ M, then p × q :X × Y → X × Y is a
homotopy expansion.
Proof. The verification of condition (M1) = (S1) performed in the proof of Theorem 3
used only property (S1) for 1 × q which is now also available. It thus remains to verify
(M2). To establish this property, consider indices λ ∈ Λ, µ ∈ M and let h0, h1 :Xλ ×Yµ →
P be two mappings such that h0(pλ × qµ) 	 h1(pλ × qµ). Consider the mappings gi =
hi(pλ×1) :X×Yµ → P , i = 0,1. Note that gi(1×qµ) = hi(pλ×qµ) and thus, g0(1×qµ)
is homotopic to g1(pλ × qµ). Since 1 × q :X × Y → X × Y is a homotopy expansion,
property (M2) for 1 × q :X × Y → X × Y yields a µ′  µ such that g0(1 × qµµ′) 	
g1(1 × qµµ′), i.e., h0(pλ × 1)(1 × qµµ′) = h0(pλ × qµµ′) and h1(pλ × 1)(1 × qµµ′) =
h1(pλ × qµµ′) are homotopic. Now note that pλ × qµµ′ = (1 × qµµ′)(pλ × 1). Therefore,
putting ki = hi(1 × qµµ′), i = 0,1, we see that the mappings ki :Xλ × Yµ′ → P , i = 0,1,
have the property that k0(pλ × 1) 	 k1(pλ × 1). Now property (M2) for (p × 1) :X ×
Yµ′ → X × Yµ′ yields an index λ′  λ such that k0(pλλ′ × 1) 	 k1(pλλ′ × 1). However,
ki(pλλ′ × 1) = hi(pλλ′ × qµµ′) and we obtain the desired conclusion that the mappings
h0(pλλ′ × qµµ′) and h1(pλλ′ × qµµ′) are homotopic. 
4. Stationary movability and expansions of products
To obtain positive results on expansions of products, we will focus our attention on
mappings p :X → X which satisfy the following condition of stationary movability.
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(SM) For every λ ∈ Λ, there exists an index λ′  λ, called the index of stationary
movability for λ and p, which has the property that, for every λ′′  λ, there exists a
mapping r :Xλ′ → Xλ′′ such that in Xλ
pλλ′′r 	 pλλ′
(
relpλ′(X)
)
. (4.1)
Remark 1. If all the bonding mappings of X are injective, (4.1) implies
rpλ′ = pλ′′ . (4.2)
Indeed, if R :Xλ′ ×I → Xλ is a homotopy which realizes (4.1), then pλλ′′rpλ′ = pλλ′pλ′ =
pλ = pλλ′′pλ′′ , because R is stationary on pλ′(X). Since pλλ′′ is an injection, it follows that
rpλ′ = pλ′′ .
Remark 2. In general, (4.1) does not imply (4.2) as demonstrated by Example 1. Indeed,
for n′ = n and n′′  n, we see that the inclusion r :Xn → Xn′′ has the property that
pnn′′r = 1Xn and thus, (4.1) holds. However, for n′′ > n, pn(an′′) = a and thus, rpn(an′′) =
r(a)= a 
= an′′ = pn′′ (an′′), so that rpn 
= pn′′ .
One often encounters inverse limits p :X → X, where the bonding mappings pλλ′ are
inclusions and thus, are injective mappings. Indeed, every compact Hausdorff space X
can be embedded in a Tychonoff cube Iκ =∏α∈A Iα , Iα = I = [0,1]. It is then easy to
construct an inverse system X and a mapping p :X → X such that p is the limit of X. All
terms Xλ are closed neighborhoods of X =⋂Xλ in Iκ . The bonding mappings pλλ′ are
inclusions and so are the projections pλ which form p. Moreover, every Xλ is of the form
Mλ × Jλ, where Mλ is a compact subpolyhedron of a finite subcube Iα1 × · · · × Iαm of Iκ
and Jλ is the product
∏
α Iα , α ∈ A\{α1 . . .αm}, of the remaining factors of Iκ . Clearly,
products of this form are compact ANEs for normal spaces. If X is a metric compactum, it
embeds in the Hilbert cube Q = Iℵ0 . In this case every Xλ is a compact Q-manifold [14].
An important class of spaces studied in shape theory is the class of fundamental absolute
neighborhood retracts, abbreviated as FANRs. By definition, a metric compactum X is an
FANR provided it is shape dominated by a compact polyhedron [10, II, §9.5, Theorem 14].
FANRs are our main example of limits p :X → X with property (SM), because of the
following result from the literature.
Lemma 3. Every compact metric space X, contained in the Hilbert cube Q, is the limit
of an inverse sequence X, consisting of compact neighborhoods which are ANRs (even
Q-manifolds) and of inclusion mappings. If X is an FANR, the limit p :X → X of such a
sequence satisfies the stationary movability condition (SM).
Indeed, it is easy to see that such an inclusion sequence X = (Xi,pij ,N) is movable,
i.e., every i ∈ N admits an i ′  i such that, for every i ′′  i there is a mapping r :Xi′ → Xi′′
such that pii′′r 	 pii′ (see [10, II, §9.5, Theorem 16]). For pointed FANRs this assertion
was further strengthened, because it was shown that there exist homotopies R :Xi′ × I →
Xi , which connect pii′′r to pii′ and are stationary on some neighborhood Xi∗ , where
i∗  i ′, i ′′ [12,3,1]. Therefore, R is also stationary on X and thus, realizes (4.1). It was later
shown that connected FANRs are always pointed FANRs (see [10, II, §9.5, Theorem 19]).
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We now state one of our main results.Theorem 5. Let X be an inverse system which consists of compact Hausdorff spaces
contained in a Tychonoff cube Iκ and of inclusions and let the limit p :X → X satisfy
the stationary movability condition (SM). Then for every finite-dimensional polyhedron Y ,
p × 1 :X × Y → X × Y is a strong expansion of X × Y .
To prove Theorem 5 we need several lemmas.
Lemma 4. Let X be a compact Hausdorff space and let Y = |C| be the geometric
realization of a simplicial complex C. If a function f : X × Y → Z into a space Z is
continuous on X × τ , for every (closed) simplex τ ∈ C, then f is continuous on all of
X × Y .
Proof. To prove continuity of f at a point (x0, y0) ∈ X × Y , consider an arbitrary open
neighborhoodW of z0 = f (x0, y0). Since y0 belongs to some simplex τ0 ∈ L and f |X×τ0
is continuous, it follows that also f |X × y0 is continuous. Therefore, there exists a
neighborhood U of x0 in X such that f (U × y0) ⊆ W . There is no loss of generality
in assuming that U is closed and thus compact. Let V ⊆ Y be the set of all points y ∈ Y
such that f (U × y)⊆ W . Clearly, y0 ∈ V and f (U ×V ) ⊆ W . Consequently, to complete
the proof it suffices to show that V is an open set in Y , i.e., that V ∩ τ is an open set in τ ,
for every τ ∈ C.
Consider a point y ∈ V ∩ τ . Then f (U × y) ⊆ W . Since fτ = f |U × τ is continuous,
f−1τ (W) is an open subset of U × τ , which contains U × y . Using the fact that U is
compact, it is easy to conclude that there exists a neighborhood Vτ of y in τ such that
U × Vτ ⊆ f−1τ (W) and thus, f (U × Vτ ) ⊆ W . Consequently, Vτ ⊆ V ∩ τ , which proves
that y is an interior point of V ∩ τ and thus, V ∩ τ is an open set in τ . 
Lemma 5. Let X = (Xλ,pλλ′,Λ) be an inverse system which consists of compact
Hausdorff spaces Xλ ⊆ Iκ and inclusion mappings pλλ′ . Then the limit p :X → X has
the following properties (SS1) and (SS2)n, for n 1.
(SS1) For every mapping f :X → P into a polyhedron P there is a λ ∈ Λ and a mapping
h :Xλ → P such that f = hpλ.
(SS2)n For λ ∈ Λ, let h :Xλ × ∂∆n → P be a mapping into a polyhedron P and let
F :X×∆n → P be a mapping such that h(pλ × 1)|X× ∂∆n = F |X× ∂∆n. Then
there exist a λ′  λ and a mapping H :Xλ′ × ∆n → P such that H |Xλ′ × ∂∆n =
h(pλλ′ × 1)|Xλ′ × ∂∆n and H(pλ′ × 1)= F .
Proof. To establish (SS1), note that f (X) is compact and thus, it is contained in a finite
subpolyhedron of P . Consequently, there is no loss of generality in assuming that P is a
compact polyhedron P . An analogous argument applies to property (SS2)n. Since compact
polyhedra are ANEs for normal spaces, f :X → P extends to a mapping g :N → P , where
N is a neighborhood of X in Iκ . Choose λ so large that Xλ ⊆ N . Then the restriction
h = g|Xλ also extends f . Clearly, f = hpλ and thus, h has the property required by (SS1).
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In order to establish (SS2)n define a mapping G :Z → P , where Z = (Xλ × ∂∆n) ∪
(X × ∆n), by putting G(x, t) = h(x, t), for x ∈ Xλ, t ∈ ∂∆n and G(x, t) = F(x, t), for
x ∈ X, t ∈ ∆n. Note that G is well defined because the two summands are closed subsets
of Z and the two definitions of G coincide on the intersection X × ∂∆n. Since P is a
compact ANR and Z is closed in Xλ × ∆n, G admits and extension G˜ :N → P , where
N is a neighborhood of Z in Xλ × ∆n. Using compactness of ∆n, it is easy to find a
neighborhood U of X in Xλ such that U × ∆n ⊆ N . Choose an index λ′  λ such that
Xλ′ ⊆ U and thus, Xλ′ ×∆n ⊆ N . We now define the desired mapping H :Xλ′ ×∆n → P
as the restriction of G˜ to Xλ′ × ∆n. Clearly, for x ∈ Xλ′ and t ∈ ∂∆n, one has H(x, t) =
G˜(x, t) = G(x, t) = h(x, t) = h(pλλ′(x), t), because Xλ′ ⊆ Xλ. If x ∈ X and t ∈ ∆n, then
H(x, t) = G˜(x, t) = G(x, t) = F(x, t), which shows that H(pλ′ × 1)= F . 
Lemma 6. Let X = (Xλ,pλλ′,Λ) be an inverse system which consists of compact
Hausdorff spaces Xλ ⊆ Iκ and inclusion mappings pλλ′ and let the limit p :X → X have
property (SM). For λ ∈ Λ, let λ′  λ be an index of stationary movability for λ and p. Let
n 1, let h :Xλ × ∂∆n → P be a mapping into a polyhedron P and let F :X × ∆n → P
be a mapping such that h(pλ × 1)|X × ∂∆n = F |X × ∂∆n. Then there exist a mapping
H :Xλ′ × ∆n → P such that H |Xλ′ × ∂∆n = h(pλλ′ × 1)|Xλ′ × ∂∆n. Moreover, there
exists a homotopy M :X × ∆n × I → P , which is stationary on X × ∂∆n and connects
H(pλ′ × 1) to F .
Proof. By Lemma 5, there is an index λ′′  λ and a mapping K :Xλ′′ × ∆n → P such
that K|Xλ′′ × ∂∆n = h(pλλ′′ × 1)|Xλ′′ × ∂∆n and K(pλ′′ × 1) = F . There is no loss
of generality in assuming that λ′′  λ′. By property (SM) of p, there exist a mapping
r :Xλ′ → Xλ′′ and a homotopy R :Xλ′ × I → Xλ (rel X) such that R connects pλλ′′r to
pλλ′ and r(x) = x , for x ∈ X. To define H :Xλ′ ×∆n → P consider the linear contraction
ρ :∆n → ∆n, whose center is the barycenter b of ∆n and whose coefficient of contraction
is 1/2. Clearly, ∆n and ρ(∆n) are cones with vertex b and bases ∂∆n and ρ(∂∆n),
respectively. We define H on Xλ′ × ρ(∆n), by putting H(x, t)= K(r(x), t ′), for t = ρ(t ′)
and t ′ ∈ ∆n. To define H on Xλ′ × C, where C is the collar ∆n\ Intρ(∆n), consider the
product D = ∂∆n × I and the homeomorphism φ :C → D, which maps linearly every
segment [ρ(t ′), t ′] ⊆ C, t ′ ∈ ∂∆n, to the segment [(t ′,0), (t ′,1)] ⊆ D. Let G :Xλ′ ×D →
P be the mapping given by G(x, t ′, s) = h(R(x, s), t ′), x ∈ Xλ′ , (t ′, s) ∈ ∂∆n × I . Then
put H(x, t) = G(x,φ(t)), for (x, t) ∈ Xλ′ × C. If t = ρ(t ′) and t ′ ∈ ∂∆n, we see that
H(x, t) = G(x, t ′,0) = h(R(x,0), t ′) = h(r(x), t ′) = K(r(x), t ′), which shows that the
mapping H is well defined. Also note that, for t ′ ∈ ∂∆n, one has H(x, t ′) = G(x,φ(t ′)) =
G(x, t ′,1) = h(R(x,1), t ′) = h(x, t ′), i.e., H |Xλ′ × ∂∆n = h(pλλ′ × 1)|Xλ′ × ∂∆n.
In order to define M :X × ∆n × I → P , we first define a mapping γ :∆n → ∆n as
follows. If t = ρ(t ′), where t ′ ∈ ∆n, put γ (t) = t ′ and if t ∈ C lies on a segment [t ′, ρ(t ′)],
where t ′ ∈ ∂∆n, also put γ (t) = t ′. Clearly, ∆n × I can be identified with the mapping
cylinder Mγ of γ , where ∆n × 0 is identified with the first base and ∆n × 1 is identified
with the second base of Mγ . Let δ :∆n×I → ∆n be the mapping which corresponds to the
standard deformation retraction of Mγ to its second base. Note that, for t ∈ ∆n, δ(t,1) = t
and for s < 1, δ(t, s) = γ (t ′), where t ′ ∈ ∆n is the only point such that (t, s) lies on the
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line segment [(t ′,0), (γ (t ′),1)] ⊆ ∆n × I connecting the points (t ′,0) and (γ (t ′),1). By
definition, M(x, t, s)= F(x, δ(t, s)), for (t, s) ∈ ∆n × I .
Let us first show that M|X × ∆n × 0 = H(pλ′ × 1), i.e., M(x, t,0) = H(x, t), for
x ∈ X and t ∈ ∆n. Indeed, if t = ρ(t ′), t ′ ∈ ∆n, then γ (t) = t ′. Moreover, (t,0) ∈
[(t,0), (γ (t),1)] and thus, δ(t,0) = γ (t). Therefore, M(x, t,0) = F(x, γ (t)) = F(x, t ′).
On the other hand, H(x, t) = H(x, (ρ(t ′)) = K(r(x), t ′) = K(x, t ′) = F(x, t ′), because
r(x) = x , for x ∈ X. Consequently, M(x, t,0) = H(x, t), for t = ρ(t ′), t ′ ∈ ∆n. If t ∈ C
lies on a segment [t ′, ρ(t ′)], t ′ ∈ ∂∆n, then γ (t) = t ′. Therefore, (t,0) ∈ [(t,0), (γ (t),1)]
implies δ(t,0) = γ (t) and thus, M(x, t,0) = F(x, γ (t)) = F(x, t ′). On the other hand,
H(x, t) = G(x,φ(t)), where φ(t) lies on the segment [(t ′,0), (t ′,1)] and thus, is of the
form φ(t) = (t ′, u), where u ∈ I . Consequently, G(x,φ(t)) = G(x, t ′, u) = h(R(x,u), t ′).
However, since x ∈ X and R is stationary on X× I , we conclude that R(x,u) = R(x,1) =
x . Hence, H(x, t) = h(x, t ′) = K(x, t ′) = F(x, t ′) and we see that again M(x, t,0) =
H(x, t).
Since δ(t,1) = t , we conclude that M(x, t,1)= F(x, t), for x ∈ X and t ∈ ∆n. Finally,
assume that t ′ ∈ ∂∆n and s ∈ I . Then γ (t ′) = t ′ and thus, (t ′, s) ∈ [(t ′,0), (t ′,1)] =
[(t ′,0), (γ (t ′),1)]. Therefore, for s < 1, δ(t ′, s) = γ (t ′) and thus, M(x, t ′, s) = F(x,
γ (t ′)) = F(x, t ′) does not depend on s, which shows that the homotopy M :X×∆n×I →
P is stationary on X × ∂∆n. 
Lemma 7. Let p :X → X be as in Lemma 6, let λ ∈ Λ and let λ′  λ be an index of
stationary movability for λ and p. For a polyhedron P and n 1, let h :Xλ × ∂∆n → P
and G :X × ∆n → P be mappings and let M :X × ∂∆n × I → P be a homotopy which
connects h(pλ × 1)|X × ∂∆n to G|X × ∂∆n. Then there exists a mapping H :Xλ′ ×
∆n → P such that H |Xλ′ × ∂∆n = h(pλλ′ × 1)|Xλ′ × ∂∆n and there exists a homotopy
N :X×∆n × I → P , which connects H(pλ′ ×1)|X×∆n to G and N |X× ∂∆n × I = M .
Proof. Put Z = (∆n × 1)∪ (∂∆n × I) ⊆ ∆n × I and let G˜ :X ×Z → P be the mapping,
given by G˜|X × ∆n × 1 = G and G˜|X × ∂∆n × I = M . The mapping G˜ is well defined,
because the sets X × ∆n × 1 and X × ∂∆n × I are closed subsets of X × Z and the two
definitions of G˜ coincide on the intersections X × ∂∆n × 1. Indeed, if (x, t) ∈ X × ∂∆n,
then M(x, t,1) = G(x, t). Note that Z is an n-cell with boundary ∂Z = ∂∆n × 0.
Moreover, G˜|X × ∂∆n × 0 = M|X × ∂∆n × 0 = h(pλ × 1)|X × ∂∆n. Now consider the
contraction ρ :∆n → ∆n, used in the proof of Lemma 6, the simplex ρ(∆n) and the collar
C = ∆n\ Intρ(∆n). Let ε :∆n → Z be the mapping defined as follows. If t ′ ∈ ∆n, let
ε(ρ(t ′)) = (t ′,1) ∈ ∆n × 1 and if t ′ ∈ ∂∆n, let ε map the segment [ρ(t ′), t ′] ⊆ C linearly
onto the segment [(t ′,1), (t ′,0)] ⊆ ∂∆n × I . Note that ε is a homeomorphism. Define
a mapping F :X × ∆n → P by putting F(x, t) = G˜(x, ε(t)). Since ε(t ′) = (t ′,0), for
t ′ ∈ ∂∆n, one has F(x, t ′) = G˜(x, ε(t ′)) = G˜(x, (t ′,0)) = h(pλ(x), t ′). This enables us
to apply Lemma 6. We obtain a mapping H :Xλ′ × ∆n → P such that H |Xλ′ × ∂∆n =
h(pλλ′ × 1)|Xλ′ × ∂∆n. Moreover, we obtain a homotopy L :X × ∆n × I → P , which is
stationary on X × ∂∆n and connects H(pλ′ × 1) to F .
In order to define N :X×∆n × I → P , we consider the mapping η :∆n × I → ∆n × I ,
which maps linearly every segment [(t,0), (t,1)], t ∈ ∆n, onto the segment [(t,0), ε(t)].
Note that η(t,0)= (t,0) and η(t,1)= ε(t), for t ∈ ∆n, and η(t ′, s) = (t ′,0), for t ′ ∈ ∂∆n,
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because ε(t ′) = (t ′,0). It is readily seen that η is a surjection. Moreover, every point from
∆n × I has a unique counter-image, except for the points (t ′,0), where t ′ ∈ ∂∆n, whose
counter-image is the segment [(t ′,0), (t ′,1)]. Since L is stationary on X×∂∆n, we see that
L is constant on every segment x × [(t ′,0), (t ′,1)], x ∈ X, t ′ ∈ ∂∆n. Therefore, L induces
a unique mapping N :X × ∆n × I → P such that L = N(1 × η). Since N(x, t,0) =
L(x, t,0) = H(pλ′(x), t), we see that N |X × ∆n × 0 = H(pλ′ × 1). Moreover, since
η(t,1) = ε(t), for t ∈ ∆n, we see that N(x, ε(t)) = L(x, t,1) = F(x, t) = G˜(x, ε(t)).
Since, ε(∆n) = Z, we conclude that N |X × Z = G˜|X × Z and thus, N |X × ∆n × 1 =
G˜|X × ∆n × 1 = G and N |X × ∂∆n × I = G˜|X × ∂∆n × I = M . 
Lemma 8. Let p :X → X be as in Lemma 6, let λ ∈ Λ and let λ′  λ be an index
of stationary movability for λ and p. For P a polyhedron and n  1, let h :Xλ ×
∂(∆n × I) → P be a mapping and let G :X × ∆n × I → P be a homotopy such that
h(pλ×1×1)|X×∆n×∂I = G|X×∆n×∂I . Moreover, let M :X×∂∆n×I ×I → P be a
homotopy which connects h(pλ ×1×1)|X× ∂∆n × I to G|X× ∂∆n × I and is stationary
on X × ∂∆n × ∂I . Then there exists a mapping H :Xλ′ × ∆n × I → P , which extends
h(pλλ′ ×1)|Xλ′ × ∂(∆n × I) and there exists a homotopy N :X×∆n × I × I → P , which
connects H(pλ′ × 1 × 1)|X×∆n × I to G, extends M and is stationary on X ×∆n × ∂I .
Proof. This proof is similar to the proof of Lemma 7. Put Z = (∆n×I ×1)∪(∂(∆n×I)×
I) ⊆ ∆n × I × I and let G˜ :X×Z → P be the mapping given by G˜|X×∆n × I × 1 = G,
G˜|X × ∂∆n × I × I = M and G˜|X ×∆n × ∂I × I = G|X ×∆n × ∂I . The mapping G˜ is
well defined, because the sets X × ∆n × I × 1, X × ∂∆n × I × I and X × ∆n × ∂I × I
are closed subsets of X × Z and the various definitions of G˜ coincide on the mutual
intersections. Indeed, if (x, t, u) ∈ X × ∂∆n × I , then M(x, t, u,1) = G(x, t, u) and if
(x, t, u, s) ∈ X×∂∆n×∂I ×I , then M(x, t, u, s)= M(x, t, u,1)= G(x, t, u), because M
is stationary on X× ∂∆n × ∂I . Note that ∆n × I and Z are (n+ 1)-cells and the boundary
∂Z = ∂(∆n × I)×0. Moreover, G˜|X× ∂∆n × I ×0 = M|X× ∂∆n × I ×0 = h(pλ ×1×
1)|X×∂∆n× I and G˜|X×∆n ×∂I ×0 = G|X×∆n ×∂I = h(pλ ×1×1)|X×∆n×∂I .
Consequently, G˜|X × ∂(∆n × I) × 0 = h(pλ × 1 × 1)|X × ∂(∆n × I).
Choose a homeomorphismα :∆n+1 → ∆n×I and define a mapping k :Xλ×∂∆n+1 →
P by putting k = h(1 × α). Now define a homeomorphism ε :∆n × I → Z as follows.
Let b be the barycenter of ∆n × I , let ρ :∆n × I → ∆n × I be the linear contraction,
whose center is b and whose coefficient of contraction is 1/2, and let C be the collar
∆n × I\Intρ(∆n × I). If (t, u) ∈ ∆n × I , let ε(ρ(t, u)) = (t, u,1) ∈ ∆n × I × 1 and if
(t, u) ∈ ∂(∆n × I), let ε map the segment [ρ(t, u), (t, u)] ⊆ C linearly onto the segment
[(t, u,1), (t, u,0)] ⊆ ∂(∆n×I)×I . In particular, ε(t, u)= (t, u,0), for (t, u) ∈ ∂(∆n×I).
Define a mapping F :X × ∆n+1 → P by putting F(x, t) = G˜(x, εα(t)). Since t ∈ ∂∆n+1
implies α(t) ∈ ∂(∆n × I), one concludes that εα(t) = (α(t),0) and thus, F(x, t) =
G˜(x, εα(t)) = G˜(x,α(t),0) = h(pλ(x),α(t)) = k(pλ(x), t). This enables us to apply
Lemma 6 to n+ 1, k and F .
We obtain a mapping K :Xλ′ × ∆n+1 → P such that K|Xλ′ × ∂∆n+1 = k(pλλ′ ×
1)|Xλ′ × ∂∆n+1. Moreover, we obtain a homotopy L :X × ∆n+1 × I → P , which is
stationary on X × ∂∆n+1 and connects K(pλ′ × 1) to F . We now define the desired
mapping H :Xλ′ × ∆n × I → P by putting H(x, t, u) = K(x, t ′), where t ′ ∈ ∆n+1 is
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the only point for which α(t ′) = (t, u). Clearly, if (t, u) ∈ ∂(∆n × I), then t ′ ∈ ∂∆n+1 and
thus, H(x, t, u) = K(x, t ′) = k(pλλ′(x), t ′) = h(pλλ′(x), t, u), i.e., H extends h(pλλ′ ×
1)|Xλ′ × ∂(∆n × I).
In order to define N :X × ∆n × I × I → P , consider the mapping A :X × ∆n ×
I × I → P defined by requiring that L = A(1 × α × 1). Note that A is a homotopy,
which is stationary on X × ∂(∆n × I), because L is stationary on X × ∂∆n+1. Also
consider the mapping η :∆n × I × I → ∆n × I × I , which maps linearly every segment
[(t, u,0), (t, u,1)], where (t, u) ∈ ∆n × I , onto the segment [(t, u,0), ε(t, u)]. Note that
η(t, u,0)= (t, u,0) and η(t, u,1)= ε(t, u). Moreover, if (t, u) ∈ ∂(∆n×I), then ε(t, u) =
(t, u,0) and thus, the segment [(t, u,0), ε(t, u)] degenerates to the point {(t, u,0)}.
Therefore, η(t, u, s) = (t, u,0), for every s ∈ I , i.e., η is stationary on ∂(∆n × I). It is
readily seen that η is a surjection. Moreover, every point from ∆n × I × I has a unique
counter-image, except for the points (t, u,0), where (t, u) ∈ ∂(∆n × I), whose counter-
image is the segment [(t, u,0), (t, u,1)]. Since A maps such segments to single points, it
follows that A induces a mapping N :X ×∆n × I × I → P such that A = N(1 × η).
N has all the desired properties. Indeed, since η(t, u,0)= (t, u,0), we have N(x, t, u,0)
= N(x,η(t, u,0))= A(x, t, u,0)= L(x, t ′,0), where α(t ′) = (t, u). However,L(x, t ′,0) =
K(pλ′(x), t ′) = H(pλ′(x), t, u). Furthermore, since η(t, u,1) = ε(t, u), we see that
N(x, ε(t, u)) = N(x,η(t, u,1)) = A(x, t, u,1) = L(x, t ′,1) = F(x, t ′) = G˜(x, ε(t, u)).
Since, ε(∆n × I) = Z, we conclude that N |X × Z = G˜|X × Z. This implies that N |X ×
∆n × I × 1 = G˜|X ×∆n × I × 1 = G, N |X × ∂∆n × I × I = G˜|X × ∂∆n × I × I = M .
Moreover, it implies that N |X × ∆n × ∂I × I = G˜|X ×∆n × ∂I × I = G|X × ∆n × ∂I ,
which shows that N on X ×∆n × ∂I is stationary. 
Proof of Theorem 5. The proof is by induction on the dimension n of Y . Choose a
triangulation C of Y . Then C is a simplicial complex of dimension n. If n > 0, let D
be its (n− 1)-skeleton.
Verification of condition (S1). Let f :X × |C| → P be a mapping. We need an index
λ′ ∈ Λ, a mapping h :Xλ′ × |C| → P and a homotopy N :X × |C| × I → P , which
connects h(pλ′ × 1) to f . If n = 0, choose an index λ ∈ Λ and let λ′  λ be an index
of stationary movability for λ and p. Note that C is a 0-dimensional polyhedron and
thus, |C| is a discrete space. For every vertex v ∈ C, consider the mapping f v :X → P ,
defined by f v = f |X × v. By property (SS1) from Lemma 5, there exist an index λ′′
and a mapping kv :Xλ′′ → P such that kvpλ′′ = f v . There is no loss of generality in
assuming that λ′′  λ. By property (SM), there is a mapping r :Xλ′ → Xλ′′ such that
rpλ′ = pλ′′ . Therefore, the mapping hv :Xλ′ → P , defined by hv = kvr , has the property
that hvpλ′ = kvrpλ′ = kvpλ′′ = f v . We now define a function h :Xλ′ × |C| → P by putting
h|Xλ′ × v = hv , for every vertex v ∈ C. Since |C| is discrete, h is a mapping. Clearly,
h(pλ′ ×1) = f , because hvpλ′ = f v . This shows that, for n = 0, we have even the stronger
property (SS1).
Now assume that (S1) holds for polyhedra of dimension n−1, n 1. Application of this
assertion to f |X×|D| yields an index λ ∈ Λ, a mapping k :Xλ×|D| → P and a homotopy
M :X × |D| × I → P , which connects k(pλ × 1)|X × |D| to f |X × |D|. Let λ′  λ be
an index of stationary movability for λ and p. For every n-dimensional simplex τ ∈ C,
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consider the mappings kτ :Xλ × ∂τ → P and f τ :X× τ → P , defined by kτ = k|Xλ × ∂τ
and f τ = f |X× τ , respectively. Moreover, consider the homotopy Mτ :X× ∂τ × I → P ,
defined by Mτ = M|X× ∂τ × I . Note that Mτ connects the mappings kτ (pλ × 1)|X× ∂τ
to f τ |X×∂τ . Therefore, Lemma 7 can be applied to λ, kτ , f τ and Mτ . It yields a mapping
hτ :Xλ′ × τ → P such that hτ |Xλ′ × ∂τ = kτ (pλλ′ ×1)|Xλ′ × ∂τ and it yields a homotopy
Nτ :X× τ × I → P , which connects hτ (pλ′ ×1)|X× τ and f τ and satisfies the condition
Nτ |X × ∂τ × I = Mτ .
We now define a function h :Xλ′ ×|C| → P by putting h|Xλ′ ×|D| = k(pλλ′ ×1)|Xλ′ ×
|D| and h|Xλ′ × τ = hτ , for every n-simplex τ ∈ C. To verify that h is well defined it
suffices to see that, for every (n − 1)-dimensional simplex σ , which is a face of an n-
simplex τ ∈ C, hτ |Xλ′ ×σ coincides with h|Xλ′ ×σ = k(pλλ′ ×1)|Xλ′ ×σ and thus, does
not depend on τ . This is indeed the case because hτ |Xλ′ × ∂τ = kτ (pλλ′ × 1)|Xλ′ × ∂τ =
k(pλλ′ × 1)|Xλ′ × ∂τ . Since Xλ′ is compact, h|Xλ′ × τ = hτ is continuous, for every n-
dimensional τ ∈ C and h|Xλ′ × |D| = k(pλλ′ × 1)|Xλ′ × |D| is continuous, Lemma 4
shows that h :Xλ′ × |C| → P is a mapping.
We now define a function N :X × |C| × I → P by putting N |X × |D| × I = M and
N |X×τ ×I = Nτ , for every n-dimensional simplex τ ∈ C. To verify that N is well defined
it suffices to show that, for every (n − 1)-dimensional simplex σ , which is a face of an n-
simplex τ ∈ C, Nτ |X × σ × I coincides with M|X × σ × I and thus, does not depend on
τ . This is indeed the case because Nτ |X × ∂τ × I = Mτ |X × ∂τ × I = M|X × ∂τ × I .
Since X is compact, N |X× τ × I = Nτ is continuous, for every n-dimensional τ ∈ C, and
N |X × |D| × I = M is continuous, Lemma 4 shows that N is continuous, hence, it is a
homotopy N :X × |C| × I → P . To show that N connects h(pλ′ × 1) to f , first note that
N |X × |D| × I = M and M connects k(pλ × 1)|X × |D| to f |X × |D|. Then note that
k(pλ × 1)|X × |D| = h(pλ′ × 1)|X × |D|, because k(pλλ′ × 1)|Xλ′ × |D| = h|Xλ′ × |D|.
Furthermore, for every n-dimensional simplex τ ∈ C, N |X× τ × I = Nτ and Nτ connects
hτ (pλ′ × 1)|X × τ = h(pλ′ × 1)|X × τ to f τ = f |X × τ .
Verification of condition (S2). Let λ ∈ Λ, let h0, h1 :Xλ × |C| → P be mappings and
let F :X × |C| × I → P be a homotopy which connects h0(pλ × 1) to h1(pλ × 1).
If h :Xλ × |C| × ∂∆n → P denotes the mapping given by h|Xλ × |C| × 0 = h0 and
h|Xλ×|C|×1 = h1, then F |X×|C|×∂I = h(pλ×1×1)|X×|C|×∂I . We need an index
µ′  λ, a mapping K :Xµ′ × |C|× I → P , which extends h(pλµ′ × 1 × 1)|Xµ′ × |C|× ∂I
and a homotopy N :X × |C| × I × I → P , which connects K(pµ′ × 1 × 1)|X × |C| × I
to F and is stationary on X × |C| × ∂I .
We first consider the case n = 0. We take for µ′  λ an index of stationary movability
for λ and p. For every vertex v ∈ C, let hv :Xλ × ∂I → P be the mapping defined
by hv |Xλ × 0 = h0|Xλ × v and hv|Xλ × 1 = h1|Xλ × v. We also define a homotopy
Fv :X×I → P , by putting Fv = F |X×v×I . Note that hv(pλ×1)|X×∂I = Fv |X×∂I .
Since I = ∆1, we can apply Lemma 6 (in dimension 1) to hv and Fv . We obtain a
homotopy Kv :Xµ′ × I → P such that Kv|Xµ′ × ∂I = hv(pλµ′ × 1)|Xµ′ × ∂I . Moreover,
we obtain a homotopy Nv :X × I × I → P , which is stationary on X × ∂I and connects
Kv(pµ′ × 1)|X × I to Fv . We then define K and N , by putting K|Xµ′ × v × I = Kv and
N |X × v × I × I = Nv . Continuity of K and N are obvious, because |C| is discrete. The
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desired properties of K and N are immediate consequences of the corresponding properties
of Kv and Nv .
We now assume that the assertion holds for n − 1, where n  1. An application of
this assumption to h|Xλ × |D| × ∂I and F |X × |D| × I yields a µ  λ and a mapping
H :Xµ ×|D|× I → P , which extends h(pλµ × 1 × 1)|Xµ ×|D|× ∂I . Moreover, it yields
a homotopy M :X × |D| × I × I → P , which connects H(pµ × 1 × 1)|X × |D| × I
to F |X × |D| × I and is stationary on X × |D| × ∂I . Let µ′  µ be an index of
stationary movability for µ and p. For every n-dimensional simplex τ ∈ C, consider
the mapping hτ :Xµ × ∂(τ × I) → P , defined by hτ |Xµ × ∂τ × I = H |Xµ × ∂τ × I
and hτ |Xµ × τ × ∂I = h(pλµ × 1 × 1)|Xµ × τ × ∂I . Note that hτ is well defined,
because H |Xµ × ∂τ × ∂I = h(pλµ × 1 × 1)|Xµ × ∂τ × ∂I . Also consider the homotopy
Gτ :X×τ ×I → P , defined by Gτ = F |X×τ ×I . Note that hτ (pµ×1×1)|X×τ×∂I =
h(pλ ×1×1)|X× τ ×∂I = F |X× τ ×∂I = Gτ |X× τ ×∂I . Now consider the homotopy
Mτ :X × ∂τ × I × I → P , defined by Mτ = M|X × ∂τ × I × I . Note that Mτ connects
hτ (pµ × 1 × 1)|X × ∂τ × I to Gτ |X × ∂τ × I and is stationary on X × ∂τ × ∂I . This
enables us to apply Lemma 8 to µ,hτ ,Gτ and Mτ .
We obtain a homotopy Hτ :Xµ′ × τ × I → P which extends hτ (pµµ′ × 1)|Xµ′ ×
∂(τ × I) and a homotopy Nτ :X × τ × I × I → P , which extends Mτ , connects
Hτ(pµ′ ×1×1)|X×τ ×I to Gτ and is stationary on X×τ ×∂I . We now define a function
K :Xµ′ × |C| × I → P by putting K|Xµ′ × |D| × I = H(pµµ′ × 1 × 1)|Xµ′ × |D| × I
and K|Xµ′ × τ × I = Hτ , for every n-dimensional simplex τ from C. To verify that K is
well defined it suffices to see that, for every (n − 1)-dimensional face σ of an n-simplex
τ ∈ C, Hτ |Xµ′ × σ × I coincides with H(pµµ′ × 1 × 1)|Xµ′ × σ × I = hτ (pµµ′ × 1 ×
1)|Xµ′ ×σ ×I . This is indeed the case, because Hτ extends hτ (pµµ′ ×1×1)|Xµ′ ×σ ×I .
Now note that K|Xµ′ × τ × I = Hτ is continuous, for every n-dimensional τ ∈ C, and
K|Xµ′ × |D| × I = H(pµµ′ × 1 × 1)|Xµ′ × |D| × I is continuous. Since Xµ′ is compact,
Lemma 4 implies that K is continuous, hence, it is a homotopy K :Xµ′ × |C|× I → P . To
show that K extends h(pλµ′ × 1 × 1)|Xµ′ × |C| × ∂I , note that Hτ :Xµ′ × τ × ∂I → P
extends hτ (pµµ′ ×1×1)|Xµ′ ×τ ×∂I and hτ |Xµ×τ ×∂I = h(pλµ×1×1)|Xµ×τ ×∂I .
Moreover, note that K|Xµ′ × |D| × I extends h(pλµ′ × 1 × 1)|Xµ′ × |D| × ∂I .
We now define a function N :X×|C|× I × I → P by putting N |X×|D|× I × I = M
and N |X × τ × I × I = Nτ , for every n-dimensional simplex τ from C. To verify that
N is well defined it suffices to show that, for every (n − 1)-dimensional face σ of an n-
simplex τ ∈ C, Nτ |X × σ × I × I coincides with Mτ |X × σ × I × I . This is so because
Nτ |X× ∂τ × I × I = Mτ . Since X is compact, N |X × τ × I × I = Nτ is continuous, for
every n-dimensional τ ∈ C, and N |X × |D| × I × I = M is continuous, Lemma 4 shows
that N is continuous, hence, it is a homotopy N :X × |C| × I × I → P .
To show that N connects K(pµ′ × 1 × 1) to F , first note that N |X × |D| × I × I =
M and M connects H(pµ × 1 × 1)|X × |D| × I to F |X × |D| × I . Then note that
H(pµ × 1 × 1)|X × |D| × I = K(pµ′ × 1 × 1)|X × |D| × I , because H(pµµ′ × 1 ×
1)|Xµ′ ×|D|×I = K|Xµ′ ×|D|×I . Furthermore, for every n-dimensional simplex τ ∈ C,
N |X × τ × I × I = Nτ and Nτ connects Hτ (pµ′ × 1 × 1)|X× τ × I to Gτ . Finally, N is
stationary on X×|C|× ∂I , because M is stationary on X×|D|× ∂I and Nτ is stationary
on X × τ × ∂I , for every n-dimensional simplex τ ∈ C. 
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The next result is a variation of Theorem 5.Theorem 6. Let X be an inverse system which consists of compact Hausdorff spaces
Xλ ⊆ Iκ from the class HPol and of inclusions and let the limit p :X → X satisfy
the stationary movability condition (SM). Then for every space Z, which is homotopy
dominated by a finite-dimensional polyhedron Y , p × 1 :X × Z → X × Z is a strong
expansion of X ×Z.
Remark 3. It follows from the work of Wall [13] that a space homotopy dominated
by a polyhedron of dimension  n, n 
= 2, has the homotopy type of a polyhedron
of dimension  n. Consequently, spaces homotopy dominated by finite-dimensional
polyhedra coincide with spaces having the homotopy type of finite-dimensional polyhedra.
Hence, in Theorem 6, instead of requiring that the space Z is homotopy dominated by a
finite-dimensional polyhedron, one can equivalently require that Z has the homotopy type
of a finite-dimensional polyhedron.
Theorem 6 is an immediate consequence of Theorem 5 and of the following lemma.
Lemma 9. Let Y be a space from the class HPol and let p :X → X be a mapping into
a system X which consists of spaces from the class HPol. If p × 1Y :X × Y → X × Y
is a strong expansion and Z is a space which is homotopy dominated by Y , then also
p × 1Z :X ×Z → X ×Z is a strong expansion.
In the proof of Lemma 9 we will use the following lemma on strong expansions.
Lemma 10. Let Y and Z be systems of spaces from the class HPol and let q :Y → Y and
r :Z → Z be mappings. Let f :Y → Z be a coherent mapping and let f :Y → Z be a
mapping such that [f ]C[q] = C[r]C[f ]. If [f ] and [f ] have right inverses [g] :Z → Y
and [g] :Z → Y in CH(pro-Top) and H(Top), respectively, i.e., [f ][g] = C[1Z] and
[f ][g] = [1Z] and q is a strong expansion, then r too is a strong expansion.
Proof. First note that rC(f ) :Y → Z is a coherent mapping such that fC(q) 	 rC(f ).
Since f g 	 1Z , we see that q coherently dominates rf (in the sense of [8]). Therefore, by
Theorem 2 of that paper, rf :Y → Z is a strong expansion. To conclude that r is a strong
expansion, it suffices to prove that r is a coherent expansion (see [8, Theorem 1]), i.e., for
every system P with terms from HPol and every morphism [h] :Z → P of CH(pro-Top)
there is a unique morphism [k] :Z → P of CH(pro-Top) such that [k]C[r] = [h].
Indeed, since rf :Y → Z is a strong expansion, it is also a coherent expansion.
Therefore, there exists a morphism [k] :Z → P such that [k]C[rf ] = [h]C[f ]. Since
[f ][g] = [1Z] and thus, C[f ]C[g] = C[1Z], we conclude that [k]C[r] = [h]. Now
assume that [k′] :Z → P is another morphism such that [k′]C[r] = [h]. Then [k]C[rf ] =
[k′]C[rf ]. However, since rf :Y → Z is a coherent expansion, it follows that [k] =
[k′]. 
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Proof of Lemma 9. By assumption, there exist mappings φ :Y → Z and ψ :Z → Y
and a homotopy L :Z × I → Z, which connects 1Z to φψ . Consider the mappings q =
p × 1Y :X × Y → X × Y and r = p × 1Z :X ×Z → X ×Z. Also consider the mappings
f = 1X ×φ :X×Y → X×Z, f = 1X ×φ :X×Y → X×Z and g = 1X ×ψ :X×Z →
X × Y , g = 1X ×ψ :X ×Z → X × Y . Since (1X × φ)(p × 1Y ) = (p × 1Z)(1X × φ), we
see that f q = rf .
Note that 1X × L :X × Z × I → X × Z is a homotopy which connects the identity
mapping 1X×Z on X × Z to the mapping 1X × φψ :X × Z → X × Z, respectively and
thus, 1X×Z 	 1X × φψ . Since 1X × φψ = (1X × φ)(1X × ψ) = fg, we concude that
C[1X×Z] = C[f ]C[g]. Moreover, 1X×L :X×Z → X×Z is a homotopy which connects
1X×Z to 1X × fg and thus, [1X×Z] = [f ][g]. Finally, recall that every space, which is
homotopy dominated by a polyhedron, has the homotopy type of a polyhedron (see, e.g.,
[10, Appendix 1, 2.2, Theorem 1]). Therefore, the terms of X × Z are spaces from HPol.
All this enables us to apply Lemma 10 to q, r,f ,g, g and f and conclude that r = p×1Z
is a strong expansion. 
The next result generalizes Theorem 6.
Theorem 7. Let X be an inverse system formed by compact Hausdorff spaces Xλ ⊆
Iκ belonging to the class HPol and by inclusions pλλ′ and let the limit p :X → X
satisfy the stationary movability condition (SM). Let q :Y → Y be a strong expansion,
where Y consist of spaces Yµ homotopy dominated by finite-dimensional polyhedra. Then
p × q :X × Y → X × Y is a strong expansion.
Proof. Since X is compact, Lemma 2 shows that 1 × q :X × Y → X × Y is a strong
expansion. By Theorem 6, p × 1 :X × Yµ → X × Yµ is a strong expansion, for every
µ ∈ M. Therefore, by Theorem 3, p × q :X × Y → X × Y is a strong expansion. 
5. Products in the categories pro-H(Top) and CH(pro-Top)
Before studying products in shape category and strong shape category, we must study
products in the categories pro-H(Top) and CH(pro-Top). There the situation is rather
simple, because we have the following results.
Theorem 8. In the category pro-H(Top) every pair of inverse systems X,Y has a product.
It is formed by the system X × Y and by the morphisms induced by canonical projections
[πX] :X × Y → X and [πY ] :X × Y → Y in pro-Top.
Theorem 9. In the coherent homotopy category CH(pro-Top) every pair of cofinite inverse
systems X,Y has a product. It is formed by the system X × Y and by the morphisms
induced by canonical projections [πX] :X × Y → X and [πY ] :X × Y → Y in pro-Top.
To define the canonical projection [πX] fix an index µ ∈ M. Let πµX :X × Y → X
be the mapping which consists of the increasing function f µ :Λ → Λ × M, where
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f µ(λ) = (λ,µ), and of the first projections πµ :Xλ × Yµ → Xλ, λ ∈ Λ. If µ′ is anotherXλ
index from M, then πµX and π
µ′
X are congruent mappings, hence, they induce the same
morphism of pro-Top. By definition, [πX] is this morphism. Indeed, in the case when
µ µ′, we see that πµXλ(1 × qµµ′) = π
µ′
Xλ
and the assertion follows. In the general case of
arbitrary µ,µ′ ∈ M, it suffices to consider a µ′′  µ,µ′. Similarly, one defines [πY ].
Theorem 8 asserts that, for every system Z and morphisms [f ] :Z → X, [g] :Z → Y
of pro-H(Top), there exists a unique morphism [h] :Z → X × Y of pro-H(Top) such that
[πX][h] = [f ] and [πY ][h] = [g], where [πX] and [πY ] also denote the morphisms of
pro-H(Top) induced by [πX] and [πY ], respectively. An analogous statement applies to
Theorem 9. In Section 6 we need only special cases of these theorems when Z = {Z} is
a rudimentary system, i.e., is a single space. In that case the proofs are technically less
cumbersome. Therefore, we state the assertion in those special cases as corollaries. We
then prove the corollaries and omit the proof of the theorems.
Corollary 1. Let X and Y be cofinite inverse systems of spaces. Let [f ] :Z → X and
[g] :Z → Y be morphisms of pro-H(Top). Then there exists a unique morphism [h] :Z →
X × Y of pro-H(Top) such that [πX][h] = [f ] and [πY ][h] = [g].
Corollary 2. Let X and Y be cofinite inverse systems of spaces. Let [f ] :Z → X and
[g] :Z → Y be morphisms of CH(pro-Top). Then there exists a unique morphism [h] :Z →
X × Y of CH(pro-Top) such that C[πX][h] = [f ] and C[πY ][h] = [g].
Proof of Corollary 1. Let f and g be representatives of [f ] and [g], given by mappings
fλ and gµ. To prove existence of [h], consider the homotopy mapping h = f × g :Z →
X × Y , given by the mappings hλµ = fλ × gµ :Z → Xλ × Yµ, (λ,µ) ∈ Λ × M. Note
that, for (λ,µ) ∈ Λ × M, one has πµXλ(hλµ) = fλ and thus, π
µ
X(h) = f , hence also[πX][h] = [f ]. Analogously, [πY ][h] = [g].
To prove uniqueness, assume that we have a morphism [h] :Z → X × Y such that
[πX][h] = [f ] and [πY ][h] = [g]. Choose a representative h of [h] and assume that it is
given by mappings hν :Z → Xλ × Yµ, where ν = (λ,µ). Note that hν must be of the
form hν = h′ν × h′′ν , where h′ν :Z → Xλ and h′′ν :Z → Yµ. Since πµXλhν = h′ν , we see
that [πX][h] = [f ] implies h′ν 	 fλ. Analogously, h′′ν 	 gµ. However, this implies that
hν = h′ν × h′′ν 	 fλ × gµ and thus, h 	 f × g. Hence, [h] = [f × g]. 
Proof of Corollary 2. First note that there is no loss of generality if we assume that the
indexing sets Λ and M have initial elements λ∗ and µ∗, respectively. This is so because,
for an arbitrary element λ∗ ∈ Λ, the subset Λ∗ = {λ ∈ Λ: λ  λ∗} is cofinal in Λ and
therefore, the incusion Λ∗ ↪→ Λ induces an isomorphism X → X∗ = X|Λ∗ in pro-Top.
Moreover, λ∗ is an initial element of Λ∗. Analogous statements hold also for Y ∗ = Y |M∗.
Proof of the existence. Let f :Z → X and g :Z → Y be coherent mappings given by
mappings fλ :Z × ∆n → Xλ0 , λ ∈ Λn, and gµ :Z × ∆n → Yµ0 , µ ∈ Mn, respectively.
They determine a coherent mapping h :Z → X × Y , given by the mappings hν =
fλ × gµ :Z × ∆n → Xλ0 × Yµ0 , where ν = λ × µ = ((λ0,µ0), . . . , (λn,µn)) ∈ (Λ ×
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M)n, for λ = (λ0, . . . , λn) ∈ Λn and µ = (µ0, . . . ,µn) ∈ Mn. Let us first verify that
h = f × g :Z → X × Y is also a coherent mapping. Indeed, djν = djλ × djµ and
sj ν = sj λ × sjµ. Denote by πλj :Xλj × Yµj → Xλj and πµj :Xλj × Yµj → Yµj
the first and the second projection, respectively. Then πλ0hν(z, d0t) = fλ(z, d0t) =
pλ0λ1fd0λ(z, t) = pλ0λ1πλ1hd0ν(z, t). However, one has pλ0λ1πλ1 = πλ0(pλ0λ1 × qµ0µ1)
and thus, πλ0hν(z, d0t) = πλ0(pλ0λ1 × qµ0µ1)hd0ν(z, t). Analogous relations hold for the
second projection and we conclude that hν(z, d0t) = (pλ0λ1 × qµ0µ1)hd0ν(z, t). It is even
simpler to verify that hν(z, dj t) = hdjν(z, t), for 0 < j  n and hν(z, sj t) = hsjν(z, t),
for 0 j  n. Consequently, the mappings hν :Z × ∆n → Xλ0 × Yµ0 do form a coherent
mapping h :Z → X × Y .
To verify that C[πX][h] = [f ], recall that a representative of [πX] is the mapping
π
µ∗
X :X × Y → X, which consists of the index function λ → (λ,µ∗) and of the first
projections πµ∗Xλ :Xλ × Yµ∗ → Xλ, λ ∈ Λ. Therefore, the composition C[πX][h] has as
representative the coherent mapping k :Z → X, given by the mappings kλ :Z×∆n → Xλ0 ,
where kλ = πλ0hλ×(µ∗...µ∗) = πλ0(fλ × g(µ∗...µ∗)) = fλ. Consequently, k = f and thus,
C[πX][h] = [k] = [f ]. The equality C[πY ][h] = [g] is verified analogously.
Proof of the uniqueness. Assume that f :Z → X, g :Z → Y and h :Z → X × Y are
coherent mapping such that C[πX][h] = [f ] and C[πY ][h] = [g]. We must show that
[h] = [f × g]. It suffices to exhibit two coherent mappings k′ :Z → X and k′′ :Z → Y
such that [k′] = [f ], [k′′] = [g] and the coherent mapping k = k′ × k′′ :Z → X × Y has
the property that [k] = [h]. Indeed, if H ′ :Z × I → X is a coherent homotopy which
connects k′ to f and H ′′ :Z × I → Y is a coherent homotopy which connects k′′ to g,
then H = H ′ ×H ′′ :Z × I → X × Y is a coherent homotopy which connects k = k′ × k′′
to f ×g and thus, [k] = [f ×g] and one obtains the desired conclusion that [h] = [f ×g].
By definition, k′ consists of mappings k′λ :Z×∆n → Xλ0 , λ = (λ0, . . . , λn), defined by
k′λ = πλ0hλ×µ∗ , (5.1)
where µ∗ = (µ∗, . . . ,µ∗), so that λ×µ∗ = ((λ0,µ∗), . . . , (λn,µ∗)). Let us first verify that
k′ is indeed a coherent mapping. We have
k′λ(z, d0t) = πλ0hλ×µ∗(z, d0t) = πλ0(pλ0λ1 × 1)hd0λ×µ∗(z, t)
= pλ0λ1πλ1hd0λ×µ∗(z, t) = pλ0λ1k′d0λ(z, t). (5.2)
Even simpler is the verification that
k′λ(z, dj t) = k′djλ(z, t), for 0 < j  n, (5.3)
k′λ(z, sj t) = k′sjλ(z, t), for 0 j  n. (5.4)
Similarly, k′′ consists of mappings k′′µ :Z ×∆n → Yµ0 , µ = (µ0, . . . ,µn), defined by
k′′µ = πµ0hλ∗×µ, (5.5)
where λ∗ = (λ∗, . . . , λ∗), so that λ∗ ×µ = ((λ∗,µ0), . . . , (λ∗,µn)).
We now consider the composition C[πX][h]. Recall that a representative of C[πX]
is the coherent mapping C(πµ∗X ), where the mapping π
µ∗
X is given by the function
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λ → (λ,µ∗) and by the projections πλ :Xλ × Yµ∗ → Xλ. Therefore, the composition
has as a representative the coherent mapping given by the mappings πλ0hλ×µ∗ . However,
this is precisely k′λ. Consequently, [f ] = C[πX][h] = [k′]. Analogously, one has [g] =
C[πY ][h] = [k′′]. Now define a coherent mapping k :Z → X × Y by putting k = k′ × k′′.
The proof will be complete if we show that [k] = [h].
We must construct a coherent homotopy K :Z×I → X×Y which connect k = k′ ×k′′
to h. Denote by h′ν :Z → Xλ0 and h′′ν :Z → Yµ0 the components of hν :Z → Xλ0 ×Yµ0 and
note that k′λ :Z → Xλ0 and k′′µ :Z → Yµ0 are the components of kν = k′λ × k′′µ, ν = λ ×µ.
Clearly, to define K , it suffices to define its components K ′ν,K ′′ν . Therefore, it suffices to
exhibit homotopies K ′ν :Z × I × ∆n → Xλ0 and K ′′ν :Z × I × ∆n → Yµ0 such that K ′ν
connects k′λ to h′ν and K ′′ν connects k′′µ to h′′ν . In addition, we require that the homotopies
K ′ν satisfy the following boundary and degeneracy conditions.
K ′ν(z, s, d0t) = pλ0λ1K ′d0ν(z, s, t), (5.6)
K ′ν(z, s, dj t) = K ′dj ν(z, s, t), 0 < j  n, (5.7)
K ′ν(z, s, sj t) = K ′sj ν(z, s, t), 0 j  n. (5.8)
We require analogous conditions for K ′′ν . These conditions together with conditions (5.6)–
(5.8) will insure that the homotopies Kν :Z × I × ∆n → Xλ0 × Yµ0 form a coherent
homotopy K :Z × I → X × Y , which connects k to h and thus establishes the desired
property [k] = [h].
We will now construct the homotopies K ′ν . We begin with the case when the
length of ν is 0, by putting K ′ν0 = πλ0h(λ0,µ∗)(λ0,µ0) :Z × I → Xλ0 , ν0 = λ0 ×
µ0, where we have identified ∆1 = {(t0, t1): t0, t1  0, t0 + t1 = 1} with I =
[0,1] by identifying the points (t0, t1) with t1. Clearly, K ′ν0 connects k′λ0 to h′ν0 ,
because πλ0h(λ0,µ∗)(λ0,µ0)(z, d11) = πλ0h(λ0,µ∗)(z) = k′λ0 and πλ0h(λ0,µ∗)(λ0,µ0)(z, d01) =
πλ0h(λ0,µ0)(z) = πλ0hν0(z) = h′ν0(z). To define K ′ν , for ν = λ×µ of length n > 0, consider
the standard triangulation of I × ∆n. It consists of (n + 1)-simplices T n+1i , 0  i  n,
spanned by the vertices
(0, e0), . . . , (0, ei), (1, ei), . . . , (1, en), (5.9)
where e0 = (1,0, . . . ,0), . . . , en = (0, . . . ,0,1) are the vertices of ∆n. Also consider the
simplicial mapping εn+1 : I × ∆n → ∆n+1, given by
εn+1(0, ej ) = ej , εn+1(1, ej ) = ej+1. (5.10)
Then define K ′ν |Z × T n+1i by putting
K ′ν(z, s, t) = πλ0h(λ0,µ∗)...(λi ,µ∗)(λi,µi )...(λn,µn)
(
z, εn+1(s, t)
)
. (5.11)
To see that K ′ν is well defined, note that(
T n+10 ∪ · · · ∪ T n+1i
)∩ T n+1i+1 = T n+1i ∩ T n+1i+1 , (5.12)
T n+1i ∩ T n+1i+1 =
[
(0, e0), . . . , (0, ei), (1, ei+1), . . . , (1, en)
]
, (5.13)
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εn+1
(
T n+1 ∩ T n+1)= [e0, . . . , ei, ei+2, . . . , en] = di+1(∆n). (5.14)i i+1
Furthermore, note that the expressions h(λ0,µ∗)...(λi ,µ∗)(λi,µi )...(λn,µn)(z, di+1t ′) and
h(λ0,µ∗)...(λi+1,µ∗)(λi+1,µi+1)...(λn,µn)(z, di+1t ′), for z ∈ Z, t ′ ∈ ∆n, assume the same value
h(λ0,µ∗)...(λi ,µ∗)(λi+1,µi+1)...(λn,µn)(z, di+1t ′). Indeed, this is an immediate consequence of
the boundary conditions for h.
To verify the boundary conditions for K ′ν , first note that
(1 × dj )
(
T ni
)⊆ {T n+1i+1 , j  i,
T n+1i , i < j.
(5.15)
εn+1(1 × dj ) | T ni =
{
djε
n | T ni , j  i,
dj+1εn | T ni , i < j. (5.16)
Since the mappings involved are simplicial, formulae (5.15) and (5.16) are readily verified
by checking their validity at the vertices.
Let z ∈ Z and (s, t) ∈ T ni . We first consider the case when j  i . Therefore, (s, dj t) ∈
T n+1i+1 and εn+1(s, dj t) = dj εn(s, t). Therefore, for j > 0,
K ′ν(z, s, dj t) = πλ0h(λ0,µ∗)...(λi+1,µ∗)(λi+1,µi+1)...(λn,µn)
(
z, εn+1(s, dj t)
)
= πλ0h(λ0,µ∗)...(λi+1,µ∗)(λi+1,µi+1)...(λn,µn)
(
z, dj ε
n(s, t)
)
= πλ0hdj ((λ0,µ∗)...(λi+1,µ∗)(λi+1,µi+1)...(λn,µn))
(
z, εn(s, t)
)
, (5.17)
and for j = 0,
K ′ν(z, s, d0t) = πλ0(pλ0λ1 × 1)h(λ1,µ∗)...(λi+1,µ∗)(λi+1,µi+1)...(λn,µn)
(
z, εn(s, t)
)
.(5.18)
On the other hand, djν = ((λ0,µ0), . . . , ̂(λj ,µj ), . . . , (λi,µi), . . . , (λn,µn)) and thus, for
j > 0,
K ′
dj ν
(z, s, t) = πλ0h(λ0,µ∗)...̂(λj ,µ∗)...(λi+1,µ∗)(λi+1,µi+1)...(λn,µn)
(
z, εn(s, t)
)
= πλ0hdj ((λ0,µ∗)...(λi+1,µ∗)(λi+1,µi+1)...(λn,µn))
(
z, εn(s, t)
)
. (5.19)
Comparison with (5.17) shows that (5.7) holds. If j = 0, one must replace π0 in (5.19) by
π1. However, pλ0λ1πλ1 = πλ0(pλ0λ1 × 1). Therefore, comparison with (5.18) shows that
also (5.6) holds.
The verification of the boundary conditions in the remaining case i < j is similar. One
has (s, dj t) ∈ T n+1i and εn+1(s, dj t) = dj+1εn(s, t). Therefore,
K ′ν(z, s, dj t) = πλ0h(λ0,µ∗)...(λi,µ∗)(λi,µi)...(λn,µn)
(
z, dj+1εn(s, t)
)
= πλ0hdj+1((λ0,µ∗)...(λi ,µ∗)(λi,µi )...(λn,µn))
(
z, εn(s, t)
)
. (5.20)
On the other hand, djν = ((λ0,µ0), . . . , (λi,µi), . . . , ̂(λj ,µj ), . . . , (λn,µn)) and thus,
K ′
dj ν
(z, s, t) = πλ0h(λ0,µ∗)...(λi ,µ∗)(λi,µi )...̂(λj ,µj )...(λn,µn)
(
z, εn(s, t)
)
= πλ0hdj+1((λ0,µ∗)...(λi ,µ∗)(λi,µi )...(λn,µn))
(
z, εn(s, t)
)
. (5.21)
Comparison with (5.20) shows that (5.7) holds again.
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To verify the degeneracy conditions for K ′ν , first note that(1 × sj )
(
T n+1i
)⊆ {T ni , i  j,
T ni−1, j < i.
(5.22)
εn(1 × sj ) | T n+1i =
{
sj+1εn+1 | T ni , i  j,
sj ε
n+1 | T ni , j < i.
(5.23)
Let z ∈ Z and (s, t) ∈ T n+1i . We first consider the case when i  j . Therefore, (s, sj t) ∈ T ni
and εn(s, sj t) = sj+1εn+1(s, t). Consequently,
K ′ν(z, s, sj t) = πλ0h(λ0,µ∗)...(λi,µ∗)(λi,µi )...(λn,µn)
(
z, εn+1(s, sj t)
)
= πλ0h(λ0,µ∗)...(λi,µ∗)(λi,µi )...(λn,µn)
(
z, sj+1εn+1(s, t)
)
= πλ0hsj+1((λ0,µ∗)...(λi ,µ∗)(λi,µi )...(λn,µn))
(
z, εn+1(s, t)
)
. (5.24)
On the other hand, sj ν = ((λ0,µ0), . . . , (λi ,µi), . . . , (λj ,µj ), (λj ,µj ), . . . , (λn,µn))
and thus,
K ′
sj ν
(z, s, t) = πλ0h(λ0,µ∗)...(λi ,µ∗)(λi,µi )...(λj ,µj ),(λj ,µj ),...(λn,µn)
(
z, εn+1(s, t)
)
= πλ0hsj+1((λ0,µ∗)...(λi ,µ∗)(λi,µi )...(λn,µn))
(
z, εn+1(s, t)
)
. (5.25)
Comparison with (5.24) shows that (5.8) holds.
Now assume that j < i . Then (s, sj t) ∈ T ni−1 and εn(s, sj t) = sj εn+1(s, t). Therefore,
K ′ν(z, s, sj t) = πλ0h(λ0,µ∗)...(λi−1,µ∗)(λi−1,µi−1)...(λn,µn)
(
z, sj ε
n+1(s, t)
)
= πλ0hsj ((λ0,µ∗)...(λi−1,µ∗)(λi−1,µi−1)...(λn,µn))
(
z, εn+1(s, t)
)
. (5.26)
On the other hand, sj ν = ((λ0,µ0), . . . , (λj ,µj ), (λj ,µj ), . . . , (λi ,µi), . . . , (λn,µn))
and thus,
K ′
sj ν
(z, s, t) = πλ0h(λ0,µ∗)...(λj ,µj )(λj ,µj )...(λi−1,µ∗)(λi−1,µi−1)...(λn,µn)
(
z, εn+1(s, t)
)
= πλ0hsj ((λ0,µ∗)...(λi−1,µ∗)(λi−1,µi−1)...(λn,µn))
(
z, εn+1(s, t)
)
. (5.27)
Comparison with (5.26) shows that (5.8) holds again.
Note that, for z ∈ Z, t ∈ ∆n, one has (0, t) ∈ [(0, e0), . . . , (0, en)] ⊆ T n+1n and
εn+1(0, t) = dn+1(t) and thus,
K ′ν(z,0, t) = πλ0h(λ0,µ∗)...(λn,µ∗)(λn,µn)
(
z, dn+1(t)
)
= πλ0h(λ0,µ∗)...(λn,µ∗)(z, t) = πλ0hλ×µ∗(z, t) = k′λ(z, t). (5.28)
Similarly, (1, t) ∈ [(1, e0), . . . , (1, en)] ⊆ T n+10 and εn+1(1, t)) = d0(t) and thus,
K ′ν(z,1, t) = πλ0h(λ0,µ∗)(λ0,µ0)...(λn,µn)
(
z, d0(t)
)
= πλ0h(λ0,µ0)...(λn,µn)(z, t) = h′ν(z, t). (5.29)
Consequently, the homotopy K ′ν connects k′µ to h′ν . That the homotopies K ′′ν connect k′′µ
to h′′ν and have properties analogous to (5.6)–(5.8) is proved by an argument completely
symmetric to the argument used in the case of the homotopies K ′ν . This completes the
proof of Corollary 2. 
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6. Expansions of products and products in shape categoriesIn this section we prove two parallel theorems which in combination with results from
Section 3 enable us to prove, in some cases, that the product X × Y of two spaces is also a
product in the shape categories Sh(Top) and SSh(Top), respectively.
Theorem 10. Let X and Y admit homotopy HPol-expansions p :X → X and q :Y → Y
such that p × q :X × Y → X × Y is a homotopy expansion. Then X × Y is a product in
the shape category Sh(Top).
Theorem 11. Let X and Y admit strong HPol-expansions p :X → X and q :Y → Y such
that p × q :X × Y → X × Y is a strong expansion. Then X × Y is a product in the strong
shape category SSh(Top).
Proof of Theorem 10. Let Z be a topological space and let F :Z → X and G :Z → Y
be shape morphisms. Let πX :X × Y → X and πY :X × Y → Y denote the canonical
projections. We must prove that there exists a unique shape morphism H :Z → X × Y
such that S[πX]H = F and S[πY ]H = G. We will first prove uniqueness of H . Assume
that H :Z → X × Y has the desired properties. Consider the homotopy expansion p ×
q :X × Y → X × Y and let [h] :Z → X × Y be the morphism of pro-H(Top) associated
with H . Similarly, consider the homotopy expansions p :X → X and q :Y → Y and let
[f ] :Z → X and [g] :Z → Y be morphisms of pro-H(Top) associated with F and G,
respectively. Note that the canonical projection πµXλ :Xλ × Yµ → Xλ satisfies the equality
π
µ
Xλ
(pλ ×qµ) = pλπX . Therefore, πµX(p×q) = pπX, hence also [πX][p×q] = [p][πX].
It follows that the morphism [πX][h] is associated with the shape morphism S[πX]H = F .
However, we already know that [f ] is associated with F . Consequently, [πX][h] = [f ].
An analogous argument shows that [πY ][h] = [g]. We now apply Corollary 1 and conclude
that [h] is unique. In fact, [h] = [f × g]. However, this implies that also H is unique,
because it is associated with [h].
To prove existence of H , choose f and g as above and put h = f × g. Then define
H :Z → X × Y as the shape morphism associated with [h]. Arguing as before, [πX][h] is
associated with S[πX]H . By Corollary 1, [πX][h] = [f ] and [πY ][h] = [g]. Consequently,
S[πX]H is associated with [f ]. Since also F is associated with [f ], we conclude that
S[πX]H = F . Analogously, S[πY ]H = G. 
Proof of Theorem 11. Let Z be a topological space and let F :Z → X and G :Z → Y
be strong shape morphisms. We must prove that there exists a unique strong shape
morphism H :Z → X × Y such that S[πX]H = F and S[πY ]H = G. We will first prove
uniqueness of H . Assume that H :Z → X × Y has the desired properties. Consider the
strong expansion p × q :X × Y → X × Y and let [h] :Z → X × Y be the morphism
of CH(pro-Top) associated with H . Similarly, consider the strong expansions p :X → X
and q :Y → Y and let [f ] :Z → X and [g] :Z → Y be the morphisms of CH(pro-Top)
associated with F and G, respectively. Recall that [πX][p × q] = [p][πX]. It follows that
the morphism C[πX][h] is associated with the shape morphism S[πX]H = F . However,
we already know that [f ] is associated with F . Consequently, C[πX][h] = [f ]. An
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analogous argument shows that C[πY ][h] = [g]. We now apply Corollary 2 and conclude
that [h] is unique. In fact, [h] = [f × g]. However, this implies that also H is unique,
because it is associated with [h].
To prove existence of H , choose f and g as above and put h = f × g. Then define
H :Z → X × Y as the strong shape morphism associated with [h]. Arguing as before,
C[πX][h] is associated with S[πX]H . By Corollary 2, C[πX][h] = [f ]. Consequently,
S[πX]H is associated with [f ]. Since also F is associated with [f ], we conclude that
S[πX]H = F . Analogously, S[πY ]H = G. 
Corollary 3. Let X be an arbitrary space and let Y be a space which has the homotopy
type of a polyhedron. If X admits a homotopy HPol-expansion p :X → X such that
p × 1 :X × Y → X × Y is a homotopy expansion of X × Y , then X × Y is a product
in the shape category Sh(Top).
Corollary 4. Let X be an arbitrary space and let Y be a space which has the homotopy
type of a polyhedron. If X admits a strong HPol-expansion p :X → X such that p×1 :X×
Y → X × Y is a strong expansion of X × Y , then X × Y is a product in the strong shape
category SSh(Top).
Example 2. The spaces X and Y from Example 1 have the property that X × Y is a
product in both shape categorie Sh(Top) and SSh(Top), which shows that the assumptions
in Corollaries 3 and 4 are only sufficient conditions. Indeed, let Z be an arbitrary space and
let F :Z → X and G :Z → Y be two shape morphisms. Let F be given by a sequence of
mappings fn :Z → Xn, n ∈ N. Since Xn is totally disconnected, one has fn = pnn+1fn+1.
However, this shows that there is a unique mapping f :Z → X such that pnf = fn and
thus, f is a representative of F , i.e., F = S[f ]. An even simpler argument shows that
there is a unique mapping g :Z → Y such that G = S([g]). Since X × Y is a product
in the category Top, one concludes that there is a unique mapping h :Z → X × Y such
that f = ph and g = qh, where p :X × Y → X and q :X × Y → Y are the canonical
projections. It follows that H = S[h] :Z → X × Y is a shape morphism which satisfies the
conditions F = S[p]H and G = S[q]H . To prove uniqueness of H it suffices to notice that
also X×Y is totally disconnected. Therefore, an argument as above shows that every shape
morphism K :Z → X × Y is of the form K = S[k], where k :Z → X × Y is a mapping.
Therefore, F = S[p]K and G = S[q]K implies f 	 pk and g 	 qk. Since X and Y are
totally disconnected, one concludes that f = pk and g = qk. It now follows that h = k and
thus, H = K .
7. Product theorems in strong shape
The simplest result on products in strong shape is the following theorem.
Theorem 12. If X and Y are compact Hausdorff spaces, then X × Y is a product in the
strong shape category SSh(Top).
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Proof. It is well known that compact Hausdorff spaces are inverse limits of compact
polyhedra. Choose such limits p :X → X and q :Y → Y . By Theorem 1, p×q :X×Y →
X×Y is a limit. However, in the compact situation, limits are resolutions and thus, they are
also strong expansions and homotopy expansions. Moreover, X × Y consists of compact
polyhedra. Consequently, Theorem 11 shows that X × Y is a product in SSh(Top). 
The analogous result for ordinary shape follows from Theorem 10 and was obtained
already in 1974 by Keesling [4].
A space is said to be finitistic provided every normal covering of X admits a normal
refinement of finite order, i.e., admits a normal refinement whose nerve is a finite-
dimensional polyhedron. Finite-dimensional spaces and compact Hausdorff spaces are
examples of finitistic spaces. An interesting characterization of these spaces was recently
given by Dydak et al. [2].
Theorem 13. Every finitistic space X admits a resolution whose terms are finite-
dimensional ANRs.
Proof. The proof follows the general idea of the proof that every space admits an ANR-
resolution (see [9, Theorem 6.23]). Let X be a finitistic space of density d(X) = κ .
Let {pγ : γ ∈ Γ } be the set of all mappings pγ :X → Xγ of X to finite-dimensional
ANRs contained in the Tychonoff cube Iκ . Let (Λ,) be the set of all finite subsets
λ = {γ1, . . . , γn} of Γ , ordered by inclusion ⊆. Put Xλ = Xγ1 ×· · ·×Xγn and note that Xλ
is also an ANR. For λ λ′ = {γ1, . . . , γn, . . . , γn′ }, define pλλ′ :Xλ′ → Xλ to be the natural
projection. Then X = (Xλ,pλλ′,Λ) is an inverse system of ANRs. Define pλ :X → Xλ to
be the mapping pλ = pγ1 × · · · × pγn . Then p = (pλ) :X → X is a mapping of systems.
Note that the dimension of every Xλ is finite, because for metric spaces M,N , the large
inductive dimension Ind(M × N)  IndM + IndN and for metric spaces Ind and the
covering dimension dim coincide (see [11, Theorems II.5 and II.7]).
Let us show that p has property (R1), i.e., for every mapping f :X → P to a polyhedron
P and every open covering U of P there is a λ ∈ Λ and there is a mapping h :Xλ → P
such that the mappings hpλ and f are U -near. Choose a triangulation K of P so fine
that the closed simplices of K refine U (see, e.g., [10, Appendix 1, §1.1, Theorem 11]).
Endowing K with the metric topology, we obtain a space |K|m, which is an ANR (see,
e.g., [10, Appendix 1, §1.3, Theorem 4]). Note that the identity mapping i : |K| → |K|m
is continuous. Moreover, i admits a homotopy inverse j : |K|m → |K| such that the
homotopies H : |K| × I → |K| and K : |K|m × I → |K|m, which connect 1|K | to j i
and 1|K |m to ij map σ × I to σ , for every simplex σ ∈ K (see [10, Appendix 1, §1.3,
Theorem 10 and Remark 1]). In particular, if y ∈ σ , then also j (y) ∈ σ . Let L ⊆ K be
the smallest subcomplex of K which contains f (X). Let u : |L|m → |K|m be the inclusion
mapping and let g :X → |L|m be the composition of the mapping f :X → f (X) ⊆ |L|
with the identity mapping |L| → |L|m. Clearly, ug = if . Note that the density of f (X)
is  κ , because the density of X is κ . Since every simplex has density ℵ0, it follows
that the complex L has  κ simplices and thus, the density of |L|m is also  κ . It is
well known that the weight and the density of metric spaces coincide. Therefore, |L|m
is an ANR of weight  κ . It is easy to show that every mapping g of a finitistic space
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X into a metric simplicial complex |L|m admits an integer k and an L-modification
r :X → |M|m, where M is the k-skeleton M of L (see [2, Theorem 2.1]). This means
that, for every simplex σ ∈ L, g(x) ∈ σ implies r(x) ∈ σ . Since M is a subcomplex
of L, it follows that |M|m is a finite-dimensional ANR of weight  κ and thus, can be
viewed as embedded in Iκ . Moreover, r :X → |M|m can be viewed just as one of the
mappings pγ :X → Xγ , hence also as one of the mappings pλ :X → Xλ. Clearly, that
particular pλ has the property that, for every σ ∈ L, g(x) ∈ σ implies pλ(x) = r(x) ∈ σ .
We now define h :Xλ → |K| by putting h = juv, where v : |M|m → |L|m is the inclusion
mapping.
We will show that, for an arbitrary point x ∈ X and a simplex σ ∈ K , f (x) ∈ σ implies
hpλ(x) ∈ σ . It suffices to prove the assertion in the case when f (x) is an interior point
of σ . In that case, by the definition of L, σ ∈ L. Since g(x) = f (x), one concludes
that g(x) ∈ σ and thus, r(x) ∈ σ . However, this implies that also jr(x) ∈ σ . Since
hpλ(x) = juvr(x) = jr(x), one obtains the desired conclusion that hpλ(x) ∈ σ . Since
σ belongs to some member U of U , both points f (x) and hpλ(x) belong to U , which
proves that the mappings f and hpλ are U -near.
To complete the proof, we replace X and p :X → X by a new inverse system X∗ and
a new mapping p∗ :X → X∗, where X∗ = (X∗λ∗,p∗λ∗λ∗′ ,Λ∗) and p∗ consists of mappings
p∗λ∗ :X → X∗λ∗ . For λ ∈ Λ let Gλ denote the set of all open neighborhoods of the closure
pλ(X) in Xλ. Let Λ∗ be the set of all pairs λ∗ = (λ,G), where λ ∈ Λ, G ∈ Gλ. Let X∗λ∗ = G
and let p∗λ∗ :X → X∗λ∗ be the mapping pλ :X → G ⊆ Xλ. Put λ∗  λ∗′ = (λ′,G′),
provided λ  λ′ and pλλ′(G′) ⊆ G. Define p∗λ∗λ∗′ as the mapping pλλ′ |G′ :G′ → G. The
following assertion is easily proved (see [9, Lemma 6.24]). If X is an inverse system of
normal spaces and p :X → X is a mapping which has property (B1), then p∗ :X → X∗ is
a resolution. It is applicable in our case because our X has property(R1), hence it also has
property (B1), and consists of ANRs Xλ, which are metrizable spaces. Finally, every X∗λ∗
is an open subset G of Xλ and thus, is an ANR. Since Xλ has finite covering dimension,
the same holds for X∗λ∗ = G, because the dimension dimA = IndA of a subset of a metric
space M is smaller or equal to dimM = IndM (see [11, Theorems II.3 and II.7]). 
Corollary 5. Every finitistic space X admits a resolution whose terms are spaces homotopy
dominated by finite-dimensional polyhedra.
Proof. By Theorem 13, X admits a resolution p :X → X whose terms are finite-
dimensional ANRs. It is well-known that every n-dimensional ANR is homotopy
dominated by an n-dimensional polyhedron (see [10, Appendix 1, §2.2, Theorem 6]).
Therefore, p also has the property required by Corollary 5. In view of Remark 1,
Corollary 5 can be strengthened to the following result. 
Corollary 6. Every finitistic space X admits a resolution whose terms are spaces having
the homotopy type of finite-dimensional polyhedra.
Here is our main theorem on products in strong shape.
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Theorem 14. If X is an FANR and Y is a finitistic space, then X × Y is a product in the
strong shape category SSh(Top).
Proof. By Lemma 3, X is the limit of an inverse sequence X of compact ANR
neighborhoods and inclusion mappings satisfying the stationary movability condition
(SM). By Corollary 5, Y admits a resolution q :Y → Y , which consists of spaces homotopy
dominated by finite-dimensional polyhedra. Therefore, by Theorem 3, p × q :X × Y →
X×Y is a strong expansion. Now Theorem 11 yields the desired conclusion that X× Y is
the product of X and Y in SSh(Top). 
Acknowledgements
The work on this paper began in September of 1999, when the author spent a month
visiting the University of Perugia on the invitation of Professor Luciano Stramaccia. Their
kind hospitality is gratefully acknowledged.
References
[1] J. Dydak, A simple proof that pointed FANR-spaces are regular fundamental retracts of ANRs, Bull. Acad.
Polon. Sci. Sér. Sci. Math. Astronom. Phys. 25 (1977) 55–62.
[2] J. Dydak, S.N. Mishra, R.A. Shukla, On finitistic spaces, Topology Appl. 97 (3) (1999) 217–229.
[3] J. Dydak, S. Nowak, M. Strok, On the union of two FANR-sets, Bull. Acad. Polon. Sci. Sér. Sci. Math. Astr.
Phys. 24 (1976) 485–489.
[4] J.E. Keesling, Products in the shape category and some applications, in: Sympos. Math. Istituto Nazionale
di Alta Matematica, 1973, vol. 16, Academic Press, New York, 1974, pp. 133–142.
[5] Y. Kodama, On product of shape and a question of Sher, Pacific J. Math. 72 (1977) 115–134.
[6] Y. Kodama, On shape of product spaces, Gen. Topology Appl. 8 (1978) 141–150.
[7] S. Mardešic´, On resolutions for pairs of spaces, Tsukuba J. Math. 8 (1984) 81–93.
[8] S. Mardešic´, Coherent and strong expansions of spaces coincide, Fund. Math. 158 (1998) 69–80.
[9] S. Mardešic´, Strong Shape and Homology, in: Springer Monographs in Mathematics, Springer, Berlin, 2000.
[10] S. Mardešic´, J. Segal, Shape Theory, North-Holland, Amsterdam, 1982.
[11] J. Nagata, Modern Dimension Theory, Interscience, New York, 1965.
[12] L.C. Siebenmann, L. Guillou, H. Hähl, Les voisinages ouverts réguliers: Critères homotopiques d’existence,
Ann. Scient. École Norm. Sup. 7 (1974) 431–461.
[13] C.T.C. Wall, Finiteness conditions for CW-complexes, Ann. of Math. 81 (1965) 55–69.
[14] J.E. West, Mapping cylinders of Hilbert cube factors, Gen. Topology Appl. 1 (1971) 111–125.
