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Kapitel 1
Einleitung
Das Thema der vorliegenden Arbeit ist die Berechnung von Lo¨sungen von Systemen
von Konvektions-Diffusions-Dispersions-Reaktions-Gleichungen, die fu¨r die Model-
lierung eines radioaktiven Schadstofftransports im Grundwasser verwendet wurden.
Es sind robuste und effiziente numerische Verfahren entwickelt worden, die auf kom-
plexen Gitter-Geometrien, vgl. Kapitel 8 und [33], angewandt wurden. Die Kriterien
bei der Entwicklung dieser Verfahren waren zum einen grosse Zeitschrittweiten und
zum anderen grobe Gitter. Dadurch wurden die Rechenzeiten erheblich verringert
und die realistischen potenziellen Schadensfa¨lle konnten innerhalb von Stunden, vgl.
Kapitel 8, durchgefu¨hrt werden.
Bisherige Standard-Verfahren von erster Ordnung konnten diese Kriterien aufgrund
der schlechten Konvergenzgeschwindigkeit und der daraus resultierenden langen Re-
chenzeit nicht erfu¨llen, vgl. [77] und [87].
Die verlangten Kriterien konnten mit einer Verbesserung der Diskretisierungsver-
fahren mit ho¨herer Ordnung erreicht werden. Dieses wurde mit einer Aufteilung
in Teilgleichungen, die mit verbesserten Diskretisierungsverfahren gelo¨st wurden
und der anschliessenden Kopplung der Teillo¨sungen erreicht. Fu¨r die Diffusions-
Dispersions-Gleichungen konnten die bisherigen impliziten Zeitdiskretisierungen
mit Standard-Finite-Volumen-Verfahren verwendet werden. Fu¨r die Konvektions-
Reaktions-Gleichungen konnten explizite Zeitdiskretisierungsverfahren mit Finite-
Volumen-Verfahren von ho¨herer Ordnung benutzt werden. Insbesondere konnte
ein neues Verfahren fu¨r Konvektions-Reaktions-Gleichungen mit linearer Gleichge-
wichtssorption entwickelt werden, welches analytische Lo¨sungen der eindimensiona-
len Konvektions-Reaktions-Gleichungen verwendet. Das neue Diskretisierungsver-
fahren hat den Vorteil, dass es fu¨r die eindimensionalen Konvektions-Reaktions-
Gleichungen exakt ist und bei der Anwendung fu¨r die mehrdimensionalen Gleichun-
gen nur einen Approximationsfehler des Finiten Volumen-Verfahrens hat. In diesem
Kontext ist mit Dimension die ra¨umliche Ausdehnung gemeint. Dadurch, dass keine
Operator-Splitting-Verfahren zwischen der Konvektions- und Reaktions-Gleichung
verwendet werden, vgl. Kapitel 3, ist es den bisherigen Standard-Verfahren, die ein
1
KAPITEL 1. EINLEITUNG 2
Operator-Splitting-Verfahren verwenden, vgl. [88], [96], u¨berlegen.
Anschliessend werden die verbessert diskretisierten Teilgleichungen mit dem
Operator-Splitting-Verfahren gekoppelt.
Dabei wurden zwei Verfahren miteinander verglichen:
Bei dem Standard-Verfahren wurden die Konvektions-, Diffusions-Dispersions- und
Reaktions-Gleichung gekoppelt.
Bei dem neuen Verfahren, das im folgenden auch Modifiziertes Verfahren genannt
wird, wurde die Konvektions-Reaktions-Gleichung mit der Diffusions-Dispersions-
Gleichung gekoppelt. Das Modifizierte Verfahren konnte somit eine Kopplung elimi-
nieren.
Aus dieser Problematik heraus ist die Arbeit zur Verbesserung der Diskretisierung
der Konvektions-Reaktions-Gleichung entstanden und hat dort ihren Schwerpunkt.
Bei den Vorarbeiten wurde eine Aufteilung der Gleichung in Teilgleichungen durch-
gefu¨hrt. Fu¨r jede Teilgleichung wurden die effizientesten Diskretisierungs- und
Lo¨sungs-Methoden ermittelt. Die bisherigen robusten Mehrgitterverfahren, die in
der Gruppe um Prof. Gabriel Wittum entwickelten wurden, konnten fu¨r die implizit
diskretisierten Anteile verwendet werden. Insbesondere konnten daher fu¨r den Fall
der diffusions-dispersions-dominanten Gleichungen die stabilen Lo¨ser fu¨r paraboli-
sche Differentialgleichungen, vgl. [49], benutzt werden.
Die vorliegende Arbeit konnte fu¨r das Projekt zur Entwicklung eines Programms
zur Modellierung des Schadstofftransports im Grundwasser, das von der GRS (Ge-
sellschaft fu¨r Anlagen- und Reaktorsicherheit) gestellt wurde, verwendet werden.
An dem Projekt waren meine Kollegen Peter Frolkovicˇ, Michael Lampe und ich
beteiligt. Die Projektarbeit bestand darin ein Programmpaket zu erstellen, das die
effizienten Methoden fu¨r die Diskretisierungen und die Lo¨ser, sofern sie noch nicht
in dem UG-Programmpaket, vgl. [4], implementiert waren, einzubinden und die
geforderten realistischen Rechnungen, vgl. Kapitel 8, durchzufu¨hren.
Der Inhalt der vorliegenden Arbeit wird in folgende Kapitel untergliedert:
Einleitung, Modellierung, Diskretisierung, Operator-Splitting-Verfahren, Analyti-
sche Lo¨sungen, Iterations- und Mehrgitterverfahren, Software-Paket r3t , Modell-
probleme und Ausblick.
In den einzelnen Kapiteln werden die folgenden Inhalte behandelt:
Nach einer kurzen Einleitung wird in Kapitel 2 das physikalische Modell des Trans-
ports radioaktiver Schadstoffe in einem poro¨sen Medium erla¨utert und daraus das
mathematische Modell mit den Gleichungen abgeleitet. Die abgeleiteten partiellen
Gleichungen, die in der Literatur, vgl. [8], [9], beschrieben werden, sind Systeme von
Konvektions-Diffusions-Dispersions-Reaktions-Gleichungen mit linearer oder nicht-
linearer Gleichgewichtssorption. Die Parameter der Gleichungen fu¨r den Transport
und die Reaktion, sowie den hydrogeologischen Modellparametern werden beschrie-
ben. Die Beschreibung des Modells wird so allgemein wie mo¨glich gehalten, um eine
Anwendbarkeit der Gleichungen auf a¨hnliche Modelle zu ermo¨glichen. Die herge-
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leiteten Gleichungen werden dann in den nachfolgenden Kapiteln gelo¨st und auf
realistische Szenarien von Schadensfa¨llen angewandt.
In Kapitel 3 wird die Diskretisierung der kontinuierlichen Gleichungen aus Kapitel 2
beschrieben. Fu¨r diese Vorgehensweise wird die Finite-Volumen-Methode als Basis
verwendet. Das Ziel dieses Kapitels ist dabei die Beschreibung und Konstruktion
von Diskretisierungsmethoden ho¨herer Ordnung. Diese erfu¨llen die Kriterien großer
Zeitschrittweiten und grober Gitter. Es wird eine Zerlegung in Teilgleichungen fu¨r
explizite und implizite Verfahren aufgezeigt und mit den entsprechenden aus der
Literatur bekannten Finite-Volumen-Methoden diskretisiert, vgl. [77], [10]. Um eine
ho¨here Ordnung fu¨r die Konvektions-Reaktions-Gleichung zu erhalten, wird ein neu-
es Verfahren vorgestellt, das auf der Grundlage des Transports von Masse basiert
und eine in der Arbeit hergeleitete analytische Lo¨sung der Konvektions-Reaktions-
Gleichung zur Berechnung der Masse verwendet.
Die Operator-Splitting-Methoden werden in Kapitel 4 beschrieben. Sie werden zur
Lo¨sung der Konvektions-Diffusions-Dispersions-Reaktions-Gleichungen verwendet.
Die Gleichungen werden dazu in Teilgleichungen zerlegt, die mittels analytischen
oder numerischen Verfahren gelo¨st werden. Die Teillo¨sungen werden im Verfah-
ren wieder miteinander u¨ber die Anfangsbedingungen der Teilgleichungen zu ei-
ner Lo¨sung der Ausgangsgleichung gekoppelt. Das hierzu verwendete Operator-
Splitting-Verfahren wird beschrieben, vgl. [88]. Die entstehenden Fehler, die bei
der Entkopplung der Gleichungen entstehen, werden bestimmt. Zum Abschluss des
Kapitels werden die Operator-Splitting-Verfahren von ho¨herer Ordnung und eine
Anwendung der Splitting-Methode beschrieben.
Die analytischen Lo¨sungen fu¨r das System von eindimensionalen Konvektions-
Reaktions-Gleichungen mit linearer Gleichgewichtssorption wurden in Kapitel 5 her-
geleitet. Die Methode zur Herleitung fu¨r analytische Lo¨sungen mit stu¨ckweise ste-
tigen Anfangsfunktionen wird dargestellt. Dazu wird ein aus [23], [26] bekanntes
Standard-Verfahren benutzt, um die Systeme von partiellen Differentialgleichun-
gen in gewo¨hnliche Differentialgleichungen zu transformieren. Die Lo¨sungen der
gewo¨hnlichen Differentialgleichungen werden beschrieben und die anschliessenden
Ru¨cktransformationen in den Lo¨sungsraum gezeigt. Insbesondere werden die durch
das Verfahren auftretenden speziellen Lo¨sungen behandelt. Abschliessend werden
die ausfliessenden und einfliessenden Massen fu¨r die Finite-Volumen-Diskretisierung
durch die Integration der analytischen Lo¨sungen u¨ber die eindimensionalen Inter-
valle ermittelt.
In Kapitel 6 werden die verwendeten Iterations- und Mehrgitterverfahren, die zur
Lo¨sung der implizit diskretisierten Teilgleichungen benutzt werden, beschrieben. Die
Grundlagen fu¨r die iterativen Verfahren stammen aus [46]. Es wird eine Einlei-
tung u¨ber Iterationsverfahren gegeben und anschliessend das Mehrgitterverfahren
beschrieben, das als Standard-Verfahren zum Lo¨sen von parabolischen Differential-
gleichungen eingefu¨hrt wird.
Die Beschreibung des verwendeten und weiterentwickelten Software-Toolbox UG
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wird in Kapitel 7 beschrieben. Sowohl die entwickelten Strukturen fu¨r die Pro-
grammierung der komplexen Software-Toolbox als auch die Aufgaben, die durch
die Software-Toolbox gelo¨st werden, werden vorgestellt. Die wichtigen Konzepte
der Software-Toolbox UG werden beschrieben. Es werden die Anwendungen der
Software-Toolbox UG anhand der Programmpakete d3f und r3t erla¨utert. Ab-
schliessend werden die Konzepte von r3t beschrieben.
In Kapitel 8 werden die numerischen Ergebnisse betrachtet. Dieses neue Verfah-
ren wird fu¨r verschiedene ein- und zweidimensionale Testprobleme mit Standard-
Verfahren verglichen. Es werden die Verfahrensfehler sowie die Konvergenzordnun-
gen angegeben. Abschliessend wird ein realita¨tsnahes Modell eines Schadensfalls,
dass von dem Auftraggeber GRS (Gesellschaft fu¨r Anlagen- und Reaktorsicherheit)
gestellt wurde, beschrieben. Die Lo¨sungen der 2D und 3D Langzeitrechnungen fu¨r
den potenziellen Schadensfall werden abschliessend erla¨utert.
In Kapitel 9 wird eine Zusammenfassung der Ergebnisse der vorliegenden Arbeit
und ein Ausblick gegeben.
Um dem Leser einen Leitfaden fu¨r die Einarbeitung in die Arbeit zu geben, sind die
Kapitel in der nachfolgenden Abbildung 1.1 angefu¨hrt. Es ko¨nnen die Kapitel 2, 3,
4, 7, 8 fu¨r sich gelesen werden, wobei die Kapitel 5 und 6 inhaltlich auf Kapitel 3
aufbauen. Dieses Kapitel sollte daher zuerst gelesen werden.
Zum weiteren konzeptionellen Versta¨ndnis der Lo¨sungsmethoden der Konvektions-
Diffusions-Dispersions-Reaktions-Gleichung ist die Abbildung 1.2 vorbereitet wor-
den. Der Leser findet darin die einzelnen Lo¨sungsmethoden, die am effizientesten
zur Lo¨sung der Teilgleichungen in dieser Arbeit bestimmt wurden.
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Abbildung 1.1: U¨berblick u¨ber die Arbeit.
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Abbildung 1.2: U¨berblick u¨ber die Gleichung und ihre Lo¨sungsverfahren.
Kapitel 2
Modellierung
2.1 Einleitung und Motivation
In den letzten Jahren hat das Interesse an der numerischen Simulation von po-
tenziellen Schadensfa¨llen im Bereich der Endlager fu¨r radioaktive Abfa¨lle erheblich
zugenommen. Dazu mussten Modelle entwickelt werden, die die realen Gegebenhei-
ten mo¨glichst vollsta¨ndig und realita¨tsnah beschreiben konnten, um Aussagen u¨ber
den Verlauf eines potenziellen Schadensfalls zu erreichen. Die daraus resultierenden
Modellgleichungen konnten fu¨r die numerischen Berechnungen in Simulationspro-
grammen benutzt werden.
Zur Berechnung des potenziellen Schadstofftransports aus Endlagern fu¨r radioaktive
Abfa¨lle wurden unterschiedliche Modelle entwickelt.
Dabei hat sich im Rahmen des hier vorgestellten Projekts zur Berechnung des Schad-
stofftransports im Grundwasser, welches durch ein Deckgebirge u¨ber einem Salzstock
fliesst, ein Modell ergeben, das in dem vorliegenden Kapitel beschrieben wird.
Es handelt sich um ein Modell das in [9] , [71] beschrieben ist, und den Transport
und die Reaktion als Modellierung von Schadstoffen in poro¨sen Medien mit Sorption
beinhaltet.
Dieses Kapitel soll von der Physik des mathematischen Modells u¨ber das mathema-
tische Modell hin zu den Modellgleichungen fu¨hren.
2.2 Die Physik des mathematischen Modells
In diesem Abschnitt werden die physikalischen Eigenschaften, vgl. [9], [19], [71] und
[34], des Modells beschrieben. Mit diesem physikalischen Modell kann das zugeho¨rige
mathematische Modell definiert werden.
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Der Einfachheit halber wird hier das Modell beschrieben, das die Gleichgewichtssorp-
tion, vgl. Abschnitt 2.3.3, beru¨cksichtigt. Die verschiedenen Phasen des Schadstoffs
werden auf die gelo¨ste Phase im Grundwasser beschra¨nkt, vgl. Abschnitt 2.3.2.
Fu¨r dieses Modell wird folgendes Szenario betrachtet:
Ein Endlager fu¨r radioaktive Abfa¨lle befindet sich in einem Salzstock. Dieser Salz-
stock wird von einem großra¨umigen, heterogenen Deckgebirge u¨berlagert (siehe Abb.
2.1).
Im potenziellen Schadensfall dringt Wasser auf einer entstandenen Wegsamkeit in
das Endlager ein, kommt mit den Abfa¨llen in Kontakt und wird kontaminiert. Durch
die in Salzsto¨cken herrschenden Dru¨cke und Bewegungen, die durch das aufliegende
Gebirge hervorgerufen werden, wird das kontaminierte Grundwasser wieder aus dem
Endlager und dem Salzstock ausgepresst. Dieses ausgepresste, kontaminierte Wasser
wird als zeitabha¨ngige Quelle fu¨r Radionuklide in der Grundwasserstro¨mung ange-
sehen. Die Radionuklide werden mit der Grundwasserstro¨mung transportiert. Dabei
wird die ausgepresste Wassermasse gegenu¨ber der Wassermasse, die mit der Grund-
wasserstro¨mung transportiert wird, vernachla¨ssigt. Als Reaktionsprozesse werden
der radioaktive Zerfall, der den U¨bergang von einem Radionuklid in das entspre-
chende Tochternuklid angibt und die Adsorption, die einen Umtausch in den einzel-
nen Aufenthaltsbereichen, der mobilen oder der festen Phase, vgl. Abschnitt 2.3.2
angibt, verwendet.
Die Abbildung 2.1 zeigt die physikalischen Gegebenheiten eines Endlagerstandorts,
wie sie aus der Aufgabenstellung zu entnehmen sind.
2.3 Das mathematische Modell
Nach dem physikalischen Modell wird das mathematische Modell mit den zugeho¨ri-
gen mathematischen Gleichungen angegeben, die Beschreibung folgt der Arbeit [38].
Dabei werden die einzelnen Terme der mathematischen Gleichung beschrieben, die
sich aus Reaktions-, Transport- und Sorptionsterm zusammensetzen.
Der Zerfall der einzelnen Spezies wird linear und irreversibel erfolgen. Der Para-
meter λi soll die Zerfallsrate fu¨r die Spezies i, als Halbwertszeit beschreiben. Eine
Vorga¨ngerspezies kann nur einen Nachfolger besitzen, ein Nachfolger kann aber meh-
rere Vorga¨nger besitzen. Die Notation fu¨r die Isotope und Elemente ist eingefu¨hrt
mit:
Die Isotope, im folgenden auch Nuklide oder Schadstoffe genannt, bezeichnet man
mit i. Jedem Isotop ist ein Element e = e(i) zugeordnet, wobei mehrere Isotope zu
einem einzigen Element geho¨ren. Die zu einem Element geho¨renden Isotope haben
alle die gleichen Sorptionsparameter, vgl. Abschnitt 2.3.3 und die gleichen Diffusions-
und Dispersions-Parameter, vgl. Abschnitt 2.3.3.1.
Der Transport gliedert sich in einen Konvektions- und einen Diffusions-Dispersions-
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800 m
300 m
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Abbildung 2.1: Schematische U¨bersicht eines Endlagerstandortes, vgl. [13].
Anteil. Der Konvektions-Anteil wird durch den Geschwindigkeitsvektor v bestimmt
und gibt die ra¨umliche Ausbreitungsrichtung der Konzentrationen mit der Geschwin-
digkeit an. Der Diffusions-Dispersions-Anteil ist die ra¨umliche Ausbreitung der Kon-
zentrationen mit dem Konzentrationsgradienten und wird durch den Scheidegger-
Ansatz, vgl. Abschnitt 2.3.3.1 angegeben. Die Konzentrationen der Schadstoffe sind
in der Einheit [mol/m3] angegeben.
Die Sorption, die den Austausch zwischen dem gelo¨sten (mobilen) Schadstoff und
an der Kornoberfla¨che sorbierten (immobilen) Schadstoff darstellen, tritt sowohl in
dem Zeitterm, als auch in dem Reaktionstermen auf. Die Reaktion ist reversibel.
Die Gleichgewichtssorption kann deshalb als Vorfaktor in den betreffenden Termen
angegeben werden.
Damit kann die Differentialgleichung angegeben werden mit den physikalischen Pa-
rametern.
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2.3.1 Differentialgleichung
Anhand des beschriebenen Modells kann die dazugeho¨rige Differentialgleichung an-
gegeben werden. Sie ist in [9] und vom Auftraggeber in [34] beschrieben worden.
Es ist ein System von partiellen Differentialgleichungen von zweiter Ordnung und
lautet wie folgt:
φ∂tc
L
i + ∂t((1− φ)ρc
Ad
i ) +∇ · (vc
L
i −D
e(i)∇cLi ) (2.1)
= −λi(φc
L
i + (1− φ)ρc
Ad
i ) +
∑
k=k(i)
λk(φc
L
k + (1− φ)ρc
Ad
k ) + Q˜i ,
φ : effektive Porosita¨t [−] ,
cLi : Konzentration des i-ten Radionuklids in der mobilen
Phase [mol/m3] ,
ρ : Feststoffdichte [kg/m3] ,
cAdi : Konzentration des i-ten Radionuklids in der adsorbierten
Phase [mol/m3] ,
v : Darcy-Geschwindigkeit der Grundwasserstro¨mung [m/a] ,
De(i) : elementspezifischer Diffusions-Dispersions-Tensor [m2/a] ,
λi : Zerfallskonstante des i-ten Radionuklids [1/a] ,
Q˜i : Quellterm des i-ten Radionuklids [mol/(m
3a)] ,
wobei i = 1, . . . , M und die Anzahl der Komponenten M ist.
Die Parameter der Gleichung (2.1) werden weiter erla¨utert, vgl. auch [38] und [36].
Es ist φ die effektive Porosita¨t, die den Porenanteil des Aquifers angibt, der mit
Wasser gefu¨llt ist. Die Feststoffdichte ρ gibt die Dichte der Bodenmatrix an. Der
Transportterm wird mit der Darcy-Geschwindigkeit v angegeben, sie gibt die Rich-
tung und den Betrag der Grundwasserstro¨mung an. Das Geschwindigkeitsfeld ist
dabei divergenzfrei. Die Zerfallskonstante des i-ten Radionuklids, auch im folgenden
Nuklid oder Isotop genannt, wird mit λi bezeichnet. Dabei sind k(i) die Indizes der
Mu¨tter des i-ten Isotops.
2.3.2 Phasen
Die Zusta¨nde, in denen sich die Schadstoffe befinden ko¨nnen, werden Phasen ge-
nannt. In unserer Modellierung gibt es zwei Zusta¨nde zum einen die mobile oder
gelo¨ste Phase und zum anderen die immobile oder sorbierte Phase.
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2.3.3 Sorption
Hier wird die Gleichgewichtssorption betrachtet. Die Sorption ist eine Anreicherung
zwischen dem immobilen und dem gelo¨sten Anteil der Konzentration. Man spricht
von einer Gleichgewichtssorption, falls man instantan ein Gleichgewicht zwischen
dem festen und mobilen Anteil der Konzentration angeben kann. Dies kann man
mathematisch wie folgt ausdru¨cken:
cAdi = K(c
L
e(i))c
L
i . (2.2)
Es ist die adsorbierte Konzentration mit cAdi und die gelo¨ste Konzentration mit c
L
i
angegeben. Dabei ist die Funktion K(cLe(i)) eine Isotherme. Es ist c
L
e(i) die Element-
konzentration, die eine Summe der zum Element e geho¨renden Konzentrationen des
Nuklids i ist.
Sie ist definiert mit:
cLe(i) :=
∑
i
cLi . (2.3)
Dabei geht der Index i u¨ber alle Isotope, die zum Element e geho¨ren.
2.3.3.1 Der Scheideggeransatz
Der Diffusions-Dispersions-Tensor ist in dem Modell nach dem Scheideggeransatz,
vgl. [84], angegeben mit:
De(i) := φDe(i)m I + |v| (αT I + (αL − αT ) v ⊗ v/|v|
2) . (2.4)
Die Parameter des Diffusions-Dispersions-Tensors sind angegeben durch:
φ effektive Porosita¨t, vgl. Abschnitt 2.3.1, v Geschwindigkeit des Grundwassers,
De(i)m elementabha¨ngige Diffusionskonstante und αL longitudinale Dispersionsla¨nge
und αT transversale Dispersionsla¨nge.
2.3.3.2 Gleichgewichts-Isotherme
Mit der Gleichgewichts-Isotherme ko¨nnen die sich im Gleichgewicht befindenden mo-
bilen und immobilen Konzentrationen bestimmt werden. Der Austausch zwischen
den beiden Konzentrationen kann u¨ber die verschiedenen Isothermen beschrieben
werden. Als Isotherme bezeichnet man den Austauschprozess bei konstanter Tem-
peratur zwischen der mobilen und immobilen Phase.
Folgende Isothermen sind mo¨glich:
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1.) Linearer Fall :
1.1.)Henry-Isotherme :
K = K
e(i)
d , (2.5)
K
e(i)
d : elementspezifischer Kd-Wert der Henry-Isotherme .
2.) Nichtlinearer Fall :
2.1.) Langmuir-Isotherme :
K = K(cLe(i)) =
κ b
1 + b cLe(i)
, (2.6)
b : elementspezifische Sorptionskonstante der Langmuir-Isotherme ,
κ : elementspezifische Sorptionskapazita¨t der Langmuir-Isotherme .
2.2.) Freundlich-Isotherme :
K = K(cLe(i)) = Knl
(
cLe(i)
)p−1
, (2.7)
Knl : elementspezifische Sorptionskonstante der Freundlich-Isotherme ,
p : elementspezifischer Exponent der Freundlich-Isotherme .
Die Nichtlinearita¨t kommt dabei durch den Term cLe(i) in die Gleichung, er ist ei-
ne Summation u¨ber alle beteiligten Isotop-Konzentrationen zum Element e(i), vgl.
Abschnitt 2.3.1.
Es kann die Ersetzung fu¨r cAdi mit Gleichung (2.2) stattfinden und man erha¨lt die
Gleichung fu¨r die Konzentration des mobilen Anteils, wobei der Einfachheit cLi = ci
verwendet wird:
∂t
(
(φ + (1− φ) ρ K(ce(i))) ci
)
+∇ · (vci −D∇ci) (2.8)
= −λi
(
(φ + (1− φ) ρ K(ce(i))) ci
)
+
∑
k=k(i)
λk
(
(φ + (1− φ) ρ K(ce(k))) ck
)
+ Q˜i ,
wobei i = 1, . . . , M ist.
Diese Gleichung wird im folgenden verwendet, dabei ist die Quelle des i-ten Schad-
stoffs mit Q˜i gegeben. Die anderen Parameter sind in den vorhergehenden Abschnit-
ten eingefu¨hrt worden.
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2.3.4 Randbedingungen und Anfangsbedingungen
Es werden fu¨r die Modellgleichungen folgende Randbedingung hergenommen:
Die Idee ist dabei eine Weiterfu¨hrung des Schadstoffflusses u¨ber die Grenzen des
Gebiets zu ermo¨glichen. Der advektive Strom soll die aktuelle Konzentration der
Schadstoffe mit der aktuellen Stro¨mungsgeschwindigkeit aus dem Modellgebiet aus-
tragen. Bei dem Einstro¨men soll der advektive Strom die Konzentration vom Rand-
gebiet mit der aktuellen Stro¨mungsgeschwindigkeit in das Modellgebiet eintragen.
Fu¨r die Ein- und Ausfluss-Randbedingung gilt:
n · (vci −D∇ci) = n · vc˜i mit x ∈ ∂Ω, t > 0 .
Dabei nennt man die Stellen an denen der i-te Schadstoff einfliesst, Inflow-
Randbedingung, falls c˜i mit n · v < 0, d.h. eine Konzentration c˜ wird explizit
angegeben und fliesst am Rand ein. Die Stellen an denen der i-te Schadstoff aus-
fliesst, auch Outflow-Randbedingung genannt, erha¨lt man mit c˜i = ci mit n · v > 0,
dabei ist der diffusiv-dispersive Fluss gleich Null.
Fu¨r die Stro¨mung ist ∇·v = 0 definiert. Sie ist deshalb eine divergenzfreie Stro¨mung,
d.h. ohne Quellen und Senken.
Die Randbedingung fu¨r die Ein- und Ausstro¨mung sind insbesondere fu¨r die Be-
schra¨nkung auf ein Gesamtgebiet angebracht, so kann man Teilbereiche des Ge-
samtgebiets betrachten. Es sollen dabei Anfangsbedingungen fu¨r t = 0 oder Quellen
fu¨r t > 0 verwendet werden. Als Quellen sollen die einstro¨menden Schadstoffmengen
modelliert werden. Dabei sollen eine punkt- oder linienfo¨rmige bzw. rechtecks- (2D)
oder quaderfo¨rmige (3D) Quelle angenommen werden ko¨nnen. Die Quelle ist eine
konstante oder eine u¨ber der Zeit variierende Funktion mit:
Q˜i(t) =
{
Qs,i
T
t ≤ T
0 sonst
,
mit
∫ T
0
Q˜i(t)dt = Qs,i .
Sie geht als expliziter Term in die Diskretisierung ein. Damit ist die Umsetzung von
einem komplexen Modell in ein mathematisches Modell durchgefu¨hrt worden. Durch
eine mo¨glichst realita¨tsnahe Modellierung ist es nun mo¨glich, Vorhersagen u¨ber die
Entwicklung des Systems zu machen.
2.3.5 Modellgleichung
Die Modellgleichung wird anschliessend angegeben, sie wird fu¨r die weitere Beschrei-
bungen und Konstruktionen verwendet. Zur einfacheren Schreibweise wird der Re-
tardierungsparamter Ri, eingefu¨hrt, der explizit fu¨r den Fall der Gleichgewichtssorp-
tion angegeben werden kann, vgl. Abschnitt 2.3.3 . Die Modellgleichung hat folgende
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Terme:
φ ∂t Ri ci +∇ · (vci −D∇ci) = −φ Ri λici +
∑
k=k(i)
φ Rk λkck + Q˜i , (2.9)
i = 1, . . . , M , ce(i) =
∑
i
ci ,
Ri = 1 +
(1− φ)
φ
ρ K(ce(i)) ,
wobei Ri der Retardierungsfaktor, der auch Ru¨ckhaltefaktor genannt wird, ist.
In dem hier vorgestellten Fall wird die Gleichgewichtssorption mit der Henry-
Isotherme betrachtet.
Diese Gleichung (2.9) wird als Ausgangsgleichung fu¨r alle weiteren Verfahren herge-
nommen, bei weiteren Vereinfachungen werden die Transformationen der einzelnen
Terme hergenommen.
Im folgenden Kapitel kann nun die Gleichung (2.9) in diskrete Gleichungen und da-
mit zur Anwendung von numerischen Verfahren vorbereitet werden. Insbesondere
wird eine neue Methode zur Diskretisierung mit analytischen Massenflu¨ssen vorge-
stellt, die auf der Lo¨sung von eindimensionalen Teilproblemen basiert.
Kapitel 3
Diskretisierung
3.1 Einleitung
In diesem Kapitel sind die verschiedenen Diskretisierungsverfahren fu¨r die Konvek-
tions-Diffusions-Dispersions-Reaktions-Gleichung mit linearer oder nichtlinearer
Gleichgewichtssorption fu¨r den 2D und 3D Fall beschrieben.
Das Ziel der Diskretisierung ist es, fu¨r die Gleichung ein Verfahren von ho¨herer
Ordnung zu entwickeln.
Dieses Ziel von ho¨herer Ordnungsdiskretisierung wird erreicht durch die Entkopp-
lung der Gleichung in Teilgleichungen, die mit expliziten oder impliziten Diskreti-
sierungsverfahren behandelt werden.
Im Fall der linearen Gleichgewichtssorption erha¨lt man zwei Teilgleichungen. Ei-
ne Teilgleichung die Diffusions-Dispersions-Gleichung wird mit impliziter Diskreti-
sierung behandelt. Die Diskretisierung der anderen Teilgleichung der Konvektions-
Reaktions-Gleichung wird mit expliziter Diskretisierung von ho¨herer Ordnung durch-
gefu¨hrt. In dieser neuen Diskretisierung wurden die eindimensionalen analytischen
Lo¨sungen der Konvektions-Reaktions-Gleichung eingebettet, damit entfa¨llt der Split-
tingfehler, vgl. Kapitel 5.
Im Fall der nichtlinearen Gleichgewichtssorption werden drei Teilgleichungen ver-
wendet. Die Diskretisierung einer Teilgleichung der Diffusions-Dispersions-Gleichung
wird wiederum mit der impliziten Diskretisierung durchgefu¨hrt. Die Diskretisierung
der Konvektions-Gleichung wird mit der expliziten Diskretisierung mit ho¨herer Ord-
nung durchgefu¨hrt. Die Reaktions-Gleichung wird analytisch gelo¨st.
Durch das neue Diskretisierungsverfahren fu¨r die Konvektions-Reaktions-Gleichung
wird der Kopplungsfehler vermieden und dadurch der Zeitfehler eliminiert. Bei
den anderen Verfahren hat man aufgrund der Entkopplung mit einem Operator-
Splitting-Verfahren einen Fehler in der Zeit von erster Ordnung mit O(τ).
15
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Nachfolgend ist eine U¨bersicht der Diskretisierung der Konvektions-Diffusions-Disper-
sions-Reaktions-Gleichung in der Abbildung 3.1 gegeben.
Gleichung
m−dimensionale     
Konvektions−Reaktions−
Gleichung
m−dimensionale     
ohne Splitting−Fehler
Konvektions−Reaktions−
      
implizite Zeitdiskretisierung
mit zentralen Differenzen
mit Finite−Volumen−Methode
explizite 
Zeitdiskretisierung
Methode mit
upwind−Verfahren 
mit Finite−Volumen−
höhere Ordnungs−
Diskretisierung
analytischer Lösung
Reaktions−Gleichung
der Konvektions−
mit eingebetteter
eindimensionaler
Gleichung
m−dimensionale     
mit Splitting−Fehler
Konvektions−Reaktions−
höhere Ordnungs−
Diskretisierung
analytischer Lösung
der Reaktions−Gleichung
mit gekoppelter
Gleichung
Diffusions−      
Dispersions−
m− dimensionale      
m−dimensionale     
Reaktions−Gleichung
Konvektions−Diffusions−Dispersions−
Abbildung 3.1: Vorgehen zur Diskretisierung der Gleichungen.
Anschliessend wird die Entwicklung und Einordnung der Finite-Volumen-Methode
in den Kontext der Diskretisierungsverfahren beschrieben.
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3.2 Finite-Volumen-Methode
Die Finite-Volumen-Methode wurden als eine Weiterentwicklung der Finite-Differen-
zen-Methode auf unstrukturierten Gittern konstruiert. Die Methode wird auch Box-
oder Balance-Verfahren genannt. Die ersten Verfahren basieren auf der Arbeit [95].
Darin wurden die Konvergenzeigenschaften der Finite-Volumen-Methode untersucht.
Die Verwendung der Finite-Volumen-Methode mit dem Mehrgitterverfahren wurde
in der Arbeit [48], [57] durchgefu¨hrt. In der vorliegenden Arbeit wird das Mehrgit-
terverfahren zur Lo¨sung der implizit diskretisierten Teilgleichungen verwendet, vgl.
Kapitel 6.
Eine weitere Eigenschaft der Finite-Volumen-Methode ist die Konservativita¨t. Sie
bedeutet die Erhaltung von physikalischen Eigenschaften. Dadurch ko¨nnen die Er-
haltungsgleichungen, (engl. balance equations), diskretisiert werden, ohne ihre phy-
sikalischen Eigenschaften zu verlieren. In unseren Gleichungen ist die physikalische
Eigenschaft, die Massenbilanz, gegeben. Sie ist durch die Gleichheit von ausstro¨men-
der und einstro¨mender Masse in jedem Volumenelement lokal gegeben. Sie entsteht
aufgrund des Aufhebens von inneren Flusstermen.
Fu¨r die Anwendung der Finite-Volumen-Methode sind folgende geometrische Vor-
bereitungen zu treffen:
1.) Die Triangulierung des Modellgebiets, auch prima¨res Gitter genannt.
2.) Einfu¨hrung eines dualen Gitters, das auch duales Boxgitter genannt wird.
An dieses Boxgitter werden noch spezielle Gleichgewichtsbedingungen gestellt, vgl.
[48]. Es werden zusa¨tzlich noch die Ansatzfunktionen auf dem prima¨ren Gitter ein-
gefu¨hrt, die von der Finite-Element-Methode kommen. Weitere Ansatzfunktionen
werden auf dem dualen Gitter der Finite-Volumen-Methode eingefu¨hrt, diese wer-
den auch Boxfunktionen genannt, vgl. [37].
Weiter ist die numerische Robustheit gegenu¨ber Auswirkungen von dem diskreten
Minimums- und Maximums-Prinzip gegeben und eine Bildung der beno¨tigten Gra-
dienten mit einfachen Ansatzfunktionen mo¨glich. Dies spricht fu¨r eine Anwendung
der Finite-Volumen-Methode.
Anschliessend wird zur Konstruktion der Finite-Volumen-Methode eine Notation
eingefu¨hrt, die die geometrischen Beziehungen der verschiedenen Gitter erla¨utert.
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3.3 Notation fu¨r die Finite-Volumen-Methode
Nachfolgend werden die Notationen fu¨r die Diskretisierungen definiert. Die Indizes
werden fu¨r dieses Kapitel eingefu¨hrt, bei einer anderen Verwendung der Indizes
werden diese im Voraus erkla¨rt.
Die Konzentration ist definiert fu¨r die einzelnen Komponenten in Raum und Zeit
als:
cni,j := ci(xj, t
n) , (3.1)
wobei cni,j die Konzentration der i-ten Komponente in dem j-ten Knotenindex zum
n-ten Zeitindex ist. Die Variable im Raum xj wird Knotenpunkt genannt, mit den
ra¨umlichen Koordinate xj = (xj1, xj2)
T ∈ IR2 bzw. xj = (xj1, xj2, xj3)
T ∈ IR3. Die
Variable tn wird Zeitpunkt genannt mit der Zeitkoordinate tn ∈ IR+ .
Fu¨r die Indizes werden folgende Definitionsbereiche angegeben:
i = 1, . . . , M mit M ist die Anzahl der Komponenten,
j = 1, . . . , I mit I ist die Anzahl der Knotenpunkte,
n = 1, . . . , N mit N ist die Anzahl der Zeitpunkte.
Das Zeitintervall ist angegeben mit (tn, tn+1) ⊂ (0, ϑ), wobei ϑ ∈ IR+ der Endzeit-
punkt des gesamten Zeitintervalls ist.
Fu¨r das Gitter werden folgende Notationen eingefu¨hrt:
Das Gebiet Ω ist vorgegeben und dazu ist eine Triangulierung T (prima¨res Gitter)
mit den Elementen T e, e = 1, . . . , E gegeben. Dabei ist E die Anzahl der Elemente.
Die Ra¨nder der Elemente werden mit ∂T e bezeichnet.
Fu¨r die 2D Triangulierung werden Dreiecks- oder Rechteckselemente, fu¨r die 3D
Triangulierung werden Tetraeder, Hexaeder, Prismen oder Pyramiden verwendet.
Das duale Gitter besteht aus den baryzentrischen oder ausgerichteten Zellen (engl.
aligned finite volumes), vgl. [64], diese werden mit Ωj ⊂ Ω mit j = 1, . . . , I bezeich-
net, wobei ∪Ij=1Ωj = Ω ist. Die Ra¨nder der finiten Volumenzellen werden mit Γj
bezeichnet. Das Volumen der Gitterzelle Ωj ist mit Vj = |Ωj| bezeichnet.
Die geometrischen Beziehungen zwischen den einzelnen Finite-Volumen-Zellen wer-
den eingefu¨hrt, diese werden bei den lokalen Diskretisierungen verwendet.
Es ist Λe die Menge aller Knotenindizes j, deren Knotenpunkte xj ein Eckpunkt des
Elements T e ist, d.h. xj ∈ ∂T
e.
Es ist Λj die Menge aller Elementindizes e, bei denen der Knotenpunkt xj ein
Eckpunkt von dem Elemente T e ist, d.h. xj ∈ ∂T
e .
Die Beziehungen zwischen den Nachbarpunkten sind u¨ber die Randstu¨cke der Finite-
Volumen-Zelle definiert.
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Es ist Λej die Menge aller Knotenindizes k, bei denen der Knotenpunkt xk Nachbar-
punkt von xj im Element T
e ist, d.h. es gilt xj ∈ ∂T
e ∧ xk ∈ ∂T
e.
Es ist Θj die Menge aller Nachbarpunkte des Knotenpunkts xj, d.h. Θj = ∪e∈ΛjΛ
e
j .
Der Schwerpunkt vom Element T e ist xe. Der Punkt xjk liegt auf dem Randstu¨ck
Γjk. Die Fla¨che des Elements T
e ist |T e|.
Die Fla¨che eines finiten Subvolumen ist gegeben mit V ej = Vj ∩ |T
e|.
Der Rand der Zelle Ωi ist mit Γi gegeben. Das Randstu¨ck Γjk = Ωj∩Ωk ist definiert.
Weiter ist das Randstu¨ck Γejk der gemeinsame Rand von Zelle j und k im Element e
und ist gegeben mit Γejk = ∂Ωj ∩ ∂Ωk ∩ ∂T
e. Die La¨nge des Randstu¨cks ist definiert
als |Γejk|.
Es sind die Integrationspunkte mit xejk = x
e
kj ∈ Γ
e
jk gewa¨hlt und ko¨nnen je nach
verwendetem Diskretisierungsverfahren auf der Linie Γejk gewa¨hlt werden.
Fu¨r die Diskretisierung der Konvektionsgleichung werden die Massenflu¨sse eingefu¨hrt
und man verwendet die anschliessenden Notationen.
Es berechnet sich der Massenfluss u¨ber einen Ausflussrand mit:
vjk :=
∫
Γjk
n · v dγ , (3.2)
wobei der Normalenvektor mit n = (n1, n2)
T ∈ IR2 bzw. n = (n1, n2, n3)
T ∈ IR3
und der Geschwindigkeitsvektor mit v = (v1, v2)
T ∈ IR2 bzw. v = (v1, v2, v3)
T ∈ IR3
gegeben ist.
Damit lassen sich die zugeho¨rigen Indexmengen definieren mit:
Die Menge der einstro¨menden Massenflu¨sse zur Zelle j wird mit in(j) := {k ∈
Θj, vjk < 0} bezeichnet. Die Menge der ausstro¨menden Massenflu¨sse zur Zelle j
wird mit out(j) := {k ∈ Θj, vjk ≥ 0} bezeichnet.
Fu¨r weitere Berechnungen sind der Einheitsnormalenvektor nejk auf Γ
e
jk gegeben, der
von Vj nach Vk angegeben ist. Analog ist der Geschwindigkeitsvektor v
e
jk definiert.
Im folgenden ist der Ansatz fu¨r die Interpolation der diskreten Werte von cnj gewa¨hlt.
Dabei betrachtet man die skalaren Konzentrationswerte cnj = c(xj, t
n).
Fu¨r das prima¨re Gitter hat man fu¨r die Finite-Elemente die Ansatzfunktionen:
c˜n =
I∑
j=1
cnj φj(x) , (3.3)
wobei φj , j = 1, . . . , I die globalen kontinuierlichen Finite-Element-Basis-Funktionen
sind, vgl. [15].
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Als weitere Definition ist fu¨r das duale Gitter der Finite-Volumen-Methode die An-
satzfunktion gegeben als:
cˆn =
I∑
j=1
cnj ϕj(x) , (3.4)
und sie ist definiert fu¨r x ∈ Ωj mit ϕj(x) = 1 und ϕj(x) = 0 sonst.
Die Konzentrationen lassen sich an den Punkten xjk und x
e
jk mit c
n
jk = c˜
n(xjk)
und ce,njk = c˜
n(xejk) angeben. Die Ableitung der Konzentration am Punkt x
e
jk ist mit
∇ce,njk = ∇c˜
n(xejk) angegeben.
Mit dieser Einfu¨hrung der Notation fu¨r sa¨mtliche Gitterwerte werden die Diskreti-
sierungen durchgefu¨hrt.
In der nachfolgenden Graphik ist die Notation fu¨r das prima¨re und duale Gitter
angegeben, die vorher eingefu¨hrten Bezeichnungen werden darin beschrieben:
T
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  j   j
x
x
j
k
l
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Ω
 
Ω
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Γejk
Abbildung 3.2: Bezeichnungen fu¨r die Finite-Volumen-Diskretisierung.
Die wichtigen Notationen werden in den Unterkapiteln nochmals erla¨utert, anschlies-
send wird die Konvektionsgleichung diskretisiert.
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3.4 Diskretisierung der Konvektionsgleichung
Die Konvektions-Gleichung wird anschliessend mit expliziter Zeitdiskretisierung und
Finite-Volumen-Methode diskretisiert. Die Beschreibung folgt der Arbeit [41].
Folgende Gleichung wird fu¨r die Diskretisierung verwendet:
∂tR(c) +∇ · v c = 0.0 , (3.5)
wobei c = c(x, t) mit x ∈ Ω und t ≥ 0 ist. Die Geschwindigkeit ist vorgegeben mit
v = v(x). R(c) = R(c(x, t)) ist eine nichtlineare Retardierungsfunktion, vgl. Kapitel
2. Es werden keine Quell- oder Senkenterme betrachtet.
Nachfolgend wird die Gleichung (3.5) fu¨r die divergenzfreie Geschwindigkeit ∇·v = 0
betrachtet.
Die Randbedingung ist n · v c(x, t) = 0 mit x ∈ Γ. Die Anfangsbedingungen sind
c(x, t0) = c0(x).
Die Zeitpunkte sind t0 < t1 < . . . < tn mit n ∈ IN und das Zeitintervall τn ist
τn = tn+1 − tn.
Die Gleichung wird u¨ber das Zeitintervall (tn, t) und die finite Volumenzelle Ωj
integriert.
Man erha¨lt:
∫
Ωj
∫ t
tn
∂tR(c) dt dx = −
∫
Ωj
∫ t
tn
v · ∇c dt dx . (3.6)
Die Integration wird u¨ber die Zeit durchgefu¨hrt und man erha¨lt:
∫
Ωj
(R(c(t))− R(cn)) dx = −(t− tn)
∫
Ωj
v · ∇ cn dx , (3.7)
wobei cn = c(x, tn) und c(t) = c(x, t) ist. Die Integration u¨ber die Zeitableitung ist
exakt. Fu¨r den Konvektions-Term in Gleichung (3.6) wurde folgende Approximation
verwendet:
(t− tn)
∫
Ωj
v · ∇ cn dx =
∫
Ωj
∫ t
tn
v · ∇c dt dx . (3.8)
Anschliessend wird die Integration u¨ber die finite Volumenzelle Ωi vorgenommen:
Vj(R(cj(t))− R(c
n
j )) = −(t− t
n)
∫
Γj
v · n cn dγ , (3.9)
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wobei der Satz von Gauss fu¨r die Umformung der Integration des Konvektions-
Terms verwendet wurde. Fu¨r die Integration der Terme cn und c(t) wurde folgende
Approximation verwendet:
R(cnj ) =
1
Vj
∫
Ωj
R(cn) dx , (3.10)
wobei cnj = c(xj, t
n) ist und xj der Knotenpunkt j mit den Koordinaten xj =
(xj1, xj2)
T bzw. xj = (xj1, xj2, xj3)
T ist.
Man kann die Gleichung (3.9) umschreiben als:
Vj(R(cj(t))− R(c
n
j )) = − (t− t
n)
∑
k∈out(j)
njk ·
∫
Γjk
v cnjk dγ (3.11)
+ (t− tn)
∑
l∈in(j)
nlj ·
∫
Γlj
v cnlj dγ ,
wobei Γjk = Γj ∩ Γk, njk = n(xjk) der Normalenvektor auf Γjk ist. Es gilt fu¨r den
Normalenvektor njk = −nkj . Die Unbekannten sind mit c
n
jk = c(xjk, t
n) definiert.
Die Menge out(j) und in(j) sind gegeben mit:
k ∈ out(j) falls njk ·
∫
Γjk
v dγ > 0 , (3.12)
und l ∈ in(j) falls j ∈ out(l).
Man kann die Massenflu¨sse definieren mit:
mnjk(t) := (t− t
n) njk ·
∫
Γjk
v cnjk dγ , (3.13)
Die Gleichung (3.11) wird umgeschrieben in:
Vj(R(cj(t))− R(c
n
j )) = −
∑
k∈out(j)
mnjk(t) +
∑
l∈in(j)
mnlj(t) . (3.14)
Man wendet nun die Finite-Volumen-Diskretisierung an und integriert u¨ber das
Randstu¨ck Γjk und erha¨lt den numerischen Fluss vjk:
vjk := njk ·
∫
Γjk
v(γ)dγ ,
Es gilt fu¨r die Diskretisierung mit dem upwind-Schema von erster Ordnung:
VjR(c
n+1
j )− VjR(c
n
j ) = −τ
n νj c
n
j + τ
n
∑
l∈in(j)
vlj c
n
l ,
KAPITEL 3. DISKETISIERUNG 23
wobei tn+1 = t und cnj = c(xj, t
n) ist.
Es gilt fu¨r die Unbekannten cnjk und c
n
lj fu¨r das upwind-Schema :
cnjk = c
n
j fu¨r vjk > 0 und c
n
lj = c
n
l fu¨r vlj > 0.
Der Gesamtausfluss νj wird berechnet mit:
νj =
∑
k∈out(j)
vjk.
Man betrachte nun den linearen Fall der Retardierungsfunktion mit R(cnj ) = Rjc
n
j .
Dabei ist die Retardierungsfunktion nur von der Zelle j abha¨ngig. Der nichtlineare
Fall ist in der Arbeit [41] beschrieben. Damit kann man die Gleichung in ein explizites
upwind-Schema umschreiben und erha¨lt die Gleichung:
RjVjc
n+1
j = (RjVj − τn νj) c
n
j + τ
n
∑
l∈in(j)
vlj c
n
l ,
wobei RjVj − τ
nνj ≥ 0 notwendig ist, fu¨r die numerische Stabilita¨t.
Damit erha¨lt man die CFL-Bedingung:
τn ≤ τCFL = min{τj , j = 1, . . . , I} , (3.15)
und
τj =
RjVj
νj
, (3.16)
ist die kritische Zeitschrittweite fu¨r die Zelle Ωj.
Falls die Gleichung (3.15) nicht erfu¨llt ist kann man ein instabiles und nichtphysi-
kalisches Verhalten der numerischen Lo¨sung erhalten, vgl. [77].
Die Approximation von mnjk(t) in (3.13) kann als stu¨ckweise lineare Funktion be-
trachtet werden.
Es gilt :
mnjk(t) = (t− t
n) cnjkvjk , (3.17)
wobei t ∈ [tn, tn + τCFL] ist.
Bei der im na¨chsten Abschnitt beschriebenen Diskretisierung mit ho¨herer Ordnung
kann man zeigen, dass man eine stu¨ckweise quadratische Funktion erha¨lt.
Anschliessend wird eine Verbesserung mit ho¨heren Ansatzfunktionen beschrieben.
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3.4.1 Diskretisierung mit ho¨herer Ordnung
Es wird eine Verbesserung der Diskretisierung durch das Ersetzen der bisherigen
stu¨ckweise konstanten Ansatzfunktionen mit den stu¨ckweise linearen Ansatzfunk-
tionen durchgefu¨hrt.
In der Literatur werden sie auch engl. “high resolution methods” genannt und in
der Arbeit [77] beschrieben.
Eine einfache Methode eine ho¨here Ordnungsmethode zu erreichen, ist die lineare
Interpolation zwischen den Werten cnj und c
n
k . Der Wert c
n
jk kann in einer konvexen
Kombination mit αjk errechnet werden:
cnjk = (1− αjk)c
n
j + αjkc
n
k , (3.18)
wobei gilt cnj = c(xj, t
n) fu¨r alle xj ∈ Ωj . Damit existiert ein Punkt xjk ∈ Γjk fu¨r
wohldefinierte Ωj, vgl. [39].
Eine weitere Konstruktion wird vorgestellt fu¨r cnjk. Es wird eine Approximation von
∇c(x, tn) nach ∇˜cnj vorgenommen, dabei genu¨gt ∇˜c
n
j den Limitierungsbedingungen
aus der Arbeit [40]. Wir wollen uns auf die Herleitung des ho¨heren Ordungsschemas
beschra¨nken.
Es kann fu¨r cnjk folgendes Schema definiert werden:
cnjk := c
n
j + ∇˜c
n
j (xjk) · (xjk − xj) . (3.19)
Man kann die Masse wie folgt herleiten. Man erha¨lt dabei im Vergleich zur Appro-
ximation von mnjk(t) mit konstanten Ansatzfunktionen im Fall von linearen Ansatz-
funktionen eine quadratische Approximation von mnjk(t).
Es gilt:
mnjk(t) := (t− t
n)(cnjk +
t− tn
τj
(cnj − c
n
jk))vjk , (3.20)
wobei τj in Gleichung (3.16) definiert ist.
Fu¨r den eindimensionalen Fall kann man die exakte Realisierung zeigen.
Man kann nun das Standard-Schema (3.14) mit dem neuen ho¨heren Ordnungsver-
fahren (3.20) ersetzen:
VjR(c
n+1
j ) = VjR(c
n
j )− τ
n
∑
k∈out(j)
cnjk(τ
n) vjk + τ
n
∑
l∈in(j)
cnlj(τ
n) vlj , (3.21)
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wobei τn ≤ τCFL und es gilt:
cnjk(τ
n) := cnjk +
τn
τj
(cnj − c
n
jk) , (3.22)
wobei cnjk(τ
n) der Limitierungsbedingung, die aus dem Minimum-Maximum-Prinzip
herkommt, genu¨gt, vgl. [39].
Nach der Diskretisierung der Konvektions-Gleichung mit expliziter Zeitdiskretisie-
rung und Finite-Volumen-Methode mit ho¨herer Ordnung werden wir die Diskreti-
sierung der Diffusion-Dispersions-Gleichung mit impliziter Zeitdiskretisierung und
Finite-Volumen-Methode beschreiben.
3.5 Diskretisierung der Diffusions- Dispersions-
Gleichung
Anschliessend wird die Diffusions-Dispersions-Gleichung mit impliziter Zeitdiskreti-
sierung und Finite-Volumen-Methode diskretisiert.
Es wird folgende Gleichung betrachtet:
∂tR(c)−∇ · (D∇c) = 0 , (3.23)
wobei gilt c = c(x, t) mit x ∈ Ω und t ≥ 0 . Der Diffusions-Dispersions-Tensor
D = D(x,v) ist mit dem Scheidegger-Ansatz angegeben, vgl. [84]. Es ist v die vor-
gegebene Geschwindigkeit. Die Funktion R(c) = R(c(x, t)) > 0.0 ist eine nichtlineare
Funktion, vgl. Kapitel 2.
Die Randbedingung ist mit n ·D ∇c(x, t) = 0 gegeben, wobei x ∈ Γ ist, vgl. [39]. Es
ist Γ der Rand des Gebiets Ω. Die Anfangsbedingungen sind mit c(x, t0) = c0(x) > 0
gegeben. Ein Quell- oder Senkenterm wird nicht betrachtet. Der Zeitschritt ist mit
τn = tn+1 − tn gegeben und die Zeitpunkt sind mit t0 < t1 < . . . < tn und n ∈ IN
definiert.
Die Gleichung wird integriert u¨ber das Zeitintervall (tn, tn+1) und u¨ber die Finite-
Volumen-Zelle Ωj.
Man erha¨lt:
∫
Ωj
∫ tn+1
tn
∂tR(c) dt dx =
∫
Ωj
∫ tn+1
tn
∇ · (D∇c) dt dx . (3.24)
Die Integration wird u¨ber die Zeit durchgefu¨hrt und man erha¨lt:
∫
Ωj
(R(cn+1)− R(cn)) dx = τn
∫
Ωj
∇ · (D∇cn+1) dx , (3.25)
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wobei cn = c(x, tn) und cn+1 = c(x, tn+1) ist. Die Integration u¨ber die Zeitablei-
tung ist exakt. Bei der Integration des Diffusions-Dispersions-Terms wird folgende
Approximation verwendet:
τn
∫
Ωj
∇ · (D∇cn+1) dx =
∫
Ωj
∫ tn+1
tn
∇ · (D∇c) dt dx . (3.26)
Anschliessend wird fu¨r die Gleichung (3.25) die Integration im Raum u¨ber die finite
Volumenzelle Ωj durchgefu¨hrt.
Es gilt:
∫
Ωj
(R(cn+1)− R(cn)) dx = τn
∫
Γj
D n · ∇cn+1 dγ , (3.27)
wobei Γj der Rand der finiten Volumenzelle Ωj ist. Der Satz von Gauss wurde
fu¨r die Umformung der Integration des Diffusions-Dispersions-Terms verwendet und
folgende Approximation wurde fu¨r die Terme cn und cn+1 verwendet:
cn+1j =
1
Vj
∫
Ωj
cn+1dx . (3.28)
Es wird nun die Gleichung (3.27) unter Verwendung der Finite-Volumen-Notation
fu¨r die Integration des Diffusions-Dispersions-Terms betrachtet:
VjR(c
n+1
j )− VjR(c
n
j ) = τ
n
∑
e∈Λj
∑
k∈Λej
∫
Γe
jk
(D n · ∇cn+1) dγ , (3.29)
wobei u¨ber alle Randstu¨cke Γejk , die die Finite-Volumen-Zelle Ωj begrenzen, inte-
griert wird.
Fu¨r die Gleichung (3.29) wird die Integration u¨ber die Ra¨nder Γejk mit der Mittel-
punktsregel durchgefu¨hrt.
Man erha¨lt die Gleichung:
VjR(c
n+1
j )− VjR(c
n
j ) = τ
n
∑
e∈Λj
∑
k∈Λej
|Γejk|n
e
jk ·D
e
jk∇c
e,n+1
jk , (3.30)
wobei |Γejk| die La¨nge des Randstu¨ckes von Γ
e
jk ist.
Die Berechnung der Gradienten wird mit der stu¨ckweise definierten Finite-Element-
Basisfunktion φl durchgefu¨hrt, vgl. Gleichung (3.4).
Man ersetzt den Term ce,n+1jk mit folgendem Ausdruck:
∇ce,n+1jk =
∑
l∈Λe
cn+1l ∇φl(x
e
jk) . (3.31)
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Die Differenzendarstellung zwischen den Nachbarpunkten j und l kann eingefu¨hrt
werden, vgl. [37]. Man erha¨lt die Gleichungen mit den Differenzen:
VjR(c
n+1
j )− VjR(c
n
j ) = (3.32)
= τn
∑
e∈Λj
∑
l∈Λe\{j}
( ∑
k∈Λej
|Γejk|n
e
jk ·D
e
jk∇φl(x
e
jk)
)
(cn+1j − c
n+1
l ) ,
wobei j = 1, . . . , M ist. Dabei verwendet man bei der Umformung die Eigenschaft
der Finite-Element-Basisfunktionen mit:
∑
l∈Λe
∇φl(x
e
jk) = 0 . (3.33)
Damit hat man eine Diskretisierung der Diffusions-Dispersions-Gleichung mit der
Finite-Volumen-Methode durchgefu¨hrt. Die Diskretisierung ist von 2. Ordnung im
Raum. Durch die implizite Zeitdiskretisierung ist man unabha¨ngig von der Zeit-
schrittweite.
Es wird anschliessend die Reaktions-Gleichung diskretisiert, die eine gewo¨hnliche
Differentialgleichung ist und aufgrund ihrer linearen Terme analytisch lo¨sbar ist.
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3.6 Diskretisierung der Reaktions-Gleichung
Fu¨r die Reaktions-Gleichung kann man eine analytische Lo¨sung herleiten. Die Dis-
kretisierung ist somit exakt fu¨r jeden Zeit- und Raumpunkt. Die Lo¨sungen ko¨nnen
direkt fu¨r das Operator-Splitting-Verfahren, vgl. Kapitel 4, verwendet werden.
Nachfolgend wird die Reaktions-Gleichung, die eine gewo¨hnliche Differentialglei-
chung ist, angegeben:
∂tRici = −λiRici + λi−1Ri−1ci−1 , (3.34)
wobei i = 1, . . . , M und λ0 = 0 ist. Dabei sind die Zerfallsfaktoren λi ≥ 0.0. Die
Retardierungsfaktoren sind Ri > 0.0 und die i-te Konzentration ist ci = ci(t). Die
Anfangsbedingungen sind c1(x, t
0) = c01 und ci(x, t
0) = 0 mit i = 2, . . . , M .
Die Lo¨sungen ko¨nnen fu¨r die Gleichungen (3.34) analytisch angegeben werden, vgl.
[5], mit:
ci = c01
R1
Ri
Λi
i∑
j=1
Λj,i exp(−λj t) , (3.35)
wobei i = 1, . . . , M ist. Dabei sind die Lo¨sungen fu¨r alle λj 6= λk fu¨r j 6= k und
j, k ∈ 1, . . . , M definiert.
Die Faktoren Λi und Λj,i sind:
Λi =
i−1∏
j=1
λj , (3.36)
Λj,i =
i∏
j=1
j 6=k
1
λk − λj
. (3.37)
Der Fall fu¨r paarweise gleiche λl = λa(l), wobei l 6= a(l) ist und l < a(l) ist, wird
anschliessend angegeben. Die Herleitung dazu wurde in Kapitel 5 durchgefu¨hrt.
Fu¨r den Fall i < a(l) gilt die Gleichung (3.35). Es sind keine paarweise gleichen
Parameter in der Lo¨sung enthalten.
Fu¨r den Fall i ≥ a(l), d.h. es sind paarweise gleiche Parameter enthalten, gilt fol-
gende Gleichung:
ci = c01
R1
Ri
Λi
(
Λl,a(l),i t exp(−λl t) (3.38)
+
i∑
j=1
j 6=l
j 6=a(l)
(
− Λj,l,a(l),i
1
(λj − λl)2
exp(−λl t) + Λj,i exp(−λjt)
))
.
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Die Faktoren sind:
Λl,a(l),i =
i∏
j=1
j 6=l
j 6=a(l)
1
λj − λl
, (3.39)
Λj,l,a(l),i =
i∏
k=1
k 6=j
k 6=l
k 6=a(l)
1
λk − λl
. (3.40)
Fu¨r den Fall i = 2 und (l, a(l)) = (1, 2) gilt :
c2 = c01 λ1 t exp(−λ1t) . (3.41)
Die Lo¨sungen der Reaktionsgleichungen ko¨nnen bei der Diskretisierung der Konvek-
tions-Diffusions-Dispersions-Reaktions-Gleichung verwendet werden. Dabei wird die
Reaktionsgleichung mit Hilfe des Operator-Splitting-Verfahrens in die Diskretisie-
rung eingebettet, vgl. [39]. Der Nachteil des Verfahrens ist bei einem Operator-
Splitting-Verfahren von erster Ordnung, dass sich ein Operator-Splitting-Fehler von
O(τ) ergibt.
Damit man den Splitting-Fehler fu¨r die Konvektions-Reaktions-Gleichung eliminie-
ren kann, ist anschliessend ein weiteres Verfahren entwickelt worden.
Mit dieser weiteren Methode kann man die eindimensionalen analytischen Lo¨sungen
der Konvektions-Reaktions-Gleichung in das Diskretisierungsverfahren fu¨r mehrdi-
mensionale Konvektions-Reaktions-Gleichungen einbetten. Die Herleitung wird im
folgenden eingefu¨hrt.
KAPITEL 3. DISKETISIERUNG 30
3.7 Diskretisierung der Konvektions- Reaktions-
Gleichung mit eingebetteten analytischen Lo¨-
sungen
Das Verfahren wendet ein a¨hnliches Vorgehen an, wie bei den Godunov-Verfahren,
die in der Arbeit [77] beschrieben sind.
Folgende Gleichung wird fu¨r die Diskretisierung verwendet:
∂tRici +∇ · v ci = −Riλici + Ri−1λi−1ci−1 , (3.42)
wobei c = c(x, t) mit x ∈ Ω und t ≥ 0 ist. Die Geschwindigkeit ist vorgegeben mit
v = v(x). Ri sind die Retardierungsfaktoren und λi sind die Zerfallsfaktoren. Es
werden keine Quell- oder Senkenterme betrachtet.
Nachfolgend wird die Gleichung (3.42) fu¨r die divergenzfreie Geschwindigkeit ∇·v =
0 betrachtet.
Die Randbedingung ist n · v ci(x, t) = 0, wobei x ∈ Γ. Die Anfangsbedingungen
sind c1(x, t
0) = c01(x), sonst 0.
Man zerlegt die mehrdimensionalen Konvektions-Reaktions-Gleichungen in eindi-
mensionale Konvektions-Reaktions-Gleichungen. Die eindimensionalen Konvektions-
Reaktions-Gleichungen kann man analytisch lo¨sen. Man kann die Massenflu¨sse u¨ber
jeden Rand der finiten Volumenzelle ermitteln. Aufgrund der expliziten Zeitdiskre-
tisierung hat man eine Beschra¨nkung auf die Zeitschrittweite durch die Courant-
Bedingung und damit auf den Massenfluss. Die ermittelten eindimensionalen Mas-
senflu¨sse werden anschliessend in dem mehrdimensionalen Kontext verwendet. Da-
mit kann man die Konvektions-Reaktions-Gleichung ohne Splitting-Fehler diskre-
tisieren. Im folgenden gelten fu¨r die Indizes i und j folgende Definitionsbereiche
i = 1, . . . , M und j = 1, . . . , I.
Das Vorgehen wird anschliessend gezeigt.
Man betrachtet die diskretisierte Konvektionsgleichung (3.21) in der Darstellung der
Massen:
mn+1i,j −m
n
i,j = −
∑
k∈out(j)
mni,jk(τ
n) +
∑
l∈in(j)
mni,lj(τ
n) . (3.43)
Fu¨r die Konvektionsgleichung erha¨lt man fu¨r mni,jk(τ
n):
mni,jk(τ
n) = τn vjk c
n
i,jk(τ
n) , (3.44)
wobei cni,jk(τ
n) aus Gleichung (3.22) gegeben ist.
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Fu¨r die Masse mni,j zum Zeitpunkt t
n erha¨lt man folgenden Ausdruck:
mni,j = VjRi,jc
n
i,j , (3.45)
wobei Ri,j = Ri(xj) gilt. Analog wird die Masse m
n+1
i,j im Zeitpunkt t
n+1 angegeben.
Um die Konvektions-Reaktions-Gleichung zu diskretisieren kann man nun den Term
mni,jk(τ
n) ersetzen.
Dazu sind folgende U¨berlegungen notwendig um die analytische Lo¨sung der Mas-
se fu¨r die eindimensionale Konvektions-Reaktions-Gleichung in die Diskretisierung
einzubinden.
Man ermittelt den Gesamtfluss u¨ber alle Ausflussra¨nder:
νj =
∑
k∈out(j)
vjk . (3.46)
Damit kann man die Beschra¨nkung fu¨r die Zeitschrittweite der Zelle j durch die
CFL-Bedingung, vgl. [77], angeben:
τi,j =
Vj Ri,j
νj
.
Man rechnet die Geschwindigkeit fu¨r jede Zelle i auf dem Einheitsintervall (0, 1) aus:
vi,j =
1
τi,j
.
Mit diesen komponentenweisen Geschwindigkeiten vi,j berechnet man die analytische
Lo¨sung der Masse wie folgt:
mni,jk,rest(τ
n) = mi1(a, b, τ
n, v1,j, . . . , vi,j, R1, . . . , Ri, λ1, . . . , λi) , (3.47)
mni,jk,out(τ
n) = mi2(a, b, τ
n, v1,j, . . . , vi,j, R1, . . . , Ri, λ1, . . . , λi) , (3.48)
dabei ist a = Ri,jVj(c
n
i,jk(τ
n)− cni,jk′) , b = Ri,jVjc
n
i,jk′ und k ∈ out(j) .
Die Beschra¨nkung der Zeitschrittweite ist gegeben mit τn ≤ min i=1,...,M
j=1,...,I
{τi,j} .
Die Werte cni,jk(τ
n) und cni,jk′, vgl. Abbildung 3.3, kommen aus dem ho¨heren Ord-
nungsschema der Gleichung (3.22). Die Werte sind durch den Index i erweitert, der
die i-te Komponente angibt.
KAPITEL 3. DISKETISIERUNG 32
n
ci, j k’
n
x x x
c
c i, j k    
i , j
i, j k’ i, j i, j k
n
n
(τ  )
Abbildung 3.3: Stu¨ckweise lineare Ansatzfunktion.
Die Anfangsbedingungen mit den Konzentrationswerten cni,jk(τ
n), cni,jk′ werden fu¨r
die Berechnung der Masse mit den Werten Ri,jVj multipliziert. Damit wird die Trans-
formation der Einheitsmasse auf dem Einheitsintervall zur Originalmasse der Zelle
i durchgefu¨hrt.
Es bleibt zu zeigen, dass bei der maximalen Zeitschrittweite τn = τi,j nicht mehr
Masse aus der Zelle j ausfliessen kann als vorher vorhanden war.
Man hat folgendes zu zeigen:
mni,jk,rest = 0.0 , (3.49)
wobei die gesamte Masse durch den maximalen Zeitschritt ausgeflossen ist.
Man kann dies wie folgt beweisen:
Es sei vorausgesetzt, dass τn = τi,j ist.
Damit lassen sich die Integrationsgrenzen zur Berechnung der Restmasse mni,jk,rest
bestimmen. Die Grenzen sind mit min i=1,...,M
j=1,...,I
{vi,jτ
n} ≤ x ≤ 1 angegeben.
Setzt man den maximalen Zeitschritt ein, so gilt:
vi,jτi,j = 1 .
Damit erha¨lt man die maximale obere Schranke fu¨r die Integrationsgrenze mit:
min i=1,...,M
j=1,...,I
{vi,jτ
n} ≤ 1 .
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Die Integration wird mit den Integrationsgrenzen angegeben mit:
mni,jk,rest =
∫ 1
min i=1,...,M
j=1,...,I
{vi,jτn}
ci(xj, τ
n)dxj >
∫ 1
1
ci(xj, τ
n)dxj = 0 , (3.50)
wobei ci(x, t) die analytische Lo¨sung ist, vgl. Kapitel 5.
Es gilt nun:
mni,jk,rest > 0 . (3.51)
Damit kann die Restmasse nicht kleiner als 0 werden und die ausfliessende Masse
ist maximal die Gesamtmasse, vgl. Kapitel 5.
Anschliessend kann die Masse mni,jk,out, die mit dem Gesamtfluss vi,j gerechnet wurde,
wieder in ihre Teilmassen zerlegt und durch folgende Gewichtung:
mni,jk(τ
n) =
vjk
νj
mni,jk,out , (3.52)
angegeben werden.
Die Verteilung der Masse kann man nun mit der Diskretisierung aus der Gleichung
(3.21) ermitteln als:
mn+1i,j −m
n
i,j = −
∑
k∈out(j)
mni,jk +
∑
l∈in(j)
mni,lj (3.53)
= −
∑
k∈out(j)
vjk
νj
mni,jk,out +
∑
l∈in(j)
vlj
νj
mni,lj,out . (3.54)
Es wird die Masserhaltung gezeigt fu¨r die Gleichung (3.53).
Dabei soll nun gelten, dass die Masse in Zeitpunkt tn gleich der Masse in Zeitpunkt
tn+1 auf dem gesamten diskretisierten Gebiet, ist. Man summiert u¨ber alle Zellen
und erha¨lt:
∑
j=1,...,I
(mn+1i,j −m
n
i,j) = 0 , (3.55)
wobei i = 1, . . . , M ist.
Es reicht zu zeigen, dass die rechte Seite der Gleichung (3.53) erfu¨llt ist, d.h. Summe
u¨ber alle Ein- und Ausflussra¨nder der finiten Volumenzellen ist gleich 0.
Es gilt:
∑
j=1,...,I
∑
k∈out(j)
mni,jk(τ
n) =
∑
j=1,...,I
∑
l∈in(j)
mni,lj(τ
n) . (3.56)
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Durch Ersetzen der Indizes auf der rechten Seite der Gleichung (3.56) erha¨lt man
die Gleichung:
∑
j=1,...,I
∑
k∈out(j)
mni,jk(τ
n) =
∑
k=1,...,I
∑
j∈in(k)
mni,jk(τ
n) . (3.57)
Dies ist aber trivial erfu¨llt, da jede ausfliessende Masse mni,jk von der Zelle j in die
Zelle k, der gleichen einfliessenden Masse in die Zelle k von der Zelle j entspricht
und wiederum die Masse mni,jk hat.
Damit gilt fu¨r alle Zellen:
∀j ∈ 1, . . . , I , ∃ k ∈ out(j) , (3.58)
mit j ∈ in(k) .
Man findet damit fu¨r die Gleichung (3.57) fu¨r jedes Paar (j, k) auf der rechten Seite
ein entsprechendes Paar (j, k) auf der linken Seite.
Damit ist die Masserhaltung gezeigt.
Mit der Gleichung (3.54) konnte die Einbettung der analytischen Lo¨sung der eindi-
mensionalen Konvektions-Reaktions-Gleichung vorgenommen werden. Die neue Dis-
kretisierung ist exakt fu¨r die eindimensionale Gleichung und hat einen Standard-
Approximationsfehler, der u¨blich ist fu¨r die Finite-Volumen-Methode mit mehreren
Dimensionen, vgl. [77].
Kapitel 4
Operator-Splitting-Verfahren
In diesem Kapitel werden die Operator-Splitting-Verfahren betrachtet und weiter
erla¨utert.
Bei den Operator-Splitting-Verfahren wird die komplexe Gleichung in verschiedene
Teilgleichungen unterteilt. Diese werden unabha¨ngig mit einer vorgegebenen Zeit-
schrittweite gelo¨st. Die Ergebnisse der Teilgleichungen werden dann u¨ber ihre An-
fangsbedingungen wieder miteinander gekoppelt. Diese Methoden werden auch Zeit-
Splitting (engl. time-splitting) oder Fractional-step-methods genannt. In den Fa¨llen
bei dem das Zergliedern die physikalischen Prozesse betrifft (z.B. Konvektion und
Diffusion-Dispersion) nennt man das Verfahren auch Operator-Splitting-Verfahren
(z.B. mit dem Konvektions-Operator und dem Diffusions-Dispersions-Operator).
Falls man mehrdimensionale Probleme in eindimensionale Unterprobleme trennt,
nennt man es Dimensions-Splitting (engl. dimensional-splitting).
Die ersten Splitting-Methoden wurden in den 60-er und 70-er Jahren auf der Grund-
lage von Finite-Differenzen entwickelt. Die Arbeit [90] von G.Strang ist dabei als
Grundlage fu¨r weitere Verfahren von ho¨herer Ordnung verwendet worden. In den
fru¨hen 80-er Jahren wurden dann die Verfahren zur Anwendungen auf verschiedene
Typen von partiellen Differentialgleichungen modifiziert, vgl. [20].
Insbesondere bei komplexeren Modellen aus den Bereichen der Umweltphysik, wie
der Schadstoffverunreinigung in der Luft, die in den 90-er Jahren entwickelt und un-
tersucht wurden, konnten die Operatorenverfahren verwendet werden. Somit ko¨nnen
die umfangreichen Modelle, die aus vielen gekoppelten partiellen Differentialglei-
chungen bestehen, zu einfacheren Teilgleichungen entkoppelt werden. Anschliessend
wurden die Teillo¨sungen wieder gekoppelt. Unter Angabe des Splitting-Fehlers kann
der Fehler des Gesamtverfahrens in der Zeit bestimmt werden, vgl. [108].
Bei den theoretischen Untersuchungen der Verfahren kann man das Theorem von
Baker-Campbell-Haussdorff verwenden, um die Fehler des Verfahrens zu ermitteln,
vgl. [94].
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Vom theoretischen Standpunkt aus ist das Verfahren durch den Splitting-Fehler be-
grenzt. Man kann den Fehler durch entsprechende Symmetrien, insbesondere der
Kommutativita¨t von Operatoren oder durch iterative Verfahren vermeiden. In die-
ser Arbeit konnte das Splitting-Verfahren fu¨r die Teilgleichung der Konvektions-
Reaktions-Gleichung aufgrund der neuen Diskretisierung entfallen, vgl. Kapitel 3.
Somit konnte der Splitting-Fehler fu¨r diese Teilgleichung eliminiert werden.
Es werden in der Arbeit folgende Mo¨glichkeiten zur Aufteilung in Operatoren mit
dem Splitting-Verfahren behandelt:
Das Standard-Verfahren hat die Unterteilung:
Die Konvektions-Diffusions-Dispersions-Reaktions-Gleichung mit linearer oder nicht-
linearer Gleichgewichtssorption untergliedert man in drei Operatoren, in den Konvek-
tions-, den Reaktions- und den Diffusions-Dispersions-Operator, vgl. [96]. Dabei ver-
wendet man fu¨r die Konvektions-Gleichung eine explizite Diskretisierung von zwei-
ter Ordnung. Die Reaktions-Gleichung kann man exakt lo¨sen. Fu¨r die Diffusions-
Dispersions-Gleichung kann man ebenfalls eine zweiter Ordnung mit der Finite-
Volumen-Diskretierung mit zentralen Differenzen erreichen.
Das Modifizierte Verfahren hat folgende Unterteilung:
Die Konvektions-Diffusions-Dispersions-Reaktions-Gleichung mit linearer Gleichge-
wichtssorption untergliedert man in zwei Operatoren, in den Konvektions-Reaktions-
Operator und den Diffusions-Dispersions-Operator. Dabei verwendet man fu¨r den
Konvektions-Reaktions-Gleichung die neue explizite Diskretisierung mit eingebette-
ter analytischer Lo¨sung mit zweiter Ordnung. Bei der Diffusions-Dispersions-Glei-
chung kann man ebenfalls eine zweite Ordnung erreichen, vgl. Standard-Verfahren.
Der Vorteil des Modifizierten Verfahrens ist nun, dass eine Unterteilung eliminiert
ist und man fu¨r diesen Gleichungsteil keinen Splitting-Fehler hat.
Es werden nachfolgend die Grundlagen der Splitting-Verfahren erla¨utert und die
theoretischen Grundlagen eingefu¨hrt, unter Verwendung der Arbeiten [77], [88]. Mit
der Anwendung auf die Konvektions-Diffusions-Dispersions-Reaktions-Gleichung und
den Schlussbemerkungen zu dem verwendeten Operator-Splitting-Verfahren wird
das Kapitel abgeschlossen.
4.1 Splitting-Verfahren von erster Ordnung
Nachfolgend wird das Splitting-Verfahren von erster Ordnung beschrieben. Fu¨r die
weiteren Betrachtungen wird folgende lineare gewo¨hnliche Differentialgleichung ver-
wendet:
c′(t) = A c(t) , (4.1)
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wobei die Anfangsbedingungen mit cn = c(tn) gegeben ist. Der Operator A la¨sst sich
additiv zerlegen in die Operatoren A = A1 +A2. Die Operatoren ko¨nnen dabei auch
Operatoren von einer linearen partiellen Differentialgleichungen mit wohldefinierten
Randbedinungen, vgl. [88] sein, wie z.B. der Konvektions-Operator. Im folgenden
ist vorausgesetzt, dass die Normen auf den Operatoren beschra¨nkt sind und man
folgende Lo¨sungen angeben kann, vgl. [88].
Die Lo¨sung mit dem Operator A kann angegeben werden mit:
c(tn+1) = exp(τA) c(tn) , (4.2)
wobei die Zeitschrittweite τ = tn+1 − tn ist.
Man kann die Unterprobleme mit den Operatoren A1 und A2 einzeln lo¨sen und
angeben mit:
∂c∗(t)
∂t
= A1c
∗(t) , mit c∗(tn) = cn , (4.3)
∂c∗∗(t)
∂t
= A2c
∗∗(t) , mit c∗∗(tn) = c∗(tn+1) .
Die Anfangsbedingung fu¨r den na¨chsten Zeitschritt erha¨lt man mit cn+1 = c∗∗(tn+1).
Damit erha¨lt man die Lo¨sung:
cn+1 = exp(τA2) exp(τA1)c
n , (4.4)
mit der Anfangsbedingung cn = c(tn).
Fu¨r diese Lo¨sungen kann man den Splitting-Fehler angeben.
Man setzt die exakte Lo¨sung von (4.4) ein und erha¨lt:
c(tn+1) = exp(τA2) exp(τA1)c(t
n) + τρn . (4.5)
Dabei ist der lokale Abbruchsfehler mit ρn angegeben.
Damit la¨sst sich der Fehler mit τρn pro Zeitschritt angeben.
Man berechnet den lokalen Diskretisierungsfehler ρn, auch Splitting-Fehler genannt,
mit folgenden Gleichungen:
exp(τA) = (I + τ(A1 + A2) +
1
2
τ 2(A1 + A2)
2 + . . .) , (4.6)
exp(τA2) exp(τA1) =
= (I + τ(A1 + A2) +
1
2
τ 2(A21 + 2A1A2 + A
2
2) + . . .) , (4.7)
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und erha¨lt den Splitting-Fehler durch Subtraktion der beiden Gleichungen (4.6) und
(4.7) :
ρn =
1
τ
(exp(τA)− exp(τA2) exp(τA1)) c(t
n)
=
1
2
τ [A1, A2] c(t
n) + O(τ 2) . (4.8)
Es ist [A1, A2] := A1A2 − A2A1 der Kommutator von A1 und A2.
Falls die Operatoren A1 und A2 nicht kommutieren hat man ein Verfahren von erster
Ordnung O(τ). Man hat ein exaktes Verfahren, d.h. Splitting-Fehler gleich 0, falls
die Operatoren kommutieren.
Das Ergebnis la¨sst sich verallgemeinern auf nichtlineare gewo¨hnliche Differential-
gleichungen:
c′(t) = F1(t, c(t)) + F2(t, c(t)) , (4.9)
dabei ist die Anfangsbedingung mit cn = c(tn) gegeben.
Wiederum kann man die Gleichung in Teilgleichungen zerlegen und dann direkt
lo¨sen:
∂c∗(t)
∂t
= F1(t, c
∗(t)) mit tn ≤ t ≤ tn+1 und c∗(tn) = cn , (4.10)
∂c∗∗(t)
∂t
= F2(t, c
∗∗(t)) mit tn ≤ t ≤ tn+1 und c∗∗(tn) = c∗(tn+1) , (4.11)
wobei der Startwert cn = c(tn) ist und das Ergebnis cn+1 = c∗∗(tn+1) fu¨r die na¨chste
Approximation der Startwert ist.
Der Splitting-Fehler la¨sst sich damit angeben als:
ρn =
1
2
τ [
∂F1
∂c
F2,
∂F2
∂c
F1](t
n, c(tn)) + O(τ 2) . (4.12)
Falls die Operatoren F1 und F2 nicht kommutieren erha¨lt man einen Fehler von
O(τ). Das Verfahren ist exakt, d.h. der Splitting-Fehler ist 0, falls die Operatoren
kommutieren.
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4.2 Strang-Splitting und Verfahren von ho¨herer
Ordnung
Bei dem Verfahren kann man durch Zwischenschritte weitere Symmetrien mit den
Kommutatoren erreichen und damit eine ho¨here Genauigkeit erhalten.
Man erha¨lt folgendes Verfahren:
∂c∗(t)
∂t
= A1c
∗(t) , mit tn ≤ t ≤ tn+1/2 und c∗(tn) = cn , (4.13)
∂c∗∗(t)
∂t
= A2c
∗∗(t) , mit tn ≤ t ≤ tn+1 und c∗∗(tn) = c∗(tn+1/2) ,
∂c∗∗∗(t)
∂t
= A1c
∗∗∗(t) , mit tn+1/2 ≤ t ≤ tn+1 und c∗∗∗(tn+1/2) = c∗∗(tn+1) ,
Die Anfangsbedingung fu¨r den na¨chsten Zeitschritt erha¨lt man mit cn+1 = c∗∗∗(tn+1).
Die Lo¨sung des Verfahrens ist nachfolgend angegeben, vgl. auch die Arbeit [90]:
cn+1 = (exp(
1
2
τA2) exp(
1
2
τA1))(exp(
1
2
τA1) exp(
1
2
τA2)) c
n
= exp(
1
2
τA2) exp(τA1) exp(
1
2
τA2) c
n . (4.14)
Es la¨sst sich der Fehler von dem Verfahren angeben als, vgl. [61]:
ρn =
1
24
τ 2([A2, [A2, A1]]− 2[A1, [A1, A2]]) c(t
n) + O(τ 4) . (4.15)
Man hat eine Fehlerordnung von O(τ 2), d.h. das Verfahren ist von zweiter Ordnung.
Bei Kommutativita¨t der Operatoren erha¨lt man wiederum den Fehler 0.
Das Verfahren la¨sst sich auch auf ein nichtlineares System von gewo¨hnlichen Diffe-
rentialgleichungen verallgemeinern:
∂c∗(t)
∂t
= F2(t, c
∗(t)) mit tn ≤ t ≤ tn+1/2 und c∗(tn) = cn , (4.16)
∂c∗∗(t)
∂t
= F1(t, c
∗∗(t)) mit tn ≤ t ≤ tn+1 und c∗∗(tn) = c∗(tn+1/2) ,
∂c∗∗∗(t)
∂t
= F2(t, c
∗∗∗(t)) mit tn+1/2 ≤ t ≤ tn+1und c∗∗∗(tn+1/2) = c∗∗(tn+1) ,
wobei der Startwert cn = c(tn) ist und das Ergebnis der Gleichungen (4.16) cn+1 =
c∗∗∗(tn+1) ist. Dieser Wert ist wiederum der Startwert fu¨r die na¨chste Iteration im
neuen Zeitschritt.
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Der Fehler ist von zweiter Ordnung im Falle der Nichtkommutativita¨t. Bei der Kom-
mutativita¨t der Operatoren hat man keinen Splitting-Fehler.
Anschliessend wird angenommen, dass die Operatoren nicht kommutieren. Durch
mehrfaches Anwenden eines 2-stufigen Iterationsverfahren erha¨lt man ein verbesser-
tes Verfahren, bei dem der Splitting-Fehler gegen 0 konvergiert. Das Verfahren wird
der Vollsta¨ndigkeit halber nachfolgend erla¨utert.
4.3 Iterative Operator-Splitting-Methode
In diesem Abschnitt wollen wir eine allgemeine Schreibweise eines 2-stufigen Verfah-
rens geben.
Die zu lo¨sende Gleichung ist gegeben mit:
R(c)
∂c
∂t
= Ac + Bc , (4.17)
mit A, B, R : IRM → IRM und c ∈ IRM ,
Anfangsbedingungen: cn = c(tn) .
Das 2-stufige Iterationsverfahren hat eine Konvergenzrate von O(τ 2) und ist gegeben
mit:
R(ci−1,n)
∂ci
∂t
= Aci + Bci−1,n , (4.18)
Anfangsbedingung: ci−1,n = ci−2,n+1 , ci,n = ci−1,n+1 ,
R(ci+1)
∂ci+1
∂t
= Aci,n+1 + Bci+1 , (4.19)
Anfangsbedingung: ci+1,n = ci,n+1 ,
wobei c1,n = c0,n = c(tn) gilt. Die Unbekannte ci,n = ci(tn) ist mit dem Iterationsin-
dex i = 1, . . . , m und mit dem Zeitindex n angegeben. Dabei ist m ∈ IN die Anzahl
der Iterationen.
Die Gleichungen (4.18) und (4.19) ko¨nnen durch Einsetzen der explizit gerechneten
Operatoren umschrieben werden in folgende Lo¨sungsmethode:
r˜
∂ci
∂t
= Aci + b˜ , (4.20)
Anfangsbedingungen: ci−1,n = ci−2,n+1 , ci,n = ci−1,n+1 ,
R(ci+1)
∂ci+1
∂t
= a˜ + Bci+1 , (4.21)
Anfangsbedingung: ci+1,n = ci,n+1 ,
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wobei fu¨r die Werte r˜ = R(ci−1,n), b˜ = Bci−1,n, a˜ = Aci,n+1 gilt und
c1,n = c0,n = c(tn) ist.
Bei dem Verfahren wird jeweils mit einem Operator gerechnet, der andere Operator
kann mit dem Ergebnis des vorausgegangenen Zeitschritt berechnet werden. Das
Verfahren alterniert jeweils mit den Operatoren, damit hat man eine Kopplung
zwischen beiden Operatoren in jedem Zeitschritt.
Das Verfahren wird m-mal angewandt und bricht dann ab, falls die Fehlerschranke
ei = max(||c
i+1 − ci||) , (4.22)
erreicht wird.
Das Verfahren wurde in der Literatur als iteratives Operator-Splitting-Verfahren
eingefu¨hrt und ist in den Arbeiten [70] und [68] beschrieben. Insbesondere in der
Arbeit [68] werden die Konvergenzbeweise durchgefu¨hrt, und die Aussagen daraus
werden im folgenden verwendet.
Die Konvergenz zum exakten Verfahren wird anschliessend gezeigt.
Dabei sei vorausgesetzt, dass c wohldefiniert ist und zu einem Fixpunkt c∗ konver-
giere. Die Behauptung sei ci+1,n+1 − ci,n+1 → 0.
Der Beweis ist anschliessend angegeben.
Es wird die Integration u¨ber die Zeitvariable t fu¨r die Gleichungen (4.18) und (4.19)
durchgefu¨hrt. Der Einfachheit halber ist R der Einheitsoperator I und man erha¨lt
folgende Konvergenzaussagen.
Es ist das iterative Verfahren gegeben mit den Gleichungen:
ci,n+1 − ci−1,n
τn
= Aci,n+1 + Bci−1,n , (4.23)
ci+1,n+1 − ci,n+1
τn
= Aci,n+1 + Bci+1,n+1 . (4.24)
Man subtrahiert die beiden Gleichungen (4.23) und (4.24) und erha¨lt die folgende
Gleichung:
ci+1,n+1 − ci,n+1
τn
= B(ci+1,n+1 − ci−1,n+1) . (4.25)
Das Verfahren konvergiert, falls fu¨r alle i gilt:
ci+1,n+1 − ci,n+1 → 0 (4.26)
und ci+1,n+1 − ci−1,n+1 → 0 . (4.27)
Dies ist aber erfu¨llt, da ein Fixpunkt c∗ existiert.
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Einen weiteren Konvergenzbeweis mit Konvergenzordnung kann in [68] nachgelesen
werden. Der Beweis benutzt die Predictor-Corrector-Methode.
Anschliessend wird die Splitting-Methoden fu¨r die Konvektions-Diffusions-Dispersions-
Reaktions-Gleichungen angewandt.
4.4 Anwendung der Splitting-Methoden
Es wird eine abstrakte Schreibweise mit Operatoren fu¨r das System von Konvektions-
Diffusions-Dispersions-Reaktions-Gleichungen betrachtet.
Es wird die Gleichung (2.9) verwendet, dabei erha¨lt man mit der Transformation
ui = Rici folgende Gleichung:
∂tui + vi · ∇ui −∇Di · ∇ui = λi−1ui−1 − λiui mit x ∈ Ω , (4.28)
ui = 0 mit x ∈ ∂Ω ,
mit i ∈ 1, . . . , M ,
wobei vi =
v
Ri
und Di =
D
Ri
gilt .
Die Anfangsbedingungen sind ui(x, 0) = u0i(x) mit i = 1, . . . , M .
Man erha¨lt die Operatoren :
A =


−v1 · ∇ 0 . . . 0
0 −v2 · ∇ . . . 0
...
...
. . .
...
0 0 . . . −vn · ∇

 , (4.29)
B =


−λ1 0 . . . 0
λ1 −λ2 . . . 0
...
...
. . .
...
0 0 λn−1 −λn

 , (4.30)
C =


∇D1 · ∇ 0 . . . 0
0 ∇D2 · ∇ . . . 0
...
...
. . .
...
0 0 . . . ∇Dn · ∇

 . (4.31)
Die Gleichung wird in der folgenden Operatorenschreibweise angegeben:
∂tu = Au + Bu + Cu mit x ∈ Ω , (4.32)
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wobei die Anfangs- und Randbedingungen wie in der Gleichung (4.28) gegeben
sind. Die Unbekannten der Gleichungen sind mit u = (u1, . . . , uM)
T und mit ∂tu =
(∂tu1, . . . , ∂tuM)
T gegeben.
Die Operatorenschreibweise kann anschliessend verwendet werden um den Splitting-
Fehler zu ermitteln. Wir wollen uns dabei auf zwei Operatoren im nachfolgenden
beschra¨nken. Durch die Mehrfachanwendung des Operator-Splitting-Verfahrens mit
zwei Operatoren gelangt man zu der Aussage mit mehreren Operatoren, vgl. [61].
Man fu¨hrt die Umschreibung in zwei Operatoren anschliessend durch:
∂tu = (A + B)u + Cu = Aˆu + Bˆu mit x ∈ Ω , (4.33)
u = (0, . . . , 0)T mit x ∈ ∂Ω .
Es wird nun fu¨r die Gleichung (4.33) mit den Operatoren Aˆ und Bˆ der Splittingfehler
ermittelt.
Zur Bestimmung des Splitting-Fehlers wird die Kommutativita¨t der Operatoren Aˆ
und Bˆ u¨berpru¨ft:
Fu¨r den Operator Aˆ Bˆ erha¨lt man folgenden Ausdruck:
Aˆ Bˆ =


−v1 · ∇ − λ1 0 . . . 0
λ1 −v2 · ∇ − λ2 . . . 0
...
...
. . .
...
0 . . . λn−1 −vn · ∇ − λn


·


∇D1 · ∇ 0 . . . 0
0 ∇D2 · ∇ . . . 0
...
...
. . .
...
0 . . . . . . ∇Dn · ∇


=


(−v1 · ∇ − λ1)(∇D1 · ∇) 0
λ1(∇D1 · ∇) (−v2 · ∇ − λ2)(∇D2 · ∇)
...
...
0 . . .
. . . 0
. . . 0
. . .
...
λn−1(∇Dn−1 · ∇) (−vn · ∇ − λn)(∇Dn · ∇)

 .
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Desweiteren gilt fu¨r den Operator Bˆ Aˆ :
Bˆ Aˆ =


∇D1 · ∇ 0 . . . 0
0 ∇D2 · ∇ . . . 0
...
...
. . .
...
0 . . . . . . ∇Dn · ∇


·


−v1 · ∇ − λ1 0 . . . 0
λ1 −v2 · ∇ − λ2 . . . 0
...
...
. . .
...
0 . . . λn−1 −vn · ∇ − λn


=


(∇D1 · ∇)(−v1 · ∇ − λ1) 0
(∇D2 · ∇)λ1 (∇D2 · ∇)(−v2 · ∇ − λ2)
...
...
0 . . .
. . . 0
. . . 0
. . .
...
(∇Dn · ∇)λn−1 (∇Dn · ∇)(−vn · ∇ − λn)

 .
Damit erha¨lt man AˆBˆ 6= BˆAˆ, aufgrund der Ungleichheit der Terme λi−1∇Di−1 ·∇ 6=
λi−1∇Di ·∇ fu¨r i = 1, . . . , M . Die Operatoren Aˆ und Bˆ kommutieren nicht und man
erha¨lt einen Splitting-Fehler von O(τ).
Falls die Operatoren Aˆ und Bˆ kommutieren, hat man einen Splitting-Fehler von 0.
Dies wird erreicht fu¨r den Fall Di−1 = Di, dies bedeutet aber die Gleichheit von
Ri−1 = Ri, vgl. [88].
Somit hat man bei gleichen Retardierungsfaktoren den Splitting-Fehler 0.
Die gleiche Aussage gilt auch fu¨r die bisherigen Standard-Verfahren, die das Operator-
Splitting-Verfahren zwischen der Konvektions- und Reaktions-Gleichung benutzen.
Anschliessend werden die Ziele des Operator-Splitting-Verfahrens vorgestellt.
4.5 Bemerkungen zu den Operator-Splitting- Ver-
fahren
In dieser Arbeit hat man durch das Operator-Splitting-Verfahren die Ausgangsglei-
chung in Teilgleichungen untergliedert, fu¨r die jeweils Diskretisierungs-Verfahren von
zweiter Ordnung verwendet wurden.
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Die Fehlerordnung ist somit von der Ordnung O((∆x)2), wobei ∆x = xj+1 − xj die
Gitterweite ist. Aufgrund des Splitting-Verfahrens bei nichtkommutierenden Ope-
ratoren hat man einen Fehler von O(τ) bei Splitting-Verfahren von erster Ordnung
oder einen Fehler von O(τ 2) bei Splitting-Verfahren von zweiter Ordnung.
Bei konvektions-dominanten Gleichungen zeigen die Anwendungen, dass man auf-
grund der schwachen Kopplung, den Splitting-Fehler vernachla¨ssigen kann, vgl. [61].
Um den Splitting-Fehler der Konvektions-Reaktions-Gleichung zu eliminieren wird
eine analytische Lo¨sung fu¨r die eindimensionale Konvektions-Reaktions-Gleichung
hergeleitet.
Die Herleitung der analytischen Lo¨sung wird im na¨chsten Kapitel betrachtet.
Kapitel 5
Analytische Lo¨sungen fu¨r die
eindimensionale
Konvektions-Reaktions-Gleichung
In diesem Kapitel werden die analytischen Lo¨sungen fu¨r die eindimensionalen Kon-
vektions-Reaktions-Gleichungen mit unterschiedlichen Retardierungsfaktoren herge-
leitet.
Es werden die Herleitungen fu¨r allgemeine Parameterkombinationen und paarwei-
se gleiche Parameterkombinationen gezeigt. Anschliessend wird die Integration der
Lo¨sungen u¨ber ein Einheitsintervall erla¨utert.
5.1 Analytische Lo¨sungen fu¨r die Konvektions-
Reaktions-Gleichungen mit unterschiedlichen
Retardierungsfaktoren
Die analytischen Lo¨sungen der Konvektions-Reaktions-Gleichungen mit unterschied-
lichen Retardierungsfaktoren und fu¨r stu¨ckweise lineare Anfangsbedingungen wer-
den in diesem Abschnitt neu entwickelt.
Die bisherigen aus der Literatur bekannten analytischen Lo¨sungen, vgl. [43], [65],
[30] konnten dabei nicht verwendet werden, da sie keine analytischen Lo¨sungen fu¨r
stu¨ckweise lineare Anfangsbedingungen und unterschiedliche Retardierungsfaktoren
enthalten.
Die neu entwickelten analytischen Lo¨sungen konnten in ein numerisches Verfahren
eingebettet werden und dadurch verbesserte Lo¨sungen der Konvektions-Reaktions-
Gleichungen erreichen, vgl. Kapitel 3.
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Fu¨r die Herleitung der analytischen Lo¨sungen wurde die Laplace-Transformation,
nachfolgend auch Laplace-Verfahren genannt, verwendet. Diese Methode geho¨rt zu
den Integraltransformationen und verwendet die Funktion exp(−sx) als Kernfunk-
tion, vgl. [23].
Fu¨r die Transformation in den Laplaceraum wird folgende Formel verwendet:
Definition 5.1 Die Laplacetransformation L ist definiert mit:
fˆ(s) = L(f(x)) :=
∫ ∞
0
f(x) exp(−sx)dx . (5.1)
Die Laplacetransformation L ordnet der Funktion f(x) die Laplacetransformierte
fˆ(s) zu. Die Funktion f(x) ist in dem Wertebereich 0 ≤ x < ∞ definiert. Die
Laplacetransformierte fˆ(s) ist in dem Wertebereich 0 < s < ∞ definiert.
Eine wichtige Eigenschaft ist die Transformation der partiellen Differentialgleichun-
gen von 1. Ordnung in gewo¨hnliche Differentialgleichungen. Dadurch kann man
die bekannten Lo¨sungsmethoden fu¨r gewo¨hnliche Differentialgleichungen verwen-
den, insbesondere die Standardwerke, vgl. [67]. Die Lo¨sungen ko¨nnen fu¨r die von
uns beno¨tigten gewo¨hnlichen Differentialgleichungen analytisch angegeben werden,
vgl. [29] und [5]. Die daran anschliessende Ru¨cktransformation, auch inverse Laplace-
transformation genannt, in den Lo¨sungsraum kann fu¨r vorbereitete Standardfunk-
tionen analytisch erreicht werden, vgl. [1] und [12].
Das Verfahren wird anschliessend fu¨r die Lo¨sungen der Konvektions-Reaktions-
Gleichungen mit unterschiedlichen Retardierungsfaktoren verwendet.
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5.1.1 Anwendung der Laplace-Transformation
Im folgenden werden die Schritte zur Herleitung der analytischen Lo¨sung fu¨r die
Konvektions-Reaktions-Gleichung mit Hilfe der Laplacetransformation als Lo¨sungs-
verfahren in der Abbildung 5.1 gezeigt.
Konvektions−Reaktions−Gleichung
(Partielle Differentialgleichung
von 1. Ordnung )
  
Laplacetransformation
Rücktransformation
Anfangsbedingungen der PDGL    
Anfangsbedingungen der GDGL       
Lösung der PDGL
von 1. Ordnung
Basislösung der GDGL 
(spezielle Lösung)
mit verschiedenen Parametern          +
+
(inverse Laplacetransformation)
(allgemeine Lösung) oder 
mit gleichen Parametern
Abbildung 5.1: Lo¨sungsmethode fu¨r die Konvektions-Reaktions-Gleichung.
Die Gleichung fu¨r das Lo¨sungsverfahren, vgl. Kapitel 3, ist angegeben mit:
∂ui
∂t
+ vi
∂ui
∂x
= − λi ui + λi−1 ui−1 , (5.2)
mit i = 1, . . . , M , λ0 = 0.0 ,
ui(0, t) = 0.0 , mit i = 1, . . . , M ,
u1(x, 0) =
{
ax + b 0 ≤ x ≤ 1
0 sonst
,
ui(x, 0) = 0.0 , mit 0 ≤ x und i = 2, . . . , M .
Die Unbekannte der Gleichung ist ui = ui(x, t), wobei t ≥ 0 und x ≥ 0 ist. Alle
Parameter der Gleichungen sind konstant und fu¨r folgende Bereiche angegeben:
Bei den Geschwindigkeiten beschra¨nken wir uns auf den Fall vi > 0 , analog kann der
Fall vi < 0 betrachtet werden. Die Zerfallsfaktoren sind λi > 0 fu¨r i = 1, . . . , M − 1
und λM ≥ 0. Die Parameter der Anfangsbedingung u1(x, 0) sind mit a, b ∈ IR
angegeben. Es ist M die Anzahl der Komponenten.
Im na¨chsten Schritt wird die Transformation der Gleichung (5.2) in den Laplace-
raum vorgenommen. Die Gleichung und die Anfangsbedingungen werden mit Hilfe
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der Laplacetransformation umgeformt, vgl. [1]. Die Variable des Raums x wird als
Transformationsvariable hergenommen und die Variable im Laplaceraum ist s.
Folgende Transformationen gelten fu¨r die Unbekannte der Gleichung ui(x, t), die
auch als Lo¨sung der Gleichung (5.2) bezeichnet wird.
Die Unbekannte ui(x, t) wird nach Definition 5.1 transformiert in :
L(ui(x, t)) = uˆi(s, t) , mit i = 1, . . . , M , (5.3)
wobei L der Transformationsoperator der Laplacetransformation und uˆi(s, t) die La-
placetransformierte ist, vgl. [65].
Die Ableitung von ui(x, t) wird nach Definition 5.1 mit Verwendung der Randbe-
dingung ui(0, t) = 0.0 transformiert in:
L
(
∂ui(x, t)
∂x
)
= s uˆi(s, t) , mit i = 1, . . . , M . (5.4)
Man setzt die Transformationen (5.3) und (5.4) in die Gleichung (5.2) ein und erha¨lt
ein System von linearen gewo¨hnlichen Differentialgleichungen von erster Ordnung,
vgl. [43] :
∂uˆi(s, t)
∂t
= −(λi + s vi) uˆi(s, t) + λi−1 uˆi−1(s, t) , (5.5)
mit i = 1, . . . , M und λ0 = 0.0 ,
uˆ1(s, 0) = (
a
s2
+
b
s
)(1− exp(−s))−
a
s
exp(−s) ,
uˆi(s, 0) = 0.0 , mit i = 2, . . . , M .
Falls keine weiteren Voraussetzungen angegeben sind, ist der Definitionsbereich fu¨r
i mit i = 2, . . . , M , fu¨r j mit j = 1, . . . , i und fu¨r k mit k = 1, . . . , i, wobei k 6= j,
angegeben.
Eine explizite Lo¨sung der Gleichung (5.5) wurde in der Arbeit [43] hergeleitet. Diese
Arbeit wird verwendet um folgende Lo¨sungen der gewo¨hnlichen Differentialgleichung
(5.5) zu erhalten:
uˆ1(s, t) = uˆ1(s, 0) exp(−(λ1 + sv1)t) , (5.6)
uˆi(s, t) = uˆ1(s, 0) Λi(
i∑
j=1
exp(−(λj + svj)t)
( i∏
k=1
k 6=j
1
s(vk − vj) + (λk − λj)
))
. (5.7)
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Der Faktor Λi ist definiert als:
Λi :=
( i−1∏
j=1
λj
)
. (5.8)
Fu¨r die weiteren Betrachtungen gilt s(vk−vj)+(λk−λj) 6= 0 . Der Fall mit gleichen
Parametern wird spa¨ter in Kapitel 5.1.4 betrachtet.
Die laplacetransformierte Gleichung (5.6) wird anschliessend fu¨r die Ru¨cktransfor-
mation in den Lo¨sungsraum der Ausgangsgleichung (5.2), vorbereitet, vgl. [65].
Dazu werden folgende Gleichungsterme aus Gleichung (5.6) mit der Partialbruch-
zerlegung umgeformt:
i∏
k=1
k 6=j
1
s(vk − vj) + (λk − λj)
=
i∏
k=1
k 6=j
1
λk − λj
λk−λj
vk−vj
s +
λk−λj
vk−vj
= Λj,i
i∏
k=1
k 6=j
λjk
s + λjk
= Λj,i
i∑
k=1
k 6=j
( i∏
l=1
l6=k
l6=j
λjl
λjl − λjk
)
λjk
s + λjk
= Λj,i
i∑
k=1
k 6=j
Λjk,i
λjk
s + λjk
, (5.9)
wobei die Faktoren Λj,i und Λjk,i anschliessend definiert sind als:
Λj,i :=
( i∏
k=1
k 6=j
1
λk − λj
)
, (5.10)
Λjk,i :=
( i∏
l=1
l6=k
l6=j
λjl
λjl − λjk
)
, λjk :=
λj − λk
vj − vk
= λkj . (5.11)
Fu¨r die anschliessende Herleitung der Lo¨sung gilt:
1. λj 6= λk ∀j, k = 1, . . . , M, falls j 6= k.
2. vj 6= vk ∀j, k = 1, . . . , M, falls j 6= k.
3. λjk 6= λjl ∀j, k, l = 1, . . . , M, falls j 6= k ∧ j 6= l ∧ k 6= l.
(5.12)
Die Fa¨lle mit paarweise gleichen Parametern, werden in Kapitel 5.1.4 betrachet.
Diese Lo¨sungen wollen wir spa¨ter spezielle Lo¨sungen nennen.
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Unter Verwendung der Partialbruchzerlegung aus Gleichung (5.9) la¨sst sich die Glei-
chung (5.6) fu¨r die Ru¨cktransformation schreiben als:
uˆ1 = uˆ1(s, 0) exp(−(λ1 + sv1)t) , (5.13)
uˆi = uˆ1(s, 0) Λi
( i∑
j=1
Λj,i exp(−(λj + svj)t)
i∑
k=1
k 6=j
Λjk,i
λjk
s + λjk
)
, (5.14)
Fu¨r die Ru¨cktransformation der Gleichungen (5.13) und (5.14) in den Lo¨sungsraum
werden die vorbereiteten analytisch ru¨cktransformierbaren Funktionen aus den Ar-
beiten [1] und [12] verwendet.
Damit kann die Lo¨sung der Konvektions-Reaktions-Gleichung (5.2) mit unterschied-
lichen Retardierungsfaktoren und paarweise verschiedenen Parametern, nachfolgend
angegeben werden.
u1(x, t) = exp(−λ1t)


0 0 ≤ x < v1t
a(x− v1t) + b v1t ≤ x < v1t + 1
0 v1t + 1 ≤ x
, (5.15)
ui(x, t) = Λi

 i∑
j=1
exp(−λjt)Λj,i
i∑
k=1
k 6=j
Λjk,iAjk

 , (5.16)
Ajk =


0 0 ≤ x < vjt
a(x− vjt)
+(b− a
λjk
)(1− exp(−λjk(x− vjt))) vjt ≤ x < vjt + 1
(b− a
λjk
+ a) exp(−λjk(x− vjt− 1))
−(b− a
λjk
) exp(−λjk(x− vjt)) vjt + 1 ≤ x
. (5.17)
Bei der weiteren Untersuchung der Lo¨sung (5.16) erkennt man den Nachteil der
bisherigen Intervallschreibweise. Wie man richtig schliesst, ist die Lo¨sung 0 fu¨r die
Werte x ≤ maxj=1,...,M{vjt + 1}, d.h. ausserhalb der Konzentrationsbereiche. In der
obigen Schreibweise muss durch Elimination der Wert 0.0 berechnet werden. Dabei
kann es zu numerischen Instabilita¨ten kommen, vgl. Abbildung 5.2.
Aufgrund dieser Instabilita¨ten wird nachfolgend eine verbesserte Intervallschreib-
weise eingefu¨hrt, die solche Auslo¨schungen beru¨cksichtigen.
Die verbesserte Intervallschreibweise ist angegeben mit:
ui(x, t) = Λi
i∑
j=1
(
Lj,i +
i∑
k>j


Mjk,i vj < vk
Mkj,i vk < vj
0 sonst
)
, (5.18)
mit i = 2, . . . , M .
KAPITEL 5. ANALYTISCHE LO¨SUNG 52
0
0.02
0.04
0.06
0.08
0.1
0.12
1 2 3 4 5
x
Abbildung 5.2: Numerische Instabilita¨ten der analytischen Lo¨sungen fu¨r die vierte
Komponente, die mit Gleichung (5.16) gerechnet wurde.
wobei fu¨r die Faktoren Lj,i und Mjk,i gilt:
Lj,i :=


exp(−λjt) Λj,i
(
a(x− vjt) + b
−a
∑i
k=1
k 6=j
1
λjk
)
vjt ≤ x ≤ vjt + 1
0 sonst
, (5.19)
Mjk,i :=


Λj,i Λjk,i gjk vjt ≤ x ≤ vkt
Λj,i Λjk,i hjk vjt + 1 ≤ x ≤ vkt + 1
0 sonst
, (5.20)
und fu¨r die Faktoren gjk und hjk gilt:
gjk := −(b−
a
λjk
) exp(−λjt) exp(−λjk(x− vjt)) , (5.21)
hjk := (b−
a
λjk
+ a) exp(−λjt) exp(−λjk(x− vjt− 1)) . (5.22)
Die Umformungen von der Gleichung (5.16) zur Gleichung (5.18) wird nachfolgend
hergeleitet.
Es kann die Gleichung (5.16) umgeschrieben werden in:
ui(x, t) = Λi
i∑
j=1
exp(−λjt)Λj,i
i∑
k=1
k 6=j
Λjk,iAjk (5.23)
= Λi
i∑
j=1
(
Cj,i +
i∑
k>j
(Bjk,i + Bkj,i)
)
. (5.24)
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Die Faktoren Cj,i sind definiert mit:
Cj,i :=


∑i
k=1
k 6=j
Λj,iΛjk,ifjk vjt ≤ x ≤ vjt + 1
0 sonst
, (5.25)
wobei der Faktor fjk definiert ist mit:
fjk := (a(x− vjt) + (b−
a
λjk
)) exp(−λjt) . (5.26)
Die Faktoren Bjk,i sind definiert mit:
Bjk,i := Λj,iΛjk,i


gjk vjt ≤ x ≤ vjt + 1
gjk + hjk vjt + 1 ≤ x
0 sonst
, (5.27)
wobei die Faktoren gjk und hjk definiert sind in (5.21) und (5.22). Der Faktor Bkj,i
wird durch Vertauschen von j und k vom Faktor Bjk,i bestimmt.
Im folgenden wird die Gleichheit zwischen (5.18) und (5.23) gezeigt. Dabei reicht es
die U¨bereinstimmung zwischen den Faktoren Cj,i und Lj,i, den Faktoren Bjk,i +Bkj,i
und Mjk,i fu¨r vj < vk bzw. Bjk,i + Bkj,i und Mkj,i fu¨r vk < vj zu zeigen.
Es wird folgende Gleichheit zwischen den Faktoren Cj,i und Lj,i gezeigt:
Cj,i =
i∑
k=1
k 6=j
exp(−λjt) Λj,iΛjk,i (a(x− vjt) + b− a
1
λjk
) (5.28)
= exp(−λjt) Λj,i
(
(a(x− vjt) + b)
i∑
k=1
k 6=j
Λjk,i − a
i∑
k=1
k 6=j
Λjk,i
1
λjk
)
= exp(−λjt) Λj,i
(
(a(x− vjt) + b)− a
i∑
k=1
k 6=j
1
λjk
)
= Lj,i ,
wobei die Faktor Lj,i und Cj,i auf dem Intervall vjt ≤ x ≤ vjt + 1 definiert sind
und ausserhalb 0 sind. Als Voraussetzung wurde fu¨r die Faktoren Λjk,i folgende
Gleichheit verwendet :
i∑
k=1
k 6=j
Λjk,i = 1 , (5.29)
i∑
k=1
k 6=j
Λjk,i
1
λjk
=
i∑
k=1
k 6=j
1
λjk
. (5.30)
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Der Beweis von Gleichungen (5.29) und (5.30) kann mit vollsta¨ndiger Induktion
durchgefu¨hrt werden.
Mit einer weiteren Gleichheit kann nun die U¨bereinstimmung zwischen den Faktoren
Bjk,i +Bkj,i und Mjk,i gezeigt werden. Es soll der Fall vj < vk gezeigt werden, analog
kann der Fall vk < vj durch Vertauschen der Indizes gezeigt werden.
Es gilt fu¨r den Fall vjt < vkt :
Bjk,i + Bkj,i = (5.31)
= Λj,iΛjk,i


gjk vjt ≤ x ≤ vjt + 1
gjk + hjk vjt + 1 ≤ x
0 sonst
+ Λk,iΛkj,i


gkj vkt ≤ x ≤ vkt + 1
gkj + hkj vkt + 1 ≤ x
0 sonst
=


Λj,iΛjk,igjk vjt ≤ x ≤ vkt
Λj,iΛjk,igjk + Λk,iΛkj,igkj vkt ≤ x ≤ vjt + 1
Λj,iΛjk,i(gjk + hjk) + Λk,iΛkj,igkj vjt + 1 ≤ x ≤ vkt + 1
Λj,iΛjk,i(gjk + hjk) + Λk,iΛkj,i(gkj + hkj) vkt + 1 < x
0 sonst
(5.32)
=


Λj,iΛjk,igjk vjt ≤ x ≤ vkt
Λj,iΛjk,ihjk vjt + 1 ≤ x ≤ vkt + 1
0 sonst
(5.33)
= Mjk,i .
Das gleiche Ergebnis wird fu¨r den Fall vjt + 1 < vkt erreicht. Es wurden dabei zur
Vereinfachung von Gleichung (5.32) nach Gleichung (5.33) folgende Voraussetzungen
verwendet:
Λj,iΛjk,i gjk + Λk,iΛkj,i gkj = 0 mit vjt ≤ x ∧ vkt ≤ x ,
Λj,iΛjk,i hjk + Λk,iΛkj,i hkj = 0 mit vjt + 1 ≤ x ∧ vkt + 1 ≤ x .
(5.34)
Fu¨r die Gleichheit der Gleichung (5.34) werden folgende Voraussetzungen beno¨tigt
und anschliessend bewiesen:
gjk = gkj mit vjt ≤ x ≤ vi + 1 ∧ vkt ≤ x ≤ vkt + 1 ,
hjk = hkj mit vjt + 1 ≤ x ∧ vkt + 1 ≤ x ,
(5.35)
und
Λj,iΛjk,i + Λk,iΛkj,i = 0 , (5.36)
mit j, k = 1, . . . , i und j 6= k,
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Die Gleichheit von (5.35) beweist man durch:
gjk = −(b−
a
λjk
) exp(−λjt) exp(−λjk(x− vjt)) (5.37)
= −(b−
a
λkj
) exp(−λkt) exp(−λkj(x− vkt)) = gkj ,
dabei verwendet man die Symmetrie von λjk = λkj und die Gleichheit von:
exp(−λjt) exp(−λjk(x¯− vjt)) = exp(−λkt) exp(−λkj(x¯− vkt)) , (5.38)
wobei x¯ = x oder x¯ = x− 1 ist.
Die Gleichheit (5.38) kann durch Nachrechnen gezeigt werden. Dabei reicht es die
Gleichheit der Exponenten zu zeigen.
Die Gleichung (5.36) wird gezeigt mit:
Λj,i Λjk,i + Λk,i Λkj,i
=
1
λk − λj
(( i∏
l=1
l6=k
l6=j
1
λl − λj
λjl
λjl − λjk
)
−
( i∏
l=1
l6=k
l6=j
1
λl − λk
λkl
λkl − λkj
))
= 0 .
Es bleibt zu zeigen:
( i∏
l=1
l6=k
l6=j
1
λl − λj
λjl
λjl − λjk
)
=
( i∏
l=1
l6=k
l6=j
1
λl − λk
λkl
λkl − λkj
)
.
Es reicht die Gleichheit fu¨r jeden Term zu zeigen :
1
λl − λj
λjl
λjl − λjk
=
1
λl − λk
λkl
λkl − λkj
, (5.39)
wobei l = 1, . . . , i mit l 6= j und l 6= k ist. Die Gleichheit (5.39) wird durch Nach-
rechnen gezeigt.
Abschliessend ist damit die Gleichheit von Gleichung (5.18) und Gleichung (5.24)
gezeigt und die neue Schreibweise eingefu¨hrt.
Die Gleichung (5.18) wird anschliessend fu¨r 2 Komponenten betrachtet.
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5.1.2 Anwendung der analytischen Lo¨sungen fu¨r 2 Kompo-
nenten
Fu¨r 2 Komponenten erha¨lt man folgende Gleichung:
u2(x, t) = λ1
(
L1,2 + L2,2 +


M12,2 v1 < v2
M21,2 v2 < v1
0 sonst
)
, (5.40)
wobei λ1 6= λ2 und v1 6= v2 ist.
Die Faktoren der Gleichung (5.40) sind angegeben mit:
L1,2 =
{
exp(−λ1t)
1
λ2−λ1
(a(x− v1t) + b− a
1
λ12
) v1t ≤ x ≤ v1t + 1
0 sonst
,
L2,2 =
{
exp(−λ2t)
1
λ1−λ2
(a(x− v2t) + b− a
1
λ12
) v2t ≤ x ≤ v2t + 1
0 sonst
,
M12,2 =


exp(−λ1t)
1
λ2−λ1
(−b + a 1
λ12
)
· exp(−λ12(x− v1t)) v1t ≤ x ≤ v2t
exp(−λ1t)
1
λ2−λ1
(b− a 1
λ12
+ a)
· exp(−λ12(x− v1t− 1)) v1t + 1 ≤ x ≤ v2t + 1
0 sonst
,
M21,2 =


exp(−λ2t)
1
λ1−λ2
(−b + a 1
λ12
)
· exp(−λ12(x− v2t)) v2t ≤ x ≤ v1t
exp(−λ2t)
1
λ1−λ2
(b− a 1
λ12
+ a)
· exp(−λ12(x− v2t− 1)) v2t + 1 ≤ x ≤ v1t + 1
0 sonst
.
Anschliessend wird die Gleichung (5.18) fu¨r 3 Komponenten betrachtet.
KAPITEL 5. ANALYTISCHE LO¨SUNG 57
5.1.3 Anwendung der analytischen Lo¨sungen fu¨r 3 Kompo-
nenten
Fu¨r 3 Komponenten erha¨lt man folgende Gleichung:
u3(x, t) = λ1λ2
(
L1,3 + L2,3 + L3,3 +


M12,3 v1 < v2
M21,3 v2 < v1
0 sonst
(5.41)
+


M13,3 v1 < v3
M31,3 v3 < v1
0 sonst
+


M23,3 v2 < v3
M32,3 v3 < v2
0 sonst
)
,
wobei λ1 6= λ2 , λ1 6= λ3 , λ2 6= λ3 und v1 6= v2 , v1 6= v3 , v2 6= v3 ist.
Die Faktoren werden fu¨r die Gleichung (5.41) fu¨r den Fall v1 < v2 ∧ v1 < v3 ∧ v2 <
v3 angegeben.
L1,3 =


exp(−λ1t)
1
λ2−λ1
1
λ3−λ1
(a(x− v1t) + b− a(
1
λ12
+ 1
λ13
)) v1t ≤ x ≤ v1t + 1
0 sonst
,
L2,3 =


exp(−λ2t)
1
λ1−λ2
1
λ3−λ2
(a(x− v2t) + b− a(
1
λ12
+ 1
λ23
)) v2t ≤ x ≤ v2t + 1
0 sonst
,
L3,3 =


exp(−λ3t)
1
λ1−λ3
1
λ2−λ3
(a(x− v3t) + b− a(
1
λ13
+ 1
λ23
)) v3t ≤ x ≤ v3t + 1
0 sonst
,
M12,3 =
1
λ2 − λ1
1
λ3 − λ1
λ13
λ13 − λ12
·


exp(−λ1t)(−b + a
1
λ12
)
· exp(−λ12(x− v1t)) v1t ≤ x ≤ v2t
exp(−λ1t)(b− a
1
λ12
+ a)
· exp(−λ12(x− v1t− 1)) v1t + 1 ≤ x ≤ v2t + 1
0 sonst
,
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M13,3 =
1
λ2 − λ1
1
λ3 − λ1
λ12
λ12 − λ13
·


exp(−λ1t)(−b + a
1
λ13
)
· exp(−λ13(x− v1t)) v1t ≤ x ≤ v3t
exp(−λ1t)(b− a
1
λ13
+ a)
· exp(−λ13(x− v1t− 1)) v1t + 1 ≤ x ≤ v3t + 1
0 sonst
,
M23,3 =
1
λ1 − λ2
1
λ3 − λ2
λ12
λ12 − λ23
·


exp(−λ2t)(−b + a
1
λ23
)
· exp(−λ23(x− v2t)) v2t ≤ x ≤ v3t
exp(−λ2t)(b− a
1
λ23
+ a)
· exp(−λ23(x− v2t− 1)) v2t + 1 ≤ x ≤ v3t + 1
0 sonst
.
Anschliessend werden die analytischen Lo¨sungen, fu¨r paarweise gleiche Parameter
hergeleitet.
5.1.4 Spezialfa¨lle der analytischen Lo¨sungen
In diesem Abschnitt werden die analytischen Lo¨sungen fu¨r paarweise gleiche Para-
meterkombinationen entwickelt.
Die bisherigen Verfahren erzeugen bei paarweise gleichen Parametern singula¨re Stel-
len, deshalb wendet man folgendes Vorgehen zur Bestimmung der Lo¨sungen an.
Die paarweise gleichen Parameterkombinationen werden in dem Lo¨sungsschritt eli-
minert, in dem sie noch keine singula¨ren Stellen sind. Damit entfallen sie anschlies-
send als singula¨re Stellen in den nachfolgenden Lo¨sungsschritten.
Es werden die Indizes l und a(l) fu¨r die paarweise gleichen Parameter eingefu¨hrt, es
gilt dabei l < a(l).
Fu¨r die Lo¨sungen ko¨nnen fu¨r den Fall i < a(l) die bisherigen Lo¨sungen (5.16) ver-
wendet werden. Fu¨r den Fall i ≥ a(l) werden die nachfolgenden speziellen Lo¨sungen
verwendet.
Nachfolgend werden die Lo¨sungen fu¨r die paarweise gleichen Parameter hergeleitet.
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5.1.4.1 Spezialfa¨lle der analytischen Lo¨sungen fu¨r λl = λa(l)
Die paarweise gleichen Parameterkombinationen lassen sich in der Gleichung (5.7)
eliminieren und durch weitere Umformungen erha¨lt man folgende Gleichung:
uˆi(s, t) = uˆ1(s, 0) Λi (5.42)
·
(
exp(−(λl + svl)t)
1
s(va(l) − vl)
i∏
k=1
k 6=l
k 6=a(l)
1
s(vk − vl) + (λk − λl)
+ exp(−(λa(l) + sva(l))t)
1
s(vl − va(l))
i∏
k=1
k 6=a(l)
k 6=l
1
s(vk − va(l)) + (λk − λa(l))
+
i∑
j=1
j 6=l
j 6=a(l)
exp(−(λj + svj)t)
i∏
k=1
k 6=j
1
s(vk − vj) + (λk − λj)
)
.
Man fu¨hrt die Umformung mit der Gleichung (5.9) durch, die aus der Umschreibung
zu weiteren Produkttermen und der Partialbruchzerlegung besteht. Man erha¨lt fol-
gende Gleichung:
Fall : i = 2 und (l, a(l)) = (1, 2)
uˆ2 = uˆ1(s, 0) λ1 (5.43)
·
(
exp(−(λ1 + v1s)t)
1
v2 − v1
1
s
+ exp(−(λ2 + v2s)t)
1
v1 − v2
1
s
)
.
Fall: i = 3, . . . , M
uˆi = uˆ1(s, 0) Λi (5.44)
·

exp(−(λl + vls)t) 1va(l) − vl Λl,a(l),i
1
s
i∑
k=1
k 6=l
k 6=a(l)
Λlk,a(l),i
λlk
s + λlk
+ exp(−(λa(l) + va(l)s)t)
1
vl − va(l)
Λa(l),l,i
1
s
i∑
k=1
k 6=a(l)
k 6=l
Λa(l)k,l,i
λa(l)k
s + λa(l)k
+
i∑
j=1
j 6=l
j 6=a(l)
exp(−(λj + vjs)t)Λj,i
i∑
k=1
k 6=j
Λjk,i
λjk
s + λjk

 ,
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wobei die Faktoren Λi, Λj,i und Λjk,i in den Gleichungen (5.8), (5.10) und (5.11)
definiert sind und die Faktoren Λl,a(l),i, Λa(l),l,i, Λlk,a(l),i und Λa(l)k,l,i werden definiert
mit:
Λl,a(l),i =
i∏
k=1
k 6=l
k 6=a(l)
1
λk − λl
, Λa(l),l,i =
i∏
k=1
k 6=a(l)
k 6=l
1
λk − λa(l)
, (5.45)
Λlk,a(l),i =
i∏
n=1
n6=k
n6=l
n6=a(l)
λln
λln − λlk
, Λa(l)k,l,i =
i∏
n=1
n6=k
n6=a(l)
n6=l
λa(l)n
λa(l)n − λa(l)k
. (5.46)
Es wird die Ru¨cktransformation vorgenommen unter Verwendung der analytisch
ru¨cktransformierbaren Funktionen im Anhang (A.2) :
Fall: i = 3, . . . , M
ui = Λi
·
(
1
va(l) − vl
exp(−λlt)Λl,a(l),i
i∑
k=1
k 6=l
k 6=a(l)
Λlk,a(l),i(αl −
Alk
λlk
)
+
1
vl − va(l)
exp(−λa(l)t)Λa(l),l,i
i∑
k=1
k 6=a(l)
k 6=l
Λa(l)k,l,i(αa(l) −
Aa(l)k
λa(l)k
)
+
i∑
j=1
j 6=l
j 6=a(l)
exp(−λjt)Λj,i
i∑
k=1
k 6=j
Λjk,iAjk
)
. (5.47)
Es kann eine weitere Vereinfachung durch Herausziehen der Faktoren αl und αa(l)
in der Gleichung (5.47) erreicht werden und man erha¨lt die Lo¨sungen:
Fall : i = 2 und (l, a(l)) = (1, 2)
u2 = λ1 exp(−λ1t)
(
1
v2 − v1
α1 +
1
v1 − v2
α2
)
. (5.48)
Fall: i = 3, . . . , M
ui = Λi (5.49)
·
(
1
va(l) − vl
exp(−λlt)Λl,a(l),i
(
αl −
i∑
k=1
k 6=l
k 6=a(l)
Λlk,a(l),i
Alk
λlk
)
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+
1
vl − va(l)
exp(−λa(l)t)Λa(l),l,i
(
αa(l) −
i∑
k=1
k 6=a(l)
k 6=l
Λa(l)k,l,i
Aa(l)k
λa(l)k
)
+
i∑
j=1
j 6=l
j 6=a(l)
exp(−λjt)Λj,i
i∑
k=1
k 6=j
Λjk,iAjk
)
,
wobei folgende Gleichung zur Umformung verwendet wurde:
i∑
k=1
k 6=l
k 6=a(l)
Λlk,a(l),i = 1 , (5.50)
die Gleichheit kann durch vollsta¨ndige Induktion gezeigt werden.
In Gleichung (5.48) und (5.49) sind folgende Faktoren verwendet worden:
Die Faktoren Ajk, Alk und Aa(l)k sind in der Gleichung (5.17) definiert, wobei man
fu¨r die Terme Alk bzw. Aa(l)k den Index j durch l bzw. j durch a(l) ersetzt. Die
Faktoren αl sind in der nachfolgenden Gleichung (5.51) definiert:
αl =


0 0 ≤ x < vlt
a (x−vlt)
2
2
+ b(x− vlt) vlt ≤ x < vlt + 1
a1
2
+ b vlt + 1 ≤ x
, (5.51)
analog ist αa(l) definiert, dabei ersetzt man l durch a(l).
Anschliessend wird aufgrund der ungu¨nstigen Intervallschreibweise der Lo¨sungen
(5.47) und (5.48), die wegen der rechnerischen Auslo¨schung an den Intervallgren-
zen maxl=1,...,i{vl + 1} ≤ x Unstabilita¨ten erzeugen, eine neue Intervallschreibweise
hergeleitet.
Die neue Intervallschreibweise la¨sst sich wie folgt einfu¨hren:
Fall : i = 2 und (l, a(l)) = (1, 2)
u2(x, t) = λ1


N1,2,2 v1 < v2
N2,1,2 v2 < v1
0 sonst
. (5.52)
Fall : i = 3, . . . , M
ui(x, t) =
i−1∏
j=1
λj
(
i∑
j=1
j 6=l
j 6=a(l)
Lj,i +
i∑
j=1
i∑
k>j
(j,k)6=(l,a(l))


Mjk,i vj < vk
Mkj,i vk < vj
0 sonst
(5.53)
KAPITEL 5. ANALYTISCHE LO¨SUNG 62
+ Pl,i + Pa(l),i +


Nl,a(l),i vl < va(l)
Na(l),l,i va(l) < vl
0 sonst
)
.
Dabei sind die Faktoren Lj,i, Mjk,i und Mkj,i in der Gleichung (5.19) und (5.20)
angegeben.
Die Faktoren Pl,i , Pa(l),i , Nl,a(l),i und Na(l),l,i sind nachfolgend angegeben:
Pl,i = − exp(−λlt)
1
va(l) − vl
Λl,i
{
cl,i vlt ≤ x ≤ vlt + 1
0 sonst
, (5.54)
wobei der Faktor cl,i angegeben ist mit:
cl,i = (a(x− vlt) + b)
i∑
k=1
k 6=l
k 6=a(l)
1
λlk
− a
i∑
k=1
k 6=l
k 6=a(l)
( 1
λlk
i∑
n≥k
n6=l
n6=a(l)
1
λln
)
, (5.55)
analog wird der Faktor ca(l) durch das Vertauschen der Indizes l und a(l) ermittelt.
Ebenso wird der Faktor Pa(l),i ermittelt durch das Vertauschen der Indizes l und a(l)
in der Gleichung (5.54).
Fu¨r den Faktor Nl,a(l),i wird folgende Gleichung (5.56) definiert, analog wird der
Faktor Na(l),l,i durch Vertauschen der Indizes l durch a(l) ermittelt:
Nl,a(l),i =
1
va(l) − vl
exp(−λlt)Λl,i (5.56)
(

dl vlt ≤ x ≤ vlt + 1
e vlt + 1 ≤ x ≤ va(l)t + 1
0 sonst
−
{
da(l) va(l)t ≤ x ≤ va(l)t + 1
0 sonst
)
,
wobei die Gleichheit von Λl,i = Λa(l),i fu¨r die Vereinfachung eingesetzt wurde. Die
Faktoren dl, e ergeben sich mit:
dl = a
(x− vlt)
2
2
+ b(x− vlt) , (5.57)
e = a
1
2
+ b , (5.58)
wobei der Faktor da(l) durch Ersetzen von l durch a(l) in der Gleichung (5.57) er-
mittelt wird.
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Die Umschreibung von der Gleichung (5.47) zu der Gleichungen (5.53) wird an-
schliessend betrachtet.
Es wird die Gleichung (5.47) anschliessend umgeformt in Gleichung (5.60) und da-
nach die Umformung zur Gleichung (5.53) vorgenommen.
Es gilt:
ui(x, t) = Λi
(
1
va(l) − vl
exp(−λlt)Λl,a(l),i
i∑
k=1
k 6=l
k 6=a(l)
Λlk,a(l),i(αl −
Alk
λlk
) (5.59)
+
1
vl − va(l)
exp(−λa(l)t)Λa(l),l,i
i∑
k=1
k 6=a(l)
k 6=l
Λa(l)k,l,i(αa(l) −
Aa(l)k
λa(l)k
)
+
i∑
j=1
j 6=l
j 6=a(l)
exp(−λjt)Λj,i
i∑
k=1
k 6=j
Λjk,iAjk
)
= Λi
( i∑
j=1
j 6=l
j 6=a(l)
Cj,i +
i∑
j=1
i∑
k>j
(j,k)6=(l,a(l))
(B˜jk,i + B˜kj,i) (5.60)
+ Dl,i + Da(l),i + El,i + Ea(l),i
)
,
wobei der Faktor Cj,i in der Gleichung (5.25) angegeben ist. B˜jk,i ist angegeben mit:
B˜jk,i =


Bjk,i j 6= {l, a(l)}
Blk,i j = l
Ba(l)k,i j = a(l)
,
Die Faktoren Bjk,i mit j = 1, . . . , i und j 6= l, j 6= a(l) sind angegeben in Gleichung
(5.27). Fu¨r die speziellen Faktoren mit Blk,i hat man folgende Schreibweise:
Blk,i = Λl,a(l),i Λlk,a(l),i


glk vlt ≤ x < vlt + L
glk + hlk vlt + L ≤ x
0 sonst
,
Der Faktor Ba(l)k,i ist durch die Ersetzung von l durch a(l) angegeben. Die Faktoren
flk, glk und hlk sind in den Gleichungen (5.26), (5.21) und (5.22) angegeben, dabei
wird der Index j durch l ersetzt.
Der Faktor Dl,i ist angegeben mit:
Dl,i = −
1
va(l) − vl
exp(−λlt)Λl,a(l),i
i∑
k=1
k 6=l
k 6=a(l)
Λlk,a(l),i
flk
λlk
. (5.61)
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Der Faktor El,i ist angegeben mit:
El,i =
1
va(l) − vl
exp(−λlt)Λl,a(l),i
i∑
k=1
k 6=l
k 6=a(l)
Λlk,a(l),i αl . (5.62)
Anschliessend wird die Gleichheit von Gleichung (5.59) und (5.60) gezeigt.
Es reicht die Gleichheit von Cj,i und Lj,i , B˜jk,i+B˜kj,i und Mjk,i fu¨r den Fall vj < vk,
sowie fu¨r Dl,i und Pl,i und fu¨r El,i+Ea(l),i und Nl,a(l),i fu¨r den Fall vl < va(l) zu zeigen.
Die Gleichheit zwischen den Termen Cj,i und Lj,i wurde in (5.28) gezeigt.
Bei der Gleichheit B˜jk,i + B˜kj,i und Mjk,i bzw. fu¨r B˜jk,i + B˜kj,i und Mkj,i reicht es die
Gleichheit der Faktoren Blk,i +Bkl,i und Mlk,i nachzuweisen, fu¨r die anderen Indizes
kann die Gleichheit in (5.31) verwendet werden.
Es gilt fu¨r den Fall vlt < vkt:
Blk,i + Bkl,i = (5.63)
= −
1
va(l) − vl
1
λlk
Λl,a(l),iΛlk,a(l),i


glk vlt ≤ x ≤ vlt + 1
glk + hlk vlt + 1 ≤ x
0 sonst
(5.64)
+ Λk,iΛkl,i


gkl vkt ≤ x ≤ vkt + 1
gkl + hkl vkt + 1 ≤ x
0 sonst
= −
1
va(l) − vl
1
λlk
Λl,a(l),iΛlk,a(l),i


glk vlt ≤ x ≤ vkt
hlk vlt + 1 ≤ x ≤ vkt + 1
0 sonst
(5.65)
= Mlk,i ,
wobei der Fall vlt + 1 < vkt analog gezeigt werden kann und ebenfalls zum Faktor
Mlk,i fu¨hrt.
Der Fall vk < vl wird analog gezeigt.
Die Gleichheit von (5.64) auf (5.65) wird mit folgender Gleichung (5.66) gezeigt und
der Eigenschaft (5.35).
Es gilt die Gleichheit:
−
1
va(l) − vl
1
λlk
Λl,a(l),iΛlk,a(l),i + Λk,iΛkl,i = 0 . (5.66)
Dies kann durch Nachrechnen gezeigt werden, der Beweis ist analog in Gleichung
(5.39) aufgefu¨hrt.
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Anschliessend wird der Faktor Dl,i in den Faktor Pl,i umgeformt.
Es gilt:
Dl,i = −
1
va(l) − vl
exp(−λlt)Λl,a(l),i
i∑
k=1
k 6=l
k 6=a(l)
Λlk,a(l),i
flk
λlk
(5.67)
= −
1
va(l) − vl
exp(−λlt)Λl,a(l),i
i∑
k=1
k 6=l
k 6=a(l)
Λlk,a(l),i
1
λlk
(5.68)
·(a(x− vlt) + b− a
1
λlk
)
= −
1
va(l) − vl
exp(−λlt)Λl,a(l),i (5.69)
·
(
(a(x− vlt) + b)
i∑
k=1
k 6=l
k 6=a(l)
1
λlk
− a
i∑
k=1
k 6=l
k 6=a(l)
( 1
λlk
i∑
n≥k
n6=l
n6=a(l)
1
λln
))
= Pl,i , (5.70)
wobei die Faktoren im Intervall vlt ≤ x ≤ vlt + 1 definiert und sonst 0 sind. Die
Gleichheit von (5.68) zu (5.69) wird mit folgender Aussage gezeigt:
i∑
k=1
k 6=l
k 6=a(l)
Λlk,a(l),i
1
λlk
=
i∑
k=1
k 6=l
k 6=a(l)
1
λlk
, (5.71)
i∑
k=1
k 6=l
k 6=a(l)
Λlk,a(l),i
1
λ2lk
=
i∑
k=1
k 6=l
k 6=a(l)
(
1
λlk
i∑
n≥k
n6=l
n6=a(l)
1
λln
) . (5.72)
Der Beweis kann mit vollsta¨ndiger Induktion gezeigt werden.
Es wird nun die Gleichheit zwischen den Faktoren El,i + Ea(l),i und Nl,a(l),i gezeigt.
Es gilt:
El,i + Ea(l),i = (5.73)
=
1
va(l) − vl
exp(−λlt)
i∑
k=1
k 6=l
k 6=a(l)
(
Λl,iΛlk,a(l),i


dl vlt ≤ x ≤ vlt + 1
e vlt + 1 ≤ x
0 sonst
−Λa(l),iΛa(l)k,l,i


da(l) va(l)t ≤ x ≤ va(l)t + 1
e va(l)t + 1 ≤ x
0 sonst
)
(5.74)
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=
1
va(l) − vl
exp(−λlt)
(

dl vlt ≤ x ≤ vlt + 1
e vlt + 1 ≤ x
0 sonst
−


da(l) va(l)t ≤ x ≤ va(l)t + 1
e va(l)t + 1 ≤ x
0 sonst
)
(5.75)
= Nl,a(l),i . (5.76)
Die Umformung von Gleichung (5.75) nach (5.76) wird durch Umschreiben der In-
tervalle erreicht, dabei eliminiert man den Faktor e. Analog kann der Fall va(l) < vl
durch Vertauschung der Indizes l und a(l) betrachtet werden.
Damit ist die Gleichheit zu der vereinfachten Intervallschreibweise gezeigt.
Anschliessend wird die Lo¨sung fu¨r den Spezialfall vl = va(l) hergeleitet.
5.1.4.2 Spezialfa¨lle der analytischen Lo¨sungen fu¨r vl = va(l)
Die paarweise gleichen Parameterkombinationen vl und va(l) lassen sich in der Glei-
chung (5.7) durch Einsetzen eliminieren und man erha¨lt durch weitere Umformungen
folgende Gleichung:
uˆi(s, t) = uˆ1(s, 0) Λi
·
(
exp(−(λl + svl)t)
1
λa(l) − λl
i∏
k=1
k 6=l
k 6=a(l)
1
s(vk − vl) + (λk − λl)
+ exp(−(λa(l) + sva(l))t)
1
λl − λa(l)
i∏
k=1
k 6=a(l)
k 6=l
1
s(vk − va(l)) + (λk − λa(l))
+
i∑
j=1
j 6=l
j 6=a(l)
exp(−(λj + svj)t)
i∏
k=1
k 6=j
1
s(vk − vj) + (λk − λj)
)
. (5.77)
Man fu¨hrt die Umformung aus der Gleichung (5.9), die aus der Umschreibung zu
weiteren Produkttermen und der Partialbruchzerlegung bestehen, durch. Man erha¨lt
folgende Gleichung:
Fall : i = 2 und (l, a(l)) = (1, 2)
uˆ2 = uˆ1(s, 0) λ1
(
exp(−(λ1 + v1s)t)
1
λ2 − λ1
+ exp(−(λ2 + v2s)t)
1
λ1 − λ2
)
.
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Fall: i = 3, . . . , M
uˆi = uˆ1(s, 0) Λi
(
exp(−(λl + vls)t) Λl,i
i∑
k=1
k 6=l
k 6=a(l)
Λlk,a(l),i
λlk
s + λlk
(5.78)
+ exp(−(λa(l) + va(l)s)t) Λa(l),i
i∑
k=1
k 6=a(l)
k 6=l
Λa(l)k,l,i
λa(l)k
s + λa(l)k
+
i∑
j=1
j 6=l
j 6=a(l)
exp(−(λj + vjs)t) Λj,i
i∑
k=1
k 6=j
Λjk,i
λjk
s + λjk
)
,
wobei die Faktoren Λi, Λj,i, Λl,i, Λa(l),i und Λjk,i in den Gleichungen (5.8) und (5.10)
definiert sind. Dabei werden bei den Faktoren Λl,i und Λa(l),i, die in der Gleichung
(5.10) definiert sind, die Indizes j durch l bzw. j durch a(l) ersetzt. Die Terme
Λlk,a(l),i und Λa(l)k,l,i werden in den Gleichungen (5.45) und (5.46) definiert.
Fu¨r die Ru¨cktransformation erha¨lt man folgende Gleichung:
Fall : i = 2 und (l, a(l)) = (1, 2)
u2 = λ1
(
exp(−λ1t)
1
λ2 − λ1
+ exp(−λ2t)
1
λ1 − λ2
)
β1 . (5.79)
Fall: i = 3, . . . , M
ui = Λi
(
exp(−λlt) Λl,i
i∑
k=1
k 6=l
k 6=a(l)
Λlk,a(l),iAlk (5.80)
+ exp(−λa(l)t) Λa(l),i
i∑
k=1
k 6=a(l)
k 6=l
Λa(l)k,l,iAa(l)k +
i∑
j=1
j 6=l
j 6=a(l)
exp(−λjt) Λj,i
i∑
k=1
k 6=j
Λjk,iAjk
)
,
dabei sind die Werte fu¨r Ajk, Alk und Aa(l)k in Gleichung (5.17) angegeben, wobei
man fu¨r die Faktoren Alk und Aa(l)k den Index j durch l bzw. j durch a(l) ersetzt.
Der Faktor βl ist in der nachfolgenden Gleichung (5.81) definiert:
βl =
{
a(x− vlt) + b vlt ≤ x < vlt + 1
0 sonst
, (5.81)
Aufgrund der Instabilita¨t und durch die Auslo¨schung werden die Gleichungen (5.80)
in eine Intervallschreibweise vereinfacht.
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Die vereinfachte Gleichung ist angegeben mit:
Fall : i = 3, . . . , M
ui(x, t) =
i−1∏
j=1
λj
( i∑
j=1
j 6=l
j 6=a(l)
Lj,i +
i∑
j=1
i∑
k>j
(j,k)6=(l,a(l))


Mjk,i vj < vk
Mkj,i vk < vj
0 sonst
(5.82)
+ Ql,i + Qa(l),i
)
,
wobei die Faktoren Lj,i, Mjk,i und Mkj,i gegeben sind in (5.19) und (5.20).
Der Faktor Ql,i ist angegeben mit:
Ql,i = exp(−λlt) Λl,i
{
ml,i vlt ≤ x ≤ vlt + 1
0 sonst
,
wobei der Faktor ml,i angegeben ist mit:
ml,i = a(x− vlt) + b− a
i∑
k=1
k 6=l
k 6=a(l)
1
λlk
. (5.83)
Die Umschreibung von der Gleichungen (5.80) zu den Gleichungen (5.82) wird an-
schliessend betrachtet.
Es wird folgende Umschreibung angegeben in neue Faktoren, die anschliessend zu
den Faktoren der Gleichung (5.82) umgeformt werden:
ui(x, t) = Λi
(
exp(−λlt) Λl,i
i∑
k=1
k 6=l
k 6=a(l)
Λlk,a(l),iAlk
+ exp(−λa(l)t) Λa(l),i
i∑
k=1
k 6=a(l)
k 6=l
Λa(l)k,l,iAa(l)k
+
i∑
j=1
j 6=l
j 6=a(l)
exp(−λjt) Λj,i
i∑
k=1
k 6=j
Λjk,iAjk
)
= Λi
( i∑
j=1
j 6=l
j 6=a(l)
Cj,i +
i∑
j=1
i∑
k>j
(j,k)6=(l,a(l))
(Bˆjk,i + Bˆkj,i) + Gl,i + Ga(l),i
)
, (5.84)
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wobei der Faktor Cj,i in der Gleichung (5.25) angegeben ist, Bˆjk,i ist angegeben mit:
Bˆjk,i =


Bjk,i j 6= {l, a(l)}
Blk,i j = l
Ba(l)k,i j = a(l)
. (5.85)
Der Faktor Bjk,i mit j = 1, . . . , i und j 6= l, j 6= a(l) ist angegeben in Gleichung
(5.27). Fu¨r die spezielle Funktion Blk,i hat man folgende Schreibweise:
Blk,i = Λl,i Λlk,a(l),i


glk vlt ≤ x < vlt + L
glk + hlk vlt + L ≤ x
0 sonst
, (5.86)
wobei der Faktor Ba(l)k,i durch die Ersetzung von l durch a(l) in Gleichung (5.86)
angegeben ist. Die Faktoren flk, glk und hlk sind in den Gleichungen (5.26), (5.21)
und (5.22) angegeben, dabei wird der Index j durch l ersetzt.
Der Faktor Gl,i ist angegeben mit:
Gl,i = exp(−λlt)Λl,i
i∑
k=1
k 6=l
k 6=a(l)
Λlk,a(l),iflk , (5.87)
wobei der Faktor Ga(l),i durch Vertauschen der Indizes l und a(l) in Gleichung (5.87)
bestimmt wird.
Anschliessend wird die Gleichheit von Gleichung (5.82) und (5.84) gezeigt.
Es reicht die Gleichheit von Cj,i und Lj,i , Bˆjk,i + Bˆkj,i und Mjk,i fu¨r den Fall vj < vk
und weiter die Gleichheit von Gl,i und Ql,i zu zeigen.
Die Gleichheit zwischen den Termen Cj,i und Lj,i wurde in (5.28) gezeigt.
Bei der Gleichheit B˜jk,i + B˜kj,i und Mjk,i bzw. B˜jk,i + B˜kj,i und Mkj,i reicht es die
Gleichheit der Terme Blk,i + Bkl,i und Mlk,i nachzuweisen, fu¨r die anderen Indizes
kann die Gleichheit in (5.31) verwendet werden.
Es gilt fu¨r den Fall vlt < vkt:
Blk,i + Bkl,i =
= Λl,iΛlk,a(l),i


glk vlt ≤ x ≤ vlt + 1
glk + hlk vlt + 1 ≤ x
0 sonst
(5.88)
+ Λk,iΛkl,i


gkl vkt ≤ x ≤ vkt + 1
gkl + hkl vkt + 1 ≤ x
0 sonst
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= Λl,iΛlk,a(l),i


glk vlt ≤ x ≤ vkt
hlk vlt + 1 ≤ x ≤ vkt + 1
0 sonst
(5.89)
= Mlk,i ,
wobei der Fall vlt + 1 < vkt analog gezeigt werden kann und auf den Faktor Mlk,i
fu¨hrt.
Der Fall vk < vl wird analog gezeigt.
Die Gleichheit von (5.88) auf (5.89) wird mit nachfolgender Gleichung (5.90) und
unter Verwendung der Gleichheit (5.35) gezeigt.
Λl,iΛlk,a(l),i + Λk,iΛkl,i = 0 . (5.90)
Die Gleichheit von (5.90) kann durch nachrechnen gezeigt werden, der Beweis ist
analog in Gleichung (5.39) aufgefu¨hrt.
Anschliessend wird der Faktor Gl,i zu dem Faktor Ql,i umgeformt.
Es gilt:
Gl,i = exp(−λlt) Λl,i
i∑
k=1
k 6=l
k 6=a(l)
Λlk,a(l),i flk (5.91)
= exp(−λlt) Λl,i
i∑
k=1
k 6=l
k 6=a(l)
Λlk,a(l),i
(
a(x− vlt) + b− a
1
λlk
)
(5.92)
= exp(−λlt) Λl,i
(
a(x− vlt) + b− a
i∑
k=1
k 6=l
k 6=a(l)
1
λlk
)
(5.93)
= Ql,i ,
wobei die Faktoren im Intervall vlt ≤ x ≤ vlt + 1 definiert und sonst 0.0 sind.
Fu¨r die Gleichheit von (5.92) und (5.93) werden die Gleichungen (5.50) und (5.71)
verwendet.
Analog wird der Fall fu¨r Ga(l),i gezeigt.
Damit ist die Gleichheit von (5.80) und (5.82) gezeigt und die einfachere Intervall-
schreibweise eingefu¨hrt.
Anschliessend wird die Lo¨sung fu¨r den Fall λml = λma(l) betrachtet.
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5.1.4.3 Spezialfa¨lle der analytischen Lo¨sungen fu¨r λml = λma(l)
Zur Herleitung der Lo¨sung wird die Gleichung (5.14) verwendet und die paarweise
gleichen Terme λml
s+λml
und
λma(l)
s+λma(l)
werden ausgeklammert.
Unter Verwendung der Gleichheit von λml = λma(l) unterscheidet man folgende Fa¨lle:
Fall : i = 3 und (m, l, a(l)) ∈ {(1, 2, 3), (2, 1, 3), (3, 1, 2)}
uˆi = uˆ1(s, 0) Λi
(
exp(−(λm + vms)t) Λm,i
(λml)
2
(s + λml)2
+
i∑
j=1
j 6=m
exp(−(λj + vjs)t) Λj,i
i∏
k=1
k 6=j
λjk
s + λjk
)
. (5.94)
Fall : i = 4, . . . , M
uˆi = uˆ1(s, 0) Λi
(
exp(−(λm + vms)t) Λm,i
(λml)
2
(s + λml)2
i∏
k=1
k 6=m
k 6=l
k 6=a(l)
λmk
s + λmk
+
i∑
j=1
j 6=m
exp(−(λj + vjs)t) Λj,i
i∏
k=1
k 6=j
λjk
s + λjk
)
, (5.95)
wobei die Faktoren Λi, Λj,i, Λl,i und Λa(l),i in den Gleichungen (5.8) und (5.10)
definiert sind. Die Faktoren Λl,i bzw. Λa(l),i sind in der Gleichung (5.10) definiert,
wobei die Indizes j durch l bzw. j durch a(l) ersetzt werden.
Zuerst wird die Partialbruchzerlegung fu¨r die Gleichung (5.94) und (5.95) vorge-
nommen. Anschliessend kann die Partialbruchzerlegung fu¨r die doppelten Nullstel-
len λml
s+λml
durchgefu¨hrt werden. Man erha¨lt damit folgende Fa¨lle:
Fall : i = 3 und (m, l, a(l)) ∈ {(1, 2, 3), (2, 1, 3), (3, 1, 2)}
uˆi = uˆ1(s, 0) Λi
(
exp(−(λm + vms)t)Λm,i
(λml)
2
(s + λml)2
+
i∑
j=1
j 6=m
exp(−(λj + vjs)t)Λj,i
i∑
k=1
k 6=j
Λjk,i
λjk
s + λjk
)
. (5.96)
wobei die Faktoren Λi und Λj,i in der Gleichung (5.8) und (5.10) definiert sind.
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Fall : i = 4, . . . , M
uˆi = uˆ1(s, 0) Λi
(
exp(−(λm + vms)t) Λm,i (5.97)
·
( i∑
k=1
k 6=m
k 6=l
k 6=a(l)
Λmk,l,a(l),i
( λmk
λmk − λml
λ2ml
(s + λml)2
−
λmkλml
(λmk − λml)2
λml
s + λml
+
λ2ml
(λmk − λml)2
λmk
s + λmk
))
+
i∑
j=1
j 6=m
exp(−(λj + vjs)t) Λj,i
i∑
k=1
k 6=j
Λjk,i
λjk
s + λjk
)
,
wobei die Faktoren Λjk,i in der Gleichung (5.11) definiert sind.
Die Faktoren Λmk,l,a(l),i werden in der nachfolgenden Gleichung (5.98) definiert.
Λmk,l,a(l),i =
i∏
n=1
n6=k
n6=m
n6=l
n6=a(l)
λmn
λmn − λmk
(5.98)
Es wird die Ru¨cktransformation durchgefu¨hrt mit Hilfe der ru¨cktransformierbaren
Funktionen im Anhang (A.2). Eine weitere Vereinfachung kann fu¨r den Faktor Aml
in der Gleichung (5.97) durchgefu¨hrt werden.
Damit ergeben sich folgende Gleichungen:
Fall : i = 3 und (m, l, a(l)) ∈ {(1, 2, 3), (2, 1, 3), (3, 1, 2)}
ui = Λi
(
exp(−λmt)Λm,i(Aml + Rml) (5.99)
+
i∑
j=1
j 6=m
exp(−λjt)Λj,i
i∑
k=1
k 6=j
Λjk,iAjk
)
,
Fall : i = 4, . . . , M
ui = Λi
(
exp(−λmt)Λm,i
( i∑
k=1
k 6=m
k 6=l
k 6=a(l)
Λmk,l,a(l),i
(λ2mk − 2λmkλml
(λmk − λml)2
Aml (5.100)
+
λmk
λmk − λml
Rml +
λ2ml
(λmk − λml)2
Amk
))
+
i∑
j=1
j 6=m
exp(−λjt)Λj,i
i∑
k=1
k 6=j
Λjk,iAjk
)
,
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wobei die Faktoren Ajk, Aml und Amk in Gleichung (5.17) gegeben sind. Fu¨r die
Faktoren Aml bzw. Amk werden in der Gleichung (5.17) die Indizes (j, k) durch
(m, l) bzw. (j, k) durch (m, k) ersetzt.
Der Faktor Rml ist in der Gleichung (5.101) gegeben, man ersetzt dabei die Indizes
(j, k) durch (m, l):
Rjk =


0 0 ≤ x < vjt
− a
λjk
+
(
a( 1
λjk
+ x− vjt)
−b λjk(x− vjt)
)
exp(−λjk(x− vjt)) vjt ≤ x < vjt + 1 .
(
a (− 1
λjk
+ (λjk − 1)(x− vj − 1))
+b (λjk(x− vjt− 1))
)
exp(−λjk(x− vjt− 1))
+
(
a ( 1
λjk
+ x− vjt)
−b (λjk(x− vjt))
)
exp(−λjk(x− vjt)) vjt + 1 ≤ x
(5.101)
Die Vereinfachung wird analog wie in den vorhergehenden Fa¨llen durchgefu¨hrt, der
Einfachheit halber wird sie hier unterlassen.
Es wird abschliessend der interessante Fall fu¨r paarweise gleiche Reaktions- und
Geschwindigkeitsparameter gezeigt.
5.1.4.4 Spezialfall der analytischen Lo¨sungen fu¨r λl = λa(l) und vl = va(l)
Im folgenden wird nun der Fall λl = λa(l) und vl = va(l) fu¨r die eindimensionale
Konvektions-Reaktions-Gleichung hergeleitet und der Spezialfall mit λl = λa(l) und
vl = va(l) = 0 fu¨r die Reaktions-Gleichung.
Die paarweise gleichen Parameter sind mit den Indizes l, a(l) und mit l < a(l)
gegeben.
Im folgenden werden die Lo¨sungen fu¨r den Fall i ≥ a(l) betrachtet. Fu¨r den Fall
i < a(l) erha¨lt man keine paarweise gleichen Parameter und es ko¨nnen die Lo¨sungen
(5.16) fu¨r die Konvektions-Reaktions-Gleichung, sowie die Lo¨sungen im Anhang
(B.3) fu¨r die Reaktions-Gleichung verwendet werden.
Um die Lo¨sungen fu¨r den Spezialfall herzuleiten wird die transformierte Gleichung
(5.5) verwendet. Dabei wurde die Gleichung (5.5) fu¨r die Variable x laplacetransfor-
miert und sie wird anschliessend nochmals laplacetransformiert nach der Variablen
t, vgl. Gleichung (5.104). Die Variable der Zeit t wird als Transformationsvariable
hergenommen und die Variable im Laplaceraum ist p.
Die Unbekannte uˆi(s, t) wird nach Definition 5.1 transformiert in :
L(uˆi(s, t)) = ˆˆui(s, p) , mit i = 1, . . . , M , (5.102)
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wobei L der Transformationsoperator der Laplacetransformation und uˆi(s, t) die
Laplacetransformierte ist, vgl. [65].
Die Ableitung von uˆi(s, t) nach t wird nach Definition 5.1 transformiert in:
L
(
∂uˆi(s, t)
∂t
)
= p ˆˆui(s, p)− uˆi(s, 0) , mit i = 1, . . . , M , (5.103)
die Randbedingungen uˆi(s, 0) ist fu¨r den Fall der Konvektions-Reaktions-Gleichung
in Gleichung (5.5) gegeben. Fu¨r den Fall der Reaktions-Gleichung ist die Randbe-
dingung uˆi(s, 0) gegeben mit uˆ1(s, 0) = u01 ≥ 0 und uˆi(s, 0) = 0.0 fu¨r i = 2, . . . , M .
Man erha¨lt folgende Gleichung:
pˆˆui − uˆi(s, 0) = −(λi + svi) ˆˆui + λi−1 ˆˆui−1 , (5.104)
mit i = 1, . . . , M und λ0 = 0.0 ,
wobei die Anfangsbedingungen ˆˆui(s, 0) = 0.0 mit i = 1, . . . , M gegeben sind.
Die Gleichung (5.103) wird nach den Unbekannten ˆˆui aufgelo¨st und man erha¨lt die
folgende Gleichung:
ˆˆui = uˆi(s, 0) Λi
i∏
j=1
1
p + (svj + λj)
, (5.105)
wobei der Faktor Λi in Gleichung (5.8) gegeben ist.
Man klammert die paarweise gleichen Parameter p+(svl +λl) und p+(sva(l) +λa(l))
aus und erha¨lt die Gleichung:
ˆˆui = uˆi(s, 0) Λi
1
(p + (svl + λl))2
i∏
j=1
j 6=l
j 6=a(l)
1
p + (svj + λj)
, (5.106)
wobei man die Voraussetzung λl = λa(l) und vl = va(l) fu¨r die ausgeklammerten
Terme einsetzt.
Es wird die Partialbruchzerlegung fu¨r die Produktterme durchgefu¨hrt:
ˆˆui = uˆi(s, 0) Λi
·
1
(p + (svl + λl))2
i∑
j=1
j 6=l
j 6=a(l)
(
i∏
k=1
k 6=j
k 6=l
k 6=a(l)
1
svk + λk − svj − λj
)
1
p + (svj + λj)
.
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Eine weitere Partialbruchzerlegung wird mit den Termen (p + (svl + λl))
−2 durch-
gefu¨hrt und man erha¨lt:
ˆˆui = uˆi(s, 0) Λi
(
i∏
j=1
j 6=l
j 6=a(l)
1
svj + λj − svl − λl
1
(p + (svl + λl))2
(5.107)
+
i∑
j=1
j 6=l
j 6=a(l)
(
−
i∏
k=1
k 6=j
k 6=l
k 6=a(l)
1
svk + λk − svl − λl
1
(svj + λj − svl − λl)2
1
p + (svl + λl)
+
i∏
k=1
k 6=j
1
svk + λk − svj − λj
1
p + (svj + λj)
))
,
wobei der Faktor Λi in der Gleichung (5.8) definiert ist. Es wurde noch folgende
Vereinfachung verwendet:
i∑
j=1
j 6=l
j 6=a(l)
(
i∏
k=1
k 6=j
k 6=l
k 6=a(l)
1
svk + λk − svj − λj
)
1
svj + λj − svl − λl
(5.108)
=
i∏
j=1
j 6=l
j 6=a(l)
1
svj + λj − svl − λl
.
Die Gleichheit wird mit der Partialbruchzerlegung gezeigt.
Mit dieser Vereinfachung kann die Ru¨cktransformation der Gleichung (5.107) durch-
gefu¨hrt werden, man kann die Standardterme mit Hilfe der Arbeit [1] zuru¨cktrans-
formieren und erha¨lt folgende Gleichung mit den Fa¨llen:
Fall : i = 2 und (l, a(l)) = (1, 2)
uˆ2 = uˆ1(s, 0) λ1 t exp(−(sv1 + λ1)t) , (5.109)
Fall : i = 3, . . . , M
uˆi = uˆ1(s, 0) Λi
(
i∏
j=1
j 6=l
j 6=a(l)
1
svj + λj − svl − λl
t exp(−(svl + λl)t) (5.110)
+
i∑
j=1
j 6=l
j 6=a(l)
(
−
i∏
k=1
k 6=j
k 6=l
k 6=a(l)
1
svk + λk − svl − λl
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·
1
(svj + λj − svl − λl)2
exp(−(svl + λl)t)
+
i∏
k=1
k 6=j
1
svk + λk − svj − λj
exp(−(svj + λj)t)
))
,
Fu¨r die Reaktionsgleichung entfa¨llt eine weitere Ru¨cktransformation. Man setzt
die Werte vi = 0 und uˆi = ui fu¨r i = 1, . . . , M .
Die Lo¨sung fu¨r die Reaktionsgleichung ist angegeben mit:
Fall : i = 2 und (l, a(l)) = (1, 2)
u2 = u01 λ1 t exp(−λ1t) ,
und dem Fall : i = 3, . . . , M
ui = u01 Λi
(
Λl,a(l),i t exp(−λlt) (5.111)
+
i∑
j=1
j 6=l
j 6=a(l)
(
− Λj,l,a(l),i
1
(λj − λl)2
exp(−λlt) + Λj,i exp(−λjt)
))
,
wobei der Faktor Λj,i in Gleichung (5.10) angegeben ist und die Faktoren Λl,a(l),i und
Λj,l,a(l),i nachfolgend definiert sind:
Λl,a(l),i =
i∏
j=1
j 6=l
j 6=a(l)
1
λj − λl
, (5.112)
Λj,l,a(l),i =
i∏
k=1
k 6=j
k 6=l
k 6=a(l)
1
λk − λl
. (5.113)
Fu¨r die Konvektions-Reaktions-Gleichung wird eine weitere Ru¨cktransformati-
on fu¨r die Gleichung (5.110) vorgenommen.
Man formt die Gleichung (5.110) weiter um mit Hilfe der Gleichung (5.9) und erha¨lt
folgende Gleichungen fu¨r die Ru¨cktransformation:
Fall : i = 3 und (l, a(l)) ∈ {(1, 2), (1, 3), (2, 3)}
uˆi = uˆ1(s, 0) Λi
(
t exp(−(λl + vls)t) Λl,a(l),i
i∏
k=1
k 6=l
k 6=a(l)
λlk
s + λlk
(5.114)
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− exp(−(λl + vls)t)
i∑
j=1
j 6=l
j 6=a(l)
1
(λj − λl)2
λ2jl
(s + λjl)2
Λj,l,a(l),i
+
i∑
j=1
j 6=l
j 6=a(l)
exp(−(λj + vjs)t)Λj,i
i∏
k=1
k 6=j
λjk
s + λjk
)
.
Fall : i = 4, . . . , M
uˆi = uˆ1(s, 0) Λi
(
t exp(−(λl + vls)t) Λl,a(l),i
i∏
k=1
k 6=l
k 6=a(l)
λlk
s + λlk
(5.115)
− exp(−(λl + vls)t)
i∑
j=1
j 6=l
j 6=a(l)
1
(λj − λl)2
λ2jl
(s + λjl)2
Λj,l,a(l),i
i∏
k=1
k 6=j
k 6=l
k 6=a(l)
λlk
s + λlk
+
i∑
j=1
j 6=l
j 6=a(l)
exp(−(λj + vjs)t) Λj,i
i∏
k=1
k 6=j
λjk
s + λjk
)
.
Man wendet die Partialbruchzerlegung fu¨r die Gleichung (5.114) und (5.115) an und
erha¨lt folgende Gleichungen:
Fall : i = 3 und (l, a(l)) ∈ {(1, 2), (1, 3), (2, 3)}
uˆi = uˆ1(s, 0)Λi
(
t exp(−(λl + vls)t) Λl,a(l),i
i∑
k=1
k 6=l
k 6=a(l)
Λlk,a(l),i
λlk
s + λlk
− exp(−(λl + vls)t)
i∑
j=1
j 6=l
j 6=a(l)
1
(λj − λl)2
Λj,l,a(l),i
λ2jl
(s + λjl)2
+
i∑
j=1
j 6=l
j 6=a(l)
exp(−(λj + svj)t)Λj,i
i∑
k=1
k 6=j
Λjk,i
λjk
s + λjk
)
. (5.116)
Fall : i = 4, . . . , M
uˆi = uˆ1(s, 0)Λi
(
t exp(−(λl + vls)t) Λl,a(l),i
i∑
k=1
k 6=l
k 6=a(l)
Λlk,a(l),i
λlk
s + λlk
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− exp(−(λl + vls)t)
i∑
j=1
j 6=l
j 6=a(l)
(
1
(λj − λl)2
Λj,l,a(l),i
·
i∑
k=1
k 6=j
k 6=l
k 6=a(l)
Λlk,j,a(l),i(
λlk
λlk − λjl
λ2jl
(s + λjl)2
−
λlkλjl
(λlk − λjl)2
λjl
s + λjl
+
λ2jl
(λlk − λjl)2
λlk
s + λlk
)
)
+
i∑
j=1
j 6=l
j 6=a(l)
exp(−(λj + svj)t)Λj,i
i∑
k=1
k 6=j
Λjk,i
λjk
s + λjk
)
, (5.117)
wobei der Faktor Λjk,i in Gleichung (5.10) geben ist und die Faktoren Λlk,a(l),i und
Λlk,j,a(l),i anschliessend angegeben sind:
Λlk,a(l),i =
i∏
n=1
n6=k
n6=l
n6=a(l)
λln
λln + λlk
, (5.118)
Λlk,j,a(l),i =
i∏
n=1
n6=k
n6=j
n6=l
n6=a(l)
λln
λln − λlk
. (5.119)
Es kann die Ru¨cktransformation der Gleichungen (5.109) und (5.117) mit Hilfe der
Funktionen aus dem Anhang (A.2) durchgefu¨hrt werden und man erha¨lt folgende
Fa¨lle mit:
Fall : i = 2 und (l, a(l)) = (1, 2)
u2 = λ1 t exp(−λ1t) β1 ,
wobei der Faktor β1 in Gleichung (5.81) angegeben ist.
Fall : i = 3 und (l, a(l)) = {(1, 2), (1, 3), (2, 3)}
ui = Λi
(
t exp(−λlt) Λl,a(l),i
i∑
k=1
k 6=l
k 6=a(l)
Λlk,a(l),i Alk
− exp(−λlt)
i∑
j=1
j 6=l
j 6=a(l)
1
(λj − λl)2
Λj,l,a(l),i (Ajl + Rjl)
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+
i∑
j=1
j 6=l
j 6=a(l)
exp(−λjt)Λj,i
i∑
k=1
k 6=j
Λjk,i Ajk
)
,
Fall : i = 4, . . . , M
ui = Λi
(
exp(−λlt) t Λl,a(l),i
i∑
k=1
k 6=l
k 6=a(l)
Λlk,a(l),iAlk
− exp(−λlt)
i∑
j=1
j 6=l
j 6=a(l)
(
1
(λj − λl)2
Λj,l,a(l),i
·
i∑
k=1
k 6=j
k 6=l
k 6=a(l)
Λlk,j,a(l),i
( λ2lk − 2λlkλjl
(λlk − λjl)2
Ajl +
λlk
λlk − λjl
Rjl +
λ2jl
(λlk − λjl)2
Alk
))
+
i∑
j=1
j 6=l
j 6=a(l)
exp(−λjt) Λj,i
i∑
k=1
k 6=j
Λjk,iAjk
)
,
wobei die Faktoren Ajk, Alk und Ajl in Gleichung (5.17) angegeben sind. Dabei sind
in der Gleichung (5.17) fu¨r die Faktoren Alk bzw. Ajl der Index j durch l, bzw. k
durch l zu ersetzen. Der Faktor Rjl ist in der Gleichung (5.101) angegeben, dabei
ist der Index k durch l zu ersetzen.
Fu¨r diese Lo¨sungen wurden keine weiteren Vereinfachungen mehr durchgefu¨hrt, diese
ko¨nnen aber analog wie in den vorhergehenden Fa¨llen durchgefu¨hrt werden.
Es werden anschliessend die speziellen Lo¨sungen angewandt.
5.1.5 Anwendung der speziellen analytischen Lo¨sungen fu¨r
2 Komponenten
Die Anwendung der speziellen analytischen Lo¨sung in Intervallschreibweise wird
anschliessend betrachtet.
Die verschiedenen Fa¨lle werden fu¨r die paarweise gleichen Parameter betrachtet:
Fall: λ1 = λ2 ∧ v1 6= v2
u2(x, t) = exp−λ1t


N12,2 v1 < v2
N21,2 v2 < v1
0 sonst
. (5.120)
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N12,2(x, t) =
1
v2 − v1
(

a (x−v1t)
2
2
+ b(x− v1t) v1t ≤ x ≤ v1t + 1
a1
2
+ b v1t + 1 ≤ x < v2t + 1
0 sonst
−
{
(a (x−v2t)
2
2
+ b(x− v2t)) v2t ≤ x ≤ v2t + 1
0 sonst
)
,
N21,2(x, t) =
1
v1 − v2
(

a (x−v2t)
2
2
+ b(x− v2t) v2t ≤ x ≤ v2t + 1
a1
2
+ b v2t + 1 ≤ x < v1t + 1
0 sonst
−
{
(a (x−v1t)
2
2
+ b(x− v1t)) v1t ≤ x ≤ v1t + 1
0 sonst
)
.
Fall : λ1 6= λ2 ∧ v1 = v2
u2(x, t) =
λ1
λ2 − λ1
(exp(−λ1t)− exp(−λ2t)) β1 , (5.121)
wobei der Faktor β1 angegeben ist mit:
β1 =


0 0 ≤ x < v1t
a(x− v1t) + b v1t ≤ x < v1t + 1
0 v1t + 1 ≤ x
.
Fall: λ1 = λ2 ∧ v1 = v2
u2(x, t) = λ1 t exp(−λ1t) β1 . (5.122)
5.1.6 Anwendung der speziellen analytischen Lo¨sungen fu¨r
3 Komponenten
Die speziellen analytischen Lo¨sungen fu¨r 3 Kompenten werden der U¨bersichtlichkeit
symbolisch beschrieben und fu¨r einen ausgewa¨hlten Fall angegeben. Weitere Fa¨lle
ko¨nnen analog behandelt werden.
Fall : λ1 = λ2
Fu¨r den Fall mit 3 Komponenten wird die Gleichung angegeben:
u3(x, t) = λ
2
1
(
P1,3 + P2,3 + L3,3
+


M13,3 v1 < v3
M31,3 v3 < v1
0 sonst
+


M23,3 v2 < v3
M32,3 v3 < v2
0 sonst
+


N12,3 v1 < v2
N21,3 v2 < v1
0 sonst
)
.
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Anschliessend wird der Fall λ1 6= λ3 ∧ λ2 6= λ3 und v1 6= v2 6= v3 betrachtet:
u3(x, t) = λ
2
1
(
P1,3 + P2,3 + L3,3 + M13,3 + M23,3 + N12,3
)
.
Man erha¨lt die Faktoren:
P1,3 = − exp(−λ1t)
1
v2 − v1
1
λ3 − λ1
·
{
(a(x− v1t) + b)
1
λ13
− a 1
λ213
v1t ≤ x ≤ v1t + 1
0 sonst
,
P2,3 = − exp(−λ2t)
1
v1 − v2
1
λ3 − λ1
·
{
(a(x− v2t) + b)
1
λ23
− a 1
λ223
v2t ≤ x ≤ v2t + 1
0 sonst
,
L3,3 = exp(−λ3t)
1
λ1 − λ3
1
λ2 − λ3
·
{
a(x− v3t) + b− a(
1
λ13
+ 1
λ23
) v3t ≤ x ≤ v3t + 1
0 sonst
,
M13,3 = −
1
v2 − v1
1
λ3 − λ1
1
λ13
exp(−λ1t)
·


−(b − a
λ13
) exp(−λ13(x− v1t)) v1t ≤ x ≤ v3t
·(b− a
λ13
+ a) exp(−λ13(x− v1t− 1)) v1t + 1 ≤ x ≤ v3t + 1
0 sonst
,
M23,3 = −
1
v1 − v2
1
λ3 − λ1
1
λ23
exp(−λ2t)
·


−(b − a
λ23
) exp(−λ23(x− v2t)) v2t ≤ x ≤ v3t
·(b− a
λ23
+ a) exp(−λ13(x− v2t− 1)) v2t + 1 ≤ x ≤ v3t + 1
0 sonst
,
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N12,3 =
1
v2 − v1
1
λ3 − λ1
·
(

a (x−v1t)
2
2
+ b(x− v1t) v1t ≤ x ≤ v1t + 1
a1
2
+ b v1t + 1 ≤ x ≤ v2t + 1
0 sonst .
−
{
(a (x−v2t)
2
2
+ b(x− v2t)) v2t ≤ x ≤ v2t + 1
0 sonst
)
.
Fall : v2 = v1
Fu¨r den Fall mit 3 Komponenten wird die Gleichung angegeben, dabei ist voraus-
gesetzt, dass λ1 6= λ2 6= λ3 und v1 6= v3 ∧ v2 6= v3 gilt:
u3(x, t) = λ1λ2
(
Q1,3 + Q2,3 + L3,3 (5.123)
+


M13,3 v1 < v3
M31,3 v3 < v1
0 sonst
+


M23,3 v2 < v3
M32,3 v3 < v2
0 sonst
)
.
Man wendet den Spezialfall v1 < v2 ∧ v1 < v3 ∧ v2 < v3 an und erha¨lt folgende
Gleichungen:
u3(x, t) = λ1λ2
(
Q1,3 + Q2,3 + L3,3 + M13,3 + M23,3
)
.
Damit erha¨lt man folgende Funktionen:
Q1,3 = exp(−λ1t)
1
λ2 − λ1
1
λ3 − λ1
·
{
(a(x− v1t) + b− a
1
λ13
) v1t ≤ x ≤ v1t + 1
0 sonst
,
Q2,3 = exp(−λ2t)
1
λ1 − λ2
1
λ3 − λ2
·
{
(a(x− v2t) + b− a
1
λ23
) v2t ≤ x ≤ v2t + 1
0 sonst
,
L3,3 = exp(−λ3t)
1
λ1 − λ3
1
λ2 − λ3
·
{
(a(x− v3t) + b− a(
1
λ13
+ 1
λ23
)) v3t ≤ x ≤ v3t + 1
0 sonst
,
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M13,3 = exp(−λ1t)
1
λ2 − λ1
1
λ3 − λ1
·


(−b + a 1
λ13
) exp(−λ13(x− v1t)) v1t ≤ x ≤ v3t
·(b− a 1
λ13
+ a) exp(−λ13(x− v1t− 1)) v1t + 1 ≤ x ≤ v3t + 1
0 sonst
,
M23,3 = exp(−λ2t)
1
λ1 − λ2
1
λ3 − λ2
·


(−b + a 1
λ23
) exp(−λ23(x− v2t)) v2t ≤ x ≤ v3t
·(b− a 1
λ23
+ a) exp(−λ23(x− v2t− 1)) v2t + 1 ≤ x ≤ v3t + 1
0 sonst
.
Fall : λ12 = λ13
u3(x, t) = λ1λ2(
1
λ2 − λ1
1
λ3 − λ1
exp(−λ1t)(A12 + R12)
+
1
λ1 − λ2
1
λ3 − λ2
exp(−λ2t)(Λ21,3 A21 + Λ23,3 A23)
+
1
λ1 − λ3
1
λ2 − λ3
exp(−λ3t)(Λ31,3 A31 + Λ32,3 A32)) .
Die Faktoren Ajk, Rjk, Λjk,i sind in der Gleichung (5.17), (5.101) und (5.10) angege-
ben.
Fall : λ1 = λ2 und v1 = v2
u3(x, t) = λ1λ2
(
1
λ3 − λ1
t exp(−λ1t)A13
−
1
(λ3 − λ1)2
exp(−λ1t) (A13 + R13) (5.124)
+
1
λ1 − λ3
1
λ2 − λ3
exp(−λ3t)(Λ13,3 A13 + Λ23,3 A23)
)
.
Die Faktoren Ajk, Rjk, Λjk,i sind in der Gleichung (5.17), (5.101) und (5.10) angege-
ben.
Es wird anschliessend die Integration u¨ber die Raumvariable x durchgefu¨hrt. Das
Ergebnis dieser Integration wird auch Masse genannt.
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5.2 Berechnung der analytischen Lo¨sung der Mas-
se
Eine Anwendung der analytischen Lo¨sungen ist die Berechnung der Masse in einer
eindimensionalen Gitterzelle zum Zeitpunkt t. Die Aufgabenstellung stammt aus der
Diskretisierung, vgl. Kapitel 3. Man bezeichnet die Integration von den analytischen
Lo¨sungen als Masse. Die Integration wird u¨ber einem Einheitsintervall durchgefu¨hrt
und anschliessend in der Anwendung skaliert auf die Masse der finiten Volumenzelle.
Es wird die Masse berechnet, die nach einem Zeitpunkt in dem Intervall bleibt
und die Masse, die aus dem Intervall ausgeflossen ist. Die erste Masse mi1, auch
Restmasse genannt, wird u¨ber das Intervall (0, 1) berechnet, die zweite Masse mi2,
auch ausfliessende Masse genannt, wird u¨ber das Intervall (1,∞) berechnet. Dabei
gibt der Index i die Komponente an, wobei i = 1, . . . , M ist.
Fu¨r die Herleitung der Masse wird folgende Vorgehensweise verwendet:
• Berechnung der Restmasse in dem Intervall (0, 1).
• Berechnung der Gesamtmasse in dem Intervall (0,∞).
• Berechnung der ausfliessenden Masse im Intervall (1,∞).
Nachfolgend wird schrittweise die Masse berechnet.
Die Integration u¨ber die Intervalle kann durch eine additive Schreibweise der Lo¨sung
aus Gleichung (5.16) vereinfacht werden. Die Schreibweise wird angegeben mit:
ui(x, t) =
i∑
j=1
uij(x, t) , (5.125)
uij(x, t) = Λi
(
exp(−λjt) Λj,i
i∑
k=1
k 6=j
Λjk,iAjk
)
.
Die Funktionen Λi, Λj,i und Λjk,i sind in den Gleichungen (5.8), (5.10) und (5.11)
angegeben.
Nachfolgend sollen der Einfachheit halber die Funktionen mit mi1(t) = mi1 bzw.
mi2(t) = mi2 geschrieben werden.
Anschliessend wird die Masse mi1 u¨ber das Intervall (0, 1) berechnet. Die Intervalle
werden fu¨r den Wertebereich der Teilgleichungen (5.125) bestimmt. Damit sind die
Integrationsgrenzen fu¨r jede Komponente j im Intervall (vjt, 1) angegeben.
Die Integration wird nun in der nachfolgenden Gleichung u¨ber die Raumvariable x
durchgefu¨hrt.
KAPITEL 5. ANALYTISCHE LO¨SUNG 85
5.2.1 Berechnung der Restmasse
Es wird die Berechnung der Masse, die in dem Intervall (0, 1) verbleibt, betrachtet.
Fall: i = 1
m11 = exp(−λ1t)
∫ 1
v1t
(a(x− v1t) + b) dx
= exp(−λ1t)(a
(1− v1t)
2
2
+ b(1− v1t)) . (5.126)
Fall: i = 2, . . . , M
mi1 =
∫ 1
0
ui(x, t)dx =
∫ 1
minik=1{vkt}
ui(x, t) dx (5.127)
=
∫ 1
minik=1{vkt}
i∑
j=1
uij(x, t) dx
=
i∑
j=1
(
∫ 1
vj t
uij(x, t) dx)
= Λi
(
i∑
j=1
exp(−λjt)Λj,i
i∑
k=1
k 6=j
Λjk,i
·
∫ 1
vj t
(
a(x− vjt) + (b−
a
λjk
)(1− exp(−λjk(x− vjt)))
))
dx
= Λi
(
i∑
j=1
exp(−λjt)Λj,i
i∑
k=1
k 6=j
Λjk,i
·
(
a
(1− vjt)
2
2
+(b−
a
λjk
)((1− vjt) +
1
λjk
(exp(−λjk(1− vjt))− 1))
))
.
Eine weitere Umformung fu¨r die intervallabha¨ngige Schreibweise wird durchgefu¨hrt.
Man trennt die Gleichung (5.127) in vier Teilgleichungen, diese sind nach den Fak-
toren 1 , 1
λjk
, 1
λ2
jk
und exp(·) angeordnet. Nach der Umordnung ergeben sich die vier
Teilgleichungen mit:
mi1 = mi11 + mi12 + mi13 + mi14 , (5.128)
mi11 = Λi
(
i∑
j=1
exp(−λjt) Λj,i
i∑
k=1
k 6=j
Λjk,i
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·
(
a
(1− vjt)
2
2
+ b(1− vjt)
))
, (5.129)
mi12 = Λi
(
i∑
j=1
exp(−λjt) Λj,i
i∑
k=1
k 6=j
Λjk,i
·
(
− a
1
λjk
(1− vjt)− b
1
λjk
))
, (5.130)
mi13 = Λi
(
i∑
j=1
exp(−λjt) Λj,i
i∑
k=1
k 6=j
Λjk,i
a
λ2jk
)
, (5.131)
mi14 = Λi
(
i∑
j=1
exp(−λjt) Λj,i
i∑
k=1
k 6=j
Λjk,i
· (b−
a
λjk
)
1
λjk
exp(−λjk(1− vjt))
)
. (5.132)
Aufgrund der Additivita¨t der Terme kann die Umformung durchgefu¨hrt werden.
Es werden anschliessend die Gleichungen (5.129) - (5.132) vereinfacht.
Die Gleichungen (5.129) - (5.131) werden vereinfacht wie folgt:
mi11 = Λi
(
i∑
j=1
exp(−λjt) Λj,i
·
(
a
(1− vjt)
2
2
+ b(1− vjt)
) i∑
k=1
k 6=j
Λjk,i
)
(5.133)
= Λi
(
i∑
j=1
exp(−λjt) Λj,i
(
a
(1− vjt)
2
2
+ b(1− vjt)
))
,
mi12 = Λi
(
i∑
j=1
exp(−λjt) Λj,i
·
(
− a(1− vjt)− b
) i∑
k=1
k 6=j
Λjk,i
1
λjk
)
(5.134)
= Λi
(
i∑
j=1
exp(−λjt) Λj,i
(
− a(1− vjt)− b
) i∑
k=1
k 6=j
λjk
)
,
mi13 = Λi
(
i∑
j=1
exp(−λjt) Λj,i a
i∑
k=1
k 6=j
Λjk,i
1
λ2jk
)
(5.135)
= Λi
(
i∑
j=1
exp(−λjt) Λj,i a
i∑
k=1
k 6=j
(
1
λjk
i∑
l≥k
l6=j
1
λjl
)
,
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Die Teilgleichungen (5.133) und (5.134) werden mit den Aussagen der Gleichungen
(5.29) und (5.30) vereinfacht.
Fu¨r die Gleichung (5.135) kann folgende Umformung verwendet werden:
i∑
k=1
k 6=j
(
i∏
l=1
l6=k
l6=j
λjl
λjl − λjk
)
1
λ2jk
=
i∑
k=1
k 6=j
(
1
λjk
i∑
l≥k
l6=j
1
λjl
) , (5.136)
der Beweis der Gleichheit kann mit vollsta¨ndiger Induktion durchgefu¨hrt werden.
Anschliessend wird die Gleichung (5.132) vereinfacht durch die Umschreibung in
symmetrische Terme, die sich paarweise herausku¨rzen.
Es gilt dabei folgende Schreibweise fu¨r die Gleichung (5.132):
mi14 =
i−1∏
j=1
λj
i∑
j=1
i∑
k=1
k 6=j
Fjk
=
i−1∏
j=1
λj
i∑
j=1
i∑
k>j
(Fjk + Fkj) . (5.137)
Der Faktor Fjk sei gegeben mit:
Fjk = exp(−λjt)(
i∏
k=1
k 6=j
1
λk − λj
)(
i∏
l=1
l6=k
l6=j
λjl
λjl − λjk
) (5.138)
· (b−
a
λjk
)
1
λjk
exp(−λjk(1− vjt)) ,
wobei der Faktor Fkj sich durch Vertauschen der Indizes j und k ergibt.
Anschliessend wird die Vereinfachung fu¨r Gleichung (5.137) vorgenommen. Die paar-
weisen Faktoren Fjk und Fkj lassen sich eliminieren mit:
Fjk + Fkj = 0 , (5.139)
mit j = 1, . . . , i und k > j .
Dann gilt fu¨r den Term mi14 :
mi14 = 0 . (5.140)
Der Beweis der Gleichung (5.139) wird anschliessend vorgefu¨hrt.
Man setzt die Terme (5.138) in die Gleichung (5.139) ein und kann durch die Gleich-
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heit von (5.23) die exp(·)-Funktionen ausklammern. Es gilt damit:
Fjk + Fkj
= exp(−λjt)(b−
a
λjk
)
1
λjk
exp(−λjk(1− vjt))(Λj,iΛjk,i + Λk,iΛkj,i). (5.141)
Man kann die Aussage von Gleichung (5.36) verwenden und erha¨lt
Λj,iΛjk,i + Λk,iΛkj,i = 0 , damit gilt:
Fjk + Fkj = 0.0 . (5.142)
Fu¨r alle j = 1, . . . , i und k > j erha¨lt man:
mi14 = 0 . (5.143)
Damit ist die Gleichung (5.140) bewiesen.
Die Gleichung (5.126) fu¨r die Berechung der Masse kann geschrieben werden mit:
mi1 = Λi
i∑
j=1
Λj,i exp(−λjt)

a(1− vjt)2
2
+ b(1− vjt−
i∑
k=1
k 6=j
1
λjk
)
−a(1− vjt)(
i∑
k=1
k 6=j
1
λjk
) + a
( i∑
k=1
k 6=j
1
λjk
(
i∑
l≥k
l6=j
1
λjl
)
) . (5.144)
Im weiteren Schritt soll nun die Herleitung der Gesamtmasse miges berechnet werden,
die sich aus den Teilmassen mi1 und mi2 zusammensetzt.
5.2.2 Berechnung der Gesamtmasse
Fu¨r die Berechnung der Gesamtmasse kann gezeigt werden, dass die Gesamtmasse
sich aus der Masse des Impulses und der Konzentration der gewo¨hnlichen Differen-
tialgleichung zusammensetzt.
Fu¨r die Gesamtmasse soll gelten:
miges = mimpuls ci,GDGL (5.145)
= mi1 + mi2 .
Dies wird anschliessend in 2 Schritten gezeigt.
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Erster Schritt:
Die Gesamtmasse wird aus der Lo¨sung der gewo¨hnlichen Differentialgleichungen,
vgl. Anhang (B.2), und der Masse des Anfangimpules berechnet:
Die Gesamtmasse berechnet sich aus:
mimpuls =
∫ 1+vj t
vj t
(a(x− vjt) + b) dx
= (a
1
2
+ b) ,
ci,GDGL = Λi
i∑
j=1
Λj,i exp(−λjt) ,
mi,GDGL = mimpuls ci,GDGL
= (a
1
2
+ b) Λi
i∑
j=1
Λj,i exp(−λjt) . (5.146)
Die Terme Λi, Λj,i und Λjk,i sind in der Gleichung (5.8), (5.10) und (5.11) angegeben.
Damit ist der erste Schritt abgeschlossen.
Zweiter Schritt:
Es wird die Gesamtmasse u¨ber das Integral des Gesamtintervalls (0,∞) berechnet.
Es gilt fu¨r die Gesamtmasse folgendes Integral:
miges = mi1(t) + mi2(t)
=
∫ 1+maxij=1{vj t}
minij=1{vj t}
ci(x, t) dx . (5.147)
Fu¨r die Integration werden folgende U¨berlegungen zu den Integrationsgrenzen vor-
genommen:
Um alle Mo¨glichkeiten der verschiedenen Kombinationsmo¨glichkeiten fu¨r die Inte-
grationsgrenzen zu haben fu¨hrt man die Permutationsgruppe k ein, vgl. [85]. Damit
kann man die Werte wie folgt anordnen:
vk(1) < . . . < vk(i).
Ohne Beschra¨nkung der Allgemeinheit, kann man sich auf eine Auswahl beschra¨nken.
Die Auswahl ist gegeben mit:
O.B.d.A. gilt:
v1 < v2 . . . < vi . (5.148)
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Aufgrund der Additivita¨t der Lo¨sungen kann man die einzelnen Teillo¨sungen, wie
folgt angeben und die Integrationsgrenzen einsetzen. Dabei ist die obere Integrati-
onsschranke gegeben mit maxij=1{vjt} = vit und die Integrale lassen sich schreiben
als:
miges =
∫ 1+maxij=1{vj t}
minij=1{vj t}
ci(x, t)dx (5.149)
=
i∑
j=1
∫ 1+vj t
vj t
cij(x, t)dx +
i−1∑
j=1
∫ 1+vit
1+vj t
cij(x, t) dx
= Λi
i∑
j=1
Λj,i
i∑
k=1
k 6=j
Λjk,i exp(−λjt)
∫ vj t+1
vj t
(
a(x− vjt) + (b−
a
λjk
)(1− exp(−λjk(x− vjt)))
)
dx
+ Λi
i−1∑
j=1
Λj,i
i∑
k=1
k 6=j
Λjk,i exp(−λjt)
∫ vit+1
vj t+1
(
(b−
a
λjk
+ a) exp(−λjk(x− (vjt + 1)))
−(b−
a
λjk
) exp(−λjk(x− vjt))
)
dx .
Die Integration wird u¨ber die Integrationsbereiche durchgefu¨hrt und man erha¨lt
folgende Lo¨sungen:
miges = Λi
(
i∑
j=1
Λj,i
i∑
k=1
k 6=j
Λjk,i exp(−λjt) (5.150)
(
a
1
2
+ (b−
a
λjk
)(1 +
1
λjk
(exp(−λjk)− 1))
))
+ Λi
(
i−1∑
j=1
Λj,i
i∑
k=1
k 6=j
Λjk,i exp(−λjt)
(
(b−
a
λjk
+ a)
(
−
1
λjk
(exp(−λjk(vi − vj)t)− 1)
)
−(b−
a
λjk
)
(
−
1
λjk
(exp(−λjk((vi − vj)t + 1))− exp(−λjk))
)))
.
Es ko¨nnen einige Terme herauseliminiert und die Gleichungen (5.29) zur Vereinfa-
chung verwendet werden und man erha¨lt die folgenden Terme:
miges(t) = Λi
i∑
j=1
Λj,i exp(−λjt)(a
1
2
+ b)
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+ Λi
(
i−1∑
j=1
Λj,i
i∑
k=1
k 6=j
Λjk,i exp(−λjt)
(
(b−
a
λjk
+ a)(−
1
λjk
exp(−λjk(vi − vj)t))
−(b−
a
λjk
)(−
1
λjk
exp(−λjk((vi − vj)t + 1)))
))
.
Der Einfachheit halber definiert man folgende Terme fu¨r die weitere Betrachtung:
F˜jk = Λj,iΛjk,i exp(−λjt)
(
(b−
a
λjk
+ a)(−
1
λjk
exp(−λjk(vi − vj)t))
)
,
Fˆjk = Λj,iΛjk,i exp(−λjt)
(
(b−
a
λjk
)(−
1
λjk
exp(−λjk((vi − vj)t + 1)))
)
,
Fu¨r diese Terme gelten folgende Aussagen:
F˜jk + F˜kj = 0 , (5.151)
Fˆjk + Fˆkj = 0 , (5.152)
mit j = 1, . . . , i und j 6= k .
Der Beweis dazu wird analog mit Hilfe der Aussagen aus der Gleichung (5.34) durch-
gefu¨hrt.
Mit dieser Elimination der Terme F˜jk und Fˆjk erha¨lt man die Gleichung fu¨r die
Gesamtmasse beschrieben mit:
miges = Λi

 i∑
j=1
Λj,i exp(−λjt)(a
1
2
+ b)

 .
Damit ist der zweite Schritt abgeschlossen und man erha¨lt das gleiche Ergebnis wie
im ersten Schritt. Damit ist die Gleichheit der Gleichung (5.145) bewiesen.
Durch die einfachere Berechnung der Gesamtmasse miges aus Gleichung (5.145) kann
eine einfachere Berechnung der ausfliessenden Masse erreicht werden.
Dies wird anschliessend in einer weiteren Gleichung betrachtet.
5.2.3 Berechnung der ausfliessenden Masse
Mit der Aussage aus Gleichung (5.145) konnte die ausfliessende Masse mi2 berechnet
werden mit:
mi2 = miges −mi1 .
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Damit reduziert sich der Rechenaufwand erheblich.
Im na¨chsten Kapitel werden die Lo¨sungsverfahren beschrieben, die fu¨r die implizit
diskretisierten Gleichungsanteile, insbesondere der Diffusions-Dispersions-Gleichung,
verwendet wurden.
Kapitel 6
Iterationsverfahren und
Mehrgitterverfahren
6.1 Einleitung
Die Gleichungen, die aus den impliziten numerischen Methoden ermittelt wurden,
wie die in Kapitel 3 mit der Finite-Volumen-Methode diskretisierten Diffusions-
Dispersions-Gleichung, haben die Form Ax = b und sind lineare Gleichungssysteme.
Aufgrund der komplexen Geometrien und umfangreichen Systeme von partiellen
Differentialgleichungen entstehen große lineare Gleichungssysteme mit vielen Unbe-
kannten. Diese Gleichungssysteme exakt zu lo¨sen, ist aufgrund der langen Rechen-
zeiten nicht mehr effizient und es werden deshalb zum Lo¨sen iterative Methoden
verwendet.
Bei der Auswahl der geeigneten iterativen Methoden hat man Mehrgitterverfahren
verwendet. Sie geho¨ren zu den schnellsten Iterationsverfahren, vgl. [49].
Das Mehrgitterverfahren beno¨tigt einige Vorbereitungen, insbesondere eine Hier-
archie von Gittern, zur Durchfu¨hrung des Lo¨sungsverfahrens. Sie eignen sich ins-
besondere zur Lo¨sung von elliptischen und parabolischen Differentialgleichungen.
Die Einfu¨hrung und theoretische Untersuchungen zur Konvergenz dieses Verfahrens
sind in der Arbeit [46] zu finden. Die Arbeitsgruppe um Prof. Gabriel Wittum hat
sich besonders mit der Anwendungen des Verfahrens bescha¨ftigt, daraus sind einige
Arbeiten [59] und [63] zu erwa¨hnen.
In diesem Kapitel werden die Iterationsverfahren, die in dieser Arbeit verwendet
wurden, vorgestellt und ihre Eigenschaften diskutiert. Bei den Definitionen und Be-
weisen ist auf die Arbeit [49] zuru¨ckgegriffen worden. Dieses Kapitel soll dabei nur
eine Einfu¨hrung in die iterativen Lo¨ser geben, fu¨r ein weiterfu¨hrendes Studium sei
auf die Arbeiten [105], [46] und [10] verwiesen.
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6.2 Lineare Algebra
Es sollen nachfolgend einige wichtige Definitionen u¨ber Matrizen sowie weitere Ei-
genschaften, die aus den Definitionen folgen, betrachtet werden. Bei Beweisen, die
aus der Arbeit [49] sind, wird die Referenz der U¨bersichtlichkeit halber nicht ange-
geben. Bei Beweisen aus anderen Arbeiten wird die Referenz angegeben.
Es werden einige Notationen eingefu¨hrt, die anschliessend bei den Iterationsverfah-
ren verwendet werden.
Definition 6.1 Fu¨r jede Matrix A ∈ IRI×I gilt:
σ(A) := {λ ∈ IC : det(A− λ1 ) = 0} Spektrum der Matrix A ,
λ ∈ σ(A) Eigenwert der Matrix A ,
ρ(A) := max{|λ| : λ ∈ σ(A)} Spektralradius der Matrix A ,
wobei 1 die Einheitsmatrix ist und I eine Indexmenge.
Lemma 6.1 Es gilt fu¨r jede Matrix A ∈ IRI×I und jede zugeordnete Matrixnorm
‖ · ‖ , vgl. [49]:
|λ| ≤ ||A|| , ∀λ ∈ σ(A) , (6.1)
ρ(A) ≤ ||A|| , (6.2)
ρ = lim
m→∞
||Am||1/m . (6.3)
Definition 6.2 Es sei I eine beliebige Indexmenge, ξ ∈ I, J ⊂ I, G ⊂ I × I sei
ein Graph auf I. Man definiert dann:
V (G) := {α ∈ I| ∃ β mit (α, β) ∈ G} ,
G\J := {(α, β) ∈ G|α 6∈ J, β 6∈ J} ,
G ∩ J := {(α, β) ∈ G|α ∈ J, β ∈ J} ,
M+(ξ, G) := {α ∈ I|(ξ, α) ∈ G ∧ ξ 6= α} ,
M−(ξ, G) := {α ∈ I|(α, ξ) ∈ G ∧ ξ 6= α} ,
Md(ξ, G) := M+(ξ, G) ∪M−(ξ, G) ,
C(G) := {(α, β) ∈ I × I| ∃ γi ∈ I,
mit α = γ0, γ1, . . . , γk−1, γk = β,
(γi, γi+1) ∈ G , ∀ i = 0, . . . , k − 1}.
Einen Graph kann man aufbauen mit den Indizes α ∈ I als Knoten und den Paaren
(α, β) ∈ G als gerichtete Kanten. Man spricht von einem symmetrischen Graphen
falls aus (α, β) ∈ G auch (β, α) ∈ G gilt. α ist mit β verbunden falls gilt (α, β) ∈
C(G). Ein Graph G ⊂ I × I heisst irreduzibel falls C(G) = G.
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Definition 6.3 Es sei A ∈ IRI×I eine Matrix zur Indexmenge I . Der Graph der
Matrix A ist definiert als :
G(A) := {(α, β) ∈ I × I|Aαβ 6= 0} , (6.4)
wobei Aαβ der Matrixeintrag in der α-ten Zeile und der β-ten Spalte ist.
Man bezeichnet eine Matrix A als irreduzibel wenn ihr Graph G(A) irreduzibel ist.
Definition 6.4 Eine Matrix A ∈ IRI×I heisst M-Matrix, falls gilt :
Aαα > 0 , ∀α ∈ I , (6.5)
Aαβ ≤ 0 , ∀α 6= β , (6.6)
A regula¨r und (A−1)αβ ≥ 0 , ∀α, β ∈ I. (6.7)
Definition 6.5 Eine Matrix A ∈ IRI×I nennt man schwach diagonaldominant, falls
gilt :
|Aαα| ≥
∑
β∈I∧β 6=α
|Aαβ| , ∀α ∈ I , (6.8)
und man nennt eine Matrix A irreduzibel diagonaldominant falls A eine irreduzible,
schwach diagonaldominante Matrix ist und es gilt :
|Aαα| >
∑
β∈I∧β 6=α
|Aαβ| , fu¨r mindestens ein α ∈ I . (6.9)
6.3 Lineare Iterationsverfahren
Wir betrachten das lineare Gleichungssystem :
Ax = b , A ∈ IRI×I , b ∈ IRI , (6.10)
und setzen im folgenden voraus, dass A regula¨r ist.
Anschliessend wird ein lineares Iterationsverfahren definiert:
Definition 6.6 Ein lineares Iterationsverfahren ist eine Abbildung :
φ(x, b) =
(
IRI × IRI → IRI
(x, b) → Mx + Nb
)
, (6.11)
wobei M, N ∈ IRI×I Matrizen sind und wobei vorausgesetzt ist, dass die Abbildung
φ(x, b) in (x, b) linear ist.
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Daraus folgt aus der Definition 6.6 die entsprechende Iteration :
xm+1 = Mxm + Nb , m ∈ IN , b aus (6.10) . (6.12)
Die Iteration (6.12) bezeichnet man als erste Normalform. Es werden anschliessend
weitere Begriffe fu¨r die Beschreibung der Iterationsverfahren eingefu¨hrt.
Definition 6.7 Man bezeichnet ein lineares Iterationsverfahren als konsistent zum
Gleichungssystem (6.10) falls gilt :
Ax∗ = b ⇒ φ(x∗, b) = x∗ , ∀ b ∈ IRI . (6.13)
Es ist die notwendige und hinreichende Bedingung fu¨r die Konsistenz erfu¨llt, falls
gilt :
Lemma 6.2 Ein lineares Iterationsverfahren (6.11) ist genau dann konsistent, wenn
gilt :
M = 1 −NA . (6.14)
Die Matrix M bezeichnet man als Iterationsmatrix.
Die Gleichung (6.12) la¨sst sich mit Hilfe von (6.14) umschreiben in folgende Form :
xm+1 = xm −N(Axm − b) . (6.15)
Man bezeichnet die Iteration in Gleichung (6.15) auch als zweite Normalform.
Definition 6.8 Man bezeichnet ein lineares Iterationsverfahren φ als konvergent,
wenn ∀ b ∈ IRI der Grenzwert der Gleichung (6.12) existiert mit :
lim
m→∞
xm = x∗ , (6.16)
und dabei unabha¨ngig von dem Startvektor x0 ist.
Man bezeichnet x∗ als Lo¨sung der Iteration (6.15).
Das notwendige und hinreichende Kriterium fu¨r die Konvergenz wird angegeben in
folgendem Satz 6.1 :
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Satz 6.1 Ein lineares, konsistentes Iterationsverfahren (6.15) ist genau dann kon-
vergent, falls fu¨r die Iterationsmatrix (6.14) gilt :
ρ(M) < 1 , (6.17)
ρ(M) heisst die Konvergenzrate der Iteration (6.11), wobei ρ(M) in Definition 6.1
beschrieben ist.
Es werden nun die einzelnen Iterationsverfahren vorgestellt.
6.3.1 Jacobi-Verfahren
Man zerlegt nun die Matrix in die Komponenten:
A = D − R , (6.18)
D : Diagonalanteil der Matrix A ,
R : Rest der Matrix A .
Das Jacobi-Verfahren kann man durch die folgende Wahl fu¨r die angena¨herte Inverse
N und die Iterationsmatrix M angeben:
NJac = D−1 ,
MJac = 1 −D−1A ,
wobei NJac die Inverse und MJac die Iterationsmatrix des Jabobi-Verfahrens ist.
Das Verfahren ist unabha¨ngig von der Anordnung der Indexmenge I. Die Konvergenz
des Jacobi-Verfahrens wird in folgenden Sa¨tzen untersucht.
Satz 6.2 Sei A > 0 und 2D−A > 0, dann konvergiert das Jacobi-Verfahren, streng
monoton in der Energienorm || · ||A :
ρ(MJac) = ||MJac||A < 1 . (6.19)
Satz 6.3 Sei A ∈ IRI×I irreduzibel diagonaldominant und erfu¨lle die Vorzeichenbe-
dingung (6.5) und (6.6), so gilt die Konvergenz mit :
ρ(MJac) < 1 , (6.20)
||MJac||∞ < 1 , (6.21)
wobei || · ||∞ die Maximumsnorm ist.
Anschliessend betrachten wir das SOR-Verfahren, in dem als Spezialfall das Gauss-
Seidel-Verfahren enthalten ist.
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6.3.2 Gauss-Seidel-Verfahren und das SOR-Verfahren
Es wird das SOR-Verfahren mit seinen Eigenschaften beschrieben. Ebenfalls gelten
dieselben Resultate fu¨r das Gauss-Seidel-Verfahren, das ein Spezialfall des SOR-
Verfahrens ist.
Folgende Zerlegung der Matrix A wird betrachtet:
A = D − E − F , (6.22)
E : strikte untere Dreiecksmatrix ,
F : strikte obere Dreiecksmatrix .
Das Iterationsverfahren resultiert aus der Wahl der angena¨herten Inversen und der
Iterationsmatrix M :
NSORω = (
1
ω
D − E)−1 , (6.23)
MSORω = 1 − (
1
ω
D − E)−1A , (6.24)
ω ∈]0, 2[IR ,
wobei NSOR die Inverse und MSOR die Iterationsmatrix des SOR-Verfahrens ist.
Die Matrix M wendet man auf den Vektor xm an. Dann la¨sst sich die komponenten-
weise Darstellung als Folge von den einzelnen Korrekturen xmi bzw. x
m+1
i schreiben.
Es gilt:
xm+1i = (1− ω)x
m
i +
ω
Dii

i−1∑
j=1
Eijx
m+1
i +
n∑
j=i+1
Fijx
m
i

 , (6.25)
i = 1, . . . , n ,
wobei n die Anzahl der Komponenten ist.
Man kann das SOR-Verfahren einteilen in ein lokal-geda¨mpftes Verfahren mit (0 <
ω < 1) oder in ein lokal u¨berrelaxiertes Gauss-Seidel-Verfahren mit (1 < ω < 2).
Fu¨r die Wahl von ω = 1 fallen die beiden Verfahren zusammen.
Fu¨r das SOR-Verfahren kann man die Konvergenz u¨ber alle positiv-definiten Matri-
zen nachweisen. Es gelten folgende Sa¨tze:
Satz 6.4 Es sei A eine symmetrisch positiv-definite Matrix. Es gilt :
ρ(MGSω ) ≤ ||M
GS
ω ||A < 1 , ∀ω ∈]0, 2[IR . (6.26)
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Satz 6.5 Es sei A ∈ IRI×I eine irreduzible diagonaldominante Matrix, sie erfu¨lle
die Vorzeichenbedingung (6.5) und (6.6). I sei eine angeordnete Indexmenge.
Dann gilt:
ρ(MSORω ) < 1 , ∀ω ∈]0, 1]IR , (6.27)
||MSORω ||∞ < 1 , ∀ω ∈]0, 1]IR . (6.28)
Das SOR-Verfahren ist von der Anordnung abha¨ngig. Die Umkehrung der Anord-
nung fu¨hrt zum ru¨ckwa¨rtsausgerichteten SOR-Verfahren. Damit lassen sich durch
die Nacheinanderausfu¨hrung von SOR-Verfahren und ru¨ckwa¨rtsausgerichtetem SOR-
Verfahren ein Gesamtverfahren konstruieren, dem sogenannten SSOR-Verfahren (sym-
metrisches SOR-Verfahren). Fu¨r ω = 1 nennt man das Verfahren symmetrisches
Gauss-Seidel-Verfahren.
6.3.3 ILU-Verfahren
Im na¨chsten Abschnitt wollen wir das ILU-Verfahren (unvollsta¨ndige Dreieckszerle-
gung) beschreiben.
Die Matrix A wird durch die multiplikative Aufspaltung geschrieben als:
A = LU . (6.29)
LU ist die Bezeichung fu¨r LowerUpper und bedeutet eine Zerlegung in eine untere
und obere Dreiecksmatrix. Es handelt sich dabei um ein direktes Verfahren, wobei
die Dreiecksmatrizen im allgemeinen vollbesetzt sind. Deshalb eigenen sich diese
Verfahren aufgrund ihrer Effizienz nicht zur Lo¨sung von großen Gleichungssystemen.
Deshalb wird eine Modifikation des LU -Verfahrens in das sogenannte ILU -Verfahren
(fu¨r IncompleteLowerUpper) vorgenommen. Die fu¨r die LU -Zerlegung verwendete
Gauss-Elimination wird dabei auf einem vorgegebenen Besetzungsmuster ausgefu¨hrt
und fu¨hrt bei der entsprechenden Wahl dieses Musters auf ein Iterationsverfahren
mit linearem Aufwand. Als Besetzungsmuster wird typischerweise der Graph der
Matrix A gewa¨hlt.
A = LU −R , (6.30)
Lαβ = 0 , (α, β) 6∈ G(A) , L untere Dreiecksmatrix , (6.31)
Uαβ = 0 , (α, β) 6∈ G(A) , U obere Dreiecksmatrix , (6.32)
Rαβ = 0 , (α, β) ∈ G(A) . (6.33)
Das ILU-Verfahren erha¨lt man aus folgender Wahl der angena¨herten Inversen N
und der Iterationsmatrix M :
N ILU := U−1L−1 , (6.34)
KAPITEL 6. ITERATIONS- UND MEHRGITTERVERFAHREN 100
M ILU := 1 − U−1L−1A , (6.35)
wobei N ILU die Inverse und M ILU die Iterationsmatrix des ILU-Verfahrens ist.
Es ist zu beachten, dass die Existenz der Zerlegung in speziellen Fa¨llen gesichert ist.
Fu¨r die M-Matrizen gelten die folgenden Sa¨tze:
Satz 6.6 Es sei A eine M-Matrix und das Muster der ILU-Zerlegung sei der Graph
der Matrix A, dann existiert die ILU-Zerlegung.
Satz 6.7 Sei A eine M-Matrix. Dann konvergiert das ILU-Verfahren (6.34), (6.35)
monoton in der Maximumsnorm:
ρ(M ILU) ≤ 1 , (6.36)
||M ILU ||∞ ≤ 1 . (6.37)
6.4 Einleitung zum Mehrgitterverfahren
Bei weiteren Untersuchungen der klassischen Iterationsverfahren, wie sie im vor-
hergehenden Kapitel 6.3 beschrieben wurden, stellt man fest, dass nur die schnell
oszillierenden Fehleranteile, auf dem gerade betrachteten Gitter, reduziert werden.
Als Beispiel sei ein 1D Poisson-Modellproblem angegeben, das man mit einem mit
0.5 geda¨mpften Jacobi-Verfahren lo¨st, vgl. [49]. Obwohl man einen sehr langsamen
iterativen Lo¨ser hat, erreicht man auf dem Teilraum der schnell-oszillierenden (rau-
hen) Fehler eine Konvergenzrate ≤ 0.5 die unabha¨ngig von der Gitterweite ist, vgl.
[46]. Dieses Verhalten wird in dem Kontext der Mehrgitterverfahren Gla¨ttungsite-
rationen genannt.
Die Idee der Mehrgitterverfahren ist es auf einem Gitter zuna¨chst die hochfrequen-
ten Fehleranteile durch ein Gla¨ttungsverfahren zu reduzieren. Danach kann man die
glatten, niederfrequenten Fehleranteile, auf ein gro¨beres Gitter transformieren. Wie-
derum kann man die Fehleranteile hier gla¨tten und auf das na¨chst gro¨bere Gitter
transformieren, dies wird bis zum gro¨bsten Gitter durchgefu¨hrt. Auf dem gro¨bsten
Gitter kann man dann das Gleichungssystem ohne großen Aufwand exakt lo¨sen.
Anschliessend werden die verschiedenen Korrekturen bis zu dem feinsten Gitter zu-
sammengesetzt, zu der Korrektur einer Mehrgitter-Iteration.
Fu¨r die Durchfu¨hrung eines Mehrgitterverfahrens ist eine Hierarchie von Gittern,
Transferoperationen zwischen den einzelnen Gittern, eine Hierarchie von diskreten
Gleichungen, Gla¨ttungsiterationen fu¨r die Gleichungen und ein exaktes Lo¨sungsver-
fahren fu¨r das gro¨bste Gitter notwendig. Fu¨r das exakte Lo¨sungsverfahren kann man
die Gauss-Elimination verwenden.
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Nachfolgend wollen wir die Begriffe des Mehrgitterverfahrens und den Mehrgitteral-
gorithmus erla¨utern. Abschliessend sei noch die Literatur fu¨r die Konvergenztheorie
angegeben.
6.4.1 Die Gitterhierarchie
Der Kern des Mehrgitterverfahrens bilden die Gitterhierarchien. Bei der Konstruk-
tion einer Hierarchie von Gittern geht man vom gro¨bsten Gitter aus und gelangt
dann durch sukzessive Anwendung einer Verfeinerungsstrategie zu immer feineren
Gittern.
Zur Konstruktion der Gitter beginnen wir mit einer zula¨ssigen Triangulierung, man
vergleiche die Arbeit [11]. Der Einfachheit halber werden die folgenden Definitio-
nen fu¨r die 2D Geometrien auf Dreiecken durchgefu¨hrt worden. Dasselbe kann fu¨r
Vierecke sowie fu¨r die 3D Geometrien mit ihren Elementen ebenso durchgefu¨hrt
werden.
Definition 6.9 Es sei Ω ∈ IR2 ein polygonal berandetes Gebiet. Eine Zerlegung
T = {T1, T2, . . . , TM} von Ω in Dreieckselemente heisst zula¨ssig falls folgende Ei-
genschaften gelten :
1. Ω = ∪Mi=1 Ti .
2. Besteht Ti ∪ Tj aus genau einem Punkt, so ist dieser ein Eckpunkt sowohl von
Ti als auch von Tj .
3. Besteht Ti ∪ Tj fu¨r i 6= j aus mehr als einem Punkt, so ist Ti ∪ Tj eine Kante
sowohl von Ti als auch von Tj .
Definition 6.10 Es sei T = {T1, T2, T3, . . . , TM} eine zula¨ssige Triangulierung.
Dann sei die Menge der inneren Knoten angegeben mit :
N(T ) := {x ∈ IR2|x ist Eckpunkt von T , T ∈ T ∧ x 6∈ ∂Ω} ,
der Graph von T wird definiert mit :
G(T ) := {(x, y) ∈ N(T )×N(T )|∃T ∈ T mit x, y ∈ T} .
Man starte von einem groben Gitter und fu¨hre darauf uniforme Verfeinerungen
durch. Die Verfeinerung wird nach der Definition aus der Arbeit [3] durchgefu¨hrt:
Definition 6.11 Es sei Tl−1 eine zula¨ssige Zerlegung. Fu¨r die uniforme Verfeine-
rung Tl aus Tl−1 gilt:
Jedes Dreieck T ∈ Tl−1 wird durch Verbinden der Kantenmittelpunkte
in vier kongruente Dreiecke zerlegt. Diese neu entstandenen Dreiecke
geho¨ren zur Menge Tl .
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Eine uniforme Verfeinerung einer zula¨ssigen Triangulierung ist wieder eine zula¨ssige
Triangulierung. Die Hierarchie der uniform verfeinerten Gitter der Tiefe l wird
definiert mit :
τl := {Ti | T0 ist eine zula¨ssige Triangulierung, Ti+1 (6.38)
ist uniforme Verfeinerung von Ti , ∀i = 0, . . . , l − 1}.
Die Verfeinerungen fu¨r den 3D Fall sind in der Arbeit [10] beschrieben.
6.4.2 Der Gittertransfer
Fu¨r die Approximation der Lo¨sung einer partiellen Differentialgleichung mit den
Finite-Elementen auf einer Triangulierung T fu¨hrt man den endlich-dimensionalen
Ansatzraum Vl ein.
Der endlich-dimensionale Ansatzraum Vl ist :
Vl = Span{φ
l
1, φ
l
2, . . . , φ
l
nl
} .
Diese sind stu¨ckweise lineare Funktionen und in der Arbeit [11] beschrieben.
Sie haben die Eigenschaft, dass die Ra¨ume geschachtelt sind:
V0 ⊂ V1 ⊂ . . .Vl .
Man fu¨hrt die Transferoperatoren ein, die als Einbettung von zwei aufeinanderfol-
genden Gittern mit der Injektion Vl−1 ↪→ Vl erhalten werden. Man erha¨lt die Dar-
stellung der Grobgitter-Basisfunktionen {φl−1i } durch die Feingitter-Basisfunktion
{φli} mit:
φl−1i =
nl∑
j=1
ri,jφ
l
j . (6.39)
Die Darstellung der Restriktion r = (ri,j)(i,j)∈Nl−1×Nl ist bei dieser Wahl der lokalen
Basis eine du¨nnbesetzte Matrix. Dabei definiert man die Menge Nl−1 = {1, . . . , nl−1},
analog dazu ist die Menge Nl definiert.
Die Prolongation wird gewa¨hlt aus der adjungierten Abbildung :
p = rT , (6.40)
oder es ko¨nnen weitere problemangepasste Prolongationen und Restriktionen ver-
wendet werden. Beispiele dazu sind in der Arbeit [69] zu finden.
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Fu¨r unsere Anwendung bei der uniformen Verfeinerung gema¨ss der Definition 6.11
hat die Matrix p die Form :
pi,j =


1 falls Knoten i und j auf derselben geometrischen
Position liegen
0.5 falls Knoten i auf einer Kante liegt dessen
einer Endpunkt Knoten j ist
0 sonst
. (6.41)
6.4.3 Die Hierarchie von Gleichungssystemen
Man erha¨lt die linearen Gleichungssysteme durch die Diskretisierung der zugrunde-
liegenden Differentialgleichung. In dieser Arbeit wurde fu¨r die Diskretisierung, das
Finite-Volumen-Verfahren verwendet, vgl. Kapitel 3. Um eine Hierarchie von Glei-
chungssystemen mit den Matrizen Al zu erhalten, diskretisiert man zuna¨chst auf
dem feinsten Gitter Tl. Bei der Erzeugung der Gleichungssysteme auf den gro¨beren
Gittern kann man folgende Methoden verwenden :
Gitterweise Diskretisierung:
Auf den gro¨beren Gittern werden ebenfalls die Gleichungssysteme durch
die Diskretisierung der Differentialgleichungen erhalten.
Galerkin-Produkt:
Mit der gegebenen Matrix Ak und den Transferoperatoren r, p wird Ak−1
definiert durch Ak−1 := rAkp. Damit werden alle Grobgittermatrizen
sukzessive aus der Matrix des feinsten Gitters erzeugt.
6.4.4 Der Mehrgitter-Algorithmus
Um das Mehrgitter-Verfahren zu erkla¨ren wird das Zweigitterverfahren eingefu¨hrt
und anschliessend rekursiv auf das Mehrgitterverfahren erweitert. Man bezeichnet
den Gla¨tter auf Gitterebene l mit Sl. Das Zweigitterverfahren wird definiert durch :
MZGl := S
ν2
l M
ZGG
l S
ν1
l . (6.42)
Es sind ν1 die Vorgla¨ttungsschritte und ν2 die Nachgla¨ttungsschritte. Die Grobgit-
terkorrektur MZGGl wird definiert durch :
MZGGl := 1 − p A
−1
l−1 r Al . (6.43)
Der U¨bergang zum Mehrgitterverfahren wird so durchgefu¨hrt, dass in der Glei-
chung (6.43) die Grobgittermatrix Al−1 nicht mehr exakt invertiert wird, sondern
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zur Lo¨sung des Gleichungssystems das Zweigitterverfahren auf der Gitterebene l−1
γ-mal aufgerufen wird. Das Gleichungssystem wird erst auf dem gro¨bsten Gitter
exakt gelo¨st.
Das Mehrgitterverfahren ist definiert als :
MMG0 := 0 , (6.44)
MMG1 := M
ZG
1 , (6.45)
MMGl := M
ZG
l + S
ν2
l p (M
MG
l−1 )
γ A−1l−1 r Al S
ν1
l , (6.46)
wobei ν1 die Vorgla¨ttungsschritte und ν2 die Nachgla¨ttungsschritte sind. Die Grob-
gitterkorrektur MMGGl wird definiert durch:
MMGGl := 1 − p (I − (M
MG
l−1 )
γ) A−1l−1 r Al . (6.47)
Man spricht bei diesem Vorgehen von einem Mehrgitterverfahren. Fu¨r die Wahl von
γ = 1 spricht man vom V-Zyklus, fu¨r γ = 2 vom W-Zyklus.
Der Mehrgitter-Algorithmus wird angegeben als :
Algorithmus 6.1 Linearer Mehrgitterzyklus
MG(xl, bl, l)
{
if (l == 0)
{
x0 = A
−1
0 b0 ; Exaktes Lo¨sen auf dem Grobgitter.
}
else
{
xl = S
ν1(xl, bl) ; ν1 Vorgla¨ttungsschritte.
bl−1 = rbl ; Defekt restringiert auf das na¨chst gro¨bere Gitter.
xl1 = 0 ;
for (i = 0; i < γ; i + +)
{
cl−1 = 0 ;
MG(cl−1, bl−1, l − 1) ; γ-facher rekursiver Aufruf
der Grobgitterkorrektur.
xl−1 = xl−1 + cl−1 ;
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bl−1 = bl−1 − Al−1cl−1 ;
}
cl = pxl−1 ; Interpolation der Korrektur von dem
na¨chst gro¨beren Gitter.
xl = xl + cl ;
bl = bl − Alcl ;
xl = S
ν2(xl, bl) ; ν2 Nachgla¨ttungsschritte.
}
}
Die Verfeinerung wird mit Hilfe der Strategie von Definition 6.11 durchgefu¨hrt.
Nimmt man einen linearen Aufwand sowohl fu¨r die Gla¨tter und Gittertransferope-
rationen an, so erha¨lt man einen linearen Aufwand fu¨r den Algorithmus 6.1, falls
man γ ≤ 3 annimmt, vgl. [49]. Die Konvergenzbeweise fu¨r den W-Zyklus wurden
in der Arbeit [46] durchgefu¨hrt. Weiter wollen wir das Thema zur Konvergenz nicht
mehr vertiefen, als U¨bersichtsartikel ist die Arbeit [106] angegeben.
Nachfolgend sind die Mehrgitterzyklen in Abbildung 6.1 dargestellt.
Level 0
Level 3
Level 2
Level 1
V−Zyklus W−Zyklus
Exakt Lösen      
Nachglätten           
Vorglätten          
Abbildung 6.1: Mehrgitterzyklen : V- und W-Zyklus
Eine weiterfu¨hrende Vertiefung des Themas u¨ber Mehrgitterverfahren kann in den
Arbeiten [46], [11], [49] und [10] nachgelesen werden.
Kapitel 7
Software-Paket r3t
7.1 Einleitung
In diesem Kapitel wird das Programmpaket r3t vorgestellt. In dem Programmpaket
sind die Verfahren aus Kapitel 3 eingebunden und die numerischen Rechnungen
durchgefu¨hrt worden.
Das Programmpaket entstand aus der Aufgabe zu dem Projekt der numerischen Si-
mulation des Transports und der Reaktion von radioaktiven Schadstoffen im Grund-
wasser. Die Vorgaben fu¨r das Programmpaket waren zum einen eine flexible Ein-
und Ausgabe und zum anderen die Vorgaben von großen Zeitschritten und groben
Gittern, um die geforderten Langzeitrechnungen zu erreichen.
Das Konzept von der UG-Software-Toolbox und den verschiedenen Programmpa-
keten UG , d3f , r3t und GRAPE sollen dabei im Vordergrund stehen.
Zur Erfu¨llung der Aufgaben wurden auf die bisher am Institut entwickelte UG-
Software-Toolbox aufgebaut. Es soll der Name Software-Toolbox verwendet werden,
um auszudru¨cken, dass die Software-Werkzeuge fu¨r andere Programmpakete zur
Verfu¨gung gestellt werden. Die Software soll noch nicht im Sinne eines Programm-
Pakets abgeschlossen sein, sondern erweiterbar bleiben. Die Entwicklungsarbeit be-
stand darin eine flexible Eingabeschnittstelle zu erstellen. Weiter sollte ein Kopp-
lungskonzept entwickelt werden, dass Daten von anderen Programmpaketen ver-
wendet. Insbesondere sollte die Einbindung von effizienten Diskretisierungen und
Fehlerscha¨tzern durchgefu¨hrt werden, um die geforderten großen Zeitschrittweiten
und die groben Gitter fu¨r die numerischen Berechnungen zu erreichen.
Der Inhalt des Kapitels ist gegliedert in der Grobgliederung der Programmpakete,
der Beschreibung der UG-Software-Toolbox, der Beschreibung des d3f -Programm-
pakets, der Beschreibung des r3t-Programmpakets, sowie deren Konzepte.
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7.2 Die Grobgliederung der Programmpakete
Software-Toolbox UG: Die UG-Software-Toolbox ist fu¨r die Verwaltung von un-
strukturiert, lokal verfeinerten Mehrgitterhierarchien fu¨r 2D und 3D Geome-
trien zusta¨ndig. Die Software-Toolbox stellt die Programmstrukturen fu¨r die
weiteren Module bereit und hat eine Auswahl von verwendbaren Bibliotheken
fu¨r die Diskretisierung und Lo¨sung von Systemen von partiellen Differential-
gleichungen, sowie eine interaktive Graphik zur Darstellung der Simulations-
ergebnisse. Damit dient es als Basismodul fu¨r die Entwicklung und Program-
mierung der r3t- und d3f -Programmpakete.
Software-Paket d3f : Das Paket wurde fu¨r die Lo¨sung von dichtegetriebenen Grund-
wasserstro¨mungen entwickelt. Es besteht aus einer Fluss- und Transportglei-
chung, die nichtlinear und gekoppelt sind. Bei den Simulationsrechnungen mit
dem Programmpaket ko¨nnen sowohl stationa¨re wie instationa¨re Stro¨mungen
berechnet werden. Das Programmpaket hat eine flexible Eingabeumgebung
und liefert die Geschwindigkeitsdaten fu¨r die Transportrechnungen des r3t-
Programm-Pakets.
Software-Paket r3t: Das Programmpaket wurde fu¨r die Lo¨sung von Transport-
Reaktions-Gleichungen von mehreren Spezies im fliessenden Grundwasser
durch poro¨se Medien entwickelt. Bei dem Programmpaket wurde fu¨r die
Lo¨sung der konvektions-dominanten Gleichungen eine Verbesserung in der
Diskretisierung der Gleichungen entwickelt, mit dem Ziel grosse Zeitschritt-
weiten und grobe Gitter zu erreichen um die Modellzeiten in einer geforderten
Rechenzeit zu erreichen. Die Fehlerscha¨tzer und die Lo¨ser wurden auf diese
Finite-Volumen-Diskretisierung angepasst. Die flexible Eingabe der Parame-
ter fu¨r die Modellgleichung, sowie die Ausgabe der Lo¨sungs- und Gitterdaten
waren weitere Aufgaben, die das Programmpaket erfu¨llen sollte.
Software-Paket GRAPE : Das Programmpaket ist ein umfangreiches Visuali-
sierungsprogramm, das sich insbesondere zur Visualisierung von Lo¨sungen
auf unstrukturierten Gittern mit den verschiedenen Darstellungsmethoden
eignet. Mit diesem Visualisierungs-Paket werden die Rechenergebnisse aus
dem r3t-Modul visualisiert. Damit konnten die umfangreichen Visualisie-
rungsmo¨glichkeiten von GRAPE, vgl. [44] verwendet werden, um ein ver-
bessertes Versta¨ndnis der Simulationsergebnisse zu erhalten.
7.3 UG-Software-Toolbox
Die Grundlage aller folgenden beschriebenen Programmpakete ist die UG-Software-
Toolbox. Es leitet sich aus dem Wort ”UnstructedGrids” her und ist eine Software-
Toolbox zur Lo¨sung von Systemen linearer oder nichtlinearer partieller Differential-
gleichungen.
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Das Konzept von der UG-Software-Toolbox ist die Verwaltung einer unstrukturier-
ten, lokal verfeinerten Mehrgitterhierarchie fu¨r 2- und 3-dimensionale Gitter.
Das Programmpaket wird seit Anfang der 90-er Jahre entwickelt, vgl. die Arbeit
[4], und verwendet zum Lo¨sen der Systeme von partiellen Differentialgleichungen
die Adaptivita¨t der Gitter, die Mehrgitterverfahren und die Parallelisierung der
Verfahren. Dabei hat man durch besonders effiziente und parallele Algorithmen des
Programmpakets die Mo¨glichkeit besonders umfangreiche Modellprobleme zu lo¨sen.
Es entstanden dazu zahlreiche Arbeiten aus der numerischen Modellierung und der
numerischen Simulation von linearen und nichtlinearen partiellen Differentialglei-
chungen, aus den Bereichen der Elastizita¨tsmechanik, den dichtegetriebenen Stro¨-
mungen, dem Transport von Schadstoffen durch poro¨se Medien und der Stro¨mungs-
mechanik. Einige Beispiel daraus sind in den Arbeiten [3], [4] und [63] zu finden.
Anschliessend wird die Anwendung der UG-Software-Toolbox vorgestellt.
Bei der Anwendung der Software-Toolbox UG in einem Programmpaket, wie z.B.
r3t, unterschiedet man bei der Gliederung des entstehenden Programmpakets zwi-
schen zwei Modulen.
ug : Bei diesem Modul handelt es sich um den anwendungsunabha¨ngigen Teil des
Programmpakets. Es entha¨lt die Software-Werkzeuge wie den Kommandointerpre-
ter, das Eventmanagement, die Graphik, die Numerik, das lokale Gittermanagement,
die Gebietsbeschreibung, die Deviceanbindung, sowie ein Speichermanagement. Die
unterste Ebene entha¨lt die Parallelisierung des Programms mit Hilfe eines graphen-
basierten Parallelisierungskonzepts. Diese Werkzeuge ko¨nnen fu¨r den weiteren Teil
des anwendungsorientierten Bereichs eingesetzt werden.
r3t : In diesem Modul wird das Modellproblem mit der entsprechenden Gleichung fu¨r
die Anwendung vorbereitet. Fu¨r die Anwendung sind die Problemklassenbibliothek
und die Applikation entwickelt worden. Das Modul ist der anwendungsabha¨ngige
Teil im Gegensatz zum ug-Modul, das anwendungsunabha¨ngig ist.
Folgende Unterteilungen werden dabei festgelegt:
In der Problemklassenbibliothek werden die problemabha¨ngige Diskretisierungen
und der zugeho¨rige Fehlerindikator, die Quellen und Senken, die analytischen Lo¨sun-
gen, die speziell fu¨r diese Systeme von Differentialgleichungen entwickelt wurden,
eingebunden.
Dabei ist fu¨r die Diskretisierung das Finite-Volumen-Verfahren von ho¨herer Ord-
nung verwendet worden, vgl. Kapitel 3. Als Fehlerindikator fu¨r die Konvektions-
Diffusions-Dispersions-Gleichung wurde ein aposteriori-Fehlerindikator verwendet,
vgl. die Arbeit [79].
In der Applikation sind die Anfangs- und Randbedingungen und die Koeffizien-
tenfunktionen fu¨r die Gleichung enthalten. Weiter sind die flexible Eingabe von
Gleichungsparametern und die verschiedenen zeitabha¨ngigen Quellterme in der Ap-
plikation eingebunden. Weiter sind in der Applikation die Script-Dateien abgelegt,
diese werden vom UG-Kommando-Interpreter eingelesen und steuern den Ablauf
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der Berechnungen. Insbesondere ist das Scanner- und Parsermodul in der Applika-
tion programmiert und abgelegt worden. Dabei wird zur Aufrufzeit des Programms
die Anzahl der Gleichungen, die Phasen mit den Transport- und Reaktionsparame-
tern, die verwendeten Quellen, die Randbedingungen, die Gebietsparameter sowie
die hydrogeologischen Parameter gesetzt. Ebenfalls sind die gesamten Dateien, die
zur Eingabe der Geschwindigkeits- und Geometriedaten verwendet werden, sowie
die Ausgabe der Lo¨sungs- und Gitterdaten, in der Applikation zu finden.
7.3.1 UG-Konzept
Es wurden im wesentlichen zwei Konzepte aus der UG-Software-Toolbox verwen-
det, die fu¨r das Programm-Paket r3t mitverwendet wurden. Ein Konzept ist das
unstrukturierte Gitterkonzept, das es erlaubt relativ komplexe Geometrien mit ad-
aptiven Operationen zu verwalten, damit die hierarchischen Verfahren anwendbar
werden.
Ein weiteres Konzept ist das Sparse-Matrix-Konzept, welches es erlaubt umfangrei-
che Systeme von partiellen Differentialgleichungen blockweise abzuspeichern um ein
effektives Speicher- und Geschwindigkeitskonzept zu erreichen.
Diese beiden Konzepte sind bestimmend fu¨r Effizienz des r3t-Programmpakets und
werden anschliessend beschrieben.
Das unstrukturierte Gitterkonzept wird nachfolgend erkla¨rt.
Die Grundlage fu¨r die UG-Software-Toolbox sind die Generierung und Vera¨nderung
von unstrukturierten Gittern. Mit unstrukturierten Gittern lassen sich komplexe
Geometrien approximieren.
Eine effiziente Gitterdaten-Struktur ist notwendig, um Gitter zu erzeugen und lo-
kale Verfeinerungen und Vergro¨berungen durchfu¨hren zu ko¨nnen. Die geometrische
Datenstruktur verwaltet geometrische Objekte, wie die Elemente, die Kanten, die
Knoten usw. . Die algebraische Datenstruktur verwaltet die Matrizen und Vektoren.
Die Gitter bestehen in 2D aus Dreiecke und Vierecke, in 3D aus Tetraeder, Pyra-
miden, Hexaeder und Prismen. Die Gitterdatenstruktur ist hierarchisch aufgebaut
und die Elemente ko¨nnen lokal verfeinert und vergro¨bert werden.
Die Anwendung von Mehrgitterverfahren mit den unterschiedlichen Gla¨ttungspro-
zessen ist mo¨glich, aufgrund der lokal verfeinerbaren Gebiete. Die Lo¨sungen auf
ho¨heren Gitterlevels wird nur auf den verfeinerten Elementen betrachtet. Es werden
damit lokale Gitter mit allen verfeinerten Elementen und einigen kopierten Elemen-
ten betrachtet. Damit erha¨lt man eine effiziente Speicherung und hohe Effizienz bei
der Verarbeitung.
Ein weiteres wichtiges Konzept fu¨r unsere effizienten Rechnungen mit dem r3t-
Programmpaket ist die Abspeicherung der du¨nnen Matrizen, das in der UG-Software-
Toolbox verwendet wird.
KAPITEL 7. SOFTWARE-PAKET R3T 110
Die du¨nnen Matrizen kommen dabei zum einen in der Abspeicherung des Gitters
vor. Aufgrund der lokalen Diskretisierung werden dabei nur die Nachbarn fu¨r die Be-
rechnung beno¨tigt, und damit hat man nur wenige Eintra¨ge in der Außerdiagonalen.
Zum anderen kommen die du¨nnen Matrizen bei der Anwendung von Systemen von
partiellen Differentialgleichungen vor, die schwach gekoppelt sind. Die Verbindungen
zu den einzelnen Gleichungen sind als Eintra¨ge in der Außerdiagonalen abgespeichert
und haben aufgrund der schwachen Kopplung nur wenige Eintra¨ge. Um nicht vollbe-
setzte Matrizen abzuspeichern, wurde aus Effizienzgru¨nden die Abspeicherung von
du¨nnen Matrizen entwickelt.
Es wurde ein effizientes Speicherkonzept, engl. Sparse-Matrix Storage Method, vgl.
[78], verwendet. Die Idee der Methode basiert auf der Abspeicherung der du¨nn-
besetzten Matrizen in einem Block-Matrix-Graph, in dem die Blo¨cke als lokale
Datenfelder (engl. array), welche indiziert sind u¨ber eine Menge von kompakten
zeilen-orientierten Schemen, vgl. [78]. Dies kombiniert die Flexibilita¨t von der Gra-
phenstruktur mit ho¨herer Effizienz aufgrund der ho¨heren Datendichte. Das kom-
pakte innere Muster erlaubt es Eintra¨ge zu identifizieren mit denen man weiter die
Vorteile der Abspeicherung und der Rechenzeit hat. Die kompakte Speichertech-
nik ist zeilen- oder spaltenorientiert, es ko¨nnen bisherige einzelne Matrixeintra¨ge
mit Blockeintra¨gen, die ein System von Differentialgleichungen pra¨sentieren, ersetzt
werden. Dabei ist der Eintrag in der Diagonalen der Block-Matrix die Kopplung
innerhalb der Gleichungen und der Eintrag der Außerdiagonalen der Block-Matrix
die Kopplung zwischen den Nachbarknoten, falls ein Raumterm verwendet wird. Die
Abspeicherung als Vektor-Matrix-Graph ist in Abbildung 7.1 betrachet.
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Abbildung 7.1: Vektor-Matrix-Graph fu¨r die effiziente Abspeicherung
Damit konnten die geforderten Bedingungen zur Lo¨sung von umfangreichen Syste-
men von partiellen Differentialgleichungen auf komplexen Geometrien gelo¨st werden.
7.4 Programmpaket d3f
Das Vorga¨ngerprojekt zum r3t-Programmpaket wurde vom Projektgeber der GRS
in Braunschweig gestellt. Es wurde zur Simulation von dichtgetriebenen Grundwas-
KAPITEL 7. SOFTWARE-PAKET R3T 111
serstro¨mungen entwickelt. Es entha¨lt eine Implementierung von Problemklassenver-
zeichnis und Applikationsverzeichnis. In der Problemklasse sind die Fehlerscha¨tzer,
Lo¨ser und Diskretisierungen fu¨r die Gleichungen implementiert worden. In den Ap-
plikationsverzeichnissen sind die verschiedenen Anwendungen eingebunden worden.
Insbesondere sind die speziellen Rand- und Anfangsbedingungen, die speziellen Vor-
faktoren fu¨r die Gleichungen und die Quellen und Senken implementiert worden. Die
Initialisierung der Gleichungsparameter, sowie der Rand- und Anfangsbedingungen
und die Parameter fu¨r die Quellen und Senken, werden zur Startzeit u¨ber Dateien
eingegeben. Damit ko¨nnen flexible Berechnungen von 2D und 3D Modellbeispielen
berechnet werden.
7.4.1 Gleichungen von d3f
Es wurden zwei gekoppelte nichtlineare zeitabha¨ngige partielle Differentialgleichun-
gen in das Programmpaket d3f implementiert, diese Gleichungen werden anschlies-
send betrachtet:
Die Flussgleichung ist angegeben mit:
∂t(φρ) +∇ · (ρv) = Q , (7.1)
wobei ρ die Dichte des Fluids, v die Geschwindigkeit aus dem Darcy-Gesetz berech-
net, φ die effektive Porosita¨t und Q der Quellterm ist.
Die Transport-Gleichung ist gegeben mit:
∂t(φρc) +∇ · (ρvc− ρD∇c) = Q
′ , (7.2)
wobei c die Konzentration der gelo¨sten Substanz, D der Diffusions-Dispersions-
Tensor und Q′ der Quellterm ist.
Die erste Gleichung (7.1) berechnet mit Hilfe des Darcy-Gesetz als Kontinuita¨ts-
gleichung, den Fluss durch das poro¨se Medium und gibt die Dichte des Fluids an.
Die zweite Gleichung ist eine Transportgleichung fu¨r das Wasser im gelo¨sten Salz.
Dabei handelt es sich um eine zeitabha¨ngige Konvektions-Diffusions-Dispersions-
Gleichung, bei der die konvektive Gro¨ße, die Darcy-Geschwindigkeit aus dem Darcy-
Gesetz berechnet wird. Je nach Dichteunterschiede ergeben sich wirbelbehafte Stro¨-
mungen. Aufgrund der kleinen Diffusion im Wasser erha¨lt man eine konvektions-
dominante Gleichung, fu¨r diese Gleichung wurden die angepassten Lo¨ser und Dis-
kretisierungsverfahren, vgl. Arbeit [63], entwickelt.
7.4.2 Struktur von d3f
Zum Einlesen der Gleichungs- und Steuerungsparamter wurde ein Pra¨prozessor ent-
wickelt. Damit konnte ein Pra¨prozessor die umfangreichen Eingabeparameter vor
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dem Start der Rechnungen einlesen. Das eigentliche Modul und Herzstu¨ck ist der
Prozessor, der auf der Grundlage von UG entwickelt wurde und mit weiteren pro-
blemspezifischen Klassen fu¨r die verwendeten Gleichungen angepasst wurde. In ei-
ner weitere Bibliothek sind die Applikationen, die die Parameterdateien und die
Steuerungsdateien fu¨r den Programmablauf enthalten, abgelegt. Fu¨r die Weiterga-
be der Daten wurde ein Postprozessor entwickelt, der eine Schnittstelle darstellt
und die Lo¨sungsdaten in Dateiform abspeichert. Damit konnten weitere Program-
me, insbesondere das Visualisierungsprogramm GRAPE, die Dateien einlesen und
weiterverarbeiten.
7.5 Programmpaket r3t
In diesem Abschnitt wird in groben Zu¨gen das Programmpaket r3t vorgestellt, es
kommt aus der Bedeutung ”Radionuclide, Reaction, Retardation and Transport”
(r3t).
Es handelt sich um ein Programmpaket zur Diskretisierung und Lo¨sung von Syste-
men von Konvektions-Diffusions-Dispersions-Reaktions-Gleichungen mit Gleichge-
wichtssorption oder kinetischer Sorption.
7.5.1 Gleichung von r3t
Die Gleichung ist fu¨r die Gleichgewichtssorption angegeben mit:
φ ∂t Ri ci +∇ · (vci −D∇ci) = −φ Ri λici +
∑
k=k(i)
φ Rk λkck + Q˜i , (7.3)
ce(i) =
∑
i
ci ,
Ri = 1 +
(1− φ)
φ
ρ K(ce(i)) ,
mit i = 1, . . . , M ,
wobei ci die i-te Konzentration, Ri der i-te Ru¨ckhaltefaktor, λi die i-te Zerfalls-
konstante und v die Geschwindigkeit, die im d3f -Programmpaket berechnet wurde
oder vorgeben ist. Qi ist der i-te Quellterm, φ die Porosita¨t, ce(i) ist die Summe
aller Isotop-Konzentrationen zum Element e, K ist die Funktion der Isotherme, vgl.
Kapitel 2.
7.5.2 Aufgabe von r3t
Das Programmpaket wurde fu¨r die Vorhersage im Bereich der radioaktiven Endlager
in Salzlagersta¨tten und von dem Projektgeber der GRS in Braunschweig in Auftrag
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gegeben.
Folgende Eigenschaften wurden bei der Entwicklung an das Programmpaket r3t
gestellt:
• Die Unabha¨ngigkeit von der zu lo¨senden Transportgleichung soll erreicht wer-
den. Dies kann durch die Anwendung einer 2D oder 3D Version durch das
flexible Konzept erreicht werden.
• Eine einfache Anwendbarkeit auf der Shell-Ebene soll mo¨glich sein. Eine Script-
Datei mit den Einstellungen fu¨r die Parameter der Diskretisierung und der
Lo¨ser, sowie der graphischen Darstellung soll dazu verwendet werden. Eine
geeignete Definition von Schnittstellen fu¨r das Auslesen der Daten zur Weiter-
verarbeitung mit einer graphischen Programmoberfla¨che, wie z.B. GRAPE,
vgl. [44], soll definiert werden.
• Die Programmierung von in sich geschlossenen Modulen, die nach außen mit
genau definierten Schnittstellen strukturiert sind, soll entwickelt werden. So
ko¨nnen sich mehrere Programmierer an der Entwicklung beteiligen.
• Die Differentialgleichungen sollen sowohl skalar als auch im System anwendbar
sein. Dabei sollte eine Kopplung von bis zu vier Phasen mo¨glich sein.
• Alle Prozeduren sollen auch fu¨r den Parallelrechner mo¨glich sein, um mo¨glichst
umfangreiche Rechnungen zu erlauben.
Der Aufbau des Programmpakets r3t basierte auf den Vorarbeiten des entwickelten
Software-Toolbox UG, vgl. Abschnitt 7.3 und wurde in diesem Kontext weiter-
entwickelt. Die vorgestellten Aufgaben wurden mit den nachfolgenden Konzepten
verwirklicht.
7.5.3 Konzeption von r3t
Das Programmkonzept von r3t ist gegeben mit folgenden Ansa¨tzen:
Bei der Entwicklung unseres Programmpakets r3t wurde die Philosophie und Kon-
zeption von der UG-Entwicklung weiterhin fortentwickelt um anwenderunabha¨ngige
numerische Algorithmen zu programmieren und fu¨r die speziellen Anwendungen
bereitzustellen. Aus dieser Entwicklung zum Programm-Paket r3t sind weitere nu-
merische Algorithmen im Bereich der Diskretisierung, der Lo¨ser und der Fehlerin-
dikatoren implementiert worden. Die dafu¨r verwendeten anwendungsunabha¨ngigen
Strukturen, der sogenannten numerischen Prozeduren, wurden weitergefu¨hrt, vgl.
[64].
Die wesentlichen Erneuerungen dieser Entwicklungsphase bestand darin die vorhan-
denen Software-Pakete miteinander zu verbinden und die entsprechenden Aufgaben
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der jeweiligen Programme miteinander zu kombinieren. So wurde das Programm-
paket d3f mit dem die Stro¨mung der Transportgleichung berechnet wurde, vgl. [63]
und [33], mit dem Programmpaket r3t gekoppelt. Eine koordinatenorientierte und
vom jeweiligen Gitter unabha¨ngige Abspeicherung der Geschwindigkeitsdaten wur-
de entwickelt. Eine weitere Anbindung an das Visualisierungsprogramm GRAPE,
vgl. [83], konnte fu¨r die Visualisierung der Rechenergebnisse verwendet werden.
Eine flexible Eingabe fu¨r die umfangreichen Parameter, die in der Form von Einga-
bedateien vorliegen, ist entwickelt worden. Damit sind die umfangreichen Testrech-
nungen, die notwendig sind um qualifizierte Aussagen zu erreichen, mo¨glich. Die-
se weitgehende Flexibilita¨t genu¨gte dem Konzept der modularen Programmierung.
So ko¨nnen einzelne Programmteile, wie der Pra¨prozessor und die entsprechenden
Diskretisierungs- und Lo¨sermethoden unabha¨ngig voneinander entwickelt werden.
Eine weitere Flexibilita¨t ist das Dateikonzept, mit dem u¨ber Schnittstellen das Ein-
und Auslesen von Dateien ermo¨glicht wurde, und so die einzelnen Programmpakete
miteinander gekoppelt wurden.
Die Anwendung des Programmpakets r3t mit den verwendeten Verbindungen zu
den anderen Programmpaketen wird anschliessend beschrieben.
7.5.4 Anwendung von r3t
Die Anwendung von r3t wird in der Abbildung 7.2 erla¨utert:
Parser und Scanner
für Parameterdateien
gitterunabhängige Daten
Einleseroutine für
Diskretisierungs− und
Lösungsverfahren
Geschwindigkeits−
und Dichte−Daten
 
(Programmpaket)
3r t
Gitter−Daten
Lösungs− und
Ausgabevorbereitung
speziellen Formaten
für Daten in
Abbildung 7.2: Anwendung von r3t
Die in der Abbildung 7.2 dargestellte Vorgehensweise von dem Programmpaket r3t
wird anschliessend erla¨utert.
Die Vorbereitungen bis zur Berechnung der Modellprobleme ist das Einlesen von
Gleichungsparametern und Steuerungsdateien. Insbesondere kann damit die Anzahl
der Gleichungen und ihrer Phasen, sowie die Parameter der Konvektions-Diffusions-
Dispersions-Reaktions-Gleichungen bestimmt werden. Diese werden wa¨hrend des
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Starts in der Initialisierungsphase eingelesen. Dazu geho¨ren auch die Geometrie-
Daten und die Geschwindigkeitsdaten, die vom Programmpaket d3f gitterunabha¨ngig
in Dateien abgelegt werden.
Nach der Initalisierungsphase findet die eigentliche Rechenphase des Programmpa-
kets statt. Es werden die problemspezifische Diskretisierung verwendet, sowie die
Lo¨ser fu¨r das lineare Gleichungssystem. Fu¨r die Adaptivita¨t wird der Fehlerindika-
tor verwendet um damit zeitlich effiziente Berechnungen der Gleichungen mit lokalen
Gitterverfeinerungen durchzufu¨hren. Bei den Berechnungen werden inbesondere die
Geschwindigkeits- und Dichtedaten bei adaptiven Rechnungen verwendet. Die ein-
zelnen Teilgleichungen, fu¨r die unterschiedliche Diskretisierungen verwendet wurden,
vgl. Kapitel 4, wurden anschliessend mit dem Operator-Splitting-Verfahren gekop-
pelt.
Die Ergebnisse der Rechenschritte werden in der Ausgabephase ausgelesen auf ein
spezielles Dateiformat, mit denen der anschliessende Postprozessor GRAPE weiter-
arbeiten kann. Bei den Vorbereitungen werden die Gesamtkonzentrationen mit Hil-
fe des expliziten Zusammenhangs von mobiler und adsorbierter Konzentration,vgl.
Gleichung (2.2), fu¨r den Fall der Gleichgewichtssorption, berechnet. Zu den Ausga-
bedaten der Lo¨sungen geho¨ren die zugeho¨rigen Gitterdaten, die die geometrischen
Verha¨ltnisse der Daten beschreiben.
Damit konnte die Anwendung des r3t-Programmpakets in eine Umgebung von wei-
teren Programmpaketen, die eine Vorverarbeitung oder Weiterverarbeitung durch-
fu¨hren, eingebunden werden.
Um einen flexiblen Austausch von Dateien zwischen den beteiligten Programmpa-
keten zu erreichen, wird anschliessend ein Kopplungskonzept beschrieben.
7.5.5 Kopplungskonzept von r3t
Das Konzept der Ankopplung zwischen den einzelnen Programmpaketen ist nun auf
der Basis des Austausches von Dateien u¨ber vordefinierte Schnittstellen erarbeitet
worden. Diese Anbindung ist ausreichend fu¨r Parameter, die sich im zeitlichen Ver-
lauf nur unwesentlich a¨ndern und keine Ru¨ckkopplung auf die anderen Programme
haben.
Die problemabha¨ngigen Parameter, die sich u¨ber die Rechenzeit nicht vera¨ndern,
wie die Gesteinsgeologie des Gebiets und der Umtauschparameter der radioaktiven
Spezies, sowie die Festlegung der Quellen und Senken, ko¨nnen am Anfang u¨ber
Dateien eingelesen werden.
Weitere Eingaben ko¨nnen sich im Laufe der Simulationszeit a¨ndern, wie die Geschwin-
digkeits- und die Dichtedaten. Diese werden jeweils zur Laufzeit in den entsprechen-
den Zeitpunkten eingelesen. Die Daten sind einseitig an das r3t-Programmpaket ge-
koppelt, d.h. die Ergebnisse aus r3t werden nicht fu¨r deren Berechnung verwendet.
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Der Grund dazu ist die Modellierung, bei der die radioaktiven Schadstoffe keine
Ru¨ckkopplung auf das Stro¨mungsfeld haben. Damit kann die Ru¨ckkopplung zum
Programmpaket d3f entfallen.
Abgeschlossene Rechnungen werden in den Dateien abgespeichert und zur weiteren
Verwendung wieder in den Postprozessor eingelesen.
Eine sta¨rkere Ankopplung zwischen den beiden Programmen ist nicht weiter verfolgt
worden. Dies ist nur bei einer Kopplung zwischen der Stro¨mung und den Schad-
stoffen angebracht, man lo¨st dann die Transport- und die Stro¨mungsgleichungen
gemeinsam.
Mit dem Programmpaket r3t ko¨nnen die anschliessenden Modellbeispiele durch-
gefu¨hrt und bewertet werden.
Kapitel 8
Modellprobleme
8.1 Einleitung fu¨r die Modellprobleme
In diesem Kapitel werden die bisherigen theoretischen Erkenntnisse auf verschiede-
ne Modellprobleme angewandt. Das Ziel ist es, die theoretischen Aussagen in der
Anwendung mit numerischen Berechnungen zu besta¨tigen.
Bei Modellproblemen, bei denen es analytische Vergleichslo¨sungen gab, konnten die
numerischen Lo¨sungen verglichen und die Fehler ermittelt werden.
Bei Modellproblemen, fu¨r die keine analytischen Lo¨sungen existieren, wurden die
Lo¨sungen mittels weiterer Rechnungen mit feineren Gittern und kleineren Zeit-
schrittweiten besta¨tigt. Es wurden konvergente Lo¨sungen erreicht. Dabei wurde so-
wohl eine Konvergenz in der Gitterweite wie auch eine Konvergenz im Zeitschritt
erreicht.
Bei den Modellproblemen wurde bei der Wahl der Parameter darauf geachtet, be-
sonders stark variierende Parameter zu benutzen, um ein besonders skalenabha¨ngi-
ges Modellverhalten zu erreichen. Damit konnten insbesondere unstrukturierte und
komplexe Modellprobleme simuliert werden.
Die Aussagen der theoretischen Resultate fu¨r die Konvektions-Reaktions-Gleichung
mit unterschiedlichen Retardierungsfaktoren konnten durch die zweite Ordnung des
numerischen Verfahrens fu¨r die ein- und zweidimensionalen Modellprobleme besta¨tigt
werden. Ebensfalls konnten die Lo¨sungen fu¨r skalenabha¨ngige Modellprobleme mit
adaptiven Vergleichsrechnungen besta¨tigt werden, sie werden nachfolgend komplexe
Modellprobleme genannt.
Fu¨r die ersten Modellprobleme wurden fu¨r die Konvektions-Reaktions-Gleichungen
mit unterschiedlichen Retardierungsfaktoren die analytischen Lo¨sungen aus Kapitel
5 verwendet.
Fu¨r eine weitere Betrachtung konnte ein aus der Literatur, vgl. [87], bekanntes Pro-
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blem fu¨r ein zweidimensionales Modellproblem benutzt werden und fu¨r die Anwen-
dung und den Vergleich mit den analytischen Lo¨sungen modifiziert werden. Auf-
grund dieser Erkenntnis aus der zweidimensionalen Anwendung konnte eine Ver-
allgemeinerung fu¨r beliebige Gebiete und Geschwindigkeiten im 2D oder 3D Fall
hergeleitet werden.
Ein Modell fu¨r einen potenziellen Schadensfall eines Endlagers fu¨r radioaktive Abfa¨lle
konnte fu¨r ein eindimensionales Modellgebiet mit realita¨tsnahen Parametern be-
rechnet und mit den hergeleiteten analytischen Lo¨sungen aus Kapitel 5 verglichen
werden. Es konnte die Anwendbarkeit fu¨r komplexe Modelle und der ho¨heren Ver-
fahrensordnung besta¨tigt werden.
Die geforderten realita¨tsnahen Berechnungen auf komplexen Geometrien zur Simu-
lation von potenziellen Schadensfa¨llen werden anschliessend pra¨sentiert. Es wird ein
potenzieller Schadensfall u¨ber einen Modellzeitraum von 10000 Jahren vorgestellt. In
diesen Simulationen wurden auf einem komplexen Gebiet mit verschiedenen schicht-
abha¨ngigen Porosita¨ten mehrere Zerfallsketten mit insgesamt 26 Elemente beru¨ck-
sichtigt. Dabei wurden die Transport- und Reaktionsparameter aus der Aufgaben-
stellung [35], verwendet. Es wurden Parallelrechner verwendet, um die Zeitvorgaben
zu erreichen. Die Rechnungen wurden zu Vergleichszwecken sowohl fu¨r 2D als auch
fu¨r 3D Gebiete durchgefu¨hrt.
Die nachfolgenden Rechnungen werden mit zwei Verfahren pra¨sentiert und die Er-
gebnisse der Verfahren werden verglichen.
Fu¨r die Gleichungen mit der linearen Sorption werden folgende Verfahren verwen-
det:
Als Standard-Verfahren bezeichnet man das Verfahren, dass den Konvektions-
Term explizit mit einem Finite-Volumen-Verfahren mit ho¨herer Ordnung diskreti-
siert, den Reaktions-Term exakt lo¨st, den Diffusions-Dispersions-Term implizit dis-
kretisiert und mit einem iterativen Verfahren lo¨st. Die Teilergebnisse werden mit
dem Operator-Splitting-Verfahren miteinander gekoppelt.
Als Modifiziertes Verfahren bezeichnet man das Verfahren, dass die Konvektions-
Reaktions-Gleichung mit dem neuen Diskretisierungsverfahren (siehe Kapitel 5) lo¨st.
Der Diffusions-Dispersions-Term wird implizit diskretisiert und mit einem iterativen
Verfahren gelo¨st. Die Teilergebnisse werden mit dem Operator-Splitting-Verfahren
miteinander gekoppelt. Der Vorteil ist eine Verbesserung der Diskretisierung durch
eine eingebettete analytische Lo¨sung fu¨r die Konvektions-Reaktions-Gleichung, da-
mit entfa¨llt eine Kopplung mit dem Operator-Splitting-Verfahren. Damit erha¨lt man
eine Reduzierung des Verfahrensfehlers.
Folgende Modellgleichungen werden fu¨r die anschliessenden Berechnungen verwen-
det:
φ Ri
∂ci
∂t
+∇ · (vci −D∇ci) = − φ Ri λi ci + φ Ri−1 λi−1 ci−1 + Q˜i ,(8.1)
mit i = 1, . . . , M , λ0 = 0.0 ,
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ci(0, t) = 0.0 , mit i = 1, . . . , M ,
c1(x, 0) = f(x) ,
ci(x, 0) = 0.0 , mit 0 ≤ x und i = 2, . . . , M ,
wobei Ri = 1 +
1−φ
φ
ρ Ked ist. λi ≥ 0.0 ist, fu¨r i = 1, . . . , M . f(x) ist eine stu¨ckweise
lineare Ansatzfunktion und Q˜i ist der i-te Quellterm einer einstro¨menden Konzen-
tration. v ist die Geschwindigkeit und D ist der Diffusions-Dispersions-Tensor, vgl.
Kapitel 2.
Fu¨r die Berechnung der Abweichungen zwischen numerischen und analytischen Lo¨sun-
gen werden anschliessend die Fehler und die numerische Konvergenzordnungen be-
stimmt.
8.2 Fehlernormen und Konvergenzordnungen zur
Bewertung der numerischen Ergebnisse
Fu¨r qualitative Aussagen u¨ber die numerischen Ergebnisse wird ein Maß fu¨r die Ab-
weichung von der analytischen Lo¨sung eingefu¨hrt. Man bezeichnet die Abweichung
als Fehler. Ein weiteres Maß fu¨r die Beschreibung der Ergebnisse ist die Ordnung
der Fehlerreduzierung der numerischen Verfahren.
Man verwendet fu¨r das Fehlermaß die L1-Norm, vgl. [47]. Die L1-Norm wird all-
gemein fu¨r die Bestimmung der Fehler einer Konvektions-Gleichung verwendet, da
keine weitere Informationen u¨ber die Glattheit von der Lo¨sungsfunktion von erster
Ordnung beno¨tigt werden. Damit kann die Abweichung der exakten Lo¨sung ange-
geben werden.
Das Fehlermaß gilt zum Zeitpunkt t und ist angegeben als:
EiL1,h(t) =
∫
Ω
|ui(x, t)− ui,h(x, t)|dx , (8.2)
wobei ui(x, t) die exakte Lo¨sung, ui,h(x, t) die numerische Lo¨sung und Ω das Modell-
gebiet ist. Fu¨r die Konvergenzordnung kann die L1-Norm verwendet werden. Man
berechnet die numerische Konvergenzordnung [74], auch engl. “experimental order
of convergence (EOC)” genannt, durch die L1-Norm von zwei aufeinanderfolgenden
Gittern mit der Gitterweite h und h/2.
Die Konvergenzordnung wird zum Zeitpunkt t berechnet mit:
ρiL1,h(t) =
log
(
EiL1,h/2
(t)
EiL1,h
(t)
)
log(0.5)
. (8.3)
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Die L1-Norm und die Konvergenzordnungen werden fu¨r die nachfolgenden Berech-
nungen verwendet. Zur u¨bersichtlicheren Schreibweise wird fu¨r die Fehlernorm statt
L1,h abku¨rzend L1 geschrieben.
Anschliessend werden die eindimensionalen Modellprobleme zur Verifikation des Mo-
difizierten Verfahrens beschrieben.
8.3 Eindimensionale Modellprobleme fu¨r die li-
neare Gleichgewichtssorption
Die eindimensionalen Modellprobleme werden zur Besta¨tigung des Modifizierten
Verfahrens verwendet. Es ko¨nnen die numerischen Lo¨sungen mit den analytischen
Lo¨sungen aus Kapitel 5 verglichen werden.
Das Verfahren kann mit unterschiedlichen Zerfalls- und Retardierungsfaktoren fu¨r
die Verwendung allgemeiner Parameterkombinationen verifiziert werden. Insbeson-
dere werden die Verfahren mit stark variierenden Retardierungsfaktoren getestet.
Bei diesen extremen Tests hat das Modifizierte Verfahren erheblich kleinere Fehler,
da das Verfahren auf der Grundlage der analytischen Lo¨sungen basiert und keine
numerischen Approximationsfehler durch die Kopplung mit dem Operator-Splitting-
Verfahren hat.
Die Austestung des Modifizierten Verfahrens fu¨r den eindimensionalen Fall ist be-
sonders wichtig, aufgrund der Erweiterung auf mehrere Dimensionen. Fu¨r mehrere
Dimensionen erha¨lt man durch die Aufsplittung in eindimensionale Probleme u¨ber
die Ausflussra¨nder der Finite-Volumen-Verfahren nur noch einen Approximations-
fehler. Der U¨bergang von einer zu mehreren Dimensionen ist bei dem Modifizierten
Verfahren aufgrund der Verwendung des Godunov-Verfahrens nur ein Lo¨sen von m
eindimensionalen Problemen, vgl. Kapitel 3. Dabei ko¨nnen noch die Approximati-
onsfehler durch die Kopplung auftreten, vgl. [77]. Somit reicht eine U¨berpru¨fung im
eindimensionalen Fall fu¨r die Verifizierung des Verfahrens.
Eine weitere U¨berpru¨fung ist die Auswirkung der Glattheit von Anfangsbedingun-
gen auf die Konvergenzordnungen. Es wurden dazu fu¨r die Anfangsbedingungen
stu¨ckweise stetige oder stetige Funktionen verwendet. Diese Anfangsbedingungen
wirken sich auf die Konvergenzordnung der ersten Komponente aus.
Nachfolgend wird die Modellbeschreibung fu¨r vier unterschiedliche Testfa¨lle angege-
ben.
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8.3.1 Modellbeschreibung fu¨r vier Testfa¨lle
Die Berechnung wurde auf einem zweidimensionalen Modellgebiet durchgefu¨hrt.
Das Modellbeispiel entartet dabei zu einem eindimensionalen Testbeispiel aufgrund
der Initialisierung u¨ber die gesamte La¨nge der y-Koordinate und der Geschwindig-
keit, die nur in x-Richtung wirkt. Man betrachtet dabei die Konvektions-Reaktions-
Gleichung, d.h. der Diffusions-Dispersions-Tensor D ist der Null-Tensor.
Fu¨r dieses eindimensionale Testbeispiel konnten die Lo¨sungen aus Kapitel 5 als
Vergleich hergenommen werden.
Es wurde eine Zerfallskette mit vier Komponenten hergenommen, die linear zerfallen
und jeweils nur eine Mutter besitzen.
Die Zerfallskette ist angegeben mit:
c1 → c2 → c3 → c4 .
Die Konzentrationen sind mit ci und die Komponentenindizes mit i = 1, . . . , 4 an-
gegeben.
Die Geschwindigkeit ist konstant zur x-Richtung angegeben mit v = (1.0, 0.0)T . Die
Retardierungsfaktoren Ri und die Zerfallsfaktoren λi mit i = 1, . . . , 4 werden in den
jeweiligen Testbeispielen angegeben.
Fu¨r die Initialisierung wird ein dreiecksfo¨rmiger Anfangsimpuls fu¨r die erste Kom-
ponente angegeben. Die anderen Komponenten haben die Anfangsbedingung 0.0. Es
ist keine Einstromquelle vorhanden, d.h. Q˜i = 0.0 fu¨r i = 1, . . . , 4.
Um die unterschiedliche Konvergenzordnung fu¨r die erste Komponente zu beru¨ck-
sichtigen ist der dreiecksfo¨rmige Anfangsimpuls im ersten Fall stu¨ckweise stetig, d.h.
es ist ein Sprung der Konzentration von 0 nach 1 vorhanden. In den Beispielen des
zweiten Falls ist der Anfangsimpuls stetig, d.h. man hat kontinuierliche Werte als
Anfangsbedingung.
Die Randbedingungen sind triviale Inflow- und Outflow-Randbedingungen mit n ·
vc = 0.
Das Modellgebiet ist ein Rechteck mit 8× 1 Einheiten. Das Grobgitter besteht aus
acht quadratischen Elementen. Die Verfeinerung wird maximal bis zum Gitterlevel
7 durchgefu¨hrt, das entspricht 131072 Elementen. Es wird uniform verfeinert.
Die Zeitschrittweiten fu¨r die Testbeispiele wurden mit einer Zeitschrittsteuerung
berechnet.
Dabei wurde die Courant-Zahl mit cour = 0.5 gewa¨hlt, damit hat man fu¨r das
Diskretisierungsverfahren den kleinsten Approximationsfehler erreicht, vgl. [77].
Die Zeitschrittweite kann berechnet werden mit:
τi,j νi
Ri,j Vj
≤ cour ,
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τ ≤ min
i=1,...,M
j=1,...,I
cour
Ri,j Vj
νi
. (8.4)
Im folgenden werden die interessanten Testfa¨lle gezeigt. Diese werden mit ihren
Parameterkombinationen, sowie mit den Lo¨sungen fu¨r ihre unterschiedlich feinen
Rechengitter und Zeitschrittweiten eingefu¨hrt. Es werden die beiden Verfahren be-
rechnet mit Ri,j als die Retardierungsfaktoren fu¨r die i-te Komponente in der j-ten
Zelle, Vj das finite Volumen der Zelle j, νi der Fluss u¨ber die Ausflussra¨nder, vgl.
Gleichung (3.46).
Die Simulation wird in der Modellzeit von t = 0.0 bis t = 6.0 gerechnet.
Der Fehler zwischen numerischer und analytischer Lo¨sung wird zu dem Endzeitpunkt
t = 6.0 bestimmt.
Anschliessend wird das Modellproblem mit dem stu¨ckweise stetigen Dreiecksimpuls
initialisiert.
8.3.2 Modellproblem mit stu¨ckweise stetigem Dreiecksim-
puls
Die Initialisierung gilt fu¨r die folgenden beiden Testfa¨lle. Es wird das Standard- und
Modifizierte Verfahren verwendet. Die erste Komponente wird mit einem stu¨ckweise
stetigen Dreiecksimpuls initialisiert werden. Der Dreiecksimpuls hat den Wert 1.0
an der Stelle x = 0.0 und den Wert 0.0 an der Stelle x = 1.0. Dazwischen wird
er linear approximiert, vgl. Abbildung 8.1. Die weiteren Komponenten haben den
Anfangswert 0.0 .
c 1
t=0.0
x
Abbildung 8.1: Initialisierung der ersten Komponente mit einem stu¨ckweise stetigen
Dreiecksimpuls zur Zeit t = 0.0.
Die interessanten Testfa¨lle werden anschliessend beschrieben. Dazu werden die Feh-
lernormen fu¨r die unterschiedlich feinen Rechengitter und Zeitschrittweiten angege-
ben. Damit verschiedene Parameterkombinationen u¨berpru¨ft werden ko¨nnen, werden
zwei Testreihen mit verschiedenen Retardierungs- und Zerfallsfaktoren in auf- und
absteigenden Reihenfolge vorgestellt.
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Damit kann die Stabilita¨t des Verfahrens mit unterschiedlichen Modellparametern
gezeigt werden.
8.3.2.1 Testfall 1 (aufsteigende Retardierungsfaktoren)
Dieser Testfall hat folgende Retardierungsfaktoren in aufsteigender Reihenfolge:
R1 = 2.0, R2 = 4.0, R3 = 8.0, R4 = 16.0.
Die Zerfallskonstanten werden in absteigender Reihenfolge gewa¨hlt mit:
λ1 = 0.4, λ2 = 0.3, λ3 = 0.2, λ4 = 0.0.
Die Porosita¨t ist φ = 0.5.
Aufgrund der gewa¨hlten Zerfallskonstanten waren in dem Endzeitpunkt die Konzen-
trationen in der gleichen Skalengro¨ße, damit konnte eine optimale Rechengenauigkeit
erreicht werden.
Standard-Verfahren
Im ersten Testbeispiel wurde mit dem Standard-Verfahren gerechnet. Der Fehler in
der L1-Norm wurde mit unterschiedlichen Gitter- und Zeitschrittweiten berechnet,
vgl. Tabelle 8.1.
l E1L1 E
2
L1
E3L1 E
4
L1
4 2.666 10−3 9.853 10−4 9.77 10−4 4.132 10−4
5 1.297 10−3 4.740 10−4 4.805 10−4 2.013 10−4
6 6.148 10−4 2.328 10−4 2.377 10−4 9.925 10−5
7 2.969 10−4 1.154 10−4 1.181 10−4 4.925 10−5
Tabelle 8.1: Die absoluten L1-Fehler mit Standard-Verfahren und stu¨ckweise steti-
gem Dreiecksimpuls.
Mit diesen Werten aus Tabelle 8.1 wurden die numerischen Konvergenzordnungen
ermittelt, vgl. Tabelle 8.2.
l ρ1L1 ρ
2
L1 ρ
3
L1 ρ
4
L1
4
5 1.0394 1.0556 1.023 1.0374
6 1.077 1.0257 1.015 1.0202
7 1.0501 1.0124 1.009 1.0109
Tabelle 8.2: Die Konvergenzordnung des L1-Fehlers mit Standard-Verfahren und
stu¨ckweise stetigem Dreiecksimpuls.
Die Aussage der Tabellen besta¨tigen die Theorie, dass bei einem Standard-Verfahren
mit erster Ordnung die Fehler bei jeder Gitterverfeinerung halbiert werden.
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Modifiziertes Verfahren
Die nachfolgenden Resultate sind mit dem Modifizierten Verfahren ermittelt wor-
den. Die weiteren Parameter sind die gleichen wie beim Standard-Verfahren. Die
Fehler fu¨r das Modifizierte Verfahren mit unterschiedlichen Gitterweiten und Zeit-
schrittweiten sind in Tabelle 8.3 angegeben.
l E1L1 E
2
L1
E3L1 E
4
L1
4 2.666 10−3 3.451 10−4 6.719 10−5 2.376 10−5
5 1.297 10−3 1.072 10−4 1.669 10−5 5.573 10−6
6 6.148 10−4 3.374 10−5 4.251 10−6 1.374 10−6
7 2.969 10−4 1.117 10−5 1.091 10−6 3.442 10−7
Tabelle 8.3: Die absoluten L1-Fehler mit Modifiziertem Verfahren und stu¨ckweise
stetigem Dreiecksimpuls.
Die Konvergenzordnungen sind fu¨r das Modifizierte Verfahren mit den Werten aus
Tabelle 8.3 berechenbar und sind in Tabelle 8.4 angegeben.
l ρ1L1 ρ
2
L1
ρ3L1 ρ
4
L1
4
5 1.0394 1.686 2.009 2.092
6 1.077 1.667 1.973 2.0201
7 1.0501 1.594 1.962 1.997
Tabelle 8.4: Die Konvergenzordnung des L1-Fehlers mit Modifiziertem Verfahren
und stu¨ckweise stetigem Dreiecksimpuls.
Die Werte der Tabelle 8.4 besta¨tigen die ho¨here Konvergenzordnung mit dem Modifi-
zierten Verfahren. Dabei hat die erste Komponente aufgrund des stu¨ckweise stetigen
Impulses, vgl. Abbildung 8.1, eine Halbierung des Fehlers bei Verfeinerung zur Fol-
ge, vgl. Ergebnisse aus Arbeit [72]. Die anderen ho¨heren Komponenten haben eine
deutlichere Reduzierung, als eine Halbierung des Fehlers, zur Folge. Die Konvergen-
zordnung geht bei diesen ho¨heren Komponenten wie erwartet gegen 2.
Die Vergleiche der Verfahren zeigen, dass sowohl die Konvergenzordnung als auch
der absolute Fehler verbessert werden. Mit dem Modifizierten Verfahren erzielt man
mit weniger Aufwand bessere Ergebnisse.
In der Abbildung 8.2 werden die Ergebnisse der Berechnungen fu¨r die Konzentra-
tionen zur Modellzeit t = 6 dargestellt. Die maximalen Werte der Konzentration fu¨r
die analytischen Lo¨sungen sind dabei:
C1max = 8.831 · 10
−2, C2max = 2.871 · 10
−2, C3max = 1.989 · 10
−2 und
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C4max = 7.225 · 10
−3 .
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Abbildung 8.2: Konzentrationen der vier Komponenten mit jeweils aufsteigenden
Retardierungsfaktoren nach der Zeit t = 6.0.
Die Abbildung 8.2 zeigt, dass die erste Komponente unvera¨ndert weitertransportiert
wird. Die erste Komponente wird am weitesten transportiert, da sie am wenigsten
retardiert wird. Alle nachfolgenden Komponenten sind jeweils sta¨rker retardiert als
ihre Vorga¨nger. Durch die Kopplung breiten sich die Konzentrationen der Nachfolger
bis zu den Konzentrationen der Vorga¨nger aus. In der Abbildung 8.2 sieht man
deshalb, dass die Impulse immer glatter werden und bis zur ersten Komponente
ausgedehnt sind.
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8.3.2.2 Testfall 2 (absteigende Retardierungsfaktoren)
Der weitere Testfall wird mit absteigenden Retardierungsfaktoren berechnet. Damit
wird die Untersuchung erga¨nzt mit einer weiteren Kombination. Die Retardierungs-
faktoren sind in absteigender Reihenfolge angegeben mit:
R1 = 16.0, R2 = 8.0, R3 = 4.0, R4 = 2.0.
Die Zerfallskonstanten wurden aufsteigend gewa¨hlt mit:
λ1 = 0.3, λ2 = 0.4, λ3 = 0.5, λ4 = 0.0.
Die Porosita¨t ist φ = 0.5.
Die Zerfallskonstanten wurden vom Verha¨ltnis so gewa¨hlt, dass die Werte der End-
konzentrationen ungefa¨hr die gleichen Gro¨ßen haben.
Mit diesen Werten werden fu¨r das Standard- und das Modifizierte Verfahren die
Fehlernormen berechnet.
Nachfolgend werden die Werte fu¨r das Standard-Verfahren beschrieben.
Standard-Verfahren
Es werden die absoluten Fehler mit der L1-Norm berechnet. In der Tabelle 8.5 werden
die Resultate der absoluten Fehler fu¨r das Standard-Verfahren angegeben.
l E1L1 E
2
L1
E3L1 E
4
L1
4 1.42 10−2 7.12 10−3 6.54 10−3 2.62 10−2
5 7.05 10−3 2.93 10−3 3.305 10−3 1.36 10−2
6 3.52 10−3 1.23 10−3 1.66 10−3 6.94 10−3
7 1.78 10−3 5.28 10−4 8.52 10−4 3.55 10−3
Tabelle 8.5: Die absoluten L1-Fehler mit Standard-Verfahren und stu¨ckweise steti-
gem Dreiecksimpuls.
Die Konvergenzordnungen fu¨r das Standard-Verfahren werden mit Hilfe der Werte
von Tabelle 8.5 berechnet und sind in Tabelle 8.6 angegeben.
l ρ1L1 ρ
2
L1 ρ
3
L1 ρ
4
L1
4
5 1.01 1.281 0.985 0.945
6 1.002 1.252 0.993 0.971
7 0.984 1.22 0.962 0.967
Tabelle 8.6: Die Konvergenzraten des L1-Fehlers mit Standard-Verfahren und stu¨ck-
weise stetigem Dreiecksimpuls.
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Die Ergebnisse der Konvergenzordnung fu¨r das Standard-Verfahren mit erster Ord-
nung wird in der Tabelle 8.6 besta¨tigt.
Die weiteren Rechnungen werden mit dem Modifizierten Verfahren durchgefu¨hrt.
Modifiziertes Verfahren
Die verbesserten Rechnungen werden mit dem Modifizierten Verfahren anschliessend
pra¨sentiert. Die Fehler werden fu¨r die einzelnen Komponenten in unterschiedliche
Gitterlevels in der L1-Norm in der Tabelle 8.7 angegeben.
l E1L1 E
2
L1
E3L1 E
4
L1
4 1.42 10−2 5.97 10−3 3.608 10−3 4.757 10−3
5 7.05 10−3 2.25 10−3 1.16 10−3 1.515 10−3
6 3.52 10−3 8.31 10−4 3.826 10−4 4.901 10−4
7 1.78 10−3 3.075 10−4 1.251 10−4 1.413 10−4
Tabelle 8.7: Die absoluten L1-Fehler mit Modifiziertem Verfahren und stu¨ckweise
stetigem Dreiecksimpuls.
Die Tabelle 8.7 zeigt wiederum verbesserte Resultate fu¨r die ho¨heren Komponenten.
Es werden Resultate erreicht, die besser sind wie eine Halbierung des Fehlers bei
ho¨heren Komponenten.
Die zugeho¨rigen Konvergenzordnungen werden mit Hilfe der Tabelle 8.7 in der Ta-
belle 8.9 berechnet.
l ρ1L1 ρ
2
L1
ρ3L1 ρ
4
L1
4
5 1.01 1.41 1.637 1.651
6 1.002 1.43 1.722 1.628
7 0.984 1.43 1.613 1.794
Tabelle 8.8: Die Konvergenzordnung des L1-Fehlers mit Modifiziertem Verfahren
und stu¨ckweise stetigem Dreiecksimpuls.
Das Ergebnis der Rechnungen besta¨tigt auch bei einer anderen Parameterkombi-
nation die Verbesserung der Konvergenzordnung mit dem Modifizierten Verfahren.
Die ho¨heren Komponenten haben wiederum eine Konvergenzordnung die gegen 2
konvergiert. Ebenfalls hat die erste Komponente aufgrund des stu¨ckweise stetigen
Impulses und der damit eingehenden Limitierung des Modifizierten Verfahrens auf
ein Verfahren von erster Ordnung, nur die Konvergenzordnung von 1.
Anschliessend werden die Konzentrationen dargestellt.
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Abbildung 8.3: Konzentration der vier Komponenten zur Zeit t = 6.0 und stu¨ckweise
stetigem Dreiecksimpuls.
Die maximalen Werte der Konzentrationen zur Modellzeit t = 6 sind:
C1max = 1.288 · 10
−1, C2max = 2.531 · 10
−1, C3max = 3.064 · 10
−1 und
C4max = 5.419 · 10
−1 .
Aufgrund der Retardierungsfaktoren wird die erste Komponente am wenigsten weit
transportiert. Sie wird unvera¨ndert weitertransportiert. Die na¨chste Komponente ist
weniger retardiert und wird weiter transportiert, hat aber aufgrund der Kopplung
mit der ersten Komponente eine Ausdehnung bis zum Anfang der ersten Kompo-
nente. Die nachfolgenden Komponenten werden schneller transportiert und haben
die Ausdehnung bis zu den Vorga¨ngerkonzentrationen und sind deshalb ausgedehnt
bis zur ersten Komponente. Die letzte Komponente erreicht somit die gro¨ßte Aus-
dehnung, sie wird am weitesten transportiert.
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Die Theorie wird besta¨tigt, dass das Standard-Verfahren aufgrund der Verwendung
des Operator-Splitting-Verfahrens bei den ho¨heren Komponenten einen Splitting-
Fehler von O(τ) hat und damit fu¨r das gesamte Verfahren nur von erster Ordnung
ist.
Bei dem Modifizierten Verfahren wurde aufgrund der analytischen Lo¨sungen der
Konvektions-Reaktions-Gleichung kein Operator-Splitting-Verfahren verwendet. Das
Verfahren erreicht mit der analytischen Lo¨sungen eine ho¨here Ordnung. Man erha¨lt
aufgrund der Raumdiskretisierung die zweite Ordnung des Verfahrens, vgl. Kapitel
3.
8.3.3 Modellproblem mit stetigem Dreiecksimpuls
In den weiteren Testbeispielen wird ein stetiger Dreiecksimpuls verwendet. Dieser
setzt sich aus zwei aneinandergesetzten stu¨ckweise stetigen Dreiecksimpulsen zusam-
men.
Es kann damit weiter die Theorie der Konvergenzordnungen fu¨r die einzelnen Ver-
fahren u¨berpru¨ft werden, vgl. [77].
Bei diesem Test konnte durch die Verbesserung der Stetigkeit des Anfangsimpulses
auch fu¨r die erste Komponente die Konvergenzordnung 2 erreicht werden.
Mit der Stetigkeit der ersten Komponente wird das Diskretisierungsverfahren nicht
auf erste Ordnung, wie bei einem stu¨ckweise stetigen Impuls limitiert. Man erreicht
fu¨r den stetigen Impuls die zweite Ordnung, vgl. [2].
Dieses Testbeispiel besteht ebensfalls aus vier Komponenten, die linear nacheinan-
der zerfallen, d.h. c1 → c2 → c3 → c4. Fu¨r die Zeitschrittweite wa¨hle man die
Zeitschrittsteuerung mit der Courantzahl 0.5, vgl. Gleichung (8.4). Dies ist die be-
ste Approximation, vgl. [77].
Als Anfangsbedingung, vgl. Abbildung 8.4, wird ein gleichma¨ssiger Dreiecksim-
puls mit der Ho¨he 1 gewa¨hlt. Der Impuls hat die La¨nge 1 und die Flanken fallen
gleichma¨ssig zu 0 ab. Der Anfangsimpuls ist von dem Rand entfernt, damit kei-
ne Randeffekte auftreten, wie z.B. durch kleine Finite-Volumen-Elemente am Rand,
die kleinere Anfangszeitschrittweiten zur Folge haben und damit das Resultat beein-
tra¨chtigen. Es sind keine Einstromquellen vorhanden, d.h. Q˜i = 0.0 mit i = 1, . . . , 4.
8.3.3.1 Testfall 1 (aufsteigende Retardierungsfaktoren)
Bei diesem Testfall werden wiederum die Retardierungsfaktoren in einer aufstei-
genden Reihenfolge mit R1 = 2.0, R2 = 4.0, R3 = 8.0, R4 = 16.0 gewa¨hlt. Die
Zerfallskonstanten werden gewa¨hlt mit λ1 = 0.4, λ2 = 0.3, λ3 = 0.2, λ4 = 0.0. Die
Porosita¨t betra¨gt φ = 0.5, vgl. Testbeispiel 1 in Kapitel 8.3.2.1.
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Abbildung 8.4: Initialisierung der ersten Komponente mit einem stetigen Drei-
ecksimpuls zur Zeit t = 0.0.
Anschliessend werden fu¨r das Standard-Verfahren die Fehler und Konvergenzord-
nungen angegeben.
Standard-Verfahren
Die Fehler fu¨r das Standard-Verfahren sind in der Tabelle 8.9 angegeben. Dabei
konnte die erste Komponente, aufgrund der Zeitschrittbeschra¨nkung mit der Courant-
Zahl 1, exakt berechnet werden.
l E1L1 E
2
L1
E3L1 E
4
L1
4 0.0 1.71 10−3 1.04 10−3 2.407 10−4
5 0.0 8.61 10−4 5.28 10−4 1.22 10−4
6 0.0 4.29 10−4 2.65 10−4 6.13 10−5
7 0.0 2.14 10−4 1.31 10−4 3.07 10−5
Tabelle 8.9: Die absoluten L1-Fehler mit Standard-Verfahren und stetigem Dreieck-
simpuls.
Die numerische Konvergenzordnungen werden fu¨r das Standard-Verfahren mit der
Tabelle 8.9 berechnet und sind in der Tabelle 8.10 angegeben.
l ρ1L1 ρ
2
L1 ρ
3
L1 ρ
4
L1
4
5 ∞ 0.989 0.978 0.98
6 ∞ 1.005 0.995 0.993
7 ∞ 1.003 1.016 0.997
Tabelle 8.10: Die Konvergenzordnung des L1-Fehlers mit Standard-Verfahren und
stetigem Dreiecksimpuls.
Die erste Komponente ist aufgrund der Berechnung des Zeitschritts mit der Courant-
Zahl 1, vgl. [39], exakt und wird in der Tabelle 8.10 mit ∞ angegeben. Die ande-
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ren Komponenten haben eine Konvergenzordnung 1 aufgrund der Verwendung des
Operator-Splitting-Verfahrens, das in dem Standard-Verfahren verwendet wird.
Die Ergebnisse ko¨nnen mit dem Modifizierten Verfahren wieder verbessert werden.
Dies wird anschliessend beschrieben.
Modifiziertes Verfahren
Die Fehler zwischen der numerischen Lo¨sung und der analytischen Lo¨sung sind in
der Tabelle 8.11 angegeben.
l E1L1 E
2
L1
E3L1 E
4
L1
4 0.0 3.06 10−4 3.91 10−5 7.79 10−6
5 0.0 8.03 10−5 9.87 10−6 2.15 10−6
6 0.0 2.007 10−5 2.60 10−6 5.81 10−7
7 0.0 4.36 10−6 6.66 10−7 1.51 10−7
Tabelle 8.11: Die absoluten L1-Fehler mit Modifiziertem Verfahren und stetigem
Dreiecksimpuls.
Die Konvergenzordnung wird mit Tabelle 8.11 berechnet und ist in der Tabelle 8.12
dargestellt. Wiederum ist die erste Komponente aufgrund der exakten Berechnung
mit ∞ angegeben.
l ρ1L1 ρ
2
L1
ρ3L1 ρ
4
L1
4
5 ∞ 1.95 1.986 1.89
6 ∞ 2.0 1.93 1.89
7 ∞ 2.21 1.96 1.94
Tabelle 8.12: Die Konvergenzordnung des L1-Fehlers mit Modifiziertem Verfahren
und stetigem Dreiecksimpuls.
Die Verbesserung wird mit dem Modifizierten Verfahren durchgefu¨hrt und man
erha¨lt nun fu¨r ho¨here Komponenten eine Konvergenzordnung von 2. Damit erha¨lt
man durchgehend eine Viertelung des Fehlers.
Damit weist das analytische Verfahren deutlich bessere Konvergenzordnungen auf.
Der Fehler durch das Operator-Splitting Verfahren von O(τ) entfa¨llt und nur der
Fehler durch die linearen Ansatzfunktionen von O((∆x)2) ist bestimmend fu¨r die
Konvergenzordnung, vgl. [41]. Die erste Komponente konnte aufgrund der Wahl
der Zeitschrittweite exakt berechnet werden. Diese wurde erreicht durch die Be-
schra¨nkung auf die Courant-Zahl 1, die von der ersten Komponente aufgrund des
kleinsten Retardierungsfaktors bestimmt wird.
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Die Darstellung der Ergebnisse zum Zeitpunkt t = 6.0 wird in der Abbildung 8.5
gezeigt.
t=6.0
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4
x
x
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x
Abbildung 8.5: Konzentrationen der vier Komponenten nach der Zeit t = 6.0 und
stetigem Dreiecksimpuls.
Die erste Komponente wird am weitesten und von der Form her unvera¨ndert trans-
portiert. Die nachfolgenden Komponenten sind aufsteigend sta¨rker retardiert und
ihr Transport ist deshalb verzo¨gert. Dabei dehnen sich die Impulse der Nachfol-
gerkomponenten bis zu der ersten Komponente aus. Wiederum ist der letzte Impuls
der langsamste und der am sta¨rksten ausgedehnte Impuls. Die Glattheit der Impulse
nimmt bei den ho¨heren Komponenten zu.
Um das Modell entsprechend auszutesten werden wiederum die reziproken Parame-
ter fu¨r die Retardierungs- und Zerfallskonstanten eingesetzt.
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8.3.3.2 Testfall 2 (absteigende Retardierungsfaktoren)
Das numerische Experiment wird fu¨r den Fall der absteigenden Retardierungsfakto-
ren wiederholt. Die Retardierungsfaktoren werden wiederum mit R1 = 16.0, R2 =
8.0, R3 = 4.0, R4 = 2.0 absteigend gewa¨hlt. Die Porosita¨t ist φ = 0.5 und die Zer-
fallskonstanten werden aufsteigend gewa¨hlt mit λ1 = 0.3, λ2 = 0.4, λ3 = 0.5, λ4 =
0.0, vgl. Testbeispiel 2 in Kapitel 8.3.2.2.
Es werden wiederum die Fehler zwischen der numerischen und analytischen Lo¨sung
berechnet und daraus die Konvergenzordnungen bestimmt.
Zuerst wird das Standard-Verfahren betrachtet.
Standard-Verfahren
Nachfolgend wird das Standard-Verfahren mit dem Fehlern der L1-Norm in der
nachfolgenden Tabelle 8.13 angegeben.
l E1L1 E
2
L1
E3L1 E
4
L1
4 7.30 10−3 5.55 10−3 1.069 10−2 2.502 10−2
5 2.57 10−3 2.27 10−3 5.16 10−3 1.225 10−2
6 9.36 10−4 1.01 10−3 2.52 10−3 6.056 10−3
7 3.52 10−4 4.73 10−4 1.24 10−3 3.00 10−3
Tabelle 8.13: Die absoluten L1-Fehler mit Standard-Verfahren und stetigem Drei-
ecksimpuls.
Die Konvergenzordnung wird mit den Ergebnissen aus Tabelle 8.13 berechnet und
diese sind in der Tabelle 8.14 dargestellt.
l ρ1L1 ρ
2
L1
ρ3L1 ρ
4
L1
4
5 1.58 1.25 1.051 1.02
6 1.53 1.16 1.033 1.01
7 1.45 1.09 1.023 1.01
Tabelle 8.14: Die Konvergenzraten des L1-Fehlers mit Standard-Verfahren und ste-
tigem Dreiecksimpuls.
Die erste Komponente hat eine ho¨here Konvergenzordnung. Dies entsteht durch die
Stetigkeit des Anfangsimpulses und der Tatsache, dass zur Ermittlung der Lo¨sung
kein Operator-Splitting-Verfahren verwendet wird. Im Gegensatz dazu erha¨lt man
eine Konvergenzordnung von 1 fu¨r die ho¨heren Komponenten, da die Lo¨sungen mit
einem Operator-Splitting-Verfahren mit der Ordnung O(τ) berechnet wurden.
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Die Ergebnisse sollen dahingehend verbessert werden, dass fu¨r alle Komponenten
eine ho¨here Konvergenzordnung erreicht wird. Dies ist mit dem Modifizierten Ver-
fahren mo¨glich.
Modifiziertes Verfahren
Die Fehler zwischen der numerischen und der analytischen Lo¨sung mit dem Modifi-
zierten Verfahren ist in Tabelle 8.15 angegeben.
l E1L1 E
2
L1
E3L1 E
4
L1
4 7.308 10−3 4.23 10−3 1.43 10−3 1.255 10−3
5 2.57 10−3 1.14 10−3 3.07 10−4 2.82 10−4
6 9.36 10−4 2.49 10−4 7.94 10−5 6.81 10−5
7 3.52 10−4 5.82 10−5 2.04 10−5 1.68 10−5
Tabelle 8.15: Die absoluten L1-Fehlers mit Modifiziertem Verfahren und stetigem
Dreiecksimpuls.
Man rechnet die Konvergenzordnung mit den Werten aus Tabelle 8.15 aus und erha¨lt
fu¨r das Modifizierte Verfahren die Werte, die in Tabelle 8.16 angegeben sind.
l ρ1L1 ρ
2
L1 ρ
3
L1 ρ
4
L1
4
5 1.58 1.89 2.22 2.15
6 1.53 2.24 1.95 2.05
7 1.45 2.11 1.96 2.02
Tabelle 8.16: Die Konvergenzordnung des L1-Fehler mit Modifiziertem Verfahren
und stetigem Dreiecksimpuls.
Das Modifizierte Verfahren verbessert die Konvergenzordnung fu¨r alle Komponen-
ten. Weil auch die erste Komponente ein glatter Impuls ist und das Verfahren kein
Operator-Splitting verwendet, kann damit Ordnung 2 fu¨r alle Komponenten erreicht
werden.
Um die Ergebnisse zu veranschaulichen, werden nachfolgend in Abbildung 8.6 die
Konzentrationen zur Endzeit t = 6.0 gezeigt.
Die Abbildung zeigt die sta¨rkste Retardierung fu¨r die erste Komponente, die von
der Form her unvera¨ndert und am wenigsten transportiert wird. Die anderen Kom-
ponenten werden weniger retardiert, und die Konzentrationen breiten sich aufgrund
der Kopplung mit den Vorga¨ngern, bis zu den Vorga¨ngerkonzentrationen aus. Die
letzte Komponente ist daher am weitesten ausgedehnt bis maximal zur ersten Kom-
ponente.
KAPITEL 8. MODELLPROBLEME 135
x
x
x
x
t=6.0
c 4
c 3
c 2
c 1
Abbildung 8.6: Konzentration von vier Komponenten zur Zeit t = 6.0 und stetigem
Dreiecksimpuls.
Aufgrund der unterschiedlichen Kombinationen der Retardierungsfaktoren in den
beiden Testfa¨llen konnte das Modifizierte Verfahren stabile und fu¨r die Fehlerredu-
zierung verbesserte Ergebnisse erreichen.
Diese Ergebnisse ko¨nnen auf ein realistisches Beispiel angewandt werden, dies wird
im na¨chsten Anschnitt beschrieben.
8.3.4 Modellproblem mit realistischen Parametern
Es wird ein realistischer potenzieller Schadensfall eines Endlagers mit radioaktiven
Schadstoffen simuliert.
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Der Einfachheit halber ist das Modellgebiet auf ein eindimensionales Modellgebiet
reduziert worden um die hergeleiteten analytischen Lo¨sungen zu verwenden. Es wird
dabei wiederum die Konvektions-Reaktions-Gleichung betrachtet.
Die realita¨tsnahen Parameter fu¨r eine Langzeitanalyse des Endlagers wurde dabei
verwendet. Damit konnten die Austausch- und Ru¨ckhalteprozesse simuliert werden.
Die numerischen Ergebnisse ko¨nnen mit den analytischen Lo¨sungen verglichen wer-
den und damit kann das Verfahren auch fu¨r realistische Parameter u¨berpru¨ft werden.
Die Rechnungen sind eine Vorstufe fu¨r die komplexen Modellgeometrien, auf denen
die Verfahren angewandt werden. Der U¨bergang auf mehrdimensionale Modellgeo-
metrien ko¨nnen damit vorbereitet werden.
Bei dem folgenden Beispiel ist eine Zerfallskette aus der Neptunium-Reihe entnom-
men worden. Die Zerfallskette wurde aufgrund der besonders stark variierenden Re-
tardierungsfaktoren und Zerfallskonstanten, die u¨ber mehrere Zehnerpotenzen vari-
ieren, gewa¨hlt.
Die Zerfallskette ist angegeben mit:
Am-241 → Np-237 → U-233 → Th-229 .
Die Retardierungsfaktoren sind:
RAm = 200.2 , RNp = 2.2 , RU = 1.6 , RTh = 2000.2 .
Die Porosita¨t ist:
φ = 0.5 .
Die Halbwertszeiten sind:
T1/2,Am = 1.3639 10
10 [s] , T1/2,Np = 6.7659 10
13 [s] ,
T1/2,U = 15.0239 10
12 [s] , T1/2,Th = 2.4867 10
11 [s] .
Bei der Simulation wird ein Zeitraum von 6340 [a] betrachtet. Die Zeitschrittweite
wird u¨ber eine Zeitschrittweitensteuerung und der Beschra¨nkung mit der Courant-
Zahl 0.5 berechnet, vgl. Gleichung (8.1).
Das Modellgebiet hat eine Gro¨ße von 8000 [m]× 1000 [m].
Die Anfangsbedingungen sind gegeben mit einem Dreiecksimpuls mit der La¨nge von
500 [m] . Der Impuls geht u¨ber die gesamte Breite des Gebiets. Damit entartet
der Testfall zu einem eindimensionalen Rechenbeispiel. Die Anfangskonzentration
ist mit 1.0 gegeben.
Die Randbedingungen sind triviale Einfluss- und Ausflussrandbedingungen, wobei
gilt n · v c = 0.
Es sind keine Einstromquellen vorhanden, d.h. Q˜i = 0.0 fu¨r i = 1, . . . , 4.
Die Geschwindigkeit ist eindimensional in x-Richtung und auf dem Gebiet konstant
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mit v = (2 · 10−8, 0)T [m/s].
Damit die numerischen Rechnungen mit Fehlernormen und Konvergenzordnungen
bewertbar werden, sind mehrere Rechnungen mit unterschiedlichen Gitterlevels durch-
gefu¨hrt worden.
Der Vergleich der Rechnungen wird zwischen dem Standard- und dem Modifizierten
Verfahren durchgefu¨hrt.
Standard-Verfahren
Die nachfolgenden Auswertungen werden die numerischen Lo¨sungen mit dem ein-
gefu¨hrten Standard-Verfahren berechnet. Die Fehler werden mit der L1-Norm be-
rechnet. Es wird der absolute Fehler zwischen der numerischen und der analytischen
Lo¨sung berechnet.
Die starken Skalenunterschiede der Parameter, die u¨ber mehreren Zehnerpotenzen
reichen, u¨bertragen sich dabei auf die absoluten Fehler der Komponenten. In der
Tabelle 8.17 sind die Ergebnisse der absoluten Fehler angegeben.
l E1L1 E
2
L1 E
3
L1 E
4
L1
4 4.13 10−1 1.96 106 2.71 103 3.14 10−4
5 1.59 10−1 8.62 105 1.31 103 9.55 10−5
6 5.66 10−2 4.28 105 6.52 102 4.20 10−5
7 2.1 10−2 2.15 105 3.26 102 1.66 10−5
Tabelle 8.17: Die absoluten L1-Fehler fu¨r das Standard-Verfahren mit eindimensio-
nalem Modellproblem und realita¨tsnahen Parametern.
Die numerische Konvergenzordnung kann aus den Werten der absoluten Fehler aus
Tabelle 8.17 berechnet werden. Die Konvergenzordnungen sind in der Tabelle 8.18
angegeben.
l ρ1L1 ρ
2
L1 ρ
3
L1 ρ
4
L1
4
5 1.58 1.18 1.04 1.7
6 1.44 1.01 1.006 1.18
7 1.43 0.99 1.0 1.2
Tabelle 8.18: Die Konvergenzordnung des L1-Fehlers fu¨r das Standard-Verfahren mit
eindimensionalem Modellproblem und realita¨tsnahen Parametern.
Aufgrund des glatten Anfangsimpulses fu¨r die erste Komponente ist die Konver-
genzordnung von ho¨herer Ordnung. Die weiteren Komponenten haben aufgrund des
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Standardverfahrens nur die Konvergenzordnung 1. Das Standardverfahren hat fu¨r
die ho¨heren Komponenten schlechtere Ergebnisse.
Eine Verbesserung der Ergebnisse kann anschliessend mit dem Modifizierten Ver-
fahren betrachtet werden.
Modifiziertes Verfahren
Die numerischen Berechungen mit dem Modifizierten Verfahren werden mit den ana-
lytischen Lo¨sungen verglichen und mit dem L1-Fehler bewertet. In der Tabelle 8.19
werden die Fehler der Berechnungen mit dem Modifizierten Verfahren angegeben.
l E1L1 E
2
L1
E3L1 E
4
L1
4 4.13 10−1 1.19 106 3.188 102 4.355 10−4
5 1.54 10−1 2.46 105 5.33 101 5.66 10−5
6 5.66 10−2 8.92 104 1.13 101 1.02 10−5
7 2.10 10−2 2.35 104 2.89 100 2.89 10−6
Tabelle 8.19: Die absoluten L1-Fehler fu¨r das Modifizierte Verfahren mit eindimen-
sionalem Modellproblem und realita¨tsnahen Parametern.
Die numerischen Konvergenzordnungen sind fu¨r das Modifizierte Verfahren angege-
ben in Tabelle 8.20.
l ρ1L1 ρ
2
L1
ρ3L1 ρ
4
L1
4
5 1.58 2.27 2.58 2.94
6 1.44 1.58 2.23 2.47
7 1.43 1.93 1.967 1.72
Tabelle 8.20: Die Konvergenzordnung des L1-Fehlers fu¨r das Modifizierte Verfahren
mit eindimensionalem Modellproblem und realita¨tsnahen Parametern.
Das Modifizierte Verfahren besta¨tigt aufgrund des besseren Verfahrens die Ergebnis-
se fu¨r die ho¨heren Konvergenzordnungen. Das Verfahren kann die theoretischen Re-
sultate fu¨r die ho¨here Ordnung der Diskretisierung auch fu¨r besonders skalenabha¨ngi-
ge Modellprobleme, wie sie in den realistischen Modellen vorkommen, besta¨tigen.
Die Ergebnisse werden graphisch dargestellt. Die Anfangsbedingungen werden fu¨r
die erste Kompontente in der Abbildung 8.7 gezeigt.
Bei der weiteren Darstellung werden die Konzentrationen zum Endzeitpunkt 6340 [a]
gezeigt.
Der Verlauf der Impulse ist in der Abbildung 8.8 dargestellt. Die erste Komponente
hat die sta¨rkste Retardierung und ist am wenigsten transportiert worden. Die zweite
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x
t=0.0
c1
Abbildung 8.7: Initialisierung der ersten Komponente zur Zeit t = 0 [a] .
und dritte Komponente haben die geringste Retardierung und werden am weitesten
transportiert. Dabei entsteht aufgrund der Kopplung zur ersten Komponente eine
Ausdehnung der Impulse bis zu der ersten Komponente. Die vierte Komponente wird
wieder sehr stark retardiert und wird wenig transportiert. Aufgrund der Kopplung
durch den Zerfall mit der Vorga¨ngerkomponente wird aber der Impuls u¨ber die
gesamte La¨nge bis zu der Vorga¨ngerkonzentration ausgedehnt.
Eine weitere Darstellung ist in der Abbildung 8.9 gegeben. Sie zeigt die Ausbreitung
des Schadstoffs in einer Farbdarstellung. Dabei stellt der rote Bereich die maxi-
male Konzentration der Komponenten dar, der blaue Bereich stellt die minimale
Konzentration der Komponenten dar.
KAPITEL 8. MODELLPROBLEME 140
x
x
x
x
t=6340 a1c
c2
c
c4
3
Abbildung 8.8: Ausbreitung des Schadstoffs nach 6340 [a] .
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Abbildung 8.9: Ausbreitung des Schadstoffs nach 6340 [a] mit Farbdarstellung (engl.
color plot).
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8.4 Zweidimensionales Modellproblem fu¨r die li-
neare Gleichgewichtssorption
Das zweidimensionale Modellproblem ist fu¨r die weitere Besta¨tigung der modifizier-
ten Diskretisierungsmethode mit ho¨herer Ordnung fu¨r mehrere Dimensionen benutzt
worden. Das Modellproblem ist in der Literatur bekannt als rotierender Zylinder,
vgl. [39]. Dabei sind die Geschwindigkeiten konstant auf den Kreisen und abha¨ngig
vom Kreisradius. Es soll wiederum die Konvektions-Reaktions-Gleichung betrachtet
werden.
Damit die analytischen Lo¨sungen aus Kapitel 5 als Vergleichslo¨sungen zu den nume-
rischen Lo¨sungen verwendet werden konnte, wurde das Modellproblem abgea¨ndert.
Dazu wurde die Tatsache der konstanten Geschwindigkeiten auf den Kreisen be-
nutzt, die als Voraussetzungen fu¨r analytische Lo¨sungen verwendet wurde. Deshalb
wurde der Anfangsimpuls auf einer Kreisringfla¨che initialisiert, vgl. Abbildung 8.10.
ε b 
rb
ε a   
(0,0)         
ra
0α 
Abbildung 8.10: Kreisringfla¨che fu¨r die Berechnung der analytischen Lo¨sungen.
Damit die Stetigkeit erreicht wurde musste der rotierende Zylinder durch eine rotie-
rende Pyramide ersetzt werden, vgl. Abbildung 8.11.
Die Intialisierung und der Vergleich mit den analytischen Lo¨sung wurde durch die
Transformation in Polarkoordinaten erreicht.
Die Transformation in eindimensionale Modellprobleme wird mittels Polarkoordina-
ten im folgenden beschrieben.
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8.4.1 Transformation des zweidimensionalen Modellproblems
in eindimensionale Modellprobleme
Der rotierende Anfangsimpuls ist sowohl in α- als auch in r-Richtung stetig, d.h. die
Winkel- und Radiuskoordinate sind stetig.
Folgende Transformationen werden fu¨r die Polarkoordinaten eingefu¨hrt :
r =
√
x2 + y2 , (8.5)
(r) = r α0 , (8.6)
wobei (x, y) ∈ IR× IR die kartesischen Koordinaten sind, r ist der Radius, α0 ist der
Initialisierungswinkel und (r) ist die La¨nge des Kreisbogens mit dem Radius r.
Man zerlegt den Impuls in eindimensionale Kreissegmente auf denen ein Dreiecksim-
puls aufgesetzt ist, vgl. Abbildung 8.11. Man erha¨lt somit einen Dreiecksimpuls auf
einem Zylindermantel. Damit erreicht man die Stetigkeit in α-Richtung zu einem
festen Radius r.
Initialisierung
auf dem Kreisbogen
ε(r)/2 ε(r)
c0
ε(r)
ε(r)/2
c0
0
Dreiecksimpuls 
0
Dreiecksimpuls auf Zylindermantel                                  
(r)
(r)
Abbildung 8.11: Initialisierung von Kreisringsegmenten, die zusammengesetzt eine
Pyramide ergeben.
Die weitere Stetigkeit in r-Richtung wird mit der Abha¨ngigkeit des Anfangsimpulses
von der Anfangskonzentration c0(r) erreicht. Es gilt fu¨r c0(r) :
rmed =
ra + rb
2
, (8.7)
c0(r) = cinit


2
rb−ra
(r − ra) ra ≤ r ≤ rmed
−2
rb−ra
(r − rb) rmed ≤ r ≤ rb
0.0 sonst
, (8.8)
cinit ∈ IR
+ (Anfangskonzentration) .
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Der vertikale Schnitt der Pyramide in Richtung des Radius r, zur Initialisierung
(t = 0.0) ist in der Abbildung 8.12 angegeben.
rb rarmed
rmed( )c0
c0 (r)
r
Abbildung 8.12: Initialisierung mit einem Dreiecksimpuls in Abha¨ngigkeit vom Ra-
dius r.
Damit ist die Initialisierung der Pyramide mit der analytischen Lo¨sung durchgefu¨hrt.
Die analytischen Lo¨sungen, die als Referenzlo¨sungen fu¨r die numerischen Lo¨sun-
gen verwendet werden, ko¨nnen vorbereitet werden. Damit ko¨nnen die rotierenden
Lo¨sungen im Kreisgebiet berechnet werden.
Dazu wird das Gebiet in Quadranten eingeteilt, die eine Umrechnung fu¨r die eindi-
mensionalen Lo¨sungen in Polarkoordinaten erlaubt, vgl. Abbildung 8.13 .
Die Winkel fu¨r die jeweiligen Quadranten sind angegeben mit:
α =


arctan(| y
x
|) x < 0, y ≤ 0
arctan(|x
y
|) + 0.5pi x ≥ 0, y < 0
arctan(| y
x
|) + 1.0pi x > 0, y ≥ 0
arctan(|x
y
|) + 1.5pi x ≤ 0, y > 0
, (8.9)
wobei die Koordinaten (x, y) in dem Gebiet Ω liegen.
Nachdem der Winkels α fu¨r die (x, y)-Koordinaten von der negativen Abszisse aus
bestimmt ist, la¨sst sich die La¨nge des Kreisbogens xarc bestimmen.
Es gilt:
xarc(r, α) = r α , (8.10)
wobei r der Radius zum Punkt (x, y) ist und α der Winkel, der negativen Abszisse
zum Punkt (x, y) ist.
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0
(0,0)         
y
x
x<0, y>0 x>0, y>0
x<0, y<0 x>0, y<0
α α 
Abbildung 8.13: Quadranten fu¨r die rotierende Pyramide.
Zur Berechnung der analytischen Lo¨sung wird noch die Geschwindigkeit beno¨tigt.
Sie ist dispersionsfrei und angegeben mit :
v =
(
−4.0 y
4.0 x
)
. (8.11)
Die Geschwindigkeit ist konstant auf jedem Kreis mit dem Radius r und berechnet
sich betragsma¨ssig mit:
v =
√
v2rot,x + v
2
rot,y = 4.0 r , (8.12)
wobei die Werte v = (vrot,x, vrot,y)
T gegeben sind.
Mit diesen vorbereiteten Werten la¨sst sich die eindimensionale analytische Lo¨sung
berechnen.
Die Initialisierung fu¨r die rotierende Pyramide wird berechnet mit:
u1,init = u1,T ri(xarc(r, α0), t0, (r), c0(r), v1, λ1) , (8.13)
ui,init = 0.0 mit i = 2, . . . , M , (8.14)
wobei t0 = 0.0 und v1 =
v
R1
ist. M ist die Anzahl der Komponenten.
Die Berechnung der analytischen Lo¨sung wird zu jedem Zeitpunkt t durchgefu¨hrt.
Die analytischen Lo¨sungen sind angegeben mit:
ui,T ri = ui,T ri(xarc(r, α), t, (r), c0(r), v1, . . . , vi, λ1, . . . , λi) , (8.15)
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wobei i = 1, . . . , M und vi =
v
Ri
ist.
Hiermit lassen sich dann die numerischen Berechnungen mit den analytischen Lo¨sun-
gen vergleichen.
8.4.2 Berechnung des zweidimensionalen Modellbeispiels mit
rotierender Pyramide
Mit dem zweidimensionalen Modellbeispiel und der analytischen Lo¨sung, vgl. Ka-
pitel 8.4.1, lassen sich die Fehlernormen und Konvergenzordnungen bestimmen fu¨r
die weiteren Vergleichsrechnungen.
Das Modifizierte Verfahren wird fu¨r das komplexere Beispiel weiter untersucht und
es wird die ho¨here Konvergenzordnung besta¨tigt.
Zum Vergleich wird das Standard-Verfahren, das ein Operator-Splitting von erster
Ordnung zwischen der Konvektions- und Reaktions-Gleichung verwendet, hergenom-
men.
Es wird eine Testreihe mit unterschiedlichen Retardierungsfaktoren und Zerfallskon-
stanten verwendet.
Die Parameter fu¨r das Modellbeispiel sind anschliessend bestimmt.
Die Porosita¨t ist φ = 0.5,
die Retardierungsfaktoren sind:
R1 = 2.0, R2 = 16.0, R3 = 24.0, R4 = 32.0 und
die Zerfallskonstanten sind:
λ1 = 1.5, λ2 = 1.4, λ3 = 1.3, λ4 = 0.0 .
Die Initialisierung der ersten Komponente ist in Kapitel 8.4.1 angegeben, die Pyra-
mide hat folgende Parameter:
Die Ho¨he der Pyramide ist cinit = 1, die Grundfla¨che ist gegeben in den Polarko-
ordinaten fu¨r den Kreisringausschnitt mit dem Radius 0.125 ≤ r ≤ 0.375 und mit
dem Winkel α0 = 0.22.
Der Radius des Anfangsimpulses wurde so gewa¨hlt, dass der Impuls weit von den
Ra¨ndern entfernt ist und somit keine Randeinflu¨sse entstehen.
Die ho¨heren Komponenten ui,init fu¨r i = 2, . . . , 4 sind mit 0.0 initialisiert.
Die Anfangsbedingung fu¨r die erste Komponente ist in der Abbildung 8.14 angege-
ben.
Die Randbedingungen sind triviale Inflow- und Outflow-Randbedingungen. Es sind
keine Einstromquellen vorhanden, d.h. Q˜i = 0.0 fu¨r i = 1, . . . , 4.
Das Gebiet ist [−0.5, 0.5] × [−0.5, 0.5] groß, das Grobgitter besteht aus einem Ele-
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Abbildung 8.14: Konzentration der ersten Komponente bei der Initialisierung.
ment und wurde maximal bis zum Gitterlevel 7 uniform verfeinert.
Die Zeitschrittweite wurde u¨ber eine Zeitschrittsteuerung ermittelt, wobei das Kri-
terium die Courant-Zahl 0.5 ist, vgl. Gleichung (8.4).
Die numerischen Berechnungen finden bis zum Endzeitpunkt t = pi
4
statt.
Die Fehler mit der L1-Norm zwischen der numerischen und analytischen Lo¨sung fu¨r
das Standard-Verfahren sind in der Tabelle 8.21 angegeben.
l E1L1 E
2
L1 E
3
L1 E
4
L1
5 6.155 10−3 8.806 10−3 1.56 10−4 3.231 10−5
6 2.93 10−3 3.84 10−4 6.66 10−5 1.303 10−5
7 1.07 10−3 1.81 10−4 3.55 10−5 6.77 10−6
Tabelle 8.21: Die absoluten L1-Fehler fu¨r das Standard-Verfahren des zweidimensio-
nalen Modellproblems zum Zeitpunkt t = pi
4
.
Die numerischen Konvergenzordnungen des Standard-Verfahrens wurden mit Hilfe
der Daten aus Tabelle 8.21 berechnet und sind in der Tabelle 8.22 dargestellt.
l ρ1L1 ρ
2
L1 ρ
3
L1 ρ
4
L1
5
6 1.1 1.15 1.07 1.21
7 1.55 1.085 0.91 0.94
Tabelle 8.22: Die Konvergenzordnung des L1-Fehlers fu¨r das Standard-Verfahren des
zweidimensionalen Modellproblems zum Zeitpunkt t = pi
4
.
Fu¨r das Standard-Verfahren ergeben sich folgende Konvergenzordnungen:
Die Konvergenzordnung ist fu¨r die erste Komponente von ho¨herer Ordnung. Fu¨r
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die ho¨heren Komponenten erha¨lt man die Konvergenzordnung von 1 aufgrund des
Standard-Verfahrens.
Die Testreihe wird auch fu¨r das Modifizierte Verfahren durchgefu¨hrt und die Fehler
mit der L1-Norm sind in Tabelle 8.23 angegeben.
l E1L1 E
2
L1 E
3
L1 E
4
L1
5 6.155 10−3 8.16 10−3 1.34 10−4 2.76 10−5
6 2.93 10−3 3.21 10−4 4.84 10−5 9.35 10−6
7 1.07 10−3 1.1 10−4 1.92 10−5 3.50 10−6
Tabelle 8.23: Die absoluten L1-Fehler fu¨r das Modifizierte Verfahren des zweidimen-
sionalen Modellproblems zum Zeitpunkt t = pi
4
.
Die Konvergenzordnung kann mit Hilfe der Werte aus Tabelle 8.23 berechnet werden
und man erha¨lt die verbesserten Konvergenzordnungen fu¨r das Modifizierte Verfah-
ren in Tabelle 8.24.
l ρ1L1 ρ
2
L1
ρ3L1 ρ
4
L1
5
6 1.1 1.34 1.46 1.56
7 1.55 1.54 1.44 1.44
Tabelle 8.24: Die Konvergenzordnung des L1-Fehlers fu¨r das Modifizierte Verfahren
des zweidimensionalen Modellproblems zum Zeitpunkt t = pi
4
.
Alle Komponenten haben eine ho¨here Konvergenzordnung, vgl. Tabelle 8.24 .
Somit konnte die Theorie auch fu¨r ein komplexes Beispiel mit mehreren Raumdi-
mensionen besta¨tigt werden. Bei den ho¨heren Raumdimensionen treten bei dem
Verfahren nur die bisherigen Fehler aus der Diskretisierung mit der Finite-Volumen-
Methode mit ho¨herer Ordnung auf. Der Kopplungsfehler zwischen der Konvektions-
und Reaktions-Gleichung konnte, aufgrund der eingebetteten analytischen Lo¨sun-
gen, eliminiert werden.
Das Ergebnis aus der Rechnung bis zum Zeitpunkt t = pi
4
fu¨r die einzelnen Kom-
ponten ist in der Abbildung 8.15 dargestellt.
Die erste Komponente ist am wenigsten retardiert und rotiert am weitesten. Die
Konturen dehnen sich dabei etwas aus aufgrund der ra¨umlichen Approximationsfeh-
ler des unstrukturierten Gitters. Die weiteren Komponenten sind aufsteigend sta¨rker
retardiert und rotieren langsamer. Dabei werden die ho¨heren Komponenten bis zur
ersten Komponente ausgedehnt aufgrund der Kopplung. Wie bei den eindimensio-
nalen Experimenten dehnen sich die sta¨rker retardierten Nachfolgerkonzentrationen
bis zu den weniger stark retardierten Vorga¨ngerkonzentrationen aus.
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Abbildung 8.15: Verlauf der Konzentrationen der vier Komponenten zum Endzeit-
punkt t = pi
4
.
Das charakteristische Verhalten ist damit auch fu¨r die komplexen Beispiele erfu¨llt.
Um weiterhin bei komplexen Beispielen ein Vergleich mit der eindimensionalen ana-
lytischen Lo¨sung aus Kapitel 5 zu haben, werden anschliessend die Kriterien dazu
beschrieben.
8.4.3 Verifikation der numerischen Rechnungen fu¨r allge-
meine zweidimensionale Modellprobleme
Um weiterhin die eindimensionale Lo¨sung fu¨r die Verifikation von numerischen Rech-
nungen von Konvektions-Reaktions-Gleichungen mit unterschiedlichen Retardierungs-
faktoren verwenden zu ko¨nnen, kann man unter bestimmten Voraussetzungen die
eindimensionalen Lo¨sungen anwenden.
Als Voraussetzung werden solche Linien, z.B. auch Charakteristiken, verwendet, bei
denen die Werte der Geschwindigkeiten zwischen dem Anfangs- und Endpunkt auf
der Linie konstant bleiben.
Es soll gelten:
v =
(
f(x(t), y(t), t)
g(x(t), y(t), t)
)
, (8.16)
mit den betragsma¨ssig konstanten Geschwindigkeiten:
v = |v| =
√
f(x(t), y(t), t)2 + g(x(t), y(t), t)2 = const. , (8.17)
∀(x, y) ∈ Ω , ∀t ∈ IR+ ,
mit v ∈ IR+ .
Die Parameterdarstellung der Linie ist gegeben mit:
x(t) =
(
x(t)
y(t)
)
, (8.18)
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Die La¨nge der Linie la¨sst sich dabei bestimmen mit:
xarc =
∫ t2
t1
√
(x′(t))2 + (y′(t))2 dt , (8.19)
wobei x′(t) = ∂x(t)
∂t
und y′(t) = ∂y(t)
∂t
ist.
Mit dieser Transformation in ein eindimensionales Gebiet, lassen sich die analyti-
schen Lo¨sungen fu¨r die Linien wieder anwenden.
Fu¨r einen Dreiecksimpuls als Anfangsbedingung kann man die analytischen Lo¨sun-
gen mit folgendem Funktionsaufruf bestimmen:
ui,T ri = ui,T ri(xarc, t, , c0, v1, . . . , vi, λ1, . . . , λi) , (8.20)
wobei vi =
v
Ri
die Geschwindigkeit ist. xarc ist die La¨nge der Linie,  ist die La¨nge
des Dreiecksimpules, c0 ist der Betrag des Anfangsimpulses. vi sind die Geschwin-
digkeiten, Ri sind die Retardierungsfaktoren und λi sind die Zerfallskonstanten mit
i = 1, . . . , M .
Mit diesen Voraussetzungen sind die analytischen Lo¨sungen fu¨r allgemeine zweidi-
mensionale Gebiete mo¨glich.
Im Rahmen der Arbeit soll hier nur der Transport eines Impulses auf einer Linie
mit konstanter Geschwindigkeit behandelt werden.
Der Transport solcher Impulse ist in der Abbildung 8.16 dargestellt.
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Abbildung 8.16: Zweidimensionales Modellgebiet: Linien mit konstanten Geschwin-
digkeiten und berechenbaren Bogenla¨ngen.
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Es soll hier die bisherige Verifikation der Theorie fu¨r das Modifizierte Verfahren
abgeschlossen werden. Das Verfahren wird im Folgenden auf realistische Modelle
angewandt.
8.5 Realita¨tsnahes Modell fu¨r einen potenziellen
Schadensfall
8.5.1 Motivation und Beschreibung
Das Ziel dieses Kapitels ist die Anwendung des Programmpakets r3t auf Model-
le realistischer Schadensfa¨lle um eine Vorhersage fu¨r Szenarien zu gewinnen. Es
wird gezeigt, dass grosse Modelle mit den realita¨tsnahen Parametern und fu¨r lan-
ge Zerfallsreihen, berechnet werden ko¨nnen. Die konkreten Daten ko¨nnen aus der
Aufgabenstellung [35] entnommen werden.
Es soll der Transport von radioaktiven Schadstoffen durch ein Deckgebirge, das
von Grundwasser durchstro¨mt wird, u¨ber einen Modellzeitraum von 10000 Jahren
simuliert werden. Die Schadstoffe stro¨men als zeitabha¨ngige Quelle am unteren Ende
des Deckgebirges ein.
In dem Deckgebirge kann die Ausbreitung mit der dichtegetriebenen Grundwasser-
stro¨mung, die mit dem Programmpaket d3f berechnet wurde, simuliert werden. Es
wurden realistische Daten fu¨r die Sorption verwendet.
Fu¨r den Zeitraum von 10000 Jahren soll eine Aussage u¨ber den potenziellen Ver-
lauf der Schadstofffahne gemacht werden, die sich durch Konvektion und Diffusion
ausbreitet.
Es wird sowohl ein zwei- als auch ein dreidimensionales Modellgebiet angenommen.
Dabei soll sich die Rechenzeit in akzeptablen Gro¨ßenordnungen, von mehrere Stun-
den, bewegen.
Diese Aufgabe wird nun in den na¨chsten Abschnitten zuerst fu¨r den zweidimensio-
nalen und dann fu¨r den dreidimensionalen Fall beschrieben.
8.5.2 Zweidimensionale Modellierung
Im folgenden Anschnitt wird der potenzielle zweidimensionale Schadensfall beschrie-
ben. Anschliessend werden die Ergebnisse und die Rechenzeiten pra¨sentiert.
Es handelt sich um ein generisches Modellgebiet der Gro¨ße 6000[m] × 150[m] mit
vier verschiedenen Schichten unterschiedlicher Durchla¨ssigkeit, vgl. [35]. Das Gebiet
wird vom Grundwasser von rechts nach links durchstro¨mt. Das Wasser fliesst durch
KAPITEL 8. MODELLPROBLEME 152
die durchla¨ssigeren Schichten schneller und bewegt sich somit von rechts oben u¨ber
die Mitte nach links oben.
Das Stro¨mungsfeld durch diese Gesteinschichten wurde mit dem Programmpaket
d3f berechnet und ist in der Abbildung 8.17 dargestellt. An einer angenommenen
Stelle in der Mitte des Randes von dem Deckgebirge treten die Schadstoffe ein.
Abbildung 8.17: Stro¨mungsfeld fu¨r die zweidimensionale Rechnung.
Mit dieser vorgegebenen stationa¨ren Stro¨mung wurde dann der Schadstofftransport
mit dem Programmpaket r3t berechnet. Mit der Stro¨mung werden die radioakti-
ven Schadstoffe transportiert, bis sie schliesslich am offenen Modellrand, d.h. am
linken oberen Rand, ankommen. Fu¨r die Planung eines Endlagers und dessen Si-
cherheitsnachweis ist insbesondere der zeitliche Verlauf der Konzentrationen der un-
terschiedlichen Schadstoffe am offenen Rand von Bedeutung. Das Programm soll in
der Lage sein den vorgegebenen Testfall, in mo¨glichst kurzer Zeit und unter Angabe
der Fehlerschranken, zu berechnen.
Die Ergebnisse der zweidimensionalen Modellierung sind in Abbildung 8.18 gezeigt.
Im oberen Bild ist die Schadstofffahne des Uran-Isotops U-236 nach 100 Jahren
dargestellt. Der Einstrom in das Gebiet wird u¨ber eine zeitabha¨ngige Punktquel-
le realisiert. Die Schadstofffahne wird dabei durch die Konvektion in Richtung des
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Stro¨mungsfeldes mitgefu¨hrt und hat sich aufgrund der Diffusion-Dispersion verbrei-
tert. Aufgrund der Konvektionsdominanz wird die Fahne sta¨rker transportiert als
durch die Diffusion-Dispersion verbreitert.
Im unteren Bild der Abbildung 8.18 sieht man nun die Ausbreitung der Fahne nach
10000 Jahren. Dabei stro¨mt die Schadstofffahne durch die durchla¨ssigeren Schichten
und dringt aufgrund der Diffusion in die weniger durchla¨ssigen Schichten ein. Dies
ist insbesondere im unteren Drittel des Gebiets ausgepra¨gt. Die Konzentrationen im
oberen Drittel stro¨men wiederum durch die durchla¨ssigeren Schichten und dringt
auch von oben her, durch Diffusion, in die undurchla¨ssigen Schichten ein.
Diese Berechnungen wurden auf uniformen Gittern durchgefu¨hrt. Um die Konver-
genz der erhaltenen Lo¨sungen zu besta¨tigen, wurden anschliessend auch adaptive
Gitter benutzt. Die Rechnungen besta¨tigten, dass sich die Ergebnisse nicht mehr
wesentlich bei feineren Gittern und kleineren Zeitschrittweiten a¨ndern. Dabei wur-
den die Anfangszeitschritte mit expliziten Verfahren und analytischen Lo¨sungen be-
stimmt. Nachdem sich die Schadstofffahne ausgebreitet hatte, konnten die weiteren
Zeitschritte mit einem impliziten Verfahren und gro¨ßeren Zeitschritten berechnet
werden. Damit konnten dann die geforderten Rechenzeiten eingehalten werden.
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Abbildung 8.18: Konzentrationen von U-236 zum Zeitpunkt t = 100[a] und t =
10000[a].
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8.5.2.1 Rechenzeit bei zweidimensionaler Modellierung
Bei der Ausfu¨hrung der Rechnungen waren besonders die Rechenzeiten wichtig. Die
zweidimensionalen Rechnungen wurden parallel und adaptiv mit mehreren Verfei-
nerungsstufen durchgefu¨hrt.
Durch weiteres Verfeinern, bis sich die Lo¨sungen nicht mehr a¨nderten, wurde Kon-
vergenz in Raum und Zeit erreicht.
Dabei konnten mit adaptiv verfeinerten Gittern die Konvergenz der Lo¨sungen be-
schleunigt werden. Es wurden nur die Bereiche mit grossen Fehlern verfeinert und
damit konnte insgesamt eine effektive Verfeinerung durchgefu¨hrt werden.
Die zweidimensionalen Rechnungen wurden auf einem Linux-PC-Cluster mit Pen-
tium II Prozessoren mit 0.4 GHz Taktfrequenz durchgefu¨hrt. Bei den Rechnungen
wurden 26 Radionuklide, die durch den Zerfall gekoppelt waren, verwendet, vgl.
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Die Zeitschrittweiten wurden mit einer Zeitschrittsteuerung entsprechend dem Cour-
ant-Kriterium, ermittelt, vgl. Kapitel 3.
Fu¨r die Anfangszeitschritte wurden ein explizites Verfahren mit Courant-Zahl 1 ver-
wendet. Dies entsprach einem Zeitschritt von 0.11 [a]. Fu¨r die spa¨teren Zeitschritte
wurde ein implizites Verfahren mit Courant-Zahl ≤ 20 benutzt. Das entsprach einem
Zeitschritt von 3 [a].
Es wurde eine Modell mit 26 Schadstoff-Komponenten verwendet. Das Grobgitter
wurde bis Level 4 uniform verfeinert.
Zum Vergleich wurden adaptive Rechnungen mit viel feineren und angepassten Git-
tern benutzt. Sie ermo¨glichten eine verbesserte Approximation der Lo¨sung.
Die adaptiven Rechnungen wurden ebenfalls mit 26 Schadstoff-Komponenten und
mit einem Gitter durchgefu¨hrt, das bis Level 2 uniform, bis Level 4 auf der linken
Ha¨lfte uniform und bis Level 6 lokal-adaptiv verfeinert wurde. Das Gebiet wurde
mit Hilfe eines Fehlerindikators verfeinert, der aus der Arbeit [79] stammt. Das
Grobgitter fu¨r beide Rechnungen bestand aus 595 Elementen.
Prozessoren Rechnung Anzahl der Anzahl der Zeitdauer fu¨r Gesamt-
Elemente Zeitschritte ein Zeitschritt dauer
30 uniform 75000 3800 5 sec. 5.5 Std.
64 adaptiv 350000 3800 14 sec. 14.5 Std.
Tabelle 8.25: Kenndaten der zweidimensionalen Modellierung.
Der Vergleich mit der uniformen Rechnung zeigt in Tabelle 8.25 nun einen Mehrauf-
wand bei der adaptiven Rechnung, der von dem feineren Rechengitter herkommt.
Diese Ergebnisse der adaptiven Rechnungen wurden als Referenzlo¨sungen benutzt
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und mit den uniformen Lo¨sungen verglichen. Die adaptive Rechnung besta¨tigt das
Ergebnis der uniformen Rechnung. Es wurde ein konvergentes Ergebnis erreicht.
8.5.3 Dreidimensionale Modellierung
Fu¨r die dreidimensionale Modellierung wurde ebenfalls ein Ausschnitt eines Gebiets,
diesmal von der Gro¨ße 6000[m]× 1500[m], hergenommen. Es wurde die Stro¨mung,
sowie der Transport mit Schadstoffen simuliert. Die Parameter fu¨r dieses Beispiel
sind in [35] vorgegeben.
Zusa¨tzlich sind noch zwei Brunnen modelliert. Aus ihnen wird kontaminiertes Was-
ser entnommen. Die Brunnen sind in der Gleichung als Senken eingebunden, vgl.
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Das Stro¨mungsfeld wird wiederum mit d3f berechnet, und es ergibt sich ebenfalls ei-
ne Einstro¨mung von rechts nach links. Das salzhaltige Wasser wird mit der Stro¨mung
nach oben getragen. Es entstehen Verwirbelungen. Aufgrund dieser Stro¨mung wur-
den die dreidimensionalen Rechnungen besonders interessant. Damit konnte die
ra¨umliche Ausbreitung der Lo¨sungen erreicht werden und weitere Erkenntnisse u¨ber
die Lo¨sungen fu¨r das dreidimensionale Problem erhalten werden. Ein ho¨herer Auf-
wand fu¨r das dreidimensionalen Problem wurde aufgrund der Komplexita¨t des Mo-
dells von den Rechnungen besta¨tigt.
Das Stro¨mungsfeld ist in der Abbildung 8.19 in einer vertikalen Schnittebene, die
durch die Senken geht, gezeigt. Dabei geben die La¨nge der Pfeile die Sta¨rke der
Stro¨mung an, die Richtungen der Pfeile geben die Stro¨mungsrichtungen an.
Mit dieser Stro¨mung werden die radioaktiven Schadstoffe transportiert. Dies wird
mit dem Programmpaket r3t berechnet. In der Abbildung 8.20 ist die Konzentrati-
on von U-236 nach 100 [a] angegeben. Im oberen Teil des Bildes ist die Konzentra-
tion in Ebenen senkrecht zur vertikalen Ebene, in der das Geschwindigkeitsfeld liegt,
abgebildet. Dabei ist die Konzentration in der Mitte der unteren Abbildung zu er-
kennen. Es handelt sich wiederum um eine zeitabha¨ngige Punktquelle wa¨hrend der
gesamten Modellzeit. Die Ausbereitung ist wiederum in Richtung des Stro¨mungs-
feldes advektiv dominant, wobei eine Verbreiterung der Schadstofffahne durch die
Diffusion-Dispersion stattfindet.
Bei der weiteren Ausbreitung verbreitert sich die Schadstofffahne entlang der domi-
nanten Stro¨mung und fliesst bis an die Oberfla¨che zu den Senken hoch. In Abbildung
8.21 ist die Konzentration zum Zeitpunkt 10000 [a] dargestellt.
Wiederum werden Vergleiche zwischen uniform und adaptiv verfeinerten Rechnun-
gen durchgefu¨hrt. Mit adaptiven Rechnungen und mit kleineren Zeitschrittweiten
konnten die uniformen Rechnungen besta¨tigt werden.
Die Rechenzeiten fu¨r verschieden feine Gitter werden im Kapitel 8.5.3.1 erla¨utert.
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Abbildung 8.19: Geschwindigkeitsfeld in einer vertikalen Ebene durch die Senken fu¨r
die dreidimensionale Modellierung.
8.5.3.1 Rechenzeit bei dreidimensionaler Modellierung
Die Rechnungen wurden parallel und sowohl uniform als auch adaptiv u¨ber mehrere
Gitterlevels durchgefu¨hrt. Die Ergebnisse aus den Rechnungen mit unterschiedlichen
Gittern und verschiedenen Zeitschrittweiten wurden verglichen.
Die dreidimensionalen Rechnungen wurden auf einem Linux-PC-Cluster mit Athlon
Rechnern mit einer ho¨heren Taktfrequenz von 1.6 GHz durchgefu¨hrt.
Die Zeitschrittweiten, die durch die Courant-Zahl beschra¨nkt werden, vgl. (8.4),
sind mit einer Zeitschrittsteuerung in einem Bereich von 0.11 [a] und 3 [a] gewa¨hlt
worden. Dieser entspricht einem Courantbereich von 1 bis 20 .
Die Einstellungen fu¨r die dreidimensionalen Rechnungen sind wie folgt:
Das Grobgitter fu¨r die Rechungen bestand aus 8301 Elementen. Die uniforme Rech-
nung mit 26 Schadstoff-Komponenten wurden bis zum Gitterlevel 2 uniform verfei-
nert.
Die Ergebnisse mit den Rechnungen des uniformen Gitters sind mit Rechnungen des
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Abbildung 8.20: Konzentrationen von U-236 zum Zeitpunkt t = 100 [a].
adaptiven Gitters nachgerechnet worden um diese Ergebnisse zu besta¨tigen.
Die adaptiven Rechnungen sind ebenfalls mit 26 Schadstoff-Komponenten durch-
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Abbildung 8.21: Konzentrationen von U-236 zum Zeitpunkt t = 10000 [a].
gefu¨hrt worden, wobei das Gitter bis Gitterlevel 2 uniform und bis zum Gitterlevel
5 adaptiv verfeinert worden ist.
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In der nachfolgenden Tabelle 8.26 sind die Rechenzeiten und der Aufwand fu¨r die
Rechnungen beschrieben:
Prozessoren Rechnungen Anzahl der Anzahl der Zeitdauer fu¨r Gesamt-
Elemente Zeitschritte ein Zeitschritt dauer
16 uniform 531264 3600 13.0 sec. 13.0 Std.
72 adaptiv 580000 3600 18.5 sec. 18.5 Std.
Tabelle 8.26: Kenndaten der dreidimensionalen Modellierung.
Der Mehraufwand in der adaptiven Rechnung in Tabelle 8.26 stammt wiederum von
der Verfeinerung der Rechengitter, die mit dem Fehlerindikator berechnet wurde.
Die Ergebnisse der adaptiven Rechnungen konnten die uniformen Ergebnisse besta¨ti-
gen. Bei weiteren Verfeinerungen der adaptiven Rechnungen konnten keine Verbes-
serungen mehr erreicht werden. Die adaptive Rechnung konnten somit als Refe-
renzlo¨sungen fu¨r die weiteren Rechnungen hergenommen werden.
Ein Ausblick zu den beschriebenen Theorien und Anwendungen der verschiedenen
Methoden wird im na¨chsten Kapitel erla¨utert.
Kapitel 9
Ausblick
9.1 Ausblick und Zusammenfassung
In der vorliegenden Arbeit konnte eine Verbesserung der Diskretisierung fu¨r die
Konvektions-Reaktions-Gleichung erreicht werden. Die neue Diskretisierung, die
auf der analytischen Lo¨sung der eindimensionalen Konvektions-Reaktions-Gleichung
aufbaut, wurde mit einer klassischen Transformationsmethode konstruiert. Da-
mit konnte der bisherige Fehler, der durch die Entkopplung mit einem Operator-
Splitting-Verfahren entstand, eliminiert werden.
Mit diesem neuen Verfahren konnte die Konvektions-Diffusions-Dispersions-
Reaktions-Gleichung mit konvektions-dominanten Anteilen verbessert gelo¨st wer-
den, dabei ist die Fehlerordnung im Raum O((∆x)2) und die Fehlerordnung in
der Zeit O(τ), wobei der Zeitfehler aufgrund der geringen Diffusion-Dispersion ver-
nachla¨ssigbar ist.
Die Umschreibung der Diskretisierung von einem Konzentrationstransport hin zu
dem Massentransport wurde durch die Einbindung von analytischen Lo¨sungen von
Massen erreicht. Die physikalische Bedingungen wurden u¨ber die Courant- bzw.
CFL-Bedingung in das Verfahren zur Beschra¨nkung der Zeitschrittweite eingebun-
den.
Damit konnte ein umfangreiches mehrdimensionales und mehrfachphysikalisches
Problem in niederdimensionale und einfach physikalische Probleme unterteilt wer-
den. Diese einfacheren Probleme wurden dann mit den verbesserten Diskretisierungs-
methoden gelo¨st unter Verwendung von analytischen oder numerischen Methoden.
Mit diesen Voraussetzungen konnten die geforderten umfangreichen Modellrechnun-
gen zur Vorhersage des Schadstofftransports eines potenziellen Schadensfalls vor-
genommen werden. Bei den Ergebnissen besta¨tigte sich der dominante konvektive
Anteil der Gleichungen, welches eine starke Auspra¨gung der Schadstofffahne in Rich-
tung des Geschwindigkeitsfeldes brachte.
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In der Zukunft sollen die Diskretisierungen fu¨r die Konvektions-Diffusions-
Dispersions-Reaktions-Gleichung weiter mit analytischen Lo¨sungen verbessert wer-
den. Dabei ko¨nnen weitere Lo¨sungen fu¨r die nichtlinearen Konvektions-Reaktions-
Gleichungen und die Kopplung der linearen Gleichungen mit mehreren Phasen
durchaus konstruiert werden.
Insbesondere wird die Entwicklung der Diskretisierungen von komplexen mehrdi-
mensionalen und mehrfachphysikalischen Problemen hin zu entkoppelten und opti-
mal diskretisierten Teilproblemen fu¨hren, bei denen man verbesserte Fehlerordnun-
gen erreicht. Dabei ist eine Untersuchung der Kopplungsfehler durchzufu¨hren, die
bei der Entkopplung entstehen.
Die vorliegende Arbeit hat diese Vorgehensweise der Entkopplung und der verbes-
serten Diskretisierung und Lo¨sung der Teilgleichungen anhand der Konvektions-
Diffusions-Dispersions-Reaktions-Gleichung beschrieben.
Anhang A
Eigenschaften, transformierbare
Funktionen und
Partialbruchzerlegungen der
Laplace-Transformation
Eigenschaften der Laplace-Transformation:
Originalfunktion f(x) Bildfunktion F(s)
∂f(t)
∂t
sF (s) + f(0) Differentiation
exp(at)f(t) F (s− a) Da¨mpfungssatz
f(t− a)h(t− a) exp(−as)F (s) Verschiebungssatz
Tabelle A.1: Eigenschaften.
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Analytisch transformierbare Funktionen zur Herleitung der analytischen
Lo¨sungen in Kapitel 5:
Originalfunktion f(x) Bildfunktion F(s)
hx(x0, x1) =


0 x ≤ x0
1 x0 < x ≤ x1
0 x < x1
exp(−x0s)−exp(−x1s)
s
tra,b(x) =


0 x ≤ 0
ax + b 0 < x ≤ L
0 L < x
( a
s2
+ b
s
)(1− exp(−Ls))
−aL
s
exp(−Ls)
hx(vit, vit + L) =


0 0 ≤ x < vit
1 vit ≤ x < vit + L
0 vit + L ≤ x
(1−exp(−Ls)
s
) exp(−vits)


0 0 ≤ x < vit
1− exp(−λjk(x− vit)) vit ≤ x < vit + L
exp(−λjk(x− (vit + L)))
− exp(−λjk(x− vit)) vit + L ≤ x
λjk
s+λjk
(1−exp(−Ls)
s
) exp(−vits)


0 0 ≤ x < vit
x− vit vit ≤ x < vit + L
L vit + L ≤ x
(1−exp(−Ls))
s2
exp(−vits)


0 0 ≤ x < vit
x− vit vit ≤ x <
vit+L
2
L− x vit+L
2
≤ x < L
0 L ≤ x
(exp(−
vits
2
)−exp(−Ls
2
−
vits
2
))2
s2
(x− a) exp(−b(x− a))h(x− a) exp(−as)
(s+b)2


0 0 ≤ x < vit
exp(−λjk(x− vit)) vit ≤ x < vit + L
− exp(−λjk(x− (vit + L)))
+ exp(−λjk(x− vit)) vit + L ≤ x
1
s+λjk
(1− exp(−Ls)) exp(−vits)
exp(−λjk(x− vit))h(x− vit)
1
s+λjk
exp(−vits)
Tabelle A.2: Laplacetransformierbare Basisfunktionen fu¨r die analytischen Lo¨sun-
gen.
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Partialbruchzerlegungen fu¨r die Herleitung der analytischen Lo¨sungen in
Kapitel 5 :
1
s
1
(s + a)
=
1
a
1
s
−
1
a
1
s + a
,
1
s2
1
(s + a)
=
1
a
1
s2
−
1
a
1
s(s + a)
,
1
s3
1
(s + a)
=
1
a
1
s3
−
1
a2
1
s2
+
1
a2
1
s(s + a)
,
1
s
1
(s + a)2
=
1
a
1
s(s + a)
−
1
a
1
(s + a)2
,
1
s2
1
(s + a)2
=
1
a2
1
s2
− 2
1
a2
1
s(s + a)
+
1
a2
1
(s + a)2
,
1
(s + a)
1
(s + b)
=
1
b− a
1
s + a
−
1
b− a
1
s + b
,
1
(s + a)2
1
(s + b)
=
1
b− a
1
(s + a)2
−
1
(b− a)2
1
s + a
+
1
(b− a)2
1
s + b
. (A.1)
Anhang B
Allgemeine Lo¨sungen fu¨r die
gewo¨hnlichen
Differentialgleichungen
System von linearen gewo¨hnlichen Differentialgleichungen von erster Ord-
nung:
∂ui
∂t
= −µi ui + λi−1 ui−1 mit t ≥ 0 . (B.1)
Der Parameter µi ist definiert mit µi = λi + γi. Dabei sind λi ≥ 0 und γi ≥ 0.
Die Anfangsbedingungen ist ui(0) = ui0. Der Index i ist im Bereich i = 1, . . . , M
definiert. M ist die Anzahl der Komponenten. Die Unbekannte ui = ui(t) ist im
Wertebereich der Variable t ≥ 0 angegeben.
Die Lo¨sung der Gleichung (B.1) wurde in [5] und [60] hergeleitet. In der allgemeinen
Schreibweise erha¨lt man die Lo¨sung mit:
ui =
i∑
j=1
uj0
i−1∏
k=j
λk
i∑
k=j
(
i∏
l=j
l6=k
1
µl − µk
) exp(−µk t) , (B.2)
i = 1, . . . , M mit λ0 = 0 ,
Anfangsbedingungen: ui(0) = ui0 .
Die Anwendung fu¨r die Reaktionsgleichungen in Kapitel 3 wird mit folgenden Be-
dingungen durchgefu¨hrt:
γi = 0.0 mit i = 1, . . . , M , sowie den Anfangsbedingungen u1(0) = u10 und ui(0) =
0.0 mit i = 2, . . . , M . Man erha¨lt die Lo¨sungen mit:
ui = u10
i−1∏
j=1
λj
i∑
j=1
(
i∏
k=1
k 6=j
1
λk − λj
) exp(−λj t) . (B.3)
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