Abstract. The user's real-time electricity consumption data has become an important data source to measure the operation of power grid enterprises. Based on the user's real-time electricity consumption data, combined with discrete Fourier transform, we can monitor the abnormal behavior of the user. Based on the constructed user behavior characteristics, the K-Means clustering algorithm is used to classify the users' behavior categories. Considering the data size and real-time requirements of practical application, stream computing and memory computing technology together constitute the system framework, which is used in real-time monitoring and analysis system. Finally, through the analysis of the results of electricity behavior, the architecture of stream computing and memory computing is compared with the traditional data analysis platform.
Introduction
The operation state of power grid enterprises, it usually requires the dimensions of many enterprises in the field of business data monitoring and analysis of the whole process, so as to timely and accurately get the current business situation of enterprises. The real-time operation state based on the data obtained in a timely manner, to provide early warning of abnormal performer for the business, provides accurate basis for the strategic adjustment of the corporate decision makers, so as to improve the enterprise management level and management ability.
Power data is the most intuitive data type to describe the operation status of power grid enterprises. Through modeling, evaluation and analysis, the state description can be realized from many dimensions. Therefore, this paper takes the real-time power consumption data of the grid operation as the point of penetration, and analyzes the user's electricity behavior in real time to realize the monitoring of the user's abnormal electricity behavior and the analysis of the types of user's electricity behavior. [1] [2] For the provincial power companies, the number of users involved in their business has reached tens of millions of households. As far as the user's real-time power consumption data is concerned, it is usually possible to generate hundreds of GB of data per hour. Therefore, the current traditional distributed data extraction tools and batch off-line data analysis platform have poor real-time performance, and the short board can not meet the business needs of real-time monitoring and analysis.
According to the data size and real-time requirement of the target problem, this paper adopts the STORM distributed flow computing framework combined with SAP HANA memory computing platform to monitor and analyze real-time data.Based on the discrete Fourier transform (DFT) of the real-time power consumption in each time window,It realizes the real-time monitoring of the user's abnormal electrical behavior.The characteristic vectors of the user's behavior during the peak hour are constructed, and K-Means clustering algorithm is used to classify the user's electricity behavior.Finally,the calculation results of anomaly monitoring and user analysis algorithms are evaluated on the basis of actual power service data, compared with the traditional data analysis platform, the system architecture of streaming computing and memory computing is better than traditional data analysis platform. [3] [4]
Evaluation Indicator of Abnormal Power Consumption and User Characteristics
In the analysis of the operation status of power grid enterprises, according to the user's real-time electricity consumption data, a comprehensive evaluation index for the user's power consumption can be established .By analyzing the fluctuation of the user's real-time power consumption, the abnormal behavior of the users can be monitored. By extracting the characteristics of users' peak power consumption, the clustering analysis of all user behaviors, the user types can be classified.
Evaluation Indicators of Abnormal Electrical Behavior
The user's abnormal electrical behavior is usually measured by fluctuations in actual power consumption.Therefore, in the actual monitoring process, it is necessary to make a real-time analysis of the user's power consumption with a shorter analysis interval, to realize the real-time monitoring of the user's abnormal electrical behavior. [5] Therefore, this paper takes 5 min as a time window,in order to avoid the influence of noise data and missing values, the real-time power consumption data of each user's time window is sampled equally, and 50 data points are reserved in each time window.Based on the analysis and calculation results of the data points in each time window, The abnormal behavior of each user's time window corresponding to the time interval is determined.
In order to realize the more accurate and intuitive evaluation of the fluctuation of discrete data points in time window,discrete Fourier transform (DFT) is used to discretize the sampling points of the user's real-time power consumption in the time window,its specific definition is as follows:
For the time window of N (0≤n≤N-1) real-time consumption data of finite length sequence of X (n), discrete Fourier transform x (k) it is still a length of N (0≤K≤N-1) in the domain of finite length sequence. There are:
Based on the discrete Fourier transform (DFT) calculations, respectively set the frequency threshold W and the proportion of the threshold A, the weight values corresponding to the frequency domain components of all frequency components greater than the frequency threshold are calculated at the weight ratio of all components, i.e.:
k is the component in frequency domain and wi is greater than W, and n is the component of all frequency domain.ai is the amplitude corresponding to the wi. By comparing the calculated results with the specific gravity threshold A, the abnormal electrical behavior can be monitored in real time. In this paper the frequency domain threshold W is chosen to be 30 PI, and the specific gravity threshold A is set to 0.2.
Evaluation Indicators of User Power Type
A characteristic vector describing the type of user power is the mean and variance of the power consumption that is divided over an interval of one hour in the peak period. In this paper, we construct the 12 dimensional feature vector as per two time windows, i.e., the mean and variance of the user's real-time power consumption per 10 min.
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mk is average value of user power consumption in each period of time, vk is variance of user power consumption in each period of time, i.e.:
n is the sample of real-time power consumption in each period of time. According to the sampling results in the monitoring process of abnormal electrical behavior, n=100.
Based on the characteristic vector of the user's power behavior, it is substituted into K-Means clustering algorithm to are obtain the k clustering clusters with the least square difference criterion, the categories corresponding to each user's electrical behavior can be classified, its specific calculation process is as follows:
The first step: assuming that the whole sample is n, k objects are extracted at random from the whole sample as the center of the initial cluster, denoted as mi (i=1, 2... k).
The second step: the distance d (p, m) from each point p to k cluster centers is calculated respectively, i.e.:
i=(xi1,xi2,…,xiq),j=(xi1,xi2,…,xiq) is q dimensional data points. The third step: find the minimum distance to the object p, and divide the p into the same cluster as mi.
The fourth step: All the objects are computed, and the cluster centers of the new clusters are calculated according to the data points in each new cluster.
mk stands for the center of the k cluster, and N stands for the number of data points of the cluster. The fifth step: repeat the above calculation process until the square difference between the centers of each cluster is the smallest, and the final clustering result is obtained and the calculation is stopped.
System Implementation of Real Time Monitoring and Analysis of Data
The real-time monitoring in the operation state analysis process, it need to go through 7 processing stages i.e.data extraction, data cleaning, data integration, data real-time calculation, analysis, data display and data storage.
Data Processing Flow and System Architecture Division
In order to meet the requirements of high real-time and high throughput performance of real-time monitoring and analysis of power grid enterprise operation status, in this paper, the system architecture of flow calculation and memory computing technology, as shown in Figure 1 , is used to meet the real-time monitoring and analysis requirements of power grid enterprise business data. [6] The use of the user's real-time power consumption data to realize the monitoring of abnormal power consumption and the analysis of the user's electricity behavior, which need to experience the following 9 data processing processes： 1) The power consumption data is added to the message queue for the flow calculation process.
2) Data cleaning pretreatment operation is completed according to the noise value.
3) Data classification is carried out according to the data characteristics of region, power level etc... 4) The real-time power consumption records of each time window are equidistant extracted.
5) The discrete Fourier transform is used to realize the anomaly monitoring. 6) Based on the flow computation results, the characteristic vectors of the user's electrical behavior are constructed 7) Call K-Means clustering algorithm to realize the analysis of power consumption. 8) Read the results in the memory database to achieve real-time display of data. 9) Write the results of monitoring and analysis to disk as historical data The data preprocessing in step 2-4 is implemented by the stream computing layer, and the data analysis and calculation process in step 5-7 is implemented by the memory computing layer.
Parallel Data Access Based on Kafka
Kafka has good performance compatibility with most distributed streaming computing systems with its topic based distributed message queuing characteristics. Therefore, it is used as the implementation scheme of message queue in data interface layer to distribute data source and generate stable data source. Kafka distributes the received data to multiple topics based on its business system and the corresponding business type, and each topic becomes a type of data source, such as defining a user's real-time electricity usage topic. The data in the topic is stored into a plurality of partitioned queues as shown in Fig.1 , providing the application with concurrent access to each partition queue data to improve data read efficiency. [7] [8] As shown in figure 2 with its Master-Worker distributed system architecture, Storm has high throughput, scalability, high fault tolerance, high reliability and easy operation of the performance advantages, so it is used as the implementation scheme of stream computing layer.
Data Preprocessing Based on Storm
Storm abstracts the data flow processing process into a combination of processing logic units as shown in figure 3 , By defining Spout and Bolt, the corresponding data source operations and data processing operations are implemented in the data stream process respectively. The data operation of the whole data preprocessing phase can be divided into four steps: data reading, data cleaning, data classification and data sampling, The number of processing logic units per step is shown in 
Accelerated Data Analysis Based on SAP HANA
SAP HANA provides a convenient way of data modeling, it meets the needs of various types of data integration, and defines the processing operations for each data, so that DFT computing and K-Means clustering analysis can be implemented. Using its built-in prediction analysis algorithm library (PAL), the call of commonly used clustering classification algorithm can be implemented. [9] [10]
Custom Storage Mode Based on Memory Relation Engine
SAP HANA's memory relational engine provides two storage modes: line storage and column storage two storage mode. Read and write requirements based on different types of data, the appropriate storage mode is selected to achieve the best reading and writing efficiency. [11] [12] 1) Line storage: It is suitable for data analysis operation which needs to read data record all fields, and also improves query efficiency of data based on index. In this paper, the intermediate result is used to store the data after complete preprocessing.
2) Column storage: A high efficiency data compression method without additional index, it is used to data records that require access to individual attributes separately In this paper, it is used to store the final results provided to the presentation layer.
Experimental Results Analysis and Platform Performance Comparison
The experimental environment in this paper is a storm cluster consisting of five PC nodes with a Nimbus node and four Supervisor nodes. Each PC machine is equipped with Intel Core I5 6500 processor and 8G memory computing storage resources. Kafka and SAP HANA platforms are also deployed in the cluster.
Experimental Results of Real Time Monitoring of Abnormal Power Consumption
In this paper, 10 million power consumption data of a power company in the 10 peak hours of daily electricity consumption in June 2015 are written into the Kafka distributed message queue according to the time sequence of production, which is used as the data source of this experiment. Experimental tests are performed separately. And two indicators were tested respectively, which are the accuracy of abnormal electrical behavior monitoring and the real-time performance of data processing platform.
The accuracy of real-time monitoring of abnormal electrical behavior is measured by the following two indexes:
The correct number of abnormal behavior monitored Precision
The total number of abnormal behaviors monitored
The number of abnormal behaviors Recall
The total number of abnormal behaviors monitored (8) In combination with the existing abnormal electrical records in the electric power service system, the precision of the real-time monitoring results of the 1268 users' electricity behavior based on the DFT method can be obtained is 82.7%,and recall is 96.8%。The experimental results show that the DFT method can detect most of abnormal electrical behavior, but further improvement of the accuracy of monitoring results needs to rely on more accurate feature analysis algorithms and expert decision-making.
In order to realize the processing of abnormal state monitoring under different system architectures in Table 2 , the real-time performance is comprehensively compared. The experiments is designed to have the same function program under different platform architectures. Taking each 1 million data as a data gradient, the time overhead of each processing platform under 10 data orders is tested. The average value of the three test results of each data level is taken, a time consuming graph is drawed as shown in figure  4 . By comparing the experimental results, the system architecture combining stream computing with memory computing technology not only has the high throughput performance of the distributed flow processing system, but also has the low read-write cost of the memory computing system. It can better meet the performance requirements of large-scale data real-time processing.
Experimental Results of User Electrical Behavior Analysis
Data sampling results based on the flow calculation process has the mean and variance of the data recorded in each two time windows are calculated to form the characteristic vector of the user's electrical behavior, and K-Means clustering analysis is performed according to the parameters shown in table 2. The user's type tags obtained by the K-Means algorithm are compared with the user power levels recorded in the service system. The comparison results shown in Table 3 show that the number of users obtained by K-Means is basically the same as that of the users. In order to verify the optimization of data analysis performance based on system architecture of stream computing and memory computing technology, The performance of the K-Means algorithm model in SAP HANA's PAL algorithm library and in the Mahout algorithm library of the Hadoop data analysis platform are compared. In the statistical data processing, the computation time ratio and the reading and writing time is counted in the process of data processing, the results of the three tests are averaged to obtain the results shown in table 4. The performance comparison results show that, compared with Hadoop, SAP HANA's memory computing engine significantly reduces the data analysis and iterative process reading and writing overhead. Although memory resources are still valuable in the system, memory computing platforms, such as SAP HANA, are more suitable for periodic real-time iterative analysis of larger scale data.
Conclusions
According to the analysis of the operation status of power grid enterprises, power data has become the most direct and effective characteristic basis. With the advantages of high throughput and high real-time, the combination of flow computing and memory technology has gradually become the solution for enterprise large-scale data and high real-time requirements. In this paper, based on the user's real-time power consumption data, the monitoring of user abnormal power consumption and the analysis of power consumption is realized, the needs of large-scale real-time processing of data is meeted with flow calculation, memory technology is used to further improve the computing performance and read/write efficiency of the system, and provide high real-time performance and high throughput performance guarantee for the analysis and monitoring. at the same time, it provides a reliable and efficient reference for the follow-up large-scale real-time data analysis of power enterprises.
