The social networks created from direct proximity sensing are independent of the 1 4 0 whereabouts of the tagged bats and provide an adaptive temporal resolution of seconds. 1 4 1
Almost 400,000 individual meetings were recorded during the first eight days of our field test. 1 4 2
To take bats as an example, the typical approach for collecting social network data has been 1 4 3 to sample some unknown portion of co-roosting associations in a sample of identified roosts 1 4 4 each day 14 . Our system allows complete networks of all bats every few seconds. This 1 4 5 temporal resolution makes changes in social gathering directly visible if time slices in high-1 4 6 resolution data are small enough 15 . We believe this represents an extraordinary advance for 1 4 7 studying such small free-ranging animals, and it allows for an analytical depth which is so far 1 4 8 3 5
Supplementary Figure 1 ). 506 long-range bursts from five tagged bats were recovered at 2 3 6 distances between 667 and 819 m (between roost 1 or 3 and the receiver at the retirement 2 3 7 home, Supplementary Figure 1 ). Burst retrieval over distances of more than 4 km was 2 3 8 surprising. Theoretical calculations predicted transmission distances of about 5 km assuming 2 3 9
barrier-free transmission 17 . In the field, however, signals had to pass first through the wooden 2 4 0 wall of the tree roost and second the forest's vegetation, which should greatly reduce 2 4 1 transmission distance. System for Mobile Communications), add considerable weight in the form of circuitry and 2 4 6 battery 1 . Many light-weight trackers must therefore be retrieved, or energy harvesting must 2 4 7 be used to counter-balance the expenses for remote data download 7, 18-20 , again adding 2 4 8 weight for the required hardware components. When tagged animals move on predictable 2 4 9 scales, energy-saving methods like transfer via VHF (Very High Frequency) or radio modems 2 5 0 may be an option to receive data over distances of hundreds of meters to few kilometers 21 . 2 5 1 1 2
Our scenario explores options to decrease the energy expense for downloading stored data 2 5 2 to a negligible proportion of the overall energy budget (compare Figure 5 ). For data 2 5 3 download over short distances of ca. 100m, we accumulate and pre-process data on-board 2 5 4 and use sophisticated communication protocols that maximize data-package reconstruction 2 5 5 while minimizing energy demand 22, 23 . The above described long-range telemetry mode 2 5 6 provides an option for robust transmission of small amounts of data at a low rate without the 2 5 7 expenditure of additional energy due to the hybrid modulation of the signal. In comparison, 2 5 8 other long-range systems for biologging, such as LoRa 12 , enable higher transmission rates. 2 5 9
However, the bi-directional communication between transmitter and receiver strongly 2 6 0 increases the energy demand no the mobile node. Sensor node energy consumption and lifetime 2 6 3 A major strength of WBNs is the ease of adjusting parameters such as sampling rate and in 2 6 4 turn energy consumption. These adjustments can maximize runtime for a given battery 2 6 5 capacity, or alternatively maximize sampling rate to obtain higher resolution data. To 2 6 6 investigate the impact of the different software-task parameters on runtime, we derived a 2 6 7 model for energy consumption. We computed examples of runtimes of mobile nodes for two 2 6 8 battery capacities and different parameter settings (Table 1) . For example, the increase in 2 6 9 energy consumption when tracking two to four hours per day can be compensated by 2 7 0 extending the MN-beacon intervals. We achieve runtimes of at least five days using a 12mAh 2 7 1 battery (corresponding to a 1g mobile node) even at the shortest beacon intervals of two 2 7 2 seconds (active mode) and with two hours of high-resolution tracking per day. Depending on 2 7 3 the parameter settings, we achieve runtimes of up to 13 days using the smaller battery and 2 7 4 25 days using 22mAh (Table 1) Figure 5 illustrates the energy consumption of the different software tasks on the 2 8 4 mobile nodes of the six different scenarios described in Table 1 . When localization is 2 8 5 disabled (i.e., only proximity sensing), sending out beacons to wake up other mobile nodes to 2 8 6 initiate meetings strongly drives the energy demand (Figure 5a Table 1 ). At active/inactive MN-beacon intervals of 2/10s, a daily localization period of two 2 9 1 hours decreases the overall runtime by 10.8% (Fig 5 a , c, Table 1 ). At four hours of 2 9 2 localization, the energy demand for localization dominates the overall energy consumption, in 2 9 3 particular at high MN-beacon intervals. Model-derived runtimes were compared with empirical runtimes from field tests on 3 0 3 noctule bats (Nyctalus noctula), where mobile nodes were either powered by a 12mAh 3 0 4 battery or a 22mAh battery, resulting in MN weights of 1.1g to 1.9g depending on housing. 3 0 5
The average runtime was 148h (max. 209h) for the small battery, while the model predicted 3 0 6
151h. For the larger battery, average runtime was 280h (max. 426h) with a predicted 3 0 7 average value of 277h. For both batteries, the predicted values were very close to the 3 0 8 observed (1.8% overestimation and 0.7% underestimation, respectively) indicating that the 3 0 9
model is a reliable tool for experimental design of a field study. In past years, developments in high-performance proximity sensing using significantly 3 1 3 larger animal-borne tags 24 and in ground-based high-resolution tracking in low-clutter desert 3 1 4 1 5 environments 10 have previously pushed the boundaries of what was technologically feasible. 3 1 5 BATS takes the next step by combining these functionalities while keeping the tag weight at 3 1 6 one to two gram. Adhering to the 5% rule 25 , even animals weighing as little as 20g can be 3 1 7 tagged with this system. These smaller species make up a large proportion of birds and 3 1 8 mammals (see Figure 3 in 1 ) and WBNs will give researchers new capabilities to address a 3 1 9
wide range of questions in animal behavior and ecology. Our adaptive and scalable system 3 2 0 design provides great flexibility to tailor such a system, allowing adjustable use for any 3 2 1 species-and study-specific requirement. The design of the mobile node allows to add 3 2 2 multiple functionalities beyond the ones presented here, such as accelerometers, 3 2 3 magnetometers, or even an on-board electrocardiogram (ECG) sensors 26 . 3 2 4
An early example of automated tracking of small-bodied animals on a limited 3 2 5 geographic scale was ARTS, a system for automated VHF tracking, which was installed on (passive integrated transponder) tagged animals that were observed to be feeding or 3 5 0 sleeping at the same site at the same time 29-31 . Later developments for direct encounter 3 5 1 logging were able to log association independently of the locality. However, these sensors 3 5 2 were either quite large and heavy 11 or had short runtimes of less than 24h 32 due to the high 3 5 3 energy demand for the permanently active receiver -a major shortcoming for applications 3 5 4 in small-bodied species. We show that the use of wake-up receivers and adaptive operation 3 5 5 paired with novel wireless communication protocols dramatically reduce the energy demand 3 5 6 of such wireless sensor tags. We believe that direct encounter logging or more precisely 3 5 7 proximity sensing will enable diverse research in the future, as this approach creates large 3 5 8 datasets, with additional sensor data providing the behavioral context closing the gap the receiver operate on a lower energy budget is to make the communication more reliable. There is no single best method for tracking animal behavior. RFID-and PIT-tags allow 3 8 8 monitoring presence of animals at known sites at low cost. Satellite-based localization will 3 8 9
remain the method of choice to monitor large-scale movements such as migration or to 3 9 0 explore unpredictable events such as nomadism 1, 37 . However, we believe that WBNs like 3 9 1 BATS will greatly benefit biologging of small animal species that move over smaller and more 3 9 2 predictable spatial scales, especially inside of habitats where signal transmission is 3 9 3
constrained. The homologies of applications between mobile communications and biologging 3 9 4 (e.g., Bluetooth low energy for communication among mobile nodes 12 ) will boost the 3 9 5 development of WBNs. Experimental setups including automated triggers (e.g., acoustic 3 9 6 playbacks or other sensory cues) might easily be integrated and direct proximity sensing will 3 9 7
bring exciting research opportunities. Such setups will allow to study the effect of social The WBN hardware, software, and functionality: 4 0 3 Figure 1 is a schematic overview of BATS. In order to study its performance, we empirically 4 0 4 evaluated the three major functions of the system: proximity sensing (Figure 1a ), high-4 0 5 resolution tracking at local scales (Figure 1b) , and long-range telemetry (Figure 1c ). See 4 0 6 Table 1 ) for definitions of terms. The conventional receiver of the sub-GHz frontend is periodically activated to observe 4 2 6 the presence of a ground node (at a fixed interval of every two seconds), which is indicated 4 2 7 by a ground node beacon (GN-beacon), periodically broadcast by the transmitter of each 4 2 8 ground node (Figure 1a To further improve localization accuracy, we exploited three sources of information We therefore measured field strength not only on the primary far-reaching carrier frequency 4 9 7 at 868 MHz, but also on a secondary carrier frequency at 2.4 GHz. On both carrier 4 9 8 frequencies, wave forms comprising several subcarriers are employed to enhance the field- We evaluated the trade-off between tracking grid density and localization quality for the 5 1 0
Glossary (Supplementary
Forchheim setup, which comprised 17 localization nodes. In particular, we asked: how many 5 1 1 localization nodes are required to obtain localization quality comparable to heavy-duty GPS 5 1 2 tracking? We selected subsets of 6 to 16 out of the 17 localization nodes in order to observe 5 1 3 the decrease in positioning accuracy with decreasing grid density. Trajectories including 5 1 4 standard deviation were estimated for each subset of localization nodes. 17 configurations 5 1 5
were calculated for the grid consisting of 16 nodes (all possible subsets of the full grid) and 5 1 6 25 unique, randomly chosen subsets for all remaining grid configurations (6 to 15 nodes, 5 1 7 respectively) to obtain average errors for the given number of nodes (see Figure 4 ). 5 1 8 5 1 9
Long-range telemetry 5 2 0
Our long-range telemetry approach aimed at transmitting long-range bursts from mobile 5 2 1 nodes over distances of up to several kilometers -much longer distances than our 5 2 2 download-dedicated ground nodes would allow for -within the city of Berlin, under harsh 5 2 3
shadowing by obstacles (vegetation, buildings, etc.) or in presence of numerous interferes. 5 2 4
We periodically transmitted 'long-range bursts', i.e., relative timestamps in form of seconds 5 2 5 since mobile node start-up generated by a simple clock counter. These timestamps are 5 2 6 crucial for post-processing of meeting because they allow accounting for clock drift on the 5 2 7 mobile node. We embedded the long-range functionality into the existing modulation scheme 5 2 8 using a hybrid phase-alternating modulation on top of the pure amplitude-modulated wake-up 5 2 9
sequences of the MN-beacon 45 . As a consequence of the extreme energy limitation of the 5 3 0 MN, we ensured the required Signal-to-Noise-Ratio (SNR) by counterbalancing the rate and 5 3 1 the desired transmission distance. The combination of the hybrid modulation, the channel 5 3 2 encoding procedure 17, 45 and the 'Telegram-splitting' technique 16 enables an ultra-low power 5 3 3 long-range transmission without additional expenditure of energy. The long-range bursts 5 3 4
were received at two long-range receivers, which were deployed on exposed sites (rooftops) 5 3 5 at distances of ca. 200 -1,800m (retirement home) and 3,300 -4,500m (cogeneration plant; 5 3 6 2 3 see Figure S1 ) to the proximate respectively ultimate border of the urban forest where the 5 3 7 roosts of the tracked bats were located. 5 3 8
We quantified communication distances in the field, which was possible when a 5 3 9
tagged bat occupied a known roost and was simultaneously received by the long-range 5 4 0 receiver. We therefore matched timestamps of signals received simultaneously by GNs at 5 4 1 roosting sites and at long-range receivers. In case of a match, we quantified the distances 5 4 2 between roosts and long-range receivers in the R package geosphere using the Haversine Based on these assumptions we were capable of overcoming path losses of over 150dB for 5 5 3 a distance of 5 km and more, under reasonable rates of packet loss 17 , thus accomplishing an 5 5 4 ultra-robust implementation supporting payload data rates of a few bits per second. 5 5 5 5 5 6
Sensor node energy consumption and runtime 5 5 7
A crucial aspect for biologging is knowledge on the runtime of the sensor nodes. Static 5 5 8
program-code analysis methods of the mobile node are able to determine upper bounds on 5 5 9 0
We determined the runtime by using the specific energy demand for a task and by translating 5 7 1 it to an average current draw. With the average current draw and a given battery capacity, 5 7 2 the runtime can be computed as follows: actual current drain of the application for the entire runtime. For this reason, we assume a 5 7 7 fixed efficiency of 0.95, which translates to only 95% of the battery capacity being available 5 7 8 for software tasks. This way, losses caused by the DCDC and parasitic discharges of the 5 7 9
battery are modeled in a coarse-grained manner. 5 8 0
The idle current during standby is given in a current draw, which does not require any 5 8 1 further calculations. The other tasks (e.g., observing GN availability, sending localization 5 8 2 packets) are executed in predefined cycle times (duty cycle). Based on the measured energy 5 8 3 demand and the duty cycle, we calculated an average current draw for each task. The 5 8 4 energy demand for each task was measured in the lab with an Agilent DC power analyzer 5 8 5 precise source meter. In the case of a localization packet, which is sent every 128ms, the 5 8 6 average current draw can be expressed as follows: 
