Studies of DNA from ancient samples provide a valuable opportunity to gain insight into past evolutionary and demographic processes. Bayesian phylogenetic methods can estimate evolutionary rates and timescales from ancient DNA sequences, with the ages of the samples acting as calibrations for the molecular clock. Sample ages are often estimated using radiocarbon dating, but the associated measurement error is rarely taken into account. In addition, the total uncertainty quantified by converting radiocarbon dates to calendar dates is typically ignored. Here, we present a tool for incorporating both of these sources of uncertainty into Bayesian phylogenetic analyses of ancient DNA. This empirical calibrated radiocarbon sampler (ECRS) integrates the age uncertainty for each ancient sequence over the calibrated probability density function estimated for its radiocarbon date and associated error. We use the ECRS to analyse three ancient DNA data sets. Accounting for radiocarbon-dating and calibration error appeared to have little impact on estimates of evolutionary rates and related parameters for these data sets. However, analyses of other data sets, particularly those with few or only very old radiocarbon dates, might be more sensitive to using artificially precise sample ages and should benefit from use of the ECRS.
Introduction
Genetic analysis of ancient and historical samples provides access to valuable information that is not available from modern samples alone. For example, phylogenetic and phylogeographic analyses incorporating seriallysampled data have allowed estimates of the relationships between extinct species (e.g. Bunce et al. 2003) , inference of past population dynamics (e.g. Lorenzen et al. 2011) , and insights into hominin evolution (e.g. Reich et al. 2011; Fu et al. 2013) . Ancient DNA data can also be used to estimate evolutionary rates and associated timescales, using the ages of the ancient samples to calibrate the molecular clock (Rambaut 2000; Drummond et al. 2003) . Molecular-clock analyses of ancient DNA have been particularly informative about evolutionary rates over population timescales , providing estimates, for example, of the timing of migration events (Debruyne et al. 2008; Edwards et al. 2011) .
With the exception of historical samples that have documented dates of collection, the ages of ancient samples are typically unknown and need to be estimated. Radiocarbon dating (dating using decay of 14 C), by scintillation counting or by accelerator mass spectrometry (AMS), is a common method for estimating sample ages and has a theoretical and methodological foundation that provides a quantifiable amount of uncertainty that can be rather considerable (Guilderson et al. 2005) . In phylogenetic analyses of ancient DNA, sample ages are typi-cally assigned the mean or median single value of the age distribution and the rest of the uncertainty information is ignored. Methods were recently implemented in the software package BEAST (Drummond et al. 2012 ) to allow radiocarbon dating or other sources of error to be taken into account, by specifying a prior distribution on the age of each sample (Ho & Phillips 2009; Shapiro et al. 2011) . This approach has been used to incorporate uncertainty when direct AMS radiocarbon dates are not available, for example where ages are inferred from stratigraphic information (e.g. Orlando et al. 2013; Stiller et al. In press) . Previous work has suggested that incorporating error associated with AMS radiocarbon age estimates tends to have a limited impact on estimates of evolutionary and demographic parameters (Molak et al. 2013) . However, there might be instances in which this error plays an important role in the analysis. For example, if the estimated error is large (as it tends to be for many samples towards the upper limit of ca. 40-50 000 years for 14 C dating) or when only one or a few ancient sequences are used, ignoring the error could lead to artificially precise estimates of the evolutionary rate. As a consequence, estimates of the timing of demographic events would be misleadingly precise. Moreover, radiocarbon ages determined from 14 C values and the accepted radioisotope half-life differ from absolute (calendar) ages because the atmospheric concentration of 14 C has varied through time. If calendar ages are desired, then the radiocarbon ages need to be converted using a calibration curve. Calibration curves are based on analysis of growth patterns correlated with calendar years, such as those observed in tree rings or coral, and comparison of these with their radiocarbon ages. Obtaining a calibration curve for the entire age range spanned by radiocarbon-dating methods requires the combination of several sources of calibration, and curves continue to improve as more data become available and methodology improves (Stuiver & Reimer 1993; Reimer et al. 2013) . Importantly, the uncertainty quantified by converting radiocarbon years before present ( 14 C yBP) to calendar years before present (cal yBP) is compounded with that of the initial 14 C measurement error (Fig. 1 ).
Probability distributions of calibrated ages usually do not follow a simple parametric distribution and are often multimodal, making it a challenge to incorporate this uncertainty into a phylogenetic analysis.
Here, we present the empirical calibrated radiocarbon sampler (ECRS), which we have implemented in the Bayesian phylogenetic software BEAST v1.8 (Drummond et al. 2012) . The ECRS allows the uncertainty in calibrated radiocarbon dates to be taken into account directly as nonparametric prior information. This is achieved by providing the software with an empirical description of the probability density function for the calibrated age estimate for each radiocarbon-dated sample. The age of that sample is then integrated over this probability distribution through a Markov chain Monte Carlo (MCMC) algorithm. We introduce a simple method to incorporate age uncertainty into Bayesian phylogenetic analysis using the probability density functions generated through the calibration program CALIB (Stuiver & Reimer 1993) .
Methods

BEAST analysis with the ECRS
We implemented in BEAST v1.8 a novel nonparametric probability distribution to model empirical information about uncertainty and systematic error in specifying tip ages. The ECRS takes as input age probability density files generated by CALIB 7.0.0 (or newer) that provide a finite grid of ages and their associated probability masses (alternative software can be used to generate equivalent probability density files). The novel BEAST implementation reads in these values, assumes a 1st-order spline fit between these grid values to allow for continuous ages, places zero density outside the minimal and maximal grid values and renormalizes to generate an integrable density function for use with MCMC. C yBP. The median calibrated age estimate of the sample is 4577 cal yBP. The probability density functions of the uncalibrated and calibrated ages are plotted along the y-and x-axes, respectively. Conversion between the two is performed using IntCal13 calibration curve (in dark blue).
In making this transformation for our examples in this study, the ECRS applies an offset of 60 years to the age values in the probability density text files. Data reporting conventions for 14 C dating are such that ages are given in 'years before 1950'. Therefore, the ECRS assumes that modern (age = 0) samples were collected in 2010. For evolutionary rate estimation, any disparity between 2010 and the real age of the modern samples used should be negligible. This offset was introduced in the ECRS to avoid age distributions of young radiocarbon-dated samples extending to negative values. The age distributions cannot be easily applied to data sets that include no modern samples (e.g. extinct species). When there is no stable zero-height point, the current implementation of BEAST will reassign the timescale of the tree according to the youngest sequence sampled in any given MCMC step. This problem can be avoided by fixing the age of the youngest sample in the data set to a point value, provided that none of the other sampleage distributions can cross this point. Otherwise, they too will cause the tree to be rescaled. In such circumstances, we advise fixing the ages of all the sequences of which age distributions cross the value of the age of the youngest sample.
The BEAST input file needs to be edited to define the age prior for each ancient DNA sample as the probability density defined in the age probability density text file. Instructions on how to use the ECRS, along with all used XML files, are available as Supporting Information (Data S1-S6).
Testing the ECRS
We tested the ECRS on three published ancient DNA data sets: bison (Shapiro et al. 2004) , muskox (Campos et al. 2010) and human (Fu et al. 2013) . Sequence alignments of the mitochondrial control region were used for bison (591 bp, 159 sequences) and muskox (682 bp, 131 sequences), whereas whole mitochondrial genomes were used for humans (16 564 We performed a Bayesian phylogenetic analysis of each data set, using either the median calibrated ages of the samples or with the ECRS using the age distributions obtained with the IntCal13 calibration curve (Reimer et al. 2013) . The probability density for the calibrated age of each radiocarbon-dated specimen was obtained using CALIB 7.0.0 (Stuiver & Reimer 1993) . Because the ECRS adds 60 years to the age of each ancient DNA sequence, we added 60 years also to the median calibrated ages of the ancient DNA sequences for ECRS testing. This allowed us to compare directly the analyses using median calibrated sample ages and using the age probability densities.
For each data set, the best-fitting model of nucleotide substitution was chosen according to the Bayesian Information Criterion using ModelGenerator (Keane et al. 2006) . Each analysis was performed in BEAST v1.8 using a conditional reference prior (Ferreira & Suchard 2008) for the substitution rate. The sample ages were the only source of calibrating information for the molecular clock. For each data set, we performed analyses using both a constant-size coalescent model and the skygrid model (Gill et al. 2013) . Owing to the intraspecific nature of the data, we assumed a strict molecular clock. Markov chains were run for at least 10 7 steps, with parameters subsampled every 10 3 steps. Chains were run for longer if required until all parameter estimates converged and achieved effective sample sizes of >100. In each analysis, the first 10% of steps were discarded as burn-in. For each data set, we compared marginal likelihoods estimated for both coalescent models using stepping-stone and path sampling protocols (Baele et al. 2012 (Baele et al. , 2013 . This Bayes-factor analysis supported the Bayesian skygrid model for bison and human, and a constant-size model for muskox. We used Bayes factors (estimated as above) to compare the analyses calibrated using median sample ages and those based on the ECRS (Suchard et al. 2001) . We also investigated estimates of substitution rates and the age of the root, as well as the duration of the analysis.
Results of ECRS testing
The ECRS, as implemented in the BEAST phylogenetic framework, makes it possible to account for the uncertainty in radiocarbon measurement and age calibration when estimating evolutionary rates. The model performs as expected, as is reflected in the posterior distributions of sample ages, which accurately recapitulate the probability density associated with the calibrated age of each specimen (Fig. 2) .
Accounting for this uncertainty in the sample ages did not lead to a substantial improvement in marginal likelihood for any of the three data sets analysed (Table 1 ). The 95% credibility intervals for the substitution rate and age of the root were of similar widths to or slightly narrower (up to 8%) than the ones obtained using median sample ages for molecular-clock calibration. We also note that, as expected, the computation time (per effective sample size of 100) was longer for the ECRS model than for the model that used median sample age for two out of the three data sets (bison and muskox). The amount of computation time will depend on specific characteristics of the data sets, such as alignment length and number of sequences and on the availability of resources.
Discussion
We have presented the ECRS, a tool implemented in the BEAST software package that enables the uncertainty from radiocarbon measurement and age calibration to be taken into account in Bayesian phylogenetic analysis. Concordance between the prior and posterior distributions of sample ages indicates that there is no conflict between the prior age distribution and the genetic signal in the data set. However, it also indicates that the genetic signal is not strong enough in any of our three data sets to improve the precision of the age estimate, even for the human data set which comprises complete mitochondrial genomes.
Accounting for the uncertainty in sample ages in Bayesian phylogenetic analysis appears to have had a limited impact on estimates of key evolutionary parameters, including the evolutionary rate and the age of the root of the tree. This result is consistent with previous findings from a range of ancient DNA data (Molak et al. 2013) , and suggests that the common practice of ignoring errors in sample-age estimation and radiocarbon calibration in phylogenetic analyses of ancient DNA probably Table 1 Comparison of Bayesian phylogenetic analyses made using the empirical calibrated radiocarbon sampler (ECRS) and median sample ages. Data shown include estimates and 95% highest posterior density (HPD) intervals for the substitution rate and age of the root; speed of the BEAST run; and Bayes factors for the ECRS compared with median sample ages, with marginal likelihoods calculated using stepping-stone and path sampling does not introduce significant error into these analyses. Nevertheless, implementing the ECRS is an important step towards more accurate models of biological parameters for phylogenetic analysis. The ECRS is simple to implement and reduces the potential effect of disregarding sample-age-estimation error in Bayesian phylogenetic analyses. If the sequence ages used to calibrate the molecular clock are artificially precise, our confidence in phylogenetic estimates of rates and timescales could be overstated. Consequently, accounting for radiocarbon-dating and calibration error might be most useful in analyses of data sets that include only a small number of ancient DNA sequences, where each sample age constitutes a considerable proportion of the overall tree-calibrating information. This effect will be particularly pronounced when the sequences have ages for which calibration curves produce large age-estimation errors, as is typically the case for samples that are near the upper age limit for radiocarbon dating.
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