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Abstract
Sensor data has been playing an important role in machine
learning tasks, complementary to the human-annotated data
that is usually rather costly. However, due to systematic or
accidental mis-operations, sensor data comes very often with
a variety of missing values, resulting in considerable difficul-
ties in the follow-up analysis and visualization. Previous work
imputes the missing values by interpolating in the observa-
tional feature space, without consulting any latent (hidden)
dynamics. In contrast, our model captures the latent com-
plex temporal dynamics by summarizing each observation’s
context with a novel Iterative Imputing Network, thus signif-
icantly outperforms previous work on the benchmark Beijing
air quality and meteorological dataset. Our model also yields
consistent superiority over other methods in cases of different
missing rates.
Introduction
Big Data is indispensable for the development of machine
learning (Manyika et al. 2011). Besides human-annotated
data, geo-distributed sensors are great source for data col-
lection, which benefits the development of machine learning
methods in understanding the environmental dynamics. In
a common sensing or crowd sensing campaign (Chong and
Kumar 2003), sensors at different locations collect the en-
vironmental data during a time period. However, most sens-
ing campaigns suffer from systematic or accidental missing
data mechanism, like broken sensors, communication errors
and etc. Such unfortunate information loss throws impor-
tance upon imputing missing values in the sensor data.
Sensor data recovery is a great challenge due to the
remarkable portion of missing entries and their stochas-
tic distribution. A handful of studies attempt to leverage
the locality in the observational feature space via conven-
tional methods like inverse distance weighting (Chen and
Liu 2012) or ARMA (Valipour, Banihabib, and Behbahani
2013) or nearest neighbors (Pan and Li 2010). Such meth-
ods yield unsatisfactory results as they fail to capture the
latent, complex, and potentially higher-order temporal dy-
namics. In contrast, we aim to capture such dynamics in
the latent (hidden) feature space by neural networks, which
have proven rather effective in learning latent dynamics
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of time-series data (La¨ngkvist, Karlsson, and Loutfi 2014;
Mei and Eisner 2017).
However, common deep learning procedure cannot di-
rectly be used with incomplete training data. We develop
a flexible scheme to deal with this—-first initialize the en-
tries using simple statistic estimates, and then update the es-
timated value via a novel multi-layer Iterative Imputing Net-
work (IIN). The core component of our Iterative Imputing
Network is a multi-layer Long Short-Term Memory (LSTM)
network, which consumes a sequence of time-stamped items
and summarizes the representation and context information
for each of them. An output layer is then stacked on this
LSTM and projects the representation of any missing obser-
vation to a readable imputation. We propose to use two dif-
ferent versions of LSTM—the standard LSTM (Hochreiter
and Schmidhuber 1997) for regularly sampled sensor data
and Phase-LSTM (Neil, Pfeiffer, and Liu 2016) for the ir-
regularly sampled case. We call it Imputing Network (IN).
Our novel Iterative Imputing Network (IIN) is a multi-
level cascade of Imputing Networks (IN) that share the same
set of weights, with the output imputation of any member IN
block being fed into the higher-level one as input. It is thus
mathematically equivalent to iteratively training the same
Imputing Network with the same sequence, until the impu-
tation accuracy achieves a satisfactory level.
Why is this important? Because by iteratively connect-
ing (training) the network, the issue of data sparsity, known
as a natural enemy of neural models, is well handled—the
Imputation Network is able to gradually adapt itself by it-
eratively refining its missing value imputation on one single
sequence sample. Note that such data sparsity issue is es-
pecially troublesome in the task of missing data imputation,
because 1) missing values naturally and effectively reduce
data adequacy; 2) missing values sometimes are clustered
together forming missing blocks, which are even more chal-
lenging to deal with.
Our Iterative Imputing Network has essential advantages
over previous methods. First, our model summarizes higher-
order temporal dynamics in the time-series, by representing
each time-stamped observation with a deep neural network,
while previous methods highly reply on locality in the obser-
vational feature space and could only summarize low-order
(if more than one) temporal dependency in the time-series.
Second, by representing the sequences in hidden space and
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iteratively refining the missing value imputation, our model
better deals with missing blocks. Our model is consistent
with the imputations within a missing block, and effectively
adopt more information than the previous methods that skip
missing values. According to these advantages, our model
outperforms all previous methods on a hard benchmark Bei-
jing air quality and meteorological dataset. Moreover, we
demonstrate with our experiments that the superiority of our
model is consistent with varying missing data rates.
In summary, our main contributions are as follows:
• We propose a practical scheme for sensor data recovery,
enabling the use of deep learning procedure by initializing
missing entries via flexible methods.
• We design a novel Iterative Imputing Network (IIN), cap-
turing the high-order latent temporal dynamics and itera-
tively refining the estimation of missing values.
• Our method significantly improves the state-of-the-art re-
sult on a hard benchmark, and shows robustness with
varying missing rates.
Related Work
In the following, we review existing works related to our
problem, including: (1) sensor data recovery; (2) deep learn-
ing for time series.
Sensing Data Recovery
When wireless sensor network emerged, (Doherty and oth-
ers 2000) pointed out the importance of data recovery. Once
all missing values have been imputed, the dataset can then
be analyzed using standard techniques for complete data.
(Yozgatligil et al. 2013; Lee, Kulic, and Nakamura 2008)
considered the temporal dependencies of sensing data se-
ries using statistical analysis like ARMA. Some studies in-
clude the spatial cue into the missing data recovery. (Pan and
Li 2010) presented a K-nearest neighbor method for jointly
spatial and temporal data imputation. (Yi et al. 2016) con-
sidered spatial similarities together with their temporal sim-
ilarities. Nevertheless, both of them only captured features
on the surface, falling short in learning the internal dynamic
of the temporal data. (Gruenwald et al. 2010) applied tree-
based data mining techniques to handle missing data on real-
life and synthetic datasets. (Lindstro¨m et al. 2014b) utilized
matrix analysis, while (Sorjamaa et al. 2010) proposed a lin-
ear projection method called empirical orthogonal functions.
However, their methods did not show enough robustness to
the high rates and random distribution of missing data. Ad-
ditionally, our approaches do not explicitly model the spa-
tial similarities, since they can involve great uncertainties
or noise. Instead, we feed all sensors’ data into one network
without seperating each sensor, enabling our network to ben-
efit from shared trends and common property of different
sensors.
Deep Learning for Series
Deep learning has been known for its great capability of
learning data representations automatically, instead of using
hand-craft features. Recurrent neural networks (RNN) and
Long short-term memory (LSTM) networks (Gers, Eck, and
Schmidhuber 2000; Malhotra et al. 2015) showed the effi-
cacy for time series regression. However, few studies dive
deep in dealing with missing values. (Parveen and Green
2004) used binary indicators to handle missing values rep-
resenting a pause between two sentences or a possibly in-
terrupt for speech signals. Their missing values did not con-
tain much information, which could cause much degradation
of accuracy. They did not truly solve missing data recovery,
but just ingore that. In contrast, our scheme aims to tackle
the problem of missing data recovery, which has great sig-
nificance due to the great amount but low quality of sensor
data. Inspired by (Dai, He, and Sun 2016) which proposed a
segmentation cascade model in computer vision, we design
our multi-level cascade Iterative Imputing Network (IIN) to
model the recovery of time series.
Overview
Sensor data usually suffer from missing values because of
errors in data collection and transmission. The missing en-
tries have large and random distribution, illustrated by Fig-
ure 1a. It is hard for us to utilize the sensor data for subse-
quent analysis and visualization unless we tackle the preva-
lent innate missing entries in the dataset.
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Figure 1: (a) The proportion of missing data in four training
datasets. (b) Humidity data collected by four sensors in two
different locations. Red circle represents missing entries.
To formulate the problem, we treat the series of data col-
lected by one of the sensors as a sequence X . Partial entries
Xm = {xm1, xm2, ..., xmk} are missing, while the other en-
tries Xr = X/Xm are numerical values like temperatures
and humidities. Xm are in an unknown random distribution
and some of them locate in consecutive values, forming a
block missing. Our goal is to learn from X/Xm and get a
better-estimated value for missing readings Xm. Based on
X , we split the data into the training set X tr and test set
X te. For testing set X te, let X ter denote X te/X tem . Then we
extract a portion of non-missing entries denoted by XtestGT
from X ter as ground truth, and learn how to recover fromX ter /XtestGT . Our intuition is that first initialize the entries
using simple methods with few costs, and then apply deep
learning model to learn and give prediction based on high-
order latent temporal dynamics. The mean absolute error
(MAE) and mean relative error (MRE) are used as metrics
evaluating the quality of recovery data.
The Model
Imputing Network
Imputing Network, as the core component of our model,
summarizes the context of each missing value by consum-
ing its left and right neighboring observations or imputa-
tions with a forward and backward recurrent neural network
(RNN) respectively, as shown in Figure 2. An output layer
is then stacked upon the representations extracted by these
RNNs and learns to impute the current missing value.
Figure 2: Architecture of Imputing Network.
We choose Long Short-Term Memory (LSTM) networks
as our RNNs, because they have proven very effective at se-
quential modeling—they are able to handle long-range de-
pendency along sequences and to prevent the gradients from
exploding or vanishing with the memory cell.
Formally, our multi-layer LSTMs recurrently consume
context of each to-be-imputed position t in the sequence, as
follow:
hfs = LSTM
f (hs−1, xs) (1a)
hbu = LSTM
b(hu+1, xu) (1b)
where the superscripts f and b denote ‘forward’ and ‘back-
ward’ respectively, x is the (possibly imputed) observation
at each position, and s ≤ t ≤ u. After s and u both reach t,
the imputation xˆt is computed by passing h
f
t and h
b
t through
the output layer, as follow:
xˆt = OUTPUT (h
f
t , h
b
t) (2)
. In this paper, we adopt two versions of LSTMs, as shown in
Figure 3. The standard LSTM (Hochreiter and Schmidhuber
1997) is used to model regularly sampled sensor data. The
update equations of standard LSTM is as follows.
it = σi(xtWxi + ht−1Whi + wci  ct−1 + bi) (3a)
ft = σf (xtWxf + ht−1Whf + wcf  ct−1 + bf ) (3b)
ct = ft  ct−1 + it  σc(xtWxc + ht−1Whc + bc) (3c)
ot = σo(xtWxo + ht−1Who + wco  ct + bo) (3d)
ht = ot  σh(ct) (3e)
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Figure 1: Model architecture. (a) Standard LSTM model. (b) Phased LSTM model, with time gate kt
controlled by timestamp t. In the Phased LSTM formulation, the cell value ct and the hidden output
ht can only be updated during an “open” phase; otherwise, the previous values are maintained.
power consumption so that all units in the network can be updated with one time step. An interesting
new application area is processing of event-based sensors, which are data-driven, and record stimulus
changes in the world with short latencies and accurate timing. Processing the asynchronous outputs of
such sensors with time-stepped models would require high update frequencies, thereby counteracting
the potential power savings of event-based sensors. And finally there is an interest coming from
computational neuroscience, since brains can be viewed loosely as very large RNNs. However,
biological neurons communicate with spikes, and therefore perform asynchronous, event-triggered
updates in continuous time. This work presents a novel RNN model which can process inputs sampled
at asynchronous times and is described further in the following sections.
2 Model Description
Long short-term memory (LSTM) units [16] (Fig. 1(a)) are an important ingredient for modern deep
RNN architectures. We first define their update equations in the commonly-used version from [12]:
it = σi(xtWxi + ht−1Whi + wci  ct−1 + bi) (1)
ft = σf (xtWxf + ht−1Whf + wcf  ct−1 + bf ) (2)
ct = ft  ct−1 + it  σc(xtWxc + ht−1Whc + bc) (3)
ot = σo(xtWxo + ht−1Who + wco  ct + bo) (4)
ht = ot  σh(ct) (5)
The main difference to classical RNNs is the use of the gating functions it, ft, ot, which represent
the input, forget, and output gate at time t respectively. ct is the cell activation vector, whereas xt
and ht represent the input feature vector and the hidden output vector respectively. The gates use the
typical sigmoidal nonlinearities σi, σf , σo and tanh nonlinearities σc, and σh with weight parameters
Whi, Whf , Who, Wxi, Wxf , and Wxo, which connect the different inputs and gates with the memory
cells and outputs, as well as biases bi, bf , and bo. The cell state ct itself is updated with a fraction of
the previous cell state that is controlled by ft, and a new input state created from the element-wise
(Hadamard) product, denoted by , of it and the output of the cell state nonlinearity σc. Optional
peephole [11] connection weights wci, wcf , wco further influence the operation of the input, forget,
and output gates.
The Phased LSTM model extends the LSTM model by adding a new time gate, kt (Fig. 1(b)). The
opening and closing of this gate is controlled by an independent rhythmic oscillation specified by
three parameters; updates to the cell state ct and ht are permitted only when the gate is open. The
first parameter, τ , controls the real-time period of the oscillation. The second, ron, controls the ratio
of the duration of the “open” phase to the full period. The third, s, controls the phase shift of the
oscillation to each Phased LSTM cell. All parameters can be learned during the training process.
Though other variants are possible, we propose here a particularly successful linearized formulation
2
Figure 3: (a) standard LSTM: discrete-time; (b) phased
LSTM: continuous-time.
Phase-LSTM (Neil, Pfeiffer, and Liu 2016) incorporates
time te i t LSTM cells in order to process irre ularly
sampled data, which is trigg red by events generated in
continuous-time 1. The update equations of Phase-LSTM are
shown as follows:
c˜j = fj  cj−1 + ij  σc(xjWxc + hj−1Whc + bc) (4a)
cj = kj  c˜j + (1− kj) cj−1 (4b)
h˜j = oj  σh(c˜j) (4c)
hj = kj  h˜j + (1− kj) hj−1 (4d)
Iterative Imputing Network
To learn refined imputation and deal with possible data spar-
sity caused by missing values, we propose a novel Iterative
Im uting Network (IIN), which is a multi-level cascade of
Imputing Networks that share the same set of weights, with
the output imputation of any member IN block being fed into
the higher-level one as input. This is important (as we can
show shortly in experiments), because such design enables
the Imputing Network to gradually adapt itself by iteratively
refining its missing value imputation on one single sequence
sample! This benefits the model learning by 1) jointly uti-
lizing the information from not only visible observations but
also previously imputed missing values and 2) well handling
(potential) data sparsity caused by missing data.
Figure 4: A three-stage cascade. On stage 2, series in which
missing entries are updated by Imputing Network 1 are used
as input to Imputing Network 2.
1For convenience, we call both two options LSTM and only
differentiate them when it is needed.
Figure 4 illustrates the INN architecture. Note that this
design is mathematically equivalent to iteratively training
the same Imputing Network with the same sequence, un-
til the imputation accuracy achieves a satisfactory level.
Therefore, we naturally have two options for training the
model—training the Iterative Imputing Model as a whole by
gradient-based methods or iteratively training the same Im-
puting Network. As the former option is straightforward, we
only elaborate the latter one in this section.
Our iterative recipe to train the model is illustrated in
Algorithm 1. This algorithm is essentially analogous to
Algorithm 1: Iterative Training Recipe.
Input: Origin Data Series M ; Iterations iter num
Output: Final Recovery Data Matrix
1 Initialize series T0 from M with statistical methods;
2 Fill the remaining missing entries in T0 with nearest
data records in time domain;
3 i← 0;
4 repeat
5 Extract valid feature-label pairs from Ti;
6 Train Imputing Network modeli;
7 Predict the missing values in Ti using modeli;
8 Ti+1 ← update the missing entries in Ti;
9 i← i+ 1;
10 until i ≥ iter num;
11 return series Ti+1;
expectation-maximization (EM) algorithm: using currently-
estimated model weights to impute the missing values (ex-
pectation) and then updating these weights by maximizing
the log-likelihood given the observational data (maximiza-
tion) (Allison 2002).
Experimental Analysis
In this section, we evaluate the effectiveness of our model
on the benchmark Beijing air quality and meteorological
dataset (Yu Zheng 2013), elaborate the experimental details,
and analyze the results.
Dataset Preparation
We conduct experiments on the Beijing air quality and me-
teorological dataset. The geo-distributed air quality data and
meteorological data was recorded every hour. We select the
subset of PM2.5 from the air quality dataset and select
the subsets of temperature (TEMP), humidity (HUM) and
wind speed (WS) from the meteorological dataset. Figure 1b
shows humidity data series collected by 4 sensors in two
different places. Sensor 00601 and 00602 are close to each
other, while Sensor 00401 and 00403 are in the adjacent ar-
eas. Looking from the time dimension, the sensing data do
not show an obvious periodicity. The sensing data may be
affected by sparse asynchronous streams of events, which
makes the learning and understanding of the internal data
pattern a very challenging task. Worse still, there are notice-
able missing entries in sensing dataset because of collecting
errors and network errors, illustrated by Figure 1a.
Besides the original missing entries in the sensing dataset,
we need to prepare our training set and testing set by setting
aside some entries as ground-truth. For PM2.5 dataset, we
apply the method in (Yi et al. 2016) to generate missing val-
ues. First, we record the positions of all missing values in
each month’s data. Then we manually remove the values on
the same position in the next month. (For instance, if the en-
try for a sensor at 2014-05-04 14:00:00 is missing, then we
drop out the value of this sensor at 2014-06-04 14:00:00).
For the other three datasets(temperature, humidity and wind
speed), we randomly set aside 20% of the total non-missing
values as the ground-truth of missing entries. In our exper-
iment, we use the sensor recordings in the 3, 6, 9 and 12
month as testing set and the rest as training set.
Anchor Selection
A common practice in sensor data recovery is to oper-
ate within a sliding window that is centered at the to-be-
imputed entry. Such a sliding window is usually called the
anchor (Ren et al. 2015) of this entry 2 3. An example an-
chor of size 7 in the dataset is shown in Figure 5. As we can
see, the to-be-imputed entry is neighbored by its left (previ-
ous) and right (subsequent) context. The special value NA
denotes the missing observations.
Figure 5: Anchor (blue) w.r.t. an entry (gray).
We aim to train our model only with anchors that carry
adequate information about the dynamics. Therefore, we de-
fine each anchor to be valid for use, only if more than 50%
of the entries are observable (i.e. not missing). As with how
to fill the missing blanks during training, we use the im-
puted values estimated by our model (with recently updated
weights), which will be shown more effective than other
common practices shortly in the results section.
Implementation Details
In our Imputing Network, we use a two-layer forward and
backward LSTM to model the latent patterns of series. The
first layer takes a sequence with a half of the window size
as input, then outputs hidden units each of which is of
50 dimensions. The second layer will output the last 100-
dimensional unit. We concatenate the outputs of forward and
backward LSTM and then use dropout at a rate of 0.3. We
set aside 1/10 of the data in training set as our validation set
2 An anchor is associated with a window size, which could be
large in order to cover several sensing cycles.
3Anchors can be extended to multi-scale, i.e. combining an-
chors with multiple window sizes, or covering multiple sensors at
the same time, but here we discuss the basic anchor for a single
series.
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Figure 6: Recovery error of different methods in two scenarios (a) general missing; (b) overall missing.
and maintain the models which show best performance on
the validation set.
To train the Imputation Network, we use mean absolute
error (MAE) as our loss function and we apply Nesterov-
accelerated adaptive moment estimation (Nadam) algorithm
(Sutskever et al. 2013; Dozat 2016) to optimize our neu-
ral network. Nadam incorporates Nesterov Momentum into
Adam, making it consistently outperform Adam and RM-
SProp. For the LSTM cells, we initialize kernel weight ma-
trix in a glorot uniform distribution, the recurrent kernel
weight matrix in an orthogonal distribution, and set the bias
to be zeros.
To implement IIN, a multi-level cascade of Imputing Net-
works, we maintain the index of the missing entries. We
iteratively update the missing entries and pass the output
into Imputing Network for two or three times. To update the
missing entries, we maintain their indices. Cascade IIN will
refine the data recovery as the number of iteration increases.
The entire process can also be seen as the adaption of
EM iterative strategy to deep learning. At the first round, the
large ratio of missing reading in a sensing dataset makes it
unable to apply deep learning methods. Therefore, we actu-
ally use some combinations of statistical values of the data,
which can be viewed as an unsupervised feature extraction.
This is similar to E step. After we impute the missing entries
from observed data, we get ”artificially” intact data and pass
them to the LSTM-based IIN networks. The Imputing Net-
work will learn the dynamics of the sensor data and give the
most probable outputs for missing entries. This is similar to
M step. After the first round, we could omit the E step—-use
the network outputs in the previous round as input data and
do M step directly.
Recovery Accuracy and Error
We measure the performance by Mean Absolute Error
(MAE) and Mean Relative Error (MRE),
MAE =
∑N
i=1 |xti − xˆti |
N
,MRE =
∑N
i=1 |xti − xˆti |∑N
i=1 xti
where xˆti and xti is the estimated and ground-truth value re-
spectively at time ti (with index i), andN is the total number
of observations.
Missing values occur in sensing dataset in a stochastical
way. To eliminate the dominance of extreme cases and cor-
ner cases on MAE and MRE, we compute the mean error
in a general scenario, which we denote as general missing.
Similar to (Yi et al. 2016), for the general missing we do
not consider the spatial missing block (the missing values
that records of all sensors are simultaneously absent) and the
temporal missing block (the records of a sensor are missing
in a certain length of time window, 11 in our experiments).
For fair comparisons, we compute MAE and MRE for all
missing entries, which scenario we denote as overall miss-
ing.
We compare our method with 10 baselines, including
ARMA (Valipour, Banihabib, and Behbahani 2013), stKNN
(Pan and Li 2010), Kriging (Wu and Li 2013), SARIMA
(Yozgatligil et al. 2013), DESM (Gruenwald et al. 2010),
AKE (Pan and Li 2010), IDW+SES (Gardner 1985), CF
(Sarwar et al. 2001; Su and Khoshgoftaar 2009), NMF (Lee
and Seung 2001; Lindstrom et al. 2014a), ST-MVL (Yi et
al. 2016). Prior best results on Beijing air quality and mete-
orological dataset are achieved by ST-MVL, which use sta-
tistical methods to extract four features from the observed
feature space.
We evaluate two types of IIN, based on standard LSTM
and phased LSTM respectively. We denote them as IIN-S
and IIN-P. Table 6 shows the comparison of different miss-
ing scenarios between different methods 4. As we can see,
IIN outperform other baselines significantly in two miss-
ing scenarios. ST-MVL, the prior best work, improves 0.3
on general missing than before. In contrast, IIN’s MAE im-
proves 2.6 on the results of ST-MVL. Moreover, IIN pre-
dict estimation for all spatial blocks and temporal blocks,
while prior methods skip some extremely hard missing en-
tries when computing the accuracy. In spite of this, IIN still
outperforms significantly the prior methods.
Performance with Different Missing Rates
We consider the impact of different missing rates over our
training process. The miss rate refers to the ratio of the num-
ber of missing entries over the total entries. Higher missing
rate bring severe bias to data recovery. Here we prepare our
4Results of different methods come from (Yi et al. 2016).
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Figure 7: Impact of missing rates over the recovery error.
dataset by randomly dropping out the data records with dif-
ferent missing rates. Illustrated by Figure 7, Our methods
are always better than ST-MVL.
Missing Value Initialization Analysis
To kick off the training of our model, we fill the missing
entries with appropriate initialization. Our schemes are flex-
ible in different initialization methods, and then refine the
estimation using deep learning approaches. We initialize the
missing entries using the method proposed by (Yi et al.
2016), which regresses each missing entry initialization on
four commonly used corpus-level statistics.
In Figure 8, we also evaluate the impacts of other ini-
tialization methods on our recovery accuracy. We compute
the recovery error after passing the initialized data into Im-
puting Network. ST-MVL is the best initialization method,
probably because it combines four statistical factors. What-
ever initialization methods are used, IIN can always help re-
fine the estimation of the results. (For MAE, AKE: 14.27 to
11.77; CF: 13.40 to 11.41; ST-MVL: 12.12 to 10.66.) We
should note that even if we initialize with AKE, IIN can fur-
ther help to reduces the MAE to 11.77, lower than ST-MVL
12.12 without IIN.
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Figure 8: Impact of initialization method based on PM2.5.
Separate or Mix Different Sensors?
In our recovery scheme, we utilize data from all sensors in
order for jointly training of our neural networks. However, it
seems natural to separately train and predict for the data of
different sensors, in order to avoid their data patterns inter-
fering with each other. We experimented in this way, apply-
ing our schemes on separate sensors and taking an average of
Table 1: Results on different datasets.
Dataset PM2.5 TEMP HUM WS
ST-MVL MAE 12.12 0.68 3.37 1.89MRE 0.1740 0.0459 0.0591 0.2985
IIN(Sep) MAE 10.78 0.74 3.10 1.88MRE 0.1558 0.0496 0.0544 0.2958
IIN MAE 10.63 0.63 2.90 1.87MRE 0.1531 0.0422 0.0509 0.2953
their error. We denote this separate version as IIN(sep). The
results are illustrated as Table 1. IIN shows better perfor-
mance on all datasets than the state-of-art methods ST-MVL.
Nevertheless, IIN(sep) is not always better than ST-MVL.
IIN(sep) shows an edge over ST-MVL on PM2.5 dataset,
but fails on temperature dataset.
Therefore, mixing sensor data does not introduce much
noise. Instead we argue that this enables our network to ben-
efit from shared trends or common properties of different
sensors. Some geo-distributed sensor data have strong cor-
relations, which benefits the recovery process on the missing
data. For example, if we need to impute the missing values
from an anchor of sensor 1, we find its neighboring sensor
2 has complete data of its anchor in the same period. Then
the anchor of sensor 2 will help if we pass it into IIN, which
gives prediction based on common data patterns in the latent
feature space.
Conclusion
Besides the human-annotated data that is usually rather
costly, sensor data has been for a long time playing an im-
portant role in machine learning tasks. However, system-
atic or accidental mis-operations often result in a variety
of missing data, which significantly adds up the noise in
the collected dataset. While previous work only imputes the
missing values by interpolating in the observational feature
space, we aim to model the latent (hidden) temporal dynam-
ics by summarizing each observation’s context with a novel
Iterative Imputing Network. Our model significantly outper-
forms previous work on the benchmark Beijing air quality
and meteorological dataset, and also yields consistent supe-
riority over other methods in cases of different missing rates.
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