In social interactions, decision makers are often unaware of their interdependence with others, precluding the realization of shared long-term benefits. In an experiment, pairs of participants played an Iterated Prisoner's Dilemma under various conditions involving differing levels of interdependence information. Each pair was assigned to one of four conditions: "No-Info" players saw their own actions and outcomes, but were not told that they interacted with another person; "Min-Info" players knew they interacted with another person but still without seeing the other's actions or outcomes; "Mid-Info" players discovered the other's actions and outcomes as they were revealed over time; and "Max-Info" players were also shown a complete payoff matrix mapping actions to outcomes from the outset and throughout the game. With higher levels of interdependence information, we found increased individual cooperation and mutual cooperation, driven by increased reciprocating cooperation (in response to a counterpart's cooperation). Furthermore, joint performance and satisfaction were higher for pairs with more information. We discuss how awareness of interdependence may encourage cooperative behavior in real-world interactions.
INTRODUCTION
In modern society, the welfare of individuals is increasingly dependent on the actions of others. We live in closer contact, work in larger organizations, and rely on expanding public infrastructures. In nearly every aspect of daily life, we influence others through our choices and the choices of others affect us. For example, when people litters in a public place, the presence of trash may cause others to treat the shared space with equal disrespect, resulting in an escalating negative impact on one another. Positive behaviors are equally self-perpetuating: when others respect common resources, we are more likely to do the same, even if we do not explicitly realize the source of influence (e.g., Cialdini, Reno, & Kallgren, 1990) . Although members of a common social system have highly correlated satisfaction levels (Kelley & Thibaut, 1978) , we do not often recognize our mutual accountability for one another's well-being. If we inaccurately assess how our own actions contribute to our own outcomes and the outcomes of others, it is difficult to discover tradeoffs that maximize joint welfare or even individual welfare. In this way, information about others' behaviors and preferences affects the degree to which we are able to improve our decisions from either an individual or societal standpoint.
Ambiguity about our interdependence with others is pervasive in many types of relationships ranging from corporate negotiations to romantic partnerships (Rusbult & Van Lange, 2003) . The unfulfilled desire of a frustrated businessman or lovelorn soul to understand precisely what his partner is thinking and feeling is testament to this. At the most basic level, the very existence of other people as actors in our social sphere may be unknown. In the stock market, for instance, it is unclear to what extent a large jump or drop in the public valuation of a security is due to a direct result of deliberate human action versus a by-product of computerized algorithms (albeit programmed by humans). Furthermore, even if individuals are identifiable by name or alias, their actions and outcome preferences may not be transparent. In open source projects like Wikipedia, for example, behind-the-scenes contributors are ad hoc networks of anonymous individuals who rarely communicate one-on-one, much less face-to-face (Moore, Kurtzberg, Thompson, & Morris, 1999) . When something gets done well or a mistake is made, the average user does not know who is accountable. This is especially true in organizations where collaborators from different functional areas have disparate-and possibly incompatible-objectives that cannot be correctly inferred from one's own. Finally, and perhaps most importantly, observable behaviors may offer little insight about the underlying motivations of others. In complex interactions, as interdependent decision makers react to one another over time, personal and situational effects on others cannot be easily isolated to understand why any one person acted as he or she did or to predict how he or she will behave in the future. For example, as a commuter in a high-traffic urban area, you would probably be aware that each driver puts stress on the overall system, but you would not know the specific alternatives (e.g., public transportation) available to each driver or the costs and benefits that he incurs for exercising these alternatives.
Although complete information is a common assumption in empirical game theory paradigms, these idealized hypothetical scenarios do not adequately reflect the types of uncertainty that people face in real-world social interactions. In reality, decision makers usually understand their interdependence with others only through experience, by the observation of actions and outcomes in repeated interpersonal encounters. Here, we directly test how behavior differs in social interactions based on the amount of descriptive information that decision makers have at their disposal regarding the actions and payoffs of others.
Extrapolating from research on risk-taking in individual choice, we expect to see differences in cooperative behavior, which is one type of social risk, between interactions including descriptive social information compared with those informed by individual experience alone. One prominent finding from this literature is a "description-experience gap" indicating that individual risky choice depends on how information is presented (Hertwig, Barron, Weber, & Erev, 2004) : whether decision makers are given explicit descriptions of outcomes and their associated probabilities (decisions from description (DFD)), or whether decision makers rely upon their own experience to discover outcomes and their likelihoods (decisions from experience (DFE)). The most robust result from this research is that, in contrast to those with descriptive information, people relying on experience alone behave as if they underweight the likelihood of rare outcomes compared with their objectively defined probability of occurrence (Barron & Erev, 2003; Hertwig et al., 2004; Yechiam, Barron, & Erev, 2005) . Our goal in the current research is to determine whether a similar "information gap" exists in social interactions by studying the effects on cooperation of various amounts of descriptive information-in addition to experiential information-in a well known social dilemma, the Iterated Prisoner's Dilemma (IPD).
THE VALUE OF INFORMATION IN SOCIAL DILEMMAS
We investigate how information about interdependence with others affects cooperation and the realization of mutually beneficial outcomes in the IPD. The IPD is frequently used in game theory research to study the interplay between concurrent collaborative and adversarial interdependencies. In each round of the IPD, two players decide without communication whether to cooperate or defect, with defection leading to higher outcomes for each regardless of the other's action but mutual cooperation leading to higher joint outcomes than mutual or unilateral defection (e.g., payoffs as in Table 1 ). Across multiple rounds of interaction (infinitely repeated in theory; finitely repeated with unknown endpoint in practice), players face a tradeoff between the guaranteed short-term gain of defection and the potential long-term gain of cooperation that is only realized if the other player is influenced to cooperate, too. Given the multiplicity of equilibria that can be supported in the IPD (Roth & Murnighan, 1978) , information is especially important for decision makers to infer one another's intentions and to predict one another's actions. For example, Rapoport and Chammah (1965) demonstrated that participants who viewed a payoff matrix cooperated more than those who learned payoffs through experience alone (46% vs. 22% cooperation). The present experiment expands upon these findings by exploring how players' behavior changes across a broader spectrum of information conditions, including those with little to no information about the nature of interdependencies with another player, and by looking at the trends in cooperation over time. In general, the more information one obtains about others' actions and outcomes during the course of interaction, the more accurately one will be able to infer their true motivations by extrapolating the interdependencies in the payoff matrix (Blount, 1995; Nisbett & Ross, 1980) . While this may seem self-evident, it is not obvious whether this will lead to more or less cooperation: each player may indeed seek to maximize his own gains, and only a certain subset of reasonable assumptions by each player about the other leads to sustained cooperation as a best response strategy, even when full information is available. However, we argue that explicit information about others' actions and outcomes will increase cooperation between two individuals interacting in the IPD because of the particular assumptions that people tend to make in response to varying amounts of descriptive information. Specifically, we expect that more information will increase the perceived likelihood that a counterpart will cooperate, as well as increase the perceived benefit via reciprocity of taking the cooperative action oneself.
Although the value of certain types of information has already been highlighted in well known social games such as the IPD (Rapoport & Chammah, 1965; Camerer 2003) , it is unclear how more information systematically influences the emergence of cooperation. A common but unrealistic assumption in research on strategic social interaction is that individuals possess full information about their interdependence, represented in the IPD by a matrix that specifies how joint actions map to joint outcomes (e.g., "if you do A and I do B, you will get X and I will yet Y") (Camerer & Fehr, 2006) . We examine repeated risky choices in the IPD, but in contrast to most studies, we manipulate the two players' information about their interdependency across four experimental conditions. The most ambiguous condition is a direct link to individual decisions from experience in binary choice tasks, where decision makers are completely unaware of their interaction with another player and may perceive variations in their outcomes to result from stochastic factors. We incrementally increase the amount of information available to players in different conditions of the IPD until reaching the typical experimental paradigm in behavioral game theory where full descriptive information about the outcomes associated with joint actions is provided from the outset of the interaction in the form of a payoff matrix.
The levels of information we use are based on the Hierarchy of Social Information (HSI) (Gonzalez & Martin, 2011) , a theoretical framework for conceptualizing the major categories of interpersonal information that may play a role in social interactions as shown in Figure 1 . We will summarize each of these informational layers (with the exception of the top layer on "Cultural" information, which is beyond the scope of this paper) and provide the real-world intuition for how additional information at each level could promote cooperation in social interactions before offering more theoretical evidence in the subsequent section.
At the lowest "No-Info" information level of the HSI (which Gonzalez & Martin, 2011 , refer to as Non-Social), actors are indeed interdependent (based on the IPD structure in which both players' actions determine each of their payoffs), but they do not have any knowledge of this fact. People only observe their own actions and outcomes without realizing that they influence or are influenced by others. Lacking awareness of interdependence, decision makers are apt to attribute variability in their own outcomes to random processes or deterministic patterns rather than to the agency of another human being. From each individual's perspective, we expect that the choice context will appear very similar to individual DFE (Hertwig et al., 2004) where players interact with "nature" (probability distributions). For example, a writer who enjoys working at a local café might sometimes experience a slow connection on his or her laptop due to other customers streaming large videos, but if he or she is unaware of this cause, he or she might attribute the problem to an occasional technical malfunction that happens to be more persistent on some days than others. If so, the amount of available bandwidth would seem like mere chance or a probability that he or she must weigh in deciding whether to go to the café versus stay at home and use a more reliable connection. On days when he or she is at the café and the connection is particularly strong, he or she might even take advantage of it by watching a few videos, not realizing that he or she is then causing a problem for others. We will treat behavior in this setting as a baseline for comparing behavior in layers of the HSI with incrementally enhanced awareness of interdependence.
Unlike those with no social information, decision makers at the "Min-Info" information level (the Minimal information level in Gonzalez & Martin, 2011) are aware of their interdependence with another human being. However, they do not know how their own actions influence others, and vice versa. This situation often arises when interacting individuals try to discern others' preferences without seeing their precise actions or outcomes. For instance, a sign at one's work cafeteria may suggest that employees not take too much of any particular food item in order to leave enough for others. While it is true that individuals are interdependent in such situations of limited shared resources, it would be suboptimal if everyone followed the simplest norm, taking small equal amounts of every dish, even though some prefer broccoli and others prefer cake. If left to their own devices, it is imaginable that even employees who went through the food line at different times (and hence could not observe one another's choices or satisfaction with outcomes) would begin to notice which items were more depleted and reach a state in which people held back only on the widely popular items. In the IPD, we expect that this minimal social information may enhance cooperation through (i) a win-stay-lost-shift strategy or (ii) a tit-for-tat strategy. Both cases require decision makers to realize that the "probability" they will receive a particular outcome for a particular action is dynamic because it hinges upon the action taken by the other player. In the first case, if by coincidence, both players adopt a win-staylose-shift approach as a result of this realization of interdependence, they will converge to mutual cooperation regardless of their initial actions: if both cooperate simultaneously (producing a positive outcome-a win), they will persist in that action; if they defect simultaneously (producing a negative outcome-a loss), they will both then switch to the alternate action corresponding to cooperation; if they take asymmetric actions, the player who defected will stay and the player who cooperated will shift, such that they will both lose in the subsequent round and revert to mutual cooperation. They will then persist in playing the cooperative action. In the second case, a very savvy decision maker might adopt a strategy that yields the equivalent actions as tit-for-tat based solely on his or her own outcomes, which allow him or her to infer his or her counterpart's actions and outcomes because of their symmetry to his or her own. Although this player would initially take random actions until he or she discovered the possible set of outcomes, he or she would subsequently play tit-for-tat by following a loss (due to the other defecting) by defecting himself, and by following a gain (due to the other cooperating) by cooperating himself. For this strategy to increase cooperation overall, the other player would at least need to recognize how his Figure 1 . The Hierarchy of Social Information: "Each level of the pyramid represents a category of interaction, with social information compounding from the bottom row (least information) to the top row (most information). Each interaction type includes all of the information below, as well as one new type of information" (Gonzalez & Martin, 2011) or her actions were being negatively or positively reinforced, and respond with greater cooperation. While these scenarios of increased cooperation with minimal information are plausible, they seem unlikely because they require a great deal of insight on the part of both players, and of course, accountability remains at a minimum when people cannot directly observe the impact of their actions on the outcomes of others, and vice versa.
The next "Mid-Info" level of the HSI (referred to as Experiential information by Gonzalez & Martin, 2011) adds information about the actions and outcomes of others as they take place over time, which allows people to learn over time how they depend on one another. This represents a real-world situation such as friends deciding whether to make an effort to arrive to an appointment on time. If one person is late, this is observable to others and each of their costs or benefits (e.g., who has to wait and who does not) are observable, as well. Knowledge of this interdependence is apt to increase the likelihood of all parties arriving on time so that no one has to wait. In general, we expect that the confluence of strategic and affective responses to experiential information about others' actions and outcomes will increase cooperation in "public goods" problems like the IPD, as decision makers recognize that there is potential for mutual gain over the long term.
Continuing up the HSI, the "Max-Info" level of information (called Descriptive information by Gonzalez & Martin, 2011 ) is one found often in laboratory studies of the IPD, yet encountered relatively rarely in the real world (Camerer & Fehr, 2006) . Descriptive information about the structure of an interaction specifies the contingencies between all parties' actions and outcomes, as shown in a typical game theory payoff matrix. An example of this sort of descriptive information is if two competing companies such as Coke and Pepsi formalized the market share and profits each would receive depending on the price that each set. Clearly defining this range of possibilities would enable decision makers at each company to see that collusion to maintain high prices would be in both of their long-run interests even though they might get a short-term gain by undercutting the other on any given week. This sort of knowledge in social interactions is analogous to summary information about outcome probabilities and payoffs in individual DFD (Hertwig et al., 2004) , with the additional complexity that descriptive information is included as an additional layer on top of experiential information (as discussed in Lejarraga & Gonzalez, 2011) . Given the extensive literature on a "description-experience gap" in individual choice, contrasting behavior with and without descriptive information, the relevance to interdependence information in social interaction warrants more detailed attention.
A DESCRIPTION-EXPERIENCE GAP IN SOCIAL INTERACTIONS
The literature on individual decision making reveals a description-experience gap or difference in risky choice between DFE and DFD contexts. The most robust result from this literature is that, in contrast to predictions of risky choice in DFD, small probabilities appear to be given less weight than their objective values in DFE (Barron & Erev, 2003; Hertwig et al., 2004; Yechiam et al., 2005) . This may be attributable in part to reliance on small samples where rare events are statistically underrepresented (Rakow, Demes, & Newell, 2008) or to decision makers' false assumptions that low probability events are impossible or that high probability events are certain (Hadar & Fox, 2009) . However, recent studies have ruled out judgment error as a singular explanation for the divergence in risky choice between DFE and DFD (Ungemach, Chater, & Stewart, 2009) , reaffirming that fundamental differences exist in the representation of risk as natural frequencies in DFE but as a priori probabilities in DFD (Hau, Pleskac, & Hertwig, 2009; Hau, Pleskac, Kiefer, & Hertwig, 2008) . Although research on the description-experience gap has emphasized distinctions in probability perceptions between DFE and DFD, there is also recent work indicating divergence in the subjective impact of the same objective outcomes across the two paradigms. Specifically, Ludvig and Spetch (2011) conducted an experiment of risky choice in which small and large numerical outcomes were equally likely in both the gain and loss domains, varying only the experiential or descriptive nature of the outcomes. Their results are consistent with the "reflection effect" of greater risk-taking for losses than for gains in DFD, which can be accounted for by diminishing marginal utility over objective outcomes with distance from a zero reference point (Kahneman & Tversky, 1979) . In other words, observed choices are consistent with a convex utility function for losses but a concave utility function for gains. However, participants in that study exhibited greater risk-taking for gains than for losses in DFE, suggesting the opposite pattern of increasing marginal utility (greater impact of extremes) when descriptive information was absent and experience was the sole source of information. In related studies, Yechiam and Busemeyer (2006) found greater choice of risky options with rare, large negative payoffs when information about foregone outcomes was available in addition to experience. Although this could be interpreted to mean that decision makers with additional information gave small probabilities less weight, the authors argue that the divergence from prior findings may be caused by the discounting (and even negative weighting by some participants) of large negative foregone payoffs. More research is needed on this phenomenon, yet these results support the proposition that descriptive information mitigates the effect of extreme positive or negative outcomes on choice, regardless of their probabilities. Conversely, experience alone may accentuate the impact of extreme positive and negative outcomes on subsequent decisions.
The aforementioned studies highlight variations in individual choice with information about one's own outcome probabilities and magnitudes. Several studies have begun to extend this work to the domain of social behavior. For example, Baker and Rachlin (2001) simulated an IPD in which individual participants relied on experience alone or on experience plus description to assess a computerized counterpart's probability of reciprocation. They found that the addition of descriptive information increased participants' optimization, as is the case for a larger class of probabilistic individual decision problems (Fantino & Navarro, 2012) . In the present research, we test variations in social behavior in actual two-player interaction in the IPD, which allows for realistic shifts over time in the "probabilities" (i.e., human propensities) that another player will take particular actions. We examine cooperation as interacting decision makers are given more or less information about their interdependence, namely the contingency of each individual's outcomes on one another's actions. Just as the DFE paradigm relaxes assumptions about the descriptive information available in individual decision tasks, we do the same for descriptive information about interdependence with others in social dilemmas. We identify two main analogies between the role of descriptive information in social choice and in individual choice, the first relating to the perceived probabilities of various outcomes and the second to the subjective impact of various outcomes.
The first analogy between the description-experience gap in individual choice and the one we posit for social choice pertains to the way that decision makers assess the likelihood of obtaining various outcomes. By definition, interdependence between two people implies that each of their actions affects the other's outcomes; uncertainty about another person's preferences and proclivities is analogous to the risk of selecting a probabilistic option in individual choice. Like the "frequentist" representation of chance occurrences in individual DFE, a decision maker engaged in social interaction from experience may selectively piece together instances from memory about another's propensity to take particular actions and the likely proportion of contingent outcomes for himself or herself. If the demonstrated contrast between DFE and DFD is any guide (e.g., Ungemach et al., 2009 ), people will be apt to underweight the probability of rare events when they lack summary information about their interdependence with others. Although either cooperation or defection could be rarer given the game's evolution, the inability to assess game symmetry with lower levels of descriptive information could cause a rush to judgment about the stability of another person's character traits-especially negative attributions-that will presumably persist into the future (Jones & Harris, 1967; Pillutla & Chen, 1999) . Further up the information spectrum, greater awareness of interdependence could serve as a reminder that another person can alter his or her behavior at any time even if his or her most frequent or recent actions appear consistent. In particular, while the possibility of defection by the other is salient by default, the payoff matrix gives equal visual "real estate" to all four outcomes, offering an additional reminder that the other player has agency to take the cooperative action. This supports our prediction that decision makers with more interdependence information will develop a more accurate perspective of their counterparts' potential actions. Thus, we expect that additional information will have positive effects on cooperation in interactions such as the IPD where hostility can rapidly escalate if negative attributions are erroneously ascribed to one's counterpart.
The second analogy between individual choice and social choice relates to the way that individuals experience outcomes. Just as decision makers discover outcomes over time in individual DFE, they often discover other people's outcomes through repeated feedback in social interaction. This produces not only knowledge about one's own gains or losses, but also about one's performance or status relative to members of a comparison individual or group (Blount, 1995; Festinger, 1954) . Extrapolating from differences between DFE and DFD in individual decision making where additional information in the latter appears to reduce the subjective impact of extreme outcomes (Ludvig & Spetch, 2011) , we also expect that descriptive social information will reduce the subjective impact of outcomes that are very good or bad relative to those of an interaction partner. This dampening of the emotional impact felt from extreme relative outcomes would encourage cooperative behavior in interactions such as the IPD, insofar as it allays fears of making gullible concessions that greatly benefit another person at one's own expense or stifles greedy desires to achieve large gains even if they come at the other's expense (Hwang & Burgers, 1997) .
Indeed, there is abundant evidence that fundamental cognitive processing differs as a result of conscious interdependence with another person (McCabe, Houser, Ryan, Smith, & Trouard, 2001; Gallagher, Jack, Roepstorff, & Frith, 2002; Rilling, Sanfey, Aronson, Nystrom, & Cohen, 2004) . For example, Rilling et al. (2008) showed that affect-related neurological activation was greater in response to unreciprocated cooperation than in response to unsuccessful risk-taking in non-social contexts. This differential cognitive processing may relate to an enhanced "theory of mind" or efforts to impute the mental states of another person (Premack & Woodruff, 1978) . If decision makers are aware that others will react to their own actions in the IPD setting, they will realize the need to appease and/or coerce others in order to achieve personal gains. Increased knowledge of interdependence at each level of the HSI may also suffice to trigger a sense of self-efficacy due to perceived control over another person (Bandura, 1982) and understanding of others' intentionality that induces concerns about distributive and procedural justice (Blount, 1995) . Specifically, a decision maker might care about fairness in the relative outcomes received by himself or herself and others (Rabin, 1993) . Over time, he may try to reinforce favorable behaviors in interaction partners by reciprocating cooperation and punishing defection (Clark & Sefton, 2001) . Individuals may also attempt to build trust (Cox, 2004; Hwang & Burgers, 1997; Juvina, Saleem, Martin, Gonzalez, & Lebiere, 2013) and establish a reputation that promotes the credibility of both threats of punishing defection and promises of consistent cooperation (Kreps & Wilson, 1982; Tinsley, O'Connor, & Sullivan, 2002) .
Taken together, comparisons of probability weighting and outcome impact across DFE and DFD, as well as research on the awareness of human interdependence, lead us to the prediction that increasing descriptive information in social settings will be conducive to cooperation. This is not a straightforward logical conclusion, however, as social behavior also depends on people's beliefs about the interaction structure (Halevy, Sagiv, Roccas, & Bornstein, 2006 ) and the activation of cooperative or competitive relationship norms (Pillutla & Chen, 1999) . One possibility contrasting our own account is that increasing information could accentuate competitive tendencies by attuning decision makers to the impersonal aspects of the strategic context. This would suggest that observing another person's outcomes over time, and further seeing the game structure in matrix form, would heighten the desire to do better in relative terms, even at the expense of improving absolute levels of individual or joint performance. Further, knowledge of another player's outcomes has been shown to increase tendencies to select the option that has the better outcome most of the time (Yechiam, Druyan, & Ert, 2008) , which would discourage individuals from breaking out of a pattern of mutual defection. Our laboratory study aims to explicitly test our account versus these alternate potential effects of increasing descriptive information about an opponent's actions and outcomes.
HYPOTHESIZED EFFECTS OF INCREASING INFOR-MATION IN THE ITERATED PRISONER'S DILEMMA
The primary hypothesis of our laboratory experiment was that increasing interdependence information would increase average rates of individual and mutual cooperation in the IPD. Based on the parallels to descriptive information in individual risky choice elaborated earlier, we expected that each incremental increase in information would reduce biased attributions about a counterpart's character while also deemphasizing the attainment of extreme gains and avoidance of extreme losses. This more "moderate" perspective would help to prevent people from jumping to conclusions about the inevitability of sustained mutual defection, even if they realized that defection was the more attractive option for increasing personal gain in a single round. Especially in settings like the IPD where the two players' available actions and payoffs are symmetric, more information would illuminate the shared plight of one's counterpart. By inspiring empathy, interdependence information could induce more cooperation partly as an act of generosity toward the other player (Charness & Rabin, 2002) . This cooperation need not be driven by "pure" altruism; however, because the desire to maintain a positive self-image of contribution to the common good might also be triggered by acknowledging one's own responsibility for joint outcomes (Festinger, 1957; Tetlock, 1992) .
Moreover, we predicted that players with more interdependence information would engage in higher-level reasoning about how counterparts were likely to interpret their own actions. Additional information would underscore the futility of earning large one-shot gains through defection if it deterred a counterpart from cooperating in the future and, at the same time, the futility of repeated cooperation if one was consistently taken advantage of by a defecting counterpart. This reasoning would cause participants to adhere more closely to a tit-for-tat strategy of repeating a counterpart's most recent action, which is found to be simple and effective in a range of evolutionary settings (Axelrod & Hamilton, 1981; Axelrod, 1984) . If so, incremental information would promote both reciprocation (higher propensity to cooperate, contingent on a counterpart's prior cooperation) and punishment (higher propensity to defect, contingent on a counterpart's prior defection). This pattern would provide evidence that higher rates of cooperation across the course of the game were not acts of blind allegiance to the common good but rather strategic threats or rewards to a counterpart who defected or cooperated, respectively, in the previous round.
Lastly, based on the confluence of cooperative tendencies and the deterrence of exploitative defectors, we predicted that information would increase pair-level performance (the sum of the two players' point totals) and satisfaction (the sum of the two players' rated satisfaction with the game outcome) and that the effect of information on both would be mediated by a pair's level of mutual cooperation. This would indicate that additional interdependence information modifies behavior and thereby improves both objective and subjective outcomes at the group level. Improved performance is not a necessary outcome of increased mutual cooperation if, in combination, the other rounds included more mutual defection (yielding a point total of À2 for the two players) and fewer mixed outcomes (yielding a point total of 0 for the two players); likewise, satisfaction is not a necessary outcome of improved performance if players did not feel that the game was more fair (Blount, 1995) . For this reason, we include these as separate hypotheses from those mentioned earlier.
METHOD
Participants and procedure Participants (N = 240; 95 women, 145 men; M age = 24.1, SD age = 5.51) were recruited to a computer laboratory at Carnegie Mellon University and randomly paired with one another to play 200 unnumbered rounds of the IPD over the Internet. Players were not told the number of rounds in the game, and they were not numbered in the course of play. In each round, the two anonymous members of a pair (seated in different rooms without having met one another) chose simultaneously between buttons labeled Action A and Action B with payoffs as in Table 1 . These payoffs were converted to incentive pay (one cent per point) beyond $10 base pay. At the end of the game, participants rated their satisfaction with the outcome of the game on a five-point scale (1 = Very dissatisfied, 2 = Somewhat dissatisfied, 3 = Neutral, 4 = Somewhat satisfied, and 5 = Very satisfied).
Information conditions
All participants saw their own action and payoff in each round. Thirty pairs (60 participants) were assigned to each of four conditions that determined the amount of information available about their interdependence. These conditions were modeled after the layers of the HSI outlined by Gonzalez and Martin (2011) , although we simplify the labels here.
In the "No-Info" condition, individuals were not informed that they interacted with another player, so the selection of an action in each round was most likely perceived as an independent binary choice between two options with probabilistic payoffs. Participants may have realized that the probabilities of outcomes for each of the two actions were not static, as they in fact varied with the other player's actions, but this could more easily be attributed to a computerized process that shifted exogenously or in response to their own actions. In the "Min-Info" condition, players knew that their outcomes depended on the actions of another player and vice versa, yet still they did not know the other's specific actions and payoffs. With this information, individuals may have been able to speculate about the other's motivations, but it would remain difficult to empathize or coordinate unless both players correctly assumed the game was symmetrical and inferred the other's actions and payoffs. Next, pairs in the "Mid-Info" condition saw the actions and outcomes of the other player in each round, facilitating awareness that while defection would increase one's own payoffs and decrease the other player's payoffs in a given round, the other player would not tolerate this for long. Finally, in the "Max-Info" condition, in addition to seeing the other's actions and outcomes, players were shown the complete payoff matrix (as in Table 1 ) from the outset and throughout the repeated interaction. As such, both the immediate gain from defection and potential future gain from sustained mutual cooperation were made more explicit. The Appendix shows instructions to participants in each of the four conditions. Participants were not randomly assigned to conditions for logistical reasons, but we dispersed blocks of participants to different conditions throughout the course of the study to minimize confounds. The gender proportions were not significantly different across conditions (30% women in No-Info, 50% women in Min-Info, 43% women in Mid-Info, and 35% in Max-Info), χ 2 (3, N = 240) = 5.91, p = .12.
Statistical tests
We tested the overall effects of information condition in oneway ANOVAs and the differences between pairs of conditions in two-sample t-tests. Grouping observations into eight blocks of 25 rounds each, we assessed time trends within each condition using linear mixed effects models, clustering standard errors by either subject or pair, for analyses at the individual or pair level, respectively. For analyses of whether pair-wise cooperation mediated performance and satisfaction, we treated information as a continuous variable (0 = No-Info, 1 = Min-Info, 2 = Mid-Info, and 3 = Max-Info) in linear regressions in order to apply the Baron and Kenny procedure (1986) and Sobel tests.
RESULTS

Individual cooperation
Individual behavior varied considerably across the four conditions. As predicted, and as shown in Figure 2A Figure 3C ). Overall, information condition significantly affected mutual cooperation, F(3, 116) = 8.44, p < .001, f = .47. There were significant pair-wise differences in mutual cooperation between conditions, t(58) < 2.3, p < .03, except no statistically significant difference between the Max-Info and Mid-Info conditions, t(58) = 1.62, p = .11, and no difference between the Min-Info and No-Info conditions, t(58) = À0.051, p = .96. While these pair-wise differences across conditions were relatively minor at the outset of the game, they became more prominent over time as participants responded to the available information. Mutual cooperation was decreasing by block at a similar rate in the No-Info condition (β = À0.016, t(209) = À4.36, p < .001) and the Min-Info condition (β = À0.016, t(209) = À4.98, p < .001), but increasing in the Mid-Info condition (β = 0.030, t(209) = 5.05, p < .001) and even more sharply in the Max-Info condition (β = 0.042, t(209) = 6.56, p < .001) ( Figure 3D ). Mixed pair-wise outcomes (CD and DC) were decreasing by block across all conditions as participants converged at extremes, suggesting that behavior did not remain purely random in the lower information conditions. However, the rate of decline in mixed outcomes was somewhat less in the No-Info condition (β = À0.013, t(209) = À2.52, p = .01) and the Min-Info condition (β = À0.012, t(209) = À2.49, p = .01), as compared with the Mid-Info condition (β = À0.026, t(209) = À7.41, p < .001) and the Max-Info condition (β = À0.026, t(209) = À6.88, p < .001) ( Figure 3E ). Mutual defection shows the reverse time trend from mutual cooperation, with increases by block in the No-Info condition (β = 0.029, t(209) = 4.83, p < .001) and Min-Info condition (β = 0.028, t(209) = 5.14, p < .001), but a non-significant decrease over time in the Mid-Info condition (β = À0.004, t(209) = À0.71, p = .5) and significant decrease in the Max-Info condition (β = À0.015, t(209) = À2.35, p = .02) ( Figure 3F ). Again, these time trends indicate that the effects of information accrue as decision makers integrate it with the seemingly self-reinforcing discovery of their own outcomes.
Reciprocation and punishment
The psychological processes underlying the aforementioned differences in behavior can be better isolated by understanding the proclivity of decision makers to mirror their counterpart's most recent decisions in accordance with a tit-for-tat strategy. Figure 4A -C displays this propensity contingent on whether one's counterpart cooperated or defected in the prior round. As predicted, we observed a general increase in reciprocal cooperation with more information: M = .27 (SD = .24) in the No-Info condition, M = .22 (SD = .24) in Figure 4A ). Reciprocal cooperation differed significantly by condition, F(3, 236) = 16.4, p < .001, f = .46, and there were significant differences between all pairs of conditions, t(118) > 3.47, p < .001, except between the two conditions with the least information (No-Info and Mid-Info) and between the two conditions with the most information (Mid-Info and Max-Info), t(118) < 1.52, p > .1. Providing no additional evidence in favor of our prediction, however, punishment of defection was quite high across all conditions and showed no variation with information: M = .82 (SD = .14) in the No-Info condition, M = .81 (SD = .13) in the Min-Info condition, M = .83 (SD = .15) in the Mid-Info condition, and M = .77 (SD = .22) in the MaxInfo condition ( Figure 4B ). There was no effect of condition on the whole, F(3, 236) = 1.66, p = .2, f = .15, and no pairs of conditions were different from one another, t(118) < 1.66, p > .1, except for a marginal difference between the Mid-Info and Max-Info conditions, t(118) = À1.70, p = .09. In looking at the time trends in reciprocation and punishment, Figure 4C reveals the same time trend in reciprocal cooperation as for cooperation of the whole. Reciprocal cooperation was decreasing somewhat, although non-significantly, by time block in the No-Info condition (β = À0.008, t(419) = À1.48, p = .14) and decreasing more discernibly in the Min-Info condition (β = À0.012, t(419) = À2.50, p = .01). By contrast, reciprocal cooperation was increasing across time blocks in the Mid-Info condition (β = 0.027, t(419) = 5.46, p < .001) and in the Max-Info condition (β = 0.034, t(419) = 6.96, p < .001).
Analyzing the time trends by block as visualized in Figure 4D , we see that reciprocating defection was increasing over time in the No-Info condition (β = 0.019, t(419) = 5.41, p < .001) and Min-Info condition (β = 0.017, t(419) = 4.90, p < .001), with a negligible decrease over time in both the Mid-Info condition (β = À0.00018, t(419) = À0.061, p = .95) and the Max-Info condition (β = À0.0055, t(419) = À1.52, p = .13). The time patterns were, thus, weaker on the whole for punishing defection than for reciprocating cooperation.
Overall, we can test the responsiveness of participants to their counterparts' most recent action by looking at whether participants were more likely to cooperate following a counterpart's cooperation than following a counterpart's defection. Even in the No-Info condition, there was a small average difference M = 0.092 in the proportion of reciprocation following a counterpart's cooperation or defection, t(59) = 3.09, p = .003. In the Min-Info condition, the average difference M = 0.039 was even smaller and nonsignificant, t(59) = 1.49, p = .14. However, as predicted, the difference was quite large in the Mid-Info condition, M = 0.29, t(59) = 7.03, p < .001, and in the Max-Info condition, M = 0.34, t(59) = 8.50, p < .001. By contrasting these differences in proportion of cooperation after a counterpart's cooperation or defection, there was an overall effect of condition, F(3, 236) = 17.7, p < .001, f = .46. In pair-wise comparisons, the differences were greater for both Max-Info and Mid-Info than for either Min-Info or No-Info, ts (118) > 3.92, ps < .001, but similar in Min-Info and No-Info, t(118) = À1.36, p = .2, and in Max-Info and Mid-Info, t(118) = 0.76, p = .4.
Performance and satisfaction
We next tested the hypothesis that interdependence information would improve game performance at the pair level. Performance was measured as the sum of points earned by the two players throughout the 200 rounds of IPD. Average point totals were negative in all conditions but less so with more information: M = À232 (SD = 100) in the No-Info condition, M = À220 (SD = 103) in the Min-Info condition, M = À149 (SD = 218) in the Mid-Info condition, and M = À53.7 (SD = 277) in the Max-Info condition. As a result, performance varied significantly across conditions, F(3, 116) = 5.57, p = .001, f = .38. Performance was greater in the Max-Info condition than in the No-Info or Min-Info condition, t(118) > 3.08, p < .004, and marginally greater in the Mid-Info than No-Info condition, t(118) = 1.90, p = .06, but with no difference between the other three pairs, t(118) < 1.62, p > .1.
As hypothesized, the effect of information on performance was mediated by mutual cooperation. Meeting the first Baron and Kenny (1986) criterion for mediation, we showed that information condition treated as a continuous variable (0 = No-Info, 1 = Min-Info, 2 = Mid-Info, and 3 = Max-Info) positively predicted mutual cooperation, β = 0.099, t(118) = 4.72, p < .001. Achieving the second criterion, we showed that information condition positively predicted performance, β = 60.6, t(118) = 3.91, p < .001. The third criterion for mediation requires that the effect of information become non-significant when mutual cooperation is included as another predictor of performance, which is what we found: the effect of mutual cooperation remained significant, β = 708, t(117) = 34.3, p < .001, while information became a marginally significant negative predictor of performance, β = À9.21, t(117) = À1.80, p = .07. A Sobel test confirmed that this reduction was significant, Z = 4.68, p < .001, indicating that mutual cooperation mediated the relationship between our information manipulation and the cumulative performance of pairs. In fact, it appears that for pairs where more information failed to induce mutual cooperation, it actually led to lower joint payoffs due to more mutual defection (a sum of À2 points per round) and fewer mixed outcomes (a sum of 0 points per round).
Finally, we examined players' satisfaction with game outcomes. Satisfaction was computed as the sum of the two players' satisfaction ratings at the end of the game. In accordance with our hypothesis, average satisfaction values increased with information: M = 2.30 (SD = 1.78) in the NoInfo condition, M = 2.87 (SD = 1.98) in the Min-Info condition, M = 2.90 (SD = 2.07) in the Mid-Info condition, and M = 3.70 (SD = 2.10) in the Max-Info condition. As a result, satisfaction varied marginally across conditions, F(3, 116) = 2.51, p = .06, f = .25. There was a significant difference between the two extreme conditions No-Info and Max-Info, t(118) = 2.78, p = .007, but not between any other pairs of conditions, ts(118) < 1.58, ps > .1.
The effect of interdependence information on satisfaction was mediated by mutual cooperation, as predicted. Achieving the first Baron and Kenny (1986) criterion for mediation, we showed earlier that a pair's information condition predicted their proportion of mutual cooperation throughout the game. Second, information condition positively predicted joint satisfaction, β = 0.42, t(118) = 2.62, p = .01. Third, the effect of information became non-significant when mutual cooperation was included as another predictor of satisfaction: mutual cooperation remained significant, β = 3.80, t(117) = 6.11, p < .001, while information became nonsignificant, β = 0.048, t(117) = 0.31, p = .8. A Sobel test confirmed that this reduction was significant, Z = 3.74, p < .001, indicating that mutual cooperation fully mediated the relationship between the information manipulation and pairs' satisfaction with game outcomes.
DISCUSSION
We tested the proposed effects of interdependence information using an IPD between anonymous players in the laboratory. Drawing upon Gonzalez and Martin's (2011) HSI, we designed four experimental conditions with incrementally increasing information provided to participants about their interdependence with one another. First, the absence of differences between the No-Info and Min-Info conditions is illuminating: it implies that mere knowledge of interdependence with another person is insufficient to promote reasoning about their motivations, despite the fact that the IPD is one of the simplest representations of a social dilemma, in that the two players' available actions and outcomes are symmetric. Compared with the No-Info and Min-Info conditions, though, cooperation rates were higher in the Mid-Info condition, suggesting that awareness of a counterpart's actions and outcomes improved inferences about their likely responses to one's own actions. Cooperation was even higher in the Max-Info condition where the visibility of the complete payoff matrix seemingly enabled players to be more forward-looking and proactive in recognizing the potential for shared benefits that can be achieved through sustained mutual cooperation. These differences across conditions were not evident from the start of the game, but rather cooperation was decreasing across rounds in the two lower information conditions and increasing across rounds in the two higher information conditions. It appears that participants with less descriptive information only learned that defection was optimal in any given round, whereas those with more information learned additionally that their own choices influenced the "probabilities" of good outcomes in subsequent rounds.
To examine the psychological processes by which interdependence information fostered cooperation, we measured propensities for reciprocation (proportion of cooperation contingent on a counterpart's prior cooperation) and punishment (proportion of defection contingent on a counterpart's prior defection), together comprising a tit-for-tat which is a strategy shown to be effective in the IPD (Axelrod, 1980) . The results revealed that increasing cooperation with information was driven in part by players' greater willingness to reciprocate prior cooperation by the other player. However, participants exhibited nearly identical levels of punishing defection across conditions, indicating that any differences in either forgiveness or hostility due to information about another's defection may have counteracted one another. Comparing Figures 2 and 4 , we note several important points: in each of the four conditions, overall rates of cooperation (not contingent on a partner's prior action) were lower than rates of reciprocal cooperation (contingent on a partner's prior cooperation), and overall rates of defection (not contingent on a partner's prior action) were lower than rates of punishing defection (contingent on a partner's prior defection); however, the differences between non-contingent and contingent cooperation, and between non-contingent and contingent and defection, widened for conditions with more information. Individuals possessing more interdependence information were not simply reacting to the tangible benefits or costs that would accrue to themselves but also enforcing social norms of reward and retribution because of the other player.
A key implication of this experiment is the generally positive impact of information on joint performance and satisfaction. It appears that when information about the IPD incentive structure was common knowledge, members of a pair were able to recognize the potential for mutual gain and then act upon this foresight by simultaneously taking the risk of cooperation. Pairs that achieved coordinated cooperation capitalized via higher combined payoffs and reported higher satisfaction with the game outcome. We speculate-but it requires more precise measurement in further research-that additional information may have some robust favorable effects across other types of interactions, too. For one, information may diminish the "fundamental attribution error" whereby individuals assume ill intentions of others who behave in an antisocial manner but ascribe their own antisocial behavior to situational factors (Jones & Harris, 1967; Ross, 1977) . In addition, information may reduce focus on the immediate gains of acting selfishly (e.g., defection in the IPD) and on loss aversion with respect to the risk of a poor relative outcome (e.g., from unilateral cooperation against a defecting counterpart in the IPD) (Kahneman & Tversky, 1979) . More generally, information may enhance "theory of mind," or imputation mental states, for others (Premack & Woodruff, 1978) , particularly when one understands that a counterpart faces a similar predicament to one's own.
CONCLUSIONS
There are frequent instances in our lives where we fail to fully comprehend our interdependence with others and specifically our ability to advance individual and collective well-being through interpersonal influence. The IPD is a useful starting point for the study of interdependence information because it captures pervasive tensions between local and global outcomes, and between short-term and long-term considerations, that characterize a variety of social interactions including arms races (Axelrod, 1980) , international trade (Conybeare, 1984) , and entrepreneur-venture capitalist relationships (Cable & Shane, 1997) . In each of these social dilemmas, our experimental results predict that incremental knowledge of interdependence will guide decision makers toward cooperation, perpetuated by positive responses to the prior cooperation of others but not necessarily by a reduction in punishment of defection by others. This strategic shift may occur at the level of those in power, such as public officials or business managers, or it might also bolster general public support for more cooperative policies like nuclear disarmament.
Consider the environmental "public goods" problem as a multi-player game of IPD between individuals, households, governments, and corporations. Most actors have only a basic notion of their interdependence with others, which, according to our laboratory findings, is an insufficient condition for cooperative behavior (in this case, conservation of natural resources). However, if decision makers were able to observe one another's actions and outcomes over time, accountability would rise along with the prospect of reciprocation. The greatest social benefits would accrue if actors were given more explicit descriptive information about the interaction structure, specifying the causality between sets of actions and joint outcomes. In the environmental dilemma, it is difficult to reach scientific consensus on the content of a numeric payoff matrix, yet our results indicate that it may behoove actors to make their subjective costs and benefits more transparent to one another even though this presents the danger of exploitation. One important direction for future research is to investigate how the voluntary sharing of truthful information can be encouraged despite the risk it poses. Another is the applicability of our findings to a wider variety of social dilemmas, including those with asymmetric information, payoffs, or power dynamics.
APPENDIX INSTRUCTIONS TO PARTICIPANTS NO-INFO CONDITION
In this experiment, you will play a computer game. This game consists of a series of rounds in which you will make decisions that affect your payoffs. In each round, you can choose either Action A or Action B, and your payoffs will depend on your action as well as other factors.
In addition to other earnings, your cumulative point total from this series of rounds will be converted to money at the end of the experiment, with each point worth 1 cent.
MIN-INFO CONDITION
You have been randomly matched with an anonymous opponent in the other lab to play an interactive game. This game consists of a series of rounds in which you and your opponent will make simultaneous decisions that affect each of your payoffs. In each round, each of you can choose either Action A or Action B, and both of your payoffs will depend on your own action as well as your opponent's action. However, neither of you will see what action the other took or what the other's payoffs were. Each of you will see only your own action and your own payoff.
MID-INFO CONDITION
You have been randomly matched with an anonymous opponent in the other lab to play an interactive game. This game consists of a series of rounds in which you and your opponent will make simultaneous decisions that affect each of your payoffs. In each round, each of you can choose either Action A or Action B, which will be revealed at the same time, and both of your payoffs will depend on your own action as well as your opponent's action. You will only learn these payoffs as you play the game.
MAX-INFO CONDITION
You have been randomly matched with an anonymous opponent in the other lab to play an interactive game. This game consists of a series of rounds in which you and your opponent will make simultaneous decisions that affect each of your payoffs. In each round, each of you can choose either Action A or Action B, which will be revealed at the same time, and both of your payoffs will depend on your own action as well as your opponent's action, as shown in the following table:
Opponent's action A B
Your Action A You get À1 point, opponent gets À1 point You get 10 points, opponent gets À10 points B You get À10 points, opponent gets 10 points You get 1 point, opponent gets 1 point
