Let R be a noetherian local ring with maximal ideal m and I a complete intersection of grade 3 generated by a regular sequence z 1 , z 2 , z 3 . Let s be a positive integer and Z a 3 × 3 alternating matrix such that the row vector of the maximal order pfaffians of Z is z = z 1 z 2 z 3 . In this paper we construct the minimal free resolution of R/I s by introducing two reduced cipower matrices of grade 3 induced by Z and s and by z and s, respectively. We define two numerical functions which determine the Betti numbers of I s and depend only on s. We give the Hilbert function of R/I s , where 
Introduction
It has long been known that the power I s of a complete intersection I = (z 1 , z 2 , · · · , z l ) of grade l is generated by the maximal minors of a s × (s + l − 1) matrix for a positive integer s [7] . The minimal free resolution of R/I s can be found in [4, 10, 14] and the explicit description of the graded Betti numbers for I s can be found in [11] . In 1977, using Buchsbaum-Eisenbud's structure theorem for Gorenstein ideals of grade 3 [5] and Hilbert's original method of computing Hilbert functions [12] , Buchsbaum and Eisenbud gave the Hilbert function of k-algebra R/K, where R = k[x 1 , x 2 , · · · , x m ] is a polynomial ring over a field k and K is a homogeneous Gorenstein ideal of grade 3. In 1992, Boffi and Sanchez [6] constructed the minimal free resolution of the powers of the pfaffian ideals. In the same year independently with Boffi and Sanchez, Kustin and Ulrich [13] also constructed the minimal free resolution of the ideals by completely different methods. In 1999, Conca and Valla [9] showed that if L and J are Cohen-Macaulay ideals of grade 2 or Gorenstein ideals of grade 3 which have both of linear type, and if they have the same Hilbert In section 3, we introduce two reduced cipower matrices of grade 3 induced by a 3× 3 alternating matrix Z and s, and by the row vector z of the maximal order pfaffians of Z and s, respectively. We investigate properties of the cipower matrices of grade 3.
In section 4, we use the two reduced matrices of grade 3 to construct the minimal free resolutions of R/I s , where I is a complete intersection of grade 3 generated by a regular sequence z 1 , z 2 , z 3 . We define two numerical functions p : Z + → Z + given by p(s) = 3+s−1 s and n 3 : Z + → Z 0 given by n 3 (s) = s 2 . We will see that these determine the ith Betti number of I s for each i(i ≥ 1). In section 5, Let R = k[x 1 , x 2 , · · · , x m ] be the polynomial ring over a field k and z 1 , z 2 , z 3 the homogeneous regular sequence. We give the Hilbert function of R/I s by investigating the degrees of the minimal generators for the first and second syzygy modules of I s and by using Theorem 4.1 and Hilbert's original method of computing Hilbert functions [12] . intersection of grade 3. First we investigate some properties of the powers of complete intersections of grade l [7] . 
Although the Eagon-Northcott complex gives the minimal free resolution of R/L
s , the maps in the resolution may not be degree preserving and hence we can not use this resolution to compute the graded Betti numbers except under extra hypotheses on the degrees of the z i 's. However we can use the EagonNorthcott complex to determine the ranks of the modules in the resolution. This allows us to compute the numbers of generators for the syzygy modules [10] .
Corollary 2.2 With the hypothesis as in the previous theorem, let
be the minimal free resolution of L s given by the Eagon-Northcott complex. Then
] be a polynomial ring over a field k and K a homogeneous Gorenstein ideal of grade 3. It is well known that BuchsbaumEisenbud's structure theorem for Gorenstein ideals of grade 3 is true for the polynomial ring R. Now we describe the Hilbert function of k-algebra R/K. Since graded polynomial rings behave just like local rings for the purpose of free resolutions, we may use the explicit description of a free resolution for R/K to give the Hilbert function of R/K. Since K is homogeneous, we may write a minimal free resolution of R/K as in the proof of the structure theorem in the form
where every p i and q i are nonnegative integers and h and l are homogeneous, i.e., they are degree preserving. Let h i and l ij be the entries of matrices h and l. Then we have
If we define r i = p i − q i and use the fact that l i is a certain pfaffian of l, then we get
It follows that the numbers r i are either all even or all odd. Using Hilbert's original method of computing Hilbert functions [12] , we get the following theorem. is the binomial coefficient which we take to be 0 if a < b.
Proposition 2.3 With the notation above, we have
In section 5, we use this method to give the Hilbert function of R/I s . Throughout this paper, we use the lexicographic order on the set G = {z 
3
The reduced cipower matrices of grade 3
We introduce the cipower matrix of grade 3 induced by Z and s. In order to describe this matrix, we need a lemma.
Lemma 3.1 Let k be a nonnegative integer with
We observe that if k > 0 and k = k + 1, then
Thus we have the desired result.
(2) (a) This is a consequence of the part (1) .
, we have
We use Lemma 3.1 to introduce the cipower matrix of grade 3 induced by Z and s. 
Then f is the cipower matrix of grade 3 induced by Z and s = 2. Since s = 2, p(2) = 6, q(2) = 9, and The following theorem characterizes the cipower matrix of grade 3 induced by Z and s. 
Then there exist exactly n 3 (s) = We can see from Definition 3.2 that S i (f) has exactly three nonzero rows i, i + k + 1, i + k + 2 which form Z in (2.1). We divide the entries in f 1 into the following sets:
Hence if A is a 1 × 3 matrix whose entries are equal to three elements in each types, then AZ = 0. Thus we have f 1 S i (f) = 0. We note that c 2 (S 2 (f)) is the 5th column of f and c 3 (S 3 (f)) is the 9th column of f. Hence it follows from (a), (b), and (c) that
, and N(2) = {4, 5, 6}. In the similar way of the case of s = 2, The olumns k of f satisfying (3.1) are 5, 11, 14:
Hence n 3 (3) = 3. We divide these three columns into two sets: A 2 = {5}, A 3 = {11, 14}. Continuing this way, we get the following result: Let α be a positive integer and m α : Z + → Z 0 a numerical function given by
Then the following sets A 2 , A 3 , · · · , A s of the columns k of f satisfying (3.1) are given by
Remark 3. 5 We can consider n 3 in the part (3) of Theorem 3.4 as a numerical function n 3 :
We will see that n 3 (s) is closely related to the Betti numbers for I s .
Let (k, i, j) be a triple of positive integers satisfying (3.1). The values of the i's corresponding to those of the k's are determined as follow. Let α be a positive integer and o
Then the sets B 2 , B 3 , · · · , B s corresponding to the A i 's in (3.3) are given by
Let m α be a function defined in (3.2). Similarly, we can determine the values of the j's corresponding to those of the k's. The sets C 2 , C 3 , · · · , C s corresponding to the A i 's are given by
Now we introduce the cipower matrix of grade 3 induced by z and s. For example, if s = 2, then the following 9 × 3 matrix g illustrates Definition 3.6,
Now we need a lemma. Proof. (1) It follows from a fact that Zz T = 0. (2) By Definition 3.6, every row of g has exactly one nonzero entry. If (k, i, j) is a triple of positive integers satisfying (3.1), then it follows from (3.3) that k = 3n + 2 for an integer n. Now we introduce two reduced cipower matrices f and g of grade 3 induced by Z and s and by z and s, respectively. In the next section, we use these matrices to construct the minimal free resolution F of R/I s . 
Definition 3.8 If
(2) g is said to be the reduced cipower matrix of grade 3 induced by z and s if g is a (q(s) − n 3 (s)) × p(s − 1) submatrix of g satisfying the following two conditions: 
The following example illustrates Definition 3.8.
Example 3.9 Let s = 2. Then q(s) = 9, p(s) = 6. Let f be a 6 × 9 cipower matrix of grade 3 induced by Z and s (see Example 3.3) and g a 9 × 6 cipower matrix of grade 3 induced by z and s (see (3.6)). We know from (3.3), (3.4), and (3.5) that (5, 1, 9) satisfies (3.1). So the reduced cipower matrix f of grade 3 induced by Z and s is obtained by deleting the 5th column from f, i.e.,
Observe that the nonzero entry z 2 in the 5th row of g is contained in the second column of g(see (3.6) ). So the reduced cipower matrix g of grade 3 induced by z and s is obtained by replacing zeros on the first and 9th positions of the second column of g with the −z 2 's and by deleting the 5th row of g, i.e.,
It follows from the definition of g that every column of g has either three nonzero entries z 1 , z 2 , z 3 or four nonzero entries −z 2 , z 1 , z 3 , −z 2 . We use the following theorem in proving that the complex F in (4.1) is exact in the next section. 
Proof. Let (k, i, j) be a triple of positive integers satisfying (3.1). Let n(i), n(j), and n(k) be the numbers of elements in three sets
Then it follows from the parts (a) and (b) of Definition 3.8 that (4, 9, 10, 12) , (6, 11, 12, 15 ).
We also set T 3 = {(4, 9, 10, 12), (6, 11, 12 , 15)}.
Continuing this way, we get the following result from (3.3), (3.4), and (3.5):
Let α be a positive integer. We define e α : Z + → Z 0 to be a numerical function given by
Let a i , b i , c i , and d i be nonnegative integers defined by
With these notations, we have (4, 9, 10, 12) , (6, 11, 12 , 15)}, T 4 = {(9, 16, 17, 19), (11, 18, 19, 21) , (13, 20, 21, 24 Let T i be a set defined in (3.7) and (a,
We get the following from (3.8): (8, 9) , (5, 8) , (6, 9)}}, T 4 = {{ (7, 8) , (11, 12) , (7, 11) , (8, 12)}, {(8, 9), (12, 13), (8, 12) , (9, 13)}, {(9, 10), (13, 14) , (9, 13), (10, 14)}}, · · · ,
It follows from (3.9) that ( f la , f l b , f lc , f l d ) falls into one of the following five cases:
Resolution of R/I s
We use the reduced cipower matrices f and g of grade 3 to construct the minimal free resolution of R/I s . 
Theorem 4.1 Let
is a minimal free resolution of R/I s , where p, q, and r are the functions defined in Definition 3.2 and Definition 3.6, and n 3 (s) is the integer defined in the part (3) of Theorem 3.4.
The following lemma shows that F in (4.1) is a complex.
Lemma 4.2 With the notation as in
Proof. For s = 1, it is easy. Now we prove that the conditions (1) and (2) 
This follows from Theorem 3.10.
We need two lemmas to prove that F in (4.1) is exact.
Lemma 4.3 Let p, q, and r be functions defined in Definition 3.2 and Definition 3.6. Let n 3 (s) be the integer defined in the part (3) of Theorem 3.4. Then r(t) = q(t) − n 3 (t) − p(t) + 1 for a positive integer t ≥ 1.
Proof. From Definition 3.2 and Definition 3.6 we have
We note that n 3 (t) = s has grade 3. For s = 1, it is easy to show that the complex F in (4.1) is exact. For s ≥ 2, now we prove that F in (4.1) is exact. We fixed f 2 = f and f 3 = g in (4.1). It follows from Lemma 4.2 that F in (4.1) is a complex. To show that F is exact, we use Buchsbaum-Eisenbud's acyclicity criterion [3] . First we show that rank f 1 = 1, rank f 2 = p(s) − 1, and rank f 3 = q(s) − n 3 (s) − p(s) + 1. Clearly, rank f 1 = 1. We want to show that rank f 2 
Multiplying both sides on the equation E T f T 1 = 0 by the adjoint of E T , we can see det E T = det E = 0. This is true because z 1 , z 2 , z 3 is a regular sequence. We observe that the nonzero entries of the first row of f are z 3 and −z 2 . Let V 1 be a submatrix of f obtained by deleting the first row of f and the columns of f containing two nonzero entries −z 3 and z 2 . We observe that if c h ( f) is the hth column of f containing nonzero entries −z 3 and z 2 , then h ∈ ∪ s i=2 A i , where A i is the set defined in (3.3) . Hence it follows from the definitions of f and f that the number of the columns of = 0. We observe that the nonzero entries of the last row of f are z 2 and −z 1 . Let V 3 be a submatrix of f obtained by deleting the last row and the columns of f containing two nonzero entries −z 2 and z 1 . In the similar way of the case of V 1 , the number of the columns of V 3 is equal to p(s) − 1 and we can show that det V 3 = z p(s)−1 3 = 0. Hence rank f 2 = p(s) − 1. Now we want to show that rank f 3 = q(s) − n 3 (s) − p(s) + 1. By Lemma 4.3, it is sufficient to show that rank f 3 = r(s). Let W 1 be a submatrix of g obtained by deleting the rows of g which don't contain an entry z 1 . Then by the definitions of g and g, the number of the rows of W 1 is equal to q(s) − n 3 (s) − 2p(s − 1) + n 3 (s). Clearly, we have
So W 1 is an r(s)×r(s) submatrix of g. Then we see from the definition of g and g that the only nonzero entry of any column of W 1 is z 1 and that the positions of z 1 in the columns of W 1 are all distinct. Hence it follows from the definition of g that det W 1 = z r(s) 1 = 0. Now we observe from the definition of g that g has the rows which contain either exactly one nonzero entry z 1 or exactly two nonzero entries −z 2 and z 3 , or exactly one nonzero entry z 3 . Let W 2 be a submatrix obtained by deleting the rows of g mentioned in this observation.
Then in the similar way of the case of W 1 , the number of the rows of W 2 is equal to r(s). So W 2 is an r(s) × r(s) submatrix of g. By the definitions of g and W 2 , the positions of z 2 in the columns of W 2 are all distinct, and the row of W 2 containing nonzero entry −z 2 also contain z 1 . Since the number of the nonzero entries in each row of g is less than or equal to 2, it follows that det W 2 = z r(s) 2 = 0. Let W 3 be an r(s)×r(s) submatrix of g obtained by deleting the rows of g which do not contain an entry z 3 . In the similar way of the case of W 1 , we can show that det W 3 = z r(t) 3 = 0. Hence rank f 3 = r(s). Thus the first part of Buchsbaum-Eisenbud's acyclicity criterion is satisfied. We have shown
, and z
, and I r(s)
and I r(s) (f 3 ) have depth 3. Thus the second part of Buchsbaum-Eisenbud's acyclicity criterion is satisfied. Since z 1 , z 2 , and z 3 ∈ m, all entries of f 1 , f 2 , and f 3 are contained in the maximal ideal m. Hence F in (4.1) is minimal.
From Theorem 4.1, we can see how p(s) and n 3 (s) determine the Betti numbers for I s . In order to describe the w i 's, we define three numerical functions for a positive integer α: φ α : Z + → Z 0 given by
Proposition 4.5 Let p and q be the functions defined in Definition 3.2, and n 3 (s) the integer defined in the part
2)
and ψ α : Z + → Z 0 given by 
, then for some positive integer l,
, then for some positive integers i and j, 
For s = 3, the same argument gives us the following: 
Similarly, we have D 3 (−z 3 , z 2 ) = { (7, 8) , (8, 9) , (9, 10)}. Continuing this way, we get the following result: Let φ α : Z + → Z + be a numerical function defined by
Let k l = φ 2 (l). Then we can see from (5.8) and (5,9) that for each l,
(5.9) and (5.10) show that
we have a pair (h 1 , h 2 ) which represents the positions of −z 3 and z 2 in c h ( f). Let (h 1 , h 2 ) be the ith element in D l (−z 3 , z 2 ). From (5.10) we have 
This completes the proof for case (a). Secondly, we want to show the case (b). For each h ∈ E, we investigate the positions of z 3 and −z 1 in the hth column of f. In the similar way of the case (a), we get following from (5.8) and (5.9):
(5.12)
We set E( h 2 ) be a pair of the positions of z 3 and −z 1 in c h ( f ). In the similar way of the case (a), from (5.12) we have
As shown in the case (a), if c h ( f ) belongs to case (2), then from (5.8) and (5.13), the degree w h of the hth minimal generators for the first syzygy module of
Finally, we want to show the case (c). For a positive integer α, we define ψ α : Z + → Z + to be a numerical function given by
(5.14)
For each h ∈ F, we investigate the positions of −z 2 and z 1 in c h ( f ). In he same way of the case (a), we get the following from (5.8) and (5.14): for each l, Now we want to prove the case (e). Let h ∈Ā C and X h = {c ∈Ā|c < h}. Let n(h) be the number of elements in a set X h . Let (e 1 , e 2 , e 3 ) be a triple of positions of three nonzero entries z 1 , z 2 , and z 3 in c h ( g). Then we know from the definitions of g and g that e 1 = 3h− 2− n(h), e 2 = 3h− 1− n(h), and e 3 = 3h−n(h). In the same way of the case 
Using Hilbert's original method of computing Hilbert functions [12] , we get the following theorem.
