We study equivalence relations and II1 factors associated with (quotients of) generalized Bernoulli actions of Kazhdan groups. Specific families of these actions are entirely classified up to isomorphism of II1 factors. This yields explicit computations of outer automorphism and fundamental groups. In particular, every finitely presented group is concretely realized as the outer automorphism group of a continuous family of non stably isomorphic II1 factors.
Introduction
Given a measure preserving action of a countable group G on the probability space (X, µ), Murray and von Neumann introduced the group measure space construction (or crossed product) denoted by L ∞ (X, µ) ⋊ G, which is a von Neumann algebra acting on the Hilbert space ℓ 2 (G, L 2 (X, µ)). We are interested in three types of equivalences between actions G (X, µ) and Γ (Y, η), defined as follows.
a different type, e.g. showing that the free groups F n do not admit orbit equivalent essentially free ergodic actions for different values of n, see [17, 18] .
Using operator algebra techniques, the first author proved in [33] a cocycle superrigidity theorem for malleable actions of w-rigid groups (e) , deducing as well orbit equivalence superrigidity for these actions. This general theorem, that applies to all generalized Bernoulli actions, is crucial in this paper.
In the first part of the paper, we deal with orbit equivalence rigidity theorems for quotients of generalized Bernoulli actions given by G (X, µ) := I (X 0 , µ 0 ) /K
and constructed from the following data: a w-rigid group G acting on a countable set I and a compact group K acting on the probability space (X 0 , µ 0 ). In the construction, we make act K diagonally on I (X 0 , µ 0 ) and take the quotient. It is shown that these quotients of generalized Bernoulli actions are orbitally rigid: if G (X, µ) is orbit equivalent with an arbitrary essentially free action, both actions are 'conjugate modulo finite groups'. Moreover, under good conditions, the complete data of G I and K (X 0 , µ 0 ) can be recovered from the equivalence relation given by G-orbits yielding a complete classification up to orbit equivalence of certain families of actions of the form (1) . In particular, if G runs through the w-rigid groups without finite normal subgroups and if K runs through the non-trivial compact second countable groups, the actions G G (K, Haar) /K are all non stably orbit equivalent. As such, every w-rigid group admits this explicit continuous family of non stably orbit equivalent actions (cf. [24, 36] ).
Self orbit equivalences yield, modulo the trivial ones, the outer automorphism group of a type II 1 equivalence relation. The computation of the outer automorphism group of a concrete equivalence relation, is usually a hard problem. The first actual computations, based on Zimmer's work [44] , were done by Gefter [19, 20] , who obtained the first equivalence relations without outer automorphisms. A systematic treatment, including many concrete computations, has been given by Furman [14] . Other examples of equivalence relations without outer automorphisms have been constructed by Monod and Shalom [30] and by Ioana, Peterson and the first author in [26] . In this paper, we obtain many concrete computations of outer automorphism groups, yielding the following quite easy example of a continuous family of non stably orbit equivalent actions without outer automorphisms. The equivalence relation given by the orbits of (Z n ⋊ GL(n, Z))
has outer automorphism group given by Aut(X 0 , µ 0 ), which is trivial when µ 0 is atomic with different weights. Moreover, the equivalence relation remembers the probability space (X 0 , µ 0 ) (i.e. the list of weights of the atoms and the weight of the continuous part). The same techniques yield continuous families of non stably isomorphic type II 1 equivalence relations R with Out R any prescribed countable group.
Von Neumann equivalence rigidity
The first rigidity phenomena in von Neumann algebra theory were discovered by Connes in [3] . He showed that whenever Γ is a property (T) group with infinite conjugacy classes (ICC), the group von Neumann algebra L(Γ) has countable outer automorphism group and countable fundamental group. Without being exhaustive, we cite the following von Neumann rigidity results obtained during the last 25 years: [3, 4, 6, 7, 8, 22, 37, 38, 40] .
The first von Neumann strong rigidity theorem, deducing conjugacy of actions out of their von Neumann equivalence, was recently obtained by the first author [34, 35] , who proved that von Neumann equivalence of an essentially free action of a w-rigid group on the one hand and the Bernoulli action of an ICC group on the other hand, entails conjugacy of the actions through an isomorphism of the groups. In particular, if (e) A countable group is said to be w-rigid if it admits an infinite normal subgroup with the relative property (T).
Z ≀ G := Z (G) ⋊ G denotes the wreath product, the II 1 factors L(Z ≀ G) are non-isomorphic for non-isomorphic w-rigid ICC groups G. This was the first result embedding a large class of groups 'injectively' into the category of II 1 factors. It proves a relative version of Connes's conjecture [5] that the isomorphism of L(Γ) and L(G) implies (virtual) isomorphism of Γ and G whenever Γ is a property (T) ICC group.
In the second part of the paper, we prove a von Neumann rigidity theorem for generalized Bernoulli actions of the form G G/G0
where G is a w-rigid ICC group and where G 0 ⊂ G is a 'very non-normal' subgroup. In fact, under good conditions, the crossed product von Neumann algebra remembers all the data: the inclusion G 0 ⊂ G and the probability space (X 0 , µ 0 ). This allows to fully classify certain families of generalized Bernoulli actions up to von Neumann equivalence.
We also compute the outer automorphism groups of II 1 factors associated with certain actions of the form (2) . Note that the first author's von Neumann strong rigidity theorem [35] for Bernoulli actions G (X, µ) := G (X 0 , µ 0 ) allows to describe the outer automorphism group of the crossed product in terms of the normalizer of G ⊂ Aut(X, µ) (which contains the measure space automorphisms of (X, µ) that commute with the Bernoulli action). But the actual computation of such normalizers for Bernoulli actions remained open. For actions of the form (2) and G 0 ⊂ G sufficiently non-normal, the normalizer of G ⊂ Aut(X, µ) can be computed. This leads to continuous families of non stably isomorphic II 1 factors M such that Out M is any prescribed group of finite presentation and we strongly believe that the same method permits in fact to get any countable grou. In particular, we get concrete continuous families of II 1 factors M with trivial outer automorphism group and trivial fundamental group, as follows: let G = Z 4 ⋊ SL(4, Z), with subgroup G 0 consisting of the elements ±A n , n ∈ Z, where A ∈ SL(4, Z) is given by 
If G (X, µ) is given by (2) , the outer automorphism group of M := L ∞ (X, µ) ⋊ G is given by Aut(X 0 , µ 0 ), which is trivial when µ 0 is atomic with different weights. Also, M remembers (X 0 , µ 0 ). We mention here that the first examples of II 1 factors M with Out M trivial, were given by Ioana, Peterson and the first author in [26] . The construction in [26] uses the Baire category theorem, yielding an existence theorem.
Adding scalar 2-cocycles, we also obtain continuous families of II 1 factors M with trivial fundamental group, trivial Out M and with M ∼ = M op . The first II 1 factors not anti-isomorphic to themselves were constructed by Connes in [6] , distinguishing M and M op using his χ(M )-invariant. These examples however have fundamental group R
Organization of the paper
In the first section, we introduce some terminology and give the statements of our main theorems. In Section 2, we deal with notations and a few generalities, while in Section 3 the cocycle superrigidity theorem of [33] is recalled. Our orbit equivalence rigidity and classification results are proved in Sections 4 and 5. We show the von Neumann strong rigidity theorem for generalized Bernoulli actions in Section 6. The final Section 7 is devoted to concrete computations of outer automorphism groups of equivalence relations and II 1 factors.
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Statement of the main results
Let G be a countable group acting on the standard probability space (X, µ) in a measure preserving way. The action G (X, µ) is said to be (essentially) free if almost every x ∈ X has a trivial stabilizer and is said to be ergodic if a measurable G-invariant subset has measure 0 or 1.
Associated with G
(X, µ) are the equivalence relation R given by G-orbits and the crossed product von
and generated by a copy of L ∞ (X, µ) as well as a copy of Γ acting as follows:
A type II 1 equivalence relation R is an ergodic equivalence relation on a standard non-atomic probability space (X, µ) with countable equivalence classes preserving the probability measure µ. A type II 1 factor is an infinite dimensional von Neumann algebra with trivial center that admits a normal tracial state. If G (X, µ) is essentially free and ergodic (and if G is infinite, i.e. µ non-atomic), the associated equivalence relation and the associated crossed product von Neumann algebra are of type II 1 .
Actions G (X, µ) and Γ (Y, η) are said to be orbit equivalent if their associated equivalence relations R G and R Γ are isomorphic. They are said to be von Neumann equivalent if the associated crossed products are isomorphic. Note that two such actions are orbit equivalent if and only if there exists an isomorphism π :
If R is a type II 1 equivalence relation, the amplification R t is well defined, up to isomorphism, for all t > 0. If 0 < t ≤ 1, one defines R t as the restriction of R to a set of measure t. The fundamental group F (R) of the type II 1 equivalence relation R is defined as the group of t > 0 such that R t is isomorphic with R. Two essentially free ergodic actions are said to be stably orbit equivalent if the associated equivalence relations admit isomorphic amplifications.
In the same way, the amplification M t of a II 1 factor M is defined for every t > 0 and the fundamental group F (M ) is defined as the group of t > 0 such that M ∼ = M t .
We denote by Aut(X, µ) the group of measure space isomorphisms of (X, µ) preserving the measure µ, where we identify transformations equal almost everywhere. Then, Aut(X, µ) is canonically isomorphic with the group of trace preserving automorphisms of L ∞ (X, µ).
If R is a type II 1 equivalence relation on (X, µ), the group Aut R is defined as the group of ∆ ∈ Aut(X, µ) satisfying (∆(x), ∆(y)) ∈ R for almost all (x, y) ∈ R. The inner automorphism group Inn R, also called full group of R, consists of ∆ ∈ Aut(X, µ) such that (x, ∆(x)) ∈ R for almost all x ∈ X. The outer automorphism group of R is denoted by Out R and defined as the quotient Aut R/ Inn R.
If M is a II 1 factor, we denote by Inn M the group of automorphisms of M of the form Ad u for some unitary u ∈ M . These are called inner automorphisms and the quotient Aut M/ Inn M is called the outer automorphism group of the II 1 factor M .
Orbit equivalence rigidity
Definition 1.1. Consider a countable group G acting on a countable set I. Let (X 0 , µ 0 ) be a non-trivial standard probability space. The (G I)-Bernoulli action with base (X 0 , µ 0 ) is defined as
We always assume that G I is sufficiently free: if g = e, there are infinitely many i ∈ I with g · i = i.
Suppose now that K is a second countable compact group acting on the base space (X 0 , µ 0 ), preserving the probability measure µ 0 . Consider (X, µ) = i∈I (X 0 , µ 0 ) with the diagonal action K (X, µ) .
, where the latter consists of K-invariant elements of L ∞ (X).
Let G I and consider the generalized Bernoulli action G (X, µ). This action obviously commutes with the action of K and we consider the action G X K of G on the quotient space X K .
The following is an orbit superrigidity theorem for quotients of generalized Bernoulli actions. It is a corollary to Theorem 4.1 proven below. We now specify to actions G I, where I is the coset space G/G 0 for a subgroup G 0 ⊂ G. Under the right conditions, the (quotients of) (G G/G 0 )-Bernoulli actions can be completely classified. In particular, the outer automorphism groups of the associated equivalence relations can be computed. The 'good' conditions on G 0 ⊂ G are gathered in the following definition.
Definition 1.4 (Condition B)
. We say that G 0 ⊂ G satisfies condition B if the following holds.
• G 0 is an infinite subgroup of the countable group G and G does not have finite normal subgroups.
• For all g ∈ G with g ∈ G 0 , the subgroup gG 0 g −1 ∩ G 0 has infinite index in G 0 . In words: the quasi-normalizer of G 0 in G equals G 0 .
• Every g = e moves infinitely many cosets x ∈ G/G 0 .
• G admits an infinite normal subgroup H with the relative property (T). Moreover, the subgroup H ∩G 0 has infinite index in H.
quotient of the generalized Bernoulli action given by
) the equivalence relation given by the G-orbits. Suppose that G 0 ⊂ G satisfies condition B and that K → Aut(X 0 , µ 0 ) is injective.
Any essentially free action that is orbit equivalent with
where Hom(G/G 0 → Z(K)) denotes the group of homomorphisms from G to the center of K that are constantly e on G 0 and where Aut * (K X 0 ) denotes the group of measure space automorphisms of (X 0 , µ 0 ) that normalize K ⊂ Aut(X 0 , µ 0 ).
3.
If also Γ 0 ⊂ Γ satisfies condition B, the following are equivalent.
• The actions σ(
• We have
So, the equivalence relation R(G 0 ⊂ G, K (X 0 , µ 0 )) remembers all the ingredients: the inclusion G 0 ⊂ G and the action K (X 0 , µ 0 ).
We get the following examples of equivalence relations with trivial outer automorphism groups (see Subsection 7.3 for details).
Example 1.6. Consider G := Z n ⋊ GL(n, Z) acting on Z n by (x, g) · y = x + g · y and let R(X 0 , µ 0 ) be the equivalence relation given by the orbits of
Then, Out(R(X 0 , µ 0 )) = Aut(X 0 , µ 0 ), which is trivial when µ 0 is atomic with distinct weights. Also, R(X 0 , µ 0 ) and R(Y 0 , η 0 ) are stably isomorphic if and only if the probability spaces (X 0 , µ 0 ) and (Y 0 , µ 0 ) are isomorphic.
In Subsection 7.2 lots of examples of G 0 ⊂ G satisfying condition B are constructed. In Theorem 7.11, this yields, for any countable group Q and any second countable compact group K, continuous families of type II 1 equivalence relations R with Out(R) ∼ = Q × Aut(K).
Strong rigidity for von Neumann algebras
We also prove a von Neumann algebraic version of Theorem 1.5, but this is much harder. We provide explicit continuous families of II 1 factors with trivial outer automorphism group and trivial fundamental group. We provide quite large families of II 1 factors with entirely computable outer automorphism groups. In particular, in Theorem 7.12, we obtain for any group Q of finite presentation, a continuous family of II 1 factors M with Out M ∼ = Q. Using twisted crossed products by a scalar 2-cocycle, we obtain continuous families of II 1 factors M that are not anti-isomorphic to themselves, that have Out M trivial and trivial fundamental group (see Theorem 7.14).
In order to prove a von Neumann algebraic version of Theorem 1.5, one has to strengthen condition B (Def. 1.4). A rude way consists in looking at the following type of groups. • G 0 is an infinite subgroup of the infinite conjugacy class group G.
• G admits an infinite normal subgroup with the property (T) of Kazhdan (not the relative property (T) !).
• For all g ∈ G with g ∈ G 0 , the group gG 0 g −1 ∩ G 0 is finite.
• G 0 has the Haagerup property.
Note that a subgroup
, is called almost malnormal. Replacing finite by trivial, one gets the definition of a malnormal subgroup.
The following statement is vague, but applies as such under condition D. In Subsection 7.4, other large families of groups G 0 ⊂ G satisfying the needed conditions are presented.
is a * -isomorphism, then t = 1 and there exists
• a character ω ∈ Char(G);
The previous theorem can be generalized in two directions: first of all, the same result holds for generalized Bernoulli actions with non-commutative base, i.e. replacing systematically L ∞ (X 0 , µ 0 ) by the hyperfinite II 1 factor or by the matrix algebra M n (C), see Theorem 6.3. Secondly, a version of the previous theorem holds for crossed products twisted by a scalar 2-cocycle, see Theorems 6.11 and 7.14.
We obtain the following explicit examples of II 1 factors with trivial outer automorphism group (see Subsection 7.4 for details and further computations). Example 1.9. Set G = Z 4 ⋊ SL(4, Z) and let A ∈ SL(4, Z) be the matrix given by (3) above. Let G 0 be the subgroup of G given by the elements ±A n , n ∈ Z. Then, G 0 ⊂ G satisfies condition D, Aut(G 0 ⊂ G) = {id} and Char G is trivial. Whenever (X 0 , µ 0 ) is an atomic probability space, the II 1 factor
has trivial outer automorphism group and trivial fundamental group. Moreover, they are non-stably isomorphic for different atomic probability spaces (X 0 , µ 0 ).
Conventions
Throughout the paper, all actions G (X, µ) and all measure space isomorphisms are assumed to be measure preserving. All groups are supposed to be second countable.
Generalized Bernoulli actions and their quotients
We gather several either easy, either well known results on generalized Bernoulli actions and their quotients. Recall the following definition.
Definition 2.1. The probability measure preserving action G (X, µ) is said to be weakly mixing if one of the following equivalent conditions is satisfied.
• The diagonal action G (X × X, µ × µ) is ergodic.
• The diagonal action G (X × Y, µ × η) is ergodic for all ergodic G (Y, η).
• The constant functions form the only finite-dimensional G-invariant subspace of L 2 (X, µ).
• For every finite subset F ⊂ L ∞ (X, µ), there exists a sequence g n in G such that
is essentially free if and only if every g = e moves at least one element of I. If (X 0 , µ 0 ) has atoms, the action G (X, µ) is essentially free if and only if every g = e moves infinitely many elements of I. For that reason, we agree on the following convention.
Convention 2.2. Whenever a countable group G acts on the countable set I, we make the following freeness assumption: for every g = e, there exist infinitely many i ∈ I satisfying g · i = i. In the same run, the group G and the set I are implicitly assumed to be infinite. 
Every orbit of
The non-trivial implication is 1 ⇒ 2, which is a consequence of the following folklore lemma.
Lemma 2.4. Let a group G act on a set I. Then, the following conditions are equivalent.
• Every orbit of G I is infinite.
• G I is weakly mixing: for every A, B ⊂ I finite, there exists g ∈ G satisfying
Proof. Suppose that A, B ⊂ I are finite and g · A ∩ B = ∅ for all g ∈ G. We have to prove that G I admits a finite orbit. Denote by χ A and χ B the indicator functions of A and B and consider them as vectors in ℓ 2 (I). Consider the obvious unitary representation of G on ℓ 2 (I) given by π(g)δ i = δ g·i . Let ξ ∈ ℓ 2 (I) be the unique element of minimal norm in the closed convex hull of {π(g)χ A | g ∈ G}. For every g ∈ G, we have
It follows that ξ, χ B ≥ 1 and hence, ξ = 0. By uniqueness of ξ, we have π(g)ξ = ξ for all g ∈ G, i.e. ξ(g · i) = ξ(i) for all g ∈ G, i ∈ I. Taking ε > 0 small enough,
is non-empty, G-invariant and finite because ξ ∈ ℓ 2 (I).
We end this section with a few observations about quotients of generalized Bernoulli actions. So, suppose that a compact second countable group K acts on (X 0 , µ 0 ) and let G (X, µ) be the (G I)-generalized Bernoulli action. Consider as above the action G X K on the quotient of X by K acting diagonally on (X, µ).
We first observe that G X K is essentially free when G I satisfies the freeness convention 2.2. Indeed, let g = e and take I 1 ⊂ I infinite such that (g · I 1 ) ∩ I 1 = ∅. Set I 2 = g · I 1 . We then consider the projection map
where
Every element x ∈ X K fixed by g is mapped to a diagonal element of the form (y, g · y) and the diagonal is of measure zero because X K 1 has no atoms. The diagonal infinite product action of a compact group action satisfies an essential freeness property, which is again a folklore result. We use the following terminology: an action K (X 0 , µ 0 ) is said to be faithful if acting by k = e is not almost everywhere the identity transformation. This means that the homomorphism K → Aut(X 0 , µ 0 ) is injective. If this is not the case, we can of course pass to the quotient.
Lemma 2.5. Let K be a compact second countable group. Let (X 0 , µ 0 ) be a non-trivial standard probability space and
diagonally for some countably infinite set I. The action K (X, µ) is essentially free in the sense that there exists a measurable map u :
Sketch of proof. It suffices to prove that there exists a subset W ⊂ X of measure zero such that whenever x ∈ X has a non-trivial stabilizer, then x ∈ W . To prove this, it suffices to show that for every k = e in K, there exists a neighborhood U of k in K and a subset W ⊂ X of measure zero such that every element x ∈ X stabilized by an element of U is contained in W .
Let k = e in K. Since K acts faithfully on (X 0 , µ 0 ), we can find a neighborhood U of k in K and a non-
is a set of measure zero with the required properties.
The cocycle superrigidity theorem
We recall the cocycle superrigidity theorem due to the first author [33] . We formulate it here for generalized Bernoulli actions, but it holds more generally for malleable actions, see [33] for details. Definition 3.1. A Polish group G is said to be of finite type if G can be realized as a closed subgroup of the unitary group of a finite von Neumann algebra (with separable predual).
The following groups are of finite type: countable discrete groups, compact second countable groups and their direct products. These are the cases that are needed in this paper.
Recall that, given an action G (X, µ), a 1-cocycle with values in a Polish group G is a measurable map
Two 1-cocycles ω 1 and ω 2 are said to be cohomologous if there exists a measurable map ϕ : X → G satisfying
almost everywhere.
Note that 1-cocycles not depending on the space variable, precisely are homomorphisms G → G.
The importance of 1-cocycles in orbit equivalence theory, stems from the following crucial observation of Zimmer. If ∆ : X → Y is an orbit equivalence between essentially free actions G (X, µ) and Γ (Y, η), the equation ∆(g · x) = ω(g, x) · ∆(x) almost everywhere, defines a 1-cocycle ω for the action G (X, µ) with values in Γ. We call ω the Zimmer 1-cocycle associated with the orbit equivalence ∆.
Theorem 3.2 (Cocycle superrigidity theorem [33]). Let G be a countable group with an infinite normal subgroup H with the relative property (T). Let G (X, µ) be a generalized Bernoulli action and suppose that its restriction to H is weakly mixing.
Every 1-cocycle for G (X, µ) with values in a Polish group of finite type G is cohomologous to a homomorphism G → G.
The cocycle superrigidity theorem yields orbital superrigidity of generalized Bernoulli actions, see [33] . In the next section, we show that the cocycle superrigidity theorem can be used as well to prove orbital superrigidity for quotients of generalized Bernoulli actions by compact groups. In certain cases, we completely classify these families of quotients of generalized Bernoulli actions. Note that these quotients of Bernoulli actions do not satisfy the cocycle superrigidity theorem, but their 1-cocycles can be completely described (see Lemma 5.3).
4 Superrigidity for quotients of generalized Bernoulli actions Theorem 1.3 stated above, is a corollary to the following more precise statement. 
2. a homomorphism θ : G × K 0 → Γ with image of finite index in Γ and with finite kernel trivially intersecting K 0 ;
a conjugation of Γ-actions
such that ∆ • π is the canonical stable orbit equivalence. In particular, the compression constant of π is given by
Proof. One can give a proof along the lines of 5.11 in [33] , using a purely von Neumann algebraic framework. Instead, we use an approach similar to 4.7 in [42] , using the measure theoretic framework developed in [16] , Theorem 3.3.
Extend π to an orbit preserving measurable map p :
Consider the (infinite) measure space X K × Γ with the measure preserving action of G × Γ given by
It follows from Theorem 3.3 in [16] that the G-action on X K × Γ admits a fundamental domain of finite measure and that the actions Γ Y and Γ G\(X K × Γ) are conjugate.
From now on, write x → x for the quotient map X → X K . Denote the action of k ∈ K on x ∈ X as x · k. By our assumption, there exists a measurable map w : X → Γ and a homomorphism θ 1 : G → Γ such that
almost everywhere. Weak mixing implies that F takes constantly the value s ∈ Γ with s centralizing θ 1 (G). Denote s = θ 2 (k). We have found a continuous homomorphism θ 2 : K → Γ satisfying
almost everywhere. Moreover, θ 1 (G) and θ 2 (K) commute.
Set K 1 = Ker θ 2 . By compactness, K 0 := K/K 1 is finite and we write θ :
Observe that the essential freeness of G X K together with (5), yields the essential freeness of (G × K 0 ) X K1 . Consider the commuting actions of G × K 0 and Γ on X K1 × Γ given by
Let ψ : X K1 × Γ → X K × Γ be the quotient map in the first variable. It follows that the action of G × K 0 on X K1 × Γ admits a fundamental domain of finite measure and that ψ yields a conjugacy of the actions
Finally, we have w : X K1 → Γ and the map (x, s) → (x, w(x) −1 s) conjugates the actions in (6) with the actions given by
Since we know that this action of G×K 0 admits a fundamental domain of finite measure, Ker θ must be finite and Im θ of finite index. Moreover, the action Γ
The preceding paragraphs then yield that the latter is conjugate to the action Γ Y . Hence, we are done.
Corollary 4.2. Under the conditions of the previous theorem, if G does not have finite normal subgroups, any essentially free ergodic action that is orbit equivalent with G X
K is conjugate to the latter.
Classification results and computations of Out
By Theorem 4.1, stable orbit equivalences between quotients of generalized Bernoulli actions of weakly rigid groups are reduced to conjugations of these actions. In this section, we prove that under condition B (Def. 1.4), such conjugation necessarily has a very specific form. In that way, we prove Theorem 1.5 stated above.
Definition 5.1. Let G (X, µ) and Γ (Y, η). A δ-conjugation of these actions consists of a measure space isomorphism ∆ : X → Y and a group isomorphism δ : G → Γ satisfying
We denote by Aut * (G X) the group of all measure space isomorphisms ∆ : X → X for which there exists a δ such that ∆ is a δ-conjugation.
We use as well the terminology of δ-conjugations for groups acting on sets.
The proof of Theorem 1.5 consists of two steps. In Lemma 5.2, we show that a conjugation of quotient actions comes essentially from a conjugation of the original actions. Next, it is shown that, under condition B (Def. 1.4), a conjugation of generalized Bernoulli actions comes from an isomorphism between the base spaces and a reshuffling of the index set.
Suppose moreover that
• the actions G (X, µ) and Γ (Y, η) are weakly mixing and satisfy the conclusion of the cocycle superrigidity theorem 3.2;
Proof. Let u : X → K be a K-equivariant map. We define the 'universal' 1-cocycle ω G for the action
By Lemma 5.3 following this proof, every 1-cocycle for G X K with values in a finite type Polish group G, is cohomologous with θ • ω G , for some θ ∈ Hom(G × K, G), uniquely determined up to conjugacy by an element of G.
We analogously take v : Y → L and the universal 1-cocycle ω Γ . Take
It follows that θ 1 • θ 2 and θ 2 • θ 1 are both inner automorphisms. In particular, θ 1 is a group isomorphism.
We made use of the following lemma.
Lemma 5.3. Let G be a countable group and K a compact group. Let G × K act on (X, µ) and suppose that the action G (X, µ) is weakly mixing and satisfies the conclusion of the cocycle superrigidity theorem 3.2.
Denote by Hom
and note that the cohomology class of ω θ does not depend on the choice of u.
If
. By assumption, we can take u : X → G and
. Weak mixing implies that F takes a constant value commuting with θ 1 (G) and we denote it by θ 2 (k). Writing θ(g, k) = θ 1 (g)θ 2 (k), we have ω = ω θ . Theorem 1.5 stated in the introduction is a consequence of Theorem 1.3 and the following statement (see Remark 5.5 below).
Theorem 5.4. For every inclusion of groups
) the equivalence relation given by the G-orbits.
Then, the compression constant of π equals 1 and there exists
• an element ψ of the full group of the equivalence relation
Proof. We first apply Theorem 4.1. By absence of finite normal subgroups and by weak mixing of the quotients of generalized Bernoulli actions, we get a group isomorphism δ : G → Γ and an element ψ in the full group of the equivalence relation
The cocycle superrigidity theorem 3.2 and Lemma 2.5 allow to apply Lemma 5.2. We get a measure space isomorphism ∆ : X → Y , a group isomorphism θ : K → L and a homomorphism α : G → Z(L) such that ∆ is a ρ-conjugation and such that ∆(x) = ∆(x) almost everywhere. Here ρ(g, k) = (δ(g), α(g)θ(k)). Writing the homomorphism β :
), observe that θ conjugates the action (g, β(g)) g∈G with the action (δ(g), e) g∈G . The subalgebra π e (A 0 ) is quasi-periodic under the action (g, β(g)) g∈G0 . Hence, θ(π e (A 0 )) is quasi-periodic under the action of δ(G 0 ) × {e}. Hence, the latter is not weakly mixing and we find y ∈ Γ/Γ 0 with δ(G 0 ) · y finite. Composing ∆ with the automorphism given by an element of Γ, we may assume that y = e in Γ/Γ 0 . Observe that Stab e = Γ 0 .
It follows that π e (A 0 ) β(G1) has a subspace that has dimension at least 2 and that is pointwise invariant under ρ −1 (Γ 0 × {e}). Since for all (g, k) with g ∈ G 0 and all a ∈ π e (A 0 ) with τ (a) = 0, we have σ (g,k) (a) orthogonal to a, we conclude that
We analogously get the converse inclusion. So, δ(G 0 ) = Γ 0 . It follows that π e (B 0 ) ⊂ θ(π e (A 0 ) β(G0) ) and hence
We conclude that β(G 0 ) = {e}. So, θ : π e (A 0 ) → π e (B 0 ) is an isomorphism, implemented by a measure space isomorphism ∆ 0 :
It follows that ∆ 0 is a θ-conjugation of the actions
In order to deduce Theorem 1.5 from Theorem 5.4 above, it remains to check that Inn R is closed in Aut R and that the formula for Out R holds. We have the homomorphisms
By Theorem 5.4 the composition of both homomorphisms is surjective. By weak mixing, the second homomorphism is injective. So, it remains to show that ε is injective. Composing with the natural homomorphism
is injective, which suffices to get the formula for Out R. So, let θ ∈ Aut(K), ∆ 0 ∈ Aut θ (K X 0 ) and α ∈ Hom(G/G 0 → Z(K)). Define, for every x ∈ G/G 0 , the automorphism ∆ x ∈ Aut θ (K X 0 ) given by ∆ x (y) = α(x) · ∆ 0 (y). Define ∆ := G/G0 ∆ x ∈ Aut θ (K X) and denote by ∆ its passage to the quotient X K . Suppose that ∆ = id almost everywhere. We have to show that ∆ 0 ∈ K and α(g) = e for all g.
Write G/G 0 = I 1 ⊔ I 2 with both I i infinite. Define X i := Ii (X 0 , µ 0 ) and
. It suffices to prove the existence of k ∈ K such that both ∆ 1 and ∆ 2 are given by the action of the element k. Our assumption yields a measurable function ϕ :
By Lemma 2.5, the actions K X i are essentially free. This implies that ϕ(x 1 , x 2 ) only depends on x 1 and only depends on x 2 , i.e. ϕ is essentially constantly equal to k ∈ K. This is what we wanted to prove.
Although one can prove by hand that Inn R is closed in Aut R, this follows as well from the formula for Out R. Indeed, writing G = Inn R ⋊ Aut * (G X K ), we have a surjective continuous homomorphism between Polish groups η : G → Aut R. Note that the kernel of η equals the image of the embedding G → G. It follows that Aut R is homeomorphic with G/ Ker η. Hence, Inn R is closed in Aut R because Inn R ⋊ G is closed in G.
In fact, combining Theorem 4.1 with Lemmas 2.5 and 5.2, we immediately get the following proposition. 
Von Neumann strong rigidity for generalized Bernoulli actions
We prove a von Neumann algebraic version of Theorem 1.5. We use the following terminology.
Definition 6.1. Let A, N be finite von Neumann algebras. We say that A does not embed in N if every, possibly non-unital, η) and the (G G/G 0 )-Bernoulli action with base (X 0 , µ 0 ) on (X, µ). Suppose that t > 0 and that
is a * -isomorphism. We make the following assumptions.
• Γ is an ICC group with infinite subgroup Γ 0 such that Γ 0 ∩ gΓ 0 g −1 has infinite index in Γ 0 whenever g ∈ Γ, g ∈ Γ 0 .
• Γ has a normal subgroup Λ with the relative property (T).
• There exist g 1 , . . . , g n ∈ G such that
is finite.
• The same conditions are satisfied when interchanging the roles of (Γ, Γ 0 ) and (G, G 0 ).
Then, t = 1 and there exists
• a character ω ∈ Char(Γ),
• a measure space isomorphism
In particular, M := L ∞ (X, µ) ⋊ G has trivial fundamental group, Inn M closed in Aut M and satisfies
The same result holds for generalized Bernoulli actions with a non-commutative base space. Before proving Theorems 6.2 and 6.3, we present three natural families of groups G 0 ⊂ G that satisfy all the conditions of these theorems. These families of groups are used in 7.4 to give concrete computations of outer automorphism groups of certain II 1 factors.
• F 1 consists of the groups G 0 ⊂ G satisfying condition D (Def. 1.7).
• F 2 consists of the groups G 0 ⊂ G given as follows. Take torsion free word hyperbolic property (T) groups K 0 and K and suppose
• F 3 consists of the groups G 0 ⊂ G given as follows.
-Take K 0 ⊂ K where K is an ICC group with the property (T) and where K 0 is an infinite, amenable, almost malnormal subgroup. Suppose that K contains two infinite commuting subgroups, one of them being non-amenable.
-Take L 0 ⊂ L where L is an ICC group and where L 0 is a non-amenable group in the class C of Ozawa [32] . Suppose that
Note that the family F 3 in is quite large. The conditions on K 0 ⊂ K and L 0 ⊂ L are independent of each other. The conditions on L 0 ⊂ L can be realized easily, see e.g. Proposition 7.6 below.
Proof.
Family F 1 . The only non-trivial point is to observe that L(Λ) does not embed in L ∞ (X, µ) ⋊ G 0 when G 0 has the Haagerup property and Λ is an infinite property (T) group.
, all satisfying the above conditions. Note that the centralizer C K (k) of an element in k ∈ K is cyclic ( [21] , Théorème 8.34). In particular, G is an ICC group. If g ∈ G, g ∈ G 0 , the intersection G 0 ∩ gG 0 g −1 is given by the elements of K 0 centralizing a non-trivial element of K. This means that G 0 ∩ gG 0 g −1 is cyclic. In particular, G 0 ∩ gG 0 g −1 has infinite index in G 0 and also
. Note that L(Γ) does not embed in L ∞ (X, µ) ⋊ G 0 because the latter is semi-solid by [32] . Finally, taking g 1 = e, g 2 = (k, e) and g 3 = (h, e), where h, k generate a free group in K, it follows that
is trivial.
is the tensor product of two non-injective factors, it follows from [32] 
, the latter being the crossed product of an injective finite von Neumann algebra with a group in the class C of Ozawa [32] . Also, suppose that Λ is a property (T) group that contains two infinite commuting subgroups, one of them being non-amenable. If L(Λ) embeds in L(K 0 × L 0 ), property (T) of Λ combined with amenability of K 0 implies that L(Λ) actually embeds in L(L 0 ), which is impossible because the latter is solid [31] .
Note that, for g ∈ G − G 0 , the intersection G 0 ∩ gG 0 g −1 is either amenable, either contains L 0 as a finite index subgroup. So, it belongs to the class C of Ozawa. Hence,
, by solidity of the latter. Theorem 6.2 is shown using the deformation/rigidity techniques developed by the first author in [34] and [35] . We make use of another technique due to the first author, yielding unitary intertwining of subalgebras of a II 1 factor by using bimodules (see [38] ). This is reviewed briefly in Subsection 6.2 below. In particular, we use the notation A ≺ 
an inclusion with the relative property (T). Denote by P the quasi-normalizer of Q in M (see Subsection 6.2). Assume that
• P does not embed in L ∞ (X, µ) ⋊ G 0 , • Q does not embed in L(G 0 ).
Then, there exists a unitary
Proof. The proof is entirely analogous to 4.1 and 4.4 in [34] (see also 6.4 in [42] ). The mixing property used in the cited proofs is replaced by weak mixing applying Propositions 6.14 and 6.15.
Notations 6.6. We fix the following notations and data.
• When M is a von Neumann algebra and n ∈ N, we denote by M n the von Neumann algebra M n (C)⊗M .
• We fix an ICC group G with infinite subgroup G 0 ⊂ G satisfying G 0 ∩ gG 0 g −1 of infinite index in G 0 whenever g ∈ G, g ∈ G 0 . We fix Γ 0 ⊂ Γ satisfying the same properties.
• We denote by G (X, µ) the (G G/G 0 )-Bernoulli action with base (X 0 , µ 0 ) and analogously Γ (Y, η).
• We write
. We have, for x ∈ G/G 0 and y ∈ Γ/Γ 0 , the homomorphisms π x : A 0 → A, π y : B 0 → B.
Lemma 6.7. Assume that Γ has the relative property (T) with respect to the normal subgroup Λ such that
• L(Γ) does not embed in A ⋊ G 0 , • L(Λ) does not embed in L(G 0 ).
Assume that the same conditions are fulfilled when interchanging the roles of (G 0 , G) and (Γ 0 , Γ).

If for t > 0, B ⋊ Γ = (A ⋊ G) t , there exists a unitary
Proof. By Theorem 6.5, we find unitaries u, v ∈ (A ⋊ G)
. By Propositions 6.14, 6.15, we get vu ∈ L(Γ) and hence the equality uL(Γ)u * = L(G) t holds.
We use the notation M ∞ (C) = B(ℓ 2 (N)).
Proof. Note that the relative commutant of
Note that vv * belongs to the center of L(Γ 0 ).
We postpone the proof of the claim till the end and finish the argument. A maximality argument yields
It remains to prove that this last inclusion is an equality. Write M = q(A ⋊ G) ∞ q, P = qL(G) ∞ q and Q = qL(G 0 ) ∞ q. Since π(L(Γ)) = P , it suffices to prove that E Q (π(ν s )) = 0 for all s ∈ Γ, s ∈ Γ 0 . Indeed, it then follows that
Choose s ∈ Γ, s ∈ Γ 0 . By Lemma 6.9 below, we can take t i , r i ∈ Γ 0 such that
Writing w i := π(ν tisri ), it follows that E P (xw i y) 2 → 0 for all x, y ∈ M ⊖ P . Fix a ∈ A 0 with τ (a) = 0, but a = 0. Note that π e (a) and L(G 0 ) commute and write x := (1 ⊗ π e (a))q ∈ M ⊖ P . On the other hand, since σ g (π e (a)) = π g (a), it is easy to compute that, for all i,
Since τ (aa * ) = 0, we conclude that E Q (w i ) 2 → 0 when n → ∞. Since w i = π(ν ti )π(ν s )π(ν ri ), where the exterior factors are unitaries in Q, it follows that E Q (π(ν s )) = 0, ending the proof.
It remains to prove the claim. Let z be a non-zero central projection in L(Γ 0 ). First of all,
Indeed, if not, we get a sequence of unitaries w i ∈ L(Γ 0 )z satisfying
As in Propositions 6.14, 6.15, it follows that any element of z(A ⋊ G) n z that commutes with all w i , belongs to zL(G) n z. But, zπ e (B 0 ) provides elements commuting with w i and orthogonal to zL(Γ)z = zL(G) n z, yielding a contradiction. Proof. Our assumption and Lemma 2.4 imply the following: if A, B ⊂ Γ are finite such that at least one of both is disjoint with Γ 0 , there exists t ∈ Γ 0 such that t ∈ AΓ 0 B.
Let A, B ⊂ Γ be finite. First choose r ∈ Γ 0 such that r ∈ s −1 Γ 0 B. It follows that Br −1 s −1 is disjoint with Γ 0 . So, we can take t ∈ Γ 0 such that t ∈ AΓ 0 Br −1 s −1 . It follows that tsr ∈ AΓ 0 B.
We also get, for all s ∈ Γ − Γ 0 ,
Combining both, it follows that
for all s ∈ Γ − Γ 0 , where we write
Let now a ∈ π s (B 0 ) for some s ∈ Γ−Γ 0 . We shall prove that a ∈ B(H)⊗(A⋊G 0 ). Let E : B(H)⊗(A⋊G) → B(H) ⊗ (A ⋊ G 0 ) be the natural conditional expectation. Set b = a − E(a). We argue that b = 0. To do so, take x ∈ π e (B 0 ) with τ (x) = 0 and x invertible.
We have xa = ax and since x ∈ B(H) ⊗ (A ⋊ G 0 ), the same holds when we replace a by b. Note that a ∈ B(H) ⊗ A I ′ L(G), which implies that
It follows that bx and xb belong to orthogonal subspaces. Since bx = xb, we get xb = 0. Since x is invertible, we conclude that b = 0. We have shown that
We already knew that the same holds for s = e and it follows that B ⊂ B(H) ⊗ (A ⋊ G 0 ).
We finally prove Theorem 6.2.
Proof of Theorem 6.2. Write M = (A ⋊ G)
t and identify B ⋊ Γ = M through the isomorphism π in (7). We apply Lemma 6.7 that entitles to apply Lemma 6.8, that in turn allows to apply Lemma 6.10. We end up
Since the center of A ⋊ G 0 equals A G0 and q ∈ L(G 0 ) ∞ , it follows that v(1 ⊗ z) = 0 for every non-zero central projection z ∈ A ⋊ G 0 . So, we can apply Theorem 6.16. By assumption, there exist g 1 , . . . , g n such that
is finite. We conclude that B ≺ Combining Theorem 5.5 and Corollary 5.9 in [37] , we arrive at the desired conclusion.
Cocycle crossed products
The von Neumann strong rigidity theorem 6.2 remains valid when replacing the ordinary crossed product
⋊ Ω G, for some scalar 2-cocycle Ω on G with coefficients in S 1 . This general philosophy holds true as well for all the results in [34, 35] . This yields below a twisted version of Theorem 6.2 and it is applied in Theorem 7.14 to give examples of II 1 factors M without antiautomorphisms, with trivial outer automorphism group and with trivial fundamental group.
We first introduce a bit of notation related to the 2-cohomology of a countable group G. We denote by Z 2 (G, S 1 ) the abelian group of functions Ω :
The elements of Z 2 (G, S 1 ) are called scalar 2-cocycles. Whenever ω : G → S 1 is a function, we denote by ∂ω the 2-cocycle given by (∂ω)(g, h) = ω(gh)ω(g)ω(h). Note that ω is a character if and only if ∂ω = 1. The 2-cocycles of the form ∂ω are called coboundaries and form a subgroup of Z 2 (G, S 1 ). The quotient group is denoted by H 2 (G, S 1 ).
. Consider the same data, constructions and conditions as in Theorem 6.2, systematically replacing crossed products by twisted crossed products. Suppose that t > 0 and that
• M has trivial fundamental group,
• M admits an anti-automorphism if and only if Ω and Ω define the same element of H 2 (G, S 1 ),
• the outer automorphism group Out(M ) is given by
is a short exact sequence and
Intertwining by bimodules and weak mixing techniques
We briefly review a technique developed by the first author in order to intertwine unitarily subalgebras of a II 1 factor using bimodules (see [38] ). We prove a few general results that were needed above and that are, in fact, of independent interest as well.
Let (B, τ ) be a von Neumann algebra with normal faithful tracial state τ . Let H B be a right Hilbert B-module. We say that H B is of finite type, if H B is isomorphic with a sub-B-module of C n ⊗ L 2 (B, τ ).
Let (M, τ ) be a von Neumann algebra with faithful tracial state τ . Let B ⊂ M be a von Neumann subalgebra. Recall the basic construction M, e B . This is the von Neumann algebra acting on L 2 (M, τ ) generated by M and the orthogonal projection onto the closure of B in L 2 (M, τ ). Alternatively, it consists of the operators on L 2 (M, τ ) that commute with the right action of B. Moreover, M, e B has a canonical semi-finite trace Tr characterized by Tr(xe B y) = τ (xy) for all x, y ∈ M .
The quasi-normalizer of B in M is defined as the * -algebra of elements x ∈ M for which there exist finite subsets {y 1 , . . . , y n }, {z 1 , . . . , z m } ⊂ M satisfying
Bz j . Definition 6.12. Let (M, τ ) be a von Neumann algebra with faithful tracial state τ . Let A, B ⊂ M be von Neumann subalgebras. We allow that the unit elements 1 A , 1 B are non-trivial projections in M . The following statements are equivalent.
admits a sub-A-B-bimodule that is of finite type as a B-module.
There exists a ∈
3. There is no sequence of unitaries u i in A satisfying
If one of the statements above is satisfied, we say that A embeds in B inside M and we denote this relation
In the arguments above, weak mixing plays a crucial role. We use the following terminology and results. A related notion of mixing MASA's in a II 1 factor has been introduced and studied in [27] . All this goes back to [39] , where mixing properties were already used to determine normalizers of subalgebras of a II 1 factor. Definition 6.13. Let Q ⊂ A ⊂ (N, τ ) be an inclusion of finite von Neumann algebras. We say that A ⊂ N is weakly mixing through Q if there exists a sequence u n ∈ U(Q) such that
Proof. The proof is entirely analogous to the one of 3.1 in [34] (see also D.4 in [42] ).
The following proposition can be easily proved.
Proposition 6.15. We have the following examples of weakly mixing inclusions.
• Let G 0 ⊂ G be countable groups and
is weakly mixing through Q.
•
trace preserving inclusion of von Neumann algebras). Let
We
Recall that an action of a countable group G on a von Neumann algebra A is said to be strictly outer if for every g = e and a ∈ A satisfying α g (b)a = ab for all b ∈ A ,
we have a = 0. Strict outerness is equivalent with (A ⋊ G) ∩ A ′ = Z(A).
Theorem 6.16. Let a countable group G act strictly outerly on the finite von Neumann algebra (A, τ ). Let H be a subgroup of
. Repeating the procedure, we get in particular that
Proof. Observe that the strict outerness implies that Z(A ⋊ Γ) = Z(A)
Γ for any subgroup Γ ⊂ G. Denote for n ∈ N,
a is a partial isometry for which there exists a, possibly non-unital,
The coefficients of elements of I n , n ∈ N, linearly span a subalgebra of M which is dense because the quasi-normalizer of B in M is dense.
for every non-zero central projection z ∈ A⋊H and for some non-zero central projection z 1 ∈ A⋊(H∩gHg −1 ). Take a non-zero partial isometry w ∈ M 1,m (C) ⊗ M and a, possibly non-unital,
We claim that we may assume that the smallest projection p ∈ M satisfying w * w ≤ 1 ⊗ p, is arbitrary close to 1. Indeed, for any projection z ∈ Z(A) H , we find w with w(1 ⊗ z) = 0. Moreover, we can take direct sums of w's and multiply w on the right with an element of A ⋊ H. This proves the claim.
Take as well a sequence of unitaries v i ∈ B such that, with
When Q ⊂ M , we continue writing E Q for the conditional expectation id ⊗E Q of M n (C)⊗M onto M n (C)⊗Q. We use the same convention for other maps that we extend to matrix spaces.
Claim. For all x ∈ M , we have
Whenever L ⊂ G, we denote by p L the orthogonal projection of L 2 (M ) onto the closed linear span of {Au g | g ∈ L}. Let k ∈ G be arbitrary. Choose ε > 0. It suffices to show that
Take L ⊂ G finite such that H ∩ gHKk = s∈L H g s. Hence, we get
Our choice of v i implies that every term on the right hand side converges to 0 in L 2 -norm. Combined with the estimate above, we have shown (8) for i sufficiently large. This proves the claim.
Let k ∈ N and a ∈ I k . Take α : B → M k (C) ⊗ B such that xa = aα(x) for all x ∈ B. Observe that
for all i. Applying our claim, we conclude that
Since the coefficients of a, a ∈ I k , k ≥ 1 span a strongly dense subset of M , it follows that (1
Let q ∈ M be the smallest projection satisfying w * w ≤ 1 ⊗ q. It follows that z 1 E A⋊H (u g qxq) = 0 for all x ∈ M . Since q can be taken arbitrarily close to 1, we arrive at the contradiction z 1 = 0.
Examples and computations
In order to illustrate Theorem 5.4, we present several examples of inclusions G 0 ⊂ G satisfying condition B (Def. 1.4). This yields in Subsection 7.3 continuous families of type II 1 equivalence relations R with Out(R) an arbitrary countable group.
We present as well inclusions G 0 ⊂ G satisfying the stronger condition D (Def. 1.7) and inclusions belonging to the family F 3 of Proposition 6.4. This yields in Subsection 7.4 continuous families of II 1 factors M with Out(M ) an arbitrary finitely presented group.
Some outer automorphism groups of discrete groups
Let G = SL(n, Z), n ≥ 3. By [25] (see also Example 2.6 in [1]), we get the following.
• If n is odd, Out(G) has two elements, the non-trivial one being σ(A) = (A −1 ) t .
• If n is even, Out(G) has four elements and is generated by the automorphism σ above and the automorphism α(A) = T AT −1 , where T ∈ GL(n, Z) has determinant −1.
• Since G equals its commutator subgroup, Char G is trivial.
We give a self-contained and elementary argument for the following two, probably well known, computations of Out(G).
• Out(G) is trivial and Out(G + ) has two elements, a non-trivial one being given by conjugating by an element of G − G + .
• If n ≥ 3, Char(G) = {1, det} and Char(G + ) is trivial.
• G and G + are ICC groups.
Proof. Let α ∈ Aut(G). We claim that α(Z n ) = Z n . Write π : G → GL(n, Z) the quotient map. Invoking knowledge on the normal subgroups of GL(n, Z), one gets π(α(Z n )) ⊂ {±1} and hence α(Z n ) ⊂ Z n . The following elementary argument proves as well the claim. Define
It is clear that Γ is globally GL(n, Z)-invariant. Suppose Γ = Z n and take a ∈ Z n with α(a) = (x 0 , g 0 ) and
Since Γ is globally GL(n, Z)-invariant, it follows that Γ is of finite index in Z n . So, π(α(Z n )) is finite. Expressing that ((1 − g 0 )y, 1) and (x 0 , g 0 ) commute for all y ∈ Z n (since both are elements of α(Z n )), it follows that (1 − g 0 ) 2 = 0. Hence, g 0 = 1 + A with A = 0 and A 2 = 0. But then π(α(a k )) = 1 + kA implies π(α(Z n )) to be infinite; contradiction. So, α(Z n ) ⊂ Z n and applying the same to α −1 , we get equality.
Take T ∈ GL(n, Z) such that α(x, 1) = (T x, 1) for all x ∈ Z n . Composing with Ad(0, T ), we get α(x, 1) = (x, 1) for all x ∈ Z n . This implies that α(x, g) = (x + δ(g), g) where δ : GL(n, Z) → Z n is a 1-cocycle: δ(gh) = δ(g) + gδ(h). In order to obtain Out(G) trivial, it remains to show that every such 1-cocycle is of the form δ(g) = (1 − g)x for some x ∈ Z n .
Consider a 1-cocycle δ : SL(2, Z) → Z 2 . We prove that δ is a coboundary. The group SL(2, Z) is generated by the element s = In particular, δ(f 2 ) = 0. Since 1 + f is an invertible matrix (over Q), it follows that δ(f ) = 0. Since s and f generate SL(2, Z), we get δ(g) = 0 for all g ∈ SL(2, Z).
Consider next a 1-cocycle δ : SL(n, Z) → Z n , for n ≥ 3. Let E ij be the matrix with zeros everywhere and 1 in position ij. We have the commutator
whenever i, j, k are distinct. Write δ ij := δ(1 + E ij ). Applying the cocycle relation to (9) with n = 1, we get
whenever i, j, k are distinct. In particular, δ ik ∈ Ze i + Ze j . If n ≥ 4, it follows immediately that δ ik ∈ Ze i for all i = k and we can easily conclude. In general, it follows that δ(1 + nE ij ) = nδ ij . Applying the cocycle relation to (9) , it follows that
whenever i, j, k are distinct and n ∈ Z. So, E ik δ ij = 0. We conclude that δ ij ∈ Ze i for all i = j. Writing δ ij = x ij e i with x ij ∈ Z, (10) reads x ik = x jk for all i, j, k distinct. We have found y ∈ Z n such that x ij = y j for all i = j and then, δ(g) = (1 − g)y for all g ∈ SL(n, Z).
Finally consider a 1-cocycle δ : GL(n, Z) → Z n , n ≥ 2. Replacing δ by a cohomologous 1-cocycle, we may assume that δ(g) = 0 whenever g ∈ SL(n, Z). If now det T = −1 and if g 0 ∈ SL(n, Z) is an arbitrary element for which 1 is not an eigenvalue, we get
So, δ(T ) = 0 as well.
So far, we have proven the statements about Out(G) and Out(G + ). If n ≥ 3, SL(n, Z) equals its commutator subgroup and so, any character on it vanishes. This yields the results for Char(G) and Char(G + ).
In order to see that G and G + have infinite conjugacy classes, we look at the conjugacy classes of (x 0 , g 0 ) for g 0 = 1 and of (x 0 , 1) for x 0 = 0. In the first case, all (x 0 + (1 − g 0 )y, g 0 ), y ∈ Z n belong to this conjugacy class. In the second case, we of course have (G + x 0 , 1) in the conjugacy class.
Denote J n = 0 In −In 0 ∈ GL(2n, Z). Define the symplectic group Sp(2n, Z) as the elements A ∈ GL(2n, Z) satisfying A t J n A = J n . Then, Sp(2n, Z) ⊂ SL(2n, Z) and, for n ≥ 2, Sp(2n, Z) is generated by
where M n (Z) sym denotes the (additive) group of n by n integer matrices B satisfying B = B t . See [23] for details.
Proposition 7.2. Let n ≥ 2 and write G = Z 2n ⋊ Sp(2n, Z). Then, G is an ICC group. The outer automorphism group Out(G) has order 2 and is given by conjugation with an element A ∈ GL(2n, Z) satisfying
Proof. It is clear that G is an ICC group. Moreover, Sp(2n, Z) is generated by symplectic transvections, which makes it easy to compute the commutator subgroup (see [23] ).
Let now α ∈ Aut(G). As in the proof of Proposition 7.1, it follows that α(Z 2n ) = Z 2n , using this time that a non-zero, Sp(2n, Z)-invariant subgroup of Z 2n has finite index. But then α(x, 1) = (Xx, 1) for all x ∈ Z 2n and some X ∈ GL(2n, Z). It follows that X normalizes Sp(2n, Z), which readily implies that X t J n X = ±J n . For the rest of the proof, we may assume that α(x, 1) = (x, 1) for all x ∈ Z 2n . Hence, α(x, g) = (x+δ(g), g), where δ : Sp(2n, Z) → Z 2n is a 1-cocycle (i.e. satisfying the relation δ(gh) = δ(g) + gδ(h) for all g, h ∈ Sp(2n, Z)). Since
and since all 1-cocycles GL(n, Z) → Z n are trivial as shown in the proof of Proposition 7.1, we may assume that δ(g) = 0 for all g of the form (12) . Define δ i : M n (Z) sym → Z n by the formula
The 1-cocycle relation implies that δ 2 is a group homomorphism and δ 1 (B + C) = δ 1 (B) + δ 1 (C) + Bδ 2 (C). So, Bδ 2 (C) = Cδ 2 (B) for all B, C ∈ M n (Z) sym . It follows that δ 2 (B) = 0 for all B. But then, δ 1 is a group homomorphism. Conjugating with an element g as in (12) and using the 1-cocycle relation, it follows that δ 1 (ABA t ) = Aδ 1 (B). By induction on n, it is checked that such a δ 1 is identically zero. Analogously, δ is zero on elements of the form
In 0 B In . Since the elements in (11) generate Sp(2n, Z), it follows that δ = 0. So, we are done.
Groups satisfying conditions B and its stronger versions
Recall that a group is called weakly rigid if it admits an infinite normal subgroup with the relative property (T).
Examples 7.3.
1. Let G be a weakly rigid group and G 0 a subgroup with the following relative ICC property
Then, the diagonal inclusion G 0 ⊂ G × G 0 satisfies condition B. The associated generalized Bernoulli action is defined by the (left-right) double shift (G × G 0 ) G. Of course, we can take G 0 = G whenever G is a weakly rigid ICC group, like Z n ⋊ SL(n, Z) (n ≥ 2), PSL(n, Z) (n ≥ 3) or the direct product of any of these with an arbitrary ICC group.
2. Let an infinite group Γ act on an infinite group H by automorphisms. Assume that Γ → Aut(H) is injective and that H ⊂ H ⋊ Γ has the relative property (T). We set G := H ⋊ Γ and consider G 0 = Γ ⊂ G. The associated generalized Bernoulli action is defined by the action G H given by (a, g) · b = aα g (b) (which satisfies the freeness condition 2.2). If for every a ∈ H, a = e, Stab a is of infinite index in Γ, the group G is ICC and the inclusion Γ ⊂ G satisfies condition B. Examples include Z n ⋊ SL(n, Z) and Z n ⋊ GL(n, Z) for all n ≥ 2. Many more examples of this type are provided by [13] and [43] .
3. One can slightly modify the construction of the previous item. Let an infinite group Γ act on an infinite group H by automorphisms and assume that Γ → Aut(H) is injective. Let G = H ⋊ Γ and suppose that G has the property (T). Let G 0 ⊂ Γ such that gG 0 g −1 ∩ G 0 is finite for all g ∈ Γ − G 0 . Suppose that G 0 has the Haagerup property and that Stab a ∩ G 0 is finite for all a ∈ H, a = e. Then, (G, G 0 ) satisfies condition D. Taking any of the G 0 ⊂ GL(n, Z) as in 7.4 below, we get explicit examples of inclusions G 0 ⊂ Z n ⋊ GL(n, Z), n ≥ 3, satisfying condition D.
1. Let G = GL(2, Z) and G 0 = {±
2. Let G = SL(3, Z). Using the extension by joining a root of the polynomial x 3 + x + 1, we define
3. Let G = GL(4, Z). Using the extension by joining a root of the polynomial x 4 + x + 1, we define
Then,
Example 7.5. Let n ≥ 3. The methods of 7.4 allow to write a subgroup H ⊂ GL(n, Z) with the following properties (below we give a concrete example).
• H has a finite index normal subgroup H 0 .
• H 0 is an abelian group of symmetric matrices.
• Two elements of H 0 that share an eigenvalue are conjugate in H.
• If g ∈ H 0 and g = 1, then g has n distinct eigenvalues and none of them is an eigenvalue of g −1 .
• If g ∈ H 0 and g = 1, the centralizer of g in GL(n, Z) is contained in H.
It follows that whenever g ∈ GL(n, Z) and gHg −1 ∩ H infinite, then g ∈ H. Indeed, in such a case, also gH 0 g −1 ∩ H 0 is infinite and we take h ∈ H 0 − {e} such that ghg −1 ∈ H 0 . Our assumptions imply that ghg −1 is conjugate to h in H. Multiplying g by an element of H, we may assume that ghg
Denote by α the automorphism of GL(n, Z) defined by α(g) = (g −1 ) t . It also follows that α(H) = H. Indeed, by assumption, α(H 0 ) = H 0 since H 0 consists of symmetric matrices. If then g ∈ H, α(g) normalizes H 0 , implying that α(g) ∈ H.
. Define Γ 0 as the subgroup of Γ generated by J and π(H). We claim that whenever g ∈ Γ and gΓ 0 g
. If sp(a) denotes the set of eigenvalues of a, we have sp(π(a)) = sp(a) ∪ sp(a) −1 . Hence, either a, b, either a, b −1 share an eigenvalue. In the first case, we replace g by π(h)g for a suitable element h ∈ H and in the second case by π(h)Jg. In both cases, we may assume that g commutes with π(a). Since π(a) has 2n distinct eigenvalues, it follows that g has the form A 0 0 B . Since g ∈ Sp(2n, Z), it follows that g = π(h) for some h ∈ GL(n, Z). But then, h and a commute, implying that h ∈ H and hence, g ∈ Γ 0 .
If we write G = Z 2n ⋊ Sp(2n, Z) with G 0 = Γ 0 viewed as a subgroup of G, it follows that the pair (G, G 0 ) satisfies condition D. It can indeed by easily checked that G has property (T): if n ≥ 2, Sp(2n, Z) has property (T) and Z 2n ⊂ Z 2n ⋊ Sp(2n, Z) has the relative property (T). The latter follows because it contains (Z n ⊕ Z n ) ⋊ SL(n, Z) with SL(n, Z) acting diagonally.
We finally give a concrete example of H ⊂ GL(3, Z) satisfying the above requirements. Let x be a root of the equation x 3 − 3x + 1 = 0 and K the subfield of R generated by x. Then, 1, x and x 2 form a Z-basis of O K . The group O * K is isomorphic with Z 2 ⊕ Z/2Z and generated by x, x − 1 and −1. Then,
It follows that π(O * K ) consists of symmetric matrices and we define H := π(O * K ⋊ Gal(K/Q)). For completeness, we mention that Gal(K/Q) ∼ = Z/3Z, yielding that H is generated by the matrices in (14) together with the matrix of order 3 given by
We are now ready to prove the following. 
Lemma 7.7. Let H be a non-amenable group, with Char(H) = {1}. Suppose that the centralizer C H (h) is amenable for all h ∈ H − {e}. Let the finite group Γ act faithfully on the finite set I (i.e. Γ → Perm(I) is injective). We set 
• G is ICC.
• Char(G) ∼ = Char(K) × Char(Γ).
Proof. Only the first statement is non-trivial.
. By our assumption on the centralizers in H, it follows that α(K × Γ) ⊂ K × Γ and by symmetry, the equality holds. Since the ICC group K does not have finite normal subgroups, α(Γ) = Γ. We can take as well a finite index subgroup L ⊂ K such that α(L) ⊂ K. Since K is an ICC group, the centralizer of L in K is trivial and it follows that α(
) belongs to the center of Γ. Since Char H = {1}, the homomorphism h ∈ H → p Γ (α(∆(h))) is trivial. So, α(∆(H)) = ∆(H). Whenever g ∈ H and i ∈ I, we write g i := (e, . . . , g, . . . , e) where g appears in position i. Since p Γ (α(∆(h))) = e for all h ∈ H, it follows that
Since H equals its commutator subgroup, we get α(H I ) = H I . We already got α(Γ) = Γ and it follows that α(K) = K.
Using amenability of the centralizers C H (h) for h ∈ H − {e}, it is easy to check that every α ∈ Aut(∆(H) ⊂ H I ) is of the form α(h i ) = (α 0 (h)) σ(i) for all h ∈ H, i ∈ I, where α 0 ∈ Aut(H) and σ : I → I a permutation. So, we have shown that α ∈ Aut(K 0 ⊂ K) × Aut(H) × Aut * (Γ I).
Lemma 7.8. Denote by F 2 the field of order 2. For n ≥ 3, set Γ = GL(n, F 2 ). Then, Aut * (Γ F n 2 ) = Γ and Char Γ = {1}.
Proof. The group Γ has no characters and one outer automorphism given by α(g) = (g −1 ) t (see [9] ). We claim that Aut α (Γ F n 2 ) is empty. Let e 1 be the first basis vector of F n 2 . If σ ∈ Aut α (Γ F n 2 ), it follows that σ(e 1 ) is fixed by all the matrices in α(Stab e 1 ). Such an element does not exist in F n 2 . It remains to show that any permutation σ of F n 2 commuting with the action of Γ, is the identity map. But this is obvious since for e ∈ F n 2 , Stab e fixes only e itself. Proof. By 7.3.3, K 0 is almost malnormal in K. By Proposition 7.1, the only outer automorphism of K is given by conjugation by an element T ∈ GL(4, Z) with determinant −1. From 7.4.3, it follows that for such a T , we have T K 0 T −1 = K 0 . We conclude that Aut(K 0 ⊂ K) = Ad K 0 . Finally, Char K = {1} by Proposition 7.1.
We are then ready to prove Proposition 7.6.
Proof of Proposition 7.6. Using [2] , we take a finitely generated group H with the following properties: Out(H) ∼ = Q and H is a non-elementary subgroup of a finitely presented C ′ ( 1 6 ) small cancellation group. Slightly adapting the construction of [2] , we may assume that Char(H) = {1}. Small cancellation implies that C H (h) is amenable (even cyclic) for every h ∈ H −{e}. Since a finitely presented C ′ ( 1 6 ) small cancellation group is word hyperbolic, the subgroup H is in Ozawa's class C (see [31, 32] ) and there exist h 1 , h 2 such that C H (h 1 , h 2 ) is trivial.
Let K 0 ⊂ K be as in Lemma 7.9 and Γ I as in Lemma 7.8. Set
where, as above, ∆ : H → H I is the diagonal embedding. From Lemma 7.7, it follows that
It is readily checked that for g ∈ G − G 0 , we have either gG 0 g −1 ∩ G 0 amenable (in the case where g ∈ K ×∆(H)×Γ), or gG 0 g −1 ∩G 0 ∼ = Λ×H for some finite group Λ (in the case where g ∈ (K −K 0 )×∆(H)×Γ). In all cases, gG 0 g −1 ∩ G 0 belongs to the class C of Ozawa.
Using h 1 , h 2 and some element in K − K 0 , it is easy to write elements g 1 , . . . , g n ∈ G such that
It is easier to give examples of (G, G 0 ) satisfying condition B (Def. 1.4) such that Proof. Let K 0 ⊂ K be as in Lemma 7.9. Let H be a non-amenable ICC group without characters and with C H (h) amenable for all h ∈ H − {e}. Set
where Z/2Z acts on H × H by the flip automorphism and where ∆ : H → H × H is the diagonal embedding. Then, (G, G 0 ) satisfies condition B and But, another interesting case is to take the action K K for which
in the obvious way. We can obtain continuous families of non stably isomorphic equivalence relations as follows. Take (X 0 , µ 0 ) to be a disjoint union of copies of K with different mass for µ 0 . One still has Aut * (K K) K ∼ = Aut K. Applying Proposition 7.10, we arrive at the following. 
Outer automorphisms of II 1 factors
The discussion in Subsection 7.2, immediately yields the following continuous family of II 1 factors M with Out(M ) trivial and with trivial fundamental group. Set G = Z 4 ⋊SL(4, Z) and G 0 ⊂ SL(4, Z) ⊂ G consisting of the elements ±A n , n ∈ Z, where A is given by 7.4.3. The outer automorphism group of the II 1 factor L ∞ ( G/G0 (X 0 , µ 0 )) ⋊ G is given by Aut(X 0 , µ 0 ) and the II 1 factor remembers (X 0 , µ 0 ).
Applying Proposition 7.6, we get the following. Obviously, if M is a II 1 factor with separable predual and with Inn M open in Aut M , we have Out M a countable group and the theorem shows that any finitely presented group can arise in this way. Proposition 7.10 suggests that one can actually obtain any countable group. If we only assume that Inn M is closed in Aut M (such an M is said to be full ), the group Out M is a Polish group. We do not know which Polish groups can arise as Out M for a full II 1 factor M . By [26] , all abelian compact second countable groups do arise in this way. 
Then, the natural map yields an isomorphism
Out(L(H)) ∼ = Char(H) ⋊ Out(H) .
Proof. To every (ω, δ) ∈ Char(H) ⋊ Aut(H), we associate the automorphism of L(H) defined by θ ω,δ (u g ) = ω(g)u δ(g) . Since H is an ICC group, we get an injective homomorphism Char(H) ⋊ Out(H) → Out(L(H)). Observe that L(H) is naturally identified with the crossed product of the (G G/G 0 )-Bernoulli action with base (L(Z/2Z), τ ). Since the only non-trivial automorphism of L(Z/2Z) can be written as θ ω (u g ) = ω(g)u g , where ω is the non-trivial character of Z/2Z, it follows from Theorem 6.2 that, up to inner automorphisms, every automorphism of L(H) is of the form θ ω,δ . 
