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Abstract
This thesis is about low delay wireless media streaming. Since streaming of
audio and video has become a part of our everyday lives, this work seeks to
improve the quality of wireless audio streaming. Moreover, the main topic of
this thesis is erasure correcting codes, that is, codes that are used to correct
the erasures of entire packets in wireless networks. These codes may be used
to make low delay wireless media streaming more robust, i.e., more tolerant
towards erasures caused by errors somewhere along the network path.
In order for erasure correcting codes to be beneficial for low delay stream-
ing, they should optimize the encoding delay, decoding delay, and loss prob-
ability. In this work we study codes with a lower triangular structure, which
minimizes the encoding delay, as opposed to dense codes, e.g., Reed-Solomon
codes, where the source must collect all input symbols before the encoding can
take place. The lower triangular structure has also proven favourable with re-
spect to decoding delay, since packets can be decoded on-the-fly. The symbol
loss probability is then investigated for these lower triangular codes. The result
of this investigation is two-fold. First, a framework for determining the symbol
loss probability for any static linear erasure correcting code is composed. Sec-
ond, in order for a systematic lower triangular code to have optimal decoding
capabilities, the redundancy part of the encoding matrix must be superregular.
Moreover, a code is said to have optimal decoding capabilities if and only if no
other code with the same structure of the encoding matrix is able to produce
a lower symbol loss probability over any erasure channel.
Using these erasure correcting codes on modern platforms, such as loud-
speakers, requires an efficient software implementation. To this end, this thesis
documents a high-performance software library for encoding and decoding lin-
ear erasure correcting codes. This software library has proven very valuable for
this research project, as it enabled large simulation campaigns and allowed for
implementation of a real-time multi-node wireless testbed.
Overall the work documented in this thesis contributes to:
1. The construction of superregular lower triangular Toeplitz matrices over
binary extension fields.
v
Abstract
2. Analysis and evaluation of the performance, in terms of symbol loss prob-
ability and delay, for both block and convolutional codes.
3. A flexible and extendable high performance software library for linear
erasure correcting block and convolutional codes.
The thesis is divided into two parts. The first part provides a detailed
theoretical background for the thesis while also providing an overview of the
state-of-the-art. The second part consists of five academic papers, which in
detail describe the research undertaken throughout this project.
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Resumé
Denne afhandling drejer sig om streaming af lyd og video med lav forsinkelse.
Da streaming af lyd og video er blevet en del af dagligdagen, forsøger dette
projekt at forbedre kvaliteten af trådløs streaming af især lyd. Hoved emnet
for denne afhandling er derfor fejl korrigerende koder, altså, koder der bruges til
at korrigere for de pakke tab der forekommer på trådløse netværk. Disse koder
kan bruges til at gøre streaming af lyd og video med lav forsinkelse mere robust,
og dermed mere tolerant i forhold til pakke tab forsaget af fejl i netværket.
For at fejl korrigerende koder kan være brugbare for streaming af lyd
og video med lav forsinkelse, skal de i nogen grad optimere indkodnings-
forsinkelsen, dekodningsforsinkelsen og tabs sandsynligheden. I dette projekt
har vi studeret koder med en lavere trekantet struktur, som minimere indkod-
ningsforsinkelsen, i modsætning til tætte koder, f.eks. Reed-Solomon koder,
hvor afsenderen skal samle alle input symbolerne før kodningen kan begynde.
Den lavere trekants struktur har også vist sig at være favorabel med hensyn til
dekodningsforsinkelsen, da pakkerne kan dekodes løbende. Derefter er symbol
tabs sandsynligheden blevet undersøgt for disse lavere trekantede koder. Der er
to resultater af denne undersøgelse. For det første er der udarbejdet en teoretisk
ramme som kan bruges til at bestemme symbol tabs sandsynlighed for enhver
statisk lineær fejl korrigerende kode. For det andet, for at en systematisk lavere
trekantet kode kan have optimale dekodnings betingelser, skal redundansdelen
af kodningsmatricen være superregulær. Ydermere, en kode siges at have op-
timale dekodnings betingelser hvis og kun hvis der ikke findes en anden kode
med samme kodnings matrice struktur der er i stand til at producere en lavere
symbol tabs sandsynlighed over enhver tabs kanal.
Brug af disse fejl korrigerende koder på moderne platforme, såsom højt-
talere, kræver en effektiv softwareimplementering. Til dette formål doku-
menterer denne afhandling et højtydende softwarebibliotek til kodning og
afkodning af lineære fejl korrigerende koder. Dette softwarebibliotek har vist
sig meget værdifuldt for dette forskningsprojekt, både fordi det har mulig-
gjort store simuleringskampagner, og da det tillod implementering af en realtids
multinode trådløs forsøgsopstilling.
Samlet set bidrager arbejdet i denne afhandling til:
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Resumé
1. Konstruktionen af superregulære lavere trekantede Toeplitz matricer over
et hvert endeligt legeme med karakteristik 2.
2. Analyse og evaluering af ydeevnen, hvad angår symboltab sandsynlighed
og forsinkelse, for både blok og foldnings koder.
3. Et fleksibelt og udvideligt højtydende softwarebibliotek til lineær fejl ko-
rrigerende blok og foldnings koder.
Afhandlingen er opdelt i to dele. Den første del giver detaljeret baggrund
stof for afhandlingen, samtidig med at der gives et overblik over state-of-the-
art. Anden del består af fem videnskabelige artikler, som i detaljer beskriver
den forskning der er gennemført i løbet af projektet.
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Preface
This PhD thesis presents a selection of papers which encompass the research
topics and directions that were investigated throughout my time as a PhD stu-
dent at Bang & Olufsen a/s as well as at the Department of Electronic Systems
at Aalborg University, from December 2014 through December 2017. This the-
sis is submitted to the Technical Doctoral School of IT and Design in partial
fulfilment of the requirements for the degree of Doctor of Philosophy. This
thesis includes 5 selected publications and was prepared under the supervision
of Professor Jan Østergaard, DSP Audio Specialist John Hammer Madsen, and
Wireless Technology Specialist Johnny Kudahl. This work was partly financed
by the Danish National Innovation Foundation, Grant No. 4135-00131B.
Paper A presents results on software implementations of network coding
and experiments with bursty wireless erasure channels. What inspired Paper B
was the finding that superregular matrices could only be constructed over very
large prime fields, given that for practical purposes the best family of fields is
binary extension fields, since they may fit easily into the memory of computer
systems. In Paper C superregular matrices are used to construct convolutional
codes with optimum distance profile.
The following comment from Reviewer 2 of Paper B, regarding rate 1/2 lower
triangular block codes, started the research efforts that led to Papers D and E.
“A rate 1/2 MDS convolutional with the same dimensions will re-
cover from more losses.”
These papers cover an experimental investigation of the symbol loss probability
for random based rate 1/2 codes given strict delay constraints. One of the find-
ings in those papers is that lower triangular block codes are generally superior
to both convolutional and dense codes when used in networks with recoding.
Jonas Hansen
Aalborg University, Monday 25th December, 2017
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Part I
Background
1
2
Introduction
1 Research objective
The scientific purpose of this project is the analysis, design, implementation,
and evaluation of distribution of lossless high-resolution audio with low delay
in a wireless one-to-many scenario in the presence of typical in-home wireless
network topologies and channel imperfections using off-the-shelf wireless de-
vices. We follow a top-down approach to describe the research documented in
this thesis. That is, we start with Why was this research undertaken? This
is followed by the statement: How do we achieve the desired result? Finally,
we consider, What has been done? These three elements are described in more
detail in the coming paragraphs, and are also depicted in Fig. 1.
We wish to distribute lossless high-resolution audio with low delay wirelessly
to a number of loudspeakers. However, there are several limitations that we
need to overcome, such as limited bandwidth, random packet erasures, stochas-
tic network delay, and limited computational power in the devices. That is,
we want to improve the sound quality, by: 1) improving the audio resolution,
2) having a lossless transmission, 3) playing back from a number of wireless
loudspeakers simultaneously. This constitutes the Why.
Erasure correcting codes allows for a trade-off between delay, bandwidth,
and loss probability. It follows easily that, for media streaming the delay should
be minimized, but not to the extent that the bandwidth requirements are too
high or that the losses are too frequent. Thus, the contributions with respect to
the How lies in an investigation of the relationship between these three metrics.
Some form of forward erasure correcting code is generally required in or-
der to reliably deliver high-resolution audio to a number of loudspeakers with
low delay. Without a forward erasure correcting code the loudspeakers and
the audio master have to rely entirely on either positive or negative acknowl-
edgements, in order to achieve lossless delivery of the audio content. This is,
however, generally not desired when the number of loudspeakers increases, since
the acknowledgements may reduce the available bandwidth. Furthermore, the
computational complexity of an erasure correcting code should not exceed the
capacity of modern embedded devices, for which the codes are intended to be
3
Why
How
What
Improve sound quality for wireless loudspeakers
Study the interaction between delay, bandwidth, and loss
Design low delay erasure correcting codes
Fig. 1: The motivation behind the research documented within this thesis.
used. For those reasons, this project revolves around erasure correcting codes
that perform well with respect to low delay media streaming. That is, the
What is about the design, analysis, and evaluation of erasure correcting codes.
2 Commercial Perspectives
Bang & Olufsen a/s may utilize the results of the research conducted through-
out this project to develop loudspeakers and television sets capable of stream-
ing lossless high-resolution audio to multiple receivers with low delay. One of
the commercial targets of this project is to completely remove wired signal-
connections to Bang & Olufsen a/s loudspeakers when connected to a Bang
& Olufsen a/s audio master or television set. This puts a large emphasize on
the need for erasure correcting codes in software which are capable of high
performance encoding and decoding of the audio data on embedded devices.
Furthermore, it also requires research into the areas of low delay erasure correct-
ing codes. That is, the codes should be with low delay in terms of end-to-end
symbol delay and with respect to encoding and decoding.
By using an off-the-shelf wireless technology such as Wi-Fi, in contrast to
the currently implemented proprietary wireless system, it is possible to reduce
both production and development costs. However, the use of off-the-shelf wire-
less technologies is generally not unproblematic. The reason for this is that a
general purpose wireless technology has not been developed for a very specific
use-case in mind, whereas, the current proprietary wireless system was designed
exactly for low delay audio streaming through a long and costly development
process. Thus, from a commercial perspective, it is highly desired to conduct
the necessary research required to enable streaming of high-resolution audio
over a general purpose wireless technology with low delay. This will include
research into erasure correcting codes and their interplay with the underlying
wireless technology.
4
3. Thesis Structure
3 Thesis Structure
The structure of this thesis is as follows. The following section covers the
contributions of the thesis. The remainder of Part I provides an extended
summary of the background for the thesis, description of state-of-the-art, and
conclusions. Part II contains the following five papers:
A) J. Hansen, J. Østergaard, J. Kudahl, J. Madsen. “Network Coding on
Embedded Platforms for Wireless Networks”. Technical report, Decem-
ber 2017.
B) J. Hansen, J. Østergaard, J. Kudahl, J. Madsen. “Superregular Lower
Triangular Toeplitz Matrices for Low Delay Wireless Streaming”. Pub-
lished in the IEEE Transactions on Communications Vol. 65, no. 9,
pp. 4027–4038, September 2017.
C) J. Hansen, J. Østergaard, J. Kudahl, J. Madsen. “On Superregular
Matrices and Convolutional Codes with Finite Decoder Memory”. Sub-
mitted to the IEEE 87th Vehicular Technology Conference, pp. 1–5, June
2018.
D) J. Hansen, J. Østergaard, J. Kudahl, J. Madsen. “When are Erasure
Correcting Block Codes Better than Convolutional Codes in a Multi-hop
Network?”. Published in in the proceedings of The 11th International
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5
4 Contributions
The main contributions of this thesis are (paper in parentheses):
1. Explicit non-asymptotic constructions of superregular lower triangular
Toeplitz matrices over binary extension fields. (B)
2. Theoretical analysis, simulations, practical experiments of the symbol loss
probability and symbol delay for block codes using superregular lower
triangular Toeplitz matrices. (B)
3. Explicit constructions of convolutional codes with optimum distance pro-
file with any code rate and degree over binary extension fields. (C)
4. Theoretical analysis, and simulations of the symbol loss probability and
symbol delay for convolutional codes with optimum distance profile. (C)
5. A performance evaluation of random based network codes in low delay
streaming, and the upper bound on the maximum code length of the code
words produced by the intermediate recoder, with finite memory, using a
rate 1/2 convolutional network code, where both encoder and recoder use
the same constraint length in a network with source, recoder, and sink.
(D)
6. A performance evaluation of the sequential use of random based block
codes and convolutional network codes in low delay streaming, and the
upper bound on the maximum code length of the code words produced
by the intermediate recoder, with finite memory, using a rate 1/2 convo-
lutional network code with constraint length v2, where the encoder use a
block or convolutional code with constraint length v1 in a network with
source, recoder, and sink. (E)
7. A flexible and extendable high performance software library for linear
erasure correcting block and convolutional codes for both desktop com-
puters and embedded devices, and a performance analysis of said library.
(A)
8. Performance analysis of different software implementations of linear era-
sure correcting convolutional network codes. (A)
9. An investigation and discussion of some of the issues of using Wi-Fi for
low delay media streaming. (A)
Paper A covers three of the main contributions. The paper present a new
high performance software library for encoding, recoding and decoding of lin-
ear erasure correcting codes. The library is shown to be highly extendable
and configurable, which makes it very versatile. The library is evaluated with
6
4. Contributions
respect to throughput, for a set of different software implementations of lin-
ear erasure correcting codes. The set of software implementations covers both
block codes and convolutional codes. For the case of block codes we com-
pare the performance to that of a well known software library for linear block
codes. The result of this comparison is that our implementation can provide
up to 5.5x in throughput performance. Paper A then investigates several is-
sues that have been discovered with respect to using Wi-Fi as the means for
low delay media streaming. Finally, the paper discusses two channel models,
namely the Gilbert-Elliott model and the extended Gilbert model, and closes
with a presentation of a new channel model by extending the latter.
Paper B deals with the two first main contributions, by first presenting ex-
plicit non-asymptotic constructions of superregular lower triangular Toeplitz
matrices and then going through a theoretical analysis of the performance of
the block codes constructed from the superregular lower triangular Toeplitz
matrices. The paper also includes a thorough set of simulations of the perfor-
mance in a set of different scenarios. Some of these scenarios are based on a
set of erasure patterns, which we obtained from a practical implementation.
In Paper C we present a new method for constructing convolutional codes
of any rate with optimum distance profile. As part of this, the paper presents a
theoretical analysis and a set of simulations measuring the symbol loss probabil-
ity and symbol delay of the constructed convolutional codes. We also compare
the performance of these codes with the performance of random based convo-
lutional codes. Finally, an investigation of the effect of having finite decoder
memory as oppose to infinite decoder memory is included.
Papers D and E investigate the loss performance, when the sink has strict
delay requirements, for a number of erasure correcting network codes in a three
node network with source, recoder, and sink. One of the results of Paper D
is that, for low delay streaming with intermediate recoding, two concatenated
triangular block codes are generally superior to two concatenated convolutional
codes. Paper D also presents the upper bound on the maximum code length
for the code words produced by a recoder using a rate 1/2 convolutional net-
work code with constraint length v and memory factor m, when the encoder
uses a convolutional code with the same parameters. In Paper E, it is shown
that in some cases, the sequential use of triangular block codes and convolu-
tional codes yields the lowest number of losses when employing strict delay
constraints. Paper E presents the upper bound on the maximum code length
for the code words produced by a recoder using a rate 1/2 convolutional net-
work code with constraint length v2 and memory factor m, when the encoder
use any block or convolutional code with constraint length v1. Furthermore,
Paper E uses simulation results to discuss the optimal parameters for the set
of erasure correcting network codes given some channel and some maximum
allowable symbol delay.
7
8
Background and
State-of-the-art
In this chapter we introduce the main topics of this PhD thesis and provide
the reader with the background, state-of-the-art, and motivation for the work
carried out.
1 Audio Formats
The Compact Disc Standard defines the audio format as 2 channels with a bit
depth of 16 bits per sample and a sample rate of 44.1 kHz [1]; this format is
known as CD quality. Although there is not a strict definition of high resolution
audio, however, it may generally be defined as the formats capable of rendering
beyond CD quality [2]. That is, formats with more than 16 bits per sample
and/or a sample rate of more than 44.1 kHz would qualify as high resolution
audio. On the other hand, the Blu-ray Disc format1 allows for 6 channels of 24
bits per sample and a sample rate of 192 kHz or 8 channels of 24 bits per
sample and a sample rate of 96 kHz. This is comparable to the requirements of
HDMI (High-Definition Multimedia Interface) 2.02 which is 8 audio channels
with a bit depth of 24 bits per sample and a sample rate of 192 kHz. For HDMI
this amounts to a throughput of 36.864 Mb/s.
2 Low Delay Wireless Streaming of High Reso-
lution Audio
A plethora of wireless enabled loudspeakers are available on the market. Many
of these are based on some version of the Bluetooth specifications. However,
the latest version, Bluetooth 5, only support transmissions with a data rate
1Audio Visual Application Format Specifications for BD-ROM Version 2.4 (www.blu-
raydisc.com)
2See www.hdmi.org
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of 2 Mb/s or optionally 3 Mb/s 3, which is more than an order of magnitude
less than the throughput of HDMI. For this reason we do not consider Blue-
tooth 5 (and former versions) a viable means of achieving wireless streaming
of high resolution audio with low delay.
An alternative wireless technology could be Wi-Fi, i.e., IEEE 802.11 and its
amendments. This wireless technology has become the de facto standard for
wireless internet for both domestic and corporate use. Amendment 802.11aa
addresses some of the issues with respect to low delay streaming of multimedia
to several receivers [3, 4]. One of the included mechanisms for increasing the
reliability of multicast is GCR Unsolicited Retry. This allows the source to
transmit packets to multiple receivers and then retransmit the packets several
times without using acknowledgements. This method does not guarantee that
every receiver has at least one successful packet reception, but it does ensure
that at least some retransmissions are not delayed by automatic repeat requests.
However, it does put a large amount of load on the shared medium, which may
be unnecessary.
Another mechanism for reliable multicast in 802.11aa is GCR Block Ack.
This allows the source to transmit a number of packets together as a single
block, after which all receivers must acknowledge the block. In perfect condi-
tions, the block may be then delivered with a low delay and high bandwidth.
However, if packet losses are uncorrelated between receivers, a complete re-
transmission may be required. Furthermore, the multicast originator must
initiate the Block Ack agreements with each receiver, which in turn may de-
lay the transmission when the number of multicast recipients is large. The
performance of these two mechanisms is highly dependent on the scenario [5].
2.1 Definition of Delay
According to [6, 7], in order to ensure an acceptable user experience, the timing
between a video and the corresponding sound should not exceed 25 ms. This
is not a strict latency limit for the audio distribution chain per se, but for
live events where buffering is not possible, this limit may become strict. This
means that in cases where the video part cannot be delayed, this limit restricts
the allowable latency of the audio distribution chain. Given that such strict
requirements exist, we have investigated the delay associated with forward
erasure correcting codes.
The term delay has a plethora of different definitions and meanings. In
this work, we have used two different definitions, in separate contexts. The
following two sections describe our definitions, and present a motivation for
both of them.
3See www.bluetooth.com
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Packets as Delay
In Papers B and C we define delay as the number of packets transmitted from
the source, and possibly relays, after the source obtained symbol x, before
the x’th symbol is decoded at the sink. Put in other words, we count the
packets that are transmitted between the source obtains a specific symbol and
until the sink decode said symbol. For the symbol in question, the number
of packets is the experienced delay. The delay of undecodable symbols is set
to zero. Alternatively, we could have set the delay of undecodable symbols to
infinity, but since we are interested in the average delay, that would significantly
influence the average delay. This definition of delay encapsulates the fact that
packet transmissions represent a cost for the network. This cost may result in
more than just a reduction in the available bandwidth – it may also increase
the end-to-end latency. Furthermore, this also puts an emphasis on the rate of
erasure correcting codes, e.g., the use of rate 1/2 codes versus rate 1/3 codes.
Symbols as Delay
In Papers D and E we use another definition of delay, namely: We consider
the number of symbols obtained by the source between the source obtains a
specific symbol and the sink decodes said symbol. That is, when the sink
decodes the n’th symbol and the source has obtained the m’th symbol, then
the delay experienced by the n’th symbol is m − n, note that m ≥ n. This
definition of delay gives a one-to-one mapping between delay and the rate at
which symbols are obtained by the source, denoted the input symbol rate. For
many practical applications, such as audio streaming, the input symbol rate is
fixed. This allows the designer of an erasure correcting code to utilize the input
symbol rate and any latency constraints that may be set by the application to
optimize some performance criteria, such as the loss probability.
3 Erasure Correcting Codes
In the paper “A mathematical theory of communication” [8] Claude Elwood
Shannon presented an application of probability theory in order to study and
analyse communication systems. The paper was later renamed to “The math-
ematical theory of communication” [9], a subtle but significant change, which
was made after realizing the generality of the work.
The subject of this thesis revolves around erasure correcting codes, where
erasures occur on a packet level. That is, we do not consider erasures of individ-
ual bits, but only erasures of entire packets. This type of code is fundamentally
different from error correcting codes that correct errors (or erasure) on a bit
or symbol level [10]. Erasure correcting codes are used to compensate for the
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Fig. 1: Illustration of the encoding, transmission and decoding process.
packet erasures that occurs when an bit error correcting code is unable to re-
cover from too many errors in a packet [11]. A common design of wireless
communications systems [12, 13] is to use a bit error correcting code on the
physical layer of the OSI model [14] and then use some form of checksum to
verify the content of an entire packet on the data link layer [14]. Further-
more, a checksum may also employed on the transport layer [14]; this is the
case for the two most commonly used transport protocols TCP [15, 16] and
UDP [17] (optional with IPv4 [18, 19] and mandatory with IPv6 [20, 21]).
Fig. 1 shows the route from source data to the decoded data. The source
data is segmented into k symbols, these symbols are then encoded into n pack-
ets. The packets are transmitted over an erasure channel to the receiver. The
receiver then decodes the successfully received packets, and if enough packets
has been received, recover all the data. In the event that the receiver does not
receive enough packets, then some of the symbols may be recovered, depending
the code and its structure. Since this is in fact a quite general representation
of erasure correcting codes in communications systems, Fig. 1 has a cunning
resemblance to that of Fig. 1 in [8], even though the present figure resolves
around packet erasures and the figure in [8] is of a more general nature.
One of the advantages of erasure correcting codes is that enables a trade-off
between loss probability, delay, and bandwidth [22]. By adding more redun-
dancy, the available bandwidth is reduced but this may also reduce the loss
probability, possibly without significantly affecting the delay. On the other
hand, if reliable communication is of the utmost importance, then we may re-
duce the bandwidth and increase the delay, to ensure that the loss probability
is minimized.
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3.1 Linear Codes
In this work we only consider linear erasure correcting codes [23]. Moreover,
linear means that the encoding (and decoding) step in Fig. 1 is a linear trans-
formation. Furthermore, our codes operate over the finite field GF(2p), binary
extension fields.
A code is termed systematic if the output of the encoder includes all the
input symbols uncoded. Systematic codes are widely used [24–27], in part
because it simplifies the encoding process and minimizes the encoding latency.
Furthermore, it also simplifies the decoding process, since systematic packets
require no decoding and can be forwarded immediately.
3.2 Random Linear Codes
In [28] T. Ho et al. introduced the use of random coding coefficients. One
immediate benefit of using random coding coefficients is that it removes the
need for designing encoding matrices with special properties. Instead, it is
only the structure of the encoding matrix that needs to be designed [29–33].
Another benefit of random based codes is that optimal decoding capabilities
can be shown through asymptotic analysis, when the size of the finite field and
the dimensions of the code are sufficiently large [34]. Even for small code sizes
and the finite fields GF(2p) with p > 1 random based dense block codes show
near optimal decoding capabilities [35], on average.
4 Block Codes
When data is encoded and decoded in consecutive groups, it is termed a block
code [36]. We define the input and output to and from the encoding process
in terms of blocks, which may be described by matrices. We now illustrate
the encoding procedure for block codes. The matrix S contains the k source
symbols, and the matrix C contains the n packets. The j’th packet is generated
using the j’th row of the encoding matrix A, like so:
Cj =
k∑
i=1
aj,iSi,
where Si is the i’th row of the source data matrix, and Cj is the j’th row of the
coded data matrix. That is, C may be constructed as the product of A and S:
C = AS.
Decoding is carried out by means of Gaussian elimination on the rows of A
that correspond to the received packets. Decoding requires k(1 + ε) packets,
where a code is considered optimal if and only if ε = 0. For codes where ε→ 0
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Fig. 2: (a) Shows a tall matrix consisting of two lower triangular matrices. (b) shows the
rows of (a) rearranged.
is may be considered a near optimal code, this is the case for some random
based codes [35].
4.1 Dense Codes
A linear block code is called maximum distance separable (MDS) if it attains
the Singleton bound [37], and for linear erasure correcting block codes this
mean that ε = 0. That is, decoding any k packets of the n generated by the
encoder allows for the decoding of all k symbols. Dense codes are generally
not suited for low delay communications, given that the entire set of input
symbols must be present before encoding of any packet can take place. Thus,
the encoder must wait for all symbols to be obtained, before it can encode and
transmit any packets.
4.2 Lower Triangular Codes
Triangular codes are essentially block codes where every entry above the “diag-
onal” in the encoding matrix are zero; note that the definition of diagonal is in
this context somewhat vague. We now show an example of an encoding matrix
for a rate 1/2 systematic block code with lower triangular structure. Fig. 2
shows two perturbations of an encoding matrix. Fig. 2a shows a tall matrix,
which consist of two lower triangular matrices, i.e., I and A, where I is the
identity matrix. When the encoding matrix is on this form it is easy to identify
the two individual lower triangular matrices. In Fig. 2b the two matrices I
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Sj
Z−1
· · ·
Z−1
Z−1
aj,v+1
aj,v
aj,2
aj,1
+
+
· · ·
+
C2j
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Fig. 3: Illustration of the encoding process for a systematic convolutional code with rate 1/2
and memory v.
and A have been merged. This form also show the order in which the packets
are in, when transmitted over an erasure channel.
Lower triangular codes inherit a low delay property from the lower trian-
gular structure of the individual lower triangular matrices, which the encoding
matrix consist of. That is, the encoding delay is minimized, since the source can
code and transmit packets immediately after obtaining a new source symbol.
This structure also allows the sink to decode the received packets and extract
the symbols on-the-fly, if enough packets have been received, and thereby re-
ducing the decoding delay. The, potentially, large number of coefficients set to
zero also increases the coding throughput [38].
5 Convolutional Codes
When the erasure correcting code is not segmented in blocks but used contin-
uously, it is termed a convolutional codes [39]. Fig. 3 shows the encoding of
two packets, when the source obtains the symbols Sj . That is, the figure shows
encoding of packets using a systematic convolutional code, with rate 1/2 and
memory v, since the diagram in the figure contains v delay elements. Fig. 4
shows an example of a continuous encoding matrix for a systematic convolu-
tional code with rate 1/2 and memory v = 3. The receiver may decode using
Gaussian elimination, as previously stated about linear codes in general.
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For random based convolutional codes there is little to no correlation be-
tween the matrix elements, aj,i,∀j, i. On the other hand, for static codes we
may define aj,i = au,i,∀j, u, i. Using this definition we can truncate the con-
tinuous encoding matrix in Fig. 4; this is shown in Fig. 5a. By rearranging the
rows we obtain the matrix in Fig. 5b, and we observe that the bottom part of
the matrix is a lower triangular Toeplitz matrix. Since the matrix is Toeplitz
me can simplify the matrix elements using aj,i = bi,∀j, resulting in the matrix
in Fig. 5c.
Now, let C be an (n, k, δ) systematic convolutional code with basic minimal
generator matrix G. We then define δ, the degree of C, as the sum of the row
degrees of G [40]. We show in Paper C how the matrix in Fig. 5c may be used
to form G.
1
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1
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· · ·
· · ·
Fig. 4: Continuous encoding matrix for a rate 1/2 systematic convolutional code with mem-
ory v = 3.
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6 Superregular Matrices
Superregular matrices are a class of matrices which have been studied exten-
sively [40–48]. The overall definition of superregularity is as follows; a matrix
is superregular if and only if every proper submatrix is non-singular. The def-
inition of a proper submatrix depends on the structure of the matrix. The
following sections covers dense matrices and matrices with a lower triangular
structure.
Superregular matrices are especially interesting for communication systems
since their structure enable forward erasure correcting codes to have optimal
decoding performance [49]. In [38, Definition 1] the authors defined optimal
decoding capability. The definition fundamentally states that a code has op-
timal decoding capability if and only if there does not exist a code with the
same structure of the encoding matrix that can recover more symbols over any
erasure channel.
6.1 Dense Superregular Matrices
The authors of [49] defined a dense matrix to be superregular if and only
if every square submatrix is non-singular. A dense superregular matrix can
be constructed using a tall Vandermonde matrix [50, 51]. Let n,m, p ∈ N
and let n + m < 2p, then a GF(2p)m×n superregular dense matrix may be
constructed using the following matrices A ∈ GF(2p)n+m×n, B ∈ GF(2p)n×n
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and C,D ∈ GF(2p)m×n
A =

1 α1 α
2
1 . . . α
n−1
1
1 α2 α
2
2 . . . α
n−1
2
1 α3 α
2
3 . . . α
n−1
3
...
...
...
. . .
...
1 αn+m α
2
n+m . . . α
n−1
n+m
 =
[
B
C
]
,
AB−1 =
[
I
D
]
.
It follows that I is the n×n identity matrix and that D is a m×n superregular
matrix if αi 6= αj , i 6= j and αi 6= 0, i ∈ {1, . . . , n+m}.
Dense superregular matrices are appealing for erasure correcting codes,
since they may be used to form systematic block codes that are MDS [49].
That is, the matrix AB−1 may be used to form such a code, since the upper
matrix is the identity matrix and the lower part is a dense superregular matrix.
6.2 Lower Triangular Superregular Matrices
The authors of [40] defined a lower triangular matrix to be superregular
if and only if every proper submatrix is non-singular. The following def-
inition of a proper submatrix follows from [38, 40]. Let A be a k × k
lower triangular matrix. Let A′ = Aj1,...,jrh1,...,hr be an r × r submatrix of A,
where A′ is constructed using the rows and columns of A with indices j1, . . . , jr
and h1, . . . , hr, respectively. Then, A′ is a proper submatrix of A if and only
if 1 ≤ j1 < j2 < . . . < jr ≤ k, 1 ≤ h1 < h2 < . . . < hr ≤ k and jt ≥ ht,∀t.
In [40], the authors presented a few superregular lower triangular Toeplitz
matrices. However, no insights were given as to how they were constructed.
In [52], a construction for superregular (totally positive) matrices was provided
for real and complex fields. This construction can easily be extended to very
large prime fields, although these are impractical. In [43, Example 6] the au-
thors presented a similar method to construct superregular lower triangular
Toeplitz matrices of any size over a sufficiently large prime field. The method
is as follows. Let k ∈ N, and X be a (k+1)×(k+1) matrices with the following
structure:
X =

1 0
1 1 0
. . . . . .
0 1 1
 .
Then Xk is a superregular matrix over a sufficiently large prime field. Unfor-
tunately, no bounds on the field size was provided.
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There are two major of drawbacks of this method. First, the use of large
prime fields is not feasible in practical implementations. Second, this method
constructs a unique matrix of size k × k. That is, the method cannot produce
two or more different matrices with same k. Also note the fact that CPUs use
a binary representation of integers, and that binary extension field arithmetic
does not require modulo operations. For this reason, it is generally considered
straight forward to implement GF(2p) arithmetic in software [53], whereas large
prime fields are significantly more complex to implement and use in practical
applications.
6.3 Using Superregular Matrices
Superregular matrices have been used to form both block codes [49] and convo-
lutional codes [40, 42, 44–46, 48]. In [40] the authors introduced a new class of
MDS convolutional codes whose column distances attain the generalized Single-
ton bound at the earliest possible instant, these codes are termed strongly-MDS
convolutional codes. In [44] R. Hutchinson et al. show how superregular matri-
ces may be used to construct MDP convolutional codes, and present an upper
bound on the minimum field size in order for a superregular matrix of a given
size to exist over that field. The authors of [42] introduce the metric denoted
column sum rank, which parallels the column Hamming distance when using a
network with link failures. Furthermore, the authors also show a class of super-
regular matrices that preserve the superregular property after multiplication
with non-singular block diagonal matrices. P. Almeida et al. showed in [45]
new class of matrices that are superregular over a sufficiently large finite field.
These matrices are used to construct MDP convolutional codes. In [46] the
authors introduce a natural bound on the distance of a 2D convolutional code
of rate k/n and degree δ, which generalizes the Singleton bound for block codes
and the generalized Singleton bound for 1D convolutional codes. In [48] the
authors presented constructions of convolutional codes that attain the maxi-
mum possible distance for some fixed parameters of the code, namely: the rate
and the Forney indices.
7 Network coding
Network coding is the concept of combining packets in the network, and not
only at the end nodes. The concept of network coding was introduced by
the authors of [54]. In general, this is a method that enables either a higher
throughput [55] or resilience against packet loss [56], known as inter-session and
intra-session network coding respectively. Using inter-session network coding,
packets are only combined with packets from other flows in order to increase
throughput [57, 58]. The concept of inter-session network coding is not cov-
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Fig. 6: A multi-hop network with three nodes. A transmit packets to R, which then recodes
the received packets and transmit the recoded packets to B.
ered in this thesis. With intra-session network coding, packets are only coded
together with packets from the same flow in order to increase reliability, by
adding redundancy.
7.1 Intra-Session Network Coding
Fig. 6 shows a network where an intermediate node, R, performs recoding.
This technique allows for two different code rates on the two links. That is, the
redundancy may be added to exactly the links where it is needed. Alternatively,
the redundancy would have to be carried on all links, even if some of these links
are error free.
A lot of research efforts have been put into the area of intra-session net-
work coding [59–61]. In [59] the authors presented an opportunistic routing
scheme using intra-session network coding for wireless mesh networks, where
the inherent broadcast nature of wireless networks are exploited. In [60] T. Ho
et al. considered the problem of multiple multicast sessions with intra-session
network coding within dynamic networks. This work leads to the establish-
ment of a capacity region of input rates that can be stably supported at the
network-layer. The authors of [61] presented adaptive rate control algorithms
for the networks with or without given coding subgraphs.
8 Embedded Platforms
Embedded platforms have historicity been limited in some form, either in com-
putational power, memory or simply power (e.g., battery powered) or a com-
bination of these limitations. While embedded platforms still have limitations,
compared to desktop computers, they may contain the computational power to
encode and decode complex erasure correcting codes [27]. From an engineering
perspective, it is of the utmost importance to optimise the software (with re-
spect to both energy and/or throughput) which these platforms execute, given
that these limitations exist. Furthermore, the erasure correcting codes may also
be designed to improve energy efficiency [38], by reducing the computational
resources required.
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Power Consumption in Receiving and Idle State
In [62] it was found that for some wireless network interface cards (WNIC), the
power consumption in receiving state can be an order of magnitude larger than
when in idle state, but still connected. Thus, there can be a large incitement to
use power only for receiving innovative packets, i.e., packets that are linearly
independent of previously received packets. This may not possible if the code
words are generated using random coefficients. However, by using a static code
low-power embedded devices are able to calculate in advance whether the next
packet is innovative or not. If the next packet is not innovative the device
should not receive it. This method allows low-power devices to save power, by
not activating the receiver circuit to receive non-innovative packets.
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Conclusions
The work documented in this thesis covers the following three research areas:
1. An information theoretical result regarding the construction of (jointly)
superregular matrices and a theoretical analysis of the performance of
linear erasure correcting codes.
2. An extensive set of simulations of different networks with and without
recoding at intermediate nodes. These simulations have led to several
findings regarding the performance of erasure correcting codes and the
applicability of different codes to different scenarios.
3. A comprehensive set of practical tests, conducted on a robust experimen-
tal Wi-Fi testbed.
Finally, these three areas have been related to each other in order to discuss
the nexus between theory and practice.
Paper A showed several new results on software implementations of linear
erasure correcting codes. The paper also presented an experimental Wi-Fi
testbed that enabled repeatable and consistent tests. The testbed seeks to
eliminate external noise sources by using wires instead of antennas for the Wi-
Fi connections. Furthermore, said paper also presented new results on the
Extended Gilbert Model; this channel model was then extended to allow for
bursts of arbitrary length and to reduce the parameter complexity.
Several results on the construction and performance of linear erasure cor-
recting codes have been presented in this thesis. A set of explicit constructions
of linear erasure correcting block codes is covered in Paper B. These block
codes are based on superregular lower triangular Toeplitz matrices, which the
paper also provided explicit constructions for. Moreover, an algorithm for con-
structing a k×k superregular lower triangular Toeplitz matrix over any binary
extension field is also presented in said paper. These explicit constructions and
algorithm for constructing superregular lower triangular Toeplitz matrix matri-
ces outperform the state-of-the-art with respect to the required size of the finite
field. Furthermore, these methods allow for the construction of said matrices
over small binary extension fields, as opposed to very large prime fields. This
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is then followed up by Paper C which provides explicit constructions of linear
erasure correcting convolutional codes with optimum distance profile over any
binary extension field.
For a network with recoding, Paper D compared the symbol loss perfor-
mance, given strict delay constraints for three selected code structures. The
code structures are two block codes, namely dense and lower triangular codes,
and the third structure is convolutional codes. It was shown that using a lower
triangular structure for both encoding and decoding is, in general, superior
to the other two structures, regardless of the delay constraints and the era-
sure probability of the channel. In Paper E we extended this work to include
a mixture of block and convolutional codes. That is, we allowed for the re-
coder to use a convolutional network code when the encoder used a block code.
Generally, the use of a lower triangular code for encoding and a convolutional
code for recoding proved to be superior to the remaining schemes, regardless
of the delay constraints and the erasure probability of the channel. However,
this may not be attractive from a practical perspective, given that the algo-
rithmic complexity is significantly higher when combining the coding schemes.
Furthermore, as it was shown in Paper A the coding throughput of software
implementations of block codes may be considerably higher than the through-
put for convolutional codes, which partly comes from the lower algorithmic
complexity of block codes.
Although the concept of low delay erasure correcting codes have been sub-
ject to research for a considerable number of decades, we strongly believe that
much can be learnt within this field of research. For example, the authors
of Paper C have been unable to extend the analysis of the exact symbol loss
and delay of convolutional codes with finite decoder memory to the asymptotic
case. Such a result would enable the calculation of the average symbol delay
and loss probability for convolutional codes with finite decoder memory.
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1. Introduction
Abstract
In this paper we introduce a network coding software library and demonstrate the
performance of said library on both x86 and ARM architectures. This library is
capable of encoding, recoding, and decoding both linear block and convolutional
erasure correcting codes. For the case of dense block codes, we compare the
performance with a well known network coding software for linear block codes.
We compare the performance of three different implementations of convolutional
codes. We document benefits and drawbacks, with respect to real-time streaming,
of three casting methods for Wi-Fi networks. We show an experimental Wi-Fi
setup, which is used to model bursty erasure patterns. We introduce a new
channel model for the erasure channel.
1 Introduction
There are several unanswered research questions with respect to the implemen-
tation of erasure correcting codes in software. There is a plethora of different
ways to implement erasure correcting codes, and a subset of these possible
methods must be more efficient than others. In order to evaluate which im-
plementation of block codes and convolutional codes performs best, we have
implemented and measured the throughput performance of a set of implemen-
tations.
One of the key motivations for this measurement campaign is that the com-
putational complexity of the erasure correcting codes should not exceed the
capacity of modern embedded devices. Based on this we have implemented a
high performance software library for erasure correcting codes on an ARM plat-
form. Additionally, the software library can also run on Intel x86 processors,
which we demonstrate firstly.
The throughput required for encoding and decoding multi channel high
resolution audio, e.g, 8 audio channels with a bit depth of 24 bits per sample and
a sample rate of 192 kHz (which is the minimum requirement for HDMI 2.01),
is2
8 · 24 · 192000 = 36.864 Mb/s = 4.608 MB/s.
That is, our software library should be able to encode and decode the data
with a rate of 4.608 MB/s. This is of course an upper limit on the required
throughput since in practise it will not be the same node doing both encoding
and decoding, except for any intermediate nodes performing recoding.
In order to properly evaluate the performance of erasure correcting codes an
accurate channel model is needed. To this end, we have built a Wi-Fi testbed
1See www.hdmi.org
2The units of the left most side of the equation have been left out for the sake of brevity.
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capable of changing the actual Wi-Fi channel. The changes to the channel can
both be in terms of SNR and fading, or a combination of the two. The erasure
pattern of the Wi-Fi channel can then be recorded and modelled, this then
enables the simulation of Wi-Fi channels with realistic erasure patterns.
Modelling these erasure patterns is non-trivial. Several channel models
has been proposed, among them are the Gilbert-Elliott model [1, 2] and the
extended Gilbert model [3]. The benefits and drawbacks of these models are
discussed in Section 8. In order to accommodate the shortcomings of these
models we propose an extension of the latter.
2 Source Code
In this section we present a software library is written in C++, and more
specifically C++17 [4]. This software library is capable of encoding, recoding
and decoding erasure correcting codes, either as block codes or as convolutional
codes. The encoders, recoders, and decoders are collectively denoted coders.
The software implementation of the coders uses the parametrized inheritance
or mixin design method [5, 6]. This design method seeks to make the software
modular, testable, and allow for easy code reuse.
Listing A.1 shows three examples of coders. The coders are named using
type aliases to increase the readability of the source codes. The coders consist
of at least four layers, namely: interface, algorithm, data storage, and a finite
field. The interface defines which functions (operations) a coder supports. The
one or more algorithm layers implement the data processing methods, e.g.,
encoding, decoding, or both. The storage layer defines how and where data is
stored in memory. There are three types of data storage layers:
• Shallow: the coder does not provide any memory, but will use memory
provided by the user.
• Deep: the coder allocates and deallocates memory upon construction
and destruction, respectively.
• Managed: the coder implements the concept of a free list consisting of
previously allocated (and released) memory.
An example of the code reuse capability of the mixin design is that both the
deep and managed memory layers are implemented using the shallow memory
layer. That is, for the deep memory layer the constructor allocates and sets the
memory of the shallow memory layer, and the destructor frees the memory. The
managed memory layer uses a similar method, but using an implementation
that resembles a free list with support for different sizes. The finite field layer
implements finite field arithmetic, which is used when processing the data.
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Listing A.1: C++ example code for encoder, decoder, recoder types with managed memory.
using encoder =
encoder_inter face< // The pub l i c funct ions of the encoder
random_encoder< // Encode using random coe f f c i e n t s
managed_storage< // Memory manager
gf2<8>>>>; // Fie ld : GF(2^8)
using decoder =
decoder_inter face< // The pub l i c funct ions of the decoder
b id i r e c t i ona l_decode r < // Perform Gaussian e l iminat ion with both
// forward and backward su b s t i t u t i on
managed_storage< // Memory manager
gf2<8>>>>; // Fie ld : GF(2^8)
using r ecoder =
encoder_inter face<
random_encoder< // Encode using random coe f f c i e n t s
decoder >>; // The decoder funct ions
Listing A.2: C++ example code for the encoder_interface class.
template <class super>
class encoder_inte r face : public super
{
public :
encoder_inte r face ( const uint32_t k , const uint32_t symbol_size )
: super (k , symbol_size ) {}
template <class a l l o c a t o r >
uint32_t encode ( std : : vector<std : : byte , a l l o c a t o r >& payload )
{
a s s e r t ( payload . s i z e ( ) >= super : : payload_size ( ) ) ;
return super : : encode ( payload ) ;
}
/∗ The remaing pub l i c funct ion are not inc luded here ∗/
} ;
Note that the algorithm layer of the encoder in Listing A.1 uses random
coefficients, and that this does not require any state information. In fact, this
encoder will encode any symbol it knows with a random coefficient, and the
set of known symbols may be subject to change between the encoding of two
packets. That is, this encoder does not put any restrictions on the placement
and number of non-zero coding coefficients in the coding matrix. If a Reed-
Solomon code [7] is desired instead of random coefficients, then this can be
changed by simply using the rs_encoder instead of the random_encoder. This
is one of the benefits of using the mixin design.
Listing A.2 shows part of the implementation of the encoder_interface class.
The class inherit from the class super, which is provided as a template param-
eter. The constructor only calls the constructor of super. The class defines the
encode function, which only check the size of the provided payload and then
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Listing A.3: C++ example code for triangular encoding and decoding.
encoder e (k , symbol_size ) ;
decoder d(k , symbol_size ) ;
std : : vector<std : : byte∗> data = /∗ F i l l with po in ters to data ∗/ ;
s td : : vector<std : : byte> payload ( e . payload_size ( ) ) ;
while (not d . fu l l_rank ( ) )
{
i f (auto r = e . rank ( ) ; r != k )
{
e . set_symbol ( r , data [ r ] ) ;
}
e . encode ( payload ) ;
/∗ Packet l o s s can be emulated by randomly c a l l i n g : continue ∗/
d . decode ( payload ) ;
}
forwards the call to super::encode. The coder is at instantiation required to
know the number of symbols, k, in a block. Finally, the memory needed to
store the symbol data is required to be known at instantiation of the coders,
this is denoted the symbol size.
2.1 Encode and Decode Example
Listing A.3 present how to perform triangular encoding and decoding using the
software library. The coders used in this example are defined in Listing A.1.
The triangular structure is obtained by gradually providing symbols to the en-
coder. That is, until the encoder has all symbols, a symbol is added before
encoding the next packet. The coding matrix does then get a triangular struc-
ture for the first k packets, the following packets are then dense. The coding
coefficients are chosen at random over the finite field GF(28) [8]. The decoder
performs Gaussian elimination on the received packets.
2.2 Encode, Recode, and Decode Example
Listing A.4 extends Listing A.3 by introducing a recoder between the encoder
and decoder. In this example the encoder also produce a triangular coding
structure. The recoder acts both as a decoder and a encoder, as it is made
clear from its definition, in Listing A.1. By decoding the received packets the
recoder ensures that all the stored packets are linear independent. By the
same token, these linear independent packets are then encoded (recoded) and
transmitted to the decoder.
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Listing A.4: C++ example code for triangular encoding, recoding, and decoding.
encoder e (k , symbol_size ) ;
decoder d(k , symbol_size ) ;
r ecoder r (k , symbol_size ) ;
std : : vector<std : : byte∗> data = /∗ F i l l with po in ters to data ∗/ ;
s td : : vector<std : : byte> payload ( e . payload_size ( ) ) ;
while (not d . fu l l_rank ( ) )
{
i f (auto r = e . rank ( ) ; r != k )
{
e . set_symbol ( r , data [ r ] ) ;
}
e . encode ( payload ) ;
/∗ Packet l o s s can be emulated by randomly c a l l i n g : continue ∗/
r . decode ( payload ) ;
r . encode ( payload ) ;
/∗ Packet l o s s can be emulated by randomly c a l l i n g : continue ∗/
d . decode ( payload ) ;
}
3 Coding Throughput of Block Codes on x86
In this section we evaluate the throughput performance of the software library
when using an Intel CPU. The details for the test node used for these per-
formance evaluations are listed in Table A.1. Fig. A.1a and A.1b show the
throughput with and without recoding, respectively. The encoding is triangu-
lar as shown in Listings A.3 and A.4. Table A.2 lists the four implementations
of finite field arithmetic the software library supports. For multiplication and
inversion both online and lookup table based arithmetic is supported. There
are two implementations where both multiplications and inversions are based
on lookup tables, however, for one of them multiplication is vectorized. Mod-
ern CPUs support vector arithmetic, that is, a single instruction can operate
on N ∈ {128, 256, 512} bytes simultaneously. These instructions are termed
single instruction multiple data (SIMD) instructions, and the value of N de-
pend on the architecture of the CPU. For the Vectorized implementation mul-
tiplication is carried out using AVX2 instructions in the CPU, N is 256 for
AVX2.
From the figures it is clear that the primary element to ensure high per-
formance is vectorization of finite field multiplication. For the case of the
Vectorized implementation, comparing the performance with and without re-
coding shows the intuitive result that adding recoding halve the throughput.
The gain in throughput of implementing inversion as a lookup table is not sig-
nificant as for k > 2. Implementing multiplication via a lookup table provides
about 10 % better performance than using an online implementation. For all
tested values of k the throughput of all four implementations is well above the
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Table A.1: Details of the x86 node used in the experiments.
Type Name
CPU Intel Core i3-4170
OS Ubuntu Linux 15.10
Kernel Linux 4.4.11
Table A.2: Description of the supported finite field implementations.
Name Multiplication Inversion Addition
Full online Online Online Vectorized
Online product Online Lookup table Vectorized
Lookup table Lookup table Lookup table Vectorized
Vectorized Vectorized Lookup table Vectorized
required 4.608 MB/s. In fact, for k = 2 and no recoding, the throughput is more
than three orders of magnitude higher for the vectorized implementation.
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Fig. A.1: Coding throughput, on x86, when performing encoding, (for (a) also recoding),
and decoding.
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Listing A.5: C++ example code for dense encoding, recoding, and decoding.
t i c ( ) ; // Star t timing measurements
encoder e (k , symbol_size ) ;
decoder d(k , symbol_size ) ;
r ecoder r (k , symbol_size ) ; // Recoding p r o f i l e only
std : : vector<std : : byte> data_in (k ∗ symbol_size ) ;
std : : vector<std : : byte> payload ( e . payload_size ( ) ) ;
e . se t_generat ion ( data_in ) ;
while (not d . fu l l_rank ( ) )
{
e . encode ( payload ) ;
r . decode ( payload ) ; // Recoding p r o f i l e only
r . encode ( payload ) ; // Recoding p r o f i l e only
d . decode ( payload ) ;
}
toc ( ) ; // Stop timing measurements
3.1 Comparison to State-of-the-art
We now evaluate the performance of the software library when using dense
codes and deep memory. The achieved performance is then compared to that of
the Kodo version 20.0.0 [9]. Kodo is a software library that implements network
coding for block codes. Listing A.5 shows how we measure the performance of
our library, and Listing A.6 shows the same when using Kodo. The two listings
both contain three lines marked with Recoding profile only, these lines are not
present when measuring the performance without recoding. The key metric in
this measurement process is the time spent between tic and toc, the throughput
is calculated from these measurements. In order to produce reliable results, the
code between tic and toc is repeated 105 times.
Fig. A.2a and A.2b show the measured throughput for both software li-
braries with and without recoding, respectively. From the figures it is, again,
clear that using recoding cuts the throughput in half. It is also clear that our
software library is significantly faster than Kodo for k < 8, in fact for k = 2
and no recoding there is a gain of more than 5.5x. There is still a large gain of
our software library for k ≥ 8, on average this gain is 2.45x.
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Listing A.6: C++ example code for network coding using Kodo.
kodo : : r l n c : : fu l l_vector_encoder< f i f i : : binary8 >: : f a c t o ry
encoder_factory (k , symbol_size ) ;
kodo : : r l n c : : fu l l_vector_decoder< f i f i : : binary8 >: : f a c t o ry
decoder_factory (k , symbol_size ) ;
t i c ( ) ; // Star t timing measurements
auto encoder = encoder_factory . bu i ld ( ) ;
auto decoder = decoder_factory . bu i ld ( ) ;
auto r ecoder = decoder_factory . bu i ld ( ) ; // Recoding p r o f i l e only
kodo : : se t_systemat ic_of f ( encoder ) ;
std : : vector<uint8_t> data_in (k ∗ symbol_size ) ;
std : : vector<uint8_t> payload ( encoder−>payload_size ( ) ) ;
auto data = sak : : s t o rage ( data_in ) ;
encoder−>set_symbols ( data ) ;
while (not decoder−>is_complete ( ) )
{
encoder−>encode ( payload . data ( ) ) ;
recoder−>decode ( payload . data ( ) ) ; // Recoding p r o f i l e only
recoder−>recode ( payload . data ( ) ) ; // Recoding p r o f i l e only
decoder−>decode ( payload . data ( ) ) ;
}
toc ( ) ; // Stop timing measurements
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Fig. A.2: Coding throughput, on x86 with deep memory, when performing encoding, (for
(a) also recoding), and decoding.
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Fig. A.3: Coding throughput, on ARM, when performing encoding, (for (a) also recoding),
and decoding.
4 Coding Throughput of Block Codes on ARM
The ARM processors have become synonymous with modern embedded plat-
forms, and the ARM processors are frequently used in cellular phones, tablets,
and set-top-boxes. For that reason, we have designed our software library to
utilize the SIMD instructions that ARM processors support. For our experi-
ments we used a Raspberry Pi 2, which is equipped with an quad-core ARMv7
processor running at 900 MHz. The encoding is triangular as shown in the
previous section, in Listings A.3 and A.4.
First we consider the throughput performance when SIMD instructions are
not enabled. That is, the Vectorized implementation is not available and ad-
dition operations over the finite field are not vectorized. Fig. A.3a and A.3b
show the throughput performance. For the case without recoding it is clear
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Fig. A.4: Coding throughput, on ARM using NEON, when performing encoding, (for (a)
also recoding), and decoding.
that the use of a lookup table based implementation of multiplication is the
key enabler when maximizing the performance. For the case with recoding,
the trend is somewhat similar, however, to a minor extend. With recoding
our Lookup table implementation is capable of coding in real-time, when k ≤ 8.
Without recoding the same implementation can handle real-time encoding and
decoding when k ≤ 16.
4.1 Using NEON
On the ARM platform the SIMD instruction set is denoted NEON. NEON in-
structions was introduced to the ARMv7, thus they are available in our Rasp-
berry Pi 2. The NEON instructions are capable of operating on at most 128
bytes simultaneously. Fig. A.4a and A.4b show the throughput performance,
when NEON instructions are enabled. From the figures it is clear that the
primary element to ensure high performance is vectorization of finite field mul-
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tiplication, just like on the x86 platform. It is, however, also clear that vec-
torization of addition operations provide a significant gain, by comparing the
performance to when NEON is not enabled. It is clear that the gains of using a
lookup table for inversion does not provide any measurable gain. When using
the vectorized implementation our software library is capable of maintaining a
throughput high enough to perform encoding, recoding, and decoding of high
resolution audio in real-time when k ≤ 32.
5 Coding Throughput of Convolutional Codes
on x86
In this section we discuss three different methods for storing the coding coeffi-
cients for convolutional codes. Software implementation of coders using block
codes may allocate (or reclaim from a memory manager) all the needed mem-
ory at instantiation. This is due to the fact that the number of coefficients is
known exactly at instantiation. This is not the case for convolutional recoders
and decoder, and thereby also encoders. In Papers D and E the maximum
number of non-zero coefficients from a convolutional encoder and recoder is
derived. However, the maximum number of non-zero coefficients in a coding
vector during decoding cannot be exactly known at instantiation. There are
essentially two ways to overcome this issue. First, use a dynamic array to store
the coefficients, and then resize (allocating a new larger segment and copying
all the coefficients) when the capacity is depleted. Second, use a fixed size array
with a size large enough to hold the largest expected number of non-zero coef-
ficients. The former may suffer from too many reallocations, whereas the latter
may throw an exception if the number of non-zero coefficients is too large.
5.1 Dynamic Array of Coefficients
For block codes, which has a fixed number of coefficients, a single continues
array of coefficients may be used. That is, for block codes a simple array may be
used to store the coefficients and the columns they refer to are then the indexes
of the array. Since the termination point of a convolutional code is not generally
known, it is not possible to use a single array for the coefficients. Thus two
arrays are used, one for the non-zero coefficients and one for the column indexes
the coefficients refer to. The implementation using dynamic arrays use two
instantiations of the template class std::vector (part of the C++ standard
library) to store the coefficients and columns. This class provide the needed
resizing methods. Specifically, the columns use std::vector<std::uint32_t>
and the coefficients use std::vector<std::uint8_t> when the field is GF(28).
When performing vector addition, e.g., v1+v2 = v3, then for each of the non-
zero coefficients in v1 and v2 the corresponding column index is searched for in
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Fig. A.5: Mapping between columns and coefficients, when using a fixed size array of
coefficients.
the other vector. If the column is found then the addition of the two coefficients
is executed, and the result is stored in v3. If the column is not found, then
the coefficient is directly stored in v3. Columns that are represented in both v1
and v2 are only handled once. This may be a time consuming search, even if
the columns are sorted. On the other hand, when performing multiplication of
a vector with a scalar then no search is needed. In that case the multiplication
is sequentially performed for each non-zero coefficient.
5.2 Fixed Size Array of Coefficients
To avoid the overhead of resizing and moving the coefficients when using a
dynamic array, a fixed size array can be used. Fig. A.5 shows the mapping
from a column to a coefficient. This method allows for at most n + 1 non-
zero coefficients, where n is a design parameter. This method follow the same
pattern for vector addition and vector/scalar multiplication arithmetic as the
method using a dynamic array.
5.3 Segmented Array of Coefficients
As mentioned earlier, modern CPUs support vectorized arithmetic through
SIMD instructions. In order to utilize this ability a segmented array of coef-
ficients has been implemented. It is segmented in the sense that the array of
columns only store the column index of the first coefficient in a block of N ,
where N is the capacity of the SIMD instructions. Fig. A.6 shows the mapping
from a column to a coefficient. To simplify the required bookkeeping all the
column indexes are a on the form Cj = iN , where j ∈ {0, 1, . . . , n} and i ∈ N0.
When the column indexes are on this form, they are always “aligned” with
the column indexes of another other vector. With respect to vector addition
this method can reduce the amount of searches significantly. This is because
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Fig. A.6: Mapping between columns and coefficients, when using a segmented array of
coefficients.
the columns are grouped together in the segments, and thus fewer columns
are searched for. For each segment SIMD operations are used to decrease the
computation time.
5.4 Performance Evaluation
We now evaluate the performance of the three types of storing the coding co-
efficients. The evaluation is carried out on an Intel x86 platform, since we
are evaluating the difference between the implementations we are only inter-
ested in the relative throughput differences. We use two forms of evaluation,
namely coding throughput and coefficient throughput. The two cases are eval-
uated for k ∈ {2, 4, 8, 16, 32} by encoding, recoding, and decoding, of symbols
consisting of 1600 and 32 bytes, respectively.
The coding throughput show case the throughput the software implemen-
tation is capable of when used for coding a realistic symbol size for network
applications. Figures A.7a and A.7b show the coding throughput with and
without recoding, respectively. It is interesting to see that the type of coeffi-
cient storage that performs best depends on k. Furthermore, at no time is the
use of a dynamic array the best performing solution.
Due to the increased bookkeeping the throughput of the convolutional codes
do not reach the same level as the throughput of our implementation of block
codes. However, for all tested values of k the throughput of all four implemen-
tations is well above the required 4.608 MB/s, as expected.
The coefficient throughput is of interest in order to remove the dependency
on coding of the data. Figures A.8a and A.8b show the coefficient throughput
with and without recoding, respectively. The performance results of the coeffi-
cient throughput show similar trends as the coding throughput, but the differ-
ences have been magnified, due to the minimalistic symbol size. The biggest
difference between coding and coefficient throughput is for k = 2, where there
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Fig. A.7: Coding throughput, on x86, when performing encoding, (for (a) also recoding),
and decoding.
is a slight change in ranking when recoding is included.
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Fig. A.8: Coefficient throughput, on x86, when performing encoding, (for (a) also recoding),
and decoding.
6 Using a Wi-Fi Network for Low Delay Stream-
ing
There are several possible issues when distributing data on an Wi-Fi network.
Some of these potential issues will be covered throughout this section. The
Figures A.9, A.10, and A.11 show three different casting methods on the same
network. On the figures the dotted links are unreliable. That is, there will not
be sent any acknowledgements for the packets transmitted on those links. On
the other hand, the solid links use both acknowledgements and a number of
retransmissions, if required. Furthermore, those links also employ some form
of rate adaptation, to increase the probability of successful reception. Both the
number of retransmissions and rate adaptation algorithms are implementation
specific, and will not be covered further. Finally, the three figures include three
types of nodes: source, AP, and sink. The AP is the access point that provides
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Fig. A.9: Unicast from source to AP and broadcast from AP to the three sinks. Dotted
links are unreliable.
the wireless network.
6.1 Broadcast
Conceptually, using broadcast is compelling, since it allows the source to trans-
mit to several sinks simultaneously. Figure A.9 illustrates how packets are
broadcasted on Wi-Fi networks operating in infrastructure mode. However,
there are multiple issues associated with broadcasting.
• Broadcast and multicast packets cannot be acknowledge on the physical
layer by any of the potential receivers [10]. That is, using broadcast or
multicast is unreliable in the sense that the source is unaware of any
erasures. Furthermore, without the acknowledgement mechanism these
packets are also not retransmitted in case of erasures.
• As it is illustrated in Fig. A.9, it is the AP that broadcasts packets,
whereas the source uses unicast to the AP, i.e., the packets to be broad-
casted are transmitted at least twice on the network.
• In [11, Section 10.2.1.1] the following is stated:
“If any STA in its BSS is in PS mode, the AP shall buffer all
group addressed BUs and deliver them to all STAs immediately
following the next Beacon frame containing a DTIM transmis-
sion.”
That is, if any node (STA) in the network (BSS) is in power save (PS)
mode, then the access point (AP) shall transmit all broadcast and multi-
cast packets (BUs) after a special broadcast beacon frame. For the setup
described in Section 7, the beacon interval is ∼100 ms, and as a conse-
quence, low-latency streaming is impossible via broadcast or multicast if
one of the nodes in the network is in power save mode.
• The data rate used when transmitting broadcast or multicast packets
is implementation defined [12]. That is, the manufacturer of a wireless
network interface cards (WNIC) is allowed to pick any of the valid bit
rates, to be used for broadcast or multicast transmissions. Another effect
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Fig. A.10: Unicast from source to AP and from AP to the three sinks.
of this is that the broadcast and multicast packets does not get any of
the potential benefits from rate adaptation.
6.2 Unicast
Given that broadcast is not a valid option for low delay streaming, as elucidated
in the previous section, the alternative could be unicast. While unicast does
use an acknowledgement mechanism to retransmit erased packets and adapt
the bit rate, it does not scale well for large networks. The problem with scaling
is that source has to transmit the entire stream to each sink. The issue of
bandwidth consumption is illustrated in Fig. A.10, where both the source and
the AP transmit the stream three times, each.
6.3 Pseudo Broadcast
The optimal casting-strategy should only transmit the stream once, however,
for Wi-Fi networks operating in infrastructure mode all nodes have to commu-
nicate through the AP. Thus, it is acceptable to have the source node transmit
to the AP and then have the AP distribute reliably it to all the sinks. One
way of achieving this is by using pseudo broadcast. As shown in Fig. A.11,
with pseudo broadcast the source unicast the stream to the AP and that the
AP then unicast to only one of the sinks. The remaining sinks then receive
the stream by overhearing the unicast stream, even though it is not addressed
to them. Any missing packets may be retransmitted, when one or more sinks
signals a negative acknowledgement, on the application layer.
There are both benefits and drawbacks of pseudo broadcast. The primary
benefit is that it may significantly reduce the bandwidth requirements, com-
pared to pure unicast. This also enables pseudo broadcast to be highly scalable
in number of receivers. Furthermore, by utilizing a forward erasure correcting
code retransmissions may be replaced by coded packets which can then be of
benefit for more than one sink. Finally, since the stream is transmitted using
unicast any retransmission, either between the source and the AP or between
the AP and the sink, may also be overheard by the sinks.
The drawbacks are mainly focused around support. That is, for pseudo
broadcast to work, overhearing must be enabled and supported by the hard-
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Fig. A.11: Unicast from source to AP and unicast from AP to one of the sinks. Dotted
links are unreliable.
ware, the firmware, and the software. To the best of the authors knowledge
there are no manufacturers of WNICs that officially support overhearing, and
thereby also pseudo broadcast. There are though, WNICs that do support
it unofficially. Furthermore, Wi-Fi encryption may be troublesome, this issue
may be mitigated by using encryption at a higher layer.
6.4 Packet Aggregation
In 802.11n and 802.11ac packet aggregation was introduced and extended, re-
spectively. Packet aggregation is somewhat troublesome for erasure correcting
codes, since the systematic and coded packets may get aggregated together.
This issue is two-fold. First, if a Wi-Fi block is discarded then both the sys-
tematic and coded packets are discarded together. Thus, the coded packets
serve no purpose, since the systematic and coded packets are collectively either
received or discarded. Second, the low delay property of codes with a triangu-
lar or convolutional structure is not utilizes since the packets are not sent and
received continuously, but in Wi-Fi blocks.
On a more practical level packet aggregation makes it impossible to receive
packets using the de facto packet capture library libpcap and a transport pro-
tocol filter. That is, if the filter is set to e.g., udp, then aggregated packets
are not delivered by libpcap even though their transport protocol match the
filter. If the filter is left empty, then libpcap delivers the aggregated packets.
However, they are then deliver in aggregated form. Thus, some mechanism to
extract the individual packets from the aggregated packets must be used.
6.5 Retransmissions
For unicast transmissions, if a packet is not acknowledge by the receiver the
transmitter will retransmit the packet after some delay. The size of the delay
depends on the success rate of previous transmissions. For a single packet
the maximum number of retransmissions is 7, using the nodes described in
Table A.3. This may be an too excessive amount of retransmissions, where in
some cases it would be more advantageous to not retransmit the exact same
packet, but instead transmit a new coded packet.
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Fig. A.12: Experimental setup.
7 Experimental Wi-Fi Setup
In this section we present an experimental Wi-Fi testbed with two nodes. To
ensure that the experiments are repeatable and consistent, and to eliminate
external noise sources, the nodes are connected with wires as opposed to using
antennas. The two nodes are described in Table A.3. The nodes are connected
using a IEEE 802.11g network in IBSS mode, via the wired connections. The
setup is shown in Fig. A.12, where it can be seen that the two nodes (source
and sink) communicate directly. The source can transmit high-speed data to
the sink (black flow), however, the link from the sink to the source (grey flow) is
only able to carry beacons and other management frames. That is, the source
broadcasts packets using the highest data rate (54 Mb/s) and the sink uses the
lowest data rate (6 Mb/s). The use of broadcasting ensures maximum capacity
and disables any retransmissions, since broadcast packets are never retrans-
mitted. The Atts are attenuators and the Coupler is a clockwise directional
coupler. Finally, the channel emulator is a EB Propsim C2.
7.1 Experimental Procedure
The source is setup to transmit a numbered packet of 1485 bytes to the sink once
every millisecond. This procedure is run for 3 hours, and then after 10.8× 106
packets the sink reports which packets were received. This packet size was
chosen since for a realistic application it would minimizes the protocol over-
Table A.3: Description of the nodes used in the experimental setup.
Type Name
CPU Intel Core i3-4170
OS Ubuntu Linux 15.10
Kernel Linux 4.4.11
WNIC Compex WLE600VX
WNIC driver ath10k
WNIC firmware 10.1.467 api 2
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Table A.4: Description of the nodes used in the experimental setup.
Name Time [µs]
DIFS 28
OFDM Header 20
Packet header 20
Data 240
SIFS 10
ACK 34
Backoff 70
head. The packet transmission frequency was chosen in order to utilise about
half of the available application bandwidth, in order to avoid congestion. The
available application bandwidth is calculated as the amount of data, in bits,
divided by total time between two data transmissions. Table A.4 lists the
length of each period which a packet transmission consists of [10–13], and the
time between them. The random backoff time is calculated as the mean of
the minimum random backoff period distribution. In case of erasures or other
kinds of disturbance, the backoff period distribution is changed to allow for
a larger random backoff, this effect is not included. The sum of the timings
in Table A.4 is 422 µs, thus the maximum available application bandwidth
is 1485·8b422 µs = 28.2 Mb/s, when transmitting the data with 54 Mb/s.
The channel emulator is used attenuate the signal, and thereby change
the signal–to–noise ratio (SNR). The above described test was run for several
different levels of SNR. Due to the non-linearity of packet loss as a function of
SNR the average packet loss in the experiments are mainly clustered around
the extremums, this effect will be elucidated in the following section.
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Fig. A.13: The Gilbert-Elliott model, an two state Markov model.
8 Modelling Burst Losses
When the channel is memoryless, i.i.d. erasures can be modelled using a
Bernoulli distribution. When the channel does have memory, it enables a
plethora of different channel models. In this section we first cover two widely
used channel models, namely the Gilbert-Elliott model [1, 2] and the extended
Gilbert model [3]. Finally, we present a new channel model, which is based on
the extended Gilbert model.
When l, l ∈ N consecutive packets are lost it is termed a burst loss, of
length l. The probability of the channel experiencing a burst loss of l packets
is fL(l;P ). Where P is the state transition matrix of the channel model. That
is, fL(l;P ) is a probability mass function termed the burst length distribution.
8.1 The Gilbert-Elliott Model
The Gilbert-Elliott model [1, 2] is a two state Markov model, with a state
diagram shown in Fig A.13. The two states are denoted the good state (G)
and bad state (B), respectively. The probability of successful transmission is
in the good state k and h in the bad state. One of the benefits of this simple
model is that it can simulate burst losses of any length. However, there is little
control to ensure a specific burst length distribution.
8.2 The Extended Gilbert Model
The model proposed in [3] is based on an N-state Markov model, and we refer
to this model as the the extended Gilbert model. The state diagram for the
extended Gilbert model is shown in Fig. A.14 and the state transition matrix
is shown in (A.1). The extended Gilbert model provide a high level of control
over the burst length distribution. That is, the burst length distribution can
be designed directly through P . One drawback of this model is that it cannot
simulate burst length above N−1, i.e., fL(l′;P ) = 0 where l′ ∈ {N,N+1, . . . }.
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Fig. A.14: The extended Gilbert model, an N-state Markov model.
P =

1− p0 p0 0 · · · 0
1− p1 0 p1 · · · 0
...
. . .
1− pN−2 0 0 · · · pN−2
1 0 0 · · · 0
 (A.1)
Let π be a row vector that is defined by π = πP , that is π is the stationary
distribution of P , where P is given in (A.1). The authors of [3] derive a set of N
equations which may be used to determine π. Moreover, they show that the
average erasure probability is 1−π0, given P . The authors did not present any
result on the average burst length, to this end we derive this in the following
two lemmas.
Lemma A.1. The burst length distribution is a probability mass function,
given by
fL(l;P ) = Pr(L = l;P ) =
πl(1− pl)
N−1∑
j=1
πj(1− pj)
, (A.2)
where L ∈ {1, . . . , N − 1}.
Proof. πl(1− pl) is the probability of a burst of length l occurring [3], includ-
ing l = 0. Thus, normalizing for the range L ∈ {1, . . . , N − 1}, yields the
probability mass function.
Lemma A.2. Let fL(l;P ) be the probability mass function of the burst lengths
given in (A.2), then the average burst length µl(P ) is
µl(P ) =
N−1∑
j=1
fL(j;P )j.
Proof. Each value of j is multiplied with fL(j;P ) and µl(P ) is the sum of all
these products.
56
8. Modelling Burst Losses
List of Obtained Models
Table A.6 on page 65 lists 1 − π0, µl(P ), and the parameters (pj) for a set
of extended Gilbert models. These models were obtained using the method
described in section 7.1. The models in Table A.6 are those with 1− π0 ≤ 0.5
used in [14].
8.3 Infinite Hyperbolic Extended Gilbert Model
Consider the Markov chain in Fig. A.14 and let N → ∞, this construction
removes the strict maximum burst length of N − 1 consecutive packets. We
then propose to have P defined with an infinite hyperbolic tail. That is, let
the transition probabilities be defined by
pj =
x
(1 + j)
y , (A.3)
where j ∈ N0, 0 < x ≤ 1, and 0 < y. The parameters x and y are denoted
the offset and slope parameters, respectively. We define π as the stationary
distribution of P .
Lemma A.3. The stationary distribution must satisfy the following
1 =
∞∑
j=0
(πj) . (A.4)
π0 =
∞∑
j=0
πj (1− pj) , (A.5)
πj+1 = pjπj . (A.6)
Proof. It is easy to see that (A.4) holds, since π is a distribution all its elements
must sum to 1. We have that π = πP , where
P =

1− p0 p0 0 0 · · ·
1− p1 0 p1 0 · · ·
1− p2 0 0 p2
...
...
...
. . .
 .
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That is,
[
π0 π1 π2 . . .
]
=
[
π0 π1 π2 . . .
]

1− p0 p0 0 0 · · ·
1− p1 0 p1 0 · · ·
1− p2 0 0 p2
...
...
...
. . .

=
[
π0(1− p0) + π1(1− p1) + . . . p0π0 p1π1 . . .
]
=
[ ∞∑
j=0
(πj (1− pj)) p0π0 p1π1 . . .
]
. (A.7)
The two remaining requirements (A.5) and (A.6) are obtained from (A.7).
Using a method similar to Lemma A.2, we may calculate the average burst
length. That is, by calculating the mean of the burst length distribution, i.e.,
fL(l;P ) = Pr(L = l;P ) =
πl(1− pl)
∞∑
j=1
πj(1− pj)
, (A.8)
µl(P ) =
∞∑
j=1
fL(j;P )j. (A.9)
Given any x and y then average erasure probability, 1−π0, and average burst
length, µl, can be calculated. From (A.4) and (A.6) it is easily seen that π0
can be calculated as
π0 =
1 + ∞∑
j=1
(
j−1∏
i=0
x
(1 + i)
y
)−1 =
1 + ∞∑
j=1
(
xj(j!)−y
)−1 .
The following Lemma A.4 provide µl as a function of π0 and x.
Lemma A.4. Let pj , j ∈ N0 be defined as in (A.3) and let π be defined as
described in Lemma A.3, then average burst length µl(P ) is
µl(P ) =
1− π0
π0x
.
Proof. Combining (A.8) and (A.9) we get
µl(P ) =
∞∑
j=1
jπj −
∞∑
j=1
jπjpj
∞∑
i=1
πi −
∞∑
i=1
πipi
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It follows from (A.4) that
∑∞
i=1 πi = 1− π0, and similarly for
∑∞
i=2 πi. Then
using (A.6), we may further reduce the denominator:
µl(P ) =
∞∑
j=1
jπj −
∞∑
j=1
jπjpj
1− π0 −
∞∑
i=1
πipi
=
∞∑
j=1
jπj −
∞∑
j=1
jπjpj
1− π0 −
∞∑
i=2
πi
=
∞∑
j=1
jπj −
∞∑
j=1
jπjpj
1− π0 − (1− π0 − π1)
=
∞∑
j=1
jπj −
∞∑
j=1
jπjpj
π1
=
∞∑
j=1
jπj −
∞∑
j=1
jπjpj
π0p0
=
∞∑
j=1
jπj −
∞∑
j=1
jπjpj
π0x
We, again, use (A.6) to simplify the numerator:
µl(P ) =
∞∑
j=1
jπj −
∞∑
j=1
jπj+1
π0x
=
∞∑
j=1
jπj −
∞∑
j=2
(j − 1)πj
π0x
Notice that because of (A.4) there exist the following relation: ∞∑
j=0
jπj
− 1 = ∞∑
j=0
(j − 1)πj =
 ∞∑
j=2
(j − 1)πj
− π0 ⇒
∞∑
j=2
(j − 1)πj =
 ∞∑
j=0
jπj
− 1 + π0 =
 ∞∑
j=1
jπj
− 1 + π0
We now use this relation to further reduce the numerator.
µl(P ) =
∞∑
j=1
jπj −
 ∞∑
j=1
jπj
− 1 + π0

π0x
=
1− π0
π0x
Given some average erasure probability, 1 − π0, there is a limit to the
possible values of µl(P ). The upper bound of µl(P ) is the maximum of the
average burst length µU (P ), and this upper bound is derived in the following
lemma.
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Lemma A.5. Let pj , j ∈ N0 be defined as in (A.3), then the upper bound of
the average burst length µU (P ) is
µU (P ) =
1
1− x.
Proof. The average burst length is at its maximum when the magnitude of the
slope of P is minimized. Thus, we first consider the values of pj when y goes
towards zero
pj = lim
y→0
x
(1 + j)
y → x.
Next we derive the stationary distribution. Since we have that pj → x, we
substitute this into (A.5) and get
π0 =
∞∑
j=0
(πj (1− pj)) =
∞∑
j=0
(πj (1− x))
= (1− x)
∞∑
j=0
(πj) . (A.10)
To obtain π0 we then substitute (A.4) into (A.10)
π0 = 1− x. (A.11)
Note that the average erasure probability is 1−π0 = x. Finally, we insert (A.11)
into the result from Lemma A.4 and get
µU (P ) =
1− (1− x)
(1− x)x =
1
1− x.
Following the proof of the upper bound of µl(P ) are two lemmas stating
the lower bound of µl(P ).
Lemma A.6. Let pj , j ∈ N0 be defined as in (A.3) and let 1 − π0 ≤ 1/2
be the average erasure probability, then the lower bound of the average burst
length µL(P ) is
µL(P ) = 1.
Proof. The average burst length is at its minimum when the magnitude of
the slope of P is maximized. Thus, we consider the values of pj when y goes
towards infinity
pj = lim
y→∞
x
(1 + j)
y →
{
x j = 0
0 j 6= 0
. (A.12)
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Note that (A.6) and (A.12) yield that πj = 0 when j > 1. From (A.4), (A.5),
and (A.12) we get the following expression for the stationary distribution
1 =
∞∑
j=0
(πj) =
1∑
j=0
(πj)
= π0 + π1, (A.13)
π0 =
∞∑
j=0
(πj (1− pj)) =
1∑
j=0
(πj (1− pj))
= π0 (1− p0) + π1 (1− p1) = π0 (1− x) + π1 (1− 0)
= π0 (1− x) + π1. (A.14)
Using (A.13) and (A.14) we get the stationary distribution
πj =

1
1+x j = 0
x
1+x j = 1
0 j > 1
. (A.15)
From (A.15) we get the bound on 1− π0 for x = 1, that is
1− π0
∣∣∣∣
x=1
= 1− 1
1 + x
= 1− 1
1 + 1
=
1
2
.
Finally, we insert (A.15) into the result from Lemma A.4 and get
µL(P ) =
1− 11+x
1
1+xx
= 1
Lemma A.7. Let pj , j ∈ N0 be defined as in (A.3) and let 1 − π0 ≥ 1/2
be the average erasure probability, then the lower bound of the average burst
length µL(P ) is
µL(P ) =
1
π0
− 1.
Proof. Let x = 1, then
pj =
1
(1 + j)
y .
We insert x = 1 into the result from Lemma A.4 and get
µL(P ) =
1− π0
π0
=
1
π0
− 1;
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Fig. A.15: The average burst length µl(P ) as a function of 1− π0.
Combining Lemma A.6 and A.7 then gives us
µL(P ) =
{
1 1− π0 ≤ 1/2
1
π0
− 1 1− π0 ≥ 1/2
= max
(
1,
1
π0
− 1
)
.
Table A.5 lists the parameters of the proposed model for the observed chan-
nel characteristics, similar to those shown in Table A.6. The feasible region for
µl(P ) as a function of 1− π0 is defined as the region where
max
(
1,
1
π0
− 1
)
= µL(P ) < µl(P ) < µU (P ) =
1
π0
.
Fig. A.15 shows µU (P ), the feasible region, along with the models from Ta-
ble A.5 on the next page (and Table A.6 on page 65). From the figure it is
clear that all of the obtained models are within the feasible region of the infi-
nite hyperbolic extended Gilbert model. Finally, Fig. A.16 shows the same as
Fig. A.15, but for 0 ≤ 1− π0 ≤ 0.85.
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Fig. A.16: The average burst length µl(P ) as a function of 1− π0.
Table A.5: List of parameters for the proposed model.
1− π0 µl(P ) x y
0.020720 1.011019 0.020928 0.936243
0.025474 1.014671 0.025762 0.827296
0.031630 1.018042 0.032084 0.848790
0.031894 1.024648 0.032152 0.413147
0.038567 1.022981 0.039213 0.794633
0.041482 1.028690 0.042070 0.584435
0.053230 1.030480 0.054560 0.870404
0.056105 1.038282 0.057248 0.622648
0.065219 1.037489 0.067248 0.880180
0.072607 1.048741 0.074653 0.667407
0.086031 1.056043 0.089134 0.727960
0.087043 1.052686 0.090570 0.834406
0.103074 1.061083 0.108304 0.885944
0.104071 1.065411 0.109028 0.803064
0.124968 1.077267 0.132572 0.854740
0.126418 1.079169 0.134096 0.838456
0.148301 1.094038 0.159157 0.850908
0.154798 1.102705 0.166091 0.795535
0.178878 1.121662 0.194217 0.794681
0.181397 1.128626 0.196339 0.739346
0.213570 1.163882 0.233330 0.675861
0.231444 1.189946 0.253071 0.609436
0.258103 1.232916 0.282173 0.520572
0.272838 1.261601 0.297407 0.462029
0.288465 1.293943 0.313315 0.406123
0.310958 1.331163 0.339020 0.385259
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9 Conclusions
We showed an implementation of a software library for performing network
coding. This library is highly flexible and extendable, partly due to the use
of the mixin design. For the encoder the flexibility partly lies in the fact
that it requires little to no effort to change the behaviour of the coder, e.g.,
changing from random coefficients to Reed-Solomon codes. For all types of
coders it requires little to no effort to change the memory type, e.g., from deep
to managed or vice versa.
The software library is capable of encoding and decoding multi channel high
resolution audio in real-time. Our x86 implementation is orders of magnitude
faster than then the 4.608 MB/s requirement, for both block and convolutional
codes. We showed three types of implementations of coefficient and column
storage for convolutional codes. From our results it is clear that the choice of
implementations should depend open the application at hand, e.g., for k < 8
the fixed size implementation performed the best and for k ≥ 8 the segmented
implementation performed the best. On an ARM platform the software library
is also capable of real-time encoding and decoding of block codes, even without
SIMD instructions for k ≤ 16. We showed that our library is, in some cases,
significantly faster than the Kodo version 20.0.0 software library.
We presented a discussion on some of the possible issues of using Wi-Fi,
and to some extend how to overcome these issues. We also presented a flexible
testbed which has been used to evaluate the performance of erasure correcting
codes. The testbed was also used to obtain a set of realistic erasure patterns.
We introduced a new channel model, which fits the obtained patterns. These
erasure patterns were then modelled using the new channel model and a well
known channel model.
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Table A.6: List of parameters for the extended Gilbert model.
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1. Introduction
Abstract
A matrix is termed superregular if all of its possible submatrices are non-
singular. Superregular lower triangular Toeplitz matrices are useful for MDS
convolutional codes and (sequential) network codes. In this work we present
explicit matrix constructions for superregular lower triangular Toeplitz matri-
ces in GF(2p)k×k, k ≤ 5. For k > 5 we provide a greedy algorithm which (over
sufficiently large fields) is guaranteed to find a superregular lower triangular
Toeplitz matrix. We introduce (product preserving) joint superregularity, and
extend our explicit matrix constructions to these cases. We provide methods for
deriving the exact symbol loss probability and delay for any deterministic block
code. We derive the exact symbol loss probability and delay for codes using a su-
perregular lower triangular matrix and for codes using two (product preserving)
jointly superregular lower triangular matrices. We then compare these results
with those obtained from both simulations and our practical implementation,
and for each case we also compare with random based codes. Furthermore, our
experiments show a gain in coding throughput above 40 % for superregular lower
triangular Toeplitz matrices over random matrices.
1 Introduction
The demand for low latency streaming of video and audio is ever increasing [1].
The combination of high resolution video and audio streaming to multiple re-
ceivers with low latency is a challenge even for modern wireless networks [2].
To this end, a first step may be to use some form of forward erasure cor-
rection (FEC) code. One benefit of a FEC code is that it allows a trade-off
between bandwidth, latency and loss probability [3]. By the same token, care-
fully designing the FEC code together with a transport protocol to fit the
application and network in question can significantly improve the user expe-
rience [4]. For streaming applications with strict play-out timing constraints
such as music streaming, a FEC code can even help in reducing the play-out
buffer size at the decoder [5]. However, the joint design of a FEC code and
transport protocols is non-trivial. Thus, a lot of research efforts have gone into
this area. In [6], the authors propose a combination of Hybrid ARQ and FEC
in a transmission protocol based on acknowledgments for reliability. However,
the use of acknowledgments in a one-to-many streaming scenario is not desir-
able. Nevertheless, the method of using both ARQ and FEC still has a lot of
potential.
Erasure correcting codes in general can be used in a continuous man-
ner (convolutional codes [7]) or as sequential block codes [8]. For both types
decoding may be performed when a packet is received from the network. This
may, depending on the code design, help to keep the latency as low as possible.
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Encoding is performed at the source and if the code is convolutional or a block
code with triangular structure then encoding may also be performed continu-
ously. This is contrary to encoding with a dense block code, where encoding
cannot be performed until the entire dataset has been collected.
If additional encoding is performed within the network (and not only at the
source) it is usually referred to as network coding [9]. Network coding may
increase both reliability by reducing the end-to-end loss probability and the ro-
bustness of transport protocols [10, 11]. In addition, network coding can offer
increased throughput and has been successfully studied and applied in various
communication scenarios. In [12] a middle node combines two or more flows
using XOR and broadcasts the result. This method can significantly increase
the network efficiency, if the erasure probability does not exceed ∼0.1 (with 2
receivers), in which case the algorithm reverts to forwarding. In [13] the au-
thors propose a routing algorithm where neighboring nodes assist (through
overhearing and recoding) the transmission between other nodes.
Some codes use random numbers as the coding coefficients. This class of
codes is usually termed random linear codes [14]. Random based network
codes inherit some simplicity in terms of design with respect to coordination
between nodes when used in routing [15]. However, there exist random based
network codes where some coordination is required [16]. For random based
codes, optimal decoding capabilities can often be proven at least asymptotically,
when the field size and code dimension are sufficiently large [17]. For small code
dimensions and non-binary fields, random based codes show, on average, near
optimal decoding capabilities [18].
With respect to streaming, small coding dimensions are in fact advanta-
geous. There are two main reasons why small coding matrices are interesting
from a practical perspective. First, the receiver may use a general decoding
algorithm such as Gaussian elimination. Even though this algorithm has cubic
complexity, it is possible to use it on embedded platforms when the coding
dimensions are small. Second, the small dimension allows for the construction
of coding matrices that are guaranteed to be optimal in the non-asymptotic
regime [19]. We strongly encourage the use of binary extension fields on em-
bedded platforms, because of the digital architecture and the reduced compu-
tational capabilities. For this reason, it is generally unproblematic to imple-
ment GF(2p) arithmetic on these platforms [20]. The field GF(28) is especially
attractive, since each element of the field fits into a single byte.
It was shown in [21] that any dense superregular matrix can be used to con-
struct a systematic maximum distance separable (MDS) block code. A lower
triangular matrix is considered superregular, if and only if all of its proper sub-
matrices are non-singular [22]. The authors of [22] showed that an MDS con-
volutional code can be constructed from superregular lower triangular Toeplitz
matrices. It is therefore of great interest to be able to construct superregu-
lar lower triangular Toeplitz matrices in small dimensions and with small field
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sizes. In [22], the authors presented a few such matrices. However, no insights
as to how they were obtained were included. In [23], an explicit construction
for superregular (totally positive) matrices was provided for real and complex
fields. This construction can easily be extended to very large prime fields, al-
though these are impractical. In [24], a new class of lower block triangular
matrices that are superregular over a sufficiently large field was presented.
Concatenating the identity matrix with m matrices results in a generator
matrix that produces a block code with rate 1/(m+1). Video and audio streaming
applications may benefit from codes with a rate lower than 1/2, especially if the
underlying channel suffers from a high erasure rate, or in a one-to-many scenario
such as streaming to multiple surround sound speakers. Unfortunately, even if
all m matrices are superregular, the resulting code is not guaranteed to have
optimal decoding capabilities. To this end, we introduce the notion of jointly
superregular matrices. The use of two jointly superregular matrices maximizes
the decoding capabilities, see Definition B.2.
In this paper, we provide explicit constructions for all superregular lower
triangular Toeplitz matrices over GF(2p)k×k for the case of k ≤ 5. For gen-
eral dimensions, we propose a greedy approach to design superregular lower
triangular Toeplitz matrices. We also provide explicit constructions for jointly
superregular lower triangular Toeplitz matrices for k = {2, 3}. We then de-
rive the exact symbol loss probability when using (jointly) superregular lower
triangular Toeplitz matrices. We show how this symbol loss probability com-
pares to those obtainable in both simulated environments and when using a
real Wi-Fi channel. We also compare these symbol loss probabilities with the
performance of random linear network coding (RLNC). From this, it is clear
that RLNC in several cases achieves, on average, a symbol loss probability that
is only slightly larger. Finally, we show that the coding throughput can be
significantly increased by using superregular lower triangular Toeplitz matrices
compared to RLNC.
Fig. B.1a and B.1c on page 75 show two tall matrices that can be used to
construct systematic codes with rate 1/2 and 1/3, respectively. On this form
it is easy to identify the individual lower triangular matrices which the tall
matrices consist of, e.g., I4 and A′4 in Fig. B.1a. Moreover, when used in
a real implementation, coding is performed as shown in Fig. B.1b and B.1d.
That is, the rows are simply reordered to exploit the low latency property.
Let n, k, l ∈ N and let A be an n× k coding matrix, where A can be in any of
the forms shown in Fig. B.1. Naturally this yields a code with rate k/n. The
message to be encoded using A must be stored in S, a k × l matrix, known
as the source data matrix. The result of the encoding process is C, an n × l
matrix, i.e., the coded data matrix. Therefore C = AS, which shows how the k
rows (of length l) of the source data matrix are encoded into the n rows (of
length l) of the coded data matrix.
The lower triangular structure is suitable for streaming applications for two
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reasons. First, the encoder can transmit the coded packets (a single packet for
rate 1/2 codes) immediately after transmitting each systematic packet, as shown
in Fig. B.1b and B.1d. That is, the encoding delay is minimized. Second,
the decoder can perform real-time decoding of the incoming packets, which
then minimizes the decoding delay. Combining these two features with the
optimal decoding capabilities results in a family of block codes that are both
advantageous and practical for real-time streaming of audio/video content.
Network recoding is drawing attention from several different areas, e.g. ad-
hoc and peer-to-peer networks, such as machine-to-machine communication or
Internet of Things. The concept of recoding is essentially matrix multiplication.
That is, one matrix is used when encoding and another when recoding. In
certain cases the resulting code is then their product. We therefore introduce
the notion of product preserving jointly superregular matrices. We provide
a few explicit constructions for product preserving jointly superregular lower
triangular Toeplitz matrices in small dimensions and over any field GF(2p).
We then derive the exact symbol loss probability for a few selected cases. The
exact symbol loss probability is then compared to the achievable symbol loss
probability when simulating i.i.d. erasures.
2 Superregular Matrices
In [21], the authors defined a dense matrix to be superregular if and only if
every square submatrix is non-singular. A lower triangular matrix is defined
in [22, Definition 3.3] to be superregular if and only if every proper subma-
trix is non-singular. The definition of a proper submatrix follows. Let A be
a k×k lower triangular matrix. Let A′ = Aj1,...,jrh1,...,hr be an r× r submatrix of A,
where A′ is constructed using the rows and columns of A with indices j1, . . . , jr
and h1, . . . , hr, respectively [22, Definition 3.2]. Then, A′ is a proper subma-
trix of A if and only if 1 ≤ j1 < j2 < . . . < jr ≤ k, 1 ≤ h1 < h2 < . . . < hr ≤ k
and jt ≥ ht,∀t. This notion of superregularity maximizes the decoding capa-
bility [25], when a block code with rate 1/2 is generated using a matrix that
is constructed as the concatenation of the identity matrix and a superregular
lower triangular matrix.1 A code with a rate higher than 1/2 is obtained by
puncturing. We formally define optimal decoding capabilities for block codes
in the following definition.
1In [26] the authors use a slightly different notion of superregularity.
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Fig. B.1: The matrix structure used in this paper. (a) and (b) are matrices for rate 1/2
codes. (c) and (d) are matrices for rate 1/3 codes. (a) and (c) are used in the lemmas,
whereas, (b) and (d) are used on an erasure channel.
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Definition B.1 (Optimal decoding capability). A code is said to have op-
timal decoding capabilities if and only if there does not exist a code (with the
same matrix structure) that can recover a higher number of symbols when trans-
mitted over any erasure channel. 4
For optimal decoding capabilities it is a sufficient (but not always necessary)
condition that all possible submatrices, the sink can receive, that can be non-
singular are non-singular.
Example B.1. Consider the network in Fig. B.2, where the source encodes
using the following two matrices:1 0 0a 1 0
b a 1
 ,
1 0 0h 1 0
i h 1
 ,
and the recoder use: 1 0 0o 1 0
q o 1
 ,
1 0 0v 1 0
x v 1

for recoding, after partial decoding. The matrices are over GF(2p)
and abhioqvx 6= 0. If the recoder receives [b a 1] as the first packet it will
output two identical packets [1 a/b 1/b], this will obviously contain three 2× 2
singular submatrices. However, they cannot be made non-singular by changing
the code parameters. That is, they are not problematic for achieving optimal
decoding capabilities. Let the recoder then receive [i h 1] the output will then
be
[
o 1 ao+b+ho+iai+bh
]
and
[
v 1 av+b+hv+iai+bh
]
. If a = hv+b+iv , then
av+b+hv+i
ai+bh = 0,
i.e., there is a singular 1×1 submatrix. If this is the only singular submatrix that
could have been non-singular, then the code does indeed recover the maximum
possible amount of symbols (no symbol is decodable with this recoder output).
That is, the code is optimal, yet not all submatrices that can be non-singular
are so.
A rate 1/3 code can be made from; the identity and two jointly superregular
matrices, both individually superregular. The property joint superregularity is
described in detail in the coming definition. It fundamentally states that any
square submatrix, of all possible square matrices formed by the rows of the two
A R B
Fig. B.2: A multi-hop network with three nodes: a source (A), a relay (R), and a sink (B).
R recodes the packets received from A and forwards them to B.
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matrices, that can be non-singular must also be so. Following the definition
is an example, Ex. 2, which considers two superregular matrices that are not
jointly superregular.
Definition B.2 (Joint superregularity). Two superregular k × k matrices
are said to be jointly superregular if and only if all of the proper submatrices of
any k×k matrix, formed by taking l ∈ {1, . . . , k−1} and k−l rows from the two
matrices, respectively, are non-singular. In the context of jointly superregular
matrices, a proper submatrix is any square matrix that is not trivially rank
deficient. An m × m matrix, when sorted by increasing row support size2, is
said to be trivially rank deficient if the support of row i, 1 ≤ i ≤ m, is less
than i. A proper submatrix need not be triangular. 4
Example B.2. Consider the following two matrices over GF(28):
A3 =
1 0 01 1 0
2 1 1
 , B3 =
1 0 04 1 0
8 4 1
 .
The submatrix constructed from rows 1 and 3 from A3 and row 3 from B3:1 0 02 1 1
8 4 1
 .
The matrices are not jointly superregular, since the lower-left 2 × 2 submatrix
is singular:
det
([
2 1
8 4
])
= 0.
Definition B.3 (Product preserving joint superregularity). Two
jointly superregular matrices are product preserving if and only if their product
is a superregular matrix. 4
Consider the network presented in Fig. B.2. The matrices Ak and Bk are
used for encoding and recoding, respectively. The recoder forwards systematic
packets immediately, and recodes every time a coded packet is received. In
this setup the product preserving property is a necessary but not sufficient
condition for the resulting code to have optimal decoding capabilities. This
can easily be realized by considering the case where there are no erasures on
the link between A and R. The resulting coding matrix is then AkBk = BkAk,
which only has optimal decoding capabilities if it is superregular.
Let Ωfp denote the set of roots of a primitive polynomial fp, which
generates GF(2p). Let Ik , {i1, . . . , ik : ij ∈ GF(2p), ij 6= 2p − 1,∀j}.
2The size of the support of a vector is equal to the number of its non-zero elements.
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Let ψω (i1, . . . , ik−1) be a k × k lower triangular Toeplitz matrix with the
first column given by
[
1, ωi1 , . . . , ωik−1
]T . Let ω ∈ Ωfp and let Aωk denote
the set of all k × k superregular lower triangular Toeplitz matrices given
by ψω (i1, . . . , ik−1), where (i1, . . . , ik−1) ∈ Ik−1. Let Ak = ψω (i1, . . . , ik−1)
and let Ak+1 = φω, ik (Ak) = ψω (i1, . . . , ik) denote the k + 1 × k + 1 matrix
obtained by extending Ak.
Let Bωk be the set of all pairs of jointly superregular lower triangular
Toeplitz matrices that satisfy Definition B.2. To increase readability, we
add an index to the parameters of the matrices, (Ak, Bk) ∈ Bωk . That is,
Ak=ψω
(
ia1 , . . . , iak−1
)
and Bk=ψω
(
ib1 , . . . , ibk−1
)
are two jointly superregular
lower triangular Toeplitz matrices, where (ia1 , . . . , iak−1 , ib1 , . . . , ibk−1) ∈I2k−2.
Let (Ak, Bk) = φω, ia, ib(Ak−1, Bk−1) = (φω, ia(Ak−1), φω, ib(Bk−1)) be the pair
of k × k matrices obtained by extending Ak−1 and Bk−1 using the straightfor-
ward generalization of the φ-operator for a single matrix.
The authors of [26] showed a construction of matrices that preserve super-
regularity after multiplication with block diagonal matrices. Our definition of
superregularity does not guarantee that the product of two superregular ma-
trices is superregular. Note that the multiplication (from the right) in [26] is
different as the matrices have entries in different fields.
Lemma B.1. Given Ak ∈ Aωk , then ∃A′k ∈ Aωk such that their prod-
uct AkA′k /∈ Aωk . 4
Proof. The proof follows easily from [22, Corollary 3.6]. For any Ak ∈ Aωk
then A−1k ∈ Aωk and it follows that AkA−1k = Ik /∈ Aωk .
Lemma B.2. Given Ak ∈ Aωk , then ∃Bk, Ck /∈ Aωk such that their prod-
uct Ak = BkCk, for k > 1. 4
Proof. Let Ak = P−1LU ∈ Aωk , where P−1LU is the LU factorization of Ak
with partial pivoting and P is a row perturbation matrix. Such a factorization
exists for any non-singular matrix, and P−1 6= Ik except for the caseA2 =ψω(0).
Let Bk = P−1L and Ck = U , then it follows that neither Bk nor Ck are
lower triangular and therefore Bk, Ck /∈ Aωk . For the case A2 = ψω(0) ∈ Aω2 .
Let B2 =
[
1 1
0 1
]
and C2 =
[
0 1
1 1
]
then A2 = B2C2 and B2, C2 /∈ Aω2 .
Let Cωk denote the set of all pairs of k× k product preserving jointly super-
regular lower triangular Toeplitz matrices, according to Definition B.3:
Cωk , {(Ak, Bk) ∈ Bωk : AkBk = BkAk ∈ Aωk }, ω ∈ Ωfp .
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3 Explicit Construction of Superregular and
Jointly Superregular Matrices
We begin by showing our explicit construction of superregular lower triangular
Toeplitz matrices of size k × k, where k ≤ 5. All field operations are taken
modulo 2p − 1, with respect to the elements of Ik. The proof of the following
lemma, which states necessary and sufficient conditions for superregularity, is
in the Appendix.
Lemma B.3. Let ω ∈ Ωfp and Ak = ψω(i1, . . . , ik−1).
i) Then A2 ∈ Aω2 .
ii) Then A3 ∈ Aω3 if and only if (i1, i2) ∈ I2 and 2i1 6= i2.
iii) Let A3 ∈ Aω3 and A4 = φω, i3 (A3). Then A4 ∈ Aω4 if and only
if, (i1, . . . , i3) ∈ I3 and satisfy:
3i1 6= i3, i1 + i2 6= i3, 2i2 6= i1 + i3. (B.1)
iv) Let A4 ∈ Aω4 and A5 = φω, i4 (A4). Then A5 ∈ Aω5 if and only
if, (i1, . . . , i4) ∈ I4 and satisfy:
i4 6= 2i1 + i2, i4 6= i1 + i3,
i4 6= 2i2, 2i3 6= i2 + i4, i2 + i3 6= i1 + i4.
(B.2)
and ω and (i1, . . . , i4) jointly satisfy:
0 6=ω2i2+i1 ⊕ ωi2+i3 ⊕ ω2i1+i3 ⊕ ωi1+i4 ,
0 6=ω2i1+i4 ⊕ ωi2+i4 ⊕ ω3i2 ⊕ ω2i3 ,
0 6=ω2i1+i2 ⊕ ωi1+i3 ⊕ ω2i2 ⊕ ωi4 ,
0 6=ω2i1+i2 ⊕ ω4i1 ⊕ ω2i2 ⊕ ωi4 .
(B.3)
4
Remark B.1. Let ω ∈ Ωfp . If ψω (i1, . . . , ik−1) ∈ Aωk then
ψω′ (i1, . . . , ik−1) ∈ Aωk ,∀ω′ ∈ Ωfp .
Lemma B.4 and B.5 provide necessary and sufficient conditions for con-
structing jointly superregular lower triangular Toeplitz matrices for k = 2
and k = 3, respectively. Lemma B.4 also states a necessary condition for con-
structing jointly superregular lower triangular Toeplitz matrices for any k > 1.
Lemma B.4. Let ω ∈ Ωfp . For k = 2, (A2, B2) ∈ Bω2 if and only
if, (ia1 , ib1) ∈ I2 and ia1 6= ib1 . For any k > 1, (Ak, Bk) /∈ Bωk ,
if ∃j ∈ {1, . . . , k − 1} such that iaj = ibj . 4
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Proof. Given that det
([
Ak
j
1,j
Bk
j
1,j
])
= ωiaj−1 ⊕ ωibj−1 , ∀1 < j ≤ k, is only zero
when iaj−1 = ibj−1 .
Lemma B.5. Let ω ∈ Ωfp , and let (A2, B2) ∈ Bω2 .
Let (A3, B3) = φω, ia2 , ib2 (A2, B2). Then (A3, B3) ∈ Bω3 if and only
if, (ia1 , ia2 , ib1 , ib2) ∈ I4 and satisfy:
ia1 + ib1 6= ia2 , ia1 + ib1 6= ib2 , ia1 + ib2 6= ia2 + ib1
and ω and (ia1 , ia2 , ib1 , ib2) jointly satisfy:
0 6=ωia2 ⊕ ωib2 ⊕ ωia1+ib1 ⊕ ω2ia1 ,
0 6=ωia2 ⊕ ωib2 ⊕ ωia1+ib1 ⊕ ω2ib1 .
4
The proof of Lemma B.5 has been left out given its similarity to the proof of
Lemma B.3.
Lemma B.6. Let Ak ∈ Aωk , where k > 1, then (Ak, A−1k ) /∈ Bωk .
Proof. Given that Ak21 =
(
A−1k
)2
1
⇒ ia1 = ib1 then the requirement of
Lemma B.4 is not satisfied.
For k = 2, any pair of jointly superregular lower triangular Toeplitz matrices
are also product preserving. Lemma B.7 lists necessary and sufficient conditions
for product preserving jointly superregular lower triangular Toeplitz matrices
for the case of k = {3, 4}. The proof of said lemma has been left out because
of its similarity to the proof of Lemma B.3.
Lemma B.7. Let ω ∈ Ωfp .
i) Let (A3, B3) ∈ Bω3 . Then (A3, B3) ∈ Cω3 if and only if, ω
and (ia1 , ia2 , ib1 , ib2) jointly satisfy:
0 6=ωia2 ⊕ ωib2 ⊕ ωia1+ib1 , 0 6= ωia2 ⊕ ωib2 ⊕ ωia1+ib1 ⊕ ω2ia1 ⊕ ω2ib1 .
ii) Let (A4, B4) ∈ Bω4 . Then (A4, B4) ∈ Cω4 if and only if, ω
and (ia1 , . . . , ia3 , ib1 , . . . , ib3) jointly satisfy:
0 6=ωib1+ia3 ⊕ ωib3+ia1 ⊕ ωia1+ia3 ⊕ ωib2+2ia1
⊕ ω2ib1+ia2 ⊕ ω2ib2 ⊕ ω2ib1+2ia1 ⊕ ω2ia2
⊕ ωib1+ib3 ⊕ ωib1+ib2+ia1 ⊕ ωib1+ia1+ia2 ,
0 6=ωia3 ⊕ ωib3 ⊕ ωib1+ia2 ⊕ ωib2+ia1 ⊕ ωib1+2ia1
⊕ ω2ib1+ia1 ⊕ ω3ib1 ⊕ ω3ia1 ,
0 6=ωia3 ⊕ ωib3 ⊕ ωib1+ia2 ⊕ ωib2+ia1 .
4
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4 Greedy algorithm
In this section we provide a greedy algorithm for constructing an m×m super-
regular lower triangular Toeplitz matrix. The algorithm is listed in Algorithm 1
on the following page. The search starts at k = 1 with Ak = 1 and iterates over
all possible values of ik, except the last element. At each step, the matrix Ak is
extended using the φ-operator and ik. If the newly extended matrix is found to
be superregular, the algorithm increments k and continues to extend the new
matrix. The last element, 2p−1, is excluded since ω0 = ω2p−1, where ω ∈ Ωfp .
The search continues until the matrix is extended into an m×m superregular
matrix. Backtracking is required if the algorithm reaches ik = 2p − 2, k < m
and the extended matrix is not superregular. In such a case k is decremented
and the search continues with the next ik. No matrix is found if the field
size is not sufficiently large. However, if the field size is sufficiently large then
the algorithm is guaranteed to find an m × m superregular lower triangular
Toeplitz matrix. Our implementation requires less than 230 ms to find a 9× 9
superregular lower triangular Toeplitz matrix over GF(28), when running on an
Intel I5-2415M 2.3 GHz. Our experiments show that backtracking is required
to produce a matrix of size 10× 10 over the field GF(28).
Ak(Ak) ,
{
Ak
j1,...,js
l1,...,ls
∈ [GF(2p)]s×s : s = 2, . . . , k − 1, 1 ≤ j1 < . . . < js = k,
1 = l1 < . . . < ls ≤ k, jt ≥ lt,∀t
}
(B.4)
5 Theoretical Symbol Loss Probability
Any erasure correcting or network code should be able to recover as many
source symbols as possible, i.e., the performance metric is not the rank but
the number of decoded source symbols. That is, we consider the probability of
losing a source symbol, averaged over all symbols, to be a proper performance
metric of a given network code. The reasoning behind this performance metric
is that it is only the recovered symbols that are usable, regardless of the rank.
Let C be an n×k coding matrix over some field GF(q). The rows of C are the
coding vectors for the packets that will be transmitted on the network. A packet
transmission may succeed or result in an erasure, and these two outcomes are
modeled by 1 and 0, respectively. Let r be the number of links in the logical
network. Then the set Vn,r , {v1, . . . , v2nr ∈ {0, 1}n×r} contains all possible
combinations of success and erasure for all independent packet receptions. For
example, in a single hop network as shown in Fig. B.3a r = 1, and in a multi
hop network as shown in Fig. B.3b then r = 3. Let W ∈ Vn,r be the indicator
matrix which contains a zero at element (i, j) if the (i, j)’th packet is erased
and a 1 otherwise. We now introduce T (x,C,W ) ∈ {0, 1}, which denotes the
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Algorithm 1 Greedy search with backtracking for an m × m superregular
lower triangular Toeplitz matrix.
Input: m ≥ 2, ω ∈ Ωfp , A1 = 1, il = 0∀l, k = 1
1: while k < m do
2: while ik < 2p − 1 do
3: Ak+1 := φω, ik (Ak)
4: Define Ak+1 using (B.4) and Ak+1
5: if @A′ ∈ Ak+1 such that det(A′) = 0 then
6: k := k + 1
7: go to 1
8: end if
9: ik := ik + 1
10: end while
11: if k = 2 then
12: return Insufficient field size
13: else
14: ik := 0, ik−1 := ik−1 + 1, k := k − 1
15: go to 2
16: end if
17: end while
18: return Ak
sink’s ability to decode the x’th symbol given C and W , where x ∈ {1, . . . , k}.
That is, T (x,C,W ) determines whether or not it is possible for the sink to
decode the x’th symbol, when receiving the packets from C, where successful
reception is specified by the elements of W .
Lemma B.8. Let e ∈ [0, 1]r be the erasure probability of the r logical links,
assuming i.i.d. erasures, and let W ∈ Vn,r be the indicator matrix. Then the
probability of W occurring is
P (W |e) =
n∏
i=1
r∏
j=1
(1− ej)1 [Wi,j = 1] + ej1 [Wi,j = 0] .
4
Proof. It follows easily from the i.i.d. assumption that the probability of W
occurring is the product of the probabilities of erasure and successful reception
on all links.
Lemma B.9. Let C ∈ GF(q)n×k and e ∈ [0, 1]r. Then the average (across all
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A B
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A R Be1 e2
e3
(b)
Fig. B.3: (a) single hop network with two nodes. (b) recoding network with three nodes,
multiple paths and hops. Source (A), Relay (R), and Sink (B).
symbols) probability of a symbol not being decodable is given by
PL(C|e) = 1−
1
k
k∑
x=1
 ∑
W∈Vn,r
T (x,C,W )P (W |e)

︸ ︷︷ ︸
p1︸ ︷︷ ︸
p2
. (B.5)
4
Proof. First p1 sums all the probabilities for combinations ofW where the x’th
symbol is decodable. The result of p1 is the probability that the x’th symbol
is decodable. Then p2 sums for all symbols and the result is normalized. This
gives the average probability that a symbol is decodable. Finally, the proba-
bility of decoding a symbol is subtracted from one, to provide the probability
that a symbol is not decodable.
The exact symbol loss probability for any static code, where erasures are
assumed to be i.i.d., is then given by PL(C|e). Since (B.5) is valid for any static
code it is naturally applicable to the three types of codes based on superregular
lower triangular Toeplitz matrices. However, it is not applicable to random
based codes. T (x,C,W ) can be evaluated by trying all combinations, but for
a large nr this may become non-trivial.
The following six superregular matrices over GF(28) are used throughout
the rest of the paper. When k is smaller than the matrix dimension, e.g., for a
superregular 10×10 matrix such as (B.6) and k < 10, then the upper-left k×k
submatrices is used. The matrices (B.8) and (B.9) are jointly superregular,
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and (B.10) and (B.11) are also product preserving.
A10 = ψω (1, 0, 0, 3, 5, 10, 36, 86, 83) (B.6)
A′10 = ψω (125, 35, 109, 219, 83, 177, 191, 39, 23) (B.7)
A7 = ψω (6, 0, 0, 4, 136, 133) (B.8)
A′7 = ψω (7, 2, 3, 11, 77, 157) (B.9)
A6 = ψω (0, 2, 5, 0, 15) (B.10)
A′6 = ψω (1, 0, 4, 9, 30) (B.11)
5.1 Single Hop Network
We now consider a single hop network with two nodes: source A and sink B. The
topology is shown in Fig. B.3a. Given that the source transmits data with a rate
of 1/2 and that there is only a single sink, then r = 1 and n = 2k. Table B.1 lists
the polynomial coefficients for the closed-form expressions of (B.5) evaluated
for 1 ≤ k ≤ 10 using superregular lower triangular Toeplitz matrices, such
as (B.6). The polynomials are of degree n and the coefficients for the first and
zero orders are equal to zero. The degree is n since the n rows results in n
packets transmitted over the link. The theoretical symbol loss probability is
shown with solid lines in Fig. B.4a.
For codes with rate 1/3, then n = 3k. Table B.2 lists the polynomial co-
efficients for the closed-form expressions of (B.5) evaluated for 1 ≤ k ≤ 7
using (B.8) and (B.9). The polynomials are of degree n and the coefficients for
the second, first and zero orders are zero. The theoretical symbol loss prob-
ability is shown with solid lines in Fig. B.4b. Both sets of theoretical symbol
loss probabilities are compared to simulations and experimental results in the
appropriate sections.
5.2 Recoding Network
The second network consists of three nodes, in order to allow for recoding to
take place at an intermediate node. The source use (B.10) for encoding and
the relay use (B.11) for recoding. Note that our relay only performs recoding
if the packet received from the source increases the rank. That is, the relay
recodes at most k packets. The topology is shown in Fig. B.3b. Erasures
are i.i.d. on the three links. We have considered two sets of erasure probabilities
in order to examine the theoretical symbol loss probability of the network.
The Sections 5.2 and 5.2, we present the exact symbol loss probability given
some e, for the case of k = {1, 2}, in these cases (B.10) and (B.11) have
optimal decoding capabilities. For k ≥ 3 the product preserving property is not
sufficient for optimality for the network shown in Fig. B.3b. Thus, the matrices
in (B.10) and (B.11) do not achieve optimal decoding capabilities in these cases.
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Table B.1: Polynomial coefficients for the closed-form expression of (B.5) for k ≤ 10, n = 2k,
and r = 1 using superregular lower triangular Toeplitz matrices.
k PL(C|e) coefficients
1 1
2 −1, 3
2
,
1
2
3 2,−5, 8
3
, 1,
1
3
4 −5, 35
2
,−39
2
, 5, 2,
3
4
,
1
4
5 14,−63, 104,−70, 48
5
, 4,
8
5
,
3
5
,
1
5
6 −42, 231,−1505
3
, 525,−730
3
,
56
3
, 8,
10
3
,
4
3
,
1
2
,
1
6
7 132,−858, 2304,−3234, 2430,−837, 256
7
, 16,
48
7
,
20
7
,
8
7
,
3
7
,
1
7
8 −429, 6435
2
,−20559
2
, 18018,−18459, 42735
4
,
−11515
4
, 72, 32, 14, 6,
5
2
, 1,
3
8
,
1
8
9 1430,−12155, 134992
3
,−94380, 365288
3
,−292292
3
,
45472,−29854
3
,
1280
9
, 64,
256
9
,
112
9
,
16
3
,
20
9
,
8
9
,
1
3
,
1
9
10 −4862, 46189,−194337, 474045,−3677388
5
, 746460,−2436588
5
,
947232
5
,−173286
5
,
1408
5
, 128,
288
5
,
128
5
,
56
5
,
24
5
, 2,
4
5
,
3
10
,
1
10
All the polynomials are of degree 5k, since the 3k rows result in 2k packets
being transmitted from the source to both the relay and the sink. The relay
may then also transmit k packets to the sink, and since erasures are i.i.d., the
degree is the sum of transmitted packets, where the source’s packets are counted
twice as they are transmitted on two logical links. The theoretical symbol loss
probabilities are compared to that obtained by simulations in Section 7.
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Table B.2: Closed-form expression of (B.5) for k ≤ 7, n = 3k, and r = 1 using two jointly
superregular lower triangular Toeplitz matrices.
k PL(C|e) coefficients
1 1
2 −2, 5
2
, 0,
1
2
3 7,−16, 28
3
,−4
3
,
5
3
, 0,
1
3
4 −30, 99,−110, 93
2
,−12, 7,−1, 5
4
, 0,
1
4
5 143,−616, 1001,−752, 1397
5
,−88, 186
5
,−48
5
,
28
5
,−4
5
, 1, 0,
1
5
6 −728, 7735
2
,−24752
3
,
53755
6
,−15820
3
,
3731
2
,−1880
3
,
1397
6
,
−220
3
, 31,−8, 14
3
,−2
3
,
5
6
, 0,
1
6
7 3876,−24480, 64600,−91824, 75990,−38080, 92515
7
,−4520,
1599,−3760
7
,
1397
7
,−440
7
,
186
7
,−48
7
, 4,−4
7
,
5
7
, 0,
1
7
Equal Erasure Probability
In order to investigate the simplest scenario, the three erasure probabilities are
equal, i.e., e1 = e2 = e3 = e. Let n = 3k, r = 3 and the encoding and recoding
matrices be product preserving jointly superregular lower triangular Toeplitz.
Let k = 1, then
PL(C|e) = −e5 + e4 + e3.
Let k = 2, then
PL(C|e) = −4e10 +
23
2
e9 − 7e8 − 5e7 + 3e6 + 3
2
e5 +
1
2
e4 +
1
2
e3.
The theoretical symbol loss probabilities are shown with solid lines in Fig. B.5a.
Unequal Erasure Probability
In order to investigate a scenario where recoding is favorable, the erasure prob-
abilities of the links to and from R are decreased, that is 2e1 = 3e2 = e3 = e.
Let n = 3k, r = 3 and the encoding and recoding matrices be product preserv-
86
6. Theoretical Symbol Delay
ing jointly superregular lower triangular Toeplitz. For k = 1, then
PL(C|e) = −
1
12
e5 +
1
4
e4 +
1
3
e3,
and for k = 2, then
PL(C|e) = −
1
36
e10 +
17
96
e9 − 1
4
e8 − 65
288
e7 +
3
16
e6 +
5
12
e5 +
1
8
e4 +
1
6
e3.
The theoretical symbol loss probability is shown with solid lines in Fig. B.5b.
6 Theoretical Symbol Delay
We introduce TDB (x,C,W ) ∈ {0, . . . , nk (k − x + 1)}, which denotes the num-
ber of packets transmitted from the encoder, and possibly recoders, that
are needed before the x’th symbol is decoded at the sink given C and W ,
where x ∈ {1, . . . , k}. We further define TDB (x,C,W ) = 0 if the x’th symbol
is not decodable given C and W . We use this definition of symbol delay since
it makes it clear that the rate of a code will also have an effect on the delay,
and the fact that transmission of redundant packets is not free in terms of
bandwidth.
Lemma B.10. Let C ∈ GF(q)n×k and e ∈ [0, 1]r. Then the average (across
all decodable symbols) symbol delay is then
SD(C|e) =
∑k
x=1
(∑
W∈Vn,r TDB (x,C,W )P (W |e)
)
∑k
x=1
(∑
W∈Vn,r TLB (x,C,W )P (W |e)
) . (B.12)
Proof. The numerator sums the amount of delay all received symbols endure,
weighted by the probability of those delays occurring. The denominator sums
the number of decodable symbols weighted by the probability of those symbols
being decodable.
Similar to the PL(C|e) for the symbol loss probability, SD(C|e) yields the
exact symbol delay for any static coding matrix, where erasures are assumed
to be i.i.d. Thus, it is also applicable to the three types of codes based on
superregular lower triangular Toeplitz matrices, but again it is not applicable
to random based codes.
Eq. (B.12) can be evaluated in closed-form for the single hop network (r=1).
Table B.3 lists the closed-form expressions of (B.12) evaluated for 1 ≤ k ≤ 4
using a superregular lower triangular Toeplitz matrix, i.e., n = 2k. When
using two jointly superregular lower triangular Toeplitz matrices (n = 3k) the
closed-form expressions of (B.12) for k = 1 is
SD(C|e) =
3e2 + 2e+ 1
e2 + e+ 1
,
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Table B.3: Closed-form expression of (B.12) for k ≤ 4, n = 2k, and r = 1 using a superreg-
ular lower triangular Toeplitz matrix.
k SD(C|e)
1
2e+ 1
e+ 1
2 2
3e3 − 2e2 − 2e− 1
2e3 − e2 − 2e− 2
3
24e5 − 40e4 + 4e3 + 8e2 + 6e+ 3
6e5 − 9e4 − e3 + 2e2 + 3e+ 3
4 2
50e7 − 133e6 + 92e5 + 7e4 − 7e3 − 6e2 − 4e− 2
20e7 − 50e6 + 28e5 + 8e4 − 3e2 − 4e− 4
for k = 2 is
SD(C|e) =
18e5 − 8e4 − 5e3 − 6e2 − 4e− 2
4e5 − e4 − e3 − 2e2 − 2e− 2 ,
and for k = 3 is
SD(C|e) =
126e8 − 183e7 + 23e6 − 2e5 + 16e4 + 10e3 + 9e2 + 6e+ 3
21e8 − 27e7 + e6 − 3e5 + 2e4 + 2e3 + 3e2 + 3e+ 3 .
7 Simulation Results
This section covers the setup of the simulations and presents the results. In
order for the theoretical and simulated results to be comparable, all erasures
are i.i.d. and no retransmissions are made. We compare our simulation results
with the theoretical analysis of the symbol loss probability and the symbol delay
for both the single hop and recoding networks. A Monte Carlo simulation of the
two networks is conducted for different values of k. For each k the simulation
is run with the erasure probabilities e ∈ {0.05, 0.10, . . . , 0.95}. Each (k, e)-
pair is simulated with 10 × 106 repetitions. The region of interest is defined
as 0 ≤ e ≤ 1− r, where r is the rate of the code.
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Table B.4: The largest absolute differences (percentage points) using the single hop network.
Gray indicate RLNC.
Rate Type Theoretical Superregular
1/2
Simulation
0.029, k = 6, e = 0.60
0.102, k = 1, e = 0.70 0.098, k = 1, e = 0.50
Experiments
1.467, k = 6, e = 0.31
1.412, k = 6, e = 0.31 0.055, k = 6, e = 0.31
1/3
Simulation
0.023, k = 3, e = 0.75
0.117, k = 1, e = 0.70 0.116, k = 1, e = 0.65
Experiments
0.511, k = 4, e = 0.31
0.490, k = 4, e = 0.31 0.021, k = 4, e = 0.31
7.1 Random Linear Network Coding
We focus on the field GF(28), since its elements fit perfectly into a single byte.
Thus, a field of this size eases the implementation of Galois field arithmetic
and facilitates a high efficiency. Specifically, we use the primitive polynomial
fp(ω) = ω
8 + ω4 + ω3 + ω2 + 1,
where
ω ∈ Ωfp = {2, 4, 16, 29, 76, 95, 133, 157}.
In this section, we compare the performance of the superregular lower tri-
angular Toeplitz matrices with the performance of lower triangular RLNC. A
lower triangular RLNC code is generated by choosing the coding coefficients at
random, using an uniform distribution on all elements of the field [14]. That is,
using the field GF(28) a coding coefficient is set to zero with probability 2−8.
Another approach could be to exclude the zero element of the field when gen-
erating coding coefficients. This would produce slightly different results, and
the effect is not covered in this paper.
7.2 Symbol Loss Probability
For the single hop network the simulation is conducted with k ∈ {1, . . . , 10}
for codes with rate 1/2 and with k ∈ {1, . . . , 7} for codes with rate 1/3. In
Fig. B.4a, the simulated results when using a superregular lower triangular
Toeplitz matrix and RLNC is shown with ◦ and + respectively. Fig. B.4b
shows the symbol loss probability for the case of rate 1/3 codes. The largest
absolute differences between the theoretical and simulation results (for both
superregular matrices and RLNC) are listed in Table B.4. In all cases the
superregular matrices are favorable over RLNC.
Simulations of the recoding network use codes with k ∈ {1, . . . , 6}. In
Fig. B.5a (equal erasure probability) and B.5b (unequal erasure probability)
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Fig. B.4: Symbol loss probability for the single hop network when using: (a) superregular
lower triangular Toeplitz matrices (n = 2k), (b) two jointly superregular lower triangular
Toeplitz matrices (n = 3k).
the simulated results when using product preserving jointly superregular lower
triangular Toeplitz matrices and RLNC are shown with ◦ and + respectively.
For the case of unequal erasure probability, the product preserving jointly su-
perregular lower triangular matrices are favorable for all the tested values of k
and e. The largest absolute differences between the theoretical and simulation
results (for both product preserving jointly superregular matrices and RLNC)
are listed in Table B.5. For each of the absolute differences the superregular
matrices are the favorable coding matrices.
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Table B.5: The largest absolute differences (percentage points) using the recoding network.
Gray indicate RLNC.
e Theoretical Superregular
Equal
0.015, k = 6, e = 0.65
0.125, k = 1, e = 0.55 0.128, k = 1, e = 0.55
Unequal
0.013, k = 2, e = 0.80
0.738, k = 6, e = 0.90 0.733, k = 6, e = 0.90
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Fig. B.5: Symbol loss probability for the recoding network when using product preserv-
ing jointly superregular lower triangular Toeplitz matrices and RLNC. (a) equal erasure
probability, (b) unequal erasure probability.
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7.3 Symbol Delay
For the single hop network the symbol delay simulations are conducted
with k ∈ {1, . . . , 10} for codes with rate 1/2 and with k ∈ {1, . . . , 7} for codes
with rate 1/3. Fig. B.7 compares our simulation results with the theoretical anal-
ysis of the symbol delay. Fig. B.7a compares the rate 1/2 codes and Fig. B.7b
compares the rate 1/3 codes. From the figures it is evident that the theoret-
ical and simulated symbol delay coincide. The codes based on superregular
matrices outperform RLNC in all tested scenarios where k > 1.
There exists a trade-off between symbol loss probability and delay. For ex-
ample, with a systematic code the symbol delay can be minimized by adjusting
the code parameters such that the symbol loss probability is increased. Thus,
a code must be designed such that the symbol loss probability and delay match
the specifications of the application in question. Fig. B.6 shows the results (in
terms of symbol loss probability and delay) of simulating the single hop network
with two different codes, namely RLNC and a code based on a superregular
lower triangular matrix for k = 1. Both codes operate over GF(2). It can be
observed that RLNC provides a slightly lower symbol delay, while the symbol
loss probability is significantly higher.
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Fig. B.6: Simulated symbol loss probability and delay for the single hop network when
using (B.6) and RLNC over GF(2) for k = 1.
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Fig. B.7: Symbol delay for the single hop network when using: (a) superregular lower
triangular Toeplitz matrices (n = 2k), (b) two jointly superregular lower triangular Toeplitz
matrices (n = 3k).
8 Experimental Results
In our experiments we use the same definition of RLNC as the one used in the
simulations, which is stated in Section 7.1. In order to produce comparable
results between both different values of k and the two coding methods, super-
regular matrices and RLNC, a number of channel models have been obtained.
The models are based on the N-state Markov model proposed by [27], and we
refer to this as the extended Gilbert model (EGM). The channel models are
obtained using a testbed consisting of two nodes (one transmitting and one
receiving) described in Table B.6. The nodes are connected using wires, in-
stead of using the normal antennas. This design seeks to eliminate external
noise sources and to ensure that the testbed produces consistent and repro-
ducible results. The nodes communicate using IEEE 802.11g in IBSS mode,
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despite the wired connections. The transmitting node broadcasts packets us-
ing the highest data rate (54 Mbit/s). This ensures maximum capacity and
disables any retransmissions, since broadcast packets are never retransmitted.
Both the experiments and simulations could have included things like MAC-
layer retransmissions, link-layer coding or even packet aggregation. However,
these optional Wi-Fi enhancements were considered application specific and
not concise, e.g., how many retransmissions should be used? Which type
of code? and how many packets to aggregate? The erasures of the wire-
less channel are introduced by attenuating the signal, and thus decreasing the
signal–to–noise ratio (SNR). The obtained channel models produce average
erasure probabilities between 0.0207 and 0.9910, with a corresponding average
burst length of 1.0110 and 110.6940 packets.
8.1 Single Hop Network
Simulations of the single hop network are conducted where the quality of the
link between the nodes is based on the obtained EGM channel models. In
Fig. B.4a the experimental symbol loss probability (for rate 1/2 codes) when
using a superregular lower triangular Toeplitz matrix and RLNC are shown
with − and ×, respectively. Observing Fig. B.4a it becomes apparent that the
experimental results follow a trend similar to that of the theoretical and simu-
lated results. Fig. B.4b shows the symbol loss probability for codes with a rate
of 1/3. The largest absolute differences between the theoretical and experimen-
tal results (for both superregular matrices and RLNC) are listed in Table B.4.
The difference between the two methods is almost negligible, although the su-
perregular matrices produce a slightly lower symbol loss probability.
Table B.6: Details of the wireless nodes used in the experiments.
Type Name
CPU Intel Core i3-4170
OS Ubuntu Linux 15.10
Kernel Linux 4.4.11
WNIC Compex WLE600VX
WNIC driver ath10k
WNIC firmware 10.1.467 api 2
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8.2 Recoding Network
Our experiments with recoding at an intermediate node use the logical recoding
network shown in Fig. B.3b. In Fig. B.8 the result of three sets of experiments
are shown. All of the experiments are with k = 4. In the experiments, the
erasures on the links are modeled using the obtained EGM channel models.
For all three experiments, the erasure rate on the link between A and R is
fixed to e1 = 0.29 with an average burst length of 1.2941 packets. The direct
link, between A and B, is set to simulate three different EGM channel models.
The three models have the following erasure rates: 0.23, 0.81, and 0.91, with
corresponding average burst lengths of: 1.1899, 5.3234, and 14.4615. For the
last link all obtained EGM channel models are used. It is clear that the use of
a more advanced channel model shows different results, compared to a channel
with i.i.d. losses. Regardless of the channel model the use of product preserving
jointly superregular lower triangular Toeplitz matrices yields a lower symbol
loss probability compared to RLNC.
8.3 Coding Throughput
In [19] we showed that the combined encoding and decoding throughput is
significantly increased by using superregular lower triangular Toeplitz matrices
with several ones in the first column of the matrix. This gain is also valid
for (product preserving jointly) superregular lower triangular Toeplitz matrices
when compared to RLNC. Fig. B.9 shows the combined gain in encoding and
decoding throughput when using the matrices in (B.6) and (B.7) over lower
triangular RLNC. Additionally, Fig. B.9 also shows the gain when recoding is
performed using the matrices in (B.10) for encoding and (B.11) for recoding
over lower triangular RLNC with recoding.
The test procedure without recoding is as follows. A vector with 1500 ele-
ments is encoded using a single row of a superregular lower triangular Toeplitz
or random matrix. The coded vector is fed into the decoder, which then per-
forms Gaussian elimination. These two steps are performed until the decoder
is able to decode all k symbols. To ensure reliable results, the experiment is
repeated 200× 106 times, for each k. When all repetitions are completed, the
mean throughput is calculated. The throughput gain is calculated as the ratio
between the throughput when using a superregular matrix and the throughput
when using a random matrix. When recoding is included, the encoder feeds
the coded vector to a recoder which performs decoding (Gaussian elimination)
and recoding before feeding the new coded vector to the decoder, which also
performs Gaussian elimination. The experiment was carried out using a PC
described in Table B.6.
The gain without recoding is, as expected, identical for the two superregular
lower triangular Toeplitz matrices for k = 1 and k = 2. For these values of k
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Fig. B.8: Simulated symbol loss probability when using product preserving jointly super-
regular lower triangular Toeplitz matrices and RLNC with k = 4 in the recoding network,
where the erasures are i.i.d. and based on the EGM channel models.
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Fig. B.9: Gain in coding throughput of (product preserving jointly) superregular lower
triangular Toeplitz matrices over lower triangular RLNC.
the two matrices require the same number of multiplications during encoding
and decoding. For k > 2 the gain using (B.6) is larger than using (B.7), as there
are fewer multiplications during encoding and decoding. Eq. (B.6) has ones in
at least one and in at most three diagonals (depending on k), whereas (B.7)
only has ones in the main diagonal. For k = 5 the gains are 42.3 % and 25.8 %
using (B.6) and (B.7), respectively.
The gain when recoding is performed is negligible for k = 1, but for k > 1
the gain is considerable. This is again due to a reduced number of multiplica-
tions. Eq. (B.10) has ones on the first two diagonals, and again on the fifth
diagonal, whereas, (B.11) has ones on the first and third diagonals. For k = 4
the gain is 44.4 % over a random based code.
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Table B.7: Number of operations for encoding and decoding. For k = 5 and a 5 × 1500
source data matrix
State Operation RLNC Eq. (B.6) Eq. (B.7)
Encoding
Addition 15058.3 15000 15000
Multiplication 22469.5 7500 15000
Decoding
forward
Subtraction 15049.5 15050 15050
Multiplication 22486.1 15050 21070
Inversion 14.9 10 14
Decoding
backward
Subtraction 58.6 0 0
Multiplication 116.6 0 0
Inversion 0.1 0 0
8.4 Coding Operations
As stated earlier, the gain in throughput comes mainly from fewer multipli-
cations and partly from fewer inversions during encoding and decoding. Ta-
ble B.7 lists the number of operations needed when encoding and decoding
using (B.6), (B.7) and RLNC, for k = 5 and a 5×1500 source data matrix. For
RLNC, the number of operations is calculated by counting and averaging the
number of operations used in the simulations described in the previous section.
Furthermore, for RLNC both forward and backward substitution are required
when decoding, due to the possibility of linear dependency of the rows. It is,
however, clear from Table B.7 that the computational effort lies in the forward
substitution part of the decoding process.
Encoding
The number of additions during encoding for the three methods are com-
parable. However, the three methods require significantly different num-
bers of multiplications. For RLNC all matrix elements are larger than
one, with probability 253/254, thus the number of multiplications is approxi-
mately 15 · 1500 = 22500. The probability that elements are either one or
zero slightly reduces the number of operations. On the other hand, the num-
ber of operations is increased by the probability of linear dependency, and the
subsequent cost of encoding additional rows.
Both superregular lower triangular Toeplitz matrices each have 15 non-
zero matrix elements. The matrix defined in (B.7) only has ones on the
diagonal, so (15 − 5) · 1500 = 15000 multiplications have to be performed.
Using the other superregular matrix, which in total has 10 ones, requires
just (15− 10) · 1500 = 7500 multiplications.
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Decoding
When decoding, Gaussian elimination must be performed on both the coded
data and the coding matrix. This is equivalent to concatenating the two ma-
trices and putting the coding matrix part in reduced row echelon form. That
is, during decoding, each row has 5 + 1500 = 1505 elements. This decoding
procedure is preferred over multiplying by the inverse of the coding matrix for
two reasons. First of all, in a practical implementation, Gaussian elimination
is used when a packet is received from the network to reduce the latency, as
opposed to waiting for a full rank matrix and then inverting and decoding.
Secondly, this procedure eliminates the potential need for using the pseudo
inverse, when the number of received code words is larger than k.
The number of subtractions for the three methods are, like the number of
additions during encoding, quite similar. However, the number of multipli-
cations are very different. For RLNC the number of multiplications during
encoding and decoding are nearly the same, simply because the matrix ele-
ments have a high probability of being larger than one. By the same token,
the number of inversions is nearly equal to the number of elements. Backward
substitution requires little to no effort, compared to forward substitution.
The number of ones in the two superregular lower triangular Toeplitz matri-
ces also has an effect on the decoding process. Eq. (B.6) needs 10·1505 = 15050
multiplications, which also corresponds to the number of inversions, 10,
whereas (B.7) needs 14 · 1505 = 21070 multiplications, which then corresponds
to the number of inversions, 14.
9 Discussion
It is clear that the theoretical and simulated (with i.i.d. erasures) symbol
loss probabilities and symbol delays coincide, when using (product preserving
jointly) superregular lower triangular Toeplitz matrices. It is also clear from
the simulations with i.i.d. erasures that the difference in symbol loss probabili-
ties and symbol delays between (product preserving jointly) superregular lower
triangular Toeplitz matrices and RLNC are, for the most part, negligible. As
expected, erasures are not i.i.d. on a real channel, so the simulated (with i.i.d.
erasures) and theoretical symbol loss probabilities and symbol delays do not
coincide with the simulated (with EGM channel models) symbol loss proba-
bilities and symbol delays. However, they do follow similar trends. Finally,
simulated (with EGM channel models) symbol loss probabilities and symbol
delays for superregular lower triangular Toeplitz codes are comparable to those
of RLNC, but it is also visible that there is a small gain by using (product
preserving jointly) superregular lower triangular Toeplitz matrices over RLNC.
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10 Conclusions
In this paper we have presented both explicit matrix constructions and a greedy
search algorithm for superregular lower triangular Toeplitz matrices. We have
defined two matrix attributes for lower triangular matrices, namely joint su-
perregularity and product preserving joint superregularity, and we extended our
explicit matrix constructions to include these two cases. We motivated the use
of (product preserving) jointly superregular matrices, in general, with use-cases
such as intermediate recoding and codes with a rate greater than or equal to 1/3.
In both cases, optimal decoding capabilities are of great interest. Furthermore,
we also showed several general attributes of (jointly) superregular matrices
We provided a general method for deriving the exact symbol loss probability
when encoding (and recoding) with (product preserving) jointly superregular
lower triangular Toeplitz matrices using an erasure channel with i.i.d. erasures.
We also provided the exact symbol loss probability for a large number of dif-
ferent scenarios, code rates, and values of k.
We then extended our theoretical analysis to the exact symbol delay for any
static code using an erasure channel with i.i.d. erasures. Moreover, we used the
single hop network to exemplify the exact symbol delay for two different code
rates and different values of k.
In all simulated scenarios, (product preserving jointly) superregular lower
triangular Toeplitz coding matrices were found to be favorable compared to
RLNC for all the tested values of k (except for the symbol delay when k = 1)
within the region of interest. That is, all three types of block codes using
superregular matrices produced a lower average symbol loss probability than
RLNC, with or without recoding and regardless of the rate.
We also showed that the encoding and decoding performance is greatly im-
proved by using superregular lower triangular Toeplitz matrices with several
ones. The coding throughput is increased by 42.3 % without recoding (k = 5)
and by 44.4 % with recoding (k = 4), simply by reducing the number of mul-
tiplications and to some degree the number of inversions.
A Proof of Lemma B.3
i) Since ωi1 6= 0 then A2 is always superregular.
ii) The determinants of the proper submatrices of A3 are: ωi1 and ω2i1⊕ωi2 ,
where ωi1 6= 0. Since ω is primitive, ωi 6= ωj , if (i, j) ∈ I2, i 6= j.
Thus, ω2i1 ⊕ ωi2 6= 0⇔ 2i1 6= i2 (modulo 2p − 1).
iii) We only need to check the determinants of the proper submatrices that in-
clude the new element ωi3 . Since ω is primitive, it is easy to obtain (B.1).
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iv) It is easy to obtain the determinant expressions of the proper sub-
matrices that include the new element ωi4 . These expressions con-
tain terms in the form ωi ⊕ ωi. Since arithmetic operations are
wrt. GF(2p), ωi ⊕ ωi = 0,∀ω,∀i, and we obtain (B.2) and (B.3). 
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1. Introduction
Abstract
In this paper, we present explicit code constructions for a family of (n, k, δ)
convolutional codes with optimum distance profiles. The family of convolu-
tional codes is obtained from sets of jointly superregular matrices. For the case
of finite decoder memory, we evaluate the performance of the constructed codes
in terms of both symbol loss probability and symbol delay. We then present a
combinatorial method to calculate the exact symbol loss probability and sym-
bol delay for each symbol individually. We compare the symbol loss probability
for two specific systematic convolutional codes for the cases where the sink has
infinite or finite memory. Finally, we compare the performance of our convo-
lutional codes with optimum distance profile and random based convolutional
codes.
1 Introduction
It was shown in [1] that any dense superregular matrix can be used to construct
a systematic maximum distance separable (MDS) block code. A lower triangu-
lar matrix is considered superregular, if and only if all of its proper submatrices
are non-singular [2]. The authors of [2] showed that an MDS convolutional code
can be constructed from superregular lower triangular Toeplitz matrices. In [3],
a new class of lower block triangular matrices that are superregular over a suf-
ficiently large field was presented. An upper bound on the minimum finite field
size such that a superregular matrix of a given size can exist over that field
was shown in [4]. In [5], the authors presented constructions of convolutional
codes that attain the maximum possible distance for some fixed parameters of
the code, that is, the rate and the Forney indices. One of the benefits of con-
volutional codes [6] is their remarkable ability to recover from burst losses [7],
however, this ability of course depends on the parameters of the code. Hence,
convolutional codes are appropriate for streaming, given the bursty nature of
modern wireless networks.
In this work we provide explicit code constructions for (n, k, δ) convolutional
codes with memory v and optimum distance profile (ODP) [8]. Specifically, we
show that these codes can be constructed from sets of jointly superregular
matrices. We show that a set of jointly superregular matrices can be obtained
using an algorithm similar to the one showed in [9]. Finally, we present a
method to calculate the symbol loss probability and symbol delay, and use this
to show the effect of using finite decoder memory.
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2 Jointly Superregular Matrices
Let Ωfp denote the set of roots of a primitive polynomial fp, which gener-
ates F2p . Let Ik , {i1, . . . , ik : ij ∈ F2p , ij 6= 2p − 1, ∀j}. Let Ψ(i1, . . . , ik)
be a k × k lower triangular Toeplitz matrix with the first column given
by [i1, . . . , ik]
T . Let ψω(i1, . . . , ik−1) = Ψ(1, ωi1 , . . . , ωik−1) be a k × k lower
triangular Toeplitz matrix with ones on the main diagonal and all non-zero
elements below the diagonal. Let ω ∈ Ωfp and let Aωk denote the set of all k×k
superregular lower triangular Toeplitz matrices given by ψω(i1, . . . , ik−1),
where (i1, . . . , ik−1) ∈ Ik−1.
In [1], the authors defined a matrix to be superregular if and only if ev-
ery square submatrix is non-singular. A lower triangular matrix is defined
in [2, Definition 3.3] to be superregular if and only if every proper submatrix
is non-singular. The definition of a proper submatrix is as follows. Let A be
a k×k lower triangular matrix. Let A′ = Aj1,...,jrh1,...,hr be an r× r submatrix of A,
where A′ is constructed using the rows and columns of A with indices j1, . . . , jr
and h1, . . . , hr, respectively [2, Definition 3.2]. Then, A′ is a proper submatrix
of A if and only if 1 ≤ j1 < j2 < . . . < jr ≤ k, 1 ≤ h1 < h2 < . . . < hr ≤ k
and jt ≥ ht,∀t.1
The definition of joint superregularity for the case of two lower triangular
Toeplitz matrices was given in [9]. In Definition C.1 we extend this definition
to multiple matrices.
Definition C.1 (Joint superregularity).
A set of M , where M ∈ {2, 3, . . . }, superregular lower triangular Toeplitz k×k
matrices are jointly superregular if and only if all of the proper submatrices
of the concatenated Mk × k matrix are non-singular. In this context a proper
submatrix is any square matrix that is not trivially rank deficient. An t × t
matrix, when sorted by increasing row support size2, is said to be trivially rank
deficient if the support of row i, 1 ≤ i ≤ t, is less than i. 4
A greedy algorithm for obtaining M jointly superregular lower triangular
Toeplitz matrices with dimensions k× k can be constructed based on [9, Algo-
rithm 1]. That is, at each instance in the algorithm where all of the M matrices
are superregular, they are tested for joint superregularity using Def. C.1. If this
is the case and the matrices have dimensions k × k the search stops. If the di-
mensions are not k × k then both matrix dimensions are increased by one and
the search continues. If the matrices are not jointly superregular the algo-
rithm continues to search for superregular matrices of the same dimensions.
Let Bωk,M denote the set of all sets of M different k × k jointly superregular
lower triangular Toeplitz matrices according to Definition C.1.
1In [10] the authors use a slightly different notion of superregularity.
2The size of the support of a vector is equal to the number of its non-zero elements.
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3 Convolutional codes
Let C ⊆ F[D]n2p be an (n, k, δ) convolutional code with a basic minimal gener-
ator matrix
G =
v∑
j=0
GjD
j ∈ F[D]k×n2p , Gj ∈ Fk×n2p , Gv 6= 0,
where v is the memory of the code. We define the degree of C, δ, as the sum of
the row degrees of G [2]. Denoted by Gcj , j ∈ N0 the truncated sliding generator
matrix
Gcj =

G0 G1 · · · Gj
G0 · · · Gj−1
. . .
...
G0
 ,
where Gj = 0 whenever j > v. The reader is referred to [8] for further details.
In [2, Proposition 2.2] an upper bound on the column distance is given, that
is, for every j ∈ N0 then
dcj ≤ (n− k)(j + 1) + 1, (C.1)
where dcj is the jth column distance. In [8] the authors define the distance
profile of the code C to be dp = (dc0, dc1, . . . , dcv). A convolutional code is said
to have ODP [8] if and only if the v+ 1 elements of dp attain the bound given
in (C.1). From [2, Corollary 2.3] we have that, if dcj for some j ∈ N0 attains
the bound in (C.1) then dci for i ≤ j also attain the bound in (C.1). Thus,
a convolutional code has ODP if and only if dcv attains the bound in (C.1).
Finally, if a convolutional code has ODP, it is said to be an ODP convolutional
code.
Lemma C.1. Let Ψ(i(l
′)
0 , . . . , i
(l′)
v ) ∈ F(v+1)×(v+1)2p , l′ = 1, . . . , l, be a set of l
lower triangular Toeplitz matrices, where i(l
′)
v 6= 0. Moreover, let nk = l. Then,
an (n, k, δ) convolutional code with memory v, δ = vk, and basic minimal
generator matrix G can be constructed as
G =

∑v
j=0 i
(1)
j D
j , . . . ,
∑v
j=0 i
(n)
j D
j
...
. . .
...∑v
j=0 i
(l−n+1)
j D
j , . . . ,
∑v
j=0 i
(l)
j D
j
 . (C.2)
4
Fig. C.1 shows how to construct Gcv, for a (2, 1, 3) convolutional code
with v = 3, from two 4 × 4 lower triangular Toeplitz matrices. It is trivial
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1
1ωia1
1ωia1ωia2
1ωia1ωia2ωia3
ψω(ia1 , ia2 , ia3) =
(a)
1
1ωib1
1ωib1ωi2
1ωib1ωib2ωib3
ψω(ib1 , ib2 , ib3) =
(b)
1 1
1
ωia1
1
ωib1
1
ωia1
ωia2
1
ωib1
ωib2
1
ωia1
ωia2
ωia3
1
ωib1
ωib2
ωib3
Gcv =
(c)
Fig. C.1: A (2, 1, 3) convolutional code with v = 3 constructed from the two matrices in (a)
and (b) has Gcv as shown in (c).
to construct G from Gcv, thus the actual proof is omitted due to space consid-
erations.
Lemma C.2. If the l matrices of Lemma C.1 are jointly superregular, then the
(n, k, δ) convolutional code with memory v and basic minimal generator matrix
G in (C.2) is an ODP convolutional code. 4
Proof. In [2, Theorem 2.4] the authors state that the following are equivalent:
i) dcj = (n− k)(j + 1) + 1;
ii) every (j + 1)k × (j + 1)k full-size minor of Gcj formed from the columns
with indices 1 ≤ t1 < · · · < t(j+1)k, where tsk+1 > sn for s = 1, . . . , j, is
nonzero.
If i) is true for all j ∈ {0, . . . , v} then the code is an ODP convolutional code,
and ii) is for j ∈ {0, . . . , v} guaranteed by the definition of joint superregu-
larity (see Definition C.1). This can be realised by concatenating (as shown
in Fig. C.1) the nk jointly superregular lower triangular Toeplitz matrices and
the resulting matrix is then identical to Gcv.
108
3. Convolutional codes
We now provide two examples of sets of jointly superregular lower triangular
Toeplitz matrices which we obtained using the previously described method.
We then use Lemma C.1 to construct (n, k, δ) ODP convolutional codes.
Example C.1. A (2, 1, 5) ODP convolutional code over F28 may be constructed
using the two jointly superregular lower triangular Toeplitz matrices
A
(1)
6 = ψω(0, 2, 5, 0, 15),
A
(2)
6 = ψω(1, 0, 4, 9, 30),
that is (A(1)6 , A
(2)
6 ) ∈ Bω6,2. The basic minimal generator matrix is then
G = [1 +D + ω2D2 + ω5D3 +D4 + ω15D5,
1 + ωD +D2 + ω4D3 + ω9D4 + ω30D5].
The column distances are: dcj = j + 2 for 0 ≤ j ≤ 5.
Example C.2. A (3, 2, 8) ODP convolutional code over F28 may be constructed
using the six jointly superregular lower triangular Toeplitz matrices
B
(1)
5 = ψω(50, 12, 147, 114),
B
(2)
5 = ψω(181, 79, 29, 67),
B
(3)
5 = ψω(112, 235, 226, 191),
B
(4)
5 = ψω(103, 155, 45, 0),
B
(5)
5 = ψω(67, 0, 160, 88),
B
(6)
5 = ψω(55, 177, 183, 161),
that is (B(1)5 , . . . , B
(6)
5 ) ∈ Bω5,6. The basic minimal generator matrix is then
G = [1 + ω50D + ω12D2 + ω147D3 + ω114D4,
1 + ω181D + ω79D2 + ω29D3 + ω67D4,
1 + ω112D + ω235D2 + ω226D3 + ω191D4;
1 + ω103D + ω155D2 + ω45D3 +D4,
1 + ω67D +D2 + ω160D3 + ω88D4,
1 + ω55D + ω177D2 + ω183D3 + ω161D4].
The column distances are: dcj = j + 2 for 0 ≤ j ≤ 4.
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4 Convolutional Codes With Finite Decoder
Memory
In this section we will investigate the impact of finite decoder memory on the
behaviour of convolutional codes in terms of symbol loss probability and symbol
delay. The analysis is inspired by the method for calculating the exact symbol
loss probability for deterministic block codes presented in [9].
4.1 Symbol Loss Probability
Let C be an (n, k, δ) convolutional code with generator matrix G and mem-
ory v. The input to the encoding process is termed symbols and the output is
termed packets. The transmission of a packet may succeed or result in an era-
sure. These two outcomes are modelled by 1 and 0, respectively. Let r be the
number of links in the logical network. Let h be the number of packet trans-
missions, then the set Vh,r ,
{
v1, . . . , v2hr ∈ {0, 1}h×r
}
contains all possible
combinations of success and erasure for all the independent packet receptions.
In a single hop network with one source and one sink then r = 1. Let W ∈ Vh,r
be the indicator matrix which contains a zero at element (i, j) if the (i, j)’th
packet is erased, and a 1 otherwise.
Lemma C.3. Let ε ∈ [0, 1]r be the erasure probability of the r links in the
network assuming all erasures are i.i.d., and let W ∈ Vh,r be the indicator
matrix. Then the probability of W occurring is
P (W |ε) =
h∏
i=1
r∏
j=1
(1− εj)1 [Wi,j = 1] + εj1 [Wi,j = 0] .
Proof. Due to the independence assumption it follows easily that the probabil-
ity of W occurring is the product of the probabilities of erasures and successful
reception on the individual links.
Let C be an (n, k, δ) convolutional code with memory v and letmd = c·(v+1)
denote the memory of the decoder, where c ∈ N. We now intro-
duce TLC (x, C,W, c) ∈ {0, 1}, which denotes the sink’s ability to decode the x’th
symbol given C, W , and md, where x ∈ N0. That is, TLC (x, C,W, c) determine
whether or not it is possible for the sink to decode the x’th symbol, when receiv-
ing the packets from C, where successful reception is specified by the elements
of W . It is trivial to evaluate TLC (x, C,W, c) by trying all combinations.
Lemma C.4. Let C be an (n, k, δ) convolutional code and ε ∈ [0, 1]r be
the erasure probability of the r links in the network, assuming all erasures
are i.i.d. Assuming the sink has successfully decoded the symbols with in-
dexes {−v−1, . . . ,−1}, where v is the memory of the code, then the probability
that the x’th symbol is not decodable is
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Fig. C.2: Evaluation of (C.3) using (2, 1, δ) convolutional codes. The dashed lines are ODP
convolutional codes and the solid lines are random based codes.
PL(C|ε, x, c) = 1−
∑
W∈Vn
k
(x+md),r
TLC (x, C,W, c)P (W |ε). (C.3)
Proof. For all elements of Vn
k (x+md),r
the probabilities of W occurring where
the x’th symbol is decodable are summed. The result of this summation is the
probability that the x’th symbol is decodable.
Fig. C.2 shows (C.3) evaluated at x = δ+1 using (2, 1, δ) convolutional codes
with memory v = δ, and c = 2 in a single hop network. The figure includes
three ODP convolutional codes where δ = 1, 2, 4, and three random based
convolutional codes with the same value of δ. The ODP convolutional codes
are constructed according to Lemma C.1 using the upper-left (δ + 1)× (δ + 1)
submatrix of the two matrices in Ex. C.1. The random based codes also use
the field F28 , from which the coding coefficients are chosen at random [11]. The
figure shows that ODP convolutional codes provide a symbol loss probability
that is slightly lower than that of the random based codes. This is in fact the
case over the entire range 0 ≤ ε ≤ 1/2.
The dependency on the decoding probability of previous symbols is implic-
itly captured by TLC (x, C,W, c). The average symbol loss probability across a
countable infinite number of symbols can be calculated using (C.3) as
lim
N→∞
1
N + 1
N∑
x=0
PL(C|ε, x, c). (C.4)
4.2 Comparison of Infinite and Finite Decoder Memory
In the following we will compare the symbol loss probability of convolutional
codes when the decoder has infinite or finite memory. Due to the considerable
computational complexity of (C.4) we use Lemma C.4 instead.
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Let C be a (2, 1, 1) systematic convolutional code with G = [1, 1 + D] and
let r = 1, then the authors of [12] derive a result equivalent to
lim
x→∞
c→∞
PL(C|ε, x, c) =
ε3
(1− ε+ ε2)2 . (C.5)
When evaluated at ε = 1/2 and ε = 1/4 then (C.5) is 29 ≈ 0.222222
and 4169 ≈ 0.023669, respectively. It is of interest how this compares to the
erasure probability when using finite decoder memory. Table C.1 lists values
of (C.3) for different values of c and x. From the table it is easily seen that the
erasure probability converges towards that of (C.5), for increasing c and x. In
fact, for ε = 1/2, c = 5, and x = 8 then PL(C|ε, x, c) = 0.222222. By the same
token, even for ε = 1/2, c = 2, and x = 8 the gain of using infinite memory is
less than 0.775 % = 1− 2/90.223957 .
For the sake of completeness we have also compared the convergence for
another convolutional code, namely a (2, 1, 2) systematic convolutional code
with G = [1, 1 + D + D2]. For this convolutional code we observed a similar
convergence for the symbol loss probability.
4.3 Symbol Delay
We now introduce TDC (x, C,W, c) ∈ {0, . . . , nkmd}, which denotes the number
of packets transmitted from the encoder before the x’th symbol is decoded
at the sink given C and W . We further define TDC (x, C,W, c) = 0 if the x’th
symbol is not decodable given C andW . We define symbol delay as the number
of packets the source has transmitted, after receiving a symbol, before that
symbol is decoded by the sink. It is trivial to evaluate TDC (x, C,W, c) by
trying all combinations.
Lemma C.5. Let C be an (n, k, δ) convolutional code and ε ∈ [0, 1]r. Assuming
the sink has successfully decoded the symbols with indexes {−v − 1, . . . ,−1},
where v is the memory of the code, then the expected symbol delay (in terms of
packets transmitted) for the x’th symbol is
SD(C|ε, x, c) =
∑
W∈Vn
k
(x+md),r
TDC (x, C,W, c)P (W |ε)∑
W∈Vn
k
(x+md),r
TLC (x, C,W, c)P (W |ε)
. (C.6)
Proof. The numerator sums the amount of delay the x’th symbol endures,
weighted by the probability of those delays occurring. The denominator sums
the number of times the x’th symbol is decodable weighted by the probability
of said symbol being decodable. Thus, the accumulated delay is divided by the
total number of times the x’th symbol is decodable.
Fig. C.3 shows the evaluation of (C.6) with the same parameters and codes
as in Fig. C.2. The figure shows that ODP convolutional codes always provide
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Fig. C.3: Evaluation of (C.6) using (2, 1, δ) convolutional codes. The dashed lines are ODP
convolutional codes and the solid lines are random based codes.
Table C.1: Evaluation of (C.3) for ε = 1/2, ε = 1/4 and different c and x.
ε = 1/2 ε = 1/4
c x = 0 x = 2 x = 4 x = 0 x = 2 x = 4
1 0.18750 0.24609 0.24976 0.02734 0.03343 0.03365
2 0.16797 0.22046 0.22374 0.01952 0.02386 0.02401
3 0.16675 0.21886 0.22211 0.01924 0.02352 0.02368
4 0.16667 0.21876 0.22201 0.01923 0.02351 0.02366
5 0.16667 0.21875 0.22201 0.01923 0.02351 0.02366
the lowest symbol delay. Note that the difference in symbol delay between the
ODP convolutional codes and the random based codes is mostly negligible.
There exists a trade-off between symbol loss probability and delay. Consider
a rate 1/1 systematic code. Such a code provides a constant delay of 1, regardless
of the erasure rate of the channel, however, the symbol loss probability is equal
to the erasure rate of the channel. Codes with a lower rate may produce a
larger symbol delay but also a lower loss probability. Alternatively, consider
a rate 1/2 duplication code, this code provides a symbol delay of 2ε+1ε+1 and a
symbol loss probability of ε2. That is, this code has a larger symbol delay since
more symbols may be received later than using the previous code, and thus it
also has a lower symbol loss probability.
5 Conclusions
In this paper we presented explicit constructions for any (n, k, δ) ODP convo-
lutional code, based on jointly superregular lower triangular Toeplitz matrices.
For convolutional codes with finite decoder memory we provided a method to
calculate the exact symbol loss probability and delay for each symbol individ-
ually. This method is general in the sense that it is applicable to any (n, k, δ)
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convolutional code. For two specific systematic convolutional codes we com-
pared the symbol loss probability for the two scenarios where the sink has either
finite or infinite memory. These comparisons showed that for c ≥ 2 the symbol
loss probability is not significantly affected by the use of a finite amount of
decoder memory.
We showed that ODP convolutional codes produce a lower symbol loss prob-
ability than random based codes, regardless of the erasure probability of the
channel. Furthermore, we showed that ODP convolutional codes consistently
provide a lower symbol loss probability and delay over random based convolu-
tional codes. Both of these two benefits are rooted in the fact that these static
codes have predictable performance, given that they are not based on random
coefficients.
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1. Introduction
Abstract
In this paper we investigate the effect of imposing a maximum allowed delay on
the symbol loss probability for a set of rate 1/2 erasure correcting codes. Given
some maximum allowable delay, we define the effective symbol loss probability
to be the probability that a symbol is received too late or not at all. Consider
a network with three nodes; source, relay, and sink. The source encodes data
using an erasure correcting code, the relay decodes, recodes, and finally the sink
decodes using Gaussian elimination. We compare the effective symbol loss prob-
ability of systematic triangular block codes, dense block codes, and systematic
convolutional codes. For a wide range of packet loss probabilities and allowable
symbol delays, our results show that the systematic triangular block codes are
superior. Our results also show that the field size does not affect the gain in
effective symbol loss probability.
1 Introduction
The amount of real-time streaming of audio and video is ever increasing [1].
Low delay streaming of high resolution audio and video to several receivers is
problematic even for modern wireless networks [2]. A way to overcome this
may be to use some type of forward erasure correction (FEC). One immediate
advantage of FEC codes, in general, is that they enable a trade-off between bit
rate, delay and loss probability [3]. Furthermore, for streaming applications
with strict play-out timing constraints such as music streaming, an FEC code
can even help in reducing the play-out buffer size at the decoder [4].
Erasure correcting codes can be used to simplify coordination when used
with routing [5], and this can be utilized to increase the throughput of various
transport protocols [6]. In [7] the authors proposed a network coding scheme
that significantly increased throughput and reduced latency for reliable trans-
port protocols such as TCP. However, designing FEC codes for arbitrary cases
(e.g., networks, loads, and protocols) is non-trivial. The authors of [8] proposed
that the coding coefficients are chosen at random over some finite field. Using
random coding coefficients has also proved efficient for networks with recod-
ing. Networks where coding is not only performed at the end nodes but also
at intermediate nodes in the network is termed network coding [9]. Network
coding can be performed on a set of source symbols. If this set has a finite and
fixed size it is termed a block code [10]. One of the benefits of a finite size is
that they can be studied using an exhaustive search, e.g., where all possible
erasure patterns are compared. The coding matrices used to construct block
codes can have different structures. In [11] the authors presented codes based
on coding matrices with a lower triangular Toeplitz structure. This reduces
the amount of non-zero coding coefficients, and was shown to increase coding
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throughput substantially. Furthermore, codes based on triangular matrices in-
herit a low delay property, since encoding can be performed immediately as
new symbols are received by the source. The triangular structure trades-off
symbol loss probability for a lower symbol delay and allows for unequal era-
sure protection of the symbols. That is, the first symbol in a triangular block
code has the smallest symbol loss probability, the second symbol has slightly
larger (depending on the block size) symbol loss probability, and so forth.
In [12] the authors proposed a family of codes based on dense coding ma-
trices. This family of dense codes have the benefit of being maximum distance
separable (MDS), which the triangular codes do not. However, dense codes
do not possess the low delay property since the entire input vector needs to
be available when encoding. Additionally, these dense codes (over sufficiently
large fields) also exercise the all-or-nothing principle, i.e., either all symbols are
fully decoded or no symbols are decoded at all.
If coding is not confined to a block of symbols but used in a continuous
manner, then it is termed a convolutional code [13]. At the encoder, convolu-
tional codes possess the same low delay property that triangular block codes
do. Convolutional codes are, however, not as easy to study as block codes, since
they may consist of a countable infinite number of symbols. For convolutional
codes we show that the continuous nature of the code words combined with
recoding may introduce code words with data dependencies that are consid-
erably longer than the code words the encoder emits. Moreover, this longer
dependency may then increase the delay.
A lot of research efforts have been put into analysing the loss and delay
performance for different kind of codes. In [14] the authors compared the
performance of short block length low-density parity-check (LDPC) codes and
convolutional codes. The average delay performance of block coding schemes
when the arrival stream is stochastic is analysed in [15]. Finally, the authors
of [16] developed a queueing model for discrete memoryless channels with block
coding and feedback. In this paper we consider forward erasure correcting
codes. That is, codes that do not require feedback, therefore we have not
investigated methods such as instantly decodable network coding [17].
In this paper we evaluate and compare the probability of receiving symbols
within some time limit for three families of codes. First we provide some
background on how we perform the coding and define the performance metrics
used. In Section 4 we cover the simulations method which is the basis for the
result discussed in Section 5.
R BA
Fig. D.1: Alice is sending packets to Bob, via the Relay.
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2 Background
We now demonstrate how encoding is carried out for block codes. Let n, k, l ∈ N
and let A be an n × k coding matrix, this yields a code with rate k/n. The
messages to be encoded using A are stored in S, a k × l matrix, known as the
source data matrix. The result of the encoding process is C, an n × l matrix,
the coded data matrix. Therefore C = AS, which shows how the k rows (of
length l) of the source data matrix are encoded into the n rows (of length l)
of the coded data matrix. We define each row of the source data matrix as a
symbol and each row of the coded data matrix as a packet. The vector used to
encode a packet is defined as the packet’s coding vector. The number of non-
zero coefficients in a coding vector is defined as the code length. A packet is
said to be systematic if it has a code length of one. For convolutional codes, two
coding vectors are said to be overlapping if the intersection of their support1
is not the empty set. That is, let c1 and c2 be two coding vectors, then they
are overlapping if and only if
supp(c1) ∩ supp(c2) 6= ∅,
where supp(c) is the support of a coding vector c.
We consider the network shown in Fig. D.1. The network consists of three
nodes; source (A), relay (R), and sink (B). The erasures on the two links are
assumed to be i.i.d. The source receives (or generates) symbols at some fixed
rate and it outputs two packets for each symbol, thus it is a rate 1/2 code. One
benefit of this network is that it is sufficiently simple to be used as a building
block for larger and more complex networks.
The relay and the sink each maintain a matrix with the received packets
(and their coding vectors). When a packet is received it is augmented (includ-
ing the coding vector) to this decoding matrix, which thereby increases the
dimensions of the matrix. Gaussian elimination is then performed, in order to
evaluate if the newly added packet is linearly independent of the other packets
in the decoding matrix. That is, the node attempt to decode the packets by us-
ing Gaussian elimination on the coding vectors. This paper considers network
codes where the relaying node performs decoding.
3 Symbol Loss Probability and Delay
The set of erasure correcting codes we have investigated is; dense block codes,
triangular block codes, and convolutional codes. The triangular block codes
and the convolutional codes are systematic, whereas the dense codes are not.
The encoding, recoding, and decoding procedure is as follows. The source
1The support of a vector is the indices of non-zero elements in the vector.
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encodes packets (when possible) and forwards them to the relay. When the
relay receives a packet it will decode it, and if the packet is linearly independent
of the other packets in the decoding matrix, the relay recodes and transmits
two packets. The two recoded packets are forwarded to the sink, which then
decodes all the received packets using Gaussian elimination. When using a
dense code, the source does not transmit any packets before all the symbols of
a block are received.
Definition D.1 (Symbol Delay). When the sink decodes symbol j and the
source contains i symbols, then the delay experienced by symbol j is i− j. The
delay experienced by undecodable symbols is not defined. 4
Definition D.2 (Effective Symbol Loss). Let d be the maximum allowable
symbol delay. That is, any symbol that experiences a delay larger than d is
considered lost. Finally, the probability of a symbol being lost, either due to a
large delay or erasures, is termed the effective symbol loss. 4
In Section 5 the symbol loss probability and symbol delay, will be used
to determine which code type (and which parameters) yields the lowest effec-
tive symbol loss probability given some maximum allowed delay. From Defini-
tion D.1 it is clear that systematic packets experience a delay of 0 (if received
by the sink), since they are transmitted immediately when received by the
source. Thus, the channel latency is not taken into account. Furthermore, it is
assumed that the channel is not saturated.
Let C be an erasure correcting code with rate 1/2 and constraint
length v ∈ N. The constraint length is the maximum code length, i.e., the
maximum number of non-zero coefficients in a coding vector. In this work we
consider two code types, namely block codes and convolutional codes. Thus,
the code C is either a (2v, v) block code or a (2, 1, v − 1) convolutional code.
For convolutional codes we define the degree (third parameter) of C as the sum
of the row degrees of the basic minimal generator matrix [18]. Furthermore,
we define m ∈ N as the memory factor that together with v determines the
amount of packets the relay and sink may have in memory. That is, the relay
and sink may store, at most, mv packets at any time. Note that only m = 1 is
applicable to block codes, and we shall therefore only consider different values
of m for convolutional codes. Moreover, the coding vectors of the mv packets
are required to uphold the following
min(supp(ci))−min(supp(cj)) < mv, 1 ≤ j < i ≤ mv, (D.1)
where ci and cj are the ith and jth rows (coding vectors) of the decoding
matrix. If this is not the case then the jth packet is removed from the
decoding matrix. The condition on i and j come from the decoding pro-
cess, which ensures that any two coding vectors do not have identical sup-
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port: supp(ci) 6= supp(cj), i 6= j and that the coding vectors are ordered:
min(supp(ci)) > min(supp(cj)), 1 ≤ j < i ≤ mv.
For dense codes, the code length is the same for all coded symbols, from both
the encoder and the relay, namely v. For the triangular codes, the code length
is also the same from both the encoder and the relay. However, since the code is
triangular v defines the maximum code length. That is, for triangular codes, v
is the code length of the last packet in a block. Finally, for convolutional codes v
is the code length for all non-systematic packets, except the first v − 1. The
relay on the other hand, is not limited to a code length of v. This is due to the
continuous nature of the convolutional code.
Lemma D.1. Let C be a (2, 1, v − 1) convolutional code, where v is the maxi-
mum code length from the encoder and let m be the memory factor of the relay.
Then the maximum code length from the relay, vr, is:
vr = min(v
2, (m+ 1)v − 1))
=
{
v2, m ≥ v,
(m+ 1)v − 1, m < v.
Proof. For m ≥ v it is obvious that combining v non-overlapping coding vec-
tors, each with a maximum code length of v, results in a maximum code length
of v2. For m < v it follows from (D.1) that the first v − 1 coding vectors can
have a code length of at most mv−2 + v, and that the last (vth) coding vector
can contribute at most 1. Thus, the sum is: mv + v − 1 = (m+ 1)v − 1.
Definition D.3 (Symbol Delay Distribution). A symbol delay distribu-
tion is a probability mass function, which states that the probability that a decod-
able symbol will experience a delay of d is fD(d; e, C,m) = Pr(D = d | e, C,m)
given some erasure probability e, code C, and memory factor m, where D ∈ N0.
4
Let e ∈ [0, 1] be the erasure probability, C ∈ GF(q)n×k, and m ∈ N. Then
the probability that a symbol experiences a delay less than or equal to d is
given by the cumulative distribution function of the delay, i.e.
Pr(D ≤ d | e, C,m) =
d∑
i=0
fD(i; e, C,m).
Lemma D.2. Let e ∈ [0, 1] be the erasure probability, and C ∈ GF(q)n×k, and
m ∈ N. Then, given a symbol loss probability PL(e, C,m) and a maximum
allowable delay d, then the effective symbol loss probability is given by:
PE(d; e, C,m) = 1−Pr(D ≤ d | e, C,m) · (1− PL(e, C,m)). (D.2)
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Proof. 1 − PL(e, C,m) is the probability of successful reception of a symbol.
This probability is multiplied with the probability that a symbol experiences
an allowable delay, which yield the probability that a symbol is both received
and experiences an allowable delay.
4 Simulation Method
A delay distribution was obtained through simulations of each set of values
of v and e (and m for convolutional codes). In order to ensure that the sim-
ulations use the exact same amount of symbols for all three code types, we
used
⌈
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⌉
v symbols in each simulation. The simulations used the erasure
probabilities e ∈ {0.05, 0.10, . . . , 0.45}, and the erasure pattern was identical for
all three code types. Each of the code types were simulated with different con-
straint lengths v ∈ {1, . . . , 64}. For the convolutional codes the relay and sink
are restricted to having, at most,mv symbols in memory, wherem ∈ {1, . . . , 4}.
The coding coefficients were chosen at random from the finite field GF(28),
without using the element 0.
The result of these simulations is an empirical delay distribution for each
set of simulation parameters, code type, and set of code parameters. Then
for each pair of e and d ∈ {0, . . . , 15}, the effective symbol loss probability is
calculated for all delay distributions using (D.2). Finally, the code type and
corresponding parameters yielding the lowest effective symbol loss probability
is found for each pair of e and d.
Let the best code be the code that yields the lowest effective symbol loss
probability. Let p1 be the effective symbol loss probability of the best code,
and p2 be the effective symbol loss probability for the second best code. Then
the gain in effective symbol loss probability is defined as:
gl ,
1− p1
1− p2
− 1.
5 Discussion
Fig. D.2 shows part of a delay distribution for the three code types under some
specified code parameters and channel conditions. From the figure it becomes
evident that the delay distribution for dense codes can be approximated with
a uniform distribution. In fact, our experiments show that this is generally the
case when e < .35. On the other hand, the delay distributions for triangular
and convolutional codes share a similar structure. Their structure is primarily
a peak in d = 0 and a low tail. For the case v = 1 all three code types performs
identically.
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Fig. D.2: Examples of delay distributions. The full support of the distributions is not shown
for v = 16.
The gain in effective symbol loss of the best code type over the second best
code type is shown in Table D.2a on page 127. The code parameters yielding
the lowest effective symbol loss is shown in Table D.2b. In all scenarios where
either a convolutional code or dense code was the best performing code, a tri-
angular code performed almost equally as well. That is, the gain in terms of
effective symbol loss probability of using a convolutional code or dense code
is at most 0.28 % and 0.96 %, respectively. However, a triangular code out-
performed the convolutional or dense codes with 5.38 % (d = 11, e = 0.30)
and 11.19 % (d = 15, e = 0.40), respectively.
5.1 Small Matrices and Low Delay
In [11] we proposed the use of lower triangular coding matrices with static
coding coefficients over small dimensions, e.g., 10 × 10, for low delay stream-
ing. The benefits of these matrices are multifold: 1) lower complexity for both
encoding and decoding, e.g., decoding using Gaussian elimination has cubic
algorithmic complexity, 2) increased coding throughput performance, by care-
fully choosing the coding coefficients, 3) predictable performance given that the
coding coefficients are constant. Table D.1a on the following page shows the
gain in effective symbol loss when v ∈ {1, . . . , 10}, and the code parameters are
shown in Table D.1b. From the table it is clear that the structure is preserved,
compared to Table D.2a, despite the shorter constraint length.
5.2 Field Size Bias
For completeness a set of simulations using the finite field GF(232) was also
conducted. The coding coefficients were again chosen at random from the finite
field without using the element 0. This set of simulations is used to eliminate
any bias in the results, depending on the field size. The simulations were run
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Table D.1: Gain, in percent, of the best code type over the second best code type, using
GF(28) and v ∈ {1, . . . , 10}. The colour/font of the cell indicates the code type. Red/bold:
triangular code, green/italic: dense code, blue/normal: convolutional code, and white: v = 1.
(a)
e
d 0 1 2 3 4 5 6 7
0.05 0 0.09 0.01 0.05 0.06 0.05 0.05 0.04
0.10 0 0.33 0.13 0.15 0.24 0.27 0.26 0.23
0.15 0 0.56 0.56 0.06 0.43 0.63 0.68 0.65
0.20 0 0.45 0.93 0.77 0.08 0.68 1.12 1.27
0.25 0 0.28 1.07 1.25 0.94 0.66 0.29 0.97
0.30 0 0.89 0.27 1.14 1.21 1.05 0.67 0.20
0.35 0 0.89 0.96 0.29 1.06 1.29 1.11 0.75
0.40 0 0.46 0.77 0.70 0.05 0.83 1.03 1.16
0.45 0 0 0 0 0 0 0 0
(b)
e
d 0 1 2 3 4 5 6 7
0.05 1 10 3,1 5,4 10,4 10,1 10,1 8,1
0.10 1 10 10 4,1 8,3 8,3 7,1 10,1
0.15 1 10 10 4,1 5,1 10,2 10,2 10,2
0.20 1 10 10 10 4,4 5,4 5,4 6,2
0.25 1 2 10 10 10 10 4,2 4,2
0.30 1 2 9 10 10 10 10 10
0.35 1 2 3 10 10 10 10 10
0.40 1 2 3 4 5 10 10 10
0.45 1 1 1 1 1 1 1 1
with the same number of symbols and erasure pattern as the other simulations.
Table D.2c on the next page shows the gain in effective symbol loss for this set
of simulations. From the table it is clear that the result does not significantly
depend on the field size, given that the values in Table D.2a and D.2c are nearly
identical.
6 Conclusions
Triangular block codes outperform both dense block codes and convolutional
codes in most scenarios. Furthermore, in the few cases that triangular block
codes do not have the best performance they are second best with a negligible
margin. This result does not depend on the size of the used field, since there
is little to no difference between using the fields GF(28) and GF(232)
For applications that require a low complexity, e.g., on embedded platforms,
limiting the code structure to only matrices of small dimensions does not sig-
nificantly change the ranking between the code types, for different values of e
and d. The method described in this paper to obtain delay distributions can
easily be extended to other code types, code structures, and parameters.
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Table D.2: (a) and (c) show the gain, in percent, of the best code type over the second best
code type, using GF(28) and GF(232), respecively. (b) shows the parameters of (a). The
parameter is the constraint length v, and for the convolutional codem is the second parameter
Red/bold: triangular, green/italic: dense, blue/normal: convolutional, and white: v = 1.
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1. Introduction
Abstract
Real-time streaming of audio and video have tight constraints on the delay al-
lowed at each step in the distribution chain. In this paper, we focus on the
transport layer. That is, we investigate the effect of imposing a maximum
allowable delay on the symbol loss probability for a set of rate 1/2 erasure cor-
recting codes. We define the effective symbol loss probability to be the probability
that a symbol is received too late or not at all, given some maximum allowable
delay. We consider networks where the source and sink communicate via a re-
laying node, and that this intermediate node performs recoding. The erasure
correcting code used between the source and relay need not be the same as the
erasure correcting code used between the relay and sink. Moreover, on the first
link, we use both a block code and on the second link we use a convolutional
code. In order to do a fair comparison, we also include the case where both
links use the same code type. Our results show that in order to minimize the
effective symbol loss, the first link should use a triangular block code. Whereas,
the second link should use a convolutional or triangular code, with little to no
gain of using the former over the latter.
1 Introduction
Streaming of audio and video has become an integrated part of the lives of
many. Streaming high resolution audio or video over a wireless network to
multiple receivers in non-trivial, especially if there are strict delay constraints,
e.g, for live streaming [1]. To this end, a number of transport strategies [2–4],
coding schemes [5–7], and source coding methods [8–10] have been researched.
Forward erasure correcting codes may be used sequentially in separate
groups [11] or in a continuous manner. The former is termed block codes,
and the latter is termed convolutional codes [12]. For block codes, we focus on
two distinct forms, namely dense codes and triangular codes. Dense codes are
so termed since their encoding matrix is fully dense. Triangular codes are con-
structed using lower triangular encoding matrices. Dense codes try to minimize
the overall symbol loss. Whereas, triangular codes utilize a trade-off between
loss and delay. On the other hand, convolutional codes seek to ensure a low
encoding delay while also minimizing the symbol loss probability, at the cost
of a larger complexity.
It is termed network coding [13] when coding is not only performed at the
end nodes but also at intermediate nodes in the network. In this paper, we
focus on the use of network codes when minimizing the symbol loss given strict
delay constraints. The authors of [14] proposed that the coding coefficients are
chosen at random over some finite field, and in this paper, we focus on the
field GF(28). Using random coding coefficients has been shown to be efficient
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R BA
C1 C2
Fig. E.1: Alice is sending packets to Bob, via the Relay.
for networks with recoding [15]. We do not restrict the source and relay to use
the same code type nor constraint length. The work presented in this paper
extends the result presented in [16] by the authors of the present paper, where
the source and relay would use the same code and constraint length.
2 Background
We consider the network shown in Fig. E.1. The network consists of three
nodes; source (A), relay (R), and sink (B). The erasures on the two links
are assumed to be independent and Bernoulli distributed. Rate 1/2 erasure
correcting codes are employed on the two links, namely C1 and C2, respectively.
The codes C1 and C2 have the constraint lengths v1 and v2, respectively. The
code Cj , j ∈ {1, 2} is either a (2vj , vj) block codes or a (2, 1, vj−1) convolutional
codes. For convolutional codes, we define the degree (third parameter) of Cj as
the sum of the row degrees of the basic minimal generator matrix [17]. The code
types that have been investigated are listed in Table E.1. For the code types
TT and DD the constraint lengths of C1 and C2 are the same, that is v1 = v2.
For block codes, the encoding process is as follows. Let n, k, h ∈ N and let A
be an n × k encoding matrix, naturally, this constructs a code with rate k/n.
The source data matrix S is a k × h matrix which contains the data that is to
be encoded. The coded data matrix C is an n × h matrix that is the result
of the encoding process. That is, C = AS, which shows how the k rows (of
length h) of the source data matrix are encoded into the n rows (of length h)
of the coded data matrix. We define each row of the source data matrix as a
symbol and each row of the coded data matrix as a packet. Each row of the
encoding matrix is denoted the coding vector of the corresponding packet of
the coded data matrix. The code length of a coding vector is the size of the
support1 of the coding vector. If a coding vector has a code length of one, then
the corresponding packet is defined as systematic. Two coding vectors are said
to be overlapping if the intersection of their support is not the empty set. That
is, let c1 and c2 be two coding vectors, then they are overlapping if and only if
supp(c1) ∩ supp(c2) 6= ∅,
where supp(c) is the support of a coding vector c.
1The support of a vector is the indices of the non-zero elements of the vector.
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Table E.1: Alias’ for the examined code types.
Alias Code type of C1 Code type of C2
CC Systematic convolutional Convolutional
TC Systematic triangular block Convolutional
TT Systematic triangular block Triangular block
DD Dense block Dense block
DC Dense block Convolutional
The relay and sink each holds a matrix, where all the received packets and
corresponding coding vectors are stored. This matrix is denoted the decoding
matrix. Every time a packet is received it is, together with the coding vector,
augmented to the decoding matrix, thereby increasing the dimensions of said
matrix. The node then performs Gaussian elimination on the entire coding
matrix, in order to determine if the newly received packet is linearly indepen-
dent of the other packets in the decoding matrix. That is, the node attempt to
decode the packets by using Gaussian elimination on the coding vectors. This
paper considers network codes where the relaying node performs decoding.
3 Symbol Loss Probability and Delay
The source generate (or otherwise receive) symbols at a fixed rate. Whenever a
new symbol is available the source will encode two packets and transmit them
to the relay. The relay will then, when receiving a packet, perform Gaussian
elimination, to establish if the newly received packet is linearly independent of
the ones in storage. If the packet is linearly independent, the relay will recode
two packets and transmit them to the sink. The sink decodes all the received
packets, using Gaussian elimination. When using a dense code, the source does
not transmit any packets before all the symbols of a block are received.
Definition E.1 (Symbol Delay). When the sink decodes symbol j and the
source contains i symbols, then the delay experienced by symbol j is i− j. The
delay experienced by undecodable symbols is not defined. 4
This definition of symbol delay does not take the channel latency into ac-
count. Furthermore, it is assumed that the channel is not saturated.
Definition E.2 (Maximum Allowable Symbol Delay). Let d be the max-
imum allowable symbol delay, then any symbol that experiences a delay larger
than the maximum allowable symbol delay is considered lost. 4
Definition E.3 (Symbol Loss Probability). Let PL(d; e, C1, C2,m) be the
probability that a symbol is lost due to erasures. This probability is termed
the symbol loss probability. 4
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Definition E.4 (Effective Symbol Loss Probability).
Let PE(d; e, C1, C2,m) be the probability that a symbol is lost either due
to a large delay or erasures. This probability is termed the effective symbol loss
probability. 4
In Section 4 the symbol loss probability and symbol delay, will be used
to determine which code type (and which parameters) yields the lowest effec-
tive symbol loss probability given some maximum allowed delay and erasure
probability of the channel.
3.1 Finite Recoder and Decoder Memory
We define m ∈ N as the memory factor that together with vj determines the
number of packets the relay and sink may have in memory. That is, the relay
may store at most mv2 packets at any time. Note that only m = 1 is applicable
to block codes, and we shall therefore only consider different values of m for
convolutional codes. The coding vectors of the at mostmv2 packets, in memory
at the relay, are required to uphold the following
min(supp(ci))−min(supp(cj)) < mv2, 1 ≤ j < i ≤ mv2, (E.1)
where ci and cj are the ith and jth rows (coding vectors) of the decoding
matrix. If this is not the case then the jth packet is removed from the
decoding matrix. The condition on i and j come from the decoding pro-
cess, which ensures that any two coding vectors do not have identical sup-
port: supp(ci) 6= supp(cj), i 6= j and that the coding vectors are ordered:
min(supp(ci)) > min(supp(cj)), 1 ≤ j < i ≤ mv2. (E.2)
The sink has memory restrictions similar to those in (E.1) and (E.2), however
the maximum number of packets in memory is mmax(v1, v2) instead of mv2.
That is, the sink is allowed to hold at least the same number of packets as the
relay, and potentially more. The reason for this is that the sink must be able to
cope with the maximum code length, in order to properly decode the received
packets.
The maximum code length from the source is l1 = v1 and if C2 is a block
code then the maximum code length from the relay is l2 = v2. However, if C2 is
a convolutional code then the relay is not limited to a code length of v2. This
is due to the continuous nature of convolutional codes.
Lemma E.1. Let C1 be a rate 1/2 code with constraint length v1, let C2 be
a (2, 1, v2− 1) convolutional code, and let m be the memory factor of the relay,
then the maximum code length l2 (from the relay) is
l2 = min(v1v2,mv2 + v1 − 1)
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Proof. It is obvious that combining v2 non-overlapping coding vectors, each
with a maximum code length of v1, results in a maximum code length of v1v2.
However, if the v2 coding vectors are overlapping, then from (E.1) we see that
they span across at most
mv2 ≥ 1 + max
1≤j<i≤mv2
(min(supp(ci))−min(supp(cj)))
symbols. The last packet may then include contributions from another v1 − 1
symbols, thus the maximum code length is the sum, i.e., mv2 + v1 − 1.
Definition E.5 (Symbol Delay Distribution). A symbol delay dis-
tribution is a probability mass function, which states that the prob-
ability that a decodable symbol will experience a delay of d is
fD(d; e, C1, C2,m) = Pr(D = d | e, C1, C2,m) given some erasure proba-
bility e, codes C1 and C2, and memory factor m, where D ∈ N0. 4
Let e ∈ [0, 1] be the erasure probability, let C1 and C2 be erasure correcting
codes, and m ∈ N. Then the probability that a symbol experiences a delay less
than or equal to d is given by the cumulative distribution function of the delay,
i.e.
Pr(D ≤ d | e, C1, C2,m) =
d∑
i=0
fD(i; e, C1, C2,m).
Lemma E.2. Let e ∈ [0, 1] be the erasure probability, let C1 and C2 be era-
sure correcting codes, and m ∈ N. Then, given a symbol loss probability
PL(e, C1, C2,m) and a maximum allowable delay d, then the effective symbol
loss probability is given by:
PE(d; e, C1, C2,m) = 1−Pr(D ≤ d | e, C1, C2,m) · (1− PL(e, C1, C2,m)). (E.3)
Proof. 1−PL(e, C1, C2,m) is the probability of successful reception of a symbol.
This probability is multiplied with the probability that a symbol experiences
an allowable delay, which yield the probability that a symbol is both received
and experiences an allowable delay.
4 Simulation Method
Through simulations, we have obtained a set of empirical delay distributions
parametrized by the tuple of v1, v2, and e (and m for convolutional codes).
Where the constraint lengths took on the values v1, v2 ∈ {1, . . . , 64}, erasure
probabilities were e ∈ {0.05, 0.10, . . . , 0.45}, and for the convolutional codes
the memory factor was m ∈ {1, . . . , 4}. In order to ensure that the simulations
137
Paper E.
0 2 4 6 8 10 12 14
0
0.02
0.04
d
P
E
(d
;e
,C
1
,C
2
,m
) TC, e = 0.15
TT, e = 0.15
DC, e = 0.15
DD, e = 0.15
CC, e = 0.15
Fig. E.2: The effective symbol loss for all code types for e = 0.15.
use the same number of symbols for all three code types, we used
⌈
106
v1
⌉
v1 sym-
bols in each simulation. Note that ideally we should have used lcm(2, 3, . . . , 64)
symbols (where lcm refers to the least common multiple) to ensure that all sim-
ulations used the exact same number of symbols, however, this is not feasible2.
The erasure pattern was identical for all code types. The coding coefficients
were chosen at random from the finite field GF(28), without using the zero
element.
These delay distributions are then used to determine the effective symbol
loss probability for each pair of e and d ∈ {0, . . . , 15}. The effective symbol
loss probability is calculated for all delay distributions using (E.3). Then for
each code type, the set of parameters yielding the lowest effective symbol loss
probability is found for each pair of e and d.
5 Discussion
Fig. E.2 show PE(d; e, C1, C2,m) for all of the code types for e = 0.15
and d ∈ {0, . . . , 15}. From the figure it is clear that all code types, except
DD, tend towards a similar limit, as d increases. For d > 7 the CC code yields
the lowest effective symbol loss, and for d ≤ 7 it is the TC code.
The case of e = 0.25 and e = 0.35 is shown in Fig. E.3. From this figure we
see that at the single point where e = 0.35 and d = 1 the DD code is the best
performing code. At all other points on the figure the TC code out performs
the other codes. Moreover, the TC code is significantly better than the DD
code as d increases. The same goes for the CC code when e = 0.35.
From a practical perspective, it may prove advantageous to use block codes
to increase coding throughput, as shown in Paper A, and to simplify the imple-
mentation, by reusing the software implementation on both links. In this case,
2lcm(2, 3, . . . , 64) = 1182266884102822267511361600 ≈ 1.1823× 1027 ≈ 1.9101× 289
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Table E.2: Parameters for alle the code type, corrosponding to Figures E.2 and E.3.
For TC, DC, and CC the parameters are: v1, v2,m. For TT and DD the parameter is v1.
e
d Code 0 1 2 3 4 5 6 7
0.15
TC 1,1,1 2,60,1 3,64,3 13,64,4 5,64,3 22,64,2 22,64,2 22,64,2
DC 1,1,1 2,2,1 2,2,2 3,3,3 3,3,3 47,3,3 33,4,2 33,4,2
CC 1,1,1 2,1,1 3,2,1 4,3,1 5,4,1 6,5,1 35,15,3 30,42,4
TT 1 61 62 62 62 62 62 62
DD 1 2 3 4 5 6 7 8
0.25
TC 1,1,1 2,60,1 3,60,1 4,64,1 5,63,1 44,63,4 44,64,3 12,64,4
DC 1,1,1 2,2,1 2,2,3 2,2,3 3,3,3 4,3,4 4,4,2 8,4,4
CC 1,1,1 2,1,1 2,1,3 3,2,3 3,2,3 3,2,3 4,3,3 4,3,3
TT 1 7 60 63 63 64 64 64
DD 1 2 3 4 5 6 7 8
0.35
TC 1,1,1 2,5,1 2,6,2 2,7,4 3,59,1 4,62,1 5,64,1 5,64,1
DC 1,1,1 1,1,1 2,2,2 2,2,2 2,2,4 2,2,4 3,3,3 3,3,3
CC 1,1,1 1,1,1 2,1,2 2,1,2 2,1,4 2,1,4 2,1,4 3,1,3
TT 1 2 5 10 61 61 61 61
DD 1 2 3 4 5 6 7 8
then the TT code is the one that overall yields the lowest effective symbol loss,
quite significantly in some cases.
Table E.2 lists the parameters for each code type, which yielded the low-
est effective symbol loss. For all codes the optimal constraint length is 1
when d = 0. As d increases the parameters that yield the lowest effective
symbol loss for the TT code is maximized. That is the optimal parameter
for the TT code reaches (or gets very close to) the limits of our experiments.
On the other hand, for the DD code, the optimal parameter is, quite natu-
rally, v1 = v2 = d+ 1, for e < 0.45. For the codes DC and CC, the constraint
lengths are generally not more than 4 for moderate losses, i.e., e > 0.15.
5.1 Small Matrices and Low Delay
In [18] the authors of the present paper proposed the use of lower triangular
Toeplitz coding matrices with static coding coefficients over small dimensions,
e.g., 10×10, for low delay streaming. There are several benefits of these coding
matrices. First, it allows for an increased coding throughput performance, by
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carefully choosing the coding coefficients. Second, static coefficients provide
predictable performance given that the coding coefficients are constant. In
this scenario we showed in [16] that the TT code was superior for most sets
of d and e. However, by introducing the codes TC and DC we can see from
Fig. E.4 that these two codes are able to reduce the symbol loss probability
even further, as d increases. It is also clear that the TC code is generally the
code that produces the lowest symbol loss probability.
6 Conclusions
The findings in this paper are in line with those of [16]. That is, the TT code
is the one that overall yields the lowest effective symbol loss when both C1
and C2 use the same structure (block or convolutional). But when we allow
for block codes and convolutional codes to be used sequentially then the TC
code is generally the code that produces the lowest symbol loss probability.
We showed that the ranking of the codes does not significantly depend on
the constraint length. This allows for the use of coding matrices of smaller
dimensions, e.g., 10× 10. The method described in this paper to obtain delay
distributions and thereby also the effective symbol loss can easily be extended
to other code types, code structures, and parameters.
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