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Apre`s une bre`ve introduction concernant les alge`bres de Clifford associe´es a` un polynoˆme
quelconque, nous indiquons une me´thode syste´matique permettant d’en obtenir une repre´sen-
tation matricielle. Les matrices ainsi construites peuvent eˆtre conside´re´es comme une exten-
sion des matrices de Dirac car elles permettent la line´arisation d’un polynoˆme arbitraire.
Cette me´thode met en e´vidence deux structures fondamentales: les alge`bres de Grassmann
et de Clifford ge´ne´ralise´es. Ces dernie`res permettent de de´finir une ge´ne´ralisation naturelle
des nombres complexes et des quaternions que nous e´tudions. Il apparaˆıt, en outre, que si on
munit les alge`bres de Grassmann ge´ne´ralise´es d’une structure diffe´rentielle, on obtient une
alge`bre de Heisenberg q−de´forme´e (ou alge`bre des q−oscillateurs); celle-ci permet de con-
struire une repre´sentation de l’alge`bre de Clifford du polynoˆme xF−1y. Ensuite, en mettant
en avant les proprie´te´s des espaces de dimension un, deux et trois, et en utilisant l’alge`bre de
Heisenberg q−de´forme´e, nous construisons explicitement une extension des the´ories super-
syme´triques, appele´e supersyme´trie fractionnaire d’ordre F (FSUSY). La FSUSY se trouve
donc, de ce fait, naturellement associe´e au polynoˆme xF−1y. Nous appliquons alors la FSUSY
en dimension 1, dans le formalisme de la ligne d’univers, et en suivant la me´thode de quan-
tification avec contraintes, nous de´rivons une extension de l’e´quation de Dirac. En dimension
2, il apparaˆıt que la FSUSY est une the´orie conforme connectant des champs primaires de
poids conformes (0, 1/F, · · · , (F − 1)/F ), et outre le tenseur e´nergie-impulsion, on construit
un courant conserve´ de poids conforme 1 + 1/F . L’alge`bre (OPE) est alors comple`tement
de´termine´e, et on montre que la charge centrale est rationnelle pour F = 2 (la supersyme´trie
usuelle), 3 et 4. Puis, nous nous attachons a` construire une extension non-triviale de l’alge`bre
de Poincare´ en dimension 1 + 2. Apre`s avoir e´tudie´ les repre´sentations de cette alge`bre, on
montre que la FSUSY en 3d est une syme´trie qui agit sur des champs de spin fractionnaire
ou anyons. Pour terminer, et ceci quelque soit la dimension, il apparaˆıt qu’une classification
naturelle des the´ories FSUSY e´merge en de´composant F , l’ordre de la FSUSY, en ses pro-
duits de facteurs premiers; ainsi, une the´orie FSUSY d’ordre F1F2 sera invariante d’ordre F1
(F2). On peut donc de´finir des sous-syste`mes pre´sentant des sous-syme´tries.
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Introduction
Notre interpre´tation des proprie´te´s physiques des particules e´le´mentaires passe, par exem-
ple, par une description alge´brique. Le concept d’alge`bre devient alors intimement corre´le´
au comportement des particules. De ce fait, la connaissance des syme´tries fondamentales
permet de mettre en avant un certain nombre de caracte´ristiques et de faire des pre´dictions
que l’on pourra confronter a` l’expe´rience. Ainsi, ce principe directeur a permis de construire
des the´ories plus ou moins bien confirme´es expe´rimentalement. Etant donne´ que les meˆmes
grands principes sous-tendent ces diverses approches, on peut noter une certaine cohe´rence
dans la fac¸on dont, a` partir du mode`le standard, on construit la the´orie des cordes.
Toutes ces descriptions ont cependant une caracte´ristique commune car elles sont base´es
sur des structures alge´briques similaires. Les unes sont associe´es aux alge`bres de Lie et les
autres aux super-alge`bres de Lie. Les premie`res sont donc lie´es a` des ge´ne´rateurs bosoniques
et les secondes, a` des ge´ne´rateurs fermioniques.
Avant que la the´orie des cordes ne devienne une the´orie susceptible de de´crire les par-
ticules e´le´mentaires, une certaine liberte´ semblait de mise: on recherchait, dans le cadre des
the´ories de Grand-Unification, un groupe de jauge plus ou moins grand mais reproduisant
au moins celui du mode`le standard, ou bien, suivant l’approche des the´ories de Kaluza-
Klein, on augmentait la dimension de l’espace-temps ou encore on imposait une the´orie
supersyme´trique, etc.. Beaucoup de bonnes raisons allaient dans le sens de telle ou telle
description mais aucun argument n’imposait une approche plutoˆt qu’une autre.
Avec la the´orie des cordes, de nouvelles perspectives sont apparues dans le formalisme
fondamental, et les proprie´te´s des particules pouvaient eˆtre comprises a` partir de l’e´tude
des syme´tries sur la surface d’univers de la corde. Autrement dit, on a, avec cette alterna-
tive, une corre´lation entre la physique en dimension 2 et la physique dans l’espace-temps,
ce qui revient a` dire que la physique dans l’espace-temps est contrainte par les proprie´te´s
d’invariance a` deux dimensions. Paralle`lement aux the´ories de cordes, une approche similaire
s’est de´veloppe´e et une description relativiste des particules, voire une the´orie des champs,
peut eˆtre induite par une description des particules sur la ligne d’univers. On voit donc que,
suivant cette logique, les petites dimensions tiennent un roˆle particulier. En outre, dans les
espaces de petites dimensions, il est possible de de´finir des e´tats qui ne pre´sentent ni les
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caracte´ristiques des bosons, ni celles des fermions. Cette proprie´te´ permet donc de de´finir
de nouvelles structures alge´briques ne reposant ni sur des bosons ni sur des fermions. On
peut alors se poser la question de l’incidence de telles alge`bres sur les proprie´te´s physiques
des syste`mes qu’ils de´crivent. Tout comme les super-alge`bres admettent comme structures
fondamentales les alge`bres de Clifford ou de Grassmann, il va falloir introduire des structures
analogues engendrant ces nouveaux types d’alge`bres.
D’un point de vue mathe´matique, et inde´pendamment de toutes alternatives et perspec-
tives physiques, s’est de´veloppe´e une ge´ne´ralisation des alge`bres de Clifford et de Grassmann.
Ces extensions, associe´es a` un polynoˆme de degre´ plus grand que deux, ont e´te´ appele´es
alge`bres de Clifford d’un polynoˆme et alge`bres n−exte´rieures. Elles permettent de mettre
en avant deux structures de base, les alge`bres de Clifford et de Grassmann ge´ne´ralise´es. Ces
structures permettront de construire des the´ories que l’on peut comprendre comme des ex-
tensions des the´ories supersyme´triques. De plus, ces ge´ne´ralisations pre´sentent une proprie´te´
inte´ressante: une alge`bre de Clifford ou de Grassmann ge´ne´ralise´e, associe´e a` un polynoˆme
de degre´ n1n2 contient une alge`bre de Clifford ou de Grassmann d’ordre n1 (ou n2) comme
sous-alge`bre. Cette classification se re´percutera au niveau des the´ories ge´ne´ralisant la super-
syme´trie.
La premie`re e´tape, que nous de´velopperons dans le premier chapitre, consistera a` de´finir
cette structure alge´brique fondamentale associe´e a` un polynoˆme non-quadratique. On e´tudie-
ra alors en de´tail les proprie´te´s mathe´matiques de ces structures, proprie´te´s qui nous permet-
tront de construire des extensions naturelles des the´ories quadratiques (nombres complexes,
quaternions, etc.).
Dans une seconde e´tape, nous mettrons en e´vidence le fait que ces nouvelles alge`bres
induisent naturellement une structure diffe´rentielle sur des variables non-commutatives, ou
des oscillateurs pre´sentant des q−de´formations, et donc ouvrent des perspectives en ge´ome´trie
non-commutative ou dans les groupes quantiques, ou` de tels objets sont e´galement de´finis.
Nous n’approfondirons pas cette possibilite´.
Il apparaˆıtra alors, dans le troisie`me chapitre, que ces structures diffe´rentielles, connecte´es
aux proprie´te´s exceptionnelles des espaces de dimensions 1, 2, 3, vont nous permettre de
de´finir une the´orie allant au-dela` de la supersyme´trie, the´orie appele´e supersyme´trie frac-
tionnaire. Nous allons exploiter cette extension pour construire une the´orie des champs en
dimension 1, dans le langage du formalisme de la ligne d’univers; en dimension deux, en
mettant en avant l’invariance conforme et en dimension 1 + 2, en relation avec les anyons,
ou e´tats de spin fractionnaire.
A la diffe´rence des formes quadratiques et des alge`bres ZZ2−gradue´es, ou` la structure
mathe´matique est unique, de`s que l’on conside`re des polynoˆmes de degre´ supe´rieur a` 2,
tous les polynoˆmes ne sont pas e´quivalents (f et g sont e´quivalents si on peut trouver une
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transformation U telle que f(x) = g(Ux)), et donc de grandes classes de the´ories sont
alors envisageables. De ce fait, d’un point de vue formel, il est bien e´videmment primordial
d’e´tudier ce type de the´ories ainsi que de mettre en e´vidence les concepts de base qui perme-
ttent de construire des extensions de la supersyme´trie. En effet, potentiellement, a` chaque
famille de polynoˆmes, et pour chaque repre´sentation de son alge`bre de Clifford associe´e,
une extension des the´ories supersyme´triques est envisageable. La FSUSY, quant a` elle, est
e´troitement relie´e au polynoˆme xF−1y (ou a` l’alge`bre de Heisenberg q−de´forme´e), et a` sa
version classique, l’alge`bre de Grassmann ge´ne´ralise´e. Il est e´galement important de pouvoir
e´tudier les conse´quences physiques que ces ge´ne´ralisations impliquent.
Enfin, une approche alge´brique ge´ne´rale peut, peut-eˆtre, mettre un peu d’ordre devant
le foisonnement des ide´es ayant permis d’aller au-dela` la supersyme´trie.
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Chapter 1
Extensions des Alge`bres de Clifford et
de Grassmann
La the´orie des nombres a toujours e´te´ un sujet riche et fascinant, particulie`rement lorsque
celle-ci est sous-tendue par le concept d’alge`bre. L’importance de la notion d’alge`bre, tant en
physique qu’en mathe´matique, n’est en effet plus a` de´montrer. Ainsi, par exemple, on peut
noter le roˆle central des alge`bres dans la description des syme´tries des lois de la physique.
Pousse´e a` son paroxysme, cette ide´e a conduit du mode`le standard de la physique des parti-
cules a` la the´orie des cordes, en passant par les the´ories de Grand Unification ou les the´ories
dites supersyme´triques. Toutes ces descriptions ont cependant une caracte´ristique commune:
en effet, les relations de fermeture de´finissant la structure mathe´matique de ces groupes
de syme´trie sont toujours de´finies a` partir de relations biline´aires (commutateurs ou an-
ticommutateurs). La raison profonde de cette proprie´te´ remarquable provient du fait que
les ope´rateurs de la syme´trie agissent sur un espace muni d’une me´trique i.e. d’une forme
quadratique. C’est pourquoi les formes quadratiques ont e´te´ amene´es a` jouer un roˆle essentiel.
Historiquement, lors de la construction des diffe´rents types d’alge`bres, le the´ore`me d’Hur-
witz (1898) a limite´ de fac¸on drastique les extensions possibles des nombres re´els. En effet,
si on munit une alge`bre A d’une norme, on ne peut construire que quatre alge`bres sans
diviseurs de ze´ro et dont le produit des normes est la norme du produit pour tout e´le´ment
de A : les nombres re´els, les complexes, les quaternions et les octonions. La prise en compte
de structures mathe´matiques plus ge´ne´rales ne´cessite que l’on abandonne au moins l’une des
conditions de validite´ du the´ore`me d’Hurwitz.
Parmi les extensions qui ont joue´ un roˆle crucial, on peut relever les alge`bres dites de
Clifford ou de Grassmann. Ces deux extensions sont de´finies primo a` partir de relations de
fermeture quadratiques, et secundo sont associe´es a` un polynoˆme quadratique, comme nous
allons le revoir ci-apre`s. De ce fait, bien que les conditions de validite´ du the´ore`me d’Hurwitz
aient e´te´ relaˆche´es, ces ge´ne´ralisations pre´sentent des similarite´s avec les quaternions, elles
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en constituent donc une extension (on note Cp2 l’alge`bre engendre´e par p ge´ne´rateurs)
IR −→ lC −→ IH −→ · · · −→ Cp2 ,
dans le sens ou` les re´els (resp. complexes et quaternions) s’identifient a` C02 (resp. C12 , C22) c’est-
a`-dire sont engendre´s par 0 (resp. 1, 2) ge´ne´rateur(s). Notons Γi, i = 1, · · · , p les p ge´ne´rateurs
de Cp2 . Ils sont soumis a` la contrainte suivante1
{Γi,Γj} = 2δij.
Ces structures alge´briques sont associe´es au polynoˆme quadratique S2(x) =
p∑
i=1
x2i =( p∑
i=1
Γixi
)2
et sont a` la base de l’ope´rateur de Dirac ainsi que de la repre´sentation spinorielle
de SO(p).
Les alge`bres de Grassmann, quant a` elles, se construisent a` partir des alge`bres de Clifford
C2p2 −→ Gp2 .
Gp2 : θi =
Γi + iΓi+p√
2
G ′p2 : θ′i =
Γi − iΓi+p√
2
.
Pour un espace Euclidien, θi et θ
′
i sont conjugue´es l’une de l’autre. Il est facile de ve´rifier que
l’on a
{θi, θj} = 0{
θ′i, θ
′
j
}
= 0{
θi, θ
′
j
}
= δij .
Les deux premie`res relations constituent la de´finition de l’alge`bre de Grassmann et nous mon-
trent qu’une telle alge`bre est associe´e au polynoˆme nul, vu en tant que polynoˆme quadra-
tique car
( p∑
i=1
θixi
)2
= 0. La dernie`re nous montre explicitement que les deux se´ries de
variables constituent en fait des oscillateurs fermioniques et donc permettent de construire
la repre´sentation spinorielle a` partir d’un vide de Clifford annihile´ par les a (ai ≡ θi, a†i ≡ θ′i).
Comme nous l’avons rappele´, les alge`bres de Clifford et de Grassmann sont sous-tendues
par des formes quadratiques; en outre, ces structures alge´briques admettent une structure
ZZ2−gradue´e, et apparaissent naturellement dans les the´ories supersyme´triques (ou` les bosons
1Sricto sensu, il faudrait tenir compte de la signature de la me´trique, mais cela ne change en rien la
discussion.
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sont pairs et les fermions impairs). Ceci nous sugge`re la prise en compte d’alge`bres associe´es
a` des polynoˆmes homoge`nes de degre´ n et admettant une structure ZZn−gradue´e. Cependant,
il existe une diffe´rence essentielle entre les polynoˆmes quadratiques et ceux qui ne le sont
pas. Les premiers, quand n = 2, sont toujours e´quivalents au polynoˆme x21+x
2
2+ · · · (modulo
le nombre de signes plus et moins), alors, pour les formes non-quadratiques (n > 2), il n’est
pas toujours possible de re´e´crire f sous forme diagonale. On aura donc affaire a` des familles
d’alge`bres. De telles extensions ont e´te´ conside´re´es par les mathe´maticiens et constituent les
alge`bres de Clifford d’un polynoˆme [1, 2, 3, 4, 5, 6, 7, 8, 9] ou les alge`bres n-exte´rieures [10, 11].
Dans une premie`re section, nous allons rappeler la de´finition de ces alge`bres. A la diffe´rence
des alge`bres de Clifford usuelles, les alge`bres de Clifford d’un polynoˆme n’admettent pas
de repre´sentation fide`le de dimension finie. Dans une seconde section, nous allons analyser
cette proprie´te´ et donner une me´thode qui permette dans tous les cas, d’ obtenir une
repre´sentation matricielle donc non fide`le [12]. Les alge`bres fondamentales qui e´mergeront
lors de ce processus sont les alge`bres dites de Clifford ge´ne´ralise´es [13, 14, 15, 16, 17, 18, 19];
elles constitueront une ge´ne´ralisation directe du concept d’alge`bre de Clifford. Ces familles
d’alge`bres, associe´es aux polynoˆmes xn1 + · · ·, vont nous permettre d’obtenir une extension
de la notion de nombre complexe ainsi que de celle de quaternion. Nous avons appele´ les
premiers multicomplexes alors que les seconds ont e´te´ nomme´s nonions (pour des polynoˆmes
cubiques) par Sylvester et n2−ions dans le cas ge´ne´ral par Cartan.
1.1 Alge`bres de Clifford d’un polynoˆme
1.1.1 De´finition
L’ide´e naturelle qui vient a` l’esprit pour e´tendre la notion d’alge`bre de Clifford, associe´e a` un
polynoˆme, consiste tout simplement a` introduire une se´rie de ge´ne´rateurs permettant d’e´crire
notre polynoˆme comme une puissance parfaite. Conside´rons un polynoˆme f de degre´ n a` p
variables. Comme tout polynoˆme non-homoge`ne peut eˆtre rendu homoge`ne en conside´rant les
coordonne´es projectives xnof
(
x1
x0
, x2
x0
, · · · , xp
x0
)
, on peut se limiter aux polynoˆmes homoge`nes.
Cette structure alge´brique a e´te´ introduite pour la premie`re fois pour les polynoˆmes ho-
moge`nes par Roby [1] et les polynoˆmes quelconques par Revoy [2] (en fait, les premiers, et de
fac¸on inde´pendante, a` avoir introduit de telles alge`bres sont, Heerema [9], mais uniquement
pour des polynoˆmes cubiques a` trois variables, ainsi que Morinaga et No˜no, qui ont e´tudie´ les
polynoˆmes diagonaux [13]). Le polynoˆme f peut s’e´crire soit a` l’aide d’une se´rie de monoˆmes
f(x) =
∑
i1+···+ip=n
[
α(i1,···,ip)x
i1
1 · · ·xipp
]
, (1.1.1)
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ou bien, profitant de l’isomorphisme entre les polynoˆmes et les tenseurs syme´triques d’ordre
n, comme suit
f(x) =
∑
{i}
xi1xi2 · · ·xingi1···in . (1.1.2)
Par abus de langage, nous appellerons le tenseur gi1···in, la n−me´trique associe´e a` f . Intro-
duisons alors p ge´ne´rateurs g1, · · · , gp qui vont nous permettre de re´e´crire par de´finition f
sous la forme d’une puissance n-ie`me
f(x) =
∑
{i}
xi1xi2 · · ·xingi1···in =
( p∑
i=1
xigi
)n
. (1.1.3)
Si on de´veloppe explicitement la puissance apparaissant dans (1.1.3) (et que l’on identifie
termes a` termes avec l’expression (1.1.2)), alors on obtient la relation de de´finition des g
{gi1 , gi2, · · · , gin} =
1
n!
∑
perm.σ
giσ(1)giσ(2) · · · giσ(n) = gi1···in. (1.1.4)
L’alge`bre de Clifford du polynoˆme f , note´e Cf(n, p), est donc engendre´e par les p ge´ne´ra-
teurs gi. Les mathe´maticiens ont une construction plus formelle de Cf(n, p). Nous allons
brie`vement la mentionner, ce qui nous permettra de mettre en avant l’unification qui sous-
tend ces diffe´rentes structures alge´briques. A cet e´gard, introduisons l’ensemble des polynoˆ-
mes sur lC a` p inde´termine´es lC [x1, · · · , xp]. Utilisant l’isomorphisme entre les tenseurs syme´triques
T (lC p) et lC [x1, · · · , xp], on de´finit l’ide´al bilate`re de T (lC p)
I =
{
1
n!
∑
perm.σ
giσ(1)giσ(2) · · · giσ(n) − gi1···in = 0
}
, (1.1.5)
engendre´ par les gi. La contrainte de line´arisation peut alors se de´finir a` l’aide des espaces
quotients [1]
Cf (n, p) ≡ T (lC p)/I.
Le cas quadratique reproduit une de´finition plus formelle des alge`bres de Clifford usuelles
[20].
Le passage aux alge`bres n−exte´rieures, Λpn, se fait comme pour les polynoˆmes quadra-
tiques, c’est-a`-dire en conside´rant f comme e´gal a` ze´ro. Ceci revient donc a` poser gi1···in = 0
Λpn ≡ C(f=0)(n, p) [10, 11].
On voit apparaˆıtre une diffe´rence essentielle avec les polynoˆmes quadratiques; en effet,
les contraintes conduisant aux g sont n−line´aires et de ce fait, on voit imme´diatement que,
de`s que n > 2, le nombre de monoˆmes augmente avec leur degre´ : g1g2g1 est inde´pendant
de g21g2 car (1.1.4) ne nous permet pas de passer g1 a` gauche de g2. Or, lorsque n = 2, la
dimension de Cf (2, p) ≡ Cp2 est de 2E(p/2) (E e´tant la partie entie`re) et les gi sont repre´sente´s
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par les matrices Γ de Dirac, pour un polynoˆme arbitraire, la dimension de Cf (n, p) est infinie.
Childs a e´tabli que Cf(n, p) admet des repre´sentations de dimension finie si l’une des deux
conditions suivantes est ve´rifie´e n = 2 ou p ≤ 2 [3].
1.1.2 Repre´sentations
Cependant, nous avons e´tabli que tout polynoˆme peut eˆtre line´arise´ par des matrices appro-
prie´es [12]. Ce qui revient a` dire qu’il est toujours possible de mettre la main sur une repre´sen-
tation non-fide`le de Cf (n, p). De prime abord, la conside´ration de telles repre´sentations peut
paraˆıtre surprenante (on verra cependant leur utilite´ au chapitre 3). En outre, le fait de
conside´rer de telles repre´sentations en physique n’est pas neuf. A titre d’illustration, nous
ne citerons que deux exemples. Toute alge`bre de Lie compacte peut eˆtre repre´sente´e par
des matrices de taille approprie´e et il est bien connu qu’une telle repre´sentation est fide`le.
Toutefois, dans l’alge`bre enveloppante, une telle repre´sentation est bien entendu non-fide`le.
Ainsi, par exemple, si on conside`re SU(2), il n’y a aucune raison pour que ti, les ge´ne´rateurs
de SU(2), satisfassent t2i = 1, alors que pour la repre´sentation spinorielle ti −→ σi, on a
bien σ2i = 1. Comme autre exemple, nous conside´rerons le groupe des rotations (ou plus
exactement son groupe de recouvrement universel). Pour un tel groupe, une rotation de 2π
conduit, pour les repr´esentations de spin demi-entier, a` un changement de signe, alors que
pour celles de spin entier, on identifie la rotation de 2π avec l’identite´.
Ceci nous ame`ne donc a` la de´finition d’une repre´sentation non-fide`le. Une repre´sentation
d’une alge`bre A est non-fide`le si on peut construire un homomorphisme surjectif (dont
le noyau est non-nul). Applique´ aux alge`bres Cf , cet homomorphisme surjectif fm nous
permettra de remplacer (1.1.4) par des contraintes quadratiques. Notons Lm(f, n, p) une
repre´sentation de dimension m de Cf (n, p): Lm(f, n, p) = Cf (n, p)/Kerfm.
Avant de nous attaquer a` la line´arisation d’un polynoˆme arbitraire, inte´ressons-nous aux
deux polynoˆmes particuliers:
-le polynoˆme somme: S(x) =
p∑
i=1
xni ;
-le polynoˆme produit: P (x) =
n∏
i=1
xi.
S et P s’ave`reront eˆtre les deux polynoˆmes fondamentaux apparaissant dans le processus de
line´arisation.
On peut noter que Childs, lors de son e´tude des alge`bres de Clifford d’un polynoˆme, a
e´tabli un re´sultat proche du noˆtre, pour la somme et le produit de polynoˆmes, a` savoir que si
on connaˆıt une repre´sentation finie de Cf (n, p) et Cg(n′, p′) alors il en est de meˆme pour une
repre´sentation de dimension finie de Cf+g(n′ = n, p+ p′) et de Cfg(nn′, p+ p′). Les matrices
apparaissant dans sa de´monstration sont les meˆmes que celles que nous introduirons dans
les deux sections suivantes. Il e´tait donc tre`s proche de la conclusion quant a` la line´arisation
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d’un polynoˆme arbitraire. Remarquons que sa conclusion sur les repre´sentations de dimen-
sion finie de`s que p ≤ 2 de´coule automatiquement de sa proprie´te´ sur les polynoˆmes produits.
1.1.2.1. Polynoˆme produit
Nous voulons trouver des matrices, de taille minimale, permettant de line´ariser le poly-
noˆme produit. A cet e´gard, notons ha les ge´ne´rateurs associe´s a` la de´finition de CP (n, n).
Conside´rons alors les n2 e´le´ments Hij, i, j = 1 · · ·n assujettis a` la loi de multiplication
HijHkl = δjkHil et de´finissons l’application hi −→ Hii+1. Un calcul direct nous convainc que
les Hii+i satisfont la contrainte (1.1.4) associe´e a` P et donc constituent une repre´sentation
non fide`le de CP (n, n). Le noyau d’une telle repre´sentation est donne´ par hihj 6= 0 −→
Hii+iHjj+1 = 0 pour j 6= i + 1. Cette application a, en outre, le me´rite de souligner com-
ment les relations de contraintes (1.1.4), d’ordre n, ont e´te´ remplace´es par des contraintes
quadratiques, avec comme corollaire l’existence d’une repre´sentation de dimension finie pour
les Hii+1. En fait, la relation de multiplication donne´e ci-dessus constitue tout simplement la
loi de multiplication des e´le´ments de la base canonique des matrices n × n: (Hab)ij = δaiδbj
et donc la matrice repre´sentative de ha est donne´e par (Haa+1)ij = δaiδa+1,j . Il est aussi
trivial de se rendre compte que la repre´sentation exhibe´e est la repre´sentation de dimension
minimale de CP (n, n).
1.1.2.2. Polynoˆme somme-Alge`bre de Clifford ge´ne´ralise´e
Nous allons proce´der de fac¸on similaire avec le polynoˆme somme, c’est-a`-dire mettre
en e´vidence une se´rie de matrices conduisant a` une line´arisation finie de S. En ayant la
de´finition des matrices Γ en teˆte, conside´rons les p e´le´ments (que nous notons e´galement Γ,
par analogie) satisfaisant
ΓiΓj = qΓjΓi, i < j, (1.1.6)
Γni = 1,
ou` q est une racine primitive n-ie`me de l’unite´ que nous choisissons e´gale a` exp (2iπ
n
). Montrons
que les e´le´ments ainsi construits constituent une repre´sentation de CS(n, p), c’est-a`-dire que
les Γ satisfont la contrainte (1.1.4) avec gi1···in = δi1···in, le symbole de Kronecker ge´ne´ralise´.
Si nous calculons {Γi1, · · · ,Γin} avec
1. l’un des i e´gal a` 1, puis deux des i e´gaux a` 1 etc., et que l’on rame`ne tous les Γ1
en premie`re position, on en de´duit (en utilisant les relations coefficients-racines) que{
Γ1, · · · ,Γ1,Γia+1, · · · ,Γin
}
= 0, a = 1, · · ·n− 1;
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2. En re´ite´rant le processus sans Γ1 et avec Γ2 et ainsi de suite, on obtient bien la proprie´te´
de´sire´e.
On en de´duit que l’ensemble des Γ constitue une repre´sentation de CS(n, p). Une telle
repre´sentation met la lumie`re sur les contraintes quadratiques (1.1.6) induisant une repre´sen-
tation matricielle de l’alge`bre de Clifford du polynoˆme. Cette proprie´te´ a d’ailleurs e´te´ e´tablie
par Revoy [8]. Une telle alge`bre, note´e Cpn, a e´te´ nomme´e alge`bre de Clifford ge´ne´ralise´e
[13, 14, 15, 16, 18, 19]. Nous avons ensuite mis en e´vidence la repre´sentation de dimension
minimale de CS(n, p) [12]; une telle de´monstration e´tant longue et fastidieuse, nous ne la
reproduirons pas ici. Nous allons nous contenter d’en rappeler les e´tapes.
Primo: nous avons e´tabli que la taille minimale des matrices est n× n;
Secundo: uniquement si le nombre de variables est infe´rieur ou e´gal a` 3, on peut utiliser
des matrices n× n.
Les matrices en question sont
σ1 =


0 1 0 · · · 0
0 0 1 · · · 0
...
. . .
. . .
...
0 0 · · · 0 1
1 0 0 · · · 0


, σ3 =


1 0 · · · 0
0 q · · · 0
...
. . .
0 0 · · · qn−1

 , σ2 = (
√
q)σ3σ1, (1.1.7)
√
q e´tant pre´sent uniquement si n est pair.
A partir des matrices σ, il devient facile de line´ariser S, pour un nombre arbitraire de
variables. En effet, si nous supposons avoir obtenu une line´arisation de S(x) = Mn(x), on
en de´duit la line´arisation de S(x, y1, y2):
S(x, y1, y2) = M
n(x) + yn1 + y
n
2 = [σ3 ⊗M(x) + σ1y1 + σ2y2]n .
Ce processus ite´ratif conduit alors aux matrices Γ (en notant yi+2 = xi)
Γ1 = σ1 ⊗ I⊗(k−1) Γ2 = σ2 ⊗ I⊗(k−1)
...
...
Γ2l−1 = σ
⊗(l−1)
3 ⊗ σ1 ⊗ I⊗(k−l−1) Γ2l = σ⊗(l−1)3 ⊗ σ2 ⊗ I⊗(k−l−1)
...
...
Γ2k−1 = σ
⊗(k−1)
3 ⊗ σ1 Γ2k = σ⊗(k−1)3 ⊗ σ2
Γ2k+1 = σ
⊗k
3 .
(1.1.8)
I e´tant la matrice unite´ n× n.
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A cette e´tape, un certain nombre de remarques s’imposent. Il est d’abord frappant de
noter que les relations qui de´finissent les matrices engendrant l’alge`bre de Clifford ge´ne´ralise´e
correspondent aux expressions rencontre´es dans les alge`bres de Clifford usuelles, comme
l’ont montre´ par exemple Brauer et Weyl [21]. De ce fait, la dimension minimale de la
repre´sentation est nk, k = E(p/2). La classification de telles alge`bres a e´te´ faite par Morris
[15], Popovici et Ghe´orghe [16], et pre´sente un certain nombre de similarite´s compare´e aux
alge`bres de Clifford; cette classification a d’ailleurs e´te´ e´tendue au cas ou` le corps de base
n’est pas celui des nombres complexes [17]. Les matrices Γ avaient en outre de´ja` e´te´ mises en
e´vidence par certains auteurs [13, 15] et dans les re´fe´rences [4, 14, 13, 18], il y est mentionne´
qu’une telle alge`bre conduit a` une line´arisation de xn1 + · · ·. A ce niveau, il subsiste une
petite diffe´rence de`s que n > 2, du fait des relations (1.1.6), Cp>1n ne peut eˆtre comprise que
comme une lC alge`bre. Enfin, si p est pair, on voit apparaˆıtre une matrice analogue a` celle
de chiralite´. C’est cette analogie qui nous a fait choisir la notation de Γ pour les matrices
(1.1.8).
Notons enfin que les matrices H , introduites dans le paragraphe concernant la line´arisa-
tion du polynoˆme produit, peuvent s’exprimer a` partir de σ1 et de σ3
Hij =
1
n
n−1∑
k=0
q−(i−1)kσk3σ
i−j
1 , (1.1.9)
et de ce fait (pour les repre´sentations exhibe´es), on a Ln(S, n, 3) ∼ Ln(P, n, n) ∼Mn(lC ).
Comme cela e´te´ montre´ dans [15, 16], on a plus exactement les isomorphismes suivants:
quand p = 2ν, Cpn ∼Mnν(lC );
quand p = 2ν +1, Cpn ∼ ⊕pCp−1n ∼ ⊕pMnν(lC ).
Ces alge`bres admettent naturellement une ZZn graduation, he´rite´e de celle de ses ge´ne´rateurs
(gr(Γ) = 1), et on a la proprie´te´ remarquable (Cpn)0 ∼ Cp−1n [15, 16], proprie´te´ a` la base de
l’isomorphisme pre´ce´dent ((Cpn)0 repre´sente les e´le´ments de graduation ze´ro de Cpn). En outre,
on peut noter que le centre de Cp=2νn est engendre´ par les Γ−a1 Γa2 · · ·Γap, a = 0, · · · , n−1 [16].
Finalement, il est facile de se rendre compte que Cpn ⊂ Cpnn′ , cette proprie´te´ sera exploite´e par
la suite.
1.1.2.3. Polynoˆme quelconque
La line´arisation d’un polynoˆme arbitraire est maintenant triviale et se fait a` partir des
deux alge`bres pre´ce´demment construites. Partant de l’expression de f sous forme d’une
somme de monoˆmes, chacun de ceux-ci apparaˆıt alors comme un cas particulier du polynoˆme
P
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(x1)
a1(x2)
a2 · · · (xp)ap =
x1
(
a1∑
i=1
Hii+1
)
+ x2

 a1+a2∑
i=1+a1
Hii+1

+ · · ·+ xp

 n∑
i=1+a1+···+ap−1
Hii+1




n
.
Dans un premier, temps la line´arisation est donc faite a` l’aide des matrices H . En notant
ml = M
n
l (x) le l-ie`me monoˆme apparaissant dans (1.1.1), on peut re´e´crire f(x) =
∑
lM
n
l (x).
On applique ensuite la me´thode de line´arisation auxMl (apre`s les avoir rendues commutantes
en substituant M˜l = I
⊗l−1 ⊗Ml ⊗ I⊗k−l−1 a` Ml) en utilisant les matrices (1.1.8)
f(x) =
k∑
l=1
[
M˜nl (x)
]
=
[
k∑
l=1
Γl ⊗ M˜l(x)
]n
= [G1x1 + · · ·+Gpxp]n .
Ceci termine le processus de line´arisation. Lors de celui-ci, a` la diffe´rence des polynoˆmes S
et P , nous ne sommes absolument pas suˆrs d’avoir obtenu la repre´sentation de dimension
minimale de Cf . En effet, suivant le chemin choisi pour calculer les matrices G, on construit
des matrices de taille diffe´rente. La raison profonde pour laquelle les matrices G ne sont
pas, a priori, minimales est la suivante: si Cf1(n1, p1) et Cf2(n2, p2) sont repre´sente´es par des
alge`bres de dimensions m1 et m2 (que l’on suppose minimales), alors le processus de´veloppe´
ci-dessus conduit pour (f+g et fg) a` Lm1m2(n1+n2)(f1f2, n1n2, p1+p2) et Ln1m1m2(f1+f2, n1 =
n2, p1 + p2), qui ne sont pas obligatoirement minimales, comme on peut le ve´rifier sur des
exemples concrets. Quelques indications quant a` l’optimisation du processus de line´arisation
sont propose´es dans [12]. Ceci sous-tend un proble`me beaucoup plus fondamental, celui de
la classification des diffe´rentes repre´sentations de Cf , proble`me toujours non re´solu a` l’heure
actuelle, sauf pour les polynoˆmes cubiques [8]. Un certain nombre de re´sultats, en vue d’une
classification ge´ne´rale, ont cependant e´te´ obtenus. Dans cette optique, Haille et Tesser ont
e´tabli que, la dimension de la repre´sentation est un multiple du degre´ du polynoˆme [7]. La
plupart des e´tudes ont e´te´ concentre´es sur les polynoˆmes cubiques [5, 9, 6].
Au vu de la me´thode propose´e, on peut noter le roˆle central joue´ par les alge`bres de Clif-
ford ge´ne´ralise´es Cpn car, en de´finitive, elles apparaissent comme les e´le´ments fondamentaux
lie´s a` la line´arisation. Bien que pour chaque classe de polynoˆme, on ait une alge`bre diffe´rente,
on voit transparaˆıtre une certaine unite´. D’un point de vue historique, on peut remarquer
que les deux approches, alge`bres de Clifford d’un polynoˆme [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11]
et alge`bres de Clifford ge´ne´ralise´es [13, 14, 15, 16], ont e´te´ faites de manie`re relativement
inde´pendante l’une de l’autre. D’ailleurs, Kwasniewski a, en quelque sorte, rede´couvert les
premie`res alge`bres a` partir des secondes [18]. Avant de conclure cette section, mentionnons
que, dans la re´fe´rence [25], une me´thode syste´matique permettant d’exprimer f(x) comme
un produit de n matrices a e´te´ propose´e. Ces deux me´thodes (line´arisation et factorisation)
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sont donc comple´mentaires, comme le sont la line´risation de Dirac et la factorisation quater-
nionique de la me´trique de Minkowski.
1.1.2.4. Alge`bre de Grassmann ge´ne´ralise´e
Le pendant des alge`bres de Clifford ge´ne´ralise´es s’ave`re eˆtre les alge`bres de Grassmann
ge´ne´ralise´es. Cette structure, note´e Gpn, e´merge naturellement comme repre´sentation de Λpn.
A partir des Γ, on peut construire n se´ries de matrices θ
(l)
i , i = 1, · · · , p; l = 0, · · · , n − 1
ve´rifiant
θ
(l)
i θ
(k)
j = qθ
(k)
j θ
(l)
i , i < j, ∀k, l = 0, · · ·n− 1 (1.1.10)(
θ
(l)
i
)n
= 0,
et de ce fait, en utilisant des arguments similaires aux pre´ce´dents, il est facile de s’assurer
que l’on a bien
{
θ
(l)
i1 , · · · , θ(l)in
}
= 0.
Les matrices θ s’ expriment simplement a` partir des matrices Γ
θ
(l)
i = Γ2i−1 +
√
qqlΓ2i, (1.1.11)
ces expressions renforcent encore l’analogie avec les formes quadratiques. Cependant, on
verra apparaˆıtre une diffe´rence au chapitre suivant.
En remarquant que la matrice σ1 +
√
qσ2 admet la valeur propre ze´ro de´ge´ne´re´e n fois,
et que n est la premie`re puissance qui annule θ, d’apre`s le lemme de re´duction de Jordan, il
est possible d’e´crire
θ ≡ σ1 +√qσ2 ∼


0 0 0 · · · 0
1 0 0 · · · 0
0 1 0 · · · 0
...
. . .
. . .
...
0 0 · · · 1 0


, (1.1.12)
et donc de de´finir
θ1 = θ ⊗ I⊗p−1
...
θk = σ
⊗k−1
3 ⊗ θ ⊗ I⊗
p−k−1
(1.1.13)
...
θp = σ
⊗p−1
3 ⊗ θ.
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Kwasniewski [18] a e´tudie´ la structure alge´brique engendre´e par ces familles d’alge`bres
de Grassmann ge´ne´ralise´es:
{
θ
(l1)
i1 , · · · , θ(ln)in
}
= (1− ql1+···+ln)δi1···in .
En outre, nous avons la loi de transformation inverse permettant, a` partir des variables θ,
de construire les variables Γ
Γ2i−1 =
1
n
n−1∑
l=0
θ
(l)
i
Γ2i =
1
n
√
q
n−1∑
l=0
q−lθ
(l)
i .
Tous ceci milite en faveur d’une analogie tre`s forte avec les formes quadratiques et donne
envie de de´finir une construction analogue a` la repre´sentation spinorielle, pour les polynoˆmes
arbitraires. Comme nous allons le voir au cours du chapitre ulte´rieur, de telles extensions
existent bien, mais on se trouve dans l’impossibilite´ de de´finir simultane´ment des ope´rateurs
de cre´ation et d’annihilation par des relations analogues au cas spinoriel. C’est cette limita-
tion qui donne aux alge`bres quadratiques un statut privile´gie´.
Il existe une autre repre´sentation de Λpn, l’alge`bre de Para-Grassmann. Les ge´ne´rateurs de
cette alge`bre sont astreints a` ve´rifier la relation cubique [22] [[θi, θj ] , θk] = 0. Apre`s quantifica-
tion, on obtient les parafermions introduits par Green [23] et conduisant aux parastatistiques
[24]. Dans la litte´rature, il apparaˆıt une certaine confusion entre ces deux extensions alors
qu’elles n’ont aucun rapport. Les premie`res variables sont dans une repre´sentation du groupe
des tresses (cf. les relations (1.1.10)) alors que les secondes sont dans une repre´sentation
re´ductible du groupe des permutations (un parafermion pouvant s’exprimer comme une
somme de champs spinoriels [24]).
1.1.3 Alge`bre de Clifford du polynoˆme xn−1y
Lorsque nous e´tudierons les extensions de la supersyme´trie ainsi que leurs repre´sentations,
nous serons amene´s a` conside´rer les repre´sentations finies de l’alge`bre de Clifford du polynoˆme
xn−1y. Nous rechercherons donc deux matrices X et Y satisfaisant
{X,X, · · · , X, Y } = 1 (1.1.14)
{autres} = 0,
Les relations (1.1.14) imposent que Xn = 0 car, parmi tous les crochets, le seul qui soit
non-nul est celui ou` il y a (n − 1) fois la matrice X et une fois Y ; c’est ce que traduit
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{autres}. Si on suppose qu’il existe a < n tel que Xa = 0, et que l’on multiplie la premie`re
e´quation de (1.1.14) a` gauche par X et a` droite par Xa−2, on arrive a` une contradiction. De
ce fait, le rang de X est n − 1. On sait que la dimension de la repre´sentation de Cxn−1y est
un multiple de n. La dimension minimale de X est donc n, et par des arguments similaires
a` celui de´veloppe´ pour les variables de Grassmann ge´ne´ralise´es, on peut e´crire X sous une
forme identique a` celle choisie pour θ au paragraphe pre´ce´dent. Pour mettre la main sur Y ,
il suffit de re´soudre (1.1.14). Une solution imme´diate est
X =


0 0 0 · · · 0
1 0 0 · · · 0
0 1 0 · · · 0
...
. . .
. . .
...
0 0 · · · 1 0


, Y =


0 0 0 . . . 0 1
0 0 0 . . . 0 0
0 0 0 . . . 0 0
...
...
. . .
...
0 0 0 . . . 0 0


. (1.1.15)
Ph. Revoy [11] a mis en e´vidence, quand n = 3, une famille de repre´sentations de dimen-
sion 3
X3 =


0 0 0
1 0 0
0 1 0

 , Y3 =


µ −λµ 1
0 0 λµ
−λ−2µ λ−1µ −µ

 , avec 2λ2µ = 1.
Un tel re´sultat est tre`s probablement ge´ne´ralisable pour n quelconque. Mais, fort heu-
reusement, d’autres arguments permettront, dans le chapitre trois, de ne conside´rer que le
cas le plus simple. Celui-ci est obtenu, lorsque n = 3, en posant t = λµ (comme 2λ2µ = 1, on
a µ = 2t2, λ = 1
2t
) et en prenant la limite t→ 0. Si nous avions conside´re´ une repre´sentation
de dimension kn, alors nous aurions obtenu une repre´sentation re´ductible (Ik⊗X et Ik⊗Y ,
avec Ik la matrice identite´ k × k). En anticipant sur le chapitre 3, nous aurons a` conside´rer
une seule repre´sentation pour Cxn−1y.
1.2 Extension des nombres complexes
Dans la section consacre´e aux extensions des alge`bres de Clifford, nous avons vu le roˆle
central joue´ par les alge`bres de Clifford dites ge´ne´ralise´es. Nous avons e´galement insiste´ sur
les analogies existant entre n = 2 et n arbitraire. On rappelle que, suivant le nombre de
ge´ne´rateurs, on a, de fac¸on analogue aux alge`bres de Clifford,
IR −→ C1n −→ C2n −→ · · · −→ Cpn.
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Parmi les alge`bres de Clifford, les nombres complexes jouissent d’un statut spe´cial par rap-
port a` leurs extensions. Il est donc naturel de se demander si cette particularite´ subsiste
lorsque n est quelconque. De`s que le nombre de ge´ne´rateurs est supe´rieur a` 2, au vu des
relations de commutation (1.1.6), Cpn se de´finit comme une lC−alge`bre. Par contre, quand
p = 1, on peut, sans contradiction, de´finir C1n en tant que IR −alge`bre. Mais, suivant que
l’on prenne en = 1 ou en = −1 (e e´tant le ge´ne´rateur de C1n), on aura deux structures
diffe´rentes. Pour eˆtre le plus proche possible des nombres complexes, nous avons conside´re´
le second cas, et par analogie, nous avons appele´ multicomplexes de tels nombres [27, 28].
Notons IMIlC n =
{
x =
n−1∑
i=0
xie
i, en = −1, xi ∈ IR
}
dont nous allons rappeler un certain nom-
bre de proprie´te´s. On mettra en e´vidence le fait que la plupart des re´sultats concernant les
nombres complexes seront transposables aux multicomplexes, des proprie´te´s alge´briques [27]
(extensions des fonctions trigonome´triques usuelles ...) aux the´ore`mes de l’analyse complexe
[28] (the´ore`mes de de´rivation, the´ore`mes d’inte´gration ...). Il sera meˆme possible de de´finir
des transformations conformes approprie´es, qui seront engendre´es par n copies de l’alge`bre
de Virasoro [28]. Par la suite, nous allons dresser un panorama des proprie´te´s principales de
IMIlC n; pour plus de pre´cisions, on pourra consulter les re´fe´rences [27, 28]. Inde´pendamment,
et pour n = 4, Gervais [29] a de´fini une alge`bre analogue, aboutissant a` des conclusions iden-
tiques aux noˆtres. Il a ensuite applique´ cette structure a` la the´orie des 3−branes, retrouvant
l’amplitude de Shapiro-Virasoro. Sa relation n’e´tait cependant pas entie`rement le´gitime car
il n’avait pas obtenu les transformations homographiques adapte´es.
1.2.1 Proprie´te´s alge´briques des multicomplexes
En utilisant les re´sultats ge´ne´raux concernant les alge`bres de Clifford ge´ne´ralise´es e´tablis par
Morris [15], on obtient suivant la parite´ de n, les isomorphismes suivants si:
n pair : IMIlC n ∼ ⊕n/2lC
n impair : IMIlC n ∼ ⊕nIR .
Cependant, si de`s le de´part, on utilise cet isomorphisme, on perd un certain nombre de
proprie´te´s inhe´rentes a` la structure n−line´aire de IMIlC n. Pour e´tablir les proprie´te´s lie´es
a` la structure ZZn, nous utiliserons, suivant le cas, les deux repre´sentations matricielles
e´quivalentes de IMIlC n
e −→ E =


q
1
2 0 0 · · · 0
0 q
3
2 0 · · · 0
...
. . .
. . .
...
0 0 · · · q− 32 0
0 0 0 · · · q− 12


, E ′ =


0 1 0 · · · 0
0 0 1 · · · 0
...
. . .
. . .
...
0 0 · · · 0 1
−1 0 0 · · · 0


. (1.2.1)
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Si e −→ E, x sera repre´sente´ par une matrice n × n diagonale note´e X , telle que Xaa =
X∗n+1−a n+1−a. Alors qu’avec le second choix
e −→ E ′, x −→ X ′ =


x0 x1 · · · xn−1
−xn−1 x0 · · · xn−2
...
...
...
. . . x1
−x1 · · · −xn−1 x0


.
La plupart des de´monstrations pourront eˆtre faites a` partir de cette constatation excessive-
ment simple.
1.2.1.1 Norme.
Dans un premier temps, nous munissons IMIlC n d’une norme (ou plus pre´cise´ment, d’une
pseudo-norme)
||x||n = detX ′ = detX, (1.2.2)
pour les nombres complexes, nous retrouvons bien ||x||2 = x20+x21 alors que, lorsque n = 3, on
obtient ||x||3 = x30−x31+x32+3x0x1x2. De par la de´finition de la norme, on observe que, si x est
un diviseur de ze´ro, sa norme est nulle. Si n est pair (resp. impair), la norme de x est positive
ou nulle (resp. quelconque). Cette de´finition peut, tout comme pour les nombres complexes, se
re´e´crire en conside´rant une conjugaison ad hoc. Introduisons le conjugue´ ℓ−ie`me de IMIlC n ≡
IMIlC 0n par
IMIlC 0n −→ IMIlC ℓn
x ≡ [x]0 =
n−1∑
i=0
xie
i 7−→ [x]ℓ =
n−1∑
i=0
xiq
iℓei.
On voit que quand n = 2, on a identification entre lC et lC ∗, proprie´te´ qui se perd de`s que
n 6= 2. Les espaces ainsi construits constituent, par ailleurs, des de´finitions isomorphes des
multicomplexes. En utilisant la repre´sentation matricielle x −→ X , on obtient sans peine les
matrices repre´sentatives de [x]ℓ, et il est facile de de´montrer que l’on a
||x||n =
n−1∏
ℓ=0
[x]ℓ . (1.2.3)
On voit donc que tout comme pour les nombres complexes, il est possible de de´finir la norme
de x a` partir du produit de ses conjugue´s, mais uniquement si n = 2, x, x∗ ∈ lC . Ceci n’est
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en fait pas comple`tement exact car parmi les IMIlC n, de`s que n est une puissance de deux
on peut substituer a` la de´finition du conjugue´ ℓ−ie`me pre´ce´dente, une de´finition alternative
[x]ℓ =
n−1∑
i=0
xie
i(2ℓ+1) ∈ IMIlC n [27].
1.2.1.2 Repre´sentations polaire et carte´sienne.
Peut-on pousser l’analogie avec les nombres complexes un peu plus loin, identifier la
norme avec le “module” de x, et de´finir une repre´sentation exponentielle? En utilisant les
matrices X et le fait que l’on puisse de´finir le logarithme de toute matrice non-singulie`re, on
peut re´e´crire (et calculer), lorsque x est inversible, c’est-a`-dire quand ||x|| 6= 0
x =
n−1∑
i=0
xie
i = ρ exp
(
n−1∑
i=1
φie
i
)
. (1.2.4)
Du fait que la fonction logarithme est multi-value´e, on a plusieurs repre´sentations possibles
pour la forme exponentielle de x [27]. Etant donne´ que
si x −→ ρ exp
(
n−1∑
i=1
φie
i
)
alors [x]ℓ → ρ exp
(
n−1∑
i=1
φiq
iℓei
)
,
on peut conclure imme´diatement
||x||n = ρn. (1.2.5)
De plus, en utilisant la repre´sentation e −→ E, on observe que parmi les n− 1 variables φ,
on peut en extraire E(n
2
) qui sont compactes. La substitution φi −→ φi+ ǫai , a = 1, · · · , E(n2 )
laisse donc invariante la forme exponentielle. Les ǫai peuvent eˆtre calcule´es en explicitant
ǫa =
n−1∑
i=1
ǫai e
i. Les ǫa s’expriment directement a` partir des e´lements e, · · · , en−1 et leur matri-
ces repre´sentatives s’e´crivent X ′akl = 2iπδkl (δka − δn−a+1,l).
En outre, a` partir de (1.2.4), ainsi que de ||e||n = (−1)n, il apparaˆıt que l’on peut mettre
(−1)ne sous forme exponentielle avec comme corollaire
n pair IMIlC p ⊂ IMIlC n, p < n (1.2.6)
n impair IMIlC 2p+1 ⊂ IMIlC n, 2p+ 1 < n.
L’existence de la forme exponentielle pour e redonne les re´sultats sur les directions compactes.
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1.2.1.3 Fonctions trigonome´triques
Ayant e´labore´, pour les nombres multicomplexes, une repre´sentation “carte´sienne” et
“polaire”, l’analogie avec les nombres complexes se poursuit. En effet, il est possible de de´finir
des fonctions ge´ne´ralisant les fonctions trigonome´triques usuelles. A cet e´gard, il suffit tout
simplement de de´velopper explicitement la forme exponentielle (1.2.4)
x = ρ exp
(
n−1∑
i=1
eiφi
)
= ρ
n−1∑
i=0
mus(φ)ie
i, (1.2.7)
De telles fonctions, constituant une ge´ne´ralisation directe des fonctions trigonome´triques,
ve´rifient un certain nombre de proprie´te´s qui se de´duisent sans peine [47]. Nous les e´noncerons
sans de´monstration
1. mus(φ)i =
1
n
n−1∑
ℓ=0
[
x
ei
]
ℓ
lorsque ||x|| = 1;
2. les fonctions mus admettent les E(n/2) directions de pe´riodicite´ ǫa;
3. Les fonctions mus engendrent le groupe abe´lien qui pre´serve la norme;
4. mus(φ + ψ)i =
n−1∑
j=0
sign(i − j)mus(φ)imus(ψ)i−j, avec sign la fonction signe et i − j
de´fini modulo n;
5. ∂mus(φ)
∂φj
= sign(i− j)mus(φ)i−j;
6.
det


mus(φ)0 mus(φ)1 · · · mus(φ)n−1
−mus(φ)n−1 mus(φ)0 · · · mus(φ)n−2
...
...
...
. . . mus(φ)1
−mus(φ)1 · · · −mus(φ)n−1 mus(φ)0


= 1,
Bien entendu, cette relation conduit a` cos2(φ) + sin2(φ) = 1, alors que si n = 3, on a
mus3(φ1, φ2)0−mus3(φ1, φ2)1+mus3(φ1, φ2)2+3mus(φ1, φ2)0mus(φ1, φ2)1mus(φ1, φ2)2 =
1.
7. Si n n’est pas un nombre premier (n = n1n2), les fonctions mus d’ordre n contiennent
les fonctions mus d’ordre n1: il suffit de prendre φi = 0 quand i n’est pas un multiple
de n2.
Les fonctions ainsi obtenues permettent de passer des coordonne´es “carte´siennes” aux
“polaires”; il est e´galement possible de construire des fonctions ge´ne´ralisant la fonction arc-
tangente et exprimant les variables “polaires” en fonction des carte´siennes [47]. De manie`re
analogue, une extension des fonctions hyperboliques peut eˆtre envisage´e [47].
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Notons enfin que les fonctions ainsi construites se de´finissent a` partir des fonctions circu-
laires d’ordre n fni (x) =
∞∑
k=0
(−1)k xnk+i
(nk+i)!
conside´re´es dans [30]. En fait, de telles fonctions, ainsi
que leurs homologues hyperboliques d’ordre n, avaient de´ja` e´te´ introduites dans la litte´rature
[31]. Des relations analogues a` la contrainte det(mus) = 1 ainsi qu’aux formules de somme ou
aux e´quations d’Euler ont e´te´ e´tablies. A cet e´gard, ces auteurs avaient introduit des exten-
sions des nombres complexes (Bruwier, en = 1). Cependant, e´tant donne´ qu’ils conside´raient
des fonctions a` une variable, ils ne pouvaient pas mettre en avant les proprie´te´s de pe´riodicite´
que nous avons e´tablies. Tout comme les fonctions mus, ces ge´ne´ralisations des fonctions
trigonome´triques a` une variable sont utiles dans la the´orie des e´quations diffe´rentielles. Elles
peuvent, en outre, eˆtre e´tendues a` n’importe quel syste`me line´aire [32].
1.2.2 Analyse multicomplexe
Ayant construit une structure alge´brique posse´dant de telles proprie´te´s, on est naturellement
conduit a` s’interroger sur les proprie´te´s spe´cifiques a` une analyse multicomplexe. Le fait de
se poser une telle question n’est pas neuf, et un certain nombre de re´sultats ont e´te´ obtenus
pour d’alge`bres de Clifford [33] et meˆme pour les octonions [34]. Notons finalement que
dans la re´fe´rence [35], une analyse a e´te´ construite sur une alge`bre plus ge´ne´rale que celle
que nous avons conside´re´e (au lieu de l’alge`bre engendre´e par le polynoˆme xn + 1, IMIlC n =
IR [x]/(xn + 1), l’alge`bre associe´e a` un polynoˆme arbitraire de degre´ n et a` une variable a
e´te´ envisage´e).
On conside`re donc F (x) =
∑
fi(x)e
i une fonction sur IMIlC n. La premie`re diffe´rence par
rapport aux nombres complexes, concerne la notion de continuite´ et de limite; en effet, la
norme ne de´finissant pas une distance, les notions de continuite´ et de limite ne pourront donc
eˆtre de´finies que composante par composante, i.e sur les fonctions fi individuellement, et non
sur la fonction F . Le second point, plus de´licat celui-ci, concerne l’existence de diviseurs de
ze´ro et donc de nouveaux types de singularite´s. Cependant, un prolongement respectant la
structure alge´brique a e´te´ propose´ [27]. Celui-ci est base´ sur l’inclusion (singulie`re)
IMIlC n−2 ⊂ IMIlC n, (1.2.8)
dont les matrices repre´sentatives du ge´ne´rateur et de l’identite´ sont donne´es par
En−2 =


0 0 0 · · · 0
0 exp ( iπ
n−2) 0 · · · 0
...
. . .
. . .
...
0 0 · · · exp (− iπ
n−2
) 0
0 0 0 · · · 0


, In−2 =


0 0 0 · · · 0
0 1 0 · · · 0
...
. . .
. . .
...
0 0 · · · 1 0
0 0 0 · · · 0


.
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Avant d’envisager les the´ore`mes de de´rivation et d’inte´gration adapte´s, introduisons
un certain nombre de notations. Nous avons de´ja` de´fini [x]ℓ =
n−1∑
i=0
qiℓxie
i, posons alors
[∂]ℓ =
1
n
n−1∑
i=0
q−iℓ∂ie
−i. Il est facile de se convaincre que l’on a [∂]ℓ [x]k = δkℓ.
Nous pouvons donc e´noncer, sans de´monstration, les the´ore`mes de de´rivation et d’inte´-
gration.
The´ore`me de Cauchy-Riemann [27]
F est de´rivable en x si l’une des conditions suivantes et e´quivalentes est ve´rifie´e (il faut que
la valeur de dF (x)
dx
ne de´pende pas de la fac¸on dont x tend vers ze´ro; il faut e´galement faire
attention aux diviseurs de ze´ro)
1. ∂0fk(x0, · · · , xn−1) = sign(l−m)∂lfm(x0, · · · , xn−1). Ces relations constituent une ge´ne´-
ralisation directe des e´quations de Cauchy-Riemann.
2. [∂]ℓ [f(x0, · · · , xn−1)]k = δkℓ. La fonction [f(x0, · · · , xn−1)]0 est donc holomorphe et ne
de´pend que de [x]0.
3. F (x)dx =
n−1∑
i=0
ωie
i de´finit n une-formes ferme´es.
The´ore`me de Cauchy [27]
On conside`re un hypervolume ferme´ et oriente´ ∂Ω, ainsi que dσ =
n−1∑
i=0
(−1)idxˆiei, ou` dxˆi =
dx0 ∧ dx1 ∧ · · · ∧ dxi−1 ∧ dxi+1 ∧ · · · ∧ dxn−1, sa (n− 1)−forme surface.
∫
∂Ω
F (x)dσ = 0,
si l’une des conditions e´quivalentes est satisfaite
1. DF (x) ≡ n−1∑
i=0
ei∂iF (x) = 0;
2. Les n une-formes ω sont co-ferme´es.
En conclusion, une fonction F sera dite analytique si elle ve´rifie le the´ore`me de Cauchy
Riemann et co-analytique si elle satisfait aux conditions du the´ore`me de Cauchy. Bien en-
tendu, ces deux notions co¨ıncident sur lC , mais ce n’est plus vrai de`s que n > 2. A partir de la
de´finition de D, un calcul direct montre que si n est pair, la condition d’analyticite´ implique
celle de co-analyticite´ alors que quand n est impair, ces deux the´ore`mes sont incompatibles.
Autrement dit, l’analyse dans IMIlC n pre´sente de l’inte´reˆt si n est un nombre pair.
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On se limite donc aux nombres pairs, en remarquant que l’on peut e´crire x =
n
2
−1∑
i=0
zie
i,
avec zi = x1 + e
n/2xi+n
2
un nombre complexe usuel i ≡ en/2, si F est analytique en x, alors
DF (x) = 0 et donc F (x) est analytique en zi au sens des nombres complexes. Profitant de
cette proprie´te´, on de´finit Γ = ∂Ω0 × · · · × ∂Ωn
2
−1 ⊂ Ω avec Ωi =
{
x2i + x
2
n
2
+i < R
2
}
tel que
F restreint a` ∂Ωi soit holomorphe au sens des zi et on en de´duit le
The´ore`me des re´sidus
F (u) =
1
(2en/2π)n/2
∫
Γ
dz0
(z0 − u0) · · ·
dzn
2
−1
(zn
2
−1 − un
2
−1)
F (x).
On peut remarquer l’analogie frappante qu’il y a entre le the´ore`me des re´sidus ainsi obtenu
et celui associe´ a` lC n/2 [36]. Compare´ aux the´ore`mes analogues de´rive´s pour les alge`bres de
Clifford, nous avons un certain nombre de diffe´rences. Par exemple, la connaissance de F sur
la varie´te´ B = ×
n
2
−1
i=0
{
x2i + x
2
i+n
2
< R2
}
est obtenue a` partir d’une inte´grale sur une varie´te´
de dimension n/2, le squelette de B au lieu de l’hypersurface ∂B.
Enfin, a` partir du the´ore`me des re´sidus, il est possible d’e´crire
F (x) =
∑
{i}∈ZZ
n/2
Fi0i1···in
2
−1
zi00 · · · z
in
2
−1
n
2
−1 e
i0+···+in
2
−1 . (1.2.9)
Si en plus la fonction est analytique en x, on peut re´e´crire
F (x) =
∑
N∈ZZ
FNx
N . (1.2.10)
Bien entendu, il est primordial d’avoir la proprie´te´ d’analyticite´ pour pouvoir calculer les
coefficients FN , car si la fonction est uniquement co-analytique, les FN n’existent pas. On
peut s’en rendre contre sur l’exemple (n = 4) F (z0 + ez1) = z0z1 qui est co-analytique sans
eˆtre analytique.
1.2.3 Invariance conforme
L’invariance conforme, pre´servant la me´trique a` un facteur d’e´chelle pre`s, prend une dimen-
sion toute particulie`re dans le plan complexe. En effet, a` la diffe´rence des espaces de dimen-
sion plus grande, en 2D, le groupe conforme est de dimension infinie. De ce fait, l’invariance
conforme est devenue un outil indispensable lors de l’e´tude des phe´nome`nes critiques [37]
ou de la the´orie des cordes [38]. Ce caracte`re singulier provient du fait que dans un espace
bi-dimensionnel, le degre´ de la me´trique (forme quadratique) et celui de la forme “volume”
co¨ıncident.
Etant donne´ que les multicomplexes ont une norme de´finie par un polynoˆme homoge`ne de
degre´ n e´quivalent au polynoˆme p(x) = x1x2 · · ·xn et que, en outre, un tel polynoˆme de´finit
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parfaitement un n−volume, on est en droit de se demander si des proprie´te´s similaires a` celles
propres aux espaces bi-dimensionnels existent. Il est donc inte´ressant d’e´tudier le groupe
des transformations pre´servant la norme (1.2.3) a` un facteur d’e´chelle pre`s, ainsi que ses
implications pour l’e´tude des phe´nome`nes critiques pour des dimensions plus grandes que
deux, ou meˆme pour l’e´tude d’objets au-dela` des cordes, les d−branes. A cet e´gard, Gervais
[29] a tente´ d’appliquer aux 3−branes ses re´sultats sur les multicomplexes d’ordre 4 et dans
la re´fe´rence [39], il a e´te´ e´tabli que pour un espace de dimension n muni d’une n−me´trique,
on obtenait un groupe de syme´trie infini.
En vue d’e´tudier l’invariance conforme adapte´e aux multicomplexes, introduisons la base
de l’espace tangent ei = [∂]i. Dans cette base, la n−me´trique se re´e´crit
(ei1 , ei2, · · · , ein) = γi1i2···in , (1.2.11)
ou` γi1i2···in =
1
n!
si tous les indices sont diffe´rents, et ze´ro sinon.
Un calcul direct [27] montre que les transformations qui laissent la n−me´trique γ invari-
ante a` un facteur d’e´chelle pre`s sont les transformations analytiques
[x]ℓ −→ Fℓ([x]ℓ), avec [∂]k Fℓ = δkℓ (1.2.12)
γ(x)i1···in −→ γ′(x′)i1···in = Ω(x)γ(x)i1···in.
Si on conside`re les transformations infinite´simales [x′]ℓ = [x]ℓ + ǫfℓ(x), ainsi que les
the´ore`mes e´nonce´s pre´ce´demment (re´sidus plus analyticite´) qui nous permettent de de´velop-
per fℓ([x]ℓ) en se´rie de Laurent, on obtient n copies de l’alge`bre de Virasoro sans charge cen-
trale ([ℓn]k = − ([x]k)1−n [∂]k) engendrant les transformations “conformes” adapte´es aux mul-
ticomplexes. Donc, dans un espace dont la dimension est e´gale au rang du tenseur me´trique,
les transformations “conformes” deviennent un groupe de dimension infinie. On peut donc,
par analogie, de´finir un champ primaire Φ de poids conformes (d1, · · · , dn) comme e´tant un
champ se transformant de la fac¸on suivante
Φ′([x′]0 , · · · , [x′]n−1) =
n−1∏
ℓ=0
(
dFℓ
d [x]ℓ
)−dℓ
Φ([x]0 , · · · , [x]n−1). (1.2.13)
Pour clore cette partie, nous mentionnerons que, tout comme dans le plan complexe, il
est possible de de´finir, dans IMIlC n comple´te´ d’un point a` l’infini, un groupe globalement
inversible, analogue aux transformations homographiques [27], au prix du prolongement de
x−1 de´fini ci-dessus
x −→ (ax+ b)(cx+ d)−1, a, b, c, d ∈ IMIlC n, ab− cd = 1, (1.2.14)
que nous pouvons noter SL(2, IMIlC n).
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Face aux grandes similitudes existant entre lC et IMIlC n, il paraˆıt le´gitime de se demander
si les multicomplexes peuvent avoir une utilite´ dans la description de certains phe´nome`mes
physiques, voire mathe´matiques, lorsque ceux-ci sont sous-tendus par des formes non-quadra-
tiques ou bien des syme´tries ZZn par exemple.
1.3 n2−ions
Dans notre e´tude des alge`bres de Clifford ge´ne´ralise´es, nous avons e´te´ amene´s a` conside´rer
une structure engendre´e par un ge´ne´rateur et permettant de construire une extension des
nombres complexes. Dans le cas quadratique, les quaternions en constituent la ge´ne´ralisation
directe. Suivant la meˆme logique, nous nous sommes penche´s sur les structures engendre´es
par deux ge´ne´rateurs e1 et e2 satisfaisant e1e2 = qe2e1, e
n
1 = e
n
2 = 1, et nous avons obtenu
les n2−ions introduits d’abord par Sylvester puis par Cartan. Ce dernier a de´montre´ que les
n2−ions contenaient les quaternions, re´sultats que nous pouvons retrouver [40] en utilisant
la de´composition (1.1.9). C’est a` partir de cette inclusion que nous avons pu interpre´ter le
re´sultat de Finkelstein [41] c’est-a`-dire tisser un lien entre les n2−ions et ce qu’il avait appele´
les varie´te´s d’hyperspin. Ces dernie`res avaient e´te´ introduites de fac¸on a` concilier les varie´te´s
de spin (adapte´es pour les espaces de dimension 2d) et les the´ories de Kaluza-Klein (intro-
duites pour incorporer la gravitation au coˆte´ des interactions fondamentales [42]). Ces varie´te´s
ont alors e´te´ munies d’une n−me´trique invariante sous SL(n, lC ), et redonnent, dans une cer-
taine limite, la me´trique de Minkowski. Cette limite peut eˆtre interpre´te´e alge´briquement
par l’inclusion des quaternions dans les n2−ions.
Rappelons brie`vement nos re´sultats [40]. La relation (1.1.9) permet de construire les
ge´ne´rateurs des m2−ions a` partir de ceux des n2−ions (m < n)
f1 =
m−1∑
i=0
hk+1,k avec hm,m−1 ≡ h0,m−1
f2 =
m−1∑
i=0
rkhkk, avec r = exp (2iπ/m) (1.3.1)
f1f2 = rf2f1 f
m
1 = f
m
2 =
m−1∑
i=0
hkk ≡ P (m|n),
avec P (m|n), l’ope´rateur de projection de C2n sur C2(m|n) que l’on identifie comme e´tant l’identi-
te´ de C2(m|n). Ainsi, il est facile de montrer que (on note C2(m|n) l’alge`bre des m2−ions vue en
tant que sous-alge`bre des n2−ions –voir [40] et la re´fe´rence de Cartan donne´e dans [40] pour
plus de de´tails–)
C2(m|n) ⊗ C2(n−m|n) ⊂ C2n. (1.3.2)
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Si, pour les n2−ions, on utilise la repre´sentation matricielle e1 = σ1, e2 = σ2,
x =
n−1∑
a,b=0
xabe
a
1e
b
2 −→ X =
n−1∑
a,b=0
xabσ
a
1σ
b
3 (1.3.3)
avec Xij =
n−1∑
b=0
qjbxj−i,b.
On peut, comme avant, de´finir une norme ||x||2n = det (XX∗) (X n’est a` priori pas
hermitique), il apparaˆıt alors imme´diatement que le groupe de transformations pre´servant la
me´trique est SLL(n, lC )⊗ SLR(n, lC ) [40]
X ′ = LXR, (detX ′ = detX) (1.3.4)
L,R = exp

 ∑
(a,b)6=(0,0)
φL,Rab e
a
1e
b
2

 detL = detR = 1.
On peut donc construire les ge´ne´rateurs de SU(n) a` partir des e´le´ments de C2n, la relation
entre SU(n) et les n2−ions a de´ja` e´te´ e´tudie´e [26]. On voit donc que, tout comme les quater-
nions permettent d’e´tudier la composition des rotations dans IR 3, les quaternions ge´ne´ralise´s
conduisent a` des re´sultats similaires pour SL(n, lC ). En outre, dans la limite (1.3.2) le groupe
d’invariance se re´duit a` SLL(m, lC ) ⊗ SLR(m, lC ) ⊗ SLL(n − m, lC ) ⊗ SLR(n − m, lC ). Ceci
nous permet de retrouver, dans une certaine limite [40], le groupe de Lorentz SL(2, lC ) ainsi
que les re´sultats de [41]. Nous n’aborderons pas l’e´tude de cette limite.
Le fait d’avoir insiste´ sur les quaternions ge´ne´ralise´s nous permet de mettre en avant un
certain nombre de diffe´rences par rapport aux quaternions
1. Les matrices de Pauli line´arisent le polynoˆme x2 + y2 + z2 invariant sous SO(3), or
SO(3) est inclus dans SO(1, 3), le groupe d’invariance des quaternions. Par contre, les
matrices de Pauli ge´ne´ralise´es permettent la line´arisation de xn + yn + zn, polynoˆme
admettant un groupe discret de syme´trie.
2. Si on calcule, pour n = 2,
exp
(
i~φ~σ
)
= cos(~φ.~φ) + i sin(~φ.~φ)
~φ~σ
~φ.~φ
,
on obtient une relation ferme´e. Une telle relation n’est bien entendu plus vraie quand
n > 2.
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1.4 Applications
Les applications des extensions des alge`bres de Clifford sont trop nombreuses pour que nous
puissions en faire une pre´sentation exhaustive. Nous nous limiterons donc aux cas qui ont
un rapport direct avec notre e´tude. On pourra se reporter a` l’introduction de Kwasniewski
[18], ou a` la re´fe´rence [12] ainsi qu’a` [26] pour plus de pre´cisions
• H. Weyl [43] a le premier remarque´ que l’alge`bre C2n conduisait naturellement a` la
me´canique quantique finie. Cette ide´e a e´te´ renforce´e par Schwinger [44] qui a montre´
que σ1 et σ3 formaient un ensemble complet d’ope´rateurs unitaires. A partir de ces
points de de´part, la me´canique quantique a pu eˆtre obtenue comme une limite ou`
n → ∞ de C2n, autrement dit, les ope´rateurs d’impulsion et de position, engendrant
l’alge`bre de Heisenberg, ont e´te´ de´rive´s dans cette limite [45]. Re´sultats qui seront mis
en lumie`re au cours du chapitre prochain.
• Ces alge`bres, ainsi que les fonctions trigonome´triques d’ordre n, apparaissent naturelle-
ment dans des mode`les ge´ne´ralisant le mode`le d’Ising. Ainsi dans le mode`le de Potts,
la fonction de partition s’exprime a` partir des matrices Γ [46]. Le calcul n’a cependant
pas pu eˆtre mene´ jusqu’au bout.
• Nous avons montre´ qu’il e´tait possible, a` partir du proce´de´ de line´arisation [47], de
remplacer un syste`me de m e´quations non-line´aires a` m inconnues, par un syste`me
d’e´quations aux valeurs propres. Cette me´thode constitue une ge´ne´ralisation de la
me´thode de Cramer pour un syste`me quelconque. Nous avons, en outre, e´tudie´ la
compatibilite´ d’un syste`me contenant plus d’e´quations que d’inconnues, sans avoir a` le
re´soudre explicitement.
• Graˆce a` la structure ZZn−gradue´e des extensions d’alge`bres de Clifford, et parce que
ses ge´ne´rateurs sont dans une repre´sentation du groupe des tresses (voir la relation
(1.1.6)), il apparaˆıt que ces extensions joueront un roˆle conside´rable lors de l’e´tude
des de´formations de certaines alge`bres, voir des groupes quantiques, ou de l’ extension
des the´ories supersyme´triques. Nous consacrerons les deux prochains chapitres a` ces
ge´ne´ralisations.
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Chapter 2
Alge`bre de Heisenberg q−de´forme´e et
q−oscillateurs
Etant donne´ que les particules e´le´mentaires apparaissent dans des repre´sentations appro-
prie´es de groupes de syme´trie, la classification de tels groupes va dans le sens d’une compre´-
hension des interactions fondamentales ainsi que des proprie´te´s des particules. La premie`re
classification, pour les alge`bres de Lie compactes, a e´te´ effectue´e par Cartan. Depuis l’e´mer-
gence de la supersyme´trie [48], on s’est rendu compte que cette nouvelle syme´trie, de´passant
le cadre des alge`bres de Lie, permettait de combler un certain nombre de lacunes que le
mode`le standard ne re´solvait pas (hie´rarchie, constante cosmologique, etc.). D’un point de
vue mathe´matique, la classification des alge`bres supersyme´triques (super-alge`bres) a e´te´
mene´e a` bien dans [49].
D’apre`s le the´ore`me de Noether les syme´tries fondamentales sont engendre´es, apre`s la
seconde quantification, par des courants conserve´s de´finis a` partir des champs. Suivant le
caracte`re bosonique ou fermionique, les champs seront quantifie´s par des relations de com-
mutation ou d’anticommutation. On s’attend donc a` ce que toutes les (super-)alge`bres de
Lie puissent se de´finir en termes d’oscillateurs. Si on introduit une se´rie de n oscillateurs
bosoniques (ai, a
†
i ), il est facile de se convaincre que les e´le´ments Mij = a
†
iaj engendrent
l’alge`bre de Lie GL(n, lC ) [50]
[
a†i , a
†
j
]
= 0, [ai, aj ] = 0,
[
ai, a
†
j
]
= δij
[Mij ,Mkl] =Milδjk −Mkjδil.
Ce re´sultat s’e´tend a` toutes les alge`bres de Lie compactes [50, 51]. Il peut meˆme eˆtre ge´ne´ralise´
aux alge`bres de Lie non-compactes [51]. On peut e´galement faire la meˆme construction avec
une se´rie de n oscillateurs fermioniques et envisager une description analogue, av
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oscillateurs bosoniques et fermioniques, pour les super-alge`bres de Lie [51] (ainsi que les
re´fe´rences contenues dans [51]).
Pour les oscillateurs bosoniques, les ope´rateurs de cre´ation et d’annihilation sont associe´s
a` l’alge`bre de Heisenberg engendre´e par un ope´rateur position et son moment conjugue´. En
ce qui concerne les fermions, c’est une alge`bre de Clifford qui correspond aux oscillateurs
et les variables sont auto-conjugue´es. Ces deux alge`bres ont des proprie´te´s distinctes, les
premie`res n’admettent pas de repre´sentation de dimension finie alors que les secondes, si. Ce
distinguo est bien e´videmment lie´ aux statistiques diffe´rentes des deux syste`mes. Ces deux
structures alge´briques sont a` la base d’un grand nombre de re´alisations concre`tes en physique
des particules.
Nous avons, lors du premier chapitre, e´tudie´ des extensions de l’alge`bre de Clifford et
de Grassmann, extensions engendre´es par un polynoˆme de degre´ n admettant une syme´trie
ZZn. On peut donc le´gitimement se demander si tout ce qui a pu eˆtre fait avec succe`s pour
les fermions, c’est-a`-dire les alge`bres de Clifford et de Grassmann, est envisageable pour les
alge`bres de Clifford ge´ne´ralise´es. Etant donne´ que l’alge`bre de Clifford est une quantifica-
tion de l’alge`bre de Grassmann (on reviendra sur ce point dans le chapitre 3), il semble
qu’un bon point de de´part consiste en l’e´tude de G1n, l’alge`bre de Grassmann ge´ne´ralise´e.
La premie`re e´tape va donc consister a` de´finir une variable conjugue´e pour θ ∈ G1n, c’est-
a`-dire construire une de´rivation. Ce faisant, nous obtiendrons une alge`bre de Heisenberg
q−deforme´e Hq,n (q = exp (2iπ/n)) [52, 53], re´sultat qui sera re´obtenu dans le chapitre suiv-
ant par quantification de G1n. On verra ensuite que Hq,n est connecte´e aux q−oscillateurs
introduits inde´pendamment par Biedenharn et Macfarlane [54]. Nous e´tudierons en de´tail
cette structure alge´brique. Ensuite, nous verrons comment e´tendre les re´sultats obtenus pour
une variable lorsque plusieurs variables sont conside´re´es. A la diffe´rence des polynoˆmes
quadratiques, suivant le comportement des diffe´rentes familles d’oscillateurs, nous aurons
une structure distincte.
Tout comme l’alge`bre de Clifford s’ave`re eˆtre l’outil de base pour la construction des
the´ories supersyme´triques, certaines alge`bres, obtenues par quantification de Gpn, seront les
e´le´ments permettant de construire des the´ories allant au-dela` de la supersyme´trie, extension
dont nous parlerons dans le dernier chapitre [58, 59, 60, 61, 62, 63, 64, 66, 67, 68].
Toutefois, une approche diffe´rente peut eˆtre envisage´e a` partir des alge`bres de Heisenberg
q−de´forme´es ou des q−oscillateurs, qui consiste a` introduire des de´formations des syme´tries
(groupes quantiques [69] et alge`bres de´forme´es [70]). Il transparaˆıt une certaine similitude
entre cette approche, que nous n’aborderons pas, et les structures que nous conside´rons. On
peut s’en rendre compte en analysant les relations (1.1.6) et (1.1.10) qui traduisent que les
variables de Clifford et de Grassmann ge´ne´ralise´es sont dans une repre´sentation du groupe
des tresses. A cet e´gard, on verra que Cpn et Gpn admettent une R−matrice (c.f. eq.(2.3.3)). Face
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a` la litte´rature abondante sur les groupes quantiques et les q−oscillateurs, nous renverrons
le lecteur a` la re´fe´rence de J. Fuchs [55], nous nous bornerons par la suite a` e´voquer certaines
applications des groupes quantiques ou des alge`bres q−de´forme´es ayant une relation plus ou
moins directe avec nos re´sultats. Certains des re´sultats que nous allons pre´senter ont tre`s
probablement des applications dans ce domaine, mais nous n’avons pas exploite´ cette voie.
Notons enfin que les structures que nous conside´rons ont un champ d’application rela-
tivement vaste dans le cadre des alge`bres de Lie ge´ne´ralise´es [56] et ouvrent des perspectives
a` d’autres extensions possibles de la supersyme´trie, que nous mentionnerons au chapitre
suivant.
2.1 Alge`bre de Heisenberg q−de´forme´e
2.1.1 De´rivation
Nous allons d’abord conside´rer l’alge`bre G1n, engendre´e par une variable θ, telle que θn = 0.
Une telle alge`bre est donc constitue´e des polynoˆmes de degre´ (n− 1) en θ,
n−1∑
i=0
fiθ
i. (2.1.1)
Une de´rivation sur G1n peut eˆtre vue comme un automorphisme (infinite´simal) de G1n sur
elle-meˆme. Une telle approche pour munir G1n d’une de´rivation a e´te´ suivie par Filipov, Isaev
et Kurdikov [53] et de´bouche alors sur une re`gle de Leibniz adapte´e, comme nous allons le
voir. Conside´rons donc une de´rivation ∂, e´galement nilpotente (∂n = 0) qui, par de´finition,
donne
∂(1) = 0
∂(θa) ∼ θa−1, (2.1.2)
pour connaˆıtre pre´cise´ment le second membre de l’e´quation (2.1.2), on utilise la re`gle de
Leibniz adapte´e
∂ (θa) = ∂ (θ) θa−1 + αθ∂ (θ) θa−2 + · · ·+ αa−1θa−1∂ (θ) . (2.1.3)
Si a = n, ∂ : 0 = θn −→ 0, et donc, 1 + α + · · · + αn−1 = 0. De ce fait, α est une racine
n−ie`me de l’unite´. Il y a donc (n− 1) de´rive´es distinctes (α = qi) qui sont solutions, et
∂i (θ
a) =
1− qia
1− qi θ
a−1 = {a}i θa−1. (2.1.4)
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Il est facile, a` partir de (2.1.4), d’obtenir la relation constituant la de´finition de l’alge`bre de
Heisenberg qi−de´forme´e Hqi,n
∂iθ − qiθ∂i = 1. (2.1.5)
Une telle relation a e´te´ mise en e´vidence pour la premie`re fois dans [58], puis utilise´e par
les auteurs des Re´fs. [59, 60]. Cette structure alge´brique a e´te´ rede´couverte inde´pendamment
par Baulieu et Floratos [52] ansi que dans [71, 72]. Elle peut eˆtre relie´e aux q−oscillateurs [54].
Notons enfin que, si n n’est pas un nombre premier (n = n1n2), les (n−1) de´rive´es obtenues
ne sont pas toutes e´quivalentes. En effet, un calcul direct nous indique que ∂1 est nilpotente
d’ordre n alors que ∂n1 est nilpotente d’ordre n2. Quoi qu’il en soit, inde´pendamment de n, il
existe au moins deux de´rive´es ∂1 ≡ ∂θ et ∂n−1 ≡ δθ nilpotentes d’ordre n. On peut remarquer
que les relations de de´finition des ∂i contiennent les nombres q
i−de´forme´s {a}i = 1−qai1−qi de´ja`
introduits par Euler, et ces nombres redonnent a dans la limite q → 1. Si on se limite aux
alge`bres de Grassmann, il n’est pas utile d’introduire de tels nombres, du fait qu’ils sont
cache´s. Il s’ensuit donc que la seule relation qui nous inte´resse est ∂θ = 1, e´tant donne´ que
θ2 = 0.
La structure diffe´rentielle exhibe´e (2.1.5) n’est pas la seule envisageable et pour une e´tude
syste´matique des diverses possibilite´s, on peut consulter la re´fe´rence [53]. Cependant, c’est
la structure (2.1.5) qui s’ave`rera eˆtre la base de la ge´ne´ralisation de la supersyme´trie que
nous conside´rerons au cours du chapitre 3.
2.1.2 Repre´sentations
Il est bien connu que les variables de Grassmann admettent une repre´sentation de dimension
2 conduisant a` la description des fermions. Il peut donc s’ave´rer utile de mettre en e´vidence
les repre´sentations de l’alge`bre de Heinsenberg q−de´forme´e. Une repre´sentation matricielle a
e´te´ construite dans les Re´f. [53, 65]. Nous avons montre´ [57] que les repre´sentations de Hq,n
sont de dimension kn et seule, celle de dimension minimale, est irre´ductible. Pour aboutir
a` ce re´sultat, on peut proce´der de trois manie`res diffe´rentes. Soit montrer, par un calcul
direct mais tre`s fastidieux, que (x∂ + yθn−1)
n ∼ xn−1y car n−1∑
a=0
∂aθn−1∂n−a−1 ∼ 1 [65], soit
utiliser les re´sultats des extensions de la supersyme´trie [58, 59] base´es sur les variables θ et ∂
qui conduisent au meˆme re´sultat, soit enfin, utiliser directement la repre´sentation matricielle
[53, 65, 57]. Celle-ci peut eˆtre obtenue a` partir de l’expression donne´e pour θ au chapitre
sur les alge`bres de Grassmann ge´ne´ralise´es (1.1.12), puis en re´solvant l’e´quation (2.1.5) pour
i = 1
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θ =


0 · · · 0 0
1 · · · 0 0
...
. . .
. . .
...
0 · · · 1 0

 ∂θ =


0 {1}1 0 · · · 0
0 0 {2}1 · · · 0
...
. . . 0
0 · · · . . . {n− 1}1
0 · · · · · · 0


. (2.1.6)
Il est amusant de constater que l’on peut relier les deux matrices (2.1.6) par une transforma-
tion de Fourier finie [57] ∂θ = FθF−1 avec Fij = 1{i−1}1!δi+j−n−1,0. On voit donc, a` partir des
matrices (2.1.6), que (x∂ + yθn−1)
n
= {n − 1}1!xn−1y ({a}1! = {1}1 · · · {a}1). Autrement
dit, θ et ∂θ engendrent une repre´sentation de l’alge`bre de Clifford du polynoˆme x
n−1y. Ce
faisant, Hq,n est une repre´sentation de Cxn−1y. Arguant que (2.1.6) est une repre´sentation
fide`le de Hq,n, on en de´duit que toutes les autres repre´sentations de Hq,n seront de dimension
kn. On peut alors montrer que celles-ci sont re´ductibles et consistent en k copies de celle
obtenue ci-dessus [57].
On munit alors Hq,n de la graduation naturelle gr(θ) = 1, gr(∂θ) = −1 (mod. n). Un
calcul peu inte´ressant, utilisant par exemple la repre´sentation matricielle (2.1.6), permet de
montrer que les matrices Hii, de graduation 0 (voir section (1.1.2.1.)), sont engendre´es par
les n e´le´ments (1, ∂θθ, · · · , ∂n−1θ θn−1). Bien entendu, les matrices Hi+ai, de graduation a, sont
obtenues e´galement a` partir des e´le´ments de graduation a de Hq,n. Les autres de´rive´es ∂i 6=1
(de graduation −1) s’expriment donc a` partir de (θn−1, ∂θ, ∂2θθ, · · · , ∂n−1θ θn−2) et l’alge`bre est
comple`tement spe´cifie´e par la donne´e des trois e´le´ments q, θ et ∂θ. Il s’ensuit donc
Hq,n

 ∼ Hqi,n si n est premier⊃ Hqi,n si n n′est pas premier et i divise n. (2.1.7)
2.1.3 Inclusions
On s’inte´resse maintenant a` une variable de Grassmann ge´ne´ralise´e d’ordre n = n1n2, avec
n1 et n2 deux nombres premiers. Nous avons montre´ [64] qu’ il est facile de construire, a`
partir de θ et ∂θ, θ1 = θ
n2 ∈ Hqn2 ,n1 ≡ Hq1,n1 ⊂ Hq,n, ainsi que la de´rive´e ∂θ1 , de graduation
−n1 (c.f. la remarque de la section pre´ce´dente). On peut donc obtenir l’alge`bre Hq1,n1 comme
une sous-alge`bre de Hq,n. On conside`re l’application
f2 : Hq,n −→ Hq,n
θ 7−→ θ1 = θn2
∂θ 7−→ ∂θ1 (2.1.8)
q 7−→ q1 = qn2,
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on peut facilement se rendre compte que f2 est un homomorphisme d’alge`bre, et donc que
Hq1,n1 est isomorphe a` Hq,n/Ker(f2). Il est e´galement possible de de´finir un autre isomor-
phisme: ∂θ → (∂θ)n2 ; θ → θ1. Cette proprie´te´ sera fort utile dans le chapitre suivant.
2.2 q-oscillateurs
2.2.1 Alge`bre des q−oscillateurs
Tout comme l’alge`bre de Heisenberg est relie´e naturellement aux oscillateurs bosoniques, il
est possible de construire, a` partir de Hq,n, une alge`bre d’oscillateurs q−de´forme´s [54] (quand
q = −1, on a une co¨ıncidence triviale entre ces deux structures alge´briques). Notons tout
d’abord que la repre´sentation matricielle nous permet de mettre en e´vidence un ope´rateur
nombre [65]
N =
n−1∑
i=1
(1− q)
(1− qi)
i
θi∂iθ (2.2.1)
[N , θ] = θ, [N , ∂θ] = −∂θ.
On peut alors montrer (en utilisant la repre´sentation matricielle par exemple) que l’on a
qN = σ3, σ3θ = qθσ3, σ3∂θ = q
−1∂θσ3. (2.2.2)
Enfin, a` partir de (2.1.5), on peut e´tablir le meˆme re´sultat, a` savoir que (∂θθ − θ∂θ)θ =
qθ(∂θθ − θ∂θ) et (∂θθ − θ∂θ)∂θ = q−1∂θ(∂θθ − θ∂θ) [53], c’est-a`-dire que ∂θθ − θ∂θ = qN .
Pour introduire les q−oscillateurs, a` partir de Hq,n, on pose a† = θσ−1/43 , a = σ−1/43 ∂θ. On
observe alors que
aa† = σ
−1/2
3 ∂θθ = ∂θθσ
−1/2
3 , a
†a = q1/2θ∂θσ
−1/2
3 , (2.2.3)
et on obtient donc l’alge`bre des q-oscillateurs

 aa
† − q1/2a†a = q−N/2
aa† − q−1/2a†a = q−N/2σ3 = qN/2.
(2.2.4)
En fait, la de´monstration produite ici n’est rien d’autre que l’inverse de la de´monstration
primitive faite par Biedenharn [54], permettant de passer du syste`me a, a† au syste`me θ, ∂θ.
L’e´quation (2.2.4), de´finissant le syste`me de q-oscillateurs, est d’ailleurs vraie pour toutes
les valeurs de q. Cependant, seulement lorsque q est une racine primitive de l’unite´, l’alge`bre
(2.2.4) est de dimension finie. L’espace de Fock est donc constitue´ des e´tats |k〉 , k = 0, 1 · · ·,
orthonorme´s [54]
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a† |k〉 =
√
[k + 1] |k〉
a |k〉 =
√
[k] |k − 1〉 (2.2.5)
N |k〉 = k |k〉 ,
avec [x] = q
x/2−q−x/2
q1/2−q−1/2
. La repre´sentation de l’alge`bre des q−oscillateurs est donc construite
a` partir d’un vide annihile´ par a. Etant donne´ que les relations de de´finition de H font
intervenir q1/2 au lieu de q, il vient que (quand q est une racine primitive de l’unite´) a et a†
sont bien conjugue´s hermitiques l’un de l’autre ([k] est toujours positif). Lorsque q est re´el
c’est e´galement le cas. En fait en e´tudiant l’alge`bre (2.2.4) on voit que les e´quations sont
stables par conjugaisons uniquement dans ces deux cas (pour q = exp(2iπ/n) e´tant donne´
que la seconde e´quation manquait dans les premiers articles, cette proprie´te´ n’avait pas e´te´
observe´e).
On voit, a` partir de ces relations, que si q est une racine primitive de l’unite´, on a
[n] = 0. Le caracte`re fini de l’espace de Hilbert est directement induit par le fait que les
q-oscillateurs sont nilpotents. Les vecteurs d’e´tats |k〉 apparaissant dans l’e´quation (2.2.5)
sont aussi construits a` partir de θ et ∂θ, θ |k〉 =
√
{k + 1}1 |k + 1〉 , ∂θ |k〉 =
√
{k}1 |k − 1〉,
le passage aux matrices (2.1.6) se faisant par un changement de base.
Toujours lorsque qn = 1, on peut trouver une autre repre´sentation dite cyclique, pour
laquelle a |0〉 = 0 et a† |n〉 ∼ |0〉 [73]. Il est inte´ressant de constater que celle-ci admet comme
point de de´part l’alge`bre C2n au lieu de l’alge`bre de Grassmann ge´ne´ralise´e associe´e. C’est
d’ailleurs en identifiant σ1 ≡ exp(2iπ/nP ), σ3 ≡ exp(iQ), que, dans la limite n→∞, on voit
que P,Q engendre l’alge`bre de Heisenberg [45, 73].
Il existe enfin une troisie`me repre´sentation, construite a` partir d’ope´rateurs bosoniques
(b†, b,N ) [77]
a =
(
[N + 1]
N + 1
)1/2
b, a† = b†
(
[N + 1]
N + 1
)1/2
.
Si q est une racine primitive de l’unite´, celle-ci consiste en secteurs disconnecte´s les uns des
autres.
2.2.2 Base des e´tats cohe´rents
Il est e´galement possible, pour q arbitraire, de de´finir une base des e´tats cohe´rents. Intro-
duisons deux variables θ et θ¯ satisfaisant θθ¯ = qθ¯θ, commutant avec a, a† et, lorsque q est
une racine de l’unite´, ve´rifiant θn = θ¯n = 0 [54, 76, 77]. On e´tablit alors simplement que
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|θ〉 = ∑
k
θk√
[k]!
|k〉 ≡ expq
(
θa†
)
|0〉
a |θ〉 = θ |θ〉 (2.2.6)
〈p|θ〉 = θ
p√
[p]!
.
Si on de´finit (qn = 1) 〈θ| = 〈0| expq
(
aθ¯
)
, alors ce vecteur sera e´tat propre de a† : 〈θ| a† =
〈θ| θ¯. On a donc 〈θ|p〉 = θ¯p√
[p]!
.
Bien entendu, la somme est finie si q est une racine primitive de l’unite´. La fonction
expq x =
∑
k
xk
[k]!
, constituant une ge´ne´ralisation de la fonction exponentielle, joue un roˆle cen-
tral dans ce type de structures alge´briques; elle est de´nomme´e exponentielle q−de´forme´e. Elle
est constitue´e de n termes quand qn = 1. C’est cette constation, nous permettant d’associer
deux variables “classiques”(θ, θ¯) au syste`me (a, a†) ou a` (θ, ∂θ), qui constitue une seconde
de´monstration de l’assertion la quantification des variables θ et θ¯ conduit a` l’alge`bre Hq,n
ou a` celui des q-oscillateurs; ce proce´de´ de quantification a e´te´ suivi dans [52]. Nous verrons
une autre justification au chapitre suivant. L’introduction d’une base des e´tats cohe´rents a
e´te´ rede´couverte dans les re´fe´rences [52, 71].
L’alge`bre (2.2.4) peut eˆtre vue comme une de´formation des relations de commutation de
l’oscillateur bosonique, et, de ce fait, (a, a†) a e´te´ appele´ q−boson. Il est e´galement possible
de de´finir une de´formation de l’oscillateur fermionique [74, 75] en introduisant un signe
dans la relation de commutation de l’e´quation (2.2.4). A partir de familles de q−bosons,
commutantes les unes par rapport aux autres, ou ve´rifiant des relations plus complique´es,
similaires a` celles des variables de Grassmann et de Clifford ge´ne´ralise´es (1.1.6,1.1.10), sui-
vant la me´thode de Jordan-Wigner, une construction explicite des ge´ne´rateurs de certaines
alge`bres de´forme´es a e´te´ obtenue [54, 77, 78, 79, 73]. Il est e´galement possible de construire
des extensions q−de´forme´es des alge`bres conformes [80, 73] ou des superalge`bres [78, 81].
2.3 Famille de q−oscillateurs
Un certain nombre de raisons nous donnent envie d’aller au-dela` du syste`me constitue´ d’un
oscillateur unique: ainsi par exemple, les re´sultats mentionne´s au paragraphe pre´ce´dent, et
surtout le fait qu’un syste`me physique n’est jamais constitue´ d’un seul oscillateur. A la
diffe´rence de ce qui se passe pour les syste`mes bosoniques et fermioniques, ou` le passage
d’un oscillateur a` un nombre arbitraire d’oscillateurs est unique (modulo une transformation
de Klein pour les fermions), de`s que l’on conside`re les q−oscillateurs, ou les alge`bres de
Heisenberg q−de´forme´es, ce n’est plus vrai. Suivant les postulats de de´part, on aura une
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structure avec des proprie´te´s distinctes et des covariances diffe´rentes, c’est-a`-dire des groupes
de stabilite´ distincts.
2.3.1 Syste`mes de q−oscillateurs
La fac¸on naturelle de conside´rer un syste`me multi-oscillateurs consiste a` introduire une
famille de p q−bosons inde´pendants ou, ce qui revient au meˆme, p alge`bres de Heisenberg
q−de´forme´es commutantes ⊗pHq,n ((ξi, ∂ξi ,Ni)i = 1, · · ·p). Ensuite, on de´finit une transfor-
mation de Klein adapte´e permettant, a` partir des oscillateurs ξ, ∂ξ, de construire un autre
syste`me. Bien e´videmment, toutes les alge`bres construites par ce proce´de´ he´riteront des pro-
prie´te´s de Hn,q; elles admettront en particulier une repre´sentation de dimension finie lorsque
qn = 1.
2.3.1.1. Quantification de l’alge`bre de Grassmann ge´ne´ralise´e.
A partir de p variables commutantes, il est facile de de´finir p variables q−mutantes, et
ainsi de de´finir une alge`bre de Grassmann ge´ne´ralise´e ve´rifiant les relations (1.1.10). Si en
outre on veut pre´server la proprie´te´ de de´rivation (2.1.5), c’est-a`-dire munir l’alge`bre Gpn d’une
structure diffe´rentielle, nous avons montre´ qu’il n’y a qu’un choix unique pour exprimer θi, ∂θi
en fonction de ξi, ∂ξi [63]
ξi −→ θi =

∏
j<i
qNj

 ξi (2.3.1)
∂ξi −→ ∂θi =

∏
j<i
q−Nj

 ∂ξi .
On peut noter que la premie`re expression, du fait de la proprie´te´ qN = σ3, traduit les relations
(1.1.10). Les couples θi, ∂θi ve´rifient alors les relations de q-mutations suivantes


θiθj = qθjθi, i < j
∂θi∂θj = q∂θj∂θi , i < j
∂θiθi − qθi∂θi = 1
∂θiθj = q
−1θj∂θi , i < j
∂θjθi = qθi∂θj , i < j.
(2.3.2)
Une telle transformation est une adaptation de la transformation de Klein, engendrant a`
partir d’ un syste`me de p fermions commutant, un syste`me de fermions anticommutant, aux
syste`mes q−mutant. Ces relations ont e´galement e´te´ mises en e´vidence dans [83]. Ces auteurs
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sont partis de la premie`re e´quation des relations (2.3.2) et, en imposant une covariance sous
le groupe Euclidien q−de´forme´, ont obtenu le reste des relations.
En outre, on peut montrer que l’espace ainsi construit admet une R−matrice [84, 85]
Ri1i2j1j2 = δ
i2
j1δ
i1
j2
(
1 + (q − 1)δi1i2
)
+ (q − 1/q)δi1j1δi2j2Θ(i2 − i2). (2.3.3)
En interpre´tant R comme une application de Hq,n ⊗ Hq,n dans elle-meˆme, et en indic¸ant
par 1, 2 les e´le´ments du premier (second) espace, on peut re´e´crire (1.1.10) sous la forme
(R12− q)θ1θ2 = 0, avec Θ(i1− i2) = 1 si i2 > i1 et ze´ro sinon. Si maintenant, on conside`re le
produit de trois espaces Hq,n⊗Hq,n⊗Hq,n, un calcul direct montre que R satisfait l’e´quation
de Yang-Baxter R12R23R12 = R23R12R23 [86].
2.3.1.2. L’hyperplan quantique.
Une autre possibilite´ pour construire un syste`me de q−oscillateurs est de faire agir les
ope´rateurs nombres syme´triquement pour θ et ∂θ. Suivant le principe de la transformation
de Klein, introduite au paragraphe pre´ce´dent, de´finissons
ξi −→ ηi = ξi
∏
j>i
qNj/2 (2.3.4)
∂xii −→ ∂ηi = ∂ξi
∏
j>i
qNj/2,
les variables η, ∂η satisfont alors


ηiηj = q
1/2ηjηi, i < j
∂ηi∂ηj = q
−1/2∂ηj∂ηi , i < j
∂ηiηj = q
1/2ηj∂ηi , i 6= j
∂ηiηi − qηi∂ηi = 1 + (q − 1)
∑
j>i
ηj∂ηj .
(2.3.5)
Une telle structure diffe´rentielle a e´te´ obtenue par Wess et Zumino [84] ainsi que Pusz et
Woronowicz [85] en imposant une covariance sous le groupe quantique GLq(p). La dissyme´trie
entre les variables se re´sume dans la proprie´te´ ∂ξjξj − ξj∂ξj = qNj = 1 + (q − 1)ξj∂ξj .
Bien que les relations de de´finition de (2.3.2) et de (2.3.5) soient diffe´rentes, elle pre´sentent
une certaine analogie. Ces relations, vraies pour toutes les valeurs de q, se singularisent
lorsque qn = 1. En effet, pour les racines de l’unite´, on peut trouver des repre´sentations
matricielles pour θi, ∂θi ainsi que ηi, ∂ηi (voir e´quations (1.1.12)). Avec les notations que
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nous avons choisies, pour pouvoir comparer les alge`bres apparaissant dans les deux sous-
sections pre´ce´dentes, il faut faire la substitution q → q1/2. Si q = −1 pour la premie`re
alge`bre (c’est-a`-dire q1/2 = −1 pour la seconde), les deux structures construites sont iden-
tiques et correspondent a` un syste`me de p oscillateurs fermioniques. La diffe´rence dans ces
deux extensions re´side dans leur groupe de stabilite´; il est a posteriori e´vident que (2.3.2)
et (2.3.5) n’admettent pas le meˆme groupe de covariance. Car, si on adoptait l’hypothe`se
contraire, on pourrait passer des premie`res relations aux secondes. Pour les fermions, ces
deux se´ries d’oscillateurs peuvent eˆtre construites a` partir de l’alge`bre de Clifford (1.1.11).
Cette proprie´te´ traduit simplement le fait que les matrices γ engendrent la repre´sentation
spinorielle de SO(2p). Maintenant, si q est une racine primitive n−ie`me de l’unite´, on peut
bien suˆr construire les variables θi a` partir des e´le´ments de l’alge`bre de Clifford ge´ne´ralise´e
(en prenant par exemple l = 0 dans l’e´quation (1.1.11)); mais nous ne sommes pas en mesure
de construire une de´rivation en conside´rant les variables θ
(l)
i . C’est encore une limitation des
polynoˆmes de degre´ supe´rieur a` 2 par rapport aux quadratiques.
2.3.1.3. Extensions alternatives.
A partir de p se´ries de q−oscillateurs, en introduisant des transformations bien choisies,
nous avons e´te´ capables de construire deux syste`mes distincts. Il existe une autre extension
possible, appele´e quons [88, 87], et n’ayant pas de rapport avec les oscillateurs q−de´forme´s. La
diffe´rence essentielle entre ce syste`me et les pre´ce´dents est que nulle relation de commutation
entre les diffe´rentes familles d’oscillateurs n’est connue, excepte´
∂iθj − qθj∂i = δij . (2.3.6)
D’autres possibilite´s peuvent encore eˆtre introduites. Les arguments conduisant a` ces
extensions sont e´videmment diffe´rents de ceux conside´re´s jusqu’a` pre´sent. Ainsi, dans le
chapitre suivant, d’autres possibilite´s, justifie´es par la cohe´rence du syste`me que nous utilis-
erons, seront a` la base d’extensions diffe´rentes.
Formellement, toutes ces q−ge´ne´ralisations peuvent eˆtre introduites quelle que soit la
dimension de l’espace-temps, mais d’apre`s le the´ore`me spin-statistique, les seules extensions
envisageables des fermions et des bosons sont les parafermions et les parabosons [23, 24].
Cependant, on peut profiter de l’existence de dimensions “exceptionnelles” pour introduire
de telles se´ries d’oscillateurs sans violation du the´ore`me spin-statisque. C’est ce que nous
ferons dans le chapitre suivant.
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2.3.2 Inte´gration
Pour les variables de Grassmann, Berezin a montre´ que l’on pouvait de´finir une inte´gration
adapte´e. En utilisant des arguments similaires, nous avons e´tabli qu’ il est possible d’introduire
une inte´gration pour les variables de Grassmann ge´ne´ralise´es [82]. En imposant l’invariance
par translation, on obtient
∫
dθθa = {n− 1}1!δa,n−1, (2.3.7)
on identifie donc
∫
dθ ≡
(
d
dθ
)n−1
. La normalisation apparaissant dans l’e´quation (2.3.7)
e´tant parfaitement arbitraire, on aurait pu e´galement de´finir l’inte´gration a` partir d’une
autre de´rive´e. Une telle formule d’inte´gration a aussi e´te´ obtenue par un certain nombre
d’auteurs [52, 72, 76]. La relation (2.3.7) est de´finie pour les racines de l’unite´; cependant,
rien ne restreint q de la sorte. Il est e´galement possible de conside´rer une de´rivation et une
inte´gration lorsque q est quelconque [76, 52].
L’e´tape ulte´rieure consiste a` conside´rer une inte´gration quand plusieurs variables de
Grassmann ge´ne´ralise´es sont introduites. Nous nous limiterons a` une inte´gration associe´e
au syste`me (2.3.2). Ce qui revient a` dire que


θiθj = qθjθi, i < j∫
dθi
∫
dθj = q
∫
dθj
∫
dθi, i < j∫
dθiθj = qθj
∫
dθi, i < j∫
dθjθi = q
−1θi
∫
dθj , i < j.
(2.3.8)
Ceci e´quivaut a` imposer que les diffe´rentes inte´grations soient “emboite´es” les unes dans les
autres, c’est-a`-dire, que pour une fonction
f(θ1, · · · , θp) =
∑
{ai}=0,···,n−1
θa11 · · · θapp fa1···ap ,
on a ∫ 1∏
i=p
dθif(θ1, · · · , θp) =
∫
dnθf(θ1, · · · , θp) = ({n− 1}1!)p fn−1···n−1, (2.3.9)
apre`s inte´gration successive sur les variables θ1, · · · , θp.
2.3.2.1. Inte´gration et base des e´tats cohe´rents.
A partir des formules d’inte´gration, il devient possible de de´duire les diverses grandeurs
en fonction de θ et θ¯ et de la base des e´tats cohe´rents.
En notant que la relation de fermeture peut se re´e´crire [52]
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n−1∑
p=0
|p〉 〈p| =
∫
dθ¯dθ
[n− 1]! expq (−θ¯θ) |θ〉 〈θ| = 1, (2.3.10)
il est alors possible de re´exprimer un vecteur d’e´tat [52]


|ψ〉 = n−1∑
p=0
ψp |p〉 , 〈χ| =
n−1∑
p=0
〈p|χ⋆p
ψ(θ¯) = 〈θ|ψ〉 = n−1∑
p=0
ψp
θ¯p√
[p]!
, χ¯(θ) = 〈χ|θ〉 = n−1∑
p=0
χ⋆p
θp√
[p]!
,
(2.3.11)
ainsi qu’un ope´rateur (en introduisant deux couples θ, θ¯ et θ′, θ¯′ commutants) [52]
A =
n−1∑
p,q=0
Apq |p〉 〈q| (2.3.12)
A(θ¯, θ′) = 〈θ|A|θ′〉 =
n−1∑
p,q=0
Apq
θ¯q√
[q]!
θp′√
[p]!
.
Ainsi, en utilisant la relation de fermeture, on obtient 〈χ|ψ〉 = ∫ dθ¯dθ
[n−1]!χ
⋆(θ)ψ(θ¯), et de ce
fait, les vecteurs θ
p√
[p]!
de´finissent une base orthonorme´e [52, 73].
Ce faisant, la base des e´tats cohe´rents permet, par l’interme´diaire d’une inte´gration de
Berezin, adapte´e aux variables de Grassmann ge´ne´ralise´es, d’obtenir une repre´sentation de
l’espace des e´tats de l’oscillateur q−de´forme´ (ou bien de Hq,n) a` partir d’un jeu de vari-
ables θ, θ¯ [52, 73]. Les proprie´te´s d’un syte`me de´crit par une alge`bre Hq,n pourront donc eˆtre
de´duites de variables classiques en utilisant une inte´grale de chemin adapte´e.
2.3.2.2. Changement de variables
En supersyme´trie, la construction d’actions invariantes passe par la conside´ration d’inte´-
grales sur des variables bosoniques et fermioniques. Nous serons amene´s, lors de l’e´tude de
syme´tries au-dela` de la supersyme´trie, a` de´finir des inte´grations ou` les variables de Grassmann
ge´ne´ralise´es et de type bosonique seront conside´re´es simultane´ment. Nous avons e´tabli, quand
n = 3 [62], des relations analogues a` celle du superde´terminant. Ces formules de changement
de base se font en suivant mot pour mot la de´monstration de Berezin [89]. Soient k variables
bosoniques xa et p variables de Grassmann ge´ne´ralise´es θi. On conside`re le changement de
base
x′ = xA+ θB (2.3.13)
θ′ = xC + θD,
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ou` A est une matrice k × k de graduation 0, B une matrice k × p de graduation −1, C une
matrice p×k de graduation 1 et enfin D une matrice p×p de graduation 0. On obtient alors
∫
dx′kdθ′p = det(A− BD−1C) (detD)−(n−1)
∫
dxkdθp. (2.3.14)
Cette relation est une ge´ne´ralisation directe du superde´terminant apparaissant dans les
the´ories supersyme´triques [89].
2.3.2.3. Inte´grale de chemin
Les relations d’inte´gration et de changement de base introduites ci-avant vont eˆtre utiles
pour e´tablir la construction d’actions invariantes. Au niveau quantique, nous avons besoin
de de´finir des inte´grales de chemin. Le passage d’une inte´gration de dimension infinie se fait
comme d’habitude en conside´rant, dans un premier temps, une inte´gration de dimension
finie, puis en prenant la limite infinie. A cet e´gard, introduisons deux se´ries de variables
de Grassmann ge´ne´ralise´es θiℓ ℓ = 1, · · ·N et i = 1, 2 de graduation respective gr(θ1ℓ ) = 1
et gr(θ2ℓ ) = −1. Ces deux variables peuvent eˆtre comprises comme la version classique des
ope´rateurs θℓ, ∂θℓ . On peut supposer que l’on a une relation d’ordre (i, ℓ) < (j, k) si i < j
ou i = j et ℓ < k, permettant de de´finir des relations de q−mutation entre les θ, ou tout
simplement que les diffe´rents couples commutent. Cette dernie`re alternative est pre´fe´rable
e´tant donne´ que dans la limite continue, θiℓ et θ
i
ℓ+1 commutent. Nous avons montre´ que l’on
a [63]
∫
dNθ1dNθ2eθ
1∆θ2 = N (det∆)n−1 . (2.3.15)
En effet, la forme quadratique ∆ peut eˆtre diagonalise´e en utilisant deux transformations
unitaires J1, J2: diag=J1∆J2. Ensuite, en utilisant les relations de changement de base
(2.3.14) et les lois d’inte´gration sur les variables de Grassmann ge´ne´ralise´es (2.3.9), on ob-
tient (2.3.15). Le coefficient N est calculable, il provient d’une part des inte´grales sur les θ
et d’autre part, des commutations des diffe´rentes variables. Il peut donc eˆtre re´absorbe´ dans
la mesure d’inte´gration. Si d’autres relations de q−mutation entre les couples de variables
θ sont de´finies, en choisissant une normalisation approprie´e dans la mesure d’inte´gration, le
re´sultat reste inchange´ car les proprie´te´s primordiales sont (θ1ℓ )
n
= 0, et la relation (2.3.7).
Des re´sultats similaires pour les variables de Grassmann ge´ne´ralise´es d’ordre 3 ont e´galement
e´te´ obtenus par Matheus-Valle et al dans [67].
Dans cette partie, nous nous sommes concentre´s sur les proprie´te´s des q−oscillateurs,
ou de Hq,n l’alge`bre de Heisenberg q−de´forme´e. Nous avons mentionne´ leurs applications a`
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l’e´tude des repre´sentations des alge`bres q−de´forme´es. C’est d’ailleurs la raison pour laquelle
Macfarlane et Biedenharn [54] avaient conside´re´ de telles de´formations (ils voulaient obtenir
des repre´sentations de SUq(2)).
La raison pour laquelle nous nous sommes inte´resse´s a` ces structures est diffe´rente. Nous
verrons dans le chapitre suivant que les variables θ et ∂θ vont eˆtre a` la base d’une syme´trie
ge´ne´ralisant la supersyme´trie.
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Chapter 3
Extension de la supersyme´trie:
Supersyme´trie fractionnaire
La formulation des the´ories de´crivant les particules e´le´mentaires par exemple est intime-
ment corre´le´e aux syme´tries sous-jacentes. De ce fait, les particules vont eˆtre classe´es en
repre´sentations irre´ductibles du groupe de syme´tries fondamentales de l’espace-temps, c’est-
a`-dire du groupe de Poincare´. Par ailleurs, on sait que d’une part, une fois ce groupe jauge´ (ou
plus exactement le sous-groupe des translations), on obtient une description de l’interaction
gravitationnelle et que d’autre part, la notion de groupe de Lie compact permet de de´crire les
interactions fondamentales ou de jauge. En outre, d’apre`s le the´ore`me de Noether, on peut
connecter les ge´ne´rateurs des groupes de syme´tries aux quantite´s conserve´es, construites
directement a` partir de la densite´ lagrangienne. Les ge´ne´rateurs ainsi obtenus agiront sur
l’espace de Hilbert de´crivant les e´tats accessibles du syste`me conside´re´.
En the´orie quantique des champs relativistes, les processus d’interaction entre partic-
ules (diffusion, cre´ation, etc) sont de´crits par l’interme´diaire d’une quantite´ fondamentale,
la matrice S. Celle-ci permet de relier les e´tats entrants aux e´tats sortants. Un certain
nombre de contraintes physiques restreint conside´rablement les syme´tries de la the´orie. En
effet, si on impose l’unitarite´ de la matrice S, ainsi qu’un spectre de particules massives
discret et un intervalle d’e´nergie non-nul entre les e´tats a` une particule et le vide, deux
the´ore`mes limitent fortement les syme´tries envisageables. Si on recherche une the´orie de´crite
dans le cadre d’alge`bres de Lie, le the´ore`me de Coleman et Mandula [90] implique une ex-
tension triviale de l’alge`bre de Poincare´. Ceci revient a` dire que l’on obtient une structure
du type P ⊗ G, ou` P est le groupe de Poincare´ et G un groupe de syme´tries internes,
dont les ge´ne´rateurs sont des scalaires de Lorentz, susceptibles de de´crire les interactions
de jauge. Si maintenant on s’inte´resse au cas non-massif, on sort des conditions de validite´
du the´ore`me de Coleman et Mandula, le groupe des syme´tries fondamentales n’est plus le
groupe de Poincare´, mais le groupe conforme. Si on va au-dela` des alge`bres de Lie de fac¸on
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a` permettre la prise en compte de super-alge`bres de Lie, c’est-a`-dire que l’on introduise des
ge´ne´rateurs dans une repre´sentation fermionique du groupe de Poincare´, le the´rore`me de
Haag, Lopuszanski et Sohnius [91] impose que les ge´ne´rateurs supple´mentaires soient dans
la repre´sentation spinorielle du groupe de Lorentz. Une telle extension est bien e´videmment
non-triviale. D’apre`s le the´ore`me spin-statistique, il semble donc qu’il existe une unique
extension non-triviale de l’alge`bre de Poincare´, au nombre de supercharges pre`s.
Ainsi, il apparaˆıt que ces deux the´ore`mes mettent un point final aux types de syme´tries
envisageables. Mais, si l’on regarde de plus pre`s les conditions de validite´ des the´ore`mes de
Coleman & Mandula et de Haag, Lopuszanski & Sohnius, il devient possible, sous certaines
conditions, d’envisager des syme´tries allant au-dela` de la supersyme´trie. On peut classer les
extensions permises en deux grandes cate´gories: Pour les premie`res, on introduit une se´rie
de ge´ne´rateurs sans faire appel aux repre´sentations du groupe de Lorentz alors que pour les
secondes, on impose que les nouveaux ge´ne´rateurs soient dans une repre´sentation approprie´e
du groupe de Lorentz.
En ce qui concerne les premiers types d’extensions re´alisables, une premie`re possibilite´
passe par les groupes quantiques [55] et l’espace-temps se trouve alors de´fini par une struc-
ture non-commutative et le groupe de syme´trie devient le groupe de Poincare´ q−de´forme´
[92]. On peut e´galement supposer que les ge´ne´rateurs du groupe de Poincare´ eux-meˆmes
admettent, outre leurs indices d’espace-temps, des indices internes. Il est alors possible, en
utilisant le formalisme des alge`bres de Lie ge´ne´ralise´es [56], de construire une extension
de l’alge`bre de Poincare´ ZZn−gradue´e [93]. Une troisie`me alternative consiste a` introduire
des alge`bres ZZn gradue´es dont les relations de fermeture se font via des relations d’ordre
n associe´es a` une syme´trie interne, au lieu de relations quadratiques [94]. Quant aux se-
conds types d’extensions envisageables, on admet comme point de de´part que les nouveaux
ge´ne´rateurs sont dans une repre´sentation du groupe de Lorentz qui n’est ni bosonique, ni
fermionique. La premie`re possibilite´ passe par les parafermions [23, 24]. Ce faisant, on va con-
side´rer des alge`bres admettant une structure triline´aire et conduisant a` la parasupersyme´trie
[95, 96]; applique´e aux syme´tries de l’espace-temps, on peut alors construire une extension
parasupersyme´trique (PSUSY) du groupe de Poincare´ [97]. La dernie`re possibilite´, celle que
nous avons suivie, re´side dans l’existence de dimensions exceptionnelles, pour lesquelles il
est possible d’envisager des champs ni bosoniques ou fermioniques, ni parabosoniques ou
parafermioniques. Une telle syme´trie, appele´e supersyme´trie fractionnaire (FSUSY), a e´te´
conside´re´e par un certain nombre d’auteurs [58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68]. En
fait, a` l’origine, la PSUSY [95] et la FSUSY [66, 99] avaient e´te´ introduites dans le but
de de´crire un syste`me quantique pre´sentant une de´ge´ne´rescence du spectre, c’est-a`-dire une
syme´trie cache´e; de telles syme´tries sont directement inspire´es de la me´canique quantique
supersyme´trique conside´re´e par Witten [100].
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Dans ce chapitre, nous allons nous inte´resser a` la supersyme´trie fractionnaire et nous
allons e´tudier ses implications en the´orie des champs. Nous allons donc rechercher des dimen-
sions de l’espace-temps pour lesquelles il est possible d’envisager d’autres types de champs. Il
est inte´ressant de souligner que tout le formalisme que nous avons de´veloppe´ jusqu’a` pre´sent
trouve une application naturelle dans le cadre de la FSUSY. Pour re´sumer sommairement, on
peut affirmer que les extensions des alge`bres de Clifford et de Grassmann, de´veloppe´es dans le
premier chapitre, conduisent aux q−oscillateurs ou aux alge`bres de Heisenberg q−de´forme´es.
Nous allons mettre en e´vidence le fait que, graˆce a` la structure mathe´matique inhe´rente aux
q−oscillateurs, on peut construire une the´orie des champs ayant une structure ZZn−gradue´e.
On va donc introduire des ge´ne´rateurs ge´ne´ralisant les ge´ne´rateurs bosoniques/fermioniques,
ou ge´ne´rateurs ZZ2−gradue´s (les bosons, fermions e´tant respectivement pairs, impairs). De
prime abord, la prise en compte de tels types de ge´ne´rateurs semble eˆtre en opposition avec
les re´sultats de la the´orie des repre´sentations du groupe de Lorentz ou` seuls des champs
de spin entier/demi-entier existent. C’est a` ce stade que la prise en compte des dimensions
exceptionnelles prend corps (de fac¸on identique, ce n’est pas de l’e´tude ge´ne´rale de SO(n)
que l’on peut obtenir les proprie´te´s de trialite´ de SO(8)).
Lorsque la dimension de l’espace-temps est 1, le groupe des rotations est inexistant, le seul
ge´ne´rateur re´side alors dans les translations sur l’axe du temps. La supersyme´trie fraction-
naire d’ordre F consiste alors en la prise en conside´ration d’un ge´ne´rateur Q s’interpre´tant
comme la racine F−ie`me du Hamiltonien (QF = ∂t). Nous avons applique´ une telle syme´trie
dans le formalisme de la ligne d’univers ou`, dans un langage issu des cordes, les proprie´te´s
spatio-temporelles peuvent eˆtre de´duites de celles sur la ligne d’univers [62], re´sultats que
nous allons de´velopper dans une premie`re section apre`s avoir construit une version locale
de la supersyme´trie fractionnaire, que nous avons appele´e supergravite´ fractionnaire. En
suivant le formalisme de la quantification avec contraintes de´veloppe´ par Dirac, nous avons
de´rive´ une e´quation pour laquelle l’ope´rateur de base est une racine cubique de l’ope´rateur
de Klein-Gordon (F = 3).
Dans les espaces de dimension 2, si on se limite aux e´tats de masse nulle, on peut tirer
parti de l’invariance conforme et de l’alge`bre de Virasoro. On peut donc profiter de l’existence
de champs de spin (plus exactement de poids conforme) arbitraire et introduire en plus du
tenseur e´nergie-impulsion de poids conformes 2, un ge´ne´rateur de poids conformes 1+1/F [63,
64]. Une telle extension contiendra des champs primaires de poids conformes (0, 1/F, · · · , (F−
1)/F ). Nous allons nous attacher a` de´finir une telle syme´trie dans la seconde section, ou`
nous construirons explicitement l’alge`bre (OPE) et nous verrons que la cohe´rence impose les
relations de commutation entre les diffe´rents oscillateurs (q−oscillateurs) apparaissant dans
la the´orie, ainsi qu’un the´ore`me de Wick adapte´.
Enfin, le dernier cas particulier est celui des espaces de dimension 1+2, ou` des e´tats de spin
52 Extension de la supersyme´trie: Supersyme´trie fractionnaire
arbitraire existent. Les anyons ont e´te´ mis en e´vidence pour la premie`re fois par Leinaas et
Myrheim [101]. On peut comprendre l’existence de telles particules de deux fac¸ons diffe´rentes.
Premie`rement, en dimension 3 un syste`me de plusieurs particules est dans une repre´sentation
du groupe des tresses, et non des permutations, et le syste`me peut donc prendre une phase
arbitraire (diffe´rente de 1 ou −1) quand on permute les particules. Secundo, le petit groupe,
associe´ aux e´tats massifs est SO(2) (le groupe de recouvrement universel de S0(2)). Un tel
groupe n’e´tant pas quantifie´, la fonction d’onde, de dimension 1, peut prendre une phase
arbitraire apre`s une rotation de 2π. Nous avons alors, en conside´rant des ope´rateurs dans
une repre´sentation “anyonique” de SO(1, 2), pu de´finir une extension non-triviale de la su-
persyme´trie. Cette syme´trie sera une syme´trie entre les diffe´rents champs anyoniques [68].
Nous pre´senterons nos re´sultats dans la troisie`me section.
Le point commun a` D = 1, 2, 3 est que si F = 2, on retrouve la supersyme´trie usuelle.
De plus, tout comme en supersyme´trie, la FSUSY est une syme´trie agissant sur des champs
de graduations (0, 1, · · ·F − 1), ge´ne´ralisant le concept de boson ou de fermion. Ensuite, on
observe que le formalisme du superespace de´veloppe´ dans le cadre de la supersyme´trie trouve
une extension naturelle en termes de Hq,F , l’alge`bre de Heisenberg q−de´forme´e. Notons enfin
qu’une classification de cette famille de the´ories apparaˆıt. Ainsi, si F = F1F2, une the´orie
FSUSY d’ordre F sera automatiquement FSUSY d’ordre F1 ou F2.
Bien que le point de de´part des alge`bres FSUSY et celui conside´re´ dans [94] soit diffe´rent,
on peut relever un certain nombre de points communs. En effet, dans ces re´fe´rences, une
alge`bre admettant une structure ternaire a e´te´ construite (qui correspond a` F = 3). Les
structures fondamentales qui transparaissent lors de la construction de cette alge`bre sont une
repre´sentation non-fide`le de l’alge`bre 3−exte´rieure et de l’alge`bre de Clifford du polynoˆme
x31 + · · ·, repre´sentation diffe´rente des alge`bres de Grassmann et de Clifford ge´ne´ralise´es
apparaissant dans les the´ories FSUSY. Cette approche de´bouche e´galement sur une extension
de la supersyme´trie pour laquelle les ge´ne´rateurs des translations sont obtenus a` partir de
relations d’ordre 3.
Re´cemment, il a e´te´ montre´ que la supersyme´trie fractionnaire en dimension 1, tout
comme la supersyme´trie, pouvait eˆtre obtenue comme une certaine limite de la ligne “tres-
se´e” (braided line) [98]. Cette interpre´tation ge´ome´trique de la FSUSY permet e´galement
de montrer que l’approche des groupes quantiques et les extensions supersyme´triques ou
supersyme´triques fractionnaires sont corre´le´es, du moins en dimension 1. Evidemment, en
utilisant un tel formalisme, on peut se poser la question de la pertinence de l’extension de
ces re´sultats en dimension 2 et 3, et se demander si, quand la dimension de l’espace-temps
est supe´rieure ou e´gale a` 4, on peut montrer que la supersyme´trie est la syme´trie la plus
ge´ne´rale que l’on puisse conside´rer.
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3.1 Supersyme´trie fractionnaire en dimension 1
Comme nous l’avons mentionne´ ci-avant, la FSUSY avait e´te´ introduite pour la description
de syste`mes quantiques pre´sentant une syme´trie cache´e. Cependant, on peut en donner une
autre interpre´tation. Paralle`lement aux the´ories de cordes s’est de´veloppe´ le formalisme de
la ligne d’univers. En the´orie des (super-)cordes, les proprie´te´s d’espace-temps sont induites
par celles de la surface d’univers de la corde. Les repre´sentations du groupe de jauge sont
controˆle´es par l’alge`bre de Kac-Moody [102] et celles du groupe de Poincare´ par l’invariance
super-conforme [38]. Un tel formalisme a en fait e´te´ inspire´ par les re´sultats obtenus a`
une dimension. En effet, par une description des syme´tries sur la ligne d’univers, on peut
obtenir une formulation des champs relativistes et meˆme une the´orie quantique des champs
[103, 104, 105, 106, 107, 108]. L’essence d’une telle approche re´side dans l’introduction de
variables de Grassmann pour la prise en compte des degre´s de liberte´ de spin [103, 104, 105]
ou de jauge [106].
Etant donne´es les proprie´te´s de la ligne d’univers, les variables de Grassmann, associe´es
aux particules de spin 1/2, ne sont pas les plus ge´ne´rales que l’on puisse de´finir.
3.1.1 Groupe d’invariance de la ligne d’univers
On conside`re une varie´te´ Riemanienne R1 de dimension 1 de´crite par une seule coordonne´e
τ et repre´sentant la trajectoire d’une particule ponctuelle. On note g−− sa me´trique, les
symboles (−−) permettent de garder la trace du caracte`re tensoriel du tenseur me´trique.
En effet, de prime abord, les proprie´te´s ge´ome´triques de R1 semblent triviales du fait que
tous les tenseurs paraissent identiques. La varie´te´ R1 est invariante sous le groupe des
diffe´omorphismes τ ′ → τ − f(τ). Une particularite´ des diffe´omorphismes en dimension 1 est
que, par de´finition, ils conservent la me´trique a` un facteur d’e´chelle pre`s et donc co¨ıncident
avec les transformations conformes. Dans le formalisme des actions effectives ou lors des
corrections quantiques a` une boucle, la ligne d’univers a la topologie d’un cercle et il devient
possible de de´velopper la fonction f en se´rie de Laurent: le groupe des diffe´omorphismes du
cercle s’identifie alors avec l’alge`bre de Virasoro sans charge centrale [109] (ℓn =
iT
2π
e
2iπnτ
T
d
dτ
),
T repre´sentant la circonfe´rence du cercle. C’est cette proprie´te´ remarquable qui permet de
conside´rer un champ “de poids conforme” arbitraire. Un tel champ Φh(τ), de poids conforme
h, admet la loi de transformation
Φ′h(τ
′) =
(
dτ
dτ ′
)h
Φh(τ), (3.1.1)
pour un tenseur d’ordre (p, q), h = p − q. Pour e´viter les proble`mes de racine carre´e de
nombres ne´gatifs, on impose la fonction f croissante.
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Lorsque la dimension est 1, le tenseur de courbure est nul et il n’y a pas de connexion de
spin au sens usuel du terme. Cependant, il est possible de de´finir une de´rive´e covariante. En
remarquant que le symbole de Christoffel vaut Γ = e˙/e, on introduit la de´rive´e covariante
∇Φh(τ) = Φ˙h(τ)− he˙
e
Φh(τ), (3.1.2)
et on peut re´e´crire la loi de transformation (3.1.1) au niveau infinite´simal, en notant que f ,
tout comme τ , est de poids conforme −1.
δfΦh(τ) = Φ
′
h(τ)− Φh(τ)
= f(τ)Φ˙h(τ) + hf˙(τ)Φh(τ) (3.1.3)
= f(τ)∇Φh(τ) + h∇f(τ)Φh(τ).
Nous avons utilise´ cette description pour interpre´ter les re´sultats connus sur la super-
gravite´ en dimension 1 et leur relation avec la description des champs relativistes de spin
1/2 [110]. Nous allons maintenant, a` partir de ce formalisme, donner un nouvel e´clairage sur
ce que nous avons obtenu sur la supersyme´trie fractionnaire en dimension 1 [62].
3.1.2 De la ligne d’univers a` la super-ligne d’univers
La supersyme´trie correspond a` l’adjonction, au coˆte´ de H = ∂t, d’un ge´ne´rateur Q ve´rifiant
la relation fondamentale Q2 = H . Une manie`re rapide de construire une the´orie super-
syme´trique passe par l’introduction de variables de Grassmann θ, vues comme les parte-
naires supersyme´triques des composantes d’espace-temps. Le concept de superespace (t, θ)
ainsi de´fini peut eˆtre introduit plus formellement en utilisant la notion d’espace quotient
[48].
La FSUSY a` une dimension est donc engendre´e par deux ge´ne´rateurs Q et H satisfaisant
les relations
[Q,H ] = 0 (3.1.4)
QF = H.
Le Hamiltonien engendre les translations dans le temps et Q les transformations FSUSY. Il
est important de noter que (3.1.4) ne de´finit ni une alge`bre de Lie ni une super-alge`bre de
Lie e´tant donne´ que les relations de fermeture ne sont pas quadratiques mais d’ordre F . Une
question qui sera re´currente tout au long de ce chapitre concerne le statut de (Q2, · · · , QF−1).
Parmi les puissances de Q, peut-on exhiber d’autres ge´ne´rateurs associe´s a` une syme´trie plus
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large? On verra que si F n’est pas un nombre premier, et si p divise F , alors Qp sera un tel
ge´ne´rateur. Cette proprie´te´, inde´pendante de la dimension de l’espace temps, a e´te´ de´montre´e
en dimension 2 [64] et 3 [68].
Avec comme alge`bre de base (3.1.4), en utilisant un formalisme inspire´ des superespaces,
nous allons construire une the´orie invariante par transformation FSUSY [62]. On conside`re
θ, une variable de Grassmann ge´ne´ralise´e d’ordre F , re´elle, et ∂θ, δθ ses de´rive´es associe´es.
En reprenant la terminologie du chapitre pre´ce´dent, les variables t, θ seront de graduation
0, 1 dans ZZF .
Comme en SUSY, on introduit alors la notion de superespace fractionnaire (t, θ), avec θ
une variable de Grassmann ge´ne´ralise´e re´elle, par sa parame´trisation
expgr (tH + θQ) ≡ exp (tH) expq (θQ) . (3.1.5)
L’exponentielle q−de´forme´e conside´re´e dans ce chapitre est expq(x) =
F−1∑
n=0
xn
{n}1!
avec {n}1 ≡
{n} de´fini dans le chapitre 2. On remarque alors que lorsque F = 2 on a expq=−1(x) = exp(x)
si x2 = 0, c’est la raison pour laquelle en supersyme´trie, point n’est besoin de de´finir des
exponentielles −1 de´forme´es.
On conside`re alors les deux syme´tries globales engendre´es respectivement par H et Q.
On note f le parame`tre de la transformation associe´ a` H et ǫ celui associe´ a` Q. On obtient
alors, en utilisant les relations de q−mutation
Qθ = q−1θQ, Qǫ = q−1ǫQ, θǫ = qǫθ, (3.1.6)
ainsi que le fait que la somme expq est finie (elle s’arreˆte a` l’ordre F )
expgr
(
t′H + θ′Q
)
= expgr
(
− fH + ǫQ
)
expgr
(
tH + θQ
)
(3.1.7)
= exp
(
{t− f + q−F (F−1)/2
F−1∑
a=0
[
ǫaθF−a
{a}1!{F − a}1!
]
}H
)
expq
(
[θ + ǫ]Q
)
.
En fait, nous avons explicitement de´montre´ une telle loi de transformation pour F = 3
[62] et nous avons utilise´ les re´sultats e´tablis dans [61, 98] pour F quelconque. Dans [61],
il est montre´ qu’une telle transformation admet une structure de groupe. Les relations de
q−mutation sont en fait impose´es, leurs justifications sont donne´es dans l’appendice de [62].
On peut montrer, du fait des relations de q−mutation (3.1.6), que t′ est re´el (lorsque F pair
on doit alors effectuer un changement de normalisation, par exemple en SUSY t′ = iǫθ). En
anticipant sur la suite, on peut trouver trois autres justifications des relations de q−mutation
propose´es. Elle permettent d’assurer que ǫF = θF = 0 conduisent bien a` (ǫ + θ)F = 0 (voir
chap.1 sur les alge`bres de Grassmann ge´ne´ralise´es). On peut e´galement de´duire de (3.1.6)
que ǫQ commute avec la de´rive´e covariante et ve´rifie la re`gle de Leibniz [65] (voir ci-apre`s).
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3.1.3 Action invariante par transformations FSUSY
3.1.3.1. F est un nombre premier
On conside`re un champ scalaire re´el de´fini sur la superligne fractionnaire et on se restreint
au cas ou` F est un nombre premier
φ(t, θ) = x(t) +
F−1∑
n=1
qn
2/2θnψn(t). (3.1.8)
Les composantes de φ ge´ne´ralisent le concept de fermion et de boson. Elles satisfont ψFn =
0, n 6= 0 et sont de graduation (−n) (x = ψ0 est de graduation 0) dans ZZF et de ce fait
ψF−n a les meˆmes proprie´te´s que θ
n. Dans le formalisme de´veloppe´ dans la section (3.1.1), en
notant que θ est de poids conforme −1/F , on voit que les champs ψn sont de poids conforme
n/F . On postule alors les relations de q−mutation
θx(t) = x(t)θ
θψn(t) = q
−nψn(t)θ (3.1.9)
ψn(t)ψF−n(t) = q
nψF−n(t)ψn(t)
ψn(t)ψp(t) = ψp(t)ψn(t), p 6= F − n.
Les deux premie`res traduisent que θ est un compteur de graduation et la troisie`me prendra
tout son sens lorsque l’on montrera que la quantification du syste`me (ψn, ψF−n) conduit a`
une alge`bre de Heisenberg qn−de´forme´e. Si on choisit les composantes ψn re´elles, les relations
de q−mutation (3.1.9) et la normalisation (3.1.8) nous indiquent que le superchamp φ est
re´el. On indique e´galement que les champs ψn et ψp ont les meˆmes relations de q−mutation
que ψn et ψ˙p [65, 62].
Si dans la loi de transformation (3.1.7), on ne tient pas compte du facteur q−F (F−1)/2,
de fac¸on a` avoir des notations cohe´rentes avec celles de la litte´rature (en remplac¸ant ǫ →
q−F (F−1)/2ǫ), et que l’on conside`re t′ et θ′ au niveau infinite´simal, on obtient
δǫx(t) = q
1/2ǫψ1(t)
δǫψn(t) = q
1/2{n+ 1}1ǫψn+1(t), a = 1, · · · , F − 2 (3.1.10)
δǫψF−1(t) = (−1)F q1/2 (1− q)
F
F
∂tx(t).
On constate que les deux membres des e´quations ont, comme il se doit, la meˆme gradua-
tion. Tout comme en supersyme´trie, le parame`tre de la transformation ǫ n’est pas de type
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bosonique. En notant que ǫ satisfait les meˆmes relations de q−mutation avec les champs
que θ, on observe que ψ′n(t) = ψn(t) + δǫψn(t) (ψ0 ≡ x) ne satisfont pas les relations de
q−mutation (3.1.9). Pour reme´dier a` ce proble`me, Matheus Valle et al ont introduit des
cocycles pour corriger la statistique. Nonobstant, il n’est pas ne´cessaire d’introduire de tels
cocycles. En effet, ce n’est pas ψ′n(t) qui doit se comporter vis-a`-vis de θ comme ψn(t), mais
ψn(t
′). On peut ve´rifier que ces derniers ont le bon comportement. Le fait que ψ′n(t) ne
ve´rifie pas (3.1.9) n’est pas e´tonnant car on est passe´ de ψn(t
′) a` ψ′n(t) en effectuant un
de´veloppement de Taylor, brisant explicitement la syme´trie dans le superespace.
Les relations (3.1.10) nous indiquent que l’on peut de´finir l’ ope´rateur Q = ∂θ +
(1−q)
F
F−1
θF−1∂t. En utilisant les re´sultats e´tablis dans le chapitre 2, on sait que (θ, ∂θ) engendre
l’alge`bre de Clifford du polynoˆme xF−1y (2.1.5), ce qui revient a` dire que QF = ∂t. Ce re´sultat
n’est pas surprenant car Q n’est rien d’autre que l’ope´rateur agissant sur φ et engendrant la
transformation FSUSY
δǫφ(t, θ) = φ(t
′, θ′)− φ(t, θ) = ǫQφ(t, θ). (3.1.11)
Pour construire une action invariante sous de telles transformations (3.1.10), il est ne´ces-
saire de construire une de´rive´e covariante commutant avec ǫQ. C’est a` ce stade que la seconde
de´rive´e δθ devient importante. En remarquant que ∂θδθ = qδθ∂θ, on montre que
D = δθ +
(1− q−1)
F
F−1
θF−1∂t, (3.1.12)
satisfait les relations
QD = qDQ (3.1.13)
DF = ∂t,
et donc D commute avec la transformation FSUSY ǫQ. Si F = 2, il n’y a qu’une de´rive´e
(∂θ = δθ) et D = δθ − θ∂t (D2 = −∂t). En outre, en utilisant les relations de q−mutation
(3.1.6), on observe, pour deux superchamps A et B, que ǫQ(AB) = ǫQ(A)B + AǫQ(B) (le
produit de deux superchamps est un superchamp), ǫQ(DA) = D(ǫQA) (la de´rive´e covariante
d’un superchamp est un superchamp) [65].
De plus, d’apre`s les lois de transformation (3.1.10), on observe que la composante de
φ suivant θF−1 se transforme comme une de´rive´e totale. Ce faisant, en utilisant les pro-
prie´te´s d’inte´gration sur les variables de Grassman ge´ne´ralise´es (2.3.7), on construit l’action
invariante
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S =
1
2
(
1− q
1− q−1
)F−1 ∫
dtdθ
{
Dφ(t, θ)φ˙(t, θ)
}
=
∫
dt
{
1
2
x˙2(t) +
1
2
F
(q−1 − 1)F
F−1∑
n=1
(
q−n − 1
)
ψF−n(t) ψ˙n(t
}
. (3.1.14)
Un calcul direct nous indique que le lagrangien est re´el. Une telle action a e´te´ obtenue
pour F = 3 par divers d’auteurs [66, 61, 62] et pour F quelconque, par Durand [59].
On peut alors calculer les charges conserve´es, associe´es aux transformations FSUSY et
aux translations [65, 64]
H(t) =
1
2
x˙2(t) (3.1.15)
G(t) = −x˙(t)ψ1(t) + 1
2
F
(q − 1)F−1
F−1∑
n=1
{n+ 1}{−n}ψF−n(t)ψn(t).
Le fait que H , l’hamiltonien du syste`me, ne s’exprime qu’en fonction de x est symptoma-
tique d’un syste`me contraint, comme nous allons le voir. Les lois de transformation (3.1.10)
et (3.1.11) nous montrent explicitement que la FSUSY est une ge´ne´ralisation directe de la
SUSY et transforme des champs de diffe´rentes graduations ou poids conformes.
3.1.3.2. FSUSY d’ordre F non-premier
Il est possible, a` partir d’une action invariante par transformation FSUSY d’ordre F (F
e´tant un nombre premier), de construire une action invariante par transformation FSUSY
d’ordre fF . Nous avons e´tabli un tel re´sultat en dimension 2 [64], mais il reste vrai en
dimension 1. Nous allons reproduire les e´tapes de la de´monstration, sans toutefois nous
pre´occuper des normalisations pre´cises. On peut d’abord noter que les re´sultats e´tablis ci-
avant restent vrais pour tout F [65]. On va donc reproduire l’action (3.1.14) en de´composant
l’ordre de la supersyme´trie fractionnaire en ses produits de facteurs premiers.
Le point de de´part consiste a` introduire un supermultiplet scalaire d’ordre fF et de le
de´composer en supermultiplets d’ordre F
Φ
(fF )
0 =
f−1⊕
a=0
Φ
(F )
a
fF
, (3.1.16)
ou` Φ
(F )
a
fF
∼ F−1∑
n=0
θaFψnf+a est un supermultiplet d’ordre F de poids conforme
a
fF
(ψnf+a est de
poids conforme nf+a
fF
). Les re`gles de q−mutation des diffe´rentes composantes avec θ sont
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θψnf+a = q
−(nf+a)ψnf+aθ, ψ
fF
nf+a = 0, quand a 6= 0, ψFnf = 0, q = exp(
2iπ
fF
), (3.1.17)
montrant explicitement que ψnf est une variable de Grassmann ge´ne´ralise´e d’ordre F et
non d’ordre fF . En utilisant l’isomorphisme (2.1.8) de´montre´ lors du chapitre pre´ce´dent, on
construit
QF = (QfF )
f = ∂fθfF +
(1− q)
fF
fF−1 [
θfF−1fF ∂θfF + · · ·∂θfF θfF−1fF
]
∂t (3.1.18)
≡ ∂θF +
(1− qf)
F
F−1
θF−1F ∂t,
avec θfF , θF deux variables de Grassmann d’ordre fF et F . En utilisant les multiplets
(3.1.16), on peut reproduire l’action (3.1.14).
S ∼
∫
dtdθF

DFΦ(F )0 (t, θF )Φ˙(F )0 (t, θF ) +
f−1∑
n=1
Φ
(F )
f−a
fF
(t, θF )Φ˙
(F )
a
fF
(t, θF )

 . (3.1.19)
On peut montrer que l’action (3.1.19) co¨ıncide avec (3.1.14) [64]. Ceci nous permet de
conclure que si nous avons un syste`me FSUSY d’ordre fF (fF−SUSY), il sera automatique-
ment FSUSY d’ordre F (F−SUSY (ou f , f−SUSY). Le passage d’une action invariante par
fF−SUSY a` un syste`me pre´sentant la syme´trie F−SUSY se fait en de´composant le su-
permultiplet scalaire d’ordre fF en supermultiplets d’ordre F . Re´ciproquement, si on a un
supermultiplet scalaire d’ordre F , la conside´ration de supermultiplets de poids conformes
a/fF, a = 1, · · ·f − 1 permet de construire une action invariante d’ordre fF .
En conclusion, on peut e´noncer que si on a une the´orie invariante par F−SUSY, elle
sera f−SUSY invariante si f divise F . Le re´sultat est que l’on peut mettre en e´vidence des
sous-syste`mes pre´sentant des sous-syme´tries.
3.1.3.3. Structure de l’alge`bre FSUSY
L’existence de sous-syme´tries, obtenues par de´composition de l’ordre de la FSUSY en ses
produits de facteurs premiers, peut eˆtre interpre´te´e par l’isomorphisme (2.1.8). Par ailleurs,
celui-ci nous indique que, outre H et Q, si f divise F , l’ordre de la supersyme´trie, alors Qf
est le ge´ne´rateur d’une syme´trie. Qu’en est-il de Qa lorsque a ne divise pas F ? En fait, dans
cette approche, on peut montrer que Qa n’est pas le ge´ne´rateur d’une syme´trie. Rappelons-en
brie`vement les raisons [63].
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Tout superchamp fractionnaire φ est dans une repre´sentation approprie´e de (t, θ), la su-
perligne fractionnaire. De ce fait, l’action des syme´tries de (t, θ) sera induite par les ope´rateurs
∂t, ∂θ, δθ. A priori, on peut donc construire des ge´ne´rateurs de graduation (0, 1, · · · , F − 1).
Etant donne´ l’action (3.1.14), φ et Dφ admettent les meˆmes lois de transformation et donc
les divers ge´ne´rateurs doivent commuter avec D. Les seules solutions envisageables sont
Q,Q2, · · · , QF−1, H . Enfin, comme le produit de deux superchamps doit se transformer sui-
vant la re`gle de Leibniz, les ope´rateurs diffe´rentiels apparaissant sont impe´rativement du pre-
mier ordre. Comme Qa s’exprime en fonction de ∂aθ , utilisant l’isomorphisme (2.1.8) unique-
ment quand a divise F , on peut re´interpre´ter ∂aθ comme une de´rive´e du premier ordre. Ainsi
et ce, seulement si a divise F , Qa engendre une syme´trie. Une analyse base´e sur la re`gle de
Leibniz a conduit a` des re´sultats similaires, mis a` part le cas de Qa quand a divise F [65]. Il
a e´galement e´te´ montre´ explicitement (pour F = 3) que les transformations associe´es a` Q2
n’engendraient pas de syme´trie [60]. Enfin, notons qu’un proble`me analogue apparaˆıt dans
le troisie`me article de [94].
On voit donc que la raison profonde pour laquelle on ne peut pas conside´rer les autres
puissances de Q comme des ge´ne´rateurs re´side dans la structure non-line´aire de l’alge`bre
sous-jacente: nous n’obtenons pas une alge`bre de Lie. Pour reme´dier a` cette dissyme´trie,
une solution envisageable consisterait a` line´ariser l’alge`bre et a` enrichir la structure par des
variables interme´diaires θ ≡ θ1, θ2 ≡ θ2, · · · , θF−1 ≡ θF−1 comme cela a e´te´ propose´ par Saidi
et al dans [67]. La structure ainsi conside´re´e “ressemblerait” a` une supersyme´trie e´tendue. Il
est bien connu que pour les the´ories supersyme´triques e´tendues, la notion de superespace na¨ıf
n’est pas adapte´e, avec comme incidence le fait que les champs auxiliaires ne sont pas connus.
Dans le contexte des the´ories FSUSY, il ne paraˆıt pas trivial que l’on puisse de´finir une action
pre´sentant de telles invariances. Cette voie demande donc une analyse plus pre´cise et, soit la
recherche d’un superespace adapte´, soit la construction d’une action invariante sans la notion
de superespace. A cet e´gard, on peut noter que, historiquement, le concept de superespace,
en supersyme´trie, a e´te´ introduit apre`s la construction d’actions invariantes.
3.1.4 Invariance locale
Lorsque F = 2, c’est-a`-dire pour une the´orie supersyme´trique, la conside´ration d’une inva-
riance locale conduit a` une description relativiste d’une particule de spin 1/2 [103, 104, 105].
Nous avons e´tendu ces re´sultats pour F = 3 [62]. Suivant la proce´dure de Noether, nous
voulons jauger la syme´trie. Pour ce faire, au moins deux champs doivent eˆtre introduits:
l’un couple´ au courant conserve´ H controˆlerait ainsi les diffe´omorphismes, et l’autre au
supercourant G, serait associe´ aux transformations de supersyme´trie fractionnaire locale
(supergravite´ fractionnaire FSUGRA). Le premier champ de jauge e est appele´ einbein et le
second χ fractino, par analogie au gravitino.
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En introduisant les moments conjugue´s
πx(t) =
δS
δx˙(t)
= x˙(t)
π2(x) =
δS
δψ˙2(t)
=
q2
2
ψ1(t) (3.1.20)
π1(x) =
δS
δψ˙1(t)
= −q
2
ψ2(t),
l’action devient
L = πx(t)x˙(t) + ψ˙2(t)π1(t) + ψ˙1(t)π2(t) (3.1.21)
− 1
2
eπx(t)
2 +
q2
4
χ
(
πx(t)ψ1(t) +
1
2
ψ22(t)
)
+
q
4
(
ψ1(t)πx(t) +
1
2
ψ22(t)
)
χ,
avec H = π2x(t) et G = −πx(t)ψ1(t)− 12ψ22(t). Comme le fractino χ ve´rifie les meˆmes relations
de commutation que θ avec les champs, il est ne´cessaire d’introduire le couplage au fractino,
suppose´ re´el, sous la forme q2χG + qG†χ pour que l’action soit re´elle. Ensuite, si l’on fait
varier L par rapport a` πx, on obtient
πx(t) =
x˙(t)
e
+
q2
2
χ
e
ψ1(t), (3.1.22)
et le lagrangien devient
L =
1
2e
x˙2(t)+
q2
2
ψ˙2(t)ψ1(t)− q
2
ψ˙1(t)ψ2(t)+
q2
2
χ
(
x˙(t)
e
ψ1(t) +
1
2
ψ22(t)
)
−q
2
4
χ2
e
ψ21(t). (3.1.23)
Une fois l’action (3.1.23) obtenue, nous n’avons pas pu de´river les transformations de su-
pergravite´ fractionnaire la laissant invariante. Ceci est peut-eˆtre la conse´quence de la struc-
ture non-line´aire, qui met en de´faut la proce´dure de Noether. On doit tre`s probablement
introduire un autre champ de jauge, un second fractino en quelque sorte, couplant a` G2(t)
de´fini par δG(t) ≡ ǫG2(t). G2 serait un courant conserve´ si Q2 e´tait un ge´ne´rateur associe´ a`
une syme´trie. De ce fait, nous pouvons appeler G2 un pseudo-ge´ne´rateur. Deux arguments
vont dans le sens de la prise en compte de deux fractini: un supermultiplet de la FSUGRA
d’ordre 3 doit contenir trois champs, or dans l’action (3.1.23), on n’a conside´re´ que deux
champs de graduation 0 et 1. Une autre argumentation passe par le concept de superespace
fractionnaire et courbe´.
Le passage d’une action invariante par transformation locale se fait par l’introduction de
de´rive´es covariantes adapte´es. Il faut donc conside´rer des de´rive´es analogues a` ∂t, D ≡ Dθ.
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Cette substitution, tout comme en supergravite´, se fait par l’introduction d’un supereinbein
fractionnaire. On de´finit XM = (Xµ ≡ τ,Xm ≡ Θ) les composantes de la superligne courbe´e
etXA = (Xα ≡ t, Xa ≡ θ) celles de la superligne plate tangente. On introduit le supereinbein
fractionnaire EAM et son inverse E
M
A (E
M
A E
B
M = δ
B
A , E
A
NE
M
A = δ
M
N ) et on conside`re la loi de
transformationXM −→ XM−ξM(X) line´aire en Xm, donc e´quivalente a` (2.3.13). On obtient
ainsi les lois de transformation, analogues a` celles e´tablies en supergravite´,
φ′(X ′) = φ(X)
E ′ MA (X
′) = ENA (X)
∂X ′ M
∂XN
(3.1.24)
E ′ AM (X
′) =
∂XN
∂X ′M
EAN(X).
Tout comme en supergravite´, lors du processus de contraction, il faut faire attention a` la
position des indices: l’indice supe´rieur est toujours a` gauche de l’indice infe´rieur.
On conside`re les de´rive´es covariantes DA = E
M
A ∂M (a` une dimension, e´tant donne´
l’absence de connexion affine, ce sont les de´rive´es partielles qui interviennent dans la de´finition
de DA). Dα remplace ∂t et Da, Dθ (les notations suivent de tre`s pre`s celles de Brink et al,
lors de l’e´tude de la supergravite´ sur la ligne d’univers [103]). D’apre`s (2.3.14), on introduit
le “volume” invariant V3 =
[
Eαµ − Eαm (Eam)−1Eaµ
]
(Eam)
−2 et on obtient une action invariante
sous les transformations (3.1.24)
S ∼
∫
V3d
2X {Dαφ(X)Daφ(X)} . (3.1.25)
La construction est entie`rement analogue a` celle suivie sur la superligne, dans le cas
supersyme´trique [103] ou dans dans la Ref.[104] (Henty, Howe et Townsend). L’action (3.1.25)
pre´sente trop de syme´tries par rapport aux transformations de FSUGRA et aux diffe´omor-
phismes, tout comme pour F = 2. Ainsi, un certain nombre de contraintes doivent eˆtre
impose´es. Par exemple, on a dans l’espace plat D3θ = ∂t, mais on n’a aucune raison pour
avoir D3a = Dα dans l’espace courbe´. En supersyme´trie usuelle, cela revient a` dire que le
tenseur de torsion de l’espace plat ne correspond pas a` celui de l’espace courbe´ et donc
si on construit l’action avec D2a = E
M
a ∂M
{
ENa ∂N
}
au lieu de Dα, il n’y a aucune raison
pour que l’on obtienne le meˆme re´sultat. Pour re´soudre cette ambiguite´, il faut imposer des
contraintes dans le superespace courbe´ [103], [104] (Henty et al) et [110] (comme par exemple
D2a = Dα), celles-ci conduisent a` une action invariante par SUGRA. En dimension D ≥ 4,
de telles contraintes, outre l’avantage de re´soudre les d’ambiguite´s e´nonce´es pre´ce´demment,
permettent d’e´liminer les champs de spin plus grands que deux [48].
Une proce´dure analogue doit pouvoir eˆtre e´tablie quand F = 3. On doit tre`s probablement
imposer D3a = Dα et rechercher un sous-groupe des transformations (3.1.24) pre´servant les
3.1 Supersyme´trie fractionnaire en dimension 1 63
contraintes. Quoi qu’il en soit, on voit que si l’on de´veloppe le supereinbein EAM , on obtient
3 champs qui vont conduire au einbein et aux deux fractini.
Comme l’action (3.1.25) est inde´pendante de F , cette me´thode est transposable lorsque
F est quelconque. Parmi la famille G(t) = G1(t), · · · , GF−1(t), ou` Gi+1 est de´fini a` partir de
Gi(δǫGi = ǫGi+1), quand i divise F , Gi sera un courant conserve´ et quand i ne divise pas F ,
Gi sera un pseudo-ge´ne´rateur. Corre´lativement, il faudra conside´rer F − 1 fractini.
3.1.5 Quantification de Dirac
Bien que nous n’ayons pas pu mettre la main sur une action locale comple`te, (3.1.23) va
nous permettre, dans une certaine limite, d’obtenir une e´quation relativiste, tout comme la
supergravite´ sur la ligne d’univers conduit a` l’e´quation de Dirac [103, 104, 105]. Le fait que
certains termes soient omis dans l’action nous donne les indications suivantes: une de´marche
analogue a` celle suivie pour la particule de spin 1/2, conduira a` une e´quation relativiste
associe´e au syste`me conside´re´, pour laquelle les contraintes induites par le second fractino
vont certainement manquer.
Le syste`me de´crit par l’action (3.1.23) pre´sente des contraintes de seconde et de premie`re
classe. Les premie`res contraintes sont lie´es au fait que ψ1 est le moment conjugue´ de ψ2
Ξ1 ≡ π1 − q
2
2
ψ2 = 0 (3.1.26)
Ξ2 ≡ π2 + q
2
ψ1 = 0,
alors que les secondes re´sultent de l’invariance de jauge
δS
δe
= H =
1
2
π2x = 0 (3.1.27)
δS
δχ
= −G = q
2
2
(
πxψ1 +
1
2
ψ22
)
= 0. (3.1.28)
On voit que le einbein et le fractino apparaissent comme des multiplicateurs de Lagrange. La
quantification des syste`mes contraints a e´te´ construite par Dirac [111]. Pour les contraintes
de seconde classe, on doit remplacer le crochet de Poisson par un crochet de Dirac. La
premie`re e´tape consiste a` introduire un crochet de Poisson pour des variables qui q−mutent.
On peut introduire un tel crochet de deux manie`res diffe´rentes, soit a` partir de la me´trique
q−symplectique associe´e a` ψ1, ψ2 [112], soit graˆce a` la R−matrice (2.3.3). On montre alors
[62] que
{A,B}PB =
∂A
∂x
∂B
∂πx
− ∂A
∂πx
∂B
∂x
+
∂A
∂ψ1
∂B
∂π1
− q2 ∂A
∂π1
∂B
∂ψ1
+
∂A
∂ψ2
∂B
∂π2
− q ∂A
∂π2
∂B
∂ψ2
. (3.1.29)
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On obtient alors l’alge`bre des contraintes
{Ξi,Ξj} = Cij =
(
0 q
−q2 0
)
ij
, (3.1.30)
qui permet de de´finir le crochet de Dirac
{A,B}DB = {A,B}PB − {A,Ξi}PB C−1ij {Ξj , B}PB . (3.1.31)
Si on applique (3.1.31) pour les variables (ψ1, ψ2), on obtient {ψ1, ψ2}DB = −q2 et donc
ψ1ψ2 − qψ2ψ1 = −q2. (3.1.32)
Une telle e´quation nous indique que la quantification d’une alge`bre de Grassmann ge´ne´ra-
lise´e est une alge`bre de Heisenberg q−de´forme´e. Ceci constitue une version adapte´e des
re´sultats connus pour les variables de Grassmann. L’e´quation (3.1.32) n’est pas surprenante
e´tant donne´ que ψ1 et ψ2 sont deux variables conjugue´es (ψ1 ∼ ∂∂ψ2 ). On montre ensuite que
l’on a bien G3 = H [62].
Les contraintes de premie`re classe sont, elles, impose´es sur les e´tats physiques. La premie`re
e´tape consiste a` supposer que les variables x, ψ1, ψ2 sont dans la repre´sentation vectorielle
du groupe de Poincare´. L’espace-temps n’est rien d’autre qu’un espace cible dans lequel est
plonge´e la ligne d’univers [62]. On note ηµν = diag(−1, 1, · · · , 1), la me´trique de Minkowski.
Tous les re´sultats pre´ce´dents sont alors transposables et l’alge`bre impose que
G3 =
(
πµxψ
ν
1ηµν +
1
2
ψµ2ψ
ν
2ηµν
)3
=
1
2
πµxπ
ν
xηµν .
On voit donc que les variables (ψµ1 , ψ
µ
2 ) engendrent l’alge`bre de Clifford du polynoˆme x
2
0y0−
x21y1 − · · · − x2D−1yD−1 (car
∑
µ (x
µψµ1 + y
µψµ2ψ
µ
2 )
3 = x20y0 − · · · − x2D−1yD−1). En choisissant
une repre´sentation de cette alge`bre, on peut construire l’espace de Fock |λphys〉 et introduire
la fonction d’onde 〈x|λphys〉 = λ(x). Les contraintes des premie`re classe se re´sument a`
∂µ∂
µλ(x) = 0 (3.1.33)(
iψµ1 ∂µ +
1
2
ψµ2ψ2 µ
)
λ(x) = 0.
De part la structure de l’alge`bre, on obtient
(
iψµ1 ∂µ +
1
2
ψµ2ψ2 µ
)3
= 1
2
∂µ∂
µ; une telle e´quation
constitue donc une ge´ne´ralisation de l’e´quation de Dirac, et est induite par les syme´tries sur
la ligne d’univers. Les variables ψ1 et ψ2 de´crivent des degre´s de liberte´ internes, analogues
au spin.
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Si maintenant, on suit la meˆme proce´dure pour F quelconque, il y a des chances pour
que l’on obtienne un ope´rateur dont la puissance F−ie`me s’identifie a` l’ope´rateur de Klein-
Gordon.
Dans [94], une e´quation correspondant a` la racine cubique de l’e´quation de Dirac est
propose´e, mais une telle e´quation diffe`re de celles obtenues par la FSUGRA.
3.1.6 Perspectives et questions ouvertes
La premie`re e´quation de (3.1.33) nous indique que nous avons affaire a` une particule non
massive. Quant a` la seconde, son interpre´tation reste un proble`me ouvert.
On sait d’apre`s le premier chapitre que l’alge`bre engendre´e par les ψ est de dimension
infinie. Deux possibilite´s s’offrent a` nous
1. soit construire une repre´sentation de dimension finie, comme nous l’avons propose´ dans
[62];
2. soit construire un espace de Fock de dimension infinie tout en pre´servant la relation
ψµ1ψ
µ
2 − qψµ2ψµ1 = −q2.
Le comportement des variables pour deux indices diffe´rents distingue les deux possibilite´s.
Il est possible que ce soit le second choix qui conduise a` des re´sultats inte´ressants. En
effet, comme on le verra dans la section 3, le groupe de Lorentz en dimension 1+2 admet des
repre´sentations de dimension infinie. Mais pour pouvoir identifier ces repre´sentations a` celles
construites pre´ce´demment, il faut d’une part e´tendre le formalisme pour une particule de
masse non-nulle (par l’introduction d’un champ auxiliaire par exemple) et d’autre part, cal-
culer les ge´ne´rateurs du groupe de Lorentz pour pouvoir conclure dans quelle repre´sentation
de SO(1, 2) se trouve λ. Une direction envisageable consisterait a` utiliser les travaux de
Strassler [105]. En effet, celui-ci a montre´ que l’action effective d’un champ de Dirac con-
duisait a` une action pre´sentant l’invariance de la supergravite´ a` une dimension. On pourrait
donc refaire la de´monstration de Strassler en prenant comme point de de´part l’action (3.1.23)
et en essayant de construire une action effective en 3D. Enfin, nous ne sommes pas parvenus
a` contraindre la dimension de l’espace-temps.
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3.2 Supersyme´trie fractionnaire en dimension 2 et in-
variance conforme
En dimension deux, a` la diffe´rence des autres dimensions, le groupe des transformations
conformes est de dimension infinie [113]. Cette proprie´te´ remarquable a e´te´ mise a` profit lors
de l’e´tude des the´ories de cordes [38], ou dans la description des syste`mes inte´grables [37].
La raison essentielle qui conduit a` un groupe infini re´side dans la structure mathe´matique
des transformations conformes, qui ne me´langent pas les composantes holomorphes et anti-
holomorphes. Les conse´quences d’un tel comportement sont multiples. Ainsi, le groupe
de syme´trie devient infini (il est engendre´ par deux copies de l’alge`bre de Virasoro) et
on peut de´finir des champs de poids conforme arbitraire. Une the´orie conforme est alors
spe´cifie´e par deux nombres, la charge centrale c et le poids conforme h. Si on impose une
repre´sentation unitaire et de plus bas poids (construite a` partir d’un vecteur primitif), on
contraint la se´rie (h, c) [114]. D’autres the´ories sont envisageables si on enrichit les syme´tries
bi-dimensionnelles. A cet e´gard, la supersyme´trie permet, par l’introduction de fermions,
de conside´rer d’autres syste`mes [114]. Mais comme nous l’avons dit, les fermions ne sont
plus les champs les plus ge´ne´raux que l’on puisse introduire a` deux dimensions; ainsi, les
parafermions1 [115] permettent de de´finir d’autres se´ries unitaires [116, 117] pour lesquelles
des courants de spin fractionnaire sont pre´sents. Toutes ces extensions ont comme point
commun le fait qu’elles peuvent eˆtre de´finies a` partir de la construction dite GKO [118].
Nous n’avons pas pu exhiber de construction GKO conduisant a` notre syste`me.
En ce qui nous concerne, nous avons suivi une voie diffe´rente pour e´tendre l’alge`bre de
Virasoro a` savoir par la construction d’une the´orie FSUSY en dimension 2 [63, 64]. Une
telle extension, tout comme celles conside´re´es dans [116], contient, outre le tenseur e´nergie-
impulsion, un courant conserve´ de poids conforme 1+1/F et des champs primaires de poids
conformes (0, 1/F, · · · , (F − 1)/F ).
3.2.1 Superespace fractionnaire et extension de l’alge`bre de Vira-
soro
Pour construire une action invariante sous les transformations FSUSY, nous allons proce´der
de manie`re diffe´rente par rapport au paragraphe pre´ce´dent. Nous allons directement e´tendre
le plan complexe (z, z¯) et mettre en avant une syme´trie plus large que celle engendre´e par
l’alge`bre de Virasoro.
La premie`re e´tape va donc consister a` associer aux variables z et z¯ leur partenaire FSUSY.
A ce stade, il est crucial de noter que l’alge`bre de Grassmann ge´ne´ralise´e (1.1.10) est in-
1Ces parafermions n’ont pas de rapport avec les parafermions introduits pour les parastatistiques.
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compatible avec l’introduction d’une structure complexe [63]. Cela revient a` dire que les
partenaires de z et z¯ ne pourront pas eˆtre complexes conjugue´s l’un de l’autre. On va donc
e´tendre z, z¯ de fac¸on he´te´rotique, c’est-a`-dire que nous associons a` (z, z¯) deux variables de
Grassmann ge´ne´ralise´es re´elles θL, θR et ainsi, la construction se fait inde´pendamment sur
les modes L et R. En utilisant (2.3.2), on obtient les relations qui me´langent les modes L et
R (on note d = ∂θ, δθ)
θFL = θ
F
R = 0 d
F
l = d
F
R = 0
θLθR = qθRθL dLdR = qdrdL
dLθR = q
−1θRdL dRθL = qθLdR.
(3.2.1)
Il est important de noter que les relations (3.2.1) ne sont stables ni sous la conjugaison
complexe ⋆ ni sous la permutation σ des deux variables L et R. Cependant, elles sont stables
sous la composition σ ◦ ⋆ des deux. Sous une telle transformation, (z, θL, ∂θL, δθL) a pour
image (z¯, θR, δθR, ∂θR) et il est important de noter que ⋆ ◦ σ e´change les roˆles de ∂θL et δθR .
Un tel automorphisme connecte donc les modes L et R. De ce fait, on peut de´finir la de´rive´e
covariante et le ge´ne´rateur des transformations FSUSY des modes R a` partir de ceux des
modes L; et on obtient alors [63]
QL = ∂L +
(1− q)
F
F−1
θF−1L ∂z
DL = δL +
(1− q−1)
F
F−1
θF−1L ∂z
QR = (QL)
⋆◦σ = δL +
(1− q−1)
F
F−1
θF−1R ∂z¯ (3.2.2)
DR = (DL)
⋆◦σ = ∂L +
(1− q)
F
F−1
θF−1R ∂z¯,
satisfaisant l’alge`bre (Q = Q,D)
QFL = D
F
L = ∂z Q
F
R = D
F
R = ∂z¯
QLDL = q
−1DLQL QRDR = qDRQR (3.2.3)
QLQR = qQRQL.
On peut remarquer que les ge´ne´rateurs (3.2.2) peuvent eˆtre e´tendus (on ne conside`re que
les modes gauches et on note θL, θ)
Ln = z
1−n∂z − 1
F
(n− 1)z−nN , n ∈ ZZ (3.2.4)
Gr = z
1
F
−r(∂θ +
(1− q)
F
F−1
θF−1∂z)− (1− q)
F
F−1
(r − 1
F
)z
1
F
−r−1θF−1N , r ∈ ZZ+ 1
F
.
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On peut montrer que de tels ge´ne´rateurs engendrent une extension de l’alge`bre de Virasoro
sans charge centrale [59]
[Ln, Lm] = (n−m)Lm+n
[Ln, Gr] = (
n
F
− r)Gn+r (3.2.5)
{Gr1 , · · · , GrF } = Lr1+···+rF ,
avec N l’ope´rateur nombre (2.2.1) introduit au chapitre 2, et {· · ·} le produit syme´trique
(1.1.4) de´fini au cours du chapitre 1. La seconde e´quation traduit le fait que les ge´ne´rateurs
Gi, comple´tant l’alge`bre de Virasoro, de´finissent un champ de poids conforme 1 + 1/F .
A la diffe´rence de F = 2 ou` on peut extraire la sous-alge`bre OSp(1|2) engendre´e par
(L−1, L0, L1) et (G−1/2, G1/2), de`s que F > 2, en notant que
[
L1, G1/F
]
= 0, on construit
une repre´sentation de SL(2, IR ) a` partir de G1/F (cette repre´sentation appartient aux se´ries
infinies de SL(2, IR ) voir section suivante):
[
L−1, · · ·
[
L−1, G1/F
]
· · ·
]
∼ G1/F−n (L−1 a e´te´
applique´ n fois). On construit de la sorte l’extension de OSp(1|2) engendre´e par (L−1, L0, L1)
et (G1/F−n, n = 0, 1, 2, · · ·).
3.2.2 Action
Forts de cette extension alge´brique, nous sommes en mesure de construire une action invari-
ante. Etant donne´ que le proce´de´ est identique a` celui de´veloppe´ sur la ligne d’univers, nous
insisterons uniquement sur les spe´cificite´s de la dimension 2. Un superchamp fractionnaire
admet le de´veloppement
φ(z, θL, z¯, θR) ∼
F−1∑
a,b=0
θaLθ
b
Rψa,b(z, z¯). (3.2.6)
En anticipant sur les re´sultats, on peut de´composer φ de la fac¸on suivante
champs poids conforme sur couche hors couche
de masse de masse
X(z, z¯) (0, 0) 1 + 1 1 + 1
ψa,0(z, z¯) (a/F, 0) 1 + 0 1 + 1
ψ0,b(z, z¯) (0, b/F ) 0 + 1 1 + 1
ψa,b(z, z¯) (a/F, b/F ) 0 + 0 1 + 1
(a+b indique que le champ contient a composante(s) holomorphe(s) et b anti-holomorphe(s)),
montrant explicitement, que ce soit sur ou hors couche de masse, que l’on a autant de degre´s
de liberte´ de poids conforme (0, 1/F, · · · , (F−1)/F ). Les champs ψa,0 sont holomorphes alors
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que ψ0,b anti-holomorphes. Enfin, ψa,b de´finissent des champs auxiliaires dont l’e´quation du
mouvement est ψa,b = 0.
Les relations de q−mutation des composantes de φ sont identiques a` (3.1.9)
θLψa,b = q
−(a+b)ψa,bθL, θRψa,b = q
−(a+b)ψa,bθR (3.2.7)
ψa,0ψF−a,0 = q
aψF−a,0ψa,0, (ψa,b)
F = 0,
(une e´quation analogue a` la troisie`me doit eˆtre postule´e pour les champs anti-holomorphes).
Si F n’est pas un nombre premier, aux relations (3.2.7), il faudra substituer des relations
analogues a` (3.1.17).
L’action se re´duit donc a`
S ∼
∫
dzdz¯dθLdθR
[−→
DLφ
] [
φ
←−
DR
]
(3.2.8)
∼
∫
dzdz¯
{
∂zX(z, z¯)∂z¯X(z, z¯) +
F−1∑
a=1
ψa,0(z, z¯)∂z¯ψF−a,0(z, z¯)
+
F−1∑
b=1
∂zψ0,b(z, z¯)ψ0,F−b(z, z¯) +
F−1∑
a,b=1
ψa,b(z, z¯)ψF−a,F−b(z, z¯)

 .
Dans le calcul de l’action (3.2.8), DL agit par la gauche et DR par la droite. Ceci est une
conse´quence de l’invariance ⋆ ◦ σ [63]. On observe en outre, en tenant compte des diffe´rents
champs, que le poids conforme de l’action est bien nul. Dans la re´fe´rence [63] nous avons,
pour F = 3, calcule´ pre´cise´ment tous les termes, alors que pour F quelconque, nous nous
sommes inte´resse´s uniquement a` la partie holomorphe [64] (en ne conservant que les termes
ψa,0 ≡ ψa du de´veloppement de φ = X(z, z¯) +
F−1∑
a=1
qa
2/2θaLψa(z))
S =
(
1− q
1− q−1
)F−1 ∫
dzdz¯dθL∂z¯φDLφ (3.2.9)
=
∫
dzdz¯
{
∂zX(z, z¯)∂z¯X(z, z¯) +
F
(1− q−1)F
F−1∑
a=1
(
q−a − 1
)
ψa(z, z¯)∂z¯ψF−a(z, z¯)
}
.
Cette action correspond a` celle propose´e par Matheus-Valle et Monteiro [67] (ils ne consi-
de´raient que les modes gauches et se limitaient a` F = 3). Il ressort d’une telle action que
les champs ψa6=0 satisfont des e´quations du mouvement ∂z¯ψa6=0 = 0, identiques a` celles d’un
fermion, cependant leurs proprie´te´s physiques sont diffe´rentes comme nous allons le voir.
On peut noter que (3.2.9) co¨ıncide avec l’action (3.1.14) obtenue en dimension 1 .
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3.2.3 Invariance
Une fois l’action construite, en proce´dant tout comme dans la section pre´ce´dente, il est facile
de montrer que celle-ci est invariante sous les transformations conformes et FSUSY. Les lois
de transformation des champs holomorphes sont identiques a` celles obtenues en dimension 1
δǫLφ = ǫLQLφ (3.1.10) [64]. Les lois de transformation, incluant les champs anti-holomorphes
et auxiliaires, ont e´te´ de´rive´es dans [63] δǫφ = ǫLQLφ+φQRǫR (la structure de l’alge`bre ainsi
que l’invariance ⋆ ◦ σ permettent d’obtenir les relations de q−mutation entre les parame`tres
de la transformation et les champs [63]).
Si F n’est pas un nombre premier, les re´sultats de la ligne d’univers restent valables [64],
et conduisent a` des sous-syste`mes qui pre´sentent des sous-syme´tries. Par exemple, une action
invariante sous la FSUSY d’ordre pair sera automatiquement invariante sous les transforma-
tions supersyme´triques [64].
Nous allons interpre´ter ces re´sultats dans le langage de l’invariance conforme et, sauf
mention contraire, nous nous inte´resserons uniquement a` la partie holomorphe de l’action.
3.2.4 Inte´grale de chemin et fonctions de Green
A partir des re`gles d’inte´gration (2.3.7), il est possible de de´finir la fonction de partition
Z[0] =
∫
DX
(
F−1∏
a=1
Dψa
)
e−S[X,ψ]. (3.2.10)
Etant donne´ que la de´rivation des re´sultats ne de´pend pas de F , nous allons nous concentrer
sur F = 3, l’extension a` F arbitraire e´tant imme´diate. En utilisant (2.3.15) et en notant
∆1,2(z − w) =
(
0 −q2∂z¯
q∂z¯ 0
)2
δ(z − w)δ(z¯ − w¯) l’ope´rateur cine´tique agissant sur ψ1, ψ2
(Sψ1,ψ2 = −
∫
d2zd2w
{
(ψ2(w) ψ1(w) )∆1,2(z − w)
(
ψ2(z)
ψ1(z)
)}
, F = 3), l’inte´gration sur les
champs ψ (pour F = 3) conduit a` [63]
Z[0] = det
(
0 −q2∂z¯
q∂z¯ 0
)2
. (3.2.11)
Pour F arbitraire, mais premier, en regroupant deux par deux les champs (ψa et ψF−a), on
obtient la puissance F−ie`me du produit des ope´rateurs cine´tiques agissant sur les divers
couples. Si F n’est pas premier, le re´sultat est analogue, mais plus complique´.
On de´finit alors le propagateur (en toute rigueur, on arrive a` un tel re´sultat lors du
processus de discre´tisation, et ensuite par passage a` la limite)
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〈(
ψ2(z)
ψ1(z)
)
(ψ2(w) ψ1(w) )
〉
=
δ
δ∆1,2(z − w)Z[0]
=
(
0 q2
−q 0
)
1
z − w. (3.2.12)
Lors de la de´rivation de (3.2.12), une normalisation approprie´e dans la mesure d’inte´gration
permet de s’affranchir des facteurs inde´sirables. La fonction de Green a` deux points peut
e´galement eˆtre de´duite par les me´thodes standard, en introduisant des sources (Matheus-
Valle et al [67]).
Pour F quelconque, on de´termine e´galement les fonctions de Green a` deux points. Les
seules non-nulles sont [64]
< ψF−a(z)ψa(w) > =
(q − 1)
F
F 1
q−a − 1
1
z − w
< ψa(z)ψF−a(w) > =
(q − 1)
F
F 1
qa − 1
1
z − w (3.2.13)
< X(z)X(w) > = − ln(z − w).
3.2.5 Oscillateurs, ordre normal et the´ore`me de Wick
A la place d’une description quantique par l’inte´grale de chemin, il est, dans certains cas,
souhaitable d’avoir une description en termes d’oscillateurs. Pour des raisons de commodite´,
nous n’e´tablirons les re´sultats que pour F = 3 ou` nous avons deux champs primaires con-
jugue´s ψ1 et ψ2. Lorsque F est arbitraire, on a F − 1 champs et les re´sultats s’e´tendent
moyennant les substitutions (ψ1, ψ2) −→ (ψa, ψF−a), et exp(2iπ/3) −→ exp(2iaπ/F ), a =
1, · · ·E(F/2).
Le fait que les champs soient holomorphes nous permet d’effectuer les de´veloppements
ψ1(z) =
∑
r∈ZZ+a/3
ψ1,rz
−r−1/3 (3.2.14)
ψ2(z) =
∑
s∈ZZ+2a/3
ψ2,sz
−s−2/3.
Tout comme en the´orie des cordes, nous pouvons de´finir une version adapte´e des secteurs de
Ramond-Neveu-Schwarz en fonction des conditions aux limites des champs (z → exp(2iπ)z),
spe´cifie´es par la valeur de a:
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champs a=0 a=1 a=2
ψ1 q
2 q 1
ψ2 q q
2 1
On peut construire une repre´sentation de l’alge`bre en de´finissant un vide |0〉 annihile´ par
ψ1,r, r > 0 et ψ2,s, s > 0. On remarque que, tout comme pour les secteurs de Neveu-Schwarz,
les modes correspondant a` a = 0 vont engendrer un vide non-trivial (des modes ze´ro); nous
n’exploiterons pas cette possibilite´.
La structure de l’alge`bre sous-tendue par ψ est tellement contrainte que le comportement
des diffe´rents oscillateurs, et donc des champs ψ, est impose´. On observe que les champs ψ1
et ψ2 sont conjugue´s; de ce fait, en introduisant deux se´ries de variables de Grassmann
ge´ne´ralise´es a et b, on peut re´e´crire ψ1,r ≡ ar, ψ2,s ≡ bs avec r, s > 0 ainsi que ψ1,−s ≡
b†s, ψ2,−r ≡ a†r, avec r, s > 0
ψ1(z) =
∑
s>0
{
b†sz
s−1/3 + asz
−s−1/3
}
≡ ψ1/3<(z) + ψ1/3>(z) (3.2.15)
ψ2(z) =
∑
r>0
{
a†rz
r−2/3 + brz
−r−2/3
}
≡ ψ2/3<(z) + ψ2/3>(z).
Ceci e´tant pose´, le comportement des divers oscillateurs les uns par rapport aux autres
n’est pas libre. La structure alge´brique va induire des relations de commutation ne cor-
respondant pas a` celles mentionne´es au chapitre pre´ce´dent.
Si on se concentre sur les champs ψ1 et ψ2, la cohe´rence implique que
1. les fonctions de corre´lation a` deux points redonnent (3.2.13)
〈0|ψ1(z)ψ2(w) |0〉 =
∑
r,s
〈0| asa†r |0〉 z−s−1/3wr−2/3 ∼
−q
z − w
〈0|ψ2(z)ψ1(w) |0〉 =
∑
r,s
〈0| bsb†r |0〉 z−s−2/3wr−1/3 ∼
q2
z − w.
〈0|ψ1(z)ψ1(w) |0〉 =
∑
r,s
〈0| asb†r |0〉 z−s−1/3wr−1/3 = 0
〈0|ψ2(z)ψ2(w) |0〉 =
∑
r,s
〈0| bsa†r |0〉 z−s−2/3wr−2/3 = 0
2. Avant quantification, nous avions ψ1(z)ψ2(z) = qψ2(z)ψ1(z), ce qui nous sugge`re de
de´finir une prescription d’ordre normal adapte´e conduisant a`
: ψ1(z)ψ2(z) :∼ q : ψ2(z)ψ1(z) : .
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Nous avons re´solu les contraintes (1) et (2) [63, 64]. Les e´quations (1) conduisent a` des
relations quadratiques entre les ope´rateurs de cre´ation A† = a†r, b
†
s et ceux d’annihilation
A = ar, bs : A
†A − qaAA† ∼ 1; mais a` ce stade, la puissance de q apparaissant dans les
relations de q−mutation n’est pas fixe´e. Si maintenant on impose que que l’alge`bre soit
ferme´e, ce qui ce traduit dans notre cas par une charge centrale re´elle (voir section (3.2.7)),
alors on obtient
ara
†
s − qa†sar = −qδrs bra†s − qa†sbr = 0
brb
†
s − q2b†sbr = q2δrs arb†s − q2b†sar = 0.
(3.2.16)
Un calcul direct nous montre que (3.2.16) conduit bien aux fonctions de Green (3.2.13).
Ensuite, si on de´finit une prescription d’ordre normal adapte´ (on note φi = ψ1, ψ2)
: φ1(z)φ2(z) :≡ lim
z→w
[φ1(z)φ2(w)− < φ1(z)φ2(w) >] , (3.2.17)
on obtient
: ψ1<(z)ψ2>(z) : = q : ψ2>(z)ψ1<(z) :
: ψ2<(z)ψ1>(z) : = q
2 : ψ1>(z)ψ2<(z) : (3.2.18)
: ψ2<(z)ψ2>(z) : = q : ψ2>(z)ψ2<(z) :
: ψ1<(z)ψ1>(z) : = q
2 : ψ1>(z)ψ1<(z) :
Les deux premie`res relations sont la traduction quantique de la relation de q−mutation
entre les champs ψ1(z), ψ2(z) classiques. Il s’ave`re donc qu’apre`s quantification, les champs
ne satisfont plus de relations de monodromie simples (on ne peut pas exprimer ψ1(z)ψ2(w) en
fonction de ψ2(w)ψ1(z)). En outre, si maintenant on recherche une relation biline´aire entre
deux ope´rateurs de cre´ation ou d’annihilation (aras = q
αrsasar), on peut montrer que l’on
de´bouche sur une inconsistance dans l’alge`bre des oscillateurs, donc au niveau de l’espace
de Hilbert (en calculant par exemple ara
†
rb
†
s|0 > de deux fac¸ons diffe´rentes). De ce fait, la
structure qui e´merge naturellement apre`s quantification de la FSUSY en dimension deux est
l’alge`bre des quons introduite par Greenberg et Mohapatra [87]. La conse´quence de l’alge`bre
des quons est que nous avons un the´ore`me de Wick affaibli et nulle relation entre les champs
a` fre´quence positive ou ne´gative n’est connue. Une telle structure avait e´te´ introduite pour
produire une statistique avec une faible violation du principe de Pauli. Pour eˆtre tout a` fait
pre´cis, il faut souligner le fait que pour Greenberg et Mohapatra nous avons q ∈ [0, 1[, alors
que dans notre cas, q est un nombre complexe de module 1. Enfin, pour eˆtre complet dans
la structure des oscillateurs, nous devons spe´cifier les relations
(ar)
3 = (a†r)
3 = (br)
3 = (b†r)
3 = .0
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3.2.6 Espace de Hilbert et quons
La notation du paragraphe pre´ce´dent est trompeuse et laisse supposer que les ope´rateurs a, b
et a†, b† sont hermitiques conjugue´s les uns des autres alors que ce n’est pas le cas. On pourrait
alors vouloir rechercher une transformation analogue a` celle e´tablie dans le chapitre 2, et
permettant de connecter l’alge`bre de Heisenberg q−de´forme´e au q−oscillateurs, mais une telle
transformation (voir la section (2.2.1)) ne permet pas de construire des ope´rateurs conjugue´s
les uns des autres. Une transformation un peu plus subtile est certainement ne´cessaire.
En outre, vu la structure de l’alge`bre des quons, l’ope´rateur nombre admet une expression
complexe [120]. Ainsi, a` la diffe´rence des q−oscillateurs, nous ne sommes pas encore en mesure
de prouver que la repre´sentation de l’alge`bre de la FSUSY en 2D est unitaire. Quoiqu’il en
soit, on peut d’ores et de´ja` e´tablir quelques proprie´te´s de l’espace de Hilbert. On se limite,
par souci de simplicite´, au cas ou` nous n’avons qu’une se´rie d’ope´rateurs (a, a†) et on note(
a†r1
)k1 · · · (a†ri
)ki |0 >∼ |(k1)r1 ; · · · , (ki)ri >.
1. Il n’y a pas de relation biline´raire entre deux ope´rateurs de cre´ation. De ce fait, il faut
distinguer les deux e´tats
a†ra
†
s|0 > 6= a†sa†r|0 > si r 6= s.
Il s’ensuit que les e´tats vont se de´composer en repre´sentations irre´ductibles du groupe
des permutations (voire du groupe des tresses) tout comme les parafermions de Green
[23, 24].
2. On ne peut pas appliquer un ope´rateur de cre´ation plus de F fois. Ainsi, si on conside`re
|h >= A0
(
a†r
)k1
A1 · · ·Ai−1
(
a†r
)ki
Ai|0 >,
avec A0, · · ·Ai des produits arbitraires d’ope´rateurs de cre´ation distincts de a†r, on a
a†r|h >= 0 si k1+ . . .+ ki = F − 1. En d’autre termes, on peut de´composer l’espace de
Hilbert
H = H
(r)
0 ⊕ · · · ⊕H(r)F−1,
ou` H
(r)
i est le sous-espace ou` a
†
r a e´te´ applique´ i fois. Cette proprie´te´ est la conse´quence
directe de la relation aFr = 0.
3. On peut se convaincre facilement que A0 · · ·Ai|0 > est annihile´ par ar.
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3.2.7 Alge`bre des courants
Ayant de´fini pre´cise´ment les diffe´rentes fonctions de Green et un the´ore`me de Wick adapte´
aux types de champs rencontre´s en FSUSY, nous sommes en mesure de de´terminer l’alge`bre
des courants. Dans le calcul des diverses OPE, il faut tenir compte de la prescription d’ordre
normal, ainsi pour calculer : ψ21(z) : ψ2(w), on revient a` la de´finition du the´ore`me de Wick,
: ψ21(z) := limǫ→0
ψ1(z + ǫ)ψ1(z), puis on effectue toutes les contractions possibles, et enfin on
prend la limite ǫ→ 0.
En se re´fe´rant aux re´sultats que nous avons e´tablis [63, 64], nous obtenons le tenseur
e´nergie-impulsion T et le supercourant G
T (z) = −1
2
: ∂zX(z)∂zX(z) : +
F
(q − 1)F
F−1∑
a=1
[
F − a
2F
(
(q−a − 1) : ∂zψ a
F
(z)ψF−a
F
(z)
+(1− qa) : ψF−a
F
(z)∂zψ a
F
(z) :
)]
,
G(z) = q1/2
[
: ∂zX(z)ψ 1
F
(z) : +
F
(q − 1)F−1
F−2∑
a=1
{a+ 1}{−a} 1
1 + η(a)
: ψF−a
F
(z)ψ 1+a
F
(z) :
]
,
(3.2.19)
ou` η(a) = q
F−1
2 si a = F−1
2
(si F est un nombre impair) et η(a) = 1 sinon (une telle
normalisation provient du calcul des contractions avec : (ψF−1
2
)2 :). En utilisant les fonctions
de Green a` deux points (3.2.13), on obtient
T (z)X(w) =
∂wX(w)
z − w + · · ·
T (z)ψa(w) =
a
F
ψa(w)
(z − w)2 +
∂wψa(w)
z − w + · · ·
G(z)X(w) = q1/2
ψ1(w)
z − w + · · · (3.2.20)
G(z)ψF−1(w) = (−1)F q1/2 (1− q)
F
F−1∂wX(w)
z − w + · · ·
G(z)ψa(w) = q
1/2{a+ 1} ψa+1
z − w + · · · .
Ces transformations montrent bien que les champs X,ψa sont de poids conformes 0, a/F
et que G est le courant conserve´ associe´ aux transformations FSUSY (voir les e´quations
(3.1.10)). On e´tablit e´galement
T (z)T (w) =
1
2
cF
(z − w)4 +
2T (w)
(z − w)2 +
∂wT (w)
z − w + . . . (3.2.21)
T (z)G(w) =
F+1
F
G(w)
(z − w)2 +
∂wG(w)
z − w + . . . ,
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ou` la charge centrale vaut
cF = 1 + (
1
2
) + 2
E(F−1
2
)∑
a=1
cos(
2πa
F
)
{(
a
F
)2
+
(
F − a
F
)2
− 4a(F − a)
F 2
}
, (3.2.22)
(1/2) est pre´sent uniquement si F est pair, il repre´sente la contribution d’un fermion a` la
charge centrale. Uniquement F = 2, 3, 4 admettent une charge centrale rationnelle et peuvent
donc avoir un lien avec des syste`mes inte´grables. On peut noter que F = 4 a la meˆme charge
centrale que F = 2.
L’extension de l’alge`bre de Virasoro conside´re´e est une ge´ne´ralisation naturelle de l’inva-
riance superconforme et contient un courant conserve´ de poids conforme 1 + 1/F . Cette
nouvelle syme´trie connecte les champs primaires de poids conforme (0, 1/F, · · · , (F − 1)/F ).
Pour des raisons analogues a` celles de´veloppe´es pre´ce´demment, on voit que l’alge`bre
FSUSY va impliquer des relations de fermeture d’ordre F et non pas quadratiques. De ce
fait, lorsque l’on calcule G(z)G(w), on engendre le pseudo-courant G2, de poids conforme
1 + 2/F . Ce processus ite´ratif va conduire a` G ≡ G1, G2, · · · , GF−1, et parmi ces pseudo-
courants, de poids conformes (1+1/F, 1+2/F, · · · , 1+ (F − 1)/F ), on peut conclure que Gi
engendre une syme´trie si i divise F . On retrouve bien e´videmment une structure alge´brique
identique a` ce qui se passe a` une dimension. Enfin, G1(z)GF−1(w) donne le tenseur e´nergie-
impulsion T , et e´ventuellement des termes exprime´s a` partir des champs primaires. Ceci
est la re´percussion, au niveau de l’alge`bre des courants, de QFL = ∂z. Il est facile de se
rendre compte que (3.2.21) conduit aux deux premie`res relations de (3.2.5) (avec une charge
centrale). Par contre, l’analogue de la troisie`me ne semble pas e´vidente a` obtenir.
On peut comparer la structure construite a` l’alge`bre de Virasoro fractionnaire (FSV)
conside´re´e dans [116, 117], ou`, au coˆte´ du tenseur e´nergie-impulsion, un courant conserve´
de poids conforme 1 + 1/F est introduit. Ces deux alge`bres sont diffe´rentes, et ceci pour
plusieurs raisons. FSV implique des relations de fermeture quadratiques mais non-locales,
alors que FSUSY admet des relations de fermeture d’ordre F mais locales. En outre, les
charges centrales diffe`rent dans les deux the´ories (cK = 3K/(K + 2), K = 4, CK = 2
correspondant a` F = 3 etc.) [116, 117]. Enfin, les champs ψ que nous avons introduits ne
sont pas des parafermions.
3.2.8 Associativite´
Nous avons mentionne´ que l’alge`bre associe´e a` la FSUSY induisait des relations de fermeture
non-quadratiques, mais pour qu’une the´orie conforme soit cohe´rente, il n’est pas suffisant
qu’elle soit ferme´e, elle doit e´galement eˆtre associative. Ce nouveau type de contraintes a eu
une incidence non nulle sur la structure introduite dans [116, 117]. L’associativite´ se manifeste
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lorsque l’on calcule une fonction de corre´lation, et impose que le re´sultat soit inde´pendant
de la manie`re dont on groupe les diffe´rents champs .
Ainsi, par exemple, si on veut de´terminer 〈φ1(z1)φ2(z2)φ3(z3)〉, nous avons deux fac¸ons
de distribuer les parenthe`ses :
〈
φ1(z1)
(
φ2(z2)φ3(z3)
)〉
ou
〈(
φ1(z1)φ2(z2)
)
φ3(z3)
〉
,
ces deux fac¸ons devant conduire au meˆme re´sultat. Et ainsi de suite pour les fonctions a`
quatre, cinq etc. points.
Une solution a` ce proble`me de´licat a e´te´ donne´e par l’e´tude des fonctions de Green a`
4 points entre champs primaires, et de´bouche sur l’e´quation de bootstrap [113]. Une telle
e´quation permet de de´terminer les divers coefficients apparaissant dans les OPE entre les
champs primaires. Dans le cas ou` F = 3, on a
∂X(z)∂X(w) =
−1
(z − w)2 +
∑
n>0
C
0,(n)
00 ∂
nX(w)(z − w)n−2
∂X(z)ψa(w) =
∑
n≥0
C
a,(n)
0a ∂
nψa(w)(z − w)n−1, a = 1, 2
ψ1(z)ψ1(w) =
∑
n≥0
C
2,(n)
11 ∂
nψ2(w)(z − w)n (3.2.23)
ψ2(z)ψ2(w) =
∑
n≥0
C
1,(n)
22 ∂
nψ1(w)(z − w)n−1
ψ1(z)ψ2(w) =
−q
z − w +
∑
n>0
C
0,(n)
12 ∂
nX(w)(z − w)n−1
ψ2(z)ψ1(w) =
q2
z − w +
∑
n>0
C
0,(n)
21 ∂
nX(w)(z − w)n−1
Si on calcule
< φ1(z1)φ2(z2)φ3(z3)φ4(z4) >,
avec φi = ψ1, ψ2, ∂zX on peut (en utilisant les e´quations (3.2.23))
• soit contracter φ1 avec φ2 et φ3 avec φ4 et ensuite calculer les fonctions a` deux-points;
• soit contracter φ2 avec φ3 et φ1 avec φ4 puis calculer les fonctions a` deux points.
Imposer que les deux fac¸ons de proce´der conduisent au meˆme re´sultat fixe les coefficients C
introduits dans (3.2.23). Nous n’avons pas encore effectue´ de tels calculs qui peuvent eˆtre
tre`s lourds.
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3.2.9 Applications
Le premier type d’applications envisageable a` partir de la FSUSY consiste en l’e´tude des
syste`mes inte´grables ou des mode`les minimaux (en particulier pour F = 2, 3, 4 ou` la charge
centrale est un nombre rationnel): ainsi, une the´orie FSUSY d’ordre 4 est obligatoirement
supersyme´trique.
Tout comme F = 2 contient un champ primaire fermionique et de´bouche sur une descrip-
tion du mode`le d’Ising, on peut se poser la question du syste`me (si syste`me il y a) sous-tendu
par la the´orie F = 3. On pourrait penser que les champs ψ1 et ψ2 sont corre´le´s au mode`le de
Potts a` trois e´tats. Mais tel n’est pas le cas car la charge centrale de ψ1 et ψ2 est 1/3 alors
que celle de Potts a` trois e´tats est c = 4/5.
En marge (ou relie´ ?) a` ce proble`me, plusieurs extensions sont alors envisageables:
1. introduire d’autres superchamps que le superchamp scalaire (3.2.6), par exemple des
champs de poids conforme non-nul. C’est ce principe qui permet de construire une
the´orie fF−SUSY a` partir d’une F−SUSY. Il a d’ailleurs e´te´ e´tabli que les repre´senta-
tions de FSUSY sont en bijection avec celles (cycliques) du groupe quantique Uq(sl(2))
(Saidi el al [67]);
2. on peut e´galement introduire des termes d’interaction en de´finissant un superpotentiel
(Debergh [67], Saidi et al [67]) ou encore un couplage entre diffe´rents superchamps de
poids conformes distincts (Collato et al [67]);
3. enfin, si on modifie les relations de commutation entre les oscillateurs de la fac¸on
suivante [63]
ara
†
s − qa†sar = kn(∆)δrs, (3.2.24)
on obtient
〈0|ψ1(z)ψ2(w) |0〉 = 1
z∆
∑
n≥0
kn(∆)(
w
z
)n ∼ 1
(z − w)∆ , (3.2.25)
et on peut reproduire des fonctions de Green non-locales. Evidemment, tout ce que
nous avons fait n’est plus valable dans ce cas-la`, et on peut se demander si une telle
description a (ou n’a pas) de rapport avec les parafermions et FSV?
On peut e´galement envisager que la FSUSY soit une syme´trie sur la surface d’univers
et donc appliquer les re´sultats en the´orie des cordes. Si maintenant, on veut construire une
action pre´sentant une invariance locale (tout comme en dimension 1), les proble`mes e´nonce´s
dans la premie`re partie restent entiers et il faudrait construire proprement une telle action.
D’apre`s la discussion envisage´e dans la section (3.1.4), il semblerait qu’il faille introduire F−1
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fractini, controˆlant l’invariance par FSUSY, et une me´trique (ou un “zweibein”) controˆlant
les diffe´omorphismes. Parmi ces champs de jauge, seuls le zweibein et les fractini χi couplant
aux courants Gi, lorsque i divise F , pourront avoir une incidence sur la cohe´rence de la
the´orie (seulement ces champs se transformeront par FSUSY d’ordre i/F comme une de´rive´e
totale) [64]. C’est par l’interme´diaire des fantoˆmes que Polyakov a le premier de´montre´ que
les the´ories primitives des cordes/supercordes imposaient une dimension de l’espace-temps
de 26, 10 [119]. Nous allons reproduire les e´tapes du raisonnement applique´ a` une the´orie
FSUSY. Une extension des the´ories des cordes a e´galement e´te´ obtenue dans le cadre des
the´ories FSV [117].
Lors de la quantification par l’inte´grale de chemin, le fait de fixer une jauge ne´cessite
l’introduction de fantoˆmes. Sans connaˆıtre pre´cise´ment la forme de l’action invariante lo-
cale, utilisant les lois de transformation (2.3.14), on peut e´crire (pour la FSUSY d’ordre
F/i)
Si =
(
det J
(i)
ghost
)−F/i+1
(3.2.26)
=
∫
Dβ(i)1 Dγ(i)1 · · ·Dβ(i)F/i−1Dγ(i)F/i−1 exp
[
S
β
(i)
1 ,γ
(i)
1
+ · · ·+ S
β
(i)
F/i−1
,γ
(i)
F/i−1
]
,
ou` nous avons introduit F/i−1 paires de fantoˆmes/anti-fantoˆmes, champs bosoniques expri-
mant le de´terminant apparaissant dans (3.2.26), chaque paire de fantoˆmes contribuant pour
une puissance 1 dans l’expression du de´terminant. Comme le parame`tre de la transforma-
tion F/i−SUSY est de poids conforme −i/F , les fantoˆmes γ(i), anti-fantoˆmes β(i) sont de
poids conformes −i/F , 1 + i/F . Un tel couple aura une charge centrale (Polyakov [107]) de
cβ(i),γ(i) = 2(1 + 6i/F (i/F + 1)). Les fantoˆmes introduits de cette fac¸on sont associe´s a` une
syme´trie car Gi est un ge´ne´rateur. Etant donne´ que les repre´sentations de la FSUSY font
appel a` des champs de tous les types, il est tre`s probable qu’il faille e´galement introduire des
champs de poids conformes −i/F , 1 + i/F lorsque i ne divise pas F , de telle sorte que l’on
puisse comple´ter les divers super-multiplets. Suivant la terminologie introduite, on pourrait
appeler pseudo-fantoˆmes de tels champs. Du fait qu’ils sont associe´s a` une pseudo-syme´trie,
ils ne contribueraient pas a` l’anomalie.
On re´sume alors dans le tableau suivant les diffe´rentes contributions a` l’anomalie (on
rappelle que la contribution du syste`me c, b, controˆlant l’anomalie des diffe´omorphismes est
toujours −26)
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FSUSY matie`re fantoˆmes dimension critique
F = 1 1 −26 26
F = 2 1 + 1
2
−26 + 11 10
F = 3 1 + 1
3
−26 + 2× 22
3
17
2
F = 4 1 + 1
2
+ 0 −26 + 11 + 3× 23
4
ne´gative
F > 4 irrationnel irrationnel
Les diverses contributions correspondent:
dans la colonne matie`re: aux diffe´rents champs (3.2.22);
dans la colonne fantoˆmes: aux contributions provenant des diverses syme´tries (par exemple
pour F = 4, on a la supersyme´trie, la FSUSY d’ordre 4 et les diffe´omorphismes);
la dimension critique est obtenue en prenant D familles de multiplets d’ordre F de telle sorte
que l’anomalie totale est nulle.
Cette e´tude ge´ne´rale montre que la FSUSY n’est pas applicable (du moins dans sa pre´sente
version) pour la description d’une the´orie de corde car, pour F = 3, la dimension n’est pas
entie`re et pour F = 4, elle est ne´gative. Et a fortiori, de`s que F > 4, on ne peut pas construire
de the´orie satisfaisante.
Dans les Refs.[121], une approche tre`s semblable a` celle que nous avons suivie pour con-
struire la FSUSY a e´te´ propose´e. La diffe´rence essentielle re´side dans les proprie´te´s des
diffe´rents champs qui commutent ou anticommutent. Alors, d’une part, la charge centrale
de la matie`re est toujours un nombre rationnel (il n’y a pas de q conduisant a` un cosinus).
D’autre part, dans cette approche, il apparaˆıt des syme´tries de tous les types et les restric-
tions de type “Gi est un ge´ne´rateur si i divise F” ne sont pas de mise. De cette fac¸on, d’autres
dimensions critiques apparaissent.
Pour clore cette partie, mentionnons que tous ces re´sultats militent en faveur d’une
modification de la FSUSY en dimension 2
• soit par la conside´ration d’autres multiplets;
• soit par une modification pertinente de l’alge`bre des oscillateurs;
• ???
En effet, la FSUSY en 2D pre´sente des avantages et des inconve´nients par rapport aux
the´ories analogues telles que FSV.
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Avantage: nous avons une structure de superespace explicite et des variables ge´ne´ralisant
les variables de Grassmann adapte´es pour de´crire une telle extension de l’alge`bre de Virasoro.
Inconve´nients: la charge centrale est en ge´ne´ral irrationnelle et de ce fait, la connexion
avec une the´orie de corde n’est pas envisageable. Nous n’avons e´galement pas de relation
e´videntes avec des syste`mes inte´grables, et en particulier avec les parafermions de Fateev et
Zamolodchikov.
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3.3 Supersyme´trie fractionnaire en dimension 1 + 2 et
anyons
La dernie`re dimension qui pre´sente des proprie´te´s particulie`res et permette de construire
une extension des the´ories supersyme´triques se trouve eˆtre 1 + 2. Dans de tels espaces,
l’existence de repre´sentations qui ne sont ni bosoniques (ou parabosoniques) ni fermioniques
(ou parafermioniques) permet de de´finir des particules de spin arbitraire. Nous allons voir
comment, a` partir de ces repre´sentations anyoniques, il est possible de construire une syme´trie
allant au-dela` de la supersyme´trie et constituant une extension naturelle des the´ories FSUSY
de´ja` de´finies en dimension 1 et 2. Nous nous attacherons ensuite a` e´tudier les repre´sentations
de cette syme´trie.
3.3.1 Repre´sentations de l’alge`bre de Poincare´
Il existe plusieurs fac¸ons d’introduire les statistiques fractionnaires en dimension 1 + 2. Par
exemple, on peut se demander si le fait de permuter deux particules dans le sens re´trograde
ou trigonome´trique conduit a` un meˆme de´phasage (exp(iπα) = exp(−iπα), voir figure).
x x x x1 12 2
e
i ipi piα α−
e=
?
<=>
?
(I) (II)
De`s que la dimension de l’espace-temps est supe´rieure a` 4, l’existence de dimensions du
genre espace perpendiculaires au plan de la figure impose que les deux manie`res d’e´changer
les particules 1 et 2 soient identiques (on peut faire une rotation, dans un plan contenant
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l’ axe reliant 1 a` 2 et perpendiculaire au plan de la figure, e´changeant I et II) et donc
α = 0, 1. Par contre, si D = 3, tel n’est plus le cas et α est arbitraire. Il s’ensuit, lorsque
la dimension de l’espace-temps est e´gale (supe´rieure ou e´gale) a` 3, que les particules sont
dans une repre´sentation du groupe des tresses (permutations). Ainsi, en dimension 1+2, des
statistiques ni bosoniques (α = 0) ni fermioniques (α = 1) sont permises [101].
On peut e´galement introduire les e´tats de spin fractionnaire par la the´orie des repre´sen-
tations. Etant donne´ que le premier groupe d’homotopie est π1(SO(1, 2)) = π1(SO(2)) = ZZ,
il existe un groupe de recouvrement universel permettant d’autres repre´sentations que celles
bosoniques et fermioniques.
On de´finit les ge´ne´rateurs du groupe de Poincare´ Jα = 1
2
ηαβǫβµνJ
µν et P α (ηαβ =
Diag(−1, 1, 1) est la me´trique de Minkowski et ǫβµν le tenseur de Levi-Civita). L’alge`bre
de Poincare´ s’e´crit alors
[
P α, P β
]
= 0[
Jα, P β
]
= iηαγηβδǫγδηP
η (3.3.1)[
Jα, Jβ
]
= iηαγηβδǫγδηJ
η.
Les repre´sentations pour les particules de masse m 6= 0 sont obtenues a` partir de l’e´tude
du petit groupe laissant invariant l’impulsion pα = (m, 0, 0), calcule´e dans un re´fe´rentiel
ou` la particule est au repos. Etant donne´ que ce groupe de stabilite´ est abe´lien (SO(2)),
les repre´sentations sont de dimension 1 et non-quantifie´es (J0 −→ J0 + s laisse invariantes
les relations de structure de SO(2)). Les repre´sentations sont donc parame´trise´es par un
parame`tre continu s ∈ IR . Une telle substitution montre explicitement que lorsque l’on fait
une rotation de 2π, on engendre une phase e2isπ. Il est remarquable de constater alors, que
pour le groupe SO(1, 2), la transformation simultane´e J i −→ J i+s P i
P 0+m
pre´serve les relations
de commutation de SO(1, 2). Puisque pour une transformation propre et orthochrone, le
de´nominateur ne s’annule jamais, s n’est pas quantifie´ (ce n’est bien suˆr pas vrai pour
SO(3)). En outre, a` partir de la me´thode des repre´sentations induites, on peut montrer que,
pour une repre´sentation s, on a (les repre´sentations du groupe de Poincare´ ont e´te´ e´tudie´es
dans [122])
J0s = i
(
p1
∂
∂p2
− p2 ∂
∂p1
)
+ s
J1s = −i
(
p2
∂
∂p0
− p0 ∂
∂p1
)
+ s
p1
p0 +m
(3.3.2)
J2s = −i
(
p0
∂
∂p1
− p1 ∂
∂p0
)
+ s
p2
p0 +m
,
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avec p la valeur propre de P . Une telle modification des ge´ne´rateurs de Lorentz a e´te´ propose´e
dans [123]. L’ide´e de la de´monstration est la suivante: partant du re´fe´rentiel ou` pα = (m, 0, 0),
par une transformation de Lorentz, on passe dans un repe`re quelconque, pour lequel pα =
(p0, p1, p2) (avec pαpα = m
2) et on regarde ce qu’induit un tel changement de base au niveau
des ge´ne´rateurs de Lorentz [124].
Une fois les repre´sentations (3.3.2) mises en e´vidence, il a e´te´ observe´ [122, 124, 125] qu’a`
partir des deux ope´rateurs de Casimir (P.P et P.J), on pouvait construire une e´quation du
mouvement pour une particule de masse m (P.P = m2) et de spin s (P.J = ms)
(P 2 −m2)Ψ = 0 (3.3.3)
(P.J − sm)Ψ = 0.
Diverses approches ont e´galement conduit a` des e´quations analogues [125]. Il est important
de noter qu’une telle description diffe`re de celle ou`, par l’interme´diaire d’un terme de Chern-
Simons, on transmute un champ scalaire en un champ de spin fractionnaire [126].
Les e´quations (3.3.3) ne sont vraies que sur la couche de masse, et pour obtenir des
e´quations covariantes, il faut aller au-dela` de la condition de masse et e´tudier les repre´senta-
tions du groupe de Lorentz en dimension 3. Ainsi, en partant de ces repre´sentations, en
imposant une e´quation du mouvement approprie´e, on peut retrouver (3.3.3) avec le bon
nombre de degre´(s) de liberte´. C’est d’ailleurs ainsi que l’on passe, a` quatre dimensions, d’un
champ de Dirac a` 4 composantes complexes, aux degre´s de liberte´ de l’e´lectron par exemple.
Jackiw et Nair [124] et Binegar [122] ont montre´, par un calcul explicite, que les repre´sen-
tations non-unitaires de dimension 2s+1 conduisaient a` (3.3.3) (du moins pour les repre´sen-
tations vectorielle et spinorielle). Ces re´sultats ont ensuite e´te´ e´tendus pour s arbitraire
[124, 125] et admettent comme point de de´part les repre´sentations de dimension infinie de
SO(1, 2). Celles-ci ont e´te´ mises en e´vidence par Wybourne [127] et consistent en les se´ries
discre`tes borne´es de plus haut ou de plus bas poids. C’est a` partir de ces repre´sentations
que l’on peut obtenir une e´quation relativiste pour un anyon [124]. Il existe e´galement les
se´ries dites continues [127] qui ne sont borne´es ni par le haut ni par le bas; une e´quation
relativiste a e´galement e´te´ propose´e pour de telles repre´sentations (voir le troisie`me article de
[125]), mais nous n’en parlerons pas et nous nous limiterons aux se´ries discre`tes. En notant
J± = J1 ∓ iJ2, on obtient
J0s |s+, n〉 = (s+ n)|s+, n〉
D+s : Js,+|s+, n〉 =
√
(2s+ n)(n + 1)|s+, n+ 1〉
Js,−|s+, n〉 =
√
(2s+ n− 1)n|s+, n− 1〉,
(3.3.4)
pour les se´ries de plus bas poids, et pour celles de plus haut poids,
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J0s |s−, n〉 = −(s+ n)|s−, n〉
D−s : Js,+|s−, n〉 = −
√
(2s+ n− 1)n|s−, n− 1〉
Js,−|s−, n〉 = −
√
(2s+ n)(n + 1)|s−, n+ 1〉.
(3.3.5)
Ces deux repre´sentations admettent s(s− 1) comme valeur de l’ope´rateur de Casimir. Cette
approche qui passe par les repre´sentations du groupe de recouvrement universel de SO(1, 2)
diffe´re de celle ou` des repre´sentations multi-value´es de SO(1, 2) sont conside´re´es [128].
Pour terminer cette section, mentionnons les re´sultats essentiels de Jackiw et Nair [124]:
il est possible de construire une e´quation relativiste pour un anyon de spin s. La solution
d’une telle e´quation s’exprime comme la somme directe d’une particule d’e´nergie positive
dans la repre´sentation D+s et d’une solution d’e´nergie ne´gative dans la repre´sentations D−s .
Ceci revient a` dire que l’on obtient un e´tat d’e´nergie positive et d’he´licite´ h = s et un e´tat
d’e´nergie ne´gative et d’he´licite´ h = −s: |s〉 = |h = s,+〉 ⊕ |h = −s,−〉. Ces deux e´tats
sont donc CP conjugue´s l’un de l’autre et finalement, on obtient une repre´sentation re´elle
(comme il se doit pour SO(2)).
En fait, pour construire des e´quations covariantes reproduisant (3.3.3), on rele`ve deux
me´thodes. La premie`re admet comme point de de´part la repre´sentation D−1 ⊕ Ds+1 [124]
et la seconde D−1/2 ⊕ Ds+1/2 [125] (troisie`me article); D−1,D−1/2 sont les repre´sentations
vectorielle et spinorielle. Dans les deux cas, (3.3.3) ont e´te´ de´rive´es a` partir d’une e´quation
line´aire plus un certain nombre de conditions subsidiaires. Mentionnons que dans les deux
dernie`res re´fe´rences de [125], une e´quation line´aire a e´te´ obtenue.
Nous allons, dans la section suivante, conside´rer le cas s = −1/F . Si on observe les
e´quations (3.3.4) et (3.3.5), il apparaˆıt imme´diatement une ambiguite´ lie´e a`
√
−2/F . De ce
fait, il y a a priori quatre repre´sentations possibles: deux de plus haut poids et deux de plus
bas poids lie´es au choix
√−1 = ±i. On note D±−1/F ;± ces quatre repre´sentations. On peut
alors e´tablir que celles-ci sont relie´es de la manie`re suivante
• la repre´sentation duale deD+−1/F ;+ est de´finie moyennant la substitution Ja −→ − (Ja)t:[
D+−1/F ;+
]∗
= D−−1/F ;+;
• la repre´sentation complexe conjugue´e de D+−1/F ;+, est obtenue en introduisant Ja −→
− (Ja)⋆ 2, 3 (comme, quelque soit la repre´sentation choisie, par de´finition on a J± =
J1 ∓ iJ2, (J±)⋆ = −
(
(J1)
⋆ ∓ i (J2)⋆
)
. On obtient alors D+−1/F ;+ = D−−1/F ;−;
• finalement
[
D+−1/F ;+
]∗
= D+−1/F ;−.
2Etant donne´ que pour les mathe´maticiens il n’y a pas de facteur i dans la de´finition d’une alge`bre de
Lie, –c.f. (3.3.1)– il n’y a pas de signe moins dans la de´finition de la repre´sentation complexe conjugue´e.
3On peut noter que pour une matrice complexe X , X⋆ repre´sente la matrice complexe conjugue´e, alors
que pour un espace vectoriel V , V ∗ repre´sente son espace dual.
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Si maintenant on conside`re ψa ∈ D+−1/F ;+, ψa ∈ DC−−1/F ;+, ψ¯a˙ ∈ D−−1/F ;− et ψ¯a˙ ∈ D+−1/F ;−
(les notations suivent de tre`s pre`s celles de SL(2, lC )), nous avons les lois de transformation
suivantes
ψ′a = S
b
a ψb
ψ′a =
(
S−1
) a
b
ψb (3.3.6)
ψ¯′a˙ = (S
⋆) b˙a˙ ψ¯b˙
ψ¯′a˙ =
(
(S⋆)−1
) a˙
b˙
ψ¯b˙.
On peut alors montrer que les repre´sentations de plus haut/bas poids sont isomorphes
(e´tant donne´ que nous conside´rons des espaces de dimension infinie, on a plus exactement
D+−1/F ;+ ⊂
[
D+−1/F ;+
]∗
). Conside´rons les matrices ga˙a = g
aa˙ = gaa˙ = g
a˙a = diag(−1, 1, · · · , 1)
(ga˙a =
(
gaa˙
)−1
et gaa˙ =
(
ga˙a
)−1
), on peut alors de´finir le produit scalaire
ϕaψa = ϕ¯a˙ψag
a˙a = −ϕ¯0˙ψ0 +
∑
a>0
ϕ¯a˙ψa, (3.3.7)
e´tablissant explicitement l’inclusion D+−1/F ;+ ⊂
[
D+−1/F ;+
]∗
: (S−1)
a
b = g
aa˙ (S⋆) b˙a˙ gb˙b (pour
D+−1/F ;+ on prend des sommes finies alors que pour
[
D+−1/F ;+
]∗
les sommes peuvent eˆtre en
principe infinies.
La raison pour laquelle nous avons un produit scalaire pseudo-hermitien est lie´e au fait
que nous avons des repre´sentations non-unitaires d’un groupe de Lie non-compact.
3.3.2 Extension de l’alge`bre de Poincare´ et supersyme´trie frac-
tionnaire
Le point de de´part dans l’e´tude des extensions de l’alge`bre de Poincare´ consiste a` de´finir des
se´ries infinies de charges, dans les repre´sentations approprie´es de SO(1, 2). Etant donne´s les
re´sultats des sections consacre´es a` l’e´tude de la FSUSY en une et deux dimensions, on choisit
des charges dans les repre´sentations D+−1/F ;+ et D−−1/F ;− note´es respectivement
{
Q+−1/F+n
}
et
{
Q−−1/F+n
}
. On a donc
(
Q+−1/F+n
)†
=
(
Q−−1/F+n
)
. On re´soud l’ambiguite´ lie´e a` la racine
carre´e d’un nombre ne´gatif en fixant
√−1 = i. D’apre`s les e´quations (3.3.4) et (3.3.5), on en
de´duit les relations de commutation [68]
[
J0, Q+−1/F+n
]
= (−1/F + n) Q+−1/F+n[
J+, Q
+
−1/F+n
]
=
√
(−2/F + n)(n + 1) Q+−1/F+n+1
3.3 Supersyme´trie fractionnaire en dimension 1 + 2 et anyons 87
[
J−, Q
+
−1/F+n
]
=
√
(−2/F + n− 1)n Q+−1/F+n−1
(3.3.8)[
J0, Q−−1/F+n
]
= −(−1/F + n) Q−−1/F+n[
J+, Q
−
−1/F+n
]
= −
(√
(−2/F + n− 1)n
)⋆
Q−−1/F+n−1[
J−, Q
−
−1/F+n
]
= −
(√
(−2/F + n)(n + 1)
)⋆
Q−−1/F+n+1,
On obtient donc une infinite´ de ge´ne´rateurs d’he´licite´ h = n − 1/F pour la repre´sentation
D+−1/F ;+ et h = −n + 1/F pour D−−1/F ;−; ces deux repre´sentations ne sont pas e´quivalentes.
Dans le cas particulier ou` F = 2, D+−1/2 ∼ D−−1/2 et la repre´sentation est de dimension 2.
Comme on a introduit des charges dans une repre´sentation anyonique de SO(1, 2), on
aimerait pouvoir construire une extension non-triviale de l’alge`bre de Poincare´. Nous notons
de fac¸on ge´ne´rique A, B les ge´ne´rateurs anyoniques et bosoniques. On sait que les ope´rateurs
du type A induisent des ge´ne´rateurs du type B en dimension un et deux. Par ailleurs, e´tant
donne´ que A prend une phase exp(−2iπ
F
) lors d’une rotation de 2π, ses e´le´ments admettront
une graduation F − 1 dans ZZF , alors que les ope´rateurs bosoniques une graduation 0. Tout
comme en dimension 1 et 2, on peut se poser la question de l’existence de charges de grad-
uation −a/F , et on montrera que de telles charges peuvent eˆtre de´finies si a divise F . Nous
nous pencherons sur cette alternative ulte´rieurement. Forts de ces re´sultats, on obtient
{A, · · · ,A}F ∼ B
[B,A] ∼ A (3.3.9)
[B,B] ∼ B,
la justification du produit comple`tement syme´trique {· · ·}F (voir e´quation (1.1.4)) sera
donne´e par la suite.
A ce stade deux e´tapes, sont encore ne´cessaires: identifier pre´cise´ment les relations entre
{A} et {B} et ensuite s’assurer de la cohe´rence de l’alge`bre ainsi de´finie. Ces deux contraintes
seront en fait re´solues en une seule e´tape, en de´finissant des identite´s de Jacobi approprie´es
[[B1,B2] ,B3] + [[B2,B3] ,B1] + [[B3,B1] ,B2] = 0
[[B1,B2] ,A3] + [[B2,A3] ,B1] + [[A3,B1] ,B2] = 0
[B, {A1, . . . ,AF}F ] = {[B,A1] , . . . ,AF}F + . . .+ {A1, . . . , [B,AF ]}F (3.3.10)
F+1∑
i=1
[Ai, {A1, . . . ,Ai−1,Ai+1, . . . ,AF+1}F ] = 0.
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Les deux premie`res identite´s sont identiques a` celles obtenues pour les superalge`bres de Lie,
la troisie`me est de´rive´e en utilisant la re`gle de Leibniz avec B et {· · ·} et la dernie`re est
donne´e par un calcul direct. Vu la structure particulie`re de l’alge`bre, il n’y a pas d’autre
identite´s.
Pour de´terminer le reste de la structure engendre´e par {A,B} on postule la forme la plus
ge´ne´rale pour la premie`re e´quation de (3.3.9)
[|A, · · · ,A|]F = α.P + β.J,
ou` [| · · · |]F repre´sente une combinaison de produits syme´triques {· · ·}F d’ordre F a` de´termi-
ner.
A partir de la premie`re identite´ de Jacobi avec B = P , en utilisant [P,Q] = 0, on montre
que β = 0, alors que la meˆme identite´ avec B = J0 nous indique que les deux membres de
l’e´quation ont la meˆme he´licite´. Enfin, l’action des ope´rateurs J± impose que l’on ait [68]
{
Q±
− 1
F
, . . . , Q±
− 1
F
}
F
=
(
Q±
− 1
F
)F
= P∓
{
Q±
− 1
F
, . . . , Q±
− 1
F
, Q±
1− 1
F
}
F
= ±i
√
2
F
P 0
−(F − 1)
{
Q±
− 1
F
, . . . , Q±
− 1
F
, Q±
1− 1
F
, Q±
1− 1
F
}
F
± i√F − 2
{
Q±
− 1
F
, . . . , Q±
− 1
F
, Q±
2− 1
F
}
F
= P±[
J±,
[
J±,
[
J±,
(
Q±
− 1
F
)F]]]
= 0 (3.3.11)
...[
J±,
[
J±,
[
J±, · · ·
[(
Q±
− 1
F
)F]]]
· · ·
]
= 0
... ,
(P± = P
1 ∓ iP 2). Partant d’un vecteur primitif
(
Q±−1/F
)F ( [
J∓,
(
Q±−1/F
)F ]
= 0
)
, que l’on
identifie avec P∓, on construit la repre´sentation vectorielle a` partir de D±−1/F ;± par action
successive de J±. Si on suppose que
[
J+,
[
J+,
[
J+,
(
Q+
− 1
F
)F ]]]
6= 0, c’est-a`-dire que partant
d’un vide d’he´licite´ h = −1, on peut obtenir un e´tat d’he´licite´ h = 2, utilisant les me´thode
usuelles de the´orie des groupes, on arrive a` une contradiction. En effet, une telle hypothe`se
conduirait a`
[
J∓,
(
Q±
− 1
F
)F]
6= 0, contredisant le fait que
(
Q±
− 1
F
)F
est un vecteur primitif
(voir (3.3.8)).
Les relations (3.3.11) nous montrent explicitement que nous avons construit une applica-
tion d’un sous-espace de SF (D±
− 1
F
;±
) (le produit syme´trique d’ordre F ) dans D−1
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D−1 =
{(
Q±
− 1
F
)F
,
[
J±,
(
Q±
− 1
F
)F]
,
[
J±,
[
J±,
(
Q±
− 1
F
)F]]}
≡ {P0, P±} .
Si maintenant on suppose que l’on puisse de´composer la troisie`me e´quation de (3.3.11) en
deux termes inde´pendants, on peut montrer, en utilisant les identite´s de Jacobi, que l’on
obtient une contradiction car on de´bouche sur une incohe´rence. Ainsi donc, au fur et a`
mesure que l’he´licite´ du membre de droite va augmenter, on aura de plus en plus de termes
dans la somme. Le fait que l’on obtienne des produits syme´triques est tout simplement
une conse´quence de la re`gle de Leibniz. La raison de ce comportement s’explique: on veut
construire a` partir de SF
{
D±−1/F ;±
}
(le produit syme´trique d’ordre F ) la repre´sentation
vectorielle de SO(1, 2). La premie`re est de dimension infinie et la seconde de dimension 3.
En fait, (3.3.11) ne repre´sente que SF
{
D±−1/F ;±
}
∼ D−1 ⊕ · · · . Cependant, on observe qu’il
est impossible de trouver une de´composition de SF
(
D±−1/F ;±
)
SF
(
D±−1/F ;±
)
= D−1 ⊕ V, (3.3.12)
pour laquelle V soit stable par action de SO(1, 2). En effet, si tel e´tait le cas, nous pourrions
mettre en e´vidence une projection SO(1, 2)− e´quivariante
π : SF
(
D±−1/F ;±
)
−→ D−1. (3.3.13)
De ce fait, les vecteurs X± = π
(
SF
(
Q±−1/F , · · · , Q±−1/F , Q±3−1/F
))
∈ D−1 satisferaient
[J∓, [J∓, [J∓, X
±]]] = ±i
√
2/F
√
2(1− 2/F )
√
3(2− 2/F )P− 6= 0,
ce qui est en contradiction avec le fait que J3± est repre´sente´ par ze´ro pour la repre´sentation
vectorielle.
Si F = 2, on obtient S2
{
D−1/2
}
= D−1 et une telle extension de l’alge`bre de Poincare´
constitue l’extension supersyme´trique que l’on peut exprimer en termes de matrices de Pauli.
3.3.3 Proprie´te´s
3.3.3.1. Structure de l’alge`bre
Il est e´galement possible, lorsque l’ordre de la supersyme´trie fractionnaire n’est pas un
nombre premier (F ′ = fF ), de construire une extension de FSUSY d’ordre F a` partir d’une
extension d’ordre fF . En reprenant le langage et les notations que nous avons utilise´es, on
construit une identification Sf
{
D±−1/fF ;±
}
∼ D±−1/F ;± ⊕ · · ·. Bien entendu, les restrictions
e´nonce´es resteront vraies
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(
Q±−1/fF
)f
= Q±−1/F
... (3.3.14)[
J∓, · · · ,
[
J±,
(
Q±−1/fF
)f] · · ·] ∼ Q±−1/F+n
... .
Toutes les proprie´te´s mentionne´es lors du plongement de SF
{
D±−1/F ;±
}
dans la repre´sentation
vectorielle restent vraies. Si en outre F est pair et f = F/2, (3.3.14) conduit aux charges de
la supersyme´trie et on obtient une repre´sentation de dimension finie; donc comme pre´ce´dem-
ment, le premier membre de l’e´quation s’annule (apre`s l’application de l’ope´rateur J± plus
de deux fois).
L’existence de sous-syme´tries peut eˆtre mise en relation avec les re´sultats de [129] ou` une
supersyme´trie entre particules de spin 1/4 et 3/4 (semions) a e´te´ mise en e´vidence.
3.3.3.2. Extensions avec charges centrales
Tout comme dans les the´ories supersyme´triques usuelles, il est possible de construire des
extensions de l’alge`bre de Poincare´ avec N se´ries de supercharges dans la repre´sentation
D±−1/F ;± de SO(1, 2). On peut montrer que l’on obtient des extensions avec des charges cen-
trales.
3.3.3.3. Proprie´te´s ge´ne´rales
Dans la prochaine section, nous allons rechercher les repre´sentations de FSUSY. Cepen-
dant, on peut de´ja` tirer un certain nombre de conclusions. Il est facile de se rendre compte
que P 2 est un ope´rateur de Casimir donc tous les e´tats apparaissant dans une repre´sentation
irre´ductible auront la meˆme masse. Ensuite, si on introduit un ope´rateur nombre anyonique
NA satisfaisant exp(NA)Qs = qsQs exp(NA), par une technique analogue a` celle utilise´e
en supersyme´trie (en montrant que tr
(
exp(2iπNA)
{
Q+
− 1
F
, . . . , Q+
− 1
F
, Q+
1− 1
F
}
F
)
= 0), on
obtient que tr (exp(NA)) = 0. Ceci nous permet de conclure que chaque repre´sentation
irre´ductible contient F statistiques diffe´rentes (λ, λ−1/F, · · · , λ−(F −1/F )) –λ sera spe´cifie´
ulte´rieurement– et que le nombre d’e´tats d’une statistique donne´e est inde´pendant de sa
statistique; ceci revient a` dire que la dimension de Eλ−a/F ne de´pend pas de a (Eλ−a/F e´tant
l’espace des e´tats de statistique λ−a/F ). Un tel re´sultat a e´te´ obtenu en dimension deux par
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Saidi et al [67]. Il faut cependant mentionner que la trace doit eˆtre construite avec pre´caution
car nous avons affaire a` des alge`bres de dimension infinie.
3.3.4 Repre´sentations de l’alge`bre
Pour des raisons de commodite´, nous allons rechercher les repre´sentations de l’alge`bre dans
le cas le plus simple. Nous allons choisir une se´rie de charges que nous fixons dans la
repre´sentation D±−1/F ;±. Nous allons voir que l’unitarite´ de la repre´sentation impose que
l’on prenne des charges dans les repre´sentations D+−1/F ;+ et D−−1/F ;−.
Les repre´sentations massives sont obtenues en e´tudiant la sous-alge`bre pre´servant l’impul-
sion au repos pα = (m, 0, 0). De ce fait, les e´tats a` une particule seront de´termine´s par la
valeur propre associe´e aux rotations dans le plan (x1, x2), c’est-a`-dire l’he´licite´. Si on regarde
la structure du second membre de (3.3.11), on observe que les relations invoquant les charges
Q+−1/F+1+n, n > 0 admettent toujours un second membre nul. Ceci nous sugge`re fortement
de repre´senter ces charges par ze´ro. Ce faisant, apre`s un choix de normalisation approprie´,
on obtient
{
Q+
− 1
F
, . . . , Q+
− 1
F
, Q+
1− 1
F
}
F
= 1/F (3.3.15){
Q+s1 , , . . . , Q
+
sF
}
F
= 0, , i1, · · · iF = −1/F, 1− 1/F and, i1 + . . .+ iF 6= 0.
Si on se reporte au chapitre 1, on voit queQ+−1/F etQ
+
1−1/F engendrent l’alge`bre de Clifford
du polynoˆme xF−1y, justifiant a posteriori notre choix Q−1/F+1+n = 0, n > 0. Tout comme
en dimension 1 et 2, l’alge`bre FSUSY est associe´e a` l’alge`bre de Clifford de xF−1y. De ce
fait, pour obtenir les repre´sentations de (3.3.1), (3.3.8) et (3.3.11), il suffit de connaˆıtre celles
de CxF−1y [68]. De telles repre´sentations ont e´te´ mises en e´vidence dans la section (1.1.3).
On voit donc transparaˆıtre une certaine unite´ dans cette se´rie d’extensions alge´briques et
on peut comparer l’e´tude de ses repre´sentations a` celles de´rive´es en supersyme´trie [130]. On
obtient donc
Q+
− 1
F
=


0 0 0 . . . 0 0
1 0 0 . . . 0 0
0 1 0 . . . 0 0
...
...
. . .
. . .
...
0 0 . . . 0 1 0


et Q+
1− 1
F
=


0 0 0 . . . 0 1
0 0 0 . . . 0 0
0 0 0 . . . 0 0
...
...
. . .
...
0 0 0 . . . 0 0


. (3.3.16)
Cependant, les matrices obtenues ci-dessus ne sont pas approprie´es pour mettre en
e´vidence que la repre´sentation de l’alge`bre FSUSY est unitaire. Autrement dit, elles ne
92 Extension de la supersyme´trie: Supersyme´trie fractionnaire
conduisent pas a` des relations quadratiques simples entre Q+ et (Q+)
†
= Q−. De ce fait,
il est pre´fe´rable de choisir d’autres repre´sentations matricielles (relie´es a` (3.3.16) par un
changement d’e´chelle)
Q+
−
1
F
=




0 0 0 . . . 0 0√
[1] 0 0 . . . 0 0
0
√
[2] 0 . . . 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . 0
√
[F − 1] 0




0 0 0 . . . 0 0√
1(F − 1) 0 0 . . . 0 0
0
√
2(F − 2) 0 . . . 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . 0
√
(F − 1)1 0


Q+
1− 1
F
=




0 0 0 . . . 0
{√
[F − 1]!
}
−1
0 0 0 . . . 0 0
0 0 0 . . . 0 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 . . . 0 0




0 0 0 . . . 0 1/(F − 1)!
0 0 0 . . . 0 0
0 0 0 . . . 0 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 . . . 0 0


(3.3.17)
Il est clair que les trois se´ries de matrices (3.3.16,3.3.17) sont relie´es par un changement de
base (ou un changement d’e´chelle). A partir de Q+, on construit alors Q−
Q−
− 1
F
=
(
Q+
− 1
F
)†
(3.3.18)
Q−
1− 1
F
=
(
Q+
1− 1
F
)†
On observe alors deux conse´quences de la repre´sentation obtenue:
1. Un calcul direct nous prouve que les matrices Q+−1/F et Q
−
−1/F satisfont des relations
quadratiques
(a) Avec le premier choix propose´ en (3.3.17), on montre que l’on obtient l’alge`bre
des q−oscillateurs
Q−−1/FQ
+
−1/F − q±1/2Q+−1/FQ−−1/F = q∓N/2 (3.3.19)
[N,Q+−1/F ] = Q
+
−1/F
[N,Q−−1/F ] = −Q−−1/F ,
et N = diag(0, 1, · · · , F − 1) l’ope´rateur nombre.
(b) Alors qu’avec le second, on obtient
[Q−−1/F , Q
+
−1/F ] = N = diag(F− 1,F− 3, · · · , 1− F) (3.3.20)
[N,Q±−1/F ] = ∓2Q±−1/F ,
et Q± engendrent la repre´sentation de dimension F de SL(2, IR ).
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Parmi ces se´ries de matrices, nous n’avons pas pu trouver d’argument permettant
de choisir l’une des se´ries plutoˆt qu’une autre. Autrement, dit nous ne sommes pas
parvenus a` mettre en e´vidence de relations quadratiques intrinse`ques (inde´pendamment
de toute re´alisation matricielle) de l’alge`bre FSUSY.
Les relations quadratiques (3.3.19) ou (3.3.20) nous permettent de montrer que la
repre´sentation de l’alge`bre FSUSY est unitaire. C’est-a`-dire que si l’on de´finit un vide
|0 > annihile´ par Q−−1/F (voir ci-apre`s), les e´tats
(
Q+−1/F
)n |0 >, n = 0, · · · , F − 1
forment une base orthonorme´e de l’espace de Hilbert.
2. Deuxie`mement, nous avons
Q+1−1/F =
1
[F − 1]!
(
Q−−1/F
)F−1
;
dans le cas des q−oscillateurs et
Q+1−1/F =
1
((F − 1)!)2
(
Q−−1/F
)F−1
pour SL(2, IR ). De ce fait la repre´sentation est construite uniquement avec les ma-
trices Q±−1/F . On peut se poser la question des autres choix possibles, pour Q
+
1−1/F ,
analogues a` la matrice Y pour F = 3 (voir section (1.3.1)). Etant donne´ que Q+1−1/F
augmente l’he´licite´ de 1− 1/F et que Q+−1/F l’augmente de −1/F , l’unique choix com-
patible avec la structure du groupe de Poincare´ est celui propose´. Autrement dit, le fait
d’imposer que les matrices Q soient dans une repre´sentation du petit groupe se´lectionne
automatiquement la repre´sentation la plus simple parmi toutes les repre´sentations de
CxF−1y.
Pour construire la repre´sentation de FSUSY, on choisit un vide Ωλ de spin λ, ce qui
donne, d’apre`s les re´sultats de Jackiw et Nair [124], plus le fait que les repre´sentations de
SO(2) sont re´elles
Ωλ = Ω
+
λ ⊕ Ω−−λ, (3.3.21)
c’est-a`-dire que nous devons conside´rer un vide d’he´licite´ h = λ et d’e´nergie positive ainsi
qu’un vide d’he´licite´ h = −λ et d’e´nergie ne´gative. Ces deux e´tats sont CPT−conjugue´s.
Le vide Ω+λ est annihile´ par Q
−
−1/F , les divers e´tats sont engendre´s par l’action successive
de Q+−1/F . L’invariance par conjugaison CPT nous force a` choisir Q
+
−1/FΩ
−
λ = 0. On obtient
donc la repre´sentation de l’alge`bre [68] (avec les normalisations des q−oscillateurs)
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states helicity states helicity
Ω+λ λ Ω
−
−λ −λ
Q+−1/FΩ
+
λ λ− 1/F Q−−1/FΩ−−λ −λ+ 1/F
...
...(
Q+
−1/F
)a
√
[a]!
Ω+λ λ− a/F
(
Q−
−1/F
)a
√
[a]!
Ω−−λ −λ + a/F
...
...(
Q+
−1/F
)F−1
√
[F−1]!
Ω+λ λ− (F − 1)/F
(
Q−
−1/F
)F−1
√
[F−1]!
Ω−−λ −λ + (F − 1)/F
On illustre explicitement la proprie´te´ qui affirme que l’on a autant d’e´tats de spin 0, de
spin 1/F · · · et de spin (F − 1)/F ) (modulo λ, le spin du vide). Les e´tats d’e´nergie positive
et d’he´licite´ (λ, λ − 1
F
, . . . , λ − F−1
F
), sont CPT−conjugue´s des e´tats d’e´nergie ne´gative et
d’he´licite´ (−λ,−λ + 1
F
, . . . ,−λ + F−1
F
). Outre le fait que la repre´sentation est unitaire, le
second choix pour les matrices Q (3.3.17) permet de conclure que la repre´sentation de la
FSUSY est dans une repre´sentation de dimension F de SU(2).
Une telle me´thode, lorsque l’on conside`re un nombre arbitraire N de repre´sentations
D±−1/F ;±, est transposable. Dans le cas le plus simple 4, et en l’absence de charge centrale, on
doit mettre en e´vidence les repre´sentations de l’alge`bre de Clifford du polynoˆme xF−11 y1 +
· · ·+xF−1N yN (ceci renforce encore l’analogie avec la supersyme´trie [130]). Un choix probable
consisterait a` prendre N se´ries de matrices q−mutantes les unes par rapport aux autres (voir
chapitre 1).
Enfin, notons que lorsque F n’est pas premier, comme en dimension 1 et 2, on peut
de´composer le supermultiplet en sous-supermultiplets (voir eq.(3.1.16)).
3.3.5 Perspectives
Nous avons e´te´ capables de mettre en e´vidence les repre´sentations unitaires de l’alge`bre
FSUSY en 3D. Est-il possible d’exhiber des repre´sentations hors couche de masse et de
de´finir des champs auxiliaires (comme en dimension 2)? Dans cette voie, est-il possible de
relier les repre´sentations de SO(1, 2) a` l’approche exploite´e dans la section (3.1), c’est-a`-dire
profiter de l’existence de repre´sentations de dimension infinie pour l’alge`bre de Clifford du
4Il n’est pas toujours possible d’e´crire
{
Qi1
−1/F , · · · , QiF−1/F
}
= δi1···iF P− ou` Q
i correspond aux diffe´rentes
familles de supercharges. En ge´ne´ral, a` la diffe´rence des the´ories supersyme´triques usuelles, le coefficient
multiplicatif de P− est un tenseur syme´trique d’ordre F non-force´ment e´quivalent a` δ
i1···iF , le tenseur de
Kronecker ge´ne´ralise´.
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polynoˆme x20y0 − x21y1 − x22y2, de telle sorte que les variables de Grassmann ge´ne´ralise´es
apparaissant soient susceptibles de de´crire les degre´s de liberte´ (infinis) de spin? Comme
e´tape ulte´rieure dans la compre´hension, on pourrait vouloir de´finir un mode`le de Wess-
Zumino. Comme point de de´part, on peut prendre les lagrangiens propose´s dans [124, 125]
ou e´ventuellement l’e´quation (3.1.33) apre`s avoir montre´ sa correspondance avec un anyon.
On peut e´galement se poser la question suivante: est-il possible de jauger la FSUSY en 3D,
et de de´finir des repre´sentations non-massives de (3.3.1), (3.3.8) et (3.3.11)? Et a plus long
terme, on peut s’interroger sur la pertinence d’un tel formalisme et de ses relations avec la
physique a` 3 dimensions.
Pour conclure cette e´tude ge´ne´rale de la FSUSY en dimension 1, 2, 3, il serait inte´ressant
de relier ces re´sultats a` ceux de [98] ou` il a e´te´ montre´ que la FSUSY en dimension 1 est un cas
particulier de la ligne quantique. Il serait e´galement inte´ressant de construire un formalisme
ge´ne´ral, analogue aux alge`bres de Lie ZZ2−gradue´es, adapte´ pour F arbitraire.
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Conclusion
Nous avons montre´, tout au long de ce travail, comment une classe particulie`re d’extensions
d’alge`bres de Clifford et de Grassmann permettait de munir naturellement une structure non-
commutative d’une diffe´rentielle ou, ce qui revient au meˆme, de de´finir des q−oscillateurs.
Profitant des proprie´te´s spe´cifiques des espaces de dimension un, deux ou trois, nous avons
construit une extension non-triviale des the´ories supersyme´triques. Celles-ci ont ensuite
engendre´ une the´orie des champs approprie´e. Pour chacune des dimensions conside´re´es
(D = 1, 2, 3), nous avons mis en avant une se´rie de proble`mes non re´solus, ce qui nous
a conduit a` envisager un certain nombre de perspectives.
Mentionnons celles qui nous paraissent les plus prometteuses. Devant la richesse des
the´ories conformes, une connexion de la FSUSY, dans sa pre´sente version ou pas, avec les
syste`mes inte´grables, nous semble riche de perspectives. Par ailleurs, en marge des the´ories
sur les q−oscillateurs, s’est de´veloppe´e l’e´tude des statistiques q−de´forme´es. Devant la pro-
fonde similitude des relations de q−mutation entre les oscillateurs et de celles propose´es par
Greenberg pour les quons [87], on peut envisager une e´tude de la FSUSY en relation avec
ce nouveau type de statistique. Il serait e´galement inte´ressant de pouvoir relier la FSUSY
en dimension 1 et 3, en relation avec une approche base´e sur la the´orie des groupes pour
la description des e´tats de spin fractionnaire ou les anyons. A plus long terme, on pourrait
e´tudier les relations de la FSUSY avec la physique en 3d. Tout au long de cette e´tude sur
les alge`bres de Clifford et la FSUSY, nous avons perc¸u des points communs avec les groupes
quantiques, re´sultats qui ont e´te´ renforce´s par les travaux de Azcarraga et al [98]. Il serait
peut-eˆtre souhaitable d’envisager une approche de la FSUSY sous l’angle des groupes quan-
tiques, de fac¸on a` de´gager une assise et un e´clairage diffe´rent (et unitaire ?). Au cours du
dernier chapitre, on a releve´ deux proble`mes, re´solus partiellement et certainement corre´le´s:
celui du statut des ge´ne´rateurs et de la construction d’une the´orie invariante locale. En effet,
bien que l’alge`bre fondamentale n’admette pas de ge´ne´rateurs de toutes les graduations, ce
n’est pas le cas au niveau de ses repre´sentations, ou` les champs de toutes les graduations
sont pre´sents. Cette particularite´ a complique´ quelque peu la construction d’une the´orie
pre´sentant une invariance locale; il serait vivement souhaitable d’e´tudier l’extension aux
structures non-quadratiques des me´thodes conduisant a` des syme´tries locales.
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La structure alge´brique de la FSUSY est principalement base´e sur des crochets syme´tri-
ques d’ordre F se refermant sur des champs bosoniques, structure pre´sentant des similitudes
avec la de´finition de l’alge`bre de Clifford d’un polynoˆme (voir eq. (1.1.4)). Or nous avons,
par le biais de repre´sentations non-fide`les, remplace´, pour l’e´tude de l’alge`bre de Clifford
d’un polynoˆme, les relations de fermeture d’ordre F par des relations quadratiques. Si on
applique le meˆme raisonnement a` (3.3.11), on pourrait d’une part, de´finir des ope´rateurs de
toutes les graduations, et d’autre part, introduire des relations de commutation analogues a`
celles e´tablies pour les alge`bres de Lie ge´ne´ralise´es [56] et de ce fait, on pourrait alors e´tudier
les relations entre la FSUSY et les re´sultats de Wills Toro [93].
L’approche que nous avons suivie est tre`s spe´cifique car nous avons conside´re´ une repre´sen-
tation non-fide`le d’un polynoˆme particulier (xF−1y). A la diffe´rence des the´ories quadra-
tiques ou` les polynoˆmes sont tous e´quivalents, de`s que le degre´ est supe´rieur a` deux, ce
n’est plus le cas. On peut donc se demander si, a` chaque famille de polynoˆmes et pour
chaque repre´sentation de son alge`bre de Clifford associe´e, on peut construire une extension
diffe´rente des the´ories supersyme´triques. A titre d’illustration, la parasupersyme´trie [95] ou
les conside´rations des re´fe´rences [94] sont base´es sur d’autres repre´sentations de l’alge`bre
n−exte´rieure que les variables de Grassmann ge´ne´ralise´es. Il semble donc qu’une classifi-
cation des diverses familles de polynoˆmes, et des repre´sentations de son alge`bre de Clifford
associe´e, permettrait de mettre un peu d’ordre dans les extensions de SUSY envisage´es. A cet
e´gard, mentionnons les travaux de Durand [59] ou` une connexion entre les the´ories FSUSY
et PSUSY est mise en e´vidence.
On voit donc que d’un point de vue mathe´matique et physique, l’e´tude des the´ories
FSUSY, ou de ses homologues, est riche de perspectives, et que ceci permettra d’e´lucider un
certain nombre de proble`mes fondamentaux qui ne sont toujours pas re´solus.
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