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Resumo
Este trabalho tem por objetivo o estudo do projeto de controladores dinaˆmicos
H2 e H∞ por realimentac¸a˜o de sa´ıda para sistemas discretos com paraˆmetros
sujeitos a saltos markovianos. Inicialmente, estudamos o caso de filtragem e
propomos diferentes te´cnicas de projeto para casos especiais relacionados a`
disponibilidade do estado da cadeia de Markov, tambe´m chamado modo, ou
a matriz de probabilidades de transic¸a˜o parcialmente conhecida. O resultado
principal e´ a caracterizac¸a˜o de todos os controladores dinaˆmicos lineares tais
que a norma da sa´ıda controlada e´ limitada, levando a soluc¸a˜o do problema de
projeto do controlador linear o´timoH2 ouH∞, sob a hipo´tese de conhecimento
do modo por parte do controlador. Todos os projetos sa˜o expressos em termos
de desigualdades matriciais lineares. Para ilustrar poss´ıveis aplicac¸o˜es dos
resultados teo´ricos, consideramos o projeto de um controlador cuja entrada
e´ transmitida por um canal markoviano, ale´m da modelagem estat´ıstica de
falhas em sensores/atuadores.
Palavras-chave: Sistemas com saltos markovianos, sistemas a tempo dis-
creto, realimentac¸a˜o de sa´ıda, controle por rede, desigualdades matriciais li-
neares.
Abstract
This work addresses the H2 and H∞ output feedback design problem for
discrete-time Markov jump linear systems. Initially, we study the filtering
problem and propose different design techniques to deal with the Markov
parameter, often called mode, availability and/or partly known transition
probability. The main result is the characterization of all linear controllers
such that the controlled output norm remains bounded by a given level, yiel-
ding the complete solution of the mode-dependent H2 and H∞ linear control
design problem. All controllers are designed by solving linear matrix inequa-
lities. The theory is illustrated by means of practical examples, consisting of
control over data communication through a markovian channel and of statis-
tical modelling of sensors/actuators failures.
Keywords: Markov jump linear systems, discrete-time systems, output fe-
edback, network control, linear matrix inequalities.
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Cap´ıtulo 1
Introduc¸a˜o
No estudo de sistemas dinaˆmicos, o primeiro passo consiste em criar um modelo matema´tico
a partir do qual seja poss´ıvel prever com determinada precisa˜o o comportamento f´ısico de um
conjunto de varia´veis. Entretanto, sistemas f´ısicos apresentam respostas geralmente mais com-
plexas do que aquelas de um sistema com dinaˆmica invariante no tempo. Mudanc¸as abruptas
devidas a alterac¸o˜es ambientais, falhas ou reparos em sensores ou atuadores, mudanc¸as no ponto
de operac¸a˜o para plantas na˜o-lineares, entre outras, podem provocar alterac¸o˜es substanciais na
dinaˆmica do sistema. Em muitos casos na˜o e´ poss´ıvel modelar exatamente como ocorrem tais
mudanc¸as, pois a complexidade dos fenoˆmenos f´ısicos associados torna uma abordagem deter-
min´ıstica proibitiva do ponto de vista pra´tico. Os processos ditos estoca´sticos tornam-se inte-
ressantes por permitir que se leve tais eventos em considerac¸a˜o, baseando-se na˜o em um modelo
exato sobre como eles ocorrem no tempo, mas em estat´ısticas de ocorreˆncia que permitam fa-
lar em probabilidades, valores esperados, variaˆncias etc. Uma das maneiras encontradas pelos
pesquisadores para modelar mudanc¸as abruptas na dinaˆmica de sistemas e´ escreveˆ-los como sub-
sistemas com diferentes modos de operac¸a˜o. Cada modo e´ descrito por um conjunto de equac¸o˜es
lineares e a aleatoriedade a ser levada em conta e´ modelada como uma mudanc¸a, ou um salto,
entre os diferentes modos de operac¸a˜o. Sistemas com varia´veis sujeitas a uma dinaˆmica, seja ela
cont´ınua ou discreta, somados a varia´veis necessariamente discretas que podem alterar de valor
abruptamente sa˜o tambe´m chamados de sistemas h´ıbridos.
No caso espec´ıfico a que nos referimos neste trabalho, tratamos de dinaˆmica discreta e de
varia´veis de salto que representam o modo de operac¸a˜o do sistema em um dado instante de
tempo k ∈ N. Vamos considerar que os modos sa˜o representados pelos elementos do conjunto
K = {1, 2, · · · , N}. A probabilidade de ocorrer um salto para um dado modo no instante k + 1
depende exclusivamente do modo no instante atual k, na˜o importando o histo´rico anterior dos
modos de operac¸a˜o por onde passou o sistema. Quando uma varia´vel aleato´ria assume valores
1
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Figura 1.1: Cadeia de Markov com treˆs estados
em um conjunto conta´vel tal que a probabilidade de que seu valor mude para outro depende
apenas de seu valor presente e na˜o do histo´rico dos valores anteriores, dizemos que a varia´vel
assume valores de acordo com uma cadeia de Markov. Uma representac¸a˜o gra´fica para uma
cadeia de Markov com 3 estados esta´ na Figura 1.1. Cada c´ırculo numerado representa um modo
de operac¸a˜o diferente para o sistema, ou seja, quando o sistema encontra-se em “1” ele exibe
comportamento dinaˆmico ditado por equac¸o˜es diferentes daquelas que definem sua dinaˆmica
quando ele esta´ em “2” ou em “3”. As setas representam as probabilidades de saltos, ou dito de
outra maneira, as probabilidades de que o sistema mude ou na˜o de modo de operac¸a˜o dado o seu
modo atual. E´ importante notar que, exceto no caso trivial em que alguma das probabilidades
de transic¸a˜o seja 1, na˜o e´ poss´ıvel definir a priori qual sera´ o modo de operac¸a˜o futuro de um
sistema dado o atual, mas e´ poss´ıvel dizer quais modos sa˜o mais ou menos prova´veis.
Exemplo 1.1 Como forma de ilustrar um sistema com dinaˆmica varia´vel, considere o modelo
macroeconoˆmico multiplicador-acelerador de Samuelson, publicado originalmente em 1939. De
fato, este foi o exemplo de aplicac¸a˜o usado por (Blair Jr. & Sworder 1975), que e´ um dos
primeiros trabalhos da literatura a tratar sistemas com saltos markovianos a tempo discreto,
como faremos aqui. O modelo e´ dado por
x(k + 1) =
[
0 1
−w 1 + s− w
]
x(k) +
[
0
1
]
u(k) (1.1)
onde o vetor x(k) representa o produto interno bruto, com x2(k) sendo o valor no instante k e
3Modo i Nome Descric¸a˜o wi si
1 Normal Nı´vel me´dio para w e s 2,5 0,3
2 Expansa˜o Nı´vel alto para w (e baixo para s) 47,3 -0,7
3 Contrac¸a˜o Nı´vel baixo para w (e alto para s) -5,3 0,9
Tabela 1.1: Modos de operac¸a˜o para modelo multiplicador-acelerador
x1(k) o valor no instante anterior. A entrada de controle u(k) representa os gastos governamen-
tais. O paraˆmetro s mede a tendeˆncia marginal para poupanc¸a (1/s e´ o chamado multiplicador),
w e´ um coeficiente de acelerac¸a˜o, que relaciona o investimento privado induzido pelo aumento
(ou diminuic¸a˜o) do produto interno bruto em comparac¸a˜o com os per´ıodos anteriores.
De acordo com dados do Departamento de Come´rcio dos Estados Unidos, os valores de w
e s foram tabulados e divididos qualitativamente em treˆs modos conforme Tabela 1.1 (Blair
Jr. & Sworder 1975). A divisa˜o e´ obtida observando a tendeˆncia aparentemente natural de
poupar menos em tempos de bonanc¸a e mais nas crises, sendo inverso o comportamento para o
investimento privado. As probabilidades de transic¸a˜o entre os diferentes modos, obtidas tambe´m
de acordo com as estat´ısticas do Departamento de Come´rcio sa˜o
P =


0,67 0,17 0,16
0,30 0,47 0,23
0,26 0,10 0,64



O Exemplo 1.1 mostra claramente como a dinaˆmica de um sistema pode variar de acordo com
condic¸o˜es ambientais externas pois e´ natural supor que a economia na˜o se comporte da mesma
maneira em todos os momentos. Contudo, algumas du´vidas importantes surgem do modelo (1.1).
Ele e´ esta´vel? Mais do que isso, como definir estabilidade para um sistema assim com diferentes
modos? Basta olhar para os modos individualmente, ou sera´ necessa´rio um conceito diferente de
estabilidade? Todos estes pontos relacionados com estabilidade e ainda as definic¸o˜es de norma
H2 e H∞ sa˜o detalhadas no Cap´ıtulo 2. Ale´m das definic¸o˜es, tambe´m sa˜o derivadas condic¸o˜es
para o teste de estabilidade e para o ca´lculo das referidas normas.
O Cap´ıtulo 3 trata do importante problema de filtragem, ou seja, da estimac¸a˜o de uma sa´ıda
z baseada em um conjunto de medidas y. Aqui e´ importante considerar a hipo´tese de disponi-
bilidade ou na˜o do modo do sistema para o filtro. Outra hipo´tese interessante que exploramos
e´ a de uma incerteza parame´trica na matriz de probabilidades de transic¸a˜o. Em todos os casos,
derivamos as matrizes do filtro usando programas convexos com restric¸o˜es em forma de desigual-
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dades matriciais lineares, ou LMIs1. Comparamos os resultados obtidos para a minimizac¸a˜o das
normas H2 e H∞ do erro de estimac¸a˜o com aqueles dispon´ıveis na literatura.
O Cap´ıtulo 4 traz o principal resultado desta tese, a saber, a caracterizac¸a˜o completa de
todos os controladores dinaˆmicos lineares por realimentac¸a˜o de sa´ıda tais que as normas H2
ou H∞ estejam abaixo de um certo valor pre´-estabelecido. O projeto e´ dado pela soluc¸a˜o de
problemas de otimizac¸a˜o com restric¸o˜es na forma de LMIs, que podem ser resolvidos usando
rotinas nume´ricas consagradas. O ponto principal a ser salientado em nosso desenvolvimento e´
que na˜o exigimos nenhuma estrutura particular para a matriz de probabilidades de transic¸a˜o P,
como feito por exemplo em (Seiler & Sengupta 2005).
Alguns casos de interesse pra´tico sa˜o tratados no Cap´ıtulo 5. Para o caso de filtragem, mos-
tramos como e´ poss´ıvel projetar um filtro que leve em conta as probabilidades de transic¸a˜o, ainda
que o modo do sistema seja desconhecido a cada instante, e o quanto este projeto pode ser melhor
do que a filtragem robusta convencional. Outro exemplo importante e´ relacionado ao controle
de um sistema atrave´s de uma rede. E´ natural supor que uma rede de dados apresente erros em
rajadas, ou seja, ha´ uma probabilidade maior de erro para o pro´ximo pacote transmitido atrave´s
da rede se o pacote atual estiver errado. De forma ana´loga, se o pacote atual for transmitido
corretamente, ha´ uma probabilidade maior de que o pro´ximo tambe´m na˜o apresente erros. Co-
locando em termos matema´ticos, a probabilidade de erro de pacote em uma rede de dados com
estas caracter´ısticas depende apenas do estado atual da rede, o que e´ bem representado por uma
cadeia de Markov. Ale´m disso, a hipo´tese de disponibilidade do modo do sistema e´ adequada
para este caso, pois existem protocolos de transmissa˜o de dados que permitem determinar se
houve ou na˜o erro na transmissa˜o do pacote. Finalmente, ha´ o caso em que as probabilidades de
erros no atuador sa˜o levadas em considerac¸a˜o para o projeto do controlador.
Algumas ferramentas necessa´rias para a derivac¸a˜o dos resultados obtidos ao longo da tese
sa˜o demonstradas e discutidas em maior profundidade nos Apeˆndices. Entendemos que isso
e´ necessa´rio para manter a fluidez do texto sem preju´ızo do rigor teo´rico e do tratamento de
du´vidas que eventualmente ocorram ao leitor. As concluso˜es e perspectivas futuras encontram-se
no Cap´ıtulo 6.
1do ingleˆs Linear Matrix Inequalities.
Cap´ıtulo 2
Conceitos ba´sicos
O objetivo deste cap´ıtulo e´ estabelecer a notac¸a˜o e os conceitos matema´ticos ba´sicos sobre as
quais trabalhamos em seguida. O primeiro conceito fundamental e´ o de estabilidade, e discutimos
atrave´s de exemplos se ha´ ou na˜o relac¸a˜o entre a estabilidade de cada modo e a estabilidade do
sistema com saltos como um todo. Em seguida, apresentamos as definic¸o˜es das normas H2 e
H∞ para um sistema linear a tempo discreto sujeito a saltos markovianos, ou MJLS
1. Fazemos
uma discussa˜o a respeito da influeˆncia no valor da norma H2 da distribuic¸a˜o de probabilidade
inicial da cadeia de Markov µ e sugerimos uma definic¸a˜o alternativa para o caso em que esta
informac¸a˜o na˜o e´ conhecida (Fioravanti, Gonc¸alves & Geromel 2008b). Tanto para o ca´lculo
das normas quanto para a definic¸a˜o de estabilidade, trabalhamos com problemas convexos com
restric¸o˜es na forma de LMIs. Os resultados deste cap´ıtulo na˜o sa˜o novos e indicamos (Costa,
Fragoso & Marques 2005) como a refereˆncia teo´rica fundamental para esta a´rea de pesquisa.
2.1 Notac¸a˜o
No que segue, letras maiu´sculas denotam matrizes e letras minu´sculas vetores. Utilizamos letras
gregas minu´sculas para a representac¸a˜o de escalares e, tanto para matrizes como para vetores
reais, temos que o s´ımbolo ( ′ ) denota a operac¸a˜o de transposic¸a˜o. Para matrizes quadradas,
representamos por tr(·) o trac¸o, soma dos valores na diagonal principal, que e´ igual a soma dos
seus autovalores.
Os conjuntos dos nu´meros naturais e reais sa˜o denominados por N e R, respectivamente. Rn
representa o espac¸o euclidiano n-dimensional e K o conjunto finito dos N primeiros nu´meros
1do ingleˆs Markov jump linear system.
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naturais {1, 2, · · · , N}. Uma matriz e´ dita definida positiva (P > 0) se para todo x 6= 0 ∈ Rn
x′Px > 0
Quando representamos matrizes por blocos, usamos o s´ımbolo • para representar generica-
mente cada um dos seus blocos sime´tricos, ou seja
[
A •
B C
]
≡
[
A B′
B C
]
O simplex unita´rio no RN , composto por todos os vetores na˜o negativos µ ∈ RN tais que
µ1+ · · ·+µN = 1 e´ denominado por Λ. Dados N
2 nu´meros reais na˜o negativos pij, que satisfac¸am
as restric¸o˜es pi1 + · · · + piN = 1 para todo i ∈ K e N matrizes reais Xj para todo j ∈ K, a
combinac¸a˜o convexa destas matrizes com pesos pij e´ definida por
Xpi :=
N∑
j=1
pijXj (2.1)
De forma ana´loga, para matrizes definidas positivas, definimos a inversa da combinac¸a˜o convexa
de inversas por
Xqi :=
(
N∑
j=1
pijX
−1
j
)−1
(2.2)
Evidentemente, Xpi depende linearmente das matrizes X1, X2, · · · , XN enquanto a dependeˆncia
de Xqi com respeito a`s mesmas matrizes e´ na˜o-linear. Adotamos as mesmas manipulac¸o˜es ma-
tema´ticas para matrizes que dependem de dois ı´ndices (i,j) ∈ K × K, i.e. as definic¸o˜es (2.1) e
(2.2) continuam va´lidas se substituirmos Xj por Xij.
O s´ımbolo E{·} denota a esperanc¸a matema´tica. Para qualquer sinal estoca´stico z(k) ∈ Rr
definido no domı´nio de tempo discreto k ∈ N, a sua norma quadra´tica e´ definida pela quantidade
‖z‖22 :=
∞∑
k=0
E{z(k)′z(k)} (2.3)
O conjunto de todos os sinais z(k) ∈ Rr, k ∈ N tais que ‖z‖22 <∞ e´ denominado por L
r
2.
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2.2 Estabilidade
Um sistema com paraˆmetros sujeitos a saltos markovianos e´ representado a seguir
G :


x(k + 1) = A(θk)x(k) + J(θk)w(k)
z(k) = Cz(θk)x(k) + Ez(θk)w(k)
y(k) = Cy(θk)x(k) + Ey(θk)w(k)
(2.4)
onde x(k) ∈ Rn e´ o estado do sistema, w(k) ∈ Rm representa perturbac¸o˜es externas, z(k) ∈ Rr
e´ a sa´ıda a ser estimada, y(k) ∈ Rq a sa´ıda medida e θk = θ(k) e´ uma varia´vel aleato´ria tal que
{θ(k) : k ∈ N} caracteriza uma cadeia de Markov.
Para cada valor de θk ∈ K = {1, · · · , N}, onde N e´ o nu´mero de modos de operac¸a˜o do
sistema, as matrizes de estado em (2.4) assumem uma determinada configurac¸a˜o. A matriz
de probabilidades de transic¸a˜o e´ dada por P = [pij] com pij = Prob(θk+1 = j | θk = i), que
devem satisfazer as restric¸o˜es pij ≥ 0 e
∑N
j=1 pij = 1 para todo (i,j) ∈ K×K. A fim de facilitar a
apresentac¸a˜o, definimos que A(θk) := Ai, J(θk) := Ji, Cz(θk) := Czi, Ez(θk) := Ezi, Cy(θk) := Cyi
e Ey(θk) := Eyi sempre que θk = i ∈ K.
A seguir, apresentamos as definic¸o˜es de estabilidade dispon´ıveis na literatura (Ji, Chizeck,
Feng & Loparo 1991) para um sistema como (2.4).
Definic¸a˜o 2.1 Considere o modelo (2.4) com entrada w(k) = 0 para todo k ∈ N e condic¸o˜es
iniciais x(0) = x0 ∈ R
n, θ0 ∈ K. O sistema G e´
a) Esta´vel por me´dia quadra´tica, se para todo estado inicial (x0, θ0)
lim
k→∞
E{x(k)′x(k)|x0,θ0} = 0 (2.5)
b) Estocasticamente esta´vel, se para todo estado inicial (x0,θ0)
E
{
∞∑
k=0
x(k)′x(k)
∣∣∣∣∣x0,θ0
}
<∞ (2.6)
c) Exponencialmente esta´vel por me´dia quadra´tica, se para cada estado inicial (x0,θ0) existirem
constantes 0 < α < 1 e β > 0 tais que para todo k ∈ N
E{x(k)′x(k)|x0,θ0} < βα
kx′0x0 (2.7)
Foi demonstrado em (Ji et al. 1991) que as definic¸o˜es acima sa˜o equivalentes para um MJLS
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com cadeia de Markov finita, e portanto podemos nos referir a este conjunto de definic¸o˜es por
estabilidade de segundo momento ou SMS2. Deste ponto em diante, sempre que nos referirmos
a` estabilidade de um MJLS, estamos falando em estabilidade de segundo momento.
A pro´xima proposic¸a˜o, formulada inicialmente por (Ji & Chizeck 1990) e ampliada por (Costa
& Fragoso 1993), permite verificar a estabilidade de um sistema a partir de uma condic¸a˜o ne-
cessa´ria e suficiente.
Lema 2.2 O sistema (2.4) com entrada w nula, e´ esta´vel pelo segundo momento se e somente
se existirem matrizes Pi = P
′
i > 0 para todo i ∈ K tais que as N desigualdades de Lyapunov
acopladas
A′iPpiAi − Pi < 0 (2.8)
possam ser simultaneamente satisfeitas.
Prova: Para a suficieˆncia, tomando por verdadeiras as desigualdades (2.8), podemos definir
N matrizes Wi = W
′
i > 0, que satisfac¸am as equac¸o˜es
A′iPpiAi − Pi = −Wi (2.9)
para todo i ∈ K. Considerando a func¸a˜o de Lyapunov estoca´stica:
V (θk,x(k)) := x(k)
′P (θk)x(k) (2.10)
podemos calcular:
E {V (θk+1,x(k + 1)) | θk,x(k)} − V (θk,x(k)) = x(k)
′A′θkPpθkAθkx(k)− x(k)
′Pθkx(k)
= −x(k)′Wθkx(k)
< 0
(2.11)
Sem perda de generalidade, podemos assumir x(k) 6= 0. Desta forma, dividindo os dois lados
da igualdade por V (θk,x(k)), obtemos:
E {V (θk+1,x(k + 1) | θk,x(k))} − V (θk,x(k))
V (θk,x(k))
= −
x(k)′Wθkx(k)
x(k)′Pθkx(k)
≤ −min
i∈K
{
λmin(Wi)
λmax(Pi)
}
(2.12)
onde λmin(·) e λmax(·) sa˜o respectivamente os autovalores mı´nimos e ma´ximos das matrizes.
2do ingleˆs, Second Moment Stability.
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Definindo o escalar
α := 1−min
i∈K
{
λmin(Wi)
λmax(Pi)
}
verificamos que, por um lado α < 1 pois Wi e Pi sa˜o matrizes definidas positivas, e, por outro
lado, a partir de (2.12)
α ≥
E {V (θk+1,x(k + 1)) | θk,x(k)}
V (θk,x(k))
> 0 (2.13)
o que implica na existeˆncia de algum α ∈ (0,1) tal que
E {V (θk+1,x(k + 1)) | θk,x(k)} ≤ αV (θk,x(k)) (2.14)
e portanto
E {V (θk,x(k)) | θ0,x(0)} ≤ α
kV (θ0,x(0)) (2.15)
Podemos enta˜o calcular o somato´rio dos termos da desigualdade anterior para todo k. Utili-
zando o fato de que 0 < α < 1, isto resulta em:
lim
T→∞
E
{
T∑
k=0
V (θk,x(k))
∣∣∣∣∣ θ0,x(0)
}
≤ lim
T→∞
T∑
k=0
αkV (θ0,x(0)) (2.16)
≤
1
1− α
x(0)′P (θ0)x(0) (2.17)
Pore´m, tem-se no caso geral que
min
i∈K
{λmin(Pi)} E {x(k)
′x(k)} ≤ E {V (θk,x(k))} (2.18)
e desta forma, retomando que Pi > 0, chega-se a
E
{
∞∑
k=0
x(k)′x(k)
∣∣∣∣∣ θ0,x(0)
}
≤
1
1− α
1
min
i∈K
{λmin(Pi)}
x(0)′Pθ0x(0) :=M(x(0), θ0)
mostrando a estabilidade de acordo com a desigualdade (2.6).
Para a necessidade, definindo a equac¸a˜o:
x(k)′P (T − k, θk)x(k) := E
{
T∑
n=k
x(n)′W (θn)x(n)
∣∣∣∣∣ θk,x(k)
}
(2.19)
para o caso em que x(k) 6= 0 e devido ao fato de W (θn) > 0, tem-se que x(k)
′P (T − k, θk)x(k)
ou cresce monotonicamente com o aumento de T pois um maior nu´mero de termos estritamente
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positivos sa˜o adicionados, ou ele aumenta monotonicamente ate´ que E {x(η)′W (θη)x(η)} = 0
para algum η ≥ k.
Devido a` estabilidade do sistema, temos que os seguintes limites existem:
x(k)′Pix(k) := lim
T→∞
x(k)′P (T − k,θk = i)x(k) (2.20)
= lim
T→∞
E
{
T∑
n=k
x(n)′W (θn)x(n)
∣∣∣∣∣ θk = i, x(k)
}
(2.21)
Como estes limites sa˜o va´lidos para qualquer x(k), temos
Pi := lim
T→∞
P (T − k,θk = i) (2.22)
Calculando os valores da equac¸a˜o (2.19) para k = 0 e k = 1 respectivamente, e subtraindo os
resultados, obtemos:
x(0)′P (T,θ0 = i)x(0)−
N∑
j=1
pijx(0)
′A′iP (T − 1,θ1 = j)Aix(0) = x(0)
′Wix(0) (2.23)
Finalmente, como esta equac¸a˜o e´ va´lida para qualquer x(0), temos:
P (T, θ0 = i)−
N∑
j=1
pijA
′
iP (T − 1,θ1 = j)Ai = Wi (2.24)
e com isso conclui-se que, ao se fazer T →∞, existe um conjunto de matrizes Pi = P
′
i > 0 para
todo i ∈ K, que satisfaz a igualdade
Pi − A
′
i
(
N∑
j=1
pijPj
)
Ai =Wi (2.25)
concluindo a prova ao relembrarmos que Wi > 0 para todo i ∈ K. 
Este conceito de estabilidade abre espac¸o para questionamentos interessantes sobre a relac¸a˜o
entre a estabilidade dos modos e a estabilidade do MJLS como um todo. Os exemplos a se-
guir, retirados de (Ji & Chizeck 1990), ilustram como a estabilidade dos modos na˜o e´ condic¸a˜o
necessa´ria nem suficiente para SMS.
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Exemplo 2.1 Considere um sistema com dois modos de operac¸a˜o, definidos pelas matrizes
A1 =
[
2 −1
0 0
]
e A2 =
[
0 1
0 2
]
com a matriz de transic¸a˜o de estados dada por
P =
[
0.1 0.9
0.9 0.1
]
Note que ambos os modos sa˜o insta´veis, pois tanto A1 quanto A2 tem autovalor igual a 2 e
portanto fora do c´ırculo unita´rio, pore´m as restric¸o˜es de estabilidade sa˜o satisfeitas com as
matrizes definidas positivas
P1 =
[
30.2 −13.6
−13.6 10.5
]
e P2 =
[
3.6 −0.3
−0.3 37.2
]

Exemplo 2.2 Agora considere outro sistema com dois modos de operac¸a˜o
A1 =
[
0 2
0 0.5
]
e A2 =
[
0.5 0
2 0
]
e a matriz de probabilidades de transic¸a˜o
P =
[
0.5 0.5
0.5 0.5
]
Note agora que ambos os modos sa˜o esta´veis, pois tanto os autovalores de A1 quanto os de A2
tem mo´dulo menor que 1, pore´m as restric¸o˜es de estabilidade na˜o podem ser satisfeitas para
nenhuma matriz P1, P2 > 0. 
Embora as desigualdades (2.8) ja´ estejam na forma de LMIs, elas apresentam algumas dificul-
dades que necessitam ser contornadas. A principal dificuldade te´cnica e´ a forma como as somas
das probabilidades de saltos ocorrem nas desigualdades, envolvendo as matrizes de realizac¸a˜o do
espac¸o de estado e impedindo a utilizac¸a˜o de transformac¸o˜es padro˜es presentes na literatura para
representa´-las de forma linear. Para efeito de comparac¸a˜o, lembramos que os sistemas MJLS a
tempo cont´ınuo apresentam tais somas como termos aditivos a`s desigualdades, e nunca envolvem
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produtos com as matrizes A1, A2, · · · , AN (de Farias, Geromel, do Val & Costa 2000).
O pro´ximo teorema apresenta uma caracterizac¸a˜o alternativa para a estabilidade de sistemas
MJLS a tempo discreto. Como sera´ demonstrado nos Cap´ıtulos 3 e 4, estas desigualdades sa˜o
mais apropriadas para o projeto de filtros e controladores.
Teorema 2.3 As seguintes afirmac¸o˜es sa˜o equivalentes:
i) O Sistema G e´ esta´vel.
ii) Existem matrizes Pi = P
′
i > 0 tais que[
Pi •
Ai P
−1
pi
]
> 0 (2.26)
para todo i ∈ K.
Prova: Aplique o Complemento de Schur3 a` desigualdade (2.8). 
As desigualdades (2.26), no Teorema 2.3, apresentam diversas vantagens sobre aquelas do
Lema 2.2. A notac¸a˜o utilizada no Teorema 2.3 po˜e em evideˆncia que as desigualdades requeridas
para testar a estabilidade envolvem apenas as matrizes de mesmo ı´ndice i ∈ K, e o acoplamento
entre os ı´ndices e´ expresso atrave´s de restric¸o˜es de igualdade Ppi =
∑N
j=1 pijPj para todo i ∈ K,
que na˜o envolvem as matrizes Ai da dinaˆmica do sistema. Esta caracter´ıstica e´ muito u´til para
se derivar fo´rmulas simples e efetivas para uma parametrizac¸a˜o das matrizes do espac¸o de estado
dos filtros e controladores de sistemas MJLS.
2.3 Norma H2
Quando nos referimos a um problema de projeto de filtros ou controladores o´timos, esta´ impl´ıcito
neste conceito que alguma func¸a˜o objetivo e´ minimizada. Uma escolha natural para esta func¸a˜o
e´ algum ı´ndice de desempenho representado por uma norma. Nesta sec¸a˜o apresentamos uma
definic¸a˜o de norma H2 para o sistema representado por (2.4). A norma H2 se relaciona com o
problema linear quadra´tico, e assim sendo, fornece uma medida da distaˆncia relativa do sistema
em relac¸a˜o ao seu ponto de equil´ıbrio, dada uma condic¸a˜o inicial. Minimizar esta norma e´,
portanto, garantir convergeˆncia ra´pida de acordo com as premissas do projeto. A definic¸a˜o a
seguir e´ a mesma apresentada em (do Val, Geromel & Gonc¸alves 2002).
3Mais detalhes sobre esta importante ferramenta esta˜o no Apeˆndice A, Lema A.1.
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Definic¸a˜o 2.4 (Norma H2) Caso o sistema G seja esta´vel, definimos a sua norma H2 como
‖G‖22 :=
m∑
s=1
N∑
i=1
µi‖z
s,i‖22 (2.27)
onde zs,i representa a sa´ıda z(0), z(1), . . . obtida quando
• x(0) = 0 e a entrada e´ dada por w(k) = esδ(k), onde es ∈ R
m e´ a s-e´sima coluna da matriz
identidade m×m e δ(k) e´ o impulso unita´rio discreto.
• θ0 = i ∈ K com probabilidade µi = Prob(θ0 = i ∈ K)
Observe que a definic¸a˜o anterior e´ equivalente a considerar o sistema G sem entrada e com
condic¸o˜es iniciais dadas por x(0) = Jies, onde θ0 = i ∈ K com probabilidade µi e s = 1, 2, · · · , m.
E´ interessante observar que no caso determin´ıstico, ou seja, se fizermosN = 1, a definic¸a˜o anterior
se reduz a` norma H2 usual dos sistemas LTI
4 a tempo discreto.
Considere agora o caso em que cadeia de Markov esta´ em estado estaciona´rio em k = 0, i.e.
ela ja´ teria evolu´ıdo por muito tempo antes de se definir o instante inicial, de tal forma que a
probabilidade de o modo atual ser um dos modos poss´ıveis do conjunto K e´ invariante no tempo.
Para determinarmos esta distribuic¸a˜o estaciona´ria, definimos
πi(k) := Prob(θk = i ∈ K) (2.28)
e o vetor π(k) ∈ RN , cujo i-e´simo elemento e´ dado por πi(k) para todo i ∈ K. Podemos afirmar
que
π(k + 1) = P′π(k) (2.29)
de onde se conclui que, havendo distribuic¸a˜o estaciona´ria, ela sera´ dada pelo autovetor de P′
associado ao autovalor unita´rio. Naturalmente, este autovetor deve ser escalado para garantir
que
∑N
i=1 πi = 1.
Foi demonstrado por (Costa et al. 2005) que para o caso estaciona´rio, ou seja µi = πi para
todo i ∈ K, o valor de norma calculado pela Definic¸a˜o 2.4 e´ equivalente a
‖G‖22 = lim
k→∞
E{z′(k)z(k)} (2.30)
onde z(k) e´ a sa´ıda do sistema (2.4) cuja entrada w(k) e´ um ru´ıdo branco em sentido amplo,
independente de θk ∈ K.
4do ingleˆs, Linear Time Invariant
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Quando na˜o for poss´ıvel afirmar nada acerta de µi, temos o seguinte
‖G‖22 =
m∑
s=1
N∑
i=1
µi‖z
s,i‖22
≤ max
µ∈Λ
m∑
s=1
N∑
i=1
µi‖z
s,i‖22
≤ sup
θ0∈K
m∑
s=1
‖zs,θ0‖22 (2.31)
onde a primeira desigualdade decorre diretamente do operador max e (2.31) vem do fato de que o
ma´ximo de uma func¸a˜o linear em um conjunto convexo ocorre em um dos seus pontos extremos.
As relac¸o˜es dadas acima mostram que, para uma escolha adequada de probabilidades iniciais µi,
i ∈ K, a norma H2 de G equivale a` norma (2.27) no pior caso e corresponde ao modelo de quando
na˜o se tem dispon´ıvel nenhuma informac¸a˜o do estado inicial θ0 ∈ K do sistema. Claramente,
para se determinar a norma de pior caso, a probabilidade de estado inicial deve ser inclu´ıda como
uma varia´vel a ser determinada no processo de otimizac¸a˜o. Este ponto e´ retomado em maiores
detalhes nos pro´ximos cap´ıtulos.
A seguir mostramos como a norma H2 do sistema (2.4) pode ser calculada (Costa, do Val &
Geromel 1997).
Teorema 2.5 A norma H2 do sistema G, tal como definida por (2.27), pode ser calculada por:
‖G‖22 =
N∑
i=1
µitr(J
′
iPpiJi + E
′
ziEzi) (2.32)
onde Pi = P
′
i > 0 sa˜o as soluc¸o˜es das equac¸o˜es:
Pi = A
′
iPpiAi + C
′
ziCzi (2.33)
para todo i ∈ K.
Prova: Pela Definic¸a˜o 2.4, considerando x(0) = 0 e θ0 = i ∈ K, temos que
‖G‖22 =
m∑
s=1
N∑
i=1
µiE
{
∞∑
k=0
z(k)′z(k)
∣∣∣∣∣θ0,x(0)
}
=
m∑
s=1
N∑
i=1
µiE
{
∞∑
k=0
x(k)′C ′zθkCzθkx(k)
∣∣∣∣∣θ0,x(0)
}
+
N∑
i=1
µitr(E
′
ziEzi)
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Dado, por hipo´tese, que a equac¸a˜o (2.33) e´ satisfeita, obtemos
‖G‖22 =
m∑
s=1
N∑
i=1
µiE
{
∞∑
k=1
x(k)′
(
Pθk − A
′
θk
PpθkAθk
)
x(k)
∣∣∣∣∣θ0,x(0)
}
+
N∑
i=1
µitr(E
′
ziEzi)
=
m∑
s=1
N∑
i=1
µiE
{
∞∑
k=1
x(k)′Pθkx(k)− x(k + 1)Ppθkx(k + 1)
∣∣∣∣∣θ0,x(0)
}
+
N∑
i=1
µitr(E
′
ziEzi)
Mas, para todo j ≥ 1, temos que E
{
Pθj
}
= E
{
Ppθj−1
}
, e desta forma
‖G‖22 =
m∑
s=1
N∑
i=1
µiE {x(1)
′Pθ1x(1)|θ0,x(0)}+
N∑
i=1
µitr(E
′
ziEzi)
=
N∑
i=1
µi
m∑
s=1
e′sJ
′
iE {Pθ1 |θ0} Jies +
N∑
i=1
µitr(E
′
ziEzi)
=
N∑
i=1
µitr(J
′
iE{Pθ1 |θ0}Ji + E
′
ziEzi)
E, relembrando que E{Pθ1 |θ0} = Ppθ0 = Ppi, completamos a prova. 
A partir deste resultado, na˜o existem dificuldades em calcular ‖G‖22 atrave´s de desigualdades
matriciais lineares. O ponto chave esta´ na observac¸a˜o, presente em (Costa et al. 1997), de que se
as equac¸o˜es matriciais (2.33) forem substitu´ıdas por uma desigualdade, enta˜o o termo a` direita
de (2.32) ainda e´ um limitante superior da norma, cuja minimizac¸a˜o determina ‖G‖22. Desta
forma, utilizando-se o Complemento de Schur, obtemos
‖G‖22 = inf
(Wi,Pi)∈Φ
N∑
i=1
µitr(Wi) (2.34)
onde Φ e´ o conjunto de todas as matrizes sime´tricas (Wi, Pi) tais que as LMIs


Wi • •
PpiJi Ppi •
Ezi 0 I

 > 0 (2.35)
e 

Pi • •
PpiAi Ppi •
Czi 0 I

 > 0 (2.36)
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sejam satisfeitas para todo i ∈ K.
Do ponto de vista nume´rico, a determinac¸a˜o de ‖G‖22 atrave´s de LMIs nos parece muito
eficiente e adequada. De fato, temos que lidar com 2N desigualdades matriciais lineares, 2N
varia´veis matriciais e N termos de acoplamento lineares da forma Ppi =
∑N
j=1 pijPj para todo
i ∈ K. Ale´m disso, a soluc¸a˜o o´tima global deste problema de programac¸a˜o convexa e´ calculada
de forma direta, e na˜o iterativamente.
O problema (2.34) pode ser levemente modificado para a determinac¸a˜o da norma de pior
caso definida em (2.31). De fato, relembrando que o ma´ximo entre N nu´meros equivale ao menor
limitante superior deles, temos que
sup
θ0∈K
m∑
s=1
‖zs,θ0‖22 = max
µ∈Λ
inf
(Wi,Pi)∈Φ
N∑
i=1
µitr(Wi)
= inf
σ,(Wi,Pi)∈Φ
{σ : tr(Wi) < σ} (2.37)
onde a segunda igualdade segue das relac¸o˜es de dualidade e da convexidade dos conjuntos Λ e
Φ. Isto mostra que a norma de pior caso pode ser determinada com um pequeno incremento do
esforc¸o nume´rico, correspondente em aumentar o nu´mero de varia´veis em apenas um escalar e o
nu´mero de LMIs por N .
2.4 Norma H∞
Em complemento a` norma H2, o ca´lculo da norma H∞ pretende estabelecer um limitante para
a influeˆncia da perturbac¸a˜o w na sa´ıda z do sistema, em vez de uma medida da velocidade de
convergeˆncia. Este conceito e´ u´til para medir a robustez de sistemas nos quais as eventuais
alterac¸o˜es de paraˆmetros podem ser modeladas como perturbac¸o˜es w desconhecidas mas de
norma limitada, i.e. w ∈ Lm2 . Assim sendo, esta norma e´ definida (Costa & do Val 1996) para
um MJLS da seguinte forma:
Definic¸a˜o 2.6 Assuma que G e´ esta´vel. A norma H∞ do sistema G da entrada w para a sa´ıda
z e´ dada por
‖G‖2∞ = sup
06=w∈Lm
2
, θ0∈K
‖z‖22
‖w‖22
(2.38)
Novamente se observa que para o caso determin´ıstico esta definic¸a˜o se reduz a` definic¸a˜o cla´ssica
de norma H∞ dos sistemas LTI discretos.
Antes de apresentarmos as condic¸o˜es necessa´rias e suficientes que permitem o ca´lculo da
norma H∞, precisamos da seguinte definic¸a˜o (Ji & Chizeck 1988).
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Definic¸a˜o 2.7 O sistema G e´ dito fracamente controla´vel se para cada estado inicial (x(0),θ0) e
qualquer estado final (x,θ) existir um tempo finito Tc e uma entrada w(k) tal que
Prob(x(Tc) = x) > 0 (2.39)
Prob(θ(Tc) = θ) > 0 (2.40)
O pro´ximo teorema mostra como a norma H∞ de um MJLS pode ser calculada usando LMIs
(Seiler & Sengupta 2003).
Teorema 2.8 Se o sistema G e´ fracamente controla´vel, ele sera´ esta´vel e ira´ satisfazer a restric¸a˜o
de norma ‖G‖2∞ < γ se e somente se existirem matrizes Pi = P
′
i > 0, tais que[
Ai Ji
Czi Ezi
]′ [
Ppi 0
0 I
][
Ai Ji
Czi Ezi
]
−
[
Pi 0
0 γI
]
< 0 (2.41)
para todo i ∈ K.
Prova: Para a suficieˆncia, suponha que existam Pi = P
′
i > 0 que tais que as desigualdades (2.41)
sejam satisfeitas. Assim, o primeiro bloco diagonal de (2.41) deve ser definido negativo
A′iPpiAi − Pi < −C
′
ziCzi ≤ 0 (2.42)
para todo i ∈ K. Pela equac¸a˜o (2.8) do Lema 2.2, conclu´ımos que o sistema e´ esta´vel. Ale´m
disso, multiplicando a desigualdade (2.41) a esquerda pelo vetor [x(k)′ w(k)′] e a direita pelo seu
transposto, temos:
x(k + 1)′Ppix(k + 1)− x(k)
′Pix(k) + z(k)
′z(k)− γw(k)′w(k) ≤ 0 (2.43)
Calculando a esperanc¸a matema´tica para i = θk em (2.43) e somando para todo k ≥ 0,
chegamos a
∞∑
k=0
E{x(k + 1)′Ppθkx(k + 1)− x(k)
′Pθkx(k)}+ ‖z‖
2
2 − γ‖w‖
2
2 ≤ 0 (2.44)
Por outro lado, como o sistema e´ esta´vel e x(0) = 0, podemos afirmar que
∞∑
k=0
E{x(k + 1)′Ppθkx(k + 1)− x(k)
′Pθkx(k)} = 0 (2.45)
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o que permite escrever
‖z‖22 ≤ γ‖w‖
2
2 (2.46)
provando assim a suficieˆncia do teorema. A prova de necessidade e´ extensa e pode ser vista em
(Seiler & Sengupta 2003). 
Como discutido em (Seiler & Sengupta 2003), caso a premissa de controlabilidade fraca na˜o
seja satisfeita, somente a parte da suficieˆncia do Teorema 2.8 continua va´lida.
A partir deste resultado, podemos facilmente calcular a norma H∞ atrave´s da soluc¸a˜o de
um problema de programac¸a˜o convexa com restric¸o˜es na forma de LMIs. Para isso, aplicando o
Complemento de Schur a` equac¸a˜o (2.41), obtemos uma forma de calcular a norma H∞ a partir
da soluc¸a˜o de
‖G‖2∞ = inf
(γ,Pi)∈Φ
γ (2.47)
onde Φ e´ o conjunto de todas as matrizes definidas positivas Pi = P
′
i > 0 e γ ∈ R tal que as
LMIs 

Pi • • •
0 γI • •
PpiAi PpiJi Ppi •
Czi Ezi 0 I

 > 0 (2.48)
sejam satisfeitas para todo i ∈ K. E´ va´lido notar novamente que, do ponto de vista nume´rico, a
determinac¸a˜o da norma H∞ para MJLS utilizando LMIs tambe´m se apresenta como uma forma
muito adequada e eficiente, pois e´ necessa´rio lidar com N desigualdades matriciais lineares com
N varia´veis matriciais, 1 varia´vel escalar, ale´m dos N termos de acoplamento linear da forma
Ppi =
∑N
j=1 pijPj para todo i ∈ K. Como para o caso H2, se considerarmos o caso particular
em que N = 1, (2.47) se reduz ao problema cla´ssico de ca´lculo de norma H∞ para sistemas LTI.
Ale´m disso, se fizermos γ →∞ em (2.48), recuperamos a restric¸a˜o H2 como em (2.36).
Um caso particular5 interessante de MJLS e´ aquele em que a matriz P apresenta linhas
ideˆnticas, ou seja, pij = pj para todo (i,j) ∈ K × K. No caso N = 2, a cadeia de Markov
assim definida se reduz a um processo de Bernoulli, i.e. ha´ dois s´ımbolos cuja probabilidade de
ocorreˆncia em um determinado instante independe de sua ocorreˆncia em instantes anteriores.
5Este caso particular – que tratamos adiante nos Cap´ıtulos 3 e 4 –, foi abordado em (Seiler & Sengupta 2005),
mas entendemos na˜o haver respaldo teo´rico na condic¸a˜o H∞ derivada naquele trabalho. Para uma discussa˜o mais
detalhada confira o Apeˆndice C.
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2.5 Considerac¸o˜es finais
Neste cap´ıtulo, apresentamos as principais ferramentas teo´ricas para o projeto de filtros e de
controladores dinaˆmicos por realimentac¸a˜o de sa´ıda. Apresentamos na Definic¸a˜o 2.1 os treˆs
conceitos de estabilidade mais utilizados para MJLS, bem como um me´todo para calcular se um
sistema e´ esta´vel ou na˜o (Teorema 2.2). Em seguida, apresentamos a Definic¸a˜o 2.4 para a norma
H2 e como ela e´ dependente da distribuic¸a˜o de probabilidades inicial µ. Se o modo inicial do
sistema for conhecido, ou se a cadeia de Markov associada se encontra em estado estaciona´rio,
enta˜o e´ poss´ıvel definir µi para todo i ∈ K. Entretanto, quanto os valores de µi na˜o forem
conhecidos, podemos deixar a distribuic¸a˜o inicial como varia´vel do problema de otimizac¸a˜o e
usar a norma de pior caso, definida por (2.31). Apresentamos em seguida o me´todo para ca´lculo
da norma com LMIs, tanto para o caso em que se sabe o valor da distribuic¸a˜o inicial (2.34)
quando para quando na˜o se conhece essa varia´vel (2.37). Para a norma H∞ fizemos a mesma
abordagem, apresentando sua definic¸a˜o e em seguida um me´todo para seu ca´lculo usando LMIs
atrave´s do problema (2.47). E´ importante destacar que nenhum dos resultados deste cap´ıtulo e´
novo e todos os conceitos aqui explorados podem ser conferidos em (Ji & Chizeck 1990), (Costa
& Fragoso 1993), (do Val et al. 2002), (Seiler & Sengupta 2003) entre outras refereˆncias indicadas
ao longo do texto.
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Cap´ıtulo 3
Filtragem
Neste cap´ıtulo discutimos o problema do projeto de filtros que minimizem as normas H2 e
H∞ do erro de estimac¸a˜o para MJLS a tempo discreto. Para cada norma, trabalhamos sob as
hipo´teses de disponibilidade ou na˜o para o filtro do modo de operac¸a˜o do sistema no instante
k ∈ N. Ale´m disso, consideramos ainda a disponibilidade apenas do agrupamento a que pertence
o modo de operac¸a˜o bem como de matriz de probabilidades de transic¸a˜o com valores incertos,
mas pertencente a um conjunto convexo de ve´rtices conhecidos. Em todos os casos, o projeto
do filtro pode ser obtido atrave´s de programac¸a˜o convexa com restric¸o˜es em forma de LMIs. O
material e´ enriquecido com exemplos ilustrativos e comparativos com o que ja´ existe na literatura
sobre os temas. A maior parte do material teo´rico foi desenvolvido originalmente na dissertac¸a˜o
de mestrado (Fioravanti 2007) ou nos artigos (Fioravanti et al. 2008b), (Gonc¸alves, Fioravanti &
Geromel 2009), (Fioravanti, Gonc¸alves & Geromel 2008a), embora as hipo´teses de disponibilidade
parcial ou de probabilidades de transic¸a˜o parcialmente conhecidas sejam novas.
3.1 Filtragem H2
Nesta sec¸a˜o, abordamos o projeto de um filtro que minimize a norma H2 do erro de estimac¸a˜o.
Inicialmente consideramos o filtro linear, pro´prio, de ordem completa e com a informac¸a˜o do modo
de Markov θk ∈ K no instante k ∈ N. Trabalhamos com LMIs em vez de equac¸o˜es alge´bricas
de Riccati acopladas, ou CARE1, o que permite que a soluc¸a˜o seja obtida diretamente e na˜o
em um processo iterativo. A soluc¸a˜o o´tima encontrada e´ a mesma de (Costa & Tuesta 2004),
que usa CARE, se restringirmos o filtro a ser estritamente pro´prio. O uso de LMIs tambe´m
traz a vantagem de permitir a adic¸a˜o de restric¸o˜es adicionais para tratar, por exemplo, de filtros
robustos, o que na˜o seria poss´ıvel na formulac¸a˜o com CARE.
1do ingleˆs Coupled Algebraic Riccati Equations
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A adic¸a˜o de restric¸o˜es ao problema original permite projetar filtros para os quais a informac¸a˜o
do modo de operac¸a˜o do sistema na˜o seja dispon´ıvel. Para este caso, um projeto de filtro usando
matrizes estendidas baseado no produto de Kroenecker foi proposto em (Costa & Guerra 2002b),
usando CARE, e (Costa & Guerra 2002a), usando LMIs. Os filtros obtidos em tais artigos
sa˜o estritamente pro´prios e de ordem nN , onde N e´ o nu´mero de modos dos sistema e n e´ a
ordem da planta. O que torna os resultados de (Costa & Guerra 2002b) e (Costa & Guerra
2002a) ı´mpares do ponto de vista teo´rico e´ a obtenc¸a˜o de filtros o´timos, permitindo estabelecer o
melhor desempenho poss´ıvel na auseˆncia da informac¸a˜o sobre o modo de operac¸a˜o. Nosso filtro
independente do modo e´ sub-o´timo, pore´m e´ pro´prio e de ordem n, podendo ser calculado com
menor complexidade nume´rica devido ao menor nu´mero de varia´veis e a` dimensa˜o reduzida das
LMIs envolvidas. Este aspecto pode ser relevante para aplicac¸o˜es pra´ticas onde o nu´mero de
estados de Markov seja moderado ou mesmo elevado.
3.1.1 Filtragem H2 com o conhecimento do modo
Considere o filtro linear de ordem completa e dependente do modo
F :
{
xf (k + 1) = Af (θk)xf (k) +Bf (θk)y(k)
zf (k) = Cf (θk)xf (k) +Df (θk)y(k)
(3.1)
onde xf (k) ∈ R
n, xf (0) = 0, zf (k) ∈ R
r, y(k) ∈ Rq. As matrizes Afi, Bfi, Cfi e Dfi para todo
i ∈ K teˆm dimenso˜es compat´ıveis e nosso objetivo e´ determina´-las de maneira a minimizar a
norma H2 do erro de estimac¸a˜o obtido ao conectar o filtro F ao sistema G, cuja representac¸a˜o de
estado e´ dada por (2.4) com entrada w(k) ∈ Rm. A Figura 3.1 traz o esquema desta conexa˜o2.
O erro de estimac¸a˜o e(k) = z(k)− zf (k) ∈ R
r satisfaz
Gf :
{
x˜(k + 1) = A˜(θk)x˜(k) + J˜(θk)w(k)
e(k) = C˜(θk)x˜(k) + E˜(θk)w(k)
(3.2)
onde x˜(k) := [x(k)′ xf (k)
′]′ ∈ R2n, x(k) ∈ Rn e´ a varia´vel de estado da planta G e as matrizes
indicadas sa˜o
A˜i :=
[
Ai 0
BfiCyi Afi
]
, J˜i :=
[
Ji
BfiEyi
]
(3.3)
C˜i :=
[
Czi −DfiCyi −Cfi
]
, E˜i := Ezi −DfiEyi (3.4)
2O s´ımbolo ∆ indica o operador atraso unita´rio.
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Cadeia de
Markov
∆
w(k)
θ(k)
θ(k − 1)
G
y(k)
z(k)
F
zf (k)
−
+
e(k)
Figura 3.1: Filtro markoviano com conhecimento do modo
e, portanto, podemos escrever o problema a ser resolvido na forma
min
Afi,Bfi,Cfi,Dfi
‖Gf‖
2
2 (3.5)
E´ importante esclarecer que a formulac¸a˜o anterior para o projeto de filtro H2 e´ na˜o-convexa e
dif´ıcil de resolver, i.e. geralmente na˜o e´ poss´ıvel encontrar sua soluc¸a˜o o´tima global seguindo esta
formulac¸a˜o preliminar. Isto ocorre pois o ca´lculo da func¸a˜o objetivo ‖Gf‖
2
2 depende de varia´veis
(confira o problema (2.34)) que multiplicam as matrizes do filtro, que tambe´m sa˜o inco´gnitas,
gerando um problema na˜o convexo. A forma de contornar esta dificuldade e´ introduzir alguma
mudanc¸a de varia´veis bijetora que possa ser usada para expressar as restric¸o˜es na˜o-lineares de
forma linear.
Queremos, portanto, calcular a soluc¸a˜o o´tima global do projeto de filtros H2 (3.5), que pode
ser escrita como
inf
N∑
i=1
µitr (Wi) (3.6)
onde o ı´nfimo e´ calculado com relac¸a˜o a`s matrizes P˜i, Wi, Afi, Bfi, Cfi e Dfi para todo i ∈ K
satisfazendo as desigualdades 

Wi • •
J˜i P˜
−1
pi •
E˜i 0 I

 > 0 (3.7)
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e 

P˜i • •
A˜i P˜
−1
pi •
C˜i 0 I

 > 0 (3.8)
onde Wi ∈ R
m×m, P˜i ∈ R
2n×2n e P˜pi =
∑N
i=1 pijP˜j ∈ R
2n×2n sa˜o varia´veis matriciais sime´tricas e
definidas positivas. Introduzimos em seguida as partic¸o˜es
P˜i =
[
Xi Ui
U ′i Xˆi
]
, P˜−1i =
[
Yi Vi
V ′i Yˆi
]
, T˜i =
[
I I
V ′i Y
−1
i 0
]
(3.9)
cujos blocos pertencem a Rn×n. Verificamos imediatamente que
T˜ ′i P˜iT˜i =
[
Zi Zi
Zi Xi
]
(3.10)
onde Zi = Y
−1
i , para todo i ∈ K. E´ um fato conhecido
3 que se impusermos que a matriz do
lado direito de (3.10) seja definida positiva, enta˜o sempre e´ poss´ıvel determinar os blocos em
(3.9) tais que P˜i > 0. Mais ainda, isso pode ser conseguido mesmo se Ui ou Vi forem matrizes
na˜o-singulares fixadas arbitrariamente, sendo os outros blocos escolhidos de maneira a garantir
P˜iP˜
−1
i = I.
Agora vamos considerar que P˜i > 0 e adotar um racioc´ınio similar para a combinac¸a˜o convexa
dessas matrizes. De (3.9) a mesma partic¸a˜o implica
P˜pi =
N∑
i=1
pijP˜j =
[
Xpi Upi
U ′pi Xˆpi
]
(3.11)
e denotando
P˜−1pi =
[
R1i R2i
R′2i R3i
]
, Q˜i =
[
R−11i Xpi
0 U ′pi
]
(3.12)
manipulac¸o˜es alge´bricas simples deixam claro que
Q˜′iP˜
−1
pi Q˜i =
[
R−11i R
−1
1i
R−11i Xpi
]
(3.13)
E´ importante ressaltar que as matrizes que definem os quatro blocos da inversa P˜−1pi dependem
de maneira na˜o-linear das quatro matrizes nos blocos de P˜pi. Como R
−1
1i = Xpi − UpiXˆ
−1
pi U
′
pi, a
3A demonstrac¸a˜o deste fato esta´ no Apeˆndice A, Lema A.3.
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matriz particionada em (3.13) pode ser escrita de forma linear se impusermos Ui = −Xˆi, o que
implica Upi = −Xˆpi e
Q˜′iP˜
−1
pi Q˜i =
[
Xpi + Upi Xpi + Upi
Xpi + Upi Xpi
]
(3.14)
Pela discussa˜o acima, mencionamos novamente que a escolha particular Ui = −Xˆi pode ser
feita sem perda de generalidade, implicando em uma Ui sime´trica e definida negativa, portanto
na˜o-singular, para todo i ∈ K. De fato, (3.11) implica que Ui = −Xˆi = Y
−1
i −Xi = Zi −Xi o
que nos possibilita escrever (3.14) em sua forma final
Q˜′iP˜
−1
pi Q˜i =
[
Zpi Zpi
Zpi Xpi
]
(3.15)
A parametrizac¸a˜o ora proposta das matrizes P˜i e P˜
−1
pi converte (3.15) na combinac¸a˜o convexa
de (3.10). Mais ainda, no caso geral, sem levar em conta a escolha particular de Ui, temos
R−11i = Xpi − UpiXˆ
−1
pi U
′
pi
≥
N∑
j=1
pij(Xj − UjXˆ
−1
j U
′
j)
≥
N∑
j=1
pijY
−1
j
≥ Zpi (3.16)
para todo i ∈ K. A demonstrac¸a˜o para a primeira desigualdade acima esta´ no Apeˆndice A, Lema
A.4. As relac¸o˜es (3.15) e (3.16) sa˜o os resultados chave que usamos para o projeto de filtros H2.
No pro´ximo lema usamos estas propriedades matriciais para expressar de forma linear a primeira
restric¸a˜o (3.7) do problema (3.6).
Lema 3.1 Existe um filtro linear e dependente do modo na forma (3.2) e matrizes sime´tricas
Wi, P˜i > 0 satisfazendo as desigualdades (3.7) para todo i ∈ K se e somente se existirem matrizes
sime´tricas Wi, Xi, Zi e matrizes Fi, Ki de dimenso˜es compat´ıveis satisfazendo as LMIs

Wi • • •
ZpiJi Zpi • •
XpiJi + FiEyi Zpi Xpi •
Ezi −KiEyi 0 0 I

 > 0 (3.17)
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para todo i ∈ K. Ale´m disso, sempre que (3.17) e´ satisfeita para todo i ∈ K, uma soluc¸a˜o poss´ıvel
para (3.7) e´ Wi, Bfi = (Zpi −Xpi)
−1Fi, Dfi = Ki e
P˜i =
[
Xi •
Zi −Xi Xi − Zi
]
∈ R2n×2n (3.18)
Prova: Para a necessidade, vamos assumir que (3.7) e´ satisfeita. Particionando P˜−1pi como em
(3.12) e multiplicando (3.7) a esquerda por diag[I, Q˜′i, I] e a direita por sua transposta obtemos

Wi • • •
R−11i Ji R
−1
1i • •
XpiJi + FiEyi R
−1
1i Xpi •
Ezi −KiEyi 0 0 I

 > 0 (3.19)
onde Fi := UpiBfi e Ki := Dfi. Multiplicando a esquerda por diag[I, ZpiR1i, I, I] e a direita por
sua transposta e levando em conta que (3.16) implica em Zpi ≥ ZpiR1iZpi, podemos afirmar que
(3.17) e´ va´lida.
Para a suficieˆncia, assumimos que (3.17) e´ va´lida, o que implica em Xpi > Zpi > 0. Assim,
impondo Ui = Zi−Xi, a matriz Upi = Zpi−Xpi e´ na˜o-singular e podemos calcular Bfi = U
−1
pi Fi
e Dfi = Ki. Por outro lado, levando em conta que esta escolha define
P˜pi =
[
Xpi •
Zpi −Xpi Xpi − Zpi
]
> 0 (3.20)
verificamos imediatamente que R−11i = Zpi, pois P˜
−1
pi P˜pi = I, e portanto vale a equac¸a˜o (3.15). A
conclusa˜o e´ que a desigualdade (3.17) pode ser re-escrita como


Wi • •
Q˜′iJ˜i Q˜
′
iP˜
−1
pi Q˜i •
E˜i 0 I

 > 0 (3.21)
que multiplicada a esquerda por diag[I, Q˜′−1i ,I] e a direita por sua transposta resulta na desi-
gualdade (3.7). A existeˆncia de inversa para Q˜i e´ garantida pela escolha de Upi como sendo uma
matriz quadrada e na˜o singular. 
Como podemos ver, a prova do Lema 3.1 depende principalmente da desigualdade R−11i ≥ Zpi
e da existeˆncia de uma escolha particular de matrizes Ui para todo i ∈ K tal que ela seja satisfeita
3.1 Filtragem H2 27
na igualdade. Ale´m disso, podemos notar que a linearizac¸a˜o obtida foi em relac¸a˜o a` inversa e
na˜o a` matriz P˜pi. Este fato e´ essencial tambe´m na prova da pro´xima proposic¸a˜o.
Lema 3.2 Existe um filtro dependente do modo na forma (3.2) e matrizes sime´tricas P˜i > 0
satisfazendo as desigualdades (3.8) para todo i ∈ K se e somente se existirem matrizes sime´tricas
Xi, Zi e matrizes Mi, Li, Fi, Ki de dimenso˜es compat´ıveis satisfazendo as LMIs


Zi • • • •
Zi Xi • • •
ZpiAi ZpiAi Zpi • •
XpiAi + FiCyi +Mi XpiAi + FiCyi Zpi Xpi •
Czi −KiCyi + Li Czi −KiCyi 0 0 I


> 0 (3.22)
para todo i ∈ K. Ale´m disso, sempre que (3.22) for satisfeita para todo i ∈ K, uma soluc¸a˜o
poss´ıvel para (3.8) e´ Afi = (Zpi −Xpi)
−1Mi, Bfi = (Zpi −Xpi)
−1Fi, Cfi = −Li, Dfi = Ki e
P˜i =
[
Xi •
Zi −Xi Xi − Zi
]
∈ R2n×2n (3.23)
Prova: Segue o mesmo padra˜o da prova do Lema 3.1. Para a necessidade, vamos assumir que a
desigualdade (3.8) e´ va´lida. Particionando P˜i e P˜
−1
pi como indicado respectivamente em (3.9) e
(3.12); multiplicando (3.8) a esquerda por diag[T˜ ′i , Q˜
′
i, I] e a direita por sua transposta e adotando
a mudanc¸a de varia´veis Mi := UpiAfiV
′
i Zi, Fi := UpiBfi, Li := −CfiV
′
i Zi e Ki := Dfi chegamos
a (3.22) com todos os Zpi que aparecem na terceira linha e coluna substitu´ıdos por R
−1
1i . Como
antes, a necessidade decorre de Zpi ≥ ZpiR1iZpi para todo i ∈ K.
A suficieˆncia vem da escolha particular da matriz Ui = Zi − Xi implicando por (3.9) que a
matriz Vi e´ sime´trica, dada por Vi = Z
−1
i . Mais ainda, levando em conta que esta escolha implica
P˜i > 0 como em (3.23), P˜pi > 0 como em (3.20) e que R
−1
1i = Zpi, a mudanc¸a de varia´veis nos
permite chegar a 

T˜ ′i P˜iT˜i • •
Q˜′iA˜iT˜i Q˜
′
iP˜
−1
pi Q˜i •
C˜iT˜i 0 I

 > 0 (3.24)
que implica em (3.8) depois de multiplicar por diag[T˜ ′−1i ,Q˜
′−1
i , I] a esquerda e por sua transposta
a direita. A existeˆncia das inversas T˜−1i e Q˜
−1
i e´ garantida pela escolha de Ui, que implica Vi e
Upi na˜o-singulares. 
Queremos ressaltar que este lema tem um aspecto muito interessante no que tange a` natureza
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na˜o-linear da desigualdade (3.8). Pela definic¸a˜o adequada das matrizes T˜i e Q˜i, a desigualdade
mencionada, que depende de duas varia´veis diferentes P˜i e P˜
−1
pi , foi representada com sucesso de
forma linear. Adicionalmente, como os dois lemas fazem uso da mesma mudanc¸a de varia´veis, o
resultado a seguir e´ imediato.
Teorema 3.3 Existe um filtro dependente do modo na forma (3.2) tal que ‖Gf‖
2
2 < γ se e
somente se as LMIs (3.17) e (3.22) forem fact´ıveis e
N∑
i=1
µitr(Wi) < γ (3.25)
onde µi = Prob(θ0 = i ∈ K). Em caso afirmativo, um filtro adequado e´ dado pelas matrizes de
estado Afi = (Zpi −Xpi)
−1Mi, Bfi = (Zpi −Xpi)
−1Fi, Cfi = −Li e Dfi = Ki.
A consequ¨eˆncia mais importante do Teorema 3.3 e´ que a soluc¸a˜o o´tima global do problema
de projeto de filtro H2 (3.5) pode ser determinada alternativamente por
inf
X∈Ω
N∑
i=1
µitr (Wi) (3.26)
onde X = (Wi, Xi, Zi,Mi, Fi, Li, Ki) para todo i ∈ K sa˜o varia´veis matriciais e Ω e´ o conjunto
convexo de todas as soluc¸o˜es fact´ıveis para as LMIs (3.17) e (3.22). Em outras palavras, o projeto
do filtro o´timo que estamos tratando aqui foi convertido em um problema de programac¸a˜o convexa
com restric¸o˜es na forma de LMIs, o que possibilita o uso de ferramentas nume´ricas eficientes para
a sua soluc¸a˜o.
Para os casos em que na˜o e´ poss´ıvel determinar a distribuic¸a˜o de probabilidades inicial µi,
podemos usar a norma de pior caso (2.31) sem dificuldades adicionais. De fato, a convexidade
do problema de projeto (3.26) nos permite concluir, usando propriedades de dualidade, que
max
µ∈Λ
inf
X∈Ω
N∑
i=1
µitr (Wi) = inf
σ,X∈Ω
{σ : tr (Wi) < σ} (3.27)
deixando claro que o lado direito de (3.27) calcula o filtro o´timo dependente do modo associado
a` norma de pior caso. Na pra´tica, ocorre o acre´scimo de uma varia´vel escalar σ e de N LMIs em
relac¸a˜o ao problema (3.26).
Um ponto relevante a ser discutido e´ a existeˆncia de uma soluc¸a˜o fact´ıvel para o conjunto
Ω. Uma condic¸a˜o necessa´ria para isso pode ser obtida aplicando-se o complemento do Schur a`s
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primeiras treˆs linhas e colunas da desigualdade (3.22) resultando em
Xi > Zi > 0 , A
′
iZpiAi − Zi < 0 (3.28)
que portanto requer que a planta G seja esta´vel. Esta e´ uma condic¸a˜o necessa´ria para lidar
com os casos de filtragem robusta e independente do modo da planta, dois problemas de projeto
importantes a serem analisados na pro´xima sec¸a˜o. No caso presente, essa premissa pode ser
eliminada e o problema (3.26) pode ser simplificado como indica o pro´ximo corola´rio do Teorema
3.3. Para este fim, devemos calcular uma soluc¸a˜o do problema (3.26) que se situa na fronteira
do conjunto convexo aberto Ω.
Corola´rio 3.4 O Problema (3.26) e´ equivalente a
inf
(Wi,Xi,Fi,Ki)∈Ψ
N∑
i=1
µitr (Wi) (3.29)
onde Ψ e´ o conjunto de todas as matrizes Wi, Xi, Fi, Ki satisfazendo as LMIs


Wi • •
XpiJi + FiEyi Xpi •
Ezi −KiEyi 0 I

 > 0 (3.30)
e 

Xi • •
XpiAi + FiCyi Xpi •
Czi −KiCyi 0 I

 > 0 (3.31)
para todo i ∈ K. Ale´m disso, a realizac¸a˜o no espac¸o de estado do filtro o´timo dependente do modo
e´ dada pelas matrizes Afi = Ai +X
−1
pi FiCyi, Bfi = −X
−1
pi Fi, Cfi = Czi −KiCyi e Dfi = Ki.
Prova: Considerando o problema de projeto de filtro o´timo (3.26), notamos que as varia´veis Mi
e Li so´ aparecem na LMI (3.22) e podem ser eliminadas. Para este fim, aplicando o Lema de
Finsler4 (Boyd, Ghaoui, Feron & Balakrishnan 1994), vemos que (3.22) e´ satisfeita para algum
Mi e Li se e somente se as LMIs


Zi • •
Zi Xi •
ZpiAi ZpiAi Zpi

 > 0 (3.32)
4A demonstrac¸a˜o desta importante ferramenta de LMIs esta´ no Apeˆndice A, Lema A.2.
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e 

Xi • • •
ZpiAi Zpi • •
XpiAi + FiCyi Zpi Xpi •
Czi −KiCyi 0 0 I

 > 0 (3.33)
forem satisfeitas simultaneamente. As treˆs desigualdades (3.17), (3.32) e (3.33) teˆm uma ca-
racter´ıstica em comum, a saber, a soluc¸a˜o o´tima do problema (3.26) ocorrera´ para Zi > 0 e
consequ¨entemente Zpi > 0 arbitrariamente pequenos. Assim, fazendo Zi → 0 para todo i ∈ K,
a soluc¸a˜o o´tima localizada arbitrariamente pro´xima da fronteira do conjunto aberto Ω tem que
satisfazer (3.30) e (3.31). Finalmente, levando em conta que Zpi → 0, a factibilidade de (3.22)
impo˜e Mi = −XpiAi − FiCyi e Li = −Czi +KiCyi. A afirmac¸a˜o posterior segue da realizac¸a˜o do
filtro no espac¸o de estado dada pelo Teorema 3.3. 
O Corola´rio 3.4 merece alguns comenta´rios. Em primeiro lugar, para N = 1 ele se reduz
ao conhecido filtro de Kalman estaciona´rio para sistemas LTI, veja (Anderson & Moore 1979).
Para N > 1 e Dfi = 0 ele reproduz o resultado de (Costa & Tuesta 2004) onde o filtro o´timo H2
estritamente pro´prio e´ obtido a partir da soluc¸a˜o de N equac¸o˜es alge´bricas de Riccati acopladas.
Neste sentido, o resultado do Corola´rio 3.4 e´ u´til pois a soluc¸a˜o o´tima e´ obtida de uma u´nica
vez, evitando procedimentos iterativos e problemas de convergeˆncia para determinac¸a˜o do filtro
o´timo.
Definindo o ganho Gi = −X
−1
pi Fi, o filtro o´timo dependente do modo e´ dado por
O :
{
xf (k + 1) = A(θk)xf (k) +G(θk)(y(k)− Cy(θk)xf (k))
zf (k) = Cz(θk)xf (k) +K(θk)(y(k)− Cy(θk)xf (k))
(3.34)
que exibe a forma cla´ssica de um observador baseado no modelo interno da planta. Como dito
anteriormente, o conhecimento do modelo interno da planta em cada instante k ∈ N permite que
o filtro seja calculado mesmo para plantas G insta´veis. De fato, conectando o filtro O ao sistema
G, o erro de estimac¸a˜o e(k) = z(k)− zf (k) ∈ R
r satisfaz
Go :
{
x˜(k + 1) = (A(θk)−G(θk)Cy(θk))x˜(k) + (J(θk)−G(θk)Ey(θk))w(k)
e(k) = (Cz(θk)−K(θk)Cy(θk))x˜(k) + (Ez(θk)−K(θk)Ey(θk))w(k)
(3.35)
onde, x˜(k) := x(k)− xf (k) ∈ R
n e w(k) ∈ Rm. Aplicando os resultados da Sec¸a˜o 2.3 referentes
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i Ai Ji Czi Ezi Cyi Eyi
1 0,8353
[
0,5 0
]
1,0
[
0 0
]
1,0
[
0 0,2
]
2 0,9646
[
0,3 0
]
1,0
[
0 0
]
1,0
[
0 0,1
]
Tabela 3.1: Dados para Exemplo 3.1
ao ca´lculo da norma ‖Go‖
2
2, temos
‖Go‖
2
2 = inf
(Wi,Pi)
N∑
i=1
µitr(Wi) (3.36)
sujeito a 

Wi • •
Ppi(Ji −GiEyi) Ppi •
Ezi −KiEyi 0 I

 > 0,


Pi • •
Ppi(Ai −GiCyi) Ppi •
Czi −KiCyi 0 I

 > 0 (3.37)
o que torna aparente que, se considerarmos as matrizes Fi = −PpiGi e Ki tambe´m como varia´veis
em (3.36), ele se reduz exatamente ao problema (3.29) definido no Corola´rio 3.4. Note ainda que
o ca´lculo da norma H2 requer que a dinaˆmica do erro de estimac¸a˜o (3.35) seja esta´vel, pore´m o
mesmo na˜o e´ requerido para a planta G.
Finalmente, e´ interessante perceber que a norma H2 de pior caso (2.37) pode ser tratada sem
grande dificuldade adicional. De fato, basta substituir o problema (3.29) no Corola´rio 3.4 por
inf
σ,(Wi,Xi,Fi,Ki)∈Ψ
{σ : tr (Wi) < σ} (3.38)
Exemplo 3.1 Os dados deste exemplo foram retirados de (Sworder & Rogers 1983) e represen-
tam um modelo estoca´stico simples e unidimensional de uma estac¸a˜o coletora de energia solar.
A representac¸a˜o de estado do modelo e´ como (3.1) com os valores nume´ricos da Tabela 3.1. A
matriz de probabilidades de transic¸a˜o e´ dada por
P =
[
0,85 0,15
0,30 0,70
]
(3.39)
e consideramos µ = [2/3 1/3], que coincide com a distribuic¸a˜o estaciona´ria da cadeia de Markov,
32 3. Filtragem
como e´ comum na literatura. Foram considerados dois projetos diferentes de filtros dependentes
do modo, correspondendo aos filtros estritamente pro´prios e pro´prios, respectivamente:
• Filtro estritamente pro´prio - O problema de projeto de filtro o´timo H2 conforme
o Corola´rio 3.4 foi resolvido com restric¸o˜es adicionais K1 = K2 = 0 definindo um filtro
na forma (3.34) com ganhos G1 = 0,7192 e G2 = 0,9048. O custo mı´nimo associado foi
‖Gf‖
2
2 = 0,2156, repetindo o resultado obtido por (Costa & Tuesta 2004).
• Filtro pro´prio - Ao permitir que o filtro pudesse ser pro´prio, obtivemos pelo mesmo
problema de projeto do Corola´rio 3.4 os ganhos G1 = 0,7192, G2 = 0,9048 e K1 = 0,8610,
K2 = 0,9380. Para este filtro, o custo mı´nimo obtido foi ‖Gf‖
2
2 = 0,0261 que e´ mais de dez
vezes menor que o custo mı´nimo com filtro estritamente pro´prio, indicando um ganho de
performance em se considerar o projeto mais geral de filtros pro´prios.

Exemplo 3.2 Os dados foram retirados de (Costa et al. 1997). O modelo e´ uma leve adaptac¸a˜o
do modelo macroeconoˆmico de Samuelson estudado por (Blair Jr. & Sworder 1975). Para mais
detalhes, confira o Exemplo 1.1. A matriz de probabilidades de transic¸a˜o e´ dada por
P =


0,67 0,17 0,16
0,30 0,47 0,23
0,26 0,10 0,64

 (3.40)
mas agora minimizamos a norma de pior caso, como mostrada em (3.38). Os paraˆmetros para
cada modo de operac¸a˜o sa˜o dados na Tabela 3.2. Para o caso dependente do modo, calculamos:
• Filtro estritamente pro´prio - O filtro o´timo na forma (3.34) com restric¸o˜es adicionais
K1 = K2 = K3 = 0 tem os ganhos conforme a Tabela 3.3. A normaH2 de pior caso mı´nima
obtida foi ‖Gf‖
2
2 = 3,1430.
• Filtro pro´prio - Eliminando as restric¸o˜es sobre os ganhos K1, K2 e K3, determinamos
os filtro o´timo conforme o problema (3.38) e sua realizac¸a˜o e´ dada na Tabela 3.4. Neste
caso, a norma mı´nima obtida e´ ‖Gf‖
2
2 = 1,2561.

Evidentemente, se o modo da planta na˜o for conhecido exatamente, a soluc¸a˜o fornecida pelo
Corola´rio 3.4 na˜o pode ser calculada. Entretanto, nestes casos importantes a soluc¸a˜o do Teorema
3.3 ainda se aplica, com o uso de restric¸o˜es adicionais. Estes casos particulares do projeto de
filtro sera˜o melhor explorados na pro´ximas sec¸o˜es.
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i Ai Ji Czi Ezi Cyi Eyi
1
[
0 1
−0,0158 0,9652
] [
1 0
1 0
] [
0,5 1,0
] [
0 0
] [
1 0
] [
0 1
]
2
[
0 1
0,0597 0,8064
] [
1 0
1 0
] [
0,5 0,5
] [
0 0
] [
1 0
] [
0 1
]
3
[
0 1
0,0056 0,9051
] [
1 0
1 0
] [
1,0 0,5
] [
0 0
] [
1 0
] [
0 1
]
Tabela 3.2: Dados para Exemplo 3.2
i 1 2 3
Gi
[
0,6120
0,5808
] [
0,9012
0,7820
] [
0,5192
0,4729
]
Tabela 3.3: Ganhos para filtro estritamente pro´prio dependente do modo
3.1.2 Filtragem H2 robusta e independente do modo
Nesta sec¸a˜o consideramos dois problemas para os quais o Corola´rio 3.4 na˜o se aplica. Em outras
palavras, para estes problemas a soluc¸a˜o o´tima global de (3.26) com Zi → 0 na˜o pode ser atingida
devido a restric¸o˜es adicionais que devemos levar em conta. Dessa maneira, os resultados que se
baseiam em filtros determinados pela soluc¸a˜o de um conjunto de CARE na˜o podem ser utilizados
para a busca de uma soluc¸a˜o para estes casos particulares e de interesse pra´tico. Mais ainda, as
condic¸o˜es para a existeˆncia de filtros nestes casos particulares sa˜o apenas suficientes.
Vamos supor que as matrizes que aparecem em (2.4) na˜o sejam conhecidas exatamente, mas
pertenc¸am a um politopo convexo
P = co




Ali J
l
i
C lzi E
l
zi
C lyi E
l
yi

 , l = 1, · · · , Np

 (3.41)
definido pela combinac¸a˜o convexa de Np ve´rtices. Enta˜o, podemos obter uma soluc¸a˜o com custo
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i 1 2 3
Gi
[
0,5740
0,5447
] [
0,9096
0,7892
] [
0,5443
0,4958
]
Ki 0,8674 0,9214 0,8325
Tabela 3.4: Ganhos para filtro pro´prio dependente do modo
Cadeia de
Markov
∆
w(k)
θ(k)
θ(k − 1)
G
y(k)
z(k)
FMI
zf (k)
−
+
e(k)
Figura 3.2: Filtro markoviano independente do modo
garantido para a norma H2 a partir da soluc¸a˜o o´tima do problema (3.26) com Ω =
⋂Np
l=1Ωl onde
Ωl e´ o conjunto definido pelas LMIs (3.17) e (3.22) calculadas em cada ve´rtice do politopo (3.41).
Como pode ser facilmente verificado, essa afirmac¸a˜o decorre diretamente da dependeˆncia linear
das LMIs (3.17) e (3.22) com respeito a`s matrizes de espac¸o de estado que aparecem em (3.41).
O Teorema 3.3 tambe´m pode ser generalizado para tratar o caso de filtragem sem a disponibi-
lidade para o filtro do modo θk ∈ K em cada instante k ∈ N, representado na Figura (3.2), onde
o sub-´ındice MI remete ao termo em ingleˆs mode-independent. O objetivo e´ projetar um filtro
cuja representac¸a˜o de estado na˜o dependa do modo de Markov θk ∈ K. Inicialmente observamos
que impondo a Ω as restric¸o˜es adicionais
Mi =M, Fi = F, Li = L, Ki = K (3.42)
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para todo i ∈ K enta˜o pelo Teorema 3.3 o filtro sera´ independente do modo se a matriz de
probabilidades de transic¸a˜o (veja (Seiler & Sengupta 2005) para mais detalhes) satisfizer
pij = pj (3.43)
para todo (i,j) ∈ K × K, ja´ que neste caso particular Zpi =
∑N
j=1 pjZj e Xpi =
∑N
j=1 pjXj sa˜o
matrizes constantes para todo i ∈ K. Cadeias de Markov com esta estrutura incluem como caso
particular, quando N = 2, o processo estoca´stico do tipo Bernoulli, onde a probabilidade de θk
assumir um entre dois valores poss´ıveis na˜o depende do valor passado, sendo sempre constante.
No caso geral, i.e. se a condic¸a˜o (3.43) na˜o for satisfeita, primeiramente adicionamos ao
Teorema 3.3 uma varia´vel de folga, como mostra o pro´ximo teorema.
Teorema 3.5 Existe um filtro na forma dada por (3.1) satisfazendo a restric¸a˜o ‖Gf‖
2
2 < γ se e
somente se existirem matrizes sime´tricas Xi, Zi, Wi e matrizes Hi, Mi, Li, Fi e Ki de dimenso˜es
compat´ıveis que satisfac¸am
N∑
i=1
µitr(Wi) < γ (3.44)
ale´m das LMIs 

Wi • • •
ZpiJi Zpi • •
HiJi + FiEyi 0 Hi +H
′
i + Zpi −Xpi •
Ezi −KiEyi 0 0 I

 > 0 (3.45)
e 

Zi • • • •
Zi Xi • • •
ZpiAi ZpiAi Zpi • •
HiAi + FiCyi +Mi HiAi + FiCyi 0 Hi +H
′
i + Zpi −Xpi •
Czi −KiCyi + Li Czi −KiCyi 0 0 I


> 0 (3.46)
para todo i ∈ K. Em caso afirmativo, uma realizac¸a˜o para o filtro e´ dada pelas matrizes de estado
Afi = −H
−1
i Mi, Bfi = −H
−1
i Fi, Cfi = −Li e Dfi = Ki.
Prova: Para a suficieˆncia, suponha que as LMIs (3.44), (3.45) e (3.46) sejam satisfeitas. Por
(3.46) temos que Xi > Zi e portanto Xpi − Zpi > 0, implicando em
(Xpi − Zpi −Hi)(Xpi − Zpi)
−1(Xpi − Zpi −H
′
i) ≥ 0 (3.47)
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para todo i ∈ K e desta forma
Hi(Xpi − Zpi)
−1H ′i ≥ Hi +H
′
i + Zpi −Xpi (3.48)
Devido a (3.48), podemos substituir o termo Hi+H
′
i +Zpi−Xpi por Hi(Xpi−Zpi)
−1H ′i na desi-
gualdade (3.46) e ela permanece va´lida. Multiplicando essa nova desigualdade por diag[I,I,(Xpi−
Zpi)H
−1
i ,I] a esquerda e a direita por seu transposto, e levando em conta que Fi = −HiBfi e
Ki = Dfi, obtemos 

Wi • • •
ZpiJi Zpi • •
(Xpi − Zpi)(Ji −BfiEyi) 0 Xpi − Zpi •
Ezi −DfiEyi 0 0 I

 > 0 (3.49)
para todo i ∈ K. Definindo I por
I =


I 0 0 0
0 I 0 0
0 I I 0
0 0 0 I

 (3.50)
e multiplicando (3.49) a esquerda por I e a direita por I ′ obtemos


Wi • • •
ZpiJi Zpi • •
XpiJi + (Zpi −Xpi)BfiEyi Zpi Xpi •
Ezi −DfiEyi 0 0 I

 > 0 (3.51)
para todo i ∈ K. Deste ponto em diante, a prova segue os mesmos passos usados no Lema 3.1.
A partir da escolha particular Ui = Zi−Xi < 0 e´ poss´ıvel escrever (3.51) como (3.21), com o uso
das partic¸o˜es (3.9) e (3.12). Finalmente, multiplicando a esquerda por diag[I, Q˜′−1i , I] e a direita
pela sua transposta, chegamos a` desigualdade (3.7), que e´ uma das condic¸o˜es para o ca´lculo da
norma H2 usando programac¸a˜o convexa, como exposto na Sec¸a˜o 2.3.
Para a desigualdade (3.45) seguimos os mesmos passos. Inicialmente, usamos (3.48) para subs-
tituir o quarto termo da diagonal principal Hi+H
′
i+Zpi−Xpi por Hi(Xpi−Zpi)
−1H ′i, mantendo
va´lida a desigualdade. Em seguida, reescrevemos o problema em termos de suas varia´veis originais
Afi, Bfi, Cfi e Dfi e multiplicamos a desigualdade a esquerda por diag[I, I, I, (Xpi−Zpi)H
−1
i , I]
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e a direita pela sua transposta. Redefinimos I como
I =


I 0 0 0 0
0 I 0 0 0
0 0 I 0 0
0 0 I I 0
0 0 0 0 I


para pre´- e po´s-multiplicarmos a desigualdade por I e I ′, respectivamente. Novamente, pela
escolha particular de Ui = Zi − Xi < 0 e com o uso das partic¸o˜es (3.9) e (3.12) chegamos a
(3.24). Deste ponto em diante, seguimos os mesmos passos da prova de suficieˆncia do Lema 3.2.
Para a prova da necessidade, partimos de (3.17) e definimos novamente uma matriz auxiliar
I =


I 0 0 0
0 I 0 0
0 −I I 0
0 0 0 I

 (3.52)
Multiplicando (3.17) a esquerda por I e a direita por I ′ temos


Wi • • •
ZpiJi Zpi • •
(Xpi − Zpi)Ji + FiEyi 0 Xpi − Zpi •
Ezi −KiEyi 0 0 I

 > 0 (3.53)
que e´ ideˆntica a (3.45) com Hi = H
′
i = Xpi − Zpi. Para (3.18) fazemos procedimento ideˆntico,
agora subtraindo da quarta linha a terceira, e fazendo o mesmo com as colunas para manter a
simetria. Conclu´ımos que, para Hi = H
′
i = Xpi − Zpi vale a desigualdade (3.46), concluindo a
prova. 
Se observarmos agora as matrizes do filtro obtidas a partir do teorema anterior, vemos que e´
poss´ıvel que elas sejam independentes do modo θk = i ∈ K se, ale´m das restric¸o˜es (3.42), tambe´m
impusermos
Hi = H (3.54)
para todo i ∈ K. Naturalmente, ao adicionar tais restric¸o˜es a`s LMIs (3.45) e (3.46), o conjunto de
restric¸o˜es torna-se apenas suficiente, e portanto a minimizac¸a˜o do lado esquerdo de (3.44) ja´ na˜o
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fornece mais a norma H2 mı´nima, mas um custo garantido. Como ja´ mostrado, continua poss´ıvel
tratar o caso em que na˜o se conhece µ. De fato, a adic¸a˜o das restric¸o˜es de igualdade (3.54) mante´m
a convexidade do problema, a relac¸a˜o (3.27) continua va´lida com X = (Xi,Zi,Wi,H,M,F,L,K)
para todo i ∈ K representando as varia´veis matriciais e Ω tal que as LMIs (3.45), (3.46) mais as
restric¸o˜es (3.42) e (3.54) sejam fact´ıveis.
Exemplo 3.3 Vamos retomar os dados do Exemplo 3.1, supondo que o estado da cadeia de
Markov na˜o esta´ dispon´ıvel para o filtro. Como ja´ mencionamos, neste caso na˜o e´ poss´ıvel obter
o filtro na forma cla´ssica de observador como (3.34).
• Filtro estritamente pro´prio - O problema de projeto de filtro do Teorema 3.5 foi
resolvido com as restric¸o˜es (3.42) e (3.54), ale´m de K = 0 para que o filtro obtido seja
estritamente pro´prio. Chegamos a
[
Af Bf
Cf Df
]
=
[
0,0000 0,8511
1,0000 0
]
(3.55)
e custo associado ‖Gf‖
2
2 = 0,2225. O filtro o´timo de ordem estendida independente do
modo com projeto descrito em (Costa & Guerra 2002a) resultou ‖Gf‖
2
2 = 0,2202.
• Filtro pro´prio - Agora, eliminando a restric¸a˜o K = 0, obtivemos o filtro
[
Af Bf
Cf Df
]
=
[
0,0000 0,8511
0,1188 0,8812
]
(3.56)
com custo associado ‖Gf‖
2
2 = 0,0264. Como antes, comparado ao filtro estritamente
pro´prio, o filtro pro´prio apresenta um ganho significativo de desempenho.
Nosso projeto de filtro independente do modo resulta em um filtro sub-o´timo de dimensa˜o n
(neste caso, um filtro de primeira ordem), a grande dificuldade do programa e´ lidar com N blocos
de dimensa˜o O(n) e O(Nn2) varia´veis, enquanto no caso do filtro o´timo de ordem estendida de
dimensa˜o Nn (neste exemplo, um filtro de segunda ordem), e´ preciso resolver um bloco O(N2n)-
dimensional com O(N2n2) varia´veis, o que poderia deixar o problema dif´ıcil de tratar, mesmo
para um nu´mero moderado de modos. 
Exemplo 3.4 Para os mesmos dados usados no Exemplo 3.2, apresentamos agora os filtros
pro´prio e estritamente pro´prio independentes do modo. Nos dois casos, o filtro e´ de ordem
completa, i.e. da mesma ordem que a planta (3.1).
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• Filtro estritamente pro´prio - Tratamos aqui com uma pequena modificac¸a˜o o Teorema
3.2 para o caso de norma H2 de pior caso, bem como as restric¸o˜es (3.42), (3.54) e K = 0,
para todo i ∈ K. A realizac¸a˜o do filtro independente do modo e´ dada por
[
Af Bf
Cf Df
]
=


−0,6046 0,9999 0,6047
−1,0882 1,4637 0,5807
2,8336 −1,7133 0

 (3.57)
e a norma H2 de pior caso satisfaz ‖Gf‖
2
2 ≤ 4,6864. Para uma visa˜o completa, e´ importante
notar que o custo real foi calculado como ‖Gf‖
2
2 = 3,5108. Esta diferenc¸a e´ esperada, uma
vez que estamos tratando de condic¸o˜es apenas suficientes.
• Filtro pro´prio - Permitindo agora que a varia´vel K assuma valores diferentes de zero,
obtemos a seguinte realizac¸a˜o pro´pria para o filtro independente do modo
[
Af Bf
Cf Df
]
=


−0,6040 1,0003 0,6038
−1,1965 1,5852 0,5779
0,8086 −0,6463 1,0451

 (3.58)
juntamente com o custo garantido para a norma H2 de pior caso ‖Gf‖
2
2 ≤ 1,8403 enquanto
o valor real para a norma do erro de estimac¸a˜o e´ ‖Gf‖
2
2 = 1,6306.
Na˜o foi poss´ıvel comparar o filtro obtido com aquele projetado de acordo com (Costa &
Guerra 2002a). Isto ocorre pois os resultados daquele trabalho so´ podem ser aplicados a modelos
na forma (2.4) com Cz(θk) = Cz e Ez(θk) = 0 para todo θk ∈ K. Acreditamos que seja poss´ıvel
generalizar o modelo adotado naquela refereˆncia, o que permitiria comparar os custos garantidos
com o valor o´timo para a norma do erro de estimac¸a˜o. 
3.2 Filtragem H∞
Nesta sec¸a˜o, abordamos o problema de filtragem H∞ para MJLS. Inicialmente, sob a hipo´tese
de conhecimento do paraˆmetro de Markov, fazemos a caracterizac¸a˜o de todos os filtros lineares
tais que o erro de estimac¸a˜o fica limitado por um valor pre´-estabelecido em termos da norma
H∞, resultando na soluc¸a˜o o´tima global do problema de filtragem dependente do modo. Em
seguida, baseado no mesmo conjunto de LMIs, detalhamos o projeto de um filtro robusto, capaz
de lidar com incertezas polito´picas. Finalmente, propomos um procedimento para o projeto de
filtros independentes do modo de Markov.
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O problema de determinar um filtro o´timoH∞ estritamente pro´prio foi resolvido em (de Souza
& Fragoso 2003) com o uso de LMIs. Naquele artigo, somente os ganhos de filtros na forma de
observador baseado no modelo interno da planta foram obtidos, o que impede o uso dos resultados
para fins de filtragem robusta. Quando nosso filtro e´ forc¸ado a ser estritamente pro´prio, aquele
proposto em (de Souza & Fragoso 2003) e´ obtido como um caso particular. Para MJLS a tempo
discreto com duas dimenso˜es, (Wu, Shi, Gao & Wang 2008) apresenta condic¸o˜es suficientes para
o projeto de filtros H∞. No que segue, o conjunto de todos os filtros lineares pro´prios com norma
H∞ do erro de estimac¸a˜o limitada e´ parametrizado. O conjunto e´ expresso em termos de LMIs,
possibilitando a soluc¸a˜o do problema de projeto do filtro o´timo H∞ em um u´nico passo, em vez
de iterativamente; e a adic¸a˜o de restric¸o˜es ao problema ba´sico para, por exemplo, projetar filtros
robustos em relac¸a˜o a` incertezas parame´tricas. Considerando a hipo´tese de indisponibilidade
do modo de operac¸a˜o, (de Souza 2003) propo˜e condic¸o˜es suficientes que estabelecem um custo
garantido para a norma H∞, novamente apenas para filtros estritamente pro´prios. Fazendo
nova restric¸a˜o adicional ao problema principal podemos projetar filtros independentes do modo
e compara´-los a`queles apresentados em (de Souza 2003).
3.2.1 Filtragem H∞ com disponibilidade do modo
Considere o filtro linear de ordem completa e dependente do modo F representado pelo modelo
de estado (3.1). Nosso objetivo e´ determinar as matrizes do filtro de maneira a minimizar a
norma H∞ do erro de estimac¸a˜o obtido ao conectar o filtro F ao sistema G (vide Figura 3.1). O
erro de estimac¸a˜o satisfaz ao modelo (3.2) cujas matrizes sa˜o dadas por (3.3) e (3.4). Portanto,
podemos escrever o problema a ser resolvido na forma
min
Afi,Bfi,Cfi,Dfi
‖Gf‖
2
∞ (3.59)
Como no caso H2, o problema (3.59) e´ na˜o-convexo e dif´ıcil de resolver nesta formulac¸a˜o
padra˜o. Felizmente, a mesma mudanc¸a de varia´veis usada anteriormente permite converteˆ-lo em
um problema de programac¸a˜o convexa com restric¸o˜es na forma de LMIs. Nesta sec¸a˜o calculamos
a soluc¸a˜o o´tima global do problema H∞ com o disponibilidade do modo que pode ser definido
por inf γ sujeito a 

P˜i • • •
0 γI • •
A˜i J˜i P˜
−1
pi •
C˜i E˜i 0 I

 > 0 (3.60)
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para todo i ∈ K, onde como no caso H2, novamente as varia´veis P˜i e P˜pi =
∑N
j=1 pijP˜j sa˜o
matrizes sime´tricas de dimensa˜o 2n × 2n e as outras matrizes sa˜o dadas pelas equac¸o˜es (3.3) e
(3.4), onde Afi, Bfi, Cfi e Dfi sa˜o varia´veis a determinar.
Para tornar este problema linear em suas varia´veis, utilizamos as mesmas partic¸o˜es definidas
em (3.9) e (3.12), de tal forma que as relac¸o˜es (3.15) e (3.16) ainda se verificam e permanecem
fundamentais para o projeto proposto. O pro´ximo teorema mostra como essas propriedades sa˜o
utilizadas para escrever de forma linear a restric¸a˜o do projeto de filtro (3.60).
Teorema 3.6 Existe um filtro dependente do modo como (3.1) satisfazendo a restric¸a˜o ‖Gf‖
2
∞ <
γ se e somente se existirem matrizes sime´tricas Xi, Zi e matrizes Mi, Li, Fi e Ki de dimenso˜es
compat´ıveis que satisfac¸am as LMIs


Zi • • • • •
Zi Xi • • • •
0 0 γI • • •
ZpiAi ZpiAi ZpiJi Zpi • •
XpiAi + FiCyi +Mi XpiAi + FiCyi XpiJi + FiEyi Zpi Xpi •
Czi −KiCyi + Li Czi −KiCyi Ezi −KiEyi 0 0 I


> 0 (3.61)
para todo i ∈ K. Em caso afirmativo, uma realizac¸a˜o fact´ıvel para filtro dependente do modo de
Markov e´ dada pelas matrizes de estado Afi = (Zpi−Xpi)
−1Mi, Bfi = (Zpi−Xpi)
−1Fi, Cfi = −Li
e Dfi = Ki.
Prova: Para a necessidade, vamos assumir que a desigualdade (3.60) e´ va´lida. Particionando
P˜i e P˜
−1
pi como em (3.9) e (3.12) respectivamente, multiplicando (3.60) por diag[T˜
′
i , I, Q˜
′
i, I] pela
esquerda e por sua transposta pela direita, adotando a mudanc¸a de varia´veis Mi = UpiAfiV
′
i Zi,
Fi = UpiBfi, Li = −CfiV
′
i Zi e Ki = Dfi chegamos a

Zi • • • • •
Zi Xi • • • •
0 0 γI • • •
R−11i Ai R
−1
1i Ai R
−1
1i Ji R
−1
1i • •
XpiAi + FiCyi +Mi XpiAi + FiCyi XpiJi + FiEyi R
−1
1i Xpi •
Czi −KiCyi + Li Czi −KiCyi Ezi −KiEyi 0 0 I


> 0 (3.62)
Multiplicando essa desigualdade por diag[I, I, I, ZpiR1i, I, I] a esquerda e por sua transposta a
direita, e levando em considerac¸a˜o que (3.16) implica que Zpi ≥ ZpiR1iZpi, chegamos a (3.61).
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Para a suficieˆncia, consideramos que (3.61) e´ va´lida e usamos a escolha particular Ui = Zi−Xi < 0
que resulta a partir de (3.9) em Vi = Z
−1
i . Esta escolha fornece P˜i > 0 como em (3.9), P˜pi > 0
como em (3.11) e R−11i = Zpi, permitindo escrever

T˜ ′i P˜iT˜i • • •
0 γI • •
Q˜′iA˜iT˜i Q˜
′
iJ˜i Q˜
′
iP˜
−1
pi Q˜i •
C˜iT˜i E˜i 0 I

 > 0 (3.63)
que recai em (3.60) apo´s multiplicac¸a˜o por diag[T˜ ′−1i , I, Q˜
′−1
i , I] a esquerda e por sua transposta
a direita. 
A mais importante consequ¨eˆncia do Teorema 3.6, assim como foi feito para o caso H2, e´ que
a soluc¸a˜o o´tima global para o problema H∞ de projeto de filtro pode ser determinada a partir
de
inf
(γ,Xi,Zi,Mi,Fi,Li,Ki)∈Ω
γ (3.64)
onde Ω e´ o conjunto convexo de todas as soluc¸o˜es fact´ıveis das LMIs (3.61). Em outras palavras, o
projeto do filtro o´timoH∞ dependente do modo foi convertido em uma problema de programac¸a˜o
convexa com restric¸o˜es definidas por LMIs.
Quanto a` existeˆncia de uma soluc¸a˜o fact´ıvel para o conjunto Ω, e´ interessante notar que ao
se aplicar o complemento de Schur na LMI obtida da remoc¸a˜o das terceira, quinta e sexta linhas
e colunas de (3.61), as condic¸o˜es de estabilidade de G dadas por (3.28) tambe´m sa˜o necessa´rias.
Esta condic¸a˜o sobre a planta G e´ importante para os casos de filtragem de sistemas com incertezas
polito´picas ou independentes do modo de operac¸a˜o que sa˜o tratadas nas pro´ximas sec¸o˜es, mas
pode ser eliminada para o caso de filtragem com disponibilidade do modo, como mostra o seguinte
corola´rio. De forma ana´loga a`quela considerada no caso de norma H2, podemos simplificar o
problema (3.64) considerando algumas propriedades da soluc¸a˜o que se situa na fronteira do
conjunto convexo aberto Ω.
Corola´rio 3.7 O problema (3.64) e´ equivalente a
inf
(γ,Xi,Fi,Ki)∈Ψ
γ (3.65)
onde Ψ e´ o conjunto de todas as matrizes sime´tricas Xi e matrizes Fi, Ki, ale´m do escalar γ ∈ R
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tal que as LMIs 

Xi • • •
0 γI • •
XpiAi + FiCyi XpiJi + FiEyi Xpi •
Czi −KiCyi Ezi −KiEyi 0 0

 > 0 (3.66)
sejam satisfeitas para todo i ∈ K. Em caso afirmativo, as matrizes de estado do filtro o´timo
dependente do modo sa˜o dadas por Afi = Ai +X
−1
pi FiCyi, Bfi = −X
−1
pi Fi, Cfi = Czi −KiCyi e
Dfi = Ki.
Prova: Considerando o problema do projeto de filtro o´timo (3.64), as varia´veis Mi e Li podem
ser eliminadas. Para isso, aplicamos novamente o Lema de Finsler (Boyd et al. 1994) e temos
que a desigualdade (3.61) pode ser satisfeita para algum Mi e Li se e somente se as LMIs

Zi • • •
Zi Xi • •
0 0 γI •
ZpiAi ZpiAi ZpiJi Zpi

 > 0 (3.67)
e 

Xi • • • •
0 γI • • •
ZpiAi ZpiJi Zpi • •
XpiAi + FiCyi XpiJi + FiEyi Zpi Xpi •
Czi −KiCyi Ezi −KiEyi 0 0 I


> 0 (3.68)
forem satisfeitas simultaneamente para todo i ∈ K. Estas duas desigualdades possuem uma
caracter´ıstica comum, ou seja, na soluc¸a˜o o´tima do problema (3.64) devemos ter Zi > 0 e
consequ¨entemente Zpi > 0 arbitrariamente pequenas. Desta forma, impondo Zi → 0 para todo
i ∈ K, a soluc¸a˜o o´tima localizada arbitrariamente perto da fronteira das restric¸o˜es das LMIs deve
satisfazer as desigualdades (3.66). Finalmente, como Zi → 0, a factibilidade de (3.61) impo˜e que
Mi = −XpiAi−FiCyi e Li = −Czi+KiCyi. Substituindo estes valores na representac¸a˜o de estado
do filtro no Teorema 3.6 chegamos a` representac¸a˜o enunciada no corola´rio. 
E´ interessante notar que, para o caso determin´ıstico N = 1 o filtro proposto no Corola´rio
3.7 se reduz ao conhecido filtro central H∞ para sistemas LTI (Anderson & Moore 1979). Para
N > 1, ele generaliza os resultados obtidos por (de Souza & Fragoso 2003), pois lida com o
projeto de filtros o´timos H∞ pro´prios, em vez de estritamente pro´prios (Dfi = 0). Finalmente,
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se considerarmos o par de ganhos Gi = −X
−1
pi Fi e Ki para todo i ∈ K, enta˜o o filtro o´timo
dependente do modo pode ser reescrito como um observador O baseado no modelo interno
da planta, como indicado em (3.34). Assim, a informac¸a˜o do modelo interno da planta a cada
instante k ∈ N permite que na˜o seja mais mandato´ria a estabilidade de G para a obtenc¸a˜o do filtro
o´timoH∞. De fato, conectando o filtro O ao sistema G, o erro de estimac¸a˜o e(k) = z(k)−zf (k) ∈
R
r e´ definido pelas equac¸o˜es de estado (3.35) que representam um sistema dinaˆmico denominado
Go com entrada w(k) ∈ R
m e estado x˜(k) = x(k)−xf (k) ∈ R
n. A partir dos resultados da Sec¸a˜o
2.4 temos que ‖Go‖
2
∞ < γ se e somente se as LMIs

Pi • • •
0 γI • •
Ppi(Ai −GiCyi) Ppi(Ji −GiEyi) Ppi •
Czi −KiEyi Ezi −KiEyi 0 I

 > 0 (3.69)
para todo i ∈ K forem fact´ıveis. Consequ¨entemente, se considerarmos as matrizes Pi, Fi =
−PpiGi, Ki e o escalar γ como varia´veis, o problema
inf
(γ,Pi,Fi,Ki)
{γ : sujeito a (3.69)} (3.70)
se reduz exatamente a`quele definido no Corola´rio 3.7 em (3.65). E´ importante novamente sali-
entar que, o ca´lculo da norma H∞ requer que a dinaˆmica do erro de estimac¸a˜o Go seja esta´vel,
pore´m a planta G na˜o precisa necessariamente satisfazer a esta mesma propriedade.
Exemplo 3.5 Este exemplo considera um sistema formado por duas massas ligadas por um
amortecedor e por uma mola. Uma das massas esta´ conectada a uma parede atrave´s de outra
mola, conforme a Figura 3.3. O problema consiste em estimar a posic¸a˜o da segunda massa
medindo somente a velocidade da primeira. Ale´m disso, esta informac¸a˜o e´ transmitida atrave´s
de um canal markoviano, que pode inserir erro em cada pacote de dados. Vamos assumir que o
filtro e´ capaz de detectar mas na˜o de corrigir os pacotes defeituosos e neste caso deve descarta´-
los. A probabilidade de que um pacote bom seja recebido logo apo´s outro pacote correto e´ dada
por pR,R, enquanto a probabilidade de que um pacote defeituoso seja recebido logo apo´s outro
pacote ruim e´ dada por pL,L
5. O estado e´ definido por x(t) = [x1(t) x2(t) x˙1(t) x˙2(t)]
′ ∈ R4 e a
perturbac¸a˜o e´ w(t) = [w1(t) w2(t)]
′ ∈ R2, onde w1(t) e´ uma perturbac¸a˜o na posic¸a˜o da primeira
massa e w2(t) e´ o ru´ıdo de medida da sua velocidade.
5Os sub-´ındices R e L referem-se aos termos em ingleˆs received e lost, respectivamente.
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k2
k1
b
m1 m2
x1 x2
Figura 3.3: Sistema massa-mola-amortecedor
Os paraˆmetros f´ısicos do sistema sa˜o dados por


m1 = 5 [kg]
k1 = 100 [N/m]
m2 = 10 [kg]
k2 = 50 [N/m]
b = 1,8 [N.s/m]
o que resulta no seguinte modelo para o sistema em tempo cont´ınuo


Ai Ji
Czi Ezi
Cy1 Ey1
Cy2 Ey2

 =


0 0 1 0 1 0
0 0 0 1 0 0
−30 10 −0,36 0,36 0 0
5 −5 0,18 −0,18 0 0
0 1 0 0 0 0
0 0 0 0 0 0
0 0 1 0 0 0,1


onde podemos perceber que a dinaˆmica e a sa´ıda a ser estimada sa˜o as mesmas para os dois
modos do sistema, enquanto a sa´ıda medida pode variar.
Em seguida o sistema foi discretizado com um segurador de ordem zero em cada entrada e
um per´ıodo de amostragem de Ts = 0,5 [s] e chegamos a um modelo em tempo discreto como
(2.4). Consideramos o canal como de alta qualidade (pR,R = 0,98) sujeito a erros em rajadas
(pL,L = 0,95). Um modelo como este pode ser adequado para representar um canal sem fio que
opera na maior parte do tempo de forma confia´vel, mas que pode apresentar erros de transmissa˜o
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abruptos, devidos a eventuais interfereˆncias.
A partir do Corola´rio 3.7, calculamos o filtro central o´timo. Neste caso, tanto o filtro pro´prio
quanto o estritamente pro´prio dependentes do modo apresentaram praticamente o mesmo custo
mı´nimo ‖Gf‖∞ = 1,3544. 
3.2.2 Filtragem H∞ robusta e independente do modo
De forma ana´loga ao que fizemos na Sec¸a˜o 3.1.2, vamos considerar agora dois casos em que na˜o
e´ poss´ıvel aplicar o Corola´rio 3.7. Como ja´ mencionado para o caso H2, a adic¸a˜o de restric¸o˜es
ao problema original torna os resultados apenas suficientes.
Vamos supor que as matrizes do sistema G na˜o sejam exatamente conhecidas, mas pertenc¸am
a um politopo convexo como representado em (3.41). Uma soluc¸a˜o de custo garantido pode ser
obtida a partir da soluc¸a˜o de (3.64) com Ω =
⋂Np
l=1Ωl onde Ωl e´ o conjunto definido pelas LMIs
(3.61) calculadas em cada ve´rtice do politopo (3.41). Essa afirmac¸a˜o decorre diretamente da
dependeˆncia linear das LMIs (3.61) com respeito a`s matrizes de espac¸o de estado que aparecem
em (3.41).
Como na Sec¸a˜o 3.1.2, investigamos o caso em que o Teorema 3.6 pode ser usado para deter-
minar filtros H∞ independentes do modo, de acordo com a Figura 3.2. Assim como acontece
com a filtragem H2, tambe´m para este caso a estrutura particular de P tal que pij = pj para
todo par (i,j) ∈ K×K combinada com as restric¸o˜es adicionais (3.42) permitem que seja calcu-
lado um filtro H∞ em que as matrizes de estado independam do modo θk ∈ K. Sistemas com
esta estrutura particular de matriz de probabilidades de transic¸a˜o sa˜o abordados em (Seiler &
Sengupta 2005) em um contexto de controle de sa´ıda. Ja´ no caso geral, sem quaisquer restric¸a˜o
a` estrutura da matriz P, acrescentamos varia´veis de folga a`s LMIs (3.61), que sera˜o usadas em
seguida para garantir independeˆncia do modo. Inicialmente, considere o seguinte teorema.
Teorema 3.8 Existe um filtro dependente do modo como (3.1) satisfazendo a restric¸a˜o ‖Gf‖
2
∞ <
γ se e somente se existirem matrizes sime´tricas Xi, Zi e matrizes Hi, Mi, Li, Fi e Ki de
dimenso˜es compat´ıveis que satisfac¸am as LMIs


Zi • • • • •
Zi Xi • • • •
0 0 γI • • •
ZpiAi ZpiAi ZpiJi Zpi • •
HiAi + FiCyi +Mi HiAi + FiCyi HiJi + FiEyi 0 Hi +H
′
i + Zpi −Xpi •
Czi −KiCyi + Li Czi −KiCyi Ezi −KiEyi 0 0 I


> 0 (3.71)
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para todo i ∈ K. Em caso afirmativo, uma realizac¸a˜o fact´ıvel para o filtro e´ dada pelas matrizes
de estado Afi = −H
−1
i Mi, Bfi = −H
−1
i Fi, Cfi = −Li e Dfi = Ki.
Prova: Para a suficieˆncia, suponha que as LMIs (3.71) sejam satisfeitas para todo i ∈ K. Assim,
da mesma forma com foi feito na prova do Teorema 3.5, podemos afirmar que vale (3.48) e
substituir em (3.71) o termo Hi+H
′
i+Zpi−Xpi por Hi(Xpi−Zpi)
−1H ′i mantendo a desigualdade
va´lida. Em seguida, multiplicamos a desigualdade obtida por diag[I,I,I,I,(Xpi − Zpi)H
−1
i ,I] a
esquerda e por sua transposta a direita e substitu´ımos as varia´veis Mi = −HiAfi, Fi = −HiBfi,
Li = −Cfi e Ki = Dfi. O pro´ximo passo e´ somar aos blocos da quinta linha os da quarta,
fazer o mesmo com as respectivas colunas e retomar a escolha Ui = Zi −Xi < 0 que resulta por
(3.9) em Vi = Z
−1
i . Esta escolha fornece P˜i > 0 como em (3.9), P˜pi > 0 como em (3.11) ale´m
de R−11i = Zpi. Todas estas relac¸o˜es aliadas a (3.12) permitem reescrever a u´ltima desigualdade
como (3.63), que recai em (3.60) apo´s multiplicac¸a˜o a esquerda por diag[T˜ ′−1i ,I,Q˜
′−1
i ,I] e a direita
por sua transposta.
Para a necessidade, partimos de (3.61) e definimos uma matriz auxiliar
I =


I 0 0 0 0 0
0 I 0 0 0 0
0 0 I 0 0 0
0 0 0 I 0 0
0 0 0 −I I 0
0 0 0 0 0 I


(3.72)
Pre´-multiplicando (3.61) por I e po´s-multiplicando por I ′ chegamos a uma desigualdade ideˆntica
a (3.71) para Hi = H
′
i = Xpi − Zpi, concluindo a prova 
Basta observar as expresso˜es para o filtro obtidas no Teorema 3.8 para perceber que ele sera´
independente do modo θk ∈ K se – ale´m das restric¸o˜es ja´ mencionadas em (3.42) –, considerarmos
tambe´m as restric¸o˜es de igualdade Hi = H para todo i ∈ K. Evidentemente, a adic¸a˜o das
restric¸o˜es de igualdade a`s LMIs (3.71) reduz a condic¸a˜o do Teorema 3.8 a apenas suficiente.
Logo, a minimizac¸a˜o da varia´vel γ na˜o fornecera´ mais o valor da norma H∞ mı´nima, mas um
custo garantido para o filtro independente do modo.
Exemplo 3.6 Com os mesmos dados do Exemplo 3.5, calculamos o filtroH∞ agora considerando
na˜o ser poss´ıvel identificar os pacotes defeituosos na transmissa˜o, ou seja, sem disponibilidade
do modo. Para isso usamos as LMIs do Teorema 3.8 adicionadas a`s restric¸o˜es (3.42) e (3.54).
O custo garantido permite afirmar que ‖Gf‖∞ ≤ 2,0141, enquanto o filtro proposto em (de
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Souza 2003) garante ‖Gf‖∞ ≤ 2,1403. 
3.3 Casos especiais de filtragem
Nesta sec¸a˜o consideramos dois casos especiais de filtragem, para ambas as normas H2 e H∞. O
primeiro caso e´ um compromisso entre o caso em que as matrizes do filtro sa˜o dependentes do
modo θk ∈ K em cada instante k ∈ N e aquele em que elas sa˜o constantes independentemente
do modo. Tratamos o caso em que o modo θk ∈ K da planta no instante k ∈ N na˜o esta´
exatamente dispon´ıvel para filtro, mas somente o agrupamento ao qual esse modo pertence.
Tambe´m podemos chamar este caso como o de disponibilidade parcial do modo da planta. Os
agrupamentos de modos sa˜o tratados como subconjuntos disjuntos de K, assim cada modo so´ pode
pertencer a um u´nico agrupamento. No contexto de realimentac¸a˜o de estado, esta abordagem foi
apresentada em (do Val et al. 2002). Os resultados para o caso de filtragem sera˜o apresentados em
(Fioravanti, Gonc¸alves & Geromel 2009). Ja´ o segundo caso, que pode ser considerado juntamente
com o primeiro, e´ para incertezas nos valores representados na matriz P. Consideramos que as
probabilidades de transic¸a˜o podem na˜o ser exatamente conhecidas, mas que a matriz P pertence
a um conjunto convexo do qual se conhecem os ve´rtices.
3.3.1 Filtragem por agrupamentos
Seja o conjunto L = {1, 2, · · · ,Nc} com Nc ≤ N e defina o conjunto de modos poss´ıveis da
cadeia de Markov K como sendo a unia˜o de Nc conjuntos disjuntos, i.e. K ≡
⋃
ℓ∈L Uℓ tais que⋂
ℓ∈L Uℓ ≡ ∅. Associado a` planta (2.4) considere o filtro de ordem completa com observac¸a˜o
parcial
F :
{
xf (k + 1) = Afℓxf (k) +Bfℓy(k)
zf (k) = Cfℓxf (k) +Dfℓy(k)
(3.73)
onde xf (k) ∈ R
n, xf (0) = 0 e θk ∈ Uℓ ⊂ K. Isto implica que os N modos sa˜o divididos
em Nc agrupamentos e consideramos poss´ıvel medir a qual agrupamento Uℓ ⊂ K pertence um
modo i ∈ K, ainda que o modo propriamente dito na˜o seja conhecido. Evidentemente, o caso
dependente do modo (Nc = N) e independente do modo (Nc = 1) sa˜o casos particulares desta
definic¸a˜o geral. As matrizes Afℓ, Bfℓ, Cfℓ e Dfℓ para todo ℓ ∈ L teˆm dimenso˜es compat´ıveis e o
objetivo e´ determina´-las de modo a minimizar alguma norma do erro de estimac¸a˜o. Conectando
o filtro (3.73) ao sistema (2.4), o erro de estimac¸a˜o segue o modelo
Gf :
{
x˜(k + 1) = A˜(θk,ℓ)x˜(k) + J˜(θk,ℓ)w(k)
e(k) = C˜(θk,ℓ)x˜(k) + E˜(θk,ℓ)w(k)
(3.74)
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onde as matrizes indicadas sa˜o dadas por
A˜iℓ :=
[
Ai 0
BfℓCyi Afℓ
]
, J˜iℓ :=
[
Ji
BfℓEyi
]
(3.75)
C˜iℓ :=
[
Czi −DfℓCyi −Cfℓ
]
, E˜iℓ := Ezi −DfℓEyi (3.76)
enta˜o, o problema a ser resolvido pode ser escrito na forma
min
Afℓ,Bfℓ,Cfℓ,Dfℓ
‖Gf‖
2
α (3.77)
onde α ∈ {2,∞}. E´ importante esclarecer que a formulac¸a˜o anterior do problema de projeto de
filtro e´ na˜o-convexa e na˜o se sabe resolveˆ-la, da mesma forma como os casos tratados anterior-
mente.
O pro´ximo teorema aborda o projeto de um filtro que minimiza o custo garantido da norma
H2 do erro de estimac¸a˜o.
Teorema 3.9 Existe um filtro com disponibilidade parcial do modo como (3.73) satisfazendo a
restric¸a˜o ‖Gf‖
2
2 < γ se existirem matrizes sime´tricas Xi, Zi e matrizes Hℓ, Mℓ, Lℓ, Fℓ, Kℓ de
dimensa˜o compat´ıvel satisfazendo as LMIs
N∑
i=1
µitr(Wi) < γ (3.78)


Wi • • •
ZpiJi Zpi • •
HℓJi + FℓEyi 0 Hℓ +H
′
ℓ + Zpi −Xpi •
Ezi −KℓEyi 0 0 I

 > 0 (3.79)


Zi • • • •
Zi Xi • • •
ZpiAi ZpiAi Zpi • •
HℓAi + FℓCyi +Mℓ HℓAi + FℓCyi 0 Hℓ +H
′
ℓ + Zpi −Xpi •
Czi −KℓCyi + Lℓ Czi −KℓCyi 0 0 I


> 0 (3.80)
para todo ℓ ∈ L e todo i ∈ Uℓ ⊂ K. Em caso afirmativo, uma realizac¸a˜o para o filtro e´ dada por
Afℓ = −H
−1
ℓ Mℓ, Bfℓ = −H
−1
ℓ Fℓ, Cfℓ = −Lℓ e Dfℓ = Kℓ.
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Prova: Basta acrescentar ao Teorema 3.5 as seguintes restric¸o˜es de igualdade
Hi = Hℓ, Mi =Mℓ, Fi = Fℓ, Li = Lℓ, Ki = Kℓ (3.81)
para todo ℓ ∈ L e i ∈ Uℓ ⊂ K. 
O teorema anterior e´ a forma mais geral de representar o projeto de filtros que minimizam
a norma H2 do erro de estimac¸a˜o para diversas hipo´teses acerca da disponibilidade do modo
θk ∈ K para o filtro a cada instante k ∈ N. Ele permite o ca´lculo do filtro o´timo H2 para o caso
em que ha´ disponibilidade total (Nc = N) e indica uma soluc¸a˜o de custo garantido para os casos
sem disponibilidade (Nc = 1) ou com disponibilidade apenas do agrupamento a que pertence um
dado modo da planta (Nc < N). Mais uma vez chamamos a atenc¸a˜o para o cara´ter necessa´rio
e suficiente das condic¸o˜es do Teorema 3.5, no qual consideramos a disponibilidade do modo; se
as LMIs forem infact´ıveis podemos afirmar que na˜o existe filtro tal que a norma H2 do erro de
estimac¸a˜o seja limitada. Pore´m, nos casos de disponibilidade parcial ou independeˆncia do modo,
como as condic¸o˜es do Teorema 3.9 sa˜o apenas suficientes, a infactibilidade das LMIs na˜o permite
afirmar nada acerca da existeˆncia de um filtro tal que a norma H2 do erro de estimac¸a˜o seja
limitada.
Para o caso em que na˜o for conhecida a distribuic¸a˜o de probabilidades inicial µ e´ poss´ıvel
usar (3.27) com X = (Xi,Zi,Wi,Hℓ,Mℓ,Fℓ,Lℓ,Kℓ) para todo ℓ ∈ L e i ∈ Uℓ ⊂ K representando as
varia´veis matriciais e Ω tal que as LMIs (3.79) e (3.80) sejam fact´ıveis.
O pro´ximo teorema fornece uma condic¸a˜o suficiente para o projeto de um filtro que minimiza
um custo garantido para ‖Gf‖
2
∞ no caso de disponibilidade parcial do modo da planta.
Teorema 3.10 Existe um filtro como (3.73) satisfazendo a restric¸a˜o ‖Gf‖
2
∞ < γ se existirem
matrizes sime´tricas Xi, Zi e matrizes Hℓ, Mℓ, Lℓ, Fℓ, Kℓ de dimenso˜es compat´ıveis satisfazendo
as LMIs

Zi • • • • •
Zi Xi • • • •
0 0 γI • • •
ZpiAi ZpiAi ZpiJi Zpi • •
HℓAi + FℓCyi +Mℓ HℓAi + FℓCyi HℓJi + FℓEyi 0 Hℓ +H
′
ℓ + Zpi −Xpi •
Czi −KℓCyi + Lℓ Czi −KℓCyi Ezi −KℓEyi 0 0 I


> 0 (3.82)
para todo ℓ ∈ L e todo i ∈ Uℓ ⊂ K. Em caso afirmativo, uma realizac¸a˜o para o filtro e´ dada por
Afℓ = −H
−1
ℓ Mℓ, Bfℓ = −H
−1
ℓ Fℓ, Cfℓ = −Lℓ e Dfℓ = Kℓ.
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Prova: Basta adicionar as restric¸o˜es (3.81) a`s LMIs do Teorema 3.8. 
Para o caso H∞ valem os mesmos comenta´rios acerca da suficieˆncia do resultado com dis-
ponibilidade parcial ou sem disponibilidade do modo da planta. Nestes casos, a minimizac¸a˜o
em γ na˜o fornece a norma H∞ do erro de estimac¸a˜o, mas um custo garantido. Ale´m disso, a
na˜o-factibilidade das LMIs (3.82) na˜o exclui a possibilidade de existir um filtro por agrupamentos
para o sistema (2.4) que imponha algum limitante superior para a norma H∞. Para o caso com
disponibilidade total, contudo, o resultado e´ necessa´rio e suficiente, e portanto o valor mı´nimo de
γ e´ a norma H∞ mı´nima para o sistema com um filtro dependente do modo e a na˜o factibilidade
da restric¸a˜o implica em inexisteˆncia de filtro tal que a norma H∞ do erro de estimac¸a˜o seja
limitada.
Exemplo 3.7 Neste exemplo, vamos retomar o mesmo sistema do Exemplo 3.5. Pore´m, vamos
considerar um modelo mais complexo para o canal que transmite a informac¸a˜o medida no sistema
ate´ o filtro. Este modelo recebe na literatura o nome de canal Gilbert-Elliot (Gilbert 1960),
(Elliot 1963).
Consideramos que a rede pode ter dois estados, que vamos chamar de BOM ou RUIM. Se
o canal estiver no modo BOM, ha´ uma probabilidade pGG de que ele permanec¸a neste estado,
e uma probabilidade complementar 1 − pGG de que ele mude para o estado RUIM. De forma
ana´loga, com a rede em estado RUIM, ha´ uma probabilidade pBB de que ela permanec¸a no
mesmo estado e uma probabilidade complementar 1− pBB de que ela mude para BOM
6. Tanto
no estado BOM quanto no estado RUIM, e´ poss´ıvel haver erros de pacote, com probabilidades
peG e peB, respectivamente. A Figura 3.4 resume como opera a rede.
Vamos assumir que o protocolo de transmissa˜o permite reconhecer se houve erro no pacote,
que neste caso e´ rejeitado. Ha´ quatro eventos poss´ıveis, de acordo com o sucesso ou a falha na
transmissa˜o da medida y(k) pelo canal:
• Falha com a rede em condic¸a˜o RUIM
• Falha com a rede em condic¸a˜o BOM
• Sucesso com a rede em condic¸a˜o RUIM
• Sucesso com a rede em condic¸a˜o BOM
Evidentemente, grac¸as ao protocolo e´ poss´ıvel saber se houve sucesso ou falha na transmissa˜o,
mas na˜o e´ poss´ıvel saber qual a condic¸a˜o em que a rede opera em um dado instante. Em outras
6Os ı´ndices G e B veˆm do ingleˆs good e bad.
52 3. Filtragem
RUIMBOM
pBB
1− pBB
pGG
1− pGG
peG
1− peG peB1− peB
Transmissa˜o Transmissa˜o
OK com erro
Figura 3.4: Cadeia de Markov para um canal Gilbert-Elliot
Custo garantido Valor real
Modo dispon´ıvel 0,2639 0,2639
Disponibilidade parcial 0,2767 0,2723
Modo indispon´ıvel 0,9631 0,6832
Tabela 3.5: Norma H∞ para o Exemplo 3.7
palavras, podemos considerar dois clusters dentre os quatro modos poss´ıveis de nossa cadeia de
Markov, ou com a notac¸a˜o usada ate´ aqui
U1 = {1,2}
U2 = {3,4}
As probabilidades consideradas (Figura 3.4) sa˜o
pGG = 0.925 pBB = 0.62
peB = 0.275 peG = 0.02
que caracterizam um canal com relac¸a˜o sinal-ru´ıdo SNR = 5 [dB] (Marcondes 2005). Usando as
LMIs (3.82) no´s obtivemos a representac¸a˜o de estado para o filtro e o custo garantido γ. O valor
real da norma H∞ foi calculado usando (2.41) depois de conectar o filtro ao sistema. Os valores
do custo garantido e os valores reais da norma H∞ foram comparados aos casos dependente e
independente do modo na Tabela 3.5.
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Para o caso em que o modo e´ dispon´ıvel para o filtro, a minimizac¸a˜o de γ restrito a`s LMIs
(3.82) ja´ fornece o valor da norma, raza˜o por que custo garantido e valor real da norma sa˜o iguais.
Tambe´m notamos que o custo garantido para o modelo com disponibilidade parcial e´ pro´ximo
do valor o´timo da norma, que e´ aquele dado para o caso em que ha´ disponibilidade do modo da
planta por parte do filtro. Finalmente, o caso com disponibilidade parcial permite obter valores
muito menores para a norma H∞ do erro de estimac¸a˜o, o que indica que adotar um protocolo
que permita reconhecer erros de transmissa˜o compensa o aumento de complexidade. 
3.3.2 Filtragem com probabilidades de transic¸a˜o incertas
Ate´ o momento, nossas hipo´teses para o caso da filtragem inclu´ıram o conhecimento total das
probabilidades de transic¸a˜o da cadeia de Markov que governa a evoluc¸a˜o do modo θk ∈ K em
todos os instantes de tempo k ∈ N. Tais probabilidades esta˜o reunidas em uma matriz N × N
que denotamos por P, nas quais o elemento (i,j) e´ dado por pij = Prob(θk+1 = j|θk = i). Uma
forma de incluir incertezas em nosso modelo de MJLS seria considerar incertas algumas das
probabilidades de transic¸a˜o. Exploramos este conceito com mais detalhe nesta sec¸a˜o.
Observando os Teoremas 3.5 e 3.8 podemos perceber dois fatos interessantes no que se refere
a`s probabilidades de transic¸a˜o. O primeiro deles e´ que as restric¸o˜es para o ca´lculos dos filtros H2
(3.45) e (3.46) e H∞ (3.71) sa˜o lineares com relac¸a˜o a`s probabilidades de transic¸a˜o. Em segundo
lugar, a representac¸a˜o do filtro indicada a partir da soluc¸a˜o dos problemas convexos associados a
essas LMIs na˜o dependem das probabilidades. Isso permite considerar a matriz de probabilidades
de transic¸a˜o como na˜o perfeitamente conhecida, pore´m pertencente a um conjunto convexo com
extremos conhecidos. Podemos acrescentar restric¸o˜es para cada um dos ve´rtices e chegamos a
um resultado suficiente que pode permitir o projeto de um filtro com custo garantido, tanto para
‖Gf‖2 quanto ‖Gf‖∞. Considere o sistema G representado por (2.4), conectado ao filtro (3.1)
conforme a Figura 3.1. Vamos considerar que a matriz de probabilidades de transic¸a˜o seja dada
pela combinac¸a˜o convexa
Pλ :=
Nh∑
h=1
λhP
h (3.83)
onde λh ∈ R para todo h ∈ {1, 2, · · · ,Nh} tais que
Nh∑
h=1
λh = 1 (3.84)
Os elementos λh na˜o sa˜o conhecidos exatamente, embora restritos a (3.84) e as matrizes P
h
sa˜o conhecidas para todo h ∈ {1, 2, · · · ,Nh}. Vamos agora redefinir a combinac¸a˜o convexa
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de matrizes em termos das probabilidades, a partir das matrizes de transic¸a˜o dos ve´rtices do
politopo considerado
Xhpi :=
N∑
j=1
phijXj (3.85)
onde phij e´ o elemento (i,j) da matriz P
h, com h ∈ {1, 2, · · · ,Nh}. De posse destas definic¸o˜es, e´
poss´ıvel obter um filtro para probabilidades de transic¸a˜o desconhecidas – pore´m restritas a um
politopo convexo de ve´rtices conhecidos –, usando os seguintes teoremas.
Teorema 3.11 Existe um filtro como (3.1) satisfazendo a restric¸a˜o ‖Gf‖
2
2 < γ se existirem
matrizes sime´tricas Xi, Zi e matrizes Hi, Mi, Li, Fi, Ki de dimensa˜o compat´ıvel satisfazendo as
LMIs
N∑
i=1
µitr(Wi) < γ (3.86)


Wi • • •
ZhpiJi Z
h
pi • •
HiJi + FiEyi 0 Hi +H
′
i + Z
h
pi −X
h
pi •
Ezi −KiEyi 0 0 I

 > 0 (3.87)


Zi • • • •
Zi Xi • • •
ZhpiAi Z
h
piAi Z
h
pi • •
HiAi + FiCyi +Mi HiAi + FiCyi 0 Hi +H
′
i + Z
h
pi −X
h
pi •
Czi −KiCyi + Li Czi −KiCyi 0 0 I


> 0 (3.88)
para todo i ∈ K e h ∈ {1, 2, · · · ,Nh}. Em caso afirmativo, uma realizac¸a˜o para o filtro e´ dada
por Afi = −H
−1
i Mi, Bfi = −H
−1
i Fi, Cfi = −Li e Dfi = Ki.
Teorema 3.12 Existe um filtro como (3.1) satisfazendo a restric¸a˜o ‖Gf‖
2
∞ < γ se existirem
matrizes sime´tricas Xi, Zi e matrizes Hi, Mi, Li, Fi, Ki de dimenso˜es compat´ıveis satisfazendo
as LMIs

Zi • • • • •
Zi Xi • • • •
0 0 γI • • •
ZhpiAi Z
h
piAi Z
h
piJi Z
h
pi • •
HiAi + FiCyi +Mi HiAi + FiCyi HiJi + FiEyi 0 Hi +H
′
i + Z
h
pi −X
h
pi •
Czi −KiCyi + Li Czi −KiCyi Ezi −KiEyi 0 0 I


> 0 (3.89)
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para todo i ∈ K e todo h = {1, 2, · · · ,Nh}. Em caso afirmativo, uma realizac¸a˜o para o filtro e´
dada por Afi = −H
−1
i Mi, Bfi = −H
−1
i Fi, Cfi = −Li e Dfi = Ki.
A prova para os dois teoremas e´ simples. Partindo dos Teoremas 3.5 e 3.8 para os casos
H2 e H∞ respectivamente, percebemos que as LMIs envolvidas sa˜o lineares nos paraˆmetros
pij e portanto, se adicionarmos restric¸o˜es para cada ve´rtice P
h, garantimos que as LMIs sera˜o
satisfeitas para qualquer Pλ dentro do politopo. Mais ainda, a representac¸a˜o de estado do filtro
na˜o depende das probabilidades, o que garante que um u´nico filtro e´ obtido. Naturalmente, as
condic¸o˜es deixam de ser necessa´rias e suficientes tornando-se apenas suficientes.
Alguns comenta´rios sa˜o importantes com relac¸a˜o a`s LMIs dos Teoremas 3.11 e 3.12. O
racioc´ınio a seguir vale tanto para o caso H2 quanto para o caso H∞, enta˜o vamos por ora
nos fixar a`s restric¸o˜es (3.89). Aparentemente seriam necessa´rias NNh LMIs para representar
todo o conjunto de restric¸o˜es. Entretanto, pode haver o caso em que dois ou mais ve´rtices
do politopo definidos pelas matrizes Ph tenham linhas ideˆnticas. Caso isso acontec¸a, as LMIs
relacionadas a`quela linha i ∈ K sera˜o ideˆnticas para aqueles ve´rtices h. Logo, isso permite
diminuir drasticamente o nu´mero de restric¸o˜es, tornando o problema trata´vel mesmo para um
nu´mero elevado de modos de Markov. No exemplo a seguir, mostramos como isso pode ser
utilizado na pra´tica para gerar programas menos complexos.
Exemplo 3.8 Considere um sistema com treˆs modos de operac¸a˜o e matriz de probabilidades de
transic¸a˜o dada por
P =


? [0,7 , 0,9] ?
0,9 ? ?
0,3 0,3 0,4


onde “?” indica probabilidade de transic¸a˜o desconhecida e [ · , · ] representa um intervalo de
probabilidades poss´ıveis. Olhando apenas para as linhas de P, e´ poss´ıvel definir os ve´rtices para
cada uma delas como o conjunto Ωi
Ω1 = {[0,3 0,7 0], [0 0,7 0,3], [0,1 0,9 0], [0 0,9 0,1]}
Ω2 = {[0,9 0,1 0], [0,9 0 0,1]}
Ω3 = {[0,3 0,3 0,4]}
evidenciando que sera˜o necessa´rias 7 LMIs para representar todo o conjunto convexo. Se, en-
tretanto, pensarmos em termos do nu´mero de ve´rtices Nh, estamos falando de Nh = 8 ve´rtices
que combinados a N = 3 modos dariam um total de 24 LMIs, a se seguir o esquema geral
representado, por exemplo, por (3.89). 
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Outro ponto se refere a` estrutura de filtro que pode ser obtida. No caso com observac¸a˜o
completa do modo, sec¸o˜es 3.1.1 e 3.2.1, foi mostrado que o filtro o´timo tem uma estrutura
cla´ssica de observador baseado no modelo interno da planta. Isso foi conseguido eliminando
das LMIs as varia´veis Mi e Li e verificando que Zi → 0 no caso o´timo. Infelizmente, para as
desigualdades (3.88) e (3.89), embora seja poss´ıvel eliminar tais varia´veis usando o Lema de
Finsler, na˜o e´ mais poss´ıvel afirmar que Zi → 0. Entretanto, ainda e´ poss´ıvel obter um filtro
na forma de observador se impusermos aos problemas tratados pelos Teoremas 3.11 e 3.12 um
conjunto de restric¸o˜es adicionais, como mostram os corola´rios a seguir
Corola´rio 3.13 Existe um filtro como (3.34) satisfazendo a restric¸a˜o ‖Gf‖
2
2 < γ se existirem
matrizes sime´tricas Xi e matrizes Hi, Fi, Ki de dimensa˜o compat´ıvel satisfazendo as LMIs
N∑
i=1
µitr(Wi) < γ (3.90)


Wi • •
HiJi + FiEyi Hi +H
′
i −X
h
pi •
Ezi −KiEyi 0 I

 > 0 (3.91)


Xi • •
HiAi + FiCyi Hi +H
′
i −X
h
pi •
Czi −KiCyi 0 I

 > 0 (3.92)
para todo i ∈ K e h ∈ {1,2, · · · ,Nh}. Em caso afirmativo, uma realizac¸a˜o para o filtro e´ dada
por Afi = Ai +H
−1
i FiCyi, Bfi = −H
−1
i Fi, Cfi = Czi −KiCyi e Dfi = Ki.
Corola´rio 3.14 Existe um filtro como (3.34) satisfazendo a restric¸a˜o ‖Gf‖
2
∞ < γ se existirem
matrizes sime´tricas Xi e matrizes Hi, Fi, Ki de dimenso˜es compat´ıveis satisfazendo as LMIs

Xi • • •
0 γI • •
HiAi + FiCyi HiJi + FiEyi Hi +H
′
i −X
h
pi •
Czi −KiCyi Ezi −KiEyi 0 I

 > 0 (3.93)
para todo i ∈ K e todo h ∈ {1,2, · · · ,Nh}. Em caso afirmativo, uma realizac¸a˜o para o filtro e´
dada por Afi = Ai +H
−1
i FiCyi, Bfi = −H
−1
i Fi, Cfi = Czi −KiCyi e Dfi = Ki.
Para a prova de ambos os corola´rios basta forc¸ar as seguintes restric¸o˜es adicionais com relac¸a˜o
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Custo garantido
Modo dispon´ıvel 0,2847
Disponibilidade parcial 0,2987
Modo indispon´ıvel 1,0113
Tabela 3.6: Norma H∞ para o Exemplo 3.9
a`s LMIs (3.87), (3.88) e (3.89)
Zi → 0 (3.94)
Mi = −HiAi − FiCyi (3.95)
Li = −Czi +KiCyi (3.96)
Considerando o par de ganhos Gi = −H
−1
i Fi e Ki para todo i ∈ K, o filtro que resulta da
aplicac¸a˜o dos Corola´rios 3.13 e 3.14 exibe a forma cla´ssica de um observador baseado no modelo
interno da planta (3.34). Naturalmente, o modelo interno da planta so´ pode ser usado se houver
conhecimento do modo do sistema θk = i ∈ K em cada instante de tempo k ∈ N. Entretanto,
nada impede que as hipo´teses de disponibilidade parcial ou de independeˆncia do modo sejam
adicionadas aos Teoremas 3.11 e 3.12. Nestes casos, basta trabalhar com restric¸o˜es adicionais
sobre as varia´veis Hi, Mi, Li, Fi e Ki que reflitam o n´ıvel de informac¸a˜o do filtro sobre o modo
θk ∈ K em cada instante de tempo k ∈ N.
Exemplo 3.9 Retomamos aqui os dados do Exemplo 3.7 e introduzimos uma variac¸a˜o de 10%
para mais ou para menos no valor da probabilidade peB. A Tabela 3.6 traz os valores obtidos
para o limitante superior da norma ‖Gf‖∞ aplicando o Teorema 3.12 para os mesmos casos de
disponibilidade do modo explorados no Exemplo 3.7. Como esperado, o valor do custo garantido e´
maior ao levarmos em conta a poss´ıvel variac¸a˜o em uma das probabilidades do modelo. Diferente
da Tabela 3.5, agora na˜o e´ mais poss´ıvel calcular o valor da norma real do erro de estimac¸a˜o.
Para obter um filtro na forma de observador baseado no modelo interno, forc¸amos as varia´veis
Zi, Mi e Li a assumirem os valores dados em (3.94)–(3.96). Na˜o houve diferenc¸a entre o custo
garantido obtido para o filtro em sua forma geral (linha “Modo Dispon´ıvel” da Tabela 3.6) e o
custo garantido para o filtro em formato de observador. 
Na˜o e´ intuitivo que o resultado do filtro em forma de observador seja igual ao caso mais
geral, ainda que na˜o seja uma impossibilidade matema´tica. Afinal, houve imposic¸a˜o de valor
para algumas varia´veis, o que em si ja´ implica em resultado pior ou igual para o novo problema
de otimizac¸a˜o. Motivados por este exemplo particular, calculamos o filtro em forma de obser-
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i Ai Ji C
′
zi E
′
zi C
′
yi E
′
yi
1
[
0 −0,5
1 1
] [
0,5 0
0 0
] [
0
1
] [
0
0
] [
1
0
] [
0
1
]
2
[
0 −0,33
1 1,4
] [
0,5 0
0 0
] [
0
1
] [
0
0
] [
1
0
] [
0
1
]
Tabela 3.7: Dados para o Exemplo 3.10.
vador e o filtro sem as restric¸o˜es adicionais para quatrocentas plantas G e ve´rtices Ph gerados
aleatoriamente. Constatamos que em todos os casos o filtro na forma de observador e o filtro
na forma geral teˆm o mesmo custo garantido. Isso indicaria que a soluc¸a˜o das LMIs (3.89) que
fornece γ mı´nimo ocorreria com Zi → 0 para todo i ∈ K. Infelizmente, na˜o conseguimos provar
esta conjectura, que sera´ objeto de estudos futuros.
No exemplo a seguir, uma comparac¸a˜o entre o projeto de filtro proposto nesta sec¸a˜o e um
resultado dispon´ıvel na literatura.
Exemplo 3.10 Este exemplo foi retirado de (de Souza 2003) para fins de comparac¸a˜o entre os
dois me´todos. Os dados da planta esta˜o na Tabela 3.7 e as probabilidades de transic¸a˜o pertencem
politopo convexo formado pelos ve´rtices
P
1 =
[
0,75 0,25
0,5 0,5
]
, P2 =
[
0,85 0,15
0,3 0,7
]
O filtro estritamente pro´prio independente do modo obtido tem as matrizes de estado
Af =
[
−1,2558 −0,4717
2,4881 0,9351
]
, Bf =
[
1,1139
−2,0017
]
Cf =
[
−0,0469 0,9734
]
e garante uma norma ‖Gf‖∞ < 7,8252, melhorando o resultado de (de Souza 2003) que foi
‖Gf‖∞ < 9,8247. 
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3.4 Considerac¸o˜es Finais
Nosso principal objetivo neste cap´ıtulo era parametrizar, com o uso de programac¸a˜o convexa e
restric¸o˜es na forma de LMIs, todos os filtros dinaˆmicos na forma (3.1) tais que a normaH2 ouH∞
do erro de estimac¸a˜o dado pelo sistema (3.2) seja limitada por um valor pre´-especificado. Isto
foi plenamente atingido pelo exposto nos Teoremas 3.3 e 3.6. A partir deste resultado, e´ poss´ıvel
calcular o filtro linear o´timo global para o problema de minimizac¸a˜o das normas, conforme os
Corola´rios 3.4 e 3.7. Uma propriedade importante do filtro o´timo e´ exibir a forma cla´ssica de
um observador baseado no modelo interno da planta. Outra possibilidade derivada do resultado
principal e´ adicionar restric¸o˜es ao problema para calcular filtros que respeitem requisitos extras
de projeto. Dentre tais requisitos, destacam-se as hipo´teses de como o modo de Markov esta´
dispon´ıvel para o filtro. Derivamos tanto o caso independente do modo, no qual o filtro na˜o
tem qualquer informac¸a˜o sobre o modo, confira Sec¸o˜es 3.1.2 e 3.2.2, quanto o caso em que o
filtro na˜o conhece o modo propriamente dito mas o subconjunto ao qual ele pertence, vide Sec¸a˜o
3.3.1. Finalmente, introduzimos o caso em que a matriz de probabilidades de transic¸a˜o na˜o
e´ exatamente conhecida, mas pertence a um politopo convexo do qual se conhecem apenas os
ve´rtices. Mostramos como este resultado exposto nos Teoremas 3.11 e 3.12 pode ser usado em
conjunto com as demais hipo´teses de disponibilidade do modo. Para o caso em que o modo e´
dispon´ıvel, os Corola´rios 3.13 e 3.14, apresentam condic¸o˜es suficientes para que o filtro tenha a
forma de um observador baseado no modelo interno da planta.
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Cap´ıtulo 4
Controle Dinaˆmico de Sa´ıda
Neste cap´ıtulo, discutimos o projeto de controladores dinaˆmicos de sa´ıda H2 e H∞ para MJLS
a tempo discreto. Sob a hipo´tese de disponibilidade do modo, que significa que o paraˆmetro
de Markov esta´ dispon´ıvel para realimentac¸a˜o, fazemos a caracterizac¸a˜o completa de todos os
controladores lineares e de ordem completa tais que as normas H2 ou H∞ do sistema em malha
fechada estejam limitadas a um valor pre´-especificado, levando a` soluc¸a˜o o´tima global do projeto
de controladores que minimizem estas normas. O problema e´ expresso em termos de LMIs.
Resolvemos alguns exemplos acadeˆmicos para ilustrac¸a˜o do me´todo proposto e comparac¸a˜o com
outros resultados da literatura.
Uma considerac¸a˜o importante ao tratar do projeto de controladores para MJLS e´ se o modo
do sistema esta´ ou na˜o dispon´ıvel para o controlador em cada instante de tempo. Neste tra-
balho, consideramos apenas o projeto de controladores dependentes do modo por duas razo˜es:
primeiramente, em muitas situac¸o˜es pra´ticas, os paraˆmetros sa˜o de fato mensura´veis, como em
(Costa & Tuesta 2004), (Seiler & Sengupta 2005), (Sworder & Rogers 1983) e (Xiao, Hassibi
& How 2000). Em segundo lugar, devido a` mudanc¸a de varia´veis utilizada para converter as
restric¸o˜es em LMIs, somente controladores dependentes do modo do sistema em cada instante
podem ser obtidos sem adicionar algum n´ıvel de conservadorismo ao problema.
Para o caso em tempo cont´ınuo, va´rios resultados esta˜o dispon´ıveis relacionados a` soluc¸a˜o
completa dos problemas H2 e H∞, dentre os quais podemos citar (de Farias et al. 2000) e
mais recentemente (Li & Ugrinovskii 2007). Entretanto, o mesmo na˜o ocorre para sistemas a
tempo discreto, para os quais somente alguns resultados esta˜o dispon´ıveis, por exemplo (Costa
& Tuesta 2004), (Seiler & Sengupta 2005) e (Xiao et al. 2000). Em (Costa & Tuesta 2004) foi
reportado um resultado muito importante, estendendo aos MJLS a validade do Princ´ıpio da Se-
parac¸a˜o para o caso da norma H2 e controladores estritamente pro´prios. O caso de realimentac¸a˜o
de sa´ıda com crite´rioH∞ foi tratado em (Seiler & Sengupta 2005), que ale´m de tambe´m se concen-
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trar a controladores lineares estritamente pro´prios, considerava o caso particular de matrizes de
transic¸a˜o de probabilidade com linhas ideˆnticas 1. Finalmente, (Xiao et al. 2000) propo˜em lidar
com o problema usando uma te´cnica de relaxac¸a˜o aplicada a desigualdades matriciais bilineares.
No que segue, tanto as normas H2 e H∞ sa˜o consideradas e ao contra´rio do que foi feito em
(Seiler & Sengupta 2005), na˜o fazemos qualquer hipo´tese acerca das probabilidades de transic¸a˜o
da cadeia de Markov. Na pro´xima sec¸a˜o, tratamos da formulac¸a˜o precisa do problema e introdu-
zimos uma mudanc¸a de varia´veis bijetora que permite escrever de forma linear as dependeˆncias
na˜o-lineares entre as varia´veis de otimizac¸a˜o e as matrizes do espac¸o de estados do controlador.
Na Sec¸a˜o 4.2, apresentamos a soluc¸a˜o para o projeto de controladores que minimizam a norma
H2 e fazemos o mesmo na Sec¸a˜o 4.3 em relac¸a˜o a` normaH∞. Observe que estes resultados, ja´ pu-
blicados em (Geromel, Gonc¸alves & Fioravanti 2009) e (Gonc¸alves, Fioravanti & Geromel 2008),
sa˜o necessa´rios e suficientes para a classe de controladores considerada, i.e. ordem completa,
pro´prios, lineares e dependentes do modo.
4.1 Formulac¸a˜o do problema
Seja o MJLS descrito pelas equac¸o˜es
G :


x(k + 1) = A(θk)x(k) +B(θk)u(k) + J(θk)w(k)
z(k) = Cz(θk)x(k) +Dz(θk)u(k) + Ez(θk)w(k)
y(k) = Cy(θk)x(k) + Ey(θk)w(k)
(4.1)
onde x(k) ∈ Rn e´ o estado, u(k) ∈ Rp e´ o controle, w(k) ∈ Rm a perturbac¸a˜o externa, z(k) ∈ Rr
e´ a sa´ıda controlada e y(k) ∈ Rq e´ a sa´ıda medida.
Associado a (4.1) considere o controlador linear de ordem completa, dependente do modo θk
e tambe´m sujeito a saltos markovianos
C :
{
xc(k + 1) = Ac(θk)xc(k) +Bc(θk)y(k)
u(k) = Cc(θk)xc(k) +Dc(θk)y(k)
(4.2)
onde xc(k) ∈ R
n, xc(0) = 0 e as matrizes Aci, Bci, Cci e Dci para todo i ∈ K teˆm dimenso˜es
compat´ıveis. Nosso objetivo e´ determinar tais matrizes de forma a minimizar a norma H2 ou H∞
do sistema em malha fechada. Conectando o controlador (4.2) ao sistema (4.1) como indicado
1O Teorema 4 de (Seiler & Sengupta 2005) propo˜e uma u´nica LMI como condic¸a˜o necessa´ria e suficiente
para o ca´lculo da norma H∞ no caso em que pij = pj para todo (i,j) ∈ K × K. Entretanto, entendemos que
aquela condic¸a˜o e´ apenas necessa´ria e portanto sem utilidade para impor uma restric¸a˜o H∞, como detalhamos
no Apeˆndice C.
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Cadeia de
Markov
∆
w(k)
θ(k)
θ(k − 1) G
y(k)
z(k)
u(k)
C
Figura 4.1: Controle markoviano com conhecimento do modo
na Figura 4.1, temos o seguinte modelo para o sistema em malha fechada
Gc :
{
x˜(k + 1) = A˜(θk)x˜(k) + J˜(θk)w(k)
z(k) = C˜(θk)x˜(k) + E˜(θk)w(k)
(4.3)
onde x˜(k) := [x(k)′ xc(k)
′]′ ∈ R2n as matrizes do sistema em malha fechada sa˜o
A˜i :=
[
Ai +BiDciCyi BiCci
BciCyi Aci
]
, J˜i :=
[
Ji +BiDciEyi
BciEyi
]
(4.4)
C˜i :=
[
Czi +DziDciCyi DziCci
]
, E˜i := Ezi +DziDciEyi (4.5)
assim, o problema a ser resolvido e´ escrito na forma final
min
Aci,Bci,Cci,Dci
‖Gc‖
2
α (4.6)
onde α = 2 ou α = ∞. E´ importante esclarecer que a formulac¸a˜o acima e´ na˜o-convexa, nesta
forma na˜o se sabe calcular a soluc¸a˜o o´tima global. Como acontece para projeto do filtro, o ca´lculo
da func¸a˜o objetivo ‖Gc‖
2
α depende de um conjunto de varia´veis de Lyapunov que multiplicam
as matrizes do controlador produzindo, consequ¨entemente, um problema na˜o-convexo. A forma
para contornar esta dificuldade e´ introduzir uma mudanc¸a de varia´veis bijetora que permita
escrever as restric¸o˜es na˜o-lineares em termos de relac¸o˜es lineares nas novas varia´veis.
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O controlador de ordem completa C gera um sistema em malha fechada Gc com o dobro da
ordem da planta G. Assim, o ca´lculo das normas H2 e H∞ requer o uso de matrizes sime´tricas
P˜i ∈ R
2n×2n, para todo i ∈ K. Dessa forma, vamos considerar P˜i como matrizes sime´tricas reais
de dimensa˜o 2n× 2n particionadas de acordo com
P˜i =
[
Xi Ui
U ′i Xˆi
]
, P˜−1i =
[
Yi Vi
V ′i Yˆi
]
, T˜i =
[
Yi I
V ′i 0
]
(4.7)
onde todos os blocos sa˜o matrizes reais de dimensa˜o n× n. Imediatamente verificamos que
T˜ ′i P˜iT˜i =
[
Yi I
I Xi
]
(4.8)
para todo i ∈ K. E´ um fato conhecido2 que, se impusermos que a matriz (4.8) seja definida
positiva, enta˜o sempre e´ poss´ıvel determinar os blocos em (4.7) de maneira a garantir P˜i > 0.
Mais ainda, isto pode ser feito mesmo que as matrizes Ui ou Vi sejam fixadas arbitrariamente
para cada i ∈ K, desde que na˜o singulares. Desta maneira, no que segue vamos considerar P˜i > 0
e adotar uma abordagem semelhante para a combinac¸a˜o convexa dessas matrizes. A partic¸a˜o
(4.7) implica
P˜pi =
N∑
j=1
pijP˜j =
[
Xpi Upi
U ′pi Xˆpi
]
(4.9)
e denotando
P˜−1pi =
[
R1i R2i
R′2i R3i
]
, Q˜i =
[
I Xpi
0 U ′pi
]
(4.10)
verificamos que
Q˜′iP˜
−1
pi Q˜i =
[
R1i I
I Xpi
]
(4.11)
E´ importante enfatizar que os quatro blocos que definem a inversa P˜−1pi dependem de forma na˜o
linear dos quatro blocos de P˜pi. Entretanto, como R
−1
1i = Xpi−UpiXˆ
−1
pi U
′
pi, ao fixarmos Ui = −Xˆi
a matriz particionada em (4.11) se torna
Q˜′iP˜
−1
pi Q˜i =
[
(Xpi + Upi)
−1 I
I Xpi
]
(4.12)
De acordo com a discussa˜o anterior, mencionamos novamente que a escolha particular Ui = −Xˆi
2Para uma discussa˜o sobre este fato, confira o Apeˆndice A, Lema A.5.
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pode ser feita sem perda de generalidade e restringe a matriz Ui a ser sime´trica, definida negativa
e portanto na˜o-singular. Ale´m disso, (4.7) implica em Ui = −Xˆi = Y
−1
i − Xi. Recordando a
notac¸a˜o introduzida em (2.2), podemos reescrever (4.12) na forma final
Q˜′iP˜
−1
pi Q˜i =
[
Yqi I
I Xpi
]
(4.13)
No caso geral, i.e. sem a escolha particular de Ui = Xˆi, a igualdade R1i = Yqi na˜o mais se verifica
mas as matrizes R1i sa˜o dadas por
R−11i = Xpi − UpiXˆ
−1
pi U
′
pi (4.14)
satisfazendo as desigualdades
R−11i ≥
N∑
j=1
pij(Xj − UjXˆ
−1
j U
′
j)
≥
N∑
j=1
pijY
−1
j
≥ Y −1qi (4.15)
para todo i ∈ K. A demonstrac¸a˜o da primeira desigualdade acima esta´ no Apeˆndice A, Lema
A.4. As relac¸o˜es (4.13) e (4.15) sa˜o os resultados fundamentais a serem usados posteriormente
para a s´ıntese de controle dinaˆmico por realimentac¸a˜o de sa´ıda.
Ale´m das partic¸o˜es apresentadas ate´ aqui, os resultados obtidos na sequ¨eˆncia dependem de
escrever o problema (4.6) com restric¸o˜es em termos de LMIs. Para tal, apresentamos a seguinte
mudanc¸a de varia´veis
[
Aci Bci
Cci Dci
]
=
[
Upi XpiBi
0 I
]−1 [
Mi −XpiAiYi Fi
Li Ki
][
V ′i 0
CyiYi I
]−1
(4.16)
que determina unicamente o controlador dinaˆmico por realimentac¸a˜o de sa´ıda (Aci, Bci, Cci, Dci)
a partir das matrizes (Mi, Fi, Li, Ki), e vice-versa para todo i ∈ K. De fato, observe que em (4.16)
as inversas existem sempre que Ui e Vi forem na˜o-singulares para todo i ∈ K. A importaˆncia desta
mudanc¸a de varia´veis esta´ em converter os projetos de controladoresH2 ouH∞ por realimentac¸a˜o
de sa´ıda enunciados anteriormente em problemas de programac¸a˜o convexa com restric¸o˜es na
forma de LMIs. Uma diferenc¸a em relac¸a˜o a` determinac¸a˜o das matrizes do espac¸o de estado do
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filtro o´timo H2 e H∞ pelos Teoremas 3.3 e 3.5 esta´ na presenc¸a em (4.16) das matrizes Ai, Bi e
Cyi da planta G, que variam com θk = i ∈ K. Este fato dificulta a obtenc¸a˜o de um controlador
independente do modo, pois ainda que fosse poss´ıvel adicionar restric¸o˜es sobre as varia´veis, de
forma a torna´-las constantes para todo θk ∈ K, na˜o seria poss´ıvel afirmar o mesmo para as
matrizes da planta.
4.2 Controle H2 com o conhecimento do modo
Baseado nos resultados anteriores, nossa proposta nesta sec¸a˜o e´ calcular a soluc¸a˜o o´tima global
para o problema que fornece um controlador H2 dinaˆmico com realimentac¸a˜o de sa´ıda e que pode
ser escrito como
inf
N∑
i=1
µitr (Wi) (4.17)
onde o ı´nfimo e´ calculado com relac¸a˜o a`s varia´veis P˜i, Wi, Aci, Bci, Cci e Dci para todo i ∈ K
satisfazendo as desigualdades 

Wi • •
J˜i P˜
−1
pi •
E˜i 0 I

 > 0 (4.18)
e 

P˜i • •
A˜i P˜
−1
pi •
C˜i 0 I

 > 0 (4.19)
onde as matrizes do sistema em malha fechada sa˜o dadas em (4.4), (4.5) e P˜i respeita a partic¸a˜o
indicada em (4.7) para todo i ∈ K. Vale ressaltar que estas desigualdades matriciais na˜o-lineares
sa˜o expressas em termos da inversa P˜−1pi , como foi feito no Cap´ıtulo 3 para filtragem, o que
e´ essencial para se chegar a uma versa˜o linear a partir da mudanc¸a de varia´veis introduzida
anteriormente.
Lema 4.1 Existe um controlador dinaˆmico por realimentac¸a˜o de sa´ıda dependente do modo, na
forma (4.2) e matrizes sime´tricas Wi, P˜i > 0 satisfazendo as desigualdades (4.18) para todo
i ∈ K se e somente se existirem matrizes sime´tricas Wi, Xi, Yi, Zij e matrizes Fi, Ki, Hi de
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dimenso˜es compat´ıveis satisfazendo as LMIs


Wi • • •
Ji +BiKiEyi Hi +H
′
i − Zpi • •
XpiJi + FiEyi I Xpi •
Ezi +DziKiEyi 0 0 I

 > 0 (4.20)
e [
Zij •
Hi Yj
]
> 0 (4.21)
para todo (i,j) ∈ K×K. Ale´m disso, sempre que (4.20) - (4.21) forem satisfeitas, uma soluc¸a˜o
poss´ıvel para (4.18) e´ dada por (4.16) com Ui = Y
−1
i −Xi e Vi = Yi para todo i ∈ K.
Prova: Para a necessidade, assuma que (4.18) seja va´lida. Particionando P˜−1pi como em (4.10) e
por (4.18) obtemos


I 0 0
0 Q˜′i 0
0 0 I




Wi • •
J˜i P˜
−1
pi •
E˜i 0 I




I 0 0
0 Q˜i 0
0 0 I

 > 0 (4.22)


Wi • • •
Ji +BiKiEyi R1i • •
XpiJi + FiEyi I Xpi •
Ezi +DziKiEyi 0 0 I

 > 0 (4.23)
onde Fi = UpiBci + XpiBiDci e Ki = Dci. Levando em conta que (4.15) implica em Yqi ≥ R1i,
para Hi = Yqi e Zij = YqiY
−1
j Yqi + εI com ε > 0 vemos que (4.21) e´ verificada e obtemos
Hi +H
′
i − Zpi = Yqi − εI
≥ R1i − εI (4.24)
logo, fazendo ε > 0 suficientemente pequeno, e´ poss´ıvel reescrever a desigualdade (4.23) trocando
o termo R1i por Hi +H
′
i − Zpi, obtendo justamente (4.20).
Para a suficieˆncia, assuma que (4.20) e (4.21) sa˜o va´lidas. De (4.21) temos, por complemento
de Schur, Zij > H
′
iY
−1
j Hi para todo (i,j) ∈ K × K. Multiplicando tais desigualdades por pij e
somando para todo j ∈ K obtemos
Zpi ≥ H
′
iY
−1
qi Hi (4.25)
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que por sua vez implica em
Hi +H
′
i − Zpi ≤ Hi +H
′
i −H
′
iY
−1
qi Hi
≤ Yqi − (Hi − Yqi)
′Y −1qi (Hi − Yqi)
≤ Yqi (4.26)
para todo i ∈ K, o que permite escrever


Wi • • •
Ji +BiKiEyi Yqi • •
XpiJi + FiEyi I Xpi •
Ezi +DziKiEyi 0 0 I

 > 0 (4.27)
onde o termo diagonal da segunda linha e coluna de (4.20) foi substitu´ıdo por Yqi. Consequ¨en-
temente, podemos afirmar que Xpi > Y
−1
qi > 0 e impondo Ui = Y
−1
i − Xi chegamos a Vi = Yi
e verificamos que a matriz Upi = Y
−1
qi − Xpi e´ na˜o-singular. Este u´ltimo fato permite o uso da
mudanc¸a de varia´veis (4.16) para determinar as matrizes Bci e Dci. Por outro lado, levando em
conta que esta escolha de Ui implica em
P˜pi =
[
Xpi •
Y −1qi −Xpi Xpi − Y
−1
qi
]
> 0 (4.28)
verificamos imediatamente que (4.13) e´ satisfeita e que R−11i = Y
−1
qi . A conclusa˜o e´ que a desi-
gualdade (4.27) pode ser reescrita como


Wi • •
Q˜iJ˜i Q˜
′
iP˜
−1
pi Q˜i •
E˜i 0 I

 > 0 (4.29)
que multiplicada por diag[I, Q˜′−1i , I] a esquerda e por sua transposta a direita implica na desi-
gualdade (4.18), completando a prova. 
Como podemos ver, a prova do Lema 4.1 depende principalmente da relac¸a˜o Yqi ≥ R1i e da
existeˆncia de um escolha particular de matrizes Ui para todo i ∈ K tais que a igualdade se verifi-
que. Ale´m disso, devemos notar que a func¸a˜o linear matricialHi+H
′
i−Zpi aparecendo no segundo
elemento da diagonal principal de (4.20) foi usada para representar de forma linear a func¸a˜o na˜o-
linear Yqi (como ja´ comentamos na Sec¸a˜o 2.1, lembramos a notac¸a˜o Zpi :=
∑N
j=1 pijZij). Este
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aspecto tambe´m esta´ presente no pro´ximo lema, onde tratamos da outra restric¸a˜o envolvida com
o ca´lculo da norma H2 do sistema em malha fechada.
Lema 4.2 Existe um controle dinaˆmico por realimentac¸a˜o de sa´ıda dependente do modo na
forma (4.2) e matrizes sime´tricas P˜i > 0 satisfazendo as desigualdades (4.19) para todo i ∈ K
se e somente se existirem matrizes Xi, Yi, Zij e matrizes Mi, Li, Fi, Ki, Hi de dimenso˜es
compat´ıveis satisfazendo as LMIs


Yi • • • •
I Xi • • •
AiYi +BiLi Ai +BiKiCyi Hi +H
′
i − Zpi • •
Mi XpiAi + FiCyi I Xpi •
CziYi +DziLi Czi +DziKiCyi 0 0 I


> 0 (4.30)
e [
Zij •
Hi Yj
]
> 0 (4.31)
para todo (i,j) ∈ K × K. Ale´m disso, sempre que (4.30)-(4.31) forem satisfeitas, uma soluc¸a˜o
poss´ıvel para (4.19) e´ dada por (4.16) com Ui = Y
−1
i −Xi e Vi = Yi para todo i ∈ K.
Prova: Em linhas gerais, a prova segue o mesmo padra˜o da prova do Lema 4.1. Para a necessi-
dade, assuma que a desigualdade (4.19) seja va´lida. Particionando P˜i e P˜
−1
pi como indicado em
(4.7) e (4.10) respectivamente, multiplicando (4.19) por diag[T˜ ′i , Q˜
′
i, I] a esquerda, por sua trans-
posta a direita e adotando a mudanc¸a de varia´veis indicada em (4.16) chegamos a` LMI (4.30) com
R1i no lugar de Hi+H
′
i−Zpi no bloco diagonal da terceira linha e coluna. Como anteriormente,
a necessidade decorre de (4.24) fazendo ε > 0 suficientemente pequeno, que permite substituir
R1i por Hi +H
′
i − Zpi mantendo a desigualdade va´lida.
A suficieˆncia vem da escolha particular da matriz Ui = Y
−1
i − Xi, o que implica por (4.7)
que Vi = Yi. Mais ainda, levando em conta que tal escolha leva a P˜pi > 0 como em (4.28) e que
R1i = Yqi ≥ Hi +H
′
i − Zpi, a mudanc¸a de varia´veis proposta permite escrever


T˜ ′i P˜iT˜i • •
Q˜′iA˜iT˜i Q˜
′
iP˜
−1
pi Q˜i •
C˜iT˜i 0 I

 > 0 (4.32)
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que implica em (4.19) depois de multiplicada por diag[T˜ ′−1i , Q˜
′−1
i , I] a esquerda e por sua trans-
posta a direita. Isto conclui a prova do lema. 
Ressaltamos o aspecto interessante deste lema com relac¸a˜o a` natureza na˜o linear da desigual-
dade (4.19). A partir da definic¸a˜o adequada das matrizes T˜i e Q˜i a referida desigualdade, que
depende de duas varia´veis diferentes P˜i e P˜
−1
pi e´ expressa com sucesso em termos lineares. Como
ambos os lemas anteriores fazem uso da mesma mudanc¸a de varia´veis, o resultado seguinte e´
imediato.
Teorema 4.3 Existe um controlador linear por realimentac¸a˜o de sa´ıda na forma (4.2) tal que
‖Gc‖
2
2 < γ se e somente se existir uma soluc¸a˜o fact´ıvel para as LMIs (4.20), (4.30) e (4.31)
satisfazendo
N∑
i=1
µitr(Wi) < γ (4.33)
Em caso afirmativo, o controle linear por realimentac¸a˜o de sa´ıda com saltos markovianos e´
definido pelas matrizes de estado Aci, Bci, Cci e Dci, dadas em (4.16) com Ui = Y
−1
i − Xi e
Vi = Yi para todo i ∈ K.
Prova: Este teorema segue diretamente dos resultados dos Lemas 4.1 e 4.2, ale´m do fato de que
‖Gc‖
2
2 <
∑N
i=1 µitr(Wi) para todas as soluc¸o˜es fact´ıveis das LMIs (4.20), (4.30) e (4.31). 
A consequ¨eˆncia mais importante do Teorema 4.3 e´ que a soluc¸a˜o o´tima global do problema
de projeto de controle H2 (4.6) pode ser determinada alternativamente por
inf
X∈Ω
N∑
i=1
µitr (Wi) (4.34)
onde X = (Wi, Xi, Yi, Zij,Mi, Fi, Li, Ki, Hi) para todo (i,j) ∈ K×K representa as varia´veis ma-
triciais e Ω e´ o conjunto convexo de todas as soluc¸o˜es fact´ıveis para as LMIs (4.20), (4.30) e (4.31).
Em outras palavras, o problema de controle por realimentac¸a˜o de sa´ıda com disponibilidade do
modo foi convertido em um problema de programac¸a˜o convexa com restric¸o˜es na forma de LMIs,
o que possibilita o uso de me´todos nume´ricos eficientes para a soluc¸a˜o. Ale´m disso, o Teorema
4.3 admite outra interpretac¸a˜o. Ele caracteriza o conjunto de todos os controladores lineares com
saltos markovianos tais que a norma do sistema em malha fechada satisfaz a restric¸a˜o ‖Gc‖
2
2 < γ
para algum valor pre´-especificado γ > 0.
Neste ponto, chamamos a atenc¸a˜o para o resultado de (Costa & Tuesta 2004) que e´ extre-
mamente relevante do ponto de vista teo´rico. Trata-se ali do problema de controle H2 para o
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caso particular de planta G (4.1) em que Ezi = 0 para todo i ∈ K e para controladores C (4.2)
estritamente pro´prios, i.e. com Dci = 0 para todo i ∈ K. O Princ´ıpio da Separac¸a˜o demons-
trado em (Costa & Tuesta 2004) indica que e´ poss´ıvel resolver o problema (4.6) projetando dois
sistemas independentes e interligando a sa´ıda de uma a` entrada de outro. O primeiro e´ um
filtro o´timo H2 que estima o estado x(k) da planta a partir de sua sa´ıda y(k). O segundo e´ um
controlador o´timo H2 por realimentac¸a˜o de estado, projetado sob a hipo´tese de que o estado
x(k) estaria dispon´ıvel para realimentac¸a˜o. Embora esta u´ltima hipo´tese na˜o seja verdadeira, o
Princ´ıpio da Separac¸a˜o garante que realimentando o sistema com o estado estimado pelo filtro
o´timo atrave´s dos ganhos do controlador obtemos a menor norma H2 poss´ıvel para o sistema
em malha fechada Gc. Naturalmente, para uma planta e um controlador com as caracter´ısticas
expostas acima, tanto o projeto proposto por (Costa & Tuesta 2004) como aquele do problema
(4.34) devem produzir o mesmo resultado. Contudo, alertamos que o projeto ora proposto e´ mais
geral ao permitir tratar casos em que o valor da norma na˜o e´ o´timo, mas limitado a um certo
valor pre´-estabelecido, bem como obter controladores pro´prios.
Finalmente, e´ interessante notar que a norma de pior caso (2.31) pode ser tratada sem difi-
culdades adicionais. De fato, por dualidade, a convexidade do problema de projeto primal (4.34)
nos permite concluir que
max
µ∈Λ
inf
X∈Ω
N∑
i=1
µitr (Wi) = inf
σ,X∈Ω
{σ : tr (Wi) < σ} (4.35)
deixando claro que o lado direito de (4.35) calcula o controlador o´timo dependente do modo
associado a` norma de pior caso.
Exemplo 4.1 Retomamos o sistema massa-mola ja´ explorado no Exemplo 3.5. O objetivo e´
controlar a posic¸a˜o e a velocidade da segunda massa a partir da aplicac¸a˜o de uma forc¸a horizontal.
Assumimos que a posic¸a˜o e a velocidade da primeira massa sa˜o medidas e esta˜o dispon´ıveis para
o controlador atrave´s de um canal markoviano que pode ou na˜o inserir erro a cada pacote de
informac¸a˜o transmitido. Mantivemos a premissa de que o protocolo de transmissa˜o de dados
permite identificar pacotes defeituosos, que neste caso seriam descartados pelo controlador. A
forc¸a e´ aplicada diretamente na massa, na˜o sendo afetada pelos eventuais erros de transmissa˜o.
A probabilidade de um pacote correto ser recebido imediatamente depois de um pacote
tambe´m correto e´ dada por pR,R, enquanto a probabilidade de um pacote ruim ser recebido
depois de outro pacote ruim e´ dada por pL,L. Logo, a raza˜o entre o tamanho me´dio de sequ¨eˆncias
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Figura 4.2: Norma H2 em func¸a˜o de pR,R para diferentes valores de κ
de pacotes corretos e defeituosos e´ dada por3
κ =
1− pL,L
1− pR,R
(4.36)
Como pL,L e pR,R sa˜o probabilidades, para cada valor fixo de κ, devemos ter 1−κ
−1 ≤ pR,R ≤ 1
e pL,L = (1− κ) + κpR,R. Em aplicac¸o˜es pra´ticas, podemos esperar que ambas as probabilidades
pR,R e pL,L sejam altas, ale´m de pR,R > pL,L, o que implicaria naturalmente em κ > 1.
Considerando µ1 = 0 e µ2 = 1, ou seja, o modo inicial corresponde a` transmissa˜o sem
falhas, projetamos os controladores H2 dependentes do modo para um intervalo de diferentes
valores de pR,R e a Figura 4.2 mostra a norma H2 gerada pela soluc¸a˜o o´tima de (4.34) para
κ ∈ {1, 2, 4, 8, 16}. Observe que para qualquer valor de pR,R a norma H2 mı´nima e´ menor a
medida que κ aumenta. Ale´m disso, para um mesmo valor de κ e valores pequenos de pR,R,
ocorre um aumento na norma mı´nima para um aumento de pR,R, o que pode causar estranheza
a` primeira vista, pois indicaria um pior desempenho para uma maior probabilidade de sucesso
na transmissa˜o. Entretanto, isso pode ser explicado pela equac¸a˜o (4.36) pois para manter κ
constante a probabilidade pL,L tambe´m tem que aumentar. 
3Uma discussa˜o maior a respeito das hipo´teses com relac¸a˜o ao ca´lculo de (4.36) esta´ no Apeˆndice B.
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4.3 Controle H∞ com disponibilidade do modo
Nesta sec¸a˜o tratamos o problema de controle o´timo H∞. Conectando o controlador linear de
ordem completa C como definido em (4.2) ao sistema em malha aberta G, o problema pode ser
formulado como ‖Gc‖
2
∞ = inf γ com relac¸a˜o a γ ∈ R e a`s varia´veis matriciais P˜i, Aci, Bci, Cci e
Dci satisfazendo 

P˜i • • •
0 γI • •
A˜i J˜i P˜
−1
pi •
C˜i E˜i 0 I

 > 0 (4.37)
com matrizes do sistema em malha fechada dadas por (4.4) e (4.5) e P˜i particionada de acordo com
(4.7) para todo i ∈ K. Comparando com o caso de controle H2 dependente do modo analisado na
sec¸a˜o anterior, o leitor pode verificar facilmente que a mesma estrate´gia de mudanc¸a de varia´veis
funciona no presente contexto e pode ser resumida no pro´ximo teorema.
Teorema 4.4 Existe um controlador dinaˆmico linear por realimentac¸a˜o de sa´ıda na forma (4.2)
tal que ‖Gc‖
2
∞ < γ se e somente se existirem matrizes sime´tricas Xi, Yi, Zij e matrizes Mi, Li,
Fi, Ki, Hi de dimenso˜es compat´ıveis tais que as LMIs

Yi • • • • •
I Xi • • • •
0 0 γI • • •
AiYi +BiLi Ai +BiKiCyi Ji +BiKiEyi Hi +H
′
i − Zpi • •
Mi XpiAi + FiCyi XpiJi + FiEyi I Xpi •
CziYi +DziLi Czi +DziKiCyi Ezi +DziKiEyi 0 0 I


> 0 (4.38)
e [
Zij •
Hi Yj
]
> 0 (4.39)
sejam satisfeitas para todo i,j ∈ K×K. Ale´m disso, sempre que (4.38)-(4.39) forem satisfeitas,
uma soluc¸a˜o de (4.37) e´ dada por (4.16) com Ui = Y
−1
i −Xi e Vi = Yi para todo i ∈ K.
Prova: A prova segue argumentos e relac¸o˜es matema´ticas similares aqueles ja´ usados nas provas
dos Lemas 4.1 e 4.2, sendo portanto omitida. 
Levando em conta apenas as restric¸o˜es (4.20), (4.30) e (4.31) para o caso H2 e as restric¸o˜es
(4.38), (4.39) para o caso H∞, aparentemente seria poss´ıvel tratar os casos de incertezas po-
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lito´picas nas matrizes da planta G ou na matriz de probabilidades de transic¸a˜o P, pois as LMIs
citadas sa˜o lineares em relac¸a˜o aos dois conjuntos de paraˆmetros. Entretanto, chamamos a
atenc¸a˜o novamente para a mudanc¸a de varia´veis (4.16), que depende tanto das matrizes da
planta quanto das probabilidades de transic¸a˜o, impossibilitando as duas abordagens que explo-
ramos para o caso de filtragem no Cap´ıtulo 3.
Definindo o conjunto de varia´veis matriciais Y = (Xi, Yi, Zij,Mi, Fi, Li, Ki, Hi) para todo
(i,j) ∈ K×K e o conjunto convexo Ξ de todas as soluc¸o˜es poss´ıveis para as LMIs (4.38) e (4.39),
a soluc¸a˜o o´tima do problema H∞ e´ dada por
‖Gc‖
2
∞ = inf
γ,Y∈Ξ
γ (4.40)
Logo, como no caso da norma H2, o projeto do controlador dinaˆmico por realimentac¸a˜o de sa´ıda
com disponibilidade do modo foi convertido em um problema de programac¸a˜o convexa expresso
em termos de LMIs.
O resultado do Teorema 4.4 supera os resultados anteriores da literatura que tratam da mesma
classe de projeto de controladores, (Seiler & Sengupta 2005) e (Xiao et al. 2000). Primeiramente,
ao contra´rio de (Seiler & Sengupta 2005) onde se impo˜e uma estrutura bastante restritiva para
a matriz de probabilidades de transic¸a˜o, a saber pij = pj para todo (i,j) ∈ K × K e somente
se considera controladores estritamente pro´prios, na˜o fazemos qualquer hipo´tese a respeito da
matriz de probabilidades de transic¸a˜o e projetamos controladores pro´prios, que sa˜o um caso mais
geral. Mais ainda, comparando com (Xiao et al. 2000) onde e´ apresentado um me´todo iterativo
para resolver desigualdades matriciais bilineares, aqui e´ poss´ıvel resolver o problema em um u´nico
passo usando algum pacote computacional que lide com LMIs. Dessa maneira, acreditamos que
a forma geral de calcular um controlador o´timo H∞ por realimentac¸a˜o de sa´ıda aqui exposta
seja ine´dita na literatura. Em face do exposto em (Costa & Tuesta 2004) para o caso H2, talvez
seja poss´ıvel representar o controlador o´timo usando o Princ´ıpio da Separac¸a˜o, permitindo assim
projeta´-lo como a conexa˜o entre um estimador de estado e um controlador por realimentac¸a˜o de
estado, ambos calculados para o valor o´timo da norma H∞.
Exemplo 4.2 Consideramos novamente o conjunto de dados usado no Exemplo 4.1, agora para
comparar a performance de controladores pro´prios e estritamente pro´prios. O problema de
realimentac¸a˜o de sa´ıda H∞ (4.40) foi resolvido para demonstrar o ganho de desempenho ao se
permitir que o controlador assuma a forma pro´pria em vez da forma estritamente pro´pria (Dci = 0
para todo i ∈ K). A Figura 4.3 mostra a raza˜o entre o desempenho produzido por controladores
pro´prios e estritamente pro´prios que otimizam a norma H∞. Como podemos ver, a melhoria e´
mais expressiva para valores maiores de κ, i.e. redes em que a me´dia do tamanho das sequ¨eˆncias
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Figura 4.3: Raza˜o entre normas H∞ para controladores pro´prios e estritamente pro´prios
corretas e´ muito maior que a me´dia do tamanho das sequ¨eˆncias erradas. Quando pR,R e pL,L
aproximam-se da unidade, o controlador o´timo torna-se estritamente pro´prio. 
4.4 Considerac¸o˜es finais
Este cap´ıtulo apresentou os resultados principais desta tese. Nosso objetivo era parametrizar
todos os controladores lineares pro´prios dependentes do modo na forma (4.2) com o uso de pro-
gramac¸a˜o convexa e restric¸o˜es na forma de LMIs de forma a manter as normas H2 ou H∞ do
sistema em malha fechada abaixo de um valor pre´-especificado. Este resultado foi atingido in-
teiramente nos Teoremas 4.3 e 4.4, sem fazer restric¸o˜es sobre a planta, como Ezi = 0 para todo
i ∈ K; sobre o controlador, como Dci = 0 para todo i ∈ K; ou sobre a matriz de probabilidades
de transic¸a˜o P. Podemos utilizar os resultados obtidos tanto para projetar o controlador linear
o´timo global para os problemas H2 e H∞, vide problemas (4.34) e (4.40), quanto para obter con-
troladores que devam respeitar algumas limitac¸o˜es adicionais. Neste u´ltimo caso, seria necessa´rio
adicionar ao problema novas LMIs que representem as restric¸o˜es extras.
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Cap´ıtulo 5
Aplicac¸o˜es
Neste cap´ıtulo pretendemos explorar a aplicac¸a˜o dos conceitos desenvolvidos ate´ aqui, chamando
a atenc¸a˜o para certos aspectos dos resultados, diferentemente do que fazemos para os exemplos
dos cap´ıtulos anteriores, cuja finalidade e´ de ilustrac¸a˜o e comparac¸a˜o com a literatura corrente.
Os MJLS teˆm uma vasta possibilidade de aplicac¸o˜es em campos muito diversos, alguns deles
ja´ citados como o controle de plantas atrave´s de redes de comunicac¸a˜o, controle de sistemas
macroeconoˆmicos e o controle de plantas dependentes de varia´veis clima´ticas, como a captac¸a˜o
de energia solar. Para o projeto de filtros, comparamos a performance de um filtro que leva
em conta as probabilidades de transic¸a˜o entre dois modos definidos por matrizes dinaˆmicas
diferentes, com o filtro robusto em relac¸a˜o a combinac¸a˜o convexa dessas matrizes. Para a s´ıntese
de controle, abordamos um caso em que se leva em conta no projeto do controlador o modelo
estat´ıstico das falhas nos atuadores, ale´m de um exemplo em que os MJLS servem a` modelagem
de redes de comunicac¸a˜o, pois entendemos que esta e´ uma a´rea promissora na pesquisa com
grandes perspectivas de aplicac¸a˜o.
A ide´ia principal por tra´s dos exemplos escolhidos e´ ilustrar como e´ poss´ıvel reduzir o con-
servadorismo na soluc¸a˜o dos problemas em que paraˆmetros podem assumir diferentes valores.
Como discutido em (Boyarsky & Shaked 2005), a abordagem robusta tradicional exige que o
filtro ou controlador garanta um desempenho adequado para todos os pontos no interior do con-
junto convexo definido pelos valores dos paraˆmetros, enquanto a abordagem estoca´stica permite
que se concentre esforc¸os nos valores com maior probabilidade de ocorreˆncia dentro do intervalo.
Portanto, ao lanc¸ar ma˜o de modelos estoca´sticos, especialmente o de cadeia de Markov, e´ poss´ıvel
obter uma melhor performance em me´dia, ainda que na˜o haja garantia de que a varia´vel que se
deseja minimizar ficara´ sempre abaixo do valor pre´-estabelecido.
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Figura 5.1: Sistema massa-mola
5.1 Filtragem de sistema com saltos comparada a` filtra-
gem robusta
Considere o sistema massa-mola usado em (Geromel & de Oliveira 2001) para o ca´lculo de um
filtro robusto H2. O sistema e´ formado por dois carros conectados atrave´s de molas como na
Figura 5.1, onde x1 e x2 sa˜o as posic¸o˜es de cada centro de massa, m1 e m2 sa˜o as massas de
cada um dos carros e k1 e k2 sa˜o os coeficientes de elasticidade das molas. O paraˆmetro incerto
e´ o coeficiente de atrito viscoso c dos carros com o ar. O estado do sistema e´ definido por
x(t) = [x1 x2 x˙1 x˙2]
′ e a entrada w(t) e´ uma perturbac¸a˜o na velocidade e na medida de posic¸a˜o
do primeiro carro. O objetivo do filtro e´ estimar a posic¸a˜o do carro 2 a partir da posic¸a˜o do carro
1. Para os valores nume´ricos m1 = 1, m2 = 0,5, k1 = k2 = 1, a modelagem do sistema cont´ınuo
no espac¸o de estados e´ dada por


A J
Cy Ey
Cz Ez

 =


0 0 1 0 0
0 0 0 1 0
−2 1 −c 0 1
2 −2 0 −2c 0
1 0 0 0 1
0 1 0 0 0


(5.1)
O sistema apresenta dois valores poss´ıveis para o atrito viscoso com o ar: c1 = 0,5 e c2 = 3,5,
que sa˜o os valores dos extremos indicados em (Geromel & de Oliveira 2001). Para cada um
destes valores, discretizamos o modelo (5.1) com taxa de amostragem Ts = 0,0372, um quarto da
menor constante de tempo envolvida e segurador de ordem zero. A Figura 5.2 mostra a resposta
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ao degrau do sistema cont´ınuo e do sistema discretizado para cada modo de operac¸a˜o e podemos
verificar o quanto as dinaˆmicas sa˜o diferentes entre si. Note que os valores nume´ricos foram
escolhidos para este exemplo com a finalidade de gerar tal diferenc¸a entre os sub-sistemas e na˜o
representam valores f´ısicos.
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Figura 5.2: Resposta ao degrau dos sistemas descritos por (5.1)
Vamos considerar dois problemas aparentemente distintos, mas que sa˜o na pra´tica equivalen-
tes. O primeiro deles e´ o projeto de um filtro independente do modo para um MJLS com dois
modos, cada um deles dado pela discretizac¸a˜o de (5.1) com coeficiente de atrito viscoso c1 ou c2.
O segundo e´ o projeto de um filtro robusto para a planta cuja representac¸a˜o de estado pertence
a um politopo convexo com dois ve´rtices conhecidos, a saber, a discretizac¸a˜o de (5.1) para cada
um dos valores c1 e c2. No primeiro caso o sistema apresenta saltos entre dois modos distintos,
enquanto no segundo ele e´ determin´ıstico, pore´m incerto.
Para obter um filtro independente do modo no primeiro problema, vamos impor que P˜i = P˜
para todo i ∈ K em (3.7) e (3.8). Como a soma das probabilidades em cada linha de P e´ unita´ria,
temos
P˜pi =
N∑
j=1
pijP˜i =
N∑
j=1
pijP˜ = P˜ (5.2)
para todo i ∈ K.
Note que a imposic¸a˜o da restric¸a˜o sobre as varia´veis de Lyapunov para o MJLS com dois
modos torna a soluc¸a˜o do problema (3.6) equivalente a` obtenc¸a˜o do filtro robusto para o segundo
problema. Mais ainda, a equivaleˆncia existe para qualquer matriz de probabilidades de transic¸a˜o
P. Em outras palavras, o projeto de filtro robusto pode ser entendido como o de um filtro
independente do modo para um MJLS cujos modos sa˜o os extremos do politopo que conte´m o
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Figura 5.3: Custo H2 garantido para diferentes probabilidades de transic¸a˜o
sistema incerto, desde que se imponha a restric¸a˜o adicional P˜i = P˜ para todo i ∈ K. Assim,
e´ poss´ıvel comparar o custo garantido H2 obtido para o filtro robusto com aquele obtido pelo
filtro MJLS projetado de acordo com o exposto na Sec¸a˜o 3.1.2, pois podemos interpretar ambos
os projetos como sendo de filtros independentes do modo para MJLS. Vale ressaltar que o filtro
que estamos chamando robusto, na˜o e´ robusto com relac¸a˜o ao paraˆmetro c ∈ [0,5 , 3,5], uma vez
que os modelos das plantas deixam de ser lineares neste paraˆmetro apo´s a discretizac¸a˜o.
A comparac¸a˜o entre os custos garantidos para os dois tipos de filtros foi feita para um intervalo
de valores de probabilidades de transic¸a˜o dados por
P =
[
p 1− p
1− q q
]
(5.3)
e os resultados esta˜o na Figura 5.3, onde vemos um plano horizontal que representa o valor para
o custo garantido do filtro robusto, constante para todas as probabilidades de transic¸a˜o poss´ıveis,
e abaixo temos o valor do custo garantido para o filtro independente de modo projetado conforme
indicado na Sec¸a˜o 3.1.2 e variando de acordo com as probabilidades de transic¸a˜o.
E´ interessante notar que neste caso estamos comparando dois modelos sub-o´timos: um modelo
robusto em relac¸a˜o a`s matrizes dinaˆmicas dadas pela combinac¸a˜o convexa de dois ve´rtices; e o
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Figura 5.4: Custo H∞ garantido para diferentes probabilidades de transic¸a˜o
sistema com saltos markovianos entre tais matrizes, independente do modo. E´ poss´ıvel perceber
que a diferenc¸a entre os custos garantidos H2 e´ maior que 40 % do valor obtido para a filtragem
robusta, o que ilustra as enormes vantagens de se considerar as probabilidades de transic¸a˜o
ao projetar um filtro robusto em relac¸a˜o a um paraˆmetro, ainda no caso pouco favora´vel de
indisponibilidade do modo.
De forma ana´loga, para o caso H∞, fizemos a mesma comparac¸a˜o entre o filtro robusto
em relac¸a˜o a` variac¸a˜o da matriz dinaˆmica dentro do conjunto convexo e o filtro com saltos
markovianos independente do modo. O resultado esta´ na Figura 5.4, onde o custo garantido
para o filtro robusto e´ um valor constante em relac¸a˜o a`s probabilidades de transic¸a˜o e abaixo
vemos a curva com os valores dos custos garantidos calculados pelo projeto de filtro da Sec¸a˜o 3.2.2.
Insistimos que neste caso na˜o foi considerado o melhor cena´rio poss´ıvel em relac¸a˜o ao sistema
com saltos, pois assumimos a hipo´tese de indisponibilidade do modo. Ainda assim, podemos
perceber que a diferenc¸a entre os custos garantidos e´ maior que 50 % do custo garantido para
filtro robusto, para todos os valores poss´ıveis de probabilidade de transic¸a˜o.
Entendemos que estes exemplos ilustram o quanto pode ser vantajoso modelar um paraˆmetro
incerto a partir de um modelo probabil´ıstico em oposic¸a˜o a uma abordagem robusta tradicional.
Enquanto no projeto de um filtro robusto se faz necessa´rio garantir desempenho para toda a
faixa de valores do paraˆmetro incerto, em um modelo como o de saltos markovianos, o projeto
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e´ otimizado em func¸a˜o dos valores mais prova´veis do paraˆmetro, permitindo obter um valor
esperado menor para a func¸a˜o objetivo.
5.2 Controle de sistemas sujeitos a falhas nos atuadores
Uma poss´ıvel aplicac¸a˜o para a modelagem descrita nesta tese e´ para o controle de plantas que
podem apresentar falhas em sensores ou atuadores. Pode ser um requisito de projeto que um
determinado desempenho seja atingido mesmo com a ocorreˆncia de falhas. Neste caso, se for
poss´ıvel modelar as falhas como uma cadeia de Markov com probabilidades de transic¸a˜o entre os
modos conhecida, e´ natural pensar na s´ıntese de controlador como indicado no Cap´ıtulo 4. Mais
ainda, o conhecimento do modo atual por parte do controlador e´ uma hipo´tese de apelo pra´tico
para tais sistemas, uma vez que e´ razoa´vel imaginar que um sensor pode identificar o estado do
atuador e informar esta varia´vel ao controlador.
Considere um sistema massa-mola como representado pela Figura 5.1. Nosso objetivo e´
controlar a posic¸a˜o x2 aplicando uma forc¸a F no carro 2. Para tal fim, o controlador contara´
apenas com a medida da posic¸a˜o x1. Os dados nume´ricos sa˜o parecidos com aqueles usados
na sec¸a˜o anterior, mas para nos concentrarmos somente no aspecto de falha no atuador, vamos
considerar a matriz dinaˆmica constante, com o valor do atrito viscoso dos carros com o ar dado
por c = 2. Ale´m disso, separamos a entrada em w = [w1 w2]
′, onde w1 e´ uma entrada impulsiva
utilizada para modelar a condic¸a˜o inicial de velocidade x˙1(0) = 1 e w2 e´ o ru´ıdo de medida.
Como o modo indica uma falha no atuador, a maior parte das matrizes do espac¸o de estado na˜o
dependem do modo, assumindo os valores
A1 = A2 =


0 0 1 0
0 0 0 1
−2 1 −2 0
2 −2 0 −4

 , J1 = J2 =


0 0
0 0
1 0
0 0


Cy1 = Cy2 =
[
1 0 0 0
]
, Ey1 = Ey2 =
[
0 1
]
Cz1 = Cz2 =
[
0 1 0 0
0 0 0 0
]
, Dz1 = Dz2 =
[
0
0,5
]
e, de fato, a u´nica matriz que apresenta alterac¸a˜o de acordo com o modo do sistema e´ a matriz
Bi que pode assumir os valores
B1 =
[
0 0 0 2
]′
, B2 =
[
0 0 0 0
]′
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Figura 5.5: Norma H2 para diferentes probabilidades de transic¸a˜o
onde o modo 1 representa operac¸a˜o normal e o modo 2 representa uma falha no atuador, que neste
caso deixa de aplicar forc¸a ao sistema. Consideramos uma taxa de amostragem de Ts = 0,0712,
que e´ um quarto da menor constante de tempo envolvida.
A Figura 5.5 mostra o valor da norma H2 alcanc¸ada pelo controlador para diferentes valores
de probabilidades de transic¸a˜o dadas por (5.3). Observe que o valor da norma H2 aumenta para
probabilidade de erro no atuador q crescente, indicando queda no desempenho. Com relac¸a˜o ao
paraˆmetro p, notamos dois comportamentos para a variac¸a˜o da norma. Para valores altos de q,
ou seja, probabilidade alta de um erro no atuador se repetir no pro´ximo per´ıodo de amostragem,
um aumento na probabilidade de acerto p implica em desempenho melhor. Ja´ para valores mais
baixos de q, ou seja, um erro no atuador tem probabilidade pequena de se repetir, a variac¸a˜o em
p na˜o implica em diminuic¸a˜o da norma H2. Creditamos este u´ltimo fato a` ine´rcia do sistema, isto
e´, se ha´ forc¸a sendo aplicada (fato garantido por q pequeno), seja ela de forma intermitente (valor
pequeno para p), seja por per´ıodos consecutivos (valor alto para p), o efeito sobre o desempenho
do sistema e´ o mesmo, pois o per´ıodo de amostragem e´ pequeno em relac¸a˜o a`s constantes de
tempo envolvidas.
84 5. Aplicac¸o˜es
Figura 5.6: Fila de ve´ıculos seguindo trajeto´ria do l´ıder
5.3 Controle de uma fila de ve´ıculos atrave´s da rede
Considere o problema de um fila de ve´ıculos seguindo um ve´ıculo l´ıder conforme descrito em
(Seiler & Sengupta 2005) e representado graficamente na Figura 5.6. Seja x0 a posic¸a˜o do l´ıder
e xi a posic¸a˜o do i-e´simo seguidor. A trajeto´ria de refereˆncia para o ve´ıculo l´ıder e´ representada
por r0 e o erro de seguimento para o ve´ıculo l´ıder e´ dado por e0 = r0−x0. O erro de espac¸amento
dos outros ve´ıculos sa˜o dados por ei = xi−1−xi−δi onde δi e´ o espac¸amento desejado. O objetivo
de controle e´ forc¸ar todos os erros de seguimento ei para zero, atrave´s das entradas de controle
ui correspondentes ao sinal de acelerac¸a˜o do i-e´simo seguidor.
Ainda de acordo com (Seiler & Sengupta 2005), mesmo que o comportamento dinaˆmico de um
ve´ıculo seja na˜o-linear, o uso de um esquema de controle em dois n´ıveis (Hedrick, M.Tomikuza
& Varaiya 1994) permite considerarmos como razoa´vel um modelo linear de terceira ordem para
a dinaˆmica de cada ve´ıculo
d
dt


xi(t)
vi(t)
ai(t)

 =


0 1 0
0 0 1
0 0 − 1
τ




xi(t)
vi(t)
ai(t)

+


0
0
1
τ

ui(t) (5.4)
onde xi(t), vi(t) e ai(t) sa˜o a posic¸a˜o, a velocidade, a acelerac¸a˜o do i-e´simo ve´ıculo e τ e´ a
constante de tempo para o sistema de primeira ordem que modela a acelerac¸a˜o.
Assumimos que a medic¸a˜o usada para controlar o sistema e´ transmitida por uma rede sem fio
usando um protocolo que permita detectar mas na˜o corrigir os pacotes defeituosos. A cada ins-
tante de amostragem, os ve´ıculos comunicam suas medidas de posic¸a˜o, velocidade e acelerac¸a˜o
para a rede. Se o pacote recebido estiver corrompido, o controlador o descarta e aguarda o
pro´ximo pacote. Tambe´m assumimos que todas as medic¸o˜es dos ve´ıculos sa˜o recebidas perfeita-
mente ou corrompidas e que portanto a cadeia de Markov tem dois modos {L,R} para pacotes
perdidos e recebidos, respectivamente. A estat´ıstica da rede e´ conhecida, de tal forma que tanto
a probabilidade de um pacote correto ser recebido depois de outro pacote e´ dada por pR,R e a
probabilidade de um pacote ser perdido por erro depois de outro pacote defeituoso e´ dada por
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pL,L. Os dados comunicados para a rede sa˜o modelados como
yˆc(k) =
{
yc(k) se θ(k) = R
∅ se θ(k) = L
(5.5)
onde ∅ representa um pacote de informac¸a˜o corrompido e yc e´ o vetor de medidas dispon´ıvel
para realimentac¸a˜o. Todos os carros da fila tem sensores embarcados para capturar os medidas
de seu pro´prio movimento. Essas medidas sa˜o representadas por yo, o que leva a` seguinte sa´ıda
dispon´ıvel ao controlador em cada instante de tempo
y(k) :=
[
yo(k)
yˆc(k)
]
(5.6)
Para este projeto consideramos dois carros. O estado do sistema e´ dado pela posic¸a˜o, ve-
locidade e acelerac¸a˜o de cada um dos ve´ıculos em cada instante de tempo discreto k ∈ N,
ou seja x(k) = [x0(k) v0(k) a0(k) x1(k) v1(k) a1(k)]
′ ∈ R6 e a entrada e´ dada por w(k) =
[u0(k) d1(k) η0(k)
′ η1(k)
′]′ ∈ R8, onde u0(k) e´ o sinal de refereˆncia para a acelerac¸a˜o do ve´ıculo
l´ıder, d1(k) e´ uma perturbac¸a˜o na posic¸a˜o do ve´ıculo seguidor e η0(k) ∈ R
3, η1(k) ∈ R
3 sa˜o os
ru´ıdos aditivos da medida do estado de cada carro. Em termos do sistema (4.1) temos
x(k + 1) =
[
Ad 0
0 Ad
]
x(k) +
[
0
Bd
]
u1(k) +
[
Bd 0 0
0 ǫdBd 0
]
w(k) (5.7)
z(k) =
[
1 0 0 −1 0 0
0 0 0 0 0 0
]
x(k) +
[
0
ǫu
]
u1(k) (5.8)
y(k) =


[
I 0
0 I
]
x(k) +
[
0 ǫnI 0
0 0 ǫnI
]
w(k) se θ(k) = R
[
0 0
0 I
]
x(k) +
[
0 0 0
0 0 ǫnI
]
w(k) se θ(k) = L
(5.9)
Em (5.7), Ad e Bd representam as matrizes resultantes da discretizac¸a˜o do modelo dinaˆmico
(5.4) com segurador de ordem zero na entrada e per´ıodo de amostragem Ts = 20 [ms]. Conside-
ramos neste exemplo que a dinaˆmica dos dois ve´ıculos e´ ideˆntica, com τ = 100 [ms], mas tambe´m
seria poss´ıvel considerar dinaˆmicas diferentes para cada ve´ıculo. Ale´m disso, foi considerado um
fator de escala ǫd = 0,1 para a perturbac¸a˜o d1(k). Em (5.8) temos a definic¸a˜o da varia´vel a ser
controlada z(k) = [e1(k) u1(k)]
′ que penaliza o erro de seguimento e o esforc¸o de controle, cujo
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Figura 5.7: Norma H∞ em func¸a˜o da taxa de perda de pacotes
peso relativo e´ ǫu = 1,0. A equac¸a˜o (5.9) traz o valor das medidas que realimentam o controlador,
onde usamos o fator de escala para os ru´ıdos de medida ǫn = 0,1 e tambe´m verificamos que na˜o
ha´ transmissa˜o das medidas do ve´ıculo l´ıder quando ocorre perda de pacotes na rede. Os dados
nume´ricos utilizados sa˜o os mesmos de (Seiler & Sengupta 2005).
A diferenc¸a importante com relac¸a˜o a` abordagem proposta em (Seiler & Sengupta 2005) e´ que
somos capazes de calcular o controlador linear o´timo H∞ associado a qualquer valor de matriz
de probabilidades de transic¸a˜o, e na˜o apenas aquelas que satisfazem pR,R = 1 − pL,L. A Figura
5.7 mostra o valor da norma H∞ do sistema controlado para todos os valores poss´ıveis de taxas
de perda de pacotes.
E´ interessante notar, ainda que contra-intuitivo, que a norma H∞ na˜o muda muito com
relac¸a˜o a pR,R para pL,L dado. Contudo, se forem escolhidos dois pontos diferentes na Figura
5.7 com diferentes valores de pR,R para um mesmo valor de pL,L, ainda que a norma H∞ seja
a mesma, o controlador projetado e´ geralmente diferente. Isto na˜o pode ser conseguido com o
projeto proposto por (Seiler & Sengupta 2005) porque ele so´ pode ser calculado para redes tais
que pL,L = 1 − pR,R. A Figura 5.7 mostra alguns picos que de acordo com nossa investigac¸a˜o
devem-se a imprecisa˜o nume´rica.
Finalmente, comparamos o controlador linear com saltos markovianos aqui proposto com o
controlador cla´ssico H∞ por realimentac¸a˜o de sa´ıda para sistemas LTI. Para ambos sistemas,
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Figura 5.8: Acelerac¸a˜o do ve´ıculo l´ıder
fizemos uma simulac¸a˜o de Monte Carlo com 5 × 103 iterac¸o˜es. Usamos a seguinte matriz de
probabilidades de transic¸a˜o tanto para o projeto quanto para a simulac¸a˜o posterior
[
pL,L pL,R
pR,L pR,R
]
=
[
0,92 0,08
0,02 0,98
]
correspondendo a um raza˜o entre tamanho me´dio de sequ¨eˆncias certas e erradas κ = 4. Cal-
culamos a entrada de forma a forc¸ar que o ve´ıculo l´ıder comece o movimento com acelerac¸a˜o
constante de 3 [m/s2] durante 5 segundos, velocidade constante pelos pro´ximos 7,5 [s], frenagem
com acelerac¸a˜o de −6 [m/s2] pelos 2,5 [s] seguintes e acelerac¸a˜o nula deste ponto em diante, como
ilustra a Figura 5.8.
Em cada iterac¸a˜o, calculamos a trajeto´ria do custo quadra´tico z(t)′z(t), tanto para o sistema
conectado ao controlador linear com saltos markovianos quanto para o sistema conectado ao con-
trolador cla´ssico H∞ para sistemas LTI. A Figura 5.9 mostra a estimativa para o valor esperado
de z(t)′z(t) a partir das 5×103 realizac¸o˜es de Monte Carlo contra t = kTs para k ∈ [0, 1,5×10
3],
onde e´ evidente o melhor desempenho do controlador markoviano (linha so´lida) quando compa-
rado ao controlador cla´ssico H∞ (linha tracejada), o qual na˜o leva em conta as estat´ısticas de
falha da rede em seu projeto.
E´ interessante observar que na˜o e´ somente em relac¸a˜o ao valor esperado de z(t)′z(t) que o
controlador H∞ markoviano apresenta desempenho melhor que o controlador cla´ssico. Este fato
esta´ ilustrado na Figura 5.10 onde, ale´m do valor esperado da trajeto´ria de z(t)′z(t), tambe´m
mostramos as trajeto´rias somadas e subtra´ıdas de um desvio padra˜o. Nota-se perfeitamente que o
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Figura 5.10: Me´dia e desvio padra˜o para controladores H∞ cla´ssico e markoviano
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desvio padra˜o associado ao controlador linear com saltos markovianos e´ sensivelmente menor que
o valor me´dio correspondente para todo tempo no intervalo considerado. O mesmo na˜o ocorre
para o controlador cla´ssico H∞ cujo desvio padra˜o, em determinados instantes de tempo, excede
o valor esperado. Nota-se ainda que o desvio padra˜o em relac¸a˜o a` trajeto´ria me´dia aumenta nos
instantes em que o controle deve ser mais efetivo, devido ao fato que a acelerac¸a˜o de refereˆncia
torna-se na˜o nula.
Este exemplo mostra a necessidade do emprego de controladores lineares markovianos para
esta classe de sistemas dinaˆmicos controlados atrave´s de uma rede de comunicac¸a˜o, pois o uso
de controladores determin´ısticos pode ser totalmente invia´vel.
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Cap´ıtulo 6
Concluso˜es e Perspectivas
Apresentamos a seguir um resumo do que consideramos as principais contribuic¸o˜es deste trabalho,
ale´m dos to´picos que mereceriam atenc¸a˜o em pesquisas futuras.
O problema de filtragem foi tratado como uma preparac¸a˜o para o caso mais complexo de
s´ıntese de controle por realimentac¸a˜o de sa´ıda atrave´s de LMIs, e tambe´m como forma de apre-
sentar resultados mais recentes que na˜o puderam ser inclu´ıdos em (Fioravanti 2007). A para-
metrizac¸a˜o de todos os filtros lineares pro´prios e dependentes do modo, tais que as normas H2
e H∞ estejam limitadas a um valor pre´-estabelecido, foi atingida usando transformac¸o˜es seme-
lhantes a`quelas usadas para o projeto do controlador. Quanto a`s extenso˜es, este trabalho inclui
sistemas em que o modo e´ parcialmente dispon´ıvel, como ja´ abordado em (do Val et al. 2002)
e (Gonc¸alves 2006) no contexto de realimentac¸a˜o de estado e tambe´m o caso de incertezas pa-
rame´tricas na matriz de probabilidades de transic¸a˜o. De fato, com a formulac¸a˜o obtida e´ poss´ıvel
incluir as duas extenso˜es dentro de um mesmo projeto.
A s´ıntese de controlador por realimentac¸a˜o de sa´ıda com o uso de LMIs tambe´m foi obtida,
tanto no caso H2 quanto no caso H∞. A formulac¸a˜o e´ bastante geral, parametrizando todos os
controladores lineares, pro´prios e dependentes do modo tais que alguma das normas esteja limi-
tada por um valor pre´-especificado. Naturalmente, a minimizac¸a˜o daquele valor leva a` soluc¸a˜o
o´tima para ambos os problemas sem a necessidade de se adotar qualquer restric¸a˜o acerca da
estrutura na matriz de probabilidades de transic¸a˜o. As possibilidades de aplicac¸a˜o dos controla-
dores obtidos aqui sa˜o va´rias, como o caso do tratamento de perdas de pacotes em sistemas de
comunicac¸a˜o ou o caso em que podem ocorrer falhas em sensores ou atuadores que possam ser
modeladas a partir de cadeias de Markov. Nestes dois exemplos, a hipo´tese de que o modo de
operac¸a˜o e´ conhecido a cada instante pelo controlador nos parece razoa´vel.
Entendemos que ha´ dois aspectos interessantes para pesquisas futuras. O primeiro deles e´
relacionado a` obtenc¸a˜o do filtro baseado no modelo interno da planta para o caso em que a matriz
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de probabilidades de transic¸a˜o na˜o e´ perfeitamente conhecida. Como mostramos na Sec¸a˜o 3.3.2,
este filtro pode ser obtido com a adic¸a˜o de uma restric¸a˜o ao problema de obtenc¸a˜o de um filtro
mais geral. Entretanto, exemplos nume´ricos parecem indicar que tal formulac¸a˜o tem o menor
custo garantido poss´ıvel, o que nos parece razoa´vel. A demonstrac¸a˜o formal de tal fato seria
um avanc¸o importante. Quanto ao outro to´pico de pesquisa, ja´ existe demonstrac¸a˜o para um
Princ´ıpio da Separac¸a˜o no caso de controle H2 (Costa & Tuesta 2004). Naturalmente, tanto o
controlador baseado no Princ´ıpio da Separac¸a˜o quanto aquele obtido com as LMIs apresentadas
nesta tese tera˜o o mesmo desempenho em termos daquela norma, mas ainda esta´ em aberto
demonstrar aquele princ´ıpio a partir de nossa formulac¸a˜o. Acreditamos que seria u´til investir
nesta direc¸a˜o para obter um Princ´ıpio da Separac¸a˜o tambe´m no caso H∞, problema que, ate´
onde sabemos, ainda se encontra em aberto na literatura corrente.
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Apeˆndice A
Alguns resultados auxiliares
Neste apeˆndice demonstramos alguns resultados auxiliares que sa˜o importantes para o desenvol-
vimento da tese, mas que preferimos exibir em separado para melhorar a flueˆncia do texto. O
pro´ximo lema e´ uma ferramenta fundamental para representar restric¸o˜es na˜o lineares em forma
de LMIs, explicitando que se tratam na verdade de conjuntos convexos.
Lema A.1 (Complemento de Schur) A LMI, com X e Z sime´tricas
[
X Y ′
Y Z
]
> 0 (A.1)
e´ va´lida se e somente se uma das seguintes condic¸o˜es for satisfeita
i) {Z > 0, X > Y ′Z−1Y }
ii) {X > 0, Z > Y X−1Y ′}
O enunciado continua verdadeiro se o sinal > for trocado por < nas expresso˜es acima.
Prova: Para a necessidade, vamos assumir que a primeira condic¸a˜o acima e´ va´lida e portanto
Q =
[
X − Y ′Z−1Y 0
0 Z
]
> 0 (A.2)
Definimos a matriz na˜o singular T como
T =
[
I Y ′Z−1
0 I
]
(A.3)
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e temos que TQT ′ > 0, pois Q > 0. Isto implica
TQT ′ =
[
X Y ′
Y Z
]
> 0 (A.4)
e um procedimento ana´logo pode ser usado para a segunda condic¸a˜o.
Para a suficieˆncia, como T e´ na˜o singular, multiplicando (A.1) por T−1 a esquerda e por
sua transposta a direita, chega-se a primeira condic¸a˜o, e um procedimento parecido, com outra
matriz de transformac¸a˜o, pode ser usado para se chegar a` segunda. 
O pro´ximo lema, tambe´m conhecido como lema de Finsler, permite eliminar varia´veis de LMIs
que obedecem uma estrutura bem definida. Naturalmente, esta eliminac¸a˜o permite escreveˆ-las
de forma mais simples. Sua aplicac¸a˜o e´ a principal ferramenta para a obtenc¸a˜o dos Corola´rios
3.4 e 3.7.
Lema A.2 (Eliminac¸a˜o de Varia´veis) Considerando que as matrizes A11, A22 e A33 sa˜o si-
me´tricas, existe Q de dimensa˜o apropriada satisfazendo a desigualdade


A11 A
′
21 Q
′ − A′31
A21 A22 A
′
32
Q− A31 A32 A33

 > 0 (A.5)
se e somente as desigualdades
[
A11 A
′
21
A21 A22
]
> 0
[
A22 A
′
32
A32 A33
]
> 0 (A.6)
forem satisfeitas. Em caso afirmativo, uma poss´ıvel soluc¸a˜o e´ dada por
Q = A31 + A32A
−1
22 A21 (A.7)
Prova: Aplicando complemento de Schur a (A.5) com relac¸a˜o ao termo A22 temos[
A11 Q
′ − A′31
Q− A31 A33
]
>
[
A′21
A32
]
A−122
[
A21 A
′
32
]
[
A11 − A
′
21A
−1
22 A21 Q
′ − A′31 − A
′
21A
−1
22 A
′
32
Q− A31 − A32A
−1
22 A21 A33 − A32A
−1
22 A
′
32
]
> 0 (A.8)
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Para que a desigualdade (A.8) seja va´lida, uma condic¸a˜o necessa´ria e´ que seus blocos diagonais
sejam matrizes definidas positivas. As desigualdades (A.6) surgem do complemento de Schur
aplicado a estes blocos. Entretanto, (A.6) na˜o sa˜o condic¸o˜es suficientes, pois e´ preciso levar em
conta os blocos fora da diagonal principal de (A.8). Pore´m, para Q dado por (A.7), estes blocos
se tornam nulos e as condic¸o˜es passam a ser tambe´m suficientes. 
No Cap´ıtulo 3, apresentamos uma estrate´gia para mudar as varia´veis do problema e escreveˆ-
lo em termos de LMIs. Parte fundamental desta estrate´gia consistiu em representar P˜i e P˜
−1
i a
partir de matrizes de blocos, de forma que a escolha particular de um desses blocos permitisse
que os sistema pudesse ser escrito de forma linear em func¸a˜o das novas varia´veis. O lema a seguir,
baseado em (Geromel 1999) e´ fundamental para garantir a validade dessa escolha.
Lema A.3 Sejam as matrizes sime´tricas Z e X tais que
[
Z Z
Z X
]
> 0 (A.9)
E´ sempre poss´ıvel definir as matrizes sime´tricas Xˆ, Yˆ e matrizes U e V satisfazendo
[
X U
U ′ Xˆ
]−1
=
[
Y V
V ′ Yˆ
]
> 0 (A.10)
onde Y = Z−1.
Prova: Vamos assumir U na˜o singular. A igualdade em (A.10) sera´ va´lida se e somente se as
quatro relac¸o˜es seguintes forem verdadeiras. Primeiro, devemos ter XY + UV ′ = I que permite
determinar V = (I − Y X)U ′−1. Em segundo lugar, XV + UYˆ = 0, que permite determinar a
matriz sime´trica Yˆ = U−1X(Y −X−1)XU ′−1. A terceira relac¸a˜o e´ U ′Y + XˆV ′ = 0 que permite
determinar Xˆ = U ′(X−Y −1)−1U . Usamos a quarta relac¸a˜o para confirmar os resultados obtidos
U ′V + XˆYˆ = U ′(I − Y X)U ′−1 + U ′(X − Y −1)−1X(Y −X−1)XU ′−1
= U ′((I − Y X)− (X − Y −1)−1X(I − Y X))U ′−1
= U ′(I − (X − Y −1)−1X)(I − Y X)U ′−1
= U ′(X − Y −1)−1(−Y −1)(I − Y X)U ′−1
= I
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Por outro lado, qualquer soluc¸a˜o fact´ıvel de (A.9) implica em X > Y −1 e portanto I − Y X
na˜o-singular. Assim, V e´ na˜o-singular como tambe´m
T =
[
I I
V ′Y −1 0
]
(A.11)
Logo, por
T ′
[
X U
U ′ Xˆ
]
T =
[
Y −1 Y −1
Y −1 X
]
=
[
Z Z
Z X
]
> 0 (A.12)
podemos verificar a validade de (A.9) a partir de (A.10) e vice-versa pois T e´ na˜o singular. 
A importaˆncia fundamental do Lema A.3 e´ permitir a escolha adequada de Ui tal que a
desigualdade (3.13) possa ser escrita na forma linear (3.15). Contudo, alguma relac¸a˜o e´ necessa´ria
para o caso geral em que Ui e´ qualquer. Esta relac¸a˜o e´ estabelecida a partir do lema a seguir
Lema A.4 Sejam as probabilidades pij, as matrizes sime´tricas Xj > 0 e Xˆj > 0 e as matrizes
Uj para todo (i,j) ∈ K×K. Enta˜o
Xpi − UpiXˆ
−1
pi U
′
pi ≥
N∑
j=1
pij(Xj − UjXˆ
−1
j U
′
j) (A.13)
Prova: Para qualquer conjunto de matrizes Xˆj > 0 e Uj, j ∈ K temos que
N∑
j=1
pij
[
UjXˆ
−1
j U
′
j Uj
U ′j Xˆj
]
=
N∑
j=1
pij
[
Uj
Xˆj
]
Xˆ−1j
[
U ′j Xˆj
]
≥ 0 (A.14)
Portanto, aplicando complemento de Schur a` desigualdade anterior temos
N∑
j=1
pijUjXˆ
−1
j U
′
j ≥
(
N∑
j=1
pijUj
)(
N∑
j=1
pijXˆj
)−1( N∑
j=1
pijU
′
j
)
≥ UpiXˆ
−1
pi U
′
pi (A.15)
Invertendo o sinal de (A.15) e somando dos dois lados o termo linear Xpi =
∑N
j=1 pijXj chegamos
ao resultado proposto. 
No Cap´ıtulo 4 foi utilizada uma partic¸a˜o diferente daquela indicada no Lema A.3. A partic¸a˜o
que utilizamos deve-se a (Scherer 1995) e e´ exposta no pro´ximo lema.
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Lema A.5 Sejam as matrizes sime´tricas X e Y tais que
[
Y I
I X
]
> 0 (A.16)
Sempre e´ poss´ıvel definir as matrizes sime´tricas Xˆ, Yˆ e matrizes U e V satisfazendo
[
X U
U ′ Xˆ
]−1
=
[
Y V
V ′ Yˆ
]
> 0 (A.17)
Prova: A primeira parte, relacionada com a determinac¸a˜o de Xˆ, Yˆ e V a` partir de X e Y
satisfazendo a igualdade em (A.16) e U na˜o-singular e´ ideˆntica a`quela mostrada na demonstrac¸a˜o
do Lema A.3, sendo portanto omitida. Para o restante da prova, considere a transformac¸a˜o
T =
[
Y I
V ′ 0
]
(A.18)
Logo, por
T ′
[
X U
U ′ Xˆ
]
T =
[
Y I
I X
]
> 0 (A.19)
podemos verificar a validade de (A.16) a partir de (A.17) e vice-versa pois T e´ na˜o-singular. 
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Apeˆndice B
Tamanho me´dio das sequ¨eˆncias de
pacotes corretos e defeituosos
Na equac¸a˜o (4.36) do Exemplo 4.1, introduzimos o paraˆmetro κ como a raza˜o entre o tamanho
me´dio das sequ¨eˆncias de pacotes corretos e de pacotes defeituosos. Como mostramos naquela
sec¸a˜o, isto permite relacionar as probabilidades pR,R e pL,L e avaliar o desempenho em func¸a˜o de
um u´nico paraˆmetro para a qualidade da rede, permitindo uma interpretac¸a˜o mais simples dos
resultados. Tambe´m notamos que, dependendo da premissa levada em conta para o ca´lculo do
tamanho me´dio das sequ¨eˆncias, os valores apresentados podem estar parametrizados em func¸a˜o
de κ ou de κ2.
Para o ca´lculo do tamanho me´dio de sequ¨eˆncias de pacotes corretos x¯, dado que foi recebido
um pacote correto, calculamos as probabilidades conforme a Tabela B.1.
O tamanho me´dio das sequ¨eˆncias corretas e´ dado pela esperanc¸a matema´tica da varia´vel
Tamanho x Probabilidade
1 (1− pR,R)
2 pR,R(1− pR,R)
...
...
n pn−1R,R(1− pR,R)
...
...
Tabela B.1: Probabilidades de ocorreˆncia de sequ¨eˆncias corretas, dado que foi recebido um pacote
correto.
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aleato´ria x:
x¯ =
∞∑
n=1
npn−1R,R(1− pR,R) (B.1)
=
∞∑
i=0
(i+ 1)piR,R(1− pR,R)
=
[
∞∑
i=0
ipiR,R +
∞∑
i=0
piR,R
]
(1− pR,R) (B.2)
O ca´lculo das somas indicadas no interior das chaves da equac¸a˜o (B.2) pode ser feito com o
uso de propriedades de transformada Z (Geromel & Palhares 2004), que permite escrever
Z{piR,R} =
∞∑
i=0
z−ipiR,R =
z
z − pR,R
(B.3)
para todo z complexo tal que |z| > pR,R. Logo, fazendo z = 1 temos o valor da primeira soma
∞∑
i=0
piR,R =
1
1− pR,R
(B.4)
A partir de (B.3) podemos ainda escrever
− z
d
dz
Z{piR,R} = −z
d
dz
[
∞∑
i=0
z−ipiR,R
]
=
∞∑
i=0
iz−ipiR,R (B.5)
Por outro lado, para todo z no domı´nio de Z{piR,R} e´ poss´ıvel escrever
− z
d
dz
Z{piR,R} = −z
d
dz
[
z
z − pR,R
]
=
zpR,R
(z − pR,R)2
(B.6)
logo, fazendo z = 1 do lado direito de (B.5) e (B.6) e igualando os resultados, chegamos ao valor
da segunda soma
∞∑
i=0
ipiR,R =
pR,R
(1− pR,R)2
(B.7)
Substituindo (B.7) e (B.4) em (B.2) temos
x¯ =
1
1− pR,R
(B.8)
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Tamanho x Probabilidade
1 µR(1− pR,R)
2 µRpR,R(1− pR,R)
...
...
n µRp
n−1
R,R(1− pR,R)
...
...
Tabela B.2: Probabilidades de ocorreˆncia de sequ¨eˆncias corretas em estado estaciona´rio.
De forma ana´loga, o valor esperado para o tamanho de sequ¨eˆncias de pacotes defeituosos y¯,
dado que um pacote com erro foi recebido, pode ser calculado como
y¯ =
1
1− pL,L
(B.9)
e ao fazermos a raza˜o x¯/y¯ chegamos a κ como em (4.36).
Note que para o ca´lculo dos tamanhos me´dios realizados ate´ aqui, partimos da premissa de
que a sequ¨eˆncia analisada era de pacotes corretos ou defeituosos. Tambe´m seria poss´ıvel fazer
esta ana´lise sem levar em conta o tipo de sequ¨eˆncia, ou seja, considerar´ıamos que houve uma
sequ¨eˆncia de pacotes do mesmo tipo, sem assumir a priori que tais pacotes seriam corretos ou
defeituosos. Para levar adiante tal hipo´tese, e´ preciso considerar a cadeia de Markov se encontra
em estado estaciona´rio e calcular sua a probabilidade para cada um dos poss´ıveis estados. Como
ja´ discutido na Sec¸a˜o 2.3, este ca´lculo consiste em determinar o autovetor associado ao autovalor
unita´rio da matriz P′. A probabilidade de um pacote ser recebido corretamente e´ dada por
µR =
1− pL,L
2− pR,R + pL,L
(B.10)
e naturalmente, a probabilidade de um pacote ser recebido com defeito e´ µL = 1−µR. Passamos
enta˜o ao ca´lculo de x¯ conforme as probabilidades indicadas na Tabela B.2.
Fazendo as contas, chegamos a
x¯ =
1− pLL
(2− pR,R + pL,L)(1− pR,R)
(B.11)
e de forma ana´loga temos que o tamanho me´dio de sequ¨eˆncias de pacotes defeituosos e´ dado por
y¯ =
1− pR,R
(2− pR,R + pL,L)(1− pL,L)
(B.12)
106 B. Tamanho me´dio das sequ¨eˆncias de pacotes corretos e defeituosos
Logo, a raza˜o entre o tamanho me´dio das sequ¨eˆncias de pacotes corretos e sequ¨eˆncias de
pacotes defeituosos, em uma rede em estado estaciona´rio, quando na˜o se leva em considerac¸a˜o a
priori o tipo de pacote que define a sequ¨eˆncia, e´ dado por
x¯
y¯
= κ2 (B.13)
implicando que toda a ana´lise feita no Exemplo 4.1 permanece va´lida para as novas premissas,
desde que se considere κ2 em vez de κ como paraˆmetro.
Apeˆndice C
Condic¸a˜o para ca´lculo de norma H∞ em
um caso particular de MJLS
No artigo (Seiler & Sengupta 2005) e´ apresentada uma condic¸a˜o para o ca´lculo de normaH∞ para
sistemas G na forma (2.4) com a restric¸a˜o adicional de que os elementos da matriz de transic¸a˜o
de probabilidade satisfac¸am pij = pj para (i,j) ∈ K×K. Em seu Teorema 4 afirma-se o seguinte:
Teorema C.1 (Seiler & Sengupta 2005) Assuma que pij = pj para todo (i,j) ∈ K × K e o
sistema G (2.4) seja fracamente controla´vel. G e´ SMS esta´vel e ‖G‖∞ < 1, se e somente se
existir uma matriz sime´trica P > 0 que satisfac¸a a seguinte LMI
N∑
i=1
pi
[
Ai Ji
Czi Ezi
]′ [
P 0
0 I
][
Ai Ji
Czi Ezi
]
−
[
P 0
0 I
]
< 0 (C.1)
Inicialmente demonstramos que (C.1) e´ uma condic¸a˜o necessa´ria do Teorema 2.8. Seja o
conjunto de restric¸o˜es (2.41) com γ = 1, valor escolhido sem perda de generalidade, simplesmente
para facilitar a comparac¸a˜o com o enunciado do Teorema C.1. De fato, se para cada i ∈ K
multiplicarmos a restric¸a˜o equivalente por pi e somarmos os resultados, chegamos a
N∑
i=1
pi
[
Ai Ji
Czi Ezi
]′ [
Ppi 0
0 I
][
Ai Ji
Czi Ezi
]
−
N∑
i=1
pi
[
Pi 0
0 I
]
< 0 (C.2)
onde a desigualdade estrita ainda e´ va´lida pois pi ≥ 0 para todo i ∈ K, com pelo menos um
pi > 0, uma vez que
∑N
i=1 pi = 1. Levando-se em considerac¸a˜o as probabilidades de transic¸a˜o e´
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poss´ıvel escrever
Ppi =
N∑
j=1
pjPj = P (C.3)
o que nos leva a (C.1) a partir de (C.2).
A partir do seguinte contra-exemplo, pretendemos mostrar que (C.1) na˜o e´ uma condic¸a˜o
suficiente para assegurar que ‖G‖∞ < γ, o que a invalida como condic¸a˜o para o ca´lculo de norma
H∞ no caso particular em estudo. Para este fim, considere um sistema sem dinaˆmica
G :
{
x(k + 1) = 0
z(k) = Ez(θk)w(k)
(C.4)
De acordo com o Teorema 2.8, a norma H∞ de tal sistema e´ dada por
inf
{
γ :
[
Pi 0
0 γI − E ′ziEzi
]
> 0, i ∈ K
}
(C.5)
cuja soluc¸a˜o e´
γ = max
i∈K
λmax(E
′
ziEzi) (C.6)
onde λmax(·) representa o autovalor ma´ximo da matriz indicada. Lembrando a Definic¸a˜o 2.6, tal
valor de norma H∞ pode ser obtido aplicando ao sistema G a entrada
w(k) =
{
υmax(Ez(θ0)
′Ez(θ0)), k = 0
0, k ≥ 1
(C.7)
onde υmax(·) e´ o autovetor unita´rio associado ao autovalor ma´ximo da matriz indicada. Natural-
mente, θ0 em (C.7) deve ser tal que a relac¸a˜o entre a norma da sa´ıda ‖z‖2 e a norma da entrada
‖w‖2 seja ma´xima, como indicado em (2.38).
Passamos agora a analisar o mesmo problema usando a restric¸a˜o proposta por (Seiler &
Sengupta 2005) em que o valor da norma H∞ de (C.4) seria dado por
inf
{
γ :
[
P 0
0 γI −
∑N
i=1 piE
′
ziEzi
]
> 0
}
(C.8)
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e portanto
γ = λmax
(
N∑
i=1
piE
′
ziEzi
)
≤
N∑
i=1
piλmax(E
′
ziEzi)
≤ max
i∈K
λmax(E
′
ziEzi) (C.9)
A desigualdade (C.9) evidencia que a quantidade γ calculada usando a restric¸a˜o proposta por
(Seiler & Sengupta 2005) na˜o e´ de fato a norma H∞ do sistema G, mas apenas um limitante
inferior.
Exemplo C.1 Considere o sistema G como (C.4) com dois modos de operac¸a˜o e matrizes Ezi
dadas por
Ez1 =
[
1 0
]
Ez2 =
[
0 1
]
e matriz de probabilidades de transic¸a˜o dada por
P =
[
0,3 0,7
0,3 0,7
]
Calculamos o valor de γ usando (C.5) e (C.8), respectivamente
max
i={1,2}
λmax(E
′
ziEzi) = 1
λmax (0,3E
′
z1Ez1 + 0,7E
′
z2Ez2) = 0,7
o que evidencia a diferenc¸a entre o valor calculado a partir do Teorema 2.8 e aquele proposto
por (Seiler & Sengupta 2005) atrave´s do Teorema C.1. 
