This talk reviews state-of-art display research toward creating a 3D collaborative interface. A 3D display system that is being developed at the 3DVIS Lab, along with technical challenges involved, will be presented.
2.
3D displays for collaborative interfaces There are several different display approaches to facilitating collaborative work in 3D environments. An attractive and yet expensive solution is to use projection-based immersive displays such as CAVE-like systems [6] or the Responsive Workbench [14] , which allow a number of users to view stereoscopic images by wearing LCD-shutter glasses. While these displays preserve face-to-face communication, the stereo images can be The other non-tracked users will experience both perspective and motion distortion. Several efforts have been made to overcome such a limitation [1, 4, 13] . Beyond these VR-based approaches, AR-based techniques have been explored for multi-user collaborative interfaces. For example, a see-through head-mounted displays (HMD) with head and body trackers was demonstrated in a collaborative interface, which allows multiple local or remote users to work in both real and virtual worlds simultaneously [3] . Multi-scale collaborative AR interfaces attempt to explore the possibility of blending users' experiences in both physical reality and computer-generated virtual environments [3, 10] .
Head-mounted projective display (HMPD) is an emerging technology which lies on the boundary between conventional HMDs and CAVE-like projection displays [8, 12] . Unlike a conventional optical see-through HMD, an HMPD replaces eyepiece-type optics in conventional HMDs with a projective lens and a diffusing screen in conventional projection displays with a phase-conjugate, retroreflection screen. The HMPD concept has been recently explored extensively by several researchers and has been recognized as an alternative solution for a wide range of 3D visualization applications, including collaborative interfaces [7, 9, 10, 11, 12, 16] .
The HMPD concept intrinsically enables a shared workspace with an arbitrary number of individual viewpoints, rather than the leaderprivileged viewing mode of a traditional CAVE-like projection environment. While such HMPDbased collaborative space can potentially take many forms, for instance, a deployable room coated with retro-reflective material demonstrated in [7] , a collaborative infrastructure, referred to as SCAPE (the acronym for Stereoscopic Collaboration in Augmented and Projective Environments), is being developed, which combines a retro-reflective workbench allowing exocentric viewing of an augmented dataset with a room display allowing egocentric viewing of life-size virtual environments [10] . A computer-generated low-detailed microscene is registered with the workbench and physical objects placed on it, while a corresponding high-detailed, lifesize, immersive walk-through, or macroscene, is visualized in the surrounding room. Hence SCAPE allows a seamless blending of multiple-scales, multi-perspectives, virtual and augmented components with which multiple users can concurrently interact from their individual viewpoints [10] . A schematic simulation of the SCAPE conceptual design, a prototype implementation, and sample views captured from the display are shown in Fig. 1 .
3.
Conclusion remarks While 3D display technology received extensive interests in the last decades and significant advancements have emerged, creating an effective AVE for collaborative visualization not only imposes grand challenges on technologies that are directly involved in, such as non-intrusive 3D display technology, scalability, and adequate interaction techniques but also on other crucially related technologies such as increasing demand for data storage capacity and networking bandwidth. For instance, the graph in Fig. 2 illustrates the relationship of data capacity for a 90-mintue stereo video, at various assumptions of field of view (FOV), with respect to the requirements for angular resolution, which ultimately should match the fovea visual acuity of human eye (i.e. 1 arch min). Recording a 90-minute fully immersive 3D environment (i.e. 360x180 degrees of instantaneous FOV), with an angular resolution of 2 arch minutes, yields over 55 Terabytes of raw data. One can expect it will turn into a routine practice, as we are using 2D videos today, once major aspects of the 3D technology development advance toward a point where numerous applications can be practically successful.
