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ABSTRACT 
          Computer-administered tests such as the computerized adaptive test (CAT) and multistage tests 
(MST) have been widely implemented in many large scale tests. In 2000, some testing organizations 
uncovered some pitfalls of CAT after it was applied to large scale testing. After these instances, many 
testing organizations turned away from CAT and started implementing MST as it could mitigate the 
underestimation or overestimation problems faced by CAT. Although the MST is able to alleviate the 
problems faced by CAT, its preassembled modules and panels do not target each examinee as well as 
CAT. The other serious drawback of MST is that the bundling of items and modules may have 
security threat when it is being administered continuously and the test items are purposefully shared 
among examinees via internet. Research on innovative MST designs that assembled items on-the-fly 
have shown great potential to concurrently tap the strengths and reduce the weaknesses of both CAT 
and MST designs (Han & Guo, 2014; Zheng & Chang, 2014; Wang, Lin, Douglas, & Chang,2014). 
As innovative MST designs are still at their infancy stage, designs for both ability estimation and 
mastery testing are still underexplored in the literature. This dissertation is an attempt to propose two 
new innovative MST designs for both ability estimation and mastery testing. This comprises three 
parts: 
1. New on-the-fly assembled multistage adaptive testing (OMST) designs: Approach I. At the 
first stage of the current OMST (OMST-P; Zheng & Chang, 2014), as there is no information 
about the examinee ability, the item selection strategy assembled items that target on an 
average ability examinee. The drawback is that when the examinees’ abilities are very 
different from the average ability, then the items assembled in the first stage are not efficient 
and do not have sufficient measurement accuracy for these examinees. To address this 
limitation, new item selection strategies are proposed in Chapter 3 to allow items to be 
selected from wider ability intervals at early stages and selection intervals get narrower as 
examinee progresses to the later stages. The results from the simulation studies indicate that 
 iii 
 
all the proposed designs have significantly better measurement accuracy than the existing on-
the-fly assembled multistage adaptive testing and have comparable measurement accuracy as 
the CAT design. 
 
2. New on-the-fly assembled multistage adaptive testing (OMST) designs: Approach II. The 
current OMST-P item selection design assembled items based on the provisional examinee’s 
ability estimated at the end of each stage. As the provisional ability estimates tend to be less 
accurate at the start of testing, the items assembled in this manner may not target examinees 
well. As OMST designs assemble modules on-the-fly, new item selection algorithms could be 
programmed to concurrently consider both the provisional examinee’s ability estimate as well 
as the items’ information from a pre-defined set of well-distributed points along the ability 
scale to increase the chance of obtaining more information at the true ability of each 
examinee. Chapter 4 compares the performance of the two proposed OMST designs with the 
standard MST and CAT designs in both ability estimation and mastery testing. 
 
3. New Hybrid designs for ability estimation and mastery testing. To further maximize the 
strengths and minimize the weaknesses of both CAT and MST designs, Chapter 5 proposes 
new MST designs that begin with an OMST step at the early stages of testing and transits to a 
CAT step at later stages. The hybrid designs incorporate the newly proposed OMST item 
selection algorithms (from Chapters 3 and 4) and compare their performances in ability 
estimation as well as mastery testing with existing CAT designs.   
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Chapter 1 
Introduction 
          The rapid advancement in the computer and internet technology has greatly supported the large 
scale implementation of computer-administered tests. Currently, there are broadly three types of 
computer-administered test designs: computer-based test (CBT), computerized adaptive test (CAT) 
and multistage test (MST). Unlike CBT which is a fixed length non-adaptive test design, both CAT 
and MST are considered sequential test design with MST known as a group sequential design and 
CAT known as a fully sequential design. MST and CAT are adaptive and they tailor a test based on 
each examinee’s ability (i.e., selecting modules or items with difficulties that match individual 
examinee’s ability) making the test not too easy or not too difficult for each examinee. 
          Under MST, items are grouped into modules that target different ability levels. These modules 
are then assembled into test administration units called “panels” based on requirement such as 
specific content, qualitative test features, and explicit statistical targets. In this framework, each panel 
is divided into several stages where each stage contains several modules targeting different ability 
levels. During test administration, an examinee will be randomly assigned to a panel and to take the 
test starting from Stage 1 of that panel. After completing a module in a given stage, the examinee will 
be routed adaptively to the most appropriate module in the next stage based on his or her provisional 
ability estimate from the previous stage(s). At each stage, the examinee will be given one module and 
the complete set of modules from a panel assigned to the examinee is known as ‘pathway’. 
          Unlike MST, CAT only selects a single item at a time during test administration. Each item is 
selected based on the examinee’s responses to the previous items. Item selection strategy of CAT 
operates in conjunction with a list of constraints and requirement such as specific content, qualitative 
test feature requirement, and explicit statistical targets. As such, the test for each examinee is 
assembled on-the-fly and terminated once it satisfies the preconceived statistical criterion or criteria. 
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          One limitation of CAT is that for a short test, it may underestimate or overestimate examinees’ 
abilities (Chang & Ying, 2008). This is mainly caused by the commonly used item selection 
algorithm that heavily relied on maximizing the Fisher Information. Under this item selection 
scheme, the step size of updating ability estimate is much larger for shorter tests than longer tests. If a 
more able examinee accidentally answers the first few items incorrectly or a less able examinee 
happens to guess the first few items correctly, then it is difficult for the estimates to return to their 
true ability within short tests. MST estimates the provisional examinee ability only at the end of each 
stage, and as a result, it can alleviate underestimation or overestimation in CAT.  
          Another limitation of CAT is that it does not allow examinees to skip or revisit their completed 
items and this may lead to an unnecessary increase in test anxiety. As MST only adapts between 
stages, they allow examinees to navigate back and forth freely within their current stage. Hence 
examinees are allowed to review and change their answers within each stage, without giving rise to 
unnecessary test anxiety. In CAT, items are selected and administered on-the-fly and as a result, 
subject matter experts and test developers are unable to review the quality the assembled test forms to 
see if they complied with the required test blueprint. In MST design, modules are assembled before 
test administration. This allows subject matter experts and test developers to review the quality of 
every test form.  
          MST has its limitations, too. In MST, modules and panels are preassembled beforehand. Hence 
these preassembled modules and panels may not target every examinee adequately. CAT selects items 
for examinees on-the-fly to match each examinee based on his or her updated provisional ability 
estimate. Hence CAT will provide greater information for each examinee than MST. Also in MST, 
items are bundled in modules and modules are bundled in panels. This may have security threat if the 
MST is administered continuously and the test items are shared among examinees via internet. 
         According to Lord (1980), the use of MST as a 2-stage testing appeared in the literature as early 
as 1965 (Cronbach & Gleser, 1965). These 2-stage testing were applied in sequential paper-and-
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pencil testing where only the borderline examinees would be given the second stage test to determine 
whether they would be selected or rejected. However, the development of MST was not as rapid as 
CAT due to the fact that CAT being an item-level adaptive test, is the best design among the different 
computer-administered test designs that could increase the efficiency of assessment (Hendrickson, 
2007). However, some testing organizations uncovered some pitfalls of CAT after CAT was applied 
to large scale tests. For instance, it was reported in 2000 that Educational Testing Service (ETS) 
realized that computerized Graduate Record Examinations General Test (GRE CAT) system provided 
inaccurate scores for a few thousand of examinees and ETS offered the affected examinees to retake 
the test without charges (Carlson, 2000). In 2002, the Graduate Management Admission Test 
(GMAT) CAT system was reported to have provided incorrect scores for about a thousand examinees 
(Chang, 2004). After these instances, research in MST began to flourish and grow rapidly as MST 
could alleviate the problems faced by CAT. Many testing organizations turned away from CAT and 
started implementing MST instead (Hendrickson, 2007). 
         With the increased popularity in the MST in large scale testing, there is a surge in the amount of 
research conducted on MST. The review in the Chapter 2 aims to report the development of MST in 
the following aspects:  
(a) What are the different MST designs for ability estimation and classification purposes? 
(b) How are the automated test assembly extended from conventional fixed length test designs to the 
assembly of MST designs? 
          The review is divided into three sections: ‘Standard MST Designs’, ‘Innovative MST Designs’, 
and ‘Extension of Automated Test Assembly to MST’. The first section provides a review of research 
conducted on the standard MST designs for ability estimation and mastery testing. The second section 
reports the development of innovative MST designs to alleviate some of the limitations faced by the 
standard MST designs. The third section covers the development of the automation of MST assembly 
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process by adapting the well-established automated test assembly approaches of fixed length test 
designs. 
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Chapter 2 
Literature Review 
2.1 Standard MST Designs 
          MST designs can differ in terms of the number of stages in a panel, the number of modules in 
each stage, the number of items within each module, and the pathways an examinee could take when 
taking the test. The quest of MST designs that are best suited for ability estimation and mastery 
testing under different scenarios has received much attention within the MST literature. The review in 
this section includes comparison studies of different factors in MST (e.g. panel design and routing 
rules) that were conducted by researchers in the field. 
 
2.1.1 Ability Estimation Testing 
          Schnipke and Reese (1999) compared the performances of several MST designs with CAT and 
paper-and-pencil designs based on items from Law School Admission Test (LSAT). The MST 
designs studied were (a) 2-stage module design; (b) 2-stage module design with repeated routing to 
different levels in Stage 2 (at most two times) if examinees were deemed to be misclassified; (c) 
multistage 1-3-4-5 module design (i.e., MST having 1, 3, 4, and 5 modules in Stage 1, 2, 3, and 4 
respectively); and (d) maximum information multistage design. A maximum information CAT design 
and two paper-and-pencil (P&P) designs were used for comparison with the different MST designs. 
          In all the MST designs, every module contains 5 items having item difficulty parameters 
generated from a normal distribution with mean anchored at different pre-determined ability locations 
and standard deviation of 0.8. In the 2-stage module design, there were two modules in Stage 1 with 
the both difficulty anchored at 𝜃 =  −0.5. The 𝜃 anchors for modules in Stage 2 were -1.0 (low), 0.0 
(medium), 1.0 (high) respectively. In the 2-stage module design with repeated routing to different 
levels in Stage 2, the first two stages were the same as that in the 2-stage module design. The 𝜃 
anchors for each of the repeated module were the same as that in Stage 2: with 𝜃 anchors at  
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-1.0 (low), 0.0 (medium), 1.0 (high). In the multistage 1-3-4-5 module design, the first two stages 
were also the same as that in the 2-stage module design. The 𝜃 anchors for the 4 modules in Stage 3 
were at -1.25, -0.75, 0.75, and -1.25. The difficulties of the modules in Stage 4 were anchored at 
−1.5, −1.0, 0.0, 1.0, and 1.5. During the module construction, the generated modules were retained 
only if the difference between the highest and lowest 𝑏-parameters of the items were between 1.5 and 
2.0 and that the mean of the 𝑏 values was within 0.3 deviations from their respective 𝜃 anchors. The 
𝑎-parameters for items in Stage 1 were generated from a normal distribution with mean 0.8 and a 
standard deviation of 0.22. For Stages 2, 3, and 4, the 𝑎-parameters for items were generated from a 
normal distribution with mean 0.9 and a standard deviation of 0.22. The 𝑐-parameters for all stages 
were drawn from uniform distribution ranging from 0.15 to 0.22.  
          After all the modules were generated, the routing rules based on true-score routing from one 
stage to another were established as follows: For the 2-stage module design, 50,000 of examinees 
from a standard normal distribution were simulated to take all the possible pathways from Stage 1 to 
Stage 2. The three possible ability estimates and their respective mean square errors (MSE) were 
obtained for each examinee. For each level at Stage 2 (low, medium and high), the average MSE for 
each raw score (number of items correct) at the end of Stage 1 were computed and plotted against the 
corresponding raw score. The intersections of the curves would give the thresholds for the different 
true-score routing rules from Stage 1 to 2. For example, the intersection of low and medium level 
gives the threshold for routing from Stage 1 to the module with low difficulty level at Stage 2. The 
same procedure was used to obtain all the true-score routing rules for other MST designs. In the 25-
item fixed length CAT design, a 10-9-8- exposure control method (e.g. Kingsbury & Zara, 1989) was 
incorporated. In this exposure control method, the first item was randomly selected among the 10 
most informative items at moderate difficulty level based on the maximum Fisher information 
method. The second item was randomly selected among the 9 most informative items at the updated 
provisional examinee’s ability estimate based on the maximum Fisher information method and this 
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continues until the administration of ninth items. From tenth item onwards, the most informative 
items at the updated examinee’s ability estimate based on the maximum Fisher information method 
would be selected. 
          In the maximum information multistage design, the total test length was fixed at 25 items and 
the 10-9-8- exposure control method was also incorporated. During administration, the first module 
was randomly selected among the 10 most informative modules at moderate difficulty level of 𝜃 =  0 
based on the maximum Fisher information method. The second module was randomly selected 
among the 9 most informative modules at the examinee’s updated provisional ability estimate based 
on the maximum Fisher information method and this continues until all 5 modules were 
administrated. In the P&P designs, two intact LSAT (targeting at middle ability examinees) test 
sections containing 25 and 26 items respectively were used. The single section 25-item design and the 
combined sections 51-item design were used for comparison with the MST designs. The 
performances of all the designs were evaluated based on (a) root mean square error (RMSE); and (b) 
bias statistic. 
          Schnipke and Reese (1999) found that the maximum information CAT design had the lowest 
RMSE and bias while the 25-item P&P design had the highest RMSE and bias. The 2-stage module, 
multistage and maximum information multistage designs had very similar RMSE and bias compared 
to the 51-item P&P design for 𝜃 less than 1.5. For 𝜃 greater than 1.5, the 2-stage module and 
multistage designs had slightly higher RMSE and bias than the 51-item P&P design while the 
maximum information multistage designs had slightly lower RMSE and bias than the 51-item P&P 
design. This provided evidence that even a 2-stage 36-item MST designs required fewer items to 
attain the same precision as a 51-item P&P design in ability estimation for almost the entire ability 
scale. 
          Patsula (1999) compared the performances of several fixed length MST designs with P&P 
designs and CAT designs. In her study, 1,256 multiple-choice items from the Logical Reasoning 
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section of the Law School Admission Test (LSAT) were used. The bank was first partitioned into 3 
equivalent sub-pools and one of the three sub-pools was randomly selected for the study. All designs 
had fixed total test length of 36 items and were subjected to the same nine content constraints based 
on LSAT test specialists’ advice.  
          In the 36-item CAT design, the most informative items from the 418-item sub-pool based on 
the maximum Fisher information method will be selected for administration. The conditional item 
exposure rate was maintained at 0.25. A 2:1 weighting of information and exposure was used to 
prevent high discriminating items from being selected for the examinees who took the tests earlier. 
For MST designs, test information from a typical CAT design was used as their target test 
information. Twelve conditions of the two MST models were simulated in terms of (a) number of 
stages (2 or 3 stages); (b) number of modules per stage (3 or 5 modules per stage); and (c) number of 
items per module (higher stage, compromise and routing test: refer Table 2.1 for details).  
 
Table 2.1 Allocation of Items within each Stage by MST Design 
 MST Design  
 
 2-Stage 3-Stage 
 
 [Proportion of Items Allocated (Number of Items)] 
 Stage 1 Stage 2 Stage 1 Stage 2 Stage 3 
Higher Stage 1/3 (12) 2/3 (24) 1/6 (6) 1/3 (12) 1/2 (18) 
Compromise 1/2 (18) 1/2 (18) 1/3 (12) 1/3 (12) 1/3 (12) 
Routing Test 2/3 (24) 1/3 (12) 1/2 (18) 1/3 (12) 1/6 (6) 
 
          Both the P&P and MST designs were assembled by using the CASTISEL program (Luecht, 
1998). For each of the MST condition, two panels were created. The routing rules for the 2-stage 1-3 
module MST designs were established by dividing the LSAT ability distribution into three equal 
regions so that equal number of examinees was channelled to each pathway. The mid-points of the 
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three ability regions would be the anchors of the three modules in the next stage. Similar process for 
establishing the routing rules were used for the other MST designs (1-5, 1-3-3, 1-5-5 module 
designs). Ten groups of ability levels (-2.25 to 2.25 with increments of 0.50) were simulated with 500 
examinees in each group. The performance of each the design was evaluated based on (a) root mean 
square error (RMSE); (b) bias statistic; and (c) relative efficiencies of (i) MST versus CAT and (ii) 
MST versus P&P (ratio of the sum of MST test information at each of the 10 ability levels to the sum 
of CAT/P&P test information at each of the 10 ability levels). 
          Patsula found that among the 14 designs, CAT provided the best accuracy in ability estimation 
while P&P provided the worse as expected. The 3-stage MST designs provided lower RMSE than 2-
stage MST designs. This observation is aligned with the fact that the greater number of stages 
provides more adaption points across the stages and the resulting pathways are more tailored to the 
ability of each examinee. When the number of modules increased from three to five, there were also 
increased in the precision of ability estimation over the ability range from -0.75 to 2.25. This shows 
that given a fixed number of stages, one could increase the precision of ability estimation by 
constructing more modules anchoring at different difficulty levels within each stage so that more 
targeted modules could be administered to each examinee.  
          Over the same ability range, no differences in accuracy of ability estimation were observed 
with different combination of items per stage for the MST designs, except for the 3-stage 1-3-3 
module MST design whereby an equal number of items in the second and third stages provided the 
best accuracy. It was also observed that the different item combination within each stage for MST 
designs had little impact on relative efficiencies of MST designs with respect to P&P and CAT. 
Among the 14 designs, positive biases were observed at the lower end of the ability scale while 
negative biases were observed at the higher end of the ability scale. CAT design had the least bias.  
          The increases in the relative efficiencies of MST designs with respect to P&P and CAT were 
larger when the number of modules per stage increased from three to five than when the number of 
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MST stages increased from two to three. This indicates that increasing the number of modules 
anchoring at different difficulty levels have a higher leverage compared to increasing the number of 
stages, given the same number of items. This finding has important implication especially when 
planning and formulating MST designs. 
          Zenisky (2004) investigated the impact of MST factors on performance of different MST 
designs. The factors studied were (a) total test information (a 50% increase: 1.50I, no change or Full: 
1.00I, a 25% decrease: 0.75I, or a 50% decrease: 0.50I); (b) distribution of test information across 
stages ({1/3-1/3-1/3} or {1/2-1/4-1/4}); (c) module design (1-2-2, 1-3-3, 1-2-3, or 1-3-2 module 
design); (d) routing strategy (defined population intervals {DPI}, matching module difficulty and 
ability estimates {Proximity}, number-correct scoring {NC}, or random module assignment); and (e) 
passing rate (30%, 40%, or 50%). In the study, 3,222 items with 3 content dimensions were simulated 
so that a larger but statistical parallel item bank was obtained to resemble the operational 354-item 
bank used for Certified Public Accountants’ (AICPA) Uniform CPA Exam. The target test 
information function (TIF) for the MST was obtained by taking the average of the TIFs obtained from 
operational tests. The passing rates of 30%, 40%, and 50% corresponded respectively to 0.521, 0.223, 
and 0.000 on the ability scale. 
          The total test lengths for all the MST designs were fixed at 60 items and were subjected to the 
same 3 content dimension constraints. In the second and third stages of all the MST designs, a stage 
with 2 modules would have 1 easy and 1 hard module while a stage with 3 modules would have 1 
easy, 1 medium, and 1 hard module. In all the MST stages, the medium difficulty modules were 
always anchored at the abilities that correspond to the respective passing score considered. The easy 
and hard modules would then be anchored respectively at half a standard deviation to the left and 
right of the medium difficulty anchor along the ability scale. All the MST designs were assembled 
using the computer program CASTISEL (Luecht, 1998). The performances of all the designs were 
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evaluated based on (a) decision accuracy; (b) decision consistency; (c) Pearson correlation between 
true and estimated abilities; and (d) root mean square error (RMSE). 
          Zenisky found that as the total test information decreased (stepwise from 1.50I to 0.50I), 
Pearson correlation coefficients, decision accuracy and consistency also decreased. Both decision 
accuracy and decision consistency had the greatest decreases from {0.75I} to {0.50I}. RMSEs 
increased by 0.05 from 1.50I to 1.00I and grew to a value of 1.0 when information decreased from 
0.75I to 0.50I. This indicates the important of ensuring each assembled MST possesses test 
information that does not fall below the established lower information threshold. Under higher total 
test information conditions (1.50I or 1.00I), the {1/3-1/3-1/3} information division strategy 
outperformed the {1/2-1/4-1/4} strategy in terms of decision accuracy and decision consistency. 
Under lower total test information conditions (0.75I or 0.50I), decision accuracy and consistency of 
both information division strategies were comparable. The results based on Pearson correlation 
coefficients and RMSEs indicated that the {1/2-1/4-1/4} information division strategy performed 
slightly worse than the {1/3-1/3-1/3} strategy. 
         Zenisky also found that different MST designs provided similar results for all the indices 
evaluated. For routing strategies, proximity and number-correct scoring provided highest decision 
accuracy followed by defined population intervals routing strategy which was slightly lower while 
random routing was slightly worse. In terms of decision consistency, random routing performed 
slightly better than the other three strategies whereas in terms of both Pearson correlation coefficients 
and RMSEs, the other three strategies which were comparable with one another and performed 
slightly better than random routing. Her finding that random module assignment routing strategy 
performed almost as well as defined population intervals, proximity, and number-correct scoring 
routing strategies in classification and ability estimation accuracies seems counter intuitive. More 
research may need to be conducted for validation. 
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         As passing rates changed from 30% to 40% and 50%, all the evaluation indices became worse. 
Decision accuracy and decision consistency showed slightly greater decreases from passing rates of 
30% to 40% than that from 40% to 50%. The Pearson correlation coefficients and RMSEs were 
comparable at 30% and 40% passing rates but were slightly worse at the 50% passing rate. The 
finding that classification and ability estimation accuracies were the worse when passing rate 
coincided with target population’s mean ability location, triangulates with the results from studies by 
other researchers. 
2.1.2 Mastery Testing 
          Xing and Hambleton (2004) investigated the impact of item bank size and item quality on MST 
design and linear parallel form test (LPFT) design in terms of the decision consistency and decision 
accuracy of an existing credentialing examination. The original item bank consisted of 240 items with 
𝑎-parameter having log normal distribution with mean 1.0 and standard deviation 0.25, 𝑏-parameter 
normally distributed having mean 0.0 and standard deviation 1.5, and 𝑐-parameter having uniform 
distribution from (0.0, 0.35). Items generated were randomly assigned to 5 content categories to 
reflect the general characteristics of the existing credentialing examination. In the study, six 
conditions of item banks were simulated: (a) item bank size (240 or 480 items); and (b) item quality 
(poor, average, and best corresponding to average 𝑎-parameter of 0.60, 1.00, and 1.40 respectively).  
          Three computer-administered test designs were used: (a) linear parallel-form test (LPFT) 
design; (b) 2-stage 1-3 module MST design; and (c) CAT design. The total test length for all the 
designs were fixed at 35 items and were subjected to the same content constraints. For LPFT design, 
5 non-overlapping forms with optimal information at the neighborhood of passing score for the 
examination were assembled from each of the 6 item bank conditions. During administration, one of 
the 5 forms would be randomly selected and as a result, the item exposure rate was held at 0.2. The 2-
stage 1-3 module MST design comprises a 20-item routing module with difficulty anchored at ability 
𝜃 = 0 in the first stage, and three 15-item easy, moderate, and hard modules with difficulty anchored 
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respectively at ability 𝜃 = −1.04, 0.0, and 1.01 in the second stage. The routing rule was established 
based on examinees’ ability to channel examinees equally to the three modules in the second stage. 
Hence, the item exposure rates for routing test and modules in Stage 2 were held at 0.20 and 0.17 
respectively. In the 35-item CAT design, the first item would be randomly selected from an ability 
interval within one standard deviation below the population mean. From second item administration 
onwards, the most informative items based on the maximum Fisher information method would be 
selected. The conditional item exposure rate was maintained at 0.2. The passing rate was set at 50% 
with a passing score at 𝜃 = 0.0. The performances of all the designs under the six item bank 
conditions were evaluated based on (a) decision accuracy; (b) decision consistency; and (c) kappa 
statistics over parallel administration of every examinee. 
          Xing and Hambleton (2004) found that for the 240-item bank, the test information functions of 
LPFT design peaked at 8.0, 12.0, and 16.0 for poor, average, and best item quality conditions 
respectively. For the 480-item bank, the test information functions of LPFT design peaked at 10.0, 
18.0, and 27.0 for poor, average, and best item quality conditions, respectively. Their findings show 
that a larger item bank with poorer quality items may be worse off than a smaller item bank with 
higher quality items. This has indicated that the item quality and size of the item bank are important 
considerations when constructing a MST design. 
          For each of item bank conditions, the MST designs provided higher test information functions 
over a wider range of ability scores near the passing score for all the three pathways than that of the 
LPFT designs. This provides triangulation that MST designs are more efficient than the LPFT designs 
in term of ability estimation. The kappa statistics, decision accuracy and consistency and were 
comparable for all the computer-administered test designs within each of the 6 item bank conditions 
with CAT designs performed slightly better than the other two designs for the larger item bank. 
          In another study, Hambleton and Xing (2006) investigated the impact of passing score and the 
amount of test information on the decision consistency and accuracy (pass-fail decisions) of different 
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computer-administered test designs. Six hundreds dichotomously scored items were selected from an 
existing credentialing examination. These items were randomly assigned to 5 content categories to 
reflect the general characteristics of the existing credentialing examination. In the study, three choices 
of passing score were investigated: at 𝜃 = −0.5 (passing rate of 70%), at 𝜃 = 0.0 (passing rate of 
50%), and at 𝜃 = 0.5 (passing rate of 30%). Three computer-administered test designs were used: (a) 
linear parallel-form test design; (b) 3-stage 1-3-3 module MST design; and (c) CAT design. The total 
test length for all the designs were fixed at 60 items and were subjected to the same content 
constraints. For linear parallel-form test (LPFT) design, 3 sets of 5 non-overlapping forms were 
assembled with optimal information value of approximately 10.0 at the neighbourhood of 𝜃 =
−0.50, 0.00, and 0.50. During administration, one of the 5 forms would be randomly selected so that 
the item exposure rate was held at 0.2.  
          For the 3-stage 1-3-3 module MST design, it comprises a 20-item routing module of moderate 
difficulty in the first stage, and three 20-item modules (of easy, moderate, and hard difficulty) in the 
second and third stages. Two 3-stage MSTs were constructed with the target test information having 
optimal information value of approximately 10.0 at the neighborhood of 𝜃 = 0.0 and 𝜃 = 0.5 
respectively. The LPFT and MST designs would be known as optimal when the target test 
information was at the passing score. Otherwise, it would be called non-optimal. For the MST centred 
at 𝜃 = 0.0, the routing rules were established based on examinees’ abilities to ensure equal number of 
examinees were channelled to the three second stage modules. Examinee with ability 𝜃 < −0.5 
would be channelled to the modules with easy level at Stages 2 and 3. While examinee with ability 
𝜃 > 0.5 would be channelled to the modules with hard level at Stages 2 and 3. Examinee with ability 
−0.5 ≤ 𝜃 ≤ 0.5 would be channelled to the modules with moderate level at Stages 2 and 3. On the 
other hand, for the MST centred at 𝜃 = 0.5, examinee with ability 𝜃 < −0.3 would be channelled to 
the modules with easy level at Stages 2 and 3. While examinee with ability 𝜃 > 1.3 would be 
channelled to the modules with hard level at Stages 2 and 3. Examinee with ability −0.3 ≤ 𝜃 ≤ 1.3 
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would be channelled to the modules with moderate level at Stages 2 and 3. For the 60-item CAT 
design, the first item will be randomly selected from an ability interval within one standard deviation 
below population mean for administration. From second item administration onwards, the most 
informative items based on the maximum Fisher information method will be selected. The item 
exposure rate was maintained at 0.2. The passing rate was set at 50% with a passing score at 𝜃 = 0.0. 
The performances of all the designs under the six item bank conditions were evaluated based on (a) 
decision accuracy; (b) decision consistency; and (c) kappa statistics over parallel administration of 
every examinee. 
          Hambleton and Xing (2006) found that that for LPFT designs, targeting the TIFs at the mean of 
the examinees’ proficiency distribution gave slightly better DA and DC than targeting TIFs at 
decision points. For MST designs, targeting TIFs at decision points produced slightly better decision 
accuracy and consistency than LPFT design. These findings show that when planning and 
constructing a MST design, the purpose (for ability estimation or mastery testing) will drive the 
development of the type of items needed. CAT performed the best in both decision accuracy and 
consistency among all the designs.  
          Jodoin, Zenisky, and Hambleton (2006) compared the performances of fixed length linear-on-
the-fly tests (LOFTs) and MST designs with operational test forms for a pass-fail credentialing 
examination: (a) three 60-items LOFT designs, (b) two 60-item 3-stage 1-3-3 module MST designs, 
(c) two 40-item 2-stage 1-3 module MST designs, and (d) 4 operational test forms. In the study, 238 
dichotomously scored multiple-choice items with 3 content categories from a real item bank were 
used. The average test information functions of 4 operation forms was used as the target test 
information for the assembly of test forms (both LOFT and MST designs) using CASTISEL program 
(Luecht, 1998). All the designs were subjected to the same content constraints. 
          Two 3-stage 1-3-3 module MST designs, known as 3-stage MST design 1 and 2, were 
constructed. Each comprises a 20-item routing module of moderate difficulty anchored at the ability 
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location identical to the centre of the target test information in first stage, and three 20-item modules 
of easy, moderate, and hard difficulty in the second and third stages. The easy and hard difficulty 
levels were respectively anchored at half a standard deviation horizontally to the left and to right 
along the ability scale from the moderate difficulty anchor. The 3-stage MST design 1 and 2 were 
respectively constructed based on 1/3-1/3-1/3 and 1/4-3/8-3/8 information division strategy. The 2-
stage MST design 1 and 2 were then constructed by respectively removing the third stage from the 
two 3-stage MST designs. 
          The ability estimation performances of all the designs were evaluated based on (a) Pearson 
correlation coefficient between the true ability and final ability estimates; (b) test-retest reliability of 
the first form of each test design; and (c) “parallel-forms” reliability of each form within test design. 
For classification accuracy comparison, 3 passing rates were considered: 30%, 40%, and 50% which 
corresponded to 0.521, 0.223, and 0.000 on the ability scale respectively. The classification 
performances of all the designs were evaluated based on (a) decision accuracy, (b) decision 
consistency, and (c) Kappa coefficient. 
          Jodoin et al. (2006) found that the 3 correlation indices indicated that both LOFT and 3-stage 
MST designs provided highly consistent results in terms of ability estimation. The correlation indices 
of 2-stage MST designs were just slightly lower than that of LOFT and 3-stage MST designs. For 
classification decision, the 3-stage MST performed slightly better than LOFT but slightly worse than 
the operational forms. The MST did not outperform the operational forms as expected because their 
real item bank was not adequate to ensure that the MST designs and LOFTs could meet the intended 
target test information. Although the 2-stage MST design performed the worse, it managed to achieve 
correct classification accuracies of at least 88% across all the 3 passing rates. The 2-stage MST 
design provided lower decision consistency and Kappa compared to both LOFT and 3-stage MST 
designs. This was quite commendable as the 2-stage MST could potentially reduce the cost and 
testing time needed. 
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          Zheng, Nozawa, Gao and Chang (2012) used the top-down strategy based on heuristic 
automated approach to assemble their MST and compared the performances of these MST designs 
with the P&P and the CAT designs in terms of correct classification of examinees into five 
categories. In the study, 600 multiple-choice items with 8 content categorises from a real -item bank 
were used. The total test lengths for all MST and CAT designs were fixed at 21 items while the P&P 
design was fixed at 30 items. All the designs were subjected to the same content constraints.  
          The factors studied in the MST design were (a) number of stages (three: 1-2-4  module design 
or four: 1-2-3-4 module design); (b) module length assignment (see Table 2.2 below); (c) item 
overlap; and (d) routing strategy (true-score routing or theta routing); and (e) assembly priority 
(forward: starts assembly from Stage 1 sequentially to Stage 4 or backward assembly: starts assembly 
from stage 4 sequentially back to Stage 1). Eight conditions of the two MST models in terms of the 
allocation of items are shown in the Table 2.2. 
Table 2.2 Allocation of Items within Each Stage by Condition 
 1-2-3-4 Model 
 Stage 1 Stage 2 Stage 3 Stage 4 
Model condition A 6 5 5 5 
Model condition B 7 6 4 4 
Model condition C 4 6 6 5 
Model condition D 4 4 6 7 
 
                                1-2-4 Model 
 Stage 1 Stage 2 Stage 3  
Model condition E 7 7 7  
Model condition F 9 6 6  
Model condition G 6 9 6  
Model condition H 6 6 9  
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          The four decision points were set at -1.39, -0.47, 0.28, and 1.18. The difficulties of the last four 
modules for both MST designs were anchored at the four decision points. The 𝜃 anchors for all 
modules in the preceding stages were the mean of the 𝜃 anchors of all their respective sub-routes.  
The test information targets of each module in the final stage were computed in two ways: (a) linear-
form target: by taking the average of test information values of corresponding linear tests; (b) bank-
optimized target: by taking the average of test information values of several modules that were 
sequentially assembled using the maximum information method. The targets for each module in the 
preceding stages were the mean of the targets of all its sub-routes. A simplified version of the 
normalized weighted absolute deviation heuristic (NWADH; Luecht, 1998) was used to assemble 
modules. In the CAT design, the first four items were randomly selected for administration. From 
fifth item administration onwards, item was randomly selected among the 15 most informative items 
based on the maximum Fisher information method. The performances of all the designs were 
evaluated based on (a) root mean square error (RMSE); (b) Pearson correlation coefficient between 
the true 𝜃s and the 𝜃 estimates; (c) correct classification rate; and (d) item bank usage. 
          Zheng et al. (2012) found that there were no clear consistent findings for the following factors: 
(a) between 4-stage 1-2-3-4 module design or 3-stage 1-2-4 module design; (b) among different 
module length assignments; and (c) between true-score and 𝜃 routing strategies. These results 
indicate that increasing the number of stages may not always increase classification accuracy and that 
the complexity of the 𝜃 routing strategy may not always have advantage over the simple true-score 
routing strategy. The mixed findings on the different module length assignments observed agreed 
with Patsula’s (1999) study. 
          MSTs assembled using backward assembly priority provided higher correct classification rates 
than those assembled using forward assembly priority. This finding agrees with the recommendation 
by Chang and Ying (1999) that higher discriminating items should be used at the later stages of 
testing. Among all the active items, MST designs showed more uniform item exposure rates than 
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CAT designs. Comparison between MST (constructed based on linear form target) and linear form 
indicated that all MST conditions had higher correct classification rates than liner forms whereas 
linear forms had smaller RMSE and higher Pearson correlation coefficient than most of the MST 
conditions. This finding that longer linear forms had smaller RMSE and higher Pearson correlation 
coefficient than most of the MST conditions seems to be meaningless as both designs are not of the 
same total test length. Comparison between MST (constructed based on bank-optimized target) and 
CAT showed that CAT had smaller RMSE and higher Pearson correlation coefficient than all MST 
conditions. MST designs with item overlap provided higher classification rates than CAT whereas 
CAT had higher classification rates than MST designs with no overlap. This indicates that a well-
designed MST could outperform CAT. 
 
2.2 Innovative MST Designs 
          The standard MST could lessen the underestimation or overestimation problems faced by CAT, 
but they are not as efficient as CAT in terms of precision in ability estimation. This is because the 
preassembled modules and panels of the standard MST designs may not target every examinee 
adequately compared to CAT where items are selected on-the-fly to match each examinee updated 
provisional ability estimate. Moreover, bundling of items and modules within standard MST’s panels 
may suffer security threat especially when it is being administered continuously and the test items are 
purposefully widely shared among examinees, especially given access to internet. The review in this 
section covers three innovative MST designs that could concurrently tap the strengths and reduce the 
weaknesses of both CAT and MST designs. 
2.2.1 Multistage Testing By Shaping Modules On-The-Fly Design 
          Han and Guo (2014) proposed an innovative MST known as MST by shaping (MST-S) that 
first assembles items in each stage of MST randomly according to the required content specification 
on-the-fly and then replaces items with eligible items from the item bank randomly and iteratively to 
reduce the difference between the target Test Information Function (TIF) and the current TIF. 
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Essentially at each stage, items are randomly assembled based on the content specification and the 
area 𝐴 between the TIF of the current assembled module and the target TIF, is computed. Next, an 
item is randomly selected from the set of eligible items in the item bank to replace one item in the 
current module, and the area 𝐴 is recomputed. If the new area 𝐴 is reduced with the replacement then 
the replacement will be kept. Otherwise, discarded the newly selected item and retain the original set 
of items. The process continues until the number of iterations reaches its pre-determined target. 
          A simulation study was conducted based on a 420-item bank for measuring quantitative 
reasoning skills. A sample of 60,000 examinees was simulated from a uniform distribution ranging 
from -3 and 3. For comparison, two different CAT designs and a typical 1-3-3 module MST design 
(MST-R) were used. The item selection algorithm for both the first and second CAT designs is based 
on maximum Fisher Information criterion but select an item randomly from the 3 most informative 
items. The 𝑎-stratification method with 𝑏-blocking (Chang & Ying, 1999; Chang, Qian & Ying, 
2001) was incorporated only in the second CAT design. The MST-R design consists of 3 stages with 
20 items per module. Three parallel panels were assembled with each panel having 1 module that 
contained items with a wide range of difficulties in first stage, and 3 modules anchored at easy, 
medium, and hard levels in the second and third stages. For the MST-S design, all the TIFs were 
evaluated at 3 points on the ability scale: 𝜃 − 1, 𝜃, and 𝜃 + 1. Target TIFs at these 3 points for the 
first, second, and third stages were {4, 5, 4}, {9, 15, 9} and {12, 25, 12} respectively. These targets 
were established from the typical 1-3-3 MST so that they are comparable. Three different MST-S 
designs were constructed: MST-S3, MST-S6 and MST-S100 having 3, 6 and 100 iterations 
respectively. Performances of the different designs were evaluated in terms of (1) conditional errors 
of estimation; (2) conditional mean absolute error; (3) conditional bias statistics; and (4) item 
exposure. The conditional statistics were conditioned on 𝜃 levels with 𝜃 interval width of 0.1. 
          In this simulation study, Han and Guo (p. 127) found that the conditional errors of estimation 
of MST-S3 is comparable to that of MST-R while the conditional errors of estimation of MST-S6 is 
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lower than that of MST-R for most of the ability level. The conditional errors of estimation of MST-
S100 is between that of MST-S6 and that of the 2 CAT designs. This indicates that MST-S could be a 
practical approach for large scale testing as it does not require many iterations to achieve reasonable 
TIFs that are closed to the target TIF. Moreover, MST-R assembles items on-the-fly and all eligible 
items in the bank could be used at any stage. 
          As expected, the first CAT design outperformed all the designs in terms of conditional errors of 
estimation. It was also observed that the three MST-S designs had flatter conditional errors of 
estimation throughout the observed 𝜃 values. Similar patterns were observed for conditional mean 
absolute error. In terms of conditional bias statistics, underestimations of 𝜃 were observed when  
𝜃 > 0 and overestimations of 𝜃 were observed when  𝜃 < 0 for all the designs. These findings 
indicate that the shaping of the modules on-the-fly could effectively ensure that examinees with 
different ability levels are measured with similar precision. The second CAT design did not show a 
tendency to use items with higher 𝑎-parameter values. The MST-S3 and MST-S6 selected items more 
evenly compared to the first CAT design and MST-R design. However, MST-S100 showed a 
tendency to use items with higher 𝑎-parameter values. More research may need to be conducted to 
see if it is a phenomenon from the high TIF target used in the experimental condition. 
2.2.2 On-The-Fly Assembled Multistage Adaptive Testing Design 
          Zheng and Chang (2014) proposed an innovative MST design known as on-the-fly assembled 
multistage adaptive testing (OMST) that assembled items in each stage of a MST on-the-fly based on 
the provisional examinee’s ability estimate and not pre-assembled before test administration. Like the 
typical MST, in an OMST each examinee is tested in stages and only routed adaptively between 
stages. Although the items are assembled on-the-fly, the computer algorithms could be programmed 
to handle pre-specified content coverage, exposure rates as well as other item characteristics. 
Typically, the items assembled for OMST in Stage 1 are of moderate difficulty. After an examinee 
completes these items, his or her responses are used to compute a provisional ability estimate. Based 
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on the provisional ability estimate, another set of items are assembled for Stage 2 testing. When the 
examinee completes the second stage, his or her responses to all the items administered are used to 
compute a new provisional ability estimate that will in turns, guide the assembly of another new set 
of items for the next stage. This process repeats until the test is terminated. At the end of the test 
administration, the examinee will be scored based on his or her responses to all the administered 
items. 
          In their OMST design, Zheng and Chang (2014) use two item selection strategies to select 
items that maximize the information of each examinee’s latest provisional ability estimate in each 
stage: (i) zero-one linear programming approach - the shadow test (ST) method (van der Linder, 
2005, 2010) and (ii) heuristic approach - the maximum priority index (MPI) (Cheng & Chang, 2009). 
They included an item replacement step to ensure each module meets all the required test 
specifications before the assembled module is administered. For comparison purpose, the typical 
CAT design also uses the same item selection strategies but this is no item replacement step. 
          A simulation study was conducted based on a retired 352-item bank for measuring English 
language proficiency. A sample of 500 examinees was simulated where 𝜃~𝑁(0,1) distribution within 
(-3.5, 3.5). Prior to their study, preliminary simulation was conducted to partition the 352-item bank 
into two pools: under-used sub-bank and well-used sub-bank with sizes proportional to the number of 
items in the Stage 1 and that in all other stages respectively. These stratified pools were used in the 
actual simulation study under the stratified condition.  
          Two exposure control methods were used under the different experimental conditions: 
Sympson–Hetter (SH) method (Sympson & Hetter, 1985) and multinomial Sympson–Hetter (MSH) 
method (Stocking & Lewis, 1995) with threshold parameter, 𝑟 set at 0.15. In the simulation, the 
OMST design consists of 3 stages and each stage contains 15 items. Six experimental conditions were 
constructed for OMST using 2 item selection strategies (MPI & ST), 2 exposure control methods (SH 
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& MSH), and with or without stratification of item pool. SH exposure control method was not used 
with ST item selection strategy because it required significant computational time. 
          For comparison, a typical CAT and a standard MST designs were used. The CAT has a fixed 
test length of 45 items and 6 experimental conditions corresponding to those of the OMST. A 1-3-3 
module MST design is used with the difficulty of module in first stage anchored at 0 on the ability 
scale and difficulties of modules in the second and third stages anchored at -1, 0, and 1. Zheng and 
Chang (2014) assembled their MST panel based on the bottom-up approach (Luecht & Nungester, 
1998) and assembled their modules using a simplified version of the NWADH (Luecht, 1998). 
Eleven parallel forms were assembled in the first stage and 2 parallel forms per module were 
assembled in all the second and third stages. Fifty replications were simulated for each test design and 
performance of the different designs across the different conditions were evaluated in terms of (1) 
root mean square error (RMSE); (2) BIAS; (3) overall overlap rates; and (4) standard deviation of 
overall overlap rates. 
          In their simulation study, Zheng and Chang (2014) found that the RMSEs and BIASs of OMST 
and CAT were comparable across all the experimental conditions but were smaller than that of the 
typical MST design. This indicates that the on-the-fly selection of items of OMST based on the latest 
provisional examinee’s estimate has greatly improved the measurement accuracy compared to the 
standard pre-assembled MST. On the other hand, the typical MST had lower maximum exposure 
rates and better utilization of items than the OMST. With item bank stratification, both OMST and 
CAT were able to better utilize the item bank with little loss of measurement accuracy.  
          They also found that SH was more effective than MSH in keeping the maximum exposure rates 
at an acceptable level. The overall overlap rates of OMST were comparable to MST under SH 
method but were larger under MSH method. Across all the experimental conditions, the standard 
deviations of the overall overlap rates for OMST were much smaller than that of the MST. This 
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confirms that an OMST design is able to assemble highly individualized and diverse test forms 
compared to the typical standard MST and hence better test security. 
2.2.3 Hybrid Computerized Adaptive Testing Design 
          Wang, Lin, Chang, and Douglas (2014) proposed two hybrid computerized adaptive testing 
designs that combine the features of MST and CAT. The hybrid designs not only could capitalize the 
strengths of both the MST and CAT designs but also could reduce their inherent weaknesses. The 
first hybrid design (MST-CAT) is a fixed length test design that comprises two steps: it begins with a 
2-stage 1-4 module MST step, followed by a CAT step (i.e., a group sequential design at the early 
stages (Stage 1 and 2) of testing and then transits to a fully sequential design at later stages). The 
difficulty of module in first stage is anchored at moderate level while the difficulties of modules in 
the second stage are anchored at the 4 per-determined cut scores. The other hybrid design (MST-
CAT-auto) is also a fixed length test design that comprises two steps with an automatic transition 
point: it begins with an OMST step and then transits to a CAT step after a pre-determined criterion is 
met. 
          In the MST-CAT design, Wang et al. (2014) proposed that maximum number of items in the 
MST step is at most half of the whole test length based on a heuristic 1/2 principal. For the MST-
CAT-auto design, Wang et al. construct an OMST with a series of pre-determined number of items in 
each stage. At the end of each of the OMST stage, a confidence interval for the current provisional 
ability estimate is computed. When the length of the computed confidence interval falls below or 
equal to a pre-determined length, the test transits to the CAT step. The OMST step continues until the 
pre-determined criterion is reached. In the event when the criterion cannot be met at all the stages, the 
test will end up as an OMST design. 
          Two simulation studies were conducted using on a 600-item bank for measuring people’s skills 
in solving work-related problems. A sample of 50,000 examinees was simulated where 𝜃~𝑁(0,1) 
distribution with −3.5 ≤ 𝜃 ≤ 3.5. Examinees were classified into one of the five categories based on 
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their final ability estimates. In simulation study 1, 16 experimental conditions were constructed for 
PMCAT using 2 fixed test lengths (20 and 30 items) and 16 stage length combinations (with 
ascending and descending module sizes). Two typical fixed length CAT designs with 20 and 30 items 
were also simulated. The performance of the different designs across different experimental 
conditions were evaluated in terms of (1) root mean square error (RMSE); (2) correct classification 
rate (CCR); and (3) Pearson correlation of the maximum likelihood estimate of ability against the true 
ability (COR). In the second simulation study, a fixed length MST-CAT-auto design with 20 items 
was constructed. The following designs were used for comparison: (a) best 20-item MST-CAT, (b) a 
typical 20-item CAT design constructed in simulation study 1, (c) a 20-item CAT design using KL 
information, and (d) 10 parallel panels of a 2-stage 1-4 module MST designs (with difficulties of 
modules anchored like the MST step in MST-CAT). The performances of the different design across 
different experimental conditions were evaluated in terms of RMSE and chi-square, 2 index.  
          In the simulation study 1, Wang et al. (2014) found that among the 20 item designs, in terms of 
the final RMSEs, MST-CAT designs with shorter MST step i.e. having equal or fewer items in MST 
step than CAT step, outperformed the typical CAT design. The MST-CAT designs with longer MST 
step performed worse than the typical CAT design with their final RMSEs increased rapidly with the 
number of items in the MST step. Looking at the intermediate RMSEs at the transition point between 
the MST to CAT step, the RMSEs of MST-CAT designs with shorter or equal MST step were smaller 
than that of the typical CAT design while the RMSEs of MST-CAT designs with longer MST step 
were larger than the typical CAT design. The CCRs and CORs of PMCAT designs with shorter MST 
step were higher than that of the typical CAT. The reverse was observed for MST-CAT designs with 
longer MST step. Similar findings in terms of RMSEs, CCRs and CORs were observed among the 
30-item designs. This shows that the hybrid designs could lose its edge of being able to alleviate the 
overestimation or underestimation problem at the early stages if it does not transit to the CAT step 
before half of the test length. 
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          In the simulation study 2, Wang et al. (2014) found that the MST-CAT-auto design 
outperformed all the other designs in terms of RMSEs at transition point and final RMSEs. The MST-
CAT-auto performs better than the MST-CAT because the items at each stage of the OMST step are 
assembled on the fly according to individual examinee’s provisional ability estimate at the end of 
each stage and the transition points are customized based on the accuracy of individual examinee’s 
provisional ability estimate at the end of each stage. In terms of conditional final RMSEs, all the 
hybrid designs outperformed the CAT and the typical MST designs, especially for the lowest ability 
group and the highest ability group. This indicates that the hybrid designs are able to remove the 
limitation of MST in terms of poor ability estimation of examinees with extreme abilities. Both 
hybrid designs had smaller 2 values than the typical CAT, indicating that they had more superior 
exposure control. 
2.3 Automatic Test Assembly of Multistage Adaptive Testing 
          Test assembly is about selecting items from an item bank to construct parallel test forms 
according to a test blueprint or test specification. A test blueprint delineates the content requirement 
and relevant test attribute essential for each test form.  Automated test assembly is the 
computerization of the entire test assembly process; that is, from the selection of items to the 
construction of the multiple parallel test forms. Parallel test forms are equivalent in terms of content 
and statistical properties and could be used interchangeably for comparison based on the respective 
test scores. automated test assembly is not only important in large-scale testing programs and but also 
has many practical benefits over manual test assembly. In the item selection of the automated test 
assembly, many researchers have developed numerous strategies based on mathematical optimization 
and heuristic procedures to pick items required for the construction of test forms. These procedures 
have been adapted and used in the automated test assembly of MST. This section highlights examples 
of the successful adaptations as well as potential extensions from automated test assembly of linear 
tests. 
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2.3.1 0-1 Programming Method 
          Diao and van der Linden (2011) demonstrated the formulation of a 50-item 2-stage 1-3 module 
MST with one routing module (30 items) and three second stage modules (each having 20 items) 
based on 0-1 programming algorithm for simultaneous assembly of multiple test forms (van der 
Linden & Adema, 1998). The routing module had an uniform target TIF at 𝜃𝑘 = −1, 0, and 1 on a 𝜃 
ability scale while the TIFs for the 3 modules in the second stage were each peaked at 𝜃𝑘 = −1, 0, 
and 1. To assemble the routing module, they formulated the model using the maximin principle (van 
der Linden and Boekkooi; 1989) that included a tolerance of 𝛿 to achieve maximum uniform 
distribution at the three 𝜃 points (i.e. 𝜃𝑘, k =  1, 2 and 3) as follows: 
Maximize 𝑦 subject to the following constraints 
∑ 𝐼𝑖(θk)xi ≥ y
I
i=1 , for all k, 
∑ 𝐼𝑖(𝜃𝑘)𝑥𝑖 ≤ 𝑦
𝐼
𝑖=1 + 𝛿, for all 𝑘, 
∑ 𝑥𝑖𝑖∈𝑉𝑐 ≥ 𝑛𝑐, for all 𝑐, 
∑ 𝑥𝑖 = 30
𝐼
𝑖=1 , 
𝑥𝑖 ∈ {0,1}, 
𝑦 ≥ 0. 
where 𝑉𝑐 is a generic symbol for subset of items in the item pool belonging content 𝑐, 𝑛𝑐 is the lower 
bound of the number of items from 𝑉𝑐, 𝐼𝑖 is the information function for item 𝑖, and 𝑥𝑖 is the decision 
variable for selecting the required number of items.  Similarly, to assemble three second stage 
modules, they formulated the model as follows: 
Maximize 𝑦 subject to the following constraints 
∑ Ii(θk)xif ≥ y
I
i=1 , for all k and all three forms, 
∑ 𝐼𝑖(𝜃𝑘)𝑥𝑖𝑓 ≤ 𝑦
𝐼
𝑖=1 + 𝛿, for all k and all three forms, 
∑ 𝑥𝑖𝑓
3
𝑓=1 ≤ 1, for all 𝑖, 
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∑ 𝑥𝑖𝑓 = 20
𝐼
𝑖=1 , for all three forms, 
∑ 𝑥𝑖𝑓𝑖∈𝑉𝑐 ≥ 𝑛𝑐, for all 𝑐 and all three forms, 
𝑥𝑖𝑓 = 0, for all 𝑖 ∈ 𝑆1(the set of items selected for the routing module), and all three forms, 
𝑥𝑖𝑓 ∈ {0,1}, 
𝑦 ≥ 0. 
          Diao and van der Linden (2011) implemented the models using a free interface lpSolveAPI 
5.5.0.15-1 in 𝑅 and found that the automated test assembly of multistage tests with relative targets 
TIF for each of the module coupled with multiple constraints was quite fast. However, it was noted 
that the performance of the assembly program would be very dependent on the complexity of the 
required constraints. 
          The linear program model has been widely used in the assembly of multiple parallel test forms 
due to its flexibility and applicability to large item banks with different type of test specifications 
such as content areas, enemy items, item type, and word counts. However, for test assembly problems 
with very complex constraints, linear programming model may not be able to provide feasible 
solutions (Adema & van der Linden, 1989; Swanson & Stocking, 1993). Heuristic approaches were 
introduced by Adema and van der Linden (1989) and Swanson and Stocking (1993) to mitigate this 
issue. Though these approaches yielded solutions that may be non-optimal, many studies had shown 
that heuristic generated solutions were deemed to be reasonably good solutions by test specialists. 
          Another potential drawback of linear program model is that the commercial off-the-shelf 
optimization software packages are designed mainly for the Operational Research field; therefore, 
they are not efficient for solving test assembly problems. The source code for solving the test 
assembly problems based on the linear programming are proprietary to the software developers. As a 
result, this may limit the application of linear programming software by researchers in our field to 
handle more complex test assembly problems (Chang, 2007). Moreover, these commercial software 
are very costly and may not be affordable to small or non-profit organizations. Nonlinear 
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programming-based approaches should be considered as they not only could be efficiently 
programmed by researchers but are also more affordable alternatives. 
2.3.2 Heuristic-Based Approach 
          Luecht and Nungester (1998) proposed two strategies to assemble MST panels: ‘bottom-up’ 
and ‘top-down’. In the bottom-up strategy, items are assembled within each module based on the 
module level specifications for specific content, qualitative test features, and explicit statistical 
targets. These assembled modules are then mixed-and-matched to build parallel panels. On the other 
hand, the top-down strategy requires only test level specifications for specific content, qualitative test 
features, and explicit statistical targets. Within each panel, the test assembly optimization model 
would combine modules selectively across the stages to achieve the required test level properties. In 
both the module assembly and panel assembly steps, the normalized weighted absolute deviation 
heuristic (NWADH; Luecht, 1998) was recommended. Luecht and Nungester summarize the process 
of panel construction in three steps: (i) generate the statistical targets for modules across stages; (ii) 
distribute and assign the content specifications and qualitative test features across stages; and (iii) 
solve the test assembly problem for single panel based on the module or test level specifications and 
constraints and then create multiple parallel panels. Luecht implemented NWADH through a series of 
𝑛 optimization models: 
Maximize 
          ∑ 𝑒𝑖𝑥𝑖
𝐼
𝑖=1
 
subject to 
          ∑ 𝑥𝑖 = 𝑗
𝐼
𝑖=1 , 𝑥𝑖1 = 𝑥𝑖2 = … = 𝑥𝑖𝑗−1 = 1 and 𝑥𝑖 ∈ {0, 1}, 𝑖 = 1, … , 𝐼, 
where  
𝑥𝑖 is the decision variable for selecting the 𝑛 items 
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𝑒𝑖 = 1 −
𝑑𝑖
∑ 𝑑𝑖𝑖∈𝑅𝑗−1
 , 𝑖 ∈ 𝑅𝑗−1; 
𝑑𝑖 = |(
𝑇 − ∑ 𝑢𝑘𝑥𝑘
𝐼
𝑘=1
𝑛 − 𝑗 + 1
) − 𝑢𝑖|  𝑖 ∈ 𝑅𝑗−1; 
𝑇 is target test function that to be met; 
𝑢𝑖 is a quantitative attribute of i = 1, … , I items in an item database; 
𝑅𝑗−1 is a set of indexes for the remaining items in the item bank, excluding the selected 𝑗 − 1 items. 
          The normalization transforms the absolute differences of the difference function into a 
proportional quantity and as a result, it minimizes possible scaling effect of the functions 𝑇 or 𝑢𝑖 and 
allows different criteria to be considered simultaneously. In the construction of the United States 
Medical Licensing Examination (USMLE) Step 1, Luecht and Nungester (1998) found that the 
NWADH approach was able to support concurrent implementation of both qualitative and 
quantitative constraints. Although NWADH did not guarantee optimal solutions, it was able to 
assemble sets of test items to match the required test specifications as far as possible. After the test 
forms were assembled, they were reviewed by Step 1 content experts. These experts were generally 
pleased with the content balance of the module combinations for the primary pathways in the panel 
and only recommend minor changes to the assembled forms. A drawback of the approach is that it 
will not be able to manage constraints that cannot be converted into explicit mathematical codes or 
values. 
          Other heuristic automated test assembly strategies that have great potential to be adapted to the 
MST assembly are the weighted deviations model (Swanson & Stocking, 1993) and the maximum 
priority index (Cheng & Chang, 2009). In the automated test assembly of linear test, Swanson and 
Stocking recognized that when the number of constraints becomes very large, binary programming 
model may fail to provide feasible solutions; that is, the model is not able to assemble tests that meet 
all the constraints of the test design. They proposed a new model known as the weighted deviations 
model that made use of a heuristic approach for selecting items in the assembly of parallel tests by 
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minimizing the aggregate failures. In other words, they reformulated the objective function to become 
minimizing the weighted sum of positive deviations from constraints as follows: 
Minimize 
          ∑ 𝑤𝑗𝑑𝐿𝑗
𝐽
𝑗=1
+ ∑ 𝑤𝑗𝑑𝑈𝑗
𝐽
𝑗=1
 
subject to the following conditions 
          ∑ 𝑔𝑖𝑥𝑖 = 𝑛,
𝑁
𝑖=1
 
          ∑ 𝑎𝑖𝑗𝑥𝑖 + 𝑑𝐿𝑗 − 𝑒𝐿𝑗 = 𝐿𝑗 ,    𝑗 = 1, … , 𝐽,
𝑁
𝑖=1
 
          ∑ 𝑎𝑖𝑗𝑥𝑖 + 𝑑𝑈𝑗 − 𝑒𝑈𝑗 = 𝑈𝑗 ,   𝑗 = 1, … , 𝐽,
𝑁
𝑖=1
 
and 
          𝑥𝑖 ∈ {0,1}, 𝑖 = 1,2, … , 𝑁, 
where 𝑤𝑗 is the weight assigned to constraint 𝑗; 𝑔𝑖 is the number of items in the subset if 𝑖 represents 
a subset, or equal to 1 if 𝑖 represents a discrete item; 𝑑𝐿𝑗 and 𝑒𝐿𝑗 are positive deviations from the 
lower bounds when lower bounds are not met and when the lower bounds are exceeded respectively; 
and 𝑑𝑈𝑗  and 𝑒𝑈𝑗  are positive deviations from the upper bounds when upper bounds are not met and 
when the upper bounds are not exceeded respectively. 
          In Swanson and Stocking’s (1993) proposed heuristic approach, the selection phase is 
conducted by first computing the expected weighted sum of deviations of each item that has not been 
included in the test and then selecting the item that has the smallest sum. Repeat the process until the 
required number of items has been selected. After obtaining the required number of items for the test, 
the replacement phase will commence by first adding provisionally an item in the item bank to the 
test and determining whether the removal of the other item already in the test would reduce the 
 32 
 
weighted sum of positive deviations. Repeat the process until it is not possible to obtain a pair of 
items whose replacement in the test would reduce the weighted sum of positive deviations. 
          Swanson and Stocking (1993) found that their proposed model was more useful than linear 
programming model as the test specifications became more complex. This is because the latter model 
may not give feasible solutions for some of the complex construction problems. Their proposed 
heuristic model not only could obtain solutions in a shorter time but also could incorporate with ease 
additional considerations such as item overlap control. 
          In the test assembly of a severely constrained computerized adaptive test, Cheng and Chang 
(2009) proposed the maximum priority index (MPI) method to compute an index for every item in the 
item bank based on the stipulated constraints as follows: 
Suppose there are 𝐾 constraints and 𝐽 items in an item bank, a 𝐽 × 𝐾 constraint relevancy matrix 𝑪 
with 𝑐𝑗𝑘 = 1 indicating constraint 𝑘 is relevant to item 𝑗 and 𝑐𝑗𝑘 = 0 otherwise. The priority index of 
item 𝑗 can be computed as follows: 
𝑃𝐼𝑗 = ∏ (𝑤𝑘𝑓𝑘)
𝑐𝑗𝑘𝐾
𝑘=1 , 
where 𝑓𝑘 measures the degree of meeting constraint 𝑘. The PI of every item in the pool will be 
computed and the item with the largest PI will be chosen. 
          For a content constraint where a test needs to have 𝑋𝑘 items from a particular content area, 
𝑓𝑘 =
(𝑋𝑘−𝑥𝑘)
𝑋𝑘
  if 𝑥𝑘 of such items have already been selected. For a constraint with both a lower bound 
and upper bound (i.e. 𝑙𝑘 ≤ 𝜇𝑘 ≤ 𝑢𝑘), MPI manages these bounds by using the within two-phase item 
selection framework (Cheng, Chang, & Yi, 2007): 
First phase: 𝑓𝑘 =
(𝑙𝑘−𝑥𝑘)
𝑙𝑘
; 𝑓𝑘 becomes 0 when constraint reaches its lower bound. 
Second phase: 𝑓𝑘 =
(𝑢𝑘−𝑥𝑘)
𝑢𝑘
; second phase starts only after all lower bounds are met in the first phase. 
           At each item selection, the ‘best’ item selected is the item with the largest PI. However, it is 
important to note that even though the item may be the best possible item at the particular point of 
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item selection, it may violate some of the constraints. Hence this approach of test assembly does not 
guarantee that every form will meet all the test constraints of the test blueprint. 
2.3.3 Monte Carlo Approach 
          Belov and Armstrong (2008) extended their linear test assembly that was based on Monte Carlo 
random search (Belov & Armstrong; 2005) to multistage test assembly by performing uniform 
sampling of item combinations to all MST pathways from a given item pool. First, they create the 
targets for the given MST model using the following steps: 
Step 1: For each MST pathway and each 𝜃 value from the ability distribution, apply uniform 
sampling of item combination to assemble 𝑘 linear forms that satisfy all the test constraints. The form 
with the highest TIF is used in Step 2. 
Step 2: Simulate 𝑙 individuals taking the test form identified at Step 1 and compute the average TIF 
for each module in the pathway. 
Step 3: The target TIF for the pathway is the sum of the average TIF of all the modules along the 
pathway. 
          After obtaining the target TIF for each pathway, the Monte Carlo assembly of each MST 
pathway is the same as that on a linear form: a random sequence of items is first generated and if the 
generated sequence satisfies all the test constraints, then a new test is obtained. Otherwise, re-
generate another random sequence of items and repeat the check. Belov and Armstrong (2008) 
increased the efficiency of the approach by adopting three methods: 
1. Reduce the search region by grouping items into a tree according to the hierarchical structure 
of a test’s constraints. Each node has only one constraint and the constraints for the whole test 
is at the root level while the constraints for a section or parts of the test is at other node levels.  
The concatenation of items selected in terminal nodes forms an assembled test; 
2. Organise the items in the item pool based on integer coordinates (𝑒1, 𝑒2, … 𝑒𝑚) vectors such 
that ∑ 𝑒𝑗 = 𝑛, 𝑒𝑗 ∈ [𝑙𝑜𝑗, 𝑢𝑝𝑗]
𝑚
𝑗=1  where 𝑚 is the number of sections of the test, 𝑛 is the total 
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number of items of the test, and 𝑙𝑜𝑗  and 𝑢𝑝𝑗 are respectively the minimum and maximum 
number of items allowed in section 𝑗. Any set of items selected using the vectors will obtain a 
test that satisfies the required number of items for each section and the whole test.  
3. Randomly select item combination using the greedy heuristic approach that was proposed by 
Glover, Taillard, and Werra (1993) and proceed to the next assembly stage if the combination 
satisfies the constraints. Otherwise, moved items in the combination to a tabu region and 
repeat another random selection. Repeat the process until a viable combination is found or the 
whole item bank is exhausted where all items in the tabu region are returned and the whole 
process is then repeated again.  
          To assemble multiple nonoverlapping MSTs, Belov and Armstrong (2008) first assemble many 
MSTs (both overlapping and nonoverlapping) satisfying constraints without removing items from the 
pool. Next, obtain the maximum possible nonoverlapping MST forms where no item appears more 
than once. 
          In the simulation studies that were based on several operational item pools, Belov and 
Armstrong (2008) found that among all the constraints considered, the assembled tests often failed to 
meet the target information functions and target characteristic curves constraints. This issue was also 
encountered for the assembly of linear tests (Belov and Armstrong; 2005).  
          Three recommendations were proposed: (1) increase the number of high usage frequency items 
in the item bank; (2) adjust the assumed ability distribution to match that of the item pool; and (3) use 
fewer forms when establishing the TIF target of each pathway. However, the last two 
recommendations may reduce the reliability of the assembled MST. The test assembly based on the 
Monte Carlo random search approach could generate important information about the usage 
frequencies of the items in the pool. This could allow test developers to invest their resources more 
strategically by creating and adding high usage frequency items that possess specific properties of the 
pool. 
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2.4 Discussion 
          The numerous independent studies of MST conducted not only provide new knowledge to the 
MST literature, but also serve to triangulate and affirm our current understanding and practice of 
MST for both ability estimation and mastery testing. The optimal design structure of the MST is 
dependent upon the ability distribution of the target examinees. For instance, to differentiate the 
examinees sufficiently, more modules that anchor at different difficulty levels within each stage may 
be needed so that each examinee could be assigned with the most appropriate module based on his or 
her provisional ability estimate. However, this is an optimal design only if the examinee ability 
distribution is wide. In the situation when the examinee ability distribution is narrow, having so many 
modules within each stage may not necessarily increase the measurement precision. The purpose of 
the testing also has important implications upon the design structure of the MST. For instance, when 
the purpose of the testing is to make a pass-fail decision, then the modules should be constructed in 
such a way whereby the test information of the pathways are peaked near the decision point. In this 
case, a MST design with many modules anchoring different difficulty levels within each stage again 
may not necessary increase the decision accuracy.  
          Beside the design structure of the MST, the quality of the item bank also plays an important 
role in supporting the measurement goals of the testing. Xing and Hambleton’s (2004) study showed 
that a larger item bank with poorer quality items may be worse off than a smaller item bank with 
higher quality items. Jodoin, Zenisky, and Hambleton (2006) found that when an item bank could not 
adequately support the assembly of a MST design, the benefits of the MST having more adaptation 
points over non-adaptive linear tests would not be realized. Hence, in the development of MST, it is 
critical to ensure that the test blueprint is aligned to the purpose of the testing and contains specific 
statistical and non-statistical constraints for the assembly of the MST. This test blueprint will serve as 
the table of specification for the development of items needed to adequately support the assembly of 
MST panels to fulfil the objective of the testing.  
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          Although the standard MST designs are able to mitigate the underestimation or overestimation 
problems faced by CAT, their preassembled modules and panels do not target each examinee as well 
as CAT. The other serious drawback of standard MST is that the bundling of items and modules may 
have security threat when it is being administered continuously and the test items are purposefully 
shared among examinees. The three innovative MST designs proposed by Han and Guo (2014), 
Zheng and Chang (2014), and Wang, Lin, Chang, and Douglas (2014) have shown great potential to 
concurrently capitalize the strengths and reduce the weaknesses of both CAT and MST designs. For 
instance, all the innovative MST designs assemble items on-the-fly. This will not only ensure that the 
assembled modules target each examinee adequately, but also allow all items in the bank to be utilize 
at any of the MST stages. In this way, measurement accuracy and bank utilization will definitely be 
better compared to the standard pre-assembled MST designs. The other advantage of on-the-fly 
assembly is that it is less likely for two examinees to receive the same set of test items. These highly 
individualized and diverse test forms will alleviate test security threat faced by the standard MST 
designs. 
          The current innovative MST designs are not without limitations. For example, in the first stage 
of the proposed OMST design, its item selection algorithm assembles items based on average 
examinee ability because there is no information about the examinee at the start of the testing. The 
drawback is that when an examinee’s ability is very different from the average ability, the items 
assembled in the first stage are not efficient and do not have sufficient measurement accuracy for him 
or her. To overcome this, another new innovative MST design could be developed by incorporating 
an item selection algorithm that selects items to cater to a wider ability range at the early stages of the 
testing and gradually reduce the item selection range as the examinee progresses to the later stages. 
This new innovative design has the potential to further increase the efficiency of measurement 
accuracy and hence deserve further research. 
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          In standard MST design, modules are assembled before test administration. This allows subject 
matter experts and test developers to review the quality of every test form. However, in a large scale 
testing where tests are being administered continuously, manual reviewing of assembled test forms 
may become not practical and even impossible. A possible research direction is the infusion of 
automated test assembly strategies into the on-the-fly assembly MST so as to tap the edge of tailoring 
modules on-the-fly to individual examinee while ensuring corresponding assembled pathways 
between different panels are equivalent in terms of content, statistical, and non-statistical properties. 
2.5 Conclusion 
          From this review, we see that the research on MST have made tremendous progress in 
discovering relationships among the MST designs, item pool quality, and the distribution of target 
population for both ability estimation and classification purposes. Depending on the purpose of the 
testing, quality of the item bank, and distribution of the target population, researchers designed their 
MST differently to achieve their goals optimally. In other words, there is no one size fits all design 
that could be implemented in all scenarios. Critical and careful simulations and evaluations are 
needed to select the design that best caters to the needs and requirements of the testing situation.  
          The development of innovative MST designs to concurrently exploit the strengths and reduce 
the weaknesses of both CAT and MST designs is another breakthrough in the MST literature. These 
on-the-fly assembled MST designs are able to alleviate the threat of test leakages faced by the 
standard MST designs due to possible item sharing among examinees. More research in this direction 
should be conducted so that robust innovative MST designs could be proposed to help mitigating the 
challenges faced by current testing organizations.  
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Chapter 3 
New On-The-Fly Assembled  
Multistage Adaptive Testing Designs: Approach I 
          Although the standard MST could lessen the underestimation or overestimation problems faced 
by CAT, it is not without limitations.  The standard MST is not as efficient as CAT in terms of 
precision in ability estimation. This is because the standard MST preassembles panels and modules 
before test administration while CAT selects items on-the-fly to match each examinee updated 
provisional ability estimate and has more adaptation points. Hence, the preassembled modules and 
panels of the standard MST designs may not target every examinee as adequately as compared to 
CAT. Moreover, the bundling of items and modules within standard MST’s panels may have security 
threat issues, too. This is especially critical in large scale testing where tests are administered to many 
examinees continuously over time. If a substantial number of examinees purposefully shared their 
items with others via the internet or other means, then the results obtained from the testing will not be 
reliable and meaningful.  
          Zheng and Chang (2014) proposed an innovative MST design known as the on-the-fly 
assembled multistage adaptive testing (OMST-P) that does not pre-assemble panels and modules 
before test administration. Their approach assembles items in each stage of a MST on-the-fly based 
on the provisional examinee’s ability estimate. Each examinee is tested in stages and only routed 
adaptively between stages. This allows examinees to review or revise their answers within each stage. 
In a typical OMST-P administration, moderate difficulty modules are assembled in Stage 1. Upon 
completion of each stage, examinee’s provisional ability is estimated and used to guide the assembly 
of another set of items for the next stage. This process repeats until the test is terminated. At the end 
of the test administration, each examinee is scored based on his or her responses to all the 
administered items. 
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          The current OMST-P has two drawbacks. First, with the lack of information about examinee 
ability in the first stage, the current OMST-P item selection design assembles items to cater to 
examinees with average ability level. If the examinee’s ability is substantially different from the 
average ability, then items assembled in this manner will not have sufficient measurement accuracy. 
Second, the current OMST-P item selection algorithm assembled items based on the provisional 
examinee’s ability estimated at the end of each stage. As the provisional ability estimates tend to be 
less accurate at the start of testing, items assembled may not target each examinee well, especially for 
short tests. To address these limitations, two approaches are used in the construction of the new 
OMST designs. The first approach is presented in this chapter while the second approach is presented 
in Chapter 4. 
3.1 Method 
          To address the limitations faced by current OMST-P design, item selection algorithm could be 
programmed to select items to cater to a wider ability range at the early stages of testing and 
gradually reduce the item selection range as examinees progress to the later stages. Based on the this 
idea, a predetermined confidence interval of an examinee true ability 𝜃0 could be constructed so that 
items with difficulties falling within this interval could be selected for the module assembly at each 
stage. From the general asymptotic theory for maximum likelihood estimators, the confidence 
interval for 𝜃0 is given by  
{𝜃𝑛 − 𝑐/[𝐼
(𝑛)(𝜃𝑛)]
1/2
,  𝜃𝑛 + 𝑐/[𝐼
(𝑛)(𝜃𝑛)]
1/2
}, 
where 𝜃𝑛 denotes the current estimated ability and the constant 𝑐 is selected based on a specified 
coverage probability (Chang & Ying, 1996). As 𝐼(𝑛) is of order 𝑛, the confidence interval for 𝜃0 
could be rewritten as 
{𝜃𝑛 − 𝑐/√𝑛,  𝜃𝑛 + 𝑐/√𝑛}. 
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          Using this approach, the module in the first stage is assembled by selecting items with 
difficulties falling within the interval {−𝑐, 𝑐} where the initial examinee ability, 𝜃0 and 𝑛 could be 
taken to be 0 and 1 respectively. Based on the examinee responses to the items in the first stage, a 
provisional ability estimate is computed. Next, the items for the second stage are assembled by 
selecting items within a narrower ability range constructed around the current provisional ability 
estimate using the rewritten confidence interval shown above. This process repeats until the examinee 
completes the final stage.  
          Three item selection designs are proposed: (i) on-the-fly MST-Uniform (OMST-U), (ii) on-the-
fly MST-Random (OMST-R), and (iii) on-the-fly MST-Weighted (OMST-W).  Suppose 𝑛 items are 
assembled at each stage. In all the three designs, there are two key steps in assembling a module at 
each stage:  
1. At each Stage 𝑗, the item selection interval constructed based on the updated provisional 
examinee’s ability estimate (𝜃𝑗−1) is first divided into 𝑛 + 1 sub-intervals. Each design 
divides that selection interval in a different manner. OMST-U divides the item selection 
interval equally into 𝑛 + 1 sub-intervals while OMST-R divides the item selection interval 
randomly into 𝑛 + 1 sub-intervals. On the other hand, OMST-W divides the item selection 
interval into 𝑛 + 1 sub-intervals weighted by the standard normal prior distribution at each 
stage (i.e., more divisions in the middle of the item selection interval than at the two ends).  
2. Next, the most informative item at the boundary of each sub-interval, excluding the endpoints 
of the item selection interval, is selected to form the n-item module. For example, in OMST-U 
design, if Stage 𝑗 (𝑠𝑗) requires 9 items, then the selection interval say 
(𝜃𝑠𝑗0(𝜃𝑗−1), 𝜃𝑠𝑗10(𝜃𝑗−1)), is first divided equally into 10 sub-intervals: 
[𝜃𝑠𝑗0(𝜃𝑗−1), 𝜃𝑠𝑗1(𝜃𝑗−1)] , [𝜃𝑠𝑗1(𝜃𝑗−1), 𝜃𝑗2(𝜃𝑗−1)] , …, [𝜃𝑠𝑗9(𝜃𝑗−1), 𝜃𝑠𝑗10(𝜃𝑗−1)]. At the 
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boundary of each sub-interval 𝑘, 𝜃𝑠𝑗𝑘(𝜃𝑗−1) where 𝑘 = 1,2, … ,9, the item that maximizes the 
Fisher information is selected to form the 9-item module. 
3.2 Data and Simulation Design 
          As defined in the earlier section, the selection interval {𝜃𝑛 − 𝑐/√𝑛,  𝜃𝑛 + 𝑐/√𝑛} is a 
predetermined confidence interval of examinee true ability 𝜃0 with constant 𝑐 corresponding to the 
specified coverage probability. To operationalize the three proposed designs, the optimal value(s) of 𝑐 
that enables the three proposed OMST designs to be efficient and have sufficient measurement 
accuracy for most examinees, need to be determined.  
          In this chapter, two preliminary simulation studies were first conducted: (i) study 1 aims to 
determine the optimal value(s) of c for each of the proposed OMST; and (ii) study 2 aims to compare 
the performance of the three proposed designs with that proposed by Zheng & Chang (2014). In the 
first two studies, in order to have a direct comparison between the proposed designs and the current 
OMST-P design, no constraints and exposure control were implemented. A third followed-up study 
(study 3) to investigate the performance of the best proposed design (from study 2), existing OMST-P 
and CAT designs with constraints and exposure control, were conducted to provide a more 
comprehensive comparison. 
          A simulated item pool comprises 450 items modelled using three-parameter logistic (3PL) 
model was used in the preliminary study 1 and 2. The values of the a-, b-, and c-parameters were 
generated from uniform distributions 𝑈(0.5,2.5), 𝑈(−3.6,3.6), and 𝑈(0.0,0.25) respectively. These 
distributions cover wide ranges of reasonable item parameters. All items were randomly assigned to 8 
content categorizes. 
          In study 3, 𝑎-stratification with 𝑏-blocking was adopted for item bank stratification.  First, the 
item bank was partitioned into 𝑀 blocks according to item 𝑏 values and then stratified each block into 
3 levels (low 𝑎, medium 𝑎, and high 𝑎) according to the 𝑎-parameter values of items. Under the 
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stratification condition, three sub-pools containing all items with the low 𝑎, medium 𝑎, and high 𝑎 
were used for the assembly of modules in Stages 1, 2, and 3 respectively. 
          For the preliminary studies 1 and 2, the ability parameter values for 500 examinees were 
simulated from the standard normal distribution, truncated within (-3.5, 3.5) to prevent confounding 
effects of potential outliers. The simulated examinee sample was first sorted in ascending ability 
order and then divided equally into five ability groups: Group 1 to Group 5 in ascending order of 
ability level. Group 1 comprises examinees at the low end of the ability scale while Group 5 
comprises examinees at the high end. For study 3, the ability parameter values for 1000 examinees 
were simulated from the standard normal distribution, truncated within (-3.5, 3.5) to prevent 
confounding effects of potential outliers. The ability of each examinee was estimated by maximum 
likelihood estimation (MLE). However, in the situation when an examinee answered all items 
correctly or incorrectly, expected a posteriori (EAP) was used instead. 
          Across all the studies, fifty replications were simulated for each design. For study 1 and 2, the 
test lengths of all the OMST designs were fixed at 27 items with three stages and each stage had 9 
items. For comparability, the test lengths for all CAT designs were also fixed at 27 items. For study 3, 
the total test lengths of all designs were varied from 12 to 30 items with step size of 6. Four 
conditions of the OMST models in terms of the allocation of items are shown in the Table 3.1. 
 
Table 3.1 Allocation of Items within Each Stage by Condition for Study 3 
     
 Stage 1 Stage 2 Stage 3  
Model condition A 4 4 4  
Model condition B 6 6 6  
Model condition C 8 8 8  
Model condition D 10 10 10  
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3.2.1 Study 1 
          All the three proposed OMST designs (OMST-U, OMST-W, & OMST-R) assemble modules 
by selecting items from a predetermined confidence interval {𝜃𝑛 − 𝑐/√𝑛,  𝜃𝑛 + 𝑐/√𝑛}. The aim of 
this study is to determine the optimal value(s) of 𝑐 that enable each of the proposed OMST to be 
efficient and to have sufficient measurement accuracy for most examinees. Eight values of 𝑐 were 
used in the simulation: 𝑐 = 0.38, 0.50, 0.68, 0.85, 1.04, 1.29, 1.65, and 3.00 that correspond 
respectively to the 30, 40, 50, 60, 70, 80, 90, and 95 percent confidence approximately. 
          Two indices were used to evaluate the estimation accuracy and efficiency of the proposed 
designs under different values of 𝑐: (i) root mean square error (RMSE), and (ii) conditional root mean 
square error (CRMSE). They are computed as follows: 
𝑅𝑀𝑆𝐸 =  √
∑ (?̂?𝑖−𝜃𝑖)
2𝑁
𝑖=1
𝑁
  
𝐶𝑅𝑀𝑆𝐸 =  √
∑ (?̂?𝑖−𝜃𝑖)
2𝑁𝑗
𝑖=1
𝑁𝑗
, 
 
where N is the number of examinees, 𝑁𝑗 is the number of examinees in ability Group 𝑗 (𝑗 = 1,2, … 5), 
𝜃 is the true value of the examinee ability, and 𝜃 is the estimated examinee ability. 
3.2.2 Study 2 
          The optimal values of 𝑐 found in study 1 were respectively incorporated into the predetermined 
selection interval {𝜃𝑛 − 𝑐/√𝑛,  𝜃𝑛 + 𝑐/√𝑛} for the proposed OMST-U, OMST-W, and OMST-R 
designs. In this study, simulations were conducted to compare existing OMST-P and CAT designs 
with the three proposed designs. These comparisons were conducted at the end of each of the three 
stages (i.e. Stages 1, 2, and 3) and evaluations were based on four indices: (i) root mean square error 
(RMSE); (ii) conditional root mean square error (CRMSE); (iii) bias; and (iv) Pearson correlation of 
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the maximum likelihood estimate of 𝜃 against true 𝜃 (COR). RMSE and CRMSE are computed as in 
study 1. Bias and COR are computed as follows: 
𝐵𝑖𝑎𝑠 =  
1
𝑁
∑ (𝜃𝑖 − 𝜃𝑖)
𝑁
𝑖=1
 
𝐶𝑂𝑅 =
∑ (𝜃𝑖 − ?̅?) (𝜃𝑖 − ?̅?)
𝑁
𝑖=1
𝑆𝜃𝑆?̂?
 
 
where N is the number of examinees, 𝜃 is the true value of the examinee ability, 𝜃 is the estimated 
ability of the examinee, and 𝑆𝜃 and 𝑆?̂? are the standard deviation of the true and estimated ability, 
respectively. 
3.2.3 Study 3 
          In the preliminary studies 1 and 2, no constraints and exposure control were implemented so as 
to have a direct comparison between the proposed designs and the current OMST-P design. In this 
study, the performances of the best proposed OMST-U, existing OMST-P and CAT designs were 
investigated with constraints and exposure control to provide a more comprehensive comparison.  
          All the designs were subjected to the same content constraints and exposure control with 
maximum item exposure rate of 0.2. The Maximum Priority Index method was used as the constraint-
controlled item selection method in both OMST and CAT designs. As Maximum Priority Index is a 
heuristic method, it will not ensure that all tests assembled will meet all content constraints. A 
maximum tolerance of 5% violation rate was permitted. Assembled tests with more than 5% violation 
rate were excluded and replaced with eligible assembled tests. The lower and upper bounds of the 
number of items for all contents by the different test length are shown in Table 3.2. 
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Table 3.2 Content constraint by different test length 
     
Test Length 12 18 24 30 
 Lower Upper Lower Upper Lower Upper Lower Upper 
C1 0 3 1 5 1 6 1 8 
C2 0 2 0 3 0 4 0 6 
C3 0 3 0 4 0 5 0 6 
C4 1 4 1 6 2 8 2 10 
C5 1 6 1 7 2 10 2 12 
C6 0 4 1 5 1 7 1 9 
C7 0 5 1 7 2 9 2 11 
C8 1 4 1 5 1 7 1 9 
 
          In this study, simulations were conducted to compare existing 1-2-4 module MST, OMST-P, 
and CAT designs with the best proposed OMST-U design. The 1-2-4 module MST design has a panel 
structure shown in Figure 3.1. The MST panels were assembled using the bottom-up approach 
(Luecht & Nungester, 1998). The parallel modules at the respective anchors were first assembled 
from the stratified item bank; then multiple panels were constructed by mixing and matching these 
modules. Each module had difficulty anchored at pre-determined 𝜃 anchor on an ability scale. The 𝜃 
anchors of the last 4 modules in the third stage were at the four points having locations at 𝜃 = 
−1.5, −0.5, 0.5, and 1.5. The 𝜃 anchors of the two modules in the second stage were respectively at 
𝜃 = −1 and 𝜃 = 1. The routing module at the first stage was anchored at 𝜃 = 0. Each examinee was 
routed to the module in the next stage with 𝜃 anchor closest to the provisional ability estimate at the 
end of each stage. At the end of the test administration, each examinee was scored based on his or her 
responses to all the administered items. 
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Figure 3.1 Structure of 1-2-4 module MST 
 
 
 
 
 
           
 
          The OMST-U design was simulated based on the optimal value of 𝑐 found in study 1. Three 
nested factors were investigated: (a) test length (12, 18, 24, or 30 items); (b) item bank stratification 
(with or without); and (c) item selection algorithm (Fisher information or 𝑏-matching). The 
comparisons of the different designs were evaluated based on the following four indices: (i) root 
mean square error (𝑅𝑀𝑆𝐸); (ii) bias, (iii) Pearson correlation of the maximum likelihood estimate of 
theta against true theta (𝐶𝑂𝑅); (iv) mean of pairwise test overlap rate, (v) standard deviation of test 
overlap rate, and (vi) chi-square index, 2. 𝑅𝑀𝑆𝐸, bias, and 𝐶𝑂𝑅 are computed as shown in studies 1 
and 2. The pairwise overlap rate is the proportion of overlapping items between any possible pair of 
examinees. The 2 index is computed as follows: 
2 =
∑ (𝐸𝑅𝑘 − 𝐸𝑅)
2𝐾
𝑘=1
𝐸𝑅
 
where 𝑁 is the total number of examinees, 𝐾 is the number of items in the bank, 𝐿 is the test length, 
𝐸𝑅𝑘 =
number of times item 𝑘 is used
𝑁
, and  𝐸𝑅 =
𝐿
𝐾
 is the desired uniform item exposure rate for all 
items. 
3.3 Results 
3.3.1 Study 1 - Optimum Value of 𝒄 for each Design 
          The results of the simulation for each of the proposed OMST designs are similar when 
evaluated using 𝑅𝑀𝑆𝐸 and 𝐶𝑅𝑀𝑆𝐸. Figure 3.2 shows that for OMST-R and OMST-U designs, the 
1M 
2MH 
2ML 
3HH 
3H 
3L 
3LL 
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final 𝑅𝑀𝑆𝐸 decreases as 𝑐 increases until 𝑐 reaches 1.65 with minimum final 𝑅𝑀𝑆𝐸s occurs at 𝑐 = 
1.65. For OMST-W, the final 𝑅𝑀𝑆𝐸 decreases as 𝑐 increases until 𝑐 reaches 1.29 and the trend 
reverses after 𝑐 = 1.29. The minimum final 𝑅𝑀𝑆𝐸 occurs when 𝑐 = 1.65 for both OMST-U and 
OMST-R while the minimum final 𝑅𝑀𝑆𝐸 occurs when 𝑐 = 1.29 for OMST-W. 
Figure 3.2 Final 𝑅𝑀𝑆𝐸𝑠 of OMST-R, OMST-U and OMST-W against different values of 𝑐 
 
          Next, comparisons of the final 𝑅𝑀𝑆𝐸 were conducted for examinees in the different ability 
groups i.e. group 1 to group 5. The next three figures (Figures 3.3, 3.4, & 3.5) present the conditional 
𝑅𝑀𝑆𝐸 by the different values of 𝑐 for the proposed OMST-R, OMST-U, and OMST-W designs 
respectively. The findings observed from these conditional 𝑅𝑀𝑆𝐸 are the same as that based on the 
final 𝑅𝑀𝑆𝐸. 
Figure 3.3 𝐶𝑅𝑀𝑆𝐸s of OMST-U for different values of 𝑐 
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Figure 3.4 CRMSEs of OMST-R for different values of 𝑐 
 
Figure 3.5 CRMSEs of OMST-W for different values of 𝑐 
 
          Based on these results, the optimum value of 𝑐 is 1.65 for both OMST-U and OMST-R designs 
whereas the optimum value of 𝑐 is 1.29 for OMST-W design. The respective optimum values of 𝑐 
were adopted in study 2 for OMST-U, OMST-R, and OMST-W designs. 
3.3.2 Study 2 - Optimum OMST Design 
          The OMST-U, OMST-R, and OMST-W designs were simulated based on the respective 
optimal values of 𝑐 found in study 1 and compared with the existing OMST-P and CAT designs. 
These comparisons were conducted at the end of each of the three stages and the evaluation of their 
performance were reported in the following order: (i) 𝑅𝑀𝑆𝐸; (ii) 𝐶𝑅𝑀𝑆𝐸; (iii) 𝑏𝑖𝑎𝑠; and (iv) 𝐶𝑂𝑅. 
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          Figure 3.6 shows that the 𝑅𝑀𝑆𝐸s of the three proposed OMST designs are significantly smaller 
than the RMSE of the OMST-P design across all the stages. As expected, the largest difference 
occurred at the early stages (Stages 1 & 2). Among the three, OMST-U consistently has the lowest 
RMSE throughout the three stages. At the end of Stage 3, the RMSEs of the three proposed OMST 
designs are relatively close to the RMSE of CAT. 
 
Figure 3.6 RMSEs of different designs at the end of each stage 
 
          Comparisons of the final 𝑅𝑀𝑆𝐸 were also conducted for examinees in the different ability 
groups. The next three figures (Figures 3.7, 3.8, and 3.9) present the conditional 𝑅𝑀𝑆𝐸 across the 
different designs at the end of Stages 1, 2 and 3 respectively. The findings from these conditional 
𝑅𝑀𝑆𝐸 are the similar to that based on the final 𝑅𝑀𝑆𝐸. 
Figure 3.7 CRMSEs of different designs at the end of Stage 1 
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Figure 3.8 CRMSEs of different designs at the end of Stage 2 
 
Figure 3.9 CRMSEs of different designs at the end of Stage 3 
 
          Figures 3.7, 3.8, and 3.9 show that the 𝐶𝑅𝑀𝑆𝐸s of the three proposed OMST designs are 
significantly smaller than that of the current OMST-P design across all the stages with the largest 
differences occurring during the early stages (Stages 1 & 2). Among the three proposed designs, 
OMST-U consistently has the lowest CRMSE throughout the three stages. At the end of Stage 3, the 
𝐶𝑅𝑀𝑆𝐸s of the three proposed OMST designs are relatively close to that of the CAT design. 
          Figure 3.10 shows that the biases of the three proposed OMST designs at the end of Stage 1 are 
significantly smaller than that of the current OMST-P design. All the five designs (all OMSTs and 
CAT) have relatively similar small bias of less than 0.02 at the end of Stages 2 and 3.  
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Figure 3.10 Bias of different designs at the end of each stage 
 
          Figure 3.11 shows that the CORs of the three proposed OMST designs are significantly larger 
than that of the current OMST-P design across all the stages. Among the three proposed designs, 
OMST-U consistently has the highest COR throughout the three stages. At the end of Stage 3, the 
CORs of the three proposed OMST designs are relatively close to that of the CAT design. 
 
Figure 3.11 COR of different designs at the end of each stage 
 
          Based on these results, the three proposed OMST designs have significantly outperformed the 
current OMST-P design in all the aspects: RMSE, CRMSE, bias, and COR. The differences in the 
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performed slightly worse than the CAT design at the end of Stage 3 in all the indices evaluated. 
OMST-U is the best design among the three proposed designs in terms of RMSE, CRMSE, and COR. 
3.3.3 Study 3 – Comparison of Best Proposed OMST-U Design with Existing Designs 
          Table 3.3 presents the results in terms of 𝑅𝑀𝑆𝐸 of the MST, OMST-P, OMST-U, and CAT 
designs over the different test length conditions (see Tables A.1 to A.4 in Appendix A for details). 
Within the same test length (along each column in the Table 3.3), the 𝑅𝑀𝑆𝐸s increase for all designs 
when content constraints and exposure control are included. This is the expected trade-off between 
better test security and measurement accuracy as most popular or most informative items would not 
be selected beyond the pre-specified exposure rate.  
 
Table 3.3 RMSE of MST, OMST-P, OMST-U, and CAT Designs by Test Length 
     
 12 items 18 items 24 items 30 items 
     
MST 0.375 0.289 0.253 0.230 
     
OMST-P     
   No Constraints and Exposure Control MI 0.419 0.315 0.276 0.234 
Non-stratified with Maximum Information 0.468 0.372 0.314 0.285 
Stratified with Maximum Information 0.468 0.368 0.311 0.281 
Stratified with b-Matching 0.510 0.390 0.320 0.283 
     
OMST-U     
   No Constraints and Exposure Control MI 0.303 0.237 0.197 0.173 
Non-stratified with Maximum Information 0.375 0.278 0.231 0.208 
Stratified with Maximum Information 0.370 0.280 0.232 0.206 
Stratified with b-Matching 0.443 0.321 0.259 0.228 
     
CAT     
No Constraints and Exposure Control MI 0.246 0.184 0.157 0.141 
Non-stratified with Maximum Information 0.342 0.238 0.195 0.175 
Stratified with Maximum Information 0.337 0.241 0.197 0.176 
Stratified with b-Matching 0.439 0.301 0.234 0.188 
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          OMST-U has better measurement accuracy than OMST-P and has slightly higher 𝑅𝑀𝑆𝐸s than 
CAT across all the different conditions. In OMST-P, OMST-U, and CAT designs, the 𝑅𝑀𝑆𝐸 
differences between the stratified maximum information and b-matching conditions decrease with 
increase in test length. This indicates that for designs with longer test lengths, the computational less 
demanding b-matching method could be considered over the computational intensive maximum 
information method. 
          Comparison of MST with the OMST-U, OMST-P, and CAT designs has to be conducted in the 
stratified maximum information condition because all the item banks are stratified in the same 
manner under this condition. A visual representation of this comparison across different test lengths is 
given by Figure 3.12. It shows that across the different test lengths, OMST-U outperforms OMST-P 
and MST in terms of 𝑅𝑀𝑆𝐸 with OMST-P being the worse. As expected, CAT has the lowest 
𝑅𝑀𝑆𝐸s over all test lengths. 
Figure 3.12 𝑅𝑀𝑆𝐸 under Stratified Maximum Information Condition 
 
 
          Figure 3.13 shows that all designs have relatively low BIAS over the four different test lengths. 
OMST-U design has lower BIAS than the OMST-P and MST designs while CAT has the lowest. 
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Figure 3.13 BIAS under Stratified Maximum Information Condition 
 
 
          Figure 3.14 shows that all designs have relatively high COR over the four different test lengths. 
The existing OMST-P design has the lowest COR while CAT has the highest COR for all the 
conditions. 
Figure 3.14 COR under Stratified Maximum Information Condition 
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deviations of the pairwise test overlap rates. The pairwise overlap rate is the proportion of 
overlapping items between any possible pair of examinees. The standard deviation of pairwise test 
overlap rate could provide important supplementary test security information in addition to the mean 
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deviation, then it indicates that any disclosure of test information may result in some examinees 
having huge benefit from the disclosed information. 
          Figure 3.15 shows that the OMST-P, OMST-U, and CAT designs have similar mean pairwise 
test overlap rates which are lower than that of the MST design across the different test lengths. 
 
Figure 3.15 Test Overlap Rates under Stratified Maximum Information Condition 
 
 
          Figure 3.16 shows that MST has the largest standard deviation of pairwise test overlap rates. 
Although OMST-P, OMST-U, and CAT designs have similar mean pairwise test overlap rates, 
OMST-U has the smallest standard deviation of pairwise test overlap rates, indicating that OMST-U 
is the design with the best test security. 
Figure 3.16 SD of Test Overlap Rates under Stratified Maximum Information Condition 
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          Figure 3.17 shows that the chi-square indices of the OMST-P, OMST-U, and CAT designs 
have maintained at a value of about 30 across different test lengths. These have been drastically 
reduced from their chi-square indices ranging from 94.6 to 184.9 under no exposure control 
condition. This indicates that the exposure control has effectively improved the item bank utilization 
for the OMST-P, OMST-U, and CAT designs. The maximum exposure rates of all items in the 3 
designs are successfully capped at 0.20. 
Figure 3.17 Chi-Square Statistics under Stratified Maximum Information Condition 
 
 
3.4 Discussion 
          This chapter proposed three new on-the-fly multistage adaptive testing designs that not only 
could tap the strengths of both the CAT and MST designs but also could avoid some of the 
limitations of both designs. Study 1 has uncovered the optimal item selection interval for each of the 
proposed OMST design. These optimal item selection intervals are critical in ensuring that items are 
selected efficiently at each stage so that all the proposed OMSTs have sufficient measurement 
accuracy for most examinees. With the incorporation of these optimal item selection intervals, further 
simulation results also show that the three proposed designs have significantly better measurement 
accuracy than the existing OMST-P design and comparable measurement accuracy as CAT design. 
Among the newly proposed OMST designs, OMST-U consistently performed the best in all the 
aspects. 
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           In the preliminary studies 1 and 2, no constraints and exposure control were implemented so as 
to have a direct comparison between the proposed designs and the current OMST-P design. In Study 
3, the performances of the OMST-U, existing OMST-P, and CAT designs were investigated with 
constraints and exposure control to provide a more comprehensive comparison.  
          The simulation results show that (a) the measurement accuracy of OMST-U design is better 
than that of the existing OMST-P and MST designs and is slightly worse than that of CAT design; (b) 
the BIAS of all designs are low; (b) the Pearson correlations of all designs are relatively high; (c) the 
means pairwise test overlap rates among the OMST-P, OMST-U, and CAT designs are comparable 
while MST has higher rates; and (d) OMST-U has the lowest standard deviation of the pairwise test 
overlap rates across the different conditions, indicating that OMST-U is the design with best test 
security. 
          The proposed designs presented in this chapter are the basic designs. The performance of the 
best proposed design, OMST-U in mastery testing was investigated in Chapter 4 whereby the focus is 
in the correct classification of examinees into their respective mastery levels. In Chapter 5, hybrid 
designs that start with OMST-U step followed by CAT step were studied. In these hybrid designs, the 
length of the module in each OMST-U stage could shrink as the test proceeds and transits to a CAT 
step after 1 to 2 OMST-U stages.  
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Chapter 4 
New On-The-Fly Assembled  
Multistage Adaptive Testing Designs: Approach II 
          As mentioned in earlier sections, the current OMST-P item selection design assembled items 
based on the updated provisional examinee’s ability estimated at the end of each stage. As the 
provisional ability estimates tend to be less accurate at the start of testing, the items assembled based 
solely on the provisional ability estimates may not target the examinee well. In this chapter, another 
approach is used to increase the chance of obtaining more information at each examinee’s true ability. 
4.1 Method 
          Although targeting information at the provisional examinee’s ability may seem to be the direct 
way to select items in module assembly of the OMST, this approach may be inefficient when tests are 
short. This is because the provisional examinee’s ability estimate may be inaccurate and could be far 
from the examinee’s true ability in a short fixed length test even after the test terminates. Hence, 
targeting information solely at the provisional examinee’s ability estimate may not necessary provide 
better information at the examinee’s true ability.  
          Unlike the standard MST designs, OMST designs assemble modules on-the-fly based on the 
latest information gathered about each examinee after each stage. With the flexibility of assembling 
items on-the-fly, item selection algorithm could be programmed to concurrently take into 
consideration both the provisional examinee’s ability estimate as well as the items’ information from 
a pre-defined set of well-distributed points along the ability scale to increase the chance of obtaining 
more information at the true ability of examinee. Hence, depending on the proximity of the item 
selection interval (as defined in section 3.1) to the set of well-distributed points, item selection 
algorithms could be prioritized to select items that maximize the Fisher information at those well-
distributed points nearer to the boundary sub-intervals within the item selection interval. For ability 
scale ranging from -3.0 to 3.0, sets of four well-distributed points could be pre-defined as follows: 
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 Equal proportion points. Selects 4 points on the ability scale that divide the examinee 
population into approximately 5 equal groups at locations -1.29, -0.85, 0.85, and 1.29; and 
 Equally spaced logit points. Selects 4 points on the ability scale that divide the scale into 5 
equal subintervals at locations -1.80, -0.60, 0.60, and 1.80. 
4.1.1 On-The-Fly MST-Uniform with Weighting Method Design (OMST-UWM) 
          The proposed OMST-UWM design simultaneously considers the items’ information at all the 
well distributed points and the examinee’s provisional ability estimate during the module assembly 
process by prioritizing and assigning larger weights to the well-distributed points nearer to the item 
selection interval (as defined in 3.1). Suppose 𝑛 items are assembled at each stage. There are two key 
steps in the assembly of a module at Stage j (𝑠𝑗):  
1. Like OMST-U, the item selection interval constructed based on the provisional examinee’s 
ability estimate, 𝜃𝑗−1 is first divided into 𝑛 + 1 equal sub-intervals: 
 [𝜃𝑠𝑗0(𝜃𝑗−1), 𝜃𝑠𝑗1(𝜃𝑗−1)] , [𝜃𝑠𝑗1(𝜃𝑗−1), 𝜃𝑠𝑗2(𝜃𝑗−1)] , … , [𝜃𝑠𝑗𝑛(𝜃𝑗−1), 𝜃𝑠𝑗(𝑛+1)(𝜃𝑗−1)]. 
2. Next, at the boundary of each sub-interval 𝑘 (excluding the 2 endpoints of the selection 
interval), 𝜃𝑠𝑗𝑘(𝜃𝑗−1) where 𝑘 = 1,2, … , 𝑛, the item that maximizes the following weighting 
function will be selected to be the 𝑘th item of the 𝑛-item module: 
max ∑
1
|𝜃𝑠𝑗𝑘(?̂?𝑗−1) −𝜃𝑊ℎ|
𝐶
𝑐=1 𝐼𝑗𝑖(𝜃𝑊ℎ)  for 𝑗𝑖 ∈ 𝑉𝑗𝑖 ,  
where 𝜃𝑊ℎ , ℎ = 1,2, … 𝐻 is the location of well-distributed point 𝑊ℎ, 𝐼𝑗𝑖(𝜃𝑊ℎ) is the Fisher 
information for item 𝑗𝑖 at well-distributed point 𝑊ℎ, and 𝑉𝑗𝑖  is the set of items available for 
selection at Stage 𝑗. 
          At the first stage, an initial randomly generated ability value in the close neighbourhood of 
𝜃0 = 0 is assigned to each examinee. When the examinee completes each stage, his or her responses 
to all the items administered are used to compute or update the provisional ability estimate that will in 
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turn, guide the assembly of another new set of items for the next stage according to the steps 
described above. This process repeats until the test is terminated. At the end of the test administration, 
the examinee will be scored based on his or her responses to all the administered items. 
4.1.2 CAT with Weighting Method Design (CAT-WM) 
          A new CAT design (CAT-WM) is proposed to also simultaneously consider the items’ 
information at the same set of well distributed points and the examinee’s provisional ability estimate 
during the item selection process by prioritizing and assigning larger weights to the well-distributed 
points nearer to the provisional ability estimate. At the jth item selection, the item that maximizes the 
following weighting function will be selected for administration: 
max ∑
1
|?̂?𝑗−1 −𝜃𝑊ℎ|
𝐶
𝑐=1 𝐼𝑗𝑖(𝜃𝑊ℎ)  for 𝑗𝑖 ∈ 𝑉𝑗𝑖,  
where θ̂j−1is the updated examinee’s provisional ability estimate after the administration of (j − 1) 
items,  θWh , h = 1,2, … H is the location of well-distributed point Wh, Iji(θWh) is the Fisher 
information for item ji at well-distributed point Wh, and Vji is the set of items available for the jth 
item selection. The process repeats until the test is terminated. At the end of the test administration, 
the examinee will be scored based on his or her responses to all the administered items. 
4.2 Data and Simulation Design 
          Two simulation studies were conducted: (i) study 1 aims to compare the performance of the 
OMST-UWM design with the OMST-U design in ability estimation; and (ii) study 2 aims to compare 
the performance of the OMST-UWM design with the OMST-U design in mastery testing.  
          A simulated item pool comprises 450 items modelled using three-parameter logistic (3PL) 
model was used for both studies. The values of the a-, b-, and c-parameters were generated from 
uniform distributions 𝑈(0.5,2.5), 𝑈(−3.6,3.6), and 𝑈(0.0,0.25) respectively. These distributions 
cover wide ranges of reasonable item parameters. All items were randomly assigned to 8 content 
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categorizes. The total test lengths of all designs were varied from 12 to 30 items with step size of 6. 
Four conditions of the OMST models in terms of the allocation of items are shown in the Table 4.1.  
 
Table 4.1 Allocation of Items within Each Stage 
     
 Stage 1 Stage 2 Stage 3  
Model condition A 4 4 4  
Model condition B 6 6 6  
Model condition C 8 8 8  
Model condition D 10 10 10  
     
 
          In both simulation studies, a set of 4 equally spaced logit points was used as the set of well-
distributed points i.e., 4 points on the ability scale that divide the scale into five equal subintervals at 
the following locations were selected: -1.80, -0.60, 0.60, and 1.80. All the designs were subjected to 
the same content constraints and exposure control with maximum item exposure rate of 0.2.  
          The Maximum Priority Index method was used as the constraint-controlled item selection 
method in all OMST and CAT designs. As the Maximum Priority Index is a heuristic method, it will 
not ensure that all tests assembled will meet all content constraints. A maximum tolerance of 5% 
violation rate was permitted. Assembled tests with more than 5% violation rate were excluded and 
replaced with eligible assembled tests. The lower and upper bounds for all contents by the different 
test length are shown in Table 4.2. 
  
 
 
 
 
 
 62 
 
Table 4.2 Content constraint by Test Length 
     
Test Length 12 18 24 30 
 Lower Upper Lower Upper Lower Upper Lower Upper 
C1 0 3 1 5 1 6 1 8 
C2 0 2 0 3 0 4 0 6 
C3 0 3 0 4 0 5 0 6 
C4 1 4 1 6 2 8 2 10 
C5 1 6 1 7 2 10 2 12 
C6 0 4 1 5 1 7 1 9 
C7 0 5 1 7 2 9 2 11 
C8 1 4 1 5 1 7 1 9 
         
 
 
4.2.1 Study 1 
          In this study, simulations were conducted to compare the OMST-U and OMST-UWM designs 
in ability estimation across different test lengths: 12, 18, 24, or 30 items. The ability parameter values 
for 1000 examinees were simulated from the standard normal distribution, truncated within (-3.5, 3.5) 
to prevent confounding effects of potential outliers. The ability of each examinee was estimated by 
maximum likelihood estimation (MLE). However, in the situation when an examinee answered all 
items correctly or incorrectly, expected a posteriori (EAP) was used instead. Fifty replications were 
simulated for each design. 
          The root mean square error (RMSE) was used to evaluate the estimation accuracy and 
efficiency of the proposed designs under different test lengths. It is computed as follows: 
𝑅𝑀𝑆𝐸 =  √
∑ (?̂?𝑖−𝜃𝑖)
2𝑁
𝑖=1
𝑁
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where N is the number of examinees, 𝜃 is the true value of the examinee ability, and 𝜃 is the 
estimated examinee ability. 
4.2.2 Study 2 
          In this study, simulations were conducted to compare the OMST-U and OMST-UWM designs 
in mastery testing. Two nested factors were investigated: (a) test length (12, 18, 24, or 30 items); and 
(b) classification complexity (5 category classification or a simple pass/fail classification at different 
decision points: at 𝜃 = -1.5, -0.5, 0.5 or 1.5). Two 50 replications were simulated for each design for 
the same set of 1000 examinees so that each examinee will receive 2 independent test 
administrations. The ability of each examinee was estimated by maximum likelihood estimation 
(MLE). However, in the situation when an examinee answered all items correctly or incorrectly, 
expected a posteriori (EAP) was used instead.  
          In this study, examinees are classified into 5 categories. The four decision points 𝐷1, 𝐷2, 
 𝐷3, and 𝐷4 on the 𝜃 scale are respectively set to be 𝑐1 = −1.5, 𝑐2 = −0.5, 𝑐3 = 0.5, and 𝑐4 = 1.5. 
Suppose 𝑐0 = −3.5 and 𝑐5 = 3.5. When an examinee’s 𝜃 falls between 𝑐𝑓−1and 𝑐𝑓, he or she will be 
classified into 𝑓th category. The comparison of the designs will be evaluated based on two indices: (i) 
classification accuracy (CA); and (ii) classification consistency (CC). CA refers to the degree of 
correct classification while CC refers to the degree to which the classifications agree with two 
independent administrations of ‘parallel’ forms on the same examinees. 
4.3 Results 
4.3.1 Study 1 – Ability Estimation Accuracy 
          The proposed OMST-UWM designs leverage upon the flexibility of the on-the-fly assembly to 
gather as much information as possible at the true ability of examinee in most circumstances by 
concurrently considering both the provisional examinee’s ability estimate and the items’ information 
at a set of well-distributed points. Figure 4.1 shows that for shorter test lengths, the 𝑅𝑀𝑆𝐸s of the 
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OMST-UWM design are smaller than that of the OMST-U design. For longer test lengths of 24 and 
30 items, the 𝑅𝑀𝑆𝐸s of the OMST-U design are smaller than that of the OMST-UWM design.  
Figure 4.1 𝑅𝑀𝑆𝐸 for OMST-U and OMST-UWM 
 
 
4.3.2 Study 2 - Classification Accuracy and Classification Consistency (Complex Decision) 
          Table 4.3 presents the results of the classification accuracy and consistency of the two proposed 
designs OMST-U and OMST-UWM as well as the three other designs: MST, CAT, and CAT-WM 
over the different test length conditions. The MST, CAT, and CAT-WM designs served as baselines 
for the evaluation of the two proposed designs. A visual representation of classification accuracy 
comparison across different test lengths is given by Figure A.1 in Appendix A. In terms of 
classification accuracy and consistency across all the conditions, the MST design has consistently 
performed the worse while CAT-WM design has consistently performed the best among all the 
designs. Both proposed designs have reasonably high classification accuracy of at least 0.76 for all 
conditions and reasonably high classification consistency of at least 0.73 for test length having 18 
items or more. 
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Table 4.3 Comparison Classification Accuracy (CA) and Consistency (CC) by Test Length 
     
 12-items 18-items 24-items 30-items 
 CA CC CA CC CA CC CA CC 
MST 0.72 0.62 0.79 0.70 0.82 0.75 0.83 0.75 
CAT 0.79 0.70 0.84 0.76 0.86 0.81 0.87 0.81 
CAT-WM 0.82 0.75 0.84 0.78 0.87 0.81 0.87 0.82 
OMST-U 0.76 0.64 0.81 0.73 0.84 0.77 0.85 0.78 
OMST-UWM 0.78 0.72 0.82 0.75 0.84 0.78 0.84 0.78 
         
 
          Figure 4.2 shows that when the test length is 12, OMST-U (as represented by green triangular 
markers) has lower classification accuracy than OMST-UWM (as represented by orange dot markers) 
but its classification accuracy improves as the test length increases. In fact, for longer tests of 24 or 
30 items, the OMST-U design has similar performance in classification accuracy as the OMST-UWM 
design. 
Figure 4.2 Classification Accuracies for OMST-U and OMST-UWM 
 
         Figure A.2 in Appendix A provides a visual representation of the classification consistency 
comparison across different test lengths. It shows that across the different test lengths, the 
classification consistencies of the two proposed designs are also bounded between the MST and 
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CAT-WM. Figure 4.3 shows that when the test length is 12, OMST-U has lower classification 
consistency than OMST-UWM but its classification consistency improves as the test length increases. 
When the test length is 30 items, the OMST-U design has similar performance in classification 
consistency as the OMST-UWM design. 
Figure 4.3 Classification Consistencies for OMST-U and OMST-UWM 
 
 
4.3.3 Study 2 - Classification Accuracy and Consistency (Pass/Fail Decision) 
          In the earlier simulation studies, examinees are classified into 5 categories based on the four 
decision points 𝐷1, 𝐷2,  𝐷3, and 𝐷4 on the 𝜃 scale corresponding to -1.5, -0.5, 0.5, and 1.5. In this 
simulation, the purpose is to evaluate the performance of all the proposed designs when less complex 
decisions such as a pass/fail classification at different decision points (𝜃 = -1.5, -0.5, 0.5, or 1.5) are 
made.  For example, a pass/fail classification at decision point 𝜃 = 0.5 would mean that examinees in 
category 4 and 5 are considered pass whereas examinees in category 3 or below are considered fail. 
          Figures A.3 and A.4 in Appendix A provide visual representations of the pass/fail classification 
accuracy and consistency results for both short (12 items) and long (30 items) tests. Tables A.5 and 
A.6 in Appendix A provide the detailed results of all designs under different test length conditions at 
each of the decision point.  
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          With the simpler pass/fail decision, the classification accuracy and consistency rates are much 
higher for all the designs. Both proposed designs have achieved classification accuracy rates of at 
least 0.91 and 0.94 for short and long tests respectively. They have also achieved classification 
consistency rates of at least 0.87 and 0.91 for short and long tests respectively. These findings 
indicate that a short test of 12 items may be sufficed to attain a reasonably high classification 
accuracy and consistency for less complex decision making. 
          Figures 4.4 and 4.5 highlight the performance of OMST-U and OMST-UWM designs. It is 
observed that OMST-U which selects items based solely on the examinee’s provisional ability 
estimate, performs worse under the shorter test conditions than OMST-UWM, which targets based on 
both the examinee’s provisional ability estimate and the items’ information at a set well-distributed 
points. However, as test length increases, the OMST-U performs equally or better than OMST-UWM 
designs. This indicates that for shorter tests, by simultaneously considers items’ information at a set 
well-distributed points and the examinee’s provisional ability estimate during the module assembly 
process could increase both classification accuracy and consistency rates. 
 
Figure 4.4 Pass/Fail Classification Accuracy for OMST-U and OMST-UWM 
Classification Accuracy 
Short Test of 12 items  Long Test of 30 items 
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Figure 4.5 Pass/Fail Classification Consistency for OMST-U and OMST-UWM 
Classification Consistency 
Short Test of 12 items Long Test of 30 items 
  
 
4.4 Discussion 
          This chapter proposed another new on-the-fly assembled multistage adaptive testing design, 
OMST-UWM based on another approach. Several important findings are gleaned from these studies. 
          First, in the complex classification of 5 categories, both proposed designs have reasonably high 
classification accuracy of at least 0.76 in all conditions and reasonably high classification consistency 
of at least 0.73 for test length having at least 18 items. This is evident in the case of OMST-UWM 
design in that it has significantly higher classification accuracy and consistency rates than the 
standard MST for short tests having 12 items. The high classification and consistency rates of the 
proposed designs not only provide confidence that they are able to adequately classify examinees into 
multiple categories but also provide assurance on the stability of their classification decision made.  
          Second, in the simpler pass/fail decision scenarios, the classification accuracy and consistency 
rates are much higher for both proposed designs as expected. Both proposed designs have achieved 
classification accuracy and consistency rates of at least 0.91 and 0.87 for short tests respectively. This 
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indicates that using these proposed designs, a short test of 12 items may be sufficed to attain a 
reasonably high classification accuracy and consistency for less complex decision making.  
          Third, in both two and five category scenarios, OMST-U consistently performs the worse at 
shorter test lengths and performs equally or better than the OMST-UWM at longer test lengths. This 
indicates that during the module assembly process of short tests, simultaneous consideration of items’ 
information at a set well-distributed points as well as the examinee’s provisional ability estimate 
could provide an edge to increase both classification accuracy and consistency rates. However, the 
advantage may diminish with longer tests. 
          Although targeting information at the provisional examinee’s ability may seem to be the direct 
way to select items in the assembly of modules, this approach may be inefficient when tests are short. 
In a short test, the provisional examinee’s ability estimate may be inaccurate and could be far from 
the examinee’s true ability. Hence, targeting information solely at the provisional examinee’s ability 
may not necessary provide better information at the examinee’s true ability. 
          The proposed OMST-UWM designs leverage upon the flexibility of the on-the-fly assembly to 
gather as much information as possible at the true ability of examinee in most circumstances by 
considering both the provisional examinee’s ability estimate and the items’ information at a set well-
distributed points concurrently. For shorter test lengths, the 𝑅𝑀𝑆𝐸s of the OMST-UWM design are 
smaller than that of the OMST-U design whereas for longer test lengths of 24 and 30 items, the 
𝑅𝑀𝑆𝐸s of the OMST-U design are smaller than that of the OMST-UWM design. As a result, in both 
two and five category scenarios, OMST-U design consistently performs the worse in classification 
accuracy and consistency in shorter tests and performs equally or better than the OMST-UWM in 
longer tests.  
          To provide an illustration on the benefit of selecting items based on both the provisional 
examinee’s ability estimate and the items’ information at a set well-distributed points, let’s consider a 
scenario where an examinee with true ability, θT = 1.7, is taking a short mastery test. Suppose both 
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OMST-U and OMST-UWM assemble 4 items in each stage and OMST-UWM is implemented based 
on a set of 4 well-distributed points: 𝑊1, 𝑊2,  𝑊3, and 𝑊4 on the 𝜃 scale corresponding to -1.80, -0.60, 
0.60, and 1.80. The curves in Figure 4.6 represent the information of the 4 items selected by the 2 
designs at Stage 𝑗. As it is a short test, the provisional examinee’s ability estimated at the end of Stage 
𝑗 − 1 by both designs may not be near to the examinee’s true ability. Hence, the 4 items selected at 
Stage 𝑗 by OMST-U provide lesser information at the examinee’s true ability compared to those 
selected by OMST-UWM. Moreover, the items selected by OMST-UWM from Stages 1 to 𝑗 always 
contain some information near the examinee’s true ability. Therefore, at the end of the test 
administration, the OMST-UWM will have more information at the examinee’s true ability compared 
to OMST-U. 
 
 
Figure 4.6 Information provided by OMST-U and OMST-UWM Design in a Short Test 
 
 
 
 
 
 
 
         Instead of a short test, now let’s suppose the same examinee is taking a long mastery test having 
the same decision points. Suppose that OMST-UWM is also implemented based on the same set of 4 
well-distributed points: 𝑊1, 𝑊2,  𝑊3, and 𝑊4. Figure 4.7 shows the information of the 4 items selected 
by the OMST-U and OMST-UWM designs at Stage j'.  
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Figure 4.7 Information provided by OMST-U and OMST-UWM Designs in a Long Test 
 
           
 
 
 
 
 
 
         As it is a long test, after administering a substantial number of items, the provisional examinee’s 
ability estimated at the end of Stage (j′ − 1) by both designs will be nearer to the examinee’s true 
ability. Hence, the 4 items selected by OMST-U will provide more information at the examinee’s true 
ability compared to those selected by OMST-UWM. This is because in this case, the OMST-U design 
is more effective in selecting items in the closer neighorhood of the examinee’s true ability than the 
OMST-UWM design. Therefore, at the end of the test administration, the OMST-U will have more 
information at the examinee’s true ability compared to OMST-UWM. 
          With these findings, another possible future improvement is to create a hybrid design that 
integrates both OMST-U and OMST-UWM designs. In other words, a new design could begin with 
an OMST-UWM step at the early stages of testing and then transits to an OMST-U step after the 
administration of a substantial number of items. The other important learning point is that it is critical 
for practitioners to understand the strengths and weaknesses of different designs before selecting 
them for implementation. This is because the optimal design for different situations may defer. In 
addition, practitioners should also conduct simulations based on their item bank, content constraints 
and exposure controls to ascertain and identify the optimal design that meet the needs of their 
purpose.   
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Chapter 5 
New Hybrid Designs for Ability Estimation and Mastery Testing  
          In general, a CAT design is more efficient than standard MST design because it has more 
adaptation points. However, at the start of the testing, a CAT design that relied heavily on 
maximizing the Fisher Information may underestimate or overestimate examinees’ abilities 
(Chang & Ying, 2008). MST adapts between stages and estimates the provisional examinee 
ability only at the end of each stage. This MST feature could alleviate the underestimation or 
overestimation problem of CAT. However, the strength of MST only adapts between stages is 
also its weakness because it means that there will be fewer adaptation points compared to CAT. 
Therefore, to fully maximize the strengths and minimize the weaknesses of both CAT and MST 
designs, Wang, Lin, Chang, and Douglas (2014) proposed a new hybrid design that begins with 
MST step at the early stages of testing and transits to a CAT step at later stages, i.e. from a group 
sequential adaptive testing design to a fully sequential adaptive testing design. 
          Wang et al. (2014) proposed two designs: (a) a standard 1-4 module MST step followed by 
a CAT step; and (b) an OMST step followed by a CAT step. They found that hybrid designs with 
a shorter MST step in terms of number of items have higher accuracy in ability estimation than 
hybrid designs with a longer MST step. Hybrid designs with MST step length shorter than half the 
total test length have higher accuracy in ability estimation than the conventional CAT designs. 
Lastly, they also found that in the MST step, standard MSTs with decreasing stage length have 
higher accuracy in ability estimation than those with increasing stage length.  
          The first design proposed by Wang et al. (2014) begins with a standard 1-4 module MST 
design. This setup may not target all the examinees sufficiently well especially examinees at both 
extreme ends of the ability continuum. This chapter proposes new hybrid designs that will 
incorporate the newly proposed OMST-U and OMST-UWM designs from Chapters 3 and 4 and 
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compare their performances in ability estimation testing as well as mastery testing with the 
existing CAT designs. 
5.1 Method 
          Two new hybrid designs are proposed to incorporate the newly proposed OMST-U and 
OMST-UWM designs. They are named as OMSTU-CAT and OMSTU-CAT-WM hybrid designs. 
Both hybrid designs could have a 1-stage or 2-stage in the OMST-U/OMST-UWM step, followed 
by a CAT/CAT-WM Step. 
5.1.1 OMSTU-CAT Hybrid Designs 
          The OMSTU-CAT will begin with OMST-U step at the early stages of testing and transits 
to a CAT step at later stages. More specifically, the hybrid design will begin with either a 1-stage 
or 2-stage OMST-U step followed by the conventional CAT step. The 1-stage OMSTU-CAT will 
only have a routing module in the OMST-U step. For example, a 20-item 1-stage 
OMSTU(5)CAT(15) design will have a routing module with 5 items in the OMST-U step, 
followed by a CAT with 15 items. On the other hand, a 20-items 2-stage OMSTU(7+3)CAT(10) 
design will have a 2-stage OMST-U step with 7 items in Stage 1 and 3 items in Stage 2, followed 
by a CAT with 10 items. 
5.1.2 OMSTU-CAT-WM Hybrid Designs 
          The OMSTU-CAT-WM will begin with OMST-UWM step at the early stages of testing 
and transits to a CAT-WM (as defined in section 4.1.2) step at later stages. Similar to OMSTU-
CAT, the hybrid design OMSTU-CAT-WM will begin with either a 1-stage or 2-stage OMST-
UWM step followed by the CAT-WM step. The structure of the OMSTU-CAT-WM having either 
a 1-stage OMST-UWM step or a 2-stage OMST-UWM step is similar to that of the OMSTU-
CAT. 
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5.2 Data and Simulation Design 
          Three studies were conducted. The first study replicated the study conducted by Wang, Lin, 
Chang, and Douglas (2014) to ascertain the transferability of their findings to the new proposed 
hybrid designs: 
 Hybrid designs with a shorter OMST-U step in terms of number of items have higher 
accuracy in ability estimation than hybrid designs with a longer OMST-U step.  
 Hybrid designs with OMST-U step length shorter than half the total test length have 
higher accuracy in ability estimation than the conventional CAT designs.  
 OMST-U designs with decreasing stage length within the OMSTU step, have higher 
accuracy in ability estimation than those with increasing stage length. 
Based on the outcome of study 1, new proposed hybrid designs were constructed 
accordingly and further studies were conducted to compare the new hybrid designs with 
existing CAT designs. 
5.2.1 Data 
        A simulated item pool of 450 items with item parameters 𝑎𝑖, 𝑏𝑖, and 𝑐𝑖 were generated from the 
uniform distributions: 𝑈(0.5,2.5), 𝑈(−3.6,3.6), and 𝑈(0.0,0.25) respectively. All items were 
randomly assigned to 8 content categorizes. The ability parameter values of 1000 examinees were 
simulated from the standard normal distribution, truncated within (-3.5, 3.5) to prevent confounding 
effects of potential outliers. Two 50 replications were simulated for each design to the same 1000 
examinees so that each examinee received 2 independent test administrations. The ability of each 
examinee was estimated by maximum likelihood estimation (MLE). However, in the situation when 
an examinee answered all items correctly or incorrectly, expected a posteriori (EAP) was used 
instead. All the designs were subjected to the same content constraints and exposure control with 
maximum item exposure rate of 0.2. The Maximum Priority Index (MPI) method was used as the 
constraint-controlled item selection method in all OMST and CAT designs. As the Maximum Priority 
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Index is a heuristic method, it will not ensure that all tests assembled will meet all content constraints. 
A maximum tolerance of 5% violation rate was permitted. Assembled tests with more than 5% 
violation rate were excluded and replaced with eligible assembled tests. The lower and upper bounds 
of each content constraint by the different test length are shown in Table 5.1. 
Table 5.1 Content Constraint by Test Length 
     
     
 C1 C2 C3 C4 C5 C6 C7 C8 
20-items         
Lower 1 0 0 1 1 1 1 1 
Upper 6 4 5 7 9 6 8 6 
30-items         
Lower 1 0 0 2 2 1 2 1 
Upper 8 6 6 10 12 9 11 9 
         
 
          In this study, examinees are classified into 5 categories. The four decision points 𝑐1, 𝑐2,  𝑐3, and 
𝑐4 on the 𝜃 scale are respectively set to be -1.5, -0.5, 0.5, and 1.5. Suppose 𝑐0 = −3.5 and 𝑐5 = 3.5. 
When an examinee’s 𝜃 falls between 𝑐𝑓−1and 𝑐𝑓, he or she is classified into 𝑓th category. 
5.2.2 Simulation Design for Study 1 
          In this study, simulations were conducted to investigate the selected combination of item 
allocation within the 2-stage OMST-U step as well as between the OMST-U step and the CAT 
step for the OMSTU-CAT design. Three nested factors were investigated: (a) test length (20, or 
30 items); (b) item allocation within 2-stage OMST-U step (stage length: increasing or 
decreasing); and (c) item allocation between OMST-U step and CAT step (shorter, equal or 
longer OMST-U step length than CAT step length). The 16 conditions of the nested factors in 
terms of the distribution of items are shown in the Table 5.2. 
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Table 5.2 Item Allocation within OMST-U and CAT Steps of OMSTU-CAT Design 
 OMST-U Step CAT Step 
20-item Design   
Combination 1 3 + 5 12 
Combination 2 5 + 3 12 
Combination 3 3 + 7 10 
Combination 4 7 + 3 10 
Combination 5 5 + 10 5 
Combination 6 10 + 5 5 
30-item Design   
Combination 7 3 + 5 22 
Combination 8 5 + 3 22 
Combination 8 3 + 7 20 
Combination 10 7 + 3 20 
Combination 11 5 + 10 15 
Combination 12 10 + 5 15 
Combination 13 7 + 13 10 
Combination 14 13 + 7 10 
Combination 15 10 + 15 5 
Combination 16 15 + 10 5 
   
 
          The comparison of the different combinations were evaluated based on five indices: (i) root 
mean square error (𝑅𝑀𝑆𝐸); (ii) bias; (iii) Pearson correlation of the maximum likelihood estimate of 
theta against true theta (𝐶𝑂𝑅); (iv) classification accuracy (𝐶𝐴); and (v) classification consistency 
(𝐶𝐶). 𝑅𝑀𝑆𝐸, 𝑏𝑖𝑎𝑠, 𝐶𝑂𝑅, 𝐶𝐴, and 𝐶𝐶 are computed as before. 
 77 
 
 
5.2.3 Simulation Design for Study 2 
          Based on the findings from study 1, the proposed OMSTU-CAT hybrid designs have the 
following features: 
 Begins with OMST step at the early stages of testing and transits to a CAT step at later 
stages;  
 OMST step with length shorter than or equal to half the total test length; and 
 In the OMST step, it will have a decreasing stage length. 
          The OMSTU-CAT begins with OMST-U step at the early stages of testing and transits to a 
CAT step at later stages. In order to keep the OMST-U step within half the total test length, the 
hybrid design begins with either a 1-stage or 2-stage OMST-U step followed by the conventional 
CAT step. The OMSTU-CAT having 1-stage OMST-U step can have a routing module with 2 to 
10 items in the OMST-U step. For example, an OMSTU(5)CAT(15) design has a routing module 
of 5 items in the OMST-U step, followed by a CAT with 15 items.  
          On the other hand, the OMSTU-CAT having 2-stage OMST-U step can have up to 10 items in 
the OMST-U step with Stage 1 containing equal or more items than Stage 2. For example, an 
OMSTU(5+5)CAT(10) design has a 2-stage OMST-U step with 5 items in each stage followed by a 
CAT with 10 items while an OMSTU(7+3)CAT(10) design has a 2-stage OMST-U step with 7 items 
in Stage 1 and 3 items in Stage 2, followed by a CAT with 10 items. 
          The purpose of study 2 is to compare the performance of all possible 1-stage and 2-stage 
OMSTU-CAT designs with existing 3-stage OMST-U (7-7-6) and CAT designs. The total test 
lengths of all the designs were fixed at 20 items. First 3 combinations of the 1-stage and 2-stage 
hybrid designs are shown in the Table 5.3 (see Table A.7 in Appendix A for details of all 
combinations).  
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Table 5.3 Item Allocation of 1-Stage and 2-Stage Hybrid Designs 
 
 
OMST-U 
Step 
CAT 
Step 
1-Stage   
Combination 1 2 18 
Combination 2 3 17 
Combination 3 4 16 
2-Stage   
Combination 10 2+2 16 
Combination 11 3+2 15 
Combination 12 3+3 14 
   
          The comparison of the different designs were evaluated based on five indices: (i) root mean 
square error (𝑅𝑀𝑆𝐸); (ii) bias; (iii) Pearson correlation of the maximum likelihood estimate of theta 
against true theta (𝐶𝑂𝑅); (iv) classification accuracy (𝐶𝐴); and (v) classification consistency (𝐶𝐶). 
𝑅𝑀𝑆𝐸, 𝑏𝑖𝑎𝑠, 𝐶𝑂𝑅, 𝐶𝐴, and 𝐶𝐶 are defined as before. 
5.2.4 Simulation Design for Study 3 
          Based on findings of studies 1 and 2, selected OMSTU-CAT hybrid designs are further 
enhanced by incorporating the OMST-UWM and CAT-WM into the OMST-U step and CAT step 
respectively. With this enhancement, the new hybrid design which is named as OMSTU-CAT-
WM, begins with OMST-UWM step at the early stages of testing and transits to a CAT-WM step 
at later stages. Like the OMSTU-CAT, the hybrid OMSTU-CAT-WM design begins with either a 
1-stage or 2-stage OMST-UWM step followed by the CAT-WM step. The construction of the 
OMSTU-CAT-WM for the 1-stage OMST-UWM step or the 2-stage OMST-UWM step is similar 
to that of the OMSTU-CAT. 
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          The purpose of this study is to investigate the classification performance of the selected 
OMSTU-CAT designs with the corresponding enhanced OMSTU-CAT-WM designs. The 
selected designs are shown in Table 5.4. The total test lengths of 20 and 30 items were 
investigated. The comparisons of the designs were evaluated based on two indices: (i) 
classification accuracy (CA); and (ii) classification consistency (CC). Classification accuracy and 
consistency are computed as before. 
 
Table 5.4 Item Allocation within OMST-U and CAT Steps of OMSTU-CAT Design 
 OMST-U/OMST-UWM  
Step 
CAT/CAT-WM  
Step 
20-item Design   
Combination 1 5 + 3 12 
Combination 2 7 + 3 10 
30-item Design   
Combination 3 5 + 3 22 
Combination 4 7 + 3 20 
Combination 5 10 + 5 15 
   
 
5.3 Results 
5.3.1 Study 1 
          Table 5.5 presents the results of the OMSTU-CAT hybrid design under the different 
conditions. The evaluation of the transferability of Wang et al.’s (2014) findings to the new 
proposed hybrid designs are reported in the following order: (i) 𝑅𝑀𝑆𝐸; (ii) BIAS; (iii) 𝐶𝑂𝑅; (iv) 
classification accuracy; and (v) classification consistency. Only the findings of the 20-item hybrid 
designs are reported as they are similar to that of the 30-items designs. 
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Table 5.5 Comparison of Different OMSTU-CAT Designs 
 OMSTU-CAT CAT 
20-item Design RMSE BIAS CA CC COR RMSE BIAS CA CC COR 
OMSTU(3+5)CAT(12) 0.2181 0.0106 0.83 0.77 0.98 0.2211 0.0133 0.85 0.78 0.98 
OMSTU(5+3)CAT(12) 0.2111 0.0074 0.84 0.77 0.98      
OMSTU(3+7)CAT(10) 0.2346 0.0116 0.83 0.75 0.97      
OMSTU(7+3)CAT(10) 0.2177 0.0065 0.84 0.76 0.98      
OMSTU(5+10)CAT(5) 0.2619 0.0215 0.81 0.73 0.97      
OMSTU(10+5)CAT(5) 0.2353 0.0095 0.83 0.77 0.97      
30-item Design 
          
OMSTU(3+5)CAT(22) 0.1833 0.0030 0.86 0.80 0.98 0.1851 0.0080 0.87 0.81 0.98 
OMSTU(5+3)CAT(22) 0.1796 0.0021 0.86 0.80 0.99      
OMSTU(3+7)CAT(20) 0.1847 0.0042 0.85 0.79 0.98      
OMSTU(7+3)CAT(20) 0.1818 0.0045 0.86 0.80 0.98      
OMSTU(5+10)CAT(15) 0.1898 0.0028 0.85 0.79 0.98      
OMSTU(10+5)CAT(15) 0.1862 0.0028 0.86 0.81 0.98      
OMSTU(7+13)CAT(10) 0.2018 0.0032 0.86 0.78 0.98      
OMSTU(13+7)CAT(10) 0.1954 0.0023 0.85 0.77 0.98      
OMSTU(10+15)CAT(5) 0.2116 0.0037 0.84 0.78 0.98      
OMSTU(15+10)CAT(5) 0.2071 0.0049 0.85 0.79 0.98      
           
 
          A visual representation of the comparison of 𝑅𝑀𝑆𝐸 across different conditions for 20-item 
design is given by Figure 5.1. Hybrid designs with a shorter OMST-U step (as represented by the 
orange bars) have lower RMSEs than hybrid designs with a longer OMST-U step (as represented 
by the blue bars). This agrees with the finding from Wang et al. (2014) that hybrid designs with a 
shorter OMST step have higher accuracy in ability estimation than hybrid designs with a longer 
OMST step.  
          The RMSEs of OMSTU(3+5)CAT(12) and OMSTU(5+3)CAT(12) are lower than that of 
CAT(20) whereas the RMSEs of OMSTU(5+10)CAT(5) and OMSTU(10+5)CAT(5) are higher 
than that of CAT(20). This also triangulates with the finding from Wang et al. (2014) that hybrid 
designs with OMST step length shorter than half the total test length have higher accuracy in 
ability estimation than the conventional CAT designs. It is also apparent from the figure that 
OMST-U designs with decreasing stage length have higher accuracy in ability estimation than 
those with increasing stage length. 
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Figure 5.1 𝑅𝑀𝑆𝐸 of different 20-item Hybrid Designs 
 
          Figure 5.2 provides a visual representation of the comparison of 𝐵𝐼𝐴𝑆 across different 
conditions for 20-item design. Generally, the hybrid and CAT designs under all conditions have 
relatively similar small bias of less than 0.03. 
Figure 5.2 𝐵𝐼𝐴𝑆 of different 20-item Hybrid Designs 
 
          Figure 5.3 shows that the CORs of the hybrid design under all conditions are very high and 
relatively close to that of the CAT design. However, the classification accuracy and consistency of 
the hybrid designs with OMST step length shorter than half the total test length are slightly lower 
than that of CAT. 
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Figure 5.3 𝐶𝐴, 𝐶𝐶, and 𝐶𝑂𝑅 of different 20-item Hybrid Designs 
 
          The findings on measurement precision of the proposed hybrid designs have triangulated 
with previous study conducted by Wang et al. (2014). However, the finding that classification 
accuracy and consistency rates of the new hybrid designs are slightly lower than that of the CAT 
design does not agree with their finding. This could be due to the different item bank quality, 
different content constraints, and exposure control implemented. 
5.3.2 Study 2 
          The confirmation of measurement precision finding established in study 1 has indicated that 
the proposed hybrid design should have OMST-U step with length shorter than or equal to half 
the total test length and a descending stage length. In study 1, only selected combination of hybrid 
designs were used. The purpose of this study is to compare the performance of all 20-items hybrid 
designs satisfying the above criteria. 
          Figure 5.4 provides a visual comparison of the RMSE of all 20-item OMSTU-CAT, a 3-
stage OMST-U and CAT designs. Except for OMSTU(10)CAT(10) and OMSTU(5+5)CAT(10) 
hybrid designs, all the other hybrid designs have RMSE lower than that of CAT. Moreover, all 
hybrid designs have significantly higher measurement accuracy than the 3-stage OMST design. In 
0.83 0.84 0.83 0.84 0.81 0.83 
0.85 
0.77 0.77 0.75 0.76 0.73 
0.77 0.78 
0.98 0.98 0.97 0.98 0.97 0.97 0.98 
0.60
0.65
0.70
0.75
0.80
0.85
0.90
0.95
1.00
CA
CC
COR
 83 
 
terms of measurement accuracy, the three best hybrid designs are OMSTU(3)CAT(17), 
OMSTU(4)CAT(16), and OMSTU(5)CAT(15). 
Figure 5.4 𝑅𝑀𝑆𝐸 of all different 20-item Hybrid, a 3-stage OMST, and CAT Designs 
 
          A visual comparison of the bias of all 20-item OMSTU-CAT, 3-stage OMST-U and CAT 
designs is provided by Figure 5.5. Generally, all hybrid designs have relatively small bias of less 
than 0.02. The 3-stage OMST-U design has the largest bias of about 0.025. 
Figure 5.5 𝐵𝐼𝐴𝑆 of all different 20-item Hybrid, a 3-stage OMST, and CAT Designs 
 
 
          Figure 5.6 shows that the CORs of all the hybrid designs are very high and comparable to 
that of the CAT design and are slightly higher than that of the 3-stage OMST-U. Though 
classification accuracy and consistency of hybrid designs are relatively comparable to CAT, some 
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of the hybrid designs have slightly lower classification accuracy and consistency than that of 
CAT. The classification accuracy and consistency of the 3-stage OMST-U are the lowest among 
all the designs. 
Figure 5.6 𝐶𝐴, 𝐶𝐶, and 𝐶𝑂𝑅 of all different 20-item Hybrid, a 3-stage OMST, and CAT Designs  
 
 
5.3.3 Study 3 
          From study 1, it is noted that the classification accuracy and consistency rates of all the 
hybrid designs are generally lower than that of CAT design. The next natural step is to introduce 
the OMST-UWM design into the hybrid. This is because the OMST-UWM design has been 
shown in Chapter 4 to be the best design in terms of classification accuracy and consistency for 
short tests. 
          This study aims to investigate the impact of incorporating the newly proposed OMST-
UWM into the hybrid designs on the performance in mastery testing. In other words, the OMST-
U step is replaced by the OMST-UWM step while the CAT step is replaced by the CAT-WM 
step. Five designs from study 1 were used for this study: two 20-items and three 30-item hybrid 
designs having OMST-U step with length shorter than or equal to half the total test length and a 
descending stage length. They are OMSTUWM(5+3)CAT(12), OMSTUWM(7+3)CAT(10), 
OMSTUWM(5+3)CAT(22), OMSTUWM(7+3)CAT(20), and OMSTUWM(10+5)CAT(15). 
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Figure 5.7 Classification Accuracies of Original and New Hybrid Designs 
 
          A visual representation of the classification accuracy comparison of OMSTU-CAT (as 
represented by orange bars) and the corresponding OMSTU-CAT-WM (as represented by blue 
bars) designs is provided by Figure 5.7. For designs with OMST-U step lengths strictly shorter 
than half the total test length, the corresponding OMSTU-CAT-WM successfully improved the 
classification accuracy rates by 1%. 
Figure 5.8 Classification Consistencies of Original and New Hybrid Designs 
 
          A visual representation of the classification consistency comparison of OMSTU-CAT (as 
represented by orange bars) and the corresponding OMSTU-CAT-WM (as represented by blue 
bars) designs is provided by Figure 5.8. For all OMSTU-CAT designs, the corresponding 
OMSTU-CAT-WM successfully improved the classification consistency rates by 1-2%. 
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5.4 Discussion 
          This chapter proposes new hybrid multistage adaptive testing designs to maximize the 
strengths and minimize the weaknesses of both CAT and MST designs. The new hybrid designs, 
OMSTU-CAT and OMSTU-CAT-WM respectively replace the MST step of the hybrid design 
proposed by Wang et al. (2014) with the newly proposed OMST-U and OMST-UWM step from 
earlier chapters.  
          The simulation results show that new hybrid designs, OMSTU-CAT (a) with a shorter 
OMST-U step have higher measurement precision than those with a longer OMST-U step; (b) 
with OMST-U step length shorter than half the total test length have higher accuracy in ability 
estimation than 3-stage OMST-U and conventional CAT designs; and (c) with OMST-U step 
length shorter than half the total test length have classification accuracy and consistency rates 
slightly lower than that of CAT. They also show that OMSTU-CAT-WM designs which 
incorporated the OMST-UWM and CAT-WM into the OMSTU-CAT designs could boost their 
classification accuracy and consistency. Two key findings are gleaned from these studies.  
          While the measurement precision findings of OMSTU-CAT have triangulated with 
previous study conducted by Wang et al. (2014), the finding that its classification accuracy and 
consistency rates are slightly lower than that of the CAT design does not agree with their finding. 
This could be due to the different item bank quality, different content constraints, and exposure 
control implemented. This indicates that the findings from previous studies should not be 
generalized directly to all testing scenarios. Instead, simulation studies need to be conducted 
based on the given item bank, content, and exposure controls to ascertain the degree of 
transferability of the findings. Also, all the OMSTU-CAT hybrid designs are quite robust. This 
can be seen in study 2 where all the hybrid designs having OMST-U step with length shorter than 
half the total test length and a descending stage length, have outperformed CAT in RMSE. This 
robustness of OMSTU-CAT designs would allow practitioners to have more flexibility in 
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selecting the appropriate design that meet their requirement and still achieving the desired higher 
measurement precision. 
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Chapter 6 
CONCLUSIONS 
           New innovative on-the-fly assembled MST and hybrid MST designs for both ability 
estimation and mastery testing have been proposed in this dissertation. Depending on the purpose 
of the testing, quality of the item bank, distribution of the target population, and content 
constraints, researchers should use the appropriate designs to achieve their goals optimally. In 
other words, there is no one size fits all design that could be implemented in all scenarios. Critical 
and careful simulation and evaluation will need to be conducted in order to select the design that 
best caters to the needs and requirements.  
           Simulations have shown that the proposed on-the-fly assembled MST and hybrid MST 
designs not only could overcome the underestimation and overestimation problems faced by 
CAT, but also could ensure higher test security compared with the standard MST, traditional 
CAT, and existing OMST-P designs. Some possible future extensions I would like to pursue are 
as follows: 
 A new hybrid design that integrates both OMST-U and OMST-UWM designs. In other 
words, the new hybrid design begins with an OMST-UWM step at the early stages of 
testing and then transits to an OMST-U step after the administration of a substantial 
number of items; 
 A variable-length on-the-fly assembled MST whereby testing is terminated when accuracy 
meets some pre-determined criterion or criteria; and  
 An on-the-fly assembled MST design that makes use of both examinee ability and 
response time information when assembling items on-the-fly. 
           The current studies conducted have some limitations. First, a constraint violation of 5% 
tolerance was implemented in all the simulation studies. In real application of the proposed 
designs, an item replacement step could be implemented to ensure the on-the-fly assembled tests 
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could meet all the content constraints. As the use of replacement step may introduce unnecessary 
confounding factors to the comparisons, it was not implemented in the simulation studies. Second, 
the comparison studies were based on generated item parameters. Ideally, the next step is to 
validate the performance of the proposed designs based on a real item bank. As I do not have 
access to any real item banks at the moment, the follow-up study using a real item bank will be 
conducted in future.  
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Appendix A 
Table A.1 Comparison of MST, OMST-P, OMST-U, and CAT Designs for Test Length equal 12 
       
 RMSE BIAS COR CHISQ OVERLAP 
RATE 
OVERLAP 
Rate SD 
       
MST 0.375 0.044 0.924 - 0.167 0.213 
       
OMST-P       
   No Constraints and Exposure Control MI 0.419 0.044 0.918 130.7 0.317 0.241 
Non-stratified with Maximum Information 0.468 0.055 0.910 30.1 0.093 0.136 
Stratified with Maximum Information 0.468 0.053 0.918 30.0 0.093 0.136 
Stratified with b-Matching 0.510 0.062 0.886 25.4 0.083 0.133 
       
OMST-U       
   No Constraints and Exposure Control MI 0.303 0.026 0.957 181.2 0.429 0.208 
Non-stratified with Maximum Information 0.375 0.041 0.938 28.9 0.090 0.112 
Stratified with Maximum Information 0.370 0.043 0.935 28.9 0.090 0.112 
Stratified with b-Matching 0.443 0.054 0.920 18.7 0.068 0.099 
       
CAT       
No Constraints and Exposure Control MI 0.246 0.010 0.973 116.3 0.285 0.240 
Non-stratified with Maximum Information 0.342 0.040 0.948 27.8 0.088 0.126 
Stratified with Maximum Information 0.337 0.037 0.945 27.8 0.088 0.127 
Stratified with b-Matching 0.439 0.067 0.916 14.9 0.059 0.083 
       
 
Table A.2 Comparison of MST, OMST-P, OMST-U, and CAT Designs for Test Length equal 18 
       
 RMSE BIAS COR CHISQ OVERLAP 
RATE 
OVERLAP 
Rate SD 
       
MST 0.289 0.027 0.961 - 0.165 0.206 
       
OMST-P       
   No Constraints and Exposure Control MI 0.315 0.025 0.951 133.9 0.337 0.234 
Non-stratified with Maximum Information 0.372 0.040 0.942 32.3 0.111 0.144 
Stratified with Maximum Information 0.368 0.039 0.945 32.3 0.111 0.147 
Stratified with b-Matching 0.390 0.043 0.943 32.6 0.112 0.145 
       
OMST-U       
   No Constraints and Exposure Control MI 0.237 0.019 0.973 184.9 0.451 0.204 
Non-stratified with Maximum Information 0.278 0.026 0.958 31.4 0.109 0.109 
Stratified with Maximum Information 0.280 0.025 0.956 31.5 0.109 0.109 
Stratified with b-Matching 0.321 0.030 0.951 21.6 0.088 0.093 
       
CAT       
No Constraints and Exposure Control MI 0.184 0.008 0.983 102.2 0.267 0.247 
Non-stratified with Maximum Information 0.238 0.018 0.973 29.5 0.105 0.141 
Stratified with Maximum Information 0.241 0.018 0.975 29.5 0.105 0.142 
Stratified with b-Matching 0.301 0.031 0.965 18.4 0.081 0.108 
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Table A.3 Comparison of MST, OMST-P, OMST-U, and CAT Designs for Test Length equal 24 
       
 RMSE BIAS COR CHISQ OVERLAP 
RATE 
OVERLAP 
Rate SD 
       
MST 0.253 0.024 0.968 - 0.163 0.197 
       
OMST-P       
   No Constraints and Exposure Control MI 0.276 0.024 0.967 134.3 0.352 0.236 
Non-stratified with Maximum Information 0.314 0.030 0.956 32.8 0.126 0.155 
Stratified with Maximum Information 0.311 0.029 0.953 32.8 0.126 0.155 
Stratified with b-Matching 0.320 0.030 0.956 37.0 0.135 0.169 
       
OMST-U       
   No Constraints and Exposure Control MI 0.197 0.015 0.982 183.4 0.461 0.202 
Non-stratified with Maximum Information 0.231 0.018 0.974 33.6 0.127 0.123 
Stratified with Maximum Information 0.232 0.019 0.975 33.7 0.127 0.124 
Stratified with b-Matching 0.259 0.018 0.972 26.1 0.111 0.101 
       
CAT       
No Constraints and Exposure Control MI 0.157 0.004 0.987 97.0 0.269 0.267 
Non-stratified with Maximum Information 0.195 0.010 0.977 31.8 0.123 0.168 
Stratified with Maximum Information 0.197 0.012 0.984 31.8 0.123 0.167 
Stratified with b-Matching 0.234 0.021 0.975 21.7 0.101 0.139 
       
 
Table A.4 Comparison of MST, OMST-P, OMST-U, and CAT Designs for Test Length equal 30 
       
 RMSE BIAS COR CHISQ OVERLAP 
RATE 
OVERLAP 
Rate SD 
       
MST 0.230 0.021 0.976 - 0.164 0.203 
       
OMST-P       
   No Constraints and Exposure Control MI 0.234 0.017 0.973 135.3 0.367 0.235 
Non-stratified with Maximum Information 0.285 0.027 0.962 30.9 0.135 0.162 
Stratified with Maximum Information 0.281 0.025 0.958 30.9 0.135 0.162 
Stratified with b-Matching 0.283 0.030 0.966 34.4 0.142 0.176 
       
OMST-U       
   No Constraints and Exposure Control MI 0.173 0.012 0.985 180.6 0.468 0.204 
Non-stratified with Maximum Information 0.208 0.016 0.979 33.6 0.141 0.131 
Stratified with Maximum Information 0.206 0.015 0.978 33.6 0.140 0.131 
Stratified with b-Matching 0.228 0.017 0.973 29.8 0.132 0.107 
       
CAT       
No Constraints and Exposure Control MI 0.141 0.003 0.989 94.6 0.276 0.279 
Non-stratified with Maximum Information 0.175 0.007 0.984 31.6 0.136 0.182 
Stratified with Maximum Information 0.176 0.007 0.981 31.5 0.136 0.183 
Stratified with b-Matching 0.188 0.014 0.982 25.3 0.122 0.170 
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Table A.5 Pass/Fail Classification Accuracy of All Designs by Test Length 
 Item Selection Strategies that Target at  
 Provisional Ability Estimate only 
Both Provisional Ability Estimate & Items’ 
Information at Well-Distributed Points 
12 items MST OMST-U CAT OMST-PWM CAT-WM 
D1 0.96 0.97 0.97 0.98 0.97 
D2 0.89 0.91 0.93 0.93 0.94 
D3 0.91 0.91 0.92 0.91 0.93 
D4 0.96 0.95 0.98 0.97 0.98 
      18 items      
D1 0.97 0.97 0.98 0.98 0.98 
D2 0.92 0.94 0.95 0.94 0.94 
D3 0.93 0.93 0.94 0.94 0.94 
D4 0.97 0.96 0.98 0.97 0.98 
      24 items      
D1 0.98 0.98 0.99 0.98 0.98 
D2 0.93 0.94 0.95 0.95 0.95 
D3 0.94 0.94 0.95 0.93 0.96 
D4 0.97 0.98 0.98 0.98 0.98 
      30 items   
D1 0.98 0.98 0.98 0.98 0.98 
D2 0.93 0.95 0.95 0.94 0.95 
D3 0.95 0.94 0.94 0.94 0.96 
D4 0.97 0.98 0.98 0.98 0.99 
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Table A.6 Pass/Fail Classification Consistency of All Designs by Test Length 
 Item Selection Strategies Target at  
 Provisional Ability Estimate only 
Both Provisional Ability Estimate & Items’ 
Information at Well-Distributed Points 
12 items MST OMST-U CAT OMST-UWM CAT-WM 
D1 0.94 0.95 0.95 0.96 0.96 
D2 0.85 0.88 0.90 0.90 0.91 
D3 0.87 0.87 0.88 0.87 0.90 
D4 0.94 0.93 0.96 0.96 0.97 
 
     
18 items      
D1 0.96 0.96 0.97 0.97 0.97 
D2 0.88 0.92 0.92 0.91 0.91 
D3 0.90 0.90 0.91 0.91 0.92 
D4 0.96 0.94 0.96 0.96 0.98 
 
     
24 items      
D1 0.97 0.97 0.99 0.97 0.98 
D2 0.90 0.93 0.93 0.93 0.93 
D3 0.92 0.91 0.92 0.91 0.94 
D4 0.96 0.96 0.97 0.97 0.97 
 
     
30 items      
D1 0.97 0.98 0.98 0.97 0.98 
D2 0.90 0.93 0.93 0.93 0.92 
D3 0.92 0.92 0.93 0.91 0.94 
D4 0.96 0.96 0.97 0.97 0.98 
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Table A.7 Item Allocation of 1-Stage and 2-Stage Hybrid Designs 
   
 OMST-U 
Step 
CAT 
Step 
1-Stage   
Combination 1 2 18 
Combination 2 3 17 
Combination 3 4 16 
Combination 4 5 15 
Combination 5 6 14 
Combination 6 7 13 
Combination 7 8 12 
Combination 8 9 11 
Combination 9 10 10 
2-Stage   
Combination 10 2+2 16 
Combination 11 3+2 15 
Combination 12 3+3 14 
Combination 13 4+2 14 
Combination 14 5+2 13 
Combination 15 4+3 13 
Combination 16 4+4 12 
Combination 17 5+3 12 
Combination 18 6+2 12 
Combination 19 5+4 11 
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 OMST-U 
Step 
CAT 
Step 
Combination 20 6+3 11 
Combination 21 7+2 11 
Combination 22 5+5 10 
Combination 23 6+4 10 
Combination 24 7+3 10 
Combination 25 8+2 10 
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Figure A.1 Classification Accuracies across different Test Lengths 
 
 
Figure A.2 Classification Consistencies across different Test Lengths 
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Figure A.3 Pass/Fail Classification Accuracy for Long and Short Tests 
Short Test of 12 items  Long Test of 30 items 
  
 
Figure A.4 Pass/Fail Classification Consistency for Long and Short Tests 
Classification Consistency 
Short Test of 12 items Long Test of 30 items 
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