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The purpose of this thesis is to use the classical technique known as calculus of variations to
investigate three problems in nanotechnology.
Curvature-dependent energies are used in modelling biological molecules including the shape
of red blood cells and protein backbone structures. In this thesis, we investigate another ap-
plication of such energies to model nanoantennas. Targeting mid-infrared rays, nanoantennas
(which are defined as tiny gold squares or spirals set in specially treated forms of polyethylene)
can convert energy into electricity giving rise to theoretical efficiency which is much higher than
current solar cell technology. Since shape and size are critical to the performance of nanoan-
tennas, here we investigate a certain type of nanoantenna which is a spherical helix or another
similar curve that winds around a sphere. Using the Euler-Lagrange equations for extremal
curves, we find classes of energies which permit curves on the sphere as extremizers.
The second problem is the joining between carbon nanostructures by using calculus of varia-
tions. Carbon nanostructures have received a lot of attention for their use in nanoscale devices.
Joining carbon nanostructures has been shown to enhance the property of the combined struc-
tures. In this thesis we model the join of carbon nanocones with fullerenes, two nanocones,
plane sheet of graphene with nanocones, fullerene with plane sheet of graphene and nanocone
with two parallel sheets of graphene. We illustrate that a perfect join configuration of absolute
minimum energy is possible in some circumstances. In general, we study two models, which are
based on the curvature of the join profile. Model I refers to the positive curvature only and
Model II refers to the positive and negative curvatures. In addition, we consider three cases of
joining nanocones with exactly half a sphere, more than half a sphere and less than half a sphere.
In joining two nanocones, we investigate the joining between two symmetric carbon nanocones,
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two different angles nanocones and two different angles nanocones for five possible angles of the
first nanocone. These combined structures may be useful for the design of scanning tunnelling
microscopy and other nanoscale devices.
Finally, this thesis compares two different energies used in modelling of the joining between
different carbon nanostructures. The first energy depends on the axial curvature only. As
carbon nanotubes deform according to perfect elasticity, the elastic energy is used to determine
the join region which contains a finite number of discrete bonds. Secondly, we consider the
Willmore energy that depends on the axial and rotational curvature. As a result we use a piece
of catenoid to join carbon nanostructures as it is an absolute minimizer of the Willmore energy.
In particular, we investigate using the two energies for joining carbon nanocones with carbon
nanotubes, two carbon nanocones and two fullerenes. We conclude that both of these energies
can be used for these two cases of joining as they are similar in the joining profile.
The major contribution of this thesis is the use of applied mathematical modelling to de-
termine optimal configurations of nanostructures. Three problems are investigated, based on
geometry of space curves on a sphere, geometry of joining to combine different nanostructures
and comparison of different energies for the same joining scenario.
iv
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Nanotechnology is one of the most active research areas within the scientific community today.
Nanotechnology is a multidisciplinary research field combining various disciplines, including
physics, chemistry, biology and engineering. Importantly, mathematical modelling can provide
insight into the behaviours of nanostructured materials under different conditions and enhance
our understanding through new applications within this arena. This thesis comprises three
topics, namely:
• Modelling curves on a sphere with an application to spherical nanoantennas,
• Modelling the joining of carbon nanostructures,
• Comparing different energies for modelling the joining of different nanostructures.
1.1.1 Modelling curves on the sphere
1.1.1.1 Antennas
An antenna is usually defined as a metallic device (as a rod or wire) for radiating or receiving
radio waves [9]. Research into antennas began with James Clerk Maxwell in 1873 when he
combined the theories of electricity and magnetism into a set of equations which are commonly
known as Maxwell’s equations. The Germany physicist Heinrich Rudolph Hertz developed the
first wireless electromagnetic system in 1886 [9]. During the Second World War researchers
worked to develop radar technology to see targets from hundreds of miles away, even at night.
This research resulted in the rapid development of high-frequency radar antennas [51]. More
10
recently the principle aim of the research on antennas is how to create them for broadband
application with small sizes for communication systems [51].
There are many applications for antennas. It is an important element of the performance of
many systems such as communications, radar, radio astronomy, navigation and instrumentation
[94].
Measuring the performance of an antenna depends on many important properties, the study in
[8] has defined these properties as below.
1. Radiation pattern: The radiation pattern of an antenna can be defined as a mathematical
function or graphical representation of the radiation properties which include power flux
density, radiation intensity, field strength and polarization.
2. Directivity: The directivity of an antenna can be defined as the ratio of the radiation
intensity in a given direction from the antenna to the radiation intensity averaged over all
directions, and it is desirable to express directivity in decibels (dB). Thus the radiation
intensity is the power radiated from an antenna per unit solid angle.
3. Gain: The gain is an important measure that describes the performance of an antenna. It
is closely related to the directivity and it takes into account the efficiency of the antenna
and its directional capabilities. Thus the gain of an antenna might be defined as that the
ratio of the intensity, in a given direction, to the radiation intensity that would be obtained
if the power accepted by the antenna were radiated isotropically.
4. Efficiency: The total antenna efficiency is used to take into account losses at input termi-
nals and within the structure of the antenna.
5. Bandwidth: Bandwidth of an antenna is the range of frequencies within which the per-
formance of the antenna, with respect to some characteristics, conforms to a specified
standard.
6. Polarization: It is the polarization of the wave transmitted (radiated) by the antenna.
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7. Input impedance: Input impedance of an antenna is defined as the impedance presented
by an antenna at its terminals or the ratio of the voltage to current at a pair of terminals
or the ratio of the appropriate components of the electric to magnetic fields at a point.
The study in [51] determined some types of antennas such as wire type antennas which
include dipoles, monopoles, helices, Yagi-Uda and log-periodic antennas.
1.1.1.2 Helical antenna
A helical antenna is one type of antenna, that started with the invention of the cylindrical helical
antenna by Kraus [55]. Other shapes of this special type of antenna with different properties
were proposed by many researchers. In particular, a study by Virginia Polytechnic in [92] was
the first to present the spherical helix antenna and described its properties. In [21] the spherical
helix antenna was studied with circular polarization over a broad beam. This study indicated
that the spherical helix is a wire antenna in a helix shape that is wound over a spherical surface;
it is fed coaxially with the inner conductor of the coaxial cable becoming the helix and the
outer conductor forming the conducting ground plane. As a result of this study, the researchers
concluded that the spherical helix antenna has valuable applications in communication systems
with low channel capacity. Further research into this type of antenna was proposed in [22]. The
researchers studied the radiation characteristics of a spherical helical antenna and showed that
spherical helical antennas have different properties from cylindrical helical antennas. Specifically,
the spherical helix antenna has a narrower frequency range and exhibits circular polarization
over a major portion of the main beam. This leads to usage of this type of antenna in mobile
radio communications system.
Subsequently research into the input impedance and the gain of spherical helix antenna in [52]
showed that increasing the number of turns of the spherical helix antenna gives rise to adverse
effects on the input impedance and the antenna gain. This study compared the input impedances
of a 5-turn, 7-turn and 3-turn of the spherical helix antenna. It also showed that increasing the
number of turns gives rise to varying impedance with frequency. This means that it is unlikely to
obtain a constant impedance region and hence the useful bandwidth of the antenna is reduced.
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Thus, an increase in the number of turns of the helix does not favour the impedance bandwidth
for a spherical helical antenna [52]. Moreover the antenna gains for a 3-turn and a 7-turn
antennas have been compared to conclude that a relatively stable gain (within 1 dB) can be
obtained for the 3-turn antenna from C/γ = 1.1 to C/γ = 1.3 where C is the circumference of
the sphere and γ is the wavelength. On the other hand, the gain of the 7-turn antenna changes
more rapidly with frequency. The maximum gain of the 3-turn antenna is 11.1 dB measured at
C/γ = 1.28 and that of the 7-turn antenna is only 9.9dB at C/γ = 1.18. The generally smaller
gain of the 7-turn antenna is due to its deeper mismatched impedance when compared with that
of the 3-turn antenna [52].
In 2005 the study by Ding et al. [36] presented a new spherical helical antenna. This study
explained the structure, radiation characteristics and input impedance of the spherical helical
antenna. These researchers indicated that there are two radiation modes of the spherical helical
antenna which are axial mode which has complex impedance, and axial-null mode which has
stabilizes impedance.
In [104] a novel low-profile spherical helical antenna was proposed comprising of two wires
winded centrosymmetrically on the part surface of the sphere where the spaces between the
helices becoming broader from the top to the bottom. In particular they calculated the radiation
properties, the directivity and an axial ratio (ratio of maximum to minimum power contained
in the field components of the polarization ellipse [25]) of this antenna. This study concluded
that this antenna has a directivity of more than 6 dB and an axial ratio of smaller than 3
dB over 2 : 1 bandwidth and the radiation patterns have broad beam and 20 dB front-to-back
ratio. These properties show that this antenna is useful in microwave measurements and satellite
communication systems [104].
Many helical structures have been found in nature, for example circular, cylindrical, conical,
spherical and elliptical helices. The research in [42] has shown that the main property of the
spherical helix is the circular polarization over a very broad beam width which gives the spherical
helix importance in communications systems. Another advantage of the spherical helix rather
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than the cylindrical helix is the small electrical size which is useful in situations where size and
weight limitations require to be intensely observed [42], [28].
Increasing demand of electricity is leading to extensive pressure on renewable energy sources.
Scientists encounter enormous challenges to achieve methods that assist in producing large
amount of energy and power. One answer to this problem is the use of solar cell technology,
which is the most common converting sunlight into electricity. However, solar cells have a
limitation; their theoretical limit is only 30% conversion of the sunlight which is a small amount
compared to the huge amount of the sunlight available [86].
The abundance of energy from the sun gives rise to increasing research in this field. As a result,
researchers have created a new device for converting energy from the sun into electricity called
the nanoantenna. This device targets mid-infrared wavelength, where conventional photovoltaic
solar cells are inefficient and where there is plenty of solar energy [54].
In this thesis, modelling curves on a sphere with an application to nanoantenna is presented.
Using calculus of variations, the thesis aims to find the energy density functions that give
spherical helices as solutions for Euler-Lagrange equations.
1.1.2 Modelling the joining of carbon nanostructures
Many experimental and theoretical studies have investigated the nature of materials at the
nanoscale. Nanomaterials have size ranging between 1 to 100 nm in one or more dimensions
[87] [48]. Based on their special thermal, mechanical, electronic and biological properties which
are not found in conventional materials [91], [26], [27] [34], nanomaterials have been studied
for varied applications in physics, chemistry, biology, engineering and computer science [77].
Carbon nanostructures are examples of these nanomaterials, and they can be classified based
on their structures such as graphene, carbon nanotubes, fullerenes and carbon nanocones [10]
[11] [103].
Nanostructure materials are of interest to many research fields due to their physical, chem-
ical and electronic properties [10] [38] [79]. Owing to their unique properties, carbon nanos-
tructures have received much attention for the development of many nanoscale devices. Many
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researchers have explored the dynamics of carbon nanostructures such as graphene, carbon
nanotubes, fullerene and carbon nanocones due to their extraordinary properties which dis-
tinguish them in nanoscale devices development [17]. Fullerenes are important elements of
the carbon family in nanoscale. They have a similar structure to graphene, which is formed
by linking hexagonal rings, but fullerenes contain pentagonal rings that are required to close
the spherical shell [10]. On the other hand, there are many different types of fullerenes such
as C10, C20, C30, C50, C60, C70, C119, C120, C195, and C260 [84]. Fullerenes have many interesting
chemical and physical properties, which have been exploited to develop biological and medical
applications, including drug delivery, osteoporosis therapy and x-ray contrast agents to reduce
toxicity [38, 32, 80, 19].
Carbon nanotubes have attracted scientists attention since their discovery due to their unique
Figure 1.1: Single and multi walled carbon nanotubes [76].
properties and potential applications [43]. The first observation of the tubular carbon structures
was in 1991 by Iijima [53]. Carbon nanotubes are effectively long, thin cylinders of graphite that
made up of layers of carbon atoms arranged in a hexagonal lattice. Two years after the discov-
ery of carbon nanotubes, scientists have proved that two different shapes of carbon nanotubes
are found in their fabrication, including single walled and multi-walled carbon nanotubes [53],
as shown in Figure 1.1. Experimentally, there are many ways to synthesize carbon nanotubes.
The commonly used methods are; arc discharge, laser ablation, chemical vapor deposition [79],
the sol-gel and gas phase metal catalyst [53]. Wide ranges of applications of carbon nanotubes
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include nanoelectronic devices, atomic probe, gas storage devices, actuators, high power elec-
trochemical capacitors, nanothermometers and Fe-filled nanotubes as magnetic storage devices
[53] [66] [43] [89].
Structurally, single-walled carbon nanotubes can be viewed as a single graphene layer rolled
up into a seamless cylinder, one atom thick, with a small number of carbon atoms around the
circumference and a great length along the cylindrical axis. Let C be the chiral vector indicating
the direction of the rolling as in Figure 1.2, C can be written as
Figure 1.2: The roll-up vector as linear combinations of base vectors a1 and a2, single- and
multi-walled carbon nanotubes structures [40].
C = na1 +ma2,
where (n,m) are a pair of indices that denote the number of unit vectors na1 and ma2. A single
walled carbon nanotube of different atomic structure depends on various choices of n and m as
in Figure 1.2. If (m = 0) the nanotube is called zigzag nanotube which corresponds to θ = 0◦.
If (n = m) the nanotube is called armchair nanotube which corresponds to θ = 30◦ and the
chiral nanotube is all other carbon nanotubes corresponds to 0 < θ < 30◦. The diameter d can
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be calculated from
d = |C|/π = a
√
(n2 + nm+m2),
where a = 2.49 Å is the lattice constant of the graphene sheet [66].
Multi-walled carbon nanotubes can be considered as concentric cylindrical graphitic tubes which
are more complex structures than single-walled carbon nanotubes. Moreover, the single-walled
carbon nanotubes that extract from multi-walled carbon nanotubes may have quite different
structures for example, length and chirality. Although multi-walled carbon nanotubes are easier
to produce in significant quantities than single-walled carbon nanotubes, their structures are less
well understood than single-walled carbon nanotubes because of their complexity and variety
[73].
While fullerenes and carbon nanotubes are widely studied, little attention has been paid to car-
bon nanocones. Carbon nanocones might be defined as curved graphene sheet with the addition
of pentagons at the cone tips [93]. They are found on the caps of nanotubes as free-standing
structures that are generated in a carbon arc [5]. Accordingly, only a small amount of carbon
nanocones is produced [10, 11, 30]. Nevertheless carbon nanocones have potential applications
to be used as tips in atomic force microscopes and scanning tunneling microscopes. They also
have useful applications in deformation problems [16] [17] [97]. Moreover, carbon nanocones
might be possible candidates for hydrogen storage and field emission tips [93]. Further, the-
oretical studies suggest that the oscillation of nanocones inside carbon nanotubes can create
gigahertz frequency which can be used as ultra-sensitive nanoantenna and ultra-fast signalling
devices [11] [3]. Carbon nanocones also have good mechanical, electrical and thermal properties
[101]. In particular, they are useful for high resolution and high intensity applications because of
their small size [98]. Other researchers have found other useful applications of carbon nanocones
in different areas, for example in engineering applications [61], cold electron and field emitters
[101], adsorbent [65], mechanical sensors [50] and they can be useful as high sensitive resonators
[98].
Graphene, as one of carbon allotropes, and its composites has attracted considerable attention
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due to its exceptional physical and chemical properties such as excellent electron mobility, the-
oretically large surface area of ∼ 2600 m2/g, high thermal conductivity of ∼ 5000 W m−1K−1
and optical transparency [39] [18] [70] [83] [7] [59]. As a result of these properties, graphene
has promising applications in different aspects for example, in biosensors, nanoelectronics, in-
tercalation materials, drug delivery, catalysis, super capacitors, polymer composites [99], energy
storage, sensing, electrocatalysis [39].
The joining of carbon nanostructures can lead to more interesting structures and properties.
In this thesis, determination of join regions between carbon nanostructures is investigated. For
this purpose, calculus of variations is applied to determine the shape of the join region between
many different nanostructures.
1.1.3 Comparison of different energies for joining carbon nanostructures
Joining carbon nanostructures produces new nanostructures with better properties. In this case,
we consider two different energies to join carbon nanostructures. Firstly, using the elastic energy
which depends on the axial curvature only. The second energy is the Willmore energy which
also depends on the axial and rotational curvatures. Taking these two energies into account, we
investigate the difference of some carbon nanostructures joining profiles.
This comparison is important because the first energy is only based on the axial bond of the
curve. However, the second energy is based on both the axial and the rotational curvature.
After that, we identify if the rotational curvature makes any change into the joining structures.
The first energy has the advantage of solving the resulting equations quite easily. However, for
the second energy, when both of the curvatures are involved, the energy can be used for cell
membrane and other structures.
In this thesis, comparison between these two different energies for joining of carbon nanocones
and carbon nanotubes, two symmetric carbon nanocones, large and narrow carbon nanocone and
two fullerenes is studied. This thesis shows the appropriate energy for these different scenarios
of joining.
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1.2 Structure of the thesis
The remaining four chapters of this thesis are arranged as follows. Chapter 2 has two main
aims: first, to identify and review the research literature pertaining to modelling curves on a
sphere with an application to spherical nanoantennas and second, to adopt the approach of the
classical calculus of variations to model helices on sphere then concluding with the discussion
of the results. Chapter 3 also contains two major purposes; firstly, to review and show the
literature concerning the modelling of joining of carbon nanostructures. The second part of this
chapter is to adopt calculus of variations and determine new joining profiles for different carbon
nanostructures. Chapter 4 is divided into two parts. The first part is to review the literature of
comparing different energies for modelling the joining of different carbon nanostructures, and the
second part is to compare of different energies for same joining scenario of carbon nanostructures.
Chapter 5 contains some concluding remarks and discussion of this thesis. Finally, Maple codes
are given, with appendices and bibliography included.
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Chapter 2
Modelling curves on a sphere with
an application to nanoantennas
2.1 Introduction
Helical structures in nature have received considerable interest from engineers and scientists in
recent years. There are many shapes of helices in nature such as circular, cylindrical, conical,
spherical and elliptical. Studies such as [15] indicate the existence of helical structures in mi-
croscopic systems, such as biomolecules, bacterial fibers, nanosprings, protein chains and DNA.
In addition to biological systems, helical structures are useful as antennas for many systems
including communications, radar, radio astronomy, navigation and instrumentation [94]. Helical
antennas are of particular interest in communication systems because they can produce circular
polarization [21]. Polarization might be called wave polarization which defines as an expression
(a) Linear polarization. (b) Circular polarization.
Figure 2.1: Linear and circular polarization [37].
of the orientation of the lines of electric flux in an electromagnetic field. In particular, there
are two different types of antenna’s polarization as indicated in Figure 2.1 [37]. First is linear
polarization in which the electric field is oriented in a single direction (vertical or horizontal) as
shown in Figure 2.1a. Second is circular polarization, where the plane of polarization rotates in
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a corkscrew pattern making one complete revolution for every wavelength. It radiates energy
in horizontal, vertical planes and every plane in between. If the rotation is clockwise then it is
called right-hand circular, and if it is counterclockwise then it called left-hand circular as shown
in Figure 2.1b [74]. Using circular polarization for antennas removes the need to continuously
align the two antennas, maximizing received power and also avoiding the need of complex track-
ing system [105]. This chapter reviews the significant background and configurations of spherical
helix and nanoantennas, and includes mathematical models for curves on the sphere.
2.1.1 Spherical helix
Figure 2.2: Spherical helix.
A mathematical general helix is a curve in space such that there is a fixed vector V in the
direction of the axis of the helix, which makes a fixed angle with the tangent vector at each
point on the curve. As shown in Figure 2.2, spherical helix is a variation of the conventional
helix which holds the spacing S between turns constant and varies the diameter D and pitch
angle α. Spherical helix might be determined by the number of turns N and the radius r. By
using spherical coordinates (r, θ, ϕ), the geometry of spherical helix can be described such that
each turn sweeps 2π radius in ϕ coordinate with total of 2πN radius for the entire spherical







0 ≤ ϕ ≤ 2πN.
Furthermore, spherical coordinates (r, θ, ϕ) are used to derive the expression describing the
spherical helix. Specifically, the coordinates of the spherical helix are defined as
X = r cos θ cosϕ,
Y = r sin θ sinϕ,
Z = r cos θ.
The studies in [28] and [92] have explained the radiation characteristics of the spherical helix. In
particular the performance of this type of helix is independent of the number of turns. However,
with a very small number of turns the helix loses its spherical shape and with a very large
number of turns it becomes a spherical cavity. Moreover spherical helix includes two different
modes of radiation in the overall axial regime; axial and axial-null modes. The axial mode is
analogous to the axial mode of the standard helix with a single main lobe along the axis of the
helix and it operates in a circumference range of approximately 0.75λ to 2.0λ, where the axial-
null mode operates in a normalized circumference range of about 2λ to 2.8λ where λ denotes
the wavelength [28].
2.1.2 Nanoantenna
The history of the nanoantenna dates back to Robert L. Bailey in 1972 who proposed the first
electromagnetic wave converter [75]. In 1984 Alvin M. Marks used sub-micron-sized antenna
in a device to create electricity [2]. In 1996 Guang H. Lin was the first researcher to show the
absorption of resonant light by fabrication of a nanostructure [44].
The most important feature for nanoantennas is the high theoretical efficiency which is 85%
compared to 25% of the solar cell. Also, nanoantennas receive higher frequencies and shorter
wavelengths. On the other hand, there is a restriction in using nanoantenna due to the produc-
tion process by electron beam (e-beam lithography). This process is slow and expensive because
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parallel processing is not possible with e-beam lithography. Also, operation frequency is one
of the main limitations of nanoantennas. However metal-insulator-metal tunneling diodes show
promising features for use in nanoantennas [1].
The study in [57] defines nanoantennas as tiny gold squares or spirals set in specially treated
form of polyethylene. This study showed that materials can change properties at high-frequency
wavelengths. Furthermore, computer modelling of nanoantennas concluded that these nanoan-
tennas can harvest up to 92% of the energy at infrared wavelength. The potential application of
these nanoantennas can be used as skins that can power everything including hybrid cars and
mobile technology with higher efficiency than solar cells. The ability of nanoantennas to absorb
infrared radiation lead to their usage in cooling devices. Nanoantennas can collect infrared rays
and re-emit the energy at harmless wavelengths, as a result, they may be used to cool down
buildings and computers without power sources like air conditioners and fans.
In this chapter, modelling curves on a sphere with an application to nanoantennas is investigated
by assuming that the energy density depends on the geometry of the curve which is controlled
by the curvature κ and the torsion τ of the curve. Note that up to rigid motions a smooth curve
in space is completely determined by its curvature and torsion functions. Supporting our as-
sumption above, here we use calculus of variations approach through Euler-Lagrange equations
which are derived in [85].
In [85] calculus of variations is used to investigate the protein structure when the energy func-
tional is dependent on the curvature, torsion and their derivatives. Certain forms of energy
are considered, which depending on the curvature and the torsion, results in Euler-Lagrange
constraints. In particular, conical helix is studied in detail and in [67] energies that give rise to
helices as solutions of the Euler-Lagrange equations are investigated. As a result, the classes
of energy for which all circular helices are solutions are found. More recently, the study in [68]
used the same procedure to investigate when the cylindrical helices are solutions to the Euler-
Lagrange equations. From these studies, this chapter focuses on other types of curves which
are curves on the sphere, which may be useful to model the structures of nanoantennas. Since
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shape and size are critical to the performance of nanoantennas, here we investigate a particular
type of nanoantenna which is a spherical helix and revolutionary curves on a sphere. Spherical
helix antennas are not well studied compared to cylindrical helix antennas, but they have some
useful properties including circular polarisation over a wide beamwidth, leading to potential
applications in communication systems [22], [36]. Moreover, spherical helix nanoantennas have
been shown to exhibit similar properties to that of cylindrical helix antenna with high efficiency
for higher frequencies.
Thinking of a spherical antenna as a rod wound around a sphere, by minimizing the energy of
the rod we may determine energies which give rise to stable helical structures. In this chapter,
the thin rod is assumed as a curve in three-dimensional space. As such we can adopt the cal-
culus of variations, applied to space curves, to determine energy density functions. In section
2.2 we adopt the approach of the classical calculus of variations to model helices on a sphere.
Mathematical results are presented together with a discussion of the outcome in section 2.3.
Finally, the conclusion of the chapter is given in section 2.4.
2.2 Model and mathematical background
2.2.1 Geometry of space curves
If C is a curve in three-dimensional Euclidean space R3, the position vector of points on C may
be written as
r(t) = (x(t), y(t), z(t)) .
















The curve C is regular if ddtr (t) ̸= 0. Provided r is smooth enough, the curvature κ and the













where the dot denotes derivative with respect to t. Let {T(t),N(t),B(t)} denote a moving
orthonormal frame along C, where T is the unit tangent vector, N is normal vector and B is
the binormal vector at position r(t), if s denotes the arc length of C and the parametrization
is of unit speed |ṙ(s)| = 1. The usual three dimensional Frênet formulae relating derivatives of
the moving frame vectors are [85]:
Ṫ(s) = κ(s)N(s),
Ṅ(s) = −κ(s)T+ τ(s)B(s), (2.3)
Ḃ(s) = −τ(s)N(s),
above and from now on we will use the dot to donate derivative with respect to arc length.
2.2.2 Mathematical helix





2.2.3 Curves on sphere
Theorem 1 A smooth regular space curve r : I −→ R3 is contained in a sphere of radius R, if









where κ ̸= 0 and τ ̸= 0. To prove this, we follow [62] as below.
Proof: For convenience we may assume the unit sphere is centred at the origin, then take
y0 = 0. If a curve given by r(s) lies on this sphere then
r(s) · r(s) = R2.
By differentiating this we obtain:
2r · ṙ = 0,
or
r ·T = 0,
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then by differentiating this again:
r · Ṫ+ ṙ ·T = 0,
or
κr ·N+ 1 = 0,
noting that κ ̸= 0 and
r ·N = −1
κ
,
then by differentiating this again we get:




r · (κT+ τB) = κ̇
κ2
.
Also, by using r ·T = 0, where τ ̸= 0, we get
r ·B = κ̇/κ2τ,







































2.2.4 Mathematical helices on a sphere




























Figure 2.3: Mathematical helix.























































































1− c2s2 = c,
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which means that it is a curve on the sphere, so it is clear to see that this curve is mathematical
helix on the sphere as shown in Figure 2.3.
2.2.5 Revolutionary curve on a sphere
Figure 2.4: Revolutionary curve on a sphere.
Here we describe a curve that is not a mathematical helix on the unit sphere, but there is
an axis about which the curve makes an entire rotation. It has position vector
r̂(s) = (sin θ cosϕ, sin θ sinϕ, cos θ) , (2.9)











We note that the projection of r̂ in the xy plane makes a complete revolution around the origin.
So this curve does wind all the way around the z-axis and it is parameterized by arc length. To

















































−1 + [cos θ (s)]2
) ,
and by substituting this into (2.2) we get:
τ = − γ
γ2 + sin2(θ)
, (2.12)
in this case τκ ̸= constant which means that it is not mathematical helix, however, from the
expression for r(s) the curve is on the sphere. So we conclude that this curve is a curve on the
sphere but it is not a mathematical helix as shown in Figure 2.4.
2.2.6 Calculus of variations
Generally, the objective of calculus of variations is to find a function y(x) which will minimize





with conditions y(a) = A , y(b) = B for constants A and B. The integrand f is a suitably
smooth function of x, y and y′(x). By assuming that u(x) is a suitably smooth function which
minimizes I let:
y(x) = u(x) + εv(x),
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when ε is a parameter and v is a smooth function defined on [a, b] with compact support which
means v and all its derivatives go to zero at the endpoints of the interval a and b. Now we define
J as:
I[y + εv] = J (ε) =
∫ b
a
f(x, u(x) + εv(x), u′(x) + εv′(x))dx.
Since u(x) is a minimizer of I (this is true for suitable smooth f), it should be that J ′(0) = 0


























which is called the first variation of I. When we integrate by parts for the second term of this
equation and use v has compact support (so there is no boundary term from integration by
parts), we get:



























This is the Euler-Lagrange equation for u; critical functions in the energy functional I as shown
in [68].
2.2.6.1 Normal variations of space curve
In this subsection, we review the idea in [68] to find extremal curves in three-dimensional Eu-
clidean space by using calculus of variations. Assume that C is a curve in three-dimensional






The energy is a line integral along the curve C which has arc length element dl and energy
density f(κ, τ) which depends on curvature and torsion of the curve C. To obtain Euler-






where the arc length element is dl = |ṙ(s)|ds. Assuming r(s) is a suitably smooth curve mini-
mizing I[f ]. Define a varied curve
r̃(s) = r(s) + ε1ψ1(s)N(s) + ε2ψ2(s)B(s),
where r has a Frênet frame {T(s),N(s),B(s)}, ψ1, ψ2 are real-valued functions and ε1, ε2 are
parameters. This is called a normal variation of the curve given by r(s). If the curve C with








J(ε1, ε2)|ε=0 = 0. (2.14)
These equations give the two Euler-Lagrange equations which should be satisfied by the curva-
ture and torsion of critical curve.
2.2.6.2 Euler-Lagrange equations
If the energy density has the form f(κ, τ, κ̇, τ̇), which depends upon the curvature and tor-
sion functions and their first derivatives, the Euler-Lagrange equations corresponding equations







































































































































































The calculations to obtain these equations are shown in detail in Appendix A.
2.3 Mathematical results
To find the energy density f for which curves on a sphere solve the Euler-Lagrange equations, we
consider three special cases: firstly, the energy density depends on the curvature only f = f (κ),
secondly, when the energy density depends on the curvature and its first derivative f = f(κ, κ̇)
and finally, when the energy density depends on the curvature and the torsion of the curve
f = f(κ, τ).
2.3.1 Energy densities of the form f = f(κ)
In this case the energy density depends only on the curvature of the curve. The Euler-Lagrange
equations (2.15) and (2.16) reduce to
d2
ds2
f ′ + (κ2 − τ2)f ′ − κf = 0, (2.17)
and
τ̇ f ′ + 2τ
d
ds
f ′ = 0, (2.18)
where we write f ′ = df/dκ.
The study in [67] found all mathematical helix solutions of equations (2.17) and (2.18). Note





for some constant C1. For genuine space curves, this constant should not be equal to zero.
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2.3.1.1 Mathematical spherical helix
Mathematical helices satisfy (2.4) and this leads from (2.19) to energy densities of the form





2 + C2, where c comes from the relation (2.4) and C2 is the constant of the
integration. It was then shown in [67] that for (2.17) to be satisfied, the mathematical helices
must lie on a catenary cylinder, so they do not lie on a sphere.
2.3.1.2 Revolutionary curves on a sphere
Here we would like to see if revolutionary curves on a sphere of the form (2.9), with curvature
and torsion given by (2.11) and (2.12) respectively, are solutions of (2.17) and (2.18) for any
energy density function f (κ). First note that using (2.11) and (2.12) we may write τ as a







In view of (2.18) we must therefore have
f ′ =
√
−C1γ (1 + γ2)
κ√
(1 + γ2)κ2 − 1
, (2.21)
as we seek real valued solutions we must require





We comment that the larger the parameter γ, the less restrictive this condition. Also the larger
γ gives more winds in view of definition of angle ϕ in equation (2.10). By integration, the energy






(1 + γ2)κ2 − 1 + C2. (2.23)
The condition (2.22) implies f(κ) > C2, and the larger γ the closer the energy may approach
the regular arc length. On the other hand, for fixed γ provided we look only for curves on the
sphere with curvature satisfying (2.22), the energy density f in (2.23) satisfies the requirement.
From (2.21) we compute
d
ds
f ′ = −
√
−C1γ (1 + γ2)








f ′ = −
√
−C1γ (1 + γ2)















Moreover, by differentiating (2.11) we have


























Using the formulas for
sin2 θ =
γ2
[(1 + γ2)κ2 − 1]
,
and
cos2 θ = 1− γ
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γ2 (1 + γ2)2 κ3
. (2.28)

















[(1 + γ2)κ2 − 1]2
γ2(1 + γ2)2κ
− (κ








By substituting equations (2.20), (2.21), (2.23) and (2.29) into (2.17) we obtain that −κC2 = 0.
Therefore, if C2 = 0 then the curve does have an energy density f(κ) of the form of the equation
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(2.23).
We comment that using (2.5) in (2.18) it is possible to transform (2.17) and (2.18) into a very
complicated single fourth order ordinary differential equation for κ. Solving this would give
the curvature function κ (s) for a space curve on the curve which was an extremal curve of the
energy whose density could be recovered via (2.18).
2.3.1.3 Another case of f = f(κ)
From equations (2.5), (2.17) and (2.19), if we substitute equation (2.19) into equation (2.5) with


























If we differentiate (f ′)4 twice we obtain
d
ds


















substituting these derivatives into equation (2.17) gives
d2
ds2














(f ′)4 − 4κ(f ′)3f = 0,














+ 4κ2(f ′)4 − 4C21
]
, (2.32)
















































































































































Now by computing the first, second and third derivatives of equation (2.30) one obtains
d
ds














(2κ2 − 1) + 3κ̈
2κ2
κ̇4














(2κ2 − 1)− 12κ̈
3κ2
κ̇5
(κ2 − 1)− 3κ̈
κ̇






























































2κ2(2 + κ4)− (5κ4 + 1)
]}
= 0. (2.37)
As there is no explicit s in equation (2.37), we can reduce the order by 1. By writing
κ̇ = p(s), (2.38)































































][κ2(2− κ2)− 1] + 9κp2 dp
dκ
[κ2(3− 2κ2)− 1] + 3p3[2κ2(8κ2 − 7) + 5]
+ 4κ4p[2κ2(2 + κ4)− (5κ4 + 1)] = 0. (2.42)
If we write the following terms in the form below
3κ2(κ2 − 1) + (1− κ6) = −(κ2 − 1)3
κ2(2− κ2)− 1 = −(κ2 − 1)2
κ2(3− 2κ2)− 1 = −(2κ2 − 1)(κ2 − 1)






























](κ2 − 1)2 − 9κp2 dp
dκ
[(2κ2 − 1)(κ2 − 1)] + 3p3[2κ2(8κ2 − 7) + 5]
+ 4κ4p(κ2 − 1)2(2κ2 − 1) = 0, (2.43)
which is the third order nonlinear ODE. If we rewrite equation (2.43) as a system of three first













+ 2pκ3rq − κ3q3 − 4κ5q
]
(κ2 − 1)3
− [2κ2p2r − κ2pq2][(κ2 − 1)2]− 9κp2q[(2κ2 − 1)(κ2 − 1)] + 3p3[2κ2(8κ2 − 7) + 5]
+ 4κ4p[(κ2 − 1)2(2κ2 − 1)] = 0. (2.44)
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Using numerical integration; we applied Runge-Kutta fourth order method to solve equation
(2.44) under initial condition of (p(2), q(2), r(2)) = (2, 2, 2), the range of κ from 2 to 3 with step
size h = 0.001. We plot the curve that shows the relation between κ and 1/p as shown in Figure
2.5. From the values of p as a function of κ we may reconstruct s as a function of κ as follows.














Figure 2.5: The relation curve between κ and 1p .


















dκ = s(κ)− s(κ0). (2.46)
The left hand side of equation (2.46) corresponds to find the area under the curve in Figure 2.5
that shows the relation between κ and 1p , where κ0 = 2 and s(κ0) = 0. We approximate the
area under the curve in Figure 2.5 by using trapezoidal rule with step size h = 0.001 and obtain
Figure 2.6.
In view of the shape of the curve in Figure 2.6, we use least squares curve fitting with two
potential functional forms of s. First if s is a power function s(κ) = aκb + c, when c > 0 we
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Figure 2.6: The relation curve between κ and the area under the curve by using trapezoidal
rule.
obtain the curve in Figure 2.7 by least squares curve fitting where the values of the parameters

















to find the torsion in terms of κ, κ̇ can be written in terms of κ so from equation (2.47) we have





From equation (2.5) we can write






κ2 > 1, (2.51)
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Figure 2.7: Least squares curve fitting when s is a power function and Figure 2.6.
so that τ is real valued (in theorem 1 we consider curves on the sphere whose curvature and
torsion are necessarily real valued). By substituting equations (2.47) and (2.49) into (2.50) gives










κ2 − 1dκ. (2.53)
In view of (2.51), f(κ) > 0, but f may be arbitrarily small if κ approaches to 1, in view of
(2.5) this means the energy is small where the curve is close to a great circle. When we restrict
to curves with κ2 > 1 then (2.53) gives a valid energy density function. Secondly, if s is an
exponential function in the form
s(κ) = −Aebk + c, (2.54)
where A > 0 we obtain Figure 2.8 with parameters A = 14.32, b = −2.159 and c = 0.1958. As a










κ̇(s) = − 1
(−s+ c)b
. (2.56)
To find the torsion in terms of κ, we rewrite κ̇ in terms of κ, thus, from equation (2.55) we can
write Aeκb = −s+ c, which by substituting this into equation (2.56) we obtain
κ̇ = − 1
Abeκb
. (2.57)
By substituting equations (2.55) and (2.57) into (2.5) gives












As κ2 > 1, f(κ) > 0, but f may be arbitrarily small if κ approaches to 1 and based on (2.5)














Figure 2.8: Least squares curve fitting when s is an exponential function and Figure 2.6
this means that the energy is small where the curve is close to a great circle. When we restrict
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to curves with κ2 > 1 then (2.59) gives a valid energy density function.
In summary, we have equation (2.37) that is a fourth order ODE. Firstly we reduce the order of
this equation and rewrite it as a system of three first order ODEs. Then we solve this system
numerically to find s(κ), and apply curve fitting (we obtain two different functions) to find κ(s)
which can be used in the relation of the curve on the sphere (2.5) to find τ(κ). After that, we
substitute τ(κ) into equation (2.19) to find the energy density. As a results, two energy densities
are found based on the approximated solutions for equation (2.37) and curves on the sphere are
approximate extrema of these energies. The code of this section is provided in Appendix B.
2.3.2 Energy densities of the form f = f(κ, κ̇)
In this case the energy densities depend on the curvature and its first derivative, so Euler-




































































Notice that for non-planar curves we must have C1 ̸= 0. Here, we use a procedure similar to


















Because f depends on κ and κ̇ we wish to express all the other terms in (2.63) in terms of these
‘independent variables’ so we can solve (2.63) as a first order partial differential equation for
f . A simple transformation allows us in this case to actually convert (2.63) into an ordinary
differential equation.
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2.3.2.1 Mathematical spherical helix


















By finding the second derivative of κ in terms of κ and κ̇ using (2.6) and (2.7), where κ̇ = c2sκ3
then s = κ̇
c2κ3
, we have
κ̈ = c2κ3 + 3c2κ2κ̇s






so we write κ̈ as





























































































































































































































which we may now integrate to find








where g1 is an arbitrary function of κ. As a result, we have a class of energy densities which
gives rise to extremal curves that are mathematical helices on the sphere, namely




2 κ̇2 + κ̇g1(κ), (2.71)
where the nonzero constants a1 and a2 are given by (2.68) and (2.69). In particular, the constants
C1 and c can be chosen such that each of the terms in the energy density is positive. In the
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special case c2 = 32 , we have a1 = 0 with a corresponding simpler class of energy densities.
In summary, energy densities of this form give rise to extremal curves which are mathematical
helices on the sphere.



















by substituting (2.73) into (2.72) we get an expression for κ̇ in terms of κ
κ̇ = ±κ2c
√
κ2 − 1. (2.74)



























g = κ̇g1(κ) + g2(κ),
for an arbitrary function g2(κ). In terms of f we have
1
κ̇
f(κ, κ̇) = κ̇g1(κ) + g2(κ),
f(κ, κ̇) = κ̇2g1(κ) + κ̇g2(κ), (2.75)
Using τ = cκ for mathematical helices and relation (2.5) for curves on the sphere, we see
that (2.75) and (2.71) are equivalent.
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By substituting (2.76) into (2.66), we may obtain new ordinary differential equations which
can be solved to determine g and f . The resulting equations are more complicated than
the previous ordinary differential equations which we solved explicitly. Let us give another
procedure for producing more ordinary differential equations, again, in our setting the
resulting equations are quite complicated however we feel the technique is of interest given
that the coupled nonlinear ordinary differential equations we are working with are difficult
to analyze.
3. From (2.74) we have κ̇2 = c2κ4(κ2 − 1) which can be written as
c2κ6 − c2κ4 − κ̇2 = 0.
If we assume κ2 = y we obtain




As a cubic in y, this equation has at least one real solution. In fact, based on the Car-
dano’s formula [82], this equation has exactly one real solution (and two complex conjugate
solutions). The real solution is given by




























































and calculating the third root of each in polar form using de Moivre’s theorem. The sum
of these roots is then











which is real and positive where r =
√
A2 +B2. By writing κ in terms of κ̇ and substituting
into (2.66), we can obtain a different ordinary differential equation which can be solved to
obtain another class of energy functionals.
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2.3.2.2 Revolutionary curves on sphere
Here, we know that not all spherical curves are mathematical helices [45], some are simply
curves on the sphere. Here we study another type of curves on the sphere that are revolutionary
curves which are not mathematical helix, given by (2.9). We note that the projection of r̂ in
the xy−plane makes a complete revolution around the origin. The curvature and the torsion of












2 (2τ τ̈ − 3τ̇2),



















Equation (2.77) may be written as










































+ κ4 − κ2
]
, (2.80)









+ 2κ3 − κ
]
. (2.81)










































γ2κ2 + κ2 − 1
)3
. (2.83)





where g2(κ) is an arbitrary function of κ. Since f(κ, κ̇) = κ̇g(κ, κ̇), we finally obtain
f(κ, κ̇) = g1(κ) + κ̇g2(κ), (2.84)
where g2(κ) is arbitrary but g1(κ) is given previously by (2.83). Using (2.80) to substitute κ̇
2 in
terms of κ, we may obtain a different ordinary differential equation. However, integration with
respect to κ̇ introduces an arbitrary function of κ; by rearrangement we can see that this does
not yield any other different solutions.
Some comments regarding (2.71) and (2.84) are in order. We observe that both the energy
densities (2.71) and (2.84) include a term of the form κ̇g (κ) for an arbitrary function g (κ). This
term arises as the arbitrary function of integration of the ordinary differential equation whose
independent variable is κ̇. The two classes of energy density (2.71) and (2.84) are, however,
fundamentally different, because their other terms are different, comprising functions of κ, and
perhaps κ̇, which are prescribed via the Euler-Lagrange equations. It is important to note
however that variations of these energy densities are also possible because using the individual
parametrization of the helices involved, there is more than one way to write κ̈ and τ in terms
of κ and κ̇. We have chosen as far as possible to write κ̈ and τ in terms of κ and minimize the
κ̇ dependence, the latter leading to more complicated ordinary differential equations to solve.
Nevertheless, this would present an avenue for uncovering further energy densities with the given
curves as extremal curves.
Now, noting that for revolutionary curves on a sphere, from (2.5) we have
κ̇2 = (κ2 − 1)κ2τ2,
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and from (2.80) we can write
(1 + γ2)2κ6 − (3 + γ2)(1 + γ2)κ4 + [(2γ2 + 3)− γ2(1 + γ2)2κ̇2]κ2 − 1 = 0.
If we assume κ2 = y we can write this equation as
(1 + γ2)2y3 − (3 + γ2)(1 + γ2)y2 + [(2γ2 + 3)− γ2(1 + γ2)2κ̇2]y − 1 = 0,
which is a cubic equation, so we use Cardano’s formula to solve it for y,
























































Again, we can substitute this expression of y into (2.63) to find a new ordinary differential
equation which may be solved to obtain more energies for which the curves of the form (2.9) are
extrema.
2.3.2.3 Case of f = f(κ, κ̇)
In [85] the transformations h = p − Ṗ and k = q − Q̇ where p = ∂f∂κ , q =
∂f
∂τ , P =
∂f
∂κ̇ and
Q = ∂f∂τ̇ are introduced. Here we use dots to denote differentiation with respect to the arc length
s. Based on these transformations, equations (2.15) and (2.16) reduce to
w = κh+ τk + κ̇P + τ̇Q− f. (2.85)
If w = 0 then there is a solution for Euler-Lagrange equations and the energy density can be
written as




























Based on this conclusion in [85], here if we consider the energy density depending on κ and κ̇,
here τ = 0, then k = 0 then equation (2.86) becomes




















κ̇ = f, (2.88)









f = cκ̇+ g(κ), (2.90)
for some function g(κ). Using equation (2.88) we have
dg
dκ
κ+ cκ̇ = cκ̇+ g(κ),
so g must satisfy dgdκκ = g and by solving this equation by gives g(κ) = c̃κ where c̃ is a constant.
Thus we obtain the energy density of the form
f(κ, κ̇) = c̃κ+ cκ̇. (2.91)
2.3.2.4 Another case of f = f(κ, κ̇)
From equation (2.5) we have


















R2κ2 − 1. (2.93)




















which is the first order partial differential equation for f(κ, κ̇). If we look for solutions of the
form
f(κ, κ̇) = h(κ)g(κ̇), (2.94)
then we require























Now to determine function g we have, g − yg′ = y−
1






which can be written as
Ig′ − İg = d
dy
(Ig),
I = − ln y,
d
dy












where c is the integration constant. As a result, substituting equations (2.95) and (2.96) into
equation (3.4.4) gives



























































then we substitute this into the right hand side of equation (2.98),
−
[
−3(ln κ̇) + κ̇
1























−3(ln κ̇) + κ̇
1










−3(ln κ̇) + κ̇
1






By writing κ̇ = p we obtain
[
−3(ln p) + p
1





and taking 1/4 power of both sides gives
−3(ln p) + p
1
2 (ln p)c− 2 + cp
1
2 = (ln p)2.
If we want κ̇ = p to be 1 a solution, then c = 2 and
κ = s+ d. (2.100)
Substituting equation (2.100) into equation (2.5) we have
τ =
1√
R2(s+ d)2 − 1(s+ d)
.
As a result we obtain the curve of this case as shown in Figure 2.9.
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Figure 2.9: The curve based on its curvature and torsion given by d = 2 and R = 1.
2.3.3 Energy densities of the form f = f(τ)
In the case that the energy densities depend on the curvature and the torsion of the curve. Then










































































Equations (2.101) and (2.102) are considerably more difficult to solve. If, for example, we








f ′′(τ) + C2τ2f ′(τ)− C
2τ
2























+ C2τ̇ τf ′(τ) = 0. (2.104)
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Where f ′ = df/dτ. Clearly, if f (τ) = γ for some constant γ > 0, then equation (2.103) has
no solution since we seek curves with nonzero torsion. If instead we take f (τ) = βτ + γ, for
constants γ and β, then equation (2.103) reduces to
C2τ
2
(βτ − γ) = 0.
Now τ cannot be equal to γ/β, since κ would be a constant and we then have a mathematical
helix on the cylinder not on the sphere. So again there are no solutions.







































f ′′ + C2τ2f ′ − C
2τ
2
f = 0, (2.106)
and
























− (C2 + 1)τ2
]
f ′′ + C2τf ′ = 0. (2.107)
2.3.3.1 f(τ) = ατ2 + βτ + γ
In this case if α = 0 then it corresponds to the above case. However, generally, if α ̸= 0 there























− 2ατ2τ̇ + C2βτ̇τ = 0. (2.109)
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which can be integrated to give











where C1 is the constant of integration. Now if we differentiate (2.112) twice we obtain the first











































Substituting these into (2.111) we find that solutions (2.112) of (2.110) do not satisfy (2.111),
so we conclude there are no energy densities of this case for which mathematical helices are




Here we consider the transformation in section 2.3.2.3 that comes from the reference [85] and
we are looking for curves on the sphere. Based on this transformation, this study obtains




























where v = κk−τh, and w is as defined in (2.85). Here we use the primes to denote differentiation










q′ + 2κτq − κf = 0,














Now if f(τ) =
√







where C1 is an arbitrary constant, q = 1/2
√
τ and q′ = −τ̇ /(4τ
3
2 ). Thus from (2.114) we have















































Then by introducing V = τ/κ and integrate this equation to obtain V = c2κ
(
1 + βV 2
)
, where
c2 is further arbitrary constant. This gives an explicit relation between κ and τ as
τ = c2(κ
2 + βτ2) (2.118)
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We note that the curvature and the torsion are both constants so this is a regular mathematical
helix on a cylinder and not on the sphere.




























If we use the substitution





















































(1− t2)(1 + t)2
(
1
2(1− t2)− (1 + t2)c2
√
β
)dt = ∫ 1
2βc2
dt. (2.125)















































































β(1 +A2) +A2 − 1) = s
2βc2
+ C̃,






. This equation gives implicitly the curvature as a function of s, τ is
then given via (2.121). This is a parameterized curve on sphere, not a mathematical helix but
satisfying Euler Lagrange equations in the case of f(τ) =
√
τ . While it could be argued that
energy densities could not depend only on torsion the above case gives an example of the sort
of complexities that could arise when f does depend on torsion.
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where ξ = τ/κ and C denotes an arbitrary constant. Observing that
f(ξ) = Aξ, (2.127)




dξ = 0, and observe
that (2.126) is satisfies provided A2 = C.
2.4 Conclusion
f Mathematical helices Revolutionary curves on a sphere Other cases
f(κ) None (2.23) (2.53) and (2.59)
f(κ, κ̇) (2.71) (2.84) (2.91) and (2.97)
f(τ) None f(τ) =
√
τ None
f(κ, τ) None None (2.127)
Table 2.1: Summary of energy density functionals for extremal helical curves on a sphere.
In summary, we adopt the calculus of variations to extremise mathematical curvature-
dependent energies for curves in three-dimensional space. Throughout this research, we in-
vestigate and determine the energy density functions that show spherical helices as solutions for
Euler-Lagrange equations. In particular, three special cases of the energy density are considered;
firstly, the energy depends on the curvature only. Secondly, the energy depends on the curvature
and its first derivative. Finally, the energy depends on the torsion only. Further, two types of
curves are studied in this research, mathematical helices on a sphere and revolutionary curve
on a sphere. As summarized in Table 2.1, we find classes of such energies for mathematical
spherical helices and the class of curves on the sphere which give rise to helices on the sphere as
extremal curves. Such curves are relevant in modelling spherical nanoantennas.
Furthermore, we comment that in this thesis we focus on geometrically inspired energy func-
tions. It is possible also to include an electrostatic term in the energy that measures interaction
between atoms, as for example in [29]. This is a potential avenue for future work.
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Chapter 3
Determination of join regions
between carbon nanostructures using
calculus of variations
3.1 Introduction
Joining between carbon nanostructures gives rise to new applications for the joined materials.
Importantly, carbon nanostructures offer the possibility of combining and joining other types of
nanomaterials for the purpose of obtaining different properties from the new structure [77]. Join-
ing between nanostructures can enhance the physicochemical and electrochemical performances
of the combined materials [64, 31, 100]. Much research has been conducted in nanomaterials
synthesis. This gives better prosperities and a wide range of useful applications. For example,
joining fullerenes and nanotubes can lead to nanobuds which is applicable for field-emission
devices [10]. Joining carbon nanotubes and graphene sheets can lead to useful applications
in communication systems like connecting to an electronic platform [30]. Also, joining between
two fullerenes can create more efficient storage devices [14]. Furthermore, a variational approach
such as that used in the joining of carbon nanostructures can also be used in partial differential
equation blending of surfaces [58].
The following literature review focusses on carbon nanostructures and gives a brief snapshot
for each type of carbon nanostructures, namely fullerene, carbon nanocones and graphene. In
particular, we summarise their structures, types, properties and potential applications.
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3.1.1 Fullerenes
Figure 3.1: Fullerene structure [90].
Since the discovery of their structures in 1980s, fullerenes have been attracting enormous
attention in the scientific community. As they have applications in many areas [79]. Fullerenes
are important forms of carbon nanomaterials that have special properties based on their shape
and size [90]. In particular, they were observed by a group of scientists including Richard Smal-
ley, Harry Kroto and Robert Curl who shared a Nobel prize in 1996 for their discovery [90].
There are three different basic forms of fullerenes which are spherical, elliptical and in the form
of tubes [90].
They have a similar structure to graphene, which is formed by linking hexagonal rings, but
fullerenes contain pentagonal rings that are required to close the spherical shell [10] as shown in
Figure 3.1. They contain 20 hexagonal and 12 pentagonal rings as the basis of an icosahedral
symmetry closed cage structure where each carbon atom is bonded to three others and is sp2
hybridized [95].
Fullerenes also have many interesting chemical, optical and physical properties, which have
been exploited to develop different important applications, including drug delivery such as
Prozac and steroid hormones [49], osteoporosis therapy, X-ray contrast agents to reduce toxicity
[32, 38, 80, 19], solar cells, hydrogen gas storage, optical and sensors applications [90]. Moreover,
they have electrical properties that show a great promise in electronics-related applications such
as data storage, fuel cells, memory devices and solar cells [49].
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In terms of health and personal applications they reinforce the controlling of the neurological
damage of some diseases for example Alzheimer’s disease and Lou Gehrig’s disease which are
caused by radical damage [95]. During the 1990s, scientists proved that fullerenes have biologi-
cal activities like therapeutic products in the treatment of many different diseases, for example
a private bio-pharmaceutical company ‘C sixty Inc’ created a new class of therapeutics that
depends on the fullerenes molecular for cancer treatment, AIDS and neurodegenerative diseases
[79].
The most popular type of fullerenes is called Buckyball C60 which includes 60 carbon atoms.
This type of fullerenes is the easiest type in the production process and the cheapest comparing
to other larger fullerenes [90]. It has a diameter of only 0.7 nm and it is symmetrical and ap-
proximately spherical as a soccer ball [84]. Furthermore, a single C60 molecule has an effective
bulk modulus of 668 GPa when compressed to 70% of its size, this feature makes this type of
fullerenes harder than a diamond with 442 GPa and steel with 160 GPa [90]. The structure of
the molecule is shown in Figure 3.1. Also the average C-C bond distance measured by using
nuclear magnetic resonance is 1.44 Å[90].
3.1.2 Graphene
Figure 3.2: Structure of graphene [33].
Graphene is defined as allotropes of carbon that is a two-dimensional layer of carbon atoms
62
which are arranged as a honeycomb lattice with a carbon-carbon bond length of about 0.142
nm [46]. Graphene is a one atom thick carbon sheet composed of six member rings [77] as
seen in Figure 3.2. Since 2004, scientists have isolated graphene by the exfoliation of graphite,
and graphene has attracted considerable attention among the carbon family [6]. Based on its
unique structure, there are significant studies on its properties and applications [103]. The dis-
tinctive properties of graphene such as physical, optical high mechanical strength, stiffness, high
elasticity, high electrical and thermal conductivity promise numerous and broad applications in
aerospace, medicine, environmental, energy generation and storage, batteries, fuel cells, sensors
and metrology, bio-applications, engineering, mechanical, electronic, pollutant removal in envi-
ronmental remediation and food and beverage industries [71] [46] [6] [35] [78] [63].
Therefore, other important properties make it a more attractive member of carbon nanomateri-
als, for example it has high Young’s modulus which is about 1100 GPa. Also fracture strength
about 125 GPa, thermal conductivity about 5000 Wm−1K−1, mobility of charge carriers 200000
cm2V−1s−1, chemical stability and theoretical value of 2630 m2 g−1 [63]. In addition, graphene
may be used as a photo-detector because of the wide absorption range, high mobility of carriers,
thinness and low cost of the material and the ability to operate at ambient temperature [6].
Graphene has been synthesized by many methods. For example, micro-mechanical cleavage,
chemical vapor deposition, plasma discharge etching of graphite, chemical reduction of graphene
oxides, total organic synthesis, electrochemical synthesis, unzipping of carbon nanotubes, arc
discharge and epitaxial growth on silicon carbide [63].
3.1.3 Carbon nanocones
Due to the similar structures and properties of carbon nanotubes, much study has been made
by scientists, and [41] Ge et al. were the first who proved that carbon nanocones have five
possible types with different angles [5]. After that the studies in [60] [97] have discovered
the reality and existence of the five types of carbon nanocones based on the apex angles of
19.2◦, 38.9◦, 60◦, 83.60◦ and 112.9◦. Carbon nanocones have been defined as curved graphene
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Figure 3.3: Carbon nanocones structure [4].
sheets with the addition of pentagons at the cone-tips [93]. In particular, they might be found
on the caps of nanotubes like free-standing structures in a carbon arc [5].
Nanocones are conical graphitic structures with disclination number of pentagons Np = 1, 2, 3, 4
or 5. For a polyhedron consisting of only hexagons and pentagons, Euler’s theorem of polyhe-
dron gives Np = 6 for any closed cap where Np = 0 for a graphene sheet. If γ is the cone vertex
angle, then Table 3.1 shows the values of γ [11][97].
Table 3.1: Relation of number of pentagons Np and open angle γ for carbon nanocones.
Np 0 1 2 3 4 5 6
γ 180◦ 112.90◦ 83.60◦ 60.00◦ 38.90◦ 19.2◦ 0◦
There are many different methods to synthesize carbon nanocones, for example, chemical vapor
and arc-discharge schemes [96]. In particular, they are useful for high resolution and/or high in-
tensity applications because of their small size. Moreover, highly sensitive and conical geometry
make them candidates for scanning probe tips (in atomic force microscope and scanning tun-
neling microscope probes), electron field emitters and in nanoindentation applications [17][97].
Some researchers have also found other useful applications of carbon nanocones in different areas,
for example, in engineering applications [61], cold electron and field emitter [101], adsorbent[65],
mechanical sensors [50] and they can be useful as high sensitive resonators [98]. They also have
useful applications in deformation problems [16]. Further, theoretical studies suggest that the
oscillation of nanocones inside carbon nanotubes can create gigahertz frequency which can be
used as ultra-sensitive nanoantennas and ultra-fast signalling devices [11] [3]. Other applications
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in the engineering field include carbon nanocones are important in nanoelectronics, bio-sensors
and composites [96].
The researchers in [77] [64] [31] [100] [10] [30] and [14] used a particular variational technique to
determine the join region between two different carbon nanostructures. As carbon nanotubes
deform according to perfect elasticity, the elastic energy is used to determine the join region
involving a finite number of discrete bonds [13] [102]. Based on that, they adopted calculus
of variations to minimize the elastic energy to obtain Euler-Lagrange equation that determines
the joining area between two carbon nanostructures. Moreover, they determined the values
of the geometric parameters for the connected structures. By noting that the defects on the
nanostructures have been assumed to be axially symmetric this gave rise to the problem in a
two-dimensional plane. Because the curvature of the joining area can be both positive or nega-
tive curvature, two different models need to be examined.
In this chapter we use the same procedure as above to join other different nanostructures. Fol-
lowing [10] [11] [14] [12], this chapter considers a mathematical model using the calculus of
variations to determine the shape of the join between nanostructures; a carbon nanocone with a
fullerene, two nanocones, a plane sheet of graphene with nanocones, a fullerene with plane sheet
of graphene and a nanocone with two parallel sheets of graphene.
In the following section, we give fundamental equations using calculus of variations to model
the joining between these particular nanostructures. Model I is studied where the curvature
is assumed to remain positive in the join region. When the curvature is assumed to have two
regions, positive and negative curvature, we refer to this case as Model II. In section 3.3, we
investigate the values of the characteristic parameter µ. In section 3.4 we give the results of the
joining structures where in subsection 3.4.1 we consider the joining between a carbon nanocone
and a fullerene. In subsection 3.4.2 the joining between two carbon nanocones is examined.
Subsection 3.4.3 studies the joining between a carbon nanocone and a flat sheet of graphene.
Next, the case of a fullerene and a flat sheet of graphene is investigated in subsection 3.4.4. In
subsection 3.4.5.1 we join a carbon nanocone with two parallel sheets of graphene. In subsection
65
3.4.5.2 we join fullerene with two parallel sheets of graphene. Finally, summary of the chapter
is presented in section 3.5.
3.2 Model and mathematical background
This section presents the method developed by Hill et al. [30] and Baowan et al. [13] to study
the join regions between carbon nanostructures. In the next subsection, calculus of variations
is used specifically to derive the appropriate Euler-Lagrange equation to determine the joining
curve between two carbon nanostructures. In subsection 3.2.2 the joining region between carbon
nanostructures is determined where the curvature of the joining region is studied which has two
different cases; in subsubsection 3.2.2.1 Model I is studied where the curvature is assumed to
remain positive however, in subsubsection 3.2.2.2 when there are two disjoint regions wherein
curvature has positive and negative sign we refer to this case as Model II.
3.2.1 Calculus of variations
We use calculus of variations to find the curve y(x), with an element of arc length ds, which








where κ is the curvature and λ is a Lagrange multiplier corresponding to the fixed length
constraint, l is the length of the joining curve and the boundaries of the join region are x0 and
x1 where at x = x0 we have s = 0 and at x = x1 we have s = l. For a curve in two-dimensions


















(1 + ẏ2)1/2dx, (3.2)
where throughout this chapter, dot denotes differentiation with respect to x. After integrating

























where subscripts denote partial derivatives and here the function F is given by















|x=x1 = 0, (3.5)
which applies when the y-coordinate at the x = x1 boundary is not prescribed [13].
3.2.1.1 The Euler-Lagrange equation








Fÿ = 0. (3.6)





where C1 is an arbitrary constant of the integration. We note from (3.5) that at the boundary





Using definition of the full derivative we have
d
dx
F = Fx + ẏFy + ÿFẏ +
...
y Fÿ.
Since Fx ≡ Fy ≡ 0 and from (3.7) we obtain that
d
dx
(F − ÿFÿ) = 0,
which upon integrating this with respect to x we get
F − ÿFÿ = −α, (3.8)
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3.2.2 Curvature effects at the join region
(a) Model I. (b) Model II.
Figure 3.4: Model I curvature positive; and Model II, curvature both positive and negative [13].
In this subsection we investigate the general formulation for the join region which connects
the two carbon nanostructures. Considering Figure 3.4, the joining starts at a prescribed location
(x0, y0) where the boundary makes an angle θ0 with positive direction of x. The second boundary
point of the join region is at (x1, y1) where here the boundary makes the angle θ1 with the
positive x-direction. Note that x1 and θ1 are prescribed, whereas y1 is obtained using the
natural boundary condition given in equation (3.5). Based on Figures 3.4 Model I and II can be
distinguished based on the sign of the curvature κ. In Model I, the sign of the curvature does
not change during the joining and we assume that in this case the curvature always remains
positive. In Model II, the curvature of the join region changes the sign during the joining, and
as a result, we assume that the curvature is positive adjacent to (x0, y0) and becomes negative
before reaching (x1, y1) [13].
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3.2.2.1 Model I: positive curvature
As shown in Figure 3.4(a), the curvature in Model I is positive along the entire arc of length l.
Thus, we only consider the positive case in equation (3.9). By using ẏ = tan θ, equation (3.9)
becomes
κ = (λ+ α cos θ)
1
2 . (3.10)
From the definition of the curvature κ = ÿ/(1 + ẏ2)
3










Next, we now introduce a new parametric variable ϕ which is defined via
cos θ = 1− 2k2 sin2 ϕ, (3.12)
where k = [(λ+ α)/2α]
1
2 , we obtain
dy
dϕ
= 2βk sinϕ, (3.13)
where β = (2/α)
1
2 . Integrating equation (3.13) and using the boundary condition at the point
(x0, y0) we get























(1− 2k2 sin2 ϕ)





2(1− k2 sin2 ϕ)
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By integrating the above equation gives,
x(ϕ) = x0 + β(2 [E(ϕ, k)− E(ϕ0, k)]− [F (ϕ, k)− F (ϕ0, k)]), (3.15)
where F (ϕ, k) and E(ϕ, k) denote the usual Legendre incomplete elliptic integrals of the first
and second kinds, respectively as defined in [20]. Since ϕ1 = sin
−1 [(1− cos θ1/(2k2))] 12 , using
equations (3.14) and (3.15) we obtain
x1 = x0 + β(2 [E(ϕ1, k)− E(ϕ0, k)]− [F (ϕ1, k)− F (ϕ0, k)])
y1 = y0 + 2βk (cosϕ0 − cosϕ1) . (3.16)








Upon substituting ẏ = tan θ, changing the parameter to ϕ as in cos θ = 1 − 2k2 sin2(ϕ), and
integrating, we have
l = β [F (ϕ1, k)− F (ϕ0, k)] . (3.17)
Now, we define a dimensionless parameter µ = (x1 − x0)/l which can be shown to be
µ =
2 [E(ϕ1, k)−E(ϕ0, k)]
F (ϕ1, k)− F (ϕ0, k)
− 1. (3.18)
For prescribed values of x0, x1 and l, equation (3.18) can be solved numerically to determine the
value of k. Then by substituting k into equation (3.17), the value of β can be determined and
therefore y1 can be obtained from (3.16).
3.2.2.2 Model II: positive and negative curvature
For this model, the curvature is positive at the point (x0, y0) up until the point (xc, yc) where
the curvature changes to be negative until the point (x1, y1) is reached (see Figure 3.4(b)).
At (xc, yc), κ = 0 and by solving equation (3.10) we obtain θc = cos
−1(−γα ). By making the
substitution used in equation (3.12) for ϕ, we have ϕc =
π
2 . By substituting ϕc into equations
(3.14) and (3.15) we can calculate xc and yc as below:
xc = x0 + β{2[E(k)− E(ϕ0, k)]− [K(k)− F (ϕ0, k)]},
yc = y0 + 2βk cosϕ0,
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noting that K(k) and E(k) are the complete elliptic integrals of the first and second kinds
respectively. In the joining region between (xc, yc) and (x1, y1), we take the negative sign of
equation (3.9), and through the same method used in Model I, we obtain
dx
dϕ
= −β (1− 2k
2 sin2 ϕ)







Thus, in this region x(ϕ) and y(ϕ) are given by
x(ϕ) = x0 + β{2[E(k)− E(ϕ, k)]− [K(k)− F (ϕ, k)]},
y(ϕ) = yc + 2βk cosϕ.
As a result, the second boundary (x1, y1) is given by
x1 = x0 + β{2[2E(k)− E(ϕ0, k)−E(ϕ1, k)]− [2K(k)− f(ϕ0, k)− F (ϕ1, k)]}, (3.19)
y1 = y0 + 2βk(cosϕ0 + cosϕ1). (3.20)






















(1− k2 sin2 ϕ)−
1
2dϕ
= β [2K(k)− F (ϕ0, k)− F (ϕ1, k)] . (3.21)
As a result, we find a dimensionless parameter µ = (x1 − x0)/l, for Model II to be given by
µ = 2
(
2E(k)− E(ϕ0, k)− E(ϕ1, k)
2K(k)− F (ϕ0, k)− F (ϕ1, k)
)
− 1. (3.22)
Again, for prescribed values of x0, x1 and l we can solve equation (3.22) numerically to find the
value of k, and by substituting k into equation (3.21), we can determine the value of β so that
y1 can be determined from equation (3.19).
3.3 The characteristic parameter µ
In this section we follow the study in [13]. The numerical solution for (3.18) and (3.22) is
obtained when they are characterized by the non-dimensional parameter µ = (x1 − x0) /l and
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Figure 3.5: The characteristic parameter µ for various values of the elliptic parameter B for
θ0 = 0 and θ1 as indicated in the legend.
subject to the constraint −1 < µ < 1. In Figure 3.5, the relation between the parameter µ
and B = 1/k2 is shown, assuming the angle at the beginning of the join is θ0 = 0 and varying
values for θ1. All curves have a critical value at µ = µ1 except when θ1 = 0. Model I applies
when µ > µ1, and Model II applies when µ < µ1. For the special case θ1 = 0, we have µ1 = 1.
Figure 3.6 shows the relation between µ and B. In the figure, the angle at the end of the join
Figure 3.6: The characteristic parameter µ for various values of the elliptic parameter B for
θ1 = π/2 and θ0 as indicated in the legend.
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region is fixed to be θ1 = π/2, while the angle θ0 is varied. For this case, there are a number of
the critical values for µ. In particular, there are µ1 and µ2, where Model I applies in the range
µ1 < µ < µ2 and Model II applies when µ < µ1 and µ > µ2. For all cases except the special
case θ0 = 0, there is a discontinuity in the Model I for which the gradient of the graph jumps
from −∞ to ∞. This point of discontinuity occurs at µ = µ0. For all curves in Figure 3.6, when
µ1 < µ < µ0, B must satisfy B < 2, and for µ0 < µ < µ2 the curves lie strictly in the range
B > 2. Finally, µ = µ3 occurs at B = 0. In both Figures 3.5 and 3.6, we see that the crossing
of the µ-axis only occurs for curves in Model I. This is due to the fact that B = 0 is the special
case where the elliptic functions degenerate into the standard trigonometric functions and the
join region is a circular arc. As there is no change in the sign of the curvature in the circular
arc, µ3 must occur in Model I, and since it occurs in the range B < 2, µ must be in the region
µ1 < µ3 < µ0 [13].
3.4 Results
This thesis extends the investigation in [13] to consider the joining of various carbon nanostruc-
tures.
3.4.1 Joining carbon nanocones and fullerenes
(a) Model I. (b) Model II.
Figure 3.7: Axially symmetric geometries for Model I and Model II.
Here we consider two different models, illustrated in Figure 3.7. The curvature in Model I is
assumed to be positive throughout the join, while in Model II the curvature contains two regions
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of positive and negative sign. We position the nanocone of radius r such that the cone vertex is
assumed to be located at the origin of the xz-plane. Moreover, the fullerene of radius a is located
with its center on the y-axis, starting from an unknown positive distance above xz-plane, denoted
by y0 . In this case we note that the nanocone and the fullerene are rotationally symmetric about
the y-axis, which allow us to consider it as a two dimensional problem in (xy)-plane. The total
arc length l is assumed to connect the cone at (r, h) = (b sin(γ/2), b cos(γ/2)) and the fullerene
at (a, y0), where γ is the cone angle and b = r csc(γ/2). Noting that (b sin(γ/2), b cos(γ/2)) is
the nearest atomic position of the joined atoms on the cone and (a, y0) is the nearest atomic
position of the joined atoms on the fullerene. Moreover, we consider the five possibilities of the
cone angle γ as shown in Table 3.1. In this case, the angles at the boundaries of the join region














At x1 for Model I the boundary condition is
ẏ(a) = ∞, (3.24)
and for Model II at x1 we have
ẏ(a) = −∞. (3.25)
We note that equation (3.18) coincides with equation (3.22) for two values of k, that are k = 1/
√
2
and k = [(1− sin(γ/2))/2]
1
2 . First, when k = 1/
√



















Secondly, when k = [(1− sin(γ/2))/2]
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The solution of this problem is characterised by the nondimensional parameter µ = [a −
b sin(γ/2)]/l. Figure 3.8 shows the relation between µ = a − b sin(γ/2)/l where −1 < µ < 1
and B = 1/k2. In particular, we have two regions, the first region is µ < µ0 which corresponds
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Figure 3.8: Relation between the parameters µ = (a− b sin(γ/2))/l and B = 1/k2.
to the value of B < 2 where µ0 is the asymptotic value for µ when k tends to zero, which is
determined in the Appendix C, which can be written as









where ω = (π − γ)/4. This region can be divided to three subregions; the first subregion is
when µ3 < µ < µ0 where µ3 is the asymptotic value of µ when k tends to ∞. As shown in the





In this subregion the value of the parameter B is negative. The second subregion is µ1 < µ < µ3
where the value of the parameter B corresponds to 0 < B ≤ 2. The last subregion is −1 < µ < µ1
where the value of the parameter B is between 1 < B ≤ 2.
The second region is when µ > µ0 which corresponds to the value of B > 2/1− sin(γ/2). This
region also contains two subregions, which are µ0 < µ < µ2 and µ2 < µ < 1 for Model I and
Model II, respectively. The values of the parameter B for two the subregions are positive values.
3.4.1.1 Joining carbon nanocones with half spherical fullerenes.
From the above results, the parameter B in Model I has negative value so we choose B = −4.
Here, we join fullerenes with five possible cases of carbon nanocones which have half angles
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112.9◦, 83.6◦, 60◦, 38.9◦ and 19.2◦. In Figure 3.9, the arc length is assumed to be l = 2 and the
fullerenes are centered at
(0, 11.66), (0, 11.81), (0, 11.91), (0, 11.97) and (0, 11.99) with radii 10.04, 9.67, 6.3, 3.88 and 1.86
Å, respectively.
Figure 3.9: Plot of joining y = y(x) for Model I for five possible carbon nanocones with l = 2 and
B = −4, and fullerenes are centered at (0, 11.66), (0, 11.81), (0, 11.91), (0, 11.97) and (0, 11.99)
with radii 10.04, 9.67, 6.3, 3.88 and 1.86 Å, respectively
For Model II the parameter B has positive value and we choose B = 1.7. The five possible
cases of the nanocones are taken into account to join with fullerenes. In Figure 3.10 the arc
length of the joining curve again is assumed to be l = 2 and the fullerenes are centered at
(0, 11.66), (0, 11.81), (0, 11.91), (0, 11.97) and (0, 11.99) with radii 15.3, 9.15, 5.9, 3.53 and 1.6 Å
respectively.
3.4.1.2 Join nanocones with fullerene caps
In the previous section we joined nanocones with exactly half of spherical fullerenes. In this
section, we join nanocones with more than half and less than half a spherical fullerene, for each
of Models I and II. We match the coordinates and the slope to have a continuous curve at the
join. Model I concerns joining the nanocone with more than a half of a spherical fullerene. We
consider two cases where the values of θ0 = 112.2
◦ and θ1 = −15◦ and −30◦, and the boundary
conditions at x1 are ẏ(x1) = 5 and ẏ(x1) = 2 respectively. The joining profiles are shown in
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Figure 3.10: Plot of joining y = y(x) for Model II for five possible carbon nanocones, l = 2 and
B = 1.7, fullerenes centered at (0, 11.66), (0, 11.81), (0, 11.91), (0, 11.97) and (0, 11.99) with radii
15.3, 9.15, 5.9, 3.53 and 1.6 Å respectively.
Figure 3.11. Model II concerns the joining of nanocones with less than a half of a spherical
fullerene. In this case we consider four values of θ1 that are θ1 = 70
◦, 75◦, 80◦ and 85◦. The
corresponding boundary conditions are ẏ(x1) = −2.7,−3.7,−5.6 and −11.4 respectively. The
join profiles are as shown in Figure 3.12.
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Figure 3.11: Plot of join curve y = y(x) for Model I with positive gradient; the first
fullerene is assumed to be centered at (0, 15.75) with radius 17.2 Å and the fullerene
is centered at (0, 20.8) with radius 19.2 Å respectively .
Figure 3.12: Plot of join y = y(x) for Model II with negative gradient and the
fullerenes are assumed to be centered at (0, 6.2), (0, 7.6), (0, 8.9) and (10.1) with radii
16.25, 15.8, 15.6 and 15.4 Å respectively.
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3.4.1.3 Perfect join of fullerene and nanocone
Figure 3.13: Perfect joining of nanocone and fullerene centered at (0, h) with radius r.
Without using calculus of variations, here we show a special case of joining a fullerene with
a nanocone, where at the joining region the generating curve is continuous with the slopes
matching perfectly at the join (i.e. the first derivatives of the graph functions are equal). As
shown in Figure 3.13 we assume in this case that horizontally, the apex of the cone and the
center of fullerene are aligned. Furthermore, we assume that (0, h) is the center of the fullerene,
r is the radius of the fullerene and (x0, y0) is the coordinates of the cone. The circle with center
at (0, h) can be represented by
x2 + (y − h)2 = r2, (3.26)
and the cone equation is y = k|x|, where k > 0. At (x0, y0), we have y0 = kx0 so that the





Next, we need to show that the gradient (which is the ratio of the change on y over the change
on x) of the generating curve of the lower half of the circle is y0/x0 at (x0, y0). This requires
suitable choices of r and h.
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3.4.1.4 Joining a fullerene with nanocone perfectly by specifying the center and
radius of the fullerene
If we substitute (x0, y0) into equation (3.26), we obtain an equation in terms of h and r, namely
x20 + (y0 − h)2 = r2. (3.27)
Then by differentiating equation (3.26) with respect of x we obtain










equation (3.28) at (x0, y0) becomes




Now, we have two equations (3.27) and (3.29), solving them simultaneously we have
x20 = −(y0 − h)y0, (3.30)
and by substituting equation (3.30) into equation (3.27) we have
− (y0 − h)y0 + (y0 − h)2 = r2,































As a result, we obtain the cone coordinates (x0, y0) in terms of the radius of the fullerene r and
the fullerene’s center (0, h).
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As an example, if we suppose that, the center of the fullerene at (0, 15) so h = 15 and the
radius of the fullerene is r = 6 then by using equations (3.31) and (3.32) we can determine
the coordinates of the (x0, y0) = (5.5, 12.6). Clearly, the fullerene and the cone are connected
perfectly and matching exactly as shown in Figure 3.14.
Figure 3.14: Perfect joining of fullerene with center (0, 15) and radius 6 and cone with (x0, y0) =
(5.5, 12.6) coordinates.
3.4.1.5 Joining a fullerene with nanocone perfectly by specifying the nanocone
coordinates
In this case we determine the center (0, h) and the radius r of the fullerene based on the cone’s
coordinates (x0, y0). By using the cone’s coordinates equations in the previous section, equation
(3.31), we have






which is can be written as
r2
h






























and from (3.33) we have
r2 = h(h− y0). (3.38)








As a result, we can determine the fullerene’s center (0, h) using equation (3.37) and the fullerene’s
radius r using equation (3.39). As shown in the previous subsubsection, if the coordinates of
the cone (x0, y0) = (5.5, 12.6), by using equations (3.37) and (3.39) we obtain h = 15 and r = 6,
as expected.
For this method of joining, given more than half a sphere, and a point on the same vertical axis
as the center of the sphere, there is a cone which can be joined perfectly (ie the slopes match as
well as the position). To join a small piece of the cone to a sphere, the natural way would be to
extend the cone by a straight line. In this case, the integral curvature term in (3.1) is exactly
equal to zero, and we know that for all curves joining two points by a straight line has the
shortest length, so in this way we have found a global minimizer. It works only in this special
scenario where the cone is extended to match up exactly with the spherical part. Given a cone
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angle, there is a family of more-than-half sphere that can be joined in a similar way, depending
on how far we wish to extend the cone from its apex.
Finally, we note that the above results can also be derived from setting κ = 0 at the join. Since
κ = ÿ/(1 + ẏ2)
3
2 , then we have ÿ(x) = 0 which gives rise to y(x) = C0x + C1, where C0 and
C1 are arbitrary constants. Using the boundary conditions at the joining point x0, which are
y(x0) = y0 and ẏ(x0) = cot(γ/2), we find C0 = cot(γ/2) and C1 = y0 − x0 cot(γ/2).
All Maple codes for this section are presented in Appendix D.1.
3.4.2 Joining two carbon nanocones
(a) Model I. (b) Model II.
Figure 3.15: Axially symmetric geometries for Model I and Model II.
To study the joining area between two carbon nanocones we consider the same method as
shown in the subsection 3.4.1. The first nanocone is assumed to be located at the origin with
the radius r. The second nanocone has the radius a and is assumed to be located with its center
on the y-axis starting from y0 which is unknown positive distance above xy-plane.
3.4.2.1 Joining two symmetric carbon nanocones
In this case, we join two symmetric nanocones. Here the curvature of the joining curve must
remain positive to connect the cones. This situation can be described as Model I in Figure
3.15(a). Also the parameter B in this region has negative value as in Figure 3.8. We specify
θ0 =
γ
2 and θ1 = −
γ
















and at x1 the boundary condition is
ẏ(a) = −∞.
In Figure 3.16, we plot the join for two symmetric nanocones where five possible nanocone’s
angles (112.9◦, 83.6◦, 60◦, 38.9◦ and 19.2◦) are considered.
Figure 3.16: Plot of joining y = y(x) for Mode I for five possible nanocones with B = −4 and
l = 2.
84
3.4.2.2 Joining two different angle nanocones
In this case, we consider two nanocones that have different angles. Here we assume the join
curve to have both positive and negative curvature to connect the cones. This case can be
described by Model II in Figure 3.15(b). The parameter B is positive for the two subregions
of Model II. In Figure 3.17 we show the joining curves which connect the nanocones for all five
possible cases for chosen different values of the parameter B (B = 1.0001, 1.001, 1.01, 1.1, 1.2, 1.3
and 1.5) respectively.
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(a) The first nanocone angle is 112.9◦ (b) The first nanocone angle is 83.6◦
(c) The first nanocone angle is 60◦ (d) The first nanocone angle is 38.9◦
(e) The first nanocone angle is 19.2◦
Figure 3.17: Joining curves for B = 1.0001, 1.001, 1.01, 1.1, 1.2, 1.3 and 1.5 respectively for all
five angles of the nanocones.
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3.4.2.3 Joining two different nanocones
In this subsection we join nanocones of two different angles. The first nanocone has varied angles
as shown in Table 3.1, so θ0 = 112.9
◦, 83.6◦, 60◦, 38.9◦, 19.2◦. The second carbon nanocone has
a fixed angle, which is assumed to be θ1 = 60
◦ with gradient of ẏ(a) = −1.7. Moreover, in
this case the parameter B is assumed to have three particular different values for the joining
where B = 1.0001, 1.01 and 1.1. Based on that we obtain Figure 3.18 when θ0 = 112.9
◦, Figure
3.19 is when θ0 = 83.6
◦, Figure 3.20 when the angle θ0 = 60
◦, Figure 3.21 shows the join when
θ0 = 38.9
◦ and Figure 3.22 when the angle is θ0 = 19.2
◦. Noting that, Appendix D.2 shows
Maple codes for these joinings.
Figure 3.18: Nanocone angle 112.9◦ with l = 3 and B = 1.0001, 1.01 and 1.1.
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Figure 3.19: Nanocone angle 83.6◦ with l = 3 and B = 1.0001, 1.1 and 1.01.
Figure 3.20: Nanocone angle 60◦ with l = 3.
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Figure 3.21: Nanocone angle 38.9◦ with l = 3.
Figure 3.22: Nanocone angle 19.2◦ with l = 2.
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3.4.3 Joining carbon nanocones and flat sheet of Graphene
(a) Model I. (b) Model II.
Figure 3.23: Geometries for Model I and Model II.
Here we join carbon nanocone with the flat sheet of graphene. Again we use the same
method as in subsection 3.2. In particular, x0 is the graphene radius and a is the radius of the
nanocone. The attachment points are at (x0, 0) for the graphene and at (a, y0) for the nanocone,
as shown in Figure 3.23. The angle of graphene is assumed to be θ0 = 0 and the angle of the
carbon nanocone θ1 is one of the five possible angles as indicated in Table 3.1. As a result, the
boundary conditions at the graphene sheet are
y(x0) = 0, ẏ(x0) = 0.
For the boundary conditions at the carbon nanocone for Model I, the value of ẏ ranges from
0 at x = x0 to a negative value depending on the angle of the cone at x = a. In Model II the
value of ẏ ranges from 0 at x = x0 to ∞, then it changes the sign from −∞ to negative value
depending on the angle of the cone.
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3.4.3.1 The characteristic parameter µ
Figure 3.24: Relation between the parameters µ = (x0 − a)/l and B = 1/k2.
Based on Figure 3.24, three distinct regions are evident. The first region where the parameter
B is negative corresponds to Model I. The second region is 0 < B ≤ 2 which also corresponds
to Model I, and the third region is 1 < B ≤ 2 which corresponds to Model II [30].
For particular values of the parameter B, we join the graphene with nanocones for Model I
as in Figure 3.25 and Model II as in Figure 3.26. Appendix D.3 presents Maple codes of these
joining.
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Figure 3.25: Plot of joining y = y(x) for Model I for five possible nanocones
112.9◦, 83.6◦, 60◦, 38.9◦ and 19.2◦ with graphene where B = −4 and l = 2.
Figure 3.26: Plot of joining y = y(x) for Model II for five possible nanocones
112.9◦, 83.6◦, 60◦, 38.9◦ and 19.2◦ with graphene where B = 1.1 and l = 3.
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3.4.4 Joining between fullerene and flat sheet of graphene
(a) Model I. (b) Model II.
Figure 3.27: Geometries for Model I and Model II.
Again we use the same analysis mentioned in section 3.2. We assume that that x0 is the
graphene radius and a is the fullerene radius. The attachment points of the two carbon nano-
materials are assumed to be at (x0, 0) and (a, y0) for the graphene and fullerene respectively,
as shown in Figure 3.27. The angle of the graphene is chosen to be θ0 = 0 and the angle of
the fullerene is assumed to be θ1 = −π6 with gradient ẏ(x1) = 0.5. Moreover, the boundary
conditions at the graphene sheet are
y(x0) = 0,
ẏ(x0) = 0.
The range of the values of the parameter B is the same as that described in Figure 3.24.
In Model I, the value of the parameter B is valid for both positive and negative values as
investigated in Figure 3.24. As a result, there are two different joining structures corresponding
to positive and negative values of the parameter B. For the positive value of the parameter B,
here we assume B = 1 so we have the joining structure as shown in Figure 3.28. Furthermore
for the negative value of B, which is assumed to be B = −1, the join profile is given in Figure
3.29.
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Figure 3.28: Plot of the join curve y = y(x) of Mode I for joining fullerene with graphene when
l = 3 and B = 1.
Figure 3.29: Plot of the join curve y = y(x) of Mode I for joining fullerene with graphene where
l = 3 and B = −1.
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For Model II, the parameter B is valid only for the positive value. As a result, we have the
join structure with positive value of B which is assumed to be B = 1.1, as shown in Figure 3.30.
Figure 3.30: Plot of the join curve y = y(x) of Mode II for joining fullerene with graphene where
B = 1.1 and l = 3.
Maple codes corresponding to these joinings are given in Appendix D.4
3.4.5 Joining between two parallel sheets of graphene with nanocone and
fullerene
Here we join carbon nanocone and fullerene with two parallel sheets of graphene. By using both
of Model I and Model II we join other nanomaterials. Model I joins nanocone and fullerene with
the second graphene sheet and Model II joins nanocone and fullerene with the first graphene
sheet. The value of the parameter µ is the same in Figure 3.8.
3.4.5.1 Joining between two parallel sheets of graphene with carbon nanocone
In this case we join two parallel sheets of graphene with carbon nanocone. Model I has θ0 = π/2
and θ1 = 0 with gradient ẏ(x1) = 0. Model II has θ0 =
π
90 and θ1 =
π
2.11 with positive gradient.
The joining structure of this case is determined as in Figure 3.31. Appendix D.5 presents the
codes of this joining.
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Figure 3.31: Plot of joining between nanocone and two parallel sheets of graphene.
3.4.5.2 Joining between two parallel sheets of graphene with part of fullerene
This case is joining two parallel sheets of graphene with part of fullerene. In Model I we consider
θ0 =
π
2 and θ1 = 0 and in Model II we use θ0 =
π
2 and θ1 =
π
2 with positive gradient. As a result,
the joining structure of these carbon nanomaterials is determined as in Figure 3.32. Maple codes
in Appendix D.6 are used to produce this joining profile.
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Figure 3.32: Plot of joining between fullerene centred at (−3.76, 13.2) with radius 10 Å and two
parallel sheets of graphene.
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3.5 Conclusion
This chapter gives an approximate analytical solution to a discrete problem for the determina-
tion of the surface which joins two carbon nanostructures. We use a variational approach that
depends on minimization of covalent bond energy. Two different models are assumed which
depend on the sign of the curvature. Model I refers to positive curvature only, and Model II
refers to both positive and negative curvatures. Based on that, we join various different nanos-
tructures to obtain new configurations which may enhance their intrinsic properties leading to
new applications. Specifically, we join carbon nanocones with fullerenes and nanocones and flat
sheets of graphene. We join fullerene with flat sheets of graphene and finally, joining nanocones
and part of fullerene with two parallel sheets of graphene. The new nanostructures may be
useful as a probe for scanning tunneling microscopy.
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Chapter 4
Comparison of two different energies
for modelling the joining between
carbon nanostructures
4.1 Introduction
The research in theory of minimal surfaces in R3 is an important and active field. The investi-
gations of minimal surfaces in R3 began with Lagrange in 1762 when he considered the problem
of determining a graph with least area over a domain in R2 and taking prescribed values on
the boundary. As a result, he obtained the partial differential equation to be satisfied by the
solution. After that, in 1776 Meusnier recognized the geometric meaning of that equation by
specifying the mean curvature H = 0. Throughout the nineteenth century, research topics in-
volving minimal surfaces have attracted much attention. The physicist Plateau obtained that
minimal surfaces may be recognised as soap film. In 1930 the Plateau’s problem which deter-
mined a minimal disk bounded by a given Jordan curve was solved by Douglas and Rado [81].
Importantly, minimal surfaces have many applications in physical and biological sciences. In
particular, they have an important role to nanotechnology in molecular engineering and material
science. Minimal surfaces have least surface area which enables wide usage in large scale and
light roof constructions [72]. For example, minimal surfaces are used in architecture and art
such as the olympic stadium in Munich [106] [56].
There are many examples of minimal surfaces such as the plane, catenoids, helicoids, Schwarz,
Riemann’s, Enneper and Henneberg surfaces [56].
Now we have a generalization of minimal surfaces called Willmore surfaces. This energy func-
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where H denotes the mean curvature of surface M and dµ is the area element. Willmore energy
has important applications in the fields of science and nanotechnology [47]. For example, in
biology Helfrich surface models the shape of the red blood cell [88]. It also appears as a surface
energy for lipid bilayers [88]. Willmore energy is another natural generalisation of elastic energy
used in mechanics [88]. This energy has useful applications in optical design [88]. Furthermore
minimal surfaces as catenoid has nanomagnetism applications [23] [24].
In this chapter, we compare the joining between carbon nanostructures based on two different
energies. First is the energy described by equation (3.1) which depends on the axial curvature
only. Secondly, we use Willmore energy that depends on the axial curvature and the rotational







we use the convention that the mean curvature is the sum of the principal curvatures. In the
next section, first and second energies are addressed in detail. The comparison and discussion
for the two energies is given in Section 4.3. Finally, the conclusion of this chapter is presented
in section 4.4.
4.2 Model and mathematical background
For the first energy we consider the same case as in section 3.2.2.1 with suitable boundary
conditions. For the second energy, if we have the surface z(r, θ) = f(r, θ), which the curve
depends on (r, θ), we can describe surface parameterically by S = {(x, y, z) : x = r cos θ, y =
r sin θ, z = f(r, θ)} with 0 < r ≤ a whereH is the mean curvature of surface which isH = κa+κr,
where κa is the axial curvature and κr is the rotational curvature. For cross section, the position
vector of point on curve is denoted by r̃(x) = (x, f(x)). If the curve revolves around the z−axis,
the position vector is
r̃(r, θ) = (r cos θ, r sin θ, f(r)) . (4.2)
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First, we find the tangent vectors as r̃r = (cos θ, sin θ, f
′(r)) and r̃θ = (−r sin θ, r cos θ, 0).
Second, the unit normal is
− (cos θf
′(r)i+ sin θf ′(r)j − k)√
f ′2(r) + 1
.
Then, the metric gij is (




and det(gij) = r
2
(
1 + f ′2(r)
)









































































































































where p = f ′(r). Now if λ = 0 and we use the catenoid as shown in Figure 4.1 (as it is a minimal
surface and local minimizer of the area functional), that is H = 0, we obtain surface that is an
absolute minimizer of the Willmore energy. However, this result could be energy minimizing for
a whole class of energies not just the Willmore energy. These include the surface area (leading
to minimal surfaces) and energy of the form
∫
Hkdµ, for any constant k ≥ 0. It makes sense
to consider joining different rotationally symmetric carbon nanostructures with pieces of the





Here we compare the joining between carbon nanostructures considering two energies mentioned
in the previous section.
4.3.1 Modelling the joining between carbon nanocones and carbon nanotubes
Figure 4.2: Model I for joining between carbon nanotube and carbon nanocone (first energy).
For the first energy, we consider Model I as shown in Figure 4.2 to have the boundary
conditions at the carbon nanocone as follows:
y(b cos γ/2) = b sin γ/2,
ẏ(b cos γ/2) = − cot γ/2.
The value of ẏ ranges from − cot γ/2 at x = b cos γ/2 to −∞ at x = a, and therefore the
boundary condition at the carbon nanotube is ẏ(a) = −∞.
For the second energy, catenoids are absolute minimisers and we may consider joining catenoids
of the form
y(x) = A cosh−1 (x+ 1) + h, (4.8)
where A and h are constants as shown in Figure 4.3. The codes for this join is given in Appendix
E.
Here we match the gradient and join carbon nanocones with carbon nanotubes for five cases
that are based on angles of carbon nanocones as identified in Table 3.1. Figure 4.4(a) is when
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Figure 4.3: Joining carbon nanocone and carbon nanotube with a piece of catenoid.
γ = 112.9◦ and Figure 4.4(b) is when γ = 83◦. Figure 4.5(a) is when γ = 60◦ and Figure 4.5(b) is
when γ = 38◦. Figure 4.6 corresponds to the case when γ = 19◦. In addition, by using numerical
integration, Simpson’s rule, the difference between the two energies is calculated for each angle
of the nanocone as shown in Appendix E. For the first angle 112.9◦ the relative error is 0.09%,
for the angle 83.6◦ is 0.15%, for the angle 60◦ is 0.18%, for the angle 38.9◦ is 0.5% and for the
angle 19.2◦ is 0.9%. As a result, the rotational curvature does not contribute much in the total
energy. In addition, because one of the joins is at the neck of the catenoid, we can get the same
results if we join to a half sphere of the appropriate size, or, if we join two pieces of cones in the
opposite orientation as in the following subsections.
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(a) 112.9◦ (b) 83.6◦
Figure 4.4: The joining based on first and second energies for nanocones with angles 112.9◦ and
83.6◦.
(a) 60◦ (b) 38.9◦
Figure 4.5: The joining based on first and second energies for nanocones angles 60◦ and 38.9◦
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Figure 4.6: The joining based on first and second energies for nanocones angle 19.2◦.
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4.3.2 Modelling the joining between two carbon nanocones
Figure 4.7: Model I for joining between two carbon nanostructure.
Here we use the two energies to join two carbon nanocones. The first energy is Model I as
shown in Figure 4.7 with the boundary conditions at the first carbon nanostructure as follows:
y(b cos γ/2) = b sin γ/2,
ẏ(b cos γ/2) = − cot γ/2.
The value of ẏ ranges from − cot γ/2 at x = b cos γ/2 to cot γ/2 at x = a, and therefore
the boundary condition at the second carbon nanostructure is ẏ(a) = ∞. The second energy








where B, c and d are constants as shown in Figure 4.8.
Here we match the gradient and join carbon nanocones for five cases based on angles of carbon
nanocones as in Table 3.1. Figure 4.9(a) is when γ = 112.9◦ and Figure 4.9(b) is when γ = 83◦.
Figure 4.10(a) corresponds the case when γ = 60◦. Figure 4.10(b) is when γ = 38.9◦. Figure
4.11 is when γ = 19◦.
Furthermore, we use numerical integration, Simpson’s rule, to calculate the difference be-
tween the two energies. For the first angle 112.9◦ the relative error is 6%, for the angle 83.6◦ is
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Figure 4.8: Joining two carbon nanocones with piece of catenoid.
(a) 112.9◦ (b) 83.6◦
Figure 4.9: The joining based on first and second energies for nanocones with angles 112.9◦ and
83.6◦.
4%, for the angle 60◦ is 3%, for the angle 38.9◦ is 14% and for the angle 19.2◦ is 12%.
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(a) 60◦ (b) 38.9◦
Figure 4.10: The joining based on first and second energies for nanocones with angles 60◦ and
38.9◦
Figure 4.11: The joining based on first and second energies for nanocones with angle 19.2◦.
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4.3.2.1 Modelling the joining between large carbon nanocone and narrow carbon
nanocone
Figure 4.12: Joining of large carbon nanocone and narrow carbon nanocone with piece of
catenoid.
In this case the first and second energies are the same as in joining two carbon nanocones.
The second energy of this case is shown in Figure 4.12. In particular, in Figure 4.13 we join two
carbon nanocones where the angle of the first nanocone is 112.9◦ and the second angle of the
nanocone is 60◦. Again here we use Simpson’s rule to calculate the difference between the two
energies, the relative error is 2%.
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Figure 4.13: The joining based on first and second energies for nanocones with angles 112.9◦
and 60◦.
111
4.3.2.2 Modelling the joining between two fullerenes
Figure 4.14: Joining two fullerenes with piece of catenoid.
Again in this case the first and second energies are the same as in joining two carbon
nanocones. The second energy is shown in Figure 4.14 where in this Figure the scale in the
horizontal and vertical directions is not the same. In Figure 4.15 we join two symmetric fullerenes
with angle 112.9◦. We also join two different fullerenes with angles 60◦ and 43◦. Again here we
use Simpson’s rule to calculate the difference between the two energies, the relative error for the
symmetric case is 9% and the other case is 6%.
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(a) symmetric fullerenes (b) different angles fullerenes
Figure 4.15: The joining based on first and second energies.
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4.4 Conclusion
This chapter adopted calculus of variations to investigate and compare two different energies
that are used to join different carbon nanostructures; carbon nanocone and carbon nanotube,
two symmetric carbon nanocones, narrow carbon nanocones and large carbon nanocone and two
fullerenes. Furthermore, the join of carbon nanotubes and carbon nanocones is the best joining
case because of the small value of relative error. As a result of this comparison we conclude that
both of these energies are suitable for the joining between carbon nanostructures.
However, the rotational curvature does not contribute much in the total energy. Based on the
above joining cases we emphasise that using Willmore energy instead of the first energy makes





The purpose of this thesis is to use applied mathematical techniques to formulate models for
nanostructures. In this thesis three main topics were examined:
• Modelling curves on a sphere with an application to nanoantennas.
• Determination of join regions between carbon nanostructures using calculus of variations.
• Comparison of different energies for modelling the joining between different carbon nanos-
tructures.
In Chapter 2 we used calculus of variations and the geometry of space curves to model curves
on the sphere. Starting with the general form of the Euler-Lagrange equations for minimizing
an energy functional defined for a space curve that depends on its curvature, torsion and their
first derivatives, we examined the energy for curves on a sphere that gives rise to solutions for
Euler-Lagrange equations. In detail, we studied the solutions for mathematical spherical helix,
revolutionary curves on a sphere and other cases. In the case of an energy depending only on
the curvature, we obtained solutions for Euler-Lagrange equations based on the revolutionary
curves on a sphere with certain forms.
However, mathematical helices are not the solution. In the case of energy depending on the
curvature as well as its first derivative, we found solutions for Euler-Lagrange equations for all
the different cases of mathematical spherical helix, revolutionary curves on a sphere and other
cases. We further studied these cases when the energy depends on its torsion, that only gives a
solution for Euler-Lagrange equations for curves on a sphere but not a mathematical helix.
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In Chapter 3 we investigated the geometry of joining to combine two different nanostructures,
by adopting calculus of variations to minimize the elastic energy, leading to Euler-Lagrange
equations which determine the joining curve between two carbon nanostructures. The joining
curve depends on the sign of the curvature, Model I refers to positive curvature and Model II
refers to both positive and negative curvature. Based on these models we have two different
ways to join the nanostructures. As a result, we join various different types of nanostructures
including carbon nanocone and fullerene, two carbon nanocones, carbon nanocone and flat sheet
of graphene, fullerene and flat sheet of graphene, two parallel sheets of graphene with carbon
nanocone and fullerene.
In Chapter 4 we compared two different energies used in determining the region between carbon
nanostructures; carbon nanotube and carbon nanocone, narrow carbon nanocone and large
carbon nanocone, two symmetric carbon nanocones and two fullerenes. The first energy depends
on the axial curvature only whereas the second energy depends on both the axial curvature and
the rotational curvature. By analyzing the obtained results for each case we concluded that
both of these energies give similar results for joining of carbon nanostructures.
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Firstly we derive the variational quantities which are used to determined Euler-Lagrange equa-
tions [85]. The variation of r(s) is given by
r̃ = r(s) + ε1ψ1(s)T+ ε2ψ2(s)N+ ε3ψ3(s)B,
where εi are parameters and ψi(s) are arbitrary functions with compact support on [a, b]. By
using Frênet equations in equation 2.3 and ṙ = T we get
˙̃r = [1 + ε1ψ̇1 − ε2κψ2]T+ [ε1κψ1 + ε2ψ̇2 − ε3τψ3]N+ [ε2ψ2τ + ε3ψ̇3]B, (A.1)
and
| ˙̃r|2 = [1 + ε1ψ̇1 − ε2κψ2]2 + [ε1κψ1 + ε2ψ̇2 − ε3τψ3]2 + [ε2ψ2τ + ε3ψ̇3]2. (A.2)
From (2.3) and (A.1) we have
¨̃r = [ε1(ψ̈1 − ψ1κ2)− ε2(2κψ̇2 + κ̇ψ2) + ε3ψ3κτ ]T
+ [κ+ ε1(2κψ̇1 + ψ1κ̇) + ε2(ψ̈2 − ψ2κ2 − ψ2τ2)− ε3(2ψ̇3τ + ψ3τ̇)]N (A.3)
+ [ε1κτψ1 + ε2(2ψ̇2τ + ψ2τ̇) + ε3(ψ̈3 − τ2ψ3)]B,
then from (A.1) and (A.3) we have
˙̃r× ¨̃r = [−κ(ε2ψ2τ + ε3ψ̇3) + o(ε2i )]T
− [ε1κτψ1 + ε2(2 ˙ψ2τ + ψ2τ̇) + ε3(ψ̈3 − τ2ψ3) + o(ε2i )]N
+ [κ+ ε1(3κψ̇1 + ψ1κ̇) + ε2(ψ̈2 − 2κ2ψ2 − τ2ψ2)− ε3(2τψ̇3 + τ̇ψ3) + o(ε2i )]B.
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Therefore
| ˙̃r× ¨̃r|2 = [−κ(ε2ψ2τ + ε3ψ̇3) + o(ε2i )]2
− [ε1κτψ1 + ε2(2 ˙ψ2τ + ψ2τ̇) + ε3(ψ̈3 − τ2ψ3) + o(ε2i )]2 (A.4)
+ [κ+ ε1(3κψ̇1 + ψ1κ̇) + ε2(ψ̈2 − 2κ2ψ2 − τ2ψ2)− ε3(2τψ̇3 + τ̇ψ3) + o(ε2i )]2,













|ε̄=0 = 2κ(3κψ̇1 + ψ1κ̇)
∂| ˙̃r× ¨̃r|2
∂ε2
|ε̄=0 = 2κ(ψ̈2 − 2κ2ψ2 − τ2ψ2)
∂| ˙̃r× ¨̃r|2
∂ε3
|ε̄=0 = −2κ(2τψ̇3 + ψ3τ̇),































r̃ = [−κ2 + ε1(−3κ2ψ̇1 − 3κκ̇ψ1 +
...
ψ1)− ε2(3κψ̈2 + 3κ̇ψ̇2 + κ̈ψ2 − κ3ψ2 − τ2κψ2)
+ ε3(κ̇τψ3 + 2κτ̇ψ3 + 3κτψ̇3)]T+ [κ̇+ ε1(3κψ̈1 + 3κ̇ψ̇1 − ψ1κ3 − ψ1κτ2 + κ̈ψ1)
+ ε2(
...
ψ2 − 3τ2ψ̇2 − 3κ2ψ̇2 − 3κκ̇ψ2 − 3τ ˙τψ2)
+ ε3(−3τψ̈3 − 3τ̇ ψ̇3 + κ2τψ3 + τ3ψ3 − τ̈ψ3)]N
+ [κτ + ε1(3κτψ̇1 + 2κ̇τψ1 + κ ˙τψ1) + ε2(3ψ̈2τ − τκ2ψ2 − τ3ψ2 + 3τ̇ ψ̇2 + τ̈ψ2)
+ ε3(
...
ψ3 − 3τ2ψ̇3 − 3τ τ̇ψ3)]B. (A.6)
Now by using (A.1),(A.3) and (A.6) we can calculate det( ˙̃r, ¨̃r,
...









where Mij(i, j = 1, 2, 3) denote the coefficients of vectors T,N,B in ˙̃r, ¨̃r,
...
r̃ . We obtain that
det( ˙̃r, ¨̃r,
...
r̃ ) = [1 + ε1ψ̇1 − ε2κψ2]M1 − [ε1κψ1 + ε2ψ̇2 − ε3τψ3]M2
+[ε2ψ2τ + ε3ψ̇3]M3
where M1 =M22M33−M23M32,M2 =M21M33−M23M31 and M3 =M21M32−M22M31. Then
we have that







|ε̄=0 + ψ̇1M1|ε̄=0 − κψ1M2|ε̄=0







|ε̄=0 − κψ2M1|ε̄=0 − ψ̇2M2|ε̄=0+ψ2τM3|ε̄=0







|ε̄=0 + τψ3M2|ε̄=0 + ψ̇3M3|ε̄=0,
so, as a result from (A.1), (A.3) and (A.6) we have that




|ε̄=0 = 6κ2τψ̇1 + (2τκκ̇+ κ2τ̇)ψ1,




|ε̄=0 = 4κτψ̈2 + (3κτ̇ − 2τ κ̇)ψ̇2 + (κτ̈ − 2κ3τ − 2κτ3 − κ̇τ̇)ψ2,






ψ3 − κ̇ψ̈3 + (κ3 − 5κτ2)ψ̇3 + (κ̇τ2 − 4κτ τ̇)ψ3. (A.7)
By noting that ˙̃r|ε̄=0 = T, ¨̃r|ε̄=0 = κN and
...





Now we consider the more general case where the energy depends on the curvature, the




f(κ, τ, κ̇, τ̇)| ˙̃r|ds|ε̄=0 = 0, (i = 1, 2, 3).




























|ε̄=0ds = 0. (A.8)

























− 2| ˙̃r× ¨̃r| det( ˙̃r, ¨̃r,
...
r̃ )




where | ˙̃r|2|ε̄=0 = 1, | ˙̃r× ¨̃r|2|ε̄=0 = κ2 and det( ˙̃r, ¨̃r,
...































|ε̄=0 = ψ̈2 + (κ2 − τ2)ψ2,
∂κ
∂ε3





















































where dds̃ is the intrinsic derivative of the varied curve, and s̃ is the arc length of the varied curve
which related to s by s̃ =
∫
| ˙̃r(s)|ds, and dsds̃ =
1

















































































































here, from (A.8), (A.10), (A.11), (A.12) and (A.13), the variation ∂∂ε1
∫
f(κ, τ, κ̇, τ̇)| ˙̃r|ds|ε̄=0 = 0


















fψ̇1ds = 0. (A.14)
By integrating by parts the last integral in (A.14) and assume fψ1 = 0 at the boundary, we note
the variation in the tangential direction is identically satisfied. By using (A.8), (A.10), (A.11),
(A.12) and (A.13), the variation ∂∂ε2
∫

























































































































































+ (3κκ̇− 2τ τ̇)∂f
∂κ̇




























































































































ψ2ds = 0, (A.15)













































































































− κf = 0. (A.16)
















































































After that, by finding the variation in the binormal direction ( ∂∂ε3 )
∫
f(κ, τ, κ̇, τ̇)| ˙̃r|ds|ε̄=0 = 0,



























































































































































































































































































































ψ3ds = 0, (A.18)






























































































































































































































Numerical integration in Matlab
function [t,y] = RK4_sys(f, tspan, y0, h)
% Rung-Kutta fourth order method file (RK4_sys.m)
%solve a system of ODEs using 4th-order RK method
%input: column vector t and row vector y
%return: column vector of values for y’
a = tspan(1); b=tspan(2); n=(b-a)/h;
t = (a+h : h : b)’;
k1 = feval(f, a, y0)’;
k2 = feval(f, a + h/2, y0 + k1/2*h)’;
k3 = feval(f, a + h/2, y0 + k2/2*h)’;
k4 = feval(f, a + h, y0+k3*h)’;
y(1,:) = y0 + (k1+2*k2+2*k3+k4)/6*h;
for i=1 : n-1
k1 = feval(f, t(i), y(i,:))’;
k2 = feval(f, t(i)+ h/2, y(i,:) + k1/2*h)’;
k3 = feval(f, t(i)+ h/2, y(i,:) + k2/2*h)’;
k4 = feval(f, t(i)+ h , y(i,:)+ k3*h)’;
y(i+1,:) = y(i,:) + (k1+2*k2+2*k3+k4)/6*h;
end
t = [a; t]; y = [y0;y]; out = [t y];
135
disp(’ t y1 y2 y3 ...’);
fprintf(’%8.3f %15.10f %15.10f \n’,out’)
function f = example6(t,y) % the three first order ODEs file (example6.m)
% dy1/dt = f1 = y2
% dy2/dt = f2 = y3
% dy3/dt = f3 =
% (1/4*t^3*y1^2*(t^2-1)^3)
%let y(1) = y1, y(2) = y2, y(3)=y3
% tspan = [2 3]







f = [f1, f2, f3]’;




plot(k,p1) % relation curve between k and 1/p
z1=cumtrapz(k,p1)
plot(k,z1) % trapezoidal rule curve
cftool % for curve fitting
Data, x data= k, y data=z1, create data set
s(k)=ak^b+c, c>0, a=-3.802, b=-4.182, c=0.213 % for power function
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Derivation for µ0 and µ3
Analytical derivations for µ0 and µ3 which are the critical values of the parameter µ in chapter
3 are discussed in this appendix. Considering the usual Legendre incomplete elliptic integral of
the first kind F (ϕ, k), as in Byrd and Friedman [20], for the value of ϕ when ϕ ∈ (ϕs, ϕ0), we
have




1− k2 sin2 ϕ
,
where ϕs = sin
−1(1/
√
2k) and ϕ0 = sin
−1([1− sin(γ/2)]/2k2)
1
2 , γ is the cone angle. By making
the substitution k sinϕ = sinλ we obtain that




k2 − sin2 λ
, (C.1)
applying the same considerations for the incomplete elliptic integral of the second kind E(ϕ, k)
for ϕ ∈ (ϕs, ϕ0), we obtain




k2 − sin2 λ
dλ. (C.2)


















k2 − sin2 λ
)
. (C.3)
For µ0 which is the asymptotic value as k tends to zero, using cos 2θ = 2 cos
2 θ−1 = 1−2 sin2 θ,
(C.3) µ0 becomes











where ω = (π − γ)/4. By evaluating equation (C.4) we have































Maple codes for joining profiles
D.1 Joining nanocones and fullerene
For this code we acknowledge the advise of the authors in [13].
D.1.1 Model I
> y1:= (r,alpha,B,phi,ell) -> 2*beta1(alpha,B,ell)*(cos(phic(alpha,B))
-cos(phi))/sqrt(B)+r*cot(alpha/2);







> plot([model1i(10*tan(112.9*Pi*(1/360)), 1.9705, -4, 3.2),
model1i(10*tan(83.6*Pi*(1/360)), 1.4591, -4, 3.2),
model1i(10*tan(60*Pi*(1/360)), 1.0472, -4, 3.2),
model1i(10*tan(38.9*Pi*(1/360)), .6789, -4, 3.2),
model1i(10*tan(19.2*Pi*(1/360)), .3351, -4, 3),
[15.08*t, 10*t, t = 0 .. 1],[8.938*t, 10*t, t = 0 .. 1],
[5.775*t, 10*t, t = 0 .. 1], [3.533*t, 10*t, t = 0 .. 1]
[1.691*t, 10*t, t = 0 .. 1], [16.6*cos(t),12.66+16.6*sin(t),
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t = 0 .. (1/2)*Pi],[10.1*cos(t), 12.81+10.1*sin(t)
, t = 0 .. (1/2)*Pi], [6.6*cos(t),12.91+6.6*sin(t), t = 0 .. (1/2)*Pi],
[4.1*cos(t), 12.97+4.1*sin(t), t = 0 .. (1/2)*Pi],
[1.9*cos(t),12.99+1.9*sin(t), t = 0 .. (1/2)*Pi]],




> phic := (alpha,B)-> arcsin(sqrt(B*(1-sin(alpha/2))/2));
> #phit := B -> 0;
> phit := B -> arcsin(sqrt(B/2));
> beta1 := (alpha,B,ell) -> ell/(EllipticF(sin(phit(B)),1/sqrt(B))
-EllipticF(sin(phic(alpha,B)),1/sqrt(B)));
> beta2 := (alpha,B,ell) -> ell/(2*EllipticK(1/sqrt(B))
-EllipticF(sin(phit(B)),1/sqrt(B))
-EllipticF(sin(phic(alpha,B)),1/sqrt(B)));
> y21:= (r,alpha,B,phi,ell) -> 2*beta2(alpha,B,ell)*(cos(phic(alpha,B))
-cos(phi))/sqrt(B)+r*cot(alpha/2);
> x21:= (r,alpha,B,phi,ell) -> r + beta2(alpha,B,ell)*
( 2*(EllipticE(sin(phi),1/sqrt(B))-EllipticE(sin(phic(alpha,B)),1/sqrt(B)) )
-(EllipticF(sin(phi),1/sqrt(B))-EllipticF(sin(phic(alpha,B)),1/sqrt(B))) );
> y2:= (r,alpha,B,phi,ell) -> 2*beta2(alpha,B,ell)*(cos(phic(alpha,B))
+cos(phi))/sqrt(B) + r*cot(alpha/2);









> Pm2:= (r,alpha,B,ell) -> [model12(r,alpha,B,ell),model22(r,alpha,B,ell)];
> plot([op(Pm2(3*cot(112.9*Pi/360),112.9*Pi/180,1.8,1)),
op(Pm2(3*cot(112.9*Pi/360),112.9*Pi/180,1.8,2))],scaling=constrained);
> plot([op(Pm2(10*tan(112.9*Pi*(1/360)), 1.9705, 1.7, 3)),
op(Pm2(10*tan(83.6*Pi*(1/360)), 83.6*Pi*(1/180),
1.814060252, 3)), op(Pm2(10*tan(60*Pi*(1/360)), 60*Pi*(1/180), 1.814060252, 3)),
op(Pm2(10*tan(38.9*Pi*(1/360)),38.9*Pi*(1/180), 1.814060252, 3)),
op(Pm2(10*tan(19.2*Pi*(1/360)), 19.2*Pi*(1/180), 1.814060252, 3)),
[15.08*t,10*t, t= 0 .. 1],
[8.938*t, 10*t, t = 0 .. 1], [5.775*t, 10*t, t = 0 .. 1],
[3.533*t, 10*t, t = 0 .. 1],[1.691*t,10*t, t = 0 .. 1],
[15.4*cos(t), 12.66+15.4*sin(t), t = 0 .. (1/2)*Pi],
[9.2*cos(t), 12.81+9.2*sin(t), t = 0 ..(1/2)*Pi],
[5.9*cos(t), 12.91+5.9*sin(t), t = 0 .. (1/2)*Pi],
[3.53*cos(t), 12.97+3.53*sin(t), t = 0 ..(1/2)*Pi],
[1.6*cos(t), 12.99+1.6*sin(t), t = 0 .. (1/2)*Pi]],
scaling = constrained, thickness = 2);
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> plot([[x(-2.8746*I, 1/sqrt(-4), sinphi0(1.9705, 1/sqrt(-4)),
I*sinphi, 18.09, 1.9705),y(-2.8746*I, 1/sqrt(-4), sinphi0(1.9705, 1/sqrt(-4)),
I*sinphi, 18.09, 1.9705),sinphi = Im(sinphi0(1.9705, 1/sqrt(-4)))
.. Im(sinphi1(-1.9705, 1/sqrt(-4)))],[x(-4.115*I, 1/sqrt(-4),
sinphi0(1.4591, 1/sqrt(-4)), I*sinphi, 13.41, 1.4591),
y(-4.115*I, 1/sqrt(-4), sinphi0(1.4591, 1/sqrt(-4)),
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I*sinphi, 13.41, 1.4591), sinphi = Im(sinphi0(1.4591, 1/sqrt(-4)))
.. Im(sinphi1(-1.9705, 1/sqrt(-4)))],[x(-5.994*I, 1/sqrt(-4),
sinphi0(1.0472, 1/sqrt(-4)), I*sinphi, 11.55, 1.0472),
y(-5.994*I, 1/sqrt(-4), sinphi0(1.0472, 1/sqrt(-4)),
I*sinphi, 11.55, 1.0472),sinphi = Im(sinphi0(1.0472, 1/sqrt(-4)))
.. Im(sinphi1(-1.0472, 1/sqrt(-4)))],[x(-9.597*I, 1/sqrt(-4),
sinphi0(.6789, 1/sqrt(-4)), I*sinphi, 10.61, .6789),
y(-9.597*I, 1/sqrt(-4), sinphi0(.6789, 1/sqrt(-4)),
I*sinphi, 10.61, .6789), sinphi = Im(sinphi0(.6789, 1/sqrt(-4)))
.. Im(sinphi1(-.6789, 1/sqrt(-4)))],
[x(-20.08*I, 1/sqrt(-4), sinphi0(.3351, 1/sqrt(-4)),
I*sinphi, 10.14, .3351),y(-20.08*I, 1/sqrt(-4),
sinphi0(.3351, 1/sqrt(-4)), I*sinphi, 10.14, .3351),
sinphi = Im(sinphi0(.3351, 1/sqrt(-4))) ..
Im(sinphi1(-.3351, 1/sqrt(-4)))],
[15.08*t, 10*t, t = 0 .. 1], [8.938*t, 10*t, t = 0 .. 1],
[5.775*t, 10*t, t = 0 .. 1],[3.533*t, 10*t, t = 0 .. 1],
[1.691*t, 10*t, t = 0 .. 1],[1.691*t, 10*t, t = 0 .. 1]
,[16.5-t, 11.8+t, t = 1 .. 16.4], [10.1-t, 12.3+t, t = 1 .. 10],
[6.85-t, 12.5+t, t = 1 .. 6.85], [4.57-t, 12.7+t, t = 1 .. 4.57],
[2.70-t, 12.8+t, t = 1 .. 2.70]], scaling = constrained, thickness = 2);
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D.2.1 Code for joining two cones with first cone’s angle is 112◦
> restart;
> with(plots):
> phic := (alpha,B)-> arcsin(sqrt(B*(1-sin(alpha/2))/2));
> #phit := B -> 0;
> phit := B -> arcsin(sqrt(B/2));
> beta1 := (alpha,B,ell) -> ell/(EllipticF(sin(phit(B)),1/sqrt(B))
-EllipticF(sin(phic(alpha,B)),1/sqrt(B)));
> beta2 := (alpha,B,ell) -> ell/(2*EllipticK(1/sqrt(B))
-EllipticF(sin(phit(B)),1/sqrt(B))-EllipticF(sin(phic(alpha,B)),1/sqrt(B)));
> y21:= (r,alpha,B,phi,ell) -> 2*beta2(alpha,B,ell)*(cos(phic(alpha,B))
-cos(phi))/sqrt(B)+r*cot(alpha/2);
> x21:= (r,alpha,B,phi,ell) -> r + beta2(alpha,B,ell)*
(2*(EllipticE(sin(phi),1/sqrt(B))-EllipticE(sin(phic(alpha,B)),1/sqrt(B)))-
(EllipticF(sin(phi),1/sqrt(B))-EllipticF(sin(phic(alpha,B)),1/sqrt(B))) );
> y2:= (r,alpha,B,phi,ell) -> 2*beta2(alpha,B,ell)*(cos(phic(alpha,B))
+cos(phi))/sqrt(B) + r*cot(alpha/2);








> Pm2:= (r,alpha,B,ell) -> [model12(r,alpha,B,ell),model22(r,alpha,B,ell)];
> plot([op(Pm2(10*tan(112.9*Pi*(1/360)), 1.9705, 1.1, 2)),
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op(Pm2(10*tan(112.9*Pi*(1/360)), 1.9705, 1.0001, 2)),
op(Pm2(10*tan(112.9*Pi*(1/360)), 1.9705, 1.3, 2)), op(Pm2(10*tan(112.9*Pi*(1/360)),
1.9705, 1.5, 2)), op(Pm2(10*tan(112.9*Pi*(1/360)), 1.9705, 1.2, 2)),
op(Pm2(10*tan(112.9*Pi*(1/360)), 1.9705, 1.001, 2)),
op(Pm2(10*tan(112.9*Pi*(1/360)), 1.9705, 1.01, 2))],
scaling = constrained, thickness = 2);
> p11 := plot([op(Pm2(10*tan(112.9*Pi*(1/360)), 1.9705, 1.0001, 3))]);
> p22 := plot([op(Pm2(10*tan(112.9*Pi*(1/360)), 1.9705, 1.1, 3))]);
> p33 := plot([op(Pm2(10*tan(112.9*Pi*(1/360)), 1.9705, 1.01, 3))]);
> p44 := plot([15.09*t, 10*t, t = 0 .. 1], thickness = 2);
> p01 := plot([13.75-t, 8.7+2*t, t = 1 .. 13.75]);
> p02 := plot([14.09-t, 9.4+2*t, t = 1 .. 14.09]);
> p03 := plot([14.8-t, 10.2+2*t, t = 1 .. 14.8]);
> display([p11, p22, p33, p44, p01, p02, p03], thickness = 2); For the other angles
we follow this code with the following change
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D.2.2 Code for joining two cones with first cone’s angle is 83.6◦
> plot([op(Pm2(10*tan(83.6*Pi*(1/360)), 1.9705, 1.1, 2)),
op(Pm2(10*tan(83.6*Pi*(1/360)), 1.9705, 1.0001, 2)),
op(Pm2(10*tan(83.6*Pi*(1/360)), 1.9705, 1.3, 2)),
op(Pm2(10*tan(83.6*Pi*(1/360)), 1.9705, 1.5, 2)),
op(Pm2(10*tan(83.6*Pi*(1/360)), 1.9705, 1.2, 2)),
op(Pm2(10*tan(83.6*Pi*(1/360)), 1.9705, 1.001, 2)),
op(Pm2(10*tan(83.6*Pi*(1/360)), 1.9705, 1.01, 2))],
scaling = constrained, thickness = 2);
p11 := plot([op(Pm2(10*tan(83.6*Pi*(1/360)), 1.9705, 1.0001, 3))]):
p22 := plot([op(Pm2(10*tan(83.6*Pi*(1/360)), 1.9705, 1.1, 3))]):
p33 := plot([op(Pm2(10*tan(83.6*Pi*(1/360)), 1.9705, 1.01, 3))]):
p44 := plot([9*t, 6*t, t = 0 .. 1], thickness = 2):
p01 := plot([7.5-t, 4.7+2*t, t = 1 .. 7.5]):
p02 := plot([8-t, 5.3+2*t, t = 1 .. 8]):
p03 := plot([8.8-t, 5.8+2*t, t = 1 .. 8.8]):
display([p11, p22, p33, p44, p01, p02, p03], thickness = 2);
D.2.3 Code for joining two cones with first cone’s angle is 60◦
> plot([op(Pm2(10*tan(60*Pi*(1/360)), 1.9705, 1.1, 2)),
op(Pm2(10*tan(60*Pi*(1/360)), 1.9705, 1.0001, 2)),
op(Pm2(10*tan(60*Pi*(1/360)), 1.9705, 1.3, 2)),
op(Pm2(10*tan(60*Pi*(1/360)), 1.9705, 1.5, 2)),
op(Pm2(10*tan(60*Pi*(1/360)), 1.9705, 1.2, 2)),
op(Pm2(10*tan(60*Pi*(1/360)), 1.9705, 1.001, 2)),
op(Pm2(10*tan(60*Pi*(1/360)), 1.9705, 1.01, 2))],
scaling = constrained, thickness = 2);
p11 := plot([op(Pm2(10*tan(60*Pi*(1/360)), 1.9705, 1.0001, 3))]):
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p22 := plot([op(Pm2(10*tan(60*Pi*(1/360)), 1.9705, 1.1, 3))]):
p33 := plot([op(Pm2(10*tan(60*Pi*(1/360)), 1.9705, 1.01, 3))]):
p44 := plot([5.8*t, 3.8*t, t = 0 .. 1], thickness = 2):
p01 := plot([4.35-t, 2.63+2*t, t = 1 .. 4.35]):
p02 := plot([4.89-t, 3.1+2*t, t = 1 .. 4.89]):
p03 := plot([5.55-t, 3.9+2*t, t = 1 .. 5.55]):
display([p11, p22, p33, p44, p01, p02, p03], thickness = 2);
D.2.4 Code for joining two cones with first cone’s angle is 38.9◦
plot([op(Pm2(10*tan(38.9*Pi*(1/360)), 1.9705, 1.1, 2)),
op(Pm2(10*tan(38.9*Pi*(1/360)), 1.9705, 1.0001, 2)),
op(Pm2(10*tan(38.9*Pi*(1/360)), 1.9705, 1.3, 2)),
op(Pm2(10*tan(38.9*Pi*(1/360)), 1.9705, 1.5, 2)),
op(Pm2(10*tan(38.9*Pi*(1/360)), 1.9705, 1.2, 2)),
op(Pm2(10*tan(38.9*Pi*(1/360)), 1.9705, 1.001, 2)),
op(Pm2(10*tan(38.9*Pi*(1/360)), 1.9705, 1.01, 2))],
scaling = constrained, thickness = 2);
p11 := plot([op(Pm2(10*tan(38.9*Pi*(1/360)), 1.9705, 1.0001, 3))]):
p22 := plot([op(Pm2(10*tan(38.9*Pi*(1/360)), 1.9705, 1.1, 3))]):
p33 := plot([op(Pm2(10*tan(38.9*Pi*(1/360)), 1.9705, 1.01, 3))]):
p44 := plot([3.6*t, 2.4*t, t = 0 .. 1], thickness = 2):
p01 := plot([2.15-t, 1.1+2*t, t = 1 .. 2.15]):
p02 := plot([2.6-t, 1.7+2*t, t = 1 .. 2.6]):
p03 := plot([3.3-t, 2.4+2*t, t = 1 .. 3.3]):
> display([p11, p22, p33, p44, p01, p02, p03], thickness = 2);
D.2.5 Code for joining two cones with first cone’s angle is 19.2◦
plot([op(Pm2(10*tan(19.2*Pi*(1/360)), 1.9705, 1.1, 2)),
op(Pm2(10*tan(19.2*Pi*(1/360)), 1.9705, 1.0001, 2)),
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op(Pm2(10*tan(19.2*Pi*(1/360)), 1.9705, 1.3, 2)),
op(Pm2(10*tan(19.2*Pi*(1/360)), 1.9705, 1.5, 2)),
op(Pm2(10*tan(19.2*Pi*(1/360)), 1.9705, 1.2, 2)),
op(Pm2(10*tan(19.2*Pi*(1/360)), 1.9705, 1.001, 2)),
op(Pm2(10*tan(19.2*Pi*(1/360)), 1.9705, 1.01, 2))],
scaling = constrained, thickness = 2);
p11:=plot([op(Pm2(10*tan(19.2*Pi*(1/360)), 1.9705, 1.0001, 2))]);
p22:=plot([op(Pm2(10*tan(19.2*Pi*(1/360)), 1.9705, 1.1, 2))]);
p33:=plot([op(Pm2(10*tan(19.2*Pi*(1/360)), 1.9705, 1.01, 2))]);
p44:=plot([1.7*t, 1.13*t, t = 0 .. 1], thickness = 2);
p01:=plot([1.87-t, .5+2*t, t = 1 .. 1.87]);
p02:=plot([1.4-t, 0.3e-1+2*t, t = 1 .. 1.4]);
p03:=plot([1.09-t, -.35+2*t, t = 1 .. 1.09]);
display([p11, p22, p33, p44, p01, p02, p03], thickness = 2);




> phic := (alpha,B)-> -arcsin(sqrt(B*(1-sin(alpha/2))/2));
> phit := B ->0;
> beta1 := (alpha,B,ell) -> ell/(EllipticF(sin(phit(B)),
1/sqrt(B))-EllipticF(sin(phic(alpha,B)),1/sqrt(B)));
> beta2 := (alpha,B,ell) -> ell/(2*EllipticK(1/sqrt(B))-EllipticF(sin(phit(B)),
1/sqrt(B))-EllipticF(sin(phic(alpha,B)),1/sqrt(B)));
For B<2
> y1:= (r,alpha,B,phi,ell)-> 2*beta1(alpha,B,ell)*(1-cos(phi))/sqrt(B);
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> graph := [3*t, 0, t = 1 .. 2];
> cone1 := [1.3-t, 2.75*t, t = .2 .. 1.3];
> cone2 := [1.4-t, 3.75*t, t = .2 .. 1.4];
> cone3 := [1.5-t, 4.5*t, t = .2 .. 1.5];
> cone4 := [1.6-t, 5*t, t = .2 .. 1.6];
> cone5 := [1.7-t, 5.5*t, t = .2 .. 1.7];
p0 := plot([3*t, 0.1e-1, t = 1 .. 2], thickness = 3):
p1 := plot([model1i(3, 112.9*Pi*(1/180), -4, 2), cone1],
scaling = constrained, thickness = 2):
p2 := plot([model1i(3, 83.6*Pi*(1/180), -4, 2), cone2],
scaling = constrained, thickness = 2):
p3 := plot([model1i(3, 60*Pi*(1/180), -4, 2), cone3],
scaling = constrained, thickness = 2):
p4 := plot([model1i(3, 38.9*Pi*(1/180), -4, 2), cone4],
scaling = constrained, thickness = 2):
p5 := plot([model1i(3, 19.2*Pi*(1/180), -4, 2), cone5],
scaling = constrained, thickness = 2):





> phi1 := (psi,B)-> 0;
> phi2 := (psi,B) -> arcsin(sqrt(B*(1-sin(psi/2))/2));








beta1:= (psi1,psi2,B,ell) -> ell/(EllipticF(sin(phi2(psi2,B)),
1/sqrt(B))-EllipticF(sin(phi1(psi1,B)),1/sqrt(B)));
> beta2:= (psi1,psi2,B,ell) -> ell/(2*EllipticK(1/sqrt(B))
-EllipticF(sin(phi2(psi2,B)),1/sqrt(B))-EllipticF(sin(phi1(psi1,B)),
1/sqrt(B)));
> y2_1:= (a,psi1,psi2,B,phi,ell) -> 2*beta2(psi1,psi2,B,ell)*(cos(phi1(psi1,B))
-cos(phi))/sqrt(B)+a*sin(psi1);




> y2_2:= (a,psi1,psi2,B,phi,ell) -> 2*beta2(psi1,psi2,B,ell)*(cos(phi1(psi1,B))
+cos(phi))/sqrt(B) + a*sin(psi1);









> Pm2:= (a,psi1,psi2,B,ell) -> [model2_1(a,psi1,psi2,B,phi,ell),
model2_2(a,psi1,psi2,B,phi,ell)];











> cone5 := [6.93-t, -.7+3*t, t = 1 .. 6.93];
p1 := plot([op(Pm2(5, 0, -112.9, 1.1, 3)), ball21, cone1],
scaling = constrained, thickness = 2, colour = blue);
p2 := plot([op(Pm2(5, 0, -83.6, 1.1, 3)), ball21],
scaling = constrained, thickness = 1, colour = green);
p3 := plot([op(Pm2(5, 0, -60, 1.1, 3))],
scaling = constrained, thickness = 1, colour = red);
p4 := plot([op(Pm2(5, 0, 38.9, 1.1, 3))],
scaling = constrained, thickness = 1, colour = black);
p5 := plot([op(Pm2(5, 0, -19.2, 1.1, 3))],
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scaling = constrained, thickness = 1, colour = purple);
p6 := plot([7-t, .2+2*t, t = 1 .. 7], thickness = 2, colour = blue);
p7 := plot([6.8-t, 1.2+t, t = 1 .. 6.8], thickness = 1, colour = green);
p8 := plot([6.6-t, 1.2+t, t = 1 .. 6.6], thickness = 2, colour = red);
p9 := plot([6.85-t, 1.25+t, t = 1 .. 6.85], thickness = 1, colour = black);
p10 := plot([6.93-t, -.7+3*t, t = 1 .. 6.93], thickness = 2, colour = purple);
p11 := plot([5*t, 0.1e-1, t = 1 .. 2], thickness = 3);
display([p1, p2, p3, p4, p5, p6, p7, p8, p9, p10, p11]);
D.4 Codes for joining fullerene and graphene
D.4.1 Model I
> y1:= (a,psi1,psi2,B,phi,ell) -> 2*beta1(psi1,psi2,B,ell)*(cos(phi1(psi1,B))
-cos(phi))/sqrt(B)+a*sin(psi1);










> b:= (a,psi1,psi2,B,ell) -> x1(a,psi1,psi2,B,phi2(psi2,B),ell)/cos(psi2);
> L:= (a,psi1,psi2,B,ell) -> y1(a,psi1,psi2,B,phi2(psi2,B),ell)
-b(a,psi1,psi2,B,ell)*sin(psi2);
> ball1:= [5*t,0.01,t=1..2];









> y2_1:= (a,psi1,psi2,B,phi,ell) -> 2*beta2(psi1,psi2,B,ell)
*(cos(phi1(psi1,B))-cos(phi))/sqrt(B)+a*sin(psi1);
> x2_1:= (a,psi1,psi2,B,phi,ell) -> a*cos(psi1)-beta2(psi1,psi2,B,ell)
*(2*(EllipticE(sin(phi),1/sqrt(B))-EllipticE(sin(phi1(psi1,B)),1/sqrt(B)))-
(EllipticF(sin(phi),1/sqrt(B))-EllipticF(sin(phi1(psi1,B)),1/sqrt(B))));
> y2_2:= (a,psi1,psi2,B,phi,ell) -> 2*beta2(psi1,psi2,B,ell)
*(cos(phi1(psi1,B))+cos(phi))/sqrt(B) + a*sin(psi1);








> Pm2:= (a,psi1,psi2,B,ell) -> [model2_1(a,psi1,psi2,B,phi,ell),
model2_2(a,psi1,psi2,B,phi,ell)];
> endpoint2:= (a,psi1,psi2,B,ell) ->[x2_2(a,psi1,psi2,B,phi2(psi2,B),ell),
y2_2(a,psi1,psi2,B,phi2(psi2,B),ell)];
> b2:= (a,psi1,psi2,B,ell) -> x2_2(a,psi1,psi2,B,phi2(psi2,B),ell)/cos(psi2);
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> L2:= (a,psi1,psi2,B,ell) -> y2_2(a,psi1,psi2,B,phi2(psi2,B),ell)
-b2(a,psi1,psi2,B,ell)*sin(psi2);
> ball2_1:=[5*t,0.01,t=1..2];




D.5 Joining between two parallel sheets of graphene with nanocone
> restart;
> with(plots):
> phi1 := (psi,B)-> 0;
> phi2 := (psi,B) -> arcsin(sqrt(B*(1-sin(psi/2))/2));
> mu1:= (psi1,psi2,B) -> 2*( (EllipticE(sin(phi2(psi2,B)),1/sqrt(B))
-EllipticE(sin(phi1(psi1,B)),1/sqrt(B)))/ (EllipticF(sin(phi2(psi2,B)),
1/sqrt(B))-EllipticF(sin(phi1(psi1,B)),1/sqrt(B))) )-1;
> mu2:= (psi1,psi2,B) -> 2*( (2*EllipticE(1/sqrt(B))-EllipticE(sin(phi2(psi2,B)),
1/sqrt(B))-EllipticE(sin(phi1(psi1,B)),1/sqrt(B)))/(2*EllipticK(1/sqrt(B))
-EllipticF(sin(phi2(psi2,B)),1/sqrt(B))-EllipticF(sin(phi1(psi1,B)),1/sqrt(B))))-1;
> beta1:= (psi1,psi2,B,ell) -> ell/(EllipticF(sin(phi2(psi2,B)),
1/sqrt(B))-EllipticF(sin(phi1(psi1,B)),1/sqrt(B)));
> beta2:= (psi1,psi2,B,ell) -> ell/(2*EllipticK(1/sqrt(B))-EllipticF(sin(phi2(psi2,B)),
1/sqrt(B))-EllipticF(sin(phi1(psi1,B)),1/sqrt(B)));
> y2_1:= (a,psi1,psi2,B,phi,ell) -> 2*beta2(psi1,psi2,B,ell)
*(cos(phi1(psi1,B))-cos(phi))/sqrt(B)+a*sin(psi1);




> y2_2:= (a,psi1,psi2,B,phi,ell) -> 2*beta2(psi1,psi2,B,ell)*(cos(phi1(psi1,B))
+cos(phi))/sqrt(B) + a*sin(psi1);








> Pm2:= (a,psi1,psi2,B,ell) -> [model2_1(a,psi1,psi2,B,phi,ell),
model2_2(a,psi1,psi2,B,phi,ell)];
> endpoint2:= (a,psi1,psi2,B,ell) -> [x2_2(a,psi1,psi2,B,phi2(psi2,B),ell),
y2_2(a,psi1,psi2,B,phi2(psi2,B),ell)];
> b2:= (a,psi1,psi2,B,ell) -> x2_2(a,psi1,psi2,B,phi2(psi2,B),ell)/cos(psi2);























> p1:=plot([op(Pm21(1, (1/3)*Pi, -112.9, 1.1, 3))],
scaling = constrained, thickness = 2):
> p2 := plot([[x(4.115*I, 1/sqrt(-4), sinphi0(1.4591, 1/sqrt(-4)),
I*sinphi, 13.41, 1.4591), y(4.115*I, 1/sqrt(-4), sinphi0(1.4591, 1/sqrt(-4)),
I*sinphi, 13.41, 1.4591), sinphi = Im(sinphi0(1.4591, 1/sqrt(-4)))
.. Im(sinphi1(1/sqrt(-4)))]], scaling = constrained, thickness = 2);
> p3 := display(line([.94, 2.28], [8.95, 10.04], color = black, thickness = 2));
> p4 := display(line([.47, .85], [14, .85], color = blue, thickness = 2));
> p5 := display(line([11.62, 11.19], [15, 11.19], color = blue, thickness = 2));
> display([p1, p2, p3, p4, p5]);
D.6 Joining between two parallel sheets of graphene with fullerene
> restart;
> with(plots):
> phi1 := (psi,B)-> 0;
> phi2 := (psi,B) -> arcsin(sqrt(B*(1-sin(psi/2))/2));




> mu2:= (psi1,psi2,B) -> 2*( (2*EllipticE(1/sqrt(B))-EllipticE(sin(phi2(psi2,B)),
1/sqrt(B))-EllipticE(sin(phi1(psi1,B)),1/sqrt(B)))/(2*EllipticK(1/sqrt(B))-
EllipticF(sin(phi2(psi2,B)),1/sqrt(B))-EllipticF(sin(phi1(psi1,B)),1/sqrt(B))))-1;
> beta1:= (psi1,psi2,B,ell) -> ell/(EllipticF(sin(phi2(psi2,B)),1/sqrt(B))-
EllipticF(sin(phi1(psi1,B)),1/sqrt(B)));
> beta2:= (psi1,psi2,B,ell) -> ell/(2*EllipticK(1/sqrt(B))-
EllipticF(sin(phi2(psi2,B)),
1/sqrt(B))-EllipticF(sin(phi1(psi1,B)),1/sqrt(B)));
> y2_1:= (a,psi1,psi2,B,phi,ell) -> 2*beta2(psi1,psi2,B,ell)
*(cos(phi1(psi1,B))-cos(phi))/sqrt(B)+a*sin(psi1);
> x2_1:= (a,psi1,psi2,B,phi,ell) -> a*cos(psi1) - beta2(psi1,psi2,B,ell)
*( 2*(EllipticE(sin(phi),1/sqrt(B))-EllipticE(sin(phi1(psi1,B)),1/sqrt(B)))
- (EllipticF(sin(phi),1/sqrt(B))-EllipticF(sin(phi1(psi1,B)),1/sqrt(B))));
> y2_2:= (a,psi1,psi2,B,phi,ell) -> 2*beta2(psi1,psi2,B,ell)*(cos(phi1(psi1,B))+
cos(phi))/sqrt(B) + a*sin(psi1);








> Pm2:= (a,psi1,psi2,B,ell) -> [model2_1(a,psi1,psi2,B,phi,ell),
model2_2(a,psi1,psi2,B,phi,ell)];
> endpoint2:= (a,psi1,psi2,B,ell) -> [x2_2(a,psi1,psi2,B,phi2(psi2,B),ell),
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y2_2(a,psi1,psi2,B,phi2(psi2,B),ell)];
> b2:= (a,psi1,psi2,B,ell) -> x2_2(a,psi1,psi2,B,phi2(psi2,B),ell)/cos(psi2)

















> p1:=plot([[x(5.994*I, 1/sqrt(-4), sinphi0(1.0472, 1/sqrt(-4)),
I*sinphi, 11.55, 1.0472), y(5.994*I, 1/sqrt(-4), sinphi0(1.0472, 1/sqrt(-4)),
I*sinphi, 11.55, 1.0472), sinphi = Im(sinphi0(1.0472, 1/sqrt(-4)))
.. Im(sinphi1(1/sqrt(-4)))]], scaling = constrained):
> p2 := plot([op(Pm2(5, (1/3)*Pi, -112.9, 1.1, 3))],
scaling = constrained, thickness = 2):
> p3 := display(line([15, 4.31], [2.45, 4.31],
color = blue, thickness = 2)):
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> p4 := display(line([10.3, 12.47], [15, 12.47],
color = blue, thickness = 2)):
> c1 := circle([-3.76, 13.2], 10, color = blue);
> display([p1, p2, p3, p4, c1]);
160
Appendix E
Codes for the comparison between
the two energies in chapter 4
















1/sqrt(-4))) .. Im(sinphi1(1/sqrt(-4))), ’partition’ = 100,
’method’ = trapezoid, ’partitiontype’ = normal, ’output’ = ’plot’);
c2:= Student[Calculus1][ApproximateInt](a1, Im(sinphi0(Pi/(1.59),
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1/sqrt(-4))) .. Im(sinphi1(1/sqrt(-4))), ’partition’ = 100,
’method’ = trapezoid, ’partitiontype’ = normal, ’output’ = ’plot’);
c3:=c1/c2 *100;
E.2 Codes for various configurations
E.2.1 Catenoid with cone and tube
restart;
with(plots);
p1 := implicitplot3d({x^2+y^2 = sqrt(x^2+y^2)/(1.141)}, x = -Pi .. Pi,
y = -Pi .. Pi,z = 0 .. 4, color = green);
p2 := implicitplot3d({x^2+y^2 = -z}, x = -Pi .. Pi,
y = -Pi .. Pi,z = -4 .. -1.63, color = blue);
p3 := implicitplot3d({x^2+y^2 = cosh((z+0.6e-1)/(1.22))-.36}, x = -Pi .. Pi,
y = -Pi .. Pi, z = -1.63 .. 0);
display([p2, p1, p3]);
E.2.2 Catenoid with two cones
with(plots):
p1:=implicitplot3d({x^2+y^2=z},x =-Pi..Pi,y =-Pi..Pi,z =1.24..2.5,color=red);
p2:=implicitplot3d({x^2+y^2=-z},x =-Pi..Pi,y =-Pi..Pi,z =-2.9..-1.63,color = blue);
p3:=implicitplot3d({x^2+y^2 =cosh((z+0.6e-1)/(1.22))-.36},x =-Pi..Pi,y =-Pi..Pi,
z =-1.63..1.24);
display([p2, p1, p3]);








E.2.4 Catenoid with two fullerens
with(plots); p1:=implicitplot3d({x^2+y^2+(z+1)^2=1},x=-1..1,y= -1 .. 1,
z = -2 .. 0, color = red);
p2:=implicitplot3d({x^2+y^2+(z-1.1)^2=1}, x = -1 .. 1, y = -1 .. 1,
z = 0 .. 2, color = blue);
p3:=implicitplot3d({x^2+y^2=cosh(z+0.1e-1)-.5}, x = -Pi .. Pi, y = -Pi .. Pi,
z = -.23 .. .4);
display([p1, p2, p3]);
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