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The maps considered here find their origin in a discrete model of popu-
lation dynamics of the logistic type and containing a delay term. The main 
theme is to obtain full understanding ,of the various computer plots in the 
case that the multipliers of the equilibrium state are close to ±i. 
Shown is how the theory of normal forms can be used here as an effective tool. 
For a discussion of the possible limit cycles the mapping is compared to a 
corresponding flow. A few new results have been obtained giving additional 
information for this hitherto incompletely known case. 
KEY WORDS & PHRASES: non-linear difference equations, bifurcation, logistic 
equation, noPmal foPms 

1 • INTRODUCTION 
The problems considered in this paper were motivated originally by 
computer experiments on some models of population dynamics or epidemiology. 
In particular we considered the recurrent relation 
(I. I) 
for a> 0 and O ~ b ~].This equation generalizes the by now famous logis-
tic difference equation 
(I. 2) x = ax (1-x ) 
n+l n n 
and the delayed logistic equation 
(1.3) x +I= ax (1-x 1) n n n-
studied by POUNDERS and ROGERS [I] and by ARONSON et al. [2]. 
Of particular interest is the "arithmetic mean" case 
(I .4) 
which will be written as the, iterative planar map 
(I .5) !xn+l = Yn, 
Y = ay (J-lx -ly ). n+l n 2 n 2 n 
For I <a~ 3 the non-trivial fixed point x = y = 1-1/a is stable but if we 
increase a somewhat beyond 3 the fixed point bifurcates into a stable 
4-cycle and an unstable 4-cycle as shown in fig.6.1. Further increase of a 
yields a sequence of bifurcations in the spirit of the Feigenbaum scenario. 
These phenomena will be discussed in a forthcoming paper. Here we consider 
only the local behaviour at a critical bifurcation point. 
The bifurcation can be described by using the multipliers A, A of the 
2 
fixed point. A simple calculation shows that 
-
-( I • 6) A + A = (3-a) /2, H = (a-1) /2 
so that a= 3 gives A= i, a well-known case of strong resonance. For a 
slightly different value of a, A and\ are situated on a circle in the A-
plane according to (cf. fig. I. I) 
( I • 7) 1t\ + (1t+5:) = I. 
We observe that A leaves the unit circle at i in a direction which makes 







fig. I . l 
The next experiment was the behaviour of the two-parameter map cor-
responding to (I • I) 
(1.8) 
close to the bifurcation point A = i. This map has the same non-trivial 
fixed point x = y = I - 1/a. Its multipliers satisfy 
(I .9) 




The parameters enable us to move A away from i in any direction. If we 
take A= i(l+µ) with e.g.µ= 0.01 we do not find periodic cycles but we 
get an invariant curve that looks like a deformed Hopf circle as shown in 
fig. 6.2. 
These and similar experiments stimulated us to explore such bifurca-
tion phenomena in a more systematic way. The case of resonance of order 
four has not been fully explored up to the present. What is known goes back 
essentially to Arnold and can be found at the end of his book, now available 
in english [3]. Additional work has been done by WAN [5] and IOOSS [4]. 
An excellent survey of what is known has been given recently by WHITLEY [8]. 
In this paper we have attempted to show how the theory of normal forms 
can be applied to a specific map such as (I .8), and more generally to the 
family of maps described by 
f x' = Y, 
(I. I 0) ~ 2 2 y' = Ax + By+ Cx + Dxy + Ey , 
- -
where A= - AA, B =A+ A. 
Throughout this paper computer experiments have been a guiding prin-
ciple for further theoretical investigations. Most of Arnolds' findings 
have been confirmed. However, as regards the nature of the stable bifur-
cated 4-cycle the situation appears to be more complicated than as suggested 
by Arnold. We have succeeded in obtaining supplementary information in the 
lesser known cases. 
We have used purely analytical techniques, perturbation methods et-
cetera in a bit formal way. In practice this means that everything is ex-
panded in powers ofµ and that only those terms are written down as needed 
in further calculations. 
In section 2 we show how the map (I .JO) can be reduced to the normal 
form 
4 
(I.II) 2- -3 z' - AZ - Qz z + Sz + ••• , 
where 
(1.12) 
The perturbation variablesµ,¢ can be considered as local polar coordinates 
at the bifurcation point 1. in the A-plane. The unstable side of the unit 
circle is determined by 
(1.13) -rr/2:,; ¢:,; rr/2, 
so that¢= 0 indicates the normal direction. We need the values of Q and S 
only forµ= O. Shown is how Q(O) and S(O) can be obtained from the coeffi-
cients of the m~p (I .IO). Using an appropriate similarity transformation 
1.n the z-plane it can be arranged that S = I. 





z' = AZ - Qz z + z 
Q = ceiy = p + 1.q. 
The following, for the most part well-known, results are obtained. 
Case c > I 
If q > -I there exists a sector 
(1.16) ( Tr 2:.) . ( Tr Tr Maxy - 2 - o, - 2 <¢<Min y - 2 + o, 2), o = arcsin I /c 
where the fixed point bifurcates into two 4-cycles. The outer cycle 1.s 
stable, the inner cycle is unstable. According to a theorem by Wan 
which gives a local result for this case with q > 0 there exists a limit 
cycle outside the sector for sufficiently smallµ. The stable cycle, 
if present, may consist of either foci or nodes. No simple condition 
for this has been found contrary to a statement in Arnolds' book 
(l.c. p.306). In the special case¢= y - rr/2 our condition is as 
follows. There are foci if 
(1.17) 3-lcosyl l+lcosyi < C < 
and nodes otherwise 
Case c < 
3+lcosyl 
1-1 cosy I' 0 < y < 1T. 
For all values of¢ there exists a single unstable 4-cycle. Moreover 
for some values of c,y and¢ there appears to be a limit cycle, i.e. 
an invariant attracting orbit. 
5 
In section 5 the possible limit cycles are studied in great detail. For 
µ • O the mapping (1.14), or better its four times iterated version can be 




. i¢ . 2- . -3 
z = ze + iQz z - iz, 
cos¢ - (q+sin48)r 2, 
2 
sin¢+ (p-cos48)r, 
in polar coordinates. 
For c + 00 a limit cycle is obtained for which 
( I • 20) 
where 
(1.21) 
I _q_ + sin48 cos¢-2w cos48 + o(.!..) 
r2 = cos¢ cos2¢+4w2 c 
w =!:cos¢+ siny. q 
This gives a circular shape for large values of c and a rounded square if 
c is moderate. In the special case¢= y - 1r/2 this predicts a square limit 
cycle for q ~ 3 + 212. 
A limit cycle may exist in the region between the origin and the un-
stable quadruplet of fixed points. In order to derive sufficient conditions 
6 
guaranteeing the existence of such a limit cycle the normal form (1.18) is 
rewritten as 
(I • 22) z - = 
z 
where z = r exp ie. 
The unstable fixed points are given by r =Rand 46 = 0 (mod 2TI). The 
parameters R,S,<l> can be used instead of p,q,<j> or c,y,<j> as the independent 
parameters. We note that c > corresponds to 2R2 sin S > I. Using the 
Poincare Bendixson theorem the following results have been obtained. 
THEOREM. There exists a lirrrit cycle in the following two cases (O<S<TI/2) 
(i) 
(ii) 
sinS - cosS < _I_ < I, 
2R2 
2 2 . TI R sins qi > - + arc tan 2 4 2R cosS+I 




TI+ I-2R coss qi> 4 arctan 2 2 . R sinS 
In both cases there exist symmetric situations to be obtained by <I>+ -qi, 
s • TI-S. 
We note that the first case covers both c > I and c ~I. 
This theorem gives only sufficient conditions. Experiments show that a 
limit cycle exists up to the critical situation when the unstable manifold 
of a fixed point coalesces with the stable manifold of the next fixed point. 
In that situation the limit cycle is like a four-pointed star (cf. fig.6.8). 
In section 6 a number of illustrations and applications are given. In 
particular the logistic delay map (1.8) is considered. Shown is how the 
theory can be used to predict or to explain the various bifurcation pheno-
mena. Computer obtained illustrations for this case are given in figs. 6.1 
to 6.6. A next example is the Maynard Smith map mentioned in Whitleys' 
paper [8]. An illustration of the corresponding flow is given in fig. 6.9. 
A list is given of interesting cases of the general map (1.10) for the 
subcase C = 0. For the case D = 3, F = -2 fig. 6.7 and 6.8 show a.o. the 
formation of a nice starlike limit cycle. 
The behaviour of the corresponding flow 1.s illustrated 1.n figs. 6.9 
7 
to 6.11. Of particular interest is the flow pattern for the case p = q = ½, 
cp = rr/3 which just fails to form a limit cycle (the value cp = 4rr/9 would do 
it) . 
Two appendices have been added giving additional information. Appendix 
B gives a brief survey of the main results and formulae for the general 
mapping (I. I 0) • 
2, NORMAL FORMS 
We consider the following quadratic map 
(2. I) 
r = Y, 
il y' = 2 2 Ax+ By+ Cx + Dxy + Ey, 
-
where the fixed point x 
write 
y = 0 has multipliers\ and A close to ±i. We 
(2. 2) 
when µ is v,e.ry small. Throughout this section all calculations will be car-
ried out up to O(µ). This means that the coefficients of quadratic and 
higher terms can be taken atµ= 0. Of course A and B follow from (2.2) 
as 
- 2 
-\ \ = -(1+2µcoscp+µ ), 
(2.3) 
-A+ A= -2µ sincp. 
The substitution 
(2.4) Z = X - iy 
8 






z' =AZ+ A2(z,z), 
t~a20 = C + iD. - E, 21.a l l = C + E, 
4ia02 = C - iD - E. 
The reduction of (2.5) into the normal form 
(2.8) 2- -3 z' = AZ - Qz z + Sz + •.• 
is effected by a coordinate transformation 
,, 
f = z + (2.9) z' = z' 0 
where 
(2. 10) Pk(z,i) = 
+ 
P 2 (z, i) + P/z,i) + ... 
P2(z' ,i') + P3 (z' ,i') 
i-j I P •• z z • 
. . k l.J l.+J= 
+ ... 
The actual calculations become very simple if one realises that sub-
stitution of (2.9) in the normal form (2.8) written with z0 and z0 will 
bring back the pre-normal form (2.5). By elementary bookkeeping we obtain 
2 
Ap20 = AP20' 
(2. 1 1) + Upl 1 = Apl 1' 
-2 
A Po2 = Ap02' 
so that with A= i and using (2.7) 
(2. 12) 
r ( l+~lP20 = C + D + iE, 
2 ( 1-i)p 11 = C + iE, 
4 (l+i)p02 = C - D + iE. 
Similarly we obtain 
(2.13) 
and 
-(2. 14) S = a03 + Aao2P11 + 2Aa20P02' 
where we have added the necessary coefficients of a possible third order 
term A3 (z,i) in (2.5) if this were needed. 
However, (2.13) and (2.14) will only be used here for a 21 = a03 = 0, 





In actual calculations it is advisable to determine a 20 ,a 11 ,a02 by means of 
(2.7) and to substitute the values found in (2.15) and (2.16). 
The map (2.1) is invertible for C = 0. In that case we have explicitly 
(2.17) f16Q = (D2-3DE-2E 2) + i(D2+DE), 
16S = (D 2+DE-2E 2) + i(D2-3DE). 
It will turn out that the normal form (2.8) is somewhat special for 
IQI = ISi. 
10 
It is perhaps of interest to note that for C = 0 this happens only for D = 0 
and E = 0. 





1. For the mixed delay logistic map (1.5) we have C = O, D = E = - 3/2. 
This gives 
Q = i2 (-2+i), 9 . S = - 32 l.. 
2. For the Maynard Smith map (cf. [8]) 
2 (x,y) • (y,ey+µ-x) 
we have at the bifurcation e = O, µ = 3/4 the coefficients C = -1, 
D = E = 0. 
This gives 
Q = 3i/8, S = -1/8. 
3. FIXED POINTS 
In this section we consider the behaviour of the planar map written 





z' = \z - Qz z + Sz, 
By a suitable similarity transformation it can be arranged that S = I. 
We write 
(3 .3) Q = ceiy = p + 1.q. 
In polar coordinates z = r exp ie the complex map (3.1) can be written in 
real form as 
(r' 2 = (1+2µcos¢)r 2 - 2(q+sin48)r4 + ... 
(3 .4) 
I 
i 8 1 = 8 + E2· + (p-cos48)r + •.. l 
I I 
Assuming the existence of a period 4 cycle we obtain from (3.4) the condi-
tions 




lµ sin¢ (-p+cos48)r 
2 
= . 
Elimination of 2 gives r 
(3.6) cos(48+¢) = c cos(¢-y) 
which shows that we have to consider two generic cases c > 1 and c < I. 
Case c > I 
From (3.6) we obtain the necessary condition 
(3. 7) !cos(¢-y) I ~ 1/c. 
If the auxiliary angle S is defined by 
(3 .8) cos S = c cos(¢-y), 0 ~ /3 ~ TI, 
there are two possible sets of cyclic points determined by 
(3. 9) £~8 = - ¢ ± S (mod 21T). 
From (3. 5) we obtain two possible values for the radius 
(3.10) Y2 = - c sin(¢-y) ±sins. 
r 
12 
If the two values are indicated by r+ and r we have 
(3. 11) 
2 . 
_µ_ = c 2-I 2 2 • 
r+r_ 
This means that we have either two cycles or none depending on the sign of 
sin($-y). By (3.7) a double sector is defined as ly±TI/21 < o where o is 
given by 
(3. 12) o = arc sin 1/c. 
For sin(y-$) > 0 there are two cycles what reduces the double sector to the 
single one 
(3. 13) y - TI/2 - 0 < $ < y - 'II" /2 + 0. 
However,$ should still be in the interval (-w/2,TI/2). So there are various 
possibilities of partial overlap and non-overlap. A simple calculation shows 
that for q < -I there is no overlap, for lql < I a partial overlap and for 
q > I a full sector in (-TI/2,n/2). The various cases are indicated sketch-
wise below. 
Result 
For c > I there are two cycles. of period 4 for those values of$ satisfying 
(3. 14) ( TI TI) . ( TI TI) Maxy- 2 -o,- 2 <$<Min y- 2 +o, 2 . 
At the boundary the cycles coalesce. For other values of$ there are no 
cycles. 
fig. 3. I 
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y = o, q = 
fig. 3. 4 
14 
fig. 3.5 
, fig. 3.6 
Case c < I 
The relation (3.11) shows that 
2 µ/r+ > O, 
y -o<y< o , -1 <q< 1 
-1r+o<y<-o, q <-1 
y 
Accordingly for all~ there is only a single 4-cycle for which 
(3.15) {48: 
µ/r = 
- ~ + B, 
- c sin(~-y) + sin (3. 
15 
We might say that the second cycle has become imaginary but that forµ< 0, 
in the stable region of the unit circle, we have a real cycle of period 4, 
unstable of course. It will turn out that the first cycle is also unstable. 
Results 
For c < there is a cycle of period 4 on either side of the bifurcation 
pointµ= 0. 
Case c = 
The relation (3.6) gives either 40 = -y or 40 = y - 2<j>. In the first case 
we haver= 00 so that one 4-cycle has disappeared into infinity, at least 
within the present approximation. In the second case we obtain 
(3.16) _.!!_ = 2 sin(y-<j>), 
r2 
which means a 4-cycle 1.n the sec tm.r y - 1T < <I> < y. 
Result 
For c = 1 there is a sector 
for which there is a single 4-cycle. Outside this sector no 4-cycle is 
present. <1>=1r/2 
0 
C > I 











In this section we consider the nature of the possible cyclic fixed 
points of the map (3.1). This is essentially a technical problem involving 
lengthy calculations. Since ordinary fixed points are simpler to work with 
we ·replace (3.1) by its four times iterated version 
( 4. 1) 
or in the usual first order approximation 
(4. 2) 
The fixed points of this map are of course determined by (3.5), (3.9), (3.10), 
(3.12) and (3.13). 
The stability condition for a fixed point is 
(4 .3) 
where o1,o2 are its multipliers. This condition can be obtained from (4.2) 
in the following way. 
Let 
(4.4) z' = F(z,~) 
be a planar map in conjugate complex variables 
Case c > 1 
Using (3.10) and (3.11) we may write 
(4. I 1) + • • • • 
This shows at once that the inner fixed points (r=r+) are unstable and the 
outer fixed points (r=r_) are stable. The latter fixed point, can be either 
a node or a focus depending on the sign of (4.8). However, the expression 
18 
for (4.8) in terms of~ and Q is rather complicated contrary to a statement 
made by Arnold (cf. [3] p.306). By way of illustration we consider the 
special case~= y - TI/2 where~ is in the middle of the admissible sector. 
In that case we have O < y < TI and next 
f3 = TI/2, 2 µ/r = c-1 
so that 
(4.13) 2 = 8(c+l)r sin y 
and 
(4. 14) 
coordinates z = x + iy, z = x - iy. Its real representation follows from 
(4 .5) F(z,z) = f(x,y) + ig(x,y). 
The multipliers of a fixed point follow from 
/ 
fxgy - f g f'"2 = y x' (4 .6) 
0102 = f + g • X y 
These relations can easily be translated into 
(4. 7) 
They enable us to derive the stability condition at once from (4.2). 
The question whether a stable fixed point is a node or a focus can 
then be decided by inspecting the sign of 
(4. 8) 
From (4.7) and (4.2) we obtain 
(4. 9) 
and 
(4.10) 1 2 4 2 -128 (I-cr 1)(1-cr 2) = (c -I)r + µer sin(~-y) + •.. 
the sign of which determines the stability. 
This gives 
(4. 15) 
(cr 1-cr 2) 2 = (cr 1+a2-2) 2-4(I-cr 1)(1-cr 2) 
= 64r4{(c+I) 2sin2y-8(c-I)} 
= sgJc- 3+cosy\(c _ 3-cosy\ 
\ I-cosy}\ !+cosy}" 
In the Q-plane where candy are polar coordinates the curves c = I and 
(4.16) C. = 3+cosy I-cosy' 
c = 3-cosy 
l+cosy 
are the boundaries of regions where the outer fixed points are nodes or 
foci as indicated in fig. 4 . I . 
Case c < I 
Using (3. 12) we have in a similar way 
(4. 17) 2 I 28µr sin S 




fig. 4. I 
5. LIMIT CYCLES 
According to numerical experiments the mapping 
(5. I) I 2- -3 z = AZ - Qz z + z 
where A and Qare given by (3.2) and (3.3) may have an attracting invariant 
curve in a number of different cases. Some partial results have been obtain-
ed by Arnold (l.c. p.298, 304-310,314), WAN [5] and others [6], [7]. Here 
it will be discussed what can be obtained by explicit analytic methods and 
the Poincare-Bendixson theorem as the main tool. 
Ifµ is very small successive points z0 ,z4,z8 ..• will be very close 
and trace out an almost continuous curve. This is a sufficient motivation 
to approximate the map by a flow. 
The four times iterate of (5.1) given by (4.2) passes into a flow by 
introducing a time scale by 
(5. 2) 
z4-z0 
z = lim ---
µ-+O 4µ 
Then we obtain 
(5 .3) i$ 2- -3 z = e z + (ip-q)z z - iz 
which will be our primary object of study. In polar coordinates r,0: this 
can be written by using 
(5.4) z/z = i:/r + ie 
as 
i:/r = cos$ - (q+sin40)r 2, 
(5.5) 
• 2 0 =sin$+ (p-cos40)r . 
Tqe general idea is as follows. If z = 0 is the only fixed point and 
if z = 00 is repelling in all directions a limit cycle is likely. If z = 0 
21 
is surrounded by a quadruplet of unstable fixed points there is a possibili~ 
ty of a limit cycle in between. Of course this does not exclude the exis-
tence of another quadruplet of fixed points farther away. So this situation 
may happen both for c < 1 and c > 1. The simplest result is as follows. 
THEOREM 5 • 1 • Fo:r- q > the:r-e exists a unique Zimit ayale satisfying 
(5.6) COS$ 2 COS$ 
~<r <q-=T' 
Fo:r- q < - 1 no Zimit ayale exists. 
PROOF. The possibility of two limit cycles can be excluded by using the 
divergence theorem for the equivalent flow z = F(z,z) where 
Using 
we obtain 
i~ .-2 2 z = e o//z + (-q+ip)z - iz /z. 
div F = 2 Re aF az 
-q + sin40 
which has a fixed sign. 
2 On the circler = cos$/(q+l) the flow is apparently outgoing since i:/r > O. 
2 On the circler = cos$/(q-1) the flow is ingoing. Therefore there exists 
22 
a limit cycle satisfying (5.6), 
For q < -1 we have always r > 0 which forbids the existence of a limit 
cycle. D 
Assuming the existence of a limit cycle where z(t) is a periodic func-
tion of time t we may solve the first equation of (5.5) for a given function 
8(t). A straightforward calculation gives the following asymptotic represen-
tation of the limit cycle 
(5. 7) 
fort • co. 
1 q 
-=--+ 2 coscj> 
r 
t 
2 f -2.coscj> . e sin(48(t--r))d-r 
0 
In order to get the shape of the limit cycle we may consider the 





r /:::$--, q e ~ wt 
w = p coscj> + sincj>. q 
Next we may put 
(5.10) 1 q ( 1 A cos4e+ B sin48 + 0(...!,_2)). 2 = coscj> + c 
r C 
Subs ti tut ion in 
(5 • 11) 
gives 
dr -(q+sin48)+coscj>/r2 
rde = 2 p-cos48+sincj>/r 
2A sin48 - 2Bcos48 = qAcos48+qBsin48-csin48 p+qtancj> 
from which A and B can be determined. Eventually we arrive at the follow-
ing expression 
23 
(5. l 2) l q sin48cos~~2wcos48 2 = cos~ + 2 2 




For p + 00 and q = 0(1) we obtain from (5.10) and (5.12) the following simple 
special result 
l _ q l 2 - cos~ (I- 2p cos48+ •.. ). 
r 
The curves described by (5.10) and (5.13) are almost circular if c is large 
but are more like a square with rounded corners if c is moderate. By way of 
illustration fig.5.1 shows the graph of 
(5. l 4) l 3 l 2 = 2 - 2 cos48. 
r 
fig. 5.1. 
Assuming the existence of at least a quadruplet of unstable fixed 
points we may write (5.3) as 
(5. 15) z - = 
z 
'( -iB -i(48+~))} + i e -e , 
where 
24 
(5. 16) cosS = c cos(¢-y) 
and 
(5. 1 7) 1 -· = sinS - C sin(¢-y). 
R2 
The unstable fixed points are given by 
(5. 18) 40 = S - ¢, r = R. 
Technically it is helpful to position the unstable fixed points at 
0 = 0, rr/2, rr and 3rr/2. This can be effected by rotating the flow field by 
a suitable angle. Thus we replace (5.15) by 
(5. 19) 
We may consider R,¢ and Sas independent parameters. Then the values of c 
and y (or p and q) can be derived from 
1 
2 
= 1 - 2 sins l C 
R2 
+ 4' 
(5. 20) R 
tan(¢-y) = tans - 2 R cosS 
We note that for any values of R,¢ and S suitable values of candy can be 
found. 
If 2R2sinS > 1 we are in the case c < 1 so that there are no stable 
fixed points. However, if 2R2sinS < I we obtain a stable quadruplet in the 
positions determined by 
(5. 21) 40 = -2S, 2sinS. 
Our plan is to apply the Poincare-Bendixson theorem to the square 
formed by connecting the unstable fixed points by straight lines. The idea 
is that under certain still unknown conditions a branch of the unstable 
manifold of one fixed point is spiralling inwards leaving the other fixed 
points at its outside. Apparently there exists a critical situation where 
25 
a branch of the unstable manifold of one fixed point becomes a branch of 
the stable manifold of the next fixed point. Such a situation is obtained 
experimentally for a map in the case (1 .10) with C = 0, D = 3, E = -2 (cf. fig. 
6.8). In this critical situation the limit cycle is formed in rotational 
symmetry by four arcs connected in a non-differentiable way. 
In orde:r to apply the Poincare-Bendixson theorem we have to consider 
the flow along one side of the square, x+y = R, or in polar coordinates 
(5. 22) sine+cose = 
r R 0:,; 8:,; rr/2. 
Substitution of this in (5.15) gives 
(5 .23) 
The condition for inward flow is 
(5.24) 
with the convention O :,; ljJ < 2rr. 
Let us try the special case 8 (rr-B)/2. Then ljJ =¢and from (5.24) 
either or ¢ < - 1-2'... + f 4 2 
The general situation can be dealt with as follows. In view of the symmetry 
we consider only the first case. We know already that¢> rr/4 + B/2 which 
has only a meaning for O:,; S < rr/2. 
We write (5.23) as 
(5.25) ljJ = ¢ + rr/2 - 8 + arg(A+iS) 
where 
{: = 2R2sin(e+S) + sine' (5.26) 2 
= 2R cos(8+S) - case. 
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The condition of inflow at all points of the side of the square can now be 
written as 
(5. 27) ~ > ¾ - Min arg(A+iB). 
A geometrical picture shows that for O < e < n/2 the point A+iB follows an 
arc of an ellipse which has the origin as its centre. For 2R2 > I the orien-
tation is clockwise, for 2R2 < I anti-clockwise. For 2R2 = I the ellipse 
is degenerated into a line. Accordingly we have two cases. 
If 2R2 > I the minimum of the argument is obtained fore= n/2 so that 
(5. 28) ~ > .:!!.. + arctan 4 
2 2 . R sinS 
2 • 
2R cosS+I 
Since we must have~< n/2 this condition is only useful for 
(5.29) 2 2 . 2 2 R sinS < R cosS + I. 




n + l-2R cosS ~ > 4 arctan 2 2 . R sinS 
This condition is meaningful as long as 
(5. 3 I) 2 2 2 . I - 2R cosS < R sinS. 
The results obtained so far can be surmnarised as follows. We consider 
S with O < S < n/2 as the primary independent parameter. 
(i) I sinS - cosS < -- < sinS. 
2R2 




sinS < -- < I. 
2R2 
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This is the case c > l with nine fixed points. There exists a limit cycle 
for~ satisfying (5.28) 
(iii) 1 1 < -- < sinS + cosS. 
2R2 
Again this is the case c < I with nine fixed points. There exists a limit 
cycle under the condition (5.30). 
6. ILLUSTRATIONS AND APPLICATIONS 
A. Our starting-point has been the map (1.5). If the non-trivial fixed 
point is taken on the origin of a translated coordinate system the map can 
be written as 
t' = y, (6. I) y' a-1 3-a a 2 = - -2- X + --y - (xy+y ) • 2 2 





z' = AZ - Qz z + Sz 
t:= 
Tri i (1 + µ exp -4-) , 
9(-2+i), 32S = -9i. 
Therefore using the notation of section 3 we have 
(6 .4) C = ✓s, y = n-arcsin ~ = 2.6779. 
The sector with the two quadruplets of period 4 fixed points is determined 
by 
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(6 .5) 2y - 3TI/2 < ~ < TI/2. 
For the present value~= TI/4 this case is realised with S = 3TI/4 as 
sketched below 
From (3.9) and (3.10) the positions of the fixed points are obtained as 
(6.6) 
For the stable set 
and 
(6. 7) TI 49 = 2' 
for the unstable set. 
µ2 = v'T. 
r 
However, since in section 3 the calculations were performed with S = 1 
an overall rotation by - TI/8 and a central multiplication by /32/9 has still 
to be applied (cf. Appendix B). This brings e.g. the unstable set in the 
positions 
(6 .8) 49 = o, 
As a curiosity we note that in the particular case (6.1) the unstable 
cycle can be obtained in an explicit way. This fact may be discovered by 
returning to the original version (1.4). For a 4-cycle we should have 
2C = aB(2-B-A), 
2D = aC(2-C-B), 
(6.9) 2A = aD(2-D-C), 
2B = aA(2-A-D). 
Obviously a solution can be obtained by setting A= C = 2/a. Then a simple 
calculation shows that 
(6. IO) B = a-I+l(a+I)(a-3) 
a 
and for D a similar expression with the minus root. 
For (6.1) this gives the cycle 
(6.11) 3-a /(a+I)(a-3) 3-a -/(a+I)(a-3) -- + ----- + -- • --------
a a a a 
In order to compare this with the previously obtained values we take 
(6. I 2) a = 3 + 2µh' 
I 
which gives the right correspondence up to 0(µ 2). 
It is not possible to obtain an explicit solution for the stable 
cycle. However, the system (6.9) can be solved by expanding A,B,C,D in 
l 
powers of µ 2 
(6.13) 
etcetera. An elementary, but a bit complicated, computation gives the fol-
lowing results: 
(6. 14) 
for the unstable cycle, in agreement with (6.11) and 
(6. 15) 
2 ,---. 
A = - nlz-2 I 3 ' 
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for the stable cycle. 
In fig. 6.6 we have made a plot of the caseµ= 0.005, ¢ = n/5 for which the 
theory predicts a limit cycle. Its shape is approximately given by (5.13). 
Translated back from flow to map, which means an extra scale factor 2/µ, we 
obtain 
(6.16) 2 9 r ~ ~ µcos¢(I+¾ sin4(8+rr/8)) 
in good agreement with the experimental result. 




(6. I 7) 
- - 2 
YIJ = -Hx + (>..+>..)y-x . 
According to (2.20) and (2.21) the normal form is (6.2) with 
SQ -- 3i, 8S = -I. 
This gives (see sketch below) 
C = 3, y = TT/2, Q = 0.3398. 
y 
¢ 0 
For values of¢ in the sector 
-0<¢<0 
the unstable cycle is determined by 
(6. 18) 
..E_ = 3cos~ + /i-9sin2~, 2 
r+ 
48 = -~ + arccos(3sin~), 
and the stable cycle by 
(6.19) 
..E_ = 3cos~ - /1-9sin2~, 2 
r 
48 = -~-arccos(3sin~). 
For~= 0 the map is degenerated. After a suitable rotation the normal 
form can be written as 
(6 .20) 2- .-3 z' = i(l+µ)z - 3iz z - iz 
or in real coordinates 
(6.21) 
3 
x' = -(l+µ)y + 4y, 
3 y' = (l+µ)x - 4x. 
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The coordinates get separated after a single iteration. This shows that the 
lines x = ±lµ/2 and y = ±/µ/2 are the stable and unstable manifolds of the 
cyclic fixed points separating the various flow domains. This is illustrated 




. 2- -3 
z = z - 3z z - z 
2 y=y(l-y) 
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A related degenerate case is obtained for¢= n/2, p = I, q = 0. The 
corresponding flow is 
(6.23) 
or 
( 6 • 24) 
. 2- . -3 
z = iz - iz z + iz 
2 
X = -y( l-4x ) , 
y 2 = x ( I -4y ) • 
There are five unstable fixed points here as sketched below 
Obviously the flow pattern is conservative with orbits given by 
C. An endless number of maps of the kind 
-{yx: :_Y, 
-A~x + (A+~)y + Cx2 +Tuey+ Ey2, 
may be considered showing the various possibilities of bifurcation 1:4. 
Below we list a few possibilities in the special case C = 0. 
D E 16Q 16S C y p q 0 
I I -4+2i -2i rs 153 -1. 79 0.89 
2 I -4+6i 4-2i 1.6 I 124 -0.90 1.33 
3 I -2+12i 10 1.22 99 -0 .19 1.03 
I -1 2 -2+4i 0.32 0 2 0 
2 -1 8+2i lOi 0.82 14 0.80 0.20 
3 -1 l 6+6i 4+18i 0.93 21 0.87 0.33 
3 -2 19+3i -5+27i 0.70 9 0.69 0. I 1 
I -2 -I .;..i -9+7i 0. 12 -135 -0 .08 -0,08 











D = 3, E = -2. In fig.6.7 hyperbolic flow and the formation of a limit cycle 
is shown. In fig.6.8 the limit cycle is shown together with an inward four-
step orbit spiralling towards the limit cycle. 
D. As an illustration of the formation of a limit cycle in the correspond-
ing flow we consider the flow (5.1) written in polar coordinates as 
= cos~ - (q+sin40)r 2, 
2 
=sin~+ (p-cos40)r . 
In fig.6.9 the case p = O, q = 3 is considered for~= TI/4 correspond-
ing to a perturbation of the Maynard Smith map. According to the asymptotic 
34 
theory the limit cycle can be approximated by 
~ = v'°2'(3+ f sin48- ~os48). 
r 
Agreement between theory and experiment is very good. 
In fig.6.10 we consider the case p = q =½with~= rr/3. According to 
the theor~ the unstable fixed points are in the positions 
r = I. 35, 48 = -0.23 
as shown in the plot. The orbits starting at the x-axis, say with 
0 < x < I, are seen to make a few revolutions before disappearing into 
infinity along one of the unstable manifolds of the fixed points. Apparent-
ly they just fail to form a limit cycle. Theory predicts a limit cycle if 
~ is close to rr/2, "if more twist is added to the flow pattern". Experiments, 
not shown here, give the formation of a limit cycle already for¢= 4rr/9. 
In fig.6.11 again p = q =¼is taken but with~= 0. This case can be 
integrated explicitly as shown in Appendix A. The full separatrix is shown 
as the union of the stable and unstable manifolds of the five fixed points. 
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APPENDIX A 
The flow (5.3) written in polar coordinates as (5.5) gives the follow-
ing differential equation determining the phase curves 
dr cos<j>-(q+sin48)r 2 (I) rd8 = 
sin<j>+(p-cos48)r 2 
which cannot be integrated explicitly in the general case. However, for 
<I> = 0 it reduces to a linear d.e. of the form 
(2) dr
2 2 
-;:fa= -r A(8) + B(8) 
the solution of which is 
(3) r 2 = e-JAde{j eJAdeB(8)d8 + constant}. 
2 2 We distinguish the three cases Ip I > 1, p +q = 1 and Ip I > 1. For sim-
plicity we take p > O. 
Case p > 
A simple calculation shows that 
(4) f s 2+o.2 q s A(8)d8 = ½ log 2 + !t 2 I arctan a 
s,+l p-1 
where 
(5) - 1p-f cx- ✓~--p+l ' s = tan28. 
This shows that 
27T 





(7) f A(T)dT = 2q8 + periodic function. It 2 I 
0 p -I 
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The structure of the solutions (3) is now sufficiently clear and apparent-
ly fore+ 00 all orbits spiral away into infinity. 
2 2 Case p +q 
From (I) we obtain by simple trigonometry 
(8) dr
2 
_ 2 I ae- - -2r cot(28- y/2) + 
sin(28ty/2)sin(28-y/2) 
which can be integrated irmnediately giving 
(9) 2 2r sin(28-y/2) = logJtan(e+y/4) J + constant. 
The four lines 48 = y connect the origin to the unstable fixed points as 
unstable manifolds of the origin and stable manifolds of the four nodal 
points. The four lines 48 = -y, again unstable manifolds of the origin 
lead to the four infinite fixed points. The curved part of the separatrix 
through the fixed point at 8 = y/4, its unstable manifold, is determined 
by 
(1 O) 2/sin (28-y /2) = log I tan(8+y/4) I tany/2 · 
This formule 1.s used to draw the flow pattern of fig .6 .11 for the particu-
lar case y = TI/4. 
Case O < p < 
Writing p = cosS the flow equations can be written as 
(11) 
I I 
2 - - + (sinS-sin48), 
r R2 
• 2 
8 = (cosS-cos48)r . 
This shows as in the previous case that the eight halflines 48 =±Sare in-
variant manifolds. The lines 48 = S pass through the unstable fixed point. 
The integration of (II) proceeds in a similar way as in the previous 
section. Again we may use (2) and (3). But now with p = cosS we have 
( 12) J A(0) d0 2 2 =!log _s~2_-a_ + q logs-a ~ 2sin8 s+a 
s +1 
where 
( 13) a = tanS/2, s = tan20. 




v-1 (s+a) 2 
-2- = ( )"+2 
a +1 s-a 
s 
~J 
\) = -½ + --,,---
2 2 . R s1.n8 
We note that - ½ < v < ½. 
The unstable manifold of the four fixed points s = a, the curved part 
of the complete separatrix, is given by (14) when the lower boundary s0 
is taken as a. The resulting flow pattern is as in the previous case. 
APPENDIX B 
In this Appendix a sort of recipe is given for the prediction of the 
bifurcation behaviour of the map 
(1) { x' = y 2 2 
y' =Ax+ By+ Cx + Dxy + Ey 
.. 
close to resonance 1:4. 
We have 




- 2 A= -AA= -(1+2µcos~+µ ), 
(3) 
B =A+ A= - 2µsin~. 
The normal form is 
(4) 2- -3 z' = AZ - Qz z + Sz 
with 
(5) z = x - iy = r exp ie 
and 
(6) 16Q = (D2-zE2-3CD-6CE-2DE) + i (6C2+D2+CD+2CE+DE) 
(7) 16S = (D2-2E2-3CD+2CE+DE)+i(-2C2+D2+CD+2CE-3DE). 
We write 
(8) C = IQ/SI, 
and 
(9) S = s exp io. 
Case !QI > Isl 
Define o by 
y = arg Q, 
(10) o = arc sin IS/QI. 
If for a given~ E (-n/2,n/2) 
(11) y-n/2-o < ~ < y-n/2+o 
then there is an inner unstable 4-cycle and an outer stable 4-cycle. 
Define f3 by 
(12) cosS = c cos(~-y), Q:s;f3:s;,r. 
The unstable 4-cycle is determined by 
l "7 = -lqlsin(~-y) + lslsinS, (13) r+ 
40 = cr - ~ + s. 
The stable 4-cycle is determined by 
-!QI sin(~-y) - IS I sinS, 
(14) 
cr - ~ - s. 
Case IQI < Isl 
Define f3 as in the previous case. There is only an unstable 4-cycle, 
determined as above. 
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µs = ImQ + sin(40-cr)cos~-2wcos(40-cr) 





The spacing of successive 4-iterates zO,z4,z8 , ••• on the limit cycle is ap-
proximately given by 
(17) 4µwr. 
If there exists an unstable 4-cycle a limit cycle may exist 1n the 
region between these four points provided~ is close to 1r/2 or -,r/2. 
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DESCRIPTION OF THE ILLUSTRATIONS 
6. 1. Model 
x' = y I .. x+y l y' = ayO- ---z) 
with a= 3.01 
Scale- 0.3 < x-1 + ..!_ < 0.3 
a 
1 
-2 < y-1 + - < 0.2 
a 
Two orbits are shown both converging to the stable 4-cycle. 
Note that four successive points P1P2P3P4 are always the corners of an only 
slightly deformed square. Successive points of the 4x iterated map P 1P5P9 ... 
are tracing an almost continuous curve. 
6.2. Model (6. 1) with )l = 0.0005, <P = 0. 
Scale -0.3, 0.3, -0.2, 0.2. 
Start 0,0.15 
The orbit converges to a limit cycle. 
6.3. This and the next few plots show what may happen ifµ is further in-
creased. Again we consider the model (3.1) with the scale -1.5, I .5, -1,1. 
For µ = 0 .OS, <P = 0 the limit cycle gets bumpy. 
6.4. As in the previous plot. Fpr µ = 0,06, <P = 0 the limit cycle disappears 
and degenerates into an attracting cycle of order 22. 
6.5. Further increase ofµ, hereµ= 0.09, shows a "strange" attractor. 
It can be proved that the invariant curve is analytic and of the form 
x = f(t), y = g(t) where f and g are entire functions oft. 
6.6. The model (6.1) withµ= 0.005, ¢ = TI/5 
Scale - 0.3, 0.3,-0.2, 0.2. 
The orbit starting at 0,0.15 converges to a star-shaped limit cycle. 
6.7. The model (2.1) with C = 0, D = 3. E = -2 withµ= 0.005, ¢ = 4TI/9. 
Scale -0.3, 0.3, - 0.2, 0.2. 
Shown is an orbit converging to a limit cycle and a few orbits escaping to 
infinity. 
6.8. As previous withµ= 0.006, ¢ = 4TI/9. 
Scale -0.2, 0.2, - 0.4/3, 0.4/3. 
Shown is a limit cycle with an inner orbit. 
6.9. The flow (5.3) resp. (5.5) with p = 0, q = 3 and¢= n/4. 
Scale -3, 3, -2, 2. 
A square-like limit cycle is formed. 
6.10. The flow (5.3) resp. (5.5) with p = q = ½ and¢= n/3. 
Scale -3, 3, -2, 2. 
The flow just fails to form a limit cycle. Orbits are given for the 
starting-points x = 0.04, 0.1, 0.2, 0.3, 0.4, 0.5 on the y-axis. 
-1 
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