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6Fillmore (1968) [10]は，文が proposition（命題）とmodality（モダリティ）の 2つで構成



























































































































































ばかりでなく [15, 16, 1, 3, 2, 17, 18, 5, 9, 4, 19, 20, 21, 22, 23]，生物医学分野に






基準の関連研究として，PrasadらによるPenn Discourse TreeBank (2008) [17]に
おける attributionタグや，SaurらによるFactBank (2009) [2, 3]，松吉ら (2010)
[9]や川添ら (2011) [20, 21]などがある．








信念 ("PAtt")，事実 ("Ftv")，成り行き ("Ctrl") のいずれかに分類される
Scopal Polarity 作用の及ぶ範囲（スコープ）を考慮した否定の有無 ("Neg"，"Null")
12



































































































































































































































り [32, 33]，例えば，3.3節で述べた BioScope (2008) [26]は，否定表現，様相表
現，そして，それらのスコープをマークアップしたコーパスであり，スコープを
特定する研究に広く利用されている．また，CoNLL-2010 Shared Taskにおいて
Learning to detect hedges and their scope in natural language text というテーマ
が扱われた [34]．そこでは，機械学習を用いた手法 [35, 36]や人手によるルール
21
ベースの手法 [37, 38]，機械学習と人手のルールの両方を合わせた手法 [39]など
が提案されている．





















	  	  「つつじ」 [松吉ら	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・モダリティ解析手がか	  












(PS)・Underspecied (U) の 4段階，その確信の方向を表す肯否極性を positive


















































性を反転させる factuality marker，mayは確信度を下げる factuality markerであ





否定 ぬ 肯否極性: +!  ,   !+
わけでない
だろう
推量 かもしれない 確信度: CT!PR
らしい
か
疑問 かな 確信度: CT!U, PR!U
ではないか
thatという表現は that節の内容が成立していることを前提としているので，know


















見出し語 事象の形式 肯否環境 真偽判断 事実性
防ぐ スル形 肯定 不成立 CT 
否定 成立 CT+
タ形 肯定 - -
否定 - -
忘れる スル形 肯定 不成立 CT 
否定 成立 CT+














































chunk = root node in DEPENDENCY TREE 
set initial value (CT+) of contextual-factuality 
function traverseDependencyTree(chunk) 
  # Step1: 機能表現による更新 
  if chunk has functional expressions then 
    update contextual-factuality with functional expressions dictionary 
  end if 
  # Step2: 事象をもつかの確認 
  if chunk has an event then 
    get event-factuality from contextual-factuality  
  end if 
  # Step3: 手がかり表現による更新 
  if chunk has key expressions then 
    update contextual-factuality with key expressions dictionary 
  end if 
  for all chunks c adjacent to chunk not visited do 
    traveseDependencyTree(c) 










を contextual factuality，各事象に割り当てる事実性を event factualityと呼ぶ．入





Algorithm lines 依存構造木 手がかり表現 contextual factuality event factuality
2 CT+
(4-7) polarity: ! (ない)









8-11 断念した CT＋ 断念する: CT＋
polarity:  ! (断念する)
CT!
(4-7)





各文節で行うことは，機能表現辞書を用いた更新 (Step1: line 4-7)・事象がその文
節内に存在するかの確認 (Step2: line 8-11)・手がかり表現辞書による更新 (Step3:
line 12-15) の 3ステップである．以下では，それぞれのステップについて述べる．
Step1 (line 4-7) では，機能表現辞書と着目している文節とを照らし合わせ，機
能表現が見つかった場合はそれに応じて contextual factualityを更新する．例え
ば「～ない」のような否定表現があれば肯否極性を反転させ，「～ではないか」の
ような疑問表現があれば確信度をUに更新する．Step2 (line 8-11) では，その文
節内に事実性を割り当てるべき事象が存在するかどうかを確認し，存在するなら
ば現在の contextual factualityをその事象の event factualityとして割り当てる．































































ものをTP (True Positive)，CT+を出力しているが正解は異なるものをFP (False
Positive)，正解にはCT+がついているが正しくCT+を出力できていないものを



















CT+ PR+ PR  CT  U Micro-Average
TP 7,140 141 7 631 1,893 (9,812)
FP 1,467 286 71 583 2,698 (5,105)
FN 2,791 794 168 408 944 (5,105)
Precision 0.83 0.33 0.09 0.52 0.41 0.66
Recall 0.72 0.15 0.04 0.61 0.67 0.66
F1 0.77 0.21 0.06 0.56 0.51 0.66
表 6: Confusion Matrix
正解 n出力 CT+ PR+ PR  CT  U Total
CT+ 7,140 237 25 408 2,121 9,931
PR+ 528 141 8 23 235 935
PR  47 6 7 67 48 175
CT  97 1 16 631 294 1,039
U 795 42 22 85 1,893 2,837









CT PR U Micro-Average
Precision 0.84 0.32 0.41 0.69
Recall 0.75 0.15 0.67 0.69
F1 0.80 0.20 0.51 0.69
表 8: 確信度に関するConfusion Matrix
正解 n出力 CT PR U Total
CT 8,276 279 2,415 10,970
PR 665 162 283 1,110
U 880 64 1,893 2,837
Total 9,821 505 4,591 14,917
表 9: 肯否極性に関する評価
+ - Micro-Average
Precision 0.98 0.61 0.93
Recall 0.95 0.83 0.93
F1 0.96 0.70 0.93
表 10: 肯否極性に関するConfusion Matrix
正解 n出力 +   Total
+ 8,046 464 8,510
  151 721 872


























































































正解率 ( 正解数 / 事象数 )
文末の事象 0.80 ( 4691 / 5885 )












































































「出発する」の事実性 ＝	  CT+	  
語彙知識	  
・日本語機能表現辞書	  
	  	  「つつじ」[松吉ら	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・モダリティ解析手がか	  
	  	  り表現辞書[江口ら	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