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We report on the electronic structure, density of states and transmission properties of the peri-
odic one-dimensional Tight-Binding (TB) lattice with a single orbital per site and nearest-neighbor
interactions, with a generic unit cell of u sites. The determination of the eigenvalues is equivalent
to the diagonalization of a real tridiagonal symmetric u-Toeplitz matrix with (cyclic boundaries) or
without (fixed boundaries) perturbed upper right and lower left corners. We solve the TB equations
via the Transfer Matrix Method, producing, analytical solutions and recursive relations for its eigen-
values, closely related to the Chebyshev polynomials. We examine the density of states and provide
relevant analytical relations. We attach semi-infinite leads, determine and discuss the transmission
coefficient at zero bias and investigate the peaks number and position, and the effect of the coupling
strength and asymmetry as well as of the lead properties on the transmission profiles. We introduce
a generic optimal coupling condition and demonstrate its physical meaning.
I. INTRODUCTION
Tight-Binding (TB) is a widely used method for determining the band structure through the expansion of the
wavefunction in a basis of functions centered at each site. Decades after its foundation [1], it has been evolved into
an efficient approach, employable to a broad class of problems regarding the electronic structure and properties of
matter, requiring varying degrees of accuracy [2, 3]. TB gives realistic results when the spatial extent of the sites’
wavefunctions is small compared to the distances between them, so that the overlap of the neighboring orbitals is
small. TB is simple and computationally cheap, hence it can be applied to large systems. TB is widely used to
describe, among others, polymers and organic systems. TB models are commonly applied to the study of charge
transfer and transport properties of pi-conjugated organic systems which are candidates for molecular or atomic wires,
such as single and double stranded DNA chains [4–16] as well as cumulenic and polyynic carbynes [17–22].
In the present work, we focus on the periodic 1D TB lattice with a generic unit cell composed of u cites, one orbital
per site and nearest neighbor interactions. Hence, we have u different on-site energies and hopping integrals. We
take explicitly into account the difference in the hopping integrals between different moieties inside the unit cell. The
solution of the TB system of equations is equivalent to the diagonalization of a real symmetric tridiagonal u-Toeplitz
matrix of order N = mu with (cyclic boundaries) or without (fixed boundaries) perturbed upper right and lower left
corners. The properties of such matrices have been extensively studied in the literature [23–27] due to their theoretical
interest and their many applications. We solve the TB system of equations via the transfer matrix method [28, 29] and
determine expressions for its eigenvalues, for both cyclic and fixed boundary conditions, by combining the spectral
duality relations [30, 31] with the connection of the elements of the powers of a 2 × 2 unimodular matrix to the
Chebyshev polynomials of the second kind [32, 33]. For cyclic boundaries we derive the dispersion relation, while,
for fixed boundaries we show that the spectrum of eigenvalues (eigenspectrum) is produced by a recurrent relation
containing the Chebyshev polynomials of the second kind and the elements of the transfer matrix of the unit cell.
We discuss the dispersion relations and eigenspectra through representative examples for systems with unit cells
composed by u = 1, 2, 3, 4 sites, supposing different on-site energies and hopping integrals, that is, the most general
case. We examine the density of states (DOS) and the occurrence of van Hove Singularities (VHS) and provide
analytical relations for u = 1, 2, 3, 4. We determine the transmission coefficient (TC) at zero bias, by interconnecting
the systems to semi-infinite leads. Many works have been dedicated to the TC determination, within various contexts
cf. eg. Refs. [34–40]. Here, we analyze in detail the transmission profiles of periodic TB systems, examining the
influence of the strength and asymmetry of the system-leads coupling, the leads bandwidth and bandcenter, and the
intrinsic interactions of the system. The number and position of the transmission peaks is determined in all cases.
We introduce a generic optimal coupling condition and demonstrate its physical meaning. This condition generalizes
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2for any periodic 1D TB chain the condition reported in Ref. [39], where a periodic single-stranded DNA chain with
u = 4 and symmetric coupling to the leads was studied, with the hopping integrals of the system assumed identical.
The rest of the paper is organized as follows: in Sec. II we present the transfer matrix method and explain how
the eigenvalues of the generic periodic system are determined, for cyclic and fixed boundaries. In Sec. III we discuss
dispersion relations and eigenspectra. Sec. IV is devoted to the density of states. In Sec. V, we determine the
transmission coefficient and investigate all the factors that affect the transmission profiles. In Sec. VI, we state our
conclusions.
II. THE TRANSFER MATRIX METHOD
The TB system of equations for a 1D lattice composed of N sites with a single orbital per site and nearest neighbor
interactions, also known as the Wire Model [11, 16], is
Eψn = nψn + tn−ψn−1 + tn+ψn+1, (1)
∀n = 1, 2, . . . , N , where E is the eigenenergy, n is the on-site energy at site n, ψn = 〈n|Ψ〉, |Ψ〉 is the eigenfunction.
|ψn|2 is the occupation probability at site n. tn+/n− is the hopping integral between sites n and n+ 1 or n and n− 1,
respectively. Let us set ψN+1 = λψ1 and ψ0 = λ
∗ψN , where λ = eikNa determines the boundary conditions. For
cyclic boundaries, k is a good quantum number and λ = λ∗ = 1 (by Bloch theorem), while for fixed boundaries,
λ = λ∗ = 0. If the TB system is periodic, with a unit cell composed of u sites, and is repeated m times, so that
N = mu, the solution of Eq. (1) is reduced to the diagonalization of the hamiltonian matrix
H(λ) =

1 t1 λ
∗tu
t1 1 t2
. . .
. . .
. . .
tu−2 u−1 tu−1
tu−1 u tu
tu 1 t1
. . .
. . .
. . .
. . .
. . .
. . .
λtu tu−1 u

, (2)
which is a tridiagonal real symmetric u-Toeplitz matrix of order N , with (for λ = 1, i.e. for cyclic boundaries) or
without (for λ = 0, i.e. for fixed boundaries) perturbed upper left and lower right corners. Hence, the condition
det(EIN −H(λ)) = 0, i.e. the roots of the characteristic polynomial of H(λ), which is a polynomial of energy of
degree N , gives the eigenvalues of the system.
Eq. (1) can equivalently be written in the form(
ψn+1
ψn
)
=
(
E−n
tn+
− tn−tn+
1 0
)(
ψn
ψn−1
)
= Qn(E)
(
ψn
ψn−1
)
, (3)
where Qn(E) is called the Transfer Matrix (TM) of site n. We can now iteratively define the Global Transfer Matrix
(GTM), M˜N (E), of the periodic system as(
ψN+1
ψN
)
= M˜N (E)
(
ψ1
ψ0
)
:= Mu(E)
m
(
ψ1
ψ0
)
. (4)
Mu(E) is the Unit Cell Transfer Matrix (UCTM)
Mu(E) =
1∏
n=m
Qn(E). (5)
Substituting ψN+1 = λψ1 and ψ0 = λ
∗ψN , Eq. (4) reads
Mu(E)
m
(
ψ1
ψ0
)
= λ
(
ψ1
ψ0
)
. (6)
3The elements of the 2×2 UCTM are recurrently given by
M11(12)u =
E − u
tu
M
11(12)
u−1 −
tu−1
tu
M
11(12)
u−2 (7a)
M21(22)u = M
11(12)
u−1 (7b)
with initial conditions M111 = (E − 1)/t1, M121 = −tu/t1, M210 = 1, M220 = 0. Hence, M11u , M12u , M21u , and M22u , are
polynomials of energy of degree u, u−1, u−1, and u−2, respectively. Since UCTM, and hence GTM, is a symplectic
matrix, i.e.
MTu
(
0 1
−1 0
)
Mu =
(
0 1
−1 0
)
, (8)
therefore UCTM, and hence GTM, is unimodular (det(Mu) = 1); if w is an eigenvalue of Mu, so is w
∗. [30, 31]
A. Cyclic Boundaries
For the cyclically bounded periodic system, Bloch theorem implies that λ = 1 = eikmua, where ua is the lattice
constant of the system. Hence, k = 2piνmua , where ν is an integer taking m values, such that k belongs to the 1
st
Brillouin Zone (BZ). Thus, from Eq. (6) it follows that
Mu(E)
(
ψ1
ψ0
)
= eikua
(
ψ1
ψ0
)
. (9)
From the symplectic property, we know that if eikua is an eigenvalue of Mu, so is e
−ikua. Hence, the eigenvalues of
Mu are given by the condition
det
(
eikuaI2 −Mu
)
= det
(
e−ikuaI2 −Mu
)
= 0, (10)
from which we can easily arrive at the dispersion relation
cos(kua) =
Tr(Mu)
2
:= z(E). (11)
Substituting each of the N energy eigenvalues obtained by the above dispersion relation to Eq. (3), leads, via its
iterative application, to the construction of the full corresponding eigenvector of the hamiltonian matrix H(λ = 1). [31]
Hence, the solutions of Eq. (11) produce the eigenvalues of the tridiagonal symmetric u-Toeplitz matrix of size mu
with perturbed corners. Additionally, from Eq. (11) it follows that all eigenvalues are symmetric around the center
of the 1st BZ.
From the eigenvalues and eigenvectors of Eq. (8), it can also easily be shown (details e.g. in Ref. [32]) that the
m-th power of the unimodular UCTM, Mu(E), i.e. the GTM, M˜N (E), is given by [33]
Mmu = Um−1(z)Mu − Um−2(z)I, (12)
where Um(z) are the Chebyshev polynomials of the second kind of degree m that satisfy the recurrence relation
Um(z)− 2zUm−1(z) + Um−2(z) = 0,∀m ≥ 1, (13)
with initial conditions U1(z) = 2z, U0(z) = 1. [41] Hence, the GTM of the cyclic system can be written as
M˜N =
(
Um−1M11u − Um−2 Um−1M12u
Um−1M21u Um−1M
22
u − Um−2
)
(14)
or, alternatively, using Eq. (13), as
M˜N =
(
Um − Um−1M22u Um−1M12u
Um−1M21u Um−1M
22
u − Um−2
)
. (15)
Eq. (15) and the formula connecting the Chebyshev polynomials of the first and second kind, 2Tm(z) = Um(z) −
Um−2(z), [41] lead to an alternate form from which the eigenvalues for cyclic boundaries can be found, i.e.
Tm(z) = 1. (16)
The Chebyshev polynomials of the first kind are given by a recurrence relation identical to Eq. (13), with initial
conditions T1(z) = z, T0(z) = 1.
4B. Fixed Boundaries
For the system with fixed boundaries λ = 0. Therefore, Eq. (6) reads
M˜N
(
ψ1
0
)
= 0
(
ψ1
0
)
⇒ M˜11N ψ1 = 0ψ1. (17)
Hence, ψ1 is an element of the eigenvector of H(λ = 0) if the eigenvalues E of H(λ = 0) satisfy the condition
M˜11N (E) = 0. Since both M˜
11
N = 0 and det(EIN −H(0)) = 0 are polynomial equations of E of the same degree (N)
that are mutually satisfied [30], Eq. (17) produces the eigenvalues of the tridiagonal symmetric u-Toeplitz matrix of
size mu. Exploiting Eqs. (14)-(15), the determination of these eigenvalues is reduced to the solution of
Um−1(z)M11u = Um−2(z), (18)
or, alternatively
Um(z) = Um−1(z)M22u . (19)
C. Phonons
Closing this Section, we should notice that the above analysis holds also for the problem of phonon dispersion
relations in periodic 1D Lattices with nearest neighbor interactions. The only thing that changes is the form of the
TM of the sites, i.e. Qn in Eq. (3) takes the form
Qn(ωph) =
(
1 +
Kn−
Kn+
−Mnω
2
ph
Kn+
−Kn−Kn+
1 0
)
. (20)
ωph is the phonon frequency, Mn is the mass at site n and Kn± are the spring constants connecting nearest neighboring
sites and ψn then correspond to the oscillation amplitudes.
III. DISPERSION RELATIONS AND EIGENSPECTRA
As shown in Sec. II, the eigenvalues of any periodic 1D lattice with a single orbital per site and nearest-neighbor
interactions, for either cyclic or fixed boundary conditions, can be determined by Eqs. (11) or (18)-(19), respectively,
via which, the problem is reduced to the determination of the elements of UCTM using Eqs. (7). We have verified
that the eigenvalues obtained by the above mentioned equations coincide with those obtained by the numerical
diagonalization of matrix H(λ = 0, 1). In Appendix A, we provide the general form of the UCTM for systems with
unit cell composed of u = 1, 2, 3, 4 sites [Eqs. (A1)-(A4)], with the difference in the hopping integrals between differing
sites inside the unit cell being explicitly taken into account. Below, we discuss on the eigenvalues of such systems, as
the simplest examples of the generic periodic system.
A. Unit cell of one site (u = 1, m = N)
For cyclic boundaries, the dispersion relation of Eq. (11) takes the well known form
E = 1 + 2t1 cos(ka) = 1 + 2t1 cos
(
2piν
N
)
. (21)
ν = 1, 2, . . . , N . The dispersion relation is presented in Fig. 1, for a fixed on-site energy, 1 = 0, where the effect of
the hopping integral t1 alteration is also demonstrated. Increasing |t1| linearly increases the bandwidth. Although
changing the sign of t1 does not affect the eigenenergies’ values, it moves the position of their extrema from the middle
to the edge of the 1st BZ.
For fixed boundaries, it follows from Eq. (19) that the eigenvalues are produced by the zeros of UN (z), i.e. z(E) =
cos
(
µpi
N+1
)
,∀µ = 1, 2, . . . , N , [41] hence
E = 1 + 2t1 cos
(
µpi
N + 1
)
. (22)
5The eigenspectrum for fixed boundaries as N increases, is presented in Fig. 2, for a fixed on-site energy, 1 = 0, where
the effect of the hopping integral absolute value |t1| alteration is also demonstrated.
Eqs. (21) and (22) can be derived analytically by direct diagonalization of the hamiltonian matrices cf. e.g. Ref. [14].
We have just demonstrated how they are derived with the transfer matrix method.
FIG. 1: Band structure of the 1D periodic lattice with cyclic boundaries (Eq. (21)), with a unit cell of one site (u = 1), for a
fixed on-site energy 1 = 0, as a function of the hopping integral t1.
FIG. 2: Eigenspectrum of the 1D periodic lattice with fixed boundaries (Eq. (22)), with a unit cell of one site (u = 1), for N
up to 30 sites, for a fixed on-site energy 1 = 0, as a function of the absolute value of the hopping integral |t1|.
B. Unit cell of two sites (u = 2, m = N
2
)
For cyclic boundaries, Eq. (11) takes the form
E =
1 + 2
2
±
√(
1 − 2
2
)2
+ t21 + t
2
2 + 2t1t2 cos(k2a). (23)
6This dispersion relation is presented in Fig. 3, for fixed on-site energies (1, 2) = (−0.5, 0.5) eV, where the effect
of altering the ratio between the hopping integrals t1t2 , is also demonstrated. Again, changing the sign of
t1
t2
moves
the position of the eigenvalues’ extrema from the middle to the edge of the 1st BZ. As
∣∣∣ t1t2 ∣∣∣ increases from 0 to 1 the
widths of the two bands (which are equal to each other) increase and the bandgap decreases until it gets equal to the
energy gap between the on-site energies (for
∣∣∣ t1t2 ∣∣∣ = 1). For ∣∣∣ t1t2 ∣∣∣ > 1 the bandwidths continue to increase, albeit much
slower, and the bandgap starts to increase as well.
For fixed boundaries, it follows from Eq. (19) that the eigenvalues are the solutions of
Um−1(x) = − t1
t2
Um(x). (24)
The eigenspectrum for m up to 15 unit cells (N=30) is shown in Fig. 4, for fixed on-site energies (1, 2) = (−0.5, 0.5)
eV, where the effect of the absolute ratio between the hopping integrals
∣∣∣ t1t2 ∣∣∣ alteration is also demonstrated. From
Fig. 4 we notice that as the value of
∣∣∣ t1t2 ∣∣∣ decreases down to 1, the bandgap decreases until it gets equal, for large N ,
to the energy gap between the on-site energies (for
∣∣∣ t1t2 ∣∣∣ = 1). Further decrease of ∣∣∣ t1t2 ∣∣∣ below 1 leads to an increase in
the gap between the main bands, but there is a single additional eigenvalue in the upper (lower) band that, for large
N , reaches the value 1 (2). This behavior does not occur for cyclic boundaries, hence these states inside the band
gap arise solely from the boundary effect. As it will be shown below, this effect occurs generally for fixed boundaries,
although it arises from more complex relations between the parameters of the system.
FIG. 3: Band structure of the 1D periodic lattice with a unit cell of two sites (u = 2) with cyclic boundaries (Eq. (23)), for fixed
on-site energies (1, 2) = (−0.5, 0.5) eV, as a function of the ratio between the hopping integrals t1t2 . (Inset) The bandwidths
and the bandgap as a function of |t1/t2|.
C. Unit cell of three sites (u = 3, m = N
3
)
For cyclic boundaries, Eq. (11) takes the form
cos(k3a) =
1
2
3∏
i=1
(E − i)
ti
−
3∑
ijk
(E − i)tj
2tkti
, (25)
where 3 denotes all cyclic permutations of the indices i 6= j 6= k ∈ {1, 2, 3}. This dispersion relation is presented
in Fig 5(a), for the example of a system with on-site energies (1, 2, 3) = (6.3, 5.8, 6.1) eV and hopping integrals
(t1, t2, t3) = (0.5, 0.6, 0.8) eV. The three bands that occur for this system have widths ≈ 0.51, 0.89, 0.38 eV (from
lower to higher energy) and the corresponding gaps are ≈ 0.22, 0.60 eV.
7FIG. 4: Eigenspectrum of the 1D periodic lattice with a unit cell of two sites (u = 2) with fixed boundaries (Eq.(24)), for m
up to 15 unit cells (N = 30), for fixed on-site energies (1, 2) = (−0.5, 0.5) eV, as a function of the absolute ratio between the
hopping integrals |t1/t2|.
For fixed boundaries, it follows from Eq. (19) that the eigenvalues are the solutions of
Um(x) = − (E − 2)t3
t2t1
Um−1(x). (26)
The eigenspectrum for m up to 20 unit cells (N=60) is presented in Fig. 5(b), for the same system as in Fig. 5(a).
The bands that are shaped as N increases have widths ≈ 0.51, 0.88, 0.37 eV, in agreement with the cyclic boundaries,
but there are also three eigenvalues that exceed these bands, two of which lie well within the second gap. Generally,
our calculations for u = 3 show that these mid-gap eigenvalues are three at most and their exact number and position
depends on complex relations between the TB parameters. Such relations for 3-Toeplitz matrices of order N = 3m+2
can be found in Ref. [25], where the authors obtain in that case two such eigenvalues at most. In our case, where
N = 3m, we find that, as N increases, these eigenvalues converge at most to three of the zeros of M123 × M213 .
Specifically, for the parameters of Fig. 5, the positions of the mid-gap eigenvalues, which are shown in Fig. 5(b),
converge quickly, as N increases, to 2+32 ±
√
( 2−32 )
2 + t22, i.e. the zeros of M
12
3 , and
1+2
2 +
√
( 1−22 )
2 + t21, i.e.
the maximum of the zeros of M213 .
D. Unit cell of four sites ( u = 4, m = N
4
)
For cyclic boundaries, Eq. (11) takes the form
cos(k4a) =
1
2
4∏
i=1
(E − i)
ti
−
4∑
ijkl
(E − Ei)(E − Ej)tk
2titjtl
+
t1t3
2t2t4
+
t2t4
2t1t3
, (27)
where 4 denotes all cyclic permutations of the indices i 6= j 6= k 6= l ∈ {1, 2, 3, 4}. This dispersion relation is
presented in Fig 6(a), for a system with on-site energies (1, 2, 3, 4) = (7.0, 9.0, 7.5, 8.5) eV and hopping integrals
(t1, t2, t3, t4) = (1.2, 0.9, 1.0, 0.8) eV. The four bands that occur for this system have widths ≈ 0.33, 0.61, 0.58, 0.30 eV
(from lower to higher energy) and the corresponding gaps are ≈ 0.42, 1.50, 0.53 eV.
For fixed boundaries, it follows from Eq. (19) that the eigenvalues are solutions of
Um(x) =
(
− (E − 3)(E − 2)t4
t3t2t1
+
t2t4
t1t3
)
Um−1(x). (28)
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FIG. 5: (a) Dispersion relation for cyclic boundaries and (b) eigenspectrum for fixed boundaries for m up to 20 unit cells
(N = 60) of a 1D periodic lattice with a unit cell of three sites, with on-site energies (1, 2, 3) = (6.3, 5.8, 6.1) eV and hopping
integrals (t1, t2, t3) = (0.5, 0.6, 0.8) eV, as determined by Eqs. (25) and (26), respectively.
The eigenspectrum for m up to 20 unit cells (N=80) is presented in Fig. 6(b), for the same system as in Fig. 6(a). The
bands that are shaped as N increases have widths ≈ 0.33, 0.61, 0.57, 0.30 eV, in agreement with the cyclic boundaries,
but there is also one eigenvalue that exceeds the first band. Generally, there are four mid-gap eigenvalues at most, the
exact number and position of which depends on complex relations between the TB parameters. Again, we find that,
as N increases, these eigenvalues converge at most to four of the zeros of M124 ×M214 . Specifically, for the parameters
of Fig. 6, the position of the mid-gap eigenvalue, which is shown in Fig. 6(b), converges quickly, as N increases, to
the minimum zero of M214 .
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FIG. 6: (a) Dispersion relation for cyclic boundaries and (b) eigenspectrum for fixed boundaries for m up to 20 unit cells
(N = 80) of a 1D periodic lattice with a unit cell of four sites, with on-site energies (1, 2, 3, 4) = (7.0, 9.0, 7.5, 8.5) eV and
hopping integrals (t1, t2, t3, t4) = (1.2, 0.9, 1.0, 0.8) eV, as determined by Eqs. (27) and (28), respectively.
9IV. DENSITY OF STATES
The DOS is defined as the number of states that are available for occupation at an infinitesimal energy interval,
g(E) = dνdE . For a periodic system with cyclic boundaries, it can be obtained with the help of the UCTM as
g(E) =
m
pi
d
dE
|acos(z)| = m
pi
∣∣ dz
dE
∣∣
√
1− z2 , (29)
where no spin degeneracies are taken into account. It is obvious that 2u VHS are expected at the points where
z(E) = ±1, i.e. at the energies that lie at the center and edges of the 1st BZ. Below, we provide analytical expressions
of the DOS for systems with unit cell of 1, 2, 3, and 4 sites, as the simplest examples of the generic periodic system.
For large N the DOS for cyclic boundaries converges with the DOS for fixed boundaries.
A. Unit cell of one site (u = 1, m = N)
Eq. (29) takes the form [16]
g(E) =
N
pi
√
4t21 − (E − 1)2
. (30)
Two VHS occur at E = 1 ± 2|t1|. The DOS (over the total number of sites N) for u = 1 is presented in Fig. 7,
for a fixed on-site energy, 1 = 0, where the effect of alternating the magnitude of the hopping integral, |t1|, is also
demonstrated. Increasing the value of |t1| linearly increases the bandwidth and reduces the sharpness of the VHS
that occur at the band edges.
FIG. 7: DOS (over N) of the 1D periodic lattice with a unit cell of one site (Eq. (30)), for a fixed on-site energy 1 = 0, as a
function of the magnitude of the hopping integral |t1|.
B. Unit cell of two sites (u = 2, m = N
2
)
Eq. (29) takes the form
g(E) =
N
2pi
|2E − 1 − 2|√
4t21t
2
2 − [(E − 1)(E − 2)− t21 − t22]2
. (31)
Four VHS occur at E = 1+22 ±
√(
1−2
2
)2
+ (t1 ± t2)2. The DOS (over the total number of sites N) for u = 2 is
presented in Fig. 8, for fixed on-site energies (1, 2) = (−0.5, 0.5) eV, where the effect of altering the magnitude of
10
the ratio between the hopping integrals,
∣∣∣ t1t2 ∣∣∣, is also demonstrated. The DOS is symmetric around the mean of the
on-site energies. Furthermore, the effect of altering
∣∣∣ t1t2 ∣∣∣ on the bandwidths and bandgap, discussed in Subsec. III B
(cf. inset of Fig. 3) is clearly illustrated. The VHS that are closer to the gap are less sharp. The sharpness of all
VHS decreases dramatically as
∣∣∣ t1t2 ∣∣∣ goes from 0 to 1, and slower for ∣∣∣ t1t2 ∣∣∣ > 1.
FIG. 8: DOS (over N) of the 1D periodic lattice with a unit cell of two sites (Eq. (31)), for fixed on-site energies (1, 2) =
(−0.5, 0.5) eV, as a function of the absolute ratio between the hopping integrals,
∣∣∣ t1t2 ∣∣∣.
C. Unit cell of three sites (u = 3, m = N
3
)
Eq. (29) takes the form
g(E) =
N
3pi
∣∣∣∣∣∣
3∑
ijk
(E − i)(E − j)
2titjtk
− tj
2tkti
∣∣∣∣∣∣√√√√√1−
 1
2
3∏
i=1
(E − i)
ti
−
3∑
ijk
(E − i)tj
2tkti
2
. (32)
In Fig. 9, we illustrate the DOS of a system with three sites per unit cell, for the parameters used in Fig. 5, as
obtained by Eq. (32). As a careful comparison of Figs. 5(b) and 9 suggests, the relative sharpness of the VHS as
well as the position of each band’s DOS minimum can be expected from the density of points in the eigenspectrum,
as N increases. This is another demonstration that in the large N limit, the boundary effects play insignificant role
in the electronic structure of the system, since the mid-gap eigenvalues that occur for fixed boundaries are negligible
in number compared to those that lie within the bands.
D. Unit cell of four sites (u = 4, m = N
4
)
Eq. (29) takes the form
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g(E) =
N
4pi
∣∣∣∣∣∣
4∑
ijkl
(E − ]i)(E − j)(E − k)
2titjtktl
− (2E − i − j)tk
2titjtl
∣∣∣∣∣∣√√√√√1−
1
2
4∏
i=1
(E − i)
ti
−
4∑
ijkl
(E − i)(E − j)tk
2titjtl
+
t1t3
2t2t4
+
t2t4
2t1t3
2
. (33)
In Fig. 10, we illustrate the DOS of a system with four sites per unit cell, for the parameters used in Fig. 6, as
obtained by Eq. (33).
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FIG. 9: DOS (over N) of a 1D periodic lattice with a unit cell of three sites (Eq. (32)), with on-site energies (1, 2, 3) =
(6.3, 5.8, 6.1) eV and hopping integrals (t1, t2, t3) = (0.5, 0.6, 0.8) eV.
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FIG. 10: DOS (over N) of a 1D periodic lattice with a unit cell of four sites (Eq. (33)), with on-site energies (1, 2, 3, 4) =
(7.0, 9.0, 7.5, 8.5) eV and hopping integrals (t1, t2, t3, t4) = (1.2, 0.9, 1.0, 0.8) eV.
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V. TRANSMISSION COEFFICIENT
The transmission coefficient describes the probability that a carrier, incident to a quantum system, transmits
through its eigenstates. To obtain the TC of a 1D TB lattice, we connect the ends of the system under examination to
semi-infinite homogeneous leads, which play the role of a carrier bath. Hence, sites [−∞, 0]∪ [N + 1,∞] belong to the
left and right lead, respectively. Within sites [1, N ] lies the periodic lattice under examination, which is considered
as a perturbation in the homogeneous infinite lead. The coupling between the periodic system and the left and right
lead is described by the effective parameters tcL and tcR, respectively. In this article we generally choose them to be
different, as a reflection of the difference in coupling of the same material (lead) with different moieties (the end sites
of the system). The effect of this asymmetry in coupling will be discussed in detail below. The leads’ band lies in
the energy interval [m − 2|tm|, m + 2|tm|], where m is the on-site energy of the leads and tm the hopping integral
between the leads’ sites, and their dispersion relation at zero bias is similar to Eq. (21). Hence, the energy center
and bandwidth of the leads are m and 4|tm|, respectively. If we imagine the lead as a homogeneous system with one
electron per site, then the band is half-filled (hence the leads are metallic), and m is the Fermi energy of the metal.
The GTM of the whole lead-system-lead complex is M˜RPRM˜NPLM˜L, where M˜L/R represents the sites of the ideal,
cyclically bounded left/right lead, and
PR
( tu
tcR
0
0 tcRtm
)
, PL =
( tm
tcL
0
0 tcLtu
)
(34)
are the matrices that describe the coupling of the three subsystems. The waves at the left and the right lead can be
expanded as
ψ{n}≤1 = eiqLna + re−iqLna, ψ{n}≥N = teiqRna, (35)
where qL/R is the wavenumber (at zero bias, qL = qR = q). We have assumed, without any loss of generality, that the
incident waves come from the left and we have normalized their amplitude. Hence, the TC is defined as T (E) = |t|2.
For a periodic system, the GTM of the perturbation’s region obeys to the equation(
ψN+1
ψN
)
= PRM
m
u PL
(
ψ1
ψ0
)
. (36)
After manipulations, we find that the TC at zero bias is
T (E) =
1
1 + Λ(E)
, (37)
Λ(E) =
[
WN (E) +X
+
N (E) cos(qa)
]2
4 sin2(qa)
+
X−N (E)
2
4
. (38)
For a periodic system,
WN (E) = Um(z)ω − Um−1(z)M22u (ω + ω−1) + Um−2(z)ω−1, (39)
X±N (E) = Um−1(z)X
±
u (E), (40)
X±u (E) = (M
12
u χ±M21u χ−1). (41)
ω =
tm tu
tcR tcL
, (42)
which is included only in WN (E), expresses the coupling strength, in means of the deviation of the real coupling of
the system to the leads from the ideal coupling (in which the system and the leads are interconnected as if they were
connected to themselves). The term
χ =
tcL
tcR
, (43)
which is included only in X±N (E), expresses the coupling asymmetry, i.e. the difference in coupling strength between
the leads and the left/right end of the system. The maxima/minima of TC are the minima/maxima of Λ(E), which
is a polynomial of energy of degree N . In the following Subsections, we discuss in detail the effect of the coupling
strength and asymmetry, as well as the lead properties, to the transmission profile of any periodic system. In all cases
considered below, we will assume that the bandwidth of the leads, as determined by |tm| is such that it contains all
the eigenstates of the system, in order to gain the full picture of the transmission profiles.
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A. Ideal coupling
For ideal coupling between the leads and the system, i.e. when |ω| = ∣∣ω−1∣∣ = 1, the recurrent formula Eq. (13)
results in WN = sgn(ω)Um−1(z)(M11u −M22u ). Hence,
Λ(E) =
{[
sgn(ω)(M11u −Mu22) +X+u (E) cos(κa)
]2
4 sin2(κa)
+
X−u (E)
2
4
}
Um−1(z)2. (44)
From Eq. (44) it is obvious that if Um−1(z) = 0, then T (E) = 1. Hence, for ideal coupling, there are (m−1)u = N−u
energies in which transmission becomes full. These energies lie in the zeros of Um−1(z), i.e. they are the solutions
of z(E) = cos
(
µpi
m
)
, µ = 1, 2, . . . ,m − 1. Hence their position depends solely on the energy structure of the system
and not on the energy center/bandwidth of the leads or the coupling asymmetry. This is depicted in Fig. 11, for a
periodic system with u = 3 sites per unit cell and m = 5 unit cells (N = 15). Finally, we should mention that this
full transmission condition that occurs for ideal coupling is solely a result of the periodicity of the system, i.e. the
fact that the elements of M˜N are related to the Chebyshev polynomials of the second kind. The effect of the energy
center and bandwidth of the leads will be separately addressed below.
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(ǫm, tm) = (5, 1.8) eV, χ = 0.2
U4(z) zeros
FIG. 11: Transmission coefficient of a periodic system with u = 3 and m = 5 (N = 15), for the ideal coupling condition ω = 1.
The TB parameters of the system are (1, 2, 3) = (3, 4, 5.5) eV and (t1, t2, t3) = (1, 0.8, 1.5) eV. The energies that correspond
to full transmission do not depend on the energy center and bandwidth of the leads or the coupling asymmetry; they depend
solely on the energy structure of the system, their number is (m− 1)u = 12, and they are given by the zeros of U4(z).
1. The role of coupling asymmetry
The role of coupling asymmetry is depicted in Fig. 12, for the system of Fig. 5 with m = 6 unit cells (N = 18). We
notice that increasing (decreasing) |χ| above (below) 1 leads to a significant decrease in the lower envelope of T (E)
and a sharpening of the transmission peaks, which reflects the enhancement of backscattering effects. Furthermore,
such an increase (decrease) of |χ| above (below) 1 leads to the appearance of u− 1 secondary peaks, the positions of
which are related to the zeros of M12u (M
21
u ). These peaks occur because this increase (decrease) of |χ| leads to the
domination of the terms X±(E) inside the curly brackets of Eq. (44).
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FIG. 12: Dependence of the transmission coefficient on the coupling asymmetry χ for a periodic system with u = 3 sites per
unit cell and m = 6 unit cells (N = 18), for the ideal coupling condition |ω| = 1. The TB parameters of the system are
(1, 2, 3) = (6.3, 5.8, 6.1) eV and (t1, t2, t3) = (0.5, 0.6, 0.8) eV. The on-site energy and hopping integral of the leads are chosen
Em = 6 eV, tm = 2 eV. [Top] T (E) for |χ| > 1. [Bottom] T (E) for |χ| < 1. The transmission becomes full in (m − 1)u = 15
energies, which are given by the zeros of U5(z). As |χ| increases (decreases) above (below) 1, u− 1 secondary peaks occur, the
energy of which is related to the zeros of M12u (M
21
u ).
2. The role of the leads
Let us take as example, the system of Fig. 6 with m = 30 unit cells (N = 120) and suppose symmetric coupling,
|χ| = 1. For a fixed bandwidth of the leads, 4|tm|, we observe that changing the energy center of the leads, m, has
a significant effect on the lower envelopes of T (E), i.e. the “curve” shaped by the local minima of T (E) (Fig. 13
[Top]). Generally, the increase of m leads to a shift of the maxima of the lower envelopes to smaller energies. If we fix
m, we find that the increase of the leads’ bandwidth, 4|tm|, has significantly less effect on the transmission profiles,
compared to the increase of m (Fig. 13 [Bottom]).
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FIG. 13: Dependence of the transmission coefficient on the leads properties for a periodic system with u = 4 sites per unit cell
and m = 30 unit cells (N = 120), for the ideal coupling condition and symmetric coupling |ω| = |χ| = 1. The TB parameters
of the system are (1, 2, 3, 4) = (7, 9, 7.5, 8.5) eV and (t1, t2, t3, t4) = (1.2, 0.9, 1, 0.8) eV. [Top] T (E) for fixed bandwidth
4|tm| (tm = 3 eV) and varying energy center m. [Bottom] T (E) for fixed energy center (m = 8 eV) and varying tm. The
transmission becomes full in (m− 1)u = 116 energies, which are given by the zeros of U29(z).
B. Strong or weak coupling
From Eq. (39) it follows that in the very strong coupling regime (
∣∣ω−1∣∣ 1)
WN (E) ' ω−1(Um−2(z)− Um−1(z)M22u ), (45)
while, in the very weak coupling regime (|ω|  1)
WN (E) ' ω(Um(z)− Um−1(z)M22u ). (46)
If the coupling is strong or weak and symmetric, the term WN (E) becomes dominant in Eq. (38). Hence, for very
strong or weak symmetric coupling, the transmission peaks occur in the region of the zeros of WN (E), as given by
Eq. (45) or (46), hence, N − 2 or N peaks are expected. A depiction of the effect of the decrease (increase) of
coupling strength factor ω below (above) the ideal coupling condition, for symmetric coupling, is presented in Fig.
14 (15), for a system with u = 6 and m = 4 (N = 24). The TB parameters of the system are (1, 2, 3, 4, 5, 6)
= (10, 8.3, 9.7, 8.8, 9.1, 8) eV and (t1, t2, t3, t4, t5, t6) = (0.9, 1, 0.8, 0.6, 1.1, 0.7) eV. The leads’ parameters are m = 9
eV, tm = 2 eV.
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FIG. 14: (a) Dependence of the transmission coefficient T (E) on the coupling strength factor ω, in the strong coupling regime
(
∣∣ω−1∣∣ > 1), for symmetric coupling (|χ| = 1), for a periodic system with u = 6 and m = 4 (N = 24). (b) Transmission
coefficients for strong (|ω| = 1
5
) and very strong (|ω| = 1
100
) coupling in logarithmic scale. As the coupling strength
∣∣ω−1∣∣
increases above the ideal coupling condition, N − 2 peaks arise. For very strong coupling, the peaks’ position are determined
by the zeros of Eq. (45), depicted in dashed lines, in the bottom panel of (b).
1. The role of coupling asymmetry
If the coupling is strong (weak) and asymmetric, three cases can be distinguished: (a) If the coupling asymme-
try is significantly smaller than the coupling strength or weakness [max(|χ|, ∣∣χ−1∣∣)  ∣∣ω−1∣∣ for strong coupling or
max(|χ|, ∣∣χ−1∣∣)  |ω| for weak coupling], WN (E) continues to be dominant in Eq. (38), hence, the transmission
peaks occur again in the region of the zeros of WN (E) as given by Eq. (45) for strong coupling or by Eq. (46) for
weak coupling. (b) If the coupling asymmetry is of comparable magnitude with the coupling strength or weakness
[max(|χ|, ∣∣χ−1∣∣) ≈ ∣∣ω−1∣∣ for strong coupling or max(|χ|, ∣∣χ−1∣∣) ≈ |ω| for weak coupling], the peaks position cannot
be determined without the full solution of Eq. (38). (c) If the coupling asymmetry is significantly larger than the
coupling strength or weakness [max(|χ|, ∣∣χ−1∣∣)  ∣∣ω−1∣∣ for strong coupling or max(|χ|, ∣∣χ−1∣∣)  |ω| for weak cou-
pling], the terms X±(E) become dominant in Eq. (38), hence the transmission peaks occur in the region of the zeros
17
T
(E
)
0
1
0
1
0
1
0
1
E (eV)
7 7.5 8 8.5 9 9.5 10 10.5 11
0
1
(a)
ω = ±1
ω = ±2
ω = ±5
ω = ±10
ω = ±100
10 -10
10 -5
10 0
7 7.5 8 8.5 9 9.5 10 10.5 11
10 -10
10 -5
10 0
(b)
ω = ±1/100
ω = ±1/5
T
(E
)
E (eV)
FIG. 15: (a) Dependence of the transmission coefficient T (E) on the coupling strength factor ω, in the weak coupling regime
(|ω| > 1), for symmetric coupling (|χ| = 1), for a periodic system with u = 6 and m = 4 (N = 24). (b) Transmission coefficients
for weak (|ω| = 5) and very weak (|ω| = 100) coupling in logarithmic scale. As the coupling weakness |ω| increases above the
ideal coupling condition, N peaks arise. For very weak coupling, the peaks’ position are determined by the zeros of Eq. (46),
depicted in dashed lines, in the bottom panel of (b).
of Um−1(x)M12u for |χ| > 1 or of Um−1(z)M21u for |χ| < 1. The peaks number in this case is N − 1. This behavior is
depicted in Fig. 16, in the case of weak and asymmetric coupling, for the same system as in Figs. 14 and 15.
2. The role of the leads
As it is obvious from the previous discussion, the term that incorporates the properties of the leads, cos(qa), is
significant in Eq. (38) only if the coupling asymmetry is of comparable magnitude with the coupling strength or
weakness. In this case, the effect of the alteration of the leads’ energy center and bandwidth to the transmission
profile is not negligible. Both the upper and the lower envelope are affected. The lower envelope is affected in the
same manner as for the ideal coupling condition (see Subsubsec. V A 2). The upper envelope is also more affected by
altering of m that it is by altering |tm|. If the coupling asymmetry is much larger than its strength or weakness, the
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FIG. 16: Dependence of the transmission coefficient T (E) on the coupling asymmetry |χ|, in the weak coupling regime (|ω| = 10),
for |χ| = 2 (top), 10 (middle), 100 (bottom), for a periodic system with u = 6 and m = 4 (N = 24). For |χ|  |ω|, the
transmission peaks occur in the region of N the zeros of Eq. (46), which are also depicted in the top panel. For |χ|  |ω|, the
transmission peaks occur in the region of the N − 1 zeros of Um−1(z)M12u , which are also depicted in the bottom panel. The
case in which the asymmetry of coupling is comparable to is weakness, is an intermediate regime.
transmission profiles are remain almost unchanged. The above remarks are summarized in Figs. 17 and 18, where
the effect of increasing m and |tm|, respectively, to the upper envelopes of the TC in the strong and weak coupling
regime, is displayed, for the system of Fig. 6 with m = 30 unit cells (N = 120).
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FIG. 17: Dependence of the upper envelope of the transmission coefficient on the energy center of the leads, m, for a system
u = 4 sites per unit cell and m = 30 unit cells (N = 120), for symmetric coupling |χ| = 1, in the strong (top left), very
strong (top right), weak (bottom left) and very weak (bottom right) coupling regimes. The TB parameters of the system are
(1, 2, 3, 4) = (7, 9, 7.5, 8.5) eV and (t1, t2, t3, t4) = (1.2, 0.9, 1, 0.8) eV. As the strength/weakness of coupling increases, the
transmission profile becomes less dependent on the increase of m.
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FIG. 18: Dependence of the upper envelope of the transmission coefficient on the bandwidth of the leads, as determined by
|tm|, for a system u = 4 sites per unit cell and m = 30 unit cells (N = 120), for symmetric coupling |χ| = 1, in the strong
(top left), very strong (top right), weak (bottom left) and very weak (bottom right) coupling regimes. The TB parameters of
the system are (1, 2, 3, 4) = (7, 9, 7.5, 8.5) eV and (t1, t2, t3, t4) = (1.2, 0.9, 1, 0.8) eV. As the strength/weakness of coupling
increases, the transmission profile becomes less dependent on the increase of |tm|. Generally, increasing |tm| has less effect on
the transmission profiles than increasing m.
C. Optimal Coupling Condition
From the above discussion, we conclude that in the strong and weak coupling regimes, the transmission peaks
sharpen and the TC does not generally reach the full transmission condition T (E) = 1. Hence, the ideal coupling
condition |ω| = 1 is also the optimal coupling condition. This remark generalizes, for any periodic 1D lattice, and
provides with a physical meaning, the optimal coupling condition reported in Ref. [39], for a single stranded DNA
segment with four sites per unit cell, in which all the hopping integrals of the DNA system were assumed to be equal.
D. The intrinsic interactions of the system
The previous discussion for the effect of the coupling strength ω and the coupling asymmetry χ on the transmission
profiles is specified in this Subsection for the two simplest cases of periodic 1D TB lattices (u = 1, 2). The effect of
the intrinsic interactions of the system is also demonstrated.
In Fig. 19, we present the TC of a system with u = 1 site per unit cell and m = N = 10 unit cells, for the
ideal, strong and weak coupling conditions, with or without coupling asymmetry, as the magnitude of the hopping
integral of the system, |t1|, increases up to |tm|. We have chosen 1 = m. The number of peaks is always 9 for ideal
coupling, 8 for strong coupling and 10 for weak coupling, as expected by the above discussion. It is also evident that
the ideal and symmetric coupling conditions lead to the most efficient transmission, although in this simple case, the
full transmission condition T (E) = 1 is reached in all cases of symmetric coupling. In the upper left panel of Fig. 19
it can be seen that when |t1| = |tm| the structures of the leads and the system become identical, hence the system is
totally transparent.
In Fig. 20, we present the TC of a system with u = 2 sites per unit cell and m = 5 unit cells (N = 10), for the ideal,
strong and weak coupling conditions, with or without coupling asymmetry, as the magnitude of the ratio between
the hopping integrals of the system,
∣∣∣ t1t2 ∣∣∣, increases. We have chosen m = 1+22 and the bandwidth of the leads, as
determined by |tm|, is chosen so as to contain all the eigenstates of the system. Again, it is evident that the ideal
and symmetric coupling condition leads to the most efficient transmission. For ideal and asymmetric coupling, except
for the peaks of magnitude 1 that occur in the zeros of U4(z), there is one additional peak near E = 1 (E = 2),
when χ > 1 (χ < 1), i.e. in the region of the zeros of M122 (M
21
2 ). This peak is of significant magnitude only when
|t1| ≈ |t2|. In the strong (weak) coupling regime, 8 (10) peaks occur, as expected; the peaks that are closer to the
band gap vanish (emerge) as
∣∣ t1
t2
∣∣ increases. When the coupling is asymmetric, transmission is enhanced only in one
20
of the two bands.
FIG. 19: Transmission coefficient of a periodic system with u = 1 site per unit cell and m = N = 10 unit cells, for ideal (top),
strong (middle) and weak (bottom) coupling with the leads. (Left column) Symmetric coupling. (Right column) Asymmetric
coupling. The on-site energy of the system coincides with that of the leads (1 = m) and the hopping integral of the system
increases until it is equal to that of the leads.
FIG. 20: Transmission coefficient of a periodic system with u = 2 sites per unit cell and m = 5 unit cells (N = 10), for
ideal (top), strong (middle) and weak (bottom) coupling with the leads. (Left column) Symmetric coupling. (Middle column)
Asymmetric coupling with |χ| > 1. (Right column) Asymmetric coupling with |χ| < 1. We have chosen m = 1+22 and the
bandwidth of the leads is chosen so as to contain all the eigenstates of the system.
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VI. CONCLUSIONS
We employed the transfer matrix method to obtain the energy eigenvalues of a periodic 1D TB model with a single
orbital per site, u sites per unit cell, and nearest neighbor interactions, for either cyclic or fixed boundaries. The
solution of such a system is identical to the diagonalization of a real symmetric u-Toeplitz matrix of order mu, with or
without perturbed upper left/lower right corners. The dispersion relation (cyclic boundaries) and the eigenspectrum
(fixed boundaries) can be obtained with the help of the elements of UCTM and the Chebyshev polynomials of the
second kind. The DOS was also obtained with the help of the UCTM. The properties of the eigenvalues and the
DOS were discussed through representative examples for the simplest cases, i.e. for systems with u = 1, 2, 3, 4, where
the difference in the hopping integrals between different sites inside the unit cell was explicitly taken into account.
Furthermore, we attached the periodic systems under examination to semi-infinite homogeneous leads, and determined
the TC at zero bias. We showed that in general the ideal coupling condition is also the optimal coupling condition,
and demonstrated the role of the coupling strength/weakness and asymmetry, as well as of the leads’ properties, to
the transmission profiles (number, position, sharpness of peaks). Finally, we demonstrated the effect of the intrinsic
interactions of the system to the TC, for systems with u = 1, 2.
Appendix A: Unit Cell Transfer Matrices for u = 1, 2, 3, 4
Here we provide the general form of the UCTM for systems with unit cell composed of u = 1, 2, 3, 4 sites. Similar
expressions can be produced for larger values of u, using Eqs. (7). For u = 1,
M1(E) =
(
E−1
t1
−1
1 0
)
. (A1)
For u = 2,
M2(E) =
( (E−2)(E−1)
t2t1
− t1t2 −E−2t1
E−1
t1
− t2t1
)
. (A2)
For u = 3,
M3(E) =
 (E−3)(E−2)(E−1)t3t2t1 − (E−3)t1t2t3 − (E−1)t2t3t1 − (E−3)(E−2)t1t2 + t2t1
(E−2)(E−1)
t1t2
− t1t2 −
(E−2)t3
t1t2
 . (A3)
Finally, for u = 4,
M4 =

(E−4)(E−3)(E−2)(E−1)
t4t3t2t1
− (E−4)(E−3)t1t2t3t4 −
(E−4)(E−3)(E−2)
t3t2t1
+ (E−4)t2t3t1
− (E−4)(E−1)t2t1t3t4 −
(E−2)(E−1)t3
t1t2t4
+ t1t3t2t4 +
(E−2)t3
t2t1
(E−3)(E−2)(E−1)
t3t2t1
− (E−3)t1t3t2 −
(E−1)t2
t1t3
− (E−3)(E−2)t4t3t2t1 + t2t4t1t3

. (A4)
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