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ON A MODEL FOR THE EFFICIENT OPERATION OF A BANK
OR INSURANCE COMPANY
JOSEPH G. CONLON AND HYEKYUNG MIN
Abstract. In this paper the authors study a model for the optimal operation
of a bank or insurance company which was recently introduced by Peura and
Keppo. The model generalizes a previous one of Milne and Robertson by
allowing the bank to raise capital as well as to pay out dividends. Optimal
operation of the bank is determined by solving an optimal control problem.
In this paper it is shown that the solution of the optimal control problem
proposed by Peura and Keppo exists for all values of the parameters and is
unique.
1. Introduction
In this paper we study a model for the optimal operation of a bank or
insurance company which was introduced by Peura and Keppo [10]. In this model
capital is invested in a risky asset whose evolution is described by Brownian motion
with drift. Thus if X(t) is the bank’s capital at time t, then
(1.1) dX(t) = µdt+ σdW (t),
where W (t) is Brownian motion, µ > 0 is the drift and σ > 0 the volatility. For an
insurance company model µ represents the expected premium collection rate minus
the expected claims payment rate.
In addition to investing in the asset described by (1.1) the bank also pays div-
idends to its owners and raises capital from them. Dividend payments can be
implemented instantaneously, but capital issuance is associated with a delay of
length ∆ and a fixed cost K. If capital is ordered at time t it is actually received
at time t + ∆. Since there is a fixed cost K associated with ordering the capital,
if an amount s of capital is ordered then s−K of that goes to increasing the total
capital of the bank. Furthermore, the model allows the owners to decide on the
amount of capital based on all information up to time t+ ∆. The fixed cost K is
also paid at time t+∆.
The payment of dividends and the raising of capital is controlled by a policy π.
For t > 0 let Lpi(t) be defined by
(1.2) Lpi(t) = dividends paid out − capital raised up to time t.
It is assumed that capital is raised at a set of discrete times tpi1 < t
pi
2 < t
pi
3 < . . . ,
where the number Npi(t) of times capital is raised up to time t is given by the
formula,
(1.3) Npi(t) = sup{i : tpii ≤ t}.
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It is also assumed that the times between raising capital is at least ∆ and that no
dividends are paid out during the period ∆ before a capital raising time. Thus,
assuming Lpi(t) is a right continuous process, Lpi(t) is constant in the interval(
tpii − ∆, tpii
)
. At the time tpii the bank decides the amount of capital it needs to
raise. If its portfolio has performed particularly well in the previous time period of
length ∆ then it may not raise capital but actually pay out dividends at time tpii .
In all cases it has to pay the capital raising cost K. Since dividend payments are
non-negative the process Lpi(t) is increasing for t 6∈ {tpii : i = 1, 2, ...}.
Let Xpi(t) be the amount of capital the bank has at time t. Then from (1.1),
(1.2), (1.3) the evolution of Xpi(t) is governed by the equation,
(1.4) dXpi(t) = µdt+ σdW (t)− dLpi(t)−KdNpi(t).
As is usual in control theory it is assumed that the policy π depends only on
information up to the present time. Hence one assumes that the process Lpi(t) is
right continuous and measurable with respect to the σ field generated byXpi(s), s <
t.
The main concern of [10] is to determine a policy π which maximizes the expected
payments to the owners of the bank over its life time. They therefore define a value
function V pi(x), x ≥ 0, by
(1.5) V pi(x) = E
[∫ τpi
0
e−ρtdLpi(t)
∣∣∣Xpi(0) = x] ,
where τpi = sup {t > 0 : Xpi(t) > 0} is the life time of the bank. The optimal value
function is then given by
(1.6) V (x) = sup
pi
V pi(x),
where the supremum norm is taken over all allowable strategies. In [10] an expres-
sion for the function V of (1.6) is obtained and a corresponding strategy to realize
it. The function V is characterized by 2 parameters u1,K(∆), u2,K(∆) satisfying
0 ≤ u1,K(∆) < u2,K(∆) < ∞. If the capital the bank holds is less than u1,K(∆)
then a capital raising event is initiated. If the capital exceeds u2,K(∆) then divi-
dends are paid out. If the capital the bank holds lies between u1,K(∆) and u2,K(∆)
then it is fully invested in the risky asset described by (1.1). A notable feature of the
model is that τpi <∞ with probability 1 for an optimal strategy. Thus maximally
efficient operation of the bank gives rise to zero capital in finite time.
The model of Peura and Keppo generalizes an earlier model of Milne and Robert-
son [8] which allows dividend payments but not raising of capital (see also [5, 6]).
The Milne-Robertson model can be recaptured from that of Peura and Keppo by
simply taking the cost K of raising capital to be sufficient large. In that case
u1,K(∆) = 0 and u2,K(∆) = u0, where u0 is the Milne-Robertson threshold for the
payment of dividends. The value function V of (1.6) now satisfies the equation
(1.7) (A− ρ)V (x) = 0, 0 < x < u0, V (0) = 0, V ′(u0) = 1,
where A is the infinitesimal generator for the process (1.1),
(1.8) A =
1
2
σ2
d2
dx2
+ µ
d
dx
,
and u0 > 0 is chosen so that the function V , when continued by a linear function for
x > u0, is C
2. The complete value function is then this linearly extended function
which satisfies (1.7) for 0 ≤ x ≤ u0.
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When K and ∆ are small enough then u1,K(∆) > 0 and it is determined from
the solution of a free boundary problem which is a zero latent heat limit for the
Stefan problem (see [4] for a Stefan problem occuring in finance). The approach
in [10] to obtaining the solution to (1.6) is to study the Bellman inequalities [2, 3]
corresponding to the optimal control problem. These are given as follows:
(a) V (0) = 0,
(b) V (x) ≥MV (x),
(c) (A− ρ)V (x) ≤ 0,
(1.9)
(d) V ′(x) ≥ 1,
(e) [V (x)−MV (x)][(A − ρ)V (x)][V ′(x) − 1] = 0,
where the operator M in (b) is defined by
(1.10) Mf(x) = E
[
e−ρ∆ sup
s
[
f
(
X(∆) + s
)
− s−K
]
Iτ>∆|X(0) = x
]
, x > 0.
Here X(t) is the diffusion (1.1) and τ is the first hitting time at 0. Our main
theorem is that the Peura-Keppo solution to (1.6) is the unique solution to the
system of inequalities (1.9).
Theorem 1.1. For all K,∆ > 0 there is a unique C1 solution V (x) to the system
of inequalities (1.9). Further, for ε > 0 there is a control policy π = πε such that if
Vε is defined by (1.5) then limε→0 Vε(x) = V (x), x ≥ 0.
In §2 we construct the solution to (1.9). The main mathematical fact needed is
that a solution u(x, t), t > 0, of the diffusion equation such that the initial data
u(x, 0) has just one change of sign, has at most one sign change for all t > 0. This
property of the diffusion equation has been used previously [1, 7], and a proof based
on probability given. In the appendix we give a proof using the maximum principle
[9]. In §3 we give the proof of uniqueness and construct the policies πε. Here we
need also to use the fact that solutions to u(x, t) = 0 are non degenerate.
The final section of the paper is concerned with studying the thresholds u1,K(∆)
and u2,K(∆), in particular their asymptotic behavior as ∆→ 0. We also show that
if u1,K(∆) > 0 the optimal function V (x), which is C
∞ for x 6= u1,K(∆), u2,K(∆)
and C2 at x = u2,K(∆), is not C
2 at u1,K(∆).
2. Solution to System of Bellman Equations
In this section we construct a solution to the system of inequalities (1.9). To
do this we first consider solutions V (x) to the equation
(2.1) (A− ρ)V (x) = 0, x ∈ R.
For any u0 > 0, there is a unique solution V0 to (2.1) with the initial conditions,
(2.2) V0(u0) = µ/ρ, V
′
0(u0) = 1.
Evidently (2.1), (2.2) imply that V ′′0 (u0) = 0. Since solutions to (2.1) have just one
point of inflection it follows that the function V0 is concave for x < u0 and convex
for x > u0. Evidently by translation there is a unique u0 such that V0(0) = 0. This
unique u0 is given in [10] by the formula,
(2.3) u0 =
1
r1 + r2
ℓn
[
ρ+ µr2
ρ− µr1
]
,
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where r1, r2 are the characteristic roots for equation (2.1),
r1 =
−µ+
√
µ2 + 2σ2ρ
σ2
, r2 =
µ+
√
µ2 + 2σ2ρ
σ2
.
Note that since V0 is concave for x < u0 and V
′
0(u0) = 1 it follows that u0 of (2.3)
satisfies the inequality,
(2.4) 0 < u0 < µ/ρ.
Next for the diffusion process with generator A, started at x > 0, let τx be the first
hitting time at 0. We define for x > 0, t > 0, the function p(x, t) by
(2.5) p(x, t) = P (τx < t).
Then p(x, t) is a solution to the equation,
(2.6)
∂p
∂t
= Ap, x > 0, t > 0,
with boundary and initial conditions,
(2.7) p(0, t) = 1, t > 0; p(x, 0) = 0, x > 0.
It is also evident from the representation (2.5) that p(x, t) satisfies the inequalities,
(2.8)
∂p
∂t
≥ 0, ∂p
∂x
≤ 0, x > 0, t > 0.
It follows from (2.6), (2.8) that for any fixed t > 0 the function p(x, t) is a convex
function of x, x > 0.
Let h(x, t), x > 0, t > 0, be a solution of the equation,
∂h
∂t
= Ah, x > 0, t > 0,
with boundary and initial conditions
h(0, t) = 0, t > 0; h(x, 0) = x, x > 0.
It is easy to see that h and p are related by the formula,
(2.9) h(x, t) = x+ µt− µ
∫ t
0
p(x, s)ds.
Lemma 2.1. For fixed t > 0 the function h(x, t) is a concave function of x, x > 0.
It also satisfies the inequalities,
(2.10) µ/ρ− u0 + h(x, t) ≤ eρt[x− u0 + µ/ρ], x ≥ u0,
(2.11) h(x, t) ≤ eρtV0(x), x ≥ 0.
Proof. The concavity of h follows from (2.9) and the convexity of p. The inequality
(2.10) follows from (2.9). The inequality (2.11) follows from the maximum principle
for the diffusion equation since V0(x) ≥ x, x > 0. 
Proposition 2.1. Suppose u0 is given by (2.3) and the cost K of capital issuance
satisfies K ≥ µ/ρ− u0. Define V (x) by
(2.12) V (x) = V0(x), 0 ≤ x ≤ u0; V (x) = x− u0 + µ/ρ, x > u0.
Then V (x) is a C2 function and satisfies the system of inequalities (1.9).
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Proof. It is easy to see that the function V (x) of (2.12) satisfies (1.9) (a), (c),
(d), (e). To prove (b) we note that the function MV (x) of (1.10) is given by the
expression,
(2.13) MV (x) = e−ρ∆
{[
µ
ρ
− u0 −K
]
{1− p(x,∆)}+ h(x,∆)
}
.
Now (b) follows from Lemma 2.1 on noting (2.4). 
From (2.11) we have that
∂h
∂x
(0, t) ≤ eρtV ′0(0), t > 0.
Observe also that by the Hopf maximum principle [9] one has ∂p/∂x(0, t) < 0,
t > 0. Hence one may define a smooth function β(t), t > 0, by the formula,
(2.14) β(t) =
[
∂h
∂x
(0, t)− eρtV ′0(0)
]/∂p
∂x
(0, t).
Lemma 2.2. The function β(t) of (2.14) is strictly monotonic increasing and sat-
isfies
lim
t→0
β(t) = 0, lim
t→∞
β(t) =∞.
Proof. Observe by the Hopf maximum principle that β(t) > 0, t > 0. To prove
monotonicity let T > 0 and consider the function u(x, t) defined by
u(x, t) = β(T ){1− p(x, t)} + h(x, t)− eρtV0(x).
Then u(x, t) is a solution of the diffusion equation (2.6) with initial and boundary
conditions,
u(x, 0) = β(T ) + x− V0(x), u(0, t) = 0.
Evidently u(x, 0) is a monotonically decreasing function satisfying,
lim
x→0
u(x, 0) = β(T ), lim
x→∞
u(x, 0) = −∞.
In particular u(x, 0) has exactly one sign change. It follows therefore by Theorem
A1 of the appendix that u(x, t) has at most one sign change for any fixed t > 0.
Consider now the function u(x, T ). Suppose first that u(x, T ) ≤ 0, x ≥ 0.
Then by the Hopf maximum principle u(x, t) < 0, x > 0, for any t > T and
∂u/∂x(0, t) < 0. Thus β(t) > β(T ). Alternatively there is an interval (0, α)
for which u(x, T ) > 0, x ∈ (0, α). By the Hopf principle one must have then
∂u/∂x(0, T ) > 0 which contradicts the definition of β(T ). We have show that β(t)
is strictly monotonic increasing.
To find the limit of β(t) as t → 0 we compute the limits of the numerator and
denominator of (2.14). For the numerator we clearly have that
(2.15) lim
t→0
[
∂h
∂x
(0, t)− eρtV ′0(0)
]
= 1− V ′0(0) < 0.
To find the limit of the denominator we use the Green’s functions G(x, y, t) for the
equation (2.6). Thus by the reflection principle we have that
G(x, y, t) =
1√
2πσ2 t
{
exp
[
− (x− y + µt)
2
2σ2t
]
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− exp
[
−2µx
σ2
− (x+ y − µt)
2
2σ2t
] }
, x, y > 0,
is the Dirichlet Green’s function. Hence p(x, t) is given by the formula,
(2.16) p(x, t) = 1−
∫ ∞
0
G(x, y, t)dy.
It is easy to see from this that
(2.17) lim
t→0
√
2πσ2t
∂p
∂x
(0, t) = −2 ,
whence (2.15),(2.17) imply lim
t→0
β(t) = 0. One can easily see similarly that lim
t→∞
β(t) =
∞. 
We may use the function β(t) of (2.14) to improve Proposition 2.1.
Proposition 2.2. Let ∆ > 0 and β(∆) > 0 satisfy the inequality K ≥ µ/ρ− u0 −
β(∆). Then the function V (x) of (2.12) satisfies the system of inequalities (1.9).
Proof. From Lemma 2.2 the functionMV (x) of (2.13) satisfies the inequalityMV (x) ≤
V0(x), x ≥ 0. To show that (b) of (1.9) holds we then need to prove
MV (x) ≤ x− u0 + µ/ρ, x > u0.
This follows from Lemma 2.1 since K ≥ 0. 
Next we consider situations for whichK does not satisfy the conditions of Propo-
sition 2.2. To help us understand this we define a function u2(β, t), β ≥ 0, t > 0 as
follows:
u2(β, t) = u0 if β ≤ β(t).
If β > β(t) then u2(β, t) is the supremum of all z ∈ R such that
β{1− p(x, t)} + h(x, t) ≤ eρt V0(x − z + u0), x ≥ 0.
It is evident that u2(β, t) is a monotonic decreasing function of β.
Lemma 2.3. The function g(β) = β + u2(β, t), β > 0, is strictly monotone in-
creasing.
Proof. Suppose β > β(t). Since V ′0(w) ≥ 1, w ∈ R, we have that for any δ > 0,
eρt V0(x− u2(β, t) + δ + u0) ≥ δeρt + β{1− p(x, t)} + h(x, t), x ≥ 0.
Hence,
u2(β + δe
ρt, t) ≥ u2(β, t)− δ,
whence g(β) is strictly monotonic. 
Lemma 2.4. For any β > β(t) there exists a unique point u1(β, t) > 0 such that
β{1− p(x, t)}+ h(x, t) < eρt V0(x− u2(β, t) + u0), x ≥ 0, x 6= u1(β, t),
β{1− p(x, t)}+ h(x, t) = eρt V0(x− u2(β, t) + u0), x = u1(β, t).
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Proof. Suppose for a given T > 0 we have β > β(T ) and define u(x, t), t > 0, x > 0,
by
u(x, t) = β{1− p(x, t)}+ h(x, t) − eρt V0(x− u2(β, T ) + u0).
Then u(x, t) is a solution of the diffusion equation (2.6) with initial and boundary
conditions,
u(x, 0) = β + x− V0(x− u2(β, T ) + u0), u(0, t) = −eρt V0(u0 − u2(β, T )).
Evidently u(x, 0) is a monotonic decreasing function and lim
x→∞
u(x, 0) = −∞. Hence
we must have
β > V0(u0 − u2(β, T )),
since otherwise u(x, T ) < 0, x ≥ 0, which would contradict the definition of
u2(β, T ).
We show that for small t the set {x > 0 : u(x, t) > 0} is an open interval(
a(t), b(t)
)
with 0 < a(t) < b(t) <∞. To see this first note from (2.9), (2.17) that
since p(x, t) is a convex decreasing function there is the inequality,
(2.18) 1 ≤ ∂h
∂x
≤ 1 + 4µ
√
t /
√
2πσ2, x > 0.
We can also see from (2.16) that for any δ, 0 < δ < 1, there exist positive
constants C(δ), K(δ) such that for 0 < t < 1,
p(x, t) < δ, x > C(δ)
√
t,(2.19)
∂p
∂x
(x, t) < −K(δ)√
t
, 0 < x < C(δ)
√
t.
Choose now δ > 0 such that
β(1− 3δ) > V0(u0 − u2(β, T )).
Then from (2.18), (2.19) there exists ε > 0 such that for 0 < t < ε the function
u(x, t) is increasing for 0 < x < C(δ)
√
t and u
(
C(δ)
√
t, t
)
> βδ.
Next we find a region where u(x, t) is decreasing. To see this observe that we
may choose ε > 0 sufficiently small so that for 0 < t < ε, there is the inequality,
∂p
∂x
(x, t) > − exp
[
−1/t1/6
]
, x > t1/3.
It follows then from (2.9) that u(x, t) is decreasing for x > t1/3 provided 0 < t < ε.
One also has that
inf
{
u(x, t)− u(C(δ)
√
t, t) : C(δ)
√
t < x < t1/3
}
≥ −C1 t1/3,
for some constant C1 which depends on δ. If we choose now ε small enough so
that C1ε
1/3 < βδ then it follows that {x : u(x, t) > 0} consists of an open interval
provided 0 < t < ε.
We now invoke Theorem A2 of the appendix. By the definition of u2(β, T ) one
has u(x, T ) ≤ 0, x ≥ 0, and there is a unique x = u1(β, T ) for which u(x, T ) =
0. 
Proposition 2.3. Let ∆ > 0 and β(∆) > 0 satisfy the inequality, K < µ/ρ− u0−
β(∆). Then there is a unique solution β > β(∆) to the equation,
(2.20) β + u2(β,∆) = µ/ρ−K.
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For this value of β put u2 = u2(β,∆) and u1 = u1(β,∆). Define the function
V (x), x ≥ 0, by
V (x) = x− u2 + µ/ρ, x > u2 ,(2.21)
V (x) = V0(x+ u0 − u2), u1 < x ≤ u2 ,
V (x) = e−ρ∆ {β[1 − p(x,∆)] + h(x,∆)} , 0 ≤ x ≤ u1.
Then the function V (x) satisfies the system of inequalities, (1.9).
Proof. Since β(∆) + u2
(
β(∆),∆) = β(∆) + u0 < µ/ρ−K it follows from Lemma
2.3 that there is a unique β > β(∆) satisfying (2.20). We can also see that since
K ≥ 0 there is the inequality u1 < u2. In fact one has
(2.22) β[1− p(x,∆)] + h(x,∆) < eρ∆V0(x + u0 − u2), x ≥ u2.
This follows from (2.9) since the LHS of (2.22) is strictly less than
µ/ρ−K − u2 + x+ µ∆ < eρ∆[µ/ρ+ x− u2] ≤ eρ∆V0(x+ u0 − u2), x ≥ u2,
provided K ≥ 0.
It is clear now that the function V of (2.21) is a C1 function and C2 except
possibly at the point x = u1. It is also concave with slope 1 for x ≥ u2. Hence (a),
(d) of (1.9) hold. Next we prove (b). In view of the concavity of V we have that
the function MV of (1.10) is given by the expression
(2.23) MV (x) = e−ρ∆
{[
µ
ρ
− u2 −K
]{
1− p(x,∆)
}
+ h(x,∆)
}
.
Thus V (x) = MV (x), 0 ≤ x ≤ u1, and by the definition of u1 one has MV (x) ≤
V (x), u1 ≤ x ≤ u2. For x ≥ u2 we also have MV (x) ≤ V (x) by the same argument
used to show (2.22). We have proved (b) and also (e).
We are left to prove (c). It is easy to see that (A − ρ)V (x) ≤ 0, x > u1. We
consider then the case 0 < x < u1. To see this we observe that the function
u1(β
′,∆), β′ > β(∆), is continuous and satisfies lim
β′→β(∆)
u1(β
′,∆) = 0. Hence if
0 < x < u1, there exists β
′, 0 < β′ < β such that x = u1(β′,∆). Let w(z) be the
function,
w(z) = β′{1− p(z,∆)}+ h(z,∆), z > 0.
By Lemma 2.4 it follows that (A− ρ)w(z) ≤ 0 at z = u1(β′,∆) = x. Since
eρ∆ MV (z) = (β − β′){1− p(z,∆)}+ w(z),
and Ap(z,∆) = ∂p/∂t(z,∆) ≥ 0 one has therefore that (A− ρ)V (x) ≤ 0. 
3. Uniqueness of the Solution
Here we show that the solution to the systems of inequalities (1.9) is unique
provided we make some smoothness assumptions on the function V (x). Our first
goal is to show that a limiting set of strategies realizes the function V (x) constructed
in propositions 2.1-2.3. In the following we shall use the convention that if F (t), t >
0, is a right continuous function of time then at time τ , F (τ+) denotes the limit of
F (t) as t converges to τ from above.
We first consider the situation in propositions 2.1-2.2. Let ε satisfy 0 < ε < u0.
We define a strategy πε for the control process (1.4). Suppose the process begins at
x with 0 < x < u0. For those paths which exit the interval [0, u0] through u0 let τ1
be the exit time. We set L(t) = 0, t ≤ τ1, and L(τ+1 ) = ε. Thus X(τ+1 ) = u0 − ε.
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If the process begins at x with x ≥ u0 we set τ1 = 0, L(τ+1 ) = ε+ x − u0, whence
again X(τ+1 ) = u0−ε. Next we define τ2 > τ1 as the first time the diffusion process
with X(τ+1 ) = u0 − ε hits u0 for paths which exit the interval [0, u0] through u0.
We put L(t)− L(τ+1 ) = 0, τ1 < t < τ2, L(τ+2 )− L(τ+1 ) = ε. Thus X(τ+2 ) = u0 − ε.
We proceed in this manner defining a sequence of stopping times τ1, τ2, . . . until
the diffusion exits [0, u0] through 0.
Lemma 3.1. Let Vε be the return function (1.5) for the strategy π = πε. Then
lim
ε→0
Vε(x) = V (x) where V (x) is given by (2.12)
Proof. Evidently we have that
(3.1) Vε(x) = x− u0 + ε+ Vε(u0 − ε), x ≥ u0.
For the diffusion process started at x, 0 < x < u0, let τx be the first exit time from
the interval [0, u0]. Then we also have that
Vε(x) = Vε(u0)E [exp(−ρτx);X(τx) = u0](3.2)
= Vε(u0)w(x), 0 < x < u0 ,
where the function w(x) satisfies
(A− ρ)w(x) = 0, 0 < x < u0, w(0) = 0, w(u0) = 1.
It follows that w(x) = ρ V0(x)/µ. Letting x = u0 − ε in (3.2)and using (3.1) we
conclude that Vε(u0) is given by the formula,
Vε(u0) = ε
/
[1− w(u0 − ε)].
Hence Vε(x), 0 < x < u0, is given by the formula,
Vε(x) =
[
V0(u0)− V0(u0 − ε)
ε
]−1
V0(x), 0 < x < u0.
Since V ′0 (u0) = 1 the result follows. 
Next we consider the situation in Proposition 2.3. We define a strategy πε for
the control process (1.4) whose limiting return function as ε→ 0 yields the function
(2.21). If the process begins at x with x ≥ u2 we set τ1 = 0, L(τ+1 ) = ε + x − u2,
whenceX(τ+1 ) = u2−ε. We require that 0 < ε < u2−u1, whence u1 < X(τ+1 ) < u2.
If the process begins at x with u1 < x < u2 we set τ1 to be the first exit time
of the diffusion process from the interval [u1, u2]. If X(τ1) = u2 then we put
L(t) = 0, t ≤ τ1, and L(τ+1 ) = ε, whenceX(τ+1 ) = u2−ε. Suppose nowX(τ1) = u1.
We restrict ourselves to all paths of the diffusion process X(t), τ1 ≤ t ≤ τ1 + ∆,
which satisfy X(t) > 0. For these paths we set L(t) = 0, t ≤ τ1 +∆,
(3.3) L((τ1 +∆)
+) = X(τ1 +∆)− u2 −K.
Note that if ∆ is small the expression in (3.3) is negative. We finally put X((τ1 +
∆)+) = u2. For 0 < x ≤ u1 we restrict ourselves to all paths of the diffusion process
X(t), t ≤ ∆, which satisfy X(t) > 0. For these paths we set L(t) = 0, t ≤ ∆,
(3.4) L(∆+) = X(∆)− u2 −K.
Finally we put X(∆+) = u2. The process L(t), t > τ1, is defined similarly.
Lemma 3.2. Let Vε be the return function (1.5) for the strategy π = πε. Then
lim
ε→0
Vε(x) = V (x) where V (x) is given by (2.21).
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Proof. Arguing as in Lemma 3.1 we have that
(3.5) Vε(x) = x− u2 + ε+ Vε(u2 − ε), x ≥ u2.
(3.6) Vε(x) = Vε(u2)w2(x) + Vε(u1)w1(x), u1 < x < u2,
where
w2(x) = E [exp(−ρτx); X(τx) = u2] ,
w1(x) = E [exp(−ρτx); X(τx) = u1] ,
and τx is the exit time from the interval [u1, u2] for the diffusion process started at
x. For 0 < x ≤ u1 we have in addition the identity,
(3.7) Vε(x) = e
−ρ∆E [X(∆)− u2 −K ; τx > ∆] + e−ρ∆Vε(u2)P (τx > ∆),
where τx is the first time the diffusion started at x hits 0. From (2.21) we can
rewrite (3.7) as
(3.8) Vε(x) = V (x) + e
−ρ∆{Vε(u2)− V (u2)}[1− p(x,∆)].
It is clear that for u1 < x < u2 the function V (x) may be written as
V (x) = V (u2)w2(x) + V (u1)w1(x), u1 < x < u2.
Hence if we put gε(x) = Vε(x)− V (x) we have from (3.6) that
(3.9) gε(x) = gε(u2)w2(x) + gε(u1)w1(x), u1 < x < u2.
Setting x = u1 in (3.8) we also have that
(3.10) gε(u1) = e
−ρ∆gε(u2)[1− p(u1,∆)].
Putting x = u2 in (3.5) yields the identity,
(3.11) gε(u2 − ε) = gε(u2) + [V (u2)− V (u2 − ε)− ε].
If we set x = u2 − ε in (3.9) and use (3.10), (3.11) we obtain a formula for gε(u2),
(3.12)
gε(u2) = −[V (u2)−V (u2−ε)−ε]
/{
1− w2(u2 − ε)− e−ρ∆[1− p(u1,∆)]w1(u2 − ε)
}
.
Since V is concave at u2 the numerator of (3.12) is negative. The denominator is
positive since w1(x) + w2(x) < 1, u1 < x < u2. Hence gε(u2) < 0. It follows now
from (3.5), (3.8), (3.9) that Vε(x) < V (x), x > 0. Since the numerator of (3.12)
is O(ε2) and the denominator is from Hopf’s maximum principle bounded below
by a positive constant times ε, it follows that lim
ε→0
gε(u2) = 0. Hence lim
ε→0
Vε(x) =
V (x), x ≥ 0. 
We have shown that certain limiting strategies yield the return functions given
in propositions 2.1 -2.3. Next let V (x) be a C1 solution of the system of inequalities
(1.9). Since V ′(x) ≥ 1, x > 0, the limit,
(3.13) β +K = lim
x→∞
[V (x)− x] exists.
This limit must be finite. Otherwise the function MV (x) cannot be finite. Hence
from (1.10) we have
(3.14) MV (x) = e−ρ∆
{
β[1− p(x,∆)] + h(x,∆)}.
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Lemma 3.3. There exists u2, ε with 0 < ε < u2 such that V (x) = β +K + x for
x ≥ u2, and for u2 − ε < x ≤ u2, V (x) is the solution to the initial value problem,
(3.15) (A− ρ)V (x) = 0, V (u2) = µ/ρ, V ′(u2) = 1.
Further, β and u2 are related by the identity,
(3.16) β = µ/ρ−K − u2.
Proof. Suppose u2 > 0 is a point which has the property that for some δ > 0 one
has V ′(x) = 1 for u2 ≤ x < u2 + δ, and (A − ρ)V (x) = 0 for u2 − δ < x < u2.
Since (A − ρ)V (x) ≤ 0 for u2 ≤ x < u2 + δ it follows that V (u2) ≥ µ/ρ. Using
the fact that V is C1 at u2 and (A − ρ)V (x) = 0, x < u2, we can conclude now
that lim
x→u2−
V ′′(x) ≥ 0. If lim
x→u2−
V ′′(x) > 0 then V ′(x) < 1 for x < u2 with
u2− x sufficiently small, in contradiction to (1.9). Hence lim
x→u2−
V ′′(x) = 0, whence
V (u2) = µ/ρ since V
′(u2) = 1. Thus for u2 − δ < x < u2 the function V is the
solution to (3.15).
From (2.9), (3.13), (3.14) we see that there exists u3 > 0 such that MV (x) <
V (x) for x ≥ u3. Hence for each x > u3 the function V must satisfy (A−ρ)V (x) = 0
or V ′(x) = 1. Observe now that (3.13) implies that {x : (A− ρ)V (x) = 0} does not
include a neighborhood of ∞. Hence by the argument of the previous paragraph
{x : V ′(x) = 1} does include a neighborhood of ∞. We define u2 by
u2 = inf{z : V ′(x) = 1, x ≥ z}.
We show that MV (u2) < V (u2). To see this first note that from (3.13) one has
V (x) = β + K + x, x > u2, and we also have that V (u2) ≥ µ/ρ. Now V ′(x) ≥
1, 0 < x < u2, and V (0) = 0. Hence β +K ≥ 0. If β ≤ 0 then (2.9), (3.14) yield
the inequality,
MV (u2) < e
−ρ∆(u2 + µ∆).
On the other hand we have
eρ∆V (u2) ≥
[
eρ∆ − 1]µ/ρ+ β +K + u2 ≥ µ∆+ u2 ,
whence MV (u2) < V (u2). If on the other hand β ≥ 0, then
MV (u2) < e
−ρ∆[β + u2 + µ∆],
eρ∆V (u2) ≥ µ∆+ β +K + u2.
Hence again we have MV (u2) < V (u2).
The result of the lemma now easily follows since by the previous paragraph there
exists ε > 0 such that (A−ρ)V (x) = 0 for u2−ε < x < u2. From the first paragraph
it follows that V is the solution to (3.15). The identity (3.16) follows from the fact
that V (u2) = µ/ρ. 
Next we define u1 < u2 by
u1 = inf{z > 0 : (A− ρ)V (x) = 0, z < x < u2}.
Lemma 3.4. If u1 > 0 then u2 < u0, β > 0 and V (x) = MV (x) for 0 < x < u1.
Proof. We proceed as in Lemma 2.4 by considering the function u(x, t) given by
u(x, t) = β{1− p(x, t)}+ h(x, t) − eρtV0(x− u2 + u0).
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Then u(x, t) is a solution of the diffusion equation (2.6) with initial and boundary
conditions,
u(x, 0) = β + x− V0(x− u2 + u0), u(0, t) = −eρtV0(u0 − u2).
Let us suppose first that u2 ≥ u0. In that case u(0, t) ≥ 0 and u(x, 0) is a monotonic
decreasing function with lim
x→∞
u(x, 0) = −∞. It is easy to see from this that for
small t the function u(x, t) has at most one sign change. Hence by Theorem A1, u1
is the unique solution to the equation u(x,∆) = 0. From Theorem A3 it follows that
∂u/∂x(x,∆) < 0 at x = u1, but this contradicts the C
1 property of the function
V (x) at x = u1. We conclude that u2 < u0.
Assuming u2 < u0, then u(0, t) < 0. Hence β > V0(u0 − u2) > 0 since otherwise
u(x, t) < 0, x ≥ 0, t > 0. By Theorem A2 the set {x > 0 : u(x,∆) ≥ 0} is a closed
interval with u1 as one of its end points. Evidently u1 must be the right most end
point. If the interior of the interval is non empty then ∂u/∂x(x,∆) < 0 at x = u1
by Theorem A3 of the appendix. Since this again contradicts the C1 property of
V at u1 we conclude that {x > 0 : u(x,∆) ≥ 0} = {u1}. It is clear now that in the
notation of §2 we have β > β(∆), u2 = u2(β,∆) and u1 = u1(β,∆).
Finally we need to show that V (x) =MV (x), 0 < x < u1. Let u3 = inf{z : 0 <
z < u1, V (x) = MV (x) for z < x < u1}. Evidently 0 ≤ u3 < u1. Suppose now
u3 > 0. Since V (x) is concave for x > u3 it follows that V
′(u3) > 1, V (u3) < µ/ρ.
Let u4 = inf{z : 0 < z < u3, (A − ρ)V (x) = 0 for z < x < u3}. It is easy to see
that V (x) is concave for u4 < x < u2. Let w(x) = V (x) −MV (x), u4 < x < u3.
Then we must have that w(u4) = w(u3) = 0 and w(x) ≥ 0, u4 < x < u3. By
the argument of Proposition 2.3 we also have that (A − ρ)w(x) ≥ 0, u4 < x < u3.
Hence by the maximum principle it follows that w(x) = 0, u4 < x < u3. Since this
contradicts the definition of u3 we conclude that u3 = 0. 
Proposition 3.1. Let V (x), x ≥ 0 be a C1 solution to the set of inequalities (1.9).
Then V is the unique solution given by Propositions 2.1-2.3.
Proof. This follows from Lemmas 3.3, 3.4. 
We give an alternative proof of Proposition 3.1 which avoids the use of Theorem
A3. Instead, we shall use the technique of “verification theorem”, [2, 3]
Lemma 3.5. With u1, u2 as defined in Lemma 3.4 there is the inequality u2 ≥
u2(β,∆), where β is the solution to (2.20).
Proof. Let πε be the strategy defined just before Lemma 3.2, where u1, u2 are as
in Lemma 3.4. If Vε is the return function (1.5) ) corresponding to πε, then by the
argument of Lemma 3.2 we see that lim
ε→0
Vε(x) = V (x) for x ≥ u1, where V (x) is
the function discussed in Lemma 3.3 and Lemma 3.4.
Next let Vopt(x) be the solution to the control problem constructed in proposi-
tions 2.1-2.3. We shall show that
(3.17) Vopt(x) ≥ Vε(x), x ≥ u1.
To see this first let X(t), t > 0, be the diffusion process with generator A. Assume
X(0) > 0 and τ is the first hitting time at 0. Since Vopt(x) is C
1 for x ≥ 0 and C2
for all x ≥ 0 except possibly x = u1(β,∆) with β satisfying (2.20), it follows that
(3.18) e−ρtVopt (X(t ∧ τ)) −
∫ t∧τ
0
e−ρt(A− ρ)Vopt (X(s)) ds
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is a martingale.
Now let X(0) = u2 − ε and τ1 be the first exit time from the interval [u1, u2].
Evidently τ1 < τ . Since (A− ρ)Vopt(x) ≤ 0, x ≥ 0 it follows from (3.18) that
(3.19) Vopt(u2 − ε) ≥ E
[
e−ρτ1Vopt (X(τ1))
]
.
Since V ′opt(x) ≥ 1, x ≥ 0, it follows that
(3.20) E
[
e−ρτ1Vopt (X(τ1)) ;X(τ1) = u2
] ≥
E
[
e−ρτ1Vopt(u2 − ε);X(τ1) = u2
]
+ E
[
e−ρτ1ε;X(τ1) = u2
]
.
On using the fact that MVopt(x) ≤ Vopt(x), x ≥ 0, we also have that
E
[
e−ρτ1Vopt (X(τ1)) ;X(τ1) = u1
]
≥ E
[
e−ρ(τ1+∆)Vopt(u2);X(τ1) = u1, τ1 +∆ < τ
]
+ E
[
e−ρ(τ1+∆) [X(τ1 +∆)− u2 −K] ;X(τ1) = u1, τ1 +∆ < τ
]
.
Hence there is the inequality,
E
[
e−ρτ1Vopt (X(τ1)) ;X(τ1) = u1
]
(3.21)
≥ E
[
e−ρ(τ1+∆)Vopt(u2 − ε);X(τ1) = u1, τ1 +∆ < τ
]
+ E
[
e−ρ(τ1+∆)ε;X(τ1) = u1, τ1 +∆ < τ
]
+ E
[
e−ρ(τ1+∆) [X(τ1 +∆)− u2 −K] ;X(τ1) = u1, τ1 +∆ < τ
]
.
If we define now τ∗1 as τ
∗
1 = τ1 if X(τ1) = u2, τ
∗
1 = τ1 + ∆ if X(τ1) = u1 we have
from (3.19), (3.20), (3.21), the inequality,
(3.22) Vopt(u2 − ε) ≥ E
[
e−ρτ
∗
1 Vopt(u2 − ε); τ∗1 < τ
]
+E
[∫ τ∗
1
0
e−ρtdL(t); τ∗1 < τ
]
,
where L(t) is the return function associated with the strategy πε. Evidently if we
iterate the inequality (3.22) we obtain (3.17) for x = u2 − ε. The inequality for all
x ≥ u1 follows in a similar way.
If we let ε→ 0 in (3.17) we obtain the inequality Vopt(x) ≥ V (x), x ≥ u1, which
implies the result. 
Lemma 3.6. With u1, u2 as defined in Lemma 3.4 there is the inequality u2 ≤
u2(β,∆), where β is the solution to (2.20).
Proof. Let πopt,ε be the strategy of Lemma 3.2 and Vopt,ε the corresponding return
function. Then by Lemma 3.2 we have that lim
ε→0
Vopt,ε(x) = Vopt(x) where Vopt is
the function given by (2.21). We shall show that for V , the function discussed in
Lemma 3.3 and Lemma 3.4, there is the inequality,
(3.23) V (x) ≥ Vopt,ε(x), x ≥ u1(β,∆),
where β is the solution to (2.20). In fact the proof of (3.23) is identical to the proof
of (3.17) since V satisfies the variational inequalities (1.9). The result follows by
letting ε→ 0. 
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Proof of Proposition 3.1. We have shown in Lemma 3.5 and Lemma 3.6 that u2 =
u2(β,∆) with β satisfying (2.20). Since MV is given by (3.14) and MV (u1) =
V (u1) we must have u1 = u1(β,∆). The fact that V (x) = MV (x) for 0 < x < u1
follows by the argument at the end of Lemma 3.4. 
4. Properties of the Thresholds u1, u2.
In this section we shall study the properties of u1, u2 as defined in Proposition
2.3. Evidently u1, u2 are functions of K ≥ 0 and ∆ > 0. If K ≥ µ/ρ − u0
then u2 = u0, u1 = 0. We shall therefore be interested in the situation where
0 ≤ K < µ/ρ− u0.
Lemma 4.1. Suppose 0 ≤ K < µ/ρ − u0 and for ∆ > 0 let u1,K(∆), u2,K(∆) be
the values of u1, u2 determined by K,∆. Then u1,K , u2,K are continuous functions
satisfying:
(4.1) lim
∆→0
u1,K(∆) = 0, lim
∆→0
u2,K(∆) = u0 − uˆK ,
where z = uˆK is the unique solution to the equation,
(4.2) V0(z) = z + µ/ρ−K − u0.
u1,K(∆) = 0, u2,K(∆) = u0, provided ∆ ≥ ∆0 where ∆ = ∆0 is the unique solution
to the equation
β(∆) = µ/ρ−K − u0.
Proof. It is easy to see that u1,K(∆) and u2,K(∆), ∆ > 0, are continuous functions.
Evidently Proposition 2.2 implies that u1,K(∆) = 0, u2,K(∆) = u0 if ∆ ≥ ∆0. We
consider the case ∆ → 0. Then the function u2(β,∆) defined just before Lemma
2.3 satisfies
lim
∆→0
u2(β,∆) = u0 − zβ ,
where zβ is the unique solution to the equation V0(zβ) = β. From Proposition 2.3
it follows therefore that uˆK = zβ where β satisfies β + u0 − zβ = µ/ρ −K. This
equation is evidently the same as (4.2). Note that 0 < uˆK ≤ u0 since V0(0) =
0, V0(u0) = µ/ρ and V
′
0 (z) > 1, z > 0. 
Next we obtain the first order behavior of β(∆), u1,K(∆), u2,K(∆) as ∆ → 0.
The first order behavior of β(∆) can easily be obtained from (2.14), (2.17), (2.18).
Thus we have
lim
∆→0
β(∆)/
√
∆ = [V ′0 (0)− 1]
√
πσ2/2 > 0.
To obtain the first order behavior of u1,K(∆), u2,k(∆) as ∆ → 0 we consider the
behavior of the functions u1(β,∆), u2(β,∆) as ∆→ 0 where β > 0.
Lemma 4.2. Let u1(β,∆), u2(β,∆) be the functions defined in Lemmas 2.3, 2.4.
Then if β > 0 there are the limits ,
lim
∆→0
u1(β,∆)/σ
√
∆|ℓn ∆|1/2 = 1,
lim
∆→0
{u2(β,∆) − [u0 − uˆβ]}
/
σ
√
∆|ℓn ∆|1/2 = 1− 1/V ′0(uˆβ),
where uˆβ is the unique solution z = uˆβ to the equation V0(z) = β.
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Proof. Just as in the proof of Lemma 4.1 we see that u1(β,∆), u2(β,∆)satisfy
(4.3) lim
∆→0
u1(β,∆) = 0, lim
∆→0
u2(β,∆) = u0 − uˆβ .
For ∆ > 0 it follows from Lemma 2.4 that u1 = u1(β,∆) and u2 = u2(β,∆) are
the unique positive solutions to the system of equations,
(4.4) β{1− p(u1,∆)}+ h(u1,∆) = eρ∆ V0(u1 − u2 + u0),
(4.5) −β ∂p
∂x
(u1,∆) +
∂h
∂x
(u1,∆) = e
ρ∆ V ′0(u1 − u2 + u0).
We shall look for solutions to (4.4), (4.5) which satisfy (4.3). To do this we first
note from (2.16) that ∂p/∂x is given by the formula,
(4.6) − ∂p
∂x
(x, t) =
2√
2πσ2t
{
exp
[
− (x+ µt)
2
2σ2t
]
+
µ
σ2
exp
[
−2µx
σ2
] ∫ ∞
0
exp
[
− (x+ y − µt)
2
2σ2t
]
dy
}
.
Let g(z), z > 0, be the function,
(4.7)
g(z) =
√
2πσ2∆
{
−β ∂p
∂x
(
z
√
∆, ∆
)
+
∂h
∂x
(
z
√
∆, ∆
)
− eρ∆ V ′0
(
z
√
∆− u2 + u0
)}
.
where u2 is a fixed parameter restricted to lie in the region,
(4.8) uˆβ/2 < u0 − u2 < (u0 + uˆβ)/2.
Observe now that in view of (4.8) there are constants ∆0,K0 > 0 such that if
0 < ∆ < ∆0 and a(∆), b(∆) > 0 are defined by the identities,
a(∆)2/2σ2 = −1
2
ln∆−K0 ,(4.9)
b(∆)2/2σ2 = −1
2
ln∆ +K0 ,
then the function g is strictly monotonic decreasing in the interval [a(∆), b(∆)] with
g(a(∆)) > 0, g(b(∆)) < 0. It follows that there is a unique solution z = z∆(u2) of
the equation g(z) = 0 in the interval (a(∆), b(∆)). We have shown then that (4.5)
gives u1 =
√
∆ z∆(u2) as a unique function of u2 provided 0 < ∆ < ∆0 and u2
satisfies(4.8).
Next we wish to estimate the LHS of (4.4) when u1 =
√
∆ z and z ∈ [a(∆), b(∆)].
To do this we write
p
(√
∆ z,∆
)
= −
∫ ∞
√
∆ z
∂p
∂x
(x,∆)dx,
and use the formula (4.6). Observe now that
2√
2πσ2∆
∫ ∞
√
∆ z
exp
[
− (x+ µ∆)
2
2σ2∆
]
dx
= exp
[
− 1
2σ2
(
z + µ
√
∆
)2] 2√
2πσ2
∫ ∞
0
dξ exp
[
−ξ(z + µ
√
∆)
σ2
− ξ
2
2σ2
]
≤ exp
[
− 1
2σ2
(
z + µ
√
∆
)2] 2σ√
2π(z + µ
√
∆)
.
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We can similarly estimate the contribution to p(
√
∆ z,∆) from the second term in
(4.6). Thus we have
2√
2πσ2∆
∫ ∞
0
exp
[
− (x+ y − µ∆)
2
2σ2∆
]
dy
≤ 2σ
√
∆√
2π(x− µ∆) exp
[
− 1
2σ2∆
(x− µ∆)2
]
,
∫ ∞
√
∆ z
dx
2σ
√
∆√
2π(x− µ∆)
µ
σ2
exp
[
−2µx
σ2
]
exp
[
− 1
2σ2∆
(x− µ∆)2
]
≤ 2σ
√
∆√
2π(z + µ
√
∆)
exp
[
− 1
2σ2
(z + µ
√
∆)2
]
,
provided z ≥ 2µmax(1,√∆0). We conclude then that for ∆0 sufficiently small
there is a constant C such that
(4.10) 0 < p
(√
∆ z,∆
)
≤ C
√
∆/| ln ∆|1/2,
provided 0 < ∆ ≤ ∆0, z ∈ [a(∆), b(∆)], and u2 satisfies (4.8).
Consider now the function F (u2) defined by
F (u2) = e
ρ∆ V0(u1 − u2 + u0)− h(u1,∆)− β{1− p(u1,∆)}, 0 < ∆ < ∆0 ,
for u2 in the region (4.8) and u1 =
√
∆ z∆(u2) the unique solution of (4.5), z∆(u2) ∈
(a(∆), b(∆)). In view of (4.10) it is clear that
F (u0 − uˆβ) > 0, F
(
u0 − uˆβ +
√
∆ b(∆)
)
< 0,
whence there is a solution u2 to the equation F (u2) = 0 in the region u0−uˆβ < u2 <
u0 − uˆβ +
√
∆ b(∆). We have therefore shown the existence of a solution (u1, u2)
to the set of equations (4.4), (4.5) provided 0 < ∆ < ∆0. By Lemma 2.4 the
solution is unique. One can easily now derive the asymptotics of u1(β,∆), u2(β,∆)
as ∆→ 0. In fact the asymptotics of u1(β,∆) is already a consequence of the fact
that z∆(u2) ∈ (a(∆), b(∆)). To obtain the asymptotics of u2(β,∆) we do a Taylor
expansion of F (u2) about u2 = u0 − uˆβ. Thus we have
F (u2) = e
ρ∆
{
V0(uˆβ) + [u1 − u2 + u0 − uˆβ ]V ′0(uˆβ) +O
(
[u1 − u2 + u0 − uˆβ ]2
)}
−u1 − β +O
(√
∆/| ln ∆|1/2
)
.
Hence the asymptotic form of u2 = u2(β,∆) is obtained from the equation
[u1 − u2 + u0 − uˆβ]V ′0(uˆβ)− u1 = 0,
where u1 = u1(β,∆) has the asymptotic form u1(β,∆) = σ
√
∆/| ln ∆|1/2. 
Proposition 4.1. Let u1,K(∆), u2,K(∆) be the functions of ∆ defined in Lemma
4.1. Then there are the limits,
(4.11) lim
∆→0
u1,K(∆)/σ
√
∆ | ln ∆|1/2 = 1,
(4.12) lim
∆→0
{u2,K(∆)− [u0 − uˆK ]} /σ
√
∆ | ln ∆|1/2 = 1,
where uˆK is as in Lemma 4.1.
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Proof. We use Lemma 4.2 and (2.20). Evidently (4.11) follows directly from Lemma
4.2. To get (4.12) we substitute from Lemma 4.2 the formula for u2(β,∆) and solve
approximately for uˆβ . Thus on writing uˆβ = uˆK + δ we have to highest order,
V0(uˆK + δ) + u0 − uˆK − δ
+ [1− 1/V ′0(uˆK)]σ
√
∆ | ln ∆|1/2 = µ/ρ−K.
Taylor expanding this last identity about δ = 0 and solving for δ yields,
δ = −σ
√
∆ | ln ∆|1/2/V ′0(uˆK).
Hence we have to highest order,
u2,K(∆) = [u0 − uˆβ] + σ
√
∆ | ln ∆|1/2{1− 1/V ′0(uˆβ)}
= [u0 − uˆK − δ] + σ
√
∆ | ln ∆|1/2{1− 1/V ′0(uˆK)}
= u0 − uˆK + σ
√
∆ | ln ∆|1/2.

Finally we wish to show that the function V (x), x ≥ 0, of Proposition 2.3, which
is a C1 function, fails to be twice differentiable at x = u1. To do this let u2 satisfy
0 < u2 < u0 and β > V0(u0 − u2). We consider the function u(x, t) defined by
(4.13) u(x, t) = β{1− p(x, t)}+ h(x, t) − eρtV0(x− u2 + u0).
Evidently u(x, 0) = β+ x−V0(x− u2+ u0) and u(0, t) = −eρt V0(u0− u2), whence
u(0, t) < 0, t > 0.
Lemma 4.3. Let u(x, t) be the function (4.13). Then there exists ε > 0 and
x(t) > 0, 0 < t < ε, such that ∂u/∂x(x, t) > 0 for 0 ≤ x < x(t) and ∂u/∂x(x, t) < 0
for x > x(t).
Proof. We proceed as in Lemma 4.2 observing that the function g of (4.7) is given
by
(4.14) g(z) =
√
2πσ2∆ ∂u/∂x
(
z
√
∆, ∆
)
.
With a(∆), b(∆) defined by (4.9) we have seen that provided 0 < ∆ < ∆0 then
g(z) > 0 for 0 < z ≤ a(∆), g(z) < 0 for z ≥ b(∆) and g is strictly monotonic
decreasing in the interval [a(∆), b(∆)]. 
Lemma 4.4. Let u(x, t) be the function (4.13). Then there exists ε > 0 and
a(t), b(t) > 0, 0 < t < ε, such that {x > 0 : ∂2u/∂x2(x, t) > 0} = (a(t), b(t)).
Proof. From (2.9), (4.13) we have that
∂2u/∂x2(x, t) = −β∂2p/∂x2(x, t)− µ
∫ t
0
∂2p/∂x2(x, s)ds− eρt V ′′0 (x− u2 + u0).
Since p(x, t) is a convex function of x it follows that ∂2u/∂x2(x, t) < 0 for x > u2.
Since V ′′0 (u0) = 0, V
′′′
0 (u0) = 2ρ/σ
2 we conclude that there exists ∆0 > 0 and
b(t) > 0, 0 < t < ∆0, with the property that lim
t→0
b(t) = u2, and ∂
2u/∂x2(x, t) < 0
if x > b(t) and ∂2u/∂x2(x, t) > 0 if t1/3 < x < b(t).
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We consider now the interval 0 < x < t1/3. From (4.14) we may consider the
function g′(z) in the region 0 < z < ∆− 1/6 instead of ∂2u/∂x2(x, t), 0 < x < t1/3.
We have that
(4.15) g′(z) =
−2β(z + µ
√
∆)
σ2
exp
[
− (z + µ
√
∆)2
2σ2
]
+ G(z,∆)−
√
2πσ2 eρ∆ ∆ V ′′0 (z
√
∆− u2 + u0).
We can estimate the function G(z,∆) in the same way as we obtained the es-
timate (4.10). In fact differentiating (4.6) and estimating as before we have the
inequality,
(4.16) 2
[
x
σ2t
+
2µ
σ2
]
exp
[
− (x+ µt)
2
2σ2t
]
≤
√
2πσ2t
∂2p
∂x2
(x, t)
≤ 2
[
x
σ2t
+
4µ
σ2
]
exp
[
− (x+ µt)
2
2σ2t
]
, x ≥ 2µt.
From (4.16) we can also estimate ∂2h/∂x2 using the identity,
(4.17) − ∂
2h
∂x2
(x, t) = µ
∫ t
0
∂2p
∂x2
(x, s)ds.
We can estimate the RHS of (4.17) by substituting the RHS of (4.16) and making
the change of variable w = (x+ µs)/
√
s. Thus we have
− ∂
2h
∂x2
(x, t) ≤ 32µ
σ2
√
2πσ2
∫ ∞
(x+µ
√
t)/t
exp
[
− w
2
2σ2
]
dw(4.18)
≤ 11√
2πσ2
exp
[
− (x+ µt)
2
2σ2t
]
, x ≥ 2µt.
The function G(z,∆) is therefore bounded from the estimates (4.16), (4.18) as
(4.19) 0 ≤ −G(z,∆) ≤
(
6βµ
σ2
+ 11
)√
∆ exp
[
− (z + µ
√
∆)2
2σ2
]
, z ≥ 2µ
√
∆.
From (4.15), (4.19) we see that there exists ∆0 > 0 such that for 0 < ∆ < ∆0 one
has g′(z) < 0 for 0 < z < σ
√
2| ln ∆| and g′(z) > 0 for σ
√
3| ln ∆| < z < ∆−1/6.
Here there is a solution z = a(∆)/
√
∆ of the equation g′(z) = 0 in the interval
σ
√
2 ln ∆ < z < σ
√
3 ln ∆. Evidently then lim
∆→0
a(∆) = 0.
We complete the proof by showing that g′′(z) > 0 for σ
√
2| ln ∆| < z <
σ
√
3| ln ∆|, provided 0 < ∆ < ∆0. This is accomplished by estimating ∂3p/∂x3 in
a similar way to how we estimated ∂2p/∂x2. 
Lemma 4.5. Let u(x, t) be the function (4.13), and define T > 0 as T = sup{t >
0 : sup
x>0
u(x, t) > u(0, t)}. Then for 0 < t < T there exists unique x(t) > 0
satisfying lim
t→0
x(t) = 0, with the property that ∂u/∂x(x, t) > 0 for 0 ≤ x < x(t) and
∂u/∂x(x, t) < 0 for x > x(t). Furthermore ∂2u/∂x2(x(t), t) < 0.
Proof. By the definition of T one must have ∂u/∂x(x, t) > 0 for some x when
0 < t < T . Since ∂u/∂x(x, t) < 0 for x large it follows from Theorem A1 that a
unique x(t) exists for 0 < t < T . Now we apply the argument in Theorem A3,
using Lemma 4.4 to conclude that ∂2u/∂x2(x(t), t) < 0. 
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Proposition 4.2. The function V (x) defined by (2.21) is C1 but not C2 at x = u1.
Proof. Let β be as in (2.21) and u(x, t) be the function (4.13). Then u(u1,∆) =
∂u/∂x(u1,∆) = 0, u(0,∆) < 0, u(x,∆)→ −∞ as x→∞. Then by Lemma 4.5 we
have ∂2u/∂x2(u1,∆) < 0, whence V is not C
2. 
Appendix A. Some Consequences of the Maximum principle
Here we prove some general results for the heat equation which are used in earlier
sections. Let a(x, t), b(x, t) be uniformly bounded smooth functions in (x, t), x ∈
R, t ≥ 0, with the property that a is also uniformly bounded from below by a
positive constant. We define the operator L on C2 functions u(x, t) by
Lu(x, t) = a(x, t)
∂2u
∂x2
+ b(x, t)
∂u
∂x
− ∂u
∂t
.
Theorem A.1. Suppose u(x, t) is a C2 function in {(x, t) ∈ R2 : x ≥ 0, t ≥ 0}
satisfying Lu ≡ 0. Suppose further that u(0, t) = 0, t ≥ 0, and the set {x > 0 :
u(x, 0) > 0} is a semi-infinite interval. Then for any t > 0 there is at most one
point x(t) > 0 satisfying u(x(t), t) = 0.
Proof. Observe that since the function u(x, 0), x ≥ 0, can be negative only on a
bounded set it follows that u(x, t), x ≥ 0, is uniformly bounded below for all t ≥ 0.
Further, one has lim inf
x→∞
u(x, t) ≥ 0, for all t ≥ 0. For some T > 0 suppose there is
an x0 > 0 with u(x0, T ) < 0. Let D be the maximal domain containing (x0, T ) such
that u(x, t) < 0 for (x, t) ∈ D. Evidently u(x, t) = 0 for (x, t) ∈ ∂D ∩R × (0,∞).
Hence by the maximum principle the minimum of u occurs at an interior point
unless there exists (x1, 0) ∈ ∂D with u(x1, 0) < 0. We conclude that there is a path
γ(s), 0 ≤ s ≤ T , with γ(T ) = x0 and u(γ(s), s) < 0, 0 ≤ s ≤ T .
Now we define Ω to be the domain Ω = {(x, s) : 0 < x < γ(s), 0 < s < T }.
Then u ≤ 0 on ∂Ω∩R× [0, T ) and strictly negative on part of this boundary. The
maximum principle therefore implies that u is strictly negative on ∂Ω∩R+×{T }.
Thus u is strictly negative on the interval (0, x0]. We define now x(t) as x(t) = 0 if
u(x, t) ≥ 0, x > 0; x(t) =∞ if u(x, t) < 0, x > 0; x(t) = lim sup{x > 0 : u(x, t) <
0}, otherwise. If 0 < x(t) <∞ then the maximum principle implies that u(x, t) > 0
for x > x(t). 
Theorem A.2. Suppose u(x, t) is a C2 function in {(x, t) ∈ R2 : x ≥ 0, t ≥ 0}
satisfying Lu ≡ 0. Suppose further that u(0, t) < 0, t ≥ 0, and that the set {x > 0 :
u(x, 0) > 0} is an open interval. Then for any t > 0 the set {x > 0 : u(x, t) ≥ 0} is
either empty, a single point or a closed interval. If the set is a closed interval then
u is strictly positive on its interior.
Proof. By Theorem A1 we may assume that the set {x > 0 : u(x, 0) > 0} is a finite
interval. Hence for all t ≥ 0, lim sup
x→∞
u(x, t) ≤ 0. Now let D = {(x, t) : x > 0, t >
0, u(x, t) > 0}. Since u is uniformly bounded above it follows by the maximum
principle that D is connected and that {(x, t) : x > 0, u(x, 0) > 0} ⊂ ∂D. We show
that the intersection of D with any line t = constant is either empty or an open
interval. To do this let a(t), b(t) be defined by
a(t) = inf{x > 0 : (x, t) ∈ D},
b(t) = sup{x > 0 : (x, t) ∈ D}.
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We define a domain Ω = {(x, t) : t > 0, a(t) < x < b(t)}, whence D ⊂ Ω. For T > 0
let DT and ΩT be defined by DT = D∩ [R×(0, T )], ΩT = Ω∩ [R×(0, T )]. Suppose
for some T one has DT 6= ΩT . By the maximum principle if the minimum of u on
ΩT is negative then it must be at a point (x0, T ) with a(T ) < x0 < b(T ). This
contradicts Lemma 3 of Chapter 3, §2 of [9]. Hence u ≥ 0 on ΩT and consequently
by the maximum principle again u > 0 on ΩT . Applying the maximum principle
to the complement of ΩT in R× (0, T ) we conclude that the set {x ∈ R : u(x, t) ≥
0} = [a(t), b(t)].
Finally suppose there is a minimum T such that Ω = ΩT . As before the max-
imum principle implies that u is strictly negative on the complement of Ω¯T in
R× (0,∞). This completes the proof. 
Next we wish to show that the solution x(t) in Theorem A1 of the equation
u(x, t) = 0 is nondegenerate. As a consequence it follows that x(t) is a smooth
function of t for t > 0.
Theorem A.3. Suppose u(x, t), x ≥ 0, t ≥ 0, satisfies the assumptions of Theorem
A1. Let W0 = {x > 0 : ∂u/∂x(x, 0) > 0} and assume that the boundary ∂W0 of W0
has no finite limit points. Then there is the inequality ∂u/∂x(x(t), t) > 0, t > 0.
Proof. For t > 0 letWt = {x > 0 : ∂u/∂x(x, t) > 0}. Since ∂u/∂x(x, t) also satisfies
a diffusion equation it follows that ∂Wt has no finite limit points. Furthermore, for
t small and x 6∈ ∂Wt the derivative ∂u/∂x(x, t) is nonzero.
We first show that ∂u/∂x(x(t), t) > 0 for t > 0 sufficiently small. We argue by
contradiction. Suppose tn, n = 1, 2, ... is a positive sequence with lim
n→∞
tn = 0
such that x(tn) ∈ ∂Wtn , n = 1, 2, . . . . We may assume wlog that limn→∞ x(tn) =
x∞. There is then a possibly nontrivial closed interval [a, b] such that x∞ ∈
[a, b], ∂u/∂x(x, 0) = 0, x ∈ [a, b] and ∂u/∂x(x, 0) 6= 0, x 6∈ [a, b] but sufficiently
close to a or b. Suppose now that ∂u/∂x(x, 0) > 0 for x close to a or close to b.
Then by the maximum principle it follows that ∂u/∂x(x, t) > 0 for x in a neigh-
borhood of [a, b] when t is sufficiently small. In particular ∂u/∂x(x(tn), tn) > 0 for
n large, which is a contradiction. Alternatively we can have ∂u/∂x(x, 0) > 0 for x
close to a and ∂u/∂x(x, 0) < 0 for x close to b. In that case the maximum principle
implies u(x, t) < 0 for x in a neighborhood of [a, b] when t is small. This again
contradicts the fact that u(x(tn), tn) = 0 as n → ∞. We conclude therefore that
∂u/∂x(x(t), t) > 0 for t > 0 sufficiently small.
Finally we show that ∂u/∂x(x(t), t) > 0 for all t. To see this consider T > 0 and
suppose that ∂u/∂x(x(t), t) > 0 for all 0 < t < T , lim
t→T
x(t) = xT . If xT =∞ then
u(x, T ) ≤ 0, x ≥ 0. If xT = 0 then u(x, T ) ≥ 0, x ≥ 0. Suppose now 0 < xT < ∞,
whence u(x, T ), x > 0, takes on both positive and negative values. For 0 < t < T
there exists a(t), b(t) with 0 ≤ a(t) < x(t) < b(t) ≤ ∞ such that ∂u/∂x(x, t) > 0
for a(t) < x < b(t) and a(t), b(t) ∈ ∂Wt if a(t) > 0 and b(t) <∞. Since u(0, t) = 0
it follows that ∂u/∂x(x, t) < 0 for x > 0 small. Hence a(t) > 0.
We show that xT cannot be the limit as t → T of any points in ∂Wt ∩ [0, x(t)].
Suppose first that ∂Wt ∩ [0, x(t)] = {a(t)}. Then ∂u/∂x(x, t), 0 < x < x(t), has
just one sign change, whence ∂u/∂x(x, T ), 0 < x < xT , has also at most one sign
change. Since u(xT , T ) = u(0, T ) = 0 it follows that lim
t→T
a(t) < xT . Alternatively
let a∗(t) ∈ ∂Wt ∩ [0, x(t)] have the property that
u(a∗(t), t) = sup{u(x, t) : x ∈ ∂Wt ∩ [0, x(t)]}.
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Evidently u(a∗(t), t) < 0. By the maximum principle it follows that u(a∗(t), t) is a
decreasing function of t. Hence xT cannot be the limit as t → T of any point in
∂Wt ∩ [0, x(t)].
Since we can argue similarly that xT is not the limit as t → T of any point in
∂Wt ∩ [x(t),∞) we conclude that ∂u/∂x(x(T ), T ) > 0. We have shown that the set
{t > 0 : ∂u/∂x(x(t), t) > 0} is both open and closed whence it must be the interval
(0,∞). 
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