INTRODUCTION
In this paper we study an elliptic boundary-value problem in a perforated domain of M N . The région where the differential problem is formulated consists of a (fixed) bounded subset of R N in which perforations (or holes) are made. The holes are assumed to be identical and periodically distributed in the domain (see fig. 1.2) . Let e be a small parameter representing the distance between two adjacent holes, and let r(e) dénote the size of each hole. Assuming that (r(e)/e) tends to zero, as e -• 0, our goal in this paper is to study the asymptotic behaviour, as s-^0, of the solution of Poisson équation in this domain, with a non-homogeneous Neumann boundary condition on the boundary of the holes, and with a homogeneous Dirichlet condition on the external boundary of the domain.
The results concerning the limit behaviour of the solution of this problem depend on the behaviour (as e -• 0) of the size r(e) of the holes. For our study, we shall décompose the solution of the problem into three components. The first one is the solution of Laplace équation with a nonhomogeneous constant Neumann boundary condition on the holes. The second component is also the solution of Laplace équation, but with a nonhomogeneous Neumann boundary condition with zero mean-value on the boundary of each hole. Finally, the third component corresponds to the solution of Poisson équation with a homogeneous Neumann boundary condition on the holes. Our study of the problem consists in investigating the asymptotic behaviour of each one of these components, separately, and in collecting together the results. As it will be seen, the first of these components plays a leading role with respect to the other ones. Therefore, in this introduction we shall limit ourselves to describe the results concerning this case : Laplace équation with a non-homogeneous constant Neumann boundary condition.
The first result is that there exists a « critical size » of the holes that séparâtes different limit behaviours of the solution, as e -• 0. We dérive this property by obtaining accurate upper and lower bounds of the i^-norm of the solution. These a priori estimâtes depend on the two small parameters of the problem, i.e., the period e and the size r(e) of the holes. The solution remains bounded in H 1 for the critical size, as e -• 0. If the size of the holes is lower than this critical size, then the solution converges strongly to zero in H\ It diverges in H l if the size of the holes is bigger than the critical one. This critical size is r(e ) * e N /( N -1 >. It is the size of the holes for which the R iV~1 -Lebesgue measure of the boundaries of the holes remains bounded (from below and from above) by strictly positive constants. Note that in this case, the total flux on the boundary of the holes (i.e., the intégral of the constant Neumann boundary data) remains bounded (from below and from -norm of the trace of the solution (on the boundaries of the holes) in terms of its i^-norm. On the other hand, the lower bounds are obtained by using suitable test fonctions in the variational formulation of the problem.
The upper and the lower bounds we obtain for the /f^-norm of the solution are exactly of the same order. Therefore, the a priori estimâtes suggest to study the asymptotic behaviour of the solution after renormalization by the order of its T/^norm. Passing to the limit we show that there exists a « second critical size ». If the size r(e) of the holes is bigger (or equaï) than this second critical size, then the renormalized solution has a weak-limit in H 1 , which is characterized as the (unique) solution of an elliptic boundary-value problem in the whole domain. This limit problem consists in Poisson équation with a constant non-zero right-hand side, and with a homogeneous Dirichlet boundary condition. The non-homogeneous right-hand side of the limit équation is obtained as a weak-limit of a séquence of Radon measures concentrated on the boundaries of the holes. On the other hand, if the size r(e) of the holes is lower than the second critical size, then the renormalized solution weakly converges to zero, as e -• 0. This means that under the second critical size, the non-homogeneous (constant) boundary condition on the boundaries of the holes can be completely neglected at the limit (even after renormalization of the solution). The second critical size is smaller than the first critical size. If N 5= 3, this size is r(e) -B N /^N ~2\ and if N = 2, the size r(e) is such that the séquence e~2(log (e/K 8 )))" 1 has a strictly positive limit, as e goes to zero. It is interesting to remark that the second critical size coincides with the critical size that appears in the study of Poisson équation in a perforated domain with a homogeneous Dirichlet condition on the holes and on the external boundary of the domain (for a complete study of this problem we refer to D. Cioranescu & F. Murat [4] ).
To obtain a more précise description of the (weak) convergences of the renormalized solution, we also present correcting terms for these convergences. In case of spherical holes, an explicit formula of the correctors is exhibited. The proofs of the results concerning the correcting terms are based on a gênerai pattern developed by L. Tartar [11] . In case of spherical holes, we follow the same approach as in D. Cioranescu & F. Murat [4] , As it has been already mentioned, this paper is only concerned with the case where the size r(e) of the holes vérifies : (r(e)/e) -• 0, as e -• 0. For the study of the problem in the periodic case (i.e., in case the size of the holes is of the same order than the distance s between adjacent holes), we refer to D. Cioranescu & P. Donato [3] .
Problems close to ours consist in studying Poisson équation (or a more gênerai elliptic équation) in a perforated domain with a homogeneous CONTENTS § 1. Main convergence theorems and a priori estimâtes. Appendix B.
Références.
MAIN CONVERGENCE THEOREMS AND A PRIORI ESTIMATES

Formulation of the problem
Let T be an open bounded subset of M N (N ^ 2 ) with a smooth boundary 9T. We assume that 0 belongs to 7\ and that Tis star-shaped with respect to 0. Since T is bounded, we shall assume that T is strictly Let Û be an open bounded subset of R N such that the R^-Lebesgue measure of its boundary 9Ü is zero, and let e be a real parameter taking values in a séquence of (positive) numbers converging to zero. Besides, let r : R + -> R + be a continuous map verifying the foilowing conditions : For each e, and for any integer vector k in Z N , we shall dénote by r(e, k) the translated image of r(s) T by the vector ek, Le. ?
r(e,k)= ek + r(e)T.
According to this définition we introducé the région T E of f2, defined by :
and we set :
= a\î e Let us observe that H e represents the subregion of H consisting of the whole domain ft in which we have removed a finite number of « small » holes. All of them have the same shape r(e) T, and they are periodically distributed in ft, with period e in each axis-direction. The distance between two adjacent holes is of the order of s, and the diameter of each hole is r(e) times the diameter of T, It can be remarked that the size of the holes with respect to the distance between two adjacent holes goes to zero, as s -> 0, since the function r(.) vérifies (Lia). On the other hand, condition (1.16) implies that the holes do not overlap (see fig. 1 
Our aim in this paper is to study the asymptotic behaviour, as e -• 0, of the solution u e of the following non-homogeneous Neumann boundary-value problem :
where, in (1.3&), 3/dn dénotes the external normal derivative with respect to ft P .
Variational formulation of the problem
In order to establish the variational formulation of problem (1.3), let us introducé the following space :
V e = {9 e H\a e ) I 9 = 0 on dCt) equipped with the norm : MIin = (f Multiplying (1.3a) by any (smooth) function in V e and integrating by parts in fl e , it is elementary to check using (1.3&), (1.3c) (and density arguments) that the variational formulation of (1.3) is :
Find u z e V £ , such that :
The left-hand side in (1.4è) defines a continuous büinear form in V e , which is coercive, for each e. Moreover, since ƒ e L 2 (Ci), and g z e L 2 (bT E ), the right-hand side in (1.46) defines a linear continuous form in V E . Therefore, for each e, problem (1.4) has a unique solution u z in V e . We shall refer to u e as the (unique) weak-solution of (1.3), and our goal in what follows is to study the limit behaviour of the séquence {w e } , as s -• 0. The starting point for the study of our problem consists in decomposing the solution « e of (1.3) (or (1.4)) as follows : 
where, in (1.9a), |ar| dénotes the R N~a -Lebesgue measure of dT.
As a first remark concerning this décomposition of u e , let us note that problems (1.6), -, (1.8) are particular cases of problem (1.3). For example, if ƒ = 0, and the average of g on dT is zero, then problem (1.3) reduces to (1.7) (Le., in this case v z = z E = 0). To study the asymptotic behaviour of w e , we shall study separately the limit behaviours of the séquences {v B } , {> e } , and {z e } , respectively. This décomposition of the problem, at first glance, may appear unexpected. It will however soon become apparent. In f act, as we shall see, the three components of u E in this décomposition have different limit behaviours, as e ~* 0. Therefore, the study of each component separately, will not only provide the limit behaviours of the u e , but it will also allow us to obtain better information about the asymptotic behaviour of problem (1.3) when it reduces to (1.6), (1.7) or (1.8).
Asymptotic behaviour of problem (1.6)
In this section we study the asymptotic behaviour of problem (1.6) . In what follows we assume that :
First, let us observe that the variational formulation of problem (1.6) is :
(1.116) f Vi? e . V<p dx = g ) <pds V<p e V e .
1.4.a. A priori estimâtes
Our starting point for the study of this problem is Theorem 1.1, which gives detailed a priori 7/ 1 (fl e )-estimates of the solutions of (1.6) in terms of the size r(e) of the holes, and the distance e between them. The a priori estimâtes depend on the dimension Af of the space and the diameter r(e) of the holes. To establish this theorem, the following cases have to be distinguished :
(i) The size r(e) of the holes is exactly of the order of Z N /( N~2 ) ff N 5= 3, Le., the case in which there exists a strictly positive constant a 9 such that:
e-0 + and r(e) vérifies the following condition in the two-dimensional case :
(ii) The order of the size r(e) of the holes is bigger than the size defined by (1.12), Le., It can be observed that these three situations do not take into account all the possible behaviours, as e -» 0, of the séquence {r(e)}, with r(.) verifying (1.1). However, by passing to a subsequence, all of them are included between these three cases. Therefore, in what follows we will mainly restrict our attention to these cases. On the other hand, it can also be remarked that in the two-dimensional case, condition (1.126) does not define a unique behaviour of r(e), as e-> 0. For example, r(e) = e exp(-1/ae 2 ) and r(s) = e 2 exp(-l/as 2 ) are two séquences that have different behaviours as e goes to zero, but both verify (1.126). Let us now investigate how the asymptotic behaviour of v e (as E -• 0) dépends on the size r(e) of the holes. As a first step in this direction, let us first dérive those cases in which the /^(O^-norm of v e is bounded, divergent, or it goes to zero, as e -• 0. A brief computation using Theorem 1.1 shows that the following three situations arise :
(j) The size r(s) of the holes is exactly of the order of e N /( N ~ 1 \ Le., the case in which there exists a strictly positive constant è, such that ;
In this case the size r(s) of the holes satisfies (1.13) and Theorem 1.1 (cf.
(1.15)) states that the H^flJ-norm of the séquence {v t } remains bounded, as e -» 0., (jj) The order of the size r(e) of the holes is bigger than E iV /^i V~1 ) j Le.,
In this case, the size r(e) of the holes satisfies (1.13), and from Theorem 1.1, it follows that the lower bound of v B goes to infinity as s -> 0. It is therefore clear that in this case, if v e can be extended to all O by means of a linear continuous operator from V e to HQ(CI) 9 then the extension of v z will diverge in HQ(£1), as e -* 0. It is however interesting to investigate in this case the asymptotic behaviour of the séquence obtained multiplying (jjj) The order of the size r(e) of the holes is smaller than z N /W ~ x \ Le.
(1.20) lim r (8) In this case, the size r(e) of the holes can verify (1.12), (1.13) or (1.14). In any of these situations, Theorem 1.1 implies that the upper bound of the
It is then clear that in this case the extension of v z will (strongly) converge to zero in HQ(CI), as E -> 0. This means that in this case the holes are so small that the non-homogeneous Neumann boundary data g does not provide any contribution to the limit. In this case too, it is interesting to study the asymptotic behaviour of v e renormalized by its corresponding upper (or lower) bounds of the H 1 (ft e )-norm estimate.
From the above remarks it seems natural to regard the size s N /( N ~ *> as a critical size of the holes (Le., case (1.18)). It can be remarked that for this 572 C. CONCA, P. DONATO (critical) size of the holes, the U N ~ ^Lebesgue measure of the boundary èT e of T z has a limit, as e -• 0, and we have :
Hm 
1.4.b. The main theorem of convergence
By üsing the a priori estimâtes established in Section 1.4.a, we can now proceed to describe the asymptotic behaviour, as e -• 0, of the solution of problem (1.6). We begin by pointing out that the functions v B 9 s are a priori only defined in O e? and not in ail Û, as it should be desired for the study of their asymptotic behaviours. We shall therefore introducé a family {FJ of linear extension-operators, F e € if(F E , HQ(CL)), such that for ail e :
where C is a constant independent of e. The proof of the existence of at least one such family will be given in appendix A (cf. Lemma A.1). This proof makes use of a similar extension resuit proved in D. Cioranescu 
As a first remark concerning Theorem 1.2, let us observe that if the holes have the critical size (i.e. if r(.) vérifies (1.18), which implies that r(,) also vérifies (1-13)), then the convergence resuit (1.23) of Theorem 1.2 can also be rewritten as follows :
where v is the unique solution of problem (1.24), and b is defined by (1.18). From Theorem 1.2 we can point out that the limit behaviour of the séquence {P Ë v e } (renormalized by the bounds given by Theorem 1.1) is completely different if either the size r(e) of the holes vérifies (1.12) or (1.13), or if it vérifies (1.14). Therefore, the size r(e) -8 */(*-2) jf N » 3 (or r(e) verifying (1.125) if N = 2) can be regarded as a « special * size (or a « second critical size ») of the holes, which is strictly smaller than the critical size defined below (i.e., r(e)-e*/**" 1 *) (see fig. 1.3) . 26) ). This means that when the holes are « very very small » the non-homogeneous Neumann data g can be complet ely neglected at the limit. As f ar as we know, this is the first example in this kind of problems where two different critical sizes of the holes arise in the study of the limit behaviour of the problem. It is interesting to remark that the « special » size (Le., r(e) We shall prove Theorem 1.2 in Section 2.2. lts proof consists in passing to the limit in the variational formulation of problem (1.6) by using suitable test fonctions. It can be observed that the limit équation (1.24) cannot directly be obtained by passing to the limit in équation (1.6a). In fact, except in case of « very very small » holes (i.e., r(e) verifying (1.14)), a nonzero second member appears at the limit. The main difficulty when passing to the limit in the variational formulation (1.11) of (1.6) is the boundary term occurring in the right-hand side of (1.115). As E -* 0, this term can be regarded as a séquence of measures on H, concentrated for each e on 8T e . The constant 13T\ g appears in the proof of the theorem as the limit (in the sense of the weak* topology of the space of Radon measures on O) of this séquence of measures.
To conclude our study of problem (1.6), let us mention that in Section 2 we show how the séquence {v e } can be corrected in order to obtain a strong convergence in (1.23), (1.25) and (1.26). Indeed, in Section 2.3 (cf. Theorem 2.2), we construct a periodic correcting fonction for the séquence of v e , and we show that f ar off the external boundary of O and when e -•O, v e behaves like a periodic fonction of period E.
1,5. Asymptotic behaviour of problem (1.7)
In this section we study the asymptotic behaviour of problem (1.7). This problem corresponds to the case of a non-homogeneous Neumann data on 8T e given by means of a séquence of fonctions g°e in L 2 (3T e ) verifying :
where g° = g -g vérifies : • From this theorem we can point out that in case the non-homogeneous data on BT B has a zero mean-value the Neumann boundary condition does not provides any contribution at the limit. For this case too, we show in Section 3.3, how the séquence {t e } can be corrected in order to obtain a (locally) strong convergence in (1.32).
Asymptotic behaviour of problem (1.8)
We begin by giving the variational formulation of problem (1.8), which is : In this section we summarize the results stated in Sections 1.4, 1.5, and 1.6, in order to describe the asymptotic behaviour of the séquence {u e } , solutions of problem (1.3). It is clear that its limit behaviour dépends on the size r(e) of the holes. We shall distinguish three cases :
(j) The size r(e) of the holes is the critical size (Le., r(e) vérifies (1.18)). In this case, by using (1.5), (1.27), (1.31), and (1.34a), we deduce that :
where v is the solution of (1.24), and z is the solution of problem (1.35).
(jj) The size r(e) of the holes is bigger than the critical size (i.e., r(e) vérifies (1.19)). In this case, assuming that (1.10) holds, it follows from (1.9), ( where v is the solution of problem (1.24).
(jjj) The size r(e) of the holes is smaller than the critical size (i.e., r(e) vérifies (1.20) ). In this case, Theorems 1.1, 1.3, imply that the séquence {P B (v s + t z )} strongly converges to zero, as e -* 0. Therefore, using (1.5), (1.34), it follows that : It can be remarked that the présence of f in équation (1.3a) implies that in this case the séquence {P B u E }, renormalized by means of the a priori bounds of {v E } or {t e }, is divergent in HQ(Q). By this remark we complete our description of the (weak) limit behaviour of the solution of problem (1.3).
Â correcting term in case of spherical holes
As it has been already mentioned, in Sections 2, 3, we introducé correcting terms for the solutions v z , t t of problems (1.6), (1.7), respectively (it can be remarked that the solution z e of problem (1.8) does not need to be corrected in order to obtain a strong convergence in (1.34a), because (1.34è) holds. Indeed, at least for suitable choices of the family {/%} of linear extension-operators, it can be easüy checked that (1.34e) is equivalent to the f act that {F e z E } strongly converges to z in HQ(£1) 9 as E -• 0). As we shall see, the correctors that we study in Sections 2, 3, are defined as the solutions of some periodic boundary-value problems depending on e. For its effective numerical computation it should be désirable to have an explicit formula for these terms. In case of spherical holes, we exhibit in this section an explicit formula that allows us to compute the corrector for the solution v e of problem (1.6).
In this section we shall assume that T is a sphère of R^, centered at the origin. For technical reasons, but without loss of generality, we shall assume that T satisfies :
( where 0 e w gï'vew 6y (1.486).
•
The proof of this theorem is given in Section 5. It makes essential use of the explicit formulae (1.47), (1.48) for the function 0 e . To conclude, we would like to remark that following just the same pattern as in this section one can also compute a correcting term 0 e (with explicit formulae) for the séquence {f e }, solutions of problem (1.7), in case of spherical holes. For brevity in our exposition, we shall omit hère these computations. 
PROOFS OF THE RESULTS IN THE CASE OF A CONSTANT NON-HOMOGENEOUS DATA
In this section we shall prove Theorems 1.1, and 1.2, stated in Sections 1.4a, 1.4b, respectively. Throughout this section, C will dénote different constants independent of s, and {P e } will be any family of linear continuous extension operators from V e onto #d(O), verifying (1.22).
A priori estimâtes. Proof of Theorem 1.1
We shall divide the proof of this theorem into two parts. First, we prove the upper estimâtes in (1.15), (1.16), (1.17), and next we prove the lower estimâtes. In order to prove the upper bounds, we shall use the following lemma that we prove later in this section. LEMMA and <ï > is a given non-negative fonction from Q into IR + . Moreover, since 8T has been assumed to be Besides that, let b x ^ b 2 be defined by :
: Assume that the function r(.) vérifies (1.1). Then there exists a constant C = C (O, T), which is independent of
Thereby, since r(s) <ï>(9) ^ &j r(e) for ail 6 in Q, and p is less or equal to e, it follows from (2.21), (2.22 N-l T 2 e = J P dp.
Since r(e) <ï>(0) ^ fe 2 r(e) for ail 0 in g. it follows from (2.20a) that the left-hand side of (2.25a) vérifies : On the other hand, since for all (t, 6) e 5 e , then the second term in the right-hand side of (2.25a) can be estimated as follows :
Therefore, since the first term in the right-hand side of (2.25a) is lower or equal to 2 (max F (9) On the other hand, using (2.24b) we have : where Ci =^ C 2 are two constants, independent of e. To complete the proof of (2. We shall divide the proof of Theorem 1.2 into two parts. First, we prove the theorem assuming that r(.) vérifies (1.12) or (1.13). Next, we prove (1.25) and (1.26).
(a) Proof of (1.23) : By using (1.15) and (1.22*), it is an easy matter to see that the séquence {r(e)~ (N ~1 } s N P e v e } remains bounded in HQ(Q), as e _• 0. We can therefore extract from this séquence a subsequence, still denoted by {r(s)~ ( N~^ z N P z i? e } , weakly convergent in HQ(CI). That is,
Our goal in what follows is to prove that v is the (unique) solution of problem (1.24). Let 9 be any given function in Co°(H), and let us take 9 as test function in (1.116). We have :
Multiplying this identity by r(e)~ < iV~1 ) e N , and introducing the characteristic function xa °^ ^e» (2.31) can be rewritten as :
f Xn e V(r(e)-^-1 >E^P e i; E ).V 9^^r (E)-^-1 >8^5 f J n J 3 Since r(.) vérifies (1.1), it is easy to check that the séquence {xn e } satisfies :
, as e -> 0 .
Therefore, combining (2.30) with (2.33), we can pass to the limit in the left-hand side of (2.32). We have : (2.34) lim f Xn e V(r(s)-^-1 >8 N P e i; e ).Vcp^= | Vv.Vydx. The next step of the proof consists in passing to the limit in the right-hand side of (2.32). To do that, let us introducé the séquence {v e } of positive Radon measures defined in CQ(Q) by :
By using (2.5) 3 it follows that :
i.e., the séquence {v e } remains bounded, as s -* 0 ? in the space of Radon's measures on ft. We can therefore extract from {v Ê } a subsequence, still denoted by {v s }, weakly * convergent to a (positive) measure v on the space of Radon measures on O, i.e., (2.36) V* e C O°( X1) , <P E , *> -> <v, t|i> , as e -* 0 .
In order to identify v, let us begin remarking that v can be identified, using the Riesz Représentation Theorem (cf. e.g. W. Rudin [9, Th. 2.14]), with a (positive) measure vonO, such that : where N e (A) is the number of holes having a non empty intersection with A, it follows that :
e-» 0 JAfldT E Therefore, using the définition of v it is an easy matter to prove that :
which implies that v is \dT\ times the restriction to Q, of the IR^ -Lebesgue measure, since A is an arbitrary open subset of ft. Hence, we can pass to the limit in the right-hand side of (2.32). Using (2.35), (2.36), and (2.37), we have :
for ail 9 in Co°(H). Combining (2.34) with (2.39), we conclude that v is a solution of problem (1.24). Since this problem has a unique solution, it follows that the whole séquence {r(e)~ (JV~1} e N P E v z ) in (2.30) weakly converge to v in HQ(CL). This complètes the proof of (1.23).
Proof of (1.25) and (1.26) : We begin the proof by assurrüng that (1.14a) holds. As in the proof of (1.23), by using (1.16) it follows that the séquence {(r(e)/e)-
remains bounded in i¥<}(n), as e -• 0. We can therefore extract from this séquence a subsequence, that we shall still dénote by {{r{z)/z)~N Following the same arguments of the proof of (1.25), it can be easily checked that for ail 9 in Co > (fl), we have :
(2.41a) f xn e V((r(e)/er"/ 2 i> c ü e ).V<M;t=0(7-(e)/ e r"/ 2 [ <pds Ja JdT e and (2.416) lim f Xxî Ê V((r(e)/e)~*/ 2 P e i; e ).V9rfx= | Vu . V9 dx .
Besides that, by using (2.5), the right-hand side of (2.41a) can be estimated as follows :
Since r(.) vérifies (1.14a) 9 the right-hand side of this inequality goes to zero as e -> 0.
Therefore, using (2.416) and passing to the limit in (2.41a), we obtain : In this section we study a corrector for the séquence {v z }, solutions of problem (1.6) . In what follows we use the following notations : Proof: We prove the theorem in case the function r(.) vérifies (1.12) or (1.13). In the other cases, the proof is very similar, and we shall omit it.
We begin the proof of (2.51) by studying the limit behaviour of the séquence {£ e } , defined by (2.43), (2.50). By (2.17) and similar arguments to those used in the proof of the upper bounds in Theorem 1.1 (cf. Section 2.l(tf)), it can be easily checked that :
where C is independent of £. Besides that, since Q £ £ £ vérifies (2.50), the following Poincaré's inequality holds :
Therefore, combining (2.49) with (2.54) we deduce that there exists a constant C, independent of e, such that : We pass now to prove (2.51). First, let us define a e in H £ by :
According to this définition, the proof of (2.51) reduces to prove (2.51b), or equivalently, to prove that : 
J2T\Ï
By using a generalized Poincaré's inequality in (2 T\T), it follows that there exists a constant C = C (T), such that : (3.17) f The next step of the proof consists in passing to the liûiit in the right-hand side term in (3.19) . To do that, let N in H\T) N be any function verifying the following properties :
We remark that the existence of at least one function N with these properties is ensured by the fact that g 0 vérifies (1.29), and it belongs to L\bT).
Next, we define N 6 (.) in U {T(e, k)l k e Z N } as follows : By using (2.58), we deduce that the right-hand side of (3.25) goes to zero, as e -» 0, which proves that the right-hand side in (3.19) goes to zero as E -• 0. Together with (3.20) , this complètes the proof of Theorem 1.4. •
A correcting term for the solution of problem (1.7)
In this section we shall use the same notations as in Section 2.3 concerning the régions G e , T E , Y e , Y* and the {QJ.
Let us introducé the séquence {£ e } of fonctions defîned in G £ as follows : Our next goal is to pass to the limit in the variational formulation of problem (1.8) (cf. (1.33) ). By using (2.33), (4.2), we can pass to the limit at both sides of (1.336). We obtain : f Vz.V<p<fe= f fadx Ja Ja which implies that z is a (weak) solution of problem (1.35). Since this problem admits a unique solution, it follows that in (4.2) the whole séquence {P E z E ] weakly converges to z in HQ(€Ï) as E -• 0. This complètes the proof of (1.34a).
To prove (1.34&) it suffices to remark that taking z as test function in (1.336), it can be easily checked that : Therefore, using (2.58) and (4.2), we can pass to the limit in each one of the terms in the right-hand side of this expression. We obtain : lim f |V(z 8 -z)| 2 dc = f \Vz\ 2 dx-f fzdx.
Since z is the solution of problem (1.35), the right-hand side of this identity is zero. This proves (1.346), and it complètes the proof of Theorem 1.5.
PROOF OF THEOREM 1.6
We shall prove the theorem in case the function r(.) vérifies (1.12) or (1.13). In the other cases, the proof is very similar, so we shall omit it.
Let us therefore assume that r(.) vérifies (1.12) or (1.13). The proof of (1.49) follows step by step the proof of Theorem 2.2. We shall limit ourselves to prove the following resuit : where {Q e } is any family of linear extension-operators verifying (2.49). Indeed, this is the only different step between both proof s. We begin the proof of (5.1) by remarking that using the explicit expression giving 0 £ (cf. (1.47) ), a brief computation shows that : To identify 6, let us remark that Q B 6 e = 0 in the squares ^(e, k) of side (\/N -1 ) e/ \/N centered at the edges of Y(s, k) (see fig. 1.4) . Therefore, we have : In this appendix we prove the following lemma concerning the existence of the family {P z } of extension-operators that we have systematically used throughout the paper.
