American options are actively traded worldwide on exchanges, thus making their accurate and efficient pricing an important problem. As most financial markets exhibit randomly varying volatility, in this paper we introduce an approximation of American option price under stochastic volatility models. We achieve this by using the maturity randomization method known as Canadization. The volatility process is characterized by fast and slow scale fluctuating factors. In particular, we study the case of an American put with a single underlying asset and use perturbative expansion techniques to approximate its price as well as the optimal exercise boundary up to the first order. We then use the approximate optimal exercise boundary formula to price American put via Monte Carlo. We also develop efficient control variates for our simulation method using martingales resulting from the approximate price formula. A numerical study is conducted to demonstrate that the proposed method performs better than the least squares regression method popular in the financial industry, in typical settings where values of the scaling parameters are small. Further, it is empirically observed that in the regimes where scaling parameter value is equal to unity, fast and slow scale approximations are equally accurate.
Introduction
In this paper, we develop approximations for the optimal exercise boundary and price of American options under stochastic volatility, where the volatility process is modulated by fluctuations occurring on fast or slow time scales. We particularly consider the example of an American put with a single underlying asset. It is also made clear that the case of an American call option written on a dividend-paying underlying asset can be handled similarly. In order to derive these approximations, we replace the fixed maturity of the option with an exponentially distributed random variable to introduce an American put with random maturity. We then use singular and regular perturbation techniques to approximately solve the pricing problem associated with the random maturity American put. We demonstrate, with the help of numerical experiments, that the resulting approximation of the optimal exercise boundary for this new put can be used to estimate the price of original option with fixed maturity via Monte Carlo. Moreover, we use the approximation of the random maturity put price to form efficient martingale control variates for our simulation method.
In the classical theory of risk-neutral pricing, the price of an American option corresponds to the solution of an optimal stopping problem which, in Markovian models, can also be expressed as a free boundary problem. Even in the simple case of constant volatility, the American option price is not available in closed form. Over the years, many numerical and simulation techniques have been developed to approximately solve either of the two formulations for American option pricing problem. The prominent numerical methods in the constant volatility case are the binomial lattice method of Cox et al. [10] , and the approximation method proposed by Brennan and Schwartz [6] where the associated free boundary problem is solved numerically such that the boundary conditions are not violated. Carr [9] introduced the maturity randomization technique where fixed maturity of the American put is successively replaced by random variables corresponding to the arrival times of an independent Poisson process. The partial differential equation (PDE) satisfied by the price of this transformed option becomes similar to the pricing PDE of a perpetual American put, which can be solved explicitly for every instance of maturity randomization. The series of these solutions is then used to approximate the price of original American put. Bouchard et al. [5] proved that the approximation of American put value obtained via maturity randomization converges to the true value with successive randomization iteration of the algorithm. This so-called Canadization method is also extended recently for optimal multiple stopping problems in Lévy models by Leung et al. [22] . Other examples of application of the Canalization method to price American and Russian options are [21] , [11] , [20] .
In order to estimate the true American option value, simulation methods typically solve the discretized version of the option pricing problem, where exercise can happen only at a finite number of fixed times. As the number of exercise opportunities increases to infinity, the price of this discrete exercise American option converges to the true value. In this setting, simulation methods approximately solve the dynamic program associated with the pricing problem. To facilitate this, first, the so-called continuation value function is estimated at each exercise opportunity using simulated underlying sample paths via Monte Carlo, and then, based on these estimates, an approximately optimal exercise policy is defined. This policy is used to exercise on the simulated sample paths, and the average payoff on these exercised sample paths is used as an estimator for the true American option price. The random tree method of Broadie and Glasserman [7] used nested paths simulation to estimate the continuation value function. In the stochastic mesh method, Broadie and Glasserman [8] used a likelihood ratio weighted average on simulated sample paths to estimate the continuation value recursively. These methods were limited in their success due to their slow convergence rate for a given computational budget. In 2001, Longstaff and Schwartz [23] proposed the least squares regression method where the continuation value function is modeled as a linear combination of pre-specified basis functions in the L 2 -space. This method has proven to be very popular in practice due to its fast rate of convergence, and it is considered as a benchmark in simulation methods for American option pricing. Recently, an improvement of Longstaff-Schwartz method has been proposed by Gramacy and Ludkovski [15] where the authors adaptively learn the classifiers which are then used in dynamic regression algorithms to estimate the option value function.
Empirical evidence in many studies (see Rubinstein [25] ) shows that the implied volatility of options exhibit a smile curve (or skew). In order to capture this phenomenon, stochastic volatility models were proposed (see e.g., Hull and White [17] and Heston [16] ). A common theme in all the proposed stochastic volatility models is mean-reversion of a stochastic factor driving the volatility of the underlying process. A detailed discussion of the mean-reverting nature of these models is provided by Fouque et al. [13] where empirical references are given for fast and slow factors in volatility fluctuations. Hence, in [13] , the authors proposed multiscale stochastic volatility models which capture both the separation of scales and mean-reverting characteristics of the volatility process.
The problem of pricing European options in the stochastic volatility setting has been well studied. In the Heston model, the European option price appears as a Fourier inversion integral which can be efficiently calculated using numerical methods. Fouque et al. [13] provide an approximation for European option prices for calibration in the multiscale model which is reasonably accurate. Relatively, little has been done to address the problem of American option pricing in stochastic volatility setting. The few existing methods in the literature can be broadly categorized as PDE and non-PDE based methods. The PDE based methods provide an approximation for the price of American option by numerically solving the (at least three-dimensional) free boundary problem. A popular approach is to solve the problem by reformulating it as a linear complementarity problem. In order to solve each discrete complementarity problem, Ikonen and Toivanen use operator splitting methods in [18] , and use component-wise splitting methods in [19] . These methods are time-consuming and are typically dependent on sophisticated solver packages. In non-PDE methods, a variant of the Longstaff-Schwartz method with cross-sectional basis functions can be used for pricing as demonstrated by Rambharat and Brockwell [24] .
As mentioned earlier, in our work, we develop an approximation for the finite time-horizon American put price and the associated optimal exercise boundary under stochastic volatility. We use the idea of maturity randomization proposed by Carr [9] to reduce the original pricing PDE to a pricing PDE problem corresponding to a perpetual American put. We use perturbation theory and variation of parameters techniques to approximate the put price and the optimal exercise boundary. The optimal boundary approximation is used to exercise simulated underlying paths and estimate the true American option price. We compare the performance of our method with an implementation of the Longstaff-Schwartz method as suggested in [24] and demonstrate better numerical accuracy under typical parameter settings and small computational budget. Fouque and Han [12] provided centered martingales which can be possibly used as control variates for estimating the true option price. However, the true option price function appears in these centered martingales. We replace the true option price function with our approximate price function and use the resulting martingales to form control variates for our simulation method. The proposed control variates lead to a considerable variance reduction in the case of fast meanreverting stochastic volatility as shown in the numerical examples. In our numerical experiments, we also observe that in the regime where value of scaling parameter is equal to one, fast and slow scale approximations are equally accurate.
For simplicity of presentation, we analyze the two stochastic volatility factors separately. In Section 2 we consider the case of fast mean-reverting volatility process which leads to a singular perturbation problem for the associated pricing PDE. It is evident from the calculations that one does not require to track the fast mean-reverting volatility level to calculate the put price approximation. Next, in Section 3, we derive the approximation for American put price and optimal exercise boundary in the case of slowly fluctuating volatility. In Sections 2.2 and 3.2, we show how to use the price and boundary approximations to form effective control variates using the fast and slow factor approximations respectively. A detailed numerical study comparing our method with the Longstaff-Schwartz method is presented in Section 4. We conclude with few comments on our work and some suggestions for further research in Section 5. The proofs are relegated to Appendix A. We explain the numerical implementation of the respective fast and slow scale control variates in Appendix B.
Approximation under fast mean-reverting stochastic volatility
We first consider a fast mean-reverting stochastic volatility model. Here, let X denote the price of a non-dividend paying asset whose dynamics under the risk-neutral probability measure P is given by the following system of SDEs:
where W
(1) t and W
(2) t are one-dimensional Brownian motions with correlation d W (1) , W (2) t = ρ 1 dt, ρ 2 1 < 1 and ε > 0 is the intrinsic time-scale of Y. We choose specific form of the drift function: (m 1 −Y t ) and volatility function:
√ 2ν 1 such that Y is an ergodic process (the Ornstein-Uhlenbeck process) with unique invariant distribution denoted by Φ which is normal N (m 1 , ν 2 1 ) and does not depend on ε. Further, we require f : R → R + \{0} to be a continuously differentiable function such that f 2 (y)Φ(y)dy < ∞. We assume ε << 1 so that the intrinsic time-scale of Y is small and hence it represents a fast mean-reverting stochastic factor of underlying volatility.
Under the risk-neutral probability measure, the price at time t < T of an American put option with maturity T < ∞ is
where K is the strike price, and T [t,T ] is the set of stopping times τ taking values in [t, T ]. It can be shown, using the dynamic programming principle, that the American put value is the solution of a free boundary problem. The standard approach to solve this problem is to separate the space of state variables into two regions, the hold-and exercise-region where the boundary of the region is regarded as the optimal exercise boundary. However, it is not possible to calculate an explicit solution for the free boundary problem. In order to solve this problem approximately, we randomize the maturity of the American put and replace it with an exponentially distributed independent random variable τ λ with mean 1 λ = T . Following the arguments in Carr [9] , we can write the price of American put with random maturity as follows
As the option maturity is an exponentially distributed random variable, by the memoryless property, the option gets no closer to its random maturity as the time elapses and thus its value suffers no time decay. As the exercise value is also time stationary, the exercise boundary becomes time-independent as well and we need to search for a single critical stock price which depends on the level of stochastic volatility factor. Thus, we look for the optimal exercise boundary parametrized by y.
For the proposed multiscale stochastic volatility model, it is clear that the smooth pasting condition for P (1) (x, y) holds w.r.t. (x, y) from Lemma 2.1 in [28] . Thus, we look for a solution that satisfies the following PDE in the hold region with the smooth pasting conditions:
is the optimal exercise boundary. Here, the operator L ε is given by:
where we define
Note that L 0 is the infinitesimal generator of an OU process with unit rate of mean reversion.
In the exercise region, we have
For a general stochastic volatility function f (y), there is no analytic solution to the free-boundary problem (4)-(5). In the limit ε ց 0, this is a singular perturbation problem and thus our approach is to construct an asymptotic approximation.
Asymptotic analysis
Specifically, we perform a singular perturbation with respect to the small parameter ε, expanding the solution and exercise boundary in powers of √ ε
This particular choice of expansion in powers of √ ε allows us to analytically solve for terms in the expansion, independent of ε. We now plug (6) and (7) into (4) - (5) , and collect terms of equal powers of √ ε. For x > x b (y), we get
where we have suppressed the dependence on (x, y) for notational convenience. For x < x b (y), in (5), we use the asymptotic expansion of (7) in the right hand side and use (6) in the left hand side to perform a Taylor series expansion around x 0 (y) to write
Similarly, the boundary conditions can be expanded as
Zeroth order terms. Collecting terms of order 1/ε in (8) and order 1 in (9) and (10), we have the following PDE and boundary condition:
As L 0 is the infinitesimal generator of Y , zero is an eigenvalue with constant as its eigenfunction. Thus, the first equation implies that we may seek P 0 of the form P 0 = P 0 (x). Along with the second equation above, it is easy to see that P 0 is independent of y everywhere. As P 0 is independent of y on either side of the exercise boundary x 0 (y), we can conclude that x 0 is also independent of y. We make use of this observation going forward. First order terms. Collecting terms of order 1/ √ ε in (8) and order √ ε in (9) and (10) leads to the following PDE and boundary condition:
where we have used the result that P 0 is independent of y. As with P 0 , we can also take P 1 to be independent of y. Thus, we can see that x 1 is also independent of y. Second order terms. Matching terms of order 1 in (8) and order ε in (9) leads to
where we have used that P 1 does not depend on y. The first equation is a Poisson equation for P 2 with respect to the infinitesimal generator L 0 with the source term L 2 P 0 +λ(K −x) + . A wellbehaved solution (polynomial growth at infinity) for P 2 exists if and only if L 2 P 0 + λ(K − x) + is centered with respect to the invariant distribution of the diffusion whose infinitesimal generator is L 0 . Thus, the centering condition becomes
where the angled brackets indicate taking the average of the argument with respect to Φ, the invariant distribution of Y. Since P 0 does not depend on y, the centering condition becomes
The solution to the above ODE can be obtained from the calculations performed in [9] .
In the stochastic volatility model (1)-(2), the zeroth order approximation of randomized maturity American put price is given by
where the constants are
The zeroth order approximation to the exercise boundary is given by
By plugging the expressions back in the above mentioned formulas, it can be easily verified that x 0 ≤ K and P 0 (x) is continuous at K and x 0 . From (12), we have
which follows from (13) . Therefore,
where function φ solves L 0 φ = f 2 (y) −σ 2 andc(x) is an arbitrary finite-valued function independent of y. Third order terms. Collecting terms of order √ ε in (8) and order ε 3/2 in (9), we obtain the following PDE and boundary condition:
This is a Poisson equation in y for P 3 (x, y), which imposes a solvability condition on the source term L 1 P 2 + L 2 P 1 , leading to
We introduce a new convenient notation for the correction termP 1 := √ εP 1 . Thus, plugging P 2 , given by (15) , into (16) gives:
where V 3 := ε 2 ρν f (y)φ ′ (y) . The above ordinary differential equation can be solved to obtain the following result: Proposition 2. The correction termP 1 in the price expansion is given bỹ
.
Then, the correction term in the optimal exercise boundary expansion is given byx
Ting et al. [27] performed a similar analysis as in Proposition 2, but for the case of a perpetual American option i.e. λ = 0, under fast-mean reverting stochastic volatility.
In the constant volatility case, Carr [9] used successive jump times of an independent Poisson process to randomize the maturity of American put in order to closely approximate the true American put price. In this work, we use an independent exponential random variable, which corresponds to the first jump time of an independent Poisson process, to randomize the maturity of the American put. Therefore, the obtained price approximation P 0 + √ εP 1 may not be accurate enough to approximate the true American put price P ε . The approximation can be improved by replacing the fixed maturity with successively increasing arrival times of an independent Poisson process as in Carr [9] . In this approach, the number of different coefficient calculations in the approximation terms increases with the number of boundary conditions and poses a significant computational challenge. This direction has been reserved for future research. However, it has been empirically observed and theoretically proved (cf. Andersen [2] , Belomestny [4] , Agarwal and Juneja [1] ) that simulation methods based on even a crude approximation of the optimal exercise boundary produce good estimates for the true American option price. Thus, in Section 2.2, we use the exercise boundary approximation x 0 + √ εx 1 in our setting to price the finite maturity American put via Monte Carlo.
Remark 2. American call options on a dividend paying underlying can also be priced using the proposed methodology under the multiscale stochastic volatility model. In the case of an underlying with continuous dividend yield, we can use the American option put-call parity from Corollary 1 [26] to transform the original American call option pricing problem to an American put option pricing problem. It can be further checked that the free boundary problem for the new American put problem can be solved using the maturity randomization technique as in Section 2. Finally, to incorporate the discrete cash dividends, a correction to the exercise boundary condition can be introduced based on Equation (37) of [9].
Control variate for finite maturity American option pricing
Here we discuss how to form control variates for our simulation method to price an American put with finite maturity T under fast mean-reverting stochastic volatility. Let τ * denote the optimal stopping time in (3) . As in [12] , by applying Itô's Lemma, we can write
where U 0 and U 1 are defined as
As an explicit formula for P ε is not available, we use the approximation of the price P (1) of the random maturity American put as given in Propositions 1 and 2 to calculate an approximation for the martingales U 0 and U 1 . Since, the terms P 0 and P 1 in the approximation are independent of y, we only need to approximate U 0 (P ε ) which is done by usinĝ
whereτ is an approximation to optimal stopping time τ * defined using the optimal exercise boundary approximation x 0 + √ εx 1 :
where x 0 and x 1 are constants independent of y. Hence, for a set of N independent sample paths of the underlying process X, a Monte Carlo estimator with the martingale control variate is given by
where X (i) τ is the value of the ith underlying process sample path atτ . We provide details of the numerical implementation of control variates in Appendix B.
Slow scale volatility approximations
We conduct a similar analysis for the case when stochastic volatility is slowly fluctuating. Note that we do not require ergodicity of the slow scale factor Z. However, for simplicity of presentation, we assume a specific form of the drift and volatility functions: (m 2 − Z t ) and √ 2ν 2 respectively for the volatility driving process Z. In this case, the dynamics of X is given by the following system of SDEs:
We assume δ << 1 so that the intrinsic time-scale of Z is large and hence it represents a slowly fluctuating stochastic factor of underlying volatility. Here, we require f : R → R + \{0} to be a continuously differentiable function.
The price at time t of an American put option with maturity T < ∞ is
where K is the strike price, and T [t,T ] is the set of stopping times τ taking values in [t, T ]. The price of American put with independent exponentially distributed random maturity τ λ , with mean 1 λ = T , is
Let us denote by x b (z) the optimal exercise boundary for American option with randomized maturity defined above. Again, we look for a solution P (1) (x, z) that satisfies the following PDE in the hold region with the boundary conditions and smooth pasting conditions:
where the operator L δ := L 2 + √ δM 1 + δM 2 , with
In the limit δ ց 0, the above problem is a regular perturbation problem and we look for an asymptotic approximation.
Asymptotic analysis
We expand P (1) (x, z) and the optimal exercise boundary x b (z) in powers of √ δ as follows
We plug the asymptotic expansion formulas and repeat the procedure as followed in Section 2.1. Matching terms of order 1 (with respect to √ δ) in (20)-(21) leads to the following PDE and boundary condition:
We know from our previous calculations, that P 0 (x, z) is given as in Proposition 1 where the coefficients are defined as in (14) withσ replaced by f (z).
Next, by matching order √ δ terms in (20)-(21), we get
The source term in (23), has a term with derivative with respect to the volatility factor z. In order to solve this PDE, we define a new quantity, V := ∂P 0 /∂z. The following result enables us to construct the solution to (23) .
Lemma 1. We assume that V is continuous at x = x 0 (z) and is differentiable at x = K. Then, V is given by
where a 1 , a 2 and a 3 are coefficients given by (26), (27) and (28) in Appendix A.2.
The proof of the above lemma is given in Appendix A. Once, we have solved for V, we proceed to find the correction term P 1 in the price approximation under slowly fluctuating stochastic volatility.
Proposition 3. The correction term P 1 in the price approximation, solution of (23), is given by
∆f 2 (z) and η 1 , η 2 and η 3 are given in (29), (30) and (31). The correction term in optimal exercise boundary expansion is
We will use the derived exercise boundary approximation x 0 (z) + √ δx 1 (z) under the slow scale to price the finite maturity American put via Monte Carlo.
Control variate for finite maturity American option pricing
We discuss how to form control variates for our simulation method to price an American put with finite maturity T under slow stochastic volatility. Let τ * denote the optimal stopping time in (19) . Applying Itô's Lemma, we have
where U 0 and U 2 are defined as
We use the approximation of the price P (1) of the random maturity American put as given in Propositions 1 (withσ replaced by f (z)) and 3 to calculate an approximation for the martingales. We approximate the centered martingales U 0 (P δ ) and U 2 (P δ ) as follows:
whereτ is the approximation to the optimal stopping time τ * defined using the optimal exercise boundary approximation x 0 (z) + √ δx 1 (z):
The Monte Carlo estimator in this case is
We provide details of the numerical implementation of control variates in Appendix B.
Numerical examples
In this section, we compare the performance of estimators suggested in the fast mean-reverting and slowly fluctuating volatility cases in (18) and (24) respectively with the popular least squares regression method of Longstaff and Schwartz [23] . The numerical tests are conducted using a workstation with two 64-bit Quad-Core Intel Xeon processors and 16 GB RAM. For the purpose of comparison studies, we choose the following functional form of volatility driving function for both fast and slow scale: f (y) = e y . Before we proceed, we need to calculate two constants in the fast mean-reverting stochastic volatility model of (1)-(2) which are required to evaluate the terms in approximation formulas. Firstly, the average volatilityσ = f 2 (y)Φ(dy) 1/2 is given byσ = e (m 1 +ν 2 1 ) , where m 1 and ν 1 are the corresponding model parameters. Next, in order to evaluate the correction term P 1 , we need to calculate
With the specified choice of f , we compute
Performance of estimator under fast mean-reverting volatility
We consider an American put with maturity T < ∞ under the fast mean-reverting stochastic volatility model (1)- (2) . The model parameters with initial conditions and option parameters are given in Table 4 In the proposed method, we use the optimal exercise boundary approximation x 0 + √ εx 1 derived in Section 2 to exercise the simulated sample paths. As we use an approximation of the optimal exercise boundary to exercise the sample paths, the proposed policy is suboptimal. The resulting option price estimator is thus lower biased. Further, we illustrate the variance reduction achieved by using the option price approximation P 0 + √ εP 1 in the martingale control variate for the proposed estimator. We use the Longstaff and Schwartz (LS) method as implemented in the numerical examples by Rambharat and Brockwell [24] to compare the performance of our method. As chosen in [24] , we use the following set of Hermite polynomials as basis functions for LS method:
where L 0 (x) = 1, and for n ≥ 1, L n (x) = (−1) n e x 2 /2 d n dx n e −x 2 /2 . The lower biased estimator in the LS method is obtained by using the standard two phase implementation where in Phase 1, we use M simulated underlying sample paths to estimate the coefficients in continuation value function representation. In Phase 2, we use the continuation value estimates to exercise on a new set of N underlying sample paths. As we compare the lower biased estimators, a higher value indicates a better estimator. To estimate the true price of the American option V 0 in absence of unbiased estimators, we aim to calculate a lower biased estimatorv n and an upper biased estimatorV n i.e.
where n denotes the number of independent replications of the respective algorithms. Then, as explained in Glasserman [14, Pg.431] , we can form a conservative confidence interval for V 0 as v n − l n ,V n + H n where l n and H n denote the halfwidth of a certain level of confidence interval for lower and upper biased estimator, respectively. The estimator of the true value V 0 can then be taken as the midpoint of the confidence interval. However, due to the high number of exercise opportunities of the American option being considered, even a reasonable implementation of the dual method proposed by Andersen and Broadie [3] is unable to provide a meaningful upper biased estimator due to the exponential increase in computational budget with the number of exercise times. Hence, to get a proxy for the true price, we use interleaving estimator of Longstaff and Schwartz [23] . The bias of interleaving estimator is unclear as it mixes the high bias from the backward recursion with the low bias resulting from suboptimal exercise. For our purpose, the value of interleaving estimator will act as a proxy to the true price and proximity to this value will provide a reasonable accuracy comparison. In our experiments, we use 4 × 10 5 sample paths and the first seven Hermite polynomials and their cross products as basis functions to calculate the interleaving estimator (Inter. est.) in different settings where the running time of a single iteration is 1.5 × 10 3 seconds.
We illustrate the performance of proposed method when compared to the LS method under the cases of in-the-money, at-the-money and out-of-the-money options in Table 4 .2, 4.3 and 4.4 respectively where the reported results are based on 50 independent iterations of the algorithms with varying computational budgets. The computational budget for a single iteration is specified in terms of running time (in seconds) of the algorithm. In each phase of the LS algorithm, we use the same number of sample paths -20000, 30000 and 40000 respectively for the correspondingly increasing computational budget. We once again emphasize that in case of fast mean-reverting stochastic volatility, both the option price and optimal exercise boundary first order approximations are independent of the current level of stochastic volatility factor Y t .
Only the average of the varianceσ 2 plays a role. It can be observed in Table 4 .2, that our proposed method performs better than the LS method for small values of the scaling parameter ε. We are also able to achieve considerable variance reduction using the control variates proposed in Section 2.2. As expected, the pricing accuracy reduces with increasing value of the scaling parameter ε. In Table 4 .3, we can see that the proposed method provides a more accurate estimator than the lower biased LS estimator, uniformly for all values of the scaling parameter ε. Further, in the case of out-of-themoney options (Table 4 .4), we observed that for the given computational budget, the two phase implementation of the LS method provided insignificant estimates of the option price. This observation again emphasizes that the proposed method provides a better approach to estimate the true American option value when the stochastic volatility is fast mean-reverting.
Performance of estimator under slowly fluctuating volatility
To test the performance of the proposed estimator in the slowly fluctuating volatility setting, we consider an American put with the model parameters, initial conditions and option parameters given in Table 4 .5. The numerical experiments are performed with different slow scale parameter δ values where small values are practically relevant. The underlying sample paths are simulated with the Euler discretization scheme with time step size ∆t = 10 −3 . We use the optimal exercise boundary approximation x 0 + √ δx 1 derived in Section 3 to exercise the simulated sample paths. In the case of slowly fluctuating volatility, the developed control variates do not exhibit significant variance reduction and hence, the values are not reported.
Unlike, the fast-scale stochastic volatility, the current level of volatility factor Z t is extremely important in the slowly fluctuating stochastic volatility model. It can be observed in Table  4 .6 that for δ = 0.1, our proposed method provides a slightly lower estimator than the LS method but with considerably smaller standard error. As expected, the performance of the estimator deteriorates as the value of δ increases. We implemented control variates by using approximate centered martingales U 0 and U 2 but found that no considerable variance reduction is achieved in the case of slowly fluctuating volatility. This particular empirical observation motivates replacing the option maturity with the increasing arrival times of an independent Poisson process. However, the optimal exercise boundary approximation remains reasonably accurate and in Table 4 .7, we can see that for a small computational budget, the proposed method provides a more accurate estimator than the lower biased LS estimator, uniformly for all values of the scaling parameter δ. Further, in the case of out-of-the-money option (Table  4 .8), we observed that the two phase implementation of LS method, like in the case of fast mean-reverting stochastic volatility, provided insignificant estimates of the option price. This observation again emphasizes that the proposed method provides a better approach to estimate the true American option value in the case of both fast mean-reverting and slowly fluctuating stochastic volatility.
Remark 3. In order to compare the accuracy of the option price approximation formula in different stochastic volatility settings -fast and slow scale -we set the value of the scaling parameters ε = δ = 1. We empirically observed that the boundary approximations in both the methods provide an equally accurate Monte Carlo estimator for the true American option price. Thus, when ε = δ = 1, any of the boundary approximation formula derived in Section 2 and 3 can be used to form the Monte Carlo estimator.
Conclusion
We introduced a new method to approximately solve the important problem of American option pricing under stochastic volatility by combining PDE asymptotic techniques with Monte Carlo simulation. We particularly study the case of an American put option with a single underlying asset. We derived closed-form approximations for the price of put option with random maturity and its optimal exercise boundary up to the first order, when volatility is driven by a fast mean-reverting or a slowly fluctuating factor. We then proposed a simulation method which uses the optimal exercise boundary approximation for price estimation and numerically showed that it performs better than a reasonable implementation of the least squares regression method under typical parameter settings and small computational budget. We also achieved significant improvement in pricing accuracy by using the derived asymptotic price approximation to form control variates in the proposed method when the stochastic volatility is fast mean-reverting. It was observed that similar improvement in pricing accuracy is not replicated when the stochastic volatility fluctuates on the slow scale. In the multiscale stochastic volatility model, it can be shown that the approximations derived separately for different scales of fluctuations essentially combine.
In our work, we randomized the maturity of the put with an exponentially distributed random variable and showed that under typical scaling parameter regimes, the exercise boundary approximations provide accurate estimators when used with Monte Carlo simulation. Understandably, the accuracy of these approximations can be iteratively improved by replacing the fixed maturity with successively increasing arrival times of an independent Poisson process. But the number of different coefficient calculations increases with the number of boundary conditions which poses a significant computational challenge. The development of an iterative approach to achieve this task provides a promising direction for future research.
A Proofs

A.1 Proof of Proposition 2
It is evident from the zeroth order term P 0 in (14) that we solve for the correction termP 1 in two separate regions. Firstly, for x > K, from (17), we get the following ODE where
We use a transformation to make the linear operator L 2 which has x-dependent coefficients, into the constant coefficient heat operator. To this end, we define the new variable y = log(x). Then, the transformation to the heat equation with a source term is given by
We use variation of parameters to solve the above ODE. The two linearly independent solutions to the homogeneous part of (25) are u 1 (y) = exp(β 2 y) and u 2 (y) = exp(β 1 y). It is easy to see that β 2 > 1 > 0 > β 1 . The Wronskian of the two linearly independent solutions is W (y) = (β 1 − β 2 ) exp((β 1 + β 2 )y) = −2∆ exp(2γy) and the general solution for the ODE (25) can be calculated as A(z)u 1 (y) + B(z)u 2 (y), where
and F (y) = 2c 1 exp(β 1 y)/σ 2 is the source term. The solution for the first order correction term can then be computed via substituting back to the x variablẽ
for unknown constants a 1 andã 1 .
Similarly, in the region x 0 < x ≤ K, from the solution in (14) , we get
a 02 The solution in this case is
for unknown constants a 2 and a 3 . For x ≤ x 0 , we haveP 1 (x) = 0.
To solve for the unknown constants, we first note that as β 2 > 0, it is easy to see from the condition lim x↑∞P 1 (x) = 0 thatã 1 = 0. For the remaining constants a 1 , a 2 , a 3 , we use the continuity condition at x = K and x = x 0 , and differentiability condition at x = K to obtain three linear equations. After a fair bit of algebra we can solve for the constants. Then,P 1 (x) is given by the formula stated in Proposition 2.
For the correction term in the expansion of the optimal exercise boundary, we refer to (11) and getx
where P 0 is given in (14) andP 1 is as derived above.
A.2 Proof of Lemma 1
In this proof, we do not explicitly mention the dependence of x 0 (·) on z for ease of notation. For smooth function P 0 , we compute the following by differentiating (22) with respect to z
where f ′ (z) = ∂f (z)/∂z. In order to solve the above equation, we first consider the homogeneous equation L 2 V = 0. We use a transformation to make the linear operator L 2 which has (x, z)dependent coefficients, into the z-dependent coefficient heat operator as shown below. To this end, we define the new variable y = log(x). Then, the transformation to the heat equation is
In case of x > K, the source term is given by
We use variation of parameters technique to conclude that V is given by
Similarly, in the region x 0 < x ≤ K, we get
with
By defining a new variable y = log(x), we can reduce the above equation to a heat equation with only z-dependent coefficients and a source term. The transformation is given by,
In the remaining proof, we do not explicitly mention the dependence of x 0 (·) on z for ease of notation.The solution using variation of parameters technique is given by (23), we get the following PDE
We repeat the procedure discussed above to get, for x 0 < x ≤ K,
x β 1 log(x)(β 2 + ∆β 1 log(x)) whereη 2 andη 3 are unknown coefficients dependent on z. Let us define V 2 (z) := √ 2ρ 2 ν 2 ∆f 2 (z) . Then, we have
for unknown coefficients η 1 , η 2 and η 3 . Next, we use the continuity condition at x = x 0 and x = K and differentiability condition at x = K to calculate these coefficients which are given as follows
B.1 Fast Factor Control Variate
Let us recall the centered martingale which is used as a control variate under the fast meanreverting stochastic volatility. It is given bŷ
whereτ is the exercise time approximated using the boundary approximation x 0 + √ εx 1 .
In the simulation method, we discretize the time scale with a time step ∆t = 10 −3 . Thus, the total number of time steps required to sample a path of the underlying process X for pricing an American put with maturity T is L = T /∆t. Next, we generate a set of N independent underlying sample paths for X and Y using the Euler discretization scheme and denote them as X
where to simplify the notation we have used X n∆t for n = 0, 1, · · · , L. On these sample paths, we use the exercise policy based on the approximate optimal exercise time defined aŝ τ := min n ≥ 0 : X n ≤ x 0 + √ εx 1 ∧ L.
The control variate C (i) which approximatesÛ 0 (P (1) ; x b ) for the i th underlying path is formed as follows by using the explicit formulas for the derivatives of P 0 and P 1
where DP 0 (X n ) := 
i,1 , · · · , N
i,τ (i) is the realization of a sequence of independent standard normal random variables generated to simulate the i th sample path of Brownian motion W (1) in the Euler scheme.
B.2 Slow Factor Control Variate
In the case of slowly fluctuating volatility, the first martingale iŝ Here, the derivative of P 0 and P 1 with respect to x can be calculated explicitly from the results in Section 3. The other centered martingale iŝ
In (32), the derivative ∂P 0 /∂z is denoted as V which is given explicitly in Lemma 1. The main difficulty is to calculate the derivative of P 1 with respect to z as it has an implicit dependence on the variable. To overcome this issue, we use a finite difference estimate of ∂P 1 /∂z. We suppress the dependence of x 0 (·) on z for notational convenience. Thus, the control variate C (i) which approximatesÛ 0 (P (1) ; x b ) + √ δÛ 2 (P (1) ; x b ) for the i th underlying path is C (i) := C (i)
Xn Xn x 0 β 1 (1 + β 1 log(X n )) × β 2 (1 + β 1 log(X n )) + ∆β 1 log(X n )(2 + β 1 log(X n )) if X n > K, × β 1 − ∆β 2 log(X n ) 1 + β 2 log(X n ) − ∆β 2 log(X n ) + V 2 (Zn)a 02 β 1 (β 1 −1)f ′ (Zn) 2∆ 2 Xn Xn x 0 β 1 × β 2 + ∆β 1 log(X n ) 1 + β 1 log(X n ) + ∆β 1 log(X n ) if x 0 < X n ≤ K,
Further,
i,n+1 , and for small h > 0, P z 1 (X n , Z n ) := −P 1 (X n , Z n + 2h) + 4P 1 (X n , Z n + h) − 3P 1 (X n , Z n ) h .
N (1) i,1 , · · · , N
i,τ (i) and N
i,τ (i) are the realizations of sequence of independent standard normal random variables generated to simulate the i th sample path of Brownian motion W (1) and W (3) in the Euler scheme.
