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Abstract—In this study we introduce a Linear Parameter
Varying (LPV) based controller design possibility for LPV
systems with state and input uncertainties. Through the LPV
framework the developed method can be used for the nonlinear
system belongs to the given LPV system.
The controller design approach effectively exploits the com-
bination of the classical state feedback and matrix similarity
theorems in order to realize a complementary LPV controller.
By using this controller the necessary control action will be
determined via a comparison to a given reference Linear Time
Invariant (LTI) system which is given by the fixation of the
parameter vectors in the parameter space.
We proven the usability of the developed method on a highly
nonlinear compartmental model. The results showed that the
developed complementary controller structure performed well.
We compared the dynamics of the reference LTI system, the LPV
system and the original nonlinear system to each other by using a
norm based error of the states. The magnitude of the error signals
were small and acceptable in all cases. Moreover, the deviation
between the LPV system and the original nonlinear system was
negligible (only numerical error occurred), namely, the developed
control structure can be used directly for the nonlinear system
as well.
I. INTRODUCTION
Nonlinear control is a challenging objective in the daily
practice. Simplification of the control tasks via different meth-
ods – e.g. by using various types of linearization – often
helps to handle the system to be controlled [1]. Although,
usually these techniques only allow to manage particular parts
of the system from the system’s dynamics point of view and
requires rough simplifications of the original problem. Each
control task does require unique approach, since no general
solution exists [2]. These problems especially occurred on the
field of biomedical related control, since these systems contain
high nonlinearities, strict saturations and other unfavorable
properties [3], [4].
Handling the nonlinear behavior in itself is at least difficult
and often not possible by using the classical nonlinear control.
Although, there are options to handle nonlinear systems by
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its own, for example by using Robust Fixed Point Theorem
(RFPT) based controller design. In this case it is possible to
use a highly approximating model of the given problem and
the robust adaptive control scheme will provides appropriate
control action over time [5], [6].
In the recent years many different options appeared in the
literature which dealing with nonlinear systems characterized
by uncertainties, namely, they are able to handle systems with
varying parameters and/or terms. One of the most beneficial
one is the LPV framework [7], [8]. One of the biggest
advantage of the LPV theorems is by using them we are able
to parcel the nonlinearities into scheduling parameters which
can vary in time [8]. In this way, the nonlinearities can be
hidden from the controller and observer design point of view
and linear design techniques can be applied. Moreover, the pa-
rameter space of the LPV systems carries beneficial properties
which can be exploited during the design approaches.
This study is structured in the following way. First, we
introduce the LPV systems, the control engineering and math-
ematical concepts behind the developed complementary LPV
controller design method and the finalized control structure.
After that, we detail the applied nonlinear compartmental
model and it’s LPV equivalent. Afterwards, our results are
presented. Finally, our findings are introduced.
II. DESIGN OF THE LPV-BASED COMPLEMENTARY
CONTROLLER
In this section we detail the LPV framework, the important
and necessary concepts behind the developed controller design
solution and the design procedure itself step-by-step. We
assume that all states can be measured which implies that all
scheduling variables can be directly calculated from the states,
moreover, it is not necessary to apply observer or estimator to
get the actual values of the states.
The method effectively combines the LPV concept, the
classical state-feedback theorem and the matrix similarity
theorems in order to develop the LPV-based controller which
are able to deal with uncertainty on the input side as well.
Definition 1. General LPV model.
The state space representation of a general LPV model is the
following:
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x˙(t) = A(p(t))x(t) +B(p(t))u(t)
y(t) = C(p(t))x(t) +D(p(t))u(t)
, (1a)
S(p(t)) =
(
A(p(t)) B(p(t))
C(p(t)) D(p(t))
)
, (1b)(
x˙(t)
y(t)
)
= S(p(t))
(
x(t)
u(t)
)
, (1c)
where A(p(t)) ∈ Rn×n, B(p(t)) ∈ Rn×m, C(p(t)) ∈
Rk×n and the D(p(t)) ∈ Rk×m are the parameter dependent
state, input, output and forward matrices, respectively.
The x(t) ∈ Rn is the state vector, the u(t) ∈ Rm is the
input vector and the y(t) ∈ Rk is the output vector.
The LPV system is determined by the parameter dependent
S(p(t)) ∈ R(n+k)×(n+m) system matrix, where p(t) ∈ Ω ∈
Rq is the time varying parameter vector. 
Definition 2. Scheduling variables and the parameter vector.
The pi(t) scheduling variables are the terms of nonlin-
ear model. The pi(t), i = 1 . . . q scheduling variables can
be represented by the p(t) parameter vector as p(t) =
[p1(t), p2(t), . . . pq(t)]
>. The p(t) spans an Euclidean vector
space the so-called parameter space P ∈ Rq . The param-
eter vector is interpreted in the Ω = [p1,min, p1,max] ×
[p2,min, p2,max] × . . . × [pq,min, pq,max] ∈ Pq parameter
box. 
Definition 3. qLPV models.
A LPV system is called qLPV system, if at least one xi(t)
state is involved into the p(t). 
Definition 4. State feedback control.
The state feedback control is a controller design method which
is used to set the poles of the closed-loop system at given
locations in the states space by using the information coming
from the x(t) states [9].
A state feedback based controller’s control signal is given
by the u(t) = −Kx(t).
By applying state feedback the general LTI closed loop
system becomes [2], [9]:
x˙(t) = (A−BK)x(t)
y(t) = Cx(t)
. (2)
In case of LPV systems the (2) can be modified as follows,
if both state and input uncertainties are considered:
x˙(t) =
(
A(px(t))−B(pu(t))K(t)
)
x(t)
y(t) = Cx(t)
, (3)
where px(t) and pu(t) denote the parameter vector belong
to the state and input sides, respectively. Moreover, K(t) =
Kref +K(px(t),pu(t)) is the parameter dependent controller
gain. 
Definition 5. Matrix similarity.
A Q quadratic n×n matrix is similar to a matrix W, namely,
Q ∼ W, in case of the existence of an invertible R matrix
that is Q = R−1WR [10], [11]. 
Theorem 1. Similarity invariance.
The determinants of the matrices are equal to each other,
namely, |Q| = |W|, as long as Q ∼W holds [10], [12].
Proof 1.1. Let Q ∼W, namely, Q = R−1WR. Thus, |Q| =
|R−1WR| = |R−1||W||R| = |W|, since |R||R−1| = 1.
[10], [12].
Theorem 2. Eigenvalue equality.
λ(Q) = λ(W), namely, the eigenvalues of the Q and W
matrices are equal, in that case if Q ∼W [10], [13].
Proof 2.1. Let Q ∼ W, namely, Q = R−1WR. Then
Q − λI = R−1WR − λR−1IR = R−1(WR − λIR) =
R−1(W − λI)R, namely, Q− λI ∼W − λI. Here, I is the
appropriate dimensional unity matrix [10], [11].
Remark 1. Reference LTI system.
In that case if the p(t) parameter vector in the (1b) is
considered as a fixed reference pref , then the S(p(t)) LPV
system simplifies to a LTI system which is called the reference
LTI system and denoted by S(pref ) = Sref . The reference
LTI system is determined by the pref and the selection of the
constant values in the pref depends on the given application.
In that case if both state and input uncertainty occur the
LPV system and the reference LTI system are denoted as
S(px(t),pu(t)) and S(px,ref ,pu,ref ), respectively. 
Remark 2. Complementary controller for systems with state
uncertainty.
Assume that Aref − BKref ∼
(
A(px(t)) − B(Kref +
K(t))
)
=
(
A(px(t)) − B(Kref + K(px(t)))
)
, where
K(px(t)) is a px(t) dependent complementary controller gain
and no input uncertainty is considered.
According to Theorem 1. and 2., the Aref − BKref =
I−1
(
A(px(t)) − B(Kref + K(px(t)))
)
I, if I is the unity
matrix with appropriate dimensions [14]. In this case the
complementary controller can be calculated as follows:
K(px(t)) = −B−1(Aref −A(px(t))) . (4)
By substituting the (4) into (2) – without input uncertainty
– we get back that this construction enforces the nonlinear
system to behaves as the reference LTI system through the
LPV controller’s action:
A(px(t))−B(Kref +K(px(t))) =
= A(px(t))−B(Kref −B−1(Aref −A(px(t)))) =
= Aref −BKref
.
(5)

In many practical cases not just the states, however, the
inputs are also affected by parameter uncertainty. In order to
bridge this problem, the results of Remark 1. can be extended
to these system classes as well.
Remark 3. Complementary controller for systems with state
and input uncertainty.
Assume that Aref − BrefKref ∼ A(px(t)) −
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B(pu(t))K(t) = A(px(t))−B(pu(t))(Kref +K(px,u(t))),
where K(px,u(t)) is a p(t)x and pu(t) dependent comple-
mentary controller gain and K(t) = Kref + K(px,u(t)).
According to Theorem 1. and 2., the Aref − BrefKref =
I−1
(
A(px(t))−B(pu(t))(Kref +K(px,u(t)))
)
I, if I is the
unity matrix with appropriate dimensions. Here px(t) and
pu(t) denotes the state and input related parameter vector –
which contain the uncertainties –, respectively. In this case the
complementary controller can be calculated as follows:
K(px,u(t)) = −B(pu(t))−1
(
Aref −A(px(t))
−BrefKref +B(pu(t))Kref
) . (6)
By substituting the (6) into (2) – with input uncertainty
– we can see that this construction enforces the nonlinear
system to behaves as the reference LTI system through the
LPV controller’s action:
A(px(t))−B(pu(t))(Kref +K(px,u(t))) =
= A(px(t))−B(pu(t))
(
Kref −B(pu(t))−1(
(Aref −A(px(t))−BrefKref +B(pu(t))Kref
))
=
Aref −BrefKref
.
(7)

III. PRACTICAL EXAMPLE
A. The applied nonlinear compartmental model
The applied nonlinear compartmental model f(x(t),u(t))
– which is a regularly applied sample model in physiological
related controls – can be described by the following differential
equations:
x˙1(t) =
− k1x1(t)
1 + a1x1(t)
+ b1x1x2 +
x2(t)
V1
u1(t)
x˙2(t) = −a2x2(t) +
x3(t)
V2
u2(t)
x˙3(t) =
− k2x3(t)
1 + a3x3(t)
− b2x3 +
1
V3
u3(t)
(8)
where a1 = 0.1 [L/mmol], a2 = 0.04 [1/hours], a3 = 0.3
[1/hours], k1 = 0.9 [1/hours], k2 = 0.8 [1/hours], b1 = 0.05
[1/hours], b2 = 0.2 [1/hours], V1 = 2.8 [L], V2 = 1.4 [L],
V3 = 1.9 [L]. The states of the system are the x1(t), x2(t)
and x3(t) [mmol/L], respectively. We considered that all states
are measurable and the states are the inputs of the system as
well, namely y(t) = x(t). The control inputs of the system
are the u1(t), u2(t) and u3(t) [mmol/hours], respectively.
The model contains several nonlinearities connected to
the state and input parts: Michaelis-Menten type natural
degradations belong to x1(t) and x3(t) and the product
of the x1(t) and x2(t) states from the states side; and
state affected inputs from the input side. These nonlinear-
ity causing terms have been selected as scheduling parame-
ters. The state parameters px(t) and input parameters pu(t)
are separately handled and defined as follows: px(t) =[
k1
1 + a1x1(t)
, b1x1(t),
k2
1 + a3x3(t)
+ b2
]>
and pu(t) =[
x2(t)
V1
,
x3(t)
V2
]>
.
B. The LPV model form
The LPV model in state space form can be derived from
(1c) as follows:(
x˙(t)
y(t)
)
= S(p(t))
(
x(t)
u(t)
)
=
=
[
A(px(t)) B(pu(t))
C D
](
x(t)
u(t)
) , (9)
where
A(px(t)) =
−px,1(t) px,2(t) 00 −a2 0
0 0 −px,3(t)
 ,
B(pu(t)) =
pu,1(t) 0 00 pu,2(t) 0
0 0 1/V3
 , C =
1 0 00 1 0
0 0 1
 ,
D =
0 0 00 0 0
0 0 0
 .
(10)
C. Design of the complementary LPV controller with state and
input uncertainty
Assume that px,ref and pu,ref reference parame-
ter vectors have been arbitrary selected as px,ref =
[0.72, 0.125, 0.7882]> and pu,ref = [0.4286, 0.8571]>. The
px,ref and pu,ref belong to the A(pref ) and B(pref ) state
and input matrices, respectively. Because of these parameter
vectors were coming from the states – which is usual in qLPV
systems – they can be originated to the xref = [2.5, 1.2, 1.2]>
reference states from which px,ref and pu,ref can be calcu-
lated. The xref was selected arbitrary.
Due to the given px,ref and pu,ref the belonging LTI
reference system becomes S(px,ref ,pu,ref ). In this way the
A(pref ) and B(pref ) will be the following:
A(px,ref ) =
−0.72 0.125 00 −0.04 0
0 0 −0.7882

B(pu,ref ) =
0.4286 0 00 0.8571 0
0 0 0.5263

. (11)
The eigenvalues of the reference state matrix are
λ(A(pref )) = [−0.72,−0.04,−0.7882]>. Thus, the reference
LTI system is stable, however, the poles are close to zero which
cause slow dynamics which need to be improved.
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The rank of the controllability matrix showed that the ref-
erence LTI system is controllable, since, rank(Co) = 3 ≡ n,
where n is the number of the states. Therefore, the Kref
reference state feedback controller design can be done.
According to the λ(A(pref )) a smaller improvement is
enough to avoid the too small and fast dynamics as well.
We selected the following poles for the closed reference LTI
system λ(A(px,ref )−B(pu,ref )Kref ) = [−1.2,−2.3,−3]>.
In order to design the appropriate Kref gain the MATLABTM
place command was used.
The occurred Kref controller gain was the following:
Kref =
1.3533 0.2917 00 2.4033 0
0 0 4.2024
 . (12)
By using (6), the appropriate parameter dependent controller
gain K(px(t),pu(t)) can be calculated continuously during
the operation to provide appropriate control action and to
enforce the LPV (and original nonlinear) systems to behave
as the selected reference LTI system.
D. Parameter dependent feed forward compensation
Because of the application of the classical state feedback
control the states reach zero level over time. In that case if
the control goal is to reach a given level by the states then
feed forward compensation N = [Nx,Nu]> has to be applied
[2], [9], [15]:[
A B
In 0n×m
] [
Nx
Nu
]
=
[
0n×m
Im
]
[
Nx
Nu
]
=
[
A B
In 0n×m
]−1 [
0n×m
Im
] . (13)
Due to we have parameter dependent A(px(t)) and
B(pu(t)) matrices, the feed forward compensator has to be
parameter dependent as well, namely N(px(t),pu(t)) =
[Nx(px(t)),Nu(pu(t))]
>. In this way (13) should be mod-
ified as follows:
[
A(px(t)) B(pu(t))
In 0n×m
] [
Nx(px(t))
Nu(pu(t))
]
=
[
0n×m
Im
]
[
Nx(px(t))
Nu(pu(t))
]
=
[
A(px(t)) B(pu(t))
In 0n×m
]−1 [
0n×m
Im
] ,
(14)
where In is the feedback ”selector” matrix (here is a unity
matrix), On×m is zero matrix and Im is unity matrix.
By using the N(px(t),pu(t)) compensator, the reference
signal and control signal will be compensated and through the
states achieve determined values over time and not the zero.
The (14) can be embedded into the (7), thus the control law
and control signal become:
u(t) = (Kref +K(t))x(t) ·
(
Nx(px(t)
)
r(t)− x(t))
+Nu(pu(t))r(t) =
=
(
Kref −B(pu(t))−1
(
Aref −A(px(t))
−BrefKref +B(pu(t))Kref
))
·(Nx(px(t))r(t)− x(t))+Nu(pu(t))r(t)
.
(15)
The final control structure can be seen on Fig. 1.
N(px(t),pu(t))
Controller
Kref + K(t)
LPV system
S(px(t),pu(t))
r(t)
x(t)
y(t)u(t)
Figure 1: Finalized control structure.
IV. RESULTS
The developments were tested in simulation environment.
We investigated the performance of the designed controllers
on the given systems in all cases as follows:
1) Performance of the reference controller Kref on
the reference LTI system Sref . The belonging
signals are the state vector xLTI,ref (t) =
[x1,LTI,ref (t), x2,LTI,ref (t), x3,LTI,ref (t)]
>
and the control signal uLTI,ref (t) =
[u1,LTI,ref (t), u2,LTI,ref (t), u3,LTI,ref (t)]
>,
respectively. The uLTI,ref (t) was generated by
the Kref reference controller. The px,ref =
[0.72, 0.125, 0.7882]> and pu,ref = [0.4286, 0.8571]>
reference parameter vectors belong to the A(pref ) and
B(pref ) state and input matrices, respectively.
2) Performance of the completed LPV controller
K(p(t)) on the LPV system S(p(t)). The
belonging signals are the state vector xLPV (t) =
[x1,LPV (t), x2,LPV (t), x3,LPV (t)]
> and the control
signal uLPV (t) = [u1,LPV (t), u2,LPV (t), u3,LPV (t)]>,
respectively. The uLPV (t) was generated by the
K(p(t)) completed LPV controller. The px(t) and
pu(t) parameter vectors belong to the A(p(t)) and
B(p(t)) state and input matrices, respectively.
3) Performance of the completed LPV controller K(p(t))
on the f(x(t),u(t)) original nonlinear system. The
belonging signals are the state vector x(t) =
[x1(t), x2(t), x3(t)]
> and the control signal u(t) =
[u1(t), u2(t), u3(t)]
>, respectively. The u(t) was gen-
erated by the K(p(t)) completed LPV controller.
The following settings have been used during the simula-
tions:
1) The output of the system are the states – due to
r = xref,LTI(t) = xLPV (t) = x(t), t → ∞ was the
used control task. We applied a constant reference for
all systems: r = [5, 3.2, 1.4]>.
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2) The applied initial state vector was xref,LTI(t0) =
xLPV (t0) = x(t0) = [4.2, 2.5, 2.8]
> in case of all
systems;
3) The duration of the simulated time period was 5 hours;
4) Control input saturation has been used. The applied
lower limit was 0, however, we did not apply upper limit.
This was a reasonable choice to avoid the physiologi-
cally meaningless negative control signals.
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0
1
2
3
4
5
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0
2
4
6
8
10
Figure 2: The states and control inputs of the reference LTI
system under operation.
The performance of the reference controller Kref on the
reference LTI system Sref can be seen on Fig. 2. The upper
part of the figure shows the behavior of the xLTI,ref (t)
reference state vector during the simulation. It is visible that
the reference controller based in Kref performed well and
all of the states reached the desired r. The lower part of the
figure shows the required control action. Due to the applied
closed loop poles the dynamics and transients of the system
were favorable.
Figure 3. shows the performance of the complementary
LPV controller K(t) on the LPV system S(p(t)). The left-
upper diagram introduces the xLPV (t) states of the LPV
system, the left-lower diagram is the belonging (occurred)
control signal. The px(t) and pu(t) state and input param-
eter vectors are represented by the upper- and lower-right
diagrams, respectively. It can be see that the xLTI,ref (t)
and xLPV (t) are almost identical, however, the px(t) and
pu(t) were changing during the simulations. However, the
uLTI,ref (t) and uLPV (t) were totally different. These results
strengthen that the complementary controller K(t) performed
well, namely, it provided that the appropriate control action
and the states reached the determined r, moreover, it enforced
the LPV system to behave as the reference LTI system as well
– thus, xLTI,ref (t) ≈ xLPV (t).
The last test scenario was the investigation of the per-
formance of the completed LPV controller K(p(t)) on the
f(x(t),u(t)) original nonlinear system. The results can be
seen on Fig. 4. The upper diagram shows the behavior of the
x(t) states while the lower diagram belongs to the uLPV (t)
control signal. It is visible that the LPV controller was able to
reach the same performance and results as in case of control
of the LPV system. Namely, the dynamics of the states of the
nonlinear system are – practically – identical with the previous
test case – which was true in case of the occurred control signal
point of view as well.
In order to get a full picture about the deviations the states
of the systems over time we compared them into each other.
The achievements can be seen on Fig. 5.
The upper diagram shows the L1 norm-based error signal
between the xLTI,ref (t) and xLPV (t). As it can be seen that
there is a small deviation between the states of the two systems
at the beginning which is caused by the varying parameter
vectors, although this error signal was lower with an order
of magnitude than the magnitude of the states. Moreover, this
deviation spreads between the states, namely, the actual error
in case of each state-pair was lower.
The middle diagram introduces the L1 norm-based error
signal between the xLTI,ref (t) and x(t). Due to the original
system’s states and the LPV system’s states were almost
identical, the same error curve appeared.
The aforementioned properties can be seen on the lower
diagram as well. The difference between the states of the
original and the LPV system was only numerical according
to the applied numerical metric resolution (10−16).
V. CONCLUSION
We have developed a controller design method and a LPV
based control structure which is able handle LPV systems with
state and input uncertainties – and through the LPV framework
their belonging original nonlinear systems.
The proposed control scheme enforces the LPV (and the
original nonlinear) system to behave as a given reference LTI
system through the developed structure.
We tested our approach on highly nonlinear compartmental
model with high nonlinearities. The simulation results have
shown that the developed complementary controller structure
performed well. We compared the dynamics of the reference
LTI system, the LPV system and the original nonlinear system
to each other by using a norm based error of the states. The
magnitude of the error signals were small and acceptable in all
cases. Moreover, the deviation between the LPV system and
the original nonlinear system was identical (only numerical
error), namely, the developed control structure can be used
directly for the nonlinear system as well.
In our future work we will investigate the generalization
possibilities of the approaches and how can we apply them to
other kind of systems.
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Figure 3: The states, control inputs, state and input parameters of the LPV system under operation.
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Figure 4: The states and control inputs of the original nonlinear
system under operation.
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