Deep Convolutional Neural Networksによる授業集中度評価システムの構築 by 吉橋 亮佑
Deep Convolutional Neural Networksによる授業集
中度評価システムの構築
著者 古橋 亮佑
著者別名 FURUHASHI Ryosuke
ページ 1-35
発行年 2015-03-24
学位授与年月日 2015-03-24
学位名 修士(工学)
学位授与機関 法政大学 (Hosei University)
URL http://hdl.handle.net/10114/11787
平成26年度 (2014)
修士論文
Deep Convolutional Neural Networks
による授業集中度評価システムの構築
指導教員
彌冨　仁
法政大学大学院 理工学部研究科 応用情報工学専攻
13R4140吉橋 亮佑
目 次
2
第 1章 はじめに 3
第 2章 目的・背景 4
第 3章 聴講者の集中度推定システム 6
3.1 聴講者検出方法 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 9
3.1.1 Haar-like特徴による聴講者領域の検出法 : : : : : : : : : : : : : : : : 9
3.1.2 CLAの統合処理 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 11
3.2 集中度評価方法 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 12
3.2.1 入力層 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 14
3.2.2 畳み込み層 (C1-C3) : : : : : : : : : : : : : : : : : : : : : : : : : : : : 14
3.2.3 Local normalization (C1, C2) : : : : : : : : : : : : : : : : : : : : : : 15
3.2.4 プーリング (C1-C3) : : : : : : : : : : : : : : : : : : : : : : : : : : : : 15
3.2.5 出力層 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 17
3.2.6 DCNNの学習 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 17
第 4章 結果 18
4.1 実験 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 18
4.2 聴講者検出結果 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 18
4.3 集中度推定結果 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 25
4.4 DCNNの獲得特徴 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 25
第 5章 考察 28
5.1 聴講者検出に関して : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 28
5.2 集中度推定に関して : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 29
5.3 今後の課題 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 29
第 6章 まとめ 30
謝辞 31
1
参考文献 32
発表実績 34
2
第1章 はじめに
講演者にとって、聴講者の参加態度の推移を客観的に把握することができれば、自身への
有用なフィードバックになるだけでなく、今後の講演の質向上のための貴重な資料となる。
本研究では聴講者の参加態度の推移を客観的に把握することを目的に、動画解析によって聴
講者一人一人の集中度を評価するシステムの構築を行った。本システムでは講義中に撮影さ
れた動画から、Haar-like特徴に基づくAdaBoost識別器によって聴講者候補領域（CLAs）を
検出し、それらに対しDCNN(Deep Convolutional Neural Network)を用いることで、「集中
状態」、「非集中状態」、「聴講者不在」の 3クラス分類を行う。
DCNNは画像認識に必要な特徴量を学習により自動で獲得することができるため、聴講者
の集中度推定という困難な問題に対しても、非常に高い汎化能力が期待できるため、本シス
テムで使用した。
本研究では、13編の動画を準備し、そのうち 3編をDCNNの学習に用い、残り 10編を評
価データとして用いた。本システムは聴講者の検出において、Precision = 84.8%、Recall =
61.8%を実現し、集中度の推定については 72.8％の識別率を達成した。
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第2章 目的・背景
講演者にとって、聴講者の参加態度の推移を客観的に把握することができれば、自身への
有用なフィードバックになるだけでなく、講演の魅力に関する 1つの客観的な指標となる。
また聴講者個々の集中度の定量的評価を行うことができれば、集中度の低い聴講者への対策
を講じるなど、講義のサポート強化の際の貴重な資料ともなりうる。
現在、大学などにおいて講義内容や方法を改善し、向上させるためにFD(Faculty Develop-
ment)活動という取り組みが行われている [1-3]。その中で、講義後にアンケートを実施し受
講者の理解度や満足度を調査する取り組みが行われている。アンケートは一般的には講義期
間内に 1，2回行われ、集計された結果は講演者や聴講者にフィードバックされる。しかし、
各講義でのアンケートの実施、集計および分析にはコストがかかり、また評価が主観的に行
われるため、客観的な講義の評価および、講義間の比較は難しい。アンケートの例をFig2.1
に示す。
Fig. 2.1: 授業評価アンケート結果例
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こういった背景から聴講者の集中度を測る研究がいくつか行われている。Kawanoら [4]は
脳波を解析することにより、脳波と集中状態との因果関係を示す研究を提案した。Paulら
[5]は脳波をもとに、逸脱行動を検出する手法を提案した。清野ら [6]は体重移動と姿勢変位
を計測するセンサを用い受講状態を推定する手法を提案した。西村ら [7]は受講者のペンに
無線センサを装着し、照度、振動、温度などから受講状態を推定する手法を提案した。しか
し、これらの手法はコストや手間の面から汎用的な手法とは言い難く、一般的な状況での利
用は困難である。
また、画像処理により集中度を推定する研究もおこなわれている。濟田ら [8]は画像フレー
ム間の輝度の差から講義中の学生の集中度を推定する手法を提案した。しかしこの手法は教
室全体の集中度を推定することはできるが、個人に対しての集中度を推定することができな
い。Leeら [9]の手法は学生一人一人の集中度を推定することができるが、部屋の大きさが制
限されるなどの制約がある。Chen[10]はリアルタイムに学生の状態を推定する手法を提案し
たが、学生一人につき 1台のカメラを必要としコストがかかる。
一般的な画像認識、パターン認識問題においては、達成したいタスクに対して適切かつ十
分な数の特徴量を得ることが極めて重要であり、それは経験や試行錯誤を要し一般的に難し
い。特に多数の聴講者の集中度の推定問題においては、照明条件や聴衆の配置など、環境の
多様性の他、対象とする多数の人々が様々な外観、体勢をとりうるため、様々な状況に対し
て非常に頑強な特徴量を抽出する必要がある。
こうしたパターン認識問題の困難を解決する手法としてDeep Learningと呼ばれる手法が
近年提案されて来ている。LeCunらは、入出力層の他、畳み込み層とサブサンプリング層が
交互に並んだ計 5層と全結合層の全 8層からなる畳み込みニューラルネットワーク (CNN)[11]
を提案している。既存の機械学習手法を画像認識に応用する場合、画像から認識のために抽
出された特徴量と、クラスの関係式を学習により獲得するが、CNNでは、画像の局所領域の
特徴を自動で獲得することで、画像とクラスの関係を直接学習することができる。既存の階
層型ニューラルネットワークを多層化し、より大規模かつ高度な問題に適用する場合の最大
の困難は、モデルの自由度の高さから来る過学習であった。LeCunらのCNNはサンプリング
層と結合を一部なくし非対称性を持たせることで過学習の抑制に成功している。Krizhevsky
らは、CNNをベースに、rectied linear unitsの導入や、local response normalization[12],　
overlapping pooling, 一定の重みを強制的に 0にする drop-out[13]など多くの手法を統合し、
大規模な DCNN(deep convolutional neural networks)モデル [14]を提案した。この DCNN
は 5層の畳み込み層と 2層の全結合層をもち、入出力と合わせて合計 9層の構造を持つ。こ
のモデルは、the ImageNet Large-Scale Visual Recognition Challenge (ILSVRC-2012)にお
いて 1000カテゴリ、カテゴリあたり約 1000枚による識別学習問題でTop-5 testに対して誤
識別率 (error rate)15.3%という成果を上げた。このようにDCNNは非常に汎化能力が高く、
聴講者の集中度推定という困難な問題に対しても、先に述べた課題を解決することが期待で
きることから、本研究で採用し、効果を検討する。
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第3章 聴講者の集中度推定システム
本研究で提案するシステムは、教室前方で撮影された動画を入力として想定し、動画内に
存在する人の検出、検出された人それぞれに対し集中度の出力を行う。Fig3.1に入力として
想定される授業風景の画像フレーム例を示す。提案するシステムの全体は、Fig3.2に示すよ
うに大きく分けて (1)聴講者検出部と (2)集中度推定部の２つから構成されている。聴講者
検出部では撮影された動画から聴講者一人一人を検出する処理を行う。この処理は一定時間
毎に動作し、動画内の聴講者が存在する候補領域 (candidate location of audiences:CLAs)を
検出する。集中度推定部は、DCNNを用いて各CLA領域の画像が、集中状態・非集中状態・
聴講者不在のいずれかというラベルを出力する。なお本研究においては、聴講者の集中度を
厳密に特定することができないため、主観的な評価に基づき次のように定義した。
集中状態:聴講者が話者の方を向き、話を聞こうとしている姿勢をとっている状態
非集中状態:下を向いている状態
聴講者検出部では聴講者の検出漏れを防ぐことに重点を置いているため、結果として聴講
者の存在しない領域をCLAとして検出してしまう場合がある。聴講者不在のラベルは、そ
ういった領域を排除する目的がある。集中状態、非集中状態、聴講者不在とラベル付けした
CLAの例をそれぞれ Fig3.3,Fig3.4,Fig3.5に示す。
Fig. 3.1: 入力として使用される画像フレーム例
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Fig. 3.2: システムの概要図
Fig. 3.3: 集中状態例
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Fig. 3.4: 非集中状態例
Fig. 3.5: 聴講者不在例
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3.1 聴講者検出方法
3.1.1 Haar-like特徴による聴講者領域の検出法
聴講者検出部では、Haar-like特徴量と AdaBoostを利用したアルゴリズム [15]により、
聴講者の上半身検出を行う。本研究では、検出された上半身領域を Candidate Location of
Audiences(CLA)と呼び、フレーム毎に仮の CLAを pre-CLAとして検出する。その後聴講
者の動きなどを考慮して pre-CLAの統合を行い、新たなCLAの作成を行う。pre-CLAの統
合については 3.1.2章に詳しく記す。不適切なCLAは後の集中度評価部により削除されるこ
とを想定し、この段階ではある程度の誤りを許容しつつ検出漏れのないように検出する。
Haar-like特徴とは以下の Fig3.6に示すような探索窓中の計算領域について、それぞれの
領域の明度合計を求め、その差によって得られる特徴量である。ひとつのパターンでは画像
内の局所的なエッジ成分や線状成分を得ることができ、いくつかのパターンを組み合わせ
て用いることで必要に応じた物体検出の特徴量を得ることが可能である。本研究では、こ
のHaar-like特徴から、聴講者の検出 (上半身検出)に有効な特徴量を算出し、カスケード型
AdaBoost識別器に入力することで聴講者の検出を行っている。
Fig. 3.6: Haar-like特徴例
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カスケード型AdaBoost識別器とは、ひとつひとつはあまり判別能力の高くない弱い識別
器を、たくさん繋げていくことで強い識別器を構成していくという手法である。一つの識別
器による判定で上半身と判定されれば次の識別器に通過でき、最後の識別器まで通過する
ことができた画像のみが pre-CLAと判定される。本研究では、Kruppaらにより作成された
上半身検出の可能なカスケード型AdaBoost識別器を使用している。Fig3.7にカスケード型
AdaBoost識別器の概要を示す。
Fig. 3.7: カスケード型AdaBoost識別器概要図
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3.1.2 CLAの統合処理
撮影された時間が異なるフレームでは同じ人物であっても体勢や照明状況が変動している
可能性が高く、聴講者の適切な抽出は容易ではない。そのため本研究では、30秒ごとに計
10フレームの画像に対して上半身検出を実施し、検出された各矩形領域同士を比較するこ
とで統合処理を行う。ある２つのフレーム間で得られた矩形 i,jに関して、それぞれの矩形
の重心 (xi; yi)と (xj; yj)間の距離と面積 Si, Sjの比を閾値 dおよび sを式 (3.1)、(3.2)のよ
うに比べることによって、互いに同じ人を参照する矩形領域かどうかを判別する。各式が共
に真の場合にだけ、両矩形が同じ人物を参照していると判断する。各式の閾値は、システム
を適用するフレームのサイズや存在している人の大きさなどに応じて設定する必要がある。
また、重心間距離の閾値は座席に座っている人物間が重ならないような値に設定されるべき
である。同じ人を参照する矩形領域であると判断された場合、それぞれの矩形は、重心、高
さ、幅が平均された新たなCLAに統合され、まだ計算されていないフレームと統合判断お
よび矩形統合処理を行う。Fig3.8にCLAの統合処理の例を示す。
q
(xi   xj)2 + (yi   yj)2 < d (3.1)
s <
Si
Sj
(3.2)
Fig. 3.8: 矩形統合例
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3.2 集中度評価方法
集中度自動評価部ではDCNNを用いて、各CLAの状態の推定を行う。本研究では、DCNN
を聴講者検出部で検出されたCLAそれぞれに対して集中度のラベルを出力する推定器とし
て使用する。本システムで使用したDCNNの構造を Fig3.9に示す。このDCNNは入力層、
C1層、C2層、C3層、出力層の 5層構造である。C1層、C2層、C3層は、Fig3.10に示され
るように Convolution、Pooling、Local Contrast Normalizationという 3種類の機能を備え
ており、順番に処理が行われ次の層へ情報を伝えている。各層の詳細な構成をTable3.1に示
す。DCNNは一般的に畳み込み層の後にいくつかの全結合層を持つが、本実験では分類クラ
ス数の少なさや、データのスケールの小ささから過学習によるパフォーマンスの低下が見込
まれるため全結合層をもたない (最後の畳み込み層と出力層は全結合されている)。各層の詳
細な説明を次で行っていく。
Fig. 3.9: 本システムで用いたDCNNの構造
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Fig. 3.10: C層における処理概要
Table 3.1: DCNNの各層の構成
ID
concolution
ウィンドウサイズ
map
サイズ map数 local contrast normalization
pooling
サイズ
入力 7x7 50x50 3 - -
C1 5x5 48x48 35 3x3
max pooling
3x3
C2 5x5 24x24 50 3x3
average pooling
3x3
C3 - 12x12 64 -
average pooling
3x3
出力 - 3 1 - -
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3.2.1 入力層
ネットワークは、50x50のRGBカラー画像の入力とし、前処理として入力画像を学習デー
タの平均画像で減算する。集中度自動評価を行う際には聴講者検出部で得られたCLAの画
像をネットワークへ入力する。
3.2.2 畳み込み層 (C1-C3)
畳み込み層はあるサイズのカーネルと前層の出力を畳み込み演算を行うことによって、局
所的な情報を特徴マップへ写像する働きを持つ。その処理は、入力画像の (x; y)位置のカラー
チャネル (c = R;G;B) の画素を Ix;y;cとすると、C1層の k番目のカーネル (畳み込み関数)
の畳み込み処理による、k枚目のマップの (x; y)位置のニューロンへの入力 uC1kx;y は式 (3.3)
と書ける (k=1,2,…KC1)。
uC1 kx;y = f(
X

wmx;y;cIx;y;c + w
m
0;0) (3.3)
wkx;y;cは k番目のカーネル、wk0;0は k番目のバイアス、 は畳み込み範囲を表し、入力層で
は (x; y)を含む周囲 7x7ピクセルの範囲内を表す。畳み込み層における各ノードの活性化関
数は rectied linear unitと呼ばれる関数になっており、式 (3.4)に示すとおりである。
f(x) = max(0; x) (3.4)
また、本研究ではC1,C2層における畳み込み処理を行う際に、前層の特徴マップの外側に
パディングを付加している。入力特徴マップの周囲に 2ピクセルのパディングを付与し、付
与する値はどの層においても、入力層で入力されるデータの平均値である 0とする。パディ
ングの付加は、特徴マップの片部の情報を次層の特徴マップへ伝播しやすくする働きを持つ。
畳み込みの概要を Fig3.11に示す。
Fig. 3.11: 畳み込み概要図
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3.2.3 Local normalization (C1, C2)
C1,C2層の畳み込み処理の後には、近傍ニューロンの出力を考慮した標準化処理が行われ
る。これにより明るさの標準化ができ、多くのモデルにおいて識別精度の向上が報告されて
いる。本研究ではKrizhevskyらにより提案された正規化処理を用いている。ある特徴マップ
hlの位置 (x; y)における値 hlx;yの正規化後の値 h0lx;yは式 (3.5)によって求められる。
h0lx;y = h
l
x;y=(
X
i;j2
hlx+i;y+j)
 (3.5)
ここで、は注目ピクセルの位置から周囲のピクセルへの相対位置である。また および
は定数である。この処理はC1層、C2層のそれぞれのPooling処理のあとに行われ、注目
ピクセルの 3× 3の値を利用し、実施される。
3.2.4 プーリング (C1-C3)
プーリングは上記の処理の後、各層の局所領域ごとになんらかの処理によって情報を削減
する処理で、入力の位置ずれなどに対するロバスト性の確保に貢献する。本研究では、す
べての畳み込み層においてプーリング処理を実施している。C1層では特徴マップ上の各素
子に対して最大値を取り出す近傍処理であるMax-poolingを実施し、C2,C3層では各素子
の近傍を平均した値を得る Average-poolingを実施している。ある特徴マップ hl を小領域
p1; p2; :::; pP に分割するとき、小領域 prのAverage poolingの結果 paverageは式 (3.6)のよう
に、Max poolingの結果 pmaxは式 (3.7)のように表すことができる。また、それぞれのプー
リングの概要図を Fig3.12,Fig3.13に示す。
paverage =
1
jprj
X
pr
hlx;y (3.6)
pmax = max(pr) (3.7)
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Fig. 3.12: Average pooling 概要図
Fig. 3.13: Max pooling 概要図
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3.2.5 出力層
畳み込みニューラルネットワークは、C3層と出力層との間はすべてのニューロン同士が結
合したネットワークを構成している。畳み込みニューラルネ となっている。畳み込みニュー
ラルネットワークの最終出力 (On;n = 1; 2; :::; N)は式 (3.8)のように計算される。
On =
exp(yn)P
j exp(yj)
(3.8)
yjはC3層から出力層への j番目の入力 (j = 1; 2; :::; N)である。
3.2.6 DCNNの学習
カーネル内の値および全結合層の結合重み、それらのバイアス項のパラメータ値はすべ
て乱数によって初期化される。各パラメータ値は確率的勾配降下法に基づく誤差逆伝播法に
よって更新される。
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第4章 結果
　
4.1 実験
実験には異なる講義で撮影された計 13編の授業動画を使用した。作成した動画のうち計 3
編を 1fpsでキャプチャーし、 1891枚のフレームから作成された計 23,444枚のCLAを学習
データとして使用した。作成されたCLAに対し、“集中状態”、“非集中状態”、“聴講者不
在”のいずれかの教師ラベルを付与した。これらのCLAには複数人が写っていたり、集中状
態の判別が難しいものは含まれていない。学習用データのラベルの内訳をTable4.1に示す。
残りの 10編は評価データとして使用した。評価データはそれぞれ 30秒間隔で 300秒間キャ
プチャーし、1編につき計 10フレームの画像を使用した。10編の動画 (計 100フレーム)か
ら計 6160枚のCLAを作成し、評価データとして用いた。
Table 4.1: 学習用データのラベル内訳
ラベル データ数
集中 9926
非集中 8057
聴講者不在 5461
4.2 聴講者検出結果
実験に使用した計 100フレームの画像から聴講者として検出されるべき人数は 5110人で
あった。一方で、システムが CLAとして検出した数は 6160個であった。この内 3540個の
CLAは正しい聴講者領域であり、残りの 2620個は非聴講者領域であった。このことからこ
の段階での聴講者検出精度は、Precision = 57.5%、Recall = 69.3%であった。聴講者の検出
結果を Fig4.1～Fig4.10に、また個々のCLAの例を Fig4.11に示す。
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Fig. 4.1: 聴講者検出結果 1 (Precision=52.3%,Recall=74.2%)
Fig. 4.2: 聴講者検出結果 2 (Precision=56.0%,Recall=83.9%)
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Fig. 4.3: 聴講者検出結果 3 (Precision=47.0%,Recall=63.9%)
Fig. 4.4: 聴講者検出結果 4 (Precision=57.3%,Recall=69.4%)
20
Fig. 4.5: 聴講者検出結果 5 (Precision=63.8%,Recall=61.2%)
Fig. 4.6: 聴講者検出結果 6 (Precision=54.2%,Recall=78.9%)
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Fig. 4.7: 聴講者検出結果 7 (Precision=61.1%,Recall=84.6%)
Fig. 4.8: 聴講者検出結果 8 (Precision=62.5%,Recall=60.3%)
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Fig. 4.9: 聴講者検出結果 9 (Precision=73.8%,Recall=73.8%)
Fig. 4.10: 聴講者検出結果 10 (Precision=59.1%,Recall=56.5%)
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Fig. 4.11: 検出された各CLA例
24
4.3 集中度推定結果
本システムのクラス分類の結果を表に示す。聴講者の検出は概ね適切にできているが、前
方に座っている人や、複数人の聴講者が写っているCLAがあることが結果からわかる。適切
でないCLAは学習されたDCNNにより排除することが可能であり、人を確実に検出してく
ることが重要である。DCNNによる集中度推定結果をTable4.2に示す。この表からDCNN
の処理後の聴講者の検出をPrecision = 84.8%、Recall = 61.8%((809+373+559+1415)/5110;
全聴講者数)で行えていることがわかる。聴講者検出結果の章で述べたように、Haar-like特
徴による聴講者の検出は、Precision = 57.5%、Recall = 69.3%であった。よってDCNNに
より聴講者検出の Recallは多少下がったものの、Presisionを大きく改善することができて
いることがわかる。また 3クラスの識別精度は 72.8%であった。集中状態、非集中状態、聴
講者不在の感度はそれぞれ 65.1%、67.6%、80.0%であった。
Table 4.2: DCNNによる集中度推定結果
推定
集中 非集中 聴講者不在
集中 809 373 61
非集中 559 1415 120??
聴講者不在 116 449 2258
4.4 DCNNの獲得特徴
この項ではDCNNが学習により獲得した特徴量を可視化した結果を示す。Fig4.12に C1
層で学習された重みフィルタを、Fig4.13にC2層で学習された重みフィルタをそれぞれ示す。
Fig4.12からは特定方向の線分や、特定の色に反応を示すフィルタが形成されていることが
わかる。1方でFig4.13からC2層ではどういったフィルタが形成されているかを人により確
認することが難しいと言える。
Fig. 4.12: C1層のフィルタ
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Fig. 4.13: C2層のフィルタ
26
また、CLAを入力した際の特徴マップの可視化も行った。Fig4.14に可視化された特徴マッ
プを示す。Fig4.14から人を入力した場合、その人の輪郭に関して強く反応している特徴の
抽出が行われていることがわかる。
Fig. 4.14: 作成された特徴マップ例
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第5章 考察
5.1 聴講者検出に関して
本研究では、聴講者の検出を Precision = 57.5%、Recall = 69.3%で行うことができた。
Precisionはあまり高くないものの、70%に近いRecallを達成できているため、できる限りの
聴講者の検出を行うことができたといえる。一方で、本システムでは前方に座っている聴講
者の検出が困難であった。これは、前方に座っている聴講者ほどカメラのレンズの角度や、
撮影される高さの影響を強く受け、映り込みに大きく影響されるためだと考えられる。前方
の聴講者の検出を確実に行うことができれば、聴講者検出の Recallを向上させることがで
きるため、前方の聴講者の検出も確実に行うことのできる方法を見つけていく必要がある。
一方で、誤検出が多くても、ひと度聴講者の検出を行うことができれば、DCNNにより聴
講者の有無の識別を概ね正確に行うことができていることが結果からわかる。よって、多少
誤検出が多くても確実に聴講者の検出を行える方法を探していくことが重要である。また、
Fig5.1に示すような複数人が写りこんでしまうCLAを検出する場合があった。このような
CLAに対しては集中度のラベルを付与することが困難なため、検出の際に排除できるよう
な処理を加えていく必要がある。
Fig. 5.1: 複数人が写りこんでいるCLA例
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5.2 集中度推定に関して
本研究では聴講者の集中度推定を約 70%の精度で行うことができ、おおむね正しく集中度
の推定を行うことができたといえる。特に、聴講者不在の CLAに関しては Precisionが 80
%を超えており、検出されたCLAから聴講者の写っていないものを正確に排除することがで
きている。一方で、集中、非集中の推定に関しては、聴講者不在ほどの分類性成果を示せて
いない。本研究において、DCNNの学習には Fig5.1に示すような複数の聴講者が存在して
いるCLAを除外して行っている。しかしながら、テストデータの内約 30%に複数の聴講者
が存在しているCLAが含まれていた。本システムに用いたDCNNはこのようなCLAに対
して学習が行っておらず、それらの CLAに対し不確かな出力を行っており、それが集中度
推定の精度低下につながっていると考えられる。以上のことから、システム全体のパフォー
マンスを向上させるためには、聴講者検出部の改善を行っていくことが重要である。また、
今回DCNNの学習に大量なデータのラベル付けが必要であった。大量なデータのラベル付
けには非常に大きな集中力が必要であり、その際に評価者にゆらぎが発生した可能性が考え
られる。こういったことが起こると、評価に一貫性が保たれなくなり、結果として推定精度
の低下にもつながってしまったといえる。
5.3 今後の課題
これまでの考察から聴講者の検出に関しては、前方に座っている聴講者の正確な検出、複
数人が写ってしまっているCLAの排除が非常に重要であると述べた。これらは現状使用し
ている識別器の性能による問題である。より多様な角度や位置で撮影された聴講者画像によ
る検出器の学習によりこれらの問題を解決できると考えている。また、本研究では聴講者の
集中度推定に１枚のみのフレームを使用した。これではたまたま下を向いた場合でも集中し
ていないと推定されてしまうため、今後は集中度の推定に複数のフレームを使用していくこ
とを検討している。また、リアルタイムに聴講者の集中度推定を行えるシステムにしていき
たいと考えている。これにより、講演者はその場で講義の改善を行うことが可能となり、シ
ステムの実用性の向上が期待できる。システム全体のパフォーマンスを改善し、実際にこの
システムを使用していけるよう上記の問題を解決していきたいと考えている。
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第6章 まとめ
本研究では、DCNNによる聴講者の集中度自動評価システムの提案を行った。本システム
では聴講者検出をPrecision=84.8%、Recall=61.8%の精度で行い、また 3クラスの識別率を
72.8%の精度で達成した。以上のことから、効果的に聴講者の集中度の推定を行えたといえ
る。今後は、聴講者検出の精度の向上や、集中度推定に複数のフレームを用いていくことを
検討している。
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