Let K n (F) be the linear space of all n × n alternate matrices over a
Introduction and main results
In the recent several decades, characterizing linear/additive maps on spaces of matrices or operators that preserve certain properties has been an active area of research (see [13, 16, 25] and the references therein). These are usually called linear/additive preserver problems in the literature. One of the most basic in linear/ additive preserver problems is (the smallest nonzero) rank preservers (see [1] [2] [3] [4] [5] 8, 11, 12, 14, 15, 17, 19, 20, [27] [28] [29] ). Indeed, several other questions about preservers have been solved with the help of (the smallest nonzero) rank preservers. For instance, preserving rank-additivity [26, 29] , invertibility/determinant [4, 5, 21] , adjoint matrix [7, 22] , commutativity [6, 24] or spectrum [10, 18] involves (the smallest nonzero) rank preservers. However, of all these results mentioned above, only Lim [15] and Zhang [28] considered problems on spaces of alternate matrices. Lim [15] characterized the bijective linear preservers of the smallest nonzero rank (i.e., rank 2) on the space of all alternate matrices over any algebraically closed field of characteristic not 2. While Zhang [28] determined the general form of all linear (respectively, additive) preservers of the smallest and second smallest nonzero rank (i.e., ranks 2 and 4) on the space of all alternate matrices over any field (respectively, any field that is not isomorphic to a proper subfield of itself). This inspires us to study linear (respectively, additive) preservers of rank 2 on the space of all alternate matrices over any field (respectively, any field that is not isomorphic to a proper subfield of itself) in this article.
In order to state precisely the main results of this article, we now introduce some concepts and fix the notation, which will be used in the rest of this article. Suppose F is a field and m, n are positive integers. Let M m,n (F) be the set of all m × n matrices over F, and let M n (F) = M n,n (F). We denote the m × n zero matrix by O m×n , and also by O when its dimension is clear. For distinct positive integers i and j , let W ij be the matrix with 1 in the (i, j )th entry, −1 in the (j, i)th entry and 0 elsewhere. (Note: W ij = −W ji .) B T denotes the transpose of the matrix B and ⊕ denotes the usual direct sum of matrices.
A matrix A ∈ M n (F) is said to be alternate if x T Ax = O for every x ∈ M n,1 (F). Clearly, when the characteristic of F is not 2, A is alternate if and only if A is skew symmetric (i.e., A = −A T ); when the characteristic of F is 2, A is alternate if and only if A is a symmetric matrix (i.e., A = A T ) with zero diagonal elements. Let K n (F) be the linear space of all n × n alternate matrices over F, and let K s n (F) be its subset consisting of all rank-s matrices. An operator φ : K n (F) → K n (F) is said to be additive if φ(A + B) = φ(A) + φ(B) for any A, B ∈ K n (F), linear if it is additive and satisfies φ(aA) = aφ(A) for any a ∈ F and A ∈ K n (F), a preserver of rank 2 on
, and a preserver of ranks 2 and 4 on 
Theorem 2. Suppose F is any field and n is an integer with n 4. Then φ is an additive preserver of rank 2 on
n (F), if and only if there exists a nonsingular n × n matrix S such that either 
In order to understand easily the above theorems, we make the following four notes:
1. These four theorems generalize the main results obtained in [28] since the condition "φ preserves rank-4 matrices" is not required here. Moreover, as shown in [28, Section 4] , the condition "F is not isomorphic to a proper subfield of itself" in Theorem 1 is necessary. 2. Lim [15] proved Theorem 4 under the restriction "the characteristic of F is not 2".
Hence this article can be viewed as a supplementary version of Lim [15] . 3. Let R is the field of all real numbers. For every positive integer k, R is isomorphic
(R) when they are viewed as additive groups. Therefore, the additive maps µ and π in Theorem 2 exist when F = R. 4. Theorem 4 states that the forms (iii) and (iv) of Theorem 3 vanish when F is an algebraically closed field. However, the following example shows that the form (iii) or (iv) of Theorem 3 may appear if F is not an algebraically closed field.
Then it is easy to observe that ψ is a linear map such that rank ψ(X) 2 for every 
Clearly, ψ and ϕ are of the forms (iii) and (iv) of Theorem 3, respectively.
Moreover, the combination of Theorems 1 and 2 gives clearly the following corollary.
Corollary 1. Suppose n is an integer with n 4, and F is any field that is not isomorphic to a proper subfield of itself. Then φ is an additive preserver of rank 2 on K n (F) if and only if φ has one of the above forms (I)-(IV).

Preliminary results
This section provides some preliminary results which will be used to prove our main results (i.e., Theorems 1-4) in the next section. We first take the following six lemmas from literature, where the first one shows that the rank of every alternate matrix is certainly even.
Lemma 1 [23] . Suppose n is an integer with n 4, F is any field and 
, then there exists a nonsingular n × n matrix P such that X = P W 12 P T and Y = P W 34 P T . In order to prove our main results, the following lemma is also required.
for some nonzero scalars x and y, then rank A = 2.
Proof. It is clear from (1) that A / = O. This, together with A ∈ M 2 (F), implies that the remainder of the proof is to show rank A / = 1. If rank A = 1, then there exist nonsingular 2 × 2 matrices R and Q such that A = R(1 ⊕ 0)Q, and hence
Since xR −1 J R −T = b 1 J and yQ −T J Q −1 = b 2 J for some nonzero scalars b 1 and b 2 , it can be concluded that
which contradicts (1), and hence the proof is completed.
Proofs of main results
Based on those lemmas obtained above, we can investigate the main results (i.e., Theorems 1-4 stated in Section 1) of this article as follows.
The proof of Theorem 1. By Lemma 3, it suffices to show that φ is an additive preserver of ranks 2 and 4 on K n (F).
Since the rank of every matrix in K n (F) is certainly even, it follows from rank (φ(G) + φ(H )) > 2 and the definition of φ that rank(G + H ) 4. This, together with G, H ∈ K 2 n (F) and rank(G + H ) rank G + rank H , implies that G + H ∈ K 4 n (F). Applying Lemma 4 to G and H , we can conclude that there exists a nonsingular n × n matrix such that
It follows from G, H ∈ K 2 n (F) and the definition of φ that φ(G), φ(H ) ∈ K 2 n (F), and hence rank(φ(G) + φ(H )) rank φ(G) + rank φ(H ) = 4. Since the rank of every matrix in K n (F) is even, it follows from rank(φ(G) + φ(H )) > 2 that rank (φ(G) + φ(H )) = 4. Applying Lemma 4 to φ(G) and φ(H )
, one can conclude that there exists a nonsingular n × n matrix such that
Denote an operator f :
Then f is an additive preserver of rank 2 on K n (F), and further, we can deduce from (2) and (3) that
From which, we, by following the proof of [28, Eqs. (10)- (12)], can obtain
where
Using (5) and (6), we have
This, together with Lemma 7, implies that
Based on the above, we can claim, by using the lines following [28, Eq. (13)] to the end of the proof of [28, Proposition 1] , that there exist a nonzero scalar γ , a nonsingular n × n matrix U and an injective field endomorphism δ of F such that either f (yW ij ) = γ δ(y)U W ij U T for any y ∈ F and 1 i < j 4, or f (yW ij ) = γ δ(y)U (W ij )U T for any y ∈ F and 1 i < j 4. Since F is not isomorphic to a proper subfield of itself, δ is an automorphism of F. Furthermore, by Lemmas 5 and 6, it can be concluded that f is an additive preserver of ranks 2 and 4 on K n (F). This, together with (4), implies that φ is an additive preserver of ranks 2 and 4 on K n (F), and hence the proof is complete.
The proof of Theorem 2. The proof of the "if" part is obvious. Now we prove the "only if" part.
It follows from
Thus, there exist a nonsingular n × n matrix P such that
For every A ∈ K 2 n (F), it follows from our assumptions that φ(A) ∈ K 2 n (F) and rank(φ(W 12 ) + φ(A)) 2. This, together with (7) and Lemma 2, implies that
where g A ∈ F, h A ∈ M 2,n−2 (F) and J denotes the 2 × 2 matrix W 12 . Case 1. Suppose the maximum number of linearly independent elements in φ(K 2 n (F)) is 1. Then φ(A) and φ(W 12 ) are linearly dependent for any A ∈ K 2 n (F). Thus, (8) turns into φ(A) = g A P (J ⊕ O)P T for every A ∈ K 2 n (F). Since every matrix in K n (F) can be written as a sum of finitely many matrices in K 2 n (F), we derive from the definition of φ that φ is of the form (III)/(IV).
Case 2. Suppose the maximum number of linearly independent elements in φ(K 2 n (F)) is 2. Then there exists X ∈ K 2 n (F) such that φ(W 12 ) and φ(X) are linearly independent, and hence, from (7) and (8),
, we obtain that rank h X = 1. Thus, there exist nonsingular matrices R ∈ M 2 (F) and
Then we can conclude from (7) and (8) that
Noting that φ(A), φ(W 12 ) and φ(X) are linearly dependent for any A ∈ K 2 n (F), we obtain that
where κ A ∈ M 1,2 (F). Since every matrix in K n (F) can be written as a sum of finitely many matrices in K 2 n (F), we derive from the definition of φ that φ is of the form (III)/(IV).
Case 3. Suppose the maximum number of linearly independent elements in φ(K 2 n (F)) is greater than or equal to 3. Then there exists X, Y ∈ K 2 n (F) such that φ(W 12 ), φ(X) and φ(Y ) are linearly independent. From Case 2, we can assume that (9) holds. This, together with our assumptions, implies that φ(Y ) ∈ K 2 n (F), rank(U W 12 U T + φ(Y )) 2 and rank(U W 13 U T + φ(Y )) 2. Using Lemma 2, one can obtain that either
or
When (10) holds, (9) and (10) can be united to the form
This, together with our assumptions, implies that φ(A) ∈ K 2 n (F), rank(SW 12 S T + φ(A)) 2, rank(SW 13 S T + φ(A)) 2 and rank(SW 14 S T + φ(A)) 2 for any A ∈ K 2 n (F). Using Lemma 2, we have
where µ A ∈ M 1,n−1 (F). Since every matrix in K n (F) can be written as a sum of finitely many matrices in K 2 n (F), we obtain from the definition of φ that φ is of the form (III).
When (11) Then it is easily verified from (9) and (11) 
, where π A ∈ K 3 (F). Since every matrix in K n (F) can be written as a sum of finitely many matrices in K 2 n (F), we derive from the definition of φ that φ is of the form (IV).
The proof is completed.
The proof of Theorem 3. The proof of the "if" part is obvious. Now we prove the "only if" part.
It follows from the proof of Theorem 1 and the linearity of φ that φ is of the form either (i) or (ii).
Case 2. Suppose rank(φ(G) + φ(H )) 2 for any G, H ∈ K 2 n (F). It follows from Theorem 2 and the linearity of φ that either φ is of the form (iii) or
where S is a nonsingular n × n matrix and π :
Thus, in order to complete the proof, it suffices to show that n = 4 if (12) The proof of Theorem 4. The proof of the "if" part is obvious. Now we prove the "only if" part.
Let γ and S be as in Theorem 3. Since F is an algebraically closed field, there exists β ∈ F such that γ = β 2 [9, p. 142]. If we denote Q = βS, then by Theorem 3 the remainder of the proof is to show that the forms (iii) and (iv) of Theorem 3 vanish when F is an algebraically closed field.
If φ is of the form (iii) of Theorem 3, i.e.,
where S is a nonsingular n × n matrix and µ : n (F) and φ is a preserver of rank 2. Therefore, the form (iii) of Theorem 3 vanishes when F is an algebraically closed field.
If φ would be of the form (iv) of Theorem 3, we would take a mapφ : K 4 (F) → K 4 (F) defined byφ : X → (S −1 φ(X)S −T ). Thenφ is of the form (iii) of Theorem 3, a contradiction. Hence, the form (iv) of Theorem 3 vanishes also when F is an algebraically closed field.
