Abstract. Given an ideal I in a Noetherian ring, one can ask the containment question: for which m and r is the symbolic power I (m) contained in the ordinary power I r ? C. Bocci and B. Harbourne study the containment question in a geometric setting, where the ideal I is in a polynomial ring over a field. Like them, we will consider special geometric constructs. In particular, we obtain a complete solution in two extreme cases of ideals of points on a pair of lines in P 2 ; in one case, the number of points on each line is the same, while in the other all the points but one are on one of the lines.
1. Introduction 1.1. Background. Let I ⊆ R = K[P N ] be a nontrivial homogeneous ideal. If I defines a set of points p 1 , p 2 , . . . , p r ∈ P N (i.e., I = ∩ i I(p i ), where I(p i ) is the ideal generated by forms vanishing at p i ), then the mth symbolic power of I is I (m) = ∩ i I(p i ) m . Note that there is a more general definition of the symbolic power which is studied in [ELS, HH2, HH3] , among others. It is not difficult to see that, if I is the ideal of points in P N , we have I r ⊆ I (r) ⊆ I (m) if and only if r ≥ m; for the reverse containment, it is not difficult to see that I (m) ⊆ I r implies m ≥ r, but the converse is not true in general. Using multiplier ideals and tight closure, respectively, [ELS, HH2] proved, as a special case of a more general result, that, for a nontrivial homogeneous ideal I ⊆ K[P N ] (where K is a field of arbitrary characteristic), I (rN ) ⊆ I r . In [BH1, BH2] , the question of when the symbolic power of an ideal I is contained in an ordinary power is asked and answered in several cases; one such case is when I is the ideal of points lying on a smooth conic in P 2 . When the conic is not smooth (and hence consists of a pair of lines), the question of I r containing the symbolic power I (m) is more delicate, and depends on the number of points on each line, and the existence (or lack thereof) of a point at the intersection of the two lines. A related problem, studied in [BH1, BH2] , is to compute an asymptotic quantity known as the resurgence: Definition 1.1. Given a homogeneous ideal I in R = K[P 2 ] = K[x, y, z], the resurgence, denoted ρ(I), is the quantity:
Recall that for non-trivial homogeneous ideals I in K[P N ], we have by [ELS, HH2] that I (rN ) ⊆ I r , and thus ρ(I) ≤ N always. For particular ideals, however, sharper bounds and explicit computations of ρ(I) in P 2 are sometimes possible, though there is no known method of computing ρ(I) that works in general. In addition to computing ρ(I) for ideals I for two different configurations of points lying on a pair of lines, we affirmatively answer several questions of [HH1, BCH] for the ideals defining our configurations. 1.2. Preliminaries. Throughout the remainder, I is a nontrivial homogeneous ideal in R = K[P 2 ] = K [x, y, z] , where K is a field of arbitrary characteristic. Our primary goal is to give the best possible description of the set of all m and r for which I (m) ⊆ I r if I is a radical ideal defining either of the configurations of points in P 2 found in Figure 1 . Given a set of distinct points p 1 , p 2 , . . . , p r ∈ P 2 , we denote the scheme-theoretic union Z of the points by Z = p 1 + p 2 + · · · + p r .
In order to more easily refer to these different situations in the future, we make the following definitions.
Definition 1.2. Let Z = p 0 + p 1 + · · · + p n be a zero-dimensional subscheme of P 2 , where n ≥ 2. We call Z an almost collinear subscheme of n + 1 points (or just an almost collinear subscheme) if p 1 , p 2 , . . . , p n lie on a line L and p 0 does not. Definition 1.3. Let Z = p 0 + p 1 + p 2 + · · · + p 2n be a zero-dimensional subscheme of P 2 with n ≥ 1. We call Z a nearly-complete intersection of 2n + 1 points (or just a nearly-complete intersection) if there exists a pair of lines L 1 and L 2 such that p 0 is the point at the intersection of L 1 and L 2 , p 1 , p 2 , . . . , p n ∈ L 1 \ L 2 and p n+1 , p n+2 , . . . , p 2n ∈ L 2 \ L 1 .
The reason for the name given in Definition 1.2 should be clear; without p 0 , the configuration given in Definition 1.3 is a complete intersection. Remark 1.4. A single point on a pair of lines is a complete intersection. The ideal I of a complete intersection is known to satisfy I m = I (m) for all m and hence I (m) ⊆ I r if and only if m ≥ r (see Lemma 5 and Theorem 2 of Appendix 6 of [ZS] ). Thus, we will not be interested in almost collinear subschemes Z = p 0 + p 1 + · · · + p n when n ≤ 1. Moreover, the case that n = 2 is by now well understood, and so will also not be of interest; see [BH1, BH2, BCH] for results in this case. For the same reason, we will not consider nearly-complete intersections Z = p 0 + p 1 + · · · + p 2n ⊆ P 2 unless n > 1.
Note that among reduced subschemes consisting of finitely many points on a pair of lines-but which are not complete intersections-the almost collinear case and the nearly-complete intersection case represent opposite extremes. In the nearly-complete intersection situation, aside from the point at the origin, we have an equal number of points on each line. In the almost collinear intersection situation, we are as far as possible from an equal number of points on each line (without being a set of collinear points). Thus, it is not surprising that our results in the two cases are quite distinct, as indicated, for example, in Theorem 1.5, which shows that the solution for the almost collinear situation depends on the number of points on the line, whereas the solution for the nearly-complete intersection situation has no such dependency.
There is, however, an underlying similarity in both cases. Whether Z is an almost collinear subscheme or a nearly-complete intersection, Z is the scheme-theoretic union of a complete intersection with a single point. In both situations, we use this to find a vector space basis for K[x, y, z] which makes it easy to compare the symbolic and ordinary powers of the ideal I(Z).
We can give a complete answer to the containment problem for almost collinear points and nearly-complete intersection: The proof of part (a) of Theorem 1.5 will come in Theorems 2.7 and 2.9. The proof of part (b) of Theorem 1.5 will come in Theorem 2.18.
Our next main result guarantees that the symbolic power algebra ⊕I (m) is Noetherian (see Remark 3.4). Theorem 1.6. Let I be a homogeneous ideal defining points in P 2 . (a) If I defines n + 1 almost collinear points, where n ≥ 3, then I (nt) = (I (n) ) t for every t ≥ 1; moreover, n is the least integer for which equality holds for all t. (b) If I defines a nearly-complete intersection of 2n + 1 points, I (2st) = (I (2s) ) t for all s, t ≥ 1.
The proof of part (a) of Theorem 1.6 is in Theorem 3.3 and the proof of part (b) is Corollary 3.7. Also in Section 3, we answer several questions of [BCH, HH1] regarding containments of the form I (m) ⊆ M i I r , where M = (x, y, z) is the irrelevant maximal ideal.
Main Results

2.1.
Ideals of Almost Collinear Points. Let K be a field, and fix the ring R = K[P 2 ] = K[x, y, z]. The key to our proofs in both cases is to use use compatible K-bases of I (m) and I r , which we construct by first constructing a basis of K[x, y, z] and then restricting it to the ideals.
In particular, the following lemma is foundational to our approach. Throughout, we use the notation S to denote the K-span of the elements in the set S. 
for c e ∈ K (where c e = 0 for all but finitely many e). Since a ∈ B U , c e = 0 means e ∈ B U . Similarly, as a ∈ B V , c e = 0 implies e ∈ B V . Therefore, if c e = 0 we can conclude e ∈ B U ∩ B V , and thus a = e∈B W c e e = e∈B U ∩B V c e e ∈ B U ∩ B V .
We first consider the case of almost collinear points; recall the definition of this configuration in Definition 1.2. We use the following notation.
Let Z be an almost collinear subscheme of n + 1 points, and let I = I(Z) be the ideal of forms vanishing at Z. Assume that the collinear points p 1 , p 2 , . . . , p n satisfy z = 0; specifically, let p 1 be defined by the intersection of the lines x = 0 and z = 0, and let p i be defined by lines z = 0 and x − l i y, where 2 ≤ i ≤ n and l i = 0. Additionally, we may as well assume that I(p 0 ) = (x, y). Then this situation is described in Figure 2 , and I = (xz, yz, F ) = (x, y)∩ (z, F ), where F = L 1 · · · L n is a homogeneous polynomial in x and y of degree n (uniquely determined up to scalar multiple by the points p 1 , . . . , p n ), L 1 = x, and L i = x−l i y, where p i = (l i , 1, 0) for 2 ≤ i ≤ n. Thus, we may assume that one term of F is x n . With this setup,
where the last equality follows from the fact that the ideals (z, F ) and (x, y) define complete intersections.
Figure 2. n + 1 almost collinear points Notation 2.2. Given F ∈ K[x, y] of degree n as above and i a nonnegative integer, use the division algorithm to write i = an + e, where 0 ≤ e < n. For each i, we write H i := x e F a .
Note that deg H i = i, and, as a polynomial in x, H i is monic with leading term x i . Moreover,
Proof. This is true for i < n, since x i = H i . Suppose i ≥ n, so x i = H i . Then H i is a linear combinations of monomials of the form x t y i−t , where one term of H i is x i . Thus, x i − H i is also linear combination of monomials of the form x t y i−t , where t < i (as we have subtracted the x i term off). By induction on i, each monomial a t x t y i−t appearing in the expansion of x i − H i satisfies a t x t y i−t ∈ H 0 y i , . . . , H i−1 y , and thus
Proof. By Lemma 2.3, for each t ≥ 0, x t is in the span of H 0 y t , . . . , H t y 0 , hence every monomial x t y s z l is in the span of elements of the form H i y j z l with i + j = t + s. Since the monomials of the form x t y s z l span K[x, y, z], so do the elements of the form H i y j z l .
The elements H i y j z l are homogeneous and thus the span of those elements of degree d must be the homogeneous component R d of R = K[x, y, z]. There are exactly d+2 2 = dim K R d elements of the form H i y j z l of degree d (since the cardinality of the set of those elements of the form H i y j z l is just the number of solutions (i, j, l) to i + j + l = d with i, j, l ≥ 0). Thus, the elements H i y j z l of degree d are independent. By homogeneity, any linear dependence among the elements of the form H i y j z l must involve elements of the same degree, hence B R is linearly independent, and a K-vector space basis of R.
The next lemma places restrictions on i, j, l which make elements of the form H i y j z l (with the restrictions) into a K-basis of the symbolic power I (m) . Proof. (a) Suppose i, j, l ≥ 0, i + ln ≥ mn, and i + j ≥ m. Then, since i, j, l ≥ 0 and i + j ≥ m, we have H i y j z l ∈ (x, y) m . Since i+ln ≥ mn, we have i/n+l ≥ m, which is equivalent to ⌊i/n⌋+l ≥ m, which further implies
, the order of vanishing of H i y j z l at p 0 must be at least m. Since none of the points p 1 , · · · , p n are on the lines x = 0 or y = 0, (b) Suppose we show that (x, y) m is the K-vector space span of the elements of the form H i y j z l contained in (x, y) m , and that (z, F ) m is the K-vector space span of the elements of the form H i y j z l contained in (z, F ) m . Then, by Lemmas 2.1 and 2.4, I (m) = (x, y) m ∩ (z, F ) m also is the K-vector space span of the elements of the form H i y j z l contained in I (m) . Now, (x, y) m is the K-span of monomials of the form x i y j z l with i + j ≥ m, each of which is by Lemma 2.3 in the K-span of elements of the form H i y j z l with i + j ≥ m, each of which has order of vanishing at p 0 at least m and hence is in (x, y) m . Finally, (z, F ) m is the K-span of elements of the form x t F b y s z l with b + l ≥ m. But x t y s is in (x, y) t+s , and hence x t y s is by Lemma 2.3 in the K-span of elements of the form H q y j with q + j = t + s, so each element x t F b y s z l with b + l ≥ m is in the K-span of elements of the form H i y j z l with i = q + bn, q + j = t + s and
We next provide a similar description of the elements of I r , which will eventually allow us to completely answer the question of which lattice points (m, r) correspond to containments I (m) ⊆ I r .
Lemma 2.6. Let r ≥ 1.
(a) The ideal I r is the span of the elements of the form (1) l < j and i
Proof. Part (a): This is true for r = 1 by Lemma 2.5(b). Thus I r is the span of products H i 1 y j 1 z l 1 · · · H ir y jr z lr of r elements of the form H it y jt z lt , which satisfy i t , j t , l t ≥ 0, i t + l t n ≥ n and i t + j t ≥ 1 for t = 1, . . . , r (i.e., elements of the form H it y jt z lt ∈ I for each t).
Write each H it as x at F bt where i t = b t n + a t and 0 ≤ a t < n. Let B = b 1 + · · · + b r and let Since
and since H u y v is a product of u + v = A = a 1 + · · · + a r linear forms, each of which is in (x, y), we can factor H u y v as G 1 · · · G r where each G s is a product of a s of these linear forms. Thus
This shows not only that I r is the span of the elements of the form H i y j z l ∈ I r , but also that every element of I r is in the span of elements H i y j z l ∈ I r which factor as a product of r elements of I. But if H i y j z l ∈ I r , it is in the span only of itself (since elements of this form are linearly independent), so each element H i y j z l ∈ I r is itself a product of r elements of I.
Part (b): Begin with the backward implication, and assume i, j, l ≥ 0.
(1) If l < j and i + nl ≥ rn, let i = bn + a, where
and let i = bn + a, where 0 ≤ a < n.
and D is a form in (x, y)
hence so is H i y j z l . We now turn to the forward implication, but first a bit of terminology. By minimal factor of H i y j z l in I we mean a factor of H i y j z l which is in I but which has no factor of smaller degree which is in I. Minimal factors divisible by z will be called z-factors. Given any H i y j z l , note that the minimal factors of H i y j z l in I (if any) are of the form F , yz, xz, and L u z (where L u is the linear form vanishing on p 0 and on p u for some 1 ≤ u ≤ n). Let P s denote a product of s z-factors. Any product P s F t which divides H i y j z l satisfies 0 ≤ t ≤ b, where b = ⌊i/n⌋, and 0 ≤ s ≤ min {l, i + j − nt}. It is easy to see that if there are values for s and t satisfying s + t ≥ r, 0 ≤ t ≤ b and 0 ≤ s ≤ min {l, i + j − nt}, then H i y j z l has a factor P s F t ∈ I r and hence
Assume H i y j z l ∈ I r , and hence there are values for s and t satisfying s
We can now use Lemmas 2.6 and 2.5 to compute the resurgence, ρ(I).
Theorem 2.7. For the ideal I of n + 1 almost collinear points,
Proof. Consider H i y j z l where i = tn 2 , j = 0, and l = tn 2 − tn, and let m = tn 2 and r = tn 2 − tn + t + 1. Then H i y j z l ∈ I (m) for every t ≥ 1 by Lemma 2.5(a), but i + j + (n − 1)l < rn so I (m) ⊆ I r by Lemma 2.6(b)(2), hence m/r ≤ ρ(I) for all t. Taking the limit as t → ∞ gives n 2 /(n 2 − n + 1) ≤ ρ(I). Now suppose m/r ≥ n 2 /(n 2 − n + 1) and hence m ≥ r. Consider H i y j z l ∈ I (m) . Then i + j ≥ m and i + nl ≥ mn by Lemma 2.5(a). Now consider cases.
Thus m/r ≥ n 2 /(n 2 − n + 1) implies I (m) ⊆ I r by Lemma 2.5(b), and so ρ(I) ≤ n 2 /(n 2 − n + 1), i.e., ρ(I) = n 2 /(n 2 − n + 1).
By definition, ρ(I) is the supremum of rationals m/r for which I (m) ⊆ I r , and thus it is possible to have m/r ≤ ρ(I) with I (m) ⊆ I r . We next show that the bases found in previous lemmata allow us to completely answer the question of containment I (m) ⊆ I r for all m and r.
Containment will fail if and only if we can find H i y j z l ∈ I (m) \ I r . It is known that I (m) ⊆ I r if m < r. The constraints we have obtained show that if m ≥ r, then i + j ≥ m and i + nl ≥ mn imply i + j ≥ r and i + nl ≥ rn. Thus, we have H i y j z l ∈ I (m) \ I r if and only if either
If m ≥ r, we have H i y j z l ∈ I (m) \ I r if and only if there is a non-negative integer lattice point
we need only concern ourselves with i and l, as the next lemma demonstrates.
Lemma 2.8. There is such a point (i, j, l) if and only if there is a nonnegative integer lattice point
Proof. Given i ′ and l ′ , just take i = i ′ , l = l ′ , and j = 0. Given (i, j, l), take i ′ = i + j and l ′ = l.
Therefore, I (m) ⊆ I r if and only if either m < r or there is a nonnegative integer lattice point (i, l) satisfying i ≥ m, i + nl ≥ mn, l ≤ i − 1, and i + (n − 1)l ≤ rn − 1.
(1)
Theorem 2.9. Let I be the ideal of n + 1 almost collinear points and m ≥ r integers. Then
Proof. Let P be the point (i, l) where the lines i + nl = mn and i + (n − 1)l = rn − 1 cross; i.e., P = (mn−n 2 (m−r)−n, n(m−r)+1). Let Q be the point where the lines l = i−1 and i+nl = mn cross; i.e., Q = (n(m + 1)/(n + 1), (nm − 1)/(n + 1)). Let U be the point where the lines m = i and i + nl = mn cross; i.e., U = (m, m(n − 1)/n). Then (1) has a solution if and only if the i-coordinate of P is at least as big as the maximum of the i-coordinates of Q and U . Let Q i and U i be these i-coordinates; then max(
Thus, assuming m ≥ r, (1) has a solution if and only if either m ≤ n and Q i ≤ P i , or m ≥ n and U i ≤ P i . But Q i ≤ P i is the same as n(m + 1)/(n + 1) ≤ mn − n 2 (m − r) − n or m ≤ r(n + 1)/n − (n + 2)/n 2 = (rn 2 + rn − n − 2)/n 2 , and U i ≤ P i is the same as m ≤ mn − n 2 (m − r) − n or m ≤ (n 2 r − n)/(n 2 − n + 1).
Thus, I (m) ⊆ I r holds if and only if either (a) m < r, or (b) m ≥ r and either (i) m ≤ n and m ≤ (rn 2 + rn − n − 2)/n 2 , or (ii) m ≥ n and m ≤ (n 2 r − n)/(n 2 − n + 1). Note, however, that if 1 ≤ m < r, then r ≥ 2 and so m ≤ (rn 2 + rn − n − 2)/n 2 holds (since r ≤ (rn 2 + rn − n − 2)/n 2 if r ≥ 2 and n ≥ 3), and also m ≤ (n 2 r − n)/(n 2 − n + 1) (since r ≤ (rn 2 + rn − n − 2)/n 2 if r ≥ 2 and n ≥ 3). Thus m < r is subsumed by m ≤ n and m ≤ (rn 2 + rn − n − 2)/n 2 , or m ≥ n and m ≤ (n 2 r − n)/(n 2 − n + 1).
However, we can do even better by ridding ourselves of the need for the two cases m < n and m ≥ n.
Claim: We have I (m) ⊆ I r if and only if m ≤ n 2 r−n n 2 −n+1 . Proof of Claim. If m < n and m ≤ (rn 2 +rn−n−2)/n 2 , then routine arithmetic demonstrates m ≤ r. Now, if I (m) ⊆ I r then we already know that either m < n and m ≤ rn 2 +rn−n−2 n 2 or m ≥ n and m ≤ rn 2 −n n 2 −n+1 . If m < n and m ≤ rn 2 +rn−n−2 n 2 , then we now know that m ≤ r, but I (m) ⊂ I r implies r > 1, and, as we are assuming n ≥ 3, it follows that r ≤
, and hence
n−1 ≤ r ≤ m, which contradicts m < n. Thus we must have m = r < n. But m = r = 1 is impossible since m = r = 1 implies 1 ≤
, which is false, so we must have 1 < m = r < n. More arithmetic demonstrates that m ≤ rn 2 +rn−n−2 n 2 which we have already showed implies I (m) ⊆ I r .
These initial containment results for almost collinear points stand in contrast to the results obtained in the next section for nearly-complete intersections. In particular, the results for almost collinear points depend on the number n of points on the line, whereas the results we obtain for nearly-complete intersections do not.
2.2. Ideals of Nearly-Complete Intersections. Let R = K[x, y, z] and n ∈ N. Suppose we have n points on L 1 , defined by x = 0, say p 1 , . . . , p n , and n points on L 2 , defined by y = 0, say p n+1 , . . . , p 2n , all of multiplicity m. We assume that there is one additional point p 0 of multiplicity m at the intersection of L 1 and L 2 , as in Figure 3 .
. . . The ideal defining these 2n + 1 points is
where α i , β i ∈ K, I(p i ) = (x, z − α i y) for i = 1, . . . , n, and I(p i ) = (y, z − β i x) for i = n + 1, . . . , 2n. Then for any m ∈ N,
Define a polynomial F ∈ R by
Proposition 2.10. Let I and F be as defined above. Then I = (x, y) ∩ (xy, F ) = (xy, xF, yF ) and for any m ∈ N,
and consider the two curves C 1 : xy = 0 and C 2 : F = 0. Then C 1 and C 2 intersect exactly at the 2n points p 1 , . . . , p 2n , and transversely at that. Therefore I ′ is generated by the forms defining C 1 and C 2 , hence I ′ = (xy, F ) and therefore I = (x, y) ∩ (xy, F ).
Also, note that (x, y) ∩ (xy, F ) ⊇ (xy, xF, yF ).
by definition of F . Thus k 2 ([0, 0, 1]) = 0 and hence k 2 ∈ (x, y). But then g ∈ (xy, (x, y)F ) = (xy, xF, yF ) and hence I = (x, y) ∩ (xy, F ) = (xy, xF, yF ). Since the ideals (x, y) and (xy, F ) are complete intersections, they are each generated by a regular sequence. Therefore, by Lemma 5 and Theorem 2 of Appendix 6 of [ZS] , symbolic and ordinary powers of the ideals coincide. Thus
As in Subsection 2.1, we will use a vector space basis to describe I (m) and I r .
Proposition 2.11. Let t ≥ 0. Then every monomial x a y b z c with a, b, c ∈ N 0 and c ≤ t is contained in the
Proof. Use induction on t. For t < n, the condition dn ≤ t implies that d = 0, so
In particular, x a y b z c with c ≤ t < n is in S. For t ≥ n, assume that x a y b z c ∈ S for every a, b ∈ N 0 and c < t. Take a, b ∈ N 0 and consider the polynomial G = x a y b z t − x a y b z r (−F ) q with t = qn + r and 0 ≤ r < n. Then by the definition of F , G is a polynomial of degree less than t in z with coefficients in K[x, y]. Since qn ≤ t, we have G ∈ S by induction. But r < n, so x a y b z r (−F ) q = (−1) q x a y b z r F q ∈ S and hence
Lemma 2.12. The set A = x a y b z c F d a, b, c, d ∈ N 0 , c < n is linearly independent over K and spans R as a K-vector space.
Proof. By Proposition 2.11, each monomial x a y b z c is in A , and since
we get that R = A . For each s ∈ N 0 , define a subset A s of A by
A s and the elements of A s are homogeneous of degree s, and therefore A s = R s . By homogeneity of A s , all elements in A s are linearly independent from elements in A \ A s , and |A s | = s+(3−1) 3−1 = dim R s (the number of partitions of s into three parts in the nonnegative integers), which means that A s not only spans R s but also has the same size as a (linearly independent) monomial basis for R s . Therefore, A s is linearly independent as well, and so is A. Therefore,
Proof. Since B, C ⊆ A from Lemma 2.12, linear independence of B and C over K is immediate. By definition, Proposition 2.11, and Lemma 2.12,
Hence I (m) = (x, y) m ∩ (xy, F ) m = B ∩ C , and Lemma 2.1 then gives
We will describe I r in a similar fashion.
Lemma 2.14. Let r ∈ N. Define one set S r by
and another set, T r , by
Proof. If (a, b, c, d) ∈ S r , then is it also always in T r , hence S r ⊆ T r . Now suppose (a, b, c, d) ∈ T r . We may assume without loss of generality that a ≤ b, so min(a, b) = a and max(a, b) = b. 
Lemma 2.15. Let r ∈ N and S r and T r be as above. Then
is an ideal.
Proof. Note that the definition of S r immediately gives that (a, b, c, d) ∈ S r implies (a+a ′ , b+b ′ , c, d+
by choice of L, so by our induction assumption x a+a i y b+b i z p+c i F d+i ∈ J for all i. Hence h ∈ J. Now take elements j ∈ J, s ∈ R, and show that js ∈ J. It suffices to show this for a generating element j = x a y b z c F d of J. Let s = i η i x α i y β i z γ i ∈ R for some η i ∈ K and α i , β i , γ i ∈ N 0 . Then js = i η i x a+α i y b+β i z c+γ i F d . But for all i, the summand g i = η i x a+α i y b+β i z c+γ i F d is in J by above, so js = i g i ∈ J as well and J is an ideal. Proposition 2.16. Let r ∈ N and S r and T r be as above. Then
Proof. By Lemma 2.14, the second equality is immediate.
Since I = (xy, xF, yF ), we know I r is generated by
Thus, as J is an ideal, G ⊆ J implies I r ⊆ J. So take a generator g = (xy) s (xF ) t (yF ) u ∈ I r , i.e. pick s, t, u ∈ N 0 such that s + t + u = r. Then u = r − s − t and g = (xy) s (xF ) t (yF ) r−s−t = x s+t y r−t F r−s . But (s + t)+ (r − t) = r + s ≥ r, and (s + t)+ (r − s) = r + t ≥ r and (r − t)+ (r − s) = r + (r − s − t) = r + u ≥ r, so min(s + t, r − t) + (r − s) ≥ r, and (s + t) + (r − t) + (r − s) = 2r, so (a = s + t, b = r − t, c = 0, d = r − s) ∈ S r and hence g ∈ J as desired.
For the reverse containment, we take a basis element g = x a y b z c F d ∈ J, where (a, b, c, d) ∈ T r , and show that g ∈ I r . Without loss of generality, we may assume that a ≤ b, and since g ∈ J if and only if x a y b F d ∈ J and x a y b F d ∈ I r implies g ∈ I r , we may take c to be 0. 
Therefore, we always have g ∈ I r , and hence J ⊆ I r .
Combining Propositions 2.13 and 2.16 gives the following criterion for containment of I (m) in I r . In fact, we will exhibit a condition on m and r that is necessary and sufficient for I (m) ⊆ I r . In other words, given m we will find the largest r such that we have the containment I (m) ⊆ I r .
Theorem 2.18. We have I (m) ⊆ I r if and only if 4r ≤ 3m + 1. In particular, the resurgence is ρ(I) = 
Consequences and Applications
We can use our methods to obtain results on factoring symbolic powers.
3.1. Almost Collinear Configuration. Given a homogeneous ideal J, α(J) denotes the least degree d for which J d = 0. In other words, α(J) denotes the degree in which the ideal J begins.
Lemma 3.1. Let I be the ideal of n + 1 almost collinear points, where n ≥ 3. Then α(I (m) ) = ⌈m(2n − 1)/n⌉ and α(I r ) = 2r.
Proof. Suppose L 0 is the line containing the n collinear points p 1 , · · · , p n , and suppose L i is a line containing p 0 and p i for each 1 ≤ i ≤ n. Set a = ⌈m(2n − 1)/n⌉, and write m = bn + r, where
n has degree 2m − b and vanishes at each p j to order at least m, which demonstrates that α(I (m) ) ≤ ⌈2m(n − 1)/n⌉.
For an upper bound, consider
Thus, F ·(αL−mE) ≥ 0, and since F ·(αL−mE) = nα−m(n−1)−mn ≥ 0 we see α ≥ (2n − 1)m/n, and thus α = ⌈m(2n − 1)/n⌉, which proves α(I (m) ) = ⌈m(2n − 1)/n⌉.
As for the ordinary power, α(I) = 2 immediately gives α(I r ) = 2r. 
Proposition 3.3. Given I as above, I (nt) = (I (n) ) t for all t ≥ 1. Moreover, we have n = min e :
Proof. To prove the first statement, we use induction on t. When t = 1, the statement is clear. For t > 1, write (I (n) ) t = I (n) (I (n) ) t−1 = I (n) I (n(t−1)) . Thus we need only show I (n) I (n(t−1)) = I (nt) . An easy geometric argument yields the forward containment, so consider the reverse. Consider H i y j z l ∈ I (nt) . By Lemma 2.5, i + ln ≥ n 2 t and i + j ≥ nt, where the first inequality is equivalent to ⌊i/n⌋ + l ≥ nt. Assume ⌊i/n⌋ ≥ 1 and l ≥ n − 1. Then H i y j z l = x e F ⌊i/n⌋ z l = (F z n−1 ) x e F ⌊i/n⌋−1 z l−n+1 . Notice that F z n−1 ∈ I (n) ; we claim x e F ⌊i/n⌋−1 z l−n+1 = H i−n y j z l−n+1 ∈ I (n(t−1)) . We have by hypothesis that i + j ≥ nt and i + ln ≥ n 2 t. The latter inequality is equivalent to (i − n) + (l − (n − 1))n ≥ (t − 1)n 2 , and subtracting n from both sides of the former shows that (i − n) + j ≥ n(t − 1); this proves the claim in the case of ⌊i/n⌋ ≥ 1 and l ≥ n − 1.
Suppose now that ⌊i/n⌋ = 0. This means that 0 ≤ i < n, and thus H i = x i , so H i y j z l = x i y j z l . We have by hypothesis that i + j ≥ nt and l = ⌊i/n⌋ + l ≥ nt. Therefore, we can factor x i y j z l = (yz) n (x i y j−n z l−n ), where (yz) n ∈ I (n) and x i y j−n z l−n ∈ I (n(t−1)) .
Finally, suppose l ≤ n − 2. Write l = n − 2 − δ, where 0 ≤ δ ≤ n − 2. We know i + ln ≥ n 2 t, so i ≥ n 2 t − ln = n 2 t − (n − 2 − δ)n = n 2 (t − 1) + (δ + 2)n, and thus b = ⌊i/n⌋ ≥ n(t − 1) + δ + 2. Set ε = b − n(t − 1) − δ − 2. Using these constraints on i, j, l, we can write H i y j z l = x e F b y j z l = (x e y j F n(t−1) )F ε F δ+2 z l . Since F vanishes at each point, F n(t−1) vanishes to order n(t − 1) at each point, and thus x e y j F n(t−1) ∈ I (n(t−1)) . As l = n − 2 − δ, we see l + δ + 2 = n; therefore, F δ+2 z l ∈ (z, F ) n . Additionally, δ + 2 ≥ 1, so F ∈ (x, y) n and thus F δ+2 z l ∈ (x, y) n ∩ (z, F ) n = I (n) . Therefore, when H i y j z l ∈ I (nt) and l ≤ n − 2, we conclude H i y j z l ∈ I (n(t−1)) I (n) , which completes the proof of the first statement.
To see the second statement, recall the computation of α(I (m) ) from Lemma 3.1, and assume e < n. We know that α(I (et) ) = ⌈et(2n − 1)/n⌉ = ⌈t(2e − e/n)⌉ and α((I (e) ) t ) = t⌈e(2n − 1)/n⌉ = t⌈2e − e/n⌉ = 2et, so that when t ≥ n/e we have α(I (et) ) < α((I (e) ) t ). Thus, the ideals cannot be equal for all t ≥ 1. Remark 3.4. As a result of Proposition 3.3, we can conclude that the symbolic power algebra ⊕I (m) is Noetherian. This is a homogeneous version of Theorem 1.3 in [Sch] .
3.2. Nearly-Complete Intersection Configuration. Unlike most results we present here, the following lemma about α for nearly-complete intersections is dependent on the number of points.
Lemma 3.5. For m, r ∈ N, we have α(I) = 2, α(I r ) = 2r, and α(I (m) ) = ⌈ 3m 2 ⌉ if n = 1 and 2m if n ≥ 2.
Proof. Since I = (xy, xF, yF ) and F has degree n ≥ 1, we immediately get α(I) = 2. Moreover, I r has generators of degree rα(I) and no generator of lesser degree, hence α(I r ) = rα(I) so α(I r ) = 2r.
To find α(I (m) ), recall that x m y m ∈ I (m) for any n ≥ 1, so α(I (m) ) ≤ 2m. Also, for n = 1, we have x
2 ⌉ if n = 1. We will show that we also have the other inequalities, i.e.
and hence α(I (m) ) ≥ 2m as g was arbitrary.
We also get a neat description for writing symbolic powers of ideals defining nearly-complete intersections as ordinary powers. Proof. Assume without loss of generality that α is even. Let g ∈ I (α+β) . In order to show I (α+β) ⊆ I (α) I (β) , it is enough to show that all (ideal) generators of I (α+β) are in I (α) I (β) , so by our description for I (α+β) from Proposition 2.13, we may assume that g = x a y b F d , where a, b, d, s, t ∈ N 0 are such that a ≤ b, a + b = α + β + s, and min(a, b) + d = a + d = α + β + t. We will consider two cases, (a) that a ≥ 
where the first factor is in I (α) because any two of the exponents add to α, and the second factor is in
where the first factor is in
and 2α − 2d > α, and the second factor is in I (β) because t, v ∈ N 0 . (b) For the second case, assume that a < α 2 . Then we have a + b ≥ α > 2a and
where the first factor is in I (α) because a + (α − a) = α and 2(α − a) > α, and the second factor is in I (β) because s, t ∈ N 0 . Therefore we get I (α+β) ⊆ I (α) I (β) . For the other direction, note that it suffices to take two (ideal) generators g ∈ I (α) and h ∈ I (β) , and show that gh ∈ I (α+β) . Again using 2.13, we may assume that
Corollary 3.7. Let r, s, t ∈ N. Then I (2st) = I (2s) t and I ((2s+r)t) = I (2st) I (rt) .
Proof. Both equations follow immediately from Theorem 3.6.
Also note that, as a result of Corollary 3.7, I (2t) = (I (2) ) t and, as with Proposition 3.3, we can conclude that the symbolic power algebra ⊕I (m) is Noetherian. We now refine our results on factoring symbolic powers of ideals of nearly-complete intersections.
2 + 2 . By Proposition 2.13, I (m) I is generated by elements of the form g = x a 1 y
2 )+d 2 ≥ 1, and a 2 +b 2 +d 2 ≥ 2. Note that also (a 1 +b 1 )+(
But m is odd, so we actually have
+ 2, and, by Proposition 2.11, we may assume c 1 + c 2 < n. Therefore, g ∈ S and hence I (m) I ⊆ S.
For the other containment, let g = x a y b z c F d ∈ S, where we may assume that c = 0. Let s, t, u ∈ N 0 be such that a + b = m + 1 + s, a + d = m + 1 + t, and 
(c) Finally, suppose s = 0 and either of u or t is also zero, say t = 0. Then u ≥ 2 as s + t + u ≥ 2, and b = d ≥ 1. Thus we get a+ (b− 1) = m, a+ (d− 1) = m, and (b− 1)
Therefore g ∈ I (m) I and hence S ⊆ I (m) I.
The condition that α or β be even in Theorem 3.6 is necessary, as we see in Theorem 3.9.
Theorem 3.9. Let α, β ∈ N both be odd. Then
Proof. By Corollary 3.7, for any odd number m ∈ N, we have I (m) = I (m−1+1) = I (m−1) I (1) = I (m−1) I since m − 1 is even. Notice that the parity of α was irrelevant for the second part of the proof for Theorem 3.6, so we still have I (α+β) ⊇ I (α) I (β) . If α = 2k + 1 and β = 2l + 1 for some k, l ∈ N 0 , then I (α) = I (2) k I and I (β) = I (2) l I by Corollary 3.7. Then α+β −2 is even and thus I (α) I (β) = I (2) k+l I 2 = I 2k+2l I 2 = I α+β−2 I I = I (α+β−1) I. However, α + β − 1 is odd, so we cannot simplify I (α+β−1) I any further. By Lemma 3.8, Proof. The even case follows by Corollary 3.7 and the odd case by Corollary 3.7 and Theorem 3.9.
3.3. Common Results. This section contains applications of the results of Section 2 which are true for both almost collinear points and nearly-complete intersections. In particular, we verify two conjectures of [BCH] . Proof. Nearly-complete intersection: If I defines a nearly-complete intersection, notice that I (2) = (x 2 y 2 , x 2 F 2 , xyF, y 2 F 2 ) and M I = (x, y, z)(xy, xF, yF ) = (x 2 y, x 2 F, xyF, xy 2 , y 2 F, xyz, xF z, yF z), and thus I (2) ⊆ M I. Then Corollaries 3.7 and 3.10 give I (2r) = I (2) r ⊆ (M I) r = M r I r and
Almost collinear points: Now assume that I defines n + 1 almost collinear points, and consider H i y j z l ∈ I (2r) . By Lemma 2.5, this means that i + j ≥ 2r and i + ln ≥ 2rn (equivalently, ⌊i/n⌋ + l ≥ 2r). Suppose l ≥ r. Then we may write H i y j z l = z r G 1 G 2 , where G 1 is a form in x and y of degree r dividing H i y j (such a form exists since i + j ≥ 2r and H i y j = x e L a 1 · · · L a n y j , where the L's are linear factors, F = L 1 · · · L n , and i = an + e), and G 2 = H i y j z l /z r G 1 . Since I = (xz, yz, F ), it follows that z r G 1 ∈ I r , and since i + j ≥ 2r, G 2 has degree at least r, and hence G 2 ∈ M r . Therefore, H i y j z l ∈ M r I r . 
Proof. Nearly-complete intersection: By Corollary 3.7 (first with s = 1, then with r = t = 1), Lemma 2.4 and Proposition 2.3 of [BCH] apply to give the results for nearly-complete intersections.
Almost collinear points: For ideals I defining almost collinear points, Proposition 3.3 demonstrates that I (2j) = (I (2) ) j for all j ≥ 1, so Proposition 2.3 of [BCH] does not apply. Instead, we use the K-basis developed above, and first consider the containment I (t(m+1)) ⊆ M t (I (m) ) t .
We wish to factor a basis element H i y j z l ∈ I (t(m+1)) into a product of a form of degree t and a product of t forms, each of which vanishes to order m on the set of n + 1 points. The symbolic power basis inequalities (see Lemma 2.5), in this setting, are
and i + j ≥ t(m + 1).
If l = 0, then (2) becomes i ≥ nt(m + 1), which means H i has a factor of F tm+t . It is clear that F t ∈ M t , as deg F t = nt ≥ t, and F m ∈ I (m) , as F vanishes at each of the n + 1 points. Thus, H i y j z l ∈ M t (I (m) ) t . Now assume l ≥ 1. If 1 ≤ l < t, then l + γ = t for some γ ≥ 1. We see that (2) becomes i + n(t − γ) ≥ nt(m + 1), and thus i ≥ n(tm + γ). Then F tm+γ is a factor of H i ; as before, F tm ∈ (I (m) ) t , and, as l + γ = t, deg z l F γ = l + nγ ≥ l + γ = t, so z l F γ ∈ M t , whence H i y j z l ∈ M t (I (m) ) t .
If l ≥ mt, write l = mt + γ. Recall that F = L 1 L 2 · · · L n , where L i is a linear form vanishing at p 0 and p i , for 1 ≤ i ≤ n. Set i = nb + e, where 0 ≤ e < n. Thus, we can factor H i y j z l = x e F b y j z l = x e L b 1 L b 2 · · · L b n y j z mt z l−mt . If j ≥ t, then y t ∈ M t , so write H i y j z l = y t (x e L b 1 L b 2 · · · L b n y j−t z mt z l−mt ). As z m vanishes to order m at the n collinear points, we may group the linear factors of H i y j−t as G 1 G 2 · · · G t G, where deg G d = m and deg G = i + j − t − mt ≥ 0; then G d z m ∈ I (m) for every d, 1 ≤ d ≤ t, so H i y j z l ∈ M t (I (m) ) t . If, on the other hand, j < t, set δ = t − j. Then (3) becomes i ≥ tm + δ, so we again factor H i = G 1 G 2 · · · G t G, where deg G d = m, and deg G = i − tm ≥ δ. Since δ +j = t, Gy j ∈ M t , and, as G d vanishes to order m at p 0 , G d z m ∈ I (m) for every d, 1 ≤ d ≤ t. Thus, H i y j z l ∈ M t (I (m) ) t .
Finally, suppose l satisfies st ≤ l < (s + 1)t, where 1 ≤ s ≤ m − 1, and write l = (s + 1)t − γ, 1 ≤ γ ≤ t. Then (2) becomes i ≥ n(t(m − s) + γ), so H i has a factor of F t(m−s)+γ . Notice that F m−s z s vanishes to order m at each of the n collinear points. We consider two cases: j ≥ t and j < t.
Case 1: Assume j ≥ t. Then it is obvious that y t ∈ M t . If n(m − s) ≥ m, then F m−s vanishes to order m at p 0 , and F m−s z s ∈ I (m) , which proves that H i y j z l ∈ M t (I (m) ) t .
Suppose now that n(m − s) < m. Set δ = j − t; then δ ≥ 0. Since i + j ≥ t(m + 1), we know i+t+δ ≥ t(m+1), whence i+δ ≥ tm. This means that we can factor H i y δ into a product of t factors, each vanishing at p 0 to order m; say H i y δ = G 1 G 2 · · · G t · G, where deg G d = m for 1 ≤ d ≤ t, and deg G = i + δ − mt. Our aim is to do this in such a way so that each G d , when multiplied by a particular power of z, will vanish to order m at each of the n+1 points. Note that i ≥ n(t(m−s)+γ). Then F t(m−s)+γ divides H i , and so H i has t factors of Case 2: Now suppose j < t, and set δ = t − j. Recall that l = (s + 1)t − γ, 1 ≤ γ ≤ t and 1 ≤ s ≤ m − 1 and (2) becomes i ≥ n(t(m − s) + γ), so H i has a factor of F t(m−s)+γ . It is clear that F m−s z s vanishes to order m at p 1 , p 2 , . . . , p n , as both F and z vanish once at each of the n points. Moreover, if n(m − s) ≥ m, F m−s vanishes to order m at p 0 , so F t(m−s) z st ∈ (I (m) ) t . Since F γ z l−st = F γ z t−γ has degree nγ + t − γ ≥ t (since n ≥ 3), F γ z t−γ ∈ M t , and thus H i y j z l ∈ M t (I (m) ) t .
Suppose instead that n(m − s) < m and recall that (2) becomes i ≥ n(t(m − s) + γ) and ( . Let A be the form satisfying H i = (A 1 A 2 · · · A t )A; then deg A = i − mt ≥ δ, so deg Ay j ≥ δ + j = t, so Ay j ∈ M t . Thus, Ay j ∈ M t and A 1 A 2 · · · A t z l ∈ (I (m) ) t , so H i y j z l ∈ M t (I (m) ) t . The containment I (t(m+1)−1) ⊆ M t−1 (I (m) ) t follows similarly.
