Current approaches for giving semantics to abstract argumentation frameworks dismiss altogether any possibility of having conflicts among accepted arguments by requiring that the latter should be 'conflict free'. In reality, however, contradictory phenomena coexist, or it may happen that one cannot make a choice between conflicting indications but still would like to keep track to all of them. For this purpose we introduce in this paper a new kind of argumentation semantics, called 'conflict-tolerant', in which all the accepted arguments must be justified (in the sense that each one of them can be defended), but some of them may still attack each other. In terms of graphical representation of argumentation systems, where attacks are represented by directed edges, this means that the possibility of accepting 'loops' of arguments is not automatically ruled out without any further considerations.
Introduction and Motivation
An abstract argumentation framework consists of a set of (abstract) arguments and a binary relation that intuitively represents attacks between arguments [22] . A semantics for such a structure is an indication which arguments can collectively be accepted in a rational way in light of the attack relation. A starting point of all the existing semantics for abstract argumentation frameworks is that their set(s) of acceptable arguments must be conflict-free, that is, an accepted argument should not be attacked by another accepted argument. This means, in particular, a dismissal of any self-referring argument and a rejection of any contradictory set of arguments. However, in everyday-life it is not always the case that theories are completely coherent even when each of their arguments provides a solid and acceptable assertion, and so contradictory sets of arguments should sometimes be recognized and tolerated. Moreover, a removal of contradictory indications in such theories may imply a loss of information and may lead to erroneous conclusions. This is exemplified next.
Example 1
The phenomena of interference on one hand and the photoelectric effect on the other hand may stand behind conflicting arguments about whether light is a particle or a wave. Any choice between such arguments would obviously be arbitrary, and the dismissal of one of them would unavoidably yield erroneous conclusions about the nature of light. For having a realistic theory it is therefore essential in this case to adopt an attitude that tolerates both conflicting arguments.
Another situation where conflicting arguments may be accepted is when a gullible approach is beneficial. This is demonstrated by the next example.
Example 2
The following is a variation of the decision-making problem presented in [28] : suppose that a traveler has doubts whether to take a coat or sunglasses to her journey. She consults with two weather websites, one says that the weather in her destination is rainy, while the other one says that the weather is sunny. If one website is considered more reliable than the other, the traveler may act accordingly. However, if the web-sources are equally reliable, the traveler still has two options for making a choice: she may withhold any action and wait until the weather conditions are clarified, or she may take a more practical decision and take both a coat and sunglasses. The later is a pragmatic approach, accepting contradictory indications whenever this doesn't cause any real risk or damage. In other situations, for instance when there are conflicting symptoms obliging different medical treatments, it may be more rational to refrain from irreversible acts. In both cases, though, the two neutral options have totally different consequences, so it is useful to clearly distinguish between them (as we do in what follows).
In this paper, we consider a new approach for argumentation semantics, accommodating conflicting arguments and making a clear distinction between two kinds of uncertainty in argumentation: insufficient or irrelevant arguments on one hand and conflicting or ambiguous arguments on the other hand. For this, we extend the following standard approaches of defining semantics to abstract argumentation frameworks:
• Extension-Based Semantics. According to this method the semantics of a given argumentation framework (i.e., the consequences of a dispute) is determined by sets of arguments (called extensions) that can collectively be accepted. According to standard extension-based approaches, all the extensions must have at least two primary properties: admissibility and conflict-freeness (see, e.g., [9, 11] ). The former property, guaranteeing that an extension Ext 'defends' all of its elements (i.e., Ext 'counterattacks' each argument that attacks some e ∈ Ext), is preserved also in our framework, since otherwise acceptance of arguments would be an arbitrary choice. However, the other property is lifted in our case, since -as indicated above -we would like to permit, in some situations, conflicting arguments.
• Labeling-Based Semantics. According to this method each argument is assigned a label that designates its status (accepted, rejected, undecided -see [17, 19] ). We extend this traditional three-states labelings of arguments by a fourth state, so now apart from accepting or rejecting an argument we have two additional states, representing two opposite reasons for avoiding a definite opinion about the argument as hand: one ('none'), indicating that there is too little evidence for reaching a precise conclusion about the argument's validity, and the other ('both') indicating 'too much' (contradictory) evidence, i.e., the existence of both supportive and opposing arguments concerning the argument under consideration.
Both of the generalized approaches described above are a conservative extension of the standard approaches for giving semantics to abstract argumentation systems, in the sense that they do not exclude standard extensions or labelings, but rather offer additional points of views to the state of affairs as depicted by the argumentation framework. This allows us to introduce a brand new family of semantics that tolerate conflicts in the sense that internal attacks among accepted arguments are allowed, while the set of accepted arguments is not trivialized (i.e., it is not the case that every argument is necessarily accepted).
We introduce an extended set of criteria for selecting the most plausible four-valued labelings for an argumentation framework. These criteria are then justified by showing that the one-to-one relationship between extensions and labelings obtained for conflict-free semantics (see [19] ) is carried on to a similar correspondence between the extended approaches for providing conflict-tolerant (paraconsistent) semantics. This also shows that in the case of conflict-tolerant semantics as well, extensions and labelings are each other's dual.
The rest of this paper is organized as follows: In the next section we briefly review some basic concepts and definitions behind abstract argumentation theory, including the two standard approaches mentioned above for giving semantics to argumentation frameworks. In Section 3 we introduce conflicttolerant semantics for argumentation frameworks and show how the two standard semantic approaches can be generalized for accommodating conflicts in the accepted sets of arguments. Section 4 shows the correspondence between conflict-tolerant semantics and their conflict-free counterparts, and in Section 5 we demonstrate the usefulness of conflict-tolerant semantics in the context of constrained argumentation frameworks. Section 6 shows how conflict-tolerant semantics can be formalized in terms of propositional theories, and in Section 7 we conclude.
This paper combines and extends the conference papers [4] (covered in Sections 2-4) and [5] (covered in Section 5 and part of Section 6).
Preliminaries
Let us first recall some basic definitions and useful notions regarding abstract argumentation theory. [22] is a pair AF = ⟨Args, Att⟩, where Args is a finite set, the elements of which are called arguments, and Att is a relation on Args ×Args whose instances are called attacks. When (A, B) ∈ Att we say that A attacks B (or that B is attacked by A).
Definition 3 A (finite) argumentation framework
Given an argumentation framework AF = ⟨Args, Att⟩, in the sequel we shall use the following notations for an argument A ∈ Args and a set of arguments S ⊆ Args:
• The set of arguments that are attacked by A is denoted A + , i.e., A + = {B ∈ Args | (A, B) ∈ Att}.
• The set of arguments that attack A is denoted A − , i.e.,
Similarly, S + = ∪ A∈S A + and S − = ∪ A∈S A − denote, respectively, the set of arguments that are attacked by some argument in S and the set of arguments that attack some argument in S. Accordingly, we denote:
• The set of arguments that are defended by S is Def(S) = {A ∈ Args | A − ⊆ S + }.
Thus, an argument A is defended by S if each attacker of A is attacked by (an argument in) S. The two primary principles of acceptable sets of arguments are now defined as follows:
Definition 4 Let AF = ⟨Args, Att⟩ be an argumentation framework.
-A set S ⊆ Args is conflict-free (with respect to AF) iff S ∩ S + = ∅.
-A conflict-free set S ⊆ Args is admissible for AF, iff S ⊆ Def(S).
Conflict-freeness assures that no argument in the set is attacked by another argument in the set, and admissibility guarantees, in addition, that the set is self defendant. A stronger notion is the following:
-A conflict-free set S ⊆ Args is complete for AF, iff S = Def(S).
The principles defined above are a cornerstone of a variety of extension-based semantics, which formalize what sets of arguments can collectively be accepted from a given argumentation framework AF = ⟨Args, Att⟩ (see, e.g., [22, 29] ). In what follows, we shall usually denote an extension by Ext. This includes, among others, grounded extensions (the minimal subset of Args, with respect to set inclusion, that is complete for AF), preferred extensions (maximal subsets of Args that are complete for AF), stable extensions (any complete subset Ext of Args for which Ext + = Args\Ext), and so forth.
1
An alternative way to describe argumentation semantics is based on the concept of an argument labeling [17, 19] . The main definitions and the relevant results concerning this approach are surveyed below.
Definition 5
Let AF = ⟨Args, Att⟩ be an argumentation framework. An argument labeling is a complete function lab : Args → {in, out, undec}. We shall sometimes write In(lab) for {A ∈ Args | lab(A) = in}, Out(lab) for {A ∈ Args | lab(A) = out} and Undec(lab) for {A ∈ Args | lab(A) = undec}.
In essence, an argument labeling expresses a position on which arguments one accepts (labeled in), which arguments one rejects (labeled out), and which arguments one abstains from having an explicit opinion about (labeled undec). Since a labeling lab of AF = ⟨Args, Att⟩ can be seen as a partition of Args, we shall sometimes write it as a triple ⟨In(lab), Out(lab), Undec(lab)⟩.
Definition 6
Consider the following conditions on a labeling lab and an argument A in a framework AF = ⟨Args, Att⟩:
Pos1
If lab(A) = in then there is no B ∈ A − such that lab(B) = in.
Pos2
If lab(A) = in then for every B ∈ A − it holds that lab(B) = out.
Neg
If lab(A) = out then there exists some B ∈ A − such that lab(B) = in.
Neither
If lab(A) = undec then not for every B ∈ A − it holds that lab(B) = out and there does not exist a B ∈ A − such that lab(B) = in. Now, given a labeling lab of an argumentation framework ⟨Args, Att⟩, we say that -lab is conflict-free (for AF), if for every A ∈ Args it satisfies conditions Pos1 and Neg,
-lab is admissible (for AF), if for every A ∈ Args it satisfies conditions Pos2 and Neg,
-lab is complete (for AF), if for every A ∈ Args it satisfies conditions Pos2, Neg, and Neither. 2 Again, the labelings considered above serve as a basis for a variety of labeling-based semantics that have been proposed for an argumentation framework AF, each one of which is a counterpart of a corresponding extension-based semantics. This includes, for instance, the grounded labeling (a complete labeling for AF with a minimal set of in-assignments), preferred labelings (complete labelings for AF with a maximal set of in-assignments), stable labelings (any complete labeling of AF without undecassignments), and so forth.
The following correspondence between extensions and labelings is shown in [19] 1 Common definitions of conflict-free extension-based semantics for argumentation frameworks, different methods for computing them, and computational complexity analysis appear, e.g., in [7, 18, 22, 23, 24, 25] .
2 In particular, a complete labeling is admissible. 3 Works on the relations between Dung's-style extensions and (partial) status assignments may be traced back to [32] . 
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Tolerance of Conflicts
In this section we extend the two approaches considered previously in order to define conflict-tolerant semantics for abstract argumentation frameworks. Recall that our purpose here is twofold:
1. Introducing self-referring argumentation and avoiding information loss that may be caused by the conflict-freeness requirement (Thus, for instance, it may be better to accept extensions with a small fragment of conflicting arguments than, say, sticking to the empty extension).
2. Refining the undec-indication in standard labeling systems, which reflects (at least) two totally different situations: one case is that the reasoner abstains from having an opinion about an argument because there are no indications whether this argument should be accepted or rejected. Another case that may cause a neutral opinion is that there are simultaneous considerations for and against accepting a certain argument. These two cases should be distinguishable, since their outcomes may be different.
Four-Valued Paraconsistent Labelings
Item 2 above may serve as a motivation for the following definition:
Definition 8 Let AF = ⟨Args, Att⟩ be an argumentation framework. A four-valued labeling for AF is a complete function lab : Args → {in, out, none, both}. We shall sometimes write None(lab) for {A ∈ Args | lab(A) = none} and Both(lab) for {A ∈ Args | lab(A) = both}.
As before, a labeling function reflects the state of mind of the reasoner regarding each argument in AF. The difference is, of-course, that four-valued labelings are a refinement of 'standard' labelings (in the sense of Definition 5), so that four states are allowed. Thus, we continue to denote by In(lab) the set of arguments that one accepts and by Out(lab) the set of arguments that one rejects, but now the set Undec(lab) is splitted to two new sets: None(lab), consisting of arguments that may neither be accepted nor rejected, and Both(lab), consisting of arguments that have both supportive and rejective evidences. Since a four-valued labeling lab is a partition of Args, we shall sometimes write it as a quadruple ⟨In(lab), Out(lab), None(lab), Both(lab)⟩.
Definition 9
Let AF = ⟨Args, Att⟩ be an argumentation framework.
• Given a set Ext ⊆ Args of arguments, the function that is induced by (or, is associated with) Ext is the four-valued labeling pEL AF (Ext) of AF, 4 defined for every A ∈ Args as follows:
A four-valued labeling that is induced by some subset of Args is called a paraconsistent labeling (or a p-labeling) of AF.
• Given a four-valued labeling lab of AF, the set of arguments that is induced by (or, is associated with) lab is defined by pLE AF (lab) = In(lab) ∪ Both(lab).
The intuition behind the transformation from a labeling lab to its extension pLE AF (lab) is that any argument for which there is some supportive indication (i.e., it is labeled in or both) should be included in the extension (even if there are also opposing indications). The transformation from an extension Ext to its induced labeling function pEL AF (Ext) is motivated by the aspiration to accept the arguments in the extension by marking them as either in or both. Since Ext is not necessarily conflict-free, two labels are required to indicate whether the argument at hand is attacked by another argument in the extension, or not.
Definition 9 indicates a one-to-one correspondence between sets of arguments of an abstract argumentation framework and the labelings that are induced by them. It follows that while there are 4 |Args| four-valued labelings for an argumentation framework AF = ⟨Args, Att⟩, the number of paraconsistent labelings (p-labelings) for AF is limited by the number of the subsets of Args, i.e., 2 |Args| .
Example 10
Consider the argumentation framework AF 1 of Figure 1 . To compute the paraconsistent labelings of AF 1 , note for instance that if for some Ext ⊆ Args it holds that pEL AF (Ext)(A) = in, then A ∈ Ext and A ̸ ∈ Ext + , which implies, respectively, that B ∈ Ext + and B ̸ ∈ Ext, thus B must be labeled out. Similarly, if A is labeled out then B must be labeled in, if A is labeled both, B must be labeled both as well, and if A is labeled none, so B is labeled none. These labelings correspond to the four possible choices of either accepting exactly one of the mutually attacking arguments A and B, accepting both of them, or rejecting both of them. In turn, each such choice is augmented with four respective options for labeling C and D. A p-labeling may be regarded as a description of the state of affairs for any chosen set of arguments in a framework. For instance, the second p-labeling in Table 1 (Example 10) indicates that if {A, C, D} is the accepted set of arguments, then B is rejected (labeled out) since it is attacked by an accepted argument, and the status of D is ambiguous (so it is labeled both), since on one hand it is included in the set of accepted arguments, but on the other hand it is attacked by an accepted argument (C). Note, further, that choosing D as an accepted argument in this case is somewhat arguable, since D is not defended by the set {A, C, D}.
The discussion above implies that the role of a p-labeling is indicative rather than justificatory; A labeling that is induced by Ext describes the role of each argument in the framework according to Ext, but it does not justify the choice of Ext as a plausible extension for the framework. 
Example 13
Consider again the p-labelings for AF 1 (Example 10), listed in Table 1 .
• The rule pIn is violated by labelings 3, 9, 10, 11, and the rule pBoth is violated by labelings 2, 7, 8, 10. Therefore, the p-admissible labelings in this case are 1, 4, 5, 6, 12-16.
• Among the p-admissible labelings in the previous item, labelings 4 In Section 3.3 and Section 4 we shall justify the rules in Definitions 11 and 12 by showing the correspondence between p-admissible/p-complete labelings and related extensions.
Note 14
Four-valued labeling for abstract argumentation frameworks has already been considered by Jakobovits and Vermeir in [26] .
7 Their motivation and goals are different though, which leads to different types of semantics than the present ones. According to [26] , using our notations, the four possible labels intuitively indicate acceptance (in), rejection (out), undecided positions (both), and don't-care states (none). The intuitive understanding of both as indicating neither acceptance nor rejection imply, in particular, that accepted arguments are only those with in-labels, and that the underlying semantics of [26] accepts only conflict-free sets. 
Paraconsistent Extensions
Recall that Item 1 at the beginning of Section 3 suggests that the 'conflict-freeness' requirement in Definition 4 may be abandoned. However, the other properties in the same definition, implying that an argument in an extension must be defended, are still necessary.
Definition 15
Let AF = ⟨Args, Att⟩ be an argumentation framework and let Ext ⊆ Args.
• Ext is a paraconsistently admissible (or:
• Ext is a paraconsistently complete (or: p-complete) extension for AF, if Ext = Def(Ext).
Thus, every admissible (respectively, complete) extension for AF is also p-admissible (respectively, p-complete) extension for AF, but not the other way around.
Example 16
The argumentation framework AF 2 that is shown in Figure 2 has two p-complete extensions: ∅ (which is also the only complete extension of AF 2 ), and {A, B, C}. 7 Martin Caminada is thanked for pointing this out. 8 We note, however, that in [26] some primary notions (like definability) differ from those of Dung's theory (given in Section 2), and are based on sets of arguments that are not necessarily conflict-free.
It is well-known that every argumentation framework has at least one complete extension. However, there are cases (e.g., the argumentation framework AF 2 in Figure 2 ) that the only complete extension for a framework is the empty set. The next proposition shows that this is not the case regarding p-complete extensions.
Proposition 17 Any argumentation framework has a nonempty p-complete extension.
Proof. Let AF = ⟨Args, Att⟩ be an argumentation framework. Suppose first that there is an argument A ∈ Args that is not attacked by any other argument (i.e, A − = ∅). In this case, it is well known that the set consisting of all the non-attacked arguments, as well as the arguments that are directly or indirectly defended by non-attacked arguments, is the unique grounded extension of AF. As such, this set is in particular a complete extension of AF, and so it is a p-complete extension of AF.
Suppose now that every argument in Args is attacked. We show that in this case Args itself is a p-complete extension of AF. Indeed, trivially Def(Args) ⊆ Args, since any set of arguments is a subset of Args. For the converse, let A ∈ Args, and let B ∈ A − . Since B ∈ Args, B − ̸ = ∅, and so B ∈ Args + . It follows that A − ⊆ Args + , and so A ∈ Def(Args). This shows that Args ⊆ Def(Args), and so we conclude that Args = Def(Args). 
Relating Paraconsistent Extensions and Paraconsistent Labelings
We are now ready to consider the extension-based semantics induced by paraconsistent labelings. We show, in particular, that as in the case of (conflict-free) complete labelings and (conflict-free) complete extensions, there is a one-to-one correspondence between them, thus they represent two equivalent approaches for giving conflict-tolerant semantics to abstract argumentation frameworks.
Proposition 18 If Ext is a p-admissible extension of AF then pEL AF (Ext) is a p-admissible labeling of AF.
Proof. Let Ext be a p-admissible extension of AF = ⟨Args, Att⟩. Below, we abbreviate pEL AF (Ext) by lab Ext . 3. Suppose that lab Ext (A) = both. As in the case that lab Ext (A) = in, this implies that for every B ∈ A − , B ∈ Ext + as well, and so lab Ext (B) ∈ {out, both}. Also, A ∈ Ext + , and so there is a 
Suppose that lab
B ′ ∈ A − such that B ′ ∈ Ext. For this B ′ , lab Ext (B ′ ) ̸ = out,
Proposition 20
• For every p-admissible labeling lab for AF it holds that pEL AF (pLE AF (lab)) = lab.
• It follows that p-admissible extensions and p-admissible labelings are, in essence, different ways of describing the same thing (see also Figure 3 
below).
Note 23
In a way, the correspondence between p-admissible extensions and p-admissible labelings of an argumentation framework is tighter than the correspondence between (conflict-free) admissible extensions and (conflict-free) admissible labelings, as depicted in [19] (see Section 2). Indeed, as indicated in [19] , admissible labelings and admissible extensions have a many-to-one relationship: each admissible labeling is associated with exactly one admissible extension, but an admissible extension may be associated with several admissible labelings. For instance, in the argumentation framework AF 1 of Figure 1 In each case above we reached a contradiction, thus lab(A) ∈ {in, both}, and so A ∈ Ext lab . In conclusion, then, Ext lab = Def(Ext lab ), and so Ext lab is a p-complete extension for AF.
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Proposition 26
Let AF be an argumentation framework.
• For every p-complete labeling lab for AF it holds that pEL AF (pLE AF (lab)) = lab.
• It follows that p-complete extensions and p-complete labelings are different ways of describing the same thing (see also Figure 3 ). This is in correlation with the results for conflict-free semantics, according to which there is a one-to-one relationship between complete extensions and complete labelings (Proposition 7).
Example 28
Consider again the framework AF 1 of Example 10. 
From Conflict-Tolerant to Conflict-Free Semantics
In this section we show that the variety of 'standard' semantics for argumentation frameworks, based on conflict-free extensions and conflict-free labeling functions, are still available in our conflict-tolerant setting. First, we consider admissible extensions (Definition 4) and admissible labelings (Definition 6).
Proposition 29
Let lab be a p-admissible labeling for an argumentation framework AF. If lab is into {in, out, none}, 9 then it is admissible.
Proof. Let lab be a p-admissible labeling. Then in particular it satisfies pIn, and so it satisfies Pos2. 10 Furthermore, since lab satisfies pOut and it is both-free, it necessarily satisfies Neg, and so lab is admissible in the sense of Definition 6. 2
As Note 23 shows, the converse of the last proposition does not hold. Indeed, as indicated by Caminada and Gabbay [19] , there is a many-to-one relationship between admissible labelings and admissible extensions. On the other hand, by the next proposition (together with Corollary 22), there is a one-to-one relationship between both-free p-admissible labelings and admissible extensions. [26] ), and show that such labelings are in a one-to-one correspondence with admissible extensions. Thus, by the last proposition, JV-labelings are in a one-to-one correspondence with both-free p-admissible labelings. Proof. Suppose that lab is p-complete and both-free. Then it is in particular p-admissible, and so by Proposition 29 it is admissible. To show that lab is complete in the sense of Definition 6 it therefore remains to show that lab satisfies Neither (when the label undec is renamed by none). Indeed, suppose that lab(A) = none. By pNone + , for every B ∈ A − it holds that lab(B) ∈ {out, none} and there exists some B ∈ A − such that lab(B) = none. Thus, not for every B ∈ A − it holds that lab(B) = out and there does not exist a B ∈ A − such that lab(B) = in. 2 9 In which case lab is called 'both-free'. 10 We use different notations for these rules to emphasize that the former applies to four-valued labelings while the latter applies to three-valued labelings.
Proposition 30 Let
11 An anonymous reviewer is acknowledged for indicating this. Figure 3 summarizes the relations between the conflict-free semantics and the conflict-tolerant semantics considered so far, as well as the relations between the corresponding extension-based and labelingbased semantics. The arrows in the figure denote "is-a" relationships, and the double-arrows denote one-to-one relationships. For clarity, some arrows are omitted from the figure. For instance, complete extensions are p-complete extensions, admissible extensions are p-admissible extensions, and similar relations hold for their dual labelings. By Proposition 34, a variety of conflict-free, extension-based (Dung-style) semantics for abstract argumentation frameworks may be defined in terms of both-free p-complete labelings. For instance,
• Ext is a grounded extension of AF iff it is induced by a both-free p-complete labeling lab of AF such that there is no both-free p-complete labeling lab ′ of AF with In(lab ′ ) ⊂ In(lab).
• Ext is a preferred extension of AF iff it is induced by a both-free p-complete labeling lab of AF such that there is no both-free p-complete labeling lab ′ of AF with In(lab) ⊂ In(lab ′ ).
• Ext is a semi-stable extension of AF iff it is induced by a both-free p-complete labeling lab of AF such that there is no both-free p-complete labeling lab ′ of AF with None(lab ′ ) ⊂ None(lab).
• Ext is a stable extension of AF iff it is induced by a both-free p-complete labeling lab of AF such that None(lab) = ∅.
By the last item, stable extensions correspond to {both, none}-free p-complete labelings:
Corollary 35 Let AF = ⟨Args, Att⟩ be an argumentation framework. 
If lab is a {both, none}-free p-complete labeling for AF, then pLE AF (lab) is a stable extension of AF.
If Ext is a stable extension of AF, then pEL AF (Ext) is a {both, none}-free p-complete labeling for AF.
Proof. By Proposition 34 and the fact that three-(respectively, four-)valued labelings that are induced by stable extensions are (p-)complete and do not have undec (respectively, none) assignments. 2
Example 36
Consider again the framework AF 1 of Example 10.
1. By Proposition 33, the complete extensions of AF 1 are those induced by the both-free p-complete labelings, i.e., {A, C}, {B, D} and ∅ (which are the both-free labelings among those mentioned in Items 2 of Examples 13 and 28).
2. By Corollary 35, the stable extensions of AF 1 are those induced by the none-free labelings among the labeling in the previous item, i.e., {A, C} and {B, D}.
Application: Constrained Argumentation Frameworks
As observed, e.g., by Amgoud and Cayrol [2] , Coste-Marquis et al. [21] , Modgil [27] , and others, it is sometimes useful to express some meta-knowledge about the arguments at hand (using, e.g., preferences relations on the arguments) for having a better understanding of the domain of the framework. However, it may happen that such an additional information increases the level of inconsistency of the whole system.
In this section we demonstrate how conflict-tolerant approaches to argumentation semantics may help to handle such situations.
Suppose, for instance, that each argument is equipped with a quantitative measurement, reflecting its plausibility. In the extreme case, such a measurement may indicate that the argument to which it is attached must be accepted, in which case that argument serves as a kind of integrity constraint which must always be taken into account. Thus, the set of constraints consists of arguments that must be included in every extension of the argumentation framework.
A natural requirement from a set of constraints is that it should be p-admissible. This is so, since any accepted argument, not to mention ones that must be accepted, has to be justified, and so such arguments shouldn't be exposed to undefended attacks. On the other hand, requiring conflict-freeness from a set of constraints may be too strong. 12 Clearly, if the set of constraints is not conflict-free (that is, if there are mutual attacks among arguments that must be accepted), no conflict-free extension satisfies the constraints, and so conflict-tolerant semantics is called for.
Definition 37
A constrained argumentation framework is a triple CAF = ⟨Args, Att, Const⟩, where ⟨Args, Att⟩ is an argumentation framework, and Const (the set of constraints) is a p-admissible subset of Args.
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Definition 38 An admissible (respectively, complete, p-admissible, p-complete) extension for a constrained argumentation framework CAF = ⟨Args, Att, Const⟩ is a superset of Const, which is an admissible (respectively, complete, p-admissible, p-complete) extension of ⟨Args, Att⟩.
Example 39 Consider the constrained argumentation framework CAF 1 = ⟨Args, Att, Const⟩, where AF 1 = ⟨Args, Att⟩ is the argumentation framework of Figure 1 and Const = {A, B}. This constrained framework does not have admissible nor complete extensions (since Const is not conflict-free), but it has four p-admissible extensions: {A, B}, {A, B, C}, {A, B, D} and {A, B, C, D}, the latter is also p-complete.
Proposition 40 Every constrained argumentation framework has a nonempty p-admissible extension and a nonempty p-complete extension.
Proof. Let CAF = ⟨Args, Att, Const⟩ be a constrained argumentation framework. If Const = ∅ then CAF is in fact an ('ordinary') argumentation framework, and so the proposition follows from Proposition 17. Suppose then that Const ̸ = ∅. By its definition, Const is a p-admissible extension of CAF. Now, if Const is also a p-complete extension of CAF , we are done. Otherwise, there is an argument A 1 ∈ Def(Const) − Const, so let Const 1 = Const ∪ {A 1 }. Note that Const 1 is still p-admissible, since A 1 ∈ Def(Const), and so Const 1 = Const ∪ {A 1 } ⊆ Def(Const) ⊆ Def(Const 1 ). Now, if Const 1 is p-complete, we are done. Otherwise, we again choose an argument A 2 ∈ Def(Const 1 ) − Const 1 , and consider the set Const 2 = Const 1 ∪ {A 2 }. As before, Const 2 is still p-admissible. By this process we get a sequence of p-admissible extensions Const, Const 1 , Const 2 , . . ., each extension properly contains the previous one. Note that this sequence consists of no more than |Args| p-admissible sets, and it must culminate in a p-complete extension of CAF. This is so, since if we keep adding arguments without reaching a p-complete extension, we eventually end-up with the whole set of arguments, Args. Hence, since the sequence contains only p-admissible extensions, in particular Args ⊆ Def(Args), and obviously Def(Args) ⊆ Args, thus Args = Def(Args), and so Args is a p-complete extension of CAF. 14 
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Let Ext be a p-admissible or p-complete extension of a constrained argumentation framework CAF = ⟨Args, Att, Const⟩. If Const is not conflict-free, the labeling pEL AF (Ext) that is induced by Ext according to AF = ⟨Args, Att⟩ must have both-assignments. In such cases a sensible criterion for setting preferences among the p-extensions of CAF is to choose those whose induced four-valued labeling has a minimal amount of both-assignments. Moreover, when there is ambiguity about arguments in the framework uncertainty can spread throughout the framework, eliminating the possibility to decide on the validity of other arguments. It is therefore desirable to restrict this phenomenon as much as possible. Virtually, then, traditional conflict-free extensions of argumentation frameworks are replaced here by conflict-minimizing extensions of constrained argumentation frameworks. This is the intuition behind the next definition.
Definition 41
Let CAF be a constrained argumentation framework for an argumentation framework AF and a set of constraints Const. A p-admissible (respectively, p-complete) A criterion for setting further preferences among the minimally conflicting p-admissible (or p-complete) extensions of a constrained argumentation framework could be minimization of the none-assignments. Again, the intuition here is that while uncertainty about certain arguments is sometimes unavoidable, this is usually not desirable and so neutral states should be avoided as much as possible.
Definition 43
Let CAF be a constrained argumentation framework for an argumentation framework AF and a set of constraints Const. A minimally conflicting p-admissible (respectively, p-complete) extension Ext of CAF is p-semi-stable, if there is no minimally conflicting p-admissible (respectively, p-complete) extension Ext ′ of CAF such that
Example 44 Among the two minimally conflicting p-admissible extensions of the constrained argumentation framework CAF 1 of Example 42, only {A, B, D} is p-semi-stable. This may be intuitively understood as keeping track to the two conflicting arguments (A and B), as dictated by the constraints, and accepting the argument (D) that is not directly related to the conflict.
Methods for representing and computing minimally conflicting p-extensions of constrained argumentation frameworks will be described in the next section.
Note 45
Obviously, minimally conflicting p-complete extensions and p-semi-stable extensions dismiss any conflict that is not introduced by the constraints. Moreover, when the conflicts can be 'isolated' from the rest of the framework, they are 'localized' by these extensions. This happens, e.g., when the argumentation framework at hand can be partitioned into two distinct (non-connected) subgraphs
such cases, if Ext is a minimally conflicting p-extension, then Ext ∩ Args
′′ is conflict-free. A simple example of this is the constrained argumentation framework CAF 3 = ⟨Args, Att, Const⟩, where AF 3 = ⟨Args, Att⟩ is the argumentation framework of Figure 4 and Const = {A, B}. Here, the minimally conflicting p-complete extensions are {A, B}, {A, B, C} and {A, B, D}, where the two latter are also p-semi-stable. In neither of them both C and D are accepted. 
Note 46
The introduction of constraints in abstract argumentation frameworks may be useful, e.g., for enforcing reflexivity of entailment relations in the context of Besnard and Hunter's approach to deductive argumentation [13, 14] . 17 According to this approach, given a finite set ∆ of propositional formulas (the underlying knowledge-base), an argument is a pair ⟨S, ψ⟩, where S (the support set) is a classically consistent subset of ∆ that is minimal with respect to set inclusion and classically entails the formula ψ (the conclusion). Denote by Args(∆) the set of arguments that are constructed from ∆ as described above. A corresponding attack relation Att on Args(∆) is usually required to meet the following conditions (see [1] ):
• Conflict Sensitivity: If the union of the support sets of two arguments is inconsistent, then at least one of these arguments attacks the other.
• Conflict Dependence: If an argument attacks another argument, then the union of their support sets is inconsistent.
Intuitively, the above two principles assure, respectively, that all the inconsistencies in ∆ are captured by Att and that no attacks belong to Att unless they are reflected in ∆.
Now, a Dung-style argumentation framework (induced by ∆) is a pair AF(∆) = ⟨Args(∆), Att⟩. Accordingly, extensions of AF(∆) may be used for defining the conclusions of ∆: ψ follows from ∆ according to an argumentation semantics S (notation: ∆ |∼ S ψ), if ψ is the conclusion of an argument that belongs to every S-extension of AF(∆).
Note that by conflict sensitivity the entailment relation |∼ S cannot be reflexive when S is based on conflict-free extensions. Indeed, consider for instance the set ∆ = {p, ¬p}. In this case, conflict sensitivity dictates that at least one of the arguments A 1 = ⟨{p}, p⟩ or A 2 = ⟨{¬p}, ¬p⟩ attacks the other, and so no conflict-free extension of AF(∆) contains both of these arguments. This means, in particular, that at least one of p or ¬p cannot be a |∼ S -consequence of ∆.
The ability to conclude every premise is a primary principle in many logic-based systems (in particular those that are based on Tarskian consequence relations [31] , where reflexivity is an explicit requirement). In our case this property can be sometimes guaranteed (on the expense of keeping the set of conclusions classically consistent) by including ∆ in the set of constraints. Indeed,
Proposition 47 Let ∆ be a finite set of propositional formulas and let AF(∆) = ⟨Args(∆), Att⟩ be the argumentation framework that is induced by ∆ as described above. If Const(∆) = {⟨{ψ}, ψ⟩ | ψ ∈ ∆} is p-admissible for AF(∆) then CAF(∆) = ⟨Args(∆), Att, Const(∆)⟩ is a constrained argumentation framework and for every conflict tolerant semantics S of CAF(∆) it holds that
∆ |∼ S ψ for every ψ ∈ ∆.
Proof. Immediate from the definition of CAF(∆) and its semantics. 2
We conclude this section with three further remarks:
1. As noted previously, constraints may be useful for enforcing the acceptance of conflicting arguments (such as experimental results with contradictory conclusions, conflicting indications coming from equally reliable sources, etc). It is interesting to note, however, that if the set of constraints is conflict-free, so are the minimally conflicting p-complete extensions of the underlying CAF (and of course the other way around):
Proposition 48 Let CAF be a constrained argumentation framework for an argumentation framework AF and a set of constraints Const. Then Const is conflict-free iff every minimally conflicting p-complete extension of CAF is conflict-free.
Proof. If a minimally conflicting p-complete extension of CAF is conflict-free, than since it contains the set of constraints Const, the latter must be conflict-free as well. Conversely, if Const is conflictfree, than since it is also p-admissible, it is in particular admissible, and so it is extendable to a complete extension Ext of AF. Now, Ext is a conflict-free p-complete extension of CAF, and as such it is a minimally conflicting p-complete extension of CAF. This also implies that any other minimally conflicting p-complete extension of CAF is conflict-free (otherwise it wouldn't be minimally conflicting). 2 2. The constraints considered here are of a very basic form, and are given as a motivation for introducing conflict-tolerant semantics. Clearly, in reality more complex constraints may be needed, and in many cases this can be easily done in our framework (see Note 66 below), but this is beyond the scope of this paper.
3. For another example on how argumentation frameworks may be extended for incorporating constrains the reader is referred to [21] . The main difference is that in [21] conflict freeness is assumed, and so neither of the constraints nor the extensions of the framework may be contradictory. This assumption implies, in particular, that extensions may not be available for some constrained frameworks or may be empty. Recall that by Proposition 40 this is not possible in our case.
Representation of Conflict-Tolerant Argumentation
In this section we provide a simple approach, based on propositional languages and quantifications over propositional variables, for representing the above mentioned conflict-tolerant argumentation semantics by a unified logical theory. We shall use a propositional language L, consisting of a set of atomic formulas Atoms(L), the propositional constants t and f, and the logical symbols ¬, ∧, ∨, ⊃. In what follows we denote by the lower-case letters p, q, r atomic formulas of L, the Greek letters ψ, ϕ denote formulas in L, and the calligraphic letters T , S denote sets of formulas in L (called theories). The set of all atoms occurring in a formula ψ is denoted by Atoms(ψ), and the set of all the atoms occurring in a theory T is denoted by Atoms(T ), that is, Atoms(T ) = ∪ ψ∈T Atoms(ψ). The formalism described in what follows is based on the idea that the four-valued signed systems used in [7] for representing conflict-free semantics of argumentation frameworks can be incorporated also for representing the conflict-tolerant semantics defined above. In the following sections we describe how this can be done.
Four-Valued Semantics and Signed Formulas
The resemblance of our setting to Belnap's well-known four-valued framework for computerized reasoning [12] is evident. This framework also consists of four basic elements ('truth values'), two of them, denoted t for 'truth' and f for 'falsity', represent the classical truth assignments, and the other two, denoted ⊥ and ⊤, intuitively represent lack of information and contradictory information (respectively) about the underlying assertions. As in our case, two values t and ⊤ (called the 'designated elements') are used for designating acceptable assertions (see also [6] 18 ).
The four elements mentioned above may be arranged in a lattice structure in which f is the minimal element, t is the maximal one, and the other two values are intermediate elements that are incomparable. The corresponding structure FOUR = ({t, f, ⊤, ⊥}, ≤) is a distributive lattice with an order reversing involution ¬, for which ¬t = f , ¬f = t, ¬⊤ = ⊤ and ¬⊥ = ⊥. We shall denote the meet and the join of this lattice by ∧ and ∨, respectively. Another operator on FOUR which will be useful in the sequel is defined as follows: a ⊃ b = t if a ∈ {f, ⊥}, and a ⊃ b = b otherwise. The truth tables of the basic connectives of FOUR are given below.
Now, a valuation ν is a function that assigns to each atomic formula a truth value from {t, f, ⊥, ⊤}, and ν(t) = t, ν(f) = f . Any valuation is extended to complex formulas in the obvious way, using the truth tables of the basic lattice connectives given above:
The set of models of T is denoted by mod(T ).
The four truth values may also be represented by pairs of two-valued components of the lattice ({0, 1}, 0 < 1) as follows: t = (1, 0), f = (0, 1), ⊤ = (1, 1), ⊥ = (0, 0). The intuition behind this representation is that the the first component in the pair indicates whether the corresponding assertion should be accepted, while the second component indicates whether the assertion should be rejected (this, for instance, the value (1, 1) is associated with contradictory evidence). In terms of the pairwise representation, the basic operators of FOUR are representable as follows: For x 1 , x 2 , y 1 , y 2 ∈ {0, 1},
The representation of truth values in terms of pairs of two-valued components implies a similar way of representing four-valued valuations. A four-valued valuation ν may be represented in terms of a pair of two-valued components (ν 1 , ν 2 ) by ν(p) = (ν 1 (p), ν 2 (p)). So if, for instance, ν(p) = t, then ν 1 (p) = 1 and ν 2 (p) = 0. Note also that ν = (ν 1 , ν 2 ) is a four-valued model of T iff ν 1 (ψ) = 1 for every ψ ∈ T .
Definition 49
• The four-valued valuation ν 4 on Atoms(L) that is induced by a two-valued valuation
In what follows we denote by ν 2 a valuation into {0, 1}, and by ν 4 a valuation into {t, f, ⊤, ⊥}.
Definition 50
For an atom p and formulas ψ, ϕ, we define the following formulas in L ± :
We call τ i (ψ) (i = 1, 2) the signed formulas that are obtained from ψ. Next we recall some basic properties of signed formulas (see [3, 8] for the proofs). Definition 52 For a formula ψ in L we define the following signed formulas in L ± : 
Proposition 51
Note that by the last proposition there is a one-to-one correspondence between the four-valued models of T and the two-valued models of τ 1 (T ): ν 4 is a model of T if the two-valued valuation that is associated with ν 4 is a model of τ 1 (T ), and ν 2 is a model of τ 1 (T ) if the four-valued valuation that is associated with ν 2 is a model of T .
Signed Theories for Representing Conflict-Tolerant Semantics
Let us first represent p-admissible extensions (alternatively, labelings) and p-complete extensions (labelings) by signed theories, interpreted by four-valued semantics. As noted previously, we shall do this by extending the framework for formalizing conflict-free semantics, described in [7] , using the results in Section 3. First, we represent p-admissible extensions. As Proposition 18 indicates, p-admissible extensions are represented by a four-valued semantics, in which the labels in, out, none and both correspond, respectively, to the truth values t, f , ⊥ and ⊤. Next, we formalize this.
Definition 54
Given an argumentation framework AF = ⟨Args, Att⟩, we let pADM AF (x) be the following set of expressions:
In the expressions defined above, x is a variable (to be sequentially substituted by the elements of Args), val(x, v) are the signed formulas in Definition 52, att(y, x) is replaced by the propositional constant t if (y, x) ∈ Att (that is, if y attacks x in AF), and otherwise att(y, x) is replaced by the propositional constant f. Example 56 Consider again the argumentation framework AF 1 of Figure 1 . In this case, pADM(AF 1 ) is the following theory:
Definition 55
More explicitly, in terms of signed propositional variables, pADM(AF 1 ) is of the following form:
The (two-valued) models of the theory above are the following:
It remains to show that ν is a model of pADM(AF). Indeed, suppose for instance that ν(A ⊕ ) = 0 and ν(A ⊖ ) = 1 for some A ∈ Args (the other three cases are similar). This means, in particular, that ν(val(A, t)) = ν(val(A, ⊤)) = ν(val(A, ⊥)) = 0. Thus, ν satisfies the formulas that are obtained from the first, third, and fourth expressions in Definition 54 for x = A. To see that ν also satisfies the second expression in that definition note that by our assumptions on ν and by its definition it holds that pEL(Ext)(A) = out. Now, since pEL(Ext) is a p-admissible labeling of AF, it in particular satisfies pOut, and so there exists some B ∈ A − for which pEL(Ext)(B) ∈ {in, both}. For this B we have that att(B, A) is replaced in the signed theory by the constant t and that ν(B ⊕ ) = 1, i.e., B ∈ In(ν) ∪ Both(ν). It follows that ν(val(B, t) ∨ val(B, ⊤)) = 1, and so
This implies that ν satisfies also the formula corresponding to the second expression in Definition 54 (for x = A). By the last two propositions we have the following corollary.
Corollary 60
The set of the p-admissible extensions of an argumentation framework AF is the same as the set {In(ν) ∪ Both(ν) | ν is a model of pADM(AF)}.
Next, we represent p-complete extensions. Again, the idea is to formalize the conditions of such extensions (Definition 12) by a corresponding signed theory. Below, we abbreviate by ψ ↔ ϕ the formula
Definition 61 Given an argumentation framework AF = ⟨Args, Att⟩, we let pCMP AF (x) be the following set of expressions: An equivalent (and somewhat more explicit and simplified) writing of the formulas above is by the formula
Let CAF = ⟨AF, Const⟩ be a constrained argumentation framework, where AF = ⟨Args, Att⟩. By Corollary 60, the p-admissible extensions of CAF are the sets In(ν) ∪ Both(ν), where ν ranges over the models of the following signed theory:
Similarly, by Corollary 64, the p-complete extensions of CAF are the sets In(ν) ∪ Both(ν), where ν ranges over the models of the following signed theory:
Note 66 By using Definition 50, it is easy to incorporate more complex forms of constraints. For instance, demanding that the acceptance of argument A implies the acceptance of argument B may be formalized by the introduction of the constraint A ⊃ B. This means the addition of the signed formula
⊕ to the corresponding signed theory.
Signed QBF Theories for Conflict Minimization
As indicated in Section 5, when the set of conflicts of a constrained argumentation framework is not conflict-free all of its p-admissible and p-complete extensions would contain conflicting arguments. In such cases it may be useful to select only those extensions in which the number of conflicts are as minimal as possible (Definition 41). For computing those minimally conflicting p-extensions we use the same approach as in [7] and incorporate quantified Boolean formulas (QBFs) [15] for formalizing conflicts minimizations.
Quantified Boolean formulas are obtained by extending the underlying propositional language L with universal and existential quantifiers ∀, ∃ over propositional variables. The intuitive meaning of a QBF of the form ∃p ∀q ψ, for instance, is that there exists a truth assignment of p such that for every truth assignment of q, ψ is true. Clearly, every QBF is associated with a logically equivalent propositional formula, thus QBFs can be seen as a conservative extension of classical propositional logic.
Definition 67 Let Ψ be a QBF and Γ a set of QBFs.
• An occurrence of an atom p in Ψ is called free, if it is not in the scope of a quantifier Qp, for Q ∈ {∀, ∃}. We denote by Ψ[ϕ 1 /p 1 , . . . , ϕ n /p n ] the uniform substitution of each free occurrence of a variable (atom) p i in Ψ by a formula ϕ i , for i = 1, . . . , n.
• The definition of a valuation can be extended to QBFs as follows:
• We say that a (two-valued) valuation ν satisfies Ψ if ν(Ψ) = 1. A valuation ν is a model of Γ if ν satisfies every element of Γ. We say that Ψ is (classically) entailed by Γ, if every model of Γ is also a model of Ψ.
In order to compute the p-admissible extensions of a constrained argumentation framework CAF we should identify the models of pADM(CAF ) and exclude those whose set of ⊤-assignments is not minimal with respect to set inclusion. This is what we do by the circumscriptive-like QBF that is defined next.
Definition 68 Given a constrained argumentation theory CAF = ⟨Args, Att, Const⟩ in which |Args| = n, let pADM(CAF) be the signed theory for computing the p-admissible extensions of CAF defined in the previous section. Let also Args ± = {A ⊕ i | A i ∈ Ar} ∪ {A ⊖ i | A i ∈ Ar} be the set of atoms in pADM(CAF). We denote by ∧ pADM(CAF) the conjunction of the formulas in pADM(CAF ). Now, we denote by Min ⊤ (pADM(CAF)) the following QBF:
As we shall see shortly, among the models of pADM(CAF ), the only ones who satisfy the formula above are those with minimal ⊤-assignments (where minimization here is with respect to set inclusion; cf. Definition 41). This brings us to the next definition.
Definition 69 Given a constrained argumentation theory CAF , we denote
MINpADM(CAF) = pADM(CAF ) ∪ {Min ⊤ (pADM(CAF))}.
Proposition 70 Let CAF = ⟨Args, Att⟩ be a constrained argumentation framework. A subset Ext of Args is a minimally conflicting p-admissible extension of CAF iff there is a model ν of MINpADM(CAF)
such that Ext = In(ν) ∪ Both(ν).
Proof. By Corollary 60 it only remains to show that ν is a model of Min ⊤ (pADM(CAF)) iff there is no model µ of pADM(CAF ) for which Both(µ) Both(ν). Indeed, by Definition 68, and since for every A i ∈ Args it holds that ν(val(A i , ⊤)) = 1 iff A i ∈ Both(ν), we have that ν is a model of Min ⊤ (pADM(CAF)) iff for every model µ of pADM(CAF ) such that Both(µ) ⊆ Both(ν), also Both(ν) ⊆ Both(µ). Thus, ν satisfies Min ⊤ (pADM(CAF)) iff Both(ν) is not properly contained in any set of the form Both(µ) for some model µ of pADM(CAF).
The p-complete extensions of a constrained argumentation theory CAF are computed similarly. Let Min ⊤ (pCMP(CAF)) be a signed QBF that is similar to the signed QBF Min ⊤ (pADM(CAF )) in Definition 68, except that ∧ pADM(CAF) is replaced by the conjunction ∧ pCMP(CAF ) of the formulas in pCMP(CAF). We denote:
MINpCMP(CAF) = pCMP(CAF) ∪ {Min ⊤ (pCMP(CAF))}.
Then we have the following proposition, the proof of which is similar to that of Proposition 70. 
Proposition 71
For having the p-semi-stable p-complete extensions of CAF we have to augment the theory MINpCMP(CAF) be a QBF that is similar to the one above, where ∧ MINpADM(CAF ) is replaced by ∧ MINpCMP(CAF ).
Conclusion
The lack of satisfactory facilities for dealing with arguments that, directly or indirectly, contradict themselves is already indicated in [16] and [22] . This issue has attracted a considerable attention in recent years and several argumentation semantics were proposed in order to properly maintain loop situations.
In this paper we considered a clement approach to circularity in argumentation frameworks, derived by four-valued labelings and corresponding extensions that may not be conflict-free. Our conflict-tolerant approach to abstract argumentation is beneficial for several reasons:
• From a purely theoretical point of view, we have shown that the correlation between the labelingbased approach and the extension-based approach to argumentation theory is preserved also when conflict-freeness is abandoned. Interestingly, as indicated in Note 23, in our framework this correlation holds also between admissibility-based labelings and admissibility-based extensions, which is not the case in the conflict-free setting of [19] .
• From a more pragmatic point of view, new types of semantics are introduced, which accommodate conflicts, yet they are not trivialized by inconsistency. It is shown that this setting is not a substitute of standard (conflict-free) semantics, but rather a generalized framework, offering an option for inter-attacks when such attacks make sense or are unavoidable.
• As demonstrated in Section 5, in some extended forms of argumentation frameworks conflicts among accepted arguments cannot be avoided. This could be the case, for instance, when constraints are introduced. In such contexts the necessity of maintaining conflicts is evident.
• Already in standard approaches for giving semantics to argumentation systems the issue of conflicts handling turns out to be more evasive than what it looks like at first sight. In fact, conflicts may implicitly arise even in conflict-free semantics, because such semantics simulate binary attacks and not collective conflicts. To see this, consider the last example of [9] : "John will be on the tandem bicycle because he wants to", "Mary will be on the tandem bicycle because she wants to" and "Suzy will be on the tandem bicycle because she wants to". These three arguments are in collective conflict when the tandem has only two seats. Indeed, as noted in [9] , conflict-freeness without admissibility is not enough for guaranteeing consistent conclusions. In this respect, the possibility of having conflicts is not completely ruled out even in some conflict-free semantics (such as CF2 and stage semantics; see [9] ), and our approach may be viewed as an explication of this possibility.
As we have shown, our conflict-tolerant approach to abstract argumentation theory may be represented in terms of a logical theory, based on signed formulas. Such a theory can serve as the basis for representing and computing various decision problems involving contradictory arguments. This purely logical approach makes problems like skeptical and credulous acceptance of arguments simply a matter of entailment and satisfiability checking. The latter may be verified by off-the-shelf SAT-solvers and QBF-solvers.
Finally, it would be interesting, and probably helpful, to introduce evaluation criteria for conflicttolerant semantics, similar to those considered in [10] for conflict-free semantics. This remains a subject for future work.
