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Let X, X1, X2, . . . be a sequence of nondegenerate i.i.d. random variables with zero means.
Set Sn = X1 + · · · + Xn and W 2n = X21 + · · · + X2n . In the present paper we examine the
precise asymptotic behavior for the general deviation probabilities of self-normalized sums,
Sn/Wn . For positive functions g(x), φ(x), α(x) and κ(x), we obtain the precise asymptotics













The results given can be considered as the generalization of that in the complete moment
convergence, law of iterated logarithm and large deviation for self-normalized sums.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Let X, X1, X2, . . . be a sequence of nondegenerate independent and identically distributed (i.i.d.) random variables on









X2i , n 1.
In the classical limit theory, the focus is on the asymptotic properties for the normalized partial sum Sn/(EW 2n )
1/2 under the
ﬁnite second moment assumption. However the current interest lies in studying the same properties for the self-normalized
sums Sn/Wn without the ﬁnite moment assumption. Many researchers focused on the limit theorems on the self-normalized
sums Sn/Wn . It is well known that the Hartmann–Wintner law of the iterated logarithm holds if and only if the second
moment of random variable is ﬁnite. In contrast to this classical result, Griﬃn and Kuelbs [6] established a self-normalized
law of the iterated logarithm for all distributions in the domain of attraction of a normal or stable law.
Theorem 1.1. (See Griﬃn and Kuelbs [6].)
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Shao [17] derived the self-normalized large deviation for arbitrary random variables without any moment conditions.
















cX − x(X2 + c2)/2)}
for x E X/(E X2)1/2 , where E X/(E X2)1/2 is interpreted to be zero if E X2 = ∞ and 0/0 to be ∞.
In addition, many results for normalized sums are obtained. Slavova [19], Hall [10], Nagaev [14] obtained the Berry–
Esseen bounds. Wang and Jing [22] derived exponential nonuniform Berry–Esseen bounds. Further results for self-
normalized sums include large deviation (see [3,21]) Cramér type results (see [18,11]), Darling–Erdös theorem and Donsker’s
theorem (see [1,2]), Kolmogorov and Erdös test (see [22]) and the law of iterated logarithm (see [16,7,4]), among many
others. The known results (e.g. Theorems 1.1 and 1.2) have shown that comparing the same problems in the standard
normalization, the moment assumptions under self-normalization can be eliminated and fundamental properties can be
maintained much better by self-normalization than deterministic normalization.
Meanwhile, the limit theorems of self-normalized sums have resulted in more and more attention and been widely
used in statistical analysis. Griﬃn and Mason [8] derived the asymptotic normality. Giné, Götze and Mason [5] studied the








L(Tn) → N(0,1) as n → ∞ if and only if E X = 0 and X ∈ DN
where for any random variable Y ,L(Y ) denotes its law and X ∈ DN signiﬁes that X is in the domain of attraction of
a nondegenerate normal random variables. Mason and Shao [13] extended this result to the bootstrapped Student t-statistic.
Also, the recent concentration is the precise asymptotics for both normalized sum Sn/(EW 2n )
1/2 and self-normalized sum
Sn/Wn . Liu and Lin [12] derived the precise rate for the complete moment convergence as follows.









(|Sn| √n logn )= σ 2α+2E|N|2α+2
α
,
where N is a standard normal random variable.
Note that Theorem 1.3 holds under the ﬁnite moment conditions. Without moment assumption, the analogue of the
convergence rate for the self-normalized sums can be derived by replacing the
√
n by Wn . In fact, Zhao and Tao [23]
obtained the following result.
Theorem 1.4. Suppose that E X = 0 and l(x) = E X2 I{|X |  x} is a slowly varying function at ∞. Then for any β > 0 and δ >











β(δ + 1) − 2 .
In some sense Theorem 1.4 extended Theorem 1.3 from the normalized sum to the self-normalized sum. On the other
hand, Gut and Spaˇtaru [9] established the following result called the precise asymptotics of the law of iterated logarithm.
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(|Sn| (n log logn)1/2 + an)= σ√2.
Pang et al. [15] recently obtained the analogue of Theorem 1.5 for the self-normalized sums.
Theorem 1.6. Suppose that X is symmetric with E X = 0 and l(x) = E X2 I{|X |  x} is a slowly varying function at ∞, satisfying
l(x)  c1 exp(c2(log x)β) for some c1 > 0, c2 > 0 and 0  β < 1. Let a > −1 and b > −1/2. Assume that αn() is a nonnegative
function of  such that













∣∣∣∣ ( + αn()(2 log logn)1/2)
)
= exp(−2τ√1+ a ) Γ (b +
1
2 )√
π(a + 1) .
In contrast to the moment conditions given in Theorems 1.3 and 1.5, Theorems 1.4 and 1.6 gave the precise asymptotics
for the normalized sums without any moment assumption. This again reveals that the essential properties are well preserved
by self-normalization with less assumptions.
It should be pointed out that in Theorems 1.5 and 1.6 the precise asymptotics for the normalized sums and self-
normalized sums are derived as  ↘ σ√2 > 0 and  ↘ √1+ a > 0. These are different from the results given in Theo-
rems 1.3 and 1.4, in which the precise asymptotics were given as  → 0. From above discussion, one can distinguish that




(|Sn| > Wnφ(n)) (1.1)
as  → 0 (0  0) for speciﬁed functions h(x) and φ(x). In what follows we will study the same question in the series (1.1)
where functions h(x) and φ(x) have more general forms. In fact we will extend the foregoing results in some sense. Firstly
we will investigate the precise asymptotics in the deviation probabilities of self-normalized sums as  ↘ 0 where 0 can
be 0 or greater than 0. Secondly instead of special functions such as nr , logn, log logn in the deviation probabilities for self-
normalized sums, we will consider the precise asymptotics of (1.1) for general functions. Thirdly, since there is no discussion
on the precise asymptotics in the complete moment convergence in the law of iterated logarithm for self-normalized sums,
we will consider this question. Therefore the present paper will give an integrated result and the theorems stated above
can be considered as the special cases of our results. Moreover some novel results are derived. The remain of this paper
is organized as follows. Section 2 introduces some deﬁnitions, notation and states main results. The proofs of theorems are
given in Section 3.
2. Main results
In the remaining sections, we assume that X, X1, X2, . . . be a sequence of nondegenerate i.i.d. random variables and set
Sn = X1 + · · · + Xn and W 2n = X21 + · · · + X2n . Let N denote the standard normal random variable. Let φ(x), g(x) be positive
valued functions on [1,∞), and α(x) be a positive function on the positive ﬁnite interval [a,b] such that:
(A1) φ(x) is differentiable with the positive derivative φ′(x) and φ(x) = o(√x ).
(A2) g(x) is an integrable function with the anti-derivative G(x) = ∫ x0 g(t)dt .
(A3) limx→+0 α(x) = 0 for some 0 ∈ [a,b].
Based on the discussion in Section 1 the main results are stated as follows.
Theorem 2.1. Suppose that E X2 I(|X |  x) is a slowly varying function at ∞, φ(x), g(x) and αi(x) (i = 1,2) satisfy (A1)–(A3),
respectively.











































































By choosing the appropriate forms to functions g(x),φ(x), α1(x) and α2(x), many known results can follow from Theo-
rem 2.1.
At ﬁrst, by setting g(x) = βxβ(δ+1)−3, φ(x) = (ηϕ(x))1/β and α1(x) = α2(x) = xβ(δ+1)−2 we have the succeeding corollary.
Corollary 2.2. Suppose that ϕ(x) is a positive valued differentiable function on [1,∞) such that ϕ′(x) > 0, limx→∞ ϕ(x) = ∞ and
ϕ(x) = o(xβ/2). Then for β > 0, δ > 2
β










(|Sn/Wn| (ηϕ(n))1/β)= βE|Z |β(δ+1)−2











(|Sn/Wn| (ηϕ(n))1/β)= βE|Z |β(δ+1)
ηδ+1−2/β [β(δ + 1) − 2] .
Further there are various choices for the function ϕ(x). In particular, by taking ϕ(x) = log x and ϕ(x) = log log x and
η = 1 in Corollary 2.2, respectively, Theorems 2.1 and 2.2 in Zhao and Tao [23] can be obtained. By taking ϕ(x) = log log x,




2 ), we can obtained (1.7) in Theorem 1.2 of Pang










(|Sn|/Wn  √2 log logn )= (2d + 3)Γ (d + 3/2)
(d + 1)√π .
Now we consider deriving the analogue of Theorems 1.3 and 1.4. By setting g(x) = 2xexp(x2), φ(x) = (log log x)1/2, α1(x) =√
x2 − 2 and 0 =
√



















































































(|Sn| > Wn√log logn )= √2,
provided that (2.1) in Theorem 2.1 holds. However, (2.1) in Theorem 2.1 does not hold for the functions g(x) = 2xexp(x2)





















































does not converge uniformly with respect to  
√
2. Therefore in order to obtain the version of Theorem 1.3 for self-
normalized sums, we need a strong condition on the random variables. Actually, we have the following result.
Theorem 2.3. Let X be a symmetric random variable with E|X |3 < +∞. Suppose that (A1)–(A3) hold for φ(x), g(x) and αi()














uniformly with respect to  ∈ [a,b], respectively.
As we mentioned above, the condition in Theorem 2.3 is very strong. It is required that the random variable X is
symmetric with a ﬁnite third moment. However, if we strength the condition φ(x) = o(x1/2) to φ(x) = O (xν) for some
0< ν < 1/2, we can obtain the following result.
Theorem 2.4. Let X be a variable with E|X |2+δ < +∞ for some 0 < δ < 1. Suppose that (A2) and (A3) hold for g(x) and αi()
(i = 1,2), respectively, and φ(x) satisﬁes the following condition:
(A1′) φ(x) is differentiable with the positive derivative φ′(x) and φ(x) = O (x δ2+2δ ).
Then (2.2) and (2.4) hold provided that (2.5) is uniformly correct with respect to  ∈ [a,b].
Note that the conditions (2.1) and (2.3) in Theorem 2.1 imply (2.5) in Theorem 2.3. Now for d > −1, τ > 0 and η > 0, by
taking g(x) = xd exp(τ x2), φ(x) = (ηϕ(x))1/2, α1(x) = (x2 − 2τ ) d2 and α2(x) = (x2 − 2τ ) d+22 in Theorem 2.4, the subsequent
corollary can be obtained.
Corollary 2.5. Let X be a random variable with E|X |2+δ < +∞. Suppose that ϕ(x) is a positive valued differentiable function on















































Also, one can derive the following corollary by taking g(x) = xd exp(λx), α1(x) = exp(−λ2/2x2)x2d and α2(x) =
exp(−λ2/2x2)x2(d+1) in Theorem 2.4.
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The similar corollaries can be obtained from Theorem 2.3 and omitted.
Remarks. (i) From the discussion given after Corollary 2.2, Theorem 2.1 does not hold for the situation where G(x) = exp(x2)
and α1() =
√
2 − 2. The reason is that the condition (2.1) is not satisﬁed without moment assumption. However, under
the moment conditions, (2.2) and (2.4) hold for the more general functions G(x), α1(x) and α2(x). Some results for the
choices of G(x), α1(x) and α2(x) can be seen in Corollaries 2.5, 2.6 and the following remarks.
(ii) From the corollaries given above, one can see that α1(x) and α2(x) have the same form if g(x) is a power function,





















diverge to ∞ in the same rate when  → 0. However, if g(x) takes the exponential form, the order of α2() is higher than
that of α1() and thus as  → 0, the series (2.7) diverges to ∞ faster than the series (2.6).
(iii) Further there are several choices for the function ϕ(x) in Corollary 2.5. Particularly by taking ϕ(x) = log log x, η = 2,










∣∣∣∣ (2 log logn)1/2
)
= Γ (b +
1
2 )√











































∣∣∣∣  log logn
)





















∣∣∣∣  log logn
)]
= 2(a + 1)b+1,















































142 D. Deng / J. Math. Anal. Appl. 376 (2011) 136–153Moreover replacing φ(n) by φ(n) + κ(n) and φ(n) + κ(n) in (2.2) and (2.4), respectively, the following generic theo-
rems can be derived.
Theorem 2.7. Suppose that the same conditions as these in Theorem 2.1 hold. Assume that κ(x) is a nonnegative function of x such











































Theorem 2.8. Suppose that the same conditions as these in Theorem 2.3 or Theorem 2.4 hold. Assume that κ(, x) is a nonnegative
function with respect to  and x such that













































Also, one can obtain many results by choosing different forms for functions g(x), φ(x). Finally we end this section by
a speciﬁc result on the precise asymptotic in the complete moment convergence for the deviation probabilities of self-
normalized sums.
Corollary 2.9. Let a > 0, b > 1/2 and κ(, x) be a nonnegative function of  and x such that
κ(, x)
√





2 − a)b ∞∑
n=1
















3. Proofs of main results
We will ﬁrst present two lemmas on the standard normal random variable.







































































































































(3.1) is obtained. Next by simple calculation we have that
EN2 I
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∫ x



























































Consequently (3.2) is obtained. 
Lemma 3.2. Suppose that g(x), φ(x) and αi(x) (i = 1, . . . ,4) satisfy the conditions (A1)–(A3), respectively.
(i) Assume that κ(, x) is a nonnegative function such that









































(ii) Assume that κ(x) is a function of x such that









































Proof. (i) First note that as x → ∞ and  → 0+ > 0, φ(x) → ∞. By the asymptotic result for normal tail probability





2 )(x → ∞), we have that
P

























Therefore for any 0< θ < 1, there exist ′ > 0 and an integer n0 such that for all n n0 and 0 <  < 0 + ′ ,
exp(−0ρ − θ)P
(|N| > φ(n)) P(|N| > φ(n) + κ(,n)) exp(−0ρ + θ)P(|N| > φ(n))
and thus from Lemma 3.1 and the arbitrariness of θ , (3.3) is obtained. Next we have that
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{|N| > φ(n) + κ(,n)}





























































































































































Now if lim→+0 α2()E[N
2G( |N| )] < +∞, for any θ > 0 choose a large x0 such that the second term of above expression is
less than θ/2 and then choose a small ′ > 0 such that for 0 <  < 0 + ′ the ﬁrst term of above expression is less than






















Hence (3.4) follows from (3.7)–(3.9).




















∣∣E[N2 I(|N| > φ(n) + κ(n))]− E[N2 I(|N| > φ(n))]∣∣= 0. (3.11)
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( |N|)− EG( |N|)].
 






























provided that lim→0 α()E[N2G( |N| )] < +∞. Hence (3.10) and (3.11) follow from (3.14)–(3.17). 
In order to prove Theorems 2.1, 2.3 and 2.4, we need the following exponential inequalities for self-normalized sums of
random variables.
Lemma 3.3. (See Shao [18].) Let X1, . . . , Xn be i.i.d. random variables with E X = 0 and E X2 I(|X | x) us slowly varying as x → ∞.
Then for arbitrary 1/2< γ < 1, there exist 0< δ < 1, x0 > 1 and n0 such that for any n n0 and x0 < x< δ
√
n,







Lemma 3.4. (See Wang and Jing [22], Corollary 2.1.) Let X1, X2, . . . be a sequence of symmetric random variables with E|Xi|3 < +∞
for 1 i  n. Then for all n 1 and x ∈ R, we have that∣∣P (Sn/Wn  x) − P (N  x)∣∣ Amin{(1+ |x|3)L3n,1}e−x2/2
where L3n =∑ni=1 E|Xi |3/(∑ni=1 E X2i )3/2 .
Lemma 3.5. (See Jing et al. [11].) Let X1, X2, . . . be a sequence of random variables with E X = 0 and E|Xi|2+δ < +∞ for 0< δ  1.
Then for all n 1 and x ∈ R,∣∣P (Sn/Wn  x) − P (N  x)∣∣ A(1+ x)1+δe−x2/2/d2+δn,δ
holds for 0 x dn,δ where dn,δ = (∑ni=1 E X2i )1/2/(∑ni=1 E|Xi |2+δ)1/(2+δ) .
For i.i.d random variables, Lemmas 3.4 and 3.5 induce the following proposition.
Proposition 3.6. (See [11].) Let X, X1, X2, . . . be a sequence of i.i.d. random variables,
(i) If X is symmetric with E|X |3 < ∞, we have that for all n 1 and x ∈ R,∣∣P (Sn/Wn  x) − P (N  x)∣∣ Ae−x2/2.
(ii) If E X = 0 and E|X |2+δ < ∞, then for x ∈ [0, O (nδ/(4+2δ))],∣∣P (Sn/Wn  x) − P (N  x)∣∣ Ae−x2/2.
In what follows, we show several propositions which will be used in the proofs of theorems.


















∣∣P(|Sn| > Wnφ(n))− P(|N| > φ(n))∣∣= 0.

































∣∣P(|Sn| > Wnφ(n))− P(|N| > φ(n))∣∣
:= (I) + (II).







− P(|N| > x)∣∣∣∣→ 0 as n → ∞.





















If 0 > 0, the summation
∑











































































































































































→ 0 as M → ∞.







































































































































































































∣∣P(|Sn| > Wnφ(n))− P(|N| > φ(n))∣∣= 0
and the proposition follows. 






























































∣∣P(|Sn/Wn| x)− P(|N| x)∣∣dx
≡ (III) + (IV).





































































































































































where δ′′n → 0. Next, we have












































































δ′n + δ′′n + δ1/2n
]= 0. 




















uniformly with respect to  ∈ [a,b].

















































































































































































































































which also converges to 0 uniformly with respect to  as M → ∞. 
Now we are in the position to prove Theorem 2.1.
Proof of Theorem 2.1. First (2.1) follows from Proposition 3.7. From the simple calculations, Lemma 3.1, Propositions 3.7


































































































































Therefore (2.3) is obtained and the proof is complete. 
The proofs of Theorems 2.3 and 2.4 are similar to that of Theorem 2.1 and omitted.























∣∣E[(Sn/Wn)2 I(|Sn|/Wn > φ(n) + κ(n))]− E[N2 I(|N| > φ(n) + κ(n))]∣∣= 0.
Therefore Theorem 2.7 follows from Lemma 3.2. 
Also, we omit the proof of Theorem 2.8 due to the same reason.
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