Faciul cmimation has heen widdy IIsed in diff erent areas slIch as entertainment and teleconferencing Using video data 10 control fi lciul animal ion is an interesting and difficult problem. In this paper, a novel double B-spline (NURBS) muse/e system is proposed to simufale a 3D fi lciai expression and /(�/king animation bused all video image.
INTRODUCTION
There are mainly five approaches in facial modeling and animation by geometric manipulations (2], i.e., interpolation-based, parameterization-based, pseudo-muscle modeling, performance-based and physics-based modeling. The physics-based muscle modeling method tries to simulate real human facial muscles for animation. Since it is based on human anatomy, it is the closest to realistic human facial animation.
The vector muscle model [1, 6 ] is a physics-based method.
It defines a vector field to act as muscle to attract the mesh vertex and a NURBS curve based method to simulate muscles [10, 11, 12] . However, the vector muscle model cannot simulate the elastic effect of the face well.
[n this paper, we present double spl ine muscle system to perform a realistic facial expression animation. It can simulate elastic human face tissues. Our system is a vision-based system, which does not require costly motion capture devices. It tracks facial expressions and lip shape parameters from image sequences, which control the contraction of the spline muscle in facial animation.
The paper is organized as follows. Section 2 describes the double spline muscle system. Section 3 shows the video tracking process and the usage of the input parameters.
Simulation results are presented in Section 4, followed by conclusions in Section 5.
DOUBLE SPLINE MUSCLE MODEL
In our model, each muscle is formed by two splines. This is much closer to real human muscles, which control the face skin and fat tissue. One spline will be placed on the model surface which simulates the muscle control on the skin. The other spline is placed under the model surface to simulate the muscle control on other facial tissues, such as the fat tissue.
Definition of NUBRS
A degree n NURBS curve [4] is defi ned as /I L B;,II(U)(I ),P, e (II) = .!.; i -::"! �'-, ____ _ L 8,,1/(11)(1 );
where e(lI) is the knot of the curve. In our approach, it will be used for calculating the motion vector as described in 3.1. OJ i is the weight, P; is the control point and Bi,n(u) is the blending function defi ned as follow,
Spline Muscle
Spline muscle system uses movement of the NURBS' nodes to form a motion vector. Chang ing the we ights of the control points can make the nodes move to a desired direction. This makes the system more flexible. Fig .1 is a single NURBS curve muscle model. (3) where e , (II) is the node before movement and e,(II} ' is the node after the movement. Let C be the vertex of the mesh which is within the influence region. If C is repositioned to C', it will form a vector C'C. We can use vector B' B to find out vector C'C by the following rules,
where A is the reference control point. 
TRACKING PROCESS
[n our method, the animation parameters obtained from the video sequence images are mapped to the appropriate spline muscles to drive the facial animation. [n our system, facial expressions are described by 14 control parameters and the lip shape is tracked by a contour with 5 parameters.
Facia[ Expression Extraction
In our system, we track the features of the human face and transform these data into animation parameters based on We use an 8x8 window to find correlation between the consecutive frames in the video. A block matching [8] technique is applied to get the cross-correlation between two i to track the feature 
Lip Shape Extraction
We use a lip contour extraction method describd in [7] . This model is fonned by two curves. The lip equations are defined as follows,
. 
Control Parameters
Twenty-two muscles are implemented based on the facial action coding system (FACS) [13] . Each muscle is constructed by two splines with same number of control points. Fig. 5 illustrates the mesh with NURBS muscles.
As the face is considered symmetrical, we only need to consider 7 tracking parameters. The 7 parameters show in Fig.6 are: eyebrow control points I and 2, eye control points 1,2,3 and 4, and the nose control parameter I. Lab Nasi Nose (parameter I): Inner Labi Nasi One control parameter may control more than one muscle and one muscle may be controlled by more than one parameter. Moreover, the parameters can control different control points in the same muscle. For example, the eye and nose parameters both control the Lab Nasi muscle. There are 3 control points in this muscle. The eye parameter will modii» the weights of the control points I and 2. Nose parameter will modii» the weights of control points 2 and 3. Modii»ing the weights of control points I and 3 will make that part contracted to the eye or nose.
Control point 2 will make that part contract to the center. The equation is :
where S/ is a scale parameter detennined experimentally and may be different for different muscles. The lip control parameter is similar to the expression parameters. There are five parameters used to control the lip contour. They are g iven by p = { w , h"h2,x" I /,5}. where S is a scale parameter.
EXPERIMENTAL RESULTS
The double NURBS facial modeling system is developed using VC++/OpenGL. It runs on a P4 1.9GHz PC with 3D graphics interface. Based on the input video sequence, we create a variety of expressions and mouth shapes using NURBS-based muscles. Fi g . 7 shows the video driven expressions. 
CONCLUSION
In this paper, we have presented a novel method for facial expression animation, which uses double NURBS curves to simulate human face muscle, and control the mouth 
