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TATE COHOMOLOGY WITH RESPECT TO SEMIDUALIZING
MODULES
SEAN SATHER-WAGSTAFF, TIRDAD SHARIF, AND DIANA WHITE
Abstract. We investigate Tate cohomology of modules over a commutative
noetherian ring with respect to semidualizing modules. We identify classes of
modules admitting Tate resolutions and analyze the interaction between the
corresponding relative and Tate cohomology modules. As an application of
our approach, we prove a general balance result for Tate cohomology. Our
results are based on an analysis of Tate cohomology in abelian categories.
Introduction
This paper investigates Tate cohomology of objects in abelian categories, inspired
by the work of Avramov and Martsinkovsky [3] and building from our own work [17,
18, 19]. Much of our motivation comes from certain categories of modules over a
commutative ring R. For this introduction, we focus on this specific situation. (All
rings in this paper are commutative with identity, and all modules are unital.)
An R-module C is semidualizing if R ∼= HomR(C,C) and Ext
>1
R (C,C) = 0. (See
Section 2 for background information about these modules.) For example, the free
module R is semidualizing, as is a dualizing module.
Each semidualizing R-module C comes equipped with a certain number of classes
of R-modules that have good homological properties with respect to C. One ex-
ample is the class of C-projective R-modules PC(R), consisting of the modules of
the form P ⊗R C for some projective R-module P . Another example is the class
G(PC(R)), containing the modules that are built by taking complete resolutions by
modules in PC(R). Other examples are the categories of modules M that admit
a bounded resolution by modules from PC(R) or from G(PC(R)); these are the
modules M with PC-pdR(M) < ∞ or G(PC)-pdR(M) < ∞. For example, when
C = R, the modules in G(PC(R)) are the Gorenstein projective R-modules, and
G(PC)-pdR(M) is the Gorenstein projective dimension of M .
The first step in constructing a theory of Tate cohomology with respect to C is to
identify the modules M that admit appropriate resolutions: A Tate PC-resolution
of M is a diagram of chain maps T → W → M where T and W are certain chain
complexes of modules from PC(R). The complexes T andW contain slightly differ-
ent homological information about M . For instance, W is a resolution of M which
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measures G(PC)-pdR(M) and PC -pdR(M). The following result characterizes the
modules which admit Tate PC -resolutions. It is contained in Theorem 3.7.
Theorem A. Let R be a commutative ring, and let C be a semidualizing R-module.
An R-moduleM admits a Tate PC-resolution if and only if G(PC)-pdR(M) is finite.
Given an R-module M with a Tate PC -resolution T → W → M , one uses
the complex W to define the relative cohomology functors ExtnG(PC)(M,−) and
ExtnPC (M,−). The complex T is used to define the Tate cohomology functors
ÊxtnPC (M,−). These cohomology functors are connected by the following result; it
is proved in (4.11), and the dual result is Corollary 4.13. The special case where
C = R and M is finitely generated is in [3, (7.1)].
Theorem B. Let R be a commutative ring, and let C be a semidualizing R-module.
Let M and N be R-modules, and assume that d = G(PC)-pdR(M) <∞. There is
a long exact sequence that is natural in M and N
0→Ext1G(PC)(M,N)→ Ext
1
PC
(M,N)→ Êxt1PC (M,N)→
→Ext2G(PC)(M,N)→ Ext
2
PC
(M,N)→ Êxt2PC (M,N)→
· · · →ExtdG(PC)(M,N)→ Ext
d
PC
(M,N)→ ÊxtdPC (M,N)→ 0
and there are isomorphisms ExtnPC (M,N)
∼=
−→ ÊxtnPC (M,N) for each n > d.
The next result shows how Tate cohomology detects the finiteness of PC-projec-
tive dimension. The proof is in (5.3); see also Corollary 5.5.
Theorem C. Let R be a commutative ring, and let C be a semidualizing R-module.
For an R-module M with G(PC)-pdR(M) <∞, the next conditions are equivalent:
(i) PC-pdR(M) <∞;
(ii) ÊxtnPC (−,M) = 0 for each (equivalently, for some) n ∈ Z;
(iii) ÊxtnPC (M,−) = 0 for each (equivalently, for some) n ∈ Z; and
(iv) Êxt0PC (M,M) = 0.
The following balance result is another one of our main theorems; it is proved
in (6.2). Corollary 6.3 shows how it improves upon a result of Asadollahi and
Salarian [1, (4.8)]. It also compliments work of Iacob [16, Thm. 2] and implies
some of the main results of [20]; see Corollary 6.5.
Theorem D. Let R be a commutative ring, and let B and C be semidualizing
R-modules such that B is in GPC(R). Set B
† = HomR(B,C). Let M and N be
R-modules such that G(PB)-pdR(M) < ∞ and G(IB†)-idR(N) < ∞. Then there
are isomorphisms for each n > 1
ÊxtnPB (M,N)
∼= ÊxtnI
B†
(M,N).
If R is noetherian and C is dualizing for R, this isomorphism holds for all n ∈ Z.
We conclude this section by summarizing the contents of this paper. Section 1
contains notation and background information on the relevant subcategories of
abelian categories. Section 2 specifies the examples arising from semidualizing
modules. Section 3 focuses on the main properties of Tate resolutions; it contains
the proof of Theorem A. In Section 4, we investigate the fundamental properties of
Tate cohomology and prove Theorem B. Section 5 analyzes the vanishing behavior
of these functors and contains the proof of Theorem C. Finally, Section 6 deals
with balance for Tate cohomolgy including the proof of Theorem D.
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1. Categories, Resolutions, and Relative Cohomology
We begin with some notation and terminology for use throughout this paper.
Definition 1.1. Throughout this work A is an abelian category, and Ab is the
category of abelian groups. Write P = P(A) and I = I(A) for the subcategories of
projective and injective objects in A, respectively. We use the term “subcategory”
to mean a “full and additive subcategory that is closed under isomorphisms.” A
subcategory X of A is exact if it is closed under direct summands and extensions;
it satisfies the two-of-three property when it is closed under extensions, kernels of
epimorphisms, and cokernels of monomorphisms.
Definition 1.2. We fix subcategories X ,Y,W ,V ⊆ A such that W ⊆ X and
V ⊆ Y. Write X ⊥ Y if Ext>1A (X,Y ) = 0 for each object X ∈ X and each object
Y ∈ Y. For an object M ∈ A, write M ⊥ Y (resp., X ⊥ M) if Ext>1A (M,Y ) = 0
for each object Y ∈ Y (resp., if Ext>1A (X,M) = 0 for each object X ∈ X ). We say
that W is a cogenerator for X if, for each object X ∈ X , there is an exact sequence
0→ X →W → X ′ → 0
with W ∈ W and X ′ ∈ X ; and W is an injective cogenerator for X if W is a
cogenerator for X such that X ⊥ W . The terms generator and projective generator
are defined dually.
Definition 1.3. An A-complex is a sequence of homomorphisms in A
M = · · ·
∂M
n+1
−−−→Mn
∂M
n−−→Mn−1
∂M
n−1
−−−→ · · ·
such that ∂Mn−1∂
M
n = 0 for each integer n. We frequently (and without warning)
identify objects in A with complexes concentrated in degree 0.
Fix an integer i and an A-complexM . The ith homology object ofM is Hi(M) =
Ker(∂Mi )/ Im(∂
M
i+1). The ith suspension (or shift) of M , denoted Σ
iM , is the
complex with (ΣiM)n = Mn−i and ∂
Σ
iM
n = (−1)
i∂Mn−i. We set ΣM = Σ
1M . The
hard truncation M>i is the complex
M>i = · · ·
∂M
i+2
−−−→Mi+1
∂M
i+1
−−−→Mi → 0
and the hard truncations M>i, M6i, and M<i are defined similarly.
Definition 1.4. Let M and N be A-complexes. The Hom-complex HomA(M,N)
is the complex of abelian groups defined as HomA(M,N)n =
∏
pHomA(Mp, Np+n)
with nth differential ∂
HomA(M,N)
n given by {fp} 7→ {∂
N
p+nfp − (−1)
nfp−1∂
M
p }. A
morphism from M to N is an element of Ker(∂
HomA(M,N)
0 ); it is null-homotopic if
it is in Im(∂
HomA(M,N)
1 ). The identity morphism M → M is denoted idM . The
complex M is HomA(X ,−)-exact if HomA(X,M) is exact for each object X ∈ X .
The term HomA(−,X )-exact is defined dually.
Fix morphisms of A-complexes α, α′ : M → N . We say that α and α′ are
homotopic if the difference α−α′ is null-homotopic. The morphism α is a homotopy
equivalence if there is a morphism β : N →M such that βα is homotopic to idM and
αβ is homotopic to idN . The complex M is contractible if idM is null-homotopic.
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For each integer i, the morphism α induces a morphism on homology objects
Hi(α) : Hi(M) → Hi(N), and α is a quasiisomorphism when each Hi(α) is an iso-
morphism. The mapping cone of α is the complex Cone(α) defined as Cone(α)n =
Nn ⊕Mn−1 with nth differential ∂
Cone(α)
n =
(
∂Nn αn−1
0 −∂M
n−1
)
.
Fact 1.5. Let α : M → N be a morphism of A-complexes. There is a degreewise
split exact sequence 0 → Σ−1N → Σ−1Cone(α) → M → 0 of A-complexes. The
complex Cone(idM ) is contractible.
If M is contractible, then it is exact and for every A-complex L, the complexes
HomA(M,L) and HomA(L,M) are exact.
Definition 1.6. Let X be an A-complex. It is bounded if Xn = 0 for |n| ≫ 0.
Assume that X−n = 0 = Hn(X) for all n > 0 and that M ∼= H0(X). The
natural morphism X → M is a quasiisomorphism. If each Xn is in X , then X is
an X -resolution of M , and the associated exact sequence
X+ = · · ·
∂X2−−→ X1
∂X1−−→ X0 →M → 0
is the augmented X -resolution of M associated to X . Sometimes we call the quasi-
isomorphism X
≃
−→M a resolution of M .
An X -resolution X is proper if X+ is HomA(X ,−)-exact. We set
res X˜ = the subcategory of objects of A admitting a proper X -resolution.
The X -projective dimension of M is the quantity
X -pd(M) = inf{sup{n > 0 | Xn 6= 0} | X is an X -resolution of M}.
The objects of X -projective dimension 0 are exactly the objects of X . We set
res X̂ = the subcategory of objects M ∈ A with X -pd(M) <∞.
One checks readily that res X˜ and res X̂ are subcategories of A that contain X .
We define (proper) Y-coresolutions and Y-injective dimension dually. The aug-
mented Y-coresolution associated to a Y-coresolution Y is denoted +Y , and the
Y-injective dimension of M is Y-id(M). We set
cores Y˜ = the subcategory of objects of A admitting a proper Y-coresolution
cores Ŷ = the subcategory of objects N ∈ A with Y-id(N) <∞
which are subcategories of A that contain Y.
Auslander and Buchweitz [2, (1.1)] provide the next important constructions.
Definition 1.7. Assume that X and Y are exact and that W and V are closed
under direct summands. Assume that W is a cogenerator for X and that V is a
generator for Y, and fix an object M ∈ res X̂ . There exist exact sequences in A
0→ K → X0 →M → 0 0→M → K
′ → X ′ → 0
such that K,K ′ ∈ res Ŵ and X0, X
′ ∈ X . The first sequence is a WX -approxima-
tion of M , and the second sequence is a WX -hull of M . It follows that M admits
a bounded strict WX -resolution, that is, a bounded X -resolution X
≃
−→ M such
that Xi ∈ W for each i > 1. This resolution is obtained by splicing a bounded
W-resolution of K with the WX -approximation.
Similarly, an object N in cores Ŷ admits a bounded strict YV-coresolution, that
is, a bounded Y-coresolution N
≃
−→ Y such that Yi ∈ V for each i 6 −1.
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Definition 1.8. Let f : M →M ′ and g : N → N ′ be morphisms in A. IfM admits
a properW-resolutionW
γ
−→M , then for each integer n the nth relative cohomology
group ExtnWA(M,N) is
ExtnWA(M,N) = H−n(HomA(W,N)).
IfM ′ also admits a properW-resolutionW ′
γ
−→M ′, then [18, (1.8.a)] yields a lifting
f : W →W ′ of f that is unique up to homotopy, and we define
ExtnWA(f,N) = H−n(HomA(f,N)) : Ext
n
WA(M
′, N)→ ExtnWA(M,N)
ExtnWA(M, g) = H−n(HomA(W, g)) : Ext
n
WA(M,N)→ Ext
n
WA(M,N
′).
We write Ext>1WA(M,Y) = 0 if Ext
>1
WA(M,Y ) = 0 for each object Y ∈ Y. When
X ⊆ res W˜ , we write Ext>1WA(X ,Y) = 0 if Ext
>1
WA(X,Y ) = 0 for each object X ∈ X
and each object Y ∈ Y.
When N andN ′ admit proper V-coresolutions, the nth relative cohomology group
ExtnAW (M,N) is defined dually, as are the maps
ExtnAV(f,N) : Ext
n
AV(M
′, N)→ ExtnAV(M,N)
ExtnAV(M, g) : Ext
n
AV(M,N)→ Ext
n
AV (M,N
′)
and similarly for the conditions Ext>1AV(X , N) = 0 and Ext
>1
AV(X ,Y) = 0.
Definition 1.9. Let M,N be objects in A. If M admits a proper W-resolution
W
γ
−→ M and a proper X -resolution X
γ′
−→ M , let idM : W → X be a lifting of
the identity idM : M → M , cf. [18, (1.8.a)]. This is a quasiisomorphism such that
γ = γ′idM . We set
ϑnXWA(M,N) = H−n(HomA(idM , N)) : Ext
n
XA(M,N)→ Ext
n
WA(M,N).
When N admits a proper Y-coresolution and a proper V-coresolution, the map
ϑnAYV(M,N) : Ext
n
AY(M,N)→ Ext
n
AV(M,N)
is defined similarly.
Fact 1.10. Let R be a commutative ring, and assume that W is a subcategory of
A = M(R). Let M,M ′, N,N ′ be R-modules equipped with R-module homomor-
phisms f : M →M ′ and g : N → N ′. IfM admits a properW-resolution, then each
group ExtnWA(M,N) is an R-module. IfM
′ also admits a properW-resolution, then
the maps ExtnWA(f,N) and Ext
n
WA(M, g) are R-module homomorphisms. Similar
comments hold for ExtAV and the maps from Definition 1.9.
Fact 1.11. The uniqueness of the liftings in [18, (1.8)] shows that
ExtnWA : res W˜ × A → Ab and Ext
n
AV : A× cores V˜ → Ab
are well-defined bifunctors, and
ϑnXWA : Ext
n
XA|(resfW∩res eX )×A → ExtnWA|(resfW∩res eX )×A
ϑnAYV : Ext
n
AY |A×(cores eV∩cores eY) → ExtnAV |A×(cores eV∩cores eY)
are well-defined natural transformations, independent of resolutions and liftings.
One has Ext>1XA(X ,−) = 0 and Ext
>1
AY(−,Y) = 0. There is a natural equivalence
Ext0XA
∼= HomA on res X˜ × A, and similarly Ext
0
AY
∼= HomA on A× cores Y˜ .
We conclude this section by summarizing some aspects of [19].
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Definition 1.12. An exact complex inW is totally W-acyclic if it is HomA(W ,−)-
exact and HomA(−,W)-exact. Let G(W) denote the subcategory of A whose mod-
ules are of the form M ∼= Coker(∂W1 ) for some totally W-acyclic complex W in W ;
we say that W is a complete W-resolution of M .
Fact 1.13. A contractible W-complex is totally W-acyclic; see Fact 1.5.
It is straightforward to show that W is a subcategory of G(W): if N ∈ W , then
the complex 0→ N
idN−−→ N → 0 is a complete W-resolution of N .
Let M be an object in G(W) with complete W-resolution W . The hard trunca-
tion W>0 is a properW-resolution of M such that W
+
>0 is HomA(−,W)-exact, and
W<0 is a proper W-coresolution of M such that
+W<0 is HomA(W ,−)-exact. So,
one has M ∈ res W˜ ∩ coresW˜ and Ext>1WA(M,W) = 0 = Ext
>1
AW(W ,M).
Using standard arguments, one sees readily that any complete W-resolution is
HomA(cores Ŵ ,−)-exact and HomA(−, res Ŵ)-exact.
Fact 1.14. Assume that W ⊥ W . We have G(W) ⊥ res Ŵ and cores Ŵ ⊥ G(W).
The category G(W) is exact, andW is both an injective cogenerator and a projective
generator for G(W). IfW is closed under kernels of epimorphisms or under cokernels
of monomorphisms, then so is G(W). See [19, (4.3),(4.5),(4.7),(4.11),(4.12)].
2. Semidualizing Modules and Associated Categories
Much of the motivation for this work comes from the module categories discussed
in this section, wherein R is a commutative ring.
Definition 2.1. LetM(R) denote the category of R-modules. We write P(R) and
I(R) for the subcategories of projective R-modules and injective R-modules.
The study of semidualizing modules was initiated independently (with different
names) by Foxby [8], Golod [12], and Vasconcelos [22].
Definition 2.2. An R-module C is semidualizing if it satisfies the following:
(1) C admits a (possibly unbounded) resolution by finite rank free R-modules;
(2) The natural homothety map R→ HomR(C,C) is an isomorphism; and
(3) Ext>1R (C,C) = 0.
A finitely generated projective R-module of rank 1 is semidualizing. If R is Cohen-
Macaulay, then C is dualizing if it is semidualizing and idR(C) is finite.
Over a noetherian ring, the next categories were introduced by Foxby [9] when C
is dualizing, and by Vasconcelos [22, §4.4] for arbitrary C, with different notation.
In the non-noetherian setting, see Holm and White [15] and White [23].
Definition 2.3. Let C be a semidualizing R-module.
The Auslander class of C is the subcategory AC(R) of R-modules M such that
(1) TorR>1(C,M) = 0 = Ext
>1
R (C,C ⊗R M), and
(2) The natural map M → HomR(C,C ⊗R M) is an isomorphism.
The Bass class of C is the subcategory BC(R) of R-modules N such that
(1) Ext>1R (C,M) = 0 = Tor
R
>1(C,HomR(C,M)), and
(2) The natural evaluation map C ⊗R HomR(C,N)→ N is an isomorphism.
Based on the work of Enochs and Jenda [7], the following notions were introduced
and studied in this generality by Holm and Jørgensen [14] and White [23].
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Definition 2.4. Let C be a semidualizing R-module, and set
PC(R) = the subcategory of modules M ∼= P ⊗R C where P is R-projective
IC(R) = the subcategory of modules N ∼= HomR(C, I) where I is R-injective.
Modules in PC(R) and IC(R) are called C-projective and C-injective, respectively.
A complete PPC-resolution is a complexX ofR-modules satisfying the following:
(1) X is exact and HomR(−,PC(R))-exact; and
(2) Xi is projective for i > 0 and Xi is C-projective for i < 0.
An R-moduleM is GC-projective if there exists a complete PPC -resolution X such
that M ∼= Coker(∂X1 ), and X is a complete PPC-resolution of M . Set
GPC(R) = the subcategory of GC-projective R-modules.
In the case C = R we use the more common terminology “complete projective
resolution” and “Gorenstein projective module” and the notation GP(R).
A complete ICI-coresolution is a complex Y of R-modules such that:
(1) Y is exact and HomR(IC(R),−)-exact; and
(2) Yi is injective for i 6 0 and Yi is C-injective for i > 0.
An R-module N is GC-injective if there exists a complete ICI-coresolution Y such
that N ∼= Ker(∂Y0 ), and Y is a complete ICI-coresolution of N . Set
GIC(R) = the subcategory of GC -injective R-modules.
In the case C = R we use the more common terminology “complete injective
resolution” and “Gorenstein injective module” and the notation GI(R).
Notation 2.5. Let C be a semidualizing R-module. We abbreviate as follows:
pdR(−) = P(R)-pd(−) idR(−) = I(R)-id(−)
PC-pdR(−) = PC(R)-pd(−) IC -idR(−) = IC(R)-id(−)
GP-pdR(−) = GP(R)-pd(−) GI-idR(−) = GI(R)-id(−)
GPC -pdR(−) = GPC(R)-pd(−) GIC -idR(−) = GIC(R)-id(−)
G(PC)-pdR(−) = G(PC(R))-pd(−) G(IC)-idR(−) = G(IC(R))-id(−).
Fact 2.6. Let B and C be semidualizing R-modules. The Auslander class AC(R)
contains every projective R-module and every C-injective R-module, and the Bass
class BC(R) contains every injective R-module and every C-projective R-module;
see [15, Lems. 4.1, 5.1]. These classes also satisfy the two-of-three property by [15,
Cor. 6.3]. Hence, AC(R) contains the R-modules of finite projective dimension
and the R-modules of finite IC -injective dimension, and BC(R) contains the R-
modules of finite injective dimension and the R-modules of finite PC -projective
dimension. From [21, (2.8)] we know that an R-module M is in BC(R) if and only
if HomR(C,M) ∈ AC(R), and that M ∈ AC(R) if and only if C ⊗R M ∈ BC(R).
The category PC(R) is exact and closed under kernels of epimorphisms by [15,
Prop. 5.1(b)] and [23, (2.8)]. Also, PC(R) is an injective cogenerator and a projec-
tive generator for G(PC(R)) = GPC(R)∩BC(R), and G(PC(R)) is exact and closed
under kernels of epimorphisms; see [19, Secs. 4–5]. In particular, PC(R) ⊥ PC(R).
The category IC(R) is exact and closed under cokernels of monomorphisms.
Also, IC(R) is an injective cogenerator and a projective generator for G(IC(R)) =
GIC(R) ∩ AC(R), and G(IC(R)) is exact and closed under cokernels of monomor-
phisms; see [19, Secs. 4–5]. In particular, we have IC(R) ⊥ IC(R).
8 SEAN SATHER-WAGSTAFF, TIRDAD SHARIF, AND DIANA WHITE
If B ∈ GPC(R), then HomR(B,C) is also semidualizing; see, e.g. [6, (2.11)]. If
C is dualizing, then B ∈ GPC(R) and C ∼= B ⊗R HomR(B,C); see [5, (3.3.10)],
[11, (3.3)] and [23, (4.4)].
The next lemma is from an early version of [21]. We are grateful to Takahashi
and White for allowing us to include it here.
Lemma 2.7. Let R be a commutative ring, and let C be a semidualizing R-
module. Assume that R is Cohen-Macaulay with a dualizing module D, and set
C† = HomR(C,D). For each R-module M , one has PC-pdR(M) <∞ if and only
if IC†-idR(M) <∞.
Proof. We prove the forward implication; the proof of the converse is similar. As-
sume that n = PC -pdR(M) <∞. The category of modules of finite IC† -id satisfies
the two-of-three property by [21, (3.4)]. Hence, using a routine induction argument
on n, it suffices to assume that n = 0 and prove that IC† -idR(M) <∞.
So, we assume that there is a projective R-module P such that M ∼= C ⊗R P .
This yields the second equality in the next sequence
IC†-idR(M) = idR(C
† ⊗R M) = idR(C
† ⊗R C ⊗R P ) = idR(D ⊗R P ) <∞.
The first equality is from [21, (2.11.b)], and the third equality is from Fact 2.6. The
finiteness follows from the fact that idR(D) is finite and P is projective. 
The next three lemmas are for use in Corollary 6.5.
Lemma 2.8. Let R be a commutative ring, and let C be a semidualizing R-module.
Let M be an R-module.
(a) M is in G(PC(R)) if and only if HomR(C,M) is in GP(R) ∩ AC(R).
(b) M is in G(IC(R)) if and only if C ⊗R M is in GI(R) ∩ BC(R).
Proof. We prove part (b); the proof of (a) is dual.
Assume first that M ∈ G(IC(R)), and fix a complete IC -resolution Y of M .
Fact 2.6 implies that M ∈ AC(R), and that C ⊗R M ∈ BC(R). Since each module
Yi is in IC(R), it is straightforward to show that the complex C⊗RY is a complex of
injective R-modules; see, e.g., [15, Thm. 1]. Also, since the modules M ∼= Ker(∂Y0 )
and Yi are all in AC(R), it is straightforward to show that C ⊗R Y is exact and
that C ⊗R M ∼= Ker(∂
C⊗RY
0 ).
By assumption, the complex Y is HomR(IC(R),−)-exact. Hence, for each injec-
tive R-module I, the following complex is exact
HomR(HomR(C, I), Y ) ∼= HomR(HomR(C, I),HomR(C,C ⊗R Y ))
∼= HomR(C ⊗R HomR(C, I), C ⊗R Y )
∼= HomR(I, C ⊗R Y ).
In this sequence, the first isomorphism comes from the fact that each Yi is in AC(R).
The second isomorphism is Hom-tensor adjointness, and the third isomorphism is
due to the condition I ∈ BC(R). It follows that C ⊗R Y is a complete injective
resolution of C ⊗R M , so we have C ⊗R M ∈ GI(R).
For the converse, assume that C ⊗R M ∈ GI(R) ∩ BC(R). Fact 2.6 implies
that M ∈ AC(R). Let Z be a complete injective resolution of C ⊗R M . Since the
modules C ⊗RM and Zi are in BC(R), we conclude that the complex HomR(C,Z)
is exact with M ∼= Ker(∂
HomR(C,Z)
0 ). Thus, to conclude the proof, we need to show
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that HomR(C,Z) is HomR(IC(R),−)-exact and HomR(−, IC(R))-exact. Let J be
an injective R-module. Since Z is HomR(I(R),−)-exact, the next complex is exact
HomR(J, Z) ∼= HomR(C ⊗R HomR(C, J), Z)
∼= HomR(HomR(C, J),HomR(C,Z)).
The isomorphisms are from the condition J ∈ BC(R) and from Hom-tensor adjoint-
ness, respectively. Thus, HomR(C,Z) is HomR(IC(R),−)-exact.
The complex HomR(C,Z) consists of modules in IC(R) ⊆ AC(R) and has
Ker(∂
HomR(C,Z)
0 )
∼= HomR(C,M) ∈ AC(R). It follows that C ⊗R HomR(C,Z)
is exact. The fact that J is injective implies that the next complex is exact
HomR(C ⊗R HomR(C,Z), J) ∼= HomR(HomR(C,Z),HomR(C, J))
where the isomorphism is from Hom-tensor adjointness. It follows that HomR(C,Z)
is HomR(−, IC(R))-exact, as desired. 
The next two results improve upon Lemma 2.8 and compliment [14, (4.2), (4.3)].
The proof of Lemma 2.10 is dual to that of 2.9.
Lemma 2.9. Let R be a commutative ring, and let C be a semidualizing R-module.
For an R-module M , the following conditions are equivalent:
(i) G(PC)-pdR(M) <∞;
(ii) GPC-pdR(M) <∞ and M ∈ BC(R); and
(iii) GP-pdR(HomR(C,M)) <∞ and M ∈ BC(R).
When these conditions are satisfied, we have
G(PC)-pdR(M) = GPC-pdR(M) = GP-pdR(HomR(C,M)). (2.9.1)
Proof. (i) =⇒ (ii). Assume that G(PC)-pdR(M) < ∞. Since G(PC(R)) is a sub-
category of GPC(R), we have GPC -pdR(M) 6 G(PC)-pdR(M) < ∞. As BC(R)
satisfies the two-of-three property and contains G(PC(R)), we have M ∈ BC(R).
(ii) =⇒ (iii). Assume that g = GPC -pdR(M) < ∞ and M ∈ BC(R). The con-
dition M ∈ BC(R) implies that M has a proper PC(R)-resolution T by [21, (2.3)].
In particular, the complex HomR(C, T
+) is exact, and it follows that HomR(C, T )
is a projective resolution of HomR(C,M) with
Coker(∂
HomR(C,T )
g+1 )
∼= HomR(C,Coker(∂
T
g+1)).
Since each Ti is in PC(R) ⊆ GPC(R), the condition g = GPC -pdR(M) <∞ implies
that Kg = Coker(∂
T
g+1) is GC -projective; see [14, (2.16)] and [13, (2.20)]. Since
M is in BC(R) and each Ti is in BC(R), Fact 2.6 implies that Kg ∈ BC(R). It
follows that Kg is in GPC(R) ∩ BC(R) = G(PC(R)), so Lemma 2.8(a) implies that
HomR(C,Kg) ∈ GP(R). Hence, the exact sequence
0→ HomR(C,Kg)→ HomR(C, Tg−1)→ · · · → HomR(C, T0)→ HomR(C,M)→ 0
shows that GP-pdR(HomR(C,M)) 6 g = GPC -pdR(M) <∞.
(iii) =⇒ (i). Assume that d = GP-pdR(HomR(C,M)) < ∞ and M ∈ BC(R).
Let T be a proper PC(R)-resolution of M , and set Kd = Coker(∂
T
d+1). As in the
previous paragraph, HomR(C, T ) is a projective resolution of HomR(C,M) with
HomR(C,Kd) ∼= Coker(∂
HomR(C,T )
d+1 ) ∈ AC(R).
The fact that d = GP-pdR(HomR(C,M)) < ∞ implies that Coker(∂
HomR(C,T )
d+1 ) is
Gorenstein projective, and we conclude from Lemma 2.8(a) that Kd ∈ G(PC(R)).
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Hence the exact sequence 0 → Kd → Td−1 → · · · → T0 → 0 shows that we have
G(PC)-pdR(M) 6 d = GP-pdR(HomR(C,M)) <∞.
Finally, assume that conditions (i)–(iii) are satisfied. The proofs of the three
implications yield the inequalities in the next sequence:
G(PC)-pdR(M) 6 GPC -pdR(M) 6 GP-pdR(HomR(C,M)) 6 G(PC)-pdR(M).
This verifies the equalities in (2.9.1). 
Lemma 2.10. Let R be a commutative ring, and let C be a semidualizing R-module.
For an R-module M , the following conditions are equivalent:
(i) G(IC)-idR(M) <∞;
(ii) GIC -idR(M) <∞ and M ∈ AC(R); and
(iii) GI-idR(C ⊗R M) <∞ and M ∈ AC(R).
When these conditions are satisfied, we have
G(IC)-idR(M) = GIC-idR(M) = GI-idR(C ⊗R M). 
Remark 2.11. Lemmas 2.9–2.10 have the following interpretations in terms of
“Foxby equivalence”. Fact 2.6 shows that the functors C ⊗R − and HomR(C,−)
provide natural equivalences between the Auslander and Bass classes, as we indicate
in the middle row of the following diagram:
AC(R)
⋂
res -ĜP6n ∼
//
 _

res -Ĝ(PC)6noo  _

AC(R)
C⊗R−
∼
//
BC(R)
HomR(C,−)
oo
cores -Ĝ(IC)6n
∼
//?

OO
BC(R)
⋂
cores -ĜI6n.oo
?
OO
The equivalences in the top and bottom rows of the diagram follow from Lemmas 2.9
and 2.10, using the equivalence in the middle row. Here, the notation res -ĜP6n
stands for the category of R-modules M with GP-pdR(M) 6 n, et cetera.
The final three results of this section are proved like Lemmas 2.8–2.10.
Lemma 2.12. Let R be a commutative ring, and let C be a semidualizing R-module.
Let M be an R-module.
(a) M is in GP(R) ∩ AC(R) if and only if C ⊗R M is in G(PC(R)).
(b) M is in GI(R) ∩ BC(R) if and only if HomR(C,M) is in G(IC(R)). 
Lemma 2.13. Let R be a commutative ring, and let C be a semidualizing R-module.
For an R-module M , the following conditions are equivalent:
(i) G(PC)-pdR(C ⊗R M) <∞;
(ii) GPC-pdR(C ⊗R M) <∞ and M ∈ AC(R); and
(iii) GP-pdR(M) <∞ and M ∈ AC(R).
When these conditions are satisfied, we have
G(PC)-pdR(C ⊗R M) = GPC-pdR(C ⊗R M) = GP-pdR(M). 
Lemma 2.14. Let R be a commutative ring, and let C be a semidualizing R-module.
For an R-module M , the following conditions are equivalent:
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(i) G(IC)-idR(HomR(C,M)) <∞;
(ii) GIC -idR(HomR(C,M)) <∞ and M ∈ BC(R); and
(iii) GI-idR(M) <∞ and M ∈ BC(R).
When these conditions are satisfied, we have
G(IC)-idR(HomR(C,M)) = GIC-idR(HomR(C,M)) = GI-idR(M). 
3. Tate resolutions
In this section, we study the resolutions used to define our Tate cohomology
functors. In many cases, the objects admitting such resolutions are precisely the
objects of finite G(W)-projective/injective dimension; see Theorems 3.6 and 3.7.
Definition 3.1. Let M and N be objects in A.
A Tate W-resolution of M is a diagram T
α
−→ W
γ
−→ M of morphisms of A-
complexes wherein T is an exactW-complex that is totallyW-acyclic, γ is a proper
W-resolution of M , and αn is an isomorphism for n≫ 0. We set
resW = the subcategory of objects of A admitting a Tate W-resolution.
A Tate V-coresolution of N is a diagram N
δ
−→ V
β
−→ S of morphisms of A-
complexes wherein S is an exact V-complex that is totally V-acyclic, δ is a proper
V-coresolution of N , and βn is an isomorphism for n≪ 0. We set
coresV = the subcategory of objects of A admitting a Tate V-coresolution.
Fact 3.2. Given M ′,M ′′ ∈ resW with Tate W-resolutions T ′
α′
−→ W ′
γ′
−→ M ′ and
T ′′
α′′
−−→W ′′
γ′′
−−→M ′′, one readily shows that the direct sum
T ′ ⊕ T ′′
“
α′ 0
0 α′′
”
−−−−−−→W ⊕W ′′
„
γ′ 0
0 γ′′
«
−−−−−−→M ⊕M ′′
is a Tate W-resolution of M ⊕M ′′. It follows that resW is a subcategory of A.
Similarly, we see that coresV is a subcategory of A.
IfM admits a TateW-resolution T →W →M , thenW is a properW-resolution
of M . Hence, resW ⊆ res W˜ , and similarly, coresV ⊆ cores V˜ .
If M is in G(W) with complete W-resolution T , then M admits a Tate W-
resolution T → T>0 → M and a Tate W-coresolution M → ΣT<0 → ΣT . Hence,
G(W) is a subcategory of resW ∩ coresW.
Assume that W ⊥ W . If M ∈ res Ŵ , then any bounded W-resolution W
γ
−→ M
is proper by [18, (3.2.a)], and this yields a Tate W-resolution 0 → W
γ
−→ M . In
particular, we have res Ŵ ⊆ resW . Similarly, if V ⊥ V , then cores V̂ ⊆ coresV .
The next two results are tools for the proof of Theorem 3.6.
Lemma 3.3. One has resW ⊆ res Ĝ(W) and coresV ⊆ cores Ĝ(V).
Proof. We prove the first containment; the proof of the second containment is dual.
Let M be an object in resW , and fix a Tate W-resolution T
α
−→W
γ
−→M . Since
T is an exact totally W-acyclic complex in W , the object Coker(∂Tn ) is in G(W)
for each integer n. By assumption, the homomorphism αn is an isomorphism for
n≫ 0, and it follows that Coker(∂Wn )
∼= Coker(∂Tn ) ∈ G(W) for n≫ 0. Also, each
object Wi is in G(W), so the exact sequence
0→ Coker(∂Wn )→Wn−1 → · · · →W0 →M → 0
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is a bounded augmented G(W)-resolution of M . 
Lemma 3.4. Assume that X and Y are exact, that W is both an injective cogen-
erator and a projective generator for X , and that V is both an injective cogenerator
and a projective generator for Y.
(a) Let M be an object in res X̂ . If X is closed under kernels of epimorphisms,
then M admits a Tate W-resolution T
α
−→ W
γ
−→ M such that αn is an iso-
morphism for each n > X -pd(M) and each object Ker(∂Ti ) is in X . More-
over, this resolution can be built so that αn is a split surjection for all n.
(b) Let N be an object in cores Ŷ. If Y is closed under cokernels of monomor-
phisms, then N admits a Tate V-coresolution N
δ
−→ V
β
−→ S such that βn is
an isomorphism for each n 6 −Y-id(N) and each object Ker(∂Si ) is in Y.
Moreover, this resolution can be built so that βn is a split injection for all n.
Proof. We prove part (a); the proof of (b) is dual.
Since W is a projective generator and an injective generator for X , we have
X ⊆ res W˜ ∩ coresW˜ and res X̂ ⊆ res W˜ by [18, (3.3)]. In particular, the object
M admits a proper W-resolution W
γ
−→ M . Set d = X -pd(M). Since X is closed
under kernels of epimorphisms, it follows from [2, (3.3)] that X = Ker(∂Wd−1) is in
X , and hence X admits a properW-coresolution X
≃
−→ W˜ such that each Ker(∂
fW
i )
is in X ; see [19, (1.8)]. A standard argument using the condition W ⊥ X shows
that +W˜ is HomA(W ,−)-exact.
Set Ŵ = Σd−1W˜ . The properness of W˜ yields a morphism γ : Ŵ →W<d making
the following diagram commute.
0 // X //
idX

Ŵd−1
//
γd−1

· · · // Ŵ0
//
γ0

Ŵ−1
//
γ−1

· · ·
0 // X // Wd−1 // · · · // W0 // 0 // · · ·
(3.4.1)
The top row of this diagram is both HomA(W ,−)-exact and HomA(−,W)-exact.
The truncation W>d is a proper W-resolution of X , hence the complex W
+
>d is
HomA(W ,−)-exact; a standard argument using the condition X ⊥ W shows that
it is also HomA(−,W)-exact. Let T
(1) be the complex obtained by splicingW>d and
Ŵ along X . It follows that each T
(1)
n is in W and that T (1) is both HomA(W ,−)-
exact and HomA(−,W)-exact. Set
α(1)n =
{
γn for n < d
idWn for n > d.
The diagram (3.4.1) shows that α(1) : T (1) →W is a morphism, and it follows that
the diagram T
α(1)
−−→W
γ
−→M is a Tate W-resolution.
Next we show how to modify the Tate W-resolution T (1)
α(1)
−−→W
γ
−→M to build
a TateW-resolution T
α
−→ W
γ
−→M such that each αn is a split surjection and such
that αn = α
′
n for all n > d. To this end, it suffices to construct a contractible W-
complex T (2) and a morphism α : T (1)⊕T (2) →W such that αn is a split surjection
for each n < d, and such that T
(2)
n = 0 for each n > d.
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Consider the truncation W<d. The complex T
(2) = Σ−1Cone(idW<d) is con-
tractible, and T
(2)
n = 0 for each n > d; see Fact 1.5. Let f : T (2) → W denote
the composition of the natural morphisms T (2) = Σ−1Cone(idW<d)→W<d →W .
Note that fn is a split epimorphism for each n < d, and fn = 0 for each n > d. One
checks readily that the morphisms αn = (α
(1)
n fn) : T
(1)
n ⊕ T
(2)
n → Wn describe a
morphism of complexes satisfying the desired properties. 
The next result is a version of Lemma 3.4 for objects in X with fewer hypotheses
on the categories.
Proposition 3.5. Let M be an object in A. Assume that W is an injective cogen-
erator for X , and that V is a projective generator for Y.
(a) If M ∈ X , then M ∈ resW if and only if M ∈ G(W).
(b) If M ∈ Y, then M ∈ coresV if and only if M ∈ G(V).
Proof. We prove part (a); the proof of (b) is dual. One implication is covered by
the containment G(W) ⊆ coresW from Remark 3.2.
For the converse, assume that M is in coresW and fix a Tate W-resolution
T
α
−→ W
γ
−→ M . By assumption, the augmented resolution W+ is HomA(W ,−)-
exact. We claim that it is also HomA(−,W)-exact. Indeed, since W is an injective
cogenerator for X , we haveM ⊥ W , and the conditionW ⊆ X implies thatWi ⊥ W
for each i > 0. A standard induction argument yields the claim.
We claim that W ⊥M . As in the proof of Lemma 3.3, the object Coker(∂Wi ) is
in G(W) for all i≫ 0. Hence, Fact 1.14 implies that W ⊥ Coker(∂Wi ) for all i≫ 0.
Since W ⊥Wi for all i, a standard induction argument yields the claim.
Since W is an injective cogenerator for X , the object M admits a proper W-
coresolution M
≃
−→ W˜ . Hence, the augmented coresolution +W˜ is HomA(−,W)-
exact. A standard induction argument, using the conditionsW ⊥M and W ⊥ W˜i,
shows that +W˜ is also HomA(W ,−)-exact.
Splice the resolutions W and W˜ to construct the following exact sequence in W
Ŵ = · · ·
∂W2−−→W1
∂W1−−→W0 −−→ W˜0
∂
fW
0−−→ W˜−1
∂
fW
−1
−−→ · · ·
such that M ∼= Coker(∂
cW
1 ) = Coker(∂
W
1 ). Since W
+ and +W˜ are HomA(W ,−)-
exact and HomA(−,W)-exact, it follows that Ŵ is a complete resolution of M , so
M is in G(W), by definition. 
The following characterizations of resW and coresV are akin to [3, (3.1)].
Theorem 3.6. Assume that W is closed under kernels of epimorphisms and that
W ⊥ W. Assume that V is closed under cokernels of monomorphisms and V ⊥ V.
(a) An object M ∈ A admits a Tate W-resolution T
α
−→ W
γ
−→M (such that each
αn is a split surjection) if and only if G(W)-pd(M) < ∞. Hence, we have
resW = res Ĝ(W), so the category resW is closed under direct summands
and satisfies the two-of-three property.
(b) An object N ∈ A admits a Tate V-coresolution N
δ
−→ V
β
−→ S (such that
each βn is a split injection) if and only if G(V)-id(N) <∞. Hence, we have
coresV = cores Ĝ(V), so the category coresV is closed under direct summands
and satisfies the two-of-three property.
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Proof. The desired equivalences follow from Lemmas 3.3 and 3.4, using Fact 1.14.
The properties of resW and coresV follow from [2, (3.4),(3.5)]. 
The next result contains Theorem A from the introduction.
Theorem 3.7. Let R be a commutative ring, and let C be a semidualizing R-
module. With PC = PC(R) and IC = IC(R), one has res Ĝ(PC) = resPC and
cores Ĝ(IC) = coresIC . Also, the categories res Ĝ(PC) and cores Ĝ(IC) are closed
under direct summands and satisfy the two-of-three property.
Proof. Fact 2.6 implies that PC(R) satisfies the hypotheses of Theorem 3.6(a) and
that IC(R) satisfies the hypotheses of Theorem 3.6(b). 
The next result is the key for well-definedness and functoriality of Tate cohomol-
ogy. The proof is almost identical to that of [3, (5.3)].
Lemma 3.8. Let M,M ′, N,N ′ be objects in A. Assume that M and M ′ admit
Tate W-resolutions T
α
−→ W
γ
−→ M and T ′
α′
−→ W ′
γ′
−→ M ′, and that N and N ′
admit Tate V-coresolutions N
δ
−→ V
β
−→ S and N ′
δ′
−→ V ′
β′
−→ S′
(a) For each morphism f : M → M ′ there is a morphism f : W → W ′, unique
up to homotopy, making the right-most square in the next diagram commute
T
α //
bf

W
γ //
f

M
f

T ′
α′ // W ′
γ′ // M ′
and for each such f there exists a morphism f̂ : T → T ′, unique up to homo-
topy, making the left-most square in the diagram commute up to homotopy.
If f is an isomorphism, then f and f̂ are homotopy equivalences.
(b) For each morphism g : N → N ′ there is a morphism g : V → V ′, unique up
to homotopy, making the left-most square in the next diagram commute
N
δ //
bg

V
β //
g

S
f

N ′
δ′ // V ′
β′ // S′
and for each such g there exists a morphism ĝ : S → S′, unique up to homo-
topy, making the right-most square in the diagram commute up to homotopy.
If g is an isomorphism, then g and ĝ are homotopy equivalences. 
What follows is a horseshoe lemma for Tate (co)resolutions like [3, (5.5)]. The
proof is similar to that of [3, (5.5)], but it is different enough to merit inclusion.
Lemma 3.9. Assume that W is closed under kernels of epimorphisms and that
W ⊥ W. Assume that V is closed under cokernels of monomorphisms and V ⊥ V.
(a) Fix an exact sequence 0→M ′
ξ
−→M
ζ
−→M ′′ → 0 in A that is HomA(W ,−)-
exact. Assume that M ′ and M ′′ admit Tate W-resolutions T ′
α′
−→W ′
γ′
−→M ′
and T ′′
α′′
−−→ W ′′
γ′′
−−→ M ′′ such that α′n and α
′′
n are split surjections for
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all n ∈ Z and isomorphisms for each n > d. Then M admits a Tate W-
resolution T
α
−→ W
γ
−→ M such that αn is an isomorphism for each n > d
and such that there is a commutative diagram of morphisms
0 // T ′
bξ //
α′

T
bζ //
α

T ′′ //
α′′

0
0 // W ′
ξ //
γ′

W
ζ //
γ

W ′′ //
γ′′

0
0 // M ′
ξ // M
ζ // M ′′ // 0
(3.9.1)
wherein the top two rows are degreewise split exact.
(b) Fix an exact sequence 0 → N ′
ρ
−→ N
τ
−→ N ′′ → 0 in A that is HomA(−,V)-
exact. Assume that N ′ and N ′′ admit Tate V-coresolutions N ′
δ′
−→ V ′
β′
−→ S′
and N ′′
δ′′
−→ V ′′
β′′
−−→ S′′ such that β′n and β
′′
n are split injections for all n ∈ Z
and isomorphisms for each n 6 d. Then N admits a Tate V-coresolution
N
δ
−→ V
β
−→ S such that βn is an isomorphism for each n 6 d and such that
there is a commutative diagram of morphisms
0 // N ′
ρ //
δ′

N
τ //
δ

N ′′ //
δ′′

0
0 // V ′
ρ //
β′

V
τ //
β

V ′′ //
β′′

0
0 // S′
bρ // S bτ // S′′ // 0
wherein the bottom two rows are degreewise split exact.
Proof. We prove part (a); the proof of (b) is dual. The lower half of the dia-
gram (3.9.1) is constructed in the relative horseshoe lemma [18, (1.9.a)]. Note that
we have Wn = W
′
n ⊕W
′′
n for each n ∈ Z, and ξn =
(
idW ′n
0
)
and ζn = (0 idW ′′n ).
Furthermore, we have ∂Wn =
(
∂W
′
n
fn
0 ∂W
′′
n
)
for some fn ∈ HomA(W
′′
n ,W
′
n−1); and
the equation ∂Wn ∂
W
n+1 = 0 implies that
∂W
′
n fn+1 + fn∂
W ′′
n+1 = 0. (3.9.2)
We set Tn = T
′
n ⊕ T
′′
n for each n ∈ Z, and ξ̂n =
(
idT ′
n
0
)
and ζ̂n = (0 idT ′′
n
).
The proof will be complete once we construct morphisms gn ∈ HomA(T
′′
n , T
′
n−1)
and hn ∈ HomA(T
′′
n ,W
′
n) for each n ∈ Z such that
∂T
′
n gn+1 + gn∂
T ′′
n+1 = 0 (3.9.3)
hn∂
T ′′
n+1 = ∂
W ′
n+1hn+1 + fn+1α
′′
n+1 − α
′
ngn+1. (3.9.4)
Indeed, once this is done we set
∂Tn =
(
∂T
′
n gn
0 ∂T
′′
n
)
and αn =
(
α′n hn
0 α′′n
)
.
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Using the equation (3.9.3), it is straightforward to show that ∂T makes T into a
chain complex such that ξ̂ and ζ̂ are chain maps. Similarly, the equation (3.9.4)
implies that α is a chain map. Since the matrices defining these maps are upper-
triangular, it follows readily that the diagram (3.9.1) commutes, using the fact that
the horizontal maps in the top two rows are the canonical injections and surjections.
Since α′n and α
′′
n are isomorphisms for each n > d, the snake lemma implies that
αn is an isomorphism for each n > d. Similarly, α
′
n and α
′′
n are surjections for
each n ∈ Z, the snake lemma implies that αn is a surjection for each n ∈ Z.
Finally, the fact that W is closed under kernels of epimorphisms implies that each
Ker(αn) ∈ W ; so, the condition W ⊥ W implies that each αn is a split surjection.
Since the top row T of (3.9.1) is degreewise split exact, the sequence HomA(U,T)
is exact for each U ∈ W . Since HomA(U, T
′) and HomA(U, T
′′) are exact, a long
exact sequence argument shows that HomA(U, T ) is also exact. In summary, we
conclude that T is HomA(W ,−)-exact, and a similar argument shows that it is
HomA(−,W)-exact.
The assumption that α′n and α
′′
n are isomorphisms for each n > d implies that
Coker(∂W
′
d+1)
∼= Coker(∂T
′
d+1) ∈ G(W) and Coker(∂
W ′′
d+1)
∼= Coker(∂T
′′
d+1) ∈ G(W).
The exact sequence of complexes
0→W ′>d →W>d →W
′′
>d → 0
has associated long exact sequence
0→ Coker(∂W
′
d+1)→ Coker(∂
W
d+1)→ Coker(∂
W ′′
d+1)→ 0. (3.9.5)
Fact 1.14 implies that G(W) is closed under extensions, so Coker(∂Wd+1) ∈ G(W).
For each n > d set gn = (α
′
n−1)
−1fnα
′′
n. For each n > d, this yields
gn∂
T ′′
n+1 = (α
′
n−1)
−1fnα
′′
n∂
T ′′
n+1 = (α
′
n−1)
−1fn∂
W ′′
n+1α
′′
n+1
= −(α′n−1)
−1∂W
′
n fn+1α
′′
n+1 = −(α
′
n−1)
−1∂W
′
n α
′
n(α
′
n)
−1fn+1α
′′
n+1
= −(α′n−1)
−1α′n−1∂
T ′
n (α
′
n)
−1fn+1α
′′
n+1 = −∂
T ′
n (α
′
n)
−1fn+1α
′′
n+1
= −∂T
′
n gn+1.
The first, fourth, and sixth equalities are by definition; the second one holds because
α′′ is a chain map; the third one is from equation (3.9.2); and the fifth one holds
because α′ is a chain map. This implies that (3.9.3) is satisfied for each n > d.
Thus, we have constructed the complex T>d and a degreewise split exact sequence
0→ T ′>d
bξ>d
−−→ T>d
bζ>d
−−→ T ′′>d → 0. (3.9.6)
For n > d, set hn = 0. One checks readily that our choices for gn and hn sat-
isfy (3.9.4) for all n > d, and that αn is an isomorphism for n > d. In particular,
we have Coker(∂Td+1)
∼= Coker(∂Wd+1). The sequence (3.9.5) is HomA(−,W)-exact
because Ext1A(Coker(∂
W ′′
d+1),W) = 0; see Fact 1.14. Hence, the relative horseshoe
lemma [18, (1.9.b)] yields a commutative diagram of morphisms
0 // Coker(∂T
′
d+1)
//
≃

Coker(∂Td+1)
//
≃

Coker(∂T
′′
d+1)
//
≃

0
0 // T ′<d
„
id
T ′
<d
0
«
// T<d
( 0 idT ′′
<d
)
// T ′′<d // 0
(3.9.7)
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Splice T>d and T<d along Coker(∂
T
d+1) to form T . Note that the differential on T
is of the form ∂Tn =
(
∂T
′
n gn
0 ∂T
′′
n
)
and the equation ∂Tn ∂
T
n+1 = 0 implies that (3.9.3)
holds for all n ∈ Z. It remains to build the hn for n < d such that (3.9.4) holds for
all n 6 d. We generate the remaining homomorphisms by descending induction on
n, for which the base case (n > d) has already been addressed with hn = 0.
By induction, we assume that hn+1 has been constructed and we find hn. Using
the fact that T ′′ is HomA(−,W
′
n)-exact, it suffices to show that the homomorphism
∂W
′
n+1hn+1 + fn+1α
′′
n+1 − α
′
ngn+1 is a cycle in HomA(T
′′,W ′n)n+1. This is done in
the following sequence wherein the first, third, and fifth equalities are routine:
(∂W
′
n+1hn+1 + fn+1α
′′
n+1 − α
′
ngn+1)∂
T ′′
n+2
= ∂W
′
n+1hn+1∂
T ′′
n+2 + fn+1α
′′
n+1∂
T ′′
n+2 − α
′
ngn+1∂
T ′′
n+2
= ∂W
′
n+1(∂
W ′
n+2hn+2 + fn+2α
′′
n+2 − α
′
n+1gn+2)
+ fn+1α
′′
n+1∂
T ′′
n+2 − α
′
ngn+1∂
T ′′
n+2
= ∂W
′
n+1∂
W ′
n+2hn+2 + ∂
W ′
n+1fn+2α
′′
n+2 − ∂
W ′
n+1α
′
n+1gn+2
+ fn+1α
′′
n+1∂
T ′′
n+2 − α
′
ngn+1∂
T ′′
n+2
= 0 + ∂W
′
n+1fn+2α
′′
n+2 − α
′
n∂
T ′
n+1gn+2 + fn+1∂
W ′′
n+2α
′′
n+2 − α
′
ngn+1∂
T ′′
n+2
= (∂W
′
n+1fn+2 + fn+1∂
W ′′
n+2)α
′′
n+2 − α
′
n(∂
T ′
n+1gn+2 + gn+1∂
T ′′
n+2).
The second equality follows because hn+1 satisfies the equation (3.9.4); the fourth
one follows as α′ and α′′ are morphisms and W ′ is a complex. The last expression
in this sequence vanishes by (3.9.2) and (3.9.3). This completes the proof. 
The next result provides strict resolutions, as in [3, (3.8)], for use in Theo-
rem 4.10. Note that Lemma 3.4 provides Tate resolutions satisfying the hypotheses.
Lemma 3.10. Assume that W is closed under direct summands. Let f : M →M ′
be a morphism in resW, and let T
α
−→ W
γ
−→ M and T ′
α′
−→ W ′
γ′
−→ M ′ be Tate
W-resolutions such that Coker(∂T1 ),Coker(∂
T ′
1 ) ∈ X and such that αn and α
′
n are
split surjections for all n.
(a) There exists a degreewise split exact sequence of A-complexes
0→ Σ−1X → T˜ →W → 0
where T˜ = (T>0)
+, and satisfying the following conditions:
• X is a bounded strict WX -resolution of M , • T˜ is exact,
• T˜n = 0 for each n < −1, • T˜−1 is in X ,
• T˜n is in W for each n > 0, and • T˜>0 ∼= T>0.
(b) There exists a commutative diagram of morphisms of A-complexes
0 // Σ−1X //
Σ
−1f∗

T˜ //
ef

W //
f

0
0 // Σ−1X ′ // T˜ ′ // W ′ // 0
wherein each row is an exact sequence as in part (a), the morphisms f∗ and
f are lifts of f , and f˜ is induced by a lift of f .
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Proof. (a) The hard truncation T>0 is a proper W-resolution of Coker(∂
T
1 ). Set
T˜ = (T>0)
+. The morphism α : T → W is degreewise a split surjection, and it
follows that the induced morphism ν : T˜ → W is degreewise a split surjection.
Setting X = ΣKer(ν), yields a degreewise split exact sequence of the desired form.
Since T˜ is exact, the associated long exact sequence shows that X is a resolution
of M . Since αn is an isomorphism for n ≫ 0, we conclude that X is bounded.
As αn is a split surjection for each n, we have Xn ∈ W for each n > 1. Since
X0 ∼= Coker(∂
T
1 ) ∈ X , it follows that X is a bounded strict WX -resolution of M .
(b) Lemma 3.8(a) yields the following commutative diagram
T
α //
bf

W
γ //
f

M
f

T ′
α′ // W ′
γ′ // M ′
of morphisms of A-complexes. Using the definitions T˜ = (T>0)
+ and T˜ ′ = (T ′>0)
+,
it is straightforward to show that f̂ induces a morphism f˜ : T˜ → T˜ ′ that makes the
next diagram commute
0 // Σ−1X // T˜ //
ef

W //
f

0
0 // Σ−1X ′ // T˜ ′ // W ′ // 0.
From the conditions X = ΣKer(ν) and X ′ = ΣKer(ν′) it is straightforward to
show that f˜ induces a morphism f∗ making the desired diagram commute.
By definition, f is a lift of f . Since T˜ and T˜ ′ are exact, the morphism f˜ is a
quasiisomorphism. Using the induced diagrams on long exact sequences, one readily
shows that these facts imply that f∗ is a lift of f . 
The proof of the next result is dual to the previous proof.
Lemma 3.11. Assume that V is closed under direct summands. Let g : N → N ′
be a morphism in coresV, and let N
δ
−→ V
β
−→ L and N ′
δ′
−→ V ′
β′
−→ L′ be Tate
V-coresolutions such that Ker(∂L0 ),Ker(∂
L′
0 ) ∈ Y and such that βn and β
′
n are split
surjections for all n.
(a) There exists a degreewise split exact sequence of A-complexes
0→ V → S˜ → ΣY → 0
where S˜ = (S>0)
+, and satisfying the following conditions:
• Y is a bounded strict YV-coresolution of N , • S˜ is exact,
• S˜n = 0 for each n > 1, • S˜1 is in Y,
• S˜n is in V for each n 6 0, and • S˜60 ∼= S60.
(b) There exists a commutative diagram of morphisms of A-complexes
0 // V //
g

S˜ //
eg

ΣY //
Σg∗

0
0 // V ′ // S˜′ // ΣY ′ // 0
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wherein each row is an exact sequence as in part (a), the morphisms g and
g∗ are lifts of g, and g˜ is induced by a lift of g. 
We end this section with two examples. The first one shows that, even whenW is
a projective generator and an injective cogenerator for X , one may have X ( G(W).
Example 3.12. Let R be a commutative noetherian local ring with residue field k.
LetW denote the category of finite rank free R-modules. Let X denote the category
of finitely generated R-modules G in GP(R) with finite complexity, that is, such
that the sequence of Betti numbers {βRi (G)} is bounded above by a polynomial in
i. (The category X was studied by Gerko [10].) It is straightforward to show that
W ⊆ X ⊆ G(W) and that W a projective generator and an injective cogenerator
for X . Furthermore, if R is artinian and Gorenstein, then k ∈ G(W). If R is not
a complete intersection, then k /∈ X because k has infinite complexity, so we have
X ( G(W) in this case.
Our next example shows that some categories are not perfectly suited for study-
ing in this context.
Example 3.13. Let R be a commutative noetherian ring. An R-module G is
strongly Gorenstein projective if it is in GP(R) with complete projective resolution
that is periodic of period 1, that is, of the form · · ·
∂
−→ P
∂
−→ P
∂
−→ P
∂
−→ · · · . These
modules were introduced by Bennis and Mahdou [4] who prove that an R-module is
in GP(R) if and only if it is a direct summand of a strongly Gorenstein projective R-
module. Let GPs(R) denote the category of strongly Gorenstein projective modules.
Then we have P(R) ⊆ GPs(R) ⊆ GP(R), and P(R) is a projective generator and
an injective cogenerator for GPs(R).
On the surface, it looks as though our results should apply to the category
X = GPs(R). However, this category is not closed under direct summands in
general (see [4, (3.11)]) so it is not exact and many our results do not apply. For
instance, in Lemma 3.4, we can conclude that each strongly Gorenstein projective
R-module M admits a Tate P(R)-resolution T → W → M ; however, we cannot
conclude directly that Ker(∂Ti ) is strongly Gorenstein projective.
4. Foundations of Tate Cohomology
This section contains fundamental results on Tate cohomology functors, includ-
ing the proof of Theorem B.
Definition 4.1. Let M,M ′, N,N ′ be objects in A equipped with homomorphisms
f : M → M ′ and g : N → N ′. If M admits a Tate W-resolution T
α
−→ W
γ
−→ M ,
define the nth Tate cohomology group ÊxtnWA(M,N) as
ÊxtnWA(M,N) = H−n(HomA(T,N))
for each integer n. If M ′ also admits a Tate W-resolution T ′
α
−→ W ′
γ
−→ M ′, then
let f̂ be as in Lemma 3.8 and define
ÊxtnWA(f,N) = H−n(HomA(f̂ , N)) : Êxt
n
WA(M
′, N)→ ÊxtnWA(M,N)
ÊxtnWA(M, g) = H−n(HomA(T, g)) : Êxt
n
WA(M,N)→ Êxt
n
WA(M,N
′).
The following comparison homomorphisms
εnWA(M,N) = H−n(Hom(α,N)) : Ext
n
WA(M,N)→ Êxt
n
WA(M,N)
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make the next diagram commute for each integer n
ExtnWA(M
′, N)
ExtnWA(f,N) //
εnWA(M
′,N)

ExtnWA(M,N)
ExtnWA(M,g) //
εnWA(M,N)

ExtnWA(M,N
′)
εnWA(M,N
′)

ÊxtnWA(M
′, N)
dExtnWA(f,N) // ÊxtnWA(M,N)
dExtnWA(M,g) // ÊxtnWA(M,N ′).
On the other hand, if N admits a Tate V-coresolution N
δ
−→ V
β
−→ S, define the nth
Tate cohomology group ÊxtnAV(M,N) as
ÊxtnAV(M,N) = H−n(HomA(M,S))
for each integer n. If N ′ also admits a Tate V-coresolution N ′
δ′
−→ V ′
β′
−→ S′, then
let ĝ be as in Lemma 3.8 and define
ÊxtnAV(f,N) = H−n(HomA(f, S)) : Êxt
n
AV(M
′, N)→ ÊxtnAV(M,N)
ÊxtnAV(M, g) = H−n(HomA(M, ĝ)) : Êxt
n
AV(M,N)→ Êxt
n
AV(M,N
′).
The following comparison homomorphisms
εnAV(M,N) = H−n(Hom(M,β)) : Ext
n
AV(M,N)→ Êxt
n
AV (M,N)
make the next diagram commute for each integer n
ExtnAV(M
′, N)
ExtnAV(f,N) //
εnAV(M
′,N)

ExtnAV(M,N)
ExtnAV(M,g) //
εnAV(M,N)

ExtnAV(M,N
′)
εnAV (M,N
′)

ÊxtnAV(M
′, N)
dExtnAV(f,N) // ÊxtnAV(M,N)
dExtnAV(M,g) // ÊxtnAV(M,N ′).
Fact 4.2. LetR be a commutative ring, and assume thatW and V are subcategories
of A =M(R). LetM,M ′, N,N ′ be R-modules equipped with R-module homomor-
phisms f : M →M ′ and g : N → N ′. If M admits a Tate W-resolution, then each
group ÊxtnWA(M,N) is an R-module, and the comparison maps ε
n
WA(M,N) are
R-module homomorphisms. If M ′ also admits a Tate W-resolution, then the maps
ÊxtnWA(f,N) and Êxt
n
WA(M, g) are R-module homomorphisms. Similar comments
hold for ÊxtnAV and ε
n
AV(M,N).
Fact 4.3. Lemma 3.8 parts (a) and (b) show that
ÊxtnWA : resW ×A→ Ab and Êxt
n
AV : A× coresV → Ab
are well-defined bifunctors and that
εnWA : Ext
n
WA|resW×A → Êxt
n
WA ε
n
AV : Ext
n
AV |A×coresV → Êxt
n
AV
are natural transformations, independent of resolutions and liftings.
Notation 4.4. Let R be a commutative ring, and let C be a semidualizing R-
module. We abbreviate as follows:
ÊxtPC = ÊxtPC(R)M(R) ÊxtIC = ÊxtM(R)IC(R)
ExtPC = ExtPC(R)M(R) ExtIC = ExtM(R)IC(R)
ExtG(PC) = ExtG(PC(R))M(R) ExtG(IC) = ExtM(R)G(IC(R)).
The next result show that objects with finite homological dimensions have van-
ishing Tate cohomology, as in [3, (5.2)]. See Theorems 5.2 and 5.4 for converses.
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Proposition 4.5. Let M and N be objects in A, and assume W ⊥W and V ⊥ V.
(a) If W-pd(M) <∞, then ÊxtnWA(M,−) = 0 and Êxt
n
WA(−,M) = 0 for all n.
(b) If V-id(N) <∞, then ÊxtnAV(−, N) = 0 and Êxt
n
AV(N,−) = 0 for all n.
Proof. We prove part (a); the proof of (b) is dual. Assume that W-pd(M) < ∞.
The vanishing ÊxtWA(M,−) = 0 follows from Remark 3.2, since we have a Tate
W-resolution of M of the form 0 → W → M . The vanishing ÊxtWA(−,M) = 0
follows from the last part of Fact 1.13 since, for each completeW-resolution T ′, the
complex HomA(T
′,M) is exact. 
Our next results provide long exact sequences for Tate cohomology. They are
proved like [3, (5.4),(5.6)], using Lemma 3.9.
Lemma 4.6. Let M be an object in resW, and let N be an object in coresV.
Consider an exact sequence in A
L = 0→ L′
f ′
−→ L
f
−→ L′′ → 0.
(a) If the sequence L is HomA(W ,−)-exact, then there is a long exact sequence
· · · →ÊxtnWA(M,L
′)
dExtnWA(M,f ′)−−−−−−−−−→ ÊxtnWA(M,L)
dExtnWA(M,f)−−−−−−−−→
ÊxtnWA(M,L
′′)
bðnWA(M,L)−−−−−−−→ Êxtn+1WA(M,L′)
dExtn+1
WA
(M,f ′)
−−−−−−−−−→ · · ·
that is natural in M and L, and is compatible with the long exact sequence
in relative cohomology via the comparison maps εnWA from 4.1.
(b) If the sequence L is HomA(−,V)-exact, then there is a long exact sequence
· · · →ÊxtnAV(L
′′, N)
dExtnAV(f,N)−−−−−−−−→ ÊxtnAV(L,N)
dExtnAV(f ′,N)−−−−−−−−→
ÊxtnAV(L
′, N)
bðnAV(L,N)−−−−−−→ Êxtn+1AV (L′′, N)
dExtn+1AV (f,N)−−−−−−−−→ · · ·
that is natural in N and L, and is compatible with the long exact sequence
in relative cohomology via the comparison maps εnAV from 4.1. 
Lemma 4.7. Let M and N be objects in A, and assume that W ⊥W and V ⊥ V.
Consider an exact sequence in A
L = 0→ L′
f ′
−→ L
f
−→ L′′ → 0.
(a) Assume thatW is closed under kernels of epimorphisms, the objects L,L′, L′′
are in resW, and the sequence L is HomA(W ,−)-exact. Then there is a long
exact sequence
· · · →ÊxtnWA(L
′′, N)
dExtnWA(f,N)−−−−−−−−→ ÊxtnWA(L,N)
dExtnWA(f ′,N)−−−−−−−−−→
ÊxtnWA(L
′, N)
bðnWA(L,N)−−−−−−−→ Êxtn+1WA(L′′, N)
dExtn+1
WA
(f,N)
−−−−−−−−→ · · ·
that is natural in N and L, and is compatible with the long exact sequence
in relative cohomology via the comparison maps εnWA.
(b) Assume that V is closed under cokernels of monomorphisms, the objects
L,L′, L′′ are in coresV, and the sequence L is HomA(−,V)-exact. Then
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there is a long exact sequence
· · · →ÊxtnAV(M,L
′)
dExtnAV(M,f ′)−−−−−−−−→ ÊxtnAV(M,L)
dExtnAV(M,f)−−−−−−−−→
ÊxtnAV(M,L
′′)
bðnAV(M,L)−−−−−−→ Êxtn+1AV (M,L′)
dExtn+1
AV
(M,f ′)
−−−−−−−−−→ · · ·
that is natural in M and L, and is compatible with the long exact sequence
in relative cohomology via the comparison maps εnAV . 
The next two lemmas allow us to dimension-shift with Tate cohomology. They
have similar proofs, as do the other natural invariants.
Lemma 4.8. Assume that W ⊥W, and consider an exact sequence in A
L = 0→ L′ → L→ L′′ → 0
that is HomA(W ,−) exact and such that L ∈ res Ŵ.
(a) The natural transformation ð̂n(−,L) : ÊxtnWA(−, L
′′)
∼=
−→ Êxtn+1WA(−, L
′) is an
isomorphism of functors for each n ∈ Z.
(b) If W is closed under kernels of epimorphisms and L′, L′′ ∈ resW, then the
natural transformation ð̂n(L,−) : ÊxtnWA(L
′,−)
∼=
−→ Êxtn+1WA(L
′′,−) is an iso-
morphism of functors for each n ∈ Z.
Proof. (a) Use the long exact sequence from Lemma 4.6(a) with the vanishing
ÊxtnWA(−, L) = 0 from Propositon 4.5(a).
(b) Our hypotheses guarantee that the functors and tranfsormation under con-
sideration are defined. Now use the long exact sequence from Lemma 4.7(b) with
the vanishing ÊxtnWA(L,−) = 0 from Propositon 4.5(a). 
Lemma 4.9. Assume that V ⊥ V, and consider an exact sequence in A
L = 0→ L′ → L→ L′′ → 0
that is HomA(−,V) exact and such that L ∈ cores V̂.
(a) The natural transformation ð̂n(L,−) : ÊxtnAV(L
′,−)
∼=
−→ Êxtn+1AV (L
′′,−) is an
isomorphism of functors for each n ∈ Z.
(b) If V is closed under cokernels of monomorphisms and L′, L′′ ∈ coresV, then
the natural transformation ð̂n(−,L) : ÊxtnAV(−, L
′′)
∼=
−→ Êxtn+1AV (−, L
′) is an
isomorphism of functors for each n ∈ Z. 
Next, we connect relative and Tate cohomology via a long exact sequence.
Theorem 4.10. Assume that X is exact and closed under kernels of epimorphisms.
Assume thatW is closed under direct summands and is both an injective cogenerator
and a projective generator for X . Fix objects M ∈ res X̂ and N ∈ A, and set
d = X -pd(M). There is a long exact sequence
0→Ext1XA(M,N)
ϑ1XWA(M,N)−−−−−−−−→ Ext1WA(M,N)
ε1WA(M,N)−−−−−−−→ Êxt1WA(M,N)→
→Ext2XA(M,N)
ϑnXWA(M,N)−−−−−−−−→ Ext2WA(M,N)
εnWA(M,N)−−−−−−−→ Êxt2WA(M,N)→
· · · →ExtdXA(M,N)
ϑdXWA(M,N)−−−−−−−−→ ExtdWA(M,N)
εdWA(M,N)−−−−−−−→ ÊxtdWA(M,N)→ 0
that is natural in M and N , and the next maps are isomorphisms for each n > d
εnWA(M,N) : Ext
n
WA(M,N)
∼=
−→ ÊxtnWA(M,N).
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Proof. By Lemma 3.4(a) there is a Tate W-resolution T → W → M such that
αn is a split surjection for each n. Lemma 3.10(a) yields a degreewise split exact
sequence of complexes
0→ Σ−1X → T ′ →W → 0 (4.10.1)
wherein X is a bounded strict WX -resolution of M and T ′>0
∼= T>0. In particular,
there are isomorphisms for each n > 1
ExtnXA(M,N)
∼= H−n(HomA(X,N)) Ext
n
WA(M,N)
∼= H−n(HomA(W,N))
ÊxtnWA(M,N)
∼= H−n(HomA(T
′, N)).
Recall that ExtnXA(M,N) = 0 for n > d. Apply the functor HomA(−, N) to the
sequence (4.10.1) and take the induced long exact sequence to obtain the desired
long exact sequence and the isomorphisms.
To show that the long exact sequence is natural in N , let g : N → N ′ be a
morphism in A. Apply HomA(−, g) to the sequence (4.10.1) to obtain the next
commutative diagram
0 // HomA(W,N) //

HomA(T˜ , N)
//

HomA(Σ
−1X,N) //

0
0 // HomA(W,N ′) // HomA(T˜ , N ′) // HomA(Σ
−1X,N ′) // 0
which induces a commutative diagram of long exact sequences, as desired.
To show that the long exact sequence is natural in M , let f : M → M ′ be a
morphism in A. Apply HomA(−, N) to the diagram from Lemma 3.10(b) to obtain
the next commutative diagram
0 // HomA(W ′, N) //

HomA(T˜ ′, N)
//

HomA(Σ
−1X ′, N) //

0
0 // HomA(W,N) // HomA(T˜ , N) // HomA(Σ
−1X,N) // 0
which induces the desired commutative diagram of long exact sequences. 
4.11. Proof of Theorem B. Fact 2.6 shows that hypotheses of Theorem 4.10 are
satisfied by W = PC(R) and X = G(PC(R)). 
The proofs of the next results are dual to those of Theorem 4.10 and Theorem B.
Theorem 4.12. Assume that Y is exact and closed under cokernels of mono-
morphisms. Assume that V is closed under direct summands and is an injective
cogenerator and a projective generator for Y. Fix objects M ∈ A and N ∈ cores Ŷ,
and set d = Y-id(N). There is a long exact sequence
0→Ext1AY(M,N)
ϑ1AYV(M,N)
−−−−−−−−→ Ext1AV(M,N)
ε1AV (M,N)−−−−−−−→ Êxt1AV(M,N)→
→Ext2AY(M,N)
ϑnAYV(M,N)
−−−−−−−−→ Ext2AV(M,N)
εnAV (M,N)−−−−−−−→ Êxt2AV(M,N)→
· · · →ExtdAY(M,N)
ϑdAYV(M,N)
−−−−−−−−→ ExtdAV(M,N)
εdAV (M,N)−−−−−−−→ ÊxtdAV(M,N)→ 0
that is natural in M and N , and the next maps are isomorphisms for each n > d
εnAV(M,N) : Ext
n
AV(M,N)
∼=
−→ ÊxtnAV(M,N). 
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Corollary 4.13. Let R be a commutative ring, and let C be a semidualizing R-
module. Let M and N be R-modules, and assume that d = G(IC)-idR(N) < ∞.
There is a long exact sequence that is natural in M and N
0→Ext1G(IC)(M,N)→ Ext
1
IC
(M,N)→ Êxt1IC (M,N)→
→Ext2G(IC)(M,N)→ Ext
2
IC
(M,N)→ Êxt2IC (M,N)→
· · · →ExtdG(IC)(M,N)→ Ext
d
IC
(M,N)→ ÊxtdIC (M,N)→ 0
and there are isomorphisms ExtnIC (M,N)
∼=
−→ ÊxtnIC (M,N) for each n > d. 
5. Vanishing of Tate Cohomology
This section focuses on the interplay between finiteness of homological dimen-
sions and vanishing of Tate cohomology. It contains the proof of Theorem C. We
begin with a result that compares to [3, (5.9)], though the proof is different.
Lemma 5.1. Assume thatW is closed under direct summands, and let M ∈ G(W).
If Êxt0WA(M,M) = 0 or Êxt
0
AW (M,M) = 0, then M is in W.
Proof. We prove the case where Êxt0WA(M,M) = 0; the proof of the other case is
dual. From Remark 3.2 there is a Tate W-resolution T
α
−→ W
γ
−→ M such that αn
is an isomorphism for all n > 0. This induces the second and third isomorphisms
in the following sequence
Im(∂T0 )
σ
←−
∼=
Coker(∂T1 )
α0−→
∼=
Coker(∂W1 )
γ0
−→
∼=
M.
The first isomorphism comes from the exactness of T . It is straightforward to show
that the left-most rectangle in the following diagram commutes
W0
γ0

T0
α0
∼=
oo
π

∂T0 // T−1
M Coker(∂T1 )
γ0 α0
∼=
oo σ
∼=
// Im(∂T0 ).
?
ǫ
OO
Here, the morphisms π and ǫ are the natural surjection and injection, respectively,
and it follows that the right-most rectangle also commutes. This diagram provides
a monomorphism f = ǫσ(γ0 α0)
−1 : M →֒ T−1 such that
fγ0α0 = ∂
T
0 . (5.1.1)
The vanishing hypothesis
0 = Êxt0WA(M,M) = H0(HomA(T,M))
implies that every chain map T → M is null-homotopic. In particular, the chain
map T
γα
−−→M is null-homotopic with homotopy s as in the next diagram
· · ·
∂T2 // T1
∂T1 //
γ1α1

T0
∂T0 //
γ0α0
s0=0xxppp
p
p
p
p
p
p
p
p
p
p
T−1
∂T−1 //
γ−1α−1

s−1
wwppp
p
p
p
p
p
p
p
p
p
p
· · ·
· · · // 0 // M // 0 // · · · .
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This yields a morphism s−1 : T−1 →M such that
γ0α0 = s−1∂
T
0 . (5.1.2)
Combine (5.1.2) and (5.1.1) to obtain the following sequence
s−1fγ0α0 = s−1∂
T
0 = γ0α0 = idMγ0α0
and use the fact that γ0α0 is surjective to conclude that s−1f = idM . Thus, the
morphism f : M → T−1 is a split monomorphism. Since W is closed under direct
summands and T−1 is in W , it follows that M is in W , as desired. 
The next result contains a partial converse Proposition 4.5(a), as in [3, (5.9)].
Theorem 5.2. Assume that W is exact and closed under kernels of epimorphisms
and that W ⊥ W. For an object M ∈ res Ĝ(W), the next conditions are equivalent:
(i) W-pd(M) <∞;
(ii) ÊxtnWA(−,M) = 0 for each (equivalently, for some) n ∈ Z;
(iii) ÊxtnWA(M,−) = 0 for each (equivalently, for some) n ∈ Z; and
(iv) Êxt0WA(M,M) = 0.
Proof. Fact 1.14 yields a WG(W)-hull
0→M → K →M (−1) → 0 (5.2.1)
that is, an exact sequence with K ∈ res Ŵ and M (−1) ∈ G(W); see Definition 1.7.
Fact 1.14 implies that W ⊥ M , so the sequence (5.2.1) is HomA(W ,−)-exact.
From the assumption W ⊥ W , we conclude that W ⊥ res Ŵ . In particular, we
have W ⊥ K, and a standard argument implies that W ⊥M (−1).
Fact 1.14 shows that Lemma 3.4(a) applies to the category X = G(W). So, the
object M ∈ res Ĝ(W) admits a proper W-resolution W
γ
−→M .
The implication (i) =⇒ (ii) follows from Proposition 4.5(a).
(ii) =⇒ (iv). Assume that ÊxtnWA(−,M) = 0 for some n ∈ Z. If n = 0, then
condition (iv) follows immediately.
Assume next that n < 0. Set M (0) = M and M (i) = Im(∂Wi ) for each i > 1.
The next exact sequences are HomA(W ,−)-exact because W is a proper resolution
0→M (i) →Wi−1 →M
(i−1) → 0. (5.2.2)
Since M (0),Wi ∈ resW , induction on i implies that each M
(i) is in resW by
Corollary 3.6(a). Repeated application of Lemma 4.8(b) yields the isomorphisms
in the following sequence
Êxt0WA(M,M) = Êxt
0
WA(M
(0),M) ∼= ÊxtnWA(M
(−n),M) = 0
while the vanishing is by hypothesis.
Assume next n > 0. The object M (−1) from (5.2.1) is in G(W). For i 6 −2 use
the complete W-resolution of M (−1) to construct exact sequences
0→M (i+1) →Wi →M
(i) → 0
with Wi ∈ W and M
(i) ∈ G(W). Since the complete W-resolution of M (−1) is
HomA(W ,−)-exact, the same is true of each of these sequences. A standard argu-
ment shows that W ⊥M (i) for each i 6 2. Repeated application of Lemma 4.8(b)
yields the isomorphisms in the following sequence
Êxt0WA(M,M)
∼= Êxt1WA(M
(−1),M) ∼= · · · ∼= ÊxtnWA(M
(−n),M) = 0
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while the vanishing is by hypothesis.
The implications (i) =⇒ (iii) =⇒ (iv) are verified similarly.
(iv) =⇒ (i). Assume Êxt0WA(M,M) = 0 and again consider theWX -hull (5.2.1).
The isomorphisms in the following sequence are from Lemma 4.8,
Êxt0WA(M
(−1),M (−1)) ∼= Êxt−1WA(M,M
(−1)) ∼= Êxt0WA(M,M) = 0
while the vanishing is by hypothesis. Since M (−1) ∈ G(W), Lemma 5.1 implies
that M (−1) ∈ W . Since K is in res Ŵ , the exact sequence (5.2.1) implies that
M ∈ res Ŵ , using [2, (3.5)]. 
5.3. Proof of Theorem C. Theorem 5.2 applies to W = PC(R) by Fact 2.6. 
The proofs of the next results are dual to those of Theorem 5.2 and Theorem C.
Theorem 5.4. Assume that V is exact and closed under cokernels of monomor-
phisms and that V ⊥ V. For each M ∈ cores Ĝ(V), the following are equivalent:
(i) V-id(M) <∞;
(ii) ÊxtnAV(−,M) = 0 for each (equivalently, for some) n ∈ Z;
(iii) ÊxtnAV(M,−) = 0 for each (equivalently, for some) n ∈ Z; and
(iv) Êxt0AV(M,M) = 0. 
Corollary 5.5. Let R be a commutative ring, and let C be a semidualizing R-
module. For an R-moduleM with G(IC)-idR(M) <∞, the following are equivalent:
(i) IC -idR(M) <∞;
(ii) ÊxtnIC (M,−) = 0 for each (equivalently, for some) n ∈ Z;
(iii) ÊxtnIC (−,M) = 0 for each (equivalently, for some) n ∈ Z; and
(iv) Êxt0IC (M,M) = 0. 
The next two results compare to [3, (7.2)] and [18, (4.8)].
Corollary 5.6. Assume that X is exact and closed under kernels of epimorphisms.
Assume that W is closed under direct summands and kernels of epimorphisms. As-
sume that W is both an injective cogenerator and a projective generator for X . Let
M be an object of A with d = X -pd(M) <∞. The next conditions are equivalent:
(i) W-pd(M) <∞;
(ii) The natural transformation ϑiXWA(M,−) : Ext
i
XA(M,−)
∼=
−→ ExtiWA(M,−)
is an isomorphism for each i; and
(iii) The natural transformation ϑiXWA(M,−) : Ext
i
XA(M,−)
∼=
−→ ExtiWA(M,−)
is an isomorphism either for two successive values of i with 1 6 i < d or
for a single value of i with i > d.
Proof. The implication (i) =⇒ (ii) is in [18, (4.8)], and (ii) =⇒ (iii) is trivial.
For (iii) =⇒ (i), we consider three cases.
Case 1: The natural transformations ϑiXWA(M,−) and ϑ
i+1
XWA(M,−) are iso-
morphisms where 1 6 i < d − 1. In this case, use the long exact sequence in
Theorem 4.10 to conclude that ÊxtiWA(M,−) = 0. The conclusionW-pd(M) <∞
then follows from Theorem 5.2.
Case 2: The natural transformation ϑdXWA(M,−) is an isomorphism. As in Case
1, we conclude that ÊxtdWA(M,−) = 0 and hence W-pd(M) <∞.
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Case 3: The natural transformation ϑiXWA(M,−) is an isomorphism for some
i > d. Our assumption yields the isomorphism in the next sequence
ExtiWA(M,−)
∼= ExtiXA(M,−) = 0
while the vanishing is from [18, (4.5.b)] since i > d = X -pd(M). From [18, (4.5.a)]
we conclude that W-pd(M) < i <∞. 
Our next result augments the previous one in the special case X = G(W).
Corollary 5.7. Assume that W ⊥ W and that W is closed under direct summands
and kernels of epimorphisms. Let M be an object of A with d = G(W)-pd(M) <∞.
The following conditions are equivalent:
(i) W-pd(M) <∞;
(ii) The transformation ϑiG(W)WA(−,M) : Ext
i
G(W)A(−,M)
∼=
−→ ExtiWA(−,M)
is an isomorphism on resW for each i; and
(iii) The transformation ϑiG(W)WA(−,M) : Ext
i
G(W)A(−,M)
∼=
−→ ExtiWA(−,M)
is an isomorphism on resW either for a single value of i with i > d or for
two successive values of i with 1 6 i < d.
Proof. First note that resW ⊆ res W˜ by Remark 3.1. Furthermore, we have
resW = res Ĝ(W) ⊆ res G˜(W) by Theorem 3.6(a) and [18, (3.3.b)]. The impli-
cation (i) =⇒ (ii) now follows from [18, (4.10)]. The implication (ii) =⇒ (iii) is
trivial, and (iii) =⇒ (i) follows as in the proof of Corollary 5.6. 
The proofs of the last two results of this section are dual to the previous two.
Corollary 5.8. Assume that Y is exact and closed under cokernels of monomor-
phisms. Assume that V is closed under direct summands and cokernels of monomor-
phisms. Assume that V is both an injective cogenerator and a projective generator
for Y. Let N be an object of A with d = Y-id(N) < ∞. The following conditions
are equivalent:
(i) V-id(N) <∞;
(ii) The natural transformation ϑiAYV (−, N) : Ext
i
AY(−, N)
∼= ExtiAV (−, N) is
an isomorphism for each i; and
(iii) The natural transformation ϑiAYV (−, N) : Ext
i
AY(−, N)
∼= ExtiAV (−, N) is
an isomorphism either for a single value of i with i > d or for two successive
values of i with 1 6 i < d. 
Corollary 5.9. Assume that V ⊥ V and that V is closed under direct summands
and cokernels of monomorphisms. Let M be an object of A with d = G(V)-id(M) <
∞. The following conditions are equivalent:
(i) V-id(M) <∞;
(ii) The transformation ϑiAG(V)V(N,−) : Ext
i
AG(V)(N,−)
∼= ExtiAV(N,−) is an
isomorphism on coresV for each i; and
(iii) The transformation ϑiAG(V)V(N,−) : Ext
i
AG(V)(N,−)
∼= ExtiAV(N,−) is an
isomorphism on coresV either for a single value of i with i > d or for two
successive values of i with 1 6 i < d. 
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6. Balance for Tate Cohomology
We begin this section with its main result, which implies Theorem D; see (6.2).
Theorem 6.1. Assume that W ⊥ W and V ⊥ V and G(W) ⊥ V and W ⊥ G(V).
Assume that W is closed under kernels of epimorphisms and direct summands and
that V is closed under cokernels of monomorphisms and direct summands. Assume
also that Ext>1WA(res Ŵ,V) = 0 = Ext
>1
AV(W , cores V̂). For all M ∈ res Ĝ(W) and
all N ∈ cores Ĝ(V) and all n > 1, we have
ÊxtnWA(M,N)
∼= ÊxtnAV (M,N).
If, in addition, we have res Ŵ = cores V̂, then this isomorphism holds for all n ∈ Z.
Proof. We begin by noting that [18, (6.4)] implies that W ⊥ cores Ĝ(V) and
res Ĝ(W) ⊥ V . Theorem 3.6(a) yields a Tate W-resolution T
α
−→ W → M such
that αn is a split surjection for each n ∈ Z. Lemma 3.10(a) provides a degreewise
split exact sequence of complexes
0→ Σ−1X → T˜ →W → 0 (6.1.1)
wherein X is a bounded strictWG(W)-resolution of M , T˜ is exact, T˜n = 0 for each
n < −1, T˜−1 is in G(W), T˜n is in W for each n > 0, and T˜>0 ∼= T>0. In particular,
there are isomorphisms for each n > 1
ÊxtnWA(M,−)
∼= H−n(HomA(T˜ ,−)). (6.1.2)
Similarly, let N
δ
−→ V
β
−→ L be a Tate V-coresolution such that each βn is a split
monomorphism, and consider a degreewise split exact sequence of complexes
0→ V → S˜
η
−→ ΣY → 0 (6.1.3)
wherein Y is a bounded strict G(V)V-coresolution, S˜ is exact, S˜n = 0 for each
n > 1, S˜1 is in G(V), S˜n is in V for each n 6 0, and S˜60 ∼= S60. In particular, there
are isomorphisms for each n > 1
ÊxtnAW (−, N)
∼= H−n(HomA(−, S˜)). (6.1.4)
The proof will be complete in the case n > 1 once we verify the quasiisomor-
phisms in the following sequence wherein the isomorphism in the middle is standard
HomA(T˜ , N) ≃ HomA(T˜ ,Σ
−1S˜) ∼= HomA(ΣT˜ , S˜) ≃ HomA(M, S˜). (6.1.5)
Indeed, this provides the second isomorphism in the following sequence
ÊxtnWA(M,N)
∼= H−n(HomA(T˜ , N)) ∼= H−n(HomA(M, S˜)) ∼= Êxt
n
AV(M,N)
for each n > 1, while the first and third isomorphisms are from (6.1.2) and (6.1.4).
We claim that the complex HomA(T˜ ,Σ
−1V ) is exact. To see this, note that the
condition G(W) ⊥ V implies that Ext>1A (T
′
i , Vj) = 0 for all indices i and j. Since
T˜ is bounded below, a standard argument implies that HomA(T˜ , Vj) is exact for
each index j, and similarly it follows that HomA(T˜ , V ) is exact. We conclude that
HomA(T˜ ,Σ
−1V ) ∼= Σ−1HomA(T˜ , V ) is also exact, as claimed.
Now, apply HomA(T˜ ,Σ
−1(−)) to the degreewise split exact sequence (6.1.3) to
obtain the next exact sequence
0→ HomA(T˜ ,Σ
−1V )→ HomA(T˜ ,Σ
−1S˜)
HomA(eT ,Σ−1η)
−−−−−−−−−−→ HomA(T˜ , Y )→ 0.
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The exactness of HomA(T˜ ,Σ
−1V ) established above shows that the morphism
HomA(T˜ ,Σ
−1η) is a quasiisomorphism. From [18, (6.6.b)] we know that the first
morphism in the following sequence is a quasiisomorphism
HomA(T˜ , N)
HomA(eT ,δ)
−−−−−−−→
≃
HomA(T˜ , Y )
HomA(eT ,Σ−1η)
←−−−−−−−−−−
≃
HomA(T˜ ,Σ
−1S˜).
Combined together, these yield the first quasiisomorphism in (6.1.5); the second
one is dual. This completes the proof when n > 1.
For the remainder of the proof, assume that n < 1 and that res Ŵ = cores V̂.
Fix a WG(W)-hull
0→M → K →M ′ → 0 (6.1.6)
that is, an exact sequence in A with K ∈ res Ŵ = cores V̂ and M ′ ∈ G(W); see
Definition 1.7. We proceed by descending induction on n. The base case n > 1 has
already been established. Assuming that the desired isomorphisms hold with index
n+ 1, we have the second isomorphism in the next sequence
ExtnWA(M,N)
∼= Extn+1WA(M
′, N) ∼= Extn+1AV (M
′, N) ∼= ExtnAV(M,N).
The first isomorphism is from Lemma 4.8(b), and the third isomorphism is from
Lemma 4.9(a). This completes the proof. 
6.2. Proof of Theorem D. We need to check that the categories W = PB(R) and
V = IB†(R) satisfy the hypotheses of Theorem 6.1. We have PB(R) ⊥ PB(R)
and IB†(R) ⊥ IB†(R); see Fact 2.6. The conditions G(PB(R)) ⊥ IB†(R) and
PB(R) ⊥ G(IB†(R)) are from [18, (6.16)]. The fact that PB(R) is closed under
kernels of epimorphisms and direct summands, and that IB†(R) is closed under
cokernels of monomorphisms and direct summands is in Fact 2.6. We have
Ext>1PB (res P̂B(R), IB†(R)) = 0 = Ext
>1
I
B†
(PB(R), cores ÎB†(R)).
from [18, (6.15)]. Finally, when R is noetherian and C is dualizing for R, we have
res P̂B(R) = cores ÎB†(R) by Lemma 2.7. 
Corollary 6.3. Let R be a commutative ring, and let M and N be R-modules such
that GP-pdR(M) <∞ and GI-idR(N) <∞. For each n > 1, we have
ÊxtnP(M,N)
∼= ÊxtnI(M,N).
When R is Gorenstein, this isomorphism holds for all n ∈ Z.
Proof. One readily checks that the categories W = P(R) and V = I(R) satisfy
the hypotheses of Theorem 6.1: the relative Ext-vanishing follows from the balance
ExtP ∼= Ext ∼= ExtI onM(R)×M(R), and the other hypotheses are standard. 
We conclude with two applications of Theorems 5.2 and 6.1.
Theorem 6.4. If W and V satisfy the hypotheses of Theorem 6.1, then there are
containments res Ĝ(W) ∩ cores V̂ ⊆ res Ŵ and cores Ĝ(V) ∩ res Ŵ ⊆ cores V̂.
Proof. We verify the first containment; the second one is verified dually. Fix an
object M ∈ res Ĝ(W) ∩ cores V̂ . The object M admits a WX -hull
0→M → K → X → 0.
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By assumption, we have K ∈ res Ŵ and X ∈ G(W). The condition W ⊥ G(W)
from Fact 1.14 shows thatW ⊥M , so the displayed sequence is HomA(W ,−)-exact.
Lemma 4.8(b) yields the first isomorphism in the next sequence
Êxt0WA(M,M)
∼= Êxt1WA(X,M)
∼= Êxt1AV(X,M) = 0.
The second isomorphism is from Theorem 6.1, and the vanishing is from Theo-
rem 5.4. Hence, Theorem 5.2 implies W-pd(M) <∞, as desired. 
From this we recover some of the main results of [20].
Corollary 6.5. Let R be a commutative ring, and let C be a semidualizing R-
module. Let M be an R-module.
(a) If GPC-pdR(M) <∞ and idR(M) <∞, then PC-pdR(M) <∞.
(b) If GI-idR(M) <∞ and PC-pdR(M) <∞, then idR(M) <∞.
(c) If GP-pdR(M) <∞ and IC-idR(M) <∞, then pdR(M) <∞.
(d) If GIC-idR(M) <∞ and pdR(M) <∞, then IC-idR(M) <∞.
Proof. We prove part (a); the other parts are similar or easier. Assume that
GPC -pdR(M) < ∞ and idR(M) < ∞. The finiteness of idR(M) implies that
M ∈ BC(R), by Fact 2.6. Hence, the condition GPC -pdR(M) < ∞ works with
Lemma 2.9 to imply that G(PC)-pdR(M) < ∞. Now apply Theorem 6.4 with
W = PC(R) and V = I(R) to conclude that PC -pdR(M) <∞. 
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