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Abstract. This paper focuses on the pricing of the variance swap in an incomplete market
where the stochastic interest rate and the price of the stock are respectively driven by
Cox-Ingersoll-Ross model and Heston model with simultaneous Le´vy jumps. By using
the equilibrium framework, we obtain the pricing kernel and the equivalent martingale
measure. Moreover, under the forward measure instead of the risk neural measure, we give
the closed-form solution for the fair delivery price of the discretely sampled variance swap
by employing the joint moment generating function of the underlying processes. Finally,
we provide some numerical examples to depict that the values of variance swaps not only
depend on the stochastic interest rates but also increase in the presence of jump risks.
Keywords: Finance; Variance swap; Stochastic volatility model with jump; Stochastic
interest rate; Pricing and hedging.
2010 AMS Subject Classification: 91G20, 91G80, 60H10.
1 Introduction
In terms of the financial markets, volatility has always been considered as a key measure. The financial
development and growth over last century has caused the role of volatility to change. Volatility derivatives
generally are special financial tools which provide opportunities to display the financial market fluctuations
and give methods to manage volatility risks for investors (see, e.g., [1, 2, 4, 5, 26, 30, 32, 33, 34]). They are
traded for decision-making between long or short positions, trading spreads between realized and implied
volatility, and hedging against volatility risks. Of all volatility derivatives, variance swaps are written on
underlying assets’ historical volatility and they are related to previous standard deviation of financial returns
involving a specified time period. Various theoretical results, numerical algorithms and applications have
been studied extensively for variance swaps in the literature; for instance we refer the reader to [5, 8, 28, 30,
31, 33] and the references therein.
Along with the development of studies concerned with variance swaps, not only do investors in financial
markets care for correct prices of variance swaps, but researchers in financial mathematics also attempt
to construct practical models and provide feasible methods for pricing variance swaps under more weak
∗This work was supported by the National Natural Science Foundation of China (11471230, 11671282).
†Corresponding author. E-mail address: nanjinghuang@hotmail.com
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assumptions. There are many researchers to focus on pricing variance swaps (or other volatility derivatives)
by developing suitable market models for estimating values of variance swaps, in which three vital market
factors are considered: the stochastic volatility, the jump diffusion and the stochastic interest rate. For
example, the stochastic volatility of underlying assets is widely applied to avoid volatility smiles in financial
markets, such as the Heston model (see, e.g., [14, 21]). The jump diffusion is extensively applied to describe
non-Gaussian characters of assets’ returns, such as the Geometric Variance Gamma model, the Merton model
and the Geometric Stable Process Model (see, e.g., [23, 25]). The stochastic interest rate is often used to
model the uncertainty of interest rate in the financial markets, such as the Cox-Ingersoll-Ross (for short
CIR) model, the Hull-White (for short HW) model and the Heath-Jarrow-Morton (for short HJM) model
(see, e.g., [3, 13, 19, 20]).
Recently, based on the Heston stochastic volatility model, Grunbichler et al. [18] built a new pricing
model for options on variance and showed the fundamental difference between the volatility derivative and
the equity option. By using the static replication of options, Carr and Madan [5] studied the pricing and
hedging of variance swaps without specifying the volatility process. Heston and Nandi [22] noted that
specifying the mean reverting square root process has the disadvantage of unobservable underlying assets
and then proposed a new model with the advantage hedging various volatility derivatives by using only a
single asset. To distinguish the states of a business cycle, Elliott et al. [12] constructed a continuous-time
Markovian-regulated version of the Heston stochastic volatility model to price variance swaps, delivered
analytical formulas by adopting the regime-switching Esscher transform, and showed that the valuation
of volatility swaps based on the stochastic volatility model was significantly higher than one without the
stochastic volatility model.
Incorporating the jump diffusion into models of pricing and hedging variance swaps, Carr et al. [6] and
Huang et al. [23] studied the pricing of variance swaps with time-changed Le´vy processes and found the fact
that many small jumps cannot be adequately modelled by using finite-activity compound Poisson processes.
Recently, Zheng and Kwok [33] presented a general analytic approach for pricing discretely sampled variance
swaps under the stochastic volatility models with simultaneous jumps. Through analytic calculations, they
proved that pricing formulas for the discretely sampled generalized variance swaps converge to ones for
the continuously sampled variance swaps. Very recently, Cui et al. [9] proposed a general framework for
discretely sampled realized variance derivatives in stochastic volatility models with jumps. As pointed out by
Cui et al. [9], the framework proposed in [9] encompassed and extended some previous models on discretely
sampled volatility derivatives and provided highly efficient valuation methods.
On the other hand, taking into account the stochastic interest rate in financial markets, Kim et al. [24]
proposed a model by combining the multi-scale stochastic volatility model with the Hull-White interest rate
model and showed that the values of variance swaps depend heavily on the variety of interest rates. Recently,
by considering the effects of stochastic interest rates and the stochastic regime-switching volatility for pricing
variance swaps, Shen et al. [31] investigated the pricing model involving the stochastic interest rate and the
stochastic regime-switching volatility. They demonstrated the effect of both the stochastic interest rate and
the regime-switching is significant in pricing variance swaps by providing a numerical analysis for the case
with a two-state Markov chain. Very recently, Cao et al. [4] and Roslan et al. [29] studied the effects of
imposing stochastic interest rates driven by the CIR process along with the Heston stochastic volatility model
for pricing variance swaps under the discrete sampling times. Some numerical results were given [4, 29] to
support the fact that the interest rates could impact and change the values of variance swaps.
Taken all together, we note that the values of variance swaps are dependent on the stochastic volatility,
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the jump diffusion and the stochastic interest rate. Thus, it would be important and interesting to consider
the stated three factors in pricing variance swaps. However, to the best of our knowledge, the work has not
been reported in the literature for pricing variance swaps based on the stochastic volatility with simultaneous
jumps and the stochastic interest rate. The main purpose of this paper is to make an attempt in this direction.
We construct a hybridization model for pricing variance swaps in financial markets, in which the stochastic
interest rate is driven by the Cox-Ingersoll-Ross model and the volatility of the stock is described by the
Heston model with simultaneous Le´vy jumps. We obtain the closed-form solution for the fair delivery price
of the discretely sampled variance swap via the analytical expression of the joint moment generating function
of the underlying processes. We also give some numerical experiments to support the main results of this
paper.
The rest of this paper is organized as follows. Section 2 gives some analytical formulas for pricing of
variance swaps under the stochastic volatility model with simultaneous jumps and the stochastic interest
rate in partial correlation case. In Section 3, we derive analytical formulas for pricing of variance swaps by
solving the model given in full correlation case. Some numerical examples for pricing variance swaps are
reported in Section 4. Finally, conclusions are given in Section 5.
2 Stochastic volatility model with jumps and CIR model: partial
correlation case
Let (Ω,F , {Ft}t≥0,P) be an underlying filtered complete probability space with a physical probability mea-
sure P. In this paper, we assume that the stochastic market interest rate is driven by the CIR model and
the asset price is formulated by the stochastic volatility model with simultaneous jumps, respectively. More
precisely, the price of the underlying asset S(t), its instantaneous volatility V (t) and the market interest rate
r(t) are governed by the following system of stochastic differential equations:
dS(t) = µS(t−)dt+
√
V (t)S(t−)dW1(t) +
∫
R(e
x − 1)S(t−)N˜x(dt, dx), S(0) = S0 > 0,
dV (t) = κ(θ − V (t))dt+ σ
√
V (t)(ρdW1(t) +
√
1− ρ2dW2(t)), V (0) = V0 > 0,
dr(t) = α(β − r(t))dt + η
√
r(t)dW3(t), r(0) = r0 > 0,
(1)
where Rd = Rd\{0} for d > 1 and R1 = (−∞,+∞); S(t−) stands for the value of S(t) before a possible
jump occurs;Wi(t) (i = 1, 2, 3) are three independent Brownian motions; N˜x(dt, dx) = Nx(dt, dx)−νx(dx)dt
is a compensated jump measure with respect to the jump measure Nx(dt, dx) and the Le´vy kernel (density)
νx(dx) satisfying
∫
R
min{1, x2}νx(dx) < ∞; the drift term µ > 0 is the expected return of the stock; the
parameters κ, θ and σ are the mean-reverting speed, the long-term mean and the volatility of volatility
(vol of vol) in the instantaneous volatility process V (t), respectively; the parameters α, β and η determine
the speed of mean reversion, the long-term mean and the volatility of the interest rate in the stochastic
instantaneous interest rate r(t), respectively; −1 ≤ ρ ≤ 1 is the correlation coefficient between the stock
price and the volatility. Furthermore, in order to ensure that the square root processes are always positive,
it is required that 2κθ ≥ σ2 and 2αβ ≥ η2 (see [21]).
Some special cases of (1) are as follows.
(i) If interest rate process r(t) is a constant, then system (1) reduces to the model considered by Ruan et
al. [30], Cui et al. [9] and Zheng et al. [33].
(ii) If there the jump diffusion is removed, then system (1) reduces to the model considered by Cao et al.
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[4], Roslan et al. [29] and Shen et al. [31].
(iii) If interest rate process r(t) is a constant and there is no jump diffusion, then system (1) reduces to the
model considered by Carr et al. [5, 6] and Zhu et al. [34].
2.1 Pricing kernel
We note that there are four uncertainties in the system driven by three Brownian motions and one jump
process. It is well known that the pricing kernel is critical for determining the pricing and hedging of assets.
In general, for any asset p and its cash flow at time T , the pricing kernel pi should satisfy
p(t) = EPt
[
pi(T )
pi(t)
p(T )
]
,
where EPt [·] is the conditional expectation at time t in the physical probability measure P. It is also called
the martingale condition which requires that the multiply pi(t)p(t) is a martingale. Thus, the pricing kernel
should follow the restriction
p(t)pi(t) = EPt [pi(T )p(T )] .
Due to the existence of the jump component, the market considered in this paper is incomplete and so
there are infinitely many equivalent martingale measures for the asset pricing. Here we shall employ the idea
of equilibrium pricing method to find an equivalent martingale measure and determine the corresponding
risk-neural price processes of risk assets. To this end, we consider a money market account whose price M(t)
with interest rate r(t) as follows
dM(t)
M(t)
= r(t)dt.
If we define the expected excess return of the stock (equity premium) as φ := µ− r(t), then the expected
return of the stock will be decomposed into two parts: the interest rate and the equity premium. We assume
that there is a representative investor with the portfolio (u(t), 1 − u(t)) which means the fraction of wealth
invested in the stock and the money market, respectively. The consumption rate of the investor is assumed
to be c(t). Then the investor’s wealth process W˜ (t) satisfies the following stochastic differential equations:
dW˜ (t)
W˜ (t)
=
(
r(t) + φu(t)− c(t)
W˜ (t)
)
dt+
√
V (t)dW1(t) +
∫
R
(ex − 1)N˜x(dt, dx),
dV (t) = κ(θ − V (t))dt+ σ
√
V (t)(ρdW1(t) +
√
1− ρ2dW2(t)),
dr(t) = α(β − r(t))dt + η
√
r(t)dW3(t).
(2)
Moreover, we assume that the representative investor has a CRRA utility
U(c) =
c(t)1−ϑ
1− ϑ , (3)
where the relative risk aversion coefficient ϑ > 0 and ϑ 6= 1. Choosing the portfolio u(t) and the consumption
rate c(t), the representative investor maximizes naturally his/her expected objective function (3) in an infinite
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horizon, that is,
max
u,c
E
[∫ ∞
0
e−δ(s−t)
c(s)
1−ϑ
1− ϑ ds
]
, (4)
s.t.

dW˜ (t)
W˜ (t)
=
(
r(t) + φu(t)− c(t)
W˜ (t)
)
dt+
√
V (t)dW1(t) +
∫
R
(ex − 1)N˜x(dt, dx),
dV (t) = κ(θ − V (t))dt+ σ
√
V (t)(ρdW1(t) +
√
1− ρ2dW2(t)),
dr(t) = α(β − r(t))dt + η
√
r(t)dW3(t),
(5)
where the time discount parameter δ > 0 is a constant. Based on the studies of [15, 16, 30], the market
equilibrium can be defined in a standard way as follows.
Definition 2.1. The market equilibrium occurs when the representative investor maximizes his/her expected
objective function (4) and the market is cleared, that is, u(t) = 1.
After solving the optimal portfolio-consumption problem (4) by using the Hamilton-Jacobi-Bellman
(HJB) method under the equilibrium condition, we get the following proposition.
Proposition 2.1. In the production (the stock market) economy with a representative investor who has
CRRA utility and with a production process governed by (1), the equilibrium equity premium φ is given by
φ = (ϑ− σρI)V (t) +
∫
R
(ex − 1)(1− e−ϑx)νx(dx), (6)
where I, K and M are determined by the following equations
Γ + κθI + αβK + ϑe−
M+Iθ+Kβ
ϑ (1 +
θI
ϑ
+
βK
ϑ
) = 0,
1
2
ϑ(1− ϑ)− κI + 1
2
σ2I2 − Ie−M+Iθ+Kβϑ = 0,
1− ϑ− αK + 1
2
η2K2 −Ke−M+Iθ+Kβϑ = 0
(7)
with
Γ = −δ − (1 − ϑ)
∫
R
(
e(1−ϑ)x − eϑx
)
νx(dx) +
∫
R
(
e(1−ϑ)x − 1
)
νx(dx).
Proof. Let
J(W˜ , V, r) = max
u,c
E
[∫ ∞
0
e−δ(s−t)
c(s)
1−ϑ
1− ϑ ds
]
.
Then J satisfies the following HJB equation
max
u,c
{
−δJ + LJ + c
1−ϑ
1− ϑ
}
= 0, (8)
where
LJ =J
W˜
W˜
(
r + φu− c
W˜
)
+ JV κ(θ − V ) + 1
2
JV V σ
2V
+ Jrα(β − r) + 1
2
Jrrη
2r +
1
2
J
W˜ W˜
W˜ 2V u2 + J
W˜V
W˜V ρσu
+
∫
R
[
J(W˜ (1 + (ex − 1)u, V, r)− J(W˜ , V, r)− J
W˜
W˜ (ex − 1)u)
]
νx(dx).
This leads to the first-order condition for optimal problem (4) with constraints (5) as follows:
J
W˜
W˜ (φ+ (ex − 1)u)νx(dx)) + JW˜W˜ W˜ 2V u+ JW˜V W˜V ρσ
+
∫
R
[
J
W˜
(W˜ (1 + (ex − 1)u, V, r)(ex − 1)u)W˜
]
νx(dx) = 0,
− J
W˜
+ c−ϑ = 0.
(9)
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Following the equilibrium condition in Definition 2.1 and taking u = 1, we have
φ = − 1
J
W˜
(
J
W˜W˜
W˜V + J
W˜V
W˜V ρσ +
∫
R
J
W˜
(W˜ex, V, r)(ex − 1))νx(dx)
)
+
∫
R
(ex − 1)νx(dx). (10)
Substituting (9) and (10) into (8), we get the following partial differential condition
0 =J
W˜
W˜ rW˜ + JV κ(θ − V ) + 1
2
JV V σ
2V + Jrα(β − r) + 1
2
Jrrη
2r
− 1
2
J
W˜W˜
W˜ 2V +
∫
R
[
J(W˜ex, V, r) − J(W˜ , V, r)
]
νx(dx)
− W˜
∫
R
J
W˜
(W˜ex, V, r)(ex − 1)νx(dx) + ϑ
1− ϑJ
1− 1
ϑ
W˜
− ϑJ.
(11)
Suppose that the value function has the following form:
J(W˜ , V, r) = eM+IV+Kr
W˜ 1−ϑ
1− ϑ . (12)
Then, by substituting (12) into (11), one has
Γ + κθI + αβK + ϑe−
M+Iθ+Kβ
ϑ (1 +
θI
ϑ
+
βK
ϑ
) = 0,
1
2
ϑ(1− ϑ)− κI + 1
2
σ2I2 − Ie−M+Iθ+Kβϑ = 0,
1− ϑ− αK + 1
2
η2K2 −Ke−M+Iθ+Kβϑ = 0
(13)
with
Γ = −δ − (1 − ϑ)
∫
R
(
e(1−ϑ)x − eϑx
)
νx(dx) +
∫
R
(
e(1−ϑ)x − 1
)
νx(dx).
Combining (12) and (13) with (10), the results follow immediately.
From Proposition 2.1, we know that risk premiums are contributed by three Brownian diffusion risks and
one jump diffusion risk with small jump sizes. Therefore, the pricing kernel is related to four risk sources
and so we can define the pricing kernel pi(t) as follows:
dpi(t)
pi(t)
= −r(t)dt − γ1(t)dW1(t)− γ2(t)dW2(t)− γ3(t)dW3(t) +
∫
R
(ez − 1)N˜z(dt, dz), (14)
where γi(t) is the market price of the i-th diffusion risk (risk premium) fromWi(t) and the new compensated
jump measure of pi(t) is formulated by
N˜z(dt, dz) = Nz(dt, dz)− νz(dz)dt (15)
here Nz(dt, dz) is a new jump measure and νz(dz) is a new Le´vy kernel for z. Based on the analysis of
Proposition 2.1, we know that the risk premium contributed by the Brownian motionW1(t) is (ϑ−σρI)V (t).
Then the market price of the first diffusion risk from W1(t) is given by
γ1(t) =
(ϑ− σρI)V (t)√
V (t)
= (ϑ− σρI)
√
V (t).
Moreover, making use of the martingale condition of pricing kernel pi(t), we can get the pricing kernel under
the production economy by the following proposition.
Proposition 2.2. In the production economy, the pricing kernel pi(t) for (1) satisfies the following equation
dpi(t)
pi(t)
= −r(t)dt− (ϑ− σρI)
√
V (t)dW1(t)− γ2(t)dW2(t)− γ3(t)dW3(t) +
∫
R
(ez − 1)N˜z(dt, dz), (16)
6
where N˜z(dt, dz) is given by (15) such that∫
R
(ex − 1)e−ϑxνx(dx) =
∫
R2
ez(ex − 1)νz,x(dz × dx). (17)
Proof. The proof is similar to the one of Proposition 5 in [16] and so we omit it here.
Remark 2.1. We note that the risk premium γ2(t) with respect to the volatility V (t) can not be obtained
by applying the martingale condition to Brownian motion W2(t). In fact, the risk premium γ2(t) depends
not only on the volatility V (t) but also on the price of stock S(t). The same holds true for the risk premium
γ3(t) with respect to the interest rate r(t). However, the distribution of the Le´vy kernel vx,z in (16) can be
arbitrary, as long as it satisfies (17) (see, for example, [5, 6, 25]).
Generally, in order to price derivatives, we attempt to look for a so-called equivalent martingale measure
Q such that Q ∼ P. It is not easy to determine γ2(t), γ3(t) and the distribution of jump process in the
physical measure P, so we need to get the particular forms of the stochastic processes in a risk-neutral
measure Q. Define a Radon-Nikody´m derivative as follows
Z(t) :=
dQ
dP
:= e
∫
t
0
r(s)dspi(t). (18)
Then the asset pricing formula can be rewritten by following lemma under the risk-neutral measure Q.
Lemma 2.1. Under the risk-neutral measure Q, the asset pricing formula is given by
p(t) = EQt
[
e−
∫
T
t
r(s)dsp(T )
]
.
Proof. By the definition of pricing kernel, we have
e−
∫
t
0
r(s)dsp(t) = e−
∫
t
0
r(s)dsEPt
[
pi(T )
pi(t)
p(T )
]
= EPt
[
e−
∫
T
0
r(s)dsZ(T )
Z(t)
p(T )
]
= EQt
[
e−
∫
T
0
r(s)dsp(T )
]
,
which just proves our result since e−
∫
t
0
r(s)ds is Ft-measurable.
From Proposition 2.2, Lemma 2.1 and Girsanov Theorem (see [26, 27, 30, 31]), we know that the stochastic
system (1) can be changed from P into Q. Thus, Brownian motions, the compensated jump measure and
the parameters in (1) can be transformed from P into Q. In order to ensure the mean-reverting speed of the
volatility and the interest rate in (1) under Q are both constants, we employ Heston’s assumptions on the
parameters of mean-reverting process.
As illustrated in [21], Heston applied Breeden’s consumption-based model to yield a volatility risk pre-
mium having form λ(t, S(t), ν(t)) = λν(t) for the CIR square-root process ν(t). Inspired by Heston’s idea,
in this paper, we assume that the risk premiums of volatility V (t) and interest rate r(t) as follows
λ1(t, S(t), V (t), r(t)) = λ1V (t), λ2(t, S(t), V (t), r(t)) = λ2r(t),
where λ1 and λ2 are two constants. Then it follows from [21] that parameters in the pricing kernel pi can be
given by γ2(t) = λ1
√
V (t)/σ and γ3(t) = λ2
√
r(t)/η, respectively. To obtain the new form of (1) under Q,
we consider transformations given by
dWQ1 (t) = dW1(t) + γ1(t)dt = dW1(t) + (ϑ− σρI)
√
V (t)dt,
dWQ2 (t) = dW2(t) + γ2(t)dt = dW2(t) + λ1
√
V (t)/σdt
7
and
dWQ3 (t) = dW3(t) + γ3(t)dt = dW3(t) + λ2
√
V (t)/σdt.
Consequently, the stock price, the volatility process and the interest rate process at time t under Q can
be rewritten as follows
dS(t) = r(t)S(t−)dt +
√
V (t)S(t−)dWQ1 (t) +
∫
R
(ex − 1)S(t−)N˜Qx (dt, dx), S(0) = S0 > 0,
dV (t) = κQ(θQ − V (t))dt+ σ
√
V (t)
(
ρdWQ1 (t) +
√
1− ρ2dWQ2 (t)
)
, V (0) = V0 > 0,
dr(t) = αQ(βQ − r(t))dt + η
√
r(t)dWQ3 (t), r(0) = r0 > 0,
(19)
where dWQi (t) = dWi(t) + γi(t)dt is a Brownian motion under Q for i = 1, 2, 3,
N˜Qx (dt, dx) = Nx(dt, dx) − vQx (dx)dt, vQx (dx)dt =
∫
R
ezvx,z(dx× dz)dt,
and
κQ = κ+ ρσ(ϑ − σρI) + λ1
√
1− ρ2, θQ = κθ
κQ
, αQ = α+ λ2, β
Q =
αβ
α+ λ2
are four risk-neutral parameters.
Remark 2.2. Clearly, N˜x and N˜
Q
x appeared in (1) and (19) should satisfy the following conditions∫
R
(ex − 1)vx(dx) < +∞,
∫
R
(ex − 1)vQx (dx) < +∞.
2.2 Pricing formula for variance swaps
We recall that a variance swap is a forward contract on the future realized variance (for short RV) of returns
for a specified asset with a maturity T > 0 and a constant strike level K > 0. At the maturity time T , the
payoff of a variance swap can be evaluated as V (T ) = (RV − K) × L, where L is the notional amount of
the swap in dollars and RV is the sum of squared returns of asset. In the risk-neutral world, the value of a
variance swap is the conditional expectation of its future payoff with respect to Q defined by
V (t) = EQ
[
e−
∫
T
t
r(s)ds(RV −K)× L
∣∣Ft] .
Since it is defined in the class of forward contracts, we know that V (0) = 0. The calculation of above
expectation is difficult due to it involves the joint distribution of the interest rate and the future payoff.
Noticing that the price of a T -maturity zero-coupon bond at t = 0 is given by
P (0, T ) = EQ
[
e−
∫
T
0
r(s)ds|F0
]
,
we can consider the pricing problem under the T -forward measure QT instead of the risk-neutral measure Q
and so
V (0) = EQ
[
e−
∫
T
0
r(s)ds(RV −K)× L
∣∣F0] = P (0, T )ET [(RV −K)× L∣∣F0] ,
where ET [·|F0] denotes the expectation under QT with respect to F0 at t = 0. Thus, the fair delivery strike
price of a variance swap is given by
KV = E
T [RV |F0].
To calculate KV , we study the system (19) under the T -forward measure Q
T . By applying the term
structure theory of interest rate (see, e.g., [3]), we get
N1,t = e
∫
t
0
r(s)ds
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under the measure Q and
N2,t = P (t, T ) = A(t, T )e
−B(t,T )r(t)
under the measure QT , where
A(t, T ) =
 2eαQ+√(αQ)2+2η2 T−t2 √(αQ)2 + 2η2
2
√
(αQ)2 + 2η2 +
(
αQ +
√
(αQ)2 + 2η2
)(
e(T−t)
√
(αQ)2+2η2 − 1
)

2αQβQ
η2
,
and
B(t, T ) =
e(T−t)
√
(αQ)2+2η2 − 1
2
√
(αQ)2 + 2η2 +
(
αQ +
√
(αQ)2 + 2η2
)(
e(T−t)
√
(αQ)2+2η2 − 1
) .
Using Itoˆ Lemma, we have
d lnN1,t = r(t)dt =
(∫ t
0
αQ(βQ − r(s))ds + η
√
r(s)dWQ3 (s)
)
dt
and
d lnN2,t =
[
A′(t, T )
A(t, T )
−B′(t, T )r(t) −B(t, T )αQ(βQ − r(t))
]
dt−B(t, T )η
√
r(t)dWQ3 (t),
where A′(t, T ) and B′(t, T ) are the partial derivatives with respect to t.
From the above discussion, we have the following result.
Lemma 2.2. System (19) can be transformed into the following system under QT :
dS(t) = r(t)S(t−)dt +
√
V (t)S(t−)dW ∗1 (t) +
∫
R
(ex − 1)S(t−)N˜∗x(dt, dx), S(0) = S0 > 0,
dV (t) = κ∗(θ∗ − V (t))dt + σ
√
V (t)(ρdW ∗1 (t) +
√
1− ρ2dW ∗2 (t)), V (0) = V0 > 0,
dr(t) =
[
α∗β∗ − (α∗ +B(t, T )η2) r(t)] dt+ η√r(t)dW ∗3 (t), r(0) = r0 > 0,
(20)
where
dW ∗1 (t) = dW
Q
1 (t), N˜
∗
x(dt, dx) = N˜
Q
x (dt, dx), κ
∗ = κQ, θ∗ = θQ, dW ∗2 (t) = dW
Q
2 (t)
and
α∗ = αQ, β∗ = βQ, dW ∗3 (t) = dW
Q
3 (t) +B(t, T )η
√
r(t)dt.
Remark 2.3. Lemma 2.2 shows that the transformation of measure only depends on the interest rate pro-
cesses.
Proposition 2.3. Let X(t) = lnS(t) be the log-price process and B(t) = B(T − t, T ). Then the joint
moment-generating function of joint processes X(t), V (t) and r(t) in (20) can be defined as follows
U(t,X, V, r) := ET [exp(ωXT + ϕVT + ψrT + χ)|X(t) = X,V (t) = V, r(t) = r] ,
where ϕ, ψ and χ are constant parameters. Moreover, if
σ −√σ2 + 4κ∗2
2σ
< ω ≤ 0, ϕ ≤ 0, ψ ≤ 0,
then the value of U(τ,X, V, r) at τ := T − t is given by
U(τ,X, V, r) = exp(ωX + C(τ ; q)V +D(τ ; q)r + E(τ ; q)),
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where q = (ω, ϕ, ψ, χ) and C(τ ; q), D(τ ; q), E(τ ; q) satisfy
dC(τ ; q)
dτ
=
1
2
σ2C2(τ ; q) + (ρσω − κ∗)C(τ ; q) + 1
2
(ω2 − ω),
dD(τ ; q)
dτ
=
1
2
ηD2(τ ; q) − (α∗ +B(τ)η2)D(τ ; q) + ω,
dE(τ ; q)
dτ
= κ∗θ∗C(τ ; q) + α∗β∗D(τ ; q) +
∫
R
[(eωx − 1)− ω(ex − 1)] ν∗x(dx)
(21)
with initial conditions
C(0; q) = ϕ, D(0; q) = ψ, E(0; q) = χ. (22)
Proof. It follows from (20) that
dX(t) =
(
r(t) − 1
2
V (t)
)
dt+
√
V (t)dW ∗1 (t) +
∫
R
(ex − 1)N˜∗x(dt, dx), S(0) = S0 > 0,
dV (t) = κ∗(θ∗ − V (t))dt + σ
√
V (t)(ρdW ∗1 (t) +
√
1− ρ2dW ∗2 (t)), V (0) = V0 > 0,
dr(t) =
[
α∗β∗ − (α∗ +B(t, T )η2) r(t)] dt+ η√r(t)dW ∗3 (t), r(0) = r0 > 0.
(23)
Next we prove that {U(t,Xt, Vt, rt)}0≤t≤T is an Ft-martingale. In fact, by the Markov property of X,V, r,
one has
ET [U(t,Xt, Vt, rt)|Fs] = ET [ET [exp(ωXT + ϕVT + ψrT + χ)|Ft]|Fs]
= ET [exp(ωXT + ϕVT + ψrT + χ)|Fs]
= U(s,Xs, Vs, rs).
Thus, it suffices to prove that
ET [U(t,Xt, Vt, rt)] = E
T [exp(ωXT + ϕVT + ψrT + χ)] < +∞
for each 0 ≤ t ≤ T . Denote
I1 =E
T
[
exp
(
ϕVT − ω
2
∫ T
0
Vtdt+ ω
∫ T
0
√
VtdW1(t)
)]
,
I2 =E
T
[
exp
(
ψrT + ω
∫ T
0
r(t)dt
)]
,
I3 =E
T
[
exp
(
ω
∫ T
0
∫
R
(ex − 1)N˜∗x(dt, dx)
)]
.
Since ϕ ≤ 0 and σ−
√
σ2+4κ∗2
2σ < ω ≤ 0, we know that ω
2−ω
2 <
κ∗2
2σ2 and so Corollary 5 (for the one-dimensional
case) in [7] shows that
I1 = E
T
[
ET
[
exp
(
ϕVT − ω
2
∫ T
0
Vtdt+ ω
∫ T
0
√
VtdW1(t)
) ∣∣∣∣V (t)0≤t≤T
]]
≤ ET
[
exp
(
ω2 − ω
2
∫ T
0
Vtdt
)]
< +∞.
By conditions ω ≤ 0 and ψ ≤ 0, the positive property of r implies that I2 ≤ 1. Since 1−eω(ex−1) ≤ −ω(ex−1),
it is seen by Remark 2.2 and Proposition 11.2.2.5 in [26] that I3 < +∞ and so
ET [exp(ωXT + ϕVT + ψrT + χ)] = I1I2I3 < +∞,
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which shows that {U(t,Xt, Vt, rt)}0≤t≤T is an Ft-martingale.
Now by applying Itoˆ Lemma to U(t,Xt, Vt, rt), we can obtain a partial integral-differential equation
(PIDE) for U(t,X, V, r) as follows
0 =
∂U
∂t
+
(
r − 1
2
V
)
∂U
∂X
+ [κ∗(θ∗ − V )]∂U
∂V
+
[
α∗β∗ − (α∗ +B(t, T )η2)r] ∂U
∂r
+
1
2
V
∂2U
∂X2
+ ρσV
∂2U
∂X∂V
+
1
2
σ2V
∂2U
∂V 2
+
1
2
η2r
∂2U
∂r2
+
∫
R
[
U(t−, X + x, V, r) − U(t−, X, V, r)− (ex − 1) ∂U
∂X
]
ν∗x(dx).
Denoting τ = T − t , we get
∂U
∂τ
= (r − 1
2
V )
∂U
∂X
+ [κ∗(θ∗ − V )]∂U
∂V
+
[
α∗β∗ − (α∗ +B(τ)η2)r] ∂U
∂r
+
1
2
V
∂2U
∂X2
+ ρσV
∂2U
∂X∂V
+
1
2
σ2V
∂2U
∂V 2
+
1
2
η2r
∂2U
∂r2
+
∫
R
[
U(τ,X + x, V, r) − U(τ,X, V, r)− (ex − 1) ∂U
∂X
]
ν∗x(dx). (24)
Thanks to the affine structure in the SVSJ model, (24) admits an analytic solution of the following form:
U(τ,X, V, r) = exp(ωX + C(τ ; q)V +D(τ ; q)r + E(τ ; q)) (25)
with the initial condition
U(0, X, V, r) = exp(ωX + ϕV + ψr + χ).
Combining (25) with (24), we find that C(τ ; q), D(τ ; q), E(τ ; q) satisfy system (21) with initial conditions
(22).
Remark 2.4. We note that σ−
√
σ2+4κ∗2
2σ < ω ≤ 0, ϕ ≤ 0 and ψ ≤ 0 are sufficient (but not necessary)
conditions to ensure that {U(t,Xt, Vt, rt)}0≤t≤T is an Ft-martingale. Using the terminology in [11], it is
easy to see that (21), (23), and (25) are “well-behaved” at (q, T ).
Proposition 2.4. If all the conditions of Theorem 2.3 holds, then U(τ,X, V, r) can be expressed as
U(τ,X, V, r) = exp(ωX + C(τ ; q)V +D(τ ; q)r + E(τ ; q)),
where
q = (ω, ϕ, ψ, χ),
C(τ ; q) =
ϕ (ξ− exp(−ζτ) + ξ+) + (ω2 − ω) (1− exp(−ζτ))
(ξ+ + ϕσ2) exp(−ζτ) + ξ− − ϕσ2 ,
D(τ ; q) = G(τ)F (τ)−1 ,
E(τ ; q) = χ− 2κ
∗θ∗
σ2
[
ξ+τ + 2 ln
(ξ+ + ϕσ
2) exp(−ζτ) + ξ− − ϕσ2
2ζ
]
+ α∗β∗
∫ τ
0
G(u)F (u)−1du+ Jτ,
ξ± = ζ ∓ (κ∗ − ρσω),
ζ =
√
(κ∗ − ρσω)2 + σ2(ω − ω2),
J =
∫
R
[(eωx − 1)− ω(ex − 1)] ν∗x(dx)
with [
F (τ)
G(τ)
]
= T exp
[
1
2
∫ τ
0 (α
∗ +B(t)η2)dt − 12ητ
−ωτ − 12
∫ τ
0
(α∗ +B(t)η2)dt
]
,
and T exp denotes the time ordered exponential.
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Proof. For simplicity, C(τ ; q), D(τ ; q) and E(τ ; q) are replaced with C(τ), D(τ) and E(τ), respectively. By
the assumption C(τ) = − 2I′(τ)σ2I(τ) , we know that the Riccati equation
dC(τ)
dτ
=
1
2
σ2C2(τ) + (ρσω − κ∗)C(τ) + 1
2
(ω2 − ω),
C(0) = ϕ
can be transformed to the following form
I ′′(τ) − (ρσω − κ∗)I ′(τ) + 1
4
σ2(ω2 − ω)I(τ) = 0,
− 2I
′(0)
σ2I(0)
= ϕ.
It follows that
I(τ) =
I(0)
2ζ
[
(ξ+ + ϕσ
2) exp(−1
2
ξ−τ) + (ξ− − ϕσ2) exp(−1
2
ξ+τ)
]
,
where
ζ =
√
(κ∗ − ρσω)2 + σ2(ω − ω2), ξ± = ζ ∓ (κ∗ − ρσω).
Therefore,
C(τ) =
ϕ (ξ− exp(−ζτ) + ξ+) + (ω2 − ω)(1− exp(−ζτ))
(ξ+ + ϕσ2) exp(−ζτ) + ξ− − ϕσ2 .
Let K(τ) = −D(τ) for 0 ≤ τ ≤ T . Then it follows that
dK(τ)
dτ
= −1
2
ηK2(τ)− (α∗ +B(τ)η2)K(τ)− ω (26)
with the initial condition K(0) = −ψ. Since ω ≤ 0 and ψ ≤ 0, by Theorem 8.5 in [17], we know that the
solution of (26) exists for 0 ≤ τ ≤ T . Furthermore, Theorem 3.2 of [17] implies that K(τ) can be expressed
as follows
K(τ) =
G(τ)
F (τ)
,
where G(τ) and F (τ) satisfy the following differential equations:
− d
dτ
[
F (τ)
G(τ)
]
=
[
− 12 (α∗ +B(τ)η2) 12η
ω 12 (α
∗ +B(τ)η2)
][
F (τ)
G(τ)
]
. (27)
Clearly, it follows from (27) that[
F (τ)
G(τ)
]
= T exp
[
1
2
∫ τ
0 (α
∗ +B(t)η2)dt − 12ητ
−ωτ − 12
∫ τ
0
(α∗ +B(t)η2)dt
]
.
Let
J =
∫
R
[(eωx − 1)− ω(ex − 1)]ν∗x(dx).
Then, it follows from (21) that
E(τ) = χ+ κ∗θ∗
∫ τ
0
C(u)du + α∗β∗
∫ τ
0
D(u)du + Jτ
= χ− 2κ
∗θ∗
σ2
[
ξ+τ + 2 ln
(ξ+ + ϕσ
2) exp(−ζτ) + ξ− − ϕσ2
2ζ
]
− α∗β∗
∫ τ
0
G(u)F (u)−1du+ Jτ.
This completes the proof.
Remark 2.5. We would like to mention some facts as follows:
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(i) Proposition 2.4 gives a representation of the joint moment-generating function U(τ,X, V, r) of the
log-return process X, the volatility V and the interest rate r. The fact that the moment-generating
function can be expressed by an affine form turns out to be of fundamental importance in applications
of stochastic volatility models (see, for example, [11, 25, 30, 33]).
(ii) It is difficult to give an exact closed form solution for Ricatti equation (27) and so we should employ
the numerical methods to solve it.
(iii) By Theorem 8.5 in [17] and the conditions σ−
√
σ2+4κ∗2
2σ < ω ≤ 0, ϕ ≤ 0 and ψ ≤ 0, we know that
C(τ ; q) and D(τ ; q) stay non-positive for 0 ≤ τ ≤ T .
Now we are in the position to price variance swaps by employing the joint moment-generating function
given above.
Proposition 2.5. The fair strike price of variance swaps is given by
KV = NA×
n∑
i=1
∂2
∂ω2
exp(C(ti−1; q2)V0 +D(ti−1; q2)r0 + E(ti−2; q2))
∣∣∣∣∣
ω=0−
, (28)
where q2 = (0, C(∆t; q1), D(∆t; q1), E(∆t; q1)), NA is the nominal amount and ω = 0
− represents the left
derivative at ω = 0.
Proof. Recall the definition of RV, we get
RV =
N∑
i=1
(
ln(Sti)− ln(Sti−1)
)2 ×NA = N∑
i=1
(
ln
Sti
Sti−1
)2
×NA.
Under the T -forward measure, the fair delivery price can be given as follows
KV = E
T [RV |F0] = ET
[
N∑
i=1
(
ln
Sti
Sti−1
)2 ∣∣∣∣F0
]
×NA.
Using the fact that X(t) = lnS(t), we get
ET
[(
ln
Sti
Sti−1
)2 ∣∣∣∣F0
]
= ET
[
∂2
∂ω2
exp(ω(Xti −Xti−1))
∣∣∣∣F0]∣∣∣∣
ω=0−
=
∂2
∂ω2
ET
[
exp(ω(Xti −Xti−1))|F0
]∣∣∣∣
ω=0−
=
∂2
∂ω2
ET
[
ET [exp(ωXti |Fti−1 ] exp(−ωXti−1))|F0
]∣∣∣∣
ω=0−
=
∂2
∂ω2
ET
[
exp(ωXti−1 + C(∆t; q1)Vti−1 +D(∆t; q1)rti−1 + E(∆t; q1)) exp(−ωXti−1)|F0
]∣∣∣∣
ω=0−
=
∂2
∂ω2
ET
[
exp(C(∆t; q1)Vti−1 +D(∆t; q1)rti−1 + E(∆t; q1))|F0
]∣∣∣∣
ω=0−
=
∂2
∂ω2
exp(C(ti−1; q2)V0 +D(ti−1; q2)r0 + E(ti−2; q2))
∣∣∣∣
ω=0−
, (29)
where q1 = (ω, 0, 0, 0). Thus, the fair strike price of variance swaps is the multiply of the nominal amount
NA and the Riemann-Stieltjes integral of above formula over the sampling interval [0, T ].
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Remark 2.6. It follows from Remark 2.5 (iii) that C(∆t; q1) ≤ 0 and D(∆t; q1) ≤ 0. Thus, C(ti−1; q2),
D(ti−1; q2) and E(ti−2; q2) in (28) can be obtained by using Theorem 2.3 and Proposition 2.5.
Remark 2.7. For high-order moment swaps, we also have
ET
[(
ln
Sti
Sti−1
)m ∣∣∣∣F0] = ∂m∂ωm exp(C(ti−1; q2)V0 +D(ti−1; q2)r0 + E(ti−2; q2))
∣∣∣∣
ω=0−
,
where q1 = (ω, 0, 0, 0) and
q2 = (0, C(∆t; q1), D(∆t; q1), E(∆t; q1)) .
When m = 2, the second-moment swaps becomes so called variance swaps which are based on the realized
variance and provide protection against unexpected or unfavorable change in volatility. When m = 3, the
third-moment swaps become so called skewness swaps which are based on the realized skewness and provide
protection against unexpected or unfavorable change in the symmetry of the distribution. When m = 4, the
fourth-moment swaps become so called kurtosis swaps which are based on the realized kurtosis and provide
protection against unexpected or unfavorable change in the tail behaviour of the distribution. It is worth to
mention that the method presented in this paper can be used to solve the fair strike price of high moment risk
premium to hedge relational risks, such as skewness swaps and kurtosis swaps.
3 Stochastic volatility model with jumps and CIR Model: full
correlation case
In this section, we study the problem of pricing variance swaps under the stochastic volatility model with
jumps and CIR Model under full correlation case.
3.1 Model reformulation
Assume that the correlations involved in model (1) can be given by
(dW1(t), dW2(t)) = ρ12dt = ρ21dt, (dW1(t), dW3(t)) = ρ13dt = ρ31dt, dW2(t), dW3(t)) = ρ23dt = ρ32dt,
where −1 ≤ ρij ≤ 1 for all i, j = 1, 2, 3 which are constants. Then, the stock price, the volatility process and
the interest rate process at time t in the risk-neutral probability measure Q can be rewritten as
dS(t) =r(t)S(t−)dt+
√
V (t)S(t−)dWQ1 (t) +
∫
R
(ex − 1)S(t−)N˜Qx (dt, dx),
dV (t) =κQ(θQ − V (t))dt + σ
√
V (t)
(
ρ12dW
Q
1 (t) +
√
1− ρ212dWQ2 (t)
)
,
dr(t) =αQ(βQ − r(t))dt + η
√
r(t)
(
ρ13dW
Q
1 (t) +
ρ23 − ρ12ρ13√
1− ρ212
dWQ2 (t)
+
√√√√1− ρ213 −
(
ρ23 − ρ12ρ13√
1− ρ212
)2
dWQ3 (t)
)
,
(30)
where dWQi (t) = dWi(t) + γi(t)dt is a Brownian motion under the risk-neutral measure for i = 1, 2, 3,
vQx (dx)dt =
∫
R
ezvx,z(dx × dz)dt, N˜Qx (dt, dx) = Nx(dt, dx) − vQx (dx)dt,
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and
κQ = κ+ λ1, θ
Q =
κθ
κ+ λ1
, αQ = α+ λ2, β
Q =
αβ
α+ λ2
are risk-neutral parameters.
Similar to the discussion in Section 2, we obtain the system (30) under the forward measure QT :
dS(t) =
(
r(t) − ρ13B(t, T )η
√
V (t)
√
r(t)
)
S(t−)dt+
√
V (t)S(t−)dW ∗1 (t)
+
∫
R
(ex − 1)S(t−)N˜∗x(dt, dx),
dV (t) =
(
κ∗(θ∗ − V (t)) − ρ23σB(t, T )η
√
V (t)
√
r(t)
)
dt+ σ
√
V (t)dW ∗2 (t),
dr(t) =
(
α∗β∗ − (α∗ +B(t, T )η2) r(t)) dt+ η√r(t)dW ∗3 (t),
(31)
where
dW ∗1 (t) = ρ13B(t, T )η
√
r(t)dt+ dWQ1 (t),
N˜∗x(dt, dx) = N˜
Q
x (dt, dx), κ
∗ = κQ, θ∗ = θQ, α∗ = αQ, β∗ = βQ,
dW ∗2 (t) = ρ23B(t, T )η
√
r(t)dt+
(
ρ12dW
Q
1 (t) +
√
1− ρ212dWQ2 (t)
)
,
and
dW ∗3 (t) =
(
ρ13dW
Q
1 (t) +
ρ23 − ρ12ρ13√
1− ρ212
dWQ2 (t) +
√
1− ρ213 − (
ρ23 − ρ12ρ13√
1− ρ212
)2dWQ3 (t)
)
+B(t, T )η
√
r(t)dt.
3.2 Pricing formula for variance swaps
Using Feynman-Kac theorem, similar to the proof of Theorem 2.3, we can show that the joint moment
generating function U(τ,X, V, r) is governed by the following PIDE:
∂U
∂τ
=
1
2
V
∂2U
∂X2
+
1
2
σ2V
∂2U
∂V 2
+
1
2
η2r
∂2U
∂V 2
+ ρ12σV
∂2U
∂X∂V
+ ρ13η
√
r(T − τ)
√
V (T − τ) ∂
2U
∂X∂r
+
[
r − ρ13B(τ)η
√
r(T − τ)
√
v(T − τ) − 1
2
V
]
∂U
∂X
+
[
κ∗(θ∗ − V )− ρ23σB(τ)η
√
r(T − τ)
√
V (T − τ)
] ∂U
∂V
+
[
α∗β∗ − (α∗ +B(τ)η2)r] ∂U
∂r
+ ρ23ση
√
r(T − τ)
√
V (T − τ) ∂
2U
∂V ∂r
+
∫
R
[
U(t−, X + x, V, r) − U(t−, X, V, r)− (ex − 1) ∂U
∂X
]
ν∗x(dx).
(32)
We note that the techniques for solving U(τ,X, V, r) in Section 2 could not be applied to handle PIDE
(32) because it contains the non-affine term of
√
r(T − τ)
√
V (T − τ). Thus, we should employ the methods
introduced by Grzelak et al. [19] to estimate the value of
√
r(T − τ)
√
V (T − τ). To this end, we need the
following lemmas.
Lemma 3.1. ([19]) For a CIR-type process V (t) driven by the stochastic differential equation
dV (t) = κ(θ − V (t))dt+ σ
√
V (t)dW (t),
the expectation and variance of
√
V (t) are given by
E
(√
V (t)
)
=
√
2c(t)e−λ(t)/2
∞∑
k=1
1
k!
(λ(t)/2)k
Γ(1+d2 + k)
Γ(d2 + k)
,
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and
Var
(√
V (t)
)
= c(t)(d+ λ(t)) − 2c(t)e−λ(t)
( ∞∑
k=1
1
k!
(λ(t)/2)k
Γ(1+d2 + k)
Γ(d2 + k)
)2
,
where
c(t) =
1
4κ
σ2(1− e−κt), d = 4κθ
σ2
, λ(t) =
4κe−κtV (0)
σ2(1− e−κt) ,
with Γ(k) being the gamma function defined by
Γ(k) =
∫ ∞
0
tk−1e−tdt.
Lemma 3.2. ([19]) The expectation of
√
V (t) can be approximated by following
E
(√
V (t)
)
=
√
c(t)(λ(t) − 1) + c(t)d+ c(t)d
2(d+ λ(t))
=: Ω1(t),
where c(t), d and λ(t) are given in Lemma 3.1.
In order to get a close form expression for moment generating function, we simplify Ω1(t) in Lemma 3.2.
The expectation E
(√
V (t)
)
can be further appropriated by the following form
E
(√
V (t)
)
≈ a+ be−ct =: Ω2(t), (33)
where a, b and c are constants. The values of parameters a, b and c can be solved via an optimization
problem as follows
min
a,b,c
‖ Ω1(t)− Ω2(t) ‖p,
where ‖ · ‖p is a p-norm with p > 1.
Lemma 3.3. ([19]) The values of parameters a, b and c can be estimated by
a =
√
θ − σ
2
8κ
, b =
√
V (0)− a, c = − ln(b−1(Ω1(1)− a)),
where Ω1(t) is given by Lemma 3.2.
Inspired by Lemma 3.2, the expectation E
(√
r(t)
)
for a CIR-type process r(t) can be given by
E
(√
r(t)
)
=
√
c˜(t)(λ˜(t)− 1) + c˜(t)d˜+ c˜(t)d˜
2(d˜+ λ˜(t))
=: Ω˜1(t)
with
c˜(t) =
1
4α
η2(1− e−αt), d˜ = 4αβ
η2
, λ˜(t) =
4αe−αtr(0)
η2(1− e−αt)
and
E
(√
r(t)
)
≈ a˜+ b˜e−c˜t =: Ω˜2(t), (34)
where
a˜ =
√
β − η
2
8α
, b˜ =
√
r(0)− a˜, c˜ = − ln(˜b−1(Ω˜1(1)− a˜)).
Let ρ˜ denote the correlation of
√
V (t) and
√
r(t). Then it is obvious that the E
(√
V (t)
√
r(t)
)
can be
expressed in the following form
E
(√
V (t)
√
r(t)
)
= E
(√
V (t)
)
E
(√
r(t)
)
+ ρ˜Var
(√
V (t)
)
Var
(√
r(t)
)
.
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By computing the Itoˆ differentials of two functions F1(t, V (t)) =
√
V (t) and F2(t, r(t)) =
√
r(t), respectively,
we have (
d
√
V (t), d
√
r(t)
)
=
(
1
2
σdW2(t),
1
2
ηdW3(t)
)
=
1
4
σηρ23dt,
which implies that ρ˜ = 14σηρ23. Note that
Var(
√
V (t)) ≈ Var(V (t))
4E(V (t))
, Var(
√
r(t)) ≈ Var(r(t))
4E(r(t))
.
It follows from Lemmas 3.1 and 3.2 that
Var(
√
V (t)) ≈
[
c(t)− c(t)d
2(d+ λ(t))
]
=: Ψ(t) (35)
and
Var(
√
r(t)) ≈
[
c˜(t)− c˜(t)d˜
2(d˜+ λ˜(t))
]
=: Ψ˜(t). (36)
This shows that
E
(√
V (t)
√
r(t)
)
≈ 1
4
σηρ23
√
Ψ(t)Ψ˜(t) + Ω2(t)Ω˜2(t), (37)
where Ψ(t), Ψ˜(t), Ω2(t) and Ω2(t) are determined by (35), (36), (33) and (34), respectively. Thus, we
conclude the following proposition.
Proposition 3.1. Let E(τ) = E
(√
V (T − τ)
√
r(T − τ)
)
. If
σ −√σ2 + 4κ∗2
2σ
< ω ≤ 0, ϕ ≤ 0, ψ ≤ 0,
then the price of variance swaps under full correlation case can be given by
KV = NA×
n∑
i=1
∂2
∂ω2
exp(C(ti−1; q2)V0 +D(ti−1; q2)r0 + E(ti−2; q2))
∣∣∣∣∣
ω=0−
, (38)
where q2 = (0, C(∆t; q1), D(∆t; q1), E(∆t; q1)), NA is the nominal amount and ω = 0
− represents the left
derivative at ω = 0, C(ti−1; q2) and D(ti−1; q2) are given by Proposition 2.4, and
E(τ ; q) =χ− 2κ
∗θ∗
σ2
[
ξ+τ + 2 ln
(ξ+ + ϕσ
2) exp(−ζτ) + ξ− − ϕσ2
2ζ
]
+ α∗β∗
∫ τ
0
G(u)F (u)−1du + Jτ
+
∫ τ
0
(ρ13ηωE(u)B(u) + ρ13ηωE(u)D(u; q)− ρ23σηE(u)B(u)C(u; q) + ρ23σηE(u)C(u; q)D(u; q)) du,
with [
F (τ)
G(τ)
]
= T exp
[
1
2
∫ τ
0
(α∗ +B(t)η2)dt − 12ητ
−ωτ − 12
∫ τ
0 (α
∗ +B(t)η2)dt
]
.
Proof. For σ−
√
σ2+4κ∗2
2σ < ω ≤ 0, ϕ ≤ 0 and ψ ≤ 0, we know that the joint moment-generating function of
the joint process X(t), V (t) and r(t) in system (31) at τ := T − t is given by
U(τ,X, V, r) = exp(ωX + C(τ ; q)V +D(τ ; q)r + E(τ ; q)),
where q = (ω, ϕ, ψ, χ) and C(τ ; q), D(τ ; q), E(τ ; q) satisfy the following differential equations:
dC(τ ; q)
dτ
=
1
2
σ2C2(τ ; q) + (ρσω − κ∗)C(τ ; q) + 1
2
(ω2 − ω),
dD(τ ; q)
dτ
=
1
2
ηD2(τ ; q) − (α∗ +B(τ)η2)D(τ ; q) + ω,
dE(τ ; q)
dτ
=κ∗θ∗C(τ ; q) + α∗β∗D(τ ; q) + ρ13ηωE(τ)B(τ) + ρ13ηωE(τ)D(τ ; q) − ρ23σηE(τ)B(τ)C(τ ; q)
+ ρ23σηE(τ)C(τ ; q)D(τ ; q) +
∫
R
[(eωx − 1)− ω(ex − 1)] ν∗x(dx)
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with initial conditions
C(0; q) = ϕ, D(0; q) = ψ, E(0; q) = χ.
Since that the differential equations for C(τ ; q) and D(τ ; q) are similar to the equation in Proposition 2.3,
we only need to solve the equation for E(τ ; q). By employing the methods used in Proposition 2.3, we have
E(τ ; q) =χ− 2κ
∗θ∗
σ2
[
ξ+τ + 2 ln
(ξ+ + ϕσ
2) exp(−ζτ) + ξ− − ϕσ2
2ζ
]
− α∗β∗
∫ τ
0
G(u)F (u)−1du + Jτ
+
∫ τ
0
(ρ13ηωE(u)B(u) + ρ13ηωE(u)D(u; q)− ρ23σηE(u)B(u)C(u; q) + ρ23σηE(u)C(u; q)D(u; q)) du
with [
F (τ)
G(τ)
]
= T exp
[
1
2
∫ τ
0
(α∗ +B(t)η2)dt − 12ητ
−ωτ − 12
∫ τ
0 (α
∗ +B(t)η2)dt
]
.
Similar to the proof of Theorem 2.5, we know that the price of variance swaps can be given by
KV = NA×
n∑
i=1
∂2
∂ω2
exp(C(ti−1; q2)V0 +D(ti−1; q2)r0 + E(ti−2; q2))
∣∣∣∣∣
ω=0−
and so (38) holds.
Remark 3.1. From (29) and Proposition 2.5, we know that KV can be formulated by variables Vti and rti . It
follows from [29] that variables Vti and rti can be appropriated by normal random variables. Moreover, letting
Y (ti−1) = C(∆t; q1)Vti−1 +D(∆t; q1)rti−1 + E(∆t; q1), we know that the variable Y (ti−1) is a combination
of normal variables and thus derive its characteristic function. Thus, Proposition 3.1 shows that KV can be
obtained by
KV = NA× ∂
2
∂ω2
ET [exp (Y (ti−1)) |F0]
∣∣∣∣
ω=0−
.
4 Numerical experiments
We have built the variance swaps pricing framework and obtained the pricing formulas under stochastic
volatility with Le´vy kernel and stochastic interest model. In order to discuss the performance of the analytical
formulas for variance swaps, we present our numerical results in this section. In practice, as an example, we
introduce the stochastic volatility variance gama (for short SVVG) model of Le´vy process. Our presentation
follows the case of SVVG model.
4.1 Stochastic volatility variance gama model
The stochastic volatility variance gama model combines the variance gamma process with a stochastic volatil-
ity process. Here the VG process introduced by Madan (see, e.g., [25]) is a representative of infinite-activity
but finite-variation jump models. The variance gamma (VG) distribution was proposed for the modelling of
log return on stocks. Madan, Carr and Chang generalize this approach to non-symmetric VG distributions.
The Le´vy kernel of the VG process is
νx(dx) =

1
K
e−G+x
x
, x > 0,
1
K
e−G−|x|
|x| , x ≤ 0
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with
G± =
1√
1
4v
2
GK
2 + 12σ
2
GK ± 12vGK
,
where vG and σG are drift and volatility of Brown motion of the VG process, and K is the variance rate of
the gamma time change. To illustrate the VG distribution, we depict its Le´vy kernels with different model
parameters and we can observe the effects of these model parameters on the difference between various
kernels in Fig. 1.
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Figure 1: Comparison between different VG kernels with different model parameters
4.2 Numerical results
First, we show the equity premium φ of our model under the physical measure P. In this numerical example,
we set νG = 0.02, σG = 0.04 and K = 0.01. In addition, we take ρ = 0 in Proposition 2.1 for convenience.
Thus, we can obtain the form of φ as follows
φ = µ− r = ϑV (t) +
∫
R
(ex − 1)(1− e−ϑx)νx(dx).
This implies that the equity premium φ is stochastic. Fig. 2 describes several paths of the equity premium
φ. Here the parameters in V (t) are taken by V (0) = 0.035, κ = 0.3, θ = 0.05 and σ = 0.2. In Fig. 2, we can
find the equity premium φ is heavily dependent on the mean-reverting stochastic process V (t). This result
is different with [16], while the study of [16] is assumed that the volatility of underlying asset is constant.
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Figure 2: Pathes of equity premium φ
We note that the expectation of φ can be given by
EQ[φ] = ϑ
[
e−κtV (0) + θ(1 − e−κt)] + ∫
R
(ex − 1)(1− e−ϑx)νx(dx).
This value does not have the stochastic term and it can be effected by the value of the risk aversion coefficient
ϑ. Fig. 3 shows that the more risk averse ϑ is the investor, the higher is the equity premium φ. This result
is consistent with the one given in [30], which says that the investor needs more premium when he/she is
more risk-averse.
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Figure 3: The expectation of φ
Then, we imply Monte Carlo (for short MC) simulations to obtain numerical results as references for
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comparisons. The new parameters of our model under the risk-neural measure Q are given by Table 1.
The set of parameters was also adopted by Grzelak et al. [19]. The stochastic processes of the model are
discretized by using the simple Euler-Milstein scheme.
Table 1: Summary parameters of the model
Parameters S0 ρ V0 θ
Q κQ σ r0 α
Q βQ η vQG σ
Q
G T
Values 1 -0.40 0.22362 0.22362 2 0.1 0.05 1.2 0.05 0.01 0.001 0.001 1
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Figure 4: The comparison of our method for pricing variance swaps with MC simulations
Fig. 4 shows the comparison between the numerical results obtained from our pricing formula and Monte
Carlo simulations. Clearly, the results from our solution can match the results from the MC simulations.
For example, when the number of paths reaches in MC simulations, the relative difference between the error
between numerical results obtained from our pricing formulas and MC simulations is very close already. Such
a relative difference is further reduced when the number of paths increase. Also note that the convergence of
the MC simulations towards our solution. This means that the result provides a verification of our solutions.
To test the effects of the stochastic interest rate, we now calculate the fair strike values of variance swaps
with stochastic interest rate and deterministic interest rate, respectively. So we implement the analytical
pricing formula with the different parameters of stochastic interest rate to get numerical values of variance
swaps. For the variance swaps with constant deterministic interest rate, we implement the formula by Zhu
and Lian (see [34]). We can obtain values of variance swaps with constant deterministic interest rate by
setting αQ = 0, βQ = 0, and η = 0. From Fig. 5, we notice that with the increasing of sampling frequency,
the values of variance swaps are decreasing, converging to the continuous sampling counterpart. We can also
observe that, when the spot interest rate is equal to the long-term interest rate , the values of variance swaps
with stochastic interest rate coincide with the case of constant interest rate. This implies that the parameters
αQ and η have little effect on the values of variance swaps. Finally, we can see that, when βQ is increasing,
the values of variance swaps are increasing correspondingly. The implication is that the interest rate can
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impact the value of a variance swap, ignoring the effect of interest rate will result in miss-pricing. Because
interest rate is by the stochastic process, working out the analytical pricing formula for discretely-sampled
variance swaps can help pricing variance swaps more accurately.
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Figure 5: The comparison of our method for pricing variance swaps with different βQ value
5 Conclusions
In this paper, we investigated the pricing of discrete variance swaps in the framework of the stochastic interest
rate and stochastic volatility. We resolved the governing PIDE and derived an analytical pricing formula
based on the stochastic volatility model with jumps and the CIR model. By comparison to Monte-Carlo
simulations, our numerical results provided a verification for the correctness of the pricing formula presented
in this paper. With the availability of the analytical pricing formula, we also discussed the impact of the
interest rates on the values of variance swaps. We concluded that, although the variance swaps belong to
volatility derivatives, it is unreasonable to ignore the impact of the stochastic interest rates. Additionally,
the strike price of variance swap will increase with the rising of the parameters in the Le´vy kernel. More
precisely, the existence of jump risks requires more costs to hedge and so the price of variance swaps would
be higher.
We would like to point out that the pricing approach presented in this paper can be extended to some
other models in connection to the stochastic interest rate and the stochastic volatility, such as the Hull-White
interest rate model or the GARCH stochastic volatility model. We leave these problems for our future work.
References
[1] D.S. Bates, U.S. stock market crash risk, 1926-2010, J. Financ. Econ. 105 (2) (2012), 229-259.
[2] C. Bernard, Z. Cui, Prices and asymptotics for discrete variance swaps, Appl. Math. Finance 21 (2013),
140-173.
22
[3] D. Brigo., F. Mercurio, Interest Rate Model Theory an Practice: With Smile, Inflation and Credit,
Springer, Berlin, 2nd ed., 2007.
[4] J. Cao, G. Lian, T.R.N. Roslan, Pricing variance swaps under stochastic volatility and stochastic interest
rate, Appl. Math. Comput. 277 (2016), 72-81.
[5] P. Carr, D. Madan, R. Jarrow, Towards a theory of volatility trading, Volatility: New Estimation
Techniques for Pricing Derivatives, Risk Publiactions (1998), 417-427.
[6] P. Carr, L. Wu, What type of process underlies options? A simple robust test, J. Finance 58 (6)(2003),
2581-2610.
[7] G. Christian, S. Razvan, Derivative pricing with Wishart multivariate stochastic volatility, J. Bus. Econ.
Stat. 28(3)(2010), 438-451.
[8] G. Coqueret, B. Tavin, An investigation of model risk in a market with jumps and stochastic volatility,
Eur. J. Oper. Res. 253(3) (2016), 648-658.
[9] Z. Cui, J.L. Kirkby, N. Duy, A general framework for discretely sampled realized variance derivatives
in stochastic volatility models with jumps, Eur. J. Oper. Res. 262 (2017), 381-400.
[10] A. David, Le´vy Processes and Stochastic Calculus, Cambridge University Press, New York, 2004.
[11] D. Duffie, J. Pan, K. Singleton, Transform analysis and asset pricing for affine jump-diffusions, Econo-
metrica 68 (6)(2000), 1343-1376.
[12] R. Elliott, T. Siu, L. Chan, Pricing volatility swaps under Hestons stochastic volatility model with
regime switching, Appl. Math. Finance 14 (2007), 41-62.
[13] J. Falini, Pricing caps with HJM models: The benefits of humped volatility, Eur. J. Oper. Res. 207(3)
(2010), 1358-1367.
[14] J. Da Fonseca, On moment non-explosions for Wishart-based stochastic volatility models, Eur. J. Oper.
Res. 254(3) (2016), 889-894.
[15] D. Filipovic´a, E. Gourier, L. Mancini, Quadratic variance swap models, J. Financ. Econ. 119 (2016),
44-48.
[16] J. Fu, H.L. Yang, Equilibruim approach of asset pricing under Le´vy process, Eur. J. Oper. Res. 223
(2012), 701-708.
[17] F. Gerhard, A survey of nonsymmetric Riccati euqtions, Linear Algebra Appl. 351-352 (2002), 243-270.
[18] A. Grunbichler, F. Longstaff, Valuing futures and options on volatility, J. Bank Finance 20 (1996),
985-1001.
[19] L.A. Grzelak, C.W. Oosterlee, S.V. Weeren, On the Heston model with stochastic interest rates, SIAM
J. Financ. Math. 2 (2011), 255-286.
[20] D. Heath, R. Jarrow. A. Merton, Bond pricing and term structure of interest rates: A new methodology
for contingent claims valuation, Econometrica 60(1) (1992) , 77-105.
[21] S. Heston, A closed-form solution for options with stochastic volatility with applications to bond and
currency options, Rev. Financ. Stud. 6 (1993), 327-343.
23
[22] S. Heston, S. Nandi, Derivatives on Volatility: Some Simple Solutions Based on Observ-
ables, Federal Reserve Bank of Atlanta WP No. 2000-20, November 2000. Available at SSRN:
https://ssrn.com/abstract=249173 or http://dx.doi.org/10.2139/ssrn.249173.
[23] J. Huang, L. Wu, Specification analysis of option pricing models based on time-changed Le´vy processes,
J. Finance 59 (3) (2004), 1405-1440.
[24] J.H. Kim, J.H. Yoon, S.H. Yu, Multiscale stochastic volatility withthe Hull-White rate of interest, J.
Futures Mark. 34(9) (2014), 819-837.
[25] D.B. Madan, P. Carr, E.C. Chang, The variance gamma process and option prcing, Eur. Financ. Rev.
2(1) (1998), 79-105.
[26] J. Monique, Y. Marc, C. Marc, Mathematical Methods for Financial Markets, Springer, London, 2009.
[27] B. Øksendal, Stochastic Differential Equations, Universitext. Springer-Verlag, Berlin, 6th ed., 2003.
[28] C.S. Pun, S.F. Chung, H.Y. Wong, Variance swap with mean reversion, multifactor stochastic volatility
and jumps, Eur. J. Oper. Res. 245 (2) (2015), 571-580.
[29] T.R.N. Roslan, W.J. Zhang, J.L. Cao, Pricing variance swaps with stochastic volatility and stochastic
interest rate under full correlation structure, arXiv:1610.09714 [q-fin.PR].
[30] X.F. Ruan, W.L. Zhu, J.X. Huang, J.E. Zhang, Equlibrium asset pricing under the Le´vy process with
stochastic volatility and moment risk premiums, Econ. Model. 54 (2016), 326-338.
[31] Y. Shen, T. Siu, Pricing variance swaps under a stochastic interest rate and volatility model with
regime-switching, Oper. Res. Lett. 41 (2013), 180-187.
[32] H. Windcliff, P. Forsyth, K. Vetzal, Pricing methods and hedging strategies for volatility derivatives, J.
Bank. Finance 30 (2006), 409-431.
[33] W.D. Zheng, Y.K. Kwok, Closed form pricing formulas for discretely sampled generalized variance
swaps, Math. Finance 24(4) (2014), 855-881.
[34] S. Zhu, G. Lian, A closed-form exact solution for pricing variance swaps with stochastic volatility, Math.
Finance 21 (2011), 233-256.
24
