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Free Resolutions Associated to Representable Matroids
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geometries. Finally, we provide algorithms for computing such cellular resolutions
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Chapter 1: Introduction
When studying properties of combinatorial and algebraic structures whose sub-
sets are equipped with a notion of independence, one frequently wishes to focus on
the properties of those subsets which are independent. Matroids, structures which
abstract the combinatorial properties of linear independence, arise naturally when
studying such combinatorial and algebraic structures. In particular, given a matrix,
one may form the corresponding vector matroid taking the collection of independent
sets of the matroid to be the collection consisting of the sets of linearly independent
columns of the matrix.
Coding theory aims at efficiently correcting transmission errors when data is sent
via a noisy channel. This is achieved by introducing redundancy into the messages to
be sent prior to their transmission. Although other encoding schemes exist, the most
common encoding scheme for this type of error-correction uses linear algebra, leading
to the linear block codes. Each linear block code can be described (up to monomial
equivalence) by a generator matrix, or equivalently, by a parity check matrix. Thus,
one may associate a matroid to a given linear block code by taking the vector matroid
of a parity check matrix for the code.
In the case of matroids arising from linear block error-correcting codes, one can
translate the generalized Hamming distances of a code, related to its error-correction
performance, into distances of the corresponding matroid. As a simplicial complex,
a matroid can be associated to a Stanley-Reisner ideal, and hence to a minimal
free resolution whose Betti numbers are related to the distances of the matroid [9].
Additionally, certain free resolutions can be realized as cellular resolutions. In this
thesis, we study the properties of free resolutions arising from linear codes, as well as
cellular resolutions of certain linear codes.
Chapter 2 consists mostly of preliminaries. We define the basic objects we will
investigate, including linear block codes, matroids, free resolutions, and cellular reso-
lutions. Additionally, we present basic properties of and operations on these objects
and discuss how these properties translate to properties of related objects.
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In Chapter 3, we further discuss the homological properties of the Stanley-Reisner
ideals of matroids. In particular, we provide simplified proofs of some results of [9]
and characterize the Stanley-Reisner ideal of the matroid associated to a linear code.
We also prove that the Stanley-Reisner ideal of a matroid admits a pure minimal free
resolution if and only if the given matroid is the dual to a perfect matroid design
(Theorem 3.1.7).
Our focus in Chapter 4 is on properties of free resolutions of the Stanley-Reisner
ideal of the matroid associated to a cyclic code. We derive the existence of a group
action on the syzygy modules of such a free resolution (Proposition 4.1.1). After
defining the class of BCH codes, we determine the Betti numbers of free resolutions
associated to Reed-Solomon codes and furthermore, derive a free resolution for the
Stanley-Reisner ideal of a certain family of BCH codes.
We discuss simplex codes, and more generally, codes related to finite projective
and affine geometries, in Chapter 5. Specifically, we derive an explicit nonlinear pure
minimal cellular resolution of the Stanley-Reisner ideal of the matroid dual to a finite
projective geometry using an inductive mapping cone process, yielding an algorithm
for computing such resolutions (Theorem 5.1.16). Mapping cones have been used in
the literature to produce linear cellular resolutions (see e.g. [2], [3], [6]). However,
we use it to produce a nonlinear cellular resolution whose supporting cell complex is
simplicial.
Finally, we use our characterization for the Stanley-Reisner ideal of the dual to a
finite projective geometry to derive a characterization for the Stanley-Reisner ideal of
the dual to a finite affine geometry. We demonstrate a recursion among the Stanley-
Reisner ideals of duals to finite affine geometries (see Corollary 5.3.6), analogous
to that among the Stanley-Reisner ideals of duals to finite projective geometries;
this suggests the existence of another pure cellular resolution, computed through an
inductive mapping cone process, associated to duals to finite affine geometries.
2
Chapter 2: Preliminaries
2.1 Linear Block Codes
We begin with the objects which motivate our study, linear block codes. Given
a finite field Fq of size q and a positive integer n, a linear block code C is a linear
subspace of Fnq . The integer n is called the block length, and elements of C are called
codewords. Although there are other families of codes, we will be concerned only with
the linear block codes. Thus, all uses of the term ’code’ or ’linear code’ should be
understood to mean ‘linear block code’.
Linear subspaces of C are called subcodes. As C is a linear subspace of Fnq , it can
be represented as the image of a matrix; such a matrix is called the generator matrix
of C. By convention, a code C with generator matrix G is taken to be the row space
of G; if C has block length n and dimension k as a subspace of Fnq , then it is said to be
an [n, k] code. Given a generator matrix G ∈ Fm×nq , there exists a matrix H ∈ Fp×nq
such that GHT = 0; such a matrix is called a parity check matrix for C. A parity
check matrix for a code C can be itself regarded as a generator matrix for a code,
called the dual code to C, and usually denoted C⊥.
2.1.1 Example. Let k be a positive integer and let Fq be a finite field. Let G
denote a k× qk−1
q−1 matrix whose columns are vectors in F
k
q which are pairwise linearly
independent. Then G is a generator matrix for the simplex code with rank k over Fq,
denoted S(k,Fq).
An important class of linear codes are cyclic codes: assume C is a linear code
and that c = (c1, . . . , cn) is a codeword in C. The cyclic shift σ(c) of c is the row
vector (cn, c1, . . . , cn−1); note that the cyclic shift σ is a linear map on Fnq , and can
be implemented as the (left) image of the matrix A = (Ai,j) ∈ Fn×nq for which
Ai,i+1 = An,1 = 1 and all other entries are zero. Generally speaking, σ(c) need not be
a codeword for every c ∈ C – but if σ(c) is in fact a codeword in C for every c ∈ C, C
is said to be cyclic.
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Assume C ⊆ Fnq is cyclic and let R := Fq[x] be a polynomial ring in the variable
x. One may establish a bijective correspondence between polynomials in R/(xn −
1) and vectors in Fnq by associating the vector c = (c1, . . . , cn) with the image of
the polynomial c1 + c2x + · · · + cnxn−1 in R/(xn − 1); under this correspondence,
multiplication by x in the residue class ring corresponds to the cyclic shift in Fnq .
Thus, we may identify a linear subspace of Fnq with a corresponding ideal in R/(xn−
1). However, as R/(xn − 1) is a principal ideal domain, the ideal in R/(xn − 1)
corresponding to a linear code C is generated by a polynomial in R with degree less
than n – this polynomial is called the generator polynomial of C. Furthermore, if
g(x) = c0 + c1x+ · · ·+ ck−1xk−1 is a generator polynomial for a cyclic code C, then a
generator matrix for C is:

c0 c1 · · · ck−1 0 0 · · · 0
0 c0 · · · ck−2 ck−1 0 · · · 0
...
0 0 · · · 0 c0 c1 · · · ck−1
 .
Note that the generator matrix of a cyclic code is simply a truncated circulant matrix
over a finite field.
Since a generator polynomial for an [n, k] cyclic code C is a divisor of xn − 1,
one may define h(x) := x
n−1
g(x)
. Then xdeg(h)h(x−1) is a generator polynomial for an
[n, n− k] cyclic code; in fact, this code is the dual code to C. For further discussion
of this, see [11].
2.1.2 Example. Let g(x) = 1+x+x3 be the generator polynomial for a block length
7 binary cyclic code. The corresponding generator matrix is therefore

1 1 0 1 0 0 0
0 1 1 0 1 0 0
0 0 1 1 0 1 0
0 0 0 1 1 0 1
 ∈ F4×72
This code is the 4-dimensional binary Hamming code. Computing the generator
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polynomial for the dual code, one obtains f(x) = 1 + x2 + x3 + x4, and thus a
generator matrix

1 0 1 1 1 0 0
0 1 0 1 1 1 0
0 0 1 0 1 1 1
 ∈ F3×72
for the dual code. However, the columns of this matrix are the pairwise linearly
independent vectors in F32 (in fact, all of them), and consequently it is also a generator
matrix for the 3-dimensional binary simplex code.
An important invariant of a linear block code correlated to its error correction
performance is its Hamming distance, defined as follows.
2.1.3 Definition. Let C ⊆ Fnq be a linear block code, and define [n] := {1, . . . , n}.
Given a codeword c ∈ C, the Hamming weight of c, denoted dH(c), is the number of
nonzero positions of c:
dH(c) := |{i ∈ [n] | ci 6= 0}| .
The Hamming distance of C, denoted dH(C), is the minimum Hamming weight among
all nonzero codewords in C:
dH(C) := min{dH(c) | c ∈ C − 0}.
2.1.4 Example. One can check that the minimum Hamming weight among the
nonzero codewords of S(3,F2) is 4, and consequently S(3,F2) has Hamming distance
4. In fact, every nonzero codeword of S(k,Fq) has Hamming weight qk−1. A code
in which every nonzero codeword has the same Hamming weight is called a constant
weight code, and every constant weight linear block code is equivalent to a replication
of a simplex code (see Theorem 7.9.5 of [7]).
One natural generalization of the notion of the Hamming distance is to subcodes
of C. Let Gi(C) denote the collection of i-dimensional subcodes of C. Suppose D is
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a subcode of C. The support of D, denoted Supp(D), is the set of indices which are
not always zero in D, or more precisely:
Supp(D) := {i ∈ [n] | ∃ c ∈ D such that ci 6= 0}.
If D is i-dimensional, we will refer to its support suppD as an i-support; a minimal
i-support is thus an i-support of C whose proper subsets are not i-supports. Conse-
quently, each minimal 1-support of C is the support of a 1-dimensional subspace of
C, whose codewords we will also call minimal.
The support weight of a subcode D of C is defined to be the cardinality of its
support. Thus,
2.1.5 Definition. The i-th generalized Hamming weight of C, denoted di(C), is the
minimum support weight over all i-dimensional subcodes of C.
As the support weight of a one-dimensional subcode is equal to the Hamming
weight of any of its constituent codewords, the minimum support weight over all
one-dimensional subcodes of a code is equal to the minimum Hamming weight a
codeword in the code may attain - hence d1(C) = dH(C). The set of generalized
Hamming weights of C is called the higher weight hierarchy ; as shown in [22], if
C is k-dimensional, there are k such higher weights, d1(C), . . . , dk(C). In fact, the
generalized Hamming weights of a code characterize its performance under the type
2 wiretap model; for further discussion of this, see [22].
2.2 Matroids
To isolate the combinatorial properties determining the generalized Hamming
weights of a code, we will recast the generalized Hamming weights into the language
of matroids. To do so, we begin by defining abstract simplicial complexes. Properly
speaking, a simplicial complex is a topological space consisting of glued together sim-
plices; an abstract simplicial complex is a collection of sets obeying properties which
model the combinatorial relations among the constituent simplices of a simplicial
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complex. As we will be concerned with only abstract simplicial complexes, we will
simply refer to them as simplicial complexes.
2.2.1 Definition. An (abstract) simplicial complex ∆ is a pair (E,F) where F
consists of subsets of a finite set E satisfying:
i. ∅ ∈ F , and
ii. if F1 ∈ F and F2 ⊆ F1 then F2 ∈ F .
Elements of E are called the vertices of ∆ and elements of F are called the faces
of ∆. If F is a face of ∆, we will frequently write F ∈ ∆, rather than stating F ∈ F
where F is the set of faces of ∆. Given a simplicial complex ∆ with vertices E and
faces F , if S ⊆ E, then the induced subcomplex on S, denoted ∆S, is the simplicial
complex with vertex set S whose faces are the faces in F which are also subsets of S.
The dimension of a face F in a simplicial complex, dimF , is defined to be |F | − 1.
Generally speaking, a simplicial complex need not consist of finite-dimensional faces.
For this reason, we define the dimension of ∆, dim ∆, to be the supremum of the
set of dimensions of faces of ∆. Furthermore, a face F of ∆ is said to be a facet
if F is maximal with respect to inclusion. In the event that the facets of ∆ are
equidimensional, we say that ∆ is pure.
2.2.2 Definition. A matroid is a pair (E, I), where E is a finite set and I consists
of subsets of E satisfying:
i. ∅ ∈ F ,
ii. if I1 ∈ I and I2 ⊆ I1 then I2 ∈ I, and
iii. if I1, I2 ∈ I and |I1| < |I2|, then there exists x ∈ I2− I1 such that I1 ∪{x} ∈ I.
The set E is called the ground set of (E, I) and its elements are called points or
vertices. Members of I are said to be independent, while nonmembers are said to
be dependent. Two matroids are isomorphic if there is an independence preserving
bijection between their ground sets. An inclusion-maximal independent set is called
a basis, while an inclusion-minimal dependent set is called a circuit. In fact, one may
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equivalently define matroids either in terms of their bases or in terms of their circuits;
moreover, equivalent (cryptomorphic) characterizations of matroids abound.
Notice that a matroid is a finite simplicial complex whose faces are the independent
sets. They satisfy a third axiom, sometimes called the exchange axiom. In this
context, one instead sometimes refers to the matroid as a matroid complex. The
facets of a matroid complex are the bases, while the minimal nonfaces of the complex
are the matroid’s circuits. As suggested by the terminology, the bases of a matroid
are equicardinal. Thus, matroid complexes are pure; conversely, if every induced
subcomplex of a simplicial complex is pure, the simplicial complex is in fact a matroid
complex.
As combinatorial structures modeling the combinatorial properties of linear inde-
pendence, matroids inherit several terms usually applied to vector spaces. Given a
matroid M = (E, I) and a subset A ⊆ E, the rank of A, denoted by rM(A), is the
cardinality of the largest independent set contained in A; furthermore, the rank of
a matroid is defined to be the rank of its ground set. The closure of a set A ⊆ E
consists of the points x in E for which rM(A ∪ {x}) = rM(A), and A is said to be
closed if it is equal to its closure; consequently, the addition to a closed set A of any
point x not in A produces a set with rank rM(A) + 1. If A is a closed set with rank k,
then it is termed a k-flat or k-subspace. If a matroid has rank k, then its (k− 1)-flats
are its hyperplanes. Finally, if A is a subset of E for which the closure of A is equal
to the ground set E, then A is said to be a spanning set for M .
Dual to the rank function of a matroid M = (E, I) is its nullity function, defined
as nM(A) := |A| − rM(A); this is the minimum number of elements one must delete
from A in order to obtain an M -independent set. The nullity of M itself is the nullity
of its ground set. One may thus show that the circuits of M are the sets A ⊆ E for
which nM(A) = 1.
2.2.3 Example. Let E be the n-set, [n] = {0, 1, . . . , n − 1}, and fix an integer k.
Define the uniform matroid, denoted Un,k, to be the matroid with ground set E with
bases the k-subsets of E. Thus, the independent sets of Un,k are the subsets of the
k-subsets of E, while the circuits are the (k + 1)-subsets; the hyperplanes of Un,k are
the (k − 1)-subsets of E.
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2.2.4 Example. Consider the matrix
A :=
 1 2 0 1
0 1 2 2

with entries in F3. Every pair of columns of A is linearly independent, except for
the pair consisting of the second and fourth columns - call the set of pairs of linearly
independent columns B. Set E := [4], the column labels of A, and denote by I the set
whose members are the sets of columns in A which are linearly independent. Then
(E, I) is a matroid whose bases are the members of B.
Given a matrix A with n columns labeled 1 through n and a subset X ⊆ [n], let
AX denote the columns of A with labels in X. As shown in [18], the above procedure
can be generalized in the following manner:
2.2.5 Proposition. Let A ∈ Fm×n be a matrix and let E denote the column labels 1
through n of A. Let I denote the subsets X of E for which AX is linearly independent
in Fm. Then (E, I) is a matroid.
Denote this matroid byM(A); a matroid defined in this manner is called a vector
matroid (or alternatively, a linear matroid). Note that as row operations preserve
the linear relations among the columns of a matrix, the corresponding vector matroid
is invariant under row operations – thus, given a code C, there is exactly one vector
matroid (up to isomorphism) corresponding to the code’s parity check matrix. We
will denote this matroid by M(C).
A matroid M which is also the vector matroid of a matrix A with entries in a
field F is said to be linearly representable or F-representable, while A is said to be a
representation of M ; a matroid which is representable over any field is regular. Note
that there are matroids which are not representable over any field; for example, the
Va´mos matroid, defined by taking as its ground set
E := {a, b, c, d, e, f, g, h}
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and circuits
C := {abef, cdgh, adeh, bcfg, bdfh},
is a matroid which is not representable over any field – see Proposition 2.2.26 of
[18]. As one expects, matroids which are not representable over any field are called
nonrepresentable.
There are several standard operations on matroids: given a matroid M , with bases
B, the dual to M (which we will denote by M⊥) is the matroid whose bases are the
complements of the bases in B; consequently, the dual to the dual of M is M itself.
More generally, the independent sets of the dual to M are the complements (relative
to the ground set) of the spanning sets of M . This can be extended further in the case
of linear matroids: if M is the vector matroid of a matrix A, then through appropriate
choices of a row basis for the row space of A and of the orthogonal complement to
the row space of A, one obtains that the dual matroid to M is the vector matroid
of the orthogonal complement of the row space of A (for details, see Theorem 2.2.8
and Proposition 2.2.23 of [18]). Consequently, the matroid dual to the vector matroid
corresponding to a linear block code is the vector matroid corresponding to the dual
code.
In addition to the matroid corresponding to a parity check matrix H for a code C,
one may also consider the vector matroid of a code’s generator matrix G. However,
since G is also a parity check matrix for C⊥,
M(G) =M(C⊥) =M(C)⊥ =M(H)⊥.
The direct sum of two matroids is the matroid whose ground set is the disjoint
union of the ground sets and whose independent sets are the disjoint unions of pairs
of independent sets from the two summand matroids; thus, this is nothing more than
their join as simplicial complexes. Given codes C1 and C2, one may take as a parity
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check matrix for C1 ⊕ C2 the matrix H1 0
0 H2
 ,
where H1 and H2 are parity check matrices for C1 and C2, respectively, and since the
maximal independent column sets of this matrix are the pairs of maximal independent
sets from H1 and H2, the matroid corresponding to C1 ⊕ C2 is the direct sum of the
vector matroids of C1 and C2.
One may also consider the truncation of a matroid M with independent sets I.
Assume k is a positive integer at most r(M) and consider the collection of independent
sets in I with cardinality at most k; as these sets inherit the properties which they
possess as independent sets of M , they form the independent sets for another matroid
on the same ground set as M , called the truncation of M to rank k; the bases of the
truncation of M to rank k are the independent sets of M with size k.
On the other hand, denoting the truncation of M to rank k by Tk(M) and as-
suming the ground set of M has cardinality n, the dual to Tk(M) has as its bases
the spanning sets of the dual to M with cardinality equal to n − k. The dual to
Tk(M), denoted En−k(M), is a matroid called the elongation of M to rank n−k, and
consequently, one has the relation [23]:
2.2.6 Proposition. Denote by Tk(M) the truncation of a matroid to rank k and
Ek(M) the elongation of a matroid to rank k. Then Tk(M
⊥) = En−k(M)⊥.
Alternatively, given an integer k between r(M) and n, the elongation of M to
rank k is the matroid whose independent sets are the subsets A of the ground set of
M for which n− r(A) ≤ k. Although the terms are suggestive, in general, truncation
does not commute with elongation. Additionally, one may consider the truncation
and elongation by i ranks, which we will denote by T i(M) and Ei(M), respectively.
Note that although we will be primarily concerned with vector matroids, other
families of matroids exist. For example, given a field extension G /F, one may form
a matroid on a finite collection E of elements of G by taking as independent sets the
subsets of E whose elements are algebraically independent over F. Such a matroid is
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called an algebraic matroid, and as one might expect, its bases are the transcendence
bases of the field extension [4]. Given an F-linear matroid M , one may show that the
inner product of the F-coordinate vector of a vector v relative to a fixed basis of the
k-dimensional vector space over F with a fixed collection of k transcendentals over F
is an algebraic representation of M (see [18]). Consequently, every linear matroid is
also an algebraic matroid; on the other hand, not every algebraic matroid is linear,
and furthermore, not every matroid is algebraic.
Another class of matroids are the so-called graphic matroids: matroids whose
independent sets are the forests of an undirected graph with finitely many vertices.
Moreover, the bases of a graphic matroid are the spanning forests of the underlying
graph. Since the incidence matrix of an (oriented) graph G defines a vector matroid
isomorphic to the matroid corresponding to G, every graphic matroid is also linear
(see [18]). However, not every linear matroid is graphic: the vector matroid of
A :=

1 0 1 1 1 0 0
0 1 0 1 1 1 0
0 0 1 0 1 1 1
 ∈ F3×72 ,
called the Fano plane and computed in 2.1.2 as a generator matrix for the 3-dimensional
binary simplex code, is not graphic. To see this, note that A has rank 3, hence each
spanning tree of the associated graph G would have 3 edges. Thus, G should possess
4 vertices, supporting at most 6 edges, insufficient for the 7 edges implied by A.
As a final remark to illustrate the ubiquity (and utility) of matroids, notice that
one may generalize Kruskal’s algorithm for computing a minimum weight spanning
forest of a weighted undirected graph to matroids. Kruskal’s algorithm can in fact
be generalized to the naive greedy algorithm, which correctly computes a minimum
weight basis of a weighted matroid: a matroid (E, I) for which there exists a mapping
w : E −→ R, called its weight function. Finally, the naive greedy algorithm fails to
produce an optimal solution on simplicial complexes which are not matroids [18].
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2.3 Free Resolutions and Hochster’s Formula
Since we wish to illuminate the structure of vector matroids via algebraic means,
we turn to Stanley-Reisner theory. Stanley-Reisner theory connects the homological
properties of a simplicial complex to those of an associated squarefree monomial ideal,
the Stanley-Reisner ideal. As we will primarily be working with squarefree ideals, we
define
xσ :=
∏
i∈σ
xi,
provided that σ ⊆ [n].
2.3.1 Definition. Let ∆ be a simplicial complex with vertex set [n] and let S :=
F[x1, . . . , xn] be a polynomial ring in n variables over a field F. Then the Stanley-
Reisner ideal of ∆ is
I(∆) := (xσ |σ /∈ ∆) .
In fact, I(∆) is minimally generated by the monomials xσ for which σ is a minimal
nonface (with respect to inclusion).
The Stanley-Reisner ring or face ring of ∆ is the quotient ring F[∆] := S/I(∆).
To understand the structure of the Stanley-Reisner ring of a simplicial complex, we
regard it as a graded ring, defined as follows:
2.3.2 Definition. Let R be a ring, A a commutative monoid, and assume there are
abelian groups Ri such that
R =
⊕
i∈A
Ri,
where RiRj ⊆ Ri+j. Then R is said to be A-graded (or simply graded) and the i-th
summand Ri is called the i-th graded component of R. Elements of Ri are said to be
homogeneous with degree i, while A is called the monoid of degrees of R.
Two commonly chosen monoids of degrees are Z, giving the Z-grading of R, and
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Zn with componentwise addition, giving the Zn-grading of R. If R is a graded ring
with i-th graded component Ri, the d-th twist or shift of R, denoted R(−d), is defined
to be R with i-th graded component Ri−d. Given a graded ring, one can define graded
modules with respect to the grading of the given ring:
2.3.3 Definition. Let M be an R-module, where R = ⊕i∈ARi is a graded ring with
monoid of degrees A. Assume there are abelian groups Mi such that
M =
⊕
i∈A
Mi,
where RiMj ⊆Mi+j. Then M is said to be graded.
Graded components, homogeneous elements, and twists of modules are defined
analogously. In particular, we will denote the degree i component of a graded module
M by Mi. If M and N are graded R-modules and ϕ : M → N is R-linear, then ϕ is
said to be graded or homogeneous with degree d provided that ϕ(Mi) ⊆ Ni+d for each
degree i.
2.3.4 Definition. Let M be a module. Suppose R is a ring and {Fi} a family of free
R-modules. Then a complex
F : · · · → Fi → Fi−1 → · · · → F1 → F0
is called a free resolution of M if F is exact and the cokernel of the map F1 → F0
is isomorphic to M . In the event that R is a graded ring, each Fi is a graded free
module, and each map Fi → Fi−1 is homogeneous of degree zero, F is called a graded
free resolution of M .
This notation is frequently abused by writing F as
F : · · · → Fi → Fi−1 → · · · → F1 → F0 →M → 0
with the stipulation that all modules in F are free except possibly M . If F is a free
resolution with free modules Fi and there exists an integer n such that Fi = 0 for all
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i > n, then the smallest such n is called the length of F or projective dimension of
M .
One can compute a free resolution through repeated kernel calculations. In par-
ticular, let R be a ring and let M an R-module with s generators. Consider the map
induced by sending the k-th generator of Rs to the k-th generator of M . The kernel
of this map, a free R-module consisting of the linear relations among the generators
of M , is called the first syzygy module of M and is denoted Syz1(M). Elements of
Syz1(M) are called first syzygies (or simply syzygies). Then, after finding a generat-
ing set for Syz1(M) with s1 generators, consider the map induced by sending the k-th
generator of Rs1 to the k-th generator of Syz1(M), and proceed as before. Repeating
this process, with the role of Syzi(M) replacing that of Syzi−1(M) at the start of each
step, one obtains a diagram of the form:
· · · Fi Fi−1 · · · F0 M 0
Syzi(M)
Together with the compositions Fi Fi−1 as differentials, the free modules Fi ∼=
⊕k∈IiR form a free resolution of M . If M is graded, then by choosing a twist dk for
each copy of R in ⊕k∈IiR so that the map Fi → Syzi(M) is homogeneous of degree
zero, one obtains a graded free resolution. If a minimal generating set is chosen for
M and each Syzi(M), one obtains a minimal graded free resolution which is unique
up to isomorphism. This process is not generally guaranteed to terminate; however,
if M is finitely generated and R is a polynomial ring in n variables over a field, it
will [4]:
2.3.5 Theorem (Hilbert’s Syzygy Theorem). Let R = F[x1, . . . , xn] be a polynomial
ring in n variables over a field F, and let M be a finitely generated graded R-module.
Then there exists a graded free resolution of M , with length at most n, by finitely
generated free modules.
Let R := F[x1, . . . , xn], with F a field. If F is a minimal graded free resolution of
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a finitely generated graded R-module M , then F can be written as
F : Fn → Fn−1 → · · · → F2 → F1 → F0,
where the differential maps are homogeneous maps in degree 0 and
Fi ∼=
⊕
j∈A
R(−j)βi,j .
The exponent βi,j, where j is taken to be an element of the monoid of degrees,
is called the i-th Betti number in degree j. The Betti table of a free resolution of a
Z-graded module is an array for which the entry in the i-th column and j-th row is
βi,i+j. The smallest integer r such that all generators of Fi have degree at most r+ i
is called the Castelnuovo-Mumford regularity (or simply the regularity) of M , and
is denoted regM . If the regularity of M is also the largest integer r such that all
generators of Fi have degree at least r+i, then F is said to be a linear free resolution of
M . Note that the differentials of a free resolution, being maps between free modules
over R, are R-linear, hence can be implemented with matrices; the column spaces of
these matrices are the syzygy modules of M .
Of particular interest are the free resolutions which are pure, in which each Fi is
twisted in exactly one degree; by the Boij-So¨derberg theory, every Betti table can be
decomposed into a positive Q-linear combination of pure Betti tables. Although the
theory provides that a given Betti table can be algorithmically decomposed into pure
Betti tables, it does not provide a means by which to compute modules whose Betti
diagrams are the diagrams in the Boij-So¨derberg decomposition of a given module’s
Betti table.
2.3.6 Example. Let R := Q[x0, x1, x2] and set I := (x0x1, x0x2, x1x2). Then a
minimal Z-graded resolution of R/I is
F : R(−3)2

−x2 0
x1 −x1
0 x0

−−−−−−−−−−−−−−→ R(−2)3
[
x0x1 x0x2 x1x2
]
−−−−−−−−−−−−−−−−−−−→ R
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with Betti numbers β1,2 = 3, β2,3 = 2, and βi,j = 0 otherwise. Moreover, F is linear,
hence also pure. Its Betti table is
βi,j 0 1 2
0 1 0 0
1 0 3 2
,
where the i-th entry in the j-th column is βi,i+j.
One can obtain free resolutions (and sometimes minimal free resolutions) from
other free resolutions via the mapping cone construction.
2.3.7 Proposition. Assume R is a graded ring and
0→ A→ B → C → 0
is a short exact sequence of graded R-modules. Furthermore, assume there are graded
free resolutions
A : 0→ FAa
dAa−→ FAa−1
dAa−1−−→ · · · d
A
2−→ FA1
dA1−→ A→ 0
and
B : 0→ FBb
dBb−→ FBb−1
dBb−1−−→ · · · d
B
2−→ FB1
dB1−→ B → 0
for A and B, respectively. Then the map A→ B induces R-linear maps fi : FAi −→
FBi , called comparison maps between A and B, for which the squares
FAi−1 F
B
i−1
FAi F
B
i
fi−1
dAi
fi
dBi
commute.
If necessary, extend A or B by adding copies of the zero module so that they
17
are the same length, say n, and let fi be comparison maps between A and B. The
mapping cone of A and B with comparison maps fi is the resolution
0→ FAn
∂n+1−−−→ FAn−1 ⊕ FBn ∂n−→ · · · ∂3−→ FA1 ⊕ FB2 ∂2−→ A⊕ FB1 ∂1−→ C → 0
of C, where the differential maps
∂i : F
A
i−1 ⊕ FBi −→ FAi−2 ⊕ FBi−1
of the mapping cone are defined by the rule
∂i =
 dBi (−1)i−1fi−1
0 dAi−1
 .
Even if A and B are minimal, the mapping cone of A and B may not necessarily be
minimal; however, if A and B are minimal and the comparison maps fi between A
and B satisfy fi(F
A
i ) ⊆ mFBi , where m is the irrelevant maximal ideal, the mapping
cone will be minimal.
As the differential maps in a free resolution of a free module are frequently rather
complicated, we wish to express them in a more illuminative manner whenever possi-
ble. One means of doing so is via a cellular resolution, provided that the given module
supports one. In the following, we largely adopt the notation and terminology in [1],
albeit with a focus on resolutions of finitely generated monomial ideals. For further
reference, one may wish to consult [13] or [19].
Let R := F[x1, . . . , xn]. Assume I is a finitely generated monomial R-ideal, hence
generated by its minimal monomials under divisibility. Let min I := {mi | i ∈ I}
be the minimal generating set for I, and let X be a regular cell complex with
each vertex labeled by one member of min I. If F is a face in X, set mF :=
lcm{mi | i is a vertex of F} and let aF denote the exponent vector of mF . If F = ∅,
we define mF := 1. As X is a regular cell complex, it admits an incidence function
– a function ε(F,G) on every pair of faces (F,G), such that ε(F,G) = ±1 if F is a
facet of G, ε(F,G) = 0 otherwise, ε(∅, G) = 1 if dimG = 0, and for faces F of G with
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codimension 2,
ε(F, F1)ε(F1, G) + ε(F, F2)ε(F2, G) = 0,
where F1 and F2 are facets of G each containing F . For a proof of the existence of
an incidence function on regular cell complexes, one may wish to consult [12].
2.3.8 Definition. The cellular complex of I supported by X is the Zn-graded com-
plex
FX : Fn−1
∂n−1−−−→ Fn−2 ∂n−2−−−→ · · · ∂1−→ F0 ∂0−→ F−1
where
Fi :=
⊕
F∈X, dimF=i
R(−aF )
with differential maps ∂i : Fi −→ Fi−1 induced by extending
∂i(eG) :=
∑
facets F
of G∈X
ε(F,G)
mG
mF
eF
linearly, where eG is a free generator for Fi in degree aG and eF is a free generator
for Fi−1 in degree aF .
2.3.9 Example. Let X be the complex consisting of three vertices {G1, G2, G3},
with G1, G2 connected by the edge H1 and G2, G3 connected by the edge H2; label
the vertices mG1 := x0x2, mG2 := x0x1, and mG3 := x1x2 to obtain the complex in
Figure 2.1 as the associated labeled cell complex. Set ε(G1, H1) := ε(G1, H2) := −1
and ε(G2, H1) := ε(G3, H2) := 1. Thus, there are differentials ∂1 : F1 −→ F0 and
∂0 : F0 −→ F−1, and hence a Zn-graded cellular complex of (mG1 ,mG2 ,mG3). As βi,j =∑
i,|σ|=j βi,σ, one can obtain a Z-graded complex from the aforementioned Z
n-graded
cellular complex. The differentials of this Z-graded complex can be implemented via
the matrices in Example 2.3.6 through appropriate choices of bases; consequently, the
Z-graded complex is also a free resolution.
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G2 : x0x1 G1 : x0x2
H1 : x0x1x2
G3 : x1x2
H2 : x0x1x2
Figure 2.1: The labeled cell complex associated to the ideal (x0x2, x0x1, x1x2).
Not every cellular complex is a free resolution; those which are free resolutions are
called cellular resolutions. In general, whether a given complex is a free resolution
depends on the field of coefficients of the underlying polynomial ring; a complex
which is a free resolution with respect to one field may fail to be a free resolution
with respect to another field. However, due to the independence of the incidence
function from the field, if a complex is a cellular resolution, it is also (remarkably) a
free resolution over any field.
There is a characterization of exactness of complexes discussed in [13], and for
this we again largely adopt its notation and terminology. Let X be a labeled cell
complex and let Xi denote the collection of i-faces of X. The reduced chain complex
of X over the field F is the complex of F-vector spaces
0→ FXn → · · · → FX0 → FX−1 → 0
where FXi denotes the F-vector space generated by the free generators eσ, with σ an
i-face. The differential maps ∂i : FXi −→ FXi−1 of the reduced chain complex of X
are defined by the rule
eG 7−→
∑
facets F
of G∈X
ε(F,G)eF ,
where G is an i-face, and extending linearly. The reduced homology of X is the
homology of the reduced chain complex of X.
Let d be a vector in Zn and denote by X≤d the subcomplex obtained from X by
selecting the faces of X whose labels have Zn-graded degree componentwise at most
d. Then from [13],
2.3.10 Proposition. The cellular complex supported on X is a cellular resolution if
20
and only if X≤d either is empty or has zero reduced homology for every d ∈ Zn.
If X≤d has zero reduced homology for every d ∈ Zn, we will say that X is acyclic.
2.3.11 Example. Let R be the polynomial ring over a field F in the n variables
x1, . . . , xn. Label each vertex vi of the n-simplex X
(n) with the variable xi; then each
restriction X
(n)
≤d of X
(n) is a k-simplex on k variables. It follows that the cellular
complex supported on X
(n)
≤d is a cellular resolution by induction and 2.3.10. As each
summand in the maps involves at least (in fact, exactly) one variable, the cellular
resolution is minimal and is called the Koszul complex of (x1, . . . , xn), the irrelevant
maximal ideal. This renders the Betti numbers of the Koszul complex transparent
– in particular, βi,i =
(
n
i
)
. Thus, as a resolution of F ∼= R/(x1, . . . , xn), the Koszul
complex is
0→ F→ Fn → · · · → F(n2) → Fn → F→ 0.
Finally, the existence of the Koszul complex (as a resolution of F) provides a partic-
ularly simple proof of Hilbert’s Syzygy Theorem: the i-th Betti number in degree d
of M is
βi,d(M) = dimF Tor
R
i (M,F)d,
but by the symmetry of Tor(−,−),
TorRi (M,F)d ∼= TorRi (F,M)d.
However, the latter vanishes for all i > n.
Cellular complexes of ideals can be generalized to cellular complexes of monomial
modules which are generated by their minimal monomials. Furthermore, cellular
complexes supported by a regular cell complex may be generalized to CW cellular
complexes: chain complexes supported by a CW complex. As shown in [21] though,
not every monomial module has a minimal free resolution supported by a CW com-
plex.
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Hochster’s formula provides a means of connecting the combinatorial properties
of a simplicial complex with free resolutions of its associated Stanley-Reisner ideal.
First, some notation: given a simplicial complex ∆, we will denote by H˜ i(∆,F) the
i-th simplicial cohomology group of ∆ with coefficients from F. Furthermore, we will
regard a subset σ ⊆ [n] as either a subset of [n] or as a vector in {0, 1}n, depending
on context.
2.3.12 Theorem (Hochster’s Tor Formula). Let R be a polynomial ring in n variables
with the Zn-grading. Suppose ∆ is a simplicial complex on [n] with Stanley-Reisner
ideal I(∆). Let σ ⊆ [n]. Then
TorRi−1(I(∆),F)σ ∼= H˜ |σ|−i−1(∆σ,F).
Assume M is an R-module, with F a minimal free resolution. As before, note that
by tensoring F with F over R,
βi,d(M) = dimF Tor
R
i (M,F)d.
Thus, by applying Hochster’s formula and taking dimension, one obtains Betti num-
bers for the face ring k[∆] of
βi,σ(k[∆]) = dimF H˜
|σ|−i−1(∆σ,F)
provided that i ≥ 1.
Copyright c© Nicholas Armenoff, 2015.
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Chapter 3: Observations on Resolutions of the Stanley-Reisner Ideal of a
Matroid
3.1 Free Resolutions Associated to Matroids
As the vector matroid M of a linear code C is also a simplicial complex, one avenue
into studying the combinatorial properties of C (or equivalently, of a representable
matroid) is via free resolutions of the Stanley-Reisner ideal of M – in fact, this is the
approach we shall take. More generally, one may study free resolutions of the Stanley-
Reisner ideal of a matroid. Such ideals satisfy several homological properties, two of
which are that they are Cohen-Macaulay and level. We explore further homological
consequences below.
3.1.1 Definition. If R = (R,m) is a noetherian local ring and M is a finitely gener-
ated R-module, then M is said to be Cohen-Macaulay if depthM = dimM . If R is a
noetherian ring (not necessarily local) and M is a finitely generated R-module, then
M is said to be Cohen-Macaulay if for every maximal ideal m of R, the localization
Mm satisfies depthMm = dimMm.
In particular, the face ring of a matroid complex is Cohen-Macaulay, while the
Krull dimension of the face ring of a matroid complex is equal to the matroid’s rank.
Thus, the Auslander-Buchsbaum formula implies that the projective dimension is
equal to the rank of the dual matroid. In fact, the face ring of a matroid complex is
level [20]:
3.1.2 Definition. Let A be a graded Cohen-Macaulay algebra over a field F, and
assume A has Krull dimension d. Then A is said to be level if every minimal free
resolution of A as a module over a polynomial ring over F with n variables has the
form
0→ Fn−d → · · · → F0 → A→ 0,
where the last module Fn−d is generated in one degree.
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In the case of matroid complexes, one may go further: from the proof of Theorem
3.4 of [20], the last module Fn−d in a minimal free resolution of the face ring of a
matroid complex with n elements in its ground set is minimally generated in degree
n. In turn, this implies the regularity of the face ring is d+ 1.
Notice that as each facet of a matroid complex M is a basis of M , the minimal
nonfaces of M are the circuits of M , and consequently, the Stanley-Reisner ideal of M
is minimally generated by the monomials in the polynomial ring R := F[x1, . . . , xn]
(with n the cardinality of the ground set of M) whose support is an M -circuit.
Conversely, the minimal generators of the Stanley-Reisner ideal of M each correspond
to a minimal nonface of M , i.e., an M -circuit. Thus,
3.1.3 Proposition. Let M be a matroid on a ground set with n elements, and let
I(M) be the Stanley-Reisner ideal of M . Then
I(M) = (xσ |σ is an M-circuit).
A matroid may alternatively be characterized in terms of its circuits – if M is a
matroid with C1 and C2 as two distinct circuits, and x ∈ C1 ∩ C2, then there is an
M -circuit C3 such that
C3 ⊆ (C1 ∪ C2)− {x}.
As each minimal generator of the Stanley-Reisner ideal I of M has an M -circuit
as its support, one may translate this into the following condition on the minimal
generators of I: if xσ1 and xσ2 are distinct minimal generators of I and xi is a variable
which divides gcd(xσ1 , xσ2), then there is a third minimal generator xσ3 of I for which
xσ3
∣∣∣ lcm(xσ1 , xσ2)
xi
.
Such ideals are discussed further in [16] and [17].
Due to the importance of pure free resolutions, we focus on the Stanley-Reisner
ideals of matroids whose free resolution is pure. In [16], an (essentially abstract)
cellular resolution of the Stanley-Reisner ideal of a matroid is derived, and from this,
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the authors of [17] obtain a characterization of the matroids whose Stanley-Reisner
ideals support a pure minimal free resolution. We obtain the same characterization,
albeit in a different manner, as follows.
A matroid M is said to be a perfect matroid design if each k-flat of M has the
same cardinality, fk. Let Ek(M) be the elongation of M to rank k, and let I(Ek(M))
be the Stanley-Reisner ideal of Ek(M). Then from [8],
βi,d(I(Ek(M))) 6= 0 ⇐⇒ βi−1,d(I(Ek+1(M))) 6= 0.
Slightly rephrasing this in terms of the truncation to rank k and re-indexing,
3.1.4 Lemma. Let M be a matroid on a ground set with cardinality n, and let
En−k(M⊥) = Tk(M)⊥ be the dual to the truncation of M to rank k. Then
βi,d(I(Tk(M)
⊥)) 6= 0 ⇐⇒ βi−1,d(I(Tk+1(M)⊥)) 6= 0.
Notice that if σ is a circuit of Tk(M)
⊥, where M is a matroid on a ground set
E, then E − σ is a hyperplane of Tk(M). However, one may check that rk(A) :=
min(k, r(A)) is a rank function for Tk(M), and so consequently, rank k − 1 sets of
Tk(M) also have rank k − 1 when considered as sets of M . Furthermore, a subset
which is closed in Tk(M) is also closed in M . As a result, E − σ is a (k − 1)-flat of
M . The converse of these properties also applies, provided that the subset considered
has rank at most k − 1, thus,
3.1.5 Proposition. The circuits of Tk(M)
⊥ are the complements (relative to the
ground set of M) of the (k − 1)-flats of M .
Combining these, one obtains:
3.1.6 Proposition. Let M be a matroid and let I be the Stanley-Reisner ideal of
M⊥. If M is a perfect matroid design, then I has a pure minimal free resolution.
Proof. We will assume M is a perfect matroid design, with fk as the cardinality of
any k-flat, and prove that I(M⊥), the Stanley-Reisner ideal of the dual to M , has a
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pure minimal free resolution. Let E denote the ground set of M and set n := |E|.
Given the sequence of duals to truncations
{Tk(M)⊥ | k = 0, . . . , r(M)},
one may induct on the members of this sequence. Consider (T0(M))
⊥; T0(M) contains
exactly one hyperplane, namely, the empty set. Consequently, using 3.1.5, T0(M)
⊥
has exactly one circuit, E − ∅ = E, so
I(T0(M)
⊥) = I(En(M⊥))
= (xE).
This has the trivial resolution
0← R(−n)← 0
as a minimal free resolution, where R := F[x1, . . . , xn].
Let β
(k)
i,d be the i-th Betti number in degree d of I(En−k(M
⊥)) and assume induc-
tively that I(En−k(M⊥)) has
0← R(−d1)β
(k)
1,d1 ← R(−d2)β
(k)
2,d2 ← · · · ← R(−dp)β
(k)
p,dp ← 0
as a minimal free resolution. Then, using 3.1.4, I(En−(k+1)(M⊥)) has a minimal free
resolution of the form
0←
⊕
j≥0
R(−d0,j)β
(k+1)
0,d0,j ← R(−d1)β
(k+1)
1,d1 ← · · · ← R(−dp)β
(k+1)
p,dp ← 0.
It remains to show that I(En−(k+1)(M⊥)) is generated in one degree. For this, note
that
xσ is a minimal generator of I(En−(k+1)(M⊥))
⇐⇒ σ is a circuit in En−(k+1)(M⊥)
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⇐⇒ σ is a circuit in Tk+1(M)⊥
⇐⇒ E − σ is a hyperplane in Tk+1(M)
⇐⇒ E − σ is a k-flat in M,
where the last two equivalences follow from 3.1.5. However, k-flats in M are equicar-
dinal by hypothesis – hence each xσ has the same degree.
This logic reverses itself in the following manner. Again, we will denote the i-th
Betti number in degree d of I(En−k(M⊥)) by β
(k)
i,d . Additionally, assume I(En−k(M
⊥))
has the pure minimal free resolution
0← I(En−k(M⊥))← R(−d1)β
(k)
1,d1 ← R(−d2)β
(k)
2,d2 ← · · · ← R(−dp)β
(k)
p,dp .
Thus, the circuits of Tk(M)
⊥, hence hyperplanes of Tk(M), each have cardinality d1.
But as the hyperplanes of Tk(M) are (k−1)-flats of M , each of the (k−1)-flats of M
are equicardinal. Applying 3.1.4 to the above resolution, one obtains the resolution
0← I(En−(k−1)(M⊥))← R(−d2)β
(k−1)
2,d2 ← · · · ← R(−dp)β
(k−1)
p,dp
for I(Tk−1(M)⊥); the same logic implies that the (k− 2)-flats of M are equicardinal.
By induction, each flat of M of a given rank is equicardinal. Thus, we obtain the
converse, hence
3.1.7 Theorem. Let M be a matroid and let I be the Stanley-Reisner ideal of M⊥.
Assume F is a minimal free resolution of I. Then F is pure if and only if M is a
perfect matroid design.
This argument suggests a more general relation between the dependent sets of a
matroid and the flats of its dual. Recall that the elongation of a matroid M = (E, I)
by i ranks is defined to be the matroid whose independent sets are the subsets A ⊆ E
for which nM(A) := |A| − rM(A) ≤ i. Denote the elongation of M by i ranks by
Ei(M) and the truncation by i ranks T i(M); rewriting 2.2.6 in terms of Ei(M) and
T i(M), one obtains Ei(M) = T i(M⊥)⊥. Furthermore, note from Proposition 1 of [8]
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that
nEi(M)(A) =
nM(A)− i if nM(A) > i0 otherwise.
If σ ⊆ E is an inclusion-minimal set for which nM(σ) = i, then nEi−1(M)(σ) =
nM(σ)− (i− 1) = 1, hence σ is an Ei−1(M)-circuit. But Ei−1(M) = T i−1(M⊥)⊥, so
E − σ is a T i−1(M⊥)-hyperplane, and thus a (r(M⊥) − i)-flat of M⊥. Again, this
logic is reversible, therefore providing the following duality:
3.1.8 Proposition. Assume M is a matroid with ground set E. Then nM(σ) = i if
and only if E − σ is a (r(M⊥)− i)-flat of M⊥.
In particular, this provides another combinatorial characterization for the Zn-
graded Betti numbers of the Stanley-Reisner ideal of a matroid; in conjunction with
Theorem 1 of [9], βi,σ 6= 0 if and only if σ is the complement of a (r(M⊥)− i)-flat of
M⊥. Thus, as we expect, if the flats of M⊥ are equicardinal in each dimension, the
minimal free resolution of the Stanley-Reisner ideal of M will be pure.
3.2 Generalized Hamming Weights of Matroids
Following [9], one may extend the notion of generalized Hamming weights of a
code to matroids:
3.2.1 Definition. Let M be a matroid with vertices E. The i-th generalized Ham-
ming weight of M , denoted di(M), is
di(M) := min{|σ| | σ ⊆ E and |σ| − dimMσ − 1 = i},
where σ ⊆ E, and 1 ≤ i ≤ |E| − dimM − 1.
In analogy with linear block codes, the set of generalized Hamming weights of
a matroid M is called the higher weight hierarchy. As shown in [9], if M is the
vector matroid of a parity check matrix for a linear code C, the generalized Hamming
weights of M and C are equal. The authors of [9] established the following lemma
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and theorem; here, we provide simplified proofs. First, some notation: assume M
is a matroid. By taking the independent sets of M to be faces, M is also naturally
a simplicial complex. If σ is a subset of the ground set of M , we define Mσ to be
the subcomplex of M induced by σ – thus, the faces of Mσ consist of the faces of M
which are subsets of σ. We also identify σ as either a vector in {0, 1}n ⊆ Nn with
support equal to σ, or, depending on context, a subset of [n].
3.2.2 Lemma. Let M be a matroid on [n], with σ a face. Let βi,d be the i-th Betti
number in degree d ∈ Nn of the free resolution for the Stanley-Reisner ideal corre-
sponding to M . Then βi−1,σ is nonzero if and only if i = |σ| − dimMσ − 1.
Proof. Since each subcomplex Mσ is a matroid and thus Cohen-Macaulay, we get
that H˜ |σ|−i−1(Mσ,F) 6= 0 if and only if |σ| − i− 1 = dimMσ. The result then follows
by applying Hochster’s Tor formula and taking dimension.
As one may then expect, the minimal degree shifts in a minimal free resolution
of the Stanley-Reisner ideal of a matroid are thus matroid’s generalized Hamming
weights:
3.2.3 Theorem. The generalized Hamming weights of a matroid M with vertices E
are given by
di = min{d | βi−1,d 6= 0}
for 1 ≤ i ≤ |E| − dimM + 1 where βi,d is the i-th Betti number of M in degree d.
Proof. Applying Hochster’s Tor formula, along with 3.2.2:
min{d | |σ| = d and βi−1,σ 6= 0}
= min{d | |σ| = d and H˜ |σ|−i−1(Mσ,F) 6= 0}
= min{d | |σ| = d and |σ| − i− 1 = dimMσ}
= min{|σ| | |σ| − dimMσ − 1 = i}
= di.
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Recall that the Stanley-Reisner ideal of a matroid M is generated by the minimal
nonfaces of M , considered as a simplicial complex, i.e., the M -circuits. If M is the
vector matroid of a linear code’s parity check matrix, this relationship extends to the
underlying code. If A is a matrix with columns labeled 1 through n, and σ ⊆ [n], we
will denote by Aσ the matrix whose columns are the columns of A whose labels are
in σ.
Assume M is the vector matroid of a parity check matrix H of a linear code C
with block length n. Thus, the bases of M are the subsets σ ⊆ [n] for which the
columns of Hσ are linearly independent, and if τ ⊆ [n] contains σ as a proper subset,
then the columns of Hτ are linearly dependent. If σ is an M -basis, the addition of any
one element from [n]− σ produces a dependent set. Although not necessarily an M -
circuit itself, this dependent set does contain at least one M -circuit, τ . Furthermore,
the columns of Hτ are linearly dependent, and thus, correspond to a codeword of C
with support equal to τ . As proper subsets of τ are independent and are thus not
the support of a codeword, τ is a minimal 1-support of C. Conversely, a minimal
1-support of C is also an M -circuit, thus, one obtains the following (equivalent to
Proposition 9.2.4 of [18]):
3.2.4 Proposition. Let C be a linear block code with parity check matrix H, and let
I(M(C)) denote the Stanley-Reisner ideal of the vector matroid of H. Then
I(M(C)) = (xσ |σ is a minimal 1-support of C) .
Copyright c© Nicholas Armenoff, 2015.
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Chapter 4: Resolutions of Cyclic Codes
4.1 Cyclic Codes and their Stanley-Reisner Ideals
Recall that a cyclic code C with block length n is a code for which whenever
c = (c0, c1, . . . , cn−1) ∈ C is a codeword, σ(c) := (cn−1, c0, c1, . . . , cn−2), called the
cyclic shift of c is also a codeword in C. One may then check that {σ, σ2, . . .} is the
cyclic group of order n and thus σ induces a group action on C. We will show that
this group action also induces a group action on the corresponding Stanley-Reisner
ideal.
Let R := F[x1, . . . , xn] and let s := {s1, . . . , sp} ⊆ [n]. Define
σ(s) := {(s1 + 1) mod n, . . . , (sp + 1) mod n}
and, if m is a squarefree monomial in R, set σ0(m) to be the squarefree monomial in
R with support equal to σ(supp(m)). Given squarefree monomials m1, . . . ,mk ∈ R
and scalars a1, . . . , ak ∈ F, we define
σ0(a1m1 + · · ·+ akmk) := a1σ0(m1) + · · ·+ akσ0(mk).
Assume C has s := {s1, . . . , sp} as a minimal 1-support. As each 1-support is the
support of at least one codeword in C, let c ∈ C be a codeword with support s. Since
σ(c) is also a codeword, one has that σ(s) is also a 1-support and is in fact minimal.
To see this, note that σ−1(c) := σn−1(c) is a codeword in C, with support
σ−1(s) := {(s1 − 1) mod n, . . . , (sp − 1) mod n}.
Assume s is minimal, but that σ(s) is not minimal; thus there is a 1-support t ⊆ σ(s)
with size strictly less than σ(s), and consequently σ−1(t) is a 1-support properly
contained in s, a contradiction to the minimality of s.
Let M(C) denote the vector matroid corresponding to a parity check matrix of
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C, with I ⊆ R := F[x1, . . . , xn] the Stanley-Reisner ideal of M(C). Each minimal
1-support of C bijectively corresponds to a minimal generator of I. Thus, given a
squarefree monomial m ∈ R, one may specialize σ to I; by the previous discussion,
if m is a minimal generator of I, then so is σ0(m).
Fix an ordering {m1, . . . ,mk0} of the minimal generators of I and for each such
generator mi, find coefficients a1,i, . . . , ak0,i such that
σ0(mi) = ai,1m1 + . . .+ ai,k0mk0 .
Thus, one computes a k0 × k0 permutation matrix
A1 :=

a
(1)
1,1 · · · a(1)k0,1
...
. . .
...
a
(1)
k0,1
· · · a(1)k0,k0

Since exactly one of the coefficients a1,i, . . . , ak0,i is nonzero, we have σ0(mi) = mj for
some j, and thus inductively, σp−10 (mi) = mj for some j; hence we may define
σp0(mi) := σ0(σ
p−1
0 (mi)).
Furthermore, given a minimal generator mi of I, there is a codeword c ∈ C with
support equal to the support of mi, and σ
n(c) = c; consequently, σn0 (mi) = mi for
each minimal generator mi.
Let s denote a k0 × 1 column vector with monomial entries and extend σ0 by
defining σ0(s) to be the k0 × 1 vector obtained from s by replacing each entry m of
s with σ0(m). As before, σ
n
0 (s) = s. With this notation, define
σ1(s) := A1σ0(s).
Since the order of the isotropy subgroup of each mi divides n, A
n
1 = Ik0 , the k0 × k0
identity. Noting that σ0(A1s) = A1σ0(s) and defining
σp1(s) := σ1(σ
p−1
1 (s))
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we get
σp1(s) = σ1(σ
p−1
1 (s))
= σ1(A
p−1
1 σ
p−1
0 (s))
= A1σ0(A
p−1
1 σ
p−1
0 (s))
= Ap1σ
p
0(s)
by induction on p. Consequently, σn1 (s) = s, and furthermore, σ1 induces a group
action on Rk0 .
More generally, we proceed recursively as follows. Choose a free resolution F of
I = (m1, . . . ,mk0) and assume σm−1 has been computed. Let r1, . . . , rkm−1 be minimal
generators for Syzm−1(I) and for each i, find coefficients a
(m)
i,1 , . . . , a
(m)
i,km−1 such that
σm−1(ri) =
km−1∑
j=1
a
(m)
i,j ri,j
for each entry ri,j of ri. Define
Am :=

a
(m)
1,1 · · · a(m)1,km−1
...
. . .
...
a
(m)
km−1,1 · · · a
(m)
km−1,km−1

and if s ∈ Rkm−1 , set
σm(s) := Amσ0(s)
and
σpm(s) := σm(σ
p−1
m (s)).
As before, one may compute that Amσ0(s) = σ0(Ams), so inducting on p,
σpm(s) = σm(σ
p−1
m (s))
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= σm(A
p−1
m σ
p−1
0 (s))
= Amσm(A
p−1
m σ
p−1
0 (s))
= Apmσ
p
0(s).
One may alternatively compute σn+1m by finding coefficients b
(m)
i,1 , . . . , b
(m)
i,km−1 such
that
σn+1m−1(ri) =
km−1∑
j=1
b
(m)
i,j ri,j
But by induction, σn+1m−1 = σm−1, so b
(m)
i,j = a
(m)
i,j , and thus σ
n+1
m = σm.
Furthermore, note that each σm maps Syzm(I) into itself. Assume s = [s1, . . . , skm ]
T ∈
Syzm(I) and let r1, . . . , rkm denote the minimal generators of Syzm−1(I) used to com-
pute σm. Note that by construction,
[σm−1(r1) · · · σm−1(rkm)] = [r1 · · · rkm ]Am
Thus,
[
r1 · · · rkm
]
σm(s) =
[
r1 · · · rkm
]
Amσ0(s)
=
[
r1 · · · rkm
]
Am

σ0(s1)
...
σ0(skm)

=
[
σm−1(r1) · · · σm−1(rkm)
]
σ0(s1)
...
σ0(sk0)

= σ0(s1)σm−1(r1) + · · ·+ σ0(skm)σm−1(rkm)
= Am−1(σ0(s1)σ0(r1) + · · ·+ σ0(skm)σ0(rkm))
= Am−1σ0(s1r1 + · · ·+ skmrkm)
= 0,
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so by induction, each element in the orbit of s is also a syzygy. Consequently,
4.1.1 Proposition. Let C denote a cyclic code and let I be the Stanley-Reisner ideal
of M(C), the vector matroid of a parity check matrix for C. Let F be a free resolution
of I, with Syzm(I) the m-th syzygy module. Then σm induces a group action on
Syzm(I).
4.2 BCH and Reed-Solomon Codes
We begin by expounding further on some of the basic properties of cyclic codes.
In the following discussion, we largely follow [11] and [7].
4.2.1 Definition. Choose a positive integer n and let q be a prime power. The
q-cyclotomic coset of i modulo n is the set Ci := {iqk mod n | k ∈ Z}
A standard result in the theory of cyclic codes states that given a cyclic code over
Fq with block length n and generator polynomial g(x), if there exists a primitive n-th
root of unity α in some field extension of Fq, then g(x) =
∏
i∈C µαi(x), where µαi is
the minimal polynomial of αi over Fq and C is a set of representatives drawn from
each member of a subcollection {Ci1 , . . . , Cir} of the q-cyclotomic cosets modulo n.
Furthermore, µαi may be factored into the product
∏
s∈Ci(x− αs); thus, the roots of
g are precisely the powers αs for which s ∈ ⋃rj=1Cij [7]. This motivates the following:
4.2.2 Definition. Let C be a cyclic code with block length n over Fq with generator
polynomial g. Assume that α is a primitive n-th root of unity in a field extension
of Fq and that the roots of g are the powers αs whose exponents s lie in a collection
{Ci1 , . . . , Cir} of q-cyclotomic cosets modulo n. Then
⋃r
j=1Cij is said to be the
defining set of C.
4.2.3 Definition. Fix a block length n and let δ be an integer such that 2 ≤ δ ≤ n.
Let b denote an integer and choose a field F. Let Ci denote the q-cyclotomic coset of
i modulo n. The cyclic code with defining set
⋃δ−2
i=0 Cb+i and block length n is called
a BCH code and is said to have designed distance δ.
As the name suggests, a BCH code with designed distance δ has Hamming distance
at least δ [7]. Unfortunately, there is no guarantee that the actual distance of a BCH
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code is equal to its designed distance; indeed, finding bounds on the actual distance
is a current topic of interest. Consequently, we focus on BCH codes for which the
actual distance can be readily derived. First, however, we will derive a parity check
matrix for BCH codes.
Assume C is a BCH code and let α be an n-th root of unity in an extension field
of Fq. Let g(x) denote the generator polynomial for C. Identifying C with its ideal
in Fq [x]
(xn−1) , and consequently codewords in C with their polynomial representations in
Fq [x]
(xn−1) , if c(x) is a codeword in C, then g(x) divides c(x). By the choice of the defining
set, each of αb, αb+1, . . . , αb+δ−2 are roots of g, and consequently of c. Thus, one has
the equations
0 = c(αb+r) = c0 + c1α
b+r + c2α
2(b+r) + · · ·+ cn−1α(n−1)(b+r),
where c0, . . . , cn−1 are the coefficients of c. Reinterpreting c as a column vector, this
implies that H ′c = 0, where
H ′ :=

1 αb α2b · · · α(n−1)b
1 αb+1 α2(b+1) · · · α(n−1)(b+1)
...
...
...
. . .
...
1 αb+δ−2 α2(b+δ−2) · · · α(n−1)(b+δ−2)

has entries in the chosen extension field F of Fq. The associated BCH code is thus
the collection of codewords in the kernel of H ′ whose entries all lie in Fq. To find
a parity check matrix, one may use the procedure in Ch. 7, §7 of [11], which is as
follows. Let β := {β1, . . . , βk} be a basis for F as an Fq-vector space, and let H be
the matrix obtained from H ′ by replacing each entry αr of H ′ with its coordinate
(column) vector relative to β; thus
H ′ij = Hij1β1 + · · ·+Hijkβk.
For any row vector c whose entries all lie in Fq,
0 = H ′ic
T for each row H ′i of H
′
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⇐⇒ 0 = H ′i1c1 + · · ·+H ′incn for each i
⇐⇒ 0 = (Hi11β1 + · · ·+Hi1kβk) c1 + · · ·
+ (Hin1β1 + · · ·+Hinkβk) cn for each i
⇐⇒ 0 = (Hi11c1 + · · ·+Hin1cn) β1 + · · ·
+ (Hi1kc1 + · · ·+Hinkcn) βk for each i
⇐⇒ 0 = HijcT for each row Hij of H,
hence H is a parity check matrix for the chosen BCH code.
4.2.4 Example. Let b = 1 and α be a 7-th primitive root of unity in F8. Let
B := {1, α, α2}; B is thus an ordered basis for F8 as an F2-vector space. Replacing
the entries of
H ′ =
 1 α α2 α3 α4 α5 α6
1 α2 α4 α6 α8 α10 α12

with their coordinate vectors relative to B and then performing row operations, one
obtains
H =

1 0 1 1 1 0 0
1 1 1 0 0 1 0
0 1 1 1 0 0 1

as a parity check matrix for a code C. Since H is a permutation of the parity check
matrix computed in 2.1.2, C is the 4-dimensional binary Hamming code.
Note that one may choose a field Fq which itself contains an n-th root of unity,
for example, by choosing n := q − 1. Thus,
4.2.5 Definition. If C is a BCH code over Fq with block length equal to q− 1, then
C is said to be a Reed-Solomon code.
In such a case, one may take H ′ as a parity check matrix for the chosen Reed-
Solomon code. However, H ′ is a Vandermonde matrix, and thus, since H ′ contains
δ− 1 rows, every collection of δ− 1 columns of H ′ is linearly independent [11]. Thus,
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every collection of δ columns is linearly dependent – as a codeword corresponds to
a linear dependence among a set of columns, every codeword of the corresponding
code has Hamming weight at least δ. However, taking d to be the actual Hamming
distance, one obtains
δ ≤ d ≤ n− k + 1 = n− (n− (δ − 1)) + 1 = δ,
thus Reed-Solomon codes are maximum distance separable.
4.3 Observations on Resolutions of Reed-Solomon Codes
Assume C is a Reed-Solomon code with parity check matrix H. By the discussion
in 4.2, H is a Vandermonde matrix; thus, if H contains m columns, then any collection
of m columns of H is linearly independent [11]. As the designed distance of C is equal
to m,
4.3.1 Proposition. Assume C is a Reed-Solomon code with block length n and de-
signed distance m. Then M(C), the vector matroid of a parity check matrix of C, is
the uniform matroid Un,m−1, the matroid whose bases are the (m− 1)-subsets of [n].
The circuits of the uniform matroid Un,m are the m-subsets of [n], thus
4.3.2 Proposition. Assume C is a Reed-Solomon code with block length n and de-
signed distance m. Then the Stanley-Reisner ideal ofM(C) is generated by the square-
free monomials xσ ∈ F[x1, . . . , xn] for which |σ| = m.
Let I denote such an ideal; then I is a specialized Ferrers ideal in m variables
and with partition λ = (m− 1,m− 2, . . . , 0). Thus, I is minimally resolved via the
complex of boxes cellular resolution of [14]; by counting i-faces in the complex of
boxes, one arrives at the Z-graded Betti numbers
βi,di =
(
r + c
r + i
)(
r + i− 1
r
)
for i > 0, where r denotes the regularity and c the codimension of I. Consequently,
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4.3.3 Proposition. Assume C is a Reed-Solomon code with block length n and de-
signed distance m. Then the Stanley-Reisner ideal of M(C) has a linear minimal
cellular free resolution with βi,di =
(
n
m+i
)(
m+i−1
m
)
.
4.4 Cyclic Codes Corresponding to Complete Intersections
Let C be a cyclic code with block length pk, p a prime, and generator polynomial
g(x) := x
pk−1
xpa−1 , where 0 ≤ a ≤ k. Thus,
g(x) = 1 + xp
a
+ x2p
a
+ · · ·+ x(pk−a−1)pa .
Therefore, C has as a generator matrix
G :=
[
Ipa Ipa · · · Ipa
]
where the pa × pa identity Ipa occurs pk−a times. By permuting the columns of G,
one may produce
G′ :=

Upk−a 0 · · · 0
0 Upk−a · · · 0
...
...
. . .
...
0 0 · · · Upk−a
 ,
where each of the pa occurrences of Upk−a denotes a row consisting of p
k−a ones. Thus,
C permutation equivalent to a direct sum of codes with generator matrix Upk−a . Then,
trivially, the rows of G′ are the minimal support codewords of C, and consequently
the circuits of M(C) are the subsets of [pk] := {0, 1, . . . , pk − 1} of form
ipk−a + [pk−a] := {ipk−a, ipk−a + 1, . . . , ipk−a + pk−a − 1}.
This proves:
4.4.1 Proposition. Let C be a cyclic code with generator polynomial g(x) = xpk−1
xpa−1 .
Then the Stanley-Reisner ideal of M(C) is minimally generated by the squarefree
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monomials xipk−a+[pk−a] for i = 0, . . . , p
a−1.
Denote by I the Stanley-Reisner ideal ofM(C). Since each of the supports ipk−a+
[pk−a] of the minimal generators of I are pairwise disjoint, each generator xσi of I is
trivially a nonzero divisor on
F[x0,...,xpk−1]
(xσ0 ,...,xσi−1 )
– and thus, the variety of I is a complete
intersection. As such, I is minimally resolved by the Taylor complex.
On the other hand, one may consider G′ as a parity check matrix for C⊥. As such,
each Upk−a contains as its minimal dependent subsets the 2-subsets of [p
k−a] – thus,
the Stanley-Reisner ideal of M(Upk−a) is minimally generated by the monomials xσ
with σ a 2-subset of [pk−a]. As this is a Ferrers ideal, it supports a linear minimal
free cellular resolution [2], with Betti numbers
βj = −
(
m
j + 2
)
+
m∑
k=1
(
λk + k − 1
j + 1
)
= −
(
m
j + 2
)
+m
(
m− 1
j + 1
)
= (j + 1)
(
m
j + 2
)
.
With no nontrivial linear dependencies between copies of Upk−a in G
′, one therefore
obtains that the Stanley-Reisner ideal ofM(C) is equal to I0 + I1 + · · ·+ Ipa−1, where
Ii = (xi+σ |σ ⊆ [pk−a] and |σ| = 2).
In fact, as each 1-subset is independent, the corresponding matroid is the uniform
matroid U1,pk−a . Moreover, the matroidM(C) is the direct sum of pa copies of U1,pk−a ,
a partition matroid. Each Ii is in distinct variables, so I0+I1+· · ·+Ipa−1 is minimally
resolved by the tensor product of minimal free resolutions Fi of Ii. Thus, one obtains
the resolution
F : 0→ · · · →
⊕
d=i1+···+ij
(
Fi1 ⊗ · · · ⊗ Fij
)→ · · · → I0 + · · ·+ Ipa−1 → 0
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of I0 + I1 + · · ·+ Ipa−1, and therefore Betti numbers
βd =
∑
d=i1+···+ij
βi1 · · · βij .
Finally, note that each of the above codes may be realized as a narrow-sense BCH
code. The zeros of g(x) = x
pk−1
xpa−1 are the p
k-th roots of unity which are not also pa-th
roots of unity. Thus there are (at least) pa−1 consecutive zeros of g: α, α2, . . . , αpa−1.
Taking the defining set to be C1∪C2∪· · ·∪Cpa−1 defines the cyclic code with generator
polynomial g as a BCH code with block length pk and designed distance pa.
Copyright c© Nicholas Armenoff, 2015.
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Chapter 5: Resolutions of Duals to Finite Projective and Affine
Geometries
5.1 Resolutions of Duals to Finite Projective Geometries
In general, given a vector space V , one may define its projectivization as follows:
5.1.1 Definition. Let V be a k-dimensional vector space. The projectivization of
V , denoted P(V ), is defined to be the set of one-dimensional subspaces of V . The
dimension of P(V ), denoted dimP(V ), is defined to be k − 1.
5.1.2 Notation. We will denote by PG(k,Fq) the projectivization of Fkq ; this is
called the (k − 1)-dimensional finite projective geometry over Fq.
Note that in the literature, the notation PG(k,Fq) generally denotes the k-
dimensional projective geometry over Fq; here, however, PG(k,Fq) has dimension
k − 1. Recall that in 2.1.1, we defined the k-dimensional simplex code over Fq by
taking its generator matrix to be any matrix whose columns are the pairwise linearly
independent vectors in Fkq . As linearly independent pairs of vectors in F
k
q reside in
distinct one-dimensional subspaces of Fkq , and thus correspond to distinct points of
PG(k,Fq), we obtain an (equivalent) definition for the simplex codes.
5.1.3 Definition. The k-dimensional simplex code over Fq, denoted S(k,Fq), is de-
fined (up to permutation equivalence) to be the code whose generator matrix columns
are the points in PG(k,Fq).
Consequently, we may (and will) consider PG(k,Fq) as the vector matroid of
any generator matrix for S(k,Fq). In addition, PG(k,Fq) has rank k, and the r-
flats of PG(k,Fq) correspond to the r-dimensional linear subspaces of Fkq . Thus,
its hyperplanes are the (k − 1)-dimensional subspaces of Fkq . Each such subspace is
orthogonal to a one-dimensional subspace of Fkq , thus, the points on every PG(k,Fq)-
hyperplane H satisfy a homogeneous linear form lH(x1, . . . , xk) = 0. Furthermore,
this relation also implies that the relation between the dimensions of subspaces U
42
and V of Fkq ,
dim(U + V ) + dim(U ∩ V ) = dim(U) + dim(V ),
carries over into PG(k,Fq) in essentially identical form: given flats U and V of
PG(k,Fq) with ranks r(U) and r(V ),
r(U ∪ V ) + r(U ∩ V ) = r(U) + r(V ).
As we identify the one-dimensional subspaces of Fkq with the points in PG(k,Fq),
we may label (and identify) each point with the vector in its corresponding subspace
whose leading nonzero entry is 1Fq . Taking α to be a (q−1)st root of unity in Fq, and
assuming a generator matrix Sk−1q for S(k− 1,Fq) has been computed, one may take
all multiples of Sk−1q of the form α
iSk−1q , for i = 0, . . . , q− 2; this produces all vectors
in Fk−1q . Prepending each of these points with 1Fq and including the point at infin-
ity, represented as (1 : 0 : · · · : 0), one obtains all points of form (1: a1 : · · · : ak−1).
Assuming via induction that all points of form (0: · · · : 0 : 1 : ap : · · · : ak−1) are con-
tained as columns of Sk−1q , one arrives at the following recursive description of a
generator matrix for S(k,Fq).
5.1.4 Proposition. Let α be a (q− 1)st root of unity in Fq and define S1q := [1]. For
k ≥ 2, define the k × qk−1
q−1 matrix S
k
q recursively by setting
Skq =
 0 1 1 1 · · · 1
Sk−1q 0 S
k−1
q αS
k−1
q · · · αq−2Sk−1q
 ∈ Fk× qk−1q−1q ,
where 0 and 1 denote rows or columns of 0s and 1s in Fq. Then Skq is a generator
matrix for the k-dimensional simplex code over Fq.
Let M(Skq ) denote the vector matroid of Skq and denote by M(Skq )⊥ the matroid
dual to M(Skq ). The block length of S(k,Fq) is n := q
k−1
q−1 , and there exists an
(n−k)×n parity check matrix over Fq to Skq – call it Hkq . For the sake of simplifying
notation, we will let Ik denote the Stanley-Reisner ideal ofM(S(k,Fq)) =M(Hkq ) =
M(Skq )⊥ = PG(k,Fq)⊥. By [10], there are
[
k
1
]
q
= q
k−1
q−1 monomial generators of
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Ik, each with degree equal to the Hamming weight of S(k,Fq). Since there are
[
k
1
]
q
codewords in S(k,Fq), each corresponding to a minimal 1-support due to the constant-
weight property of S(k,Fq), each generator of Ik corresponds to exactly one codeword
in S(k,Fq). Since [0 1 1 · · · 1] is a codeword in S(k,Fq) and all other codewords in
S(k,Fq) have equicardinal support, the supports of all other codewords in S(k,Fq)
are permutations of the support of [0 1 1 · · · 1]. Fix a generator r of Ik; then the
support of r, supp(r), is a circuit in M(Skq )⊥, and hence corresponds to a choice of
columns in Skq . Thus, [n]− supp(r) is a hyperplane in M(Skq ), so the corresponding
(possibly permuted) columns of the generator matrix Skq are the points of a PG(k,Fq)-
hyperplane. Since this logic is reversible,
5.1.5 Proposition. Assume Ik is the Stanley-Reisner ideal of the matroid
M(S(k,Fq)) =M(Skq )⊥ = PG(k,Fq)⊥.
Then r is a minimal monomial generator of Ik if and only if supp(r) is the complement
of a PG(k,Fq)-hyperplane.
Suppose s is a monomial generator of Ik distinct from r and set U := [n]−supp(r)
and V := [n] − supp(s). Identifying U and V with their corresponding PG(k,Fq)-
hyperplanes, one obtains dim(U) = dim(V ) = k − 1 and dim(U + V ) = k. Thus,
dim(U ∩ V ) = k − 2, and it follows that
supp(r : s) = U − V
= V − (U ∩ V )
is a PG(k−1,Fq)-hyperplane. Additionally, assume r is a monomial generator of Ik−1
and let m := q
k−1−1
q−1 . Since the complement of supp(r) is a PG(k− 1,Fq)-hyperplane,
there exists a linear form lr such that
supp(r) = [m]− {P ∈ PG(k − 1,Fq) | lr(P ) = 0}.
Moreover, since lr uniquely defines a hyperplane in any projective space, there exists
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a unique monomial r′ ∈ Ik such that
supp(r′) = [n]− {P ∈ PG(k,Fq) | lr(P ) = 0}.
Consequently, for each monomial generator of Ik−1, there exists a unique correspond-
ing monomial generator of Ik. This motivates the following:
5.1.6 Definition. Assume r is a monomial generator of Ik−1 corresponding to a
hyperplane in PG(k−1,Fq) whose points satisfy the hyperplane’s corresponding linear
form lr. Let r
′ denote the monomial generator of Ik corresponding to the hyperplane
of PG(k,Fq) whose points satisfy lr, and define I ′k−1 to be the ideal generated by the
monomials r′, where r is a minimal generator of Ik−1.
5.1.7 Example. We will use
S22 =
 0 1 1
1 0 1
 ∈ F2×32
and
S32 =

0 0 0 1 1 1 1
0 1 1 0 0 1 1
1 0 1 0 1 0 1
 ∈ F3×72 ,
as defined via 5.1.4. The Stanley-Reisner ideal of M(S22)⊥ is
I2 = (x0x1, x0x2, x1x2) .
The generators are complements of PG(2,F2)-hyperplanes, which we compute as the
varieties of l1 = y0 + y1, l2 = y1, and l3 = y0, for x0x1, x0x2, and x1x2, respectively.
To compute I ′2, we introduce an additional variable, y−1, associated to the top row of
S32 . Regarding l1, l2, and l3 as linear forms in y0, y1, and the additional variable, y−1,
one obtains the PG(3,F2)-hyperplanes {2, 3, 6}, {1, 3, 5}, and {0, 3, 4}. This implies
I ′2 = (x0x1x4x5, x0x2x4x6, x1x2x5x6) .
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There are four minimal generators of I3 which are not minimal generators of I
′
2,
namely, x0x1x3x6, x0x2x3x5, x1x2x3x4, and x3x4x5x6. Adding these to I
′
2, one obtains
I3 = (x0x1x4x5, x0x2x4x6, x1x2x5x6, x0x1x3x6, x0x2x3x5, x1x2x3x4, x3x4x5x6) .
Note that I ′k−1 can also be characterized as the ideal generated by the monomials in
Ik corresponding to the natural inclusion of PG(k−1,Fq) into PG(k,Fq). Employing
this construction, one obtains:
5.1.8 Lemma. Assume Ik−1 and Ik ⊆ R are the Stanley-Reisner ideals of the ma-
troidsM(S(k−1,Fq)) = PG(k−1,Fq)⊥ andM(S(k,Fq)) = PG(k,Fq)⊥, respectively.
Let xV C be a monomial generator of Ik corresponding to a PG(k,Fq)-hyperplane V .
Assume xV C is not a generator of I
′
k−1 and denote by Ik− xV C the ideal generated by
the minimal generators of Ik, except for xV C . Then
(Ik − xV C ) : xV C ∼= Ik−1.
Proof. Denote by N the PG(k,Fq)-hyperplane corresponding to the natural inclusion
of PG(k − 1,Fq) into PG(k,Fq). Let U be any PG(k,Fq)-hyperplane, with xUC the
corresponding generator of Ik. Then
supp(xUC : xV C ) = U
C − V C
= V − U ∩ V.
Since dim(U ∩ V ) = k − 2, U ∩ V ∼= PG(k − 2,Fq). Thus,
Ik : xV C = (xV−U∩V |U ∼= PG(k − 1,Fq))
= (xV−L |L ∼= PG(k − 2,Fq)) .
Let ϕ be any permutation on [n] such that ϕ(N) = V and ϕ(U ∩N) = U ∩ V . Then
ϕ induces an automorphism on R under which
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(xV−L |L ∼= PG(k − 2,Fq)) ∼= (xN−L |L ∼= PG(k − 2,Fq))
= Ik−1.
As an immediate consequence, we obtain the following:
5.1.9 Corollary. Assume Ik−1 and Ik ⊆ R are the Stanley-Reisner ideals of the
matroids M(S(k − 1,Fq)) and M(S(k,Fq)) of the simplex codes S(k − 1,Fq) and
S(k,Fq), respectively. Let I ′k−1 be as defined above, and assume xV C1 , . . . , xV Cp+1 are
distinct monomial generators of Ik which are not also generators of I
′
k−1. Then
(I ′k−1, xV C1 , . . . , xV Cp ) : xV Cp+1
∼= Ik−1.
Proof. Let Ik = (I
′
k−1, xV C1 , . . . xV Cn ), where xV C1 , . . . , xV Cn are the distinct minimal
generators of Ik which are not generators of I
′
k−1, and note that the proof of 5.1.8
also implies I ′k−1 : xV Cp+1
∼= Ik−1 for any p < n. Let N be the natural inclusion
of PG(k − 1,Fq) into PG(k,Fq). Denote by Ik − xV Cp+1 the ideal generated by the
minimal generators of Ik except for xV Cp+1 . Then
Ik−1 ∼= I ′k−1 : xV Cp+1
⊆ (I ′k−1, xV C1 , . . . , xV Cp ) : xV Cp+1
⊆ (Ik − xV Cp+1) : xV Cp+1
∼= Ik−1,
where the two isomorphisms are given by the same automorphism ϕ on R for which
ϕ(N) = V and ϕ(U ∩N) = U ∩ V .
We will compute a cellular resolution for Ik by first recursively describing the
(unlabeled) cell complex Ck on which our resolution of Ik is supported, defined as
follows.
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5.1.10 Definition. Let Ik be the Stanley-Reisner ideal of M(Skq )⊥. If k = 1, define
the cell complex C1 to be a point. Otherwise, assume Ck−1 is the cell complex
associated to Ik−1 and form qk−1 new vertices. For each new vertex v, form the cone
of v over Ck−1; call the resulting cell complex Ck.
Thus, Ck−1 is a subcomplex of Ck. We will also define the labeled cell complex
recursively.
5.1.11 Definition. Let Ik−1 and Ik be the Stanley-Reisner ideals ofM(S(k−1,Fq))
and M(S(k,Fq)), respectively. If k = 1, define the labeled cell complex L(C1) to
be C1 with its sole vertex labeled by the generator of I1, x1. Otherwise, assume
xV C1 , . . . , xV Cn are the distinct monomial generators of Ik which are not also generators
of I ′k−1. Let Ck be the associated unlabeled complex and assume that L(Ck−1) is the
labeled version of the unlabeled complex Ck−1 contained as a subcomplex within Ck.
Replace each label r of L(Ck−1) with r′ to obtain L(Ck−1)′ and label each vertex of
Ck not in Ck−1 with a generator of Ik which is not also a generator of I ′k−1. Call the
resulting labeled cell complex L(Ck).
5.1.12 Example. Notice that the ideal I2 = I(M(S22)⊥), computed in 5.1.7, is the
same as the ideal considered in 2.3.9; indeed, one may show that the labeled cell
complex of 2.3.9 is precisely L(C2) for I(M(S22)⊥) and is replicated in 5.1a, sans the
labels of the faces with dimension greater than one. Apply the map r 7−→ r′ to the
vertex labels of L(C2) to obtain L(C2)
′, shown in 5.1b. This also alters the labels of
the 1-faces; rather than display these (and higher dimensional) labels, we take them
to be understood. One may then form C3 from C2 by coning 4 points over C2. To form
L(C3), we label the vertices of the copy of C2 one coned over with the corresponding
vertex labels of L(C2)
′. There are 4 minimal generators of I3 = I(M(S32)⊥) which
are not also minimal generators of I ′2 which become the labels of the 4 new points
added to C2 to form C3 – one thus obtains L(C3), shown in 5.1c.
For the sake of brevity, we will denote by x1, . . . , x̂i, . . . , xp the set {x1, . . . , xp} −
{xi}; when the context is clear, we will denote {x1, . . . , xp} by F and {x1, . . . , xp} −
{xi} by F −{xi}. Assume Ik−1 has a minimal cellular resolution supported on Ck−1,
with the vertices on Ck−1 labeled xr1 , . . . , xrm . As Ck−1 is simplicial, we may identify
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x0x1 x0x2 x1x2
(a) L(C2)
x0x1x4x5 x0x2x4x6 x1x2x5x6
(b) L(C2)
′
x0x1x4x5
x0x2x4x6
x1x2x5x6
x3x4x5x6
x1x2x3x4
x0x1x3x6
x0x2x3x5
(c) L(C3)
Figure 5.1: The labeled cell complexes L(C2), L(C2)
′, and L(C3) associated to the
ideals I(M(S22)⊥), I(M(S22)⊥)′, and I(M(S32)⊥), respectively.
a face in Ck−1 with its vertex set, and hence with the set consisting of its vertex
labels. Furthermore, given faces F := {xra1 , . . . , xrai}, the i-th differential map d
Ik−1
i
is defined by extending
eF 7−→
∑
1≤j≤i
ε(F − {xraj }, F )
lcm(F )
lcm(F − {xraj })
eF−{xraj }
linearly, where eF is a free generator associated to the face with vertices labeled
xra1 , . . . , xrai and each eF−{xraj } is a free generator associated to the face with vertices
labeled xra1 , . . . , x̂raj , . . . , xrai . For each vertex v in Ck−1, replace the generator r of
Ik−1 assigned as the label for v with the corresponding generator r′ of I ′k−1 to obtain
labels x′ra1 , . . . , x
′
rai
; we will denote such a face by F ′. One can obtain a resolution
for I ′k−1 from the preceding resolution for Ik−1 by adjusting the label of each vertex
from xv to x
′
v. Thus, the i-th differential map d
I′k−1
i is
eF ′ 7−→
∑
1≤j≤i
ε(F ′ − {x′raj }, F
′)
lcm(F ′)
lcm(F ′ − {x′raj })
eF ′−{x′raj }
extended linearly:
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5.1.13 Proposition. Let Ik−1 be the Stanley-Reisner ideal of M(S(k − 1,Fq)). As-
sume there exists a minimal cellular resolution A of A := Ik−1,
A : 0→ FAn
dAn−→ · · · d
A
2−→ FA1
dA1−→ Ik−1 → 0.
Let B := I ′k−1 be as defined above and define d
B
i to be the map d
A
i with coefficients m
replaced by m′. Then
B : 0→ FBn
dBn−→ · · · d
B
2−→ FB1
dB1−→ I ′k−1 → 0.
is a minimal cellular resolution of I ′k−1.
Proof. Let b′ ∈ Z q
k−1
q−1 be given and let the vertices of L(Ck−1)′≤b′ be labeled by a set
of monomials r′a1 , . . . , r
′
ap in I
′
k−1. Let b := lcm(ra1 , . . . , rap); as b is squarefree, we
will identify b with its exponent vector. We will prove that the complex underlying
L(Ck−1)′≤b′ is equal to the complex underlying L(Ck−1)≤b.
Let F ′ be a face in L(Ck−1)′≤b′ labeled by
{r′ai1 , . . . , r
′
aik
} ⊆ {r′a1 , . . . , r′ap},
and thus
{rai1 , . . . , raik} ⊆ {ra1 , . . . , rap}. (*)
Since the labellings of L(Ck−1) and L(Ck−1)′ are by construction consistent with each
other, {rai1 , . . . , raik} may be identified with a face in L(Ck−1) - in particular, with
the face defined by the vertex labels r′ai1 , . . . , r
′
aik
. By *, one has raij |b for any j, so
{rai1 , . . . , raik} defines a face in L(Ck−1)≤b.
On the other hand, if F is a face of L(Ck−1)≤b which is defined by vertices labeled
rai1 , . . . , raik , where raij |b for each j = 1, . . . , q. Then as
F ′ = {r′ai1 , . . . , r
′
aik
} ⊆ {r′a1 , . . . , r′ap},
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one has that r′aij |b
′ for each j; therefore, F ′ is a face of L(Ck−1)′≤b′ .
However, the complex underlying L(Ck−1)≤b is acyclic for every b, and, therefore,
L(Ck−1)′≤b′ is also acyclic. Minimality of B follows by noting that the map m 7−→ m′
has positive degree.
Let v be the vertex of the cone over Ck−1 and label v with a monomial generator
xv of Ik which is not also a generator of I
′
k−1. Notice that there is a bijective cor-
respondence F ↔ F ′ ∪ {xv}, where F := {xra1 , . . . , xrai} and F ′ := {x′ra1 , . . . , x′rai}.
Define fxvi by extending
eF ′∪{xv} 7−→ (−1)iε(F ′, F ′ ∪ {xv})
lcm(F ′ ∪ {xv})
lcm(F ′)
eF ′
linearly.
For convenience, given an R-linear map di : Fi −→ Fi−1 and an R-automorphism
ϕ, we will denote by ϕ(di) the map ϕ(Fi) −→ ϕ(Fi−1) in which each term m in
di is replaced by ϕ(m). Furthermore, if F is a free resolution, denote by ϕ(F) the
permutation ϕ applied to each module and differential map in F. Note that if F is a
free resolution of an R-ideal I, and ϕ is any permutation on the variables of R which
fixes each element of the field of R, then ϕ(F) is a free resolution of ϕ(I). Using this
notation, one obtains the following:
5.1.14 Proposition. Assume Ik−1 and Ik are the Stanley-Reisner ideals ofM(S(k−
1,Fq)) andM(S(k,Fq)), respectively, and let I ′k−1 be as defined above. Let xV C1 , . . . , xV Cp+1
be distinct generators of Ik ⊆ R which are not generators of I ′k−1. As before, let N
denote the hyperplane corresponding to the natural inclusion of PG(k − 1,Fq) into
PG(k,Fq) and take V to be the PG(k,Fq)-hyperplane corresponding to supp(xV Cp+1).
Let ϕ := ϕx
V Cp+1
be a permutation on the variables of R for which ϕ(N) = V and
ϕ(U ∩N) = U ∩ V for any hyperplane U of PG(k,Fq). Assume
A : 0→ ϕ(FAn )
ϕ(dAn )−−−→ · · · ϕ(d
A
2 )−−−→ ϕ(FA1 )
ϕ(dA1 )−−−→ (I ′k−1, xV C1 , . . . , xV Cp ) : xV Cp+1 = ϕ(Ik−1)→ 0
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and
Bp : 0→ FBpn d
Bp
n−−→ · · · d
Bp
2−−→ FBp1
d
Bp
1−−→ (I ′k−1, xV C1 , . . . , xV Cp )→ 0
are minimal simplicial cellular resolutions of (I ′k−1, {xV C1 , . . . , xV Cp ) : xV Cp+1} and Bp :=
(I ′k−1, xV C1 , . . . , xV Cp ) respectively supported on ϕ(L(Ck−1)) and L(Ck−1)
′∪{xV C1 , . . . , xV Cp }.
Then the squares
ϕ(FAi−1) F
Bp
i−1
ϕ(FAi ) F
Bp
i
f
x
V Cp+1
i−1
ϕ(dAi )
f
x
V Cp+1
i
d
Bp
i
commute.
Proof. Since each codeword in S(k,Fq) has equal weight, and since [0 · · · 01 · · · 1] is a
codeword in S(k,Fq), we may assume that the codeword in S(k,Fq) whose support is
equal to the support of xV Cp+1 may be permuted so that its support is equal to the sup-
port of [0 · · · 01 · · · 1]. However, [0 · · · 01 · · · 1] is supported on NC ; thus, without loss
of generality, we may take xV Cp+1 to be xNC , the monomial whose support is the sup-
port of [0 · · · 01 · · · 1]. Consequently, we may take ϕ to be the identity automorphism
on R, and we define f
x
NC
i := f
x
V Cp+1
i .
Let F := {xra1 , . . . , xrai} and assume eF is a free generator of FAi . Again, one has
the bijective correspondence F ↔ F ′ := {x′ra1 , . . . , x′rai} and so one may relabel the
free generators of FAi with eF ′ as necessary. Since A is cellular, one may write
dAi : eF 7−→
∑
1≤j≤i
ε(F − {xraj }, F )
lcm(F )
lcm(F − {xraj })
eF−{xraj }.
For convenience, we will define G′ := F ′ ∪ {xNC}. For each k, x′rak is a generator of
I ′k−1, xrak is a generator of Ik−1, and I
′
k−1 : xNC = Ik−1, thus
lcm(F )
lcm(F − {xraj })
=
lcm(G′)
lcm(G′ − {x′raj })
.
52
As these quotients are equal, we may rewrite the image of eF under d
A
i as
dAi : eG′ 7−→
∑
1≤j≤i
ε(G′ − {x′raj }, G
′)
lcm(G′)
lcm(G′ − {x′raj })
eG′−{x′raj }
after adjusting the labels of the free generators, thus obtaining the same resolution,
but supported on the cone.
Consequently, f
x
NC
i−1 ◦ dAi maps eG′ to
∑
1≤j≤i
(−1)i−1ε(G′ − {x′raj ,xNC}, G
′ − {x′raj })ε(G
′ − {x′raj }, G
′)
· lcm(G
′)
lcm(G′ − {x′raj , xNC})
eG′−{x′raj ,xNC }.
On the other hand, under d
Bp
i ◦ fxNCi , eG′ maps to
∑
1≤j≤i
(−1)iε(G′ − {x′raj ,xNC}, G
′ − {xNC})ε(G′ − {xNC}, G′)
· lcm(G
′)
lcm(G′ − {x′raj , xNC})
eG′−{x′raj ,xNC }.
Since ε satisfies
ε(G′ − {x′raj ,xNC}, G
′ − {x′raj })ε(G
′ − {x′raj }, G
′)
+ ε(G′ − {x′raj , xNC}, G
′ − {xNC})ε(G′ − {xNC}, G′) = 0,
it follows that the squares commute.
Thus, commutativity of the squares guarantees, via the mapping cone, the exis-
tence of a free resolution for (I ′k−1, xV C1 , . . . , xV Cp+1), given free minimal cellular resolu-
tions for (I ′k−1, xV C1 , . . . , xV Cp ) : xV Cp+1
∼= Ik−1 and (I ′k−1, xV C1 , . . . , xV Cp ). Furthermore,
as the comparison maps f
x
V Cp+1
i do not involve any constants, the subsequent free
resolution of (I ′k−1, xV C1 , . . . , xV Cp+1) is also minimal. Moreover, the mapping cone res-
olution is in fact cellular:
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5.1.15 Lemma. Assume A := Ik−1 and Bp have minimal cellular resolutions, sup-
ported on L(Ck−1) and L(Ck−1)′ ∪ {xV C1 , . . . , xV Cp }, respectively. Let V be the hy-
perplane corresponding to the support of xV Cp+1 and let N be the hyperplane corre-
sponding to the natural inclusion of PG(k − 1,Fq) into PG(k,Fq). Let ϕ be an
R-automorphism for which ϕ(U ∩N) = U ∩ V for any hyperplane U of PG(k,Fq) –
hence Bp : xV Cp+1 = ϕ(A). Let Bp+1 be the mapping cone of ϕ(A) and Bp under the
comparison maps f
x
V Cp+1
i . Then Bp+1 is a minimal cellular resolution supported on
L(Ck−1)′ ∪ {xV C1 , . . . , xV Cp+1}.
Proof. As before, we may assume that xV Cp+1 is xNC , and thus we may take ϕ to be
the identity on R. Since Bp+1 is a minimal free resolution, one need only check that
it is also a cellular resolution with the desired support. Let F := {xra1 , . . . , xrai}
be an (i− 1)-face in L(Ck−1) and let G′ := {x′ra1 , . . . , x′rai , xV Cp+1} denote an i-face in
L(Ck−1)′ ∪ {xV C1 , . . . , xV Cp+1}; thus, there is a bijective correspondence
G′ − {x′raj } ←→ F − {xraj }.
Notice that the i-th differential di of the cellular complex of L(Ck−1)′∪{xV C1 , . . . , xV Cp+1}
can be written as:
di(eG′) =
∑
facets F ′ ⊆ G′
ε(F ′, G′)
lcm(G′)
lcm(F ′)
eF ′
= ε(G′ − {xNC}, G′) lcm(G
′)
lcm(G′ − {xNC})
eG′−{x
NC
}
+
∑
1≤j≤i
ε(G′ − {x′raj }, G
′)
lcm(G′)
lcm(G′ − {x′raj })
eG′−{x′raj }.
However, as before,
lcm(G′)
lcm(G′ − {x′raj })
=
lcm(F )
lcm(F − {xraj })
thus (after relabeling the free generators eG′−{x′raj } with F − {xraj }), one obtains
di(eG′) = ε(G
′ − {xNC}, G′) lcm(G
′)
lcm(G′ − {xNC})
eG′−{x
NC
}
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+
∑
1≤j≤i
ε(G′ − {x′raj }, G
′)
lcm(F )
lcm(F − {xraj })
eF−{xraj }.
However, the summation is by induction cellular and equal to d
Ap+1
i−1 (eF ), and so
consequently,
di(eG′) = d
Ap+1
i−1 (eF ) + (−1)ifxNCi (eG′),
a syzygy in the mapping cone.
5.1.16 Theorem. There exists a minimal cellular resolution of Ik, supported on Ck.
Proof. Assume Ik−1 has a minimal cellular resolution supported on Ck−1. As Ik
is finitely generated, repeated application of 5.1.15 to Ik−1 eventually exhausts the
minimal generators of Ik which are not minimal generators of I
′
k−1. Thus, at this
point, one has a minimal cellular resolution of Ik supported on the labeled cell complex
L(Ck).
Note that this process in a sense generalizes the methods of [3]; instead of applying
the mapping cone to ideals with linear quotients, we apply it to certain ideals with
pure (nonlinear) quotients. Another cellular resolution of this family of ideals, using
different (less explicit) techniques, is given in [15], while the Betti numbers of the
Stanley-Reisner ideals of duals to finite projective geometries are computed in [10].
5.2 Finite Projective Geometries: The Binary Case
We are able to express resolutions of duals to binary finite projective geometries
in a more explicit manner. Each codeword c of S(k,F2), the k-dimensional binary
simplex code, is the only nonzero codeword in the subspace generated by c; con-
sequently, the nonzero codewords of S(k,F2) and the 1-supports of S(k,F2) are in
bijective correspondence. Since S(k,F2) contains 2k − 1 distinct nonzero codewords,
each of the same Hamming weight (see 2.1.4), there are 2k − 1 distinct 1-supports of
S(k,F2), each of the same cardinality. As the 1-supports are equicardinal, they are
also minimal, thus:
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5.2.1 Proposition. Let M(S(k,F2)) denote the vector matroid of a parity check
matrix for S(k,F2). Then the collection of circuits of M is equal to the collection of
supports of nonzero codewords of S(k,F2).
Specializing the generator matrix for Skq (see 5.1.4) to F2, one obtains
Sk2 =
 0 1 1
Sk−12 0 S
k−1
2
 ∈ Fk×2k−12
as a generator matrix for S(k,F2). By permuting the columns of this matrix, one
may also obtain
Sk2 =
 1 1 0
Sk−12 0 S
k−1
2
 ∈ Fk×2k−12
as a recursive description of Sk2 ; for the purposes of this section, we take this descrip-
tion as our definition for Sk2 . Assume the nonzero codewords of S
k−1
2 are c1, . . . , c2k−1−1,
with supports s1, . . . , s2k−1−1. Let s be a subset of Z with k ∈ Z and denote by s+ k
the set whose elements are si + k, where si ∈ s. From inspecting the above generator
matrix for S(k,F2),
(c1, 0, c1), . . . , (c2k−1−1, 0, c2k−1−1)
are codewords in S(k,F2) and hence have corresponding supports
s1 ∪ (s1 + 2k−1), . . . , s2k−1−1 ∪ (s2k−1−1 + 2k−1).
Assuming via induction that each of the 2k−1 − 1 supports s is distinct, there are an
additional 2k−1−1 distinct supports of S(k,F2) obtained by subtracting the first row
of Sk2 from each of the codewords (ci, 0, ci). Including the support of the first row,
this yields the 2k − 1 supports
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s1 ∪ (s1 + 2k−1), . . . , s2k−1−1 ∪ (s2k−1−1 + 2k−1),
s1 ∪ s1 + 2k−1, . . . , s2k−1−1 ∪ (s2k−1−1 + 2k−1),
sNC
of S(k,F2), and hence circuits for the vector matroid of any parity check matrix
corresponding to Sk2 – for convenience, call this matroid M(Sk2 )⊥. Note that si
denotes the complement of si relative to the indices of the columns in S
k
2 whose
topmost entry is 1. Consequently, we obtain the following recursive description for
the Stanley-Reisner ideal:
5.2.2 Proposition. Let Ik−1 = (xs1 , . . . , xs2k−1−1) be the Stanley-Reisner ideal of
M(Sk−12 )⊥. Then Ik is minimally generated by the monomials
xs1xs1+2k−1 , . . . , xs2k−1−1xs2k−1−1+2k−1 ,
xs1xs1+2k−1 , . . . , xs2k−1−1xs2k−1−1+2k−1 ,
xs
NC
.
Remark. Note that for a fixed ordering of the points of PG(k,Fq), this may be gener-
alized to an essentially similar procedure which produces the generators of Ik, given
generators for Ik−1; code implementing this procedure is given in Appendix 5.3. Es-
sentially, one chooses the ordering of the columns of Skq as given in 5.1.4. Let r denote
the top row of Skq and γ ∈ Fq. Then for each of the qk−2 codewords of S(k,Fq) of
form
c′ = (c, 0, c, αc, α2c, . . . , αq−2c),
where c is one of the qk−2 codewords of S(k − 1,Fq) with 1 as the leading nonzero
entry, one may produce q codewords of form c′ − γr, each with distinct support. By
induction, each c has distinct support and has 1 as its leading nonzero entry, so the
same is true of c′ − γr. There are qk−1 codewords of this form – thus, one obtains
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the qk−1 distinct minimal 1-supports of S(k,Fq), each corresponding to a generator
of the Stanley-Reisner ideal of PG(k,Fq)⊥.
Each of the generators xsixsi+2k−1 is in fact the image of xsi under the map r 7→ r′
defined in 5.1.6. Consequently,
(
xs1xs1+2k−1 , . . . , xs2k−1−1xs2k−1−1+2k−1
)
: (xsixsi+2k−1)
∼=
(
xs1 , . . . , xs2k−1−1
)
.
In particular, the proof of 5.1.8 implies the ideal on the left is equal to ϕ((xs1 , . . . , xs2k−1−1)),
where ϕ is a permutation on the variables of the ambient ring. In this case, we are
able to describe such a permutation explicitly.
5.2.3 Proposition. Assume Ik−1 is minimally generated by xs1 , . . . , xs2k−1−1 and let
m := xV xV+2k−1 be a minimal generator of Ik ⊆ R := F[x0, . . . , x2k−1] which is not
also a minimal generator of I ′k−1. Define ϕm :
[
2k − 1] −→ [2k − 1] by setting
ϕm(i) =

i+ 2k−1 if i ∈ V and i 6= max(V )
i− 2k−1 if i ∈ V + 2k−1 and i 6= max(V + 2k−1)
i otherwise.
Then ϕm induces an R-automorphism under which
(
xs1xs1+2k−1 , . . . , xs2k−1−1xs2k−1−1+2k−1
)
: (xV xV+2k−1) = ϕm (Ik−1) ,
where Ik−1 is considered as an R-ideal.
Proof. One may check that ϕm is a permutation on the variables of R – hence, we
must prove that ϕm(Ik−1) is the quotient ideal. Let U ∈ {s1, . . . , s2k−1−1}. Notice
that
(
U ∪ (U + 2k−1))− (V ∪ (V + 2k−1)) = (U ∩ V ) unionmulti ((U − (U ∩ V )) + 2k−1) ;
thus we will prove that
(U ∩ V ) unionmulti ((U − (U ∩ V )) + 2k−1) = ϕm(U ∪ (U + 2k−1)).
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Let x ∈ ϕm(U ∪ (U +2k−1)). Then there is a y ∈ U ∪ (U +2k−1) such that ϕm(y) = x.
If x = y + 2k−1, then y ∈ V and y 6= max(V ) – thus x /∈ V + 2k−1 and y /∈ U + 2k−1.
But by assumption, y ∈ U ∪ (U + 2k−1), so y ∈ U , hence
x ∈ (U + 2k−1)− (V + 2k−1) ⊆ (U ∩ V ) unionmulti ((U − (U ∩ V )) + 2k−1) .
The argument is similar if x = y−2k−1, so we will assume x = y. Since V ∩(V+2k−1) =
∅, the case when y = max(V ) and y = max(V + 2k−1) cannot occur. In addition,
the case when y = max(V ) and y /∈ V + 2k−1 cannot occur – if so, then since
max(V ) ≤ 2k−1 − 1, one also has max(V ) /∈ U + 2k−1. Furthermore, max(V ) /∈ U –
so y /∈ U ∪ (U + 2k−1). Similarly, y = max(V + 2k−1) and y /∈ V cannot occur. Thus,
the only case remaining is when y /∈ V and y /∈ V + 2k−1, in which case
y ∈ (U ∪ (U + 2k−1))− (V ∪ (V + 2k−1)).
On the other hand, assume x ∈ (U ∩ V ) unionmulti ((U − U ∩ V ) + 2k−1). If x ∈ (U −
U ∩ V ) + 2k−1, then x− 2k−1 ∈ U − U ∩ V , so x− 2k−1 /∈ V . Nonetheless, x− 2k−1
is the index of a column in Sk2 whose topmost entry is 1, so x − 2k−1 ∈ V . But by
construction, max(V ) /∈ U – hence x− 2k−1 6= max(V ). Thus,
x = σm(x− 2k−1) ∈ σm(I ∪ (I + 2k−1)).
Assume x ∈ U ∩ V . Then x /∈ V , and since x ∈ U , x ≤ 2k−1, so x /∈ V + 2k−1. Thus,
x = σm(x) ∈ σm(U ∪ (U + 2k−1)).
5.3 Resolutions of Duals to Finite Affine Geometries
5.3.1 Definition. Let P = PG(k,Fq) be a finite projective geometry and let H be
a hyperplane in P . The space P −H is called a k-dimensional finite affine geometry
over Fq.
To specify a matrix whose corresponding vector matroid is, up to permutation, an
affine geometry, let Skq be a generator matrix for the k-dimensional simplex code over
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Fq – its corresponding vector matroid is PG(k,Fq). Deleting the columns of Skq which
correspond to the natural inclusion N of PG(k − 1,Fq) into PG(k,Fq) (discussed in
5.1), one obtains
Akq :=
 1 1 1 · · · 1
0 Sk−1q αS
k−1
q · · · αq−2Sk−1q
 ,
where Sk−1q is a generator matrix for the (k − 1)-dimensional simplex code over Fq.
Denote the vector matroid to Akq by AG(k,Fq). Abusing notation slightly, we refer to
AG(k,Fq) as the k-dimensional affine geometry over Fq. Note that the matrix whose
columns are the coordinate vectors of points in Fkq has column dependencies which
differ from those of Akq ; indeed, as this matrix may be permuted into[
0 Sk−1q αS
k−1
q · · · αq−2Sk−1q
]
,
one sees that the circuits of the corresponding matroid are merely repetitions of
the circuits of PG(k,Fq)⊥. The Stanley-Reisner ideal of this matroid is seen to
be isomorphic to the ideal of PG(k,Fq)⊥, and in particular, generated in degree a
multiple of the degree in which the ideal of PG(k,Fq)⊥ is generated – therefore, we
will focus on Akq and characterizing the circuits of AG(k,Fq)⊥.
As before, the Stanley-Reisner ideal of a matroid complex M is generated by the
circuits of M , and the complements of the circuits of M are the hyperplanes of M⊥.
Thus, taking M to be the matroid AG(k,Fq)⊥, we obtain a characterization for the
Stanley-Reisner ideal of AG(k,Fq)⊥ analogous to 5.1.5, namely,
5.3.2 Proposition. Assume Jk is the Stanley-Reisner ideal of the matroid
M(Akq)⊥ = AG(k,Fq)⊥.
Then r is a minimal monomial generator of Jk if and only if supp(r) is the comple-
ment of a AG(k,Fq)-hyperplane.
As one deletes a hyperplane of PG(k,Fq) to obtain AG(k,Fq), a natural question
to ask is whether this relationship extends in some sense to the Stanley-Reisner ideals
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of PG(k,Fq)⊥ and AG(k,Fq)⊥. In fact, it does:
5.3.3 Proposition. Let Ik be the Stanley-Reisner ideal of PG(k,Fq)⊥ and let Jk
denote the Stanley-Reisner ideal of AG(k,Fq)⊥. Let xN be the monomial supported
on N , the natural inclusion of PG(k − 1,Fq) into PG(k,Fq). Then Ik : xN ∼= Jk.
Proof. Take PG(k,Fq) and AG(k,Fq) to be the vector matroids of Skq and Akq , respec-
tively. Let m be a minimal generator of Ik : xN – thus, m is supported on V
C − N ,
where V is a PG(k,Fq)-hyperplane. Since affine hyperplanes have support contained
within NC , we must show that
NC − (V C −N) = NC − V C
is an affine hyperplane in AG(k,Fq). Let p be a point in V which is not in N – hence
p0 = 1. Since p ∈ V , the coordinates of p satisfy a homogeneous linear form
l(x0, . . . , xk) = 0.
Dehomogenizing l by setting x0 = 1 yields an affine hyperplane in AG(k,Fq) on which
p lies.
Conversely, if p is a point on an affine hyperplane in AG(k,Fq), then p satisfies a
linear form
a1x1 + · · ·+ akxk + b = 0,
which homogenizes to
a1x1 + · · ·+ akxk + bx0 = 0. (*)
Comparing these equations, x0 = 1, hence p0 = 1, so p ∈ NC . Furthermore,
(1 : p1 : · · · : pk) satisfies *, so p also lies on a PG(k,Fq)-hyperplane.
In the projective case, we mapped the hyperplanes of PG(k,Fq) to a subset of
the hyperplanes of PG(k+ 1,Fq) by reconsidering their ideals as ideals in a ring with
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one additional variable; we will extend this construction further in order to map the
hyperplanes of PG(k,Fq) to a subset of the hyperplanes of AG(k+ 1,Fq). As before,
assume V is a PG(k,Fq)-hyperplane – hence V is the variety of a homogeneous linear
form
l(x0, . . . , xk) = 0.
Considering l as a polynomial in the variables x−1, x0, . . . , xk, one obtains the PG(k+
1,Fq)-hyperplane defined by l(x−1, x0, . . . , xk). Since we identify the points of AG(k+
1,Fq) with those whose first coordinate is 1, we dehomogenize l by setting x−1 = 1
to obtain the AG(k + 1,Fq)-hyperplane corresponding to
l(x0, . . . , xk) = −a−1 = 0.
Call this hyperplane V˜ . For convenience, we will adhere to the notation Ik :=
I(M(S(k,Fq))) = I(PG(k,Fq)⊥) to designate the Stanley-Reisner ideal of the ma-
troid dual to PG(k,Fq), and likewise Jk := I(AG(k,Fq)⊥) for the Stanley-Reisner
ideal of the dual to AG(k,Fq).
5.3.4 Definition. Let xV C be a minimal generator of Ik, where V is a hyperplane in
PG(k,Fq). Define x˜V C := xV˜ C and set I˜k to be the ideal generated by the monomials
x˜V C .
As V˜ is an AG(k+ 1,Fq)-hyperplane, one has that I˜k is contained in the Stanley-
Reisner ideal of AG(k+ 1,Fq)⊥, Jk+1. Furthermore, there exists a recursive relation-
ship between Ik and Jk−1 analogous to that considered for the projective case:
5.3.5 Lemma. Assume V is an AG(k,Fq)-hyperplane, with XV C a minimal generator
of Jk supported on the complement of V , and denote by Jk − xV C the ideal generated
by the minimal generators of Jk except for xV C . Then
(Jk − xV C ) : xV C ∼= Jk−1
Proof. Notice that the generators of (Jk − xV C ) : xV C have the form xUC−V C , where
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U is an AG(k,Fq)-hyperplane. Since
UC − V C = V − U ∩ V,
one may use another dimension argument, albeit modified. If U and V are parallel
hyperplanes, then since (Jk − xV C ) doesn’t have xV C as one of its minimal generators,
U 6= V . Thus, U ∩ V = ∅, so xUC−V C = xV , which is divisible by the generators of
(Jk − xV C ) : xV C for which U ∩ V 6= ∅. Thus, we only consider hyperplanes U and V
which aren’t parallel.
In the event that U and V are not parallel, dim(U ∩ V ) = k − 2, so U ∩ V ∼=
AG(k − 2,Fq). Therefore,
(Jk − xV C ) : xV C = (xV−U∩V |U ∼= AG(k − 1,Fq))
= (xV−L |L ∼= AG(k − 2,Fq))
∼= Jk−1
5.3.6 Corollary. Assume Ik, Jk−1, Jk ⊆ R are the Stanley-Reisner ideals of the
matroids M(Skq )⊥ = PG(k,Fq)⊥, M(Ak−1q )⊥ = AG(k − 1,Fq)⊥, and M(Akq)⊥ =
AG(k,Fq)⊥, respectively. Let I˜k be as defined above, and assume xV C1 , . . . , xV Cp+1 are
distinct minimal generators of Jk, none of which are generators of I˜k. Then
(I˜k, xV C1 , . . . , xV Cp ) : xV Cp+1
∼= Jk−1.
Proof. As in the projective case, the proof of 5.3.5 also implies that I˜k : xV Cp+1
∼=
Jk−1, via the same logic: if U is an AG(k,Fq)-hyperplane parallel to vp+1, then
the exclusion of xV Cp+1 from I˜k implies U 6= vp+1, thus U ∩ V = ∅, and therefore
xUC−vCp+1 = xV Cp+1 , which isn’t minimal. Otherwise, U and vp+1 intersect along an
AG(k − 2,Fq). Employing this in conjunction with 5.3.5,
Jk−1 ∼= I˜k−1 : xV Cp+1
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⊆ (I˜k−1, xV C1 , . . . , xV Cp ) : xV Cp+1
⊆ (Jk − xV Cp+1) : xV Cp+1
∼= Jk−1.
From [9], the Zn-graded Betti number βi,σ of the Stanley-Reisner ideal of a matroid
M = (E, I) is nonzero if and only if σ ⊆ E is an inclusion-minimal set for which
nM(σ) = i. By the duality given in 3.1.8, this is equivalent to E − σ being an
(r(M⊥)− i)-flat of M⊥. In the case when M = PG(k,Fq)⊥, we obtain that such an
E − σ is a (k − i)-flat of PG(k,Fq), and is therefore a PG(k − i,Fq). Thus,
|E − σ| = #PG(k − i,Fq) = q
k−i − 1
q − 1 ,
and consequently, the minimum twist (in fact, the only twist, due to 3.1.7) at the
i-th position in a minimal free resolution of the Stanley-Reisner ideal of PG(k,Fq)⊥
is:
di(PG(k,Fq)⊥) = |σ| = |E| − |E − σ| = q
k − 1
q − 1 −
qk−i − 1
q − 1 ,
the same as derived in [10]. However, in the case when M = AG(k,Fq)⊥, where
|E| = qk and |E − σ| is a (k − i)-flat of AG(k,Fq), and hence has cardinality qk−i,
the same reasoning yields minimum twists of
di(AG(k,Fq)⊥) = qk − qk−i = (q − 1)di(PG(k,Fq)⊥).
Using 3.1.7 again and the fact that any minimal free resolution of Jk has length
k+ 1, we may compute the Betti numbers of Jk using the Herzog-Ku¨hl equations. In
the case when i 6= k + 1, one may compute
βi,di(Jk) = q
iq
i(i−1)
2
(
k
i
)
q
= qiβi,di(Ik),
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where βi,di(Ik) = q
i(i−1)
2
(
k
i
)
q
was determined in [10] and
(
k
i
)
q
denotes the Gaussian
binomial coefficient. When i = k + 1, one obtains
βk+1,dk+1 = (q − 1)(q2 − 1) · · · (qk − 1).
Since di(AG(k,Fq)⊥) > di(AG(k − 1,Fq)⊥), any chosen map of complexes between
a minimal free resolution of Jk−1 ∼= (I˜k−1, xV C1 , . . . , xV Cp ) : xV Cp+1 and a minimal free
resolution for (I˜k−1, xV C1 , . . . , xV Cp ) has positive degree. Consequently, the comparison
maps are minimal, so using the same model of induction as in the projective case,
one obtains the following result.
5.3.7 Proposition. There exists a minimal free resolution of Jk by mapping cones.
Copyright c© Nicholas Armenoff, 2015.
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Appendix: Macaulay2 Code
Some effort has gone into developing methods in the Macaulay2 [5] computer
algebra system to support research into combinatorial invariants of linear block codes.
A summary of some of the more important methods developed for Macaulay2 is
included below. In the event that a function calls a secondary method which is
not native to Macaulay2, a description of the secondary method’s functionality is
provided; only the essential code is included. Note that this code is compatible with
version 1.7 of Macaulay2.
As finite affine and projective spaces arise via simplex and Reed-Muller codes,
methods for computing such spaces are provided below. Due to their differing Stanley-
Reisner ideals, we distinguish between finite affine spaces and finite affine geometries
and provide methods for each. Note that each of the following procedures may easily
be refactored to run iteratively, if one desires to produce a list of finite geometries.
----------------------------------------------------------------------
-- Input: a nonnegative integer r and a GaloisField F
-- Output: a matrix whose columns are the pairwise linearly
-- independent vectors in F^r
-- Remark: block(m, n, alpha) returns an m x n matrix whose entries
-- are equal to alpha
----------------------------------------------------------------------
finiteProjectiveGeometry = method(TypicalValue => Matrix);
finiteProjectiveGeometry(ZZ, GaloisField) := Matrix => (r, F) -> (
if (r < -1) then (
error "expected r to be at least -1";
) else if (r == -1) then (
matrix mutableMatrix(F, 0, 0)
) else if (r == 0) then (
matrix {{1_F}}
) else (
aff := finiteAffineSpace(r, F);
pg := finiteProjectiveGeometry(r-1, F);
zeros := block(1, numCols pg, 0_F);
ones := block(1, numCols aff, 1_F);
((zeros | ones) || (pg | aff))
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))
----------------------------------------------------------------------
-- Input: a nonnegative integer r and a GaloisField F
-- Output: a matrix whose columns are the points in the rank r finite
-- affine geometry over F
----------------------------------------------------------------------
finiteAffineGeometry = method(TypicalValue => Matrix);
finiteAffineGeometry(ZZ, GaloisField) := Matrix => (r, F) -> (
if (r < 0) then (
error "expected r to be at least 0";
) else if (r == 0) then (
matrix mutableMatrix(F, 0, 0)
) else (
aff := finiteAffineSpace(r, F);
block(1, numCols aff, 1_F) || aff
)
)
----------------------------------------------------------------------
-- Input: a nonnegative integer k and a field F
-- Output: a matrix over F whose columns are the points in affine
-- k-space over F
-- Remark: fieldElements(F) returns a list containing the elements of
-- the field, in the order {0, a^0, a^1, a^2, ...}, where a is a
-- primitive element; blockMatrix(m, n, mat) returns a matrix
-- consisting of m x n copies of mat
----------------------------------------------------------------------
finiteAffineSpace = method(TypicalValue => Matrix);
finiteAffineSpace(ZZ, GaloisField) := Matrix => (k, F) -> (
if (k < 0) then (
error "expected k to be at least 0";
) else (
fldElements := fieldElements F;
if (k == 0) then (
matrix mutableMatrix(F, 0, 0)
) else if (k == 1) then (
matrix {fldElements}
) else (
aff := finiteAffineSpace(k-1, F);
aff’ := blockMatrix(1, fieldOrder F, aff);
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topRow := matrix {
for i in fldElements list
(numCols aff):i
};
sub(topRow, ring aff’) || aff’
)
)
)
One may compute the minimal 1-supports of the simplex codes – and hence
the complements to hyperplanes of finite projective geometries – using the follow-
ing method.
----------------------------------------------------------------------
-- Input: a positive integer k and a GaloisField F
-- Output: a list of representatives of the minimal 1-supports of the
-- k-dimensional simplex code over F
-- Remark: finiteProjectiveGeometries(k, F) returns a list of the
-- finite projective geometries up to rank k
----------------------------------------------------------------------
simplexCodeSupportCodewords = method(TypicalValue => List);
simplexCodeSupportCodewords(ZZ, GaloisField) := List => (k, F) -> (
if (k < 1) then (
error "expected a positive dimension";
) else (
a := primitiveElement F;
ls := toList(0 .. fieldOrder(F)-2);
projGeometries := finiteProjectiveGeometries(k-1, F);
suppWords := {first projGeometries};
for i from 2 to k do (
repSupp := for c in suppWords list (
cols := apply(ls, z -> a^z * c);
c’ := join({c, matrix {{0_F}}}, cols);
matrix {c’}
);
topRow := (projGeometries#(i-1))^{0};
linComs := flatten for c in repSupp list (
apply(ls, z -> c - a^z * topRow)
);
suppWords = join(repSupp, linComs, {topRow});
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);
suppWords
)
)
BCH codes and their duals are a particularly rich source of examples; their gen-
erator polynomials (or more generally, the generator polynomial of any cyclic code
with a specified defining set) may be computed in Macaulay2 using the following pair
of methods.
----------------------------------------------------------------------
-- Input: a GaloisField F, an integer n, and a list of representatives
-- of q-cyclotomic cosets mod n
-- Output: the polynomial whose defining set consists of the powers of
-- a primitive element which lie in the cyclotomic cosets specified
-- by cycCosetReps
-- Remark: minRootOfUnityExtensionDegree(n, q) returns the degree of
-- the smallest field extension over GF q which contains an n-th root
-- of unity
----------------------------------------------------------------------
cycCosetPol = method(TypicalValue => RingElement);
cycCosetPol(GaloisField, ZZ, List) := RingElement => (F, n, reps) -> (
q := fieldOrder F;
x := local x;
S := F[x];
if (reps == {}) then (
1_S
) else (
G := GF q^(minRootOfUnityExtensionDegree(n, q));
ord := ((fieldOrder G)-1) // n;
minPols := apply(reps, i -> minPol(i*ord, G, S));
product unique minPols
)
)
----------------------------------------------------------------------
-- Input: a nonnegative integer i, a GaloisField G, and a
-- PolynomialRing S in one variable, with a subfield of G as its
-- coefficient ring
-- Output: the minimal polynomial over a subfield F of G of the i-th
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-- power of the primitive element used by M2 to represent G, returned
-- as an element of S
-- Caveat: the coefficients of the polynomial f returned by this
-- function live in the ground field F. Thus, in order to obtain
-- f(a^i) = 0, as expected, one must map f into G[y] via iota
-- (defined in the code below).
-- Remark: primitiveElement(F) returns a primitive element of the
-- given field F; cyclotomicCoset(q, s, n) returns the q-cyclotomic
-- coset of s mod n
----------------------------------------------------------------------
miPo = method(TypicalValue => RingElement);
miPo(ZZ, GaloisField, PolynomialRing) := RingElement => (i, G, S) -> (
F := coefficientRing S;
if (class F =!= GaloisField) then
error "expected a polynomial ring over a GaloisField";
if (numgens S != 1) then
error "expected a polynomial ring in one variable";
if (i < 0) then
error "expected a nonnegative integer";
if not isSubfield(F, G) then (
error concatenate("expected coefficient ring of ",
toString S, " to be a subfield of ", toString G);
);
y := local y;
T := G[y];
aF := primitiveElement F;
aG := primitiveElement G;
cycCoset := cyclotomicCoset(fieldOrder F, i, fieldOrder(G)-1);
mappings := {aF => sub(aF, G), S_0 => T_0};
iota := map(T, S, mappings);
minPolImage := product apply(cycCoset, z -> (T_0)-aG^z);
first (preimage(iota, ideal minPolImage))_*
)
Copyright c© Nicholas Armenoff, 2015.
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