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MOLECULAR DYNAMICS SIMULATION OF CLASSICAL
THERMOSIZE EFFECTS
Gulru Babac1 and Jason M. Reese2
1Institute of Energy, Istanbul Technical University, Istanbul, Turkey
2School of Engineering, University of Edinburgh, Edinburgh, Scotland, UK
We present the first molecular dynamics simulations of classical thermosize effects for real-
istic molecular conditions and flows. The classical thermosize effect is the chemical potential
difference induced between two different-sized channels that have different fluid transport
processes. It can be generated by applying a temperature gradient within the different-sized
domains, and in this article the system investigated is a combination of a microchannel and
a nanochannel. Our molecular dynamics results are compared with a theoretical calculation
of the induced chemical potential difference, and this yields useful new insight into diffusive
transport in nonequilibrium gas flows.
KEY WORDS: gas flow in micro/nano channels, molecular dynamics, rarefied gas dynamics,
thermosize effects
INTRODUCTION
Gas transport in micro- and nanogeometries has attracted a great deal of attention
in recent years; see, for example, Goddard et al. [1], Cercignani [2], Karnniadikis et al.
[3], and Shen [4]. In a micro- or nanosystem, the mean free path of the gas molecules is
comparable to the characteristic size of the domain, and this changes the flow behavior
of the gas quite considerably: effects such as the Knudsen process [5–13], thermal creep
[14–19], quantum size effects [20–27], and classical thermosize effects (CTSE) [28–30]
become important. For example, CTSE arise due to the different flow characteristics of
gases subject to a temperature gradient in different-size domains that are connected to
each other. The different fluid transport characteristics induce a chemical potential dif-
ference between the domains, and this has been analyzed theoretically in the literature by
considering a combined macro/nanosystem [28]. In the macrochannel, molecule–molecule
collisions dominate and the transport process is conventional hydrodynamics. On the other
hand, the transport process in the nanochannel is free molecular flow, and molecule–wall
collisions dominate. Therefore, two very different transport processes are coupled when
the macro- and nanochannels are connected. This combination of channel sizes produces
a very distinct difference between the fluid transport processes, and therefore creates the
maximum chemical potential difference.
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40 G. BABAC AND J.M. REESE
NOMENCLATURE
C constant, m−3 K−3/2
h Planck’s constant, m2 kg s−1
Kn Knudsen number
kb Boltzmann constant, m2 kg s−2 K−1
L characteristic length of the domain, m
l mean free path of the particles, m
N number of particles
n molecule number density, m−3
m particle mass, kg
p gas pressure, Pa
Rij distance between molecules i and j
rcut cutoff distance in Lennard-Jones
potential, m
T temperature, K
U(r) interaction potential between the
molecules
Greek Letters
γ coefficient
δ rarefaction parameter
ε potential depth in Lennard-Jones
potential, J
µ chemical potential for a monatomic
ideal gas, J
ρ mass density, kg/m3
σ distance of zero intermolecular poten-
tial in Lennard-Jones potential, m
τ temperature ratio
τT coupling parameter in Berendsen
thermostat
Subscripts
H high temperature
L low temperature
m macro
n nano
However, CTSE can also be investigated for other combinations of fluid transport
processes if we vary the characteristic length scales of the coupled domains; for exam-
ple, hydrodynamic with slip-flow processes in macro/micro connected channels or slip
flow with continuum-transition processes in connected micro/nanochannels, etc., depend-
ing on the operating pressures. The main criterion to observe CTSE is a difference between
the transport processes; any system combination that has a difference in the gas flow
characteristics can be suitable for CTSE.
In this article, we present a molecular dynamics (MD) simulation of CTSE in
a system that combines a microchannel with a nanochannel subject to a tempera-
ture gradient. This combination of channel dimensions has been chosen to make the
computationally intensive molecular simulations practical in reasonable timescales on
a high-performance computer. Both channels are filled with monatomic Maxwellian
gases, and the rarefaction conditions are different in each channel because of the dif-
ference in channel dimensions. First, the channels are analyzed separately: the density,
pressure, and temperature evolutions in the channels are measured and compared with
kinetic theory results from the literature. Then the channels are connected to each other
and the whole system is investigated for CTSE, and the evolution of the chemical
potential is monitored. Our simulation results are compared with available theoretical
predictions [28].
CLASSICAL THERMOSIZE EFFECTS
CTSE has been previously studied for monatomic helium gas by considering a rect-
angular box divided into macro and nano parts [28]. A schematic of this setup is shown in
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CLASSICAL THERMOSIZE EFFECTS 41
Figure 1 Schematic of the flow system designed to investigate CTSE. Here, m indicates the macro section and n
indicates the nano section.
Figure 1. The separate macro and nano parts are thermally in contact with high-temperature
(TH) and low-temperature (TL) reservoirs. At the low-temperature end, there is a gap in the
separator, and gas flow is allowed between point 2 and point 3 in Figure 1, whereas there is
no fluid exchange at the high-temperature end (i.e., between points 1 and 4). Under these
conditions, there are different transport processes occurring in each region under the same
temperature gradient: the flow characteristics are hydrodynamic and free-molecular in the
macro and nano parts, respectively. At steady state, constant thermodynamic properties in
each section can be defined through ∇p = 0 in the macro part and ∇
(
p/
√
T
)
= 0 in the
nano part [28], where p is the gas pressure.
These different fluid transport regimes cause different chemical potential gradients
under the same temperature gradient. The chemical potential µ for a monatomic ideal gas is
µ = −kbTln
(
CT3/2
n
)
, (1)
where T is the temperature, kb is the Boltzmann constant, n is the molecule number density,
C is a constant given by C = (2πmkb)3/2/h3, m is the molecular mass, and h is Planck’s
constant. With the macro and nano parts connected to each other at the low-temperature
side, local thermodynamic equilibrium arises in this region, so that µ2 = µ3, n2 = n3,
T2 = T3 = TL. The induced chemical potential can also be calculated at the hot temperature
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42 G. BABAC AND J.M. REESE
side. So the net chemical potential difference at the hot side, (µ = µ4 − µ1, has been
calculated previously as [28]
(µ = µ4 − µ1 =
TH!
TL
(
µn − µm
T
)
dT + kb
2
(TH − TL) = −kb2 THln(τ ), (2)
where the temperature ratio τ = TL/TH . This induced chemical potential difference has
been termed the CTSE [28]; the name arose because of the strong analogy between this
phenomenon and the thermoelectric effect. In the latter, two different kinds of conduc-
tors or semiconductors induce an electrochemical potential between them under an applied
temperature difference. This is not the case if the materials are the same: different electri-
cal properties of the materials, as well as a temperature gradient, are necessary to observe
thermoelectric effects. In the same way, CTSE do not arise if there is no difference in
the transport processes between the domains or if there is no temperature gradient applied
[28–30].
The induced chemical potential in CTSE could drive a gas flow if, for example, the
channels were also connected together at the hot end in Figure 1. In that case, a gas circu-
lation would be started between the domains, producing work. These kinds of circulations
have been considered in the literature as a thermodynamic gas cycle [28, 29].
In this article we study CTSE in a micro/nano system using computational molecu-
lar dynamics. We model monatomic helium gas, which was also investigated in Babac and
Sisman [28, 29]. Though helium gas can be taken as an ideal gas—and this was assumed
in these previous papers—it should properly be treated as a real gas in order to be consis-
tent with the MD methodology and its realistic simulation of intermolecular interactions.
The chemical potential difference in CTSE also features gases with nonideal character (real
gases), and it is calculated theoretically below by using the thermodynamic properties of
real gases [31, 32]. Though this is for helium gas, further comparisons with ideal and non-
ideal gases require many more simulations for different gases that are beyond the scope of
the present article.
The chemical potential in Eq. (1) can be modified for nonideal gases to
µ = −kbT ln
(
CT3/2 (1− n b(T))
n
)
+ nkbT b(T)
(1− nb(T)) , (3)
where b(T) is the temperature-dependent virial coefficient, which is calculated from the
interaction pair potential U(r) between molecules through
b(T) = 2π
∞!
0
(
1− e
(
U(r)
kbT
))
r2dr. (4)
In our simulations we use the common Lennard-Jones (LJ) pair potential, viz.
ULJ = 4ε
[(
σ
Rij
)12
−
(
σ
Rij
)6]
, (5)
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CLASSICAL THERMOSIZE EFFECTS 43
and the parameters ε, σ , and Rij are defined in the following section. The net chemical
potentials for real gases can then be calculated from Eqs. (3)–(5); that is,
(µ = µ4 − µ1 =− kbTHln
[
n1
n4
(
1− n4b(T)
1− n1b(T)
)]
+
(
n4kbTH b(T)
(1− n4b(T)) −
n1kbTH b(T)
(1− n1b(T))
)
b(T). (6)
MOLECULAR DYNAMICS SIMULATIONS
The flow system is investigated using the MD capabilities available in the open-
source toolbox OpenFOAM [33–35]. The main purpose of our simulations is to calculate
the induced chemical potential difference at the hot end of the channels and compare this
with the theoretical results in Babac and Sisman [28] and from Eq. (6).
A monatomic helium gas is considered; the micro and nano channels are thermally
in contact with the high-temperature (TH) and the low-temperature (TL) reservoirs, and
connected to each other at the low-temperature end, as illustrated in Figure 2. Berendsen
thermostats with the coupling parameter τT = 1 ps are applied [3, 36]; in this way, the
reservoir temperatures are kept constant (TH = 572.4± 0.014 K and TL = 286.2± 0.015
K) and the necessary temperature gradient is developed. Boundary conditions (BCs) are
set as diffusive wall, and diffusive wall with a linear temperature gradient, along the y-
and x-directions, respectively. In the z-direction, periodic BCs are applied. Applying wall
BCs with a linear temperature gradient has the advantage that heat is transferred from the
wall to the fluid, and this provides a more accurate representation of the system: when a gas
molecule passes this boundary it is reinserted back into the simulation domain with a veloc-
ity sampled from an equilibrium Maxwell-Boltzmann distribution at the local temperature
of the wall.
As stated above, the helium atoms interact with each other through an LJ poten-
tial. For helium–helium interactions we used the LJ values εHe−He = 1.9654× 10−22 J
and σHe−He = 2.2023× 10−10 m [37]. The potential is truncated and shifted at a distance
rcut = 6.6× 10−10 m in order to improve the computational speed of the MD simulations,
without affecting the accuracy significantly. A time step of 1.28 fs is used. Each part of
the system is initialized with the same density, ρ = 0.0685 kg/m3. Defining the Knudsen
Figure 2 Schematic of the simulated MD system. The channel depth is a uniform 22 nm throughout the system.
Here, the helium atoms are colored according to temperature: red denotes high temperature and blue denotes
low temperature. Berendsen thermostats are applied within the control zones (C.Z.) to maintain the temperatures
labeled, and the wall boundary conditions are diffusive.
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44 G. BABAC AND J.M. REESE
number Kn as the ratio of the mean free path of the molecules
(
l = 1
/√
2πσ 2n
)
to
the characteristic length L of the domain (chosen here as the respective channel width),
the rarefaction parameter δ = √π/(2 Kn) is 0.0177 in the nanochannel and 0.177 in the
microchannel.
The gas pressure in the MD simulations is calculated by
p = 1
V
N∑
i
⎛⎝miu2i + 13
N∑
j>1
F
(
Rij
)
Rij
⎞⎠+ 16
3
πρ2
[
2
3
(
1
rcut
)9
−
(
1
rcut
)3]
, (7)
where m is the molecular mass, u is the molecular velocity, V is the system volume, ρ
is the density of the gas, and F(Rij) is the intermolecular force between two interacting
molecules a distance Rij apart. Equation (7) includes the standard kinetic and virial terms
for the pressure calculation and also the tail correction when LJ interactions are involved,
as in our case [38].
In all of the simulations we present here, the uncertainty in calculated fluid properties
does not exceed 2% over the whole domain. The oscillations in the pressure and density
values at steady state are±0.1 kPa and±0.0019 kg/m3, respectively, with the uncertainty in
the calculations between 0.9 and 1.1%. In the nanochannel, the uncertainty in the pressure
value is a maximum of 1.98%, with oscillations of ±0.3 kPa.
The definition of constant processes in the channels will also be useful for our cal-
culations. A zero net flux condition in the free molecular regime has the following relation
between the pressure and temperature [39]:
1
p
∂p
∂x
= γ
T
∂T
∂x
. (8)
For the low- and high-temperature ends, these can be related through
pH
pL
=
(
TH
TL
)γ
, (9)
which can be rewritten as pH
/
TγH = pL
/
TγL with p
/
Tγ representing the constant process in
the domain. Through the product rule (∇(fg) = f ∇g + g∇f ⇒ ∇(pT−γ ) = p∇(T−γ )+
T−γ ∇p), this process can be also written in the following form:
∇ (p/Tγ ) = 0. (10)
Using the ideal gas law p = nkbT , this equation can also be written in terms of the number
density:
nH
nL
=
(
TH
TL
)γ−1
, (11)
or, in gradient form,
∇ (nT1−γ ) = 0. (12)
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CLASSICAL THERMOSIZE EFFECTS 45
In Eqs. (9) and (11), γ is a function of the rarefaction parameter and can be determined
analytically depending on the geometry, nature of the molecular interactions, type of gas,
etc. [40]. The familiar Knudsen equation can be obtained from Eq. (9) in the free-molecular
limit by setting γ = 0.5.
In our molecular simulations, initially both channels are simulated separately, and
pressure, temperature, and density measurements are made at the steady state. Simulations
are run for the channels without any connection domain between them; γ for each separate
channel is calculated and compared with the kinetic theory result [40]. Then the two sep-
arate channels are connected via the additional domain at the low-temperature side, so gas
flow between the channels is allowed and thermodynamic equilibrium is achieved in the
connection domain at the low-temperature end. This then replicates the system reported in
Babac and Sisman [28].
RESULTS AND DISCUSSION
The simulated temperature, pressure, and density profiles along each separate chan-
nel are presented in Figures 3 and 4. Inlet/outlet effects can be seen at the hot end
(at ∼0.55 µm) and cold end (at ∼1.65 µm) of the channels as pressure, density, and
temperature jumps. These jumps are slightly higher in the nanochannel because of the
lower rarefaction parameter, but they decrease with increasing rarefaction parameter; in
the continuum limit, they disappear and the profiles become smoother [41].
Using Eq. (9) or (11), γ is calculated from the pressure and temperature measure-
ments and given in Table 1, alongside the kinetic theory results from Sharipov [40]. Our
MD results for the microchannel (for δ = 0.177) are consistent with the theoretical ones.
The small difference between the values can be attributed to using an LJ intermolecular
potential and from the pressure calculation.
For the nanochannel (δ = 0.0177), γ is higher than the theoretical prediction. In free-
molecular flow (or close to free-molecular flow) some discrepancies between theory,
experiments, and simulations have also appeared in the literature [19, 41]. These discrep-
ancies could be caused by “end effects,” which are not taken into account in the kinetic
theory, and these can dominate in the free molecular regime and in systems that have low
length-to-height ratios. This would especially affect pressure calculations in highly rarefied
gases, because the pressure losses at the inlet and outlet of the channel are higher for higher
rarefaction. Measurements of pressure in highly rarefied gases are in any case difficult using
MD: intermolecular interactions in the pressure calculations can involve further correction
terms. The discrepancy in free-molecular flow results could also be due to Knudsen layer
effects close to solid surfaces [42].
The high temperature difference imposed on the system could also be the reason for
the observed difference in γ . In kinetic theory it is generally assumed that variations in
temperature are very small [40]. However, a small temperature difference is not suitable for
modeling CTSE: as the temperature difference decreases toward zero, CTSE vanishes. For
this reason, we applied a temperature ratio of 2:1 from end to end of our simulated system
and (T ∼= 286.
Under these conditions, any overpredicted γ value may still be acceptable, because
CTSE depends on the density gradient along the channel and an overpredicted γ corre-
sponds to an underpredicted density difference, as can be seen from Eq. (11). Therefore,
the magnitude of the CTSE we observe may be less than it would be in a real experiment.
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46 G. BABAC AND J.M. REESE
Figure 3 Simulated pressure and temperature profiles along the centerline of the separate (a) nanochannel and
(b) microchannel.
This would therefore not change our conclusions about the existence of CTSE, which are
discussed below.
After these initial simulations, the two separate channels are connected through an
additional domain at the low-temperature end, and the MD simulation is run again to steady
state. The pressure and temperature profiles for the nano- and microcomponents of the full
system are presented in Figure 5. As seen in this figure, the data are fluctuating more in
the nanochannel than in the microchannel. This is due to the number of molecules in the
channels: both channels are initialized with the same density value, which corresponds to
fewer molecules in the nanochannel than in the microchannel. The fluctuation in MD data
is proportional to 1
/√
N, with N the number of molecules. In this case, the number of
molecules in the nanochannel is 15,930, and there are 67,050 in the microchannel. The
error due to pressure fluctuations is 1.98% in the nanochannel and less than 1% in the
microchannel.
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CLASSICAL THERMOSIZE EFFECTS 47
Figure 4 Simulated density and temperature profiles along the centerline of the separate (a) nanochannel and (b)
microchannel.
Table 1 γ values for the micro- and nanochannels
γ values for purely diffusive reflection
Rarefaction parameter, δ MD simulation result Kinetic theory result [40]
0.177 0.4288 0.4337
0.0177 0.6665 0.4873
The rarefaction parameter δ in both parts of the combined system is calculated and
presented in Table 2. Comparing the results in Tables 1 and 2, the γ value for the microchan-
nel in the combined system increases, whereas it decreases for the nanochannel. This is
understandable in terms of the density variation in the channels: at the same temperature
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48 G. BABAC AND J.M. REESE
Figure 5 Simulated pressure and temperature profiles in the combined system: (a) nanochannel part and (b)
microchannel part.
Table 2 γ values for micro- and nanochannel parts of the combined system
γ values for purely diffusive reflection
Rarefaction parameter, δ MD simulation result Kinetic theory result [40]
0.177 0.4461 0.4337
0.0177 0.6370 0.4873
gradient, the molecular number density in the low-temperature end of the microchannel
n2 is higher than that of the nanochannel n3 (where n2 and n3 represent the densities at
point 2 and point 3 in Figure 1, respectively). With n2 > n3 at the low-temperature end
of the channels, molecules tend to move from the micro side to the nano side through the
additional domain (i.e., from point 2 to point 3 in Figure 1) as the simulation proceeds to
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CLASSICAL THERMOSIZE EFFECTS 49
steady state. This continues until equilibrium (n2 = n3) is reached at the low-temperature
end at steady state. This means there is a slight increase in the number of molecules in the
nanochannel and a slight decrease in the number of molecules in the microchannel. This is
manifested as a difference in γ between the separate and the combined systems, amounting
to 4 and 5% for the micro- and nanochannels, respectively. The rarefaction parameters in
Table 2 will also be slightly lower for the nanochannel and higher for the microchannel at
steady state.
With the γ values from Table 2 and the constant process in the combined nano- and
microchannel system, we have
∇(p/T0.6370)
nano_channel = 0 (13)
and
∇(p/T0.4461)
micro_channel = 0. (14)
(We note that if the γ values are set to be 0.5 and 1, free-molecular flow and hydrodynamic
flow conditions would be obtained, respectively, as discussed above.) In CTSE, this differ-
ence in the transport processes is reflected in a chemical potential difference between the
channels, and this difference can be calculated at the hot end of the channels. However,
these calculations require density values, as seen in Eq. (6), so before calculating the
chemical potential calculations it is important to analyze the density variation along the
channels.
The density profiles for each of the channels in the combined system are given in
Figure 6. As can be seen, the densities at the low-temperature end are equal to each other
because of thermodynamic equilibrium. Inlet/outlet effects can be seen at both ends of
the channels, as discussed above. The profiles of the densities are different because of the
different transport processes in the different channels. This difference along the channels
Figure 6 Simulated density distribution in the micro and the nano parts of the combined system.
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50 G. BABAC AND J.M. REESE
Figure 7 Distribution of the chemical potential difference along the combined system.
induces a chemical potential difference, which is presented in Figure 7. This figure shows
that there is no chemical potential difference at the low-temperature end because of the
thermodynamic equilibrium conditions. Along the channel, the chemical potential differ-
ence varies, with the maximum net difference obtained at the hot temperature end of the
system.
The maximum net chemical potential difference, (µ4 − µ1), can be calculated for
nonideal helium gas using Eq. (6) to be 1.5 × 10−21 J, which is the same value that the
data fluctuates around in Figure 7. In Babac and Sisman [28], for the ideal gas situa-
tion, the maximum potential difference is calculated to be 2.73 × 10−21 J. One reason
why this latter value differs from our MD result is that in Babac and Sisman [28] all of
the irreversibilities in the system are ignored, whereas MD simulations are more realistic.
However, the main reason is the difference in the domain sizes studied; in other words,
the differences in the transport processes involved. Babac and Sisman [28] considered
a macro/nanosystem in which continuum and free-molecular processes were combined.
In our simulations here, there are smaller differences in rarefaction between the two com-
ponents of the combined micro/nano system, in order for the MD simulations to complete
within a reasonable time. Therefore, we expect to see a smaller CTSE effect in our sim-
ulations here. Though both theoretical and computational results are of the same order of
magnitude, our chemical potential difference is about 45% of the theoretical ideal gas value
in Babac and Sisman [28].
CONCLUSIONS
We have demonstrated through numerical molecular experiments the existence of
an induced chemical potential difference due to CTSE. This chemical potential difference
arises when different transport processes are coupled together under the same temper-
ature gradient. To the best of our knowledge, we have presented the first MD results
for a micro/nano combined system that displays CTSE. Because MD simulations are
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CLASSICAL THERMOSIZE EFFECTS 51
deterministic and can emulate realistic molecular conditions and flows, this advances under-
standing about CTSE because the effect has previously only been discussed theoretically
in the literature.
The MD-simulated chemical potential difference induced through CTSE has been
compared with a previous theoretical analysis. Though there are important geometrical
differences between the systems considered theoretically in Babac and Sisman [28] and
computationally in this article, the results are of the same order of magnitude, with the
MD result somewhat lower, as expected. Though MD simulations of the exact macro- and
nanochannel configuration in Babac and Sisman [28] would require extreme computational
effort, statistical particle methods, such as the direct simulation Monte Carlo technique,
may prove more practical in these circumstances. Further simulations are necessary to build
more understanding about how CTSE varies with different temperature gradients, different
rarefaction conditions, different geometries of the domains, etc.
The chemical potential difference induced through CTSE can drive a circulating gas
flow if the channels are fully connected to each other at both ends. This kind of gas cir-
culation could be exploited for new power and refrigeration cycles in nanoscale systems.
Higher temperature gradients and greater differences of rarefaction in the working gas can
increase the induced chemical potential difference and the efficiency of any technological
system based on CTSE.
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