N , N 2; with a smooth boundary @ ; and T > 0. De…ne D = (0; T ) and = @ [0; T ]: In this paper we are concerned with the existence of solutions of the following parabolic inclusion u t + Lu 2 F (x; t; u), (x; t) 2 D; u(x; t) = 0; (x; t) 2 subjected to the nonlocal condition u(x; 0) = R T 0 g(x; t; u(x; t))dt for x 2 : We provide su¢ cient conditions on L; F; g that guarantee the existence of at least one solution. Our technique is based on the Green's function for linear parabolic partial di¤erential equations, …xed point theorems for multivalued maps.
Introduction
Let be a an open bounded domain in R N , N 2; with a smooth boundary @ :
We denote the norm (usually the Euclidean norm) of x 2 by kxk : Let T be a positive real number. De…ne D = (0; T ) and = @ [0; T ]: Our objective is to investigate the existence of solutions of the following parabolic problem with a multivalued right-hand side and nonlocal initial condition D t u + Lu 2 F (x; t; u) (x; t) 2 D;
u(x; t) = 0 (x; t) 2 ;
u(x; 0) = Z T 0 g(x; t; u(x; t))dt x 2 ;
where L is an elliptic operator given by
a ij (x; t)D i D j u + c(x; t)u:
Parabolic problems with discontinuous nonlinearities arise as simpli…ed models in the description of porous medium combustion (see for instance [16] , [17] ), chemical reactor theory (see [18] ). Also, best response dynamics arising in game theory can be modeled by a parabolic equation with a discontinuous right hand side (see [12] , [21] for details and references). Parabolic problems with discontinuous nonlinearities have been also investigated in the papers [7] , [6] , [35] , [36] , [38] . On the other hand parabolic problems with integral boundary conditions appear in the modeling of concrete problems, such as heat conduction [5] , [23] , [9] , thermoelasticity [11] . Several papers have been devoted to the study of parabolic problems with integral conditions [10] , [32] , [41] . Many authors have dealt with parabolic problems with continuous nonlinearities and nonlocal conditions of the form u(x; 0) + m X i=0 i (x)u(x; t i ) = (x) for x 2 . See for instance [3] , [15] , [24] , [29] , [30] . We refer to [8] for details and ref-
erences concerning the linear problem with the above type of nonlocal conditions. A good account on numerical treatment of parabolic problems with integral conditions can be found in [13] .
In this paper we consider a nonlocal problem for a class of nonlinear parabolic equations with a multivalued right hand side. We shall convert Problem (1), (2), (3), to an integral inclusion using the properties of the Green's function corresponding to the linear problem. We, then, provide su¢ cient conditions on the data that will guarantee that the problem under consideration has at least one solution. Our approach is based on …xed point theorems for suitable multivalued operators.
The outline of the paper is as follows. In section 2 we introduce notations and preliminary results which will be used in the paper. In section 3, we shall recall the main properties of upper semicontinuous multivalued maps. We state and prove our main results in section 4.
Preliminaries
In this section we introduce some notations and preliminary results which will be used in the paper. f(x 0 ; t 0 )g) (see [19] ). For u : D ! R we denote its partial derivatives (when they In fact, we can write (see [4] )
; (x; t) ; ( ; ) 2 Dg < +1:
In this case we write u 2 C (D) and we de…ne its norm by 
we de…ne its norm by
We say that @ is in the class C`+ ;`2 N; 2 [0; 1) if in a neighborhood of each point of @ there is a local reprentation of @ having the form x i = # i (x 1 ; :::; x i 1 ; x i+1 ; :::; x N ) with # i 2 C`+ :
Next, we introduce the Lebesgue spaces. For 1 p < +1; we say that u : ! R is in L p ( ) if u is measurable and R ju(x)j p dx < +1; in which case we de…ne its norm by
For p = +1, we write
In particular,
Consider the linear nonhomogeneous problem
with the following nonlocal boundary condition
We shall assume throughout this paper that the functions a ij ; c :
Hölder continuous, a ij = a ji and moreover, there exist positive numbers 0 ; 1 such
Let u 0 : ! R be continuous. For the problem (4), (5) together with initial
we have the classical result Lemma 2.1 (see [19] , [27] , [28] , [34] ). Assume that the functions f and u 0 are Hölder continuous. Then, Problem (4), (5), (7) has a unique solution u 2
where G(x; t; y; s); is the Green's function corresponding to the linear homogeneous problem.
Multivalued Functions
We, now, introduce some useful de…nitions and properties from set-valued analysis.
For complete details on multivalued maps we refer the interested reader to the books [1] , [2] , [14] , and [22] .
Let (X; j:j X ) and (Y; j j Y ) be Banach spaces. We shall denote the set of all subsets of X having property`by P`(X): For instance, U 2 P cl (X) means U closed in X;
when`= b we have the bounded subsets of X;`= cv for convex subsets,`= cp for compact subsets and`= cp; cv for compact and convex subsets. The domain of a multivalued map 
The set-valued map F is called completely continuous if
If F is completely continuous with nonempty compact values, then F is usc if and only if F has a closed graph (i.e. z n ! z; w n ! w,
Finally, we let jF (x; t; u)j := supfjvj ; v 2 F (x; t; u)g:
(ii) u 7 ! F (x; t; u) is upper semicontinuous for almost all (x; t) 2 D;
on D whenever juj r:
; the set of L 2 selections of the multivalued map F is de…ned by 
Carathéodory multifunction with nonempty compact values. The Nemitsky operator of F is the set-valued operator F :
; v(x; t) 2 F (x; t; u(x; t)); a:e: (x; t) 2 Dg:
Notice that F(u) = S F (:;:;u(:;:)) :
Using the properties of the Green's function we get the following results (see [33] , [37] ). 
Existence Results
Before stating and proving our main results we introduce the notion of strong solutions of Problem (1), (2), (3). such that f (x; t) 2 F (x; t; u(x; t)) and (4), (5), (6) hold.
We shall assume throughout the rest of the paper that the multivalued map F has a Lipschitz selection. This is not a restrictive condition, as shown by the following result. Also, we shall suppose that g : D R ! R is continuous and g(x; t; 0) = 0 for all
The integral representation (8) shows that u is a solution of problem (4), (5), (6) if and only if u satis…es u(x; t) = Z G(x; t; y; 0)
g(y; s; u(y; s))dsdy+
G(x; t; y; s) f (y; s) dyds; (x; t) 2 D:
with closed values and the following conditions are satis…ed.
(H1) There exists`0 2 L 2 (D; R + ) such that d H (F (x; t; u) ; F (x; t; z)) `0 (x; t) ju zj ; a:e: (x; t) 2 D; u; z 2 R;
Then Problem (1), (2), (3) has a strong solution.
Proof. It follows from the representation (9) that u is a solution of problem (1), (2) Notice that is the sum of the single-valued operator h g 2 C(D) and a multivalued operator GF; where F is the Nemitsky operator associated with the multifunction F:
We show that u 2 P cl (X) for any u 2 X: For, let (z n ) n2N X; z n 2 u; z n ! z in X:
Then, z 2 X and there exists f n 2 S F;u , i.e. f n 2 L 2 (D) and f n (x; t) 2 F (x; t; u(x; t)) such that
Since F is an L 2 Carathéodory it follows that ( f n ) n2N is bounded, and passing to subsequences if necessary, converges to some f 2 L 2 (D). By the Lebesgue dominated convergence we get
which shows that z 2 u: Hence u is nonempty and closed.
Next, we show that is a contraction. For, let u 1 ; u 2 2 X and consider z i 2 u i , i = 1; 2: Then, there exist h i 2 S F;u i ; i = 1; 2 such that for every (x; t) 2 D and i = 1; 2
G(x; t; y; s) h i (y; s)dyds; :
[g(y; s; u 1 (y; s)) g(y; s; u 1 (y; s))]dsdy
(H1) and (H2) yield
Interchanging the role of z 1 and z 2 we see that
where := max
It follows from (H3) that is a contraction. Nadler's theorem ( [31] , see also [14, Theorem 11.1]) implies that has a …xed point u 0 ; which is a solution of problem (1), (2), (3).
Remark. It what follows we shall denote by C( ) the generic constant max (x;t)2D ( R G(x; t; y; 0) (y) dy), depending on a function 2 Lip( ): such that jF (x; t; uj q(x; t) (juj) for almost all (x; t) 2 D and u 2 R;
Then problem (1), (2), (3) has a strong solution.
Proof. Recall that u is a solution of (1), (2), (3) 
We shall apply Theorem 3.2 to the operator , and show that the second alternative does not hold. Let u 2 X be a solution of
G(x; t; y; s) F (y; s; u (y; s))dyds); (x; t) 2 D: (11) with 2 (0; 1) : From (11) and (H5) we obtain for each (x; t) 2 D ju(x; t)j jh g (x; t)j + Z T 0 Z G(x; t; y; s) q(y; s) (ju(y; s)j) dyds)
Since h g (x; t) = R G(x; t; y; 0) R T 0 g(y; s; u(y; s))dsdy; (x; t) 2 D; (H4) implies
Hence
Suppose now that there exist u 2 @U and 2 (0; 1) such that u 2 u: Then u satis…es (11) and juj 0 = M 0 : It follows from the condition on and (13) that
This, obviously, contradicts the de…nition of M 0 : Consequently, the …rst alternative in Theorem 3.2 holds; i.e. the multivalued operator has a …xed point u: Therefore u is a solution of (1), (2), (3).
Carathéodory multifunction with nonempty, compact, convex values. Assume that, in addition to (H4), the following conditions are satis…ed
Carathéodory function, nondecreasing with respect to its third argument such that
G(x; t; y; s) (y; s; )dyds < 1
(ii) jF (x; t; uj (x; t; juj) for a.e. (x; t) 2 D, u 2 R:
Then problem (1), (2), (3) has at least one solution.
Proof. First, we show that all possible solutions of our problem are a priori bounded, i.e. there exists > 0 such that any solution u of the problem satis…es juj 0 :
We have u(x; t) 2 h g (x; t) + R t 0 R G(x; t; y; s) F (y; s; u (y; s))dyds; (x; t) 2 D; where h g is given by (10.a).
Taking into account (H4) and (12) we have by (H7) (ii)
G(x; t; y; s) (y; s; ju (y; s)j)dyds:
Let 0 := juj 0 : Inequality (14) yields
It follows from (H7) (i) that there exists > 0; independent of u; such that for all
Comparing inequalities (15) and (16) 
We show that (17) has at least one solution u satisfying the estimate juj 0 :
The set Y := fu 2 X; juj 0 M g C( ) + jGj L 2 j! H j L 2 g is nonempty, bounded, closed and convex. From the above results, we know that the solutions of (17) [14, Cor.11.3(e) ]) that has a …xed point v; which is a solution of (17) .
It remains to show that jvj 0 : Indeed, we have that jH(x; t; u)j 0 (x; t; juj) := ( ; juj) (x; t; juj) for a.e. (x; t) 2 D, u 2 R: It is easily seen that 0 satis…es condition (H7). Hence, the …rst part of the proof shows that jvj 0 : But, for all u such that juj 0 ; the multivalued functions F and H coincide, and problem (17) reduces to our original problem. Therefore (1), (2), (3) has at least one solution.
