In this paper we introduce a new technique of proving undecidability results. This technique is based on the notion of a Thue tree. We also give examples of applications of this method to term rewriting, Horn implication problem and database dependencies.
Introduction
In this paper we introduce a new technique of proving undecidability results. This technique is based on the notion of a regular tree. The notion of the regular tree was inspired by an analysis of the properties of the pre x closure of the Thue closure of a set of strings as well as by the analysis of the derivation trees of inference rules de ned by a Horn clause.
The elements of the technique of Thue trees were announced in 42] where we proved undecidability of the Horn-clause implication problem and where we also expresses our belief that this technique may have further applications. Here we present the proof of the Horn clause implication problem as well as other applications of the technique: to strengthen the result on Horn clause implication problem, to database dependencies and to term rewriting. These extensions have been announced in 39, 40, 41] .
Given a nite alphabet A a tree over A is nite set of words in A which is closed under pre xes. A notion of regular tree is de ned modulo a Thue system . A tree is regular with respect to if it is semi-regular (i.e. symmetric with respect to ) and saturated, which means that inner nodes have many successors (see chapter 2 for precise de nitions).
The strategy of proving undecidability results adapted in this paper is to reduce the problem of existence of a nite regular tree to a problem we consider.
This research was partially supported by KBN grant 8 T11C 029 13. The results presented here have been announced in 42, 39, 40, 41] .
Then, when a reduction was found, the result follows by our main technical result stating undecidability of the existence of nite regular trees. The latest result is obtained in Section 2 using variants of the theorem on E. Post 46] on the undecidability of niteness of Thue closure, which we give in Section 7.
The rst, simplest application we give is to term rewriting. In 1995 Ralf Treinen 56] proved that the rst order theory of one step rewriting was undecidable, thus solving a problem stated in 9] and listed in 14, 15] . This result was independently and roughly in the same time, obtained by Sergei Vorobyov 57] . The paper of Treinen has attracted considerable attention, because of the widespread belief in the decidability of the theory. In Section 3 we rst show that the theorem of Treinen can be obtained as an easy consequence of our main technical result (Theorem 2.15) and then we use Theorem 2.15 to derive strong re nements of the result of Treinen. We show that the 9 8 part of the rst order theory of one-step rewriting is undecidable for linear Noetherian rewriting systems. Finally we prove, that the 9 8 part of the rst order theory of one-step rewriting is undecidable even for rewriting systems which are Noetherian and right-ground. This is a surprising result, since as far as we know, no other undecidable property of right-ground systems has been found so far and it was believed that all properties of such systems are decidable.The results on term rewriting have been announced in 41]. All necessary de nitions and more detailed historical remarks and comments on are given in the introduction to Section 3.
In Section 4 we apply out technique to prove undecidability of the Hornclause implication problem. A Horn clause is a formula of the form 1^: ::^ k ! where 1 ; : : : ; k ; are atomic formulas in a language without equality. The Horn-clause implication problem is to decide whether a Horn-clause H 1 is a logical consequence of a Horn-clause H 2 . We prove that the Horn-clause implication problem is undecidable thus solving one of last few open problem concerning decidability of restricted classes of rst order formulas. Problems concerning decidability of restricted classes of quanti cational formulas have been studied since the second decade of this century by many logicians including W. Ackermann, P. Bernays, K. G odel, L. Kalm ar, M. Sch on nkel, T. Skolem, H. Wang 1, 2, 6, 20, 21, 32, 52, 53, 54, 58] and many others. Accounts of the classical results in this area can be found in several books 3, 8, 19, 37] More recent results have been obtained by H.R. Lewis and W. Goldfarb 22, 23, 38] . A short survey of the research in this area can be found in 28] .
Questions concerning decidability of clause implication and similar problems were also studied by computer scientists motivated by problems in the area of arti cial intelligence and automated deduction. An easy algorithm deciding implication of clauses could be used to eliminate redundant clauses in data bases, automatic theorem provers and logic programs, allowing storage optimization and better performace of proof procedures. Unfortunately it has been shown (citess) that it is undecidable whether an arbitrary clause implies a Horn clause and whether two (or more) Horn-clauses imply a Horn clause. On the other hand the problem whether a unary Horn-clause H 1 (i.e. a clause of the form ! ) implies a Horn-clause H 2 is decidable. Many su cient conditions for decidability of the Horn clause implication problems were found by G. Gottlob, A. Leitsch and M. Schmidt-Schau (see 27] for a survey). More background information is also provided at the begining of Section 4.
In Section 5 we consider the language without function symbols and give simple proof of undecidability of the data dependencies implication problem. Database dependencies have been intensively studied by researchers working on relational data bases (see e.g. 10, 11] ).
A dependency is a sentence (8y 1 ; : : : ; y k 9x 1 ; : : : ; x l )((P 1 (t 1 )^P 2 (t 2 )^: : :)^P p (t p )) =) (R 1 (s 1 )^R 2 (s 2 )^: : :)^R q (s q )))
where each R i is either one of A j 's or the equality relation =,s i ;t j denote tuples of variables of appropriate length, the variables occurring in the premises of the implication are exactly y 1 ; y 2 : : : ; y k and the set of variables occurring in the conclusions contains x 1 ; x 2 ; : : : ; x l . The implication problem for data dependencies is the problem of deciding whether a given set of dependencies implies another dependency. In Section 6 we extend the technique introduced in the Section 2 to give two strengthenings of our result on Horn clauses. We rst give a uniform result. We nd a Horn clause H such that the set of Horn clauses implied by H is not recursive. Then we give a proof of undecidability of the Horn clause nite implication problem. In fact we proof that two sets IMPL and co-IMPL f of pairs of Horn clauses are recursively inseparable, where IMPL is the set of pairs hH 1 ; H 2 i such that H 1 implies H 2 , IMPL f is the set of pairs hH 1 ; H 2 i such that H 1 nitely implies H 2 . The results presented in this Section 6 have been announced in 39, 40] .
In Section 7 we prove variants of the result of E. Post 46] on the undecidability of the niteness of Thue closures.
Terminology
An atom is of the form Q(t 1 A position is a word in a nite alphabet f1; : : :; mg, for some integer m. A position of a term t in t is . If t = f(t 1 ; : : : ; t i ; : : : ; t j ) and w is the position of a term t 0 in t i , then iw is the position of t 0 in t. We say that t has a symbol f in position w if f is the head symbol of the term in position w.
The tool
In this section we build the technology that will be applied in the subsequent sections. We rst introduce notions of Thue system, Thue closure and of a good Thue system. We also relate Thue systems to trees, we introduce the notion of a semi-regular tree -a tree is semi-regular with respect to a Thue system if it is symmetric with respect to . Then we introduce the notion of a regular tree, which in addition of being semi-regular is rich, i.e. its inner nodes have many successors. We state the main technical result, Theorem 2.15, whose proof is given in the Appendix. Finally, we state comment on the isomorphism of trees and terms in a xed language consisting of one constant and one function symbol.
Thue systems
Let A = f1; 2; : : :; pg be a nite set of symbols. A nite sequence of elements of A is called a word (over A). If w; v are words then wv is their concatenation.
By " we denote the empty word (the empty sequence of symbols).
De nition 2.1 A Thue system on A is a nite set of unordered pairs of words over A. In cases when it does not lead to any confusion we omit the superscript .
If W = fwg then we write THUE (w) and Thue (w) instead of THUE (fwg) and Thue (fwg).
Notice that THUE (1) The following lemma gives the undecidability result which is the foundation of the construction of our Main Tool (Theorem 2.15).
Lemma 2.7 The problem whether for a given good Thue system the set THUE(1) is nite is undecidable Proof of Lemma 2.7 can be found in Appendix.
Semiregular and regular trees
In this section we de ne the notions of semiregular and regular Thue trees, and built our main tool by translating Lemma 2.7 into the language of trees.
We assume that is a xed good Thue system over an alphabet A = f1; 2; : : :; pg. De nition 2.8 1. A subset T of A is pre x-closed if w 2 T whenever wv 2 T. We say that T is a tree over A if it is pre x-closed. A node w 2 T is called a leaf of T if wi 6 2 T for each i 2 A. The depth of a tree is the length of its longest word.
2. If T is a tree and w 2 A , then we de ne T w = fv : wv 2 Tg. We call T w the subtree of T rooted in w.
We usually write tree instead of tree over A. In the de nition above we do not require that w 2 T. If w 6 2 T then T w is empty. If w is a leaf of T then T w contains a single element, the empty word. We use subscripts mainly to denote subtrees, therefore we index object using superscripts.
De nition 2.9 Let T be a tree, and let w 2 A .
1. We say that w is a -semiregular node of T if T wv 1 Proof. 1 . It su ces to prove the claim for v ! w. Assume that T is semiregular, w 2 T and v ! w. So w = w 1 u 1 w 2 and v = w 1 u 2 w 2 for fu 1 ; u 2 g 2 . Since w 2 T also w 1 2 T, and by the semiregularity of T we have T w 1 u 1 = T w 1 u 2 . Since w 2 T we have that w 2 2 T w 1 u 1 , so also w 2 2 T w 1 u 2 , which means that v 2 T.
2. Let T = Thue(w) be a nite tree. It remains to prove that it is semiregular.
Consider any v 2 T. Our goal is to prove that v is a semiregular node of T. So it is enough to consider a pair fu 1 ; u 2 g 2 and prove that T vu 1 = T vu 2 .
By symmetry it is enough to show that T vu 1 T vu 2 . If T vu 1 is empty then there is nothing to prove, so suppose it is nonempty, and take some v 1 2 T vu 1 (notice that this means that vu 1 v 1 2 T). We want to prove that v 1 Our next goal is to prove: Lemma 2.14 The two properties of are equivalent:
1. There exists a regular tree S such that 1 is a leaf of S.
2. There exists a regular tree S such that 1 2 S. 3 . There exists a semiregular tree T such that 1 2 T.
Proof. It is clear that 1 implies 2 and 2 implies 3.
Let T = Thue(1). If 3 holds, by Lemma 2.10.2 T is semiregular, so to prove that 3 implies 1 let us assume that T is nite and let m be the depth of T. Put T s;m = Thue(fq + 1; q + 2; : : : ; pg m ). By Lemma 2.13.1 T s;m is exactly the set of all words od length at most m over the alphabet of the static symbols of A. Let T R = T T s;m . Of course 1 2 T R , and T R is semiregular since it is a union of two semiregular trees.
We claim that T R is a regular tree. In fact let w be a non-leaf node of T R .
Then either w is a non-leaf node of either T s;m or T. In the rst case jwj < m, and wi 2 T R , for each static i, by the de nition of T s;m . If w is a non-leaf node of T then jwj < m and by Lemma 2.13.3 w does not contain dynamic symbols. So w 2 T s;m . Now, from Lemma 2.11 and Lemma 2.14 we get. Theorem 2.15 (Our Main Tool) The problem whether for a given good Thue system there exists a regular tree T such that 1 2 T is undecidable.
Clearly by Lemma 2.14 also the problem whether for a given Thue system there exists a regular tree T such that 1 is a leaf of T is undecidable. The idea behind this de nitions is as follows. The term pattern(f;x) has f at the head and has g in positions corresponding to static symbols. In particular the term pattern(g;x) with variables replaced by c corresponds to the tree f"; q+ 1; q + 2; : : : ; pg. Notice that pattern(f;x) has always g in inner nodes.
Trees and terms
Notice that the -pattern can be obtained from pattern by identifying some variables. The variables that are identi ed appear in positions which must contain equal terms in a semi-regular node. Now, we are ready to explain the idea behind the notion of a regular tree. Proof. Directly from the de nition of regular nodes.
It is easy to check that the term g(c; : : : ; c; g(c; c; : : : ; c); : : : ; g(c; c; : : : ; c)) with g in positions belonging to the tree f"; q + 1; q + 2; : : : ; pg is the smallest non-trivial regular tree.
Simple applications
We present the basic notions related to term rewriting. For a survey of the theory of term rewriting systems see for example 4].
A signature is a set S of constant and function symbols, each of xed arity, a S-term is a term built using rst order variables and symbols in S. A term is ground if no variable appear in it A term rewriting system in a signature S is a nite set R of ordered pairs of rst order S-terms fht l;1 ; t r;1 i; ht l;2 ; t r;2 i; : : : ; ht l;k ; t r;k ig, where for every j, each variable occurring in t r;j occurs also in t l;j . An ordered pair in R is called a rule (of R).
If x and y are terms and w is a word such that the position w exists in x then by x w y] we denote the unique term obtained by replacing the subterm of x rooted in w by the term y.
Let R be a term rewriting system and let s and s 0 denote terms. We say that s rewrites to s 0 by R (denoted as s ! R s 0 ) if there is a pair ht l ; t r i in R and a substitution such that s = x w (t l )] and s 0 = x w (t r )] for some term x and position w.
The intuition here is that a term rewriting system R is a set of (implicitly universally quanti ed) oriented equations, and the fact that s rewrites to s 0 by R means it can be proved by a single application of a rule in R that s is equal to s 0 modulo the R set of equations.
A rewriting system R is Noetherian if there does not exist any in nite sequence t 1 ; t 2 ; t 3 ; : : : of terms such that t i ! R t i+1 , for each positive integer i. A term is linear if every variable occurs in it at most once. A rewriting system is linear if it is a set of pairs of linear terms. A rewriting system is right ground if all right hand sides of the pairs of R are ground. Rewriting systems which are Noetherian and linear or right ground are considered to be particularly simple.
For a signature S by U we denote the set of all ground S-terms. Each term rewriting system R de nes a binary relation ! on U such that t ! w if t rewrites to w in one step using a rule of R. The rst order theory of one step rewriting is the ( rst order) theory of the structure hU; !i.
The problem of decidability of the rst order theory of one-step rewriting was stated in 9] and was included in the lists of open problems on rewriting ( 14, 15] ). In 1995 Ralf Treinen and Sergei Vorobyov independently proved that the theory is undecidable. The paper of Treinen 56] published in 1996 has attracted a considerable attention, since it was commonly believed that the theory was decidable. This belief was justi ed by the fact that many natural properties of rewriting systems expressible in the rst order theory of one step rewriting were known to be decidable. A good example of such a property is strong con uence of a system which is expressed by the formula 8x; y; z 9t (x ! y^x ! z) =) (y ! t^z ! t):
Any general decidability result for the theory of one-step rewriting would of course immediately give many results as this.
The theorem of Treinen says that already the 8 9 (or equivalently 9 8 ) part of the theory of one step rewriting is undecidable. This is important, since many interesting examples, as for example strong con uence or ground reducibility (see 56]) are expressible in this fragment of rst order theory. The result of Treinen was improved by Vorobyov 57] , who gave undecidability of the 9 8 9 part of the theory of linear Noetherian rewrite systems. Some decidability results have been obtained for very restricted classes of rewrite systems 9, 13]. In particular, the rst order theory of one step rewriting was shown to be decidable if for ground term rewriting systems and for systems which are left-linear and right-ground.
In this section we rst, in Subsection 3.1 give a simple proof of the result of Treinen, and then in Subsection 3.2 we improve of the result of Vorobyov, by showing that the 9 8 part of the rst order theory of one step rewriting is undecidable for linear Noetherian systems. Finally, in Subsection 3.3 we give a strongest result. We proving undecidability of the 9 8 part of the theory of right ground Noetherian systems. This result is quite surprising since the full rst order theory of ground rewriting systems is decidable. It is also, according to our knowledge, the only known undecidable property of right ground rewriting systems.
One step rewriting, rst result
In 56] R. Treinen proved that the 9 8 theory of one step rewriting with respect to linear rewriting systems is undecidable. Here using Theorem 2.15 we give a very simple proof of this result. To be able to present our ideas in the simplest possible form we give a proof of a slightly weaker theorem by allowing function and equality symbols. In Section 3.2 we will prove a stronger result.
The proof consists of construction of a rewrite system such that a term w rewrites to another term if and only if w is not regular, and expressing this property by a formula.
Before giving the proof we de ne notation that will be used later.
De nition 3.1 Given a term t and a variable x which appears only once in t;
by pos(t; x) we de ne the position of x in t. The idea of the rule Switch and of the de nition below is as follows: Switch(g; g)
permutes variables in a term. We consider all those positions in a subterm, which have to be equal if the root of the subterm is a semiregular node. Then we take a term from each of these positions, and shift it to the nearest "equal" position to the right, if such a position exist. Otherwise, when there is no "equal" position to the right, we move this term to the leftmost "equal" position.
It should be clear that the result of the one step rewriting of a term t will be the same term t and only if the subterms of t in "equal" positions are indeed equal.
The idea of enforcing fatness below is as follows. If there is a node in a tree which does not have all static successors then we can rewrite it to a leaf node, with no successors at all. This rule does not apply to regular inner nodes, since they have all the successors needed, and does not change the term when applied to a leaf node.
De nition 3.2 1. The rewriting system R 1 consist of one rule Switch (g; g)
that enforces regularity and, for each q + 1 i p, of rules g(x 1 ; x 2 ; : : : ; x i?1 ; c; x i+1 ; : : : ; x p ) ! g(c; c; c : : : ; c) which enforce fatness.
2. We put = ((9t; x 1 ; : : : ; x p ; y 2 ; : : : ; y p ) (t = g(g(x 1 ; x 2 ; : : : ; x p ); y 2 ; : : : ; y p )^(8y)(t ! y =) t = y))) It is easy to notice that the system R 1 is linear. Lemma 3.3 The formula is true for the rewriting system R 1 if and only if there exists a regular tree T such that 1 2 T Proof: Assume that T is a regular tree and 1 2 T. Let t be a ground term over the language fg; cg which has the symbol g in positions w if and only if w 2 T. It is easy to check that holds for t.
On the other hand it is easy to check that if holds for a term t then t is a regular tree.
From Lemma 3.3 and Theorem 2.15 we immediately get. Theorem 3.4 The 9 8 elementary theory in the language extended by equality and function symbols, of one step rewriting with respect to linear rewriting systems is undecidable.
Noetherian linear systems
In this section we strengthen the result of the last section by proving that the 9 ? 8 ? part of the rst order theory of one step rewriting for linear Noetherian rewriting systems is undecidable. The proof follows the lines described in Section 3.1.
De nition 3. The main di erence with the construction of De nition 3.1 is that to secure termination we change, at each rewrite step, the function symbol in the rewrite position into a "lower" one. The Copy and Fat rules change one symbol in the term. Copy, Switch and Reverse rules can be applied to fat nodes, Fat rules to non-fat nodes and rule Special to leaves. The rule Switch besides shifting used in Section 3.1, changes the function symbol in the root.
The following lemma expresses obvious properties of R 2 :
Lemma 3.7 1 Before proving the converse to Lemma 3.9 we prove that we can slightly strengthen the hypothesis. Lemma 3.10 If there exists a regular tree t such that 1 2 t then there exists a regular tree r such that 1 2 r and w1 6 2 r; for each nonempty w 2 r Proof. Take the longest w such that w1 2 t and de ne r = t w . Then r is regular, as a subtree of t, 1 2 r and for each nonempty w w1 6 2 r. Lemma 3.11 Assume that t is a clean term and a regular tree such that 1 2 t. If w1 6 2 t for each non-empty w 2 t then (t) holds.
Proof:
If t is clean and 1 2 t then the rst part of (t) holds.
To show that the second line holds let assume that t is clean and r h , r h 1 , r h 2 , r f and r f 1 satisfy .
We claim that there is a position w in t such that r h 1 r h 2 and r f are obtained from t by replacing g in position w by, h 1 h 2 and f respectively.
(
To prove (1) the number of auxiliary symbols and r h 2 ! r f , it follows that r h 2 has one auxiliary symbol. Now it is easy to check that auxiliary symbols appear at the rewrite positions of and (1) holds.
To nish the proof we consider two cases. 
Noetherian right-ground systems
In this section we prove Theorem 3.13 The 9 ? 8 ? part of the rst order theory of one step rewriting for Noetherian right-ground systems is undecidable.
As in the previous sections for each Thue system we de ne a rewrite system and a write a formula which is satis able for this system if and only if there is a nite -regular tree containing the node 1.
De nition 3.14 1. R 3 is a rewrite system in the language containing ve constants a, b, c, d and e and one function symbol g of arity p. Symbols di erent than g and c will be called auxiliary. Ground terms built without auxiliary symbols will be called clean.
2. The system R 3 has the following rules: 
The rule (i) allows to rewrite any subterm rooted in a regular node to a and the rule (ii) rewrites leaves to a. Therefore any subterm rooted in a regular node can be rewritten to a in one step. The rule (iv) rewrites to b any term with g in the root position.
The lemma below follows easily from De nition 3.14.
Lemma 3.15 1 To prove 3. notice that w is not a proper pre x of v. It is also easy to see that z = y v k]; for some constant k. Suppose that v and w are independent. By 2. this implies that z = x w k] v k 1 ]; for some constants k and k 1 ; which contradicts the assumption that x ! z.
We proceed to prove part 5. By 4. z = t v k]; for some node v of t. If k = b then t ! z by the rule (iv), and if k = a, then since t is regular, it follows that t ! z by either (i) or(ii). Now, suppose k = d. This means that the rule (iii) was used in the rewrite step y ! z, so y has g in position v1. From this it follows that v is a proper pre x of w and, by part 1., t has g in position v1. So t ! z using the rule (iii).
To nish the proof we shall prove k 6 = e. Towards a contradiction suppose that k = e. Clearly z must have been obtained from y using rule (vi), so v = w and z = w e]. Now, since x ! z, x has a in position w. Therefore y has e in position w, and so y = z, which is impossible since y ! z.
Horn Clause Implication
In this section we give give an application of our main tool to prove the undecidability of the Horn Clause implication problem in the rst order logic without equality.
Horn clause implication problem can be considered as one of the problems that had to be settled to delineate the boundary between decidable and undecidable classes of rst order formulas, i.e. classes whose subclass of valid (or satis able) formulas are recursive. This was once, in the thirties (see 8]and 28] for more informations) the most active area of logic. Now, after the work Y. Gurevich it is decidable whether a Horn clause H 1 implies a Horn clause H 2 provided H 1 is linear recursive i.e. at most one of the premises of H 1 can be uni ed with the conclusion. In particular the problem becomes decidable if H 1 is unary, i.e. has only one premise.
We would like to mention a natural generalization of the last problem, called the cycle uni cation problem. The cycle uni cation problem is to decide, whether for a unary Horn clause H = (P (t 1 ) =) P(t 2 )) and two terms s 1 and s 2 there exists a substitution such that P( (s 2 )) is a logical consequence of H and P( (s 1 )). As for the Horn clause implication problem many strong su cient conditions implying decidability of the cycle uni cation problem have been given (see 7] for a survey) and the problem has been proved undecidable by P. Devienne, P. Leb egue and J.C. Routier and independently by P. Hanschke and J. W urtz 17, 30, 18, 16] .
A problem of Horn implication in logic with equality is known to be undecidable. Its unsolvability follows easily from the result of P. Perkins 45] and G. McNulty 43, 44] that the problem, if an equational theory given by a single axiom has a non-trivial model, is undecidable. However, as shown for example by the satis ability problem for the G odel class of rst order sentences in prenex normal form, the presence or absence of equality may have a strong impact on decidability of the problem (see 23, 8, 28] clauses of the form 1^ 2 =) . We decided not to include this improvement here, since it does not contain any essentially new ideas and is based on a tedious coding.
Derivations as trees
We consider the language of the rst order logic without equality.
De nition 4. In this section we are going to prove that the Horn clause implication problem is undecidable. In it easy to check that this fact is equivalent to the statement below, whose proof is contained in the next three subsections. Theorem 4.2 The problem whether H; P j = P(s), for a Horn clause H, a nite set of ground atomic formulas P = fP(s 1 ); P(s 2 ); : : : ; P(s l )g, and a ground atomic formula P(s), is undecidable.
Below we de ne, for a Horn clause H and a set P of atomic formulas the notion of H-P-derivation.
Recall that a tree T over f1; 2; : : : ; kg is full if wi 2 T, for each non-leaf node w 2 T; and every 1 i k.
De nition 4.3 Let H = P(t 1 )^P (t 2 )^: : :^P(t k ) =) P(t) be a Horn clause and let P = fP(s 1 ); P(s 2 ); : : : ; P(s l )g be a nite set of ground atomic formulas. Then a H-P-derivation is an ordered tuple hT;~ i which satis es the following conditions.
1. T is a full nite tree over f1; 2; : : :; kg:
2. For each i, 0 < i m, i is a function, from the set of nodes of T into the set of ground terms. Lemma 4.4 Let P(t 1 )^P (t 2 )^: : : P(t k ) =) P(t) be a Horn clause and let P = fP(s 1 ); P(s 2 ); : : : ; P(s l )g be a nite set of ground atomic formulas. Then H; P j = P(s) if and only if there exists a H-P-derivation hT;~ i such that~ (") =s.
Derivations with uncontrollable head
By Lemma 4.4 the fact that one Horn clause implies another can be expressed as the existence of a certain derivation. In this subsection we show how to use the methods of Section 2.2 to prove an undecidability result concerning existence of H-P-derivations.
Recall that the term -pattern(g; x) was 3. By P (or simply P) we denote the set fP(c); P(g(c; c; : : : ; c))g:
Notice that in the de nition above the arity p of g depends on .
Let us recall that if hT; i is a H-P-derivation then we identify the label (w) of a node w of T with the tree of the positions in (w) in which the symbol g appears. Lemma 4.6 For a given good Thue system the following two conditions are equivalent:
1. S is a -regular tree.
2. There exists a H -P -derivation hT; i such that (") = S. Proof. First by induction on the depth k of S we prove that 1 implies 2.
If S is empty then take T = f"g and (") = c. If S = f"g then take T = f"g and (") = g(c; c; : : : ; c). Now, assume that the claim is true for all S of depth at most k. Consider a regular S of depth k + 1. The subtrees S 1 ; S 2 ; : : : ; S p of S rooted respectively in the nodes 1; 2; : : : ; p are regular and of depth at most k, so by the hypothesis there exist H -P -derivations hT 1 ; 1 i; hT 2 ; 2 i; : : : ; hT p ; p i such Now by induction on the depth k of T we prove that 2 implies 1. If T is of depth 0 then the root " of T is also a leaf of T, and by De nition 4.3 (4) either (") = c or (") = g(c; c; : : : ; c). Therefore T is a regular tree. Now, let k be a positive integer and as an inductive hypothesis assume that 2 implies 1 for all pairs hT; i such that the depth of T is at most k.
Consider a H -P -derivation hT; i such that T has the depth k + 1 and (") = S. We shall prove that S is regular. Let i (w) = (iw In the following lemmas the correspondence between the shape of the derivation and the shape of the derived tree is established. The undecidability result of Lemma 4.7 is translated into the language of derivations.
De nition 4.8 Let hT; i be a H -P -derivation. We say that w 2 T is nontrivial if (w) 6 = c.
It is obvious that the nontrivial nodes of T form a tree. Lemma 4.9 Let S be the tree of the nontrivial nodes of a H -P -derivation hT; i. Then 
Proof. The proof proceeds by a routine induction on the depth of T.
As an easy consequence of Lemma 4.9 and Lemma 4.7 we obtain the following corollary.
Corollary 4.10 The problem whether for a Thue system there exists a H -P -derivation hT; i such that (1) 6 = c is undecidable.
Derivations with controlled head
Now we are ready to use the previously developed ideas to prove Theorem 4.2. The techniques of Section 4.2 gave an undecidability result (Lemma 4.7)
concerning H-P-derivations which by Lemma 4.4 is related to the Horn-clause implication problem. However so far we could deal with derivations of totally uncontrolled terms. Now, we will show how to replace an uncontrolled term in the root of derivation by a xed term. where each occurrence of denotes a di erent fresh variable. By P 0 (or simply P 0 ) we denote the set fP(c; c); P(g(c; c; : : : ; c); c)g.
Notice that the arity p of g in the de nition above depends on . If hS; 1 ; 2 i is a H 0 -P 0 -derivation then T is a p + 1-ary tree. We consider such a tree as a subset of f0; 1; 2; : : :; pg .
Recall that for a Thue system besides the Horn clause H 0 and the set P 0 de ned above, earlier, in De nition 4.5 we de ned another clause H and another set P of ground terms.
The next two lemmas show that there exists a natural correspondence between certain H-P and H 0 -P 0 -derivations.
De nition 4.12 By r 0 we denote the term g(c; : : : ; c; g(c; c; : : : ; c); : : : ; g(c; c; : : : ; c)) with g in positions belonging to the tree f"; q + 1; q + 2; : : : ; pg. Lemma 4.13 If hT; i is a H-P-derivation such that (") = (g(g(x 1 ; x 2 ; : : : ; x p ); y 2 ; : : : ; y p ), for some substitution , then there exists a H 0 -P 0 -derivation hS; 1 ; 2 i such that 1 (") = r 0 and 2 (") = g(c; c; : : : ; c) Proof. Let hT; i be a H-P-derivation of minimal depth such that 1 2 ("). Let S = f"; 1; 2; : : :; pg f0w : w 2 Tg f0w0 : w 2 T w is not a leaf of Tg Clearly, S is a full tree over f0; 1; 2; : : :; pg. For w 2 S such that w = 0v, with v 2 T, de ne 1 (w) as (v). For w 2 f1; 2; : : :; qg and for w of the form 0v0 with v 2 T de ne 1 (w) = g(c; : : : ; c). For w 2 fq + 1; q + 2; : : : ; pg de ne Proof. Part 1 follows directly from the de nitions of H and H 0 . To get part 2 notice that hT; 1 Ti is the required derivation.
As an immediate corollary from Lemma 4.13, Lemma 4.14 and Lemma 4.7 we get the following corollary. 
Language without function symbols
One of the questions that we have been frequently asked after we had announced the technique of Thue trees ( 42] ) was whether the technique could be applied to languages without function any symbol. In this short and easy section we shall prove that it is indeed possible.
A dependency is a sentence The implication problem for data dependencies is the problem of deciding whether a given set of dependencies logically implies another dependency. Many types of dependencies have been considered and many results concerning undecidability of nite implication have been proved (e.g. 5, 10, 11, 31], see 33] for a survey). Theorem 5.1 below can be expressed in the language of dependencies as follows: it is undecidable whether an unirelational single-head dependency implies another one of this sort. Clearly, the problem whether the universal closure of one Horn clause implies the universal closure of another Horn clause in the language without function symbols, is decidable. In fact G. Gottlob (private communication) proved that this problem is EXPTIME complete. We de ne the formula as 8c; k9x; x 2 ; : : : x p P(c; c; : : : c)^P(k; c; : : : c) =) P(x; k; x 2 : : : x p ) From now on by a structure we mean a relational structure S with one predicate P of arity p + 1, and with a well ordering < on S. De nition 5.3 Let S be a relational structure and let c; k be distinguished element of S. We say that c represents the empty tree, k represents the tree f"g. If T is a tree of depth at least 1 then an element a of S represents T if and only if a is the <-minimal element of S for which there are elements a 1 ; a 2 ; : : : a p of S such that S j = P(a; a 1 ; a 2 ; : : : a p ) and a i represents T i , for each 1 i p.
Notice that the de nition above depends on the choice of elements c and k, and on the ordering <. Proof. We proceed by induction on the depth of T. It follows directly from De nition 5.3 that the claim is true for the empty tree and the tree f"g. Now let k > 1 be and assume that the lemma is true for all trees of depth at most k. Let T be a tree of depth k + 1. We will prove that the lemma is true for T.
Since T is regular all its subtrees T i ; T ij , where 1 i; j p, are regular too. By the induction hypothesis, for each 1 i p, there exists the unique element a i of S representing T i , and by the de nition of representation there exist elements a ij of S representing T ij . So, S j = P(a i ; a i1 ; a i2 ; : : : a ip ), for every 1 i p. Now, from the regularity of the root of T it follows that T w = T v whenever fw; vg 2 . Since the representation is unique this gives that a w = a v , for fw; vg 2 . But that implies that P(a 1 ; a 11 ; a 12 ; : : : a 1p )P (a 2 ; a 21 ; a 22 ; : : : a 2p ) : : : P(a p ; a p1 ; a p2 ; : : : a pp ) is an instance of the left hand side of the implication in formula . Since S j = it is also true that S j = 9y P(y; a 1 ; a 2 ; : : : a p ). Let a be the minimal element with respect to < such that S j = P(a; a 1 ; a 2 ; : : : a p ). Clearly a is the required unique representation of T. Now we are going to prove.
Lemma 5.5 Let be a Thue system. Then the following two conditions are equivalent 1. There exists a -regular tree T such that 1 2 T. 2. For each structure S such that S j = , and each elements c and k of S such that S j = P(c; c; : : : c)^P(k; c; : : : c), there exist elements a; a 2 ; : : : a p in S such that S j = P(a; k; a 2 ; : : : ; a p ). Proof. It follows from Lemma 5.4 and Lemma 2.14 that 1 implies 2. Now, we shall prove that 2 implies 1. We assume that 1 does not hold and we are going to prove that 2 fails. De ne S as the set of all regular trees. Let c be the empty tree and k be the tree f"g. Finally, let P be the relation on S such that S j = P(c; c : : : c) and S j = P(k; c : : : c), and, for T of depth at least 1, S j = P(T; T 1 ; T 2 : : : T p ) if and only if T 1 = T 1 ; T 2 = T 2 ; : : : T p = T p . Let < be an arbitrary well ordering. Now, it is easy to check that S j = but S j = :P(a; k; a 2 ; : : : ; a p ). Now, to conclude this section notice that Theorem 5.1 immediately follows from Lemma 5.5 and Theorem 2.15.
Re nements
In this section we present two results strengthening the result of Section 4. First we give a uniform version of Theorem 4.2, i.e. we prove that there exists a Horn clause H such that the set of clauses implied by H is not recursive. Then we study the problem of nite implication of Horn clauses.
6.1 Uniform result: semi-regular and regular trees.
In this section we present a uniform version of Theorem 4.2. Theorem 6.1 There exists a Horn clause H and a nite set P = fP(s 1 ); P(s 2 ); : : : ; P(s l )g of ground atomic formulas such that the problem whether H; P j = P(s) for a ground atomic formula P(s) is undecidable.
De nition 6.2 For symbols ; ; and a natural number n de ne the word w(n; ; ; ) as n .
The tool we start from is the uniform version of Lemma 2. and are green and is red.
Theorem 6.4 There exists a colored Thue system such that the problem whether, for a natural number n, the set THUE(w(n; ; ; )) is nite, is undecidable.
The proof of Theorem 6.4 is given in Appendix. By Lemma 2.10 an equivalent statement of Theorem 6.4 says that the problem whether for given natural number n there exists a semi-regular tree T such that w(n; ; ; ) 2 T is undecidable.
From this point until the end of this section, will be a colored Thue system with ; and as described by De nition 7.14.
Lemma 6.5 For each positive integer n Thue(w(n; ; ; )) \ f ; ; g = w(n; ; ; ): Proof. It can easily be proved by induction on the length of a derivation of w that if w ! w(n; ; ; ) then w = v, where does not occur in v, the length of jvj (n+1), rst n symbols of v are green, and the other are red. This by Lemma 2.13 (iii) implies that Thue(w(n; ; ; ))\f ; ; g w(n; ; ; ):
The other inclusion is obvious. Our next goal is to prove the counterpart of Lemma 2.14 De nition 6.7 We put S(n; ; ; ) = fw(n; ; ; )g fw 2 f ; g : jwj n + 2g:
Lemma 6.8 The following two conditions are equivalent:
1. There exists a nite semi-regular tree T such that w(n; ; ; ) 2 T 2. There exists a nite regular tree T R such that T R \f ; ; g = S(n; ; ; ) Proof. It su ces to prove that 1 implies 2. The proof follows the ideas of the proof of Lemma 2.14.
We assume that T = Thue(w(n; ; ; )) is nite and de ne m as the depth of T. For a natural number k we put T k = Thue(fq + 1; q + 2; : : : ; pg k ). By Lemma 2.13 (ii) T k is the set of all words of length at most k over the alphabet of the static symbols of A.
De ne T as the tree of all pre xes of fw 1 iw 2 : w 1 2 T n+1 ; jw 1 j = n + 1; i is static and red, w 2 2 T m?n?2 g: So, T is the set of those words in T m which have a red symbol in the position n + 2 or are of length at most n + 1. By Lemma 6.6.1 T is semi-regular. Put T R = T T n+2 T Clearly T R is semi-regular, as a union of semi-regular trees.
We claim that T R \ f ; ; g = S(n; ; ; ):
In fact, we have fw 2 f ; g : jwj n + 2g T n+2 ; and w(n; ; ; ) 2 T which implies that T R \ f ; ; g S(n; ; ; ):
(3) To prove the converse inclusion we rst prove that T \ f ; ; g S(n; ; ; ) (4) holds. Let w 2 T. We consider 3 cases depending on the length of w. If jwj > n+2 then w has a static red symbol in position n+2; so w 6 2 f ; ; g . If jwj = n+2 then the last symbol of w is , and, by Lemma 6.6.2, w = w(n; ; ; ) so, w 2 S(n; ; ; ). If w < n+2 then all symbols of w are green, so w 2 f ; g and, w 2 S(n; ; ; ).
It is clear that T n+2 \ f ; ; g S(n; ; ; ) (5) holds, since T n+2 \ f ; ; g = fw 2 f ; g : jwj n + 2g:
To show that T \ f ; ; g S(n; ; ; ) (6) notice that if w 2 T and jwj n + 2, then w contains a static red symbol, so w 6 2 f ; ; g . If jwj < n + 2 then w 2 T n+2 , so w 2 S(n; ; ; ) by (5).
Clearly (2) follows from (3), (4), (5) and (6) .
It remains to prove that T R is regular. Since T R is semi-regular it su ces to show that all non-leaf nodes of T R are fat. First, notice that each non-leaf node of T is also a non-leaf node of T, so we can consider only non-leaf nodes of T and T n+2 . If w is not a leaf node of T and jwj 6 = n + 1 then by the de nition of T, for each static i we have wi 2 T. If jwj = n + 1 then w is a not-leaf node of T n+2 . For each not-leaf node w of T n+2 , and each static i we have wi 2 T n+2 T R .
As a summary of the previous results of this section we get: Lemma 6.9 (Main Tool. uniform version) The problem whether for a given natural n there exists a regular tree S such that S \ f ; ; g = S(n; ; ; ) is undecidable.
Proof. It follows from Lemma 4.6, Lemma 6.4, and Lemma 6. Lemma 6.11 If w is a node of a P -H -derivation hT; 1 ; 2 i, then 1 (w) \ f ; ; g = 2 (w): Proof. Induction on the depth of the tree T w . Now, from the last lemma and from Lemmas 6.9, 6.8 and 4.6 we obtain the uniform version of Lemma 4.7.
Lemma 6.12 The problem whether for an integer n, there exists a S -Hderivation with the root labelled hx; S(n; ; ; )i, for some term x, is undecidable.
We still have an unpredictable term in the root of the derivation. To hide it we repeat the trick from Subsection 4.3.
De nition 6.13 1 . By H we denote the Horn clause P( ; z; )^P (? 1 ; x 1 ; )^P (? 2 ; x 2 ; )^: : :^P(? p ; x p ; ) ) P(?; g(y 1 ; y 2 ; : : : ; y p ); z) where P is a ternary relation symbol , ?, ? i , x i and y i are as in De nition 6.10 and each occurrence of denotes a di erent fresh variable. Lemma 6.14 Let r 0 be the term de ned in De nition 4.12. Then the following conditions are equivalent:
1. there exist a S -H -derivation whose root is labeled by hx; S(n; ; ; )i, for some term x, 2. there exists a P -H -derivation whose root is labeled by hr 0 ; g(c; c; : : : ; c); S(n; ; ; )i, Proof. Repeat the proofs of Lemma 4.13 and 4.14. Now, from the last lemma and from Lemma 6.12 we get: Theorem 6.15 The problem whether for a positive integer n, there exist a P -H -derivation with root labeled by hr 0 ; g(c; c; : : : ; c); S(n; ; ; )i, where substitutes c for every variable, is undecidable.
Finite implication
In this section we show how to apply the Thue trees method to problems which require the use of recursive inseparability methods. The example we are going to focus on is the problem of the nite implication of Horn clauses.
De nition 6.16 bar-impl 1. Let be a set of rst order sentences and be a rst order sentence. We say the nitely implies (in symbols j = f ) provided is true in every nite structure in which is true. We shall prove that IMPL f is undecidable, in fact we shall prove that IMPL and co-IMPL f are recursively inseparable. As before we shall consider equivalent versions of the above statement.
De nition 6.17 impl We de ne IMPL = fhH; P; P(s)i : H; P j = P(s)g and IMPL f = fhH; P; P(s)i : H; P j = f P(s)g where, H is a Horn clause P is a nite set of ground atomic formulas, and P(s) is a ground atomic formula. Proof. Let T be a derivation of P(t) and let T be the tree consisting of the nodes of T which are not labeled by c. Since 
Appendix
In this section we give proofs of technical results concerning undecidability of questions related to Thue systems that we use in the main body of the paper. These results are variants of the well known result of Post 46] , sometimes given in quite re ned form. We prove these results to make the paper self-contained. The proof of each result consists of two parts: rst using undecidability of halting problem we prove a theorem on undecidability of a boundedness problem for Turing machines and then we translate the boundedness problem into the language of Thue systems. Convention 7.1 In this section by a Turing machine we mean a deterministic Turing machine with one tape which is delimited on the left and is in nite to the right.
The alphabet of each Turing machine consists of b representing the blank (the empty cell) and of a set of proper tape symbols. We assume that 0; 2 , being the left end marker (do not enter) which can be neither overwritten nor printed outside the leftmost cell of the tape. In addition we assume that in each visited cell a non-blank is written and that a non-blank can not be replaced by a blank -i.e. once a cell become non-empty, it is always non-empty.
The set of states Q contains (at least one) initial state q init .
We assume that in each step the machine moves its head either left or right.
A status of a Turing machine TM is described by a con guration { a word in t 1 qt 2 2 + Q where q is the current state, the head of TM scans a cell containing letter , t 1 is the word written in the part of the tape to the left of the scanning head and t 2 is the word written in the portion of the tape to the right of the scanning head.
Boundedness
In this subsection in addition to the assumptions made in by Convention 7.1 we assume that the initial (input) con guration is always empty (i.e. has the form q init ).
Clearly Turing machines, respecting all the restrictions we have made, have full computational power and the following holds. We are now going to prove that the problem whether a Turing machine is bounded is undecidable.
We consider Turing machines which are deterministic and can not write blanks. So, whenever a Turing machine TM 0 stops on input C 0 then the set fC : C TM 0 ! C 0 g is nite. In fact the number of non-blank symbols in any con guration is bounded by the number of non-blank symbols in the nal con- Please notice that the our notion of boundedness is di erent from the one used in 34].
First translation step: Thue systems
In this section we translate Theorem 7.5 into the language of Thue systems.
De nition 7.6 For a given Turing machine TM, we consider the nite set of symbols: A = fhq; ; "i : q 2 Q f0g; 2 ; " 2 f0; endgg; where Q is the set of states of TM and is the set of tape symbols of TM.
Elements of A encode complete information about the current status of a cell of the tape of a Turing and strings in A + encode con gurations. De nition 7.7 A code code(C) of a con guration C = t 1 qt 2 2 + Q is a string code(t 1 )code( q)code(t 2 ), where, for some ", code( q) = hq; ; "i, the code of a string of letters in is the string of codes of these letters, and the code of a letter not followed by a symbol of a state (representing a cell which is not scanned by a head) have the form h0; ; "i. The value of " is end for the last letter of C, and is 0 otherwise.
De nition 7.8 An element of A is called dynamic if it has the form hQ; ; endi, for a 2 Q f0g. Otherwise it is called static.
For example, con guration 01q 1 0cc of TM in state q 1 , with 010cc on the tape, and with the head scanning symbol 1 in the third cell from the left, will be encoded as: h0; ; 0ih0; 0; 0ihq 1 ; 1; 0ih0; 0; 0ih0; c; 0ih0; c; endi while the initial con guration q init is a single symbol word hq init ; ; endi. Now we shall de ne a Thue system (TM), over the alphabet A, such that C 1 TM ! C 2 if and only if code(C 1 ) ! code(C 2 ), for any two con gurations C 1 and C 2 of TM.
The Thue system we are going to construct will describe what may happen during one step of computation in two consecutive cells of the tape. We distinguish two cases. The rst one describes the transition without any expansion of the portion of the tape visited so far and the second describes the case where a cell containing a blank is visited, i.e. a new non-empty cell is created. In the rst case the state \moves" from the rst cell to the second or conversely, and in the second one dynamic cell, containing a state creates another dynamic cell, pushes a state to a newly created cell, and looses the status of a dynamic cell.
This leads to the following de nition.
De nition 7.9 Let TM be a Turing machine. We de ne a Thue process (TM) (A ) 2 as follows: for any q; q 0 2 Q, any ; 0 ; 2
Proof. 
Proof of Lemma 6.4
The proof does nor di er much from the proof of Lemma 2.7. Instead of Theorem 7.2 we use another version of the Turing undecidability result, with a machine xed but with a variable input: 0 n+1 q init (having followed by n+1 symbols 0 with the head in state q init over the last 0). A construction similar to that sketched in Subsection 7.1 gives the theorem we need. Theorem 7.13 There exists a Turing machine TM such that the problem whether the set fC : C TM ! 0 n+1 q init g is nite, for a non-negative integer n, is undecidable. Now, we de ne a colored Thue system which will satisfy the conclusion of Lemma 6.4 
Proof of Lemma 6.20
The proof is similar to the proof of Subsection 7.4 and Subsection 7.2. The main di erence is that we assume that a Turing machine has two distinct initial states q 1 init and q 2 init .
De nition 7.16 1. Let 1&2 be the set of those Turing machines TM whose computation beginning from the con guration q 1 init terminates, and the computation of TM beginning from the con guration q 2 init either does not terminate or terminates in a di erent con guration than the computation beginning from the con guration q 1 init . 2. Let 1&2 be the set of those Turing machines TM whose computation beginning from the con guration q 1 init and beginning from the con guration q 2 init terminate and they both terminate in the same con guration Lemma 7.17 1 To prove 2 notice that TM is deterministic and does not write new blanks. Then we de ne the Thue system as in Appendix 1.
