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Abstract
Active learning is to design label-efficient algorithms by
sampling the most representative samples to be labeled by
an oracle. In this paper, we propose a state relabeling
adversarial active learning model (SRAAL), that leverages
both the annotation and the labeled/unlabeled state infor-
mation for deriving the most informative unlabeled sam-
ples. The SRAAL consists of a representation generator and
a state discriminator. The generator uses the complemen-
tary annotation information with traditional reconstruction
information to generate the unified representation of sam-
ples, which embeds the semantic into the whole data repre-
sentation. Then, we design an online uncertainty indicator
in the discriminator, which endues unlabeled samples with
different importance. As a result, we can select the most
informative samples based on the discriminator’s predicted
state. We also design an algorithm to initialize the labeled
pool, which makes subsequent sampling more efficient. The
experiments conducted on various datasets show that our
model outperforms the previous state-of-art active learning
methods and our initially sampling algorithm achieves bet-
ter performance.
1. Introduction
Although deep neural network models have made great
success in many areas, they still heavily rely on large-scale
labeled data to train large number of parameters. Unfor-
tunately, it is very difficult, time-consuming, or expensive
to obtain labeled samples, which becomes the main bottle-
neck for deep learning methods [10]. To reduce the demand
of labeled data, learning methods like unsupervised learn-
ing [6, 35], semi-supervised learning [19, 30], weakly su-
pervised learning [46, 28] and active learning have attracted
a lot of attention. Unsupervised and semi-supervised meth-
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Figure 1. A traditional pool-based active learning cycle. At each
iteration, the sampling model is trained with labeled data. After
training, a subset of unlabeled samples is selected based on the
model inference and then labeled by an oracle. The active learning
system will repeat this iteration until the model performance meets
user’s requirements or the label budget runs out.
ods aim to fully utilize the unlabeled samples while active
learning is to select as few samples to be labeled as possible
for efficient training. This paper focuses on active learn-
ing, which is widely used in computer vision tasks such as
classification [37, 2] and segmentation [42, 17].
In active learning, this means the selected samples
should be the most informative ones. As shown in Fig. 1,
active learning algorithm is typically an iterative process in
which a set of samples is selected to be labeled from an
unlabeled pool at each iteration. These selected unlabeled
subsets are labeled by an oracle, integrated into the labeled
data pool. How to select the most informative samples from
the unlabeled pool is the key problem in active learning.
To solve this problem, previous works have made full
use of the annotation information of labeled data from the
oracle. Many methods [2, 37, 14, 42] built deep learning
models, trained them under the supervision of the labeled
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samples, and then implemented the inference for sampling.
A recent work [7] (LL4AL) designed a deep network with
an auxiliary loss prediction for labeled data, then selected
samples based on the predicted loss. As the supervised in-
formation for network training, both the size and quality
of labeled instances determines the performance of mod-
els. Further, the above approaches usually require a cer-
tain amount of labeled samples to achieve a high accuracy.
However, in the early iterations of sampling, the labeled
pool is usually small, so that it restricts the ability to choose
samples with high quality.
Beside the above annotation information, some recent
works focused on utilizing the state information of samples
which indicate a sample is labeled (0) or unlabeled (1). As
the key of active learning is to select unlabeled samples and
label them, this state information can be directly used as the
supervised information in this process. Some recent works
[8, 39] regarded the state information as a kind of adversar-
ial label. They built a discriminator to map the data point
to a binary label which is 1 if the sample is unlabeled and
is 0, otherwise. The above works consider all the unlabeled
samples of the same quality. In fact, different samples in un-
labeled pool have different importance for target task, and
an unlabeled sample has lower priority to be labeled if it is
more similar to samples in labeled pool. Thus, this state in-
formation should be deeply explored to leverage the sample
selection.
In this paper, we propose a state relabeling adversarial
active learning model (SRAAL) that considers both the an-
notation and the state information for deriving most infor-
mative unlabeled samples. Our model consists of a unified
representation generator and a labeled/unlabeled state dis-
criminator. For the generator, we first build an unsupervised
image reconstructor based on VAE architecture to learn the
rich representation. Secondly, we design a supervised tar-
get learner to predict annotations for labeled samples, where
the annotation information is embedded into the represen-
tation. Then we concatenate the above representations. For
the state discriminator, both labeled state and relabeled un-
labeled state are used to optimize the discriminator. We pro-
pose an online uncertainty indicator to do the state relabel-
ing for unlabeled data, which endues the unlabeled samples
with different importance. Specifically, the indicator calcu-
lates the uncertainty score for each unlabeled sample as its
new state label. State relabeling helps the discriminator to
select more instructive samples.
It is notable that most previous works mainly concen-
trated on the selection strategy in later iterations while the
initialization is usually random. However, the initializa-
tion of labeled pool has a large influence for subsequent
sample selection and performance of active learning. Here
we introduce the k-center [15] approach to initialize the la-
beled pool, where selected samples is a diverse cover for the
dataset under the minimax distance.
Experiments on four datasets at image classification and
segmentation tasks show that our method outperforms pre-
vious state-of-the-art methods. Further, we implement the
ablation study to evaluate the contribution of online un-
certainty indicator, supervised target learner and our initial
sampling algorithm in SRAAL.
The main contributions of this paper are summarized as:
(i) This paper proposes a state relabeling adversarial
active learning model to select most informative un-
labeled samples. An online uncertainty indicator is de-
signed to relabel the state of unlabeled data with dif-
ferent importance.
(ii) We build an unsupervised image recontructor and a
supervised target learner to generate a unified repre-
sentation of image, where the annotation information
is embedded iteratively.
(iii) We propose the initially sampling algorithm based
on the k-center approach, which makes subsequent
sampling more efficient.
2. Related work
Active learning has been widely studied for decades and
most of the classical methods can be grouped into three sce-
narios: membership query synthesis [1], stream-based se-
lective sampling [5, 23] and pool-based sampling. As the
acquirement of abundant unlabeled samples becomes easy,
most of recent works [14, 37, 2, 7, 39] focus on the last
scenarios. Current active learning methods can be divided
into two categories: pool-based approaches and synthesiz-
ing approaches.
Instead of querying most informative instances from an
unlabeled pool, the synthesizing approaches [31, 32, 47]
use generative models to produce new synthetic samples
that are informative for the current model. These meth-
ods typically introduce various GAN models [16, 33] or
VAE models [22, 40] into their algorithm to generate infor-
mative data with high quality. However, the synthesizing
approaches still has some disadvantages to overcome, such
as high computational complexity and instability of perfor-
mance [47]. For this reason, this paper mainly focuses on
research of the pool-based approaches.
The pool-based approaches can be categorized as
distribution-based and uncertainty-based methods. The dis-
tribution approach chooses data points that will increase the
diversity of labeled pool. To do so, the model should ex-
tract the representation of the data and calculate the distri-
bution based on it. Previous works [26, 41, 43] have pro-
vided various method to learning the representation. Some
active learning models [11, 44] optimize the data selection
in a discrete space, and [34] clusters the informative data
points to be selected. Some works [3, 18, 29] focus on
how to map the distance of distributions to the informa-
tiveness of a data point. Besides, some works estimate the
distribution diversity by observing gradient [38], future er-
rors [36] or output changes of trained model [13, 20]. Sener
et al. [37] introduce core-set technique into active learning.
This method calculates the core-set distance by interme-
diate features rather than the task-specific outputs, which
makes the method applicable to any task and network. The
core-set technique has a good performance on datasets with
small number of classes. However, the core-set method per-
forms ineffective when the number of classes is big or the
data points are in high-dimensions [39].
Uncertainty-based approaches do selection by estimating
the uncertainties of samples and sampling top-K data points
at each iteration. For Bayesian frameworks, [21, 36] es-
timate uncertainty by Gaussian processes and [9] adopts
Bayesian neural networks. [45] propose a novel active
learning approach based on the optimum experimental de-
sign criteria in statistics. These traditional methods perform
well in some specific tasks but do not scale to deep learn-
ing network and large-scale datasets. The ensemble model
method was proposed by [2] and applied to some specific
tasks [42]. [14] introduces Monte Carlo Dropout to build
multiple forward passes, which is a general method for vari-
ous tasks. However, both the ensemble method and dropout
method are computationally inefficient for current deep net-
work and large-scale datasets. Yoo et al. [7] propose a
Learning-Loss method and has shown the state-of-the-art
performance. Their model consists of a task module and
a loss prediction module that predicts the loss of the task
module. The two modules learn together and the target loss
of task module is regarded as a ground-truth loss for the loss
prediction module. This method only utilizes the annotation
information in labeled samples and the loss prediction accu-
racy is affected by the performance of task module. If the
task module is inaccurate, the predicted loss cannot reflect
how informative the sample is.
Some recent works combine uncertainty and distribution
to select data points using a two-step process. Distribution
of data points can represent the labeled or unlabeled pool
and uncertainty estimation based on the distribution can be
more generalized and accurate. A two-step model calculat-
ing uncertainty based on information density was proposed
in [27]. DFAL [8] and VAAL [39] introduces adversar-
ial learning into their models and build a module to learn
the representation of data points. The former method ex-
tract representation by learning labeled samples annotation,
while the VAAL method builds a latent space by a VAE that
learns together with the discriminator. Both of these models
map the representation to labeled/unlabeled in a brute force
way and the labeled/unlabeled information are not equiva-
lent to informativeness. For this reason, the results of this
method may be unreliable.
3. Method
3.1. Overview
In this section, we formally define the scenario of active
learning (AL) and set up the notations for the rest of the
paper. In the AL, we have a target task and a target model
Θ for the task. At the initial stage, there exists a large un-
labeled data pool from which we can randomly select M
samples and obtain annotations of them via an oracle. Let
us denote the initial unlabeled pool by DU and the initial
labeled pool by DL. (xU ) denotes that a data point in unla-
beled pool and (xL, yL) denotes a data point and its anno-
tation in labeled pool.
The key of the AL algorithm is to select the most infor-
mative samples from the unlabeled pool DU . Once the la-
beled and unlabeled data pools are initialized, a fixed num-
ber of samples will be iteratively selected, labeled and trans-
ferred from the unlabeled pool to the labeled pool. Then the
unlabeled and labeled pool are updated. As illustrated in
Fig. 1, this procedure will repeat until the performance of
the target model meets user’s requirements, or the budget
for annotation runs out.
Fig. 2 shows our state relabeling adversarial active learn-
ing model (SRAAL), which uses the annotation and la-
beled/unlabeled state information for selecting the most in-
formative samples. The SRAAL consists of a unified rep-
resentation generator (Section 3.2) and a labeled/unlabeled
state discriminator (Section 3.3). The former learns the
annotation-embedded image feature, and the latter selects
more representative samples to be labeled with the help of
the online uncertainty indicator. Sampling strategy based on
the generator and discriminator is introduced in Section 3.4,
and the proposed initially sampling algorithm with k-center
is detailed in Section 3.5.
3.2. Unified representation generator
The image representation learning is in the charge of the
unified representation generator which consists of the unsu-
pervised image reconstructor (UIR) and the supervised tar-
get learner (STL). The image encoder consists of a CNN
and two FC modules. The CNN extracts image feature
and then FC individually learns the two latent variables for
STL and UIR. The UIR module is a variational autoencoder
(VAE) in which a low dimensional latent space is learned
based on a Gaussian prior. As this process does not require
annotations and the reconstruction target is the image itself,
samples from both the labeled pool and unlabeled pool con-
tribute to this module. As it’s a VAE, the objective function
Figure 2. Network architecture of our proposed SRAAL. It consists of a unified representation generator and a labeled/unlabeled state
discriminator. The generator embeds the annotation information into the final image features via the supervised target learner and unsu-
pervised image reconstructor. Online uncertainty indicator is introduced to relabel the state of unlabeled samples and endues them with
different importance. Finally, the state discriminator is updated through the labeled and unlabeled state losses, and helps select the more
informative samples.
of this module can be formulated as,
LUIR = LUIRU + LUIRL
LUIRU = E[log[pφ(xU | zU )]−DKL(qθ(zU | xU ) ‖ p(z))]
LUIRL = E[log[pφ(xL | zL)]−DKL(qθ(zL | xL) ‖ p(z))]
(1)
where LUIRU is the objective function for unlabeled data
points and LUIRL is for labeled ones, z is the latent vari-
ables, φ parametrizes the decoder pφ and θ parametrizes the
encoder qθ. The UIR module finally learns the rich repre-
sentation by reconstructing both the labeled and unlabeled
samples.
To embed the annotation information into the represen-
tation, we build a supervised target learner to predict anno-
tations of the samples based on the representation in latent
space. The STL is also a VAE network and its decoder does
not decode the representation for reconstruction. The de-
coder of STL varies with different tasks. For example, the
decoder is a classifier for image classification, or a segmen-
tation model for semantic segmentation. The STL is similar
to VAE but only labeled samples can provide loss for STL’s
training. We can formulate the objective function for STL
as follows,
LSTLL = E[log[pφ(yL | zL)]]−DKL(qθ(zL | xL) ‖ p(z))]
(2)
where zL is the latent variables from the latent space
for labeled data, φ parametrizes the decoder pφ and θ
parametrizes the encoder qθ. The STL module will embed
the annotation information into the representation.
The two above representations are concatenated together
as the unified image representation.
3.3. State discriminator and state relabeling
To make full use of the state information, we introduce
the adversarial learning into SRAAL, where a discriminator
is built to model the state of samples. The previous works
utilize the binary state information, where the state of unla-
beled samples is set to 1 and that of labeled samples is set to
0. In fact, different samples in unlabeled pool have differ-
ent contribution for target task, and an unlabeled sample has
lower priority to be labeled if it is more similar to samples
in labeled pool. To better use the state information, we pro-
pose the online uncertainty indicator (OUI) to calculate an
uncertainty score to relabel the state of unlabeled data. The
uncertainty score measures the distribution concentration of
the unlabeled data and is bound to [0,1]. After the state re-
labeling, the state of unlabeled samples changes from the
fixed binary label 1 to a new continuous state.
The OUI calculates the uncertainty score based on the
prediction vector of the target model(such as image classi-
fier, semantic segmentation model). Before each iteration,
the target model is trained with labeled data and then pro-
duce a prediction vector for each unlabeled sample. Specifi-
cally, for image classification, the prediction is a probability
vector for each category. For segmentation, each pixel has
a probability vector and the prediction vector is the mean of
each probability vector. Assume that the number of classes
is C and the samples are labeled with yi ∈ RC . The calcu-
lation of the uncertainty score is formulated as,
Indicator(xU ) = 1− MINV ar(V )
V ar(V )
×max(V ) (3)
where xU is an unlabeled sample, V = p(xU |DL) is the
probability vector of xU based on the target model trained
with current labeled pool DL.
The MINV ar(V ) can be formulated as,
MINV ar(V ) = V ar(V ′)
=
1
C
((
1
C
−max(V ))2 + (C − 1)( 1
C
− 1−max(V )
1− C )
2)
(4)
MINV ar(V ) is the variance of the vector V ′, whose
maximum element is the same with the V ’s and other ele-
ments have the same value 1−max(V )C−1 . MINV ar(V ) is the
smallest variance among vectors whose maximum are same
with V ’s, so that MINV ar(V )V ar(V ) measures the concentration
of the probabilities distribution. According to Eq. 3, we can
prove that the uncertainty score has three properties: (1) it
has a boundary of [0,1); (2) it has a negative correlation
with the value of maximum probability; (3) it has a positive
correlation with the concentration of the probabilities distri-
bution. Due to these properties, the uncertainty score has a
good response to the informativeness of samples.
The objective function of the discriminator is defined as
follows,
LD =− E[log(D(qθ(zL | xL)))]
− E[log(Indicator(xU )−D(qθ(zU | xU )))]
(5)
where the indicator relabels the unlabeled data’s label.
As adversarial learning, the objective function of the uni-
fied representation generator in SRAAL is
LGadv =− E[log(D(qθ(zL | xL)))]
− E[log(D(qθ(zU | xU )))]
(6)
The total objective function combined with Eq. 1, Eq. 2
and Eq. 6 for the latent variable generator is also given as
follows,
LG = λ1LUIR + λ2LSTLL + λ3LGadv (7)
3.4. Sampling strategy in active learning
The algorithm for training the SRAAL at each iteration
is shown in Fig. 2. In the sampling step, the generator gen-
erates the unified representation for each unlabeled sam-
ple. The discriminator predicts its state value, and the top-K
samples are selected to be labeled by the oracle.
Algorithm 1 Initialization of labeled pool
Input: labeled data pool DL, unlabeled pool DU , the size
of initial labeled pool M, latent variables z for all the
data points
Hyperparameters: Randomly select I (I  M) data
points in DU and move them to DL
repeat
u = argmaxxU∈DU [minxL∈DLDistance(xU , xL)]
DL = DL ∪ {u}
DU = DU − {u}
until size(DL) =M
return the initialized labeled pool DL
3.5. Initially sampling algorithm
It is worth noting that most AL methods mainly study the
selection strategy, while the initialization of labeled pool is
usually random. However, the initialization of labeled pool
can heavily affect subsequent sample selection and perfor-
mance of active learning. Thus, we propose an initially
sampling algorithm in which the problem of initially sam-
pling is defined as a set cover problem. The goal cover prob-
lem is to find a subset of data points that the largest distance
of any point to the subset is minimum. To measure the
distance between samples, first we train the unsupervised
image reconstructor so that it learns the latent variables of
all the samples, then we apply a greedy k-center algorithm
where the distance between two samples is measured by the
Euclidean distance between their latent variables. The final
output is a subset withM samples that is labeled by an or-
acle and sent to the labeled pool. Alg. 1 shows the detail of
the algorithm.
4. Experiment
In this section, we evaluate SRAAL against state-of-the-
art active learning approaches on image classification and
segmentation task.
For both tasks, we initialize the labeled pool D0L by ran-
domly sampling M = 10% samples from the entire dataset
and the rest 90% samples make up the initial unlabeled pool
D0U . The unlabeled pool contains the rest of the training set
form which samples are selected to be annotated by the ora-
cle. We iteratively train the current model and select K = 5%
samples from the unlabeled pool until the portion of labeled
samples reaches 40%. For each active learning method, we
repeat the experiment 5 times with different initial labeled
pool and report the mean performance. When we compare
the performance with our methods, they both start with the
same initial labeled pool.
To verify the performance of our initial sampling algo-
rithm, we also set an experiment to compare the designed
Figure 3. Active learning results of image classification over CIFAR-10 and CIFAR-100.
initialization with the random style. Besides these experi-
ments, we also set an experiment for ablation study to eval-
uate some main modules in our model.
4.1. Active learning for image classification
Dataset. For the classification task, We choose CIFAR-
10, CIFAR-100 [24] and Caltech-101 [12] as they are clas-
sical for image recognition and some recent works eval-
uate on them. Both of CIFAR-10 and CIFAR-100 have
60,000 images of 32×32×3 where 50000 is training im-
ages and 10000 is test images. The CIFAR-10 with 10 cat-
egories has 6000 images per class, while the CIFAR-100
has 100 classes containing 600 images each. The Caltech-
101 consists of a total of 9,146 images, split between 101
different categories, as well as a background category, and
each category in Caltech-101 has about 40 to 800 images.
These datasets simulate different real-world situations for
the number of images per class.
Compared methods. For image classification,we com-
pare the performance of SRAAL with some recent state-of-
the-art approaches, including Core-set [37], Monte-Carlo
Dropout [14], VAAL [39] and LL4AL. We also introduce
the random selection method as a baseline. We reproduce
the results of these works with the official released codes
and adopt the original hyperparameters. When evaluating,
these methods are evaluated by the same target model.
Performance measurement. We evaluate the perfor-
mances of these methods in image classification by mea-
suring the average accuracy of 5 trials. In each trial, all the
methods begin with a same initial labeled pool. The tar-
get model used to evaluate the accuracy is a 18-layer resid-
ual network (ResNet-18). We utilize a specified Resnet-
18 model for CIFAR-10/100 and a classical Resnet-18 for
Caltech-101. Besides, images from Caltech-101 are resized
to 220×220 for convenience.
4.1.1 Performance on CIFAR-10
The left of Fig. 3 shows the performances on CIFAR-10.
We can observe that, first, our method achieves an accuracy
over 90% by using 25% of the data and the performance in
last iteration reaches 92.48%. The highest accuracy of the
Resnet-18 with full dataset reaches 93.5%, which is only
1.02% better than SRAAL with 40% samples. This shows
that on CIFAR-10 SRAAL performs closely to the full-data
trained model. Second, our method evidently outperforms
MC-Dropout, Random sample, core-set and VAAL and is
on par with the LL4AL. LL4AL outperforms our SRAAL
at 25%, 35% and 40% with very slight lead, but under-
performs our method at 15%, 20% and 30%. This also
demonstrates that our SRAAL has selected more informa-
tive samples, and it benefits from the use of annotation and
labeled/unlabeled state information.
4.1.2 Performance on CIFAR-100
CIFAR-10 dataset has 50000 training images categorized
into 10 classes, while the CIFAR-100 has 50000 images
in 100 classes. Thus, this dataset is much more challeng-
ing. The right of Fig. 3 shows the performances, we find
that, first, all the AL methods have better results than ran-
dom selection method. Second, on CIFAR-10, LL4AL
performs continuously better than most methods. How-
ever, the LL4AL on CIFAR-10 becomes not as competi-
tive as on CIFAR-10. Especially in first iteration, the core-
set and LL4AL achieve better performance than LL4AL.
The LL4AL trains its model only with the labeled samples.
The inadequate labeled samples restrain the accuracy of its
main module, which makes the sample selection inefficient.
Third, for all iterations, our SRAAL achieves the better per-
formance than the state-of-the-art methods, such as VAAL,
LL4AL. Although the VAAL also uses the label state in-
Figure 4. Active learning results of image classification over
Caltech-101.
formation, the state relabeling in the discriminator from our
SRAAL has a better use of it. Besides, the annotation em-
bedded unified representation from the generator provides
the richer feature for samples.
4.1.3 Performance on Caltech-101
To further explore the influence of image amount per class
to AL model, we conduct the comparison experiment on the
Caltech-101 dataset. Fig. 4 shows the performance of these
methods. Caltech-101 has less images per class and the im-
age amount for each class is also different. We find that
SRAAL outperforms all previous methods from the first it-
eration to last, and the gap between SRAAL and second-
best method becomes larger than that over CIFAR100. This
phenomenon provides a further proof that our method can
better resist the impact from adequate labeled samples. Be-
sides, the core-set method and LL4AL method perform
worse than VAAL because they only utilize annotation in-
formation. This verifies that the label state information is
useful to help sample the representative data again.
4.2. Active learning for semantic segmentation
Dataset. For semantic segmentation, it is a popular task to
evaluate the active learning model. Semantic segmentation
is more challenging than image classification, so that this
experiment evaluates the performance of AL methods on a
difficult task. Here we also conduct the comparison exper-
iment on the Cityscapes dataset [4]. This dataset has 3475
frames with instance segmentation annotations recorded in
street scenes. Following [39], we convert this dataset into
19 classes.
Compared methods. We evaluate our SRAAL against
Figure 5. Active learning results of image semantic segmentation
over Cityscapes.
some active learning approaches for semantic segmenta-
tion. The compared works include Core-set [37], MC-
Dropout [14], Query-By-Committee (QBC) [25], sugges-
tive annotation (SA) [42] and VAAL [39].
Performance measurement. For this task, the target model
is DRN, and the mean IoU is used to evaluate the perfor-
mances. All the methods are evaluated with a same initial
labeled pool and a same selection budget for each iteration.
Fig. 5 shows our results of semantic segmentation about
different methods. We can observe that, first, the VAAL
and our SRAAL obtain better performance than other meth-
ods, such as SA, QBC, MC-Dropout. This is because both
VAAL and SRAAL introduce the label state information to
model the sample selection. Second, our SRAAL outper-
forms the VAAL with a large margin. This benefits from
the state relabeling of the proposed online uncertainty indi-
cator. This relabeled state can better guide the discriminator
to choose the most informative samples.
4.3. Initialization algorithm comparison
As mentioned in Section 3.5, we introduce the k-center
approach to initialize the labeled pool. We evaluate the
initialization algorithm on the CIFAR-10 dataset. The AL
model is our proposed SRAAL and the target model is the
ResNet-18 image classifier, which is the same with that in
Section 4.1.
As shown in Fig. 6, we can observe that the mean ac-
curacy of our initialization algorithm is significantly higher
than the random initialization. The higher accuracy proves
that our initial labeled samples are more informative than
random selected ones. Further, the dotted lines show that
the standard deviation of our initialization is also less than
that of the random initialization. To sum up, our initializa-
Figure 6. Experiment result for initial sampling algorithm.
tion makes subsequent sampling more efficient.
4.4. Ablation study
To evaluate the contribution of different modules in our
model, we conduct this experiment for ablation study on
CIFAR-100 dataset. As the state relabeling is the key of
our work, we first verify the role of it by eliminating the
online uncertainty indicator and using the original binary
label state. We also perform an ablation on the supervised
target learner to explore the importance of the annotation
embedded unified representation. Besides, an ablation to
both two modules is performed as the control group.
Fig. 7 shows the results for the ablation study. The com-
plete SRAAL consistently outperforms all the ablations,
and the ablation to two modules performs yields lowest ac-
curacy among the ablations. The above phenomenon illus-
trates that either the relabeling or the annotation-embedded
representation helps to improve the AL performance.
4.5. Comparison on different uncertainty estima-
tors
To accurately relabel the state of unlabeled data with dif-
ferent importance, we design an uncertainty score(Eq. 3) in
the online uncertainty indicator module. To verify the supe-
riority of our score and prove that our uncertainty score is
more suitable for state relabeling, we compare some com-
mon uncertainty acquisition functions with ours by replac-
(%) 20% 25% 30% 35% 40%
Ours 55.0 59.1 62.3 65.0 66.9
Entropy 54.0 58.2 61.1 64.5 65.7
SD 54.1 57.0 59.4 63.3 64.1
Table 1. Comparison with entropy and standard deviation(SD) un-
der different sampling ratios.
Figure 7. Experiment result for ablation study on CIFAR-100.
ing our uncertainty score with them. The experiment result
in Tab. 1 shows that our indicator outperforms these uncer-
tainty acquisition functions under different sampling ratios,
which verifies that our uncertainty score can better reflect
the importance of unlabeled data.
5. Conclusion
In this paper, we study the active learning and propose a
state-relabeling adversarial active learning model (SRAAL)
that makes full use of both the annotation and the state in-
formation for deriving most informative unlabeled samples.
The model consists of a unified representation generator
that learns the annotation-embedded image feature, and a
labeled/unlabeled state discriminator that selects most in-
formative samples with the help of online updated indica-
tor. Further, we introduce the k-center approach to initialize
the labeled pool, which makes subsequent sampling more
efficient. The experiments on image classification and seg-
mentation demonstrate that our model outperforms previ-
ous state-of-the-art methods and the initially sampling algo-
rithm significantly improve the performance of our model.
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