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Abstract
Generating functions which count occurrences of consecutive sequences in a permutation or a word which
matches a given pattern are studied by exploiting the combinatorics associated with symmetric functions.
Our theorems take the generating function for the number of permutations which do not contain a certain
pattern and give generating functions refining permutations by the both the total number of pattern matches
and the number of non-overlapping pattern matches. Our methods allow us to give new proofs of several
previously recorded results on this topic as well as to prove new extensions and new q-analogues of such
results.
© 2006 Elsevier Inc. All rights reserved.
1. Introduction and preliminaries
Given a sequence σ = σ1 · · ·σn of distinct integers, let red(σ ) be the permutation found by
replacing the ith largest integer that appears in σ by i. For example, if σ = 2 7 5 4, then red(σ ) =
1 4 3 2. Given a permutation τ in the symmetric group Sj , define a permutation σ = σ1 · · ·σn ∈ Sn
to have a τ -match at place i provided red(σi · · ·σi+j−1) = τ . Let τ -mch(σ ) be the number of
τ -matches in the permutation σ .
To prevent confusion, we note that a permutation not having a τ -match different than a permu-
tation being τ -avoiding. A permutation is called τ -avoiding if there are no indices i1 < · · · < ij
such that red(σi1 · · ·σij ) = τ . For example, if τ = 2 1 4 3, then the permutation 3 2 1 4 6 5 does
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permutations, see [5].
Recent publications have analyzed the distribution of τ -matches in permutations and several
nice theorems have been proved [14,19,20]. One specific result is as follows. Let τ -nlap(σ )
be the maximum number of non-overlapping τ -matches in σ where two τ -matches are said to
overlap if they contain any of the same integers. It was published both in a paper and the doctoral
dissertation by Sergey Kitaev [19,20] that
∞∑
n=0
tn
n!
∑
σ∈Sn
xτ -nlap(σ ) = A(t)
(1 − x) + x(1 − t)A(t) (1)
where A(t) =∑∞n=0 tnn! |{σ ∈ Sn: τ -mch(σ ) = 0}|. In other words, if the exponential generating
function for the number of permutations in Sn without any τ -matches is known, then so is the
exponential generating function for the entire distribution of the statistic τ -nlap.
As a starting point for our present work, (1) will be proved in a new way by exploiting the
relationship between the elementary and homogeneous symmetric functions. The class of per-
mutation patterns for which Kitaev’s theorem holds will be enlarged in the process.
In particular, suppose Υ ⊆ Sj . We say that a permutation σ = σ1 · · ·σn ∈ Sn has an Υ -match
at place i provided red(σi · · ·σi+j−1) ∈ Υ . Let Υ -mch(σ ) and Υ -nlap(σ ) be the number of Υ -
matches and non-overlapping Υ matches in σ , respectively. We will prove an analogue of (1)
where every τ in (1) is replaced with an Υ .
It may be difficult to find the exponential generating function counting the number of permu-
tations in Sn with τ -mch(σ ) = 0 and thus finding the generating function A(t) in the statement
of Kitaev’s theorem may be difficult. Therefore, we will develop an alternate method of under-
standing the expression on the right hand side of (1).
After this is done, we will show how slight modifications to our new proof can yield results
about inversion counts of permutations refined by the maximum number of non-overlapping
pattern matches. This will provide a q-analogue for (1). Using another variant on our proof, we
will provide results about pattern matches for m-tuples of permutations. All of these ideas will
be included in Section 2.
Many facts we prove about permutations in Sn are adapted to the case of words of length n
with letters in the set {1, . . . , k} in Section 3. Recent publications have already analyzed the
distribution of τ -matches in k-ary words of length n and several nice results has been presented
in [3,4] (for the case of τ -avoiding see [2,9]).
Intuitively, given that we are able to refine the symmetric group by τ -nlap(σ ), we should
be able to take the exponential generating function for the number of permutations with
τ -mch(σ ) = 0 and refine the symmetric group by τ -match. This problem seems more difficult
than the former, however. Nonetheless, Section 4 contains results in this vein for a collection
of permutations τ . This section will end our discussion on counting permutations and words by
consecutive patterns.
Throughout this paper we will use the relationships between symmetric functions as a tool to
gather facts about the symmetric group. The idea of extracting information about permutation
statistics through symmetric function theory has been used for decades, but the methods of this
paper—defining a homomorphism mapping the elementary symmetric functions to a polynomial
ring—was first given by Francesco Brenti [7,8]. Desiree Beck and Jeff Remmel gave completely
combinatorial proofs of Brenti’s results which allowed them to give q-analogues of those results
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current author described how to understand a well known formula of Garsia and Gessel with this
view [24]. It is this approach which is closest to our own.
We conclude this section with a short establishment of the definitions needed for our later
developments.
A symmetric polynomial p in the variables x1, . . . , xN is a polynomial with the property that
p(x1, . . . , xN) = p(xσ1, . . . , xσN )
for all σ = σ1 · · ·σN ∈ SN . Let ΛN be the ring of symmetric polynomials in x1, . . . , xN and ΛNn
be the subset of ΛN containing the homogeneous elements of degree n. Using the surjective
ring homomorphism from ΛN+1n to ΛNn defined by taking xN+1 = 0, let Λn = lim←−N ΛNn for each
n  0. Define Λ =⊕n0 Λn to be the ring of symmetric functions. A symmetric function in
the variables x1, x2, . . . may be thought of as a symmetric polynomial in an infinite number of
variables.
For instance, the elementary symmetric function en may be defined by∑
n0
ent
n = (1 + x1t)(1 + x2t) · · · .
Let λ = (λ1, . . . , λ) be an integer partition; that is, λ is a finite sequence of weakly increasing
nonnegative integers. We will let (λ) denote the number of nonzero integers in λ. If the sum of
these integers is n, we say that λ is a partition of n and write λ  n. For any partition λ =
(λ1, . . . , λ), let eλ = eλ1 · · · eλ . It is well known that {eλ: λ is a partition} is a basis for Λ.
The homogeneous symmetric function hn is defined such that∑
n0
hnt
n = 1
1 − x1t ·
1
1 − x2t · · · .
Therefore,
∑
n0
hnt
n = 1
1 − x1t ·
1
1 − x2t · · · =
(
(1 − x1t)(1 − x2t) · · ·
)−1 = (∑
n0
en(−t)n
)−1
. (2)
This trivial restatement of definitions will be used over and over in many of our forthcoming
proofs.
The coefficient of the homogeneous symmetric functions when written in terms of the ele-
mentary symmetric function basis is a sum of combinatorial objects. A rectangle of height 1 and
length n chopped into “bricks” of lengths found in the partition λ is known as a brick tabloid of
shape (n) and type λ. One brick tabloid of shape (12) and type (1,1,2,3,5) is displayed below.
Let Bλ,n be the number of such objects. Through simple recursions stemming from (2), Ömer
Eg˘eciog˘lu and Jeff Remmel proved in [15] that
hn =
∑
(−1)n−(λ)Bλ,neλ. (3)
λn
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an increased amount of versatility in the relationship between the homogeneous and elementary
symmetric functions. To this end, we define a new class of symmetric functions which depends
on a function as a parameter.
Let ν be a function on the set of nonnegative integers. Recursively define pn,ν ∈ Λn such that
pn,ν = (−1)n−1ν(n)en +
n−1∑
k=1
(−1)k−1ekpn−k,ν
for all n 1. By multiplying series, this means that
(∑
n0
(−1)nentn
)(∑
n1
pn,νt
n
)
=
∑
n1
(
n−1∑
k=0
pn−k,ν(−1)kek
)
tn =
∑
n1
(−1)n−1ν(n)entn,
where the last equality follows from the definition of pn,ν . Therefore,
∑
n1
pn,νt
n =
∑
n1(−1)n−1ν(n)entn∑
n0(−1)nentn
. (4)
By taking ν(n) = 1 for all n 1, we can use the above equation to show that
1 +
∑
n1
pn,1t
n = 1 +
∑
n1(−1)n−1entn∑
n0(−1)nentn
= 1∑
n0(−1)nentn
= 1 +
∑
n1
hnt
n
which implies pn,1 = hn.
Other special cases for ν give well known generating functions. Taking ν such that ν(n) = n
for n 1, pn,n is the power symmetric function
∑
i x
n
i . Let χ(S) be equal to 1 if S is true and 0 if
false for any statement S. By taking ν(n) = (−1)kχ(n k+1) for some k  1, pn,(−1)kχ(nk+1)
is the Schur function corresponding to the partition (1k, n).
This definition of pn,ν is desirable because of its expansion in terms of elementary symmetric
function basis. The coefficient of eλ in pn,ν has a nice combinatorial interpretation similar to that
of the homogeneous symmetric functions. Suppose T is a brick tabloid of shape (n) and type λ
and that the final brick in T has length . Define the weight of a brick tabloid wν(T ) to be ν()
and let
wν(Bλ,n) =
∑
T is a brick tabloid
of shape (n) and type λ
wν(T ).
When ν(n) = 1 for n  1, Bλ,n and wν(Bλ,n) are the same. By the recursions found in the
definition of pn,ν , it may be shown that
pn,ν =
∑
λn
(−1)n−(λ)wν(Bn,μ)eλ (5)
in almost the exact same way that (3) was proved in [15]. A detailed proof may be found in [23].
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consecutive patterns.
2. Non-overlapping consecutive patterns in permutations
The first goal of this section is to find an exponential generating function for the number of
permutations σ ∈ Sn for which τ -mch(σ ) = 0 in the special case of τ = j · · ·2 1. This serves a
dual purpose: it will provide a nice introduction to the methods which are used throughout this
paper and it will give examples of generating functions to plug into later theorems. After this, we
will prove (1) in a new way. The techniques in this proof will then be used to find a q-analogue
registering inversions and a result for multiple permutations.
Let σ = σ1 · · ·σn ∈ Sn. Define des(σ ) be the number of indices i such that σi > σi+1; in other
words, des(σ ) is equal to τ -mch(σ ) in the case of taking τ = 2 1. This statistic is known as
the number of descents in the permutation σ . Theorem 1 will refine the permutations with the
property that τ -mch(σ ) = 0 where τ = j · · ·2 1 by descents.
Define ϕ as the ring homomorphism mapping Λ to Q[x] such that
ϕ(en) = (−1)
n
n!
∞∑
i=0
(−1)n−iRn−1,i,j−1xi,
where Rn,i,j is the number of rearrangements of i zeroes and n− i ones such that j zeroes never
appear consecutively. Since products of elementary symmetric functions are a basis for the ring
of symmetric functions, this definition uniquely extends to all of Λ. This homomorphism will be
used in the proof of Theorem 1 below.
Theorem 1. When τ = j · · ·2 1,
∞∑
n=0
tn
n!
∑
σ∈Sn
τ -mch(σ )=0
xdes(σ ) =
( ∞∑
n=0
tn
n!
∞∑
i=0
(−1)iRn−1,i,j−1xi
)−1
.
Proof. We will begin by applying the homomorphism ϕ to n!hn and describing the result by
decorating brick tabloids. From (3), we have
n!ϕ(hn) = n!
∑
λn
(−1)n−(λ)Bλ,nϕ(eλ)
= n!
∑
λn
(−1)n−(λ)Bλ,n
(λ)∏
m=1
(−1)λm
λm!
( ∞∑
i=0
(−1)λm−iRλm−1,i,j−1xi
)
=
∑
λn
(
n
λ
)
(−1)(λ)Bλ,n
(λ)∏
m=1
( ∞∑
i=0
(−1)λm−iRλm−1,i,j−1xi
)
. (6)
Equation (6) will be interpreted as a signed, weighted sum of objects on which a sign-reversing,
weight-preserving involution will be performed. The fixed points under the involution will cor-
respond to permutations σ ∈ Sn with τ -mch(σ ) = 0.
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tabloid of shape (n) filled with bricks inducing the partition λ. With the multinomial coefficient,
select λ1 integers from 1, . . . , n to place in the first brick of length λ1 in decreasing order, λ2 of
the remaining integers to place in a brick of length λ2 in decreasing order, etc., so that each brick
contains a decreasing sequence and each integer in 1, . . . , n appears once in the brick tabloid.
Next, we have for each part of the partition λ a factor of the form
∑∞
i=0(−1)λm−iRλm−1,i,j−1xi .
Each part in the partition corresponds to one brick in the brick tabloid. Thus, for each brick in
the brick tabloid, we will do the following. Place a −1 in the terminal cell of the brick to use
one power of (−1) from (−1)λm−i . Use the remaining factors to select some rearrangement
x’s and (−1)’s such that j − 1 consecutive x’s never appear within a brick tabloid. Place this
rearrangement into the cells of the brick tabloid.
At this point, the only component in (6) we have not used to form our combinatorial objects
is the factor of the form (−1)(λ). These powers of −1 may be used to reverse the sign on the
terminal −1 appearing in each brick.
Let Tϕ be the set of brick tabloids decorated in this prescribed manner. To review, each T ∈ Tϕ
is a labeled brick tabloid such that
• each brick contains a subset of the first n integers written in decreasing order,
• the terminal cell in each brick is labeled with 1, and
• the rest of the cells in each brick are filled with a rearrangement of x’s and (−1)’s such that
no j − 1 consecutive x’s appear.
One such object when j = 3 and n = 12 may be found below.
−1 x 1 1 x −1 1 x −1 x −1 1
11 10 8 1 9 5 3 12 7 6 4 2
Since each brick ends with 1 and there are not j − 1 consecutive x’s within each brick, there can
never be j − 1 consecutive x’s in all of T .
Define the weight of T ∈ Tϕ , denoted w(T ), to be the product of all of the powers of x and
−1 in the tabloid. From our construction, n!ξ(hn) =∑T ∈Tϕ w(T ). The weight of a brick tabloid
can either be positive or negative. To pair off every T ∈ Tϕ with negative weight with another
element in Tϕ with positive weight we will define a sign-reversing involution which preserves
the powers of x on a brick tabloid.
Take T ∈ Tϕ . Scan T from left to right looking for the first of the following two situations:
(1) a cell labeled with −1, or
(2) two consecutive bricks straddling a decrease in the integer labeling.
If situation (1) appears first, break the brick containing the −1 into two bricks immediately after
the violation and change the −1 to a 1. If situation (2) appears first, combine the two consecutive
bricks and change the 1 now in the middle of the brick to a −1. This process is the desired
involution—it does not alter any cells labeled with x but does flip the sign on T . The image of
the T ∈ Tϕ displayed earlier in the proof under this involution is shown below.
1 x 1 1 x −1 1 x −1 x −1 1
11 10 8 1 9 5 3 12 7 6 4 2
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longer than j − 1 cells, there are no decreases between bricks, and there are no −1 labels. Each
fixed points correspond to elements σ ∈ Sn with the property that τ -mch(σ ) = 0. Furthermore,
the powers of x on a fixed point count the number of descents of σ . An example of a fixed point
follows.
1 x 1 1 x 1 1 x 1 x 1 1
10 11 1 8 9 3 5 12 6 7 2 4
We have just shown that
n!ϕ(hn) =
∑
T ∈Tϕ
w(T ) =
∑
T ∈Tϕ
T is a fixed point
w(T ) =
∑
σ∈Sn
τ -mch(σ )=0
xdes(σ ).
Using (2),
∞∑
n=0
tn
n!
∑
σ∈Sn
τ -mch(σ )=0
xdes(σ ) = ϕ
( ∞∑
n=0
hnt
n
)
= ϕ
( ∞∑
n=0
en(−t)n
)−1
which, by the definition of ϕ together with the fact that ϕ is a ring homomorphism, is equal to
( ∞∑
n=0
(−t)n (−1)
n
n!
∞∑
i=0
(−1)n−iRn−1,i,j−1xi
)−1
. 
Theorem 1 may be simplified for some small values of j . For instance, routine combinatorial
techniques are able to show that Rn−1,i,2 is
(
n−i
i
)
whenever 0  i  n/2	. Using Chebyshev
polynomials of the second kind to assist in the simplification, Theorem 1 shows that
∞∑
n=0
tn
n!
∑
σ∈Sn
τ -mch(σ )=0
xdes(σ ) = exp(t/2)
cos( t
√
4x−1
2 ) − 1√4x−1 sin(
t
√
4x−1
2 )
in the case of τ = 3 2 1.
Theorem 1 does not simplify in general. Nevertheless, when taking x = 1, Corollary 2 gives a
succinct expression for the number of permutations in Sn with τ -mch(σ ) = 0. This corollary will
be used to provide examples for our work dealing with pattern matches in permutations. This fact
has been recorded in Ian Goulden and David Jackson’s encyclopedic combinatorics text [18] but
was not proved in our way.
Corollary 2. [18] When τ = j · · ·2 1,
∞∑
n=0
tn
n!
∣∣{σ ∈ Sn: τ -mch(σ ) = 0}∣∣=
( ∞∑
n=0
tjn
(jn)! −
∞∑
n=0
tjn+1
(jn + 1)!
)−1
.
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∞∑
i=0
(−1)iRn,i,j−1 =
{
(−1)n if j divides n,
(−1)n+1 if j divides n + 1,
0 otherwise,
then the statement of Theorem 1 will simplify to the desired result when letting x = 1. This will
be done by way of sign-reversing involution I where the sign of a rearrangement r = r1 · · · rn
counted by Rn,i,j−1 is defined to be equal to (−1)i .
If r1 = 0, let I (r) be equal to r with r1 changed to 1. This changes the number of zeroes in r by
one and reverses the sign on r . If r1 = 1 and 0 r2 · · · rn does not contain j − 1 consecutive 0’s, let
I (r) be equal to r with r1 changed to 0. If r1 = 1 and 0 r2 · · · rn does contain j −1 consecutive 0’s,
then either n = j − 1 or r = 1 0 · · ·0 rj · · · rn. In the former case, let I (r) = r . In the latter case,
proceed inductively by the above description of the involution I on rj+1 · · · rn to find I (r).
We have defined I as an involution which pairs every non-fixed r with a rearrangement I (r)
of opposite sign. There are only two possible fixed points:
r = 1 0 · · ·0 1︸ ︷︷ ︸
j
1 0 · · ·0 1︸ ︷︷ ︸
j
· · ·1 0 · · ·0 1︸ ︷︷ ︸
j
and r = 1 0 · · ·0 1︸ ︷︷ ︸
j
1 0 · · ·0 1︸ ︷︷ ︸
j
· · ·1 0 · · ·0︸ ︷︷ ︸
j−1
.
This means that either j divides n and the sign of r is (−1) nj (j−2) = (−1)n or that j divides n+1
and the sign of r is (−1) n+1j (j−2) = (−1)n+1. This completes the proof. 
With an eye toward proving Kitaev’s Theorem, we now define a few auxiliary sets associated
with a given permutation τ ∈ Sj . For a permutation σ ∈ Sn, let
Mchτ (σ ) =
{
i: red(σi+1 · · ·σi+j ) = τ
}
and
Iτ =
{
1 i < j : there exist σ ∈ Sj+i such that Mchτ (σ ) = {0, i}
}
.
One (or one’s computer) can find every element in the set Iτ for any τ ∈ Sj by finding the set
Mchτ (σ ) for all σ ∈ Sj+i for i = 1, . . . , j − 1.
Let I ∗τ be the set of all words with letters in the set Iτ . We let  denote the empty word. If
w = w1 · · ·wn ∈ I ∗τ is word with n-letters, we define
(w) = n,
∑
w =
n∑
i=1
wi, and ‖w‖ = j +
∑
w.
In the special case where w = , we let (w) = 0 and∑w = 0. Let
Aτ =
{
w ∈ I ∗τ : (w) 2 and
∑
w < j
}
and
Bu,τ =
{
w1 · · ·wn ∈ I ∗τ :
∑
w2 · · ·wn +
∑
u < j 
∑
w1 · · ·wn +
∑
u
}
for each word u ∈ I ∗τ with
∑
u < j .
To help us understand these sets, let us look at the situation for four different permutations τ .
These examples should provide insight into the kinds of situations which may arise.
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{0,3}. Therefore 2,3 ∈ Iα . A quick check can show that 1 /∈ Iα ; giving that Iα = {2,3}. The set I ∗α
is the set of all words in the letters 2 and 3. Therefore Aα = ∅ since every word w of length 2
in the letters 2 and 3 has
∑
w  4. The sets B2,α = B3,α are both equal to {2,3} in this case.
Next, consider βj = j · · ·2 1. It may be shown that Iβj = {1}, and therefore Aβj = {1k: 2
k < j} (here, 1k denotes the word 1 · · ·1). If 1 i < j then Bi,βj = {1j−i}.
When γ = 2 1 4 3 6 5, Iγ = {2,5}, Aγ = {22}, B2,γ = B5,γ = {2,5} and B22,γ = {22,5}.
As our last example, let δ = 1 5 2 7 3 8 4 9 6. Via a computer search, Iδ has been shown to
equal {2,4,6,8}. We are grateful to Jeff Liese; he found δ and Iδ . In this situation,
Aδ = {22,24,26,42,44,62,222,224,242,422,2222},
B2,δ = {8,26,44,62,224,242,422,2222},
B4,δ = B22,δ = {6,8,24,62,42,44,222,422},
B6,δ = B24,δ = B42,δ = B222,δ = {4,6,8,22}, and
B8,δ = B26,δ = B44,δ = B62,δ = B224,δ = B242,δ = B422,δ = {2,4,6,8}.
Form a new alphabet
Kτ = {u: u ∈ Iτ } ∪ {w: w ∈ Aτ }.
We let Ψ :K∗τ → I ∗τ be the function such that Ψ () =  and Ψ (w1 · · ·wn) = w1 . . .wn. For
example, if τ = γ = 2 1 4 3 5 6 as above, then Ψ (5 22 2 2 5) = 522225.
Define J τ in the following manner.
(1)  ∈ J τ .
(2) v ∈ J τ for all v ∈ Iτ .
(3) If w1 · · ·wn ∈ J τ , then u w1 · · ·wn ∈ J τ for all u ∈ Bw1,τ .
(4) The only words in J τ are the result of applying one of the above rules.
Take Jτ = Ψ (J τ ).
As an example, consider taking τ = γ = 2 1 4 3 5 6. Then
J γ = {,2,5,22 2,5 2,2 5,5 5,2 22 2,5 22 2,2 5 2,5 5 222 2 5,5 2 5,2 5 5,5 5 5, . . .}
The final set we would like to define is as follows. Let
Pτw =
{
σ ∈ S‖w‖: Mchτ (σ ) = {0,w1,w1 + w2, . . . ,w1 + w2 + · · · + wn}
}
and Pτ = {τ }.
We will now make a key observation. Suppose that u = uk · · ·u1 ∈ J τ and Ψ (u) = w1 · · ·wn.
Thus w = w1 · · ·wn ∈ Jτ . Now suppose that σ ∈ Pτw . Then
Mchτ (σ ) = {0,w1,w1 + w2, . . . ,w1 + w2 + · · · + wn}.
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w1 +w2 + · · · +wn so that we can recover w1, . . . ,wn from σ . In addition, we claim that u can
also be recovered. Let us now describe an algorithm which does this.
Step 1. Set u1 = wn. (This must be the case since the only words of length 1 in J τ are of the
form v for v ∈ Iτ .)
Step s + 1. Suppose that we have recovered u1, . . . , us , Ψ (us · · ·u1) = wb · · ·wn, and
Ψ (us) = wb · · ·wc where b  c. It must be the case that wb + · · · + wc = r for some
1 r  j −1. If wb−1 + r  j , then set us+1 = wb−1. Otherwise, let a be the unique integer
such that 1 a < b − 1 such that wa + · · · + wc  j , but wa+1 + · · · + wc < j − 1 and set
us+1 = wa · · ·wb−1. (In this latter case, it follows from our definitions that wa · · ·wb−1 is the
unique cofinal sequence of w1 · · ·wb−1 such that wa · · ·wb−1 ∈ Bwb···wc,τ so that it must be
the case that us+1 = wa · · ·wb−1.)
As an example, consider w = 222252222225 ∈ Jγ where γ = 2 1 4 3 6 5. The algorithm
would proceed as follows.
Step 1. u1 = 5.
Step 2. u2 = 2 since 2 + 5 6.
Step 3. u3 = 22 since (2 + 2)+ 2 6.
Step 4. u4 = 2 since 2 + (2 + 2) 6.
Step 5. u5 = 22 since (2 + 2)+ 2 6.
Step 6. u6 = 5 since 5 + (2 + 2) 6.
Step 7. u7 = 2 since 2 + 5 6.
Step 8. u8 = 22 since (2 + 2)+ 2 6.
Step 9. u9 = 2 since 2 + (2 + 2) 6.
Thus w = Ψ (2 22 2 5 22 2 22 2 5). This given, for each word w ∈ Jτ , let (w) to be the length
of the word u ∈ J τ such that Ψ (u) = w.
In order to find the exponential generating function for the number of permutations in Sn
refined by the maximum number of non-overlapping τ -matches, we will introduce a homomor-
phism on the ring of symmetric functions by defining it on en for n  0. Let f (n) = (−1)n if
n = 0,1 and
f (n) = (1 − x)
∑
ω∈Jτ ,‖ω‖=n
(−1)(ω)|Pτω|
otherwise. Let ξ be the ring homomorphism on Λ with the property that
ξ(en) = (−1)
n
n! f (n).
The application of the homomorphism ξ on n!hn is the key to understanding our proof of Theo-
rem 3.
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∞∑
n=0
tn
n!
∑
σ∈Sn
xτ -nlap(σ ) = A(t)
(1 − x) + x(1 − t)A(t) ,
where A(t) =∑∞n=0 tnn! |{σ ∈ Sn: τ -mch(σ ) = 0}|.
Proof. We explain this proof in careful detail as parts of this proof will be used later without
further explanation later. We begin as in the proof of Theorem 1 by applying the homomorphism
ξ to n!hn and describing the result in terms of combinatorial objects. From (3), we have
n!ξ(hn) = n!
∑
λn
(−1)n−(λ)Bλ,nξ(eλ)
= n!
∑
λn
(−1)n−(λ)Bλ,n
(λ)∏
i=1
(−1)λi
λi ! f (λi)
=
∑
λn
(
n
λ
)
(−1)(λ)Bλ,nf (λ1) · · ·f (λ). (7)
From (7), we will build a set Tτ of decorated weighted brick tabloids.
The summand in (7) selects a partition λ of n. Use the Bλ,n term to choose a brick tabloid T of
shape (n) filled with bricks b1, . . . , b, reading from left to right, that induce the partition λ. With
the multinomial coefficient, select pairwise disjoint subsets of {1, . . . , n} of size |bi | to assign to
the bricks bi for i = 1, . . . , . At this point, we are left with factors of the form (−1)(λ) and
f (λ1) · · ·f (λ) to aid in the construction of elements in the set Tτ .
We assign a power of −1 coming from the factor of the form (−1)(λ) in dealing with a brick
of length 1. The factor of f (1) which must appear in f (λ1) · · ·f (λ) provides an additional
power of −1. These two powers of −1 cancel each other out. Thus, when using the terms in (7)
to fill the cell in a brick of length 1, we simply place the assigned integer between 1 and n and
nothing else.
For each brick bi with |bi | > 1, we have a power of −1 coming from the term (−1)(λ) and
one f (|bi |) term. We use the f (|bi |) term to do the following things. First, pick w ∈ Jτ such
that ‖w‖ = |bi | and select σ ∈ Pτw . Reorder the elements assigned to bi so that the numbers are
equal to σ when written as a permutation of 1, . . . , |bi |. If w = i1i2 · · · ik , then let u = u1 · · ·ut
be the word in J τ such that Ψ (u) = w and let ui = Ψ (ui) and ji =∑ui for i = 1, . . . , t . Place a
−1 on top of the cells j1, j1 + j2, . . . , j1 + j2 + · · · + jt in bi . This accounts for the (−1)(w)
term. Finally, the product of the −1 coming from the (−1)(λ) and the term (1 − x) coming
from f (|bi |), leaves us with an x − 1 term. Thus we make the choice of either placing an x or a
−1 on the last cell in the brick. Our definitions ensure that we can recover w from σ .
To re-cap, our construction gives a that elements T ∈ Tτ are brick tabloids filled such that
• each integer between 1 and n appears once in T ,
• a brick of length 1 contains one integer,
• a brick b of length m 2 contains an ordered sequence of integers which reduces to σ for
some σ ∈ Pτw such that w = i1i2 · · · ik ∈ Jτ and ‖w‖ = m. We can then find u = u1 · · ·ut ∈
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−1 on top of the cells j1, j1 + j2, . . . , j1 + j2 + · · · + jt in b and a choice of either x or −1
for the terminal cell of b.
• if there is no w ∈ Jτ such that ‖w‖ = m, then there are no bricks of length m.
For instance, suppose that τ = 1 3 2. Then it is easy to see that Iτ = {2} and Jτ = I ∗τ = {2}∗.
A brick tabloid T ∈ Tτ may be found below.
−1 x −1
7 3 11 4 10 8 6 1 5 12 9 2
Define the weight of T ∈ Tτ , w(T ), to be the product of all of the powers of x and −1 in the
tabloid. From our construction, n!ξ(hn) =∑T ∈Tτ w(T ).
Next we define a sign-reversing involution Iτ which preserves the powers of x on a brick
tabloid as follows. Scan the bricks of T ∈ Tτ from left to right looking for the first of the follow-
ing situations:
Case 1. j consecutive bricks of length one such that the integers in these j bricks form a
τ -match;
Case 2. a brick b of length j with a weight of −1;
Case 3. i bricks of length 1 followed by a brick b of length m 2 such that
(i) b contains a sequence of integers which reduces to some σ ∈ Pτw where w =
w1w2 · · ·wk ∈ Jτ and ‖w‖ = m,
(ii) there is a word u1 · · ·ur ∈ J τ such that Ψ (u1 · · ·ur) = w1w2 · · ·wk and Ψ (u1) =
u1 ∈ Aτ ,
(iii) if one concatenates the integers in the i bricks before b with the ordered se-
quence in b, this sequence reduces to some α ∈ Pv where v = v1 · · ·viw1 · · ·wk ∈ Jτ
and there is a word u u1 · · ·ur ∈ J τ such that Ψ (u u1 · · ·ur) = v1 · · ·viw1 · · ·wk and
Ψ (u) = v1 · · ·vi ∈ Bτ,u1 ;
Case 4. a brick b′ of length m > j .
We then take the following actions. In Case 1, define Iτ (T ) = T ′ be the result of combining
the j bricks of size 1 in T to form one brick b of length j in T ′ that contains a τ -match. We also
place a weight of −1 in the terminal cell of b.
In Case 2, we let Iτ (T ) = T ′ be the result of splitting the brick b of length j in T that contains
a τ -match into j bricks of size one in T ′.
In Case 3, we let Iτ (T ) = T ′ be the result of combining the first i cells to the left of the brick b
plus the brick b into a single brick b′ in T ′. Thus there is a word v = v1 · · ·viw1 · · ·wk ∈ Jτ and
an α ∈ P τv such that the integers in b′ reduce to give α. In addition, we place a −1 on the
(
∑
v1 · · ·vi)-th cell of b′ can keep the labels on the cells that came from b the same.
In Case 4, suppose that w = w1w2 · · ·wk ∈ Jτ is the word of length  1 such that there is
a γ ∈ P τw for which the integers in b′ are a γ -match. Suppose that u = u1 · · ·ur is the word in
J τ such that Ψ (u) = w and Ψ (u1) = u1 and ∑u1 = i. Then we let Iτ (T ) = T ′ be the result of
splitting off the first i cells of b′ into i bricks of size 1 and having the remaining cells form a
single brick b. We keep that labels on the cells that are in b the same as they were in b′. It follows
that w′ = Ψ (u2 · · ·ur) is in Jτ and there is σ ∈ P τ ′ such that the integers in b reduce to σ .w
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this proof is in Case 4 where b is the second brick. The sequence 3 11 4 10 8 ∈ P2 so that
w = 2 = Ψ (2). Thus u1 = 2, Ψ (u1) = u1 = 2, and i =∑u1 = 2. Hence we break off the first
two cells of b to form bricks of size 1 and we get the following configuration.
x −1
7 3 11 4 10 8 6 1 5 12 9 2
First we will show that Iτ is a well defined involution. Suppose that we are in case 1 and
that Iτ (T ) = T ′ is the result of combining the j bricks of length 1 in T to form one brick b of
length j in T ′ that contains a τ -match and put a −1 at the end of b. We claim that T ′ must be in
Case 2 using the brick b.
After combining these j bricks of size 1 to form b, we can not be in case 1 since otherwise
there are j bricks of size 1 to the left of b which form a τ -match. Similarly, we cannot be in
Cases 2, 3, or 4 using bricks that are strictly to left of b because such bricks existed in T and,
since we always scan the bricks of T from left to right to find which of the four cases apply, we
would have used such bricks to define Iτ (T ).
Thus the definition of Iτ (T ′) must involve the brick b some how so that there are only two
possibilities. Either we are in Case 2 and we split the brick b into j cells of size 1 so that
Iτ (T
′) = T as desired or we are in Case 3 and we combine the i bricks of size 1 immediately
preceding b together with b to form a new brick b′. We claim that this latter situation cannot
happen. That is, we know that the ordered sequence in b forms a τ -match. It cannot be the case
that there is an i ∈ Iτ such that the i bricks of length 1 immediately preceding b can be combined
into form a single brick b′ according to Case 3. For this would mean that the i bricks of size 1
immediately preceding b plus the next j − i bricks of size 1 formed a τ -match in T so that we
would have used this set of bricks of size 1 to form a j -brick with τ -match in T rather than
forming b.
Next, suppose that T is in Case 2 and we break the brick b of size j in T with a −1 at the end
into j bricks of size 1 to form T ′ = Iτ (T ). Then once again we cannot be any case for T ′ where
we are using bricks which are all strictly to the left of b since we could have used those bricks to
define Iτ (T ) in the first place. Thus, whatever action that we take to form Iτ (T ′), it must involve
the cells of b. In this case, there is only two such actions, namely, we can recombine the bricks
of size 1 in T ′ that correspond to b into a brick of size b in which case Iτ (T ′) = T as desired
or there is i bricks of size 1 preceding the cells of corresponding to b and we combine those i
bricks of size 1 plus the first j − i cells of size 1 corresponding to the brick b in T ′ to form a new
brick b′ which contains a τ -match.
We claim that the latter case cannot happen. Otherwise, we can find the smallest s such that
first s bricks of size preceding the cells corresponding to b in T ′ plus the first j − s bricks of
size 1 corresponding to the cells of b form a τ -match. It would follow that the ordered sequence δ
consisting of the elements in those s bricks of size 1 preceding b followed by the elements in
the j bricks of size 1 corresponding the cells of b would form a sequence with exactly two τ
matches, one starting at position 1 and one starting at position s + 1. It would follow that s ∈ Iτ
that δ is σ -match for some σ ∈ P τs . But in that case, it is easy to see that we could have used
those s bricks of size 1 preceding b and b to see that Case 3 would apply to T . Since this is an
action that we could have taken in T using bricks that are to the left of b, we would have taken
that action rather split b into j bricks of size 1. Thus, given our assumptions for Iτ (T ), there can
be no such i so that it must be the case that Iτ (T ′) = T .
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Let w = w1 · · ·wk be the word in Jτ such that there is a σ ∈ Pτw and the ordered sequence
in b is a σ -match. Let u1 · · ·ur be the word in J τ such that Ψ (u1 · · ·ur) = w and suppose that
Ψ (u1) = w1 · · ·wa ∈ Aτ . Now suppose that i1 < i2 are integers such that
(1) if one concatenates the integers in the i1 bricks before b with the ordered sequence in b, this
sequence reduces to α for some α ∈ P τv where v = v1 · · ·viw1 · · ·wk ∈ Jτ and there is a word
u u1 · · ·ur ∈ J τ such that Ψ (u u1 · · ·ur) = v1 · · ·viw1 · · ·wk and Ψ (u) = v1 · · ·vi ∈ Bτ,u1 ,
and
(2) if one concatenates the integers in the i2 bricks before b with the ordered sequence in b, this
sequence reduces to γ for some γ ∈ Pτ
v′ where v
′ = v′1 · · ·v′sw1 · · ·wk ∈ Jτ and there is a
word u′ u1 · · ·ur ∈ J τ such that Ψ (u u1 · · ·ur) = v1 · · ·viw1 · · ·wk and Ψ (u′) = v′1 · · ·v′s ∈
Bτ,u1 .
It is not difficult to see that there must be an α-match in γ starting at position i2 − i1 + 1. This
means that
v′ = v′1 · · ·v′t v = v′1 · · ·v′t v1 · · ·viw1 · · ·wk
for some t  s. But one can see from our algorithm to compute Ψ−1, there is the unique co-
final sequence of v′1 · · ·v′t v1 · · ·vi which is in Bw1···wa,τ so that it cannot be the case that both
v′1 · · ·v′t v1 · · ·vi and v1 · · ·vi are in Bw1···wa,τ . Thus there cannot be such i1 and i2 and, hence, i
is uniquely determined by b.
Therefore, we can assume that
(i) b contains an ordered sequence of integers which reduces to σ -match σ ∈ Pτw where
w = w1w2 · · ·wk ∈ Jτ and ‖w‖ = m,
(ii) there is a word u1 · · ·ur ∈ J τ such that Ψ (u1 · · ·ur) = w1w2 · · ·wk and Ψ (u1) = u1 =
w1 · · ·wa ∈ Aτ ,
(iii) if one concatenates the integers in the i bricks before b with the ordered sequence in b,
this sequence forms a α-match for some word α ∈ P τv where v = v1 · · ·viw1 · · ·wk ∈ Jτ and
there is a word u u1 · · ·ur ∈ J τ such that Ψ (u u1 · · ·ur) = v1 · · ·viw1 · · ·wk and Ψ (u) =
v1 · · ·vi ∈ Bτ,w1···wa .
Then T ′ = I(T ) is formed by combining the i bricks of size one preceding b to form a new
brick b′ and then we put a −1 on the i-th cell of b′ and keeping the labels on the remaining cells
in b′ the same as they were in b.
After applying Case 3, we cannot be in Case 1 since otherwise there are j consecutive bricks
of size 1 to left of b′ which form a τ -match. But then these j consecutive bricks of size 1 were
in T which violates the fact that Case 3 applied T using the brick b. By a similar reasoning, we
cannot be in Case 2 after applying Case 3. We claim that we cannot be in Case 3 either. That is,
there cannot be a brick to the left of b′ that we could use for Case 3 since we would have used
that brick in T in the first place. Moreover, we cannot be in Case 3 where we combine i′ bricks
of size 1 immediately to left of b′ with b′ to form new brick b′′. For in such a situation, the
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is a word in Jτ and there is a word u′ u u1 · · ·ur ∈ J τ such that
Ψ
(
u′ uu1 · · ·ur
)= u1 · · ·uqv1 · · ·viw1 · · ·wk
and Ψ (u′) = u1 · · ·uq ∈ Bτ,v1···vi . But by our definition of J τ , it must be the case that
∑
Ψ
(
u′ u
)=∑u1 · · ·uqv1 · · ·vi  j.
Thus before we created b′, there were j consecutive bricks of size 1 starting i′ + i cells to
the left of b in T whose integers formed a τ -match. But in such a situation, these j -consecutive
bricks could have been used to apply Case 1 to T so that we would not be in a situation where
we applied Case 3 to T using the brick b.
Finally, we cannot be in Case 4 where we use some brick b′′ to the left of b′ because we could
have used that brick in T . Thus we must be in Case 4 where we are using the brick b′. Hence we
would simply split off the first i cells of b′ to form bricks of size 1 which would just recreate T .
Thus in Case 3, we will have Iτ (T ′) = T .
Lastly, suppose we are in Case 4 and there is a word w = w1w2 · · ·wk ∈ Jτ of length  1
and γ ∈ P τw such that the integers in b′ form a γ -match. Let u1 · · ·ur be the word of J τ such
that Ψ (u1 · · ·ur) = w1w2 · · ·wk ∈ Jτ . Suppose that Ψ (u1) = w1 · · ·wt where t  k and that∑
w1 · · ·wt = i.
Then Iτ (T ) = T ′ is the result of splitting off the first i cells of b′ into i bricks of length 1 and
letting the remaining cells be a single brick b. We keep that labels on the cells that are in b the
same as they were in b′. It follows that w′ = wa+1 · · ·wk is in Jτ and there is σ ∈ P τw′ such that
the integers in b form a σ -match.
We claim that T ′ cannot be in Case 1. That is, there cannot be j bricks of size 1 that form a
τ -match in T ′ that are strictly to the left of cells corresponding to b′ since those bricks would
have been in T and we would not have been in Case 4 using b′ for I(T ). Thus if there are such j
bricks of size 1 in T ′, the cells corresponding to those bricks must intersect the i bricks of size 1
that we broke off from b′ but not intersect any of the cells in b.
Say these j bricks of size 1 include the first c of the cells corresponding to b′ so that c i. Let
δ be the order sequence of integers that results by taking the elements those j − c bricks of size 1
immediately preceding b in T followed by the ordered sequence in b. Consider Mchτ (red(δ)).
Clearly,
0, j − c, j − c + w1, j − c + (w1 + w2), . . . , j − c + (w1 + · · ·wk) ∈ Mchτ
(
red(δ)
)
.
The only other elements of Mchτ (red(δ)) must be of the form 0 < a1 < · · · < ad < j − c so
let e1 = a1, e2 = a2 − a1, . . . , ed = ad − ad−1, ed+1 = j − c − ad . Note if d = 0, then we set
e1 = j − c. Note that e1 ∈ Iτ since if one considers the reduced sequence formed by the first
j + e1 elements of δ, it will have τ -matches starting at positions 1 and e1 + 1. Since e1 < j ,
it follows that e1 ∈ Iτ . Similarly, if e2 exists, then e2 ∈ Iτ because if one considers the reduced
sequence formed by the first j +e2 elements of δ starting at position e1+1, it will have τ -matches
starting at positions 1 and e2 + 1. Since e2 < j , it follows that e2 ∈ Iτ . We can continue this line
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let s be such that ∑
es+1 · · · ed+1w1 · · ·wa < j 
∑
es · · · ed+1w1 · · ·wa.
It follows that es · · · ed+1 ∈ Bτ,w1···wa so that es · · · ed+1 u1 · · ·ur ∈ J τ . But then if i =∑
es · · · ed+1, then we would be in the following situation in T .
(i) b contains an ordered sequence of integers which is a σ -match for some σ ∈ Pτw where
w = w1w2 · · ·wk ∈ Jτ and ‖w‖ = m,
(ii) there is a word u1 · · ·ur ∈ J τ such that Ψ (u1 · · ·ur) = w1w2 · · ·wk and Ψ (u1) = u1 =
w1 · · ·wa ∈ Aτ ,
(iii) if one concatenates the integers in the i bricks before b with the ordered sequence in
b, this sequence reduces to α for some α ∈ Pτv where v = es · · · ed+1w1 · · ·wk ∈ Jτ and
there is a word u u1 · · ·ur ∈ J τ such that Ψ (u u1 · · ·ur) = es · · · ed+1w1 · · ·wk and Ψ (u) =
es · · · ed+1 ∈ Bτ,w1···wa .
But this would mean that we could apply Case 3 to T using b and the first i bricks of size 1
preceding b which involves cells to the left of b. This violates our assumption that T is in Case 4
using the brick b. Thus we cannot be in Case 1.
We can not be in Case 2 or Case 4 for T because the brick that witness T ′ is in Case 2 or
Case 4 would have to be strictly to the left of the cells corresponding to b′ and hence they could
have been used for T . Thus we must be in Case 3. In fact, we claim that we must be in Case 3
using brick b since otherwise there is some brick b′′ of length greater than 2 to the left of b′ and
some i′′ bricks of size 1 immediately to the left of b′′ that witness that Case 3 applies to T ′. But
then b′′ would have to occur strictly to the left of i bricks of size 1 immediately to the left of b
which means that the also were part of T . However, that again would violate the fact that we
were in Case 4 for T using b′. Thus we must be in Case 3 for T ′ using the brick b so that once
again we can conclude that Iτ (T ′) = T .
By construction, if Iτ (T ) = T ′, then w(T ) = −w(T ′). Therefore we have just shown that
n!ξ(hn) =
∑
T ∈Tτ
w(T ) =
∑
T ∈Tτ , Iτ (T )=T
w(T ).
The fixed points of Iτ must be tabloids which have only bricks of length one or bricks of
length j with a weight of x whose integers form a τ -match. Each such fixed point T may be
associated with a permutation σ of n written in one line notation by reading the integers from
left to right.
If τ -mch(σ ) = 0, then T must contain only bricks of size 1 and the weight of T equals
1 = xτ -nlap(σ ). Otherwise, suppose that Mchτ (σ ) = {a1 < a2 < · · · < ar}. Now define r1 < r2 <
· · · < rs by induction as follows.
(i) r1 = a1.
(ii) If rk is defined, then rk+1 equals au where u is the least v such that rk + j < av if such a v
exists.
(iii) If rk is defined and there is no v such that rk + j < av , then we set k = s.
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start precisely at positions r1 + 1, r2 + 1, . . . , rs + 1 so that once again w(T ) = xτ -nlap(σ ).
First observe that it cannot be that T has no brick of size j since otherwise the entries in j
bricks of size 1 which start at position a1 + 1 would form a τ -match and witness that Case 1
could be applied to T . Thus T would not be a fixed point of Iτ . Consider the position of the left-
most brick b1 of size j in T . Clearly b1 must start at position ak +1 for some 1 k  r since the
integers in b1 form a τ -match. We claim that k must equal one. That is, if k > 1, then consider
the position ak−1 + 1. If ak − ak−1  j , then there are j consecutive bricks of size 1 to the left
of b1 whose entries form a τ -match and hence T could not be a fixed point of Iτ since these j
bricks of size would witness that Case 1 could apply to T . Similarly, if i = ak − ak−1 < j , then
integers in the i-bricks of size 1 to left of b1 plus the integers in b1 form σ -match for some σ
such that Mchτ (σ ) = {0, i} so that i ∈ Iτ . Thus the i bricks of size 1 to the left of b1 and b1 could
be used to show that Case 3 applies to T so that T could not have been a fixed point.
Thus the left-most brick of size j in b1 must start at position a1 + 1 = r1 + 1. If s  2, then
we claim that there must be a second brick of size j in T . Otherwise a1 + j < r2 + 1 and hence
there are j consecutive bricks of size 1 in T , starting at position r2 + 1, whose entries form a
τ -match so that Case 1 could apply to T . Thus there must be a second brick of size j in T and
we let b2 be the left-most brick of size j to the right of b1. Clearly b2 must start at position ak +1
for some r2  k  r since the integers in b2 form a τ -match.
We claim that k must equal r2. That is, if k > r2, then consider the position ak−1 + 1 which is
a position to the left of b2. If ak − ak−1  j , then there are j consecutive bricks of size 1 to the
left of b2 whose entries form a τ -match and hence T could not be a fixed point of Iτ since these
j bricks of size would witness that Case 1 could apply to T . Similarly, if i = ak − ak−1 < j , then
integers in the i-bricks of size 1 to left of b2 plus the integers in b2 form a σ -match for some σ
such that Mchτ (σ ) = {0, i} so that i ∈ Iτ . Thus the i bricks of size 1 to the left of b2 and b2 could
be used to show that Case 3 applies to T so that T could not have been a fixed point. Thus b2
must start at position r2 + 1. Clearly, we can continue on with this type of argument to show that
T must have bricks of size j starting at positions r1 + 1, . . . , rs + 1.
On the other hand, it is easy to see that if Mchτ (σ ) = ∅, then the brick tabloid T consisting of
all brick of size 1 whose entries, when read from left to right, yield σ is a fixed point of Iτ . Sim-
ilarly, if Mchτ (σ ) = {a1 < a2 < · · · < ar} and r1 < r2 < · · · < rs are defined for σ as described
above, then the brick tabloid T whose entries, when read from right to left, yield σ and which
has bricks of size j whose last cell is labeled with x starting at positions r1 + 1, . . . , rs + 1 and
whose remaining cells are covered by bricks of size 1 is a fixed point of Iτ . Thus, it follows that
n!ξ(hn) =
∑
T ∈Tτ , Iτ (T )=T
w(T ) =
∑
σ∈Sn
xτ -nlap(σ )
as desired.
One example of a fixed point when τ = 1 3 2 follows.
x x
7 3 11 4 10 8 6 1 5 12 9 2
At this point, we can apply ξ to both sides of the identity in (2) to obtain
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n=0
tn
n!
∑
σ∈Sn
xτ -nlap(σ ) = 1
1 +∑∞n=1 ξ(en)
= 1
1 − t +∑∞n=2 tnn! (1 − x)∑w∈Jτ , ‖w‖=n(−1)(w)|Pτw| . (8)
Then setting x = 0 in the above equations,
A(t) = 1 +
∞∑
n=1
tn
n!
∣∣{σ ∈ Sn: τ -mch(σ ) = 0}∣∣= 1
1 − t +∑∞n=2 tnn!∑w∈Jτ , ‖w‖=n(−1)(w)|Pτw| .
Thus
∞∑
n=2
tn
n!
∑
w∈Jτ , ‖w‖=n
(−1)(w)∣∣Pτw∣∣= 1A(t) − (1 − t). (9)
Combining (8) and (9), we see that
∞∑
n=0
tn
n!
∑
σ∈Sn
xτ -nlap(σ ) = 1
1 +∑∞n=1 ξ(en)
= 1
1 − t + (1 − x)( 1
A(t)
− (1 − t))
= A(t)
(1 − x) − x(1 − t)A(t) . 
Our proof of Kitaev’s theorem gives the following corollaries.
Corollary 4. For any permutation τ ,
A(t) = 1 +
∞∑
n=1
tn
n!
∣∣{σ ∈ Sn: τ -mch(σ ) = 0}∣∣= 1
1 − t +∑∞n=2 tnn!∑w∈Jτ , ‖w‖=n(−1)(w)|Pτw| .
Corollary 5. For any permutation τ ,
∞∑
n=0
tn
n!
∑
σ∈Sn
xτ -nlap(σ ) = 1
1 − t + (1 − x)∑∞n=2 tnn!∑w∈Jτ , ‖w‖=n(−1)(w)|Pτw| .
As a first example of the use of Theorem 3, we may employ our stock example coming from
Corollary 2 to find that
∞∑ tn
n!
∑
xτ -nlap(σ ) = 1
x(1 − t) + (1 − x)(∑∞ tjn −∑∞ tjn+1 )n=0 σ∈Sn n=0 (jn)! n=0 (jn+1)!
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example, when j = 2:
exp(t)
(1 − x) + x(1 − t) exp(t) ,
and when j = 3:
exp(t/2)
x(1 − t) exp(t/2) + (1 − x)(cos(
√
3
2 t) −
√
3
3 sin(
√
3
2 t))
.
If the generating function for the number of permutations without any τ -matches is known,
then Theorem 3 is able to refine all permutations of n by the maximum number of non-
overlapping τ -matches. However, Theorem 3 does not give any direct way to find the number
of permutations without τ -matches and, in general, it is difficult to count the number of permu-
tations σ in Sn with τ -mch(σ ) = 0. However, Corollary 4 provides an alternative approach to
finding the number of permutations σ in Sn with τ -mch(σ ) = 0. That is, instead of counting the
number of permutations in Sn with τ -mch(σ ) = 0, we may try to understand the sum on the right
hand side of the statement of the corollary.
As an example of this phenomenon, suppose we wanted to find out more about the maximum
number of non-overlapping τ -matches when τ = 1 3 2. The set Iτ contains only the integer 2.
This greatly simplifies matters since we have that Jτ = I ∗τ = {2}∗. Suppose that σ1 . . . σ2n+3 ∈
P τ2n . Since there is τ -match starting at position 2i + 1 for i = 0, . . . , n, it must be the case that
σ2i+1 < σ2i+2, σ2i+3 for i = 0, . . . , n. It follows that σ1 = 1 and σ3 = 2. It is not difficult to
see that σ2 can be any element of {3, . . . ,2n + 3} and that red(σ3 . . . σ2n+3) ∈ P τ2n−1 if n  1.
It follows that |P τ2n | = (2n + 1)|P τ2n−1 | if n  1. Since P τ20 = 1, it follows by induction that|P τ2n | = (2n + 1)!! = (2n + 1)(2n − 1) · · ·3 · 1 for n 0. Thus, from Corollary, 4 we have that
∞∑
n=0
tn
n!
∣∣{σ ∈ Sn: Mch132(σ ) = ∅}∣∣= 1
1 − t +∑∞n=0(−1)n|P 1322n | t2n+3(2n+3)!
= 1
1 − t +∑∞n=0(−1)n(∏ni=0(2i + 1)) t2n+3(2n+3)!
= 1
1 − ∫ exp(−t2/2)dt
(for the definition of Mch132(σ ) see below). From Theorem 3, the generating function refining
the permutations of n by the maximum number of non-overlapping τ -matches is equal to
(
1 − tx + (x − 1)
∫
exp
(−t2/2)dt)−1
in the case τ = 1 3 2.
Theorem 3 was stated in the way it appears in the literature, but our method of proof may be
generalized. Specifically, we can keep track of the non-overlapping matches in more than one
permutation.
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if red(σi+1 · · ·σi+j ) ∈ Υ . For example, if σ = 5 3 4 1 6 2 and Υ = {3 1 2,2 1 3}, then σ has
an Υ -match starting at position 1 since red(5 3 4) = 3 1 2 and an Υ -match starting at position 3
since red(4 1 6) = 2 1 3. For any given permutation σ , we define Υ -nlap(σ ) to be the maximum
number of non-overlapping Υ -matches that occur in σ . Let
MchΥ (σ ) =
{
i: red(σi+1 · · ·σi+j ) = τ
}
and
IΥ =
{
1 i < j : there exist σ ∈ Sj+i such that Mchτ (σ ) = {0, i}
}
.
For example, it is easy to see that if Υ = {3 1 2,2 1 3}, then IΥ = {2}.
Let I ∗Υ be the set of all words with letters in the set IΥ . We let  denote the empty word. If
w = w1 · · ·wn ∈ I ∗τ is word with n-letters, we define
(w) = n,
∑
w =
n∑
i=1
wi, and ‖w‖ = j +
∑
w.
In the special case where w = , we let (w) = 0 and∑w = 0. Let
AΥ =
{
w ∈ I ∗Υ : (w) 2 and
∑
w < j
}
and
Bu,Υ =
{
w1 · · ·wn ∈ I ∗Υ :
∑
w2 · · ·wn +
∑
u < j 
∑
w1 · · ·wn +
∑
u
}
for each word u ∈ I ∗Υ with
∑
u < j .
We also set
PΥw =
{
σ ∈ S‖w‖: MchΥ (σ ) = {0,w1,w1 + w2, . . . ,w1 + w2 + · · · + wn}
}
.
For example, if Υ = {3 1 2,2 1 3}, then permutation σ = 2 1 4 3 7 6 9 8 5 11 10 has MchΥ (σ ) =
{0,2,4,7} so that σ is an element of PΥ2 2 3.
Form a new alphabet
KΥ = {u: u ∈ IΥ } ∪ {w: w ∈ AΥ }.
We define the natural map Ψ : K∗Υ → I ∗Υ such that Ψ () =  and Ψ (w1 · · ·wn) = w1 . . .wn.
Define JΥ recursively as follows.
(1)  ∈ JΥ .
(2) v ∈ JΥ for all v ∈ IΥ .
(3) If w1 · · ·wn ∈ JΥ , then u w1 · · ·wn ∈ JΥ for all u ∈ Bw1,Υ .
(4) The only words in JΥ are the result of applying one of the above rules.
Let JΥ = Ψ (JΥ ). Then once again, for each w ∈ JΥ , we can construct the unique word
u = u1 · · ·ut such that Ψ (u) = w. We then let (w) = (u).
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refined by the maximum number of non-overlapping Υ -matches, we will introduce a homomor-
phism on the ring of symmetric functions by defining it on en for n  0. Let U(n) = (−1)n if
n = 0,1 and
U(n) = (1 − x)
∑
ω∈JΥ ,‖ω‖=n
(−1)(ω)∣∣PΥω ∣∣
otherwise. Let ξΥ be the ring homomorphism on Λ with the property that
ξΥ (en) = (−1)
n
n! U(n).
With these definitions, we can use the same proof as in Theorem 3 to show that
n!ξΥ (hn) =
∑
σ∈Sn
xΥ -nlap(σ ).
Then we can use the same manipulations as we did in Theorem 3 to prove the following.
Theorem 6. For any set of permutations Υ ⊆ Sj where j > 1,
AΥ (t) =
∞∑
n=0
tn
n!
∣∣{σ ∈ Sn: Υ -mch(σ ) = 0}∣∣= 1
1 − t +∑∞n=2 tnn!∑w∈JΥ ,‖w‖=n(−1)(w)|PΥw | ,
and
∞∑
n=0
tn
n!
∑
σ∈Sn
xΥ -nlap(σ ) = 1
1 − t + (1 − x)∑∞n=2 tnn!∑w∈JΥ , ‖w‖=n(−1)(w)|PΥw |
= A
Υ (t)
(1 − x) + x(1 − t)AΥ (t) .
As a check of Theorem 6, consider the case where Υ = Sj . In this case, it is easy to see
that IΥ = {1}. One can also easily show that JΥ = {1kj : k  0} ∪ {{1kj+1: k  0}. However,
in this case, it easy to see that if w ∈ JΥ and ‖w‖ = m, then PΥw = m! since for any σ ∈ Sm,
MchΥ (σ ) = {0,1, . . . ,m − j − 1}. It then follows that
AΥ (t) = 1 +
∞∑
n=1
tn
n!
∣∣{σ ∈ Sn: Υ -mch(σ ) = 0}∣∣
= 1
1 − t +∑∞n=2 tnn!∑w∈JΥ , ‖w‖=n(−1)(w)|PΥw |
= 1
1 − t +∑∞n=0 tnj − tnj+1
= 1 + t + t2 + · · · + tj−1.
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Theorem 6 which does not follow immediately from the statement of Theorem 3. A valley of
a permutation σ = σ1 · · ·σn ∈ Sn is an index i between 2 and n − 1 such that σi−1 > σi and
σi < σi+1. A permutation has a valley if and only if it contains either a 3 1 2-match or a 2 1 3-
match. Thus we let Υ = {3 1 2,2 1 3} so that IΥ = {2} and JΥ = {2}∗. If σ ∈ Sn is a permutation
with no valleys, then σ must be of the form
σ = σ1 < σ2 < · · · < σk = n > σk+1 > · · · > σn
and, hence, it follows that the number of permutations of n without any valleys is 2n−1 provided
n  1. Therefore, the function AΥ (t) counting the number of permutations in Sn without any
valleys is (exp(2t)+ 1)/2. By Theorem 6, the exponential generating function for the maximum
number of non-overlapping valleys is
1
1 − tx + (x − 1) tanh(t) . (10)
More generally, we can count the maximum number of non-overlapping occurrences of σi >
· · · > σi+j−1 together with σi+j−1 < σi+j in a permutation σ = σ1 · · ·σn ∈ Sn. That is, let Υ be
the set of all permutations τ ∈ Sj+1 such that τ1 > · · · > τj and τj < τj+1. Then it is easy to
prove that IΥ = {j} and hence JΥ = {j}∗. A permutation without a τ -match for τ ∈ Υ may be
thought of as the concatenation of a permutation of n− without a j · · ·2 1-match together with a
decreasing string of length . For example, when j = 3, the permutation 9 1 7 8 4 5 2 11 12 10 6 3
is the concatenation of 9 1 7 8 4 5 2 11 12 and 10 6 3. By mandating that  is a multiple of j ,
this concatenation is unique.
Since there is only one decreasing permutation of jn, the generating function for permutations
which must be have length a multiple of j and decreasing is
∑∞
n=0 t
jn
(jn)! . Thus, the exponential
generating function counting the number of permutations Sn without a τ -match for τ ∈ Υ is
given by
∞∑
n=0
tn
n!
n∑
=0
(
n

)(
(n − )! 1∑∞
n=0 t
jn
(jn)! −
∑∞
n=0 t
jn+1
(jn+1)!
∣∣∣∣
tn−
)(
!
∞∑
i=0
t ij
(ij)!
∣∣∣∣∣
t
)
because the coefficient of tn− in the first parentheses selects a permutation of n −  without a
j · · ·2 1-match by Corollary 2, the coefficient of t in the second parentheses selects a decreasing
permutation of length  a multiple of j , and the binomial coefficient chooses which integers to
pair with each of them. Simplifying the above expression, we have
∞∑
n=0
tn
n!
∣∣{σ ∈ Sn: Υ -mch(σ ) = 0}∣∣=
∑∞
i=0 t
ij
(ij)!∑∞
n=0 t
jn
(jn)! −
∑∞
n=0 t
jn+1
(jn+1)!
.
Therefore,
∞∑ tn
n!
∑
xΥ -nlap(σ ) =
∑∞
n=0 t
nj
(nj)!
(1 − xt)(∑∞ tnj ) + (x − 1)(∑∞ tnj+1 ) .n=0 σ∈Sn n=0 (nj)! n=0 (nj+1)!
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(10) is
cos(t) + cosh(t)
(1 − tx)(cos(t) + cosh(t)) + (x − 1)(sin(t) + sinh(t))
found when j = 4.
The number of inversions of a permutation σ = σ1 · · ·σn ∈ Sn is inv(σ ) =∑i< χ(σi > σ)
where for any statement A, χ(A) = 1 if A is true and χ(A) = 0 if A is false. Given a letter σi
in a permutation σ1 · · ·σn, the number of inversions caused by σi is the number of indices  > i
such that σi > σ. This definition of inversions makes sense for any word of integers.
To understand the bivariate distribution of Υ -nlap with inv, it will be convenient to use stan-
dard notation from hypergeometric function theory. For n 1 and λ  n, let
[n]q = 1 − q
n
1 − q = q
0 + · · · + qn−1, [n]q ! = [n]q · · · [1]q, and
[
n
λ
]
q
= [n]q ![λ1]q ! · · · [λ]q !
be the q-analogues of n, n!, and (n
λ
)
, respectively. By convention, we let [0]q = 0 and [0]q ! = 1.
Let Υ be a subset of Sj for some j > 2. To prove our q-analogue of Theorem 6, we introduce
a q-analogue of ξΥ . Let fq(n) = (−1)n if n = 0,1 and take
fq(n) = (1 − x)
∑
‖ω‖=n, ω∈JΥ
(−1)(ω)
∑
σ∈PΥω
q inv(σ )
otherwise. Define ξq as the ring homomorphism on Λ with the property that
ξq(en) = (−1)
n
[n]q ! fq(n).
By taking q = 1, we have ξq = ξΥ . The homomorphism ξq will be used to construct brick tabloids
as in the proof of Theorem 6 with the addition that we will keep track of the q raised to the
number of inversions of the permutation associated with the brick tabloid.
Theorem 7. For any set of permutations Υ ⊆ Sj where j > 1,
AΥq (t) =
∞∑
n=0
tn
[n]q !
×
∑
σ∈Sn: MchΥ (σ )=∅
q inv(σ ) = 1
1 − t +∑∞n=2 tn[n]q !∑w∈JΥ , ‖w‖=n(−1)(w)∑σ∈PΥw q inv(σ )
and
∞∑ tn
[n]!
∑
xΥ -nlap(σ )q inv(σ )n=0 σ∈Sn
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1 − t + (1 − x)∑∞n=2 tn[n]q !∑w∈JΥ ,‖w‖=n(−1)(w)∑σ∈PΥw | q inv(σ )
= A
Υ
q (t)
(1 − x) + x(1 − t)AΥq (t)
.
Proof. From the same steps which gave (7),
[n]q !ξq(hn) =
∑
λn
[
n
λ
]
q
(−1)(λ)Bλ,nfq(λ1) · · ·fq(λ). (11)
Start with a brick tabloid of shape (n) and type λ for some λ  n in order to account for
the summand and the Bλ,n term. Leonard Carlitz proved that if R(1λ1 , . . . , λ) is the set of
rearrangements of λ1 1’s, λ2 2’s, etc., then
[
n
λ
]
q
=∑r∈R(1λ1 ,...,λ ) q inv(r) [10]. We can as-
sociate a permutation σr with each r ∈ R(1λ1, . . . , λ) by labeling the 1’s from left to right
with 1, . . . , λ1, labeling the 2’s from left to right with λ1, . . . , λ1 + λ2, etc. It then easy to
see that inv(σr) = inv(r) = inv(σ−1r ) and that σ−1r consists of a list of the positions of the 1’s
in r , followed by a list of positions of the 2’s in r in increasing order, etc. For example, if
r = 1 2 1 3 1 3 2 2 1, then
r = 1 2 1 3 1 3 2 2 1,
σr = 1 5 2 8 3 9 6 7 4, and
σ−1r = 1 3 5 9 2 7 8 4 6.
Thus if we are given a sequence of bricks b1, . . . , b of lengths λ1, . . . , λ respectively, then the
q-binomial coefficient
[
n
λ
]
q
allows us to associate a sequence of pairwise disjoint sets to each
brick so that the union of these sets is {1, . . . , n} and, in addition, we can assign a weight to each
integer m in a brick bi which is q raised to the number integers in bricks bi+1, . . . , b which are
smaller than m.
The (−1)(λ)fq(λ1) · · ·fq(λ) term in (11) acts in the same manner as in the proof of The-
orem 3 by selecting a word ω such that ‖ω‖ = m for each brick of length m, placing in that
brick a permutation in PΥω when written as a permutation of 1, . . . ,m, and adding −1’s and x’s
in the appropriate places. In addition, however, the extra q’s in fq give powers of q registering
the number of inversions caused within each brick.
In short, we are able to form brick tabloids in the same way as in the proof of Theorem 3
with one notable exception: the powers of q in the definition of the homomorphism ξq allow us
to place a power of q in every cell counting the number of inversions caused by the integer in
that cell. Below we have included an example of one such brick tabloid decorated in this manner
when τ = 1 3 2.
−1 −1 −1 x
7 2 1 4 3 8 6 10 9 5 12 11
q6 q1 q0 q4 q0 q2 q1 q2 q1 q0 q1 q0
The permutation in a brick tabloid remains unaltered after an application of the involution
found in Theorem 3 since the involution only changed the configuration of bricks and labels but
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to the weighted brick tabloids described above since the powers of q will not be affected by the
involution. Fixed points correspond to elements in the symmetric group where the total power
of x count the maximum number of non-overlapping τ -matches and the total power of q count
the number of inversions. Thus, we have shown that
∞∑
n=0
tn
[n]q !
∑
σ∈Sn
xΥ -nlap(σ )q inv(σ ) = ξq
( ∞∑
n=0
hnt
n
)
= ξq
( ∞∑
n=0
en(−t)n
)−1
and the statement of the theorem follows by evaluating the homomorphism ξq on en and cleaning
up the result with similar steps as those used in the proof of Theorem 3. 
Although many generating functions found using Theorem 7 do not often have a closed form,
there are a few simple examples. As for one, consider τ = 2 1. There is only one permutation
without any τ -matches and that permutation has no inversions. If we let expq(t) =
∑∞
n=0 t
n
[n]q ! be
a q-analogue for the exponential function, then
∞∑
n=0
tn
[n]q !
∑
σ∈Sn
xτ -nlap(σ )q inv(σ ) = expq(t)
(1 − x) + x(1 − t) expq(t)
.
To conclude this section we turn our attention to providing a result about pattern matches in
multiple permutations. For Υ ⊆ Sj , we define an a collection of permutations σ 1, . . . , σm ∈ Sn to
have a Υ -common match at place i provided that there is a σ ∈ Υ such that red(σ i · · ·σi+j−1) = σ
for every 1    m. Let Υ -commch(σ 1, . . . , σm) be the total number of Υ -common matches
and let Υ -comnlap(σ 1, . . . , σm) be the maximum number of non-overlapping Υ -common
matches in the collection of elements σ 1, . . . , σm ∈ Sn. If Υ consists of a single permutation τ ,
then we use the notation τ -common match, τ -commch(σ 1, . . . , σm), and τ -comnlap(σ 1, . . . , σm)
for Υ -common match, Υ -commch(σ 1, . . . , σm), and Υ -comnlap
(σ 1, . . . , σm) respectively.
When τ = 2 1, the number of τ -common matches has been referred to as the number of com-
mon descents and was first studied by Leonard Carlitz, Richard Scoville and Theresa Vaughan
[11–13]. Later, this statistic was studied by Jean-Marc Fédou with Don Rawlings and Thomas
Langley with Jeff Remmel; the latter authors used the same approach of manipulating the rela-
tionships between symmetric functions we are taking [16,17,22]. This paper, however, marks the
first time τ -common matches have been studied for τ other than the permutation 2 1.
By analogy, let
MchΥ (σ 1, . . . , σm)
= {i: red(σqi+1 · · ·σqi+j )= τ for all 1 q m} and
ImΥ =
{
1 i < j : there exist σ 1, . . . , σm ∈ Sj+i such that Mchτ (σ 1, . . . , σm) = {0, i}
}
.
Let (ImΥ )
∗ be the set of all words with letters in the set ImΥ . Let
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{
w ∈ (ImΥ )∗: (w) 2 and∑w < j} and
Bmu,Υ =
{
w1 · · ·wn ∈ (ImΥ )∗:
∑
w2 · · ·wn +
∑
u < j 
∑
w1 · · ·wn +
∑
u
}
for each word u ∈ (ImΥ )∗ with
∑
u < j . We also set
PΥ,mw =
{(
σ 1, . . . , σm
) ∈ Sm‖w‖: MchmΥ (σ 1, . . . , σm)
= {0,w1,w1 + w2, . . . ,w1 + w2 + · · · + wn}
}
.
Form a new alphabet
KmΥ =
{
u: u ∈ ImΥ
}∪ {w: w ∈ AmΥ }.
We define the natural map Ψ : (KmΥ )∗ → (ImΥ )∗ such that Ψ () =  and Ψ (w1 · · ·wn) =
w1 . . .wn. Define JmΥ recursively as follows.
(1)  ∈ JmΥ .
(2) v ∈ JmΥ for all v ∈ ImΥ .
(3) If w1 · · ·wn ∈ JmΥ , then u w1 · · ·wn ∈ JmΥ for all u ∈ Bmw1,Υ .
(4) The only words in JmΥ are the result of applying one of the above rules.
Let JmΥ = Ψ (JmΥ ). Then once again, for each w ∈ JmΥ , we can construct the unique word
u = u1 · · ·ut such that Ψ (u) = w. We then let (w) = (u).
For example, if Υ = {3 1 2,2 1 3} and m = 2, then the pair
σ 1 = 2 1 4 3 7 6 9 8 5 (11) (10) and σ 2 = 2 1 5 3 9 6 7 8 4 (10) (11)
has Mch2Υ (σ1, σ2) = {0,2,7}, so that (σ 1, σ 2) is an element of PΥ,22 5 .
In order to find the exponential generating function for the number of permutations in Smn
refined by the maximum number of non-overlapping common Υ -matches, we will introduce
a homomorphism on the ring of symmetric functions by defining it on en for n  0. Let q =
(q1, . . . , qm). Then set Uq,m(n) = (−1)n if n = 0,1 and
Uq,m(n) = (1 − x)
∑
ω∈JmΥ , ‖ω‖=n
(−1)(ω)
∑
(σ 1,...,σm)∈PΥ,mω
m∏
i=1
q
inv(σ i )
i (12)
otherwise. Let ξΥ,q,m be the ring homomorphism on Λ with the property that
ξΥ,q,m(en) = (−1)
n∏m
i=1[n]qi !
Uq,m(n). (13)
With these definitions, we can use essentially the same proof as in Theorem 3 to prove that
m∏
i=1
[n]qi !ξΥ,q,m(hn) =
∑
(σ 1,...,σm)∈Sm
xΥ -comnlap(σ
1,...,σm)
m∏
i=1
q
inv(σ i )
i . (14)n
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m∏
i=1
[n]qi !ξΥ,q,m(hn) =
∑
λn
m∏
i=1
[
n
λ
]
qi
(−1)(λ)Bλ,nUq,m(λ1) · · ·Uq,m(λ). (15)
Start with a brick tabloid of shape (n) and type λ for some λ  n to account for the summand and
Bλ,n term. The product
∏m
i=1
[
n
λ
]
q−i allow us to associate a subset of the first n integers to each
brick m different times so that our brick tabloids will end up with m rows of permutations instead
of simply one and, for each cell in the i-th row, we keep track of the qi raised to the elements in
the i-th row which are smaller than the element in the i-th row of that cell which lie in the i-th
row of brick to the right of the brick which contain that cell.
The terms of the form (−1)(λ) and Uq,m(λ1) · · ·Uq,m(λ) in (15) allow us to do the following.
First the term
∑
ω∈JmΥ , ‖ω‖=n(−1)(ω)
∑
(σ 1,...,σm)∈PΥ,mω
∏m
i=1 q
inv(σ i )
i in the definition of Uq,m to
associate to each brick b of size k, a word ω ∈ JmΥ with ‖ω‖ = k, an m-tuple of permutations
(σ 1, . . . , σm) ∈ PΥ,mω so that we can rearrange the set in the i-th row of a brick b into an ordered
sequence si,b such that red(si,b) = σ i and add a weight q inv(si,b)i for i = 1, . . . ,m. It we follows
that the i-th row of the brick tabloid will be a permutation γ i with total weight q inv(γ
i )
i . The other
factors in Uq,m(λ1) · · ·Uq,m(λ) weight the bricks with powers of x and −1 as we did in the proof
of Theorem 3. After this process of filling brick tabloids, we achieve objects like those found in
the proof of Theorem 6 except that we have m rows of permutations instead of one. Below we
have included such a decorated brick tabloid B when Υ = {2 1 4 3} and m = 2. Here the total
weight of the decorated brick tabloid is −xq inv(σ 1)1 q inv(σ
2)
2 where σ
1 = 7 2 1 4 3 8 6 10 9 5 12 11
is the permutation in the top row of the of B and σ 2 = 4 3 2 6 5 8 7 10 9 1 12 11 is the permutation
in the second row of the of B .
−1 −1 −1 x
7 2 1 4 3 8 6 10 9 5 12 11
4 3 2 6 5 8 7 10 9 1 12 11
With a slight modification, the involution described in the proof of Theorem 3 may be used
in this instance. When scanning the bricks in a decorated brick tabloid, scan for situations where
Cases 1–4 apply where we use Υ -common matches instead of a τ -matches. This is the natural
adaptation for our current situation since we have m permutations in a brick tabloid.
The fixed points under this involution correspond to m different permutations in the symmet-
ric group Sn with powers of x counting the maximum number of non-overlapping τ -common
matches. It follows that
∞∑
n=0
tn∏m
i=0[n]qi !
∑
(σ 1,...,σm)∈Smn
xΥ -comnlap(σ
1,...,σm)
= ξΥ,q,m
( ∞∑
n=0
hnt
n
)
= ξΥ,q,m
( ∞∑
n=0
en(−t)n
)−1
.
Then by the same manipulations that we used in the proof of Theorem 3, we can prove the
following.
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AΥ,q,m(t) =
∞∑
n=0
tn∏m
i=0[n]qi !
∑
(σ 1,...,σm)∈Smn : Υ -commch(σ 1,...,σm)=0
n∏
i=1
q
inv(σ i )
i
= 1
1 − t +∑∞n=2 tn∏m
i=1[n]qi !
∑
w∈JΥ , ‖w‖=n(−1)(w)
∑
(σ 1,...,σm)∈PΥ,mw
∏m
i=1 q
inv(σ i )
i
,
and
∞∑
n=0
tn∏m
i=1[n]qi !
∑
(σ1,...,σm)∈Smn
xΥ -comnlap(σ
1,...,σm)
m∏
i=1
q
inv(σ i )
i
= 1
1 − t + (1 − x)∑∞n=2 tn∏m
i=1[n]qi !
∑
w∈JΥ , ‖w‖=n(−1)(w)
∑
(σ 1,...,σm)∈PΥ,mw
∏m
i=1 q
inv(σ i )
i
= A
Υ,q,m(t)
(1 − x) + x(1 − t)AΥ,q,m(t) .
Let J0(t) = ∑∞n=0(−1)n t2n22n(n!)2 be the Bessel function of the first kind. The generating
function for the maximum number of non-overlapping common descents appearing in two
permutations—that is, we are taking τ to be the permutation 2 1 and m = 2 in the statement
of 8—is equal to
1
x(1 − t) + (1 − x)J0(2√t)
. (16)
Similarly by taking Υ = {2 1 3,3 1 2}, one may show that the generating function for the maxi-
mum number of non-overlapping common valleys in two permutations is
3 + J0
(
4
√−t)
4 − x − 3tx + x(1 − t)J0
(
4
√−t) . (17)
3. Patterns in words
Much of the work we have done in Section 2 carries through easily to the situation of words.
For m  1, let {1, . . . ,m}∗n be the set of all words of length n in the letters {1, . . . ,m}. For
v ∈ {1, . . . ,m}∗j , we define a word w ∈ {1, . . . ,m}∗j to have a v-match at place i provided
wi · · ·wi+j−1 is equal to v. Similarly if Δ is a set of words in {1, . . . ,m}∗j , we define a word
w ∈ {1, . . . ,m}∗j to have a Δ-match at place i provided wi · · ·wi+j−1 ∈ Δ. In the case of words,
these are the natural analogues of τ -matches and Υ -matches for permutations that we defined in
Section 2.
Furthermore, let v-mch(w) (Δ-mch(w)) be the total number of v-matches (Δ-matches) in
w and v-nlap(w) (Δ-nlap(w)) be the maximum number of non-overlapping v-matches (Δ-
matches) in w where two v-matches (Δ-matches) are said to overlap if they contain any of the
same letters.
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Section 2 for subsets Υ of Sj , we define the following. If v = v1 · · ·vn ∈ {1, . . . ,m}∗, we define
MchΔ(v) =
{
i: red(vi+1 · · ·vi+j ) ∈ Δ
}
and
IΔ =
{
1 i < j : there exists a word v such that MchΔ(v) = {0, i}
}
.
Let I ∗Δ be the set of all words with letters in the set IΔ. We let  denote the empty word. If
w = w1 · · ·wn ∈ I ∗Δ is word with n-letters, we define
(w) = n,
∑
w =
n∑
i=1
wi, and ‖w‖ = j +
∑
w.
In the special case where w = , we let (w) = 0 and∑w = 0. Let
AΔ =
{
w ∈ I ∗Δ: (w) 2 and
∑
w < j
}
and
Bu,Δ =
{
w1 · · ·wn ∈ I ∗Δ:
∑
w2 · · ·wn +
∑
u < j 
∑
w1 · · ·wn +
∑
u
}
for each word u ∈ I ∗Δ with
∑
u < j .
Form a new alphabet
KΔ = {u: u ∈ IΔ} ∪ {w: w ∈ AΔ}.
We let Ψ :K∗Δ → I ∗Δ be the function such that Ψ () =  and Ψ (w1 · · ·wn) = w1 . . .wn. Define
JΔ in the following manner.
(1)  ∈ JΔ.
(2) v ∈ JΔ for all v ∈ IΔ.
(3) If w1 · · ·wn ∈ JΔ, then u w1 · · ·wn ∈ JΔ for all u ∈ Bw1,Δ.
(4) The only words in JΔ are the result of applying one of the above rules.
Take JΔ = Ψ (JΔ).
The final set we would like to define is as follows. Let
PΔw =
{
σ ∈ S‖w‖: MchΔ(σ) = {0,w1,w1 + w2, . . . ,w1 + w2 + · · · + wn}
}
and PΔ = {Δ}.
For example, if Δ = {3 1 2,2 1 3,1 3 2} and m = 5, then has
MchΔ(3 1 2 1 3 2 5 1 3 2 4) = {0,2,3,7}
so that 3 1 2 1 3 2 5 1 3 2 4 is an element of PΔ2 1 4.
Next we define a homomorphism on the ring of symmetric functions by defining it on en for
n 0. Let V (0) = 1, V (1) = m, and
V (n) = (1 − x)
∑
(−1)(ω)∣∣PΔω ∣∣
ω∈JΔ,‖ω‖=n
472 A. Mendes, J. Remmel / Advances in Applied Mathematics 37 (2006) 443–480otherwise. Let ξΔ be the ring homomorphism on Λ with the property that
ξΔ(en) = (−1)nV (n).
With these definitions, we have the following theorem.
Theorem 9. For any set of words Δ ⊆ {1, . . . ,m}∗j where j > 1,
AΔ(t) = 1 +
∞∑
n=1
tn
∣∣{v ∈ {1, . . . ,m}∗n: MchΔ(v) = ∅}∣∣
= 1
1 − mt +∑∞n=2 tn∑w∈JΔ,‖w‖=n(−1)(w)|PΔw | ,
and
∞∑
n=0
tn
∑
v∈{1,...,m}∗n
xΔ-nlap(v) = 1
1 − mt + (1 − x)∑∞n=2 tn∑w∈JΥ ,‖w‖=n(−1)(w)|PΥw |
= A
Δ(t)
(1 − x) + x(1 − mt)AΔ(t) .
We note that in the special case where Δ consists of a single word v, Kitaev and Mansour [21]
proved
∞∑
n=0
tn
∑
v∈{1,...,m}∗n
xv-nlap(v) = A
Δ(t)
(1 − x) + x(1 − mt)AΔ(t) .
Proof. We begin as in the proof of Theorem 3 by applying the homomorphism ξΔ to hn and
describing the result in terms of combinatorial objects. From (3), we have
ξΔ(hn) =
∑
λn
(−1)n−(λ)Bλ,nξΔ(eλ)
=
∑
λn
(−1)n−(λ)Bλ,n
(λ)∏
i=1
(−1)λi V (λi)
=
∑
λn
(−1)(λ)Bλ,nV (λ1) · · ·V (λ). (18)
From (18) we will build a set TΔ of decorated weighted brick tabloids as follows.
The summand in (18) selects a partition λ of n. Use the Bλ,n term to choose a brick tabloid T
of shape (n) filled with bricks b1, . . . , b, reading from left to right, that induce the partition λ.
At this point, we are left with factors of the form (−1)(λ) and V (λ1) · · ·V (λ) to aid in the
construction of elements in the set TΔ.
A. Mendes, J. Remmel / Advances in Applied Mathematics 37 (2006) 443–480 473In dealing with a brick b of length 1, we can choose an integer between 1 and m coming from
the term V (|b|) = m and we assign a power of −1 coming from the factor of the form (−1)(λ).
The factor of (−1)|b| which appears in ξΔ(λ1) · · · ξΔ(λ) provides an additional power of −1.
These two powers of −1 cancel each other out. Thus, when using the terms in (18) to fill the cell
in a brick of length 1, we simply place the assigned integer between 1 and m and nothing else.
For each brick bi with |bi | > 1, we have a power of −1 coming from the term (−1)(λ) and
one ξΔ(|bi |) term. We use the ξΔ(|bi |) term to do the following things. First, we pick at w ∈ JΔ
such that ‖w‖ = |bi | and a word u ∈ PΔw to place in the cells of bi . If w = i1i2 · · · ik , then let
u = u1 · · ·ut be the word in JΔ such that Ψ (u) = w and let ui = Ψ (ui) and ji =∑ui for
i = 1, . . . , t . Then we place a −1 on top of the cells j1, j1 + j2, . . . , j1 + j2 + · · · + jt in bi . This
accounts for the term (−1)(w). Finally, the product of the −1 coming from the (−1)(λ) and the
term (1 − x) coming from ξΔ(|bi |), leaves us with a term x − 1. Thus we can either put an x or a
−1 on the last cell. Note that our definitions ensure that we can recover w from u so that the sets
PΔw such that w ∈ JΔ are pairwise disjoint.
To re-cap, our construction gives a that elements T ∈ TΔ are brick tabloids filled such that
• each cell of T is filled with a letter from {1, . . . ,m},
• a brick of length 1 contains one integer,
• a brick b of length m  2 contains a word which is a u-match for some u ∈ PΔw where
w = i1i2 · · · ik ∈ JΔ and ‖w‖ = m. Then we find u = u1 · · ·ut ∈ JΔ such that Ψ (u) = w,
and set ui = Ψ (ui) and ji =∑ui for i = 1, . . . , t . Then we put −1 on top of the cells
j1, j1 + j2, . . . , j1 + j2 + · · · + jt in b and a choice of either x or −1 for the terminal cell of
b.
• if there is no w ∈ JΔ such that ‖w‖ = m, then there are no bricks of length m.
One object formed according to these specifications when m = 3 and Δ = {1 3 1} may be found
below.
−1 x −1
2 1 3 1 3 1 1 3 1 3 1 2
The same sign-reversing weight preserving involution as found in 6 may be applied with the
caveat that bricks are scanned for an occurrence of a word v ∈ Δ instead of the pattern Δ ∈ Υ .
Fixed points under this involution correspond to words with powers of x counting the maximum
number of non-overlapping Δ-matches.
We note that in the special case where IΔ = ∅, then the only bricks allowed are of size 1 and
size j . That is, since JΔ = {} in this case, we will have V (n) = 0 for n 2 and n = j and
V (j) = (1 − x)(−1)()∣∣PΔ ∣∣= (1 − x)|Δ|. (19)
In this case, the only cases of the involution that can be applied are Cases A and B.
The statement of the theorem follows by simplifying
∞∑
n=0
tn
∑
w∈{1,...,m}∗n
xΔ-nlap(w) = ξΔ
( ∞∑
n=0
hnt
n
)
= ξΔ
( ∞∑
n=0
en(−t)n
)−1
with similar steps as given in the proof of Theorem 3. 
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Δ = {v} and we simply write Pvω for PΔω . Then we have shown that
Av(t) =
∞∑
n=0
tn
∣∣{w ∈ {1, . . . ,m}∗n: v-mch(w) = 0}∣∣=
(
1 − mt +
∑
ω
(−1)(ω)∣∣Pvω∣∣t‖ω‖
)−1
which is sometimes useful in computations. As in the case for permutations, the coefficients in
the reciprocal of the power series of Av(t) are potentially easier to find than directly counting the
words with v-mch(w) = 0.
For an example of the use of Theorem 9, let us count the number of binary sequences—that
is, sequences in the letters 0 and 1—according to the maximum non-overlapping occurrences of
the word v = 0100. Counting the number of elements in Pvω is easier than counting the number
of words without any occurrences of 0100. Note that Iv = {3}. There words we are counting can
only take one form in this case; that is, we are considering the words of the form 0100100 · · ·100.
Therefore, when v = 0100,
∞∑
n=0
tn
∑
w∈{0,1}∗n
xv-nlap(w) = 1 + t
3
1 − 2t + t3 − (1 + x)t4 .
The proof of Theorem 9 follows through in the same manner when considering Δ-matches for
k-tuples of words rather than for a single word. That is, assume Δ is a set of words in {1, . . . ,m}∗j .
The predictable definitions of the sets I kΔ, A
k
Δ, etc., may be made. Then, in order to find the
exponential generating function for the number of permutations in ({1, . . . ,m}∗n)k refined by the
maximum number of non-overlapping common Δ-matches, we define a homomorphism on the
ring of symmetric functions by defining it on en for n 0. Let Vk(0) = 1, Vk(1) = mk ,
Vk(n) = (1 − x)
∑
ω∈J kΔ, ‖ω‖=n
(−1)(ω)∣∣PΔ,kω ∣∣
otherwise. Let ξΔ,k be the ring homomorphism on Λ with the property that
ξΔ,k(en) = (−1)nVk(n).
With these definitions, we can use essentially the same proof as in Theorem 8 to prove that
ξΔ,k(hn) =
∑
(u1,...,um)∈({1,...,m}∗)k
xΔ-comnlap(u
1,...,uk).
Thus we have the following.
Theorem 10. For any set of permutations Υ ⊆ Sj where j > 1,
AΔ,k(t) =
∞∑
tn
∣∣{(u1, . . . , uk) ∈ ({1, . . . ,m}∗)k: Δ-commch(u1, . . . , uk)= 0}∣∣n=0
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1 − mkt +∑∞n=2 tn∑w∈JΔ,k, ‖w‖=n(−1)(w)|PΔ,kw | ,
and
∞∑
n=0
tn
∑
(u1,...,uk)∈({1,...,m}∗)k
xΔ-comnlap(u
1,...,uk)
= 1
1 − mkt + (1 − x)∑∞n=2 tn∑w∈JΔ,k, ‖w‖=n(−1)(w)|PΔ,kw |
= A
Δ,k(t)
(1 − x) + x(1 − mkt)AΔ,k(t) . (20)
For example, suppose that m = 2, k = 2, and Δ = {v} where v = 2 1 2. It is easy to see that
I 2Δ = {2} and J 2Δ = {2}∗. Moreover it is not difficult to see that |PΔ,22n | = 1 for all n. Thus
AΔ,2(t) =
∞∑
n=0
tn
∣∣{(u1, u2) ∈ ({1,2}∗)2: Δ-commch(u1, u2)= 0}∣∣
= 1
1 − 4t +∑∞n=0 t3+2n(−1)n
= 1 + t
2
1 − 4t + t2 − 3t3 .
Therefore,
∞∑
n=0
tn
∑
(u1,u2)∈({1,2}∗)2
xΔ-comnlap(u
1,u2) = 1 + t
2
1 − 4t + t2 − 3t3 − xt3 .
4. Permutations counted by pattern matches
Let τ ∈ Sj . In Section 2, we took the exponential generating function A(t) for those permu-
tations in Sn with τ -mch(σ ) = 0 and refined the permutations in the symmetric group by the
maximum number of non-overlapping τ -matches. The goal of this section is to show that, under
certain conditions, we are able to take A(t) and refine permutations in the symmetric group by
the statistic τ -mch. The methods to find these generating functions are trickier than the situation
of non-overlapping τ -matches in the sense that we will the symmetric function pn,ν as opposed
to hn. The involution we will need to give fixed points corresponding to permutations, however,
will be easier than those in the non-overlapping case.
The only case for which we can apply our forthcoming methods is when Iτ has only one
element which is at least half the size of τ . That is, if τ ∈ Sj , then we will assume that Iτ = {kτ }
where 2kτ  j .
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n=1 tnkτ−m(A(t)|tnkτ −m) so that A(t) = 1 +
∑kτ−1
m=0 Am(t) where we are denoting ·|tk as the
coefficient of tk in ·. One may immediately find Am(t) for m 1 from A(t) by the relationship
Am(t) = 1
kτ
kτ−1∑
=0
exp
(
2πi
kτ
m
)
A
(
exp
(
2πi
kτ

)
t
)
which is nothing more than an elaborate exploitation of the fact that the sum of all kτ th roots of
unity is equal to zero. For m = 0, A0(t) = −1 + 1kτ
∑kτ−1
=0 A
(
exp( 2πi
kτ
t)
)
.
Let ϑ be the homomorphism defined on en such that
ϑ(en) =
{
1 if n = 0, and
(−1)n(−x)(1 − x)n−1A(t)|tnkτ if n 1.
Let 0  m < kτ . As indicated in the introduction to this section, we will apply ϑ on the our
recursively defined symmetric function with parameter a function. This function, which will
help to weight the last brick in a brick tabloid differently than the other bricks, is υ defined by
υ(n) = A(t)|tnkτ −m
A(t)|tnkτ
.
The homomorphism ϑ and the function υ will be used in tandem in the proof of Theorem 11.
Theorem 11. For τ ∈ Sj , if Iτ = {kτ } where 2kτ  j , then
∞∑
n=1
tn
n!
∑
σ∈Sn
xτ -mch(σ ) =
∑kτ−1
m=0 (1 − x)m/kτ Am(t kτ
√
1 − x )
(1 − x) − xA0(t kτ
√
1 − x ) .
Proof. First we will expand (nkτ −m)!pn,υ in terms of the elementary basis using (5). We have
(nkτ − m)!ϑ(pn,υ) = (nkτ − m)!
∑
λn
(−1)n−(λ)wυ(Bλ,n)ϑ(eλ)
= (nkτ − m)!
∑
λn
wυ(Bλ,(n))x
(λ)(1 − x)n−(λ)(A(t)|tkτ λ1 ) · · · (A(t)|tkτ λ ).
By the definition of the weight on a brick tabloid, this may be written to read
(nkτ − m)!
∑
λn
∑
brick tabloids of shape
λ with bricks b1,...,b
x(1 − x)n−(A(t)|tkτ b1 ) · · · (A(t)|tkτ b−1 )(A(t)|tkτ b−m),
which, since A(t) is the exponential generating function for the number of permutations in Sn
with τ -mch(σ ) = 0, is equal to
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λn
∑
brick tabloids of shape
λ with bricks b1,...,b
(
nkτ − m
kτb1, . . . , kτ b−1, kτ b − m
)
x(1 − x)n−∣∣{σ ∈ Skτ b1 : τ -mch(σ ) = 0}∣∣
· · · ∣∣{σ ∈ Skτ b−1 : τ -mch(σ ) = 0}∣∣ ∣∣{σ ∈ Skτ b−m: τ -mch(σ ) = 0}∣∣. (21)
Start with a brick tabloid of shape (n) and type λ with bricks b1, . . . , b to take care of the
two summands. Multiply the length of every brick by kτ . The factor of the form x(1 − x)n−
allows us to place a x in the final cell of each brick and also allows us to place a choice of either
1 or −x in every kτ th cells in each brick.
The multinomial coefficient in (21) chooses which subset of the first nkτ − m integers are
to be placed in each brick. Every cell in every brick—except for the last brick—will be filled
with an integer. The last brick of length b will be filled with kτ b − m integers. Use the factor
of |{σ ∈ Sn: τ -mch(σ ) = 0}| we have for each brick to arrange the integers into a permutation
without any τ -matches. Forming brick tabloids in this way uses every term in (21). One such
object when taking τ = 1 3 2 (and therefore kτ = 2), n = 12, and m = 1 is found below.
1 x x x −x x
10 9 2 4 1 11 5 3 8 6 7
Define the weight of such a decorated brick tabloid to be the product of the x, −x, and 1’s.
We will now describe a sign-reversing, x-weight preserving involution to rid ourselves of any
brick tabloid with negative total weight. Scan the bricks from left to right looking for one of the
following two situations:
(1) a cell containing −x, or
(2) two consecutive bricks which may be combined to form a permutation without a τ -match.
If situation (1) appears first, break the brick containing the −x into two bricks immediately after
the offending −x and reverse the sign on the −x to x. This places us into situation (2). Thus, if
we find ourselves in situation (2), combine the two bricks and reverse the sign on the x now in the
middle. It is not difficult to see that this is a sign-reversing, x-weight involution. As an example
of this involution we have included the image of the brick tabloid depicted earlier in this proof.
1 −x x x −x x
10 9 2 4 1 11 5 3 8 6 7
A fixed point under this involution cannot have any powers of −x in the tabloid and we
cannot combine any two bricks in the tabloid to create a permutation without a τ -match. This
means that there must be a τ -match between every two bricks and that the x weight on a fixed
point under this involution is one power greater than the number of τ -matches (this extra power
of x comes from the terminal brick). The condition that 2kτ  j in the hypothesis of this theorem
is invoked here to ensure that the powers of x on a fixed point actually correspond to the number
of τ -matches. Otherwise, if this condition was not met, then there could possibly be overlapping
τ -matches not corresponding to a power of x. One such fixed point is shown below.
1 1 x x 1 x
10 9 2 4 1 11 5 3 8 6 7
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Snkτ−m. Summing over all values of m,
∞∑
n=1
tn
n!
∑
σ∈Sn
xτ -mch(σ ) =
kτ−1∑
m=0
∞∑
n=0
tnkτ−m
(nkτ − m)!
∑
σ∈Snkτ −m
xτ -mch(σ ) =
kτ−1∑
m=0
1
xtm
ϑ
( ∞∑
n=1
pn,υ t
nkτ
)
.
Using (4), this is equal to
kτ−1∑
m=0
1
xtm
∑∞
n=1(−1)n−1υ(n)ϑ(en)tn∑∞
n=0(−1)nϑ(en)tn
=
kτ−1∑
m=0
∑∞
n=1(1 − x)n−1tnkτ−m(A(t)|tnkτ −m)
1 − x∑∞n=1(1 − x)n−1tnkτ (A(t)|tnkτ )
which in turn is equal to the desired expression. 
As a first example of the use of Theorem 11, let us take τ = 2 1 so that a τ -match in a permu-
tation is actually a descent. The hypotheses of the theorem hold since kτ = 1 and j = 2. Since
kτ = 1 in this situation, there is no need to break the function A(t) into pieces. The exponen-
tial generating function A0(t) for the number of permutations without a descent is exp(t) − 1.
Theorem 11 gives the well known formula that
∞∑
n=0
tn
n!
∑
σ∈Sn
xdes(σ ) = 1 + exp(t (1 − x)) − 1
(1 − x) − x(exp(t (1 − x)) − 1) =
x − 1
x − exp(t (x − 1)) .
To provide a more involved example where we must break up the function A(t), let us consider
τ = 1 3 2. In this case, kτ = 2 while j = 3 so the hypotheses of the theorem hold. By (5),
A(t) =
∞∑
n=0
tn
n!
∣∣{σ ∈ Sn: τ -mch(σ ) = 0}∣∣= (1 − ∫ exp(−t2/2)dt)−1.
Taking A0(t) = A(t)+A(−t)2 − 1 and A1(t) = A(t)−A(−t)2 and plugging these generating functions
into the statement of Theorem 11, simplification gives that
∞∑
n=0
tn
n!
∑
σ∈Sn
xτ -mch(σ ) =
(
1 −
∫
exp
(
t2(x − 1)/2)dt)−1
in the case τ = 1 3 2.
There was nothing other than ease of explanation in the proof of Theorem 11 which prevented
us from stating this result for collections of permutations Υ provided that IΥ = {kτ } where
2kτ  j . For example, when taking Υ = {3 1 2,2 1 3}, we may find information about distrib-
ution of valleys over the symmetric group. Since the number of permutations of n without any
valleys is 2n−1, we may deduce that A0(t) = sinh2(t) and A1(t) = sinh(t) cosh(t). Theorem 11
gives that the generating function refining the symmetric group by the total number of valleys is
equal to
sinh2(t
√
1 − x ) + √1 − x sinh(t√1 − x ) cosh(t√1 − x )
2 √ =
1√ √ .
1 − x − x sinh (t 1 − x ) x − 1 cot(t x − 1 ) − 1
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mutations and so may Theorem 11. As for inversions, if we take Aq(t) as in the statement of
Theorem 7 and split Aq(t) into kτ pieces by letting Aq,m(t) =∑∞n=1 tnkτ−m(Aq(t)|tnkτ −m) so
that Aq(t) = 1 +∑kτ−1m=0 Aq,m(t), Theorem 11 may be written to read that if Iτ = {kτ } where
2kτ  j , then
∞∑
n=1
tn
[n]q !
∑
σ∈Sn
xτ -mch(σ )q inv(σ ) =
∑kτ−1
m=0 (1 − x)m/kτ Aq,m(t kτ
√
1 − x )
(1 − x) − xAq,0(t kτ
√
1 − x ) .
The justification for the above equality is found by combining the q labeling ideas in the proof
of 7 with the labeling techniques in the proof of Theorem 11. This is perfectly valid since the
involution in the proof of Theorem 11 does not rearrange any of the integers in the permutation
and thus any q count dependent on the placement of integers in a permutation is preserved.
As an example of the use of this q-analogue, if we let Expq(t (x − 1)) be q-analogue of the
exponential function defined by
∑∞
n=0 t
n
[n]q !q
(n2), then (11) becomes
∞∑
n=0
tn
[n]q !
∑
σ∈Sn
xdes(σ )q inv(σ ) = x − 1
x − Expq(t (x − 1))
.
In addition to the case of an inversion count, Theorem 11 may be written in terms of multiples
of permutations. In the case of pairs of permutations, let A2(t) to be equal to
∞∑
n=0
tn
(n!)2
∣∣{(σ,π) ∈ Sn × Sn: τ -commch(σ,π) = 0}∣∣
and break A2(t) into kτ pieces by defining A2,m(t) =∑∞n=1 tnkτ−m(A2(t)|tnkτ −m). Then, Theo-
rem 11 may be specialized to read
∞∑
n=1
tn
n!
∑
σ,π∈Sn
xτ -commch(σ,π) =
∑kτ−1
m=0 (1 − x)m/kτ Am,2(t kτ
√
1 − x )
(1 − x) − xA0,2(t kτ
√
1 − x ) .
The proof of this equality is a straightforward combination of the labeling ideas in Theorem 8
with the proof of Theorem 11.
From (16), the function A2(t) for the number of pairs of permutations without any common
descents is 1/J0(2
√
t). By the above remarks, the number of common descents in two permuta-
tions
1 − x√ .
J0(2 t (1 − x) ) − x
480 A. Mendes, J. Remmel / Advances in Applied Mathematics 37 (2006) 443–480Furthermore, looking at (17), the function A2(t) without any common valleys is (3 +
J0(4
√−t ))/4. Therefore, the generating function registering the number of common valleys
in two permutations is
6(x − 1)+ (x − 1 − √1 − x )J0(4
√
−t√1 − x ) + (x − 1 + √1 − x )J0(4
√
t
√
1 − x )
−8 + 6x + xJ0(4
√
−t√1 − x ) + xJ0(4
√
t
√
1 − x )
The last two ideas we have included in this section involved adding powers of q counting
inversions into the brick tabloids and adding multiple rows of permutations in the brick tabloids.
There is nothing which prevents us from combining these ideas. That is, by taking AΥ,q,m(t)
as in Theorem 8, we can find a generating function for τ -commch(σ 1, . . . , σm) together with
q
inv(σ1)
1 · · ·q inv(σm)m .
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