We found an easy and quick post-learning method named "Icing on the Cake" to enhance a classification performance in deep learning. The method is that we train only the final classifier again after an ordinary training is done.
Introduction and Related Works
We have seen a great success in deep learning [1] . Now, deep leanings can do a lot of things including language translation, image classification, image generation [2, 3] , image generation from text [4] [5] [6] [7] , text generation from image [8, 9] , unsupervised machine translation [10] [11] [12] , playing Go (reinforcement learning) [13] , and even network design of deep learning by themselves [14] , to raise a few. The achievements are so many, that we cannot exhaustively enough at all.
Six years have passed since the advent of surprise to deep learning [15] . However, there is no such symptom that the progress in deep learning research would slow-down at all. To the contrary, we see that the research has been accelerated, and the realm that deep learning achieves has been spreading even at this moment. We, human, cannot catch up the progress. We do not still understand deep learning yet. In the present paper, we will show another phenomena, which we found by chance.
Our proposed method named "Icing on the Cake" enhances the accuracies of image classification problems in deep learnings by an easy and quick way. We do not fully understand the reason yet, and the phenomena is interesting to the community. It is another learning method as: early stopping [16] that stops epochs early timing to prevent overfitting; dropout [17] that deactivates some nodes when training; batch normalization [18] ; group normalization [19] ; He initialization [20] ; Xavier initialization [21] ; mix-up (between-class learning; Sample Parings) [22] [23] [24] that mixes datas and labels to enhance learning; and so forth. We add another one to the existing list.
Proposed Method: Icing on the Cake
The method named "Icing on the Cake" consists of what follows. The sketch of the idea is illustrated in Fig. 1 .
Step-1: Train a deep neural network as usual.
Step-2: Extract features from the layer just before the final classifier as estimation.
Step-3: Train only the final layer again by the extracted features.
Step-4: Put the final classifier back to the original network.
After the procedure, accuracies increase.
An Easy Way to Implement
In the implementation, we do not have to put the re-trained classifier back to the network. We have an easier equivalent method. First, we input test data, and then extract the features of the test data, and then input the features into the re-trained classifier. This is illustrated in Fig. 2 . It is not very rare that it takes a week or so to train deep neural networks. However, since "Icing on the Cake" is just to train the final layer only, it does not take time. It is done in about five minutes or so. It is really icing on the cake. We do not strongly insist that "Icing on the Cake" works all the cases. We cannot prove it for all the networks to hold as of now. The method is worth trying, and it does not hurt.
Experiments
ResNet [25] with varying depth from 11 to 56 for the100-image classification problem in Cifar100 [26] are investigated. Batch size is 128, optimizer is Adam, epochs are 200, and data augmentation is used. We use Keras [27] . The result is summarized in Tab. 1, and illustrated in Fig. 3 . The averages Figure 3 : Accuracies in ResNet with varying depth from 11 to 56 for 100-image classification in cifar100 before and after "Icing on the Cake". are taken over ten times. After "Icing on the Cake" the accuracies always get bigger than before, and the standard deviations get smaller.
In other experiments, ResNet56 and DenseNet 2 [28] are investigated. The 100-image and 10-image classifications are done in Cifar100 and in Cifar10. The results are summarized in Tab. 2 and Tab. 3. Batch size is 128, optimizer is Adam, epochs are 200, and data augmentation is used. "Icing on the Cake" is abbreviated as ICK in the tables. The results show that after "Icing on the Cake" the accuracies get clearly bigger than before. The results are the averages over ten data points for each. After "Icing on the Cake" the accuracies get bigger, and the standard deviations get smaller. 
Comments
We do not fully understand the reason why "Icing on the Cake" works. We did experiments in an effort to find a counter example. However, we could not. Rather, we collected more positive evidences at last. The reason why "Icing on the Cake" works is not yet fully investigated, and is open to the community.
Conclusion
We found that classification performance in deep learnings get improved with an easy and quick method named "Icing on the Cake". The method is just to train the final classifier only again by the extracted features.
It is not that we strongly insist that every deep learning is improved by "Icing on the Cake", but that there is a possibility that it works well. It is very easy to try, and it does not take time. It is just to train the last one layer. It is worth trying. It is really icing on the cake.
A Other experiments in WideResNet
WideResNet-16-8 [29] is investigated for 100-image classification problem in cifar100, and summarized in Tab. 4. The batch size is 128, optimizer is Adam, and the epochs are 200. The differences in Wide ResNets is not as big as in Resnet and DenseNet. However, after "Icing on the Cake", the accuracies get always bigger than before as in the 
