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Abstract 
The thesis introduces methodology to imply risk measures from market prices in com-
parison to the traditional portfolio theory approach, where a predetermined utility function is 
typically used. Minimum entropy optimization is used to calibrate the risk aversion function. 
In addition a minimum entropy calibration problem with increasing risk aversion function is 
discussed. As the risk measure should look at a wider spectrum of percentile levels in order 
to acquire the risk of all portfolio's assets spectral risk measures are used. Presentation of all 
recently proposed risk measures, their properties and relations are given. Portfolio optimiza-
tion algorithm for CVaR and spectral risk measures using linear programming is described. 
Empirical results are provided to test and support the theory. It is shown that each investor's 
risk measure is unique to that investor and the risk aversion function is sensitive to portfo-
lio selection, which reveals risk preferences. The impact of portfolio optimization to capital 
allocation is shown. 
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Chapter 1 
Introduction 
Much research in investment theory has been aimed at portfolio optimization theory. A mile-
stone paper by Markowitz [37] included a pioneering treatment of correlations, quadratic 
programming, transaction costs and a multi-period analysis. Markowitz's mean-variance op-
timization framework became the prevailing choice for equity portfolios and this case was 
recently recast in a Bayesian framework by Black and Littermann [15]. The Black-Li tterman 
technique allows a portfolio manager to blend subjective views on the market with a mar-
ket distribution. More recently further research was done in the area of risk management, 
where more emphasis was put on risk measures quantifying the quantiles of the distributions 
Rockafellar and Uryasev [42]. The fact that a risk measure should capture all moment of the 
distribtuion was recognised by Acerbi [2]. 
There are two main pricing methodologies: risk-neutral pricing and pricing for risk man-
agement purposes. The former is based on the assumption of risk-neutral pricing and arbitrage-
1 
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free market, whereas the latter is based on the assumption of risk-averse investors. 
In the risk-management world, the physical measure is used for capital allocation. It is 
common practice to take a certain risk measure for granted and use it in the calculation of 
risk exposure. In this case, the risk measure does not necessarily represent the investor's risk 
preferences. The risk measure should be such that it accurately reflects the investor's attitude 
towards risk and views on the market. If this is not the case, large deviations from the optimal 
portfolio will arise. 
In alternative to using risk measure, the investor's attitude towards risk can equivalently 
be described by means of a utility function. Developed by von Neumann and Morgenstern 
[39], the expected utility theory introduces the concept of diminishing marginal returns and 
that a personal valuation of a risky venture is not the expected return of that venture, but 
rather the expected utility from that venture. Utility theory is a means of quantifying an 
investor's attitude towards financial risk. The utility function should ideally be selected to 
represent the objectives of an investor, faced with uncertain payoffs, and attitudes towards risk. 
Unfortunately, a utility function is often selected for its analytical convenience. In general, 
such a selection is a difficult task. 
This thesis takes an agnostic attitude regarding the setting of risk preferences or equiva-
lently risk measures, as opposed to committing to one particular choice. The risk measure is 
implied from market premia. 
Typical return profiles of credit portfolios deviate substantially from the normal distribu-
tion. Non-normal, heavy-tailed distributions are characterised by multiple scales and can not 
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be described in terms of a single parameter. The general assumption is that risk aversion at-
titudes also depend on the loss size. The choice of a mean-variance optimization framework 
was dictated by reasons of technical convenience and practical implementation. In the tradi-
tional mean-variance approach, the user inputs a complete set of expected returns; therefore, 
optimal portfolio weights are very sensitive to model-input parameters. On the other hand, 
the Black-Litterman model provides the flexibility to slant the market equilibrium measure by 
incorporating market views of the investor. In this model, the user inputs any number of views 
or statements about the expected returns of portfolio positions. The model then combines the 
views with the equilibrium estimate, producing both a set of expected asset returns as well as 
optimal portfolio weights. 
This research works with a non-parametric specification of risk measures, focusing on the 
class of so-called "spectral risk measures" introduced in [2]. The risk profile of normally dis-
tributed portfolios is set by the first and second moments. When returns follow a heavy-tailed 
distribution, risk measures reproducing investor's preferences are required to be sensitive to 
return probabilities over multiple loss-likelihood scales. The pricing methodology used con-
sists of two steps: in the first, the risk measure is implied from market premia. In the second 
step, the optimization algorithm proposed by Acerbi and Simonetti [3], which generalises the 
algorithm by Rockafellar and Uryasev [42] can be used to determine the optimal portfolio. 
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1.1 Contribution of the Thesis 
Compared to the traditional portfolio theory approach, where a predetermined risk measure is 
used, a different approach is taken, as the risk measure should reflect each individual investor's 
risk preferences. Weighting of the quantiles is usually done by the risk aversion function. A 
methodology to imply the risk aversion function from the loss distribution using minimum 
entropy approach is discussed. Then the portfolio is optimized using a risk measure which 
combines different loss levels in one risk measures. An empirical example of a well diversified 
portfolio of CDS contracts, equities and catastrophe losses is used. It is shown that the risk 
measure is sensitive to the asset's weights chosen by the investor. The methodology is also 
tested on a portfolio of loans, where the losses are modelled as CDS contracts in default only 
mode and correlated using a factor model. 
• It shown that spectral risk measures provide a sensible tool to quantify portfolio's risk. 
The risk contributions of a loan portfolio is calculated using CVaR and compared to the 
risk contributions of a risk measure created by taking linear combination of CVaR at 
different confidence levels. 
• The risk measure is implied from market premia in comparison to the traditional portfo-
lio theory approach, where a predetermined utility function is typically used. Minimum 
entropy optimization is used to calibrate the risk aversion function. 
• An algorithm to calibrate increasing risk aversion using the minimum entropy approach 
is developed. 
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• The sensitivity of risk aversion function to portfolio selection is shown. 
• The portfolio is optimized using linear programming. As any spectral risk measure can 
be transformed into a piecewise linear function, a linear programming optimization al-
gorithm is used. This allows the optimization step to be easily applied and implemented 
for portfolios of realistic size. 
• Portfolio optimization algorithm for spectral risk measures is also discussed and imple-
mented. 
1.2 Outline 
The thesis is organised as follows; 
In chapter 2, a review of the current portolio optimization methodologies is discussed. 
Firstly the Markowitz portfolio optimization theory is presented. Secondly, the Black-Litterman 
model is discussed and its interpretation in terms of language from Bayesian statistics. Thirdly, 
the Rockafellar - Uryasev portfolio optimization algorithm is discussed. There is a discussion 
of a technique for portfolio optimization based on the CVaR measure and then extended for 
portfolio optimization of spectral risk measures. 
In chapter 3, the properties of coherent risk measures are reviewed. Spectral risk measures 
are defined as convex combinations of coherent risk measures and this type of risk measure is 
also coherent. The properties of convex risk measures are also defined. 
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A methodology to imply the spectral risk measure from market premia, using minimum 
entropy optimization, is presented in chapter 4. First the general case of calibrating an asset 
pricing model by specifying the probability distribution in such a way that the model re-
produces current market prices is described. Second this case is extended by including the 
constraint of increasing risk aversion functions, and third calibrating an implied spectral risk 
measure is is discussed. 
To illustrate the concepts behind the mathematical constructions and financial reasoning of 
the research in chapter 5 empirical data is used and the spectral risk measure is implied from 
market premia. Finally, chapter 6 contains concluding remarks and ideas for future research. 
Chapter 2 
Literature Review 
2.1 Introduction 
This section reviews current methodologies for portfolio optimisation. First, starting from 
the traditional portfolio theory approach, Markowitz' mean-variance approach. Second there 
is an examination of the Bayesian approach to portfolio optimization, the Black-Litterman 
approach, which also uses the variance as the risk measure, but it allows incorporating risk 
preferences. The investor can express views only on some assets; as for the others, equilibrium 
returns are assumed. Third, the Uryasev-Rockafellar optimization algorithm is described. 
The main contribution is a practical technique, which allows optimising the expected shortfall 
using linear programming. The expected shortfall is minimized subject to a target return. This 
approach can be extended to spectral risk measures. 
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2.2 Markowitz mean-variance approach 
The selection of a suitable portfolio is a crucial point for the investors. On the one hand, 
their natural desire is to maximize the average profit in the future. On the other hand, they 
are trying to minimize the portfolio's risk. Unfortunately, these two goals disagree. The op-
timal policy that maximizes the average profit recommends to invest all money in the shares 
which have maximum expected income in the future. However, such a policy neglects di-
versification and is extremely risky. In 1952, H. Markowitz developped an approach which 
takes into account both the future profit and portfolio's risk measured by the variances of re-
turns of different shares. He introduced the notions of efficient portfolios and efficient frontier 
in the mean-variance space. A portfolio is said to be efficient if there is no other portfolio 
whose mean profit and variance are simultaneously greater and less than its mean profit and 
variance. The set of all efficient portfolios forms an efficient frontier in the mean-variance 
space. Recently, the Markowitz approach has been extended to wide class of risk measures. 
Rockafellar and Uryasev(2000, 2001) have found the efficient frontier in case of expected 
shortfall measures of risk. A main point of their approach is the reduction of some non-linear 
optimization problem to the classical linear programming problem after introducing suitable 
auxiliary variables. Accerbi and Simonetti(2002, 2005) obtained similar results for arbitrary 
spectral risk measures. Here, making use of these results, we develop a MATLAB realization 
of algorithms which allow to compute the efficient frontiers in both the expected shortfall and 
the spectral cases. 
CHAPTER 2. LITERATURE REVIEW 9 
2.3 Bayaesian approach 
This section examines the relations between asset pricing theory, Bayesian theory and portfo-
lio optimization theory, more specifically the Black-Litterman methodology. In all the above 
mentioned contexts, it can be said that a change of measure is performed, but in each to 
achieve different aims. 
The Fundamental Theorem of Asset Pricing states that, if markets are complete, asset 
prices can be represented as discounted expectations of future payoffs under a pricing measure 
and this representation is unique. The solution to the Black-Scholes differential equation does 
not contain the expected future returns on the underlying, but only the risk-free rate. In this 
case, the measure is changed in order to characterize arbitrage-free prices. 
The main purpose of the Bayesian approach is forecasting. When time series data is ex-
amined there can be a large estimation error. The Bayesian paradigm provides a rational 
framework for combining information; routine model forecasts are adjusted by subjective in-
tervention to reflect external information. Bayesian statistical analysis for a selected model 
formulation begins by first quantifying the existing state of knowledge, beliefs and assump-
tions. These prior inputs are then combined with information from observed data quantified 
probabilistically through the likelihood function. The resulting synthesis of the prior and like-
lihood function is the posterior distribution. In the Bayesian framework, it can also be said 
that there is a change of measure, as the observed probability distribution function is shifted 
towards some prior views. 
Although the Black-Litterman methodology makes use of Bayes's rule, the two are con-
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ceptually very different. The Black-Litterman methodology goes one step beyond the Bayesian 
approach in that, apart from forecasting the return distribution, it allows for risk preferences. 
The investor can express views only on some assets; as for the others, equilibrium returns are 
assumed. In the Black-Litterman case, the market distribution is shifted towards the investor's 
prior views. The views can be incorporated either in the distribution parameter or in the risk 
measure, which in both cases, this is equivalent to performing a risk measure change. 
In comparison to the current portfolio theory, this research expresses risk preferences by 
implying the risk measure from market premia. 
2.3.1 Bayesian Theory 
The fundamentals of Bayesian statistics are very simple. The Bayesian paradigm is one of 
learning from data. The role of data is to contribute to the knowledge base and to update what 
can be said about parameters. As such, whenever there is a wish to learn from a new set of 
data, there needs to be an identification of what is known prior to observing the data. This 
is known as prior information. It is through the incorporation of prior information that the 
Bayesian approach utilises more information than the frequentist approach. For purposes of 
explanation, it can be supposed that the prior information has been identified and is expressed 
in the form of a prior distribution for the unknown parameters of the statistical model. The 
prior distribution expresses what is known or believed to be true before evaluating the new 
data. This information is then synthesised with the information in the data to produce the 
posterior distribution, which expresses what is known about the parameters after examining 
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the data. 
The prior information is both a strength and a potential weakness of the Bayesian ap-
proach. It allows Bayesian methods to access more information and to produce stronger infer-
ences; as such, it is one of the key benefits of the Bayesian approach. On the other hand, most 
of the criticism of Bayesian analysis focuses on the prior information. The most fundamental 
criticism is that prior information is subjective; prior information differs from individual to 
individual, and therefore this makes the posterior distribution, and all inferences derived from 
it, subjective. 
If A and B are two probability events, then based on the property of conditional probability 
the general form of Bayesian Theorem can be stated as follows: 
P(A I B) = I f(g 1 
* ' ' P(B) P(B \ A)P(A) + P(B \ A)P{A) ^ ' 
where A represents the complement event A. 
Let / (y , 6) denote the joint probability density function for a vector y of random variables 
with a parameter vector 9 that is considered also random, then the Bayesian Theorem could 
be restated as: 
/ I ' /(%) jrjF(9)/(s/ I e);*? (2-2) 
In Bayesian terminology, f{9) is referred as the prior distribution on the parameters vector 
9, which reflects all of the known prior knowledge about 9\ f{y | 9) is called the likelihood 
function, which accounts for the infomiation in an observed sample of y and f{9 | y) is called 
the posterior distribution. 
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Although the Bayesian approach is conceptually simple, it involves multiple integration. 
Therefore, the choices of distributions that lead to the obtainment of analytical results is quite 
limited. Parametric models for the investor's prior distribution and the market invariants that 
give rise to tractable posterior distributions of the market parameters are called conjugate 
distributions. It is a common practice to model the investor's prior distribution as normal-
inverse-Wishart distribution and the observed distribution as normal distribution. In this case, 
the posterior distribution, like the prior, is normal-inverse-Wishart distribution. If analytical 
results are not available, numerical simulations must be resorted to, e.g. Markov chain Monte 
Carlo (MCMC) computational methods. 
2.3.2 Black-Litterman Approach 
The Markowitz [37] formulation of modern portfolio theory combines the two basic objectives 
of investing; maximising expected return and minimising risk. In a portfolio context, risk is 
measured as the standard deviation of returns around their expected value. The result of 
traditional portfolio optimization is a parabolic efficient frontier, indicating the combinations 
of assets with the highest expected return given a certain level of risk. 
The mean-variance model for portfolio management is probably one of the most well 
known and cited financial models. Introduced in 1952, this model laid down the foundation 
for modern portfolio theory. There are several reasons cited by academics and practitioners, 
why the asset allocation obtained by the model should be considered carefully. These include 
the scarcity of diversification or highly concentrated portfolios, the sensitivity of the solution 
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to inputs and the approximation errors in the solution of the maximisation problem. When 
managers try to optimize using the Markowitz approach, they usually find that the portfolio 
weights returned by the optimizer tend to be extreme and not particularly intuitive. Indeed, 
this was the original motivation for Black and Litterman to develop their approach. 
Black and Litterman's (1990) [15] ground-breaking technique allows a portfolio manager 
to effectively combine subjective views on the market with a market distribution. The manager 
can express an arbitrary number of views on generic linear combinations of market-expected 
values and immediately obtain the market distribution that reflects these views in the most 
consistent way. The other important innovation is the use of market equilibrium as a neutral 
reference point. The popularity of the Black-Litterman methodology is due to its intuitiveness, 
flexibility and ease of implementation. 
The outcome of a Bayesian estimation process is the posterior distribution of the mar-
ket parameters. Within a sound statistical framework, the posterior distribution includes both 
the investor's experience, or prior knowledge, and the information from the market. The 
Black-Litterman model allows investors to specify views in a very flexible way. Rather than 
requiring investors to specify views concerning absolute returns on every asset, the approach 
allows investors to specify as many or as few views as they wish-views with different degrees 
of confidence and views about relative returns on different assets. The idea that expected re-
turns should be consistent with market equilibrium, except when the investor explicitly states 
otherwise, turns out to be of critical importance in making practical use of the model. Black 
and Litterman suggested that the best choice of a neutral reference point was the market equi-
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librium implied by the CAPM (Capital Asset Pricing Model)[52], If all the investors hold 
homogeneous beliefs about assets risk and return, the prices and the returns of the assets will 
adjust until a balance between the market supply and demand is reached when the market is 
in a state of equilibrium. The set of asset returns implied by the equilibrium serves as the 
only logical starting point for deriving the future expected asset returns. The optimal portfo-
lio weights are highly sensitive to the specification of expected returns. The fact that in the 
Black-Litterman model the investors formulate views for all assets relative to the equilibrium 
returns gives rise to more efficient portfolios in comparison to the mean-variance approach. 
The Black-Litterman methodology applies Bayes' rule to limit the sensitivity of the optimal 
allocation function to the input parameters. In this approach, the market distribution is shifted 
towards the investor's prior. 
Consider a market, where returns are represented by a multivariate random variable X. 
Assume that it is possible to determine the distribution of this random variable, as represented 
by the probability density function fx- Suppose that X is a normally distributed random 
variable X ~ a^). 
The distribution f x is affected by estimation risk. To limit the effect of the estimation 
risk, the investor's opinion on the market is taken into account. The investor's market opinion 
is a random variable, denoted by V. The view is a perturbation of the official outcome and 
as such is expressed as a conditional distribution V/x. The choice of the model for this 
conditional distribution, as represented by the probability density function fv/^, reflects the 
statistician's confidence in the investor. Let V/x he a normally distributed random variable, 
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V/x ~ N{x, (fP). 
If the investor's opinion concerns a specific area of market expertise instead of relating 
directly to the market X, the view can refer to a generic multivariate function g(X) on the 
market. Therefore, the conditional model for the view becomes the form V/x = V/g{x) 
with a probability density function fv/g(x)- The investor's opinion will be a specific number 
V, namely the prediction on V. 
The probability density function of the distribution of the market conditioned on the in-
vestor's opinion is: 
In this example the distribution of the market conditioned on the investor's view is normal 
Xjv ~ N{p,{u, 0^), (j^(0^)). The parameters {jj., depend on the view u and the confidence 
in the view 0^. 
In the Black-Litterman model the N-dimensional market vector X is assumed normal: 
% E) (2.4) 
The investor's area of expertise is a linear function of the market 
g{x) = Px (2.5) 
where P is the pick matrix: each of its K rows is an N-dimensional vector that corre-
sponds to one view and selects the linear combination of the market involved. The conditional 
distribution of the investor's view, given the outcome of the market, is assumed normal: 
y / f a: - a:, 0) (2.6) 
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where is a symmetric and positive matrix and denotes the confidence in the investor's 
opinion. A particularly convenient choice is; 
~ -- 1^ ) fSZjP' (2L7) 
where c is a positive scalar. The case c ^ 0 means that the investors view have no impact, 
whereas the case c ^ 1 means that the investor is trusted completely over the official market 
model. 
The investor's prediction on V is a specific number v. By the application of Bayes' rule 
it is possible to compute the distribution of the market conditional on investor's views. The 
Black-Litterman distribution is normal: 
X/v ~ N{ij,bl, ^bl) (2.8) 
where the expected value reads: 
= At + E f ( f E f ' + f / / ) (2.9) 
and the covariance matrix reads: 
= E - E f + n ) - ^ f E (2.10) 
The optimal portfolio weights generated by the Black-Litterman model tend to be less 
extreme and less sensitive to changes in model input such as the expected return. This is due to 
the use of market equilibrium returns as a reference point and the possibility of incorporating 
investor's views on the market. 
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2.4 Uryasev-Rockafellar CVaR optimisation 
Lastly, there is an examination of the linear portfolio optimization algorithm developed by 
Rockafellar and Uryasev [42] and extended by Acerbi and Simonetti [3] for spectral risk 
measures. Presented in this section is a study of portfoUo optimization using spectral risk 
measures. We study the traditional constrained optimization problem where the risk is mini-
mized for a given level of expected return. The problem, however, is not as straight-forward 
as it may seem. Spectral risk measures are difficult statistic to minimize, despite the property 
of convexity. The problem was elegantly solved for the particular case of expected short-
fall by Rockafellar and Uryasev [42]. The main contribution of this approach is a practical 
technique, which affords a convenient way of optimizing CVaR using linear programming. 
This approach does not make any assumptions regarding the return distributions and does not 
need an analytical expression for the density function. It is enough to have an algorithm that 
generates random samples from the density function. Several case studies have shown that 
risk optimization of CVaR can be done for portfolios with large numbers of instruments and 
scenarios. This methodology was extended by Acerbi and Simonetti [3] to optimization of 
general spectral risk measure. 
2.4.1 Optimization of CVaR 
Let f{x, y) be the loss function depending upon the decision vector x, chosen from a certain 
subset X of and a random vector y in representing losses. The probability of / (x , y). 
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not exceeding a threshold a, is given then by 
ijj{x,a)= f p{y)dy (2.11) 
where ip{x, a) is the cumulative distribution function for the loss associated with x. 
The VaR function for the loss random variable x and any specified probability level (3 in 
(0,1) is given by 
ai3{x) = minjo; E R : ip{x, a) > /?} (2.12) 
and CVaR by 
= ir::-?; (2.i3) 
P Jf{x,^>ag{x) 
The presence of ordered statistics signals a severe problem hidden in the dependence of 
the expected shortfall on x. Varying the parameter x, the ordered statistics are sorted in a dis-
crete way; the dependence from the parameters is not explicitly analytic and the result is that 
standard minimization techniques fail. If a function can be found, where the ordered statistics 
disappear and the dependence on the function is analytic in its arguments, the standard linear 
optimization algorithm works. 
Rockafellar et al. in [42] present ^(^, x) in terms of a function Fp{x, a): 
Fp{x, a) = a + [ [f{x, y) - a\'^p{y)dy (2.14) 
This eliminates the possibility of a local minimum being different from a global minimum. 
It can be proved that a) is a convex with respect to a and that VaR is a minimum point 
of this function. 
(j)p{x) = Fi3{x,a{x, P)) = minFf3{x,a) (2.15) 
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This follows from the fact that the derivative of the function a) with respect to a 
equals 
= 1 4- (1 -- a) -- 1) (2.16) 
By equating the derivative to zero it can be seen that VaR minimizes a) with respect to 
a. Minimization of a) with respect to both variables optimizes CVaR and finds VaR 
simultaneously. The function Fp can be approximated by replacing the measure p{y)dy by 
empirical distribution of y obtained by Monte Carlo simulation. 
Fp{x,a) = a +Y^Y^[f{x,yg) - a]"' (2.17) 
^ fc=i 
The optimization algorithm, where an auxiliary variable ip is introduced is as follows: 
After replacing the term [f{x,yg) — a]"*" by auxiliary variables and imposing the con-
straints we have the following optimization problem. 
V' 
•0 < 0 (2-18) 
2.4.2 Optimization of General Spectral Measures 
Acerbi and Simonetti [3] extended the Rockafellar-Uryasev methodology to optimization of 
general spectral risk measures M^. They showed that the minimization problem of a spec-
tral measure is equivalent to minimization of a suitable function, which contains additional 
parameters, but displays analytical properties. These are piecewise linearity and convexity in 
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all arguments and absence of sorting subroutines, which allow for an efficient minimization 
procedure. In the case of spectral risk measure, the general solution requires N independent 
auxiliary variables tpi in order to separate all the ordered statistics since they bear a 
different weight 0i. The estimator of a spectral measure is given by 
1 
M^(n) = - J (f){u)qu{Il)du (2.19) 
0 
N 
(2.20) 
i=l 
Let us define A^j = — (j)j for j = 1, ...,N — 1 and A(pN = <t>N- There is the 
introduction of a function ip) depending on the vector ip = • • •, V'iv} of auxiliary 
variables defined for the discrete case as 
N f N "I 
A = Z \ (2.21) 
j=l I i=l J 
Then, immediately, obtained from optimizing with respect to tp 
N r N 
min F » ( n . = - ! ] ( ' / ' ' - Hi) 
^ j=l I 1=1 
N r N 
j=l { i=l 
N f j 
= ^ A0 J - n „ ) + \ (2.22) 
j=l I i=l 
# r 3 
= Y.£^4'i\jr, - ji>'j+Y.ai:N 
3=1 I i=l 
N 
— ^ ^ 'PiX^v.N 
i=l 
It is necessary to have # — 1 degrees of freedom for N scenarios, as in order to separate 
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all N scenarios from one another it is clear that we need N — 1 different pieces of information 
which are provided by the additional variables ip. 
F^iTi, f ) = ^ A*. - n ^ + 
j=l I i=l 
— lim (fiN i. NtpN —'S~^(ipN — (2.23) 
+ I I 
7 V - 1 f N ^ N 
= X / ~ - ni)"*" > - i^V ^  Hi 
j=l L i=l J i=l 
The function ip) is a convex, piecewise linear function in all its arguments (H, i f ) and 
this allows for linearization of its minimization problem following the very same technique 
introduced by Uryasev-Rockafellar. 
2.4.3 Risk - Reward Optimization Algorithm 
First the spectral risk measure is discretised, then N scenarios are sampled from the density 
function. Let 11 (w) be a vector of uncertain losses and w be a vector of weights of these 
instruments. The linear optimization problem for a spectral risk measure is as follows: 
Minimize i ^ ( n , ip, w, z) with respect to w,il;,z 
N-l r AT 1 N 
F^(n, i f , U!,Z) = J2 ^^3 S Hi 
j=l L i=l J i=l 
subject to the following constraints 
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Zij >tpi- n,(w) 
Zij > 0 (2.24) 
= /I 
In the following chapter the axiomatic characterisation of risk measures is given. There 
is then a presentation of all the main recently proposed risk measures, their properties and 
relations. The validity of a risk measure is in its ability to differentiate between different types 
of risk, and to accurately and consistently compare the severity of different risk portfolios. 
Having such a variety of risk measures leads to the problems of how to choose the most 
effective ones in practice. In the optimization of a portfolio or allocating risk capital by 
companies, as well as by regulators, it is essential to know which is best: variance, VaR or 
other coherent risk measure. Financial risks include market risk, credit risk, operation risk 
etc. Only a risk measure that looks at a wider spectrum of percentile levels, and is specific to 
a certain portfolio, can properly and effectively measure these risks. 
Chapter 3 
Risk Measures 
3.1 Coherent Risk Measures 
Any coherent risk measure arises as the supremum of the expected negative of the losses for a 
collection of probability measures on states of the world. Let O be the set of states of nature. 
It is supposed that is a finite set; otherwise, there would be infinitely-additive measures as 
scenarios. Let Q be the set of all risks, that is the set of all real valued functions on O. The 
most general representation of a coherent risk measure, defined by Artzner et al. (1999) [8] is 
the following: 
Definition 3.1.1. General Coherent Risk Measure 
The risk measure defined by a non-empty set V of probability measures on the space is 
the function on Q defined by: 
pp(n) = sup£;^[-n] I ^ G p (s.i) 
23 
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Artzner et al. propose a set of axioms to characterize the class of coherent risk measures. 
These coherent risk measures can be used to effectively regulate or manage risk. 
Definition 3.1.2. A map II : X ^ R will be called a coherent risk measure if it satisfies the 
four axioms: translation invariance, subadditivity, positive homogeneity and monotonicity 
Property 3.1.3. Subadditivity For all Hi and Eg 6 P 
p(ni + lis) < p(ni) + p(ii2) (3.2) 
According to a coherent risk measure, the risk of a large portfolio is less than the sum of the 
risk of its separate parts. Subadditivity takes into account the diversification effect. 
Property 3.1.4. Positively Homogeneity For all A > 0 and 11 G P 
p(An) = Ap(n). (3.3) 
If a position size directly influences risk then the consequences of lack of liquidity should be 
considered when computing the future net worth of a position. 
Property 3.1.5. Monotonicity For all Hi and Eg 6 V, if Hi < Eg then 
p(I1i) <: Pflls) (3.4) 
Property 3.1.6. Translation Invariance For all H E P and all real numbers a 
p(n + a) = p(n) - OL (3.5) 
This axiom means that adding (subtracting) the sure initial amount from the initial position 
and investing it in the reference instrument simply decreases (increases) the risk measure by 
value of a . 
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3.1.1 Standard Deviation 
Standard deviation, one of the oldest risk functions, assumes that the risk is proportional to 
the standard deviation of a random variable IT. 
Definition 3.1.7. Standard Deviation 
(3.6) 
3.1.2 Value at Risk ( VaR ) 
The most widely used risk measure is value-at-risk ( VaR ). VaR is problematic in that it is a 
coherent risk measure only when the underlying risk factors are normally distributed. It fails 
to satisfy the subadditivity property when returns are fat-tailed and, as a consequence, VaR 
often prohibits diversification. 
Definition 3.1.8. V a R The VaR with confidence level u = 1 — a for a portfolio whose loss 
distribution is described by a random variable H is defined as follows; 
yaji!^(n) = - inf {a; E R : Prob^ < z] > a } . (3.7) 
3.1.3 Tail-Value at Risk {TVaR ) 
Artzner et al. [8] propose TVaR (tail-conditional expectation) as a coherent risk measure 
satisfying all four axiom: 
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Definition 3.1.9. T V a R 
If n is a random variable describing the losses of a portfolio H and VaR'^{Il) is the 
corresponding value-at-risk, then TVaR is defined as follows: 
TVaR"{U) = - E n n < -VaR'jn) (3.8) 
This measure has several interesting properties, it dominates VaR and has an intuitive meaning 
in that it assigns more weight to the left tail of the distribution. Acerbi and Tasche (2002)[1] 
proved that under specific conditions, such as the continuity of the given distribution, TVaR is 
equivalent to the expected shortfall. 
3.1.4 Expected Shortfall 
Definition 3.1.10. Expected Shortfall 
The expected shortfall EVaR is defined as follows: 
C19) 
CK Jo 
F ^ { a ) = inf{2: 6 R : Prob[n < a:] > a } is the generalised inverse probability density func-
tion. The expected shortfall is a probability weighted average of the left tail of a distribution 
function. 
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3.2 Spectral Risk Measures 
The question arises as to whether there are other coherent risk measures besides expected 
shortfall, and if the expected shortfall might be only one possible choice out of range of risk 
measures. Acerbi [2] proved that, given some known risk measures, it is easy to generate a new 
risk measure. There exists a large space of risk measures generated as a convex combination 
of coherent risk measures and this, new risk measure is also coherent. The expected shortfall 
can be used as a basic object for obtaining a new coherent risk measure. 
Acerbi [2] defined the spectral measure as follows: 
Definition 3.2.1. Spectral Risk Measure 
M^{n) = - f (p{p)F^{p)dp (3.10) 
Jo 
where 0(p) is a decreasing function on the interval [0,1] called the risk-aversion function 
and F^ijp) = inf{x G M : Prob[n < x] > a} is the generalised inverse probability density 
function. M<^(n) is a risk measure if and only if 0 is an admissible risk spectrum. 
(f) is defined as an element of the normed space £^([0,1]), where every element is repre-
sented by a class of functions which differ at most on a subset of [0, 1] of zero measure. The 
norm in this space is given by 
II (f)\\= f I <Pip) I dp (3.11) 
Jo 
Definition 3.2.2. An element cf) E vC^([0,1]) is said to be an admissible risk spectrum if 
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1) 0 is positive 
2) 0 is decreasing 
3)11 <!> 11= 1 
Let introduce a measure dfj,(a) on a G [0,1]. Under suitable integrability conditions the 
property that any convex combination of a risk measure is a risk measure ensures that the 
statistics 
M^(n) = — f dii{a)aEVaR^{Tl) = - f dfi{a) f dpF^{p) (3.12) 
Jo Jo Jo 
is a risk measure as long as the following normalisation condition holds; 
f adfj,{a) = 1 (3.13) 
Jo 
Interchanging the integrals according to the Fubini-Tonelli theorem results in the follow-
ing: 
(n) = - /" dpF^{p) f dfx{a) = - [ (p{p)F^ip)dp = (3.14) 
Jo Jp Jo 
(f)= f (l){p)dp=l (3.15) 
Jo 
The fact that an admissible risk spectrum 0(p) is a decreasing monotonic function in p 
provides intuitive insight into the concept of coherence. A risk measure is coherent when it 
assumes risk aversion and assigns bigger weights to worse cases. 
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3.3 Convex Risk Measures 
In their seminal paper, Artzner et.al. [8] presented an axiomatic foundation of coherent risk 
measures to quantify and compare uncertain future cashflows within financial institutions. 
Recently, Follmer and Schied [26] extended the notion of coherent risk measures to convex 
risk measures. In many situations, however, the position's risk might increase in a non-linear 
fashion with the size of the position. For example, an additional liquidity risk may arise if 
a position is multiplied by a large factor. This suggests the need to relax the conditions of 
positive homogeneity and subadditivity, and to require instead, the weaker property of; 
Property 3.3.1. Convexity 
p(Ani + (1 — A)n2) < Ap(ni) + (i — A)/9(n2) (3.16) 
where A e [0,1] 
Convexity means that diversification does not increase the risk; i.e. the risk of a diversified 
position AIIi + (1 — A)n2 is less or equal to the weighted average of the individual risks. Let 
$ be a convex set of functions on the set Q of possible scenarios. It is assumed that 0 G $ and 
that $ is closed under the addition of constants. 
Definition 3.3.2. A map p: $ —> 7?. can be called a convex measure of risk if it satisfies the 
condition of convexity, monotonicity and translation invariance. 
The convex risk measures form a more general class than the coherent risk measures. 
Indeed, dividing the subadditivity condition p{X + Y) < p{X) + p{Y) by 2 and applying 
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after that in its left-hand side the positive homogenity, we get 
J X + Y\ ^ p{X)+p{Y) 
\ 2 J - 2 
This condition is necessary and, under some mild conditions, also sufficient for convexity of 
the function p{X). Thus, every coherent risk measure is also convex one, but the converse is, 
generally speaking, not true. Additional arguments in this direction gives the representation 
theorem for the convex risk measures. Under some regularity conditions the convex risk 
measures have a representation of the form 
p(n) = sup (Eg [ - n ] - a{Q)), 
where V is a suitable set of probability measures on fl. As we have mentioned above, every 
coherent risk measure have this representation with a{Q) = 0. Therefore, it is also convex. 
Thus the risk of a financial position is evaluated as the worst expected loss, suitably modified, 
under the class of probabilistic models described by the set V. These models correspond to 
the probability measures Q which are taken into account at a different degree and this is made 
precise by the non-negative penalty function a{Q). In case of a finite set of possible scenarios 
the precise result has been obtained by Follmer and Schied (2002). Suppose X is the space 
of all real-valued functions on a finite set Q. Then p : V Ris a convex measure of risk if 
and only if there exists a "penalty function" o; : P —> (—oo, oo] such that 
p(n) - siip(EQ[-n] - (3.17) 
The function a satisfies a{Q) > p(0) for any Q e V and it can be taken to be convex and 
lower continuous on V. Let us note that in case of finite 0 the space X is simply the n-
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dimensional vector space and the set V of all probability measures on is a n-dimensional 
simplex 
i " 
5 = s ( # 1 , (J2i •••) Qn) • ^ ] % — 1 , 0 < < 1 , 1 = 1 , 2 , 
( fcr 
Then, U e X, Q e V is the scalar product {Q, 11) = Y^^=i of both vectors Q 
and X. Moreover, in this case formula (3.17) shows that the risk measure p(n) is a Legendre 
transform of the penalty function a{Q). It turns out that in turn a{Q) is a Legendre transform 
of the risk measure p(n), that is, 
a[Q) = sup (-Egl-n] - p(n)). 
n 
Follmer and Schied(2001) have shown that in case of an exponential loss function the penalty 
function a{Q) can be expressed in terms of the relative entropy of the measure Q with respect 
to a given reference measure P. We consider the minimum entropy method in the next chapter. 
Chapter 4 
Implied Risk Measures 
The class of spectral risk measures provides an infinite number of coherent measures of risk. 
There needs to be a characterization of personal risk aversion in order to adopt related spectral 
risk measure. For instance, in insurance and credit risk applications the weight function should 
put more significance on the extreme events in the tail of the distribution; portfolios exposed 
to losses of comparable size with a much higher probability are best measured by a weight 
function which gives weight to less extreme events. In other words, there is no standard risk 
measure which proves optimal for all kinds of portfolios. The most intuitive way to determine 
investor's risk measure is to imply it from the market. In this chapter a methodology to 
calibrate the risk aversion function from market prices is presented. A minimum entropy 
calibration problem with increasing risk aversion is also discussed. 
32 
CHAPTER 4. IMPLIED RISK MEASURES 33 
4.1 Minimum Entropy Optimization 
Calibrating an asset-pricing model means specifying a probability distribution on the space 
of all states of the world in such a way that the model reproduces the current market prices 
of a set of benchmark instruments. The problem for calibrating a model is similar to the 
well-known in the probability problem for determination of a probability distribution if all its 
moments are given. Under some mild assumptions this problem has a unique solution. How-
ever, if we know only a finite number of moments the problem becomes ill-posed: sometimes 
there can be multiple solutions and sometimes no solutions at all. In the calibration setting 
the "moments" correspond to the expected cash-flows of the benchmark instruments, the lack 
of solutions of the moment problem is tantamount to existence of an arbitrage whereas the 
case of multiple solutions means that the market is incomplete. In the last case, selecting a 
probability distribution is equivalent to completing the market and we need a suitable criterion 
which allows us to select it among all distributions satisfying the moment constraints. 
Here, we consider an algorithm for selecting a risk-neutral probability that minimizes the rel-
ative entropy with respect to a given prior distribution. An appealing feature of the method 
is that it takes into account a-priori information (e.g. of econometric nature) that the modeler 
may have. This information is modeled by the prior probability. The entropy-minimization 
algorithm provides a way of reconciling the prior information with that contained in the cur-
rent benchmark prices. 
Formally, the calibration problem can be stated as follows. Let f(x) be a probability density 
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function for a random variable X satisfying constraints 
J Gifdx = Ci, i = 1,2, (4.1) 
where Gi{x), are given functions and = 1,..., A'' are numbers. Here, % is s 
state variable describing the economy, Gi(x) and Q are the cash-flows and prices of a set of 
traded securities. Consider the functional 
= j / (log / - log / o ) dx, ( 4 . 2 ) 
where /o (x) is a given prior probability density function. The expression H{f / f o ) is known as 
a relative entropy of / with respect to /q. Being a density, f{x) satisfies the natural condition 
J f{x)dx — 1. (4.3) 
The problem is to minimize the functional 4.2 under constraints 4.1 and 4.3. This is a classical 
problem in the variational calculus. To solve it we introduce the Lagrangian 
£ = y " / ( l o g / - l o g / o ) ( i a ; + G i f d x - G ^ /da; - 1^ . 
Then, the first order condition for C is 
log / — log /o + 1 = 0 
i 
and we find 
f{x) ^ Cfo{x) exp ^iG'i(z)j , 
where C is a normalization constant. Making use of (4.3) we get 
C = exp ^ fodx 
The constants Aj, i = can be determined from (4.1). 
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4.2 A minimum entropy calibration problem with increas-
ing risk aversion functions 
Let the state space of the random variable X be a quantile space of some positive loss function 
and assume that its prior distribution is uniform on the segment (0,1). Our goal is to find a 
probability distribution which calibrates the losses of some benchmark instruments to given 
levels, minimizes the relative entropy and assigns higher weights to the higher loss probabil-
ities. Thus, we come to the problem for minimum entropy calibration with increasing risk 
aversion functions which is a main contribution of our thesis. Consider the relative entropy 
f w In udt, (4.4) 
Jo 
and assume that the function u = u{t) satisfies restrictions 
f udt = 1, (4.5) 
Jo 
/ u'^idt = 0, i — 1,2, ...n. (4.6) 
Jo 
In (4.4), (4.5) and (4.6) u{t) and ^ i ( t ) , i = 1, 2, ...n, are the risk aversion function and the 
price of the i-th instrument, respectively. 
Here, we consider the problem (4.4)-(4.6) but impose an additional requirement that func-
tion u{t) is to be increasing. We take into consideration this condition by introducing a new 
unknown function x = x{t) by the formula 
X = u (4.7) 
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Without loss of generality we may assume that x(0) = 0. Then, condition (4.5) reads as 
x{l) = 1. Moreover, the function u{t) will be increasing if and only if the function x{t) 
is convex. On the other hand, the non-negativity of u{t) implies that x(t) has to be in-
creasing. Thus, we come to the following problem. Among all convex increasing functions 
X = x{t),t G (0,1), such that z:(0) = 0,2(1) = 1, find this one whose derivative u{t) 
minimizes the functional (4.4) and satisfies restrictions (4.6). 
4.2.1 Transformation of the problem 
The condition that x{t) is convex and increasing is hard to deal with. We replace it by the 
weaker condition 
ccdf <C 1/2 (4.8) 
Jo 
which is necessary for convexity of x[t). Indeed, an characteristic property of the convex 
functions is that their graph between every two points is below the cord connecting these 
points. Applying this property to the points a: = 0 and a; — 1, we get (4.8). Evidently, (4.8) is 
equivalent to a number of conditions 
f xdt = P, P e {0,1/2). (4.9) 
Jo 
For every fixed P E (0,1/2), we denote by Pr{P) the problem of minimization of the func-
tional (4.4) under restrictions (4.6), where u{t) is given by (4.7) and x{t) satisfies (4.9) as well 
as the boundary conditions. 
x(0) = 0, x( l ) = 1 (4.10) 
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Denote by B the set of all (3 G (0,1/2) for which Pr{(3) has a solution. For G B let 
up{t) and I{(5) = up Inu^dt be the solution of Pr[(5) and the value of the functional (4.4) 
corresponding to this solution, respectively. The following cases can take place. 
• The set B is empty. In this case the problem stated in the end of Section 1 has no 
solution. 
• 5 is non-empty compact subset of (0,1/2) and the solution up corresponding to the 
value (5 which minimizes /(/?) over B is increasing. Then is a solution to the problem 
stated in the end of Section 1. 
• If neither of the above cases holds the situation is more complicated and we are still not 
aware of what to do. A possible approach in this case consists in dividing the interval 
(0,1) into sub-intervals and imposing on every sub-interval conditions similar to . 
4.2.2 The solution to Fr(/5) 
Pr{(5) is a standard optimal control problem in which x(t) and u{t) are the controlled process 
and the control, respectively. The Lagrangian corresponding to this problem is equal to 
C I ^Inu + + fj,x + p{x — dt + fiox{Qi) + (4.11) 
In the last formula Xi,i = 1, 2, ...n, /i, and fii are Lagrange multipliers corresponding to 
the integral restrictions whereas p = p{t) is the Lagrange function of Equation (4.7). The 
necessary optimality conditions for Pr{P) consist of the following items 
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1. The Euler equation for the integral part L = ulnu + u + /xx + p{x — u) of 
Equation (4.11) 
^ r - r 
that is 
p = (4.12) 
2. Transversality conditions for the terminant I — /j,ox{0) + /xix(l) 
LxiO) = lx(0), L i : { l ) = - l x { l ) 
which in our case reduce to 
p(0) = /io, p(l) = (4.13) 
3. Optimality w.r.t. u, Lu = 0, that is 
1 + Inii + ^ — p = 0 (4.14) 
i-
Formulas (4.12), (4.13) and (4.14) imply that 
"u = Cexp I ^ A;^i(f) j . (4.15) 
i=l 
i=l 
The function u{t) is determined up to n + 2 unknown constants C, /U, Xi, % = 1, 2, ...n. To find 
them, we have n + 2 conditions (4.5), 4.6) and (4.7). Let us note that since x{t) = u{s)ds 
we can rewrite (4.9) as 
/" (1 — t)u{t)dt = p 
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which allows to simplify calculations when solving the system (4.5), (4.6) and (4.7). Now, 
assume that the set B defined in Section 2 is compact and P* E B is such that I{P*) = 
I{P)- It is worth to take into consideration that the constant /j.* corresponding to 
Pr{P*) is strictly positive. Indeed, for /? = /?* consider the problem in which condition (4.9) 
is replaced by the condition 
J xdt < (3*. 
Then, the necessary optimality conditions for this problem include the following two addi-
tional conditions 
/j* == 0, (4.1(5) 
p r > 0 . (4JJ ) 
Evidently, these conditions are equivalent to the alternative that either 
fi* = 0, f xdt < P*, 
Jo 
or 
jj,* > 0, [ xdt = P*. 
Jo 
The choice of P* implies that the first case does not hold. Therefore, ji* is strictly positive. 
Since the function u given by (4.15) is increasing or decreasing depending on the sign of the 
expression 
n 
i=l 
it follows that u will be increasing provided is a large enough positive number. 
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4.2.3 Remarks 
Another possible approach to the problem is to minimize 
/ 2; In xdt, 
Jo 
with constrains 
f x d t — 1, - (4.18) 
Jo 
I x^idt = 0,1 = 1,2, ...n. (4.19) Jo 
Then, condition (4.7)) along with the restriction u > 0 also ensures that the risk aversion 
function x ( t ) will be increasing. However, in this case the Lagrangian (4.11) becomes 
J In a: + Xpx + p(x — u)^ dt. JC = 
The Euler's equation for it reduces to 
p = lnrr + l + Ao + X/i=i (4.20) 
Formulas (4.7)) and (4.20) are not enough for determination of the three unknown functions 
x, u and p. Unfortunately, the third condition which follows from the Pontryagin's optimality 
principle in this case is useless since the function 
L = x\nx + Xqx + X ^ Xi^i + p{x — u) 
1=1 
is linear w.r.t. u and reaches its minimum at u = 0 if p < 0. However, if p is positive then 
L is unbounded and does not attain its minimum for positive values of u since L ^ - 0 0 as 
u 00 . 
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4.2.4 Implementation of the algorithm 
Making use of our results for the minimum entropy calibration problem with increasing risk 
aversion functions we develop the following algorithm for numerical solution of this problem. 
1. Take an array B = {Pi,P2, •••,Pk) of numbers such that 0 < A < 1/2, i = 1, 2 , k . 
Without loss of generality the array can be chosen to be increasing. 
2. For each Pi E B, i = 1 , k we solve Pr{Pi), that is, calibrate the n + 2 constants 
C, fi, Xj, j — 1, 2 , n so that the function Ui = Cexp(^( — satisfies 
the conditions 
/ Uidt — 1, 
Jo 
/ (1 - t)uidt = Pi, 
Jo 
/ Ui'^jdt = 0, j = 1,2, ...n. (4.23) 
Jo 
(4.21) 
(4.22) 
3. If the calibration problem in Step 2 has no solution for some Pi E B, then we conclude 
that the minimum entropy calibration problem has no solution as well. Otherwise, we 
proceed to Step 4. 
4. For every function Ui found in Step 2 we check if it is increasing. It will be increasing 
if for all t e (0,1). 
5. Among all increasing functions found in Step 4 we select this one which has a minimum 
entropy. It is a solution to our minimum entropy calibration problem. 
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6. If all functions found in Step 2 are not increasing, then the minimum entropy calibration 
problem remains open. 
The numerical integration in Step 2 and differentiation in Step 4 as well as the calibration of 
unknown constants in Step 2 can be done in the MATLAB environment. 
4.3 Implied Risk Aversion 
This section looks at minimum entropy optimization applied to spectral risk measure calibra-
tion. 
Let ^(q;) is the portfolio loss. The idea is how to introduce a change of measure in quantile 
space Lo{a) with uj{a)da = 1 so that the model calibrates w(a) to a specified target loss 
level (TL). 
f 'i!(a)u{a)da = TL (4.24) 
Jo 
An approach by Avellaneda (1998) is followed, which minimizes the relative entropy be-
tween the prior measure and the new measure to uniquely identify our measure change. As 
the prior measure in quantile space is the uniform measure the relative entropy collapses to 
H{u)) = f u!{a)log{Lo{a))da (4.25) 
Jo 
and the constrained entropy minimization problem is stated as 
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+ A( / 'if(a)u;(a)da - TL)] (4.26) 
Jo 
We incorporate the constraint: 
/ u{a)da = 1 
Jo 
as an additional Lagrange multiplier: 
Z(A) 
where Z{X) is the normalisation factor 
0L27) 
^7(w) — —II(cu^  + A( J ^(o!)uj(oi)doi — T'Z/J -I- Ai( J<jj(cx)dQ: — 1) (4.28) 
Then we differentiate with respect to w(a!) to obtain 
logw(o!) — 1 + A#(a) + Ai = 0 (4.29) 
and the optimal probability density is given 
^x(o£) = — , . (4.30) 
Z(A)= / (4.31) 
Jo 
Substituting (4.30) in (4.28), it follows that the optimization over the Lagrange multipliers 
is equivalent to minimising the function 
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logC2(A))--;drL ^L32) 
The first order condition for a minimum reads 
1 (,L:s3) 
J2(A) dA 
\P(a) da == T^ Z, (4.341) 
Jo 
The risk averse or risk seeking attitudes can be defined by the weights an investor assigns 
to each asset and the expected premium/risk. In our case the risk aversion function is calcu-
lated with respect to the expected loss, which is the difference between the premium and the 
value of the investment. 
Chapter 5 
Empirical Results 
In this chapter the problem of optimal capital allocation is set for a credit portfolio. It is shown 
that a spectral risk measure is needed to quantify the risk of the portfolio. The tail risk mea-
sures as CVaR at 99% confidence level capture the risk of the outliers. Two other portfolios are 
discussed, a portfolio of reinsurance contracts and a portfolio of CDS contracts, equities and 
catastrophe losses. First, the loss distribution is generated; second, the risk aversion function 
using the methodology described in section 3 is implied. It is shown that the risk aversion 
function is sensitive to the portfolio weights. As a third step, linear portfolio optimization is 
used to calculate the optimal portfolio, a methodology discussed in chapter 2. 
45 
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5.1 Loss Distribution Generation 
5.1.1 Dependency Modelling 
Let X be a random variable with distribution function F. Let F ^ be the quantile function of F, 
i.e. 
F^{a) — inf {x | F{x) < a} (5.1) 
where a G (0,1) then 
1. For any standard-uniformly distributed U ~ U(0,1) we have F'"(U) ~ F. This gives a 
simple method for simulating random variables with distribution function F. 
2. If F is continuous then the random variable F(X) is standard-uniformly distributed, i.e. 
ffcx:) r.'Uoo,!) 
Definition 5.1.1. A copula is the distribution function of a random vector in R" with uniform 
marginals. Alternatively a copula is any function C : [0,1]" —[0,1] which has the three 
properties: 
1. C{xi,..., Xn) is increasing in each component Xi. 
2. C ( l , . . . , 1, Xj, 1 , . . . , 1) = XiVi E n}, x, G [0,1]. 
3. For all ( a i , . . . ,<%*), {h, G [0,1]" with % < we have 
^ ..., x,J > 0 
il=l in, = l 
where Xji = aj and Xj2 = hjij G n}. 
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This definition tells us that a copula is a multivariate distribution function, defined on 
[0,1]" with uniformly distributed marginals. 
Theorem 5.1.2. Sklar's Theorem 
Let F be an n-dimensional distribution function with continuous marginals {Fi,..., Fn). 
Then there exists a unique copula C such that for all X = (xi,..., x„) G" we have 
. . . , = C ( F i ( z i ) , . . . , (5.2) 
Sklar's theorem states that for any multivariate distribution function, the marginals and 
the dependence structure can be separated through the use of a copula function. By using 
proposition 5.1.1 we can express the copula in the following way: 
C{ui, . . . ,Un) = F(F^{Ui), . . . , F*~{Un)) (5.3) 
5.1.1.1 Examples of copulae 
The simplest copula function is the Gaussian copula. 
Definition 5.1.3. Let R be a positive definite, symmetric correlation matrix and let F be the 
n-dimensional normal distribution function with correlation matrix R. The Gaussian copula 
function then is defined as follows: 
C{ui, . . . ,Un) = F{F^{ui), . . . , F^{Un)) 
The Gaussian copula density function is given by 
1 . 
n 
1=1 
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The following algorithm generates random samples from the Gaussian copula with corre-
lation matrix R: 
1. Find the Cholesky decomposition A of a matrix R. If the matrix R is positive definite, 
then there is an n x n matrix A such that R = AA^\ 
2. Simulate n independent standard normal random variates z = {zi, 
3. Set X = Az', 
4. Determine the components Ui = 4i{xi), i = 1 , n ; 
5. The vector {ui, , is a random variate from the n-dimensional Gaussian copula 
e g o ; 
Next the Student's-t copula is presented. Let R be a positive definite, symmetric correla-
tion matrix and let be the n-dimensional Student's-t distribution function with correlation 
matrix R and v degress of freedom. Then the Student's-t copula function is defined as 
C{u\,..., Um — Fiyi^F^ (if'i), • • •) F^ (uji)) 
where F^{u) is the inverse Student's-t cumulative distribution function. The Student's-t 
copula density function is given by 
( \ — 1 r ( ^ ) 
r ( ^ ) J 
2=1 
where C = . . . , F^{un)) ' . 
The following algorithm generates random samples from the Student-t copula with corre-
lation matrix R: 
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1. Find the Cholesky decomposition A of a matrix R. If the matrix R is positive definite, 
then there is an n x n matrix A such that R = AA^; 
2. Simulate n independent random variates z = (zi, from the standard normal 
distribution; 
3. Simulate a random variate, s, from x l distribution, independent of z; 
4. Determine the vector y = Az\ 
5. Seta; = 
4. Determine the components Ui = i = 1 , n ; 
5. The vector (ui, , is a random variate from the n-dimensional Student-t copula 
CI.R. 
Finally the Archimedean copula function which covers a large class of dependency struc-
tures is introduced. To make matters simple we will define it for the bivariate framework. Let 
(j): [0,1] —> [0, oo] be a continuous, strictly decreasing, convex function satisfying ,^(0) = oo 
and 0(1) — 0. Then the Archimedean copula function is defined as 
where is the inverse function of (j) and 0 is called the generator of the copula. Three 
well-known subclasses of the Archimedean copula are: 
1. Gumbel copula'. The generator is 0(4) = (-Int)® where 0 > 1. The Gumbel copula 
function is given by 
= 
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Furthermore, Ci = 11 and lime^oo Ce = M. 
2. Clayton copula: The generator is (j){t) = * where 6 G [—1, oo)\{0}. The Clayton 
copula function is given by 
Ce{u, v) = max([w~^ + v~^ — 0) 
Furthermore, for 0 > 0 the copula is simplified to Ce{u, v) = [u~^ + v~^ — and 
C_i = W, limg^o Ce = H, and lim^^oo Q = M. 
3. Frank copula: The generator is = — In j where 9 G \{0}. The Frank 
copula function is given by 
1 , 1^ 1 (e"'*" -- -- 1)' Ce{u, "u) -- --jg hi 4-
Furthermore, lime^-oo Q = W, lim^^o Q = n , and limg^oo Q = M. 
5.1.2 Why do we need a spectral risk measure 
5.1.2.1 Risk Contributions 
Portfolio modeling has two main objectives: the quantification of portfolio risk, which is 
usually expressed as the economic capital of the portfolio, and its allocation to subportfolios 
and individual transactions. 
For practical purposes the expected shortfall at of L at level a can be defined as: 
- (1 - (5.4) 
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Intuitively, expected shortfall can be interpreted as the average of all losses above a given 
quantile of the loss distribution. An important advantage of the expected shortfall is the simple 
allocation of risk capital to subportfolios or individual transactions. The expected shortfall 
contribution of the i-th loan should be defined as: 
= (1 - (5.5) 
Hence the expected shortfall contribution of a loan can be considered as its average con-
tribution to portfolio losses above quantile VaRa{L). 
A "diversifying" capital allocation associated with risk measure r is given by 
== fty (.%:). (5.6) 
The function is then linear in the first variable and diversifying in the sense that the capital 
allocated to a portfolio X is always bounded by the capital of X viewed as its own subportfolio 
v\.(;%-, y ) < JT). (5/7) 
A(X, X) can be called the standalone capital or risk measure of X. In general we have the 
following two theorems; A linear and diversifying capital allocation A, which is continuous, 
i.e. lime_^o y + eX) = A{X,Y)'^X, at a portfolio Y, is uniquely determined by its 
associated risk measure, i.e. the diagonal values of A. More specifically, given the portfolio 
Y then the capital allocated to a subportfolio X of y is the derivative of the associated risk 
measure p at y in the direction of X. 
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Theorem 5.1.4. Let Kbe a linear, diversifying capital allocation. If A is continuous atY eV 
then for all X eV 
A(X,y ) = U m r e : ± J ^ l ^ . 
The following theorem states the equivalence between positively homogeneous, sub-additive 
risk measures and linear, diversifying capital allocations. 
Theorem 5.1.5. ( a ) If there exists a linear, diversifying capital allocation A with associated 
risk measure r, i.e. r{X) = A{X, X), then r is positively homogeneous and sub-additive, 
(b) If r is positively homogeneous and sub-additive then as defined in (5.6) is a linear, 
diversifying capital allocation with associated risk measure r. 
5.1.2.2 Credit Portfolio Model 
In the examples below we apply the presented concepts to a standard default only type model 
with a normal copula based on an industry and region factor model. We assume fixed recovery 
and exposure-at-default. For a specification of such a model, we could refer to [17] or other 
text books on credit risk modeling. 
A portfolio of CDS contracts is considered. Some different standard risk measure with 
CVaR at 50%, 90%, 95%, 99%, 99.9% and the 99.98% quantiles are calculated. It is shown 
that a risk measure which looks at different confidence levels is needed. 
We like now to find weighting scheme for Expected Shortfall, which still gives a nice risk 
aversion function. Or inversely we start with a sensible risk aversion as in (5.8) and then solve 
for the suitable convex combination of expected shortfall measures. 
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As a first step in the appHcation of spectral risk measures one might think to give to dif-
ferent loss probability levels different weight. This is a straightforward extension of expected 
shortfall. One might view Expected Shortfall at the 99%-level view as a risk aversion which 
ignores losses below the 99%-quantile and all losses above the 99%-quantile have the same 
influence. From an investors point of view this means that only senior debts are cushioned by 
risk capital. One might on the other hand also be aware of losses which occur more frequently, 
but of course with a lower aversion than those appearing rarely. 
As a concrete example one might set that losses up to the 50% confidence level should 
have zero weights, losses between 50% and 99% should have a weight Wq and losses above 
the 99%-quantile should have a weight of kiWo and above the 99.9% quantile it should have a 
weight of k2Wo. The first tranche from 50% to 99% correspond to an investor in junior debt, 
and the tranche from 99% to 99.9% to a senior investor and above the 99.9% a super senior 
investor or the regulators are concerned. This gives a step function for w: 
w{u) = ^0l{0.99>w>0.5} + l^'W 0^l{0.999>u>0.99} + ^2'^ 0l{l>u>0.999} (5-8) 
The parameter wq should be chosen such that the integral over w is still 1. 
The portfolio consists of 279 assets with total notional EUR 13.7bn and the following 
industry and regions breakdown; 
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The portfolio correlation structure is obtained from the and the con-elation structure of 
the industry and regional factors. The is the of the one-dimensional regression of the 
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asset returns with respect to its composite factor, modelled as the sum of industry and country 
factor. The underlying factor model is based on 24 MSCI Industries and 7 MSCI Regions. 
The risk contributions are calculated at quantiles 50%, 90%, 95%, 99%, 99.9% and 99.98%. 
The chart below shows the CVaR risk contributions normalized with respect to automobile 
industry risk contributions and ordered by CVaR 99% quantile risk contributions. 
Expected Shortfall Contributions 
.2 -
n— 
1 i Ti h Hi- If 1 ll frflil Irf] nrll n™ n 
\ \ \ ^ 
-Q % % \ 
% ^ ^ \ \ " \ ^ 
% 1. 
O ESC 50% 
[]ESC99% • ESC 99.9% O ESC 99.98% 
In order to capture all risks of the portfolio a risk measure, which combines few quantile 
levels is needed. As one can see, Hardware and Materials have mainly tail exposure, where 
Transportation, Diversified Finance and Sovereign are exposed to the risk of downgrade. 
The spectral risk measure as a convex combination of Expected Shortfall risk measures at 
the following quantiles 50%, 90%, 95%, 99%, 99.9% and 99.98% can capture both effects, at 
the tail and at the median of the loss distribution. 
Four spectral risk measures are calculated. The first three are calibrated in terms of in-
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crease of the risk aversion function at each considered quantile. The least conservative one 
is "SCA - decreasing steps" in which the risk aversion increases at each quantile by half the 
size it has increased at the quantile before. "SCA -equal steps" increases in risk aversion by 
the same amount at each quantile, "SCA -increasing steps" increases in risk aversion at each 
quantile by doubling the increase at each quantile. The last most conservative one is SCA -
0.1/0.1/0.1/0.15/0.15/0.4, in which the weights of jl are directly set to 0.1 at the 50%, 90%, 
95%- quantiles, 0.15 at the 99% and 99.9%- quantiles and 0.4 at the 99.98%-quantile. The 
last one has a very steep increase in the risk aversion at the extreme quantiles. 
Risk Aversion 
- SCA -decreasing steps 
- S C A - equal steps 
SCA - increasing steps 
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Risk Avers ion 
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As a comparison to the expected shortfall, the chart below shows the Spectral risk allo-
cation allocated to industries ordered by SCA - equal steps and normalized with respect to 
automobile industry SCA. 
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All tables so far were based on the risk allocated to the industries. Much of the displayed 
effects are just driven by exposure, i.e. "Automotive" is by far the largest exposure in that port-
folio and all sensible risk measure should mirror this concentration. Interestingly enough the 
most tail emphasizing measures are the exceptions. There the largest contributors Hardware 
and Materials have actually less than 10% of the entire exposure. 
In order to combine different loss levels in one risk measure, spectral risk measures pro-
vide a sensible tool. Weighting of the quantiles is usually done by the risk aversion function. 
Using the methodology described in chapter 4 we imply the risk aversion function for the loan 
portfolio from market prices. 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Figure 5.1; Risk Spectrum: Credit Portfolio 
CHAPTERS. EMPIRICAL RESULTS 59 
5.1.3 Concrete Examples 
Two portfolios are considered, one of them is a portfolio of lognormally distributed assets. 
Such a portfolio can well be a portfolio of reinsurance contracts. The other portfolio has a 
mixture of different asset classes like equities, CDS contracts and catastrophe losses. The aim 
is to have a portfolio of assets which have very different loss distributions. The risk aversion 
function is calculated for both portfolios using the minimum entropy algorithm. 
5.1.3.1 Reinsurance Contracts 
Our portfolio consist of 15 business lines. The loss for each line is lognormally distributed 
with the following parameters: 
We assume that is 1 for all business lines for simplicity and sigma is as follows 
sigma 0.20 0.25 1.3 2.35 3.4 3.45 4.5 4.55 
5.5 5.6 5.9 6.2 6.8 7.2 7.5 
Table 5.1: Sigma 
If we have an investor, which is risk averse he/she will invest more in an asset which has 
smaller risk for the same return. The following risk averse weights are used: 
weights 0.3396 0.2547 0.1698 0.0849 0.0509 0.034 0.0187 0.0153 
0.0085 0.0068 0.0051 0.0042 0.0034 0.0025 0.0017 
Table 5.2: Risk-Averse Weights 
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A risk seeking investor prefers more risk to less, all else being equal and accordingly we 
have weights as follows: 
weights 0.0017 0.0025 0.0034 0.0042 0.0051 0.0068 0.0085 0.0153 
0.0187 0.034 0.0509 0.0849 0.1698 0.2547 0.3396 
Table 5.3: Risk-Seeking Weights 
The assumption is that the losses are Gaussian copula correlated with correlation matrix: 
BLl BL2 BL3 BL4 BL5 BL6 BL7 BL8 BL9 BLIO BLll BLl 2 BL13 BL14 BL15 
BLl l.QU 0.32 0.37 0.13 0.22 0.36 0.20 0.24 0.35 0.19 0.35 0.11 0.28 0.26 0.27 
BL2 0.32 1.00 0.51 0.22 0.21 0.31 0.13 0.23 0.28 0.17 0.28 0.19 0.64 OJl 0.40 
BL3 0.37 0.51 1.00 0.22 0.21 0.36 0.18 0.23 0.33 CU7 0.33 0.19 0.46 0.21 0.55 
BL4 0.13 0.22 0.22 1.00 0.09 0.12 0.18 0.20 0.23 0.20 0.23 CUl 0.38 0.30 0.23 
BL5 0.22 0.21 0.21 0.09 1.00 0.20 0.10 0J6 0.19 0.29 0.19 0.07 0.17 0.39 0.15 
BL6 0.36 0.3 i 0.36 0.12 0.20 1.00 0.18 0.22 Q33 0.17 0.33 O.IO 0.27 0.23 0.26 
BL7 0.20 0.13 0.18 0.18 0.10 0.18 1.00 0.26 0.41 032 OJl OJW 0.42 0.43 0.27 
BL8 0.24 0.23 0.23 0.20 0.26 0.22 0.26 1.00 0.41 0.43 0.41 0.22 0.46 0.58 0.26 
BL9 0.35 0.28 0.33 0.23 0.19 0.33 0.41 0.41 1.00 0.40 0.56 0.25 0.57 0.54 0.38 
BLIO 0.19 0.17 0.17 0.20 0.29 0.17 0.32 0.43 0.40 1.00 0.40 0.22 0.45 OjJ 0,26 
BLll 0.35 0.28 0.33 0.23 0.19 0.33 0.41 0.41 0.56 0.40 1.00 0.25 0.57 0.54 0.38 
BL12 0.11 0.19 0.19 0.11 0.07 0.10 0.20 0.22 0.25 0.22 0.25 1.00 OJl 0.33 0.21 
BL13 0.28 0.64 0.46 0.38 0.17 0.27 0.42 0.46 0.57 0.45 0.57 0.41 1.00 0.57 0.55 
BL14 0.26 0.21 0.21 0.30 0.39 0.23 0.43 0.58 0.54 0.67 0.54 0.33 0.57 1.00 0.35 
BL15 0.27 0.40 0.55 0.23 0.15 0.26 0.27 0.26 0.38 0.26 0.38 0.21 0.55 0.35 1.00 
Table 5.4: Correlation Matrix 
We define the aggregate losses as Lt = J2i=i where (i are the weights and their 
sum is equal to one. 
Optimising equation 4.34 with respect to A and TL = 5500, assuming first that the investor 
is risk averse and then risk seeking, an increasing and respectively decreasing function is 
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obtained. In the latter the risk measure is not coherent, as it does not assign higher weights to 
bigger losses. 
0 ou 0^  oa 04 &5 as &7 as &9 i 
Figure 5.2: Risk Spectrum: Risk-Averse Weights 
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Figure 5.3: Risk Spectrum; Risk-Seeking Weights 
The risk averse or risk seeking attitudes can be defined by the weights an investor assigns 
to each asset and the expected premium/risk. In our case the risk aversion function is calcu-
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lated with respect to the expected loss, which is the difference between the premium and the 
value of the investment. 
If in the above mentioned optimisation algorithm we set as the expected shortfall 
EVaR of the losses for each percentile a. We can use the fact that any convex combination of 
a coherent risk measure is also a risk measure 
1=1 
(5.9) 
= 1 (5.10) 
i=l 
If we calculate the CVaR and set the target CVaR to 300000 we obtain the following risk 
aversion and risk seeking function: 
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Figure 5.4: Risk Spectrum CVaR : Risk-Averse Weights 
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Figure 5.5: Risk Spectrum CVaR : Risk-Seeking Weights 
5.1.3.2 Diversified Portfolio 
The portfoho consist of loans, equities and catastrophe losses. The equities are modelled as 
lognormally random variables with Gaussian copula coiTelated with the following correlation 
matrix, where El is Imperial Tobacco, E2 is Schlumberger Ltd, E3 is Cisco Systems, E4 is 
Adidas AG and E5 is Siemens AG. 
El E2 E3 E4 E5 
El 1.00 
E2 -0.0168 1.00 
E3 -0.0553 0.1490 1.00 
E4 0.1490 0.1578 0.1323 1.00 
E5 -0.0712 0.2619 0.5070 0.2985 1.00 
Table 5.5: Equity Correlation Matrix 
The lognormal distribution parameters are as follows: 
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PI P2 P3 P4 P5 
0.17 0.08 0.08 0.04 0.08 
a 1.5582 2.1241 2.71 1.9 2.3 
Table 5.6: Lognormal Distribution-Parameters 
The catastrophe losses are modeled as compound poisson distributed random variables. A 
compound Poisson distribution is the probability distribution of a Poisson distributed number 
of independent identically-distributed random variables. Let N ~ Poisson{X) and X is a 
lognormally distributed random variable, then the probability distribution of the sum 
N 
(5.11) 
2=1 
is a compound Poisson distribution. 
The catastrophe losses have correlation coefficient p = 0.82 and the following distribution 
parameters: 
CI C2 
A 2.2 6.6 
4.59 4.4 
a 2.17 4.2 
Table 5.7; Frequency and Severity Parametrs 
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The loans are modelled as follows: First the default times are simulated. Gaussian copula 
is used to generate correlated uniform random variable on [0,1], which are then translated into 
default times via the inverse of the marginal distributions. If default occurs the loss is equal to 
Lj = (1 — RRi) * Ni (5.12) 
where RR is the recovery rate for loan i, N is the notional and Q is the discount factor. The 
loans have the following correlation matrix: 
Li L2 L3 L4 L5 L6 L7 L8 
LI LOO 
L2 0.32 1,00 
L3 0.37 OJl LOO 
lA 0.13 0.22 0.22 1.00 
L5 0.22 0.21 0.21 0.09 1.00 
L6 0.36 0.31 0.36 0.12 0.20 1.00 
L7 0.20 0J3 0.18 0.10 0.18 0 1.00 
L8 0.24 0.23 0.23 0.20 0.26 0.22 0.26 LOO 
Table 5.8: Loans Gaussian Copula Correlation Matrix 
Optimizing equation 4.34 with respect to A assuming that the investor is risk averse and 
TL = 5000000 we obtain the following risk spectrum: 
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Figure 5.6: Risk Spectrum: Risk-Averse Weights 
The weights used are as follows: 
weights 0.0017 0.0025 0.0034 0.0042 0.0051 0.0068 &0085 0.0153 
0.2547 0.3396 01698 0.0849 0.0187 0.034 0.0509 
Table 5.9: Risk-Averse Weights 
The weights allocated when we have a risk seeking investor as follows: 
weights 01698 0.0849 0.0509 0.034 0.0187 0.3396 0.2547 0.0153 
0.0051 0.0042 a0034 0.0025 0.0017 0.0085 0.0068 
Table 5.10: Risk-Seeking Weights 
With the same TL = 5000000, but risk-seeking weights, the function is decreasing show-
ing that this risk measure is not coherent. This risk measure does not assign higher weights to 
bigger losses. 
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Figure 5.7: Risk Spectrum: Risk-Seeking Weights 
In the next graph we can see a comparison between both the risk aversion and risk seeking 
function as defined above and also the impact of changing the weight and gradually modifying 
risk aversion function to a risk seeking function. 
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Figure 5.8: Risk Spectrum 
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5.2 Portfolio Optimization 
In this section we optimize the portfolio described in section 5.1.2.2 Credit Portfolio Model. 
The portfolio is optimized using Rockafellar and Uryasev methodology, discussed in section 
2.4.1 Optimization of CVaR . 
The risk measure minimised is CVaR at 99% confidence level. 
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Comparing this graph with the ESC graph in section 5.1.2.2 we can see that after the 
portfolio is being optimised the only outliers are at CVaR 50% 90% and 95% confidence 
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level. The portfolio we get is better diversified, which can be seen in the graph below, where 
the risk measures used are more uniform. 
Spectral Capital Al locat ion-Optimised Portfol io 
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Conclusion 
The thesis outhnes a new approach for selecting a risk measure. The importance of risk 
measure is its ability to accurately and consistently compare the severity of different risk 
portfolio. In recent years extensive research has been done to develop different types of risk 
measures, starting from VaR , followed by the introduction of the notion of coherent risk 
measures. Since then, research on the basis of coherent risk measures has continued, resulting 
in convex and expectation bounded risk measures. Expected shortfall has been proposed as a 
natural coherent alternative to VaR . More recently, other different classes of "coherent" risk 
measures with their own properties has also been constructed, e.g. spectral risk measures. The 
difficulty of having such a wide choice of risk measures is which one to choose. The thesis 
overcomes this problem by suggesting the use of spectral risk measures. The spectral measure 
is implied from market premia. 
The thesis's approach is well suited to portfolios that deviate from normality. In com-
70 
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parison to the current market models, there are no restrictions on the distribution type. By 
choosing a risk measure, specific to the portfolio, all types of risk can be taken into account. 
Each investor's risk measure is unique to that investor, as it reveals risk preferences. 
New financial instruments surface in the capital market every day. It is a great challenge 
to properly and effectively measure these risks as investors' attitudes to risk are also con-
stantly changing. Compared to single-period risk measures, dynamic-risk measures are more 
complicate and difficult and this is an area of future research. 
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