he Bass model has been a standard for analyzing and predicting the market penetration of new products. We demonstrate the insights to be gained and predictive performance of functional data analysis (FDA), a new class of nonparametric techniques that has shown impressive results within the statistics community, on the market penetration of 760 categories drawn from 21 products and 70 countries. We propose a new model called Functional Regression and compare its performance to several models, including the Classic Bass model, Estimated Means, Last Observation Projection, a Meta-Bass model, and an Augmented Meta-Bass model for predicting eight aspects of market penetration. Results (a) validate the logic of FDA in integrating information across categories, (b) show that Augmented Functional Regression is superior to the above models, and (c) product-specific effects are more important than country-specific effects when predicting penetration of an evolving new product.
Introduction
Firms are introducing new products at an increasingly rapid rate. At the same time, the globalization of markets has increased the speed at which new products diffuse across countries, mature, and die off (Chandrasekaran and Tellis 2008) . These two forces have increased the importance of the accurate prediction of the market penetration of an evolving new product. Although research on modeling sales of new products in marketing has been quite insightful (Chandrasekaran and Tellis 2007) , it is limited in a few respects. First, most studies rely primarily, if not exclusively, on the Bass model. Second, prior research, especially those based on the Bass model, need data past the peak sales or penetration for stable estimates and meaningful predictions. Third, prior research has not indicated how the wealth of accumulated penetration histories across countries and categories can be best integrated for good prediction of penetration of an evolving new product. For example, a vital unanswered question is whether a new product's penetration can be best predicted from past penetration of (a) similar products in the same country, (b) the same product in similar countries, (c) the same product itself in the same country, or (d) some combination of these three histories.
The current study attempts to address these limitations. In particular, it makes four contributions to the literature. First, we illustrate the potential advantages of using functional data analysis (FDA) techniques for the analysis of penetration curves (Ramsay and Silverman 2005) . Second, we demonstrate how information about the historical evolution of new products in other categories and countries can be integrated to predict the evolution of penetration of a new product. Third, we compare the predictive performance of the Bass model versus an FDA approach and some naïve models. Fourth, we indicate whether information about prior countries, other categories, the target product itself, or a combination of all three is most important in predicting the penetration of an evolving new product.
One important aspect of the current study is that it uses data about market penetration from most of 21 products across 70 countries, for a total of 760 categories (product × country combinations). The data include both developed and developing countries from Europe, Asia, Africa, Australasia, and North and South America. In scope, this study exceeds the sample used in prior studies (see Table 1 ), yet the approach achieves our goals in a computationally efficient and substantively instructive manner.
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Another important aspect of the study is that it uses FDA to analyze these data. Over the last decade, FDA has become a very important emerging field in statistics, although it is not well known in the marketing literature. FDA provides a set of techniques that can improve the prediction of future items of interest, especially in cases where prior longitudinal data are available for the same products, data are available from histories of similar products, or complete data are not available for some years. The central paradigm of FDA is to treat each function or curve as the unit of observation. We apply the FDA approach by treating the yearly cumulative penetration data of each category as 760 curves or functions. By taking this approach, we can extend several standard statistical methods for use on the curves themselves.
For instance, we use functional principal components analysis (PCA) to identify the patterns of shapes in the penetration curves. Doing so enables a meaningful understanding of the variations among the curves. An additional benefit of the principal component analysis is that it provides a parsimonious, finite-dimensional representation for each curve. In turn, this allows us to perform functional regression by treating the functional principal component scores as the independent variables and future characteristics of the curves, such as future penetration or time to takeoff, as the dependent variable. We show that this approach to prediction is more accurate than the traditional approach of using information from only one curve. It also provides a deeper understanding of the evolutions of the penetration curves.
Finally, we perform functional clustering by grouping the curves into clusters with similar patterns of evolution in penetration. The groups we form show strong clustering among certain products and provide further insights into the patterns of evolution in penetration. In particular, plotting the principal component scores allows us to visually assess the level of clustering among different products for all 760 curves simultaneously. Such a visual representation would be impossible using the original curves.
The rest of the paper is organized as follows. The next three sections present the method, data, and results. The last section discusses the limitations and implications of the research.
Method
We present the method in five sections. The first three sections outline various applications of FDA. Figure 1 provides a flowchart of the implementation of our three FDA techniques. The first section describes functional principal components. The second section shows how the functional principal component scores can be used to perform functional regression for predictions. The third section illustrates how the PCA scores can be used to perform functional cluster analysis and hence identify groupings among curves. The fourth section describes the alternate models against which we test the predictive performance of the FDA models. The last section details the method used for carrying out predictions.
Functional Principal Components
FDA is a collection of techniques in statistics for the analysis of curves or functions. Most FDA techniques assume that the curves have been observed at all time points, but in practice this is rarely the case. In some instances, curves might not be observed over all time periods. In other cases, the curves might be observed only over discrete intervals (e.g., annual estimates of adoption of new products). Because we have many observations for each curve, we first use a simple smoothing spline approach to generate a continuous smooth curve from our discrete observations. For example, a smoothing spline can be fit to a curve plotting the penetration of CD players, given 10 years INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
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Modeling of individual curves
Collect data on penetration levels across time, countries, and products
Functional principal components
Generate a continuous smooth curve from discrete observations using smoothing spline approach
Decompose curves into functional principal scores of discrete data to obtain its penetration curve. The full details of our spline implementation are provided in Appendix A.
We denote by X 1 t X 2 t X n t the n smooth curves that are our approximations to the penetration curves for each product-country combination and decompose these curves in the form
subject to the following orthogonality constraints:
2 j s ds = 1 and j s k s ds = 0 for j = k The j t s represent the principal component functions, the e ij s, the principal component scores corresponding to the ith curve, and t the average curve over the entire population. As with standard principal components, 1 t represents the direction of greatest variability in the curves about their mean. 2 t represents the direction with next greatest variability subject to an orthogonality constraint with 1 t , etc. The e ij s represent the amount that X i t varies in the direction defined by j t . Hence, a score of zero indicates that the shape of X i t is not similar to j t , while a large score suggests that a high fraction of X i t 's shape is generated from j t .
To compute the functional principal components, we divide the time period t = 1 to t = T into p equally spaced points and evaluate X i t at each of these time points. Note that the new time points are not restricted to be yearly observations, because the smoothing spline estimate can be evaluated at any point in time. Finally, we perform standard PCA on this p dimensional data. The resulting principal component vectors provide accurate approximations to the j t s at each of the p grid points, and likewise the principal component scores represent the e ij s. We opted to set p = T and to evaluate the j t s at the original yearly time points. Because our penetration curves were generally smooth, this approach generated smooth estimates for the j t s.
In theory, n different principal component curves are needed to perfectly represent all n X i t s. However, in practice, a small number (D) of components usually explain a substantial proportion of the variability (Ramsay and Silverman 2005) , which indicates that
for some positive D n. Note that the smooth functions, X i t , are infinite dimensional in nature even though they are observed INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
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at only a finite number of time points. However, we use the e ij s in Equation (2) to reduce the infinite dimensional functional data to a small set of dimensions. This reduction in dimensions is crucial because it allows us to perform functional clustering and functional regression, as described in the following two sections. In addition, it provides a parsimonious representation because it reduces the number of observations for each curve from T down to some small value D.
Note that even though the spline approach will not work in situations where only one or two time points are available for each curve, we can compute the functional principal components from sparsely observed data using other more sophisticated methods (see, e.g., James et al. 2000 , Jank and Shmueli 2006 , Rettinger et al. 2008 . Hence the methods of functional clustering and functional regression that we describe in this paper can be applied even to products with only one or two years of penetration data.
Functional Regression
We use functional regression to predict several items of interest, such as future marginal penetration level in any given year or the year of takeoff. Let X i t be the smooth spline representation of the ith curve observed over time such as the first five years of cumulative penetration for a given category. Let Y i represent a related item to be predicted, such as the marginal penetration in year six.
Functional regression establishes a relationship between predictor, X i t , and the item to be predicted, Y i , as follows:
Equation (3) is difficult to work with directly because X i t is infinite dimensional. However, for any function f , there exists a corresponding function g such that f X t = g e 1 e 2 , where e 1 e 2 are the principal component scores of X t . We use this equivalence to perform functional regression with the functional principal component scores as the independent variables. This approach is related to principal components regression, which is often used for nonfunctional, but high-dimensional, data. The simplest choice for g would be a linear function in which case Equation (3) becomes
for some D ≥ 1. A somewhat more powerful model is produced by assuming that g is an additive, but nonlinear, function (Hastie and Tibshirani 1990) . In this case, Equation (3) becomes
where the g j s are nonlinear functions that are estimated as part of the fitting procedure. There are different ways to model the g j s but one common approach, which we use in this paper, is the smoothing spline discussed in Appendix A. One advantage of using Equation (4) or Equation (5) to implement a functional regression is that once the e ij s have been computed via the functional PCA, we can then use standard linear or additive regression to relate Y i to the principal component scores. We can also extend Equation (5) by adding covariates that contain information about the curves beyond the principal components, such as product or country characteristics or marketing variables.
Functional Clustering
We use functional clustering for the purpose of better understanding the penetration patterns in the data.
In particular, we wish to identify groups of similar curves and relate them to observed characteristics of these curves such as the product and country. We use the principal components described in the previous section to reduce the potentially large number of dimensions of variability and cluster all the curves in the sample. We apply the standard k-means clustering approach (MacQueen 1967) to the D-dimensional principal component scores, e i , described in Equation (2) to cluster all the curves in the sample. Appendix B provides more details of k-means clustering.
We use the "jump" approach (Sugar and James 2003) to select the optimal number of clusters, k. We
where k is given by (B1) and Z is usually taken to be D/2. Sugar and James (2003) show through the use of information theory and simulations that setting the number of clusters equal to the value corresponding to the largest k provides an accurate estimate of the true number of clusters in the data.
Once we compute the cluster centers, we assign each curve to its closest cluster mean curve. We can then use Equation (2) to project the centers back into the original curve space and examine the shape of a typical curve from each cluster.
Comparing Alternative Models
To fully understand the advantages of FDA, we compare two implementations or models of FDA with five nonfunctional models. We name the two functional models-Functional Regression and Augmented Functional Regression-and the five nonfunctional models-Estimated Mean, Last Observation Projection, Classic Bass, Meta-Bass, and Augmented Meta-Bass. Table 2 classifies all the models based on their use of information across curves and nature of the model. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
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Estimated Mean. The Estimated Mean is a simple model, which fits the mean of the item to be predicted in the estimation sample as the predicted value of the item in the holdout sample. So, for example, to predict marginal penetration in year T + 1, we use the mean marginal penetration in year T + 1 among all curves in the estimation sample. Specifically, the prediction for the ith observation in the holdout sample, Y i , is given by
where Y is the mean across all countries and products on the estimation sample. Note that this is a very simple model, which does not use any information from the first T periods of data.
Last Observation Projection. The Last Observation Projection is another simple model, which estimates the item to be predicted from only the last observation in each penetration curve. To do so, we first relate the item to be predicted, Y i , to the final observed penetration level, X i T , in the estimation sample. To estimate this relationship, we explore both a standard linear model (Equation (7)) as well as a more flexible nonlinear model (Equation (8)),
We use the nonlinear model for our final results. For the prediction, we use the estimated g from Equation (8) and the final observed penetration level (X i T ) in the holdout sample to get the predicted item in the holdout sample.
Note that this is a slightly superior model to the Estimated Mean, because it uses at least the last observation from each curve to be predicted. However, it still does not use any other prior data from the curve. We also tested out a linear regression model incorporating all T time periods, X i 1 X i T , as independent variables. We have not reported the results here because while this approach worked slightly better on some items and slightly worse on others, the overall results were not substantively different from the Last Observation predictions.
Classic Bass. The Classic Bass Model (Bass 1969) fits each curve in the sample separately by estimating the following model:
where t = time period, s t = marginal penetration at time t, p = coefficient of innovation, q = coefficient of imitation, and m = final cumulative penetration. We estimate the model via the genetic algorithm because Venkatesan et al. (2004) provide convincing evidence that the genetic algorithm provides the best method for fitting the Bass model relative to all prior estimation methods. For each curve, we use the first T years of data to estimate the three Bass parameters, m, p, and q. We then predict the next five years of penetration levels by plugging the estimated parameters back into the Bass model and evaluating at times T + 1 through T + 5. We predict the time of peak marginal penetration by using t = log q/p / p +q and the peak marginal penetration using s = m p + q 2/4q. We do not predict time to takeoff with the Classic Bass model. Note that the Classic Bass model does not distinguish between holdout and estimation samples because each curve is fit individually without using information from other curves.
Meta-Bass. In the Meta-Bass model, we extend the Classic Bass model to use information across curves. To do so, we first estimate m, p, and q for each curve using the genetic algorithm, as outlined above. Then, for each item to be predicted, we fit the nonlinear additive model
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to the estimation sample, where g 1 , g 2 , and g 3 are smoothing splines as defined previously. We use the estimated parameters from this additive model and the estimates of m, p, and q for each curve in the holdout sample to compute the corresponding item to be predicted for each of the holdout curves. Note that the estimation of m, p, and q can also be done using a Bayesian formulation with a prior on m p q .
Augmented Meta-Bass. The Augmented MetaBass is the same nonlinear additive model used for the Meta-Bass, except that we add an indicator variable for each of the R products to which each curve belongs; thus ) where I ir = 1 if the ith curve belongs to product r, and 0 otherwise, and the r s are regression coefficients that are estimated as part of the model-fitting procedure. Note that the Meta-Bass and Augmented MetaBass are extensions of the Classic Bass that make use of all of the information across curves, rather than just using each curve individually. Because using information across curves is an essential feature of functional regression, doing so puts the Meta-Bass and the Augmented Bass on the same platform as the FDA models (see Table 2 ).
Functional Regression. For the Functional Regression model, we compute four principal component scores, the first two each on the penetration curves, X i t , and on the velocity curves, X i t . The principal component scores on the velocity curves are computed in an identical fashion to that for the penetration curves, except that we use the derivative of X i t . We then use these four scores as the independent variables in an additive regression model, as shown in Equation (5), on the estimation sample. We then use the estimated parameters of this equation and the data from the curves in the holdout sample to compute the items to be predicted in the holdout sample.
Augmented Functional Regression. Our second functional approach enhances the power of Functional Regression by adding an indicator variable for each of the R products to which each curve belongs, as with the Augmented Meta-Bass model. Hence the Augmented Functional Regression model involves estimating a nonlinear additive model on the estimation sample as follows:
where the g j s are smoothing splines. We then compute the items to be predicted for each curve in the holdout sample from the estimated values of the above parameters and the data in each curve in the holdout sample. This model is directly comparable to Augmented Meta-Bass because both models use information across curves and from products.
Method for Prediction
We explain the specific procedure for carrying out the prediction in three parts: items being predicted, computation of errors, and partitioning of sample.
Items Being Predicted. We first truncate each curve at the T th year. We use the penetration in years 1 to T to estimate the model and predict the marginal change in penetration for years T +1 to T +5. For each curve, we also predict the number of years to takeoff, the years to peak marginal penetration, and the level of peak marginal penetration. Takeoff is the first turning point in sales, marking the transition from the introductory to the growth stage of the product lifecycle. We identify the year of takeoff based on the definition proposed by Golder and Tellis (1997) . Thus we predict a total of eight items for each of seven models, for a total of 56 model items. We do this whole process once each for T = 5 years and T = 10 years.
Computation of Errors. For each of these 56 model items to be predicted, we compute the mean absolute deviation (MAD) over all penetration curves; i.e.,
where Y i is a particular item for curve i and Y i is the corresponding estimate using a given model.
Partitioning of Sample. We use tenfold crossvalidation by randomly partitioning the curves into 10 equal groups. We hold out one group, estimate each of the models on the remaining nine groups using data from years 1 to T , and then form predictions on the held out group for years T + 1 to T + 5. We repeat this process 10 times, for each of the 10 held out groups of data. T is the same for all countries and products. Figure 2 provides a graphical description of our process. For each of the 56 model items, we compute the MAD as an average of these 10 iterations. Note that k-fold cross-validation is superior to simple splitting of data into one holdout and training group, because all the data are used (randomly) as a holdout once.
Data
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Sample
Most of the prior studies are limited in scope in terms of both product type and geographical breadth (see Table 1 ). We collect data on 760 categories drawn from 21 products (see Table 3 ) and 70 countries (see Figure 3) . The sample includes a broad sample from three categories: household white goods, computers and communication, and entertainment and lifestyle.
Sources
The information required for this study is penetration rates of different products introduced in different markets from the year of introduction to at least some time after the takeoff. The primary source of our data is the Global Market Information Database of Euromonitor International, which is an integrated online information system that provides business intelligence on countries, consumers, and lifestyles. We also use press releases, industry reports, and archived records to identify the year of introduction from databases like Factiva and Productscan.
Procedure
We follow the general rules for data collection for the historical method (Golder 2000) . We explain specific problems we encounter and the rules we use to resolve them. We screen the categories to be used by three criteria. First, we suspect that all curves that have penetration rates above 1% in the first year might have missing early years of data. So for these categories, we check the year of introduction from historical reports or press releases. We exclude all categories where data are not available from the first year of introduction. Second, we exclude from our analysis any categories that do not contain at least T + 5 years of observations or have not reached peak marginal penetration. Third, the data from this source are available only from 1977. Hence we exclude all categories where the product had been introduced or taken off earlier than 1977. 
Results
We present the results on functional principal components, functional regression, and functional clustering.
Functional Principal Components
Figures 4(a) and 4(b) provide plots of 1 t and 2 t computed from the first 10 years of observations on the 760 penetration curves. The first principal component represents the amount by which a curve's penetration, at year 10, is above or below the global year 10 average of all 760 curves. Categories with a positive score on the first component end up with above average last-period penetration levels, while those with negative scores have below average last-period penetration. Alternatively, the second principal component represents the way the penetration levels evolve. Categories with a positive score on the second component grow most rapidly in the early years but slow down by year 10, while those with a negative score are associated with slow initial growth and a rapid increase toward year 10.
An alternative way of visualizing these curves is presented in Figures 4(c) and 4(d) . Here, the black line corresponds to t , the average penetration level over all 760 curves. The red lines represent t ± j j t , where j is a constant proportional to the standard deviation of e ij . Figure 4(c) shows that categories with a positive value for e i1 will have above average last period penetration levels at year 10, while ones with a negative e i1 will remain stagnant over time and will have last period penetration levels below the overall average. Alternatively, Figure 4( d) shows that categories with a positive value for e i2 will grow somewhat faster than average to begin with but then fall below average after 10 years, while curves with a negative e i2 will have the opposite pattern.
Remarkably, 1 t and 2 t together explain more than 99% of the variability in the smoothed penetration curves, which indicates that e i1 and e i2 provide a highly accurate two-dimensional representation of X i t . However, it should be noted that the smoothing spline approach removes some of the variability in the data, so 1 t and 2 t explain somewhat less than 99% of the variation in the observed penetration data. As mentioned previously, one can also compute principal components for the velocity curves of the penetration levels. When we perform this decomposition on the penetration curves, the principal components of X i t have a very similar structure to those for X i t .
Functional Regression
This section presents the performance of the seven models on the eight items to be predicted. Tables 4(a) and 4(b) present the cross-validated MAD scores for each model using cutoffs of T = 5 and T = 10 years INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
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To assess the ability of FDA to predict items of penetration curves, we compare the Functional Regression model to the five nonfunctional models. Functional Regression is superior to Estimation Mean, Last Observation Projection, and Classic Bass at predicting all eight items at both cutoff times (see Table 4 ). The reason is that the Estimation Mean and the Last Observation Projection use minimal information from prior time periods, while Classic Bass uses no information across curves. Functional Regression is also better than Meta-Bass on all items for both cutoff times, except for time to peak marginal penetration at cutoff time T = 10 years.
The performance of Functional Regression is mixed when compared with Augmented Meta-Bass. At the cutoff of T = 5 years, Functional Regression is superior to Augmented Meta-Bass for the T + 1, T + 2, and T + 3 years, similar for T + 4 years, but inferior for the other four items (see Tables 4(a) On the other hand, with the sole exception of the Classical Bass predicting year T + 1 with cutoff of T = 10, the Augmented Functional Regression model is superior to all nonfunctional models, including Augmented Meta-Bass, for every item to be predicted and for both cutoff times. The Augmented Functional Regression is also superior to Functional Regression, except in three instances where it is equal or slightly inferior (for T + 1 years at cutoff of T = 5 years and T + 1, T + 4 years at cutoff of T = 10 years). The superiority over Functional Regression is most noticeable in the time to takeoff and time to peak marginal penetration.
When considering Table 5 , Augmented Functional Regression is superior for at least 50% of the curves in 91 out of the 94 possible comparisons with other models. It appears that the Functional Regression model is slightly superior for predicting T + 1, but the augmented version is preferable for any longer range predictions. Most of the differences in Tables  4 and 5 are highly statistically significant. We also tested out the Augmented Functional Regression model with the addition of a predictor for geographic region as defined in the clustering section but found that the performance deteriorated slightly. In summary, the Augmented Functional Regression model INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Additional information, including rights and permission policies, is available at http://journals.informs.org/. 3 . Using an alternative metric for error, the mean squared error, yields similar results. outperforms other models in more than 96% of the comparisons with six alternate models to predict seven items across two cutoff times. Figure 5 provides several approaches to viewing the results from the functional clustering using k-means on e i1 and e i2 . The "jump" approach of Sugar and James (2003) suggests between six and nine clusters. We opt for six to provide the most parsimonious representation (see Table 6 ). Figure 5 (a) plots the centers of the six clusters on the original time domain. The figure illustrates the pattern of growth of a typical curve in each cluster. Alternatively, Figure 5 (b) plots all 760 curves in the reduced two-dimensional space, using the same colors as Figure 5 (a) to represent each cluster. The six cluster centers are represented as solid black circles. Each cluster differs from the other clusters in the pattern of penetration over time. Broadly speaking, Clusters 1-3 represent high-growth products, while the last three correspond to lower growth rates. Cluster 1 takes on large values in both the first and second principal component dimensions. Recall that a positive value in the first dimension corresponds to overall high last-period penetration, while a positive value in the second dimension represents a fast growth at the beginning but a slowdown by year 10. The black curve in Figure 5 (a) shows this pattern with the fastest overall growth but a slight slowdown by year 10. Cluster 2 is close to zero for the second dimension, indicating no overall slowdown, as we can see from the pink curve. Clusters 3 and 4 provide an interesting contrast: Cluster 3 has a negative value in the second dimension, while Cluster 4 is positive. This suggests a slow start for Cluster 3 but with increasing momentum by year 10 and the opposite pattern for Cluster 4. Figure 5 (a) shows precisely this pattern, with Cluster 4 starting ahead of Cluster 3 but then falling rapidly behind. Cluster 5 represents a moderate rate of growth, while Cluster 6, which contains the largest number of products, corresponds to a much slower improvement in penetration. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s). Additional information, including rights and permission policies, is available at http://journals.informs.org/.
Functional Clustering
We also examine whether the penetration patterns differ across products. Figure 5 (c) illustrates the growth patterns for the 21 different products in the sample. We plot all 760 curves in our two-dimensional space using a different plotting symbol for each product. There are very clear patterns within the same product. For example, the green stars correspond to Internet-compatible PCs and have almost uniformly large values on the first dimension, indicating rapid increases in penetration levels. Notice that one product might have both positive and negative values for the second dimension, suggesting more rapid takeoff in some markets over others. Alternatively, the yellow squares represent DVD players and have a very tight clustering with almost uniformly moderate scores on the first principal component and negative scores on the second principal component. These results suggest a slow initial growth with much more rapid expansion toward year 10. The tighter clustering suggests that the takeoff for these products is largely similar across different markets in the sample. Finally, the blue solid dots, representing videotape recorders, show the opposite pattern with large positive scores on the second dimension, suggesting fast initial growth but then a slowdown in later years.
Curves for each product are from a variety of countries. Table 6 provides the fraction of curves of each product that fall within each of the six clusters. The functional clustering suggests three groups: fast growth electronics, slower growth electronics, and household goods. The first three clusters capture a group of six fast-growth electronics products, with Cluster 1 primarily Internet PCs, Cluster 2 a mixture, and Cluster 3 mainly DVD players. The other three clusters capture a group of slow-growth products: video game consoles, satellite TV, and CD players make up the bulk of Cluster 4. Cluster 5 contains many products but seems to concentrate principally on countries with slower growth for CD and DVD players, satellite TV, and video game consoles. Finally, Cluster 6, the slowest growth cluster, contains the vast bulk of household appliances.
Similarly, we also examine whether the penetration patterns differ across countries. We categorize the data into seven economic groupings (see Table 7 and Figure 3 ). For each group, Table 7 shows the fraction of curves that fall in each of the six clusters. For example, for countries from Africa and developing Asia, 86% of curves fall into the slowest growth Cluster 6. In contrast, North American, Western Europe, and Australasia have curves that are more spread out over the six clusters, with only 31% in the slowest growth Cluster 6. 
Discussion
Predicting the market penetration of new products is currently growing in importance because of increasing globalization, rapid introduction of new products, and rapid obsolescence of newly introduced products. Moreover, good record keeping has generated a wealth of new product penetration histories. The Bass model has been the standard model for analyzing such histories. However, the literature has not shown how exactly researchers should integrate the rich record of penetration histories across categories with the penetration of an evolving new product to predict future characteristics of its penetration. FDA, which has gained significant importance in statistics, is well suited for this task. Our goal is to demonstrate and assess the merit of FDA for predicting the market penetration of new products and compare it with the Bass model. We compare the predictive performance of Functional Regression and Augmented Functional Regression with five other models-two simple or naïve models, the Classic Bass model, the Meta-Bass model, and the Augmented Meta-Bass model-on eight items to be predicted.
Our analysis leads to the following three important results:
(1) The essential logic of integrating information across categories, which is the foundation of FDA, provides superior prediction for an evolving new product.
(2) Specifically, an evolving category can be best predicted by integrating information from (a) past penetration of that category, (b) past penetration of other categories, and (c) knowledge of the product to which it belongs, via the framework of functional regression.
(3) For a vast variety of items that need to be predicted, the Augmented Functional Regression is distinctly superior to a variety of models, including simple or naïve models Classic and Enhanced Bass models and Functional Regression. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Implications
Our functional regression has at least two clear managerial implications. First, our method can be used to make more accurate predictions of the future trajectory for both existing products and new products with only a few years of observations. One could also make predictions for the evolution of a new product without any data, based on the previously observed principal component scores of similar products. Second, although we have not done so here, it would be conceptually simple to add additional variables such as pricing and advertising information to the Functional Regression model. The addition of these variables would allow a manager not only to passively predict but to also control future penetration levels. Our results raise the following questions with further managerial and research implications.
First, why don't simple extrapolative models work well for prediction, as some researchers assert they do (Fader and Hardie 2005; Armstrong 1984 Armstrong , 1978 Armstrong and Lusk 1983) ? Our analysis makes it clear that there are two dimensions of information INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
that are not captured by simple models. One, there is valuable information in the prior history of the new product, which as the Bass model suggests, probably arises from consumers' innovative and imitative tendencies. Two, there is intrinsic information across products and countries, which might be used effectively to predict the penetration of an evolving new product. Despite their intuitive appeal, simple models that do not capture these sources of information will fail to predict well. Second, why does the Classic Bass model not work as well for prediction? We suspect that it does not fully capture the two dimensions of information. One, the Classic Bass model ignores other categories. This fact is borne out by the superiority of the Meta-Bass and the Augmented Meta-Bass in predicting items further into the future. Both of these latter models capture information from other categories. Thus, even in a parametric setting, increased predictive accuracy can be gained by incorporating information from multiple categories, especially when predicting further into the future. Two, the Classic Bass model is relatively flexible but nevertheless parametric, so it is limited in the range of shapes that it can take on. In particular, it is constrained to symmetric shapes for certain values of p and q. The relatively strong performance of the Last Observation Projection model shows that removing the parametric assumptions can cause additional improvements. In line with that result, FDA provides higher flexibility by using a nonparametric approach. So it can capture a variety of flexible patterns without overfitting, with the help of the principal components as explained earlier.
The main disadvantage of a nonparametric method is that the increased flexibility can produce variability in the estimates. However, Functional Regression builds strength across the 760 curves to mitigate the problem of variability while generating more flexible estimates than those produced by the Classic Bass model. Third, why does the Augmented Functional Regression outperform Functional Regression, especially for items further into the future? The probable reason is that a particular product has a distinct pattern of penetration over time. Adding knowledge of that product further stabilizes the variability of predictions around their true value. This pattern can be seen in both the improvement of Augmented Meta-Bass over Meta-Bass and Augmented Functional Regression over Functional Regression. Also note that the improvement is greatest in peak marginal penetration, an item that arguably is most closely associated with a product.
Fourth, why is product seemingly more relevant for predicting market penetration than is country? The probable reason is that the evolution of market penetration seems to follow more distinct patterns by the our approach applies to the prediction of market penetration using only aggregate historical data. Other approaches exist to predict based on survey and experimental data (Hauser et al. 2006 ) and disaggregate historical data (Tellis and Franses 2006) . Future research could address how better improvements can be obtained by using such information when available. Fifth, future research could also address functional regression for predicting the evolution of underlying technologies (e.g., Sood and Tellis 2005) .
