A new algorithm for mining sequential patterns was proposed in this paper. The proposed algorithm employs efficient direct bit position manipulations techniques for mining sequential data with long sequences. The prominent feature of the proposed algorithm DBP-SPAM is that the frequent item sets are discovered by bit position pruning technique and the experimental evaluation showcased that the proposed algorithm outperforms the previous algorithms up to an order of magnitude in terms of execution speed and memory footprints.
Introduction
Agrawal [1] was first to introduce the problem of mining sequential patterns. For a given sequential data, the problem is to find all sequential patterns with a user-defined minimum support, also named frequent sequential patterns. The foremost challenge of mining sequential patterns is the computational cost of support counting for large amount of candidate patterns.
Many research work are carried out in this area and among the related works, after mid's 1990's following Agarwal and Srikant many scholars provided more efficient algorithms [2] [3] [5] [7] . Besides these, work has been done to extend the mining of related patterns. An Apriori-like method finds all frequent items first. By adopting multiple iteration approach, the candidate patterns with length l are generated from the frequent patterns with length (l-1) using iteration. Then the supports of these candidate patterns are checked to discover frequent patterns with length l. The Apriori-like sequential pattern mining methods suffer from the costs to handle a potentially huge set of candidate patterns and scan the database repeatedly. To eliminate the snags present in the afore mentioned algorithms, Prefix Span [4] algorithm developed by Pei et.al, developed from Free Span [6] , was proposed and the design of prefix Span was based on divideand-conquer approach. Recursive method was employed to create sequences where each sequence has the same prefix subsequence. By developing local frequent prefix subsequences in each projected database recursively, all the sequential patterns were discovered without any candidate generation. Although Prefix Span prevented from generating unnecessary candidate patterns, the cost of constructing projected databases recursively was not affordable when dealing with large databases.
In this paper, an improved-version of sequential pattern mining algorithm, called DBP-SPAM, is proposed for mining frequent sequential patterns efficiently. By extending the structures of bitmap data representation, the item presentIn table is constructed first and the corresponding binary position table is constructed next. Based on the binary data presentation, several heuristic mechanisms are proposed to speed up the efficiency of support count and the SPatterns and I-Patterns are found. Where Support count: min_support is a subtle task: A too small value may lead to to generation of thousands of patterns, whereas a too big one may lead to no answer found. To come up with an appropriate min_support, one needs to have prior knowledge about the mining query and the task specific data, and be able to estimate beforehand how man patterns will be generated with a particular threshold. Moreover, the memory footprints required to store temporary data during performing depth-first traversal considerably less than the memory footprints of SPAM algorithm. The experimental results showcased that DBP-SPAM can achieve high magnitude of efficiency outperform the SPAM regarding execution time. Since the proposed algorithm utilizes direct bit position manipulation, the implementation of the algorithm is easy and complexities related to pruning is reduced considerably.
Preliminaries
The problem of mining sequential patterns was originally proposed by [1] . The following definitions refer to [1, 3, 5, and 7] .
Let I = {i 1 , i 2 , i 3 , … . i n } be a set of unique items. A sequence S is an ordered list of events, denoted as <e 1 , e 2 , e 3 … en> where e i is an item, (i.e.) e i  I for 1 i  n. For brevity, the brackets are omitted if the element has only one element, (i.e.) (a) is written as a. An item can occur multiple times in different event of a sequence. The number of events in a sequence is called the length of a sequence and a sequence of l length is l-sequence. A sequence S a = {a 1 , a 2 , a 3 .. a n } is contained in another sequence S b ={b 1 
Proposed Approach
The proposed approach constructs an item bit position table for each sequence in the database S. Let us consider S1= < A (CD) AD >, here there are four sequences and for brevity, the brackets are omitted and <(A) (CD) (A)(D)> is written as < A (CD) AD >. The item positions are found exploring the sequence left to right and the corresponding positions are stored. The length of the binary represented row in the position table is equal to the length of the sequence in the database S. If the item X is in the i th position of the sequence from left, the i th position of that item X is set to 1, otherwise it is set to 0. Considering the sequence S1 in the sample database S, there are three elements and four sequences as shown in the table 2. If the item is present in the sequence, it is denoted by 1 else by 0 as shown in the table 2. Since A is present in the sequence 1 and 3, the bit position corresponding to A is 1010.
Figure 1: Bit Position table of Database S
To reduce the computational cost of checking bits in the position table, Item presence table is constructed with three fields namely Item, Present in and support. Here again we employ top down approach and record the item present in the sequence of database S. If an item is present in i th row of the sequence database, then it is marked by 1, else it is marked by 0. Consider the item "A" in sample sequence database S, since "A" is present in S1, S2, S3 the item presence table is constructed as A = 1, 1, 1, 0, 0. The entire item presentIn table is constructed as shown in the table 3. 
DBP-SPAM Algorithm
This section enumerates the working of DBP-SPAM algorithm and the generations of candidates directly from the position and present. In tables are explained clearly. Instead of generating the candidates by inserting a data into a preknown frequent pattern, the proposed approach directly generates the candidates using the bit position 
From the table 6, it is clear that the sequence S1 and S3 contains A, C, D. The candidate formations are carried out with S1 and S3 position tables. 
The candidates formed are (A)(C) = 2, (C)(D) =2
According to definition 2 and 1,the bit position value of C and D are equal so the I-extended sequence (CD) is incremented. The bit position value of (CD) is less than the bit position value of (A), and satisfies the definition1, (A)(CD) is incremented.
Candidates formed are (CD) = 2, (A)(CD) =2
Since the support count of (A)(C)(D) is less than the min_sup, the candidate is not a frequent sequential pattern and (A)(C)(D) is pruned away. The support count of (A)(CD) is equal to the min_sup threshold and the candidate (A)(CD) is a frequent sequential pattern. The rest of the 2-itemset candidates which are equal or greater than the min_sup threshold value shown in this example are formed earlier before the 3-itemset sequential pattern formations. 
Pseudo Code of DBP-SPAM Algorithm

Working of IS-Pattern Function
The sample sequential dataset is shown in the table 1 and the  presentIn table is constructed as shown in the table 2 and the  bit position table is a constructed as shown in figure 1 . Let us assume that the user defined min-sup value be 2. Here from the table 2, the item "E" is pruned away as the support count value is less than the provided min-sup threshold value.
STEP 1:
Fetch each value from the PresentIn table and form the base table. From the base table shown in the table 9, the sequences with eligible support are AC, AD, BC, BD, CD, ACD and BCD.
STEP 2:
Fetch the newly found sequences from the base table and form I-Extended patterns and S-Extended Pattern.
Consider the first sequence in the base table, AC = 11100. This denotes that the items A and C are present in S1, S2, and S3. Fetch bit position tables of S1, S2 and S3 to form I-patterns and S-patterns. The total count of S-Extended patterns and I-Extended patterns are computed and compared with min-sup value to prune away the infrequent sequential patterns.
ITEM
Count of (A)(C) =3, (A)(C)(A) =2, both these patterns are either equal or higher than the min-sup threshold value given by the user and these two patterns are considered Frequent Sequential patterns.
Experimental Evaluation
The proposed DBP-SPAM algorithm was implemented Microsoft Visual Basic 6.0 programming language on a personal computer with 2.66GHz Intel Pentium dual core processor, 1GB RAM running on windows 7 ultimate. The evaluations were performed on synthetic data generated by the IBM synthetic market-basket data generator. The inputted parameters used for comparison are given below in the table 10. The experimental evaluation regarding running time is compare on different synthetic datasets. These graphs shows the results as the minimum support is changed from 1% to 0.25%. Fig. 4(a) , the experiments are carried out with varying min-sup values and the proposed algorithm DBP-SPAM showcased that it can outperform the SPAM and attain greater efficiency than SPAM with respect to running time. The foremost reason for this high speed execution relies on the pruning technique, where direct bit position of items is manipulated to form the S-Extended patterns and IExtended patterns.
In Fig. 4(b) shows when the min-sup value is lower, the DBP-SPAM clearly outperforms the SPAM by a big magnitude and when the min-sup value is high, the DBP-SPAM matched the speed of the SPAM on most occasions. On some situations with less number of data sequences (2K), the overheads of calculating the support count of individual items and itemsets increases and thereby reduce the speed of the DBP-SPAM. But on larger datasets like (5K), the proposed DBP-SPAM completely outscores the SPAM. Fig.4 (c) shows as the average number of elements per sequence(C) increase, the size of generated synthetic datasets will increase.
In Fig. 4(d) shows the estimated results on maximal memory usage. As far as the memory footprints are concerned, the proposed algorithm utilizes almost the same memory as the SPAM algorithm when executed and occasionally lesser memory footprints than SPAM. The primary reason for this is eliminating the items and itemsets from the PresentIn and bit position tables to avoid unnecessary storage. In Fig. 4(e) shows the maximal memory requirement of DBP_SPAM and SPAM by varying the average number of elements per sequence in the datasets, which indicates the similar outcome. The results of these tests are shown in table 11 to 13.
Experimental Results
Paper 
Conclusion
A new algorithm to mine sequential patterns is proposed in this paper and the bit position manipulation approach used in the proposed algorithm reduced the unnecessary checking and speed up the execution considerably. The foremost challenge in sequential pattern mining depends on confining the size of the candidates generated and abridging the computations involved for the support count. The memory footprints needed to store the data is much less or equal to the existing SPAM algorithm. The experimental results showcased that the proposed algorithm outperformed the SPAM on larger datasets and smaller min-sup threshold values.
