The discrete Laplace probability distribution is exploited as an exponential family to make efficient inference. The discrete Laplace distribution approximates properties of the Fisher-Wright model of evolution. Haplotype frequencies for haploid lineage STR markers are estimated well using a discrete Laplace distribution. Open source software to make inference in a mixture of discrete Laplace distributions is supplied. a r t i c l e i n f o 
Introduction
The use of haploid lineage DNA markers such as Ychromosomal short tandem repeats (Y-STRs) or mitochondrial DNA (mtDNA) polymorphisms have important advantages in certain types of forensic genetic casework (Gill et al., 1985; Roewer, 2009; Sibille et al., 2002) . If e.g. only a small amount of male DNA is found in combination with a large amount of female DNA, Y-STR typing may be very valuable. If e.g. only a hair shaft is found, mtDNA typing may assist in solving the case. We focus on Y-STR in this paper and note that many of the properties of Y-STR are true for mtDNA as well, because they are both lineage markers.
A very important task in forensic genetics is to evaluate the evidential weight of the evidence by means of likelihood principles (Evett and Weir, 1998; Gill et al., 2001) . The likelihood ratio used is
In most single doner cases where it is assumed that errors do not happen, it is often assumed that PðEjH p Þ ¼ 1. Then PðEjH d Þ is called the 'match probability' and is often interpreted as the probability that an individual drawn randomly from the population has the same DNA profile as the trace found at a crime scene. Note, that if we knew the haplotypes of the entire population, the population frequency of the haplotype in question would be the match probability (in an idealized population without e.g. population structure). Thus, assuming a simple population model, the match probability is the haplotype frequency of the haplotype found at the crime scene.
Due to the lack of recombination, there is statistical dependence between loci, making calculations of match probabilities of lineage markers more challenging than that of autosomal markers (Buckleton et al., 2011) . Naïve counts/estimates of match probabilities in a reference database of size n and a haplotype observed x times like x=n, ðx þ 1Þ=ðn þ 1Þ or similar seem to be rather conservative and not generally satisfactory (Brenner, 2010; Buckleton et al., 2011) . The method of Roewer et al. (2000) , Krawczak (2001) and Willuweit et al. (2011) takes the evolutionary aspect of Y-STRs into consideration (see http://www.yhrd.org). Unfortunately, it seems to have some draw backs as indicated by e.g. Andersen (2010) . Brenner (2010) suggested a method that takes the rarity of Y-STR haplotypes into consideration. In particular, when considering Y-STR haplotypes comprising a large number of genetic loci, the proportion of haplotypes observed only oncesingletons -will be high. Brenner (2010) suggested to adjust/ correct the match probability of singletons with a factor, κ, that reflects the ratio between singletons and non-singletons (Robbins, 1968) . The κ correction method estimates the match probability by ð1−κÞ=ðn þ 1Þ, where κ ¼ ðα þ1Þ=ðn þ 1Þ and α denotes the total number of singletons in the reference database. This method was discussed by Buckleton et al. (2011) and Andersen et al. (2013) .
We have developed a model based on assumptions of primarily neutral, single-step mutations of STRs (Ohta and Kimura, 1973) that are following the Fisher-Wright model of evolution (Fisher, 1922 (Fisher, , 1930 (Fisher, , 1958 Wright, 1931; Ewens, 2004) . Caliebe et al. (2010) discussed certain properties of a Fisher-Wright model with neutral single-step mutations. They found the distribution of a quantity that they refer to as the normalized allele process. In this paper, we describe this process and suggest an approximation to its distribution that turn out to be an exponential family called the 'discrete Laplace distribution' due to its similarities to the Laplace distribution of real numbers. This distribution has been described by Inusah and Kozubowski (2006) , although they do not note that it is actually an exponential family.
Finally, examples of the use of the discrete Laplace distribution for the estimation of haplotype frequencies for Y-STRs are presented and compared to the results obtained with other methods. The discrete Laplace distribution was used as a family function in a generalized linear model (GLM). The EM algorithm (Dempster et al., 1977) was used to estimate the probability of membership of a set of unobserved subpopulations. The calculations could be performed on a normal computer: Haplotype frequencies of a database with 1000 Y-STR haplotypes consisting of 7 loci could be estimated in around 5 s assuming 1 subpopulation, in around 10 s assuming 2 subpopulations and in around 60 s assuming 5 subpopulations using a Lenovo T410s laptop with 6 GB RAM and an Intel s Core™ i5 CPU model M520 running at 2.40 GHz.
Thus, this paper consists of two parts: (1) an introduction to an exponential family -the discrete Laplace distribution -and (2) an analysis of the application of it in the analyses of lineage markers in population and forensic genetics. Three R (R Development Core Team, 2010) packages 'fwsim' (Andersen and Eriksen, 2012b) (submitted, see Andersen and Eriksen, 2012a for a preprint), 'disclap' (Andersen and Eriksen, 2013a), and 'disclapmix' (Andersen and Eriksen, 2013b) were produced. 'fwsim' (http:// cran.r-project.org/package=fwsim) simulates populations under the Fisher-Wright model, 'disclap' (http://cran.r-project.org/pack age=disclap) implements the exponential family and 'disclapmix' (http://cran.r-project.org/package=disclapmix) uses the EM algorithm (Dempster et al., 1977) to perform inference for a mixture of distributions. Please, refer to Andersen et al. (2013c) for an introduction on how to use these software packages.
Discrete Laplace distribution
In this section, the normalized allele process of Caliebe et al. (2010) is described. The discrete Laplace distribution (or double geometric distribution) is introduced as a simple probability distribution. An approximation of the distribution of the normalized allele process in terms of the discrete Laplace distribution is discussed and introduced as an exponential family.
Motivation
Let N be a constant population size and let X g ðiÞ∈Z denote the STR allele (number of repeats) of the ith individual in the gth generation. Thus, it is assumed that alleles are integers. This immediately rules out 'null alleles' (typically a SNP in the primer binding regions of around the Y-STR), intermediate alleles and duplications (Butler, 2005; Budowle et al., 2008) . This is a wellknown limitation to mathematical STR models that for example coalescent theory also suffers from (Hein et al., 2005; Andersen et al., 2013) . The normalized allele process is
The normalized allele process has a mean value of zero. It is a positively recurrent, irreducible, and aperiodic Markov chain that converges exponentially fast to the unique unimodal invariant distribution (Caliebe et al., 2010) . Motivated by the results by Caliebe et al. (2010) -especially the simulation results shown in Caliebe et al. (2010, Figure 1 ) for certain choices of N, mutation rate, and number of generationsthe distribution of the normalized allele process can be approximated by a distribution similar to that of the geometric distribution, but with Z as support instead of just f0,1,…g. We refer to this distribution as the 'discrete Laplace distribution'.
A simple probability distribution
The random variable D follows a discrete Laplace distribution with parameter 0 o p o 1 if its probability mass function is such that PðD ¼ dÞ∝p jdj . The normalization constant is found by considering the double geometric series
for 0 o p o 1 and d∈Z. Later, in Section 2.5, it is shown that the distribution has mean value
Approximating the normalized allele process
The interesting quantity is the distribution of Eq. (1), where Caliebe et al. (2010) refer to the probability mass function as η, such that η g ðdÞ ¼ PðV g ðiÞ ¼ dÞ ð 3Þ
for d∈Z. Let Z j ðiÞ∈f−1,0,1g be the mutation event preceding the inheritance of the ith individual in the jth generation. For easier notation, first let
for d∈Z. If μ is the mutation probability, then
Thus, qðdÞ ¼ rðd−2Þ in the notation of Caliebe et al. (2010) (but as we use r as the number of loci, this function will not be used any further). Let
Two expressions of Eqs. (3) and (4) were derived in Caliebe et al. (2010) . The first is a recurrence relation Caliebe et al. (2010, Lemma 8) . The second is a sum of probability mass function convolutions Caliebe et al. (2010, Theorem 13) , which reformulated in terms of γ g instead of η g can be expressed as
,…g, where n means the convolution and q i ¼ q i−1 nq means the ith convolution of q.
Using the recurrence relation, Caliebe et al. (2010) plotted this density, which we will compare to an approximation by the discrete Laplace distribution. First, an alternative way of calculating η g ðdÞ, and thus γ g ðdÞ numerically, will be described. This method exploits how to do convolutions quickly using a discrete Fourier transformation (Cooley et al., 1969; Brigham, 1988) .
By definition
for some θ∈C, which results in
for a ¼ 0,1,…,4g, where i is the imaginary unit satisfying i 2 ¼ −1, and define
Then by Fourier inversion,
Hence, q g ðdÞ can be found by a fast Fourier transformation (FFT) algorithm, e.g. by using the fft function in R (R Development Core Team, 2010) . When the convolutions are calculated, the value of η g ðdÞ is also quickly calculated.
We suggest that the discrete Laplace distribution approximates the distribution of the normalized allele process, η g ðdÞ ¼ PðV g ðiÞ ¼ dÞ, in Caliebe et al. (2010) . We compared the figures (Caliebe et al., 2010, Figures 1 and 2 ), see Figs. 1 and 2 with the approximating discrete Laplace distribution. For each set of parameters, the corresponding parameter, p, of the discrete Laplace distribution was found by calculating the mean
and solving Eq. (2) for p to obtain this parameter.
In Fig. 3 , a probably more realistic mutation rate for Y-STR of μ ¼ 0:003 (Ballantyne et al., 2010) was used.
Approximation properties
To investigate the approximation properties, the KullbackLeibler distance (Kullback and Leibler, 1951; Kullback, 1959) between the exact distribution, η g , given in Eq. (3) (or γ g given in Eq. (4)) and the discrete Laplace distribution was calculated. Assume that D is distributed according to a discrete Laplace distribution and let f ðdÞ ¼ PðD ¼ dÞ. Let
as 0 log 0 ¼ 0. The Kullback-Leibler distances for different mutation rates, number of generations and number of individuals are shown in Fig. 4 . As seen, the error increases with the mutation rate (to some asymptotic value, it seems). Given a fixed number of generations, the error also increases with the number of individuals. On the other hand, given a fixed number of individuals, there are some points where the lines cross and the number of generations causing the largest error depends on the mutation rate.
An exponential family
Assume that the signed allele distance, d∈Z, from an ancestor is distributed according to the probability mass function given by
where 0 o p o1 is the parameter of the model and ð1−pÞ=ð1 þ pÞ is the normalizing constant. A reparameterization with
such that θ o 0 shows that this is an exponential family, because
The probability mass function ddisclap, cumulative distribution function pdisclap, random deviates generation function rdisclap and family object generation function DiscreteLaplace for this exponential family were implemented in the R (R Development Core Team, 2010) package disclap (Andersen and Eriksen, 2013a).
Cumulants
We now proceed with the cumulants to easily obtain the mean value and the variance function of the distribution. Let D have the probability mass function, f ðd; pÞ, as defined in Eq. (5). Then,
Furthermore, we obtain the variance function as
Solving μ ¼ 2p=ð1−p 2 Þ for p, yields
making it possible to obtain the variance function as a function of the mean, i.e. Population size, N 10,000 100,000 1,000,000
Generations, g 100 300 500 1,000 For practical purposes, in the implementation of the generalized linear model family in R (R Development Core Team, 2010) , it is useful to also have the probability mass function as a function of the mean, which is obtained by
Link function
The canonical link function, g, is found as gðμÞ ¼ θ ¼ log p, which is equivalent to
From Eq. (6),
yielding lðμ; dÞ ¼ log LðpðμÞ; dÞ
The deviance for one observation, d, is D 1 ðd,pÞ ¼ −2 log LðpðμÞ; dÞ LðpðdÞ; dÞ ¼ −2ðlðμ; dÞ−lðd; dÞÞ ¼ 2ðlðd; dÞ−lðμ; dÞÞ:
In the special case, where d ¼0, we use L'Hôpital's rule (also called Bernoulli's rule) to find the limit using the derivatives of the numerator and denominator and obtain
lðd; 0Þ ¼ log 1 þ 0 log 0−log 1 ¼ 0 and lðμ; 0Þ ¼ log
To summarize
2ðlðd; dÞ−lðμ; dÞÞ if d≠0:
The null deviance for each observation is
whereμ is the mean of the jdj's.
Parameter estimation
From the theory of exponential families (Azzalini, 1996) , for a sample fd i g n i ¼ 1 of independent and identically distributed variables following the probability mass function f ðd; pÞ as defined in Eq. (5), the maximum likelihood estimator of μ ¼ E½D iŝ
resulting in the maximum likelihood estimator of p p ¼μ
by using Eq. (6).
A generalized linear model
With these tools, we can easily define a generalized linear model. This is quite useful, e.g. in (R) (R Development Core Team, 2010), where we can create a family and use the functionality of the (glm) function and its cousins like the prediction function (predict).
Estimation of Y-STR haplotype frequencies
In this section, we show how the discrete Laplace family introduced in Section 2.5 can be applied within the field of forensic genetics.
As introduced in Section 2, the normalized allele process V g ðiÞ ¼ X g ðiÞ−X g ðNÞ is the allele difference between any individual n and a fixed individual N. It was empirically validated that the discrete Laplace distribution is an approximation to the distribution of the normalized allele process. Caliebe et al. (2010) use X g (N) , the allele of the Nth individual, as a reference in the normalized allele process. Note that any other person's allele can be used instead. We choose the reference as the median of all the alleles for one-locus haplotypes (for more loci, it is a bit more complicated and will be treated below). Thus, using the discrete Laplace distribution is merely a qualified guess as the results in Caliebe et al. (2010) will probably not hold when using the median instead of a fixed individual because the median is expected to have lower variance. Below, in Section 3.7, we investigate how qualified the guess actually is.
Statistical model
Let DLðp,mÞ be a discrete Laplace model with dispersion parameter 0 op o 1, where we now introduce a location parameter m∈Z. The probability mass function is then
Inference for a sample, fd i g n i ¼ 1 , can be made by noticing that the MLE's (maximum likelihood estimates) arê
where the equation ofp stems from Eq. (6).
We will now introduce a model to perform inference in a mixture of multivariate, marginally independent, discrete Laplace distributions.
Statistical model for multivariate mixtures
Remember that we have r loci instead of just one (mutations across loci are assumed to happen independently). We assume that we have a mixture of c unobserved subpopulations centered at y j ¼ ðy j1 ,y j2 ,…,y jr Þ for j ¼ 1,2,…,c. We then assume that given a subpopulation, the signed allele distances to the subpopulation center follow independent discrete Laplace distributions.
As before, let f ðd; pÞ be the probability mass function of a DLðp,0Þ distribution. We define an observation X ¼ ðX 1 ,X 2 ,…,X r Þ to be from a mixture of multivariate, marginally independent, discrete Laplace distributions when the probability of observing X¼ x is
where τ j is the priori probability for originating from the jth subpopulation. Thus, the parameters of this mixture model are
Þ denote such a mixture of multivariate, marginally independent, discrete Laplace distributions.
More theory on finite mixture distributions is given in Titterington et al. (1987) .
Likelihood
In this section, the likelihood of the model is introduced. Let x i ¼ ðx i1 ,x i2 ,…,x ir Þ for i ¼ 1,2,…,n denote the n observed haplotypes from a MMDLðc,r,fy j g Let z i denote the (unobserved) subpopulation from which the ith haplotype originated such that z i ¼ j when the ith haplotype descents from the jth subpopulation. Let
¼ jÞ denote the a priori probability of originating from the jth subpopulation yielding the constraint ∑ j τ j ¼ 1. We will soon see that τ j can be estimated byτ j ¼v þ j =n ¼ ∑ n i ¼ 1v ij =n, wherev ij is an estimate of Pðv ij ¼ 1jx i Þ. The full likelihood of individual i is given by
where f ðd ijk ; p jk Þ is the probability mass function of the discrete Laplace distribution. Note, that p jk in this case is assumed to depend on locus and subpopulation. We will assume that log p jk ¼ θ jk ¼ ω j þλ k . This means that there is an additive effect of locus and an additive effect of subpopulation and that they do not depend on each other as there is no interaction term. This can be interpreted as ω j representing the age of the jth subpopulation and λ k representing the mutation rate at the kth locus. Hence, the full likelihood of the n independent observations
It is a problem that the value of v ij is not known. To deal with this problem, we consider the v ij 's as unobserved variables and use the EM algorithm (Dempster et al., 1977) to estimate the v ij 's.
Choose subpopulation centers
The simplest way to determine the subpopulation centers,
, is to choose c subpopulation centers and keep these fixed. A more flexible approach is to first choose the initial subpopulation centers, and then allow for the subpopulation centers to be moved around later on if that makes the model better.
Due to the single step mutation model, clustering minimizing the L 1 norm is an obvious choice for initial subpopulation centers as the same mutation rate is assumed for all alleles. This type of clustering is also sometimes referred to as k-medians (the method called k-means is minimizing the L 2 norm). One of the possible methods doing this is the Partitioning Around Medoids (PAM) algorithm (Kaufman and Rousseeuw, 1990) , which is supplied by the R (R Development Core Team, 2010) library (cluster) (Maechler et al., 2005) . A disadvantage of PAM is that the number of subpopulations must be specified beforehand, but one can use BIC (Schwarz, 1978) (Bayesian Information Criteria) to select the best number of subpopulations.
When initial subpopulation centers are chosen, the parameters of the model are estimated using the EM algorithm (Dempster et al., 1977) as described in Section 3.5.
When the EM algorithm has converged, one can try to move the subpopulation centers. Letv ij denote the estimate of Pðv ij ¼ 1jx i Þ after the EM algorithm has converged. Because loci are independent in terms of the mutation process, the total likelihood consists of a product of likelihoods for each locus. This means that we can look at each locus at a time. Let k∈f1,2,…,rg be the locus that should be considered.
The MLE of the subpopulation center location assuming all other information is known is then given bŷ
yj is a convex, piecewise linear function that only needs to be evaluated in the ends of each line segment in order to find its minimum.
EM algorithm

Recall that
E½v ij jx i ¼ Pðz i ¼ jjx i Þ and τ j ¼ Pðz i ¼ jÞ and that p depends on locus and subpopulation with no interaction such that log p jk ¼ θ jk ¼ ω j þ λ k .
In the following equation, let
such that
To obtain an estimate of v ij , note that
by using the estimatesτ j andp jk of τ j and p jk , respectively. For easier notation, let
And similar to earlier
wherev þ j ¼ ∑ n i ¼ 1v ij . Now, the EM algorithm used can be described: E-step: Calculatev ij using Eq. (8) using the current estimates of τ j andp jk (obtained from the previous E-step and M-step). Now,τ j can be updated using Eq. (9).
M-step: Maximize
for fp jk g j,k using the current estimates for the other parameters:
This can be done by assuming the GLM model d ijk ∼ω j þ λ k (other possibilities do exist) with weightsv ij , where p jk ¼ expðω j þλ k Þ (ω j is a subpopulation effect corresponding to age and λ k a locus effect corresponding to mutation rate), thus obtainingp jk .
The assumption that the powerv ij is equivalent to fixed, known weights in a GLM likelihood is shown in more detail in Wedel and DeSarbo (1995) . The R (R Development Core Team, 2010) package FlexMix (Leisch, 2004; Grün and Leisch, 2008 ) also uses the same strategy to fit mixtures of GLMs.
According to Dempster et al. (1977, Theorem 1, p. 7) , the marginal likelihood Eq. (7) increases with each step of the EM algorithm. Starting values can be chosen aŝ
whereμ ijk is chosen such that the boundary is avoided.
This EM algorithm making inference in a MMDL distribution (mixture of multivariate, marginally independent, discrete Laplace distributions) was implemented in the R (R Development Core Team, 2010) package disclapmix (Andersen and Eriksen, 2013b) .
Note, that there are cr þðr þ c−1Þþðc−1Þ parameters in a MMDL distribution: cr for the subpopulation centers 
Haplotype frequency prediction
Given subpopulation centers fŷ j g j , parameters fp jk g j,k and prior probabilities fτ j g j , e.g. from a converged run of the EM algorithm described in Section 3.5, the haplotype frequency of a haplotype h ¼ ðh 1 ,h 2 ,…,h r Þ with h k ∈Z for k∈f1,2,…,rg can be estimated as
3.7. Simulation study To assess the model described in Section 3 for estimating Y-STR (a haploid lineage DNA marker) haplotype frequencies, a simulation study was performed.
A population under the Fisher-Wright model (Fisher, 1922 (Fisher, , 1930 (Fisher, , 1958 Wright, 1931; Ewens, 2004 ) with a neutral (in terms of no selection), single step mutation process (Ohta and Kimura, 1973) was simulated using the R (R Development Core Team, 2010) package fwsim (submitted, see Andersen and Eriksen, 2012a for a preprint). The datasets from this population were sampled and used for estimating haplotype frequencies that were compared to the population frequency.
We simulated 12 different population types by taking all possible combinations of Loci: r ¼7 Mutation rate: μ ¼ 0:01, 0.003 or 0.001 Generations: g¼ 500 or 1000 Initial population size: k¼ 10,000 or 50,000.
For all types, the resulting expected population size after g generations was 20,000,000 due to a constant population growth, ρ, that was determined using the number of generations and initial population size as follows. Let N i denote the population size at the i'th generation. The model from fwsim assumes that N i þ 1 jN i ∼PoissonðρN i Þ. Thus, if g denotes the number of generations (500 or 1000) and N 0 the initial population size (10,000 or 50,000), then E½N g ¼ ρ g N 0 . For each combination of the parameters, 5 realizations of the population were simulated. For each of these populations, 50 datasets of size 500, 1000 and 5000 were drawn. In total, 12 Á 5 Á 3 Á 50 ¼ 9000 datasets were sampled and used as basis for comparison.
Note, that the simulated populations are idealized in the sense that the match probability is the haplotype frequency. For all singletons in the dataset, the discrete Laplace distribution approach described in Section 3 was compared to the naïve 1=ðn þ 1Þ estimator and to Brenner's ð1−κÞ=ðn þ 1Þ estimate, where κ ¼ ðα þ 1Þ=ðn þ 1Þ and α þ 1 is the number of singletons (haplotypes observed only once) in the dataset as inspired by Robbins (1968) . As previously mentioned, the discrete Laplace distribution approach described in Section 3 is implemented in the R package disclapmix (Andersen and Eriksen, 2013b ) that can be used as follows:
For further information on functionality and usage, please run demo(simpop) and refer to the documentation ?disclapmix
As performance measures, the observed bias and the KullbackLeibler divergence (Kullback and Leibler, 1951; Kullback, 1959) were calculated. Because it is most problematic to estimate the frequency of singletons (haplotypes only observed once), we only focus on these. For a haplotype dataset H ¼ fh i g n i ¼ 1 with singletons fh i g i∈S and population frequencies fp i g i∈S estimated as fP EðHÞ ðh i Þg i∈S by an estimator E, the bias is
The Kullback-Leibler divergence is a measure in information theory about the distance between two probability distributions (we used this distance in Section 2.4) and can also be interpreted as a prediction error. In this case, we only have binary probability distributions. If a haplotype has population frequency p and is estimated top, then the Kullback-Leibler divergence is
The distribution of Kullback-Leibler divergences for singletons fh i g i∈S is
The mean and upper 95% quantile of the distribution of Kullback-Leibler divergences for the naïve 1=ðn þ 1Þ estimator, Brenner's κ estimator, and the discrete Laplace based estimator were compared together with the bias.
Note, that the lowest possible prediction error in terms of the Kullback-Leibler divergence is 0, which occurs whenp ¼ p. If this happens for all singletons -that is, all singletons' frequencies were perfectly estimated -then the mean of the Kullback-Leibler divergences would be 0 and so would the bias be. Hence, if the mean of Kullback-Leibler divergence is 0, then so is the bias.
On the other hand, if the bias is 0, then we do not know anything about the Kullback-Leibler divergences. The bias could be 0 if either all the singletons' frequencies were perfectly estimated or if some frequencies were somehow overestimated and others were equally underestimated such that they canceled each other out.
Thus, the prediction error is telling us about the size of the error, whereas the bias is telling us about the direction of the error.
Because migration was not included in the simulation of the populations, only one subpopulation for the discrete Laplace based estimator was used.
Results
As naming convention, DiscLap refers to the model described in Section 3.
For all population types in our simulation study and the performance measures mentioned, the naïve 1=ðn þ 1Þ estimator performed much worse than Brenner's κ estimator and the DiscLap estimator. Fig. 5 shows estimation in a single dataset (one out of the 9000 datasets analyzed in total). Fig. 6 shows the singleton proportions for the simulated datasets.
The bias as defined in Eq. (10) is shown in Fig. 7 . Both the naïve estimator and Brenner's κ estimator seem, in general, to be conservative, which is also what Brenner (2010) states. For dataset size 500, DiscLap seems almost unbiased. g = 500 k = 10000 g = 500 k = 50000 g = 1000 k = 10000 g = 1000 k = 50000 g = 500 k = 10000 g = 500 k = 50000 g = 1000 k = 10000 g = 1000 k = 50000 g = 500 k = 10000 g = 500 k = 50000 g = 1000 k = 10000 g = 1000 k = 50000
Singleton proportion This tendency seems stronger for dataset sizes of 1000 and 5000. For the low mutation rate of 0.001, DiscLap seems slightly anti-conservative, whereas for the higher mutation rate of 0.003, it almost seems to be unbiased.
When it comes to the distribution of Kullback-Leibler divergences as defined in Eq. (11), Figs. 8 (the mean) and 9 (the upper 95% quantile) show the same picture, namely that DiscLap overall seems better than Brenner's κ estimator. Table 1 shows a summary of the average proportion between Brenner's κ and DiscLap of the mean of the Kullback-Leibler divergences for each mutation rate and database size.
Discussion
In summary, the prediction error of the estimator using the discrete Laplace distribution (DiscLap) was lower than those of both the κ model by Brenner (2010) and the naïve 1=ðn þ 1Þ estimator. For all population types in our simulation study and the performance measures mentioned (bias and Kullback-Leibler divergence), the naïve 1=ðn þ 1Þ estimator performed much worse than Brenner's κ estimator and the DiscLap estimator.
It seems as if Brenner's κ model estimates haplotype frequencies rather well although it does not incorporate genetic information. One major drawback of this method is that all unobserved haplotypes are assigned the same frequency estimate. Hence, it is doubtful if Brenner's κ model for example is suitable to separate a mixture based on calculating the likelihood ratio (LR) as a measure of the weight of evidence.
Another really important difference between Brenner's κ model and DiscLap is that DiscLap is also able to estimate frequencies for non-singleton haplotypes. Thus, DiscLap can be used no matter if the haplotype has been observed before or not.
In the population types that we studied, we did not observe situations where the estimator based on the discrete Laplace distribution performed worse than the estimator based on Brenner's κ model. We encourage research on how different population models and migration affects Brenner's κ model and the discrete Laplace distribution.
Real data example
We analyzed the 1774 German 17-marker haplotypes from release 37 of the YHRD http://www.yhrd.org Willuweit and Roewer, 2009) . To render the data usable for both discrete Laplace estimation and the frequency surveying method (Roewer et al., 2000; Krawczak, 2001; Willuweit et al., 2011) , some markers and haplotypes were excluded. First, DYS385a/b was ignored because of its inherent genotype ambiguity (Roewer et al., 2000) leaving 15 markers for further analysis. Next, 4 haplotypes with 2 alleles reported at DYS19 and 13 haplotypes with incomplete repeats were excluded, leaving n¼ 1757 haplotypes in the data set. Finally, alleles at DYS389II were replaced by DYS389II minus DYS389I (Butler, 2005) . Out of the 1757 haplotypes analyzed, 1469 were singletons. When restricting the genotype information to the so-called 'minimal haplotype' comprising the seven loci DYS19, DYS389I, DYS389II, DYS390, DYS391, DYS392, and DYS393, a total of 392 singletons were observed among the haplotypes of the German data.
Frequency surveying
In its revised form, the surveying method (Willuweit et al., 2011) was based upon an exponential regression model
that links the mean, μ i , and the standard deviation, s i , of the population frequency of the ith haplotype to its weighted inverse molecular distance, W i , from all other haplotypes in the database. Once the regression parameters, r 1 ,r 2 ,s 1 ,s 2 , were determined, the model could serve to define a prior beta distribution of the frequency of any haplotype, h 0 , with molecular distance W 0 . The parameters of this prior distribution were calculated as
Maximum likelihood estimates of the regression parameters were obtained in our study by numerical optimization (Willuweit et al., 2011) using the Nelder-Mead simplex algorithm with up to 1500 iterations as implemented in R (R Development Core Team, 2010) . Several different starting values of ðr 1 ,r 2 ,s 1 ,s 2 Þ were tried, and the vector resulting in the highest likelihood was chosen.
The starting values were taken from the Cartesian product f15,20,30:82g Â f−10,−15,−13:17g Â f15,20,28:95gÂ f−10,−15,−11:71g, where the last elements in the sets are the respective binning estimates of the Western European population given in Table 3 of Willuweit et al. (2011) . Let n i be the number of times that the ith haplotype was observed in the database with n ¼ ∑ i n i being equal to the database size. For comparison with the other estimators, we used the mean of the posterior Betaðα i þn i −1,β i þn−n i Þ given by α i þ n i −1 α i −1 þ β i þ n as the haplotype surveying estimate of the population frequency of haplotype, h i .
Results
For both the full and the minimal haplotype, only the singletons were used to compare the haplotype frequency estimates provided by the different estimators. Fig. 10 shows the results of the 7-loci-database. Fig. 11 shows the results of the 15-loci-database. It is impossible to make any sensible conclusion from this as we do not know the true haplotype frequencies.
Discussion
The first part of this paper describes an exponential family called the discrete Laplace distribution. The fact that the discrete Laplace distribution is an exponential family makes inference somewhat easier as theory on exponential families already exists and can be exploited. This also means simpler and faster computer software because existing implementations that have been optimized can be used.
The second part of this paper consists of an application of the discrete Laplace distribution, namely how to estimate Y-STR haplotype frequencies. An estimate of the frequency of a Y-STR haplotype can be used as an estimate of the match probability (assuming an idealized population without population substructure), which is an essential part in forensic genetics when evaluating the evidential weight of the evidence by means of likelihood principles. The calculations could be performed on a normal computer. We demonstrate that for our simulation study on 12 different population types (varying mutation rate, population growth and generations) resulting in 9000 datasets (of size 500, 1000 and 1500), the haplotype frequency estimation based on the discrete Laplace distribution performs overall better than the κ model by Brenner (2010) . The mean of the Kullback-Leibler divergences is in general lower for the estimation based on the discrete Laplace distribution than that based on Brenner's κ cf. Table 1 . Furthermore and very importantly, Brenner's κ can only be used for singletons whereas estimation based on the discrete Laplace distribution can be used for all haplotypes.
We encourage research on how different population models and migration affects Brenner's κ model and the discrete Laplace distribution. frequency is on a log scale. 11 subpopulations were used (1 through 15 subpopulations were tried, 11 subpopulations had the lowest BIC score Schwarz, 1978 frequency is on a log scale. 14 subpopulations were used (1 through 15 subpopulations were tried, 14 subpopulations had the lowest BIC score Schwarz, 1978 
