Computer-aided detection (CAD) system is a realistic option for physicians to screen fundus images. Automated segmentation of retinal vessel is in fundus important step to identify the retinal disease region. However, identification of the retinal disease region accurately is still challenging due to the varied distribution of blood vessel on noisy and low contrast fundus images. Healthcare system has been changing significantly with the emergence of machine learning (ML), deep learning (DL) and artificial intelligence (AI) in recent year. Retinal vessel detection is one such area of application of deep learning, for improving the accuracy of detection and segmentation and the quality of patient care. Recently, the convolutional neural networks (CNN) have been applied to the detection of the retinal vessel from fundus images and have demonstrated promising results. The range of accuracy of the CNN model was 0.91-0.95 and the area under the receiver operating curve was 0.09-0.98. Therefore, CNN may play a crucial role in determining the therapeutic methods and detecting the retinal vessel accurately in an individual manner. In this survey, we described the use of CNN in fundus imaging, especially focused on CNN technique, clinical application for retinal vessel detection and future prospective.
Deep learning:
Originally developed as mathematical theories of the information-processing activity of biological nerve cells, the structural elements used to describe an ANN are conceptually analogous to those used in prediction model/ recommendation model, despite it belonging to a class of statistical procedures 6 .The basic element of the model is given below:
Perceptron:
It is a simple algorithm that takes an input vector x of m values ( 1 , 2, … . . ) which is often recognized as input features or simply features. It then multiplies them by some factors called "weight", represented by 1, 2 , … . , gives an outputs either 1 (yes) or 0 (no).
Mathematically expression of this function is given below:
Here, is a vector of weights, is the dot product of ∑ =1 , and is a bias. A weight is a connection between neuron that carries a value. However, the higher the value, the larger the weight is. However, + always defines a boundary hyperplane that changes position according to the values assigned to and . If lies above the straight line, then the answer is positive, otherwise it is negative. Moreover,
The perceptron often takes some compare it to a ℎ ℎ and 1 ℎ ℎ ℎ .
Figure 1: Perceptron

Multilayer perceptron (MLP):
An MLP (or Artificial Neural Network) is a deep, artificial neural network takes more than one perceptron. An MLP with three-layers, first layer consider as a , and last consider as a and middle layer consider as a ℎ .
receive input value such as 1 , 2 , … . and take the output ( ) from the .
However, ℎ can be added according to need. An example of a MLP is given below: In the classification outcome, activation function like is used in the to make sure that the outputs are probabilities and they take value up to 1. An arbitrary real-value score is always taken by the function and it then convert it to a vector values between zero and one. It is like-
Activation function:
Activation function is an integral part of neural network that is often known non-linearity, describe the input and output relations in a non-linear way. However, non-linearity element allows for higher flexibility and make a complex function during the whole model learning process. It helps to speed up the whole learning process. Several activation functions such as sigmoid, tanh, ReLU are commonly use in practice.
Above activation function with the ( 1 , 2 , … ) input variables ( 1 , 2 , ) weight vector, bias, and summation is given in the following diagram. It takes a real-value input and convert it to range between 0 and 1. The sigmoid function is defined as follows:
Here it is clear that it will convent output between 0 and 1 when 
Convolutional Neural Network:
The convolutional neural networks (CNNs) learn to perform their tasks through repetition and self-correction. A CNN algorithm consists of three layers such as convolutional layer, pooling layer and fully connected layer. A convolutional layer consist of many that consider as a set of learnable parameters. However, it is spatially smaller than an image but is more in-dept. Neuron in the first convolutional layer are not always linked to each pixel in the input image but only to pixels in their receptive fields.
However, each neuron in the second convolutional layer usually connect only the neuron located within a small rectangle in the first layer. In this process the network concentrate on low-level features in the first hidden layer, afterwards assemble all into higher-level features in the next hidden layer and so forth so on.
The is the most common hierarchical structure that's why CNNs perform well for image recognition. The formula is given below: 
