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Abstract
In this work we propose IRT models to estimate ability distribution parameters of a population
of individuals submitted to different tests along the time, having or not common items. The item
parameters are considered known and several covariance structures are proposed to accommodate
the possible dependence among the abilities of the same individual, measured at different instants.
Maximum likelihood equations and some simulation results are presented.
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1. Introduction
In most IRT applications we are interested more in estimating ability distribution param-
eters than abilities of the individuals. In general, the proposed estimates are functions of
the estimated abilities of the individuals. Andersen and Madsen [1] showed how it could be
done directly, without having to estimate the abilities of the individuals, in situations when
the item parameters are known. Some subsequent works (see Sanathanan and Blumenthal
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[17]; de Leeuw and Verhelst [14]; and Lindsay et al., [15]) extended their results to situa-
tions when it is necessary to estimate both item and ability distribution parameters. These
extensions were appropriate for the one parameter logistic model with individuals belong-
ing to a single population. Bock and Zimowski [3] introduced the multiple groups models
that extended these results for the 1, 2 and 3 parameter logistic models with individuals
belonging to more than one, but independent, populations. The reader can see Lord [16],
Hambleton et al. [11] and Andrade et al. [2], among others for details on the fundamentals
and applications of IRT.
A different situation occurs when the same individual is evaluated along time. This is the
case of a study carried out by theMinistry of Education of Brasil, that was planned to follow
students from 4th to 8th grade. At the end of each one of the ﬁve years, the students were
submitted to a test. They were also evaluated at the beginning of the ﬁrst year. It is natural
to think that there is a dependence structure among the abilities along time. In this work
we propose IRT models to evaluate one group of individuals at T instants of evaluation. For
instance, in T consecutive years. At each instant, the individuals are submitted to a different
test with nt items each, having or not common items. The total number of items n will
be less than or equal to nc = ∑Tt=1 nt . It will be assumed that all the items parameters
are known, for instance when the tests are built with items from an item bank with items
calibrated on the same metric. In Section 2, we introduce the models and in Section 3, the
likelihood equations for each one of the 6 covariance structures proposed to accommodate
for the dependence between abilities of the individuals along time. Results from a simu-
lated study are presented in Section 4. Final comments and suggestions are presented in
Section 5.
2. The model
Let
Pjit = P(Ujit = 1|j t , i )
be a twice-differentiable item response function that describes the conditional probability
of a correct response to item i, i = 1, 2, . . . , n, of individual j, j = 1, 2, . . . , N , in
test t, t = 1, 2, . . . , T , where Ujit represents the (binary) response, j t the ability (latent
trait) and i the known vector of the item parameters. Examples of such a function are the
logistic 1, 2 and 3 parameters models (see Hambleton et al. [11] for details). Assuming the
conditional independence of the responses to the items in test t, given t , we have that
P(Uj.t |t , ) =
∏
i∈It
P (Ujit |t , i ),
where It is the set of the indexes of those items presented in test t, Uj.t = (Uj1t , Uj2t , . . . ,
Ujnt t )
′ is the (nt × 1) vector of responses of individual j in test t and  = (′1, ′2, . . . , ′n)′
the known vector of the items parameters. Note that, for convenience and without loss
of generality we dropped index j from the ability parameter because we are interested in
the distribution of the ability at each instant t and not in any particular j t . Furthermore,
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assuming the conditional longitudinal independence of the responses to the items along the
T tests, given the abilities in the T tests, we will have
P(Uj..|, ) =
T∏
t=1
P(Uj.t |t , ) (1)
=
T∏
t=1
∏
i∈It
P (Ujit |t , i )
with Uj.. = (U′j.1,U′j.2, . . . ,U′j.N )′ being the (nc × 1) vector of responses of individual
j in all tests and  = (1, 2, . . . , T )′. Finally, assuming that  follows a multivariate
continuous distribution with parameters  of ﬁnite elements, the unconditional, or marginal,
probability of pattern Uj.. can be written as
P(Uj..|, ) =
∫
RT
P (Uj..|, )g(|) d, (2)
where g(|) is the density function of the ability. The above probability will depend on the
known items parameters and on , only through its distribution, in particular on the ability
distribution parameters , whose estimation is the main goal of this work.
3. The likelihood equations
Let now index j represent one of the s different response patterns, s min(N, 2nc ),
instead of just individual j, rj > 0 be the number of occurrences of the response pattern
j, j = 1, 2, . . . , s, and R = (r1, r2, . . . , rs)′ be the (s × 1) vector of frequencies of
the observed pattern Uj... From the independence among the responses of the different
individuals, R follows a Multinomial distribution given by
P(R|, ) = N !∏s
j=1 rj !
s∏
j=1
(
P(Uj..|, )
)rj .
Therefore, the log-likelihood function is given by
logL() = log
{
N !∏s
j=1 rj !
}
+
s∑
j=1
rj logP(Uj..|, )
and the set of estimating equations for the population parameters by
 logL()

= 0. (3)
The evaluation of (3) involves some intermediate results that follow. First of all, note that
 logL()

=
s∑
j=1
rj
1
P(Uj..|, )
P(Uj..|, )

, (4)
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where
P(Uj..|, )

=
∫
RT
P (Uj..|, )
(


g(|)
)
d
=
∫
RT
P (Uj..|, )g(|)
(


log g(|)
)
d. (5)
The order of the derivative and of the integral can be exchanged based on the Dominated
Convergence Theorem of Lebesgue [5]. It follows from (4) that the estimating equation for
 is
 logL()

=
s∑
j=1
rj
1
P(Uj..|, )
∫
RT
P (Uj..|, )g(|)
(


log g(|)
)
d
=
s∑
j=1
rj
∫
RT
(


log g(|)
)
g∗j ()d = 0, (6)
where
g∗j () = P(|Uj.., , ) =
P(Uj..|, )g(|)
P (Uj..|, ) .
Note that the probability in the numerator is given by (1).
Several distributions can be proposed for the ability distribution. In this work we will
consider the multivariate normal distribution.
3.1. Application to the normal case
In this section we will explore the case where  follows a multivariate normal distribution
with parameters  = (′,′)′, with  = (1,2, . . . ,T )′, the mean vector in the T tests,
and  = (1, . . . ,p)′ a (p × 1) vector whose elements are unknown scalars that deﬁne
 = (), the (T × T ) covariance matrix. In this setup,
log g(|) = −T
2
log(2)− 1
2
log || − 1
2
(− )′−1(− ),
 log g(|)

= −1
2


[
(− )′−1(− )
]
= −1(− ), (7)
and
 log g(|)
l
= −1
2
 log ||
l
− 1
2
(− )′
[
−1
l
]
(− ), l = 1, . . . , p. (8)
Using (7) and (8) in (6) we can write the estimating equations as
̂ = ̂, (9)∫
RT
(− ̂)′V̂(1)l (− ̂)̂g∗. () d = ̂
(1)
l , (10)
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where
V = −1, (1)l =
 log ||
l
= tr
(
V 
l
)
, V(1)l =
V
l
= −V
(

l
)
V,
g∗. () =
1
N
s∑
j=1
rj g
∗
j () and  =
∫
RT
g∗. () d.
Details are presented in Appendix A and in Graybill [10].
Many different type of covariance structures can come up from longitudinal studies. The
most common of these covariance structures considered in the literature are the Uniform,
Banded of order 1 or MA(1) and Autoregressive of order 1 or AR(1). The ﬁrst one has
been considered for its simplicity, and the others two from time series models. All of them
depend only on two parameters. One breakdown of these structures is that they assume
that the variances along the time are the same, a pattern that has not been found in many
longitudinal studies (see Singer and Andrade [18], for example). To cope with that, we
consider a covariance structure that allows for different variances and correlations, namely
Heteroscedastic structure, which depends only on T + 1 parameters, a number that is
much less than T (T + 1)/2, the number of parameters required by the general covariance
structure (Unstructured), also studied in this work.We also include theDiagonal covariance
structure, that can be considered when the correlations are small or null. Another type of
longitudinal data dependence structure can be generated by multilevel linear models (see
Bryk and Raudenbush [4]), or more generally by mixed linear models (see Laird andWare
[13]). This general structure is not considered in this work, except for the Uniform structure
that can be shown to be a particular case of that. Details on multilevel IRT models can be
found in Fox and Glas [9] and Fox [8].
Below we present the expressions for /l for the different covariance structures pro-
posed.We also present the expressions for (1)l andV
(1)
l , with exception to the Unstructured
casewhere there is not a closed form for its inverse. For each one of the covariance structures
we assume that  = (1, . . . ,p)′ is such that () is positive semi-deﬁnite (p.s.d).
3.2. Diagonal covariance matrix
This would be the simplest structure for the covariance matrix. It implies that the abil-
ities of any given examinee along the time are independent, a pattern not expected in our
problem. However, It can be applied to independent (cross-sectional) data as well: since
all covariances are zero, the estimation boils down to T univariate estimation problems. It
is given by  = () = diag{21,22, . . . ,2T }, with  = (21,22, . . . , 2T )′. In this case,
V = diag{1/21, 1/22, . . . , 1/2T },

l
= diag{0, . . . , 1, . . . , 0},
a T × T matrix with 1 in position (l, l) and 0 else where,
(1)l = 1/2l and V(1)l = diag{0, . . . ,−1/4l , . . . , 0}, l = 1, . . . , T .
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Replacing these values in (9) and (10), it can be shown that the estimating equations can be
written as
t : ̂−2t
st∑
j=1
rjt
∫
R
(− ̂t )ĝ∗j t ()d = 0,
2t : −(2̂4t )−1
st∑
j=1
rjt
∫
R
[̂
2t − (− ̂t )2
]
ĝ∗j t () d = 0,
where the set of response patterns was restructured in such a way that we have a set of
response patterns for each test; rjt represents the number of occurrences of pattern j in the
test t and st the number of patterns in the test t with rjt > 0. These equations are exactly
the same ones obtained by Bock and Zimowski [3] for independent (cross-sectional) data.
3.3. Uniform covariance matrix
This type of structure has been considered in many longitudinal studies (see Graybill [10]
and Singer andAndrade [18] for details). It assumes that the variances are all equal and the
covariances between each pair (t , t ′) are all equal too. This covariance structure can be
represented by
 = 2

1   · · · 
 1  · · · 
...
...
...
. . .
...
   · · · 1
 ,
with  = (,2)′. The ﬁrst derivatives of  with respect to l , l = 1, 2, are

1
= 2(JT − IT ) and 2
= (1/2),
where JT is a (T × T ) matrix of ones and IT is the identity matrix. Knowing that V =
1
2 (IT − 1−	 JT ), with  = 1−  and 	 = 1+ (T − 1), one can see that
(1)1 = −(T − 1)
(
1

− 1
	
)
and V(1)1 =
1
2
(
1

IT − 1	
(
2− 1

− 1
	
)
JT
)
.
For the variance parameter 2 = 2,
(1)2 =
T
2
and V(1)2 = −−2. (11)
3.4. Banded covariance matrix
This structure (see Graybill [10] and Davidson andMackinnon [6] for details), also called
Toeplitz with two bands structure, is related to a moving-average process of order 1. It is
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different from the above structure in the sense that only the covariances between the abilities
in two consecutive instants are not zero. It is given by
 = 2

1  0 0 · · · 0
 1  0 · · · 0
0  1  · · · 0
...
...
...
...
. . .
...
0 0 0 0 · · · 1
 ,
with  = (,2)′. For this structure

1
= 2

0 1 0 0 · · · 0
1 0 1 0 · · · 0
0 1 0 1 · · · 0
...
...
...
...
. . .
...
0 0 0 0 · · · 0
 and 2 = 12.
From these results and from
V = (vij ),with vij = (1− 	
2(T−mij+1))(	j+i+1 − 	|j−i|+1)
2(1− 	2)(1− 	2(T+1)) ,
wheremij = max{i, j}, i, j = 1, . . . , T , and 	 = 12 (
√
1− 42−1), it can be shown that
(1)1 =
T∑
t=1
{
+ 1
2
cos−1
(
t
T + 1
)}−1
andV(1)1 = (v(1)ij1), where
v
(1)
ij1 =
1
2(
3)2
[

3(

(1)
1ij
2ij + 
1ij
(1)2ij )− 
1ij
2ij (
3 + 
(1)3 )
]
≡ 
4ij
2(
3)2
with

1ij = 1− 	2(T−mij+1), 
2ij = 	j+i+1 − 	|j−i|+1, 
3 = (1− 	2)(1− 	2(T+1))
and
	(1) = 	

= − (1+ 	
2)2
1− 	2 ,

(1)1ij =

1ij

= −2(T −mij + 1)	2(T−mij )+1	(1),

(1)2ij =

2ij

=
{
(j + i + 1)	j+i − (|j − i| + 1)	|j−i|
}
	(1),

(1)3 =

3

= −2		(1)
{
1− 	2T [(T + 2)	2 − (T + 1))]
}
.
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The expressions for (1)2 andV
(1)
2 , which are related to the variance parameter 2 = 2,
are the same as in (11).
3.5. AR(1) covariance matrix
This structure (see Davidson andMackinnon [6] for details) assumes that the correlations
between the abilities decrease as long as the distances between the instants of evaluation
increase. As in the above structures, the variances are assumed to be the same at all the
instants. The form of this covariance matrix is
 = 2

1  2 · · · T−1
 1  · · · T−2
2  1 · · · T−3
...
...
...
. . .
...
T−1 T−2 T−3 · · · 1
 ,
with  = (,2)′. In this case,

1
= 2D, D = (dij ), with dij = |i − j ||i−j |−1 and 2
= (1/2).
Knowing thatV = (−2vij ), with
vij =

1/ if i = j and i ∈ {1, T },
	/ if i = j and i ∈ {2, 3, . . . , T − 1},
−/ if j ∈ {i − 1, i + 1}, i ∈ {1, . . . , T }, j ∈ {2, . . . , T − 1},
0 otherwise,
where
 = 1− 2 and 	 = 1+ 2,
it can be shown that
(1)1 =
−2(T − 1)

,
and
v
(1)
ij1 =

2
2 if i = j and i ∈ {1, T },
4
2 if i = j and i ∈ {2, . . . , T − 1},
− 	2 if j ∈ {i − 1, i + 1}, i ∈ {1, . . . , T }, j ∈ {2, . . . , T − 1},
0 otherwise.
The expressions for (1)2 andV
(1)
2 , which are related to the variance parameter 2 = 2,
are the same as in (11).
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3.6. Heteroscedastic covariance matrix
Unlike the four structures presented so far, the variances in this structure vary across the
time points. It assumes that all the covariances are the same but not the correlations. It is
given by
 =

21 12 12 · · · 12
12 22 12 · · · 12
12 12 23 · · · 12
...
...
...
. . .
...
12 12 12 · · · 2T
 ,
with  = (21,22, . . . ,2T ,12)′. For this structure

l
= diag{0, . . . , 1, . . . , 0}, with 1 in position (l, l), l = 1, . . . , T ,
and

T+1
= (JT − IT ).
Deﬁning
F = diag(1/d1, 1/d2, . . . , 1/dT ),  = 1+ 12
T∑
i=1
1
di
and 	 =
T∏
i=1
di,
with di = 2i − 12, it can be shown that
V = F+ 
E,
where 
 = −12/ and E = (eij ) with eij = 1/(didj ). From the above one can see that
the derivatives with respect to the variance parameters l = 2l , l = 1, . . . , T , and the
covariance parameter T+1 = 12 will be, respectively,
(1)l =


d2l
+ 1
dl
, l = 1, . . . , T , (1)T+1 =
1

− S1
and
V(1)l = F(1)l + 
(1)l E+ 
E(1)l , l = 1, . . . , T + 1,
where
k = Sk + 12Sk+1, Sk =
T∑
t=1
1
dkt
, k1,

(1)l = −
2/d2l , l = 1, . . . , T , 
(1)T+1 = /2 with  = 121 − ,
F(1)l = diag{0, . . . ,−1/d2l , . . . , 0}, F(1)T+1 = diag{1/d21 , 1/d22 , . . . , 1/d2T }
10 D.F. Andrade, H.R. Tavares / Journal of Multivariate Analysis 95 (2005) 1–22
and
e
(1)
l,ij =
−1/(d
2
i dj ) if l = i, i = j ,
−2/d3i if l = i = j ,
0 otherwise,
e
(1)
T+1,ij =
(di + dj )
(didj )2
, i, j, l = 1, . . . , T .
3.7. Unstructured covariance matrix
In this general case, no structure is impose on the elements of the covariance matrix. It
has T (T + 1)/2 parameters and is given by
 =

21 12 13 · · · 1T
12 22 23 · · · 2T
13 12 23 · · · 3T
...
...
...
. . .
...
1T 2T 3T · · · 2T
 ,
with  = (21,12, . . . ,1T ,22, . . . ,2T , . . . ,2T )′. It is more convenient to work directly
with its elements ij , i, j = 1, 2, . . . , T . Differently from the others ﬁve structures, we can
only show the ﬁrst derivative of  with respect to each one of its elements because there is
no closed form for its inverse. It is given by /ij = Eij , with 1 in position (i, j ) and
(j, i), and 0 elsewhere. The inverse has to be obtained numerically.
3.8. The Newton–Raphson method
For all the six covariance structures considered, the estimating equations obtained do not
present closed form solution and therefore it is necessary to apply some iterative method,
such as Newton–Raphson, Fisher Scoring or the EM algorithm, to obtain the maximum
likelihood estimates for the population parameters. In this work we considered the Newton–
Raphson method, shortly described below.
Let f() and H() be, respectively, the ﬁrst- and second-order derivatives for the log-
likelihood with respect to  given by (6) and
H() =
s∑
j=1
rj
{
2P(Uj..|, )/′
P(Uj..|, )
−
(
P(Uj..|, )/
P(Uj..|, )
)(
P(Uj..|, )/
P(Uj..|, )
)′}
, (12)
where the derivatives in the second term of the right-hand side are given by (5). For the ﬁrst
term we have that
2P(Uj..|, )
′
= 

{∫
RT
P (Uj..|, )g(|)
(
 log g(|)

)
d
}
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=
∫
RT
P (Uj..|, )g(|)
[
2 log g(|)
′
+
(
 log g(|)

)(
 log g(|)

)′]
d.
Therefore, to implement the Newton–Raphson algorithm, we need additionally the second
derivatives for log g(|) with respect to . These derivatives are presented in Appendix
B. If ̂(k) is an initial estimate for  in the kth iteration, the improved estimate for  in the
(k + 1)th iteration will be given by
̂(k+1) = ̂(k) − [H(̂(k))]−1f(̂(k)).
This iterative procedure stops when some convergence criteria is met.
4. Numerical results
In this section we present one application of the proposed methodology in simulated
data. The data were generated based on N = 1000 individuals submitted to T = 5 tests.
The total simulation consisted of 500 replications. The known item parameters and the
composition of each one of the ﬁve tests are presented below. It was considered the three
parameter logistic model with D = 1.7. All the calculations were done via a computer
program developed by the authors using the computer language Ox (see Doornik [7]).
4.1. The T tests
In order to generate the data it was assumed that at each one of the ﬁve instants of
evaluation, the examinees were submitted to a test composed of 24 items with 6 common
items between two consecutive instants, i.e., the test 1 is formed by the items 1 to 24, the
test 2 by the items 19 to 42, the test 3 by the items 37 to 60, and so on. The items had ﬁve
response options each, one of them regarded as correct. The total number of different items
considered in the ﬁve tests was 96. Their parameters values and distribution along the tests
are presented in Appendix C. The values for parameter a (discrimination) varied from 0.6
(low discrimination) to 1.4 (high discrimination) and the values for parameter b (difﬁculty)
varied from −0.7 to 4.7. The items with higher (lower) values of b were allocated to that
instants of evaluation where the examinees have higher (lower) mean abilities. This was
done in order to avoid estimation problems. For the guessing parameter c it was considered
only one value (0.20).
4.1.1. Simulated distribution parameters
Table 1 contains the values for the ability distribution parameters used in the simu-
lation process. These values were stated taking into account the standard normal distri-
bution. We selected two populations with variances below and two variances above the
unit. The values for the means were selected to have populations close to each other and
also apart from each other. It was also considered low and high correlations among the
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Table 1
Values of the ability distribution parameters used in the simulation
Covariance Location parameters Dispersion parametersa
structure 1 2 3 4 5  or 12 
2 or 21 
2
2 
2
3 
2
4 
2
5
Diagonal 0 1 2 3 4 1 0.8 0.9 1.1 1.2
Uniform 0 1 2 3 4 0.25 , 0.75 1
Banded 0 1 2 3 4 0.25 , 0.45 1
AR(1) 0 1 2 3 4 0.25 , 0.75 1
Heteroscedastic 0 1 2 3 4 0.25 , 0.75 1 0.8 0.9 1.1 1.2
1 0.5 0.4 0.3 0.2
0.8 0.6 0.5 0.4
Unstructured 0 1 2 3 4 0.9 0.7 0.6
1.1 0.8
1.2
aUpper triangular for the Unstructured case.
abilities, keeping in mind the restrictions on these values in order to guarantee p.s.d. co-
variance matrix.
4.2. Starting values
The Newton–Raphson procedure is very sensitive to the initial values for the parameters.
In this particular situation, we have an additional difﬁculty because we are dealing with
the parameters of the distribution of latent values, the abilities of the individuals are not
directly observed.What we observe are the number (score) or proportion of correct answers
for each individual. For the mean parameter, we based our initial estimates on functions
of the difference between the proportion of correct answers on the common items of two
consecutive tests. Initial values for the covariance matrix parameters were generated based
on functions of the elements of the covariance matrix of the scores. The coefﬁcients of these
functions were obtained via regression procedures on simulated data.
4.3. Results and comments
In Tables 2 and 3, we present the results obtained in 500 iterations. Each cell contains the
average of the estimates at the top and their standard deviation in parenthesis at the bottom.
From Tables 2 and 3, we see that the average estimates are very close to the true values for
the mean vector, showing the effectiveness of the estimating process for these population
parameters. We can also see that the related standard deviations are very small.
For the dispersion parameters all the results were also very good, except for the Het-
eroscedastic structure with 12 = 0.75 and for the Unstructured case, were we obtained
results a little bit below the true values.
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Table 2
Average estimates and standard deviations:  = 12 = 0.25
Covariance Location parameters Dispersion parametersa
structure 1 2 3 4 5  or 12 
2 or 21 
2
2 
2
3 
2
4 
2
5
Diagonal 0.0000 1.0005 2.0010 3.0022 4.0009 0.9929 0.7967 0.9018 1.0978 1.1976
(0.0132) (0.0124) (0.0134) (0.0148) (0.0147) (0.0440) (0.0340) (0.0378) (0.0541) (0.0551)
Uniform −0.0057 0.9965 1.9975 2.9979 3.9979 0.2543 0.9850
(0.0138) (0.0140) (0.01450) (0.0145) (0.0142) (0.0111) (0.0164)
Banded −0.0053 0.9963 1.9955 2.9960 3.9972 0.2475 0.9858
(0.0136) (0.0141) (0.0150) (0.0149) (0.0150) (0.0111) (0.0198)
AR(1) −0.0053 0.9964 1.9955 2.9959 3.9969 0.2494 0.9864
(0.0137) (0.0141) (0.0152) (0.0152) (0.0151) (0.0113) (0.0193)
Heteroscedastic −0.0068 0.9986 2.0002 2.9997 3.9977 0.2429 0.9957 0.7837 0.8775 1.0756 1.1778
(0.0148) (0.0130) (0.0143) (0.0153) (0.0156) (0.0097) (0.0451) (0.0343) (0.0377) (0.0506) (0.0570)
0.9930 0.4861 0.3871 0.2881 0.1922
(0.0497) (0.0225) (0.0231) (0.0223) (0.0220)
0.7653 0.5808 0.4815 0.3832
(0.0334) (0.0226) (0.0213) (0.0214)
Unstructured −0.0057 1.0021 2.0028 3.0040 4.0047 0.8560 0.6748 0.5761
(0.0146) (0.0126) (0.0133) (0.0151) (0.0142) (0.0393) (0.0251) (0.0252)
1.0447 0.7687
(0.0472) (0.0306)
1.1378
(0.0497)
aUpper triangular for the Unstructured case.
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Table 3
Average estimates and standard deviations:  = 12 = 0.75a
Covariance Location parameters Dispersion parameters
structure 1 2 3 4 5  or 12 
2 or 21 
2
2 
2
3 
2
4 
2
5
Diagonal 0.0000 1.0005 2.0010 3.0022 4.0009 0.9929 0.7967 0.9018 1.0978 1.1976
(0.0132) (0.0124) (0.0134) (0.0148) (0.0147) (0.0440) (0.0340) (0.0378) (0.0541) (0.0551)
Uniform −0.0063 0.0006 2.0006 3.0007 4.0014 0.7693 0.9991
(0.0154) (0.0128) (0.0133) (0.0142) (0.0131) (0.0185) (0.0126)
Banded −0.0050 1.0000 1.9994 2.9998 4.0013 0.4600 0.9764
(0.0137) (0.0133) (0.0143) (0.0139) (0.0136) (0.0106) (0.0169)
AR(1) −0.0046 1.0013 2.0012 3.0015 4.0013 0.7690 0.9865
(0.0139) (0.0129) (0.0134) (0.0142) (0.0128) (0.0080) (0.0076)
Heteroscedastic −0.0094 1.0017 2.0023 3.0036 4.0030 0.7293 1.0224 0.7558 0.8535 1.0495 1.1448
(0.0156) (0.0118) (0.0130) (0.0148) (0.0137) (0.0185) (0.0325) (0.0238) (0.0258) (0.0295) (0.0340)
a = 0.45 for the Banded covariance structure.
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5. Concluding remarks
We have introduced IRT models that allow for estimating ability distribution parameters
when data come from longitudinal studies and the items parameters are known. From a
simulation study, it was shown that the models provide good estimates when the appropri-
ate covariance structure that generate the data is considered. The most common covariance
structures depending on few parameters considered in the literature for longitudinal data
were covered.Additionally, we considered structures that allow for heteroscedasticity along
time. The simulated results for the dispersion parameters were not as goods as the results
obtained for the mean parameters for the structures with too many dispersion parameters.
These results show us that the numerical procedure needs to be improved in order to eval-
uate properly T-dimensional integrals. One major point on that is related to the number of
quadrature points considered for each one of the T dimensions. If we increase it too much,
our computational process could require too much computer memory and processing time.
During the simulation process we encountered some convergence problems, in particular
for the Banded structure because the true value for  was close to the border of the para-
metric space. The problems were solved on an ad hoc basis. Some additional effort has to
be spent on our computer program to overcome the non-convergence problems. Lagrangian
and Bayesian approaches can be considered in order to guarantee that the estimates satisfy
the different restrictions imposed on the dispersion parameters, depending on the covari-
ance structure. It is expected that the models with the appropriate covariance structures
will provide more accurate estimates and better hypothesis testing (see Singer andAndrade
[18], for instance). As long as we have many sets of longitudinal data available we will
be able to detect which covariance structures would be more appropriate for modelling
the dependence among abilities. The Akaike Information Criteria - AIC and the Bayesian
Information Criteria - BIC can be considered to choose the structure that represents better
the data being analysed (see Keselman et al. [12] for details). In longitudinal studies it is
quite common to have missing data. The proposed models can be easily extended to the
situations in which the missing data occur completely at random.A computer program was
also developed to accomplish for that.
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AppendixA.
As  follows a multivariate normal continuous distribution, we have that
log g(|) = −T
2
log(2)− 1
2
log || − 1
2
(− )′−1(− )
and
 log g(|)

= −1
2


(log ||)− 1
2


[
(− )′−1(− )
]
.
For the mean parameters, consideringV = −1, we have that
 log g(|)

= −1
2


[
(− )′V(− )]
= V(− ).
Now deﬁning
 = 1
N
s∑
j=1
rj
∫
RT
g∗j () d
as the overall mean of the means of the conditional distributions of  given the response
vector Uj.., it follows from (6) that
 logL()

=
s∑
j=1
rj
∫
RT
V(− )g∗j () d
=
s∑
j=1
rjV
{∫
RT
g∗j () d− 
∫
RT
g∗j () d
}
= NV
{
− 
}
. (A.1)
For the covariance structures parameters we have
 log g(|)
l
= −1
2
 log ||
l
− 1
2
(− )′
[

l
V
]
(− ).
Considering (1)l =  log ||/l and V(1)l = V/l , and using the decomposition
−  = (− )+ (− ), for the estimating equation for l we will have from (6) that
 logL()
l
= −1
2
s∑
j=1
rj
∫
RT
{
(1)l + (− )′V(1)l (− )
}
g∗j () d
= −N
2
{
(1)l + (− )′V(1)l (− )
+
∫
RT
(− )′V(1)l (− )g∗. () d
}
, (A.2)
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where g∗. () = N−1
∑s
j=1 rj g∗j (). From (A.1) and (A.2), the MLE for  and l are
obtained solving the equations
̂ = ̂,∫
RT
(− ̂)′V̂(1)l (− ̂)̂g∗. () d = ̂
(1)
l , l = 1, . . . , p.
AppendixB.
The second-order partial derivatives of log g(|) that related to the mean parameters
are:
2 log g(|)
′
= V(− )
′
= −V,
2 log g(|)
l
= V(− )
l
=V(1)l (− )
= −V
(

l
)
V(− ), l = 1, . . . , p.
For the second-order partial derivatives that involve only the parameters related to the
covariance matrix, we need to evaluate the following expressions:
2l,l′ =
(1)l
′l
= −tr
[
V
(

′l
V 
l
)
− 
2

l
′
l
]
, l, l′ = 1, . . . , p
and
V2l,l′ =
V(1)l
′l
=V
(

′l
V 
l
− 
2

l
′
l
+ 
l
V 
′l
)
V, l, l′ = 1, . . . , p.
Below we present (2)
l,l′ and V
(2)
l,l′ for each one of the ﬁve covariance structures that have
closed form for its inverse. Note that some of the cross-product elements will be zero.
B.1. Diagonal covariance matrix (see Section 3.2 for deﬁnitions)
Covariance matrix parameters l = 2l , l = 1, . . . , T ,
2l,l = −
1
4l
and V(2)l,l = diag{0, . . . , 2/6l , . . . , 0}.
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B.2. Uniform covariance matrix (see Section 3.3 for deﬁnitions)
Covariance matrix parameters 1 =  and 2 = 2,
21,1 = −(T − 1)
[
1
2
+ T − 1
	2
]
,
V21,1 =
2
32
IT + 2
(	)32
{
(− (T − 1))	− 2
}
JT ,
22,2 = −T −4, V22,2 = 2−4V and V1,2 = −2V
(

1
)
V, (B.1)
with  = (T − 1)− 	.
B.3. Banded covariance matrix (see Section 3.4 for deﬁnitions)
Covariance matrix parameters 1 =  and 2 = 2,
21,1 = −
T∑
t=1
{
+ 1
2
cos−1
(
t
T + 1
)}−2
and V(2)1,1 = (−2v(2)ij1),
with
v
(2)
ij1 =
2vij
21
= 

(1)
4ij
2
23 − 2
3
4ij (
3 + 
(1)3 )
(
3)4
,
where

(1)4ij = 
3
(

(2)1ij
2ij + 2
(1)1ij
(1)2ij + 
1ij
(2)2ij
)
− 
1ij
2ij
(
2
(1)3 + 
(2)3
)
,

(2)1ij = −2(T −mij + 1)	2(T−mij )
{
[2(T −mij )+ 1]
(
	(1)
)2 + 		(2)} ,

(2)2ij = (j + i + 1)	j+i−1
[
(j + i)
(
	(1)
)2 + 		(2)]
−(|j − i| + 1)	|j−i|−1
[
|j − i|
(
	(1)
)2 + 		(2)] ,

(2)3 =

(1)3 	
(2)
	(1)
− 2
(
	(1)
)2 [
1− (2T + 3)	2(T+1)
+(T + 1)	2T−1[2T − (2T + 2)	2]
]
and
	(2) = −		(1)(1+ 	2)(3− 	2)/(1− 	2)2.
The expressions for the variance component are given by (B.1).
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B.4. AR(1) covariance matrix (see Section 3.5 for deﬁnitions)
Covariance matrix parameters 1 =  and 2 = 2,
(2)1,1 = −2(T − 1)
[
1+ 2
(1− 2)2
]
and V(2)1,1 = (−2v(2)ij1),
with
v
(2)
ij1 =

2(+42)
3 if i = j and i ∈ {1, T }
4(+42)
3 if j ∈ {2, 3, . . . , T − 1}
−2(2+	)
4 if i = j and i ∈ {i − 1, i + 1}
0 otherwise.
The expressions for the variance component are given by (B.1).
B.5. Heteroscedastic covariance matrix (see Section 3.6 for deﬁnitions)
Covariance matrix parameters  = (21,22, . . . , 2T ,12)′,
The derivatives for (1)l with respect to the variance components are
(2)l,l = −

(
+ 2dl)
d4l
− 1
d2l
and (2)l,k =
−
2
(dldk)2
, l = k, l = 1, . . . , T ,
and with respect to the covariance component and cross-product are
(2)T+1,T+1 =
22 − 21
2
− S2 and (2)l,T+1 =
dl − 212
2d3l
+ 1
d2l
,
l = 1, . . . , T .
The derivatives forV(1)l with respect to the variance components are
V(2)l,l = F(2)l,l + 
(2)l,l E+ 2
(1)l E(1)l + 
E(2)l,l , l = 1, . . . , T ,
V(2)l,k = 
(2)l,kE+ 
(1)l E(1)k + 
(1)k E(1)l + 
E(2)l,k , l = k,
and with respect to the covariance component and cross-product are
V(2)T+1,T+1 = F(2)T+1,T+1 + 
(2)T+1,T+1E+ 2
(1)T+1E(1)T+1 + 
E(2)T+1,T+1,
V(2)T+1,l = F(2)T+1,l + 
(2)T+1,lE+ 
(1)T+1E(1)l + 
(1)l E(1)T+1 + 
E(2)T+1,l , l = 1, . . . , T .
Now we need get the expressions for the derivatives for 
, E and F. For 
 we have that

(2)l,l =
2
2(
+ dl)
d4l
, 
(2)l,k =
2
3
(dldk)2
, l = 1, . . . , T , l = k

(2)T+1,T+1 =
2(122− 1)
4
and 
(2)T+1,l =
−2(
dl + 212)
2d3l
, l = 1, . . . , T .
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Table 4
Simulated item parameters
Item Test ai bi ci Item Test ai bi ci Item Test ai bi ci
1 1 0.6 −0.7 0.2 33 2 1.4 1.1 0.2 65 4 1.0 3.0 0.2
2 1 1.0 −0.7 0.2 34 2 0.6 1.3 0.2 66 4 1.4 3.0 0.2
3 1 1.4 −0.7 0.2 35 2 0.6 1.5 0.2 67 4 0.6 3.1 0.2
4 1 0.6 −0.5 0.2 36 2 0.6 1.7 0.2 68 4 1.0 3.1 0.2
5 1 1.0 −0.5 0.2 37 2,3 1.0 1.3 0.2 69 4 1.4 3.1 0.2
6 1 1.4 −0.5 0.2 38 2,3 1.0 1.5 0.2 70 4 0.6 3.3 0.2
7 1 0.6 −0.3 0.2 39 2,3 1.0 1.7 0.2 71 4 0.6 3.5 0.2
8 1 1.0 −0.3 0.2 40 2,3 1.4 1.3 0.2 72 4 0.6 3.7 0.2
9 1 1.4 −0.3 0.2 41 2,3 1.4 1.5 0.2 73 4,5 1.0 3.3 0.2
10 1 0.6 −0.1 0.2 42 2,3 1.4 1.7 0.2 74 4,5 1.0 3.5 0.2
11 1 1.0 −0.1 0.2 43 3 0.6 1.9 0.2 75 4,5 1.0 3.7 0.2
12 1 1.4 −0.1 0.2 44 3 1.0 1.9 0.2 76 4,5 1.4 3.3 0.2
13 1 0.6 0.1 0.2 45 3 1.4 1.9 0.2 77 4,5 1.4 3.5 0.2
14 1 1.0 0.1 0.2 46 3 0.6 2.0 0.2 78 4,5 1.4 3.7 0.2
15 1 1.4 0.1 0.2 47 3 1.0 2.0 0.2 79 5 0.6 3.9 0.2
16 1 0.6 0.3 0.2 48 3 1.4 2.0 0.2 80 5 1.0 3.9 0.2
17 1 0.6 0.5 0.2 49 3 0.6 2.1 0.2 81 5 1.4 3.9 0.2
18 1 0.6 0.7 0.2 50 3 1.0 2.1 0.2 82 5 0.6 4.0 0.2
19 1,2 1.0 0.3 0.2 51 3 1.4 2.1 0.2 83 5 1.0 4.0 0.2
20 1,2 1.0 0.5 0.2 52 3 0.6 2.3 0.2 84 5 1.4 4.0 0.2
21 1,2 1.0 0.7 0.2 53 3 0.6 2.5 0.2 85 5 0.6 4.1 0.2
22 1,2 1.4 0.3 0.2 54 3 0.6 2.7 0.2 86 5 1.0 4.1 0.2
23 1,2 1.4 0.5 0.2 55 3,4 1.0 2.3 0.2 87 5 1.4 4.1 0.2
24 1,2 1.4 0.7 0.2 56 3,4 1.0 2.5 0.2 88 5 0.6 4.3 0.2
25 2 0.6 0.9 0.2 57 3,4 1.0 2.7 0.2 89 5 0.6 4.5 0.2
26 2 1.0 0.9 0.2 58 3,4 1.4 2.3 0.2 90 5 0.6 4.7 0.2
27 2 1.4 0.9 0.2 59 3,4 1.4 2.5 0.2 91 5 1.0 4.3 0.2
28 2 0.6 1.0 0.2 60 3,4 1.4 2.7 0.2 92 5 1.0 4.5 0.2
29 2 1.0 1.0 0.2 61 4 0.6 2.9 0.2 93 5 1.0 4.7 0.2
30 2 1.4 1.0 0.2 62 4 1.0 2.9 0.2 94 5 1.4 4.3 0.2
31 2 0.6 1.1 0.2 63 4 1.4 2.9 0.2 95 5 1.4 4.5 0.2
32 2 1.0 1.1 0.2 64 4 0.6 3.0 0.2 96 5 1.4 4.7 0.2
The derivatives for F are
F(2)l,l = diag{0, . . . , 2/d3l , . . . , 0}, F(2)T+1,T+1 = diag{2/d31 , 2/d32 , . . . , 2/d3T }
F(2)l,T+1 = diag{0, . . . ,−2/d3l , . . . , 0}, l = 1, . . . , T ,
and the derivatives for E are
e
(2)
ij,l =
 2/(d
3
i dj ) if l = i, i = j ,
6/d4i if l = i = j ,
0 otherwise.
e
(2)
ij,l,k =
{ 6/d4i if l = i, k = j, i = j ,
1/(didj ) if l = k = i = j ,
0 otherwise.
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e
(2)
ij,T+1 =
2(di + dj )2 − 2didj
(didj )3
and
e
(2)
ij,l,T+1 =
−(di + 2dj )/(d
3
i d
2
j ) if l = i, i = j ,
−6/d4i if l = i = j ,
0 otherwise.
AppendixC.
The simulated item parameters are given in Table 4.
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