It is shown that the Sobolev class of a function of the form H(x, 0(x)) is the same as the Sobolev class of 6 , for sufficiently smooth H. This result has applications in a perturbation analysis of a nonlinear system of differential equations considered elsewhere.
Introduction
Here we give a result concerning the Sobolev class of a composite function. Specifically, we consider a function f(x) -H(x, 6(x)) where 6 is in a certain Sobolev space and H is a smooth function in all of its arguments. We show that / is in the same Sobolev space and derive a bound on its Sobolev norm.
The need for such a result arose in the study of a discrete approximation to a nonlinear differential equation that arose in Cox and O'Sullivan [2] . See the discussion of the examples near the end of §2.1 of that paper. We would expect that such a result could have other applications in the study of nonlinear differential equations.
We now give some definitions and notation. For a normed linear space V, let ||t>|FÏ| denote the norm on V, and let S(r, V) = {v £ V: \\v\V\\ < r} denote the closed ball of radius r centered at the origin. The Sobolev space of real-valued functions on a domain Sf c Rd is denoted Wps(Sf) as defined in Triebel [3] . Any of the various equivalent norms for W^(âf) may be used. A Sobolev space of ^-dimensional vector-valued functions on 3? will be denoted Wps(^;W).
We will also make use of Cm(Sf ; K«) where m is an integer, which is the space of m times continuously differentiable functions equipped with an appropriate supremum norm on derivatives. Proof. Note that s is not an integer. We will assume for now that d > 1. The proof when d = 1 is easier and will be indicated at the end. In this proof, we will write M (a, b, ... ) for a generic constant M depending only on the quantities a, b,... . Note that dependence on 3f subsumes dependence on d and dependence on 5 subsumes dependence on k.
Using equation (1) In order to denote partial derivatives of H, we will write the independent variables as H(x, t), x £ 3? and t £Rq . Let k be as in the statement of the theorem. For fixed 6 £ W{(2?) let f(x) = H(x, 6(x)). Using the chain rule and product rule we have dkf, , dkH.
-, ., v-d^H, ., ..nöH, ,
dx]{x) = JxJ{x' ö(x)) + 5>^*c7(x' 'W>n^5r<*)
where the c¡ 's are constants depending on k, koi < k , all kp > 1, and
We do not indicate the upper limits on the indices / and / in (3) (the upper limit on i depends on / ). Suffice it to note that they are finite and depend only on k and q. We have indicated through the subscripts that the k¡¡ depend on /, but we will drop that dependence for convenience henceforth. We will assume for now that there is more than one summand in (4). The case of one summand will be easy to treat. Using the hypothesis H £ Ck+X(3f x S(R0, R")), it is easy to check that Using boundedness of d^H/dt1^ and Holder's inequality, if m is a fixed index, with the same range as i, then
/ Ja? (
(Here, the q¡ depend on / and m , but this will not be important, so we do not indicate this dependence.) It is necessary to check that each of the integrals on the r.h.s. of (6) Note that k¡■ -s < 0 since k¡ < k < s and that d + 2(k¡ -s) > 0 since k¡ > 1 and s < d/2 + 1, so the last member of (14) is greater than 1. Also, Note that km < k since there is more than 1 summand in (4), so the denominator in the last member of (16) is less than d, and it is positive since km > 1 and k < d/2, so the last member of (16) is greater than 1. (Note that if there is only 1 summand in (4) then finiteness of (6) is trivial since it is then one of the terms in the equivalent norm (1) for 1101^11 ■) To finish the proof that all integrals on the r.h.s. of (6) are finite and, in fact, that the whole r.h.s. of (6) is dominated by a constant (depending only on s, 3f, H, and J?o ) multiple of ||0| W2\\2, it suffices to show we can find q¡ 's satisfying (7), (14), and (16), which is possible if
Now the r.h.s. is equal to
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use so we may find q¡ 's such that (6) is bounded by a constant (depending on s, 3f, H,and R0) multiple of ||0|»?||. (14) holds for all i > 1, which implies that the product of integrals over i > 1 on the r.h.s. of (17) is finite. For the other factor, apply the mean value theorem to show it is equal to (19) Yl rTX^ + ah. <*e(x + h)
where a = a(x, 6(x), h) is between 0 and 1. Since d^H/dXjdtp is bounded and \hj\ < \h\, it is easy to see that the first summation above after the integrations is bounded by a constant depending on s, 3f, H, and Rq . For the second summation, we may use boundedness of dko+xH/dtjdtp to pull that factor out, and then we must deal with terms of the form Since d > 1, this latter pair of inequalities is possible. We also need from ( 18) that (22) 1/00 <1-(2/d) k-(s-d/2)"£l i>\
One can check that (21) and (22) are compatible, so we can find the q¡ 's with the requisite properties. Since the r.h.s. of ( 1 ) can be bounded by a linear combination of terms of the form of (17), (6), (5), and \\H\C(3f x S(R0, R«))|| (for the first term on the r.h.s. of (1)), the result follows.
Finally we briefly indicate the d -1 case. Here, k -0, so no chain rule is involved. One uses the mean value theorem in (1) similar to the last step above but then proceeds directly to ||0| W2S\\ since no Holder step is used. This completes the proof. D
