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Abstract
The mixed membership stochastic blockmodel is a statistical model for a graph, which
extends the stochastic blockmodel by allowing every node to randomly choose a different
community each time a decision of whether to form an edge is made. Whereas spectral analysis
for the stochastic blockmodel is increasingly well established, theory for the mixed membership
case is considerably less developed. Here we show that adjacency spectral embedding into Rk,
followed by fitting the minimum volume enclosing convex k-polytope to the k − 1 principal
components, leads to a consistent estimate of a k-community mixed membership stochastic
blockmodel. The key is to identify a direct correspondence between the mixed membership
stochastic blockmodel and the random dot product graph, which greatly facilitates theoretical
analysis. Specifically, a 2 → ∞ norm and central limit theorem for the random dot product
graph are exploited to respectively show consistency and partially correct the bias of the
procedure.
1 Introduction
Network modelling is a thriving area of statistics, as is evident from the number of recent publi-
cations in top-tier statistical journals, e.g. Lei and Rinaldo (2015); Gao et al. (2015); Lei et al.
(2016); Klopp et al. (2017); Caron and Fox (2017) (the last a Royal Statistical Society discussion
paper, 2017) and machine-learning, e.g. Addario-Berry et al. (2015); Wang et al. (2016); Ho et al.
(2016), as data with this type of structure are increasingly found in all areas of science and beyond
(Baraba´si, 2016).
The stochastic blockmodel (Holland et al., 1983), in particular, where two nodes have an edge
with probability dependent only on the communities that each belong to, has proved very popular
in practice (Karrer and Newman, 2011) and a large body of statistical theory for this model
is emerging (Rohe et al., 2011; Choi et al., 2012; Lei and Rinaldo, 2015; Lei et al., 2016). An
important result, greatly influencing the research of this paper, is the proof that a previously very
popular data analysis technique called spectral clustering (spectral embedding followed by k-means
clustering) (Von Luxburg, 2007) provides a consistent estimate of the stochastic blockmodel, as
shown by Rohe et al. (2011) and Lei and Rinaldo (2015).
The mixed membership stochastic blockmodel (Airoldi et al., 2008) is a natural extension of
the stochastic blockmodel whereby each node can belong to a number of different communities,
and is almost equally as popular, at least judging by the number of citations (over 1100 at the
time of writing). However, here it seems that formal statistical theory lags behind — in particular
the connection between this model and spectral embedding is less clear. Yet, because of the afore-
mentioned results for the stochastic blockmodel, it is natural to expect that a spectral approach
could be profitable, and this leads us to the subject of this paper.
Our main result is that, under reasonable conditions, spectral embedding of the adjacency matrix
(Athreya et al., 2016), followed by fitting the minimum volume enclosing convex k-polytope (Lin
et al., 2016) to the k − 1 principal components, provides a consistent estimate for the undirected
mixed membership stochastic blockmodel.
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A number of other estimation techniques for this model have been developed, ranging from the
variational inference schemes proposed by the original authors (Airoldi et al., 2008; Gopalan and
Blei, 2013), tensor approaches to subgraph counts (Anandkumar et al., 2014), full Markov Chain
Monte Carlo methods (available in online code repositories). Spectral techniques for a number of
slightly modified models, with different consistency results, are available in a few other (apparently
yet unpublished) papers (Zhang et al., 2014; Mao et al., 2016). One advantage of our approach is
that it is very simple, for example, requiring about three lines of code to estimate B (excluding
implementations of the eigendecomposition and fitting the polytope).
A key insight of this paper is recognising a direct connection between the mixed membership
stochastic blockmodel and the random dot product graph (Nickel, 2006; Young and Scheinerman,
2007; Athreya et al., 2016). This has allowed us to present a relatively developed theoretical
analysis at very little cost: first, from a 2 → ∞ norm result given in Lyzinski et al. (2017) it is
straightforward to show that our proposed procedure is consistent. Second, using a central limit
theorem for spectral embedding given by Athreya et al. (2016), we are able to quantify and partly
correct its finite-sample bias.
2 Mixed membership stochastic blockmodels as random dot
product graphs
The focus of this article is on modelling a random, undirected, simple graph with no self-loops
on n ∈ N nodes. Any graph considered has its nodes labelled 1, . . . , n and is identified via its
adjacency matrix, which is a symmetric, hollow matrix A ∈ {0, 1}n×n where Aij = 1 when the
nodes i and j have an edge.
Airoldi et al. (2008) introduce a mixed membership stochastic blockmodel, which is here modified
so as to generate undirected graphs.
Definition 1 (Mixed membership stochastic blockmodel — undirected version). Let k ∈ N, B ∈
[0, 1]k×k and symmetric, and α ∈ Rk+. We say that (Π, A) ∼ MMSBM(B,α) if the following
hold. First, let pi1, . . . , pin
i.i.d.∼ Dirichlet(α) and define Π = [pi1, . . . , pin]T ∈
(
∆k−1
)n
⊂ [0, 1]n×k,
where ∆m denotes the standard m-simplex. Second, the matrix A ∈ {0, 1}n×n is defined to be a
symmetric, hollow matrix such that for all i < j, conditional on Π,
Aij
ind∼ Bernoulli (Bzi→j ,zj→i) ,
where
zi→j
ind∼ multinomial(pii) and zj→i ind∼ multinomial(pij).
In a completely separate sequence of papers, Nickel (2006); Young and Scheinerman (2007);
Athreya et al. (2016) introduce and analyse the following random dot product graph model:
Definition 2 (Random dot product graph). Let F be a distribution on a convex set X ⊂ Rd, such
that xTx′ ∈ [0, 1] for all x, x′ ∈ X . We say that (X,A) ∼ RDPG(F ) if the following hold. First,
let X1, . . . , Xn
i.i.d∼ F and define:
X = [X1, . . . , Xn]
T ∈ Xn×d and P = XXT .
Second, the matrix A ∈ {0, 1}n×n is defined to be a symmetric, hollow matrix such that for all
i < j, conditional on P ,
Aij
ind∼ Bernoulli (Pij) .
As mentioned in the introduction, a key new notion of this paper is the connection between
the two models, now made explicit.
Lemma 3 (Mixed membership stochastic blockmodels are random dot product graphs). Let
(Π, A) ∼ MMSBM(B,α), and assume that B is non-negative definite, with eigendecomposition
B = UΣUT . Let X = ΠUΣ1/2. Then, (X,A) ∼ RDPG(F ), for some F , with support the convex
hull of the columns of Σ1/2UT .
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Proof. The rows of X, transposed into vectors, are given by Xi = Σ
1/2UTpii, i = 1, . . . , n. There-
fore, X1, . . . , Xn are i.i.d. from a distribution F , where F is the distribution of a random vector
Σ1/2UTpi, with pi ∼ Dirichlet(α), which has support the convex hull of the columns of Σ1/2UT .
Now,
P(Aij = 1 | Π) =
k∑
u=1
k∑
v=1
P(Aij = 1 | zi→j = u, zj→i = v)P(zi→j = u | Π)P(zj→i = v | Π),
=
k∑
u=1
k∑
v=1
BuvΠiuΠjv,
so that together with conditional independence we have
Aij | Π ind∼ Bernoulli(piTi Bpij).
But
piTi Bpij = (Σ
1/2UTpii)
TΣ1/2UTpij =
(
XXT
)
ij
,
and therefore
Aij | Π ind∼ Bernoulli
{(
XXT
)
ij
}
⇒ Aij | X ind∼ Bernoulli
{(
XXT
)
ij
}
.
We recognise the generative model of a random dot product graph with parameter F .
3 Spectral estimation for the mixed membership stochastic
blockmodel
The statistical problem we now consider is: given a single observation of A, estimate B and α,
assuming k and d = rank(B) are known. Importantly, we continue to treat Π as random (and
unknown), whereas B and α are fixed (and unknown).
Additionally, motivated by Lemma 3, we assume that B is non-negative definite, so that A
can equally well be considered to have been generated from the model MMSBM(B,α) or a model
RDPG(F ). The distribution F is hereafter assumed to have the form induced by the mixed
membership stochastic blockmodel, i.e., F is the distribution of a random vector Σ1/2UTpi, where
pi ∼ Dirichlet(α).
Let S denote the support of F , that is, the convex hull of the columns of Σ1/2UT . Then
S is a convex polytope with dimension d − 1, and l distinct vertices, denoted v1, . . . , vl, where
d ≤ l ≤ k. We use “convex polytope” rather than “simplex” to stress that S may be less than
(k − 1)-dimensional (if d < k).
As mentioned in the introduction, the estimation problem will be tackled using spectral em-
bedding of the adjacency matrix:
Definition 4 (Adjacency spectral embedding). Given an adjacency matrixA ∈ {0, 1}n×n, an Adja-
cency Spectral Embedding (ASE) of A into Rd is a matrix Xˆ = [Xˆ1, . . . , Xˆn]T = UA{abs(SA)}1/2 ∈
Rn×d, where SA denotes the diagonal matrix containing, in decreasing order, the d largest eigen-
values of A by magnitude and UA is a matrix containing corresponding orthonormal eigenvectors
of A in its columns.
Figure 1a) shows the ASE into R3 of a simulated realisation of the mixed membership stochastic
blockmodel, with n = 5000, k = 3, α = (1, 1, 1) and
B =
 0.9 0.2 0.30.2 0.9 0.5
0.3 0.5 0.9
 . (1)
Intuitively, the figure suggests an obvious ‘estimation pipeline’: First, construct the ASE into
Rd (note that often, like in this example, d = k, but in general d ≤ k). Second, find the principal
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1) ASE 2) PCA
3) MVECP−k
l
l
l
l
l
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l
l
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l
Figure 1: Estimation pipeline. 1) Construct an ASE of the graph into d dimensions. 2) Obtain the
d − 1 principal components of the data. 3) Compute the MVECP-k around the data (red) and,
optionally, shrink the polytope by a factor proportional to n−1/2 log1/2(n) (green). 4) Apply the
inverse PCA rotation and translation to recover the polytope in d-dimensional space. The vertices
of the polytope provide an estimate for B.
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Figure 2: ASE of a random realisation of the mixed membership stochastic blockmodel, for three
different values of n, where B is 3×3 with full rank (given explicitly in main text), and α = (1, 1, 1).
The grey point cloud in R3 shows the estimated latent positions Xˆ1, . . . , Xˆn, the MVECP-3 is shown
in red, the same polytope shrunk by a factor proportional to n−1/2 log1/2(n) is shown in green,
and the true vertices of S are shown in blue. Further details in main text.
(d−1)-dimensional hyperplane, using principal component analysis (PCA), and project the points
onto the plane, as shown in Figure 1b). Third, find the minimum volume enclosing convex k-
polytope (MVECP-k) around the projected points, as shown in Figure 1c) (in red). Due to noise,
this polytope can be ‘too large’; in Section 4 we will propose a correction (in green). Finally,
reconstruct the polytope in Rd to obtain an estimate of B. More formally, we will prove consistency
of the following procedure:
Definition 5 (Spectral estimation of the mixed membership stochastic blockmodel). Assuming k
and d are known,
1. Let X˜ = [X˜1, . . . , X˜n]
T denote the d−1 principal components of Xˆ, that is, X˜ = (Xˆ−Mˆ)UCˆ
where Mˆ = [n−1
∑n
i=1 Xˆi, . . . , n
−1∑n
i=1 Xˆi]
T ∈ Rn×d, Cˆ = n−1(Xˆ − Mˆ)T (Xˆ − Mˆ), and UCˆ
is a matrix containing d − 1 orthonormal eigenvectors corresponding to the d − 1 largest
eigenvalues of Cˆ.
2. Let S˜ denote the MVECP-k around X˜1, . . . , X˜n, and Sˆ = {UCˆx+ n−1
∑n
i=1 Xˆi : x ∈ S˜} the
reconstructed convex k-polytope in Rd.
3. Let Bˆ = Vˆ Vˆ T , where Vˆ = [Vˆ1, . . . , Vˆk]
T and Vˆ1, . . . , Vˆk are the vertices of Sˆ.
4. For i ∈ 1, . . . , n, let pˆii ∈∆k−1 be a vector satisfying Xˆi =
∑k
j=1 pˆiij Vˆj and finally
5. Let αˆ denote the conditional maximum likelihood estimate
αˆ = argmax
α∈Rk+
B(α)−1
n∏
i=1
k∏
j=1
pˆi
αj−1
ij ,
where
B(α) =
∏k
j=1 Γ(αj)
Γ
(∑k
j=1 αj
) .
While computing the MVECP-k is in theory NP-hard (Packer, 2002), there exist efficient
approximate solutions in practice. We have found the hyperplane-based algorithm by Lin et al.
(2016) fit for purpose, with a standard computer taking under a second to return an approximate
MVECP-k given, e.g., n = 10, 000 points in R3. We will say MVECP-k to mean either the actual
optimum or the practical approximation: it will always be clear from the context which is meant.
Figures 2 and 3 show how different quality spectral estimates are obtained depending on the
values of n and α. A more quantitative analysis is presented later (Figure 5). In each plot, the
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Figure 3: ASE of a random realisation of the mixed membership stochastic blockmodel, for three
different values of α, where B is 3× 3 with full rank (given explicitly in main text), and n = 5000.
The grey point cloud in R3 shows the estimated latent positions Xˆ1, . . . , Xˆn, the MVECP-3 is
shown in red, the same polytope shrunk by a factor proportional to n−1/2 log1/2(n) is shown in
green, and the true vertices of S are shown in blue. Further details in main text.
grey points are the estimated latent positions Xˆ1, . . . , Xˆn. The MVECP-k and shrunk MVECP-
k are shown in red and green, as before, but now the true polytope, S, is also shown, in blue.
The parameter vector α controls where the true Xi concentrate within S. In particular, when
all coordinates are commensurate and high (respectively, low) the mass concentrates towards the
centre (respectively, the edges). As could have been expected, estimates improve as n increases
and each coordinate of α decreases.
To summarize our main result, our proposed estimates for B, pi1, . . . , pin and α are consistent if
B is positive definite (k = d). To state the result in full, including allowing B to be non-negative
definite (d ≤ k), let ‖·‖, ‖·‖F denote the Euclidean and Frobenius norms respectively; let 	 denote
the symmetric difference of sets and λ Lebesgue measure; finally, let O(d) denote the orthogonal
group {W ∈ Rd×d : WTW = WWT = I} where I is the identity matrix, Sk the symmetric group
on k letters, and M (ρ), v(ρ) the row-column permutation (respectively, direct permutation) of a
k × k matrix M (respectively, a k-dimensional vector v) by ρ ∈ Sk, e.g. M (ρ)ij = Mρ(i)ρ(j). Then:
Theorem 6 (Consistency of spectral estimates). Sˆ is a consistent estimator for S, up to identi-
fiability constraints, in the sense that, for any δ > 0,
lim
n→∞P
[
min
W∈O(d)
{λ(W Sˆ 	 S)} ≤ δ
]
= 1. (2)
If k = l, then Bˆ is a consistent estimator for B, up to row-column permutations, i.e., for any
δ > 0,
lim
n→∞P
{
min
ρ∈Sk
(‖Bˆ(ρ) −B‖F) ≤ δ
}
= 1.
If additionally d = l = k (B is positive definite), then pˆi1, . . . , pˆin and αˆ are consistent estimators
of pi1, . . . , pin and α respectively, up to permutation, i.e. for any δ > 0,
lim
n→∞P
[
min
ρ∈Sk
{
max‖pˆi(ρ)i − pii‖
}
≤ δ
]
= lim
n→∞P
{
min
ρ∈Sk
(
‖αˆ(ρ) − α‖ ≤ δ
)}
= 1. (3)
The proof is relegated to the appendix as a number of technicalities distract from the main
mathematical point: that because the MVECP-k encloses all points by definition, Theorem 6 is
evidently only possible if the maximum deviation of any Xˆi to its true value Xi can be controlled,
probabilistically. The result we need is given by Lyzinski et al. (2017). Let En denote the event
that
max
i∈{1,...,n}
‖WXˆi −Xi‖ ≤ dn, (4)
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for some W ∈ O(d), where
dn =
cd1/2 log2(n)√
n
→ 0,
and c is some fixed constant. Then, P (En)→ 1.
4 Shrinking the polytope
As Figures 2 and 3 illustrate, the MVECP-k has a tendency to be too large since, obviously, it is
susceptible to outliers. In this section, we derive a rate (as a function of n) by which the polytope
can be shrunk, towards the centre of the point cloud, for better results. For consistency to be
preserved, it is necessary and sufficient that this rate tends to zero. Although our recommendation
is the same when l < k, to simplify the following discussion it is assumed that k = l (a common
scenario).
Again we appeal to the theory of random dot product graphs, this time a central limit theorem
by Athreya et al. (2016): there exists a sequence of orthogonal matrices Wn ∈ O(d) such that for
any i ∈ {1, . . . , n} and x ∈ X ,
L
{
n−1/2(WnXˆi −Xi) | (Xi = x)
}
→ Normal{0,Ψ(x)},
where the covariance Ψ(x) is fixed as a function of x. Furthermore, at fixed indices i1, . . . , im
and fixed points xj ∈ X , j = i1, . . . , im, the random vectors n−1/2(WnXˆj −Xj) | (Xj = xj), j =
i1, . . . , im are asymptotically independent.
We use the result that max(Zj)/ log(m)
a.s.→ c, for some constant c > 0 if Z1, . . . , Zm are i.i.d.
Chi-square random variables (Embrechts et al., 2013, Example 3.5.6). Choosing xj = x, j =
i1, . . . , im, for any x ∈ X , this implies that the maximal coordinate of n−1/2(WnXˆj − x) | (Xj =
x), j = i1, . . . , im, along any direction, decreases as n
−1/2 log1/2(n) (the marginals along this direc-
tion are independent zero-mean Gaussian random variables, and so their squares are independent
Chi-square random variables up to rescaling). Heuristically, we might then assume that the error
in the MVECP-k vertices relative to the vertices v1, . . . , vk of S decrease as n−1/2 log1/2(n) too,
by considering in turn subsets of {Xi} that fall close to each vi (i.e. letting x = vi in the above
argument).
Figure 4 shows samples of the simulated maximum distance between any of the vertices of the
MVECP-k Sˆ and the corresponding vertex of S, for different values of n and α, and B given as
usual by (1). The black line shows the rate n−1/2 log1/2(n), which is in surprisingly good agreement
with the asymptotic theory.
A simple plausible avenue for improvement is therefore to shrink the MVECP-k towards the
centre of the point cloud by a rate an−1/2 log1/2(n), for some constant a ≤ 0. By comparison, for
their (entirely different) application, Lin et al. (2016) suggest shrinking the MVECP-k of points
corrupted by noise at a fixed rate 1 − η = 10%, which is currently the default in their published
code (the choice of symbol and parameterization for η is to allow direct comparison with their
paper). Obviously, for our application, a fixed value of η would result in an inconsistent estimate.
Figure 5 shows the estimation improvements that result from shrinking the polytope at the rate
derived above. The constant was chosen such that 1 − an−1/2 log1/2(n) = 0.9 at n = 10, 000, so
that shrinking at a fixed or varying η results in identical performance at n = 10, 000. Performance
is otherwise always superior using a varying η, rather than fixing η = 0.9 (default shrinking) or
η = 1 (no shrinking).
5 Conclusion
This paper presents a simple estimation procedure for the undirected mixed membership stochastic
blockmodel, based on its connection to the random dot product graph, using adjacency spectral
embedding. We prove consistency under reasonable conditions, and propose a bias correction for
finite samples exploiting, respectively, recent 2→∞ norm and central limit theorems for random
dot product graphs.
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Figure 4: Boxplots of the maximum distance, for n = 100, 500, 1000, 5, 000, 10, 000, between a
vertex of the MVECP-k Sˆ and the corresponding true vertex of S, for three different values of α,
where B is 3× 3 with full rank (given explicitly in main text), based on 100 simulations for each
n. The black curves are proportional to n−1/2 log1/2(n), with the constant chosen in each of the
three panels so that the curve and the sample median meet at n = 10, 000. The y-axis is on the
log-scale. Further details in main text.
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Figure 5: Boxplot of the estimation error as n increases for different estimates of Bˆ, where B is
3 × 3 with full rank (given explicitly in main text) and α = (1, 1, 1) based on 100 simulations for
each n. The first estimate uses the MVECP-k, i.e. η = 1 (in white), the second uses the polytope
shrunk by 10%, i.e. η = 0.9 (light grey), and the third uses a decreasing shrinking rate proportional
to n−1/2 log1/2(n) instead (dark grey). The error is computed as the minimum distance between
Bˆ and B in Frobenius norm, minimizing over all row-column permutations of Bˆ. The y-axis is in
the log-scale.
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A Appendix
Proof of Theorem 6. The sequence dn and event En defined at the end of Section 3 are now denoted
d
(1)
n and E
(1)
n . Let Y = (X − µ)UΓ = [Y1, . . . , Yn]T where µ = [E(X1), . . . ,E(X1)]T ∈ Rn×d,
Γ = E[{X1−E(X1)}{X1−E(X1)}T ], and UΓ is a matrix containing d−1 orthonormal eigenvectors
corresponding to the d− 1 largest eigenvalues of Γ.
Since Xi have bounded support, the standard mean and covariance estimates are consistent,
so that there exists a sequence d
(2)
n → 0 such that for the event E(2)n :∥∥∥∥∥n−1
n∑
i=1
Xi − E(X1)
∥∥∥∥∥ ≤ d(2)n and ‖C − Γ‖F ≤ d(2)n ,
where C = n−1(X −M)T (X −M) and M = [n−1∑ni=1Xi, . . . , n−1∑ni=1Xi]T ∈ Rn×d, we have
P
(
E
(2)
n
)
→ 1. Then E(1)n and E(2)n together imply that∥∥∥∥∥n−1
n∑
i=1
WXˆi − E(X1)
∥∥∥∥∥ ≤ d(3)n and ‖WCˆWT − Γ‖F ≤ d(3)n , (5)
for some sequence d
(3)
n → 0. Since S is (d − 1)-dimensional, Γ has d − 1 positive and one zero
eigenvalue. Therefore, under E
(1)
n and E
(2)
n , by a variant of the Davis-Kahan theorem (Yu et al.,
2015), there exists an orthogonal matrix O ∈ O(d− 1) such that
‖WUCˆOT − UΓ‖F ≤ 23/2λ−1d−1d(3)n = d(4)n → 0, (6)
where UCˆ is a matrix containing d− 1 orthonormal eigenvectors corresponding to the d− 1 largest
eigenvalues of Cˆ, and λd−1 is the smallest non-zero eigenvalue of Γ. Recall from Definition 5 that
X˜1, . . . , X˜n are the PCA projections of Xˆ1, . . . , Xˆn respectively. We have, (OX˜i−Yi) = V (1)i +V (2)i
where
V
(1)
i (n) = OU
T
Cˆ
{
(Xˆi −WTXi) +
(
WTE(X1)− n−1
n∑
i=1
Xˆi
)}
,
V
(2)
i (n) =
(
OUT
Cˆ
WT − UTΓ
) {Xi − E(X1)}.
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Under E
(1)
n and E
(2)
n , we have ‖V (1)i ‖ ≤ d(2)n +d(3)n , using ‖Bx‖2 ≤ ‖B‖2‖x‖ where ‖·‖2 denotes the
spectral norm of a matrix and noting that ‖OUT
Cˆ
‖2 = 1, whereas ‖V (2)i ‖ ≤ d(4)n c∗, where c∗ is the
maximum possible norm of Xi − E(X1) (using the Cauchy-Schwarz inequality for the Frobenius
norm), and therefore ‖OX˜i − Yi‖ ≤ d(2)n + d(3)n + d(4)n c∗ = d(5)n → 0.
Let R = {UTΓ [x − E(X1)] : x ∈ S} denote the support of Yi, a (d − 1)-dimensional convex
l-polytope with vertices w1, . . . , wl. Under E
(1)
n and E
(2)
n , OX˜i are enclosed in a convex l-polytope
formed by moving each of the (d−2)-dimensional hyperplanes containing a side of R by d(5)n , away
from the polytope centre, and parallel to the original plane. Under E
(1)
n and E
(2)
n , the MVECP-k
necessarily has a volume at least as small, so that λ(OS˜) ≤ λ(R) + δ(1)n , where λ denotes Lebesgue
measure on Rd−1, and δ(1)n is some sequence that can be chosen so that δ(1)n → 0.
Since each Yi has a positive probability of falling within any neighbourhood of wj , j = 1, . . . , l,
there also exists a function d
(6)
n → 0 such that, for the event E(3)n :
max
j∈{1,...,l}
(
min
i∈{1,...,n}
‖Yi − wj‖
)
≤ d(6)n ,
we have P
(
E
(3)
n
)
→ 1. Let H denote the convex hull of H1, . . . ,Hl, where
Hj = argmin
x∈{OX˜i}
‖x− wj‖, j = 1, . . . , l.
Then E
(1)
n , E
(2)
n and E
(3)
n together imply that λ(R	H) ≤ δ(2)n , where δ(2)n is some sequence that
can be chosen so that δ
(2)
n → 0.
Therefore, E
(1)
n , E
(2)
n and E
(3)
n together imply
λ(OS˜ ∪ R) ≤ λ(OS˜ ∪ H) + δ(2)n = λ(OS˜) + δ(2)n ,
λ(OS˜ ∩ R) ≥ λ(H ∩R) ≥ λ(R)− δ(2)n ,
using direct set algebra, and the fact that H ⊆ OS˜. Hence,
λ(OS˜ 	 R) = λ(OS˜ ∪ R)− λ(OS˜ ∩ R)
≤ λ(OS˜)− λ(R) + 2δ(2)n ≤ δ(1)n + 2δ(2)n .
For any δ,  > 0, let n1 be such that P
(
E
(i)
n
)
≥ 1− /3, i = 1, 2, 3, for all n ≥ n1. Let n2 be such
that δ
(1)
n + 2δ
(2)
n ≤ δ, for all n ≥ n2. Then, for any n ≥ max(n1, n2),
P{λ(OS˜ 	 R) > δ} ≤ P
(
E¯(1)n ∪ E¯(2)n ∪ E¯(3)n
)
≤ , (7)
using Boole’s inequality. Therefore S˜ is a consistent estimate of R (up to orthogonal trans-
formation). It is not hard to show consistency is preserved after PCA reconstruction, using
S = {UΓx+ E(X1) : x ∈ R} (recall Sˆ = {UCˆx+ n−1
∑n
i=1 Xˆi : x ∈ S˜}) and equations (5-6).
Now, assume k = l, so that Sˆ and S are two (d− 1)-dimensional convex k-polytopes. Suppose
there exists W ∈ O(d) such that λ(W Sˆ 	 S) ≤ δ for some δ, and consider the vertex estimation
error maxi∈{1,...,k}‖WVˆi − vi‖, choosing the order of the vertices to achieve minimum error. By
an argument shown in Figure 6, we must have maxi=1,...,n‖WVˆi − vi‖ ≤ ∆, where ∆ is a positive
number that can be made arbitrarily small by reducing δ with S fixed. Therefore, for any ∆ > 0,
lim
n→∞P
{
min
W∈O(d)
(
max
i∈{1,...,k}
‖WVˆi − vi‖
)
≤ ∆
}
= 1, (8)
implying that Bˆ is a consistent estimator of B up to row-column permutations.
Finally, assume d = k = l. As we consistently estimate both v1, . . . , vk, see Equation (8), and
Xi, see Equation (4), then pˆi1, . . . , pˆin are collectively consistent estimates of pi1, . . . , pin respectively,
proving the LHS of (3). This in turns implies that αˆ is a consistent estimate of α, by the consistency
of the maximum likelihood estimator, proving the RHS of (3).
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Figure 6: Illustration of the proof of the convergence of Vˆi to vi given the convergence of Sˆ to S
in symmetric difference. If ‖WVˆi − vi‖ > ∆, after minimizing over vertex permutations, a ball of
radius min(∆, ‖vi − vj 6=i‖) (dotted line) can be drawn around vi so that neither W Sˆ nor S have
(other) vertices within the ball. The polytope W Sˆ must include the whole black ball if it does not
exclude any of the grey balls, in which case it must include a portion L of the dotted ball that is
not in S. The solid black and grey balls can be chosen, based only on ∆ and S, so that they and
L have a volume exceeding δ > 0, which is a function of ∆ and S only. Therefore ‖WVˆi− vi‖ > ∆
implies that W Sˆ either excludes a grey ball or includes L, either of which imply that W Sˆ 	S > δ,
so must occur with vanishing probability. See proof of Theorem 6.
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