In this paper two kinds of cumulant processes are studied in a general setting. These processes generalize the cumulant of an infinitely divisible random variable and they appear as the exponential compensator of a semimartingale. In a financial context cumulant processes lead to a generalized Esscher transform. We also provide some new criteria for uniform integrability of exponential martingales.
Introduction
Any exponential semimartingale, i.e. any process of the form S = exp(X) for some semimartingale X, can be written as stochastic exponential S = E ( X) for some semimartingale X. The process X is called stochastic logarithm of S or exponential transform of X. If X is a special semimartingale, then its predictable part of finite variation K will be denoted the Laplace cumulant process of X. This process is closely linked to the exponential compensator of X, i.e. the unique predictable process K of finite variation such that exp(X − K) is a local martingale. In fact, K is the exponential transform of K. These notions and their properties are the subject of the subsequent section.
The question of uniform integrability of local martingales exp(X − K) plays an important role in statistics and finance because they appear as candidates for density processes. Among others, Gihman and Skorohod (1972) , Grigelionis (1971) , Liptser and Shiryaev (1972) , Novikov (1972 Novikov ( , 1975 Novikov ( , 1979 Novikov ( , 1980 , Jacod and Mémin (1976) , Kazamaki (1977 Kazamaki ( , 1978a Kazamaki ( ,b, 1979 , Mémin (1978) , Lépingle and Mémin (1978a,b) , Mémin and Shiryaev (1979) , Kabanov et al. (1979 Kabanov et al. ( , 1980 , Okada (1982) , Yan (1980 Yan ( , 1982a , Sekiguchi (1982, 1983) , Stummer (1993) , Jerschow (1994) , Kramkov and Shiryaev (1998) contributed to this issue. In Section 3, we show that the cumulant process naturally leads to a hierachy of sufficient criterions for uniform integrability of exp(X − K), which includes in particular Novikov-and Kazamaki-type conditions in the sense of Revuz and Yor (1999) , Propositions VIII.1.14 and VIII.1.15.
In mathematical finance, measure transformations with density process dP ϑ dP | Ft = exp(ϑ X t − k(ϑ)t) for some given Lévy process X and real numbers ϑ, k(ϑ) have been considered under the name Esscher transform for contingent claim pricing (cf. e.g. Gerber and Shiu (1994) , Madan and Milne (1991) , Eberlein and Keller (1995) , Chan (1999) ). This concept can be generalized to integrals · 0 ϑ s dX s of a large class of semimartingales if the cumulant k(ϑ)t is replaced with the cumulant process of · 0 ϑ s dX s . This approach is discussed in Section 4.
We generally use the notation of Jacod and Shiryaev (1987) (henceforth JS) and Jacod (1979 Jacod ( , 1980 . The transposed of a vector or matrix x is denoted as x and its components by superscripts. In particular, ϑ · X denotes the stochastic integral of ϑ relative to X. Increasing processes are identified with their corresponding Lebesgue-Stieltjes measure.
Cumulant processes Stochastic exponential and logarithm
In this section we review and introduce some notions of stochastic calculus that turn out to be useful for the study of exponential semimartingales. Firstly, we recall the definition of the stochastic or Doléans-Dade exponential of a semimartingale. Definition 2.1 Let X be a real-valued semimartingale. The stochastic exponential E (X) is defined as the (up to indistinguishability unique) solution Z to the stochastic differential equation
The mapping X → E (X) can be inverted. In analogy to real calculus, we call its converse the stochastic logarithm of X (cf. also Foldes (1990) , Choulli et al. (1998) , Kallsen and Shiryaev (2001) ).
Lemma 2.2 Let Z be a semimartingale such that Z, Z − are R \ {0}-valued. Then there exists an up to indistinguishability unique semimartingale X such that X 0 = 0 and Z = Z 0 E (X). It is given by
PROOF. W.l.o.g. Z 0 = 1. The existence and explicit form of X follows from 1 + Z − · (
)·Z = Z. Now let X be any semimartingale with X 0 = 0 and Z = E (X).
Special semimartingales
To prepare our study of exponential semimartingales, we review some properties of special semimartingales. We introduce some notation but do not state any new results here. Recall that a real-valued semimartingale is called special if it can be written as X = X 0 +M +V for some local martingale M and some predictable process V of finite variation, both starting at 0. Put differently, X is a special semimartingale if there exists a predictable process V ∈ V such that X − X 0 − V ∈ M loc . We call the unique process V the compensator or drift process of X and we write D X := V (for drift or Doob-Meyer decomposition). Whether a semimartingale is special or not, is an integrability property of the big jumps as the following lemma shows. For the following, let us slightly extend the notion of a drift process.
Definition 2.9 Let X be a semimartingale in R d and ϑ ∈ L(X) such that ϑ · X is a special semimartingale. Then we call its compensator the drift process of X in ϑ and we write
Remark. If X and ϑ · X in the previous definition are special, then Jacod (1980) , Proposition 2). Here, special semimartingale and drift process in R d are to be interpreted componentwise. Note, however, that ϑ · X may not be special even if X is special (and vice versa).
A simple property of drift processes is given in the following
PROOF. This follows from λ · (ϑ · X) = (λϑ) · X (cf. e.g. Goll and Kallsen (2000) , Proposition A.1).
The drift process can be expressed explicitly in terms of semimartingale characteristics. Let X be a semimartingale in R d . We assume that the characteristics (B, C, ν) of X relative to some fixed truncation function h :
where A ∈ A + loc is a predictable process, b is a predictable R d -valued process, c is a predictable R d×d -valued process whose values are non-negative, symmetric matrices, and F is a transition kernel from
. By JS, Proposition II.2.9 such a representation always exists.
Lemma 2.11 Let ϑ ∈ L(X) such that ϑ · X is special. Then we have:
PROOF. For real-valued X and ϑ = 1 cf. JS, II.2.29. In the general case, observe that the characteristics of ϑ · X relative to some truncation function h 1 : R → R are of the form (2.1) with Kallsen and Shiryaev (2001) , Lemma 2.5).
Exponentially special semimartingales
A main subject of this paper are exponentially special semimartingales in the sense of the following Definition 2.12 Let X be a real-valued semimartingale. X is called exponentially special if exp(X − X 0 ) is a special semimartingale.
As in the case of special semimartingales (cf. Lemma 2.8), this property can be expressed in terms of the compensated measure of jumps ν X of X.
Lemma 2.13 Let X be a real-valued semimartingale. Denote by ν X the compensator of the measure of jumps of X and by h : R → R a truncation function. Then the following statements are equivalent.
PROOF.
Step 1: If we set S := exp(ϑ · X) and denote by p S its predictable projection, then
is locally bounded by Jacod (1979), (6.19) . This implies that H · S is a special semimartingale (cf. Jacod (1979) , (2.51)). Since 
. If D H·S denotes the drift process of H · S, we have that
. In particular,
we have |(e ϑ x − 1)
(cf. JS, I.3.10 and II.1.28).
Step 2:
. By Statement 1 in Lemma 2.6 we have that , Propositions A.2 and A.3, it follows that
Similarly, Statement 1 in Theorem 2.18 and Proposition A.3 in Goll and Kallsen (2000) yield
If Z is the density process of a probability measure P loc P , then the following result is useful for the application of Girsanov's theorem for semimartingales as in JS, III.3.24.
Lemma 2.20 Let ϑ and Z be as in Theorem 2.19. Define β := ϑ and the P-measurable . Moreover, we have
everywhere for any non-negative P-measurable function U . This implies the first statement.
The second statement follows immediately from
and hence
.
From the definition of the stochastic integral with respect to µ X − ν it follows that 
PROOF. Lemma 2.20 and JS, III.3.24
Derivatives of cumulant processes
Theorem 2.19 shows that cumulant processes play an important role for the study of exponential martingales. We consider now its derivative with respect to ϑ since it is needed in the following sections. By Theorem 2.18, we have that
If we may differentiate under the integral sign, then the derivative of the mapping
Even in cases where it is not obvious whether differentiation and integration may be exchanged, the following definition makes sense.
Definition 2.22
Let ϑ ∈ L(X) such that ϑ · X is exponentially special and such that
We want to define a derivative for K X (ϑ) as well. If the mapping
In view of Statement 2 in Theorem 2.18, we are led to define the derivative of K X (ϑ) as follows.
Definition 2.23
Proposition 2.24 Let ϑ ∈ L(X) such that ϑ · X is exponentially special and such that
. Then the derivatives of K X and K X in ϑ are well-defined predictable processes whose components are of finite variation.
PROOF. Since
is a well-defined predictable process inV .
If we set Z := exp(ϑ · X) and denote by p Z its predictable projection, then 1 p Z is locally bounded by Jacod (1979), (6.19) . Since 
) and hence also
is locally bounded. Therefore
is a well-defined predictable process inV as well.
Proposition 2.25 Under the conditions of Definition 2.23 we have
PROOF. By Definitions 2.23 and 2.22, we have
2.14 and the fact that { W (ϑ) = 0} is a predictable thin set. Moreover,
Remarks.
1. If X is quasi-left-continuous, then the derivatives of K X and K X coincide.
2. Let X be a real-valued exponentially special semimartingale. If |xe
3. If Z := e X is a real-valued local martingale, then we have K X (1) = K X (1) = 0 and W (1) = 0 (cf. Theorems 2.19 and 2.18). If |xe
where ( B, C, ν) denotes the characteristics of the local martingale X with Z = E (X) (cf. Lemma 2.6).
The following result shows how to calculate DK ϑ ·X (1) in terms of DK X (·), which is useful in view of the conditions on uniform integrability in Section 3.
Lemma 2.26 Let ϑ ∈ L(X) be such that ϑ · X is exponentially special and such that
and
PROOF. From Definition 2.22 and Kallsen and Shiryaev (2001) , Lemma 2.5 it follows that
, the second statement follows as well.
Uniform integrability of exponential local martingales
In this section, we consider positive local martingales of the form E ( X) or equivalently exp(X), where X denotes the logarithmic transform of X. They play an important role in statistics and finance because they appear as natural candidates for density processes. Since E ( X) is a supermartingale (cf. e.g. Jacod (1979) , (5.17)), it converges to some random variable E ( X) ∞ with E(E ( X) ∞ ) ≤ 1. To define a probability measure P ∼ P via its density dP dP
uniformly integrable martingale. This explains why the question of uniform integrability has received so much attention (cf. the references in the introduction).
Roughly speaking, one may distinguish two kinds of sufficient conditions for uniform integrability. Predictable criteria (as e.g. Novikov's condition) depend only on the characteristics of X, whereas optional conditions (as e.g. Kazamaki's condition) involve X directly and not only its characteristics. Our conditions below will be formulated in terms of X while the literature focuses mainly on X. In the predictable case or for continuous processes, the two viewpoints lead essentially to the same results. For processes with jumps, however, we obtain new kinds of optional criteria. Note that all proofs are relegated to the end in this section.
Our setting is as follows. Let X be a R d -valued semimartingale and let ϑ ∈ L(X) be such that ϑ · X is exponentially special. We want to obtain sufficient conditions for exp(ϑ · X − K X (ϑ)) ∈ M loc to be a uniformly integrable martingale. Since this process
suffices to consider the case that X is R-valued and ϑ = 1. The reason to consider arbitrary ϑ in the first place is that density processes of the above type appear frequently in applications (cf. Section 4).
From now on let X be a real-valued semimartingale that is exponentially special and whose characteristics are of the form (2.1). Set K(·) := K X (·) and
We start by defining a number of prospective sufficient conditions for uniform integrability of Z.
Definition 3.1 Let a ∈ [0, 1], δ ∈ (0, 1). We define the following integrability conditions:
We say that Condition I(a, 1 + δ) 1+ε holds if (1 + δ)X is exponentially special and if there exists some ε > 0 such that
I(a, 1) 1+ε : We say that Condition I(a, 1) 1+ε holds if |xe x − h(x)| * ν ∈ V and if there exists some ε > 0 such that
T finite stopping time < ∞.
I(a, 1) : We say that Condition I(a, 1) holds if |xe
T finite stopping time < ∞. 
We say that Condition I(0, 1 + δ) holds if (1 + δ)X is exponentially special and
I(0, 1) : We say that Condition I(0, 1) holds if |xe
Remarks.
1. Note that I(0, 1) is defined twice. But since DK(1) − K(1) is an increasing process, the two definitions coincide (cf. Proposition 3.15 for δ = 1).
2. The conditions I(a, 1 + δ) 1+ε and I(0, 1 + δ) are rather of auxiliary nature than of interest on their own.
For a = 0 the above criteria depend only on the cumulant process and hence the characteristics of X. Therefore, they are predictable conditions which makes them handy for applications.
Theorem 3.2 We have
I(0, 1) 1+ε ⇒ I(0, 1) ⇒ I(0, 1−) ⇒ Z ∈ M ,
where the last statement means that Z is a uniformly integrable martingale.
For continuous local martingales, Condition I(0, 1) 1+ε goes back to Liptser and Shiryaev (1972) . Novikov (1972 Novikov ( , 1975 and Lépingle and Mémin (1978b) showed that I(0, 1) suffices to conclude that Z is a uniformly integrable martingale. The slight generalization to I(0, 1−) has been shown in Yan (1982b) for continuous processes. The general version of Condition I(0, 1−) is, to the best of our knowledge, new.
In the case a = 0 we obtain optional criteria which are usually weaker than the predictable conditions above. Therefore they may be helpful in cases where the latter do not hold. In order to understand the criteria let us start with the essentially trivial case a = 1, where the conditions are close to the desired uniform integrability.
Proposition 3.3 We have
Now observe that for 0 < a < 1 the conditions I(a, 1) (resp. I(a, 1) 1+ε ) are some kind of convex combination of I(1, 1) and I(0, 1) (resp. I(1, 1) 1+ε and I(0, 1) 1+ε ). The following lemma shows that the more a is increased, the weaker the conditions get.
Lemma 3.4 Let a, a ∈ [0, 1] with a < a.
If Condition I(a, 1)
1+ε holds and a < 1, then Condition I( a, 1) 1+ε holds as well.
If Condition I(a, 1) holds, then Condition I( a, 1) holds as well.
One may wonder whether Statement 1 in the previous lemma holds also for a = 1. This is not the case as the following example shows.
Example 3.5 Let f : R → R + be some continuous function with f (x)dx < ∞, |xe x | f (x)dx < ∞, and e (1+ε)x f (x)dx = ∞ for any ε > 0. Moreover, let L be a real-valued Lévy process with characteristic triplet (b, 0, F ) where F has Lebesgue density f and
follows that e L is a local martingale and hence a martingale (cf. e.g. , Lemma 4.4). Therefore, sup{E(exp(X T )) :
, it follows that Condition I(a, 1) 1+ε holds for X and any a ∈ (0, 1). However, Theorem 2 in Wolfe (1971) yields that E(e (1+ε)L 1 ) = ∞ for any ε > 0. Hence, Condition I(1, 1) 1+ε does not hold.
Note that Condition I(a, 1) 1+ε obviously implies I(a, 1). The reason to introduce I(a, 1) 1+ε as well is that Condition I(a, 1) is only sufficient if X does not have too many large negative jumps. At first, the condition on the large negative jumps im Theorem 3.7 looks quite unnatural. However, it cannot be dropped in general. In the following example, I(a, 1) holds for any a ∈ [0, 1], but Z is not a uniformly integrable martingale. (1 − e −as )ds for any a ∈ (0, 1]. Moreover, we
) is a supermartingale, we have E(exp(aX T − K(a) T )) ≤ 1 for any finite stopping time T (cf. JS, I.1.39). This implies that
for any finite stopping time T . Therefore, Condition I(a, 1) holds for any a ∈ (0, 1].
On the other hand, we will prove that Z := exp(X − K (1)) is not a uniformly integrable martingale. It suffices to show that Z ∞ < 1 P -almost surely, where Z ∞ denotes the limit of the positive supermartingale Z. On [0, T ) we have N t = 0 and hence
T , we have Z ∞ < e 0 = 1 on {0 < T < ∞}. Therefore, it suffices to prove that 0 < T < ∞ P -almost surely. But this is evident because T is the first jump time of a standard Poisson process.
Let us relate Theorems 3.6 and 3.7 to the literature. Kazamaki's criterion for continuous local martingales is equivalent to Condition I( 1 2 , 1) (cf. Kazamaki (1979) ). Similarly, the subsequent generalization by Kazamaki and Sekiguchi (1982) corresponds to I(a, 1) in the continuous case. Note that Conditions I(a, 1), I(a, 1) 1+ε for a = 0 depend on X, whereas similar criterions in the literature involve the local martingale M := (X − K(1)) ∼ which satisfies Z = E (M ) (cf. e.g. Lépingle and Mémin (1978b,a) , Okada (1982) , Yan (1982a) ).
Since X and M coincide only in the continuous case, one cannot generally compare these two kinds of conditions. We feel that the conditions derived from X instead of M are the more natural ones. Counterexamples in Lépingle and Mémin (1978b) , VI.2 and Jacod (1979), Exercices 8.12-8.14 show that Condition I(0, 1) is "optimal" in the following sense. For any ε ∈ (0, 1), they present continuous and discontinuous processes X such that Z = exp(X − K(1)) is not a uniformly integrable martingale but
holds. This implies that Condition I(0, 1) cannot be improved by a factor 1 − ε. From (3.1) and Proposition 3.11 it follows that
T finite stopping time < ∞ for any a ∈ [0, 1]. Therefore Condition I(a, 1) cannot be improved by a factor 1 − ε either. In the following example, Kazamaki-type criterions are derived for a particular class of pure jump processes.
Example 3.9 Let X be a purely discontinuous local martingale with jumps of fixed size x ∈ (−1, ∞) \ {0}. Set Z := E ( X). We want to determine a factor α > 0 such that the condition sup{E(exp(α X T )) : T finite stopping time} < ∞ (3.2)
suffices to ensure that Z is a uniformly integrable martingale. (Note that for continuous local martingales, the "right" factor is α = 1 2 by Kazamaki's criterion.) Firstly, we write the compensator of the measure of jumps of X as ν X = A⊗ε x with A ∈ A loc . Note that X is quasi-left-continuous, because xν , then aX T + (1 − a)D K X (1) is a multiple of X. It follows that a sufficiently large factor in Condition (3.2) is
if the jump size is close to 0, which corresponds approximately to Kazamaki's criterion for continuous local martingales. In Yan (1982a) , (7), the factor max(1,
is proposed, which is strictly larger than α. The criterion in Okada (1982) leads to the factor α above, but he requires uniform integrability of the set {exp(α X T ) : T finite stopping time}, which is slightly stronger.
Let us summarize the sufficient conditions of this section in the following Table 1 provides an overview about the relationships between the conditions in this paper.
I(a, 1) if X is quasi-left continuous and if there exist some m, M ∈ R with ν(R + × (−∞, m]) < M P -almost surely

Proofs
We start with some auxiliary results.
Proposition 3.11 Let (U i ) i∈I , (V i ) i∈I be families of random variables, moreover a, a ∈ [0, 1] with a < a.
1. Let a < 1 and ε ∈ (0, 1]. If sup i∈I E(exp(U i )) < ∞ and sup i∈I E(exp((1 + ε)(
PROOF.
1. W.l.o.g. choose ε so small that (1 + ε) a < 1. Moreover, let ε ∈ (0, ε) such that 
Easy calculations yield that
In view of the assumptions, this implies that the right-hand side of inequality (3.3) is bounded uniformly in i ∈ I. This proves the first claim.
2. This is shown as Statement 1 if we replace ε, ε with 0. Proposition 3.12 Let U be a real-valued random variable with E(e U ) = 1 and E(|U |e
PROOF.
Step 1: We will show that the mapping [0, 1] → R, ϑ → E(e ϑU ) is differentiable in 1 with derivative E(U e U ): For any sequence (ϑ n ) n∈N with ϑ n ↑ 1 we have
for n → ∞. By convexity of the mapping ϑ → e ϑU , we have | Step 2:
Step 1 and the chain rule yield that the mapping f : [0, 1] → R, ϑ → log(E(e ϑU )) is differentiable in 1 with derivative
. By Hölder's inequality with
Therefore f is convex. Together, we obtain that log(E(e ϑU )) ≥ log(E(e U )) + (ϑ − 1)E(U e U ) = (ϑ − 1)E(U e U ) for any ϑ ∈ [0, 1].
Proposition 3.13 For any predictable process V ∈ V the following holds.
2.
If |xe
PROOF. Lemma 2.15 and Theorem 2.19 yield the first assertion, which in turn implies Statements 2 and 3. For the last assertion assume w.l.o.g. V = −K(1) and denote by (B, C, ν) the characteristics of X + V . Obviously, we have C + ((x − 1)e x + 1) * ν, which completes the proof of Statement 4. Proposition 3.14 Let X be quasi-left-continuous and |xe
suppose that there exist some m, M ∈ R with ν(R + × (−∞, m]) < M P -almost surely. For any δ ∈ (0, 1) there exists some real number α ∈ (0, ∞) such that
e −δx −1+δx δ − α(e −x − 1 + x)) for x ≤ 0. This implies that g 0 (x) ≥ 0 for any x ∈ R. Since e −x − 1 + x is bounded on [m, 0] and lim x→0 (
which proves the claim.
Proposition 3.15 Let δ ∈ (0, 1] and suppose that |xe
is a non-negative increasing process.
PROOF.
Step 1: Because of Proposition 3.13 we can replace X with X − K(1). Consequently, we may w.l.o.g. assume that K(1) = K(1) = 0 and W (1) = 0.
Step 2: As in the proof of Proposition 3.14 it follows that
we have that this process is increasing.
Step 3: Since (3.4) and
) grow identically outside the thin set { W (1) = 0} ∪ { W (1 − δ) = 0} (i.e., the stochastic integral of 1 { W (1)= W (1−δ)=0} with respect to both processes coincides), it remains to be shown that the jumps of (3.4) are non-negative. Since W (1) = 0, we have ∆(DK(1) log( e (1−δ)x Q(dx)) if we define the probability measure
Note that e x Q(dx) = 1 + W (1) = 1. Proposition 3.12 yields
Altogether, it follows that the jumps of (3.4) are non-negative. Now we turn to the proof of the sufficient conditions for uniform integrability. . Note that exp((1 + ε)X) = exp((1 − α −1 )
K(1 + δ)). Application of Hölder's inequality with
for any finite stopping time T . The first expectation on the right-hand side of Inequality (3.5) is bounded by 1 because (1 + δ)X − K(1 + δ) is a positive supermartingale (cf. JS, I.1.39). Note that 1+αδ 1+αδ(1+ε) −1 ≤ 1 + ε. Hence, Condition I(a, 1 + δ) 1+ε implies that the second integral is bounded uniformly over all finite stopping times T . In view of Proposition 3.3, we are done. PROOF OF THEOREM 3.6. W.l.o.g. a = 1, K(1) = 0 (cf. Propositions 3.3 and 3.13). Since Z is a non-negative local martingale and hence a supermartingale, we only have to prove that E(Z ∞ ) ≥ 1.
Step 1: Choose δ > 0 so small that a + δ < 1 and set δ :=
In view of Proposition 3.15, straightforward calculations yield that a( Step 2:
Step 1 and the application of Hölder's inequality with
Since 1 p → 1 for δ → 0, it remains to be shown that the second factor converges to 1 for δ → 0.
Step 3: By Proposition 3.15, we have −
) is bounded uniformly in t. Since 1 q → 0 for δ → 0, this implies that the second factor on the right-hand side of Inequality (3.6) converges to 1 as desired. PROOF OF THEOREM 3.7. W.l.o.g. K(1) = 0 (cf. Proposition 3.13).
Step 1: Define δ, δ and Y as in Step 1 of the proof of Theorem 3.6. Applying Proposition 3.14 instead of Proposition 3.15 in that proof, we have a(
M for some α > 0. Choose ε > 0 so small that 1 + ε ≤ 1+α 1+αa
and set a := a(1 + ε). It follows that (1 + ε) ((a(1 + δ) 
Lemma 3.16.
Step 2: Z ∈ M follows now as in Steps 2 and 3 of the proof of Theorem 3.6. Lemma 3.17 Let δ ∈ (0, 1). If Condition I(0, 1 + δ) holds, then Z ∈ M . PROOF. W.l.o.g. K(1) = 0 (cf. Proposition 3.13). Since Z is a non-negative local martingale and hence a supermartingale, we only have to prove that E(Z ∞ ) ≥ 1.
Step 1: Define the local martingale Z := exp((1 + δ)X − K(1 + δ)). By JS, I.3.10 there exists a sequence of stopping times (S n ) n∈N with S n ↑ ∞ P -almost surely and
n for any finite stopping time T . By Jacod (1979) , Exercise (1.12) and JS, I.1.47, this implies that Z Sn is a uniformly integrable martingale.
Step 2: For n ∈ N and t ∈ R + we have Z Sn∧t 1 {Sn<∞} = Z 
(3.7) The first factor on the right-hand side is dominated by 1 because Z is a supermartingale. From Theorem 2.18 it follows that K(1 + δ) = K(1 + δ) − (1 + δ)K(1) is increasing. Condition I(0, 1 + δ) implies that P (S n < ∞) → 0 for n → ∞. Dominated convergence and once more Condition I(0, 1 + δ) yields that the second factor on the right-hand side of Inequality 3.7 converges to 0 for n → ∞. From Fatou's lemma we conclude that E(Z Sn 1 {Sn<∞} ) → 0 for n → ∞. Since E(Z ∞ ) = E(Z
Sn
Step 1: Choose δ ∈ (0, 1) so small that sup t∈R + E(exp(−
Step 1 and Hölder's inequality with 1 p := 1 − δ and
Note that the second factor on the right-hand side converges to 1 for δ → 0 by Condition 
Esscher's change of measure in finance
If a probability space (Ω, F, P ) and a random variable X are given, probability measures P ϑ with Radon-Nikodým density dP ϑ dP := exp(ϑX − k(ϑ)) for some real numbers ϑ, k(ϑ) are called Esscher transform because they were applied by Esscher in the actuaries (cf. Esscher (1932) ). This concept has been transferred to finance by Gerber and Shiu (1994) and others. Suppose that X is a real-valued Lévy process. If k(ϑ) denotes the cumulant of X, then Z ϑ := (exp(ϑX t − tk(ϑ))) t∈R + is the density process of some probability measure P ϑ loc ∼ P for any ϑ ∈ R. In finance one is particularly interested in so-called equivalent martingale measures, i.e. measures P * ∼ P such that some given security price process S becomes a martingale or at least a local martingale.
Fix a terminal time T ∈ R + and suppose that S is of the form S = S 0 exp(X). Then a necessary and sufficient condition for (S t ) t∈[0,T ] to be a P ϑ -martingale is Shiryaev (1999) , VII.3c). This kind of measure change has been considered by Madan and Milne (1991), Gerber and Shiu (1994) , Eberlein and Keller (1995) . A closely related security model is S = S 0 E (X) if ∆X > −1. In fact, any such positive process S = S 0 E (X) can be written as S = S 0 exp( X) for some other Lévy process X and vice versa (cf. Goll and Kallsen (2000) , Lemma A.8) . In this case, a necessary and sufficient condition for (S t ) t∈[0,T ] to be a P ϑ -martingale is k (ϑ) = 0.
The corresponding measure P ϑ minimizes the relative entropy among all equivalent martingale measures (cf. Miyahara (1999 ), Chan (1999 ) and it can be used to determine optimal portfolios relative to exponential utility (cf. ). Note that the two measure transformations above generally differ although they correspond to the same class of security price models. Whereas Gerber and Shiu (1994) used the notion Esscher transform in the first case, Chan (1999) applied the same name to the second setting.
In this section we want to extend this approach to general semimartingales. More specifically, suppose that X is a R d -valued semimartingale whose characteristics are of the form (2.1). For any ϑ ∈ L(X) such that ϑ · X is exponentially special, define a local martingale
If it is a uniformly integrable martingale (cf. the previous section), then it is the density process of some probability measure P ϑ ∼ P . As in the Lévy process setting, we want to determine necessary and sufficient conditions for some R d -valued securities price process S = (S 1 , . . . , S d ) to be a P ϑ -local martingale. Firstly, let us consider the case
Theorem 4.1 Let ϑ ∈ L(X) be such that ϑ ·X is exponentially special and such that Z ϑ is a uniformly integrable martingale. Define P ϑ ∼ P by its Radon-Nikodým density if and only if (ϑ (i) ) · X is exponentially special and
In this case we call P ϑ an Esscher martingale transform for exponential processes.
PROOF. By JS, III.3.8, exp(X i ) is a P ϑ -local martingale if and only if exp(
) is a P ϑ -local martingale. By Lemma 2.15 and Theorem 2.19 this is the case if and only if (ϑ (i) ) · X is exponentially special and K X (ϑ (i) ) = K X (ϑ) up to indistinguishability.
Theorem 4.2 If d = 1, then the Esscher martingale transform for exponential processes is unique (provided that it exists).
PROOF.
Step 1: Let ϑ, ϑ ∈ L(X) be such that ϑ · X, (ϑ + 1) · X, ϑ · X, (ϑ + 1) · X are exponentially special and such that P ϑ , P ϑ are Esscher martingale transforms for exponential processes. Then , 0) and ϑ = (0, −1), respectively.
The following theorems correspond to the securities price process
where we assume ∆X i = −1 outside some evanescent set and S i 0 ∈ R \ {0}. Note that S i is a local martingale if and only if X i is a local martingale because
is locally bounded. Therefore one can apply the following result also to the model
Theorem 4.4 Let ϑ ∈ L(X) be such that ϑ · X is exponentially special and such that Z ϑ is a uniformly integrable martingale. Define P ϑ ∼ P by its Radon-Nikodým density
local martingales if and only if
In this case we call P ϑ an Esscher martingale transform for linear processes.
PROOF. "⇒": Suppose that S i , or equivalently, X i is a P ϑ -local martingale for i = 1, . . . , d. By Corollary 2.21, the P ϑ -characteristics (B, C, ν) of X are of the form (2.1) but with
In particular, we have |x
As in the proof of Proposition 2.25, it follows that (
Since 1 + W (ϑ) is locally bounded (cf. e.g. Statement 4 in Theorem 2.18), it follows that |x i e ϑ x − h i (x)| * ν ∈ V as well (cf. JS, I.3.5). Proposition 2.25 yields that D i K X (ϑ) = 0 for i = 1, . . . , d.
"⇐": Conversely, assume that DK X (ϑ) = 0. From Proposition 2.25, we conclude that
where b, c, F are defined as in Step 1. In view of Lemma 2.11, we are done.
Theorem 4.5 The Esscher martingale transform for linear processes is unique (provided that it exists).
Step 1: Let ϑ, ϑ ∈ L(X) be such that ϑ · X, ϑ · X are exponentially special and such that P ϑ , P ϑ are Esscher martingale transforms for linear processes. Then DK X (ϑ) = 0 = DK X (ϑ) (cf. Theorem 4.4) and hence
Since v is increasing, we have that u is a closed proper convex mapping (Rockafellar (1970) , Theorem 24.2). Let us identify u with a convex function R → R ∪ {∞} by setting u(λ) := ∞ for λ / ∈ [0, 1]. Since u (λ) = v(λ) for λ ∈ (0, 1), Rockafellar (1970) , Theorem 25.6 yields that v(λ) belongs to the subdifferential ∂u(λ) for any λ ∈ [0, 1].
Step 1 implies that v(0) = 0 = v(1), which means that u achieves its infimum in 0 and 1. Since the minimum set of a convex function is convex, we have that v(λ) = 0 for any λ ∈ [0, 1]. This implies that (ϑ − ϑ) c t (ϑ − ϑ) = 0 and (ϑ − ϑ) x = 0 for F t -almost all x ∈ R d . This in turn yields (ϑ − ϑ) c t = 0 and hence Kallsen and Shiryaev (2001) , Lemma 2.5 we conclude that the characteristics of (ϑ − ϑ) · X vanish, which in turn means that ϑ · X = ϑ · X up to indistinguishability. This proves the assertion.
Remarks.
1. Note that the conditions in both Theorems 4.1 and 4.4 correspond to d equations in d unknowns ϑ 1 (ω, t), . . . , ϑ d (ω, t) for fixed (ω, t).
2. If one is interested in the P ϑ -local martingale property of X i rather than S i , then of course the restriction ∆X i = −1 is not necessary for Theorem 4.4 to hold.
3. Suppose that X is a Lévy process. For real-valued Lévy processes L it is well-known that e L is a martingale if and only if it is a local martingale (cf. e.g. , Lemma 4.4). Consequently, Z ϑ in Theorems 4.1 and 4.4 is automatically a martingale (and hence a uniformly integrable martingale if we restrict the time to some interval [0, T ] with T ∈ R + ). Note that X is still a Lévy process under the new measure P ϑ as can be seen from the change of its characteristics (cf. Corollary 2.21 and JS, II.4.19). Therefore, the processes S i in Theorems 4.1 and 4.4 are P ϑ -martingales if they are positive P ϑ -local martingales (cf. e.g. , Lemmas 4.4 and 4.2).
4. Bühlmann et al. (1996) considered Esscher transforms in the sense of Equation (4.1) and Theorem 4.1 for general discrete-time processes. Their Equation (76) corresponds to Equation (4.2) above. Delbaen and Haezendonck (1989) characterize measure changes such that a compound Poisson process X remains a compound Poisson process under the new probability measure. If the function β in that paper is chosen as x → ϑx for some ϑ ∈ R, one obtains the measure change dP ϑ dP = exp(ϑX T −K X (ϑ) T ) in our notation. Note, however, that the Esscher principle in Delbaen and Haezendonck (1989) , Example 3.3 corresponds to a different class of measures.
Finally, we want to consider the meaning of the two measures P ϑ in Theorems 4.1 and 4.4 in finance on an informal level. Recall that arbitrage arguments do not suffice to determine unique derivative prices in incomplete markets. By contrast, even in popular stock price models the whole trivial arbitrage interval for European call option values can be obtained via expectation relative to some equivalent martingale measure (EMM) (cf. Eberlein and Jacod (1997) , Frey and Sin (1999) , Cvitanić et al. (1999) ). Additional criteria based on equilibrium-type arguments (e.g. Davis (1997) , Karatzas and Kou (1996) , Kallsen (2001a,b) ), distance minimization (e.g. Keller (1997) , Miyahara (1996 Miyahara ( , 1999 , Chan (1999) , Grandits (1999a,b) , Frittelli (2000) ), and hedging arguments (e.g. Schäl (1994) , Schweizer (1996) ) have been proposed to justify the choice of a particular EMM. Piecing together results from He & Pearson (1991a,b) , Karatzas et al. (1991) , Kramkov and Schachermayer (1999) , Bellini and Frittelli (2000) , Kallsen (1998) , Schachermayer (2001) , Goll and Rüschendorf (2001) , Xia and Yan (2000) , Delbaen et al. (2000) one can observe that these criteria are closely linked with each other as well as with portfolio optimization problems (cf. Kallsen (2001b) for an overview). Fix a utility function u, a securities price process S, and a terminal time T . Very roughly speaking, an EMM with Radon-Nikodým density of the form dP * dP = cu (x + ϕ · S T ) (for some c ∈ R + , x ∈ R, ϕ ∈ L(S)) plays a threefold role in finance. Firstly, it leads to neutral contingent claim prices in the sense of Davis (1997) , Kallsen (2001b) , i.e. utility maximizers do not trade options at these prices. Put differently, it corresponds to the least favourable market completion in the eyes of a utility maximizer. Secondly, it minimizes a certain distance functional among all EMM (e.g. the relative entropy in case of exponential utility). Thirdly, ϕ is the expected utility maximizing portfolio relative to u and initial capital x. Let us stress, however, that the extent to which these relationships hold in general settings depends sensitively on the chosen sets of trading strategies and probability measures, cf. Schachermayer (2000) for a thorough discussion and illuminating counterexamples.
How do Esscher transforms fit into this picture? As noted before, the EMM P ϑ in a one-dimensional Lévy process setting of type (4.3) minimizes the relative entropy and it is related to exponential utility. On the above intuitive level, this is due to the fact that dP ϑ dP equals exp( ϑ S − ·S T ) up to a multiplicative constant exp(−T k(ϑ)). If we leave the framework of Lévy processes, this is no longer true since the corresponding factor exp(−K X (ϑ) T ) is generally not a constant. However, P ϑ can still be interpreted economically. It leads to neutral derivative prices for local utility in the sense of Kallsen (2001a,b) if u(x) = 1 − exp(−x) is chosen as utility function.
The Esscher transform P ϑ referring to real-valued Lévy processes of type (4.1) has a density proportionate to S ϑ T . Therefore, it corresponds to the utility function u(x) = x ϑ+1 in the sense of the above overview (cf. also Naik and Lee (1990) ). Note, however, that this utility function depends on the solution parameter ϑ. Moreover, the correspondence ceases to hold even for multidimensional Lévy processes.
An entirely mathematical property of Esscher transforms is that they can be computed relatively easily for general semimartingales because the whole density process is known in a form that is suitable to apply Girsanov's theorem (cf. Corollary 2.21). The unknown parameters ensuring the martingale property of the securities price process can be obtained by solving equations seperately for any (ω, t) (cf. Equations (4.2) and (4.4)). There exist further instances of such local measure changes which all share the property that they can be determined by pointwise solution of equations in R d that depend only on the local characteristics (b, c, F )(ω, t). Ignoring the fact that it is generally a signed measure, the minimal martingale measure in the sense of Föllmer and Schweizer (1991) , Schweizer (1995) constitutes a first example. The neutral pricing measure in Kallsen (2001a) is of this type as well. Thirdly, the EMM leading to log-optimal portfolios shares this simple structure, which explains the often stated myopia of logarithmic utility (cf. Goll and Kallsen (2000) ). For continuous processes, there is in some sense only one "natural" local measure change, which is why these local approaches lead to the same equivalent martingale measure in this case.
