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Основою побудови багаторiвневої виробничої системи є знаходження
екстремальних значень критерiїв оптимальностi кожного рiвня виробни-
чої системи в технологiчно обгрунтованих межах областi варiювання фа-
кторiв. Такi обмеження суттєво зменшують розмiри областi, в якiй про-
водиться пошук оптимуму. Проте зменшення розмiрiв допустимої обла-
стi не спрощує процедуру пошуку оптимуму, а навпаки, ускладнює її,
оскiльки ряд методiв оптимiзацiї не можна використовувати при наяв-
ностi обмежень. При цьому, може порушуватися основна умова, згiдно з
якою оптимум повинен досягатись в стацiонарнiй точцi, що характери-
зується нульовим градiєнтом.
Таким чином, клас дослiджуваних методiв повинен бути спрямова-
ний на знаходження умовного (як правило спостережуваного) екстрему-
му. Крiм того, оскiльки система є складною, часто, цiльовi функцiї є нелi-
нiйними i багатофакторними, це, в свою чергу, ускладнює вибiр методу
оптимiзацiї.
Постановка задачi
У цiлях обмеження розмiрностi задачi, розглянемо вибiр методу опти-
мiзацiї цiльових функцiї для технологiчного рiвня гнучкої комп’ютери-
зованої системи (ГКС) складання, яка має трьохрiвневу структуру скла-
дального комплексу.
Першим рiвнем означеної iєрархiчної системи будемо вважати техно-
логiчну операцiю, що виконується на певному складальному модулi. У
якостi критерiя, на цьому рiвнi, доцiльно прийняти машинний час вико-
нання i-тої операцiї складального процесу.
На другому рiвнi можна розглядати кожний окремий складальний
модуль, за характеристики якого приймемо циклову продуктивнiсть (3)
та коефiцiєнт технiчного використання (4).
Третiй рiвень iєрархiчної системи ГКС складання будемо вважати су-
купнiсть параметрiв, що впливають на собiвартiсть продукцiї (в даному
випадку складальних одиниць), прийнявши останню за критерiй опти-
мiзацiї останнього (вищого) рiвня iєрархiї.
Таким чином, кожний з рiвнiв може бути описаний кiлькома цiльови-
ми функцiями fij , залежними вiд вектора параметрiв Xi iз областi допу-
стимих значень Di варiйованих параметрiв, де i – номер рiвня (i = 1, 3); j
– порядковий номер цiльової функцiї на i-му рiвнi.
c© М.М. Полiщук, Ю.О. Науменко, 2010
84 ISSN 1562-9945
“АСАУ” – 16(36) 2010
До критерiїв оптимальностi першого рiвня належить задача оптимi-
зацiї режимiв технологiчної операцiї складання методом стохастичного
пошуку областi сполучення складальних компонентiв. До вказаних ре-
жимiв належать наступнi параметри A – амплiтуда зони пошуку сполу-
чення, котра повинна перевищувати похибку взаємної орiєнтацiї об’єктiв
складання; S – крок, на який перемiщується об’єкт, що приєднується до
базового об’єкту складальної одиницi (вузла); P – сила складання, що
прикладена (наприклад, манiпулятором робота) до об’єкту, що приєднує-
ться.
Критерiєм цiльової функцiї, що об’єднує вище вказанi режими є ма-




при P ∈ {P} ; A ∈ {A} ; S ∈ {S} , (1)
де C0 – постiйний коефiцiєнт, який враховує вплив факторiв, не вiдобра-
жених в функцiї; α, β, ε показники степеня, якi характеризують вплив
режимiв корекцiї на час сполучення компонентiв. Областi допустимих
значень {P}, {A}, {S} обумовлюються технологiчно обгрунтованими ре-
жимами складання.
Ще однiєю цiльовою функцiєю першого рiвня є функцiя допомiжного





при Lk ∈ {L} ; Vk ∈ {V }
, (2)
де L – вектор вiдстаней на лiмiтуючiй позицiї; V – вектор швидкостей; g
– кiлькiсть допомiжних рухiв, виконуваних на складальнiй позицiї.
Цiльвими функцiями другого рiвня є циклова продуктивнiсть та ко-




















Bij − 1)/(Tрем + Tобсл.) + 1
)−1
→ max
при Tм ∈ {T} ; T limon = Tм + Tв; kdis = Const;
Tв ∈ {T} ; Bij = Const; Tmin = Const
(4)
Цiльовими функцiями третього рiвня є собiвартiсть складання дета-
лей i фактична продуктивнiсть, вiдповiдно:
C =
˘
Cч(1 + 0, 01a) + (Ц/kсмФηТИ)(Т
−1 + 0, 01b)
¯
/mpQц → min, (5)
Qф = mpηТИQц → max
при Qц ∈ {Q} ; (Сч,Ц, kсм,Ф, T, a, b,mp) = Const (6)
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Не дивлячись на рiзний смисловий змiст цiльвих функцiй багаторiв-
невої агрегатованої системи, всi вони з формальної точки зору зводяться
до постановки однiєї задачi: знайти значення змiнних x1, x2, . . . , xn, якi
спричиняють максимум (мiнiмум) заданої скалярної функцiї f(x1, . . . , xn)
при встановленiй областi допустимих значень D. Тобто виникає зада-
ча оптимiзацiї скалярної функцiї, при заданих обмеженнях параметрiв.
Оскiльки множина допустимих значень параметрiв x ∈ X, X 6= Rn, то
така задача оптимiзацiї називається задачею умовної оптимiзацiї.
Синтез методу оптимiзацiї
Щоб вiднести метод рiшення задачi оптимiзацiї до того, чи iншого типу
задач, необхiдно розглянути ряд обставин, якi сприяють розв’язуваностi
скiнченновимiрних оптимiзацiйних задач:
• наявнiсть тiльки абсолютного екстремуму цiльової функцiї;
• випуклiсть областi визначення задачi i можливiсть вибрати значен-
ня xj серед всiх дiйсних невiд’ємних чисел;
• гладкiсть функцiї f(X), що полегшує застосування апарату класи-
чної математики для пошуку оптимальних рiшень.
Якщо цiльова функцiя f(X) є лiнiйною функцiєю, то задача оптимi-
зацiї вирiшується методами лiнiйного програмування. В протилежному
випадку слiд використовувати методи нелiнiйного програмування.
Застосувавши вище описанi умови, можна зробити висновок, що цi-
льовi функцiї системи є нелiнiйними. Отже, далi необхiдно вирiшувати
задачу нелiнiйного програмування. Бiльшiсть нелiнiйних задач має осо-
бливостi, якi ускладнюють (а iнодi роблять неможливим) дослiдження
загального характеру. В таких умовах великого значення набувають ре-
зультати, якi мiстять обгрунтованi i придатнi для практичного застосу-
вання рекомендацiї.
Крiм того, по вимогам до гладкостi i наявностi у цiльової функцiї ча-
стинних похiдних, методи оптимiзацiї дiляться на:
• прямi методи, якi вимагають тiльки обчислень цiльової функцiї в
точках наближення;
• методи першого порядку: вимагають обчислення перших частинних
похiдних фунцiї;
• методи другого порядку: вимагають обчислення других частинних
похiдних, тобто гессiана цiльової функцiї.
Серед класичних методiв нелiнiйної умовної оптимiзацiї можна видi-
лити метод множникiв Лагранжа з використанням умови Каруша-Куна-







λoi (∂gi/∂xi)xoj 6 0, (7)
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де z = f(x1, x2, . . . , xn) – цiльова функцiя, а gi(x1, x2, . . . , xn) 6 bi (i = 1, u)
– функцiя обмежень.
Проте, застосувавши даний метод для знаходження екстремумiв цi-
льових функцiй, описаної вище системи, можна зробити висновок, що вiн
не є ефективним. Оскiльки дослiджуванi функцiї не є неперервно дифе-
ренцiйованими. Таким чином, для знаходження оптимуму функцiй не-
обхiдно користуватися прямими методами, якi не вимагають обчислення
часткових похiдних функцiї.
Слiд зауважити, що метод оптимiзацiї повинен приводити до кiнцево-
го результату з найменшими витратами на обчислення i давати можли-
вiсть отримати адекватну до робочого процесу iнформацiю про шукане
рiшення.
Взявши за основу описану постановку задачi оптимiзацiї, можна звер-
нутися до методiв пошуку екстремуму в умовах невизначеностi. Цi мето-
ди застосовуються, в основному для класу наступних задач:
• цiльова функцiя не має аналiтичного виразу;
• максимальне або мiнiмальне значення цiльової функцiї i вiдповiднi
точки X∗ можуть бути отриманi шляхом проведення ряду однорi-
дних експериментiв, число яких обмежене;
Звiсно, застосування даних методiв можливе i в тих випадках, коли
вид залежностi z = f(X) вiдомий, але аналiтичнi методи рiшення задачi
по тим чи iншим причинам не вдається застосувати.
Одним з таких методiв є метод Фiбоначчi для пошуку екстремуму фун-
кцiї.
Реалiзацiя данного методу пов’язана з використанням послiдовностi
цiлих чисел, вiдкритої iталiйським математиком Фiбоначчi. Послiдов-
нiсть визначається формою:
F1 = 1, F2 = 1, Fn+1 = Fn + Fn−1 n ∈ N (8)
Основне вiдношення, яке характеризує дослiджуваний метод, має ви-
гляд:
Lq−1 = Lq + Lq+1 (q = 2, N − 1) (9)
Його аналiз зручно почати з конкретизацiї виразiв Lq(q = N,N−1, . . .),
звiвши їх в таблицю 1.
Коефiцiєнти при LN i ε в формулах таблицi утворюють послiдовнiсть
чисел Фiбоначчi. Використовуючи цю обставину, можна дати загальний
запис виразуLq, наведену в нижньому рядку таблицi, звiдки слiдуєLN =
ΦNLN−εΦN−2. Але L1 є вихiдним одиничним iнтервалом невизначеностi
(L1 = 1), тому
LN = (1 + εΦN−2)/ΦN (10)
Спiввiдношення (10) дозволяє оцiнити ефективнiсть методу чисел Фi-
боначчi, яка пов’язана з тим, що скорочення довжини чергового iнтерва-
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лу Lq вимагає проведення одного нового експеримента, тодi як в схемi
методу дихотомiї їх вимагалося б два.
Коефiцiєнти при LN i ε
q Вирази Lq
N LN = LN
N − 1 LN−1 = 2LN−ε
N − 2 LN−2 = 3LN−ε
. . . . . .
Lq = ΦN−q+1LN −ΦN−q−1ε
Можливiсть реалiзацiї методу пов’язана з вибором точки x1. Iз попе-
реднього аналiза слiдує x1 = 1 − L2; але L2 = ΦN−1LN − εΦN−3 або з
врахуванням (10) L2 = ΦN−1[ΦN−1 + ε(ΦN−1ΦN−2 − ΦNΦN−3)]. Звiдси ви-
ходить, що зробити перший крок тут можна лиш тодi, коли назначено
число N , тобто x1 = x1(N). Це є недолiком, ускладнюючим для ряду
випадкiв рiшення задачi через неможливiсть змiнити N пiсля початку
експериментiв.
Висновки
Вибiр методу оптимiзацiї строго залежить вiд правильної постанов-
ки задачi. Для розглянутої складної агрегатованої системи синтезовано
метод чисел Фiбоначчi. За допомогою данного методу можна знайти екс-
тремуми всiх цiльових функцiй системи.
Здiйснено оптимiзацiю режимiв складання для умов приладобудiвно-
го виробництва.
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