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In this thesis we study efficient parallel iterative solution algorithms for multi-physics
problems. In particular, we consider fluid structure interaction (FSI) problems, a type
of multi-physics problem in which a fluid and a deformable solid interact.
All computations were performed in Oomph-Lib, a finite element library for
the simulation of multi-physics problems. In Oomph-Lib, the constituent problems
in a multi-physics problem are coupled monolithically, and the resulting system of
non-linear equations solved with Newton’s method. This requires the solution of
sequences of large, sparse linear systems, for which optimal solvers are essential. The
linear systems arising from the monolithic discretisation of multi-physics problems are
natural candidates for solution with block-preconditioned Krylov subspace methods.
We developed a generic framework for the implementation of block precondition-
ers within Oomph-Lib. Furthermore the framework is parallelised to facilitate the
efficient solution of very large problems. This framework enables the reuse of all of
Oomph-Lib’s existing linear algebra infrastructure and preconditioners (including
block preconditioners). We will demonstrate that a wide range of block precondition-
ers can be seamlessly implemented in this framework, leading to optimal iterative
solvers with good parallel scaling.
We concentrate on the development of an effective preconditioner for a FSI prob-
lem formulated in an arbitrary Lagrangian Eulerian (ALE) framework with pseudo-
solid node updates (for the deforming fluid mesh). We begin by considering the
pseudo-solid subsidiary problem; the deformation of a solid governed by equations of
large displacement elasticity, subject to a prescribed boundary displacement imposed
with Lagrange multiplier. We present a robust, optimal, augmented-Lagrangian type
preconditioner for the resulting saddle-point linear system and prove analytically
tight bounds for the spectrum of the preconditioned operator with respect to the
discrete problem size.
This pseudo-solid preconditioner is incorporated into a block preconditioner for
the full FSI problem. One key feature of the FSI preconditioner is that existing
optimal single physics preconditioners (such as the well known Navier-Stokes Least
Squares Commutator preconditioner) can be employed to approximately solve the
linear systems associated with the constituent sub-problems. We evaluate its per-
formance on selected 2D and 3D problems. The preconditioner is optimal for most
problems considered. In cases when sub-optimality is detected, we explain the reasons
for such behavior and suggest potential improvements.
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Chapter 1
Introduction
1.1 Multi-Physics Problems
Multi-physics problem involve the interaction of two (or more) physical systems.
There are many examples including:
• Fluid-structure interaction (FSI) problems, such as cardiovascular flow prob-
lems, in which pulsatile blood flow interacts with a compliant artery wall, and
involves the coupling of the equations of fluid dynamics and structural mechan-
ics.
• Boussinesq convection, in which a thermally buoyant flow is modelled by cou-
pling the Navier-Stokes equations (for the fluid velocity and pressure) to the
advection-diffusion equation which describes the temperature of the fluid.
• Magnetohydrodynamics, which for example describes electrically conducting
fluids such as plasma, and requires the coupling of the equations of fluid dy-
namics and electromagnetics.
• Thermoelasticity, in which, for example a solid body, subject to a temperature
differential, expands non-uniformly and deforms, requires the coupling of the
equations of heat transfer and structural mechanics.
• Poroelasticity describes the interaction of fluid flow through a deformable porous
28
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medium and requires the coupling of Darcy’s law for the fluid flow to the equa-
tions of structural mechanics.
• Inductive heating in which a temperature is induced in a body by electromag-
netic induction and requires the coupling of equations of heat transfer and
electromagnetism.
Multi-physics problems can be classified in many ways. In this thesis we distin-
guish between multi-domain problems, in which the constituent problems are defined
in separate adjacent interacting domains (e.g. a FSI problem), and multi-field prob-
lems in which the constituent problems overlap each other in the same domain (e.g.
a Boussinesq convection problem).
Multi-physics problems can be considered to be a set of coupled equations, for
example
F1(u1;u2) = 0, (1.1)
F2(u2;u1) = 0, (1.2)
where u1 and u2 are together the solution to the coupled problem, and for example,
u2 acts as a forcing term on F1.
When developing solvers for multi-physics problems, it is desirable to be able to
reuse existing solution methodologies (discretisations and solvers) for the constitutive
single physics problems. There are two key strategies for formulating the interaction
of the constituent problems in a multi-physics problem; either monolithically-coupled
or a segregated (also known as partitioned) approach. In the segregated approach [20,
73, 76, 77] each constituent problem is solved individually; the solution of the coupled
problem is obtained by a fixed point iteration in which equation F1 is solved for u1
using an initial guess for u2, then equation F2 is solved for u2 using the current u1, and
then this process is repeated until a sufficiently accurate solution is obtained. The
advantage of this method is that it allows reuse of existing code for the constituent
problems, but there is no guarantee of convergence. This is a strongly coupled method
because the solution of the coupled problem is obtained to some specific accuracy. The
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alternative is a loosely coupled segregated approach [32, 78], in which the constituent
problems are solved one after the other in sequence; this is only applicable to unsteady
computations with a very small time-steps. The accuracy of these algorithms can be
guaranteed, but stability cannot [33]. It has been shown [17] that segregated solvers
experience numerical instabilities when the density of the fluid and structure are
similar, this is referred to as the added mass effect. In these parameter regimes, the
more robust alternative is to adopt a monolithically coupled approach [43, 62, 66] in
which the constituent problems are coupled together to form a single set of non-linear
equations.
We adopt the monolithic approach and solve the resulting non-linear problem
with Newton’s method [71]. If we express a non-linear algebraic problem in residual
form such that the residuals r(x) vanish when x is the solution, then in Newton’s
method, the solution is successively updated
x← x + δx, (1.3)
to minimise the residuals with the correction δx that is computed by solving the
linear system
Jδx = −r, (1.4)
where J is the Jacobian matrix with coefficients
Jij =
∂ri
∂xj
. (1.5)
This method is robust and stable, provided a satisfactory initial guess is provided by,
for example, continuation or timestepping.
1.2 Oomph-Lib
Oomph-Lib [4] (the Object Oriented Multi-Physics Finite Element Library) is a
software library developed for the solution of multi-physics problems on parallel com-
puters. Oomph-Lib adopts the strategy of monolithically coupling the constituent
problems and solving the resulting system with Newton’s method. A key design goal
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of Oomph-Lib is to provide the framework for the solution of (single and) multi-
physics problems with automatic parallelisation1.
Oomph-Lib employs a finite-element-like framework in which the linear systems
to be solved in the course of the Newton iteration are constructed in an element-
by-element manner. Although in this project we only discretise problems with the
finite element method, Oomph-Lib’s definition of an element is sufficiently general to
include finite-elements, finite-difference stencils, and algebraic constraints. Oomph-
Lib provides a large number of single-physics elements, which can be re-used, via
multiple inheritance, to construct multi-physics elements.
The three most expensive components of an Oomph-Lib computation are:
1. The assembly of the Jacobian matrix J and the residual vector r.
2. The repeated solution of the linear system Jδx = −r.
3. The application of the fully automated adaptation procedures which refine (or
unrefine) the mesh, based on an estimated error.
Furthermore, the accurate solution of such problems, and in particular three-
dimensional computations, often requires significant computational resources, much
more than a single computer can offer. Parallel computers provide the hardware to
overcome this problem. Such machines typically involve a group of (often commodity)
computers connected with fast interconnects. Each individual machine holds a small
part of the problem, and communication between machines is required for global
operations.
In this thesis we concentrate on the development of efficient parallel solvers for
the linear systems that arise in the solution of multi-physics problems.
1Automatic in the sense that a parallel computation requires no more user input than running a
program on multiple processes.
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1.3 Linear Solvers
Direct solvers [25, 38] are robust and can be applied to any problem, but typically
their computational cost scales near O(n2) for implementations optimised for sparse
matrices (where n is the size of the problem). This scaling is particularly costly
for monolithic discretisations (where the linear systems are much larger than the
equivalent segregated problems) and for three-dimensional computations (which are
inherently big).
Ideally, we would like a solver that has optimal computational cost – i.e. one
whose computational cost scales linearly (O(n)) with respect to the problem size.
Iterative methods achieve this by sacrificing the generality of direct methods, and
exploiting certain properties of the problem in question. Iterative methods have
been developed to solve many linear systems with optimal computational cost. For
instance, algebraic multigrid (AMG) [15, 87, 109] is one type of iterative method,
which, for example, is an optimal solver for the Poisson problem.
Krylov methods [39, 89] such as GMRES [90] or CG [93] are another class of
iterative method. These methods have optimal computational cost per iteration, and
therefore if the number of iterations required for convergence is independent of the
size of the problem, then the solution will be optimal. However, on their own, Krylov
subspace methods are rarely an optimal solver, but they can be when combined with
an effective and optimal preconditioner.
1.3.1 Preconditioning
Preconditioning [29, 39] involves applying a transformation to a linear system such
that it has the same solution, but when solved with a Krylov method, converges in
a number of iterations that is much smaller than the iteration count for the original
problem, and ideally in a number of iterations independent of the problem size or
other physical parameters. For example, by (left) preconditioning the linear system
Ax = b with the preconditioning operator P , we are in effect now solving the system
P−1Ax = P−1b. The preconditioner P should be chosen such that the spectrum
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of P−1A contains a small constant number of tightly clustered groups of eigenvalues
– this will ensure the Krylov subspace method converges in a constant number of
iterations [93]. However, for the solution to be optimal, not only must the Krylov
solver converge in a constant number of iterations, but the computation cost of the
application of the preconditioner (the solution of a linear system of the form Pz = r
for z) must have optimal computational cost.
Block preconditioners are a class of preconditioner that are applicable to problems
with more than one type of unknown. A monolithically coupled multi-physics problem
is a natural candidate; for example, a FSI problem could be considered to have
two types of unknown – fluid and solid. Single-physics problems can also be block
preconditionable; for example the least squares commutator (LSC) preconditioner [26]
for the Navier-Stokes equations considers pressure and velocity as different types of
unknown. Preconditioning GMRES with this preconditioner will yield a near optimal
solution for many Navier Stokes problems.
An advantage of segregated formulations over monolithic formulations is that they
allow existing non-linear single-physics solvers to be recycled. This is not possible for
monolithically coupled problems. However, for monolithically coupled problems, at
the linear solver level, it is possible to recycle existing single physics preconditioners
within block preconditioners for multi-physics problems. For example, in reference
[62], a block preconditioner for FSI problems is proposed which incorporates the
existing LSC preconditioner for the Navier-Stokes constituent problem.
1.4 Aims of this Project
This PhD project has two main outcomes: (i), the development of novel precondi-
tioning techniques and their implementation within Oomph-Lib, and (ii), this thesis,
in which we present the analysis and evaluation of these techniques.
Within Oomph-Lib there is a need to implement fast parallel block precondi-
tioned iterative solvers for multi-physics problems. Already available are efficient par-
allel implementations of Krylov subspace methods in the Trilinos [64] AztecOO
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[100] library, a fast parallel implementation of AMG in the Hypre [30, 31] Boomer-
AMG [63] library and a broad range of generic preconditioners in Oomph-Lib.
However, what is missing is the software infrastructure to tie all these components
together to facilitate the easy development of parallel block preconditioners. In this
thesis we will present and evaluate a parallel block preconditioning framework which
satisfies these criteria.
The block preconditioning framework is most beneficial when used to implement
effective block preconditioners. We concentrate on the development and analysis of a
new block-preconditioning methodology for a particular formulation of FSI problems.
We formulate the problem in an Arbitrary Lagrangian Eulerian (ALE) framework
[22, 23, 65, 62, 68], also known as a moving-mesh method (because the fluid mesh is
deformed by the solid). Such methods require a strategy for updating the position of
the fluid nodes in response to the deformation of the domain boundaries; we choose
the pseudo-solid technique [91] in which the position of the fluid nodes is determined
by the solution of an auxiliary elasticity problem. The addition of this elasticity
problem leads to very large systems of equations for which efficient solvers are essen-
tial. We will propose and analyse a new, robust, efficient block preconditioner, which
allows the re-use of existing single-physics preconditioners.
1.5 Thesis Overview
In Chapter 2 we discuss efficient solvers for three single-physics problems. For each
system we discuss the discretisation of the PDEs by the finite element method, and
describe optimal iterative solution algorithms for the linear systems that arise from
the discretisation.
Chapter 3 and Appendix B describes the software implementation undertaken in
the course of this project. The primary aim was to develop a general purpose parallel
block preconditioning framework within Oomph-Lib. This required standard parallel
linear algebra containers (such as matrices and vectors) and operators (such as solvers
and matrix-vector products). Oomph-Lib’s existing (predominantly serial) linear
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algebra infrastructure is extended to provide this functionality.
In Chapter 4 we study the parallel scaling performance of preconditioned Krylov
solvers described in Chapter 2 and implemented using the block preconditioning
framework described in Chapter 3. We will show that for most problems, the pre-
conditioners implemented in the framework exhibit near optimal parallel scaling. For
problems which do not scale as well, we will demonstrate the cause of the inefficiency.
In Chapter 5 we move the focus to multi-physics problems. We begin by review-
ing an implementation of a preconditioner [43, 62] for FSI problems in which the
fluid mesh node updates are performed by an algebraic procedure. Next, we consider
FSI problems with pseudo-solid node updates and initially consider the pseudo-solid
subsidiary problem (an elastic body subject to a prescribed displacement imposed
by Lagrange multipliers) for which we present a new optimal preconditioner. Fur-
thermore, for this preconditioner we prove analytically tight bounds for the spectrum
of the preconditioned operator with respect to the discrete problem size. Then we
incorporate this pseudo-solid preconditioner into a new preconditioner for the FSI
problem, which is shown to be optimal for a range of test problems. Where it is not
optimal, we demonstrate the source of the sub-optimality and propose improvements.
Chapter 2
Iterative Methods for
Single-Physics Problems
We discuss three systems of PDEs to introduce the numerical solution techniques used
in this thesis. The Poisson, non-linear elasticity and Navier-Stokes equations are the
building blocks required for the FSI problems considered in subsequent chapters.
The numerical solution of these equations requires their discretisation (and lin-
earisation), followed by the solution of sequences of linear algebra problems. The
efficient solution of these linear algebra problems is the subject of this thesis, and in
this chapter we discuss iterative solution techniques which exploit the structure and
properties of the underlying PDEs.
We begin with the Poisson equation in Section 2.1 where we will introduce some
standard iterative methods. In particular, we will introduce preconditioned Krylov
subspace methods such as conjugate gradient (CG). Preconditioning is a technique
which involves the transformation of linear systems so that they can be solved more
efficiently with Krylov subspace methods. We will show that CG preconditioned
with algebraic multigrid (AMG - another class of iterative method discussed in this
section) is an optimal solution method for the Poisson problem.
The following sections introduce block preconditioning; block preconditioners ex-
ploit the highly structured nature of the linear algebra problems that arise in the
discretisation of many systems of PDEs. In Section 2.2 we describe an optimal block
36
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preconditioned Krylov solver for the equations of non-linear elasticity and in Sec-
tion 2.3 we review the least squares commutator (LSC) block preconditioner for the
Navier-Stokes equations.
2.1 The Poisson Problem
The Poisson problem [29, pp.17] is
∆u = f in Ω ∈ <d (2.1)
which is solved for u in the d-dimensional domain Ω, where ∆ = ∇·∇ is the Laplace
operator, f is a given source function, and
u = gu on ∂Ω (2.2)
is the Dirichlet boundary condition prescribed on the full domain boundary ∂Ω.
Physically the equations describe diffusion processes [19]; for example the tem-
perature distribution u in a body occupying the domain Ω whose boundaries are kept
at a fixed temperature gu subject to a heat source f .
2.1.1 Discretisation by the Finite Element Method
The finite element method is the discretisation method used throughout this thesis.
All computations are performed using Oomph-Lib [4] and therefore this Section fol-
lows Oomph-Lib’s “Finite Element Theory and Top Down Discussion of the Data
Structure” document [55]. In particular we will describe Oomph-Lib’s implemen-
tation of the finite element method within Newton’s method and the application of
boundary conditions. Other useful texts include Becker, Carey and Oden [13], Strang
and Fix [99] and the introductory chapters of Elman, Silvester and Wathen [29].
We begin by writing the PDE in residual form f−∆u = 0, an equation that must
be satisfied at every point in the domain Ω. The first step of Galerkin’s approximation
method is to replace the PDE in equation (2.1) with the so called weak form
r =
∫
Ω
fv dΩ−
∫
Ω
∆uv dΩ, (2.3)
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obtained by multiplying equation (2.1) by a test function v and integrating over the
domain Ω. We demand that the weighted residual r vanish for any test function v
that satisfies v = 0 on ∂Ω. The solution u must continue to satisfy the boundary
condition gu on ∂Ω. By applying integration by parts to
∫
Ω
∆uv dΩ we obtain the
final weak form
r =
∫
Ω
∇u · ∇vdΩ +
∫
Ω
fvdΩ. (2.4)
The boundary term
∫
∂Ω
∂u
∂n
vds that arises during the integration by parts has been
omitted from equation (2.4) because v is zero on ∂Ω. The integration by parts reduces
the smoothness requirement of u while increasing the smoothness requirement for
v. The classical solution of equation (2.1) belongs to the space of C2(Ω) functions
whereas the weak solution of equation (2.3) is constrained to a much larger space,
the Sobolev space
H1(Ω) =
{
w|w, ∂w
∂x1
, . . . ,
∂w
∂xd
∈ L2(Ω)
}
(2.5)
where L2(Ω) is the space of square integrable functions [29, pp.15]. Incorporating the
Dirichlet boundary conditions gu into H
1(Ω) leads to the trial (solution) space
H1D(Ω) =
{
w|w ∈ H1(Ω), w = gu on ∂Ω
}
(2.6)
where u ∈ H1D. Similarly, imposing v = 0 on ∂Ω leads to the test space
H10 (Ω) =
{
w|w ∈ H1(Ω), w = 0 on ∂Ω} (2.7)
where v ∈ H10 .
The next step is to replace the infinite dimensional Sobolev space H1(Ω) with a
finite dimensional approximation S(Ω). Our problem is to find the discrete solution
uh ∈ SD(Ω) ⊂ H1D(Ω) where vh ∈ S0(Ω) ⊂ H10 (Ω) is the discrete test space.
We introduce the basis set φi (i = 1, . . . , N) which is assumed to be a complete
basis for S0. Any function in S0 can be written as a sum of the basis
vh =
N∑
j=1
Vjφj. (2.8)
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We split the solution into two parts uh = u
[S]
h + u
[BC]
h where u
[S]
h ∈ S0(Ω) and u[BC]h
is any function that satisfies the Dirichlet boundary conditions on ∂Ω. The discrete
solution is then
uh =
N∑
j=1
Ujφj + u
[BC]
h , (2.9)
where Uj for i = 1, . . . , N are the discrete unknowns which must be computed to
solve the problem.
To proceed with our discussion of the finite element method, we consider Oomph-
Lib’s implementation [55] and limit ourselves to a one-dimensional problem, with
domain Ω = [a, b], boundary conditions u(a) = ga and = u(b) = gb.
All problems in Oomph-Lib are solved in a Newton iteration; by substituting
equation (2.9) into equation (2.4), testing the solution for all functions {φi}Ni=1, this
one-dimensional Poisson problem has discrete residuals
ri =
∫
Ω
(
N∑
j=1
Uj
dφj
dx
dφi
dx
+
du
[BC]
h
dx
dφi
dx
+ fφi
)
dΩ (2.10)
and discrete Jacobian
jij =
∫
Ω
dφj
dx
dφi
dx
dΩ (2.11)
for i, j = 1, . . . , N . The Poisson problem is linear and therefore the Newton iteration
will converge in one step.
Noting that we have not discussed the discrete representation of u
[BC]
h (or the
computation of
du
[BC]
h
dx
) we now construct the discrete space SD(Ω). To construct
SD(Ω) with linear finite element shape functions, we define N nodes at position Xi
(i = 1, . . . , N) such that a = X1 < X2 < . . . < XN = b. Associated with each node
is a global linear shape function φi
φi(x) =

0 x < Xi−1
x−Xi−1
Xi−Xi−1 Xi−1 ≤ x ≤ Xi
Xi+1−x
Xi+1−Xi Xi ≤ x ≤ Xi+1
0 x > Xi+1.
(2.12)
These functions satisfy
φi(Xj) =
 1 i = j0 i 6= j . (2.13)
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Figure 2.1: Global a) and local b) one-dimensional linear finite element shape func-
tions.
and have finite support because they are only non-zero in the vicinity of the associated
node. In part Figure 2.1 a) we illustrate the two global basis functions φ3 and φ4.
The solution for this one dimensional problem is u
[S]
h =
∑N−1
j=2 Ujφj and the bound-
ary conditions u
[BC]
h can be satisfied by choosing u
[BC]
h = gaφ1 + gbφN .
As a result of the finite support, we can partition the domain into a set of inde-
pendent sub-domains, or elements, where element e is Ωe = [Xe−1, Xe]; this element
has two local basis functions associated with it: ψ
(e)
1 is the segment of the global
basis φe in Ωe, and ψ
(e)
2 is the segment of the global basis φe+1 in Ωe. We illustrate
this for element Ω2 in Figure 2.1 b). Within element e the solution can therefore be
represented by
u
(e)
h = U
(e)
1 ψ
(e)
1 + U
(e)
2 ψ
(e)
2 (2.14)
where U
(e)
1 and U
(e)
2 are the nodal values. Note that nodes which are shared by
adjacent elements such that U
(e)
2 is the same as U
(e+1)
1 . The big of advantage of this
elemental decomposition is that the problem can be assembled element-by-element.
We perform one further generalisation by introducing a reference element Ωˆ = [−1, 1]
with coordinate s (referred to as the local coordinate), and define a mapping between
each element Ω(i) and a reference element Ωˆ. The reference element contains two
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local linear basis functions
ψˆ1(s) =
1
2
(1− s), (2.15)
ψˆ2(s) =
1
2
(1 + s), (2.16)
which correspond to the local basis functions illustrated in Figure 2.1 b). Within this
scheme, the solution in element e is
uˆ
(e)
h (s) = Uˆ
(e)
1 ψˆ1(s) + Uˆ
(e)
2 ψˆ2(s). (2.17)
We employ an isoparametric mapping to define the global coordinates x as a function
of the local coordinate s in each element e
xˆ
(e)
h (s) = Xˆ
(e)
1 ψˆ1(s) + Xˆ
(e)
2 ψˆ2(s), (2.18)
where Xˆ
(e)
1 is the position of the left-hand-side node and Xˆ
(e)
2 is the position of the
right-hand-side node. The derivatives with respect to the local coordinate s are then
given by
duˆ
(e)
h
ds
= Uˆ
(e)
1
dψˆ1
ds
+ Uˆ
(e)
2
dψˆ2
ds
, (2.19)
dxˆ
(e)
h
ds
= Xˆ
(e)
1
dψˆ1
ds
+ Xˆ
(e)
2
dψˆ2
ds
. (2.20)
We wish to assemble the linear algebra problem in an element-by-element manner.
The derivatives with respect to global coordinates within the reference element can
be computed by the chain rule, e.g.
duˆ
(e)
h
dxˆ
=
duˆ
(e)
h
ds
(
dxˆ
(e)
h
ds
)−1
(2.21)
and integration can be performed over the reference element∫
Ωe
(. . .)dΩe =
∫
Ωˆ
(. . .)J (e)dΩˆ (2.22)
where J (e) is that Jacobian of the mapping from global coordinates x to local coor-
dinates s for element e, and in this case
J (e) = dxˆ
(e)
h
ds
. (2.23)
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A node j in element e that represents a Dirichlet boundary condition is “pinned”
with the appropriate nodal value U
(e)
j . The corresponding local basis function ψˆj
does not form part of the test space (due to the requirement that v = 0 on ∂Ω). The
problem can be assembled in an element-by-element manner∫
∂Ω
(. . .)dΩ =
N−1∑
e=1
∫
∂Ωˆ
(. . .)(e)dΩˆ (2.24)
and therefore the Jacobian matrix and residual vector can be assembled
r = AN−1e=1 r(e) (2.25)
J = AN−1e=1 J (e), (2.26)
from their elemental contributions J (e) and r(e), where A is the assembly operator,
the action of which is illustrated in Figure 2.2 (and is based on a local to global
equation number map). The element residual vectors r(e) have coefficients
r
(e)
i =
∫
Ωˆ
(
2∑
j=1
Uˆ
(e)
j
dψˆj
ds
dψˆi
ds
+ f(xˆ
(e)
h )ψˆi
)
J (e)dΩˆ (2.27)
for all nodes i = 1, 2 that do not represent Dirichlet boundary conditions in all
elements e = 1, . . . , (N − 1). Correspondingly, the elemental Jacobian matrices J (e)
have coefficients
j
(e)
ij =
∫
Ωˆ
dψˆj
ds
dψˆi
ds
J (e)dΩˆ (2.28)
for all nodes i, j = 1, 2 that do not represent Dirichlet boundary conditions in all
elements e = 1, . . . , (N − 1).
In this subsection we have outlined the Oomph-Lib’s implementation of the finite
element method for a simple one-dimensional model problem. This can be easily
extended with little change to the fundamental structure. For example, elements with
higher order basis functions [29, pp.20] can be employed. We can solve two-or-three-
dimensional problems by forming a reference element from the tensor product of lower
dimension element and generalising the isoparametric mapping [55]. Alternatively
triangular [29, pp.26] or tetrahedral [29, pp.22] elements can be used. Different PDEs
can be solved within this framework by modifying the elemental matrix assembly
equations.
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Figure 2.2: Assembly of the global Newton iteration linear system from elemental
contributions.
An important feature of the finite element method is that the basis functions offer
finite support and therefore the matrices arising from finite element discretisations
have O(n) non-zero coefficients. Therefore operations such as matrix-vector-products
can be performed in O(n) time, which is essential for the optimal numerical methods
described in the next section.
2.1.2 Linear Solvers for the Poisson Problem
This thesis is primarily concerned with the efficient solution of the linear systems
arising from the finite element discretisation of certain PDEs. In this sections we dis-
cuss efficient solution algorithms for the linear systems arising from the discretisation
of the Poisson equation. To this end, we define the notation used throughout this
section; we solve the linear system Ax = b for the unknown vector x where A is an
n× n matrix and x and b are length n vectors. We define the residual, r = b−Ax,
the error, e = A−1b− x (from A(x + e) = b), and the residual equation Ae = r.
Linear systems can be solved using direct methods [25, 38], which are based on
Gaussian elimination. These solvers are generally robust in the sense that, provid-
ing the coefficient matrix is reasonably well conditioned, the computed solution will
differ from the true solution by a round-off size error. However, these methods are
computationally expensive with their operation count scaling as O(n3) and memory
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requirement scaling as O(n2) for dense matrices.
Sparse direct methods have been developed to exploit the sparsity of the matrix to
optimise the memory usage and operation of Gaussian elimination. There are strate-
gies based on reordering the matrix A. For example it can be reordered to minimise
the number of coefficients in the matrix factors [24, pp.44], or in the super nodal
approach the matrix A is reordered to group its coefficients into small dense blocks
such that it can exploit the highly efficient BLAS dense kernels [21]. Alternatively,
there are frontal methods [24, pp.210], in which the unknowns are eliminated in an
order that optimises the use of dense BLAS kernels while minimising memory us-
age. Frontal methods were derived from observation that in the element-by-element
assembly of a finite element problem, unknowns can be eliminated with Gaussian
elimination before the matrix is fully assembled. The order of the elimination of
unknowns can be represented as an execution graph, and in multifrontal methods [8]
parallel paths in this graph can be executed simultaneously.
In this project we employ the SuperLU [6, 21] super nodal direct solver, which
is implemented in C. Distributed memory direct solvers [9] have been developed, two
key implementations being SuperLU’s distributed counterpart SuperLU DIST
[75] implemented in C, and the Mumps [3, 8] multifrontal direct solver implemented
in Fortran. Both packages use MPI and in this thesis we utilise SuperLU DIST
where required.
The performance of sparse direct methods is problem-dependent and the com-
putational requirement is typically O(n2). Given this scaling, these methods can
rapidly become computationally prohibitive for large problems. The alternative to
direct solvers are iterative methods in which the problem is solved by successively
improving on an initial solution until a sufficiently accurate solution is obtained. It-
erative methods generally lack the robustness and generality of direct methods, but
can be much more efficient.
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2.1.2.1 Relaxation Methods
Relaxation methods [89, pp.95] such as Jacobi or Gauss-Seidel are the simplest ex-
ample of an iterative method and can be stated as
x[m+1] = Rx[m], (2.29)
where R is the iteration matrix and x[m] is the m-th iterate. Both Jacobi and Gauss-
Seidel can be expressed in terms of the matrix splitting A = M + N (where M is
non-singular): given an initial solution x[0] compute
Mx[m+1] = −Nx[m] + b m = 0, 1, . . . (2.30)
until convergence. Utilising the matrix splitting A = D − L − U (where D is a
diagonal matrix, −L is a strictly lower triangular matrix and −U is a strictly upper
triangular matrix), the Jacobi method [89, pp.96] is defined by the choices
M = D, (2.31)
N = −L− U, (2.32)
whereas Gauss-Seidel [89, pp.97] uses
M = D − L, (2.33)
N = −U. (2.34)
Damping [89, pp.97] can help improve the performance of these methods; the corre-
sponding damped methods are damped Jacobi
x[m+1] = ωx[J ] + (1− ω)x[m], (2.35)
where x[J ] is the (m+ 1)-th Jacobi iterate and ω is a scalar damping parameter, and
Successive Over Relaxation
x[m+1] = ωx[GS] + (1− ω)x[m], (2.36)
where x[GS] is the (m+ 1)-th Gauss-Seidel iterate.
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These methods tend to lack robustness and often converge very slowly. To illus-
trate the cause of this slow convergence [15, pp.12], we consider the application of
the damped Jacobi iteration to the finite difference discretisation of the second order
model problem y′′ = f on [0, 1], y(0) = y(1) = 0
−xi−1 + 2xi − xi−1 = bi, (2.37)
x0 = xn+1 = 0. (2.38)
The error after m damped Jacobi iterations [15, pp.19] is
e[m] = Rme[0] (2.39)
where
R = I − ωD−1A, (2.40)
is the damped Jacobi iteration matrix. It can be shown [15, pp.17-19] that the
eigenvalues (λk) and corresponding eigenvectors (wk with elements denoted wk,j) of
R for our second order model problem are
λk = 1− 2ω sin2
(
kpi
2(n+ 1)
)
(2.41)
wk,j = sin
(
jkpi
n+ 1
)
. (2.42)
As these eigenvectors form a complete basis, we can express the initial error e[0] as a
weighted sum of the eigenvectors
e[0] =
n∑
k=1
αkwk. (2.43)
The eigenvectors represent sinusoidal oscillations on the grid, where k denotes the
wave number, so we have in effect, decomposed the error into its distinct wave number
components. The error after m iterations [15, pp.19] is
e[m] =
n∑
k=1
(λk)
mαkwk. (2.44)
In figure 2.3 we plot λk as a function of k for ω =
1
3
, 2
3
, 1 and n = 64. We observe
that the rate of error reduction is greatest for high wave numbers k, and conclude
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Figure 2.3: Eigenvalues λk of the damped Jacobi operator R as a function of wave
number k for damping factors ω = 1
3
, 2
3
, 1.
that highly oscillatory (or high frequency) error components are eliminated faster.
Correspondingly the rate of error reduction is lowest for low wave numbers k; it is
the low frequency component of errors that lead to the slow convergence of relaxation
methods. We note that damping has little effect on the rate of error reduction for
low frequency errors but varying the damping parameter has a significant effect on
the rate of error reduction for high frequency errors.
Relaxation methods have optimal computational cost per iterations, and provided
they converge in a constant number of iterations with respect to problem size they
would yield an optimal solution. However most discretisations of PDEs lead to a linear
system with a condition number κ = λmin
λmax
(where λmin and λmax are the minimum
and maximum eigenvalues respectively) that grows as the problem size increases.
This in turn, leads to an increasing iteration count in relaxation methods. Multigrid
methods were developed to overcome the sub-optimality of relaxation techniques.
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2.1.2.2 Multigrid Methods
In the previous section we explained why relaxation methods can be inefficient for
the solution of linear systems arising from the discretisation of differential equations.
Utilising this knowledge we develop a simple geometric multigrid (GMG) algorithm
for the same one-dimensional problem. GMG is limited to problems that have a
structured grid hierarchy associated with them. Building on this foundation, much
of this sub-section is dedicated to discussing how this approach can be extended to
the solution of linear systems that did not arise from such discretisations in a method
called algebraic multigrid (AMG) [15, 87, 109].
We continue to consider the one-dimensional model problem, discretised by finite
differences with a uniform node spacing h. There are two fundamental observations
that form the basis of multigrid methods [15, pp.33]:
• We observed that higher frequency error components are eliminated rapidly by
relaxation methods, whereas low frequency are eliminated very slowly.
• Low frequency error components “appear” more oscillatory on a coarser grid1.
Based on these two observations, it seems natural to devise an algorithm in which
the high frequency error components are eliminated on the initial fine grid before
reconstructing the problem on a coarser grid to eliminate the low frequency errors.
This principle can be expressed formally as a two grid correction scheme [15,
pp.41] documented in Algorithm 1.
First a fixed number of iterations of a relaxation method is applied to the linear
system A[h]x[h] = b[h] on the fine grid Ω[h] to compute an approximate solution x¯[h]
with residual r[h] = Ax¯[h] − b[h]. The smooth error e[h] that is not eliminated with
this relaxation on the fine grid Ω[h] can be removed by exactly solving the residual
equation A[2h]e[2h] = r[2h] on the coarse grid Ω[2h]. The solution x[h] can then be
computed x[h] = x¯[h] + e[h]. The superscript [h] denotes matrices and vectors on the
fine grid Ω[h] and the superscript [2h] denotes matrices and vectors on the coarse grid
1Consider plotting wk,j for k = 2 on a fine grid of 8 nodes, then remove every other node.
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Algorithm 1 Two Grid Correction Scheme
Relax on A[h]x[h] = b[h] on Ω[h] and compute r[h] = b[h] − A[h]x[h]
Restrict r[h] to the coarse grid by r[2h] = I [2h,h]r[h]
Solve A[2h]e[2h] = r[2h] on Ω[2h]
Interpolate the coarse grid error to the fine grid by e[h] = I [h,2h]e[2h]
Correct the fine grid approximation by x[h] ← x[h] + e[h]
Relax on A[h]x[h] = b[h] on Ω[h]
Ω[2h]. We form the coarse grid Ω[2h] by removing every other node leading to a 2h
node spacing. The restriction operator I [2h,h] restricts the discrete information from
Ω[h] to Ω[2h], and the interpolation operator I [2h,h] projects it back from Ω[2h] to Ω[h].
The exact solution of A[2h]e[2h] = r[2h] on Ω[2h] is computationally sub-optimal,
therefore we replace this with the recursive application of the two-grid correction
scheme on successively coarser grids until we reach the coarsest grid (containing
only a few nodes). This is referred to as a V-cycle [15, pp.43]. The solution of the
problem is iteratively improved by adding the corrections computed at every level of
the scheme.
We have yet to address to construction of the discrete operators (A[h], A[2h], . . .).
One can either directly generate a sequence of successively coarse discretisations or
use Galerkin projections to recursively generate the coarse-grid operators as A[2h] =
I [2h,h]A[h]I [h,2h] [15, pp.48].
The multigrid method was originally developed for linear systems arising from the
grid based discretisation of PDEs. However there are a number of problems where
a coarse grid hierarchy does not exist, for example unstructured meshes or problems
that lead to sparse matrices that are not associated with such a grid hierarchy. The
desire to apply multigrid to linear systems which are not associated with a coarse-grid
hierarchy led to the development of algebraic multigrid (AMG). In this method we
derive the fine grid representation of the discrete operator from the graph associated
with the matrix A, and assume that directly linked nodes are connected in the “grid”.
To determine the coarse grid hierarchy, the magnitude of the matrix coefficients is
used to determine the “influential” nodes which are retained in a coarse grid.
We begin by formally specifying a multigrid V-cycle. We modify our notation such
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Algorithm 2 Multigrid V (µ1, µ2) Cycle (Recursive function: MG [k](x[k],b[k]))
if k = m then
Solve A[k]x[k] = b[k] for x[k]
else
Relax µ1 times on A
[k]x[k] = b[k]
x[k+1] = 0
b[k+1] = I [k+1,k](b[k] − A[k]x[k])
MG [k+1](x[k+1],b[k+1])
x[k] ← x[k] − I [k,k+1]x[k+1]
Relax µ2 times on A
[k]x[k] = b[k]
end if
that the sequence of grids is denoted Ω[1],Ω[2], . . . ,Ω[m] where Ω[1] is the finest grid
and Ω[m] is the coarsest grid. Associated with theses grids is the set of grid operators
A[1], A[2], . . . , A[m] for k = 1, . . . ,m, the set of interpolation operators I [k,k+1] for k =
1, 2, . . . ,m− 1 and the set of restriction operators I [k+1,k] for k = 1, 2, . . . ,m− 1. We
define the multigrid V-cycle in Algorithm 2. The key challenge for the implementation
of AMG is the development of coarse grid selection algorithms [63].
The aim of the coarse grid selection algorithm is to select the subset of points
from the fine grid Ω[k] which form the coarse grid Ω[k+1]. We label the points from
Ω[k] which form Ω[k+1] C-points and the remaining points F-points. If the C-points
are a large fraction of the grid Ω[k] then the interpolation of smooth error is likely to
be accurate, but this may result in a prohibitively expensive V-cycle. On the other
hand, if the C-points are a small fraction of the fine grid points, then V-cycles may
be fast, but interpolation is likely to be inaccurate and therefore the V-cycle may not
effectively eliminate the smooth error. The coarse grid selection algorithm seeks to
balance these two competing demands.
In the coarse grid selection algorithm we seek to identify those unknowns xi, which
can be used to represent “nearby” unknowns xj. In this context we introduce the
terminology dependence and influence. A point i depends on point j if the value of
the unknowns xj is in some way important in determining the the value of xi from
the i-th equation. Correspondingly we say that point j influences point i. The points
j that strongly influence i are good candidates for C-points as the interpolation of xi
from xj is likely to be accurate. We denote Si the set of points on which i depends
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and STi the set of points which i influences.
Ruge-Stu¨ben Coarsening The classical (serial) Ruge-Stu¨ben coarse grid selection
algorithm [63, pp.4] computes the dependence set Si using
Si ≡
{
j 6= i : −aij ≥ αmax
k 6=i
(−aik)
}
, (2.45)
where α is the dependency strength parameter (typically α = 0.25). In this algorithm
there are two guiding criteria (for which criterion 1 is enforced rigorously and criterion
2 is a guide):
1. Every point j that strongly influences a F -point i (j ∈ Si where i ∈ F ) is either
a C-point or it strongly depends on another C point that strongly influences i
(Sj ∩ Ci 6= ∅ where Ci is the set of coarse points associated with the fine point
i).
2. C should be a maximal subset in which no point in C depends on another point
in C.
We summarise the key steps of the Ruge-Stu¨ben algorithm [63, pp.5], where we label
every point in the grid as a C-point or a F - point:
1. Every point i in the grid is assigned a value λi given by the number of points
that it strongly influences. Then the point with maximum λi is labelled a C-
point, and the set of dependent points (STi ) are F -points and increment λk
for all points that influence one of the new F -points (k ∈ Sj for all j ∈ STi ).
Repeat this step for searching for the maximum λi, this time only considering
unlabelled points, until all points have been classified. This is referred to as the
first pass.
2. In the second pass, F points are examined in turn to ensure they do not depend
on another F-point, and if they do, then the F-F dependency is removed.
This coarse grid selection algorithm has been demonstrated to be very effective
when applied to a range of problems on structured and unstructured grids [18], how-
ever it is an inherently sequential algorithm. We next consider parallelisation of the
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coarsening algorithm, and assume that the matrix has been partitioned row-wise over
a set of processes such that each process is assigned a contiguous block of rows.
The simplest modification to parallelise the coarsening algorithm is for each pro-
cess to apply the serial Ruge-Stu¨ben algorithm on its local data [72], however this
is likely to lead to F -F dependencies across inter-processor boundaries where the
points do not share a C point. To fix this, a third pass is performed which effectively
involves applying the second pass to just boundary nodes and halo nodes2. This then
requires some conflict resolution mechanism to resolve discrepancies between each
process’s coarse grid selection - this is typically implementation specific. For exam-
ple, in the Hypre BoomerAMG library [63] each process’s coarse grid contains its
own C-points plus any additional C-points from processes with a higher identification
number.
CLJP Coarsening The CLJP coarsening algorithm [63, pp.7] is an inherently
parallel algorithm. The auxiliary influence matrix S is defined
Sij =
 1 if j ∈ Si0 if j /∈ Si (2.46)
such that the i-th row of S gives the set of dependencies Si and the i-th column gives
the set of influences STi . For each point i in S we define a measure wi = |STi | + σ
which is the sum of the number points that point i influences plus a random number
σ in (0, 1) (introduced to break ties between points that influence the same number of
points). Utilising the measure wi for the degree of influence, first a directed graph is
constructed which contains the points i which satisfy wi > wj ∀ j ∈ Si∩STi , and then
edges (and therefore points) are removed from this graph based on two heuristics:
• Points that influence C-points are less valuable as C-point candidates (because
there is no need to interpolate the value at the C point).
• Given a pair of points i and j for which i influences j and both depend on a
C-point k then j is less valuable than i (because j can be interpolated from k).
2Boundary nodes are located on the boundary of the domain whereas halo nodes are located on
inter-processor boundaries.
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to form the coarse grid.
The advantage of CLJP is that it is inherently parallel and that it produces the
same coarse grid hierarchy independent of the domain decomposition; the disadvan-
tage is that the coarse grid contains more points than is necessary [63, pp.19].
Falgout Coarsening Finally we describe Falgout coarsening which combines Ruge-
Stu¨ben coarsening with CLJP coarsening. In this method, Ruge-Stu¨ben coarsening
is employed on the interior of each process sub-domain (i.e. the local mesh with no
inter-processor connectivity) because Ruge-Stu¨ben coarsening is leads to a sparser
coarse grid hierarchy that CLJP. However Ruge-Stu¨ben is less effective on the pro-
cess boundaries and hence CLJP is employed there. We use this parallel coarsening
algorithm in all parallel computations in this thesis.
2.1.2.3 Krylov Subspace Methods
Krylov subspace methods are the third class of iterative method described in this
chapter. We motivate their application by initially considering the Richardson it-
eration. This iterative method is obtained by writing the matrix splitting Ix =
(I − A)x + b as a fixed point iteration
x[m+1] = (I − A)x[m] + b = x[m] + r[m]. (2.47)
This can be shown generate iterates of the form [102, pp.25]
x[m+1] = x[0] +
m∑
i=0
(I − A)ir[0], (2.48)
where I is the identity matrix. This solution can be expanded such that
x[m+1] = x[0] +
m∑
i=0
αiA
ir[0], (2.49)
where αi are scalars. This shows that the iteration computes a solution in the space
x[0] +Ki where
Ki =
{
r[0], Ar[0], A2r[0], . . . , Ai−1r[0]
}
(2.50)
is a Krylov subspace. Krylov subspace methods are a class of iterative method, which
as the name suggests, search for a solution in the space x[0] +Ki, but use alternative
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choices for αi which lead to faster convergence. In this thesis we consider two such
methods: CG and GMRES.
Conjugate Gradient (CG) CG is a Krylov subspace method for the solution
of symmetric positive definite (SPD) linear systems. We follow Shewchuck’s [93]
excellent description of CG; we do not seek to rewrite this document, but to provide
an overview of the method and its key features.
A key feature of SPD systems is that the minimum of the quadratic form
f(x) = 1
2
xTAx− bTx + c (c ∈ <) (2.51)
is the solution of Ax = b [93, pp.2].
We begin by considering the application of the steepest descent algorithm [93,
pp.6] to this problem. Steepest descent can be summarised as ”Given a starting
point, choose the direction in which f(x) decreases fastest and find the minimum of
f(x) in that direction. Repeat until convergence”. The disadvantage of this method
is that multiple steps may be taken in the same direction. CG overcomes this by
choosing a set of orthogonal search directions d[0],d[1],d[2], . . . ,d[n−1], and taking no
more than one step in each direction.
The i-th solution x[i] is updated to compute the (i+ 1)-th solution
x[i+1] = x[i] + α[i]d[i]. (2.52)
Choosing the search directions to be orthogonal (d[i] · d[j] = 0 ∀ i 6= j) requires the
solution x to compute α[i] [93, pp.22]3, however choosing the search directions to be
A-orthogonal (d[i] · Ad[j] = 0 ∀ i 6= j) does not [93, pp.23] and yields
α[i] =
d[i] · r[i]
d[i] · Ad[i] , (2.53)
where r[i] = b − Ax[i] is the i-th residual. This procedure will compute the solution
x in at most n steps [93, pp.24].
3Orthogonality of the set d[i] requires that d[i] ·e[i+1] = 0 to ensure the no further step is required
in the d[i] direction and to compute e[i+1] requires the solution x.
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To assemble the A-orthogonal search directions {d[i]} a conjugate Gram-Schmidt
process [93, pp.25] is used: given a set of linearly-independent vectors u[0],u[1], . . . ,u[n−1]
(which are unspecified at this stage), d[i] is constructed by taking u[i] and subtracting
out any components not A-orthogonal to previous d vectors
d[i] = u[i] +
i−1∑
k=0
βikd
[k], (2.54)
where
βik = −u
[i] · Ad[k]
d[k] · Ad[k] j = 0, 1, . . . , (i− 1). (2.55)
Herein lie two problems: firstly the Gram-Schmidt conjugation requires all the old
search vectors to be retained, and secondly O(n3) operations are required to generate
the full set. In CG these difficulties are overcome by setting4 u[i] = r[i] which yields
βij = 0 ∀ i > j + 1 [93, pp.31], thus
β[i] =
r[i] · r[i]
r[i−1] · r[i−1] , (2.56)
which reduces the computational complexity of computing a search direction to O(m)
where m is the number of non-zero coefficients of A. Here we are searching for a
solution in the space x[0]+Ki and hence this method is a Krylov subspace method. We
present the complete CG method in Algorithm 3. The method requires a convergence
criteria and for all computations in this thesis we use the relative residual convergence
criterion
‖r[i]‖2
‖r[0]‖2 ≤ τ, (2.57)
with τ = 10−8.
The computational cost of this method is two dot products, one matrix-vector
product, and three vector updates per iteration. Given that the number of non-zero
coefficients in matrices arising from finite element discretisations is asymptotically
O(n), then a single CG iteration will have O(n) cost. Hence if CG converges in a
constant number of iterations independent of the size of the problem, then we would
have an optimal solution method.
4The residual is A-orthogonal to all previous search direction (due to the A orthogonality re-
quirement d[i] · Ae[i+1] = 0 with the residual equation) and therefore will produce a new linearly
independent search direction.
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Algorithm 3 Conjugate Gradient
Choose x[0]
r[0] = b− Ax[0]
d[0] = r[0]
repeat
α[i] = r
[i]·r[i]
d[i]·Ad[i]
x[i+1] = x[i] + α[i]d[i]
r[i+1] = r[i] − α[i]Ad[i]
β[i+1] = r
[i+1]·r[i+1]
r[i]·r[i]
d[i+1] = r[i+1] + β[i+1]d[i]
until convergence
Unsurprisingly, there is a strong relationship between the eigenvalues of A and the
rate of convergence of CG. Noting that the solution error at step i (e[i] = A−1b−x[i])
is computed in the space e[i] = e[0] +Ki and that Ki can also be expressed as
Ki =
{
Ae[0], A2e[0], A3e[0], . . . , Aie[0]
}
, (2.58)
then the error can be written as [93, pp.33],
e[i] =
(
I +
i∑
j=1
ψjA
j
)
e[0], (2.59)
where the coefficients ψj are related to α
[i] and β[i]. The expression in parentheses is
a matrix polynomial Pi(A) (with Pi(0) = I) of degree i, and utilising the relationship
Pi(A)v = Pi(λ)v between matrix and scalar arguments for eigenvectors v of A, the
reduction in the error after i iterations can be expressed as [93, pp.33]
‖e[i]‖A
‖e[0]‖A ≤ minPi maxλ∈Λ(A) [Pi(λ)] . (2.60)
where Λ(A) is the set of all eigenvalues of A (which is SPD) and ‖z‖A = (zTAz) 12
defines the A-norm. In the i-th iteration, CG seeks a polynomial of degree i which has
minimal value at the points that are eigenvalues of A, and therefore after n iterations
CG is guaranteed to have converged. However, more usefully, if there are duplicate
eigenvalues or tight clusters of eigenvalues, then CG will converge in fewer iterations.
A second informative result can be obtained by minimising equation (2.60) over
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the range [λmin, λmax] where λmin and λmax are the minimum and maximum eigen-
values. In reference [93, pp.35], Chebyshev polynomials are utilised to show that
‖e[i]‖A
‖e[0]‖A ≤ 2
(√
κ− 1√
κ+ 1
)i
(2.61)
where κ = λmin
λmax
is the condition number of A. We conclude that fast convergence
will be achieved with a small condition number. This interpretation can be overly
pessimistic; for example, if a matrix has two distinct eigenvalues, a polynomial of
degree 2 could interpolate the eigenvalues exactly leading to convergence in two steps
independently of the actual eigenvalues and therefore the condition number κ.
We demonstrated that CG has optimal computational cost (both the memory
requirement and the operation count) per iteration – thus if the number of iterations
required for convergence is independent of the number of unknowns then the overall
solution would have optimal computational cost. This will be achieved for matrices
with a spectrum that contains a few tightly bounded clusters of eigenvalues, the num-
ber of which is independent of n. Most linear systems arising from the discretisation
of PDEs do not possess this property but instead exhibit an increasing condition
number. Therefore in the next section, we introduce preconditioning in which the
linear systems are transformed to enable fast convergence of CG.
Preconditioning Preconditioning is a technique employed to make CG (and other
Krylov methods) faster and more robust. This involves applying a transformation to
a linear system such that it has the same solution, but when solved with a Krylov
method, converges in a number of iterations that is much smaller than the iteration
count for the original problem, and preferably in a number of iterations independent
of the problem size or other physical parameters. To precondition the linear system
Ax = b, we transform it to
P−1Ax = P−1b. (2.62)
(This transformation is referred to as left preconditioning; other variants include
right and symmetric preconditioning [89, pp.251-253]). Now it is the eigenvalues of
P−1A that are of interest. It is immediately obvious that that if P = A then the
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Algorithm 4 Preconditioned Conjugate Gradient
Choose x[0]
r[0] = b− Ax[0]
d[0] = P−1r[0]
repeat
α[i] = r
[i]·P−1r[i]
d[i]·Ad[i]
x[i+1] = x[i] + α[i]d[i]
r[i+1] = r[i] − α[i]Ad[i]
β[i+1] = r
[i+1]·P−1r[i+1]
r[i]·P−1r[i]
d[i+1] = P−1r[i+1] + β[i+1]d[i]
until convergence
spectrum will contain n eigenvalues equal to one, and therefore CG will converge in
one iteration.
The seemingly obvious transformation of CG for preconditioning (replacing ev-
ery instance of A in Algorithm 3 with P−1A) is not possible because even if P is
SPD, P−1A generally is not. By exploiting the fact that for every SPD P one can
define a matrix E that satisfies EET = P [93, pp.39], and given that the spectra
of P−1A and E−1AE−T are the same, the preconditioned CG algorithm [93, pp.39]
presented in Algorithm 4 can be derived. This algorithm requires the application of
the preconditioning operator P−1 to a vector to solve the system Pz = r.
In practice, an efficient implementation that only requires one matrix-vector prod-
uct with A and one application of the preconditioner P per iteration at the cost one
additional vector is used.
Typically, an efficient implementations of a preconditioner is divided into two
phases, a setup phase (performed at the beginning of the CG algorithm) in which
the preconditioning operator (which applies P−1 to a vector) is set up, and an appli-
cation phase in which the preconditioning operator is applied to a vector in the CG
algorithm. For example, if the chosen preconditioner involved LU decomposition, one
would perform the LU decomposition in the setup phase, and perform the back and
forward substitution in the application phase.
In this thesis we will often use AMG as either a preconditioner or a component of
a preconditioning strategy. For example, classical AMG which is an efficient solver
for Poisson problems in its own right, can also be used as a preconditioning operator
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for the CG based solution of a Poisson problem. AMG is an iterative solver, so
if one uses AMG to solve the preconditioning problem Pz = r exactly then CG
will converge in exactly one iteration. An alternative approach is to approximately
solve the preconditioning problem with a small fixed number of AMG V -cycles. This
approach is evaluated in the next section and is employed throughout this thesis.
When using AMG as a preconditioner the setup phase comprises the application of
the coarsening algorithm to construct the interpolation, restriction and coarse grid
operators, while the application phase is the execution of a V -cycle.
To complete this sub-section we summarise the criteria required for an optimal
preconditioner for CG:
• The preconditioner P should be SPD and spectrally similar to A such that
the spectrum P−1A contains a small number of tightly clustered groups of
eigenvalues which leads to the convergence of CG in a constant number of
iterations independent of n and all other problem parameters.
• The assembly and application of the preconditioner (the solution of Pz = r)
should have optimal computational cost.
2.1.2.4 Numerical Experiments
In this section we demonstrate the optimal performance of CG preconditioned with
AMG for two and three-dimensional Poisson problems. Here we use the Trilinos
[64] AztecOO [100] implementation of CG and the Hypre [30, 31] BoomerAMG
[63] implementation of classical AMG.
Two-Dimensional Poisson Problem We solve a two-dimensional Poisson prob-
lem (∆u = f) on Ω = [0, 1]× [0, 2] where f and the Dirichlet boundary conditions are
chosen such that the problem has the solution u = tanh(1−α(x−y)) (this approaches
a step function for large α). This is Oomph-Lib’s standard two-dimensional Poisson
problem and the implementation is discussed in detail in [50]. The solution of this
problem is illustrated in Figure 2.4 for α = 1. We discretise using a uniform grid
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Figure 2.4: Solution of the two-dimensional Poisson test problem for α = 1.
Preconditioner 2.1 A classical AMG preconditioner for Poisson problems.
Preconditioner: AMG
- Coarsening: Ruge-Stu¨ben (strength α = 1
4
)
- Smoothing: Jacobi (damping ω = 2
3
)
- Cycle: 2× V (1, 1)
(mesh spacing h) of square bi-cubic elements (Q3) [13] and solve the problem five
times (for α = 1, 2, 3, 4, 5) using CG (convergence tolerance 10−8) preconditioned with
classical AMG (see Preconditioner 2.1) to obtain mean solution times and iteration
counts (averaged over all five problem configurations). Table 2.1 shows a constant
iteration count with respect to problem size and optimal scaling in solution time (the
solution time grows linearly with problem size).
Three-Dimensional Poisson Problem Next we analyse the performance of CG,
preconditioned with AMG, for a three-dimensional Poisson problem. We employ
Oomph-Lib’s three-dimensional Poisson problem [52] for this test. The domain
comprises an eighth of a sphere with Dirichlet boundary conditions on the entire
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n (h) 249001 ( 1
250
) 998001 ( 1
500
) 2247001 ( 1
750
) 3996001 ( 1
1000
)
Iterations 7 7 7 7
Solution Time (s) 4.4 18.2 41.4 73.7
Table 2.1: Average iteration counts and average solution time (sec) of the CG solver
preconditioned with AMG applied to a two-dimensional Poisson problem.
Figure 2.5: Solution of the three-dimensional Poisson test problem.
boundary and analytic solution u = tanh(1 − β(x − x0) ·N) where x = (x1, x2, x3)
is the Cartesian coordinates, and the vectors x0, N are constants and β is a scalar.
The solution varies rapidly (for large β) in the plane through x0 with normal N. In
Figure 2.5 we illustrate this problem for x0 = (0, 0, 0), N =
1
3
(−1,−1, 1) and β = 1.
Table 2.2 shows a constant iteration count under mesh refinement, but a sub-
optimality in the solution time – the solution time is increasing at a rate greater
than the rate of increase of the size of the problem. This phenomenon is observed
in all three-dimensional problems in this thesis, and is due to increased matrix con-
nectivity in three-dimensional problem and appears to be a property of the Hypre
BoomerAMG implementation of AMG.
n (h) 14911 (1
8
) 125055 ( 1
16
) 1024255 ( 1
32
)
Iterations 7 8 8
Solution Time (s) 1.55 17.8 162.9
Table 2.2: Average iteration counts and average solution time (sec) of the CG solver
preconditioned with AMG applied a three-dimensional Poisson problem.
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2.2 Non-Linear Elasticity
In this section we consider the numerical solution of the equations of non-linear elas-
ticity. Within the context of this thesis, these equations are important for two reasons;
firstly they are integral to the pseudo-solid node update method for FSI problems to
be discussed in Chapter 5, and secondly, they can be efficiently preconditioned with
a simple block preconditioning strategy and therefore form a good model problem for
introducing such techniques.
In Section 2.2.1 we discuss the principle of virtual displacements for non-linear
elasticity, and its discretisation by finite elements. The Jacobian matrices that arise
from this discretisation are in general non-Hermitian, and therefore in Section 2.2.2.1
we introduce GMRES, a Krylov subspace method applicable to such matrices. In
Section 2.2.2.2 we describe a block preconditioner for this problem that yields an
optimal solution when combined with GMRES.
2.2.1 The Principle of Virtual Displacements and its Dis-
cretisation
Figure 2.6 shows a representative problem; an elastic body occupying the domain V
with boundary ∂V , subject to a surface traction T applied to the boundary segment
∂Vtract and a displacement R
BC imposed on the remaining boundary ∂Vdispl (∂Vdispl∪
∂Vtract = ∂V ).
Figure 2.6: A representative elasticity problem.
CHAPTER 2. ITERATIVE METHODS FOR SINGLE-PHYSICS PROBLEMS 63
Figure 2.7: Kinematics of the deformation that displaces the elastic body from its
(initial) undeformed configuration to its deformed configuration.
We follow Oomph-Lib’s [60] discussion and therefore employ the summation con-
vention that repeated indices are summed over the spatial coordinates (1, 2 in 2D for
example). This convention is employed throughout this thesis.
Figure 2.7 illustrates the kinematics of the deformation that displaces the elastic
body from its (initial) undeformed configuration to its deformed configuration. We
parameterise the elastic body with the (typically body fitted) Lagrangian coordi-
nates ξi which remain attached to the same material point as the domain deforms.
We introduce r(ξi) as the Eulerian position vector of point in the undeformed con-
figuration. In this undeformed configuration we define the covariant metric tensor
gij = gi · gj where gi = ∂r∂ξi is the tangent vector to the coordinate line ξi = const. In
the deformed regime, the vector to a material point is R(ξi). Similarly the deformed
covariant metric tensor is Gij = Gi ·Gj where Gi = ∂R∂ξi .
The dimensional form of the principle of virtual displacements [108, pp.244] is
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then given by5∫
v
{
σ∗ijδγij −
(
f∗ − ρ∂
2R∗
∂t∗2
)
· δR∗
}
dv∗ −
∮
∂Vtract
T∗ · δR∗dA∗ = 0 (2.63)
where δ(·) denotes the variation of (·), ρ is the density in the undeformed configura-
tion, γij is the Green strain tensor
γij =
1
2
(Gij − gij) , (2.64)
and σ∗ij is the 2nd Piola Kirchoff stress tensor which, for a compressible, purely
elastic material, depends only on the local strain so that
σ∗ij = σ∗ij(γkl) = σ∗ij
(
1
2
(Gkl − gkl)
)
. (2.65)
2.2.1.1 Non-dimensionalisation
We non-dimensionalise these equations with a problem-specific length-scale L, a char-
acteristic stiffness S, and a problem-specific timescale T to obtain the following re-
lationships between dimensional and dimensionless variables
ξ∗i = Lξi, (2.66)
R∗ = LR, (2.67)
dA∗ = L2dA, (2.68)
dV ∗ = L3dV, (2.69)
σ∗ij = Sσij, (2.70)
T∗ = ST, (2.71)
f∗ = SLf , (2.72)
t∗ = T t. (2.73)
This gives the following non-dimensional form of equation (2.63)∫
v
{
σijδγij −
(
f − Λ2∂
2R
∂t2
)
· δR
}
dv −
∮
∂Vtract
T · δRdA = 0, (2.74)
5The ∗ superscripts denote dimensional variables.
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where
Λ =
L
T
√
ρ
S (2.75)
is the ratio of system’s “intrinsic” timescale (L√ ρS ) to the timescale T . For problems
which have no prescribed timescale, we use the “intrinsic” timescale, thus setting
Λ = 1.
2.2.1.2 Discretisation
To discretise equation (2.74) we begin by expressing all vectors in the same fixed
Cartesian basis ei, such that for example the undeformed position vector is written
r(ξj) = ri(ξ
j)ei. (2.76)
We expand the deformed position in the same Cartesian basis R(ξj) = Ri(ξ
j)ei using
the finite element basis functions ψj
Ri =
n∑
j=1
Xijψj, (2.77)
where Xij is the i-th component of the Eulerian position of node j and ψj is the
global finite-element shape function associated with node j. Similarly we represent
the Lagrangian coordinate as
ξi =
N∑
j=1
Ξijψj, (2.78)
where Ξij is the i-th Lagrangian coordinate of global node j. If we use the nodes
Eulerian position in their undeformed configuration as their Lagrangian coordinates
we have Ξij = X
(0)
ij , where X
(0)
ij represents the nodes’ Eulerian position in the unde-
formed configuration. Variations in R(ξj) are equivalent to variations in Xij, so for
example
δR =
N∑
j=1
δXij ψj ei. (2.79)
Finally, given that [60] ∫
σijδγijdv =
∫
σij
∂R
∂ξi
· δ∂R
∂ξj
dv, (2.80)
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we can state the discrete form of the principle of virtual displacements
N∑
m=1
{∫
v
[
σij
(
N∑
l=1
Xkl
∂ψl
∂ξi
)
∂ψm
∂ξj
−
(
fk − Λ2
(
N∑
l=1
∂2Xkl
∂t2
ψl
))
ψm
]
dv−∮
∂Vtract
TkψmdA
}
δXkm = 0,
(2.81)
where
f = fiei, (2.82)
T = Tiei. (2.83)
The variation for all nodes that are located on the prescribed displacement boundary
∂Vdispl vanish because the position of these nodes does not change. For all other
nodes, the terms in the {·} brackets must vanish individually because the variation
of all (non-displacement boundary) nodal positions are independent. This produces
the discrete residuals
rkm =
∫ [
σij
(
N∑
l=1
Xkl
∂ψl
∂ξi
)
∂ψm
∂ξj
−
(
fk − Λ2
(
N∑
l=1
∂2Xkl
∂t2
ψl
))
ψm
]
dV−∮
∂Vtract
TkψmdA = 0,
(2.84)
where rkm is the residual associated with k-th Eulerian position unknown at global
node j.
We note in practice Oomph-Lib represents ψj with local shape functions so that
the problem can be assembled elementally.
For the problems considered in this thesis, we employ the “Generalised Hookean”
[58] constitutive equation
σij = Eijklγkl (2.85)
where
Eijkl =
Eijkl∗
E
=
1
(1 + ν)
(
ν
(1− 2ν)G
ijGkl +
1
2
(
GikGjl +GilGjk
))
. (2.86)
Here E is Young’s modulus, ν is Poisson’s ratio, and the stresses have been non-
dimensionalised on Young’s modulus. This leads to a system of equations which
approach linear elasticity for small strains.
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Algorithm 5 Arnoldi (Modified Gram-Schmidt)
Choose v[0] such that ‖v[0]]‖ = 1
for j = 0, . . . , i do
w[j] = Av[j]
for k = 0, . . . , j do
hkj = w
[j] · v[k]
w[j] ← w[j] − hjkv[k]
end for
hj+1,j = ‖w[j]‖
v[j+1] = w
[j]
hj+1,j
end for
2.2.2 Solvers for the Non-Linear Elasticity Problem
Next we consider efficient iterative solutions for the linear systems arising from the
linearisation and discretisation of this non-linear elasticity problem.
2.2.2.1 GMRES
The Jacobian matrices arising from the Newton linearisation of the non-linear elas-
ticity equations described in Section 2.2.1 are not SPD, therefore we require solvers
that can handle non-symmetric matrices. Direct solvers are an obvious candidate
but suffer from the same problems outlined in Section 2.1.2. In this thesis we employ
GMRES which is a Krylov method for general non-symmetric matrices. The method
was originally proposed by Saad and Schultz in reference [90]. In this discussion we
follow the descriptions from the books by Greenbaum [39] and Saad [89].
Like CG (a Krylov subspace method for SPD systems defined in Section 2.1.2.3),
we seek a solution x[i] at iteration i in the space x[0] +Ki where
Ki =
{
r[0], Ar[0], A2r[0], . . . , Ai−1r[0]
}
{
v[0],v[1],v[2], . . . ,v[i−1]
}
,
(2.87)
is the Krylov subspace. We generate this orthonormal basis
{
v[j]
}i−1
j=1
for Ki using
Arnoldi’s method [39, pp.38] documented in Algorithm 5.
The solution at iteration i is of the form x[i] = x[0] + Viy
[i] where Vi is the n × i
matrix with orthonormal basis vectors v[0], . . . ,v[i−1] as columns, and the real vector
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Algorithm 6 GMRES
Choose x[0]
r[0] = b− Ax[0]
v[0] = r
[0]
‖r[0]‖
repeat
for j = 0, . . . , i do
w[j] = Av[j]
for k = 0, . . . , j do
hkj = w
[j] · v[k]
w[j] ← w[j] − hjkv[k]
end for
hj+1,j = ‖w[j]‖
v[j+1] = w
[j]
hj+1,j
end for
miny[i] ‖βξ[0] − H˜iy[i]‖
x[i] = x[0] + Viy
[i]
until convergence
y[i] (of length i) is the minimiser of the least squares problem
min
y[i]
‖r[0] − AViy[i]‖. (2.88)
It can be shown [89, pp.148] that equation (2.88) is equivalent to
min
y[i]
‖βξ[0] − H˜iy[i]‖, (2.89)
where β = ‖r[0]‖2 and ξ[0] is the zero-th column of an (i+ 1)× (i+ 1) identity matrix.
The (i+ 1)× i matrix H˜i contains the i× i upper Hessenberg matrix with coefficient
(i, j) equal to hij (the coefficients computed in Arnoldi’s method) in its top block
and the last row is zero except the (i+ 1, i) element hi+1,i.
We solve this least squares problem by utilising the QR factorisation [39, pp.39],
decomposing H˜i into the product of an (i + 1) × (i + 1) unitary matrix Q and a
(i + 1) × i upper triangular matrix R, followed by the solution of Ry[i] = βQξ[0] for
y[i]. Typically an efficient implementation is achieved by using the QR factorisation
of the previous upper Hessenberg matrix H˜i−1 to compute the QR factorisation of
the current upper Hessenberg matrix H˜i in fewer operations (see [39, pp.40]). This
completes GMRES which we summarise in Algorithm 6.
The storage requirements and computational work of GMRES are greater than
that of CG. Whereas CG requires O(n) storage and has O(n) computational cost
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per iteration, GMRES requires O(i · n) storage after i iterations and the cost of
iteration i is O(i ·n). To overcome the increasing computational cost of GMRES, one
could restart the Arnoldi orthogonalisation during the course of a GMRES solution.
This is referred to as restarted GMRES [39, pp.41,56]. Naturally, in exchange for a
computationally cheaper algorithm, the converge characteristics of restarted GMRES
are poorer than those of standard GMRES. We do not utilise this technique in this
thesis.
It can be shown [39, pp.54] that
‖r[i]‖
‖r[0]‖ ≤ κ(Y ) minPi maxλ∈Λ(A) [Pi(λ)] , (2.90)
where κ(Y ) = ‖Y ‖ · ‖Y −1‖ is the condition number of the normalised right eigenvec-
tors Y of A. The result is analogous to the result (2.60) for the CG method. The
presence of the condition number κ(Y ) makes it difficult to derive an error bound
similar to equation (2.61) for CG. However a similar principle still applies, in that fast
convergence will be obtained for matrices with a spectrum comprising a few groups
of tightly clustered eigenvalues away from the origin (in the complex plane).
As for CG, a preconditioned variant of GMRES exists, and we refer the reader to
the SIAM Templates for the Solution of Linear Systems book [12, pp.20] for details.
In this thesis we use the right preconditioned variant of GMRES.
2.2.2.2 Block Preconditioners
As for the Poisson problem, a preconditioner is required to obtain an optimal solution
method for our non-linear elasticity problem with GMRES. Block preconditioners are
a class of preconditioner applicable to linear systems that arise from discretisations
of systems of PDEs with more than one type of unknown, an example of which is the
elasticity problem considered in this section.
In a two-dimensional non-linear elasticity problem, we can sub-divide the un-
knowns into x and y nodal position components (x corresponds to k = 1 and y
corresponds to k = 2 in equation (2.84)). Using this partitioning, the linear system
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to be solved in the course of the Newton linearisation of equation (2.84) is Jxx Jxy
Jyx Jyy
 δx
δy
 = −
 rx
ry
 (2.91)
where the vectors rx and ry are the residuals associated with the x and y nodal
position components, the vectors δx and δy are the Newton corrections for the x and
y components of the nodal positions and
J =
 Jxx Jxy
Jyx Jyy
 (2.92)
is the Jacobian matrix, in which for example Jxy represents the derivatives of the
residual rx with respect to the y components of the nodal positions. We refer to the
matrices Jxx, Jxy, Jyx and Jyy in (2.92) as block matrices.
The aim is then to utilise this block structure to develop an effective precondi-
tioner. The simplest block preconditioners for this problem are block diagonal
PBD =
 Jxx
Jyy
 , (2.93)
in which both off diagonal blocks (Jyx and Jxy) are omitted, or block upper triangular
PBT =
 Jxx Jxy
Jyy
 , (2.94)
in which the lower off diagonal block (Jyx) is removed.
The application of the upper block triangular preconditioner requires the solution
of the linear system  Jxx Jxy
Jyy
 wx
wy
 =
 zx
zy
 . (2.95)
If the linear systems involving the diagonal blocks (Jxx and Jyy) are solved using a
direct solver, then the preconditioner will be sub-optimal. To construct a precondi-
tioner with optimal cost we replace the direct solves of these linear system with an
(approximate) optimal solver. Formally we write this as J˜xx Jxy
J˜yy
 wx
wy
 =
 zx
zy
 . (2.96)
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Figure 2.8: Two-dimensional cantilever beam test problem in which a uniform pres-
sure load is applied to the upper face of the beam.
where J˜xx and J˜yy are preconditioners for Jxx and Jyy. We refer to J˜xx and J˜yy as
subsidiary preconditioners. There are three steps in the application of the precondi-
tioner:
1. Apply the preconditioner J˜yy: wy = J˜
−1
yy zy.
2. Compute the matrix-vector product with Jxy: g = Jxywy.
3. Apply the preconditioner J˜xx: wx = J˜
−1
xx (zx − g).
For the linear Navier-Lame’s equation (with a Poisson’s ratios sufficiently away from
1
2
), it has been shown [79] that a block diagonal preconditioner yields a constant
iteration count and furthermore, that the approximate solution of the subsidiary
linear systems can be effectively computed using a few V -cycles of classical AMG to
yield an optimal solution algorithm.
2D Example Problem To evaluate the performance of these block preconditioners
we consider the problem sketched in Figure 2.8: an elastic beam loaded by a uniform
pressure on its upper face. The axial stress field of a representative solution is plotted
in Figure 2.9. The beam height is the reference scale for the non-dimensionalisation.
We consider a beam of length L = 10, for which we compute a sequence of steady-
state solutions in which the pressure load is increased from P = 0 to P = 3 × 10−5
in 5 steps of ∆P = 6 × 10−6. We report mean solution times and iteration counts
averaged over all five steps. We discretise the beam with a uniform mesh of bi-cubic
elements and denote the mesh spacing h.
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Figure 2.9: Axial stress fields in the cantilever beam test problem.
n (h) 5440 (1
2
) 21120 (1
4
) 83200 (1
8
)
ν = 0.1 39.9 39.9 39.9
ν = 0.2 38.8 38.9 38.9
ν = 0.3 36.8 37.5 37.5
ν = 0.4 37.5 37.7 37.7
Table 2.3: Average iteration counts as a function of problem size (n) and Poisson’s
ratio (ν) of the GMRES solver preconditioned with an exact block diagonal precon-
ditioner applied to a two-dimensional cantilever beam problem.
Initially we consider the performance of the block-diagonal and block upper-
triangular preconditioners in which the two subsidiary linear systems (involving Jxx
and Jyy) are solved using the SuperLU direct solver. We refer to these as exact
block preconditioners. Tables 2.3 and 2.4 show that the average GMRES iteration
counts (convergence tolerance τ = 10−8) for both the block-diagonal and upper block
triangular preconditioned solutions are constant with respect to problem size and
Poisson’s ratio. The iteration count for the block upper triangular preconditioned
solver is approximately half that of the block diagonal preconditioned solver. Al-
though the block upper-triangular preconditioner is slightly more computationally
expensive per iteration (because it requires matrix-vector products with Jxy), the re-
duction in the iteration count is sufficient to justify only considering block-triangular
preconditioning from here on.
While the constant iteration counts under mesh refinement are promising, the
resulting solver is sub-optimal because the application of the preconditioner involves
the solution of the subsidiary linear systems Jxx and Jyy with a direct solver. There-
fore we seek to replace these solvers with an optimal approximate solver. We follow
[79] and use two V-cycles of AMG whose computational cost is linear in the number
of DOFs. As the finite element discretisation yields a matrix with O(n) coefficients,
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n (h) 5440 (1
2
) 21120 (1
4
) 83200 (1
8
)
ν = 0.1 20.9 21.0 20.9
ν = 0.2 20.0 20.0 20.0
ν = 0.3 19.6 20.0 20.0
ν = 0.4 19.8 20.0 20.0
Table 2.4: Average iteration counts as a function of problem size (n) and Poisson’s
ratio (ν) of the GMRES solver preconditioned with an exact block triangular precon-
ditioner applied to a two-dimensional cantilever beam problem.
Preconditioner 2.2 An inexact block upper triangular preconditioner for non-linear
elasticity problems.
Preconditioner: Block Upper Triangular
- Subsidiary Preconditioner: AMG
- Coarsening: Ruge-Stu¨ben (strength=0.25)
- Smoothing: Gauss-Seidel (damping=1)
- Cycle: 2× V (1, 1)
the matrix vector product component of the block triangular preconditioner also has
optimal computational cost.
Tables 2.5 and 2.6 show the solution time for GMRES preconditioned with Precon-
ditioner 2.2 in which we used two V (1, 1) cycles of AMG with Gauss-Seidel smoothing
and Ruge-Stu¨ben coarsening to approximately solve the subsidiary systems in the
block-triangular preconditioner. The inclusion of AMG has increased the iteration
count, and furthermore introduced a slight dependence on the problem size. This
slight mesh dependence feeds through to the solution times which are nevertheless
almost optimal.
n (h) 5440 (1
2
) 21120 (1
4
) 47040 (1
6
) 83200 (1
8
)
ν = 0.1 28.1 28.8 29.8 30.0
ν = 0.2 26.9 28.2 28.6 29.2
ν = 0.3 26.9 28.6 30.1 30.8
ν = 0.4 27.4 28.2 29.2 30.1
Table 2.5: Average iteration counts as a function of problem size (n) and Poisson’s
ratio (ν) of the GMRES solver preconditioned with an inexact block triangular pre-
conditioner applied to a two-dimensional cantilever beam problem.
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n (h) 5440 (1
2
) 21120 (1
4
) 47040 (1
6
) 83200 (1
8
)
ν = 0.1 0.56 2.33 5.55 10.37
ν = 0.2 0.53 2.26 5.25 10.00
ν = 0.3 0.65 2.83 7.27 14.55
ν = 0.4 0.65 2.78 6.99 14.09
Table 2.6: Average solution time (sec) as a function of problem size (n) and Pois-
son’s ratio (ν) of the GMRES solver preconditioned with an inexact block triangular
preconditioner applied to a two-dimensional cantilever problem
Figure 2.10: Three-dimensional cantilever beam test problem in which a uniform
pressure load is applied to the upper surface.
3D Example Problem Next we evaluate the performance of this preconditioner
in the three-dimensional cantilever beam shown in Figure 2.10. We again non-
dimensionalise the equations based on the beam height and set the width W = 1
and length L = 7 with a uniform grid of Q3 elements with spacing h, as illustrated in
Figure 2.11. We compute a sequence of steady-state solutions in which the pressure
load is increased from P = 0 to P = 2× 10−5 in five equal steps of ∆P = 4× 10−6.
We report the average iteration counts and average solution times across all Newton
iterations in Tables 2.7 and 2.8 respectively. The iteration count is again constant
with respect to problem size and Poisson’s ratio. As in Section 2.1.2.4, we observe a
slight sub-optimality in the performance of AMG in three-dimensional problems, due
to the deeper level of connectivity in these discretisations.
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Figure 2.11: Deformed three-dimensional cantilever beam mesh for h = 1
4
.
n (h) 13608 (1
4
) 97104 (1
8
) 315000 ( 1
12
) 731808 ( 1
16
)
ν = 0.1 35.0 36.6 37.6 37.2
ν = 0.2 36.8 36.8 37.3 38.5
ν = 0.3 38.4 38.3 39.7 39.2
ν = 0.4 43.1 43.6 43.4 45.0
Table 2.7: Average iteration counts as a function of problem size (n) and Poisson’s
ratio (ν) of the GMRES solver preconditioned with an inexact block triangular pre-
conditioner applied to a three-dimensional cantilever beam problem.
n (h) 13608 (1
4
) 97104 (1
8
) 315000 ( 1
12
) 731808 ( 1
16
)
ν = 0.1 2.4 41.8 162.3 405.8
ν = 0.2 3.0 45.9 173.7 449.9
ν = 0.3 3.7 63.3 249.7 631.7
ν = 0.4 4.6 73.8 276.0 732.3
Table 2.8: Average solution time (sec) as a function of problem size (n) and Pois-
son’s ratio (ν) of the GMRES solver preconditioned with an inexact block triangular
preconditioner applied to a three-dimensional cantilever beam problem.
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2.3 Navier Stokes
In this section we consider the numerical solution of fluid flow problems that are
governed by the Navier-Stokes equations which describe the flow of an incompressible
Newtonian fluid. These equations are an integral part of the fluid structure interaction
problems to be discussed in Chapter 5.
We begin by introducing the equations and their finite element discretisation.
Then we review the least square commutator (LSC) block preconditioner for these
equations and we evaluate its performance for two-dimensional and three-dimensional
test problems discretised with triangular, quadrilateral, tetrahedral and hexahedral
elements. We report a new and unexpected result – the LSC preconditioner is not
effective for discretisations with triangular or tetrahedral elements. Finally, we report
the performance of an optimal implementation of the LSC preconditioner.
2.3.1 PDE and Discretisation
The Navier-Stokes equations6 in Cartesian coordinates x∗i comprise the momentum
equations
ρ
(
∂u∗i
∂t∗
+ u∗j
∂u∗i
∂x∗j
)
= −∂p
∗
∂x∗i
+
∂
∂x∗j
[
µ
(
∂u∗i
∂x∗j
+
∂u∗j
∂x∗i
)]
, (2.97)
and the continuity equation
∂u∗i
∂x∗i
= 0, (2.98)
where u∗i denotes the velocity components
7, p∗ denotes the pressure field, t∗ denotes
the time, ρ is the fluid density and µ is the viscosity. The above form of the equations
is known as the stress-divergence form of the Navier Stokes equations8; using equation
(2.98) allows the viscous terms ( ∂
∂x∗j
[
µ
(
∂u∗i
∂x∗j
+
∂u∗j
∂x∗i
)]
) to be simplified to µ
∂2u∗i
∂x∗j
2 . We
non-dimensionalise the equations, using problem-specific reference quantities for the
6We follow Oomph-Lib’s discussion [54] and the text in Elman, Silvester and Wathen [29, pp.313].
7As usual, we employ asterisks to distinguish dimensional variables from their non-dimensional
counterpart.
8The stress-divergence form is required for free-surface problems, and in Oomph-Lib this form
of the Navier-Stokes equation is used by default.
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velocity U , length L, and time T
u∗i = Uui, (2.99)
x∗i = Lxi, (2.100)
t∗ = T t, (2.101)
and non-dimensionalise the pressure on the viscous scale
p∗ =
µU
L p. (2.102)
The non-dimensional form of the Navier-Stokes equations is then given by
Re
(
St
∂ui
∂t
+ uj
∂ui
∂xj
)
= − ∂p
∂xi
+
∂
∂xj
[(
∂ui
∂xj
+
∂uj
∂xi
)]
, (2.103)
and
∂ui
∂xi
= 0, (2.104)
where
Re =
ULρ
µ
, (2.105)
is the Reynolds number and
St =
L
UT , (2.106)
is the Strouhal number. Dirichlet velocity boundary conditions are typically applied
on some of the boundaries. We discuss velocity boundary conditions (and their
implication on the pressure solution) in more detail when we define specific test
problems in Sections 2.3.2.1 and 5.1.1.1.
In this thesis we only use Taylor-Hood (Q2-Q1) [29, pp.327] isoparametric LBB-
stable Navier-Stokes finite elements. We discretise the velocity space using bi-quadratic
(in 2D, tri-quadratic in 3D) finite elements, and the pressure space using bi-linear
(in 2D, tri-linear in 3D) finite elements. Other LBB stable options include Crouzeix-
Raviart elements [29, pp.327] which employ the same velocity space, but a piecewise
discontinuous pressure space.
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Using global basis functions9, we represent the i-th component of the velocity field
as
ui =
Nu∑
j=1
Uij ψj, (2.107)
and the pressure field as
p =
Np∑
j=1
Pjφj. (2.108)
Considering a two dimensional problem with Cartesian coordinates (x, y), the linear
system that arises from the Newton linearisation of these equations has the block
form
A+N +Gxx +Wxx +Q Gxy +Wxy B
T
x
Gyx +Wyx A+N +Gyy +Wyy +Q B
T
y
Bx By


δux
δuy
δp
 = −

rux
ruy
rp
 ,
(2.109)
where rux , ruy and rp are the discrete residuals of the momentum and continuity
equations respectively; δux, δuy and δp are the Newton corrections for the discrete
velocity and pressure DOFs. The matrix A is the scalar Laplacian with coefficients
aij =
∫
Ω
(
∂ψj
∂x
∂ψi
∂x
+
∂ψj
∂y
∂ψi
∂y
)
dΩ i, j = 1, . . . , Nu; (2.110)
the matrix N is the discrete convection operator, which has coefficients
nij = Re
∫
Ω
(
uh,x · ∂ψj
∂x
+ uh,y · ∂ψj
∂y
)
ψidΩ i, j = 1, . . . , Nu; (2.111)
the matrices Wxx, Wxy, Wyx, Wyy arise from the non-linear terms in the convection
operator; Wxy for example has coefficients
wxy,ij = Re
∫
Ω
∂uh,x
∂y
ψjψidΩ i, j = 1, . . . , Nu; (2.112)
the matrices Gxx, Gxy, Gyx, Gyy are only present when the stress-divergence form of
the equation is used; Gxy for example has coefficients
gxy,ij =
∫
Ω
∂ψj
∂x
∂ψi
∂y
dΩ i, j = 1, . . . , Nu; (2.113)
9Here, for notational simplicity we do not consider boundary conditions.
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the matrix Q is a mass matrix and is only present in unsteady computations; for
example, when discretising the time derivative with a BDF timestepper with timestep
∆t
qij =
ReSt
∆t
∫
Ω
ψjψidΩ i, j = 1, . . . , Nu; (2.114)
and B = [Bx, By] is the discrete divergence operator, and Bx for example, has coeffi-
cients
bx,ij =
∫
Ω
∂ψj
∂x
φidΩ i = 1, . . . , Np, j = 1, . . . , Nu. (2.115)
For notational simplicity we use a block partitioning of the Jacobian matrix in
which we group together all velocity and pressure unknowns so that
JNS =
 F BT
B
 l nu
l np
(2.116)
where nu is the total number of velocity unknowns and np is the total number of
pressure unknowns.
2.3.2 Least Squares Commutator Preconditioner
In the remainder of this section, we introduce the Least Squares Commutator (LSC)
block preconditioner [26, 29] for the Navier Stokes equations. We begin by considering
the block LU factorisation of the Navier Stokes Jacobian (equation (2.116)) [29,
pp.344]
JNS =
 F
B −S
 I F−1BT
I
 (2.117)
where S = BF−1BT is a Schur complement of the momentum block. Taking the
lower triangular factor as the preconditioner,
PNS =
 F
B −S
 , (2.118)
implies that the preconditioned operator is equal to the upper triangular factor,
P−1NSJNS =
 I F−1BT
I
 (2.119)
CHAPTER 2. ITERATIVE METHODS FOR SINGLE-PHYSICS PROBLEMS 80
whose eigenvalues are all equal to one. The application of the preconditioner requires
a matrix vector product with BT and two solves involving the momentum subsidiary
system F and the Schur complement S. It is also possible to use a block-diagonal ver-
sion of this preconditioner by omitting BT from PNS, which will leads to convergence
in approximately twice as many iterations [27]. Given that the additional cost of the
matrix vector product with BT is small, we use the block-triangular preconditioner.
The Schur complement is a dense matrix and therefore is prohibitively expensive to
construct and invert. Replacing the exact Schur complement S with an approximation
MS leads to the preconditioner
P˜NS =
 F BT
−MS
 . (2.120)
It can be shown [29, pp.342] that the spectrum of the preconditioned operator P˜−1NSJNS
contains a set of eigenvalues λ = 1 with multiplicity nu, and the remaining np eigen-
values are characterised by the spectrum of M−1S S. The key feature of the LSC
preconditioner is its choice of the approximate Schur complement MS.
In this section we follow the derivation of the preconditioner in reference [29,
pp.345] and consider the dimensional, simplified form of the Navier Stokes equations,
expressed using operator notation for simplicity. The Navier Stokes equations are
then given by
ρ
(
∂u
∂t
+ u · ∇u
)
= −∇p+ µ∇2u (2.121)
∇ · u, (2.122)
where we have omitted the asterisks. We define the convection-diffusion operator
(−µ∇2 + wh · ∇), (2.123)
where wh is the discrete velocity computed at the most recent non-linear iteration.
Suppose we can define an analogous operator on the pressure space
(−µ∇2 + wh · ∇)p, (2.124)
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and assume the commutator of the operators (2.123) and (2.124) with the gradient
operator,
ε = (−µ∇2 + wh · ∇)∇− (−µ∇2 + wh · ∇)p∇, (2.125)
is small in some sense. The discrete representation [29, pp.346] of the commutator is
εh = (Q
−1F)(Q−1BT )− (Q−1BT )(Q−1p Fp), (2.126)
where Qp is the pressure mass matrix (with coefficients qij =
∫
Ω
φjφidΩ i, j =
1, . . . , Np), Q is the velocity mass matrix, and Fp is the convection diffusion op-
erator on the pressure space. Taking ε = 0 and pre-multiplying equation (2.126) by
BF−1Q and post-multiplying by F−1p Qp leads to the following characterisation of the
Schur complement
BF−1BT = BQ−1BTF−1p Qp. (2.127)
An approximation to Fp is derived by solving the least squares problem
min ‖[Q−1FQ−1BT ]j −Q−1BTQ−1p [Fp]j‖Q, (2.128)
to minimise the norms of columns of the discrete commutator in equation (2.126)
separately[29, pp.353]. This leads to an approximation
Fp = Qp(BQ
−1BT )−1(BQ−1FQ−1BT ), (2.129)
which is substituted into equation (2.127) to derive the approximate Schur comple-
ment
BF−1BT = (BQ−1BT )(BQ−1FQ−1BT )−1(BQ−1BT ). (2.130)
Wathen [107] demonstrated that a mass matrix can be effectively approximated by
its diagonal coefficients. Therefore we replace Q with Q˜ = diag(Q) which leads to
Ms = (BQ˜
−1BT )(BQ˜−1FQ˜−1BT )−1(BQ˜−1BT ), (2.131)
where (BQ˜−1BT ) is the sparse pressure Poisson operator. The setup of the inverse
operator
M−1s = (BQ˜
−1BT )−1(BQ˜−1FQ˜−1BT )(BQ˜−1BT )−1, (2.132)
requires the following operations:
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• Assembly of diagonal of the velocity mass matrix Q˜.
• Construction of the pressure Poisson operator BQ˜−1BT via two sparse matrix-
matrix products.
• Setup of an (approximate) solver for the pressure Poisson operator BQ˜−1BT to
a vector.
and the following operations for its application:
• Two linear solves with the pressure Poisson operator BQ˜−1BT .
• A sequence of sparse matrix-vector products to apply BQ˜−1FQ˜−1BT .
An alternative approximation to the Schur complement is used the pressure-
convection-diffusion (PCD) preconditioner [70, 97] for the Navier Stokes equations. In
this approximation the pressure convection-diffusion operator Fp in equation (2.127)
is explicitly constructed. This reveals an advantage of the LSC preconditioner; it
does not require the construction of additional operators. In this project we only use
the LSC preconditioner.
2.3.2.1 LSC Preconditioning for Triangular and Quadrilateral Elements
We evaluate the performance of the exact LSC preconditioner specified in Precon-
ditioner 2.3 in which both the pressure Poisson system and the momentum system
are solved exactly with a direct solver. We employ the two-dimensional and three-
dimensional driven cavity test problems sketched in Figure 2.12 with solutions illus-
trated in Figures 2.13 and 2.14. The two-dimensional problem is solved on the unit
square with zero flow (ux = uy = 0) prescribed on all boundaries except the floor
(y = 0) where ux = 1, uy = 0 is imposed; the three-dimensional problem is solved on
the unit cube with zero flow (ux = uy = uz = 0) imposed on all boundaries except
the floor where ux = 1, uy = uz = 0. The pressure solution will only be determined
up to an arbitrary constant, because Dirichlet boundary conditions are applied to all
velocity components on all boundaries, and therefore we fix the value of one pressure
unknown.
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Preconditioner 2.3 An exact implementation of the LSC preconditioner.
Preconditioner: LSC
- Momentum Preconditioner: Direct Solver
- Pressure Poisson Preconditioner: Direct Solver.
Figure 2.12: Boundary conditions in a) two-dimensional and b) three-dimensional
Navier-Stokes driven cavity test problems.
We consider both steady and unsteady problems; for unsteady problems we set
St = 1, ∆t = 1
40
and ux = 1 +
1
2
sin
(
2pit
T
)
and perform an impulsive start. We
report the average solution time and iteration counts over the course of the only
Newton linearisation for the steady problems, and the average result from all Newton
linearisations within one period of the unsteady computations.
LSC Preconditioner Performance Table 2.9 presents the average number of
GMRES iterations (convergence tolerance τ = 10−8) required to solve the steady
two-dimensional driven cavity problem discretised with triangular [29, pp.20] and
quadrilateral elements. With quadrilateral elements the iteration count exhibits
a mild dependence on h, but for triangular elements we observe a much stronger
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Figure 2.13: A solution (velocity streamlines and pressure field) of the two-
dimensional Navier-Stokes lid-driven cavity test problem for Re = 200.
Figure 2.14: A solution of the three-dimensional Navier-Stokes (floor) driven cavity
test problem for Re = 200. A slice is shown from the x− z and the y− z plane with
velocity vector field and pressure field plotted.
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Element n (h) Re = 50 Re = 100 Re = 200 Re = 400
3482 ( 1
20
) 19.5 26.3 36.3 59.3
Quad. 14162 ( 1
40
) 25.0 33.0 40.0 59.0
57122 ( 1
80
) 31.7 42.3 51.3 64.6
3482 ( 1
20
) 45.0 51.0 60.0 76.7
Tri. 14162 ( 1
40
) 69.0 79.0 93.3 124.3
57122 ( 1
80
) 106.0 120.7 135.3 179.0
Table 2.9: Average iteration counts of the GMRES solver preconditioned with the
exact LSC preconditioner applied to the two-dimensional steady driven cavity prob-
lem discretised on structured grids of quadrilateral (Quad.) and triangular (Tri.)
elements.
Element n (h) Re = 50 Re = 100 Re = 200 Re = 400
3482 ( 1
20
) 5.0 6.7 7.0 7.8
Quad. 14162 ( 1
40
) 5.0 7.82 7.7 8.7
57122 ( 1
80
) 8.2 10.1 9.3 9.3
3482 ( 1
20
) 7.5 12.3 10.7 10.0
Tri. 14162 ( 1
40
) 9.9 20.7 16.8 14.4
57122 ( 1
80
) 14.4 37.1 29.5 24.3
Table 2.10: Average iteration counts of the GMRES solver preconditioned with the
exact LSC preconditioner applied to the two-dimensional unsteady driven cavity prob-
lem discretised on structured grids of quadrilateral (Quad.) and triangular (Tri.)
elements.
O(h−1) dependence; an unexpected result. We note that the observations reported
for quadrilateral elements are consistent with those reported in reference [29].
In Table 2.10 we present the corresponding unsteady results. Compared to the
equivalent steady problems, the iteration counts are much lower for both element
types. We again observe a near constant iteration counts with respect to h for quadri-
lateral elements and observe an O(h− 12 ) dependence for triangular elements. This is
consistent with the results presented in reference [97] for the unsteady solution of
Navier-Stokes problems with the PCD preconditioner, where it is reported that as
the time-step decreases the preconditioner becomes more effective.
Tables 2.11 and 2.12 present the equivalent data set for three dimensional problems
discretised using hexahedral [29, pp.26] and tetrahedral elements [29, pp.25] which
shows that the performance of the LSC preconditioner for problems discretised using
tetrahedral elements is significantly worse than for hexahedral elements.
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Element n (h) Re = 50 Re = 100 Re = 200 Re = 400
438 (1
3
) 10.3 14.0 22.5 -
Hex. 4335 (1
6
) 13.0 17.0 24.0 49.3
38697 ( 1
12
) 15.3 19.0 26.7 43.3
631 (1
2
) 18.7 22.0 27.6 -
Tet. 5873 (1
4
) 31.3 35.0 42.0 56.7
50725 (1
8
) 53.6 60.0 72.6 90.6
Table 2.11: Average iteration counts of the GMRES solver preconditioned with the
exact LSC preconditioner applied to the three-dimensional steady driven cavity prob-
lem discretised on structured grids of hexahedral (Hex.) and tetrahedral (Tet.) ele-
ments.
Element n (h) Re = 50 Re = 100 Re = 200 Re = 400
438 (1
3
) 6.6 6.1 7.0 7.2
Hex. 4335 (1
6
) 6.5 5.8 6.2 6.7
38697 ( 1
12
) 6.0 5.4 6.0 7.0
631 (1
2
) 7.74 7.97 7.89 -
Tet. 5873 (1
4
) 7.86 8.88 8.10 8.47
50725 (1
8
) 8.46 12.01 10.72 8.49
Table 2.12: Average iteration counts of the GMRES solver preconditioned with the
exact LSC preconditioner applied to the three-dimensional unsteady driven cavity
problem discretised on structured grids of hexahedral (Hex.) and tetrahedral (Tet.)
elements.
Unstructured Meshes Complex domains are often discretised using unstructured
meshes, and in this section we evaluate the performance of the LSC preconditioner
for the two-dimensional driven cavity problem discretised on an unstructured mesh of
triangular elements generated with Triangle [92, 94], and for the three-dimensional
driven cavity problem discretised with an unstructured mesh of tetrahedral elements
generated with Tetgen [95, 96].
To address the poor performance of the LSC preconditioner with triangular and
tetrahedral elements, we also investigate the benefits of converting a triangular mesh
into a quadrilateral mesh by splitting a triangular element into three quadrilateral
elements as illustrated in Figure 2.15 a), and splitting a tetrahedral element into
four hexahedral elements as illustrated in Figure 2.15 b). We observed that these
converted meshes appear to be of a good quality. For example, subdividing a high
quality tetrahedral mesh leads to a good quality hexahedral mesh such as the one in
Figure 2.16.
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Figure 2.15: Conversion of triangular grids into quadrilateral grids by a) splitting
triangular elements into three quadrilateral elements and b) splitting tetrahedral
elements into four hexahedral elements.
Element n Re = 50 Re = 100 Re = 200 Re = 400
3404 44.7 51.7 60.7 74.3
Tri. 13922 69.0 79.3 93.0 117.3
55694 106.2 122.0 143.3 183.3
5498 23.7 31.0 40.0 60.3
Quad. 20756 29.0 36.0 45.0 62.7
84218 37.5 42.7 50.0 65.3
Table 2.13: Average iteration counts of the GMRES solver preconditioned with the
exact LSC preconditioner applied to the two-dimensional steady driven cavity prob-
lem discretised on grids of unstructured triangular (Tri.) and unstructured quadrilat-
eral (Quad.) elements (generated by splitting triangular elements into three quadri-
lateral elements).
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Figure 2.16: An example of a hexahedral mesh generated from a tetrahedral mesh.
Element n Re = 50 Re = 100 Re = 200 Re = 400
703 18.5 21.6 - -
Tet. 4717 30.5 35.0 - -
15603 42.0 47.5 58.0 -
37937 52.0 59.0 69.5 98.5
1547 18.0 21.7 31.0 53.0
Hex. 10129 30.0 37.3 51.0 71.3
37969 36 44 59.3 87
Table 2.14: Average iteration counts of the GMRES solver preconditioned with the
exact LSC preconditioner applied to the three-dimensional steady driven cavity prob-
lem discretised on grids of unstructured tetrahedral (Tet.) and unstructured hexahe-
dral (Hex.) elements (generated by splitting tetrahedral elements into four hexahedral
elements).
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Scaling n (h) Re = 50 Re = 100 Re = 200 Re = 400
3482 ( 1
20
) 41.2 49.0 58.0 74.7
No 14162 ( 1
40
) 51.7 60.3 69.7 91.3
57122 ( 1
80
) 93 108.3 119.7 150.7
3482 ( 1
20
) 19.5 26.3 36.3 59.3
Yes 14162 ( 1
40
) 25.0 33.0 40.0 59.0
57122 ( 1
80
) 31.7 42.3 51.3 64.6
Table 2.15: Average iteration counts of the GMRES solver preconditioned with
the exact LSC preconditioner with and without Q˜−1 scaling applied to the two-
dimensional steady driven cavity problem discretised on a structured grid of quadri-
lateral elements.
Table 2.13 presents the convergence characteristics for an unstructured triangular
mesh and an unstructured triangular mesh converted into an unstructured quadrilat-
eral mesh. Table 2.14 presents the corresponding three-dimensional results. In both
cases, converting the triangular/tetrahedral elements into quadrilateral/hexahedral
elements improves the performance of the preconditioner significantly.
LSC Preconditioner Scaling and Triangular Elements The predecessor to
the LSC preconditioner is the“BFBt” preconditioner [28] which employs the same
block upper-triangular structure as the LSC preconditioner but uses a different ap-
proximation to the Schur complement,
M−1s = (BB
T )−1(BFBT )(BBT )−1, (2.133)
which leads to mesh dependent iteration counts, not dissimilar to the ones reported
for triangular and tetrahedral elements in tables 2.9 and 2.11. Later it was discov-
ered that near mesh independent iteration counts could be obtained by adding the
velocity mass-matrix scaling to form the LSC preconditioner (equation (2.132)) see
reference [26]. Table 2.15 demonstrates the effect of this scaling in a two dimensional
steady problem discretised using a structured quadrilateral mesh demonstrating the
beneficial effect of the scaling Q˜ – we observe that the iteration counts exhibit sig-
nificant mesh dependence without the scaling, but are nearly mesh-independent with
the scaling.
In Table 2.16 we repeat the experiment for triangular elements. In this case we
observe that the scaling has no effect on the performance of the LSC preconditioner
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Scaling n (h) Re = 50 Re = 100 Re = 200 Re = 400
3482 ( 1
20
) 45.0 51.0 60.0 76.7
No 14162 ( 1
40
) 69.0 79.0 93.3 124.3
57122 ( 1
80
) 106.0 120.7 135.3 179.0
3482 ( 1
20
) 45.0 51.0 60.0 76.7
Yes 14162 ( 1
40
) 69.0 79.0 93.3 124.3
57122 ( 1
80
) 106.0 120.7 135.3 179.0
Table 2.16: Average iteration counts of the GMRES solver preconditioned with
the exact LSC preconditioner with and without Q˜−1 scaling applied to the two-
dimensional steady driven cavity problem discretised on a structured grid of triangu-
lar elements.
Scaling n (h) Re = 50 Re = 100 Re = 200 Re = 400
631 (1
2
) 17.0 20.0 25.7 -
No 5873 (1
4
) 27.7 31.3 38.6 54.6
50725 (1
8
) 48.0 54.7 64.3 80.3
631 (1
2
) 18.7 22.0 27.6 -
Yes 5873 (1
4
) 31.3 35.0 42.0 56.7
50725 (1
8
) 53.6 60.0 72.6 90.6
Table 2.17: Average iteration counts of the GMRES solver preconditioned with
the exact LSC preconditioner with and without Q˜−1 scaling applied to the two-
dimensional steady driven cavity problem discretised on a structured grid of tetrahe-
dral elements.
– the iteration counts are identical. Furthermore, comparing the scaled and un-
scaled Schur complement operators in Matlab reveals that they are identical. This
observation may provide a useful starting point for analysis.
In Table 2.17 we repeat the same experiment for a three-dimensional tetrahedral
mesh and observe that in this case the scaling even has a negative effect in that it
increases the iteration count mildly.
We therefore strongly advocate converting triangular/tetrahedral meshes into
quadrilateral/hexahedral meshes if the LSC preconditioner is to be used.
2.3.2.2 An Efficient Implementation of the LSC Preconditioner
The application of the LSC preconditioner requires the solution of the subsidiary
momentum system involving F, and the solution of two linear systems involving
pressure-Poisson operator P = BQ˜−1BT . In the previous section we reported the
performance of the exact LSC preconditioner for a number of Navier-Stokes problems
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Preconditioner 2.4 An inexact implementation of the LSC preconditioner.
Krylov Method: GMRES (tolerance=10−8)
Preconditioner: LSC
- Momentum Preconditioner: Block Diagonal
- Subsidiary Preconditioner: AMG
- Coarsening: Ruge-Stu¨ben (strength=0.25)
- Smoothing: Jacobi (damping=1
2
)
- Cycle: 2× V (1, 1)
- Pressure Poisson Preconditioner: AMG
- Coarsening: Ruge-Stu¨ben (strength=0.25)
- Smoothing: Jacobi (damping=2
3
)
- Cycle: 2× V (1, 1)
and confirmed that an exact implementation of the LSC preconditioner (in which a
direct solver is used to solve linear systems involving the pressure Poisson operator
and the momentum operator) yields a near constant iteration count for quadrilateral
and hexahedral elements. In this section we present an efficient implementation of
the LSC preconditioner by performing the subsidiary solves with AMG.
In Section 2.1.2.4 we demonstrated that classical AMG with Ruge-Stu¨ben coarsen-
ing and Jacobi smoothing provides an optimal solution for two and three-dimensional
Poisson problems; we utilise that result in this context.
The F block in our discretisation possesses a complex structure comprising the
sum of several constituent operators as shown in equation (2.109). As Re increases,
the convection-based terms N (on the block diagonal) and W∗∗ (a diagonal and off
diagonal component) will grow to dominate the F block.
We will show that a block diagonal approximation of F with AMG subsidiary
solves yields an effective solution. This choice of subsidiary solver is not without jus-
tification, it is established that for the Oseen problem, the momentum block ( which is
naturally block diagonal and only contains the diffusion matrix A and the convection
matrix N) can be effectively preconditioned with the component-wise application of
AMG with Ruge-Stu¨ben coarsening and damped Jacobi smoother [29, pp.361]. We
formally specify this in Preconditioner 2.4 which has optimal computational cost per
iteration.
Tables 2.18 and 2.19 present the average GMRES iteration counts and solution
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n (h) 3482 ( 1
20
) 14162 ( 1
40
) 32042 ( 1
60
) 57122 ( 1
80
)
Re = 50 27.5 28.5 30.5 32.7
Re = 100 39.6 40.0 42.3 44.6
Re = 200 56.3 55.6 55.6 57.3
Re = 400 80.6 80.6 78.6 78.6
Table 2.18: Average iteration counts of the GMRES solver preconditioned with the
inexact LSC preconditioner applied to the two-dimensional steady driven cavity prob-
lem discretised on a uniform grid of square elements.
n (h) 3482 ( 1
20
) 14162 ( 1
40
) 32042 ( 1
60
) 57122 ( 1
80
)
Re = 50 0.16 0.72 1.76 3.50
Re = 100 0.21 0.93 2.26 4.43
Re = 200 0.33 1.30 2.90 5.53
Re = 400 0.50 2.05 4.41 7.90
Table 2.19: Average solution time of the GMRES solver preconditioned with the inex-
act LSC preconditioner applied to the two-dimensional steady driven cavity problem
discretised on a uniform grid of square elements.
times for the two-dimensional steady driven cavity problem discretised with Q2−Q1
elements on a uniform grid. There is an upwards drift in the iteration count with
respect to the problem size for all Reynolds numbers. As the Reynolds number
is increased, convection based terms dominate the momentum block and therefore
block diagonal AMG preconditioning for this block becomes less effective leading
to the sustained increase in the iteration count with respect to Re. Both of these
observations are consistent with the results presented in the previous section in Table
2.9 for an exact preconditioner. The slight increase in iteration count leads to some
sub-optimality in the scaling of the solution time, because as stated in Section 2.2.2.1,
the cost of GMRES increases with each iteration.
Tables 2.20 and 2.21 present the corresponding results for the three-dimensional
driven cavity problem. In this problem the iteration count is near constant, and for
large problem we observe optimal scaling in solution time. Like the two-dimensional
problem there is a significant dependence on the Reynolds number Re. Here we also
observe of the solver failing to converge for coarse grids at larger Reynolds numbers.
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n (h) 438 (1
3
) 4335 (1
6
) 15738 (1
9
) 38697 ( 1
12
)
Re = 50 29.6 31.6 31.3 31.67
Re = 100 38.6 43.0 42.6 41.67
Re = 200 82.2 64.6 65.0 63.6
Re = 400 - 122.0 122.6 107.0
Table 2.20: Average iteration counts of the GMRES solver preconditioned with the
inexact LSC preconditioner applied to the three-dimensional steady driven cavity
problem discretised on a uniform grid of hexahedral elements.
n (h) 438 (1
3
) 4335 (1
6
) 15738 (1
9
) 38697 ( 1
12
)
Re = 50 0.05 0.80 3.42 10.17
Re = 100 0.06 1.10 4.60 13.87
Re = 200 0.11 1.64 7.80 23.63
Re = 400 - 3.01 14.96 46.26
Table 2.21: Average solution time of the GMRES solver preconditioned with the
inexact LSC preconditioner applied to the three-dimensional steady driven cavity
problem discretised on a uniform grid of hexahedral elements.
Chapter 3
The Development of Oomph-Lib’s
Parallel Block Preconditioning
Framework
The accurate numerical solution of three-dimensional problem often requires signifi-
cant computational resources, much more than a single computer can offer. Parallel
computers and clusters provide the hardware to overcome this problem. Such ma-
chines typically involve a group of (often commodity) computers connected with fast
interconnects. Each individual machine holds a small part of the problem, and com-
munication between machines is required for global operations on the problem. This
communication can severely degrade algorithm performance, therefore it is essential
to design algorithms which minimise this communication.
Parallelism in Oomph-Lib is achieved with MPI [42]. A number of processes
are created, each process is responsible for the computation and storage of a part
of the computation. The MPI communication functionality allows data to be com-
municated between processes to facilitate global operations on the problem. MPI
offers asynchronous operations such as non-blocking communication (for example
MPI Isend(...) or MPI Irecv(...)) to help eliminate communication bottlenecks,
these techniques are employed in this project.
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Discretisations inOomph-Lib are parallelised using domain decomposition1, where
the domain is sub-divided into a number of sub-domains of approximately equal size.
Each process holds the elements associated with one sub-domain. Halo elements and
nodes are employed to maintain the integrity of the problem across process bound-
aries; see Oomph-Lib’s parallel processing tutorial [59] for further details. In this
framework, the elemental assembly of the linear systems arising in the course of the
Newton iteration is naturally parallelised as each process will just compute its own
elemental contributions to the global linear systems. Some communication is then
be required to assemble the equations associated with unknowns on the inter-process
boundaries. This decomposition of the problem naturally leads to the parallelisation
of the associated linear systems; each equation in the linear system is held by the
process that holds corresponding unknown.
A fundamental principle of the design of distributed computing in Oomph-Lib ,
is that if Oomph-Lib is compiled with MPI and executed on multiple processes, then
all operations should be parallelised by default with little or no user intervention.
A major part of this PhD project was the development of a parallel block precon-
ditioning framework to facilitate the simple implementation of block preconditioners
like those discussed in Sections 2.2.2.2 and 2.3.2 2. In this chapter we provide a very
brief overview of the development of the parallel block preconditioning framework
which is described in detail in three Oomph-Lib tutorials in Appendix B. The per-
formance of the block preconditioners implemented in this framework is evaluated in
Chapter 4.
1In Oomph-Lib the domain decomposition is performed using the Metis [69] graph partitioning
software.
2An initial serial implementation of the block preconditioning framework was developed and
presented in my MSc dissertation [80].
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3.1 Distributed Linear Algebra Infrastructure
The Oomph-Lib tutorial listed in Appendix B.1 describes the library’s distributed
linear algebra infrastructure which builds on Oomph-Lib’s existing serial linear al-
gebra infrastructure. This includes standard containers such as matrices and vectors,
and operators such as direct solvers, iterative solvers, standard black-box precondi-
tioners, matrix-matrix products and matrix-vector products. Where possible we use
reputable third party open-source libraries for standard linear algebra operations,
and in particular we provide wrappers to the SuperLU [21] sparse direct solver, the
SuperLU DIST [75] distributed sparse direct solver, the Hypre [30, 31] Boomer-
AMG [63] distributed AMG library, the Trilinos [64] AztecOO [100] Krylov sub-
space methods and the Trilinos Epetra [101] matrix-matrix and matrix-vector
product operators.
3.2 (Distributed) Block Preconditioning Framework
The Oomph-Lib tutorial listed in Appendix B.2 discusses the generic infrastructure
developed for the implementation of distributed block preconditioners. It provides a
simple set of interfaces to extract block matrices from the naturally ordered global
Jacobian, to extract block vectors from the naturally ordered global vectors, and
other block manipulation operations. The framework is integrated into Oomph-
Lib’s linear algebra infrastructure, enabling use of existing containers and operators.
Furthermore, it is possible to reuse to existing block preconditioners within new block
preconditioners.
3.3 (Distributed) General Purpose Block Precon-
ditioners
In the final tutorial, listed in Appendix B.3, we discuss how to use Oomph-Lib’s
general purpose block preconditioners. These preconditioners are standard block
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preconditioners, such as the block diagonal or block triangular preconditioners (see
equations (2.93) or (2.94) in Section 2.2.2.2 respectively), which are implemented in
a generic manner so that they can be used in any problem whose unknowns can be
subdivided into distinct groups.
The implementation of the block diagonal preconditioner contains the option to
use two-level parallelisation, a potential optimisation of the parallelisation of such
preconditioners.
3.3.1 Two-Level Parallelisation for Block Diagonal Precon-
ditioners
A number of problems in this thesis involve vector valued unknowns, for example
the nodal positions in large displacement solid mechanics problems governed by non-
linear elasticity (see Section 2.2) or the velocity components in the Navier-Stokes
equations (see Section 2.3). These problems can be effectively preconditioned with
preconditioners that are, or incorporate block diagonal preconditioners (see, for ex-
ample, Section 2.2.2.2 in which a block diagonal preconditioner is shown to yield a
constant iteration count for a two-dimensional non-linear elasticity problem, or Sec-
tion 2.3.2.2 in which the momentum block in the LSC Navier-Stokes preconditioner
is approximated with a block diagonal preconditioner).
In this discussion we consider the Jacobian obtained from the linearisation of a
discrete two-dimensional non-linear elasticity problem (equation (2.91) from Section
2.2.2.2)
J =
 Jxx Jxy
Jyx Jyy
 , (3.1)
preconditioned with the block diagonal preconditioner
PBD =
 Jxx
Jyy
 . (3.2)
Oomph-Lib uses a domain decomposition algorithm to distribute the problem
over the available processes. Given that each node has an x and y displacement
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unknown associated with it, each process will hold an approximately equal number
of each type of unknown. The distribution of the linear system arising from the
linearisation of this problem is derived from the domain decomposition and therefore
an approximately equal number of equations associated with each type of unknown
(x and y) will be on each processor3. Figure 3.1 a) illustrates the distribution of the
Jacobian4 of equation (3.1) on four processes.
This distribution of the linear system naturally leads to a parallel block diagonal
preconditioner in which the preconditioner for each diagonal block (Jxx and Jyy) is
constructed and applied on all processes, one after the other. The distribution of
the data and computations in a block diagonal preconditioner employing domain
decomposition parallelisation is illustrated in Figure 3.1 b).
Given that the subsidiary solvers (for Jxx and Jyy) can be applied in any order,
an alternative approach would be to solve the subsidiary systems simultaneously
such that each subsidiary system is only associated with a subset of the available
processes. This is illustrated in part c) of Figure 3.1 where processes 1 and 2 hold
Jxx and processes 3 and 4 hold Jyy. To apply this preconditioner, processes 1 and
2 (approximately) solve the subsidiary system involving Jxx while processes 3 and 4
(approximately) solve the system involving Jyy. We refer to this technique as two-
level parallelisation.
In Oomph-Lib’s implementation, each subsidiary system is allocated an (as near
as possible) equal number of processes and each subsidiary system is distributed
uniformly across its processes.
Given that the domain-decomposition-based distribution of the problems is nat-
urally suited to the standard block preconditioning, there is an additional computa-
tional cost to redistribute the matrices and vectors to enable two-level parallelisation,
and therefore any speed up achieved must exceed the cost of this redistribution. The
3All linear algebra objects (containers and operators) in Oomph-Lib are distributed row-wise
such that each processor holds a contiguous block of rows.
4Figure 3.1 a) is actually slightly simplified. Oomph-Lib’s default equation numbering orders
the unknowns node by node so that equation 1 is associated with the x unknown of node 1, equation
2 is associated with the y unknown of node 1, equation 3 is associated with the x unknown of node
2 and so on. The block preconditioning framework extracts the block matrices from this naturally
ordered Jacobian.
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Figure 3.1: The distribution of matrix coefficients across four processes in a) the
block ordered Jacobian of the two-dimensional non-linear elasticity problem, b) the
domain-decomposition-based parallelisation of a block diagonal preconditioner and
c) the two-level parallelisation of a block diagonal preconditioner.
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performance of this methodology is evaluated in Section 4.4.
Chapter 4
Parallel Computations
In this chapter we investigate the parallel scaling of solution time and memory use of
a number of block preconditioned solvers described in Chapter 2, and implemented
within the block preconditioning framework documented in Chapter 3. In Section
4.1 we present the performance of standard solution techniques such as sparse di-
rect solvers, CG and AMG. Next, in Sections 4.2 and 4.3, the performance of block
preconditioners for non-linear elasticity and Navier-Stokes problems are evaluated.
In particular, we will evaluate the efficiency of the block preconditioning framework
infrastructure in these sections. The performance of block-diagonal preconditioners
can be improved with two level parallelisation – this is investigated in Section 4.4. In
Appendix A, we report the scaling efficiency of the parallel assembly of the Jacobian
matrices for problems from this chapter.
All parallel computations were performed on the (now retired) University of
Manchester system Horace [85]. This system has 192 cores configured as 24 com-
pute nodes. Each node has four Intel Itanium 2 Montecito (2006) 1.6 Ghz dual core
chips and at least 16Gb of RAM. The compute nodes are connected with Quadrics
QsNetII fast interconnects.
We evaluate the performance of the solvers under weak scaling in which the prob-
lem size is chosen such that the number of equations on each core (n
p
) is approximately
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constant1. This is the natural choice given that our aim is to solve larger problems ef-
ficiently on distributed memory systems. Under weak scaling, as the number of cores
is increased, a constant solution time and constant memory use per core is optimal.
4.1 Standard Solvers and Preconditioners
In this section we present the parallel performance of two fundamental solution tech-
niques; a distributed sparse direct solver and CG preconditioned with AMG. We solve
a Poisson problem to evaluate these methods and report the entirely expected results
that CG preconditioned with AMG scales much more efficiently than a direct solver.
The scaling of CG preconditioned with AMG forms the key benchmark for all the
preconditioned solutions evaluated in this chapter. We choose this as our benchmark
for two reasons, firstly because AMG is known to scale well for Poisson problems [63,
pp.16], and secondly because AMG forms a significant part of the block precondition-
ers evaluated in this chapter. In this section we employ the two-dimensional Poisson
problem specified in Section 2.1.2.4 as our test problem.
4.1.1 Direct Solver
Direct solvers are robust, but computationally sub-optimal (see the discussion in
Section 2.1.2). In this thesis, we employ the SuperLU DIST [75] parallel sparse
direct solver. Table 4.1 documents the solution time and peak memory usage per
processor2 as a function of the number of processors; neither remain constant as the
number of processors increases and therefore both memory usage and solution time
are sub-optimal. To reinforce this point, in Figure 4.13 we plot the solution time as a
function of the number of processors; the sub-optimality manifests itself in the linear
growth of solution time with respect to the number of processors – this is consistent
with approximate asymptotic complexity of O(n2) typically observed in sparse direct
1Exactly one MPI process is executed on each core.
2We compute the peak memory usage per processor by dividing the peak memory usage summed
over all processors by the number of processors.
3In Figure 4.1 we interpolate the data points for illustrative purposes only.
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p 1 2 4 8 16 32 64
n (×103) 32.4 73.2 147.2 293.8 625.5 1226.9 2505.4
Solution Time 4.0 3.9 7.4 14.6 60.7 102.5 254.0
Peak Memory 163 206 278 431 567 852 1388
Table 4.1: Parallel solution time (sec) and memory use (Mb) of the distributed direct
solver SuperLU DIST applied to the solution of a two-dimensional Poisson problem.
Figure 4.1: Solution time (sec) as a function of the number of processors for the Su-
perLU DIST distributed direct solver. The approximately linear growth illustrates
the sub-optimal weak scaling.
solvers.
4.1.2 CG preconditioned with AMG
In this section we study the performance of CG preconditioned with AMG, which
(in Section 2.1.2.4) we have shown yields an optimal serial solution for the Poisson
problem.
We precondition CG (convergence tolerance τ = 10−8) with two V-cycles of AMG
as specified in Preconditioner 4.1, the key difference between this preconditioner,
and its serial counterpart specified in Preconditioner 2.1 in Section 2.1.2.4 is the
use of Falgout coarsening (see Section 2.1.2.2). Falgout coarsening is more efficient
than Ruge-Stu¨ben in parallel computations, and is the default parallel coarsening
algorithm in this thesis. As in the preceding chapters, we use the Trilinos [64]
AztecOO [100] implementation of CG and the Hypre [30, 31] BoomerAMG [63]
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Preconditioner 4.1 A parallel classical AMG preconditioner for Poisson problems.
Preconditioner: AMG
- Coarsening: Falgout (strength α = 1
4
)
- Smoothing: Jacobi (damping ω = 2
3
)
- Cycle: 2× V (1, 1)
p 1 2 4 8 16 32 64
n (×106) 0.49 0.98 1.96 3.97 7.99 15.85 31.98
Iterations 7.0 7.4 7.3 8.0 8.0 8.0 8.0
Solution Time 14.8 19.2 19.4 25.4 26.6 26.8 27.7
Peak Memory 820 858 889 890 936 968 1285
Table 4.2: Parallel solution time (sec) and memory usage (Mb) of the CG solver
preconditioned with AMG applied to a two-dimensional Poisson problem.
implementation of classical AMG, both of which are parallelised using MPI.
Table 4.2 presents the scaling result and shows that the method has retained it’s
constant iteration count under parallelisation. The memory usage is constant4 and
therefore optimal. Figure 4.2 plots the solution time as a function of the number
of processors; initially there is a strong growth in solution time with respect to the
number of processors, however for eight or more processors the solution time remains
near constant and therefore optimal. Table 4.3 documents the execution time of
the set up (coarsening and construction of interpolation, restriction and coarse grid
operators) and application (two V (1, 1) cycles) phases of the AMG preconditioner.
Referring to Tables 4.2 and 4.3 we observe that AMG dominates the computational
cost and exhibits the same growth in execution time for low number of processors; so
we conclude that the scaling of the whole iterative solver is inherited from AMG. This
scaling is consistent with that reported in references [63, 111], which were authored by
the developers of Hypre. One can also deduce that CG scales well and is relatively
cheap (compared to the AMG preconditioning).
4With the exception of p = 64, where the memory usage is significantly higher. This is one of
several anomalous results throughout this parallel computation chapter and is addressed at the end
of this section.
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Figure 4.2: Solution time (sec) as a function of the number of processors of the CG
solver preconditioned with AMG applied to a two-dimensional Poisson problem.
p 1 2 4 8 16 32 64
AMG Setup 5.1 6.1 6.8 8.3 9.0 9.6 9.8
AMG Application 0.8 1.1 1.1 1.4 1.4 1.4 1.4
Table 4.3: Parallel setup and application time (sec) of the AMG preconditioner ap-
plied to the two-dimensional Poisson problem.
4.1.2.1 Strong Scaling
For this problem only, we report the strong scaling results where we choose a fixed
problem size of 2,094,081 equations. Letting tp be the solution time on p processors,
then for the method to be optimal under strong scaling, the solution time should
scale as tp =
t1
p
relative to the single processor solution time t1.
Table 4.4 reports the iteration count, the solution time and memory usage. The
solver would be optimal if for every two-fold increase in the number of processors, the
solution time halved. We do not observe optimal scaling when comparing the one and
two processor solution times, but we do observe such scaling for two-plus processors
implying that there is a fixed cost associated with parallelisation – this is likely due
to the third pass of the Falgout coarsening algorithm over nodes on inter-processor
boundaries. Constant memory usage with respect to the number of processors would
be optimal, but we do not observe this.
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Preconditioner 4.2 A parallel classical AMG preconditioner for Poisson problems
with hybrid Gauss-Seidel coarsening.
Preconditioner: AMG
- Coarsening: Falgout (strength ω = 1
4
)
- Smoothing: Hybrid Gauss-Seidel (damping α = 1)
- Cycle: 2× V (1, 1)
4.1.2.2 Gauss-Seidel Smoothers
Thus far we have only considered Jacobi smoothers, but Gauss-Seidel smoothers are
utilised in a number of preconditioners in this thesis. Jacobi is easily parallelised,
whereas classical Gauss-Seidel is sequential in nature. To overcome this, Hypre
BoomerAMG offer a hybrid implementation of Gauss-Seidel [110, 111], in which
Gauss-Seidel is applied locally on each processor and cross-processor boundary up-
dates are applied in a Jacobi-like manner. The cost of this modification is a dete-
rioration in the efficiency of the smoother. In this test we precondition CG (again
with a convergence tolerance of τ = 10−8) with Preconditioner 4.2 and present its
scaling properties in Table 4.5. Compared to Jacobi smoothing (the equivalent re-
sults are presented in Table 4.2), we observe a slightly lower, constant iteration count
leading to a slightly faster solution time while scaling with respect to the number of
processors is similar.
In this section, and the following sections, there are a number of results that
appear out of line with overall trends and are slightly inconsistent with other data
sets (for example the memory usage for p = 64 in Table 4.5, or solution time for
p = 4 in Table 4.4). The cause of these anomalies is unclear, but it may be one of
the following
• The construction of distributed Oomph-Lib problems involves three steps: first
p 1 2 4 8 16
Iterations 6.8 7.7 7.2 7.2 7.2
Solution Time 62.1 40.6 25.1 10.3 5.7
Peak Total Memory 3061 3606 3782 4017 4548
Table 4.4: Parallel solution time (sec) and memory usage (Mb) of CG preconditioned
with AMG applied to a two-dimensional Poisson problem under strong scaling (n =
2, 094, 081).
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p 1 2 4 8 16 32 64
n (×106) 0.49 0.98 1.96 3.97 7.99 15.85 31.98
Iterations 6.5 7.0 7.0 7.0 7.0 7.2 7.2
Solution Time 13.7 16.9 18.6 23.5 24.3 24.8 26.4
Peak Memory 820 858 861 898 943 968 1279
Table 4.5: Parallel solution time (sec) and memory usage (Mb) of the CG solver
preconditioned with AMG (with hybrid Gauss-Seidel smoothing) applied to a two-
dimensional Poisson problem.
the problem is discretised on a coarse mesh, then Oomph-Lib employs the
Metis domain partitioning software [69] to distribute the coarse mesh over
available processes and finally the coarse mesh on each processor is uniformly
refined several times to generate the fine mesh used in these problems. Naturally
the coarse grid must contain an integer number of square elements, and following
uniform refinement this constraint can cause the actual problem size to deviate
from the target problem size.
• Horace is a shared by many users, and its scheduler ensure that each core is
allocated to just one job. However there are a number of uncontrollable and
unmeasurable factors which may affect computations included network traffic
and other users workload on shared nodes.
• Given the range and complexity of the third party software employed, there may
be some unknown issue, for example the domain decomposition generated for a
particular problem may lead to a particularly high communication requirement
in AMG.
Ultimately, it is unclear whether these are caused by hardware, software or ex-
ternal factors, however we note that these erroneous results are not correlated with
the number of nodes. Each node on Horace has eight cores, and given that intra-
node communication is often faster than inter-node communication, one might have
expected computations with eight or less cores to be faster. This is not observed,
and is therefore likely to be a result of the speed of interconnects on Horace and the
efficiency of the Hypre software (which dominates these computations).
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4.2 Non-Linear Elasticity Block Preconditioning
In this section we evaluate the parallel performance of the non-linear elasticity block
preconditioner from Section 2.2.2.2. In serial computations this preconditioner was
optimal for two-dimensional problems, but sub-optimal for three-dimensional prob-
lems in spite of a constant iteration count. These results will be mirrored in the
parallel computations in this section.
We employ GMRES (tolerance τ = 10−8) preconditioned with Preconditioner 4.3
– a block-triangular preconditioner with AMG subsidiary solvers. The only difference
between this preconditioner and the serial version (Preconditioner 2.2 in Section
2.2.2.2) is the use of Falgout coarsening in the AMG subsidiary solves. We employ
the Trilinos [64] AztecOO [100] parallel implementation of GMRES.
The combination of CG with an AMG preconditioner delivered a near optimal
parallel solution for the Poisson problem; our objective in this section is to match that
performance. This block preconditioner is implemented in the block preconditioning
framework discussed in Section 3.2; we will report that this block preconditioning
infrastructure scales well overall and is computationally cheap relative to the total
solution time.
4.2.1 Two-Dimensional Cantilever Beam Problem
We use the two-dimensional cantilever beam test problem from Section 2.2.2.2 with
a Poisson’s ratio ν = 0.3. Table 4.6 presents the number of iterations, the solution
time, and the peak memory use per processor. The solution methodology is near
optimal; with a near constant iteration count, a near constant solution time, and
Preconditioner 4.3 A parallel inexact block triangular preconditioner for non-linear
elasticity problems.
Preconditioner: Block Upper Triangular
- Subsidiary Preconditioner: AMG
- Coarsening: Falgout (strength α = 0.25)
- Smoothing: Hybrid Gauss-Seidel (damping ω = 1)
- Cycle: 2× V (1, 1)
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p 1 2 4 8 16 32 64
n (×106) 0.2 0.3 0.7 1.3 2.5 4.6 9.0
Iterations 23.9 24.3 25.1 25.7 25.7 25.6 26.4
Solution Time 32.8 35.2 43.5 42.8 38.9 39.6 42.7
Peak Mem. per Proc. 476 1070 1195 1069 1032 999 1035
Table 4.6: Parallel solution time (sec) and memory usage (Mb) of the GMRES solver
preconditioned with an inexact block triangular preconditioner applied to the two-
dimensional non-linear elasticity test problem.
p 1 2 4 8 16 32 64
Preconditioner Setup 3.9 3.9 4.7 4.4 4.5 4.9 5.7
Preconditioner Application 0.89 0.94 1.15 1.11 1.10 1.02 1.06
Table 4.7: Parallel setup and application time (sec) of the inexact block triangular
preconditioner employed within the solution of a two-dimensional non-linear elasticity
test problem.
(excluding p = 1) constant peak memory use per processor. Given the jump in
memory usage from p = 1, it is clear that there is a significant fixed cost associated
with parallelisation for this problem.
Table 4.7 documents the scaling of the the setup and application phases of this
preconditioner; the scaling of both methods is comparable to the equivalent method
in the CG/AMG solution of a two-dimensional Poisson problem (Table 4.3).
4.2.1.1 Scaling of BlockPreconditioner Methods
The block preconditioning framework (described in Section 3.2) enables the linear
algebra operators introduced in Section 2.1 and evaluated in Section 4.1 to be reused
within block preconditioners. We analyse the scaling of the four BlockPrecondi-
tioner methods employed within this preconditioner:
• Setup Methods (setup(...))
– block setup(...) - Set up the data structures required for BlockPre-
conditioner.
– get block(...) - Extract a matrix block from the Jacobian.
• Application Methods (preconditioner solve(...))
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– get block vectors(...) - Extract the block vectors from the global
vector.
– return block vectors(...) - Return the solution in the block vectors
back to the global solution vector.
The execution times of these methods are presented Table 4.8. The method
block setup(...) exhibits sub-optimal scaling (with a significant increase in execu-
tion time from 32 to 64 processors), due to the need for all-to-all communication. This
all-to-all communication is required to ensure that all other BlockPreconditioner
methods scale optimally. Relative to the total computational cost of this solution,
block setup(...) is cheap; however the poor scaling suggests that further optimi-
sation of this method may be required for problems involving very large numbers of
processors. All the other methods scale well and are fast.
4.2.1.2 Sparse Matrix-Vector Product Scaling
This upper block-triangular preconditioner requires a matrix-vector product. In par-
allel we use the Trilinos [64] Epetra [101] parallel implementation in the Oomph-
Lib wrapper class MatrixVectorProduct. The construction and optimisation of the
Epetra matrix is performed in the setup phase and is called during Precondi-
tioner::setup(...). In Table 4.9, we demonstrate that both methods exhibit near
optimal scaling and are computationally cheap. The setup phase is significantly more
expensive than the application phase, because of the data structure optimisations
performed in the construction of the Epetra matrix.
p 1 2 4 8 16 32 64
block setup(...) 0.16 0.55 0.66 0.63 0.76 1.05 1.68
get block(...) 0.26 0.14 0.16 0.14 0.13 0.12 0.12
get block vectors(...) 0.0056 0.0104 0.0122 0.0112 0.0104 0.0098 0.0097
return block vectors(...) 0.0042 0.0092 0.0102 0.0093 0.0088 0.0081 0.0081
Table 4.8: Parallel execution time of BlockPreconditioner methods utilised in
the inexact block triangular preconditioner employed within the solution of a two-
dimensional non-linear elasticity test problem.
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p 1 2 4 8 16 32 64
Mat. Vec. Setup 0.23 0.28 0.33 0.31 0.31 0.29 0.30
Mat. Vec. Multiply 0.019 0.018 0.021 0.019 0.019 0.017 0.018
Table 4.9: Parallel execution time (sec) of MatrixVectorProduct operations within
the inexact block triangular preconditioner employed in the solution of a two-
dimensional non-linear elasticity test problem.
4.2.2 Three-Dimensional Cantilever Beam Problem
In this Section we evaluate the parallel scaling of GMRES preconditioned with the
block triangular preconditioner employed in the solution of the three-dimensional
cantilever beam test problem from Section 2.2.2.2 with a Poisson’s ratio ν = 0.3.
Table 4.10 presents the iteration count, the solution time, and the peak mem-
ory usage per processor. The iteration count increases slightly with respect to the
number of processors, the peak memory usage is optimal, but the solution time is
sub-optimal. In part this sub-optimality is due to the increasing iteration count, but
the set up (three AMG operators and three matrix-vector product operators) and
application times shown in Table 4.11 indicate that the preconditioner setup phase
is the primary source of this sub-optimality. Table 4.12 presents the average cost of
an AMG operator and shows that the set up phase of the operator is sub-optimal.
Given that three AMG operators need to be assembled, the poor scaling of this phase
dominates the solution. The fact that AMG is optimal for two-dimensional problems,
but sub-optimal for three-dimensional problems, is probably due to the increased con-
nectivity of the mesh leading to an increase in the computational burden and more
inter-processor communication. The results we observe here are consistent with those
in reference [63, pp.17-19] for the Hypre BoomerAMG based solution of two and
three-dimensional Poisson problems.
In Tables 4.13 and 4.14 we present the cost of MatrixVectorProduct and Block-
Preconditioner methods. The MatrixVectorProduct methods are both cheap and
scale well. Again the BlockPreconditioner method block setup(...) is sub-
optimal as expected, but this is required to ensure the efficiency of the other methods.
CHAPTER 4. PARALLEL COMPUTATIONS 112
p 1 2 4 8 16 32 64
n(×103) 97 185 315 494 1034 1871 3820
Iterations 35.0 36.5 35.2 36.5 37.5 37.0 38.5
Solution Time 142.5 182.7 194.4 180.9 236.0 261.2 345.7
Peak Mem. per Proc. 1075 1213 1090 924 1041 1025 1222
Table 4.10: Parallel solution time (sec) and memory usage (Mb) of the GMRES
solver preconditioned with the inexact block triangular preconditioner applied to s
three-dimensional non-linear elasticity test problem.
p 1 2 4 8 16 32 64
Preconditioner Setup 15.1 19.8 21.2 23.7 36.2 53.4 81.7
Preconditioner Application 3.1 3.9 4.4 3.9 4.9 5.1 6.3
Table 4.11: Parallel setup and application time (sec) of the inexact block triangular
preconditioner employed in the solution of a three-dimensional non-linear elasticity
problem.
p 1 2 4 8 16 32 64
AMG Setup 3.55 5.20 5.85 6.88 10.90 16.65 25.8
AMG Application 1.03 1.29 1.45 1.28 1.61 1.71 2.10
Table 4.12: Parallel execution time (sec) of AMG operations within the inexact block
triangular preconditioner employed in the solution of a three-dimensional non-linear
elasticity problem.
p 1 2 4 8 16 32 64
Mat. Vec. Setup 0.27 0.31 0.30 0.26 0.2 0.29 0.33
Mat. Vec. Multiply 0.025 0.025 0.022 0.018 0.020 0.018 0.020
Table 4.13: Parallel execution time (sec) of MatrixVectorProduct operations within
the inexact block triangular preconditioner employed within the solution of a three-
dimensional non-linear elasticity problem.
p 1 2 4 8 16 32 64
block setup(...) 0.093 0.573 0.486 0.437 0.592 0.651 1.06
get block(...) 0.455 0.298 0.253 0.200 0.213 0.192 0.199
get block vectors(...) 0.002 0.004 0.003 0.003 0.003 0.003 0.003
return block vectors(...) 0.001 0.004 0.003 0.003 0.003 0.003 0.003
Table 4.14: Parallel execution time (sec) of BlockPreconditioner methods utilised
in the inexact block triangular preconditioner employed in the solution of a three-
dimensional non-linear elasticity problem
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4.3 Navier-Stokes LSC Block Preconditioner
In Section 2.3.2 we investigated the performance of the Navier Stokes LSC precon-
ditioner and described an efficient implementation. Applied to a two-dimensional
problem, we observed some degradation in iteration count under mesh refinement,
whereas for a three-dimensional problem the iteration count remained constant.
We precondition GMRES (convergence tolerance τ = 10−8) with Preconditioner
4.4: this is the parallel version of Preconditioner 4.4 from Section 2.3.2.2. Again
the pressure Poisson system is approximately solved with AMG and the momentum
system is approximately solved with a block diagonal preconditioner incorporating
AMG subsidiary solvers.
The LSC preconditioner requires two matrix-matrix-products to form the pressure
Poisson operator BQ˜−1BT where Q˜ is the diagonal velocity mass matrix, B is the
discrete divergence operator and BT is the discrete gradient operator. We employ
the parallel matrix-matrix products implemented in the Trilinos [64] Epetra [101]
library to first compute Q˜−1BT and then B(Q˜−1BT )5.
5Given that Q˜−1 is diagonal, the computation of Q˜−1BT could be optimised by writing a cus-
tomised matrix-matrix product routine.
Preconditioner 4.4 A parallel inexact implementation of the LSC preconditioner.
Preconditioner: LSC
- Momentum Preconditioner: Block Diagonal
- Subsidiary Preconditioner: AMG
- Coarsening: Falgout (strength α = 1
4
)
- Smoothing: Jacobi (damping ω = 1
2
)
- Cycle: 2× V (1, 1)
- Pressure Poisson Preconditioner: AMG
- Coarsening: Falgout (strength α = 1
4
)
- Smoothing: Hybrid Gauss Seidel (damping ω = 1)
- Cycle: 2× V (1, 1)
CHAPTER 4. PARALLEL COMPUTATIONS 114
p 1 2 4 8 16 32 64
n(×106) 0.14 0.27 0.55 1.11 2.24 4.45 8.99
Iterations 47.5 53.0 59.0 66.5 74.7 84.0 99.0
Solution Time 52.0 68.7 95.3 117.2 141.9 167.8 227.9
Peak Mem. per Proc. 829.00 890 883 906 934 968 1068
Table 4.15: Parallel solution time (sec) and memory usage (Mb) of the GMRES solver
preconditioned with the inexact LSC preconditioner applied to a two-dimensional
Navier-Stokes (floor) driven cavity test problem.
4.3.1 Two-Dimensional Driven Cavity Problem
We solve the two-dimensional (floor) driven cavity problem described in Section
2.3.2.1 for Re = 100. Table 4.15 presents the average iteration counts, average solu-
tion time and peak memory usage per processor. In Section 2.2.2.1 we described GM-
RES and noted that the memory requirement and operation count scales as O(k · n)
per iteration (where k is the number of iterations); in this problem we observe this in
practice: since the iteration count increases with problem size, we observe sub-optimal
scaling of solution time and memory usage.
The second factor that contributes to this sub-optimality is the sub-optimal scal-
ing of the setup and application of the preconditioner presented in Table 4.16, where
we observe a continuous increase in the preconditioner setup time – this includes the
construction of the pressure Poisson operation BQ˜−1BT with matrix-matrix prod-
ucts, setting up AMG for this pressure Poisson system, and setting up the AMG
operators in the block diagonal approximation of F. To determine which operators
contribute the most to this sub-optimality, in Tables 4.17 and 4.18 we present the
execution time of the matrix-matrix products and the setup time of the AMG sub-
sidiary preconditioners (we denote the block diagonal momentum preconditioner PF
and the pressure Poisson preconditioner PP ). The B(Q˜
−1BT ) matrix-matrix product
scales very poorly and accounts for between 20% and 50% of the setup time. Like-
wise the scaling of the AMG components (Table 4.18) exhibits a continued increase
in execution time.
Table 4.19 presents the scaling of the BlockPreconditioner framework meth-
ods block setup(...) and get block(...) (used to extract the momentum F,
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p 1 2 4 8 16 32 64
Preconditioner Setup 8.9 11.6 13.6 14.8 16.5 18.8 29.8
Preconditioner Application 0.66 0.79 0.97 1.04 1.12 1.18 1.29
Table 4.16: Parallel setup and application time (sec) of the inexact LSC precondi-
tioner employed within the solution of a two-dimensional Navier-Stokes (floor) driven
cavity test problem.
p 1 2 4 8 16 32 64
Q˜−1BT Matrix-Matrix Prod. 1.80 2.18 2.38 2.56 2.70 2.80 3.06
B(Q˜−1BT ) Matrix-Matrix Prod. 1.60 2.68 3.76 4.02 4.41 5.23 13.15
Table 4.17: Parallel execution time (sec) of the matrix-matrix products required to
construct the pressure Poisson matrix B(Q˜−1BT ) in the LSC preconditioner employed
in the solution of a two-dimensional Navier-Stokes (floor) driven cavity test problem.
divergence B and gradient BT subsidiary matrices from the Jacobian). Again the
poor scaling of block setup(...) ensures the get block(...) methods scale near
optimally while being computationally cheap relative to the total solution cost.
4.3.2 Three-Dimensional Driven Cavity Problem
In this section we report the parallel scaling performance of the LSC preconditioner
for the three-dimensional (floor) driven cavity problem specified in Section 2.3.2.1
with Re = 200.
Table 4.20 documents the iteration count, the solution time, and the peak mem-
ory usage. Although the iteration count exhibits a very mild growth with respect to
problem size, both the memory usage and the solution time scaling are sub-optimal.
Table 4.21 shows the scaling of the setup and application of this preconditioner, and
like the three-dimensional non-linear elasticity problem (Section 4.2.2), the setup
p 1 2 4 8 16 32 64
PP Sub. Prec. Setup 0.23 0.26 0.28 0.32 0.35 0.37 0.44
FF Sub. Prec. Setup 2.34 2.30 2.47 2.69 2.86 3.07 3.47
PP Sub. Prec. Application 0.045 0.056 0.067 0.077 0.084 0.093 0.116
PF Sub. Prec. Application 0.46 0.54 0.67 0.71 0.75 0.78 0.84
Table 4.18: Parallel setup and application time (sec) of the AMG based subsidiary
preconditioners within the inexact LSC preconditioner preconditioner employed in
the solution of a two-dimensional Navier-Stokes (floor) driven cavity test problem.
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p 1 2 4 8 16 32 64
block setup(. . . ) 0.05 0.25 0.27 0.32 0.44 0.70 1.32
get block(. . . ) B 0.21 0.18 0.19 0.20 0.25 0.29 0.30
get block(. . . ) BT 0.25 0.23 0.25 0.27 0.34 0.39 0.42
get block(. . . ) F 0.60 0.40 0.51 0.63 1.00 1.25 1.38
Table 4.19: Execution time (sec) of BlockPreconditioner methods utilised by the
inexact LSC preconditioner employed in the solution of a two-dimensional Navier-
Stokes (floor) driven cavity test problem.
p 1 2 4 8 16 32 64
n(×103) 62 94 250 523 945 2066 4288
Iterations 38.7 39.0 40.3 41.7 41.1 43.3 46.0
Solution Time 111.2 98.9 173.8 166.3 166.5 221.4 292.9
Peak Mem. per Proc. 860 682 951 1055 988 1124 1228
Table 4.20: Parallel solution time (sec) and memory usage (Mb) of the GMRES solver
preconditioned with the inexact LSC preconditioner applied to a three-dimensional
Navier-Stokes (floor) driven cavity test problem.
phase exhibits significant sub-optimality. In Table 4.22 we demonstrate that the
AMG components of this preconditioned solution contribute significantly to this sub-
optimality. Table 4.23 documents the performance of some of the BlockPrecondi-
tioner methods; the scaling is comparable with that reported previously for other
problems.
4.4 Two-Level Parallelisation
In this section we investigate the performance of two-level parallelisation, an optimi-
sation for block-diagonal preconditioners described in Section 3.3.
Although we have concentrated on block-triangular preconditioning for non-linear
elasticity problems, in Section 2.2.2.2 we demonstrated that an exact block diagonal
preconditioner also yielded a constant iteration count (although it was larger). Given
p 1 2 4 8 16 32 64
Preconditioner Setup 18.3 16.3 31.1 34.6 39.7 56.6 77.7
Preconditioner Application 2.08 1.86 3.12 2.77 2.71 3.39 4.22
Table 4.21: Parallel setup and application time (sec) of the inexact LSC precon-
ditioner employed within the solution of a three-dimensional Navier-Stokes (floor)
driven cavity test problem.
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p 1 2 4 8 16 32 64
PP Sub. Prec. Setup 0.57 0.65 1.50 2.31 3.69 6.91 13.15
PF Sub. Prec. Setup 6.65 6.41 12.51 14.86 18.32 27.78 39.02
PP Sub. Prec. Application 0.06 0.05 0.10 0.09 0.11 0.19 0.34
PF Sub. Prec. Application 1.75 1.60 2.65 2.34 2.24 2.72 3.22
Table 4.22: Parallel setup and application time (sec) of the AMG based subsidiary
preconditioners within the inexact LSC preconditioner preconditioner employed in
the solution of a three-dimensional Navier-Stokes (floor) driven cavity test problem.
p 1 2 4 8 16 32 64
block setup(. . . ) 0.03 0.15 0.26 0.26 0.30 0.51 0.93
get block(. . . ) B 0.35 0.24 0.43 0.40 0.38 0.48 0.55
get block(. . . ) BT 0.45 0.33 0.60 0.57 0.53 0.68 0.77
get block(. . . ) F 1.57 0.73 1.28 1.80 1.98 3.17 3.97
Table 4.23: Execution time (sec) of BlockPreconditioner methods utilised by the
inexact LSC preconditioner employed in the solution of a three-dimensional Navier-
Stokes (floor) driven cavity test problem.
this, we employ a non-linear elasticity problems as a simple test environment for
two-level parallelisation. In this section we investigate the performance of two-level
parallelisation of the subsidiary solves performed with both a sub-optimal direct
solver and the optimal AMG approximate solver.
We begin by considering the performance of two level parallelisation of block
diagonal preconditioning with a direct subsidiary solver.
Table 4.24 documents the solution time, as expected we observe sub-optimal scal-
ing (due to the direct solver), but more importantly, two-level parallelisation leads
to a significant decrease in solution time. Table 4.25 shows that the iteration counts
are almost identical for both preconditioners as expected. Finally, in Table 4.26 we
present the peak memory usage; the two-level block diagonal preconditioner requires
more memory than the standard block diagonal preconditioner due to the data struc-
tures required to facilitate the redistribution of matrices and vectors for two-level
preconditioning.
Next we report the performance of the two-level parallelisation of a block-diagonal
preconditioner with AMG subsidiary solvers. Specifically, we employ Preconditioner
4.5, which is the block diagonal equivalent of Preconditioner 4.3 from Section 4.2.
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Preconditioner 4.5 Inexact block diagonal preconditioners for non-linear elasticity
problems.
Preconditioner: Block Diagonal, Two-Level Block Diagonal
- Subsidiary Block Preconditioner: AMG
- Coarsening: Falgout (strength α = 1
4
)
- Smoothing: Hybrid Gauss Seidel (damping ω = 1)
- Cycle: 2× V (1, 1)
In Table 4.27 we present the solution times for the two preconditioners. The
two-level block diagonal preconditioner is slower than the standard block diagonal
preconditioner because AMG scales almost perfectly, and hence there is no benefit
from the extra cost of the two-level infrastructure.
p 1 2 4 8 16 32 64
n (×103) 47 83 186 372 741 1485 2956
Block Diagonal 12.3 69.1 145.8 265.2 1361.0 2358.9 4635.0
Two-Level Block Diagonal - 18.2 136.2 163.4 288.0 1705.5 2692.7
Table 4.24: Parallel solution time (sec) of the GMRES solver preconditioned with ex-
act block diagonal preconditioning with and without two-level parallelisation applied
to a two-dimensional non-linear elasticity test problem.
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p 1 2 4 8 16 32 64
Block Diagonal 41.0 41.5 42.0 42.0 42.0 42.5 43.0
Two-Level Block Diagonal - 41.5 42.0 42.0 42.0 42.5 43.0
Table 4.25: Iteration counts of the GMRES solver preconditioned with exact block
diagonal preconditioning with and without two-level parallelisation applied to a two-
dimensional non-linear elasticity test problem.
p 1 2 4 8 16 32 64
Block Diagonal (Mb) 223 291 323 402 501 781 1198
Two-Level Block Diagonal (Mb) - 316 342 398 599 801 1287
Table 4.26: Peak memory usage per processor (Mb) of the GMRES solver precondi-
tioned with exact block diagonal preconditioning with and without two-level paral-
lelisation applied to a two-dimensional non-linear elasticity test problem.
p 1 2 4 8 16 32 64
n (×106) 0.2 0.3 0.5 1.0 2.0 4.6 9.0
Block Diagonal (s) 63.9 65.3 52.8 58.8 60.4 70.0 74.6
Two-Level Block Diagonal (s) - 67.5 65.1 69.4 67.4 79.8 83.6
Table 4.27: Parallel solution time (sec) of the GMRES solver preconditioned with
inexact block diagonal preconditioning with and without two-level parallelisation ap-
plied to a two-dimensional non-linear elasticity test problem.
p 1 2 4 8 16 32 64
Block Diagonal 45.7 46.1 46.3 48.8 46.7 47.0 47.9
Two-Level Block Diagonal - 45.9 46.5 49.3 46.8 47.0 47.6
Table 4.28: Iteration counts of the GMRES solver preconditioned with exact block
diagonal preconditioning with and without two-level parallelisation applied to a two-
dimensional non-linear elasticity test problem.
Chapter 5
Fluid Structure Interaction
Problems
In this chapter we study fluid structure interaction (FSI) problems, a type of multi-
physics problem in which a fluid and a deformable solid interact.
There are a number of ways of formulating FSI problems of which we will review
a few; we begin by noting that fluid problems are naturally solved in an Eulerian
framework, while solid problems are typically solved in a Lagrangian formulation.
• In the immersed boundary (IB) method [36, 74, 81, 86], the Eulerian fluid
variables are discretised on a fixed mesh, the Lagrangian solid unknowns are
discretised on a moving grid that overlays the fluid, and Dirac delta functions
couple the velocity of every solid node to the interpolated fluid velocity to
impose the no-slip condition.
• The fictitious domain (FD) method [10, 37, 103, 104, 112] is like the IB method
in that the fluid constituent problem is discretised on a fixed mesh and solid is
discretised on a moving grid, however in this method, the coupling of the con-
stituent problems is achieved by introducing a Lagrange multiplier constraint
across the solid to impose the no-slip condition on the fluid-solid interface.
• The eXtended finite element (XFEM) method is applicable to a wide range
of problems including FSI computations [34, 35, 106]. In the FSI context the
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Lagrangian solid unknowns are discretised on a moving grid which overlays a
fixed fluid mesh in which the finite element space is enriched in the region of
the interface to allow the satisfaction of the no-slip condition in the interior of
the fluid domain..
• In arbitrary Lagrangian Eulerian (ALE) methods [22, 23, 65, 62, 68], the fluid
problem is again formulated in Eulerian coordinates and the solid in Lagrangian
coordinates. However, in this case the fluid mesh is allowed to deform in re-
sponse to the deformation of the solid.
ALE methods facilitate the exact application of boundary conditions of the fluid solid
interface, but they require an algorithm to update the fluid mesh in response to the
motion of the solid it interacts with. If the deformation of the fluid domain becomes
too large, complete re-meshing may be required.
In this thesis we only consider ALE formulations. We adopt Oomph-Lib’s strat-
egy outlined in the introductory chapter in which we monolithically couple the con-
stituent equations and solve the resulting system of non-linear equations with New-
ton’s method. Within this framework we will consider two node-update techniques.
In Section 5.1 we describe the formulation of FSI problems with algebraic node
updates; the position of the fluid nodes is computed by a user defined algebraic rela-
tionship implemented as an auxiliary computation within the Newton linearisation.
We will describe and review the performance of an existing optimal preconditioning
methodology for this problem [62].
In Sections 5.2 and 5.3 we consider the pseudo-solid node-update method [91],
in which the fluid mesh is treated as an elastic body whose deformation is imposed
by the “real” solid that bounds the fluid domain. The three PDEs governing the
behavior of the fluid, pseudo-solid and solid are coupled monolithically and solved
by Newton’s method. Following a discussion of the discretisation we develop and
evaluate a novel preconditioning strategy for the resulting linear systems.
We will qualitatively evaluate our new method against that of Barker and Cai [11],
who consider a monolithic ALE formulation of the Navier-Stokes equations coupled to
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an incompressible linear elastic solid with pseudo-solid node updates. The problem is
linearised with Newtons method and computations are performed in two-dimensional
vascular geometries discretised with unstructured meshes. In this context, the authors
evaluate the parallel scaling of GMRES preconditioned with an overlapping additive
Schwartz preconditioner. The iteration counts for this algorithm are not constant
with respect to problem size, but because the algorithm is inherently parallel, near
optimal (strong) parallel scaling is reported.
We note that in reference [67], Hron and Turek present a monolithic ALE method
for large displacement FSI problems, and describe a geometric multigrid linear solver
which uses a local (Vanka-like) smoother where local sub-systems are solved with
highly efficient dense matrix kernels. However, the authors concentrate on the accu-
racy and stability of the method and its performance is not reported.
5.1 FSI Problems with Algebraic Node Updates
We start by considering the solution of FSI problems with algebraic node updates. We
describe the formulation and discretisation of two two-dimensional reference problems
in Section 5.1.1. In Section 5.1.2 we describe the structure of the linear systems
arising from the Newton linearisation of these problems and introduce a well-known
preconditioner for this problem, and analyse its performance in the two reference
problems in Section 5.1.3.
5.1.1 Reference FSI Problems and their Discretisation
5.1.1.1 FSI Collapsible Channel Problem
Our first FSI problem is Oomph-Lib’s collapsible channel problem [44] sketched in
Figure 5.1. The problem domain consists of a long two-dimensional channel whose
upper wall comprises rigid upstream and downstream sections with a thin elastic
segment in the central section which is loaded by the fluid traction and an external
pressure p∗ext. The lower wall is completely rigid and Poiseuille flow is imposed at the
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Figure 5.1: Sketch of the FSI collapsible channel problem.
upstream end. Parallel, axially traction-free flow is imposed at the downstream end,
and the no-slip condition is imposed on all walls.
We employ the non-dimensional Navier-Stokes equations (2.103), discretised with
Taylor-Hood elements and scale the velocities on the maximum inflow velocity (at
y = 1
2
H∗), the pressures on the viscous scale, and lengths on the channel width H∗.
We model the elastic wall as a Kirchhoff-Love beam [53] of dimensionless wall
thickness h. The wall’s deformation is governed by the principle of virtual displace-
ments (discussed in Section 2.2.1). The beam is parameterised by a Lagrangian
coordinate ξ and we denote the position of a material particle on the centre line of
the wall in the undeformed configuration rw(ξ, t), Rw(ξ, t) represents the position
of the same material point in the deformed configuration and f represents the trac-
tion applied to the beam. The dimensionless principle of virtual displacements that
governs the beam’s deformation is∫ L
0
[
(σ0 + γ)δγ +
1
12
h2κδκ−
(
1
h
√
A
a
f − Λ2∂
2Rw
∂t2
)
· δRw
]
√
adξ = 0, (5.1)
where lengths are scaled on the channel width H∗, time is scaled on the problem
timescale T , and the pre-stress σ0 is scaled on the beams effective Young’s modulus
Eeff =
E
1−ν2 . The variables
a =
∂rw
∂ξ
· ∂rw
∂ξ
, (5.2)
A =
∂Rw
∂ξ
· ∂Rw
∂ξ
, (5.3)
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represent the squares of the lengths of infinitesimal material line elements, in the
deformed and undeformed configurations, respectively, while
b = n · ∂
2rw
∂ξ2
, (5.4)
B = N · ∂
2Rw
∂ξ2
, (5.5)
represent the curvature of the beam’s centre-line in the deformed and undeformed
configurations, respectively.
γ =
1
2
(A− a), (5.6)
κ = −(B − b), (5.7)
are the (1× 1) strain and bending tensors, and Λ = LT
√
ρ
Eeff
is ratio of the timescale
for the beam’s in-plane extensional oscillations to the timescale T used in the non-
dimensionalisation.
We discretise the principle of virtual displacements 5.1 using one-dimensional
isoparametric two-node Hermite elements [16, 83] which provide the C1 continuity
required by the second derivative terms in equations (5.4) and (5.5). Following Section
2.2.1 we discretise the equation such that the unknowns are the Eulerian positions
of the nodes. Using global basis functions, we expand the deformed position Rw in
Cartesian coordinates ei in the finite element e
Ri(s) =
2∑
j=1
2∑
k=1
Xˆ
(e)
ijk ψˆjk(s), (5.8)
where
ψˆ11(s) =
1
4
(s− 1)2(s+ 2)
ψˆ12(s) =
1
4
(s− 1)2(s+ 1)
ψˆ21(s) =
1
4
(s+ 1)2(2− s)
ψˆ22(s) =
1
4
(s+ 1)2(s+ 1)
(5.9)
are the basis functions in the reference element Ωˆ = [−1, 1] with local coordinate s.
There are two types of unknowns: Xˆ
(e)
ij1 represent the i-th component of the position
vector Rw at node j in element e, and the unknown Xˆ
(e)
ij2 represent the derivative of
Rw with respect to the local coordinate s at node j in element e.
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The elastic wall is loaded by the fluid traction and the external pressure p∗ext; the
components of the wall load vector f∗ are given by
f ∗i = (p
∗ − p∗ext)Ni − µ
(
∂u∗i
∂x∗j
+
∂u∗j
∂x∗i
)
Nj i = 1, 2, (5.10)
where N is the outer unit normal of the elastic wall and p∗ is the fluid pressure. We
scale the external pressure p∗ext on the effective Young’s modulus Eeff of the beam.
The non-dimensional wall load vector f = f
∗
Eeff
is then given by
fi = −pextNi +Q
(
pNi −
(
∂ui
∂xj
+
∂uj
∂xi
)
Nj
)
, (5.11)
for i = 1, 2, where
Q =
µU∗
EeffH∗
, (5.12)
is the ratio of the viscous pressure scale to the beam’s effective Young’s modulus
and indicates the strength of fluid structure interaction; specifically there is no fluid
structure interaction if Q = 0.
The no-slip condition is imposed on rigid walls with u = 0 and on the moving
walls by
u =
∂Rw
∂t
. (5.13)
In steady computations we impose the Poiseuille inflow velocity
uinflow (y) =
 4y (1− y)
0
 (5.14)
and in unsteady computations we impose
uinflow (y) =
 4y (1− y) (1 + 12 sin (2pitT ))
0
 . (5.15)
with St = 1. Parallel, axially traction free flow at the downstream end is imposed
by prescribing u2 = 0; u1 is not constrained at the outflow and therefore, we are
implicitly imposing the axial component of the traction to be zero
t1|∂Doutflow =
(
−p+ 2∂u1
∂x1
)
|∂Doutflow = 0. (5.16)
Given that ∂u2
∂x2
= 0, we are in effectively imposing p|∂Doutflow = 0, so unlike the driven
cavity problem in Section 2.3.2.1 we do not need to fix any pressure unknowns.
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Figure 5.2: Sketch of the FSI channel With leaflet problem.
5.1.1.2 FSI Channel With Leaflet Problem
The second problem we consider is Oomph-Lib’s FSI channel with leaflet problem
[48] sketched in Figure 5.2. The problem domain consists of a long two-dimensional
channel of length L∗ and height H∗, partially occluded by a thin-walled elastic leaflet
at a distance L∗up from the inflow. We impose Poiseuille flow at the upstream end,
parallel; axially traction-free flow at the downstream end, and the no-slip condition
on all walls (including the leaflet).
This problem and the FSI collapsible channel problem discussed in the previous
section are very similar. The key difference is that the elastic beam is no longer
subject to an external pressure, but the fluid traction now acts on both sides, and
therefore the non-dimensional fluid load vector is
fi = Q
((
−p∣∣
up
Nupi +
(
∂ui
∂xj
+
∂uj
∂xi
) ∣∣∣∣
up
Nupj
)
+(
−p∣∣
down
Ndowni +
(
∂ui
∂xj
+
∂uj
∂xi
) ∣∣∣∣
down
Ndownj
)) (5.17)
for i = 1, 2, Nup and Ndown are the upstream and downstream unit normals to the
leaflet.
All other aspects of the problem remain identical. We still use Taylor-Hood ele-
ments to discretise the Navier-Stokes equations, model the leaflet using the Kirchhoff-
Love beam, equations discretised with Hermite basis functions and impose the same
boundary conditions (i.e. Poiseuille inflow, the no-slip condition on all walls, and
axially traction free outflow).
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5.1.2 An FSI Preconditioner
Under the node update scheme employed in this section, the position of the fluid
nodes is determined directly in terms of the solid displacements and therefore the
nodes’ positions in the fluid mesh do not feature as unknowns in the problem. The
problem only involves fluid and solid unknowns, and therefore the linear system to
be solved in the course of the Newton iteration have the form F Cfs
Csf S
 δxf
δxs
 = −
 rf
rs
 , (5.18)
where xf denotes the fluid unknowns and xs denotes the solid unknowns. The diag-
onal blocks in equation (5.18) are the Navier-Stokes Jacobian (F ) which represents
the derivatives of the discrete fluid residuals with respect to the fluid unknowns, and
the tangent stiffness matrix (S) which represents the derivatives of the discrete solid
residuals with respect the the solid unknowns. The off diagonal matrices are coupling
matrices:
• Cfs contains the derivatives of the Navier Stokes residuals with respect to the
solid positions (i.e.
∂rf
∂s
), often referred to as the shape derivatives.
• Csf arises through the traction exerted by fluid on the solid (see equations
(5.11) for the collapsible channel problem and (5.17) for the channel with leaflet
problem).
References [43, 62] demonstrate that the upper or lower block triangular precon-
ditioners,
PUBT =
 F Cfs
S
 , (5.19)
or
PLBT =
 F
Csf S
 , (5.20)
respectively, are very efficient preconditioners for the linear system (5.18).
CHAPTER 5. FSI PROBLEMS 128
Preconditioner 5.1 An Inexact implementation of the FSI preconditioner.
Preconditioner: Lower Block Triangular FSI Preconditioner
- Navier-Stokes Preconditioner: LSC
- Momentum Preconditioner: Block Diagonal
- Subsidiary Block Preconditioner: AMG
- Coarsening: Ruge-Stu¨ben (strength=0.25)
- Smoothing: Jacobi (damping=1
2
)
- Cycle: 2× V (1, 1)
- Pressure Poisson Preconditioner: AMG
- Coarsening: Ruge-Stu¨ben (strength=0.25)
- Smoothing: Jacobi (damping=2
3
)
- Cycle: 2× V (1, 1)
- Solid Preconditioner: Direct Solver
5.1.3 Performance Evaluation of the FSI Preconditioner
We evaluate the performance of the inexact implementation of this preconditioner
for the two FSI problems introduced in Sections 5.1.1.1 and 5.1.1.2. We precondition
GMRES (convergence tolerance=10−8) with Preconditioner 5.1 which incorporates
the inexact Navier-Stokes LSC preconditioner defined in Preconditioner 2.4 and em-
ploys an exact solver for the solid system. For the two problems considered, the use
of a direct solver for the solution of the subsidiary system involving the solid Jacobian
does not have a detrimental effect on the optimality of the preconditioner because
the wall is a one-dimensional subsidiary problem within a two-dimensional problem
of size n, and therefore the solid system size scales O(√n), which when combined
with a direct solver yields a solver that scales like O(n). Therefore this preconditioner
already has an optimal cost per iteration.
5.1.3.1 FSI Collapsible Channel Problem
First we explore the performance of the inexact FSI preconditioner for the FSI col-
lapsible channel problem discussed in Section 5.1.1.1 for a domain of size Lup = 5,
Lcollapsible = 10 and Ldown = 10 (see Figure 5.1). We discretise the fluid domain with
a uniform grid (with mesh spacing denoted by h) and we use the same mesh spacing
h for the elastic wall. We solve the problem (for fixed Q = 10−4) in three steps:
1. Perform a sequence of steady solves to increment Re in steps of ∆Re = 25 to
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Figure 5.3: Plots of the steady solution of the FSI collapsible channel problem for
Re = 200, Q = 10−3 and pext = 0, 0.75, 1.5.
the target Reynolds numbers Re = 50, 100, 200 for pext = 0. Results are not
reported for this phase.
2. Collapse the channel by increasing pext from pext = 0 in steps of ∆pext = 5×10−2
until the channel has collapsed to half of its original width. We report the
average iteration counts and solution times for the steady results.
3. Then we perform an unsteady computation with dt = 1
40
over one period of
pulsatile inflow and report average GMRES iteration counts and solution times.
Figure 5.3 show three representative steady solutions.
Viscous dissipation induces a negative pressure gradient along the channel. Since
the fluid pressure at the outflow cross section is zero, the fluid pressure is positive
everywhere inside the channel and for pext = 0, the elastic segment is subject to
an outward pressure which makes it bulge as shown in Figure 5.3. As the external
pressure is increased, the elastic segment becomes subject to a net compressive load
and begins to collapse inwards (pext = 0.75 in 5.3). In the final solution (pext = 1.5)
in Figure 5.3, the point of strongest collapse is downstream of the midpoint of the
elastic wall indicating a strong fluid structure interaction. The Bernoulli effect is
visible at the point of strongest collapse where the large fluid velocity induces the
lowest fluid pressure.
Tables 5.1 and 5.2 present the average GMRES iteration counts and solution times
respectively for the steady solution phase. The equivalent data sets for the unsteady
solves are presented in Tables 5.3 and 5.4.
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n (h) 7886 ( 1
12
) 31970 ( 1
24
) 72254 ( 1
36
) 128738 ( 1
48
)
Re = 50 24.7 26.5 28.1 30.2
Re = 100 37.3 28.9 30.2 31.8
Re = 200 - 68.3 35.8 33.9
Table 5.1: Average iteration counts for the GMRES solver preconditioned with an
inexact FSI preconditioner applied to the steady solution of the two-dimensional FSI
collapsible channel problem.
n (h) 7886 ( 1
12
) 31970 ( 1
24
) 72254 ( 1
36
) 128738 ( 1
48
)
Re = 50 0.63 3.04 8.41 17.09
Re = 100 0.84 3.29 9.40 19.15
Re = 200 - 7.03 10.29 21.45
Table 5.2: Average solution time (sec) for the GMRES solver preconditioned with an
inexact FSI preconditioner applied to the steady solution of the two-dimensional FSI
collapsible channel problem.
The iteration count grows very slightly with increasing problem size for steady
computations with Re = 50, 100 and unsteady computations with Re = 50, 100, 200.
In the steady simulation with Re = 200 the iteration count decreases with increasing
problem size; however, this trend may be slightly exaggerated because the solver fails
to converge on the coarsest grid (n = 7886), and the iteration count is surprisingly
high for the next coarsest grid (n = 31970). This is consistent with the behavior of
the LSC preconditioner for single-physics Navier Stokes problems (see Table 2.19 in
Section 2.3.2.2). The iteration count exhibits a moderate dependence on Re, another
characteristic inherited from the LSC preconditioner.
The solution time for this preconditioned solver show in Tables 5.2 and 5.4 exhibits
a near optimal scaling with respect to problem size in that it increases close to linearly
with problem size.
n (h) 7886 ( 1
12
) 31970 ( 1
24
) 72254 ( 1
36
) 128738 ( 1
48
)
Re = 50 14.6 15.8 16.3 17.1
Re = 100 15.6 16.1 16.7 17.2
Re = 200 - 17.6 18.4 18.8
Table 5.3: Average iteration counts for the GMRES solver preconditioned with an
inexact FSI preconditioner applied to the unsteady solution of the two-dimensional
FSI collapsible channel problem.
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n (h) 7886 ( 1
12
) 31970 ( 1
24
) 72254 ( 1
36
) 128738 ( 1
48
)
Re = 50 0.48 2.42 5.97 11.91
Re = 100 0.49 2.55 6.83 13.48
Re = 200 - 2.84 7.38 15.13
Table 5.4: Average solution time (sec) for the GMRES solver preconditioned with an
inexact FSI preconditioner applied to the unsteady solution of the two-dimensional
FSI collapsible channel problem.
5.1.3.2 FSI Channel with Leaflet Problem
Next we consider the performance of GMRES preconditioned with the inexact im-
plementation of the FSI preconditioner (Preconditioner 5.1) for the FSI channel with
leaflet problem discussed in Section 5.1.1.2 for a domain of size Lup = 1, Ldown = 3
and Hleaflet =
1
2
. We discretise the domain with a uniform grid of square elements
and solve the problem for three Reynolds numbers with Q = 2 × 10−7. We perform
the computation in two steps:
1. Perform a sequence of steady solves to increment Re in steps of ∆Re = 25 to
the target Reynolds number Re = 50, 100, 200. The convergence data for the
target Re are reported as the steady result.
2. Then we perform an unsteady computation with dt = 1
40
over one period of
pulsatile inflow and report average GMRES iteration counts and solution times.
Figure 5.4 shows representative plots of steady and unsteady flow fields. In the
steady computation we observe a finite deformation of the leaflet and a recirculation
downstream from the leaflet. In the unsteady computation, t = 1
4
T and t = 3
4
T
correspond to maximum and minimum flow rates, respectively. At t = 1
4
T , the
recirculation region downstream of the leaflet has been shed and in t = T the recircu-
lation region has split into two seperate vortices. Streamlines are instantaneous and
therefore streamlines that pass through the wall indicate wall motion.
Tables 5.5 and 5.6 present the iteration counts and solution times for steady
solve phases, and Tables 5.7 and 5.8 present the corresponding iteration counts and
solution times for the unsteady solve phase. The performance of the preconditioner
for this problem is comparable to its performance for the FSI collapsible channel
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Figure 5.4: Plots of instantaneous velocities and pressures for the steady and unsteady
solution of the FSI channel with leaflet problem for Re = 200, Q = 2× 10−3.
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n (h) 9007 ( 1
16
) 36423 ( 1
32
) 82271 ( 1
48
) 146551 ( 1
64
)
Re = 50 41.2 44.2 48.2 53.0
Re = 100 68.2 61.0 63.4 68.2
Re = 200 - - 88.6 85.5
Table 5.5: Average iteration counts for the GMRES solver preconditioned with an
inexact FSI preconditioner applied to the steady solution of the two-dimensional FSI
channel with leaflet problem.
n (h) 9007 ( 1
16
) 36423 ( 1
32
) 82271 ( 1
48
) 146551 ( 1
64
)
Re = 50 1.10 4.99 13.55 29.21
Re = 50 1.81 7.01 18.81 38.47
Re = 50 - - 27.74 53.45
Table 5.6: Average solution time (s) for the GMRES solver preconditioned with an
inexact FSI preconditioner applied to the steady solution of the two-dimensional FSI
channel with leaflet problem.
problem. The iteration counts for steady problems remain near mesh independent
while exhibiting a moderate dependence on the Reynolds number. Again the scaling
of solution time with the number of unknowns is near optimal.
5.1.3.3 Parallel Performance with Two Level Parallelisation
In Section 4.4 we introduced the two-level parallelisation optimisation for block-
diagonal preconditioners and demonstrated that it was only effective when used in
a preconditioner incorporating subsidiary preconditioners that scale sub-optimally
with respect to the number of processors.
In the previous section we demonstrated that for moderate values of the Reynolds
number, a block diagonal preconditioner with AMG subsidiary solvers is an effec-
tive approximate solver for the momentum subsidiary system. For higher values of
Reynolds number the AMG subsidiary solver is less effective and should be replaced
n (h) 9007 ( 1
16
) 36423 ( 1
32
) 82271 ( 1
48
) 146551 ( 1
64
)
Re = 50 15.3 17.2 17.9 18.2
Re = 100 20.6 21.1 18.0 21.0
Re = 200 - - 19.9 19.7
Table 5.7: Average iteration counts for the GMRES solver preconditioned with an
inexact FSI preconditioner applied to the unsteady solution of the two-dimensional
FSI channel with leaflet problem.
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n (h) 9007 ( 1
16
) 36423 ( 1
32
) 82271 ( 1
48
) 146551 ( 1
64
)
Re = 50 0.63 2.53 6.42 12.33
Re = 100 0.76 3.17 7.11 15.18
Re = 200 - - 8.24 15.58
Table 5.8: Average solution time (sec) for the GMRES solver preconditioned with an
inexact FSI preconditioner applied to the unsteady solution of the two-dimensional
FSI channel with leaflet problem.
Preconditioner 5.2 GMRES preconditioned with an inexact FSI preconditioner.
Krylov Method: GMRES (tolerance=10−8)
Preconditioner: Block Triangular FSI Preconditioner
- Navier Stokes Preconditioner: LSC
- Momentum Preconditioner: Block Diagonal
- Subsidiary Preconditioner: Direct Solver
- Pressure Poisson Preconditioner: AMG
- Coarsening: Falgout (strength=0.25)
- Smoothing: Hybrid Gauss Seidel (damping=1)
- Cycle: 2× V (1, 1)
- Solid Preconditioner: Direct Solver
with an exact subsidiary solver (even though it will scale sub-optimally). We will now
demonstrate that employing two-level parallelisation within the exact block diagonal
preconditioner leads to a significant decrease in solution time.
For this purpose we revisit the two-dimensional FSI collapsible channel problem
discussed in Section 5.1.1.1 with Re = 500, Q = 1 × 10−3, and report the average
solution time, average iteration count and peak memory usage for the first five Newton
solves in phase 2 of the steady simulation (where we collapse the channel by increasing
the external pressure). We precondition GMRES (convergence tolerance τ = 10−8)
with Preconditioner 5.2, which is based on Preconditioner 5.1, the key difference being
the use of a direct solver as the subsidiary preconditioner used to approximately solve
the momentum block within the block diagonal preconditioner.
As in Chapters 3 4, we evaluate the parallel under weak scaling, and therefore
a constant solution time, and peak memory usage per processor would be optimal.
Table 5.9 shows that the use of two-level preconditioning does not affect the iteration
counts. The use of a direct solver within this preconditioner obviously makes its sub-
optimal and this is shown clearly in the solution times in Table 5.10 – they increase
with the number of processors for both versions of the preconditioner, but use of
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p 1 2 4 8 16 32 64
Without Two-Level Parallelisation 61.2 - 41.8 38.3 36.0 38.8 42.5
With Two-Level Parallelisation - 50.8 41.7 38.4 36.1 38.7 42.8
Table 5.9: Iteration counts of the GMRES solver preconditioned with the FSI precon-
ditioner with and without two-level parallelisation of the block-diagonal momentum
system subsidiary block preconditioner applied to a two-dimensional FSI collapsible
channel test problem.
p 1 2 4 8 16 32 64
n (×103) 22 32 107 201 433 861 1737
Without Two-Level Parallelisation (s) 7 - 89 166 682 1546 2426
With Two-Level Parallelisation (s) - 9 65 71 199 766 1342
Table 5.10: Parallel solution time (sec) of the GMRES solver preconditioned with the
FSI preconditioner with and without two-level parallelisation of the block-diagonal
momentum system subsidiary block preconditioner applied to a two-dimensional FSI
collapsible channel test problem.
two-level parallelisation leads to a significant reduction on CPU time. Finally, Table
5.11 shows that the use of two-level parallelisation does not increase memory usage.
5.2 Preconditioning for [Pseudo-]Solid Problems
Subject to Prescribed Boundary Displacement
In this section we develop and analyse a preconditioner for [pseudo-]solid problems
that are subject to prescribed boundary displacement. We define the problem in
Section 5.2.1, introduce an exact block preconditioner in Section 5.2.2 and prove that
the spectrum of the corresponding preconditioned operator is bounded and tightly
clustered. In Section 5.2.3, we evaluate the performance of the preconditioner on
representative two and three-dimensional model problems and develop an inexact
p 1 2 4 8 16 32 64
Without Two-Level Parallelisation 250 - 306 318 464 628 982
With Two-Level Parallelisation - 335 306 318 444 619 952
Table 5.11: Peak memory usage per processor of the GMRES solver precondi-
tioned with the FSI preconditioner with and without two-level parallelisation of the
block-diagonal momentum system subsidiary block preconditioner applied to a two-
dimensional FSI collapsible channel test problem.
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Figure 5.5: Representative two-dimensional [pseudo-]solid problem in its a) unde-
formed and b) deformed configurations.
version of the preconditioner that is computationally optimal.
5.2.1 The Problem
Figure 5.5 shows a representative model problem; a unit square domain D parame-
terised with Lagrangian coordinates (ξ1, ξ2) where the upper boundary ∂Dpresc. (pa-
rameterised by ζ) is subject to a prescribed displacement Rpresc. while the other three
boundaries are fixed1. Noting that (ξ1, ξ2)|∂Dpresc. = (ξ1∂Dpresc.(ζ), ξ2∂Dpresc.(ζ)), we have
to enforce the constraint
R(ξ1∂Dpresc.(ζ), ξ
2
∂Dpresc.(ζ))−Rpresc. = 0. (5.21)
We enforce the displacement constraint by augmenting the equations of large dis-
placement elasticity (equation (2.63) in Section 2.2.1) with a Lagrange multiplier
term ∫
D
{
σijδγij + Λ
2∂
2R
∂t2
· δR
}
dD + δΠconstraint = 0, (5.22)
1Our discussion is based on that in Oomph-Lib’s documentation [47].
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(the traction and body force terms have been omitted as they are both zero in this
problem) where
Πconstraint =
∫
∂Dpresc
(
R(ξ1(ζ), ξ2(ζ))−Rpresc.(ζ)
) · ΓdS, (5.23)
and
dS =
∣∣∣∣dR(ξ1(ζ), ξ2(ζ))dζ
∣∣∣∣ dζ, (5.24)
is the differential of the arc-length along the domain boundary. The Lagrange multi-
plier Γ is the surface traction applied to ∂Dpresc which produces the required boundary
deformation.
We follow the discretisation of the elasticity equations described in Section 2.2.1.
The Lagrange multiplier terms are imposed on the boundary ∂Dpresc using Oomph-
Lib ’s FaceElements [51]. The Lagrange multiplier terms are boundary terms and
are therefore computed using shape functions one spatial dimension lower than the
solid elements. Attaching a FaceElement to the face of each solid element adjacent
to the boundary ∂Dpresc provides the Lagrange multiplier elements with access to
the solid element’s unknowns enabling equation (5.22) to be imposed. In a Lagrange
multiplier FaceElement, the i-th directional component of the Lagrange multiplier Γ
at local coordinate s is written
Γi(s) =
N∑
j=1
Lijψj(s), (5.25)
where N is the number of nodes on the face subject to Lagrange multiplier, Lij is the
i-th component of the Lagrange multiplier at node j, and ψj(s) is the corresponding
shape function at node j. In addition to making contributions to the solid element
residuals, the discrete components Lij are unknowns and therefore lead to additional
equations in the problem.
As usual, the solution of the resulting system of non-linear algebraic equations
with Newton’s method leads to a sequence of linear systems
J
[m]
PS δx
[m] = −r[m] (5.26)
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where J
[m]
PS is the Jacobian arising in the m-th Newton step. J
[m]
PS has saddle point
structure
J
[m]
PS =
 E[m] Cel
Cle
 l ne
l nl,
(5.27)
where E[m] is the tangent stiffness matrix which is identical to the Jacobian of the
unconstrained system. The first block row in equation (5.27) corresponds to equation
(5.22) and the second block row corresponds to equation (5.23). We note that Cel =
Cle
T .
When solving the problem to compute node updates in FSI problems, we reset
the undeformed configuration for each Newton solve, forming a sequence of small
displacement problems and therefore the first tangent stiffness matrix E[1] in each
Newton solve is SPD.
5.2.2 The Preconditioner
The DOFs in the problem are the nodal coordinates and the components of the
Lagrange multiplier field Γ. We group the DOFs into x and y components, and further
subdivide the unknown nodal positions into those that lie on the boundary subject to
Lagrange multiplier constraints, and those that are not. This allows equations (5.26)
and (5.27) to be expressed in the block form
Exx Exx¯ Exy Exy¯
Ex¯x Ex¯x¯ Ex¯y Ex¯y¯ Mx
Eyx Eyx¯ Eyy Eyy¯
Ey¯x Ey¯x¯ Ey¯y Ey¯y¯ My
Mx
My


δx
δx¯
δy
δy¯
δγx
δγy

= −

rx
rx¯
ry
ry¯
rγx
rγy

l nx
l nx¯
l ny
l ny¯
l nx¯
l ny¯
(5.28)
where the vector x contains the x coordinates of the unknown nodal positions, the
vector y contains the y coordinates of the unknown nodal positions and γ contains
the Lagrange multiplier DOFs (For notational simplicity we have dropped the [m]
superscript for E). The over-bars denote the DOFs constrained by the Lagrange
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multiplier. Given the relationship between the nodal positions R and the Lagrange
multipliers Γ in equation (5.23), and given that both are discretised with the same
type of basis function, we conclude that the matrices Mx and My are mass matrices
due to their construction
∫
∂Dpresc
ψiψjds.
We propose an augmentation preconditioner [40, 41, 84] of the form
PPS =
 E + CLEW−1CLE
W
 . (5.29)
where W ∈ <nl×nl (nl = nx¯ + ny¯) is an arbitrary matrix that should be chosen
such that PPS is an effective preconditioner while ensuring that E + CLEW
−1CLE
is sparse. The resulting preconditioned operator is guaranteed to have at least ne
unit eigenvalues [40], and therefore the choice of W only impacts the remaining nl
eigenvalues. Augmentation preconditioners are just one type of preconditioner for
saddle-point problems, see reference [14] for a broad review.
Using the partitioning of equation (5.28), we choose
W =
 1σM2x
1
σ
M2y
 , (5.30)
where σ = ‖E‖∞ = maxi
∑n
j=1 |aij| is the infinity norm. This choice of W leads to an
augmentation matrix CLEW
−1CLE that is non-zero only on the diagonal, ensuring
that E + CLEW
−1CLE possesses the same sparsity pattern as E. Expressing the
preconditioner using the partitioning of equation (5.28) shows this
PPS =

Exx Exx¯ Exy Exy¯
Ex¯x Ex¯x¯ + σI Ex¯y Ex¯y¯
Eyx Eyx¯ Eyy Eyy¯
Ey¯x Ey¯x¯ Ey¯y Ey¯y¯ + σI
1
σ
M2x
1
σ
M2y

. (5.31)
Later in this section we will prove that the spectrum of the associated preconditioning
operator is bounded and show that preconditioning GMRES with this preconditioner
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leads to a constant iteration count. We define the following short notation for this
preconditioner
PPS =
 E¯
W
 , (5.32)
where E¯ = E+CLEW
−1CLE is the augmented elasticity system. This preconditioner
is block diagonal and therefore requires the solution of a linear problem involving
the augmented elasticity system E¯ and solution of a linear system involving W . The
system W defined in equation (5.30) is block diagonal and we solve each linear system
by twice solving systems involving mass matrices. For example, the system M2xu = v
is solved by first solving Mxw = v and then Mxu = w. This has two advantages;
firstly we do not have to perform the matrix-matrix product to form M2x and M
2
y ,
and secondly we can use existing optimal solvers for the mass matrices.
5.2.2.1 Spectral Properties of the Preconditioned Operator
In this section we analyse the preconditioned operator PPS
−1JPS with the aim of
finding the bounds of the spectrum and and identifying distinct clusters of eigenvalues.
In Section 2.1 we provided an overview of some convergence theories for Krylov
methods and we concluded that a good preconditioner should yield a preconditioned
operator that contains very few (and ideally one) distinct clusters of eigenvalues where
each cluster is tightly bounded away from the origin.
From equation (5.28) we group the DOFs into three groups; elasticity DOFs
not subject to Lagrange multiplier (x, y) are labelled i, elasticity DOFs subject to
Lagrange multiplier (x¯, y¯) are labelled b, and Lagrange multiplier DOFs (γx, γy) are
labelled l. The eigenvalues of the preconditioned operator are determined by the
generalised eigenvalue problem
Eii Eib
Ebi Ebb M
M


wi
wb
wl
 = λ

Eii Eib
Ebi Ebb + σI
1
σ
M2


wi
wb
wl

l ni
l nb
l nb
, (5.33)
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where
Eii =
 Exx Exy
Eyx Eyy
 , (5.34)
Eib =
 Exx¯ Exy¯
Eyx¯ Eyy¯
 , (5.35)
Ebi =
 Ex¯x Ex¯y
Ey¯x Ey¯y
 , (5.36)
Ebb =
 Ex¯x¯ Ex¯y¯
Ey¯x¯ Ey¯y¯
 , (5.37)
M =
 Mx
My
 , (5.38)
ni = nx + ny and nb = nx¯ + ny¯.
Multiplying equation (5.33) from the left by P−1PS , using the identity
2
P−1PS =

I σS−1ii EibE
−1
bb U
U
I


S−1ii −S−1ii EibE−1bb
−S−1bb EbiE−1ii S−1bb
σM−2
 , (5.39)
where Sbb = Ebb−EbiE−1ii Eib and Sii = Eii−EibE−1bb Ebi are Schur complements of E,
and U = (I + σS−1bb )
−1, yields
I σS−1ii EibE
−1
bb U S
−1
ii EibE
−1
bb (σUS
−1
bb − I)M
U US−1bb M
σM−1


wi
wb
wl
 = λ

wi
wb
wl
 , (5.40)
The upper-block triangular form with an identity matrix in the top left shows that the
preconditioned operator has ni eigenvalues equal to 1. To characterise the remaining
eigenvalues of the preconditioned operator we need only characterise the eigenvalues
of  (I + σS−1bb )−1 (I + σS−1bb )−1S−1bb M
σM−1
 wb
wl
 = λ
 wb
wl
 . (5.41)
2The top-left 2× 2 block of the second term of the identity for P−1PS is E−1 - this will be helpful
later when we compute P−1PSJPS . To construct the identity, multiply PPS on the left by the second
term in the identity, this will lead to an upper triangular matrix, which is inverted to obtain the
first term.
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Substituting the second block row (wl =
σ
λ
M−1wb) of equation (5.41) into the first
row yields
wb +
σ
λ
S−1bb wb = λwb + λσS
−1
bb wb, (5.42)
which reveals the existence of a number of further unit eigenvalues. The remaining
(non-unit) eigenvalues satisfy
Sbbwb = −σ1 + λ
λ
wb (5.43)
which shows that the nb non-unit eigenvalues λ of P
−1
PSJPS are related to the eigen-
values λSbb of the Schur complement Sbb via
λ = − σ
σ + λSbb
. (5.44)
Further analysis of the spectrum of the preconditioned operator is possible when
E[m] is SPD. This condition is only met exactly for the first Newton step, m = 1.
We continue our analysis under the assumption that E[m] is SPD. In reference [98],
Smith proved that the eigenvalues of a Schur complement (Sbb in this problem) of
a Hermitian semi-definite matrix interlace the eigenvalues of the grand matrix (E
in this problem). This implies that the spectrum of the Schur complement Sbb is
bounded by
0 < λSbb ≤ ‖E[m]‖∞. (5.45)
Substituting these bounds into equation (5.44) with σ = ‖E[m]‖∞ allows the complete
characterisation of the preconditioned operator
λ = 1 × ni + nb
−1 < λ ≤ −1
2
× nb.
(5.46)
The majority of the eigenvalues are λ = 1, and only a small number of eigenvalues
are in the interval between −1 and −1
2
. If E[m] is not SPD (as will be the case in
subsequent Newton steps), there will still be nb+ni eigenvalues equal to one, however
the second bound of equation (5.46) will not apply due to requirement that E[m]
is Hermitian semi-definite. Given that we solve a sequence of small displacement
problem, one would expect the subsequent E[m] (m > 1) matrices in the Newton
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iteration to be similar to E[1], retaining the performance of this preconditioner. This
will be bourne out in the results in Tables 5.12 and 5.13 in the next section.
The cluster of unit eigenvalues of multiplicity ni+nb is consistent with the general
result presented in reference [40] for augmentation preconditioners where E is SPD.
In the context of the pseudo-solid problem, our novel contribution is the choice of W
which ensures that the non-unit eigenvalues are bounded and clustered.
Finally we show why the scaling σ = ‖E[m]‖∞ is required. If we had chosen no
scaling (i.e. σ = 1) then equation (5.46) would be replaced with
λ = 1 × ni + nb
−1 < λ < − 1
1+max(λSBB )
< 0 × nb.
(5.47)
which is not as tight as the bounds in equation (5.46) and is likely to be mesh
dependent due to the λSBB term.
This analysis can be repeated for a three-dimensional problem by replacing equa-
tions (5.34) to (5.38) with their three-dimensional analogues. The subsequent results
of equations (5.44) and (5.46) are identical. This is because these results are in terms
of the number of nodal position DOFs not subject to Lagrange multiplier ni and the
number of elastic DOFs subject to Lagrange multipliers nb.
5.2.3 Numerical Evaluation of the Preconditioner
In this section we will evaluate the performance of the preconditioner for two and
three-dimensional problems and describe the development of an optimal implementa-
tion. As usual we wish to demonstrate that the iteration counts are mesh independent
and independent of both the domain shape and the problem parameters, here Pois-
son’s ratio ν.
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Figure 5.6: Three steps from the two-dimensional pseudo-solid test problem sequence
for a) (α = 0 → 0.1), b) (α = 0.5 → 0.6) and c) (α = 0.9 → 1). The red mesh
represents the undeformed configuration, and the blue mesh represents the deformed
solution.
5.2.3.1 A Two-Dimensional Test Problem
We begin with the two-dimensional test problem of a unit square subject to a bound-
ary displacement
Rpresc. =
 (1− α)ζ + α (4(ζ3 − ζ2) + ζ)
1 + α(2ζ2 − ζ3)
 (5.48)
prescribed on the upper wall (y = 1) where ζ is boundary coordinate in the unde-
formed configuration and α = 0 corresponds to zero deformation. We evaluate the
performance of this preconditioner for a sequence of (small) displacement problems;
starting at α = 0, we increment α by 0.1, solve the resulting problem, reset the unde-
formed configuration, and repeat until α = 1. In Figure 5.6 we illustrate three steps
from this sequence for a) (α = 0→ 0.1), b) (α = 0.5→ 0.6) and c) (α = 0.9→ 1).
Performance of the Exact Preconditioner We initially consider the perfor-
mance of GMRES (convergence tolerance τ = 10−8) preconditioned with the exact
version of the pseudo-solid preconditioner in which we solve all subsidiary linear sys-
tems with a direct solver as specified in Preconditioner 5.3.
Table 5.12 shows the average number of GMRES iterations as a function of the
problem size and Poisson ratio, for the initial step in the sequence (denoted a) in
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Preconditioner 5.3 The exact pseudo-solid preconditioner.
Preconditioner: Pseudo-Solid
- Augmented Elasticity Preconditioner: Direct Solver
- Mass Matrix Preconditioner: Direct Solver
n (h) 19998 ( 1
25
) 79998 ( 1
50
) 319998 ( 1
100
)
ν = 0.1 8.2 8.2 8.2
ν = 0.2 8.0 8.0 8.0
ν = 0.3 8.0 8.0 8.2
ν = 0.4 8.2 8.2 8.2
Table 5.12: Iteration counts as a function of problem size (n) and Poisson’s ratio
(ν) for the GMRES solver preconditioned with the exact pseudo-solid preconditioner
applied to the two-dimensional pseudo-solid test problem.
Figure 5.6). The iteration count is low and mesh-independent with a very mild
dependence on Poisson’s ratio. Table 5.13 shows the GMRES iteration count as a
function of problem size and domain shape for the three problems illustrated in Figure
5.6 with Poisson ratio fixed at ν = 0.1. The iteration count is mesh-independent with
a mild dependence on domain shape.
In equation 5.46 we presented the bounds on the spectrum of the preconditioned
operator PPS
−1JPS for the first step of a Newton iteration. These bounds do not
apply to subsequent Newton steps because the elasticity system E is no longer SPD.
In Table 5.14 we present the maximum and minimum real and imaginary components
of the eigenvalues from all Newton steps for domain a) (α = 0 → 0.1) for ν = 0.1.
Although the analytical bounds do not apply the eigenvalues remain tightly bounded
in the real plane and small in the imaginary plane. The bounds of the imaginary
component of the eigenvalues appear to exhibit a mild h dependence.
n (h) 19998 ( 1
25
) 79998 ( 1
50
) 319998 ( 1
100
)
a) α = 0→ 0.1 8.2 8.2 8.2
b) α = 0.5→ 0.6 9.5 9.7 9.7
c) α = 0.9→ 1 11.0 11.0 11.0
Table 5.13: Iteration counts as a function of problem size (n) and domain shape for
the GMRES solver preconditioned with the exact pseudo-solid preconditioner applied
to the two-dimensional pseudo-solid test problem.
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n (h) 510 (1
2
) 2046 (1
4
) 4606 (1
6
) 8190 (1
8
)
nl 30 62 94 126
min(<(λ)) -0.9919 -0.9963 -0.9976 -0.9983
max(<(λ)) -0.7908 -0.8004 -0.8043 -0.8064
min(=(λ)) 0 0 -0.00005 -0.00008
max(=(λ)) 0 0 0.00005 0.00008
Table 5.14: Spectral bounds of the non-unit eigenvalues of the exact preconditioned
operator for the pseudo-solid problem with ν = 0.1 and α = 0→ 0.1.
Development of an Inexact Preconditioner We will now develop an inexact
version of the pseudo-solid preconditioner which retains the constant iteration count,
but has optimal computational cost. Specifically, we seek optimal-cost inexact solvers
for the augmented tangent stiffness matrix and the mass matrix systems.
The augmentation of the elasticity tangent stiffness matrix affects just a very small
subset of diagonal coefficients. In Section 2.2.2.2 we first demonstrated that a block
triangular approximation with AMG subsidiary solves was an effective preconditioner
for non-linear elasticity systems. We therefore employ the same methodology in the
pseudo-solid context.
We first consider a block upper triangular preconditioner, expressed in matrix
form
PPS =

Exx Exx¯ Exy Exy¯
Ex¯x Ex¯x¯ + σI Ex¯y Ex¯y¯
Eyy Eyy¯
Ey¯y Ey¯y¯ + σI
1
σ
M2x
1
σ
M2y

(5.49)
for which we solve the subsidiary systems corresponding to the two displacement
components  Exx Exx¯
Ex¯x Ex¯x¯ + σI
 (5.50)
and  Eyy Eyy¯
Ey¯y Ey¯y¯ + σI
 (5.51)
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Preconditioner 5.4 The intermediate inexact pseudo-solid preconditioner #1 in
which the augmented elasticity system is preconditioned with an exact block trian-
gular approximation.
Preconditioner: Pseudo-Solid
- Augmented Elasticity Preconditioner: Upper Block Triangular
- Subsidiary Preconditioner: Direct Solver
- Mass Matrix Preconditioner: Direct Solver
n (h) 19998 ( 1
25
) 79998 ( 1
50
) 319998 ( 1
100
)
ν = 0.1 19.5 19.2 19.2
ν = 0.2 20.7 20.7 20.7
ν = 0.3 22.6 22.8 23.0
ν = 0.4 29.8 30.4 31.4
Table 5.15: Iteration counts as a function of problem size (n) and Poisson’s ratio
(ν) for the GMRES solver preconditioned with the intermediate inexact pseudo-solid
preconditioner #1 applied to the two-dimensional pseudo-solid test problem.
using direct solvers as specified in Preconditioner 5.4.
We analyse its convergence characteristics in Tables 5.15 and 5.16. The iteration
count is constant with respect to problem size, however the dependence on Poisson’s
ratio and domain shape first observed in Tables 5.12 and 5.13 has increased slightly.
The next step is to solve the augmented elasticity subsidiary systems using AMG,
utilising the parameters presented in Section 2.2.2.2 to construct Preconditioner 5.5.
The corresponding GMRES iteration counts are presented in Tables 5.17 and
5.18. The inclusion of AMG makes little difference to the iteration counts except for
problems with large Poisson ratios (ν = 0.4) or highly deformed domains (geometry
C); in these cases the iteration count increases very slightly with respect to problem
size.
Having developed an optimal preconditioner for the augmented elasticity system,
we next consider the linear systems involving mass matrices Mx and My. In reference
n (h) 19998 ( 1
25
) 79998 ( 1
50
) 319998 ( 1
100
)
a) α = 0→ 0.1 19.5 19.2 19.2
b) α = 0.5→ 0.6 22.2 22.2 22.2
c) α = 0.9→ 1 24.0 24.0 24.0
Table 5.16: Iteration counts as a function of problem size (n) and domain shape
for the GMRES solver preconditioned with the intermediate inexact pseudo-solid
preconditioner #1 applied to the two-dimensional pseudo-solid test problem.
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Preconditioner 5.5 The intermediate inexact pseudo-solid preconditioner #2.
Preconditioner: Pseudo-Solid
- Augmented Elasticity Preconditioner: Upper Block Triangular
- Subsidiary Preconditioner: AMG
- Coarsening: Ruge-Stu¨ben (strength=0.25)
- Smoothing: Gauss-Seidel (damping=1)
- Cycle: 2× V (1, 1)
- Mass Matrix Preconditioner: Direct Solver
n (h) 19998 ( 1
25
) 79998 ( 1
50
) 319998 ( 1
100
)
ν = 0.1 19.5 19.5 20.0
ν = 0.2 21.0 21.0 21.2
ν = 0.3 23.0 23.8 24.2
ν = 0.4 30.2 31.6 33.2
Table 5.17: Iteration counts as a function of problem size (n) and Poisson’s ratio (ν)
for the GMRES solver preconditioned with the inexact pseudo-solid preconditioner
#2 applied to the two-dimensional pseudo-solid test problem.
n (h) 19998 ( 1
25
) 79998 ( 1
50
) 319998 ( 1
100
)
a) α = 0→ 0.1 19.5 19.5 20.0
b) α = 0.5→ 0.6 23.2 24.0 24.5
c) α = 0.9→ 1 27.5 30.0 33.0
Table 5.18: Iteration counts as a function of problem size (n) and domain shape
for the GMRES solver preconditioned with the intermediate inexact pseudo-solid
preconditioner #2 applied to the two-dimensional pseudo-solid test problem.
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Preconditioner 5.6 The inexact pseudo-solid preconditioner.
Preconditioner: Pseudo Solid
- Augmented Elasticity Preconditioner: Upper Block Triangular
- Subsidiary Preconditioner: AMG
- Coarsening: Ruge-Stu¨ben (strength=0.25)
- Smoothing: Gauss-Seidel (damping=1)
- Cycle: 2× V (1, 1)
- Mass Matrix Preconditioner: CG (4 iterations)
- Inner Iteration Preconditioner: Diagonal
n (h) 19998 ( 1
25
) 79998 ( 1
50
) 319998 ( 1
100
)
ν = 0.1 19.5 19.5 20.0
ν = 0.2 21.2 21.2 21.2
ν = 0.3 23.4 23.8 24.2
ν = 0.4 30.4 31.6 33.2
Table 5.19: Iteration counts as a function of problem size (n) and Poisson’s ratio (ν)
for the GMRES solver preconditioned with the inexact pseudo-solid preconditioner
applied to the two-dimensional pseudo-solid test problem.
[107], Wathen proved that CG preconditioned with a diagonal preconditioner was
an optimal solver for such linear systems; we therefore solve Mx and My using four
iterations of diagonal preconditioned CG. CG is a non-constant preconditioner and
therefore theoretically we should use FGMRES [88] for the outer Krylov solver. How-
ever as we will discover in this and all successive sections, four iterations was sufficient
to solve the subsidiary linear systems to a degree of accuracy that ensures that GM-
RES converges. Including this subsidiary preconditioner completes the development
of the optimal inexact preconditioner specified in Preconditioner 5.6.
The performance of the GMRES preconditioned solver with this inexact precon-
ditioner is documented in Tables 5.19 and 5.20. The addition of the optimal solver
for M has an insignificant effect on the iteration count.
n (h) 19998 ( 1
25
) 79998 ( 1
50
) 319998 ( 1
100
)
a) α = 0→ 0.1 19.5 19.5 20.0
b) α = 0.5→ 0.6 23.2 24.0 24.5
c) α = 0.9→ 1 27.7 30.0 33.7
Table 5.20: Iteration counts as a function of problem size (n) and domain shape
for the GMRES solver preconditioned with the inexact pseudo-solid preconditioner
applied to the two-dimensional pseudo-solid test problem.
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n (h) 19998 ( 1
25
) 79998 ( 1
50
) 319998 ( 1
100
)
ν = 0.1 (s) 0.91 4.49 22.26
ν = 0.2 (s) 0.95 4.79 22.87
ν = 0.3 (s) 1.21 6.55 29.50
ν = 0.4 (s) 1.47 8.16 39.84
Table 5.21: Solution time (sec) as a function of problem size (n) and Poisson’s ratio
(ν) for the GMRES solver preconditioned with the inexact pseudo-solid precondi-
tioner applied to the two-dimensional pseudo-solid test problem.
n (h) 19998 ( 1
25
) 79998 ( 1
50
) 319998 ( 1
100
)
a) α = 0→ 0.1 (s) 0.91 4.49 22.26
b) α = 0.5→ 0.6 (s) 1.05 5.45 26.98
c) α = 0.9→ 1 (s) 1.25 6.89 37.36
Table 5.22: Solution time (sec) as a function of problem size (n) and domain shape for
the GMRES solver preconditioned with the exact pseudo-solid preconditioner applied
to the two-dimensional pseudo-solid test problem.
Tables 5.21 and 5.22 present the solution time for this inexact solver; it is near
optimal in solution time for the problem parameters which exhibited a constant it-
eration count, and otherwise we observe some sub-optimality due to the increasing
iteration count.
5.2.3.2 A Three-Dimensional Test Problem
In this section we evaluate the performance of the inexact preconditioner for the
three-dimensional analog of the two dimensional problem (presented in Figure 5.6);
a unit cube with a displacement
Rpresc. =

(1− α)ζ1 + α (4(ζ31 − ζ21 ) + ζ1)
1 + α(2ζ21 − ζ31 )
ζ2
 (5.52)
prescribed on the upper surface (z = 1). The boundary coordinates (ζ1, ζ2) parame-
terise the upper face and are parallel to x and y in the undeformed configuration. As
with the two-dimensional problem, α = 0 corresponds to the case of no deformation.
Figure 5.7 shows the displacement obtained for α = 1.
Table 5.23 shows the iteration count as a function of problem size and Poisson
ratio for α = 0 → 0.1; the iteration count is approximately constant with respect
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Figure 5.7: Three dimensional pseudo-solid test problem (α = 1).
n (h) 1323 (1
4
) 11475 (1
8
) 39675 ( 1
12
) 95139 ( 1
16
) 187083 ( 1
20
)
ν = 0.1 15.5 16.2 16.7 16.7 17.0
ν = 0.2 16.5 17.7 17.7 17.2 17.2
ν = 0.3 18.7 19.0 19.2 19.2 19.7
ν = 0.4 23.2 24.5 25.2 25.4 24.6
Table 5.23: Iteration counts as a function of problem size (n) and Poisson’s ratio (ν)
for the GMRES solver preconditioned with the inexact pseudo-solid preconditioner
applied to the three-dimensional pseudo-solid test problem.
to problem size for all Poisson ratios tested. In Table 5.24 we present the iteration
counts as a function of problem size and domain shape for ν = 0.1 for three differ-
ent domains. Again the iteration count is approximately mesh independent for all
geometries considered.
We report the corresponding solution times in Tables 5.25 and 5.26. As already
illustrated in Section 2.2.2.2, AMG does not scale well for small three-dimensional
problems, and we observe this again in these results. However for the larger problems,
the scaling is near-optimal.
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n (h) 1323 (1
4
) 11475 (1
8
) 39675 ( 1
12
) 95139 ( 1
16
) 187083 ( 1
20
)
α = 0→ 0.1 15.50 16.25 16.75 16.75 17.0
α = 0.5→ 0.6 17.25 18.33 18.33 19.00 19.00
α = 0.9→ 1 18.50 19.33 19.33 20.00 20.33
Table 5.24: Iteration counts as a function of problem size (n) and domain shape
for the GMRES solver preconditioned with the inexact pseudo-solid preconditioner
applied to the three-dimensional pseudo-solid test problem.
n (h) 1323 (1
4
) 11475 (1
8
) 39675 ( 1
12
) 95139 ( 1
16
) 187083 ( 1
20
)
ν = 0.1 (s) 0.11 1.43 6.75 18.63 39.06
ν = 0.2 (s) 0.12 1.49 6.97 18.81 39.32
ν = 0.3 (s) 0.13 1.54 7.34 20.18 42.84
ν = 0.4 (s) 0.14 1.86 9.09 25.92 53.82
Table 5.25: Solution time (sec) as a function of problem size (n) and Poisson’s ratio
(ν) for the GMRES solver preconditioned with the inexact pseudo-solid precondi-
tioner applied to the three-dimensional pseudo-solid test problem.
n (h) 1323 (1
4
) 11475 (1
8
) 39675 ( 1
12
) 95139 ( 1
16
) 187083 ( 1
20
)
α = 0→ 0.1 (s) 0.11 1.43 6.75 18.63 39.06
α = 0.5→ 0.6 (s) 0.12 1.55 7.36 21.02 43.78
α = 0.9→ 1 (s) 0.12 1.60 7.69 22.20 46.73
Table 5.26: Solution time (sec) as a function of problem size (n) and domain shape
for the GMRES solver preconditioned with the inexact pseudo-solid preconditioner
applied to the three-dimensional pseudo-solid test problem.
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5.3 Preconditioning for FSI Problems with Pseudo-
Solid Node-Updates
In this section we describe a new optimal preconditioner for FSI problems with
pseudo-solid node updates of the fluid mesh. In Section 5.3.1 we describe the pseudo-
solid node update procedure and define the linear systems that arise from the New-
ton linearisation of such FSI problems. Following this, in Section 5.3.2, we derive
the new preconditioner. Finally, in Section 5.3.3, we describe an optimal implemen-
tation of the preconditioner and report the performance for representative two and
three-dimensional problems.
5.3.1 Problem Formulation
In this section we describe the pseudo-solid node update technique which incorporates
the pseudo-solid problem of Section 5.2.1 into a monolithically coupled FSI problem.
The pseudo-solid technique involves constructing an elastic body coincident with
the fluid domain; we refer to this elastic body as the pseudo-solid. Where the position
of the boundary of the fluid domain is fixed, the pseudo-solid boundary is also fixed,
however where the fluid domain boundary is a moving wall the pseudo-solid boundary
is attached to that wall with Lagrange multipliers.
We will formulate this technique using the two-dimensional FSI collapsible chan-
nel problem defined in Section 5.1.1.1. The problem comprises a two-dimensional
channel, with Poiseuille flow imposed at the upstream end and a section of the upper
wall replaced with a thin elastic wall which is loaded by the fluid traction and an
external pressure.
Figure 5.8 illustrates the pseudo-solid components of this problem. The fluid
domain is labeled D with complete boundary ∂D. The segment of boundary adjacent
to elastic wall is ∂Dw. We parameterise this domain with Lagrangian coordinates
ξ1, ξ2 and parameterise the wall with the Lagrangian coordinate ζ. The position of a
material point in the pseudo-solid is then prescribed by the vector R(ξ1, ξ2) and the
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Figure 5.8: Sketch of a pseudo-solid FSI collapsible channel problem.
position of a material point on the center-line of the wall with Rw(ζ).
To ensure that the deformation of the fluid domain follows the deformation of
the elastic wall, we employ the Lagrange multiplier method discussed in the previous
section and augment the solid equations by
Πconstraint =
∫
∂Dw
(
R(ξ1(ζ), ξ2(ζ))−Rw(ζ)
) · ΓdS, (5.53)
where the vector Γ contains the Lagrange multiplier unknowns. A key difference
to the case considered in Section 5.2 is that the prescribed displacement (given by
Rpresc in equation (5.23)) is now determined by the position of the elastic boundary,
described by Rw which is an unknown.
For the pseudo-solid unknowns to be the nodal positions in the fluid mesh, we
requires a one-to-one correspondence between pseudo-solid elements and fluid ele-
ments. Oomph-Lib provides a wrapper element, PseudoSolidNodeUpdateElement,
which contains a pseudo-solid element and a fluid element, constructed so that they
satisfy this constraint.
Apart from the pseudo-solid node updates, the formulation and discretisation
of FSI problems follows the discussion of Section 5.1.1.1. At this stage we do not
specify the underlying equations for the “real” solid; because it is not necessary
for the derivation of the preconditioner. Indeed, in Section 5.3.3 we will evaluate
the performance of the preconditioner in FSI problems in which the “real” solid is
described by the equations of shell theory and by three-dimensional solid mechanics.
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5.3.1.1 Structure of the Linear Systems
The linear system arising from the Newton linearisation of the FSI problem with
pseudo-solid node updates has the form
F Cfe
Csf S Cse
E Cel
Cls Cle


δf
δs
δe
δl

= −

rf
rs
re
rl

l nf
l ns
l ne
l nl
, (5.54)
where f denotes Navier-Stokes (fluid) unknowns (both velocities and pressure), s
represents “real” solid unknowns, e are pseudo-solid unknowns and l are the Lagrange
multiplier unknowns. The problem contains three “single-physics” Jacobian matrices:
• F - Navier-Stokes Jacobian.
• S - “Real” solid Jacobian,
•
 E Cle
Cel
 - Pseudo-solid Jacobian.
and four coupling matrices:
• Cfe - This matrix represents the effect of the pseudo-solid unknowns (the nodal
positions in the fluid mesh) on the discretised Navier Stokes equations. The
matrix therefore contains the so-call shape-derivatives.
• Csf - Represents the action of the fluid traction (pressure and shear stresses,
which depend of the velocity gradient) on the wall of the “real” solid.
• Cse - This matrix represents the effect of the pseudo-solid unknowns (the nodal
positions in the fluid mesh) on the “real” solid equations. This interaction arises
through the viscous stresses which involve gradients of the fluid velocities and
are therefore affected by changes in the position of the fluid elements.
• Cls - This matrix arises through the dependence of the equation determining
the Lagrange multipliers (equation (5.53)) on the boundary displacement of the
“real” solid.
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5.3.2 Derivation of the Exact Pseudo-Solid FSI Precondi-
tioner
To derive a preconditioner for the pseudo-solid FSI Jacobian
JFSI =

F Cfe
Csf S Cse
E Cel
Cls Cle

, (5.55)
it is natural to replace the pseudo-solid subsidiary system (equation (5.27)) E Cel
Cle
 , (5.56)
with the pseudo-solid preconditioner defined in equation (5.32) E¯
W
 , (5.57)
to derive the pseudo-solid FSI preconditioner
PFSI =

F Cfe
Csf S Cse
E¯
Cls W

. (5.58)
Permuting PFSI with the permutation matrix
Y =

Ine
Inf
Ins
Inl

, (5.59)
where I∗ is an ∗ × ∗ identity matrix, yields
Y PFSIY
T =

E¯
Cfe F
Cse Csf S
Cls W

, (5.60)
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which reveals a lower block triangular structure. The application of the preconditioner
therefore requires the solution of four subsidiary linear systems involving the matrices
E¯, F , S and W and four matrix-vector products with Cfe, Cse, Csf and Cls. The
ability to permute this system to lower block triangular form is the fortuitous result
of replacing the saddle-point pseudo-solid system (equation (5.56)) with the block
diagonal pseudo-solid preconditioner (equation (5.57)).
We assess the quality of the preconditioner by analysing the spectrum of the
preconditioned matrix P−1FSI JFSI . For this purpose we split the FSI Jacobian defined
in equation (5.54) into 2× 2 sub-blocks,
JFSI =
 J11 J12
J21 J22
 =

F Cfxi Cfxb
Csf S Csxi Csxb
Eii Eib
Ebi Ebb M
Cls M

l nf
l ns
l ne − nl
l nl
l nl
, (5.61)
where we have sub-divided the pseudo-solid degrees of freedom (representing the
nodal positions in the fluid mesh) into constrained and unconstrained values (iden-
tified by the subscripts b and i, respectively), and M is defined in equation (5.38).
Using this sub-division, we rewrite the FSI preconditioner (5.58) as
PFSI =
 J11 J12
J21 J22 + V
 , (5.62)
where
V =
 σI −M
−M 1
σ
M2
 . (5.63)
This allows the preconditioned matrix P−1FSIJFSI to be written as
P−1FSIJFSI =
 I S−111 J12J−122 V (S22 + V )−1S22
(S22 + V )
−1S22
 , (5.64)
where S22 = J22 − J21J−111 J12 is the Schur complement associated with the block
J22. The identity matrix in the top left block in equation (5.64) shows that the
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preconditioned matrix P−1FSIJFSI has at least nf +ns +nx−nb unit eigenvalues, with
the remaining 2nb eigenvalues determined by the spectrum of (S22 + V )
−1S22.
Using the identity
(S22 + V )
−1 =
 (Sbb + σI)−1
σM−2ClsU(Sbb + σI)−1 σM−2
 , (5.65)
where Sbb = Ebb−EbiE−1ii Eib is the Schur complement associated with the block Ebb,
and
U = S−1(Csxb − CsfF−1Cfxb + (CsfF−1Cfxi − Csxi)E−1ii Eib) (5.66)
then shows that the remaining 2nb eigenvalues are determined by the eigenvalue
problem  R11 R12
R21 R22
 wb
wl
 = λ
 wb
wl
 , (5.67)
where
R11 = (Sbb + σI)
−1Sbb,
R12 = (Sbb + σI)
−1M,
R21 = σM
−2ClsU
(
(Sbb + σI)
−1Sbb − I
)
+ σM−1,
R22 = σM
−2ClsU(Sbb + σI)−1M.
Straightforward block elimination of (5.67) yields
(λ− λ2) 1
σ
Sbbwb =
(
(1− λ)M−1ClsU − (1− λ2)I
)
wb, (5.68)
which reveals the existence of further unit eigenvalues, with the remaining (at most
nb) non-unit eigenvalues determined by the generalised eigenvalue problem
Sbbwb =
σ
λ
(
M−1ClsU − (1 + λ)I
)
wb. (5.69)
We were not able to derive rigorous bounds on these few remaining eigenvalues and
will therefore employ numerical experiments to assess the quality of PFSI . However,
it interesting to note that for Q = 0 (which implies U = 0 because Csxi = 0, Csxb = 0
and Csf = 0), equation (5.69) is equivalent to equation (5.43) in the pseudo-solid
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case. Therefore, subject to the constraint that E is symmetric positive definite, the
non-unit eigenvalues of P−1FSIJFSI are also bounded by equation (5.46), suggesting
that for sufficiently weak fluid-structure interaction (small values of Q), these bounds
provide a good approximate characterisation of the spectrum of the preconditioned
matrix.
5.3.3 Numerical Evaluation of the Pseudo-Solid FSI Precon-
ditioner
We will evaluate the performance of the preconditioner for three representative prob-
lems.
5.3.3.1 FSI Channel with Leaflet Problem
We begin the evaluation of the pseudo-solid FSI preconditioner, by reporting its
performance in the solution of the FSI channel with leaflet problem defined in Section
5.3.3.1.
We discretise the fluid with Taylor-Hood Navier-Stokes elements (see Section
2.3.1), the elastic wall with Kirchoff-Love Hermite beam elements (see Section 5.1.1.1)
and the pseudo-solid subsidiary problem following Section 5.2.1. We utilise exactly
the same problem parameters as in Section 5.3.3.1 (Lup = 1, Ldown = 3, Q = 2×10−7)
and consider three Reynolds numbers Re = 50, 100, 200. In this and all subsequent
studies, we set the Poisson ratio for the pseudo-solid to ν = 0.1 – purely based on em-
pirical observations which show that this appears to yield the highest quality meshes
as the domain deforms. This choice also benefits the efficiency of the inexact pseudo-
solid preconditioner (Preconditioner 5.6) which was shown to be most efficient with
a low Poisson’s ratio (see Section 5.2.3).
Following the approach taken in previous sections we begin by reporting the per-
formance of an exact implementation of the preconditioner (Preconditioner 5.7) in
which each subsidiary linear system is solved with a direct solver. Then we replace
exact subsidiary preconditioners with inexact preconditioners to construct an optimal
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Preconditioner 5.7 The exact pseudo-solid FSI preconditioner.
Preconditioner: Pseudo-Solid FSI
- Pseudo-Solid Preconditioner: Exact
- Navier-Stokes Preconditioner: Direct Solver
- Solid Preconditioner: Direct Solver
n (h) 38724 ( 1
24
) 155784 ( 1
48
) 351180 ( 1
72
) 624912 ( 1
96
)
Re = 50 6.7 7.5 8.2 8.3
Re = 100 6.5 6.7 7.5 8.7
Re = 200 7.3 7.0 8.5 8.5
Table 5.27: Iteration counts for the GMRES solver preconditioned with the exact
pseudo-solid FSI preconditioner applied to the steady solution of the two-dimensional
FSI channel with leaflet problem.
pseudo-solid FSI preconditioner.
Exact Preconditioning Tables 5.27 and 5.28 show the GMRES iteration counts
(convergence tolerance of τ = 10−8) for steady and unsteady simulations. The iter-
ation count is remarkably low, independent of Reynolds number, with a very mild
mesh dependence.
Next we analyse the spectrum of the preconditioned operator (P−1FSIJFSI) for a
steady simulation with Re = 50 and Q = 2×10−7. We exported the relevant matrices
from Oomph-Lib and computed the eigenvalues using Matlab. In Section 5.3.2 we
demonstrated there would be at least nf + ns eigenvalues equal to one.
The examination of the Matlab generated spectrum shows that in this problem
this is overly pessimistic and there are in fact nf +ns +ne unit eigenvalues. In Table
5.29, we present the maximum and minimum real and imaginary parts of the nl non-
unit eigenvalues from all Newton steps. This shows that the eigenvalues remain in a
small bounded region of the complex plane. The bounds have a very weak dependence
n (h) 38724 ( 1
24
) 155784 ( 1
48
) 351180 ( 1
72
) 624912 ( 1
96
)
Re = 50 7.3 7.6 7.8 8.0
Re = 100 7.2 7.5 7.7 8.2
Re = 200 7.4 7.9 8.2 8.5
Table 5.28: Iteration counts for the GMRES solver preconditioned with the ex-
act pseudo-solid FSI preconditioner applied to the unsteady solution of the two-
dimensional FSI channel with leaflet problem.
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n (h) 1014 (1
2
) 4204 (1
4
) 9570 (1
6
) 17112 (1
8
)
nl 14 30 46 62
min(<(λ)) -0.9722 -0.9861 -0.9907 -0.9932
max(<(λ)) -0.8345 -0.8356 -0.8356 -0.8354
min(=(λ)) -0.0015 -0.0035 -0.0032 -0.0025
max(=(λ)) 0.0015 0.0035 0.0032 0.0025
Table 5.29: Spectral bounds of the non-unity eigenvalues of the exact preconditioned
operator for the steady solution of the FSI channel with leaflet problem for Re = 50
and Q = 2× 10−7.
Preconditioner 5.8 The pseudo-solid FSI preconditioner with inexact pseudo-solid
subsidiary preconditioning.
Preconditioner: Pseudo-Solid FSI
- Pseudo-Solid Preconditioner: Inexact (Preconditioner 5.6)
- Navier-Stokes Preconditioner: Direct Solver
- Solid Preconditioner: Direct Solver
on the problem size and are far from the origin.
Developing an Optimal Preconditioner The next step in the development of an
optimal preconditioner is to replace the exact (but sub-optimal) direct-solver-based
subsidiary preconditioners with optimal inexact solvers. We begin by considering
the pseudo-solid subsidiary preconditioner and following Section 5.2.3.1 we solve the
augmented elasticity system with a block upper triangular preconditioner with AMG
subsidiary solves and the mass systems with a fixed number of CG inner iterations
with diagonal preconditioning as specified in Preconditioner 5.6.
Tables 5.30 and 5.31 show the GMRES iteration counts for steady and unsteady
simulations obtained with Preconditioner 5.8. The addition of the inexact precondi-
tioner for the pseudo-solid subsidiary system has led to a small increase in iteration
counts, but they retain their weak dependence on both mesh spacing h and Reynolds
number Re.
The next and final step is to replace the Navier-Stokes direct solver with the
inexact implementation of the Navier-Stokes LSC preconditioner specified in Pre-
conditioner 2.4 in Section 2.3.2.2. We continue to use a direct solver to solve the
solid subsidiary system; this is because this system arises from the discretisation of
a one-dimensional problem within a two-dimensional problem (of dimension n), and
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n (h) 38724 ( 1
24
) 155784 ( 1
48
) 351180 ( 1
72
) 624912 ( 1
96
)
Re = 50 15.0 17.5 18.0 18.0
Re = 100 14.2 16.2 16.5 19.2
Re = 200 16.6 17.3 21.5 20.7
Table 5.30: Iteration counts for the GMRES solver preconditioned with the interme-
diate inexact pseudo-solid FSI preconditioner applied to the steady solution of the
two-dimensional FSI channel with leaflet problem.
n (h) 38724 ( 1
24
) 155784 ( 1
48
) 351180 ( 1
72
) 624912 ( 1
96
)
Re = 50 15.9 16.9 17.4 17.9
Re = 100 15.3 16.9 17.4 18.2
Re = 200 15.6 17.0 17.7 18.5
Table 5.31: Iteration counts for the GMRES solver preconditioned with the interme-
diate inexact pseudo-solid FSI preconditioner applied to the unsteady solution of the
two-dimensional FSI channel with leaflet problem.
therefore the size of the solid subsidiary system scales like O(√n), which when com-
bined with a direct solver (with computational cost that scales as O(m2) for a size
m linear system) yields an O(n) solution. Full details of this preconditioner, which
has optimal computational cost per iteration are given in in Preconditioner 5.9.
Tables 5.32 and 5.33 show the corresponding steady and unsteady GMRES iter-
ation counts for this solver. The iteration counts for the steady solution exhibit a
moderate dependence on both the Reynolds number Re, and the mesh parameter h,
whereas the iteration counts for the unsteady solution exhibits a very mild Re and h
dependence
Figure 5.9 plots the iteration counts as a function of problem size for the three
preconditioners tested in this section for the unsteady solution of the problem with
Re = 200. We observe that as the exact subsidiary preconditioners are replaced
with inexact preconditioners the iteration count increases. In all three cases, as
n (h) 38724 ( 1
24
) 155784 ( 1
48
) 351180 ( 1
72
) 624912 ( 1
96
)
Re = 50 51.5 68.0 78.5 86.0
Re = 100 60.0 72.2 87.7 101.5
Re = 200 149.0 98.2 108.5 118.6
Table 5.32: Iteration counts for the GMRES solver preconditioned with the inexact
pseudo-solid FSI preconditioner applied to the steady solution of the two-dimensional
FSI channel with leaflet problem.
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Preconditioner 5.9 The inexact pseudo-solid FSI preconditioner (for the two-
dimensional test problems).
Preconditioner: Pseudo-Solid FSI
- Pseudo-Solid Preconditioner: Inexact (Preconditioner 5.6)
- Navier-Stokes Preconditioner: Inexact LSC (Preconditioner 2.4)
- Solid Preconditioner: Direct Solver
n (h) 38724 ( 1
24
) 155784 ( 1
48
) 351180 ( 1
72
) 624912 ( 1
96
)
Re = 50 27.5 30.6 31.7 32.8
Re = 100 27.2 30.4 31.8 33.3
Re = 200 30.6 32.2 33.0 33.6
Table 5.33: Iteration counts for the GMRES solver preconditioned with the inex-
act pseudo-solid FSI preconditioner applied to the unsteady solution of the two-
dimensional FSI channel with leaflet problem.
n increases the iteration count appears to asymptotically tend to a constant limit.
Figure 5.10 shows the solution times for the three preconditioned solutions. The
solution time for the exact preconditioner scales sub-optimally, but as we replace
exact subsidiary preconditioners with inexact subsidiary preconditioners the solution
time both decreases in absolute terms and its scaling becomes increasingly optimal.
The inexact preconditioned solution appears to be near optimal.
For completeness, we present the full set of solution time results for both steady
and unsteady computations in Tables 5.34 and 5.35. Where the iteration count was
constant we observe an almost-optimal scaling of solution time with the number of
unknowns.
5.3.3.2 FSI Collapsible Channel Problem
Next we document the performance of the pseudo-solid FSI preconditioner for the FSI
collapsible channel problem already discussed in Section 5.1.1.1. We investigate the
n (h) 38724 ( 1
24
) 155784 ( 1
48
) 351180 ( 1
72
) 624912 ( 1
96
)
Re = 50 5.4 32.4 94.6 208.4
Re = 100 6.4 40.5 115.7 262.5
Re = 200 17.2 51.0 152.3 326.3
Table 5.34: Solution time (sec) for the GMRES solver preconditioned with the inexact
pseudo-solid FSI preconditioner applied to the steady solution of the two-dimensional
FSI channel with leaflet problem.
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Figure 5.9: Average Iterations counts for the GMRES solver preconditioned with ex-
act, intermediate and inexact pseudo-solid FSI preconditioners applied to the steady
solution of the two-dimensional FSI channel with leaflet problem with Re = 200.
Figure 5.10: Average Iterations counts for the GMRES solver preconditioned with ex-
act, intermediate and inexact pseudo-solid FSI preconditioners applied to the steady
solution of the two-dimensional FSI channel with leaflet problem with Re = 200.
n (h) 38724 ( 1
24
) 155784 ( 1
48
) 351180 ( 1
72
) 624912 ( 1
96
)
Re = 50 3.46 18.10 42.69 83.91
Re = 100 3.69 17.93 46.21 89.83
Re = 200 4.17 19.67 50.92 94.29
Table 5.35: Solution time (sec) for the GMRES solver preconditioned with the in-
exact pseudo-solid FSI preconditioner applied to the unsteady solution of the two-
dimensional FSI channel with leaflet problem.
CHAPTER 5. FSI PROBLEMS 165
n (h) 10215 (1
6
) 40770 ( 1
12
) 91665 ( 1
18
) 162900 ( 1
24
) 254475 ( 1
30
)
Q = 10−5 9.1 9.3 9.3 9.2 9.2
Re = 50 Q = 10−4 9.1 9.1 9.1 9.1 9.1
Q = 10−3 9.5 9.7 9.8 9.8 9.8
Q = 10−5 9.0 9.2 9.1 9.2 9.2
Re = 100 Q = 10−4 9.0 9.1 9.0 9.1 9.1
Q = 10−3 9.5 9.6 9.6 9.7 9.8
Q = 10−5 8.8 8.8 8.8 9.0 9.0
Re = 200 Q = 10−4 9.1 9.3 9.2 9.2 9.4
Q = 10−3 9.7 9.8 9.9 9.9 10.2
Table 5.36: Average iteration counts for the GMRES solver preconditioned with
the exact pseudo-solid FSI preconditioner applied to the steady solution of the two-
dimensional FSI collapsible channel problem.
performance of the preconditioner with respect to the two key problem parameters,
the Reynolds number (Re) and the strength of the fluid structure interaction (Q).
We use the same setup as in Section 5.1.1.1; the only difference is that pseudo-
solid node updates are employed. Again, we discretise the fluid with Taylor-Hood
(Q2−Q1) Navier Stokes elements (see Section 2.3.1), the elastic leaflet with Kirchoff-
Love Hermite beam elements (see Section 5.1.1.1) and the pseudo-solid components
following Section 5.2.1. We use the same problem parameters as in Section 5.1.1.1
(Lup = 5, Lcollapsible = 10, Ldown = 10) and employ the same simulation sequence: we
start with a number of steady solves during which we increase pext over a number of
continuation steps until the tube is 50% collapsed, and then perform the unsteady
computations for one period of the oscillation with fixed pext.
Exact Preconditioning We begin by considering the exact pseudo-solid FSI pre-
conditioner (defined in Preconditioner 5.7 at the beginning of Section 5.3.3.1). Tables
5.36 and 5.37 show the GMRES iteration counts (convergence tolerance τ = 10−8) for
steady and unsteady computations respectively. Both steady and unsteady iteration
counts are independent of both Reynolds number Re and mesh spacing h, however
the unsteady computations exhibits a significant Q dependence whereas the steady
computations do not.
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n (h) 10215 (1
6
) 40770 ( 1
12
) 91665 ( 1
18
) 162900 ( 1
24
) 254475 ( 1
30
)
Q = 10−5 13.23 13.59 13.57 13.52 13.58
Re = 50 Q = 10−4 15.48 15.87 16.28 16.27 16.25
Q = 10−3 20.23 21.09 21.52 21.67 21.79
Q = 10−5 13.63 13.91 13.95 13.92 13.85
Re = 100 Q = 10−4 16.24 16.71 17.04 17.22 17.11
Q = 10−3 21.58 22.38 23.08 23.42 23.28
Q = 10−5 13.55 13.79 13.88 13.86 13.89
Re = 200 Q = 10−4 17.39 17.77 18.26 18.26 18.43
Q = 10−3 23.61 24.47 24.99 25.22 25.22
Table 5.37: Average iteration counts for the GMRES solver preconditioned with the
exact pseudo-solid FSI preconditioner applied to the unsteady solution of the two-
dimensional FSI collapsible channel problem.
n (h) 10215 (1
6
) 40770 ( 1
12
) 91665 ( 1
18
) 162900 ( 1
24
) 254475 ( 1
30
)
Q = 10−5 50.26 48.41 52.91 59.09 65.71
Re = 50 Q = 10−4 49.09 47.19 52.06 58.23 64.51
Q = 10−3 49.39 47.77 53.32 59.78 66.41
Q = 10−5 207.19 58.03 54.51 55.20 59.17
Re = 100 Q = 10−4 188.74 56.94 53.03 54.61 58.14
Q = 10−3 183.75 56.44 53.48 54.88 59.91
Q = 10−5 - 580.22 104.97 63.72 60.59
Re = 200 Q = 10−4 - 602.15 98.22 64.86 62.03
Q = 10−3 - - 99.02 64.82 62.45
Table 5.38: Average iteration counts for the GMRES solver preconditioned with the
inexact pseudo-solid FSI preconditioner applied to the steady solution of the two-
dimensional FSI collapsible channel problem.
Inexact Preconditioning Tables 5.38 and 5.39 show the iteration counts for the
inexact version of the preconditioner (defined in Preconditioner 5.9 in Section 5.3.3.1).
For steady solves the iteration count is nearly constant with respect to all parameters.
Compared to the equivalent results for the FSI channel with leaflet problem (see Table
5.32) there is little dependence on Reynolds number (probably due to the simpler flow
fields). In the unsteady case near mesh-independent convergence is retained, with a
mild dependence on Q and Re. For problems discretised on coarse grids, for both
Re = 100 and Re = 200, either the solver failed to converge, or it required many more
iterations for convergence than the equivalent fine-grid problem. We note that this
is consistent with the behavior observed in the single-physics Navier-Stokes driven
cavity problem in Section 2.3.2.2.
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n (h) 10215 (1
6
) 40770 ( 1
12
) 91665 ( 1
18
) 162900 ( 1
24
) 254475 ( 1
30
)
Q = 10−5 30.97 34.02 36.83 38.60 39.85
Re = 50 Q = 10−4 33.38 36.10 38.80 40.22 41.49
Q = 10−3 33.38 36.10 38.80 40.22 41.49
Q = 10−5 30.26 33.02 36.12 38.07 39.36
Re = 100 Q = 10−4 33.72 36.56 39.12 40.72 42.17
Q = 10−3 40.44 43.25 45.66 48.12 49.42
Q = 10−5 - 31.83 35.27 37.32 38.30
Re = 200 Q = 10−4 - 38.28 41.67 43.84 44.99
Q = 10−3 - - 49.79 52.36 53.43
Table 5.39: Average iteration counts for the GMRES solver preconditioned with the
exact pseudo-solid FSI preconditioner applied to the unsteady solution of the two-
dimensional FSI collapsible channel problem.
n (h) 10215 (1
6
) 40770 ( 1
12
) 91665 ( 1
18
) 162900 ( 1
24
) 254475 ( 1
30
)
Q = 10−5 1.38 5.99 16.78 35.96 66.52
Re = 50 Q = 10−4 1.34 5.85 16.47 35.32 64.97
Q = 10−3 1.36 5.91 16.65 35.93 66.38
Q = 10−5 6.48 7.24 17.49 35.96 67.46
Re = 100 Q = 10−4 5.72 7.07 16.98 35.48 66.12
Q = 10−3 5.57 7.01 17.04 35.31 67.48
Q = 10−5 - 135.12 34.27 42.32 69.62
Re = 200 Q = 10−4 - 145.98 31.71 42.98 71.35
Q = 10−3 - - 34.16 42.70 71.38
Table 5.40: Average solution time (sec) for the GMRES solver preconditioned with
the exact pseudo-solid FSI preconditioner applied to the steady solution of the two-
dimensional FSI collapsible channel problem.
Finally we evaluate the scaling of the solution time for this problem. Figure
5.11 plots the solution time against problem size for the steady solution of the FSI
collapsible channel problem with Re = 100 and Q = 10−3, 10−4, 10−5 and shows
that the solution time exhibits asymptotically optimal scaling. For completeness, we
present the full set of solution times in Tables 5.40 and 5.41.
5.3.3.3 Three-Dimensional FSI Collapsible Tube Problem
Finally we evaluate the performance of the preconditioner when employed in the
simulation of a three-dimensional collapsible tube problem. The problem, which is
sketched in Figure 5.12, models fluid flow through an elastic tube which is subject to
a prescribed pressure on its outer wall. To reduce the computational cost, we only
CHAPTER 5. FSI PROBLEMS 168
n (h) 10215 (1
6
) 40770 ( 1
12
) 91665 ( 1
18
) 162900 ( 1
24
) 254475 ( 1
30
)
Q = 10−5 0.99 4.97 12.75 26.41 44.53
Re = 50 Q = 10−4 1.04 5.23 13.35 27.46 46.13
Q = 10−3 1.20 6.04 14.89 30.72 51.70
Q = 10−5 0.96 5.00 13.65 28.43 48.04
Re = 100 Q = 10−4 1.04 5.44 14.48 30.00 51.22
Q = 10−3 1.21 6.25 16.48 34.58 58.57
Q = 10−5 - 5.24 14.58 28.74 49.03
Re = 200 Q = 10−4 - 6.13 16.26 33.18 56.47
Q = 10−3 - - 18.50 38.69 65.38
Table 5.41: Average solution time (sec) for the GMRES solver preconditioned with
the exact pseudo-solid FSI preconditioner applied to the unsteady solution of the
two-dimensional FSI collapsible channel problem.
Figure 5.11: Average solution time (sec) for the GMRES solver preconditioned with
the inexact pseudo-solid FSI preconditioner applied to the steady solution of the
two-dimensional FSI collapsible channel problem (Re = 100) with GMRES.
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Figure 5.12: Three-dimensional collapsible tube problem.
discretise a quarter of the domain and apply symmetry conditions in the x − z and
y − z planes. The tube wall (of thickness W ∗ and undeformed radius R∗) comprises
rigid upstream and downstream sections (of length L∗up and L
∗
down respectively), with
a collapsible central section (of length L∗). In contrast to the two-dimensional FSI
reference problems, the physics of the wall is modelled using the equations of large
displacement elasticity as discussed in Section 2.2.1.
The fluid exerts a traction on the interior face of the collapsible tube. In dimen-
sional terms the components of the traction are given by
f ∗i = µ
(
∂u∗i
∂x∗j
+
∂u∗j
∂x∗i
)
N
[int]∗
j − p∗N [int]∗i , (5.70)
where N[int]∗ is the outer unit normal. We impose an external pressure p∗ext on the
exterior face of the wall; so that the components of the load vector are given by
f ∗i = −p∗extN [ext]∗i , (5.71)
where N[ext]∗ is the outer unit normal on the external face of the collapsible tube.
We employ the non-dimensional Navier-Stokes equations (see equation (2.103))
discretised with Taylor-Hood elements. We discretise the wall using the non-dimensional
PVD equations discussed in Section 2.2.1 and employ the pseudo-solid node update
technique discussed in Section 5.2.1. We scale the velocities are scaled on the average
inflow velocity U∗ at r = 0 (where r is the radius), the lengths on the undeformed
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radius R∗, the external pressure is scaled on the Young’s modulus E, and tune on
the intrinsic timescale of the flow t = t
∗U∗
R∗ . The non-dimensional external pressure
load vector f(ξ) = f
∗(ξ∗)
E
is
fi = −pextN [ext]i , (5.72)
for i = 1, 2, 3. The non-dimensional fluid traction f(ξ) = f
∗(ξ∗)
E
is
fi = Q
((
∂ui
∂xj
+
∂uj
∂xi
)
N
[int]
j − pN [int]i
)
, (5.73)
for i = 1, 2, 3, and as before
Q =
µU∗
EH∗
, (5.74)
and represents the strength of fluid structure interaction..
For the computations in this section we set L = 7.5, Lup = 1.5, Ldown = 3 and
W = 0.15. The Poisson ratio of the elastic wall is νreal = 0.3 while the pseudo-solid
Poisson ratio remains νsolid = 0.1. In steady computations we impose the Poiseuille
inflow velocity
uinflow (r) =

0
0
2 (1− r2)
 , (5.75)
and in unsteady computations we impose time-periodic pulsatile inflow
uinflow (r, t) =

0
0
2(1− r2) (1 + 1
2
sin (2pit)
)
 . (5.76)
We impose parallel, axially traction-free flow at the downstream end of the tube by
prescribing u · e1 = 0 and u · e2 = 0. The no-slip velocity boundary condition is
imposed on the rigid walls by setting u = 0 and on the moving walls by setting
u = ∂Rw
∂t
. The computations for this problem comprise of three distinct phases:
1. Perform an initial computation to increment Re in steps of ∆Re = 25 to reach
the target Reynolds number while keeping the external pressure fixed at pext =
2× 10−4. Results are not reported for this phase.
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2. Collapse the tube by increasing pext. We impose
pext = −(p− pcos cos(2φ)) (5.77)
where φ is the azimuthal angle (see Figure (5.12)). The variable pcos is set to
2×10−4 to introduce a small non-axisymmetric perturbation to ensure that the
tube collapses unsymmetrically. The variable p is incremented from p = 2×10−4
in steps of ∆p = 2 × 10−4 until the minimum radius of the tube has been
reduced to 25% of its undeformed value. This corresponding configuration is
illustrated in Figure 5.14. When this state is reached, pcos is set to zero. The
average iteration counts and solution times for this phase of the computation
are reported as the steady results.
3. Finally we perform a time-dependent simulation over one period of the oscilla-
tory inflow, for which the averages are reported as the unsteady results.
Figure 5.13 shows the coarse mesh for this problem. We analyse mesh-dependence
of our results by comparing data from runs with the initial mesh (n = 3794), one
uniform refinement (n = 27508) and two uniform refinements (n = 209570).
An example steady solution is illustrated in Figure 5.14 which shows velocity
streamlines plotted over the pressure field. The point of strongest collapse is down-
stream of the midpoint of the elastic wall indicating a strong fluid structure interac-
tion. The Bernoulli effect is visible at the point of strongest collapse where the large
fluid velocity induces the lowest fluid pressure.
Exact Preconditioning We begin by considering the exact implementation of
the preconditioner. Tables 5.42 and 5.43 show the iteration counts for the steady
and unsteady solution of this problem, respectively. For steady simulations the it-
eration counts are low and independent of mesh spacing, Reynolds number Re and
FSI parameter Q. Whereas in the unsteady computations we observe some mesh-
dependence, a moderate dependence on Q, and unlike the two-dimensional problems
considered previously we observe a mild dependence on Re.
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Figure 5.13: Undeformed coarse meshes of the three-dimensional FSI collapsible tube
problem.
Figure 5.14: Steady solution of the FSI collapsible tube problem for Re = 200 and
Q = 10−5.
n 3794 27508 209570
Q = 10−7 9.9 9.1 7.4
Re = 50 Q = 10−6 9.9 9.2 8.2
Q = 10−5 10.3 10.1 9.8
Q = 10−7 9.8 9.1 8.6
Re = 100 Q = 10−6 9.8 9.3 9.0
Q = 10−5 10.2 10.1 9.9
Q = 10−7 9.6 9.1 8.6
Re = 200 Q = 10−6 9.7 9.4 9.1
Q = 10−5 10.2 10.3 10.1
Table 5.42: Average iteration counts for the GMRES solver preconditioned with the
exact pseudo-solid FSI preconditioner applied to the steady solution of the three-
dimensional FSI collapsible tube problem.
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n 3794 27508 209570
Q = 10−7 9.8 10.6 9.5
Re = 50 Q = 10−6 14.8 16.9 15.5
Q = 10−5 23.3 30.1 31.8
Q = 10−7 10.9 12.0 12.7
Re = 100 Q = 10−6 16.4 19.2 20.7
Q = 10−5 26.7 34.4 37.0
Q = 10−7 12.3 13.4 14.3
Re = 200 Q = 10−6 18.4 22.2 24.0
Q = 10−5 30.3 39.6 43.2
Table 5.43: Average iteration counts for the GMRES solver preconditioned with the
exact pseudo-solid FSI preconditioner applied to the unsteady solution of the three-
dimensional FSI collapsible tube problem.
Inexact Preconditioning Next, we develop an inexact preconditioner for this
three-dimensional problem. The key difference between this problem and the pre-
vious two-dimensional problems is the formulation of the “real” solid. In the two-
dimensional problems, the real solid was described using shell theory, which leads to
a system of equations for the “real” solid that is one spatial dimension lower than the
fluid system. In this context the “real” solid subsidiary systems can be solved with a
direct solver in an optimal preconditioner. However, in this problem, the real “solid”
is of the same spatial dimension as the fluid, and therefore we cannot employ a direct
solver. We approximately solve the “real“ solid subsidiary system with an inexact
block upper triangular preconditioner incorporating AMG subsidiary solvers – this
was shown to be a near optimal preconditioner for such systems in Section 2.2.2.2.
We define the resulting FSI preconditioner in Preconditioner 5.10, obtained by re-
placing the direct solver in Preconditioner 5.9 with the inexact block-upper triangular
preconditioner.
Initially we only consider the steady computation phase for Q = 10−5 and Re =
50. The first part of Table 5.44 shows the iterations required for convergence with
the full inexact preconditioner; the iteration count increases rapidly with increasing
problem size.
To identify which inexact preconditioning operator is the source of this sub-
optimality, the second part of Table 5.44 shows the iteration counts for three different
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Preconditioner 5.10 The inexact pseudo-solid FSI preconditioner.
Preconditioner: Pseudo-Solid FSI
- Pseudo-Solid Preconditioner:
- Augmented Elasticity Preconditioner: Upper Block Triangular
- Subsidiary Preconditioner: AMG
- Coarsening: Ruge-Stu¨ben (strength=0.25)
- Smoothing: Gauss-Seidel (damping=1)
- Cycle: 2× V (1, 1)
- Mass Preconditioner: CG (4 iterations)
- Inner Iteration Preconditioner: Diagonal
- Navier-Stokes Preconditioner: Inexact LSC
- Momentum Preconditioner: Block Diagonal
- Subsidiary Preconditioner: AMG
- Coarsening: Ruge-Stu¨ben (strength=0.25)
- Smoothing: Jacobi (damping=1
2
)
- Cycle: 2× V (1, 1)
- Pressure Poisson Preconditioner: AMG
- Coarsening: Ruge-Stu¨ben (strength=0.25)
- Smoothing: Jacobi (damping=2
3
)
- Cycle: 2× V (1, 1)
- Solid Preconditioner: Block Upper Triangular
- Subsidiary Preconditioner: AMG
- Coarsening: Ruge-Stu¨ben (strength=0.25)
- Smoothing: Gauss-Seidel (damping=1)
- Cycle: 2× V (1, 1)
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n 3794 27508 209570
Full Inexact Preconditioning 164.8 210.9 238.5
Inexact Pseudo-Solid Preconditioner 41.1 39.1 39.3
Inexact Solid-Preconditioner 111.6 135.6 144.4
Inexact Navier-Stokes Preconditioner 71.0 66.2 63.8
Table 5.44: Average iteration counts for the GMRES solver preconditioned with four
different inexact pseudo-solid FSI preconditioners applied to the steady solution of
the three-dimensional FSI collapsible tube problem with Re = 50, Q = 10−5.
inexact preconditioners obtained by replacing only one of the exact subsidiary pre-
conditioners with its inexact counterpart, while we continue to solve the other two
subsidiary linear systems with direct solvers. Use of the inexact pseudo-solid and
Navier-Stokes preconditioning operators does not affect the iteration count, however
when using an inexact solid preconditioner we observe a significant mesh depen-
dence. The solid elements are very flat compared to the square/cube elements in
Section 2.2.2.2 and this is likely to be having an effect on the performance of the
preconditioner. We could not investigate this further due to limited computational
resources.
In the sequence of steady solutions the external pressure pext was increased to
collapse the tube to its deformed state. In Figure 5.15 we plot the average GMRES
iteration counts (within a single Newton solve) as a function of minimum tube radius.
For the largest minimum tube radius (∼ 0.9) all three problems have similar iteration
counts. As the tube collapses, the iteration counts become mesh-dependent and
furthermore, this mesh dependence increases as the minimum tube radius decreased.
We now reduce the parameter space for this problem. Instead of collapsing the
tube to a minimum radius of 0.25, we collapse to the tube to a minimum radius of
0.9, and we do not switch off the non-axisymmetric perturbation.
The steady iteration counts are shown in Table 5.45. Comparing the results for
Re = 50, Q = 10−5 with the equivalent results in Table 5.44 shows that the asymptotic
behavior of the preconditioner with respect to the problem size has significantly
improved. For small problems with large Reynolds numbers the preconditioner fails
to converge – we have observed this phenomenon in other problems including the
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Figure 5.15: Iterations required for convergence as a function of minimum tube ra-
dius for the GMRES solver preconditioned with the inexact pseudo-solid FSI pre-
conditioner applied to the three-dimensional FSI collapsible tube problem (Re = 50,
Q = 10−5 and n = 3794, 27508, 209570).
two-dimensional FSI collapsible channel problem in Section 5.3.3.3.
The corresponding solution times are documented in Table 5.46, for which we
observe sub-optimal scaling (optimal scaling requires the solution time increase by no
more than a factor of eight with each mesh refinement). We attribute this to the fact
that in this three-dimensional problem fine meshes are obtained by uniform refinement
of the coarsest mesh. This constraint means that the problem with the coarsest
grid is very small. Hypre’s BoomerAMG is used extensively throughout this
preconditioner, and in Sections 2.1.2.4 and 2.2.2.2 we observed that BoomerAMG
does not scale optimally for three-dimensional problems of small and moderate size.
Due to the fact that the pseudo-solid FSI problem contains three subsidiary problems,
the size of the subsidiary operators that AMG is applied to is very small. If we could
solve the next level of uniform refinement in serial (which would require a single
processor with about 24Gb of memory) we believe we would observe better scaling.
The corresponding unsteady GMRES iteration counts are presented in Table 5.47
and the solution times in Table 5.48. The iteration counts are near constant, and
exhibit a much smaller dependence on Re and Q, but we still observe a similar sub-
optimal scaling in solution time.
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n 3794 27508 209570
Q = 10−7 157.6 175.0 190.2
Re = 50 Q = 10−6 156.2 172.8 189.2
Q = 10−5 155.9 168.7 176.0
Q = 10−7 - 219.0 191.0
Re = 100 Q = 10−6 - 200.6 191.7
Q = 10−5 - 192.7 176.0
Q = 10−7 - - 474.5
Re = 200 Q = 10−6 - - 470.7
Q = 10−5 - - 470.1
Table 5.45: Average iteration counts for the GMRES solver preconditioned with the
inexact pseudo-solid FSI preconditioner applied to the steady solution of the three-
dimensional FSI collapsible tube problem.
n 3794 27508 209570
Q = 10−7 2.71 34.89 660.71
Re = 50 Q = 10−6 2.69 34.53 625.72
Q = 10−5 2.68 33.53 579.28
Q = 10−7 - 45.01 651.62
Re = 100 Q = 10−6 - 41.40 655.09
Q = 10−5 - 39.62 600.80
Table 5.46: Average solution time (sec) for the GMRES solver preconditioned with
the inexact pseudo-solid FSI preconditioner applied to the steady solution of the
three-dimensional FSI collapsible tube problem.
n 3794 27508 209570
Q = 10−7 82.2 78.4 84.3
Re = 50 Q = 10−6 77.2 79.7 85.8
Q = 10−5 85.0 91.0 95.6
Q = 10−7 - 79.4 81.4
Re = 100 Q = 10−6 - 80.5 81.2
Q = 10−5 - 100.9 99.2
Q = 10−7 - - 80.3
Re = 200 Q = 10−6 - - 81.8
Q = 10−5 - - 108.9
Table 5.47: Average iteration counts for the GMRES solver preconditioned with
the inexact pseudo-solid FSI preconditioner applied to the unsteady solution of the
three-dimensional FSI collapsible tube problem.
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n 3794 27508 209570
Q = 10−7 1.43 15.46 342.47
Re = 50 Q = 10−6 1.36 15.76 341.04
Q = 10−5 1.47 17.54 375.83
Q = 10−7 - 15.81 320.49
Re = 100 Q = 10−6 - 16.12 322.18
Q = 10−5 - 19.59 386.79
Table 5.48: Average solution time (sec) for the GMRES solver preconditioned with
the inexact pseudo-solid FSI preconditioner applied to the unsteady solution of the
three-dimensional FSI collapsible tube problem.
5.3.3.4 Parallel Performance
Finally, we evaluate the parallel scaling performance of our preconditioner. imple-
mented in Oomph-Lib’s block preconditioning framework. These results presented
here build on those obtained in Chapter 4.
We evaluate the parallel scaling of the pseudo-solid FSI preconditioner for the
two-dimensional FSI channel with leaflet problem from Section 5.3.3.1. We report
the scaling for the first ten time-steps of the unsteady solution phase with Re = 200
and Q = 2 × 10−7. We employ the inexact implementation of the pseudo-solid FSI
preconditioner specified in Preconditioner 5.9. In parallel, instead of Ruge-Stu¨ben
coarsening we employ Falgout coarsening as it is more efficient at coarsening boundary
terms. Secondly, because the “real” solid subsidiary problem is so small, we use the
serial implementation of SuperLU – for problems of this size, the solution time of
serial SuperLU scales better than SuperLU DIST .
Table 5.49 shows the average iteration counts, solution time and peak memory
usage per processor as a function of the number of processors for this problem. The
iteration count remains constant as the number of processors and the problem size
are increased. There is a big increase in memory usage from one processor to two
processors, but near constant for two and more processors. The plot of solution
time as a function of the number of processors in Figure 5.16 exhibits significant
sub-optimality under weak-scaling (recall that optimal scaling requires a constant
solution time with respect to problem size and the number of processors).
To understand the source of the sub-optimality in this preconditioned solution in
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p 1 2 4 8 16 32 64
n (×106) 0.15 0.43 0.62 1.41 2.51 4.45 8.41
Iterations 32.0 31.6 31.9 33.3 34.4 33.6 33.3
Solution Time (s) 49.1 94.9 80.7 101.6 108.4 114.6 158.3
Peak Memory (Mb) 662 1420 1059 1206 1107 1035 1071
Table 5.49: Parallel solution time and memory usage per processor for the solution of
a two dimensional FSI channel with leaflet problem solved with the inexact pseudo-
solid FSI preconditioner.
Figure 5.16: Parallel scaling of solution time with respect to the number of proces-
sors for the GMRES solver preconditioned with the inexact pseudo-solid FSI pre-
conditioner for the unsteady two-dimensional FSI channel with leaflet problem for
Re = 200 and Q = 2× 10−7.
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p 1 2 4 8 16 32 64
Navier-Stokes 7.8 14.0 11.3 13.2 12.7 12.3 23.5
Solid 0.0055 0.0014 0.0016 0.0022 0.0032 0.0046 0.0057
Pseudo-Solid 4.8 5.0 3.9 4.7 4.7 4.8 5.4
Table 5.50: Parallel setup time for the subsidiary preconditioning operators employed
in the solution of a two dimensional FSI channel with leaflet problem solved with the
inexact pseudo-solid FSI preconditioner.
p 1 2 4 8 16 32 64
Navier-Stokes 0.50 1.03 0.92 1.13 1.29 1.58 2.41
Solid 0.0001 0.0001 0.0002 0.0003 0.0003 0.0005 0.0008
Pseudo-Solid 0.24 0.43 0.37 0.41 0.40 0.38 0.42
Table 5.51: Parallel setup time for the subsidiary preconditioning operators employed
in the solution of a two dimensional FSI channel with leaflet problem solved with the
inexact pseudo-solid FSI preconditioner.
Tables 5.50 and 5.51 we present the scaling of the setup and application phases of the
three subsidiary preconditioning operators in the inexact pseudo-solid FSI precon-
ditioner. The scaling of the Navier-Stokes LSC subsidiary preconditioning operator
is significantly more sub-optimal that the solid or pseudo-solid subsidiary operators.
The scaling of these methods is not inconsistent with the scaling of the set up and
application of the LSC preconditioner applied to a two-dimensional driven cavity
problem documented in Table 4.16 in Section 4.3. We conclude that the sub-optimal
scaling is primarily derived from the Navier-Stokes LSC subsidiary preconditioner.
5.3.4 Performance Review
To conclude this section we review the performance of the pseudo-solid FSI precon-
ditioner with respect to key problem and discretisation parameters.
• Mesh Spacing (h) - Almost no dependence on mesh spacing in the exact
implementation of the pseudo-solid FSI preconditioner. The inexact version of
the preconditioner exhibits a mild h dependence for all problems considered.
• Reynolds Number (Re) - No dependence on Re observed in exact imple-
mentation. Once the inexact LSC preconditioner is incorporated, moderate Re
dependence is observed for some problems.
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• FSI Parameter (Q) - No dependence on the FSI parameter is observed in
steady solves, however in unsteady solves the iteration counts increase signifi-
cantly with Q.
Chapter 6
Conclusions
This thesis documents our research into efficient parallel iterative solution algorithms
for multi-physics problems and in particular FSI problems. We have developed a
generic framework for the implementation of parallel block preconditioners within
Oomph-Lib and proposed a new efficient preconditioner for pseudo-solid FSI prob-
lems.
Chapter 3 and Appendix B described the software implementation undertaken
in the course of this project; the overall aim being the development of a general
purpose parallel block preconditioning framework within Oomph-Lib. In Chapter
4 we evaluated the parallel scaling performance of preconditioned Krylov solvers
implemented using the block preconditioning framework. For most problems, the
preconditioners exhibit near optimal parallel scaling. For problems which do not
scale as well, we have demonstrated the cause of the inefficiency, and later in this
section we will propose extensions to the linear algebra and block preconditioning
infrastructure to help remedy these issues.
In Chapter 5 we concentrated on FSI problems with pseudo-solid node updates.
We began by considering the pseudo-solid subsidiary problem for which we presented
a new, robust, optimal preconditioner and proved analytically tight bounds for the
spectrum of the preconditioned operator with respect to the discrete problem size.
Then, we incorporated this pseudo-solid preconditioner into a new preconditioner for
the FSI problem. This was optimal for most problems considered. In cases when
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sub-optimality is detected, we explain the reasons for such behavior and at the end
of this section suggest potential improvements.
Compared to the additive Schwartz preconditioner of Barker and Cai [11], this
preconditioner has a near constant iteration count with respect to problem size as well
as optimal computation cost, whereas the additive Schwartz preconditioner yielded
an iteration count that grew as the problem size was increased. The naturally par-
allel additive-Schwartz preconditioner leads to near optimal (strong) parallel scaling.
Our modular approach allows the preconditioner to inherit any improvements made
to the subsidiary preconditioning operators; in particular the parallel scaling of our
pseudo-solid FSI preconditioner would be significantly improved by optimising the
construction of the pressure-Poisson operator in the Navier-Stokes LSC precondi-
tioner.
6.1 Further Work
We propose a number of extensions to the research on the pseudo-solid and pseudo-
solid FSI preconditioners. There are three areas where further analysis of the new
preconditioners may be fruitful:
• In Section 5.2.2.1 we presented bounds for the spectrum of the preconditioned
operator associated with the pseudo-solid preconditioner. One part of the anal-
ysis was limited to the first linear system of each Newton solve. Therefore it is
recommended that further work is undertaken to investigate the possibility of
extending this analysis to all linear systems in the problem. We note that the
numerical results indicate that the spectrum of the preconditioned operator is
indeed bounded for all linear systems.
• Much of the analysis of the pseudo-solid preconditioner was independent of the
PDE onto which the Lagrange multiplier constraint was applied. This suggests
that this preconditioning methodology might be applicable to other problems
with constraints imposed by Lagrange multiplier.
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• In Section 5.3.2 we presented partial bounds for the spectrum of the precondi-
tioned operator associated with the pseudo-solid FSI preconditioner. Numerical
results in Section 5.3.3.1 indicate more complete bounds may exist and there-
fore we recommend that further research should be conducted with the aim of
proving more complete bounds.
There are a number of refinements of the implementation of the pseudo-solid FSI
preconditioner, and in particular the implementation of the inexact version of the
preconditioner which may improve its efficiency:
• Section 5.3.3.3 showed that the exact pseudo-solid FSI preconditioner yielded
a constant iteration count for three-dimensional problems, whereas the inexact
version was much more sensitive to variations in problem parameters. Therefore
experiments should be conducted to investigate the performance of more accu-
rate inexact subsidiary preconditioners – for example by replacing the Navier
Stokes LSC subsidiary preconditioner with GMRES preconditioned by the LSC
preconditioner. In this scenario, we could either fix the number of GMRES in-
ner iterations, or solve the system to a prescribed tolerance (which may be lower
than the tolerance of the outer GMRES solver). This preconditioner would be
a non-constant preconditioner and therefore the outer GMRES solver would
need to be replaced with FGMRES.
• In the pseudo-solid preconditioner we use CG (with a fixed number of iterations)
as a subsidiary preconditioner. Although four CG iterations was sufficient to
solve all problems considered in this thesis accurately enough that FGMRES
was not required, in general this is unlikely to be the case. Therefore either the
mass matrix systems should be solved accurately with no ceiling on the number
of iterations, or FGMRES should be employed instead of GMRES.
Three dimensional computations are very resource intensive; building on the nu-
merical results presented in Section 5.3.3.3, we recommend a number of extensions:
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• The three-dimensional collapsible tube problem was limited in the sense that
finer meshes were generated by uniform refinement. Ideally, we would like
to have examined the performance of the preconditioner on the next finest
level of mesh refinement, however this would have not been possible in a serial
computation. Therefore further computations should be performed with finer
meshes on a parallel computer. Alternatively, Oomph-Lib’s adaptive mesh
refinement procedures could be used to generated problems of intermediate size,
the drawback of this approach is that the problems would not have a uniform
mesh spacing.
• Other three-dimensional problems should be considered, such as a three-dimen-
sional problem discretised on an unstructured mesh. In Oomph-Lib, unstruc-
tured meshes are generated using Tetgen [45, 49] (a tetrahedral mesh gen-
erator). Given that the Navier Stokes LSC preconditioner is not an effective
solver for problems discretised with tetrahedral meshes (see Section 2.3.2.1),
either the LSC preconditioner should be replaced with the PCD preconditioner
[70, 97], or the tetrahedral mesh should be converted to a hexahedral mesh (see
Section 2.3.2.1).
We also suggest a number of refinements to the implementation of the linear
algebra and block preconditioning infrastructure in Oomph-Lib:
• In the parallel computations of Chapter 4, we observed that the SuperLU DIST
sparse parallel direct solver scaled sub-optimally. In general we aim not to use
direct solvers, however occasionally their use is unavoidable (see Section 5.1.3.3)
and therefore the performance of other sparse parallel direct solvers such as
Spike [2, 82] should be investigated.
• In Section 4.2 we observed that the matrix-matrix products required to assemble
the pressure-Poisson operator for the Navier-Stokes LSC preconditioner scaled
sub-optimally and had a significant adverse affect on the overall solution time.
One alternative might be to explicitly construct a Poisson operator on the
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pressure space; however further analysis will be required to show that this does
not negatively affect the performance of the LSC preconditioner.
• Matrix-vector products are not only an integral part of many block precon-
ditioners but also Krylov subspace methods, and therefore we recommend in-
vestigating the performance of the Oski [5, 105] sparse parallel matrix vector
product kernels compared to the existing Trilinos Epetra routines. Oski is
integrated into Trilinos so this will require little development work.
• Even in non-linear problems, some components (for example B and BT in
Navier Stokes systems in Section 2.3.1) are linear operators. Currently, precon-
ditioning operators (e.g. matrix-vector products or preconditioners) associated
with these linear operators are assembled for every linear solve, whereas in
fact they only need to be assembled when the problem changes (.i.e. when as-
sign eqn numbers(...) is called). This, like the previous proposal will lead to
a small reduction in the solution time, and therefore should only be considered
once the other suggestions have been thoroughly investigated.
Appendix A
Jacobian Assembly
In this appendix we review the parallel scaling of the assembly of the Jacobian matrix
for a distributed problem. The implementation of this redeveloped and refined in this
project.
In Table A.1 we present the Jacobian assembly time for the two-dimensional
Poisson problem from Section 4.1, in Table A.2 we present the assembly time for the
two-dimensional non-linear elasticity problem outline in Section 2.2, in Table A.3 we
present the scaling from the two-dimensional driven cavity problem present in Section
4.3 and in Table A.4 we present the assembly time for the FSI collapsible channel
problem outlined in Section 5.1.3.3.
For the three single physics problem we observe a step in assembly time from the
one processor result, however the assembly time is near constant for larger numbers
of processors. This illustrates the fixed cost associated with parallelisation. In the
FSI problem, there is a continued increase in the assembly time with respect to
the number of processors – this is most likely because of the cost of computing the
local Jacobian contribution for the solid and fluid elements are different, and the two
element types are not uniformly distributed across all processors.
p 1 2 4 8 16 32 64
n (×106) 0.49 0.98 1.96 3.97 7.99 15.85 31.98
Jacobian Assembly Time (s) 18.7 28.9 28.6 29.5 30.6 31.0 32.2
Table A.1: Parallel Jacobian assembly time for a two dimensional Poisson problem.
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p 1 2 4 8 16 32 64
n (×106) 0.2 0.3 0.5 1.0 2.0 4.6 9.0
Jacobian Assembly Time (s) 31.9 37.2 28.8 28.9 30.5 34.2 33.4
Table A.2: Parallel Jacobian assembly time for a two dimensional non-linear elasticity
problem.
p 1 2 4 8 16 32 64
n(×106) 0.12 0.25 0.51 1.01 2.07 4.10 8.28
Jacobian Assembly Time (s) 11.7 21.7 22.4 22.2 22.8 22.8 23.4
Table A.3: Parallel Jacobian assembly time for a two dimensional driven cavity Navier
Stokes problem.
p 1 2 4 8 16 32 64
n (×103) 89 175 434 807 1901 3455 7283
Jacobian Assembly Time (s) 19.2 30.21 36.8 37.9 40.0 41.0 43.3
Table A.4: Parallel Jacobian assembly time for a FSI Collapsible Channel Problem.
Appendix B
Oomph-Lib Tutorials
B.1 Distributed Linear Algebra Infrastructure
In this document we provide an overview of Oomph-Lib’s distributed linear algebra
framework, discussing its design and key functionality. The aim of this framework is
to facilitate the parallel (distributed) execution of linear algebra type operations with
little (or no) user intervention. This requires all linear algebra data and computations
to be distributed over all available processes.
We begin by defining the OomphCommunicator, a class that is fundamental to dis-
tributed computing in Oomph-Lib. Next we discuss the class LinearAlgebraDis-
tribution which specifies the distribution of the data and computations over the
available processes. In Sections B.1.3, B.1.4 and B.1.5 we discuss Oomph-Lib’s dis-
tributed linear algebra objects including the key containers (matrices and vectors) and
operators (solvers and preconditioners). Finally, we demonstrate how the distributed
linear algebra framework is typically used in practice.
The primary aim of this document is to provide an overview of the design and
functionality of distributed linear algebra capabilities in Oomph-Lib , and hence we
do not discuss every method of every class; we refer the reader to the class documen-
tation for a complete specification.
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B.1.1 OomphCommunicator
Oomph-lib employs MPI for distributed memory parallelisation. Fundamental to
MPI is the communicator ( MPI Comm ) which determines which processes are involved
in a parallel computation. Although Oomph-Lib is implemented in C++, the C
MPI bindings are utilised. Oomph-lib provides the class OomphCommunicator as an
object-oriented wrapper for a MPI Comm.
Calling MPI Helpers::init(argc,argv) is equivalent to calling MPI Init(argc,-
argv). It initialises MPI ( i.e. calls MPI Init(argc,argv) ) and creates Oomph-
Lib’s global communicator:
// main method
int main(int argc , char **argv)
{
// initialise MPI and create the oomph -lib’s global communicator
MPI_Helpers ::init(argc ,argv);
The newly created communicator is available via the MPI Helpers class static
method:
// get the global oomph -lib communicator
const OomphCommunicator* const comm_pt =
MPI_Helpers :: communicator_pt ();
and is equivalent to the MPI COMM WORLD communicator in that it represents all
the processes that Oomph-Lib knows about. By default, this communicator contains
exactly the same set of processes as MPI COMM WORLD.
The OomphCommunicator provides a number of access functions to communicator
data including the rank of the process and the number of the processes:
// get my rank in comm_pt
unsigned my_rank = comm_pt ->my_rank ();
// get the number of processes associated with comm_pt
unsigned nproc = comm_pt ->nproc ();
B.1.2 LinearAlgebraDistribution
Distributed memory parallelisation requires data and computations to be distributed
over the available processes in some way. In this document we are solely interested
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in distributed linear algebra. We choose to distribute the linear algebra objects
row-wise, and constrain the distribution such that each process is associated with
a single contiguous set of rows. The class LinearAlgebraDistribution allows the
specification of such a distribution.
The distribution is defined with two integers defining the first global row and
the number of local rows associated with a process. This data is sufficient to allow
a mapping between a global row number and a local row number on a particular
process.
To construct a LinearAlgebraDistribution in which 100 rows are uniformly
distributed across the set of processes specified by comm pt we write:
// create a uniformly distributed LinearAlgebraDistribution
// 100 global rows are uniformly distributed accross the processes
// of comm_pt
unsigned nrow_global = 100;
bool distributed=true;
LinearAlgebraDistribution distributed_distribution(comm_pt ,
nrow_global ,
distributed);
In this example, if run on four processes, the first 25 rows are associated with pro-
cess 0, the next 25 rows are on process 1 and so on. In general, in a uniform distribu-
tion of nr global rows over np processes the first row on process p = 0, 1, . . . , (np−1) is
bpnr
np
c (where b·c denotes rounding down to the nearest integer). It is also possible the
specify alternative user defined distributions; see the class documentation for details.
The third ( bool ) argument in the constructor indicates that we require a dis-
tributed linear algebra distribution. However, on some occassions we may want to
replicate all rows of a linear algebra object on all processes. This is achieved by
simply making the third argument false (non-distributed):
// Construct an empty distribution object (does not specify
// a distribution)
LinearAlgebraDistribution locally_replicated_distribution;
// build a locally replicated distribution such that every row is
// available on every process
distributed=false;
locally_replicated_distribution.build(comm_pt ,nrow_global ,
distributed);
APPENDIX B. OOMPH-LIB TUTORIALS 192
This example illustrates two other features of LinearAlgebraDistribution. Firstly,
the default constructor creates an empty distribution, and secondly for every (non-
default) constructor there is an equivalent build(...) method to ”re-construct” the
object.
The state of the object is accessible through a range of methods.
// get the number of local rows on this process
unsigned nrow_local = distributed_distribution.nrow_local ();
// get the first row on this process
unsigned first_row = distributed_distribution.first_row ();
// get the number of global rows
unsigned nrow_global = distributed_distribution.nrow();
// is this distributed (true) or locally replicated (false)
bool distributed = distributed_distribution.distributed ();
// does this object specify a distribution
bool built = distributed_distribution.built();
The built() method indicates if the object specifies a distribution, or is empty.
B.1.3 DoubleVector
The simplest distributed linear algebra object is DoubleVector, a distributed vector
of doubles developed specifically for linear algebra (It differs from a Vector<double>
which simply provides a container for doubles. ). For example, the following com-
mand constructs a DoubleVector with a uniform distribution (specified by the dis-
tributed LinearAlgebraDistribution defined in the previous section) and unit ele-
ments:
// construct a uniformly distributed DoubleVector
// with unit elements
DoubleVector my_vector(distributed_distribution ,1.0);
To access the vector elements the operator[] is implemented. For example to
increment every element by one:
// increment every element of my_vector on this process by 1
unsigned nrow_local = my_vector.distribution_pt ()->nrow_local ();
for (unsigned i = 0; i < nrow_local; i++)
{
my_vector[i]+=1.0;
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}
It is the Oomph-Lib convention that the data in DoubleVector (and all other
distributed linear algebra object) is accessed using local indices. The following loop
documents the local row number, the global row number, and the value of the elements
on each process:
// document elements on this process in my_vector
unsigned nrow_local = my_vector.distribution_pt ()->nrow_local ();
unsigned first_row = my_vector.distribution_pt ()->first_row ();
for (unsigned i = 0; i < nrow_local; i++)
{
oomph_info << "local row " << i
<< " is global row " << first_row+i
<< " and has value " << my_vector[i] << std::endl;
}
To change the distribution of a DoubleVector while retaining the data, we provide
the redistribute(...) method. For example to change my vector from uniformly
distributed to locally replicated:
// redistribute my_vector such that it is locally replicated on
// all processes
my_vector.redistribute (& locally_replicated_distribution);
Just like the LinearAlgebraDistribution, we provide build() methods that
mirror the behaviour of all non-default constructors. For example to revert my -
vector to a uniform distribution with unit elements:
// (re)build my_vector such that it is uniformly distributed
// over all processes
my_vector.build(distributed_distribution ,1.0);
It is important to differentiate between build(...) and redistribute(...); calling
build(...) deletes the existing data, effectively re-constructing the object, whereas
redistribute(...) retains the vector’s data.
Like the LinearAlgebraDistribution, a DoubleVector need not contain any
data. To generate an object in this state, we could instantiating an object using the
default constructor or call the clear() method:
// construct an empty DoubleVector
DoubleVector another_vector;
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// Clear all data from an existing DoubleVector
my_vector.clear();
Again the built() method returns the state of the object and indicates if it
contains any data.
B.1.4 CRDoubleMatrix
CRDoubleMatrix is the only distributed matrix in Oomph-Lib. It employs sparse
compressed row storage to store double coefficients.
A CRDoubleMatrix has three fundamental states:
• A CRDoubleMatrix can have no distribution or coefficients in which case my -
matrix->distribution built() and my matrix->built() are both false.
• A (built) distribution but no coefficients in which case my matrix->distribution -
built() is true but my matrix->built() is still false.
• A (built) distribution and coefficients in which case my matrix->distribution -
built() and my matrix->built() are both true.
For example, to contruct an empty matrix we call:
// Construct an empty CRDoubleMatrix
CRDoubleMatrix my_matrix;
To specify the distribution as defined by the LinearAlgebraDistribution dis-
tributed distribution we write:
// Specify that the rows be uniformly distributed
my_matrix.build(distributed_distribution);
The distribution has now been specified but the coefficients have not. Like the
DoubleVector, rows are indexed locally and hence the coefficients rows must be
indexed locally. For example, to populate my matrix as a square identity matrix, we
write:
// vector of coefficient of value 1.0
Vector <double > values(nrow_local ,1.0);
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// column indices corresponding to values
Vector <double > column_indices(nrow_local);
// index of vectors values and column_indices where the i-th
// row starts (each row contains one coefficient)
Vector <double > row_start(nrow_local +1);
// populate column_indices and row_start
for (int i = 0; i < nrow_local; ++i)
{
column_indices[i]= first_row+nrow_local;
row_start[i]=i;
}
row_start[nrow_local ]= nrow_local;
// build the (square) matrix
unsigned ncol = nrow_global;
my_matrix.build(ncol ,values ,column_indices ,row_start);
We note that the column indices are global because only the rows are distributed.
The assembly of a CRDoubleMatrix is now complete.
We constructed the matrix in two stages by first specifying the distribution and
then specifying the coefficients. However it is possible to perform this operation in
just one step, by using the appropriate constructor or build(...) method, for example:
CRDoubleMatrix my_matrix (& distributed_distribution ,ncol ,values ,
column_indices ,row_start);
B.1.5 DistributedLinearAlgebraObject
In this section we introduce the class DistributedLinearAlgebraObject, a base
class for all distributed linear algebra objects. This class encapsulates a Linear-
AlgebraDistribution, provides (protected) access to derived classes to update (
build distribution(...) ) and clear ( clear() ) the stored distribution. Secondly,
it provides methods to simplify access to commonly used LinearAlgebraDistribu-
tion data. For example, because a CRDoubleMatrix is a DistributedLinearAlge-
braObject,
// get the first (global) row of my_matrix on this process
unsigned first_row = my_matrix.distribution_pt ()->first_row ();
can be replaced with
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// get the first (global) row of my_matrix on this process
unsigned first_row = my_matrix.first_row ();
DistributedLinearAlgebraObjects can be divided into two types: containers
and operators. We have already reviewed the containers DoubleVector and CRDou-
bleMatrix. A wide range of operator classes have been implemented in Oomph-Lib
to operate on these containers. In particular, all LinearSolvers, IterativeLin-
earSolvers and Preconditioners (discussed in the Linear Solvers Tutorial [56])
are DistributedLinearAlgebraObjects. We finish this section by reviewing the
key linear algebra operators:
• SuperLUSolver is a LinearSolver wrapper to both the SuperLU [6] direct
solver and the SuperLU Dist [75] distributed direct solver. By default, when-
ever possible this class will automatically perform distributed solves.
• TrilinosAztecOOSolver is an IterativeLinearSolver Trilinos AztecOO
[7] package implementation of distributed Krylov methods including CG, GM-
RES and BiCGStab.
• HyprePreconditioner is a Preconditioner wrapper to the distributed Hypre
Scalable Linear Solvers [1] package, of particular interest is the classical AMG
implementation BoomerAMG .
• MatrixVectorProduct is a wrapper to the Trilinos Epetra [7] distributed
matrix-vector product implemention.
B.1.6 Distributed Linear Algebra In Practice
Having discussed Oomph-Lib’s linear algebra infrastructure, we finally remark that
Oomph-Lib is implemented such that linear algebra in Oomph-Lib is automatically
distributed if executed under MPI on multiple processes. Specifically, a user should
not need to specify either a LinearAlgebraDistribution or a OomphCommunicator,
unless they wish to customise some aspect of the parallelisation.
APPENDIX B. OOMPH-LIB TUTORIALS 197
All functionality is designed such that if a user does not specify a LinearAlge-
braDistribution, then as much data and computation as possible will be uniformly
distributed over all available processes.
As an example, we consider the Problem method get jacobian(...). If the user
does not specify a return distribution for the Jacobian and residuals, then Oomph-
Lib will uniformly distribute both containers.
// Get the residual and Jacobian , by default both are uniformly
// distributed over all available processes
my_vector.clear();
my_matrix.clear();
problem_pt ->get_jacobian(my_vector ,my_matrix);
On the other hand, a user can specify a return distribution by setting the distri-
bution of the matrix and vector prior to calling get jacobian(...).
// Request locally replicated residual and Jacobian
// from the problem
my_vector.build(locally_replicated_distribution);
my_matrix.build(locally_replicated_distribution);
problem_pt ->get_jacobian(my_vector ,my_matrix);
We finally remark that because all linear algebra operations are automatically
distributed, to parallelise Oomph-Lib’s Newton solve phase, the user need only run
their executable under MPI on multiple processes.
B.2 (Distributed) Block Preconditioning Frame-
work
In this document we discuss Oomph-Lib’s block preconditioning framework. We
describe the functionality of the framework by discussing the implementation of the
FSI preconditioner described in the FSI Preconditioner Tutorial [57]. The aim of the
block preconditioning framework is to provide a simple environment to facilitate the
implementation of distributed block preconditioners which in particular allows exist-
ing (block) preconditioners to be reused to create in hierarchical fashion new block
preconditioners for multi-physics problems. For example, in the FSI preconditioner
(considered in this document) we reuse existing single-physics preconditioners for the
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fluid and solid subsidiary problems.
Throughout this document we use the FSI channel with leaflet problem [48] to
illustrate the key concepts.
B.2.1 Theoretical Background
In Oomph-Lib , all problems are solved by Newtons method, which requires the
repeated solution of linear systems of the form
J δx = −r (B.1)
for the Newton correction δx where J is the Jacobian matrix and r is the vector
of residuals. (Left) preconditioning represents a transformation of the original linear
system to
P−1J δx = −P−1r (B.2)
introduced with the aim of accelerating the convergence of Krylov subspace itera-
tive methods such as GMRES or CG. The application of the preconditioner requires
the solution of
Pz = y (B.3)
for z at each Krylov iteration.
Block preconditioning requires special enumeration schemes for the unknowns
(equivalent to reordering the linear systems) where all the unknowns corresponding
to each type of DOF are grouped together and enumerated consecutively. This leads
to a natural block structure of the linear systems.
For instance, FSI problems involve fluid (velocities and pressures from the Navier-
Stokes equations) and solid (the nodal positions in the solid domain) degrees of
freedom (DOFs). We begin by reordering the linear system to group together the
two types of DOF
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 F Cfs
Csf S
 δf
δs
 = −
 rf
rs
 , (B.4)
where f and s denote the fluid and solid DOFs, F is the Navier-Stokes Jacobian
(representing the derivatives of the discretised fluid equations with respect to the fluid
DOFs), S is the solid Jacobian, and the blocks Cfs and Csf arise from the interaction
between fluid and solid equations.
The Navier Stokes Jacobian F has its own block structure. Decomposing the fluid
DOFs into velocity and pressure DOFs so that
f =
 u
p
 , (B.5)
we obtain the well known saddlepoint structure of F
F =
 A BT
B
 , (B.6)
where A is the momentum block, BT the discrete gradient operator, and B the
discrete divergence operator (see Navier Stokes Preconditioner Tutorial [61]).
This FSI preconditioner takes the form of a block triangular preconditioner. In
this tutorial, we only consider the lower block triangular version
PFSI =
 F
Csf S
 (B.7)
obtained by omitting the Cfs block from the Jacobian.
The application of the preconditioner requires the solution of the linear system
 F
Csf S
 zf
zs
 =
 yf
ys
 . (B.8)
However, for preconditioning purposes this system does not have to be solved
exactly. We therefore replace the solution of the linear systems involving the diagonal
blocks (representing the single-physics fluid and solid Jacobians F and S) by existing
preconditioners (interpreted as inexact solvers). Formally, we write this as
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 F˜
Csf S˜
 zf
zs
 =
 yf
ys
 . (1) (B.9)
where F˜ is the fluid preconditioner and S˜ is the solid preconditioner. We refer to
F˜ and S˜ as subisidiary preconditioners.
The application of the preconditioner can be accomplished in four distinct steps:
1. Apply the fluid preconditioner F˜ to the fluid DOFs of the RHS vector yf and
store the result in the fluid solution zf = F˜
−1yf .
2. Multiply the fluid-solid coupling matrix Csf with the fluid solution zf and store
the result in the temporary vector w = Csfzf .
3. Subtract w from the solid DOFs of the RHS vector ys and store the result
in the temporary w to complete the action of the Csf matrix vector product,
w = ys −w.
4. Apply the solid preconditioner S˜ to the temporary w to compute the solid
solution zs = S˜
−1w.
B.2.2 Framework Overview
The above example shows that the application of block preconditioners require several
generic steps:
1. The classification of the DOFs.
2. The application of subsidiary preconditioning operators.
The following subsections describe how these tasks are performed within oomph-
lib’s block preconditioning framework.
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B.2.2.1 Block Preconditionable Elements
The classification of DOFs is implemented at an elemental level. The class Gener-
alisedElement contains two broken virtual methods that must be re-implemented
to label the DOFs with their type. The methods are:
• GeneralisedElement::ndof types() must return the number of DOF types
associated with an element.
• GeneralisedElement::get dof numbers for unknowns(...) must return a list
of pairs comprising a map from global equation number to DOF type for all
unknowns in the element.
These are already implemented for many elements (including those used in this
example). For instance our two-dimensional FSI channel with leaflet problem has
two types of element:
• RefineableQTaylorHoodElement<2> are the fluid elements. They have three
types of DOF; x-velocity DOFs are labelled 0, y-velocity DOFs are labelled 1
and the pressure DOFs are labelled 2.
• FSIHermiteBeamElement are the wall elements and have one type of DOF (the
nodal position) labelled 0.
B.2.2.2 DOF Types and Block Types
In the FSI preconditioner there are two block types, fluid and solid. In the fluid
elements we have classified the DOFs into velocities and pressures. This classification
is necessary for the NavierStokesLSCPreconditioner which needs to differentiate
between the velocities and pressure. However, in this FSI preconditioner we group
all the fluid DOFs together into a single fluid block. The solid elements have only
one type of DOF, which will form the solid block type.
Each type of DOF only needs to be labelled once. For example in a problem which
includes face elements to impose Neumann boundary conditions, we would not need
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to classify the DOFs via the face elements because typically they would have been
classified by bulk elements.
B.2.2.3 Master and Subsidiary Preconditioners
The FSI preconditioner requires the application of single-physics preconditioners F˜
and S˜ for the fluid and solid constituitive single physics problems. We refer to these
preconditioners as subsidiary preconditioners. Oomph-lib’s block preconditioning
framework facilitates the the reuse of existing preconditioners as subsidiary precon-
ditioners.
We wish to use the NavierStokesLSCPreconditioner (see the Navier Stokes
Preconditioner Tutorial [61]) as the subsidiary preconditioner for the fluid subisidiary
problem F˜ ; this preconditioner will utilise the fine grained labelling of the fluid DOFs.
We refer to the FSI preconditioner as the NavierStokesLSCPreconditioner’s mas-
ter preconditioner.
We choose to the solve the solid subisidiary system with the SuperLUPrecondi-
tioner direct solver.
It is important to note that we do not need to consider the block structure of
subsidiary block preconditioners when developing master preconditioners.
B.2.3 Using The Preconditioner
We begin our discussion of the implementation details by demonstrating how to
use the preconditioner (implemented in the class SimpleFSIPreconditioner) in an
actual driver code.
// ======= start_of_main =============================================
/// Driver code -- pass a command line argument if you want to run
/// the code in validation mode where it only performs a few steps
// ==================================================================
int main(int argc , char* argv [])
{
Given an instance of the FSI channel with leaflet problem:
//Build the problem
FSIChannelWithLeafletProblem <
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AlgebraicElement <RefineableQTaylorHoodElement <2> > >
problem(lleft ,lright ,hleaflet ,
htot ,nleft ,nright ,ny1 ,ny2 ,x_0);
the next step is to construct the solver and preconditioner combination. We
specify the GMRES iterative solver, and, if available, use the distributed version
implemented in TrilinosAztecOOSolver.
// Create the solver.
#ifdef OOMPH_HAS_TRILINOS
TrilinosAztecOOSolver* solver_pt = new TrilinosAztecOOSolver;
solver_pt ->solver_type () = TrilinosAztecOOSolver :: GMRES;
#else
GMRES <CRDoubleMatrix >* solver_pt = new GMRES <CRDoubleMatrix >;
#endif
// Pass the solver to the problem.
problem.linear_solver_pt () = solver_pt;
We construct an instance of the preconditioner. This FSI problem contains two
types of element (see sub-section B.2.2.1) for the fluid and solid components. To
allow the block preconditioning framework to differentiate between the two types of
element, we store the different element types in seperate meshes. In this context
meshes are simply containers for elements. These two meshes are then passed to the
preconditioner. Finally, the preconditioner is passed to the solver.
// Create the preconditioner
SimpleFSIPreconditioner* preconditioner_pt = new
SimpleFSIPreconditioner;
// Pass the meshes to the preconditioner.
preconditioner_pt ->set_navier_stokes_mesh(problem.fluid_mesh_pt ());
preconditioner_pt ->set_solid_mesh(problem.solid_mesh_pt ());
// Pass the preconditioner to the solver
solver_pt ->preconditioner_pt () = preconditioner_pt;
The problem can now be solved in the normal Oomph-Lib fashion:
// Set up doc info
DocInfo doc_info;
doc_info.set_directory("RESLT");
// Set max. number of adaptations
unsigned max_adapt =3;
// solve and document
problem.steady_newton_solve(max_adapt);
problem.doc_solution(doc_info);
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B.2.4 The Implementation of the FSI Preconditioner
Finally we discuss the implementation of the FSI preconditioner within oomph-lib’s
block preconditioning framework. In particular, we will address three fundamental
tasks:
• How to identify and classify the DOFs in the underlying Problem.
• How to extract subsidiary matrix blocks from the full Jacobian.
• How to recycle existing preconditioning operators within new preconditioners.
We implement the FSI preconditioner in the class SimpleFSIPreconditioner.
This class inherits from the base class BlockPreconditioner which provides the
generic functionality required for common block preconditioning operations.
//=start_of_simple_fsi_preconditioner ===============================
/// \short Simple FSI preconditioner. A block uppper triangular
/// preconditioner for the 2x2 FSI block system -- DOFs are
/// decomposed into fluid DOFs and solid DOFs. The fluid
/// subisidiary system is solved with the
/// NavierStokesLSCPreconditioner and the solid subsidiary system
/// with the SuperLUPreconditioner.
/// Note Jacobian must be of type CRDoubleMatrix
// ==================================================================
class SimpleFSIPreconditioner
: public virtual BlockPreconditioner <CRDoubleMatrix >
This preconditioner requires five private member data elements: the fluid (F˜ )
and solid (S˜) subsidiary preconditioners, the subsidiary matrix-vector-product (Csf )
operator, and pointers to the fluid and solid meshes.
/// Pointer the Navier Stokes preconditioner.
NavierStokesLSCPreconditioner* Navier_stokes_preconditioner_pt;
/// Pointer to the solid preconditioner.
Preconditioner* Solid_preconditioner_pt;
/// Pointer to the fluid onto solid matrix vector product.
MatrixVectorProduct* Fluid_solid_coupling_matvec_pt;
/// Pointer to the navier stokes mesh.
Mesh* Navier_stokes_mesh_pt;
/// Pointer to the solid mesh.
Mesh* Solid_mesh_pt;
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B.2.4.1 Constructor
The constructor instantiates instances of the three subsidiary operators.
/// \short Constructor for SimpleFSIPreconditioner
SimpleFSIPreconditioner ()
: Navier_stokes_mesh_pt (0), Solid_mesh_pt (0)
{
// Create the Navier Stokes LSC preconditioner
Navier_stokes_preconditioner_pt = new
NavierStokesLSCPreconditioner;
// Create the Solid preconditioner
Solid_preconditioner_pt = new SuperLUPreconditioner;
// Create the matrix -vector product operator
Fluid_solid_coupling_matvec_pt = new MatrixVectorProduct;
}// end_of_constructor
B.2.4.2 Preconditioner Setup
Like all preconditioners, BlockPreconditioners have two key methods, setup(...)
and preconditioner solve(...) both of which are discussed in more detail in the
Linear Solvers Tutorial [56]. We begin by considering setup(...).
//=start_of_setup ===================================================
/// Setup the preconditioner.
// ==================================================================
void SimpleFSIPreconditioner :: setup(Problem* problem_pt ,
DoubleMatrixBase* matrix_pt)
At the simplest level, Meshes are just containers for elements. To enable the
BlockPreconditioner to differentiate between different elements, each type of ele-
ment must be stored in a separate mesh. We (arbitrarily) choose the fluid mesh to
be mesh 0 and the solid mesh to be mesh 1. The preconditioner therefore has four
DOF types enumerated in mesh order:
• 0 fluid x velocity (DOF type 0 in mesh 0)
• 1 fluid y velocity (DOF type 1 in mesh 0)
• 2 fluid pressure (DOF type 2 in mesh 0)
• 3 solid (DOF type 0 in mesh 1)
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Passing the meshes to BlockPreconditioner gives the framework access to the
meshes and allows the preconditioner writer access to the number of DOF types
associated with the elements in each mesh.
// setup the meshes for BlockPreconditioner and get the number of
// types of DOF assoicated with each Mesh.
// Mesh 0 is the fluid mesh , and hence DOFs 0 to
// n_fluid_dof_type -1 are the fluid DOFs. Mesh 1 is the solid
// mesh and therefore DOFs n_fluid_dof_type to n_total_dof_type -1
// are solid DOFs set the mesh pointers
this ->set_nmesh (2);
this ->set_mesh(0,problem_pt ,Navier_stokes_mesh_pt);
this ->set_mesh(1,problem_pt ,Solid_mesh_pt);
unsigned n_fluid_dof_type = this ->ndof_types_in_mesh (0);
unsigned n_total_dof_type = n_fluid_dof_type + this ->
ndof_types_in_mesh (1);
The next step is to define a mapping from DOF number to block number. This
preconditioner has two block types, fluid and solid -- therefore we group the fluid
DOFs into block type 0 and the solid DOFs into block type 1. We define a map from
DOF type to block type in a vector (the vector indices denote the DOF type and the
vector elements denote the block type) and pass it to block setup(...) to complete
the setup of the BlockPreconditioner infrastructure.
// This fsi preconditioner has two types of block -- fluid and
// solid. Create a map from DOF number to block type. The fluid
// block is labelled 0 and the solid block 1.
Vector <unsigned > dof_to_block_map(n_total_dof_type ,0);
for (unsigned i = n_fluid_dof_type; i < n_total_dof_type; i++)
{
dof_to_block_map[i] = 1;
}
// Call the BlockPreconditioner method block_setup (...) to
// assemble the data structures required for block
// preconditioning.
this ->block_setup(problem_pt ,matrix_pt ,dof_to_block_map);
The next step is to set up the subsidiary operators required by the preconditioner.
We start with the solid subsidiary preconditioner (S˜). We extract the solid sub-
sidary matrix S from the Jacobian using the BlockPreconditioner method get -
block(...) and then set up the solid subsidiary preconditioner:
// First the solid preconditioner
// ===============================
// get the solid block matrix (1,1)
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CRDoubleMatrix* solid_matrix_pt =0;
this ->get_block (1,1,cr_matrix_pt ,solid_matrix_pt);
// setup the solid preconditioner
// (perform the LU decomposition)
Solid_preconditioner_pt ->setup(problem_pt ,solid_matrix_pt);
delete solid_matrix_pt;
Dealing with the fluid subsidiary preconditioner (F˜ ) is slightly more complicated
-- this is because a fluid subsidiary preconditioner is a block preconditioner itself. A
subsidiary block preconditioner requires access to the data structures in its master
block preconditioner and the subset of master preconditioner DOF types that it
operates on.
This is done in two steps:
1. First we must turn the NavierStokesLSCPreconditioner into a subsidiary
block preconditioner. We assemble a list a fluid DOF types in this precondi-
tioner, and pass this list to the Navier-Stokes preconditioner to indicate that
DOF type i in the (master) FSI preconditioner is DOF type i in the (subsidiary)
fluid preconditioner (for i = 0, 1, 2) (Note that the fact that this mapping is
the identity mapping is a result of choosing the fluid mesh to be mesh 0; in
general the index of ns dof list corresponds to the DOF type number in the
Navier Stokes subsidiary preconditioner and the value corresponds to the index
in this master preconditioner).
// Next the fluid preconditioner
// ==============================
// Specify the relationship between the enumeration of DOF
// types in the master
// preconditioner and the LSC subsidiary preconditioner so
that
// ns_dof_type[i_nst] contains i_master
Vector <unsigned > ns_dof_list(n_fluid_dof_type);
for (unsigned i = 0; i < n_fluid_dof_type; i++)
{
ns_dof_list[i] = i;
}
// Turn the Navier Stokes LSC preconditioner into a
subsidiary
// preconditioner of this (FSI) preconditioner
Navier_stokes_preconditioner_pt ->
turn_into_subsidiary_block_preconditioner(this ,ns_dof_list);
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2. Now we set up the NavierStokesLSCPreconditioner. We pass the Navier-
Stokes mesh to the the subsidiary preconditioner and set up the operator. Note
that the pointer to the full FSI Jacobian is passed to the subsidiary block
preconditioner. This allows the subsidiary preconditioner to extract the relevant
sub-blocks, using the lookup schemes established by the call to turn into -
subsidiary block preconditioner(...).
// Setup the Navier Stokes LSC preconditioner. (Pass it a
pointer // to the Navier Stokes mesh)
Navier_stokes_preconditioner_pt ->
set_navier_stokes_mesh(Navier_stokes_mesh_pt);
Navier_stokes_preconditioner_pt ->setup(problem_pt ,matrix_pt);
The final operator to set up is the matrix-vector product. This mirrors the set up
of the solid subsidiary preconditioner. First the subsidiary matrix is extracted from
the Jacobian and then the operator is set up:
// Finally the fluid onto solid matrix vector product operator
// ============================================================
// Similar to the solid preconditioner get the matrix
CRDoubleMatrix* fluid_onto_solid_matrix_pt =0;
this ->get_block (1,0,cr_matrix_pt ,fluid_onto_solid_matrix_pt);
// And setup the matrix vector product operator
Fluid_solid_coupling_matvec_pt ->setup(fluid_onto_solid_matrix_pt);
delete fluid_onto_solid_matrix_pt;
B.2.4.3 Preconditioner Solve
Next we consider the preconditioner solve(...) method which applies the action
of the preconditioner to the input vector y and returns the result in z.
//=start_of_preconditioner_solve ====================================
/// Apply preconditioner.
// ==================================================================
void SimpleFSIPreconditioner :: preconditioner_solve
(const DoubleVector &y, DoubleVector &z)
In this section we follow the four steps outlined at the end of sub-section B.2.1.
The first step is to apply the Navier-Stokes preconditioner F˜ to the fluid elements
y f of y. Since F˜ is a subisidiary block preconditioner we apply it to the full-
length y and z vectors which contain both the fluid and solid unknowns. The block
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preconditioner infrastructure utilised within the NavierStokesLSCPreconditioner
will ensure that the preconditioner only operates on fluid DOFs.
// Fluid Subsidiary Preconditioner
// =================================
// Start by applying the Fluid subsidiary preconditioner
// The fluid subsidiary preconditioner is a block preconditioner
// and hence we pass it the global residual and solution vectors
// (y and z)
Navier_stokes_preconditioner_pt ->preconditioner_solve(y,z);
The fluid elements z fof the vector z will now have been updated to contain the
action of the LSC preconditioner on the fluid elements y f of the vector y.
To apply the fluid-solid coupling matrix vector product Csf , we must first copy
the fluid elements from z into another vector z f. We then apply the matrix-vector
product operator to z f and store the result in a vector w. Finally, we subtract w
from the solid residuals y s and store the result in w to complete the application of
the matrix-vector product.
// Fluid Onto Solid Matrix Vector Product Operator
// ================================================
// The vector z_f contains the result of the action of the
// NavierStokesPreconditioner on a subset of the elements of z.
// Remember the fluid block index is 0 and the solid block
// index is 1.
DoubleVector z_f;
this ->get_block_vector (0,z,z_f);
// Apply the matrix vector product to z_f and store the
// results in w
DoubleVector w;
Fluid_solid_coupling_matvec_pt ->multiply(z_f ,w);
// The vector y_s contains the solid residuals
DoubleVector y_s;
this ->get_block_vector (1,y,y_s);
// Subtract the action of the fluid onto solid matrix vector
// product from y_s
y_s -= w;
w = y_s;
The final stage of the preconditioning operation is to apply the solid subsidiary
preconditioner S˜ to w and return the result to z. We note that because the solid sub-
sidiary preconditioner is not a block preconditioner, the preconditioner solve method
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must be called with the solid block vectors. The result is then copied to the full-length
vector z which contains the fluid and solid DOFs.
// Solid Subsidiary Preconditioner
// ================================
// Apply the solid preconditioner to s and return the result to the
// global solution vector z
DoubleVector z_s;
Solid_preconditioner_pt ->preconditioner_solve(w,z_s);
this ->return_block_vector (1,z_s ,z);
B.2.5 Parallelisation
We note that the above discussion did not address the parallelisation of the precondi-
tioner. This is because the subsidiary operators ( NavierStokesLSCPreconditioner,
SuperLUPreconditioner and MatrixVectorProduct) are all parallel operators, and
given that the action of the BlockPreconditioner framework is parallelised, the
parallelisation of this preconditioner requires no more than running the executable
under MPI on multiple processes.
B.3 (Distributed) General Purpose Block Precon-
ditioners
In this document we will demonstrate how to use the general-purpose block precon-
ditioners implemented in Oomph-Lib. This tutorial follows from the (Distributed)
Block Preconditioners tutorial in Appendix B.2, which provides an overview of Oomph-
Lib’s generic block preconditioning framework.
We use the Problem described in the Bending of a Cantilever Beam tutorial [46]
to illustrate the key concepts.
B.3.1 Introduction
In this section we define the four (distributed) general purpose block preconditioning
methodologies. To recap, all Oomph-Lib problems are solved in a Newton iteration
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which requires the repeated solution of linear systems of the form
Jδx = −r (B.10)
where J is the Jacobian matrix, r is the vector of residuals and δx is the Newton
correction. We divide the DOFs in the two-dimensional cantilever problem into two
subsets corresponding to the x and y nodal positions.
 Jxx Jxy
Jyx Jyy
 .
 δx
δy
 = −
 rx
ry
 (B.11)
Utilising this partitioning we will describe four (distributed) general purpose block
preconditioning methodologies. (Left) preconditioning represents a transformation of
the original linear system to
P−1J δx = −P−1r (B.12)
with the aim of accelerating the convergence of Krylov subspace iterative methods
such as GMRES or CG. The application of the preconditioner requires the solution
of
Pz = w (B.13)
for z at each Krylov iteration.
B.3.1.1 Block Diagonal Preconditioning
We drop the off-diagonal blocks to form the block diagonal preconditioner
PBD =
 Jxx
Jyy
 . (B.14)
the application of this preconditioner requires the solution of the subsidiary sys-
tems Jxx and Jyy.
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B.3.1.2 Block Diagonal Preconditioning with Two-Level Parallelisation
The two-subsidiary systems in the block diagonal preconditioner (involving Jxx and
Jyy) can be solved in any order. In parallel computation we can either solve the two
systems one after the other using the full set of processes for the solution of each linear
system. An alternative is to solve all the subsidiary systems simultaneously, using
only a subset of processes for each system. We refer to this technique as two-level
parallelisation and note that this approach is particularly useful if the linear solvers
do not have good parallel scaling properties.
B.3.1.3 Upper Block Triangular Preconditioning
An alternative to block diagonal preconditioning is block triangular preconditioning in
which only off diagonal blocks on one side of the diagonal are dropped. For example,
in the block-upper triangular preconditioner
PBUT =
 Jxx Jxy
Jyy
 (B.15)
the block below the diagonal (Jyx) has been dropped. In addition to the two
subsidiary solves for Jxx and Jyy this preconditioner requires a matrix-vector product
involving Jxy.
B.3.1.4 Lower Block Triangular Preconditioning
Similarly we can define a lower triangular block preconditioner
PBLT =
 Jxx
Jyx Jyy
 . (B.16)
B.3.2 Application
In this section we demonstrate the use of Oomph-Lib’s general-purpose block pre-
conditioners. All general purpose block preconditioners derive from the base class
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GeneralPurposeBlockPreconditioner (which itself derives from the BlockPrecon-
ditioner class).
By default all general purpose block preconditioners use SuperLUPreconditioner
as the preconditioner for the subsidiary systems (Jxx and Jyy in the Introduction.
SuperLUPreconditioner is a wrapper to both the SuperLU direct solver [6] and
the SuperLU DIST distributed direct solver [75]. Often we seek to replace this
direct solver preconditioning with an inexact solver to make the preconditioner more
efficient. To use an alternative subsidiary preconditioner we must define a function
to return new instances of the chosen type of preconditioner (inexact solver). For
example
//=hypre_helper =====================================================
/// The function get_hypre_preconditioner () returns an instance of
/// HyprePreconditioner to be used as a subsidiary preconditioner
/// in a GeneralPurposeBlockPreconditioner
// ==================================================================
namespace Hypre_Subsidiary_Preconditioner_Helper
{
Preconditioner* get_hypre_preconditioner ()
{
return new HyprePreconditioner;
}
} // end_of_hypre_helper
would return instances of HyprePreconditioner, a wrapper to the distributed
Hypre BoomerAMG [1] implementation of classical AMG. Later we will pass a pointer
to this function to the block preconditioner to enable the use of HyprePrecondi-
tioner as a subsidiary preconditioner.
The rest of the section is concerned with the main function, and in particular
setting up the preconditioner for use.
// ======= start_of_main ==============================================
/// Driver for cantilever beam loaded by surface traction and/or
/// gravity
// ==================================================================
int main(int argc , char* argv [])
{
Given an instance of the problem,
//Set up the problem
CantileverProblem <MySolidElement <RefineableQPVDElement <2,3> > >
problem;
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we specify GMRES as the linear solver. If available, we use the TrilinosAztecOO-
Solver wrapper to the Trilinos AztecOO [7] implementation of GMRES. (This is
the only distributed implementation of GMRES in Oomph-Lib.)
// use trilinos gmres if available
#ifdef OOMPH_HAS_TRILINOS
TrilinosAztecOOSolver* solver_pt = new TrilinosAztecOOSolver;
solver_pt ->solver_type () = TrilinosAztecOOSolver :: GMRES;
#else
GMRES <CRDoubleMatrix >* solver_pt = new GMRES <CRDoubleMatrix >;
#endif
GeneralPurposeBlockPreconditioner is the base class for all general purpose
block preconditioners.
// Pointer to general purpose block preconditioner base class
GeneralPurposeBlockPreconditioner <CRDoubleMatrix >* prec_pt = 0;
We introduced four general purpose block preconditioning methodologies in the
(Section B.3.1). The next step is to construct one of these preconditioners.
• Block Diagonal Preconditioning. This is implemented in the class Block-
DiagonalPreconditioner.
// Standard Block Diagonal
prec_pt = new BlockDiagonalPreconditioner <CRDoubleMatrix >;
• Enabling Two-Level Block Diagonal Preconditioning. By default two-
level preconditioning is disabled and hence use two level parallelisation()
must be set to true. Once this is done, each subsidiary system will be solved
on an (as near to) equal size subset of processes.
// Two Level Block Diagonal
prec_pt = new BlockDiagonalPreconditioner <CRDoubleMatrix >;
dynamic_cast <BlockDiagonalPreconditioner <CRDoubleMatrix >* >
(prec_pt)->use_two_level_parallelisation () = true;
• Block Upper Triangular Preconditioning. Both block triangular precon-
ditioners are implemented in the class BlockTriangularPreconditioner. By
default this employs the upper-triangular version of the preconditioner.
// Block Upper Triangular
prec_pt = new BlockTriangularPreconditioner <CRDoubleMatrix >;
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• Block Lower Triangular Preconditioning. The lower triangular version of
the preconditioner can be selected with a call to the method lower triangular().
// Block Lower Triangular
prec_pt = new BlockTriangularPreconditioner <CRDoubleMatrix >;
dynamic_cast <BlockTriangularPreconditioner <CRDoubleMatrix >* >
(prec_pt)->lower_triangular ();
Having chosen a preconditioner structure, the next stage is to choose the pre-
conditioner for the subsidiary systems (Jxx and Jyy in the Introduction. By de-
fault this is SuperLUPreconditioner, but we wish to use HyprePreconditioner
so we pass the previously specified function Hypre Subsidiary Preconditioner -
Helper::get hypre preconditioner() to the preconditioner.
// Specify Hypre as the subsidiary block preconditioner
prec_pt ->set_subsidiary_preconditioner_function
(Hypre_Subsidiary_Preconditioner_Helper :: get_hypre_preconditioner
);
The same subsidiary preconditioner is used for all subsidiary systems in a general
purpose block preconditioner.
As discussed in the (Distributed) Block Preconditioners tutorial in Appendix B.2,
the classification of the DOFs is implemented at an elemental level so we pass a
pointer to the mesh containing the elements to the preconditioner. This problem in
fact contains two meshes containing the bulk elements and the traction elements. All
the DOFs are classified by the bulk elements and therefore we do not need to pass
the traction element mesh to the block preconditioner.
// set the mesh
prec_pt ->add_mesh(problem.solid_mesh_pt ());
The next stage is to specify the map from DOF type number in the element to
block type in the preconditioner. In the solid elements x displacement DOFs are
labelled 0 and y displacement DOFs are labelled 1. In the preconditioner the x
displacement block is labelled 0 and y displacement block is labelled 1, and hence we
define the trivial DOF-to-block map and pass it to the preconditioner.
// set the DOF to block map
Vector <unsigned > dof_to_block_map (2);
dof_to_block_map [0] = 0;
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dof_to_block_map [1] = 1;
prec_pt ->set_dof_to_block_map(dof_to_block_map);
(This step is in fact not necessary, as the preconditioner framework assumes that
each DOF type corresponds to a different block type if a DOF to block map is not
specified, but presented nonetheless to illustrate how to specify a DOF to block map.)
Finally, we pass the preconditioner to the solver
// pass the preconditioner to the solver
solver_pt ->preconditioner_pt () = prec_pt;
and solve the problem.
// solve the problem
problem.newton_solve ();
B.3.3 Parallelisation
Given that BlockPreconditioner, TrilinosAztecOOSolver, SuperLUPreconditioner,
HyprePreconditioner and MatrixVectorProduct are all automatically distributed,
all that is required for a distributed solution is to run the executable under MPI with
multiple processes.
Bibliography
[1] Hypre - scalable linear solvers. https://computation.llnl.gov/casc/
linear_solvers/sls_hypre.html.
[2] Intel adaptive spike-based solver. http://software.intel.com/en-us/
articles/intel-adaptive-spike-based-solver/.
[3] Mumps : a parallel sparse direct solver. http://graal.ens-lyon.fr/MUMPS/.
[4] oomph-lib - the object oriented multi-physics finite element library. http:
//oomph-lib.maths.man.ac.uk/.
[5] Oski. http://bebop.cs.berkeley.edu/oski/about.html.
[6] Superlu. http://crd.lbl.gov/~xiaoye/SuperLU/.
[7] The trilinos project. http://trilinos.sandia.gov/.
[8] P. R. Amestoy, I. S. Duff, J. Koster, and J.-Y. L’Excellent. A fully asynchronous
multifrontal solver using distributed dynamic scheduling. SIAM Journal on
Matrix Analysis and Applications, 23(1):15–41, 2001.
[9] P.R. Amestoy, I.S. Duff, J.-Y. L’Excellent, and X.S. Li. Analysis, tuning and
comparison of two general sparse solvers for distributed memory computers.
Technical report, ENSEEIHT-IRIT, Lawrence Berkeley National Laboratory,
2000.
[10] F.P.T. Baaijens. A fictitious domain/mortar element method for fluid-structure
interaction. International Journal for Numerical Methods in Fluids, 35(7):743–
761, 2001.
217
BIBLIOGRAPHY 218
[11] A.T. Barker and X.C. Cai. Scalable parallel methods for monolithic coupling
in fluid-structure interaction with application to blood flow modeling. Journal
of Computational Physics, 229(3):642–659, 2010.
[12] R. Barrett, M. Berry, T. F. Chan, J. Demmel, J. Donato, J. Dongarra, V. Ei-
jkhout, R. Pozo, C. Romine, and H. Van der Vorst. Templates for the Solution
of Linear Systems: Building Blocks for Iterative Methods, 2nd Edition. SIAM,
Philadelphia, PA, 1994.
[13] E.B. Becker, G.F. Carey, and J.T. Oden. Finite Elements: An Introduction.
Prentice-Hall, Englewood Cliffs, New Jersey, 1981.
[14] M. Benzi, G.H. Golub, and J. Liesen. Numerical solution of saddle point prob-
lems. Acta numerica, 14:1–137, 2005.
[15] W.L. Briggs, V.E. Henson, and S.F. McCormick. A Multigrid Tutorial. SIAM,
2000.
[16] G. F. Carey and J. Tinsley Oden. Finite Elements: A Second Course, Volume
II. Prentice Hall Inc, New Jersey, 1983.
[17] P. Causin, J.F. Gerbeau, and F. Nobile. Added-mass effect in the design of par-
titioned algorithms for fluid-structure problems. Computer Methods in Applied
Mechanics and Engineering, 194(42-44):4506–4527, 2005.
[18] A.J. Cleary, R.D. Falgout, V.E. Henson, J.E. Jones, T.A. Manteuttel, S.F.
McCormick, G.N. Miranda, and J.W. Ruge. Robustness and scalability of
algebraic multigrid. SIAM Journal On Scientific Computing, 21(5):1886–1908,
2000.
[19] E.L. Cussler. Diffusion: Mass transfer in fluid systems. Cambridge University
Press, 1997.
[20] J. Degroote, K.J. Bathe, and J. Vierendeels. Performance of a new partitioned
procedure versus a monolithic procedure in fluid–structure interaction. Com-
puters and Structures, 87(11-12):793–801, 2009.
BIBLIOGRAPHY 219
[21] J.W. Demmel, S.C. Eisenstat, J.R. Gilbert, X.S. Li, and J.W.H. Liu. A su-
pernodal approach to sparse partial pivoting. SIAM J. Matrix Analysis and
Applications, 20(3):720–755, 1999.
[22] J. Donea, S. Giuliani, and JP Halleux. An arbitrary Lagrangian-Eulerian finite
element method for transient dynamic fluid-structure interactions. Computer
Methods in Applied Mechanics and Engineering, 33(1-3):689–723, 1982.
[23] J. Donea, A. Huerta, J. Ponthot, and A. Rodrigruez-Ferran. Arbitrary
lagrangian–eulerian methods. In E. Stein, R. de Borst, and T.J.R. Hughes,
editors, Encyclopedia of computational mechanics, volume 1, chapter 14. Wi-
ley, 2004.
[24] I. S. Duff, A. M. Erisman, and J.K. Reid. Direct Methods for Sparse Matrices.
Oxford University Press, 1986.
[25] I.S. Duff, A.M. Erisman, and J.K. Reid. Direct Methods for Sparse Matrices.
Numerical Mathematics and Scientific Computation Monographs on numerical
analysis. Oxford University Press, 1989.
[26] H. Elman, V.E. Howle, J. Shadid, R. Shuttleworth, and R. Tuminaro. Block
preconditioners based on approximate commutators. SIAM Journal on Scien-
tific Computing, 27(5):1651–1668, 2006.
[27] H. Elman and D. Silvester. Fast nonsymmetric iterations and preconditioning
for the Navier-Stokes equation. Siam J. Sci.Comput., 17(1):33–46, 1995.
[28] H.C. Elman. Preconditioning for the steady-state Navier-Stokes equations with
low viscosity. Siam J. Sci.Comput., 20:1299–1316, 1999.
[29] H.C. Elman, D.J. Silvester, and A.J. Wathen. Finite elements and fast iterative
solvers: with applications in incompressible fluid dynamics. Oxford University
Press, 2005.
BIBLIOGRAPHY 220
[30] R.D. Falgout, J.E. Jones, and U.M. Yang. The Design and Implementation of
hypre, a Library of Parallel High Performance Preconditioners, pages 267–294.
Numerical Solution of Partial Differential Equations on Parallel Computers.
Springer-Verlag, 2006.
[31] R.D. Falgout and U.M. Yang. hypre: a library of high performance precondi-
tioners. Computational Science - ICCS 2002 Part III, 2331:632–641, 2002.
[32] C. Farhat and P. Geuzaine. Design and analysis of robust ALE time-integrators
for the solution of unsteady flow problems on moving grids. Computer methods
in applied mechanics and engineering, 193(39-41):4073–4095, 2004.
[33] C. Farhat, K.G. van der Zee, and P. Geuzaine. Provably second-order time-
accurate loosely-coupled solution algorithms for transient nonlinear computa-
tional aeroelasticity. Computer Methods in Applied Mechanics and Engineering,
195(17-18):1973–2001, 2006.
[34] A. Gerstenberger and W.A. Wall. An extended finite element method/Lagrange
multiplier based approach for fluid-structure interaction. Computer Methods in
Applied Mechanics and Engineering, 197(19-20):1699–1714, 2008.
[35] A. Gerstenberger and W.A. Wall. Enhancement of fixed-grid methods towards
complex fluid-structure interaction applications. International Journal for Nu-
merical Methods in Fluids, 57(9):1227–1248, 2008.
[36] A. Gilmanov and F. Sotiropoulos. A hybrid Cartesian/immersed boundary
method for simulating flows with 3D, geometrically complex, moving bodies.
Journal of Computational Physics, 207(2):457–492, 2005.
[37] R. Glowinski, T.W. Pan, T.I. Hesla, and D.D. Joseph. A distributed Lagrange
multiplier/fictitious domain method for particulate flows. International Journal
of Multiphase Flow, 25(5):755–794, 1999.
[38] G.H. Golub and C.F. Van Loan. Matrix Computations. Volume 3 of Johns
Hopkins studies in the mathematical sciences. JHU Press, 1996.
BIBLIOGRAPHY 221
[39] A. Greenbaum. Iterative Methods for Solving Linear Systems. SIAM, 1997.
[40] C. Greif and D. Scho¨tzau. Preconditioners for saddle point linear systems with
highly singular (1, 1) blocks. Electronic Transactions on Numerical Analysis,
22:114–121, 2006.
[41] C. Greif and D. Scho¨tzau. Preconditioners for the discretized time-harmonic
Maxwell equations in mixed form. Numerical Linear Algebra with Applications,
14(4):281–297, 2007.
[42] W. Gropp, R. Thakur, and E. Lusk. Using MPI-2: Advanced features of the
message passing interface. MIT Press Cambridge, MA, USA, 1999.
[43] M. Heil. An efficient solver for the fully-coupled solution of large-displacement
fluid-structure interaction problems. Computer Methods in Applied Mechanics
and Engineering, 193:1–23, 2004.
[44] M. Heil and A. Hazel. Oomph-lib - a fluid-structure-interaction problem:
Flow in a 2d collapsible channel. http://oomph-lib.maths.man.ac.uk/doc/
interaction/fsi_collapsible_channel/html/index.html.
[45] M. Heil and A. Hazel. Oomph-lib - demo problem: 3d fsi on un-
structured meshes. http://oomph-lib.maths.man.ac.uk/doc/interaction/
unstructured_three_d_fsi/html/index.html.
[46] M. Heil and A. Hazel. Oomph-lib - demo problem: Bending of a cantilever
beam. http://oomph-lib.maths.man.ac.uk/doc/solid/airy_cantilever/
html/index.html.
[47] M. Heil and A. Hazel. Oomph-lib - demo problem: Deformation of a solid by
a prescribed boundary motion. http://oomph-lib.maths.man.ac.uk/doc/
interaction/fsi_channel_with_leaflet/html/index.html.
[48] M. Heil and A. Hazel. Oomph-lib - demo problem: Flow in a 2d chan-
nel with an elastic leaflet. http://oomph-lib.maths.man.ac.uk/doc/solid/
prescribed_displ_lagr_mult/html/index.html.
BIBLIOGRAPHY 222
[49] M. Heil and A. Hazel. Oomph-lib - demo problem: Steady finite-reynolds-
number flow through an elastic iliac bifurcation. http://oomph-lib.maths.
man.ac.uk/doc/interaction/vmtk_fsi/html/index.html.
[50] M. Heil and A. Hazel. Oomph-lib - example problem: A two-dimensional
poisson problem. http://oomph-lib.maths.man.ac.uk/doc/poisson/two_
d_poisson/html/index.html.
[51] M. Heil and A. Hazel. Oomph-lib - example problem: A two-dimensional pois-
son problem with flux boundary conditions. http://oomph-lib.maths.man.
ac.uk/doc/poisson/two_d_poisson_flux_bc/html/index.html.
[52] M. Heil and A. Hazel. Oomph-lib - example problem: Adaptive solution of the
3d poisson equation in a spherical domain. http://oomph-lib.maths.man.
ac.uk/doc/poisson/eighth_sphere_poisson/html/index.html.
[53] M. Heil and A. Hazel. Oomph-lib - example problem: Deformation of a string
under tension, using kirchhoff-love beam elements. http://oomph-lib.maths.
man.ac.uk/doc/beam/tensioned_string/html/index.html.
[54] M. Heil and A. Hazel. Oomph-lib - example problem: The 2d driven
cavity problem. http://oomph-lib.maths.man.ac.uk/doc/navier_stokes/
driven_cavity/html/index.html.
[55] M. Heil and A. Hazel. Oomph-lib - finite element theory and top down discus-
sion of the data structure. http://oomph-lib.maths.man.ac.uk/doc/intro/
html/index.html.
[56] M. Heil and A. Hazel. Oomph-lib - linear solvers. http://oomph-lib.maths.
man.ac.uk/doc/linear_solvers/html/index.html.
[57] M. Heil and A. Hazel. Oomph-lib - oomph-lib’s fluid-structure-
interaction (fsi) preconditioner. http://oomph-lib.maths.man.ac.uk/doc/
preconditioners/fsi/html/index.html.
BIBLIOGRAPHY 223
[58] M. Heil and A. Hazel. Oomph-lib - oomph::generalisedhookean class
reference. http://oomph-lib.maths.man.ac.uk/doc/the_data_structure/
html/classoomph_1_1GeneralisedHookean.html.
[59] M. Heil and A. Hazel. Oomph-lib - parallel processing. http://oomph-lib.
maths.man.ac.uk/doc/mpi/general_mpi/html/index.html.
[60] M. Heil and A. Hazel. Oomph-lib - solid mechanics: Theory and
implementation. http://oomph-lib.maths.man.ac.uk/doc/solid/solid_
theory/html/index.html.
[61] M. Heil and A. Hazel. Oomph-lib - the least-squares commutator (lsc)
navier-stokes preconditioner. http://oomph-lib.maths.man.ac.uk/doc/
preconditioners/lsc_navier_stokes/html/index.html.
[62] M. Heil, A.L. Hazel, and J. Boyle. Solvers for large-displacement fluid-structure
interaction problems: Segregated vs. monolithic approaches. Computational
Mechanics, 43:91–101, 2008.
[63] V.E. Henson and U.M. Yang. Boomeramg: a parallel algebraic multigrid solver
and preconditioner. Applied Numerical Mathematics, (41):155–177, 2002.
[64] M. Heroux, R. Bartlett, V. Howle, R. Hoekstra, J. Hu, T. Kolda, R. Lehoucq,
K. Long, R. Pawlowski, E. Phipps, A. Salinger, H. Thornquist, R. Tuminaro,
J. Willenbring, and A. Williams. An Overview of Trilinos. Technical report,
Sandia National Laboratories, 2003.
[65] CW Hirt, A.A. Amsden, and JL Cook. An arbitrary Lagrangian-Eulerian
computing method for all flow speeds* 1. Journal of Computational Physics,
14(3):227–253, 1974.
[66] J. Hron and S. Turek. A monolithic FEM solver for an ALE formulation of fluid–
structure interaction with configuration for numerical benchmarking. Computa-
tional Methods for Coupled Problems in Science and Engineering, volume First
Edition, page 148, 2005.
BIBLIOGRAPHY 224
[67] J. Hron and S. Turek. Fluid-Structure Interaction: Modelling, Simulation,
Optimization, chapter A Monolithic FEM/Multigrid Solver for an ALE Formu-
lation of Fluid-Structure Interaction with Applications in Biomechanics, pages
146–170. Springer, 2006.
[68] T.J.R. Hughes, W.K. Liu, and T.K. Zimmermann. Lagrangian-Eulerian finite
element formulation for incompressible viscous flows* 1. Computer methods in
applied mechanics and engineering, 29(3):329–349, 1981.
[69] G. Karypis. Metis - family of multilevel partitioning algorithms. http://
glaros.dtc.umn.edu/gkhome/views/metis.
[70] D. Kay, D. Loghin, and A. Wathen. A Preconditioner for the Steady-State
Navier–Stokes Equations. SIAM Journal on Scientific Computing, 24:237, 2002.
[71] C. T. Kelley. Solving Nonlinear Equations with Newton’s Method. SIAM,
Philadelphia, 2003.
[72] A. Krechel and K. Stuben. Parallel algebraic multigrid based on subdomain
blocking. Parallel Comput., 27:1009–1031, 2001.
[73] U. Ku¨ttler and W.A. Wall. Fixed-point fluid–structure interaction solvers with
dynamic relaxation. Computational Mechanics, 43(1):61–72, 2008.
[74] M.C. Lai and C.S. Peskin. An Immersed Boundary Method with Formal
Second-Order Accuracy and Reduced Numerical Viscosity* 1. Journal of Com-
putational Physics, 160(2):705–719, 2000.
[75] X.S. Li and J.W. Demmel. SuperLU DIST: A scalable distributed-memory
sparse direct solver for unsymmetric linear systems. ACM Trans. Mathematical
Software, 29(2):110–140, June 2003.
[76] H.G. Matthies, R. Niekamp, and J. Steindorf. Algorithms for strong coupling
procedures. Computer Methods in Applied Mechanics and Engineering, 195(17-
18):2028–2049, 2006.
BIBLIOGRAPHY 225
[77] H.G. Matthies and J. Steindorf. Partitioned strong coupling algorithms for
fluid-structure interaction. Computers & Structures, 81(8-11):805–812, 2003.
[78] J.G. Michopoulos, M. ASME, C. Farhat, A. Fellow, and J. Fish. Modeling and
simulation of multiphysics systems. Journal of Computing and Information
Science in Engineering, 5:198, 2005.
[79] S.Z. Mijalkovic and M.D. Mihajlovic. Component-wise algebraic multigrid pre-
conditioning for the iterative solution of stress analysis problems from micro-
fabrication technology. Commun. Numer. Meth. Engng, 17(10):737–747, 2001.
[80] Richard Muddle. An object oriented implementation of block preconditioning
for the c1 finite element discretisation of the biharmonic equation. Master’s
thesis, School of Computer Science, University of Manchester, 2006.
[81] C.S. Peskin. The immersed boundary method. Acta Numerica, 11:479–517,
2003.
[82] E. Polizzi and A.H. Sameh. A parallel hybrid banded system solver: the SPIKE
algorithm. Parallel computing, 32(2):177–194, 2006.
[83] P. M. Prenter. Splines and Variational Methods. John Wiley and Sons, Chich-
ester, 1975.
[84] T. Rees and C. Greif. A preconditioner for linear systems arising from in-
terior point optimization methods. SIAM Journal on Scientific Computing,
29(5):1992–2007, 2007.
[85] Research Computing Services, University of Manchester. Horace. http://www.
rcs.manchester.ac.uk/services/computational/Horace.
[86] A.M. Roma, C.S. Peskin, and M.J. Berger. An adaptive version of the immersed
boundary method. Journal of computational physics, 153(2):509–534, 1999.
[87] J. W. Ruge and K. Stuben. Algebraic Multigrid (AMG), in Multigrid Methods,
Frontiers in Applied Mathematics. SIAM, Philadelphia, 1987.
BIBLIOGRAPHY 226
[88] Y. Saad. A flexible inner-outer preconditioned GMRES algorithm. SIAM Jour-
nal on Scientific Computing, 14:461–461, 1993.
[89] Y. Saad. Iterative Methods for Sparse Linear Systems. SIAM, 2003.
[90] Y. Saad and M.H. Schultz. Gmres: A generalized minimal residual algorithm
for solving nonsymmetric linear systems. SIAM J. Sci. Stat. Comput., 1986.
[91] P.A. Sackinger, P.R. Schunk, and R.R. Rao. A newton-raphson pseudo-solid
domain mapping technique for free and moving boundary problems: A finite
element implementation. Journal of Computational Physics, 125(1):83–103,
1996.
[92] J.R. Shewchuk. Triangle - a two-dimensional quality mesh generator and de-
launay triangulator. http://www.cs.cmu.edu/~quake/triangle.html.
[93] J.R. Shewchuk. An introduction to the conjugate gradient method without the
agonizing pain. Technical report, School of Computer Science, Carnegie Mellon
University, 1994.
[94] J.R. Shewchuk. Triangle: Engineering a 2D Quality Mesh Generator and Delau-
nay Triangulator. In M.C. Lin and Manocha D., editors, Applied Computational
Geometry: Towards Geometric Engineering, volume 1148 of Lecture Notes in
Computer Science, pages 203–222. Springer-Verlag, 1996.
[95] H. Si. Tetgen - a quality tetrahedral mesh generator and a 3d delaunay trian-
gulator. http://tetgen.berlios.de/.
[96] H. Si. Constrained delaunay tetrahedral mesh generation and refinement. Finite
Elem. Anal. Des., 46:33–46, 2008.
[97] D. Silvester, H. Elman, D. Kay, and A. Wathen. Efficient preconditioning
of the linearized Navier-Stokes equations for incompressible flow. Journal of
Computational and Applied Mathematics, 128(1-2):261–279, 2001.
BIBLIOGRAPHY 227
[98] R.L. Smith. Some interlacing properties of the schur complement of a hermitian
matrix. Linear Algebra and its Applications, (177):137–144, 1992.
[99] G. Strang and G. Fix. An Analysis of Finite Element Methods. Prentice Hall,
Eaglewood Cliffs, NJ, 1973.
[100] Trilinos, Sandia National Laboratories. Aztecoo. http://trilinos.sandia.
gov/packages/aztecoo/.
[101] Trilinos, Sandia National Laboratories. Epetra. http://trilinos.sandia.
gov/packages/epetra/.
[102] H.A. Van der Vorst. Iterative Krylov methods for large linear systems. Cam-
bridge University Press, 2003.
[103] R. Van Loon, P.D. Anderson, F.N. Van de Vosse, and S.J. Sherwin. Comparison
of various fluid-structure interaction methods for deformable bodies. Computers
& Structures, 85(11-14):833–843, 2007.
[104] P.E.J. Vos, R. van Loon, and S.J. Sherwin. A comparison of fictitious do-
main methods appropriate for spectral/hp element discretisations. Computer
Methods in Applied Mechanics and Engineering, 197(25-28):2275–2289, 2008.
[105] R. Vuduc, J.W. Demmel, and K.A. Yelick. OSKI: A library of automatically
tuned sparse matrix kernels. In Journal of Physics: Conference Series, vol-
ume 16, page 521. IOP Publishing, 2005.
[106] W.A. Wall, P. Gamnitzer, and A. Gerstenberger. Fluid–structure interaction
approaches on fixed grids based on two different domain decomposition ideas.
International Journal of Computational Fluid Dynamics, 22(6):411–427, 2008.
[107] A.J. Wathen. Realistic eigenvalue bounds for the galerkin mass matrix. IMA
Journal of Numerical Analysis, 7(4):449–457, 1987.
[108] G. Wempner and D. Talaslidis. Mechanics of solids and shells: theories and
approximations. CRC, 2003.
BIBLIOGRAPHY 228
[109] P. Wesseling. Introduction to Multigrid Methods. Institute for Computer Ap-
plications in Science and Engineering (ICASE), 1995.
[110] U.M. Yang. On the use of relaxation parameters in hybrid smoothers. Numer.
Linear Algebra Appl., (11):155–172, 2004.
[111] U.M. Yang. Parallel Algebraic Multigrid Methods - High Performance Precon-
ditioners, volume 51 of Numerical Solution of Partial Differential Equations on
Parallel Computers, pages 209–236. Springer-Verlag, 2006.
[112] Z. Yu. A DLM/FD method for fluid/flexible-body interactions. Journal of
Computational Physics, 207(1):1–27, 2005.
