Abstract. In this paper we propose a new sequential data assimilation method for non-linear ordinary differential equations with compact state space. The method is designed so that the Lyapunov exponents of the corresponding estimation error dynamics are negative, i.e. the estimation error decays exponentially fast. The latter is shown to be the case for generic regular flow maps if and only if the observation matrix H satisfies detectability conditions: the rank of H must be at least as great as the number of nonnegative Lyapunov exponents of the underlying attractor. Numerical experiments illustrate the exponential convergence of the method and the sharpness of the theory for the case of Lorenz '96 and Burgers equations with incomplete and noisy observations.
1. Introduction. Consider a process described by the following ordinary differential equation (ODE):
The state z(t) and initial condition z 0 are presumed to be unknown, but information about the state is obtained via a noisy observation process:
(2) y(t) = H(t)z(t) + η(t), H : R s×d , t ≥ 0, where η(t) is a squared-integrable function modelling the noise. Consider a filter, that is, the accompanying process described by the following ODE:
(3)ẋ = f (t, x) + L(t, x)(y(t) − H(t)x), x(0) = x 0 .
Given f (perfect model), and possibly incomplete observations y (s < d), the problem is: to find conditions on H which guarantee that there exists a gain L(t, x) ∈ R d×s such that:
(4) ξ(t) ≤ Ce −at ξ(0) , ξ z − x , t > 0 , C > 0 , a > 0 , and to construct the gain L(t, x).
In this work we solve the above problem for generic f by combining ideas from modern Lyapunov stability theory [7] , optimal control and numerical analysis. Namely, assuming that the Lyapunov exponents (LEs) associated with the equationẊ = Df (t, x(t))X are forward regular (see [7] ), we reformulate the classical notion from control theory, detectability for the pair of matrix-valued functions (Df (t, x(t)), H(t)) in terms of LEs, and prove that (4) holds for every ξ : ξ(0) ≤ ε if and only if the pair of matrices (Df (t, x(t)), H(t)) is detectable, and η disappears when t → ∞. This criterion represents our key contribution from the theoretical standpoint. We then apply this rather theoretical result to construct a gain L, and design a numerical algorithm for computing the filter (3) . The computation of the gain L relies upon numerically stable procedures for computing LEs of the fundamental matrix differential equationẊ = Df (t, x(t))X (see [17, 13, 14, 15] ). Specifically, using a lemma of Perron (cf. [7] ) and QR-decomposition we design the gain L to guarantee negativity of the LEs associated with the equation governing the estimation error ξ in the absence of noise:
(5)ξ = (Df (t, x(t)) − L(t, x(t))H(t))ξ + N (t, ξ(t)), ξ(0) = x 0 − z 0 , η ≡ 0.
Negativity of all LEs guarantees (4) under a mild condition on N and for ξ(0) < ε. In other words, the trivial solution of (5) attracts an ε-neighborhood of 0.
Instead of solving the ill-conditioned fundamental matrix differential equation directly we compute an orthonormal basis for the non-stable tangent space by solving a matrix differential equation on a manifold of orthogonal matrices [15] . Since the number of the nonnegative Lyapunov exponents is typically much smaller then the dimension of x, one can reduce the associated computational cost significantly. We stress that this reduction preserves the exponential decay (4) , and hence the estimation quality is not compromised. The resulting numerical algorithm for computing L and x is our main contribution from the computational standpoint. Note that our analysis applies to the case where the observations are noise-free (η ≡ 0). Nevertheless, the proposed filter proves to be efficient in the presence of the observational noise as suggested by our numerical experiments with chaotic non-linear systems.
Motivation and related work. Problems like (1)-(3) are fundamental in diverse fields including synchronization in complex networks, data assimilation and control engineering. Syncronizing agents interacting in complex network topologies is of key interest in physical, biological, chemical and social systems to name just a few. In the literature on synchronization of chaotic systems [34, 35, 37, 9, 8] , the coupled system (1)-(3) is referred to as a driver-receiver process, and the gain L is to be selected so that the receiver x is synchronized with the driver z. In their early papers on synchronization, Pecora & Carroll [34, 35] note that a necessary condition for synchronization (independent of x 0 ) is that the conditional Lyapunov exponents of (3) be negative. Similarly to our detectability conditions, conditions for stability of the synchronization manifold, based on a master stability function (MSF) [36] , also require that all the LEs of an equation similar to (5) be negative: given an L of the form L = νL 0 for ν ranging over the spectrum of the coupling matrix, the MSF assigns a maximal LE of (5) to each ν. The synchronization manifold is stable provided the MSF maps this spectrum into (−∞, 0). In this work, we use a similar idea to describe a class of observation matrices H for which (5) has negative LEs: as per Definition 3.5 below, our detectability condition requires that the non-stable tangent space ofẊ = Df (t, x(t))X have only trivial intersection with ker H ⊺ (t)H(t) most of the time. The latter is crucial for the design of the gain L, and allows us to achieve (4) . Note that our algorithm does not require evaluating the MSF for different, possibly complex λ; instead we need to know the dimension of the unstable tangent subspace. We refer the reader to [2] for a review of recent results on synchronization and the MSF.
In the control literature, the problem of this paper is known as a filtering problem (if η and z 0 are stochastic) or an observer design problem or state estimation problem (if η and z 0 are deterministic). Theoretically, solution of the stochastic filtering problem for Markov diffusions is given by the so-called Kushner-Stratonovich (KS) equation, a stochastic Partial Differential Equation (PDE) which describes evolution of the conditional density of the states of the underlying diffusion process [25] . For linear systems, the KS equation is equivalent to the Kalman-Bucy Filter [24] . In contrast, deterministic state estimators assume that errors have bounded energy and belong to a given bounding set. The state estimate is then defined as a minimax center of the reachability set, a set of all states of the physical model which are reachable from the given set of initial conditions and are compatible with observations. Dynamics of the minimax center is described by a minimax filter. The latter may be constructed by using dynamic programming, i.e., the set V ≤ 1, where V is the so-called value function V solving a Hamilton-Jacobi-Bellman (HJB) equation [6] , coincides with the reachability set [5] . Statistically, the uncertainty description in the form of a bounding set represents the case of uniformly distributed bounded errors in contrast to stochastic filtering, where all the errors are usually assumed to be in the form of "white noise". However, in many cases exp{−V } coincides with the solution of the KS equation: in fact, for linear dynamics, equations of the minimax filter coincide with those of Kalman-Bucy filter [30] .
For generic nonlinear models both minimax and stochastic filters are infinite-dimensional, i.e., to get an optimal estimate one needs to solve either the KS or HJB equation. Hence, if the state space of the model (1) is of high dimension then both filters become computationally intractable due to the "curse of dimensionality". To compute the filter one usually compromises optimality to gain computationally tractable approximations. One such approximation, the Luenberger observer is obtained when the gain L in (3) is chosen so that the estimation error (5) converges to 0 exponentially, provided η = 0. In fact, there is a deep relationship between observers and (optimal) minimax filters: in the linear case the minimax/Kalman filter uniformly converges to the observer if the observational noise/model error "disappears" as t → ∞; see [4] . Motivated by this relationship, we construct an observer x for (1) as an approximation of the minimax filter. Note that the proposed detectability condition is most related to [4] where a so-called uniform detectability condition 1 was used together with uniform controllability to establish (4) . Similar conditions based on relative degrees are used to design so called high-gain observers [12] , minimax sliding mode controllers [44] and minimax filters for differential-algebraic equations [42, 43, 41] . A somewhat less restrictive condition of global convergence for skew-symmetric bilinear systems, e.g. Fourier-Galerkin discretization of the 2D Navier-Stokes equations, was reported in [39] . The result of this paper is a lot less restrictive 2 than those in the aforementioned papers, as our detectability condition requires that the non-stable tangent space is regularly observed as t → ∞; see Remark 3.6. Note that 1 Uniform detectability: q ⊺ (Df (t, x) + Λ(x)H(t))q ≤ −α0 q 2 , for some α0 > 0, Λ and all q, x ∈ R d . 2 q ⊺ (Df (t, x(t)) + Λ(x(t))H(t))q ≥ 0 for all t within any finite number of compact intervals of R + .
filters of the form (3) in the context of Navier-Stokes equations were studied in [3, 23, 20] but in the infinite-dimensional setting.
Data Assimilation (DA) improves the accuracy of forecasts provided by physical models and evaluates their reliability by optimally combining a priori knowledge encoded in equations of mathematical physics with a posteriori information in the form of sensor data. Mathematically, many DA methods rely upon various approximations of stochastic filters. We refer the reader to [38, 31] for further discussions on mathematics behind data assimilation. In what follows we discuss a popular family of algorithms based on Extended Kalman Filter (ExKF) which is the most related to the present work.
ExKF is based on the following idea: given an accurate estimate of the state at time instant t, one linearizes the dynamics around that estimate and applies Kalman filtering for the resulting linear system to obtain an estimate for the next time step. This procedure is then repeated. The major drawback of ExKF is that it may diverge for nonlinear equations with positive Lyapunov exponents. A computational bottleneck associated with ExKF is the requirement to recompute the state error covariance matrix. The Ensemble Kalman Filter (EnKF) [19] suggests to overcome this issue by generating an ensemble of trajectories and by computing the ensemble variance to approximate the state error covariance matrix. Recently, this approximation scheme has been combined with ideas from Lyapunov stability theory to construct convergent square-root implementations of the EnKF, a so called EKF-AUS filter [33, 11] : the key idea is to sample and propagate the ensemble state error covariance matrix in the unstable tangent subspace only. Apart from solving the ensemble "deflation problem", and as noted above, this may provide significant dimension reduction; see [10, 40] . The importance of Lyapunov exponents and Lyapunov vectors for analysis of DA methods has also been stressed in [27] . Very recently, robusteness of the LEs to model errors were studied in [28] for discrete-time systems.
Finally, we note that computation of LEs is technically challenging [17] , as one needs to rely upon some regularity assumptions, e.g. the aforementioned forward regularity [7] or exponential dichotomy [14] , to compute LEs for continuos time ODEs. These assumptions are not easy to verify in practice. On the other hand, the regularity for generic discrete time dynamical systems is provided by the so-called Oseledec theorem [32] , hence "most of the time" the discrete flow maps resulting from the time/spatial discretizations should be regular. In particular, our experiments with Lorenz '96 (L96) and Burgers(-Hopf) equations confirmed exponential convergence of the filter in the case of incomplete and noisy observations. We stress that Burgers equation is not dissipative in contrast to the L96 system, and it is unclear if this system possesses an invariant ergodic measure making the corresponding discrete flow map subject to the conditions of the Oseledec theorem, so our theory may not apply to this test case. Nevertheless, the proposed filter demonstrates convergence.
Notation. The notation throughout the paper is rather standard. · denotes the Euclidean norm of R d , L 2 (0, T ) is the space of square-integrable functions with norm · L 2 (0,T ) . Df and D 2 f denote the Jacobian and Hessian of a smooth map f :
This paper is organised as follows. Section 2 briefly recalls the notions of Lyapunov exponents, Lyapunov vectors and forward regularity, and reviews how one can compute LEs by means of continuous QR-decomposition. Section 3 introduces the notion of detectability for linear non-autonomous systems in terms of LEs, Section 4 presents the design of the gain L and the filter x. Section 5 illustrates the application of the filter to Lorenz '96 and Burgers equations.
Conclusions are in Section 6 and Appendix A contains the proofs.
2. Review of Lyapunov stability theory. The stability theory of Lyapunov pertains to linear nonautonomous differential equations
where A(t) ∈ R d×d is continuous and bounded. Following the exposition of Barreira & Pesin [7] , we define the function
which measures the asymptotic rate of exponential growth or decay of the solution of (6) with initial condition
To the function λ we assign a filtration V := {V i }, where
The filtration V has the following properties:
The stability theory of Lyapunov states (see [7, p. 9] ) that the trivial solution ξ(t) = 0 of (6) is exponentially stable if and only if λ 1 < 0, that is:
Computation of Lyapunov exponents.
The fundamental matrix equation associated to (6) is
whose solution for the initial condition X(0) = I yields the exact flow of (6). If (instead) the columns of X(0) = (x 1 (0), . . . , x d (0)) form an ordered normal Lyapunov basis, one finds that
The vector x i (t) is referred to as the ith Lyapunov vector corresponding to the ith Lyapunov exponent.
The fundamental matrix equation (9) is numerically ill-conditioned, and stabilized formulations are used to compute Lyapunov exponents [16, 15, 18] . The algorithm used in this paper relies upon Perron's lemma [7, Lemma 1.3.3] which suggests to transform (9) to the uppertriangular formṘ = BR by means of a Lyapunov coordinate transformation: R = Q ⊺ X.
The Lyapunov exponents ofṘ = BR coincide with those of (9) . Moreover, under a regularity assumption, they can be computed by "averaging" the diagonal elements of B. For the convenience of the reader we sketch out this procedure below.
Recall from [26, p.246 ] that for any Y ∈ R d×k there exists a QR-decomposition, i.e. an orthogonal matrix Q ∈ R d×d and upper-triangular matrix R ∈ R d×k such that Y = QR.
If the columns of Y are linearly-independent, then, by using the modified Gram-Schmidt (mGS) algorithm 3 , one can also construct a so called thin QR-decomposition: Y = QR where Q ∈ R d×k and R ∈ R k×k . We stress that the thin QR-decomposition is unique if one chooses R ii > 0. Moreover, the "full" QR-decomposition is related to the thin one by
where the columns of Q ⊥ ∈ R d×(d−k) span the orthogonal complement of the range of Q in R d×d . If k = d and the columns of Y are linearly-independent, then Q = Q and R = R. If Y ∈ R d×k , k ≤ d, and s = rank(Y ) < k, then a simple modification of the GramSchmidt procedure 4 generates an orthogonal matrix Q ∈ R d×s and an upper-triangular matrix R ∈ R s×s such that Y = QR. In this case the diagonal of R may contain zeros. Now, let X ∈ R d×d solve (9), and consider its QR-decomposition X(t) = Q(t)R(t). Since rank(X(t)) ≡ d, it follows that this QR-decomposition is unique, and
Moreover, the matrices Q and R, constructed by the mGS algorithm, are continuously differentiable. It is easy to find, by differentiating the equality X = QR, that Q and R solve 5 the following system of differential equations:
where X(0) = Q 0 R 0 . On the other hand, it is not hard to prove that (11) and (12) has a unique solution 6 which coincides with the matrices Q and R. Hence, the following statements are equivalent:
3 If the columns of Y are nearly linearly-dependent, and so the condition number of Y is large, the mGS algorithm may generate Q which is not quite orthogonal. In this case a more computationally expensive Housholder transformation can be used instead of the relatively cheap mGS [26, p.255] or one may apply mGS twice [29, 21] . 4 If the columns of
is again in the range of Q (k+1) we repeat the above steps, otherwise we add a row of zeros to the bottom of R
and append a column of size k + 1 on the right, and
] by using the mGS procedure.
5 Note that, by construction, R is upper-triangular, and so isṘ. This implies that B is upper-triangular too, hence the expression for Sij in (12) . 6 Indeed, (11) is linear in R, and B is a continuous function of t, hence (11) has a unique solution. The solutions of (12) are sought on O(d)-the compact manifold of orthogonal square matrices, and since the r.h.s. of (12) is Lipschitz in Q w.r.t. the Frobenius norm on O(d), it follows by the Grönwall-Bellman inequality that there is a unique orthogonal square matrix satisfying (12) . Therefore, the unique solution of (11) and (12) coincides with the matrices Q and R.
QR1 X(t) = Q(t)R(t) is the unique QR-decomposition of X, Q(t)Q ⊺ (t) = I, and R is uppertriangular such that R ii > 0, provided X solves (9), and X(0) = Q 0 R 0 .
QR2 Q and R solve (11) and (12 (11) . The function r → κ(r 0 ) := lim sup t→∞ 1 t log( R j (t; r 0 ) ), where R j (t; r 0 ) is the jth column of R(t) for R j (0) = r 0 , is called forward regular provided (13) lim sup
We stress that for bounded A(t), i.e. sup t≥0 A(t) < +∞, Perron's lemma guarantees that 
Finally, we stress that the orthogonalization process ensures that the Lyapunov exponents are ordered:
This important fact allows us to directly compute a basis for the nonstable tangent space, i.e. the columns Q 1 , . . . , Q k of Q corresponding to λ 1 ≥ . . . λ k ≥ 0, if we know its dimension k ≤ d a priori, rather than solving (11) and (12) for Q and R as suggested above. Indeed, let X(t) ∈ R d×k , where k ≤ d, and assume that its thin QR-decomposition is given by:
By differentiating the above equality we find that the equationṡ
can be used to compute Q ∈ R d×k and R ∈ R k×k , where as before the skew-symmetric S ⊺ = −S ∈ R k×k is chosen to ensure thatB = Q ⊺ AQ −S ∈ R k×k is upper triangular. If k = d, the first term on the right in (15) vanishes, and (15) and (16) reduce to (11) and (12) . The key computational advantage here is that a substantial dimension reduction is achieved when solving (15) and (16) 
and assuming that X(0) has nontrivial projection onto the first k elements of some ordered normal Lyapunov basis, the span of the columns of Q(t), found from (15), will coincide with the span of the Lyapunov vectors corresponding to the leading k Lyapunov exponents. The latter are gleaned from the diagonal ofB(t) via the relation (14).
3. Detectability for linear systems. In this section we recall the notions of detectability and linear observers for linear autonomous systems, and we reveal the fundamental relationship between detectability, Lyapunov exponents and existence of linear observers (Lemma 3.4). This relationship is a well-known fact from the classical control theory, and we reformulate it here in terms of the QR-decomposition discussed in Subsection 2.1 to illustrate using a simple example how to design a linear observer by using Lyapunov vectors and Lyapunov exponents. In particular, we prove (see Lemma 3.4 and Proposition 3.7) that the linear observer exists if and only if the system is detectable, and that for non-detectable systems it is impossible, in principle, to design a linear observer as there exists an initial condition such that the corresponding estimation error does not converge to 0. This simple yet powerful observer design tool is then used in Section 4 to construct linear observers for generic non-linear dynamical systems.
Autonomous linear systems.
Let us recall the definition of a linear observer, a socalled Luenberger observer. Assume that we observe a function y(t) ∈ R s which represents a possibly incomplete output of a linear system:
Definition 3.1. The following non-homogeneous linear system
is called a linear observer with gain L, the Luenberger gain, provided L is chosen so that the estimation error ξ := z − x converges to 0 exponentially for any x 0 . Remark 3.2. Suppose that y(t) = Hz(t) + η(t) for some η ∈ L 2 (0, T ), and define J(v) := T 0 y(t) − He At v 2 dt. Clearly, the best least-squares estimate of the trajectory z given y(t) can be computed by minimizing J w.r.t. v ∈ R d and choosing z(t) = exp(At)v for this minimizer. Define W (0, T )
and thus the set of minimizers of J is given by {v : W (0, T )v = b}. For instance, the minimizer with smallest 2-norm is given by: In turns out (see proof of Lemma 3.4) that ker W (0, T ) = ker O s . Note that the state space of (17) splits into two invariant sub-spaces:
Detectability implies that the projection of z(t) onto ker ⊥ O s , the "invisible" part, decays to zero exponentially fast. The following lemma establishes the connection between detectability, existence of linear observers and Lyapunov exponents. In what follows we generalize Definition 3.3 to the case of time-dependent A and H, and then this definition is applied to design the linear observer for (19) . Assume that t → H(t) ∈ R s×d , s ≤ d and t → A(t) ∈ R d×d are such that (20) sup
Definition 3.5. Assume that (13) holds true, and let Q ∈ R d×k , k ≤ d solve (15) . Let Q(t) ∈ R d×k and R(t) ∈ R k×k be the thin QR-decomposition of H ⊺ HQ, i.e.
Q(t) R(t) = H ⊺ (t)H(t)Q(t).
We say that (A, H) is detectable in the direction Q j if lim sup
Furthermore we say that (A, H) is detectable if it is detectable in any direction Q j from the non-stable tangent space:
Remark 3.6. Note that R jj ≥ 0 by construction, with equality R jj (t) = 0 holding only if H ⊺ (t)H(t)Q(t) is rank deficient 7 The latter is the case if and only if the linear sub-space generated by the columns of Q, {Q(t)x, x ∈ R k } has a non-trivial intersection with ker H ⊺ (t)H(t): H ⊺ (t)H(t)Q(t)x = 0 for some x ∈ R k . Recall from subsection 2.1 that the way we compute Q ensures that the Lyapunov exponents are ordered: λ 1 ≥ · · · ≥ λ k ⋆ , and the k ⋆ leading columns of Q(t), Q 1 , . . . , Q k ⋆ correspond to the k ⋆ leading Lyapunov exponents as in (21) . Now, if k ⋆ is the number of non-negative Lyapunov exponents of (19) , then, according to Definition 3.5, (A(t), H(t)) is detectable iff the sub-space generated by the first k ⋆ columns of Q, i.e. the non-stable tangent space, has only trivial intersection with ker H ⊺ (t)H(t) most of the time, i.e. the measure of the set {0 ≤ s ≤ t : R jj (s) > 0} grows at least linearly as t → +∞, outside perhaps a finite number of compact intervals of R + , for j = 1, . . . , k ⋆ .
Intuitively, detectability requires that the non-stable tangent space, spanned by Q 1 , . . . , Q k ⋆ , is regularly observed as t → ∞. If, however, there is a vector Q ℓ in the non-stable tangent space that is 'unseen' by the observation operator H most of the time, i.e. the measure of the set {0 ≤ τ ≤ t : R ℓℓ (τ ) > 0} is finite or grows at a sub-linear rate as t → +∞, then (A(t), H(t)) is not detectable.
Remark 3.6 suggests that a necessary condition for detectability of (A(t), H(t)) is
provided K is a union of a finite number of compact intervals of R + , and k ⋆ is the number of nonnegative Lyapunov exponents of (19) . Indeed, ker H ⊺ (t)H(t) = ker H(t) as the range of H is orthogonal to ker H ⊺ . Hence, rank H ⊺ HQ = rank HQ. By construction, Q(t) has full column rank k. Hence, rank H ⊺ (t)H(t)Q(t) = rank H(t)Q(t) = min{rank(H(t)), k} at any time t such that ker(H(t)Q(t)) = {0}. In the latter case, rank R(t) = min{rank(H(t)), k}. Thus, the diagonal of R(t) may have at most min{rank(H(t)), k} positive elements for any t > 0. As noted above, detectability of (A(t), H(t)) implies that, for any j = 1, . . . , k ⋆ , the measure of the set {0 ≤ s ≤ t : R jj (s) > 0} grows at least linearly as t → +∞, outside perhaps a finite number of compact intervals of R + , K. Hence, there exist T > 0 such that R jj (s) > 0 for all j = 1, . . . , k ⋆ , and almost all s > T . But this is possible only if (22) holds true. In particular, (22) 
implies that the rank of the observation operator H(t) must equal or exceed the number of nonnegative Lyapunov exponents for detectability to hold.
The following proposition shows that detectability is necessary and sufficient for the existence of the linear observer. 7 In fact,Rii = 0 if and only if the ith column of H ⊺ (t)H(t)Q(t) can be represented as a linear combination of the first i − 1 columns. In this case, the ith column ofQ is set to 0 by the mGS process.
Proposition 3.7. Assume that η = 0, A and H satisfy (20) , and (13) holds true. Let Q ∈ R d×k and R ∈ R k×k solve (15) and (16) , provided k is the number of non-negative Lyapunov exponents of (9) , and let Q R = H ⊺ HQ be the thin QR-decomposition of H ⊺ HQ(t). Define the gain
and let x solve the following system:
Then there exists p > 0 such that the estimation error ξ = z − x decays to 0 exponentially fast if and only if (A, H) is detectable in the sense of Definition 3.5.
Remark 3.8. Note that the gain L is designed so that all the non-negative LEs of A(t) − L(t)H(t) are made negative. In other words, the gain L (asymptotically) stabilizes the error equationė = (A(t) − L(t)H(t))e, provided the observations are exact. The latter is possible iff (A(t), H(t)) is detectable as per Definition 3.5.
The proof of Proposition 3.7 is given in the appendix.
4. Approximation of the minimax filter for nonlinear ODEs. As noted in the introduction, for linear systems the minimax/Kalman filter uniformly (in time) converges to the linear observer, provided the observational noise/model error "disappears" as t → ∞; see [4] . In the general case of non-linear dynamics and only bounded observational noise, linear observers represent an approximation of the minimax filter. In this section we design a linear observer x for a nonlinear ODE (25) 
with compact state space D, given incomplete and noisy 8 observations:
Assuming that (25) has the unique solution for any z 0 ∈ D we prove that, locally the estimation error ξ = z − x decays to 0 exponentially iff there exists a gain L(t, x) such that all the LEs of A − LH are negative, provided A(t) := Df (x(t)), and η = 0. If the function λ defined by (7) is, in addition, forward regular, then the LEs of A − LH are negative iff A, H is detectable, and the gain L can be constructed as per the recipe of Proposition 3.7. We study the case of non-trivial noise η numerically in the following section.
The following proposition utilizes Lyapunov stability theorem [7, p. 29, T.1.4.3] to prove that under mild regularity conditions a vicinity of 0 is attracted to ξ ≡ 0 by the error dynamics.
We require the following assumption on the linearized dynamics of the observer.
Assumption 4.1. The following conditions hold for the Jacobian Df (t, x(t)) evaluated along the observer process:
A3 the Lyapunov exponent λ(ξ) ofẊ = A(t)X is forward regular. 
Then the following statements are equivalent: S1 There exist ε > 0 and a > 0 such that ξ(t) ≤ Ce −at ξ(0) for all t ≥ 0 where ξ = z − x is the unique solution of the error equation:
S2 All Lyapunov exponents ofẊ = (A − LH)X are negative.
Remark 4.3. In fact, Theorem 4.2 establishes robustness of the LEs w.r.t. small perturbation. Indeed, one may interpret ξ(t) as a perturbation about a particular solution x, i.e. z(t) = x+ξ, and the dynamics of this perturbation is defined by the "perturbed" equation (28): here N is considered as a perturbation of the linear unperturbed equation X = (A − LH)X. By Theorem 4.2 it follows that the exponential decay of solutions of the "perturbed" equation (28) is equivalent to the exponential decay of the solutions of unperturbed linear equation provided the LEs are forward-regular. Osedelec's theorem [32] establishes regularity for a wide class of nonlinear systems possessing an ergodic invariant measure. For a nonlinear system with a global ergodic attractor, the LEs are independent of any particular trajectory x.
Corollary 4.4. Assume that all the conditions of Theorem 4.2 hold and let
for appropriate k ∈ 1, . . . , d. Then the estimation error ξ = z − x converges to zero exponentially if and only if (A, H) is detectable in the sense of Definition 3.5.
5.
Numerical experiments with noisy observations. In this section we apply (29) to the Lorenz '96 (L96) model and Burgers equation, and compare it to the Extended Kalman(-Bucy) Filter (ExKF). We consider both exact and noisy observations. Abusing the standard control terminology we will refer to (29) as a filter to stress that in the experiments the observations are allowed to be noisy.
L96.
The Lorenz '96 model is a system of ODEs (32) 
defined on a periodic lattice with state space dimension d = 18, and constant forcing F ≡ 8. We solve (32) using a fourth order explicit Runge-Kutta method (RK4) with the time step ∆t = 0.01 to sample the observations y. The rows of the matrix H are taken to be the first k eigen-vectors of the discrete Laplacian (i.e. d × d circulant matrix having tridiagonal elements [ 1 −2 1 ]). As per estimate (22), the rank of the observation operator H, k must be greater or equal to the number of nonnegative LEs ofẊ = Df (x(t))X along the trajectory x of (29). We computed RK4 approximations of these LEs by averaging over the interval t ∈ [0, 6000]: on the left panel of Figure 1 one can see that 6 leading exponents are nonnegative, but the 7th exponent, λ 7 ≈ −0.017. In addition, for k = 6 the approximation of the leading exponent of the error dynamics (28) equals −0.051. The latter two observations suggest that the choice k = 6 may lead to very slow convergence or convergence only within a very small neighborhood of the truth x(t), and, for the "boundary" case k = 6, the convergence is very sensitive both to the size of the initial perturbation, and to the accuracy with which one is able to approximate the basis Q(t) of the non-stable tangent space. To alleviate this sensitivity, we set the rank of H to k = 7. The latter ensures that indeed, as per condition S2 of Theorem 4.2, all the exponents of the error dynamics (28) are negative, and, more importantly, they are well separated from 0; see the right panel of Figure 1 . For the case k = 7 we generate an ensemble of 100 initial conditions x 0 = z(0) + 0.01η,
For each x 0 we set p = 10, and integrate (29) using the same time integrator until x − z ≤ 10 −14 . The resulting 2-norm estimation error ξ(t) = x(t) − z(t) as a function of time are shown in the left panel of Figure 2 . We see that all samples ultimately converge at an exponential rate, as predicted by the theory of this paper. However, in some cases there is a long delay before exponential convergence is observed. In the right panel of Figure 2 we plot the number of ensemble members that has converged to within tolerance ξ(t) < 10 −7 at time t. We see that 80% of the ensemble converges by time t = 100, the remaining 20% converges more slowly, with the last ensemble member converging only at time t = 1500. (29) for the Lorenz '96 model (32) with k = 7. Left, the errors ξ(t) for a 100-member ensemble of perturbed initial conditions. Right, the number of ensemble members converged to tolerance ξ(t) < 10 −7 at time t.
To make the convergence of (29) faster and even less sensitive to the size of the initial perturbation, and to the errors of RK4 approximation of the basis Q(t), we set k = 8 and increase the amplitude of the initial perturbation to x 0 = z(0) + 0.1η, η i ∼ N (0, 1), i = 1, . . . , d so that
e. the magnitude of the perturbation is up to 30%. Figure 3 demonstrates the convergence. Even with a much larger initial perturbation, all ensemble members converge to machine precision within time t = 200, and more than 95% converge to within ξ(t) < 10 −7 by time t = 100.
Comparisons with ExKF. Recall from [30] that the Kalman-Bucy filter for linear systems (with no model error), i.e. f (t, m) = A(t)m is equivalent to the minimax filter:
Instead of dealing with stochastic differential equations, for which the Kalman-Bucy filter is formulated, we stay within the (equivalent) deterministic framework. Namely, we take η to be a measurable function satisfying the inequality in (33) . We discretize (33) using the explicit (29) for the Lorenz '96 model (32) with k = 8. Left, the errors ξ(t) for a 100-member ensemble of perturbed initial conditions. Right, the number of ensemble members converged to tolerance ξ(t) < 10 −7 at time t.
fourth order Runge-Kutta method 9 , reducing the step size to ∆t = 0.001 to ensure stability on the time interval T = 100. We begin with noise-free observations, and use an ensemble of 10 initial conditions, x 0 = z(0) + 0.01η. In this case, to make sure that the error in the initial condition satisfies the inequality in (33), we set P (0) = 1 4d×10 −4 I ≈ 139I and C = I, as ση 2 is χ 2 -distributed with mean k · σ 2 . Clearly, large P (0) and C represent high trust in the initial condition and observations. As seen in the left panel of Figure 4 , the estimation error of the ExKF estimates is around 10 −5 at the end of the interval, whereas the error of (29) decays to machine precision.
Noisy observations. We next simulate a 10-member ensemble for which the initial condition is exact, x 0 = z 0 , but the observations y(t) are perturbed by random noise at each time step, y(t) = Hz(t) + 0.01η. Note that the expected value of the norm of the observational noise is given by:
for k large. As demonstrated in the right panel of Figure 4 ,the estimation errors x − z of both the filter (29) and the ExKF (33) are less than the mean of the norm of the observational noise given by E σ η ≈ 0.1275, on the interval (0, 100). The ensemble mean estimation errors level off at around 10 −2 for both methods, with the error of the (29) being approximately twice that of the ExKF (33). Recall from Remark 3.2 that this is as good as can be hoped for linear systems in the presence of noisy observations. We stress that the observational noise introduces an additional non-linear term pQ Q ⊺ H ⊺ η in the error equation (28); hence, large p > 0 not only makes the discretized equation stiff but, importantly amplifies the noise! On the other hand, Q ⊺ acts as a projection onto the range of H ⊺ HQ, and thus Q ⊺ H ⊺ η in fact represents the projection of η onto the range of HQ. Hence, the norm of Q Q ⊺ H ⊺ η is not increasing, and it may even be 0 if η is not in the range of HQ. The experiment shows that the amplification provided by p = 10 is minor. (32) with k = 8. Left, the errors ξ(t) for a 10-member ensemble of perturbed initial conditions. Right, the errors ξ(t) for a 10-member ensemble with random observational error.
Burgers equation.
As a second example, we discretize the Burgers(-Hopf) equation u t = −uu x using the finite difference scheme:
again taken on a periodic lattice (∆x = 2π/d), which has the properties that (i) the quadratic energy i u 2 i is conserved, implying that every sphere in R d is invariant under the motion of the system and u is constant, and (ii) tr(Df (u)) = 0, implying that the flow conserves the volume of the phase element. Consequently, this equation is not dissipative in contrast to the L96 system, and so the effects of error in the initial condition, and the observational noise are expected to be more pronounced. On the other hand, it is unclear if this system possesses an invariant ergodic measure making it subject to the conditions of the Oseledec theorem, so our theory may not apply to this test case.
Noise-free observations. We set d = 18 and take z i (0) ∼ U (0, 1), i = 1, . . . , d. For the filter (29) we again take H to be the eigenvectors of the discrete Laplace operator corresponding to the k leading eigenvalues. The filter (29) was integrated by RK4 with ∆t = 0.01 and p = 20 on the interval t ∈ [0, 400]. For k = 9 we found thatẊ = Df (x(t))X possesses 10 nonnegative exponents, and tangent dynamicsξ = (A(t)− L(t, x)H ⊺ (t)H(t))ξ has 1 nonnegative exponent. Taking k = 10 we observed convergence, i.e. x − z ≤ 10 −14 , provided x 0 = z(0) + 0.0005η. This suggests that the basin of attraction of the trivial solution of (28) is rather small. However, for k = 11 this basin increases significantly: the exponential decay of the estimation error for an ensemble of 100 initial conditions x 0 = z(0) + 0.01η (relative error
is up to 45%) is evident in Figure 5 . (29) for the discretized Burgers equation (34) with k = 11, showing the errors ξ(t) for a 100-member ensemble of perturbed initial conditions.
Comparisons with ExKF. To compare with the ExKF method (33) we again reduce the step size to ∆t = 0.001. We begin with noise-free observations, and use an ensemble of 10 initial conditions, x 0 = z(0) + 0.01η. In this case, to make sure that the error in the initial condition satisfies the inequality in (33), we set P (0) = 1 4d×10 −4 I ≈ 139I and C = I, as ση 2 is χ 2 -distributed with mean k · σ 2 . As seen in the left panel of Figure 6 , the error of the ExKF estimates is again around 10 −5 at the end of the interval whereas the error of (29) decays to machine precision.
Noisy observations. We simulate a 10-member ensemble for which the initial condition is exact, x 0 = z 0 , but the observations y(t) are perturbed by random noise at each time step, y(t) = Hz(t) + 0.01η. As shown in the right panel of Figure 6 the ensemble mean estimation error levels off at around 2 × 10 −2 . Here the mean of the norm of the observational noise is 0.033. The convergence of the filter (29) is irregular at the beginning of the interval, probably due to slow convergence of Q(t) to the basis of the nonstable tangent space from its random initial condition. The error in the ExKF method is ultimately smaller than that of the filter (29) by a factor 3.
6. Concluding remarks. In this paper we have drawn an explicit connection between the dimension of the nonstable tangent space of a continuous dynamical system, as quantified by the number of nonnegative Lyapunov exponents, and the necessary dimension of the (timevariant) observation operator H of a sequential data assimilation process. We formulated a detectability condition that, when satisfied, provides a necessary and sufficient condition for convergence of the new filter (29) that utilizes an explicit partition of the tangent space into stable and nonstable subspaces. The new filter is comparable to the Extended Kalman Filter for perturbed initial conditions and noisy observations, and appears to be more robust in the sense that convergence is observed for an order of magnitude larger than the time step. Let us prove the last statement. Take w ∈ ker O s and assume that e At w does not decay, and, for some L, the observer exists. Note that y(t) = He At w = 0. Hence, by Definition 3.1, the solution of (18) converges to 0 for any x 0 as in this case (18) coincides with the error equatioṅ ξ = (A − LH)ξ, and, by Definition 3.1, the solution of the latter decays to 0 exponentially fast for any ξ(0). But this contradicts the orinal assumption (e At w does not decay!). This contradiction proves the last statement of the lemma.
Let us also prove that ker(W (0, T )) = ker(O s ). Indeed,
and since t → He At v is a smooth function, it follows that He At v = 0 for any t ∈ [0, T ]. By differentiating the latter equality we find that HA j e At v = 0 for any j ≥ 0 and t ∈ [0, T ]. Setting t = 0 we get that W (0, T )v = 0 implies O s v = 0. On the contrary, by definition of s we have that
Proof of Proposition 3.7. Note thatξ = (A(t) − L(t)H(t))ξ, and A, H are bounded matrixvalued functions by (20) . Hence, ξ decays to 0 exponentially fast iff the LEs [7, p.6] ). We stress that the forward regularity is not required for the latter statement to hold as per (8) . However, it becomes important when we invoke Definition 3.5 to prove that ξ decays to 0 exponentially fast. Our proof is based on the following simple observation: if X solves (9), L satisfies (23), and (13) holds, then:
is upper-triangular with positive diagonal, i.e. QR 1 represents the unique QR-decomposition of W .
Assume for now that (U) holds true. Recall from (14) that, given the unique QR-decomposition of X, i.e. X = QR, one can compute the ith Lyapunov exponent of (9), λ i by evaluating the limit of the quantity
which depends only on A and the ith column of Q, Q i . Hence, by (U), the ith Lyapunov exponent of (35) , µ i , depends only on A − LH and the same Q i :
Now, by (23) it follows that LH = pQ Q ⊺ H ⊺ H, and hence, by (10), we get:
. . , k, and so:
Since R ii ≥ 0, it follows by the previous equality that µ i < 0 for i > k, and that the k leading LEs µ 1 ≥ · · · ≥ µ k of (35) are negative iff
But this is the case if and only if (A, H) is detectable in the sense of Definition 3.5. Note that selecting p > κ + max j {λ j } min j {lim t→+∞ 1 t t 0 R jj (t)dt} we achieve the desired inequality, namely µ 1 < κ. This completes the proposition's proof.
Let us now prove (U). Let X solve (9), X(0) = Q 0 R 0 , and Q ∈ R d×d , R ∈ R d×d denote the unique solution of (11) and (12) , and Q ∈ R d×k , R ∈ R k×k solve (15) and (16) for k ≤ d. Define R 1 (t) := Q(t) ⊺ W (t) and assume that W (0) = X(0). Theṅ
Here S denotes S defined in (12) . Recall from (11) that B = Q ⊺ AQ − S is upper-triangular. Furthermore, by (36) , Q ⊺ L(t)HQ is also upper-triangular. Consequently, R 1 (t) is uppertriangular with positive main diagonal if it is so initially. Thus R 1 and Q verify QR2, and hence, by QR1, R 1 (t)Q(t) coincides with the unique QR-decomposition of W .
Proof of Theorem 4.2. We first prove S2 ⇒ S1. Note thatξ =ż −ẋ = f (t, z) − f (t, x) − L(t, x)H(t)ξ(t). Recall that f = (f 1 , . . . , f d ) ⊺ , and by A1 and A2 of Assumption 4.1 f has bounded Jacobian (w.r.t. x) A(t) = Df (t, x(t)) and N i = D 2 f i (t, x), the Hessian of each f i w.r.t. x is bounded on every compact set K, uniformly w.r.t. time t > 0. Moreover, by A2 we have that: Now, define g(τ ; s, t) := ξ ⊺ (t)∇f i (t, τ sξ(t) + x(t)). We get that f i (t, ξ(t) + x(t)) − f i (t, x(t)) − ξ ⊺ (t)∇f i (t, x(t)) = Since X is independent of ξ, it follows that v(t) = ξ(t) provided q(s) = N (s, ξ(s, ξ 0 ), x(s)). Hence, S2 is verified if we can show that X(t)X −1 (0)ξ 0 decays to 0 exponentially fast for any ξ 0 : ξ 0 < ε, i.e. all the LEs µ d ≤ · · · ≤ µ 1 ofẊ = (A − LH)X are negative. Let X = QR be the (unique) full QR decomposition of X ∈ R d×d , and set z := Q ⊺ v, p := Q ⊺ q. Proof of Corollary 4.4. In the proof of Proposition 3.7 we demonstrated that the equatioṅ e = (A(t) − L(t)H(t))e has negative LEs iff (A, H) is detectable, and the gain L is defined by (23) . Note that the aforementioned statement about LEs is exactly the statement S2 of Theorem 4.2 which is equivalent to S1. This completes the proof.
