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Stochastic Estimation of Field Management Zones
Using Multi-Year Yield Data and a Hidden Markov
Random Field
Alexander W. Layton*, James V. Krogmeier, Aaron Ault, and Dennis R. Buckmaster

Abstract—Modern precision agriculture equipment enables treating different areas of a field differently, i.e., site
specific management. This results in the concept of management zones, which are a compromise between treating
a field uniformly and treating every plant individually.
This work presents an algorithm for inferring the management zones for a field based on yield data from multiple
years. The algorithm uses a hidden Markov random field
model (HMRF) to find regions of the field which likely
correspond to the same underlying yield distribution (i.e.,
“management zones”). These regions are assumed to be
the same for each year, but their distributions are allowed
to vary with time to account for year-to-year variability
(from e.g., weather effects, differing crops). The zone assignments and distributions are estimated using Stochastic
Expectation Maximization (SEM) and the maximizer of the
posterior marginals (MPM). The underlying assumption of
the model and algorithm is that the yields corresponding
to a given “management zone” will behave similarly, and
therefore derive from the same probability distribution.
An advantage of this method is that it is able to run with
only the yield data automatically collected during harvest.
Also, this method requires no crop specific calibration or
configuration.
Index Terms—Hidden Markov models, Markov random
fields, Image segmentation, Expectation-maximization algorithms, Monte Carlo methods, Agriculture, Agricultural
machinery.

Declarations of interest: none
I. I NTRODUCTION

T

HE rise in precision agriculture has resulted in
more and more machines having monitors which
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automatically record yield data during harvest. Such
monitors also allow for easily breaking a field into
smaller regions, referred to as “management zones”, and
applying different inputs to each of these regions (e.g.,
applying less fertilizer to one region than to others) in
order to more efficiently use inputs [1], [2]. However,
these capabilities require site-specific information in
order to be utilized [3]. Realizing these three things,
it seems natural to try to use the output recorded at
harvest (e.g., yield maps) to determine a set of sitespecific management zones to use when deciding how
to apply subsequent inputs [4].
This paper presents a probabilistic model relating observed yields to management zones, and a corresponding
algorithm for estimating the management zones based
on the model. The model is designed to allow for
year-to-year variability within a management zone. Such
variability can come from sources like differences in
weather (e.g., “wet” year or “dry” year), differences in
measurement calibration (e.g., using a different combine), or growing different crops or crop varieties (which
have different yield characteristics). The algorithm aims
to find the most likely management zone assignments
for a field based on the yields recorded from multiple
years’ harvests and the management zone model. A
probabilistic approach was chosen to efficiently leverage
datasets of several years’ yield data [5].
Experimental results are shown in which the algorithm
was run on real yield data spanning multiple years and
multiple fields. The data were recorded automatically
by the combines used for harvest. Simulated results
are also shown in which the algorithm was run on
simulated yields for which the “true” management zones
are known. The data were simulated based on the real
data collected. The simulated data were also run through
a pre-existing algorithm for comparison purposes.
II. T HE C ROP Y IELD DATA
A. Initial Data
The data used were yield data exported from a combine’s monitor. The data had been collected automati-
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TABLE I
T HIS TABLE LISTS THE FIELDS WHOSE DATA WERE USED IN THIS
WORK . S HOWM ARE THE NUMBER OF YEARS OF CORN HARVEST
DATA AVAILABLE AND THE NUMBER OF ACRES COVERED BY ALL
THE YEARS ’ DATA .

Fig. 1. These are the outlines of the fields corresponding to the data
used in this paper. For each of these fields, there were two or more
years of corn yield data. The data span two counties in Indiana and
correspond to roughly 1400 acres of farmland.

cally during normal operation of the combine. The data
comprised grain flow, speed, grain moisture, date, and
GPS location. The collected data came from multiple
fields, over multiple years. This paper will focus on the
data of fields with multiple years of corn harvest data.
These field used in the paper are shown in Fig. 1 and
described in Table I.
B. Data Preprocessing
1) Unit Conversion: The collected data had wet grain
flow versus time, but what was needed was dry yield
versus area. The dry yield versus area was computed
from the collected data according to (1)
y=

f
100 − m
·
(5280v) (43560w) 100 − mdry

where
y = dry yield in bu/ac
f = grain flow in bu/h

(1)

Field

Years of Data

Area (acres)

Rusty 100

3

94

Boots 72

3

61

Bank 53

4

53

Church 17

4

19

Coondog 45

4

43

Deedsville North 63

5

61

Deedsville South 24

5

23

Macy 25

3

27
17

Muck 17

5

Drycow 61

5

65

Eber 124

3

126

Shackleford East 50

5

49

Gott East 93

4

93

Gott West 24

4

23

Layton 192

3

197

Home 128

5

72

Horn 235

2

239

Lillian South Mucks 21

4

21

Mont North 100

2

86

v = speed in mi/h
w = combine header width in ft
m = grain moisture in %
(
15.5%, for corn
mdry =
.
13%,
for soybeans

The above calculation was performed for every collected data point (where one point was comprised of
a wet flow measurement, a GPS position measurement,
a speed measurement, and a moisture measurement).
This resulted in a yield map that was non-uniformly
sampled in space, because the collected data were nonuniformly sampled in space. To remedy this, the data
were interpolated to a uniform spatial grid.
2) Interpolation: For a given field, the grid used
was the same across all the years of data. Before
the actual interpolation could be performed for each
year’s data, this grid has to be determined. To simplify
distance calculations, the GPS latitudes and longitudes
were converted to Universal Transverse Mercator (UTM)
coordinates [6]. Next a bounding box was found for the
set of all data points for the given field. Then the SouthWest corner of that box was used as the first grid point.
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The modified version is used to prevent interpolation
across field boundaries. The data were interpolated using
a grid size of 10m and a neighborhood radius, R, of 10m.
The size 10m was picked because it is on the order of
the width of a combine header. After this interpolation
is run on each year of data for the field, the outputs
for each grid location, i.e., each s, are combined into
vectors, which is why it was necessary to determine a
grid based on all the years before interpolating the years
separately.
Fig. 2. This is an illustration of the interpolation performed on
the yield data. It is a section of the real data. The circular points
are locations of the input non-uniform data (for a particular year),
and the square points are the locations of the output uniform data
(for all years). The grid shows the borders of the interpolation grid
regions. For the interpolation location in the center of the figure, the
interpolation neighborhood radius is shown with a dotted line.

Finally, the grid was expanded North and East, with the
same spacing in each direction, to cover the bounding
box.
Once the target grid is determined, the interpolation
is performed for each year of data using a modified
Shepard’s method [7], as illustrated in Fig. 2. This
interpolation method uses a weighted average of the
points within a neighborhood of the new grid location,
as shown in (2) and (3)
P
yi wi (s)
i∈N
(2)
ys = P s,R
i∈Ns,R wi (s)


R − ks − ik 2
wi (s) =
(3)
R ks − ik
where
ys = yield value for coordinate s
i = coordinate of uninterpolated data point
s = coordinate of interpolated data point
R = radius of interpolation neighborhood
Ns,R = set of uninterpolated coordinates within R of

In the case when there is no data inside the grid square
(such as the squares in the upper left of Fig. 2), that
location is given a yield of not a number (NaN). NaN
is a possible value in computation, used to represent
an undefined value [8]. When an arithmetic operation
is performed with a NaN, the result is a NaN (thus,
the undefined grid locations remain undefined in the
algorithm output).
This interpolation is a form of Inverse Distance
Weighting (IDW). IDW has been shown to perform well
for interpolating GPS referenced yield measurements [9].

III. M ODEL
This work employs a hidden Markov random field
model (HMRF). The model is comprised of two parts
[10], a model for the unobserved (i.e., “hidden”) management zones, and a conditional model of the observed
crop yields. These models all assume the data are on
a uniform spatial grid, and thus represent them with
matrices and vectors.
It is worth noting that while there are certainly other
data which can be used in the determination of management zones, e.g., soil type and topography [11], they are
not included in this model. The model and algorithm
were developed to leverage the readily available yield
data, and so that is what is used in determining management zones. While the model does not incorporate such
input data, it should be able to discern their effect on the
output yields given enough years of yield observations.
A. Management Zone Model
A “management zone” can be many things, depending
on who is asked and the context. A common agronomic
interpretation of “management zones” is the regions of
a field having similar yield potential, or “yield zones”
[12]. This work, and the described model, take this “yield
zone” view of what a management zone is.
For the model, a management zone is viewed as
a region of the field where the corresponding yields
s.have the same underlying distribution. The management
zones are assumed to be constant year-to-year, but the
distributions of their corresponding yields are allowed to
change over time.
A management zone assignment for the field is denoted X , and the assignment for a particular location,
s, is denoted Xs . The value of Xs is represented as
an integer between 0 and K − 1 (where K is the total
number of management zones), or NaN if the location
s is deemed not in the field (i.e., any year was missing
data for that grid location). Therefore, X is represented
as a matrix where each element is the management zone
assignment for the corresponding grid location. Fig. 3
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Fig. 3. This is an illustration of an example management zone assignment image (denoted X). In this figure N (one spatial dimension) is
9, and M (the other spatial dimension) is 13. Since the element values
range from 0 to 2, the corresponding K (number of management
zones) is 3.

illustrates the representation of the management zones
for the case of an M by N spatial grid.
The matrix of management zone assignments is modeled as a Markov random field (MRF). An MRF is a
set of random variables (e.g., the set of elements of X )
such that the conditional probability of one element of
the set given all the other elements of the set depends
only on the neighboring elements, i.e., it satisfies the
Markov property (4) [10]
P (Xs | Xr , ∀r 6= s) = P (Xs | Xr , ∀r ∈ ∂s)

(4)

M
Fig. 4. This is an illustration of an example input yield array (denoted
Y ). In this figure N (one spatial dimension) is 5, M (the other spatial
dimension) is 5, and P (the temporal dimension) is 3. The yield
vector (denoted Ys ) for a particular location (e.g., s) is highlighted.

This model uses the Hamming distance between management zone assignments, which handles the fact that
the values of the assignments have no numerical meaning
(i.e., zone 1 is not “greater” or “lesser” than zone 2 in
any particular way). The parameter β , when positive,
causes neighboring elements to tend to be similar, with
larger values increasing this likelihood of similarity. The
value of β used was 10, but could be tweaked to produce
management zone more or less smooth edges if needed.

where
∂s = set of all coordinates neighboring coordinate s.

Since neighboring locations are more likely to be
in the same management zone, a Potts model is used
for the management zone MRF [13]–[15]. The specific
probability mass function (pmf) used is shown in (5)
P
1
(5)
X ∼ p(x) = e−β s,r∈S b|s−r| δ(xr 6=xs )
z

√
1√

2
,
for
|s
−
r|
=
4(1+ 2)
b|s−r| =
(6)
1√

,
for
|s
−
r|
=
1
2(2+ 2)

B. Yield Model
The yield model describes the distribution of yields
within a given management zone. The set of interpolated
yields for the P years of data for the field is denoted Y .
Y is a third-order tensor with dimensions M × N × P ,
where the M and N dimensions correspond to space and
the P dimension corresponds to time. This means the
yield observation for a location, s, is a P -vector denoted
Ys . Fig. 4 illustrates the representation of the yield data
for a case with 3 years of data, with a yield vector for
a particular location highlighted. As shown in (7),
(Ys | Xs = k) ∼ N (µk , Rk )

where
z = partition function

where

β = smoothness factor

µk ∈ R P

δ = Kronecker delta function

Rk ∈ RP ×P ,

b = neighbor weights
S = set of all coordinates on uniform spatial grid.

(7)

the yield vectors are assumed Gaussian, given their
management zone assignment. The mean and covariance
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of their distribution depend on the value of their management zone assignment. The covariance matrices, Rk ,
are non-diagonal, allowing for correlations between the
yields of different years. It is worth noting these are
conditional distributions on the yield, they are not the
unconditional distribution on the yield.
Estimating the means and variances for each year
allows the model to handle year-to-year variability in the
crops, or even different crops being planted on different
years. This removes the need for yield normalization that
is typically done when dealing with multiple years [12],
[16], which can result in loss of information [16].
The yield vectors are assumed conditionally independent of one another, given their respective management
zone assignments. However, because the management
zones are modeled with an MRF, the model does not
make the yield vectors unconditionally independent. This
means the model still expects nearby yields to be similar
(i.e., there is spatial dependence of the yields). This form
of conditional independence is a required property of an
HMRF [10].
IV. A LGORITHM
The inputs to the algorithm are yield maps on a
uniform spatial grid, and the number of management
zones to find. The general idea of the algorithm is to
find the parameter values for the model which maximize
the probability of the observed yields. Once parameter
estimates are obtained, the model can be used to find
the most likely management zone assignments, given the
observed yields.
The algorithm achieves this likelihood maximization
in three stages. The first stage is making a rough guess
at the model parameters using fuzzy c-means [17].
The second stage is iteratively improving the parameter
estimates using a stochastic version of an expectationmaximization algorithm [10], [18] to maximize the
probability of the observed yields given the estimated
parameters. Lastly, once the model parameters are estimated, the most likely management zones are computed
according to the model and the parameter estimates. The
overall flow of the algorithm is shown in Fig. 5, and the
different parts are detailed in the following subsections.
A. Stochastic Expectation-Maximization
Stochastic expectation-maximization (SEM) is an iterative method for calculating the most likely parameter
estimates for a model with hidden variables, such as the
management zones variable X in the HMRF described
in this paper. SEM differs from classical expectationmaximization (EM) in that it calculates sample means

Fig. 5. High level illustration of the steps of the algorithm. The
figure also indicates which of the steps utilize the input yield data.
The following sections give more detail on the steps.

rather than true expectations. SEM is used instead of
EM because, for the model and input sizes used, explicit
calculations involving the pmf of X are intractable.
There are three steps, described in the following sections. One iteration of the algorithm involves running the
three steps in order. Multiple iterations are run until the
parameter estimates have converged sufficiently. For this
paper, “sufficient convergence” was assumed to occur
within 100 iterations of SEM. The order and looping of
these steps can be seen within the SEM block shown
in Fig. 5. The specific EM step equations used in this
algorithm are derived from the fact that the joint model
of X and Y is an exponential family [18], [19]. A proof
that the model is an exponential family can be found in
Appendix A, and the derivation of the EM steps can be
found in Appendix B.
1) Sampling (S-Step): A Gibbs sampler [18], [20] is
used to generate sample management zone assignment
matrices, according to the conditional distribution of
the management zone MRF given the current parameter estimates and the observed yields. This conditional
distribution is stated mathematically in (8),
X (l) ∼ P (X (l) ) = P (X = X (l) | Y, θ)
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for l = 1, . . . , L (8)

where
Xs(l) = value of Xs in lth sample of MRF

iteratively improved upon. The algorithm uses fuzzy
c-means [17] to generate its initial model parameters.
Fuzzy c-means was chosen because it has been used
before to find management zones [12].

θ = [µ0 , R0 , . . . , µK−1 , RK−1 ]
L = total number of generated MRF samples.

The sampler is used to generate L separate samples,
where each sample is an N by M matrix. For this
work, L = 10000 was used. These generated samples are
needed for computing sample means which will converge
to the true expectations [18].
2) Expectation of Conditional Statistics (E-Step):
Once samples of the MRF are generated, those samples
can be used to calculate the sample means of the
sufficient statistics for the K Gaussian distributions of
the yields in the K management zones. There are three
statistics calculated for each of the K distributions,
shown as functions of k in (9), (10), and (11) (i.e., a
total of 3K statistics are calculated). These statistics are
needed for computing new parameter estimates.
L

N̄k =

1 XX
δ(Xs(l) = k)
L

(9)

l=1 s∈S

L
1 XX
b̄k =
Ys δ(Xs(l) = k)
L

S̄k =

1
L

l=1 s∈S
L X
X

Ys Ys| δ(Xs(l) = k)

(10)

(11)

for k = 0, . . . , K − 1

3) Maximum Likelihood Parameter Estimate Update
(M-Step): The statistics from the previous step are used
to calculate maximum likelihood (ML) parameter estimates. Since, as mentioned earlier, the model describes
an exponential family of distributions, the parameter
update can be calculated by plugging the expected statistics from the E-step in to the ML estimate equations
of the distribution parameters in place of the actual
statistics. The update equations for the estimated means
and covariance matrices are (12) and (13), respectively.
1
b̄k
N̄k
1
1
R̂k = S̄k − 2 b̄k b̄|k
N̄k
N̄k
for k = 0, . . . , K − 1

The result of SEM iterations is an estimate of the
parameters of the distribution of each management zone.
However, we want to know to which management zone
each location belongs. In order to estimate a likely set
of management zone assignments, the maximizer of the
posterior marginals (MPM) estimator is used. The MPM
estimator is described in (14), though in the algorithm it
is evaluated stochastically rather than explicitly.
X̂s = arg max p (xs |Y )

(14)

xs

To evaluate the MPM estimator of X , the same Gibbs
sampler is used as in the S-Step of SEM, that is another
S-step is run with the final parameter estimates. However,
instead of using the generated samples for an E-Step,
they are used to evaluate (15). This is done because
explicit evaluation of (14) is intractable for the input
sizes involved.
L

1X
X̂s ≈ arg max
δ(Xs(l) = xs )
L
xs

(15)

l=1

l=1 s∈S

µ̂k =

C. Management Zone Assignment

(12)
(13)

B. Parameter Initialization
Expectation-maximization algorithms require an initial guess of the model parameters, which are then

It is worth noting that the MPM estimator of X , that
is the set of MPM estimators for each Xs , is different
from the MAP estimate of X , though the two are defined
similarly. The MPM estimator was chosen because it
minimizes the number of misclassified elements in X
[20].
V. R ESULTS
A. Real Data
The algorithm was run on the pre-processed data for
each of the fields shown in Fig. 1. All of the fields were
run once for each value of K from 2 to 10, and each field
had at least 2 years of corn harvest data (i.e., P ≥ 2).
The resulting management zone assignments for K = 4
are shown in Fig. 6.
One of the first observations from the results is that the
edges of fields tend to be assigned to different management zones than the interiors of fields. This is a positive
result because these edges (or “end rows”) are known to
yield differently and need different management than the
interior (due in part to different treatment). The model
and algorithm successfully determined this without being
given prior knowledge of it.
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(a) Rusty 100

(b) Boots 72

(c) Bank 53

(d) Church 17

(e) Coondog 45

(f) Deedsville North 63

(g) Deedsville South 24

(h) Macy 25

(i) Muck 17

(j) Drycow 61

(k) Eber 124

(l) Shackleford East 50

(m) Gott East 93

(n) Gott West 24

(o) Layton 192

(p) Home 128

(q) Horn 235

(r) Lillian South Mucks 21

(s) Mont North 100

Fig. 6. Pictured are the output segementations resulting from running the presented SEM based algorithm on the real multi-year yield
data of each field. Each field was run with K = 4. The different colors correspond to different management zone assignments, with white
corresponding to no zone assignment.

A shortcoming of the approach that is made evident
by these results is not being able to assign a management
zone to a location that has missing data for any of the
years involved. While some of these holes are actually
part of tin order to shape of the field, for example the
hole toward the bottom of the field in Fig. 6a is a house,
other regions should have been included and segmented.
There is one such unassigned region toward the lower
right corner of the field in Fig. 6m. While that region
had yield data in some of the years’ data, it did not

have data for all years and thus the algorithm could not
segment it.
B. Simulated Data
Since the real data have no ground truth for evaluating
the output, simulations were performed. The management zone assignments and distribution parameters from
running the algorithm on the real data were used to
simulate new yield observations. This simulation was
done by drawing sample yields Y according the con-
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TABLE II
T HIS TABLE SHOWS THE SIMULATION R AND ERRORS OF THE OUTPUT OF THE PRESENTED SEM BASED ALGORITHM WHEN RUN ON
SIMULATED FIELDS BASED ON REAL FIELDS , AS DESCRIBED IN S ECTION V-B. A LSO , THE LEFTMOST COLUMN SHOW THE R AND ERROR
AVERAGED BY FIELD AND THE BOTTOM ROW SHOWS THE R AND ERROR AVERAGED BY ORDER , K.
K=2

K=3

K=4

K=5

K=6

K=7

K=8

K=9

K = 10

Average

Rusty 100

0.0514

0.0364

0.0278

0.1838

0.0330

0.0403

0.0271

0.1600

0.0281

0.0653

Boots 72

0.0294

0.0203

0.0196

0.0203

0.0127

0.0758

0.0305

0.0230

0.0207

0.0280

Bank 53

0.0156

0.0142

0.0215

0.0232

0.0151

0.0395

0.0441

0.0433

0.0145

0.0257

Church 17

0.0468

0.0297

0.0254

0.0204

0.0317

0.0367

0.0253

0.0255

0.0465

0.0320

Coondog 45

0.0147

0.0643

0.0247

0.0282

0.0445

0.0335

0.0385

0.0208

0.0537

0.0359

Deedsville North 63

0.0168

0.0394

0.0247

0.0213

0.0276

0.0183

0.0244

0.0392

0.0863

0.0331

Deedsville South 24

0.0205

0.0216

0.0669

0.0752

0.1218

0.0524

0.1767

0.1091

0.0371

0.0757

Macy 25

0.0468

0.0718

0.1104

0.0416

0.0669

0.0315

0.0719

0.0353

0.0206

0.0552

Muck 17

0.0247

0.0132

0.0168

0.0260

0.0220

0.4644

0.0299

0.7813

0.3403

0.1910

Drycow 61

0.0128

0.0114

0.0228

0.0800

0.0151

0.0209

0.0376

0.0815

0.0839

0.0407

Eber 124

0.0128

0.0534

0.0248

0.1329

0.0590

0.0767

0.0408

0.0336

0.0531

0.0541

Shackleford East 50

0.0120

0.0151

0.0159

0.0151

0.0317

0.0394

0.0252

0.0429

0.0529

0.0278

Gott East 93

0.0168

0.0660

0.2167

0.0361

0.0583

0.0766

0.0337

0.0274

0.0271

0.0621

Gott West 24

0.0230

0.0497

0.0995

0.0291

0.0214

0.0734

0.0370

0.7044

0.0375

0.1194

Layton 192

0.0364

0.0239

0.0162

0.0198

0.0198

0.0184

0.0186

0.0598

0.0149

0.0253

Home 128

0.0170

0.0155

0.0226

0.0177

0.0224

0.0235

0.0173

0.0276

0.0156

0.0199

Horn 235

0.0415

0.0196

0.0239

0.0207

0.0199

0.0231

0.0176

0.0229

0.0213

0.0234

Lillian South Mucks 21

0.0157

0.0305

0.1078

0.1180

0.0192

0.0509

0.0641

0.0598

0.0442

0.0567

Mont North 100

0.0136

0.0186

0.0802

0.1260

0.0430

0.0724

0.0364

0.0382

0.1951

0.0693

Average

0.0246

0.0323

0.0510

0.0545

0.0361

0.0667

0.0419

0.1229

0.0628

0.0548

1) Simulated Performance of the Algorithm: Now that
there was “ground truth”, the performance of the algorithm could be measured using a distance of the output
X̂ from the correct X . The Rand distance [21] was used
as an error metric for comparing the output management
zone segmentations to the true segmentation. A Rand
distance of 0 corresponds to two segmentations with total
agreement, while a Rand distance of 1 corresponds to the
least agreement possible.

140
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Fig. 7. This histogram shows the occurrences of the Rand errors
of the output of the presented SEM based algorithm when run on
simulated fields based on real fields, as described in Section V-B.

For brevity, the Rand distance between the true X
and the estimate X̂ will be referred to as the Rand error.
Table II shows the Rand error of the presented SEM
based algorithm when run on the simulated fields. It also
shows the average Rand error by field (leftmost column)
and by K (bottom row). Additionally, the histogram of
these Rand errors is shown in Fig. 7.

ditional distribution defined by (7), using the X s and
θs from Section V-A. One such simulation was run for
each field, and each value of K from 2 to 10. These
simulations produced Y s for which the corresponding
X s were known, something missing for the real data.

While the majority of the observed Rand errors were
below 0.25, a few were quite large. All of these large
errors correspond to running at orders K ≥ 7 for fields
less than 25 acres in size. As the field size decreases
and the order increases there are fewer observations for
estimating the parameters of each management zone,
thus resulting in poorer estimates. While performance
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Rand error
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formed the MZA algorithm for every K and every crop
tested. The gap in the two algorithms’ performances
seems to decrease as K increases, but K s larger than
those tested are probably not realistic for actual fields.
For the sorts of fields simulated, the proposed algorithm
consistently outperformed the state-of-the-art.
VI. C ONCLUSION

Fig. 8. This figure shows the performances of the presented SEM
based algorithm and the MZA algorithm. For each value of K
both algorithms were run on the same simulated field, simulated as
described in Section V-B. The MZA algorithm was run twice for each
field, once with UTM x and y included in the observations, and once
without utilizing the UTM coordinates. The error metric, referred to
as Rand error, was computed as the Rand distance between the true
X used for simulation and the X̂ output by the algorithm.

this case is indeed poor, having so many management
zones in such small fields is not likely to be reasonable
from a precision agriculture perspective.
2) Comparison to State-of-the-Art: The simulated
fields were also run though another management
zone delineation algorithm, Management Zone Analyst1
(MZA) [22]. MZA is commonly used for delineating
management zones, particularly from multivariate data
[12]. The MZA algorithm was run using Mahalanobis
distance as the distance metric because the yields are not
assumed to be statistically independent, and with 10000
as the maximum number of iterations to allow more
time for convergence than the default 300 iterations.
Also, values of the fuzziness exponent from 1.1 to 5
in increments of 0.1 were tried and the one producing
the smallest Rand error (see Section V-B1) was used (for
each field at each K ).
Fig. 8 shows the Rand error average over the fields for
both the presented SEM based algorithm and MZA, as
a function of K . Two versions of MZA are shown, one
where the UTM x and y coordinates of each observation
were included in the input, and one where the UTM
coordinates were not utilized. This was done because
both ways of running MZA are used in literature [12],
[22].
In simulation, the presented SEM algorithm outper-

The proposed model and algorithm can successfully
delineate management zones for a field based on multiple
years of yield data. Simulated results show the relative
performance of the presented algorithm to the stateof-the-art MZA algorithm. In simulation, the presented
algorithm outperforms the MZA algorithm for all orders
tested. The relative performances seemed to be converging as the order, K , increased, however, since orders
higher than those tested are likely not realistic, the results
still suggest the presented approach is better than the
state-of-the-art for delineating management zones based
on multi-year yield data.
Possible future work includes extending the model
and algorithm. One possible extension is to handle grid
locations which are missing yield data for some, but not
all, of the years. Such an extension would resolve the
undelineated regions seen in some of the results. More
importantly, it would facilitate simultaneously delineating zones for multiple fields, producing a single set of
management zones for a whole farm rather than zones
that are unrelated from field to field.
Another possible extension is to incorporate more data
than just yield, such as soil, NDVI, or topography data.
Incorporating more data could allow the algorithm to
find better management zone estimates without needing
a large number of years of yield data.
A PPENDIX A
P ROOF T HAT M ODEL IS E XPONENTIAL FAMILY
Theorem 1. The joint model of X and Y forms an
exponential family of distributions parameterized by θ.
That is, the joint distribution can be written in the
following form from the definition of an exponential
family.
P (Y, X | θ) = b(Y, X) exp {hη(θ), T (Y, X)i} /α(θ)
(16)

Proof. From Bayes’ theorem, the joint model can be
broken down thusly.

1

The actual MZA program was not used, but the algorithm was
implemented as described in [22], using MATLAB.

P (Y, X | θ) = P (Y | X, θ)P (X)

(17)
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First, writing out the conditional pdf of Y given X
as the product of the conditionally independent Gaussians and then grouping by management zone yields the
following,
Y
P (Y | X, θ) =
P (Ys | Xs , θ) =
− P2

(2π)

|RXs |

− 12

Nk , |S(k)| =
bk ,

X

Ys =

δ(Xs = k)

(22)

s∈S(k)

·

X

X

Ys δ(Xs = k)

(23)

s∈S

Ys Ys| =

s∈S(k)

s∈S

X
s∈S

Sk ,

s∈S

Y

where

X

Ys Ys| δ(Xs = k).

(24)

s∈S

Finally, combining (21) and (17) one can obtain the
form of (16) with



1
| −1
exp − (Ys − µXs ) RXs (Ys − µXs ) =
2
K−1
Y Y
1
− P |S|
2
|Rk |− 2 ·
(2π)

b(Y, X) = P (X)


k=0 s∈S(k)



1
| −1
exp − (Ys − µk ) Rk (Ys − µk )
(18)
2
where

− 21 log |R0 | + µ|0 R0−1 µ0
R0−1 µ0
− 21 R0−1
..
.















η(θ) = 

 1


|
−1
− log |RK−1 | + µ

K−1 RK−1 µK−1 
 2
−1


µK−1
R

K−1
S(k) , {s : s ∈ S, Xs = k} .
− 12 Rk−1
QK−1
(25)
Focusing for now on the part inside k=0 we change


the product over s to a sum in the exponent.
N0
 b0 


Y


1
1
 S0 
|Rk |− 2 exp − (Ys − µk )| Rk−1 (Ys − µk ) =


2
 .. 
s∈S(k)
T
(Y,
X)
=
(26)
 . 




NK−1 
 X

1


exp
− (Ys − µk )| Rk−1 (Ys − µk ) + log |Rk |
 bK−1 


2
s∈S(k)
SK−1
(19)
P |S|
(27)
α(θ) = (2π) 2 .
Then multiplying out the quadratic term in the sum
Therefore, the joint model of X and Y forms an
yields,
exponential family of distributions parameterized by
θ.
(Y − µ )| R−1 (Y − µ ) =
s

s
k
k
k
| −1
| −1
Ys Rk Ys − 2Ys Rk µk + µ|k Rk−1 µk =
hYs Ys| , Rk−1 i − 2Ys| Rk−1 µk + µ|k Rk−1 µk

(20)

because Ys| Rk−1 Ys is scalar, and thus

Ys| Rk−1 Ys = Tr Ys| Rk−1 Ys

= Tr Ys Ys| Rk−1
= hYs Ys| , Rk−1 i

.

A PPENDIX B
D ERIVATION OF EM S TEP E QUATIONS
As is proven in Appendix A, the model used is
an exponential family of θ, i.e., the parameters being
estimated. Therefore, as shown in [19], the EM updates
for ML parameter estimation equate to the following. For
the E-step, compute the expected value of the sufficient
statistics. For the M-step, compute the ML estimate of θ
replacing the statics T (X, Y ) with their expected values.

Plugging (20) and (19) into (18) yields,
A. E-Step
P (Y | X, θ) =
(2π)−

P |S|
2

K−1
Y


1
exp − hSk , Rk−1 i − 2b|k Rk−1 µk
2
k=0


| −1
+Nk µk Rk µk + Nk log |Rk |
(21)

According to the form of an exponential family (16),
the sufficient statistics T (Y, X), are shown in (26).
Therefore, their expected value is,
E[T (Y, X) | Y, θ] =

|
N̄0 , b̄0 , S̄0 , · · · , N̄K−1 , b̄K−1 , S̄K−1
(28)
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for all k . Then, setting the above equal to 0, plugging in
(34) for µk , and solving for Rk gives

where
N̄k , E[Nk | Y, θ] =E

"
X

#
δ(Xs = k) | Y, θ

(29)

s∈S

b¯k , E[bk | Y, θ]

=E

"
X

#
Ys δ(Xs = k) | Y, θ

s∈S

S¯k , E[Sk | Y, θ]

=E

"
X

R̂kM L =

(30)
#
Ys Ys| δ(Xs

= k) | Y, θ

s∈S

(31)
are the expected values of the individual statistics for
each management zone k .
Thus, the E-step for the model is to evaluate (29), (30),
and (31) for k = 0, . . . , K − 1 using the current estimate
of θ.

1
1
Sk − 2 bk b|k
Nk
Nk

(36)

for the ML estimate of Rk .
Thus, the M-step for the model is to evaulate
1
b̄k
N̄k
1
1
S̄k − 2 b̄k b̄|k
R̂k =
N̄k
N̄k
µ̂k =

(37)
(38)

for k = 0, . . . , K − 1.
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B. M-Step
From (16) and because (27) does not depend on θ, the
ML estimate of θ can be expressed as,
θ̂M L = arg max log P (Y, X | θ)
θ

= arg maxhη(θ), T (Y, X)i

(32)

θ

where η(θ) and T (Y, X) are given in (25) and (26)
respectively.
Fist, taking the derivative of the function being maximized in (32) w.r.t. µk yields



∂
1
| −1
| −1
− log |Rk | + µk Rk µk Nk + bk Rk µk
∂µk
2
= −Rk−1 µk Nk + Rk−1 bk (33)
for all k . Then, setting the above equal to 0, and solving
for µk gives
1
L
µ̂M
=
bk
(34)
k
Nk
for the ML estimate of µk .
Next, taking the derivative of the function being
maximized in (32) w.r.t. Rk yields


∂
1
− log |Rk | + µ|k Rk−1 µk Nk + b|k Rk−1 µk −
∂Rk
2

1 
−1
Tr Sk Rk
2

1
= − 2Rk−1 − Rk−1 ◦ I − Rk−1 µk µ|k Rk−1 Nk −
2

1
Rk−1 bK µ|k Rk−1 +
Rk−1 Sk Rk−1 (35)
2
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