The Mathematical Representation: In the Cartesian coordinate system a logarithmic spiral (variously named as Bernoulli's spiral, Descartes' spiral, equiangular spiral, spira mirabilis, or growth spiral) is described by two parametric equations, viz. x = r cos(θ + 360k ) = r cos(θ ) y = r sin(θ + 360k ) = r sin(θ ) … (1) where, 0 0 0 360 θ ≤ < ; r = (x 2 + y 2 ) 0.5 ; k is a non-negative integer; θ = arctan(y/x) for x ≠ 0, otherwise θ =90 0 for (x, y) = (0, > 0) and 270 0 for (x, y) = (0, < 0), while for (x, y) = (0, 0), the angle, θ , is undefined.
In the polar coordinate system a logarithmic spiral is described by the relationship r = a exp(b(θ + 360k )) … (2) where, a is a positive constant and θ and k are specified as in the relationship (1) above.
In view of the relationship (2), the parametric equations of a logarithmic spiral may also be rewritten as
The sign of b in (2) determines whether the spiral is left or right handed. A negative value of b makes a spiral go clock-wise as in case of the Whirlpool Galaxy or the low pressure area over Iceland as shown in the figures shown above. On the other hand, a positive value of b makes a spiral going anti-clock wise as in the nautilus or cowie shell. When b is zero, the spiral degenerates into a circle.
An Empirical Viewpoint : In fitting spiral or conical curves in empirical data some important studies have been made. Among those, Kanatani (1994) , Werman and Geyzel (1995) , Ho et al. (1996) and Ferris (2000) may be relevant in the present context.
Let there be a set of (empirically obtained) points Z= (z 1 , z 2 ,…,z n ) : n ≥10 (say) and any z i = (x i , y i ). Let an inspection of the pattern that these points suggest or a conjecture regarding the law governing the generation of these points indicate that they resemble the trace of a logarithmic spiral. Then there may arise a need to investigate the law generating such a spiral or, to begin with, fit a logarithmic spiral to the empirical data.
The usual procedure of curve-fitting fails miserably in fitting a spiral to empirical data. The author tried with several algorithms available for non-linear regression and non-linear optimization, but unsuccessfully. The main reason for the failure of these algorithms is easily discernible. A spiral is a periodic function for which f (θ ) = f (θ + 360k) for any non-negative integer, k. Periodicity also results into multiple values of f (θ ) for any givenθ . As these algorithms are not designed for tackling such a situation, a good many genuine values of f (θ ) are taken for errors by the procedure adopted by them. Failure of the available statistical software packages also in fitting the spiral led the author to develop a new algorithm to fit an Archimedean spiral to the empirical data (Mishra, 2004) .
The Shift in Origin:
The difficulties in fitting a spiral to data become much more intensified when z i = (x i ,y i ) are not measured from their origin (0, 0). Once such a shift occurs, the center of the spiral is not known in general. Unless the true (0, 0) or the center of the spiral is known, many mathematical properties of the spiral for fitting it to data cannot be exploited. Ferris (2000) has discussed this problem in some detail.
The Objective: We intend in this paper to devise a method to fit a logarithmic spiral to empirical data measured with a displaced origin. The method would also be tested on numerical data.
The Method: We begin with the recognition of the fact that ( , ) the first to the fourth quadrant, the value of i q increases with the increasing value of i r . However, with a further increase in the value of i r , the value of i q drops down from 4 to 1 which means that we have entered into the first quadrant and so on. From this fact, we identify if the angle, 2 t k θ π = + and so on. This process linearizes the relationship between the radius, r, and the angle, t. More explicitly,
Next, we run a linear regression of log ( ) e r on t to obtainlog ( ) e a andb for the model log ( ) log ( ) e e r a bt u = + + …(4) for which we solve the normal equations (5a) and 5(b) simultaneously. Here u is the random disturbance term. In view of this, we use the Box's algorithm (Box, 1965) for non-linear optimization. Our model is 
where g is the given lower and h is the given upper limits on c.
We iteratively try with numerous random starting values and by sequential search maximize 2 R .
Experimental Findings:
We generated 30 angles randomly between 0 0 and 1000 0 (for k=0 to 2). From this we generated 30 points of z= ( , ) i i
x y with the parameters a and b , and origins of x and y were shifted by adding x c and y c as given in the table below. 
