In this paper we develop approximation algorithms for generalizations of the following three known combinatorial optimization problems, the Prize-Collecting Steiner Tree problem, the Prize-Collecting Travelling Salesman Problem and a Location-Routing problem.
Introduction
This paper follows a growing body of research on grouped (sometimes known as generalized) versions of combinatorial optimization problems. In particular, we initiate and develop approximation algorithms for generalizations of the following three known combinatorial optimization problems, the Prize-Collecting Steiner Tree problem, the Prize-Collecting Travelling Salesman Problem and a Location-Routing problem. Let G = (V , E) be an undirected graph on n vertices with a length function on its edges, a penalty function on its vertices and r, a pre-specified vertex. In the rooted Prize-Collecting Steiner Tree problem, abbreviated PCST, the aim is to find S, a subset of V not including r, and a tree spanning the rest of the vertices not in S, so as to minimize the sum of the costs of the edges in the tree and the costs of the vertices in S (penalties for vertices that are not spanned by the tree). The rooted Prize-Collecting Travelling Salesman Problem, abbreviated PCTSP, is defined analogously. Both problems are known to be NP-hard and were first studied by Balas [1] . There are quite a few approximation algorithms for solving them, the best are based on a primal-dual scheme, e.g. [15, 6] . Observe that the above two problems can be easily generalized to their unrooted versions by repeating each algorithm n times, setting each vertex to be the root. The variant of the Location-Routing problem, abbreviated LR, considered in this paper assumes that the vertices of the graph are partitioned into a set of potential depots and a set of customers. The problem is then to decide which depots to open, and which opened depot serves each customer so as to minimize the sum of the transportation costs and the fixed costs of operating the opened depots. There is a large family of different variants of location-routing problems, e.g. [20, 11] .
In the grouped versions of the above mentioned problems we assume that V is partitioned into k + 1 groups, {V 0 , V 1 , . . . , V k }, and that the penalty function is defined on the groups rather than on the vertices. In the rooted Group Prize-Collecting Steiner Tree problem, abbreviated GPCST, the aim is to find S, a collection of groups of V not including r, and a tree spanning the rest of the groups not in S, so as to minimize the sum of the costs of the edges in the tree and the costs of the groups in S (penalties for groups that are not spanned by the tree). As mentioned in Garg et al. [13] , the problem was defined by D. Johnson and an O(log 2 n log log n log k)-approximation algorithm is presented there which utilizes the authors' polylogarithmic approximation algorithm for the group Steiner tree problem to be defined in what follows. The rooted Group Prize-Collecting Travelling Salesman Problem, abbreviated GPCTSP, is defined analogously.
In the Group Location-Routing problem, abbreviated GLR, the customer vertices are partitioned into groups and the aim is to select simultaneously a subset of depots to be opened and a collection of tours that covers the customer groups such that each tour contains exactly one opened depot. The goal is to minimize the costs of the tours plus the fixed costs of the opened depots. The related Generalized Vehicle Routing Problem (GVRP) consists of a single depot, a collection of customer groups, each with its own demand, and a fleet of capacitated vehicles. The aim is to construct a cheapest collection of tours, each associated with one vehicle such that the total demand of the groups on each tour is satisfied. An efficient transformation of the GVRP into the Capacitated Arc Routing Problem and some numerical results are presented in [12] . The variant of the GVRP considered in [18] consists of m capacitated vehicles and a required initial load on each vehicle at the beginning of the tour. The authors present a compact IP formulation and show some numerical results.
Clearly the NP-hardness of the ungrouped versions of our studied problems implies the NP-hardness of their grouped variants. Therefore, we look for approximation algorithms for the above mentioned problems. An α-approximation algorithm produces a feasible solution of value no more than α times the value of an optimal solution and the value of α is called the approximation ratio of the algorithm.
As indicated before, the interest in grouped (generalized) versions of various combinatorial optimization problems has recently increased. In particular, in the well-studied Generalized Travelling Salesman Problem, abbreviated GTSP, in which given a partition of the vertices into several groups the problem consists of designing a minimum cost tour that spans these groups. The first work on the GTSP is due to Henry-Labordere [16] . For some literature on the GTSP one can consider for example [19, 22, 10, 2] . Another studied generalization is the generalized minimum spanning tree problem, abbreviated GMST, also termed the Group Steiner Tree problem. In this problem, given a partition of the vertices into several groups the problem consists of designing a minimum cost tree that spans these groups. The problem was first formulated by Reich and Widmayer [24] and was further studied, e.g. [21, 7] . Recently a few approximation algorithms were developed for the Group Steiner Tree problem, e.g. [13, 4] . Halperin and Krauthgamer [17] presented a lower bound of value (log 2 k) on the approximation ratio for GMST. The study of the group Steiner network problem was initiated in [23] where approximation algorithms for solving it were developed. In this problem, given a partition of the vertices into K groups and some connectivity requirements between the different groups, the aim is to find simultaneously a set of representatives, one for each group, and a minimum cost connected subgraph that satisfies the connectivity requirements between the groups (representatives). For other grouped network design problems one can consider e.g. [5, 8] .
Our algorithms follow the general scheme of Algorithm 1 in [23] where at the first stage, a selected set of representatives is chosen by solving LP relaxation of a related ungrouped problem. Then, relative to this set, the required network is constructed using a known approximation algorithm. We note that in our case, for each of the problems, we use some equivalence between two LP formulations of a related problem. In addition, by utilizing several relaxations of the GPCTSP and the GLR problems, we end up, in each case, with a problem resembling the PCST problem. This enables us to use Goemans and Williamson's [15] primal-dual approximation algorithm for the rooted PCST problem as the main ingredient of the second step of each of the developed algorithms.
The approximation factors achieved by our algorithms are (2 − 1 n−1 )I each, where I is the cardinality of the largest group. Two sources contribute to this factor, I which is due to our transformation from the grouped IP problem to a related ungrouped LP problem and the factor (2 − 1 n−1 ) which is due to utilizing Goemans and Williamson's algorithm. Our method gives good factors for bounded size groups. The rest of the paper is organized as follows. In Section 2 we give some definitions and preliminaries. In Section 3 we construct our (2 − 1 n−1 )I-GPCST-approximation algorithm for solving the GPCST problem. Sections 4 and 5 are devoted to the construction of our (2 − 1 n−1 )I-GPCTSP and (2 − 1 n−1 )I-GLR-approximation algorithms. We conclude with a discussion in Section 6.
Preliminaries and definitions
Let G = (V , E) be a complete undirected simple graph with |V | = n and |E| = m. For each e ∈ E and each v ∈ V , let c e be the non-negative length of e, and π v be the non-negative cost (penalty) of v. For V ⊆ V and a given F , a subgraph on V , we denote by E(F ) (V (F )) the set of the edges (vertices) of the subgraph. In addition, let π (V ) = v∈V π v and for E ⊆ E, let c(E ) = e∈E c e . For a set S ⊆ V ,S = V \ S is the complement of S and δ(S) is the set of edges with exactly one endpoint in S. For a given vertex r, if no confusion arises, we will use r for {r}. Let S r be a subset of V including the (root) vertex r ∈ V .
and each edgeẽ ∈ E has the same end vertices as some edge in E, henceẽ is either an edge of E or is parallel to one.
As in [15] , for the following two problems we consider the rooted version, that is, the versions in which a pre-specified root vertex r has to be in the tree (route). This is w.l.o.g. since each algorithm can be repeated n times, setting each vertex to be the root. In the Prize-Collecting Steiner Tree problem, abbreviated PCST problem, the aim is to find a subset S ⊆ V \ r and a tree FS , spanning the vertices inS, so as to minimize c(E(FS )) + π (S), that is, the costs of the edges in FS plus the costs of the vertices in S (penalties for vertices that are not spanned by FS ). The Prize-Collecting Travelling Salesman Problem, abbreviated PCTSP, is defined analogously. That is, the aim is to find a subset S ⊆ V \ r and a tour FS , spanning the vertices inS, so as to minimize c(E(FS )) + π (S), the costs of the edges in FS plus the costs of the vertices in S. For the PCTSP and the LR problem defined below, we assume that c, the edge cost function, satisfies triangle inequalities.
The Location-Routing problem, abbreviated LR, studied in this work is a classic location-routing problem i.e. [25] . We are given a graph G = (V , E), with a set of locations (vertices) V = D ∪D, where D stands for the set of potential depots and D for the locations of the customers. Suppose there is a non-negative fixed cost π v associated with the use of the potential depot located at v, and a transportation cost c e for using edge e in the selected tour. The problem is to decide which depots to open, and which depot serves each customer so as to minimize the sum of the fixed and the transportation costs. We further assume that each customer is served by exactly one depot and each depot belongs to a single tour that consists of all customers served by him. Now we turn to define the rooted group versions of the above problems.
For simplicity of exposition we assume that r, the pre-specified root vertex, belongs to V 0 . Let p :
function on the groups.
In the Group Prize-Collecting Steiner Tree problem, abbreviated GPCST, the aim is to find a tree T rooted at r that
minimizes the cost of the tree plus the costs of the penalties of the groups which are not spanned by the tree. We say that a group is spanned by a tree if the tree contains at least one vertex of that group. The Group Prize-Collecting Travelling Salesman Problem, abbreviated GPCTSP, is defined analogously. That is, under the assumption that the cost function c satisfies the triangle inequality, the aim is to find a tour TR rooted at r that minimizes
Note that since triangle inequality holds, any optimal tour will visit at most one vertex of each group.
The Group Location-Routing problem, abbreviated GLR, is defined as follows. We assume that c satisfies the triangle inequality and that V 0 , the depot group, is the set of the potential depots where every depot has its own positive fixed operational cost if this depot is selected to be open. The other groups are termed customer groups, where each group is a cluster of customers. The aim is to choose simultaneously a subset of the potential depots to be opened, a set of representatives, one for each customer group to supply the total demand of the other customers of his group, and a collection of tours such that each representative belongs to a single tour and each opened depot is associated with exactly one tour. The goal is to minimize the fixed cost of the opened depots plus the transportation cost of the selected tours.
We note that by using a simple transformation, similar to the one used in [13] , the results obtained in this paper hold also if the K sets are not disjoint or if K k=0 V k ⊂ V . We further assume w.l.o.g. that G is connected. One can easily verify that the results obtained hold also for unconnected graphs.
Group prize-collecting Steiner tree
In this section we present two IP formulations of the rooted PCST problem that we utilize in our GPCST-Algorithm and in the proof of its approximation factor. The first more intuitive formulation, denoted as IP-PCST-1, is due to [3] , while the second one, denoted by IP-PCST-2 is due to [15] . Using the first formulation we convert an optimal solution of the grouped problem into a corresponding optimal solution, of the same value, of an ungrouped one, while the second formulation enables us to use GW-approximation algorithm for solving the obtained PCST problem.
The variable x e = 1 (s i = 1) indicates that edge e (vertex i) is in the solution, meaning that the edge (vertex) is spanned by the chosen tree. Let LP-PCST-1 be the linear programming relaxation of IP-PCST-1 that is created by replacing the integrality constraints by the constraints x e ≥ 0 and 0 ≤ s i ≤ 1.
Here x e = 1 is as above and z S = 1 indicates that S is defined by the unspanned vertices. Note that by the constraints, if z S = 1 then all the vertices in V \ S are spanned by the tree. Let LP-PCST-2 be the LP relaxation of IP-PCST-2. The following proposition is needed to prove the approximation factor of our GPCST-Algorithm. Now we turn to present an IP formulation, similar to IP-PCST-1, of the r-rooted GPCST problem. Let K = {1, . . . , k} be the set of the k indices of the subsets (groups) of the partition of V \ V 0 .
The variable x e is as before and y i = 1 means that at least one vertex from group V i is in the solution, i.e. V i intersects the chosen tree. Now consider the linear programming relaxation LP-GPCST of IP-GPCST with x e ≥ 0 and 0 ≤ y i ≤ 1.
We show below how an optimal solution of LP-GPCST plays a central role in choosing the representative set. Note that LP-GPCST captures the fact that for any i, in any feasible solution, the value of a minimum cut separating r from V i is at least y i . This implies, by the max-flow min-cut theorem, that for all i's, in any feasible solution, there are non-aggregate flows of value at least y i from r to V i . Observe that LP-GPCST has an exponential number of constraints. However, using the equivalence between separation and optimization (see Grötschel, Lovász and Schrijver, [14] ) and a min-cut procedure, LP-GPCST can be solved in polynomial time.
Definition 3.2 (Construction of R ST -A Set of Representatives
. . , V k be a partition of V into k + 1 groups with r ∈ V 0 the current root, let I be the cardinality of a largest group, excluded V 0 , in the partition, and (x, y) be a feasible solution of LP-GPCST. Consider x as the capacity function on E. Calculate a maximum flow from r to V i for each i = 0, and let v i ∈ V i be a vertex with a flow of value at least y i I from r to v i . Let v 1 , . . . , v k be a set of k such vertices. Then the set R ST = {r, v 1 , . . . , v k } is the chosen set of representatives for the r-rooted GPCST problem.
Note that there is a vertex v i ∈ V i with a flow of value at least y i I from r to v i , since if a group whose size is at most I gets a total flow of at least y i , then clearly there is a vertex with a flow of value at least y i I , otherwise the total flow will be less than y i . Remark 3.1. An alternative way for finding such a set of representatives is by considering a flow-based mixed integer linear programming formulation of the r-rooted LP-GPCST problem. This flow-based formulation contains a polynomial number of variables and constraints and its constraint matrix (the A matrix in the LP min{cx : Ax = b}) is a (0, 1, −1)-matrix. Thus its LP relaxation can be solved in strongly polynomial time [9] . We indicate that the above observation holds also for the other two problems studied in this paper. However, we find the cut version (IP-GPCST) more intuitive and have thus chosen to present it here, in this section and in the following ones, rather than the flow version. For the completion of exposition we have chosen to present in the Appendix the flow-based LP formulation related to the GLR. This formulation is simple and similar to the other two formulations. The framework of our GPCST-Algorithm is as follows. Recall that for simplicity, for each r ∈ V , we denote by V 0 the group that contains r. Then, for each r ∈ V 0 , a rooted PCST relative to the penalty function π , as in Definition 3.3, is constructed.
Clearly, such a rooted PCST is a feasible rooted GPCST. The best out of all rooted GPCST obtained is our approximate GPCST. Now we turn to summarize the various steps that compound the GPCST-Algorithm.
GPCST-Algorithm
For each r ∈ V , first rename the groups such that r ∈ V 0 , and then; Step 1: Solve LP-GPCST and let (x * , y * ) be the optimal solution attained.
Step 2: Set x * as the capacity function on the edge-set E. Solve k max-flow problems from r to V i for each i. Find the set R ST of representatives as described in Definition 3.2.
Step 3: Construct a PCST by using Goemans and Williamson's PCST-approximation algorithm on G with π , as in Definition 3.3, its penalty function. Output:Choose a cheapest PCST out of the ones attained in Step 3 as the required GPCST.
The following theorem, Theorem 4.1 in [15] , is needed for proving the correctness of the approximation ratio of our GPCST-Algorithm, and is thus stated below. We note that the time complexity of the GW PCST algorithm is O(n 2 log n).
Theorem 3.2 (GW95). Let T be the output of Geomans and Williamson's PCST Algorithm with a cost of c GW = c(E(T )) + π (V \ V (T )) and let c LP−PCST −2 be the value of an optimal solution of LP-PCST-2. Then, c GW
Theorem 3.3. GPCST-Algorithm is correct, achieves an approximation ratio of (2 − 1 n−1 )I and can be solved in strongly polynomial time.
Proof. The correctness of the algorithm follows directly from the previous discussion and its time complexity by Remark 3.1 and the time complexity of the GW PCST algorithm. It remains to prove its approximation ratio.
For a given r, let (x * , y * ) be an optimal solution of LP-GPCST. By 
Hence, for each r,
which completes the proof since the algorithm chooses the cheapest GPCST attained by the algorithm.
Group Prize-Collecting Travelling Salesman Problem
In this section we present an approximation algorithm for the GPCTSP which resembles the GPCST-algorithm. Recall that here we assume that triangle inequalities hold. This assumption is needed since GW PCTSP Algorithm, which uses triangle inequalities, is part of our algorithm. We start with two IP formulations of a relaxed version of the PCSTP where the degree of any vertex in the tour is required to be at least two rather than exactly two. The first formulation, termed IP-PCTSP-1, is more intuitive and similar to IP-PCST-1 while the second one is due to [15] and is termed IP-PCTSP-2. 
The variable x e = 1 (s i = 1) indicates that edge e (vertex i) is in the solution (i.e., the tour uses e and visits v i 
This IP formulation is similar to IP-PCST-2 with z S = 1 for the set of vertices S not visited by the tour and z S = 0 otherwise. Let LP-PCTSP-1 and LP-PCTSP-2 be the two LP relaxations of IP-PCTSP-1 and IP-PCTSP-2, respectively, with x e ∈ {0, 1, 2, } and z S ∈ {0, 1} replaced by non-negativity, and s i ∈ {0, 1} by 0 ≤ s i ≤ 1. The following proposition for the PCTSP is an analogue to Proposition 3.1 for the PCST and is needed for proving the approximation factor of our GPCTSP-Algorithm. Proof. We prove the proposition by showing that any optimal solution of LP-PCTSP-2 induces a feasible solution for LP-PCTSP-1 of the same value, and vice versa. Let (x * , z * ) be an optimal solution of LP-PCTSP-2. Construct a solution (x, s) by setting x e = x * e for every edge and setting s i = 1 − S:i∈S z * S for every vertex distinct from r. Since, S⊆V \r z S ( i∈S π i ) = i =r π i ( S: i∈S,r ∈S z S ), the values of the objective functions of the two problems coincide. It remains to show the feasibility of (x, s).
Recall that any feasible solution of LP-PCTSP-2 satisfies S⊆V \r z S ≤ 1, implying that 0
Now we turn to prove the other direction of the proposition. Let (x * , s * ) be an optimal solution of LP-PCTSP-1, we will construct (x, z), a feasible solution of LP-PCTSP-2 of the same value. Set x e = x * e for each edge. The suggested assignment for the z variable will satisfy s * i = 1 − S:i∈S z S for each vertex and thus will imply that the two objective functions have the same value. The assignment for the z variables goes as follows. Sort the vertices by a non-increasing order of their s * i -values, that is, s *
. Assume that there are p ≤ n distinct values of the s * i 's denoted by w 1 , w 2 , . . . w p , with 1 ≥ w 1 > w 2 > · · · > w p . We construct a collection of p nested sets and their corresponding z variables (set variables) in the following way. If S l , l = 1, . . . , p, includes all vertices (except r) with s * i ≤ w l , then its corresponding variable z S l is set to be equal to w l−1 − w l (z S l = w l−1 − w l ) with w 0 = 1; otherwise z S = 0. Assume that vertex v i ∈ S l \ S l+1 , then s * i = w l and by the definition of the sets and their corresponding z variables we get that S:i∈S z S = (1 − w 1 ) + (w 1 − w 2 ) + · · · + (w l−1 − w l ) = 1 − w l = 1 − s * i . Hence, s * i = 1 − S:i∈S z S and thus the values of the objective functions coincide. Also, by our definition of z, S⊆V \r z S = p l=1 (w l−1 − w l ) = w p ≤ 1. It remains to show that e∈δ(S) x e + 2 S⊆S z S ≥ 2 ∀S ⊆ V \ r.
Let S ⊆ V \ r. Due to the feasibility of (x * , s * ), e∈δ(S) x * e ≥ 2s * i holds for any s * i such that v i ∈ S, in particular for s * i which attains the maximum value, say w l , of s * i , v i ∈ S. Assume that h is such a vertex of maximum s * i value, thus w l = s * h . Again, by the way we sort the vertices and the definition of the z variables it follows that,
Now we turn to present an IP formulation of the GPCTSP.
The variable x e stands for the number of times edge e appears in the solution and y i = 1 states that vertex v i is part of the solution. The first set of constraints ensures that each group contributes at most one vertex to the tour, (clearly, due to triangle inequalities any optimal solution for the original problem will include at most one vertex from each group), the second set of constraints guarantees connectivity, and the third set ensures that the solution obtained is a simple cycle (this constraint is unnecessary when triangle inequality exists). Note that x e = 2 only in the degenerate case where the optimal tour consists of exactly two vertices. Consider the following IP relaxation of IP-GPCTSP, where a variable is assigned to each group rather than to each vertex.
The variable x e is as before; y i = 1 indicates that group V i is spanned by the solution, and in that case the constraints ensure that at least two edges going out of V i are in the solution. Let LPR-GPCTSP be the linear programming relaxation of IPR-GPCTSP with x e ≥ 0 and 0 ≤ y i ≤ 1. As in the GPCST-Algorithm, the GPCTSP-Algorithm utilizes, in a similar way, an optimal solution of LPR-GPCTSP for choosing the representative set R ST , and the penalty function is defined similarly to the one defined in the previous section. Using R ST , its related penalty function and GW PCTSP Algorithm, we develop the GPCTSP-Algorithm for finding a good GPCTSP. This algorithm is very similar to the GPCST Algorithm, and thus we skip its description. Using the various reductions, as mentioned above, of the PCSTP and of the GPCSTP to other IP formulations of less restrictive problems and furthermore, to their LP reductions, coupled with Theorem 4.1 below, Proposition 4.1 and following the same lines as in the previous section, Theorem 4.2, which is the main result of this section, is proved. Due to the resemblance of the proofs of Theorem 4.2 and its analogous result Theorem 3.3, we have chosen to omit the proof of Theorem 4.2. Theorem 4.2. GPCTSP-Algorithm is correct, achieves an approximation ratio of (2 − 1 n−1 )I and can be solved in strongly polynomial time.
Group Location-Routing Problem
In this section we present an approximation algorithm for the Group Location-Routing problem. Recall that the GLR problem requires the selection of a set of representatives, one for each group, as opposed to the GPCST and GPCTSP problems in which a group might not be spanned and if so, its penalty will have to be payed. We note that our LR Algorithm makes use of GW PCST Algorithm, rather than an algorithm for the ungrouped version as was used in the other two algorithms discussed previously in this paper. Recall our assumption of triangle inequality which is needed for proving the approximation factor and also implies that the degree of any vertex in any optimal solution is either zero or two. This last observation, enables us to use the following simple transformation of the edge costs in order to remove the fixed costs of the opened depots. Let c be the modified edge cost function, then for each edge e = (u, v) with u ∈ V 0 and v ∈ V i , i = 0 we set c e = c e + 1 2 π u and for each edge e = (u, v) with u, v ∈ V 0 we set c e = c e + 1 2 π u + 1 2 π v . In addition, set all opening costs to be zero. Hence, in what follows, we will consider the simplified version that ignores fixed costs. Below we present an IP formulation for the GLR problem with zero opening costs. 
Recall that V 0 is the set of the potential depots. The x e and the y i variables have the same meaning as in IPR-GPCTSP. The first set of constraints ensures that the subgraph induced by the solution contains a set of cycles such that each cycle contains a depot. The second set of constraints guarantees that each group is visited at least once, and the third set of constraints ensures that the subgraph induced is a collection of simple cycles. Let IPR-GLR be the relaxation of IP-GLR obtained by removing the second and the third sets of constraints and the y variables, and let LPR-GRL be its linear programming relaxation. 
The similarity of LPR-GLR to LPR-GPCTSP and to LP-GPCST leads us to use GW PCST Algorithm in our GLR Algorithm. We continue with the definition of R LR in a similar way to the definition of R ST .
Definition 5.1 (Construction of R LR -A Set of Representatives
groups with V 0 the set of depots, I the cardinality of the largest group, excluded V 0 , in the partition, and x a feasible solution of LPR-GLR. Then, augment G toG by adding the vertex r and a set of edges connecting r to all the depots. Considerx as the capacity function onẼ (where the capacities of the new edges are set to equal 2 each). Calculate the maximum flow from r to V i for each i = 0, and let v i ∈ V i be a vertex with a flow of value at least 2 I from r to v i . Let v 1 , . . . , v k be a set of k such vertices. Then the set R LR = {v 1 , . . . , v k } is the chosen set of representatives for the r-rooted GLR problem.
Definition 5.2 (Penalty Function).
LetG and R LR be as defined in Definition 5.1. Then setπ i = M, with M being a very large number, if vertex v i was chosen as a representative or v i is a depot, andπ i = 0 otherwise, to be the penalty function.
The above definitions imply the following corollary which is similar to Corollary 3.4. 
GLR Algorithm
Output: TR, a collection of tours that covers all customer groups, each contains exactly one depot from V 0 , and each chosen depot associated with exactly one tour.
Step 1: Solve LPR-GLR and let x * be the optimal solution attained.
Step 2: Add r to G and construct the auxiliary graphG = (Ṽ ,Ẽ)
andc e = 0 otherwise. Set x * as the capacity function on the edge-set E and extend it tox * , a capacity function oñ E, as in Definition 5.1. Solve inG k max-flow problems from r to V i for each i. Find the set R LR of representatives as described in Definition 5.1.
Step 3: Letπ be the penalty function as in Definition 5.2.
Step 4: Apply GW PCST Algorithm toG,c, r andπ /2. LetT be the tree attained.
Step 5: Duplicate the edges ofT , remove r and its adjacent edges to formG T , a collection of Eulerian subgraphs.
Step 6: Shortcut each component ofG T to form TR. Theorem 5.1. GLR Algorithm is correct with approximation ratio of (2 − 1 n−1 )I that can be obtained in strongly polynomial time.
Proof. We start by showing the algorithm correctness. By Definition 5.2 the tree obtained in Step 4 spans all the depots and the selected representatives. After performing Steps 5 and 6, the graph obtained contains a set of cycles, such that every representative belongs to a cycle and each cycle contains a single depot. Hence, this is a feasible solution for the original GLR problem. Again, the complexity follows directly from Remark 3.1 and the time complexity of the GW PCST algorithm. It remains to prove its approximation ratio.
Let x * be an optimal solution of LPR-GLR andx * its extension as in Corollary 5.3. Then, by the corollary, (Ix * , s) is a feasible solution of LP-PCTSP-1 onG with s andπ as defined above. Let c alg be the cost of the solution obtained by Step 6 of the GLR Algorithm, and let c LP−PCTSP−1 (c LP−PCTSP−2 ) be the value of an optimal solution of LP-PCTSP-1 (LP-PCTSP-2) onG withc andπ .
In Steps 4-5 we apply GW PCST Algorithm onG with penalty functionπ /2, and then duplicate the tree attained. Let c * alg be the cost of the solution obtained by Step 5. Note that Steps 4-5 are equivalent to performing the GW PCTSP Algorithm (without the shortcut step). In addition, the shortcuts performed in Step 6 are done on a set of Eulerian subgraphs each of which obeys the triangle inequality condition. Therefore, by the proof of Theorem 4.1, Hence,
which completes the proof.
Discussion
In this work we studied three generalized problems, the GPCST, the GPCTSP and the GLR problem. Our three approximation algorithms use the same scheme; initially, by some problem specific IP formulation, LP reduction and the max-flow min-cut theorem, a representative set is constructed. Then, utilizing GW's approximation algorithm for the PCST problem, provides us with the required network. Our three algorithms give the same linear approximation ratio which depends on the group sizes, and thus give good results for problems of small group sizes. An interesting research direction would be a generalization of the approach used in this paper for a more general statement. For example, given a graph, costs that satisfy triangle inequality, groups and a proper function as in [15] , can the group version of the corresponding nongroup version be approximated within a factor of (2 − 1 n )I? It is a challenge to improve the approximation factors so that they will be independent of n and of the group sizes. Note that a constant approximation factor is not achievable since the GST problem is a special case of the GPCST one, and as was shown in [17] , (log 2 K ) is a lower bound on the approximation factor. Observe as well that Step 4 of the GLR Algorithm uses GW-PCST-2-approximation algorithm as a subroutine. Nevertheless, all we need in this step is to find a Steiner tree. It is well known that there exist approximation algorithms for solving the Steiner Tree problem with better approximation factors. However, we failed to incorporate such an algorithm in our GLR Algorithm.
Our algorithms for solving the GPCTSP and the GLR use the triangle inequality assumption. This is required because we use shortcuts in our algorithms and since we omit the fixed depot costs in the GLR problem. It will be interesting to find a way to remove this assumption and to approximate the more general versions of the problems, perhaps by a combinatorial algorithm rather than an LP based one. min
