can readily accommodate the transport of biota by currents, their dispersion by turbulent eddy diffusion, as well as biological processes such as migration, growth and grazing. Random motility, however, can have an unexpected effect leading in some cases to dispersion while in other cases to the accumulation of organisms (Okubo, 1980; Lapidus and Levandowsky, 1981; Schnitzer et al., 1990; Berg, 1993; Flierl et al., 1999) . Our rationale is to examine the random motility characteristics that lead to pattern formation thus linking individual-based processes (swimming behaviour, sensing ability, environmental cues) with the macroscale description of the dispersion or accumulation of organisms-descriptions that can be readily embedded into existing biophysical models.
On a large scale, the quasi-random motility of an organism may be treated as a diffusive-like process (Okubo, 1980; Berg, 1983) . A concentrated patch of motile zooplankton, initially co-located at a single point, will spread out in a manner analogous to molecular diffusion. That is, the number density within the patch approaches a Gaussian distribution, the variance of which grows linearly with time. If, for instance an organism swims at a constant speed v for a time interval ∆t ('run' duration) before turning to a new random direction (in n dimensions), then it will diffuse at a rate determined by the diffusion coefficient 
[cf. Appendix A.1, equation (a. 2)] where ∆s is the time interval taken for reorientation ('tumble' duration) ( Figure   1 ). This class of motion is termed kinesis, i.e. the organism has no preferred direction with respect to the environment. The notation 〈. . .〉 implies the expectation value of the enclosed parameter, and = 〈cos 〉, the mean cosine angle between successive run directions. Assuming that the run durations ∆t are exponentially distributed with mean duration = 〈∆t〉, then 〈∆t 2 〉 = 2 2 . Further, assuming that the reorientation process is instantaneous (〈∆s〉 = 0), equation (1) reduces to the more familiar form (Berg, 1983; Okubo and Levin, 2001) . Implicit in equation (2) is also the assumption that there is no preferred angle between runs (Figure 1 : is uniformly distributed with respect to run direction in n space, = 0) so that the random motility is unbiased. The problem of directional persistence where ξ ≠ 0 can be found elsewhere [cf. (Schnitzer, 1993; Grünbaum, 1999; Wu et al., 2000; Okubo and Levin, 2001 )] and is not considered further here. Alternate formulations can be written in terms of the mean path length = 〈∆l〉 = v. Equation (1) links the statistics of an individual's random motion with the diffusion of a population of like individuals. In the physical sciences, macroscopic descriptions of stochastic processes have had a long history (Gardiner, 1985) -notably in statistical mechanics (e.g. kinetic theory of gases and Brownian motion)-and direct analogies have been drawn to diffusion mediated by the random motion of biological agents (Skellam, 1951) . In the context of the random motion of organisms, D has been variously termed the mobility (Keller and Segel, 1971) or the motility (Lapidus and Levandowsky, 1981) . The macroscale phenomenology of a random walking organism is encapsulated in the diffusion equation
[e.g. (Okubo and Levin, 2001 )] where C is the concentration of the organism. This formulation is only true, however, when the diffusion coefficient D is spatially uniform. There remains some uncertainty as to the form of the corresponding formulation in cases where D is spatially varying, or indeed if an analogous equation can be written in terms of the ensemble parameter D at all.
For a motile organism, cues for executing a random walk derive from both its own internal state as well as its physical environment (e.g. chemical or hydromechanical signals, detection of predator, prey or mate). These stimuli can potentially vary from place to place so that the JOURNAL OF PLANKTON RESEARCH VOLUME  NUMBER  PAGES -   Fig. 1 . Elements of the 'run-tumble' cycle of a random walk. The animal swims with speed v for a time ∆t covering a distance ∆l = v ∆t. At the end of each run, the animal re-orients itself, a process that takes a finite time ∆s, before setting off again in a new direction at an angle with respect to its previous swimming direction. Downloaded from https://academic.oup.com/plankt/article-abstract/25/9/1157/1564660 by guest on 07 February 2019 random walk parameters (v, , ) in general, are spatially dependent. That is, the diffusivity is potentially a function of space and time D (x, t) . A crucial question is how this variability is incorporated into the advection diffusion equation that describes the macroscale evolution of a population of individuals with a random motility behaviour cued to their environment. The commonly held view is that organisms will accumulate in regions where D is low [e.g. (Okubo, 1980; Lapidus and Levandowsky, 1981) ]. While this is true in some cases, it is not always so [e.g. (Schnitzer et al., 1990 , Davis et al., 1991 Berg, 1992; Flierl et al., 1999) ].
In what follows, we will revisit some idealized random motility modes as they pertain to motile zooplankton, and examine the effects of spatial variation in the different parameters (v, , ) that constitute motility. Secondly, we examine a random motility mode that specifically incorporates zooplankton sensing ability and swimming behaviour. In each case, a rigorous mathematical treatment in terms of the master equation is supplied in the Appendix.
Before continuing, there are two points of terminology we wish to address. First, the coefficient D has the same units as diffusivity [L 2 T −1 ]. However, the process described by D can lead to either dispersion or accumulation of organisms. This is in contrast to physical diffusion (whether mediated by molecular processes or turbulence) which will only promote dispersion. Rather than struggle with the concept of negative diffusion (i.e. accumulation), we follow Lapidus and Levandowsky (Lapidus and Levandowsky, 1981) in terming D the motility. That is, from here on, motility will have a specific definition as given in equation (1).
Secondly, within the literature one often comes across the different terms random flight and random walk. Both of these refer to trajectories composed of random run displacements and often relate to how the duration and speed of a run are related (Klafter et al., 1996) . However, this distinction is not general. Furthermore, this distinction is not adequate to describe the behavioural and kinematic aspects of spatially varying random motility of biota. In particular, we want to distinguish between organisms that change their swimming speed as opposed to those that change their tumble rate as a function of spatially varying environmental cues. In addition there are important biological differences as to how organisms perceive their environment and thus respond to cues where we want to distinguish between (i) random cruise, where organisms continuously sense environmental stimuli as they move and change their motility according to local conditions, and (ii) random jump, where organisms set their motility at the start of a run and have no further knowledge of their environment until they stop again.
R A N D O M C RU I S E M O T I L I T Y
Consider an organism that swims at a particular speed v and with instantaneous rate of reorientation 1/. That is, for a short time interval dt, its probability of reorienting is 1-exp(-dt/) ≈ dt/. If is constant in time this means that the time between reorientations is exponentially distributed with mean . Suppose the organism continuously scans its environment and changes v or according to local conditions. This type of behaviour might be exhibited by a cruising copepod or ciliate reacting to the presence of prey, a chemical tracer or a light intensity. If x(t) describes the instantaneous position of the organism, then its motility is given by
The question is whether the spatial dependence of v(x) and (x) have the same effect on the spatial distribution of organisms. We examine this using a simple numerical simulation. For these simulations we choose concentration (of the order 100 m -3 ) and swimming speeds (up to 10 mm s -1 ) that are representative for several marine copepods including Calanus spp. copepodites (Haury et al., 1978; Mackas and Boyd, 1979; Mauchline, 1998) , Arcatia tonsa adults (Mauchline, 1998) and Temora longicornis adults (van Duren and Videler, 1996; Schmitt and Seuront, 2001; Seuront and Lagadeuc, 2002) . Qualitatively similar simulations can be constructed for smaller organisms such as copepod nauplii and ciliates using lower swimming speeds and higher number densities. Consider a two dimensional random walker, where D(x) varies spatially, but for the two cases where the variability is incorporated only in the swimming speed and the reorientation rate respectively. To illustrate this, we chose a simple geometry as illustrated in Figure 2 ; a 100 cm 3 domain where D = 1 cm 2 s -1 within which there is a cylindrical zone (radius = 25 cm) where the diffusivity is lower by a factor of 25 (D = 0.04 cm 2 s -1 ). The boundary conditions are cyclic in that an organism that exits the domain to the right (left, front, or back) enters again from the left (right, back, or front). For simplicity we consider only horizontal swimming. In Figure 3 we present the distribution of 100 organisms after 8 h. It is clear that the organism distribution for both cases differ markedly. This is highlighted by the time series of the ratio of the organism concentration (⌫) inside the cylinder (R 1 : |x| < ) to that outside (R 2 : |x| ≥ ). That
showing that no accumulation takes place. In comparison, case (a) ( constant = 2 s, variable v = 0.2-1 cm s -1 ) shows an increase in relative concentration fluctuating between 4 and 10. An ensemble average of many such runs shows ⌫ to stabilize at around 5. This suggests that the organism concentration C(x) ∝ v(x) −1 , while being independent of (x). That is, organisms will accumulate in regions of low motility, but only when their swimming speed changes, not when the rate at which they change direction varies. The ensemble parameter D(x) does not in itself have enough information to say whether accumulation will occur.
The general n dimensional advection-diffusion equation for a random cruise is given by
as shown in Appendix A.2. A simple explanation is that however the organisms behave within each region, the important exchange process is their flux across the boundary. For the two regions (R 1 and R 2 , Figure 4 ), where the swimming speed, duration and organism concentration are (v 1 , 1 , C 1 ) and (v 2 , 2 , C 2 ), respectively, the flux through a small surface area ds from R 1 to R 2 is 1 / 2 v 1 C 1 ds and from R 2 to R 1 is 1 / 2 v 2 C 2 ds. Over the whole boundary S, the net flux (R 2 to R 1 positive) is
This is true for any shaped boundary. At steady state, J = 0 so that v 1 C 1 = v 2 C 2 , that is the local steady state concentration is inversely proportional to the local speed: C ∝ v -1 .
R A N D O M J U M P M O T I L I T Y
Random jump motility differs from random cruise in that the motility parameters are fixed at the time and point of departure of each swimming bout. This motility mode might correspond to a darting copepod, which is unable to gather environmental information while travelling, and only does so at the end of each run. If x(t) now describes the position of the organism at the start of each run, then its motility is given by
For the case where the motility is spatially uniform, random cruise motility and random jump motility are equivalent. However, the distinction becomes important when motility is spatially varying. The results of a numerical experiment, formulated for random jump motility is presented in Figure 5 . This model is with the same geometry and spatial variation of motility (D = 1 cm 2 s -1 in R 2 and D = 0.04 cm 2 s -1 in R 1 ) as used in the random cruise cases above. That is case (a) 
and case (b) variable (x) ( = 0 for |x| < , = 25 ϫ 0 for |x| ≥ ). The only difference is that here organisms fix their tumble rate and swimming speed at the start of a swimming bout, and do not react to environmental cues again until they come to the end of a run. For the case where the tumble interval varies (case b), the concentration ratio ⌫ tends towards 5 and suggests that at steady state C(x) ∝ (x) −1 . For the case where the swimming speed v varies (case a), the accumulation of organisms is much higher with a relative ratio of concentration ⌫ between 10 and 45 with an average of~25. This suggests steady state is reached when C(x) ∝ v(x) −2 . It can be shown (Appendix A.4) that for this motility mode, steady state is reached when C(x) ∝ 1/[v(x) 2 (x)] and the advection diffusion equation describing the random jump motility is given by
That is, variations of both swimming speed and tumble rate affect accumulation of organisms in regions where D is low. A simple explanation of the 1/[(x) v(x) 2 ] dependence can be seen by examining the one dimensional case. Figure 6 shows a comparison between (a) the random cruise and (b,c) the random jump motility. All have two regions of uniform random motility parameters. Consider the discrete time case where the tumble rate is uniform, motility speed varies, and jumps are synchronized in time steps ∆t (Figure 6a,b) . This gives equally spaced positions in each region where particles can be at any given moment. In R 1 where the motility speed is high, these locations will be further apart than in R 2 where the speed is lower. In the random cruise case (Figure 6a . One dimensional, discrete time illustration of the process leading to accumulation for (a) a random cruise motility, (b) a random jump motility with uniform tumble rate, and (c) a random jump motility with uniform swimming speed. The motility is an unbiased random walk so that the probability of going left or right is equal. All jumps are synchronized in time steps ∆t. For (a) and (b), the two regions (R 1 , R 2 ) have different speeds (v 1 , v 2 ) so that the distance between particle locations (␦ 1 , ␦ 2 ) = ∆t(v 1 , v 2 ) are closer where the speed is lower. For (c), the two regions (R 1 , R 2 ) have different tumble durations 1 = 1/2 2 .
Downloaded from https://academic.oup.com/plankt/article-abstract/25/9/1157/1564660 by guest on 07 February 2019 transition probability from one position to the other is equal everywhere: 1 / 2 to the left and 1 / 2 to the right. At steady state, N, the number of particles per location is constant. However, these are packed closer together in R 2 than in R 1 , so that the concentration C ∝ N/␦ ∝ 1/v consistent with the previous section. For the random jump case (uniform τ, variable v, Figure 6b ), by similar arguments, the same number per location will tend to be uniform within each region, N 1 in R 1 and N 2 in R 2 . The transition between R 1 and R 2 , however, is not evenly distributed: those particles moving to the right from R 1 penetrate further into R 2 than those moving to the left from R 2 to R 1 . That is, there is an additional flux 1 / 2 (N 1 v 1 − N 2 v 2 ) from R 1 to R 2 . At steady state, this flux must vanish so that for the random jump N ∝ 1/v. That is C ∝ N/␦ ∝ 1/v 2 . This argument also predicts a boundary layer, at the 'slow' side of the interface, the thickness of which is equal to the 'long step', and in which the density grows linearly.
Similarly, in Figure 6c we consider the case where the motility speed is constant but the tumble rate varies ( 1 in R 1 , and 2 in R 2 ) and jumps are synchronized in steps of ∆t. For convenience we set ∆t = 2 = 2 1 . That is the tumble rate is twice as high in R 2 as it is in R 1 . Because the swimming speed is uniform, the spacing between particle locations is the same in both regions, ␦ = v ∆t. Within each region, the number per location becomes uniform (N 1 and N 2 , respectively) at steady state. At the boundary between the two regions, there are two sets of jumps to the right for every set of jumps to the left. At steady state, the total number of particles jumping to the right must equal the number jumping to the left. Thus N 2 = 2 N 1 , and, because ␦ is uniform, C 2 = 2 C 1 , or more generally C ∝ 1/.
S W I M -PAU S E R A N D O M M O T I L I T Y
In the examples considered so far, we have assumed that the reorientation is an instantaneous process. Not only is this in general finite [∆s ≠ 0 in equation (1)], the time interval between the end of one run and the start of the next can be modified due to local conditions. For instance, the detection of a prey item would cause the organism to pause while attempting to capture and handle the prey item. The motility in this case is given by
[Appendix A.3, equation (a.10)] where, as before, we assume ∆t and ∆s to be exponentially distributed with means = 〈∆〉 and = 〈∆s〉, respectively. If is the same everywhere, then it will have no qualitative effect on equations (5) and (7) and quantitative adjustment can be made by substituting Ј = + and vЈ = v /( + ). There are, however, several biologically relevant reasons why the time interval between the end of one swimming bout and the resumption of the next may vary (e.g. whether prey is detected or not; different handling times for different prey types). A spatial variation of the pause interval means that the probability of an organism being either in a swimming state or a paused state would vary from place to place. To simulate this, we modify the random cruise model above to have the same swimming speed and tumble rate everywhere, but where the probability of swimming P swim varies from 1 for |x| ≥ (all organisms are in motion) to 0.2 for |x| < (on average, only 1 in 5 organisms is in motion). Results ( Figure 7) show a 5-fold increase in the concentration in the region where the swimming probability is 1/5 that outside the region and suggests that C(x) ∝ [P swim (x)] −1 . Appendix A.3 presents a formal treatment for a random cruise-pause motility for which the pause duration is spatially heterogeneous. In n dimensions, this leads to the advection-diffusion equation
[cf. equation (a.11)] where is the mean pause time and is the mean run time. At any given location, the proportion of organisms that are actively swimming is /( + ) = P swim . This result is consistent with the random cruise in that the mean velocity of each organism is given by r (x) = vP swim (x) and that r = σ + is the mean time interval between the start of one run and the next. Fig. 7 . The relative concentration ratio ⌫ = C 1 /C 2 for a swim-pause motility where the probability of a particle being in motion varies from P swim = 1 in R 2 , to P swim = 0.2 in R 1 . The geometry is the same as that given in Figures 3 and 5 . The random walk parameters are = 2 s, v =To complete the sequence, we consider finally the swim-pause process in a random jump motility. This corresponds to a darting copepod which only perceives an encounter while paused, not while travelling. In this we note that the jump length is independent of the pause interval: = τv = constant. Extrapolating from the general random jump result, that at steady state C/(v 2 ) = C/(v) = constant, and that the mean swimming speed for an encounter-pause motility is (x) = vP swim (x), the steady state concentration for the encounter-pause random jump is proportional to [P swim (x)] −1 , the same as for the random cruise motility.
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E N C O U N T E R -PAU S E R A N D O M M O T I L I T Y I N Z O O P L A N K TO N
In what follows, we consider a random walk motility cast in terms of simple sensory abilities and behavioural responses of hydromechanically sensitive (rheotactic) organisms. This class of organisms includes a large number of pelagic copepods and their copepodite and naupliar stages. These are an important and ubiquitous component of marine pelagic ecosystems, have well documented sensory abilities (Haury et al., 1980; Fields and Yen, 1996; Kiørboe et al., 1999) and swimming behaviours (Tiselius and Jonsson, 1990; Titelman, 2001) , and are known to form dense patches and swarms (Cassie, 1963; Mackas and Boyd, 1979; Davis et al., 1992) .
The currency of planktonic interactions is encounter rate which can be formulated as (Gerritsen and Strickler, 1977; Rothschild and Osborn, 1988; Evans, 1989) . Here Z ij is the encounter rate of organism i with organism j which has a local concentration C j . R ij is the distance at which i can detect j, and v i and v j represent the root mean square speed of the randomly directed swimming of each species. The effect of turbulence is incorporated through w, the turbulent velocity scale, given by w = ␤( r) 1/3 where ␤ is a constant of order 1 for three dimensional isotropic turbulence. is the turbulent dissipation rate, and r is a spatial scale. For the encounter rate process, the appropriate scale is the detection distance, r = R ij (Visser and MacKenzie, 1998) . Finally, scale analysis of the hydromechanical signal generated by self-propelled organisms, and the sensory ability of copepods suggests that the reaction distance is given by (Visser, 2001) , where a j is the size of the prey organism ( j ) swimming with speed v j , and s i is the threshold velocity of the hydromechanical disturbance that predator organism (i) will react to. Similarly, the scale of reaction distances can be deduced for hydromechanical disturbances generated by a variety of prey encounter modes such as sinking prey, and passive prey in a feeding current (Visser, 2001) . Notably, the reaction distance is a function of both the predator and prey. Given a particular encounter rate Z ij , the probability of encountering a particle in a small time interval ␦t is
and is the same as the probability of transition from swimming to a paused state. The approximation is valid when the encounter rate over the time interval is much less than 1. The mean time between encounters is the 'run' duration and given by
Thus, the probability of an organism being paused is
where is the expectation value of the pause interval (e.g. handling time, mate recognition time). The probability of an organism actively swimming is
That is, the swimming probability used in the previous section can be directly related through an encounter rate process to the organism's detection ability and behavioural aspects of its prey. Importantly, this process brings about correlations between the concentration fields of different plankton species. Specifically, the steady state concentration of a predator C i (x) is correlated to its prey concentration C j (x) as
where ␤ ij is the encounter kernel [cf. equation (10)]. While this is rather idealized (important processes such as growth, grazing and turbulent stirring are ignored, and steady state may never be achieved) it nonetheless demonstrates a mechanism linking inter-species spatial patterns of plankton in the absence of other organising processes.
In n dimensions, the advection-diffusion equation describing the concentration field of an encounter-pause random cruise organism is given by In the above, we have noted that the tumble interval can also be a function of the encounter rate [equation (13)].
A. W. VISSER AND U. H. THYGESEN RANDOM MOTILITY OF PLANKTON

D I S C U S S I O N
One of the major challenges facing marine ecologists is to link processes that govern the interaction of individual plankters with the environment and each other, to descriptions of ecosystem and population scale processes. In some sense this is the integrating link between laboratory studies of plankton behaviour (e.g. swimming, encounter, capture, escape, reproduction) and field observations of their distribution and function in the marine environment (e.g. blooms, swarms, growth, grazing, remineralization). For a large class of stochastic kinetic behaviours, parallels can be drawn between these biological processes and the physical formalism underlying the statistical mechanical description of thermodynamics. This physical formalism has a long history stretching back to Maxwell's kinetic theory of gases, and Einstein's treatment of Brownian motion in terms of the kinetic energy transfer between individual fluid molecules [e.g. (Chapman, 1928) ]. Direct transfer of these concepts to the problem of biological motility has been successfully implemented [e.g. (Skellam, 1951; Okubo, 1980; Berg, 1983; Okubo, 1986; Schnitzer et al., 1990) ]. However, the behaviour of biological agents is not as simple as that for molecules; the conservation of kinetic energy is not a constraint (organisms can stop and start using internal energy reserves) and the entropy of organism distributions can decrease (i.e. organisms can accumulate). This difference between biological motility and the interaction of physical particles means that a direct transfer of methodologies must be done with caution. In particular, the parameterization of random motility in terms of 'bio diffusion' is incomplete. The advection-diffusion equation describing the continuum of organism distribution takes on different forms depending on the details of the motile behaviour. In other cases, the analogy between physics and biology over-reaches itself. In applying the statistical mechanical treatment of Brownian motion in a potential field (Chandrasekhar, 1943), Okubo (Okubo, 1972) and Yamazaki (Yamazaki, 1993) introduce an 'attractive force' acting on the organism. Indeed the concept of an 'attractive force' appears often in theoretical treatments of plankton motility. However, with the exception of light, there are very few physical parameters that marine pelagic plankton can perceive over a distance. Nearly all environmental information from the proximity of prey to the concentration of amino acids derives from a volume less than a body length in radius, much less than the average spacing between individuals and certainly less than the spatial dimension of a patch or a swarm (Mackas and Boyd, 1979; Omori and Hamner, 1982; Davis et al., 1992) . Thus the concept of an 'attractive force' is artificial, and while it can be used to mimic a macroscopic effect, it is unlikely to be a behavioural component of plankton motilities.
Perhaps the most intriguing result to arise from this work is the mechanistic description linking spatial patterns across a variety of species. That is, the simple process of a randomly swimming predator handling and ingesting its prey (i.e. pausing) will correlate its distribution with its prey. While a great many other factors come into this, both physical (turbulence and chaotic stirring) as well as biological (growth and grazing), equation (17) provides a dynamic description of the role played by random motility.
Finally, we note that the continuum description (i.e. the advection diffusion) of particulate organisms is not as robust as is normally assumed. In an elegant numerical experiment, Young et al. (Young et al., 2001 ) demonstrated that even the simple biological process of birth and death leads to difficulties with the continuum representation. This is because while organisms die randomly in space, they are only born close to another individual. That is organism positions become correlated, a process that cannot be easily represented by interactions of concentration fields. Similar problems are expected to arise in descriptions of social aggregation, e.g. an encounter-pause random motility cued to encounter with con-specifics. van Duren, L. A. and Videler, J. J. (1996) Received on February 20, 2003; accepted on May 21, 2003 A P P E N D I X
A.1 Determining the local diffusivity-from the growth of variance
We consider a motion which can be divided into different segments which we call run-tumble cycles, although they could equally well be swim-pause cycles or jump-sit cycles. We assume that each of these segments is stochastically independent of each other and of identical distribution. In the context of the motility of plankters, this means that the environment is homogenous. Then the motility D can be seen as an equivalent diffusivity and computed from the statistics of the run-tumble cycle as in the central limit theorem. Specifically,
Here n is the dimension of the space (e.g. n = 3), 〈∆l 2 〉 is the mean square displacement during a run-tumble cycle, and 〈∆t c 〉 is the mean duration of a cycle. To see that this is the equivalent diffusivity, consider a long time span starting at time 0 and ending at time T. During this time span, approximately N = T/〈∆t c 〉 tumbles will occur. The mean square displacement during each of these run-tumble cycles is 〈∆l 2 〉, and since they are independent, the variance of the sum equals the sum of the variances, i.e.
Here, we have ignored the details of passing to the limit T → ∞ as well as the objection that the number N of cycles in the time interval [0, T] is stochastic and dependent on the displacement X T − X 0 ; hence the classical central limit theorem does not apply. The key to surmounting these technicalities is Anscombe's theorem (Grimmett and Stirzaker, 1992) , a central limit theorem for renewal processes, which also states that the limiting distribution of X T − X 0 is Gaussian. This asymptotic distribution therefore matches that in pure diffusion (Okubo and Levin, 2001) .
where D is the motility of equation (a.1). The factor n in the denominator is needed because the variance of the displacement is distributed evenly over each coordinate.
For a run-tumble motion, the duration of the run itself is ∆t while the duration of the tumble is ∆s. The total cycle duration is 〈∆t c 〉 = + where = 〈∆t〉 and = 〈∆s〉. If furthermore the speed v is constant during the run, then 〈∆l 2 〉 = v 2 〈∆t 2 〉. Combining terms, we obtain
It is common to assume that the run lengths are exponentially distributed (sometimes inaccurately referred to as Poissonian tumbles). In this case 〈∆t 2 〉 = 2 2 so
However, in general the distribution of run durations may be over-dispersed or under-dispersed relative to the exponential distribution. In this context it is convenient to restate (2) as
where CV is the coefficient of variation of run lengths, i.e. the ratio of the standard variation to the mean. As an extreme example, all run lengths may have identical length, i.e. CV = 0, which halves the diffusivity compared with exponential run lengths. At the other extreme, the mean run length = 〈∆t〉 may be finite but the mean squared run length 〈∆t 2 〉 may be infinite, e.g. if the tail of the probability density behaves like 1/t p for 2 < p ≤ 3. In this case no equivalent diffusivity exists (Metzler and Klafter, 2000) .
A.2 Random cruise in heterogeneous environments
We now assume that the motion takes place in a heterogeneous environment, i.e. the parameters in equation (a.4) vary in space. In this case the central limit theorem does not apply because the distribution of a single run length ∆t i depends on where the previous runs have taken the individual. However, when the heterogeneity is small so that the plankter experiences small variation in the parameters in the course of a single run, there will exist a mesoscale of time in which the mean-square displacement grows linearly with time. This timescale is large compared with the duration of a single run-tumble cycle, and yet changes in the parameters are small over this timescale. This suggests we can consider the local diffusivity at each point by inserting the local values of the parameters. For simplicity, we first restrict our attention to the case of no tumble time 〈∆s〉 = 0 and exponentially distributed run lengths so that the coefficient of variation CV is one. Then the local diffusivity simplifies to
The state of the individual plankter at time t is then fully described by its position x t : and the direction u t : with which it moves:
: :
_ i
where the direction u t : is constant during a run. Here, Lagrangian variables are denoted by a superscript • , i.e. following an organism.
Let (x, u, t) be the density in state space, i.e. (x, u, t) dx du is the number of individuals which at time t have position x t : x ± dx and direction u t : u ± du . Then satisfies the Master equation (Gardiner, 1985) , ,
where ␣(x) = 1/ is the tumble rate. The Master equation expresses the balance of numbers in an infinitesimal cell in phase space. The term vu appears as an advective flux in state space and its divergence gives rise to local depletion. The term −␣ represents a local sink as particles tumble out of the state (x ± dx, u ± du). Likewise, the third term represents the local source of particles that tumble into the state (x ± dx, u ± du). Note that the integral over directions is normalized so that du 1 .
The diffusion process with these three properties is the one which has the Master equation
or, in the standard advection-diffusion form
Notice the apparent advective flux in the direction of decreasing speed. That this process has the right steadystate C = 1/v is evident from the first formulation equation (a.8) of the Master equation, whereas the correct local diffusivity is clear in the second formulation equation (a.9). To see that the stationary process with the Master equation (a.8) is time reversible, notice that inserting C = 1/v in equation (a.8) yields zero flux, not just a non-divergent flux. This, in the terminology of stochastic processes or statistical mechanics, is detailed balance (Gardiner, 1985) and implies time reversibility. This property makes the approximation unique.
A.3 Including locally exponential waiting times
In this case the individual may be in one of two qualitative states, moving or pausing. A pause is followed by a move in a random direction; a run is followed by a pause. The duration of runs and pauses are locally exponential, i.e. a run or a pause is terminated by a rate which depends on current position but, given the position, is independent of the duration of the current run. Let (x, u, t) dx du be the number of individuals at time t which are moving in direction u near x and let (x, t) dx be the number of individuals at time t which are pausing near x. Then the Master equation is 
