Abstract. In this paper, the Hartree-Fock equations are proved to be the non relativistic limit of the Dirac-Fock equations as far as convergence of \stationary states" is concerned. This property is used to derive a meaningful de nition of \ground state" energy and \ground state" solutions for the Dirac-Fock model. Key Words : Relativistic quantum mechanics, nonrelativistic limit, quantum chemistry, ground state, nonlinear eigenvalue problems, Dirac-Fock equations, Hartree-Fock equations, variational methods, critical points, strongly inde nite functionals, bifurcations from the essential spectrum.
Introduction
In this paper we prove that solutions of Dirac-Fock equations converge, in a certain sense, towards solutions of the Hartree-Fock equations when the speed of light tends to in nity.
This limiting process allows us to de ne a notion of ground state for the Dirac-Fock equations, valid when the speed of light is large enough.
First of all, we choose units for which m = h = 1, where m is the mass of the electron, and h is Planck's constant. We also impose e 2 The Dirac Hamiltonian can be written as Let us consider a system of N electrons coupled to a xed nuclear charge density eZ , where e is the charge of the proton, Z > 0 the total number of protons and is a probability measure de ned on IR 3 k (x) k (y) : (2) We have denoted the complex line vector whose components are the conjugates of those of a complex (column) vector , and 1 2 is the inner product of two complex (column) vectors 1 is technical, and has no physical meaning.
Our result was recently improved by Paturel 13] , who relaxed the condition on N. Paturel obtains the same multiplicity result, assuming only that N < Z + 1 and =2+2= 2 max(Z; N) < c. Taking c = 137:037:::, Paturel's conditions are N Z 124 : they cover all existing neutral atoms. This is an important improvement.
In 6], the critical points c;j are obtained by a complicated min-max argument (in 13], the argument is not simpler). Here, we do not give this min-max in its full detail. We just state the minimal information needed in the present paper. Let 
In the present paper, we prove three main theorems. We rst consider a sequence c n ! +1 and a sequence f n g n of solutions of (DF cn ). For all n, n = ( n 1 ; :::; n N ), each n k is in H 1=2 (IR 3 ; C I 4 ), with Z IR 3 k l dx = kl and H cn; n n k = " n k n k . Using the standard Hardy inequality, one can prove that the functions n k are in H 1 (IR 3 ; C I 4 ) for c n large enough. We assume that ?1 < lim n!+1 (" n 1 ? c 2 n ) lim n!+1 (" n N ? c 2 n ) < 0 : (6) A (column) vector 2 C I 4 can be written in block form = ? ' where ' 2 C I 2 (respectively 2 C I 2 ) consists of the two upper (resp. lower) components of . This gives the splitting n k = ? ' n k n k with ' n k and n k in H 1 (IR 3 ; C I 2 ).
Finally, n splits as ? n n , where n := (' n 1 ; :::; ' n N ) and n := ( n 1 ; :::; n N ).
Our rst result is that n = Assume that the multipliers " n k , k = 1; : : : ; N; satisfy (6) . Then for n large enough, n k is in H 1 (IR 3 ; C I 4 ) , and there exists a solution of (HF), = ( ' 1 ; ; ' N ), with negative multipliers, 1 ; :::; N , such that, after extraction of a subsequence, Finally, we are able to show that, for c large enough, the function c;1
can be viewed as an electronic ground state for the Dirac-Fock equations in the following sense: it minimizes the Dirac-Fock energy among all electronic con gurations which are orthogonal to the \Dirac sea". The constraint ? = 0 has a physical meaning. Indeed, according to Dirac's original ideas, the vacuum consists of in nitely many electrons which completely ll up the negative space of H c; : these electrons form the \Dirac sea". So, by the Pauli exclusion principle, additional electronic states should be in the positive space of the mean-eld Hamiltonian H c; :
The proof of Theorem 6 will be given in Section 4. This proof uses some other interesting min-max characterizations of c;1 (see Lemma 9).
The nonrelativistic limit
This section is devoted to the proof of Theorem 3. We rst notice that when N < Z +1, N; Z xed, and c is su ciently large, any solution of (DF c ) is actually in (H 1 (IR 3 )) N . This follows from the fact that for small, the operator H 1 ? jxj is essentially self-adjoint with domain H 1 (IR 3 ) (see 14]).
We can also obtain a priori estimates on H 1 norms: Lemma 7 
Note that kL k L 2 = kr k L 2 for all 2 H 1 (IR 3 ; C I
2 ) : So, dividing by c n the rst equation of (21), we get
Dividing by 2(c n ) 2 the second equation of (21), and using the fact that " n k ? (c n ) 2 is a bounded sequence, we get In order to prove (15) and (16) 
Since is arbitrary, (39) implies (29). The formulas (15), (16) of Theorem 5 are thus proved.
We now check the last assertion about the " c;1 k ; k = 1; : : : ; N; being the smallest eigenvalues of the operator H c; c;1 for c large. By Corollary 4, we can translate this statement in the language of sequences. We take a sequence c n ! +1 such that f cn;1 g n converges in H 1 (IR 3 Let us denote e n 1 : : : e n i the sequence of eigenvalues of H n ; in the interval (0; c 2 n ) ; counted with multiplicity. Similarly, we shall denote Then E(P + ) does not depend on P + and E c ( c;1 ) E(P + ).
Remark. In the case N = 1 ; E c is the quadratic form ( ; H ) L Proof of Lemma 9.
The idea behind this lemma is inspired by 2]. Note that, under our assumptions, E(P + ) < Nc 2 (1 + K") for some K > 0 independent of c and ". This follows from arguments similar to those used in the proof of Lemma 5.3 of 6]. In 6] the free energy projectors c were used. With these projectors, it was seen that E( + c ) < Nc 2 (thanks to a careful choice of + ). When P + is "-close to + c , we then get E(P + ) < Nc 2 (1 + K").
To continue the proof of the lemma we perform a change of physical units. In mathematical language, this change corresponds to a dilation in space by Step 1 immediately follows from these facts. t u
Step 2. The min-max level E(P + ) does not depend on P + .
Proof of Step 2. Take , and suggesting that it might be useful in the study of the Dirac-Fock functional. The proof of Lemma 9 is inspired by this paper.
