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SUPERSINGULAR CURVES ON PICARD MODULAR SURFACES
MODULO AN INERT PRIME
EHUD DE SHALIT AND EYAL Z. GOREN
Abstract. We study the supersingular curves on Picard modular surfaces
modulo a prime p which is inert in the underlying quadratic imaginary field.
We analyze the automorphic vector bundles in characteristic p, and as an
application derive a formula relating the number of irreducible components in
the supersingular locus to the second Chern class of the surface.
The characteristic p fibers of Shimura varieties of PEL type admit special subva-
rieties over which the abelian varieties which they parametrize become supersingu-
lar. These special subvarieties and the automorphic vector bundles over them have
become the subject of extensive research in recent years. The purpose of this note
is to analyze one of the simplest examples beyond Shimura curves, namely Picard
modular surfaces, at a prime p which is inert in the underlying quadratic imagi-
nary field. The supersingular locus on these surfaces has been studied in depth by
Bu¨ltel, Vollaard and Wedhorn ([6],[31],[32]) and our debt to these authors should
be obvious. It consists of a collection of Fermat curves of degree p+1, intersecting
transversally at the superspecial points. We complement their work by analyzing
the automorphic vector bundles in characteristic p, in relation to the supersingular
strata. Although some of our results (e.g. the construction of a Hasse invariant,
see [12]) have been recently generalized to much larger classes of Shimura varieties,
focusing on this simple example allows us to give more details. As an example, we
derive the following theorem (3.3).
Theorem 0.1. Let K be a quadratic imaginary field and let S¯ be the Picard modular
surface of level N ≥ 3 associated with K (for a precise definition see the text below).
Let p be a prime which is inert in K and relatively prime to 2N. Then the number
of irreducible components in the supersingular locus of S¯mod p is c2(S¯)/3, where
c2(S¯) is the second Chern class of S¯.
Thanks to results of Holzapfel, this number is expressed in terms of the value of
the L-function L(s, (DK/·)) at s = 3, see Theorem 1.2.
Although the uniformization of the supersingular locus by Rapoport-Zink spaces
yields a group-theoretic parametrization of the irreducible components by a certain
double coset space, this parametrization in itself is not sufficient to yield the theo-
rem. Our proof goes along different lines, invoking intersection theory on S¯.
Note that the number of irreducible components comes out to be independent
of p. A similar result was obtained in [2] for Hilbert modular surfaces. This is
different from the situation with the Siegel modular variety Ag. We are still lacking
a conceptual understanding of this independence of p.
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The first section introduces notation and background. The second contains most
of the analysis modulo p. The Picard surface modulo p has 3 strata: the µ-ordinary
(generic) stratum S¯µ, the general supersingular locus Sgss and the superspecial
points Sssp. There are two basic automorphic vector bundles to consider, a rank
2 bundle P and a line bundle L. Of particular importance are the Verschiebung
homomorphisms VP : P → L(p) and VL : L → P(p). It turns out that outside the
superspecial points VP and VL are both of rank 1, but that the supersingular locus
is defined by the equation V
(p)
P ◦ VL = 0. The Hasse invariant hΣ¯ = V (p)P ◦ VL is
a canonical global section of Lp2−1 whose divisor is Sss = Sgss ∪ Sssp. On Sss, in
turn, we construct a canonical section hssp of Lp3+1, which vanishes precisely at
the superspecial points Sssp (to a high order). This secondary Hasse invariant is
related to more general work of Boxer [5].
In the last section we use the information carried by hssp, together with some
intersection theoretic computations, to prove the above theorem.
We would like to thank the referee for a thorough reading of the manuscript.
1. Background
1.1. Notation. We recall some classical facts about unitary groups in three vari-
ables and set up some notation.
1.1.1. The quadratic imaginary field. Let K be an imaginary quadratic field, con-
tained in C. We denote by Σ : K →֒ C the inclusion and by Σ¯ : K →֒ C its complex
conjugate. We use the following notation:
• dK - the square free integer such that K = Q(
√
dK).
• DK - the discriminant of K, equal to dK if dK ≡ 1mod4 and 4dK if dK ≡
2, 3mod4.
• δK =
√DK - the square root with positive imaginary part, a generator of
the different of K, sometimes simply denoted δ.
• ωK = (1 +
√
dK)/2 if dK ≡ 1mod 4, otherwise ωK =
√
dK, so that OK =
Z+ ZωK.
• a¯ - the complex conjugate of a ∈ K.
• Imδ(a) = (a− a¯)/δ, for a ∈ K.
We fix an integer N ≥ 3 (the “tame level”) and let R0 = OK[1/2dKN ]. This is our
base ring. If R is any R0-algebra and M is any R-module with OK-action, then M
becomes an OK ⊗R-module and we have a canonical type decomposition
(1.1) M =M(Σ)⊕M(Σ¯)
where M(Σ) = eΣM and M(Σ¯) = eΣ¯M, and where the idempotents eΣ and eΣ¯ are
defined by
(1.2) eΣ =
1⊗ 1
2
+
δ ⊗ δ−1
2
, eΣ¯ =
1⊗ 1
2
− δ ⊗ δ
−1
2
.
Then M(Σ) (resp. M(Σ¯)) is the part of M on which OK acts via Σ (resp. Σ¯). The
same notation will be used for sheaves of modules on R-schemes, endowed with an
OK action. If M is locally free, we say that it has type (p, q) if M(Σ) is of rank p
and M(Σ¯) is of rank q.
SUPERSINGULAR CURVES ON PICARD MODULAR SURFACES 3
1.1.2. The unitary group. Let V = K3 and endow it with the hermitian pairing
(1.3) (u, v) = tu¯
 δ−11
−δ−1
 v.
We identify VR with C
3 (K acting via the natural inclusion Σ). It then becomes a
hermitian space of signature (2, 1). Conversely, any 3-dimensional hermitian space
overK whose signature at the infinite place is (2, 1) is isomorphic to V after rescaling
the hermitian form by a positive rational number.
Let
(1.4) G = U(V, (, ))
be the unitary group of V, regarded as an algebraic group over Q. For any Q-algebra
A we have
(1.5) G(A) = {g ∈ GL3(A⊗K)| (gu, gv) = (u, v) ∀u, v ∈ VA} .
We write G = G(Q), G∞ = G(R) and Gp = G(Qp).
We also introduce an alternating Q-linear pairing 〈, 〉 : V × V → Q defined by
〈u, v〉 = Imδ(u, v). We then have the formulae
(1.6) 〈au, v〉 = 〈u, a¯v〉 , 2(u, v) = 〈u, δv〉+ δ 〈u, v〉 .
We call 〈, 〉 the polarization form.
1.1.3. The hermitian symmetric domain. The group G∞ acts on P
2
C
= P(VR) by
projective linear transformations, and preserves the open subdomain X of negative
definite lines (in the metric (, )). This X is biholomorphic to the open unit ball in
C2, and G∞ acts on it transitively. Every negative definite line is represented by a
unique vector t(z, u, 1), and such a vector represents a negative definite line if and
only if
(1.7) λ(z, u)
def
= Imδ(z)− uu¯ > 0.
One refers to the realization of X as the set of points (z, u) ∈ C2 satisfying this
inequality as a Siegel domain of the second kind. It is convenient to think of the
point x0 = (δ/2, 0) as the “center” of X.
If we let K∞ be the stabilizer of x0 in G∞, then K∞ is compact and isomorphic
to U(2)×U(1). Since G∞ acts transitively on X, we may identify X with G∞/K∞.
1.2. Picard modular surfaces over C. We next recall some classical facts about
Picard modular surfaces.
1.2.1. Lattices and their arithmetic groups. Let L ⊂ V be the lattice
(1.8) L = SpanOK{δe1, e2, e3}.
This L is self-dual in the sense that
(1.9) L = {u ∈ V | 〈u, v〉 ∈ Z ∀v ∈ L} .
Equivalently, L is its own OK-dual with respect to the hermitian pairing (, ).
With N ≥ 3 as before let
(1.10) Γ = Γ(N) = {γ ∈ G| γL = L and γ(u) ≡ umodNL ∀u ∈ L} .
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Then Γ is a discrete torsion-free subgroup of G which acts freely and faithfully on
X. As N ≥ 3, it can be seen that Γ ⊂ SU(V, (, )), i.e. det γ = 1 for all γ ∈ Γ.
1.2.2. The cusps. Let C be the set of isotropic lines in V. Equivalently, C may be
described as the set of vectors t(z, u, 1) with z, u ∈ K and λ(z, u) = 0, together
with the unique cusp at infinity c∞ =
t(1, 0, 0), or simply as the K-rational points
on ∂X. The group Γ acts on C and its orbits CΓ = Γ\C are called the cusps of Γ.
The set CΓ is finite.
1.2.3. Picard modular surfaces and their smooth compactifications. We denote by
XΓ the complex surface Γ\X. Since the action of Γ on X is free, XΓ is smooth. For
the following theorem see, for example, [7].
Theorem 1.1. There exists a smooth projective complex surface X¯Γ containing XΓ
as a dense open subset. The irreducible components of X¯Γ −XΓ are elliptic curves
with complex multiplication by OK, and are in a one-to-one correspondence with
CΓ. These conditions determine X¯Γ uniquely.
Holzapfel studied the Chern classes of the surface X¯Γ. He obtained the following
result [19, (5A.4.3), p.325].
Theorem 1.2. Let c2(X¯Γ) be the second Chern class of X¯Γ, which is equal also to
the Euler characteristic
(1.11) e(X¯Γ) =
4∑
i=0
(−1)i dimHi(X¯Γ,C).
Then
(1.12) c2(X¯Γ) = [Γ(1) : Γ(N)] · 3|DK|
5/2
32π3
L
(
3,
(
DK
·
))
.
Here Γ(N) = Γ and
(1.13) Γ(1) = {γ ∈ G| γL = L, det γ = 1} .
From the functional equation of the L-function L(s, (DK/·)) we also get
(1.14) c2(X¯Γ) = −[Γ(1) : Γ(N)] · 3
16
L
(
−2,
(
DK
·
))
.
Note that the index [Γ(1) : Γ(N)] = [vol(Γ(N)\X) : vol(Γ(1)\X)], except if DK =
−3, when Γ(1) does not act faithfully on X as it contains the roots of unity of order
3 in its center. In this case [Γ(1) : Γ(N)] is equal to 3 times the volume ratio. This
accounts for the factor ε in [19, (5A.4.3)].
1.2.4. The Shimura variety. The surface XΓ is a connected component of a certain
complex Shimura variety. To describe it let G˜ be the group of unitary similtudes
of (V, (, ))
(1.15) G˜ = GU(V, (, )).
Let K˜0f ⊂ G˜(Af ) be the subgroup stabilizing L̂ = L ⊗ Ẑ and K˜f ⊂ K˜0f the
subgroup of elements which furthermore induce the identity on L/NL. Let K˜∞
be the stabilizer of x0 = (δ/2, 0) in G˜∞ = G˜(R), and K˜ = K˜fK˜∞. We have the
identification
(1.16) G˜∞/K˜∞ = G∞/K∞ = X.
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The Shimura variety ShK˜ is a complex quasi-projective variety identified (as a
complex manifold) with the double coset space
ShK˜(C) ≃ G˜(Q)\G˜(A)/K˜
= G˜(Q)\(X× G˜(Af )/K˜f).(1.17)
See [8],[28], or the survey paper [13]. The connected components of ShK˜ are of the
form Γj\X where the Γj are discrete and torsion-free, and one of the Γj can be
taken to be the Γ which we have fixed above.
By the general theory of Shimura varieties, ShK˜ admits a canonical model over
its reflex field. In our case, the reflex field turns out to be the field K, and we
denote the canonical model by SK. The irreducible components of ShK˜ are not
defined over K, but only over the ray class field KN of conductor N over K. More
precisely, each irreducible component of SKN = SK×KKN is already geometrically
irreducible. This follows, for example, from the description of π0(ShK˜) and the
Galois action on it given in [8].
1.3. The Picard modular surface over the ring R0 and its arithmetic com-
pactification.
1.3.1. The moduli problem. The canonical model SK of ShK˜ has an interpretation
as a fine moduli scheme classifying quadruples (A, λ, ι, α)/R where R is a K-algebra
and:
• A is an abelian three-fold over R,
• λ : A→ At is a principal polarization,
• ι : OK →֒ End(A/R) is an embedding on which the Rosati involution
induced by λ is given by ι(a) 7→ ι(a¯), and which makes Lie(A) into a
locally free R-module of type (2, 1),
• α is a level-N structure.
For a precise definition of what one means by a “level N structure” and a full
discussion see [23], and also the earlier references [25], [26], [3] and [13]. We write
M(R) for the set of isomorphism classes of such quadruples. Thus SK represents
the functor M(−) from the category of K-algebras to the category of sets.
The moduli problem M makes sense, and is representable, already over R0.
Definition 1.1. Let S be the fine moduli scheme representing M over R0.
The scheme S is smooth of relative dimension 2 over R0, and SK is its generic
fiber. This allows us to consider the reduction of S modulo primes of R0 (i.e. primes
of K not dividing 2dKN).
1.3.2. The arithmetic compactification. Larsen’s thesis was the first source to work
out the smooth compactification S¯ of S over R0. See [25], with complements and
corrections in [3],[4] and [23]. Let RN be the integral closure of R0 in the ray class
field KN . Then the irreducible components of S¯RN −SRN are already geometrically
irreducible, and are elliptic curves (over RN ) with complex multiplication by OK.
1.3.3. The universal semi-abelian variety and the automorphic vector bundles. By
its very definition as a fine moduli scheme, the scheme S carries a universal abelian
three-fold A/S (with an additional structure given by λ, ι and α). This A extends
to a semi-abelian scheme (still denoted A) over S¯. In fact, Larsen and Bella¨ıche
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give the boundary C = S¯ − S an interpretation as a moduli space of certain semi-
abelian schemes with additional structure, and A/C is the universal object arising
from this interpretation. (The construction of A over the whole of S¯ requires, of
course, a little more effort than its construction over S and C separately.) The
abelian part of A/C is an elliptic curve B with complex multiplication by OK and
CM type Σ. Its toric part is a torus of the form a⊗Gm. Both B and the invertible
OK-module a are locally constant along C, but the extension class of B by a⊗Gm
varies continuously. For details, see [3].
What is important for us is that the relative cotangent space at the origin
(1.18) ωA/S¯ = e
∗Ω1
A/S¯
(e : S¯ → A being the zero section) is a locally free sheaf on S¯ endowed with an OK
action. It therefore breaks into a direct sum
(1.19) ωA/S¯ = P ⊕ L
where P = ωA/S¯(Σ) is a plane bundle and L = ωA/S¯(Σ¯) is a line bundle. See (1.1)
for the notation. Here we use the signature assumption in the moduli problem.
Along the boundary C of S the semi-abelian structure on A/C provides a filtra-
tion
(1.20) 0→ P0 → P → Pµ → 0
where P0 = ωB/C is the cotangent space at the origin of the abelian part of A and
Pµ the Σ-component of the cotangent space of the toric part. The line bundles
P0,Pµ and L are trivial along C, but the extension P is non-trivial there.
The vector bundles P and L are the basic automorphic vector bundles on S¯.
(Vector valued) modular forms are global sections of vector bundles belonging to
the tensor algebra generated by them. For example, for any k ≥ 0 and any R0-
algebra R, the space of level-N weight-k (scalar valued) modular forms over R
is
(1.21) Mk(N,R) = H
0(S¯ ×R0 R,Lk).
By the Ko¨cher principle, this is the same as H0(S ×R0 R,Lk).
1.4. Preliminary results on P and L. We review some results on the automor-
phic vector bundles P and L. Relations which are special to characteristic p will be
treated in the next section.
1.4.1. The relation detP ≃ L. Although “well-known” and crucial for every pur-
pose, we have not been able to find an adequate reference for this relation. See also
the remarks following the proof of the proposition.
Proposition 1.3. One has detP ≃ L over S¯K.
Proof. Since Pic(S¯K) ⊂ Pic(S¯C) it is enough to prove the claim over C. By GAGA,
it is enough to establish the triviality of detP ⊗ L−1 in the analytic category. We
do it over the connected component X¯Γ. (The argument for any other connected
component is the same.) The formulae in [30, Section 1] show that both detP and
L can be trivialized over X so that the resulting factor of automorphy is the same,
namely
(1.22) j(γ; z, u) = a3z + b3u+ c3,
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where (a3, b3, c3) is the bottom row of the matrix γ ∈ Γ ⊂ G∞. If σ and τ are
the trivializing sections constructed by Shimura, the section σ ⊗ τ−1 trivializes
detP ⊗ L−1 and descends to XΓ. But using [7], for example, one can easily verify
that σ ⊗ τ−1 extends to a nowhere vanishing section in an open (classical) neigh-
borhood of any component of X¯Γ −XΓ. Thus σ ⊗ τ−1 trivializes detP ⊗ L−1 on
the whole of X¯Γ.
An alternative proof is to use Theorem 4.8 of [17]. In our case this theorem gives
a functor V 7→ [V ] from the category of G˜(C)-equivariant vector bundles on the
compact dual P2
C
of ShK˜ to the category of vector bundles with G˜(Af )-action on
the inverse system of Shimura varieties ShK˜ . Here P
2
C
= G˜(C)/H˜(C), where H˜(C)
is the parabolic group stabilizing the line C· t(δ/2, 0, 1) in G˜(C) = GL3(C) × C×,
and the irreducible V are associated with highest weight representations of the Levi
factor L˜(C) of H˜(C). It is straight forward to check that detP and L are associated
with the same character of L˜(C), up to a twist by a character of G˜(C), which
affects the G˜(Af )-action (hence the normalization of Hecke operators), but not the
structure of the line bundles themselves. The functoriality of Harris’ construction
implies that detP and L are isomorphic also algebraically. 
We do not know if detP and L are isomorphic as algebraic line bundles on S¯
(over R0). This would be equivalent to the statement that for every PEL structure
(A, λ, ι, α) ∈ M(R), for any R0-algebra R, det(H1dR(A/R)(Σ)) is the trivial line
bundle on Spec(R). In fact, the Hodge filtration gives a short exact sequence of
locally free R-modules
(1.23) 0→ H0(A,Ω1A/R)(Σ)→ H1dR(A/R)(Σ)→ H1(A,O)(Σ)→ 0.
This, together with the canonical isomorphisms
H0(A,Ω1A/R)(Σ) ≃ ωA/R(Σ) = P
H1(A,O)(Σ) ≃ Lie(At/R)(Σ) ≃ ω∨At/R(Σ) ≃ ω∨A/R(Σ) = L∨(1.24)
(where the last isomorphism in the second formula is induced by the polarization
λ), yield an isomorphism of line bundles over Spec(R)
(1.25) det(H1dR(A/R)(Σ)) ≃ detP ⊗ L−1.
To our regret, we have not been able to establish that this line bundle is always
trivial, although a similar statement in the “Siegel case”, namely that for any
principally polarized abelian scheme (A, λ) over R, detH1dR(A/R) is trivial, follows
at once from the Hodge filtration. A related remark is that if we take N = 1, S¯ still
makes sense as a stack, but detP ⊗L−1 is not expected to be trivial anymore, only
torsion. The proposition, however, suffices to guarantee the following corollary,
which is all that we will be using in the sequel.
Corollary 1.4. For any closed point Spec(k)→ Spec(R0), we have detP ≃ L on
S¯k.
Proof. Since S¯ is a regular scheme, Proposition 1.3 implies that detP⊗L−1 ≃ O(D)
for a Weil divisor D which is a Z-linear combination of irreducible components of
vertical fibers over R0. If Z is an irreducible component of the special fiber S¯k, we
can modify D by a multiple of the principle divisor (p) so that D and Z become
disjoint, showing that detP ⊗ L−1|Z is trivial. 
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1.4.2. The Gauss-Manin connection and the Kodaira-Spencer isomorphism. Let π :
A → S be the structure morphism of the universal abelian scheme over S. The
Gauss-Manin connection [20]
(1.26) ∇ : H1dR(A/S)→ H1dR(A/S)⊗OS Ω1S
(we write Ω1S for Ω
1
S/R0
) defines the Kodaira-Spencer map
(1.27) KS : ωA/S → ω∨At/S ⊗OS Ω1S .
Recall that KS is defined by first embedding ωA/S ≃ R0π∗Ω1A/S in H1dR(A/S),
then following it by ∇, and finally using the projection of H1dR(A/S) to R1π∗OA.
The latter is the relative Lie algebra of At/S, hence may be identified with ω∨
At/S .
Unlike ∇, KS is OS-linear. It also commutes with the endomorphisms coming from
ι(OK), so defines maps
KS(Σ) : ωA/S(Σ)→ ω∨At/S(Σ)⊗OS Ω1S
KS(Σ¯) : ωA/S(Σ¯)→ ω∨At/S(Σ¯)⊗OS Ω1S .(1.28)
Alternatively, these are pairings, denoted by the same symbols,
KS(Σ) : ωA/S(Σ)⊗OS ωAt/S(Σ)→ Ω1S
KS(Σ¯) : ωA/S(Σ¯)⊗OS ωAt/S(Σ¯)→ Ω1S .(1.29)
Observe that (1.29) are maps between vector bundles of rank 2.
Lemma 1.5. The map
(1.30) KS(Σ) : ωA/S(Σ)⊗OS ωAt/S(Σ)→ Ω1S
is an isomorphism, and so is KS(Σ¯).
Proof. This follows from deformation theory. For a self-contained proof in the
arithmetic case, see [3], Prop. II.2.1.5. 
The type-reversing isomorphism λ∗ : ωAt/S → ωA/S induced by the principal
polarization is an isomorphism
ωAt/S(Σ) ≃ ωA/S(Σ¯) = L(1.31)
ωAt/S(Σ¯) ≃ ωA/S(Σ) = P(1.32)
and satisfies the symmetry relation
(1.33) KS(Σ)(λ∗x⊗ y) = KS(Σ¯)(λ∗y ⊗ x)
for all x ∈ ωAt/S(Σ¯) and y ∈ ωAt/S(Σ). See [11], Prop. 9.1 on p.81 (in the Siegel
modular case).
Proposition 1.6. The Kodaira-Spencer map induces a canonical isomorphism of
vector bundles over S
(1.34) P ⊗ L ≃ Ω1S .
Proof. Use λ∗ to identify ωAt/S(Σ) with ωA/S(Σ¯). 
Corollary 1.7. Up to a twist by a fractional ideal of R, there is an isomorphism
of line bundles L3 ≃ Ω2S .
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Proof. Take determinants and use det(P ⊗ L) ≃ (detP)⊗ L2 ≃ L3. Note that we
know detP ≃ L only up to a twist by a fractional ideal of R0 (cf. the discussion
following Proposition 1.3). 
1.4.3. More identities over S¯. We have seen that Ω2S ≃ L3. For the following propo-
sition, compare [3], Lemme II.2.1.7.
Proposition 1.8. Let C = S¯ − S. There is an isomorphism
(1.35) Ω2S¯ ≃ L3 ⊗O(C)∨.
Proof. We base change to an algebraically closed field, so that C becomes the dis-
joint union of elliptic curves Ei (1 ≤ i ≤ h). By [18] II.6.5, Ω2S¯ ≃ L3⊗
⊗h
j=1O(Ej)nj
for some integers nj , and we want to show that nj = −1 for all j. By the adjunc-
tion formula on the smooth surface S¯, if we denote by KS¯ a canonical divisor,
O(KS¯) = Ω2S¯ , then
(1.36) 0 = 2gEj − 2 = Ej .(Ej +KS¯).
We conclude that
(1.37) deg(Ω2S¯ |Ej ) = Ej .KS¯ = −Ej.Ej > 0.
Here Ej .Ej < 0 because Ej can be contracted to a point (Grauert’s theorem). As
L|Ej and O(Ei)|Ej (i 6= j) are trivial we get
(1.38) − Ej .Ej = njEj .Ej ,
hence nj = −1 as desired. 
2. The Picard modular surface modulo an inert prime
2.1. The stratification.
2.1.1. The three strata. Let p be a rational prime which is inert in K and relatively
prime to 2N. Then κ0 = R0/pR0 is isomorphic to Fp2 . We fix an algebraic closure
κ of κ0 and consider the characteristic p fiber
(2.1) S¯κ = S¯ ×R0 κ.
Unless otherwise specified, in this section we let S and S¯ denote the characteristic
p fibers Sκ and S¯κ. We also use the abbreviation ωA for ωA/S¯ etc.
Recall that an abelian variety over an algebraically closed field of characteristic p
is called supersingular if the Newton polygon of its p-divisible group has a constant
slope 1/2. It is called superspecial if it is isomorphic to a product of supersingular
elliptic curves. The following theorem combines various results proved in [6], [31]
and [32].
Theorem 2.1. (i) There exists a closed reduced 1-dimensional subscheme Sss ⊂ S¯
(the supersingular locus), disjoint from the cuspidal divisor (i.e. contained in S),
which is uniquely characterized by the fact that for any geometric point x of S, the
abelian variety Ax is supersingular if and only if x lies on Sss. The scheme Sss is
defined over κ0.
(ii) Let Sssp be the singular locus of Sss. Then x lies in Sssp if and only if Ax
is superspecial. If x ∈ Sssp then
(2.2) ÔSss,x ≃ κ[[u, v]]/(up+1 + vp+1).
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(iii) Assume that N is large enough (depending on p). Then the irreducible
components of Sss are nonsingular, and in fact are all isomorphic to the Fermat
curve Cp given by the equation
(2.3) xp+1 + yp+1 + zp+1 = 0.
There are p3 + 1 points of Sssp on each irreducible component, and through each
such point pass p+ 1 irreducible components. Any two irreducible components are
either disjoint or intersect transversally at a unique point.
(iv) Without the assumption of N being large (but under N ≥ 3 as usual) the
irreducible components of Sss may have multiple intersections with each other, in-
cluding self-intersections. Their normalizations are nevertheless still isomorphic to
Cp.
Proof. Points (i) and (ii) follow from [32 (7.3)(b)] (d = 3) and [31, Theorem 3].
The structure of ÔSss,x is also proved there, but we shall recover it in (2.32) below.
Point (iii) is [31, Theorem 4]. Let T be the Bruhat-Tits building of the group
Gp. This is a biregular tree, whose even vertices are of degree p
3 + 1, and whose
odd vertices are of degree p + 1. Fix a connected component Z of Sss. Vollaard
identifies the incidence graph, whose even vertices correspond to the irreducible
components of Z, and whose odd vertices correspond to the points of Z ∩ Sssp
(edges denoting incidence relations) with the quotient of T by a certain discrete
cocompact arithmetic subgroup of Gp. The condition on N being large is necessary
to guarantee that the action of that group on T is “good”.
Point (iv) is not explicitly stated in [31], but follows from the discussion there.
Since this point is used later on, we explain it here. We refer to the notation of [31,
Section 6]. Our “N large” condition is Vollaard’s “Cp small”. This is used by her
in two ways. First, it is needed to guarantee that the groups
(2.4) Γj = I(Q) ∩ g−1j Cpgj
are torsion free. For this, it is enough to have N ≥ 3, by Serre’s lemma. Second,
Vollaard needs the assumption “Cp small” in the proof of Theorem 6.1, to guarantee
that the above-mentioned action of Γj on the tree T is good. For that, she needs
the distances u(Λ, gΛ) to be at least 6 for every 1 6= g ∈ Γ0j and Λ ∈ L0. This
measure of smallness translates to N ≥ N0(p) where N0(p) depends on p.
If we only assume N ≥ 3, then Theorem 6.1 of [31] does not hold. However, Γj
still acts freely on the set of irreducible components of N red. Indeed, the stabilizer
of any given irreducible component is a finite subgroup of Γj , hence trivial. It
follows that while the irreducible components of N red, which are all isomorphic
to Cp, may acquire self-intersections in Γj\N red, their normalizations will still be
Cp. 
We call S¯µ = S¯ − Sss (or Sµ = S¯µ ∩ S) the µ-ordinary or generic locus, Sgss =
Sss − Sssp the general supersingular locus, and Sssp the superspecial locus. Then
S¯ = S¯µ ∪ Sgss ∪ Sssp is a stratification: the three strata are of pure dimension 2,1,
and 0 respectively, the closure of each stratum contains the lower dimensional ones,
and each of the three is open in its closure.
2.1.2. The p-divisible group. Let x : Spec(k) → S (k an algebraically closed field)
be a geometric point of S, Ax the corresponding fiber of A, and Ax(p) its p-
divisible group. Let G be the p-divisible group of a supersingular elliptic curve over
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k (the group denoted by G1,1 in the Manin-Dieudonne´ classification). The following
theorem can be deduced from [6] and [31].
Theorem 2.2. (i) If x ∈ Sµ then
(2.5) Ax(p) ≃ (OK ⊗ µp∞)×G× (OK ⊗Qp/Zp).
(ii) If x ∈ Sss then Ax(p) is isogenous to G3, and x ∈ Sssp if and only if the two
groups are isomorphic.
While the p-divisible group of a µ-ordinary geometric fiber actually splits as a
product of its multiplicative, local-local and e´tale parts, over the whole of Sµ we
only get a filtration
(2.6) 0 ⊂ Fil2A(p) ⊂ Fil1A(p) ⊂ Fil0A(p) = A(p)
by OK-stable p-divisible groups. Here gr2 = Fil2 is of multiplicative type, gr1 =
Fil1/F il2 is a local-local group and gr0 = Fil0/F il1 is e´tale, each of height 2
(OK-height 1).
2.2. New relations between P and L in characteristic p.
2.2.1. The line bundles P0 and Pµ over S¯µ. Consider the universal semi-abelian
variety A over the Zariski open set S¯µ. Over the cuspidal divisor C = S¯−S, where
A becomes an extension of a supersingular elliptic curve B (with OK-signature
(1, 0)) by a 2-dimensional torus (withOK-signature (1, 1)), P = ωA(Σ) admits a
canonical filtration
(2.7) 0→ P0 → P → Pµ → 0.
Here P0 is the cotangent space to the abelian part B of A, and Pµ is the Σ-
component of the cotangent space to the toric part of A. This filtration exists
already in characteristic 0, but when we reduce the Picard surface modulo p it
extends, as we now show, to the whole of S¯µ.
Let A[p]0 be the connected part of the subgroup scheme A[p] over S¯µ. Then A[p]0
is finite flat of rank p4. (It is clearly flat and quasi-finite, and the fiber rank can be
computed separately on C and on Sµ. Since the rank is constant, the morphism to
S¯µ is actually finite, cf. [9], Lemme 1.19.) Let
(2.8) 0 ⊂ A[p]µ ⊂ A[p]0
be the maximal subgroup-scheme of multiplicative type. Since at every closed point
of S¯µ, A[p]µ is of rank p2, this subgroup is also finite flat over S¯µ. It is also OK-
invariant. Over the cuspidal divisor C, A[p]µ is the p-torsion in the toric part of
A, and over Sµ
(2.9) A[p]µ = A[p] ∩ Fil2A(p).
As ωA is killed by p, we have ωA = ωA[p] = ωA[p]0 . Let ω
µ
A
= ωA[p]µ , a rank-2
OK-vector bundle of type (1, 1). The kernel of ωA[p]0 → ωA[p]µ is then a line bundle
P0 of type (1, 0) and we get the short exact sequence
(2.10) 0→ P0 → ωA → ωµA → 0
over the whole of S¯µ. Decomposing according to types and setting Pµ = ωµA(Σ), we
get the desired filtration on P .
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2.2.2. Frobenius and Verschiebung. Let A(p) be the base change of A with respect
to the absolute Frobenius morphism of degree p of S¯. In other words, if we denote
by φ the homomorphism x 7→ xp (of any Fp-algebra), and by Φ : S¯ → S¯ the
corresponding map of schemes (which is not κ0-linear), then
(2.11) A(p) = A×S¯,Φ S¯.
If M is a coherent sheaf on A, we denote by M(p) = Φ∗M its base-change to
A(p). If M is endowed with an OK-action, so is, via base-change, M(p). However,
if M is a vector bundle of type (a, b) then M(p) is of type (b, a), because x 7→ xp
interchanges Σ with Σ.
The relative Frobenius is an OS¯-linear isogeny FrobA : A → A(p), characterized
by the fact that pr1 ◦FrobA is the absolute Frobenius morphism of A. Over S (but
not over the boundary C) we have the dual abelian schemeAt, and the Verschiebung
V erA : A(p) → A is the OS-linear isogeny which is dual to FrobAt : At → (At)(p).
We clearly have ωA(p) = ω
(p)
A
, and we let
(2.12) F : ω
(p)
A
→ ωA, V : ωA → ω(p)A
be the OS¯-linear maps of vector bundles induced by the isogenies FrobA and V erA
on the cotangent spaces. Note, however, that while F is defined everywhere, V is
so far defined only over S.
To extend the definition of V over S¯ we consider the finite flat group scheme
G = A[p]0 over S¯µ as in the previous subsection. We now have the OS¯-linear
homomorphism V erG : G(p) → G also over the boundary. Under Cartier duality
V erG is dual to FrobGD , where we denote by GD the Cartier dual of G. Over Sµ it
coincides with the homomorphism induced by V erA. This follows at once from the
identification of A[p]D with At[p] (Weil pairing).
Recall that ωG = ωA, and similarly ωG(p) = ωA(p) = ω
(p)
A . The morphism V erG :
G(p) → G therefore induces a homomorphism of vector bundles over S¯µ, V : ωA →
ω
(p)
A
, which extends the previously defined map V to S¯.
Taking Σ-components we get
(2.13) V : P = ωA(Σ)→ ω(p)A (Σ) = ωA(Σ¯)(p) = L(p).
Over S¯µ this map fits in a commutative diagram
(2.14)
0 ← ωµA(Σ) = Pµ ← P ← P0 ← 0
↓≃ ↓ V ↓
0 ← (ωµA(Σ¯))(p) ← L(p) ← 0 ← 0
.
The right vertical arrow is 0 since V kills P0, as A[p]0/A[p]µ is of local-local type,
hence V erG acts on it nilpotently. The left vertical map is an isomorphism, since
V er is an isomorphism on p-divisible groups of multiplicative type. We conclude
that over S¯µ
(2.15) P0 = ker(V : P → L(p)).
2.2.3. Relations between P0,Pµ and L over S¯µ. We first recall a general lemma.
Lemma 2.3. Let M be a line bundle over a scheme S in characteristic p. Let
Φ : S → S be the absolute Frobenius and M(p) = Φ∗M. Then the mapM(p) →Mp
(2.16) a⊗m 7→ a ·m⊗ · · · ⊗m
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is an isomorphism of line bundles over S.
Since L(p) ≃ Lp by the lemma, we have
(2.17) Lp ≃ P/P0 = Pµ.
Finally, from P0 ⊗ Pµ ≃ detP ≃ L we get
(2.18) P0 ≃ L1−p.
We have proved:
Proposition 2.4. Over S¯µ, Pµ ≃ Lp and P0 ≃ L1−p.
In the same vein we get a commutative diagram for the Σ¯ parts
(2.19)
0 ← ωµ
A
(Σ¯) ← L ← 0 ← 0
↓≃ ↓ V ↓
0 ← (ωµA(Σ))(p) ← P(p) ← P(p)0 ← 0
and deduce that V is injective on L and
(2.20) P(p) = P(p)0 ⊕ V (L).
Thus over S¯µ, P has a canonical filtration by P0, but the induced filtration on P(p)
already splits as a direct sum.
Remark 2.1. Restricting attention to a connected component E of C, P|E is a
non-split extension of Pµ by P0. However, both Pµ and P0 are trivial on E, so the
extension is described by a non-zero class ξ ∈ H1(E,OE). The extension P(p)|E is
then described by ξ(p). The semilinear map ξ 7→ ξ(p) is the Cartier-Manin operator,
and since E is a supersingular elliptic curve, ξ(p) = 0 and P(p)|E splits. Thus at
least over C, the splitting of P(p) is consistent with what we already know.
Since V induces an isomorphism of L onto P(p)/P(p)0 ≃ (P/P0)p and P/P0 ≃ Lp
we conclude that over S¯µ, L ≃ Lp2 . In the next section we realize this isomorphism
via the Hasse invariant. Combining what was proved so far we get the following.
Proposition 2.5. Over S¯µ, Lp2 ≃ L. For k ≥ 1 odd, P(pk) ≃ Lp−1⊕L. For k ≥ 2
even, P(pk) ≃ L1−p ⊕ Lp, but for k = 0 we only have an exact sequence
(2.21) 0→ L1−p → P → Lp → 0.
Corollary 2.6. Over S¯µ, Lp2−1,Pp2−1µ and Pp+10 are trivial line bundles.
2.2.4. Extending the filtration on P over Sgss. In order to determine to what extent
the filtration on P and the relation between L and the two graded pieces of the
filtration extend into the supersingular locus, we have to employ Dieudonne´ theory.
Proposition 2.7. Let P0 = ker(V : P → L(p)). Then over the whole of S¯ − Sssp,
V (P) = L(p) and P0 is a rank 1 submodule. Let Pµ = P/P0. Then Pµ ≃ Lp,
P0 ≃ L1−p and the filtration (2.7) is valid there.
Proof. Everything is a formal consequence of the fact that V maps P onto L(p),
and the relation detP ≃ L. Over S¯µ the proposition was verified in the previous
subsection, so it is enough to prove that V (P) = L(p) in the fiber of any geometric
point x ∈ Sgss(k) (k algebraically closed). We use the description of H1dR(Ax/k)
given in Lemma 2.8 below, due to Bu¨ltel and Wedhorn. In the notation of that
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lemma, Px is spanned over k by e1 and e2 and Lx by f3, while V (e1) = 0, V (e2) =
f
(p)
3 . This concludes the proof. 
For the next lemma let D0 = H
1
dR(Ax/k), where x ∈ Sgss(k) and k is alge-
braically closed. We identify D0 with the reduction modulo p of the (contravariant)
Dieudonne´ module ofAx. It is therefore equipped with k-linear maps F : D(p)0 → D0
and V : D0 → D(p)0 where D(p)0 = k ⊗φ,k D0 as usual.
Lemma 2.8. There exists a basis e1, e2, f3, f1, f2, e3 of D0 with the following prop-
erties. Denote by e
(p)
1 = 1⊗ e1 ∈ D(p)0 etc.
(i) OK acts on the ei via Σ and on the fi via Σ¯ (hence it acts on the e(p)i via Σ¯
and on the f
(p)
i via Σ).
(ii) The symplectic pairing on D0 induced by the principal polarization λx satis-
fies
(2.22) 〈ei, fj〉 = −〈fj, ei〉 = δij , 〈ei, ej〉 = 〈fi, fj〉 = 0.
(iii) The vectors e1, e2, f3 form a basis for the cotangent space ωA at x. Hence
e1 and e2 span P and f3 spans L.
(iv) ker(V ) is spanned by e1, f2, e3. Hence P0 = P ∩ ker(V ) is spanned by e1.
(v) V e2 = f
(p)
3 , V f3 = e
(p)
1 , V f1 = e
(p)
2 .
(vi) Ff
(p)
1 = −e3, Ff (p)2 = −e1, F e(p)3 = −f2.
Proof. Up to a slight change of notation, this is the unitary Dieudonne´ module
which Bu¨ltel and Wedhorn call a “braid of length 3” and denote by B¯(3), cf [6] (3.2).
The classification in loc. cit. Proposition 3.6 shows that the Dieudonne´ module of
a µ-ordinary abelian variety is isomorphic to B¯(2)⊕ S¯, that of a gss abelian variety
is isomorphic to B¯(3) and in the superspecial case we get B¯(1)⊕ S¯2. 
Proposition 2.9. Over the whole of S¯ − Sssp, V maps L injectively onto a sub-
line-bundle of P(p).
Proof. Once again, we know it already over S¯µ, and it remains to check the assertion
fiber-wise on Sgss. We refer again to Lemma 2.8, and find that V (f3) = e
(p)
1 , which
proves our claim. 
The emerging picture is this: Outside the superspecial points, V maps L injec-
tively onto a sub-line-bundle of P(p), and V (p) maps P(p) surjectively onto L(p2).
However, the line V (L) coincides with the line P(p)0 = ker(V (p)) only on the general
supersingular locus, while on its complement S¯µ the two lines make up a frame for
P(p) (2.19). One can be a little more precise. The equation
(2.23) V (L) = P(p)0
(i.e. V (p) ◦ V (L) = 0) is the defining equation of Sss in the sense that when
expressed in local coordinates it defines Sss with its reduced subscheme structure.
See Proposition 2.11 below.
2.2.5. Non-extendibility of the filtration across Sssp. For a superspecial x, Ax is
isomorphic to a product of three supersingular elliptic curves, so V vanishes on
the whole of ωA at x. The analysis of the last paragraph breaks up. To complete
the picture, we shall now prove that there does not exist any way to extend the
filtration (2.7) across such an x.
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Proposition 2.10. It is impossible to extend the filtration 0→ P0 → P → Pµ → 0
along Sss in a neighborhood of a superspecial point x.
Proof. At any superspecial point there are p+ 1 branches of Sss meeting transver-
sally. We shall prove the proposition by showing that along any one of these
branches (labelled by ζ, a p + 1-st root of −1) P0 approaches a line Px[ζ] ⊂ Px,
but these p + 1 lines are distinct. In other words, on the normalization of Sss we
can extend the filtration uniquely, but the extension does not descend to Sss.
Before we go into the proof a word of explanation is needed. In order to study
the deformation of the action of V on ωA near a general supersingular point
x ∈ Sgss, the first infinitesimal neighborhood of x suffices, and one ends up us-
ing Grothendieck’s crystalline deformation theory (see 2.3.2 below). At a point
x ∈ Sssp, in contrast, we need to work in the full formal neighborhood of x in S,
or at least in an Artinian neighborhood which no longer admits a divided power
structure. The reason is that the singularity of Sss at x is formally of the type
Spec(κ[[u, v]]/(up+1+vp+1)). Crystalline deformation theory is inadequate, and we
need to use Zink’s “displays”. As the theory of displays is covariant, we start with
the covariant Cartier module of A = Ax rather than the contravariant Dieudonne´
module, and look for its universal deformation.
Let us review the (confusing) functoriality of these two modules. For the moment,
let A be any abelian variety over κ. Here κ can be any perfect field of characteristic
p. If D is the (contravariant) Dieudonne´ module of A and M is its (covariant)
Cartier module, then D/pD = H1dR(A) and M/pM = H
1
dR(A
t) are set in duality.
The dual of
(2.24) V : D/pD→ (D/pD)(p)
(V = V er∗A, V erA being the Verschiebung isogeny from A
(p) to A) is the map
(2.25) F : (M/pM)(p) →M/pM
(F = Frob∗At , F robAt being the Frobenius isogeny from A
t to At(p)). As usual, since
κ is perfect, we may view V as a φ−1-linear endomorphism of D/pD, and F as a
φ-linear endomorphism ofM/pM. Replacing A by At we then also have semi-linear
endomorphisms F of D/pD and V of M/pM. The Hodge filtration ωA ⊂ H1dR(A)
is (D/pD)[F ]. Its dual is the quotient Lie(A) = H1(At,O) of H1dR(At), identified
with M/VM. Compare [29], Corollary 5.11.
This reminder tells us that when we pass from the contravariant theory to the
covariant one, instead of looking for the deformation of V on ωA we should look for
the deformation of F on Lie(A) = M/VM. At a superspecial point F annihilates
Lie(A), but at nearby points in S it need not annihilate it anymore.
Now let x ∈ Sssp and A = Ax. The Cartier module (modulo p) M/pM of A
admits a symplectic basis f3, e1, e2, e3, f1, f2 where OK acts on the ei via Σ and
on the fi via Σ¯, where the polarization pairing is 〈ei, fj〉 = −〈fj , ei〉 = δij and
〈ei, ej〉 = 〈fi, fj〉 = 0, and where f3, e1, e2 project to a basis of Lie(A) = M/VM.
With an appropriate choice of the basis, the Frobenius F on M/pM is the φ-linear
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map whose matrix with respect to the basis f3, e1, e2, e3, f1, f2 is
(2.26)

0 0
0 0
0 0
1 0
1 0
1 0
 .
All this can be deduced from [6], 3.2.
To construct the universal display we follow the method of [15]. See also [1].
With local coordinates u and v we write Ŝ = Spfκ[[u, v]] for the formal completion
of S at x. We study the deformation of F to
(2.27) F : H1dR(At/Ŝ)(p) → H1dR(At/Ŝ).
If A/R is any abelian scheme over an Fp-algebra R and a any endomorphism of
A/R, then Frob : A→ A(p) satisfies
(2.28) Frob ◦ a = a(p) ◦ Frob
where a(p) = 1 ⊗ a is the base-change of a to A(p). Thus F commutes with the
OK-structure on de Rham cohomology. Note however that H1dR(At/Ŝ)(p)(Σ) =
H1dR(At/Ŝ)(Σ)(p) and vice versa.
We use a basis f3, e1, . . . , f2 of H
1
dR(At/Ŝ) satisfying the same assumptions as
above with respect to the OK-type and the polarization pairing. A bit of elementary
algebra, which we skip, shows that one can modify the local coordinates u and v,
and the basis of H1dR(At/Ŝ) (keeping our assumptions on the OK-type and the
polarization), so that the universal Frobenius is given by the (Hasse-Witt) matrix
(2.29) F =

0 u v 0
u 0 0
v 0 0
1 0
1 0
1 0
 .
This means, as usual, that
(2.30) F (f
(p)
3 ) = ue1 + ve2 + e3,
etc. Since the first three vectors (f3, e1, e2) project onto a basis of Lie(A), the
matrix of F : Lie(A)(p) → Lie(A) is the 3× 3 upper left block, and the matrix of
F 2(= F ◦ F (p)) is (note the semilinearity)
(2.31)
 up+1 + vp+1 up+1 uvp
vup vp+1
 .
Thus on Lie(A)(Σ¯)(p2) = L(p2)∨ the action of F 2 is given by multiplication by
up+1 + vp+1. As the supersingular locus is the locus where the action of F on the
Lie algebra is nilpotent, we recover the fact that the local (formal) equation of Sss
at x is
(2.32) up+1 + vp+1 = 0.
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Note that this equation guarantees also that the lower 2× 2 block, representing the
action of F 2 on the Σ-part of the Lie algebras is (semi-linearly) nilpotent, i.e.
(2.33)
(
up+1 uvp
vup vp+1
)(
up
2(p+1) up
2
vp
3
vp
2
up
3
vp
2(p+1)
)
= 0.
We write Ŝss = Spf(κ[[u, v]]/(u
p+1 + vp+1)) for the formal completion of Sss at
x. Letting ζ run over the p + 1 roots of −1 we recover the p + 1 formal branches
through x as the “lines”
(2.34) u = ζv.
We write Ŝss[ζ] = Spf(κ[[u, v]]/(u − ζv)) for this branch. When we restrict (pull
back) the vector bundle Lie(A) to Ŝss[ζ], ker(F : Lie(A)(p) → Lie(A)) (the dual
of ω
(p)
A /V (ωA), which outside x is just P(p)µ ) becomes
(2.35) ker
 0 ζv vζv 0 0
v 0 0
 .
When v 6= 0 (i.e. outside the point x) this is the line (note again the semi-linearity,
and the relation ζ−p = −ζ)
(2.36) κ
 01
ζ−1
 .
As these lines are distinct, the filtration of P can not be extended across x. 
2.3. The Hasse invariant hΣ¯.
2.3.1. Definition of hΣ¯. The construction and main properties of the Hasse in-
variant that we are about to describe have been given (for any unitary Shimura
variety) by Goldring and Nicole in [12] (see also [22]), but in our case they can be
also obtained easily from the discussion of the previous subsection. Let R be any
κ-algebra, and (A, λ, ι, α) ∈ M(R).
Definition 2.1. The Hasse invariant of A
(2.37) hΣ¯(A) ∈ Hom(ωA/R(Σ¯), ωA/R(Σ¯)(p
2))
is the map hΣ¯ = V
(p) ◦ V.
Applying the same definition to the universal semi-abelian scheme A/S¯ we get
(note L(p2) ≃ Lp2)
(2.38) hΣ¯ ∈ HomS¯(L,Lp
2
) = H0(S¯,Lp2−1) = Mp2−1(N, κ).
Thus the Hasse invariant is a modular form of weight p2 − 1 defined over κ.
Theorem 2.11. The Hasse invariant is invertible on S¯µ and vanishes on Sss to
order one. More precisely, when we endow Sss with its induced reduced subscheme
structure, it becomes the Cartier divisor div(hΣ¯).
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Proof. The Hasse invariant vanishes precisely where V (L) is contained in ker(V (p) :
P(p) → L(p2)). We have already seen that over S¯µ the latter is the line bundle P(p)0
and that V sends L isomorphically onto a direct complement of P(p)0 , cf (2.19).
Thus the Hasse invariant does not vanish on S¯µ. To prove that hΣ¯ vanishes on Sss
to order 1 we must study the Dieudonne´ module at an infinitesimal neighborhood
of a point x ∈ Sgss and compute V (p) ◦ V using local coordinates there. In Lemma
2.8 we described the (contravariant) Dieudonne´ module at x. In subsection 2.3.2
below we describe its infinitesimal deformation. Using the local coordinates u and
v introduced there, f3− uf1− vf2 becomes a basis for L over the first infinitesimal
neighborhood of x. We then compute
V (f3 − uf1 − vf2) = e(p)1 − ue(p)2
V (p)(e
(p)
1 − ue(p)2 ) = −uf (p
2)
3 = −u · (f3 − uf1 − vf2)(p
2).(2.39)
It follows that after L has been locally trivialized, the equation hΣ¯ = 0 becomes
u = 0, which is the local equation for Sgss. 
2.3.2. Infinitesimal deformations. Let x ∈ Sgss. We shall study the infinitesimal
deformation of the Dieudonne´ module of A at x. Let OS,x be the local ring of S at
x, m its maximal ideal, and R = OS,x/m2. Thus Spec(R) is the first infinitesimal
neighborhood of x in S, and R ≃ κ[u, v]/(u2, uv, v2), although the choice of the local
parameters u and v lies still at our disposal. The module of Ka¨hler differentials of
R is the 3-dimensional vector space over κ
(2.40) Ω1R = Ω
1
R/κ = Rdu+Rdv/ 〈udu, vdv, udv + vdu〉 .
Let A be the restriction of A to Spec(R) and A0 = Ax its special fiber. Let
D = H1dR(A/R) (a free R-module of rank 6) and
D0 = H
1
dR(A0/κ) = κ⊗R D,
identified with the Dieudonne´ module of A0 modulo p (see Lemma 2.8).
The Gauss-Manin connection [20] is in general defined only for abelian schemes
over a base which is smooth over a field. In our case, despite the fact that R is not
smooth over κ, the Gauss-Manin connection of A/S yields, by base change, also a
connection
(2.41) ∇ : D → Ω1R ⊗R D.
Caution must be exercised, though, because Ω1R 6= Ω1S⊗OSR. The Kodaira-Spencer
map over R, for example, is not an isomorphism.
We claim that D has a basis of horizontal sections for ∇. This follows from the
crystalline nature of H1, but for completeness we give the easy argument. If x ∈ D
and
(2.42) ∇x = du⊗ x1 + dv ⊗ x2
(xi ∈ D) then x˜ = x− ux1 − vx2 satisfies
(2.43) ∇x˜ = −u∇x1 − v∇x2.
But if ∇x1 = du⊗ x11 + dv ⊗ x12 and ∇x2 = du⊗ x21 + dv ⊗ x22 then
(2.44) 0 = ∇2x = du ∧ dv ⊗ (x21 − x12)
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hence x21 − x12 ∈ mD. As m2 = 0, udu = vdv = 0 and udv = −vdu, it follows that
∇x˜ = −udv ⊗ x12 − vdu⊗ x21
= du ⊗ v(x12 − x21) = 0.(2.45)
This means that x˜ is a horizontal section having the same specialization as x in the
special fiber, so the horizontal sections span D over R by Nakayama’s lemma.
Let e1, e2, f3, f1, f2, e3 be any six horizontal sections over R, specializing to a
basis of D0. Identify D0 with their κ-span in D. As we have just seen,
(2.46) R⊗κ D0 → D
is surjective, hence, by a dimension count, an isomorphism, and ∇ = d ⊗ 1 on the
left hand side. Since Rd=0 = κ, it follows that D0 = D
∇, i.e. there are no more
horizontal sections besides D0. Thus every x0 ∈ H1dR(A0/κ) has a unique extension
to a horizontal section x ∈ H1dR(A/R).
The pairing 〈, 〉 on D induced from the polarization is horizontal for ∇, i.e.
(2.47) d 〈x, y〉 = 〈∇x, y〉+ 〈x,∇y〉 .
We conclude that we may regard the basis of D0 given in Lemma 2.8 also as a
basis of horizontal sections spanning D over R, and that the action of ι(OK) and
the pairing 〈, 〉 are given by the formulae of the lemma also over R.
As p 6= 2, R has a canonical divided power structure, and Grothendieck’s crys-
talline deformation theory [16] tells us that A/R is completely determined by A0
and by the Hodge filtration ωA/R ⊂ D = R⊗κ D0. Since A is the universal infini-
tesimal deformation of A0, we may choose the coordinates u and v so that
(2.48) P = SpanR{e1 + ue3, e2 + ve3}.
The fact that ωA/R is isotropic for 〈, 〉 implies then that
(2.49) L = SpanR{f3 − uf1 − vf2}.
Consider the abelian scheme A(p). This is not the universal deformation of A
(p)
0
over R. In fact, the p-power map φ : R→ R factors as
(2.50) R
pi→ κ φ→ κ i→ R,
and thereforeA(p), unlike A, is constant: A(p) = A
(p)
0 ×κR (intuitively, Φ is contract-
ing on the base, so the pull-back of A becomes constant on Artinian neighborhoods
which are contracted to a point). As with D, D(p) = R⊗κD(p)0 , ∇ = d⊗1, but this
time the basis of horizontal sections can be obtained also from the trivalization of
A(p), and ωA(p)/R = SpanR{e(p)1 , e(p)2 , f (p)3 }.
The isogenies Frob and V er, like any isogeny, take horizontal sections with re-
spect to the Gauss-Manin connection to horizontal sections, e.g. if x ∈ D and
∇x = 0 then V x ∈ D(p) satisfies ∇(V x) = 0. Since V and F preserve horizontality,
e1, f2, e3 span ker(V ) over R in D, and the relations in (v) and (vi) of Lemma 2.8
continue to hold. Indeed, the matrix of V in the basis at x prescribed by that
lemma continues to represent V over Spec(R) by “horizontal continuation”. The
matrix of F is then derived from the relation
(2.51) 〈Fx, y〉 = 〈x, V y〉(p)
(x ∈ D(p), y ∈ D).
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The Hodge filtration nevertheless varies, so we conclude that
(2.52) P0 = P ∩ ker(V ) = SpanR{e1 + ue3}.
The condition V (L) = P(p)0 , which is the “equation” of the closed subscheme Sgss∩
Spec(R) means
(2.53) V (f3 − uf1 − vf2) = e(p)1 − ue(p)2 ∈ R · e(p)1
and this holds if and only if u = 0. We have proved the following lemma, which
completes the proof of Theorem 2.11.
Lemma 2.12. Let x ∈ Sgss and the coordinates u, v be as above. Then the closed
subscheme Sgss ∩ Spec(R) is given by the equation u = 0.
2.4. A secondary Hasse invariant on the supersingular locus. In his forth-
coming Ph.D. thesis [5], Boxer develops a general theory of secondary Hasse invari-
ants defined on lower strata of Shimura varieties of Hodge type. See also [21]. In
this section we provide an independent approach, in the case of Picard modular
surfaces, affording a detailed study of its properties.
2.4.1. Definition of hssp. As we have seen, along the general supersingular locus
Sgss, Verschiebung induces isomorphisms
(2.54) VL : L ≃ P(p)0 , VP : Pµ ≃ L(p).
(The first is unique to Sgss, the second holds also on the µ-ordinary stratum.)
Consider the isomorphism
(2.55) V
(p)
P
⊗ V −1
L
: P(p)µ ⊗ P(p)0 ≃ L(p
2) ⊗ L ≃ Lp2+1.
Its source is the line bundle detP(p) which is identified with L(p) ≃ Lp.We therefore
get a nowhere vanishing section
(2.56) h˜ssp ∈ H0(Sgss,Lp2−p+1).
Our “secondary” Hasse invariant is the nowhere vanishing section
(2.57) hssp = h˜
p+1
ssp ∈ H0(Sgss,Lp
3+1).
We shall show that hssp extends to a holomorphic section on Sss, and vanishes at
the superspecial points (to a high order).
2.4.2. Computations at the superspecial points. The goal of this subsection is to
show that hssp (unlike h˜ssp) extends over Sss, and to compute its order of vanish-
ing at the superspecial points. We refer to the computations of Proposition 2.10.
Dualizing (to put us back in the contravariant world), and using the letters ei, fj
to denote the dual basis to the basis used there we get the following.
Lemma 2.13. Let x ∈ Sssp be a superspecial point. There exist formal coordinates
u and v so that the formal completion of S at x is Ŝ = Spf(κ[[u, v]]), and D =
H1dR(A/Ŝ) has a basis f3, e1, e2, e3, f1, f2 over κ[[u, v]] with the following properties:
(i) f3, e1, e2 is a basis for ωA
(ii) The basis is symplectic, i.e. the polarization form is 〈ei, fj〉 = −〈fj , ei〉 =
δij , 〈ei, ej〉 = 〈fi, fj〉 = 0.
(iii) OK acts on the ei via Σ and on the fj via Σ¯.
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(iv) V : D → D(p) is given by V f3 = ue(p)1 + ve(p)2 , V e1 = uf (p)3 , V e2 = vf (p)3 ,
V e3 = f
(p)
3 , V f1 = e
(p)
1 , V f2 = e
(p)
2 .
Using the lemma, we compute along Ŝss[ζ], where u = ζv (ζ
p+1 = −1). See the
discussion following (2.32) for the definition of the formal branch Ŝss[ζ]. Denote by
P [ζ], P0[ζ] and L[ζ] the pull-backs of the corresponding vector bundles to Ŝss[ζ].
The map VL is given by
(2.58) f3 7→ ue(p)1 + ve(p)2 = v · (ζe(p)1 + e(p)2 ) = v · (ζpe1 + e2)(p) ∈ P(p)0 [ζ].
Use e1 ∧ e2 = e1 ∧ (ζpe1 + e2) as a basis for detP [ζ]. Since V (p)P maps e(p)1 to
(ζv)pf
(p2)
3 , h˜ssp maps e
(p)
1 ∧ e(p)2 = e(p)1 ∧ (ζpe1 + e2)(p) to
h˜ssp(e
(p)
1 ∧ e(p)2 ) = ζpvp−1f (p
2)
3 ⊗ f3
= ζpvp−1fp
2+1
3 = ζu
p−1fp
2+1
3 .(2.59)
Lemma 2.14. There does not exist a function g ∈ κ[[u, v]]/(up+1 + vp+1) on Ŝss
whose restriction to the branch Ŝss[ζ] is ζu
p−1.
Proof. Had there been such a function g, represented by a power series G ∈ κ[[u, v]],
then we would get vg = up on Ŝss[ζ] for every ζ, hence
(2.60) vG− up ∈ (up+1 + vp+1) ⊂ κ[[u, v]].
But any power series in the ideal (up+1+vp+1) contains only terms of degree≥ p+1,
while in vG− up we can not cancel the term up. 
The lemma means that h˜ssp can not be extended over Sss to a section of
Hom(detP(p),Lp2+1) ≃ Lp2−p+1. However, when we raise it to a p + 1 power
the dependence on ζ disappears. It then extends to a section hssp of Lp3+1 over
Sss, given over Ŝss (the formal completion of Sss at x) by the equation
(2.61) hssp = εu
p2−1fp
3+1
3 ,
where ε ∈ κ[[u, v]]× depends on the isomorphism between detP and L.
Theorem 2.15. The secondary Hasse invariant hssp belongs to H
0(Sss,Lp3+1). It
vanishes precisely at the points of Sssp. The subscheme “hssp = 0” of Sss is not
reduced. At x ∈ Sssp, with u and v as above, it is the spectrum of
(2.62) κ[[u, v]]/(up+1 + vp+1, up
2
−1, vp
2
−1).
3. On the number of supersingular curves on S
We continue to work over κ, and to ease the notation drop the subscript κ.
3.1. The connected components of Sss. The Picard surface S¯ is not connected.
The supersingular locus Sss is, however, as connected as it could be.
For the next proposition we need, besides the smooth compactification, also the
Baily-Borel (singular) compactification S∗ of S, see [25] and [3]. Every geometric
component of C = S¯ − S is contracted in S∗ to a point. The surface S∗ is known
to be normal.
Proposition 3.1. The scheme S∗µ = S
∗ − Sss is affine and the intersection of Sss
with every connected component of S is connected.
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Proof. The line bundle L is ample on S, even over R0.1 Hence for large enough
m, which we take to be a multiple of p2 − 1, Lm is very ample, and by [25] the
Baily-Borel compactification S∗ is the closure of S in the projective embedding
supplied by the linear system H0(S,Lm). It follows that Lm has an extension to a
line bundle on S∗ which we denote OS∗(1), since it comes from the restriction of
the O(1) of the projective space to S∗. Moreover, Larsen proves that on the smooth
compactification S¯, Lm = π∗OS∗(1) where π : S¯ → S∗.2
Replacing hΣ¯ by its power h
m/(p2−1)
Σ¯
, this power becomes a global section of
Lm, hence its zero locus Sss a hyperplane section of S∗ in the projective embeding
supplied by H0(S,Lm). Its complement is therefore affine. The second claim follows
from the fact [18], III, 7.9, that a positive dimensional hyperplane section of a
normal projective variety is connected. 
3.2. The number of irreducible components.
3.2.1. The degree of L along an irreducible component of Sss. Assume that N is
large enough (depending on p) so that Theorem 2.1(iii) holds. Each irreducible
component Z of Sss is non-singular, and the secondary Hasse invariant hssp has
a zero of order p2 − 1 at every superspecial point of Z, as follows from (2.61).
Each component contains p3 + 1 superspecial points. It follows that if Z is such a
component,
(3.1) deg(Lp3+1|Z) = deg(divZ(hssp)) = (p3 + 1)(p2 − 1).
We have proved the following lemma.
Lemma 3.2. Let Z be an irreducible component of Sss, and assume that N is large
enough. Then deg(L|Z) = p2 − 1.
3.2.2. A computation of intersection numbers. Let
(3.2) Z =
n⋃
i=1
Zi
be the decomposition into irreducible components of a single connected component
Z of Sss (recall that Z is the intersection of Sss with a connected component of
S¯). If N is large, then the Zi are smooth, and as they are Fermat curves of degree
p+ 1, their genus is g(Zi) = p(p− 1)/2.
Theorem 3.3. Let c2 be the Euler characteristic of the connected component of S¯
containing Z, i.e. if over C this connected component is X¯Γ then
(3.3) c2 =
4∑
i=0
(−1)i dimCHi(X¯Γ,C).
Then the number n of irreducible components of Z is given by
(3.4) 3n = c2.
1One way to see it is to use the ampleness of the Hodge bundle detωA ≃ L
2 (pull back from
Siegel space, where it is known to be ample by [Fa-Ch]).
2It is not clear that L itself has an extension to a line bundle on S∗, or that pi∗L, which is a
coherent sheaf extending L|S, is a line bundle (the problem lying of course only at the cusps). In
other words, it is not clear that we can extract an mth root of OS∗(1) as a line bundle.
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This c2 = c2(X¯Γ) is given by Holzapfel’s formula. To get the theorem quoted in
the introduction, one would have to sum over all the connected components.
Proof. We first prove the theorem under the assumption that N is large enough.
Computing intersection numbers, and using the fact that every Zi meets transver-
sally (p3 + 1)p other Z ′js (there are p
3 + 1 intersection points on Zi, through each
of which pass p+ 1 components, including Zi itself), we get
(3.5) (Z.Z) = n(p3 + 1)p+
n∑
i=1
(Zi.Zi).
Denote by KS¯ a canonical divisor on the given connected component of S¯. From
the adjunction formula,
(3.6) p(p− 1)− 2 = 2g(Zi)− 2 = Zi.(Zi +KS¯).
As we have seen in Proposition 1.8, O(KS¯+C) ≃ L3 where C is the cuspidal divisor
(on the given connected component of S¯). Hence
(3.7) (Zi.KS¯) = Zi.(KS¯ + C) = deg(L3|Zi) = 3(p2 − 1)
by the previous lemma. We get
(3.8) (Zi.Zi) = −2p2 − p+ 1.
Plugging this into the expression for (Z.Z) we get
(3.9) (Z.Z) = n(p2 − 1)2.
On the other hand, as Z is the divisor of the Hasse invariant on the given
connected component of S¯, div(hΣ¯) = Z, and hΣ¯ is a global section of Lp
2
−1, we get
O(Z) = Lp2−1. From the relation (Z.Z) = c1(O(Z))2 between the self-intersection
number and the first Chern class,
(3.10) n = c1(L)2.
From this and O(KS¯ + C) ≃ L3 we get 9n = (KS¯ + C).(KS¯ + C). Holzapfel [19]
(4.3.11′) on p.184, implies
(3.11) 9n = 3c2(XΓ) = 3c2(X¯Γ)
proving the theorem when N is large.
We now note that while the assumption of N being large was crucial for the
intersection-theoretic computations, the end result 3n = c2 holds for a given N ≥ 3
if and only if it holds for any multiple N ′ of N. Indeed, the covering S(N ′)→ S(N)
is e´tale, say of degree d(N,N ′). The second Chern class, being equal to the Euler
characteristic, gets multiplied by d(N,N ′). But thanks to Theorem 2.1(iv), the same
holds true for the number n. We may therefore deduce the validity of our formula
for N from its validity for N ′. This completes the proof of the theorem. 
One can probably get a “mass formula” for the number of irreducible components
weighted by the reciprocals of the orders of certain automorphism groups even if
N = 1. We do not pursue it here.
We easily deduce the following two corollaries.
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Corollary 3.4. (a) Let p be inert in K. Then for N sufficiently large the number
of superspecial points on S is
(3.12)
c2(S)
3
· (p2 − p+ 1).
(b) The aritmetic genus ga of a connected component Z of Sss is given by
(3.13) ga(Z) =
c2(SZ)
3
· (p
4 + p2 − 2)
2
+ 1,
where SZ is the connected component of S containing Z.
Proof. (a) Each irreducible component of Sss contains p
3 + 1 points of Sssp and
each point of Sssp is shared by p+ 1 irreducible components.
(b) This follows from the adjunction formula, which for the singular curve Z
takes the form
(3.14) 2ga(Z)− 2 = Z.(Z +KS¯)
(see [27], Chapter 9, Theorem 1.37), using the computations of Z.Z and Z.KS¯
carried out in the proof of the theorem. 
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