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Abstract
We derive closed formulas for the numbers of independent sets of size at most 4 and matchings
of size at most 3 in graphs without small cycles that depend only on the degree sequence and
the products of the degrees of adjacent vertices.
As a related problem we describe an algorithm that determines a tree of given degree sequence
that maximizes the sum of the products of the degrees of adjacent vertices.
? 2003 Elsevier B.V. All rights reserved.
Keywords: Independent set; Matching; Degree sequence; Tree; Kruskal’s algorithm
1. Introduction
All graphs will be simple and 8nite. Let G = (V; E) be a graph of order n = |V |
and size m = |E|. The degree and the neighbourhood of a vertex u∈V in the graph
G are denoted by dG(u) and NG(u), respectively. The girth of a graph is the length
of its shortest cycle, or ∞ if the graph has no cycles. An independent set of G
is a set I ⊆ V of pairwise non-adjacent vertices. A matching of G is a set M ⊆
E of pairwise non-adjacent edges. For k ∈N0 let indk(G) (matchk(G)) denote the
number of all independent sets (matchings) of G with exactly k vertices (edges).
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Let ind(G) =
∑
k¿0 indk(G) and match(G) =
∑
k¿0 matchk(G). The weight w(G) of
G is de8ned as w(G) =
∑
uv∈E dG(u)dG(v).
The starting point for the present research was the following extremal problem.
Problem 1.1. What is the maximum (minimum) value of ind, match, indk or matchk
for some k ∈N0 among all graphs of the same degree sequence?
In Section 2 we derive closed formulas for indk and matchk for graphs without
short cycles and those small values of k for which these parameters only depend on
the degree sequence and the weight of the graph. Obviously, matchk(G) = indk(L(G))
for all k¿ 0 where L(G) denotes the line graph of G. Nevertheless, since the graphs
are assumed to have no short cycles, we cannot present the results on matchk as
corollaries from the results on indk .
As our formulas involve the weight of the graph we are naturally lead to the fol-
lowing related extremal problem.
Problem 1.2. What is the maximum (minimum) value of the weight w(G) among all
graphs G = (V; E) of the same degree sequence?
In Section 3 we solve the maximization version of Problem 1.2 for trees. Apart from
these special cases Problems 1.1 and 1.2 are left open.
Whereas maximum independent sets and maximum matchings have been well studied
in the literature (see e.g. [15]), the counting versions of these problems received less
attention. The two parameters ind(G) and match(G) are known in mathematical chem-
istry under the names of Merri;eld–Simmons index [16] and Hosoya index [13] (see
also [8,11]), respectively. There are numerous publication dealing with the correspond-
ing counting polynomials (see e.g. [1,6,9,10,12]). The weight w(G) was considered
in [2,3] by BollobHas and Erdo˝s. They determine the maximum weight of graphs with
a given number of edges. The similar term
∑
uv∈E (dG(u)dG(v))
− 12 is known as the
Randic index of a graph (see e.g. [2,5,7]).
2. indk for 06 k6 4 and matchl for 06 l6 3
Obviously, ind0(G)=match0(G)= |{∅}|=1, ind1(G)= n and match1(G)=m. Since
two vertices form an independent set if and only if they are not adjacent, we have
ind2(G) =
(
n
2
)
− m:
Furthermore, since each vertex of degree d yields (d2 ) diJerent pairs of adjacent edges,
match2(G) =
(
m
2
)
−
∑
u∈V
(
dG(u)
2
)
:
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Type 1 Type 2
Fig. 1.
Proposition 2.1. Let G = (V; E) be a graph of order n, size m and girth at least 4.
Then
ind3(G) =
(
n
3
)
− m(n− 2) +
∑
u∈V
(
dG(u)
2
)
:
Proof. Since G has girth at least 4, there are exactly two diJerent types of triples of
vertices that are not independent (see Fig. 1).
The number of all triples of vertices is ( n3 ). For each edge uv there are n− 2 triples
of vertices that contain u and v.
In m(n − 2) each triple of Type 1 is counted once and each triple of Type 2 is
counted twice.
The number of triples of Type 2 is
∑
u∈V (
dG(u)
2 ). The above statements imply the
desired result.
The two main results of this section deal with match3 and ind4.
Remark. During the refereeing process one of the referees noted that the following
two results concerning match3 can be derived from Theorem 1 in [4]. In order to
leave our exposition self-contained, we decided not to erase our very concise proof of
Proposition 2.2.
Proposition 2.2. Let G = (V; E) be a graph of order n, size m and girth at least 4.
Then
match3(G) =
(
m
3
)
+ m+ w(G)
−
∑
u∈V
(
(m− 2)
(
dG(u)
2
)
− 2
(
dG(u)
3
)
+ dG(u)2
)
:
Proof. Since G has girth at least 4, there are exactly three diJerent types of triples of
edges that are not matchings (see Fig. 2).
The number of all triples of edges is (m3 ). For each pair of adjacent edges uv, uw
there are (m− 2) triples of edges containing uv and uw. There are ∑u∈V (dG(u)2 ) pairs
of adjacent edges.
In (m− 2)∑u∈V (dG(u)2 ) each triple of edges of Type 1 is counted once, each triple
of edges of Type 2 is counted twice and each triple of edges of Type 3 is counted
three times.
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Fig. 2.
ind3 = 0, match3 = 1 ind3 = 1, match3 = 2
Fig. 3.
The number of triples of edges of Type 2 is∑
uv∈E
(dG(u)− 1)(dG(v)− 1) =
∑
uv∈E
dG(u)dG(v)−
∑
u∈V
dG(u)2 + m:
The number of triples of edges of Type 3 is
∑
u∈V (
dG(u)
3 ). The above statements imply
the desired result.
Corollary 2.3. A graph G=(V; E) of girth at least 4 has maximum (minimum) value
of match3 among all graphs of girth at least 4 with the same degree sequence if and
only if the weight w(G) is maximum (minimum) among these graphs.
If we omit the conditions on the girth in Propositions 2.1 and 2.2, then ind3(G) and
match3(G) depend on the number of triangles of G. This number cannot be expressed
in terms of the degree sequence and the weight of the graph alone. The two graphs in
Fig. 3 illustrate this eJect.
Proposition 2.4. Let G = (V; E) be a graph of order n, size m and girth at least 5.
Then
ind4(G) =
(
n
4
)
− m
(
n− 2
2
)
+
(
m
2
)
+ 2m− w(G)
+
∑
u∈V
(
−d
2
G(u)
2
+ (n+ 1− dG(u))
(
dG(u)
2
)
+ 2
(
dG(u)
3
))
:
Proof. Since the girth of G is at least 5, there are exactly 8ve diJerent types of sets
of four vertices that are not independent (see Fig. 4).
For 26 i6 5 let ni denote the number of sets of Type i. The number of all sets of
four vertices is ( n4 ). For each edge uv there are (
n−2
2 ) sets of four vertices containing
u and v.
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Fig. 4.
In m( n−22 ) each set of Type 1 is counted once, each set of Type 2 or 3 is counted
twice and each set of Type 4 or 5 is counted three times. Therefore,
ind4(G) =
(
n
4
)
− m
(
n− 2
2
)
+ n2 + n3 + 2n4 + 2n5:
We have
n2 =
1
2
∑
uv∈E

m− 1− ∑
w∈NG(u)∪NG(v)
(dG(w)− 1)


=
1
2

∑
uv∈E
(m− 1 + dG(u) + dG(v))−
∑
uv∈E
∑
w∈NG(u)∪NG(v)
dG(w)


=
1
2

(m− 1)m+∑
u∈V
d2G(u)−
∑
u∈V
dG(u)
∑
v∈NG(u)
dG(v)


=
1
2
(
(m− 1)m+
∑
u∈V
d2G(u)− 2
∑
uv∈E
dG(u)dG(v)
)
=
(
m
2
)
+
∑
u∈V
d2G(u)
2
−
∑
uv∈E
dG(u)dG(v);
n3 =
∑
u∈V
∑
{v;w}⊆NG(u)
v =w
(n− 3− (dG(u)− 2)− (dG(v)− 1)− (dG(w)− 1))
=
∑
u∈V
∑
{v;w}⊆NG(u)
v =w
(n+ 1− dG(u)− dG(v)− dG(w))
=
∑
u∈V
(
(n+ 1− dG(u))
(
dG(u)
2
))
−
∑
u∈V
∑
{v;w}⊆NG(u)
v =w
(dG(v) + dG(w))
=
∑
u∈V
(
(n+ 1− dG(u))
(
dG(u)
2
))
−
∑
u∈V
dG(u)
∑
v∈NG(u)
(dG(v)− 1)
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ind4 = 2, match4 = 9 ind4 = 0, match4 = 7
Fig. 5.
ind5 = 0, match4 = 1 ind5 = 1, match4 = 0
Fig. 6.
=
∑
u∈V
(
(n+ 1− dG(u))
(
dG(u)
2
))
+
∑
u∈V
d2G(u)− 2
∑
uv∈E
dG(u)dG(v);
n4 =
∑
uv∈E
(dG(u)− 1)(dG(v)− 1)
=
∑
uv∈E
dG(u)dG(v) + m−
∑
uv∈E
(dG(u) + dG(v))
=
∑
uv∈E
dG(u)dG(v) + m−
∑
u∈V
d2G(u);
n5 =
∑
u∈V
(
dG(u)
3
)
:
The above statements imply the desired result.
Corollary 2.5. A graph G=(V; E) of girth at least 5 has maximum (minimum) value
of ind4 among all graphs of girth at least 5 with the same degree sequence if and
only if the weight w(G) is minimum (maximum) among these graphs.
Again, if we omit the condition on the girth in Proposition 2.4, then ind4(G) and
also match4(G) do not depend on the degree sequence and the weight of the graph
alone (see Fig. 5 for an example).
The examples in Fig. 6 show that (even for trees) indk for k¿ 5 and matchl for
l¿ 4 do not just depend on the degree sequence and the weight of the graph.
3. Maximization of the weight of trees
Let d16d26 · · ·6dn be the degree sequence of a tree, thus
∑n
i=1 di = 2(n− 1).
Let T = (V; E) be a tree such that V = {v1; v2; : : : ; vn}, dT (vi) = di for 16 i6 n and
w(T ) is maximum among all trees of degree sequence d16d26 · · ·6dn.
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Lemma 3.1. Let T be as above. Let P: u1u2:::ul for l¿ 4 be a path in T such that
dT (u1)¡dT (ul). Then dT (u2)6dT (ul−1).
Proof. We assume that dT (u2)¿dT (ul−1). The graph
T ′ = (V; (E \ {u1u2; ul−1ul}) ∪ {u1ul−1; u2ul})
is a tree with the same degree sequence as T . Since
dT (u1)dT (u2) + dT (ul−1)dT (ul)¡dT (u1)dT (ul−1) + dT (u2)dT (ul);
we obtain the contradiction w(T ′)¿w(T ) and the proof is complete.
We derive some consequences of Lemma 3.1.
Corollary 3.2. Let T be as above. There is no path P: u1u2:::ul for l¿ 3 such that
dT (u1); dT (ul)¿dT (ui) for some 26 i6 l− 1.
Proof. We assume that such a path exists and that w.l.o.g. 26dT (ui)¡dT (ui+1).
Let P′: u−ku−k+1:::u−1u0u1:::ul be a path in T that contains P such that dT (u−k) = 1.
Note that k¿ 0. By Lemma 3.1, dT (u−k)¡dT (ui+1) implies dT (u−k+1)6dT (ui)¡
dT (ui+1). Again applying Lemma 3.1, dT (u−k+1)¡dT (ui+1) implies dT (u−k+2)6
dT (ui)¡dT (ui+1). Repeating this argument we obtain the contradiction dT (u1)
6dT (ui) and the proof is complete.
Corollary 3.3. Let T be as above. For every positive integer d, the vertices of degree
¿d induce a subtree of T .
Proof. This is immediate from Corollary 3.2.
Corollary 3.4. Let T be as above. There are no two (non-adjacent) edges u1u2, u3u4
in T with dT (u1)¡dT (u3)6dT (u4)¡dT (u2).
Proof. In T there is either a path not using u1u2 or u3u4 from u1 to u3 or from u1
to u4 or from u2 to u3 or from u2 to u4. Each of these possibilities easily implies a
contradiction to Lemma 3.1.
It is easy to see that the tree T is rarely uniquely determined up to isomorphism.
Nevertheless, in view of the above properties we can eLciently construct a tree T ′ =
(V; E′) with degree sequence d16d26 · · ·6dn and such that w(T ) = w(T ′) using
the following simple greedy algorithm. The reader should recognize some features of
Kruskal’s classical algorithm [14] for the minimum spanning tree problem.
Algorithm 3.5. Let T0 = (V; E0) be the empty graph, i.e. E0 = ∅. For 16 6 n− 1 let
T = (V; E−1 ∪ {vivj}) where the indices 16 i¡ j6 n have been chosen such that
(i) vivj ∈ E−1,
(ii) (V; E−1 ∪ {vivj}) has no cycle,
(iii) dT−1 (vi)¡di and dT−1 (vj)¡dj,
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Fig. 7.
(iv) (subject to (i)–(iii)) j is maximal and
(v) (subject to (i)–(iv)) i is maximal.
Let T ′ = Tn−1.
Fig. 7 illustrates Algorithm 3.5 for the degree sequence 1; 1; 1; 1; 1; 1; 1; 2; 3; 4; 4.
In summary, using Algorithm 3.5 we can determine the maximum weight of a tree
given its degree sequence.
Of course, there is an analogous version of Lemma 3.1 for the minimization ver-
sion of Problem 1.2 for trees. Unfortunately, this statement does not yield as much
information about the structure of the extremal tree as did Lemma 3.1.
Finally, if the degree sequence is not given, the extremal values of the weight of a
tree of order n are obtained by a path and a star as shown below.
Proposition 3.6. If T is a tree of order n¿ 3, then 4n− 86w(T )6 (n− 1)2. More-
over, w(T ) = 4n− 8 if and only if T is a path Pn and w(T ) = (n− 1)2 if and only if
T is a star K1; n−1.
Proof. It is immediate to check that w(Pn) = 4n − 8 and w(K1; n−1) = (n − 1)2. We
prove that if T is not a star (path), we can construct a tree of same order as T with
larger (smaller) weight.
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Suppose that T is diJerent from a star. The length of a longest path P in T is at
least 3. Let x1 and x2 be the endvertices of P. For i=1; 2 let yi the (unique) neighbour
of xi, ai+1¿ 2 the degree of yi, and xi=x1i ; x
2
i ; : : : ; x
ai
i the ai endvertices of T adjacent
to yi. If y1 and y2 are not adjacent, let zi be the neighbour of yi on P diJerent from
xi (possibly z1 = z2) and let dT (zi)=bi¿ 2. We can suppose without loss of generality
that b2¿ b1.
Let T ′ be the tree (V (T ); (E(T ) \ {y1x11 ; : : : ; y1xa11 }) ∪ {y2x11 ; : : : ; y2xa11 }). If y1 and
y2 are adjacent, then w(T ) = a1(a1 + 1) + a2(a2 + 1) + (a1 + 1)(a2 + 1) and w(T ′) =
(a1 + a2 + 1)2 = w(T ) + a1a2¿w(T ). If y1 and y2 are not adjacent, then
w(T ′) =w(T )− (a1(a1 + 1) + b1(a1 + 1) + b2(a2 + 1) + a2(a2 + 1))
+ (b1 + b2(a1 + a2 + 1) + (a1 + a2)(a1 + a2 + 1))
=w(T ) + (b2 − b1)a1 + 2a1a2¿w(T ):
Hence w(T ) is not maximum, if T is not a star.
Suppose that T is diJerent from a path. Since there are strictly more endvertices than
vertices of degree ¿ 3 in T , the mapping that assigns to each endvertex u the (unique)
vertex v of degree ¿ 3 closest to u is not injective. Therefore, there is a vertex x of
degree a + 2¿ 3 such that T contains two paths xy1y2 · · ·yp and xz1z2 · · · zq with
dT (yp) = dT (zq) = 1 and, if p or q¿ 2, dT (y1) = · · ·= dT (yp−1) = 2, dT (z1) = · · ·=
dT (zq−1) = 2. Let b1; : : : ; ba be the degrees of the neighbours of x diJerent from y1
and z1.
We consider the tree T ′′ = (V (T ); (E(T ) \ {xy1}) ∪ {y1zq}). By symmetry, it is
suLcient to consider three cases. If p¿ 2 and q¿ 2, then
w(T ′′) =w(T )− ((a+ 2)(b1 + · · ·+ ba + 2 + 2) + 2)
+ ((a+ 1)(b1 + · · ·+ ba + 2) + 4 + 4)
=w(T )− (b1 + · · ·+ ba)− 2a¡w(T ):
If p= 1 and q¿ 2, then
w(T ′′) =w(T )− ((a+ 2)(b1 + · · ·+ ba + 2 + 1) + 2)
+ ((a+ 1)(b1 + · · ·+ ba + 2) + 4 + 2)
=w(T )− (b1 + · · ·+ ba)− a¡w(T ):
If p= 1 and q= 1, then
w(T ′′) =w(T )− (a+ 2)(b1 + · · ·+ ba + 1 + 1)
+ (a+ 1)(b1 + · · ·+ ba + 2) + 2
=w(T )− (b1 + · · ·+ ba)¡w(T ):
Hence w(T ) is not minimum, if T is not a path and the proof is complete.
512 C. Delorme et al. / Discrete Applied Mathematics 130 (2003) 503–512
References
[1] R.A. Beezer, E.J. Farrell, J. Riegsecker, B. Smith, Graphs with a minimum number of pairs of
independent edges. I: matching polynomials, Bull. Inst. Combin. Appl. 18 (1996) 17–32.
[2] B. BollobHas, P. Erdo˝s, Graphs of extremal weights, Ars Combin. 50 (1998) 225–233.
[3] B. BollobHas, P. Erdo˝s, A. Sarkar, Extremal graphs for weights, Discrete Math. 200 (1999) 5–19.
[4] G.M. Constantine, E.J. Farrell, J.M. Guo, On matching coeLcients, Discrete Math. 89 (1991) 203–210.
[5] C. Delorme, O. Favaron, D. Rautenbach, On the RandiHc index, Discrete Math. 257 (2002) 29–38.
[6] E.J. Farrell, An introduction to matching polynomials, J. Combin. Theory Ser. B 27 (1979) 75–86.
[7] M. Fischermann, A. HoJmann, D. Rautenbach, L. Volkmann, A linear-programming approach to the
generalized RandiHc index, Discrete Appl. Math. 128 (2003) 375–385.
[8] M. Fischermann, D. Rautenbach, L. Volkmann, A note on the number of matchings and independent
sets in trees, Manuscript, 2001.
[9] C.D. Godsil, I. Gutman, On the theory of the matching polynomial, J. Graph Theory 5 (1981)
137–144.
[10] I. Gutman, The matching polynomial, MATCH—Commun. Math. Comput. Chem. 6 (1979) 75–91.
[11] I. Gutman, Numbers of independent vertex and edge sets of a graph: some analogies, Graph Theory
Notes New York 22 (1992) 18–22.
[12] I. Gutman, Some relations for the independence and matching polynomials and their chemical
applications, Bull. Acad. Serbe Sci. Arts 105 (1992) 39–49.
[13] H. Hosoya, Topological index. A newly proposed quantity characterizing the topological nature of
structural isomers of saturated hydrocarbons, Bull. Chem. Soc. Jpn. 44 (1971) 2332–2339.
[14] J.B. Kruskal, On the shortest spanning subtree of a graph and the traveling Salesman problem, Proc.
Amer. Math. Soc. 7 (1956) 48–50.
[15] L. LovHasz, M.D. Plummer, Matching theory, Ann. Discrete Math. 29 (1986).
[16] R.E. Merri8eld, H.E. Simmons, Topological Methods in Chemistry, Wiley, New York, 1989.
