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Driven mesoscopic system is a topic of great recent interest. The temporal evolution of the
fluxes(particle and energy) are studied in a system of a driven single level quantum dot. At a very
low reservoir temperature T → 0 and for common chemical potentials of the two reservoirs, we have
presented analytical expressions for time dependent particle and energy fluxes in a very simple form.
Apart from these fluxes, the behavior of the dot occupation and the power developed in the system
due to the presence of the time dependent drive are also being studied. Importantly, for a very low
frequency of the drive, one finds a directed energy flow towards the leads. Increasing the frequency
from low to medium, one finds change in the direction of the energy flow depending on the time.
These results can also be verified experimentally.
INTRODUCTION
The most significant tool for the theoretical framework
of the electron transport in mesoscopic domain is the
non equilibrium Green’s function formalism[1, 2]. Few
previous works [3–6] have boosted up interesting appli-
cations of this Green’s function method in the mesoscopic
transport issues. In recent times the quantum transport
in presence of time periodic fields has gained consider-
able attention. Different experimental studies in pres-
ence of periodic driving fields and experiments on pump-
ing phenomena [7–13] have encouraged the theoreticians
to formulate and solve the so called Dyson’s equations
in theoretical models for different driven mesoscopic sys-
tems. Time periodic fields are useful in controlling mat-
ter tunneling in Bose-Einstein condensates[14]. In Refs.
[15, 16], the authors have analyzed the production of heat
in nanoscale engines. Similar analysis for molecular heat
pumping is proposed in Ref. [17]. Importantly, in pres-
ence of the time periodic fields, directed flow of charge,
spin and energy can be observed in the system [18, 19]. In
Ref.[20], the electron transport is analyzed for a system
of mesoscopic ring threaded by a time-dependent mag-
netic flux. On the other hand, analysis is also being done
in models of quantum pumps having a quantum dot in
presence of ac gate voltages [21–23].
In our recent papers, [24, 25] we have dealt with a
mesoscopic system driven by two different time depen-
dent fields: random stochastic and the time periodic elec-
tric field. In these papers we have computed time/noise
averaged particle and energy fluxes for a very simple
set up. The telegraph noise is the simplest model for
the environment [24, 25], where the noisy environment
is modeled by a single nearby impurity, which jumps
randomly between two states. This eventually induces
a time dependent random potential on the system. In
this scenario, the average particle and energy fluxes are
analyzed[24]. The end results for both the cases show
modification in the conductivity due to the presence of
time dependent fields. It is to be mentioned here that
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FIG. 1. Schematic diagram of the set up.
the results for these two cases are more or less alike, how-
ever the difference lies in the averaging technique. While
noise averaging is considered for the telegraph noise case
i.e averaging over all histories of time [24], we use aver-
aging over a single period for the periodic case[25]. In
our recent work [25], the main focus was on the time av-
eraged quantities over one time period for the periodic
driving. As a consequence we end up with results having
no time dependence at all. The motivation of the present
paper is to examine the explicit time dependence in var-
ious quantities and the time evolution of different fluxes
(particle and energy). The system used in this paper is
a single level quantum dot(QD), which is connected to
two fermionic reservoirs via two metallic leads. The dot
is further affected by an external periodic drive. The
schematic diagram for the system is presented in FIG. 1.
The goal of this paper is also to see the time evolution of
the important quantities such as the dot occupation and
power developed by the source of time dependence when
the two reservoirs are kept at the common temperature
and common chemical potentials. The novelty of the cur-
rent paper is to have results for the fluxes(both particle
and energy) in a simple form. The fluxes usually con-
tain complicated integrals over energy. As the results of
this paper are evaluated in the limit of T → 0, and with
common chemical potentials of the two reservoirs, the
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2integrals boil down to a simple form. As a consequence,
one gets simplified expression of fluxes, which could be
analyzed for different frequency values of the drive. It is
shown here that the direction of the lead energy fluxes in
the system for a low frequency drive is always from the
source of the time dependence towards the leads. In the
moderate frequency of the drive, the direction of energy
flow becomes fluctuating depending on the value of t.
In this paper, we are interested in the behavior of dif-
ferent fluxes in presence of time periodic fields, which
renormalizes the energy of the dot as follows
d(t) = + U cos(Ωt), (1)
where  is the bare energy of the electrons within the
dot, Ω is the frequency of the periodic electric field. It is
considered here that the periodic electric field is applied
only on the central part of the system (quantum dot) and
no other parts are affected. As a consequence of such a
modification on the energy of the dot, the Hamiltonian
of the system becomes time dependent as follows
H(t) = d(t)d
†d+
∑
k
(Vkc
†
kd+ Hc) +
∑
p
(Vpc
†
pd+ Hc)
+
∑
k
kc
†
kck +
∑
p
pc
†
pcp. (2)
The first term on the right hand side of Eq. (2) is the
system Hamiltonian, the second and third terms are the
tunneling terms and the last two terms are the Hamilto-
nian of the leads(left and right leads). Here in Eq. (2), d
(d†) is the annihilation(creation) operator of electrons on
the level. The dot is coupled to two electronic reservoirs
of spin-less electrons by tunneling amplitudes Vk and Vp.
ck(p) and c
†
k(p) are the annihilation (creation) operators
for the electrons in the two leads and Hc denotes the her-
mitian conjugate. We use the wave vector k (p) for the
states on the left (right) lead. Using Eq. (2), we would
discuss the generation of different currents in the system
in the next section.
We organize our analysis as follows: In Sec. II we
have reviewed the time dependent fluxes in terms of the
Keldysh Green’s functions for a general time dependent
Hamiltonian. The detailed discussion of the fluxes in
presence of the periodic electric field is presented in Sec
III. Sec IV contains the main results of this paper, which
includes fluxes for T → 0 with a common chemical po-
tential of the reservoirs and we conclude in Sec. V.
DIFFERENT FLUXES
A consistent way to define the particle current of the
lead is to take the time derivative of the electronic den-
sity of that particular lead. The time derivative of differ-
ent parts of H(t) provide different energy currents corre-
sponding to that term. The goal here is to analyze these
particle and energy fluxes in the time domain.
From Eq. (35), the particle current flux can be ob-
tained in the following form [24, 25]
IL(t) = 〈
d
dt
∑
k
c†kck〉
= 2ΓLQd(t) + 4
∫
dω
2pi
ΓLfL(ω)Im[G
r
dd(t, ω)], (3)
where we have denoted the occupation of the dot as
Qd(t), which is defined in Eq. (A14). Here
Γ = ΓL + ΓR , ΓL(R) = piSL(R)|VL(R)|2 (4)
(SL(R) is the density of states in left(right) reservoir. Im-
portantly, it is assumed that the tunneling amplitudes
are determined by the wave vectors corresponding to the
energy of the tunneling electrons and thus the tunneling
amplitudes are considered to be independent of the wave
vectors, which is coined as the wide-band approximation
[24, 25]. fL(ω) =
1
1+eβ(ω−µL) is the Fermi distribution
function of the left lead electrons with µL as the chemi-
cal potential of the left reservoir and β = 1/KT, where
K is the Boltzmann constant and T is the temperature
of the left reservoir . Substituting Qd(t) from Eq. (49)
to Eq. (3), we get
IL(t) = −
ΓL
Γ
dQd(t)
dt
+
4ΓLΓR
Γ
∫
dω
2pi
Im[Gadd(t, ω)]
(
fR(ω)− fL(ω)
)
. (5)
One can easily check that the flux of particles into the
dot is compensated by the sum of the two fluxes into the
leads i.e,
Id(t) =
d
dt
Qd(t) = −[IL(t) + IR(t)] , (6)
which is nothing but the particle current conservation.
Apart from charge flux we are also interested in differ-
ent energy fluxes that flow in the time domain[24, 25].
From the time derivative of the Hamiltonian of the left
lead, one gets the energy flux into the left reservoir as
[24, 25]
IEL (t) =
〈 d
dt
∑
k
kc
†
kck
〉
= 4ΓL
∫
dω
2pi
Σ(ω)Re[Grdd(t, ω)]
− 8ΓL
∫
dω
2pi
Σ(ω)d(t)
∫ t
dt′e2Γ(t
′−t)Im[Grdd(t
′, ω)]
+ 4ΓL
∫
dω
2pi
fL(ω)ωIm[G
r
dd(t, ω)], (7)
where Σ(ω) = [ΓLfL(ω) + ΓRfR(ω)]. The energy flux
associated with the right lead is derived from Eq. (7) by
3interchanging L ⇔ R and k ⇔ p. Another part of the
energy flux can be obtained as
IEd (t) =
d
dt
[d(t)Qd(t)]
=
dd(t)
dt
Qd(t) + d(t)Id(t). (8)
In Eq. (8), the first term on the right hand side is the
power supplied by the source of time dependence to the
system. The power is denoted as
Pd(t) = Qd(t)
dd(t)
dt
(9)
in the rest of the paper. Also from Eqs. (7),(8) and (9),
we have [24, 25]
IEL (t) + I
E
R (t) + I
E
tun,L(t) + I
E
tun,R(t) + I
E
d (t) = Pd(t),
(10)
which expresses the energy conservation through the
junction.
The temporal variation of the (left and right) tunneling
Hamiltonian gives [24, 25]
IEtun,L(t) = 〈 ddt
∑
k(Vkc
†
kd+ Hc)〉
= 4ΓL
∫
dω
2pi fL(ω)(−ω + d(t))Im[Grdd(t, ω)]
− 4ΓLΓ
∫
dω
2pi fL(ω)Re[G
r
dd(t, ω)]. (11)
In Ref[24], it is shown that the time-averaged tunneling
energy flux vanishes, but this energy flux can be visual-
ized as a temporary energy storage. Thus the tunneling
region can be called as an energy reactance, which mod-
ulates peak power developed in the dynamics [29].
ANALYSIS OF FLUXES IN PRESENCE OF
PERIODIC DRIVING
In this section, we are interested in the results of a
periodic driving on our simple system. As it is evident
that all the fluxes can be derived when we have the com-
plete knowledge of the Green’s functions of the dot. The
retarded (advanced) Green’s function on the dot is
G
r(a)
dd (t, t
′) = ∓iΘ(±t∓ t′)e−i
∫ t
t′ dt1d(t1)∓Γ(t−t′) . (12)
As is evident from (12), both the retarded and advanced
dot Green’s functions depend on the time-dependent
energies d(t) only through the function X(t, t
′) =
ei
∫ t
t′ dt
′′d(t′′) . In presence of a periodic drive, the energy
of the dot is renormalized as given in Eq. (1). Setting 
as the zero of energies, we have
X(t, t′) =
∞∑
n,m=−∞
Jn(x)Jm(x)e
iΩ(nt−mt′) , (13)
where Jn(x) is the Bessel function of the first kind and
x ≡ U/Ω, where U and Ω are the strength and frequency
of the oscillatory field. It follows from Eq. (12) and (13)
Grdd(t, ω) =
∞∑
m=−∞
∞∑
n=−∞
Jn(x)Jm(x)
α−n
ei(n−m)Ωt , (14)
where
αn = ω + nΩ + iΓ , (15)
and Gadd(t, ω) = [G
r
dd(t, ω)]
∗ is the advanced Green’s
function of the dot. From ref. [4], one finds that it is
useful to define the spectral function, which is related to
the advanced Green’s function as follows
A(t, ω) = 2Im[Gadd(t, ω)]. (16)
The spectral function can be interpreted as the avail-
able density of states which are filled up according to the
Fermi function to obtain the electron density. The spec-
tral function appears in Eqs. (3), (7) and (11) through
the definition (16). Thus it is worth mentioning that the
analysis of this quantity is an crucial aspect of this paper.
One can analyze the behavior of the spectral function
when different parameters of the system are varied. It is
important to see that in FIG.2 the variation of A(t, ω)
with ω is rapid for small ω values but very slow for larger
values of ω. Another observation is that with increasing
U the amplitudes of the peaks become smaller and the
peak shifts towards the right for t = 5, whereas it shifts
towards left for t = 10. It is important to note that
we have chosen the values (t=5,10) to see the effect in
the time interval of five. One can take any other peri-
odicity(say for example t=1 or 2 ), the results will be
the same as explained above. Thus a periodicity can be
observed when time is varied. The reason behind the di-
minishing amplitude is that as we change U, the values
of the Bessel’s functions also get modified and we have
different amplitudes for different Us. Another important
observation here is that in FIG. 2, we have considered
that the frequency of the drive is much larger than the
parameter Γ. As we go to the lower frequency range, the
plots will be unaltered as one increases time. We will
further explain this point in the next section.
Let us now move towards the analysis of the dot oc-
cupation and the power supplied to the system. The
occupation of the dot is[24, 25]
Qd(t) = 2
∫
dω
2pi
[
ΓLfL(ω) + ΓRfR(ω)
][
K(t, ω) + cc
]
,
(17)
where
K(t, ω) ≡
∫ t
−∞
dt1e
2Γ(t1−t)
∫ ∞
0
dτe−(Γ+iω)τX(t1, t1 − τ)
(18)
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FIG. 2. Plot of A(t, ω) vs ω, for two different values of
time (t = 5(up), 10(down)). The black solid line in each
plot is for U = 0 and other lines with decreasing dashes are
for U=2(Green),4(Red),8(Blue),16(Brown) with Ω = 3. All
quantities are in the unit of Γ.
From Eq. (9), the power supplied to the system from
the source of the time periodic electric field can be ob-
tained as[24, 25]
Pd(t) = 2
∫
dω
2pi
[
ΓLfL(ω) + ΓRfR(ω)
]
×
[
dd(t)
dt
K(t, ω) + cc
]
. (19)
To examine the temporal variation of Pd(t) we need the
analysis of Re
[
dd(t)
dt K(t, ω)
]
. Using Eq. (13) in (18) we
proceed to find simplified expression for (17) and (19).
RESULTS FOR T −→ 0
This section contains the main results of the paper.
Here we are interested to discuss more on the fluxes,
occupation number and power developed to the system
when we are in a very low temperature domain. From
Eq. (17) using Eqs. (13) and (18) we write the occu-
pation number of the dot for the common chemical po-
tential and common temperature of the two reservoirs(i.e
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FIG. 3. Up: Plot of the occupation of the dot with U for three
different Ω = 0.01, 0.02, 0.03. Down: Plot of the occupation
of the dot with common chemical potential of the reservoirs
µ and Ω = 0.03 for various U = 0.9, 1.5, 2. All quantities are
in the unit of Γ.
fR(ω) = fL(ω) = f(ω)) as
Qd(t) = 4Γ
∑
n
∑
m
Jm(x)Jn(x)
∫ t
−∞
dt1
e2Γ(t1−t)
∫ ∞
−∞
dω
2pi
f(ω)
[Γ cos[Ω(n−m)t1]
Γ2 + (ω −mΩ)2
+
(ω −mΩ) sin[Ω(n−m)t1]
Γ2 + (ω −mΩ)2
]
, (20)
where f(ω) is the common Fermi distribution function of
the reservoirs. One can use the following∫ ∞
−∞
dωf(ω)F
′
(ω) = −F (−∞) +
∫ ∞
−∞
dω[−f ′(ω)]F (ω),
(21)
in order to solve Eq. (20). Here prime(′) denotes the
derivative with respect to ω. At low enough reservoir
temperature, [−f ′(ω)] = δ(ω). Although the value of
log[Γ2 + (ω −mΩ)2] diverges at ω → −∞, using∑
m
∑
n
Jm(x)Jn(x)e
iΩ(n−m)t = 1, (22)
we can simplify the expression of the dot occupation.
Thus for T → 0 and for common chemical potential
µL = µR = µ of the reservoirs, the dot occupation can
be written in a compact form as
Qd(t) = α
Q
0 +
∑
l
(
αQl cos[lΩt]− βQl sin[lΩt]
)
, (23)
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FIG. 4. Up: Plot of the left lead particle flux with U for
different Ωs.
where l = (n − m). For different values of
l, we have different harmonics correspond-
ing to cos(ωt), cos(2ωt), cos(3ωt) and also
sin(ωt), sin(2ωt), sin(3ωt) etc. In (23) we have re-
defined the parameters as follows
αQ0 = 1/2 +
2Γ
pi
∑
m
αmm
αQl =
2Γ
pi
∑
m
αm+l,m
βQl =
2Γ
pi
∑
m
βm+l,m; (24)
with
αnm =
Jm(x)Jn(x)
(4Γ2 + (m− n)2Ω2)×[ (m− n)Ω
2
log(Γ2 + (µ−mΩ)2) + 2Γ arctan(µ−mΩ
Γ
)
]
βnm =
Jm(x)Jn(x)
(4Γ2 + (m− n)2Ω2)×[
− log(Γ2 + (µ−mΩ)2) + (m− n)Ω arctan(µ−mΩ
Γ
)
]
.
(25)
On the right side of Eq. (23), the term αQ0 is nothing but
the averaged value of the occupation number for a single
time period as is obtained in [25](see Eq. (73)[25]) and
is given as
αQ0 = 1/2 +
2Γ
pi
∑
m
J2m(x)
2Γ
arctan[
µ−mΩ
Γ
]. (26)
In FIG.3, the behavior of the occupation of the dot is
plotted with U(Up) and µ(Down). The up plot shows
the behavior of the dot occupation for very small fre-
quency of the external field. Note that Qd varies very
sharp for small U values but saturates to the time aver-
aged value(0.5) when U is increased. This plot remains
unaltered as we increase time. The down plot shows
plot of the occupation of the dot with U for moderate
frequency(Ω = 0.3). Here one observes that plots for dif-
ferent Us meet at µ = 0 and the corresponding value is
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FIG. 5. Up: Plot of the power delivered by the source of
the periodic field with U for µ = 4, t = 5 and for very small
frequencies(0.01,0.02,0.03,0.04,0.05). All quantities are in the
unit of Γ. Down: Plot of the power with U for moderate
frequency Ω = 0.3 and for different times t = 1, 4, 8, 12, 16.
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FIG. 6. Up: Plot of left lead energy flux with U for three
different values of the frequency Ω and µ = 4, t = 5. All
quantities are in the unit of Γ.
Qd = 0.5(the average value of Qd.) This behavior changes
as we go to the high frequency regime of the drive and
/or change time.
The particle flux of the left lead for fL(ω) = fR(ω) =
f(ω) is (see Eq. (5))
IL(t) = −ΓL
Γ
dQd(t)
dt
=
ΓLΩ
Γ
[∑
l
l
(
αQl sin[lΩt] + β
Q
l cos[lΩt]
)]
(27)
Eq. (27) gives the expression of time dependent particle
flux. In FIG. 4, the variation of the particle flux with U
is shown for very low frequencies of the drive. Although
the variation is small for the smaller U values, the flux
drops down to zero for larger U. Contrary to the case of
6the low energy case, the behavior changes completely for
moderate and high frequency ranges, which depends very
much on the time t.
Following the same trick, we write the power developed
in the system by the source of time dependence(Eq. (19))
for common Fermi function i.e fL(ω) = fR(ω) = f(ω) as
follows
Pd(t) = −UΩ
2
αQ0 sin[Ωt]
+
UΩ
4
∑
l
(
∆αQl sin[lΩt] + ∆β
Q
l cos[lΩt]
)
, (28)
where we have used
∆αQl = α
Q
l+1 − αQl−1
∆βQl = β
Q
l+1 − βQl−1 (29)
and also using (24) we have
αQl±1 =
∑
m
2Γ
pi
αm+l±1,m
βQl±1 =
∑
m
2Γ
pi
αm+l±1,m. (30)
In FIG. 5, we have shown plots for the power with U.
Here in the upper plot, we can see that in the very low
frequency regime, the sign of the power is always -ve
even if we increase time. However, for moderate frequen-
cies, we have shown (in the down figure), that the power
changes sign when time is varied. In the moderate fre-
quency regime, thus we get change in the direction of the
power as we change time. This is true for the time aver-
aged power as well[25]. In [25], the time average power is
plotted for a high frequency Ω = 2 of the drive. Even for
the averaged power, for Ω = 0.03, the power as negative.
As we increase frequency from Ω = 0.03, the average
power becomes +ve. Similarly, in our case the direction
of the power depends on the frequency of the drive and
also on the time t.
Finally, for the completeness we need a similar analysis
for the left lead energy flux. From Eq. (7), we write for
fL(ω) = fR(ω) = f(ω),
IEL (t) = I
E,0
L (t) +
∑
l
αEl cos(lΩt) +
∑
l
βEl sin(lΩt),
(31)
where
IE,0L (t) = 2ΓLUα
Q
0 cos(Ωt)
− 2ΩΓL
pi
∑
m
mJ2m(x) arctan(
µ−mΩ
Γ
) (32)
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FIG. 7. Plot of left lead energy flux with U for six different
values of time t. Here we have considered µ = 4 and Ω = 0.3.
and
αEl = ΓLU
(
αQl−1 + α
Q
l+1
)
− ΓLΩ
∑
m
mJl+m(x)Jm(x)
×
( 2
pi
arctan(
µ−mΩ
Γ
)− 1
)
βEl = −ΓLU
(
βQl−1 + β
Q
l+1
)
− ΓLΩ
pi
∑
m
mJl+m(x)Jm(x)
log[Γ2 + (µ−mΩ)2]. (33)
From Eqs. (32),(33) and (24) one observes that the left
lead energy flux is represented in terms of the coefficients
used to discuss the left lead particle flux. The expres-
sion of the energy flux in Eq. (31) provides the time
dependent energy flux when the reservoirs are at com-
mon temperature(and also T → 0) and common chemical
potentialµ. In FIG. 6 we have presented the variation of
the left lead energy flux with U for a very low frequency of
the time dependent field. In the low frequency(Ω ∼ 0.01)
range the energy flux is always positive and does not
change sign when time is changed. On the other hand,
when the frequency of the drive is increased(Ω = 0.3),
the energy flux changes sign from +ve to -ve and again
-ve to +ve as we change time. For example in FIG.7, we
have presented plot for which t = 1, 4, 8, 12, 16 and the
energy fluxes change sign. As long as we stay in the low
frequency regime, our results will be unaltered as time
changes. Another important aspect is that, we can show
from Eqs. (31), (32) and (33) that the right lead energy
flux can be obtained by changing ΓL → ΓR. As evident
from (4) that ΓL and ΓR are associated to the density of
states of that leads, which lead would contribute much to
the energy transport depends on how strong it is coupled
to the dot.
It is also important to comment here that the tunneling
energy flux of the left lead under common chemical po-
tential and common temperature of both reservoirs can
be obtained as(see appendix ())
IEtun,L(t) = d(t)IL(t)− IEL (t). (34)
This expression of the left lead tunneling energy flux
shows that the knowledge of IEL (t) and IL(t) is enough
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FIG. 8. Plot of left lead tunneling flux with U for different
values of Ω. Here we have considered µ = 4 and t = 5.
to know the behavior of the tunneling flux. The left lead
tunneling flux for the low frequency limit is plotted in
FIG.8. As one can see it is -ve for this low frequency
limit(and remains unaltered with change in time). With
increasing frequency of the drive the sign of this flux os-
cillates as time changes.
CONCLUSION
In this paper, we have considered an open quantum
system containing a single level quantum dot , which is
connected to two fermionic reservoirs via two metallic
leads. The central part(the quantum dot) of the sys-
tem is further perturbed by a time periodic electric field,
which modifies the energy levels of the dot and makes
the whole problem time dependent. In this time depen-
dent system, the particle flux corresponding to a lead
is computed considering the time derivative of the num-
ber operator of that particular lead. Furthermore, time
derivatives of different parts of the Hamiltonian give en-
ergy fluxes related to that part of the system. Apart
from these fluxes, the variation of the occupation num-
ber with time is presented. Similar treatment is done
for the power delivered from the source of the time de-
pendence towards the leads. One finds contribution from
all harmonics of Ω, in the expressions of the dot occupa-
tion, power, particle and energy fluxes. In our problem
we treat the two reservoirs to be at a common chemi-
cal potential µ and the temperature difference T → 0.
In the low frequency regime of the applied field, we get
a directed energy flow irrespective of the time. As we
increase frequency, in the moderate frequency range, the
direction of the energy flow can change sign depending
on the time t.
The novelty of this paper lies in the fact that it pro-
vides the time dependent fluxes in a simple form. As one
can see in section IV, we have derived all time dependent
quantities in a very simple form when the temperature
and chemical potentials of the two reservoirs are the
same and the common temperature → 0. Within this
scenario, it is possible to express the fluxes in terms of
the different harmonics of the applied oscillatory field.
The difference of the present paper with Reference [25]
is that, in [25], we had calculated the time averaged
results of the fluxes(which are time independent and
also contains integration over ω and time). From [25],
although we had commented on the transmission, it was
hard to comment on the behavior of the fluxes as those
involve an integration over ω and the integrand involves
the Greens functions as well as Fermi distribution
functions. In the limit of common temperature and
common chemical potentials of the two reservoirs and at
T → 0, the Fermi functions become δ functions and this
eventually help us to have simple forms of the fluxes.
The presented and discussed results can be useful for
planning and analyzing experiments in the fields of
quantum thermodynamics and time-dependent quantum
transport.
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Necessary steps for the calculation of particle flux
The particle and energy fluxes in the simple junction,
is derived using the Keldysh Green’s functions in the time
domain. The particle flux into the left lead is obtained
from the time derivative of the particle number of the left
lead [24, 25]. Finally one can write the Particle current
in terms of the Green’s function of the dot as
IL(t) = 〈
d
dt
∑
k
c†kck〉
=
∫
dt1[ΣL(t, t1)Gdd(t1, t)−Gdd(t, t1)ΣL(t1, t)]< .
(35)
Here in Eq. (35), ΣL(t, t
′) is the self energy due to the
tunnel coupling with the left lead,
ΣL(t, t
′) =
∑
k
|Vk|2gk(t, t′) , (36)
with gk(t, t
′) as the Green’s function of the decoupled left
lead and is defined as follows
g
r(a)
k (t− t′) = ∓iΘ(±t∓ t′)〈{ck(t), c†k(t′)}〉
= ∓iΘ(±t∓ t′)e−ik(t−t′) , (37)
and
g<k (t− t′) = if(k)e−ik(t−t
′) , fL(k) = 〈c†kck〉 , (38)
where we have indicated retarded (advanced) Green’s
function by the superscript r(a) and the correspond-
ing change in the right hand side is the change of
sign(corresponds to the upper (lower) sign on the right
hand-side). In (38),
fL(R)(ω) = [e
(ω−µL(R))/(kBTL(R)) + 1]−1 (39)
is the Fermi distribution function for the left and right
lead. Gdd(t, t
′) is the Green’s function of the dot and is
defined in Eq. (42). The lesser Green’s function of the
product of two Green’s function (as is there in Eq. (35))
is found by using the Langreth rule [4] where for two
Green’s function A and B, one has (AB)< = ArB< +
A<Ba, with Ar,a,< are the retarded, advanced and lesser
Green’s functions respectively. The particle flux of the
9right lead can be obtained from Eqs. (35) and (36) by
interchanging L⇔ R and k⇔ p.
Using the wide-band limit, in which the densities of
states in the reservoirs are assumed to be independent of
the energy [1, 2], we have
Σ
r(a)
L (t, t
′) = ∓iΓLδ(t− t′)
Σ<L (t, t
′) = 2iΓL
∫
dω
2pi e
−iω(t−t′)fL(ω) . (40)
Applying the Langreth rule, to Eq. (35), and substi-
tuting Eqs. (40), we find[6]
IL(t) = 2iΓL
(∫ dω
2pi
fL(ω)[
e−iω(t−t1)Gadd(t1, t)− e−iω(t1−t)Grdd(t, t1)
]−G<dd(t, t)) .
(41)
The time-dependent particle current into the right lead
is derived from Eq. (41) by interchanging L ⇔ R and
k⇔ p.
The Dyson’s Eq. for the Green’s function of the dot
is,
Gdd(t, t
′) =gd(t, t
′) +
∫
dt1dt2gd(t, t1)Σ(t1, t2)Gdd(t2, t
′),
(42)
with
Σ(t, t′) = ΣL(t, t
′) + ΣR(t, t
′), (43)
where ΣL(R)(t, t
′) is defined in (36). Here,
g
r(a)
d (t, t
′) = ∓iΘ(±t∓ t′) exp
[
− i
∫ t
t′
dt1d(t1)
]
, (44)
which is the retarded(advanced) decoupled Green’s func-
tion of the dot. Also, g<d (t, t
′) = 0, since the dot is as-
sumed to be empty in the decoupled junction. The re-
tarded and advanced Green’s function of the dot can be
obtained from Eq. (42) as
G
r(a)
dd (t, t
′) = ∓iΘ(±t∓ t′)
× exp
[
− i
∫ t
t′
dt1d(t1)∓ Γ(t− t′)
]
. (45)
Similarly the lesser Green’s function of the dot is
G<dd(t, t) = i
∫ t
dt1e
−2Γ(t− t1)
∫ t1
dt2
×
(
Grdd(t1, t2)Σ
<(t2, t1)− Σ<(t1, t2)Gadd(t2, t1)
)
(46)
and thus
G<dd(t, t
′) =
∫
dt1
∫
dt2G
r
dd(t, t1)Σ
<(t1, t2)G
a
dd(t2, t
′).
(47)
The electronic occupation on the dot can be obtained as
Qd(t) = −iG<d (t, t) =
∫ t
dt1e
−2Γ(t− t1)
∫ t1
dt2
(
Grdd(t1, t2)Σ
<(t2, t1)− Σ<(t1, t2)Gadd(t2, t1)
)
.
(48)
Differentiating Eq. (48) with respect to t, we get
−dQd(t)
dt
= 2ΓQd(t)−
∫ t
dt1
(
Grdd(t1, t2)Σ
<(t2, t1)
− Σ<(t1, t2)Gadd(t2, t1)
)
, (49)
Using Eq. (49) in (3) we get Eq. (5).
Derivation of Equation (34)
The temporal variation of the tunneling part of the
Hamiltonian provides tunneling energy flux as follows
IEtun,L(t) = d(t)IL(t)− IEL (t)
+
∑
k,p[V
∗
k VpG
<
kp(t, t)− VkV ∗pG<pk(t, t)] , (50)
The Dyson Eqs for Gkp and Gpk are obtained as
Gkp(t, t
′) = VkV ∗p
∫
dt1
∫
dt2gk(t, t1)Gdd(t1, t2)gp(t2, t
′)
Gpk(t, t
′) = VpV ∗k
∫
dt1
∫
dt2gp(t, t1)Gdd(t1, t2)gk(t2, t
′) . (51)
Using (50),(51) and (11), we finally can write the tun- neling energy in the following form
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IEtun,L(t) = d(t)IL(t)− IEL (t)
+ 2ΓLΓR
∫
dω
2pi
(
fR(ω)− fL(ω)
)∫
dt1
[
e−iω(t1−t)Grdd(t, t1) + e
−iω(t−t1)Gadd(t1, t)
]
. (52)
For common Chemical potential of the two reservoirs, from Eq. (52) we get Eq. (34) of the main text.
