Next generation high-performance RDMA-capable networks will require a fundamental rethinking of the design and architecture of modern distributed DBMSs. These systems are commonly designed and optimized under the assumption that the network is the bottleneck: the network is slow and "thin", and thus needs to be avoided as much as possible. Yet this assumption no longer holds true. With InfiniBand FDR 4x, the bandwidth available to transfer data across network is in the same ballpark as the bandwidth of one memory channel, and it increases even further with the most recent EDR standard. Moreover, with the increasing advances of RDMA, the latency improves similarly fast. In this paper, we first argue that the "old" distributed database design is not capable of taking full advantage of the network. Second, we propose architectural redesigns for OLTP, OLAP and advanced analytical frameworks to take better advantage of the improved bandwidth, latency and RDMA capabilities. Finally, for each of the workload categories, we show that remarkable performance improvements can be achieved.
INTRODUCTION
In this paper, we argue that the current trend towards high-performance Remote Direct Memory Access (RDMA) capable networks, such as InfiniBand FDR/EDR, will require us to fundamentally change the design of modern distributed in-memory database systems. Modern distributed in-memory DBMSs are built on the assumptions that the network is a major bottleneck [8] . As a consequence, these systems try hard to avoid communication between machines, using techniques such as complicated partitioning schemes [43, 39, 16, 56] , semi-reductions for joins [44] and complicated pre-processing steps [41, 46] . Yet, with the nascent modern network technologies, the assumption that the network is the bottleneck no longer holds true.
Even today, with InfiniBand FDR 4x [7] the bandwidth available to transfer data across network is in the same ballpark as the bandwidth of one memory channel. For instance, DDR3 memory bandwidth currently ranges from 6.25 GB/s (DDR3-800) to 16.6 GB/s (DDR3-2133) [1] per channel, whereas InfiniBand has a specified bandwidth of 1.7 GB/s (FDR 1×) to 37.5 GB/s (EDR 12×) [7] per NIC port (see Figure 1 ). At the same time, particularly for smaller deployments, InfiniBand is becoming increasingly affordable. For example, a small cluster with 8 servers, 2× Xeon e5 v2 CPUs per machine, 10 cores per CPU, 2 TB of DDR3-1600 memory and InfiniBand FDR 4× interconnects and 2-port NICs [7] costs under $80,000, with roughly $20,000 for the switch and NICs. In this configuration, the bandwidth used to transfer data across the network is as fast as the memory bandwidth of one memory channel (13.6 GB/s for network vs. 12.8 GB/s for memory). However, modern systems typically support 4 memory channels per socket, leading to a higher aggregated bandwidth of 51.2 GB/s for a machine with 12.8GB/s per socket. Thus, today 4 dual-port FDR NICs with 4x (link aggregation) provide roughly the same bandwidth.
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Even more surprisingly, the CPU-memory bandwidth is half-duplex, while InfiniBand and PCIe are full-duplex. That is, if the same amount of data is written as read, only two NICs would be sufficient to match the CPU-memory bandwidth. In addition, Mellanox recently announced their new InfiniBand EDR products that achieve 25GB/s on using dual-port cards; enough to achieve the same bandwidth even with a single NIC (assuming again simultaneous reads and writes). We expect that a similar fast networking technology will also be affordable for Ethernet networks soon [50, 6, 21] .
Another important factor is that with major advances in remote direct memory access (RDMA), the network latency also improves quickly. Our recent experiments with InfiniBand FDR 4x showed that the system requires ≈ 1 micro seconds to transfer 1KB of data using RDMA, compared to ≈ 0.08 micro seconds required by the CPU to read the same amount of data from memory. With only 256KB, there is virtually no difference between the access time since the bandwidth starts to dominate the transfer time. Yet, we do not argue that the network latency will become as fast as the memory latency. In fact, we believe that cache-and memory-locality will remain important even for distributed in-memory databases since the network is becoming less of a bottleneck and CPU-efficiency becomes more important.
Furthermore, memory prices continue to drop, making it feasible to keep even large data sets entirely in memory with just a few machines (see [4] ), removing the diskbottleneck. With fast networks, the whole system becomes more balanced and much more attention has to be given to register locality, cache-misses, and efficient CPU usage (SIMD). However, it is wrong to assume that the fast network changes the cluster to a shared memory architecture because: (1) RDMA-based memory access is very different from a direct memory access in a NUMA architecture, (2) the latency between machines is still significantly higher to access a single (random) byte than with today's NUMA systems, and most importantly, (3) in a NUMA architecture hardware-embedded coherence protocols ensure data consistency, which is not supported with RDMA. Instead, data is always copied. Clusters with RDMA-capable networks are most similar to a hybrid shared-memory and messagepassing system: it is neither a shared-memory system (as several address spaces exist) nor a pure message-passing system (as data can be directly accessed with RDMA).
Consequently, we believe there is a need to critically rethink the entire distributed database architecture to take full advantage of the next generation of network technology. For example, given the fast network, it is no longer obvious that avoiding distributed transactions is always beneficial. Similarly, distributed storage managers, distributed index structures and join algorithms should no longer be designed to avoid communication at all costs [41] , but instead consider the multi-core architecture and caching effects more carefully even in the distributed environment.
This paper makes the following contributions: • We present micro-benchmarks to describe the basic performance characteristics of InfiniBand (Section 2) for one of the latest InfiniBand standards, FDR 4x.
• We argue why distributed DBMSs for OLTP have to change (Section 3). In particular, we show why the common wisdom that 2-phase-commit is not scalable does not hold true for low-latency RDMA-enabled networks. In fact, our initial evaluations show linear scale-up to 1.5 Million transactions per second (trx/s) using InfiniBand compared to 24,000 trx/s using the traditional IP stack.
• We show why OLAP systems also have to change (Section 4), using distributed join algorithms as an example. We show again significant performance improvements by proposing a new RDMA-based join algorithm.
• We demonstrate that systems for advanced analytics, especially for machine learning (ML), also have to be redesigned to take full advantage of Infiniband (Section 5).
BACKGROUND
Before we make a detailed case why the distributed database architecture has to fundamentally change to take advantage of the next generation of network technology, we provide some background information on the characteristics of InfiniBand and RDMA. Additionally, we present a set of micro-benchmarks that showcase the characteristics of this network technology and discuss how this will impact the design of distributed database systems.
InfiniBand and RDMA
In the past, InfiniBand used to be a very expensive, high bandwidth, low latency network for large cluster deployments which was most commonly found in high-performance IPoIB implements a classical TCP/IP stack over InfiniBand and makes it easy to run existing socket-based applications. As with Ethernet-based networks, data is copied by the application into operating system buffers and the kernel processes the buffers by transmitting packets over the network. This allows existing socket-based applications to run on InfiniBand without modifications. While providing an easy migration path from Ethernet to InfiniBand, our experiments will show that IPoIB is unable to fully leverage the network fabric.
RDMA provides so called RDMA verbs which define the networking API for the application. RDMA verbs enable data transfers that use processing capabilities of an RDMA NIC (RNIC) without operating system involvement, which is key for achieving low latencies. However, for leveraging RDMA verbs, the programming model for application changes dramatically (see RDMA Details below).
InfiniBand provides two communication models: one-sided and two-sided verbs. One-sided RDMA verbs (RDMA Write, Read, and atomic operations) are executed without involving the CPU of the remote machine. RDMA Write (WRITE) and Read (READ) operations allow a machine to write (read) data into (from) the remote memory of another machine. Atomic operations (fetch-and-add, compare-and-swap) allow remote memory to be modified atomically. Two-sided verbs (SEND and RECEIVE) enable applications to implement an RPC-based communication pattern that resembles the socket API. Unlike the first category, two-sided operations involve the CPU of the remote machine.
RDMA Details: Connections in RDMA are implemented using queue pairs (i.e., a send and a receive queue). Queue pairs are created by the application on the client and the server while the RNICs handle the state of the queue pairs.
The general communication pattern is that a client creates a request called a Work Queue Element (WQE) which specifies the verb and other parameters (e.g., a remote memory location). The client puts the WQE into a send queue and informs the local RNIC via PIO (Programmed IO) to process the WQE and send the request to the remote RNIC. WQEs can be sent either signaled or unsignaled. Signaled means that the local RNIC pushes a completion event into a client's completion queue (CQ) via an DMA write once the WQE has been processed by the remote side.
For one-sided verbs, the WQEs are handled by the remote NIC without interrupting the remote CPU using a DMA operation on the remote side (called server). However, as a caveat when using one-sided operations, a memory region must be registered to the local and remote RNIC to be accessible by DMA operations (i.e., the RNIC stores the virtual to physical page mappings of the registered region). In case of two-sided verbs, the server does not need to register a memory region but it must put a RECEIVE request into its receive queue to handle a SEND request from the client. Figure 2 shows the processing steps of a (one-sided) RDMA WRITE verb on the client and the server side: (1) the client sends the WQE to the local RNIC using PIO, (2) the local RNIC reads the data directly via DMA read from a registered local memory region and (3) sends the data to the remote RNIC. (4) The remote RNIC then writes the data to a given location in a registered remote memory region using a DMA write on the server side. (5) In a reliable connection, the remote RNIC sends an RDMA ACK to the client. For a signaled WRITE, the local RNIC pushes the completion event into the CQ once the RDMA ACK has arrived from the remote RNIC (6) .
Since queue pairs process their WQEs in FIFO order, a typical pattern to reduce the overhead on the client side and to hide latency is to use selective signalling. Selective signalling means that n − 1 WQEs are sent unsignaled while the n-th WQE is sent signaled. Once the completion event for the n-th WQE arrives, the client implicitly knows that the previous n − 1 WQEs have also been successfully processed. That way, computation and communication on the client can be efficiently overlapped without expensive synchronization mechanisms.
Another interesting aspect is how RDMA operations of an RNIC interfere with operations of the CPU if data is concurrently accessed by the CPU and the RNIC. For nonatomic RDMA operations, RNICs do not give any guarantees; i.e., the RNIC might read a different value from the same memory location as the CPU if data is in the CPU caches. This must be considered when designing distributed RDMA-based algorithms. However, for RDMA atomic operations some RNICs (e.g., the Mellanox Connect X3 RNIC) force a CPU cache flush over the PCIe bus before reading data from a given memory location and thus guarantee that the RNIC always sees the most recent value.
Micro-Benchmarks
In this section, we show the results of our micro-benchmarks with InfiniBand FDR 4x. The main goal here is to dissect the basic properties (i.e., throughput and latency) of the two InfiniBand-based communication stacks (IPoIB and RDMA) to derive design decisions for distributed databases on InfiniBand. Moreover, we also compare IPoIB and RDMA to a classical TCP/IP stack over 1Gbps Ethernet (IPoEth). It is clear that a 1Gbps Ethernet network will have much lower throughput than an InfiniBand FDR 4x network. However, an interesting question is whether IPoIB behavior is closer to a classical Ethernet-based TCP/IP stack or if it can efficiently leverage the high bandwidth/low-latency of the RDMA-based stack with low CPU overhead.
Experimental Setup: In our micro-benchmarks we used two machines with an Intel Xeon E5-2660 v2 processor and 256GB RAM. Both machines are equipped with a Mellanox Connect IB FDR 4x dualport RNIC connected to the same InfiniBand switch. Each port of the RNIC has a bandwidth of 54.54Gbps (6.8 GB/s) and supports a full-duplex mode. Additionally, each machine has a 1Gb Ethernet NIC (with only one port) also connected to the same Ethernet switch. As a software stack, each machine runs Ubuntu Server 14.04 and uses the OFED 2.3.1 driver for the RNIC. In all our experiments, we use one port on the RNIC to better compare the InfiniBand results to the results of the classical Ethernet stack (especially the overhead per message call). Moreover, all micro-benchmarks have been executed in a single-threaded mode. Multi-threaded experiments are shown in the subsequent sections since here we want to compare only the basic network properties here.
Throughput and Latency (Figure 3) : This experiment shows the results for the throughput and latency of the different communication stacks for different message sizes ranging from 32B up to 64MB to simulate the characteristics of different workloads (OLTP and OLAP). For RDMA, we only show the results for signaled READs, WRITEs, SENDs and RECEIVEs. We also measured the RDMA atomic operations, but since they only support a maximal message size of 8B and show the same latency and throughput as 8B READs, we omitted the results from the figure.
While all RDMA verbs saturate the InfiniBand network bandwidth of approximately 6.8GB/s for message sizes greater than 2KB, IPoIB only achieves a maximal throughput of 3.5GB/s even though it uses the same InfiniBand hardware as RDMA. Moreover, the latency of a message (i.e., 1/2 RTT) over IPoIB is also higher than for RDMA. In fact, for small message sizes, the latency of IPoIB is much closer to the latency of the 1Gbps Ethernet network (IPoEth). For example, for a message size of 8B the latency is 20µs for IPoIB and 30µs for IPoEth while a WRITE only takes 1µs. The reason is that the TCP/IP stack for IPoIB has a very high CPU overhead per message for small messages (as we will show in the next experiment in Figure 4 ). For larger message sizes (≥ 1MB), the latency of IPoIB is again closer to RDMA; however, it is still a factor of 2.5× higher than for RDMA. For example, a 1MB message has a latency of 393µs on IPoIB while it has only 161µs for RDMA verbs. For RDMA atomic operations, the latency is the same as for an RDMA READ of 8B.
An interesting result is that a WRITE and a SEND take only 1µs for message sizes less than 256B while a READ needs 2µs. The reason is that for WRITEs and SENDs, a payload of less than 256B can be inlined into the initial PIO (see step 1 in Figure 2 ) and thus the DMA read (step 2) can be skipped [35] .
CPU Overhead (Figure 4) : In this experiment, we compare the per message overhead (in CPU cycles) caused by the communication operations of different communication stacks on the client and the server side. Again, we vary the message sizes as in the experiment before. Figure 4 shows that RDMA has a constant overhead on the client and the server side that is independent of the message size. The reason is that the costs of registering a WQE on the RNIC is independent of the message size. The actual data transfer is executed by the RNIC which acts as a coprocessor to handle the given WQE. On the client side the overhead is around 450 cycles independent of the RDMA verb used. The CPU overhead for atomic operations is actually the same. Moreover, as expected, on the server side only the RECEIVE verb causes a CPU overhead. All other verbs that are one-sided (READ/WRITE and the atomic operations) do not cause any overhead on the server side.
The overhead of IPoIB is very different from that of RDMA. In fact, it is much more similar to the overhead of the classical Ethernet-based TCP/IP stack (IBoEth). The major difference to RDMA is that for IPoEth and IPoIB the per message overhead actually grows linearly with the message size once the message size exceeds the TCP window size (which was the default value of 1488B for IPoEth and 21888B for IPoIB in our experiment). Even more interesting is that for small message sizes, the per message overhead of IPoIB is even higher than for IPoEth. For example, an 8B message needs 7544 cycles for IPoEth and 13264 cycles for IPoIB.
Conclusions: Our micro-benchmarks have shown that relying merely on IPoIB for distributed DBMSs without making suitable changes to their design will not suffice to leverage the full potential of InfiniBand. Even worse, the high CPU overhead of IPoIB for small message sizes may even cause a negative impact when running an existing distributed database system using IPoIB. In the following sections, we will argue that the architecture of distributed database systems must be reconsidered to make the best use of Infiniband and RDMA.
THE CASE FOR OLTP
The traditional wisdom is that distributed transactions, particularly when using 2-phase commit, do not scale [51, 27, 49, 16] . In this section, we first argue why 2PC does not scale for Ethernet and then explain why it is no longer the case if RDMA-capable networks are fully leveraged.
Why 2PC does not scale
In the following, we discuss a number of factors that hinder the scalability of distributed transaction.
Increased Contention Likelihood
The increased transaction latencies due to message delays increase the chance of contention and aborts. As outlined in Section 2, the average latency for small one-way messages over Ethernet is roughly 35µs, whereas the actual work of a transaction nowadays ranges from 10-60µs if no disk or network is involved as is often the case for centralized inmemory database systems 2 [27, 20] . That is, for shortrunning transactions, the dominant factor for latency is the network and 2PC just amplifies the bottleneck. Figure 5 (a) shows a traditional (simplified) protocol using 2-phase commit with generalized snapshot isolation (SI) guarantees [32, 19] , assuming that the data is partitioned across the nodes and without considering the read-phase (see also [13, 14, 42] ). That is, we assume that the client, e.g., an application server, has read all the necessary records to issue the full transaction using a (potentially older) readtimestamp (RID), which guarantees a consistent view of the data. After the client finishes reading the records, it sends the commit request to the transaction manager (TM) [oneway message 1]. While Figure 5 (a) only shows one TM, there can be more, evenly distributing the load across nodes.
As a next step, the TM requests a commit timestamp (CID) [round-trip message 2]. In this paper, we assume that globally ordered timestamps are given out by an external service, as suggested in [13] or [14] . As the timestamp service implementation is orthogonal, we simply assume that the timestamp service is not a potential bottleneck and discuss alternatives in Section 3.3.
After the TM received the CID, it prepares the other nodes involved in the transaction through prepare messages to the resource managers (RM) as part of 2PC [round-trip message 3]. Every RM prepares the records of the write-set, which are in its partition, by checking if the records have been modified since they have been read by the transaction and by acquiring a lock per tuple to prevent updates by other transactions after the validation [31] . This normally requires checking if any of the records of the write-sets has a higher CID than the RID.
If the TM was able to prepare all involved RMs, the transaction can be committed by sending a commit message to all RMs [round-trip message 4], which installs the new version (value and commit-timestamp) and releases the locks. Moreover, in order to make the new value readable by other transactions, TM needs to wait until the second phase of 2PC completes [message 4], and then inform the timestamp service that a new version was installed [one-way message 5]. For the remainder, we assume that the timestamp service implements a logic similar to [13] or Oracle RAC [42] to ensure the snapshot isolation properties. That is, if a client requests an RID, the timestamp service returns the largest committed timestamp. Finally, the TM notifies the client about the outcome of the transaction [one-way message 6].
Overall the protocol requires 9 one-way message delays if done in the previously outlined sequential order. However, some messages can be done in parallel: the committimestamp [message 2] can be requested in parallel to preparing the resource manager [message 3] as the commit-timestamp is not required until the 2nd phase of 2PC [message 4]. This simplification is possible since we assume blind writes are not allowed, therefore a transaction must read all data items (and their corresponding RID) in its working set before attempting to commit. Similarly, the client can be informed [message 6] in parallel with the 2nd phase of 2PC [message 4]. This reduces the number of message delays to 4 until the client can be informed about the outcome (one-way message 1, round-trip 3, one-way message 5), and to at least 6 
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Timestamp Service (b) RSI Protocol Figure 5 : Distributed Commit Protocol for SI until the transaction becomes visible to other transactions (one-way message 1, round-trips 3 and 4, one-way message 6). Comparing 6 message delays to the cost of a transaction processing in a centralized database system where the client only has to contact the server, requiring 2 message delays only until the client can be informed about the outcome and 1 message delay until a transaction becomes visible, represents a severe increase in the transaction execution time.
In order to model the contention rate effect, we assume an M/M/1 queue X to estimate the number of waiting, i.e., conflicting, transactions for a given record r with some arrival rate λ. With this model, a 6× increase in transaction processing time (i.e., also referred to as service time t) yields to a service capacity decrease of µ = 1/(6t)) and thus, an increased conflict likelihood of P (X >= 0) = 1 − P (X = 0) = 1 − (1 − λ/µ) = 6λt. However, a transaction rarely consists of a single record. With n records, the likelihood of a conflict increases to 1 − n P (X = 0) = 1 − (1 − 6λt) n , if we employ the simplifying assumption, that the access rate to all records is similar and independent. So the intuition that the likelihood of conflicts with 2PC increases dramatically is in fact true and a reason why 2PC is considered unscalable.
As shown in our micro-benchmarks in Section 2.2 the latency of small messages for IPoIB is almost as high as for IPoEth and thus the conflict likelihood will not significantly change. However, a redesign of the commit protocol to use RDMA verbs will decrease the conflict likelihood since their latency is much lower for small messages (see also Figure 3(b) ). Furthermore, recent work has shown that most conflicts can be avoided using commutative updates [9] . In fact, using newer consistency protocols, it is even possible to take advantage of non-blocking commutative updates while preserving limit constraints (e.g., the product stock is not allowed to fall below 0), high availability, and using no centralized coordination [30] .
CPU Overhead
The increased likelihood of conflicts is not the only reason why distributed transactions in general, and 2PC specifically, are doomed to be non-scalable. With an increasing number of server nodes the number of network messages also increases. In a centralized system, the database only has to handle 2 messages per transaction (i.e., the request and response to the client). If we assume, that the clients can be scaled independently from the server (and are not further considered), the server has to handle one receive message (mr) and one send message (ms) in the centralized case. Without RDMA, the receiver and the sender both have to spend CPU cycles for every message.
In our distributed scenario of Figure 5 (a) with one TM server and n involved RMs (n = 2 in Figure 5 (a)) every transaction requires mr = 2+4·n and ms = 3+4·n messages. Assuming that receives and sends are similarly expensive we get m = mr + ms = 5 + 8 · n, which is significantly more than the single or centralized case.
Let us assume that a transaction always has to access all n servers. Moreover, if we assume that every server has c cores (each of which is able to execute cyclesc per second) and a message costs cyclesm, then a very optimistic upper bound on the number of transactions per second is trxu = (c · cyclesc · (n + 1))/(5 + 8 · n) · cyclesm. On a modern 3 node cluster with 2.2GHz 8-core CPUs and assuming 3, 750 cycles per message (see Figure 4) , this leads to ≈ 647, 000 trx/seconds. More interestingly though, if we increase the cluster to 4 nodes with the same hardware configuration the maximal throughput goes down to 634, 000 Of course, these are only back-of-the-envelope calculations but they show that the message overhead essentially consumes all the added CPU power, making the system inherently unscalable (if the workload cannot be partitioned to avoid the message increase).
Message batching can help, but with increased batch sizes, the processing time per message also increases. Furthermore, without redesigning the protocol and data structures, the CPU overhead will remain one of the most dominant bottlenecks. For instance, as Figure 3 and Figure 4 show, the IPoIB implementation over our FDR network helps increase the bandwidth and reduce the latency compared to IPoEth, but it does not reduce the CPU overhead, and in some cases it may exacerbate the situation.
Thus, the traditional wisdom that distributed transactions, especially 2PC, do not scale is true. As a result, complicated partitioning schemes have been proposed to avoid distributed transactions as much as possible [16, 49, 56] . While it is a solution, it imposes a new set of challenges for the developer and some workloads (e.g., social-graph data is notoriously hard to partition).
Other factors
In contrast to the previous two arguments, other presumptions do not hold true. For example, it is sometimes argued that bandwidth is not sufficient to handle the onslaught of messages created by 2PC. However, in contrast to OLAP, messages are typically small, ranging from 64B to 1KB. Even if a transaction on average requires 9 messages and every message is 1KB, an of-the-shelf 10Gb Ethernet would be able to handle 145 million transactions (not even considering the capabilities of switches, which do not share the bandwidth between connections). Similarly, the protocol itself (not considering the message overhead) is rather simple and has no significant impact on the performance (in the end, 2PC is a simple check on whether a message arrived and what status it contained).
RSI: An RDMA-based SI Protocol
Fast networks such as InfiniBand are able to lift the two most important limiting factors: high message latency and
("Name1", "Address1") 0 23401 ("Name2", "Address2") 22112 ("Name2", "OldAddr") 1 24401 ("Name3", "Address3") 22112 ("Old3", "Old3") CPU-overhead. Traditional transaction protocols and corresponding data structures, however, were not designed with these new capabilities in mind. In Section 3.4 we will show that even with IPoIB these techniques are still severely limited. Therefore, we need to redesign distributed databases for the new requirements of RDMA. Figure 5 (b) shows our RDMA-based snapshot isolation protocol, called RSI.
At its core, we move the transaction protocol logic to the client (i.e., the client becomes the transaction manager) and make the servers "dumb" as their main purpose becomes offering their main memory to the clients through RDMA operations. This is in sharp contrast to the prevalent dumbclient/smart-server architecture. The whole design is very similar to the one in [13] but optimized for direct memory access rather than cloud services. Moving the logic to the client has several advantages. Most importantly, scale-out becomes much easier; all CPU-intensive operations are done by the clients, which are easy to add. The throughput of the whole system is only limited by the number of RDMA requests that the servers RNICs (and of course, the router) can handle. As it is also possible to add several RNICs to one machine, the whole architecture can be considered as highly scalable (see also Section 3.4). But the architecture has other advantages, as well: (1) Load-balancing is easier since transactions can be executed on any node independent of the location of the data. (2) Latencies are reduced as the client can fetch the data directly from the servers.
In the following we explain the RSI protocol and the storage layout in detail. As before, we assume that reads already have happened and that the transaction has an assigned read timestamp, RID. As a first step, the client, which in our architecture directly acts as the TM, contacts the timestamp service to receive a new commit timestamp CID. This operation can be efficiently implemented using an RDMA atomic fetch-and-add operation [round-trip message 1], as the service only needs to atomically increase and fetch the current commit-counter to give out a new commit id. We will later discuss alternatives to avoid this becoming the dominant bottleneck.
Next, the client has to execute the first phase of 2PC and check if the version has not changed since it was read (i.e., validation phase of 2PC). As before, this operation requires a lock on the record to prevent other transactions from changing the value after the validation and before the transaction is fully committed. In a traditional design, the server would be responsible of locking and validating the version. In order to make this operation more efficient and "CPU-less", we propose a new storage layout to allow direct validation and locking with a single RDMA-operation shown in Table 1 . The key idea is to store up to n versions of a fixed-size record of m-bits length in a fixed-size slotted memory record, called a "record block", and have a global dictionary (e.g., using a DHT) to exactly determine the memory location of any record within the cluster. We will explain the global dictionary and how we handle inserts in the next subsections and assume for the moment, that after the read phase all memory locations are already known. How many slots (i.e., versions) a record block should hold depends on the update and read patterns as it can heavily influence the performance. For the moment, assume that every record has n = max(16KB / record-size, 2) slots for different record versions and that every read retrieves all n slots. From Figure 3(b) we know that transferring 1KB to roughly 16KB makes no difference in the latency and making n any smaller has essentially no benefits latency-wise.
The structure of a slot in memory is organized as follows: the first bit is used as a lock (0=no-lock, 1=locked) while the next 63 bits contain the latest commit-id (CID) of the most recent committed record, followed by the payload of the record, which is again followed by the second latest CID and payload and so on, up to n records. Using this data structure, the TM (i.e., the client) is directly able to validate and lock a record for a write through a compare-and-swap on the first 64 bits [round-trip message 2]. For example, assume that the client has used the RID 20003 to read the record at memory address 1F (e.g., the first row in Table 1 ) and wants to install a new version with CID 30000. A simple RDMA compare-and-swap operation on the first 64 Bits of the record at address 1F with test-value 20003, setting it to 1 << 63|20003), would only acquire the lock if the record has not changed since it was read by the transaction, and fails otherwise. Thus, the operation validates and prepares the resource for the new update in a single round-trip. The TM uses the same technique to prepare all involved records (with SI inserts always succeeding).
If the compare-and-swap succeeds for all intended updates of the transaction, the transaction is guaranteed to be successful and the TM can install a new version. The TM therefore checks if the record block has a free slot, and, if yes, inserts its new version at the head of the block and shifts the other versions to the left. Afterwards, the TM writes the entire record block with a signaled WRITE to the memory location of the server [message 3].
Finally, when all the writes have been successful, the TM informs the timestamp service about the outcome [message 3] as in the traditional protocol. This message can be sent unsignaled. Overall, our RDMA-enable SI protocol and storage layout requires 3 round-trip messages and one unsignaled message, and does not involve the CPU in the normal operational case. As our experiments in Section 3.4 will show, this design enables new dimensions of scalability. However, it also raises many future research challenges, which we will describe next.
Issues & Future Directions
Global Dictionary: The commit protocol requires knowing the exact memory location for every record block. This is not trivial as the dictionary has to be small enough to be hosted on every machine and needs to be kept up-to-date. In our current implementation, we simply use two consistent hash-functions: the first hash function determines the server for every key and the second one determines the memory location on the server. In the case of a collision, we simply take the next slot in the memory region (i.e., reads might take several round-trips). However, many alternative designs are Another possibility is to use RPC calls (e.g., using two-sided SEND/RECEIVE operations) for the first requests, which return the payload and the memory location so that subsequent requests can use RDMA.
Reads, Overflows and Garbage Collection: If the global dictionary determines the exact memory location, reads can be done with a single READ and, thus, be significantly more efficient and faster than RPC-based alternatives. So far we assumed that the client always reads the full record block and that the number of slots (i.e., versions) is fixed. Both assumptions can become problematic. First, mechanisms are required to deal with large reads (e.g., a table scan) and overflows (e.g., no empty slot). One idea is that large reads are sent as a 2-sided verb, rather than trying to do them over a single sides RDMA call. Here the interesting research challenge is to determine what is better done over RDMA and what on the server. If no empty slot exists, there also has to be an overflow mechanism (e.g., a pointer at the end to another record block), which again can increase the number of RDMA requests, making it extremely important to keep the number of versions low. One idea is that the server CPUs can take care of that job: Instead of being directly responsible for the transaction processing, servers are now responsible for keeping their memory as efficient as possible for all clients. The challenge is that the system needs to guarantee that all active transactions are able to read a consistent snapshot. Here techniques from [29] or [14] might be applicable.
Inserts and Deletes: Inserts are like updates on an empty (with 0 initialized) record-block, whereas deletes can be achieved using flags. Both probably do not require new techniques.
Fault Tolerance: So far, we were only concerned with scale-out rather than with fault-tolerance. One potential solution is to introduce replicas which are updated with the same 2PC protocol as described above. However, many alternative implementations are feasible, for example using RDMA broadcasts and other mechanisms, which could yield to zero-overhead replication techniques.
Timestamp Service: As our experimental section will show, the timestamp service is a fundamental bottleneck. However, we believe that approaches like Spanner [14] or epoch-based SI [54] are able to overcome this bottleneck. Yet again, how these techniques can be combined with the readily available or future RDMA capabilities remains an open research challenge.
Experimental Evaluation
In order to evaluate the algorithms, we implemented both the RSI and the traditional SI protocol from Figure 5 (a) and 5(b) and evaluated them using Ethernet, IPoIB and RDMA (if possible). We made a slight adjustment to the traditional SI implementation as we assumed a local timestamp server instead of a remote service (i.e., we gave the traditional implementation an advantage). In contrast, our RSI implementation uses an external timestamp service.
We evaluated all protocols on a 4-node cluster with the same configuration as described in Section 2.2. We used two additional machines with the same configuration to simulate the clients. We measured both protocols with a simple and extremely write-heavy workload, similar to the checkout transaction of the TPC-W benchmark 3 . Every transactions reads 4 products, creates 1 order and 4 orderline records, and corresponding updates to decrease the stock of the products. As base data, we created 10, 000 products and all data was evenly distributed across the machines. Clients issue requests using a closed-loop approach (i.e., clients wait until a transaction is finished before issuing the next). Figure 6 (a) shows the scalability of the traditional protocol over Ethernet, IPoIB, and our new RSI protocol over RDMA by increasing the number of client threads from 1 to 40. The IPoEth protocol has the worst scalability, with 16, 000 transactions per second, whereas IPoIB achieves 24, 000 transactions per second. Note, that these numbers are in line with other implementations as we do not use any co-location tricks. In contrast, our RSI protocol is able to achieve a stunning 1.5 million distributed transactions per second before it no longer scales (note, that the moment when it tapers off is an artifact of our closed-loop approach and the timestamp service bottleneck). We also implemented an improved version of the traditional protocol using 2-sided RDMA verbs (not shown), which also required a complete rewrite of the networking layer, and was able to achieve a throughput of 1 million transaction per second; i.e., only 2/3 of our RSI protocol.
To analyze the cost factors in more detail, we broke down the latency into the different components of the transaction for our RSI protocol (Figure 6(b) ) and the traditional SI implementation for IPoIB (Figure 6(c) ). While the message time for IPoIB significantly increases, the cost for most messages in our RSI implementation remains constant with one exception: the time to acquire the commit timestamp. We believe that it is possible to overcome this bottleneck, e.g., by using epochs as outlined before, which would lead to a truly scalable design. Also, recall that we did not use an external service for the traditional SI protocol and thus, the bottleneck does not show up in Figure 6 (c) (as all TM threads were run on a single physical machine, and hence shared the same local internal timestamp service).
THE CASE FOR OLAP
Modern distributed in-memory database systems assume that the network is the main bottleneck and thus are designed to avoid network communication either by schema design or by additional computation [38] . Arguably, the most common and network-intensive operation in OLAP workloads is the distributed join. In this section, we first discuss why existing distributed join algorithms are not optimal for fast RDMA-capable networks and then present novel RDMA-optimized join variants. Afterwards, we discuss future directions for redesigning the entire analytical database stack for RDMA.
Why Existing Distributed Join Algorithms are Suboptimal for RDMA
Most distributed join algorithms have three components: (1) a local join algorithm, (2) a partitioning scheme, and (3) an optional reduction technique. All three components can be combined in different ways. For example, either a hash or sort-merge join could be used as the local join algorithm, whereas partitioning scheme options range from static to dynamic hash partitioning [18] . Similarly, several reduction techniques to reduce the partitioning cost have been proposed, the most prominent being a semi-join reduction using a Bloom filter [44] .
In the following, we explain the most predominant partitioning technique for distributed join algorithms, the grace hash join (GHJ), with an optimized local radix join [11] in more detail. Afterwards, we expand the distributed join algorithm with an additional semi-join reduction using Bloom filters to further avoid communication. For both, we develop a simple cost model and argue why these techniques are (in most cases) not optimal for in-memory databases over fast RDMA-capable networks. Throughout the rest of this section, we make the assumption that there is no skew in the data (i.e., before and after partitioning all nodes hold the same data). Handling data skew is one of the interesting future avenues of work, and we discuss some initial ideas at the end of this section.
An Optimized Grace Hash Join
The GHJ executes a distributed join in two phases. In the first phase (partitioning phase) the GHJ scans the input relations and hash-partitions them on their join key such that the resulting sub-relations can be joined in the second phase locally per node.
In the following, we show a simple back-of-the-envelope calculation that compares the costs of different distributed join algorithms on different networks: The total runtime cost T of the GHJ is given by the sum of the runtime of the partitioning phase Tpart and the local join phase Tjoin:
Partitioning Cost Tpart: We do not consider any static pre-partitioning and thus, the cost for repartitioning can be split into the cost for partitioning R and S:
The cost of repartitioning relation R can now further be split into the cost of reading the data on the sender side to determine what data is sent where, the cost of shipping (i.e., shuffling) the data over the network, and the cost of materializing the data into main memory on the receiver side. If we assume that the cost of sending a relation R over the network is Tnet(R) = wr · |R| · cnet and accessing (i.e., scanning) the same relation R in-memory is Tmem(R) = wr ·|R|·cmem, with |R| being the number of tuples, wR being the width of a tuple r ∈ R in bytes, and cnet (cmem) the cost of accessing a byte over the network, the repartitioning cost of relation R can be expressed as:
Reading (sender)
+ Tnet(R)
The partition cost for S is similar. Note that we ignore any CPU cost, as we assume that the limiting factor is the memory and network access (not the CPU), which is reasonable for a simple hash-based partitioning scheme.
Join Cost Tjoin: For the local join algorithm of the GHJ, we use the fastest local in-memory join algorithm, the (parallel) radix join [10] , which is a variant of a classical parallel hash join. The radix join proceeds in two phases: a partitioning and a join phase. In the first phase, the radix join scans each input relation and partitions the relations locally into cache-sized blocks using multiple passes over the data. As shown in [10] , with software managed buffers, most relations can efficiently be partitioned with one pass. After partitioning the data, the radix join scans the relations again to join the cache-sized blocks. Existing work ( [40] and [10] ) has shown that both phases of the radix join are memorybandwidth bound. Thus, we can estimate the total cost for the local radix join as:
The total cost of the GHJ is therefore:
Adding Semi-Reduction using Bloom Filters
As the previous equation showed, the GHJ requires roughly four times more memory accesses than network transfers. However, in distributed in-memory databases, the network cost typically dominates up to 90% of the runtime of a join [46] . Thus, modern distributed join algorithms for inmemory databases, such as the track join [41] or the NeoJoin [46] , try to reduce the network traffic through costintensive computations (e.g., Neo-Join uses a linear solver) or multiple communication round-trips to partition the data (phase 2) to further optimize the network traffic for skewed data. Here, we focus on the most traditional approach: a semijoin reduction using a Bloom filter. The core idea of the semi-join reduction is to only send those tuples in the input relations R and S that have a join partner in the other relation. Therefore, the algorithm first creates a Bloom filter bR and bS over the join keys of relation R and S, respectively. Afterwards, the Bloom filter bR is copied across all nodes that hold a partition of table S, and likewise for bS. Each node then uses its Bloom filter to filter out the tuples that are guaranteed to have no join partner (i.e., if the Bloom filter matches a join key, it must be shipped).
The cost of creating a Bloom filter bR for a relation R includes both a scan over the data Tmem(R) and shipping the filter over the network Tnet(bR):
However, the size of the Bloom filter br is normally very small, so that T bloom (R) can be disregarded. Assuming that selS(bR) is the selectivity of the Bloom filter bR over relation S (including the error rate of the Bloom filter), the total cost for a GHJ with a semi-join reduction using Bloom filters is:
This equation models the cost of creating the Bloom filter plus the reduced partitioning and join costs. Assuming that the selectivity between both relations is the same, sel = selR(bS) = selS(bR) leads to this simplified total cost:
Discussion
From Equation 4.1.2, it is obvious that Bloom filters quickly pay off, since the network cost cnet dominates the entire cost equation. Figure 4 .2 shows the cost analysis of both distributed join variants, the basic GHJ and the GHJ with semi-join reduction (GHJ+Red), for Ethernet (a) and InfiniBand (b) for different join selectivities. For the network cost, we used the measured bandwidth numbers (without any fixed cost) from Section 2: cnet = ccpu · 100 (since our micro-benchmarks show that the latency of IPoEth is 100× slower than InfiniBand FDR for message sizes larger than 2KB where we use cnet = ccpu). For the Bloom filters, we assume a 10% error of false positives (i.e., 50% selectivity still selects 60% of the data). We use |R| = |S| = 1m as table sizes and wr = ws = 8 as tuple width. For main memory, we assume a cost of cmem = 10 −9 s for accessing a single byte. However, the relative relationships of the different constants ccpu, cmem, and cnet are more important than the actual cost of accessing one byte from main memory.
For an Ethernet network, the results demonstrate that a semi-join reduction (GHJ+Red) almost always pays off. However, with InfiniBand, this conclusion is no longer as obvious and depends on the selectivity of the join predicates, since the network cost is no longer the dominant cost factor. Only if the Bloom filter selectivity is below sel < 0.8 (in the graph 0.7 because of the 10% Bloom filter error), a semijoin reduction pays off due to reduction in join and shipping cost.
As the results show, the network changes the trade-offs and thus, the optimization, for existing distributed join algorithms. Yet, both GHJ and GHJ+Red still do not take full advantage of the new network capabilities using RDMA. In the next section, we outline a new join algorithm based on the radix join, which directly takes advantage of RDMA.
RDMA-based Join Algorithms
In the following, we describe two new join algorithms that better leverage RDMA. First, we can redesign the GHJ to use one-sided operations (e.g., a WRITE) and selective signaling for the partitioning phase, called the RDMA-Join (referred to as RDMA+GHJ in Figure 7(b) ). Thus, only the CPU of the sender is active during the partitioning phase, and the cost of partitioning reduces to Tpart = Tnet(R) + Tnet(S) because the remote data transfer is executed in the background by the RNICs when using selective signaling (and assuming that the network bandwidth is as fast as or slightly slower than memory bandwidth). While this optimization may sound trivial, however, it requires a significant redesign of the join algorithm's buffer management. Each server needs to reserve an input buffer for every other server to ensure that data is not overwritten during the shuffling phase. One solution is to use atomic RDMA operations to coordinate the different WRITEs. Describing these techniques in more detail goes beyond the scope of this paper.
However, we can even go further than just optimizing the partitioning phase of the GHJ for RDMA. The previously described partitioning phase of the radix join used to optimize block sizes for cache-locality is very similar to the partitioning phase of the GHJ. Therefore, instead of trying to adjust distributed join algorithms like GHJ, we propose extending the in-memory radix join to leverage RDMA directly. We refer to this new algorithm as RRJ (RDMA Radix Join).
The radix join, described in [10] , uses software managed buffers to achieve a high fan-out of its radix-partitioning phase to avoid multiple passes. As such, it provides the ideal foundation to incorporate RDMA operations and only requires two minor extensions: (1) buffers can be directly copied to the memory of remote machines using selective signalled WRITEs; and (2) buffer sizes must be bigger to leverage the full bandwidth of RDMA. Our micro-benchmarks in Section 2.2 show that 2KB messages saturate the InfiniBand bandwidth. Moreover, the fan-out of the remote radix-partitioning phase is selected such that all buffers fit into the L3 cache of the CPU. Listing 1 shows the new buffer management code for the distributed radix join. For every tuple, it creates the radix-hash key and writes the tuple to the corresponding buffer. If the buffer is full, it either copies the partition to the local memory or to the corresponding remote machine, only signalling every N th message. The resulting algorithm is a straightforward extension of the radix join, yet its design is completely different than the typical distributed GHJ with semi-reduction using Bloom filters.
Furthermore, assuming again that the network cost is similar to the memory cost, the join algorithm has a total expected cost of:
The cost analysis of both algorithms, RDMA+GHJ and RRJ, is shown in Figure 7 (b) and demonstrates that the popular semi-reduction for distributed joins only pays off in corner cases (i.e., for very low join selectivities).
Experimental Evaluation
We implemented all four distributed join variants and compared them over Ethernet (IPoEth), if possible, and InfiniBand using 4 servers with the same configuration described in Section 2.2. For the workload, we used a variant of [10] adopted for the distributed setting: for each node we generated a partition that has the size |R| = |S| = 128M illion and a tuple width wr = ws = 8B (i.e., we generated approximately 976MB data per node for each partition). Moreover, we generated data such that the selectivity of the Bloom filter covers 0.25, 0.5, 0.75, and 1.0 to show the effect of reduced network costs. Figure 8 (a) shows the total runtime of the GHJ and GHJ+Red over Ethernet (IPoEth) and IP over InfiniBand (IPoIB) as well as our two RDMA variants, RDMA+GHJ and RRJ, over InfiniBand (RDMA) when using 8 threads per node. As shown, the new RRJ algorithm significantly outperforms the other state-of-the-art join algorithms for different semi-join selectivities. These results are in line with our cost analysis, though the results vary slightly as caching effects and CPU effects play a more crucial role for the RDMA variants.
In Figure 8(b) , we take a closer look at the cost savings in the GHJ partitioning phase achieved by using a semi-join reduction. Negative cost savings means that the semi-join reduction did not reduce the runtime. For IPoEth and IPoIB, we see positive cost savings for any selectivity of less than 1.0. As expected, the most significant gains (up to 50%) are achieved for the Ethernet network. For the GHJ+Red (IPoIB) over the RDMA+GHJ (RDMA), however, we see that the semi-join reduction has no positive cost savings at all, which is also confirmed by our cost analysis in Figure 7(b) . For RRJ, we do not show the cost savings of the partitioning phase since it does not have a GHJ partitioning phase.
Most surprisingly, though, when scaling our RRJ join algorithm, we observed a super-linear scale-out. Figure 8(c) shows the runtime for the partitioning and join phases of our RRJ algorithm with an increasing number of nodes and increasing data size (i.e., the data size per machine remained constant). We expected to find that, in the best case, the partitioning and join costs would remain constant with an increasing number of machines. However, we observed that the join phase stays constant, while the time for the partitioning phase of the radix join improves with more machines. After a thorough investigation of this phenomenon, we found that the reason is that the RNICs act almost like a co-processor. As mentioned earlier, the CPU-memory bandwidth is the dominant bottleneck in this scenario. With 2 machines, every server has to copy 1/2 of the data locally after a buffer and 1/2 is done over the RNIC. With 4 machines, the CPU only has to shuffle 1/4 of the data locally, while the 3/4 is done by the RNIC, thus explaining the super-linear scale-up.
Future Directions
As with OLTP, RDMA opens up many different research directions for OLAP. In the following, we list a few potential ideas.
RDMA Storage Manager: Currently, to simplify remote memory management, we simply partition the memory into regions per node and require complex mechanisms to overlap computation and communication. While the first solution wastes a lot of space, the latter significantly increases the complexity of the system. Thus, one important research avenue is to design an RDMA-based distributed storage manager that implements more efficient memory management techniques and encapsulates the efficient remote memory access via an easy-to-use API for clients. On top of this API, distributed storage structures (e.g., tables, indexes, intermediate results) and distributed operations (e.g., group-by aggregations, joins) could be built to hide the data location from clients.
Load Balancing: Data skew in real-world datasets often leads to stragglers in the distributed execution of queries. The reason is that individual nodes need to process more data than other nodes. We believe that we can build a decentralized CPU-free load balancing scheme using one-sided RDMA operations including atomic operations for synchronization issues. Thus, load balancing strategies can be executed on multiple clients that access a data structure on one or more machines (e.g., a work queue) without involving the remote CPUs. This would allow us to achieve new degrees of scalability even in difficult-to-partition workloads. RNICs as co-processors: Many modern RNICs, such as the Connect X4 Pro, provide a programmable device (e.g., an FPGA) on the RNIC. Using these programmable devices to natively support database operations is another interesting avenue for future work. For example, reading data from and writing data to a remote hash table could be implemented completely on the two RNICs without involving the CPUs of either machine.
ADVANCED ANALYTICS
The previous sections showed that distributed database system for OLTP and OLAP have to be redesigned to take full advantage of the next generation of networks. In this last section, we argue that recent in-memory analytics frameworks (e.g., Spark [3], Tupleware [15] ) must also change to leverage high-performance networks. Machine learning (ML) tasks are a popular use-case for these frameworks, but existing algorithms and systems make the wrong assumptions about the network.
Background: Many ML algorithms can be distributed using a very simple pattern [2]: first, the training data is randomly partitioned across worker nodes in a cluster, and a randomly initialized model is replicated on every node. Each worker optimizes its local state using a loss function on its local data before sending delta updates of the model to the master node. The master combines all delta updates to produce a new global state, which is then redistributed to all nodes. For example, an implementation of logistic regression using batch gradient descent would iteratively refine a weight vector by applying the incremental updates computed by each worker. While many algorithms have small models (e.g., logistic regression only requires one weight value for each relevant attribute), others can have large shared state (e.g., PageRank). Especially with slow Ethernet networks, the redistribution of large models between every iteration often becomes the bottleneck.
Unsurprisingly, many algorithms have been proposed to avoid replicating the full state across all the machines (e.g., [17, 55] ). Yet again, these algorithms are based on the nowincorrect assumption that the network is the bottleneck, and we argue that they will require substantial redesigns in order to take full advantage of new network technologies.
Since the bandwidth of InfiniBand is similar to the bandwidth of the memory bus, it is no longer the best strategy to avoid communication at all costs. To prove this point, we compared two PageRank implementations that use a relation to represent the sparse adjacency matrix: (1) a textbook version of the algorithm [36] , and (2) a communicationavoiding version [47] that sends only updated (i.e., nonconverged) ranks on each iteration. The core idea is that the ranks of many pages (e.g., those with no inbound links) converge after only a few iterations, and it is therefore unnecessary to continually redistribute these weights on subsequent iterations. This communication-avoiding optimization is similar to the semi-join algorithm described in Section 4.1.2 that spends extra CPU time to minimize the number of tuples sent over the network. Evaluation: We tested both algorithms with 1M pages (20GB of data) on 4 servers using 40 iterations with the same system and network configuration described in the previous section. As Figure 9 shows, the communication-avoiding algorithm outperforms the classic implementation on a traditional network. However, the classic version is more efficient using IPoIB because the communication-avoiding algorithm spends substantially more CPU time trying to save network bandwidth, which is no longer a scarce resource. Of course, the speedup depends on the data and details of the implementation. Also we do not argue, that with the next generation of networks avoiding communication is necessarily a bad thing. However, these results suggest that the bottleneck is shifting away from the network and that a stronger focus should be placed on CPU efficiency, as some recent projects have started to explore [15] .
Future Directions: In addition to the shift in the performance bottleneck, we also believe that RDMA could enable new distributed update patterns, which will require a reimagining of existing techniques. For example, Hogwild! [45] demonstrated that asynchronous inter-process communication within a multi-core/socket machine can achieve excellent performance for parallelized stochastic gradient descent. However, the authors of Hogwild! note that the benefits are only possible with low communication latency. In contrast to IPoIB, RDMA is able to reduce the latency to 1µs, which could make a distributed implementation of Hogwild! in a cluster feasible, but allowing users to take advantage of RDMA requires new APIs for ML workflows and native support in future systems.
RELATED WORK
In the High-Performance Computing (HPC) community, there has been a lot of work in developing techniques to take advantage of modern hardware, particularly fast networks like InfiniBand [34, 23, 25] . While the vast majority of the HPC work focuses on single applications and/or simulations, the results and gained experiences is highly relevant for developing the next generation of database systems for fast network.
Oracle RAC already has RDMA support [5] . However, it was designed when the network bandwidth was still significantly limited and to our knowledge does not take advantage of atomic RDMA operations. However, we know that all major database vendors, Oracle included, started to explore how to take best advantage of RDMA-enabled networks including RDMA and other specialized network co-processors.
Recently, there has also been work on building databases [53, 52] on top of RDMA-enabled key/value stores [26, 37] . However, in these systems transaction processing, query processing comes as an afterthought, instead of being first-class design considerations. In this paper, we made the case that RDMA-enabled network will and should directly influence the distributed database architecture and algorithms.
Finally, the proposed ideas for RDMA builds upon the huge amount of work on distributed transaction protocols (e.g., [54, 19, 12, 48, 33] ) and distributed join processing (see [28] for an overview). While we are not aware of any other RDMA-enabled transaction protocol, there has been work on using RDMA for joins [22] . However, the work was still done under the assumption of rather bandwidth-limited networks (only 1.25GB/s) and streams one relation across all the nodes (similar to a loop-join). In contrast, our RRJ join is an extension of the state-of-the-art in-memory join and significantly more efficient as a comparison of the in [22] reported performance numbers show.
CONCLUSION
We argued that emerging fast network technologies necessitate a fundamental rethinking of the way we build distributed database systems. Our initial experiments for OLTP, OLAP and advanced analytics workloads already indicated the potential of fully leveraging the network. This is a wide open research area with many interesting research challenges to be addressed, such as the trade-off between local vs. remote processing or creating simple abstractions to hide the complexity of RDMA verbs.
