Fundamentals of exergy analysis in energy systems are reviewed and presented in a cohesive and general manner for the study of energy systems. The exergy analysis is applied to several engineering systems and processes, namely fuel cells, latent heat thermal energy storage, heat exchangers and thermal desalination systems to obtain insight on the best optimization strategies as well as the theoretical limits of performance. The various sources of irreversibility and optimal operating conditions are presented for relevant applications. It is also shown that for some systems the exergy efficiency as a function of a given parameter may have opposite trend than the first law efficiency.
INTRODUCTION
Design and optimization of energy systems based solely upon the energy analysis derived from the first law of thermodynamics may lead to deceiving results. Exergy analysis combines the first and second laws of thermodynamics in order to provide a better understanding of the actual level of performance with respect to the theoretical and practical limits. In general, the efficiency of a system which consumes some resources to deliver a certain functionality can be defined as:
This ratio provides a simple and easily understandable idea of how well the considered machine uses the provided input to accomplish its task. Using the first law of thermodynamics it is possible to determine all the required information about the energy balance of the system. However, by focusing on the energy balance alone, the difference between the "quality" of the input and output energies of the system are not taken into account (Galliani and Pedrocchi, 2014) .
A common example considers a lake containing an enormous amount of thermal energy. However, the thermal energy has negligible potential for producing work. The reason for this is that according to the second law of thermodynamics if a system is to produce work from a source of thermal energy it must also be in thermal communication with a heat sink. Since the lake is at the same temperature as the environment, its thermal energy content is not exploitable using the environment itself as a heat sink. This example sheds light on the concept of quality of thermal energy: the greater the temperature difference between a certain medium and its heat sink, the greater the potential for its thermal energy to produce work. The relation between the temperatures of the hot and cold media, Th and Tc, respectively, and the potential for delivering useful work is explained by the Carnot efficiency, which sets the limit to the maximum first law efficiency of a cycle operating between two temperatures (Çengel et al., 2019; Moran et al., 2014) For a heat source and heat sink at known temperatures, the Carnot efficiency defines the maximum amount of work that is possible to derive and the corresponding heat transfer. Thus, a precise definition of the lower temperature limit, or more generally, the definition of all the properties of the environment which serves as the ultimate heat sink is extremely important.
Considering that the majority of engineering systems are exposed to atmospheric conditions, it is reasonable to assume atmospheric conditions (temperature, pressure, chemical composition, etc.) as the final equilibrium state, at which all driving forces have been exploited and a system is not able to produce more work. The state at which a system is in complete equilibrium (thermal, mechanical and chemical) with the environment is defined as the dead state, for which the standard temperature and pressure values are often assumed to be T0 = 25°C and p0 = 1 atm (the chemical composition of the dead state will be discussed later). It is noted that the properties of the dead state are not influenced by the processes that take place in the environment and can be considered constant.
For a general system at certain conditions it would be helpful to establish the maximum amount of work that can be obtained by bringing it to equilibrium with the environment, or dead state. Second law of thermodynamics asserts that among all the processes that take a system from state A to state B a reversible process with no entropy generation yields the maximum work. Thus, a new property, namely exergy, can be defined as the amount of work obtained by bringing a system from its current state to the dead state through a reversible process. Exergy proves to be a very powerful tool in analyzing performances, not only for devices that produce work, but also for those that require work to accomplish certain tasks. A practical application in which exergy analysis gives a much better measure of performance than the energybased efficiency is geothermal power generation. Typically, the temperature difference between the geothermal well and the environment
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Available at www.ThermalFluidsCentral.org is relatively small, and the first law efficiency of a power plant using geothermal heat for electricity generation may be limited to 10-15%. The relatively small efficiency does not mean that the power plant is poorly designed; its efficiency might be very close to the thermodynamic limit (Carnot efficiency), but the first law does not accurately describe the actual level of its performance. However, if the exergy associated with the well is determined, the actual power generation can be compared with the maximum power production capacity to assess the quality of the design and to identify the main causes of inefficiency.
Review of the literatures shows that there are numerous publications focusing on the fundamentals and applications of the exergy analysis in engineering systems. Some recent related publications are listed in Table  1 . Despite the great amount of effort made on the development of second law analysis and its application to engineering systems, most of the available work is focused on a specific application. To this end, the present work aims to provide a cohesive and general approach for the study of energy systems based on the second law of thermodynamics with an emphasis on exergy analysis. The developed second law metrics, particularly the exergy efficiency, are used to evaluate the performance of some familiar and important energy systems and processes widely used in engineering applications. Also, the role of second law analysis in identification of the sources of irreversibility in engineering systems is demonstrated in practical applications.
THERMODYNAMIC ANALYSIS
This section is focused on the analysis of general exergy balance for a system, beginning with examination of various forms of energy and their potential to produce work, and followed by derivation of the expressions for the exergy of ideal gases and incompressible material in special cases of constant temperature and constant pressure.
All forms of mechanical energy have the same thermodynamic quality of work. That is, ideally, kinetic and potential energy can be entirely converted to work without any thermodynamic limitation. Hence, the exergy associated with a certain amount of mechanical energy is equivalent to the amount of the energy itself. This will be proved false for internal energy and enthalpy. The equivalent exergy for the kinetic and potential energies, respectively, are:
where V shows the velocity, h is the displacement against gravity, and X and x are the total and specific (per unit mass) exergy, respectively. Equations (3) and (4) can be written in a rate basis:
The exergy of other forms of energy is examined using a control volume exchanging mass, thermal energy, and work with its surroundings (Fig. 1) . It is assumed that no chemical reaction takes place in the control volume (chemical exergy will be analyzed in detail later). Also, potential and kinetic energies will be neglected. The control volume receives heat ̇1 to ̇ from sources at temperatures T1 to Tn, respectively, while rejecting heat ̇0 to the environment at T0 and p0. The work produced by the control volume is represented by ̇, and ̇ and ̇ are the total mass flow rates entering and exiting the system, respectively. All quantities are positive when entering the control volume. The energy and entropy balances for the control volume can be written as following, respectively (Dinçer and Rosen, 2012 ):
where U, S and V are the total internal energy, entropy, and volume of the system, and h and s show the specific enthalpy and specific entropy,
respectively. Substituting ̇0 from Eq. (8) into Eq. (7) and rearranging Eq. (7) in terms of ̇ yields:
To simplify Eq. (9), the following terms are introduced:
= + 0 − 0 ; available internal energy or co-energy (10) ℎ = ℎ − 0 ; available specific enthalpy or co-enthalpy (11)
Using Eqs. (10) to (12), Eq. (9) can be rewritten as:
where the product ̇ represents the maximum amount of work that can be obtained by exploiting the heat ̇ available at a given temperature Tn using a Carnot cycle operating between Tn and T0. The thermal exergy ̇ℎ associated with thermal energy ̇ delivered at temperature T is defined as:
Regarding co-energy and co-enthalpy, it is of interest to evaluate their change with respect to the dead state. To do so, the Eq. (13) is applied to an adiabatic open system in equilibrium with dead state with multiple mass inlets and outlets (exchanging mass with the environment at dead state) and no irreversibilities. For such a system, the last two terms on the right-hand side of Eq. (13) vanish. Since the energy of this system does not change with time (the system is at equilibrium with its environment), the time variations of co-energy due to the component j can be expressed as:
where the subscript "0" stands for "at dead state" for each (j th ) component of the system. Also, the co-enthalpy for the j th component at the system boundary can be written as:
Substituting Eqs. (15) and (16) into the first three terms on the righthand side of Eq. (13) yields:
which is equal to zero due to the conservation of mass. Applying Eq. (17) for all the system components, the following equation is obtained:
Equation (18) can be added to Eq. (13) to obtain the potential of the system for generating work based on its departure from the dead state:
It is evident in this expression that instead of having absolute values for co-energy and co-enthalpy, their change with respect to the dead state matters. The first term on the right-hand side of Eq. (19) shows the work potential of the internal energy of the system, while the combination of the second and third terms show the work potential of the net flow through the control volume and the last term shows the work potential of the net heat transferred across the system boundaries. Thus, two other types of exergy are identified: the internal exergy, Xsystem, and the specific flow exergy, xflow:
For a reversible process, the entropy generation term, ̇, is zero and the work generation potential is maximized, implying that the term 0 ̇ can be associated with the loss in the potential work that the system is able to deliver, or in other words, a loss in exergy.
It also means that all other terms on the right-hand side of Eq. (19) represent the maximum amount of work that can be supplied by the system in a reversible process (with all boundary conditions fixed):
Rewriting this equation in terms of exergy components yields:
If variations of the potential and kinetic energy cannot be neglected, the appropriate terms need to be added to the exergy balance equation. The exergy balance for a general system can now be expressed as:
In the following, each of the terms appearing in Eq. (25) are described separately.
Internal Exergy
The exergy balance for a closed system ( Fig. 2 ) with negligible kinetic and potential energy which thermally communicates only with the environment (the system interface with the environment is at the environment temperature) simplifies to:
Integrating between an initial state and the final dead state yields:
where Xsystem shows the amount of work delivered by a closed system that exchanges heat only with its environment through a reversible process (Sgen = Xdes = 0):
Internal exergy of ideal gases: For an ideal gas, internal energy and entropy are described by the following equations, respectively: 
The volume of an ideal gas can be expressed in terms of temperature and pressure using the equation of state:
Using Eqs. (29) to (31), Eq. (28) can be expressed as following:
where , is the internal exergy of an ideal gas, and as evident, is a function of temperature and pressure only. It is of interest to examine the separate contributions of temperature and pressure to internal exergy of an ideal gas. For a constant temperature T0, Eq. (32) yields the internal exergy of an ideal gas as a function of pressure only: Figure 3 shows the internal exergy of an ideal gas (air) as a function of pressure at a constant temperature T0. The curve has an asymptote as p approaches zero. For 0 < p < p0 there is a large change in internal exergy for small variations of p. For large pressure values (p >> p0) the term p0 / p approaches zero and the logarithmic term dominates. When the gas is at the dead state (T0, p0), the exergy goes to zero, as expected. 
Again, there is an asymptote for T → 0 and no internal exergy at T0. At high temperatures, the linear term dominates over the logarithmic term and a linear dependency is observed. Comparing Fig. 3 and Fig. 4 , it is evident that temperature has a greater impact on internal exergy than pressure.
Fig. 4
Internal exergy of air as an ideal gas versus temperature at constant pressure p0
Internal exergy of incompressible media: Similar to the ideal gas case, internal exergy of incompressible media can be derived using the characteristic relations u = u0 + c (T-T0), s = s0 + c ln (T/T0), and V = constant. Substituting these equations into Eq. (28) yields:
where Xsystem,im is the internal exergy of an incompressible medium. It is noted in this equation that the internal exergy of incompressible media depends only on temperature. Figure 5 shows the internal exergy of water as an incompressible material versus temperature, where, like the ideal gas case, an asymptote is observed for T → 0, and no exergy at T = T0. At high temperatures (T >> T0) the linear term dominates over the logarithmic term and a linear dependency prevails. 
Flow Exergy
For a stationary rigid control volume at steady-state that exchanges heat only with the environment (Fig. 6) , and neglecting the kinetic and potential energy variations, Eq. (19) simplifies to: 
Finally, if the exiting flows are at the dead state ( = 0):
For a reversible process ̇= 0, hence:
Equation (39) shows that the property previously defined as "flow exergy" represents the reversible work obtainable from the mass flow rate of a specific component in a certain state when brought to equilibrium with the dead state.
Flow exergy of ideal gases:
The ideal gas relations h = h0 + cp (T-T0) and Eq. (30) can be applied to Eq. (39) to obtain the following expression for flow exergy of ideal gases:
where is the flow exergy of an ideal gas. It is interesting to examine the contribution of temperature and pressure to flow exergy by alternatively fixing each at the environmental values, and plotting ψ as a function of the other variable. Doing so, the dependency of flow exergy on pressure for an ideal gas at environment temperature is described by the following equation and shown in The dependency is purely logarithmic, with an asymptote as p → 0. For p = p0 (dead state) the pressure contribution to flow exergy is zero. For pressure values below p0, the flow exergy is negative. A negative exergy implies that the flow not only cannot produce work, but also the environment must do work on the flow to bring it to dead state. As the pressure increases, its effect on ψ becomes less significant. The flow exergy as a function of temperature only is described by the following equation and shown in Fig. 8 :
Flow exergy is zero at the dead state (T = T0), and there is no region of negative values. Again, there is an asymptote for T → 0, and a linear dependency at higher temperatures. Similar to the internal exergy, it is observed that compared to pressure, the temperature has a greater effect on flow exergy of ideal gasses. Being able to use the ideal gas equations is particularly interesting in the case of a heat exchanger with negligible pressure drop and heat loss. This is examined by considering the system shown in Fig. 9 , where the hot (cold) gas stream enters the control volume at a temperature of Th,in (Tc,in) and leaves the system with a temperature of Th,out (Tc,out). From the definition of flow exergy and the ideal gas relations, and assuming negligible pressure drop, the following exergy balance can be written for the hot fluid:
Introducing the log mean temperature difference,
, and heat transfer rper unit mass of the hot gas stream, = Δℎ = ( ℎ, − ℎ, ), the exergy reduction of the hot stream can be expressed by: 
A similar expression can be obtained for the cold stream. These equations suggest that in a heat exchanger with two ideal gas streams and negligible pressure drop, the exergy fluxes can be viewed as the exergy flux between two reservoirs at constant temperatures, equal to the log mean temperatures of the hot and cold flows through the heat exchanger.
Flow exergy for incompressible media:
Again, the incompressible media equations h = h0 + c (T-T0) + v (p-p0) and s = s0 + c ln (T/T0) can be applied to obtain the following expression for the flow exergy of incompressible media: At a constant temperature T0 the flow exergy of a incompressible material is simplified to ψim = v (p-p0). The linear variations of the flow exergy of an incompressible medium (water) with pressure at constant temperature T0 are shown in Fig. 10 . It should be noted in Fig. 10 that pressure has only minor effects on flow exergy. For p < p0, the flow exergy is negative which means for the flow to come to equilibrium with the environment, a net amount of work must be done on the flow by the environment.
Temperature dependence of the flow exergy of an incompressible medium at constant pressure (p = p0) is described by:
Fig. 11 Flow exergy of water as an incompressible medium versus temperature at constant pressure p0 Figure 11 shows the variations of flow exergy of water as an incompressible medium versus temperature at a constant pressure p0. As evident, the effect of temperature on the flow exergy is much greater compared to pressure. Hence, it can be concluded that the temperature is the dominant factor in flow exergy of an incompressible medium.
Thermal Exergy
As shown before, thermal exergy represents the amount of work that can be obtained by exploiting the amount of heat available at a certain temperature through a reversible Carnot engine:
Chemical Exergy
In the analyses presented so far, the presence of chemical reactions in the systems has been neglected. However, several systems used for power generation involve combustion processes. In order to properly characterize these systems, the maximum amount of work that could be obtained by full utilization of the chemical energy should be determined.
Fig. 12 Schematic representation of traditional way of heating value measurement
In the traditional approach, this objective is achieved by measuring the heating value (HV), or heat of combustion, characterizing the combustible. The HV represents the amount of heat generated by a complete stoichiometric combustion of a unitary quantity of the combustible. A diagram of the measurement technique can be seen in Fig.  12 . Both the combustible and air enter the adiabatic combustion chamber at p0 and T0; once the combustion occurs and the combustible is completely oxidized, the exhaust gases will be at a specific temperature, called the adiabatic flame temperature (Taf in Fig. 12 ). The heat of combustion is the thermal energy released as the exhaust gases are brought back to the reference conditions, T0 and p0.
The heat of combustion, however, does not correspond exactly to the maximum work that can be obtained from this process. In order to find the maximum work potential of a combustion process, the process of thermal energy conversion needs to be investigated in more detail. This is done by considering the control volume in Fig. 13 in which all reagents enter and exit the system at T0 and p0 while heat exchange is allowed only with the environment and work is done by the system. The energy and entropy balances for the control volume of Fig. 13 should include the formation entropy and enthalpy for both reactants and products to account for the chemical reactions that occur inside the system. The energy balance for the control volume per unit mass is: 
The maximum amount of work, , is obtained in a reversible process when sgen = 0. Recalling the definition of Gibbs free energy, = ℎ − , the reversible work can be expressed as:
where , and , are the specific Gibbs free energy of formation of the j th component of reactants and products, respectively. Typically, the values of Δg and HV are close to each other, meaning that the maximum work obtainable with reversible combustion of fuel is not far from the heat released during combustion. However, the combustion process involves a degradation in the availability of chemical energy, limiting the potential conversion because of the finite adiabatic flame temperature. In other words, it is not possible to achieve a full conversion of heat to work, unless the adiabatic flame temperature goes to infinity.
A small correction has to be made in order to complete the definition of chemical exergy. In an ideal system (Fig. 13) it was assumed that both reactants and products are in the dead state. For the fuel this may be true, but the pressure of the oxygen in the environment is not p0, but at its partial pressure, equal to its molar fraction times p0. In order to bring the oxygen pressure to the hypothesized entering conditions, an imaginary process of isothermal compression preceding the reaction chamber should be considered that will require a certain amount of work (Eq. 41). Similarly, the partial pressures of the products will be different from their partial pressures in the environment; this would theoretically allow for running a turbine to exploit this pressure difference as the products expand to their environmental partial pressure. As such, a precise definition of the chemical composition of the dead state becomes essential when dealing with chemical exergy.
Considering the total contributions from the compression/expansion just described, an expression for the chemical exergy of a combustible can be derived. By adopting an ideal gas assumption:
where Nj is the number of moles of the j th component, p0,j is its partial pressure in the dead state, and xch is defined as the chemical exergy of the substance. Values for this property can be found in thermodynamic tables. This helps to achieve a better understanding of the process of combustion and the losses it generates in energy systems. Comparison between the total exergy (chemical, flow, etc.) of the reactants and products of a combustion process shows that the exergy efficiency of a combustion process is far below 100% (usually around 60-70%).
Exergy Destruction
From the second law, the total entropy of an isolated system has to remain constant or increase due to the irreversibilities taking place inside the system. Increase of entropy is represented by the term ̇ in the entropy balance equation, Eq. (8), which is either zero when the process is reversible or positive when it is not. It can be seen in Eq. (23) that the product 0̇ represents the difference between the reversible work and the actual work. As noted earlier, ̇ never possesses negative values, thus, reversible work delivery will always be greater than actual work delivered. As such, 0̇ (or equivalently ̇) represents a loss in the work potential of any system (̇= 0̇> 0). Exergy is thus not conserved but is constantly decreasing due to the entropy generation by irreversible processes; this is also known as the decrease of exergy principle.
EXERGY EFFICIENCY
In the previous sections it was established how the concept of exergy facilitates a direct comparison between different forms of energy at different levels of thermodynamic quality. For example, for a certain amount of mechanical energy, there is a corresponding amount of heat, depending on the temperature at which this heat is available. A new efficiency parameter, namely the exergy efficiency or second law efficiency, accounts for the difference in the exergy content of the energy fluxes entering and leaving the system:
Using the exergy balance, the above equation can be rewritten as:
This equation shows how a process in which there is exergy destruction (or equivalently entropy generation) is a direct cause of performance loss. Considering an electric heater, while the exergy input is equal to the electric energy consumption (electrical energy is equivalent to work), the exergy of output heat is much less due to the Carnot factor (1 -T0 /Th), even though the output heat has the same amount of energy as the input electricity. Consequently, the second law efficiency of this energy conversion process is far from unity and much closer to zero (depending on the actual log mean temperature of the hot air produced).
In the case of devices that consume heat at specific temperature Th to produce work, the general definition of the second law efficiency can be written as:
where Wu is the actual work produced and ηth is the actual energy efficiency (ηth = Wu / Qin). The second law efficiency is equal to the ratio of the actual energy efficiency of the engine to the maximum theoretical efficiency of an engine operating between Th and T0 (the Carnot efficiency). The exergy efficiency can be used for general characterization of the thermodynamic quality of a device, showing how far from the maximum achievable performance it is operating, and allowing for comparison between different engines or cycles with different maximum temperatures. The efficiency of work-consuming devices that have a useful thermal effect can be defined as:
where Qu is the actual desired thermal effect (heating or cooling) delivered at temperature Tu (Tu > T0 for heating and Tu < T0 for cooling), and COP is the coefficient of performance of the device (COP = Qu / Win). For the work-producing devices, the second law efficiency is the ratio between the actual performance and the ideal performance in the same conditions. It is thus independent from the conditions themselves and can be used to compare different devices operating in different circumstances. The second law efficiency is always smaller than 100% due to irreversibilities and thermodynamic limits of performance. It is impossible to construct a device that has a higher efficiency than a reversible machine. At its best, a thermodynamic system will be able to achieve the same performance as its reversible counterpart, yielding a second law efficiency of 100%.
Considering a thermodynamic system that is comprised of n components, the total exergy destruction can be divided into n different sub-destructions associated with each component. This will allow for the description of every component of the system in terms of global inefficiency, and show where the largest margins for improvements lie:
Being able to identify the causes of irreversibility does not always lead to efficiency improvement. For instance, in turbo-gas engines the combustion process is a major cause for the loss in performance. However, unless the combustion is substituted with an oxidation process that does not pass through the generation of heat, the only way of limiting this irreversibility is increasing the temperature at which the combustion takes place. In this way, the heat will be available at a higher temperature, and the loss in thermodynamic quality of energy will be reduced.
CASE STUDIES
In this section, application of the exergy analysis to representative engineering systems is demonstrated. Examples include direct methanol fuel cells, solar thermal energy storage systems, heat exchangers and thermal desalination.
Second Law Analysis of Fuel Cell Systems
Fuel cells are electrochemical energy devices that convert chemical energy of a fuel into electricity through a chemical reaction with an oxidizer. Unlike conventional power cycles such as Rankine, Brayton, or Otto cycles, the first law performance of fuel cells is not limited by the Carnot efficiency, allowing them to achieve theoretical efficiencies as high as 90%. The major types of fuel cells include the alkaline fuel cell (AFC), proton exchange membrane fuel cell (PEMFC), direct methanol fuel cell (DMFC), molten carbonate fuel cell (MCFC), phosphoric acid fuel cell (PAFC), and solid oxide fuel cell (SOFC). Among these fuel cell types, DMFCs are of great interest to provide power to many portable, low-temperature applications such as laptops and cell phones.
Major components of a fuel cell include the anode diffusion layer, anode catalyst layer, ion conducting electrolyte (membrane), cathode catalyst layer, and cathode diffusion layer. On the anode side, the fuel passes through a diffusion layer to the hydrated catalyst layer where it breaks down into electrons and protons. The protons diffuse through the electrolyte membrane and reach the cathode catalyst layer, while the electrons flow to the cathode side through an external circuit, generating electrical current. In the cathode catalyst layer, the oxidizing agent, protons, and electrons react and produce water. The anode and cathode side reactions in a DMFC are, respectively:
Direct methanol fuel cells are categorized as a low-temperature fuel cells with a proton conductive polymer electrolyte membrane. They offer the advantage of simple structure and instantaneous charging time in comparison to lithium-ion batteries. However, there are still some barriers hindering commercialization of DMFCs, including water and methanol crossover through the membrane, and slow methanol oxidation kinetics at the anode. Exergy analysis is a useful tool that identifies exergy flow in and out, as well as exergy destruction sources within the fuel cell, thereby enabling an improved design of DMFCs.
There are several sources of irreversibility in the operation of a fuel cell, including overpotentials at the anode and cathode sides, crossover of the fuel through the membrane, limited proton conductivity of the membrane, and contact resistances. It is noted that overpotentials are losses associated with the kinetics of the electrochemical reaction taking place in the catalyst layer. Bahrami and Faghri (2011) developed an analytical, one-dimensional, steady-state model to predict the contribution of each of the exergy destruction sources on the overall second law performance of a passive DMFC. The effect of methanol concentration on various exergy destruction sources was also studied. Figure 14 shows the details of the exergy destruction and the contribution of each irreversibility source, where the term "Other" refers to the exergy loss due to phase change, mixing of the components in the system, and friction. As shown in Fig. 14 , the exergy losses due to the anode and cathode overpotentials are very significant at higher cell current densities. While the exergy loss due to methanol crossover decreases monotonically as the cell current density increases for the case of 1 M methanol concentrations (1 mole of methanol in 1 L of the fuel solution) in the fuel tank, an initial increase followed by a final reduction is observed when 3 M methanol concentration is present at the anode. It was also found that the exergy efficiency of a passive DMFC decreases as the concentration of the methanol solution in the tank increased, as opposed to the first law efficiency which increases with increased methanol concentration of the fuel.
The overall exergy analysis yields only aggregate values for the overall exergy losses in fuel cells. However, to optimize the cell structure or the properties of various cell components, the overall exergy analysis does not provide enough detailed information. In this case, the local entropy generation analysis method should be used to determine the location and individual contributions of identified exergy losses within the fuel cell. To this end, Li and Faghri (2011) generation analysis based on a two-dimensional, two-phase, nonisothermal DMFC model, where the entropy generation due to chemical reactions, heat transfer, mass diffusion, and viscous dissipation were investigated. The continuity, momentum, energy, and species equations were solved with the inclusion of local entropy generation along with the overall exergy balance equations. Figure 15 shows the entropy generation rates due to heat transfer, mass transfer, viscous dissipation, and chemical reactions. It is evident from this figure that entropy is mainly generated by the consumption of fuel through the electrochemical reactions. The irreversible heat transfer driven by temperature gradients within the cell is the second largest entropy generation source and is about two orders of magnitude smaller than the reaction-related losses. The entropy generation due to both viscous dissipation and mass diffusion (driven by the species gradients within the fuel cell) is relatively small compared with that from the chemical reaction and heat transfer.
The local entropy generation rates were used for structural optimization of a passive DMFC. To do so, the effect of the thickness of the membrane and the methanol barrier layer (a layer positioned between the fuel reservoir and anode diffusion layer intended to control the flow of methanol solution into the cell) on the overall entropy generation rate of the DMFC were investigated. As shown in Fig. 16 , the overall entropy generation decreases with a decreasing membrane thickness or with an increasing methanol barrier layer thickness.
Exergy Analysis of Latent Heat Thermal Energy Storage for Concentrating Solar Power Application
Thermal energy storage is the key to large-scale deployment of concentrating solar power (CSP) generation. Among various storage technologies, latent heat thermal energy storage (LHTES) is attractive due to large energy storage densities and virtually isothermal behavior.
In LHTES systems, a portion of the absorbed solar thermal energy is transferred to the LHTES system via a heat transfer fluid (HTF) and is stored mainly in the form of the latent heat of fusion of a phase change material (PCM). The thermal energy is released at times of demand as the molten PCM solidifies. There are several heat transfer processes involved in the charging-discharging operation of a LHTES system, with the exergy destruction accompanying the heat transfer identified as the major source of irreversibility (Shabgard et al., 2018) . The greater the temperature difference between the HTF and PCM, the greater the rates of exergy destruction. A PCM with a relatively low melting temperature leads to relatively large temperature differences between the HTF and PCM during charging, therefore increasing the exergy destruction rates. Conversely, a PCM with relatively high melting temperature results in increased exergy destruction rates during discharge due to greater temperature differences between the PCM and HTF. This brings about a dilemma in selection of a PCM for operation in charging-discharging cycles. Several investigators have carried out exergy analysis of LHTES systems during charging or discharging modes of operation. However, since the operation of LHTES systems involves multiple chargingdischarging cycles, the exergy analysis is most useful when cyclic operation is considered. A common approach to reduce the irreversibility in LHTES systems is using multiple PCMs with decreasing melting temperatures in the direction of the HTF flow during charging (PCM melting). The HTF flow is reversed during discharge to keep the local temperature differences within the system more uniform. Shabgard et al. (2012) developed a thermal network model to study the exergy efficiency of cascaded and non-cascaded heat pipe-assisted LHTESs during a charging-discharging cycle. The exergy efficiency was defined as the ratio of the exergy increase of the HTF during the discharge process to the total exergy content of the HTF at the inlet of the LHTES during charging. This definition of exergy efficiency takes into account the effectiveness of the LHTES in absorbing (releasing) thermal energy from the HTF during charging (discharging) and returns a value of zero when there is no heat transfer between the PCM and the HTF. For any charging duration, the discharge process continued until the entire thermal energy stored during charging was recovered. Figure 17 shows the exergy efficiency of charging-discharging cycles with various charging durations for cascaded and non-cascaded LHTESs. The maximum charging time for each system corresponds to an overall charging-discharging cycle duration of 24 h. In all cases, the exergy content of the HTF leaving the LHTES during charging is considered as lost. In addition, there are exergy losses due to the temperature differences accompanying heat transfer during both charging and discharging. The exergy loss associated with the HTF leaving the LHTES during charging is the biggest contributor to the relatively low exergy efficiency of the systems considered here. Also, as evident, the LHTES with the smallest melting temperature (318 °C) provides the highest exergy efficiency, however, it also corresponds to the shortest maximum possible charging time. Hence, it may not be the appropriate choice depending on the time available for charging. The duration of the charging-discharging cycles of the thermal energy storage system in solar applications is limited to 24 h. As such, the optimal design of a LHTES must comply with this limited charging and discharging time. The time constraint has not been accounted for in most heat transfer or exergy analyses of the LHTES systems available in literature. As a result, in some cases optimum LHTES performance corresponds to infinite discharging times, limiting the practical usefulness of the analyses. Shabgard et al. (2013) performed a combined heat transfer and exergy analysis of a LHTES system for CSP to investigate the optimal design accounting for the finite duration of a charging-discharging cycle. Two practical constraints, namely (i) the equality of the energy stored and recovered, and (ii) the finite duration of the charging-discharging cycle imposed by the solar day were considered. Similar to Shabgard et al. (2012) , exergy efficiency was defined as the ratio of the exergy recovered by the HTF during the discharge to the total exergy content of the HTF at the inlet of the LHTES during charging. It was found that the maximum exergy efficiency corresponds to infinitely small thermal energy storage. Because of the limited practical utility of exergy efficiency, maximizing the exergy recovery was selected as the objective of the optimization.
For any specific value of the HTF inlet temperature during charging, specific values of HTF inlet temperature during discharge and PCM melting temperature are required to maximize either the thermal energy stored/recovered, or the exergy recovered. The predicted values for optimal melting temperature and discharge HTF inlet temperature corresponding to maximum energy storage/recovery, max, or the maximum exergy recovery, max, are presented in Fig. 18 . It is noted that in this figure the temperatures are presented in non-dimensional form, ̅ = 0 ⁄ , where T0 is the ambient temperature. The dimensionless temperature ̅ , is the phase change temperature required to maximize either the energy stored or the exergy recovered. It is shown in Fig. 18 that ̅ , increases as the HTF inlet temperature during charging, ̅ ℎ, , increases. Similarly, the required HTF inlet temperature during discharging, ̅ , ,
, should be increased with increasing ̅ ℎ, if the objective is to maximize the recovered exergy. On the other hand, ̅ , , should be set to 1 to achieve the maximum energy storage. Because of the dependence of the extracted exergy on the HTF outlet temperature, the required phase change temperature to maximize exergy recovery always exceeds that necessary to maximize energy storage.
The developed model was applied to ascertain the performance of several practical CSP technologies. A quantitative result obtained from this study was that for a typical salt PCM, the optimal phase change temperatures corresponding to charging HTF inlet temperatures of 560 °C and 800 °C were found to be 475 °C and 715 °C, respectively. The second law performance of the storage system can be improved, and the potentially impractical optimal operating conditions can be avoided by modifying the heat transfer design of the energy storage system. For example, it was found that by a 10 times increase in the surface area of the PCM side of the LHTES system, a six-fold increase in the exergy extracted from the LHTES system can be achieved.
Second Law Analysis of Heat Exchangers
Energy waste in any form results in a decrease of available work potential. The losses of useful work due to process irreversibilities can be calculated using the concept of entropy generation minimization. The entropy generation minimization approach was first used for the analysis of heat exchangers in the 1950s, and the irreversibility concept was first employed for heat exchanger design in 1951 by McClintock (1951) . There are three basic types of exergy losses that occur in a typical heat exchanger, (i) losses due to the exchange of heat across a finite temperature difference, (ii) losses due to fluid friction, and (iii) losses due to heat exchange with the environment. The losses to the environment are usually relatively small because the heat exchanger surface is normally insulated to reduce such an exchange of heat. There exists a direct proportionally between the irreversibility (quantified as the entropy generated) and the amount of available work lost in the process. Second law analysis seeks to minimize these losses by keeping entropy generation to a minimum.
For a balanced counterflow heat exchanger (̇, =̇ℎ ,ℎ ), the entropy generation rate due to heat transfer between the hot and cold media is:
The entropy generation rate is generally expressed in a dimensionless form. The most obvious way of non-dimensionalizing entropy generation rate is to divide it by the heat capacity rate ̇:
The dimensionless entropy generation number may also be presented in terms of heat exchanger effectiveness, :
This function is illustrated in Fig. 19 . As noted by Bejan (1996) , Ns approaches zero in two limits: NTU →  ( → 1) and NTU → 0 ( → 0). Bejan calls this behavior the "entropy generation paradox" and the NTU → 0 limit the "vanishing heat exchanger limit". Hesselgreaves (2000) suggested dividing the entropy generation rate by ̇/ , , where ̇ is the heat transfer rate of the heat exchanger, to eliminate Bejan's paradox. Using this description, the new entropy generation number, Ns,1 for a balanced counterflow heat exchanger is: Figure 20 shows the modified entropy generation number versus heat exchanger effectiveness. As evident, the ratio Ns,1 now behaves in a more intuitive way, completing the resolution of the Bejan's paradox. 
Exergy Analysis in Thermal Desalination Systems
The performance of desalination systems should be quantified from the viewpoints of both the first and second laws of thermodynamics. In thermal desalination, the most common energy and exergy performance metrics are the gained output ratio (GOR) and the second law efficiency, respectively. The GOR is defined as either a mass ratio (mass of distilled water to the mass of steam driving the desalination process) or an energybased GOR defined as (Mistry et al., 2011) :
where ̇, hfg and q are the production rate of distillate mass, heat of vaporization of water, and heat transfer rate to the desalination system, respectively. The general exergy balance for a thermal desalination system operating under steady-state and with negligible work interactions can be written as:
where ̇ℎ shows the thermal exergy, ̇, ̇ and ̇ denote the exergy flow associated with the feed, distillate and brine streams, and ̇ is the rate of exergy destruction, respectively. Several definitions of second law efficiency have been reported in the literature (Piacentino, 2015) . One type of second law efficiency is defined as the ratio of the output exergy to the input exergy:
The total exergy destruction can be determined by adding the exergy destruction due to irreversibilities in all the system components. It is noted that in this definition, the exergy leaving the system due to the heat rejection to the ambient is not considered destroyed. This definition is more helpful when identification of the exergy destruction sources and possible remediation are of primary interest.
In another definition, the second law efficiency is defined as the ratio of the exergy of the useful product of the desalination system (i.e. the purified water) to the required exergy input. In a thermal desalination system, thermal energy supplies the required exergy input, thus, the exergy efficiency can be written as (Mistry and Lienhard V, 2013a) :
where T0 and Th are the reference temperature and the temperature at which thermal energy is supplied to the system, respectively. It is noted that the efficiencies obtained from Eqs. (67) and (68) are identical if the exergy content of all the heat and flow streams leaving the desalination system, except from the distilled water, are considered as lost and the feed water is at total dead state. In the following, determination of the exergy of the distilled water is discussed. The exergy of a multi-component flow with n constituents can be calculated from (Bejan, 2006) :
where, h and s show the specific enthalpy and specific entropy and μi, wi, and Mi represent the chemical potential, mass fraction and molar mass of component i in the mixture, respectively. Also, subscripts RDS and TDS refer to the restricted dead state and total dead state, respectively. At the restricted dead state, the temperature and pressure of the flow are at equilibrium with the environment while the flow composition is kept unchanged. At the total dead state, in addition to the temperature and pressure, the chemical composition of the system is also brought to equilibrium with the environment. As noted before, atmospheric pressure and a temperature of 25°C are widely used as the restricted dead state. The definition of the chemical composition of the total dead state is not as straightforward. In seawater desalination systems, usually the seawater salinity of 35 g/kg is considered as the composition of the total dead state. For desalination systems where the input saline water is at different salinities, it is reasonable to consider the chemical composition of the available feed stream as the chemical composition of the environment. Such a choice of the total dead state composition ensures that any process which results in two streams of water with relatively higher and relatively lower concentrations with respect to the feed water will entail an increase in the exergy of both produced streams, and hence will consume work. It is noted that the sum of the first two terms in the right-hand side of Eq. (69) represents the physical exergy and the last term shows the chemical exergy.
The easiest way to calculate the chemical exergy is by assuming the saline water as an ideal solution of sodium chloride and water. The ideal solution assumption implies that the intermolecular forces are equal between all components of the solution (Na + -H2O, Cl --H2O, H2O-H2O in H2O-NaCl solution). Therefore, there is no change of enthalpy upon replacing the bonds between some water molecules with ion-water bonds. It can be shown that for such an ideal solution, the exergy of pure water at the reference temperature and pressure (T0 and p0) with respect to the feed water as the total dead state is (Lienhard V et al., 2017) :
where xw,f,dis is the dissociated mole fraction of the water in the saline feed water. For NaCl-water solution , , = /( + 2 ), where and show the number of moles of water and NaCl in the solution, and factor 2 in the denominator is to account for breaking of each NaCl molecule into 2 ions (dissociation). For small salinities, Eq. (70) can be further simplified by using Taylor expansion of the logarithmic term and replacing the water mole fraction with the salt mole fraction from xs,f = 1 -xw,f , to yield ̇ℎ , =̇0 , / H 2 O .
The amount of salt in the saline water is usually specified in terms of salinity, S, defined as the mass of salt dissolved in the unit mass of the solution. If the mass of salt is measured in grams and the solution mass is expressed in kilogram, the salinity is known as ppt (part per thousand). Having the salinity in ppt, the dissociated water mole fraction in Eq. (70) can be calculated as , , = (1000 − )/(1000 − + 2 H 2 O / ). The exergy of the distilled water can be approximated by replacing Eq. (70) into Eq. (69). It is noted that more accurate expressions for the chemical exergy of water mixtures can be derived by accounting for the nonideality of the solution (Mistry and Lienhard V, 2013b ).
An alternative approach to calculate the exergy of the distilled water is using the tabulated values for enthalpy, entropy and chemical potential of saline water directly in Eq. (69). Such tabulated properties have been compiled for seawater and are available for a wide range of practical temperatures, pressures and salinities (Nayar et al., 2016; Sharqawy et al., 2010) . Available correlations in these databases allow for determination of exergy at various total dead state temperatures, pressures and salinities. For this case study, the exergy efficiencies are calculated using both the tabulated exergy values and the simplified exergy values calculated based on the ideal solution approximation in Eq. (70).
Fig. 21
The variations of the second law efficiencies with the heat source temperature
There are two types of commercial thermal desalination systems, namely the multi-stage flash (MSF) and multiple-effect distillation (MED). In both MSF and MED systems, several stages of consecutive evaporation and condensation processes occur in a decreasing pressure (and temperature) order to recover the thermal energy released by condensing vapor to drive evaporation at a lower pressure. The MED systems generally have better energy and exergy efficiencies compared to the MSF systems (Blanco et al., 2009; Warsinger et al., 2015) . The most important factors affecting the second law efficiency of the MSF and MED systems are the number of stages, temperature at which thermal energy is supplied and quality of the input water. Figures 21 to 23 show both types of the second law efficiencies defined by Eqs. (67) and (68) for a particular MED system design. Figure 21 shows the effect of the supplied heat temperature on the second law efficiency. While the second type of exergy efficiency, II,2, monotonically decreases with increasing temperature, the first type efficiency, II,1, shows a minimum at around 62°C. Both the input exergy and useful output exergy (exergy of the produced distillate) increase by increasing the hot-end temperature.
However, the decreasing trend of II,2 suggests that the increase in the exergy of the input thermal energy overweighs the higher exergy of the distillate. The trend of II,1 shown in Fig. 21 suggests that there exists a certain heat supply temperature at which the ratio of exergy destruction to the input exergy is maximized. Fig. 22 The variations of the second law efficiencies with the number of stages of the MED system
The effect of the number of stages on the second law efficiencies is shown in Fig. 22 . In general, increasing the number of stages (also referred to as effects) increases the overall thermal resistance of the system. Since the heat source and heat sink temperatures are fixed, increased thermal resistance results in smaller heat throughput and hence smaller exergy input. Increased thermal resistance also leads to a slight increase in the overall temperature drop and its associated exergy destruction across the system. This results in the decreasing trend of II,1 shown in Fig. 22 . The smaller heat throughput also implies smaller distillate production rate in each effect. However, the increased number of effects more than offsets the reduced distillation rate in individual effects. As expected, II,2 increases due to the decreased heat transfer (smaller input thermal exergy) and increased distillation rate (greater useful output exergy). Overall, MED systems with greater number of effects are more efficient from both energy and exergy points of view. Nevertheless, it should be noted that the improved efficiency comes with higher capital cost associated with higher material and manufacturing costs (Mistry et al., 2013) . Effect of salinity of the input water on the second law efficiency is shown in Fig. 23 . For a fixed heat source temperature, increased salinity of the feed water slightly increases the overall thermal resistance of the distillation system and hence the heat throughput and corresponding input exergy slightly decrease. Also, as the feed water salinity increases, more work (exergy) will be needed to separate fresh water from it due to the greater difference between the chemical potential of the fresh water and that of the total dead state (feed water). The increase of the specific exergy of the distilled water overweighs the slight decrease in the amount of distilled water production. As such, II,2 increases by increasing the feed water salinity. The increasing trend of II,1 with the feed water salinity can be explained by the greater output exergy mainly due to the higher exergy of produced distillate and discharging brine. Finally, the effect of non-ideality of the saline water on the second law efficiency is shown in Fig. 24 . As evident, the ideal solution assumption leads to an overprediction of II,2 compared to the actual solution. 
CONCLUSIONS
A cohesive and general presentation of the exergy analysis for the energy systems was provided. The presented approach was applied to several engineering systems and processes including fuel cells, latent heat thermal energy storage, heat exchangers and thermal desalination system. The critical role of the exergy analysis in the optimal design of energy systems as well as identification of their actual and theoretical limits of performance was established. It was also shown that for the studied systems the exergy efficiency in some cases has opposite trend to the first law efficiency. 
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