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Abstract Due to an increase in content providers providing large-capacity contents, most of the traﬃc flowing into
the Internet is occupied by multimedia contents such as videos, images, music, and so on. In content distribution
on the Internet, content delivery networks (CDNs) that can guarantee the load distribution and communication
quality of the server and the network entity is used around the world. With current CDN technologies, when the
user establishes a connection with the distribution server, it is diﬃcult to change both the server and the path
between the user and the server. Therefore, when dealing with long duration communication in CDNs, conventional
path control and distribution server selection related to CDNs may not be able to respond flexibly to changes in
communication quality after the communication starts. In this paper, we propose the path and server switching
scheme based on the estimated available throughput of each path to improve the performance of communication in
CDNs. Furthermore, we show that our proposed method can provide high throughput performance compared with
the existing method by using network simulations.
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Delivery Network (CDN) が利用されている．Cisco 社による
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よるトラヒックの割合は，2016 年の 52% から 2021 年には，
71% に増加すると予測している [1]．CDN 事業者はオリジナ
ルのコンテンツを保有するオリジンサーバに代わって，実際
にユーザからの要求に対応する配信サーバを Internet Service











的な CDN 事業者である Akamai 社は Domain Name System
(DNS) ベースの配信サーバ選択法を用いている [2] [4]．ユーザ
は配信サーバの IP アドレスを Akamai 社の DNS サーバに問






に関する研究が行われている [5]．また，CDN は ISP とは独立
した Akamai 社等の CDN 事業者によって運営され，経路制御










一方で，Google 等のコンテンツプロバイダや，Tier-1 ISP の
ような大規模なネットワークを有する企業では，自社で CDN
を構築し，運用するケースが増えている [3] [6]．また，ISP と
CDN 事業者が互いに協力することで，経路制御と配信サーバ
選択を同時に制御する方式も提案されている [3] [7]．さらに，
OpenFlow を用いて Software Defined Network (SDN) を構
築して動的に経路制御や配信サーバ選択を実施する方式が提案

























































































Step 2 OFC においてクライアント - サーバ間のすべてのパ
スの推定獲得スループットを算出．
Step 3 Step 2 で算出したパスの推定獲得スループットを基
に OFC は現在のクライアント - サーバ間で通信品質を改善可
能なパスを探索．
Step 4 Step 3 で通信品質を改善可能なパスが存在した場合，
パスを切り替える．








計測されたフロー Fi のスループットの移動平均を Si(t) とし
て，式 (1)のように更新する．
Si(t) = Yi(t) ∗ (1− α) + Si(t− 1) ∗ α (1)
ここで，クライアントに流入するフローを Fi (i= 1，. . .，n)，
現在の時刻を t ，時刻 t におけるフロー Fi のスループットを
Yi(t)，平滑化係数を α とする．フロー Fi の通信開始後から
現在の時刻 t までに算出された最大の Si を maxSi と定義し，
Si(t) が maxSi に対して一定の割合以下 (式 (2)) となる状態
が 5 周期 (5T ) 継続した場合，クライアントは Fi の通信品質
が劣化したと認識して，OFC に通知する．
Si(t) < maxSi ∗ β (2)
ここで，β は 0 ≦ β ≦ 1 を満たす任意の係数とする．






を求める．パス Pj(j = 1，. . .，n) に属するリンク Lj,k(k = 1
，. . .，m) の推定獲得スループット Xj,k を以下の２つの方法で
求める．最初にリンク Lj,k 上を流れるフロー数に基づき，推
定獲得スループット Xflow,j,k を求める．リンク Lj,k 上を流
れるフロー数からリンク Lj,k のフロー数に基づく推定獲得ス
ループット Xflow,j,k は式 (3)で表される．
Xflow,j,k =
Lj,kの容量
1 + Lj,k上のフロー数 (3)
次に，OFS の各インタフェースの受信量に基づき，残余帯域
Xresidual,j,k を求める．OFS のインタフェースの受信量からリ
ンク Lj,k の受信量に基づく残余帯域 Xresidual,j,k は式 (4)で
表される．
Xresidual,j,k = Lj,kの容量−OFSの受信量 (4)
リンク Lj,k の推定獲得スループット Xj,k を式 (5)より求める．
Xj,k = max(Xflow,j,k，Xresidual,j,k) (5)
最後に，各リンクの推定獲得スループットに基づいて，クライ
アントとサーバ間のパスの推定獲得スループットを算出する．
パス Pj の推定獲得スループット Zj は，Pj を構成する全リン
クの推定獲得スループット {Xj,1，Xj,2，. . .，Xj,k} の最小値
として，次の式 (6) によって求める．
Zj = min(Xj,1，Xj,2，. . .，Xj,k) (6)
図 2 は，サーバクライアント間に P1 と Pj の二つのパスが存
在する例を示している．図 2 において，パス P1 を構成するリ
ンクは L1,1 および L1,2 であり，P1 の推定獲得スループット
Z1 は，min(X1,1，X1,2) によって求めることができる．
3. 2. 3 パスの切替
OFC は算出した各パスの推定獲得スループットから通信品




















3. 2. 4 サーバの切替
通信中のクライアント - サーバ間において，パスの切替のみ
で通信品質劣化を改善できない場合に，OFC は，式 (8) の条
件を満たすサーバへの切替を行う．













Step 5-3 Step 5-2 で条件を満たすサーバが存在しない場合，




























詳細について説明する．今回は NS-3 (Network Simulator-3)
シミュレータを用いて提案手法を評価した [17]．　
4. 1 シミュレーションモデル
シミュレーショントポロジを図 3 に示す．図 3 において C1







に重みを置いて平滑化係数 α を 0.8 とする．
4. 2 シミュレーションシナリオ
シミュレーションでは，通信開始時に最適なサーバ選択を行
わない CDN を想定し，0 s から 3 s 間隔でランダムに選択さ
れたクライアント - サーバ間でフローを発生させる．ただし，
１つのクライアントに流入するフローは最大１本とし，発生す
るフローは全て TCP による 500 MB のファイル転送とする．
また，S6 及び S7 は他のネットワークの配信サーバとし，クラ
イアントは S1 - S5 のサーバと通信開始する．この時，ネット
ワーク内のトラヒック量が提案手法の動作に与える影響を評価
するため， TCP によるファイル転送のフロー数を 5，７，10
本と変更してシミュレーションを実行する．
本研究では，比較手法としてサーバ及びパス切替を行わな
















































β の設定を行う．図 3 のトポロジを用いて，フロー数を 10 本，
β = 0.2，0.4，0.6，0.8 と変化させて，提案手法を適用した場
合に β がフローのスループット特性に与える影響を調査した．












β = 0.6，0.8 とした場合のフローのスループット性能の差は
0.2% 程度であった．また，β = 0.6 の場合は，クライアント
において通信品質が劣化したと判断された回数が β = 0.8 の場
合の 60% であった．以上の結果より，β の値を大きくすると
フローのスループット性能は改善されるが OFC の計算量が増
加することが確認できたため，以降は小さい計算量で良好なス































































て，C1 - S1 間で発生したフロー F1 のスループットの移動平均
S1 の推移を表している．0 s に C1 - S1 間で発生したフロー
F1 は 6 s に C3 - S3 間で発生したフローとパスの一部を共有
したことで，9 s からスループット性能が低下し始めた．さら
に，15 s に C5 - S5 間で F1 とパスの一部を共有するフローが
発生したため，15 s 以降から F1 のスループット性能はさらに
低下した．そして， 22 s の時点でクライアント C1 によって
F1 の品質が劣化したと判断された．C1 から品質劣化の通知を
受けた OFC は C1 - S1 間の他のパスの推定獲得スループット
を算出したが，式 (7) の条件を満たす推定獲得スループットを
持つパスが C1 - S1 間に存在しないため，F1 の接続先サーバ
を S6 へ切り替えた．接続先のサーバを S1 から S6 へ切り替
えることでフロー F1 のスループット性能は大きく改善され，
36 s に C6 - S3 間のフローが接続先のサーバを S6 に切り替え
たことで，F1 のスループット性能は再び低下したが，2 回目の



















































手法を提案した．提案手法では，OpenFlow による SDN 上に
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