Abstract. Jacobians of maps on the Heisenberg group are shown to map suitable group Sobolev spaces into the group Hardy space H 1 . From this result and a weak * convergence theorem for the Hardy space H 1 of the Heisenberg group, a compensated compactness property for these Jacobians is obtained.
Introduction
We investigate compensated compactness properties of Jacobians of maps on the Heisenberg group and we prove results analogous to those for the Jacobians of maps on R n .
Let
H n = C n × R be the Lie group with multiplicative structure (z, t) · (z , t ) = (z + z , t + t + 2 Im z ·z ) where z = (z 1 , . . . , z n ), z = (z 1 , . . . , z n ) and z ·z = n j=1 z jz j . This is the n th order Heisenberg group. It can be shown that the group operation is C ∞ on the manifold C n × R and hence H n is a locally compact Lie group. Let (z 1 , . . . , z n , t) be coordinates on H n . Write z j = x j + iy j and define the vector fields:
It turns out that the X j , Y j and T form a basis for the left invariant vector fields on H n . They satisfy the commutation relations [X j , Y j ] = −4T, j = 1, . . . , n and all other * Work partially supported by the National Science Foundation. * * Work partially supported by NSF grant DMS-9007491.
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Typeset by A M S-T E X 1 commutators vanish. The group H n is equipped with a natural dilation structure r(z, t) = (rz, r 2 t), r > 0, which is consistent with the group multiplication. The associated norm |(z, t)| = (|z| 4 + t 2 ) 1/4 is homogeneous of degree 1 with respect to this group of dilations.
We denote by B r (u 0 ) the Heisenberg group ball {u ∈ H n : |u −1 u 0 | < r}.
Haar measure on H n is the usual Lebesgue measure on R 2n+1 . Convolution on the Heisenberg group H n is defined by
Fix ϕ be a smooth bump on H n with ϕ du = 0. For a distribution f on H n define
can be given via the atomic decomposition. See [FOS] or [CW] for details.
where L j is either X j or Y j . We would like to show that Jac(F ) maps a product of suitable group Sobolev spaces into the spaces
2n+3 . The analogous result for the vector fields 
be the harmonic mean of the p j 's. We suppose that 2n+2 2n+3 < γ ≤ 1. Then, there exists a constant C > 0 that depends only on n and on the p j 's such that for every map F = (f 1 , . . . f n ) on H n we have:
Proof of Theorem 1
Note that since γ is the harmonic mean of the p j 's, Hölder's inequality implies that | Jac(F )| γ is integrable. The novelty provided by our Theorem is that any smooth maximal function of Jac(F ) raised to the power γ is also integrable.
Two basic ingredients are needed for the proof. The first is that whenever F = (f 1 , . . . , f n ) is a compactly supported C 1 map on the Heisenberg group, Jac(F ) has integral zero. This is explained in the next section. The second ingredient is the Poincaré (local Sobolev) inequality (1.0) stated below.
Let B be a Heisenberg group ball. We denote by 2B its double and by |B| its the Lebesgue measure.
Theorem. Let q and r be given such that 
where we set m =
The theorem above is true even when the ball 2B on the right hand side of the inequality is replaced by the ball B. This more subtle result has been proved by Jerison [JE] when 1 ≤ q = r < ∞ and recently by Lu [L1] , [L2] in the remaining cases, including the endpoint case m = 0. The global form of (1.0) can be found in [FOS] and [VSC] . The local case stated above can be obtained in different ways. We refer the reader to [L2] for a proof.
3
To prove Theorem 1 we only need the Poincaré inequality above for m > 0. We will need the case m = 0 to prove the sharper endpoint result that the Jacobian (0.3) maps into the space weak H γ for γ = 2n+2 2n+3 . (See next section). Let F be a compactly supported C 1 map from the Heisenberg group into R n . Our estimates will be independent of the function F and a density argument will give the required inequality for general functions F for which the right hand side of (0.4) is finite.
Fix ψ a smooth bump with support inside the unit ball |u| < 1 and also
with the identity:
which follows from the multilinearity of the Jacobian. Let
We replace f 1 by f 1 − c 1 in (1.1) and we note that Jac(F ) remains unchanged. Next we integrate over the Heisenberg group. Note that the second determinant in (1.1) is the Jacobian of the map (
explained in the next section, is that Jacobians of compactly supported maps have integral zero. Using this fact we conclude that
Expand the determinant in (1.2) along its first column. We obtain
where M j is a minor. We treat only one term of the sum in (1.3), say the first one, since the remaining terms are similar. The minor M 1 is a sum of terms of the form
of the supremum over all δ > 0 of a typical term of the form
To see this, recall that u 0 = (z 0 , t 0 ) and let
∂t }, where the function inside the curly brackets is evaluated at
Since ψ is supported in the unit ball we deduce that |y 0 1 − y 1 | ≤ δ and therefore the expression inside the curly brackets above is bounded by Cδ −1 . We obtain the estimate
. Because of our assumption on γ and on the p j 's , one can check that 0 <
We now apply Hölder's inequality to (1.5) with exponents
We estimate (1.5) by
We are now ready to use the Poincaré inequality (1.0). Since we have
q , the hypotheses are satisfied. We obtain that (1.6) is bounded by
where by g * we denote the Hardy-Littlewood maximal function of g on the Heisenberg group defined as follows:
(1.8) now controls the supremum over all δ > 0 of (1.4). Summing (1.8) over all possible permutations {m 2 , . . . , m n } = {2, . . . , n} we get the estimate below for the first term of the sum in (1.3):
(1.9)
Similar estimates hold for the other terms of the sum in (1.3). In fact, the proof is exactly the same, except that the index 1 is replaced by some 2 ≤ l ≤ n. Now (1.9) majorizes the supremum over all δ > 0 of (1.3). Since s j < p j , Hölder's inequality with exponents
γ and the boundedness of the Hardy-Littlewood maximal function on L t for t > 1 will give that the L γ (quasi)norm of (1.9) is bounded above by
Therefore sup δ>0 | Jac(F )ϕ δ du| L γ is dominated by (1.10) and the proof of (0.4) is now complete.
Remarks on Theorem 1
We begin this section by indicating why Jac(F ) has integral zero whenever F is a compactly supported C 1 function from the Heisenberg group into R n .
We expand Jac(F ) along a column, say the first one. We obtain
Next, we integrate over the Heisenberg group. Using that F is compactly supported and
, an integration by parts gives:
is a sum of (n − 1)! terms so the sum in (2.2) consists of a total of n! signed terms. Note that since 
since f 1 vanishes on ∂B. We used Stokes' Theorem in the penultimate equality above. 
Sketch of proof:
We set q = (1 − n j=2
. Since p 1 < 2n + 2, we conclude that 1 < q < ∞. Up to and including estimate (1.5) the proof is similar to the previous section. Then we obtain (1.6) by applying Hölder's inequality to (1.5) with exponents q, s 2 = p 2 , . . . , s n = p n . The Poincaré inequality (1.0) with m = 0 will give (1.8) where the s j 's are replaced by the p j 's. Therefore, the pointwise estimate
2n+3 . Therefore, Theorem 1a is sharp since the weak space H γ,∞ cannot be replaced by the (strong) space H γ .
Weak convergence in H
In this section we wish to extend the theorem of Jones and Journé, [JJ] , on weak * convergence in H 1 (R n ). The proof we are going to give follows the ideas of the original proof by [JJ] and our only contribution is its extension to general normal spaces of homogeneous type. Following R. We assume that (X, d, µ) is a β-normal space of homogeneous type. The spaces H 1 (X), V MO(X) and BM O(X) are defined in [CW] .
Under the assumption of β-normality for X, the theorem of [JJ] on weak * convergence in H 1 (R n ) carries over to H 1 (X).
Theorem 2. Suppose {f n } is a sequence in H 1 (X) such that f n H 1 (X) ≤ 1 for all n and 
Lip 1 ∩ C(K) is uniformly dense in C(K).
Fix ε > 0. We need to find an n 0 such that for all τ ≡ 1 a.e. on E. We will show that ϕτ ∈ BM O(X) and
Assuming (3.3) we complete the proof of Theorem 2. Clearly E is contained in the support of τ . However, the support of τ is not very much larger than E; in fact, the weak type (1,1) estimate for the maximal function gives that µ (support(τ )) ≤ Ce
Hence support(τ ) |f | dµ ≤ ε by our choice of δ. We now select n 0 such that for all n ≥ n 0 the uniform norm of f n − f on X − E is smaller than ε. Then for n ≥ n 0 we have
This proves that f n converges weakly * to f . Let us now show (3.3). The estimate
Ce
We used that ϕ is Lipschitz and that X is β-normal in the inequalities above. Now assume for a moment that
Then (3.3) follows easily, since for all balls B we have:
It suffices therefore to prove (3.4). Since max(0, g) = 
This concludes the proof of (3.5) and hence of Theorem 2. A different proof of (3.5) can be found in [CR] and [JO] .
Compensated Compactness properties of Jacobians
In this section, we give a corollary of Theorems 1 and 2. We say that a sequence of functions converges weakly By Theorem 2 we conclude that det(g jl ) is in H 1 and that the weak * limit of Jac(F k ) is det(g jl ). The proof of the Corollary is now complete.
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