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ABSTRACT: In order to accurately simulate the deep drawing or stretching of aluminum sheet at elevated
temperatures, a model is required that incorporates the temperature and strain-rate dependency of the material.
In this paper two models are compared: a phenomenological material model in which the parameters of a
Ludwik–Nadai hardening curve and a power law strain-rate influence are made temperature dependent and a
physically-based model according to Bergstro¨m. The model incorporates the influence of the temperature on
the flow stress and on the hardening rate and includes dynamic recovery aspects. Although both models can be
fitted quite well to monotonic tensile tests, large differences appear if strain rate jumps are applied.
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1 INTRODUCTION
In deep drawing of an aluminum cylindrical cup, the
limiting drawing ratio can be increased considerably
by controlling the temperature of different parts of the
blank [1–3]. By heating the flange up to 250  C and
cooling the punch the limiting drawing ratio could be
increased from 2.1 to 2.6 for a 5754-O alloy in an ex-
periment performed by the authors [4]. In this paper
experiments with the 5754-O alloy are analyzed, to
determine whether a numerical analysis can predict
the punch force-displacement curves and the thick-
ness distribution of the final product. Uniaxial tensile
tests were performed at 4 different temperatures and
2 strain rates. With the data from these experiments,
the parameters for two material models were fitted.
With these models, the cylindrical deep drawing ex-
periments were simulated. The results are presented
in Section 3.
2 MATERIAL MODEL
Two different material models were used for the anal-
yses. First a phenomenological model was used and
secondly a physically based model. The physically
based model still has a number of parameters that
are difficult to measure and hence are used as fitting
parameters. The choice of parameters and state vari-
ables however is based on physical quantities like the
dislocation densities, in contrast with the purely phe-
nomenological models.
Both models give a flow stress as a function of the de-
formation path, temperature and strain rate. The trans-
lation of this (equivalent) stress to the general stress
space is performed by an isotropic Von Mises yield
surface.
Uniaxial tensile test experiments were performed at
temperatures of 25  C, 100  C, 175  C and 250  C
at strain rates of 0.002 and 0.02 s  1. The resulting
engineering stress-strain curves are presented in [4].
The parameters for both models were determined by
a MATLAB parameter optimization program.
2.1 The extended Nadai model
The phenomenological model is based on the Nadai
hardening law and power law strain rate dependency:
σ  C

ε  ε0 
n  ε˙
ε˙0 
m
(1)
The temperature dependence is included by letting C,
n and m be functions of the temperature T (in Kelvin).
The following functions for the parameters were used
in order to fit the tensile tests.
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The parameters were fitted to the 8 uniaxial tensile
tests, resulting in the values presented in Table 1.
Table 1: Parameters for the extended Nadai model
Tm 800 K a1 132 n0 0.32
ε0 0.006585 a2 3.5 m0 0.009
ε˙0 0.002 s
 1 b1 0.13 c 7.5
C0 474 MPa b2 2.5
2.2 The Bergstro¨m model
The physically based model used in this paper is a
model described by Bergstro¨m and later adapted by
Van Liempt [5–7]. The model incorporates the influ-
ence of the temperature on the yield stress and on the
hardening rate and includes recovery aspects.
Basically the model determines the (equivalent) stress
as:
σ  g

T


σ0  αGrefb  ρ  σ 

ε˙  T

(3)
where the function g

T

was originally defined by the
ratio between the elastic shear modulus at temperature
T and at the reference temperature Tref: G

T

Gref.
The second part on the right-hand-side is the familiar
Taylor equation see e.g. [8, 9].
The essential part is the evolution of dislocation den-
sity ρ. This will give a temperature and strain rate in-
fluence on the hardening, while σ

yields an instan-
taneous temperature and strain rate influence on the
flow stress. Formulas for the dynamic stress σ

usu-
ally present a translation of the curves, with a mag-
nitude that decreases with increasing temperature. In
the experimental stress–strain curves it was observed
that the small influence on the initial yield stress that
is present at low temperatures does not decrease at
higher temperatures. Therefore the contribution of σ

is neglected in this paper. This means that all the in-
fluence of the temperature on the flow stress is in-
troduced indirectly by the influence on the hardening
rate. For fcc alloys, this behavior is also noted in the
literature e.g. [10].
The evolution of dislocation density is formulated as
a differential equation:
dρ
dε  U0  ρ 
 	 Ω0  C exp

mQv
RT

ε˙m

ρ (4)
The first part in the right hand side represents stor-
age of mobile dislocations (making them immobile)
and the second part represents remobilization or dy-
namic recovery. The mobilization and immobilization
determine the shape of the hardening curve at differ-
ent temperatures and strain rates.
The parameters were fitted to the 8 tensile tests and
resulted in the values presented in Table 2. The func-
tion g

T

was fitted as a polynomial with the initial
Table 2: Parameters for the Bergstro¨m model
σ0 115.8 MPa m -0.715
α 1.0 U0 4  591  108 m
 1
b 2  857  10  10 m Ω0 14.78
C 12311 Qv 58950 J/mol
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Figure 1: Stress–strain curves at different temperatures for ε˙ 
0  002, experiments (dashed), Bergstro¨m model (solid) and Nadai
model (dotted).
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Figure 2: Stress–strain curves at different temperatures for ε˙ 
0  02, experiments (dashed), Bergstro¨m model (solid) and Nadai
model (dotted).
yield stress at a strain rate of 0.02 because the orig-
inal scaling with G

T

yielded a too strong decrease
of the yield stress.
In Figures 1 and 2 the simulated engineering stress-
strain curves are plotted, together with the experimen-
tal data. It can be seen that both models are more or
less capable of describing the experiments. It should
be noted that the comparison is only valid for uniform
strain, so up to the maximum engineering stress.
A large difference between the models is observed if
a jump in the strain rate is applied. In Figure 3 the
stress–strain curves are plotted for deformation at 175
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Figure 3: Stress–strain curves with and without strain-rate jumps
for the Nadai model (left) and the Bergstrom model (right).

C and for strain rates of 0.002 (lower curve) and
0.02 (upper curve). If a strain rate change from 0.002
to 0.02 or from 0.02 to 0.002 is applied, the Nadai
model immediately follows the curve corresponding
to a constant strain rate. With the Bergstro¨m model
the constant strain curve is only slowly approached af-
ter continuous straining. Experiments should be per-
formed to determine the actual material behavior.
3 EXPERIMENTS AND SIMULATIONS
A number of cylindrical cups have been deep drawn at
different temperatures. These experiments have been
simulated with the two material models, described in
the previous section. Examples of test products are
given in [4].
The simulation of the deep drawing experiments was
performed with axi-symmetric elements. The sheets
of 1.2 mm thickness were modeled with 2 elements
in thickness direction and an element size of 1 mm in
radial direction. The extended Nadai material model
was implemented as a user routine in MSC.MARC.
In this model also a part of the punch, die and blank
holder were modeled, including heat rods and cool-
ing channels. From these analyses, it appeared that
the sheet in contact with the punch or the die/blank
holder takes the temperature of that tool, within some
margin. The simulation with the Bergstro¨m model
was performed with the in-house code DIEKA. Here
the tools were modeled as rigid contours with a pre-
scribed temperature.
The friction between tool and workpiece is one of
the less known factors in the simulation. In the sim-
ulations a Coulomb friction coefficient of 0.06 is as-
sumed between tool and workpiece. This value was
measured experimentally at room temperature. It was
recently shown that at high temperatures, the friction
coefficient can be two to three times as high as at low
temperatures.
All experiments and simulations were performed with
blanks of 230 mm diameter and a punch stroke of 80
mm. The blank holder force was equivalent to an ini-
tial pressure of 1.0 MPa. All mentioned temperatures
are the temperatures of the die and blank holder. The
punch is kept at 20

C.
Three experiments were performed with a punch ve-
locity of 120 mm/min. The respective temperatures
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Figure 4: Experimental load-displacement curves for the punch.
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Figure 5: Punch load-displacement curves with the extended
Nadai model.
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Figure 6: Punch load-displacement curves with the Bergstro¨m
model.
were 20

C, 175  C and 250  C. In Figures 4-6, the
force-displacement diagrams of the punch are plotted
for the experiments and the simulation with extended
Nadai and Bergstro¨m model respectively.
In Figures 7-9, the thickness distributions of the cup
at a depth of 80 mm are plotted for the experiments
and the simulations.
4 DISCUSSION
In the extended Nadai model the flow stress directly
depends on the equivalent strain, strain-rate and tem-
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Figure 7: Experimental thickness distributions.
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Figure 8: Thickness distribution with extended Nadai model.
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Figure 9: Thickness distributions with Bergstro¨m model.
perature. In the Bergstro¨m model an evolution equa-
tion for the dislocation density is solved. As a result,
the Nadai model will show a different flow stress upon
strain rate change directly, while the Bergstro¨m model
will reach a new flow stress only after some additional
strain. It was expected that this difference would be
clearly visible in the simulation of the deep drawing
experiments, since there strain-rate and temperature
are not constant.
Comparing the different punch force-displacement
curves, it can be seen that both numerical models un-
derestimate the experimental curves. The wiggles in
the numerical curves are due to not fully converged
increments.
The trends with changing temperature or punch ve-
locity are predicted well, but the difference between
20  C and 175  C are overestimated. The influence of
the temperature on the thickness after 80 mm punch
stroke is most pronounced in the bottom of the cup.
In the simulations of the deep drawing experiments
the friction between tool and workpiece is one of the
fundamental unknowns. Values, based on room tem-
perature experience were used, but it is clear that these
values are likely to change as the temperature in-
creases. High temperature experimental data was only
obtained recently and is not included in the simula-
tions. It is attributed to the different friction condi-
tions that the differences between simulation and ex-
periment are rather large. Another reason may be the
use of an isotropic Von Mises yield surface, while a
non-isotropic and less smooth yield surface would be
more appropriate.
With the deviations between simulation and experi-
ment, the differences between the extended Nadai and
the Bergstro¨m model can not be decisively interpreted
as an advantage of one over the other.
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