Traditionally, the calibration of safety critical nuclear instrumentation has been performed during each refueling outage. However, many nuclear plants have moved toward conditiondirected rather than time-directed calibration. This condition-directed calibration is accomplished through the use of on-line monitoring. On-line monitoring (OLM) commonly uses an autoassociative empirical modeling architecture to assess instrument channel performance. An autoassociative architecture predicts a group of correct sensor values when supplied a group of sensor values that is usually corrupted with process and instrument noise, and could also contain faults such as sensor drift or complete failure. This paper describes one such autoassociative model architecture, specifically autoassociative kernel regression (AAKR), and presents five metrics that may be used to evaluate performance. These metrics include the previously developed accuracy, auto sensitivity and cross sensitivity metrics along with a description of two new fault detectability performance metrics for application to instrument calibration verification (ICV) and anomaly detection. These parameters are calculated for an AAKR model of an operating nuclear power plant steam system and were used to describe the effects of model architecture on performance. It is shown that the ability of an empirical model to detect sensor faults in ICV systems is largely dependent on the model uncertainty and to a lesser degree its auto sensitivity. It is also shown that the ability of an empirical model to detect anomalies via the Sequential Probability Ratio Test (SPRT) is also related to uncertainty and the SPRT detectability is on the order of 50% smaller than the ICV detectability. These guidelines provide a framework for developing various models, in that models intended to be applied to ICV and anomaly detection tasks should focus on the minimization of uncertainty. Furthermore, the ICV and anomaly detection performance metrics are shown to be within the traditional +/-1% calibration tolerance and their performance under artificially faulted conditions are shown to be in direct agreement with their theoretical foundations.
Introduction
In the United States of America (U.S.) nuclear power industry, millions of dollars are spent annually on the calibration of instrument channels that are performing within the required specifications. A recent Electric Power Research Institute (EPRI) study of 646 instrument channels showed only three had unacceptable drifts, yet all 646 channels required maintenance per regulations. For the past twenty years, several nuclear utilities, along with EPRI, have investigated methods to monitor the calibration of safety critical process instruments and move towards a condition based maintenance philosophy rather than a time directed schedule. In 2000, the U.S. Nuclear Regulatory Commission (NRC) issued a safety evaluation report (SER) [1] on EPRI Topical Report (TR) 104965, "On-Line Monitoring of Instrument Channel Performance" [2] . This SER concluded that the generic concept of on-line monitoring (OLM) for tracking instrument performance as discussed in the topical report is acceptable. However, they also listed 14 requirements that must be addressed by plant specific license amendments if the TS-required calibration frequency of safety-related instrumentation is to be relaxed.
The goal of OLM systems for sensor calibration monitoring is to be able to identify small sensor drifts that would require the sensor to be manually calibrated or replaced. The applicability of OLM systems for this task depends on the size of the drift the system is able to identify. If a specific implementation can only identify drifts of 2%, then it is not applicable to instrument channels whose accuracy must be verified to be less than 1% with a 95% confidence. Therefore, a performance metric that can quantify the size of a drift that a system can detect is important when evaluating the applicability of sensor calibration monitoring. To date, performance measures such as accuracy, auto sensitivity, and cross sensitivity exist [3] ; this paper presents two new fault detectability performance measures.
This paper is organized into four major sections. First, a detailed description of autoassociative kernel regression (AAKR) is given. Second, the five model prediction performance metrics are presented. The third section presents results obtained from an empirical model of the steam system of an operating nuclear power plant. Finally, the fourth section provides some recommendations and conclusions.
Calibration Monitoring Methodology
Sensor calibration monitoring is performed by using empirical models developed with historical data to predict correct plant parameter measurements. The correct parameter values are compared to the sensor measurements and the differences, called residuals, are monitored to detect sensor degradation [4] .
Several empirical modeling techniques have been used to monitor instrument calibrations including the Multivariate State Estimation Technique (MSET) which is a proprietary technique developed at Argonne National Laboratory [5] and used in SmartSignal Inc.'s eCM TM system, the Autoassociative Neural Network (AANN) used in Halden Reactor Project's PEANO system [6] , and Autoassociative Kernel Regression (AAKR), a nonproprietary technique which is very similar to MSET and which will be used in this paper. Since descriptions of AAKR do not readily appear in the open literature, the following derivation is based upon multivariate, inferential kernel regression as derived by Wand and Jones in [7] .
AAKR is a non-parametric, empirical modeling technique that uses historical, fault-free observations to correct any errors present in current observations. The exemplar or memory vectors used to develop the empirical model are stored in a matrix X, where Xi, j is the i th observation of the j th variable. For nm observations of p process variables, this matrix can be written as:
Using this format, a query vector is represented by a 1×p vector of process variable measurements:
The corrected version of the input is calculated as a weighted average of historical, error-free observations termed memory vectors (X i ). The mathematical framework of this modeling technique is composed of three basic steps. First, the distance between a query vector and each of the memory vectors is computed. There are several distance functions that may be used, but the most commonly used function is the Euclidean distance, whose equation for the i th memory vector is as follows:
For a single query vector, this calculation is repeated for each of the nm memory vectors, resulting in an nm × 1 matrix of distances: d.
Next, these distances are transformed to similarity measures used to determine weights by evaluating the Gaussian kernel, expressed by:
where h is the kernel bandwidth, w are the weights for the nm memory vectors. Finally, these weights are combined with the memory vectors to make predictions according to:
If the scalar a is defined as the sum of the weights, i.e. The parameters to be optimized in an AAKR model are the memory matrix (X) and the kernel bandwidth (h). The developer must decide how many vectors to include in the memory matrix and how large to make the bandwidth which indirectly controls how many memory vectors are weighted heavily during prediction. The optimization of these parameters will be discussed in Section 4.
This section has presented the empirical modeling technique used in this paper, namely autoassociative kernel regression (AAKR). The performance metrics that are used to characterize empirical model performance are presented in the following section.
Performance Metrics
The performance of autoassociative OLM systems has traditionally been measured in terms of three metrics: accuracy, auto sensitivity, and cross sensitivity, which have been termed accuracy, robustness, and spillover by Wegerich [8] . Two new metrics: ICV detectability, and anomaly detectability, are introduced for quick determination of OLM applicability for sensor calibration monitoring. Accuracy measures the ability of a model to correctly and accurately predict sensor values and is normally presented as the mean squared error (MSE) between sensor predictions and the measured sensor values. Auto sensitivity measures a model's ability to make correct sensor predictions when the respective sensor value is incorrect due to some sort of fault. Cross sensitivity measures the effect a faulty sensor input has on other sensor predictions. Finally, ICV and anomaly detectability quantify the smallest sensor calibration fault and anomaly that may be identified by an empirical model, respectively. An ideal model would be accurate, would not have sensor predictions that are appreciably affected by degraded inputs, and would be able to detect small sensor faults and anomalies. The remainder of this section will discuss the performance metrics in more detail.
Accuracy
The accuracy metric is simply defined as the mean squared error (MSE) between the model's predictions and the target values. It is important to note that this metric compares the un-faulted, or error corrected, predictions with the target, or error free, data. The equation for a single variable is simply:
where N is the number of test observations,  x i is the model prediction of the i th test observation, xi is the i th observation of the test data. Although this metric is termed accuracy, it is actually a measure of error and a low value is desired. The accuracy metric is the most commonly cited metric as it represents a model's performance for un-faulted input data. However, since the purpose of empirical models in OLM systems is to identify sensor and process faults, their performance under faulted conditions must be quantified; hence, the requirement for the auto sensitivity, cross sensitivity, and detectability performance metrics.
Auto Sensitivity and Cross Sensitivity
As described by Gribok et al. [9] , the original concept of auto sensitivity can be traced to inferential regression models. In this context, a robust model is defined as a model that produces small changes in its output for small errors in its inputs. Extending this idea to autoassociative empirical models, a robust model would produce small changes in all of its outputs for small errors in each of its inputs. This concept was first used to quantify OLM modeling performance by Hines [10] in which he defined the measure as sensitivity. Similar metrics named robustness and spillover were developed by Wegerich [8] for autoassociative empirical models and were reported by Usynin and Hines [3] .
Before discussing these metrics in more detail, the general testing process used in these performance calculations must first be examined. To begin, a model's response using un-faulted input data is calculated. Next, each of the input variables is sequentially artificially drifted and the models are applied to correct the sensor faults. The predictions using faulty input data are then used to determine the model's auto sensitivity and cross sensitivity metrics.
The auto sensitivity is a measure of an empirical model's ability to make correct sensor predictions when the respective sensor value is incorrect due to some sort of fault. Therefore, this metric involves the following values: the un-faulted prediction i x , the drifted prediction drift x , the un-faulted input variable x, the drifted input drift x , and the index of the artificially drifted variable k. Using these definitions, the auto sensitivity for sensor k is given by:
An auto sensitivity value of 0 is desirable and means the model is impervious to the input fault. The auto sensitivity metric is of great importance to OLM. If a model's auto sensitivity is 1, then the model's prediction follows the fault, resulting in a residual of zero, and the fault cannot be detected. If a model's auto sensitivity value is non-zero, its prediction will underestimate the size of the sensor fault and the OLM system drift limits may need to be adjusted to reflect this fact.
The next performance metric is cross sensitivity. This value measures the effect a faulty sensor input has on the other sensor predictions. This is illustrated by the following equation, in which j is the index of the un-faulted variable whose cross sensitivity metric is being calculated:
In order to more clearly illustrate the concept of auto sensitivity, consider the plots presented in Fig. 1 . Two plots are included to illustrate the differences between an empirical model with a small (upper plot) and large (lower plot) auto sensitivity metrics. In both plots, the points indicate normal, un-drifted sensor data, the blue line indicates artificially drifted sensor values that are supplied as inputs to the empirical model, and the red lines represent the model corrected sensor outputs. Notice that the model predictions with a small auto sensitivity (upper plot) lie very near the normal, un-drifted data. This indicates that the model is not significantly affected by the drifted input and is able to accurately predict the parameter's actual value when supplied with faulty input. This model is considered to be a "robust" model. Next, consider the plot for the model with a large auto sensitivity metric (lower plot). Notice that the model's predictions lie very near the artificially drifted values. Such a model would be of little use in instrument calibration validation since its predictions follow the faulted inputs rather than correcting them. For cross sensitivity, the effect of a fault on other, un-faulted sensors is considered.
Notice that the accuracy metric is calculated for each variable; the auto sensitivity for only the artificially drifted variable, and the cross sensitivity metric, for every variable except the artificially drifted variable. Consider a model with 5 variables. If a single variable is drifted, then there would be 5 accuracy, 1 auto sensitivity, and 4 non-zero cross sensitivity metric values. In order to measure values for each variable, the calculating algorithm is structured such that one can perturb all variables and obtain the auto sensitivity metric for each variable and the mean cross sensitivity metric for each variable.
Fault Detectability
Even though the accuracy, auto sensitivity, and cross sensitivity performance metrics fully describe an empirical model's performance for un-faulted and faulted data, they do not independently quantify how well a particular model will be able to identify anomalies and faults. Furthermore, these metrics require a certain amount of technical knowledge and do not convey useful information to the casual observer. Therefore, two new fault detectability performance metrics have been developed for application to instrument calibration verification (ICV) and anomaly detection. These detectability metrics are presented in the next two sections.
Instrument Calibration Verification (ICV)
Before presenting the details of the ICV detectability metric, consider the generic development process used in instrument calibration monitoring systems, as presented in Fig. 2 .
It can be seen that the first step in developing a sensor calibration monitoring system is to collect historical training data and develop an empirical model. Next, query data are presented to the developed model, which corrects any drifts or degradations in the data. The actual values are subtracted from the corrected values (where corrected values refer to a model's estimates), providing an error term or prediction residual. In addition, the 95% uncertainty of the model's estimates is calculated and combined with the error to form its 95% confidence interval (CI) [11] . This CI is then compared to acceptable calibration limits and may result in one of three possible outcomes: 1) do not calibrate, 2) schedule a calibration, or 3) declare the sensor to be inoperable. From this discussion, it is clear that the empirical model performs the most critical task of the calibration monitoring system by computing the process parameter estimate for a given system state. In addition, notice that the empirical model performs a correcting action and can effectively employ an autoassociative architecture.
From Fig. 2 and its subsequent discussion, it is clear that the extent by which an empirical model can detect a sensor fault is affected by two factors: 1) its predictive uncertainty and 2) its auto sensitivity. This dependency will now be used in an example to fully develop the ICV detectability performance metric.
Suppose an empirical model of a sensor group has been developed, whose uncertainty of sensor i (95% CI) is found to be 1% of its nominal value. In the ideal situation, the sensor's prediction would be insensitive to input faults and the smallest expected fault that the model could detect would be the magnitude of its uncertainty or 1%. In other words, when the residual grew to >1% one could be 95% certain that it was due to a drift and not due to the uncertainty of the prediction. Since the ideal is rarely a reality, an empirical model's predictions can be expected to drift slightly when an input is faulted. In the case when the auto-sensitivity is greater than zero, the sensor must drift by more than 1% for the residual to have a magnitude of 1%. In Equation 2, auto-sensitivity for the i -th sensor is rewritten as the change in the prediction for a drifted input divided by the drift amount. The residual is the difference between the input and the output with the input being the normal input plus the drift and the output being the normal output plus the portion of the drift (S A ) that appears on the prediction:
If the model is accurate, the prediction equals the actual value ( Using the equation for the auto-sensitivity from (2), we have a measure of the residual in terms of sensitivity:
Equation 5 says that the residual is only equal to a percentage of the actual drift. For example, if the sensitivity is 0.2, then the sensor must drift by 1%/(1-0.2) for the residual to equal 1%.
where i U is sensor i 's model uncertainty (95% CI),  
is sensor i 's expected or nominal value, S A i is sensor i 's auto-sensitivity.
The detectability has units of percentage and is a function of both model uncertainty and model auto-sensitivity. A greater auto-sensitivity ( S A ) causes the denominator of Equation 6 to get smaller and the detectability ( D i ) to get bigger; meaning that only larger drifts can be confidently detected. An optimal model would have an auto-sensitivity equal to zero.
Anomaly Detection
Whereas the ICV method was used to determine the smallest sensor drift that can be identified, the anomaly detection performance metric is used to determine the smallest process parameter change that can be detected. Since we are not dealing with calibration verification, we will not directly evaluate the predictive uncertainty, but will allow the algorithm to indirectly and iteratively determine it.
The goal in anomaly detection is to be able to detect subtle changes in process parameters beyond those normally expected. The problem is how to determine whether the residual from a prediction as being caused by a faulted system or if it is due to normal process and instrumentation variations. Stated a more general way, is the sequence of residuals being generated by a random process with a mean of zero or from a process with a non-zero mean due to some fault condition.
The Sequential Probability Ratio Test (SPRT) is a statistical technique developed by Wald [12] that can be used to answer such a question. The objective of anomaly detection is to detect a system anomaly or failure as soon as possible with a very small probability of making a wrong decision. The SPRT procedure consists of testing whether a sensor is more likely to be in a normal mode H 0 or in a degraded mode H 1 . The SPRT is optimal in the sense that a minimum number of samples are required to detect a fault (change in mean) existing in the signal.
The general procedure for the SPRT is to first calculate the likelihood ratio, which is given by the following equation where {xn} is a sequence of consecutive n observations of x.
The likelihood ratio is then compared to the a lower (A) and upper (B) bound defined by the false alarm probability (α) and missed alarm probability (β) as follows.
A=/1− and B=1−/
If the likelihood ratio is less than A then it is determined to belong to the system's normal mode H 0 . Conversely, if the likelihood ratio is greater than B it is determined to belong to the system's degraded mode H 1 and a fault is registered. 9 For this work, the SPRT is applied to the residuals between a sensor measurement and an empirical model's predictions of the parameter. The residuals are assumed to be normally distributed with a mean of 0 and variance of 2  , which is an estimate of the random variation of the sensor signal. Therefore, the probability distribution function (pdf) for the normal mode of the residuals is given by:
From this description, two degradation modes are readily apparent and shown in Fig. 3 . In the first plot there is a mean shift up (+M) and the second plot shows a mean shift down (-M). The random uncertainty is denoted by the spread of the Gaussian function. The SPRT simply determines it the residual sequence is more probably generated from the normal or faulted distributions.
The derivation of the likelihood ratios is beyond the scope of this paper but can be found in Humenik [13] . The natural logarithm of the likelihood ratios are compared to ln  A and ln  B in most implementations of the SPRT algorithm and are listed in Table 1 . 
Degradation Mode

Log Likelihood Ratio
The magnitude of the sensor change caused by an anomaly or fault that can be reliably detected by the SPRT is defined as the magnitude of M. If the observed values consistently lie near either ±M the residual sequence is more likely to be generated from the +M distribution than from the normal distribution around 0.
For this work, the optimal M value is determined numerically by applying the SPRT to unfaulted, test data and locating the M value that results in a false-alarm probability that is nearest the theoretical false alarm probability α. If the optimal M value is estimated to be M , then the anomaly detection performance metric is given by equation 7.
For this work the false alarm probability was set to 0.05 or 5% and the missed alarm probability was set to 0.10 or 10%. This section has presented the five metrics used to evaluate model performance. In the next section, the effects of AAKR architecture on performance for a model of a nuclear power plant steam system will be examined.
Results
The model (variable grouping) chosen to evaluate the five model performance metrics was developed during the EPRI OLM Implementation Project [14] [15] [16] and is currently being used to monitor steam system sensor calibration at an operating plant; thus, it is an appropriate model to evaluate. The steam system model contains 13 plant sensors, primarily from one loop, which include 2 feedwater flow sensors, 2 steam flow sensors, 4 steam generator level sensors, 2 turbine pressure sensors, and 3 steam pressure sensors. The quoted sensor units are as follows: 1) feedwater and steam flow in thousands of pounds per hour (klbm/hr) and was logged by the data acquisition system as KBH, 2) steam generator level in percent (i.e. 100% is full), 3) turbine pressure in pounds per square inch atmospheric (PSIA), and 4) steam pressure in pounds per square inch gauge (PSIG). The training data for each of the sensor types is presented in Fig. 4 . The data presented in Fig. 4 were selected from data collected every two minutes over a two month period.
The training data were chosen to be 2,000 observations of normal plant operation and the test data were chosen to be a successive set of 300 observations. The training data were used to develop the empirical models, while the test data were used to evaluate model performance.
In order to characterize the effects of AAKR architecture on model performance, a series of prototype models were developed using 75 to 1,000 exemplar (memory) vectors and bandwidth values of 0.2 to 10. The test data was then used to evaluate the five performance metrics and analytic uncertainty for each prototype model [17, 18] . The results are presented in Fig. 5 and a subset of the results is listed in Table 2 .
It can be seen in Fig. 5 (a) that the minimum accuracy measure lies within a trough. This result is expected since empirical modeling generally trades-off accuracy against generality. Therefore, the empirical model architecture that produces the minimum MSE will be located between alternative models with small bandwidths and high variance and models with large bandwidths and biased estimates. Next, consider the auto sensitivity and cross sensitivity depicted in Fig. 5 (b) and Fig. 5 (c) respectively. The first characteristic that is readily apparent is that for large bandwidths the auto sensitivity and cross sensitivity approach zero, regardless of the number of memory vectors. This occurs because as the bandwidth increases, more of the training data is used to estimate the sensor's "correct" values. Eventually the bandwidth becomes so large that all of the training data is used to estimate the sensor values, which results in a model that returns the mean training value regardless of the input pattern. In this case, the model's estimates would remain unchanged for drifted inputs and its auto sensitivity would be zero. The tradeoff involved with a large bandwidth is that the accuracy degrades due to biasing.
Before considering the two detectability metrics, consider the behavior of the model uncertainty, which is presented in Fig. 5 (d) . Notice that the minimum uncertainty lies within a trough. In a similar manner as the MSE, the model uncertainty trades-off accuracy for generality. For uncertainty, a higher degree of accuracy generally involves a model with large prediction variance and small bias. Conversely, a model with a high degree of generality usually exhibits a small variance and large bias. The optimum model is the one that best balances these effects.
Now that the composite factors of the ICV detectability metric have been discussed, consider their behaviors presented in Fig. 5 (e) . Notice that the ICV detectability metric follows the general shape of the uncertainty and to a lesser degree, auto sensitivity. This indicates that for this application, the ability of the AAKR model to detect faults for ICV is most heavily dependant on the model uncertainty.
Finally, consider the SPRT detectability presented in Fig. 5 (f) . Notice that on average the SPRT detectability is nearly 50% smaller than the ICV detectability. This indicates that the SPRT method is more sensitive, since it does not directly incorporate uncertainty, and well suited for anomaly detection. Additionally, notice that for models with small bandwidths, the SPRT detectability is generally larger. This result is expected because the SPRT tolerance is a function of uncertainty and, as mentioned earlier, for larger numbers of memory vectors the uncertainty generally decreases. In other words, since the predictions of an AAKR model is more stable (i.e. have a smaller variance) for more memory vectors, the SPRT is able to make better determinations based upon a single observation. Now that the behavior of the AAKR performance metrics for varying architectures has been investigated, the applicability of empirical modeling to sensor calibration monitoring is investigated. For the following example, an AAKR model with 500 memory vectors and bandwidth of 1.5 was used. As in the previous analysis, the model was developed with the 2,000 training observations and evaluated with the 300 test observations. For the sake of brevity only the ICV and SPRT detectability metrics are listed in Table 3 .
Notice that all of the fault detectability values are within a tolerance of ±1%. This result validates the use of AAKR and its associated uncertainty estimates in ICV systems. Also, notice that the largest detectability metrics are for the feedwater and steam flow sensors. This result is expected since flow sensors generally have high noise levels.
The final step in this analysis is to validate the fault detectability metrics by testing the fault detection algorithms for artificially faulted data. For this example, the test data has been sequentially offset by the smallest detectable fault, which has been defined to be the magnitude of the ICV and SPRT fault detectability metrics. If the theoretical foundations of the detectability metrics are valid, the percentage of the offset data that is identified as being faulted should lie very near 100%. The results of this test are listed in Table 4 . Notice that the percentage of the artificially drifted variables that are identified as faulted lie very near 100% over all 13 sensors. Furthermore, since the AAKR uncertainty estimates are for a 95% uncertainty, the average results for ICV fault detection are in direct agreement with their theoretical values. Overall, the results listed in Table 4 support the theoretical foundations of the two fault detectability performance metrics developed in this paper.
Conclusion
This paper has described autoassociative kernel regression (AAKR) for monitoring process instrumentation and presented five metrics that may be used to evaluate its performance. These metrics include the previously developed accuracy, auto sensitivity and cross sensitivity metrics along with a description of two new fault detectability performance metrics for application to instrument calibration verification (ICV) and anomaly detection. These parameters were calculated for an AAKR model of an operating nuclear power plant steam system and were used to characterize the effects of model architecture on performance. It was shown that the ability of an empirical model to detect sensor faults in ICV systems is largely dependent on the model uncertainty and to a lesser degree, its auto sensitivity. It was also shown that the ability of an empirical model to detect anomalies via the Sequential Probability Ratio Test (SPRT) is also related to uncertainty and the SPRT detectability is on the order of 50% smaller than the ICV detectability. These guidelines provide a framework for developing various models, in that models intended to be applied to ICV and anomaly detection tasks should focus on the minimization of uncertainty. Furthermore, the ICV and anomaly detection performance metrics were shown to be within the traditional ±1% calibration tolerance and their performance under artificially faulted conditions were shown to be in direct agreement with their theoretical foundations.
