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Abstract
In this paper we investigate uniqueness and nonuniqueness for solutions of the equation
ut ¼ Lu þ Vu  gup in Rn  ð0;NÞ;
uðx; 0Þ ¼ f ðxÞ; xARn;
uX0; ðNSÞ
where g40; p41; g; VACaðRnÞ; 0pfACðRnÞ and L ¼Pni;j¼1 ai;jðxÞ @2@xi@xj þPni¼1 biðxÞ @@xi
with ai;j ; biACaðRnÞ:
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1. Introduction
In this article we study uniqueness for solutions uAC2;1ðRn  ð0;NÞÞ-CðRn 
½0;NÞÞ to the semilinear equation
ut ¼ Lu þ Vu  gup in Rn  ð0;NÞ;
uðx; 0Þ ¼ f ðxÞ; xARn;
uX0; ðNSÞ
where g; VACaðRnÞ; g40; p41; 0pfACðRnÞ and
L ¼
Xn
i;j¼1
ai;jðxÞ @
2
@xi@xj
þ
Xn
i¼1
biðxÞ @
@xi
;
with ai;j; biACaðRnÞ and
Pn
i;j¼1 ai;jðxÞninj40; for all xARn and nARn  f0g:
In the case that V is bounded from above, it will be useful to compare uniqueness
in the class of nonnegative solutions for the semilinear equation with uniqueness in
the class of bounded solutions uAC2;1ðRn  ð0;NÞÞ-CðRn  ½0;NÞÞ for the
corresponding linear equation:
ut ¼ Lu þ Vu in Rn  ð0;NÞ;
uðx; 0Þ ¼ f ðxÞ;
sup
0ptpT
sup
xARn
juðx; tÞjoN; for all T40; ðBLÞ
where fACðRnÞ:
In the sequel we will sometimes use the notation NSf ; NSðL; V ; gÞ or NSf ðL; V ; gÞ
to specify the dependence, respectively, on the initial condition, on the particular
operator or on both the initial condition and the particular operator. Similarly, we
will sometimes use the notation BLðL; VÞ: (In the linear case, the initial condition is
of course irrelevant with regard to the question of uniqueness.)
In Section 2 we prove a basic result asserting the existence of a minimal and a
maximal nonnegative solution to the semilinear equation NSf : For some related
results in the case L ¼ D; see [1,10]. This result, of interest in its own right, is also
useful for the study of uniqueness—indeed, uniqueness occurs if and only if the
minimal and maximal solutions coincide.
In section three, we begin the study of uniqueness for the semilinear equation. One
of the two main results in that section is a sufﬁciency condition for uniqueness which
is given in terms of pointwise bounds on the coefﬁcients of the semilinear operator.
The other main result in that section is a sufﬁciency condition for nonuniqueness
which states that if infxARn
VðxÞ
gðxÞ40 and if nonuniqueness holds for the linear problem
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BLðL; 0Þ; then nonuniqueness also holds for NS0ðL; V ; gÞ: In order to implement this
result, we also present a result on uniqueness for the linear problem.
In Section 4, we develop a connection between uniqueness for the semilinear
parabolic problem and uniqueness for the corresponding steady-state elliptic
equation, which turns out to be very useful in applications. In Sections 5 and 6,
we apply the results of Sections 3 and 4 to two speciﬁc classes of problems. We also
show how our results can be used to give an alternative proof to a classical result of
Ni [11], Kenig and Ni [7] and Lin [9] on uniqueness/nonuniqueness of positive
solutions to the semilinear elliptic equation Dw  gwp ¼ 0 in Rn; for nX3; and how
they lead to a new result for this equation when n ¼ 1; 2:
Since the proof of Theorem 1 in Section 2 is long and technical, one may prefer, at
least on the ﬁrst reading, to read the statement of Theorem 1 and then preceed
directly to Sections 3–6.
2. Existence of a maximal and a minimal solution
In this section we prove the following theorem on the existence of minimal and
maximal solutions.
Theorem 1. Let fACðRnÞ: There exist solutions uf ;min and uf ;max of NSf with the
property that any solution u to NSf satisfies
uf ;minpupuf ;max:
Before giving the proof, we present a standard semilinear parabolic maximum
principle and then apply it to obtain an a priori estimate on the size of any solution
to NS:
Proposition 1. Let DCRn be a bounded domain and let 0pu1; u2AC2;1ðD 
ð0;NÞÞ-Cð %D  ½0;NÞÞ satisfy
Lu1 þ Vu1  gup1 
@u1
@t
pLu2 þ Vu2  gup2 
@u2
@t
; for ðx; tÞAD  ð0;NÞ;
u1ðx; tÞXu2ðx; tÞ; for ðx; tÞA@D  ð0;NÞ
and
u1ðx; 0ÞXu2ðx; 0Þ; for xAD:
Then u1Xu2 in D  ð0;NÞ:
Proof. Let W ¼ u1  u2 and deﬁne HðxÞ ¼ u
p
1
ðxÞup
2
ðxÞ
W ðxÞ ; if WðxÞa0; and HðxÞ ¼ 0
otherwise. We have LW þ ðV  HÞW  @W@t p0 in D  ð0;NÞ; Wðx; 0ÞX0 in D; and
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Wðx; tÞX0 on @D  ð0;NÞ: Thus, by the standard linear maximum principle,
u1Xu2: &
In the sequel we will frequently use the notation
BR ¼ fxARn: jxjoRg:
Proposition 2. Let uAC2;1ðBR  ð0;NÞÞ-Cð %BR  ½0;NÞÞ satisfy
ut ¼ Lu þ Vu  gup in BR  ð0;NÞ;
uðx; 0Þ ¼ f ðxÞ; xA %BR;
uX0;
where fACð %BRÞ: Let VR ¼ supxABR VðxÞ; if supxABR VðxÞ40; and let VR40
be arbitrary otherwise. Let gR ¼ infxABR gðxÞ: Then there exists a constant KR
such that
uðx; tÞp VR
gR
  1
p1ð1 expðð p  1ÞVRðt þ eÞÞÞ
1
p1
þ ððR þ eÞ2  jxj2Þ
2
p1 expðKRðt þ 1ÞÞ; for ðx; tÞA %BR  ½0;NÞ;
for sufficiently small e40: ð2:1Þ
Proof. For e40; let w1;eðtÞ ¼ ðVRgR Þ
1
p1ð1 expðð p  1ÞVRðt þ eÞÞÞ
1
p1 and
w2;eðx; tÞ ¼ ððR þ eÞ2  jxj2Þ
2
p1 expðKRðt þ 1ÞÞ: We will show below that Lwi;e þ
Vwi;e  gwpi;e  @wi;e@t p0; i ¼ 1; 2: Using the fact that ðw1;e þ w2;eÞpXwp1;e þ wp2;e; it will
then follow that the function We  w1;e þ w2;e satisﬁes LWe þ VWe  gW pe  @We@t p0:
Since lime-0 w1;eð0Þ ¼N and lime-0 w2;eðx; tÞ ¼N for jxj ¼ R; we conclude from
Proposition 1 that uðx; tÞpWeðx; tÞ for e40 sufﬁciently small.
Returning to the inequalities above, an easy calculation shows that WðtÞ 
cð1 expðkðt þ eÞÞÞ
1
p1 satisﬁes VW  gW p  @W@t p0 if one choses c ¼ ðVRgR Þ
1
p1
and k ¼ ð p  1ÞVR: This proves that Lw1;e þ Vw1;e  gwp1;e  @w1;e@t p0:
Letting Wðx; tÞ ¼ ððR þ eÞ2  jxj2Þ
2
p1 expðKðt þ 1ÞÞ; for jxjoR; we have
ððR þ eÞ2  jxj2Þ
2p
p1 expðKðt þ 1ÞÞðLW þ VW  gW p  @W
@t
Þ
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¼ 4ð p þ 1Þð p  1Þ2
Xn
i;j¼1
ai;jðxÞxixj  gðxÞ expðKð p  1Þðt þ 1ÞÞ
þ 2
p  1 ððR þ eÞ
2  jxj2Þ
Xn
i¼1
ðai;iðxÞ þ 2biðxÞxiÞ
þ ððR þ eÞ2  jxj2Þ2ðVðxÞ  KÞ:
From this it is clear that if K ¼ KR is chosen sufﬁciently large, then the right-hand
side above will be nonpositive. This proves that Lw2;e þ Vw2;e  gwp2;e  @w2;e@t p0: &
Proof of Theorem 1. Construction of the minimal positive solution to NSf : Using [8,
Theorem 12.16], there exists a nonnegative solution umAC2;1ðBm 
ð0;NÞÞ-Cð %Bm  ½0;NÞÞ to the equation
ut ¼ Lu þ Vu  gup; ðx; tÞABm  ð0;NÞ;
uðx; 0Þ ¼ fmðxÞ; xABm;
uðx; tÞ ¼ 0; ðx; tÞA@Bm  ð0;NÞ; ð2:2Þ
where fmAC2ðBmÞ is nonnegative and compactly supported in Bm: (Actually, to
apply the existence result in [8], one must make a truncation as follows. Letting
Gðx; zÞ ¼ VðxÞz  gðxÞjzj1þp; and letting Gkðx; zÞ be an appropriately truncated
version of G which agrees with G on fjzjpkg; one applies the existence result in [8] to
obtain a solution to (2.2) with VðxÞuðx; tÞ  gðxÞu1þpðx; tÞ replaced by Gkðx; uðx; tÞÞ:
Then using the maximum principle in Proposition 1 and the a priori estimate in
Proposition 2, it follows that the solution is in fact nonnegative and bounded, in
which case the term Gkðx; uðx; tÞÞ agrees with VðxÞuðx; tÞ  gðxÞu1þpðx; tÞ if k is
sufﬁciently large. By the maximum principle in Proposition 1, the solution to (2.2) is
unique.
We now use an interior parabolic Schauder estimate, an interior Lp estimate and
the Sobolev embedding theorem to show that there exists a unique nonnegative
solution to (2.2) under the assumption that 0pfmACbðBmÞ: This same technique will
be used numerous times in the sequel and will be referred to as the standard
compactness argument.
Let f fm;kgCC2ðBmÞ be a uniformly bounded sequence of compactly supported,
nonnegative functions which converge pointwise to fm in Bm and let um;k denote the
corresponding solution to (2.2). For R40 and 0oeoToN; let OR;T ;e ¼
fðx; tÞ: xABR; tAðe; TÞg: Since Lum;k þ Vum;k  @um;k@t ¼ gupm;k; it follows from an
interior parabolic Schauder estimate [8, Theorem 4.9] and the assumption on L; V
and g that there exists a Ce40 such that
jjum;kjj2þa;1þa2;Ome;T ;epCejjum;kjja;a2;Ome
2
;Tþe;e
2
: ð2:3Þ
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(jj  jj2þa;1þa;A denotes the space of C2;1- functions on ACRn  ð0;NÞ whose second-
order mixed partial derivatives in x are uniformly a-Ho¨lder and whose ﬁrst-order
derivative in t is uniformly a2-Ho¨lder, and jj  jja;a
2
;A denotes the space of continuous
functions on A which are uniformly a-Ho¨lder in x and uniformly a
2
-Ho¨lder in t:)
By Proposition 2, the solutions um;k are uniformly bounded on Bm  ð0;NÞ; thus
by an interior Lp estimate [8, Theorem 7.13], it follows that f@2um;k@xi@xjg
N
k¼1 and f@um;k@t gNk¼1
are uniformly bounded in LpðBO
me
4
;Tþ2e;e
4
Þ for each p41: It then follows from the
Sobolev embedding theorems [5] that fjjum;kjja;a
2
;O
me
2
;Tþe;e
2
gNk¼1 is uniformly
bounded. Using this in conjunction with (2.3) shows that the sequence fum;kgNk¼1 is
precompact in the jj  jj2;1;Ome;T ;e -norm. Thus there exists a subsequence which
converges to a function um which satisﬁes the parabolic equation in (2.2).
It remains to show that um satisﬁes the initial condition and the boundary
condition. This is done via appropriate barrier functions. For M40; let
W7MAC
2;1ðBm  ð0;NÞÞ-Cð %Bm  ð0;NÞÞ-CðBm  ½0;NÞÞ denote the solutions
to the linear inhomogeneous boundary-initial value problems
wt ¼ Lw7M; ðx; tÞABm  ð0;NÞ;
wðx; 0Þ ¼ f ðxÞ; xABm;
wðx; tÞ ¼7M; xA@Bm; t40:
By the a priori bound (2.1), it follows that for sufﬁciently large M; jVum;k 
gupm;kjpM and 0pum;kpM on Bm  ð0; 1Þ; for k ¼ 1; 2;y : Thus, for such an M; it
follows by the linear maximum principle that WMpum;kpWþM on Bm  ð0; 1Þ: Thus,
limt-0 umðx; tÞ ¼ limt-0 limk-N um;kðx; tÞ ¼ f ðxÞ; for xABm:
To show that the zero Dirichlet boundary value is satisﬁed, one makes a similar
argument using the barrier functions ZM which satisﬁes
zt ¼ Lz þ Mz; ðx; tÞABm  ð0;NÞ;
zðx; 0Þ ¼ M; xABm;
zðx; tÞ ¼ 0; xA@Bm; t40:
For each T40; choose MT such that 0pum;kpMT and jVum;k  gupm;kjpMT on
Bm  ½0; T ; for k ¼ 1; 2;y : Then 0pum;kpZMT on Bm  ½0; TÞ; thus
limx-@Bm umðx; tÞ ¼ 0; for t40:
We are now ready to construct the minimal solution to NSf : Assume ﬁrst that
0pfACðRnÞ is compactly supported. Let m0 be such that f is supported in Bm0 : For
mXm0; let um denote the solution constructed above in Bm with initial condition f :
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Arguing as above, the sequence fumgNm¼k is compact in the C2;1-norm on OBk ;T ;e; for
any integer kXm0 and 0oeoToN: By the maximum principle in Proposition 1,
the sequence fumgNm¼m0 is nondecreasing. Thus uf  limm-N um exists and is a
classical solution to the semilinear equation in Rn  ð0;NÞ:
We now show that limt-0 uf ðx; tÞ ¼ f ðxÞ: Fix x0ARn and let B1ðx0ÞCRn denote
the ball of radius 1 centered at x0: For M40; let W
7
MAC
2;1ðB1ðx0Þ 
ð0;NÞÞ-Cð %Bm  ð0;NÞÞ-CðBm  ½0;NÞÞ denote the solutions to the linear
inhomogeneous boundary-initial value problems
wt ¼ Lw7M in B1ðx0Þ  ð0;NÞ;
wðx; 0Þ ¼ f ðxÞ; xAB1ðx0Þ;
wðx; tÞ ¼7M; xA@B1ðx0Þ; tAð0;NÞ:
By the a priori bound (2.1), it follows that for sufﬁciently large M; jVuf  gupf jpM
and 0pupM on B1ðx0Þ  ð0; 1Þ: Thus, for such an M; it follows by the linear
maximum principle that WMpufpWþM on B1ðx0Þ  ð0; 1Þ; which proves that
limt-0 uf ðx0; tÞ ¼ f ðx0Þ:
To show the minimality of uf ; let U be any solution of NSf : In light of the zero
Dirichlet boundary condition on um; it follows from the maximum principle in
Proposition 1 that umpU : Letting m-N shows that ufpU : This completes the
proof of the existence of a minimal solution to NSf when the initial condition f is
compactly supported.
Now consider the case that the initial condition satisﬁes 0pfACðRdÞ: Take an
increasing sequence of continuous, compactly supported functions f fmg satisfying
f ¼ limm-N fm and let ufm be the minimal solution to NSfm : By the maximum
principle, it follows that fufmgNm¼1 is monotone. By the a priori estimate
in (2.1) and the parabolic estimates and Sobolev embedding theorem used above,
it follows that uf  limm-N ufm solves the semilinear equation. The same argument
used in the case that f is compactly supported shows that limt-0 uf ðx; tÞ ¼ f ðxÞ:
The proof of minimality follows easily from the minimality in the
compactly supported case. This completes the proof of the existence of a minimal
solution to NSf :
Construction of the maximal positive solution to NSf : For m40 and a positive
integer k; let cm;kAC
NðRnÞ satisfy
cm;kðxÞ ¼ 0; jxjpm and jxj42m þ 1;
cm;kðxÞ ¼ k; m þ
1
k
pjxjp2m;
0pcm;kpk: ð2:4Þ
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Using [8, Theorem 12.16] again, there exists a nonnegative solution Um;kAC2;1ðB2m 
ð0;NÞÞ-Cð %B2m  ½0;NÞÞ to the equation
ut ¼ Lu þ Vu  gup þ cm;k; ðx; tÞAB2m  ð0;NÞ;
uðx; 0Þ ¼ fmðxÞ; xAB2m;
uðx; tÞ ¼ 0; ðx; tÞA@B2m  ð0;NÞ; ð2:5Þ
where fmAC2ðB2mÞ is nonnegative and compactly supported in B2m: Using
the standard compactness argument and barrier functions as above in the
proof of the existence of a minimal solution, this then extends to the case
that the initial data fm is continuous, nonnegative, and compactly supported
in B2m:
Since Um;k satisﬁes the homogeneous semilinear equation in Bm (because cm;k
vanishes there), the functions fUm;kgNk¼1 all satisfy the a priori estimate (2.1) with
e ¼ 0 (and with R replaced by m). By the maximum principle in Proposition 1, Um;k
is increasing in k: From this and the standard compactness argument it follows that
Um  limk-NUm;k exists, UmAC2;1ðBm  ð0;NÞÞ; and Um satisﬁes the semilinear
equation in Bm: The barrier function argument given above in the case of the
minimal solution shows that limt-0 Umðx; tÞ ¼ fmðxÞ; for xABm: We will prove
below that
lim
x-@Bm
Umðx; tÞ ¼N; tAð0;NÞ: ð2:6Þ
Using this, the proof of the existence of a maximal solution goes as follows. For
fACðRnÞ; let fm and Um be as above with fm chosen so that fm ¼ f on Bm and
so that f fmg is nondecreasing. By the same reasoning as has already been used
several times above, Uf  limm-NUm exists and solves the semilinear equation.
Again by the proof used in the case of the minimal solution, we have
limt-0 Uf ðx; tÞ ¼ f ðxÞ; thus, Uf solves NSf : To see that Uf is maximal, let u be
any solution to NSf : Then by (2.6) and the maximal principle in Proposition 1, we
have upUm on Bm; thus, upUf :
We now turn to the proof of (2.6). For e40; we will construct a function we which
satisﬁes Lwe þ Vwe  gwpe  @we@tX0 in Bmþe and weðm þ e; tÞ ¼N: From the
maximum principle, we then obtain UmXwe in Bmþe: From the construction, it
will follow that w  lime-0 we satisﬁes limx-@Bm wðxÞ ¼N: To implement this, we
need a number of preliminary results.
We ﬁrst show that
lim
k-N
Um;kðx; tÞ ¼N; for mojxjo2m and t40: ð2:7Þ
Fix N40 and deﬁne Wðx; tÞ ¼ Ntðl2  ðm þ 1
k
þ l  jxjÞ2Þ; where l ¼ 12ðm  1kÞ: Note
that W40 in the annulus A
mþ1
k
;2m
 fm þ 1
k
ojxjo2mg and vanishes on @A
mþ1
k
;2m
:
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Fix T40: Clearly LW þ VW  gW p  Wt is bounded in A
mþ1
k
;2m
 ½0; T : Thus for
k sufﬁciently large, we have LW þ VW  gW p  Wt þ cm;kX0 in Amþ1
k
;2m
 ½0; T :
Since Wðx; 0Þ ¼ 0 and W vanishes on @A
mþ1
k
;2m
; it follows by the maximum principle
in Proposition 1 that Um;kXW in A
mþ1
k
;2m
 ½0; T ; for k sufﬁciently large. Letting
k-N; we obtain Umðx; tÞXNtððm2Þ2  ð3m2  jxjÞ2Þ; for mpjxjp2m and 0ptpT :
Since N and T are arbitrary, (2.7) follows.
We will need the function g described below. It is well-known from the theory of
travelling waves [4] that for r40 sufﬁciently small, there exists a strictly increasing
function gAC2ð½0;NÞÞ satisfying
g00  rg0 þ g  gp ¼ 0 on ½0;NÞ;
gð0Þ ¼ 0; lim
s-N
gðsÞ ¼ 1;
g00p0: ð2:8Þ
For m40 deﬁne
fmðxÞ ¼ lðm2l  jxj2lÞ
2
p1; xABm;
where l; l40: We have
1
l
ðm2l  jxj2lÞ
2p
p1ðLfm þ Vfm  gfpmÞ
¼ 8l
2ð p þ 1Þ
p  1 jxj
4l4Xn
i;j¼1
ai;jðxÞxixj
þ 8lðl  1Þ
p  1 ðjxj
2l4ðm2l  jxj2lÞÞ
Xn
i;j¼1
ai;jðxÞxixj
þ 4l
p  1 jxj
2l2ðm2l  jxj2lÞ
Xn
i¼1
ðai;iðxÞ þ xibiðxÞÞ
þ VðxÞðm2l  jxj2lÞ2  lp1gðxÞ: ð2:9Þ
In light of the strict ellipticity, it is easy to see that if l40 is chosen sufﬁciently large,
then the sum of the second and third terms on the right-hand side of (2.9) is
nonnegative on Bm; and that if l40 is chosen sufﬁciently small, then the sum of the
ﬁrst term and the last two terms on the right-hand side of (2.9) is nonnegative. Fixing
such an l and a l; we conclude that
Lfm þ Vfm  gfpmX0 in Bm: ð2:10Þ
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We can now deﬁne the function we as follows:
weðx; tÞ 
fmþeðxÞgðcðt þ jxj2  ðm þ eÞ2ÞÞ;
if ðx; tÞABmþe-ft þ jxj2  ðm þ eÞ240g;
0; if ðx; tÞABmþe-ft þ jxj2  ðm þ eÞ2p0g:
8><
>: ð2:11Þ
Using the ellipticity and the fact that g0 and rfmþe  xjxj are nonnegative, it follows
that
Xn
i;j¼1
ai;j
@ðgðcðt þ jxj2  ðm þ eÞ2ÞÞÞ
@xi
@ðfmþeðxÞÞ
@xj
X0;
if ðx; tÞABmþe-ft þ jxj2  ðm þ eÞ240g: ð2:12Þ
In the sequel, when g appears without an argument, it is to be understood that the
argument is cðt þ jxj2  ðm þ eÞ2Þ: From (2.10)–(2.12) we have
Lwe þ Vwe  gwpe 
@we
@t
XfmþeLðgðcðt þ jxj2  ðm þ eÞ2ÞÞÞ
þ gLfmþe þ Vgfmþe  ggpfpmþe  fmþe
@ðgðcðt þ jxj2  ðm þ eÞ2ÞÞÞ
@t
XfmþeLðgðcðt þ jxj2  ðm þ eÞ2ÞÞÞ  fmþe
@ðgðcðt þ jxj2  ðm þ eÞ2ÞÞÞ
@t
þ gfpmþeðg  gpÞ; if ðx; tÞABmþe-ft þ jxj  ðm þ eÞ240g: ð2:13Þ
Using the fact that g0X0 and g00p0; it is easy to check that for any d40; one can
choose c ¼ cd40 sufﬁciently small so that
Lðgðcðt þ jxj2  ðm þ eÞ2ÞÞÞ  @ðgðcðt þ jxj
2  ðm þ eÞ2ÞÞÞ
@t
Xdðg00  rg0Þ;
if Bmþe-ft þ jxj2  ðm þ eÞ240g: ð2:14Þ
Choosing d ¼ infxABmþe gðxÞfp1mþeðxÞ; we conclude from (2.8), (2.13), and (2.14) that
Lwe þ Vwe  gwpe 
@w
@t
Xðgfpmþe  dfmþeÞðg  gpÞX0;
if ðx; tÞABmþe-ft þ jxj2  ðm þ eÞ240g: ð2:15Þ
Let De ¼ Bmþe
2
-ft þ jxj2  ðm þ eÞ240g: Note that we vanishes on the part of
@De where t þ x2  ðm þ eÞ2 ¼ 0: Also, since we is bounded on De; it follows from
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(2.7) that wepUm;k on @Bmþe
2
; for k sufﬁciently large. Thus, since Um;kX0 and
satisﬁes the semilinear equation in De; it follows from the maximum principle of
Proposition 1 that for k sufﬁciently large, wepUk;m in De: Letting k-N and then
letting e-0 gives
Umðx; tÞXlðm2l  jxj2lÞ
2
p1gðcðt þ jxj2  m2ÞÞ;
if ðx; tÞABm-ft þ jxj2  m2X0g: ð2:16Þ
Now (2.6) follows from (2.16). &
3. Uniqueness/nonuniqueness for the semilinear parabolic equation
Note that by Theorem 1, uniqueness holds for NSf if and only if uf ;min  uf ;max:
We begin with a couple of useful comparison results.
Proposition 3. Let 0pf1pf2: If uniqueness holds for NSf1 ; then it also holds for NSf2 :
Remark. In particular, it follows from the proposition that if uniqueness holds for
f  0; then it holds for all 0pfACðRnÞ: In fact, we suspect that uniqueness either
holds for all f or no f :
Proposition 4. Assume that
V1pV2
and
0og2pg1:
If uniqueness holds for NS0ðL; V2; g2Þ; then uniqueness also holds for NSf ðL; V1; g1Þ;
for all f :
Proof of Proposition 3. To prove the proposition, it sufﬁces to show that
uf1;max  uf1;minXuf2;max  uf2;min; if 0pf1pf2: ð3:1Þ
The construction of the minimal and maximal solutions revealed that for fACðRnÞ;
uf ;max ¼ limm-N ufm;max and uf ;min ¼ limm-N ufm;min; where f fmg is an increasing
sequence of compactly supported functions which converges pointwise to f : Thus, it
sufﬁces to prove (3.1) in the case that f1; f2 are compactly supported. That
construction also revealed that ufi ;max ¼ limm-N limk-N U ðiÞm;k; where for m
sufﬁciently large so that suppð fiÞCBm; U ðiÞm;k solves (2.5) with fm replaced by fi:
Since fi is compactly supported, the construction also showed that ufi ;min ¼
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limm-N u
ðiÞ
m ; where for m sufﬁciently large so that suppð fiÞCBm; uðiÞm AC2;1ðBm 
ð0;NÞÞ-Cð %Bm  ½0;NÞÞ and satisﬁes
ut ¼ Lu þ Vu  gup in Bm  ð0;NÞ;
uðx; 0Þ ¼ fiðxÞ; for xA %Bm;
uðx; tÞ ¼ 0; for xA@Bm and t40: ð3:2Þ
Thus (3.1) will follow if we show that
U
ð1Þ
m;k  uð1Þ2mXU ð2Þm;k  uð2Þ2m; for ðx; tÞAB2m  ð0;NÞ and m; k ¼ 1; 2;y : ð3:3Þ
Fix m and k and let Wi ¼ U ðiÞm;k  uðiÞ2m: By the strong maximum principle, Wi40 in
B2m  ð0;NÞ: We have
LWi þ ðV  gGiÞWi  @Wi
@t
¼ cm;k; ðx; tÞAB2m  ð0;NÞ; ð3:4Þ
where Giðx; tÞ ¼ ðU
ðiÞ
m;k
ðx;tÞÞpðuðiÞ
2m
ðx;tÞÞp
U
ðiÞ
m;k
ðx;tÞuðiÞ
2m
ðx;tÞ : Since f1pf2; it follows from the maximum
principle in Proposition 1 that U
ð2Þ
m;kXU
ð1Þ
m;k and u
ð2Þ
2mXu
ð1Þ
2m: One can easily check that
the function Hðx; yÞ  xpyp
xy ; for 0pyoxoN is increasing in each of its variables.
Thus, we have
G2XG1X0: ð3:5Þ
Letting Z ¼ W1  W2; and using the fact that W2X0; we obtain from (3.4) and (3.5)
that
LZ þ ðV  G1ÞZ  @Z
@t
p0: ð3:6Þ
Noting that Zðx; 0Þ ¼ 0 for xA %B2m and that Zðx; tÞ ¼ 0 for xA@B2m and t40;
it follows from (3.6) and the standard linear parabolic maximum principle
that ZX0: &
Proof of Proposition 4. Let u
ðiÞ
0;max denote the maximal solution for NS0ðL; Vi; giÞ: In
light of Proposition 3, to prove the theorem, it sufﬁces to show that
u
ð1Þ
0;maxpu
ð2Þ
0;max: ð3:7Þ
Similar to the proof of Proposition 3, we have u
ðiÞ
0;max ¼ limm-N limk-N U ðiÞm;k; where
U
ðiÞ
m;k solves (2.5) with V ; g and fm replaced, respectively, by Vi; gi and 0. Thus, to
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show (2.7) it sufﬁces to prove that
U
ð2Þ
m;kXU
ð1Þ
m;k; for ðx; tÞAB2m  ð0;NÞ and m; k ¼ 1; 2;y : ð3:8Þ
Since LU
ð1Þ
m;k þ V1U ð1Þm;k  g1ðU ð1Þm;kÞp 
@U
ð1Þ
m;k
@t ¼ cm;k while LU ð2Þm;k þ V1U ð2Þm;k 
g1ðU ð2Þm;kÞp
@U
ð2Þ
m;k
@t ¼ cm;k þ ðV1  V2ÞU ð2Þm;k þ ðg2  g1ÞðU ð2Þm;kÞpp cm;k; (3.8) follows
from the maximum principle in Proposition 1. &
We now come to our ﬁrst main result, which guarantees uniqueness for NS if the
coefﬁcients satisfy appropriate pointwise estimates.
Theorem 2. Assume that
Xn
i;j¼1
aijðxÞninjpCjnj2ð1þ jxjÞ2; ð3:9aÞ
jbðxÞjpCð1þ jxjÞ; ð3:9bÞ
VðxÞpC; ð3:9cÞ
for some C40: Assume in addition that
inf
xARn
gðxÞ40:
Then uniqueness holds for NSf ; for all f.
Proof. By Proposition 3, it sufﬁces to consider the case f ¼ 0: We need to show that
u0;max ¼ 0: We will build an appropriate family of test functions which will be
compared to u0;max: Fix eAð0; 1Þ: For R41; choose fRðxÞAC2ðBRÞ such that
fRðxÞ ¼ ð1þ jxjÞ
2
p1ðR  jxjÞ
2
p1; for jxj4e; ð3:10Þ
and such that
Xn
i¼1
@fR
@xi
				
				þXn
i;j¼1
@2fR
@xi@xj
				
				pCefRðxÞ; for jxjpe; ð3:11Þ
where Ce40 is independent of R: This is possible because from the deﬁnition of fR
in (3.10), it follows that the inequality in (3.11) holds for jxj ¼ e: Deﬁne
uRðx; tÞ ¼ fRðxÞ expðKðt þ 1ÞÞ; for xABR and tX0:
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We have
expðKðt þ 1ÞÞ LuR þ VuR  gupR 
@uR
@t
 
ðx; tÞ
¼ LfRðxÞ þ VfRðxÞ  gðxÞfpRðxÞ expðKð p  1Þðt þ 1ÞÞ  KfRðxÞ;
for xARn and t40: ð3:12Þ
We will show below that
LfR
fpR
is bounded above uniformly in R: ð3:13Þ
From (3.12) and (3.13), we conclude that there exists a K independent of R such that
LuR þ VuR  gupR 
@uR
@t
p0 for ðx; tÞABR  ð0;NÞ: ð3:14Þ
Since u0;maxðx; 0Þ ¼ 0; uRX0; and limx-@BR uRðx; tÞ ¼N; it follows from (3.14)
and the maximum principle in Proposition 1 that
u0;maxðx; tÞpuRðx; tÞ; ðx; tÞABR  ½0;NÞ: ð3:15Þ
Letting R-N; it follows from (3.10) and (3.15) that
u0;maxðx; tÞ ¼ 0; ðx; tÞAðRn  BeÞ  ½0;NÞ:
Since e40 is arbitrary we conclude that u  0:
We now return to prove (3.13). Letting r ¼ jxj and resolving L into spherical
coordinates, we have
L ¼ AðxÞ @
2
@r2
þ BðxÞ @
@r
þ terms involving differentiation not only in r:
By assumption, there exists a C40 such that 0oAðxÞpCð1þ jxjÞ2 and
jBðxÞjpCð1þ jxjÞ; for xARn: A simple, direct calculation now reveals that (3.13)
holds. &
The second main result in this section relates nonuniqueness of the semilinear
equation to nonuniqueness of the corresponding linear problem obtained by setting
both g and V equal to 0.
Theorem 3. Assume that uniqueness does not hold for BLðL; 0Þ and that
inf
xARn
VðxÞ
gðxÞ40:
Then uniqueness does not hold for NS0ðL; V ; gÞ:
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Remark. For an example where the condition infxARn
VðxÞ
gðxÞ40 holds and there is
uniqueness for BL but not for NS; one can turn to the applications in Section 5 and
take the class of equations in (5.2) with V ¼ C40 and g as in Theorem 7(ii).
In order for Theorem 3 to be useful, we need to know when uniqueness holds for
the bounded linear problem BLðL; 0Þ: Before proving Theorem 3, we make a small
digression to study the linear problem. We have the following result which actually
considers more generally BLðL; VÞ:
Proposition 5. (i-a) If V is bounded from above and uniqueness holds for BLðL; 0Þ; then
uniqueness holds for BLðL; VÞ:
(i-b) If V is bounded from below and uniqueness holds for BLðL; VÞ; then uniqueness
holds for BLðL; 0Þ:
(ii-a) If there exist m0; l40 and a positive function f satisfying Lfplf in Rn  Bm0
and limjxj-N fðxÞ ¼N; then uniqueness holds for BLðL; 0Þ:
(ii-b) If there exist m0; l40; an x0ARn satisfying jx0j4m0; and a bounded, positive
function f satisfying LfXlf in Rn  Bm0 and fðx0ÞXsupjxj¼m0 fðxÞ; then uniqueness
does not hold for BLðL; 0Þ:
Remark 1. Recall from Theorem 2 that if the pointwise bound (3.9-a,b,c) on the
coefﬁcients of the linear part of the semilinear equation is in effect along with the
condition infxARn gðxÞ40 on the nonlinear part, then uniqueness holds for the
semilinear equation. It is interesting to note how (3.9-a,b,c) relates to uniqueness for
the linear equation. Using the function fðxÞ ¼ jxj2 in part (ii-a) of Proposition 5 and
then using part (i-a) shows that if (3.9-a,b,c) is in force, then uniqueness holds for
BLðL; VÞ: As far as pointwise polynomial-type bounds are concerned, condition
(3.9-a,b) is sharp for the uniqueness of BLðL; 0Þ: Indeed, applying part (ii-b) with the
function fðxÞ ¼ 1 jxjl ; where l40 is sufﬁciently small, shows that uniqueness
does not hold for BLðL; 0Þ in the following two cases: (1) L ¼ ð1þ jxjÞ2þdD with
d40 and nX3; (2) L ¼ Dþ br and nX1; where bðxÞ  xjxjXcjxj1þd for large jxj and
some d; c40:
In passing, we note that the question of uniqueness of positive solutions to the
linear equation has a long history in the partial differential equations literature,
going back to Widder. It is known that uniqueness of positive solutions holds if (3.9-
b,c) is in force and if (3.9a) is replaced by a two-sided bound of the form C1jnj2ð1þ
jxjÞqpPni;j¼1 aijðxÞninjpC2jnj2ð1þ jxjÞq; for some qA½0; 2: See, for example, [6] and
references therein.
Remark 2. It is well-known in the probability literature that uniqueness holds for
BLðL; 0Þ if and only if the Markov diffusion process corresponding to the operator L
is nonexplosive; that is, the process does not run out to inﬁnity in ﬁnite time. In the
case that pAð1; 2; the equation NS is also connected with a Markov process; namely,
with a measure-valued diffusion process. The so-called compact support property for
measure-valued diffusions can be thought of as the parallel to nonexplosiveness for
ordinary diffusions. We have shown elsewhere that uniqueness for NS0 is equivalent
ARTICLE IN PRESS
J. Engl .ander, R.G. Pinsky / J. Differential Equations 192 (2003) 396–428410
to the compact support property holding [3]. (Actually, the case p ¼ 2 is treated in [3]
but it extends immediately to pAð1; 2:) Certain results in this paper appeared in the
case p ¼ 2 with probabilistic proofs in [3] or [2].
We now give the proof of Proposition 5 followed by the proof of Theorem 3.
Proof of Proposition 5. (i-a) Let um;V denote the solution to ut ¼ ðL þ VÞu in Bm 
ð0;NÞ with uðx; 0Þ ¼ 0 in Bm and uðx; tÞ ¼ 1 on @Bm  ð0;NÞ: By the maximum
principle, uniqueness holds for BLðL; VÞ if and only if limm-N um;V ¼ 0: We will
show that if V is bounded from above and limm-N um;0 ¼ 0; then limm-N um;V ¼ 0:
Let l ¼ supxARn VðxÞ and deﬁne Zðx; tÞ ¼ um;0ðx; tÞ expðltÞ: Then LZ þ VZ  @Z@tp0
in Bm  ð0;NÞ; Zðx; 0Þ ¼ 0 in Bm and Zðx; tÞX1 on @Bm  ð0;NÞ: Thus, by the
maximum principle, 0pum;Vpum;0 expðltÞ and consequently, limm-N um;V ¼ 0:
(i-b) The proof is very similar to the proof of (i-a).
(ii-a) Denote by um the function that was called um;0 in the proof of part(i). We
need to show that limm-N um ¼ 0: Continue the function f appearing in the
statement of the proposition so that it is deﬁned on all of Rn as a smooth, positive
function. By increasing l if necessary, we have Lfplf in Rn: Let Umðx; tÞ ¼
fðxÞ
inf jyj¼m fðyÞ expðltÞ: Then LUm 
@Um
@t p0 in Bm  ð0;NÞ; Umðx; 0ÞX0 in Bm; and
Umðx; tÞX1 on @Bm  ð0;NÞ: Thus, it follows from the maximum principle that
UmXumX0 in Bm  ð0;NÞ: Using the assumption that limjxj-N fðxÞ ¼N; we
obtain limm-N Um ¼ 0; and thus, limm-N um ¼ 0:
(ii-b) Assume to the contrary that uniqueness does hold for BLðL; 0Þ: Let
Zðx; tÞ ¼ expðltÞfðxÞ in ðRn  Bm0Þ  ½0; 1: By assumption, we have
LZ þ @Z@tX0 in ðRn  %Bm0Þ  ð0; 1Þ: For m4m0; let Um denote the solution to the
equation
ut þ Lu ¼ 0 in ðBm  %Bm0Þ  ðN; 1Þ;
uðx; 1Þ ¼ expðlÞfðxÞ on Bm  %Bm0 ;
uðx; tÞ ¼ fðxÞ on ð@Bm,@Bm0Þ  ðN; 1Þ: ð3:16Þ
By the maximum principle,
ZpUm in ðBm  Bm0Þ  ½0; 1: ð3:17Þ
Now let Vm denote the solution to
ut þ Lu ¼ 0 in ðBm  %Bm0Þ  ðN; 1Þ;
uðx; 1Þ ¼ expðlÞfðxÞ on Bm  %Bm0 ;
uðx; tÞ ¼ 0 on @Bm  ðN; 1Þ; uðx; tÞ ¼ fðxÞ on @Bm0  ðN; 1Þ: ð3:18Þ
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We will now show that the uniqueness assumption for BLðL; 0Þ guarantees that
lim
m-N
Um ¼ lim
m-N
Vm: ð3:19Þ
Let Wm ¼ Um  Vm: From (3.16) and (3.18) we have
@Wm
@t
þ LWm ¼ 0 in ðBm  %Bm0Þ  ðN; 1Þ;
Wmðx; 1Þ ¼ 0 on Bm  %Bm0 ;
Wmðx; tÞ ¼ fðxÞ on @Bm  ðN; 1Þ; Wmðx; tÞ ¼ 0 on @Bm0  ðN; 1Þ:
ð3:20Þ
Let vmðx; tÞ ¼ cumðx; 1 tÞ; where um is as in part (ii-a) and c ¼ supjyj¼m0 fðyÞ: Then
vm satisﬁes
@vm
@t þ Lvm ¼ 0 in ðBm  %Bm0Þ  ðN; 1Þ: Taking into account the
boundary conditions, we conclude from (3.20) and the maximum principle that
0pWmðx; tÞpvmðx; tÞ ¼ cumðx; 1 tÞ: We have assumed that uniqueness holds for
BLðL; 0Þ which is equivalent to the assumption that limm-N um ¼ 0: Thus we
conclude that limm-N Wm ¼ 0; which proves (3.19).
From (3.17) and (3.19) we conclude that
Zp lim
m-N
Vm in ðRn  Bm0Þ  ½0; 1: ð3:21Þ
By the maximum principle,
lim
m-N
Vmpmax sup
jyj¼m0
fðyÞ; expðlÞ sup
jxjXm0
fðxÞ
 !
in ðRn  Bm0Þ  ½0; 1: ð3:22Þ
By the assumption on f in the proposition, there exists an x0ARn  %Bm0 such that
fðx0Þ is strictly larger than the right-hand side of (3.22). Recall that Zðx0; 0Þ ¼
fðx0Þ: Using these two facts along with (3.21) and (3.22) gives a contradiction. Thus,
in fact uniqueness for BLðL; 0Þ does not hold. &
Proof of Theorem 3. We must show that u0;maxc0: Recall from its construction that
u0;max ¼ limm-N Um; where UmX0 satisﬁes the semilinear equation in Bm and
limx-@Bm Umðx; tÞ ¼N; for t40:
By assumption, uniqueness does not hold for BLðL; 0Þ: Thus there exists a function
w0c0 satisfying ðw0Þt ¼ Lw0; w0ðx; 0Þ ¼ 0 and sup0ptpT supxARn jw0ðx; tÞjoN;
for all T40: In fact then, there exists a nonnegative function wþc0 satisfying the
same conditions. To see this, note that if w0 does not change sign, then we can choose
wþ ¼7w0: Thus, assume that w0 changes sign. Fix T40 such that
sup0ptpT supxARn w0ðx; tÞ40: Let wþm denote the solution to ut ¼ Lu in Bm with
uðx; 0Þ ¼ 0; for xABm; and uðx; tÞ ¼ N; for xA@Bm and t40; where N ¼
sup0ptpT supxARn w0ðx; tÞ40: By the maximum principle,
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maxð0; w0Þpwþm; xARn; 0ptpT ; ð3:23Þ
and wþm is monotone nonincreasing in m: By the standard compactness argument, it
follows that wþ  limm-N wþm is a solution to BLðL; 0Þ; and by (3.23), wþ~0:
Now let Z ¼ kwþ; where k40: Then
LZ þ VZ  gZp  @Z
@t
¼ VZ  gZp ¼ gkwþ V
g
 ðkwþÞp1
 
: ð3:24Þ
Since wþ is bounded on Rn  ½0; T  and since by assumption, infxARn Vg ðxÞ40; it
follows that the right-hand side of (3.24) is nonnegative on Rn  ½0; T  if k40 is
chosen sufﬁciently small. Since Zðx; 0Þ ¼ 0; it then follows from (3.24) and the
maximum principle in Proposition 1 that
UmXZ; on Bm  ½0; T :
Letting m-N; we conclude that u0;maxXkwþ in Rn  ½0; T : &
4. The interplay between uniqueness/nonuniqueness of the parabolic equation and of
the corresponding steady-state elliptic equation
Consider the elliptic semilinear equation corresponding to steady-state solutions
of NS:
Lw þ Vw  gwp ¼ 0 and wX0 in Rn: ð4:1Þ
The next theorem gives conditions for uniqueness/nonuniqueness in terms of
solutions to the elliptic equation. As we shall see in the next section, this result can be
very useful.
Theorem 4. (i) Let f fmgNm¼1CCðRnÞ be an increasing sequence of nonnegative
compactly supported functions satisfying limm-N fm ¼N: Let ufm;min denote the
minimal solution to NSfm : Then
wðxÞ  lim
t-N
lim
m-N
ufm;minðx; tÞ ð4:2Þ
exists and is a nonnegative solution to (4.1). There exists a maximal solution wmax to
(4.1), and if wmax~w; then uniqueness does not hold for NS0: Furthermore, if
infxARn gðxÞ40; then w satisfies the bound
sup
xARn
wðxÞp supxARn V
þðxÞ
infxARn gðxÞ
  1
p1
; ð4:3Þ
where Vþ ¼ maxðV ; 0Þ:
(ii) If w ¼ 0 is the only solution to (4.1), then uniqueness holds for NSf ; for all f :
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We prepare for the proof of Theorem 4 with the following result which is of
independent interest.
Proposition 6. Let f fmgNm¼1 be an increasing sequence of nonnegative compactly
supported functions satisfying limm-N fm ¼N: Then
uN;min  lim
m-N
ufm;min
and
uN;max  lim
m-N
ufm;max
exist and are independent of the particular sequence f fmg: They solve NS with initial
condition f ¼N and they are monotone nonincreasing in t. Furthermore
wðxÞ  lim
t-N
uN;minðx; tÞ ð4:4Þ
is a solution to (4.1) and
wmaxðxÞ  lim
t-N
uN;maxðx; tÞ ð4:5Þ
is the maximal, nonnegative solution to (4.1).
Proof. By the maximum principle and the construction of minimal and maximal
solutions, ufm;min and ufm;max are monotone in m: Thus, the existence of the limits and
the fact that uN;min and uN;max satisfy NS with initial condition f ¼N follow from
the standard compactness argument and the a priori bounds in (2.1). The fact that
the above procedure is independent of the particular sequence follows from the
existence plus the fact that given two such sequences, one can construct a new
increasing sequence of compactly supported functions using inﬁnitely many of the
functions from each of the two original sequences.
We now turn to the monotonicity in t: Fix t040: Let vmðx; tÞ ¼ ufm;minðx; t þ t0Þ
and vðx; tÞ ¼ uN;minðx; t þ t0Þ: By the already-proved part of the theorem, we have
limm-Nvm ¼ v and v solves NS with initial condition f ðxÞ ¼ uN;minðx; t0Þ: Let Z be
any solution to NS with initial condition f ðxÞ ¼ uN;minðx; t0Þ: Since vn is the minimal
solution to NS with initial condition f ðxÞ ¼ ufn;minðx; t0Þ and since
ufn;minðx; t0ÞpuN;minðx; t0Þ; it follows from the maximum principle and the
construction of minimal solutions that vn is less than or equal to the minimal
solution of NS with initial condition f ðxÞ ¼ uN;minðx; t0Þ: Consequently, vnpZ; and
letting n-N gives vpZ: Thus v is in fact the minimal solution of NS with initial
condition f ðxÞ ¼ uNðx; t0Þ: But then again by the maximum principle and the
construction of minimal solutions, and by the deﬁnition of uN;min; it follows that
vpuN;min; which proves the monotonicity of uN;min in t:
Now let Vðx; tÞ ¼ uN;maxðx; t þ t0Þ: By the already-proved part of the theorem, V
is a solution of NS with initial condition f ðxÞ ¼ uN;maxðx; t0Þ: Thus, V is less than or
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equal to the maximal solution of NS with initial condition f ðxÞ ¼ uN;maxðx; t0Þ; and
by the maximum principle, the construction of maximal solutions, and the deﬁnition
of uN;max; the maximal solution of NS with initial condition f ðxÞ ¼ uN;maxðx; t0Þ is
less than or equal to uN;max: Thus VpuN;max; which proves the monotonicity of
uN;max in t:
We now show that w and wmax are solutions to (4.1). Let vsðx; tÞ ¼ uN;minðx; t þ sÞ:
Then from the monotonicity in t; the standard compactness argument
and the a priori bounds in (2.1), it follows that lims-Nvs exists and solves NS:
Since wðxÞ ¼ lims-Nvs; we conclude that w is a solution to (4.1). A similar proof
works for wmax:
Finally, we show that wmax is the maximal nonnegative solution to (4.1). To show
this, we will prove that if w is a nonnegative solution to (4.1), then uN;maxðx; tÞXwðxÞ
for ðx; tÞARn  ½0;NÞ: From the deﬁnition of uN;max; it sufﬁces to prove the above
inequality with uN;max replaced by ufm;max and R
n replaced by Blm for m sufﬁciently
large, where limm-N lm ¼N: From the construction of the maximal solution, it
follows that ufm;max ¼ limk-N U ðmÞk ; where U ðmÞk solves the semilinear equation in Bk;
U
ðmÞ
k ðx; 0Þ ¼ fmðxÞ in Bk and limx-@Bk U ðmÞk ðx; tÞ ¼N for t40: Thus, it sufﬁces to
show that U
ðmÞ
k ðx; tÞXwðxÞ in Blm  ½0;NÞ: Since w satisﬁes the semilinear parabolic
equation, it follows from the maximal principle in Proposition 1 that
U
ðmÞ
k ðx; tÞXwðxÞ in Bl  ½0;NÞ if l satisﬁes fmXw in Bl : Since fm is increasing and
converges pointwise to N; we can construct a sequence lm satisfying limm-N lm ¼
N and such that fmXw on Blm : This completes the proof of the maximality
of wmax: &
Proof of Theorem 4. (i) The ground work for the proof has been prepared in
Proposition 6 above. Note that the claims that w solves (4.1) and that there exists a
maximal solution wmax to (4.1) follow from Proposition 6. The key additional step is
the following inequality:
uN;max  uN;minpu0;max: ð4:6Þ
Letting t-N in (4.6) and using (4.4) and (4.5) shows that if wmax~w; then
u0;maxc0: This proves that uniqueness does not hold for NS0; and completes the
proof except for (4.3).
We now prove (4.6). From the deﬁnition of uN;max and uN;min in Proposition 6,
(4.6) will follow if we show that
uf ;max  uf ;minpu0;max; ð4:7Þ
for compactly supported, nonnegative f : From the construction of the maximal
solution, uf ;max ¼ limm-N limk-N U ð f Þm;k and uf ;min ¼ limm-N uð f Þm ; where for m
sufﬁciently large so that suppð f ÞCB2m; U ð f Þm;k satisﬁes (2.5) with fm replaced by f and
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u
ð f Þ
m satisﬁes (3.2) with fi replaced by f : Thus, (4.7) will follow if we show that
U
ð f Þ
m;k  uð f Þ2m pU ð0Þm;k in B2m  ½0;NÞ: ð4:8Þ
Let W ¼ U ð f Þm;k  uð f Þ2m : It follows from the maximum principle in Proposition 1 that
WX0: From that maximum principle, (4.8) will hold if we show that
LW þ VW  gW p  @W
@t
X cm;k in B2m  ½0;NÞ; ð4:9Þ
where cm;k is as in (2.5). We have LW þ VW  @W@t ¼ cm;k þ g½ðU ð f Þm;k Þp  ðuð f Þ2m Þp:
Thus,
LW þ VW  gW p  @W
@t
¼ cm;k þ g½ðU ð f Þm;k Þp  ðuð f Þ2m Þp  ðU ð f Þm;k  uð f Þ2m Þp:
ð4:10Þ
Now (4.9) follows from (4.10) and the inequality bp  ap  ðb  aÞpX0; for 0papb:
We now turn to the proof of (4.3). Let b ¼ supxARn VþðxÞ and let a ¼ infxARn gðxÞ:
By assumption, a40 and we may assume that boN since otherwise there is nothing
to prove. Deﬁne
HðtÞ ¼
b
a
  1
p1ð1 expðð p  1ÞbtÞÞ
1
p1; if b40;
1
ð p  1Þat
  1
p1
; if b ¼ 0:
8>>><
>>:
Then an easy calculation shows that
LH þ VH  gHp  @H
@t
p0: ð4:11Þ
By the construction of the minimal solution, ufm;min ¼ liml-N um;l ; where for l
sufﬁciently large so that suppð fmÞCBl ; um;l solves (3.2) with fi replaced by fm and Bm
replaced by Bl : By (4.11) and the maximum principle of Proposition 1, it follows that
um;lðx; tÞpHðtÞ for ðx; tÞABl  ½0;NÞ: Thus, ufm;minðx; tÞpHðtÞ for ðx; tÞABl 
½0;NÞ: Letting m-N and then letting t-N now shows that (4.3) holds.
(ii) By the construction of the maximal solution, u0;max ¼ limm-N limk-N U ð0Þm;k
where U
ð0Þ
m solves (2.5) with fm replaced by 0. Let t040 and deﬁne Wðx; tÞ ¼
U
ð0Þ
m ðx; t þ t0Þ: It follows by the maximum principle in Proposition 1 that WXU ð0Þm;k
on Bm  ½0;NÞ; thus U ð0Þm;k is monotone nondecreasing in t and the same is true of
u0;max: By the same type of argument used to show that w
 solves (4.1), if follows that
limt-Nu0;max solves (4.1). By assumption, w  0 is the only nonnegative solution to
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(4.1); thus, limt-N u0;max ¼ 0: In light of the monotonicity in t; we conclude that
u0;max ¼ 0: This proves uniqueness for NS0; and in conjunction with Proposition 3,
uniqueness for all f : &
5. Applications
In this section we use the array of results in Sections 3 and 4 to prove theorems on
uniqueness/nonuniqueness for two classes of semilinear parabolic equations. We will
also show how some of the results in this paper can be used to give an alternative
proof and an extension of a classical result in semilinear elliptic theory.
We will determine how uniqueness depends on a for the following class of
equations:
ut ¼ aDu  up in Rn  ð0;NÞ;
uðx; 0Þ ¼ f ðxÞ; xARn;
uX0: ð5:1Þ
And with a relatively generic V we will determine how uniqueness depends on g for
the following class of equations:
ut ¼ Du þ Vu  gup in Rn  ð0;NÞ;
uðx; 0Þ ¼ f ðxÞ; xARn;
uX0: ð5:2Þ
Concerning the class of equations appearing in (5.1), we have the following result.
Theorem 5. (i-a) Let nX2: If
aðxÞpCð1þ jxjÞ2;
for some C40; then uniqueness holds in (5.1) for any f.
(i-b) Let nX2: If
aðxÞXCð1þ jxjÞ2þe;
for some e; C40; then uniqueness does not hold in (5.1) for f ¼ 0:
(ii-a) Let n ¼ 1: If
aðxÞpCð1þ jxjÞ1þp;
for some C40; then uniqueness holds in (5.1), for all f.
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(ii-b) Let n ¼ 1: If
aðxÞXCð1þ jxjÞ1þpþe;
for x40 or for xo0 and some e; C40; then uniqueness does not hold in (5.1)
for f ¼ 0:
The proof of Theorem 5, one of whose parts (ii-a) is quite long and involved, is
given in the next section.
Before turning to (5.2), we will show how Theorems 2 and 4 can be used to obtain
an alternate proof of a classical result concerning nonexistence of nontrivial
solutions of a certain semilinear elliptic equation in dimension nX3; and how these
theorems along with Theorem 5 can be used to extend that result to appropriate
corresponding results in the cases d ¼ 1; 2: It was shown by Ni [11]
and Kenig and Ni [7] that the equation Dw  gwp ¼ 0 in Rn; nX3; has no nontri-
vial, nonnegative solution if gðxÞXCð1þ jxjÞ2þe; for some C; e40; and that
nontrivial, nonnegative solutions do exist if gðxÞpCð1þ jxjÞ2e: Lin [9] extended
the nonexistence result to the borderline case: there is no nontrivial solution if
gðxÞXCð1þ jxjÞ2: Here is a quick proof of this last result: Let C40: By Theorem 2,
uniqueness holds for NSðð1þ jxjÞ2D; 0; CÞ: From (4.3) in Theorem 4, it follows
that w  0: But then since uniqueness holds and w ¼ 0; it follows again f
rom Theorem 4 that there is no nontrivial nonnegative solution to ð1þ jxjÞ2Dw 
Cwp ¼ 0:
Note that the above proof is independent of dimension and works just as well for
n ¼ 1; 2: Using Theorem 5(i), we can also give an alternative proof of the existence
part of the above result, and more importantly, we can extend the existence/
nonexistence dichotomy to dimensions n ¼ 1; 2:
Theorem 6. Let p41:
(i) Consider the equation
u00  gup ¼ 0 in R: ð5:3Þ
There exists a positive solution to (5.3) if gðxÞpCð1þ jxjÞ1pe; for some
C; e40; and there is no positive solution to (5.3) if gðxÞXCð1þ jxjÞ1p; for
some C40:
(ii) Consider the equation
Du  gup ¼ 0 in Rn; nX2: ð5:4Þ
There exists a positive solution to (5.4) if gðxÞpCð1þ jxjÞ2e; for some C; e40; and
there is no positive solution to (5.4) if gðxÞXCð1þ jxjÞ2; for some C40:
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Proof. Consider the semilinear equation
ut ¼ au00  up in R  ð0;NÞ: ð5:5Þ
If aðxÞpCð1þ jxjÞ1þp; then it follows from Theorem 5(ii-a) that uniqueness holds
for (5.5). Also, by (4.3) we have w ¼ 0 for Eq. (5.5). Thus, we conclude from
Theorem 4(i) that there is no positive solution to au00  up ¼ 0 in R: This is
equivalent to the nonexistence statement in (i). On the other hand, if aðxÞXCð1þ
jxjÞ1þpþe; then by Theorem 5(ii-b) uniqueness does not hold for (5.5). Thus, it follows
from Theorem 4(ii) that a positive solution exists for au00  up ¼ 0 in R; which is
equivalent to the existence statement in (i). Part (ii) is proven in exactly the same
manner. &
We now turn to the class of equations in (5.2).
Theorem 7. (i) Let V be bounded from above. If
gðxÞXC1 expðC2jxj2Þ;
for some C1; C240; then uniqueness holds in (5.2) for all f.
(ii) Let VX0: If
gðxÞpC expðjxj2þeÞ;
for some C; e40; then uniqueness does not hold in (5.2) for f  0:
Remark. Eq. (5.2) with 0pVpC and gðxÞpC expðjxj2þeÞ; with C; e40 is an
example where uniqueness holds for BL but not for NS: For another example,
consider L ¼ ð1þ jxjÞlD with n ¼ 2 and l42 or with n ¼ 1 and l41þ p: Let V ¼ 0
and g ¼ 1: Applying Proposition 5(ii-a) with fðxÞ ¼ logjxj if n ¼ 2 and with fðxÞ ¼
jxj if n ¼ 1 shows that uniqueness holds for BL: On the other hand, by (4.3), we have
w ¼ 0 while by Theorem 6, wmaxa0: Thus, by Theorem 4(i), uniqueness does not
hold for NS:
For an example where uniqueness holds for NS but not for BL; consider the
operator L ¼ ð1þ jxjÞlD in Rn; nX3; for l42; and let V ¼ 0: Then uniqueness does
not hold for BL—see Remark 1 after Proposition 5. On the other hand, if gXð1þ
jxjÞl2; then uniqueness does hold for NS: Indeed, by Theorem 4, it sufﬁces to show
that there is no nontrivial, nonnegative solution w to Lw  gwp ¼ 0 in Rn; or
equivalently, to Dw  gðxÞð1þjxjÞl wp ¼ 0 in Rn: But this follows from Theorem 6. Note
that in this example, infxARn
V
g ðxÞ ¼ 0; as must be the case in light of Theorem 3.
For the proof of Theorem 7 as well as of Theorem 5, we will need the following
semilinear elliptic maximum principle.
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Proposition 7. Let DCRn be a bounded domain and let 0pu1; u2AC2ðDÞ-Cð %DÞ
satisfy
Lu1 þ Vu1  gup1pLu2 þ Vu2  gup2 in D;
and
u1Xu2 on @D:
Assume that Vp0: Then u1Xu2 in D:
Proof. Let W ¼ u1  u2 and deﬁne HðxÞ ¼ u
p
1
ðxÞup
2
ðxÞ
W ðxÞ ; if WðxÞa0; and HðxÞ ¼ 0
otherwise. Then HX0 and we have LW þ ðV  HÞWp0 in D and WX0 on @D:
Since V  Hp0; it follows from the standard linear elliptic maximum principle that
WX0 in D: &
Proof of Theorem 7. (i) Let Uðx; tÞ ¼ u0;maxðx; tÞ expðCjxj2ðt þ dÞÞ; for some
C; d40: Then U satisﬁes
DU þ 4Cðt þ dÞx  rU þ ð4jxj2ðt þ dÞ2C2 þ 2nCðt þ dÞ þ V  Cjxj2ÞU
 C1 expðC2jxj2ÞexpðCð p  1Þjxj2ðt þ dÞÞUp  UtX0 in Rn  ð0;NÞ: ð5:6Þ
Fixing d ¼ C2
Cð p1Þ and CX
16C2
2
p1 ; we obtain from (5.6)
DU þ 4Cðt þ dÞx  rU þ ð2nCðt þ dÞ þ VÞU  Up  UtX0 in Rn  ð0; dÞ:
ð5:7Þ
Note that the coefﬁcients of the operator on the left-hand side of (5.7) satisfy the
requirements in Theorem 2. (They depend on t unlike in Theorem 2, but this is not
important.) Thus, it follows from the maximum principle that for any R41; the
super solution in BR  ð0;NÞ constructed in the proof of Theorem 2 is larger or
equal to U in BR  ð0; dÞ: That is,
Uðx; tÞpð1þ jxjÞ
2
p1ðR  jxjÞ
2
p1 expðKðt þ 1ÞÞ in BR  ð0; dÞ:
Letting R-N shows that U  0 in Rn  ð0; dÞ; and thus the same is true for u0;max:
As the original equation was time homogeneous, it is clear that in fact u0;max  0 in
Rn  ð0;NÞ:
(ii) Writing uðxÞ ¼ expðð1þ jxj2Þ1þe4Þuˆ and dividing through by expðð1þ jxj2Þ1þe4Þ
one sees that nonuniqueness for the initial condition f ¼ 0 in (5.2) is
equivalent to nonuniqueness for the initial condition f ¼ 0 in an equation of
the form
ut ¼ Du þ Bru þ Vˆ u  #gup; ð5:8Þ
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where BðxÞ  xjxjXC1jxj1þ
e
2; VˆXC1 and #gpC; for constants C1; C40: Uniqueness
does not hold for BLðDþ Br; 0Þ as was shown in the remark following Proposition
5. Thus, by Theorem 3, uniqueness does not hold for the initial condition f ¼ 0
in (5.8). &
6. Proof of Theorem 5
(i-a) The result follows directly from Theorem 2.
(i-b) Under the assumption on the coefﬁcients, the right-hand side
of (4.3) equals 0 and thus w ¼ 0: Therefore, by Theorem 4, it sufﬁces
to show that there exists a nontrivial, nonnegative solution to the elliptic
equation
aDw  w p ¼ 0 in Rn: ð6:1Þ
We note that if a nontrivial, nonnegative solution of (6.1) exists for a ¼ a1; then one
also exists for a ¼ a2; if a2Xa1: The reason for this is as follows. The maximal
nonnegative solution wmax to (6.1) is obtained as wmax ¼ limk-N limm-N wm;k where
wm;k satisﬁes aDw  wp in Bk and wðxÞ ¼ m on @Bk: (The existence of wm;k follows
from the method of upper and lower solutions—see the paragraph following (6.12)
for more detail.) To distinguish between ai; i ¼ 1; 2; we will use the notation wðiÞm;k
and w
ðiÞ
max: We have a1Dw
ð1Þ
m;k  ðwð1Þm;kÞp ¼ 0 while
a1Dw
ð2Þ
m;k  ðwð2Þm;kÞp ¼ ða1  a2ÞDwð2Þm;k ¼
a1
a2
 1
 
ðwð2Þm;kÞpp0: ð6:2Þ
Thus, by the elliptic maximum principle in Proposition 7 w
ð2Þ
m;kXw
ð1Þ
m;k in Bk; and we
conclude that if w
ð1Þ
maxa0; then w
ð2Þ
maxa0:
In light of the above, we may assume without loss of generality that aðxÞ ¼ Cjxj2þe
for jxjX1; where e; C40: Let 0ohAC1ðRnÞ satisfy hðxÞ ¼ jxjd for jxjX1;
where d ¼ e
p1: Writing w ¼ hwˆ and dividing through by hp; one sees that the
existence of a positive solution to (6.1) is equivalent to the existence of a positive
solution to
ADw þ Brw þ Vˆ w  wp ¼ 0 in Rn; ð6:3Þ
where AðxÞ ¼ Cjxj2; BðxÞ ¼ 2Cdx; and Vˆ ¼ Cdðdþ n  2Þ for jxjX1: To show that
there exists a positive solution to (6.3) we will show that wa0 for the parabolic
equation
ut ¼ ADu þ Bru þ Vˆ u  up ¼ 0 in Rn  ð0;NÞ: ð6:4Þ
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Let cd ¼ ðCdðdþ n  2ÞÞ
1
p1: (Note that if we had Vˆ ¼ Cdðdþ n  2Þ on all of Rn;
then the constant cd would be a positive solution to (6.3).) For m41; let um denote
the solution to
ut ¼ ADu þ Bru; ðx; tÞAðBm  %B1Þ  ð0;NÞ;
uðx; 0Þ ¼ cd; xABm  %B1;
uðx; tÞ ¼ 0; xA@Bm,@B1; t40: ð6:5Þ
By the linear maximum principle, 0pumpcd and um is nondecreasing in m and
nonincreasing in t: We have ADum þ Brum þ Vˆ um  upm  @um@t ¼ cp1d um  upm ¼
umðcp1d  up1m ÞX0 in ðBm  %B1Þ  ð0;NÞ: Recalling the deﬁnition of w in (4.2),
we conclude from the maximum principle in Proposition 1 that
wðxÞX lim
t-N
lim
m-N
umðx; tÞ: ð6:6Þ
Let uˆ m denote the solution to (6.5) when the boundary condition uðx; tÞ ¼ 0 on @Bm
is changed to uðx; tÞ ¼ cd: Note that by the maximum principle, uˆ m is nonincreasing
in m: By the standard compactness argument, U  limm-N um and Uˆ  limm-N uˆ m
both solve
ut ¼ ADu þ Bru; ðx; tÞAðRn  %B1Þ  ð0;NÞ;
uðx; 0Þ ¼ cd; xARn  %B1;
uðx; tÞ ¼ 0; ðx; tÞA@B1  ð0;NÞ: ð6:7Þ
Because of the bounds given above on A and B; uniqueness holds in the class of
bounded solutions for (6.7) as we shall now show. Thus we conclude that U ¼ Uˆ : To
see that uniqueness holds, note that the difference v of any two bounded solutions to
(6.7) will satisfy the following equation for some C40 and every m40:
vt ¼ ADv þ Brv; ðx; tÞAðBm  %B1Þ  ð0;NÞ;
vðx; 0Þ ¼ 0; xABm  %B1;
vðx; tÞ ¼ 0; ðx; tÞA@B1  ð0;NÞ;
jvðx; tÞjpC; ðx; tÞA@Bm  ð0;NÞ:
One can check that cðx; tÞ ¼ ð1þ jxj2Þ expðltÞ satisﬁes ADcþ Brc @c@tp0; if l40
is sufﬁciently large. Thus, taking into account the boundary conditions, it follows
from the maximum principle that jvðx; tÞjpCð1þ jmj2Þ1cðx; tÞ for ðx; tÞABm 
½0;NÞ: Letting m-N gives v  0:
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Letting r ¼ jxj; the radial form of the elliptic operator on the right-hand side of
(6.7) is Cr2 @
2
@r2
þ Cðn  1þ 2dÞr @@r; for r41: Letting l ¼ n  2þ 2d40; it is easy to
show that fmðxÞ  cd 1jxj
l
1ml solves ADfþ Brf ¼ 0 in Bm  %B1 with fðxÞ ¼ 0 on
@B1 and fðxÞ ¼ cd on @Bm: By the maximum principle, uˆ mðx; tÞXfmðxÞ: Letting
m-N and using the fact that U ¼ Uˆ ; we conclude from (6.6) that wðxÞXcdð1
jxjlÞ in Rn  Bˆ 1:
(ii-a) By Theorem 4, it sufﬁces to show that there is no positive solution to the
elliptic equation
aw00  w p ¼ 0 in R: ð6:8Þ
Let 0ohðxÞAC2ðRÞ satisfy hðxÞ ¼ jxj for jxjX1: Writing w ¼ hwˆ and dividing
through by hp; one sees that the nonexistence of a positive solution for (6.8) is
equivalent to the nonexistence of a positive solution to
aw00 þ bw0 þ Vˆ w  wp ¼ 0 in R; ð6:9Þ
where a ¼ a
hp1; b ¼ 2a h
0
hp
and Vˆ ¼ ah00
hp
: By the assumption on a; it follows that
aðxÞpCð1þ jxjÞ2; jbðxÞjpCð1þ jxjÞ and Vˆ ðxÞpC; for some C40: Thus, it follows
from Theorem 2 that uniqueness holds for the parabolic equation
ut ¼ au00 þ bu0 þ Vˆ u  up ¼ 0 in R  ð0;NÞ ð6:10Þ
associated with (6.9). But then by Theorem 4, the w corresponding to
Eq. (6.10) must coincide with the maximal nonnegative solution of (6.9). Thus to
complete the proof, it sufﬁces to show that w ¼ 0 for (6.10). Since h00 is
compactly supported, it follows that Vˆ ðxÞ ¼ 0 except on a bounded set. (This is
where the one-dimensionality enters since Djxj ¼ 0 only in dimension 1. Also,
note that if Vˆ were everywhere nonpositive then we could conclude from (4.3)
that w ¼ 0:)
Choose m040 such that Vˆ ¼ 0 on R  ðm0; m0Þ: Let f denote the minimal
positive solution to
aw00 þ bw0  wp ¼ 0 in fjxj4m0g;
wð7m0Þ ¼N: ð6:11Þ
The existence of f is proven below. Let Uðx; tÞ ¼ 1
p1
1
p1t
1
p1 þ fðxÞ for jxj4m0 and
t40: Using the inequality ðx þ yÞpXxp þ yp; for x; yX0; it is easy to check that
aU 00 þ bU 0  Up  Utp0; for jxj4m0 and t40: Since Uð7m0; tÞ ¼ Uðx; 0Þ ¼N; it
follows from the maximum principle in Proposition 1 that any solution u of (6.10)
with initial condition fACðRÞ satisﬁes uðx; tÞpUðx; tÞ for jxj4m0 and t40: Letting
t-N and recalling the deﬁnition of w in Theorem 4 then shows that wpf: We
also know from Theorem 4 that w is a solution to (6.9). To show that in fact w ¼ 0;
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we will show that the zero solution is the only nonnegative solution to (6.9) which is
dominated by f: The proof will require a number of steps. We begin by constructing
the function f:
Let fcngNn¼1 be an increasing sequence of smooth functions satisfying cnðxÞ ¼ n
for jxjpm0  1n; cnðxÞ ¼ 0 for jxjXm0 and 0pcnpn: For m4m0; let fn;m denote the
solution to
aw00 þ bw0 þ Vˆ w  wp þ cn ¼ 0; jxjom;
wð7mÞ ¼ 0: ð6:12Þ
The existence of fn;m follows by the standard method of upper and lower
solutions. Recall that a lower (upper) solution satisﬁes (6.12) with the equal sign in
the ﬁrst line changed to X (p) and the equal sign in the second line changed to p
(X). If there exists a lower solution fm;n and an upper solution f
þ
m;n such that
fm;npfþm;n; then there exists a solution fm;n satisfying fm;npfm;npfþm;n [13]. Clearly,
fm;nðxÞ  0 is a lower solution and fþm;nðxÞ ¼ C is an upper solution if C (depending
on n) is sufﬁciently large. By the elliptic maximum principle in Proposition 7, fm;n is
nondecreasing in n and m: Actually, Proposition 7 does not apply directly since Vˆ is
not nonpositive in all of R: However, recalling how the operator in (6.12) was
obtained from the original operator in (6.8), it follows that fm;n solves (6.12) if and
only if hfm;n solves aw
00  wp þ hpcn ¼ 0 for jxjom and wð7mÞ ¼ 0: From this and
the fact that Proposition 7 holds for the original operator, it follows that the
maximum principle holds for the transformed one.
Using the standard compactness argument, it will follow that fm  limn-N fm;n is
a solution to aw00 þ bw0  wp ¼ 0 in fm0ojxjomg with wð7mÞ ¼ 0 if we show that
ffm;ngNn¼1 is uniformly bounded on ðm0 þ e; mÞ for each e40:
To show the uniform boundedness, let gðxÞ ¼ lðjxj  m0Þ
2
p1: An easy
calculation shows that ag00 þ bg0  gpp0 on ðm0; mÞ if l40 is chosen
sufﬁciently large. Thus, by the elliptic maximum principle in Proposition 7 (recall
that Vˆ ¼ 0 in ðm0; mÞ), it follows that fm;npgðxÞ on ðm0; mÞ; proving the uniform
boundedness.
We now prove that limjxjkm0fmðxÞ ¼N: Let ZðxÞ ¼ lðjxj  m þ 2eÞ
 2
p1
for m0  eojxjom0 þ e: One can check that there exists a r40 such that if
e; lAð0; rÞ; then
aZ00 þ bZ0 þ Vˆ Z  gZpX0 in fm0  eojxjom0 þ eg: ð6:13Þ
Choose l40 even smaller if necessary so that
ZðxÞpfm;1ðxÞ; forjxj ¼ m0 þ e: ð6:14Þ
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Now extend Z to be smooth and positive on fjxjpm0  eg: Since cnðxÞ ¼ n for
jxjpm0  1n; it is clear that for sufﬁciently large n;
aZ00 þ bZ0 þ Vˆ Z  gZp þ cnX0; for jxjpm0  e: ð6:15Þ
From (6.13)–(6.15) and the maximum principle in Proposition 1, it follows
that ZðxÞpfm;nðxÞ for jxjpm0 þ e and n sufﬁciently large. Letting n-N; we
obtain lim inf jxjkm0 fmðxÞXlð2eÞ
 2
p1: As e is arbitrary we conclude that
limjxjkm0 fmðxÞ ¼N:
Letting m-N and using the standard compactness argument and the maximum
principle, it follows that f  limm-N fm is a positive solution to (6.11). By the
maximum principle, any positive solution w to (6.11) satisﬁes wXfn;m: Thus wXf;
proving that f is minimal.
For g40 deﬁne
Ag ¼ a d
2
dx2
þ b d
dx
þ Vˆ  ggp1
and recall that Vˆ ¼ 0 in a neighborhood of 7N: We will now show that
f is a positive solution of minimal growth at 7N for the operator Af: What this
means is that if W40 and AfW ¼ 0 in a neighborhood of 7N then fpCW in a
neighborhood of 7N; for some C40: By the maximum principle
and the construction of f; it will follow that f is a positive solution of
minimal growth at þN for A if we show that for m42m0 the solution
Wm to AfWm ¼ 0 in ð2m0; mÞ; Wð2m0Þ ¼ fmð2m0Þ and WmðmÞ ¼ 0 satisﬁes
limm-NWm ¼ f: An identical argument of course works at N: Since fm satisﬁes
Afmfm ¼ 0 in ð2m0; mÞ and has the same boundary values as Wm; and since fmpf;
it follows from the maximum principle that Wmpfm: Thus letting WN ¼
limm-NWm; we have
WNpf; for jxjX2m0: ð6:16Þ
Converting Afmfm ¼ 0 and AfWm ¼ 0 into integral equations by integrating twice,
and using the boundary conditions, and then letting m-N and using the monotone
convergence theorem, we obtain
WNðxÞ ¼fð2m0Þ  cWN
Z x
2m0
dy exp 
Z y
2m0
b
a
ðrÞ dr
 
þ
Z x
2m0
dy exp 
Z y
2m0
b
a
ðrÞ dr
 Z y
2m0
1
aðzÞ
 exp
Z z
2m0
b
a
ðrÞ dr
 
fp1ðzÞWNðzÞ dz ð6:17Þ
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and
fðxÞ ¼fð2m0Þ  cf
Z x
2m0
dy exp 
Z y
2m0
b
a
ðrÞ dr
 
þ
Z x
2m0
dy exp 
Z y
2m0
b
a
ðrÞ dr
 Z y
2m0
1
aðzÞ
 exp
Z z
2m0
b
a
ðrÞ dr
 
fp1ðzÞfðzÞ dz; ð6:18Þ
where
cWN ¼fð2m0Þ þ
Z N
2m0
dxexp 
Z x
2m0
b
a
ðrÞ dr
 Z x
2m0
1
aðyÞ
 exp
Z y
2m0
b
a
ðrÞ dr
 
fp1ðyÞWNðyÞ dy;
and cf is deﬁned by the same formula except that the term WN is replaced by f: By
(6.16) it follows that cWNpcf: If it were true that cWNocf; then from (6.17) and
(6.18) we would have W 0Nð2m0Þ4f0ð2m0Þ: Since WNð2m0Þ ¼ fð2m0Þ; this would
contradict (6.16). We conclude that cWN ¼ cf: Thus, since WN and f and their ﬁrst
derivatives agree at 2m0; and since they solve the same second-order linear equation,
it follows from the uniqueness theorem for ODEs that WN  f: This completes the
proof that f is a positive solution of minimal growth for Af at 7N:
Let Z be a solution of minimal growth at7N for Aw : Since wpf and since f is
a solution of minimal growth at7N for Af; it follows from the maximum principle
and the above method of construction of solutions of minimal growth that fpCZ in
a neighborhood of7N; for some C40: Thus, we have wpCZ in a neighborhood
ofN; where w solves Aww ¼ 0 in all of R and Z is a positive solution of minimal
growth at 7N for Aw :
We will show that the operator Aw is so-called subcritical and that for a subcritical
operator, it is impossible for a positive solution in the whole space to be dominated
at 7N by a solution of minimal growth; thus we will conclude that w ¼ 0: For an
exposition on criticality theory for elliptic operators, see [12, Chapter 4], and for the
result we have just mentioned, see [12, Theorem 7.3.9]. However, since we are dealing
with the one-dimensional case in which it is possible to keep everything self-
contained without too much work, we will derive everything we need below.
An elliptic operator of the form A ¼ aðxÞ d2
dx2
þ bðxÞ d
dx
þ cðxÞ is called subcritical if
there exists a function f40 satisfying Af80 in R: If h40 and we deﬁne the so-called
h-transformed operator Ah by Ahf ¼ 1
h
Aðhf Þ; then clearly Ah is subcritical if and only
if A is. Similarly, if r40; then the operator rA is subcritical if and only if A is.
Finally we note that in the case c ¼ 0; the operator is subcritical if and only ifZ N
N
dx exp 
Z x
0
b
a
ðyÞ dy
 
oN: ð6:19Þ
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To see this, ﬁrst assume that f40 satisﬁes Af  g80: Solving Af ¼ g directly via
two integrations reveals that f40 is impossible if (6.19) does not hold. On the other
hand, for any compactly supported gX0; if one solves Af ¼ g for f ; one ﬁnds that
a positive solution f does exist if (6.19) holds.
Assume now that wc0: Then by the strong maximum principle, w40: The
operator a d
2
dx2
þ b d
dx
þ Vˆ was obtained from the original operator L ¼ a d2
dx2
by an h-
transform followed by multiplication by the scalar 1
hp1: Thus the operator Aw is
obtained via h-transform and scalar multiplication from the operator L 
gðwÞp1hp1: The operator L  gðwÞp1hp1 is subcritical since ðL 
gðwÞp1hp1Þ1o0: It then follows that Aw is subcritical.
Since w40; we can make an h-transform with h ¼ w: Using the fact that
Aww
 ¼ 0; we obtain Aww ¼ a d
2
dx2
þ B d
dx
; where B ¼ b þ 2aðwÞ0
w : Recalling that Z is a
solution of minimal growth at 7N for Aw and that wpCZ in a neighborhood of
7N; we conclude that Y  Z
w is a solution of minimal growth at 7N for A
w
w and
that YXC1 in a neighborhood of 7N; where C140: Now Aw

w is subcritical since
Aw is, and therefore (6.19) holds with b replaced by B: Thus, we can deﬁne the
function
MðxÞ ¼
RN
x
dy exp  R y
0
B
a
ðzÞ dz ; x41;R x
N dy exp 
R y
0
B
a
ðzÞ dz ; xo 1:
(
The fact that M solves Aw

wM ¼ 0 in a neighborhood of 7N and satisﬁes
limjxj-N MðxÞ ¼ 0 contradicts the fact that Y is a solution of minimal growth
bounded away from zero. Thus, we conclude that w ¼ 0:
(ii-b) We will prove the claim under the assumption that the condition on a holds
for x40: Under the assumption on the coefﬁcients, the right-hand side of (4.3) equal
0 and thus w ¼ 0: Therefore, by Theorem 4, it sufﬁces to show that there exists a
nontrivial, nonnegative solution to the elliptic equation
aw00  wp ¼ 0 in R: ð6:20Þ
By the argument following (6.1), we may assume that aðxÞ ¼ Cjxj1þpþe; for jxjXm0;
where e; C40: The maximal, nonnegative solution wmax of (6.20) is obtained as
wmax ¼ limk-N limm-N wm;k where wm;k satisﬁes aw00  wp ¼ 0 in ðk; kÞ with
wð7kÞ ¼ m:
Let WðxÞ ¼ cðx  m0Þ1þ
e
p1 for xXm0 and WðxÞ ¼ 0 for xom0: Then W is a C2
function except at x ¼ m0: It is easy to check that if c40 is sufﬁciently small, then
aW 00  W pX0 for xAR  fm0g: One can easily check that the maximum principle in
Proposition 7 goes through in the present case even though W is not twice
differentiable at m0: Thus, wmaxXW : &
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