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a b s t r a c t
This paper presents a new method to construct explicit bounds for the solutions of
second order linear differential equations of the type [p(x)y′(x)]′ + q(x)y(x) = 0,
p(x), q(x) > 0, x > x0, which complements the method described in recent papers of the
authors. The method lies in the use of Beesack’s version of Opial’s inequality. Some results
on asymptotics of the solution for the case p(x) = 1 are also included.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
In a recent series of papers of the authors (see [1,2]) a method to calculate bounds for the solutions of second order linear
differential equations
(p(x)y′(x))′ + q(x)y(x) = 0, x > x0, (1)
where p(x) and q(x) are strictly positive and continuously differentiable functions in an interval [x0, T ] and y(x0) and y′(x0)
are known, was described. The method was based on the definition of two positive functionals of y(x) and y′(x) and the
recursive calculation of bounds for these functionals in the sequence of points where either y(x) or y′(x) vanish. The key
for this recursive calculation was a theorem [2, Theorem 1] that related the bounds for the functionals in a point of the
mentioned sequence with the bounds in the point of the sequence immediately consecutive.
In the present paper, an alternative procedure for the calculation of the bounds for these functionals will be introduced,
which follows the samemodus operandi of [1,2]. This new procedure differs from that of [2] in the concrete results that link
a bound for the functionals in one point of the sequence with a bound in the point of the sequence immediately consecutive.
This link will be obtained by means of Beesack’s version of Opial’s inequality (see [3, p. 13]) plus the application of certain
results of [2].
Opial’s inequality is a tool widely used in the theory of ordinary differential equations. Its application ranges from the
determination of lower bounds for the distance between zeroes of y(x) and y′(x) (see Brown and Hinton, [4, pp. 522–523])
to the determination of bounds for the solutions of some nonlinear equations (see [3, pp. 362–371]). However, it has not
been used so far, to the knowledge of the authors, in the problem of bounding, here addressed.
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It will also be shown that the procedure of [1,2] and the one discussed in this paper can be applied in parallel, so that
the combination of both allows one to get sharper bounds for the mentioned functionals, and therefore for the solutions
of (1).
Furthermore, some results on the asymptotic behavior of y(x) as x tends to +∞ will be obtained by the application
of the combined method. These results complement those first introduced by Armellini [5], Tonelli [6] and Sansone [7],
usually referred to as Armellini–Tonelli–Sansone theorem, and later enhanced by Opial [8,9], Kurzweil [10], Hartman [11]
and Chanturia [12], all of whose proofs follow an existential approach rather than making use of explicit bounds.
The organization of the paper is as follows. Section 2 will be focused on in describing the alternative method to obtain
the bounds, as well as combining it with the one of [1,2]. In Section 3, the method will be transcribed in an algorithm, which
will be applied to an example to show the benefits of the new (combined) approach. Finally Section 4 will use the previous
results to analyze the asymptotic behavior of the solutions of (1).
2. Main results
From [2, Lemma 1], if p(x)q(x) is positive, piecewise continuous and has a bounded variation in [x0, T ]we can define two
positive non-decreasing functions c(x) and d(x) such that
p(x)q(x) = c(x)
d(x)
, x ∈ [x0, T ]. (2)
In particular, possible choices for c(x) and d(x) are
c(x) = p(a)q(a) exp
(∫ x
a |d ln p(s)q(s)| +
∫ x
a d ln p(s)q(s)
2
)
, (3)
and
d(x) = exp
(∫ x
a |d ln p(s)q(s)| −
∫ x
a d ln p(s)q(s)
2
)
. (4)
Thus, let us consider the following functionals
H(y, x) = (y(x))
2
d(x)
+ (p(x)y
′(x))2
c(x)
, (5)
and
I(y, x) = c(x)(y(x))2 + (p(x)y′(x))2d(x). (6)
As was proved in [2], H(x) and I(x) are positive, H(x) is non-increasing and I(x) non-decreasing in [x0, T ] and both are
related by the expression
I(x) = c(x)d(x)H(x).
OnceH(x) and I(x) have been introduced, let us recall some history. In 1960 the Polishmathematician Z. Opial established
the so-called Opial’s inequality (see [13]), which relates the integral of a function vanishing at the extremes of the interval
of integration, multiplied by its derivative, with the integral of the quadratic of its derivative in the same interval. In 1962
Beesack proved a generalization of Opial’s integral inequality (see [3, p. 13; Theorems 2.2.1 and 2.2.2]) which extended
Opial’s inequality to the case the function not vanishing at one of the extremes of the integral. Four years later, Yang
simplified Beesack’s proof and weakened the conditions required on the functions appearing in the integral inequality,
yielding the following theorems ([3, pp. 17–18; Theorems 2.5.1 and 2.5.2]; also [14, Theorems 3 and 3’]):
Theorem 1 (G.S. Yang). Let f (x) be positive and piecewise continuous on [a, b] with ∫ ba dxf (x) < +∞ and let g(x) be positive,
bounded and non-increasing on [a, b]. Further, let y(x) be absolutely continuous on [a, b] and y(a) = 0. Then∫ b
a
|g(x)y(x)y′(x)|dx ≤ 1
2
∫ b
a
dx
f (x)
∫ b
a
f (x)g(x)(y′(x))2dx. (7)
Theorem 2 (G.S. Yang). Let f (x) be positive and piecewise continuous on [a, b] with ∫ ba dxf (x) < +∞ and let g(x) be positive,
bounded and non-decreasing on [a, b]. Further, let y(x) be absolutely continuous on [a, b] and y(b) = 0. Then∫ b
a
|g(x)y(x)y′(x)|dx ≤ 1
2
∫ b
a
dx
f (x)
∫ b
a
f (x)g(x)(y′(x))2dx. (8)
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Note that in [3] a continuity condition is demanded for f (x), whereas the original one [14] only requires integrability of
such a function. As a consequence, piecewise continuity of f (x) suffices to guarantee the validity of these theorems (and so
they have been stated).
It is immediate to show that the function g(x) = 1 satisfies the conditions of g(x) in both theorems. We will make use
of this fact in the following lemma, key for the rest of this paper:
Lemma 1. Let [a, b] be a closed interval contained in [x0, T ], let y(x) be a solution of (1), let p(x), q(x) be positive and piecewise
continuously differentiable on [a, b], let c(x), d(x) be positive, piecewise continuously differentiable and increasing on [a, b]with
p(x)q(x) = c(x)d(x) and let H and I be defined as in (5) and (6) respectively. Assume also that h(x), k(x), l(x) and m(x) are any
positive piecewise continuous functions on [a, b] and that either y(a) = y′(b) = 0 or y′(a) = y(b) = 0.
Then one has
H(b) ≤ H(a)1− AH(a, b, h(x))
1+ BH(a, b, k(x)) , (9)
I(b) ≥ I(a) 1+ AI(a, b, l(x))
1− BI(a, b,m(x)) (10)
where AH , BI satisfy AH , BI < 1, and AH , BH , AI and BI are positive and defined by the following expressions:
• If y(a) = y′(b) = 0 then
AH(a, b, f (x)) =
c(a)
∫ b
a min
{
d′(s)f (s)
d2(s)q2(s)
, x ≤ s ≤ b
}
q2(x)dx
f (x)∫ b
a f (x)dx
∫ b
a
q2(x)dx
f (x)
, (11)
BH(a, b, f (x)) =
d(b)
∫ b
a min
{
c′(s)f (s)
c2(s)
, a ≤ s ≤ x
}
dx
f (x)∫ b
a
dx
f (x)
∫ b
a
f (x)dx
p2(x)
, (12)
AI(a, b, f (x)) =
∫ b
a min
{
c′(s)f (s)
q2(s)
, x ≤ s ≤ b
}
q2(x)
f (x) dx
d(a)
∫ b
a f (x)dx
∫ b
a
q2(x)dx
f (x)
, (13)
BI(a, b, f (x)) =
∫ b
a min
{
d′(s)p2(s)
f (s) , a ≤ s ≤ x
}
f (x)
p2(x)
dx
c(b)
∫ b
a
dx
f (x)
∫ b
a
f (x)dx
p2(x)
. (14)
• If y′(a) = y(b) = 0 then
AH(a, b, f (x)) =
d(a)
∫ b
a min
{
c′(s)f (s)
c2(s)
, x ≤ s ≤ b
}
dx
f (x)∫ b
a
dx
f (x)
∫ b
a
f (x)dx
p2(x)
, (15)
BH(a, b, f (x)) =
c(b)
∫ b
a min
{
d′(s)f (s)
d2(s)q2(s)
, a ≤ s ≤ x
}
q2(x)dx
f (x)∫ b
a f (x)dx
∫ b
a
q2(x)dx
f (x)
, (16)
AI(a, b, f (x)) =
∫ b
a min
{
d′(s)p2(s)
f (s) , x ≤ s ≤ b
}
f (x)
p2(x)
dx
c(a)
∫ b
a
dx
f (x)
∫ b
a
f (x)dx
p2(x)
, (17)
BI(a, b, f (x)) =
∫ b
a min
{
c′(s)f (s)
q2(s)
, a ≤ s ≤ x
}
q2(x)
f (x) dx
d(b)
∫ b
a f (x)dx
∫ b
a
q2(x)dx
f (x)
. (18)
Proof. Let us focus first on proving (9), (11) and (12). Thus, let us assume that y(a) = y′(b) = 0. That implies that y2(x) is
increasing and (p(x)y′(x))2 decreasing on ]a, b[, since from (1) one has
((p(x)y′(x))2)′ = −2p(x)q(x)y(x)y′(x),
which has the opposite sign to y(x)y′(x). Differentiating (5) and integrating the result between a and b it is immediate to
show that
H(b)− H(a) = −
∫ b
a
y2(x)
d′(x)
d2(x)
dx−
∫ b
a
(p(x)y′(x))2
c ′(x)
c2(x)
dx. (19)
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Given that q2(x), h(x) and k(x) are positive piecewise continuous functions on [a, b], we can apply the mean value
theorem for integrals [15, p.195] to (19) to yield
H(b)− H(a) = −
∫ b
a
q2(x)y2(x)
h(x)d′(x)
q2(x)h(x)d2(x)
dx−
∫ b
a
(p(x)y′(x))2
k(x)c ′(x)
k(x)c2(x)
dx
= − h(ξ)d
′(ξ)
q2(ξ)d2(ξ)
∫ b
a
q2(x)y2(x)
h(x)
dx− k(χ)c
′(χ)
c2(χ)
∫ b
a
(p(x)y′(x))2
k(x)
dx, (20)
where ξ, χ ∈]a, b[. Note that from Theorems 3 and 4 of [2], given that y2(x) is increasing and (p(x)y′(x))2 decreasing on
]a, b[we can bound below h(ξ)d′(ξ)
q2(ξ)d2(ξ)
and k(χ)c
′(χ)
c2(χ)
in the following manner:
h(ξ)d′(ξ)
q2(ξ)d2(ξ)
≥
∫ b
a min
{
d′(s)h(s)
d2(s)q2(s)
, x ≤ s ≤ b
}
q2(x)dx
h(x)∫ b
a
q2(x)dx
h(x)
, (21)
k(χ)c ′(χ)
c2(χ)
≥
∫ b
a min
{
c′(s)k(s)
c2(s)
, a ≤ s ≤ x
}
dx
k(x)∫ b
a
dx
k(x)
. (22)
From (1) it is clear that
q(x)y(x) = −(p(x)y′(x))′.
We can apply this to the first integral of the right hand side of (20) to yield∫ b
a
q2(x)y2(x)
h(x)
dx =
∫ b
a
((p(x)y′(x))′)2
h(x)
dx. (23)
Since p(b)y′(b) = 0, from (5), (23) and Theorem 2 one can easily get to∫ b
a
q2(x)y2(x)
h(x)
dx ≥ 2
∫ b
a |p(x)y′(x)(p(x)y′(x))′|dx∫ b
a h(x)dx
≥ (p(a)y
′(a))2∫ b
a h(x)dx
= H(a)c(a)∫ b
a h(x)dx
. (24)
Likewise, we can apply Theorem 1 and (5) to the second integral of the right hand side of (20) to yield∫ b
a
(p(x)y′(x))2
k(x)
dx ≥ 2
∫ b
a |y(x)y′(x)|dx∫ b
a
k(x)
p2(x)
dx
= H(b)d(b)∫ b
a
k(x)
p2(x)
. (25)
Merging (24) and (25) into (20)–(22) one obtains
H(b)− H(a) ≤ −AH(a, b, h(x))H(a)− BH(a, b, k(x))H(b), (26)
with AH(a, b, h(x)) and BH(a, b, k(x)) defined as in (11) and (12), respectively. And from (26) it is straightforward to show
that
H(b) ≤ H(a)1− AH(a, b, h(x))
1+ BH(a, b, k(x)) . (27)
Note that (26) guarantees that AH(a, b, h(x)) < 1. Otherwise H(b)(1 + BH(a, b, k(x))) would be negative, which is
impossible from (5), (12) and (16).
The proof of (10) and (13)–(18) is similar and will not be repeated here. 
Remark 1. It is straightforward to show that if (p(x)q(x))′ does not change its sign or vanish in [a, b], neither d′(x) nor
c ′(x) vanish in the same interval and therefore the simplest (and in many cases the sharpest) choices for h(x), k(x), l(x)
andm(x) are d
2(x)q2(x)
d′(x) ,
c2(x)
c′(x) ,
q2(x)
c′(x) and d
′(x)p2(x) respectively, since they convert each expression for AH , BH , AI and BI in the
inverse of just one integral. If p(x)q(x) vanishes at some point in [a, b], any choices for h(x), k(x), l(x) and m(x) are valid
as long as they are positive and piecewise continuous, h(x) = k(x) = l(x) = m(x) = 1 being possibly the simplest ones.
The advantage of the use of these functions in this second case comes from the fact that neither Theorem 1 nor Theorem 2
are directly applicable in that case (both theorems require
∫ b
a
1
f (x)dx < ∞, which is quite difficult to achieve since d′(x)
and c ′(x) are factors of f (x) in the formulae of Lemma 1). Without those functions the only thing one can say of H and I is
that H(b) ≤ H(a) and I(b) ≥ I(a), given that H(x) is monotonous non-increasing and I(x) monotonous non-decreasing.
Introducing those functions gives an opportunity to get a sharper bound for H(b) and I(b) than the ones mentioned.
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Remark 2. Note also that if (p(x)q(x))′ is piecewise continuous there may not be any χ, ξ ∈]a, b[ such that (20) is fulfilled.
In that case it is still possible to use Theorems 3 and 4 of [2] to yield∫ b
a
y2(x)d′(x)
d2(x)
dx∫ b
a
q2(x)y2(x)
h(x) dx
≥
∫ b
a min
{
d′(s)h(s)
d2(s)q2(s)
, x ≤ s ≤ b
}
q2(x)dx
h(x)∫ b
a
q2(x)dx
h(x)
, (28)
∫ b
a
(p(x)y′(x))2c′(x)
c2(x)
dx∫ b
a
(p(x)y′(x))2
k(x) dx
≥
∫ b
a min
{
c′(s)k(s)
c2(s)
, a ≤ s ≤ x
}
dx
k(x)∫ b
a
dx
k(x)
, (29)
if y2(x) is increasing on ]xi, xi+1[, and∫ b
a
y2(x)d′(x)
d2(x)
dx∫ b
a
q2(x)y2(x)
h(x) dx
≥
∫ b
a min
{
d′(s)h(s)
d2(s)q2(s)
, a ≤ s ≤ x
}
q2(x)dx
h(x)∫ b
a
q2(x)dx
h(x)
, (30)
∫ b
a
(p(x)y′(x))2c′(x)
c2(x)
dx∫ b
a
(p(x)y′(x))2
k(x) dx
≥
∫ b
a min
{
c′(s)k(s)
c2(s)
, x ≤ s ≤ b
}
dx
k(x)∫ b
a
dx
k(x)
, (31)
if y2(x) is decreasing on ]xi, xi+1[, and therefore satisfy (9)–(18).
Applying Lemma 1 to the sequence of zeroes of y(x) and y′(x) in [x0, T ], and combining it with the results of [2] one gets
the following results:
Theorem 3. Let y(x) be a solution of (1), let I be defined as in (6), let p(x), q(x) be positive and piecewise continously differentiable
on [x0, T ] and let c(x), d(x) be positive, piecewise continuously differentiable and increasing on [x0, T ]with p(x)q(x) = c(x)d(x) . Let
{xi, i = 1, 2, . . .} be the ordered sequence of zeroes of y(x) and y′(x) and let us suppose that only the m first values of {xi} lie in
[x0, T ] (with m > 1).
Then I is bounded below in [x0, T ] as follows:
I(x) ≥ I(x0), x ∈ [x0, x1]; (32)
I(x) ≥ I(x1) = max(I1(x1), I2(x1), I(x0)), x ∈ [x1, x2]; (33)
I1(x1) = I(x0) [1+ CI(x0, x1)]+ KI(x0, x1), (34)
I(x) ≥ I(x1)
i−1∏
n=1
max
[
1+ CI(xn, xn+1), 1+ AI(xn, xn+1, l(x))1− BI(xn, xn+1,m(x))
]
, (35)
x ∈ [xi, xi+1], 1 < i ≤ m− 1,
where KI(x0, x1) and I2(x1) are defined as
KI(x0, x1) = p(x0)y(x0)y′(x0)
∫ x1x0 min{ c′(s)2q(s) ; x ≤ s ≤ x1}q(x)dx∫ x1
x0
q(x)dx
−
∫ x1
x0
min{ p(s)d′(s)2 ; x0 ≤ s ≤ x} dxp(x)∫ x1
x0
dx
p(x)
 , (36)
I2(x1) =
−BI(x0, x1, k(x))√c(x1)|y(x0)|
1− BI(x0, x1, k(x)) +
√
B2I (x0, x1, k(x))y2(x0)c(x1)+ [1− BI(x0, x1, k(x))]MI(x0, x1)
1− BI(x0, x1, k(x))
2, (37)
MI(x0, x1) = [AI(x0, x1, h(x))+ 1]p2(x0)y′2(x0)d(x0)+
[
BI(x0, x1, k(x))
c(x1)
c(x0)
+ 1
]
c(x0)y2(x0), (38)
if y2(x) is increasing on ]x0, x1[, and
KI(x0, x1) = p(x0)y(x0)y′(x0)
∫ x1x0 min{ c′(s)2q(s) ; x0 ≤ s ≤ x}q(x)dx∫ x1
x0
q(x)dx
−
∫ x1
x0
min{ p(s)d′(s)2 ; x ≤ s ≤ x1} dxp(x)∫ x1
x0
dx
p(x)
 , (39)
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I2(x1) =
−BI(x0, x1, k(x))√d(x1)|p(x0)y′(x0)|
1− BI(x0, x1, k(x))
+
√
B2I (x0, x1, k(x))d(x1)(p(x0)y′(x0))2 + [1− BI(x0, x1, k(x))]MI(x0, x1)
1− BI(x0, x1, k(x))
2 , (40)
MI(x0, x1) =
[
BI(x0, x1, h(x))
d(x1)
d(x0)
+ 1
]
p2(x0)y′
2
(x0)d(x0)+ [AI(x0, x1, k(x))+ 1]c(x0)y2(x0), (41)
if y2(x) is decreasing on ]x0, x1[; AI , BI are defined as in (13)–(14) and CI as
CI(xn, xn+1) =
∫ xn+1
xn
q(x)
c(x)
dx
[∫ xn+1
xn
min{ c′(s)2q(s) ; x ≤ s ≤ xn+1}q(x)dx∫ xn+1
xn
q(x)dx
+
∫ xn+1
xn
min{ p(s)d′(s)2 ; xn ≤ s ≤ x} dxp(x)∫ xn+1
xn
dx
p(x)
]
, (42)
if y2(x) is increasing on ]xn, xn+1[, n ≥ 0, and AI , BI are defined as in (17)–(18) and CI as
CI(xn, xn+1) =
∫ xn+1
xn
q(x)
c(x)
dx
[∫ xn+1
xn
min{ c′(s)2q(s) ; xn ≤ s ≤ x}q(x)dx∫ xn+1
xn
q(x)dx
+
∫ xn+1
xn
min{ p(s)d′(s)2 ; x ≤ s ≤ xn+1} dxp(x)∫ xn+1
xn
dx
p(x)
]
, (43)
if y2(x) is decreasing on ]xn, xn+1[, n ≥ 0.
Theorem 4. Let y(x) be a solution of (1), let H be defined as in (5), let p(x), q(x) be positive and piecewise continuously
differentiable on [x0, T ] and let c(x), d(x) be positive, piecewise continuously differentiable and increasing on [x0, T ] with
p(x)q(x) = c(x)d(x) . Let {xi, i = 1, 2, . . .} be the ordered sequence of zeroes of y(x) and y′(x) and let us suppose that only the
m first values of {xi} lie in [x0, T ] (with m > 1). Then H is upper bounded in the following manner:
H(x) ≤ H(x0), x ∈ [x0, x1]; (44)
H(x) ≤ H(x1) = min(H1(x1),H2(x1),H(x0)), x ∈ [x1, x2]; (45)
H1(x1) = H(x0)+ KH(x0, x1)1+ CH(x0, x1) , (46)
H(x) ≤ H(x1)
i−1∏
n=1
min
[
1
1+ CH(xn, xn+1) ,
1− AH(xn, xn+1, h(x))
1+ BH(xn, xn+1, k(x))
]
, (47)
x ∈ [xi, xi+1], 1 < i ≤ m− 1,
where KH(x0, x1) and H2(x1) are defined by
KH(x0, x1) = p(x0)y(x0)y′(x0)
∫ x1x0 min{ p(s)c′(s)2c2(s) ; x0 ≤ s ≤ x} dxp(x)∫ x1
x0
dx
p(x)
−
∫ x1
x0
min{ d′(s)
2q(s)d2(s)
; x ≤ s ≤ x1}q(x)dx∫ x1
x0
q(x)dx
 , (48)
H2(x1) =
 BH(x0, x1, k(x))|y(x0)|√d(x1)[1+ BH(x0, x1, k(x))] +
√
B2H (x0,x1,k(x))|y(x0)|2
d(x1)
− [1+ BH(x0, x1, k(x))]MH(x0, x1)
1+ BH(x0, x1, k(x))

2
, (49)
MH(x0, x1) = [AH(x0, x1, h(x))− 1]p
2(x0)y′2(x0)
c(x0)
+
[
BH(x0, x1, k(x))
d(x0)
d(x1)
− 1
]
y2(x0)
d(x0)
, (50)
if y2(x) is increasing on ]x0, x1[ and
KH(x0, x1) = p(x0)y(x0)y′(x0)
∫ x1x0 min{ p(s)c′(s)2c2(s) ; x ≤ s ≤ x1} dxp(x)∫ x1
x0
dx
p(x)
−
∫ x1
x0
min{ d′(s)
2q(s)d2(s)
; x0 ≤ s ≤ x}q(x)dx∫ x1
x0
q(x)dx
 , (51)
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H2(x1) =
 BH(x0, x1, k(x))|p(x0)y′(x0)|√c(x1)[1+ BH(x0, x1, k(x))] +
√
B2H (x0,x1,k(x))|p(x0)y′(x0)|2
c(x1)
− [1+ BH(x0, x1, k(x))]MH(x0, x1)
1+ BH(x0, x1, k(x))

2
, (52)
MH(x0, x1) = [AH(x0, x1, h(x))− 1]y
2(x0)
d(x0)
+
[
BH(x0, x1, k(x))
c(x0)
c(x1)
− 1
]
p2(x0)(y′(x0))2
c(x0)
, (53)
if y2(x) is decreasing on ]x0, x1[; AH , BH are defined as in (11)–(12) and CH as
CH(xn, xn+1) =
∫ xn+1
xn
c(x)
p(x)
dx
∫ xn+1xn min{ p(s)c′(s)2c2(s) ; xn ≤ s ≤ x} dxp(x)∫ xn+1
xn
dx
p(x)
+
∫ xn+1
xn
min{ d′(s)
2q(s)d2(s)
; x ≤ s ≤ xn+1}q(x)dx∫ xn+1
xn
q(x)dx
 , (54)
if y2(x) is increasing on ]xn, xn+1[, n ≥ 0, and AH , BH are defined as in (15)–(16) and CH as
CH(xn, xn+1) =
∫ xn+1
xn
c(x)
p(x)
dx
∫ xn+1xn min{ p(s)c′(s)2c2(s) ; x ≤ s ≤ xn+1} dxp(x)∫ xn+1
xn
dx
p(x)
+
∫ xn+1
xn
min{ d′(s)
2q(s)d2(s)
; xn ≤ s ≤ x}q(x)dx∫ xn+1
xn
q(x)dx
 , (55)
if y2(x) is decreasing on ]xn, xn+1[, n ≥ 0.
Proof of Theorems 3 and 4. Since both the method presented in [2] and the one presented here bound the functionals H
and I in the points of the sequence {xi, i ≥ 1}, it is clear that before x1 the only conclusion onemay get is thatH is decreasing
and I increasing on [x0, x1[. That proves (32) and (44).
As for I(x1) and H(x1), the application of Theorem 1 (concretely equations (27) and (30)) and 5 of [2] allows to obtain
bounds (34), (36), (39) for I(x1) and (46), (48), (51) forH(x1). In parallel, it is possible to apply the sameprocedure of Lemma1
to [x0, x1] despite the fact that neither y(x0) nor y′(x0) vanish. To do so, let us define the function
z(x) = y(x)− y(x0), x ∈ [x0, x1], (56)
and
w(x) = p(x)y′(x)− p(x0)y′(x0), x ∈ [x0, x1]. (57)
Clearly one has that
z(x0) = 0, z ′(x) = y′(x), x ∈ [x0, x1]. (58)
w(x0) = 0, w′(x) = (p(x)y′(x))′, x ∈ [x0, x1]. (59)
As in Lemma 1, we can consider 2 cases: y2(x) increasing on ]x0, x1[ (i.e., y(x0) and y′(x0) with the same sign) and y2(x)
decreasing on ]x0, x1[ (i.e., y(x0) and y′(x0)with the opposite signs). Thus, let us assume first that y2(x) increasing on ]x0, x1[.
Then we can follow the same steps used in (19)–(20) of Lemma 1 to yield
H(x1)− H(x0) = −
∫ x1
x0
q2(x)y2(x)
h(x)d′(x)
q2(x)h(x)d2(x)
dx−
∫ x1
x0
(p(x)y′(x))2
k(x)c ′(x)
k(x)c2(x)
dx
= − h(ξ0)d
′(ξ0)
q2(ξ0)d2(ξ0)
∫ x1
x0
q2(x)y2(x)
h(x)
dx− k(χ0)c
′(χ0)
c2(χ0)
∫ x1
x0
(p(x)y′(x))2
k(x)
dx, (60)
where ξ0, χ0 ∈]x0, x1[ and
h(ξ0)d′(ξ0)
q2(ξ0)d2(ξ0)
≥
∫ x1
x0
min
{
d′(s)h(s)
d2(s)q2(s)
, x ≤ s ≤ x1
}
q2(x)dx
h(x)∫ x1
x0
q2(x)dx
h(x)
, (61)
k(χ0)c ′(χ0)
c2(χ0)
≥
∫ x1
x0
min
{
c′(s)k(s)
c2(s)
, x0 ≤ s ≤ x
}
dx
k(x)∫ x1
x0
dx
k(x)
. (62)
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Let us focus on the first integral of the right hand side of (60). From (23) and (59), since w(x0) = 0, we can substitute
(p(x)y′(x))′ byw(x) and apply Theorem 1 and (5) to get∫ x1
x0
q2(x)y2(x)
h(x)
dx =
∫ x1
x0
((p(x)y′(x))′)2
h(x)
dx =
∫ x1
x0
(w′(x))2
h(x)
dx
≥ 2
∫ x1
x0
|w(x)w′(x)|dx∫ x1
x0
h(x)dx
= (p(x1)y
′(x1)− p(x0)y′(x0))2∫ x1
x0
h(x)dx
= (p(x0)y
′(x0))2∫ x1
x0
h(x)dx
, (63)
given that y′(x1) = 0 on x1 being a maximum of y2(x). And from (58), since z(x0) = 0, we can substitute y′(x) by z ′(x) in the
second integral of the right hand side of (60) and apply again Theorem 2 to get∫ x1
x0
(p(x)y′(x))2
k(x)
dx =
∫ x1
x0
(p(x)z ′(x))2
k(x)
dx
≥ 2
∫ x1
x0
|z(x)z ′(x)|dx∫ x1
x0
k(x)
p2(x)
dx
= (y(x1)− y(x0))
2∫ x1
x0
k(x)
p2(x)
= H(x1)d(x1)− 2
√
H(x1)d(x1)|y(x0)| + y(x0)2∫ x1
x0
k(x)
p2(x)
. (64)
Merging (63) and (64) into (60), and taking into account (61) and (62) one gets
H(x1)− H(x0) ≤ −AH(x0, x1, h(x)) (p(x0)y
′(x0))2
c(x0)
− BH(x0, x1, k(x))
[
H(x1)− 2
√
H(x1)
d(x1)
|y(x0)| + (y(x0))
2
d(x1)
]
, (65)
with AH(x0, x1, h(x)) defined as in (11) and BH(x0, x1, k(x)) defined as in (12). Taking (50) into account and rearranging terms
in (65) one gets
H(x1)[1+ BH(x0, x1, h(x))] −
√
H(x1)
d(x1)
2|y(x0)|BH(x0, x1, h(x))+MH(x0, x1) ≤ 0, (66)
and solving the quadratic equation (66) for H(x1) one gets (49)–(50). The proof of (52)–(53) for the case y2(x) decreasing on
]x0, x1[, as well as the proof of (37)–(38) and (40)–(41) for I2(x1) are analogous and will not be repeated. This also proves
(33) and (45).
For i > 1, Lemma 3 and Theorem 5 of [2] give
I(xi+1) ≥ I(xi)(1+ CI(xi, xi+1)), i ≥ 1, (67)
H(xi+1) ≤ H(xi)1+ CH(xi, xi+1) , i ≥ 1, (68)
with CI(xi, xi+1) and CH(xi, xi+1) defined as in (42)–(43) and (54)–(55), respectively, depending on themonotonic behaviour
of y2(x) on ]xi, xi+1[.
Since the points of the sequence {xi, i ≥ 1} also satisfy the hypotheses required for a and b in the Lemma1, the application
of this lemma for i ≥ 1 gives
I(xi+1) ≥ I(xi) 1+ AI(xi, xi+1, l(x))1− BI(xi, xi+1,m(x)) i ≥ 1, (69)
H(xi+1) ≤ H(xi)1− AH(xi, xi+1, h(x))1+ BH(xi, xi+1, k(x)) , i ≥ 1, (70)
with AI , BI , AH and BH defined as in (11)–(14) or (15)–(18) depending on the monotonic behavior of y2(x) on ]xi, xi+1[. The
combination of (67) and (69), on the one hand, and of (68) and (70), on the other hand, give
I(xi+1) ≥ I(xi)max
[
1+ CI(xi, xi+1), 1+ AI(xi, xi+1, l(x))1− BI(xi, xi+1,m(x))
]
i ≥ 1, (71)
H(xi+1) ≤ H(xi)min
[
1
1+ CH(xi, xi+1) ,
1− AH(xi, xi+1, h(x))
1+ BH(xi, xi+1, k(x))
]
, i ≥ 1, (72)
and the recursive application of (71) and (72) to i ≥ 1 yields (35) and (47), respectively. This proves the theorems. 
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From Theorem 4 we can establish the following corollary, which will be very useful in the analysis of the asymptotic
behavior of the solutions of (1) as x tends to+∞.
Corollary 1. Let y(x) be a solution of (1), let H and I be defined as in (5) and (6), respectively, and let p(x), q(x) be positive,
piecewise continuously differentiable such that p(x)q(x) is monotonous increasing. Let {xi, i = 1, 2, . . .} be the ordered sequence
of zeroes of y(x) and y′(x) and let us suppose that only the m first values of {xi} lie in [x0, T ] (with m > 1).
Then one has
H(x) ≤ H(x1)
i−1∏
n=1
1+max[CH(xn, xn+1), EH(xn, xn+1, k(x))]
, (73)
x ∈ [xi, xi+1], 1 < i ≤ m− 1,
where
CH(xn, xn+1) =
∫ xn+1
xn
q(x)dx
∫ xn+1
xn
min{ (p·q)′(s)
2p(s)q2(s)
, xn ≤ s ≤ x} dxp(x)∫ xn+1
xn
dx
p(x)
, (74)
EH(xn, xn+1, k(x)) =
∫ xn+1
xn
min
{
(p·q)′(s)f (s)
p2(s)q2(s)
, xn ≤ s ≤ x
}
dx
k(x)∫ xn+1
xn
dx
k(x)
∫ xn+1
xn
k(x)dx
p2(x)
, (75)
if y2(x) is increasing on ]xn, xn+1[ and
CH(xn, xn+1) =
∫ xn+1
xn
q(x)dx
∫ xn+1
xn
min{ (p·q)′(s)
2p(s)q2(s)
, x ≤ s ≤ xn+1} dxp(x)∫ xn+1
xn
dx
p(x)
, (76)
EH(xn, xn+1, k(x)) =
∫ xn+1
xn
min
{
(p·q)′(s)f (s)
p2(s)q2(s)
, x ≤ s ≤ xn+1
}
dx
k(x)∫ xn+1
xn
dx
k(x)
∫ xn+1
xn
k(x)dx
p2(x)
, (77)
if y2(x) is decreasing on ]xn, xn+1[.
Proof. From the proof of the previous theorems, concretely (70), since
1
1+ x > 1− x, x > 0;
one may write
H(xi+1) ≤ H(xi)
(1+ AH(xi, xi+1, h(x)))(1+ BH(xi, xi+1, k(x))) , i ≥ 1. (78)
In addition, since p(x)q(x) is non-decreasing we can pick d(x) = 1, c(x) = p(x)q(x), so that d′(x) = 0 and c ′(x) =
(p · q)′(x). We can introduce these values in (78) to yield
H(xi+1) ≤ H(xi)1+ EH(xi, xi+1, k(x)) i ≥ 1; (79)
with EH(xi, xi+1, k(x)) defined as in (75) if y2(x) is increasing on ]xn, xn+1[ and as in (77) if y2(x) is decreasing on ]xn, xn+1[.
On the other hand, from (68) one has
H(xi+1) ≤ H(xi)1+ CH(xi, xi+1) , i ≥ 1, (80)
with CH(xi, xi+1) defined as in (74) if y2(x) is increasing on ]xn, xn+1[ and as in (76) if y2(x) is decreasing on ]xn, xn+1[.
Merging (79) and (80) one gets
H(xi+1) ≤ min
{
H(xi)
1+ CH(xi, xi+1) ,
H(xi)
1+ EH(xi, xi+1, k(x))
}
≤ H(xi)
1+max[CH(xi, xi+1), EH(xi, xi+1, k(x))] , i ≥ 1. (81)
And applying (81) recursively and taking into account that H(x) is decreasing one gets (73), with EH(xn, xn+1, k(x)) and
CH(xn, xn+1) defined as in (75), (77) and (74), (76), respectively. 
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3. An improved algorithm
This section aims at leveraging Theorems 3 and 4 as well as the algorithm described in [2] in order to obtain an improved
algorithm that allows one to calculate sharper bounds for H(x) and I(x) than those of [2].
For that reason we will recall some of the definitions of [2], mainly intended to determine lower and upper bounds for
the sequence {xi} of zeroes of y(x) and y′(x). Thus we will denote by
Φ(x0) = arctan
(
p(x0)y′(x0)
y(x0)
)
, 0 ≤ Φ(x0) ≤ 2pi, (82)
andΦ(x1) as the multiple of pi2 immediately below thanΦ(x0).
Like in [2] we can define recursively two sequences {xmini } and {xmaxi }, lower and upper bounds of the sequence {xi}
respectively, such that {xmini } is constructed in this way:
• xmin1 is the solution of the equation
min
{
2
pi
(∫ xmin1
x0
max
[
A
p(x)
,
q(x)
A
]
dx+ Φ(x1)− Φ(x0)
)
, A > 0
}
= 0. (83)
• For each i > 1, xmini is the minimum of the pair composed by the solution x of the equation
min
{
2
pi
(∫ x
xmini−1
max
[
A
p(x)
,
q(x)
A
]
dx
)
, A > 0
}
= 1, x ≤ T (84)
and the solution y of the equation∫ y
xmini−1
Q (x)dx
p(x)
≥ 1, y ≤ T , (85)
where Q (x) is defined as
Q (x) =
∫ xi+1
x
q(s)ds, (86)
if y2(x) is monotonic increasing on ]xi, xi+1[ and as
Q (x) =
∫ x
xi
q(s)ds, (87)
if y2(x) is monotonic decreasing on ]xi, xi+1[. Note that the monotonic character of ]x2k, x2k+1[ is the same as that of
]x0, x1[ and the monotonic character of ]x2k+1, x2k+2[ is the same as that of ]x1, x2[. The monotonic character of y2(x) in
]x0, x1[ can be easily determined from the sign of y(x0) and y′(x0): if they coincide, y2(x) will be increasing in ]x0, x1[,
being decreasing otherwise.
The sequence {xmaxi } is constructed in a similar manner:
• xmax1 is the solution x of the equation
max
{
2
pi
(∫ xmax1
x0
min
[
A
p(x)
,
q(x)
A
]
dx+ Φ(x1)− Φ(x0)
)
, A > 0
}
= 0. (88)
• For each i > 1, xmaxi , is the solution of the equation
max
{
2
pi
(∫ xmaxi
xmaxi−1
min
[
A
p(x)
,
q(x)
A
]
dx
)
, A > 0
}
= 1, xmaxi ≤ T . (89)
The definition of the sequence {xmaxi } allows us to create the function Nmin(x, x0), the minimum number of the zeroes {xi}
between x0 and x, as the value j of the highest xmaxj such that x ≥ xmaxj .
As to the lower bounds for the distances xi+1 − xi between the zeroes {xi}, for x1 − x0, from (83) one gets
x1 − x0 ≥ xmin1 − x0 = Dmin(x1, x0). (90)
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For the rest of intervals, from (84)–(89), [16, Theorem V.6], [2, Theorem 8] one yields
xi+1 − xi ≥ Dmin(xi+1, xi)
= max
{
xmini+1 − xmaxi ,
pi
2
√
min{p(x), x ∈ [xmini , xmaxi+1 ]}
max{q(x), x ∈ [xmini , xmaxi+1 ]}
,
min
{
(b− a),
∫ b
a
Q (x)
p(x)
dx ≥ 1, xmini ≤ a < b ≤ xmaxi+1
}}
, i > 0. (91)
Let us focus now on the formulae of Theorems 3 and 4. Thus, let us define
A˜H,i = min{AH(a, b), a, b ∈ ]xmini , xmaxi+1 [, b− a = Dmin(xi, xi+1)}, i ≥ 0, (92)
B˜H,i = min{BH(a, b), a, b ∈ ]xmini , xmaxi+1 [, b− a = Dmin(xi, xi+1)}, i ≥ 0, (93)
C˜H,i = min{CH(a, b), a, b ∈ ]xmini , xmaxi+1 [, b− a = Dmin(xi, xi+1)}, i ≥ 0, (94)
A˜I,i = min{AI(a, b), a, b ∈ ]xmini , xmaxi+1 [, b− a = Dmin(xi, xi+1)}, i ≥ 0, (95)
B˜I,i = min{BI(a, b), a, b ∈ ]xmini , xmaxi+1 [, b− a = Dmin(xi, xi+1)}, i ≥ 0, (96)
C˜H,i = min{CH(a, b), a, b ∈ ]xmini , xmaxi+1 [, b− a = Dmin(xi, xi+1)}, i ≥ 0, (97)
K˜I = min{KI(x0, b), b ∈ ]xmin1 , xmax1 [}, (98)
K˜H = max{KH(x0, b), b ∈ ]xmin1 , xmax1 [}, (99)
M˜I = min{MI(x0, b), b ∈ ]xmin1 , xmax1 [}, (100)
M˜H = min{MH(x0, b), b ∈ ]xmin1 , xmax1 [}, (101)
I˜2 = min{I2(x0, b), b ∈ ]xmin1 , xmax1 [}, (102)
H˜2 = max{H2(x0, b), b ∈ ]xmin1 , xmax1 [}, (103)
where the values of AH , BH , AI and BI are calculated according to (11)–(18), the values of CH and CI calculated according to
(54)–(55) and (42)–(43), respectively, depending on the monotonic character of y2(x) on ]xi, xi+1[ and the values of KI , KH ,
MI , MH , I2 and H2 calculated according to (36), (39); (48), (51); (38), (41); (50), (53); (37), (40), and (49), (52), respectively,
depending on the monotonic character of y2(x) on ]x0, x1[.
The application of Theorems 3 and 4, (32)–(55), plus (92)–(103), yields
I(x) ≥ I(x0), x ∈
[
x0, xmax1
]
, (104)
H(x) ≤ H(x0), x ∈
[
x0, xmax1
]
, (105)
Imin(x1) = max{I(x0)(1+ C˜I,0)+ K˜I , I(x0), I˜2}, (106)
Hmax(x1) = min
{
H(x0)+ K˜H
1+ C˜H,0
,H(x0), H˜2
}
, (107)
I(x) ≥ Imin(x1)
Nmin(x,x0)−1∏
j=1
max
{
1+ C˜I,j, 1+ A˜I,j
1− B˜I,j
}
, x ∈ [xmax1 , T] , (108)
H(x) ≤ Hmax(x1)
Nmin(x,x0)−1∏
j=1
max
{
1
1+ C˜H,j
,
1− A˜H,j
1+ B˜H,j
}
, x ∈ [xmax1 , T] . (109)
(104)–(109) define the bounds for H and I .
We can summarize the previous results in the following algorithm:
1. Starting from problem (1), fix the interval [x0, T ]where one requires to calculate bounds for y(x) and y′(x).
2. Select c(x) and d(x) according to (3) and (4), respectively.
3. Determine the monotonic character of y2(x) on each interval ]xmini , xmaxi+1 [ from the signs of y(x0) and y′(x0).
4. DetermineΦ(x0) andΦ(x1) from (82).
5. Determine sequences {xmini } and {xmaxi } from (83)–(87) and (88)–(89) respectively.
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Fig. 1. Comparison of bounding methods in Example 1.
6. Calculate sequence Dmin(xi+1, xi) from (90)–(91).
7. Calculate A˜H,i, B˜H,i, C˜H,i, A˜I,i, B˜I,i, C˜I,i, for i ≥ 0, according to (92)–(97) and depending on themonotonic character of y2(x)
as stated before.
8. Determine K˜I and K˜H from (98) and (99), respectively, depending on the monotonic character of y2(x) on ]x0, x1[.
9. Determine M˜I and M˜H from (100) and (101), respectively, depending on the monotonic character of y2(x) on ]x0, x1[.
10. Determine I˜2 and H˜2 from (102) and (103), respectively, depending on the monotonic character of y2(x) on ]x0, x1[.
11. Calculate the bounds for H(xi), I(xi) i ≥ 0, according to (104)–(109).
12. Calculate the bounds for y(x) and y′(x) from (104)–(109), (5) and (6).
Example 1. Let us consider the problem
y′′ + (1+ 3x)y = 0, x > 0, y(0) = 1, y′(0) = 0. (110)
Fig. 1 allows us to compare the bounds for |y(x)| obtained with the method of [2] with those obtained with the method
described in this paper, in the interval [0, 5], using h(x) = k(x) = c2(x)c′(x) = (1+3x)
2
3 .
As can be seen in the figure, the improvement achieved with the combined method is slightly above 10% at x = 5.
4. An extension of Armellini–Tonelli–Sansone theorem
In this sectionwewill apply Theorem4 and Corollary 1 to obtain some results on the asymptotic behavior of the solutions
of (1) as x tends to+∞.
The theory to analyze this asymptotic behavior was first introduced by Armellini [5], Tonelli [6] and Sansone [7] for the
case p(x) = 1 and q(x) non-decreasing, that is, for the equation
y′′ + q(x)y = 0, (111)
with q(x) positive and non-decreasing. Armellini, Tonelli and Sansone extended previous results of Milloux to determine
the conditions for q(x) under which all solutions of (1) vanish at +∞. Further enhancements were provided by Opial [8,
9], who analysed the case q(x) being non monotonous, Kurzweil [10] and Hartman [11], who weakened the conditions for
q(x) originally stated by Armellini et all, and Chanturia [12], this latter with a wider scope since it addressed the second
order functional differential equation, of which (1) is a subcase. The point in common for all these results is the use of the
concept of regular growth, which can be broadly speaking translated as the non-existence of a sequence of intervals of a
smallmeasure where the growth of q(x) is concentrated.
A rather different approach was provided later by Hatvani [17], who obtained integral conditions for the function q(x) to
guarantee that all solutions of (1) tend to 0 at∞. Our aim in this section will be then to use the results of Section 2 to obtain
simple integral conditions for q(x) similar to those of Hatvani’s.
For the sake of the clarity in the presentation, we recall the concepts of density and regular growth as defined in [17], as
well as some of the results of the mentioned authors, which will serve us for comparison with the results presented here.
Definition 1. Let {[αn, βn]}∞n=1 be a family of intervals such that α1 < β1 < α2 < · · · < αn < βn < αn+1 < · · ·. Then the
density of the set E =⋃∞n=1[αn, βn] is defined by
δ(E) = lim
n→∞ sup
1
βn
n∑
k=1
(βk − αk).
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Definition 2. A continuous, non decreasing and positive function defined in [0,+∞[ such that limx→∞ A(x) = ∞ is of
irregular growth if for each  > 0 there is a family {[αn, βn]}∞n=1 of intervals such that δ(
⋃∞
n=1[αn, βn]) <  and
∞∑
n=1
(A(αn+1)− A(βn)) <∞.
Otherwise we say that A is of regular growth.
Theorem 5 (Armellini [5] – Tonelli [6] – Sansone [7]). If q(x) is positive, continuously differentiable and nondecreasing on
[0,+∞[ with limx→∞ q(x) = ∞, and ln q(x) is of regular growth, then all solutions of (111) satisfy limx→∞ y(x) = 0.
A variant of the theorem, due to Sansone [7, pp. 398–399], is the following:
Theorem 6. If q(x) is positive, continuously differentiable and nondecreasing in [0,+∞[ with limx→+∞ q(x) = +∞ and for
any sequence x1, x2, . . . , xn, . . . of positive numbers that satisfy conditions:
• xn < xn+1, xn+1 − xn ≤ xn − xn−1, n = 1, 2, . . ., limn→∞ xn = +∞;
• limn→∞(xn+1 − xn) = 0, limn→∞(xn+1 − xn)/(xn − xn−1) = 1,
it turns out that
∞∑
n=1
(xn+1 − xn)min
{
q′(x)
q(x)
, xn ≤ x ≤ xn+1
}
= +∞. (112)
Then all solutions of (111) satisfy limx→+∞ y(x) = 0.
As stated previously, Chanturia provided a wider result for this problem. In order to facilitate the introduction of
Chanturia’s theorem, let q(x) be a piecewise continuously differentiable function with a bounded variation in any closed
interval of [x0,+∞[ and let us define the operators
q+(x) = q(x0)+
(∫ x
x0
|dq(s)| + ∫ xx0 dq(s)
2
)
, (113)
and
q−(x) =
(∫ x
x0
|dq(s)| − ∫ xx0 dq(s)
2
)
. (114)
Theorem 7 (Chanturia [12]). Suppose that q(x) is positive and piecewise continuously differentiable on [x0,+∞[ and satisfies
lim
x→+∞ q(x) = +∞;
∫ ∞
x0
(q−(x))′dx
q(x)
<∞.
Suppose also that there exists an  > 0 such that for every sequence {xi} which verifies
0 ≤ xi ≤ xi+1, i = 1, 2, . . . ; lim
i→+∞ xi = +∞, (115)
lim
k→+∞ inf
√
q+(x2k)(x2k − x2k−1) > 0, lim
k→+∞ sup
√
q+(x2k−1)(x2k − x2k−1) < , (116)
0 < lim
k→+∞ inf
∫ x2k+1
x2k
√
q+(x)dx ≤ lim
k→+∞ sup
∫ x2k+1
x2k
√
q+(x)dx < +∞, (117)
one has
∞∑
n=1
(ln q+(x2k+1)− ln q+(x2k)) = ∞. (118)
Then all solutions of (111) satisfy limx→+∞ y(x) = 0.
Lazslo Hatvani yielded a simple integral condition for the same problem, which can be proven [17] to include Chanturia’s
for the case q(x) being non-decreasing.
Theorem 8 (Hatvani [17]). Assume that q(x) is positive, continuous and nondecreasing on [0,+∞[ and limx→+∞ q(x) = +∞.
Suppose that for every γ > 0 and for every strictly increasing sequence {tn}∞n=1 with limn→+∞ tn = +∞, the inequality
lim
n→+∞ inf
∫ tn+1
tn
√
q(t)dt ≥ γ (119)
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implies
I =
∞∑
n=1
inf
∫ tn+1
tn
[
min
{
1√
q(t)
∫ t
tn
q(s)ds;
∫ tn+1
t
√
q(s)ds
}]2
d(ln q(t)) = ∞. (120)
Then all solutions of (111) satisfy limx→+∞ y(x) = 0.
We will now make use of the results of this paper to obtain theorems analogous to Theorems 6 and 7, with integral
conditions similar to that of Theorem 8.
Theorem 9. If q(x) is positive and piecewise continuously differentiable on [x0,+∞[, q(x) is nondecreasingwith limx→∞ q(x) =
+∞ and for any sequence x1, x2, . . . , xn, . . . of positive numbers that satisfy conditions:
xn < xn+1, n = 1, 2, . . . , lim
n→+∞ xn = +∞; (121)
pi
2
√
q(xn+1)
≤ xn+1 − xn ≤ pi
2
√
q(xn)
, n ≥ 1, (122)
it turns out that
∞∑
n=1
max[CH(xn, xn+1), EH(xn, xn+1, k(x))] = +∞, (123)
where EH(x2j+1, x2j+2, k(x)) and CH(x2j+1, x2j+2) are defined as
EH(x2j+1, x2j+2, k(x)) =
∫ x2j+2
x2j+1 min
{
q′(s)f (s)
q2(s)
, x2j+1 ≤ s ≤ x
}
dx
k(x)∫ x2j+2
x2j+1
dx
k(x)
∫ x2j+2
x2j+1 k(x)dx
, (124)
CH(x2j+1, x2j+2) =
∫ x2j+2
x2j+1 q(x)dx
∫ x2j+2
x2j+1 min
{
q′(s)
2q2(s)
, x2j+1 ≤ s ≤ x
}
dx∫ x2j+2
x2j+1 dx
, (125)
and EH(x2j, x2j+1, k(x)) and CH(x2j, x2j+1) are defined as
CH(x2j, x2j+1) =
∫ x2j+1
x2j
q(x)dx
∫ x2j+1
x2j
min
{
q′(s)
2q2(s)
, x ≤ s ≤ x2j+1
}
dx∫ x2j+1
x2j
dx
, (126)
EH(x2j, x2j+1, k(x)) =
∫ x2j+1
x2j
min
{
q′(s)f (s)
q2(s)
, x ≤ s ≤ x2j+1
}
dx
k(x)∫ x2j+1
x2j
dx
k(x)
∫ x2j+1
x2j
k(x)dx
, (127)
for j ≥ 1.
Then all solutions of (111) satisfy limx→+∞ y(x) = 0.
Proof. Let us assume that x1 is the first zero of y(x). Since H(x) is always non-increasing it will have a limit as it tends to
+∞. Therefore we can apply Corollary 1 to yield
lim
x→+∞H(x) ≤
H(x1)
∞∏
n=1
1+max[CH(xn, xn+1), EH(xn, xn+1, k(x))]
, (128)
with EH(x2j+1, x2j+2, k(x)) is defined as in (124), EH(x2j, x2j+1, k(x)) defined as in (127), CH(x2j+1, x2j+2) defined as in (125)
and CH(x2j, x2j+1) defined as in (126), for j ≥ 1, since y2(x) is increasing on ]x2j+1, x2j+2[ and decreasing on ]x2j, x2j+1[ given
that x1 is a zero of y(x).
From (5) and (128), since all factors of the infinite product (128) are positive, it is easy to prove that
∞∏
n=1
{1+max[CH(xn, xn+1), EH(xn, xn+1, k(x))]} diverges ⇒ lim
x→+∞H(x) = 0, (129)
and since d(x) = 1, (129) will imply that limx→+∞ y(x) = 0. But from [15, p. 253], it turns out that the infinite product (129)
will be divergent if and only if
∑∞
n=1max[CH(xn, xn+1), EH(xn, xn+1, k(x))] diverges.
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Since the sequence of {xn} verifies (121), and from [16, theorem V.6] and the fact that q(x) is increasing, it also satisfies
pi
2
√
max{q(x), x ∈ [xn, xn+1]} ≤ xn+1 − xn ≤
pi
2
√
min{q(x), x ∈ [xn, xn+1]} ,
pi
2
√
q(xn+1)
≤ xn+1 − xn ≤ pi
2
√
q(xn)
, (130)
i.e., condition (122), under the hypotheses of Theorem 9 the series
∞∑
n=1
max[CH(xn, xn+1), EH(xn, xn+1, k(x))]
will be divergent and therefore limx→∞ y(x) = 0. 
Theorem 10. Suppose that q(x) is positive and piecewise continuously differentiable on [x0,+∞[ such that limx→+∞ q(x) =
+∞. Let h(x) be any positive piecewise continuous function and let the functions q+(x) and q−(x) be defined as in (113) and
(114). If∫ +∞
x0
(q−(x))′
q(x)
dx <∞ (131)
and, for any γ > 1, for all sequences {xi} that satisfy
xi < xi+1, i = 1, 2, . . . , lim
i→∞ xi = +∞; (132)
pi
2γ
√
q+(xi+1)
≤ xi+1 − xi ≤ piγ
2
√
q+(xi)
, (133)
one has that
∞∑
i=1
(q+(ξi))′
h(ξi)∫ xi+1
xi
q2(x)
h(x) dx
= ∞, (134)
where
(q+(ξ2k+1))′
h(ξ2k+1)
≥
∫ x2k+2
x2k+1 min
(
(q+(s))′
h(s) , x2k+1 ≤ s ≤ x
)
h(x)
q2(x)
dx∫ x2k+2
x2k+1
h(x)
q2(x)
dx
, k ≥ 0, (135)
(q+(ξ2k))′
h(ξ2k)
≥
∫ x2k+1
x2k
min
(
(q+(s))′
h(s) , x ≤ s ≤ x2k+1
)
h(x)
q2(x)
dx∫ x2k+1
x2k
h(x)
q2(x)
dx
, k ≥ 1. (136)
Then all solutions of (111) satisfy limx→+∞ y(x) = 0.
Proof. Following an argument similar to that used by Chanturia in Theorem 7 (see [12]), we will prove first that
limx→+∞ q(x)q+(x) = 1, i.e., that limx→+∞
q−(x)
q+(x) = 0 (note that from (113)–(114) one has that q(x) = q+(x)− q−(x)). Thus, let
us pick z1, x ∈]x0,+∞[ such that x > z1. One has that
q−(x)
q+(x)
= q−(z1)
q+(x)
+
∫ x
z1
(q−(s))′ds
q+(x)
≤ q−(z1)
q+(x)
+
∫ x
z1
(q−(s))′
q+(s)
ds, x ∈]z1,+∞[, (137)
since, from (113), q+(x) is increasing in ]z1,+∞[. Applying hypothesis (131) to (137) one gets
q−(x)
q+(x)
≤ q−(z1)
q+(x)
+
∫ +∞
z1
(q−(s))′
q+(s)
ds <∞, x ∈]z1,+∞[. (138)
Since the integral
∫ +∞
z1
(q−(s))′
q+(s) ds is convergent for any z1 ∈]x0,+∞[, for every  > 0 we can always pick z1 such that∫ +∞
z1
(q−(s))′
q+(s)
ds < . (139)
Applying (139) to (138) one gets
q−(x)
q+(x)
≤ q−(z1)
q+(x)
+ , x ∈]z1,+∞[. (140)
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And given that limx→+∞ q+(x) = limx→+∞ q(x) = +∞, this makes
lim
x→+∞
q−(x)
q+(x)
≤ , (141)
for every  > 0, that is
lim
x→+∞
q−(x)
q+(x)
= 0. (142)
From (142) one yields limx→+∞ q(x)q+(x) = 1. Then, for every γ > 1 we can always find an x∗ such that
q+(x)
γ 2
≤ q(x) ≤ γ 2q+(x), x > x∗. (143)
Let us define {xi, i ≥ 1} as the subsequence of zeroes of y(x) and y′(x) such that x1 is a zero of y(x) and xi > x∗ for every
i ≥ 1. It is clear that {xi, i ≥ 1} satisfies (132). From (143) and [16, Theorem V.6] it is also straightforward to show that
pi
2
√
max{q(x), x ∈ [xi, xi+1]} ≤ xi+1 − xi ≤
pi
2
√
min{q(x), x ∈ [xi, xi+1]} ,
pi
2γ
√
max{q+(x), x ∈ [xi, xi+1]} ≤ xi+1 − xi ≤
piγ
2
√
min{q+(x), x ∈ [xi, xi+1]} ,
pi
2γ
√
q+(xi+1)
≤ xi+1 − xi ≤ piγ
2
√
q+(xi)
, xi > x∗, (144)
which is condition (133). We will use this sequence later in this proof.
Now, let us define the functional
F(y, x) = y2(x)+ y
′2(x)
q(x)
. (145)
Differentiating (145) one has, from (1), that
F ′(x) = − q
′(x)
q2(x)
y′2(x) = − q
′(x)
q2(x)
y′2(x)
F(x)
F(x). (146)
Dividing both sides of (146) by F(x), integrating from x0 to x and using (113) and (114) one gets
F(x) = F(x0) exp
(
−
∫ x
x0
q′(x)
q2(x)
y′2(x)
F(x)
dx
)
= F(x0) exp
(∫ x
x0
(q−(x))′
q(x)
y′2(x)
q(x)F(x)
dx
)
exp
(
−
∫ x
x0
(q+(x))′
q2(x)
y′2(x)
F(x)
dx
)
. (147)
Since y
′2(x)
q(x) ≤ F(x) from (145) and
∫ +∞
x0
(q−(x))′
q(x) dx = G <∞ from hypothesis (131), from (147) one yields
F(x) ≤ F(x0) expG exp
(
−
∫ x
x0
(q+(x))′
q2(x)
y′2(x)
F(x)
dx
)
≤ F(x0) expG. (148)
It is clear that if∫ ∞
x0
(q+(x))′
q2(x)
y′2(x)
F(x)
dx = ∞, (149)
then limx→+∞ F(x) = 0 and therefore limx→+∞ y(x) = 0.
From (148) it is straightforward to show that∫ ∞
x0
(q+(x))′
q2(x)
y′2(x)
F(x)
dx ≥ 1
F(x0) expG
∫ ∞
x0
(q+(x))′
q2(x)
y′2(x)dx. (150)
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And taking into account the sequence {xi} of zeroes of y(x) and y′(x) defined before, from the mean value theorem for
integrals there must be a sequence {ξi, i ≥ 1} such that ξi ∈]xi, xi+1[ and∫ ∞
x0
(q+(x))′
q2(x)
y′2(x)
F(x)
dx ≥
∫ x1
x0
(q+(x))′
q2(x)
y′2(x)
F(x)
dx+ 1
F(x0) expG
∞∑
i=1
(q+(ξi))′
h(ξi)
∫ xi+1
xi
h(x)
q2(x)
y′2(x)dx
≥ K + 1
F(x0) expG
∞∑
i=1
(q+(ξi))′
h(ξi)
∫ xi+1
xi
h(x)
q2(x)
y′2(x)dx, (151)
where K is a positive constant and (q+(ξi))
′
h(ξi)
can be bounded below, using Theorems 3 and 4 of [2], by
(q+(ξ2k+1))′
h(ξ2k+1)
≥
∫ x2k+2
x2k+1 min
(
(q+(s))′
h(s) , x2k+1 ≤ s ≤ x
)
h(x)
q2(x)
dx∫ x2k+2
x2k+1
h(x)
q2(x)
dx
, (152)
(q+(ξ2k))′
h(ξ2k)
≥
∫ x2k+1
x2k
min
(
(q+(s))′
h(s) , x ≤ s ≤ x2k+1
)
h(x)
q2(x)
dx∫ x2k+1
x2k
h(x)
q2(x)
dx
, (153)
given that x1 is the first zero of y(x) and therefore y(x2k+1) are zeroes of y(x) and y(x2k) zeroes of y′(x).
If we apply Beesack’s version of Opial’s inequality (Theorems 1 and 2) to (151) we get∫ +∞
x0
(q+(x))′
q2(x)
y′2(x)
F(x)
dx ≥ K + 1
F(x0) expG
∞∑
i=1
(q+(ξi))′
h(ξi)
y2i∫ xi+1
xi
q2(x)
h(x) dx
, (154)
where y22k = y2(x2k) and y22k+1 = y2(x2k+2). We will show by contradiction that limx→+∞ inf F(x) 6= 0 is incompatible with
the hypothesis (134) of this theorem.
Thus, let us assume that limx→+∞ inf F(x) = F 6= 0. Then, from (145), one has that limj→+∞ inf y2j ≥ F 6= 0. But then
from (148) and (154) one would get
lim
x→+∞ sup F(x) ≤ F(x0) exp(G− K) exp
− F
F(x0) expG
∞∑
i=1
(q+(ξi))′
h(ξi)
1∫ xi+1
xi
q2(x)
h(x) dx
 . (155)
Since from (144) the sequence of zeroes {xi} satisfies (133), from the hypothesis (134) and (155) one gets that
limx→+∞ sup F(x) = limx→+∞ inf F(x) = limx→+∞ F(x) = 0 in contradiction with our assumption. This proves the
theorem. 
Based on this theorem, the following corollary provides a criterion to determine the asymptotic behavior of the solutions
of (111), which is easier to apply in practice than Theorem 10.
Corollary 2. Under the same hypotheses of Theorem 10, if for all sequences {xi, i ≥ 1} which satisfy
xi < xi+1, i = 1, 2, . . . , lim
i→∞ xi = +∞; (156)
pi
2γ
√
q+(xi+1)
≤ xi+1 − xi ≤ piγ
2
√
q+(xi)
, (157)
for any γ > 1, one has that
∞∑
i=1
1∫ xi+1
xi
q2(x)
(q+(x))′ dx
= ∞, (158)
where the terms 1∫ xi+1
xi
q2(x)
(q+(x))′ dx
are substituted by zero if q′(x) vanishes in ]xi, xi+1[. Then all solutions of (111) satisfy
limx→+∞ y(x) = 0.
Proof. The proof is immediate taking h(x) = q′(x) in (134) and discarding all intervals [xi, xi+1] having at least one point
where q′(x) vanishes. 
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