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Abstract In this note, we consider Jensen’s inequality for the nonlinear expectation associated
with backward SDEs driven by G-Brownian motion (G-BSDEs for short). At first, we give a
necessary and sufficient condition for G-BSDEs under which one-dimensional Jensen inequality
holds. Second, we prove that for n > 1, the n-dimensional Jensen inequality holds for any
nonlinear expectation if and only if the nonlinear expectation is linear, which is essentially due
to Jia (Arch. Math. 94 (2010), 489-499). As a consequence, we give a necessary and sufficient
condition for G-BSDEs under which the n-dimensional Jensen inequality holds.
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1 Introduction
It’s well known that backward stochastic differential equations (BSDEs in short) play a very
important role in stochastic analysis, finance and etc. We refer to a survey paper of Peng [20] for
more details of the theoretical studies and applications to, e.g., stochastic controls, optimizations,
games and finance.
Peng [13]-[19] defined the G-expectations, G-Brownian motions and built Itoˆ’s type stochastic
calculus. As to the classic setting, it’s important to study BSDEs under G-expectation, i.e.
BSDEs driven by G-Brownian motions (G-BSDE for short). By Hu et al. [7], a general G-BSDE
is to find a triple of processes (Y, Z,K), where K is a decreasing G-martingale, satisfying
Yt = ξ +
∫ T
t
f(s, Ys, Zs)ds+
∫ T
t
g(s, Ys, Zs)d〈B〉s
−
∫ T
t
ZsdBs − (KT −Kt). (1.1)
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When the generator f in (1.1) is independent of z and g = 0, the above prolem can be
equivalently formulated as
Yt = Eˆt[ξ +
∫ T
t
f(s, Ys)ds].
The existence and uniqueness of such fully nonlinear BSDE was obtained in Peng [14, 16, 19].
Soner, Touzi and Zhang [22] have proved the existence and uniqueness for a type of fully nonlinear
BSDE, called 2BSDE, whose generator can contain Z-term.
For the general G-BSDE (1.1), Hu et al. proved the existence and uniqueness in [7], and
studied comparison theorem, nonlinear Feynman-Kac formula and Girsanov transformation in
[8]. He and Hu [5] obtained a representation theorem for the generators of G-BSDEs and used the
representation theorem to get a converse comparison theorem for G-BSDEs and some equivalent
results for the nonlinear expectations generated by G-BSDEs. Peng and Song [21] introduced a
new notion of G-expectation-weighted Sobolev spaces (G-Sobolev space for short), and proved
that G-BSDEs are in fact path dependent PDEs in the corresponding G-Sobolev spaces.
In this note, we study Jensen’s inequality for G-BSDEs. For Jensen’s inequality for g-
expectation associated classical BSDEs, we refer to Briand et al. [1], Chen et al. [2], Jiang
and Chen [12], Hu [6], Jiang [11], Fan [3], Jia [9], Jia and Peng [10] and the references therein.
Recently, Guessab and Schmeisser [4] considered the d-dimensional Jensen inequality
T [ψ(f1, · · · , fd)] ≥ ψ(T [f1], · · · , T [fd]),
where T is a functional, ψ is a convex function defined on a closed convex set K ⊂ Rd, and
f1, · · · , fd are from some linear space of functions. Among other things, the authors showed that
if we exclude three types of convex setsK, then Jensen’s inequality holds for a sublinear functional
T if and only if T is linear, positive, and satisfies T [1] = 1, i.e. T is a linear expectation.
The rest of this note is organized as follows. In Section 2, we give some preliminaries about
G-expectation and G-BSDEs. In Section 3, we consider Jensen’s inequality for the nonlinear
expectation driven by G-BSDEs. In Subsection 3.1, we follow the method of Hu [6] and apply
the comparision theorem, the converse comparison theorem in He and Hu [5] to give a necessary
and sufficient condition for G-BSDEs under which one-dimensional Jensen inequality holds. In
Subsection 3.2, we prove that for n > 1, the n-dimensional Jensen inequality holds for any
nonlinear expectation if and only if the nonlinear expectation is linear, which is essentially due
to Jia [9], and as a consequence, we give a necessary and sufficient condition for G-BSDEs under
which the n-dimensional Jensen inequality holds.
2 Preliminaries
In this section, we review some basic notions and results of G-expectation, the related spaces of
random variables, and G-BSDE. The readers may refer to [19], [7] and [8] for more details.
Definition 2.1 Let Ω be a given set and let H be a linear space of real valued function defined on
Ω, and satisfy: (i) for each constant c, c ∈ H; (ii) if X ∈ H, then |X| ∈ H. The space H can be
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considered as the space of random variables. A sublinear expectation Eˆ is a functional Eˆ : H → R
satisfying
(i) Monotonicity: Eˆ[X ] ≥ Eˆ[Y ], if X ≥ Y ;
(ii) Constant preserving: Eˆ[c] = c, for c ∈ R;
(iii) Sub-additivity: Eˆ[X + Y ] ≤ Eˆ[X ] + Eˆ[Y ], for each X, Y ∈ H;
(iv) Positive homogeneity: Eˆ[λX ] = λEˆ[X ], for λ ≥ 0.
The triple (Ω,H, Eˆ) is called a sublinear expectation space. If (i) and (ii) are satisfied, Eˆ is called
a nonlinear expectation and the triple (Ω,H, Eˆ) is called a nonlinear expectation space.
Definition 2.2 Let X1 and X2 be two n-dimensional random vectors defined in sublinear expecta-
tion spaces (Ω,H, Eˆ1) and (Ω,H, Eˆ2) respectively. They are called identically distributed, denoted
by X1
d
= X2, if Eˆ1[ϕ(X1)] = Eˆ2[ϕ(X2)], for all ϕ ∈ Cb.Lip(Rn), where Cb.Lip(Rn) denotes the space
of all bounded and Lipschitz functions on Rn.
Definition 2.3 In a sublinear expectation space (Ω,H, Eˆ), a random vector Y ∈ Hn is said to
be independent of another random vector X ∈ Hm under Eˆ[·], denoted by Y ⊥ X, if for all
ϕ ∈ Cb.Lip(Rn+m) one has Eˆ[ϕ(X, Y )] = Eˆ[Eˆ[ϕ(x, Y )]|x=X].
Definition 2.4 (G-normal distribution) A d-dimensional random vector X = (X1, · · · , Xd) in
sublinear expectation space (Ω,H, Eˆ) is called G-normally distributed if for each a, b ≥ 0, one has
aX + bX¯
d
=
√
a2 + b2X, where X¯ is an independent copy of X, i.e. X¯
d
= X and X¯ ⊥ X. Here,
the letter G denotes the function
G(A) := Eˆ[
1
2
〈AX,X〉] : Sd → R,
where Sd = {A|A is d× d symmetric matrix}.
Peng [18] proved that X = (X1, · · · , Xd) is G-normally distributed if and only if for each
ϕ ∈ Cb.Lip(Rd), u(t, x) := Eˆ[ϕ(x +
√
tX)], (t, x) ∈ [0,∞) × Rd, is the solution of the following
G-heat equation:
∂tu−G(D2xu) = 0, u(0, x) = ϕ.
The functionG(·) : Sd → R is a monotonic, sublinear mapping on Sd andG(A) := Eˆ[12〈AX,X〉] ≤
1
2
|A|Eˆ[|X|2], which implies that there exists a bounded, convex, and closed subset Γ ⊂ S+d such
that
G(A) =
1
2
sup
γ∈Γ
tr[γA],
where S+d denotes the collection of nonnegative elements in Sd. In this note, we only consider
nondegenerate G-normal distribution; that is, there exists some σ2 > 0 such that G(A)−G(B) ≥
σ2tr[A−B] for any A ≥ B.
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Definition 2.5 (i) Let Ω = Cd0 (R
+) denote the space of Rd-valued continuous functions on [0,∞)
with ω0 = 0 and Bt(ω) = ωt be the canonical process. For each fixed T ∈ [0,∞), we set
Lip(ΩT ) := {ϕ(Bt1∧T , · · · , Btn∧T ) : n ∈ N, t1, · · · , tn ∈ [0,∞), ϕ ∈ Cb.Lip(Rd×n)}.
It is clear that Lip(Ωt) ⊆ Lip(ΩT ) for t ≤ T . We also set Lip(Ω) :=
⋃
∞
n=1 Lip(Ωn). Let G : Sd → R
be a given monotonic and sublinear function. G-expectation is a sublinear expectation defined by
Eˆ[X ] = E¯[ϕ(
√
t1 − t0ξ1, · · · ,
√
tm − tm−1ξm)]
for all X ∈ Lip(Ω) with X = ϕ(Bt1 −Bt0 , Bt2 −Bt1 , · · · , Btm −Btm−1), where ξ1, · · · , ξm is identi-
cally distributed d-dimensional G-normally distributed random vectors in a sublinear expectation
space (Ω¯, H¯, E¯) such that ξi+1 is independent of (ξ1, · · · , ξi) for every i = 1, · · · , m − 1. The
corresponding canonical process Bt = (B
i
t)
d
i=1 is called a G-Brownian motion.
(ii) For each fixed t ∈ [0,∞), the conditional G-expectation Eˆt[·] for X = ϕ(Bt1 − Bt0 , Bt2 −
Bt1 , · · · , Btm −Btm−1) ∈ Lip(Ω), where without loss of generality we suppose t = ti, 1 ≤ i ≤ m, is
defined by
Eˆt[ϕ(Bt1 −Bt0 , Bt2 − Bt1 , · · · , Btm − Btm−1)] = ψ(Bt1 − Bt0 , Bt2 − Bt1 , · · · , Bti −Bti−1),
where ψ(x1, · · · , xi) = Eˆ[ϕ(x1, · · · , xi, Bti+1 − Bti , · · · , Btm − Btm−1)].
We denote by LpG(Ω), p ≥ 1, the completion of Lip(Ω) under the norm ‖X‖p,G = (Eˆ[|X|p])1/p.
Similarly, we can define LpG(ΩT ). It is clear that L
q
G(Ω) ⊂ LpG(Ω) for 1 ≤ p ≤ q and Eˆ[·] can be
extended continuously to L1G(Ω).
For each fixed a = (a1, · · · , ad) ∈ Rd, Bat = 〈a, Bt〉 is a 1-dimensional Ga-Brownian motion
on (Ω,H, Eˆ), where Ga(α) = 12(σ2aaTα+ − σ2−aaTα−), σ2aaT = 2G(aaT ) = Eˆ[〈a, B1〉2], σ2−aaT =
−2G(−aaT ) = −Eˆ[−〈a, B1〉2]. In particular, for each t, s ≥ 0, Bat+s−Bat d= N(0×[sσ2−aaT , sσ2aaT ]).
Let piNT = {tN0 , tN1 , · · · , tNN}, N = 1, 2, · · · , be a sequence of partitions of [0, t] such that
µ(piNT ) = max{|ti+1 − ti| : i = 0, 1, · · · , N − 1} → 0. The quadratic variation process of 〈Ba〉 is
defined by
〈Ba〉t := lim
µ(piN
T
)→0
N−1∑
k=0
(BatN
k+1
− BatN
k
)2 = (Bat )
2 − 2
∫ t
0
Bas dB
a
s .
For each fixed a, a¯ ∈ Rd, the mutual variation process of Ba and Ba¯ is defined by
〈Ba, Ba¯〉t := 1
4
[〈Ba +Ba¯〉t − 〈Ba −Ba¯〉t] = 1
4
[〈Ba+a¯〉t − 〈Ba−a¯〉t].
Definition 2.6 For fixed T ≥ 0, let M0G(0, T ) be the collection of process in the following form:
for a given partition piT = {t0, t1, · · · , tN} of [0, T ],
ηt(ω) =
N−1∑
k=0
ξk(ω)I[tk,tk+1)(t),
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where ξk ∈ LpG(Ωtk), k = 0, 1, 2, · · · , N−1. For p ≥ 1, we denote by HpG(0, T ), MpG(0, T ) the com-
pletion of M0G(0, T ) under the norms ‖η‖HpG = {Eˆ[(
∫ T
0
|ηt|2dt)p/2]}1/p, ‖η‖Mp
G
= {Eˆ[∫ T
0
|ηt|pdt]}1/p,
respectively.
Let S0G(0, T ) = {h(t, Bt1∧t, · · · , Btn∧t) : t1, · · · , tn ∈ [0, T ], h ∈ Cb.Lip(Rn+1)}. For p ≥ 1,
denote by SpG(0, T ) the completion of S
0
G(0, T ) under the norm ‖η‖SpG = {Eˆ[supt∈[0,T ] |ηt|p]}
1
p .
We consider the following type of G-BSDEs (in this note we always use Einstein convention):
Yt = ξ +
∫ T
t
f(s, Ys, Zs)ds+
∫ T
t
gij(s, Ys, Zs)d〈Bi, Bj〉s
−
∫ T
t
ZsdBs − (KT −Kt), (2.2)
where
f(t, ω, y, z), gij(t, ω, y, z) : [0, T ]× ΩT × R× Rd → R,
satisfy the following properties:
(H1) There exists some β > 1 such that for any y, z, f(·, ·, y, z), gij(·, ·, y, z) ∈MβG(0, T );
(H2) There exists some L > 0 such that
|f(t, y, z)− f(t, y′, z′)|+
d∑
i,j=1
|gij(t, y, z)− gij(t, y′, z′)| ≤ L(|y − y′|+ |z − z′|).
Denote by SαG(0, T ) the completion of processes (Y, Z,K) such that Y ∈ SαG(0, T ), Z ∈
HαG(0, T ;R
d), K is a decreasing G-martingale with K0 = 0 and KT ∈ LαG(ΩT ).
Definition 2.7 Let ξ ∈ LβG(ΩT ) and f and gij satisfy (H1) and (H2) for some β > 1. A triplet
of processes (Y, Z,K) is called a solution of (2.2) if for some 1 < α ≤ β the following properties
hold:
(a) (Y, Z,K) ∈ SαG(0, T );
(b) Yt = ξ +
∫ T
t
f(s, Ys, Zs)ds+
∫ T
t
gij(s, Ys, Zs)d〈Bi, Bj〉s −
∫ T
t
ZsdBs − (KT −Kt).
Theorem 2.8 ([7]) Assume that ξ ∈ LβG(ΩT ) and f and gij satisfy (H1) and (H2) for some
β > 1. Then, equation (2.2) has a unique solution (Y, Z,K). Moreover, for any 1 < α < β, one
has Y ∈ SαG(0, T ), Z ∈ HαG(0, T ;Rd) and KT ∈ LαG(ΩT ).
In this note, we also need the following assumptions for G-BSDE (2.2) (see He and Hu [5]).
(H3) For each fixed (ω, y, z) ∈ ΩT×R×Rd, t→ f(t, ω, y, z) and t→ gij(t, ω, y, z) are continuous.
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(H4) For each fixed (t, y, z) ∈ [0, T )× R× Rd, f(t, y, z), gij(t, y, z) ∈ LβG(Ωt), and
lim
ε→0+
1
ε
Eˆ
[∫ t+ε
t
(
|f(u, y, z)− f(t, y, z)|β +
d∑
i,j=1
|gij(u, y, z)− gij(t, y, z)|β
)
du
]
= 0. (2.3)
(H5) For each fixed (t, ω, y) ∈ [0, T ]× ΩT × R, f(t, ω, y, 0) = gij(t, ω, y, 0) = 0.
3 Jensen’s inequality for G-BSDEs
We consider the following G-BSDE:
Yt =ξ +
∫ T
t
f(s, Ys, Zs)ds+
∫ T
t
gij(s, Ys, Zs)d〈Bi, Bj〉s
−
∫ T
t
ZsdBs − (KT −Kt), (3.1)
where gij = gji, and f and gij satisfy the conditions (H1)-(H5). Define E˜t[ξ] = Yt.
3.1 One-dimensional Jensen inequality
Theorem 3.1 The following two statements are equivalent:
(i) Jensen’s inequality holds, i.e, for each ξ ∈ L2G(ΩT ), and any convex function h : R → R, if
h(ξ) ∈ L2G(ΩT ), then
E˜t[h(ξ)] ≥ h(E˜t[ξ]), ∀t ∈ [0, T ]. (3.2)
(ii) ∀λ, µ ∈ R, λ 6= 0, ∀(t, y, z) ∈ [0, T ]× R× Rd,
λf(t, y, z)− f(t, λy + µ, λz) + 2G((λgij(t, y, z)− gij(t, λy + µ, λz))di,j=1) ≤ 0, q.s. (3.3)
Proof. The idea of the proof comes from Theorem 3.1 of [6].
(i)⇒ (ii) : For fixed λ 6= 0 and µ, we define a convex function h(x) = λx+ µ. Let (Yt, Zt, Kt)
be the unique solution of the G-BSDE (3.1). Define Y ′t = λYt + µ, Z
′
t = λZt, K
′
t = λKt. Then
(Y ′t , Z
′
t, K
′
t) is the unique solution of the following G-BSDE:
Y ′t =h(ξ) +
∫ T
t
f ′(s, Y ′s , Z
′
s)ds+
∫ T
t
g′ij(s, Y
′
s , Z
′
s)d〈Bi, Bj〉s
−
∫ T
t
Z ′sdBs − (K ′T −K ′t), (3.4)
where f ′(t, y, z) = λf(t, y−µ
λ
, z
λ
), g′ij(t, y, z) = λgij(t,
y−µ
λ
, z
λ
).
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Denote E˜′t[h(ξ)] = Y
′
t . By (3.2), we get
E˜t[h(ξ)] ≥ h(E˜t[ξ]) = λYt + µ = Y ′t = E˜′t[h(ξ)]. (3.5)
For any η ∈ L2G(ΩT ), put ξ = h−1(η). Then we have by (3.5)
E˜t[η] ≥ E˜′t[η].
By the converse comparison theorem [5, Theorem 15], we obtain that
(f ′ − f)(t, y′, z′) + 2G((g′ij − gij)di,j=1)(t, y′, z′) ≤ 0 q.s.,
which implies
f ′(t, y′, z′)− f(t, y′, z′) + 2G((g′ij(t, y′, z′)− gij(t, y′, z′))di,j=1)
= λf(t,
y′ − µ
λ
,
z′
λ
)− f(t, y′, z′) + 2G((λgij(t, y
′ − µ
λ
,
z′
λ
)− gij(t, y′, z′))di,j=1)
y:= y
′
−µ
λ=======
z:= z
′
λ
λf(t, y, z)− f(t, λy + µ, λz) + 2G((λgij(t, y, z)− gij(t, λy + µ, λz))di,j=1)
≤ 0, q.s.
Hence (ii) holds.
(ii) ⇒ (i) : First, take a linear function h(x) = λx + µ where λ 6= 0. Let (Yt, Zt, Kt) be
the unique solution of G-BSDE (3.1), and denote Y ′t = λYt + µ, Z
′
t = λZt, K
′
t = λKt. Then
(Y ′t , Z
′
t, K
′
t) is the unique solution of G-BSDE (3.4). Let f
′, g′ij be defined as in (3.4). Then by
(ii), we have
(f ′ − f)(t, y, z) + 2G((g′ij − gij)di,j=1)(t, y, z) ≤ 0 q.s.,
which together with the comparision theorem [5, Proposition 13] implies that
E˜t[h(ξ)] ≥ E˜′t[h(ξ)] = Y ′t = λYt + µ = λE˜t[ξ] + µ = h(E˜t[ξ]). (3.6)
For any convex function h, there exists a countable set D in R2, such that
h(x) = sup
(λ,µ)∈D
(λx+ µ). (3.7)
By (3.6) and (3.7), we have
E˜t[h(ξ)] = E˜t[ sup
(λ,µ)∈D
(λξ + µ)] ≥ sup
(λ,µ)∈D
(λE˜t[ξ] + µ) = h(E˜t[ξ]),
i.e. (i) holds.
Remark 3.2 (i) If f and gij are independent of y, then the condition of (3.3) becomes
λf(t, z)− f(t, λz) + 2G((λgij(t, z)− gij(t, λz))di,j=1) ≤ 0, q.s.
(ii) If gij ≡ 0, then the condition of (3.3) becomes
f(t, λy + µ, λz) ≥ λf(t, y, z), q.s. (3.8)
Taking λ = 1, then f(t, y+µ, z) ≥ f(t, y, z), q.s., which implies that f is independent of y. Thus
(3.8) becomes f(t, λz) ≥ λf(t, z), q.s. This is just the condition in Hu [6, Theorem 3.1].
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3.2 Multi-dimensional Jensen inequality
At first, we prove a result for any nonlinear expectation, which is essentially due to Jia (see [9,
Theorem 3.3]).
Theorem 3.3 Assume that n > 1 and (Ω,H, Eˆ) is a nonlinear expectation space defined by
Definition 2.1. Then the following two claims are equivalent:
(a) Eˆ is linear, i.e., for any λ, γ ∈ R, X, Y ∈ H,
Eˆ[λX + γY ] = λEˆ[X ] + γEˆ[Y ]; (3.9)
(b) the n-dimensional Jensen inequality for nonlinear expectation Eˆ holds, i.e. for each Xi ∈
H(i = 1, · · · , n) and convex function h : Rn → R, if h(X1, · · · , Xn) ∈ H, then
Eˆ[h(X1, · · · , Xn)] ≥ h(Eˆ[X1], · · · , Eˆ[Xn]).
Proof. The proof of [9, Theorem 3.3] can be moved to this case. For the reader’s convenience,
we spell out the details.
(b)⇒ (a): For any (λ1, · · · , λn) ∈ Rn, by (b) we have that
Eˆ
[
n∑
i=1
λiXi
]
≥
N∑
i=1
λiEˆ[Xi]. (3.10)
Taking λ1 > 0, λj = 0, j = 2, · · · , n, we get that
Eˆ [λ1X1] ≥ λ1Eˆ[X1] ≥ λ1 · 1
λ
Eˆ[λX1] = Eˆ [λ1X1] ,
which together with Eˆ[0] = 0 (by (ii) in Definition 2.1) implies that Eˆ is positively homogeneous.
Put λ1 = 1, λ2 = −1 and λ1 = λ2 = 1 respectively, and put λj = 0 for j > 2 in (3.10), we get
Eˆ[X1 −X2] ≥ Eˆ[X1]− Eˆ[X2], Eˆ[X1 +X2] ≥ Eˆ[X1] + Eˆ[X2].
It follows that Eˆ[X1] ≤ Eˆ[X2] + Eˆ[X1 − X2] ≤ Eˆ[X2 + (X1 − X2)] = Eˆ[X1]. Thus we have
Eˆ[X1 − X2] = Eˆ[X1] − Eˆ[X2] and Eˆ[X1 + X2] = Eˆ[(X1 + X2) − X2] + Eˆ[X2] = Eˆ[X1] + Eˆ[X2].
Hence Eˆ is homogeneous and thus it’s linear.
(a)⇒ (b): For any (λ1, · · · , λn, µ) ∈ Rn+1, by (a) and (ii) in Definition 2.1, we have
Eˆ
[
n∑
i=1
λiXi + µ
]
= Eˆ
[
n∑
i=1
λiXi
]
+ µ =
n∑
i=1
λiEˆ[Xi] + µ. (3.11)
For any convex function h : Rn → R, there exists a countable set D ⊂ Rn+1 such that
h(x) = sup
(λ1,··· ,λn,µ)∈D
(
n∑
i=1
λixi + µ
)
. (3.12)
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By (3.11) and (i) in Definition 2.1, for any (λ1, · · · , λn, µ) ∈ D, we have
Eˆ[h(X1, · · · , Xn)] ≥ Eˆ
[
n∑
i=1
λiXi + µ
]
=
n∑
i=1
λiEˆ[Xi] + µ,
which together with (3.12) implies (b).
Proposition 3.4 Assume that n > 1 and t ∈ [0, T ]. Then the following two claims are equivalent:
(i) E˜t is linear, i.e., for any λ, γ ∈ R, X, Y ∈ H,
E˜t[λX + γY ] = λE˜t[X ] + γE˜t[Y ]; (3.13)
(ii) the n-dimensional Jensen inequality for E˜t holds, i.e. for each Xi ∈ H(i = 1, · · · , n) and
convex function h : Rn → R, if h(X1, · · · , Xn) ∈ H, then
E˜t[h(X1, · · · , Xn)] ≥ h(E˜t[X1], · · · , E˜t[Xn]).
Proof. By [8, Theorem 5.1 (1)(2)], we know that E˜t satisfies monotonicity and constant preserv-
ing. Then all the proof of the above theorem can be moved to this case.
Corollary 3.5 Assume that n > 1. Then the following two claims are equivalent:
(i) for any t ∈ [0, T ], the n-dimensional Jensen inequality for E˜t holds, i.e. for each Xi ∈ H(i =
1, · · · , n) and convex function h : Rn → R, if h(X1, · · · , Xn) ∈ H, then
E˜t[h(X1, · · · , Xn)] ≥ h(E˜t[X1], · · · , E˜t[Xn]);
(ii) for any t ∈ [0, T ], y, y′ ∈ R, z, z′ ∈ Rd, λ ≥ 0,
f(t, y + y′, z + z′)− f(t, y, z)− f(t, y′, z′)
= −2G ((gij(t, y + y′, z + z′)− gij(t, y, z)− gij(t, y′, z′))di,j=1) ,
and
f(t, λy, λz)− λf(t, y, z) = 2G ((λgij(t, y, z)− gij(t, λy, λz))di,j=1)
= −2G ((gij(t, λy, λz)− λgij(t, y, z))di,j=1) .
Proof. By Proposition 3.4, we know that (i) holds if and only if for any t ∈ [0, T ], E˜t is linear.
Then by [5, Proposition 17 (2)(4)], we obtain that (i) and (ii) are equivalent.
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