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1. あらまし 
Web をクローリングして得られるデータの一つに Web グラフ













縮小 Web を提案している[1]．縮小 Web では Web グラフにおい






















ノード x, yの類似度を次式のように定義する． 
































クラスタの直径を求める関数 diamを図 1 に示す．図 1 の 1 行
目 argsmaxではクラスタCiに含まれるノードの中ら sim(x,y)を最










4 において Clustering(V, TH)の引数 Vは圧縮対象となるグラフの
ノード集合となる． 
3.4. Web グラフ圧縮 
Web グラフの圧縮処理は 3.3 のクラスタリングの結果を用い
て，図 4 に示す手順で行う．前提として，クラスタにはそれぞ
れユニークな ID（クラスタ ID）が割り振られているとする．ま
た図 4 において，4 行目の Map<cid, weight> newForwardsはクラ
スタ ID を key，後述のクラスタの出現回数を value とするマッ
プデータ型，6 行目の adj.getForwards(n)はノード nのリンク先ノ
ードの集合を返す関数，7 行目の getCid(n)はノード nが属するク
ラスタ ID を返す関数とする． 
 
4. 実験 






実験データには Laboratory for Web Algorithmics[2]が公開して




図 2 Web グラフ構造の例 
 
図 3 ノードの併合の例 






1:  WeightedAdjlist newAdj 
2:  for each Ci ∈ C 
3:    clsuterWeight = |Ci| 
4:    Map<cid, weight> newForwards 
5:    for each n ∈ Ci 
6:      for each forward ∈ adj.getForwards(n) 
7:        newForwards [getCid(forward)] += 1 
8:    newAdj.add(Ci, clusterWeight, newForwards) 
9:  return newAdj 
図 4 Web グラフの圧縮処理 
diam(Ci) 





2:   return sim(x,y) 
図 1 クラスタの直径 
示すデータを利用する． 
表 1 実験データ 
Data Set Nodes Edges 
uk2005 39,459,925 936,364,282 
4.2. 実験環境 
実験では表 2 に示す複数の実験環境を用いた． 
表 2 実験環境 
ノード数 26 台 
CPU Core 2 Duo 6600  (2.66GHz  x2) 
Memory 4GB 
Disk SATA 500GB 
 
また，本実験では hadoop[3]を利用して LittleWeb を実装してい
る．表 3 に使用した hadoop プロジェクトのフレームワークのバ
ージョンを示す． 
表 3 フレームワーク等のバージョン 
hadoop ver. 0.20.1 
hbase ver. 0.20.2 
4.3. 圧縮実験 
表 2 に示す環境において Web グラフの圧縮実験を行った．結











4.3 で LittleWeb を用いることで Web グラフを圧縮できること
が確認できたが，LittleWeb は Web グラフの不可逆圧縮であるた
め（閾値 TH=0.00 の場合だけ可逆変換），圧縮後の Web グラフ
が解析アルゴリズムに対して実行速度・実行結果に与える影響
を検証する必要がある．本節では，図 5中の閾値 0.00，0.20，0.40，
0.60，0.80 で圧縮した Web グラフおよび未圧縮の uk2005 の Web
グラフに対して PageRank アルゴリズムを実行し，その実行時間
と計算誤差について検証する． 
4.4.1. PageRank 計算時間 
LittleWeb によって圧縮された圧縮グラフの評価実験の一つと
して，圧縮前後の Web グラフに対して PageRank を実行した場
合にかかる実行時間を比較する．この実験で用いる PageRank ア
ルゴリズムは論文[1]の 4.3.2 で取り上げている重み付きグラフ
に対する PageRank アルゴリズムを使い，さらに計算を hadoop
によって並列分散化して実装している．結果は図 6 に示す通り
である． 
図 6 は，未圧縮の uk2005，閾値 0.00，0.20，0.40，0.60，0.80
で圧縮した圧縮グラフに対してそれぞれのPageRankの実行時間







4.4.2. PageRank 誤差 
圧縮率とPageRankアルゴリズムの結果の誤差を比較するため
に，4.4.1 で計算された圧縮グラフの PageRank と未圧縮の uk2005
の Web グラフから得られた PageRank の差を計算した．結果を
図 7 に示す．ここで示す誤差とは，圧縮グラフの PageRank と未
圧縮のWeb グラフの PageRank に対して，ページごとに PageRank
の差を計算し総和をとったものとなっている．また，ここで計
算に用いた PageRank は全ページの PageRank 値が 1.0 になるよ
うに正規化されている． 
図 7 に示す通り，閾値 0.00 で圧縮された Web グラフは可逆圧
縮となるため，PageRank の計算結果が未圧縮の Web グラフの場
合と同じになるという結果を得た（誤差 0.00）．また，閾値 0.20
の場合でも PageRank 総量 1.0に対して誤差の総量が 0.02 に収ま
っているため，大きな誤差が発生していないことが分かる．一






果として閾値 0.20 で Web グラフを圧縮した場合に，ノードを
52.4%，エッジを 23.5%圧縮することに成功し，PageRank の計算
時間も 67%削減することに成功した．また，閾値 0.00 で圧縮し
た可逆圧縮の場合でも，ノードを 67.3%，エッジを 56．3%圧縮
でき，PageRank の計算時間を 52%削減することに成功した． 
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