To tackle the complex problem of providing business intelligence solutions based on business data, bioinspired deep learning has to be considered. This paper focuses on the application of artificial metaplasticity learning in business intelligence systems as an alternative paradigm of achieving a deeper information extraction and learning from arbitrary size data sets. As a case study, artificial metaplasticity multilayer perceptron applied to the automation of credit approval decision based on collected client data is analyzed, showing its potential and improvements over the state-of-the-art techniques. This paper successfully introduces the relevant novelty that the artificial neural network itself estimates the pdf of the input data to be used in the metaplasticity learning, so it is much closer to the biologic reality than previous implementations of artificial metaplasticity.
Introduction
Big data (BD) solutions for business services and utilities are one of the key issues in the development of nowadays Industry 4.0 revolution. System networks are in the need of new powerful intelligent systems to successfully process all the available information from the different users to study their behavior and improve service and associated business. Metaplasticity is an inherent property of biological neuron connections that consists in the ability of modifying the plasticity of learning mechanism depending on the frequency of stimulus. It is a basic property that neuroscientists believe crucial in achieving the biological deep learning that is successful in real-world complex problems. This concept can be applied to artificial learning algorithms using a novel technique called artificial metaplasticity that achieves a deeper and more efficient learning on general data sets, not only from typical patterns in them, but also from atypical ones [1, 2] . This paper is organized as follows: big data and business intelligence issues are first generally stated in point Sect. 2, proposing in Sect. 3 that bioinspired systems can significantly contribute as a priority solution. To illustrate the proposal and correct interpretation of the deep learning concept in this paper, the case study of a paradigmatic business intelligence problem, the credit approval decision is presented after Sect. 3.1, ended with discussion and conclusions extraction.
volume is only one dimension of big data. Other dimensions, such as velocity, variety, veracity, variability and value, are equally important. Given that the discourse on big data is contextualized in predictive analytic frameworks, analytic have captured the imaginations of business and government leaders. Big data is characterized by data types considered unstructured not predefined or knownthus with a high degree of variety. Velocity of big data can be measured in less than a few minutes. Big data is used in machine learning and predictive analysis where organizations focus on what will happen versus what has happened [4] .
New interactive Information and Communication Technology (ICT) infrastructures are being developed to support the optimal exploitation of the business results in different sectors. Business data processing empowers the associated business and creates opportunities up and down the industry value chain. These new utilities require management of services and technologies that span ICT Systems.
Technology solutions introduce new technical and organizational concepts. Companies are switching into ITdriven efficient management of complex information [5, 6] , that interprets the information of the different actors, improving efficiency, reliability and economy. Business processes will need to be established to accommodate these technologies and market evolutions.
These applications require distribution of data and a computing platform [6, 7] . A business model aligns the utility goals by creating rate-based opportunities and reducing expenses and risks [8] .
These utilities may inter-operate between them, and this can result in real cost savings [9] . Consider interoperability as the communication infrastructure that allows elements with different origins to interact seamlessly through standardization. This aspires to have three degrees of freedom, meaning that technology can move along any axis without disrupting existing technology along the other axis, including standards for data sharing, data governance and information sharing. Business can bring together data and information to serve analytic and business needs. So, business is about BD and devising new powerful intelligent systems (IS) to successfully process the available information in them.
In an emerging and rapidly changing business environment, organizations that have the competency to leverage information about their customers, marketplace, suppliers and business operations, will be able to benefit from the business opportunities and achieve sustained competitive advantage. For monitoring activities and assessing performance of a firm's business processes, the firm needs access to information and also an effective data management mechanism. Business intelligence (BI) is a way to collect, correlate, and analyze events from multiple sources, leveraging existing tools while gaining end-to-end management of the entire network. Business intelligence is the practice of interpreting and visualizing data to make useful business-oriented decisions. BI decision support applications facilitate many such multidimensional analysis like online analytical processing, click-stream analysis, balance score-card, preparation, visualization, querying, reporting, charting, data mining for text content and voice, forecasting, geospatial analysis, enterprise portal implementation, knowledge management, digital dashboard access and other cross-functional activities.
Business intelligence (BI) is defined by literature and scholars in similar ways. Noble [10] defines BI as the ability to provide the business an information advantage; business doing what it has always done, but more efficient. BI is described as the value proposition that helps organizations tap into decision-making information that regular reporting does not provide. Singer [11] outlined that BI requires tools, applications, and technologies that focused on enhanced decision-making and is commonly used in supply chains, sales, finances and marketing. BI promotes consistent decisions and reduces risk caused by inconsistencies in the decision-making process [12] .
Halpern [13] has extended BI to be an umbrella term which includes applications, tools, infrastructure, and practices to enable access and analysis of information to optimize performance and decision-making. Peters et al. [14] establish BI quality of BI infrastructure, BI functionality, and BI (managerial) self-service. They apply three dimensions of data, information and knowledge, to relate BI quality to support of the planning and reporting activities that underlie performance measurement information.
BI tasks fall into three categories: exploring and analyzing data, monitoring ongoing data flows through dashboards and communicating insights to others; and seven layers: IT and related infrastructure, data acquisition, data integration, data storage, data organizing, data analytics and data presentation [15] . Business intelligence systems (BIS) are well recognized as contributing to decisionmaking. BIS are most commonly identified as technological solutions holding quality information in well-designed data stores, enabling them to make the right decisions or take the right actions.
3 Potential of bioinspired systems and the case of automated credit scoring decision BD and BI systems complexity makes their evaluation difficult. Due to the complex and multidisciplinary nature of these systems [16] , it is very difficult to reach a successful solution using classical engineering methods.
Here is where bioinspired artificial intelligent systems that implement adaptive, reactive, complex and distributed processing may provide technological solutions. They have the potential to provide a more efficient and effective use of explicit and implicit knowledge in BD. In the last few decades, computer scientists have invented some new computing paradigms and algorithms such as evolutionary computing, swarm intelligence and artificial neural networks [17] [18] [19] [20] , but they have to be improved to capture the nuances of evolutionary theory and behavioral biology. Transformative bioinspirations for building computing and communication models will play an increasingly important role in the efforts to solve some real-world complex and difficult problems, which can be hard to tackle with existing computing algorithms. This is the case that we are presenting in this paper, a novel learning algorithm inspired in the metaplasticity, a basic property of biological neuron connections that neuroscientists believe crucial in achieving the biological deep learning that allows biological brains to successfully deal with real-world complex problems. This concept is applied to artificial learning algorithms using a novel technique called artificial metaplasticity that achieves a deeper and more efficient learning on general BD, not only from typical patterns in them, but also from atypical ones. It also offers an alternative paradigm of deep learning as the improvement of overall learning does not rely on the increasing complexity of the artificial intelligence system by adding neuron layers, but in the more efficient learning modelization for each one of its components that produces an emergent ability on the intelligent system for deeper information extraction and classify information improvement on the dataset.
In this case study, we progress on previous works [1, [21] [22] [23] . In them, metaplasticity, a basic property of biological neuron connections that neuroscientists believe crucial in achieving the biological learning, is modeled as artificial metaplasticity. The learning is faster that classical methods and the resulting systems achieve performance that competes with the most powerful methods of the state of the art, for any multidisciplinary real data sets where it has been tested, and, not only from typical patterns in them, but also from atypical ones.
In the experiments that have been performed in the frame of this investigation, several state-of-the-art systems were compared to classify the Australian Credit Approval Database (ACAD) [24] . We will now show in this paper how to improve and generalize the results obtained in [23] by taking advantage of the artificial metaplasticity on multilayer perceptron (AMMLP) inherent distribution estimations of patterns in the dataset used in the design process. Inside each set of experiments, the first step is to optimize the parameters used in the nominal backpropagation algorithm (BPA) for well-known multilayer perceptrons (MLPs) [25] . In the following experiment, a posteriori probability estimation of the input distributions is used to implement a metaplasticity learning algorithm and so generalizing the artificial metaplasticity applicability to any class of BD.
Materials and methods

Australian Credit Approval dataset
The financial crisis has put the focus of investigation in banking issues, specially in the ones related to the approval of credits. Until recently, the decisions related to credit loans were based on individual perceptions and the human capacity to assess the risk. The growing demand for credit has led to the use of a statistician method, known as credit scoring, to decide whether to or not to grant credit.
The method of punctuation credit is widely used for consumer loans, and it is getting more used for commercial loans. The credit score is a binary classification task of basic finance. An advantage of the credit score method is the reduction of the costs of credit analysis: faster credit decisions, greater control and reduced potential risks.
This dataset has been selected for this business intelligence application in order to compare the results of an automatic decision method with the classic one.
Data Preparation
The database contains 690 cases, divided into two classes, 307 applicants ''accepted'' and 383 applicants ''rejected''. Each applicant has 15 features, including 6 nominal, 8 numeric attributes and the last one is the label of each class (accepted or rejected). This dataset is interesting because there is a good mix of attributes: continuous and nominal, nominal ratings with small and large values. Another important characteristic is that few values are missing.
To obtain results statistically independent of the distribution of the patterns, a tenfold cross-validation evaluation method has been considered. Using this method, the possible dependence of the results with the distribution of the samples is eliminated: all the samples are used to train the networks, and all the samples are used to evaluate the performance. Mean values are calculated to establish the final performance results.
It has empirically been proved that the classifiers based on neural networks produce better results if the training sets are balanced presenting the same number of patterns belonging to each one of the possible classes. In order to achieve this situation in the creation of the sets used to train and to evaluate the system, some accepted patterns will be repeated instead of eliminating some rejected patterns to get these balanced sets.
Using 10 sets of elements, we will create 10 different folders. Each one of the training sets consists of 9 of the 10 groups. The final evaluation of the performance of the network will use the other element. The 10 folders will be created with the variation of the initial set that is used for evaluation and not for training. The networks are trained from the same initial conditions presenting the data corresponding to each of the 10 folders.
Artificial metaplasticity neural network model
Artificial neural networks (ANNs), widely used in pattern classification, are biologically inspired distributed parallel processing networks based on the neuron organization and decision-making process of the human brain [22] .
The concept of biological metaplasticity was defined in 1996 by Abraham [26] and now is widely applied in the fields of biology, finances, neuroscience, physiology, neurology and others [26, 27] . Recently, Andina [21] , RoperoPeláez [22] and Marcano-Cerdeño [28] have introduced and modeled the biological property metaplasticity in the field of ANNs, obtaining excellent results.
The activation function used in all the neurons of the system is sigmoidal, input patterns set normalized, initialization of the weights of the neurons is random but included in a limited interval and parameter value r is constant and equal to 1. So the range of inputs to the activation function r P x i x i will be limited to the linear range. To introduce artificial metaplasticity (AMP) in an arbitrary MLP training, all that has to be done is to introduce a weighting function 1 f Ã X in the MLP learning equation, based on the premise that f Ã X that has the properties of a probability density function [1] . Then, it is up to the designer to find a function that improves MLP learning. Several have been already proposed [1, [21] [22] [23] , and we use a derived approach in this paper: 
Artificial metaplasticity using a posteriori probability distribution
Marcano-Cedeño et al. [23] present an implementation of the AMMLP theory that is based on a hypothesis that considers that the probability density function of the dataset under study is known previously by the user; in this case, it has been considered that the pdf of the data is a Gaussian function. Our paper presents a different approach:
where b y is the output of the neuron of the final layer of the network that estimates the a posteriori probability. Equation 2 takes advantage of the inherent a posteriori probability estimation for each input class of MLP outputs [21, 22] . Note that if this is not the case, as it happens in first steps of BPA training algorithm, the training may not converge. In this first steps, the outputs of the MLP do not provide yet any valid estimation of the probabilities. In these first steps of training, it is better either to apply ordinary BPA training or to use another valid weighting function until BPA starts to minimize the error objective. For two classes in the training set, we only need one output. If the desired output activation corresponds to input vectors x 2 H 1 , thus y ¼ 1, then the AMP is implemented by:
and for the complementary class patterns x 2 H 0 , thus y ¼ 0:
This method also allows using AMMLP without any kind of previous knowledge of the pdf of the input dataset.
Results
Network characteristics
Structure of the network:
• Number of inputs: equal to the number of attributes of the pattern (14) .
• Number of hidden layers: 1 • Number of neurons included in the hidden layer: 8 neurons are considered ideal for a tradeoff between the flexibility and the complexity of the system. • Number of neurons in the output layer: 1 to classify in two classes.
• Activation function: Sigmoidal with output included in the interval 0; 1 ð Þ.
Conditions considered to finalize the network training:
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• Reach a defined number of inputs presented to the network to have enough iterations to reach a stable output without overspecializing the network.
Evaluation method
The following hypotheses are defined to build a confusion matrix model:
The pattern is accepted and has been classified as accepted.
• False Positive (FP) H 1=0 ð Þ: The pattern is rejected and has been classified as accepted.
• False Negative (FN) H 0=1 ð Þ: The pattern is accepted and has been classified as rejected.
• True Negative (TN) H 0=0 ð Þ: The pattern is rejected and has been classified as rejected.
To evaluate the performance, two measures are used and defined as: SensitivityðSEÞ ¼ TP=ðTP þ FNÞ (%) that evaluates the performance of the network identifying the malign patterns, and AccuracyðACÞ ¼ ðTP þ TNÞ=ðTP þ TN þ FP þ FNÞ (%) that evaluates the performance of the network classifying both malign and benign patterns. TP, TN, FP, and FN stand for true positive, true negative, false positive and false negative, respectively.
Fifty initial networks have been trained and evaluated with the 10-folder cross-validation algorithm. From the results obtained for the same network with each one of the folders, the mean confusion matrix is obtained for each network. Once these 50 mean values are calculated, an additional calculation is made and the final mean value is obtained, so we assure that the results are independent of the initial random value in the creation of the networks.
We have considered sensitivity as the driver figure in these experiments.
Nominal backpropagation algorithm
The results obtained for sensitivity correspond to value g ¼ 1:
• % Accuracy = 83.3708 • % Sensitivity = 91.8433
The complete results for this case have been presented in [23] , but it is now relevant to add the graphical evolution of learning, shown in Fig. 1 .
Confusion matrix for this learning rate is shown in Table 1 .
AMP based on the output of the network
In order to check the theoretical approach of applying the a posteriori estimation of the probability distribution as AMP function, it is necessary to reach a point when the network has started to learn. This experiment will be divided in two parts:
• The initial part of the training will use the backpropagation classic algorithm using learning rate g ¼ 23 (empirically determined, as in usual BPA) until classification error reaches 0.3.
• The second and principal part of the training will use Eqs. 1, 2, 3 and 4 from error 0.3 to the finalization of the training.
The results obtained are:
• % Accuracy = 85.9008
• % Sensitivity = 91.9060
Confusion matrix for these parameters rate is shown in Table 2 . The evolution of the classification error during the training phase is shown in Fig. 2 . The ROC of this experiment can be found in Fig. 3 , and the area under the associated curve is 0.91.
A comparison between the AMMLP classification results for the ACAD dataset and other classification methods presented in the literature can be found in Table 3 .
Discussion
New computing bioinspired systems and algorithms can be used to tackle real-world complex problems arisen with the Industry 4.0 revolution that involves the concept of BI based on data collected from clients, as it is the case of automated credit scoring. Considering how the application of artificial metaplasticity in artificial neural networks improves the results, it can be observed that:
• The results show that the theory exposed in [21, 22] is applicable to this dataset and network structure and that the pdf information provided by the network itself can be used to improve the results compared to the basic BPA.
• With AMP training method, we can observe an improvement in the quality of the performance (for both accuracy and sensitivity).
• The slope of the learning error curve increases when error reaches 0.3 (change of function), showing that AMP performs a considerable quicker learning.
• Observing the detail of the evolution of the classification error, in the first experiment (classic BPA) there are a lot of peaks in the learning evolution; however, using the AMP this evolution is more smooth and natural. 
Conclusions
In this paper, the artificial metaplasticity on MLP based on the output of the network has been applied as a case of a business intelligence application on data compiled from clients, concretely to the problem of credit approval database. An artificial metaplasticity learning implementation on MLPs shows improved learning over the classical MLPs and other state-of-the-art systems, not only in final performance, but also in the evolution of learning. Applied to a challenging classification problem, credit approval, the learning has been more natural (regular), providing better performance in accuracy and sensitivity. This allows useful applications of the theory to data sets with a reduced amount of patterns without creating over-specialization in the final network. This method also allows using AMMLP without any kind of previous knowledge of the pdf of the input patterns. Due to the general nature of the metaplasticity concept, that is as wide as plasticity itself, these results have the potential to be generalized in deep Learning and therefore contribute to the development of Industry 4.0 revolution through improvements over state of the art in big data information extraction and classification.
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