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MULTIPLICATION OPERATOR ON THE BERGMAN SPACE BY A
PROPER HOLOMORPHIC MAP
GARGI GHOSH
Abstract. Suppose that f := (f1, . . . , fd) : Ω1 → Ω2 is a proper holomorphic map
between two bounded domains in Cd.We show that the multiplication operator (tuple)
Mf = (Mf1 , . . . ,Mfd) on the Bergman space A
2(Ω1) admits a non-trivial minimal
joint reducing subspace, say M. and the restriction of Mf to M is unitarily equivalent
to Bergman operator on A2(Ω2).
1. Introduction
For d ≥ 1, let Ω be a bounded domain in Cd. The Bergman space on Ω, denoted
by A2(Ω) is the subspace of holomorphic functions in L2(Ω) with respect to Lebesgue
measure on Ω. The Bergman space A2(Ω) is a Hilbert space with a reproducing kernel,
called the Bergman kernel. We study multiplication operators on A2(Ω) induced by
holomorphic functions. Thus for a bounded holomorphic functions g = (g1, . . . , gd) :
Ω→ Cd, we define Mgi : A2(Ω)→ A2(Ω) by
Mgiϕ = giϕ, ϕ ∈ A2(Ω) for i = 1, . . . , d.
Clearly, each Mgi is a bounded linear operator. Let Mg denote the tuple of operators
(Mg1 . . . . ,Mgd). We put M := (M1, . . . ,Md), where Mi denotes the multiplication by
the i-th coordinate function of Ω on A2(Ω) for i = 1, . . . , d, M is called the Bergman
operator on A2(Ω) or the Bergman operator associated to a domain Ω. A joint reducing
subspace for a tuple T = (T1, . . . , Td) of operators on a Hilbert space H is a closed
subspace M of H such that
TiM⊆M and T ∗i M⊆M for i = 1, . . . , d.
It is easy to see that T has a joint reducing subspace of if and only if there exists an
orthogonal projection P (P : H → H, P 2 = P = P ∗) such that
PTi = TiP for i = 1, . . . , d.
HereM = PH is the corresponding joint reducing subspace of T. A joint reducing sub-
spaceM of T is called minimal or irreducible if only joint reducing subspaces contained
in M are M and {0}. In particular, the operator tuple T is called irreducible if only
joint reducing subspaces contained in H are H and {0}.
It is natural to start with a bounded biholomorphic multiplier f on A2(Ω). It is easy
to see that Mf is irreducible as follows. Let Ω1,Ω2 be bounded domains in C
d and
f = (f1, . . . , fd) : Ω1 → Ω2 be a biholomorphism. Let Jf = det
( ∂fj
∂zi
) d
i,j=1
denote the
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jacobian of f . The linear map Uf : A
2(Ω2)→ A2(Ω1) defined by
Ufϕ = (ϕ ◦ f)Jf for ϕ ∈ A2(Ω2)
is a unitary satisfying UfMi = MfiUf for i = 1, . . . , d. Therefore, Mf is unitarily
equivalent to the Bergman operator on A2(Ω2). Since the Bergman operator associated
to any domain is irreducible, it follows that Mf is irreducible.
This is the motivation for considering the well behaved class of bounded multipliers
induced by proper holomorphic maps. A holomorphic map f : Ω1 → Ω2 is said to be
proper if f−1(K) is compact in Ω1 whenever K ⊆ Ω2 is compact. Clearly, a biholo-
morphic map proper, basic properties of proper holomorphic maps are discussed in [20,
Chapter 15]. The problem of understanding the reducing subspaces of multiplication
operators by finite Blaschke products (same as the class of proper holomorphic self maps
of the unit disc D in C) on the Bergman space A2(D) in and parametrizing the number of
minimal reducing subspaces has been studied profusely, see [10] and references therein.
Analogous problems for several variables are pursued in [14, 13]. In this paper, we give
a bare hand derivation of the two results:
1. If Ω1,Ω2 ⊆ Cd are two bounded domains and f = (f1, . . . , fd) : Ω1 → Ω2 is
a proper holomorphic mapping, then Mf = (Mf1 , . . . ,Mfd) has a non-trivial
minimal joint reducing subspace M.
2. The restriction of Mf to M is unitarily equivalent to the Bergman operator on
A
2(Ω2).
We draw attention to the simplicity of our methods and to the fact that we do not require
any regularity on the domains Ω1,Ω2 to obtain the aforementioned results. Therefore, it
allows us to specialize the domains Ω1,Ω2 to be different standard domains and obtain
explicit description of the non-trivial minimal reducing subspace and the restriction
operator Mf |M . In particular, we specialize to
1. Ω2 to be a complete Reinhardt domain and Ω1 is any bounded domain.
2. Ω1 = Ω2 = D, the unit disc in C, the result obtained here is one of the main
results in [11, Theorem 25], [23, Theorem 15, p. 393] and the main result in [12].
3. Ω1 = Ω2 = D
d, the unit polydisc in Cd.
4. Ω1 = Ω2 = Gd, the symmetrized polydisc in C
d. This domain has been studied
extensively during last two decades from the viewpoint of function theory and
operator theory, for example, see [5, 6, 9] and references therein.
For two domains D1 and D2 in C
d and an analytic covering p : D1 → D2, a deck
transformation or an automorphism of p is a biholomorphism h : D1 → D1 such that
p ◦ h = p. The set of all deck transformations of p forms a group. We call it the group
of deck transformations of p or group of automorphisms of p and denote it by Deck(p)
or Aut(p). It is well known that a proper holomorphic mapping f : Ω1 → Ω2 is a
(unbranched) analytic covering
f : Ω1 \ f−1f(Vf )→ Ω2 \ f(Vf ),
where Vf := {z ∈ Ω1 : Jf (z) = 0} is the branch locus of f [20, Subsection 15.1.10].
The group Deck(f) of this (unbranched) analytic covering is called the group of deck
transformations of the proper map f : Ω1 → Ω2. An analytic covering p is called Galois
if Deck(p) acts transitively on the fibre set p−1({w}) of w ∈ D2 for some (and thus
for all) w ∈ D2. Equivalently, cardinality of the set p−1({w}) equals to the order of
Deck(p). In other words, for every w ∈ D2, the set p−1({w}) is a Deck(p)-orbit, and
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vice versa. Briefly, D2 = D1/Deck(p). Hence an analytic cover p is Galois if and only if
D1/Deck(p) ∼= D2.
We recall a notion from [2]. We say that f : D1 → D2 is factored by automorphisms
if there exists a finite subgroup G ⊆ Aut(D1) such that
f−1f(z) =
⋃
ρ∈G
ρ(z) for all z ∈ D1. (1.1)
Form this it follows that f is G-invariant, that is, f ◦ ρ = f for ρ ∈ G. If such a group G
exists then f factors a f˜ ◦η, where η : D1 → D1/G is a quotient map and f˜ : D1/G→ D2
is a biholomorphism. That is, G ∼= Deck(f).
Now we describe a procedure developed in [4, 3] to obtain joint reducing subspaces of
Mf acting on a Hilbert space H ⊆ Hol(Ω1,Cd) (in particular, A2(Ω1)) with G-invariant
reproducing kernel K, that is.
K(ρ · z, ρ · w) = K(z, w) for z, w ∈ Ω1, ρ ∈ G.
for a proper holomorphic map f = (f1, . . . , fd) : Ω1 → Ω2 which factors through auto-
morphisms G ⊆ Aut(Ω1), here G ⊆ Aut(Ω1) is the group which appears in ( 1.1). If
Ĝ denotes the set of equivalence class of irreducible representations G, then it is shown
that
H =
⊕
̺∈Ĝ
P̺H,
where P̺ is an orthogonal projection satisfying P̺Mfi = MfiP̺ for ̺ ∈ Ĝ and i =
1, . . . , d. Thus we obtain a family {P̺H : ̺ ∈ Ĝ} of joint reducing subspaces for the
multiplication tuple Mf .
A factorization of a proper holomorphic map does not always exist (see [8, p. 223], [19,
Section 4.7, p. 711]). We have justified by explicit examples that proper holomorphic
self-maps of D,Dd and Gd do not factor through automorphisms, in general, by showing
their groups of deck transformations are trivial ( since G ∼= Deck(f), if f : Ω1 → Ω2
factors through automorphisms G ⊆ Aut(Ω1).) We are able to produce a non-trivial
joint minimal reducing subspaceM ofMf acting on A2(Ω1) and describe the restriction
operator Mf |M , even if f does not factor through automorphisms.
2. Proper holomprphic maps and reducing subspace
Let f : Ω1 → Ω2 be a proper holomorphic map of multiplicity m between two bounded
domains in Cd. We denote the Bergman space on Ωi by A
2(Ωi) and the reproducing
kernels by Ki for i = 1, 2, respectively.
Let Γf : A
2(Ω2)→ A2(Ω1) be the linear map defined by the rule:
Γfψ =
1√
m
(ψ ◦ f)Jf , ψ ∈ A2(Ω2), (2.1)
where Jf is the jacobian of the proper map f. Next we note that f(N) has measure zero
with respect to the Lebesgue measure on Cn, where N = Z(Jf ) is the zero set of Jf . By
the change of variables formula, we obtain,∫
Ω1
|Jf |2|ϕ ◦ f |2dV =
∫
Ω1−f−1f(N)
|Jf |2|ϕ ◦ f |2dV
= m
∫
Ω2−f(N)
|ϕ|2dV = m
∫
Ω2
|ϕ|2dV, (2.2)
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where ϕ ∈ A2(Ω2) and dV is the Lebesgue measure. This shows that the map Γf is an
isometry.
In the following proposition, we provide a criterion for a proper holomorphic map f
to be biholomorphic in terms of the isometry Γf .
Proposition 2.1. The linear map Γf : A
2(Ω2) → A2(Ω1) is surjective if and only if f
is biholomorphic.
Proof. If f is biholomorphic, then f−1 : Ω2 → Ω1 is also biholomorphic. It follows from
the chain rule that Γf−1 : A
2(Ω1)→ A2(Ω2) is the inverse of Γf . Hence Γf is surjective.
Conversely, suppose Γf is surjective. Arguing by contradiction, suppose that f is not
bijective. Since f is a proper holomorphic map, it is always surjective, so f fails to
be injective by our assumption. Suppose w and w′ are two distinct points in Ω1 such
that f(w) = f(w′) = u. Since w,w′ are distinct, there exists at least one 1 ≤ i ≤ n
such that wi 6= w′i. Without loss of generality, let consider w1 6= w′1. We consider two
holomorphic functions gi : Ω1 → C for i = 1, 2, where g1(z) = 1 and g2(z) = z1 for
all z = (z1, . . . , zn) ∈ Ω1. Since Ω1 is a bounded domain, both gi’s are in A2(Ω1).
Also, Γf is surjective, so there exist φi ∈ A2(Ω2), for i = 1, 2 such that Γf (φi) =
1√
m
Jf φi ◦ f = gi, i = 1, 2. Note that 1√mJf (w)φ1(u) = 1 = 1√mJf (w′)φ1(u), alterna-
tively, φ1(u)
(
Jf (w)−Jf (w′)
)
= 0. Since the product of two complex numbers 1√
m
Jf (w)
and φ1(u) is equal to 1, so φ1(u) cannot be equal to 0. Then Jf (w) = Jf (w
′). This
indicates that 1√
m
φ2(u)
(
Jf (w) − Jf (w′)
)
= 0 = w1 − w′1 6= 0, a contradiction. Hence,
our assumption was wrong and f is injective. Since f is a bijective holomorphic map,
it is a biholomorphism, by [15, p. 37, Theorem 1.6.5.].
Now onward by a proper map we mean a proper holomorphic map which is not bi-
holomorphic. For a function f = (f1. . . . , fd) : Ω1 → Ω2, the symbol Mf is defined to
be the commuting tuple (Mf1 , . . . ,Mfd). Let M := (M1, . . . ,Md) denote the commut-
ing tuple of multiplication operators by the coordinate functions, that is, Mi denotes
multiplication by the i-th coordinate function, i = 1, . . . , d.
The following theorem exhibits explicitly a non-trivial joint reducing subspace (con-
sequently, at least two) of the tuple of multiplication operators Mf by a proper map
f : Ω1 → Ω2 on the Bergman space A2(Ω1). This result strengthens [14, Theorem 1.4]
by displaying the joint reducing subspace ofMf explicitly without making any reference
to operator algebras.
Theorem 2.2. Suppose that Ω1,Ω2 are bounded domains in C
d and f : Ω1 → Ω2 is a
proper holomorphic map of multiplicity m. If Γf : A
2(Ω2)→ A2(Ω1) is defined by
Γfψ =
1√
m
(ψ ◦ f)Jf , ψ ∈ A2(Ω2),
where Jf is the jacobian of the proper map f. Then Γf
(
A
2(Ω2)
)
is a joint reducing
subspace for the commuting tuple Mf = (Mf1 , . . . ,Mfd) on A
2(Ω1).
Proof. Being the image of a Hilbert space under the isometry Γf , Γf
(
A
2(Ω2)
)
is a closed
subspace of A2(Ω1). The orthogonal projection P from A
2(Ω1) onto Γf
(
A
2(Ω2)
)
is given
by the following formula [24, p. 551]
Pϕ =
1
m
m∑
k=1
(ϕ ◦ fk ◦ f)Jfk◦f , ϕ ∈ A2(Ω1), (2.3)
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where {f j}mj=1 are the local inverses of f. Let ei : Ω2 → C denote the coordinate
projections defined by ei(w) = wi for i = 1, . . . , d. So that
ei
(
f(z)
)
= (ei ◦ f)(z) = fi(z). (2.4)
(PMfi)ϕ = P (fiϕ) =
1
m
m∑
k=1
(fi ◦ fk ◦ f) (ϕ ◦ fk ◦ f) Jfk◦f . (2.5)
Repetitive use of the relation ( 2.4) and the fact (f ◦ fk)(z) = z, lead us to
fi ◦ fk ◦ f = (ei ◦ f) ◦ (fk ◦ f) = ei ◦ (f ◦ fk) ◦ f = ei ◦ f = fi.
Hence from ( 2.5), it follows immediately that
(PMfi)ϕ = fiPϕ = (MfiP )ϕ for ϕ ∈ A2(Ω1).
This shows that P commutes with each component of (Mf1 , . . . ,Mfd). Hence Γf
(
A
2(Ω2)
)
is a joint reducing subspace of the tuple Mf .
Remark 2.3. Suppose α ∈ C(Ω2,R>0). In [24], the author describes the map Γf :
A
2
α(Ω2) → A2α◦f (Ω1) for weighted Bergman spaces. In that case, the projection P in
( 2.3) corresponds to the subspace Γf
(
A
2
α(Ω2)
)
of A2α◦f (Ω1). In the similar way as above,
P intertwines with Mf on A
2
α◦f (Ω1). Hence, the above result can be stated in much
more generality, that is, Γf
(
A
2
α(Ω2)
)
is a joint reducing subspace for the commuting
tuple Mf on A
2
α◦f (Ω1).
In the next theorem, we offer a canonical description of the restriction of Mf to the
joint reducing subspace ran Γf .
Theorem 2.4. The restriction of Mf to Γf
(
A
2(Ω2)
)
is unitarily equivalent to M on
A
2(Ω2). Consequently, the restriction of Mf to Γf
(
A
2(Ω2)
)
is irreducible.
Proof. The map Γf : A
2(Ω2) → Γf
(
A
2(Ω2)
)
is surjective and it intertwines Mfi on
Γf
(
A
2(Ω2)
)
and Mi on A
2(Ω2) for all i = 1, . . . , d, because
MfiΓfψ = fi(ψ ◦ f)Jf = (ei ◦ f)(ψ ◦ f)Jf = Γf (eiψ) = ΓfMiψ for ψ ∈ A2(Ω2).
By Equation ( 2.2), Γf is an isometry. This completes the proof.
Remark 2.5. For the sake of completeness, we state the version of above theorem for
weighted Bergman spaces. It states that the restriction of Mf to Γf
(
A
2
α(Ω2)
)
is unitarily
equivalent to M on A2α(Ω2), and hence, irreducible.
The following corollary follows immediately from the Theorem above.
Corollary 2.6. If Ω ⊆ Cd is a domain such that f is a proper holomorphic self-map of
Ω of multiplicity m. Then the restriction ofMf to the joint reducing subspace Γf
(
A
2(Ω)
)
is unitarily equivalent to M on A2(Ω).
In the next section, we provide examples where the Corollary above is applicable.
Before proceeding further, we recall a relevant definition.
Definition 2.7. A domain D in Cd is called a complete Reinhardt domain if whenever
z ∈ D, the closed polydisc {|wj | ≤ |zj | : j = 1, . . . , d} is also contained in D.
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In such a domain D, the monomials form a complete orthogonal system for A2(D).
Let Z+ denote the set of nonnegative integers and α = (α1, . . . , αd) ∈ Zd+ be a multi-
index. For z = (z1, . . . , zd) ∈ Cd,zα :=
∏d
j=1 z
αj
j . We make a note of an observation in
the following proposition.
Proposition 2.8. Suppose that Ω1,Ω2 are bounded domains in C
d such that Ω2 is a
complete Reinhardt domain and f = (f1, . . . , fd) : Ω1 → Ω2 is a proper holomorphic map
of multiplicity m. Then
{
1√
m‖zα‖Jff
α
}
α∈Zd
+
is an orthonormal basis for Γf
(
A
2(Ω2)
)
.
Proof. We observe that Γf is an isometry onto its range, hence it maps an orthonormal
basis of A2(Ω2) to an orthonormal basis in its range. Since Ω2 is a complete Reinhardt
domain,
{
zα
‖zα‖
}
α∈Zd
+
is an orthonormal basis of A2(Ω2). The result follows noting that
the desired orthonormal basis is the image of
{
zα
‖zα‖
}
α∈Zd+
under Γf .
The following corollary is immediate from Corollary 2.6 and Proposition 2.8.
Corollary 2.9. If Ω ⊆ Cd is a complete Reinhardt domain such that f is a proper
holomorphic self-map of Ω of multiplicity m. Then the restriction of Mf to the joint
reducing subspace Γf
(
A
2(Ω)
)
is unitarily equivalent to M on A2(Ω). Moreover,
Γf
(
A
2(Ω)
)
= span{Jffα : α ∈ Zd+} and
{ 1√
m‖zα‖Jff
α
}
α∈Zd
+
is an orthonormal basis of Γf
(
A
2(Ω)
)
.
3. Applications
3.1. Example (Unit disc). In order to describe all possible proper holomorphic self-
maps of the unit disc D, we recall a definition.
Definition 3.1. A finite Blaschke product is a rational function of the form
B(z) = eiθ
n∏
j=1
(
z − aj
1− a¯jz
)kj
,
where a1, . . . , an ∈ D are the distinct zeros of B with multiplicities k1, . . . , kn, respectively
and θ ∈ R.
Finite Blaschke products are examples of proper holomorphic self-maps of the unit disc
D. In fact, the following proposition shows that they constitute the set of all possible
proper holomorphic self-maps of the unit disc D, whose proof can be found in [18,
Remarks 3, p. 142].
Proposition 3.2. Let f : D → D be a proper holomorphic map. Then f is a finite
Blaschke product.
In [7, Example 2.1, p. 334], authors produce one example of finite Blaschke product
given by
B˜(z) = z4
(
z − 1/2
1− z/2
)2
. (3.1)
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such that Deck(B˜) is trivial. In [19, 4.7, p. 711], Rudin exhibits another example of
Blaschke product
B̂(z) =
3∏
j=1
z − aj
1− a¯jz , where a1 = −
1
2
, a2 = 0, a3 =
3
4
, (3.2)
with trivial Deck(B̂). It is clear that any finite Blaschke product B which has either B˜
or B̂ as a factor will have trivial Deck(B).
Theorem 2.2 and Corollary 2.9 yield the following result which is one of the main
results in [11]. The same result was also obtained differently in [23, Theorem 15, p. 393]
and it is the main result in [12]. Put en(z) =
√
n+ 1zn for n ≥ 0 and z ∈ D, recall that
{en}∞n=0 forms an orthonormal basis for A2(D). The multiplication operator M by z on
A
2(D) is a weighted shift operator, known as the Bergman shift Men =
√
n+1
n+2en+1.
Theorem 3.3. Suppose that B is a finite Blaschke product on D of order m. Then
ΓB
(
A
2(D)
)
is a non-trivial minimal reducing subspace of MB on A
2(D). Moreover, the
restriction of MB to ΓB
(
A
2(D)
)
is unitarily equivalent to the Bergman shift. In fact,
ΓB
(
A
2(D)
)
= span{BnB′ : n ≥ 0} and
{√
n+ 1
m
BnB′
}∞
n=0
is an orthonormal basis of ΓB
(
A
2(D)
)
.
3.2. Example (polydisc). Proper holomorphic self maps of polydisc is described by
the following theorem (see [1], [17]).
Theorem 3.4. If Ω1, . . . ,Ωd,∆1, . . . ,∆d ⊂ C are bounded domains and if f : Ω1×· · ·×
Ωd → ∆1× · · · ×∆d is a proper mapping, then there exist a permutation σ of {1, . . . , d}
and proper maps fi : Ωσ(i) → ∆j such that
f(z1, . . . , zd) =
(
f1(zσ(1)), . . . , fn(zσ(d))
)
.
Since Proposition 3.2 reads that any proper holomorphic self-map of the open unit
disc D ⊆ C is given by some finite Blaschke product, hence by Theorem 3.4 we get that
any proper holomorphic self-map B of the polydisc Dd is given by
B(z) =
(
B1(z1), . . . ,Bd(zd)
)
, (3.3)
where each Bi is a finite Blaschke product.
Before proceeding further, we produce examples of proper holomorphic self-maps B
of Dd with trivial Deck(B).
Proposition 3.5. There is a proper holomorphic self-map B of Dd with Deck(B) =
{identity}.
Proof. Choose the finite Blaschke product B̂ given in ( 3.2) and define B : Dd → Dd by
B(z) =
(
B̂(z1), . . . , B̂(zd)
)
(3.4)
If ϕ ∈ Deck(B) for some ϕ ∈ Aut(Dd), we claim that ϕ = identity. It is well known
that Aut(Dd) ∼= Aut(D)d ⋊ Sd, where Sd is the permutation group on d symbols. So
ϕ = (ϕ1, . . . , ϕd), where ϕi ∈ Aut(D) for i = 1, . . . , d. If B ◦ϕ = B, then
B
(
ϕ1(z1), . . . , ϕd(zd)
)
= B(z1, . . . , zd) for all z = (z1, . . . , zd) ∈ Dd.
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By our choice of B as in ( 3.4), we get(
B̂
(
ϕ1(z1)
)
, . . . , B̂
(
ϕd(zd)
))
=
(
B̂(z1), . . . , B̂(z1)
)
for all z = (z1, . . . , zd) ∈ Dd.
Hence B̂ ◦ ϕi = B̂ for i = 1, . . . , d. Therefore, by the choice of B̂ in ( 3.2), we have
ϕi = identity for i = 1, . . . , d. Thus ϕ = identity.
Remark 3.6. From the proof of the Proposition above it is clear that if B is a proper
holomorphic self-map each of whose components contains B̂ as a factor then Deck(B) is
trivial.
Put em(z) =
√∏d
i=1(mi + 1)z
m for z ∈ Dd.We recall that {em}m∈Zd is an orthonor-
mal basis for the Bergman space A2(Dd). If Mi denotes the multiplication operator by
zi on A
2(Dd), then M = (M1, . . . ,Md) is a several variable weighted shift on A
2(Dn),
also called Bergman multishift whose multi-weight sequence is
(√
m1+1
m1+2
, . . . ,
√
md+1
md+2
)
.
Let MB be the operator tuple (MB1 , . . .MBd) acting on A
2(Dd). Now Theorem 2.2 and
Corollary 2.9 immediately generalize Theorem 3.3 to the case of the polydisc Dd.
Theorem 3.7. Suppose that B : Dd → Dd is given by B(z) = (B1(z1), . . . ,Bd(zd)),
where each Bi is a finite Blaschke product of order mi. Then ΓB
(
A
2(Dd)
)
is a non-
trivial minimal reducing subspace of MB on A
2(Dd). Moreover, the restriction of MB
to ΓB
(
A
2(Dd)
)
is unitarily equivalent to the Bergman multishift. Moreover,
ΓB
(
A
2(Dd)
)
= span{JBBα : α ∈ Zd+} and
{√√√√ d∏
j=1
αj + 1
mj
JBB
α
}
α∈Zd
+
is an orthonormal basis of ΓB
(
A
2(Dd)
)
.
3.3. Example (Symmetrized Polydisc). Let s : Cd → Cd be the symmetrization
map defined by s(z) =
(
s1(z), . . . , sd(z)
)
, where si is the elementary symmetric polyno-
mial in d variables of degree i, that is, si is the sum of all products of i distinct variables
zi so that
si(z) =
∑
1≤k1<k2<...<ki≤d
zk1 · · · zki .
The symmetrization map s is a proper holomorphic map of multiplicity d! (see [19,
Theorem 5.1]). The domain Gd := s(D
d) is known as the symmetrized polydisc. It is
pointed out in [4, p. 771 ] that Gd is not a Reinhardt domain. In [9, Theorem 1], au-
thors characterize proper holomorphic self-maps and automorphisms of the symmetrized
polydisc Gd. In particular, they proved that Gd admits proper holomorphic self-maps
which are not automorphisms of Gd. The theorem states as following.
Theorem 3.8 (Edigarian-Zwonek). Let f : Gd → Gd be a holomorphic mapping. Then
f is proper if and only if there exists a finite Blaschke product B such that
f(s(z)) = s
(
B(z1), . . . ,B(zd)
)
for z = (z1, . . . , zd) ∈ Dd,
where s is symmetrization map. In particular, f is an automorphism if and only if
f(s(z)) = s
(
ϕ(z1), . . . , ϕ(zd)
)
for z = (z1, . . . , zd) ∈ Dd,
where ϕ is an automorphism of D.
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Before describing reducing subspaces of Mf , we exhibit examples of proper holomor-
phic self-maps f of Gd with trivial Deck(f).
Proposition 3.9. There is a proper holomorphic self-map f of Gd with Deck(f) =
{identity}.
Proof. Choose a proper holomorphic self-map f of Gd given by
f
(
s(z)
)
= s
(
B̂(z1), . . . , B̂(zd)
)
for z = (z1, . . . , zd) ∈ Dd, (3.5)
where B̂ is the finite Blaschke product given in ( 3.2). If ϕ ∈ Deck(f) for some ϕ ∈
Aut(Gd), we claim that ϕ = identity. From Theorem 3.8, we know that Aut(Gd) ∼=
Aut(D). For z = (z1, . . . , zd) ∈ Dd, we have(
f ◦ ϕ)(s(z)) = f(s(ϕ(z1), . . . , ϕ(zd))) = s(B̂(ϕ(z1)), . . . , B̂(ϕ(zd))).
Since f ◦ ϕ = f, we must have(
f ◦ ϕ)(s(z)) = s(B̂(ϕ(z1)), . . . , B̂(ϕ(zd))) = s(B̂(z1), . . . , B̂(zd)).
Remark 3.10. From the proof of the Proposition above it is clear that if f is a proper
holomorphic self-map whose associated finite Blaschke product B contains B̂ as a factor
then Deck(f) is trivial.
Theorem 2.2 and Corollary 2.6 enables us to describe a non-trivial minimal reducing
subspace of Mf acting on A
2(Gd) for a proper holomorphic self-map f of Gd.
Theorem 3.11. Suppose that f is a proper holomorphic self-map of Gd. Then Γf
(
A
2(Gd)
)
is a non-trivial minimal reducing subspace of Mf on A
2(Gd). Moreover, the restriction
of Mf to Γf
(
A2(Gd)
)
is unitarily equivalent to the Bergman operator M on A2(Gd).
It is pointed out in [4, Corollary 3.19] that the Bergman operatorM on A2(Gd) is not
unitarily equivalent to a joint weighted shift. Let A2anti(D
d) be the subspace of A2(Dn)
consisting of anti-symmetric functions, that is
A
2
anti(D
d) = {f ∈ A2(Dd) : f ◦ σ−1 = sgn(σ)f for σ ∈ Sd},
where Sd is the permutation group on d symbols and sgn(σ) is 1 or −1 according as
σ is an even or an odd permutation, respectively. It follows from [16, p. 2363] that
the Bergman operator M on A2(Gn) is unitarily equivalent to Ms = (Ms1 , . . . ,Msd) on
A
2
anti(D
d). Hence from Theorem 3.11 we conclude the following result.
Theorem 3.12. If f is a proper holomorphic self-map of Gd Then the restriction of
Mf to Γf
(
A
2(Gd)
)
is unitarily equivalent to Ms on A
2
anti(D
d). Consequently, Ms on
A
2
anti(D
d) is irreducible.
4. Formula for Reproducing Kernel of A2(Ω2)
Computation of the reproducing kernel of Γf
(
A
2(Ω2)
)
for a proper holomorphic map
f : Ω1 → Ω2 plays a crucial role in computing the Bergman kernel of A2(Ω2) in the
technique developed in [16] and generalized in [24].
Proposition 4.1. The reproducing kernel of Kf of Γf
(
A
2(Ω2)
)
is given by
Kf (z,w) =
1
m
Jf (z)K2
(
f(z), f(w)
)
Jf (w) for z,w ∈ Ω1.
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Proof. Since K2 is the reproducing kernel of A
2(Ω2), it follows that
(K2)f(w) := K2
(·, f(w)) ∈ A2(Ω2) for w ∈ Ω1.
For every w ∈ Ω1, 1mJf (w)Jf
(
(K2)f(w) ◦ f
) ∈ Γf(A2(Ω2)). For ψ ∈ A2(Ω2), we note
that
〈Jf (ψ ◦ f), 1
m
Jf (w)Jf
(
(K2)f(w) ◦ f
)〉
= Jf (w)〈Γfψ,Γf
(
(K2)f(w)
)〉
= Jf (w)〈ψ, (K2)f(w)〉
= Jf (w)(ψ ◦ f)(w).
Therefore, for every w ∈ Ω1, 1mJf (w)Jf
(
(K2)f(w) ◦f
)
has reproducing property. By the
uniqueness of the reproducing kernel of a Hilbert space with a reproducing kernel, we
conclude that 1
m
Jf (w)Jf
(
(K2)f(w) ◦ f
)
,w ∈ Ω1 is the reproducing kernel function of
Γf
(
A
2(Ω2)
)
. If we denote the reproducing kernel of Γf
(
A
2(Ω2)
)
by Kf , then
Kf (z,w) = 〈(Kf )w, (Kf )z〉
= 〈 1
m
Jf (w)Jf
(
(K2)f(w) ◦ f
)
,
1
m
Jf (z)Jf
(
(K2)f(z) ◦ f
)〉
=
1
m
Jf (z)Jf (w)〈Γf
(
(K2)f(w)
)
,Γf
(
(K2)f(z)
)〉
=
1
m
Jf (z)Jf (w)〈(K2)f(w), (K2)f(z)〉
=
1
m
Jf (z)K2
(
f(z), f(w)
)
Jf (w) for z,w ∈ Ω1.
Remark 4.2. Here is an alternative way of arriving at the formula for Kf . Let {eα}α∈I
be an orthonormal basis for A2(Ω2). Since Γf is an isometry, {Γfeα}α∈I is an orthonor-
mal basis for Γf
(
A
2(Ω2)
)
. Therefore the reproducing kernel Kf of Γf
(
A
2(Ω2)
)
is given
by the following formula
Kf (z,w) =
∑
α∈I
(Γfeα)(z)(Γfeα)(w)
=
1
m
∑
α∈I
Jf (z)
(
eα
(
f(z)
))
Jf (w)
(
eα
(
f(w)
))
=
1
m
Jf (z)
(∑
α∈I
eα
(
f(z)
)
eα
(
f(w)
))
Jf (w)
=
1
m
Jf (z)K2
(
f(z), f(w)
)
Jf (w) for z,w ∈ Ω1.
4.1. Under the Action of Pseudoreflection Groups. Here, we restrict to proper
maps which are factored by automorphisms. We say that a proper holomorphic map
f : Ω1 → Ω2 is factored by automorphisms if there exists a finite subgroup G ⊆ Aut(Ω1)
such that
f−1f(z) =
⋃
ρ∈G
{ρ(z)} for z ∈ Ω1.
It is well-known that such a group G is either a group generated by pseudoreflections or
conjugate to a pseudoreflection group.
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Definition 4.3. A pseudoreflection on Cd is a linear homomorphism ρ : Cd → Cd such
that ρ has finite order in GL(d,C) and the rank of Id − ρ is 1, that is, ρ is not the
identity map and fixes a hyperplane pointwise. A group generated by pseudoreflections
is called a pseudoreflection group.
For a pseudoreflection ρ, fix Hρ := ker(Id − ρ). By definition, the subspace Hρ has
dimension d−1. Moreover, for z ∈ Hρ, one has (Id−ρ)z = 0, equivalently, ρz = z, that
is, ρ fixes the hyperplane Hρ pointwise. We call such hyperplanes reflecting. Suppose
the distinct reflecting hyperplanes associated to the group G are H1, . . . ,Ht. For each
Hi, there exists a cyclic subgroup Ki of G of order mi such that every element of Ki
fixes Hi pointwise, that is, ρz = z, whenever z ∈ Hi, ρ ∈ Ki. Each Ki is generated
by some pseudorefelction. Suppose the defining function of each Hi is denoted by the
linear form Li for i = 1, . . . , t. We fix the notation fµ =
∏t
i=1 L
mi−1
i . Suppose {θi}di=1 is
a homogeneous system of parameters associated to the finite pseudoreflection group G.
Then the jacobian of the map θ := (θ1, . . . , θd) is given by c
−1fµ for some scalar c, by
[22, Lemma, p. 616].
The linear representation µ : G → C∗ is given by µ(ρ) = det−1(ρ) for all ρ ∈ G.
Therefore, the corresponding character of the representation µ, χµ : G→ C∗ takes ρ 7→
det−1(ρ). Note that this character has the unique property χµ(ρ1ρ2) = det−1(ρ1ρ2) =
det−1(ρ1) det−1(ρ2) = χµ(ρ1)χµ(ρ2). For example, the sign representation of the sym-
metric group on n symbols is isomorphic to the representation µ : Sn → C∗.
Let Ω1 be a G-invariant domain in C
d. Let H be an analytic Hilbert module on Ω1
over the ring of polynomials in n variables. We assume that the reproducing kernel of H
is G-invariant. Consider the subspace RGµ (H) = {f ∈ H : f ◦ ρ−1 = χµ(ρ)f, for all ρ ∈
G}. We call the elements of the subspace RGµ (H) by χµ-invariant. This notion of χµ-
invariance in H is borrowed from the invariant theory.
Lemma 4.4. Let f ∈ RGµ (H). Then fµ divides f and ffµ is a G-invariant holomorphic
function on Ω1.
Proof. Let ρ1 be a generator of the cyclic subgroup of G whose elements fixH1 pointwise.
Let m1 be the smallest positive integer such that ρ
m1
1 = Id. Using a linear change of
coordinates in Ω1, we consider a new coordinate system y1 = L1, y2 = x2, . . . , yn =
xn. Then we express that ρ1 = diag(ω, 1, . . . , 1), where ω = e
2pii
m1 . Since f ∈ RGµ (H),
then f(ρ−11 · (y1, . . . , yn)) = χµ(ρ1)f(y1, . . . , yn). The action of G on Cn is given by
ρ · (y1, . . . , yn) = ρ−1(y1, . . . , yn). So it turns out to be
f(ωy1, y2, . . . , yn) = det
−1(ρ1)f(y1, . . . , yn)
= ωm1−1f(y1, . . . , yn).
So f(y1, . . . , yn) is divisible by y
m1−1
1 .Now changing the coordinates, we get f(x1, . . . , xn)
is divisible by Lm1−11 . Repeating this argument for each i = 2, . . . , t, we have that fµ
divides f. Similar arguments are given in [21, Lemma 2.2, p. 137].
Then ρ(fµ)(y1, . . . , yn) = ρ(cJθ)(y1, . . . , yn) = cJθ(ωy1, . . . , yn) = ω
−1(cJθ)(y1, . . . , yn) =
χµ(ρ)fµ(y1, . . . , yn). So fµ is µ-invariant.
The quotient of a µ-invariant function by a µ-invariant function is evidently G-
invariant. Hence, f
fµ
is G-invariant. The holomorphicity of f
fµ
on Ω1 is followed by
repeating the arguments given in [3, Theorem 4.2].
Remark 4.5. Any f ∈ RGµ (H) can be written as f = fµ (f̂ ◦ θ) for f̂ ∈ O(Ω2).
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The linear operator Pµ : H → H is given by
Pµf =
1
|G|
∑
ρ∈G
χµ(ρ
−1)f ◦ ρ−1, (4.1)
f ∈ H. It is known that Pµ is an orthogonal projection and the range is closed, see [3]. It
is easy to see that RGµ (H) = Pµ(H). To see it, suppose that f ∈ Pµ(H) and ρ0 ∈ G. Note
that f ◦ ρ−10 = Pµ(f) ◦ ρ−10 = ( 1|G|
∑
ρ∈G χµ(ρ
−1)f ◦ ρ−1) ◦ ρ−10 = 1|G|
∑
ρ∈G χµ(ρ
−1)f ◦
ρ−1 ◦ ρ−10 = 1|G|
∑
η∈G χµ(η
−1ρ0)f ◦ η−1 = χµ(ρ0)f. Conversely, for f ∈ RGµ (H), we get
Pµ(f) =
1
|G|
∑
ρ∈G χµ(ρ
−1)f ◦ ρ−1 = 1|G|
∑
ρ∈G χµ(ρ
−1)χµ(ρ)f = 1|G|
∑
ρ∈G χµ(ρ
−1ρ)f.
Clearly, for any ρ ∈ G, χµ(ρ−1ρ) = χµ(Id) = det−1(Id) = 1. So Pµ(f) = 1|G|
∑
ρ∈G f = f.
This proves the claim.
Since Ω1 is G-invariant and G is a subgroup of the unitary operators on C
d, the
Bergman kernel on Ω1 is alsoG-invariant. Therefore, we haveR
G
µ (A
2(Ω1)) = Pµ(A
2(Ω1)).
Recall that {θi}di=1 is a homogeneous system of parameters (h.s.o.p) associated to the
pseudoreflection group G. We define associated polynomial map by θ : Cd → Cd, where
θ(z) =
(
θ1(z), . . . , θd(z)
)
, z ∈ Cd.
Proposition 4.6. Let Ω1 be a G-invariant domain. Then
(i) θ(Ω1) is a domain, and
(ii) θ : Ω1 → Ω2 is a proper map, where Ω2 := θ(Ω).
A proof can be found in [24, Proposition 1, p. 556]. We recall the linear map
defined in ( 2.1) for this particular case. The map changes to Γθ : A
2
(
Ω2
) → A2(Ω1)
by Γθφ =
1√
m
Jθ(φ ◦ θ), where Jθ is the complex jacobian of the map θ and m is the
multiplicity of θ. In this case, the multiplicity m is the order of the group G. Our goal
is to identify the range Γθ
(
A
2
(
Ω2
))
with the subspace Pµ
(
A
2(Ω1)
)
. This allows us to
view the reproducing kernel of Γθ
(
A
2
(
Ω2
))
in a more convenient way.
Remark 4.7. Note that we already have an orthogonal projection P for the subspace
Γθ
(
A
2
(
Ω2
))
. Initially, the expression of P in the Equation ( 2.3) seems different to that
of Pµ in the Equation ( 4.1). It is known that the group of Deck transformations of the
polynomial map θ is G. Suppose θk’s are local inverses of θ, for k = 1, . . . ,m. One can
check that each θk can be holomorphically extended to Ω2. We denote the functions
θk ◦ θ by θ˜k. Note that θ ◦ θ˜k = θ, for all k = 1, . . . ,m. Therefore, each θ˜k is in G.
Moreover, J
θ˜k
= χµ(θ˜
−1
k ) for all k, which implies that P and Pµ are essentially same in
this instance. We find this discussion rather ambiguous. So we approach to prove it in
a more comprehensible way.
Theorem 4.8. Let G be a finite pseudoreflecion group and Ω1 be a G-invariant domain
in Cd. Suppose {θi}di=1 is a homogeneous system of parameters associated to the group G
and the corresponding polynomial map is given by θ. Then Γθ
(
A
2
(
Ω2
))
= Pµ
(
A
2(Ω1)
)
.
Proof. Let h ∈ Pµ(A2(Ω1)). Then h = fµ ĥ ◦ θ for ĥ ∈ O(Ω1). Clearly,
‖h‖2Ω1 =
∫
Ω1
|h|2dA =
∫
Ω1
|fµ|2|ĥ ◦ θ|2dA = m
∫
Ω2
|ĥ|2dA.
Since ‖h‖2Ω1 < ∞, evidently ĥ ∈ A2(Ω2). The image of
√
m ĥ under Γθ is h. So h ∈
Γθ
(
A
2(Ω2)
)
.
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On the other hand, ρ(Γθh)(z) =
1√
m
Jθ(ρ
−1·z) (f◦θ)(ρ−1 ·z) = χ(ρ)Jθ(z) (f◦θ)(z) =
χ(ρ)(Γθh)(z). That is Γθh ∈ Pµ(A2(Ω1)) for all h ∈ A2(Ω2).
The reproducing kernel of A2(Ωi) is denoted by Ki, for i = 1, 2. In the following dis-
cussion, we determine an expression of K2 in terms of K1. The Proposition 4.1 describes
a formula for K2. It states that the reproducing kernel of Kµ of Γθ
(
A
2(Ω2)
)
is given by
Kµ(z,w) =
1
m
Jθ(z)K2
(
θ(z),θ(w)
)
Jθ(w) for z,w ∈ Ω1. (4.2)
Since Pµ is the orthogonal projection corresponding to the subspace Γθ
(
A
2(Ω2)
)
, the
reproducing kernel Kµ(z,w) = 〈Pµ(K1)w, (K1)z〉. Then
Kµ(z,w) =
(
Pµ(K1)w
)
(z) =
1
|G|
∑
σ∈G
χµ(σ
−1)(K1)w ◦ σ−1(z)
=
1
|G|
∑
σ∈G
χµ(σ
−1)(K1)w(σ−1 · z)
=
1
|G|
∑
σ∈G
χµ(σ
−1)K1(σ−1 · z,w). (4.3)
Combining the expression of ( 4.2) and ( 4.3), we state the next proposition.
Proposition 4.9. The reproducing kernel of A2(Ωi) is denoted by Ki, for i = 1, 2. Then
for z,w ∈ Ω1,
K2(θ(z),θ(w)) = J
−1
θ (z)
(∑
σ∈G
χµ(σ
−1)K1(σ−1 · z,w)
)
J−1θ (w). (4.4)
Now, we settle the ambiguity of the expression ( 4.4) for z,w in N , where N ⊆ Ω1 is
the zero set of the function Jθ. Note that Kµ(z,w) =
(
Pµ(K1)w
)
(z) = Jθ(z)
(
(K1)
µ
w ◦
θ(z)
)
for some (K1)
µ
w ∈ O(Ω2) for a fixed but arbitrary w ∈ Ω1. Similarly, Kµ(z,w) =(
Pµ(K1)z
)
(w) = Jθ(w)
(
(K1)
µ
z ◦ θ(w)
)
for some (K1)
µ
z ∈ O(Ω2), when z is fixed but
arbitrary. The variables z and w are independent of each other in Kµ(z,w), so it
is divisible by Jθ(z)Jθ(w) for every z,w ∈ Ω1. Therefore J−1θ (z)Kµ(z,w)J−1θ (w) is
well-defined, even if z or w belongs to N.
Example 4.10. Suppose G = Sn. The elementary symmetric polynomials of degree k in
n variables sk form a homogeneous system of parameters corresponding to the group Sn,
where k = 1, . . . , n. Hence, we take the symmetrization map s := (s1, . . . , sn) : D
n → Gn
in the place of θ in Proposition 4.9. The Bergman kernel K1 is Sn-invariant, that is,
K1(σ · z, σ ·w) = K1(z,w) for σ ∈ Sn and z,w ∈ Dn. This implies
K2(s(z), s(w)) = J
−1
s (z)
( ∑
σ∈Sn
χµ(σ
−1)K1(σ−1z,w)
)
J−1s (w)
= J−1s (z)
( ∑
σ∈Sn
sgn(σ−1)K1(z, σ ·w)
)
J−1s (w)
= J−1s (z)
( ∑
σ∈Sn
sgn(σ−1)
n∏
i=1
(1− ziw¯σ−1(i))−2
)
J−1s (w)
= J−1s (z)
(
det
((
(1− ziw¯j)−2
))n
i,j=1
)
J−1s (w).
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This expression of Bergman kernel of symmetrized polydisc in terms of Bergman kernel
of polydisc has been derived in [9, Proposition 9., p. 369].
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