INTRODUCTION
Lane detection is a fundamental ingredient for Driver Assistance systems which provide aid or assistance to the driver while driving such as Lane Departure Warning, Driver-Attention Monitoring, Automated Vehicle-Control Systems, and etc. [1] .
Lane detection systems are based on various sensors including camera sensors, internal vehiclestate sensors, line sensors, LASER radio detection and ranging (RADAR) sensors, global positioning system (GPS) sensors, and so on. Since the camera sensor-based one can operate under various environments whereas the other lane detection systems work well under some special environments, research interests about the lane detection have been concentrated more on vision(camera sensor)-based systems during the past two decades [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] .
The task of vision-based lane detection is relatively easy when the texture of the road is uniform and when the lanes present very clear markings.
However, since road lanes usually have environmental variations in addition to shape variations (straight or curved), the task becomes non trivial. [12] . The proposed method firstly localizes a horizon. The localized horizon is used in two ways; first for restricting ROI and second for hyperbolic lane model.
One does not have to search line segments above the horizon since the line segment coming from the lanes cannot be above the horizon. Next, the proposed method applies LSD(Line Segment Detector) [20] for extracting line segments, which is more robust to noises and faster than the conventional line extraction technique of Canny edge detector [21] followed by Hough transform [22] . LSD also The rest of the paper is organized as follows.
Section 2 describes related works, and Section 3 explains the proposed lane detection method in detail. Experimental results are explained in Section 4, and finally conclusion is given in Section 5. In order to support more flexibility in modeling the arbitrary shape of road, [18] and [19] introduced the B-snake and B-spline model, respectively. The B-snake and B-spline model needs a precise calculation of control points which requires precise estimation of vanishing points. To estimate vanishing points, [18] and [19] apply the CHEVP algorithm which utilizes Canny edge detector and Hough transform. The Canny edge detector is sensitive to noises and Hough transform may be affected by shadow or weather change.
RELATED WORKS
For more reliable line segments, [9] proposed a clustering technique of line segments. The proposed method in this paper also adopts the similar line segment clustering technique, but does differently from [9] in that it determines the most probable left and right line segment clusters, and it fits the different lane model of hyperbola as opposed to the linear regression lane model of [9] .
As adopted in the proposed method, many of the previous research works adopting hyperbolic lane model have been reported [13] [14] [15] . [13] first detects edges by applying canny edge detector, which is sensitive to noises so that it can detect false lane edges. How to classify the edge points as lane points or not and how to choose a pair of left lane points and right lane points are not clearly stated in [13] and The lane detection method in [13] may be erroneous due to wrong edges detected by Canny detector. Also, [13] uses linear least square error method, which is less robust and more slowly convergent compared with Levenberg-Marguardt algorithm adopted in this paper. In [14] , the image is divided into horizontal strips. Then, [14] 
THE PROPOSED LANE DETECTION
The Model-based lane detection method proposed in this paper consists of 4 steps; i) horizon localization, ii) line Segment detection, iii) line segment clustering, and iv) lane model fitting.
In the below, each step is explained in detail.
Horizon Localization
Localization of the horizon line in the road scenes is important at least for two reasons in this it is noticed that localization of many vanishing points and fitting VPs to a line is computationally heavy. As opposed to [13] and [14] , [15] includes the y-coordinate of horizon line as one of fitting parameters of the hyperbolic lane model, and [16] treats it as known since the y-coordinate of horizon line can be calculated from the fixed camera parameters based on the assumption of a flat road.
In this paper, we develop a simple but efficient horizon localization based on the notion of the horizon line proposed in [4] . The horizon line divides the scene into the sky region and the road region.
The sky region pixels usually show higher intensity than road pixels, and it might have a big difference of intensity as one approaches from sky to the ground. Nevertheless, the horizon line does not often happen at the global minimum or the first local minimum from the above in the curve. Hence, a regional minimum search had better be utilized to ensure the correct localization for the horizon line dividing the sky and road region accurately.
As suggested as in [4] , to enhance the effect of lower intensity around horizon line in the scene image, a minimum value filter with a 3×3 mask is first applied to the scene image so that the value of a pixel in the image becomes the value of the darkest pixel in the neighbor of 3×3 mask. In the example of Fig. 1 below, the center value 66 in the window is changed into 0, which is the darkest in the window, if one applies the minimum filter of 3×3 mask around the center pixel in the window in Fig. 1 .
Next, a vertical mean distribution is obtained by computing the average of gray values of each row in the filtered image, as shown in Fig. 2(b) . Instead of searching the first minimum value along the vertical mean distribution curve, the curve is divided into n segments to obtain regional minimum (in this paper, n is chosen to be 10). A regional minimum S is represented as (m, p), where m is the average of gray values of the row where the regional minimum occurs, and p is the number of the row.
where h is the image height, and i increases from the top of the image. Naturally, the sky region (the region above the horizon) is always located on the top of the road image. Therefore, the first region's regional minimum m 1 is taken as reference minimum and the global mean value m g of the entire image is calculated to determine the overall change in intensity. Now, the y-coordinate of the horizon line, V H is determined as p i where i is the first integer number such that m i satisfying the following relationship;.
If there is no such V H satisfying the relation (2), then we take p 1 as the y-coordinate of the horizon.
Line Segment Detection
In this paper, we extract line segments as lane features, which are later utilized to fit the hyperbolic lane model.
Line segment detection is an old and recurrent problem in computer vision. Standard methods first apply Canny edge detector [21] followed by a Hough transform [22] extracting all lines that con- -The end points of the line segments must lie under the horizontal line. Fig. 4 shows a line segment map obtained after the above criteria is applied to Fig. 3(b) .
Vanishing point estimation:
In the previous process, the line segments that Fig. 8 shows an example of correct lane detection for Fig.   4 irrespective of the not precise estimation of vanishing point for Fig. 5. 
Weighting of a Line Segment
We need to assign a weight for a line segment for choosing the most probable line segment cluster in the later process. The weighting factors for line segments are decided from the following observations:
• The longer a line segment, the higher is the probability that this line segment corresponds to a lane mark. .
• The greater the distance between the dominant vanishing point and the more distant endpoint of a line segment l i , the higher is the probability that this line segment corresponds to a lane mark. left and right cluster.
Hyperbolic lane model
The hyperbolic lane model adopted in this paper is expressed by the following formula: 
Hyperbolic lane model fitting problem
Given a set of m empirical datum pairs of independent and dependent variables, (u i , v i ), optimize the parameters β of the model curve become minimal.
In our case, m in the above is the total number of the end points of the line segments in the most probable line segment cluster.
Levenberg-Marquardt algorithm is a wellknown robust method to solve the nonlinear least square error optimization problem [25] . In this paper, we fit the hyperbolic lane model of (6) by using the ' lmfit -a C library for Levenberg-Marquardt least-squares minimization library' [26] . model fitting by LM algorithm. In Fig. 8(b) , left lane is painted in green color and right lane is pained in red color both with some thickness.
EXPERIMENTAL ANALYSIS

Experimental Environments
For experiments in this paper, we evaluate the CMU/VASC lane dataset in [27] in order to compare the proposed method with other methods in the literature, which has been tested in [5] , [6] and [19] on the same dataset. [18] [5, 6, 19] and that of our proposed method shows that our proposed method performs better than those methods of [5, 6, 19] with respect to lane detection rate. proposed method to a foggy lane.
Experimental Results
CONCLUSION
In this paper, we proposed an efficient and ro- 
