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Abstract-We extend previous work on continuous-time shortest path problems to provide a pram- 
tically useful t erminating algorithm in the case where cost functions are piecewise-linear end starting 
and stopping times are constant. 
1. INTRODUCTION 
The problem of finding a least-cost path in a network where costs are functions of time was 
addressed in a previous paper by the authors [l]. The algorithm given there (we call it the 
Continuous-Time Shorlesl Path or CSP algorithm) was very general and as well as allowing time- 
dependent costs on arcs, it allowed for time-dependent penalties for stopping and starting again, 
together with time-dependent transit times and stopping and starting times. Such problems are 
important in vehicle routing [2] and may also be of interest in other areas such as communications 
packet-switching. 
One practical limitation of the CSP algorithm is that although it will always terminate in a 
finite number of iterations, it is not guaranteed to take a finite length of time in all cases because 
some of the operations cannot be time-bounded a priori in the general case. We show here that 
a specialization of the problem allows a finite-time algorithm, provided certain operations, such 
as finding the lower envelope of a pair of functions, can be performed in finite time. We give an 
example in the case of piecewise-linear functions, for which such operations are easy. 
The class of shortest path problems we wish to consider is as follows. Given a graph with n 
vertices, if one leaves vertex j for vertex k at time t, let the transit time between these vertices 
be denoted by djk, and let the cost of traversing the corresponding edge be Cjk(t). Suppose 
that a vehicle arriving at j at time t and choosing to stop will take time aj to stop, incurring 
a cost uj(t). It may then park for some time interval, at a cost per unit time of sj(t). When 
it leaves from a park at time i, it takes bj time units to depart, incurring a cost uj(t^). The 
vehicle may of course elect not to stop and may therefore pass through j at t at no cost. We 
assume that stopping and starting times are non-negative, transit times are strictly positive, and 
all transit, parking, stopping, and starting costs are non-negative. The specialization over the 
problem described in [l] is that sj , bj, and djk are now assumed to be constant in time. 
We define a vertez-time pair (VTP) to be a member of { 1,2,. . . , n} x [0, oo). Given an origin 
vertex 1 and a destination vertex n, a continuous-time path from (1,O) to (n, T) is a finite sequence 
of VTPs 
(I,O) = (io,to),(il,ll),...,(i,,t,) = (%T), 
in which either ij # ij+i, in which case traffic leaves vertex ij for vertex ij+l at time tj 
and arrives at ij+l at time tj+l = tj + dij,ij+,, or ij is a member of a sub-sequence Sj of 
at most four consecutive VTPs of the path all of which have ij as the same first element. 
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If j # 0,p then Sj contains exactly four VTPs with second components, say 71, ~2, 73, 74, defined 
to be the following times: 
71: time when stopping begins, 
72: time when parking begins (= 71 + oj), 
73: time when restarting begins, 
74: time when we depart the vertex (= 7s + bj). 
For So, we set ri = 72 = 0, and ui(0) = 0, and for S,, we set 7s = 74 = T, and un(T) = 0. We 
let S = {Sj}. 
The cost of a continuous-time path is defined by 
C(P) = c 
ij#ij+l 
Cijij+l(tj) + C{Uij(rl) + Jr3 &j(t) dt + Vij(T3)). 
s n 
The continuous-time shortest path problem (CSP(T)) seeks a continuous-time path which mini- 
mizes C(P) over all paths from (1,O) to (n, T). W e d enote by CSP(oo) the problem of determining 
a continuous-time path which minimizes C(P) over {I’(T) : P(T) solves CSP(T), T 2 0). 
2. THE CSP ALGORITHM FOR CONSTANT TRAVERSAL TIMES 
The CSP algorithm of [l] can be shown (by a straightforward generalization of Theorem 2 
in [3]) to converge to a solution of CSP(T) in a finite number of iterations, but in order for the 
algorithm to converge in a finite time, we require that the operations in each iteration can be 
carried out in a finite time. These operations require for each t a minimization over sets which 
may vary with t, and although the minima can be shown to exist, it is not clear in general whether 
one can compute them. This difficulty can be overcome to some extent when transit times and 
stopping and starting times are constant with time. In this case, the CSP algorithm takes the 
following simple form. 
CCSP ALGORITHM 
J 
t-b1 
Initialize: Set nl(t) = Sl(T) Cl7 + Wl(t - bl), Tj(t) = 00, i # 1. 
0 
Iterate: Apply the following sequence of steps to every vertex j until for every j, Tj(t) 
does not change from one iteration to the next. 
l* Set &j(t) = yl{“k(t - djk) + Ctj(t - djk)}, 
2’ Set Pj(t) = t 
J 
t-bj 
aj(tu) + Uj(tu) + sj(T)dT+ Wj(t -bj) , 
tw+aj I 
3. Replace rj(t) by min{zj(t), &j(t), pj(t)}. 
Terminate: Set p(t) = t r&a { wl(tu) + %a(tu) + J’,. s”(r) dT 
“_ - IB ” I 
}. 
The initialization step assigns dual variables to the vertices, infinite except at the origin vertex 
which receives a zero value at the initial time and parking plus starting cost at later times. In the 
iteration part, Step 1 calculates the least cost of having just arrived at vertex j without stopping, 
and Step 2 finds the best time to stop and park at vertex j and delivers the corresponding cost; 
Step 3 compares these two costs with the current minimum cost of being in motion at j, and 
returns the best alternative. 
The termination cost p(t) g ives the minimum cost of being parked at vertex n at time t, and 
so /A(T) is the optimal value of CSP(T). It is tempting to assume that vertex n is visited only 
once (at the completion of a least-cost path) so b, = 0 and v”(t) = 0, implying that, upon 
termination, the formula for /3,(t) will yield p(t) d irectly. In general, however, this approach is 
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incorrect, for we do not exclude the possibility of a least-cost path from (1,0) to (n,T) leaving 
vertex n at some t < T. On the other hand, if we seek the solution to CSP(T) in order to solve 
CSP(oo), then it is possible to use the formula for P,,(t) to give p(t), since the cost of the subpath 
from (1,O) to (n, t) can be no more than that of the complete path. 
In order to analyze the complexity of the CCSP Algorithm, it is useful to replace Step 2 by 
Pj(t) = 
1 <~~_b.{"j(~u)+uj(~u)-Sj(t"+aj))+Sj(t-~j)+~j(~-~j), 
=_ J 
where Sj(t) = s,’ sj(T) dr. The operation of minimizing a function such as aj(tU) + uj(tU) - 
Sj(tU + aj) over [0,1 - aj - bj] can be carried out in an amount of time commensurate with the 
operation of finding the pointwise minimum of two functions. We call this the time required to 
do a function comparison and assume that it is bounded above during the course of the algorithm 
by Tl . Similarly, we define T2 to be a bound on the time required to add or subtract two functions. 
In Step 1 of each iteration, we have to do at most mn function additions and mn function 
comparisons where m is the maximum degree of vertices in the graph. In Step 2, we have to do 
at most 4n function additions and subtractions and n function comparisons. In Step 3, we do 
at most 2n function comparisons. Thus, each iteration takes at most n[(m + 3)Tl + (m + 4)T2] 
units of time. Since edge transit times are strictly positive, there is some b > 0 such that for 
every j and L-, djk > 6, t E [O,T]. It follows that the algorithm terminates after at most [$I + 1 
iterations. Thus, the amount of time required to obtain the solution to CSP(T) is at most 
n( [$l + l)[(m + 3)Tl + (m + 4)T2] units. 
3. RANK-ORDERED GRAPHS 
When 6 is small, the bound for the CCSP algorithm is very large. In many applications the 
vertices of the graph can be rank ordered which allows an improvement of the complexity bound 
by using Ford’s algorithm for shortest paths, which makes only one pass through the vertices of 
the graph (see, e.g., [4, p. 531). However, this is only possible if we add the following condition: 
ASSUMPTION. For each vertex j, and every t, vj(t) + uj(t + bj) > htfb’+” sj(T)dr. 
This condition states that parking is always less expensive than starting and stopping over 
the same period. If this is not the case, then the optimal solution may consist of a large (finite) 
number of contiguous starting and stopping operations, the computation of which will require 
a number of passes of the CCSP algorithm through the vertices. We observe in passing that 
with a rank order on the vertices, the cardinality of every path from 1 to n is at most n which 
allows us to ensure convergence for classes of problems which may violate the assumptions made 
in Section 1 about the non-negativity of times and costs. 
Ford’s technique in the continuous-time context first renumbers the vertices of the graph so 
that they are in rank order, and then performs the following steps. 
CCSP ALGORITHM FOR RANK-ORDERED GRAPHS 
Initialize: As in the CCSP algorithm. 
Iterate: For j = 2 to n, do Steps 1, 2 and 3 of the CCSP algorithm, replacing the 
minimization over k # j by minimization over k < j in Step 1. 
Z’erminale: As in the CCSP algorithm. 
If we let p now denote the maximum number of immediate predecessors of any vertex in the 
rank order, then each iteration requires at most (p+2) function comparisons, and (p+4) function 
additions, and so the total time required is (n- l)[(p+2)Tl +(p+4)Tz]. Observe that, in general, 
Tl and T2 depend on n, and ss the algorithm proceeds, the breakpoints of the functions Q, p, 
and ?r can increase in number, resulting in an increase in the amount of effort required for each 
functional operation. 
As an illustration of the difficulties that this might cause, consider applying the above algorithm 
to a formulation of CSP(T) in which all costs are lower semi-continuous piecewise linear functions 
of time with at most B breakpoints. Computing the pointwise minimum of two functions with 
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B1 and B2 breakpoints takes an amount of time proportional to the maximum B,u of B1 and B2, 
and produces a piecewise linear function with at most ~B,u breakpoints. Thus, in the worst case, 
in the final iteration we must work with functions with 2(n-2)(p+2)B breakpoints. 
4. EXAMPLE 
We have developed an implementation of the CCSP algorithm for rank-ordered graphs, which 
will solve CSP(T) in the case where edge costs and stopping and starting costs are piecewise 
linear functions, and parking costs are piecewise constant functions. This was applied to the 
following simple example of CSP(T) for T = 10 posed in a linear graph with three vertices and 
two edges, and costs and delays defined as below. (Parameters not given are zero.) 
br = 0.8, VI = 7 + t, d12 = 0.4, 
~2 = 2.7, b2 = 0.4, ~2 = 1, d23 = 0.7, ~23 = 20 - 2t, 
a3=2, u3=2+t. 
The algorithm yielded the following functions. Values are infinite on intervals not given. 
al(t) = 0, 0.8 5 t 5 10, az(t) = 5.8+ t, 1.2 5 t 5 10, 
p2(t) = 8.0, 4.3 _< t 5 10, 172(t) 5.8 4.3, = + t, 1.2 s t < 
8.0, 4.3 i t 5 10, 
a3(t) = 
26.5-t, 1.9st<5, 28.5, 3.9 < t < 7, 
29.4 - 2t, 5 s t 5 10, IL3(tj = P3@) = 33.4 -t, 7 5 t 5 10. 
For any t the optimal path from (1,O) to (3, t) for 
l t < 7 goes directly from vertex 1 to vertex 2 to vertex 3 and then parks in 3 until t, 
l t 1 7 goes directly from vertex 1 to vertex 2, parks until t = 2.7, and goes to vertex 3 and 
parks in 3 until t. 
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