Abstract: PID controller remain as a practical and reliable solution for a wide range of industrial applications. Efforts to develop new tuning techniques fulfilling several requirements and specifications are worthwhile. A commonly used approach is by means of an optimization procedure to adjust its parameters. Stochastic optimizers has been well used for PID controller tuning, due to their flexibility as global optimizers. Nevertheless, such algorithms calculate their tuning proposals in a stochastic manner, bringing two additional problems for the optimization statement; on the one hand, they should satisfy that any set of PID parameters will stabilize the closed loop; on the other hand, they should assure that all stabilizing PID controllers are consider by the algorithm. In this work, we shown a simple sampling mechanism which assure stabilizing PID controllers for FOPDT processes which tackle the aforementioned problems.
INTRODUCTION
PI-PID controller remains as a reliable and practical control solution for several industrial processes (Åström and Hägglund (2001); Åström (2002) ). Owing to this, research for new tuning techniques is an ongoing research topic (Åström and Hägglund (2005) ). Current research points to guarantee reasonable stability margins as well as a good overall performance for a wide variety of process. One of the main advantages of PI-PID controllers is their ease of implementation as well as their tuning, giving a good trade-off between simplicity and cost to implement (Tan et al. (2004) ; Stewart and Samad (2011) ). New tuning techniques are being focused on the fulfilment of several objectives and requirements, sometimes in conflict among them (Ang et al. (2005) ; Li et al. (2006) ). Some tuning procedures are based on optimization statements (Ge et al. (2002) ; Toscano (2005) ; Goncalves et al. (2008) ; Aström et al. (1998) ; Panagopoulos et al. (2002) ) and some cases they are solved by means of stochastic optimizers. In general stochastic optimizers are characterized by the randomness used in the search process, helpful to avoid local minima. Evolutionary or nature inspired algorithms (for example) are very popular stochastic optimizers and they have been used extensively for PID-like controller tuning (Reynoso-Meza et al. (2013, Accepted) ). Such algorithms use matching and mutation operators to induce such randomness into the search process. Nevertheless, in the case of PID controller tuning, this process has to be carefully performed; besides the (and often uncommented) preliminary step of defining the boundaries in the search process, not all parameter combinations in a PID guarantees closed loop stability given a nominal process. In this work, we show a simple sampling procedure for stochastic optimizers focused in first order plus dead time (FOPDT) processes, to generate randomly PID parameters which guarantee closed loop stability. This procedure not only assure sampling stabilizing PID parameters but also guarantees that all stabilizing controllers are minded. Such sampling could be used by any stochastic optimizer saving computational resources to achieve an optimal solution (given a cost function) improving its convergence. The remain of this work is as follows: in section 2 we present the sample procedure, whilst in section 3 we validate its usefulness with two different test cases. Finally, some concluding remarks are given.
DEVELOPMENT
Firstly, we will briefly explains how is characterized the subset of stabilizing PID controllers C and afterwards, we will explain how to sample controller from such subset.
Computation of C
We will consider in this work FOPDT transfer function P (s) and the PID controller C(s). Both are described by the equations:
(1)
where k > 0 is the process proportional gain, T the time constant and L the lag of the system; k p , k i , k d the proportional, integral and derivative gains of the controller. According to Silva et al. (2002) , the set C ⊂ ℜ of stabilizing controllers given the P (s) process is given by subsets T, ∆ and Q (Figure 1 ). The range of k p values for which P (s) is stable is given by:
where k u is usually known as the ultimate gain
and α 1 is the solution of the equation
The complete stabilization region is given by: Figure 1 , where
Where relevant variables m j , b j , w j , j = [1, 2] are calculated as follows:
with z 1 , z 2 being the roots of
Therefore, set C is composed by subsets T (for
Sampling on C
We state that, given a subset S ∈ ℜ 3 and a process P (s), two important features for PID C(s) parameter sampling from S should be fulfilled: (1) Any sampled controller C(s) from S must stabilize the closed loop. (2) Any stabilizing controller C(s) of the process P (s) must be contained in S. A common approach for feature 1 is to define bounds on the parameter which avoid all non-stable but also some stable PID parameters; therefore, feature 2 is not fulfilled. A second alternative, is to bound the search space with all stable PID parameters, but including nonstable parameters, which are verified whilst the algorithm is running. This obviously doesn't fulfill feature 1, and could misspent computational (CPU time) resources. It is necessary sampling controllers from C in order to fulfill both features. We assume that controllers matching k p > 0, ki > 0, k d > 0 are the only accepted by the designer to stabilize P (s). According to this, we define an injective function ℜ 3 → ℜ 3 to map from the unitary cube to C:
Where:
Therefore, the algorithm to generate stabilizing controllers is:
Simple analytic solutions using Newton-Raphson optimization method could be employed. Line 1 and 2 could be calculated off-line if a fixed FOPDT is under consideration. If not required, line 10 could be omitted. In figure 2 a simple random sampling using Algorithm I is shown. Next, we will use this approach for several stochastic optimizers to evaluate its performance. 
EVALUATION
We will use two different stochastic optimizers to evaluate the performance of the sampling. In this work, we will focus on single objective optimization, due to limitation of space. The optimizers under consideration are: DE: Differential Evolution algorithm (Das and Suganthan (2010); Storn (2008) ; Storn and Price (1997) ). It belongs to the family of evolutionary strategies, and it is a very popular and compact algorithm. It is used a version available from Matlab central.
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SA: Simulated annealing algorithm (Suman and Kumar (2005) ). A heuristic optimizer emulating annealing process in materials for search in the decision space. It is used the version available in the Matlab optimization toolbox. CMAES: Covariance Matrix Adaptation Evolution Strategy (Hansen (2006) ). An algorithm from the family of estimation of distribution algorithms. It is used the version available from the authors for Matlab.
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In all cases, each algorithm has been downloaded from its respective source and used with its standard parameters. That is, no further effort on adjusting algorithm's parameters has been done. The process under consideration is the benchmark for PID control 2012 described by Morilla (2012) . It is a benchmark which proposes a boiler control problem (Morilla (2010); Fernández et al. (2011) ) based on the work of Pellegrinetti and Bentsman (1996) . The original problem stated a 3x3 MIMO system with a measured load disturbance:
1 http://www.mathworks.com/matlabcentral/fileexchange/38962 2 https://www.lri.fr/~hansen/cmaesintro.html 
Performance test 1
The aim of the first test design is to validate the hypothesis that the stochastic sampling will improve each algorithm performance to calculate optimal PID parameters 4 . For this purpose, a total of 2000 function evaluations have been used for each algorithm and 51 independent runs are carried out. Each one will be executed twice, in order to test the sampling proposal: (1) An execution using standard bounds on k p , T i , T d . (2) An execution using the stochastic sampling previously explained. Therefore, the following optimization problem is defined for the former instance:
whilst for the latter:
In the former case, a basic penalty function is used to identify feasible from non-feasible solutions. The results are shown in Tables 1, 2 3.99, 29.41, 0] . That is, a controller without derivative gain. The performance of such controller and its comparison with the reference case (using files and guidelines from the benchmark) are depicted in Figure 4 . 
Performance test 2
The aim of the second test design is to validate • The efficacy of the proposal, due to a more efficient number of function evaluations required.
• The usefulness on this sampling for multidisciplinary optimization design. It will be tuned a PI for the aforementioned process. Nevertheless, it will be assumed a design phase for the boiler, where it is decided to carry a multidisciplinary design approach of plant design and control. As detailed in Roy et al. (2008) and Chai et al. (2013) , multidisciplinary optimization approaches could bring new and interesting solutions for designer, since it shows a better performance than sequential design procedures. This approach has been used before with success involving PI and PID controllers (Avigad et al. (2003) ; Behbahani and de Silva (2008); Jiachuan et al. (2005) ; Lamanna et al. (2009) ).
Lets assume a hypothetic case where from the nominal model identified, the plant could be (re)designed as:
with free parameter l ∈ [0.7, 1.3]. In a physical sense, with a fixed step reference change it means that:
• it is possible to (re)design a plant with quicker response (i.e. with a lower time constant) but at expense of more energy required to get reference (i.e. a lower gain).
• it is possible to (re)design a plant with a lower response (i.e. with a high time constant) that requires less energy to get reference (i.e. a bigger gain). Only CMA-ES algorithm will be used. The termination condition will be defined by the algorithm itself. Therefore, the following optimization problems are defined:
s.t.
Re[λ] < 0 (32) and
l ∈ [0.7, 1.3] (36) Again, in the former case, a basic penalty function is used to identify stabilizing from non-stabilizing solutions. In Tables 4 and 5 the results are shown. Whilst there are not statistical differences (according Wilcoxon test) in the value achieved in the benchmark index I benchmark , there are differences in the function evaluations used. Therefore, the sampling proposal has been useful to reduce the quantity of function evaluations required to get an optimal value. 
CONCLUSIONS AND FUTURE WORK
In this work, we have presented a simple coding to sample internal stable PID controllers given a FOPDT process. This coding could be potentially used by stochastic optimizers, to improve their efficiency in the global search procedure. In summary, the main advantages of this proposal are:
• Less function evaluations are used, since the algorithm is always sampling candidate solutions in a space where all controllers stabilize the closed loop.
• All the stabilizing controllers are contained in the set; therefore, a priori, the algorithm is minding all the possible tuning configurations.
• No guesses or hints are made about the decision search space for the evolutionary algorithm; the search space is straightforward bounded.
• It is an approach suitable for multidisciplinary optimization, where system itself could be subject to (re)design. Whilst simple examples have been shown in this paper (due to limitation of space), the approach is suitable to face more demanding optimizations statements by including constraints. Limitations and future work are:
• The code is presented just for FOPDT processes; future work should focus on extend the sampling to process of higher complexity.
• Only PI and PID controllers can be tuning with this procedure; it should be extended to PID controllers with derivative filter and setpoint weighting.
• It is limited to SISO process; it will be interesting to use the same approach in MIMO statements.
