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Abstract
Protein-protein interactions are essential steps in nearly all biological processes.  The BAR domain 
proteins are a large family that interact with one another in solution and on the membrane to help drive 
membrane remodeling. Here the binding thermodynamics of homodimerization between the Lsp1 BAR 
domain proteins in solution, is studied using MD simulations. By combining coarse-grained protein 
models with enhanced sampling through metadynamics, we are able to construct a free-energy surface 
describing the bound vs unbound states along multiple collective variables. From these surfaces, the KD 
values are computed as well as the relative entropic and enthalpic contributions. In addition, the results 
are verified to be robust under variations to the parameter selections in the metadynamics approach. 
The stuctural intermediates encountered during the binding process are also characterized. With these 
results,  a rich and quantitative perspective on the binding thermodynamics of moderately strong 
protein-protein interactions is provided, that is representative of a wide range of protein contacts that 
are critical for cell biology. 
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The phospholipid bilayer present in cells, while acting as a barrier to the external environment, is 
extremely dynamic in nature. The flexible and dynamic nature of the bilayer allows the cell to 
actively interact with its environment. Specifically, membrane remodeling underlies essential 
cellular pathways of endocytosis, motility, signaling and division. Beneath this complex process 
is a network of protein-protein interactions that carry out specific tasks with high spatial and 
temporal accuracy. An important type of these proteins are the BAR domain family of proteins 
that induce curvature upon binding to membrane.
The Bin-Amphiphysin-Rvs (BAR) domain protein were first recognized for possessing 
evolutionary conserved regions and were implicated to have a functional role in cell division, 
actin dynamics and membrane trafficking 1,2. With the identification of crystal structures of 
Arfaptin and amphiphysin, BAR proteins came to be known for their characteristic crescent 
shaped dimer form 3,4. The BAR domain superfamily of proteins consists of the classical BAR, 
N-BAR(N-terminal amphiphatic helix), F-BAR (Fer/CIP4 homology-BAR) and I-BAR (IRSp53 
MIM homology-BAR) and are known to be involved in membrane remodeling through different 
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mechanisms 5. Experimental studies using crystallography and electron microscopy have 
revealed insightful structural details that have improved our understanding about this process. 
The BAR dimer is stabilized by hydrophobic interactions between the inner surface of the 
monomers. A common feature among the BAR proteins, is the concentration of positively 
charged residues at the concave surface which predominantly forms the membrane binding 
interface 1,5. As the BAR proteins oligomerize on the membrane surface, the curvature is 
primarily driven by electrostatic interactions and the intrinsic shape of the BAR dimer. Another 
possible mechanism is observed for BAR proteins exhibiting an additional amphiphatic helix. 
This involves insertion of the helix, which acts as a wedge, and rearranges lipids due to 
hydrophobic interactions and causes the membrane to bend 2,5.
1.2 Molecular Dynamics
Molecular dynamics is a simulation method to generate configurations of a system by integrating 
Newton’s laws of motion. This results in the evolution of atomic positions and velocities through 
time, providing information on their collective behavior. MD simulations were first used to study 
fluid systems offering valuable insight into their structural and dynamical properties 6,7. For 
protein molecules, it was first used to investigate the dynamic motions which are not captured by 
experimental techniques 8. Since then MD simulations have formed a bridge between theoretical 
and experimental investigation and have been used to estimate thermodynamic and transport 
properties of complex systems that cannot be calculated analytically. 
The simulation of molecules, in time, can be achieved by solving the equations of motions based 
on first-principles physics. This would concern evaluating the motions of electrons and nuclei 
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which are described by the Schrodinger wave equation 9. However, for biological molecules, this 
equation is infeasible to solve computationally. An alternative approach is molecular mechanics, 
which follows classical mechanics to evaluate the forces acting on atoms. The forces are 
modeled based on an underlying force-field that describes potential energy function of atomic 
nuclei while regarding electronic motion implicitly (Born-Oppenheimer approximation) 10.   
The force-field represents a model of inter and intra molecular forces by simple energy functions 
of the internal coordinates of the system. The force-fields are empirical and designed based on 
parameter fitting to quantum mechanical calculations and experimental data to reproduce 
structural and thermodynamic properties of molecular systems. An example of a functional form 
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Here the potential energy is described as a sum of individual energy terms arising from different 
types of interactions. The first term represents the energy between bonded atom pairs, modeled 
as a harmonic potential where deviations from equilibrium of reference bond length are 
penalized. The second term represents the energy due to angle bending, modeled as a harmonic 
potential function of the angle between two adjacent bonds. The third term models the energy 
due to rotation of bonds, called a torsion potential. The fourth term represents all the non-bonded 
interactions. The pairwise electrostatic interactions are modeled by a Coulomb potential and the 
van der Waals interactions are modeled by a Lennard-Jones potential. Majority of the force-fields 
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naturally contain these four components (albeit in different functional forms) with additional 
sophisticated terms to attain higher accuracy. However, the price usually associated with 
obtaining higher accuracy is computational efficiency. The choice of a force-field depends on the 
system of interest, goal of the study and the parametrisation process.
After the selection of a suitable energy model, the simulation of the system proceeds in four 
different stages: i) Solvation ii) Minimization iii) Equilibration iv) Production phase. 
MD simulations offer a distinctive advantage of sampling configurational space and observing 
the dynamics of a system at increased spatial and temporal resolution. As a result simulations 
have been applied to reduce ambiguity in force microscopy measurements 11, resolve structural 
data in electron microscopy maps 12 and often predicting unique insights. In addition, MD 
simulations have been increasingly used towards evaluating the thermodynamic properties of 
systems. 
Evaluating thermodynamics from MD simulations
The observed properties of a system that define a macroscopic state arise from the microscopic 
dynamics or fluctuations of all the particles in the system. To obtain an estimate of macroscopic 
properties would involve computing all the variables that define the microscopic state of each 
particle 13. For a classical system, this is equivalent to the phase space (rN, pN) where rN 
corresponds to the coordinates of N particles i.e. (r1,r2,…,rN) and pN corresponds to the conjugate 
momenta i.e. (p1,p2,...,pN). However, evaluating the dynamics of N particles for a macroscopic 
system (N ~ 1023) is infeasible. Instead we apply the principles of statistical mechanics that 
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relates macroscopic variables to probability distributions of microscopic states. An underlying 
assumption of statistical mechanics is that the measured value of a property corresponds to the 
average of that property over all microscopic states, i.e an ensemble average 13. These 
microscopic states belong to a particular macroscopic state constrained by a small number of 
variables which could be for example the total number of particles, N, volume, V and 
temperature, T.
If we consider a classical system that is initially at a particular microscopic state and is then 
observed to evolve through time and visit different phase space points for sufficiently long time, 
then the time average of a property can be said to be equivalent to the ensemble average. This is 
called the principle of ergodicity 13. MD simulations which propagate a system in time, therefore, 
are a powerful tool in calculating equilibrium thermodynamics quantities by sampling the 
configurational space. Certain thermodynamic properties are simple enough to calculate from 
simulations like internal energy (U), temperature (T) and heat capacity. Other properties like free 
energy and entropy which are usually of interest are difficult to obtain from simulations. An 
important quantity to introduce here is the partition function, Z, which is equal to the sum of the 
Boltzmann weighted Hamiltonian, of all possible microstates for a particular macroscopic state. 
If we consider the canonical ensemble, which is the assembly of all possible microscopic states 
with constant NVT, the equilibrium probability of observing a particular microscopic state (rN,pN) 
obeys - 
P(r N , pN ) ∝ exp(−βH (rN , pN ))
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Here H is the Hamiltonian of the system and β is the inverse temperature ( β = -1/kBT) and kB is 
the Boltzmann constant. The constant of proportionality is obtained by following the 
normalization requirement ∑P(rN,pN) =1. This leads to the expression 10
P(r N , pN) = exp





∫∫exp(−β H (r N , pN))dr N dpN
where Z(N,V,T) is the canonical partition function. The partition function conflates statistical 
mechanics with classical thermodynamics in a sense that macroscopic thermodynamic quantities 
can be calculated from the partition function. The Helmholtz free energy for example can be 
obtained by the following expression – A=−kB T ln Z
So to obtain an estimate of the free energy from MD simulations, the partition function needs to 
be resolved by sampling all possible microscopic states in the NVT ensemble. For 
macromolecules the timescales required to achieve this would demand an impractical amount of 
computational resources 14. In addition large molecules like proteins possess a rough energy 
landscape which usually leads the system to be kinetically trapped in local energy minima 
regions and restrict the sampling of other important microscopic states. To overcome this 
difficulty, several algorithms have been developed that can interface with the MD code and 
improve the sampling of important states in phase space. Some examples of these are umbrella 
sampling, weighted ensemble and metadyamics.         
A certain limitation in performing these simulations is accessing longer time-scales at which 
most of the most biomolecular events such as protein folding, protein-protein binding take place. 
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In addition, simulation of large systems involving millions of atoms interacting at meso-length 
scales are computationally expensive 9,14,15. 
1.3 Metadynamics 
Metadynamics is an enhanced sampling technique, that probes the system under a reduced set of 
degrees of freedom called collective variables (CVs) 16. This involves adding an history 
dependent potential term (called a bias potential), as a function of the CVs, to the Hamiltonian of 
the system. The CVs, are a function of the atomic coordinates and can sufficiently describe all 
the states of the system. The bias potential (V(s)) at time (t) is of the form 17- 
V (s ,t )= ∑
t '=τG , 2 τG ...
t
w exp[∑i=1




During the simulation, the bias potential are deposited in the form of Gaussians centered on the 
explored points. Here  τG is the time interval for adding the bias potential, w  is the height of the 
Gaussian hill and σ  is the width for each CV.  The system now evolves according to the 
probability distribution P ' (s )as given below - 
             P ' (s )∝exp(−
F (s )+V ( s )
k BT )                         P (s )∝exp(−
F (s )
k BT )
Here P(s) is the unbiased distribution. The free energy F(s) is defined as 18- 
F ( s )=−k BT ln∫ δ ( s− s ( R ) ) exp (− β U ( R ) ) dR
N
+ C '
Generally, in an unbiased simulation, the system gets trapped in lower energy regions, it remains 
there  for a long time, since the thermal fluctuations (of order ~kBT) are not enough to overcome 
an energetic barrier 19. However, in metadynamics, when the system is stuck in a local minima, 
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the bias potential accumulates as a sum of Gaussian hills in the CV space effectively flattening 
the free energy surface in that region. This drives the system to visit states that are separated by 
high energy barriers, states it would not have visited in an unbiased simulation. After sufficient 
time(t), the unbiased estimate of free energy can be recovered from the biased potential by-





BAR proteins, as mentioned in Chapter 1, have been a focus of broad structural and functional 
characterization due to their central role in membrane remodeling. Despite the identification of 
common features across distinct sub-classes of BAR domain proteins, they each exhibit unique 
features  that impart function and cannot be ascertained without additional study. The 
dimerization of BAR proteins is a crucial step in mediating protein-lipid and protein-protein 
interactions during several cellular pathways like clathrin mediated endocytosis 2,20. The weak 
sequence homology across different BAR domains across indicates that each BAR dimer could 
be stabilized by different intermolecular reactions. For example certain amino acids at the BAR 
domain interface of the SNX33 (sorting nexin 33), have been identified to impart specificity for 
dimer interactions 21.   For endophilin A1, it was reported that a mutation of a single hydrophobic 
residue, located at the BAR domain interface, can impair dimerization 22. In addition to 
identification of unique interactions that stabilize the dimer, this process requires further 
investigation in terms of the underlying thermodynamics. Experimental studies focused on 
characterizing the kinetics and thermodynamics of this process, have reported dimerization 
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affinities, in solution, in the range of subnanomolar to micromolar leading to different 
mechanistic explanations 22–24. This demonstrates the complex nature of the different domains 
present in the proteins and the challenges to obtain a quantitative understanding of this process. 
Here the protein of interest is the yeast BAR domain protein Lsp1, known to be involves in 
eisosome formation 25. 
Molecular Dynamics simulations are a powerful alternative to study the dimerization of BAR 
domain protein and obtain structural and thermodynamic information simultaneously. Past MD 
simulations of BAR domain proteins have only focused on characterizing the structural aspects 
of membrane deformation or interaction with other proteins 26–28. Atomistic scale MD simulations 
have been crucial in revealing experimentally unresolved molecular details regarding curvature 
inducing mechanisms for N-BAR and F-BAR proteins 29,30. For this study we have used coarse-
grained (CG) simulations by performing the MD simulations under the MARTINI force field 31. 
CG simulations would provide a significant speed up with respect to computational time due to 
the reduced degrees of freedom. 
Various methods have been employed to calculate the free energy of binding from computer 
simulations, like Free Energy Perturbation 32, Thermodynamic Integration 33 and Potential of 
Mean Force 34. Computations of free energy from MD simulations are associated with numerous 
challenges. A few of them are (i) Choice of a suitable force-field (ii) sampling of all relevant 
states (iii) treatment of long-range interactions and (iv) convergence 35,36.  Some of these 
challenges can be addressed, for example, by combining with additional protocols like Replica 
Exchange 37 and Umbrella Sampling 38. The choice of an appropriate method depends not only on 
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the system under consideration but also on the aim of the study. For our system of interacting 
BAR domain proteins, in addition to obtaining an accurate estimate of the free energy of binding, 
it is also important to characterize the intermediate/metastable states. Therefore it is required that 
the simulation is able to cross energetic barriers and sample all possible conformational states. 
However the timescales required to achieve this is not feasible within the current computational 
means. Recently, large-scale simulations applying a weighted ensemble protocol have been able 
to predict binding pathways and calculate the binding rate constant for the barnase-barnstar 
complex 39. 
To improve the sampling within a feasible timescale, we perform coarse-grained MD simulations 
coupled with the enhanced sampling technique of metadynamics 16. A primary reason behind 
using metadynamics is because a protein-protein interface is much larger than a protein-ligand 
binding pocket and an accurate description of the binding process requires the consideration of 
multiple reaction coordinates or collective variables. Metadynamics offers several advantages 
compared to other methods in that it is not only able to efficiently reconstruct a multidimensional 
free energy surface (FES) but also identify novel intermediate states and transition pathways 40,41. 
Different variations of this protocol have been developed to address certain challenges like 
convergence and choice of collective variable (CVs) which include Well-Tempered 
Metadynamics 42, Parallel Tempered Metadynamics 43 and Multiple Walkers Metadynamics 44. In 
this study, we use the standard version of metadynamics to evaluate the FES of the 
homodimerization and to obtain the binding affinity (KD).
11
2.2 Aims of the study
For this study, I had focused on completing the following major aims - 
i) Compute the binding affinity (KD) for the homodimerization of Lsp1 protein.
ii) Evaluate the thermodynamics of the dimerization process (ΔG, ΔS, ΔH)




3.1 System setup 
The Lsp1 structure was obtained from PDB under accession code 3PLT 45. To study the 
dimerization process, chains A and B were used. The simulations were performed under two 
different force fields: a) MARTINI and b) AWSEM . For MARTINI, the protein structure was 
coarse-grained using the ELNEDIN model 46, which is a combination of an Elastic Network 
model (EN) with the MARTINI force field 47. This model integrates a structure-based molecular 
description with a physics-based force field to study intermolecular interactions while 
maintaining the structural integrity of individual monomers . The CG structure was generated 
using the martinize.py script using the elnedyn forcefield option with the spring force constant as 
500 kJ mol-1 nm-2 and cut-off as 0.9 nm.  
3.2 Simulation details 
The MD simulations under the MARTINI force field were performed using the GROMACS 
package 48. The software package LAMMPS was used to simulate the protein system under the 
AWSEM force field. The simulation details are given below for each force field- 
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MARTINI
The protein complex was solvated using the standard MARTINI water model and neutralized 
using Sodium ions (NA+) in a simulation box of dimensions 24 nm x 24 nm x 24 nm. The 
solvated protein with the counter ions was minimized using the steepest descent algorithm. The 
system was then equilibrated for a total of 10 ns. First, the system was equilibrated under 
constant NVT conditions for 1ns using a timestep of 10 fs and then for 4 ns with a 20 fs timestep. 
The temperature was kept constant at 310 K using the velocity rescaling method with a time 
constant of 1 ps. This was followed by simulations under constant NPT for 1ns using a timestep 
of 10 fs and then for 4 ns with a 20 fs timestep. The pressure was kept constant at 1 bar using 
Berendsen coupling with a time constant of 12 ps.  For the production runs, performed under 
NPT, the pressure coupling was shifted to Parrinello-Rahman while maintaining the integration 
time step of 20 fs. The bonds were constrained by the LINCS algorithm for all the simulations. 
The simulations were performed under periodic boundary conditions and using the Verlet scheme 
to build the neighbour lists. The non-bonded interactions were cut-off at 1.2 nm. The coulombic 
interactions were modeled using the Reaction field with  ϵ r=15  and ϵ rf =∞  to account for 
electrostatic screening. The Lennard-Jones (LJ) potential was smoothly shifted to zero within the 
cut-off distance.   
Polarizable Water
One of the limitations of the standard MARTINI water model is that due to the absence of 
charges it behaves as a simple LJ fluid without the ability to screen electrostatic interactions 49,50. 
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While this can be approximated by assuming a relative dielectric constant, the polarization and 
screening effects should be modeled explicitly at interfaces between polar and non-polar phases. 
In our preliminary simulations, we found that the inter-molecular interactions are sensitive to the 
electrostatics. Therefore, we decided to use the polarizable water model to explicitly account for 
these effects and possibly improve the accuracy of the calculated binding affinity. 
The water model used here is the refined polarizable water model (refPOL) 51. The protein 
structure with Sodium ions was extracted at the end of the NPT equilibration run with the 
standard water model. The system was then solvated with the new refPOL waters using the 
GROMACS solvate method.  This was followed by minimization using the steepest descent 
algorithm. The system was then equilibrated under a constant NVT condition for 5 ns with a time 
step of 10 fs. This was followed by constant NPT simulations, first performed with a 10 fs time 
step for 4 ns and then with a time step of 15 fs for another 4 ns. The same coupling methods were 
used to maintain constant temperature and pressure conditions. 
The refPOL model works best when used with the Particle Mesh Ewald method for electrostatic 
interactions. The PME potential was smoothly shifted to zero at the cut-off of 1.1 nm. The 
relative dielectric constant was used with the recommended value of 2.5. The LJ interaction was 
also smoothly shifted to zero at 1.1 nm.
3.3 Metadynamics parameters
The selection of appropriate CVs for any metadynamics simulation has to take into account that 
they are not only good descriptors of the system but also a sufficient biasing coordinate. Since 
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we did not have a priori estimate of the FES, different sets of CVs were chosen which would 
allow to system to overcome barriers in case of hidden CVs. In addition, metadynamics in 
principle would be insensitive to the choice of CVs and would allow to assess convergence in the 
simulations. 
The first set of CVs, included distances between the two protein chains. This CVs set is named as 
dist_CV. As shown in Fig (), d1 and d2 represent the distance between the two binding sites on 
chains A and B. The width of the Gaussians to be deposited was 0.1 nm for both d1 and d2. The 
Gaussian width was determined based on the fluctuations of the CVs, evaluated in a preliminary 
unbiased simulation. The height of the Gaussian used was 10 kJ/mol at the start of the 
simulation, but was dropped to 5 kJ/mol after sometime. This was after the bias had been judged 
to have filled the initial well and the system had escaped the bound state. Finally two different 
simulations were run with deposition times of 140 ps and 500 ps.  
The second CVs set, called angle_CV, is represented in Fig(). Here the dist is the distance 
between a third site on the two protein chains. The variable ang is defined as the angle between 
two vectors joining the N to C terminal on each chain. The width used for the Gaussian is 0.046 
for ang and 0.1 nm for dist. Two different simulations were performed with different Gaussian 
height and deposition time. One simulation was run with a height of 5 kJ/mol and deposition 
time of 140 ps, and a second one with a height of 3kJ/mol and deposition time of 500 ps. 
The metadynamics algorithm was implemented using the plumed plugin 52.
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3.4 Analysis and Visualization
For post MD analysis, the position coordinates were recorded every 200 ps for each simulation. 
All analysis were performed in python53 with the software package MDAnalysis 54,55. Clustering 
analysis was performed using the scikit-learn tool implemented in python 56. 
For visualization, the coarse grained structures were first convert to an all-atom representation 
using the pulchra algorithm 57. These structures were then visualized using the VMD tool 58–60.  
3.5 Theoretical framework
Consider a dimerization reaction -
P + P P2


















0   is the standard chemical potential of i, γi  is the activity coefficient, which at low 
conc. can be assumed to be 1, C o  is the standard conc. (~ 1M) and KD is the binding affinity. 
To compute the binding affinity, the standard state change in free energy needs to be evaluated 
from the simulations. Using metadynamics we obtain the following expression -


















Here Zbound and Zunbound represents all configurations in the bound and the unbound states 
respectively. Q is a normalization factor that is same for both the states. To obtain a meaningful 
comparison with experimentally calculated quantities which are in reference to a standard state, 
we have to add a correction term 62 and account for the work done due to fluctuations in volume 
under constant pressure conditions. The final expression is given below - 
ΔGunbound−bound
o
=Δ Ameta−RT ln [
V P V P C
o
V P 2
]+Po ΔV P 2
Here VP and VP2 is the volume of the system in the bound and unbound state respectively.  From 
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4.1 Free Energy Surface (FES)
The FES, of the simulation dist_CV, was evaluated after a total time of 88 µs. The free energy as 
a function of the CVs, d1 and d2, is displayed as a contour plot in Fig. 4.1(b). Under the 
influence of the bias potential, the protein chains visit different configurations in the CV space, 
starting from an initial bound structure. The crystal structure is represented by d1=0.8525 nm,  
d2=0.7766 nm (depicted by the ‘X’ point on FES). As observed from the FES, the metadynamics 
protocol is able to identify meta-stable configurations of the BAR dimer. As the system spends 
more time in these local minima regions, sampling different microscopic configurations for that 
region of CV space, the Gaussian hills accumulate until the system is able to cross the energy 
barrier and explore additional regions. The time evolution of d1 and d2 is shown in Fig. 4.1(c). 
The CVs d1 and d2 are able to identify the different states of the system including a vast volume 
of the unbound region. Over an 88 µs run time, we have observed 4 transitions, where the two 
chains, from an unbound state, were able to find a bound state close to the crystal structure 
configuration. The transition events have been pointed out in Fig. 4.1(c).
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With an estimate of the free energy obtained from the metadynamics protocol, I proceeded with 
calculating the free energy difference between the bound and the unbound states. However, an 
important criteria to consider while evaluating the thermodynamics in this case is defining the 
bound and the unbound states. In addition, one cannot simply take the minimum point of the 
energy well of  that state. Since the CV is a low-dimensional space possessing degeneracy
 
20
representation in red and blue). b) Contour plot of the free energy as a function of d1 and d2 as calculated from 
metadynamics after 88 µs. The ‘X’ represents the CV values for the crystal structure. c) Progression of d1 (red) 
and d2 (blue) with time. The arrows represent transition events. 
with respect to the microscopic configurations, it is important to take into account the 
fluctuations of the CVs in each state.  To define the bound states, I have used the following 
criteria:
• Choose the crystal structure and regions around it in the CV space as bound state
• Apply clustering on d1 and d2 to classify different regions of meta-stable configurations
• Use the RMSD w.r.t crystal structure to define bound state
Clustering 
Clustering is a useful method to classify all sampled configurations and identify similar 
structures depending upon a particular set of features. Here, I performed KMeans clustering64,65 
using d1,d2 as features for n=6 clusters. The clustering was performed for only those 
configurations where chain A and B are in contact with each other. A contact was defined when 
the distance between any residue pair of chain A and B is less than 5 Aº . This trajectory 
consisted of only these configurations connected by time, will be called the bound trajectory. The 
generated clusters are shown in Fig. 4.2(a). In addition, the Cluster C-4, was subjected to another 
round of KMeans with same features and n=4, as shown in Fig 4.2(a). This sub-cluster provides 
an improved resolution to identify the cluster closest the bound state, which here would be SC-1 
(olive green in Fig. 4.2(b)). The bound state was then defined by considering the CV bin and its 
nearby regions, of the closest configuration to the centroid of the cluster SC-1 .   
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The free energy for the two bound states defined by using criteria a) and b) was calculated. These 
regions are highlighted in yellow on the FES in Fig. 4.3. In addition to the free energy, the 
average internal energy and average volume of system were calculated and are shown in Table-1. 
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a) b)
Figure 4.2 – a) Plot of d1,d2 colored by each cluster. b) Sub-cluster representation for C-4.
Figure 4.3 – Projection of cluster centroids and regions around them (green) on the 
FES. The two bound state regions are highlighted in yellow.
For criteria c), the RMSD was calculated according to the following steps- 1) Each configuration 
was was superimposed on the crystal structure w.r.t. chain A. 2) The RMSD was then calculated 
for the distances of each pair of binding sites on chain A and B of each configuration w.r.t the 
crystal structure positions. The RMSD was calculated for the bound trajectory (as defined above) 
and is plotted in Fig. 4.4(a). Since the superimposing is performed with chain A, the chain B 
RMSD is able to define different states of the system including transition events. For defining the 
bound state, only those configurations were chosen whose chain B RMSD was less than 1 nm. 
The free energy was calculated by integrating the CV bins corresponding to the selected 
configurations based on RMSD which is highlighted in Fig. 4.4(b). The free energy with the 
average potential energy and average volume are shown in Table-1. 








Crystal Structure -814.18 -3.177 e^6 13140
SC1 -776.28 -3.177 e^6 13141
RMSD based -822.032 -3.177 e^6 13141
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Table-1 Thermodynamic quantities for the defined bound states
Following the calculation of energies for bound state, the unbound state was selected as those 
configurations were chain A and chain B are not in contact, which would be all not included in 
24
Projection of structures selected based on RMSD (green) on the FES.
the bound trajectory. The result of the calculations is shown in Table-1 and the regions included 
in the unbound state are highlighted in green on the FES in Fig. 4.5. 
4.2 Calculation of binding affinity
After obtaining the free energies for different states from metadynamics, the change in standard 
state Gibbs free energy and the corresponding binding affinities were calculated using the 
expressions described in section 3.5. The results are shown in Table-2. The bound states defined 
using criteria a) and c) are the most stable states with a nanomolar KD. This result is in a similar 
range to the KD of (0.41 ± 0.15) obtained for rat endophilin A1 by FRET analysis 24. While the 
clustering was able to identify similar structures, it was not able effectively classify the most 
stable bound state and the calculated KD was in the millimolar range. 
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Figure 4.5 – Projection of all the selected unbound structures and CV bins around 
them (green). 
State ΔGGmeta 
= Gunbound - 
Gbound
ΔGVP2 







72.271 0.854 23.13 49.190 5.14 nM
RMSD based 80.121 -0.146 23.13 56.982 0.25 nM
SC-1 34.371 -0.146 23.13 11.230 12.8 mM
4.3 Intermediate States 
Intermediate states can be defined as configurations encountered by the system that are not part 
of the bound states. Since these states are stable, configurations belonging to these states will 
have higher population and can be identified as different clusters as shown in Fig. 4.2(a). To 
evaluate the thermodynamics of the the intermediates, CV bins around each cluster centroid were 
intergrated to calculate free energies. The energies were calculated for all the configurations 
corresponding to the selected CV bins for each cluster. For each cluster a representative structure 
closest to the centroid is also shown. It is important to keep in mind that this structure may not be 
an actual intermediate since the CV space is degenerate, but it can considered a close 
approximate. The structures and the thermodynamic quantities are displayed in Table-3.
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Table-2 Thermodynamic differences and binding affinities
Cluster Thermodynamics Cluster Thermodynamics
ΔGmeta = 136.78 kJ/mol
ΔU     = -2.65 kJ/mol
ΔS  = -375.16 J/K-mol
ΔGmeta = -16.29 kJ/mol
ΔU     = 55.82 kJ/mol
ΔS  = 307.28 J/K-mol
ΔGmeta = -1.75 kJ/mol
ΔU     =  91.46 kJ/mol
ΔS    = 375.35 J/K-mol
ΔGmeta = -10.5 kJ/mol
ΔU     = 278.91 kJ/mol
ΔS  = 1008.25 J/K-mol
ΔGmeta = -49.49 kJ/mol
ΔU     = 110.68 kJ/mol
ΔS   = 591.35 J/K-mol
ΔGmeta = -60.60 kJ/mol
ΔU     = 99.91 kJ/mol
ΔS   = 592.44 J/K-mol
Currently, at this stage of the simulation, the negative differences in free energies for clusters 1-5 







Table-3 Structural representation of intermediates and their thermodynamic quantities
4.4 Angle_CV simulation
Two simulations were performed with a different set of CVs and here I am presenting the one 
performed with a faster deposition time and higher height of the Gaussian (140 ps, 5 kJ/mol). 
This simulation, performed using a different set of CVs would ensure that the calculated free 
 
28





(blue). b) Contour plot of the free energy as a function of dist and ang after 40 µs. The ‘X’ 
represents the CV values for the crystal structure. c) Progression of d1 (red) and d2 (blue) with time. The arrows 













energy differences are robust. Here one CV was defined as the distance between two sites on 
chains A and B (different from the previous CVs) called ‘dist’.  The second CV was defined as 
the angle between two vectors, where each vector joins the N terminal to the C terminal on each 
chain. These CVs are depicted in Fig. 4.6(a). The FES of the simulation, after 40 µs is shown in 
Fig. 4.6(b). The FES surface reveals two stable regions when the protein chains are close 
together at approximately 2.5 nm. These two regions correspond to the two chains being in 
different orientations. Interestingly, the protein chain prefers to be a bit further apart than their 
crystallized state. The evolution of the CVs in time is shown in Fig. 4.6(c). The protein chains 
start from far apart and explore different regions of the configurational space, driven by the bias 
potential. Over the trajectory they visit the stable minima regions multiple times but transition to 
the crystal structure orientation only once, at ~ 11 µs. To calculate the free energy differences, I 
followed a similar protocol to define the bound and the unbound states. 
 Angle Clustering
For this simulation, the clustering was performed similarly for only those structures where chains 
A and B are in contact. Here the features used for clustering were the CVs (ang,dist) with the 
number of clusters as 6. As seen from the clustering results in Fig. 4.7(a), the KMeans method is 
able to effectively classify regions only by distance and not by angle due to difference in the 
scales of the two features. Therefore in order to capture the bound state accurately, I performed 
another round of clustering for the C-1 cluster, but this time by normalizing the two features and 
classifying into 8 clusters. The results achieved are shown in Fig 4.7(b).
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 With this higher resolution of clusters, I identified two centroid regions, that correspond to the 
minima regions on the FES in Fig. 4.6(b), as the bound states. Similar to the previous simulation, 
the regions around the crystal structure were also picked as a possible bound state. The regions 




Figure 4.7 – a) Plot of 6 clusters as a function of dist,ang. b) Sub-cluster plot representing C-1 into 8 clusters. 
c) Projection of cluster centroids and CV bins around then on FES. 
states, a fourth bound states was defined using an RMSD calculation. Similar to the protocol 
defined previously, the RMSD was calculated and is plotted w.r.t. the trajectory frames in Fig (). 
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Projection of structures selected based on RMSD (green) on the FES.
As seen from the above plot, the system transitions into the crystal structure state once, which 
corresponds to the event observed at ~11µs in Fig. 4.8(a). The bound state was defined by 
considering only those structures with an RMSD < 1 nm. These structures are projected on the 
FES by their CV values and is shown in Fig. 4.8(b). With the above definitions of the bound 
states, the differences in thermodynamic quantities were calculated and are shown in Table-4
State ΔGGmeta 
= Gunbound - 
Gbound
ΔGVP2 







-40.22 0.0 23.13 -63.354
SC4 118.079 -2.0 23.13 94.825 ~ 0.0001 pM
C1 85.046 -3.0 61.73 ~ 1 pM
RMSD based 96.675 -1.013 23.13 73.48 ~ 0.1 pM
The high free energy differences indicate that the simulation has not yet converged. Specifically, 
the system requires additional sampling in the crystal state. It is difficult to decide when to stop a 
metadynamics simulation and depends on the result being obtained. In addition for protein-
protein systems it is also challenging to assess convergence. An indication of possible 
convergence would be when one observes a diffusive behavior of the biased CVs. This happens 
because the free energy surface has flattened and the motion in CV spaces is essentially a 
random walk. At this point in time, the bias potential oscillates around the true estimate of the 
free energy. 
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Table-4 Thermodynamic differences and binding affinities
4.5 Structural Features
Besides evaluating the thermodynamic quantities of the dimerization process, I was also able to 
identify some structural trends across the simulations. One of them is related to the orientation of 
the protein chains in the dimer state. The crystal state of BAR dimer may not be the most stable 
state and the dimer prefers to be present in in different structural orientations. The FES in Fig. 
4.6(b) appears to indicate this fact, as the stable regions are when the protein chains are further 
apart than the crystal state. To further investigate this, I performed a clustering analysis with 
different features for the two simulations. For the first one, the clustering was performed for the 
bound trajectory of the dist_CV simulation. The two features use were dist and RMSD. The dist 
variable was calculate in the same way as the one in the angle_CV simulation. These two 
features would provide an idea on how the orientation of the protein chains change with distance. 
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Figure 4.9 – Cluster representation based on dist and RMSD features. n=6 
clusters.
The clustering result is shown in Fig. 4.9(a). The relationship of dist and RMSD follows the 
expected trend, that as the two chains move closer to each other they start to adopt the crystal 
structure increasingly. A closer look at the cluster C-5 reveals that at dist < 2 nm, the RMSD 
fluctuates between 0-5 nm.
A second clustering was performed for the bound trajectory of angle_CV simulation. Here the 
two feature selected were dist and ax-ang. The ax-ang is defined as the angle between the two 
vectors along the vertical axis of each chain as shown in Fig. 4.10(a). The clustering result is 
presented in Fig. 4.10(b). As seen from the plot, the ax-ang samples the complete range as the 
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b)a)
Figure 4.10 – a) Lsp1 chains colored from blue (N-terminus) to red (C-terminus). (top) The black arrows 
represent the axial vectors to calculate ax-ang. (bottom) Axial view of Lsp1. b) Cluster representation based on 
dist and ax-ang features. n=6 clusters.
protein chains move apart. However, when the protein chains are near, it prefers to be in two 
different orientations. One orientation range from ~ (2 – pi) radians and the second from ~ (0 to 
1) radians. In the crystal structure, the ax-ang is 2.67 radians which would correspond to an anti-
parallel orientation of the two chains, commonly observed for BAR proteins. Another interesting 
point here is that the dimer does not prefer to be between ~(1-2) radians which could indicate 
possible steric clashes. Together, these two results support the fact that the dimer structure is not 




This study has presented a comprehensive evaluation of the BAR protein dimerization process in 
terms of the thermodynamics and structural aspects. From the simulations, I have observed that 
binding affinity is sensitive to the choice of bound states and that defining these states may not 
be trivial. Nanomolar KD was computed for certain states which is comparable to the 
subnanomolar KD reported by experiments. Structural intermediates were also characterized that 
have highlighted the complex nature of the configurational space. An important caveat here is 
that the simulations have not yet converged which is also why the KD calculated from the 
angle_CV simulation is very low. However, this has not prevented from observing certain 
structural features like the presence of different orientations of dimer and the rigidity of helical 
regions.   
Importantly, this study also underlies the advantage of using MD simulations to characterize 
experimentally challenging processes. In addition the application of metadynamics can be used 
to overcome problems of timescales and sampling, which have historically impeded the use of 
MD simulations to investigate biological interactions.    
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