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Introduction
Despite the tremendous heterogeneity in terms of cell types, connectivity, and neural response across brain areas, neuroscientists have long entertained various ideas about parsimonious organizational principles that could underlie such heterogeneity (Lennie, 1998; Shepherd et al., 2005) , as well as how this heterogeneity contributes to brain computations (Shamir and Sompolinsky, 2006; Goris et al., 2015) . Recent studies have illustrated that the heterogeneity of neural response across the brain is anatomically ordered (Hasson et These parallel hierarchies of timescales in intrinsic fluctuations and reward memory, however, were estimated with different methods. More specifically, intrinsic timescales were estimated using the decay rate of autocorrelation in neural response across the population of neurons in a given area , whereas reward-memory timescales were obtained using activity profiles of individual neurons across multiple trials . Therefore, it is unclear whether the presumed relationship between intrinsic and reward-memory timescales holds at the level of individual neurons. If these timescales are correlated across individual neurons, it would suggest that the source of intrinsic fluctuation might also underlie the persistence of task-related signals. By contrast, the absence of such a relationship among individual neurons could indicate that there are separate mechanisms underlying these timescales.
A few recent studies have shown that intrinsic timescales during the fixation period-presumably before strong task-relevant signals emerge in the cortical activity --can predict encoding of task-relevant signals later in the trial for some but not all cortical areas. This includes the encoding of chosen value during value-guided decision making (Cavanagh et al., 2016) , persistent activity during working-memory tasks (Nishida et al., 2014; Cavanagh et al., 2018; Wasmuht et al., 2018) , and activity related to upcoming behavioral responses during a visually-cued strategy task (Fascianelli et al., 2019; Cirillo et al., 2018) . However, in all these studies, the decay rate of autocorrelation in the firing response of individual neurons during one epoch of the task (fixation period) is compared with encoding of task-relevant signals in other epochs of the task. This leaves open the possibility that the observed relationship might be spurious, because the same dynamic process related to intrinsic timescales might also influence the time course of task-relevant signals.
It is also unknown whether the observed hierarchies of reward-memory timescales depend on the selectivity of individual neurons relative to external or task-relevant signals (response selectivity). For example, long reward-memory timescales might also require strong reward selectivity. If so, heterogeneity in response selectivity might decorrelate reward-memory timescales from intrinsic timescales across different neurons, even if they were generated via a single mechanism. By contrast, independence of timescales and response selectivity could indicate that reward-memory and intrinsic timescales might be generated via separate mechanisms. This would challenge the idea that the hierarchies of timescales occur due to similar processing of information across multiple brain areas (Hunt and Hayden, 2017; Yoo and Hayden, 2018) and instead points to the importance of the heterogeneity of local circuits (Chaudhuri et al., 2015) .
To address aforementioned questions, we developed a general and robust method to fit individual neurons' response to estimate four distinct timescales in the activity of individual neurons along with their selectivity to task-relevant signals simultaneously (Figure 1a-c) . We applied this method to recordings from 866 single neurons in four cortical areas across six monkeys performing the same competitive game of matching pennies .
Results
General method for estimation of multiple timescales. We aimed to keep our method for estimating timescales as general as possible while capturing heterogeneity in neural response (Figure 1a-c) . More specifically, based on previous studies , we assumed that neural response at any time point in a trial could depend on activity during earlier epochs in the same trial and similar epochs in the preceding trials, as well as on reward outcome (reward vs. no reward) and choice (left vs. right) on the preceding trials. The first type of dependence-activity from epochs in the same trial-was captured by an autoregressive (AR) component that predicts spikes in a given 50-msec time bin based on spikes in the preceding 8 time bins. The autoregression coefficient for each term of this AR component was then transformed to a time constant via the time lag associated with a given coefficient (see Equations 1-2 in Methods). In general, this method provides multiple timescales for individual neurons. To assign a single intrinsic timescale to each neuron, we used the longest timescale among all the timescales estimated from statistically significant autoregression coefficients. We did so because dynamics on smaller timescales would reach an asymptote faster and thus are less important for the overall time course of neural response. Intrinsic timescales based on this approach closely match timescales based on autocorrelation (see below).
In addition, because of the structured nature of the task with specific time epochs, we hypothesized that neural response on a given epoch could be influenced by the activity in the same epoch in the previous trials, and thus, we included a second AR component to estimate a "seasonal" timescale for each neuron (Figure 1a) . The third and fourth types of dependence were captured by two exponential memory-trace components (filters) that could predict based on reward feedback and choice on the previous trials, respectively. The corresponding exponential coefficients were then used to estimate the timescale of a "reward-memory" (Figure   1b ) and "choice-memory" (Figure 1c ) for each neuron . Finally, we also included multiple exogenous terms to capture selectivity to reward outcome and choice in the current trial, and their interactions. We used all possible combinations of the two autoregressive and two memory-trace components as well as the presence or absence of exogenous terms (taskrelevant signals) to generate 32 (= 2 1 ) models ( Supplementary Table 1 ).
Considering the complexity of our models, we first tested whether our fitting method could identify the correct model by fitting data generated with one model using all the 32 models (see Model recovery in Methods). We found that our method could identify the correct model most of the time despite the large number of models considered (Supplementary Figure 1) .
Moreover, we also tested how reliably our methods can identify the best model for each neuron by computing the coefficient of determination (R-squared) for best models and comparing them with those of the second-best models as well as models that only include exogenous terms and thus no timescales.
We found that the best model for each neuron, which often involved about three types of timescales ( Supplementary Figure 2) , captured larger variances of neural activity than the second-best model and the model that did not include any timescales (Supplementary Figure   3 ). These results show that dynamics associated with these timescales indeed capture unique variability in neural response beyond what is predicted by task-relevant signals. Interestingly, the best model for most neurons (~99.5%) in all four cortical areas included an intrinsic AR component ( Supplementary Figure 4) , illustrating the importance of intrinsic fluctuations in explaining neural variability across cortex. Together, these results demonstrate the robustness of our method in estimating multiple timescales related to dynamics of neural response.
Parallel but independent hierarchies of timescales. After validating our estimation method and fitting procedure, we used all 32 models to fit individual neurons' response to identify the best model for each neuron based on cross-validation, and to simultaneously estimate selectivity to task-relevant signals as well as intrinsic, seasonal, choice-memory, and reward-memory timescales. We observed hierarchies for all of the estimated timescales across the four cortical areas, from the lateral intraparietal area (LIP) to the dorsomedial prefrontal cortex (dmPFC) to the dorsolateral prefrontal cortex (dlPFC) to the anterior cingulate cortex (ACC).
The median value of intrinsic timescales increased from ~60 ms in LIP to ~120 ms in ACC with the dmPFC and dlPFC exhibiting intermediate values (Figure 1d) . These intrinsic timescales, however, were significantly smaller than those reported in , which could be due to using the decay on autocorrelations between spikes during the fixation period in that study. To test this possibility, we applied our method to neural response during the fixation period only and found the median intrinsic timescales to be significantly larger for the activity during this epoch compared with the entire trial ( Supplementary Figure 5a) . Nonetheless, applying our method to neural response during the fixation period we observed a range of intrinsic timescales similar to those reported based on autocorrelation.
Similar to intrinsic timescales, our new seasonal timescales also increased from LIP to ACC (Figure 1e ). However, seasonal timescales were an order of magnitude larger than intrinsic timescales and significantly smaller fractions of neurons exhibited these timescales. Similarly, reward-and choice-memory timescales increased from parietal to prefrontal to cingulate cortex; these timescales assumed values between intrinsic and seasonal timescales (Figure 1f,g) .
Overall, we found that LIP and ACC consistently exhibited the shortest and longest timescales, whereas the two prefrontal areas showed intermediate values. Therefore, our method extended previous findings about intrinsic and reward-memory timescales to the single-cell level and moreover, revealed two new hierarchies of seasonal and choice-memory timescales.
Our results suggest that the estimated timescales increase in tandem across the four cortical areas as is evident from changes in the medians of these timescales across the four areas. To examine this relationship more closely, we computed the correlations between timescales within individual neurons across all cortical areas (cortex-wise correlations) based on simultaneously estimated timescales for each neuron. We found significant correlations between most pairs of timescales except between seasonal and reward-memory timescales and between seasonal and choice-memory timescales (Figure 2) . Similar correlation between intrinsic and reward-memory timescales has been reported before but using only population-level estimates . intrinsic and seasonal (Spearman correlation, = 0.18, = 0.0013), intrinsic and rewardmemory (Spearman correlation, = 0.46, = 0), intrinsic and choice-memory (Spearman correlation, = 0.45, = 6.19 × 10 >?@ ), and reward-memory and choice-memory (Spearman correlation, = 0.51, = 1.89 × 10 >AB ). There was no significant correlation between seasonal and reward-memory timescales (Spearman correlation, = 0.06, = 0.37) and between seasonal and choice-memory timescales (Spearman correlation, = 0.11, = 0.13).
The cortex-wise correlation between timescales could be driven simply by the gradual increase in all timescales across the four cortical areas. Therefore, we tested whether these timescales are correlated across neurons within a given brain area because the presence or lack of correlation between timescales within individual neurons would suggest similar or separate mechanisms for generations of these timescales, respectively. Indeed, we did not find any evidence for correlation between any pairs of timescales in any cortical areas (Figure 3) . The only evidence for such correlation, which did not survive the Bonferroni correction, was observed between choice-and reward-memory timescales in LIP and dlPFC. Overall, we found that although all four types of timescales consistently increased across cortex in tandem, there was no relationship between them across individual neurons in a given area. This indicates that the previously reported correlation between intrinsic and reward-memory timescales was mostly driven by between-region differences. Considering that these findings are null results, we performed additional simulations to test whether our method is sensitive enough to detect correlations between timescales across individual neurons within a given cortical area if such correlations exist indeed. More specifically, we used activity profiles of randomly selected neurons in our dataset to simulate neural response with significant correlations between certain pairs of timescales, and then used our method to estimate those timescales from the simulated data (see Correlation recovery simulations in the Methods). We found that our method can detect existing correlations between pairs of timescales and there was no systematic bias in estimated correlations (Supplementary Figure 6 ).
Behavioral relevance of estimated timescales.
To estimate the four timescales, we fit neural response considering all task-relevant signals. This method guarantees that the estimated timescales capture unique variability in neural response, but it is still unclear whether they are relevant and contribute to behavior. To examine whether any of the four neural timescales are relevant for choice behavior during the game of matching pennies, we estimated timescales at which monkeys' choice behavior on the current trial is influenced by reward and choice on the preceding trials for each session of the experiment (see Behavioral timescales in Methods). We then calculated the correlations between these two behavioral timescales and each of the four neural timescales.
We found significant correlations between the behavioral reward timescales (which is directly related to the learning rate in the RL models) and reward-memory timescales in all cortical areas (Figure 4a-d) . A similar relationship has been reported previously but by considering behavioral and neural timescales from three cortical areas together, but has not been tested for individual brain areas . We also found significant correlations between behavioral choice timescales and choice-memory timescales of neurons in all cortical areas (Figure 4e-h) .
Importantly, there was no significant correlation between the behavioral reward timescales and 10 0 r = 0.37 p = 0.0003 r = 0.37 p = 0.0001 r = 0.31 p = 0.0002 r = 0.32 p = 0.005 10 2 10 1 10 0 10 -1 10 0 10 1 10 -1 10 0 10 1 10 -1 10 0 10 1 10 -1 10 0 10 1 Dependence of neural timescales on response selectivity. Our finding that four estimated timescales are independent of each other suggests that multiple mechanisms underlie the generation of these timescales. However, if all or some of the estimated timescales depend on response selectivity of individual neurons, inherent heterogeneity in response selectivity could render these timescales decorrelated across individual neurons even if they were generated via a single mechanism. Therefore, we performed additional analyses to examine whether the observed hierarchies of timescales and their relationships depend on the selectivity to taskrelevant signals (reward outcome, choice, and their interaction). This was possible because in addition to ensuring that estimated timescales actually captured unique variability in neural response, our method also allowed us to measure the selectivity of individual neurons to taskrelevant signals.
First, we found that a significant fraction of neurons in all cortical areas were selective to taskrelevant signals, as reflected in the majority of best models to include the exogenous terms (LIP:
66.34%, A = 11.63, = 9.19 × 10 >1 ; dmPFC: 69.73%, Second, we examined whether any of the estimated timescales varied with general or specific selectivity to any task-relevant signals. We did not find any significant difference between timescales of neurons with and without selectivity to task-relevant signals (Figure 5 ; Supplementary Table 2 ). We further examined whether estimated timescales depend on specific selectivity to reward outcome but did not find any evidence for this in any cortical area ( Supplementary Figure 9 ; Supplementary Table 3 ). Similarly, we did not find evidence for the dependence of timescales on specific selectivity to choice in any cortical areas; Nonetheless, the overall reward-memory timescales were significantly larger for neurons that were not selective to choice signal ( Supplementary Figure 10 ; Supplementary Table 4 ). This suggests a small tendency for neurons with no choice selectivity to integrate reward feedback over longer timescales.
As mentioned earlier, a few recent studies have shown that the timescales for the decay of autocorrelation in the firing response of individual neurons during the fixation period, often referred to as intrinsic timescales, are predictive of encoding of task-relevant signals. Therefore, we tested whether intrinsic timescales based on autocorrelation depend on selectivity to taskrelevant signals. Similar to our results based on our comprehensive method, however, we did not find any difference between the intrinsic timescales of neuron with and without task-relevant selectivity (Supplementary Figure 5b) . This result indicates that the lack of a relationship between response selectivity and intrinsic timescales is not unique to our method and could be related to the task studied here. Nonetheless, it is important to ensure that intrinsic timescales capture unique variability in neural response; otherwise, any relationship between such timescales and task-relevant signals could be spurious. Third, despite similar hierarchies of timescales for neurons with different types of selectivity, reward-and choice-memory timescales might still depend on the strength of modulation within each type. To test this possibility, we examined correlations between timescales of reward-and choice-memory integration and the magnitude of selectivity to reward, choice, and their interactions (quantified by standardized regression coefficients for the corresponding exogenous signals) but did not find any significant relationship (Supplementary Figure 11) . Furthermore, we did not find significant correlation between timescales and neural firing rates in any cortical area (Supplementary Figure 12) . These results illustrate that activity related to reward and choice memory were independent of immediate response to these signals within individual neurons.
Together, results presented above illustrate the independence of estimated timescales and selectivity to task-relevant signals. These findings suggest that the four estimated timescales related to various dynamics of cortical neural response are not generated via a single mechanism that is then modulated and sculpted by response properties of individual neurons. Instead, they suggest that multiple mechanisms underlie the generation of the four estimated timescales.
Discussion
We developed a comprehensive and robust method to estimate multiple timescales related to dynamics of neural response along with selectivity of individual neurons to important task- Our method also identified a new timescale related to fluctuations of neural response to experimental epochs (events) across trials and the importance of these dynamics for capturing response variability even though only less than half of the recorded neurons exhibited seasonal timescales. The seasonal timescales were the longest timescales and could reflect internal neural dynamics controlled by top-down signals that could set the state of cortical dynamics that ultimately influence task performance (Carnevale et al., 2012) . It is possible that seasonal timescales emerge the task being learned and that is why less neurons exhibit seasonal timescales.
We found four parallel hierarchies of timescales, from parietal to prefrontal to cingulate cortex, at the level of individual neurons. However, none of the four timescales depended on the selectivity of individual neurons to task-relevant signals, and there was no systematic relationship between these timescales across individual neurons in a given cortical area. These indicate that the previously reported correlation between intrinsic and reward-memory timescales . That is, a neuron could receive synaptic inputs with fast dynamics (e.g., due to short-term plasticity) but contributes to slow circuit reverberations that generate seasonal timescales, and vice versa.
We found that choice-and reward-memory timescales selectively predict behavioral timescales related to behavioral integration of previous choice and reward outcomes, respectively and thus, are relevant to choice behavior. This indicates that these timescales are more likely to depend on long-term reward-and choice-dependent synaptic plasticity as presumed in different reinforcement learning models. Assuming Hebbian form of synaptic plasticity, one could predict that stronger response to reward feedback should result in stronger changes in synaptic plasticity and thus a shorter timescale for reward memory for a given neuron. However, we did not find any evidence for a relationship between these memory timescales and response selectivity to In the context of neural data of our experiments, the seasonal component refers to the relationship between neural response across trials due to the specific structure of the task (see below).
To predict neural response, we included two autoregressive components in our model, resulting in a seasonal 2D-ARX model that also includes two exponential memory traces for choice and reward. First, we assumed that neural response at any time point in a trial depends on earlier activity in the same trial . This dependence was captured by an autoregressive component that predicts spikes in a given 50-msec time bin based on spikes in the preceding F time bins (autoregressive model with order F). Therefore, this "intrinsic" autoregressive component (referred to as ARintrinsic) uses a weighted average of firing rates in the preceding bins in order to predict the current firing rate. Our preliminary results showed that there is more than one significant autoregression coefficient for most neurons. In order to assign a single intrinsic timescale ( "#$%"#&"' ) for each neuron, we selected the longest timescale among the ARintrinsic coefficients (see Equations 1-3 below) because neural dynamics on smaller timescales would reach an asymptote and thus, are less important for the overall time course of neural response. We found that in addition to the longest timescales closely matching timescales based on autocorrelation (Supplementary Figure 5) , the second longest timescales also exhibit a similar hierarchy but on a smaller range (data not shown).
Second, because of the structured nature of the task with specific time epochs, we hypothesized Finally, we also included various exogenous terms to capture selectivity in response to current choice ( ), current reward ( ), and their interaction ( × ). We did not include terms for previous choice and reward because effects of previous choice and reward are captured by choice-and reward-memory, respectively. The selectivity to task-relevant signals was captured using four boxcars relative to relevant events in the task. More specifically, we considered: a) Note that we only considered AR coefficients that were statistically significant for computing the corresponding timescales. This is the most general model from which we constructed more specific models by turning on and off the autoregressive components, reward-and choice-memory traces, and task-relevant bins starting from 1000 msec before target onset to 500 msec after that. The second period consisted of 6 successive, 250 msec bins starting from 500 msec before feedback period to 1000 msec after that.
Model selection and parameters. Model parameters for the autoregressive components were determined by finding the best model for each neuron based on their performance (using Rsquared measure). We performed a ten-fold cross-validation fitting process to calculate the overall performance for each model. Specifically, we generated each instance of training data by randomly sampling 90% of all data (bins) for each neuron and then calculated fitting performance based on R-squared in the remaining 10% of data (test data). This process was repeated 30 times, and the performance was computed based on the median of performance across these 30 instances. To identify the best fit for each instance of the training data, we ran the model 50 times from different initial parameter values and minimized the residual sum of squares to obtain the best model parameters. The median of model parameters over the 30
instances was used to compute the best parameters for each model. In order to be able to compare parameters across different cross-validation instances, we z-scored all input and output vectors before fitting each instance.
To remove the outlier model parameters in a given cortical area, we used 1.5´IQR method for each parameter (and not neuron). In order to determine the type of selectivity to task-relevant signals for each neuron, we first identified neurons for which the model with exogenous terms provided the better fit. Neurons with a significant parameter value for a given task-relevant signal (e.g., reward signal) were determined as the neurons with that type of task-relevant selectivity (e.g., reward-selective neurons).
Model recovery.
In order to examine whether our method is able to identify the correct model, we measured the probability of finding the correct model in the simulated data. More specifically, we generated 500 sets of simulated neural data based on a given model and the actual activity profiles of recorded neurons, and then fit those data with all 32 models. We used the goodness-of-fit based on the AIC to determine the best model.
More specifically, to generate alternative profiles of neural activity (neural profiles), we randomly selected 500 average neural response (divided into 50-msec time bins) from the 866 available neurons in the four areas. We used the original neural profiles for 300 out of 500 neurons and generated synthetic profiles from the remaining 200 profiles by permuting blocks of bins (5 bins in each block) of the original neural profiles. We then generated a set of 5000 values for the four types of timescales using the estimated range of timescales across all areas. For each neural profile, we used 10 randomly selected timescale values to produce spike counts in each bin.
Correlation recovery simulations.
To show that our method is sensitive enough to detect correlations between timescales of individual neurons within each cortical area, given such correlations exist, we performed the following simulations. First, we randomly selected 100 activity profiles (i.e., mean neural response from individual neurons) from neurons in our dataset. We then assigned a random set of four timescales to each profile and tested whether a certain pair of timescales (e.g., and ) are significantly correlated (with 0.05 ≤ ( ) ≤ 0.75) across the 100 profiles by chance. If so, we used our full ARMAX model to generate spike counts using the activity profiles and the chosen timescales. We repeated this procedure 60 times in order to generate 60 datasets of neural response for which there is a significant correlation between a given pair of timescales. We then used our full model to estimate timescales for neural response in each generated dataset and subsequently tested correlation between the estimated timescales.
Estimation of behavioral timescales. In order to estimate behavioral timescales related to the influence of previous choice and reward outcomes we used a simple RL model with two sets of values functions that are updated according to reward outcomes and choice on every trial. More specifically, the reward-dependent value functions for choosing target (Left or Right option) on trial t, $ ( ), is updated according to the following equation (Sutton and Barto, 1998) as follows:
where $ (equal to 1 or 0) is the reward received by the animal on trial , and is the learning rate. This update rule can be rearranged as: • can be used as the behavioral memory timescale of previous reward outcomes. We also considered a set of two choice-dependent value functions for capturing the effect of previous choices over time:
where $ ( ) denotes the choice-dependent value function for target on trial , ℎ $ is the choice on trial (Left or Right) and is the decay rate. Similar to behavioral reward memory, Supplementary Table 1 . List of all possible combinations of the models used to fit neural response and their main components. Exogenous terms refer to regressors included in the model to capture the effects of task-relevant signals on neural response. Supplementary Table 2 . Dependence of timescales on overall selectivity to task-relevant (reward outcome and choice) signals. Reported are p-values (two-sided Wilcoxon ranksum test) and effect sizes for the difference in timescales between neurons selective to task-relevant signals and those not selective to task-relevant signals in a given cortical area, and all areas combined. There was no significant difference between estimated timescales of the two types of neurons ( > G.G1 AG = 0.0025). Supplementary Table 3 . Comparisons of timescales between neurons with selectivity to reward and those with other types of selectivity. Reported are p-values (two-sided Wilcoxon ranksum test) and effect sizes for the difference in estimated timescales between reward and non-reward selective (i.e., those selective to choice or interaction of reward and choice) neurons, separately for each cortical area and across all areas. There was no significant difference between neurons selective to reward and the non-reward signals in a given area or across all areas ( > G.G1 AG = 0.0025). Figure 9 . Independence between timescales and the selectivity to reward vs. other task-relevant (choice and interaction of choice and reward) signals. Plots show the median of the estimated intrinsic (a), seasonal (b), reward-memory (c), and choice-memory (d) timescales in four cortical areas, separately for neurons selective to reward outcome (purple) and neurons not selective to reward outcome (i.e., those selective to choice or interaction of reward and choice; gold). The dashed lines show the median across all four areas. Error bars indicate s.e.m., and asterisks mark a significant difference between the medians of two types of neurons in a given area or across all areas (two-sided Wilcoxon ranksum test, < G.G1 AG = 0.0025; see Supplementary Table 3 for detailed statistics). Bar graphs show the fractions of neurons selective to reward and neurons selective to non-reward signals in each area. In this analysis, we only included neurons that exhibited selectivity to task-relevant signals. Table 4 for detailed statistics). Bar graphs show the fractions of neurons selective to choice and neurons selective to non-choice signals in each area. In this analysis, we only included neurons that exhibited selectivity to task-relevant signals. 
