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Abstract
Following recent developments in the prolific area of graphene physics, in this thesis we focus
on the study of the effects arising from the presence of Stone-Wales defects in graphene. We are
especially interested in extended Stone-Wales defects, both at the edge [1, 2, 3] and at the bulk of
graphene [4, 5, 6, 7], recently observed in graphene samples.
We investigate the electronic properties of zigzag graphene ribbons with edges chemically
reconstructed with Stone-Wales defects. To develop methods and intuiton we study first a toy-
model edge dubbed as pentagon-only. Afterwards, we focus on a more realistic edge reconstruction
known as reczag edge. Our focus is the electronic structure of ribbons with such edges. We
both use the first-neighbor tight-binding model, which accurately models the electronic phenomena
in graphene, and its continuum low-energy Dirac-like limit, whose analytical solutions are often
illuminating. We conclude that the cited edge reconstructions modify the low-energy spectrum of
the zigzag ribbons and give rise to a new kind of surface states. In contrast with the pristine zigzag
edges’ flat and zero-energy surface states, the reconstructed edge ones are in general dispersive with
exponentially decaying amplitudes living in both sub-lattices. In the continuum low-energy limit,
the electronic spectrum is controlled by the boundary condition that the massless Dirac fermions
see at the edge. We show how this can be computed from the tight-binding equations at the edge.
We also study the thermal equilibrium properties of the zigzag edge with Stone-Wales defects
(namely pentagons and heptagons). The problem is modeled with a one-dimensional 3-color Potts-
like model that we assume to describe the graphene edge. We consider two cases which have different
ground states: the edge with non-passivated dangling carbon bonds and that fully passivated
with hydrogen. We quantitatively study the concentration of defects perturbing the ground state
configuration at a given temperature. The room temperature defect concentration is found to be
exponentially dependent on the effective parameters that describe the model, which we estimate
from ab-initio simulations. The domain size distribution of defects is found to present no fat-tails.
We argue that such equilibrium mechanisms place a lower bound on the concentration of defects
in zigzag edges, since the formation of such defects is due to non-equilibrium kinetic mechanisms.
Next, we concentrate on the study of the electronic transport across periodic extended defects
in graphene, again using the first-neighbors tight-binding model of graphene and its continuum
low-energy limit. In the scope of the tight-binding approach, we develop an analytical scattering
formalism for computing the transmittance through periodic defect lines. We illustrate the latter
for three zigzag oriented defect lines: the pentagon-only, the zz(558) and the zz(5757) defect lines.
In the continuum low-energy limit, such defect lines act as infinitesimally thin stripes separating
two regions where Dirac Hamiltonian governs the low-energy phenomena. The behavior of these
systems is defined by the boundary condition imposed by the defect on the massless Dirac fermions.
We demonstrate how this low-energy boundary condition can be computed from the tight-binding
model of the defect line, concluding that the scattering is strongly dependent on the defect line’s
microscopic details. In addition, in this same limit, we calculate the conductance across such defect
v
lines with length L, and find it to be proportional to kFL at low temperatures.
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Resumo
Face aos recentes desenvolvimentos na explorac¸a˜o das propriedades do grafeno, esta tese foca-se
no estudo dos efeitos decorrentes da presenc¸a de defeitos de Stone-Wales em folhas de grafeno.
Devotamos especial interesse ao estudo de defeitos de Stone-Wales estendidos recentemente obser-
vados, presentes tanto nos bordos [1, 2, 3] como no interior das amostras de grafeno [4, 5, 6, 7].
Investigamos as propriedades electro´nicas de fitas de grafeno, cujos bordos em ziguezague,
foram reconstruidos com defeitos de Stone-Wales. Com vista a` aquisic¸a˜o de intuic¸a˜o e ao de-
senvolvimento de me´todos de abordagem de tais problemas, comec¸amos por estudar um tipo de
reconstrucc¸a˜o acade´mica, a qual apelidamos de pentagon-only. Seguidamente, focamo-nos num
tipo de reconstruc¸a˜o mais realista, conhecida na literatura como reczag. Para tal, usamos tanto o
modelo de acoplamento forte, que modela com precisa˜o os feno´menos electro´nicos no grafeno, como
o seu limite do cont´ınuo e de baixa energia, que frequentemente conduz a resultados anal´ıticos
instrutivos. Verificamos que ambas as reconstruc¸o˜es do bordo, da˜o origem a um novo tipo de
estados de superf´ıcie, alterando o espectro de baixas energias das fitas de grafeno com bordo
ziguezague. Estes estados de superf´ıcie sa˜o em geral dispersivos, tendo amplitudes que decaem
exponencialmente para o interior da fita, vivendo em ambas as sub-redes da rede hexagonal. No
limite do cont´ınuo e de baixas energias, o espectro electro´nico e´ controlado pela condic¸a˜o fronteira
que os fermio˜es de Dirac sem massa veˆem no bordo da fita. Mostramos como esta condic¸a˜o fronteira
pode ser calculada a partir das equac¸o˜es decorrentes da aplicac¸a˜o do modelo de acoplamento forte
junto ao bordo da fita de grafeno.
Estudamos ainda as propriedades do bordo ziguezague com defeitos de Stone-Wales, nomeada-
mente penta´gonos e hepta´gonos, em equil´ıbrio te´rmico. Com tal intenc¸a˜o, constru´ımos um modelo
unidimensional de Potts com treˆs cores, que, supomos, modela satisfatoriamente o bordo ziguezague.
Consideramos tanto o caso em que as orbitais desemparelhadas dos a´tomos do bordo da fita
esta˜o na˜o-passivadas, como o caso em que estas esta˜o passivadas com a´tomos de hidroge´nio.
Estudamos quantitativamente a concentrac¸a˜o de defeitos perturbando o estado fundamental a uma
dada temperatura. Tal concentrac¸a˜o de defeitos e´ exponencialmente dependente do valor dos
paraˆmetros de troca do modelo, que sa˜o estimados de resultados obtidos de simulac¸o˜es ab-initio.
A distribuic¸a˜o do tamanho dos domı´nios de defeitos na˜o apresenta fat-tails. Estes mecanismos de
equil´ıbrio colocam um limite inferior na concentrac¸a˜o de defeitos no bordo ziguezague, uma vez que
ha´ criac¸a˜o adicional de defeitos por mecanismos cine´ticos de na˜o-equil´ıbrio.
De seguida, estudamos o transporte electro´nico atrave´s de defeitos de Stone-Wales estendidos
e perio´dicos em folhas de grafeno. No aˆmbito do modelo de acoplamento forte, comec¸amos por
desenvolver um formalismo anal´ıtico que permite calcular a transmitaˆncia atrave´s de defeitos
perio´dicos numa qualquer rede cristalina. Ilustramos a utilizac¸a˜o desta ferramenta em treˆs tipos
de defeitos lineares orientados ao longo da direcc¸a˜o ziguezague do grafeno: as linhas de defeitos
pentagon-only, zz(558) e zz(5757). No limite do cont´ınuo e de baixa energia, tais linhas de defeitos
actuam como uma fronteira separando duas regio˜es governadas pelo Hamiltoniano de Dirac. O
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comportamento destes sistemas e´ determinado pela condic¸a˜o fronteira imposta pela linha de defeitos
nos fermio˜es de Dirac sem massa. Mostramos como esta condic¸a˜o fronteira pode ser calculada do
modelo de acoplamento forte aplicado a` linha de defeitos. Concluimos que a dispersa˜o pela linha
de defeitos e´ fortemente dependente dos seus detalhes microsco´picos. Adicionalmente, neste mesmo
limite, calculamos a conductaˆncia atrave´s deste tipo de linhas de defeitos com comprimento L, que
a baixas temperaturas, e´ proporcional a kFL.
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Re´sume´
Suite aux de´veloppements re´cents en physique du graphe`ne, dans cette the`se, on se concentre
sur l’e´tude d’effets lie´s a` la pre´sence de de´fauts de Stone-Wales dans le graphe´ne. On s’inte´resse
particulie`rement aux de´fauts de Stone-Wales e´tendus re´cemment observe´s, soit au bord [1, 2, 3]
soit au centre des feuilles de graphe`ne [4, 5, 6, 7].
On e´tudie les proprie´te´s e´lectroniques des rubans de graphe`ne oriente´es selon la direction zigzag,
dont les bords ont e´te´ reconstruits avec de´fauts de Stone-Wales. Pour de´velopper des me´thodes
d’approche et de l’intuiton on commence par l’e´tude d’une reconstruction acade´mique du bord,
surnomme´ pentagon-only. Puis, on se penche sur une reconstruction du bord plus re´aliste, connu
sous le nom bord reczag. On e´tudie la structure e´lectronique des rubans avec ces bords-ci. On
utilise le mode`le de liaisons fortes entre premier voisins, qui mode´lise avec pre´cision les phe´nome`nes
e´lectroniques dans graphe`ne, et son limite du continue et de faible e´nergie, dont ses solutions
analytiques sont souvent e´clairantes. Avec ces deux approches, on conclue que les reconstructions
avec bords reczag modifient le spectre de basse e´nergie des rubans zigzag et donnent naissance a`
un nouveau type d’e´tats de surface. Ces e´tats de surface aux bords reconstruits sont en ge´ne´ral
dispersifs, de´croˆıssant de fac¸on exponentielle. En plus, ils vivent dans les deux sous-re´seaux du
graphe`ne. Dans la limite du continue et de faible e´nergie, le spectre e´lectronique est controˆle´ par
la condition au bord perue par les fermions de Dirac sans masse. On montre comment cela peut
eˆtre calcule´ a` partir des e´quations re´sultantes du mode`le de liaisons fortes.
On e´tudie e´galement les proprie´te´s d’e´quilibre thermique du bord en zigzag avec des de´fauts
de Stone-Wales, a` savoir pentagones et heptagones. Avec ce but, on construit un mode`le uni-
dimensionel de Potts a` 3-couleurs, et on suppose que ce mode`le de´crit correctamente le bord du
graphe`ne. On conside´re deux cas ayant diffe´rents e´tats fondamentaux: le bord avec des atomes dont
les orbitales pendantes sont non-passive´es et le bord dont les orbitales sont totalement passive´es avec
de l’hydroge`ne. On e´tudie quantitativement la concentration des de´fauts perturbant la configuration
de l’e´tat fondamental a` une tempe´rature donne´e. La concentration de de´fauts a` tempe´rature
ambiante est une fonction exponentielle des parame`tres qui de´crivent le mode`le, et que on estime a`
partir de simulations ab-initio. La distribution de taille des domaines de de´fauts ne pre´sent pas des
fat-tails. Ces me´canismes d’e´quilibre placent une limite infe´rieure dans la concentration de de´fauts
aux bords en zigzag, parce que due a` des me´canismes cine´tiques de non-e´quilibre, il y aura une
formation additionnel de de´fauts.
Enfin, on se concentre sur l’e´tude du transport e´lectronique a` travers de de´fauts de Stone-Wales
e´tendus et pe´riodiques dans le graphe`ne. On utilise le mode`le de liaisons fortes entre premiers voisins
et son limite du continue et de faible e´nergie. Dans le cadre de l’approche des liaisons fortes, nous
de´veloppons un formalisme analytique pour calculer le coefficient de transmission par des lignes de
de´fauts pe´riodiques. On illustre la me´thode avec trois lignes de de´fauts oriente´s selon la direction
zigzag: les lignes de de´fauts pentagon-only, zz(558) et zz(5757). Dans la limite du continue et de
faible e´nergie, ces lignes de de´fauts agissent comment des bandes infiniment minces, se´parant deux
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re´gions ou` l’Hamiltonien de Dirac re´git les phe´nome`nes de basse e´nergie. Le comportement de ces
syste`mes est de´fini par des conditions aux bords sur la ligne des de´fauts perues par les fermions
de Dirac sans masse. On montre comment cette condition peut eˆtre calcule´e a` partir du mode`le
de liaisons fortes de la ligne de de´fauts. On conclut que la diffusion de´pend fortement des de´tails
microscopiques de cette ligne. Dans la meˆme limite, on calcule aussi la conductance a` travers des
lignes de de´fauts avec taille L. On trouve, qu’a` basses tempe´ratures, elle est proportionnelle a` kFL.
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Chapter 1
Introduction
1.1 Context
In 2004, the group of K. Novoselov and A. Geim noticed an electric field effect in atomically
thin carbon films [8]. Shortly afterwards a new Quantum Hall Effect (QHE) was observed in single
layer two-dimensional carbon [9, 10] known as graphene. Underlying these phenomena, is the
nature of the dispersion relation of the honeycomb lattice: the low-energy quasi-particles of the
honeycomb lattice have an ultra-relativistic nature, being governed by the massless Dirac equation
with an effective velocity [11]. These discoveries sparked major interest among the condensed
matter community, propelling the rapid development of graphene science, as well as that of the
broader area concerned with the study of two-dimensional materials.
Disorder is inherent to every natural crystalline system. Its influence on the properties of real
crystals is unquestionable. It is thus no wonder that the study of disordered systems is a very
prolific area of research in condensed matter. Spin glasses, polymers, amorphous alloys, liquid
crystals, disordered electronic systems, are just some of the systems where disorder plays a crucial
role. Graphene, as every real crystal, is also punctuated by defects. Edges, vacancies, adsorbed
molecules, surface ripples, topological defects, all contribute to the emergence of exciting phenomena
in graphene. Edges can be of very different natures, giving rise to remarkably distinct electronic
properties [12, 13]. Vacancies are expected to be the structures behind the magnetism observed
in disordered graphite [14, 15]. Adsorbed atoms or molecules can strongly modify the properties
of graphene, the most prominent example being graphane [16]. Surface ripples and elastic strain
effectively introduce gauge fields in the low-energy description of electrons in graphene, modifying
their spectrum [17, 18]. Topological defects show up in graphene either under the form of local
perturbations to the lattice order [4, 19], or as extended reconstructions of the latter, appearing
both at the edges [1, 2, 3] and at the bulk of graphene [5, 6]. Stone-Wales (SW) defects [20], a
combination of two pentagon-heptagon pairs of carbon rings originating from a 90◦ rotation of
two carbon atoms, are one of the most common type of planar topological defects appearing in
graphene. In this text, sometimes we are going to use the term SW defects in a broader sense, so as
to identify combinations of pentagon, heptagon, as well as other polygonal rings of carbon atoms.
The understanding of the phenomena originating from the presence of disorder in graphene
is of extreme importance not only for advancing knowledge, but also to pave the way for the
realization of some of the numerous technological applications put forward by the community in
recent years: high-performance transistors, sensor devices, energy storage systems, transparent and
flexible electrodes, solar cells, biological devices, among many others [21].
Several of these sought nanoscopic devices will certainly be based on the use of graphene ribbons
and graphene quantum dots. The electronic properties of these samples are strongly dependent
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on the microscopic details of their edges. For instance, the two most studied edges, zigzag and
armchair, give rise to remarkably different properties [11]. Less studied but also relevant are
the reconstructions of these edges by SW defects. Ab-initio calculations predict that some of these
reconstructions stabilize the zigzag and armchair edges, both energetically and mechanically [22, 23,
24]. In the absence of hydrogen passivation of the edge atoms, the zigzag edge is metastable under
total reconstruction with pairs of five and seven sided rings of carbons [23]. Such reconstruction,
also known as reczag edge, gives rise to the appearance of a new kind of edge state [25, 26]. The
reczag edge, was recently observed with high resolution transmission electron microscopy (TEM)
[1, 2, 3] (see Fig. 2.2), and will thus deserve some attention in this text. Disorder at the edge also
modifies substantially the electronic properties of graphene based nanostructures [27, 28]. Quantum
interference effects, Anderson localization and Coulomb blockade effects caused by disordered edges
can strongly affect the conductance of graphene ribbons [29]. The thermodynamics of the zigzag
edge with SW defects can studied using a Potts-like model [30]. Such a model tells us that the
room-temperature disorder concentration is exponentially dependent on the exchange parameters
of the model, and that the distribution of the size of disordered domains has no fat-tails.
Presently, the most promising scalable growth methods of graphene films are either based on
epitaxial growth on silicon carbide [31, 32] or on chemical vapor deposition (CVD) of graphene on
metal surfaces [33, 34, 35, 36]. Yet, the latter methods do not produce graphene films with electronic
mobilities as high as those reported for exfoliated graphene [8, 37]. Electronic transport [11, 38] in
CVD-grown graphene is hindered by grains, grain boundaries (GBs) and atomic patchwork quilts
[6, 39]. Due to graphene’s hexagonal structure, pairs of pentagons and heptagons carbon rings, as
well as octagons and incidentally other polygons, are expected to form at graphene GBs. Several
recent atomic resolution TEM studies [4, 5, 6, 7] allowed the observation of GBs in CVD-grown
graphene (see Fig. 2.3 and Fig. 2.4). It has been shown that this type of disorder has a strong
impact in the transport properties of graphene nanostructures [40, 41, 42]. Indeed, one-dimensional
defect lines can give rise to exotic effects, such as a valley filter [43, 44], where states from one
Dirac cone are filtered from those belonging to the other inequivalent cone. GBs with different
microscopic details have distinct electronic transport properties [45, 46, 47]. Moreover, it has been
suggested that GBs and defect lines can be exploited for novel graphene-based nanomaterials and
functional devices [42]. This topic reveals itself increasingly interesting, specially after the recent
work by Tsen et al. [45], where, using CVD polycrystalline graphene, they have made electric
measurements across a single GB. They have found that the electronic properties of a single GB
are strongly dependent on its microscopic details, a similar result to the one we have obtained after
doing transport calculations across some particular defect lines.
1.2 Organization of the thesis
In this thesis we study three kinds of problems: the electronic structure of zigzag ribbons whose
edges have been reconstructed with SW defects; the thermodynamic properties of zigzag edges
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with SW defects; the electronic scattering from defect lines made up of SW defects. The main
approaches used are the first-neighbor tight-binding (TB) model of graphene and its continuum
low-energy limit. TB allows extensive analytical treatments of large systems that, for instance,
ab-initio simulations cannot tackle due to the huge amounts of computational resources it needs.
More importantly, TB analytical results are in general insightful on the physics underlying these
systems’ behavior, a thing often difficult to achieve when solely using ab-initio techniques. The
TB continuum limit description of graphene’s low-energy physics by a Dirac-like Hamiltonian has
led to a better understanding of many important phenomena occurring in graphene [9, 48, 49, 50].
In general, calculations are simpler to carry out in this limit than in the scope of TB model.
The most relevant thing one have to do when attempting a low-energy description of a particular
graphene nanostructure, is to know which boundary condition should one impose on the Dirac-like
Hamiltonian so that we appropriately describe perturbations to pristine graphene order, such as
isolated defects, GBs, edges, etc..
This thesis is organized in six chapters.
In Chapter 2 we briefly review some fundamental aspects of Graphene science. Its main purpose
is to serve as an oriented introduction to some basic concepts and techniques of graphene physics
that will be used during the rest of the text. It is also intended to serve as reference for the
subsequent chapters of the thesis.
Chapter 3 concerns the study of the electronic structure and surface states of zigzag ribbons
whose edges have been reconstructed with SW defects. We use both the tight-binding and the
continuum low-energy approaches. To gain insight and develop methods of approach, we start by
exploring a toy model edge reconstruction, which we dub as pentagon-only edge. Then, we study
a more realistic zigzag edge reconstruction, widely known as reczag edge. We show that such edge
reconstructions allow for the appearance of a new type of surface state when compared to those
arising from the pristine zigzag edge. In particular, these new surface states are dispersive with
non-zero amplitudes in both sub-lattices.
In Chapter 4 we construct a one-dimensional Potts-like model for graphene zigzag edges with SW
defects in order to study its thermal equilibrium properties. The cases in which the edge’s dangling
carbon bonds are non-passivated or fully passivated with hydrogen, are both considered. These
have different ground states. The model allows one to quantitatively study the concentration of
defects perturbing the ground state configuration at a given temperature. The defect concentration
is found to be exponentially dependent on the effective parameters that describe the model, which
we estimate from ab-initio simulations. The domain size distribution of defects is found to present
no fat-tails. We argue that such equilibrium mechanisms place a lower bound on the concentration
of defects in zigzag edges, since the formation of such defects is due to non-equilibrium kinetic
mechanisms.
Chapter 5 is devoted to the study of the electron scattering from defect lines oriented along
graphene’s zigzag direction and made up of SW defects. Again, this problem is treated both using
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the tight-binding and the continuum low-energy approach. Under the scope of tight-binding models
of graphene, we present a general method to treat scattering problems from periodic extended
defects. We illustrate such method solving the scattering from three distinct defect lines: the
pentagon-only, the zz(5757) and the zz(558) defect line. The transmission probability across these
defects is found to be strongly dependent on their microscopic details. In the context of the
continuum low-energy description, we find that the latter defect lines to give rise to similar boundary
conditions. The continuum model analysis shows that the boundary condition imposed by the defect
line is what controls the transmittance of the massless Dirac fermions across the defect line. In
this limit, the transmittance is energy-independent, which renders the conductance across such
extended defects proportional to kFL at low temperatures.
Finally, in Chapter 6 we summarize the findings of the previous chapters, pointing further
studies that could be done regarding the work presented in this text.
1.3 Original content and external material
All the results presented in this thesis, except those of Chapter 2, were obtained by the author
in collaboration with the co-authors of the papers mentioned at the beginning of each section.
Apart from Figs. 2.2, 2.3 and 2.4, all figures present in this text originate from the author’s
(and his collaborators) work. Moreover, apart from the numerical algorithms used in the ab-initio
simulations, all the other numerical results were obtained from algorithms coded by the author,
relying either on external routines such as LAPACK and on symbolic languages as Mathematica.
The ab-initio results included in this thesis were performed by the author’s collaborators.
Chapter 2
Graphene - A Brief Introduction
2.1 A two-dimensional world
Carbon is one of the most abundant elements in the universe. It is present in stars, comets and
on most of the known planets. It is the basis of organic chemistry that underlies life in our planet.
Carbon materials have been known to humans since prehistoric times, playing an increasingly
important role in human societies.
Carbon’s chemical versatility makes it a very interesting material from the point of view of
Science. Its valence orbitals hybridize in a number of different forms (namely, sp1, sp2 and sp3),
allowing it to form a plethora of different chemical compounds.
Among the materials whose composition possesses carbon, those exclusively made up of carbon
atoms have generated a special interest since long ago. They can exist in several different allotropes:
diamond, graphite, fullerenes, carbon nanotubes, graphene, amid others. Among these and as
we will see in a moment, graphene, a 2-dimensional single layer of carbon atoms arranged in a
honeycomb lattice, is particularly interesting.
Graphite, a 3-dimensional allotrope of carbon, is made up of stacks of graphene layers weakly
coupled by van der Waals forces. It has been widely known to humans since the invention of the
pencil in the XVIth century. However, and despite all the research on its electronic properties, it was
not until 1958, after the precursor work of Wallace on the band structure of a single graphene flake
[51], that the Slonczewski-Weiss-McClure band structure of graphite [52, 53] gave a satisfactory
description of graphite’s experimental data.
Fullerenes are spherical molecules made up of carbon atoms, which are arranged in hexagonal
and pentagonal polygons. They can be viewed as 0-dimensional objects with discrete energy states
[54]. An example of a fullerene is carbon 60 (C60), discovered in 1985 [55]. It can be seen as a finite
high symmetry graphitic nanostructure, which happens to be highly stable against random defect
formation.
Carbon nanotubes consist of one or more rolled up graphene layers which, depending on their
chiral vector (indicating the way in which they are rolled up), are insulating or metallic [56]. They
can be regarded as effective 1-dimensional objects. Carbon nanotubes were predicted in 1992
[57, 58, 59] and readily synthesized and observed in the following year [60].
Graphene can be viewed as the building block of several of the other carbon allotropes: stacked,
it originates graphite; rolled up, it gives rise to carbon nanotubes; wrapped up in a spherical
shape, it leads to fullerenes. In fact, it has been shown that these transformations can indeed be
realized experimentally [8, 61, 62]. Moreover, graphene can be used as the starting point for the
understanding of the physical properties of all these carbon materials.
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Despite the pioneering works of Boehm which in 1961 first isolated graphene by chemical
exfoliation [63, 64],1 it was not until 2004 that the field of graphene research suffered a major
boost. Back then, the observation of an electric field effect in atomically thin carbon films [8],
followed by the observation of a new QHE on single layer graphene [9, 10], sparked a major interest
on the general field of 2D materials with a strong emphasis on graphene.
In its pristine form, graphene consists of a one-atom-thick infinite 2-dimensional layer of carbon
atoms. Three of its carbon atoms’ four valence orbitals are sp2 hybridized and thus its atoms are
arranged on a honeycomb lattice [see Fig. 2.5(a)]: each carbon atom is covalently bonded to three
other carbons by a σ-bond; the σ-bonds make 120◦ angles with each other, being 1.42 A˚ long; the
three sp2 orbitals associated with each carbon atom, contribute an electron to each σ-bond, leaving
a remaining electron to the 2pz orbital; the 2pz orbitals form pi-bonds with their neighboring 2pz
orbitals. As each carbon atom contributes with one 2pz orbital which carries one electron, and as
there are two such orbitals per unit cell, pristine graphene has a half-filled pi-band: the bonding
part, pi, completely filled, and the anti-bonding part, pi∗, completely empty.
This fact is behind the unconventional physics of graphene. Due to the half-filled nature of
the pi-band, the low-energy physics of graphene is controlled by the spectrum in the vicinity of
two distinct points of momentum space, K+ and K−. These points are located in high symmetry
positions of the honeycomb lattice’s Brillouin zone and are connected by inversion symmetry [see
Fig. 2.5(b)]. At these points, the valence and conduction bands touch (with the Fermi level lying in
between them). In their vicinity, graphene’s energy dispersion is conical. Therefore, the low-energy
physics of graphene is governed by the massless Dirac equation, graphene’s low-energy excitations
are called Dirac fermions and the points K± are called Dirac points [9].
This massless Dirac fermion behavior underlies many unconventional phenomena in graphene:
a new integer QHE [66]; charge carrier blindness to external electric potentials (Klein tunneling)
[50, 67]; a clear field effect [8]; huge mean free paths, with charge carrier mobilities of the order of
107 cm2 V−1 s−1 [38]; and many others.
Graphene remarkable properties extend beyond the electronic ones: it absorbs ∼ 2.3% of white
light [68]; it has a very large thermal conductivity ∼ 5 × 103Wm−1K−1 [69]; its mechanical bulk
strength reaches ∼ 130 GPa, with a breaking strength ∼ 200 times greater than that of steel [70].
The richness of graphene physics is not restricted to single layer systems. In fact, the addition of
extra layers to graphene, changes its properties profoundly [71, 72]. In particular, bilayer graphene,
where two layers of graphene are AB-stacked, has a gapless quadratic dispersion in the vicinity
of the Dirac points. Its low-energy excitations are massive Dirac fermions, in contrast with the
massless character of its monolayer version. Bilayer massive Dirac fermions, still give rise to an
anomalous integer QHE, now of a different nature of that observed in single layer graphene [73, 74].
A remarkable property of bilayer graphene, is the opening of a tunable band gap in its electronic
1Interestingly enough, the authors of Refs. [63, 64] did not consider their work to be a major discovery, but rather
an extension of the work of Schafhaeutl on chemical exfoliation of graphite, which dates back to 1840 [65].
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spectrum by electric field effect [75, 76, 77, 78]. One other admirable system, is the bilayer graphene
with a twist. In such a system, the low-energy spectrum is still linear, now with a smaller Fermi
velocity relatively to the monolayer. A perpendicular external electric field, does not open an
electronic gap [79]. However and more interestingly, it has been demonstrated that the relative
rotation of the two layers gives rise to Van Hove singularities, which can be brought arbitrarily
close to the Fermi level through control of the angle of rotation [80].
The wealth of graphene physics is not exhausted by the pristine systems mentioned above. For
instance, graphene is very sensitive to its surroundings and to the method by which it is synthesized.
The growing number of graphene synthesizing methods (namely, exfoliation and cleavage methods,
chemical vapor deposition methods, thermal decomposition of SiC as well as of other substrates,
nanotubes unzipping and several other chemical methods [81]), give rise to graphene samples with
very distinct properties [11].
2.2 Disorder in graphene
Typically, electrons in graphene samples have remarkably large mean free paths. This can in
part be explained by the robustness of graphene’s σ-bonding, which hampers the substitution of
graphene’s carbon atoms by some other atomic species. Nevertheless, graphene, as every other
real crystal, is inevitably affected by disorder.2 Disorder can greatly modify graphene’s properties,
namely the electronic, magnetic, optical and mechanical ones.
Understanding the effects of disorder in graphene is thus not only important as a matter of
science, but it is also crucial for the success of the quest for novel technological applications involving
graphene. High-performance field-effect transistors [84, 85], sensor devices [86, 87, 88], energy
storage systems [89, 90, 91], transparent electrodes [92] as well as flexible ones [35, 36], solar cells
[93, 94, 95], optical devices [96, 97], biological devices [98, 99, 100], are just some examples of a
daily growing list of applications involving graphene.
Several sources of disorder in graphene can be enumerated: Edges, adsorbed atoms or molecules,
vacancies, charges attached to graphene, surface ripples, topological defects, among others. All
these kinds of disorder originate interesting modifications of graphene’s physical properties, which
we will briefly reviewed in the following paragraphs.
Edges are inherent to realistic graphene samples. The latter are necessarily finite and thus
must be terminated by edges. These can take a wide variety of forms, from highly symmetric
to strongly disordered. Two highly symmetric types of edges in graphene must be mentioned:
the zigzag and armchair edges [12, 13] (see Fig. 2.1). These kinds of edges have remarkably
different properties. Under a tight-binding approach, graphene ribbons terminated with armchair
2Following the conclusions of the Mermin-Wagner-Hohenberg theorem [82, 83], since graphene is a 2-dimensional
crystal, it can only be thermodynamically stable if its long range order is broken by some kind of disorder. Therefore,
disorder plays an important role in stabilizing graphene samples.
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edges (AGNR) show up to be metallic or semiconducting, depending on their width [12]. In
contrast, all zigzag terminated ribbons (ZGNR) are metallic, present edge localized states around
the Fermi energy and high density of electronic states at the edges [12, 13, 101]. However, if first-
principles calculations are used instead, both the energy spectrum of AGNRs and that of ZGNRs,
present direct band gaps. The AGNRs’ band gap is typically bigger than that of ZGNRs. The
former originates from quantum confinement and edge effects, while the latter originates from spin
orderings at the edges [102]. In both situations, the band gaps decrease with increasing width of
the ribbon. As a consequence, the synthesis of a semiconductor with a band gap of a particular
magnitude from a graphene nanoribbon, requires a tight control of the edge type and ribbon width.
Works on the experimental observation of graphene edges are widely available on the literature,
showing that the ribbons’ energy gaps increase with decreasing ribbon width [103, 104, 2, 105].
Figure 2.1: (a) Scheme of graphene ribbon with zigzag edges along the horizontal directions. (b)
Scheme of graphene ribbon with armchair edges along the horizontal direction.
Vacancies can be produced by irradiation of graphene with energetic particles, such as elec-
trons, protons or ions. Their presence in highly oriented pyrolytic graphite samples, gives rise to
magnetism [4, 14, 15]. Several calculations on vacancies in graphene predict magnetic behavior
[106, 107, 108], which may be explained by the generation of quasi-localized states at and near
Fermi level by vacancies, contributing to a peak of the density of states around the Dirac point
[109, 110].
Adsorbed atoms attached to graphene samples are frequently observed by transmission electron
microscopic techniques [111]. As a first approximation, a covalently adsorbed atom can be assumed
to capture a conduction electron from graphene. Such an impurity can effectively act as a vacancy
[38]. Adsorbed atoms are one of the chemical routes to functionalize graphene. Among the wide
variety of graphene functionalized derivatives, an interesting one is graphane, a completely hydro-
genated graphene sheet. In contrast with graphene, that is a zero-gap semiconductor, graphane
turns out to be a strong insulator [16]. Graphene has also been functionalized through substitutional
doping [112].
Lattice distortions modify the physics governing graphene’s charge carriers, in particular, their
low-energy massless Dirac fermion behavior. The effect of lattice distortions can normally be
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captured by introducing a gauge field in the low-energy Dirac theory governing electrons on
graphene [11]. Lattice distortions can be caused by various phenomena such as elastic strain,
ripples and topological defects. Bending of graphene changes the interatomic distances between
carbon atoms, rotates their pz orbitals and hybridizes the σ and pi-orbitals [113], modifying the
hopping amplitudes locally. At low energies, these local modifications of the hopping amplitudes
can be captured by introducing local gauge fields in the massless Dirac fermion description of
graphene. Ripples thus introduce local gauge fields that give rise to additional electron scattering
[114]. Graphene can reversibly sustain considerable amounts of elastic strain [35]. Some sorts
of strain can strongly modify graphene’s electronic spectrum by opening an electronic gap at the
Fermi level [17, 18, 115, 116]. It has even been suggested that elastic strain can be used to tailor
graphene’s electronic properties [117] opening prospects for an origami electronics.
Topological defects are structural defects of the honeycomb lattice, such as pentagons, heptagons
and other polygons of carbon atoms that may substitute the hexagons characteristic of the honey-
comb lattice. In general, such defects introduce long range curvature into the system and may lead
to electron scattering [118, 119]. However, in this text we will be more interested in combinations
of topological defects that do not change graphene’s global curvature. Some examples of such
topological defects are pentagon-heptagon pairs, SW defects [20] (two pentagon-heptagon pairs),
pentagon-octagon-pentagon combinations, etc. (in this text we will use interchangeably the terms
topological defects and SW defects to refer to this kind of defects). These defects have repeatedly
been observed through TEM and scanning tunneling microscopy (STM), and found to be metastable
in the bulk of graphene samples [4, 19]. Theoretical studies indicate that topological defects are
more reactive than pristine graphene [120], which opens new perspectives on functionalization of
graphene. Atomistic simulations found that the formation of topological defects at graphene bulk
is the first step in its melting process (Tmelting ≈ 4900K) [121].
Ab-initio calculations have shown that when SW defects are present in graphene nanoribbons
(GNRs), their energy decreases as the defect gets closer to the edge of the ribbon [122]. Theoretical
calculations suggested that graphene nanoribbons are stabilized both energetically and mechanically
when SW defects are present at the edges [23, 22, 24]. The energy barrier for producing a SW defect
in the bulk of graphene is of the order of 5-10 eV [19, 123, 124]. However, the energy barrier that
one needs to overcome to obtain a totally reconstructed zigzag edge is approximately 0.4-0.9 eV
[22, 125, 126, 127], about an order of magnitude smaller than in the bulk configuration. The latter
calculations were done for systems with no passivated edges. If in contrast the zigzag edges are
hydrogen passivated, it is the perfect zigzag edge that has the lower energy. The reconstruction
of the zigzag edge by SW defects acts as a mechanism that self-passivates the edge [22]. It has
been shown that the reczag edge,3 gives rise to the appearance of a new kind of edge state [25, 26].
Topological thermal disorder at the zigzag edge can be modelled by a Potts-like model [30].
These types of reconstructions are claimed to be robust only at low hydrogen atmospheric
3In this text we will use interchangeably the term reczag edge, totally reconstructed zigzag edge and zz(57) edge,
to refer to this edge reconstruction.
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pressures (well below ambient conditions) and very low temperatures [128]. Nevertheless, recon-
structions of the zigzag (as well as armchair) edges have been recently observed with high-resolution
TEM [1, 2, 3] (see Fig. 2.2). The rather extreme conditions of observation (the graphene flake
was bombarded with high-energy electrons 80 keV), suggest that the TEM electrons impacting on
the zigzag edges provide both the energy to overcome the reconstruction’s barrier and to ionize
the passivated edges, facilitating the reconstruction process. Despite these observations, until the
present day, the effect of SW defects at the edges of graphene nanoribbons was not yet probed
experimentally [129].
The recent work of Suenaga et al. [130], on single-atom spectroscopy using low-voltage scanning
TEM, provides a non-destructive method of identifying the edge configuration of graphene ribbons,
as does the work of Warner et al. on the observation of real-time dynamics of dislocations using
high-resolution TEM [131]. Moreover, refinements in other techniques, such as Raman spectra of
the edges [132], STM images of the edges [22], or coherent electron focusing [133] may help in the
identification of edge reconstructions.
Figure 2.2: Experimental TEM image of a reconstructed zigzag edge: reczag edge. The TEM
images were extracted from Ref. [1], which obtained them from the work of Girit et al. [2].
Topological defects also show up at graphene GBs. Due to graphene carbon atoms’ sp2 bonding
structure, GBs are typically formed by distorted hexagons, pentagons, heptagons, octagons and
other carbon rings. CVD graphene is especially prone to have grain boundaries. In this method,
the crystal starts growing simultaneously at different locations on the substrate. The relative
orientations of the domains have a stochastic distribution and, when two domains grown at different
locations approach each other, they typically form GBs [6, 7, 39]. Some recent atomic resolution
TEM studies have allowed the visualization of grains and grain boundaries of graphene crystals
growth in this way [4, 6, 7] (see Fig. 2.3). In general, GBs in graphene are curvilinear and
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aperiodic, intercepting each other at random angles and forming irregular polygons with edges
showing stochastic distribution of length. Nevertheless, linear grain boundaries and linear defect
lines were also observed [5] (Fig. 2.4).
Figure 2.3: Atomic-resolution TEM image of a non-linear and aperiodic grain boundary in
polycrystalline graphene. The left panel shows the original TEM image, while the right one signals
the pentagons (in blue), the heptagons (in red) and the distorted hexagons (in green). The scale
bar stands for 5A˚. The above images were extracted from Ref. [6].
GBs have a profound effect on the threshold for mechanical failure of the CVD-grown graphene
membranes, which is reduced by an order of magnitude, relatively to the exfoliated membranes.
It is theoretically expected that some of the CVD-grown graphene electronic properties will be
markedly different from its exfoliated counterpart, as suggested by calculations of formation energies
of different types of grain boundaries [134] and by theoretical calculations [135]. It has in fact been
shown that GBs have a strong impact in the transport properties of graphene [40, 41, 42]. For
instance, some GBs effectively create an edge, giving rise to an enhanced density of states at the
Dirac points, similar to what is observed at the edges of zigzag nanoribbons [12, 13, 101, 136]. It
has also been argued that these defect lines can act as one-dimensional conducting charged wires
[5, 137]. The charging of these topological wires is achieved by the self-doping mechanism [49].
Defect lines can also give rise to exotic effects, such as a valley filter [43, 44], which has lead to the
suggestion of using them to tailor graphene’s electronic properties.
Measurements of electronic mobilities of different CVD samples, have shown that their electronic
properties depend on the details of the CVD-growth recipes [6, 33, 34, 36]. In fact GBs are expected
to present different degrees of transparency to electron transport, depending on its microscopic
details and relative orientations of the grains separated by them [42, 46, 47, 138, 139]. Interestingly,
a recent work by Tsen et al. [45] probed the electric properties of single GBs.
Before proceeding with the study of extended SW defects at the edges and bulk of graphene, let
us do a brief review of the physical models underlying the study of some basic electronic properties
of graphene.
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Figure 2.4: STM image of the linear extended one-dimensional defect that we dub as zz(558) defect
line. The above images were extracted from Ref. [5].
2.3 Modelling electrons in graphene
The aim of this section is to briefly introduce some basic properties of single-electron physics in
graphene. Its main intent is to review some results that will be relevant for most of the subsequent
chapters of the text. We will thus start by introducing the TB model of graphene in sub-Section
2.3.1, after which we will demonstrate, in sub-Section 2.3.2, how the Dirac-like behavior originates
from the continuum low-energy approximation of graphene’s TB model. We will then proceed to
investigate the spectrum of zigzag-terminated ribbons, using the TB model (sub-Section 2.3.3) and
the low-energy model (sub-Section 2.3.4). Finally, the presence of a perpendicular magnetic field in
pristine graphene (sub-Section 2.3.5) and zigzag ribbons (sub-Section 2.3.6) will be explored with
the TB approach.
Graphene’s honeycomb lattice [see Fig. 2.5(a)] can be viewed as a triangular Bravais lattice
with two atoms per unit cell. These two atoms, define two triangular sub-lattices, which we label
by A and B. The lattice vectors of graphene honeycomb lattice can be chosen to be
u1 = a(1, 0), (2.1a)
u2 = a
(
− 1
2
,
√
3
2
)
, (2.1b)
where a stands for the lattice parameter. The distance between carbon atoms is given by l = a/
√
3.
The reciprocal lattice basis vectors are given by
v1 =
4pi
a
√
3
(√
3
2
,
1
2
)
, (2.2a)
v2 =
4pi
a
√
3
(
0, 1
)
, (2.2b)
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where the convention ui · vj = 2piδij was used.
Figure 2.5: (a) Scheme of the graphene honeycomb lattice. The two atoms of the unit cell are
labelled by A and B. The lattice vectors are dubbed u1 = a(1, 0) and u2 = a(−1,
√
3)/2. (b)
First Brillouin Zone of pristine graphene. The reciprocal lattice vectors are dubbed by v1 =
(
√
3, 1)2pi/
√
3a and v2 = (0, 1)4pi/
√
3a. The two Dirac points are signalled as K+ and K−.
The First Brillouin Zone (FBZ) of the honeycomb lattice has two points of special interest.
These are named Dirac points, K±, and are located at
K+ =
4pi
3a
(1, 0), (2.3a)
K− =
4pi
3a
(−1, 0). (2.3b)
All the other vertices of the FBZ are equivalent to one or the other of these points [see Fig. 2.5(b)].
2.3.1 Tight-binding model of graphene
A TB approach suffices to capture the core aspects of graphene’s electronic structure [51]. We
can write a simple single-electron Hamiltonian, describing the motion of electrons in the pi-orbitals
of graphene. In doing so, we opt to keep things simple, only allowing the electrons to hop between
first and second neighbor atoms. Such an Hamiltonian reads
H = −t
∑
R
[(
b†(R) + b†(R + u2) + b†(R− u1)
)
a(R) + h. c.
]
− t′
∑
R
∑
c=a,b
∑
γ=±1
[
c†(R + γu1) + c†(R + γu2) + c†(R + γu1 + γu2)
]
c(R) , (2.4)
where for t, we use the widely accepted value of t ' 2.7 eV for the first neighbor hopping amplitude,4
while t′ ≈ 0.1t stands for the second neighbor hopping amplitude. The operator a†(r) [b†(r)] denotes
4The first (second) neighbor hopping amplitude is assumed to be different from zero only between first (second)
neighbor atoms. The hopping amplitudes are assumed to be position independent, tr,r+δ = 〈r|H|r + δ〉 ≡ t.
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the electron creation operator at the pz orbital of the atom of sub-lattice A (B) belonging to the
unit cell located at position r. Note that the second sum in Eq. (2.4), breaks the electron-hole
symmetry present in the first-neighbor TB Hamiltonian.5 Such a term is introduced in order to
capture the slight asymmetry observed in the I − V curves of graphene [140]. For simplicity of
notation, in Eq. (2.4) and all the remaining text, the electronic spin indexes were omitted.
Consider the Fourier transform (and its inverse) of the electron operators in Eq. (2.4),
c(k) =
1√
Nc
∑
r
e−ik·rc(r), (2.5a)
c(r) =
1√
Nc
∑
k
eik·rc(k), (2.5b)
where Nc stands for the number of unit cells, while c = a, b. We assume periodic boundary
conditions in the directions of u1 and u2. We can thus use Eq. (2.5b) to diagonalize the Hamiltonian
in Eq. (2.4) with respect to the spatial variables. Two new quantum numbers, kx and ky [k =
(kx, ky)], will be introduced with such a procedure. We can thus rewrite Eq. (2.4) as
H =
∑
k
Φ†kHkΦk (2.6)
where Φk = [ak, bk]
T , while Hk can be written as
Hk = −
[
f(k)
[
s(k)
]∗
s(k) f(k)
]
. (2.7)
The terms appearing in the Hamiltonian matrix of Eq. (2.7), s(k) and f(k), read
s(k) = t
(
1 + eik·u1 + e−ik·u2
)
, (2.8a)
f(k) = 2t′
(
cos(k · u1) + cos(k · u2) + cos
(
k · (u2 + u1)
))
. (2.8b)
Using Eqs. (2.1) in Eqs. (2.8), we can write the eigenvalues of Hk as
Es(k) = st
√
3 + f(k)/t′ + f(k), (2.9)
where s = −1 (s = +1) identifies the pi (pi∗) band. Note that we can now write f(k) as f(k) =
2t′
(
cos(kxa) + 2 cos(kxa/2) cos(
√
3kya/2)
)
. The previously mentioned electron-hole symmetry of
the first-neighbor TB Hamiltonian model of graphene, becomes clear in Eq. (2.9) if we set t′ = 0.
2.3.2 Continuum low-energy theory
Wallace was the first to note the relativistic nature of the low-energy excitations of graphene
[51]: at the Dirac points [see Eqs. (2.3)] the energy defined in Eq. (2.9) equates to Es(K±) = 3t′.
5When t′ = 0, the Schro¨dinger equation, H|Ψ〉 = |Ψ〉, is invariant under the transformation:  → − and
b(r)→ −b(r). The wave function |Ψ〉 is a linear superposition of the amplitudes at the pz orbital of each atom of the
crystal. The energy spectrum symmetry relatively to  = 0 justifies the name electron-hole symmetry.
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Moreover, expanding Eq. (2.9) around the Dirac points until first order in the momentum, k = K+q
(where q pi/a), we obtain a linear energy dispersion centered at 3t′
Es(q) = 3t
′ + svF~|q|+O
[
(|q|/|K|)2], (2.10)
where the Fermi velocity reads vF =
√
3ta/(2~). Using t ' 2.7 eV we obtain vF ≈ 106 m/s,
which is consistent with vF ' 1.1 × 106 m/s obtained experimentally [141, 9, 10]. The massless
ultra-relativistic character of the low-energy physics of graphene is evident in Eq. (2.10) [and in
Fig. 2.6]. For the sake of simplicity, in the remaining of this text, we will always work with
t′ = 0.
Figure 2.6: Graphene TB dispersion relation [see Eq. (2.9)] with t′ = 0.1t. The inset on the right-
hand side is a zoom in around one Dirac point. It pinpoints the cone-like shape of the dispersion
relation around Dirac points as is expected from Eq. (2.10).
Let us explore the electronic spectrum near the Fermi energy of undoped graphene (F = 0).
Only states in the vicinity of K+ and K− will be involved. Using Eq. (2.5b), we can write the
operators c(r) as a sum of two terms: each one of these is associated with the expansion of the
Fourier sum around each one of the Dirac points, K+ and K−. They read
cˆ(r) ' eiK+·rcˆ+(r) + eiK−·rcˆ−(r), (2.11)
where the fields cˆ±(r) are slowly varying over the unit cell.
Substituting the fields of Eq. (2.11) in the Hamiltonian of Eq. (2.4), with t′ = 0, and
expanding the fields cˆ±(r) until first order on the gradient, we obtain the continuum limit of
the TB Hamiltonian valid around the Dirac points.6 The resultant Hamiltonian can be written as
6This approximation is also dubbed as low-energy, because it is valid around the Dirac points, where the excitation
energy relative to the ground state of undoped graphene is small (see Fig. 2.6). Frequently throughout this text, we
will use low-energy to refer to the region of the spectrum in the vicinity of the Fermi energy.
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the sum of two copies of the Dirac Hamiltonian [142], each one of them valid around one of the two
distinct Dirac points.7 It reads
H = −ivF
∫
dxdy
([
Ψ+(r)
]†
σ+ · ∇Ψ+(r) +
[
Ψ−(r)
]†
σ− · ∇Ψ−(r)
)
, (2.12)
where Ψν(r) = [aˆν(r), bˆν(r)]
T , ν = ±1 identifies the Dirac point and σν = (νσx, σy), with σx and
σy noting the Pauli matrices. In summary, we can say that the low-energy excitations of graphene
behave as massless Dirac fermions. These are governed by two distinct versions of the massless
Dirac equation, each one of them valid around each one of the two Dirac points (and thus acting
on different Hilbert spaces). This remarkable property, is a direct consequence of the honeycomb
lattice structure.
Around the Dirac point Kν , the Dirac Hamiltonian, Hν = vFσν · ∇, assuming plane wave
solutions, Ψν = e
iq·rΦν , can be written as Hν = vFσν · q. Such an Hamiltonian, yields the
following conical dispersion relation
Es(q) = svF~|q|, (2.13)
with s = ±1. The corresponding eigenvectors are
Ψq,s,ν(r) = Φq,s,νe
iq·r =
1√
2
[
1
seiθq,ν
]
eiq·r, (2.14)
where θq,ν = arctan(qy/νqx).
2.3.3 Zigzag ribbons – TB approach
Another curious feature of the honeycomb lattice, arises when the lattice is cut along the zigzag
direction. In such a situation, a zigzag edge is formed (see Fig. 2.7). This edge gives rise to an
additional flat energy band at zero-energy. The state associated with this band is localized at the
zigzag edge [12, 13, 101]. These states are usually referred to as surface states or edge states (in
this text we are going to use both these expressions to refer to this kind of states). In contrast to
what happens with zigzag edges, armchair edges do not give rise to surface states. The presence of
surface states at zigzag edges of real samples of graphene was experimentally observed by scanning
tunneling microscopy and spectroscopy studies [143, 144]. In the following paragraphs we will
briefly explore this feature, using the first neighbor TB description of graphene.
Let us consider a ribbon with zigzag edges (see Fig. 2.7). We suppose that the ribbon has a
width of N zigzag rows, which corresponds to a width of w = (N − 1)a√3/2 + a√3/6, where a
is the lattice parameter [see Eqs. (2.1)], which is given by a = 1.42A˚/
√
3 ≈ 2.46 A˚. The electron
creation operators on the A and the B atoms of the unit cell located at R = mu1 − nu2, are now
7It should be noted that with this particular choice for the unit cell and the lattice vectors, such an Hamiltonian
is only obtained after a rotation of 2pi/3 of the initial reference frame.
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going to be labelled as a†(m,n) and b†(m,n) respectively. We consider the ribbon to be infinite in
the u1 direction. As a consequence, the variable m will be allowed to take the value of any positive
or negative integer. At the same time, as the ribbon is limited along its transverse direction, the
variable n will be allowed to take the following values: n = 0, 1, . . . , N − 1.
Figure 2.7: Scheme of a zigzag ribbon with five zigzag rows of width, N = 5 (or w = 13
√
3a/6 ≈
5.33 A˚). The unit cells are labelled by R = mu1 − nu2, with m = −∞, . . . , 0, . . . ,+∞ and n =
0, 1, . . . , N − 1. The lattice vectors are those defined in Eqs. (2.1).
In analogy with Eq. (2.4) we write the first neighbor TB Hamiltonian of such a system as
H = −t
∑
m
N−1∑
n=0
[(
b†(m,n) + b†(m− 1, n) + b†(m,n− 1)
)
a(m,n) + h. c.
]
. (2.15)
If we assume periodic boundary conditions (PBCs) along the ribbon’s longitudinal direction,
we can diagonalize the above Hamiltonian with respect to the variable m, simply by using the
Fourier transform along the x direction [see Eq. (2.5b)]. The quantum number kx ∈ [0, 2pi/a] is
then introduced and the Hamiltonian becomes
H = −t
∑
kx
N−1∑
n=0
[((
1 + eikxa
)
b†(kx, n) + b†(kx, n− 1)
)
a(kx, n) + h. c.
]
. (2.16)
This Hamiltonian is a sum of commuting operators, each labelled by a value of kx, which can
be numerically diagonalized separately. In Fig. 2.8 we plot the energy spectrum of a zigzag with
N = 100 zigzag rows along its transverse direction and in function of kx. As we can observe
in Fig. 2.8 [panels (a) and (b)], there are energy levels appearing outside the range of allowed
electronic states of bulk graphene. The eigenstates corresponding to these energy levels, must then
be localized at the edges.
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Figure 2.8: (a1): TB electronic spectrum of a zigzag ribbon with N = 100 (≈ 122 A˚) of width.
(a2): Inset of (a1) for low energies [see the green dashed box in panel (a1)]. In (a1) and (a2)
the two lowest-energy levels are colored in blue and red. (a3) and (a5): Spatial dependence of
the edge states squared amplitudes along the transverse direction of the ribbon. The continuous
(dashed) curves correspond to the edge state squared amplitudes at the atoms of sub-lattice A (B).
The blue (red) curves stand for the blue (red) level in (a1) and (a2). (a3) and (a5) correspond,
respectively, to the case where kxa = 2.14 and kxa = 2.51 [whose positions are identified in (a2)
by the vertical dashed green lines]. (a4) and (a6): The same as (a3) and (a5), now plotted with
logarithmic scale in the y-axis. (b): Exact same results as those of (a), but now compared with the
analytical expressions (on light blue) of Eqs. (2.24).
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Since edge states decay exponentially into the bulk [see panels (c) and (d) of Fig. 2.8], in wide
ribbons they can be studied as eigenstates of semi-infinite ribbons. This is equivalent to stating
that eigenstates living at different edges of the ribbon are uncoupled, because the ribbon width,
w, is much larger than, ξ(kx), the edge states’ decay length, w  ξ(kx). In what follows, we will
assume the ribbons we are studying to be wide in this sense.
To investigate the possibility of low-energy edge states in such a system, we must solve the
corresponding Schro¨dinger equation,
Hkx |µ, kx〉 = µ,kx |µ, kx〉, (2.17)
for |µ,kx |/t 1, where Hkx corresponds to each term of the sum in kx of Eq. (2.16). Let us choose
the wide ribbon to have 0 ≤ n ≤ N − 1 (with N  1). As Hkx defines effectively a 1D problem in
the transverse direction of the ribbon, we can express any eigenstate |µ, kx〉 as a linear combination
of the site amplitudes along the transverse direction of the ribbon,
|µ, kx〉 =
N−1∑
n=0
[
A(kx, n)|a; kx, n〉+B(kx, n)|b; kx, n〉
]
, (2.18)
with the one-particle states, |c; kx, n〉 = c†(kx, n)|0〉, where n = 1, . . . , N − 1 and c = a, b.
Equating coefficients in Eq. (2.17), we obtain a set of 2 × N TB equations. The 2N − 4 TB
equations corresponding to 0 < n < N − 1, can be summarized in
−
t
A(kx, n) =
(
1 + e−ikxa
)
B(kx, n) +B(kx, n− 1), (2.19a)
−
t
B(kx, n) =
(
1 + eikxa
)
A(kx, n) +A(kx, n+ 1), (2.19b)
where, for the sake of simplicity of notation, we have used µ,kx ≡ . The four remaining equations
will have a slight different form: the pair referring to the TB amplitudes at the zigzag edge located
at n = 0, reads
−
t
A(kx, 0) =
(
1 + e−ikxa
)
B(kx, 0), (2.20a)
−
t
B(kx, 0) =
(
1 + eikxa
)
A(kx, 0) +A(kx, 1), (2.20b)
while the one referring to the amplitudes at the zigzag edge located at n = N − 1, reads
−
t
A(kx, N − 1) =
(
1 + e−ikxa
)
B(kx, N − 1) +B(kx, N − 2), (2.21a)
−
t
B(kx, N − 1) =
(
1 + eikxa
)
A(kx, N − 1). (2.21b)
As we are looking for (almost) zero-energy eigenstates, we set  = 0 in Eqs. (2.19)-(2.21), which
let us with a set of equations with a simple recursive structure. Nevertheless, diagonalizing this
problem is not trivial.
In order to avoid the difficulties in diagonalizing such a problem, we must recall that we are
assuming our ribbon to be so wide that its edge states do not appreciably differ from those of a
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semi-infinite ribbon. As a consequence, we only need to solve the semi-infinite ribbon problem, in
which only one edge equation must be satisfied. In such a situation, we are allowed to write every
amplitude inside the ribbon, in terms of the edge amplitudes. Then, the surface states originating
from the zigzag edge at n = 0 in a semi-infinite ribbon with an upper edge, read
A(kx, n) =
[− 2 cos(kxa/2)]neikxan/2A(kx, 0), (2.22a)
B(kx, n) = 0, (2.22b)
while those arising from the edge at n = N − 1 in a semi-infinite ribbon with a lower edge, read
A(kx, n) = 0, (2.23a)
B(kx, n) =
[− 2 cos(kxa/2)]N−1−ne−ikxa(N−1−n)/2B(kx, N − 1). (2.23b)
In order to the surface states to be normalizable inside the semi-infinite ribbon, the condition
|2 cos(kxa/2)| < 1 must be satisfied. This condition restricts the range of values of kx in which
surface states are allowed. They only exist if 2pi/3 < kx < 4pi/3. Moreover, surface states only
live in one of the sub-lattices, namely, the sub-lattice with the outer atom at the edge. In the
semi-infinite ribbon with an upper (lower) edge, only the A (B) sub-lattice atoms have non-zero
amplitudes.
As we are assuming the ribbon to be so wide that its edge states originating at different edges
are practically uncoupled, we can construct an approximate solution for its zero energy edge states,
combining the solutions given by Eqs. (2.22) and Eqs. (2.23). Imposing the normalization of these
states, we obtain
|A(kx, n)| =
√
1− e−2/ξ(kx)e−n/ξ(kx), (2.24a)
|B(kx, n)| =
√
1− e−2/ξ(kx)e−(N−1−n)/ξ(kx), (2.24b)
where ξ(kx) = −1/ log
(|2 cos(kxa/2)|).
Remember that the above approximation is only valid for very wide ribbons. In fact, for finite
ribbons, the boundary conditions associated with each one of the ribbon’s edges, Eq. (2.20a) and
Eq. (2.21b), are not satisfied by the solutions given by Eqs. (2.24). These solutions can only satisfy
exactly one pair of boundary conditions at a time.8 In the finite ribbon geometry, the edge states
originating from the two edges overlap with each other, hybridizing and forming bonding and anti-
bonding states which are separated in energy by a small gap. For a given ribbon width, the decay
length of the edge states, ξ, depends on kx. Then, the magnitude of the gap between bonding and
anti-bonding states depends on kx. As a consequence, in a finite ribbon, the surface states levels
are slightly dispersive. The wider the ribbon, the less dispersive they are. Moreover, the dispersion
is more prominent near the projected Dirac points (at kxa = 2pi/3 and at kxa = 4pi/3), because at
these points the decay length diverges.
8Nevertheless, when the ribbon is very wide, the other pair of boundary conditions is satisfied to exponential
accuracy.
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In Fig. 2.8(b) we compare the surface states obtained numerically (dark blue curves) with
those obtained after the above reasoning (light blue curves). Both curves in panels (b2)-(b5) are in
extremely good agreement. The only deviation observed is in panel (b3), where the decay rate of
the numerically obtained surface states is different from that of the analytical surface states around
the opposite edge to the one the edge state originates from. This is to be expected, because in such
a case we are positioning ourselves very near the Dirac point, where the decay length is of the order
of the ribbon width. It is thus normal that the numerical surface states deviate from the purely
exponential behavior when at the vicinity of the opposite edge.
2.3.4 Zigzag ribbons – continuum low-energy approach
Ribbons can also be studied in the low-energy limit [145, 146], where Dirac equation governs
the physics of charge carriers. In the following paragraphs we will see how this can be done, again
for the case of a zigzag terminated ribbon.
As stated in Eq. (2.12), in this limit the low-energy excitations of graphene have a massless
fermion Dirac-like behavior, governed by an Hamiltonian composed of two copies of the massless
Dirac equation. The wave-number deviation from the Dirac point is going to be denoted by
q = k − Kν . Then the real space wave functions of such an Hamiltonian, can be written as
Ψq(r) = Ψq,−(r)+Ψq,+(r), where Ψq,±(r) = [ψa,±(r; q), ψb,±(r; q)]T , where ψc,± are slowly varying
amplitude fields.9 From Eq. (2.11), we have
Ω(r) = eiK−·rΨq,−(r) + eiK+·rΨq,+(r), (2.25)
where Ω(r) = [a(r), b(r)]T .
As there is translational invariance along the ribbon direction (see Fig. 2.7), the wave function
around each Dirac point can be written as
Ψq,ν(r) =
[
ψa,ν(r; q)
ψb,ν(r; q)
]
=
[
ϕa,ν(y; q)
ϕb,ν(y; q)
]
eiqx , (2.26)
where ν = ±1 identifies the Dirac point K± the field is referring to.
For a ribbon with zigzag edges, we have previously seen that the boundary conditions the wave
function must obey are given by Eqs. (2.22) and Eqs. (2.23). Using Eq. (2.25) and Eq. (2.26), we
conclude that Dirac fields must obey the following boundary conditions
ϕb,+(0; q) = ϕb,−(0; q) = 0, (2.27a)
ϕa,+(L; q) = ϕa,−(L; q) = 0. (2.27b)
Each Dirac valley sits at different values of the Bloch momentum parallel to the direction of the
ribbon’s edge. As the Bloch momentum is a conserved quantity, there is no intervalley scattering,
9Note that one has two types of slowly varying fields on the unit cell: the operator fields, cˆ±, defined in Eq. (2.11);
the amplitude fields, ψc,±. See sub-Section 3.2.2, Eqs. (3.18)-(3.21), for a proper distinction of these two fields.
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and thus one can treat separately each one of the copies of the Dirac equation. Using the general
form of the Dirac wave function in a ribbon, Eq. (2.26), and each copy of the Dirac Hamiltonian,
Eq. (2.12), we can write an eigenvalue problem for each one of the Dirac points,
vF
(
0 νqx − ∂y
νqx + ∂y 0
)(
ϕa,ν(y; q)
ϕb,ν(y; q)
)
= 
(
ϕa,ν(y; q)
ϕb,ν(y; q)
)
, (2.28)
where ν = ±1 identifies the Dirac point. From Eq. (2.28), we obtain
(
q2x − ∂2y
)
ϕa,ν(y) =
2
v2F
ϕa,ν(y), (2.29a)
ϕb,ν(y) =
vF

(νqx + ∂y)ϕa,ν(y), (2.29b)
where for simplicity, we have omitted the dependence of ϕ on q. Eq. (2.29a) has the solution,
ϕa,ν(y) = A1e
zy +A2e
−zy, (2.30)
which leads to  = vF
√
q2x − z2. The unknown z is determined imposing the boundary conditions,
Eqs. (2.27), which give rise to the following eigenvalue equation
e2zL =
νqx − z
νqx + z
. (2.31)
The above equation gives real solutions for z, whenever νqx is negative. This means that the
edge states levels will exist to the left (right) of the Dirac point K+ (K−). In Fig. 2.9 we compare
the TB numerical spectrum and edge states with those arising from the low-energy continuum
approximation (CA) of the TB Hamiltonian.
2.3.5 Perpendicular magnetic field
The study of the influence of a perpendicular magnetic field on the electronic properties of
graphene is crucial to the understanding of the physics of graphene. Moreover, the distinctive
E ∝ √n dependence of graphene’s Landau levels (LLs), [147], has been observed in a plethora of
experiments: Shubnikov de Haas oscillations [9, 10]; infrared spectroscopy [141]; scanning tunneling
spectroscopy of graphite surfaces [148].
We will use the TB model to study the effect of a magnetic field on the electronic structure of
graphene. The Zeeman term will be neglected in this treatment.10 In such a situation, the effect
of a perpendicular magnetic field in the TB model of graphene, can be captured by employing the
Peierls substitution [149, 150, 151, 152] to the hopping integrals,
tr,r+δ(B) = 〈r|H(B)|r + δ〉 = 〈r|H(0)|r + δ〉ei
e
~
∫ r+δ
r A·dr = teiϕ, (2.32)
10The Zeeman energy is typically small when compared with the cyclotron energy in the 2D electron gas. For
instance, the Zeeman energy, gµBB for a magnetic field of 10T (150T ) is approximately 10K (200K), while graphene’s
cyclotron energy for the same field reads 1000K (4500K).
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Figure 2.9: (a1): TB electronic spectrum of a zigzag ribbon with N = 100 (≈ 122 A˚) for zero
magnetic field. (a2): zoom in of (a1) around low energy. In (a2) we compare the TB surface states
energy levels with those obtained from the low-energy continuum theory. (b) and (c): spatial
dependence of the square of the amplitude of the surface states along the transverse direction of
the ribbon. (b1) and (c1) correspond, respectively, to the case where kxa = 2.14 and kxa = 2.51
[whose positions are identified in (a2) by the vertical dashed green lines]. (b2) and (c2) are just
the same as (b1) and (c1), now plotted with a logarithmic scale in the y-axis.
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where A is the vector potential, B = ∇ ·A. The phases showing up on the hopping parameters,
can be determined if we fix the gauge and compute the integral. But the only physical quantity
is the magnetic flux, φ. Consequently, the hopping amplitudes’ phases can also be chosen directly,
provided they respect the following condition: the sum of the phases along a closed path must
add up to φ/φ0; φ stands for the magnetic flux across the area defined by the closed path, while
φ0 = h/e stands for the flux quantum. We will choose the gauge A = B(y, 0), which is equivalent
to the Peierls phases presented in Fig. 2.10.
Figure 2.10: Particular choice of the Peierls phases in the presence of a uniform magnetic field.
The first neighbor TB Hamiltonian [remember Eq. (2.4) with t′ = 0], will now read
H = −t
∑
m,n
[(
e
inpi φ
φ0 b†(m,n) + b†(m,n− 1)
+ e
−inpi φ
φ0 b†(m− 1, n)
)
a(m,n) + h. c.
]
, (2.33)
where again, we use the m and n to identify the unit cell at R = mu1 − nu2.
As expected for electrons moving on a plane perpendicular to the direction of a uniform magnetic
field, in an infinite graphene crystal electrons will move on circular (cyclotron) trajectories. The
radius of these circular trajectories is quantized. The allowed values of the cyclotron radius depend
on the magnitude of the magnetic field. The energy levels associated with the allowed cyclotron
orbits will be macroscopically degenerate and will be called LLs.
The LLs can also be determined in the continuum low-energy limit. Starting from the Hamil-
tonian written in Eq. (2.12), the magnetic field must be introduced through minimal coupling
p → p + eA, where A is again the vector potential. The gauge can again be chosen to be
A = B(y, 0). For a solution of such a problem see Refs. [153, 154].
2.3.6 Zigzag ribbon under a perpendicular magnetic field
In a ribbon, the LLs degeneracy is partially lifted due to the finite nature of the crystal in
one direction. The ribbon edges interrupt the cyclotron orbits centered close to them. In this
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sub-section we will discuss the effect of a perpendicular magnetic field in the spectrum and surface
states of a ribbon with zigzag edges [155]. We will use the first neighbor TB model in a similar
manner to what was done in sub-Section 2.3.3.
With the same gauge choice as that of Fig. 3.16, the zigzag ribbon has the Peierls phases
configurations sketched in Fig. 2.11. The Hamiltonian of such a ribbon is similar to that written
in Eq. (2.33), now with 0 ≤ n ≤ N − 1. It can again be diagonalized numerically (see Fig. 2.12).
Figure 2.11: Scheme of a zigzag ribbon with a width of N = 5 (≈ 5.33 A˚), with the corresponding
Peierls phases for the same gauge choice done for Fig. 2.10.
Besides, we can also attempt to find an analytical description of some features of this system,
namely, its low-energy eigenstates. With this in mind, and as was done in sub-Section 2.3.3, after a
Fourier transform along the infinite direction of the ribbon, we can write this system’s TB equations.
For 0 < n < N − 1, they read
−
t
A(kx, n) = 2e
−i kxa
2 cos
(
kxa
2
− (n+ 1)pi φ
φ0
)
B(kx, n) +B(kx, n− 1), (2.34a)
−
t
B(kx, n) = 2e
i kxa
2 cos
(
kxa
2
− (n+ 1)pi φ
φ0
)
A(kx, n) +A(kx, n+ 1). (2.34b)
For the edge at n = 0, the TB equations read
−
t
A(kx, 0) = 2e
−i kxa
2 cos
(
kxa
2
− pi φ
φ0
)
B(kx, 0), (2.35a)
−
t
B(kx, 0) = 2e
i kxa
2 cos
(
kxa
2
− pi φ
φ0
)
A(kx, 0) +A(kx, 1), (2.35b)
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while those referring to the amplitudes at the edge located at n = N − 1, are given by
−
t
A(kx, N − 1) = 2e−i
kxa
2 cos
(
kxa
2
−Npi φ
φ0
)
B(kx, N − 1)
+B(kx, N − 2) , (2.36a)
−
t
B(kx, N − 1) = 2ei
kxa
2 cos
(
kxa
2
−Npi φ
φ0
)
A(kx, N − 1) . (2.36b)
As before, the above equations give rise to simple recurrence relations when we set  = 0.
In fact, we can see in Fig. 2.12(a1), that there are indeed two energy levels with  ≈ 0 when
2.5 . kxa . 4.9.11 Moreover, panels (a6)-(a14) of Fig. 2.12, let us conclude that those two levels
correspond, either to two surface states (when 3.3 . kxa . 4.1), or to a surface state and the zero
order LL (when 2.5 . kxa . 3.3 and 4.1 . kxa . 4.9). With this in mind, in what follows we will
study analytically these zero energy eigenstates.
In parallel with the B = 0 case (see sub-Section 2.3.3), to find an exact analytical expression
for the lowest-energy eigenstates of a finite width zigzag ribbon under a perpendicular magnetic
field, is a non-trivial problem. However, to do that for a semi-infinite ribbon with B 6= 0 is, in
contrast, straightforward. If we consider that our ribbon is very wide, we can assume, as before,
that its eigenstates do not appreciably differ from those of a semi-infinite ribbon. Let us then start
by solving the semi-infinite ribbon problem instead of that of a finite ribbon.
If  = 0, we are allowed to write every amplitude inside the semi-infinite ribbon, in terms of the
edge amplitudes. Let us define
ΥA(n,m) :=
n−1∏
r=m
ξA(r), (2.37a)
ΥB(n,m) :=
n∏
r=m+1
1
ξB(r)
, (2.37b)
where ξA(r) = −2eikxa/2 cos(kxa/2 − rpiφ/φ0) =
[
ξB(r)
]∗
. One can then rewrite the TB bulk
equations, Eqs. (2.34), as
A(kx, n) = ΥA(n,m)A(kx,m), (2.38a)
B(kx, n) = ΥB(n,m)B(kx,m). (2.38b)
Eqs. (2.38) show that the functions ΥA(n,m) and ΥB(n,m) determine the eigenstate ampli-
tudes at both sub-lattices in each transverse position of the ribbon in terms of the amplitudes at
some other position of the ribbon. For a non-zero magnetic field, these functions are periodic and
thus will have an infinite number of maxima and minima. As a consequence, the lowest-energy
eigenstates of an infinite ribbon will possess an infinite number of maxima in both sub-lattices A
11The whole spectrum is shifted in kxa, because we have set n = 0 at the upper edge (where n is the label of the
zigzag rows). Had we set n = 0 to the center of the ribbon, the shift would be absent [101].
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Figure 2.12: (a1) and (b1): Low-energy spectrum of a zigzag ribbon with N = 100, under a
perpendicular magnetic field of B = 150T . (a2)-(a16): Squared amplitudes of the two lowest-energy
eigenstates obtained by numerically diagonalizing the TB Hamiltonian with several values of kxa.
The blue (red) eigenstate corresponds to the energy level colored in blue (red) of (a1). (b2)-(b16):
squared amplitudes of the two lowest-energy eigenstates obtained by numerically diagonalizing the
TB Hamiltonian (dark blue) with those obtained from the analytical reasoning giving rise to Eqs.
(2.39) and Eqs. (2.40) (light blue). The vertical dashed green lines in (a1) and (b1) indicate the
values of kxa for which the eigenstates spatial dependence is plotted.
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and B along the transverse direction of the ribbon. The position of these maxima is determined
by the value of the magnetic field B and that of the longitudinal momentum kxa.
Consider now a (zigzag oriented) ribbon with finite width (0 ≤ n ≤ N −1). As a starting point,
let us not specify the edge termination of the ribbon. We will shortly see that the existence or
inexistence of LLs and surface states can be understood irrespectively of the microscopic details of
the edge terminating the zigzag ribbon.
Depending on the value of B, kxa and the width of the ribbon, N , zero, one or more maxima
of ΥA(n,m) and ΥB(n,m) may be inside the ribbon. For the particular case we are looking at
(ribbon with N = 100 under B = 150 – see Fig. 2.11), there is no value of kxa for which more than
one maximum of ΥA(n,m) or ΥB(n,m) will exist inside the ribbon (see Fig. 2.13). Moreover, in
the particular case we are considering, there is no value of kxa for which a maximum of ΥA(n,m)
and a maximum of ΥB(n,m) will be inside the ribbon at the same time (see Fig. 2.13).
As a consequence, when both ΥA(n,m) and ΥB(n,m) have no maximum inside the ribbon,
there will be two surface states living at different sub-lattices of the ribbon [see panels (b9)-(b11)
of Fig. 2.12; as referred above, this happens when 3.3 . kxa . 4.1]. When ΥA(n,m) (ΥB(n,m))
has a maximum inside the ribbon, there will be a localized bulk LL inside the ribbon living only
in sub-lattice A (B). At the same time, in sub-lattice B (A) there will be a surface state at one
of the edges [see panels (b7), (b8), (b12) and (b13) of Fig. 2.12; as referred above, this happens
when 2.5 . kxa . 3.3 and 4.1 . kxa . 4.9]. In Fig. 2.13 we plot the situation in which there is
one maximum of ΥA(n,m) inside the ribbon living in n ∈ [0, 100].
The LLs live well inside the bulk, decaying exponentially to the edges of the ribbon. As a
consequence, they do not see the edge and thus are not affected by its microscopic details. In sharp
contrast, the surface states live at the edge and thus strongly depend on the microscopic details of
the edge.
Let us now specify the edge termination of our ribbon. Consider it to have pristine zigzag edges
(see 2.11). We must then take into account the TB equations associated with the edge, Eqs. (2.35a)
and (2.36b). Therefore, the eigenstates originating from the zigzag edge at n = 0 in a semi-infinite
ribbon with an upper edge, will read
A(kx, n) = ΥA(n, 0)A(kx, 0), (2.39a)
B(kx, n) = ΥB(n, 0)B(kx, 0) = 0, (2.39b)
while those arising from the edge at n = N − 1 in a semi-infinite ribbon with a lower edge, read
A(kx, n) =
1
ΥA(N − 1, n)A(kx, N − 1) = 0, (2.40a)
B(kx, n) =
1
ΥB(N − 1, n)B(kx, N − 1). (2.40b)
The second equalities in Eq. (2.39b) and Eq. (2.40a), are obtained from the application of the
boundary conditions Eqs. (2.35a) and (2.36b). The eigenstate associated with the semi-infinite
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Figure 2.13: (a) Spatial dependence of |ΥA(n,−500)| and |ΥB(n,−500)|, given by Eqs. (2.37).
The above functions were plotted for B = 150T and kxa = 4.712 and normalized over the region
n ∈ [−500, 500]. (b) Spatial dependence of |ΥA(n, 0)| and |ΥB(n, 0)|, again plotted for B = 150T
and kxa = 4.712, but now normalized over the region n ∈ [0, 100]. The red box in panel (a) signals
the region where n ∈ [0, 100].
ribbon with an edge at n = 0 (n = N − 1), will only live in sub-lattice A (B) amplitudes. The
semi-infinite ribbon solutions can be safely combined to obtain that of a finite ribbon, as long as
the former are uncoupled. This happens if the solutions associated with each edge of the ribbon do
not see the other edge: the ribbon must be sufficiently wide in order for the surface states living at
one of the edges, satisfy the boundary condition at the other edge to exponential accuracy; the LLs
are sufficiently further away from the edges, and thus satisfy the boundary condition to exponential
accuracy.
When some of these conditions is not satisfied, the zero-energy character of the lowest-energy
states is lifted and they are no longer well described by Eqs. (2.39) and (2.40). In the case of Fig.
2.12, only the eigenstates of panels (b7)-(b13) are well described by this zero-energy eigenstates
formalism. The other panels eigenstates cannot be well described by this formalism, because the
lowest-energy eigenstates are no longer at zero energy.
The above problem can still be solved in the continuum low-energy limit, [156]. Starting from
the two copies of the Dirac Hamiltonian (with minimal coupling), the Landau eigenstates and the
surface states can be computed following a similar procedure to that of Sub-section 2.3.4.

Chapter 3
Electronic structure of edge reconstructed zigzag
ribbons
3.1 Outline of the chapter
Knowing that different edge configurations of graphene ribbons and quantum dots strongly
influence the electronic properties of these nanostructures (see Section 2.2 of Chapter 2), in this
chapter we explore the electronic structure of graphene zigzag ribbons whose edges have been
reconstructed with SW defects. In particular, we focus on two distinct edge reconstructions. One
is a toy-model which we dub as pentagon-only edge reconstruction (see Fig. 3.2). Its treatment
is intended to help the reader develop intuition and methods of approach to such problems. The
other reconstruction treated in this chapter, is widely known as reczag edge or zz(57) edge [see
Fig. 3.1(b)]. This reconstruction was recently observed in real graphene samples, using high-
resolution TEM [1, 2, 3] (see Fig. 2.2). We use both the tight-binding and the continuum low-
energy approaches to explore the characteristics of the electronic band structure of such edge
reconstructions, with a special focus on the nature of the surface states associated with them. We
conclude that these edge reconstructions allow for the appearance of a new type of edge states,
which in general, are dispersive, with non-zero amplitudes in both sub-lattices.
Figure 3.1: The pristine zigzag edge in (a), also known as zz edge. In (b), the SW totally
reconstructed zigzag edge, also known as zz(57) edge or as reczag edge.
In particular, for the reczag edge, the wave functions have two components that decrease with
different decay lengths with the distance from the edge. At the Dirac points one of these lengths
diverges, whereas the other remains finite, of the order of the lattice parameter. We trace this
curious effect to the doubling of the unit cell along the edge direction, brought about by the type of
reconstruction characteristic of the reczag edge. Moreover, we find that when a ribbon with reczag
edges is in the presence of a perpendicular magnetic field, the zero-energy Landau level is no longer
degenerate with the edge state as in the case of pristine zigzag ribbon. The continuum low-energy
limit of this kind of ribbons, is controlled by the effective boundary condition that the massless
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Dirac fermions see at the edge. This effective boundary condition arises from the doubling of the
unit cell, that brings into play an additional pair of modes that will happen to be evanescent when
the energy is very small. Besides being evanescent, they will be strongly localized at the edges of
the ribbon and thus will in a sense dress it before the eyes of the massless Dirac fermions.
Similarly, the pentagon-only edges also give rise to surface states that live in both sub-lattices.
However and in contrast with the edge states arising from the reczag edge, these decay with the
same rate in both sub-lattices, because there is only one component controlling the decay. This is
due to the fact that the pentagon-only edge does not double the unit cell of pristine graphene. The
continuum low-energy limit of this system is again controlled by the boundary condition arising
from the microscopic details of the reconstructed edge. However, and again in contrast with the
case of the zz(57) edge, there is no need of computing an effective boundary condition seen by the
massless Dirac fermions, since there is no duplication of the unit cell at the edge as in the former
case.
This chapter is based both on unpublished work and on the following publication by the author:
• Zigzag graphene nanoribbon edge reconstruction with Stone-Wales defects, J. N. B. Rodrigues,
P. A. D. Gonc¸alves, N. F. G. Rodrigues, R. M. Ribeiro, J. M. B. Lopes dos Santos and N. M.
R. Peres, Phys. Rev. B 84, 155435 (2011) [25]. Preprint available on arXiv [157].
This chapter is organized as follows: Section 3.2 is devoted to the study of the pentagon-only
edge. In sub-Section 3.2.1 we study this system under the TB approach, whereas in the sub-Section
3.2.2 we study it in the continuum approximation. Then, in Section 3.3, we come to the main topic
of the chapter: the study of the electronic structure of zigzag ribbons with zz(57) edges. We start
by studying the TB model of such system (sub-Section 3.3.1). In sub-Section ??, using the results
of ab-initio simulations, we compute the parameters of the empirical TB model presented in sub-
Section 3.3.1.2. Based on such a model, we study the electronic structure of ZGNRs whose edges
were reconstructed by SW defects, with a focus on the edge states showing up in these systems (sub-
Section 3.3.1.3). In sub-Section 3.3.1.4, we explore the implications of the presence of a magnetic
field directed perpendicularly to the ribbon plane in the electronic structure and edge states of a
reczag ribbon, pinpointing the modifications originating from the edge reconstruction. This section
is complete with the study of this system in the continuum low-energy limit (sub-Section 3.3.2),
where we derive the effective boundary condition that the massless Dirac fermions must obey at
the edges of the reczag ribbon.
3.2 The pentagon-only zigzag edge reconstruction
Let us then start by focusing on zigzag ribbons with pentagon-only edges (see Fig. 3.2). We first
investigate the spectrum of this system using tight-binding methods and then use its continuum
low-energy limit.
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Figure 3.2: Scheme of a zigzag ribbon with pentagon-only edges. For the sake of simplicity, we
choose the hopping amplitudes between the outer atoms of the ribbon to be the only different from
t. We label them by t′.
3.2.1 Tight-binding approach
The TB Hamiltonian of such a system is very similar to that written for a pristine zigzag ribbon
[see sub-Section 2.3.3, in particular Eq. (2.15)]. The only significant differences are those related
with the microscopic details of the pentagon-only edge. Note however, that for convenience of
treatment of the problem, we will choose the unit cell to be different from that chosen in sub-
Section 2.3.3, where we have described the pristine zigzag edge: compare unit cell of Fig. 3.2 with
that of Fig. 2.7.
We can straightforwardly write the first neighbor TB Hamiltonian for a zigzag ribbon with
pentagon-only edges and N zigzag rows of width as
H = Hbulk +HU +HL, (3.1)
where Hbulk stands for the ribbon’s bulk, 1 ≤ n ≤ N − 2, while, HU and HL stand for the part
of the Hamiltonian at the upper and lower edges, respectively, n = 0 and n = N − 1. Explicitly,
Hbulk reads
Hbulk =
∑
m
N−2∑
n=1
[(
b†(m,n) + b†(m,n+ 1) + b†(m− 1, n+ 1)
)
a(m,n) + h.c.
]
, (3.2)
while the upper edge part, HU , reads
HU =
∑
m
[(
b†(m, 0) + b†(m, 1) + b†(m− 1, 1)
)
a(m, 0) + b†(m− 1, 0)b(m, 0) + h.c.
]
,
(3.3)
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and the lower edge part, HL, can be written as
HL =
∑
m
[
b†(m,N − 1)a(m,N − 1) + a†(m− 1, N − 1)a(m,N − 1) + h.c.
]
. (3.4)
In the equations above, the unit cell identified by (m,n), stands for the unit cell at position
r = mu1 − nu2.
In Fig. 3.3 we present the results of the numerical diagonalization of such a Hamiltonian, for
two distinct cases: in panels (a) the pentagon-only zigzag ribbon has a width of N = 50 with
a hopping parameter between the atoms at the edge with the value t′ = 1.5t; in panels (b) the
pentagon-only zigzag ribbon has again a width of N = 50, now with an edge hopping parameter
given by the value t′ = 0.3t. Moreover, Fig. 3.3 shows the low-energy spectrum for these two cases,
as well as the spatial dependence (across the ribbon) of the two lowest energy eigenvectors around
the Dirac points.
Figure 3.3: Both groups of figures (a) and (b), stand for a ZGNR whose edges are totally
reconstructed with pentagon rings. In both cases, the nanoribbons have a width of N = 50.
For (a) figures, the hopping connecting the most exterior atoms is t′ = 1.5t, while for the (b)
figures this same hopping has a value of t′ = 0.3t. (a1) and (b1) are the tight-binding low-energy
spectrum of both ribbons. (a2) and (a4) [(b2) and (b4)] are the edge states for ka = 1.509 and
ka = 1.707 [ka = 1.424 and ka = 1.914] respectively, while (a3) and (a5) [(b3) and (b5)] are the
same edge states as before (for the same values of ka), but plotted with a logarithmic scale in the
y-axis (which evidences the exponential character of the edge states).
As we can see in Fig. 3.3, and in contrast with what occurs in the pristine zigzag ribbon, in
the zigzag ribbon with pentagon-only edges, the surface states’ bands are dispersive and non-zero.
Besides, the surface states’ wave function lives in both sub-lattices A and B, decaying exponentially
from the edge into the ribbon. The decay rates associated with each sub-lattice are equal.1 Let us
explore these features using the TB approach.
1This fact is in sharp contrast with the edge states arising from the zz(57) edge. The latter are also generally
dispersive and non-zero energy, still living in both sub-lattices. However, the decay rates associated with each sub-
lattice are not strictly equal. We will see ahead, in Section 3.3, that this fact is linked with the doubling of the unit
cell, caused by the zz(57) reconstruction.
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In order to study the nature of the edge states of the zigzag ribbon with pentagon-only edges,
we can proceed in close analogy with what was done in sub-Section 2.3.3, when studying the edge
states of the pristine zigzag ribbon. Here, as before, there is translational invariance along the
ribbon direction. Assuming PBCs we can Fourier transform the real space TB Hamiltonian of the
pentagon-only zigzag ribbon [see Eqs. (3.1)-(3.4)] with respect to the x-direction. The Fourier
transformed Hamiltonian depends on the quantum number kx, H(kx) = H
bulk(kx) + H
U (kx) +
HL(kx). The part corresponding to the bulk, reads
Hbulk(kx) =
N−2∑
n=1
[(
b†(kx, n) + (1 + eikxa)b†(kx, n+ 1)
)
a(kx, n) + h.c.
]
, (3.5)
while the upper edge part, HU , reads
HU (kx) =
[(
b†(kx, 0) + (1 + eikxa)b†(kx, 1)
)
a(kx, 0) + e
ikxab†(kx, 0)b(kx, 0) + h.c.
]
,
(3.6)
and the lower edge part, HL, can be written as
HL(kx) =
[
b†(kx, N − 1)a(kx, N − 1) + eikxaa†(kx, N − 1)a(kx, N − 1) + h.c.
]
.
(3.7)
The Fourier transformed Hamiltonian [see Eqs. (3.5)-(3.7)] is diagonalized with respect to the
variable m and thus can be viewed as being equivalent to a one-dimensional AB finite chain. Such
a chain has two atoms per unit cell [A(kx, n) and B(kx, n)] and alternating hopping parameters:
t and t′ = t(1 + eikxa). Moreover, the outermost atom at each end of this one-dimensional chain,
pertain to different sub-lattices [B(kx, 0) and A(kx, N − 1)], and have kx-dependent energy.
From the Hamiltonian H(kx)) [see Eqs. (3.5)-(3.7)], one can write the TB equations by solving
the Schro¨dinger equation, Hkx |µ, kx〉 = µ,kx |µ, kx〉, where |µ, kx〉 =
∑N−1
n=0
[
A(kx;n)|a; kx, n〉 +
B(kx;n)|b; kx, n〉
]
. Therefore, the bulk TB equations (0 < n < N − 1) read
A(kx, n) = −t
[
B(kx, n) +
(
1 + e−ikxa
)
B(kx, n+ 1)
]
, (3.8a)
B(kx, n) = −t
[
A(kx, n) +
(
1 + eikxa
)
A(kx, n− 1)
]
. (3.8b)
Note that these equations are slightly different from those written for the pristine zigzag ribbon
[see Eqs. (2.19) in sub-Section 2.3.3]. As was referred before, this is due to the different choice of
the unit cell done here when compared with that done in sub-Section 2.3.3 [compare Figs. 3.2 and
2.7].
Analogously, at the n = 0 edge, we have
A(kx, 0) = −t
[
B(kx, 0) +
(
1 + e−ikxa
)
B(kx, 1)
]
, (3.9a)
B(kx, 0) = −tA(kx, 0)− 2t′ cos(kxa)B(kx, 0), (3.9b)
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while at the edge at n = N − 1, we have
A(kx, N − 1) = −tB(kx, N − 1)− 2t′ cos(kxa)A(kx, N − 1), (3.10a)
B(kx, N − 1) = −t
[
A(kx, N − 1) +
(
1 + eikxa
)
A(kx, N − 2)
]
, (3.10b)
where N stands for the number of total rows of A and B pairs in the ribbon [see Fig. 3.2].
As one can see in panels (a1) and (b1) of Fig. 3.3, and in contrast with the pristine zigzag
ribbon case, when the zigzag ribbon edges are of the pentagon-only type, in general, the edge states
have energy levels that are both non-zero energy and are dispersive. As a consequence, we cannot
find simple recurrence relations involving just the amplitudes of one of the sub-lattices as was done
for the pristine zigzag ribbon in Chapter 2 (see sub-Section 2.3.3).
However, there is a special case where the edge states’ energy levels are dispersionless and zero-
energy: when the edge is comb-terminated, or equivalently, when t′ = 0. In such a case, setting
 = 0 in Eqs. (3.8) will allow us to construct independent recurrence relations for the A and
B amplitudes inside the ribbon. The wave functions arising from such relations will satisfy the
boundary conditions A(0) = 0 and B(N − 1) = 0 [see Eqs. (3.9)-(3.10) ].2 The edge state arising
from the upper (lower) edge will only live in the sub-lattice B (A), decaying exponentially into the
bulk with a decay length of ξ = log
(|2 cos(kxa/2)|−1). It will only exist when |2 cos(kxa/2)|−1 < 1,
which translates into kxa ∈ [−2pi/3, 2pi/3].
In contrast, when t′ 6= 0, the wave functions arising from the sub-lattice independent recurrence
relations [obtained when setting  = 0 in Eqs. (3.8)] do not satisfy the boundary conditions, Eqs.
(3.9)-(3.10). As referred in the previous paragraph,  = 0 recurrence relations give rise to edge
states that live in only one of the ribbons’ sub-lattices, whereas the t′ 6= 0 boundary conditions
relate edge amplitudes of both sub-lattices. Therefore, we must have  6= 0 in order to satisfy the
boundary conditions.
Let us then compute the  6= 0 recurrence relations. Starting from Eqs. (3.8) and substituting
Eq. (3.8b) with n+ 1 in Eq. (3.8a), we obtain[
A(kx, n+ 1)
B(kx, n+ 1)
]
= T(, kx).
[
A(kx, n)
B(kx, n)
]
, (3.11)
where the matrix T(, kx) reads
T(, kx) = − 1
1 + e−ikxa
[
4 cos2
(
kxa
2
)− 2
t2
− t

t 1
]
. (3.12)
Matrix T(, kx) is a transfer matrix relating amplitudes in adjacent unit cells of the one-
dimensional chain. If we suppose that we are in the presence of an infinite pristine one-dimensional
2Remember that the boundary conditions associated with the pristine zigzag edges readB(0) = 0 and A(N−1) = 0.
The difference between the pristine zigzag edge boundary condition, and that from the pentagon-only with t′ = 0
arises from the fact that the outermost atom at each one of these edges, belongs to different sub-lattices.
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chain, we can use Bloch theorem to write, [A(kx, n + 1), B(kx, n + 1)]
T = λ[A(kx, n), B(kx, n)]
T .
Then Eq. (3.11) turns into the eigenvalue equation for matrix T(, kx). Therefore, the Bloch modes
of the problem can be determined just by finding the transfer matrix eigenvalues and eigenvectors.3
One can easily verify that
∣∣det[T(, kx)]∣∣ = 1. Then, depending on the values of  and kx, the
eigenvalues λ of matrix T(, kx) can either be a pair of complex numbers with a modulus equal to
1, or a pair of complex numbers with a modulus different from 1 (one of them bigger than 1 and
the other being the inverse of the first). If the eigenvalues have modulus |λ|2 = 1, there will be two
propagating plane wave solutions. If in contrast, the passage matrix eigenvalues have a modulus
different from 1, |λ|2 6= 1, then there will be two evanescent solutions in the bulk, one increasing
(when |λ|2 > 1) and the other decreasing (when |λ|2 < 1) with increasing n.
In Fig. 3.4 we identify the regions in , kx space according to the type of state they support:
propagating or evanescent. As expected, the regions of propagating plane wave solutions correspond
to the projection of pristine graphene’s dispersion relation (see Fig. 2.6) along the reciprocal lattice
vector v2 = 4pi/(a
√
3)
(
0, 1
)
.
Figure 3.4: Plot of the regions of the parameter space (, kx) where the eigenvalues of matrix T (, kx)
give propagating (regions in blue) and evanescent (regions in yellow) states in the u2 direction.
The transfer matrix is diagonal in the basis denoted by {|ψ>〉, |ψ<〉}, where |ψ≷〉 = [ψA,≷, ψB,≷]T
3This formalism will be again used in Chapter 5 in the scope of the study of the electronic scattering across zigzag
oriented defect lines in graphene. Note however, that the transfer matrix of Chapter 5 is going to be different from
the one used here. Such difference is due to the fact that the labelling of the lines in the u2 direction in Chapter 5 is
made in opposite sense to the one made here. The matrix T′ defined in Chapter 5 relates the lines n − 1 and n (in
this chapter’s notation), instead of relating the n+ 1 and n ones. Therefore, the relation between the transfer matrix
of Chapter 5 and that of the present chapter, is given by T′ = T−1. This can be easily verified.
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are its eigenvectors. We denote its eigenvalues by λ> and λ<. We are interested in determining
the energies of the edge states, which we know, are evanescent solutions. Thus, we will consider
the case where |λ≷| 6= 1. If for n = 0 we write[
A(kx, 0)
B(kx, 0)
]
= α>|ψ>〉+ α<|ψ<〉. (3.13)
We must then have [
A(kx, n)
B(kx, n)
]
= λn>α>|ψ>〉+ λn<α<|ψ<〉, (3.14)
for a general n.
In parallel with what we have done in the pristine zigzag edge case, when the ribbon is very
wide, we can consider its two edges to be decoupled. We can thus treat it as a semi-infinite ribbon.
Lets us consider a ribbon living between n = 0 and n = N − 1, with N → +∞. If we assume that
|λ>| > 1 and |λ<| < 1, then λN−1< ≈ 0 and λN−1> ≈ +∞. Therefore, to avoid divergencies inside
the ribbon, we must require that α> = 0. This implies that
A(kx, 0) = ψ
(A)
< α<, (3.15a)
B(kx, 0) = ψ
(B)
< α<. (3.15b)
Using the ratio of the above equations and the boundary condition for the edge at n = 0, Eq.
(3.9b), we obtain the following condition
ψ
(A)
<
ψ
(B)
<
= −+ 2t
′ cos(kxa)
t
. (3.16)
Since ψ
(A)
< and ψ
(B)
< are functions of  and kx, the above condition determines the energy, (kx),
whenever we fix kx. We can thus determine the energy of the edge state living at edge n = 0 of the
ribbon for every kx. Moreover, the amplitudes of this edge state are then given by
A(kx, n) = λ
n
<ψ
(A)
< α<, (3.17a)
B(kx, n) = λ
n
<ψ
(B)
< α<, (3.17b)
where we should note that ψ
(A)
< and ψ
(B)
< are now uniquely determined since when we fixed kx, we
determined (kx) with Eq. (3.16). The variable α< acts as a normalization constant. An analogous
reasoning can be done for the edge state living at the edge at n = N − 1.
One can then conclude that the edge states of the pentagon-only zigzag edge, will generally
live in both sub-lattice A and B, decaying exponentially into the bulk as e−n/ξ. The decay rate is
the same in both sub-lattices, reading ξ = − log(1/|λ|), where λ corresponds to λ< in the example
given.
In Fig. 3.5 we compare the TB numerical spectrum and edge states squared amplitudes, with
the analytical results obtained for both the edge states energy levels and the squared absolute value
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of the wave function, for two distinct values of t′: t′ = 1.5t and t′ = 0.3t. The agreement between
the numerical and the analytical results is very good (see Fig. 3.5), despite the fact that the ribbon
is not too wide (width of N = 50 zigzag rows).
However, near the Dirac points (located at kxa = ±2pi/3), the edge states’ decay length diverges,
and thus, the approximation of considering the ribbon’s edges uncoupled breaks down [see Fig.
3.5(b5)]. The resulting states can be viewed as arising from the overlap and hybridization of the
edge states originated from each edge, forming bonding and anti-bonding states with a small gap
(whose magnitude depends on the proximity to the Dirac point).
Figure 3.5: Comparison between the edge states obtained from the numerical diagonalization of the
TB Hamiltonian of a ZGNR (width N = 50) whose edges are totally reconstructed with pentagon
rings and the surface states analytical expressions discussed above. (a): ribbon with t′ = 1.5t.
(b): ribbon with t′ = 0.3t. (a1) and (b1): numerical TB low-energy spectrum (in black) and the
edge states levels obtained from the analytical expressions (in light blue). (a2) and (a4) [(b2) and
(b4)]: transversal spatial dependence of edge states for ka = 1.509 and ka = 1.707 [ka = 1.424 and
ka = 1.914]. (a3) and (a5) [(b3) and (b5)]: same edge states as before (for the same values of ka),
now plotted with a logarithmic scale in the y-axis (which evidences the exponential character of
the edge states).
3.2.2 The continuum low-energy approximation
In this sub-section, we will use the continuum low-energy limit of the TB model of graphene to
study the electronic structure of zigzag ribbons with pentagon-only edges, around the Dirac points.
In close analogy with what was done in sub-Section 2.3.4 of Chapter 2 for pristine zigzag ribbons,
the central point of this study will be to determine the boundary condition that the massless Dirac
fermions will have to satisfy at the pentagon-only edges.
We start by rederiving the continuous theory valid around the Dirac points, Kν = ν4pi/3(1, 0).
In accordance with what we have seen in sub-Section 2.3.2, Eq. (2.11), around the Dirac points
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the TB operators can be written as
cˆ(r) ' eiK+·rcˆ+(r) + eiK−·rcˆ−(r), (3.18)
where c = a, b and k = Kν + q with |q| small, while the Dirac fields cˆ±(r) are slowly varying in
the unit cell.
However, we are interested in using the TB equations. As we have mentioned before, these are
obtained from the Schro¨dinger equation Hˆ|µ〉 = µ|µ〉, where the wave function |µ〉 reads
|µ〉 =
∑
r
[
A(r)|a; r〉+B(r)|b; r〉
]
, (3.19)
Expanding around the Dirac points, one can write an approximate expression for Eq. (3.19) valid
around these points. It reads
|µ〉 '
∑
r
[ ∑
ν=±1
(
eiKν ·rψa,ν(r)|aν ; r〉+ eiKν ·rψb,ν(r)|bν ; r〉
)]
. (3.20)
Therefore, when writing the TB equations around the Dirac points, we must substitute the TB
amplitudes by the slowly varying amplitude fields
C(r) ' eiK+·rψc,+(r) + eiK−·rψc,−(r), (3.21)
where c = a, b.
As the ribbon we are looking at is zigzag oriented, there will be no need to combine the two
Dirac points in the following computations. As a consequence, we will treat separately each one of
them. In that regard, in the computations ahead we will keep a subscript ν = ±1 identifying each
Dirac point Kν .
Given this, let us substitute Eqs. (3.21) in the bulk TB equations, Eqs. (3.8), and expand the
Dirac fields ψa/b,ν(r) until first order in r. We obtain
ψa,ν(r) = −t
[− e−iKν ·u2u2 − e−iKν ·(u1+u2)(u1 + u2)] · ∇ψb,ν(r), (3.22a)
ψb,ν(r) = −t
[
eiKν ·u2u2 + eiKν ·(u1+u2)(u1 + u2)
] · ∇ψa,ν(r). (3.22b)
The above equations can be rearranged to give the Dirac equation
Ψν(r) = vFσν · pˆΨν(r), (3.23)
where σν = (νσx, σy), with σx and σy standing for the Pauli matrices, while vF represents the Fermi
velocity. Moreover, pˆ identifies the linear momentum operator, while the spinors read Ψν(r) =
[ψa,ν(r), ψb,ν(r)]
T .
As is widely known, for plane wave solutions, ψc,ν(r) = φc,νe
iq·r (where c = a, b), the eigenvalues
of Eq. (3.23) read
s(qx, qy) = svF
√
q2x + q
2
y , (3.24)
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where s = ±1 and vF = ta
√
3/2. Moreover, it also follows from the Dirac equation that the ratio
between the Dirac fields’ amplitudes φb,ν/φa,ν is given by
φb,ν
φa,ν
= s
√
νqx + iqy
νqx − iqy = gs,ν(q). (3.25)
Note that g¯s,ν ≡ gs,ν(qx,−qy) = 1/gs,ν(qx, qy). Therefore, the eigenvectors of the Dirac Hamiltonian
previously written in sub-Section 2.3.2 [see Eq. (2.14)], can be written as
Ψν,q(r) =
1√
2
[
1
gs,ν(q)
]
eiq·r, (3.26)
where gs,ν(q) is no more than the phase showing up in Eq. (2.14).
Proceeding similarly for the tight-binding equations at the edges, Eqs. (3.9b) and (3.10a), we
obtain
ψb,ν(x, 0) = −tψa,ν(x, 0)− 2t′
[
cos
(
ν
4pi
3
)
ψb,ν(x, 0) + ai sin
(
ν
4pi
3
)
∂xψb,ν(x, 0)
]
,
(3.27a)
ψa,ν(x,−D) = −tψb,ν(x,−D)− 2t′
[
cos
(
ν
4pi
3
)
ψa,ν(x,−D)
+ai sin
(
ν
4pi
3
)
∂xψa,ν(x,−D)
]
, (3.27b)
where D corresponds to the effective width of the ribbon and is given by
D = Na
√
3
2
, (3.28)
where N is the number of rows of atoms in the ribbon’s transverse direction. Since we are describing
the system at the vicinity of the Dirac point (where  ≈ 0 and the Dirac fields are slowly varying),
we ignore all the non-zero order terms: those proportional to the energy and those proportional
to the gradient ∂xψa,ν(x,D) and ∂xψb,ν(x, 0). Consequently, we obtain the following boundary
conditions valid near the Dirac points
−tψa,ν(x, 0) + t′ψb,ν(x, 0) ≈ 0, (3.29a)
−tψb,ν(x,−D) + t′ψa,ν(x,−D) ≈ 0. (3.29b)
These boundary conditions are distinct from the pristine zigzag edge’s Dirac boundary conditions,
Eqs. (2.27). A well defined continuum theory, requires boundary conditions that are both energy
and qx independent. However, the boundary condition just derived will only replicate the TB
problem results when both the energy and the qx are nearly zero.
The description of a ribbon of finite widthD requires the superposition of two counter-propagating
and degenerated waves, that must satisfy the boundary conditions Eqs. (3.29). We write this trial
solution in the form
φa,ν(y) = φ
(+)
ν e
iqyy + φ(−)ν e
−iqyy, (3.30a)
φb,ν(y) = gs,νφ
(+)
ν e
iqyy + g¯s,νφ
(−)
ν e
−iqyy, (3.30b)
42 3. ELECTRONIC STRUCTURE OF EDGE RECONSTRUCTED ZIGZAG RIBBONS
where the second expression was written using Eq. (3.25). Using the trial wave function, Eqs.
(3.30), in the boundary conditions, Eqs. (3.29), we obtain
−t[φ(+)ν + φ(−)ν ]+ t′[gs,νφ(+)ν + g¯s,νφ(−)ν ] = 0, (3.31a)
−t[gs,νφ(+)ν e−iqyD + g¯s,νφ(−)ν eiqyD]+ t′[φ(+)ν e−iqyD + φ(−)ν eiqyD] = 0 . (3.31b)
From these we obtain the condition on the quantization of the transverse momentum qy
ei2qyD = g¯2s,ν
(
tgs,ν − t′
tg¯s,ν − t′
)2
. (3.32)
The numerical solution of Eq. (3.32) for a given D and qx gives the value of qy corresponding to
the eigenstate with the energy given by Eq. (3.24). From Eq. (3.32) it is possible to obtain both
the extended bulk states as well as those living at the edge of the ribbon. The former have a real
qy, while the latter have an imaginary one.
It is simple to determine the edge states levels in the limit of a semi-infinite ribbon (SIR). In such
a case, there will only be one of the boundary conditions in Eqs. (3.31). In a SIR, the extended
bulk states will be a continuum of states inside the Dirac cone. Therefore, only the evanescent
state living at the edge of the SIR remains to be determined. We look for evanescent solutions
along the transverse direction of the ribbon, or equivalently, for states with qy = iκy, where κy is
a real number. In order the wave function to be normalizable inside the SIR, we need to drop the
diverging terms in Eqs. (3.30).
For the sake of demonstration, let us work out the solution for a SIR with y ∈]−∞, 0]. From
the boundary condition, Eq. (3.31a), we obtain
t− t′g¯s,ν(qx, iq˜y) = 0, (3.33)
that, given a value of qx, determines the value of the q˜y corresponding to the evanescent solution
with energy σ = σvF
√
q2x − q˜2y and wave function
Ψν(r) =
1√
N
(
1
gs,ν(qx, iq˜y)
)
eq˜yyeiqxx, (3.34)
where N = 1 + |gs,ν(qx, iq˜y)|2 is the normalization constant.
In Fig. 3.6 we compare the low-energy spectrum obtained by numerically diagonalizing the
TB Hamiltonian of a zigzag ribbon with N = 50 zigzag rows (≈ 106A˚) and pentagon-only edges
(either with t′ = 1.5t and with t′ = 0.3t), with the low-energy spectrum obtained from applying
the continuum approximation to this system.
The continuum approximation results are in good agreement with the TB ones very near the
Dirac point and for very low-energies. This is a direct consequence of the approximation done when
computing the low-energy boundary conditions that the Dirac fields must obey at the pentagon-
only edges, Eq. (3.29). As was previously stated, such a boundary condition can only satisfactorily
describe the TB problem, when both the energy and the qx are nearly zero.
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Figure 3.6: Comparison between the low-energy spectrum obtained by numerically diagonalizing
the TB Hamiltonian of a zigzag ribbon with pentagon-only edges and N = 50 zigzag rows of width,
or 106A˚ (black lines), and that obtained from applying the continuum approximation (colored
circles and lines). The light green (blue) circles identify the bulk (surface) solutions obtained using
the Dirac theory in a FR with N = 50. The dark blue dashed line, stands for the evanescent
solutions in a SIR. (a): ribbon with t′ = 1.5t. (b): ribbon with t′ = 0.3t. The spectrum is plotted
around the K+ Dirac point.
It is worth noting that the spectrum corresponding to the bulk extended states, is little changed
by the change of the boundary condition [compare panels (a) and (b) of Fig. 3.6 where, respectively,
t′ = 1.5t and t′ = 0.3t]. The biggest influence on the position of the bulk states is the width of the
ribbon. The ribbon’s width fixes the distance between the energy levels of successive bulk states.
The microscopic details of the edge have a smaller influence on the position of the bulk states
energy levels, due to the fact that these live essentially at the bulk of the ribbon.
In contrast, as the surface states live at the edges of the ribbon, they will be strongly influenced
by the microscopic details of the boundary condition. Therefore, changes in the boundary condition
will significantly change the position of the energy levels of the edge sates [compare the panels (a)
and (b) of Fig. 3.6].
Fig. 3.6’s slight difference between the continuum approximation evanescent energy levels for
a SIR and those for a finite one (FR), are simply due to finite size effects. The ribbon considered
was not very wide (N = 50 zigzag rows of width, or 106A˚).
3.3 The reczag edge reconstruction
Having seen the potential effects of zigzag edge reconstructions in the electronic spectrum
of zigzag ribbons, we are now going to devote our attention to a more realistic zigzag edge
reconstruction, the reczag edge, recently observed by high-resolution TEM [1, 2, 3] as shown in
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Fig. 2.2. We will concentrate on its electronic structure, with a particular emphasis on its edge
states.
3.3.1 Tight-binding approach
Let us start by using the first neighbor TB model of graphene to study the reczag edge. We
will proceed in close analogy with the treatment followed for the pentagon-only edge (see Section
3.2.1).
We start by performing ab-initio simulations of narrow ribbons, from which we extract the
values of the hopping amplitudes at the edge. These hopping amplitudes are subsequently used in
the construction of the tight-binding Hamiltonian, on which we base the study of the edge states
for large ribbons.
3.3.1.1 Parametrization of the hopping amplitudes using ab-initio methods
The Density Functional Theory (DFT) calculations were performed using the code aimpro
[158], under the Local Density Approximation. The Brillouin-zone was sampled for integrations
according to the scheme proposed by Monkhorst-Pack [159]. The core states were accounted for
by using the dual-space separable pseudo-potentials by Hartwigsen, Goedecker, and Hutter [160].
The valence states were expanded over a set of s-, p-, and d-like Cartesian-Gaussian Bloch atom-
centered functions. The k-point sampling was 16×2×1 and the atoms were relaxed in order to find
the equilibrium positions. A super-cell with orthorhombic symmetry was used; the cell parameter
in the periodic direction was 4.885A˚. Vacuum layers of 12.7A˚ in the ribbon plane and 10.6A˚ in
the normal direction were used in order to avoid interactions between nanoribbons in different unit
cells.
The DFT calculations lead to the conclusion that in the absence of hydrogen passivation,
the totally reconstructed zigzag edge [also known as reczag or zz(57) edge], is the most stable
configuration among all those pertaining to the family of zigzag edge reconstructions by SW
defects (see Fig. 3.7) [128, 22, 23]. As a consequence, in what follows we will concentrate on
this particular reconstruction of the zigzag edge. The generalization of the following study for SW
edge reconstructions, other than zz(57), for example zz(576), zz(5766), etc., is straightforward (see
Fig. 3.7).
In the reczag edge, the dangling bonds that are the reason for the zigzag edge reactiveness, are
eliminated by the reconstruction of the edge, forming triple bonds between the outer carbon atoms
at the edges (h2 bond in Fig. 3.10). The unit cell of such a ZGNR has twice the size of the unit
cell of the pristine ZGNR (see Fig. 3.9).
In Fig. 3.8, we show the relaxed edge geometry of a totally reconstructed edge (in absence
of hydrogen passivation), zz(57), as obtained from the ab-initio calculations, together with the
inter-carbon distances and the angles between carbon bonds.
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Figure 3.7: (a) Scheme of clean zigzag edge, usually named zz. (b) Scheme of a totally reconstructed
(with SW defects) zigzag ribbon, usually named zz(57). In (c) and (d), we present schemes of
partially reconstructed zigzag ribbons, respectively, the zz(576) and the zz(5766).
Figure 3.8: Relaxed edge geometry of the totally reconstructed zigzag edge (in absence of hydrogen
passivation), zz(57), obtained from the ab-initio calculations. The numbers refer to the bond
lengths in angstroms; the capital letters refer to the angles between two adjacent bonds.
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h1 h2 h3 h4 h
′
1 h
′
2 h
′
3 h
′
4 v1 v2
1.06 1.42 1.06 0.94 0.98 0.98 1.04 1.04 0.94 0.94
Table 3.1: Values of the hoppings in units of t (which we also call hopping renormalizations) for
a zz(57) (see Fig. 3.8 and Fig. 3.10) calculated from the C-C distances obtained from the DFT
numerical calculations using Eq. (3.35).
The procedure for determining the hopping amplitudes at the reconstructed edge is the follow-
ing. From ab-initio calculations one obtains the different carbon-carbon distances at the edges of
the ribbons as well as the values of the angles between carbon bonds (see Fig. 3.8). In the case of
the zz(57) edge reconstruction, our first principles calculations show that the ribbons remain planar
(we have allowed the system to relax along the three spatial dimensions); therefore the values of
the angles in Fig. 3.8 play no role in the determination of the hopping amplitudes, since these arise
from pppi hybridization. Using the carbon-carbon distances, we compute the hopping amplitudes
using the parameterization [161]
τ(rij) =
(rij
a0
)−α2 exp[−α3 × (rα4ij − aα40 )], (3.35)
where rij stands for the distance between the carbons labeled by i and j (given in units of
angstroms), the adimensional parameters α2 = 1.2785, α3 = 0.1383, α4 = 3.4490, while a0 is the
carbon-carbon distance in the bulk (in units of angstroms) [161]. The hopping renormalizations,
hi, h
′
i and vi, (see Fig. 3.10 for their definition) are given by the τ(rij) for the corresponding
carbon-carbon distances at the edge. For the zz(57) edge, in the absence of passivation, the values
of these renormalizations are listed in Table 3.1.
3.3.1.2 The tight-binding Hamiltonian of a ZGNR with reczag edges
In general, a zigzag ribbon with reconstructed edges has N zigzag rows of atoms along the
longitudinal direction (0 ≤ n ≤ N − 1) and P zigzag columns of atoms (1 ≤ p ≤ P ) in each unit
cell. In the case of a zz(57) edge, P = 2.
The TB Hamiltonian for the zigzag ribbon with reczag edges can be written as
H = HU +Hbulk +HL, (3.36)
where HU stands for the Hamiltonian of the region in the vicinity of the upper edge of the ribbon
(at n = 0 in Fig. 3.9), HL stands for the region in the vicinity of the lower edge (at n = N − 1 in
Fig. 3.9) and Hbulk stands for the bulk of the ribbon.
The ab-initio results (see Fig. 3.8) show that only in the first two rows of the ribbon, are the
hopping parameters between two adjacent carbon atoms different from their usual value in the
bulk. Thus, we choose to identify the term HU (HL) in the full Hamiltonian with the two upper
(lower) rows of atoms of the ribbon. The annihilation operators of the four numbered atoms in row
3.3. THE RECZAG EDGE RECONSTRUCTION 47
Figure 3.9: Scheme of a ZGNR with its edges totally reconstructed by SW defects. Details of the
edge are represented in Fig. 3.10.
Figure 3.10: (a) Detail of the zz(57) edge reconstruction. The hi, h
′
i and v stand for the
renormalizations of the hopping amplitudes at the reconstructed edge. In accordance with [25],
the latter parameters were assumed to have the following values: h1 = 1.06; h2 = 1.42; h4 = 0.94;
h′1 = 0.98; h′3 = 1.04; v = 0.94. (b) Scheme of a graphene unit cell whose size is doubled
in the u1 direction. The lattice vectors for such a unit cell’s choice read: 2u1 = 2a(1, 0) and
u2 = (−1,
√
3)a/2.
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n = 0 (see Fig. 3.10), are denoted by d1(m), d2(m), d3(m), and d4(m), while those referring to the
four numbered atoms in row n = 1, are denoted by c1(m), c2(m), c3(m), and c4(m).
For the sake of clarity, we will separate HU in three parts, HU = HUn=0 +H
U
n=1 +H
U
c . The first
two terms refer to each row of atoms, identified by n = 0 and by n = 1, while the last term refers
to the coupling between the rows. For row n = 0, we have
HUn=0 = −t
∑
m
{ 3∑
i=1
[
hid
†
i (m)di+1(m)
]
+ h4d
†
4(m)d1(m+ 1) + h.c.
}
, (3.37)
while for row n = 1,
HUn=1 = −t
∑
m
{ 3∑
i=1
[
h′ic
†
i (m)ci+1(m)
]
+ h′4c
†
4(m)c1(m+ 1)
]
+ h.c.
}
, (3.38)
and for the coupling between row n = 0 and row n = 1,
HUc = −t
∑
m
[
v1c
†
1(m)d1(m) + v2c
†
3(m)d4(m)
]
+ h.c.. (3.39)
Recall from Table 3.1 that h1 = h3, h
′
1 = h
′
2, h
′
3 = h
′
4, and v1 = v2.
The term Hbulk, corresponding to the Hamiltonian of the bulk (between row n = 2 and n =
N − 3), is given by
Hbulk = −t
∑
m
N−3∑
n=2
([
a†1(m;n) + a
†
2(m;n) + a
†
1(m;n+ 1)
]
b1(m;n)
+
[
a†2(m;n) + a
†
1(m+ 1;n) + a
†
2(m;n+ 1)
]
b2(m;n) + h.c.
)
, (3.40)
where ap(m;n) [bp(m;n)] is the annihilation operator of an electron state localized at the atom of
sub-lattice A (B) in column p (p = 1, 2 for a zz(57) edge) and row n, of the unit cell labeled by
m. The term HL describing the lower edge is analogous to the upper edge term, HU . Recall that
the hi, v and h
′
i parameters in the equations defining the tight-binding Hamiltonian correspond to
the values of the hoppings in units of t.
With no loss of generality, we assume periodic boundary conditions along the ribbon x-direction.
This simplification allows us to diagonalize the Hamiltonian with respect to m by Fourier trans-
forming H along the x-direction,
H =
∑
kx
Hkx =
∑
kx
[
HUkx +H
bulk
kx +H
L
kx
]
. (3.41)
Having determined the values of the hi, v and h
′
i (see Table 3.1), we compare in Fig. 3.11 the
low-energy spectrum obtained from the ab-initio calculations with that resulting from the numerical
diagonalization4 of the tight-binding Hamiltonian Hkx , Eq. (3.41).
4The numerical diagonalization of the tight-binding Hamiltonian was performed using the tools of LAPACK
numerical library.
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Figure 3.11: Comparison between the low-energy spectrum of a ZGNR (with two reczag edges)
obtained with DFT (blue) and TB (red). In (a) the ribbon has a width of 18A˚ (or N = 8 zigzag
lines), while in (b) the ribbon has a width of 31A˚ (or N = 14 zigzag lines). The Fermi level is at
/t = 0.
As we can see in Fig. 3.11, the DFT and TB numerical calculations for narrow zigzag ribbons
with zz(57) edges originate low-energy spectra with similar features. The differences between the
DFT and the TB spectra are probably due both to the simplified character of the TB treatment
(especially the first-neighbor approximation) and to finite size effects affecting both systems differ-
ently. In fact, it is well known that even for an accurate description of ab-initio of bulk graphene
bands, one needs a tight-binding model including hoppings up to third-nearest neighbors [162].
Since our interest is the understanding of the main features of the low-energy spectra, we keep in
the tight-binding model only the first neighbor hopping.
In the reduced Brillouin zone, arising from the doubling of the unit cell along the edge (x)
direction, the Dirac points of bulk graphene appear now at K+ = (1,−
√
3)pi/3 and K− =
(−1,√3)pi/3. In a ribbon, they will show up at kxa = pi/3 and at kxa = −pi/3, where kx is
the momentum along the edge direction (see Fig. 3.12). We now focus on the dispersive energy
levels present around the Fermi level, appearing between these two Dirac points.
3.3.1.3 Edge states of a reczag edge
As was already stated, in a finite graphene sheet, energy levels appearing outside the range of
allowed electronic states of bulk graphene correspond to states localized at the edges, called ‘edge
states’ or ’surface states’, as usual in surface physics. Consequently, from Fig. 3.13(a), we can
guess that zz(57) edges allow both high and low-energy edge states (respectively, the levels h and
l in Fig. 3.13); this contrasts with what happens in the pristine zigzag edge (only low-energy edge
states) [13, 12, 101]. In what follows, we will focus on the physically relevant low-energy ones.
As was mentioned before, since edge states decay exponentially into the bulk, in wide ribbons
they can be studied as states of semi-infinite ribbons: states at different edges are uncoupled if
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Figure 3.12: (a) FBZ of a pristine honeycomb lattice. (b) FBZ of a honeycomb lattice with a
doubled unit cell in the direction of u1 (in black) and the pristine honeycomb lattice’s FBZ (in
light grey). The Dirac points are signaled by colored circles: in light yellow the K+ and in dark
green the K−.
Figure 3.13: (a): Low-energy spectrum of a ZGNR with N = 30 and both edges totally
reconstructed with SW defects, zz(57). Remember that the energy spectrum of a totally
reconstructed edge, results from a doubled unit cell relatively to the pristine ZGNRs, and
consequently is double-folded relatively to the latter. (b): Low-energy spectrum of a pristine
ZGNR with N = 30 and zigzag edges. Both panels (a) and (b) were obtained using a TB model.
In both cases, the shaded areas indicate which levels are allowed in bulk graphene. Eigenstates
corresponding to levels that are outside the shaded region, will necessarily be located at the edges
of the ribbon both in (a) zz(57) edges and in (b) perfect zigzag edges. In the (a) panel, the levels
labeled by h and l, stand, respectively, for high and low-energy.
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the ribbon width is much larger than their decay length. In the case of a semi-infinite ribbon with
pristine zigzag edges, the edge states occur at zero-energy [12, 101]. It was demonstrated in sub-
section 2.3.3 that in such a case, the tight-binding equations simplify to independent recurrence
relations for the amplitudes of the A and B sub-lattices, which yield, transparently, the exact wave
functions, the analytical expression of the decay length as function of the momentum along the
edge, and the range of momentum values in which such states are possible. In parallel with the case
of pentagon-only edges, in the case of a zigzag ribbon with reczag edges, we face the complication
that edge states have dispersion and are not at zero energy.
To investigate the possibility of low energy edge states of this system, we must solve the
Schro¨dinger equation,
Hkx |µ, kx〉 = µ,kx |µ, kx〉 (3.42)
for |µ,kx | /t  1, where Hkx is the same as that obtained from the transformation in Eq. (3.41),
of the Hamiltonian given by Eqs. (3.36)-(3.40) with n ≥ 0. Note that Hkx defines effectively a
1D problem in the transverse direction of the ribbon. Consequently, we can express any eigenstate
|µ, kx〉 as a linear combination of the site amplitudes along the transverse direction of the ribbon,
|µ, kx〉 =
N−1∑
n=0
2∑
p=1
[
Ap(kx;n)|a; kx; p, n〉+Bp(kx;n)|b; kx; p, n〉
]
, (3.43)
with the one-particle states, |r; kx; p, n〉 = r†p(kx;n)|0〉, where p = 1, 2 and n = 1, . . . , N − 1 define,
respectively, the column and the line of the unit cell, and r = a, b. To lighten our notation, we have
identified the states at the upper edge as
|d1(4); kx〉 = |b; kx; 1(2), 1〉, (3.44a)
|d2(3); kx〉 = |a; kx; 1(2), 0〉, (3.44b)
|c1(3); kx〉 = |a; kx; 1(2), 1〉, (3.44c)
|c2(4); kx〉 = |b; kx; 1(2), 2〉, (3.44d)
while at the lower edge
|c5(7); kx〉 = |a; kx; 1(2), N − 2〉, (3.45a)
|c6(8); kx〉 = |b; kx; 1(2), N − 2〉, (3.45b)
|d5(8); kx〉 = |a; kx; 1(2), N − 1〉, (3.45c)
|d6(7); kx〉 = |b; kx; 1(2), N − 1〉. (3.45d)
Note that there are four states per zigzag row (identified by n), coming from the four sub-lattices
A1, B1, A2 and B2. Equating coefficients, we obtain a set of 2× 2×N TB equations, where N is
the number of zigzag rows of atoms in the unit cell.
To build an analytical description for edge states in a semi-infinite ribbon, with row index
n ≥ 0, we write the TB equations in matrix form, where A(kx;n) =
[
A1(kx;n), A2(kx;n)
]T
and
B(kx;n) =
[
B1(kx;n), B2(kx;n)
]T
will stand for column vectors.
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For rows with n > 1, the relations between the amplitudes are the same as those of a pristine
ribbon (with a doubled unit cell in the zigzag direction):
A(kx;n+ 1)−WAA(kx;n) = −
(
t
)
B(kx;n+ 1), (3.46a)
B(kx;n)−WBB(kx;n+ 1) = −
(
t
)
A(kx;n). (3.46b)
The matrices WA and WB, defined in Eqs. (3.91), commute and, therefore, share a common
eigenbasis, {u+,u−} (see Appendix 3.A for details). Let us denote the corresponding eigenvalues
by ξ±A and ξ
±
B , respectively. These quantities depend on the value of the longitudinal momentum,
kx and are given by:
ξ+A = −2 cos(kxa/2)ei
kxa
2 , (3.47a)
ξ−A = 2i sin(kxa/2)e
i kxa
2 , (3.47b)
ξ+B = −2 cos(kxa/2)e−i
kxa
2 =
(
ξ+A
)∗
, (3.47c)
ξ−B = −2i sin(kxa/2)e−i
kxa
2 =
(
ξ−A
)∗
. (3.47d)
Changing to the {u+,u−} basis,
A(kx;n) = α+(kx;n)u+ + α−(kx;n)u−, (3.48a)
B(kx;n) = β+(kx;n)u+ + β−(kx;n)u−, (3.48b)
we obtain Eqs. (3.46) in the form,
ασ(kx;n+ 1)− ξσAασ(kx;n) = −
(
t
)
βσ(kx;n+ 1), (3.49a)
βσ(kx;n)− (ξσA)∗β(kx;n+ 1) = −
(
t
)
ασ(kx;n), (3.49b)
where σ = ±1. Note that with the two possible values for σ, Eqs. (3.49) give four equations. These
equations describe two independent 1D AB chains in the n coordinate, one for each of the modes
u+ and u−; the hopping amplitude alternates between −t and tξσA.
The two modes u+ and u− are easily interpreted. If we look for propagating solutions (qσ real),
ασ(kx;n) = ασ(kx)e
iqσn, (3.50a)
βσ(kx;n) = βσ(kx)e
iqσn, (3.50b)
we arrive at the equation (
t
)2
=
∣∣(1− e−iqσξσA)∣∣2 . (3.51)
Low energy states correspond to (/t)2  1; but it can easily be checked from Eqs. (3.47), that∣∣ξ+A ∣∣ ≥ √2, for all kxa in the F.B.Z., whereas ∣∣ξ−A ∣∣ ≈ 1 around kxa = ±pi/3. Hence, propagating
states of the σ = + modes have an energy of order t; the σ = − modes are the low energy bulk
states when kx is near the Dirac value. The existence of these two modes reflects the folding of
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the Brillouin zone to account for the doubling of the unit cell. At the Bloch momentum of a Dirac
point there are two different energy levels, only one of which is of low energy, and corresponds to
the u− mode. In fact, inspecting the relation between the A1 and A2 amplitudes in the u− mode
[see Appendix 3.A, Eqs. (3.97)] one sees that it corresponds to what is expected from a plane wave
at a Dirac point in the unfolded FBZ.
Nevertheless, for decaying states (qσ with an imaginary part), we cannot exclude the possibility
that low energy states can have a σ = + component, because in that case, the right hand side
(RHS) of Eq. (3.51) has a factor (1− e−=q+(ξ+A)∗ei<q+), which can be close to zero. We will see in
a moment that the boundary conditions (BCs) arising from the zz(57) edge bring about precisely
this situation.
If the system were to support zero energy states, the bulk TB equations, Eqs. (3.49), would
become independent recursion relations
ασ(kx;n+ 1) = ξ
σ
Aασ(kx;n), (3.52a)
βσ(kx;n+ 1) =
1(
ξσA
)∗βσ(kx;n). (3.52b)
From Eqs. (3.47),
∣∣ξ+A ∣∣ > √2, thus requiring α+(kx, n) = 0, otherwise we would have a non-
normalizable state inside the SIR. Also, we must have either α−(kx, n) or β−(kx, n) = 0, depending
on whether
∣∣ξ−A ∣∣ is greater or smaller than 1. Consider, for instance, the latter case: the required
conditions for zero energy states would then be α+(kx, n) = β−(kx, n) = 0.
We have so far considered only the bulk TB equations. We have yet to impose the boundary
condition arising from the TB equations at the reczag edge. In Appendix 3.A we analyze these
equations for low energy. If the energy is small, the boundary conditions can be approximated by,
α(kx; 2) = Mβ(kx; 2), where M is a kx dependent matrix defined explicitly in Appendix 3.A; in
full,
α+(kx; 2) =M++β+(kx; 2) +M+−β−(kx; 2), (3.53a)
α−(kx; 2) =M−+β+(kx; 2) +M−−β−(kx; 2). (3.53b)
In the case where zero energy states exist, the boundary conditions defined by Eqs. (3.53) are exact.
For the k values for which
∣∣ξ−A ∣∣ < 1, zero energy states require, as we have seen, α+(kx) = β−(k) = 0;
this is possible only ifM++ = 0. This condition is, in fact, verified in certain limits, the simplest one
corresponding to ignoring the hopping renormalizations at the edge, that is, taking hi = v = h
′
i = 1,
in which case the matrix M reads
M = −4 sin2(kxa)
[
0 (ξ−A)
∗
(ξ+A)
∗ 0
]
. (3.54)
Another interesting limit to consider is h′i = 1. In this case, one obtains
M++ ∝ h21 − h2h4, (3.55)
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and consequently, zero-energy states should be observed if h21 − h2h4 = 0.
We have confirmed these results by numerical diagonalization of the tight-binding Hamiltonian.5
In both situations, as M++ = 0, the zero-energy states appear in the range where
∣∣ξ−A ∣∣ < 1, i.e.,
|kxa| < pi/3, and have the form (for n > 1)
α−(kx;n) =
(
ξ−A
)n−2
α−(kx), (3.56a)
β+(kx;n) =
(
1(
ξ+A
)∗
)n−2
β+(kx), (3.56b)
with
α−(kx) = −4 sin2(kxa)(ξ+A)∗β+(kx). (3.57)
in the case where hi = v = h
′
i = 1.
In Fig. 3.14(a) we compare numerical diagonalization results with those of the present analysis,
for the simplified situation where hopping renormalizations at the edge are ignored, hi = v =
h′i = 1.
6 The squared amplitudes of the edge states, of a narrow ribbon with N = 30 (65A˚
wide), calculated numerically, are indeed in very good agreement with those of the edge states of a
semi-infinite ribbon obtained analytically, from Eqs. (3.56) and (3.57).
Unlike the zero energy states occurring in unreconstructed ZGNR, the wave function amplitudes
of the edge states are non-zero in both sub-lattices. Those familiar with the Dirac equation
description of graphene might find this result surprising, since, at zero energy, the equations for the
A and B fields decouple, and only one of them can be non-zero [145]. However, as can be seen in
Fig. 3.14, panels (a4)-(a5) – which refer to a value of kx close to a Dirac point –, the decay length
is much shorter in the B sub-lattice; this is related to the fact that the B amplitudes correspond to
the σ = + mode, which, in the bulk, is high energy, and has a finite decay length, of the order of a
single row width, even at the Dirac point, contrasting with the σ = − mode, whose decay length
diverges at the Dirac point. So, away from the boundary, the edge state wave function is, in fact,
similar to that of a ZGNR, because the amplitude at the B sub-lattice is exponentially smaller
than in the A one; but the reconstructed edge requires the presence of the confined σ = + mode,
in order to satisfy the BC. When we move away from the Dirac point, the distinction between high
and low energy modes washes away, and both modes are confined within atomic distances to the
edges [Fig. 3.14, panels (a2)-(a3)].
At this point we come back to the consideration of real edges, where the hopping parameters
have the values in Table 3.1. In this case, one does not find M++ = 0, and the BCs of Eqs.
(3.53) are no longer compatible with the conditions for zero energy states, α+(k) = β−(kx) = 0,
(or α+(kx) = α−(kx) = 0, if
∣∣ξ−A ∣∣ > 1); edge states, if they exist, have to be dispersive. The
dispersiveness of the edge states’ levels can be seen in panel (b1) of Fig. 3.14.
5The alternative possibility for zero energy states in the range where
∣∣ξ−A ∣∣ > 1, and α+(kx) = α−(kx) = 0, requires
det [M(k)] = 0; we found no relevant limits where this is verified.
6We have also confirmed numerically the prediction that edges states have zero energy when h21−h2h4 = 0, though
we do not present the corresponding data.
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Figure 3.14: (a): ZGNR with two simplified zz(57) edges (hi = v = h
′
i = 1) and a width of 65A˚
(or N = 30 zigzag lines). (a1): TB low-energy spectrum in the FBZ. The two lowest-energy levels
are colored in blue and red. The dashed (orange) horizontal line, signals the position of the Fermi
level. (a2) and (a4): edge state squared amplitude corresponding to the blue level in (a1), for
kxa = 0.704 and kxa = 0.842 respectively [identified in panel (a) by the vertical dashed green
lines]. The continuous (dashed) dark blue line stands for the amplitude in the A1-sub-lattice (B1-
sub-lattice) corresponding to the blue level in (a1) obtained from the numerical diagonalization of
the TB Hamiltonian (the red level is an identical edge state). Only the amplitudes A1(kx;n) and
B1(kx;n) were plotted, because A2(kx;n) and B2(kx;n) are identical to the these. The continuous
(dashed) light blue line stands for the zero-energy edge state amplitude in the A1-sub-lattice (B1-
sub-lattice) obtained analytically in a semi-infinite ribbon. Note the extreme coincidence between
the numerical and the analytical edge states. (a3) and (a5): same plots as in (a2) and (a4), but now
with logarithmic scale in the y-axis, to display the exponential decay of the squared amplitudes.
(b): ZGNR with two real zz(57) edges (see Table 3.1) and a width of 65A˚. The panels are organized
as those of (a).
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Nevertheless, when the edge state’s energy level has finite but small energy, we can still employ
a similar reasoning to that just used. If a semi-infinite 1D AB chain has a zero energy edge state
with BC, say B(0) = 0, it will still have a low but finite energy one, if the BC is replaced by
B(0) = sA(0) with |s| < 1. In the present case the situation is more complex, because the problem
involves two 1D chains [Eqs. (3.49)], coupled by the BC [Eq. (3.53)]. However, the main conclusion
still holds, and we expect low energy, dispersive, edge states near the Dirac points (kxa = ±pi/3).
We analyze this situation in detail in Appendix 3.B.
Figure 3.15: Comparison between the edge state levels obtained from numerical diagonalizing the
tight-binding Hamiltonian of a ribbon with N = 600 (≈ 900A˚ wide) (in blue), and the edge state
level resulting from analytically solving the TB equations, by using the reasoning of Appendix 3.B
valid for finite but low energies (in red). (a) shows the energy as function of kx; panels (b1) and
(c), show the square of the amplitudes as function of distance to the edge, for kxa = −1.005 and
kxa = −0.804 respectively. These values of kxa are identified in panel (a) by vertical green dashed
lines; (b2) panel is the same as (b1), but now in logarithmic scale.
In Fig. 3.15 we compare analytical results for a semi-infinite chain, obtained with the procedure
described in Appendix 3.B, with numerical diagonalization of a very wide ribbon (N = 600). The
use of the zero energy BC of Eq. (3.53) correctly accounts for the wave function and for the energy
dispersion as a function of kx, but only very close to the Dirac point. It quickly deviates strongly
from the numerical results as we move away from the Dirac point. This is to be expected, not
only as a result of the violation of the low energy condition, but, more importantly, because the
description in terms of bulk equations and zero-energy BCs will not hold when the edge state has
such a short decay length that it lives mostly at the edge. Moreover, as stated before, near the Dirac
points the localization length of the mode σ = − diverges. As a consequence, the analytical analysis
developed in Appendix 3.B, will only accurately describe the physics of zz(57) edged ribbons near
3.3. THE RECZAG EDGE RECONSTRUCTION 57
the Dirac points if the ribbons are wide.
If one would like to obtain an exact result away from the Dirac points, we would have to consider
the complete energy and momentum dependent boundary condition arising from the TB equations
at the zz(57) edges. Moreover, it would be better to use the transfer matrix formalism developed
in sub-Section 3.2.1 for the case of a pentagon-only edge. After the x-Fourier transformation
of the zz(57) ribbon, the transfer matrix for the resulting one-dimensional chain can be easily
constructed.7 In the basis uncoupling high and low-energy modes, that transfer matrix is readily
obtained from the relations written in Eqs. (3.49).
As before, the vanishing of the terms exploding inside the semi-infinite ribbon, combined with
the imposition of the boundary condition at the edge, determine the energy and decay rates8 of
the edge states. As the transfer matrix is a 4× 4 matrix, there will be four terms in the recurrence
relation [analogous of Eqs. (3.14)]: two associated with the + modes, and other two associated
with the − modes. Each pair of modes will have a distinct decay length, with one mode decreasing
into the semi-infinite ribbon, and the other increasing. To avoid divergences inside the semi-infinite
ribbon, only the + and the − mode that decay into the ribbon should survive. In accordance with
what was found above for the limit of small but non-zero energies, we again conclude that there will
be two distinct decay lengths controlling the reczag edge states’ wave function spatial dependence
along the ribbon’s transverse direction.
In summary, the duplication of the unit cell forced by the zz(57) edge reconstruction of the
zigzag edge, gives rise to a new type of edge state, which can generally be written as
A(kx;n) = e
iq+(n−2)α+u+ + eiq−(n−2)α−u−, (3.58a)
B(kx;n) = e
iq+(n−2)β+u+ + eiq−(n−2)β+u−, (3.58b)
with the following features: (i) the states are dispersive; (ii) the wave function, even for the semi-
infinite ribbon, has non-zero amplitudes on both sub-lattices; (iii) close to kx = ±pi/3, the Dirac
points, the wave function amplitudes have two components decaying with very different rates, =q−
and =q+, the latter remaining finite even at the Dirac point, and corresponding to a mode with
only atomic scale penetration into the bulk.
This last feature is strikingly apparent in Fig. 3.15, panel (b2), where the faster decaying
component in the B sub-lattice dominates the wave function close to the edge, because of a larger
initial amplitude, |β+|  |β−|, but is supplanted by the one with slower decay, around n ≈ 10.
The method just presented, can be used to treat other edges of the reczag family, for example,
the zz(576) edge (which is a periodic repetition of the triplet pentagon-heptagon-hexagon), or
7Such a one-dimensional chain would have four atoms per unit cell, and thus, the corresponding transfer matrix
would be a 4×4 matrix. In the basis that uncouples the high and low-energy modes, the transfer matrix will be block
diagonal. In essence, the + and the − modes transfer matrix relations, uncouple. The transfer matrix formalism
applied to the doubled unit cell, is developed in Chapter 5, namely in sub-Section 5.2.3, in connection with the TB
study of the electronic transport across the zz(5757) and the zz(558) defect lines.
8One referring to the + mode and the other referring to the − mode.
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the zz(5766) edge (which is a edge with pentagon-heptagon pairs intercalated by two hexagons).
For demonstration, let us focus on a general reconstruction of the zigzag edge with n hexagons
between each pentagon-heptagon pair, which we will call zz(576n) edge. The bigger difference
between treating a zz(57) edge and treating a zz(576n) edge using the above formalism, shows
up in the dimensionality of the matrices arising from the tight-binding equations. Instead of
having to manipulate matrices of dimension 2, we will have to manipulate matrices with dimension
2 + n. In addition, we will have more hopping renormalization parameters than those entering
the description of the zz(57) edge. As a consequence, the boundary condition matrix, M, will be
more complex, depending on more hopping renormalizations parameters (see Appendix 3.A). In
principle, it is possible to treat any reconstruction of the zigzag edge with this method, provided the
edge configuration is periodic. However, the mathematical effort associated with such treatment
will increase considerably with the complexification of the edge configuration the zigzag ribbon.
3.3.1.4 Perpendicular magnetic field
As was seen in sub-Sections 2.3.5 and 2.3.6 of Chapter 2, when a perpendicular magnetic field is
applied to a graphene sheet, electrons acquire a cyclotron motion, with quantized cyclotron radius
and macroscopically degenerate energy levels, the so called LLs. In a ribbon, LL degeneracy is
partially lifted, because the edges interrupt the cyclotron orbits located close to them. In this
sub-section we discuss the effect of a perpendicular magnetic field in the low energy spectrum of
the tight-binding model of a ribbon with a zz(57) edges.
As stated in sub-Section 2.3.5, the introduction of a static magnetic field, applied perpendicu-
larly to the ribbon, B = Beˆz, can be achieved by a Peierls substitution of the hopping integrals
[149, 152]
tij → tijei2piφij , (3.59)
where tij stands for the hopping integral between the position Ri and the position Rj in the absence
of a magnetic field, and the phase φij is given by the line integral
φij =
1
φ0
∫ Rj
Ri
A · dr, (3.60)
where A is the potential vector and φ0 = h/e is the flux quantum. Note that the magnetic flux
through the area Σ, in units of the flux quantum φ0, is
1
φ0
∫
Σ
dσ ·B = 1
φ0
∮
dr ·A =
∑
around Σ
φij . (3.61)
The zigzag edge reconstruction modifies, not only the hoppings, but also the areas of the
pentagons, heptagons and hexagons near the edge. Therefore, by Eq. (3.60), the Peierls phases
around the edges are distinct from those in the ribbon bulk. We choose a gauge that yields Peierls’
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Figure 3.16: Peierls phases of a zigzag ribbon with totally reconstructed edges (N = 10).
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phases as shown in Fig. 3.16, clearly satisfying Eq. (3.61), φ6 being the magnetic flux per hexagon
in the bulk graphene lattice.
The spectrum shown in Fig. 3.17(a) is essentially the same as for a pristine ZGNR (apart from
the folding of the Brillouin zone), the most prominent feature being a doubly degenerate zero energy
level occurring between the two Dirac points. But what is displayed is, in fact, the spectrum of a
ribbon with simplified zz(57) edges, where hopping renormalizations were ignored (hi = 1, vi = 1),
and the pentagons and heptagons considered to have the same area as all the hexagons.
In Fig. 3.18(a), we display the spectrum of a zigzag ribbon with real zz(57) edges in the presence
of a perpendicular magnetic field. In contrast with the previous case, the two zero-energy levels
are now split in energy and are dispersive, crossing each other at the Γ-point.9
The plots of the wave function suggest a clear interpretation of this result. In graphene there is
a bulk zero energy LL which cannot be affected by BCs, because the corresponding wave function
is localized in the bulk and do not reach the edges. And, in fact, one can see in Fig. 3.18(a)
regions of kx with a flat energy level at zero energy; the plots of the corresponding wave function
(−0.9 . kxa . −0.5 and 1.2 . kxa . 1.5) show one localized state inside the ribbon. The remaining
state is one edge state localized at its boundaries. In a real reconstructed edge, these states are
dispersive in zero magnetic field, as we have seen in the previous section, and remain dispersive in
a magnetic field: hence the lifting of the degeneracy and the level crossing at the Γ-point, involve
states localized at opposite edges. On the other hand, in the simplified zz(57) ribbon, the edge
states occur at zero energy, as we have also seen. So the doubly degenerate zero energy state in Fig.
3.17(a) is either a zero energy bulk LL and an edge state, or two edge states located at opposite
ends of the ribbon. This is confirmed by the plots of the wave functions.
We now proceed to indicate briefly how these results arise from the Peierls substitution. We
begin by considering the appearance of a zero energy bulk Landau level (BLL). The recurrence
relations for the amplitudes now involve matrices that depend on the row index,
A(kx;n+ 1) = W˜A(n)A(kx;n), (3.62a)
B(kx;n+ 1) = W˜
−1
B (n+ 1)B(kx;n). (3.62b)
Recall that A(kx;n) and B(kx;n) are column vectors: A(kx;n) =
[
A1(kx;n), A2(kx;n)
]T
and
B(kx;n) =
[
B1(xk;n), B2(kx;n)
]T
; the matrices W˜A(n) and W˜B(n) are written in Appendix 3.C.
As before, these are commuting matrices, and have the common basis {u+,u−}; their eigenvalues,
however, depend on the row index,
ξ˜+A(r) = −2eikxa/2 cos
[
kxa
2
− (r + 1)piφ6
φ0
]
=
(
ξ˜+B(r)
)∗
, (3.63a)
ξ˜−A(r) = 2ie
ikxa/2 sin
[
kxa
2
− (r + 1)piφ6
φ0
]
=
(
ξ˜−B(r)
)∗
. (3.63b)
9The whole spectrum is shifted in kxa, because we have set n = 0 at the upper edge (where n is the label of the
zigzag rows). If we have set n = 0 to the center of the ribbon, the shift would disappear [101].
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Figure 3.17: (a): TB energy spectrum of a zigzag graphene nanoribbon with simplified zz(57) edges
(hi = v = h
′
i = 1 and φ
C
5 = φ
C
7 = 2φ
C
d6 = 2φ6) with a width of 214A˚ (or N = 100 zigzag rows) in
the presence of a perpendicular magnetic field, B = 80T . The green dashed vertical lines in (a),
indicate the different values of kxa for which the edge states were plotted in (b)-(p). (b)-(p): wave
function squared modulus (dark blue) of the two lowest-energy levels [highlighted in panel (a) with
blue and red fill] for different values of kxa. The light blue curves in panels (f)-(o) stand for the
edge states obtained analytically for values of kxa for which their energy is zero [see panel (a)].
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Figure 3.18: (a): TB energy spectrum of a zigzag graphene nanoribbon with real zz(57) edges
with a width of 214A˚ (or N = 100 zigzag rows) in the presence of a perpendicular magnetic field,
B = 80T . (b)-(p): squared modulus of the lowest-energy levels wave functions for different values
of kxa [blue and red levels in panel (a)]. The green dashed vertical lines in (a), indicate the different
values of kxa for which the edge states wave functions squared modulus were plotted in (b)-(p).
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We can then rewrite Eqs. (3.62), for m ≥ 2, as
A(kx;n) = α+(kx;n)u+ + α−(kx;n)u−, (3.64a)
B(kx;n) = β+(kx;n)u+ + β−(kx;n)u−, (3.64b)
where we have used
ασ(kx;n) = Ξ
σ
A(n,m)ασ(kx;m), (3.65a)
βσ(kx;n) = Ξ
σ
B(n,m)βσ(kx;m). (3.65b)
In the above equations, n ≥ m, ασ and βσ are undetermined coefficients, while the quantities
Ξ±A(n,m) and Ξ
±
B(n,m) are a shorthand for
ΞσA(n,m) =
n−1∏
r=m
ξ˜σA(r), (3.66a)
ΞσB(n,m) =
n∏
r=m+1
1
ξ˜σB(r)
. (3.66b)
As ΞσA(B)(n,m) is a function of the row index n, it goes through a maximum when
∣∣ξ˜σA(r)∣∣
(
∣∣ξ˜σB(r)∣∣−1) decreases below 1. These maxima are repeated periodically when n changes by 2nφ,
where nφ ≡ φ0/φ6 is the number of hexagons required for a total flux equal to a flux quantum.
These multiple maxima are related to commensurability effects between the lattice parameter and
the cyclotron radius and are only important for unrealistically high fields [163]. For achievable values
of the magnetic field, nφ is much larger than the ribbon width, N , (for B = 80T, 2nφ ≈ 2000), and
at most one maximum of ΞσA(B)(n,m) is located inside the ribbon, as shown in Fig. 3.19. Assume,
for instance, that that is the case for Ξ−B at
n¯B− =
kxa
2pi
nφ −
(
5
6
+ q
)
nφ, 1 n¯B−  N − 1, (3.67a)
n¯A+ =
kxa
2pi
nφ −
(
2
3
+ q
)
nφ = n¯B− +
nφ
6
, (3.67b)
n¯A− =
kxa
2pi
nφ −
(
1
6
+ q
)
nφ = n¯B− +
2nφ
3
, (3.67c)
n¯B+ =
kxa
2pi
nφ −
(
1
3
+ q
)
nφ = n¯B− +
nφ
2
, (3.67d)
where q is an integer. From Eqs. (3.67), we conclude that for reasonable values of the magnetic
field and ribbon widths, at most, only one of the components will have a maximum inside the
ribbon (of width N = 100). See, as an example, Fig. 3.19.
Moreover, the amplitude β−(kx, n) will decay exponentially to very small values at the edges;
to exponential accuracy, the BCs, whatever they may be, are trivially satisfied by choosing α+ =
α− = β+ = 0; this then is a BLL, where the wave function exists only in one of the sub-lattices
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Figure 3.19: Plot of |Ξ±A(n)| and |Ξ±B(n)| (that can be interpreted as the amplitudes of the four
components of the wave function in the proper basis of the matrices W˜ ), given by Eqs. (3.66).
The above quantities were plotted for B = 80T and kxa = −0.716. In the (a) panel, the |Ξ±A/B(n)|
are normalized over the region n ∈ [−500, 500], while in the (b) panel they are normalized over
n ∈ [0, 100]. The red box in panel (a) signals the region where n ∈ [0, 100].
and is localized away from the edges. These BLLs occur irrespective of the type of edge. However,
when kx changes and the LL center approaches the edge, the BCs come into play, differentiating
the various situations.
Let us now consider the appearance of the edge states in these results. The general BC for
a reconstructed zigzag edge with SW defects at the n = 0 end, may be written as α(kx; 2) =
M˜β(kx; 2), where M˜ is defined in Appendix 3.C, Eq. (3.112), with an analogous expression for the
edge in n = N − 1, β(kx;N − 3) = M˜′α(kx;N − 3).
We will start by assuming that the ribbon is terminated with a simplified zz(57) edge (hi =
v = h′i = 1 and φ7 = φ5 = 2φd6 = 2φ6). In such a situation, we have M˜++ = M˜−− = 0, a result
which uncouples the components α+ and β− from α− and β+
α+(kx; 2) = M˜+−β−(kx; 2), (3.68a)
α−(kx; 2) = M˜−+β+(kx; 2). (3.68b)
As a consequence, every time we have a zero energy BLL (living away from the edges), we will
also have one other solution of zero energy, now localized at the edge. Let us take as an example, the
case where kxa = −0.716, for which the Ξ±A/B are depicted in Fig. 3.19. To exponential accuracy,
the BCs involving β− and α+ are trivially satisfied at both edges choosing α+ = 0. Those involving
β+ and α−, are satisfied at the upper edge choosing α−(kx; 2) = M˜−+β+(kx; 2), being satisfied at
the lower edge to exponential accuracy. In the real space [see Eqs. (3.64)], we will have a BLL
localized only on the B sub-lattice and an edge state around the edge at n = 0, living in both
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sub-lattices with different localization lengths.
When the value of kxa is increased, the maxima of Ξ
±
A/B move to higher values of n. At a certain
point, the maximum of Ξ−B will be such that n¯B− > N−1, and then there will be no maxima inside
the ribbon. In such a case, the maxima of Ξ−B and Ξ
+
A closer to the ribbon, will be at n > N−1, while
the maxima of Ξ+B and Ξ
−
A closer to the ribbon, will be at n < 0. In this case, the BCs involving
β− and α+ will be satisfied at the lower edge choosing β−(kx;N − 3) = M˜′−+α+(k;N − 3). At
the upper edge, the BC will be obeyed to exponential accuracy. The converse needs to be done
regarding the BCs involving β+ and α−. Consequently, for −0.5 . kxa . 1.2, there will be zero-
energy solutions localized at both edges, living in both sub-lattices with distinct localization lengths
in each sub-lattice.
If, on the contrary, we start decreasing the value of kxa from kxa ≈ −0.72, the maxima of Ξ±A/B
moves to lower values of n, and at a certain point, the maximum of Ξ−B will be such that n¯B− < 0.
In such case, the maxima of Ξ−B and Ξ
−
A closer to the ribbon, will be at n < 0, while the maxima of
Ξ+B and Ξ
+
A closer to the ribbon, will be at n > N − 1. In this case, it will not be possible to satisfy
the BCs non-trivially and consequently, there will be no zero-energy solutions in this region, as can
be seen in Fig. 3.17(a).
When instead of simplified zz(57) edges, the ribbon is terminated with real zz(57) edges, the
matrix M˜ is modified, and M˜++ 6= M˜−− 6= 0, resulting in a BC coupling all the components α±
and β±
α+(kx; 2) = M˜++β+(kx; 2) + M˜+−β−(kx; 2), (3.69a)
α−(kx; 2) = M˜−+β+(kx; 2) + M˜−−β−(kx; 2). (3.69b)
To grasp the implications of this modification, consider for instance the case where kxa =
−0.716, depicted in Fig. 3.19, where a BLL is present in the β− mode; since β−(2) ≈ 0, the BC
imply all three remaining amplitudes, α+, α−and β+ to be non zero, if there is to be an edge state
in addition to the BLL. But the α+ mode grows as n increases, whereas the other two decrease; as a
result the BCs will be violated at the opposing edge. In conclusion, BCs can no longer be satisfied
with zero energy edge states, which become dispersive, whereas zero energy BLL still occur. This
accounts for the lack of zero energy doubly degenerate state in ribbons with real reconstructed
zz(57) edges.
3.3.2 The continuum low-energy approximation
In what follows, we will look at the continuum approximation of a zigzag ribbon with zz(57)
reconstructed edges (see Fig. 3.10) [26]. We will follow the procedure used in Section 3.2.2 when
treating the pentagon-only edges in the continuum low-energy limit. However, we will now face
an additional complication arising from the doubling of the unit cell due to the specific periodicity
of the zz(57) edge reconstruction. The doubling of the unit cell folds the Brillouin zone, bringing
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into play additional modes. We will see that around the Dirac points, the latter modes will be
high-energy contrasting with the low-energy character of the massless Dirac modes. Nevertheless,
the latter are needed so that the boundary condition originated from the zz(57) edge is satisfied.
Furthermore, we will see that the effect of the high-energy modes can be encompassed in an effective
boundary condition seen by the massless Dirac fermions.
3.3.2.1 High and low-energy fields as a consequence of doubling graphene’s unit cell
As was referred above, in a graphene zigzag ribbon with zz(57) edges, there is a doubling of
the unit cell along the direction of the ribbon (see Fig. 3.10), thus the natural choice for the lattice
vectors is 2u1 = a(2, 0) and u2 = (−1,
√
3)a/2. The FBZ originating from such a choice is depicted
in Fig. 3.12(b) along with the position of the Dirac points in the folded zone. The latter read
K+ =
2pi
3a
(
1
2
,−
√
3
2
)
, (3.70a)
K− =
2pi
3a
(
− 1
2
,
√
3
2
)
, (3.70b)
where a stands for the lattice parameter.
We start by writing the TB equations for the bulk of a honeycomb lattice with a doubled unit
cell in the direction u1 (see Fig. 3.10).
10 They read
−
t
A1(r) = B1(r) +B1(r− u2) +B2(r− 2u1 − u2), (3.71a)
−
t
A2(r) = B2(r) +B1(r− u2) +B2(r− u2), (3.71b)
−
t
B1(r) = A1(r) +A1(r + u2) +A2(r + u2), (3.71c)
−
t
B2(r) = A2(r) +A1(r + 2u1 + u2) +A2(r + u2). (3.71d)
Fourier transforming these equations with respect to u1 and u2, and changing to the basis that
uncouples the high- and low-energy sectors [see Appendix 5.A.4 for more details], we obtain the
following Hamiltonian
Hk =

0
[
γ+(k)
]∗
0 0
γ+(k) 0 0 0
0 0 0
[
γ−(k)
]∗
0 0 γ−(k) 0
 . (3.72)
In the above expression, γ±(k) = −t
(
1 + eik·u2 ± eik·(u1+u2)). The energy of the + and − modes is
given by ±(k) = s|γ±(k)|, where s = ±1 defines the sign of the energy. We readily conclude that
around the Dirac points, the − modes will be low-energy, with − ≈ ±0, while the + modes will be
10For the sake of convenience, here we choose to use a different unit cell from the one used in the TB approach to
this problem (compare Fig. 3.10 with Figs. 3.9 and 3.10).
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high-energy, with + ≈ ±2t. Expanding Eq. (3.72) around the Dirac points (using q = k −Kν),
one concludes that the − modes are Dirac-like, whereas the + modes are not.
From Eq. (3.72) also follows that at very low energy and very near the Dirac points [see
Eqs. (3.70)],  ≈ 0 and kx ≈ νpi/3a, the high-energy modes will have the wave-numbers k˜(±)y ≈(
2νpi ± i log(3))/√3, which if we use q = k−Kν , is equivalent to say that the high-energy modes,
will have q˜
(±)
y ≈
(
3νpi± i log(3))/√3. Moreover, it is straightforward to verify that the two possible
eigenvectors of the TB Hamiltonian in Eq (3.72) associated with the high-energy sector, when  ≈ 0
and kx ≈ νpi/3a, read
Φ
(+)
q˜,s,+(r) ≈

1
0
0
0
 eiq˜(+)y y, (3.73a)
Φ
(−)
q˜,s,+(r) ≈

0
1
0
0
 eiq˜(−)y y, (3.73b)
where, as indicated by the expression of q˜
(±)
y , the eigenmode Φ
(+)
q˜,s,+(r)
[
Φ
(−)
q˜,s,+(r)
]
is exponentially
decreasing with increasing (decreasing) y. Note that the basis in which the above modes are written,
is the one uncoupling the high- and low-energy sectors: {φa+, φb+, φa−, φb−}. Before proceeding,
it must be said that this result is totally equivalent to the one obtained in sub-Section 5.2.3.2 of
Chapter 5 [see Eqs. (5.45)] using the passage matrix formalism for the doubled unit cell.
It is worth emphasizing that if instead of a doubled unit cell, we have a j-multiplied unit cell,
when employing the continuum approximation, we would obtain j pairs of modes, due to the j-
folded Brillouin zone. Moreover, the Dirac points would have to be recalculated in accordance with
the j-folded Brillouin zone. The energy dispersions around the Dirac points, for each one of the j
pairs of modes, would be spread across several energy ranges, and in general, most of them would
not be Dirac-like. Nevertheless, whenever j is a multiple of 3, the folding of the Brillouin zone
places the Dirac points along the same value of kx. Therefore, in such a situation, instead of just
considering the physics of one Dirac cone at a time, we have to consider both of them accounting
for the possibility of low-energy intervalley scattering.
The continuum limit of the TB model of graphene with a j-multiplied unit cell, gives rise to
spinor solutions of 2j dimension. Such higher dimension spinors just account for the bigger number
of internal degrees of freedom associated with each spatial position, r, of the continuum. This
increase in the internal degrees of freedom, originates from the inclusion of a bigger number of
atoms in each unit cell.
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3.3.2.2 The boundary condition at the reczag edge
The TB equations at the zz(57) edge will be the starting point to obtain the boundary
condition valid in the continuum low-energy approximation. We have seen (sub-section 3.3.1)
that in general, the TB zz(57) edge’s boundary condition mix the high- and the low-energy modes.
But, remembering that the + modes arising from the edge reconstruction are not Dirac-like, and
that at low-energy they are evanescent states localized at the edge, then, it is natural to presume
that the + modes in essence dress the reczag edge. In the following paragraphs we will compute
the effective boundary condition that is seen by the Dirac massless fermions at the dressed zz(57)
edge [26].
For the sake of demonstration, let us concentrate on the computation of the boundary condition
of a zz(57) edge located at n = 0 [see Fig. 3.10(a)]. In parallel with what we have done for the
pentagon-only edge (recall sub-Section 3.2.2), we start from the tight-binding equations around the
reconstructed edge. These equations are written in Appendix 3.D [Eqs. (3.114)]. Then, we apply
the continuum approximation to this set of equations and change to the basis that uncouples the
high- and low-energy modes. We take the limit of  → 0 and qx → 0, so that we end up with a 
and qx independent matrix relation linking the φb± amplitudes with the φa± ones in the vicinity of
the edge [see Eqs. (3.124)-(3.127)]. For the case of the upper edge (that at n = 0), such relation
can generally be written in the form
φa+(x, 0
−) = MU++φb+(x, 0−) +MU+−φb−(x, 0−), (3.74a)
φa−(x, 0−) = MU−+φb+(x, 0−) +MU−−φb−(x, 0−), (3.74b)
where matrixMU is the upper edge boundary condition matrix, which is written in Appendix 3.D
[Eq. (3.125)]. A similar condition is obtained for the lower edge [see Appendix 3.D, Eqs. (3.124b)
and (3.127)]. Note that ifM+− andM−+ are different from zero, this boundary condition mixtures
modes of high-energy with those of low-energy.
As stated in the beginning of this sub-section, the folding of the Brillouin zone due to the
duplication of the unit cell, brings about two additional modes that are not Dirac-like. When the
energy is small, these modes are in fact evanescent, being necessarily localized at the edges of the
ribbon. We are interested in the low-energy phenomena of graphene, which is well described by the
Dirac-like Hamiltonian. Therefore, we look forward to eliminate the high-energy modes from our
description, by incorporating them into an effective boundary condition. The latter is going to be
the boundary condition seen by the Dirac massless fermions.
Let us for instance consider a SIR, with an edge in n = 0 (thus spanning from n = 0 to n = +∞,
or y ∈ [−∞, 0]). As stated in sub-Section 3.3.2.1 [see Eqs. (3.73)], when we are at low-energies and
very near the Dirac point,  ≈ 0 and qx ≈ 0, the modes associated with the + energy sector are
evanescent, decaying from the edge with the wave-number q˜
(±)
y ≈
(
3νpi ± i log(3))/√3.
The + sector’s mode decreasing from the edge at y = 0 into the SIR (y → −∞) is the Φ(−)q˜,s,+,
while the one diverging into the SIR is the Φ
(+)
q˜,s,+. As there must be no divergences inside the SIR,
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we must set the coefficient of Φ
(+)
q˜,s,+ to zero. Therefore, we can write the boundary relation in Eqs.
(3.74) in the following simplified form[
0
φa−(x, 0)
]
=
[
MU++ MU+−
MU−+ MU−−
][
φb+(x, 0)
φb−(x, 0)
]
. (3.75)
Given this and after some basic algebra, we can write the effective boundary condition that the
− sector modes must obey at the reconstructed edge
φa−(x, 0−) =
det[MU ]
MU++ φb−(x, 0
−) = BUφb−(x, 0−). (3.76)
where the BU dependence on the microscopic details of the edge, defines the boundary condition.
Note that both the pristine zigzag edge and the pentagon-only edge, have a boundary condition
that can be cast in this manner: BU = ∞ for the zigzag edge [see Eqs. (2.27)] and BU = t′/t for
the pentagon-only edge [see Eqs. (3.29)]. This kind of boundary condition for the massless Dirac
fermions is just a particular case of the general boundary condition that Dirac fermions must obey
at a boundary that prohibits an outward particle current [164].
Similarly, for a SIR with the edge in n = N − 1 (thus spanning from n = N − 1 to n = −∞, or
y ∈ [−D,+∞] where D ≈ (N −1)a√3/2 +a√3/6), the boundary relation at the edge in n = N −1
reads Φb(x,−D+) = MLΦa(x,−D+). As now the eigenmode of the + sector that must vanish is
the Φ
(−)
q˜,s,+, then we can write the effective boundary condition that the − modes see at the edge in
n = N − 1 as
φb−(x,−D+) = det[M
L]
ML++ φa−(x,−D
+) = BLφa−(x,−D+). (3.77)
Just before proceeding, we should draw the reader’s attention to two relevant aspects. One
is that the zz(57) edge yields BU = BL. The other is that the effective boundary condition just
derived, when applied to finite ribbons, is not only expected to be in good accordance with the TB
results if the ribbon is wide, but also for cases where the ribbon is not extremely narrow. This is
so, due to the fact that the + modes decay at a rate of
√
3 between n and n+ 1 [see Eqs. (3.73)].
Therefore, as long as the ribbon is not too narrow (for instance, with N . 10), the + modes arising
from one of the ribbon’s edges do not see the opposite edge. Therefore, we can treat the ribbon
edge as if it was an edge of a semi-infinite ribbon.
3.3.2.3 Low-energy spectrum of a ribbon with reczag edges
In the following paragraphs we are going to derive the condition yielding the low-energy spec-
trum of a finite graphene zigzag ribbon with zz(57) edges. This condition will determine the
transverse momentum, qy, of the low-energy states with a given qx in a ribbon with a given width,
D. From these we will be able to construct the low-energy spectrum around the Dirac points.
Following the derivation of the effective boundary conditions that the massless Dirac fermions
must obey at the reconstructed edges of the ribbon, Eqs. (3.76) and (3.77), in what follows it
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suffices to just take into account the − energy sector. Therefore, and from Eqs. (3.26), we can
write the low-energy sector wave function inside the ribbon as Φ−(r) = [φa,−(r), φb,−(r)]T , with
φa,−(r) =
(
ϕa>e
iqyy + ϕa<e
−iqyy)eiqxx, (3.78a)
φb,−(r) =
(
gϕa>e
iqyy + g¯ϕa<e
−iqyy)eiqxx, (3.78b)
where g ≡ gs,ν(qx, qy) = ϕb/ϕa is defined in Eq. (3.25), whereas g¯ ≡ gs,ν(qx,−qy), which can also
be written as g¯ = 1/g.
If we substitute the above wave function in the two boundary conditions that the massless Dirac
fermions must satisfy at the reconstructed edges, Eqs. (3.76) and (3.77), then it is straightforward
to arrive at the condition
ei2qyD = g2
(
1− BU g¯
1− BUg
)(
1− BLg¯
1− BLg
)
= g2
(
1− Bg¯
1− Bg
)2
, (3.79)
where the last equality comes from the fact that for the zz(57) edge, BU = BL ≡ B. For a given
width of the ribbon, D, the above condition will determine the qy for each value of qx. Note that
qy can be either a real number or an imaginary one. In the former case, the corresponding solution
will be a bound state, that will be extended along the ribbon transverse direction, whereas in the
latter case, the solution will be an evanescent state localized at the ribbon edges. The quantized
values qy can be obtained numerically with any simple root finding routine.
When we have a semi-infinite ribbon, instead of two boundary conditions that will allow us to
determine the quantized values of qy, we will only have one boundary condition. If we assume that
the semi-infinite ribbon has its edge at n = 0 (spanning from n = 0 to n = ∞, or in other words,
living in y ∈ [−∞, 0]), then the only boundary condition [that written in Eq. (3.76)] determines
the evanescent solutions, where qy = iq¯y. The corresponding result is very simple and reads
q¯y = νqx
1− (BU)2
1 +
(BU)2 . (3.80)
In Fig. 3.20 we plot the low energy spectrum of a ribbon with N = 100 zigzag rows of
width (or 212A˚) terminated with zz(57) edges. The black full lines were obtained by numerically
diagonalizing the first-neighbor TB Hamiltonian for such a ribbon [25]. The red (blue) circles stand
for the extended (edge localized) states’ energy levels obtained from the low-energy continuum
approximation of the same ribbon.
From Fig. 3.20, we see that there is a general good agreement between the TB and the con-
tinuum approximation results. Both the extended and the edge localized states are well described
by this approximate picture, despite the rather extreme assumptions taken in order to obtain this
result, namely: the huge simplification done by considering the  ≈ 0 and qx ≈ 0 limit of the
TB boundary condition; as well as assuming the ribbon to be very large, so that the high-energy
sector’s modes can be eliminated from the treatment. In particular, as previously argued, even
narrow ribbons can be well accounted by this description, due to the fact that at low energies and
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Figure 3.20: Low-energy spectrum of a zigzag ribbon terminated with zz(57) edges, either obtained
from numerically diagonalizing the first-neighbor TB Hamiltonian, and by employing the CA for
such a system. These results correspond to a zigzag ribbon with N = 100 zigzag rows of atoms
(≈ 212A˚ wide). The black lines correspond to the low-energy spectrum obtained from the numerical
diagonalization of the first-neighbor TB Hamiltonian of such a ribbon. The red (blue) circles, stand
for the low-energy spectrum obtained using the CA for this ribbon. The light blue dashed line stands
for the edge state of a SIR as given by Eq. (3.80). The light green full (dark green dashed) line,
signals one of the Dirac cones (points) of bulk graphene.
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near the Dirac point, the high-energy sector’s eigenmodes are essentially localized within very few
unit cells from the edge. Therefore, they do not see the opposite edge, and thus have essentially
the same form as if they were in a semi-infinite ribbon.
Chapter Appendices
3.A Tight-binding equations and boundary conditions
In this appendix we write the tight-binding equations for the amplitudes at the sites near one
edge, n = 0; these will determine the BCs that must be satisfied by the bulk solutions. For clarity,
we begin by considering zero energy states. We will argue that the BCs adequate for low energy
states, |/t|  1, are the same as for zero energy states.
The TB equations at the sites of A1(m, 0) and A2(m, 0) have the form:
h2A2(m; 0) + h1B1(m; 0) = 0, (3.81a)
h2A1(m; 0) + h1B2(m; 0) = 0. (3.81b)
It will be useful to express these in matrix form; after Fourier transforming in the m index (kx is
the wave vector along the edge), we obtain
A(kx; 0) = −h1
h2
σxB(kx; 0), (3.82)
where σx stands for the first Pauli matrix and C(kx;n) = [C1(kx;n), C2(kx;n)]
T with C = A,B. For
the B1(m; 0), B2(m; 0) sites,
h4B2(m− 1; 0) + h1A1(m; 0) + vA1(m; 1) = 0, (3.83a)
h4B1(m+ 1; 0) + h1A2(m; 0) + vA2(m; 1) = 0. (3.83b)
Using Bloch’s theorem, we can cast this in the form
A(kx; 1) +
h1
v
A(kx; 0) +
h4
v
[
e−2ikxa 0
0 e2ikxa
]
σxB(kx; 0) = 0. (3.84)
Using Eq. (3.82) in this one,
A(kx; 1) +RσxB(kx; 0) = 0, (3.85)
where
R := −
[
h21−h2h4e−2ikxa
h2v
0
0
h21−h2h4e2ikxa
h2v
]
, (3.86)
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is a matrix that depends on kx.
With a similar procedure for the sites A1(m; 1), A2(m; 1), B1(m; 1) and B2(m, 1), we obtain
A(kx; 2) = WAA(kx; 1), (3.87a)
B(kx; 0) = WBB(kx; 1), (3.87b)
with
WA =−
[
h′1 h′1
h′3e2ikxa h′3
]
, (3.88a)
WB =− 1
v
[
h′1 h′3e−2ikxa
h′1 h′3
]
; (3.88b)
using Eqs. (3.85), we arrive at
A(kx; 2) +WARσxWBB(kx; 1) = 0. (3.89)
Beyond the first row (n > 1), it is simple to get
A(kx;n+ 1) = WAA(kx;n), (3.90a)
B(kx;n+ 1) = W
−1
B B(kx;n), (3.90b)
where
WA = −
[
1 1
e2ikxa 1
]
, (3.91a)
WB = −
[
1 e−2ikxa
1 1
]
, (3.91b)
In summary, after Fourier transforming in the m variable, the TB equations for a semi-infinite
ribbon with zz(57) reconstruction are (n > 1)
A(kx; 2) = −WARσxWBWBB(kx; 2), (3.92a)
A(kx;n+ 1) = WAA(kx;n), (3.92b)
B(kx;n+ 1) = W
−1
B B(kx;n). (3.92c)
The last two are the bulk recursion relations, while the first one contains the BC.
We now generalize these equations for states of finite, but low, energy. We argue that only the
bulk equations are changed, the BCs remain the same, i.e.,
A(kx; 2) = −WARσxWBWBB(kx; 2), (3.93a)
A(kx;n+ 1)−WAA(kx, n) = −
(
t
)
B(kx;n+ 1), (3.93b)
B(kx;n)−WBB(kx;n+ 1) = −
(
t
)
A(kx;n). (3.93c)
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One can see this if we put back the energy in the equations for the amplitudes near the edge,
h2A2(m; 0) + h1B1(m; 0) = −
(
t
)
A1(m; 0), (3.94a)
h2A1(m, 0) + h1B2(m; 0) = −
(
t
)
A2(m; 0), (3.94b)
so Eq.(3.82) becomes,
A(m; 0) +
h1
h2
σxB(m; 0) =
1
h2
(
−
t
)
σxA(m; 0). (3.95)
This shows the pattern that we have to repeat in Eqs. (3.83) through to Eqs. (3.87). Instead of
Eq. (3.93a), we obtain,
A(kx; 2)+WARσxWBWBB(kx; 2)
=
(
−
t
)[1
v
WAB(kx; 0)− h1
h2v
WAσxA(kx; 0)
− 1
v
WARσxA(kx; 1) + B(kx, 1)
]
. (3.96)
Naturally, this reduces to Eq. (3.93a) if the RHS is set to zero. The important point is that, for the
values of the parameters listed in Table 3.1, the matrix WARσxWBWB has one finite eigenvalue in
the entire range of kx, whose modulus is always larger than about 1.3. This means that, to lowest
order in (−/t), we are justified in neglecting the RHS of this equation, and use the same BC as
for zero energy states. This is a valid approximation for states with |/t|  1.
Now we change basis to rewrite these equations in the eigenbasis of WA and WB, [see Eqs.
(3.48)]
u+ =
1√
2
[
e−ikxa
1
]
, (3.97a)
u− =
1√
2
[
−e−ikxa
1
]
. (3.97b)
The coordinate transformation is defined by the matrix U given by
U =
1√
2
[
eikxa 1
−eikxa 1
]
. (3.98)
The BC in the new basis, becomes
ασ(kx; 2) =
[− UWARσxWBWBU †]σσ′βσ′(kx; 2)
=
[M(kx)]σσ′βσ′(kx; 2). (3.99)
where σ, σ′ = ±1. The bulk equations,
ασ(kx;n+ 1)− ξσAασ(kx;n) = −
(
t
)
βσ(kx;n+ 1), (3.100a)
βσ(kx;n)− (ξσA)∗βσ(kx;n+ 1) = −
(
t
)
ασ(kx;n). (3.100b)
The matrix M(kx) can be calculated explicitly, since all the matrices intervening in its definition
were given above, but its long expression is not particularly enlightening.
3.B. THE TB LOW-ENERGY EDGE STATES 75
3.B The TB low-energy edge states
We now sketch how can one compute the energy levels of finite but low-energy edge states [see
Eqs.(3.93)] in a semi-infinite ribbon. For solutions that decay away from the edge,
ασ(kx;n) = e
iqσ(n−2)ασ(kx; qσ), (3.101a)
βσ(kx;n) = e
iqσ(n−2)βσ(kx; qσ), (3.101b)
the TB equations for the amplitudes in the bulk, Eqs. (3.49), become
(1− e−iqσξσA)ασ(kx; qσ) = −
(
t
)
βσ(kx; qσ), (3.102a)
(1− eiqσ(ξσA)∗)βσ(kx; qσ) = −
(
t
)
ασ(kx; qσ). (3.102b)
The energy is then given by (
t
)2
=
(
1− e−iqσξσA
) (
1− e+iqσ(ξσA)∗
)
. (3.103)
Expanding the RHS, and given the fact that the energy must be real, we conclude that = [e−i<qσξσA] =
0, which is equivalent to e−iqσξσA = ± |ξσA| e=qσ . This allows us to rewrite Eq. (3.103) as
(
t
)2
= 1 + |ξσA|2 ∓ 2 |ξσA| cosh (=qσ) . (3.104)
Low energy solutions, with |/t|  1, thus correspond to the choice of the minus sign in this
expression. If we define the ratio between amplitudes at the limit of the bulk region (n = 2) as
sσ =
βσ(kx, qσ)
ασ(kx, qσ)
, (3.105)
then we can use Eq. (3.102a) to write the energy expression as

t
= −(1− |ξσA| e=q
σ
)
1
sσ
. (3.106)
On the other hand, the energy can be eliminated from Eqs. (3.102) to obtain,
1− e=qσ |ξσA|
1− e−=qσ ∣∣ξσA∣∣ = s2σ (3.107)
This result shows that the values of =qσ are determined if we fix the edge amplitude ratios, sσ,
i.e., if we take as BCs for the two σ = +,−, chains βσ(kx, qσ) = sσασ(kx, qσ).
Thus, to determine the value of the energy we use the two following conditions: (i) the values
of s+ and s− are related by the BCs [Eq. (3.99)],
1
s+
=
M++ − det[M]s−
1−M−−s− ; (3.108)
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(ii) their values must be such that the RHS of Eq. (3.106) is independent of σ. Hence, we determine
=q− and =q+, as a function of s− (using the value of s+ given by Eq. (3.108), calculate the energies
from Eq. (3.106) for σ = +,−, and vary s− until the two energies match; as long as
∣∣e=qσ ∣∣ < 1,
this constitutes the solution of our problem.
Note that the sign of the energy is determined by the hopping amplitudes that trough Eq.
(3.108) and Eq. (3.107) determine =qσ, which then fixes  through Eq. (3.106). The BCs we used
are only valid for |/t|  1. As a consequence, we can expect that this analytical construction of
edge states will only be valid near the Dirac points (kxa = ±pi/3), where this condition is fulfilled.
3.C Recurrence matrices with magnetic field
When a perpendicular magnetic field is applied perpendicularly to the ribbon, in the bulk, the
matrices W˜A(n) and W˜B(n) read
W˜A(n) = −
 ei(n+1)pi φ6φ0 e−i(n+1)pi φ6φ0
e
i
(
2kxa−(n+1)pi φ6φ0
)
e
i(n+1)pi
φ6
φ0
 ,
(3.109a)
W˜B(n) = −
 e−i(n+1)pi φ6φ0 e−i(2kxa−(n+1)pi φ6φ0 )
e
i(n+1)pi
φ6
φ0 e
−i(n+1)pi φ6
φ0
 ,
(3.109b)
where φ6 is the magnetic flux through an undistorted hexagon.
Moreover, the matrices around the upper edge, W˜UA , W˜UB and R˜, are given by
W˜UA = −
 h′1eipi φ
U
d6
φ0 h′1e
−ipi φ
U
d6
φ0
h′3e
i(2ka−pi φ
U
d6
φ0
)
h′3e
ipi
φUd6
φ0
 , (3.110a)
W˜UB = −
1
v
 h′1e−ipi φ
U
d6
φ0 h′3e
−i(2kxa−pi φ
U
d6
φ0
)
h′1e
ipi
φUd6
φ0 h′3e
−ipi φ
U
d6
φ0
 , (3.110b)
R˜ = −
[
h21−h4h2e−iθ
vh2
0
0
h21−h4h2eiθ
vh2
]
, (3.110c)
where θ = 2ka − pi φU5φ0 − pi
φU7
φ0
and φU7 , φ
U
5 and φ
U
d6 are the fluxes of the magnetic field across the
upper heptagons, pentagons and distorted hexagons (see Fig. 3.16), while φ0 is the flux quantum.
The matrix associated with the boundary at the upper edge, σ˜x, reads
σ˜x =
 0 eipi φ
U
7
φ0
e
−ipi φ
U
7
φ0 0
 . (3.111)
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If we take the energy to be zero, and change to the proper basis, the BC for the edge at n = 0
becomes
α(kx; 2) = −UW˜UA R˜σ˜xW˜UB W˜B(2)U †β(kx; 2)
= M˜(kx)β(kx; 2). (3.112)
The proper basis of matrices W˜A and W˜B is {u+,u−} defined in Appendix 3.A. In the proper
basis, the equations for the bulk amplitudes, read
−ασ(kx;n+ 1) + ξ˜σA(n)ασ(kx;n) = −
(
t
)
βσ(kx;n),
(3.113a)
−ξ˜σB(n)βσ(kx;n) + βσ(kx;n− 1) = −
(
t
)
ασ(kx;n),
(3.113b)
where the ξ˜σA/B are defined in Eqs. (3.63).
3.D Continuum approximation boundary conditions for the reczag
edge
In this appendix we will depart from the TB equations of the zz(57) edge and compute the
boundary condition that the continuum approximated + and − modes must obey at this kind of
edge.
In parallel with what was done in sub-Sections 3.2.1 and 3.3.1.2, we can assume periodic
boundary conditions along the x-direction. This assumption, allows us to diagonalize the TB
Hamiltonian with respect to m by Fourier-transforming it along the x-direction. After such a
transformation, similarly to what was done in Appendix 3.A, the TB equations at the zz(57) edge
located at n = 0 (see Fig. 3.10), can be written in the following matrix form
−
t
A(kx;−1) = h2σxA(kx;−1) + h1B(kx; 0), (3.114a)
−
t
B(kx; 0) = h1A(kx;−1) + h4σ′xB(kx; 0) + vA(kx; 0), (3.114b)
−
t
A(kx; 0) = vB(kx; 0)− vWBB(kx; 1), (3.114c)
−
t
B(kx; 1) = −WAA(kx; 0) + A(kx; 1), (3.114d)
where C(kx;n) = [C1(kx;n), C2(kx;n)]
T (with c = a, b). Moreover, the matrix σx is the first Pauli
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matrix, while the matrices WA, WB and σ′x read
WA = −
[
h′1 h′1
h′3ei2kxa h′3
]
, (3.115a)
WB = −1
v
[
h′1 h′3e−i2kxa
h′1 h′3
]
, (3.115b)
σ′x =
[
0 e−i2kxa
ei2kxa 0
]
. (3.115c)
In the previous equations, hi, v and h
′
i stand for the renormalizations of the hopping parameters
at the reconstructed edge, as is sketched in Fig. 3.10. The variable kx, stands for the momentum
parallel to the edge, introduced by the Fourier transformation.
After some straightforward algebra, we can write an expression relating amplitudes A(kx; 1)
and B(kx;n). Such a relation can be naturally interpreted as being the boundary condition that
the TB wave function must satisfy at the zz(57) edge. It can be stated as
A(kx; 1) = MU (, kx).B(kx; 1), (3.116)
where MU (, kx) = − tI −WA.X2.X3−1WB, is a 2× 2 matrix. The matrices Xi read
X3 = − 
tv
X2 + I, (3.117a)
X2 = −1
v
(
t
I + h4σ
′
x + h1
2X1
−1
)
, (3.117b)
X1 = −
(
t
I + h2σx
)
, (3.117c)
where I stands for the 2× 2 unit matrix.
Similarly, we can also write the TB equations for the lower edge, finding that the boundary
condition equation is given by
B(kx;N − 2) = ML(, kx).A(kx;N − 2), (3.118)
where the matrix ML(, kx) reads ML(, kx) = − tI −W ′A.X2.X3−1W ′B, with the Xi matrices given
again by Eqs. (3.117). The only difference relatively to the expression giving MU , are the matrices
W ′A and W ′B, which are different from WA and WB. They read
W ′A = −
[
h′3 h′3e−i2kxa
h′1 h′1
]
, (3.119a)
W ′B = −
1
v
[
h′3 h′1
h′3ei2kxa h′1
]
. (3.119b)
When doing the continuum approximation, the real space TB amplitudes, Ci(r), must be
substituted by the slowly varying fields
Ci(r) = e
−iKν ·rψνci(r), (3.120)
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where c = a, b and i = 1, 2. However, we should remember that the boundary condition given
by Eq. (3.116), was derived from TB equations obtained from the Fourier transformed real space
Hamiltonian along the u1 direction [see, for instance, Eqs. (3.114)]. As a consequence, we have
that
ψνci(r) = ψ
ν
ci(qx, n)e
iq·mu1
⇔ e−iKν ·rCi(r) = e−iKν ·(−nu2)Ci(kx, n)ei(k−Kν)·mu1 , (3.121)
where r = mu1 − nu2 [see Fig. 3.10(b)]. Therefore, we must substitute the Fourier transformed
amplitudes in the TB equations [Eqs. (3.114)], by
Ci(kx, n) = e
iKν ·nu2ψνci(qx, n). (3.122)
Then, after changing to the basis uncoupling high and low-energy modes, the continuum limit
of the boundary conditions written in Eqs. (3.116) and (3.118), respectively reads
Φa(qx; 1) = MU
(
, (Kν + q) · u1
)
.Φb(qx; 1), (3.123a)
Φb(qx;N − 2) = ML
(
, (Kν + q) · u1
)
.Φa(qx;N − 2), (3.123b)
where Φc = [φc+, φc−]T with c = a, b.
A well defined continuum theory, requires a boundary condition that is energy and momentum
independent, which is the same to say that the boundary condition matrix, M, must be  and qx
independent. As in the CA the lattice parameter a in u2 goes to zero, a → 0, then if we Fourier
transform Eqs. (3.123) in qx, we obtain that near the Dirac point we end up with the following
boundary conditions at the upper (n = 0) and lower edge (n = N − 1):
Φa(x, 0
−) = MU
(
0, ν
pi
3
)
.Φb(x, 0
−), (3.124a)
Φb(x,−D+) = ML
(
0, ν
pi
3
)
.Φa(x,−D+). (3.124b)
In the above equations, D stands for the width of the ribbon, D ≈ (N − 1)a√3/2 + a√3/6, N
being the number of A and B atoms along the ribbon’s transverse direction (see Fig. 3.10).
Such a simplified boundary condition, will only yield trustable results in a restrictive region of
the spectrum, namely, for very low energies ( ≈ 0) and for longitudinal momenta near the Dirac
points (qx ≈ 0). This fact will only affect states that are strongly influenced by the boundary, in
particular, the edge states (evanescent states living at the edge). The bulk states, live well inside
the ribbon, away from the edges and, as a consequence, are very little influenced by the microscopic
details of the boundary (it is the width of the ribbon that influences them the most). Therefore,
the results for the latter can still be good even when we use a boundary condition only valid in
very restrictive circumstances.
Now we write the boundary condition that the modes of the TB continuum approximate theory
must obey, MU (0, νpi/3). It reads
MU
(
0, ν
pi
3
)
=
(
θ ϑ
ϑ θ¯
)
, (3.125)
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where the expressions θ, θ¯, and ϑ, depend on the hopping renormalizations, obeying the equalities
θ¯(h1, h2, h4, h
′
1, h
′
3, v) = θ(h1, h2, h4,−h′1, h′3, v). The expressions for θ and ϑ, read
θ(hi, h
′
i, v) =
−h′12(2h12 + h2h4) + 2h′1h′3(h12 − h2h4) + h′32(h12 + 2h2h4)
2h2v2
,
(3.126a)
ϑ(hi, h
′
i, v) = −
h′1
2(2h1
2 + h2h4) + h
′
3
2(h1
2 + 2h2h4)
2h2v2
. (3.126b)
Similarly, for the lower edge in y = −D, for which the boundary condition equation is given by
Eq. (3.124), where the boundary condition matrix, ML(0, νpi/3), is given by
ML
(
0, ν
pi
3
)
=
(
θ −ϑ
−ϑ θ¯
)
. (3.127)
As a final comment, it is worth emphasizing that in the continuum limit, the boundary condi-
tions at both edges (zero order in the energy and the momentum), mingle the high and low-energy
modes.
Chapter 4
Thermodynamics of the zigzag edge
4.1 Outline of the chapter
As previously referred, several graphene-based nanoscopic devices will certainly be based on the
use of graphene ribbons and graphene quantum dots. It is a well established fact that the electronic
properties of these nanostructures are strongly affected by their edge configuration. In Chapter 2,
Section 2.2, we saw that zigzag and armchair edges have very different properties.
It has been shown [27, 28] that edge disorder modifies substantially the electronic properties
of nanostructures based on graphene, being responsible for most of the transport properties in
these systems. Furthermore, the wave functions associated with zigzag edges and vacancies [109]
decay very slowly with the distance from the edge because of the absence of a gap in the graphene
spectrum. This slow decay leads to strong quantum interference effects that are responsible for
destructive quantum interference, Anderson localization, and Coulomb blockade effects in the
electrical conductance of graphene-based devices [29].
While most of edge disorder in graphene nanostructures is produced by the method of cutting
graphene by hot plasma [165, 166, 167], it also shows conspicuously in chemically driven methods
which can be classified as quasi-equilibrium [168]. It thus follows that equilibrium mechanisms,
such as the ones described in this chapter, only place a lower bound on the amount of disorder that
can exist in these nanostructures and hence an upper limit in the value of the conductance that
can be obtained in these devices.
In this chapter, we will concentrate our attention on the study of the thermal equilibrium
properties of graphene zigzag edges with SW defects (see Fig. 3.7), modelling it with a one-
dimensional 3-color Potts-like model, that we assume to describe the edge thermodynamics. We
will consider two distinct cases which have different ground state configurations: when the edge’s
dangling carbon bonds are non-passivated, the ground state is the reczag edge; when the dangling
bonds are fully passivated with hydrogen, the ground state is the pristine zigzag edge.
From such a model, we will extract thermodynamic properties of the zigzag edge: the number
of pentagons and heptagons in the edge; the density of links between pentagons or heptagons and
hexagons; the density of domains formed between groups of pentagon-heptagon pairs, or groups of
hexagons; the average size of these domains; the domain size distribution of domains of each kind
at the edge. These quantities are then used to characterize the degree of disorder of the zigzag edge
due to thermal fluctuations.
We show that in the two considered cases, there is always a finite concentration of defects at
any finite temperature and moreover, that such concentration is exponentially dependent on the
effective parameters that describe the model, which we estimate using ab-initio results. In this
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chapter, we name as defective domains those that have a different spin-order from that of the
ground state.
This chapter is heavily based on the following preprint by the author:
• Thermodynamics of a Potts-like model for a reconstructed zigzag edge in graphene nanorib-
bons, J. N. B. Rodrigues, P. A. D. Gonc¸alves, J. E. Santos and A. H. Castro Neto, submitted,
2012. Preprint available on arXiv [30].
This chapter’s structure is the following: Section 4.2 is devoted to the presentation of the
3-color Potts-like model describing the thermodynamics of the edge with SW defects and of the
results extracted from it. In sub-Section 4.2.1, using a transfer matrix formulation of the Potts-
like model, we compute the thermodynamic quantities characterizing the edge. We analyze their
dependence both on the temperature and on the exchange parameters. In sub-Section 4.2.2, we
show how the exchange parameters that enter the model can be extracted from the ab-initio results.
We leave to the appendices the calculation of correlation functions in the 3-color Potts-like model
using the transfer matrix formalism (see Appendix 4.A), the explicit computation of the domain
size distribution of domains of polarized and unpolarized spins (see Appendix 4.B), as well as an
example of the computation of the exchange parameters from a particular set of ab-initio results
(see Appendix 4.C).
4.2 Potts-like model of the zigzag edge
In the one-dimensional 3-color Potts-like model that we will use, each color is assigned to a
different polygon of the edge (hexagons, heptagons and pentagons). We label each edge unit cell,
i. e., each polygon at the edge, by the integer variable i = 0, 1, · · · , 2N , with the state of such
a cell being described by the ternary variable σi = 0,+1,−1, according to whether the polygon
forming that cell in the reconstructed edge is, respectively, a hexagon, a heptagon or a pentagon.
We assume PBCs, σ2N+1 = σ1. We consider a nearest-neighbor coupling between adjacent cells
only (the validity of this assumption will be justified in Appendix 4.C), which leaves us with 9
possible values for the couplings Jσiσi+1 , depending on the neighboring states. The Hamiltonian of
the one-dimensional 3-color Potts model then reads
H =
2N∑
i=1
Jσiσi+1 . (4.1)
We take as reference state with zero energy the perfect zigzag edge, and thus, J00 = 0. Taking
into account the experimental observations, we will exclude from the model states where two
pentagons or heptagons sit at neighboring sites, i.e. pairings of heptagons or pairings of pentagons
are forbidden: one has J++ = J−− = ∞. Invariance under inversion implies that the order in a
pentagon-heptagon, pentagon-hexagon or heptagon-hexagon pair is irrelevant, and thus J−+ = J+−,
J0+ = J+0 and J0− = J−0. Moreover, since heptagons and pentagons are created in pairs through
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the transference of C atoms between neighboring sites, we will assume that the probability of
creation of a pentagon or an heptagon is the same, which implies that J0− = J0+. Hence, the 9
initial possible values of the couplings are reduced to two free parameters: J0+ = γ > 0, which
reflects the fact that the formation of defects costs energy and J+− = δ, which may be negative or
positive depending on whether the totally reconstructed edge has lower or higher energy than the
pristine zigzag edge (i.e., depending on the state of passivation of the edges, as discussed above).
We can thus rewrite the Hamiltonian of the Potts-like model, Eq. (4.1), as
H =
2N∑
i=1
[
δσ2i σ
2
i+1
1− σiσi+1
2
+ γ
(
σ2i
(
1− σ2i+1
)
+
(
1− σ2i
)
σ2i+1
)
+ σiσi+1
1 + σiσi+1
1− σiσi+1
]
. (4.2)
Finally, since C atoms are conserved, one should, strictly speaking, consider a model with as many
heptagons as pentagons, i.e. one should work in a subspace of the state-space having the overall
magnetization M =
∑2N
i=0 σi = 0. Such a constraint can be written in terms of an imaginary
applied magnetic field over which one has to integrate, once the eigenvalues of the transfer matrix
of the Potts-like model have been computed. In such a case, the eigenvalues can no longer be simply
determined. We will therefore relax this constraint and we will only implement it on average, as
〈M 〉 = 0 in 1d. Note, moreover, that relaxing such constraint is not completely unrealistic since
some of the edge observation techniques [2, 3, 1] are highly energetic and cause the ejection of
C atoms from the edges. When such ejections occur, the system cannot be considered to be in
thermodynamic equilibrium and then the model introduced below is therefore not applicable [2].
It may however be applicable after a characteristic relaxation time, such that the thermodynamics
of the edge would be described in terms of an effective temperature, dependent on the energy
deposited by the electron beam and the heat conduction process in graphene. One would expect
the number of (remaining) C atoms in the edge to be conserved in this late-time regime. In Fig.
4.1, we present a cartoon of three possible configurations of the edges and how they translate into
configurations of the 3-color Potts-like model.
4.2.1 Edge thermodynamics
We now proceed to use such a model to compute useful quantities relating to the thermody-
namics of the edges. As is usual in one-dimensional models with nearest neighbor interactions, the
speediest way to compute thermodynamic properties, including spin-spin correlation functions, is
to express these quantities in terms of a transfer matrix [169]. In the case of the model presented
above, the transfer matrix reads:
T =
 0 e
−βγ e−βδ
e−βγ 1 e−βγ
e−βδ e−βγ 0
 , (4.3)
where β = 1/kBT and γ and δ are the parameters introduced in Section 4.2. In sub-Section 4.2.2
we show how can these parameters be computed from ab-initio results. The model, as defined
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Figure 4.1: Scheme of the Potts-like model (3-color) for the zigzag edge with SW defects. In (a),
a clean zigzag edge, zz, is shown. In (b), a zigzag edge which is totally reconstructed with SW
defects, zz(57), is presented. In (c), a zigzag edge with an arbitrary reconstruction is shown.
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Configuration
∑′
i σ
2
i
∑′
i δσiσi+1,−1 Difference
0 + 0 1 0 1
0 − 0 1 0 1
0 + − 0 2 1 1
0 − + 0 2 1 1
0 + − + 0 3 2 1
0 − + − 0 3 2 1
Table 4.1: Contribution of a +− domain for the different observables.
by Eq. (4.3), represents a limiting case of the Blume-Emery-Griffiths model in one dimension
[170, 171, 172]. One eigenvalue of the transfer matrix, λ0 = −e−βδ, can be readily identified, after
which the other two are also easily computed from the quadratic equation that is obtained from the
application of, e.g., Ruffini’s rule to the cubic secular equation. These two eigenvalues are given by
λ± =
1
2
[
1 + e−βδ ±
√
(1− e−βδ)2 + 8 e−2βγ
]
. (4.4)
At all temperatures above zero, λ+ is the largest eigenvalue. At T = 0 and if δ > 0, this is also the
case, however if δ ≤ 0 the largest eigenvalue may be doubly or thrice degenerate, which reflects the
degeneracy of the ground-state of the system (see Appendix 4.A).
The free energy of the system is given by F = −kBT ln(Tr T2N ) from which we have that in
the thermodynamic limit N →∞, the free energy per site is simply proportional to the logarithm
of the largest eigenvalue, i.e.
f = −kBT ln
{
1
2
[
1 + e−βδ +
√
(1− e−βδ)2 + 8 e−2βγ
]}
. (4.5)
We are primarily interested in the disorder caused either to a clean zigzag edge or to a totally
reconstructed zigzag edge (zz(57) edge) through the effect of temperature, which leads these
configurations [as depicted in Fig. 4.1(a) and (b)] to evolve into 4.1(c). In the first case, a measure
of such disorder can be obtained by counting the number of domains of polarized spins (heptagons
and pentagons), that exist between sites with 0-spin (hexagons), and vice-versa for the second case.
As an example, in Fig. 4.1(c) one can count two domains of polarized spins. In order to count
them, consider the contribution of a domain of polarized spins, both to
∑
i σ
2
i , which measures
the number of heptagons or pentagons in the system, and to
∑
i δσiσi+1,−1, which measures the
number of heptagon-pentagon links (see Table 4.1). Since each domain contributes exactly 1 to
the difference between these two quantities, one sees that the number of domains is given by the
difference of these two operators. However, as we are assuming PBCs, then whenever the spin chain
has no 0-spins, the difference between these two operators gives 0. As a consequence, the exact
expression of the average domain density of ±-spin domains, 〈nd±〉 = 〈Nd±〉/2N , is given by
〈nd±〉 = 1
2N
[∑
i
(
〈σ2i 〉 − 〈 δσiσi+1,−1 〉
)
+
〈∏
i
σ2i
〉]
. (4.6)
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The use of PBCs implies that if the spin chain is not uniformly polarized (either all the sites
with spin 0, or all the sites with polarized spin + and −), the number of domains of ±-spins is
always equal to the number of domains of 0-spins. In such a case, we have Nd± = Nd0 ≡ Nd. As a
consequence, we can express 〈nd0〉 in terms of 〈nd±〉 as
〈nd0〉 = 〈nd±〉 − 1
2N
[〈∏
i
σ2i
〉
−
〈∏
i
(
1− σ2i
)〉]
. (4.7)
Note that in the thermodynamic limit, 2N → ∞, the thermal averages of the products can be
neglected, resulting in 〈nd0〉 ≈ 〈nd±〉.
One can separately compute the correlation functions 〈σ2i 〉 and 〈 δσiσi+1,−1 〉, as is done in
Appendix 4.A. However, it is simpler to consider instead generating fields in the partition sum
that are coupled to
∑
i σ
2
i and to
∑
i δσiσi+1,−1. One then concludes, using the transfer matrix
formalism, that the density of polarized sites, 〈npol〉 = 〈Npol〉/2N =
∑
i〈σ2i 〉/2N , is given, in the
thermodynamic limit, by
〈npol〉 = 1
2
∂f
∂γ
+
∂f
∂δ
. (4.8)
The density of unpolarized sites is simply obtained from 〈nunp〉 = 1−〈npol〉. Moreover, the density
of links between polarized sites, defined as, 〈n+−〉 = 〈N+−〉/2N =
∑
i〈δσiσi+1,−1〉/2N , is given, in
the thermodynamic limit, by
〈n+−〉 = ∂f
∂δ
. (4.9)
Similarly, the density of links between unpolarized sites, is simply obtained from 〈n00〉 = 1−〈n+−〉−
〈n±0〉, where n±0 stands for the density of links between polarized and unpolarized sites. Note that
in the thermodynamic limit, 〈n±0〉 ≈ 2〈nd0〉 ≈ 2〈nd±〉. As a consequence, in this limit, 〈nd±〉 can
be readily computed from Eq. (4.8) and Eq. (4.9), and we can write it as
〈nd±〉 ≈ 1
2
∂f
∂γ
. (4.10)
Substituting Eq. (4.5) in Eq. (4.8), we obtain for 〈npol〉
〈npol〉 = 4e
−2βγ + e−βδ(−1 + e−βδ + θ)
(1 + e−βδ + θ)θ
, (4.11)
where θ =
√
(1− e−βδ)2 + 8e−2βγ . A plot of this quantity as a function of T/γ, for some values of
the ratio δ/γ, is shown in Fig. 4.2.
Substituting Eq. (4.5) in Eq. (4.9), we obtain 〈n+−〉. It reads
〈n+−〉 = e
−βδ(−1 + e−βδ + θ)
(1 + e−βδ + θ)θ
. (4.12)
A plot of (4.12) as a function of T/γ, for some values of the ratio δ/γ, is shown in Fig. 4.3.
Finally, substituting Eq. (4.5) in Eq. (4.10), we obtain for 〈nd±〉
〈nd±〉 = 4e
−2βγ
(1 + e−βδ + θ)θ
, (4.13)
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Figure 4.2: Plot of the density of polarized spins, 〈npol〉, either for a non-passivated edge (in
dark blue, violet and light blue) and for a hydrogen-passivated one (in red, orange and pink) as
a function of T/γ, for three different values of the ratio δ/γ. The full (dark blue and red) lines
stand for |δ/γ| = 0.1; The dashed (violet and orange) lines stand for |δ/γ| = 1.; The dash-dotted
(light blue and pink) lines stand for |δ/γ| = 10.. Remember that the δ/γ ratio is negative for the
non-passivated case (because δ < 0) and positive for the passivated case (because then δ > 0). The
dashed green flat line represents the infinite temperature limit for both cases, which is 1/2. Since
we are using PBC, 〈nunp〉 = 1− 〈npol〉.
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Figure 4.3: Plot of the density of links between polarized spins, 〈n+−〉, either for a non-passivated
edge (in dark blue, violet and light blue) and for a hydrogen-passivated one (in red, orange and
pink) as a function of T/γ, for three different values of the ratio δ/γ. The full (dark blue and
red) lines stand for |δ/γ| = 0.1; The dashed (violet and orange) lines stand for |δ/γ| = 1.; The
dash-dotted (light blue and pink) lines stand for |δ/γ| = 10.. Remember that the δ/γ ratio is
negative for the non-passivated case (because δ < 0) and positive for the passivated case (because
then δ > 0). The dashed green flat line represents the infinite temperature limit for both cases,
which is 1/(2 + 2
√
2). Since we are using PBC, 〈n00〉 = 1− 〈n+−〉 − 〈n±0〉.
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which gives the density of domains of polarized spins as a function of the temperature and of the
coupling parameters. A plot of 〈nd±〉 as a function of T/γ, is shown for some values of the ratio
δ/γ in Fig. 4.4.
Figure 4.4: Plot of the density of domains (of polarized spins), 〈nd±〉, for a non-passivated edge
(in dark blue, violet and light blue) and an hydrogen-passivated one (in red, orange and pink) as
a function of T/γ, for three different values of the ratio δ/γ. The full (dark blue and red) lines
stand for |δ/γ| = 0.1; The dashed (violet and orange) lines stand for |δ/γ| = 1.; The dash-dotted
(light blue and pink) lines stand for |δ/γ| = 10.. Remember that the δ/γ ratio is negative for the
non-passivated case (because δ < 0) and positive for the passivated case (because δ > 0 in such a
case). The dashed green flat line represents the infinite temperature limit for both cases, which is
1/(2 +
√
2). Since we are using PBCs, in the thermodynamic limit, 〈nd0〉 ≈ 〈nd±〉.
In both the non-passivated case and the hydrogen-passivated one, the density of domains of
polarized sites, 〈nd±〉, is very small at low temperatures (Fig. 4.4). However, Figs. 4.2 and 4.3,
tell us that these two situations are substantially different. In the case of a non-passivated edge, at
low temperature, we have a small number of very large polarized domains, with very few 0-spins
between them. In contrast, in the case of a hydrogen-passivated edge, at low temperature, we have
a low number of very small polarized domains, with large domains of 0-spins between them. This
is nothing more than the manifestation of the fact that the two cases have different ground states
(GS). The GS of the non-passivated edge is the totally reconstructed edge, whereas the GS of the
hydrogen-passivated edge, is the pristine zigzag edge.
The domain size distribution (DSD) of domains with polarized spins, P±(L) = 〈N±dL/Nd±〉,
where L is the length of the domain and N±dL is the number of +− domains with size equal to
L, can be computed exactly using the transfer matrix formalism for the 3-states Potts-like model
developed above. The detailed (and rather lengthy) calculation is presented in Appendix 4.B. We
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obtain, in the thermodynamic limit, the result
P±(L) = λ+e
βδ − 1(
λ+eβδ
)L . (4.14)
Likewise, we have also computed the DSD of domains with unpolarized spins, P0(L) = 〈N0dL/Nd0〉,
where N0dL is the number of 0 domains with size equal to L (see again Appendix 4.B). In the
thermodynamic limit, we have
P0(L) = λ+ − 1
λL+
. (4.15)
In Eqs. (4.14) and (4.15), λ+ = (1 + e
−βδ + θ)/2, where θ =
√
(1− e−βδ)2 + 8e−2βγ . These
equations and their derivation are the main result of this chapter. In both cases, L is geometrically
distributed.1 In Fig. 4.5, we plot the DSD as a function of L (with logarithmic scale in the y-axis),
for different values of T/γ and of the ratio δ/γ. We plot the DSD of domains of unpolarized spins
when the edge is non-passivated [panel (a)] and the DSD of domains of polarized spins when the
edge is hydrogen-passivated [panel (b)]. As the above distributions are discrete versions of the
Figure 4.5: Plot of the DSD, P (L), for several temperatures and several values of the ratio δ/γ.
The DSD is plotted with logarithmic scale in the y-axis. (a) DSD of domains of unpolarized
spins in a non-passivated edge (γ > 0 and δ < 0). (b) DSD of domains of polarized spins in a
hydrogen-passivated edge (γ > 0 and δ > 0). The red, blue, and green curves stand, respectively,
for T/γ = 10000 K/eV, T/γ = 1000 K/eV and T/γ = 150 K/eV. The full and dashed lines, stand,
respectively, for |δ/γ| = 1.0 and |δ/γ| = 0.1.
exponential distribution, they will have all its moments and thus will have no fat-tails.
1One uses the term geometric distribution to refer to the discrete analogue of the exponential distribution.
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The first moment of these distributions, gives us the average size of, respectively, the domains
of polarized and unpolarized spins. The explicit expression for the average size of the domains of
polarized spins reads [see Appendix 4.B, Eq. (4.71)],
L¯± =
λ+e
βδ
λ+eβδ − 1 , (4.16)
while the average size of the domains of unpolarized spins reads
L¯0 =
λ+
λ+ − 1 . (4.17)
It is interesting to compare the results given in (4.16) and (4.17) with the results obtained from
a different (and rather natural) definition of the average domain size, namely L˜± ≡ 〈npol〉/〈nd±〉
and L˜0 ≡ 〈nunp〉/〈nd0〉. We obtain for L˜±, the result
L˜± =
4e−2βγ + e−βδ(−1 + e−βδ + θ)
4e−2βγ
. (4.18)
Moreover, in the thermodynamic limit, L˜0 can be written in terms of L˜± as L˜0 = 〈nunp〉/〈nd0〉 =(
1 − 〈npol〉
)
/〈nd0〉 ≈ 1/〈nd0〉 − L˜±. If we now substitute λ+ by its definition in equations (4.16)
and (4.17), we can show that L¯± = L˜± and L¯0 = L˜0, i.e. the two definitions yield identical results.
This equality suggests that the statistical variables NdL/Nd and Nd may be independent in the
thermodynamic limit, i.e. that the fraction of domains with size L may be independent of the
number of the said domains in the limit of an infinite system. However, we were as yet unable to
prove that such independence holds in the whole range of temperatures.
In Fig. 4.6, we plot the average domain size of the minor domains in each of the two cases (L¯0
for non-passivated edges and L¯± for hydrogen-passivated edges - see the previous paragraph) as a
function of T/δ, for some values of the ratio δ/γ.
From Figs. 4.2-4.6, we confirm that irrespective of the value of the dimensionless temperature
T/γ, the system always presents a finite concentration of defects at any finite temperature, as is
to be expected for a one-dimensional system with short-range interactions. However, since our
model does not possess the full Z(3) symmetry characteristic of a true Potts-like model (in which
case the Peierls argument does apply), the results obtained are qualitatively different from those
obtained for an Ising chain, where the formation of domains of macroscopic size fully destroys
order at any T 6= 0 (in our case, the energy of formation of a domain does depend on the domain’s
size). In contrast with what happens in the one-dimensional Ising model, here the disorder tends
to zero with decreasing temperature, being exactly zero only at T = 0. Depending on the exchange
parameters of the system, the concentration of minority domains at room temperature (and hence
the degree of disorder of the edge at such temperature) may or may not present a large value. In
addition, the smaller the ratio δ/γ is, the less stable the edge is to the effect of thermal disorder.
As expected, the average mean size of the minority domains increases with temperature. Finally,
the smaller the ratio δ/γ is, the larger is the size of the minority domains. This is to be expected,
92 4. THERMODYNAMICS OF THE ZIGZAG EDGE
Figure 4.6: Plot of the average domain size of the minority domains as a function of T/γ. In
dark blue, violet and light blue, the average domain size of unpolarized domain sites (unpassivated
edge), L˜0. In red, orange and pink, the average domain size of polarized domain sites (hydrogen-
passivated edge), L˜±. The different curves of the same kind, stand for three different values of the
ratio δ/γ. The full (dark blue and red) lines stand for |δ/γ| = 0.1; The dashed (violet and orange)
lines stand for |δ/γ| = 1.0; The dotted (light blue and pink) lines stand for |δ/γ| = 10.0. Note that
the δ/γ ratio is negative for the non-passivated case (since δ < 0) and positive for the passivated
case (since δ > 0). The dashed green flat line represents the infinite temperature limit for both
cases, which is 1 + 1/
√
2.
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so as to minimize the number of domain walls (links 0+ and 0-, whose exchange parameter is γ)
relatively to the number of +- links (whose exchange parameter is δ).
Note that our model is necessarily an oversimplified one. Firstly, it assumes that the state of
passivation of the edge is solely determined by the concentration of H2 molecules present in the
atmosphere of the experiment. This is not an entirely realistic assumption, since it is to be expected
that the binding-unbinding of H atoms to an hexagon or heptagon (pentagons have no dangling-
bonds to which H atoms can bind to) is also influenced by temperature and pressure. Taking
such observation into account in our model would imply the introduction of a chemical potential
regulating the chemical equilibrium between the passivating atoms attached to the edge and those
in the atmosphere surrounding the ribbon. Moreover, in the most general case, one would have also
to allow the state of passivation of an hexagon or heptagon to be a statistical variable, since the bare
exchange parameters between neighboring sites should depend on their state of passivation. This
would imply the introduction of a Potts-like model with a higher number of colors (corresponding
to both hydrogen-passivated and non-passivated edge polygons).
It is also to be expected that in an experiment, the edge may be passivated by other atomic
or molecular species present in the gaseous environment surrounding the ribbon (namely oxygen,
nitrogen, water, etc.) and not just by hydrogen. In order to take into account the presence of
competing species, one would need to consider a Potts-like model with a yet higher number of colors,
together with additional exchange parameters associated with the interaction between different
kinds of passivation between neighboring polygons, each of which would need to be computed from
ab-initio simulations. Moreover, one would have to introduce a chemical potential for each species,
regulating the chemical equilibrium between the passivating atoms of that species attached to the
edge and those in the atmosphere surrounding the ribbon. This would make the model increasingly
difficult to study using a simple analytical approach as the one presented above.
4.2.2 The exchange parameters from ab-initio results
In the presented model, the only thing that remains to be computed are the exchange parameters
of the Potts-like model. In the next paragraphs, we will show how can one compute these parameters
from ab-initio simulations of zigzag ribbons whose edges were reconstructed with SW defects.
The energy per edge atom of periodic edge configurations such as zz, zz(57), zz(576) and
zz(576n) (where n stands for the number of hexagons in the periodic edge configuration), can be
readily computed either using the 3-color Potts-like model proposed above (for particular values of
the parameters γ and δ), or using the ab-initio results for the edge energies computed from DFT.
From a least squares method, we can readily compute the exchange parameters, γ and δ, of the
Potts-like model, in such a way that it describes the ab-initio results to a good degree of accuracy.
The edge energies (per unit cell of the perfect zigzag edge) of different reconstructed edges,
for example, zz(57), zz(576), zz(5766), etc., are given, in the scope of the previously introduced
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Potts-like model, by
E
(
zz(57)
)
= J+−, (4.19a)
E
(
zz(576n)
)
=
J+− + 2J+0 + (n− 1)J00
n+ 2
, (4.19b)
E
(
zz
)
= J00, (4.19c)
where n stands for the number of edge hexagons present in a unit cell. Expressing these energies
relative to the clean edge energy ∆E
(
zz(576n)
)
= E
(
zz(576n)
)−E(zz), with the latter set to zero
(i.e. J00 = 0, as above), we obtain,
∆E
(
zz(57); δ, γ
)
= δ, (4.20a)
∆E
(
zz(576n); δ, γ
)
=
δ + 2γ
n+ 2
, (4.20b)
where we made the substitutions J+− = δ and J+0 = γ.
We now consider the energy n of the edge zz(576
n) referred to the pristine zigzag edge, as
obtained from ab-initio calculations (see Fig. 4.8). The exchange parameters γ and δ can be
obtained from a minimization of the sum of the squared differences between ∆E
(
zz(576n)
)
, as
given by Eqs. (4.20), and n,
S(δ, γ) =
∑
n=0
[
∆E
(
zz(576n); δ, γ
)− n]2. (4.21)
The uncertainty on the computed exchange parameters, is given by
σz =
∑
n=0
[
σ2n
( ∂z
∂n
)2]
, (4.22)
where z stands for γ or δ, whose expression as a function of n is computed from minimization of
S(δ, γ), and where σn are the uncertainties in the ab-initio energies n.
Given the extreme sensitivity of the thermodynamic quantities on the values of exchange
parameters γ and δ, an example of the actual computation of these parameters is left to Appendix
4.C. There, based on ab-initio calculations that we have both performed ourselves (case C1) and that
we have obtained from the existing literature (case C2), we compute specific values of the exchange
parameters, (δC1 , γC1) and (δC2 , γC2). Using these particular values of the exchange parameters, in
Appendix 4.C, we present plots of the thermodynamic quantities introduced in Eqs. (4.11)-(4.18),
as functions of the absolute temperature, rather than presenting them as functions of the reduced
temperature T/γ and the ratio δ/γ. From these results, one can conclude that, in both particular
cases C1 and C2, the exchange parameters calculated from the ab-initio are such that the ground
state edge configuration is robust with respect to the effect of thermal disorder.
Nevertheless, it should also be stated that due to the sensitivity of the system’s thermodynamic
behavior on the precise numerical value of the exchange parameters (see Appendix 4.C), this
conclusion may well be challenged in the future, in case more detailed ab-initio calculations yield
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different numerical values for the exchange parameters. We should emphasize in this regard two
facts: the ab-initio calculations we have performed, were done using narrow ribbons, where we can
observe interaction between the two ribbon edges; moreover, our ab-initio calculations did not take
into account either the spin-polarization of electrons on the edge, or the relaxation of the atoms
along the transverse direction of the ribbon and that such complications need to be addressed in
future publications.
Chapter Appendices
4.A Correlation functions of the Potts-like model
The computation of correlation functions of a one-dimensional Potts-model in a periodic system
involves the computation of the trace of a string of operators [171]. For instance, the magnetization
of the system can be written, using the cyclic invariance of the trace, as
〈σi 〉 = 1
Z2N
∑
{σ}
Tσ1σ2 . . .Tσi−1σi σi Tσiσi+1 . . .Tσ2Nσ1
=
1
Z2N
Tr(σˆT2N ) , (4.23)
where
(
Tσiσi+1
)
αβ
are the individual matrix elements of the transfer matrix between spin i and
spin i+ 1 [see Eq. (4.3)], while Z2N = Tr(T
2N ) = λ2N+ + λ
2N
0 + λ
2N− is the partition function of the
model and σˆ is the 3× 3 matrix
σˆ =
 1 0 00 0 0
0 0 −1
 . (4.24)
Eq. (4.23) shows that the magnetization is space-independent. Since the trace in Eq. (4.23) is
independent of the basis used for its calculation, we choose the one that diagonalizes T,
| λ0 〉 = 1√
2
 10
−1
 , (4.25)
which is the eigenvector corresponding to the eigenvalue λ0 = −e−βδ and
| λ± 〉 =
 α±β±
α±
 , (4.26)
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which are the eigenvectors corresponding to the eigenvalues
λ± =
1
2
[
1 + e−βδ ±
√
(1− e−βδ)2 + 8 e−2βγ
]
, (4.27)
where α± is given by
α± =
λ± − 1√
2 [(λ± − 1)2 + 2 e−2βγ)]1/2
, (4.28)
and where β2± = 1 − 2α2± (normalization condition). It can be easily checked that these three
vectors form an orthonormal basis. Expressing the trace in terms of this basis, one obtains for the
magnetization Eq. (4.23), the result
〈σi 〉 = 1
Z2N
∑
µ=0,±1
λ2Nµ 〈λµ | σˆ | λµ 〉 = 0 , (4.29)
since 〈λµ | σˆ | λµ 〉 = 0 for each one of the eigenvectors of T. This equality merely reflects the
symmetry of the model with respect to an interchange of + with − spins that is present by
construction. In order to infer the existence of a phase transition at T = 0 in the absence of
a (infinitesimal) field that explicitly breaks this symmetry, one needs to consider the behavior of
higher-order correlation functions.
The spin-spin correlation function 〈σiσi+j 〉 is given by
〈σiσi+j 〉 = 1
Z2N
Tr(T2N−j σˆTj σˆ)
=
1
Z2N
∑
µ,ν
λ2N−jµ λ
j
ν | 〈λµ | σˆ | λν 〉 |2, (4.30)
where we have used a representation of the unit-operator in terms of the eigenstates of T, on going
from the first to the second line of Eq. (4.30). At T 6= 0 and in the thermodynamic limit N →∞,
the only term in the numerator of Eq. (4.30) that survives, is the one with ν = 0, µ = +1 and
Z2N ≈ λ2N+ . Thus, we obtain in this case, since 〈λ+ | σˆ | λ0 〉 =
√
2α+,
〈σiσi+j 〉 = 2α2+
(
λ0
λ+
)j
. (4.31)
If T 6= 0, 〈σiσi+j 〉 → 0 if j → ∞, showing that the magnetization of the system is zero at any
finite temperature, as is to be expected for any system with Z2 symmetry in 1D. At T = 0, one has
to distinguish three cases: δ > 0, in which case λ+ → 1 and both λ0 and λ− go to zero. In that
case, Eq. (4.30) still holds and the ground state is simply the 0000 . . . state, with no associated
magnetization. If, on the other hand δ < 0, λ+ → ∞, λ0 → −∞ and λ− → 0. In that case,
one has to consider again Eq. (4.29), since the terms 〈λ+ | σˆ | λ0 〉 and 〈λ0 | σˆ | λ+ 〉 contribute
equally to it. Thus, we obtain 〈σiσi+j 〉 = (−1)j , which shows that the anti-ferromagnetic states
’. . . + − + − . . .’ and ’. . . − + − + . . .’ are the two degenerate ground-states. In this case, the
system shows a transition to a finite (staggered) magnetization at zero temperature. Finally, if
δ = 0, λ± → 1, λ0 → −1 and all terms 〈λ± | σˆ | λ0 〉 and 〈λ0 | σˆ | λ± 〉 contribute to Eq. (4.30). We
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obtain 〈σiσi+j 〉 = 23 (−1)j , which shows that there are three degenerate ground states ’. . . 0000 . . .’,
’. . .+−+− . . .’ and ’. . .−+−+ . . .’. One can also show that a phase transition is present when
δ ≤ 0, if one writes equation Eq. (4.31) as 〈σiσi+j 〉 = 2α2+ (−1)j e−j/ξ, where ξ = 1/ ln(λ+/ | λ0 |)
is the correlation length of the model. If δ > 0, ξ = 0 at T = 0 and no phase transition occurs, but
if δ ≤ 0, ξ →∞ at T = 0 indicating the presence of a phase transition. Note that the presence of a
phase transition has at most a marginal effect on the results presented in the main text, since such
a phase transition is due to the existence of a Z2 symmetry in the model, whereas the formation
of minority domains of either 0’s or +− relies on states not related by such a symmetry.
One can also use the transfer matrix formalism to compute the probability 〈 δσiσi+j ,−1 〉 that the
spins at sites i and i + j are anti-parallel. One uses the identity δσiσi+j ,−1 =
1
2 σiσi+j(σiσi+j − 1),
which can be easily checked by substituting σi and σi+j by their values 0,±1. Since we have already
computed the spin-spin correlation function above, we are left with the computation of 〈σ2i σ2i+j 〉.
Following the same steps as above, we obtain
〈σ2i σ2i+j 〉 =
1
Z2N
∑
µ,ν
λ2N−jµ λ
j
ν | 〈λµ | σˆ2 | λν 〉 |2, (4.32)
where σˆ2 is the matrix
σˆ2 =
 1 0 00 0 0
0 0 1
 . (4.33)
At T 6= 0, the only terms that need to be considered in Eq. (4.32) are those involving 〈λ+ | σˆ2 | λ+ 〉
and 〈λ+ | σˆ2 | λ0 〉. Taking this into account, as well as the expression Eq. (4.31) for 〈σiσi+j 〉, one
finally obtains for 〈 δσiσi+j ,−1 〉, the result
〈 δσiσi+j ,−1 〉 = 2α4+ + 2α2+α2−
(
λ0
λ+
)j
− α2+
(
λ0
λ+
)j
. (4.34)
Using Eq. (4.31) with j = 0 and Eq. (4.34) with j = 1 in the expression for 〈nd±〉 =
〈σ2i 〉 − 〈 δσiσi+1,−1 〉 given in section 4.2.1, we obtain 〈nd±〉 = 2α2+(1 − e−βδ/λ+), which is exactly
the result given in Eq. (4.13).
4.B The Domain Size Distribution
In what follows, we will compute the DSD of the 0-spins domains and of ±-spin domains.
Throughout the computation, we will assume PBCs for the system. We will illustrate the compu-
tation of the DSD for the domains of 0-spins, pinpointing the differences with the computation of
the DSD of domains of ±-spins.
In the context of the exact calculation of the DSD, the thermal average of the distribution of
the sizes of domains of 0-spins is defined by
L¯0 =
2N∑
L=1
LP0(L), (4.35)
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where P0(L) is the domain size distribution of domains of 0-spins (thermal average of the fraction
of domains of size L). This quantity is given by
P0(L) =
〈
N0dL
Nd0
〉
, (4.36)
where N0dL stands for the number of domains of 0-spins with size L, while Nd0 stands for the total
number of 0-spins domains regardless of their size. An analogous expression can be written for the
DSD of ±-spins.
We start by defining the operator that verifies in every possible way if the spin i is in a domain
of spins 0 with size L,
f0i,L ≡
L−1∑
k=0
[
σ2i−k−1
( L−1∏
γ=0
(
1− σ2i−k+γ
))
σ2i−k+L
]
. (4.37)
The above definition is valid for cases where the domain has a size L ≤ 2N − 2, where 2N
stands for the total number of spins in the one-dimensional chain. In the case where L = 2N − 1
and L = 2N , this definition is modified, reading
f0i,L=2N−1 ≡
2N−2∑
k=0
[
σ2i−k−1
2N−2∏
γ=0
(
1− σ2i−k+γ
)]
, (4.38)
f0i,L=2N ≡
2N−1∏
γ=0
(
1− σ2i+γ
)
. (4.39)
We can analogously define an operator verifying in every possible way if the spin i is in a domain
of spins ± with size L, namely f±i,L. To do this, it suffices to substitute, in Eqs. (4.37)-(4.39), the
operators σ2 by 1− σ2. For L ≤ 2N − 2, f±i,L reads
f±i,L ≡
L−1∑
k=0
[(
1− σ2i−k−1
) L−1∏
γ=0
σ2i−k+γ
(
1− σ2i−k+L
)]
,
(4.40)
whereas, for L = 2N − 1 and L = 2N , we have
f±i,L=2N−1 ≡
2N−2∑
k=0
[(
1− σ2i−k−1
) 2N−2∏
γ=0
σ2i−k+γ
]
, (4.41)
f±i,L=2N ≡
2N−1∏
γ=0
σ2i+γ . (4.42)
If for a given configuration of the edge, we want to count the number of unpolarized spins in
domains of size L, N0L, we just need to perform the sum of the operators f
0
i,L over every site in the
one-dimensional chain. Explicitly, it reads
N0L ≡
2N∑
i=1
f0i,L. (4.43)
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From Eq. (4.43) we can easily extract the number of 0-spins domains with size L of a particular
configuration. We have thus that the number of domains of 0-spins with size L is given by
N0dL ≡
N0L
L
=
2N∑
i=1
f0i,L
L
. (4.44)
In addition, if we want to count all the domains of 0-spin, irrespective of their size, we just have
to sum N0dL over all possible sizes L,
Nd0 ≡
2N∑
L=1
N0dL =
2N∑
L=1
2N∑
i=1
f0i,L
L
. (4.45)
Instead of defining the operator counting the total number of domains of 0-spins as was done
in Eq. (4.45), we can use an equivalent and simpler expression for such an operator. It reads
Nd0 ≡
{
N±0
2 if L 6= 2N ,
1 if L = 2N ,
(4.46)
where N±0 stands for the operator counting the number of links between polarized and unpolarized
spins. We can explicitly write the operator counting the number of unpolarized domains as
Nd0 ≡ 1
2
2N∑
i=1
[
σ2i
(
1− σ2i+1
)
+
(
1− σ2i
)
σ2i+1
]
+
2N∏
i=1
(
1− σ2i
)
. (4.47)
The first term of this operator counts the number of links between polarized and unpolarized
spins (+0, −0, 0+ and 0−), i. e. the number of boundaries of a domain of 0-spins, and divide
them by two accounting for the two boundaries associated with each domain. When there are no
links between polarized and unpolarized spins, i. e. when the chain has all its spins unpolarized or
polarized, the first term of the operator is zero, while its last term gives either 1 or 0 depending on
whether all spins are unpolarized or polarized.
We can write analogous equations to Eqs. (4.43)-(4.47) for the case of polarized spins. The
operator counting the number of polarized spins in domains of ±-spins, N±L , reads
N±L ≡
2N∑
i=1
f±i,L, (4.48)
while the operator counting the number of domains (of ±-spins) with size L, reads
N±dL ≡
N±L
L
=
2N∑
i=1
f±i,L
L
. (4.49)
The total number of ±-spins domains, irrespectively of their size, Nd±, reads
Nd± ≡
2N∑
L=1
N±dL =
2N∑
L=1
2N∑
i=1
f±i,L
L
, (4.50)
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which, in analogy with what was done for Nd0, can be written in the form
Nd± ≡ 1
2
2N∑
i=1
[
σ2i
(
1− σ2i+1
)
+
(
1− σ2i
)
σ2i+1
]
+
2N∏
i=1
σ2i .
(4.51)
Note that the term
∏2N
i=1 σ
2
i , evaluates to 1 when all the spins are polarized (forming a polarized
spin domain with a length L = 2N) and to 0 in all other cases.
Given this, we can obtain the DSD of domains of 0-spins, computing the thermal average of the
ratio N0dL/Nd0 [see Eq. (4.36)]. The computation of thermal averages of ratios can be performed
using the following mathematical trick〈
N0dL
Nd0
〉
=
〈∫ ∞
0
N0dLe
−uNd0du
〉
=
∫ ∞
0
〈
N0dLe
−uNd0
〉
du, (4.52)
where in the last equality we have assumed that the combined sum is convergent, regardless of the
number of spins in the system.
In the above thermal average, given by the sum over all configurations, we need to exclude
the two configurations with all spins polarized, since N0dL = 0 and Nd0 = 0 in such case, yielding
indeterminate terms to the sum. To do this is equivalent to compute the conditioned probability
of having a domain of unpolarized spins with a particular size L, given that there are domains of
0-spins in the one-dimensional chain. Excluding these terms changes the partition function, Z2N ,
from Z2N = λ
2N
+ + λ
2N
0 + λ
2N− to Z ′2N = Z2N − 2e−2Nβδ = λ2N+ − λ2N0 + λ2N− . The sums over all the
configurations must also exclude the terms associated with this configuration.
We can thus rewrite Eq. (4.52) as〈
N0dL
Nd0
〉
=
∫ ∞
0
∑
{σ}′
N0dLe
−βE({σ})−uNd0
Z ′2N
du, (4.53)
where {σ}′ indicates that the sum is performed over all the configurations except the two config-
urations with all spins polarized. Note however, that in Eq. (4.53), summing over {σ}′ or over
all the configurations, {σ}, yields the same result, because the two configurations with all spins
polarized contribute with N0dL = 0 to the sum.
The version of Eq. (4.53) for domains of polarized spins is obtained by substituting in Eq. (4.53)
N0dL and Nd0 by respectively, N
±
dL
and Nd±, while Z ′2N = Z2N − 1 = λ2N+ + λ2N0 + λ2N− − 1, since
in this case the configuration yielding Nd± = 0 is that with all the spins unpolarized. Explicitly, it
reads 〈
N±dL
Nd±
〉
=
∫ ∞
0
∑
{σ}′
N±dLe
−βE({σ})−uNd±
Z ′2N
du, (4.54)
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4.B.1 The exact expression of the DSD
To obtain the exact expression of the DSD of domains of 0-spins, we need to compute the
integrand of Eq. (4.53). The sum over all configurations in Eq. (4.53) can still be performed
using the transfer matrix formalism (see Appendix 4.A). However, we must use a modified transfer
matrix, which absorbs the exponential of the number of domains Nd0, appearing in Eq. (4.53), in
the definition of the T -matrix given in Eq. (4.3). It reads
T˜ =
 0 e
−βγ˜ e−βδ
e−βγ˜ 1 e−βγ˜
e−βδ e−βγ˜ 0
 , (4.55)
where we have rescaled the exchange parameter γ to γ˜ = γ + u/(2β). Both the eigenvalues, λ˜+,
λ˜0, λ˜− and the eigenvectors, |λ˜0〉, |λ˜0〉, |λ˜0〉, of this T˜ -matrix, have exactly the same form of those
obtained for the T -matrix, with γ substituted by γ˜. Now, both the eigenvalues and the eigenvectors
depend on the integration variable u, through the rescaled exchange parameter γ˜.
As mentioned above, this new T˜ -matrix originates from the definition of Nd0 [see Eq. (4.47)].
However, there is a subtlety in the definition of the T˜ -matrix in Eq. (4.55). In fact, this transfer
matrix results from absorbing not e−uNd0 , but instead e−uN±0/2. The factor e−u
∏
(1−σ2i ) that also
enters the definition of Nd0 [see Eq. (4.47)], is not absorbed into T˜ -matrix, because this term
involves all the spins of the chain, which cannot be properly represented using a nearest neighbor
transfer matrix formalism. As a consequence, we must keep in mind that the results of the sum
over all configurations in Eq. (4.53), will need to include an additional factor of e−u in the cases
where all the spins are unpolarized, L0 = 2N .
For domains of polarized spins, the sum over all configurations in Eq. (4.54), is still computed
using a modified transfer matrix. This T˜ -matrix is the same as that of Eq. (4.55), defined for the
case of unpolarized domains. However, if we remember the definition of the operator counting the
number of polarized spins domains [see Eq. (4.51)], Nd± = N±0/2+
∏
σ2i , we readily conclude that
now, our results will need to include an additional factor of e−u in the cases when all the spins are
polarized, L± = 2N , and not when L0 = 2N .
Given this, we can rewrite the integrand in Eq. (4.53) for the DSD of unpolarized spins domains,
using the transfer matrix formalism as,
I0(L) =
1
Z ′2N
Z˜2N
L
2N∑
i=1
〈
f0i,L
〉
T˜
, if L 6= 2N , (4.56a)
I0(L) =
1
Z ′2N
Z˜2N
L
2N∑
i=1
〈
f0i,L
〉
T˜
e−u, if L = 2N , (4.56b)
where Z˜2N is the partition function associated with the T˜ -matrix. In what concerns the computation
of the DSD of domains of ±-spin domains, the integrand in Eq. (4.54), I±(L), is of the same form
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as I0(L) on Eq. (4.56), but with f
0
i,L substituted by f
±
i,L,
I±(L) =
1
Z ′2N
Z˜2N
L
2N∑
i=1
〈
f±i,L
〉
T˜
, if L 6= 2N , (4.57a)
I±(L) =
1
Z ′2N
Z˜2N
L
2N∑
i=1
〈
f±i,L
〉
T˜
e−u, if L = 2N , (4.57b)
where we should recall that the Z ′2N in Eq. (4.57) is different from that appearing in Eq. (4.56). In
addition, the exponential term in Eq. (4.57b) refers to the configuration where all the spins of the
1D chain are polarized, while that at Eq. (4.56b), refers to the configuration where all the spins
are unpolarized.
If we now define Θ(L) = ξiξi+1 . . . ξi+L−1 where ξi ≡ 1 − σ2i , we can, using Eqs. (4.37)-(4.39),
write Eq. (4.56) as
I0(L ≤ 2N − 2) = 2N Z˜2N
Z ′2N
[
〈Θ(L+ 2)〉
T˜
− 2〈Θ(L+ 1)〉
T˜
+ 〈Θ(L)〉
T˜
]
, (4.58a)
I0(L = 2N − 1) = 2N Z˜2N
Z ′2N
[
〈Θ(2N)〉
T˜
− 〈Θ(2N − 1)〉
T˜
]
, (4.58b)
I0(L = 2N) =
Z˜2N
Z ′2N
〈Θ(2N)〉
T˜
e−u. (4.58c)
In the case of the domains of polarized spins, in accordance with Eqs. (4.40)-(4.42), the
integrands are obtained from Eqs. (4.58), just by substituting Θ(L) by Γ(L) = σ2i σ
2
i+1 . . . σ
2
i+L−1,
I±(L ≤ 2N − 2) = 2N Z˜2N
Z ′2N
[
〈Γ(L+ 2)〉
T˜
− 2〈Γ(L+ 1)〉
T˜
+ 〈Γ(L)〉
T˜
]
, (4.59a)
I±(L = 2N − 1) = 2N Z˜2N
Z ′2N
[
〈Γ(2N)〉
T˜
− 〈Γ(2N − 1)〉
T˜
]
, (4.59b)
I±(L = 2N) =
Z˜2N
Z ′2N
〈Γ(2N)〉
T˜
e−u. (4.59c)
Computing the correlation functions 〈Θ(L)〉
T˜
using the transfer matrix formalism involves the
computation of the following trace
〈Θ(L)〉
T˜
=
1
Z˜2N
Tr
[
T˜ 2N−L(ξT˜ )L
]
, (4.60)
which yields the result
〈Θ(L)〉
T˜
=
F˜ (1)L−1F˜ (2N − L+ 1)
Z˜2N F˜ (0)L
, (4.61)
where F˜ (r) = α˜+β˜−λ˜r− − α˜−β˜+λ˜r+. The α˜± and β˜± are the entries of the eigenvectors of T˜ , |λ±〉
[see Eq. (4.28)]. Noting that F˜ (1) = F˜ (0) and using Eq. (4.28), we can write 〈Θ(L)〉
T˜
as
〈Θ(L)〉
T˜
=
1
Z˜2N
(λ˜+ − 1)λ˜p− − (λ˜− − 1)λ˜p+√
(e−βδ − 1)2 + 8e−2βγ˜ , (4.62)
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where p = 2N − (L− 1).
In the computation of the DSD of the polarized spin domains, the 〈Γ(L)〉
T˜
appearing in Eqs.
(4.59) can be analogously computed and one obtains
〈Γ(L)〉
T˜
=
e−βδ(L−1)
Z˜2N
(λ˜+ − 1)λ˜p+ − (λ˜− − 1)λ˜p−√
(e−βδ − 1)2 + 8e−2βγ˜ +
λ2N0
Z˜2N
, (4.63)
where, again, p = 2N − (L− 1).
The integrands in Eqs. (4.58) can be rewritten as
I0(L ≤ 2N − 2) = 2N 1
Z ′2N
(
W− −W+
)
, (4.64a)
I0(L = 2N − 1) = 2N 1
Z ′2N
(
Y− − Y+
)
, (4.64b)
I0(L = 2N) =
1
Z ′2N
e−u, (4.64c)
where W± = λ˜
p−2
∓ (λ˜± − 1)(λ˜∓ − 1)2/(λ˜+ − λ˜−), while Y± = λ˜p−1∓ (λ˜± − 1)(λ˜∓ − 1)/(λ˜+ − λ˜−).
For the polarized spins domains case, the integrands in Eqs. (4.59) can be rewritten as
I±(L ≤ 2N − 2) = 2N 1
Z ′2N
(
W− −W+
)
, (4.65a)
I±(L = 2N − 1) = 2N 1
Z ′2N
(
Y− − Y+
)
, (4.65b)
I±(L = 2N) =
2λ2N0
Z ′2N
e−u, (4.65c)
whereW± = e−βδ(L−1)λ˜p−2± (λ˜±−1)(λ˜±−e−βδ)2/(λ˜+−λ˜−), while Y± = e−βδ(L−1)λ˜p−1± (λ˜±−1)(λ˜±−
e−βδ)/(λ˜+ − λ˜−).
Performing the integral over u in the expressions for I0(L) as given in Eqs.(4.64), leaves us with
the following expressions for the DSD of domains of unpolarized spins〈
N0dL
Nd0
〉
L≤2N−2
=
2N
Z ′2N
1
2m+2
[
1
m+ 1
{
c
(
Gm+1− +G
m+1
+
)
−
√
c2 + d
(
Gm+1− −Gm+1+
)
−2c
(
2(c+ 1)
)m+1}− 1
(m+ 1)(m+ 2)
{(
Gm+2− +G
m+2
+
)
−2m+2
(
1 + (c+ 1)m+2
)}]
, (4.66a)〈
N0dL
Nd0
〉
L=2N−1
=
2N
Z ′2N
1
8
[(
G2− +G
2
+
)
− 4
(
1 + (c+ 1)2
)]
, (4.66b)〈
N0dL
Nd0
〉
L=2N
=
1
Z ′2N
, (4.66c)
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with m = p − 2, G± = c + 2 ±
√
c2 + d, c = e−βδ − 1 and d = 8e−βγ . Recall that, as the above
equations refer to the computation of the DSD of domains of 0-spins, in Eqs. (4.66) we have that
Z ′2N = λ
2N
+ − λ2N0 + λ2N− .
The DSD of domains of polarized spins, is analogously given from Eqs.(4.65), by〈
N±dL
Nd±
〉
L≤2N−2
=
2N
Z ′2N
e−βδ(L−1)
2m+2
[
1
m+ 1
{
c¯
(
Gm+1− + Gm+1+
)
−
√
c¯2 + d
(
Gm+1− − Gm+1+
)
−22m+2c¯
}
− 1
(m+ 1)(m+ 2)
{(
Gm+2− + Gm+2+
)
−2m+2
(
1 + (1− c¯)m+2
)}]
, (4.67a)〈
N±dL
Nd±
〉
L=2N−1
=
2N
Z ′2N
e−βδ(2N−2)
8
[(
G2− +G
2
+
)
− 4
(
1 + (1− c¯)2
)]
, (4.67b)〈
N±dL
Nd±
〉
L=2N
=
2λ2N0
Z ′2N
, (4.67c)
with c¯ = 1−e−βδ and G± = 2− c¯±
√
c¯2 + d. As Eqs. (4.67) refer to the DSD of domains of ±-spins,
the Z ′2N appearing in Eqs. (4.67) reads Z
′
2N = λ
2N
+ + λ
2N
0 + λ
2N− − 1.
4.B.2 The thermodynamic limit of the DSD
In the thermodynamic limit (2N →∞), when the domain size is much smaller than the size of
the system (L  2N), we can take the limit m → +∞ in Eq. (4.66a). Note that as G+ > G−,
c + 1 > 1 and G+ > 2(c + 1), then we have that the DSD of domains of unpolarized spins, in the
thermodynamic limit, is given by Eq. (4.15). Analogously, the DSD of domains of polarized spins,
also in the thermodynamic limit, is given by Eq. (4.14).
In Fig. 4.7 we have plotted the DSD of domains of unpolarized spins at a non-passivated
edge, as well as the DSD of domains of polarized spins at a hydrogen-passivated one, for two sets
of particular values of the exchange parameters. In these plots we have used, the values for the
exchange parameters γ and δ computed in Appendix 4.C, i.e. γ = 0.03 and δ = −0.49 for the
unpassivated edge and γ = 0.52 and δ = 0.66 for the hydrogen-passivated edge. We readily see
that both DSDs strongly decay with increasing size of the domain. Note the dependence of such
decay with the temperature: the larger the temperature is, the smaller the decay rate is.
A distribution P (x) is said to have fat tails if it displays a slower decrease than the exponential
distribution, (or, alternatively, if it decreases with a power of x) when x→∞. As a consequence, the
moments of a fat-tailed distribution diverge above a given order, characteristic of that distribution,
and thus its characteristic function is not analytical at the origin.
Let us now consider the question of whether the DSDs computed above display fat tails in the
thermodynamic limit (let us represent the DSD generically as P(L)). Its characteristic function is
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Figure 4.7: Plots of the DSD for two sets of values of the exchange parameters γ and δ. In all four
panels, we present the DSD for six different temperatures: in red, T = 1000K; in black, T = 750K;
in green, T = 500K; in blue, T = 300K; in yellow, T = 250K; in brown, T = 150K. In panels (a)
and (b) we plot the DSD of domains of unpolarized spins, in an unpassivated edge (γ = 0.03 and
δ = −0.49). Panel (a) has linear scale axis, while panel (b) has a logarithmic scale y-axis. In panels
(c) and (d) we plot the DSD of domains of polarized spins, in a hydrogen-passivated edge (γ = 0.52
and δ = 0.66). Panel (c) has linear scale axis, while panel (d) has a logarithmic scale y-axis.
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given by the discrete Fourier transform
Pˆ(w) =
+∞∑
n=1
eiwnP(L). (4.68)
The characteristic functions of P0(L) and of P±(L) are geometric series, and hence easily com-
putable, after which we obtain, in the case of domains with polarized spins,
Pˆ±(w) = λ+e
βδ − 1
λ+eβδe−iw − 1 , (4.69)
while for the case of unpolarized domains, we have
Pˆ0(w) = λ+ − 1
λ+e−iw − 1 . (4.70)
From Eq. (4.70), or its geometric series form, we conclude that all the derivatives of Pˆ0(w)
exist at w = 0, if λ+ > 1. If the unpolarized spins are the minority spins in the chain, δ < 0 and
we have λ+ ≥ 1 +
√
2 > 1 for every β ≥ 0, thus P0(L) has no fat-tails. An obvious result since the
corresponding DSD is a geometric distribution.
Similarly, from Eq. (4.69), when the polarized spins are the minority spins in the spin chain,
δ > 0 and we conclude that all the derivatives of Pˆ±(w) exist at w = 0, if λ+eβδ > 1. This is
verified for every β ≥ 0, since λ+eβδ ≥ 1+
√
2 > 1. Again, we conclude that P±(L) has no fat-tails.
Again, an obvious result since the corresponding DSD is also a geometric distribution.
The first moment of P0(L) gives us the mean size of the domains of unpolarized spins in the
thermodynamic limit, L¯0, which reads
L¯0 = −i d
dw
Pˆ0(w)
∣∣∣∣
w=0
. (4.71)
In the same way, we can compute the mean size of the domains of polarized spins (in the thermo-
dynamic limit), L¯±. Both these two quantities are written, respectively, in Eqs. (4.17) and (4.16).
They are plotted in Fig. 4.6.
4.C Exchange parameters values
In order to obtain indicative values for the exchange parameters of the 3-color Potts-like model
introduced in the main text, we have used ab-initio results on non-passivated zigzag edges already
published in the literature [23], and we have also performed ab-initio calculations on hydrogen-
passivated edges. In Fig. 4.8, we plot the edge energies (relative to the energy of the pristine
zigzag edge) obtained from ab-initio calculations of edge reconstructed zigzag ribbons with both
hydrogen-passivated edges and non-passivated edges.
From the ab-initio results summarized in Fig. 4.8, and after employing the method presented in
Section 4.2.2 in order to compute the exchange parameters in both cases, we obtain the following
values for the exchange parameters:
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• Hydrogen-passivated edge (case C1): We have performed ab-initio calculations for hydrogen-
passivated ribbons with various defect concentrations (see Fig. 4.8).2 We have assumed the
same value σn = 0.01 eV for all uncertainties.
3 The values obtained for the parameters are
γC1 = (0.52± 0.03) eV and δC1 = (0.66± 0.04) eV.
• Non-passivated edge (case C2): The ab-initio results used in this case were extracted from the
work of Huang et al. [23]. We have assumed the same value σn = 0.01 eV for all uncertainties.
4
The values obtained for the parameters are γC2 = (0.03±0.02) eV and δC2 = (−0.49±0.03) eV.
Figure 4.8: Energies of the partially reconstructed edges, measured relative to the pristine zz edge,
as a function of the defect concentration. Dots represent the edge energies obtained from ab-initio
calculations, while dashed lines correspond to a polynomial interpolation of the results obtained
from the Potts-like model using the exchange parameters computed with the least squares method.
The red squares and red dashed line represent the results obtained for hydrogen-passivated zigzag
ribbons, whereas the blue circles and blue dashed line represent the edge energies of non-passivated
zigzag ribbons.
In Fig. 4.8, we plot the results obtained from ab-initio calculations (isolated dots), compared
2The DFT calculations were performed using the code aimpro [158], under the Local Density Approximation. The
Brillouin-zone was sampled for integrations according to the scheme proposed by Monkhorst-Pack [159]. The core
states were accounted for by using the dual-space separable pseudo-potentials by Hartwigsen, Goedecker, and Hutter
[160]. The valence states were expanded over a set of s-, p-, and d-like Cartesian-Gaussian Bloch atom-centered
functions. The k-point sampling was 2× 2× 1 and the atoms were relaxed in order to find the equilibrium positions.
A super-cell with orthorhombic symmetry was used; the cell parameter in the periodic direction was 4.885A˚. Vacuum
layers of 12.7A˚ in the ribbon plane and 10.6A˚ in the normal direction were used in order to avoid interactions between
nanoribbons in different unit cells.
3We have estimated the uncertainty associated with our ab-initio calculations of the edge energy per angstrom
(for every defect periodicity at the edges), to be given by σ′ ≈ 0.01eV per unit cell of pristine edge.
4From Figure 5(a) of Huang et al. [23], we have estimated the uncertainty associated with the edge energies per
unit of length to be σ′ = 0.004eV/A˚. As in this work we are using units of energy per unit cell of the pristine edge,
σ = σ′ × 1.42√3 ≈ 0.01eV.
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with the polynomial interpolation of these results (dashed-lines), which was obtained from a least-
squares method, as described in section 4.2.2. The fact that these curves are in good agreement with
the ab-initio results justifies a posteriori the use of a Potts-like model with only nearest-neighbor
interactions.
Using the above calculated exchange parameters, the density of polarized spins, npol, defined
in Eq. (4.8), the density of links between polarized spins, n+−, defined in Eq. (4.9), the density
of polarized domains, nd, defined in Eq. (4.10) and the average domain size of the minor domains,
LAv, defined in Eq. (4.18), acquire the form presented in Fig. 4.9.
Figure 4.9: Plot of the four thermodynamic quantities introduced in the main text, for the values
of the exchange parameters obtained from the ab-initio results: δC1 = 0.66 and γC1 = 0.52 for the
hydrogen-passivated edge (red curves); δC2 = −0.49 and γC2 = 0.03 for the non-passivated edge
(blue curves). Panel (a) shows the density of polarized domains. Panel (b) shows the density of
links between polarized spins. Panel (c) shows the density of polarized spins. Panel (d) shows the
average minor domain size. The dashed green flat line represents the infinite temperature limit for
both cases.
Using the exchange parameters calculated above, one concludes that the density of polarized
domains in the non-passivated case at room temperature has a value 〈nd〉 ' 6.65 × 10−18 defects
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per unit cell of pristine zigzag edge (or 〈nd〉 ' 5.41 × 10−8 defects per meter).5 In addition, at
room temperature, the unpolarized domains have an average domain size of L¯MF0 ' 1 unit cells (or
L¯MF0 ' 1.23× 10−10m). These small unpolarized domains are on average 1.85× 107m apart from
each other.
In the case of a hydrogen-passivated edge, the above calculated parameters give, at room
temperature, a density of polarized domains of 〈nd〉 ' 1.50× 10−22 per unit cell of pristine zigzag
edge (or 〈nd〉 ' 1.22 × 10−14 defects per meter). The polarized domains have a mean size of
L¯MF± ' 1 unit cells (or L¯MF± ' 1.23 × 10−10m). The small domains of polarized spins are on
average 8.20× 1013m apart from each other.
These results show that the ground states in both the non-passivated case (totally reconstructed
edge) and the hydrogen-passivated case (pristine zigzag edge) are very stable with respect to the
effect of thermal disorder.
However, we should note that in our model, the sensitivity of the thermodynamic quantities on
the values of the exchange parameters is large. In order to illustrate such fact, consider for instance
that the exchange parameters were reduced to 1/4 of the values which we determined above. This
would imply that the room temperature concentration of defects would be increased by several
orders of magnitude: in the non-passivated case, it would be increased to 〈nd〉 ' 7.01× 105 defects
per meter (the average distance between neighboring defects would be 1.43µm); in the hydrogen-
passivated case, the defect concentration would be increased to 〈nd〉 ' 4.82× 104 defects per meter
(the average distance between neighboring defects would be 20.8µm apart). Consequently, if more
detailed ab-initio calculations were to give significantly smaller exchange parameters, this would
imply that the edge ground state would be much less robust to the effect of thermal disorder.
5Note that, in the thermodynamic limit, the number of polarized domains is equal to the number of unpolarized
domains, and consequently, the corresponding domain densities are also equal.

Chapter 5
Scattering by linear defects in graphene
5.1 Outline of the chapter
Following recent developments on measuring the electronic properties of single GBs [45], in this
chapter, we focus on the study of the electronic scattering across zigzag oriented defect lines in
an otherwise perfect graphene lattice. We consider defect lines made up of topological defects. In
particular, we analyze three distinct defect lines: the pentagon-only, the zz(5757) and the zz(558)
defect lines. We treat the electronic scattering across these defect lines both using graphene’s first
neighbor tight-binding model, as well as its low-energy Dirac-like description.
Under the scope of the tight-binding models, we start by presenting a procedure to work out
the electronic scattering, either across a periodic extended defect in two-dimensional crystals, or
across a defect in a one-dimensional crystal. Afterwards, we illustrate this procedure treating the
three defect lines mentioned above. In contrast with what happens with the pentagon-only defect
line, the zz(5757) and the zz(558) defect lines force a duplication of the unit cell along the defect
direction (with respect to the former). Such a duplication renders the mathematical treatment of
the problem heavier by introducing an additional pair of scattering modes. These modes happen
to be high-energy around the Dirac points, and thus, for low-energy scattering processes they will
end up being evanescent modes necessarily located at the vicinity of the defect line. All the three
defect lines studied have different behaviors that are strongly dependent on the particular values
of the hopping parameters at the defect lines.
In the continuum low-energy limit, these defect lines act as infinitesimally thin stripes separating
two regions where the Dirac Hamiltonian governs the low-energy phenomena. In this limit, the
defective line imposes a boundary condition on the Dirac spinors at each side of the defect, which
determines the behavior of these systems. We will demonstrate how this low-energy boundary
condition can be computed from the tight-binding model of the defect line. As referred above, the
doubled unit cell of the zz(5757) and the zz(558) defect lines, forces the appearance of a pair of
high-energy modes at the Dirac points in addition to the typical low-energy Dirac ones. We will
show that their presence can be encompassed in an effective boundary condition seen by the low-
energy massless Dirac fermions. In addition, we pinpoint that the boundary conditions associated
with each one of the three defect lines studied can be mapped into each other by an appropriate
choice of the hopping parameters at the defects. All these boundary conditions are energy and
momentum independent. Finally, we will briefly show how can one compute the low-energy limit
conductance expression, across this kind of defect lines. At low temperatures, the conductance
across a defect line of size L, turns out to be linear in kFL. This feature originates from the energy
independence nature of the low-energy transmittance of our defect lines.
This chapter is strongly based on two articles by the author:
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• Scattering by linear defects in graphene: a tight-binding approach, J. N. B. Rodrigues, N. M.
R. Peres and J. M. B. Lopes dos Santos, J. Phys.: Condens. Matter 25, 075303 (2013) [173].
Preprint available on arXiv [47].
• Scattering by linear defects in graphene: a continuum approach, J. N. B. Rodrigues, N. M.
R. Peres and J. M. B. Lopes dos Santos, Phys. Rev. B 86, 214206 (2012) [46]. Preprint
available on arXiv [174].
This chapter is organized as follows: Section 5.2 is devoted to the study of the scattering through
the above mentioned defect lines, in the scope of the TB model of graphene. In sub-Section 5.2.1
we present the method of approach to these systems in general terms, while in sub-Sections 5.2.2
and 5.2.3 we demonstrate the latter procedure working out the electronic scattering, respectively,
from the pentagon-only defect line and from the zz(5757) and zz(558) defect lines. In Section 5.3
we concentrate on the study of these problems in the continuum low-energy limit. Sub-Section
5.3.1 is devoted to the study of the pentagon-only defect line, while sub-Section 5.3.2 focuses on
the zz(5757) and zz(558) defect lines. Finally, in sub-Section 5.3.3 we compute the conductance
across these defects at low-temperatures and in the continuum low-energy limit.
5.2 A tight-binding approach
In the present section, we study the electronic scattering across periodic defect lines in graphene
in the context of the first-neighbor TB model of graphene. We are going to develop a systematic
procedure to approach such problems, which bears close resemblance with the method of Ando
[175] for quantum point contacts. This procedure is particularly suitable to deal with extended
periodic defects. Its starting point is the reduction of the 2D scattering problem to an effective 1D
one, whose solution is simpler to work out.
We start by describing in general terms the method of solving this kind of problems (see sub-
Section 5.2.1). Afterwards, we illustrate the method with three types of defect lines oriented along
the zigzag direction, namely: the pentagon-only defect line (sub-Section 5.2.2); the zz(5757) defect
line [46, 47] and the zz(558) defect line [5, 44, 43, 139, 46, 47] (see sub-Section 5.2.3).
5.2.1 General formulation of the problem
Electronic scattering from periodic extended defects in the center of a pristine 2D crystal is
essentially equivalent to the electron scattering from a localized defect at the center of a quasi-1D
crystal. Such a statement arises from the fact that the periodic extended defect preserves crystal’s
translation invariance along the defect direction. Therefore, we can Fourier transform the 2D crystal
along this direction thus converting the 2D problem into a quasi-1D equivalent one.
Thereupon, this class of 2D problems can be treated under the framework of scattering 1D
problems. Accordingly, in the present sub-section we describe with some generality, how can one
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work out electron scattering from a defect located at the center of a quasi-1D crystal modeled by
a first neighbor TB model (see Fig. 5.1). This will be the starting point for the treatment of some
2D scattering problems in graphene (see sub-Sections 5.2.2 and 5.2.3).
Figure 5.1: Scheme of a general quasi-1D crystal with a defect at position n = 0. The unit cell in the
bulk (green rectangles), encompasses r Wannier states, while in the defect (yellow circumference)
there are x Wannier states. The generalized hopping amplitude VL (VR = V
†
L), is a matrix that
contains all the hopping amplitudes between Wannier states of neighbor bulk unit cells. The
generalized hopping amplitude DL (DR), is a x × r matrix containing the hopping amplitudes
connecting all the states in the defect and those in the unit cell at n = −1 (n=1).
We start by writing the TB bulk equations of the general quasi-1D crystal with a defect at its
center (see Fig. 5.1). These can be cast in the form
VRc(n− 1) + (H − Ir)c(n) + VLc(n+ 1) = 0. (5.1)
In Eq. (5.1), c stands for a column vector with as many entries as there are Wannier states in the
quasi-1D crystal’s unit cell; we denote this number by r. Therefore, the terms H, Ir, VL and VR
are r × r matrices, Ir standing for the unit matrix. The matrix H describes the hopping processes
occurring inside the unit cell, while VL (VR) describes the hopping processes occurring between the
unit cell at position n and the unit cell at position n + 1 (n − 1). The hermitian nature of the
Hamiltonian requires that VR = V
†
L .
The TB bulk equation [Eqs. (5.1)] can usually be written in a different form, where the
amplitudes of the states of the unit cell located at position n + 1 are expressed in terms of the
amplitudes of the states of the unit cells located at positions n and n− 1,
c(n+ 1) = T1c(n) + T2c(n− 1), (5.2)
where Ti are r × r matrices, which we call transfer matrices. These matrices are in general non-
hermitian. Usually, Eq. (5.2) cannot be obtained directly from Eq. (5.1) for site n because the
matrix VL is not invertible. However, for the cases of interest, we can generally obtain Eq. (5.2)
from the TB equations [Eq. (5.1)] for the sites n and n + 1 (see Appendix 5.A.1). When the
one-dimensional chain is AB-like (see Fig. 5.2) the transfer matrix description further simplifies to
c(n+ 1) = Tc(n), (5.3)
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where there is now only one transfer matrix T relating neighbor amplitudes. Since in the present
text we are specially interested in studying graphene crystals, whose Fourier transformed systems
give rise to AB-like chains, we will from now on simplify our analysis by assuming that our general
1D chain is described by a relation of the form of Eq. (5.3).
Figure 5.2: Scheme of a general quasi-1D AB crystal. The unit cell of the crystal (green rectangles)
encompasses r = a + b Wannier states. The generalized hopping amplitude VL (VR = V
†
L), is a
matrix that contains all the hopping amplitudes between Wannier states of neighboring unit cells.
These generalized hopping amplitudes, are only non-zero when connecting the a and b atoms of
different unit cells. In contrast, they are zero both between the a Wannier states of two neighboring
unit cells, and between the b Wannier states of neighboring unit cells.
Inherent to the study of any scattering problem is the determination of the propagating (or
evanescent) modes allowed in the system. In the case of a one-dimensional periodic chain the
computation of the modes can be done using Bloch’s theorem. In that prescription, we write the
amplitudes at position n+1 and n−1 in terms of those at position n: c(n+1) = eikjac(n) ≡ λjc(n)
and c(n−1) = e−ikjac(n) ≡ c(n)/λj , where kj stands for the wave-number along the chain direction
associated with the mode indexed by j, and a stands for the length of the primitive vector. Using
these relations, we can rewrite Eq. (5.1) as
1
λj
VRc(n) + (H − Ir)c(n) + λjVLc(n) = 0. (5.4)
The r eigenvalues λj = e
ikja and their r associated eigenvectors |ψj〉 permitted at a given energy
, are obtained by solving this generalized eigenproblem. On the other hand, when one is able to
write the TB equations in the form of a recurrence relation of the kind of Eq. (5.3), it becomes
obvious that the λj and |ψj〉 are, respectively, the eigenvalues and right eigenvectors of the transfer
matrix, T.
Let us now turn our attention to the defect, so that we can determine the boundary condition
that the modes should satisfy when scattering from it. We start by assuming that regardless of the
complexity of the defect at the center of the 1D crystal, this is located at position n = 0 (see Fig.
5.1). Therefore, the TB equations associated with the amplitudes at the defect can be generally
written as
DRc(−1) + (HD − Ir)d(0) +DLc(1) = 0. (5.5)
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In the above equation, DL (DR) is a x × r rectangular matrix containing all possible hopping
amplitudes connecting the defect’s Wannier states with the ones of the unit cell located at position
n = +1 (n = −1). The matrix HD encompasses all the hopping amplitudes between the x Wannier
states of the defect, whose amplitudes are grouped in the x-dimensional array d(0). Note that
Eq. (5.5) is a shorthand for a system of equations, containing x TB equations associated with the
x states at the defect and x + 2r unknown amplitudes. As a consequence, if we want to write a
passage equation relating the amplitudes at c(1) with those at c(−1), we will also have to use the
TB equations at position n = −1
VRc(−2) + (H − Ir)c(−1) +DLd(0) = 0, (5.6)
as well as the transfer matrix relation c(−1) = Tc(−2). Doing so, we end up with x+ 3r unknown
amplitudes and x + 2r equations. We choose to solve them by expressing c(1), d(0) and c(−2)
(x + 2r amplitudes) in terms of c(−1). Therefore, we will be able to write a passage equation
relating the amplitudes before and after the defect as
c(1) = Mc(−1), (5.7)
where M is a r × r matrix. It is natural to interpret this matrix as a boundary condition matrix
imposed by the defect on the wave function at each one of its sides.
We have so far shown how can one determine both the scattering modes of the one-dimensional
chain and the boundary condition these must obey at the defect. The only step remaining is the
computation of the scattering coefficients. Let us suppose that we have an incoming mode from
n = −∞. We then expect to have both transmitted modes outgoing to n = +∞ and reflected
modes outgoing to n = −∞. As a consequence, we can write the wave function at each side of the
defect as
|Ψ(n)〉 = |ΨL(n)〉 ≡ λn+1i> |ψ>i 〉+
r<∑
j=1
ρijλ
n+1
j< |ψ<j 〉, for n ≤ −1 (5.8a)
|Ψ(n)〉 = |ΨR(n)〉 ≡
r>∑
j=1
τijλ
n−1
j> |ψ>j 〉, for n ≥ 1 (5.8b)
where the superscript L stands for the wave function to the left of the defect (n < 0), while the
superscript R stands for the wave function to the right of the defect (n > 0). In Eqs. (5.8), the
sum over j up to r> (r<) stands for a sum over all the p> (p<) propagating modes moving in the
direction of n = +∞ (n = −∞) and all the s> (s<) evanescent modes, decreasing (increasing) with
increasing n. The total number of propagating and evanescent modes must add up to r, the total
number of modes: r = r> + r< = p> + s> + p< + s<, which in the AB chain happens to be equal
to the number of Wannier states in the unit cell. Moreover, the coefficients ρij (τij) stand for the
reflection (transmission) coefficients of the modes indexed by j for an incoming mode i.
Before proceeding, let us emphasize that in this chapter, we are going to use interchangeably
two types of notation: we will normally use the vectorial notation when referring to the arrays of
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amplitudes at a given unit cell located at position n [see Eqs. (5.1)-( 5.7)]; the Dirac ket notation
will be normally used when referring to the eigenmodes of the one-dimensional chain, as well as to
the wave function at a given position n [see Eqs. (5.8)].
As long as we know the mathematical expressions for the modes of the quasi-one-dimensional
chain, |ψ>j 〉 and |ψ<j 〉, and the boundary condition matrix M, the determination of the scattering
coefficients in Eqs. (5.8), ρij and τij , is a straightforward calculation.
If we define a matrix U , with columns which are the r transverse modes
U =
[
|ψ>1 〉, . . . , |ψ>r>〉, |ψ<1 〉, . . . , |ψ<r<〉
]
, (5.9)
and the following two vectors,
|ΦL(n)〉 =
[
0, . . . 0, λn+1i> , 0, . . . , 0, ρi1λ
n+1
1< , . . . , ρir<λ
n+1
r<<
]T
, (5.10a)
|ΦR(n)〉 =
[
τi1λ
n−1
1> , . . . , τir>λ
n−1
r>>, 0, . . . , 0
]T
, (5.10b)
it is clear that
|ΨL(n)〉 ≡ U |ΦL(n)〉, (5.11a)
|ΨR(n)〉 ≡ U |ΦR(n)〉. (5.11b)
The passage equation, Eq. (5.7), then becomes
|ΦR(1)〉 = U−1MU |ΦL(−1)〉. (5.12)
This is a non-homogeneous system of r linear equations with r unknowns, namely, ρi1, . . . , ρir< and
τi1, . . . , τir> .
When carrying out these calculations in a computer algebra system, the following remark may
be useful. Since the transfer matrix is non-hermitian, its eigenbasis is not orthogonal. Nevertheless
we can define a dual basis |ψ˜j〉, j = 1, . . . , r, by the relation
〈ψ˜j |ψi〉 = δij . (5.13)
It is clear that the matrix U−1 jth row is just the vector 〈ψ˜j |, seen that the ith column of U is |ψi〉;
in Appendix 5.A.2, we show that these vectors 〈ψ˜j | can be simply obtained as the right eigenvectors
of the transpose of the transfer matrix TT .
It is worth noting that the boundary condition arising from the presence of the defect, Eq. (5.7),
must conserve the particle current (see Appendix 5.A.3). Equivalently, the current on the left hand
side of the defect, JL ≡ J (−1) = 〈ψ(−1)| Jˆ |ψ(−1)〉, must be equal to the current on the RHS of
the defect, JR ≡ J (1) = 〈ψ(1)| Jˆ |ψ(1)〉, where Jˆ stands for the current operator. Therefore, the
boundary condition matrix, M, must satisfy the following equality
M†.Jˆ .M = Jˆ . (5.14)
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In the following sub-sections we solve three electronic scattering problems using the machinery
just presented. We will see that it simplifies the mathematical treatment of such problems without
leading to a substantial loss of physical insight and intuition over the phenomena under analysis.
On one hand, using the transfer matrix formalism we are able to write the scattering modes
λj |ψj〉 = eikj |ψj〉 directly in terms of the energy  and the wave-number along the defect line,
kx. We thus avoid to write the former in terms of the wave-number perpendicular to the defect
line, k ·u2. On the other hand, the described procedure allows us to compute an expression relating
the TB amplitudes at the two sides of the defect. This has the obvious interpretation as being the
boundary condition imposed on the wave function by the defect. As we will see in sub-Sections
5.2.2 and 5.2.3, such a boundary condition relation can be obtained after some simple algebraic
manipulations of the TB equations at the defect.
With this in mind, let us now apply this formalism to three types of zigzag oriented defect lines
in graphene: the pentagon-only defect line (see Fig. 5.3), the zz(5757) defect line (see left panel of
Fig. 5.7) and the zz(558) defect line (see right panel of Fig. 5.7).
5.2.2 Scattering from a pentagon-only defect line: a pedagogical example
In what follows, we shall illustrate the procedure described in sub-Section 5.2.1 by working out
the scattering of electrons from a pentagon-only defect line in the context of the first neighbor
tight-binding model of graphene (see Fig. 5.3). As this system is invariant under translations along
the defect line, Bloch’s theorem allows the Fourier transformation along that direction. Therefore,
the 2D graphene layer can be transformed into an effective 1D chain (see Fig. 5.4). This effective
1D chain depends on the quantum number kx, the wave-number along u1 direction. Based on this
1D effective description, we can straightforwardly employ the procedure described in sub-Section
5.2.1.
5.2.2.1 Formulating the problem
Let us assume we have the following system: a defect line of the type represented in Fig. 5.3, in
an otherwise perfect graphene lattice. As we can see by inspection of Fig. 5.3, the lattice vectors
u1 and u2, in cartesian coordinates, are the same as those defined for the pristine zigzag graphene
in Section 2.3 of Chapter 2 [see Eqs. (2.1)].
Using this coordinate system, we can write the first neighbor TB Hamiltonian of the system
sketched in Fig. 5.3 as Hˆ = HˆU + HˆD + HˆL, where HˆU (HˆL) stands for the Hamiltonian above
(below) the defect line, while the remaining term, HˆD, describes the defect line itself. In second
quantization the explicit forms of HˆU and HˆL read
HˆU(L) = −t
∑
m
∑
n
{[
bˆ†(m,n) + bˆ†(m,n− 1)
+bˆ†(m− 1, n− 1)
]
aˆ(m,n) + h.c.
}
, (5.15)
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Figure 5.3: Graphene’s honeycomb lattice with a zigzag oriented linear defect, which we dub double-
pentagon defect line. In the bulk the hopping is t, while between atoms of the defect it is ξt. The
lattice vectors are denoted by u1 = a(1, 0) and u2 = (−1,
√
3)a/2, where a stands for the lattice
parameter.
where for HU (HL), n ≥ 1 (n ≤ −1). Moreover, HD reads
HˆD = −t
∑
m
{[
ξdˆ†(m+ 1) + aˆ†(m, 0) + bˆ†(m, 0)
]
dˆ(m) + h.c.
}
, (5.16)
where t is the usual hopping amplitude of pristine graphene, while ξt is the hopping amplitude
between the Dm atoms of the defect line, as represented in Fig. 5.3.
As was referred in the beginning of this sub-section, this system is invariant under translations
r = mu1 (where m is an integer). Thus, we can make use of Bloch’s theorem and Fourier transform
the Hamiltonian along u1. This diagonalizes the problem relatively to the variable m, introducing
a new quantum number, kx. Consequently, the resulting Hamiltonian turns out to be equivalent to
the Hamiltonian of a one-dimensional chain with two atoms per unit cell and a localized defect at
its center (see Fig. 5.4).
The Hamiltonian of the effective one-dimensional chain, can be written as Hˆ(kx) = Hˆ
U (kx) +
HˆD(kx) + Hˆ
L(kx). Its three terms read
HˆU(L)(kx) = −
∑
n
{[
t′bˆ†(kx, n− 1) + tbˆ†(kx, n)
]
aˆ(kx, n) + h.c.
}
, (5.17a)
HˆD(kx) = −2ξt cos(kxa)dˆ†(kx)dˆ(kx)−
[
taˆ†(kx, 0)dˆ(kx)
+tbˆ†(kx, 0)dˆ(kx) + h.c.
]
. (5.17b)
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This one-dimensional chain has alternating hopping amplitudes between the atoms, t and t′ =
t(1 + eikxa). At the defect, there is a on-site energy term, ˜(kx) = −2ξt cos(kxa), which depends on
the value of the longitudinal momentum kx.
Figure 5.4: Effective one-dimensional chain obtained after Fourier transforming the Hamiltonian
of graphene with a pentagon-only defect line, along the u1 direction.
The TB equations of such a system are, as usually, obtained from Schro¨dinger’s equation
Hˆ(kx)|µ, kx〉 = µ,kx |µ, kx〉. (5.18)
In Eq. (5.18), Hˆ(kx) stands for the Hamiltonian of the effective one-dimensional chain, while
the eigenstate |µ, kx〉 can be expressed as a linear combination of the site amplitudes along the
one-dimensional chain
|µ, kx〉 =
+∞∑
n=−∞
[
A(kx, n)|a; kx, n〉+B(kx, n)|b; kx, n〉
]
+D(kx)|d; kx〉, (5.19)
where the |c; kx, n〉 = cˆ†(kx, n)|0〉 stands for the one-particle states at the atom c = a, b, d of unit
cell n of the one-dimensional chain.
5.2.2.2 Bulk properties
From what we have written above, it is simple to conclude that the TB equations in the bulk
(n 6= 0) of the one-dimensional chain (see Fig. 5.4), read
A(kx, n) = −tB(kx, n)− (t′)∗B(kx, n− 1), (5.20a)
B(kx, n) = −tA(kx, n)− t′A(kx, n+ 1). (5.20b)
To recast these equations in the form of a transfer matrix relation, we solve Eq. (5.20b) for
A(kx, n+ 1) and Eq. (5.20a) for B(kx, n)
A(kx, n+ 1) = − t
t′
A(kx, n)− 
t′
B(kx, n). (5.21a)
B(kx, n) = −
t
A(kx, n)− (t
′)∗
t
B(kx, n− 1), (5.21b)
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where we have used t′ = t(1 + eikxa). If now we write Eq. (5.21b) for n + 1 and substitute Eq.
(5.21a) in it, we obtain a recurrence relation between the amplitudes at unit cell n + 1 and those
at unit cell n
L(n+ 1) = T(, kx).L(n), (5.22)
where L(n) = [A(kx, n), B(kx, n)]
T . The passage matrix T(, kx) has the explicit form
T(, kx) = − e
−i kxa
2
2 cos
(
kxa
2
) [ 1 t− t 4 cos2 (kxa2 )− 2t2
]
. (5.23)
As said in sub-Section 5.2.1, the eigenvalues and eigenvectors in the bulk are obtained from
the diagonalization of the matrix T(, kx). In particular, eigenvalues of the transfer matrix which
have unit modulus, |λ|2 = 1, correspond to Bloch solutions propagating along the one-dimensional
chain (a band state); eigenvalues with a modulus that is different from one, |λ|2 6= 1, correspond to
evanescent Bloch solutions. These evanescent solutions decrease with n → +∞ (n → −∞) when
|λ|2 < 1 (|λ|2 > 1).
5.2.2.3 The defect
We now go on to write the TB equations at the defect (see Fig. 5.4), and work them out in
such a way that we can write a boundary condition in the form given by Eq. (5.7).
The TB equations at the defect (see Fig. 5.4) are:
A(kx, 1) = −(t′)∗B(kx, 0)− tB(kx, 1); (5.24a)
B(kx, 0) = −tD(kx)− t′A(kx, 1); (5.24b)
D(kx) = −t
(
A(kx, 0) +B(kx, 0)
)− 2ξt cos(kxa)D(kx); (5.24c)
A(kx, 0) = −(t′)∗B(kx,−1)− tD(kx); (5.24d)
B(kx,−1) = −t′A(kx, 0)− tA(kx,−1) . (5.24e)
As we have mentioned above, the aim is to obtain an equation relating the wave function at the
two sides of the defect. With that in mind, we solve each equation in Eqs. (5.24) for the rightmost
amplitude appearing in it:
B(kx, 1) = −
t
A(kx, 1)− (t
′)∗
t
B(kx, 0), (5.25a)
A(kx, 1) = − 
t′
B(kx, 0)− t
t′
D(kx), (5.25b)
B(kx, 0) = −+ 2ξt cos(kxa)
t
D(kx)−A(kx, 0), (5.25c)
D(kx) = −
t
A(kx, 0)− (t
′)∗
t
B(kx,−1), (5.25d)
A(kx, 0) = − 
t′
B(kx,−1)− t
t′
A(kx,−1). (5.25e)
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It is convenient to write the above set of equations in matrix form as[
B(kx, 1)
A(kx, 1)
]
= −
[

t
(t′)∗
t
−1 0
][
A(kx, 1)
B(kx, 0)
]
, (5.26a)[
A(kx, 1)
B(kx, 0)
]
= −
[

t′
t
t′
−1 0
][
B(kx, 0)
D(kx)
]
, (5.26b)[
B(kx, 0)
D(kx)
]
= −
[

t + 2ξ cos(kxa) 1
−1 0
][
D(kx)
A(kx, 0)
]
, (5.26c)[
D(kx)
A(kx, 0)
]
= −
[

t
(t′)∗
t
−1 0
][
A(kx, 0)
B(kx,−1)
]
, (5.26d)[
A(kx, 0)
B(kx,−1)
]
= −
[

t′
t
t′
−1 0
][
B(kx,−1)
A(kx,−1)
]
. (5.26e)
It is now straightforward to write the boundary condition connecting the two sides of the defect
as
L(1) = M55L(−1), (5.27)
where the matrix M55 is a 2× 2 matrix defined by
M55 = R.N1(, kx).N2(, kx).N3(, kx).N1(, kx).N2(, kx).RT ; (5.28)
the matrix R is the σx Pauli matrix, used to interchange rows A and B. The matrices N1, N2, and
N3, after substituting t′ = t(1 + eikxa), read
N1(, kx) = −
[

t (1 + e
−ikxa)
−1 0
]
, (5.29a)
N2(, kx) = − 1
1 + eikxa
[

t 1
−(1 + eikxa) 0
]
, (5.29b)
N3(, kx) = −
[
+2tξ cos(kxa)
t 1
−1 0
]
. (5.29c)
From Eqs. (5.27)-(5.29) we conclude that matrixM55, and consequently the boundary condition
imposed by the defect, depend both on the energy, , on the longitudinal momentum, kx, and on
the hopping parameter, ξ.
5.2.2.4 Computing the scattering coefficients
Using the spectrum of modes allowed in the bulk of the one-dimensional chain [obtained from
the transfer matrix T(, kx)] and the boundary condition calculated above [see Eqs. (5.27)-(5.29)],
we can now solve completely the scattering problem from a pentagon-only defect line.
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We consider the scattering process in which we have an incoming mode from n = −∞. Due
to the presence of the defect at n = 0, there will be a reflected mode as well as a transmitted
one. For now, let us suppose to be working at positive energy and around the ν = +1 Dirac point
[K+ = (4pi/3a, 0)].
We choose to denote |Ψ>〉 (|Ψ<〉) as the positively (negatively) moving mode of the transfer
matrix when we are around the K+ Dirac point. The eigenvalue associated with this mode is going
to be denoted by λ> (λ<). Therefore, we can write the wave function on each side of the defect as
|Ψ(n < 0)〉 = λn+1> |Ψ>〉+ ρλn+1< |Ψ<〉, (5.30a)
|Ψ(n > 0)〉 = τλn−1> |Ψ>〉, (5.30b)
where ρ and τ stand for the reflection and transmission scattering amplitudes, respectively.
The direction of propagation of each of the modes obtained by diagonalization of the transfer
matrix, can be determined by calculating the corresponding current. It is shown in Appendix 5.A.3
that, for graphene, the current operator along the equivalent 1D-chain is tσy/~; in Fig. 5.14 we plot
the current associated with each one of the transfer matrix’s modes. For different choices of  and
kx the incoming, reflected and transmitted modes must be chosen accordingly with the direction
of propagation of the current.
In order to determine the scattering coefficients ρ and τ , following the procedure detailed in
sub-Section 5.2.1, we write Eq. (5.12) for this specific case, assuming an ordering of the modes as
{|Ψ>〉, |Ψ<〉}; the resulting equation is[
τ
0
]
n=+1
= U−1M55U
[
1
ρ
]
n=−1
. (5.31)
Solving the above linear system is trivial, resulting in
ρ = −
(
U−1M55U
)
21(
U−1M55U
)
22
, (5.32a)
τ =
det
(
U−1M55U
)(
U−1M55U
)
22
. (5.32b)
5.2.2.5 The transmittance
In the context of graphene, we are mostly interested in the low-energy region of the spectrum,
that is close to the Dirac points. Therefore, in what concerns the electronic transport, it is a natural
choice to plot the transmittance, T = |τ |2 in terms of q = k −Kν , where k is measured from the
center of the FBZ [see Fig. 5.5].
In the low-energy limit, the graphene quasi-particles impinging on the defect line are massless
Dirac fermions with a wave-vector q, which defines their propagation direction. Therefore, in this
limit, it is intuitive to refer the transmittance to the angle θ that q makes with the defect line. As
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a consequence, and despite the fact that we are not necessarily working at low energies, we will
choose to express the transmittance (obtained from the TB model) in terms of  and θ, instead of
doing so in terms of  and kx. In Appendix 5.A.5 we show how starting from the expressions of
T (, kx) one can obtain the transmittance in terms of the energy and the angle θ, namely T (, θ).
Figure 5.5: (a) Pristine graphene FBZ where the incident wave vector, k, is signaled, as well as the
vector q = k−Kν . (b) Schemes of the electron scattering across a defect line in 2D for low energy
(wave vector around the Dirac cone) in two different cases: (b1)  > 0; (b2)  < 0. The labels (i),
(r) and (t) stand respectively for the incident, reflected and transmitted modes’ wave-vectors.
In Fig. 5.14 it can be seen that the two modes of the transfer matrix have opposite directions
of propagation. The figure also shows that when the sign of the energy is changed, the direction
of propagation of the modes is reversed. Suppose that for a given pair (, kx), the mode identified
by θ (or +qy) is the one with positive direction of propagation. Therefore, if we make the change
 → −, then the mode propagating in the positive direction along the one-dimensional chain is
now the one with −θ (or −qy) [compare panels (b1) and (b2) of Fig. 5.5].
As a consequence, and for the sake of comparison between scattering processes occurring at
positive energy and those happening at negative energy, we will plot the transmittance against the
angle θ′ = θ when  > 0, and against the angle θ′ = −θ when  < 0.
In Fig. 5.6 we represent the transmittance T = |τ |2 as function of the angle θ (when  > 0 and
−θ when  < 0), made between q of the incoming particle and the barrier [see Fig. 5.5]. In the
different panels of Fig. 5.6, we present the transmittance curves for several values of the energy.
The curves in the latter figure refer to the Dirac point K+. Those referring to the Dirac point K−,
are mirror symmetric to the former ones relatively to the axis θ = pi/2.
The transmittance profile arising from the pentagon-only defect line is essentially controlled by
the values of the hopping parameter ξ at the defect line [see Eqs. (5.32)]. Modifications of this
hopping parameter, result in very different transmittance behaviors: the transmission amplitude
for a given angle, θ, and a given energy, , is typically very different for distinct values of ξ; in
particular, the existence and position of an angle with perfect transmittance is strongly dependent
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Figure 5.6: Transmittance across the pentagon-only defect line as function of the incoming angle
θ between q (of the incoming particle) and the barrier. Remember that for negative energies, the
transmittance is plotted against the angle −θ. The hopping parameter at the defect, ξ, was fixed to
ξ = 1 in this set of plots. The transmittance is plotted for several different modulus of the energy.
These are: (a) |/t| = 0.01; (b) |/t| = 0.05; (c) |/t| = 0.1; (d) |/t| = 0.5. Positive energies
are represented by the black full lines, while the negative ones are represented by the dashed red
lines. The green full lines stand for the continuum low-energy result (that is energy-independent)
as obtained in Section 5.3. Only the curves associated with the Dirac point K+ are represented.
Those for the Dirac point K− are obtained from the former by a reflection of these over the axis
θ = pi/2.
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on ξ. The low-energy result is in good accordance with that obtained in Ref. [46] (or Section 5.3)
using the continuum approximation [see panel (a) of Fig. 5.6].
Looking at Eq. (5.32b) one can easily conclude that it is its denominator that controls the
transmittance, since from Eq. (5.14) and Eq. (5.109), we have that | det(U−1M55U)|2 = 1. Still,
the analysis of the mathematical expression of (U−1M55U)22 will give us little physical intuition
over the origin of an angle with perfect transmittance for some values of the hopping parameter
ξ. Notwithstanding, we will see that the continuum low-energy description of this system to be
developed in Section 5.3, will reveal itself of considerable usefulness in understanding the origin of
(low-energy) perfect transmittance for a particular angle of incidence (see sub-Section 5.3.1.2).
5.2.3 Scattering from a zz(5757) and a zz(558) defect line
In this sub-section we consider two other types of extended defect lines, namely the zz(5757)
[46, 47] and the zz(558) defect lines [5, 44, 43, 139, 46, 47] [see Fig. 5.7]. These defect lines are
more realistic, albeit somewhat more complex to treat. We will see that both these defect lines
give rise to a duplication of the unit cell. This originates a folding of the Brillouin zone, that brings
into play two additional scattering modes. Despite the fact that at low-energies the latter happen
to be evanescent modes, they must be considered in the computation of the scattering amplitudes.
y
x
y
x
Figure 5.7: (a): Scheme of a zz(5757) defect line. (b): Scheme of a zz(558) defect line.
The treatments of both the zz(5757) and the zz(558) defect lines are very similar to each other.
The only difference between them is on the microscopic details of each defect line. For the sake of
definiteness, we shall first study electron scattering from a zz(5757) defect line. We will employ
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again the procedure described in sub-Section 5.2.1, which was previously applied to the study of
the pentagon-only defect line (see sub-Section 5.2.2). Afterwards, we will compute the boundary
condition arising from the zz(558) defect line and present the results for both the zz(5757) and the
zz(558) cases.
5.2.3.1 Formulating the problem
As can be seen in Fig. 5.7(a), the zz(5757) defect line has a periodicity twice as large as that
of the pentagon-only defect line [see Fig. 5.3]. Therefore, its unit cell will necessarily be two times
bigger in the defect direction, when compared with the unit cell of pristine graphene.
Then, the most natural choice for the lattice vectors is 2u1 and u2 [where u1 and u2 were
defined in Eq. (2.1)]. As a consequence the unit cell of bulk graphene will be twice as big in the u1
direction. Therefore, the FBZ will be folded in comparison with the one of pristine graphene (see
Fig. 3.12). The Dirac points will then be located at Kν = νpi/(3a)(1,−
√
3), where again, ν = ±1
identifies the Dirac point.
Let us now write the TB Hamiltonian of the graphene layer with a zz(5757) defect line [see Fig.
5.7(a)]. As before, we can separate the Hamiltonian in three distinct parts: Hˆ = HˆU + HˆD + HˆL,
where HˆU (HˆL) stands for the Hamiltonian above (below) the defect line, while the remaining
term, HˆD, describes the defect line itself. In second quantization the explicit forms of HˆU and HˆL
read
HU(L) = −t
∑
m
∑
n
[(
b†1(m,n) + b
†
1(m,n− 1) + b†2(m− 1, n− 1)
)
a1(m,n)
+
(
b†2(m,n) + b
†
1(m,n− 1) + b†2(m,n− 1)
)
a2(m,n) + h.c.
]
, (5.33)
where for HU (HL) we have n ≥ 1 (n ≤ −1).
Similarly, the term describing the TB Hamiltonian at the defect line reads
HD = −t
∑
m
[(
ξcd
†
1(m) + b
†
1(m,−1) + b†2(m− 1,−1)
)
c1(m),
+
(
ξcd
†
2(m) + b
†
1(m,−1) + b†2(m,−1)
)
c2(m) + ξad
†
1(m)d2(m− 1),
+ξaf
†
1(m)f2(m) + ξbd
†
1(m)f1(m) + ξbd
†
2(m)f2(m) +
(
ξcf
†
1(m),
+a†1(m, 1) + a
†
2(m, 1)
)
g1(m) +
(
ξcf
†
2(m) + a
†
1(m+ 1, 1),
+a†2(m, 1)
)
g2(m) + h.c.
]
, (5.34)
where ξa, ξb and ξc stand for the renormalizations of the hopping amplitudes at the defect [see Fig.
5.7(a)].
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Again the system is invariant under translations r = 2mu1 (where m is an integer). Con-
sequently, we can make use of Bloch theorem and Fourier transform the Hamiltonian along this
direction, diagonalizing it with respect to the variable m. As expected, the resulting Hamiltonian
turns out to be equivalent to the Hamiltonian describing a quasi-one-dimensional chain, with four
atoms per unit cell and a defect at its center (see Fig. 5.8).
Figure 5.8: Effective one-dimensional chain obtained after Fourier transforming the Hamiltonian
of graphene with a zz(5757) defect line. The hopping parameters t′ and η, are short hands for t′ =
te−i2kxa and for η = tξae−i2kxa. The parameters ξa, ξb and ξc stand for the hopping renormalizations
appearing in Fig. 5.7(a).
Therefore, we can write the Hamiltonian of the effective one-dimensional chain as H(kx) =
HU (kx) +H
D(kx) +H
L(kx). The part above and below the defect read
HU(L)(kx) = −t
∑
n
[(
b†1(kx, n) + b
†
1(kx, n− 1) + ei2kxab†2(kx, n− 1)
)
×a1(kx, n) +
(
b†2(kx, n) + b
†
1(kx, n− 1) + b†2(kx, n− 1)
)
×a2(kx, n) + h.c.
]
, (5.35)
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while the part corresponding to the defect reads
HD(kx) = −t
[(
ξcd
†
1(kx) + b
†
1(kx,−1) + ei2kxab†2(kx,−1)
)
c1(kx) +
(
ξcd
†
2(kx)
+b†1(kx,−1) + b†2(kx,−1)
)
c2(kx) + ξae
−i2kxad†1(kx)d2(kx)
+ξaf
†
1(kx)f2(kx) + ξbd
†
1(kx)f1(kx) + ξbd
†
2(kx)f2(kx) +
(
ξcf
†
1(kx)
+a†1(kx, 1) + a
†
2(kx, 1)
)
g1(kx) +
(
ξcf
†
2(kx) + e
−i2kxaa†1(kx, 1)
+a†2(kx, 1)
)
g2(kx) + h.c.
]
. (5.36)
As was stated in sub-Section 5.2.2.1, the TB equations of this system are obtained from
its Schro¨dinger equation, Hˆ(kx)|µ, kx〉 = µ,kx |µ, kx〉. In this equation, Hˆ(kx) stands for the
Hamiltonian of the effective one-dimensional chain given by Eqs. (5.35)-(5.36). At the same time,
the eigenstate |µ, kx〉 can be expressed as a linear combination of the site amplitudes along the
one-dimensional chain
|µ, kx〉 =
2∑
i=1
∑
n6=0
[
Ai(kx, n)|ai; kx, n〉+Bi(kx, n)|bi; kx, n〉
]
+
2∑
i=1
[
Ci(kx)|ci; kx〉+Di(kx)|di; kx〉+ Fi(kx)|fi; kx〉
+Gi(kx)|gi; kx〉
]
, (5.37)
where the |zi; kx, n〉 = zˆ†i (kx, n)|0〉 stand for the one-particle states at the atom Zi of unit cell n
of the one-dimensional chain [with z = a, b on the bulk (n 6= 0) and z = c, d, f, g at the defect
(n = 0)].
5.2.3.2 Bulk properties
From the above discussion, we can readily write the TB equations in the bulk (n 6= 0) of the
quasi-one-dimensional chain. They read
A1(kx, n) = −tB1(kx, n)− tB1(kx, n− 1)− te−i2kxaB2(kx, n− 1) , (5.38a)
B1(kx, n) = −tA1(kx, n)− tA1(kx, n+ 1)− tA2(kx, n+ 1) , (5.38b)
A2(kx, n) = −tB2(kx, n)− tB1(kx, n− 1)− tB2(kx, n− 1) , (5.38c)
B2(kx, n) = −tA2(kx, n)− tei2kxaA1(kx, n+ 1)− tA2(kx, n+ 1) . (5.38d)
As before, we can write a recurrence relation between the amplitudes of the unit cell located
at position n and those of the unit cell located at position n+ 1. Following a procedure similar to
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that leading to Eqs. (5.22) and (5.23), one obtains
L(n+ 1) = T(, kx).L(n), (5.39)
where L(n) = [A1(kx, n), B1(kx, n), A2(kx, n), B2(kx, n)]
T , and the transfer matrix, T(, kx), has
the following form
T(, kx) = − 1
1− ei2kxa


t 1 − t −1
−w(,−kx) − t w(, kx) t
− t −1 ei2kxa t ei2kxa
w(, kx)

t −w(,−kx)ei2kxa −ei2kxa t
 , (5.40)
where w(, kx) = −1 + ei2kxa + 2/t2.
If we take into account the nature of the folding of the FBZ, we can make a basis change that
will turn the transfer matrix T(, kx) into a block diagonal matrix (see Appendix 5.A.4). Such a
basis change groups the modes in two distinct pairs, uncoupling the bulk descriptions of each one
of these pairs. We dub the modes of one of those pairs as the + modes, while the modes of the
other are going to be called − modes. Each one of these pairs of modes is associated with a pair of
energy bands present in the folded FBZ. Note, for instance, that when we position ourselves near
the Dirac points, Kν = νpi/3(1/a,−
√
3/a), the + modes turn out to be high in energy (+ ≈ 2t),
while the − modes are low in energy (− ≈ 0) [25].
The latter basis change reads
L(n) = Λ(kx).L(n), (5.41)
where L(n) = [A+(kx, n), B+(kx, n), A−(kx, n), B−(kx, n)]T , while the matrix Λ(kx), reads (see
Appendix 5.A.4)
Λ(kx) =
1√
2

1 0 e−ikxa 0
0 1 0 e−ikxa
1 0 −e−ikxa 0
0 1 0 −e−ikxa
 . (5.42)
Applying this transformation to the transfer matrix (5.40) we obtain a new expression for the
transfer matrix, T(, kx) = Λ(kx)T(, kx)Λ−1(kx), where
T(, kx) =
[
T+(, kx) 0
0 T−(, kx)
]
. (5.43)
is block diagonal. In the above expression, T+ and T− are 2× 2 transfer matrices associated with
the + and the − modes, respectively. These matrices are given by:
T+(, kx) = − e
−i kxa
2
2 cos
(
kxa
2
) [ 1 t− t 4 cos2 (kxa2 )− 2t2
]
; (5.44a)
T−(, kxa) =
e−i
kxa
2
2i sin
(
kxa
2
) [ 1 t− t 4 sin2 (kxa2 )− 2t2
]
. (5.44b)
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Again, as was said in sub-Section 5.2.1, the eigenvalues and eigenvectors of the transfer matrix
T give the Bloch solutions of the problem. Eigenvalues with unit modulus, |λ|2 = 1, correspond to
Bloch solutions propagating along the one-dimensional chain (a band state), while eigenvalues with
non-unit modulus, |λ|2 6= 1, correspond to evanescent Bloch solutions [decreasing with n → +∞
(n→ −∞) when |λ|2 < 1 (|λ|2 > 1)].
Moreover, in the basis that uncouples + and − modes, the matrices T+ and T− give the Bloch
solutions associated with each one of the + and − energy sectors. Again, these can be either
propagating or evanescent depending on the energy  and momentum kx. Of relevance is the case
where the scattering process occurs at a sufficiently small energy ( . 2t) so that we are sufficiently
near the Dirac points. In this case, the + modes turn out to be evanescent while the − ones are still
propagating. When we are at very low-energies,  ≈ 0, and very near the Dirac points, kx ≈ Kν ·u1,
the transfer matrices associated with each pair of modes read
T+
(
0, ν
pi
3a
)
= −e−iν pi6
[
1√
3
0
0
√
3
]
, (5.45a)
T−
(
0, ν
pi
3a
)
= e−iν
2pi
3
[
1 0
0 1
]
. (5.45b)
Thus, we can conclude that the + modes are evanescent either decreasing or increasing exponentially
as e−n log
√
3 or as en log
√
3 with increasing n. At the same time the − modes are propagating.
5.2.3.3 The zz(5757) defect
It is important to note that the conclusions of sub-Section 5.2.3.2 apply not only to the case
of the zz(5757) defect line, but also to the zz(558) defect line. In fact, the reasoning pursued in
sub-Section 5.2.3.2 describes the bulk of systems whose unit cell’s size in the direction of u1 is
twice as large as that of pristine graphene. As we can readily conclude from Fig. 5.7, both the
zz(5757) defect line and the zz(558) one impose the same duplication of the unit cell along the
zigzag direction. As a consequence, the bulk problem of these two systems is described by the same
transfer matrix relations, Eqs. (5.40)-(5.44).
As previously noted, what distinguishes electron scattering in the zz(5757) and in the zz(558)
defect lines are the microscopic details of each one of these defects. Next we will show how to
compute the boundary condition relation for each one of these two defect lines.
Let us start by the case of the zz(5757) defect. From Eqs. (5.36) and (5.37) we write the TB
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equations at the zz(5757) defect. They read
−
t
A(1) = W †AG(0) + B(1), (5.46a)
−
t
G(0) = ξcF(0) +WAA(1), (5.46b)
−
t
F(0) = ξbD(0) + ξcG(0) + ξaσxF(0), (5.46c)
−
t
D(0) = ξcC(0) + ξbF(0) + ξaσ
′
xD(0), (5.46d)
−
t
C(0) = W †AB(−1) + ξcD(0), (5.46e)
−
t
B(−1) = A(−1) +WAC(0), (5.46f)
where Z(n) = [Z1(n), Z2(n)]
T , for Z = A,B,C,D, F,G. The matrices WA, σx and σ
′
x appearing in
Eqs. (5.46), are given by
WA =
[
1 1
e2ikxa 1
]
, (5.47a)
σx =
[
0 1
1 0
]
, (5.47b)
σ′x =
[
0 e−2ikxa
e2ikxa 0
]
. (5.47c)
In close analogy with what was done for the case of the pentagon-only defect line, and after
some elementary algebraic manipulations, one can rewrite the above 2 × 2 matrix equations in a
more compact form: [
B(1)
A(1)
]
= −
[

t I2
(
WA
)†
−I2 0
][
A(1)
G(0)
]
, (5.48a)[
A(1)
G(0)
]
= −
[

t
(
WA
)−1
ξc
(
WA
)−1
−I2 0
][
G(0)
F(0)
]
, (5.48b)[
G(0)
F(0)
]
= −
[
1
ξc
(

t I2 + ξaσx
)
ξb
ξc
I2
−I2 0
][
F(0)
D(0)
]
, (5.48c)
[
F(0)
D(0)
]
= −
[
1
ξb
(

t I2 + ξaσ
′
x
)
ξc
ξb
I2
−I2 0
][
G(0)
C(0)
]
, (5.48d)[
D(0)
C(0)
]
= −
[

tξc
I2 1ξc (WA)
†
−I2 0
][
C(0)
B(−1)
]
, (5.48e)[
C(0)
B(−1)
]
= −
[

t (WA)
−1 (WA)−1
−I2 0
][
B(−1)
A(−1)
]
, (5.48f)
where I2 stands for the 2×2 unit matrix. Note that Eqs. (5.48) are now 4×4 matrix equations. In
what follows we are going to denote the matrices in Eqs. (5.48a), (5.48b), (5.48c), (5.48d), (5.48e)
and (5.48f) by P1(, kx), P2(, kx), P3(, kx), P4(, kx), P5(, kx) and P6(, kx), respectively.
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The boundary condition matrix equation relating the vectors L(1) and L(−1), where
L(n) = [A1(kx, n), B1(kx, n), A2(kx, n), B2(kx, n)]
T (5.49)
becomes
L(1) = M5757.L(−1). (5.50)
In the above equation, the boundary condition matrix, M5757, is a 4 × 4 matrix (in contrast with
the case of the pentagon-only defect line) that is given by
M5757 = R.P1.P2.P3.P4.P5.P6.RT , (5.51)
where, for the sake of simplicity of notation, we have omitted the dependence of the matrices
Pi on  and on kx; the matrix R in Eq. (5.50) makes a basis change from {B1, B2, A1, A2} to
{A1, B1, A2, B2}, and is defined by
R =

0 0 1 0
1 0 0 0
0 0 0 1
0 1 0 0
 . (5.52)
It is worth commenting that, if we change to the basis that uncouples the + and − energy
sectors, M5757(, kx) = ΛM5757(, kx)Λ−1 [where matrix Λ is defined in Eq. (5.42)], we readily
conclude that the boundary condition matrix mixes + and − modes on opposite sides of the defect.
5.2.3.4 The zz(558) defect
We can employ an entirely analogous procedure to the zz(558) defect. As before, we can write
the Hamiltonian describing such a system, and from it we write the TB equations at the zz(558)
defect [see Fig. 5.7(b)]. These read
−
t
A(1) = W †AB(0) + B(1), (5.53a)
−
t
B(0) = ξ1D(0) +WAA(1), (5.53b)
−
t
D(0) = ξ1B(0) + ξ2σ
′
xD(0) + ξ1A(0), (5.53c)
−
t
A(0) = ξ1D(0) +W
†
AB(−1), (5.53d)
−
t
B(−1) = A(−1) +WAA(0), (5.53e)
where, once more we use the notation Z(n) = [Z1(n), Z2(n)]
T , for Z = A,B,D. The matrices WA
and σ′x were already defined in Eqs. (5.47).
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As before, we can easily rewrite the above 2× 2 matrix equations in a more compact form[
B(1)
A(1)
]
= −
[

t I2
(
WA
)†
−I2 0
][
A(1)
B(0)
]
, (5.54a)[
A(1)
B(0)
]
= −
[

t
(
WA
)−1
ξ1
(
WA
)−1
−I2 0
][
B(0)
D(0)
]
, (5.54b)[
B(0)
D(0)
]
= −
[
1
ξ1
(

t I2 + ξ2σ
′
x
)
I2
−I2 0
][
D(0)
A(0)
]
, (5.54c)[
D(0)
A(0)
]
= −
[

tξ1
I2 1ξ1 (WA)
†
−I2 0
][
A(0)
B(−1)
]
, (5.54d)[
A(0)
B(−1)
]
= −
[

t (WA)
−1 (WA)−1
−I2 0
][
B(−1)
A(−1)
]
. (5.54e)
The 4× 4 matrices appearing on the RHS of Eqs. (5.54a), (5.54b), (5.54c), (5.54d) and (5.54e) will
be denoted by Q1(, kx), Q2(, kx), Q3(, kx), Q4(, kx) and Q5(, kx), respectively.
The boundary condition matrix equation relating L(1) and L(−1) is of the same form as in
Eq. (5.50)
L(1) = M558.L(−1), (5.55)
where, the boundary condition matrix, M558, is a 4× 4 matrix now given by
M558 = R.Q1.Q2.Q3.Q4.Q5.RT . (5.56)
Afresh, for the sake of simplicity of notation, we have omitted the dependence of the matrices Qi
on  and on kx.
Once again, in the basis that uncouples the + and the − modes, M558(, kx) = ΛM558Λ−1
[where matrix Λ is defined in Eq. (5.42)], one readily sees that this boundary condition matrix also
mixes the modes of the + and the − energy sectors of opposite sides of the defect.
5.2.3.5 Computing the scattering coefficients
The scattering problem from the zz(5757) [and the zz(558)] defect line can now be solved
completely using the boundary condition at the defect, Eqs. (5.51) [Eq. (5.56)], and the modes
allowed in the bulk [obtained from the transfer matrix, Eq. (5.43)-(5.44)].
Let us suppose that we are working at positive energy and around the ν = +1 Dirac point
[K+ = pi/3(1/a,−
√
3/a)]. Moreover, we suppose that the energy is small, so that the + modes are
evanescent. We then consider the scattering process in which we have one incoming mode from
n = −∞ associated with the − energy sector. Due to the presence of the defect at n = 0, there
will be a reflected as well as a transmitted mode. Besides, in accordance with what was said above,
there will be two evanescent modes associated with the + energy sector.
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We choose to denote |Ψ(−)> 〉 (|Ψ(−)< 〉) as the right (left) moving mode associated with the− energy
sector of the transfer matrix [see Eqs. (5.40)-(5.44)] when we are both at  > 0 and around the
K+ Dirac point; the corresponding eigenvalues are denoted by λ
(−)
> (λ
(−)
< ). Similarly, we denote by
|Ψ(+)> 〉 (|Ψ(+)< 〉) the + energy sector’s transfer matrix mode [see Eq. (5.40)-(5.44)], which decreases
(increases) in the direction of u2. This mode’s corresponding eigenvalue is going to be denoted by
λ
(+)
> (λ
(+)
< ). We can thus write the wave function on each side of the defect as
L(n < 0) =
(
λ
(−)
>
)n+1|Ψ(−)> 〉+ ρ−(λ(−)< )n+1|Ψ(−)< 〉+ ρ+(λ(+)< )n+1|Ψ(+)< 〉, (5.57a)
L(n > 0) = τ−
(
λ
(−)
>
)n−1|Ψ(−)> 〉+ τ+(λ(+)> )n−1|Ψ(+)> 〉, (5.57b)
where ρ− and τ− (ρ+ and τ+) are the reflection and transmission scattering amplitudes of the −
(+) modes, respectively.
As before, for different choices of  and kx the incoming, reflected, transmitted and evanescent
modes must be chosen accordingly with the direction of propagation and/or direction of increase
of the eigenmodes of the transfer matrix (see Fig. 5.15).
In order to determine the scattering coefficients ρ± and τ±, and in accordance with sub-Section
5.2.1, we just need to substitute Eqs. (5.57) in the boundary condition expression arising from the
zz(5757) [zz(558)] defect, Eq. (5.50) [Eq. (5.55)], to obtain the equivalent of Eq. (5.12) for these
cases, 
τ+
0
τ−
0

n=+1
= U−1MU

0
ρ+
1
ρ−

n=−1
, (5.58)
where we have omitted the subscripts identifying the boundary condition matrix [either M5757 for
the zz(5757) defect, or M558 for the zz(558)]. In the above equation, the matrix U is the matrix
mediating the basis transformation from the basis {A+, B+, A−, B−} to the proper basis of the
transfer matrix. As stated in sub-Section 5.2.1, each column of U is one of the eigenmodes of the
transfer matrix U =
[
|Ψ(+)> 〉, |Ψ(+)< 〉, |Ψ(−)> 〉, |Ψ(−)< 〉
]
, written in the {A+, B+, A−, B−} basis.
Solving the above linear system of four equations can be readily accomplished with a computer
algebra system. Its solution determines completely the scattering amplitudes of the problem.
5.2.3.6 The transmittance
As before, we are interested in computing the transmittance for relatively low-energies, which
is equivalent to say that we want to compute the transmittance around the Dirac points. Conse-
quently, the + modes will be evanescent while the − modes will be propagating. Therefore the
transmittance is going to be given by T = |τ−|2.
Besides, as we will be looking at low energies, it will be more natural to choose to express the
transmittance in terms of the incident particle wave-vector’s small deviation from the Dirac points,
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q = k −Kν [see Fig. 5.5], where now Kν = νpi/3(1,−
√
3) identifies the Dirac point (ν = ±1).
As before, we will opt to plot the transmittance against the angle that q (of the incident particle)
makes with the barrier (see Appendix 5.A.5).
Similarly to what was done for the transmittance in the pentagon-only defect case, here, and
for the sake of comparison between scattering processes occurring at positive and negative energy,
we will plot the transmittance against θ′ = θ when  > 0, plotting it against θ′ = −θ when  < 0.
In Fig. 5.9 we represent the transmittance T = |τ−|2 [associated both with the zz(5757) and
the zz(558) defect lines] as function of the angle θ (when  > 0 and −θ when  < 0), made between
q and the defect line. In the several panels of Fig. 5.9, we present the transmittance curves for
different values of the energy [the ones referring to the zz(5757) defect are those in panels (a), while
the ones referring to the zz(558) defect are those in panels (b)]. The curves in the Fig. 5.9 refer
to the Dirac point K+. Those referring to the Dirac point K−, are mirror symmetric relatively to
the line θ = pi/2 to the ones presented in the figure. In order to obtain the transmittance curves of
Fig. 5.9, all hopping renormalizations were set equal to one in both defects: ξa = ξb = ξc = 1 and
ξ1 = ξ2 = 1.
Figure 5.9: (a): Transmittance through the zz(5757) defect line as function of the angle θ (when
 > 0 and −θ when  < 0) between q and the barrier. The hopping parameters at the defect have
the value ξa = ξb = ξc = 1. (b): Transmittance through the zz(558) defect line as function of the
angle θ (when  > 0 and −θ when  < 0) between q and the barrier. The hopping parameters
at the defect are ξ1 = ξ2 = 1. In each group of panels, the transmittance is plotted for several
different energy modulus. These are: (a1) and (b1) |/t| = 0.01; (a2) and (b2) |/t| = 0.05; (a3)
and (b3) |/t| = 0.1; (a4) and (b4) |/t| = 0.3. Positive energies are represented by the black full
lines, while the negative ones are represented by the dashed red lines. Only the curves associated
with the Dirac point K+ are represented. Those for the Dirac point K− are obtained from the
former by a reflection of these over the axis θ = pi/2.
Again, the transmittance profile arising from each of these defect lines, is controlled by the
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values of the hopping parameters at the defect line: ξ1 and ξ2 in the case of zz(558) defect line;
ξa, ξb and ξc in the case of the zz(5757) defect line. Modifications of these parameters result in
very different transmittance behaviors. Here as in the pentagon-only defect case, the analysis of
the TB expressions giving the transmission amplitude, Eq. (5.58), is of little help regarding the
acquisition of physical intuition over the presence and position of perfect transmittance angles for a
particular set of values for these hopping parameters. Nevertheless, using the continuum low-energy
description of these systems can help one bridge this gap at least for low energies [verify the good
accordance between the TB and the low-energy description of these systems in Fig. 5.9(a1) and
(b1)]. Therefore, we will postpone this discussion to sub-Section 5.3.2.
5.3 A continuum low-energy approach
The use of the continuum approximation in the scope of graphene has led to a better under-
standing of many important phenomena occurring in this material [9, 50, 49, 48]. Similarly, the
use of this approach in the study of the electronic scattering across extended defects in graphene,
may further extend our insight onto the physics underlying these events.
As we have seen in sub-Section 2.3.2, a continuum approximation of graphene’s first neighbor
TB Hamiltonian for states in the vicinity of the Dirac points, describes graphene’s low energy
charge carriers as massless Dirac fermions. These are governed by two copies of Dirac Hamiltonian,
each one of them valid around each of the Dirac points [142]. In this limit, a finite width defect line
turns out to essentially act as a one-dimensional (infinitesimally thin) line, separating two distinct
regions governed by Dirac Hamiltonian. The defect line is modeled by a boundary condition on
the Dirac spinors, imposing a discontinuity across the defect. Moreover, this boundary condition
determines the scattering properties of the defect.
However, while some general properties of the boundary condition and transmittance can be
obtained using only the continuum description, the specific boundary condition must be derived
from the TB model of the defect. As a consequence, following the results of the previous section
(see Section 5.2), in the paragraphs to come, we will focus on the study of the electronic scattering
across zigzag oriented periodic defect lines in the continuum low-energy limit [139, 46].
Note that when studying extended defect lines with such an orientation, we can ignore intervalley
scattering, and thus consider only one copy of the Dirac equation.1 However, were we studying
defect lines oriented in other directions, we would in general have to account for low-energy
intervalley scattering, and therefore consider both Dirac equations when solving the scattering
problem across that defect.
In the present section we will illustrate how to solve this kind of problems, treating in first place
1When the period of the defect is not a multiple of three of the lattice parameter [138], each Dirac valley sits at
different values of the Bloch momentum parallel to the direction of the line defect, which is a conserved quantity. In
these situations there is no intervalley scattering, and we can consider only one copy of the Dirac equation.
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the scattering across the pentagon-only defect line (sub-Section 5.3.1). From the TB model for this
defect we will determine the low-energy boundary condition that the Dirac fermions must obey.
Afterwards we will concentrate in two more realistic linear defects: the zz(588) and the zz(5757)
defects (sub-Section 5.3.2). As previously stated, these defects will force a unit cell duplication,
bringing into play an additional pair of modes whose nature is of high-energy around the Dirac
points. At low energies, the high-energy modes happen to be evanescent. Therefore, they will
necessarily be located at the vicinity of the defect line and thus will dress the boundary condition
that the Dirac fermions see when scattering through these defect lines. We will compute that
effective boundary condition and from it extract the transmittance across these defects.
Finally, we will also compute the conductance across a defect line of length L and find it to
be proportional to kFL at low temperatures, for all the three defects considered (see sub-Section
5.3.3).
5.3.1 Electron transport across a pentagon-only grain boundary
5.3.1.1 The continuum description
As just said, a graphene plane with an extended line defect can be viewed in the continuum
low-energy limit as two half-planes of massless Dirac fermions, which cannot be joined smoothly,
because of the defect, a line of discontinuity. To approach this problem, consider a finite strip of
width W in the y direction, where there is a general local potential, Vˆ (y) = Vs+Vxσx+Vyσy+Vzσz,
for |y| < W/2, such that W × (Vs,V) → (u0,v0) as W → 0. Integrating the Dirac equation in
the y coordinate, the resultant general boundary condition for the Dirac spinor has the form (see
Appendix 5.B.1)
Ψ(x, 0+) =MΨ(x, 0−), (5.59)
where the 2× 2 matrix M reads
M = e−iσy(u0I2+v0·σ)/vF , (5.60)
and σ = (σx, σy, σz). The σi stand for the Pauli matrices, while I2 identifies the unit 2 × 2
matrix. This boundary condition has to satisfy the conservation of current in the y direction, i.e.,
Ψ†(x, 0+)σyΨ(x, 0+) = Ψ†(x, 0−)σyΨ(x, 0−) for any spinor, which implies that M†σyM = σy; the
form given in Eq. (5.60) satisfies this condition. An important feature, borne out by the derivation
of Appendix 5.B.1, is energy independence of the boundary condition. When we integrate the Dirac
equation across the strip, and take the limit W → 0 , the term containing the energy  of the state,
which, unlike the potential, is fixed, drops out.
An incoming wave from y = −∞, will be partly reflected and partly transmitted at the defect.
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As a consequence, the real-space wave function on each side of the defect line is given by
Ψνqs(r) =
1√
2
[
1
seiθq,ν
]
ei(qxx+qyy) +
ρ√
2
[
1
seiθq,ν
]
ei(qxx−qyy), y < 0 , (5.61a)
Ψνqs(r) =
τ√
2
[
1
seiθq,ν
]
ei(qxx+qyy), y > 0 , (5.61b)
where ν = ±1 specifies the Dirac cone, θq,ν is the complex phase of νqx + iqy, and θq,ν = −θq,ν ,
the complex phase of νqx − iqy (see Fig. 5.5). The sign of the energy is noted by s. Imposing the
general boundary condition gives immediately the following general expression for the transmission
probability
T ν(E, θ) =
4 sin2 θ∣∣∣∣eiν2θM11 + νeiνθ(M12 −M21)−M22∣∣∣∣2
, (5.62)
where we have used the property |detM| = 1, which follows from the condition of flux conservation,
M†σyM = σy. A feature that follows naturally from this formulation, is the energy independence
of the transmission across the defect.
However, to determine the actual values of the matrix elements of M for a specific defect in a
graphene lattice we must consider its microscopic description.
5.3.1.2 The low energy limit of tight-binding
As was stated in sub-Section 5.2.2.1, the first-neighbor TB Hamiltonian of graphene with a
pentagon-only defect line (see Fig. 5.3), can be written as the sum of three terms, Hˆ = HˆU +HˆD+
HˆL, where HˆU (HˆL) stands for the Hamiltonian above (below) the defect line, while the remaining
term, HˆD, describes the defect line itself. In second quantization the explicit forms of HˆU and HˆL
are written in Eq. (5.15), while the term describing the defect, HD, is written in Eq. (5.16).
As was demonstrated in sub-Section 5.2.2.1, if we Fourier transform the Hamiltonian along the
zigzag direction (x-direction), we reduce it to an effective one-dimensional chain with two atoms
per unit cell and a localized defect at its center (see Fig. 5.4). The Hamiltonian of this effective
chain reads Hˆ(kx) = Hˆ
U (kx) + Hˆ
D(kx) + Hˆ
L(kx), where the three terms on its RHS depend on the
momentum along the defect longitudinal direction, kx, and are explicitly written in Eqs. (5.17).
At the bulk of the one-dimensional chain (n < −1 and n > 0), the TB equations for unit cell n,
involve amplitudes at three different positions, n− 1, n and n+ 1, and are written in Eqs. (5.20).
Remember that in sub-Section 5.2.2.2, starting from the bulk TB equations, we have obtained
a transfer matrix equation relating amplitudes at unit cell n + 1 with those at unit cell n, Eqs.
(5.22). The transfer matrix, T(, φ), is written in Eq. (5.23). Recall that the eigenvectors of matrix
T(, φ) with eigenvalues with |λ|2 = 1, correspond to Bloch solutions propagating along the one-
dimensional chain (band states), whereas those with eigenvalues |λ|2 6= 1, correspond to evanescent
states which decrease when n→ +∞ (n→ −∞) when |λ|2 < 1 (|λ|2 > 1).
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As seen in sub-Section 5.2.2.3, we can use the TB equations at the defect, Eqs. (5.24), to
construct a boundary condition equation relating amplitudes at both sides of the defect, Eq. (5.27).
Consider in parallel the equations that propagate the state in the bulk, Eq. (5.22), and the
boundary condition valid at the defect, Eq. (5.27):[
A(kx, n+ 1)
B(kx, n+ 1)
]
= T(, φ)
[
A(kx, n)
B(kx, n)
]
bulk; (5.63a)[
A(kx, 1)
B(kx, 1)
]
= M55(, φ)
[
A(kx,−1)
B(kx,−1)
]
defect; (5.63b)
As was already stated, near a Dirac point Kν , the slowly varying Dirac spinor Ψ
ν(r) is defined by
(ignoring irrelevant normalization constants)
Ψν(mu1 + nu2) = e
−iKν ·(mu1+nu2)
[
A(m,n)
B(m,n)
]
, (5.64)
and for a plane wave along u1
Ψν(mu1 + nu2) = e
−iKν ·nu2
[
A(kx, n)
B(kx, n)
]
ei(k−Kν)·mu1
≡ Ψν(qx, nu2)eiq·mu1 , (5.65)
where q = k−Kν . This allows us to recast Eqs. (5.63a) and (5.63b) in terms of the Dirac fields,
Ψν (qx, (n+ 1)u2) = e
−iKν ·u2T(, φν)Ψν(qx, nu2), (5.66a)
Ψν(qx,u2) = e
−iKν ·2u2M55(, φν)Ψν(qx,−u2), (5.66b)
where Kν · u2 = −ν2pi/3 and φν = ν4pi/3 + qxa.
If we take the Fourier transform with respect to the spatial variable along u2 in Eq. (5.66a), we
obtain
Ψνq = e
iν2pi/3e−iq·u2T(, φ)Ψνq . (5.67)
In Appendix 5.B.2 we show that the matrix multiplying Ψνq on the RHS tends to the identity matrix
when q,  → 0; if we expand the RHS to linear order in  and q, we obtain, as we should, the
Dirac-Weyl equation (see Appendix 5.B.2).
When qx, → 0, the expression e−iKν ·2u2M(, φν) reads
e−iν2pi/3M55(, φν)→
(
0 1
−1 ξ
)
. (5.68)
Then one can write Eq. (5.66b) as
Ψν(qx,u2) =
(
0 1
−1 ξ
)
Ψν(qx,−u2). (5.69)
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After Fourier transforming the previous equation in qx, and as the continuum approximation
yields a → 0 in u2, near the Dirac point, we end up concluding that the defect introduces a
discontinuity in the Dirac fields of the form we derived from general considerations, Ψν(x, 0+) =
M55Ψν(x, 0−), with
M55 =
(
0 1
−1 ξ
)
. (5.70)
The transmission probability, given by the general expression of Eq. (5.62), becomes here
T ν(θ) =
sin2 θ
1− νξ cos θ + ξ2/4 . (5.71)
In Fig. 5.10, we plot the transmission probability T , in terms of the angle of incidence on
the defect line, for both the TB and the CA, with ξ = 0.3. The various plots refer to different
energies, but always to the same Dirac point (ν = 1). As expected, the lower the energy, the better
the agreement between the TB and the CA results. For the other Dirac point, the results are
mirror-symmetric relatively to the normal incidence angle θ = pi/2.
Figure 5.10: Plot of the transmission probability, T , in terms of the angle of incidence on the
pentagon-only defect line, θ+q (for the low-energy limit, around K+). We have used the value
ξ = 0.3 to obtain these curves. In each of the panels, we compare the TB result for  > 0 (full
violet curves) and for  < 0 (dashed violet curves), with that obtained from the CA (in green).
Panel (a), (b), (c), (d), (e) and (f), stand, respectively, for energies |/t| = 0.01, |/t| = 0.04,
|/t| = 0.08, |/t| = 0.16, |/t| = 0.32 and |/t| = 0.64.
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As we have pointed out in sub-Section 5.2.2.5, depending on the particular value of the hopping
parameter ξ, there might be an angle of perfect transmittance (see Fig. 5.6 and Fig. 5.10). We
will now briefly discuss the origin of this feature.
As previously argued, in the continuum low-energy limit, one can see the defect line as a
strip of width W , where there is a general local potential, Vˆ (y) = Vs + Vxσx + Vyσy + Vzσz that
W (Vs,V)→ (u0,v0). In Appendix 5.B.3, we show that the general local potential arising from the
pentagon-only defect line is of the form: Vs 6= 0 6= Vx and Vy = 0 = Vz. Inside the strip, the scalar
potential term, Vs, changes the direction of propagation of the massless Dirac fermion, but keeps
its spin aligned with its momentum (here and in the following paragraphs ”spin” refers to the sub-
lattice pseudo-spin degree of freedom). In contrast, the term Vx has the effect of not only changing
the direction of propagation of the fermions inside the strip, but also of misaligning its spin with
its momentum (see Appendix 5.B.3). When , qx → 0, the fermions inside the strip all propagate
in the same direction, with the same misalignment between their spin and their momentum. Their
spin makes an angle α = arccos(ξ/2) with the line defect.
At very low energies, fermions incident on the strip at an angle α have their spin already aligned
with the spin direction inside the strip, and thus, their wave function outside and inside the strip
can be matched without a reflected wave; the strip will be invisible to them and they will be totally
transmitted across the defect line. Fermions at a different angle of incidence will have their spin
outside and inside the strip misaligned, and thus will only be partly transmitted by the defect line.
As a consequence, in the case of a pentagon-only defect line, the angle of perfect transmission (at
very low energies) is exactly given by α = arccos(ξ/2) [see Fig. 5.10(a) and Fig. 5.6(a)]. We see
that this mechanism is entirely identical to that of perfect normal transmission across a barrier
with a scalar potential [50]; the difference lies only with the presence of a Vx term, which induces
misalignment between spin and momentum, and changes the direction along which spin alignment
inside and outside the barrier occurs.
In the cases where |ξ| > 2, the wave-number associated with the fermions propagating inside the
strip, q˜y, becomes imaginary: the wave function is evanescent inside the strip. Moreover, α becomes
imaginary and thus, the spin of the fermion has a non-zero z component. The fermions outside
and inside the strip can never have their spin perfectly aligned. Their wave functions cannot match
without a reflected component, and there is no incident direction with perfect transmittance.
A special case is of some interest, namely, for low energies, and ξ = 2, the transmission
probability becomes T ν(θ) = (1 + ν cos θ)/2, in which case the pentagon-only defect line acts
as a valley filter, for angles of incidence close to θ = 0, pi. This same feature has been found by
Gunlycke and White [44] in another type of defect, the zz(558), which we consider in the next
sub-section; this is no accident; we will show that these two defects share the same low-energy
limit.
It is worth noting, that since the passage matrix in the continuum limit is obtained with
φ = Kν · u1 and  = 0, it is easily got in a back of envelope calculation, by writing and solving the
142 5. SCATTERING BY LINEAR DEFECTS IN GRAPHENE
TB equations at zero energy. This procedure is carried out in Appendix 5.B.4.
It is expected that defect lines and grain boundaries in graphene are reactive [176], being a likely
location for adsorption of atoms or molecules. Such adsorbates, are expected to locally perturb the
properties of the defect lines. For simplicity, we may assume that the adsorbate only modifies the
local energy at the atom it adsorbs to. We can account for such a phenomenon in the pentagon-only
defect line, including in its TB model, an on-site energy 0 at the D atoms of the defect line (see Fig.
5.3 or Fig. 5.4). Such a modification of the TB model, will necessarily modify the TB boundary
condition matrix, M55 [see Eq. (5.27)], and inherently its continuum approximate counterpart,M55
[see Eq. (5.70)]. The TB boundary condition matrix, [see Eqs. (5.28)], will have its + 2ξt cos(kxa)
term modified. This term will now include the on-site energy, 0, reading 
′ = + 2ξt cos(kxa) + 0.
In the CA limit, the boundary condition matrix, M55, will have (ξt − 0)/t in its (M55)22 entry,
instead of having simply ξ. Thus, the adsorption of molecules at the defect line, in very low energies,
will be equivalent to rescaling the hopping between the D atoms at the defect line.
5.3.2 The zz(558) and the zz(5757) defect lines
We now extend this treatment to the case of a zz(558) defect line [5, 44, 43, 139, 46, 47] [see
Fig. 5.7(b)], and of a zz(5757) defect line [46, 47] [see Fig. 5.7(a)].
We can proceed in close analogy with the case of a pentagon-only defect line treated in the
previous sub-section. Notwithstanding, we must be aware that these defects exhibit a feature that
is not present in the previous case, namely, the doubling of the unit cell in the direction parallel to
the defect. As a consequence, the corresponding folded FBZ has twice as many states at the same
Bloch wave vector, as in the original FBZ of graphene; the real space unit cell has two A (A1, A2)
and two B (B1, B2) sites. Around the new Dirac points, now located at K± = ±(1,−
√
3)pi/(3a),
there will be, in addition to two low-energy Dirac cones, two high energy bands [25]. At low
energies,  ≈ 0, the extra states show up as evanescent solutions [26, 46].
From sub-Section 5.2.3.2, we know that these two pairs of modes can be uncoupled [see Eqs.
(5.41) and (5.42)]. In the basis that uncouples them, the transfer matrix arising from the TB bulk
equations is block diagonal [see Eqs. (5.43) and (5.44)]. It reads Td(, φ) = diag[T+(, φ),T−(, φ)].
Thus, the + and − amplitudes propagate independently.
At the same time, we have seen that it is possible to write a matrix equation, relating amplitudes
at both sides of the defect lines, L(1) = ML(−1). The matrix M is a 4 × 4 matrix, in general,
admixing high and low-energy modes of different sides of the defect [see Eq. (5.50) and Eq. (5.55)].
We have also seen that the high-energy sector transfer matrix in the bulk near  ≈ 0 and
φ ≈ Kν · u1 = νpi/3 is
T+
(
0, ν
pi
3
)
= −e−iνpi/6
[
1√
3
0
0
√
3
]
; (5.72)
The corresponding eigenstates are evanescent, one growing exponentially as e(n log 3)/2, localized on
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the B sub-lattice, and the other decreasing as e−(n log 3)/2, localized in the A sub-lattice. This same
result was obtained by Ostaay et al. in the scope of the total reconstruction of the zigzag edge by
Stone-Wales defects [26].
Therefore, we conclude that a low-energy state must have the following form in each one of the
sides of the defect:
Φ˜(kx, n) ≈

0
B+(kx, n)
A−(kx, n)
B−(kx, n)
 , for n < 0; (5.73a)
Φ˜(kx, n) ≈

A+(kx, n)
0
A−(kx, n)
B−(kx, n)
 , for n > 0. (5.73b)
This form fixes the B+(kx,−1) amplitude, in terms of the low energy amplitudes A−(kx,−1) and
B−(kx,−1), since
M22B+(kx,−1) +M23A−(kx,−1) +M24B−(kx,−1) = 0, (5.74)
and leads to an effective boundary condition relation for the low energy amplitudes only. The latter
reads [
A−(kx, 1)
B−(kx, 1)
]
= Meff
[
A−(kx,−1)
B−(kx,−1)
]
. (5.75)
where the effective boundary condition matrix is obtained from matrix M
Meff =
[
M33 −M32M23/M22 M34 −M32M24/M22
M43 −M42M23/M22 M44 −M42M24/M22
]
, (5.76)
The low energy sector, with the matrix T−(, φ), can be analyzed exactly as was done in Ap-
pendix 5.B.2 for the pentagon-only boundary. We define the Dirac fields as before,
Ψν(qx, nu2) = e
−iKν ·nu2
[
A−(kx, n)
B−(kx, n)
]
, (5.77)
so that, in the bulk
Ψν(qx, (n+ 1)u2) = e
−iKν ·u2T−(, φ)Ψν(qx, nu2). (5.78)
With a procedure entirely similar to the one detailed in Appendix 5.B.2, one finds, after Fourier
transforming in n, that Ψνq satisfies the Dirac equation. At the defect,
Ψν(qx,u2) = e
−iKν ·2u2Meff
(
0, ν
pi
3
)
Ψν(qx,−u2). (5.79)
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Figure 5.11: The transmission probabilities for a zz(558) defect, at /t = .03, with ξ1 = 1, ξ2 = 0.5
(dashed red), ξ1 = 1.5, ξ2 = 1.125 (dashed-dot, blue), obtained in a full TB calculation, and
the corresponding low energy approximation (continuous black) of the pentagon-only defect with
ξ = 1.0 [see Eq. (5.71)].
The calculation of Meff yields, for a zz(558) defect line,
Meff
(
0, ν
pi
3
)
= eiν2pi/3
[
0 1
−1 2 ξ2
ξ21
]
, (5.80)
and so the boundary condition for the Dirac fields is
Ψν(x, 0+) =
[
0 1
−1 2 ξ2
ξ21
]
Ψν(x, 0−). (5.81)
It is remarkable that this has exactly the same form as that found in the pentagon-only boundary
(c.f. Eq. [5.70]); the low energy transmission probabilities of these two line defects are the same
provided 2ξ2/ξ
2
1 = ξ. In Fig. 5.11 we compare the transmission probabilities calculated with a full
TB calculation for different values of ξ1 and ξ2 but the same value of ξ2/ξ
2
1 , and the corresponding
low energy approximation.
The treatment of the zz(5757) line defect presents no further novelty. Using the quick derivation
method outlined in Appendix 5.B.4, we arrive at the following passage matrix for the Dirac fields
Meff5757 =
−1
2ξb(ξ
2
b + ξ
2
a/2)
[
a b
−b c
]
, (5.82)
where a = 2ξ2c
(
ξ2b − ξ2a/4
)
, b = −ξa(ξ2b − ξ2a) and c = 2(ξ4b + ξ4a + ξ2b ξ2a)/ξ2c [see Fig 5.7(a) for
the notation of the hopping amplitudes]. The form of the passage matrix (and the transmission
probability) is not identical to the previous cases, unless ξb = −ξa/2.
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However, only by an unlikely coincidence will the values of the hopping parameters of different
defects be such as to ensure similar transmission probability. So, in general, the transmittances
originating from each of the defect lines can easily be distinguished, as shown for instance in Fig.
5.12. In it we compare the low-energy transmission probabilities associated with each one of the
previously discussed defect lines, for a special situation with all hopping amplitudes equal to t, the
bulk nearest neighbor amplitude.
Figure 5.12: Comparison between the transmission probabilities, T , across the defect for: the
pentagon-only [or zz(55)] defect line (full orange line); the zz(558) defect line (dashed red line);
the zz(5757) defect line (dot-dashed green line); The transmission probabilities were calculated in
the low energy limit from Eq. (5.62), with all the hopping parameters chosen to be equal to 1,
ξ = ξ1 = ξ2 = ξa = ξb = ξc = 1. T is plotted in terms of the angle of incidence, θ
+
q , of q = k−K+,
the momentum around the Dirac point K+. The transmission probabilities valid for the vicinity
of the other Dirac point, K−, are obtained from the ones plotted above, by a reflection along the
vertical line θ = pi/2.
As stated in Appendix 5.B.3, in the continuum low-energy limit, both the zz(558) and the
zz(5757) defect lines can be viewed as a strip with a general potential which has Vs 6= 0 6= Vx and
Vy = 0 = Vz [see Eqs. (5.156) and Eqs. (5.158)]. We argued, at the end of sub-Section 5.2.2.5,
concerning the pentagon-only defect, that perfect transmission occurs when the spin directions of
the incident and transmitted waves coincide. This interpretation can be carried over the zz(558)
and zz(5757) defects.
In the case of a zz(558) defect line with hopping parameters ξ1 and ξ2, the angle of perfect
transmission is α˜ = arccos(ξ2/ξ
2
1); for hopping parameters ξ1 = ξ2 = 1 we obtain α˜ = 0, in
accordance with what one can see in Fig. 5.12 (red dashed line). The fermions incident on the
defect line with an angle θ ≈ 0 [and thus, a spin oriented along this direction] have their spin
oriented in the same direction as those propagating inside the strip. Therefore, they will be perfectly
transmitted, and all the others will be partly reflected.
Similarly, for a zz(5757) defect line with ξa = ξb = ξc = 1, there will be no angle with
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perfect transmission, since α¯ = arccos[−(a + c)/2d] [see Appendix 5.B.3] is not a real number
when ξa = ξb = ξc = 1. Inside the strip, the spin of the fermions has a component in the z-plane,
and thus will never be totally aligned with the spin of any incident fermion on the defect line, in
accordance with what one can see in Fig. 5.12 (dash-dotted green line).
5.3.3 Conductance
In this section we address the calculation of the linear conductance, across a line defect, and
show that the energy independence of the transmission probability at low energies found in the
previous three cases gives rise to a conductance linear in kF . The generalization of the calculations
of sub-Sections 5.3.1.2 and 5.3.2 to include a finite potential difference between the two sides of the
defect line is straightforward.
We make the usual assumption that the electron reservoirs at each side of the defect line are
in equilibrium and are thus described by the single particle Fermi-Dirac distribution. Then the
expression for the net current per unit length of the defect in the direction y perpendicular to it,
associated with electrons living around the Dirac point Kν , is given by
Jνy (∆V ) = C
∫ ∞
−∞
dE
∣∣∣∣E − e∆V2
∣∣∣∣Tν(E,∆V )
×
[
f(E,µ+
e∆V
2
)− f(E,µ− e∆V
2
)
]
, (5.83)
where C = gse/(4pi
2~2vF ), gs stands for the spin degeneracy, ∆V is the potential difference between
the each side of the defect line [see Fig. 5.7(a)], and f(E,µ) the Fermi-Dirac distribution function
for chemical potential µ; ∆µ = e∆V is the difference between chemical potentials at the two sides
of the defect line. In addition, Tν(E,∆V ) stands for an angle-integrated transmission probability,
Tν(E,∆V ) =
∫ pi
0
T ν(E,∆V, θ) sin θdθ. (5.84)
The total current is obtained summing the currents associated with the two Dirac points Jy =
J+y + J
−
y . One can verify that T+(E,∆V ) = T−(E,∆V ) ≡ T(E,∆V ), and thus, Jy = gvJ+y , where
gv = 2 is the valley degeneracy.
The conductance is then given by G = LJy/∆V , where L is the length of the defect line, when
the current is in the linear regime,
G(T ) = C ′
∫ ∞
−∞
|E|T(E, 0)
(
−∂f(E,µ)
∂E
)
dE, (5.85)
where C ′ = Lgvgse2/(4pi2~2vF ). The transmission probability, T(E,∆V = 0) = T(0, 0), does not
depend on E, as was seen above; it does depend on the values of the hopping amplitudes in the
vicinity of the defect, through the passage matrix. [see Fig. 5.13 , for the case of the pentagon-only
defect]. We obtain,
G(T ) = Lgvgs
e2
4pi2~2vF
T(0, 0)
[
kBT × h
(
µ
kBT
)]
, (5.86)
5.A. TB CALCULATION APPENDICES 147
where the function h(x) is a Fermi integral, h(x) :=
∫ +∞
−∞ dy |y + x| exp(y)/ [exp(y) + 1]2, with
limits h(0) = 2 ln(2), and h(x) → |x| for |x|  1. The conductance is linear in temperature for
|µ|  kBT ; in the opposite limit, |µ|  kBT , it is practically temperature independent,
G(T = 0) = Lgvgs
e2
4pi2~2vF
T(0, 0)|µ|
= gvgs
e2
4pi2~
T(0, 0)kFL. (5.87)
Figure 5.13: Dependence of the total angular integrated transmission probability associated with
one Dirac point, T(E,∆V ) = T+(E,∆V ) = T−(E,∆V ), when ∆V = 0, in terms of the hopping,
ξt, between the atoms D at the defect line (see Fig. 5.3). The vertical dashed line, indicates the
value of ξ used to obtain the curves of Fig. 5.10: ξ = 0.3.
Chapter Appendices
5.A TB calculation appendices
5.A.1 The transfer matrix relation from the tight-binding equations
In this appendix we are going to briefly motivate the transfer matrix relation between adjacent
amplitudes written in sub-Section 5.2.1 [see Eq. (5.2)]. We will show how, starting from the bulk
TB equations of the 1D chain, can we, in general, obtain a transfer matrix equation expressing the
amplitudes at the unit cell located in n + 1 in terms of those of the unit cells located at n and at
n− 1
c(n+ 1) = T1c(n) + T2c(n− 1). (5.88)
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Let us start from the general TB equations for the bulk of the one-dimensional chain, Eqs.
(5.1),
VRc(n− 1) + (H − Ir)c(n) + VLc(n+ 1) = 0. (5.89)
where c stands for an array of amplitudes with as many entries as there are Wannier states in the
quasi-1D crystal’s unit cell, while H, Ir, VL and VR = V †L are r× r matrices (see sub-Section 5.2.1).
If the matrix VL is invertible, it is trivial to obtain a relation of the type of Eq. (5.88). However,
in general this is not true, even in cases of interest as those treated on sub-Sections 5.2.2 and 5.2.3.
Nevertheless, in some situations where matrix VL is not invertible, one can still write a transfer
matrix expression.
If we assume that we are before one of these cases, we can use the Singular Value Decomposition
(SVD) theorem [177] to demonstrate that, in general, we will obtain a transfer matrix relation like
that written in Eq. (5.88). That is the same to say: in general, we will only be able to express the
amplitudes of the unit cell located at position n + 1, in terms of the amplitudes of the unit cells
located both at n and at n− 1.
The SVD theorem states that a real or complex m× n matrix V , can be decomposed into
V = UΣR†, (5.90)
where U (R) is a m×m (n×n) unitary matrix, whereas Σ is a m×n diagonal matrix whose diagonal
values are non-negative real numbers, known as the singular values of matrix V . The j non-zero
singular values of matrix V are the square roots of the non-zero eigenvalues of V V † = V †V . The
m (n) columns of U (R), known as the left-singular vectors (right-singular vectors) of V , are the
eigenvectors of V V † (V †V ) [177].
Therefore, using VL = UΣR
† we can rewrite the TB equations [see Eqs. (5.89)] as
ΣR†c(n+ 1) = −U †(H − Ir)c(n)− U †RΣU †c(n− 1), (5.91)
We can always choose to organize the entries of the matrices U , Σ and R so that we can write Σ
as Σαβ = σαδαβ for α ≤ j, whereas for α > j, Σαβ = 0. Therefore, the above TB equations can be
written as
σαR
†
αβcβ(n+ 1) = −
[
U †(H − Ir)
]
αβ
cβ(n)−
[
U †V †L
]
αβ
cβ(n− 1), (5.92a)
0 = −
[
U †(H − Ir)
]
αβ
cβ(n)−
[
U †V †L
]
αβ
cβ(n− 1), (5.92b)
where Eq. (5.92a) is valid for α = 1, . . . , j, while Eq. (5.92b) is valid for α = j + 1, . . . , r. As Eq.
(5.92b) also applies at site n+ 1, we can write the following system of equations as[
U †VL
]
αβ
cβ(n+ 1) = −
[
U †(H − Ir)
]
αβ
cβ(n)
−
[
U †V †L
]
αβ
cβ(n− 1), (5.93a)[
U †(H − Ir)
]
αβ
cβ(n+ 1) = −
[
U †V †L
]
αβ
cβ(n), (5.93b)
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where again, Eq. (5.93a) is valid for α = 1, . . . , j, while Eq. (5.93b) is valid for α = j + 1, . . . , r.
To obtain Eq. (5.93a) we have used ΣR† = U †VL.
If we then assume that the left hand side matrix in Eqs. (5.93) is invertible, we can write the
TB equations in the transfer matrix form [see Eq. (5.88)].2 In the special case of AB-like systems
(see Fig. 5.2) the transfer matrix relation can be further simplified into
c(n+ 1) = Tc(n). (5.94)
The amplitudes of the unit cell located at position n+ 1 can be expressed entirely in terms of the
amplitudes of the unit cell located at position n. This is, for instance, the case in the examples we
treat in the main text (see sub-Sections 5.2.2 and 5.2.3).
5.A.2 Left and right eigenvectors of the transfer matrix T
The right eigenvectors of a non-hermitian matrix T, are defined by the equation
T |ψi〉 = λi |ψi〉 , (5.95)
while the left ones, are defined by
〈ψ˜i|T = λi〈ψ˜i|. (5.96)
It is straightforward to demonstrate that, apart from a normalization constant, Ci =
√
〈ψ˜i|ψi〉,
they form a dual basis. Explicitly,
〈ψ˜j |T|ψi〉 = λj〈ψ˜j |ψi〉 = λi〈ψ˜j |ψi〉, (5.97)
and then, if λi 6= λj , we must have 〈ψ˜j |ψi〉 = 0. If we define |ϕi〉 ≡ |ψi〉/Ci and |ϕ˜i〉 ≡ |ψ˜i〉/Ci, we
can thus write
〈ϕ˜j |ϕi〉 = δij . (5.98)
Let us now show that the left eigenvectors of a non-hermitian matrix, T, are the right eigenvec-
tors of its transpose, TT . If we take the hermitian conjugate of Eq. (5.96), we obtain
T†|ψ˜i〉 = λ∗i |ψ˜i〉. (5.99)
Spelling out this equation in components, and taking the complex conjugate, we obtain(
TT
)
αβ
(|ψ˜i〉)∗β = λi(|ψ˜i〉)∗α, (5.100)
which gives us the components of the row vector 〈ψ˜j |α =
(|ψ˜i〉)∗α.
2Note however, that this assumption is not valid for every TB 1D-like system (take for instance the one-dimensional
chain where all the hoppings between atoms are set to zero). Nevertheless, in the cases of interest the left hand side
matrix of Eq. (5.93) is in general invertible.
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5.A.3 The conserved current along the 1D chain
In this appendix we are going to compute the conserved current along a quasi one-dimensional
chain. We start by doing it for a general case (using the formalism of sub-Section 5.2.1). Later, we
write the conserved current for the one-dimensional chains arising from the Fourier transformation
of both the graphene layer with a pentagon-only defect line, and that with a zz(5757) [or a zz(558)]
defect line.
The bulk TB equations of the general quasi one-dimensional chain, Eq. (5.1), can be written
in the following manner
c(n) = V †Lc(n− 1) +Hc(n) + VLc(n+ 1). (5.101)
where we have used VR = V
†
L (Hamiltonian hermiticity). The time-dependent counterpart of this
equation can be written as
i~
∂
∂t
c(n, t) = V †Lc(n− 1, t) +Hc(n, t) + VLc(n+ 1, t). (5.102)
The adjoint of Eq. (5.102) reads
−i~ ∂
∂t
c†(n, t) = c†(n− 1, t)VL + c†(n, t)H + c†(n+ 1, t)V †L , (5.103)
where H† = H from the TB Hamiltonian hermiticity property. Given this, we can write
∂
∂t
c†(n, t)c(n, t) = −
[
J (n, t)− J (n− 1, t)
]
, (5.104)
where
J (n, t) = i
~
[
c†(n, t)VLc(n+ 1, t)− c†(n+ 1, t)V †Lc(n, t)
]
, (5.105)
can be interpreted as the particle current along the one-dimensional chain flowing from position n
to position n+ 1. If we have a stationary state of an AB-like chain, we can use the transfer matrix
relation [see Eq. (5.3)] and write the conserved current as
J (n) = c†(n)
[
i
~
(
VLT− T†V †L
)]
c(n). (5.106)
We can further rewrite the conserved current expression using the fact that Bloch modes are the
eigenvectors of the transfer matrix, Tψλ = λψλ. Therefore, for a Bloch solution labeled by λ, whose
eigenvector is ψλ, the conserved current reads
Jλ = ψ†λ
[
i
~
(
λVL − λ∗V †L
)]
ψλ. (5.107)
For the case of the pentagon-only defect line it can be inferred from Eqs. (5.20) that the matrix
VL reads
VL = −t
[
0 0
1 + eikxa 0
]
, (5.108)
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while the transfer matrix is given by Eq. (5.23). As a consequence, we can easily conclude
that the conserved current operator along the one-dimensional chain (originated from the Fourier
transformation of pristine graphene along the direction of u1), is given by
Jˆ = i
~
(
VLT− T†V †L
)
=
t
~
σy, (5.109)
where σy is the y-Pauli matrix. As a consequence, the conserved current reads
Jλ = t~ψ
†
λσyψλ. (5.110)
Note that in the context of the two-dimensional graphene lattice, the above conserved current
is a current directed along u2. Therefore, the current along the y-direction is given by Jy(λ) =
Jλ
√
3/2, which is in accordance with the low-energy result.
Figure 5.14: (a) and (b): density plots of the current associated with the modes of the transfer
matrix of the pristine graphene lattice. In accordance with the definition of sub-Section 5.2.2.4,
panel (a) gives the current associated with the mode |Ψ>〉, while panel (b) gives the current
associated with the mode |Ψ<〉.
In Fig. 5.14 we present a density plot of the current associated with each one of the modes of
the transfer matrix of pristine graphene.
Similarly, for a one-dimensional chain obtained from the Fourier transform of graphene with a
doubled unit cell in the direction u1 [case of the zz(5757) and zz(558) defect lines], we can infer
from the bulk equations, Eqs. (5.38), that the matrix VL reads
VL = −t

0 0 0 0
1 0 1 0
0 0 0 0
ei2kxa 0 1 0
 , (5.111)
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while the transfer matrix for this quasi one-dimensional chain is given by Eq. (5.40). As a
consequence, we can readily conclude that the conserved current operator along this chain, is
given by
Jˆ = i
~
(
VLT− T†V †L
)
=
t
~
[
σy 02
02 σy
]
, (5.112)
where σy stands for the y-Pauli matrix, while 02 represents a 2 × 2 zero matrix. The appearance
of two copies of pristine graphene conserved current was to be expected because, as was already
referred, the folding of the FBZ due to the duplication of the unit cell along the direction of u1
brings an additional pair of modes into the folded Brillouin zone. Both the modes associated with
the + and the − energy sector were already known to have a current operator given by Eq. (5.109).
In Fig. 5.15 we present a density plot of the particle current associated with each one of the modes
of the transfer matrix of graphene with a doubled unit cell along the direction of u1.
5.A.4 The basis uncoupling the high and low-energy modes
As we have argued in the main text, it is, in some circumstances, required to work with a
doubled unit cell. That is, for instance, the case when treating the zz(5757) and the zz(558) defect
lines in graphene.
With either of these two defect lines present, u1 is no longer a lattice translation. To ac-
commodate this, it is convenient to describe pristine graphene with a unit lattice defined by the
vectors 2u1 and u2, instead of the usual choice, u1 and u2. The corresponding reciprocal lattice
vectors will then be v1/2 and v2, instead of those associated with the FBZ of pristine graphene,
v1 = 2pi/a(1, 1/
√
3) and v2 = 2pi/a(0, 2/
√
3). Therefore, the doubling of the unit cell will have as
main consequence the folding of the FBZ along the direction of v1 [compare both panels of Fig.
3.12].
There will thus be twice as many atoms in the doubled unit cell as those contained in the pristine
graphene one [two atoms of sub-lattice A (A1, A2) and two atoms of sub-lattice B (B1, B2)]. At
the same time, there will be twice as many energy bands in the folded FBZ as those present in the
pristine graphene one. Moreover, the Dirac points will now be located at Kν = νpi/3(1/a,−
√
3/a)
(see Fig. 3.12). Near the new Dirac points, two of the four energy bands present in the folded
FBZ are the two low-energy Dirac cones, while the other two bands are the high-energy bands
[25, 46, 47]. In what follows, we identify the two bands of low-energy near the Dirac points by −,
while the high-energy ones are identified by +.
The bulk physics of graphene with a doubled unit cell must be exactly the same as that of
pristine graphene. In fact, the Bloch vectors q and q + v1/2 identifying two different Bloch wave
solutions in the unfolded Brillouin zone of pristine graphene correspond to a single Bloch vector q
in the folded zone. As a consequence, in the case of graphene with a doubled unit cell it is natural
to expect that we can find a basis in which we can uncouple the physics associated with each one
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Figure 5.15: (a)-(d): density plots of the current associated with the modes of the transfer matrix
of the graphene lattice doubled along the u1 direction. In accordance with the definition of sub-
Section 5.2.3.5, panel (a) [(b)] gives the current associated with the (+) modes, while panel (c)
[(d)] gives the current associated with the (−) modes.
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of the two Bloch solutions of the unfolded system: that identified by the Bloch vector q and that
identified by the Bloch vector q + v1/2.
Let us then put ourselves at the wave vector k = q, where q is close to the Dirac point of
the folded Brillouin zone. Bloch theorem in the unfolded pristine graphene allows us to write the
following relations between amplitudes of the doubled unit cell:
A2 = e
iq·u1A1 = eiqxaA1, (5.113a)
B2 = e
iq·u1B1 = eiqxaB1. (5.113b)
Similarly, for the wave vector k = q + v1/2, we have the relations
A2 = e
i
(
q+
v1
2
)
·u1A1 = −eiqxaA1, (5.114a)
B2 = e
i
(
q+
v1
2
)
·u1B1 = −eiqxaB1. (5.114b)
We note that the vector q + v1/2 can be close to the Dirac point of the unfolded zone. In fact, if
we choose q = KD = (pi/3a,−pi/
√
3a), the Dirac point of the folded zone, q + v1/2 = (4pi/3a, 0),
the Dirac point of the unfolded zone. Then, in the unfolded zone, the state with k = q corresponds
to a high energy state (+), whereas the state k = q + v1/2 corresponds to a low energy state (-).
This analysis motivates the past definitions of high and low energy modes.
As said above, we want to construct a basis that uncouples the modes originating at the two
different locations of pristine graphene’s FBZ: k = q and k = q + v1/2. Equivalently, we want
to construct a basis that verifies A+ 6= 0, B+ 6= 0 and A− = B− = 0 when k = q, as well as,
A+ = B+ = 0, A− 6= 0 and B− 6= 0 when k = q + v1/2. Given this, we define the new basis as
A+ =
1√
2
(
A1 + e
−iqxaA2
)
, (5.115a)
B+ =
1√
2
(
A1 + e
−iqxaB2
)
, (5.115b)
A− =
1√
2
(
A1 − e−iqxaA2
)
, (5.115c)
B− =
1√
2
(
A1 − e−iqxaB2
)
. (5.115d)
which verifies the previous conditions. This new basis uncouples the (+) and the (−) energy sectors
of the doubled unit cell. Note that the new basis written in Eqs. (5.115) is exactly the same defined
in Eqs. (5.41) and (5.42).
5.A.5 Transmittance in terms of θ
As was referred in the main text, in the scope of graphene study, we are interested in computing
the transmittances for relatively low-energies. This means that there will only be non-zero trans-
mittance when the momentum of the incident particle is such that we are near the Dirac points. In
5.A. TB CALCULATION APPENDICES 155
the case of pristine graphene this can be written as k = Kν + q, where Kν = ν4pi/3(1, 0) identifies
the Dirac point, while q accounts for the incident particle wave-vector’s (small) deviation from the
Dirac point. Therefore, it is more natural to refer the transmittance to the vector q rather than to
the particle’s wave-vector k.
Usually, the transmittance is plotted against the angle that the incident particle makes with
the barrier. Here we will adopt a similar scheme of representation. We will plot the transmittance
in terms of the angle that q (of the incident particle) makes with the defect line [see Fig. 5.5(a)
and (b)], which we will denote by θ. In this appendix we will briefly show how can one express the
transmittance in terms of the energy and the angle θ instead of expressing it in terms of the energy
and the momentum kx. Or else, how given  and kxa, we can obtain θ. We consider the case of a
doubled unit cell.
For a doubled unit cell Schro¨dinger’s equation reads
E

A1
B1
A2
B2
 =

0 t1 0 t2
t∗1 0 −teik·u2 0
0 −te−ik·u2 0 t1
t∗2 0 t∗1 0


A1
B1
A2
B2
 , (5.116)
where
t1 = −t(1 + e−ik·u2) , (5.117)
t2 = −te−2ikxae−ik·u2 . (5.118)
Changing to the basis uncoupling the + and the − modes, the Hamiltonian becomes block diagonal.
It reads
E

A+
B+
A−
B−
 =

0 t+ 0 0
t∗+ 0 0 0
0 0 0 t−
0 0 t∗− 0


A+
B+
A−
B−
 , (5.119)
where
t+ = −t(1 + e−ik·u2 + e−i(k·u2+kxa)) , (5.120)
t− = −t(1 + e−ik·u2 − e−i(k·u2+kxa)) . (5.121)
We can find a set of momentum values where t− is equal to zero. This corresponds to the new
position of the Dirac points in the new Brillouin zone. The quantity t− can be written as
t− = −t(1 + e−i(
√
3kya/2−kxa/2) − e−i(
√
3kya/2+kxa/2))
= −t
(
1 + 2ie−i
√
3kya/2 sin
kxa
2
)
. (5.122)
If sin(kxa/2) = ±1/2 and e−i
√
3kya/2 = ±i we have t− = 0 (and t+ = −2t). This implies
kxa = ±pi
3
, (5.123)
kya = ∓ pi√
3
, (5.124)
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which gives us the new location of the Dirac points
KνD = ν
(
pi
3a
,
pi√
3a
)
, (5.125)
where ν = ±1 identifies the Dirac point. The Dirac angle θ is defined as in Fig. 5.16.
Figure 5.16: Definition of the Dirac angle θ ∈ [0, pi].
The dispersion of the low energy modes reads
2 = |t−|2/t2 = 1 + 4 sin2 kxa
2
+ 4 sin
kxa
2
sin
ky
√
3a
2
. (5.126)
The largest and the smallest value of kxa are given when ky = KDy. In this case
2 = (1− 2 sin kxa
2
)2 ⇒ sin kxa
2
=
1± 
2
. (5.127)
Then
(kxa)min = 2 arcsin
1− 
2
, (5.128)
and
(kxa)max = 2 arcsin
1 + 
2
. (5.129)
The coordinate kya is given by
kya =
2√
3
arcsin
2 − 4 sin2 kxa2 − 1
4 sin kxa2
. (5.130)
Since k = KD + q we have
qx = kx −KDx = kx − pi
3a
, (5.131)
qy = ky −KDy = ky + pi
a
√
3
. (5.132)
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From Fig. 5.16 is clear that
θ = arccos
qx√
q2y + q
2
x
= arccos
kxa− pi/3√
(kya+ pi/
√
3)2 + (kxa− pi/3)2
. (5.133)
Thus, given kxa and  we can compute kya and θ. Scanning kxa between (kxa)min and (kxa)max
originates θ ∈ [0, pi]. Thus θ is a parametric function of kxa and .
5.B CA calculation appendices
5.B.1 The general low-energy boundary condition for a defect line oriented
along graphene’s zigzag direction
In this appendix we derive Eq. (5.60), determining the general form of the boundary condition
matrix of a zigzag oriented defect line in the continuum limit.
Suppose that our defect line is located in the region defined by y ∈ [0,W ]. Assume then, that
in this region, we have a constant potential term in the Dirac equation of the form
Vˆ = VsI2 + Vxσx + Vyσy + Vzσz. (5.134)
Our aim is to consider the limit where W (Vs,V) → (u0,v0) when W → 0 so that we can obtain
the boundary condition of the defect line in the continuum limit. We must refer that there are
some works published on the literature, considering the electronic scattering across regions with
potentials that are a particular form of that given in Eq. (5.134) [50, 178].
The Dirac equation in the region of the potential is
Ψν =
[
~vF
(
νσx(−i∂x) + σy(−i∂y)
)
+
(
VsI+ V · σ
)]
Ψν . (5.135)
Since the defect line is oriented along the x-direction, we can choose
Ψν(x, y) = Φν(y)e
iqxx (5.136)
which, after substitution into Eq. (5.135), results in
∂yΦν(y) = iPˆΦν(y), (5.137)
where the operator Pˆ reads
Pˆ =
σy
~vF
[− νvF qxσx − Vs −V · σ] . (5.138)
This first order differential equation (5.137) can be straightforwardly integrated,
Φν(y) = e
iyPˆΦν(0). (5.139)
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Taking now the limit W (Vs,V) → (u0,v0) when W → 0, we obtain the following expression for
the continuum limit of the boundary condition of a zigzag oriented defect line
Φν(0
+) = MΦν(0−), (5.140a)
where
M = e−iσy(u0+v0·σ)/vF ~, (5.140b)
just as in Eqs. (5.59) and (5.60). Finally, if we define α :=
√
u20 − (v20x + v20z)/vF~ and use
σiσj = δijiijkσk, it is simple to show that the boundary condition matrix can also be written as
M = e−iv0y/~vF
(
cosα− v0x~vFα sinα
v0z−u0
~vFα sinα
v0z+u0
~vFα sinα cosα+
v0x
~vFα sinα
)
. (5.141)
We must stress that the remaining terms in Pˆ , namely  and vF qxσx, do not contribute to the
boundary condition when we take this limit; they are fixed in value, unlike the potential terms,
and cannot give rise to a discontinuity when W → 0.
The procedure presented in this appendix is the standard way to derive the boundary conditions
across a line of discontinuity in the continuum theory. But when considered as the limit of a lattice
theory, one may question whether it is legitimate to take the limit W → 0, since, after all, the
lattice defect has a finite width, of the order of the lattice parameter. We would like to emphasize
that one arrives at the same result, if we consider W fixed and take the appropriate continuum
limit , vF qx → 0. As long as u0,v0 are finite, we still get a finite change in the wave function
across a region of order of the lattice parameter, which is tantamount to a discontinuity in the long
wavelength limit (much larger than the lattice spacing).
5.B.2 Dirac equation from the transfer matrix
In this appendix, we show how the Dirac-Weyl equation can be obtained from the low-energy
transfer matrix relation in Eq. (5.67)
Ψνq = e
iν2pi/3e−iq·u2T(, φ).Ψνq. (5.142)
Since φ = (Kν + q) · u1 = ν4pi/3 + q · u1,
Ψνq = e
iν2pi/3e−iq·u2T
(
, ν
4pi
3
+ q · u1
)
Ψνq (5.143)
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As we are working out a theory valid around the Dirac points, q and  are small, and we can thus
expand the exponential, keeping solely the first order terms in the momentum,
eiν2pi/3e−iq·u2T
(
, ν
4pi
3
+ q · u1
)
= − e
−iq·(u1/2+u2)
2 cos
(
ν 2pi3 +
q·u1
2
) [ 1 t− t 4 cos2 (ν 2pi3 + q·u12 )− 2t2
]
≈ I +
[
0 t
− t 0
]
+
√
3
2
a
[
−iqy − νqx 0
0 −iqy + νqx
]
,
(5.144)
where I is the 2× 2 identity matrix. This term cancels the one in the RHS of Eq. (5.143) and we
are left with [
0 t
− t 0
]
Ψνq +
√
3
2
a
[
−iqy − νqx 0
0 −iqy + νqx
]
Ψνq = 0. (5.145)
Upon multiplying by iσy, we obtain Dirac’s equation,
Ψνq = vFσν · qΨνq, (5.146)
where σν = (νσx, σy), with the usual notation of ν = ±1 identifying the Dirac point.
5.B.3 Three general potentials
In this appendix we compute the general potentials associated with the pentagon-only, the
zz(5757) and the zz(558) defect lines in the continuum low-energy approximation (see Appendix
5.B.1).
As seen in sub-Section 5.3.1.2 the boundary condition matrixM55 relating the wave function at
each side of the pentagon-only defect line in the continuum low-energy limit, reads [see Eq. (5.70)]
M55 =
(
0 1
−1 ξ
)
. (5.147)
Therefore, from Eq. (5.141), one concludes that the potential terms (V 55s ,V
55) thus read
V 55s =
u550
W
= − ~vFα
W sinα
, (5.148a)
V 55x =
v550x
W
=
cosα
W sinα
~vFα, (5.148b)
V 55z =
v550z
W
= 0, (5.148c)
while Vy is arbitrary, and thus can be taken equal to 0. W stands for the width of the strip.
Moreover, we can do the identification
2 cosα = ξ. (5.149)
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The term V 55s , is a mass term, that only causes a shift in the energy of the massless Dirac fermion.
This term will deviate the fermion’s direction of propagation inside the strip when compared to its
direction outside the strip. The term V 55x deviates the fermion’s direction of propagation and tilts
its spin, which will no longer be aligned with its direction of propagation as happens for fermions
outside the strip.
For the sake of comparison, let one write the eigenstate associated with a free massless Dirac
fermion propagating outside the strip [Eq. (5.135) with (Vs,V) = (0,0)] and that of a massless
fermion propagating inside the strip [Eq. (5.135) with Vy = 0 = Vz]. The first can be written as
∣∣ψ≷ν 〉 = 1√
2
(
1
sνe±iνθ
)
ei(qxx±qyy), (5.150)
while the second reads ∣∣φ≷ν 〉 = 1√
2
(
1
s˜e±iβν
)
ei(q˜xx±q˜yy). (5.151)
In the above expressions, the symbol > (<) identifies the state propagating to y → +∞ (y → +∞),
and ν = ±1 identifies the Dirac point Kν the eigenstate refers to. The symbol s identifies the sign
of the energy of the free fermion, s = Sign[], while the angle θ = arctan(qy/qx) determines the
orientation of its spin. Similarly, s˜ = Sign[ − u0] stands for the sign of the energy of the fermion
propagating inside the strip, while
βν = arctan
(
q˜y
νq˜x + v0x/WvF~
)
, (5.152)
determines the orientation of its spin.
When a fermion incides in the defect line, the translation symmetry along the defect line, forces
q˜x ≡ qx = |q| cos θ = (/vF~) cos θ. Then, q˜y can be determined from the energy, , and the angle
of incidence in the strip, θ. It reads
q˜y =
√(
− u0/W
vF~
)2
−
(
ν cos θ + v0x/W
vF~
)2
. (5.153)
Very near the Dirac points, , qx → 0, all the Dirac fermions travelling inside the strip will have
the same βν
βν = arctan
(√
u20 − v20x
v0x
)
. (5.154)
From Eqs. (5.148) and Eq. (5.154), one can easily conclude that when , qx → 0, we have that
α ≡ βν . Thus, in the low-energy limit, all the fermions propagating inside the strip, will have their
spins aligned in the same direction.
In a similar way, we can also compute the general potential describing both the zz(558) and
the zz(5757) defect line in the continuum low-energy limit. The boundary condition matrix seen
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by the massless Dirac fermions at the zz(558) and at the zz(5757) defect lines were computed in
sub-Section 5.3.2. The one originating from the zz(558) defect line [see Eq. (5.81)] reads
M558 =
(
0 1
−1 2 ξ2
ξ21
)
. (5.155)
This boundary condition is very similar to the one computed for the pentagon-only defect line, Eq.
(5.147). As these are equal if we define an effective hopping parameter ξ˜ := 2ξ2/ξ
2
1 , then it follows
that the general potential associated with the zz(558) defect line is given by
V 558s =
u5580
W
= − ~vF α˜
W sin α˜
, (5.156a)
V 558x =
v5580x
W
=
cos α˜
W sin α˜
~vF α˜, (5.156b)
V 558y =
v5580y
W
= 0 =
v5580z
W
= V 558z , (5.156c)
where α˜ = arccos(ξ2/ξ
2
1) is the angle the spin of the fermions propagating inside the strip makes
with the horizontal direction.
From the boundary condition matrix originating from the zz(5757) defect line [see Eq. (5.82)],
M5757 =
(
−a/d −b/d
b/d −c/d
)
, (5.157)
where a = 2ξ2c
(
ξ2b − ξ2a/4
)
, b = −ξa(ξ2b − ξ2a), c = 2(ξ4b + ξ4a + ξ2b ξ2a)/ξ2c and d = 2ξb(ξ2b + ξ2a/2), one
can write the following general potential for the zz(5757) defect line
V 5757s =
u57570
W
= − ~vF α¯
W sin α¯
b
d
, (5.158a)
V 5757x =
v57570x
W
=
cos α¯+ a/d
W sin α¯
~vF α¯, (5.158b)
V 5757y =
v57570y
W
= 0 =
v57570z
W
= V 5757z , (5.158c)
where α¯ = arccos[−(a + c)/2d] is the angle the spin of the fermions propagating inside the strip
makes with the horizontal direction.
5.B.4 Quick derivation of the pentagon-only defect boundary condition in the
continuum limit
In this brief appendix, we will present a quick derivation of the pentagon-only defect low-energy
boundary condition ( = 0 and qx = 0), Eq. (5.70).
Let us start from the TB equations at the pentagon-only defect, Eqs. (5.24). In these equations,
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we begin by setting  = 0. The TB equations at the defect now read
0 = −(t′)∗B(kx, 0)− tB(kx, 1), (5.159a)
0 = −tD(kx)− t′A(kx, 1), (5.159b)
0 = −t(A(kx, 0) +B(kx, 0))− 2ξt cos(kxa)D(kx), (5.159c)
0 = −(t′)∗B(kx,−1)− tD(kx), (5.159d)
0 = −t′A(kx, 0)− tA(kx,−1), (5.159e)
where t′ = t(1 + e−ikxa/2). From now on, we set ourselves at kxa = ν4pi/3. The five equations
written in Eqs. (5.159), contain 7 amplitudes, and we can solve them all in terms of A(kx,−1) and
B(kx,−1); we obtain for A(kx, 1) and B(kx, 1),[
A(kx, 1)
B(kx, 1)
]
= eiν
2pi
3
[
0 1
−1 ξ
][
A(kx,−1)
B(kx,−1)
]
, (5.160)
which, using Eq. (5.66b), immediately identifies the passage matrix for the Dirac fields, Eq. (5.70).
This procedure is quite general, and can be applied to the the other line defects considered in
this paper. In that case, however, we must express the TB amplitudes in terms of the amplitude of
the low and high energy modes and set to zero the evanescent amplitudes of the states that grow
on each side of the defect. We can then solve for the low energy amplitudes on one side of the
defect, and obtain directly the 2× 2 passage matrix for the propagating modes.
Chapter 6
Concluding remarks
The present thesis concentrated on exploring of the influence of extended SW defects in the
properties of graphene. Using the simple first neighbor tight-binding model of graphene, as well as
its continuum low-energy limit, we studied some examples of such systems from a theoretical point
of view. We addressed the influence on zigzag ribbons’ electronic structure of some reconstructions
of zigzag edges by Stone-Wales defects. We also studied the thermodynamic stability of zigzag
edges with Stone-Wales defects. Finally, we studied the transport properties of zigzag oriented
extended and periodic defect lines in graphene layers. In the following we summarize our main
results.
In Chapter 3, we have explored the electronic structure of graphene zigzag ribbons whose edges
have been reconstructed with Stone-Wales defects. In particular, we have focused on two distinct
edge reconstructions: the pentagon-only edge reconstruction and the zz(57) edge reconstruction.
We have used both the tight-binding model and its continuum low-energy limit to explore the
properties of these system’s electronic band structure. We have focused on the nature of the
surface states associated with the latter edge reconstructions.
• Both the edge reconstructions studied were found to give rise to a new kind of edge state when
compared to that originating from pristine zigzag edges. In general, the latter was found to
be dispersive, with non-zero amplitudes in both sub-lattices.
• Pentagon-only edges were shown to give rise to surface states that live in both sub-lattices
and decay from the edge with the same decay length in each one of them. Moreover, we
have computed the continuum low-energy boundary condition associated with this edge
reconstruction.
• zz(57) edges were found to originate surface states whose amplitudes have two components
decreasing into the bulk with distinct decay lengths. At the Dirac points, one of these lengths
diverges, whereas the other remains of the order of the lattice parameter. This was traced
back to the doubling of the unit cell along the reczag edge which, folding the Brillouin zone,
brings into play an additional pair of modes.
• Moreover, we have concluded that when a ribbon with reczag edges is in the presence of a
perpendicular magnetic field, the zero-energy Landau level is no longer degenerate with the
edge states as in the case of a pristine zigzag ribbon.
• Furthermore, we have concluded that the continuum low-energy limit of reczag terminated
ribbons, is controlled by the effective boundary condition that the massless Dirac fermions see
at the edge. This effective boundary condition arises from the high-energy character of the
additional pair of modes brought into play by the doubling of the unit cell. At low energies,
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these modes happen to be evanescent, being strongly localized at the edges of the ribbon.
Therefore, the Dirac fermions will effectively see a dressed edge.
The electronic structure of other periodic reconstructions of zigzag as well as armchair edges
can be tackled using the methods presented in Chapter 3. Nevertheless, the larger the periodicity
of such reconstructions, the heavier their mathematical treatment will be. Similar studies for
other edge reconstructions may reveal themselves relevant with the constant improvements in the
experimental techniques that allow the probe of the local properties of graphene edges [5].
In Chapter 4, we studied the thermal equilibrium properties of graphene zigzag edges with
Stone-Wales defects. We described the edge as a one-dimensional 3-color Potts-like model that
we have assumed to describe its edge thermodynamics. We considered two distinct cases: in one
case, the edge’s dangling carbon bonds were non-passivated, whereas in the other, these were fully
passivated with hydrogen.
• We concluded that according to the simple model presented, both the totally passivated and
the totally non-passivated zigzag edges always present a finite concentration of defects at any
finite temperature, as usual for a one-dimensional system with short-range interactions.
• The room-temperature disorder concentration was found to be exponentially dependent on the
exchange parameters of the model. Furthermore, we concluded that the density of defective
domains and their size sharply decreases with decreasing temperature.
• We have also computed the domain distribution size of domains of polarized and unpolarized
spins and have concluded that these distributions do not have fat tails.
• We have shown how can one extract the effective parameters of the edge Potts-like model,
from ab-initio calculations.
• We have argued that the discussed equilibrium mechanisms place a lower bound on the
concentration of defects in zigzag edges, since the formation of these defects is due to non-
equilibrium kinetic mechanisms.
As referred in Chapter 4, the Potts-like model used for the study of the thermodynamic
properties of the zigzag edge of graphene, is an oversimplified one. In fact, neither did we consider
the possibility of having partial hydrogen passivation of the edge atoms, nor did we consider the
possibility that the passivation of the edge atoms can be done by atomic or molecular species other
than hydrogen (for instance, oxygen, nitrogen, water, etc.). To do so, one would have to: introduce
chemical potentials regulating the chemical equilibrium between different kinds of passivating atoms
attached to the edge and those in the surrounding atmosphere; introduce a higher number of colors
in the Potts-like model, that would distinguish between different polygons with different states of
passivation. Despite making the model more difficult to study using the analytical methods of
Chapter 4, introducing these features would make it more realistic and thus more interesting to
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study. Moreover, the study of the dynamics of such systems may be relevant, since the formation
of SW defects at the zigzag edge is due to non-equilibrium kinetic mechanisms.
In Chapter 5, we focused on the study of the electronic scattering from zigzag oriented defect
lines in otherwise perfect graphene lattices. We analyzed three distinct defect lines: the pentagon-
only, the zz(5757) and the zz(558) defect lines. We treated the above problems both using
graphene’s first neighbor tight-binding model, and its continuum low-energy limit.
• Under the scope of the tight-binding model of graphene, we started by presenting a procedure
to work out the electronic scattering, either from a defect in a one-dimensional crystal, or
from a periodic extended defect in two-dimensional crystals.
• We introduced a transfer matrix formalism to describe the physics of the bulk. At the same
time, the effect of the defect line was encompassed in a boundary condition relating amplitudes
at each side of the defect.
• In contrast with what happens with the pentagon-only defect line, the zz(5757) and the
zz(558) defect lines were shown to force a duplication of the unit cell along the defect direction.
In parallel with what happens with the reczag edge reconstruction (Chapter 3), the unit cell
duplication introduces an additional pair of scattering modes, which happen to be high-
energy around the Dirac points. Thus, for low-energy scattering processes, these end up
being evanescent modes necessarily located at the vicinity of the defect line.
• We have seen that the microscopic details of each defect line are central in determining the
electronic scattering from the defect.
• We have argued that in the continuum low-energy limit, the defect lines act as infinitesimally
thin stripes separating two regions where Dirac Hamiltonian governs the low-energy phenom-
ena. In this limit, the defective line imposes a boundary condition on the Dirac spinors at each
side of the defect, which ends up determining the behavior of these systems. We demonstrated
how this low-energy boundary condition can be computed from the tight-binding model of
the defect line.
• The high-energy modes arising from the doubling of the unit cell by the zz(5757) and the
zz(558) defect lines, being evanescent at low energies, were shown to give rise to an effective
boundary condition seen by the low-energy massless Dirac fermions. Moreover, we pinpointed
that the boundary conditions associated with each one of the three defect lines studied, could
be mapped into each other by an appropriate choice of the hopping parameters at the defects.
• We explained the origin of perfect transmittance at low energies using the continuum theory.
• Finally, we have briefly shown how can one compute the low-energy limit conductance across
these defect lines. We have concluded that due to the energy independence of the transmit-
tance in this limit, at low temperatures, the conductance across a defect line of size L, turns
out to be linear in kFL.
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In what concerns the study of the transport properties of defect lines and grain boundaries in
graphene, a lot can still be done. Periodic defect lines, periodic non-linear defects, as well as periodic
grain boundaries, can all be tackled using both the tight-binding method and the continuum low-
energy description presented in this text. However, the latter methods cannot be used to work
out the scattering from non-periodic extended defects, which happen to be those in majority in
graphene polycrystals. It would be interesting to make a description of this kind of extended
defects. It is important to note that the computations of Chapter 5 gain particular relevance after
the recent experimental work by Tsen et al. [45]. The latter probed the electric properties of single
grain boundaries, paving the way to an interesting future where we may be able to tailor the electric
transport properties of electronic devices, through manipulation of its grains, GBs and defect lines.
Looking back while approaching the end of this text, one sees that since its isolation, graphene
has not stopped from presenting us with novel and unconventional physical phenomena. At the
same time, its potential for applications has increasingly permeated a wide range of fields, arousing
growing attention from the scientific and technological communities. All this has been favoring the
development of conceptual frameworks and experimental techniques that have been expanding our
understanding and control of materials at atomic scale. We believe that several doors have been
opened that will certainly lead us into deeper explorations over the unknowns of the atomic scale
world, which for our delight, will for sure unfold exciting and unforeseeable new physics.
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