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WEAK EQUIVALENCE AND NON-CLASSIFIABILITY OF MEASURE
PRESERVING ACTIONS
ROBIN D. TUCKER-DROB
Abstract. Abe´rt-Weiss have shown that the Bernoulli shift sΓ of a countably infinite group
Γ is weakly contained in any free measure preserving action a of Γ. Proving a conjecture of
Ioana we establish a strong version of this result by showing that sΓ × a is weakly equiva-
lent to a. Using random Bernoulli shifts introduced by Abe´rt-Glasner-Virag we generalized
this to non-free actions, replacing sΓ with a random Bernoulli shift associated to an in-
variant random subgroup, and replacing the product action with a relatively independent
joining. The result for free actions is used along with the theory of Borel reducibility and
Hjorth’s theory of turbulence to show that the equivalence relations of isomorphism, weak
isomorphism, and unitary equivalence on the weak equivalence class of a free measure pre-
serving action do not admit classification by countable structures. This in particular shows
that there are no free weakly rigid actions, i.e., actions whose weak equivalence class and
isomorphism class coincide, answering negatively a question of Abe´rt and Elek.
We also answer a question of Kechris regarding two ergodic theoretic properties of resid-
ually finite groups. A countably infinite residually finite group Γ is said to have property
EMD∗ if the action pΓ of Γ on its profinite completion weakly contains all ergodic measure
preserving actions of Γ, and Γ is said to have property MD if ι×pΓ weakly contains all mea-
sure preserving actions of Γ, where ι denotes the identity action on a standard non-atomic
probability space. Kechris shows that EMD∗ implies MD and asks if the two properties
are actually equivalent. We provide a positive answer to this question by studying the
relationship between convexity and weak containment in the space of measure preserving
actions.
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1. Introduction
By a measure preserving action of a countable group Γ we mean a triple (Γ, a, (X, µ)),
which we write as Γya (X, µ), where (X, µ) is a standard probability space (i.e., a standard
Borel space equipped with a Borel probability measure) and a : Γ×X → X is a Borel action
of Γ on X that preserves the Borel probability measure µ. In what follows all measures are
probability measures unless explicitly stated otherwise and we will write a and b to denote
the measure preserving actions Γ ya (X, µ) and Γ yb (Y, ν) respectively when the group
Γ and the underlying probability spaces (X, µ) and (Y, ν) are understood. Given measure
preserving actions a = Γya (X, µ) and b = Γyb (Y, ν), we say that a is weakly contained
in b, and write a ≺ b, if for every finite partition A0, . . . , Ak−1 of X into Borel sets, every
finite subset F ⊆ Γ, and every ǫ > 0, there exists a Borel partition B0, . . . , Bk−1 of Y such
that
|µ(γaAi ∩ Aj)− ν(γ
bBi ∩Bj)| < ǫ
for all γ ∈ F and 0 ≤ i, j < k. We write a ∼ b if both a ≺ b and b ≺ a, in which
case a and b are said to be weakly equivalent. The notion of weak containment of measure
preserving actions was introduced by Kechris [Ke10] as an ergodic theoretic analogue of weak
containment for unitary representations.
Weak containment of unitary representations may be defined as follows (see [BdlHV08,
Appendix F]). Let π and ρ be unitary representations of Γ on the Hilbert spaces Hπ and Hρ
respectively. Then π is weakly contained in ρ, written π ≺ ρ, if for every unit vector ξ in
Hπ, every finite subset F ⊆ Γ, and every ǫ > 0, there exists a finite collection η0, . . . , ηk−1 of
unit vectors in Hρ and nonnegative real numbers α0, . . . , αk−1 with
∑k−1
i=0 αi = 1 such that
|〈π(γ)ξ, ξ〉 −
k−1∑
i=0
αi〈ρ(γ)ηi, ηi〉| < ǫ
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for all γ ∈ F . Each unit vector ξ ∈ Hπ gives rise to a normalized positive definite function on
Γ defined by γ 7→ 〈π(γ)ξ, ξ〉. We call such a function a normalized positive definite function
realized in π and we may rephrase the definition of π ≺ ρ accordingly as: every normalized
positive definite function realized in π is a pointwise limit of convex sums of normalized
positive definite functions realized in ρ.
A similar rephrasing also applies to weak containment of measure preserving actions, as
pointed out by Abe´rt-Weiss [AW11]. If we view a finite Borel partition A0, . . . , Ak−1 of X as
a Borel function φ : X → k = {0, 1, . . . , k − 1} (where we view k as a discrete space) then,
given a measure preserving action a = Γ ya (X, µ), each partition φ : X → k gives rise to
a shift-invariant Borel probability measure (Φφ,a)∗µ on k
Γ, where
Φφ,a(x)(γ) = φ((γ−1)a · x).
The map Φφ,a is equivariant between the action a and the shift action s on kΓ given by
(γs · f)(δ) = f(γ−1δ), and one may show that the measures (Φφ,a)∗µ, as φ ranges over all
Borel partitions of X into k-pieces, are precisely those shift-invariant Borel measures λ such
that Γ ys (kΓ, λ) is a factor of a. In this language a being weakly contained in b means
that for every natural number k, each shift-invariant measure on kΓ that is a factor of a is
a weak∗-limit of shift-invariant measures that are factors of b.
More precisely, given a compact Polish space K we equip KΓ with the product topology,
and we let Ms(K
Γ) denote the convex set of shift-invariant Borel probability measures on
KΓ equipped with the weak∗-topology so that it is also a compact Polish space. We define
E(a, K) = {(Φφ,a)∗µ : φ : X → K is Borel} ⊆Ms(K
Γ).
Then Abe´rt-Weiss characterize weak containment of measure preserving actions as follows:
a ≺ b if and only if E(a, K) ⊆ E(b, K) for every finite K if and only if E(a, K) ⊆ E(b, K)
for every compact Polish space K.
From this point of view one difference between the two notions of weak containment is
apparent. While weak containment of representations allows for normalized positive definite
functions realized in π to be approximated by convex sums of normalized positive definite
functions realized in ρ, weak containment of measure preserving actions asks that shift
invariant factors of a be approximated by a single shift invariant factor of b at a time. It is
natural to ask for a characterization of the situation in which shift invariant factors of a are
approximated by convex sums of shift invariant factors of b. When this is the case we say
that a is stably weakly contained in b and we write a ≺s b. The relationship between weak
containment and stable weak containment of measure preserving actions is analogous to the
relationship between weak containment in the sense of Zimmer (see [BdlHV08, F.1.2.(ix)]
and [Ke10, Appendix H.(B)]) and weak containment of unitary representations. Our first
theorem is a characterization of this stable version of weak containment of measure preserving
actions.
In what follows (X, µ) and (Y, ν) and (Z, η) always denote standard probability spaces.
We let ιη : Γ × Z → Z denote the trivial (identity) action of Γ on (Z, η), writing ιη for the
corresponding triple Γyιη (Z, η), and we write ι and ι for ιη and ιη respectively when η is
non-atomic. We show the following in §3.
4 ROBIN D. TUCKER-DROB
Theorem 1.1. Let b = Γyb (Y, ν) be a measure preserving action of Γ. Then E(ι× b, K) =
coE(b, K) for every compact Polish K. In particular, for any a = Γya (X, µ) we have that
a ≺ ι× b if and only if E(a, K) ⊆ coE(b, K) for every compact Polish space K.
When a is ergodic, so that E(a, K) is contained in the extreme points ofMs(K
Γ), we show
that Theorem 1.1 implies the following direct analogue of the fact (see [BdlHV08, F.1.4])
that if π and ρ are representations of Γ, π is irreducible, and π is weakly contained in ρ,
then every normalized positive definite function realized in π is actually a pointwise limit of
normalized positive definite functions realized in ρ.
Theorem 1.2. Let a = Γya (X, µ) and b = Γyb (X, µ) be measure preserving actions of
Γ and suppose that a is ergodic. If a ≺ ι× b then a ≺ b.
In Theorem 3.11 we show more generally that if a is an ergodic measure preserving action
that is weakly contained in d, then a is weakly contained in almost every ergodic component
of d. This may be seen as a weak containment analogue of the fact that if a is a factor of
d, then a is a factor of almost every ergodic component of d (see Proposition 3.8 below).
One consequence of Theorem 1.2 is that every non-amenable group has a free, non-ergodic
weak equivalence class, and this in fact characterizes non-amenability (Corollary 4.2 below).
Theorem 1.3. If b a measure preserving action of Γ that is strongly ergodic, then ι× b is
not weakly equivalent to any ergodic action. In particular, if Γ is a non-amenable group and
sΓ = Γ y
sΓ ([0, 1]Γ, λΓ) is the Bernoulli shift action of Γ, then ι × sΓ is a free action of Γ
that is not weakly equivalent to any ergodic action.
If B is a class of measure preserving actions of a countable group Γ and a ∈ B, then
a is called universal for B if b ≺ a for every b ∈ B. When a is universal for the class
of all measure preserving actions of Γ then a is simply called universal. In §4 we study
the universality properties EMD, EMD∗, and MD of residually finite groups introduced by
Kechris [Ke11] (MD was also independently studied by Bowen [Bo03], but with different
terminology), and defined as follows. Let Γ be a countably infinite group. Γ is said to
have property EMD if the measure preserving action pΓ of Γ on its profinite completion is
universal. Γ is said to have property EMD∗ if pΓ is universal for the class of all ergodic
measure preserving actions of Γ. Γ is said to have property MD if ι× pΓ is universal.
Each of these properties imply that Γ is residually finite and it is clear that EMD implies
both EMD∗ and MD. Kechris shows that EMD∗ implies MD and asks (Question 4.11 of
[Ke11]) whether the converse is true. We provide a positive answer to this question.
Theorem 1.4. The properties MD and EMD∗ are equivalent.
This implies (Corollary 4.7 below) that the properties EMD and MD are equivalent for all
groups without property (T). We also show in Theorem 4.8 that the free product of groups
with property MD has EMD and we give two reformulations of the problem of whether EMD
and MD are equivalent in general (Theorem 4.10 below).
In §5 we discuss the structure of weak equivalence with respect to invariant random sub-
groups. A countable group Γ acts on the compact space Sub(Γ) ⊆ 2Γ of all of its subgroups
by conjugation. Following [AGV11], a conjugation-invariant Borel probability measure on
Sub(Γ) will be called an invariant random subgroup (IRS) of Γ. We let IRS(Γ) denote the set
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of all invariant random subgroups of Γ. If a = Γ ya (Y, ν) is a measure preserving action
of Γ then the stabilizer map y 7→ staba(y) ∈ Sub(Γ) is equivariant so that the measure
(staba)∗ν is an IRS of Γ which we call the type of a, and denote type(a). It is shown in
[AE11a] that the type of a measure preserving action is an invariant of weak equivalence (we
give a proof of this in 5.2 below).
In §5.2 we use the framework laid out in §3 to study the compact metric topology intro-
duced by Abe´rt-Elek [AE11a] on the set A∼(Γ, X, µ) of weak equivalence classes of measure
preserving actions of Γ. We show that the map A∼(Γ, X, µ) → IRS(Γ) sending each weak
equivalence class to its type in IRS(Γ) is continuous when IRS(Γ) is equipped with the weak∗
topology.
In §5.3 we detail a construction, described in [AGV11], whereby, given a probability space
(Z, η), one canonically associates to each θ ∈ IRS(Γ) a measure preserving action sθ,η of Γ
such that type(sθ,η) = θ when η is non-atomic. We call sθ,η the θ-random Bernoulli shift of
Γ over (Z, η). When a is free then type(a) is the point mass δ〈e〉 on the trivial subgroup 〈e〉
of Γ and sδ〈e〉,η is the usual Bernoulli shift action of Γ on (Z
Γ, ηΓ). After establishing some
properties of random Bernoulli shifts we show the following in §5.5.
Theorem 1.5. Let a = Γ ya (Y, ν) be a non-atomic measure preserving action of type
θ, and let sθ,η be the θ-random Bernoulli shift over (Z, η). Then the relatively independent
joining of sθ,η and a over their common factor Γ y (Sub(Γ), θ) is weakly equivalent to a.
In particular, sθ,η is weakly contained in every non-atomic action of type θ.
When a is free then the relatively independent joining of sδ〈e〉,η and a is simply the product
of the Bernoulli shift with a and Theorem 1.5 proves a conjecture of Ioana, becoming the
following strengthening of Abe´rt-Weiss [AW11, Theorem 1]:
Corollary 1.6. Let sΓ = Γ y
sΓ ([0, 1]Γ, λΓ) be the Bernoulli shift action of Γ, where λ
denotes Lebesgue measure on [0, 1]. Let a = Γya (X, µ) be a free measure preserving action
of Γ on a non-atomic standard probability space (X, µ). Then sΓ×a is weakly equivalent to
a.
Several invariants of measure preserving actions such as groupoid cost [AW11] ([Ke10]
for the case of free actions) and independence number [CK10] are known to increase or
decrease with weak containment (see also [AE11a] and [CKT-D11] for other examples).
A consequence of Theorem 1.5 is that, for a finitely generated group Γ, among all non-
atomic measure preserving actions of type θ, the groupoid cost attains its maximum and the
independence number attains its minimum on sθ,λ. Likewise, Corollary 1.6 implies that for
any free measure preserving action a of Γ, both a and sΓ × a have the same independence
number, and the orbit equivalence relation associated to a and sΓ × a have the same cost.
In §6 we address the question of how many isomorphism classes of actions are contained in
a given weak equivalence class. We answer a question of Abe´rt-Elek [AE11a, Question 6.1],
showing that the weak equivalence class of any free action always contains non-isomorphic
actions. Our arguments show that there are in fact continuum many isomorphism classes
of actions in any free weak equivalence class, and from the perspective of Borel reducibility
we can strengthen this even further. Let A(Γ, X, µ) denote the Polish space of measure
preserving actions of Γ on (X, µ) and let a, b ∈ A(Γ, X, µ). Then a and b are called weakly
isomorphic, written a ∼=w b, if both a ⊑ b and b ⊑ a. We call a and b unitarily equivalent,
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written a ∼=U b, if the corresponding Koopman representations κa0 and κ
b
0 are unitarily
equivalent. We let ∼= denote isomorphism of actions. Then a ∼= b ⇒ a ∼=w b ⇒ a ∼=U b.
We now have the following.
Theorem 1.7. Let a = Γ ya (X, µ) be a free action of a countably infinite group Γ and
let [a] = {b ∈ A(Γ, X, µ) : b ∼ a} be the weak equivalence class of a. Then isomorphism
on [a] does not admit classification by countable structures. The same holds for both weak
isomorphism and unitary equivalence on [a].
Any two free actions of an infinite amenable group are weakly equivalent ([FW04], see also
Remark 4.1 and Theorem 1.8 below), so for amenable Γ Theorem 1.7 follows from [FW04],
[Hj97] and [Ke10, 13.7, 13.8, 13.9] (see also [KLP10, 4.4]), while for non-amenable Γ there
are continuum-many weak equivalence classes of free actions (see Remark 4.3 below), and
Theorem 1.7 is therefore a refinement of the existing results. The proof of 1.7 uses the
methods of [Ke10, 13.7] and [KLP10]. We fix an infinite dimensional separable Hilbert space
H, and denote by Repλ(Γ,H) the Polish space of unitary representations of Γ on H that
are weakly contained in the left regular representation λΓ of Γ. The conjugacy action of the
unitary group U(H) on Repλ(Γ,H) is generically turbulent by [KLP10, 3.3], so Theorem
1.7 will follow by showing that unitary conjugacy on Repλ(Γ,H) is not generically
∼= |[a]-
ergodic (and that the same holds for ∼=w and ∼=U in place of ∼=). For this we find a continuous
homomorphism ψ from unitary conjugacy on Repλ(Γ,H) to isomorphism on [a] with the
property that the inverse image of each ∼=U-class is meager. The main new ingredient that
is needed in the proof of Theorem 1.7 is Corollary 1.6, which shows that the homomorphism
ψ we define takes values in [a].
In §7 we show that when Γ is amenable, type(a) completely determines the stable weak
equivalence class (definition B.1) of a measure preserving action a of Γ.
Theorem 1.8. Let a and b be two measure preserving actions of an amenable group Γ.
Then
(1) type(a) = type(b) if and only if a ∼s b.
(2) Suppose that type(a) = type(b) concentrates on the infinite index subgroups of Γ.
Then a ∼ b.
Combining this with the results of §5.2 (in particular, Remark 5.8) shows that when
Γ is amenable, the type map [a]s 7→ type(a), from the compact space A∼s(Γ, Y, ν) of all
stable weak equivalence classes of measure preserving actions of Γ, to the space IRS(Γ), is a
homeomorphism.
We end with two appendices, one on ultraproducts of measure preserving actions, and one
on stable weak containment.
Remark 1.9. After sending Ga´bor Elek a preliminary version of this paper, I was informed
by him that he has independently obtained a version of Theorem 1.8. See [El12].
Acknowledgments. I would like to thank my advisor Alexander Kechris for his encour-
agement and support and for many valuable discussions related to this paper. I would also
like to thank Miklos Abe´rt for very useful feedback and discussions. The research of the
author was partially supported by NSF Grant DMS-0968710.
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2. Preliminaries and notation
Γ will always denote a countable group, and e will always denote the identity element of
Γ.
2.1. Measure algebras and standard probability spaces. All measures will be proba-
bility measures unless explicitly stated otherwise. A standard probability space is a proba-
bility measure space (X, µ) = (X,B(X), µ) where X is a standard Borel space and µ is a
probability measure on the σ-algebra B(X) of Borel subsets of X . In what follows, (X, µ),
(Y, ν), and (Z, η) will always denote standard probability spaces. Though we mainly focus
on standard probability spaces we will make use of nonstandard probability spaces arising
as ultraproducts of standard probability spaces. We will write (W, ρ) for a probability space
that may or may not be standard.
The measure algebra MALGρ of a probability space (W, ρ) is the σ-algebra of ρ-measurable
sets modulo the σ-ideal of null sets, equipped with the measure ρ. We also equip MALGρ
with the metric dρ(A,B) = ρ(A∆B). We will sometimes abuse notation and identify a
measurable set A ⊆ W with its equivalence class in MALGρ when there is no danger of
confusion.
2.2. Measure preserving actions. Let Γ be a countable group. A measure preserving
action of Γ is a triple (Γ, a, (X, µ)), which we write as Γ ya (X, µ), where (X, µ) is a
standard probability space and a : Γ × X → X is a Borel action of Γ on X that preserves
the probability measure µ. A measure preserving action Γ ya (X, µ) will often also be
denoted by a boldface letter such as a or µ depending on whether we want to emphasize
the underlying action or the underlying probability measure. When γ ∈ Γ and x ∈ X we
write γa ·x or γax for a(γ, x). In what follows, a, b, and c and d will always denote measure
preserving actions of Γ.
We will also make use of actions of Γ on nonstandard probability spaces. When (W, ρ) is
a probability space and o : Γ×W → W is a measurable action of Γ on W that preserves ρ
then we will still use the notations o = Γyo (W, ρ), γo, etc., from above, though we reserve
the phrase “measure preserving action” for the case when the underlying probability space is
standard.
2.3. The space of measure preserving actions. We let A(Γ, X, µ) denote the set of all
measure preserving actions of Γ on (X, µ) modulo almost everywhere equality. That is, two
measure preserving actions a and b of Γ on (X, µ) are equivalent if µ({x ∈ X : γax 6=
γbx}) = 0 for all γ ∈ Γ. Though elements of A(Γ, X, µ) are equivalence classes of measure
preserving actions we will abuse notation and confuse elements of A(Γ, X, µ) with their Borel
representatives, making sure our statements and definitions are independent of the choice of
representative when it is not obvious. We equip A(Γ, X, µ) with the weak topology, which is
a Polish topology generated by the maps a 7→ γaA ∈ MALGµ, with A ranging over MALGµ
and γ ranging over elements of Γ.
Notation. For a ∈ A(Γ, X, µ) and b ∈ A(Γ, Y, ν) we let a ⊑ b denote that a is a factor
of b and we let a ∼= b denote that a and b are isomorphic. We let ιη ∈ A(Γ, Z, η) denote
the trivial (identity) system Γ yιη (Z, η), and we write ι for ιη when η is non-atomic. We
call Γ ya (X, µ) non-atomic if the probability space (X, µ) is non-atomic. If T : X → X
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then we let supp(T ) = {x ∈ X : T (x) 6= x}. For a A ⊆ X we denote by µ|A the restriction
of µ to A given by (µ|A)(B) = µ(B ∩ A) and we denote by µA the conditional probability
measure µA(B) =
µ(B∩A)
µ(A)
where we use the convention that µA ≡ 0 when A ⊆ X is null.
Convention. We will regularly neglect null sets when there is no danger of confusion.
3. Proofs of Theorems 1.1 and 1.2
3.1. Weak containment and shift-invariant factors. Let K be a compact Polish space
and equip KΓ with the product topology so that it is also a compact Polish space. Then
Γ acts continuously on KΓ by the shift action s, given by (δsf)(γ) = f(δ−1γ) for δ, γ ∈ Γ,
f ∈ KΓ. Let (W, ρ) be a probability space and let o = Γ yo (W, ρ) be a measurable
action of Γ on W that preserves ρ. For each measurable function φ : W → K we define
Φφ,o : W → KΓ by Φφ,o(w)(γ) = φ((γ−1)o · w), and we let
E(o, K) = {(Φφ,o)∗ρ : φ : W → K is ρ-measurable}.
Each map Φφ,o is a factor map from o to Γys (KΓ, (Φa,φ)∗µ) since
Φφ,o(δo · w)(γ) = φ((γ−1δ)o · w) = φ(((δ−1γ)−1)o · w) = Φφ,o(w)(δ−1γ) = (δs · Φφ,o(w))(γ).
Conversely, given any measurable factor map ψ : Γ yo (W, ρ) → Γ ys (KΓ, π∗µ) the map
φ(w) = ψ(w)(e) is also measurable, and for almost all w ∈ W and all γ ∈ Γ we have
Φφ,o(w)(γ−1) = φ(γa ·w) = ψ(γo ·w)(e) = (γs ·ψ(w))(e) = ψ(w)(γ−1) so that ψ∗ρ = (Φφ,o)∗ρ.
It follows that E(o, K) is the set of all shift-invariant Borel probability measures on KΓ that
are factors of o. We let Ms(K
Γ) denote the convex set of all shift-invariant Borel probability
measures on KΓ. Equipped with the weak∗ topology this is a compact metrizable subset of
C(KΓ)∗. If E ⊆ Ms(KΓ) we let coE denote the convex hull of E and we let coE denote
the closed convex hull of E. For γ ∈ Γ we let πγ : KΓ → K denote the projection map
πγ(f) = f(γ).
Lemma 3.1. Suppose that φn : W → K, n ∈ N, is a sequence of measurable functions that
converge in measure to the measurable function φ : W → K . Then (Φφn,o)∗ρ→ (Φφ,o)∗ρ in
Ms(K
Γ).
Proof. φn converges to φ in measure if and only if for every subsequence {ni} there is a further
subsequence {mi} such that φmi → φ almost surely. If φmi → φ almost surely then for all
γ ∈ Γ, Φφmi ,o(w)(γ)→ Φφ,o(w)(γ) almost surely, and so Φφmi ,o(w)→ Φφ,o(w) almost surely.
It follows that Φφn,o → Φφ,o in measure. Since convergence in measure implies convergence
in distribution it follows that (Φφn,o)∗ρ→ (Φφ,o)∗ρ in Ms(KΓ). 
Remark 3.2. We may form the space L(W, ρ,K) of all measurable maps φ : W → K, where
we identify two such maps if they agree ρ-almost everywhere. If d ≤ 1 is a compatible
metric for K then we equip L(W, ρ,K) with the metric d˜(φ, ψ) =
∫
W
d(φ(w), ψ(w)) dρ(w),
and then φn → φ in this topology if and only if φn converges to φ in measure. Then Lemma
3.1 says that for each measure preserving action Γ yo (W, ρ), the map φ 7→ (Φφ,o)∗ρ from
L(W, ρ,K) to Ms(K
Γ) is continuous. The metric d˜ is complete, and d˜ is separable when
(W, ρ) is standard. We note for later use that the set of all φ ∈ L(W, ρ,K) with finite range
is dense in L(W, ρ,K) (this follows from d being separable). Proofs of these facts may be
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found in [Ke10, Section 19] and [Mo76] (these references assume that the space (W, ρ) is
standard, but this assumption is not used to prove the facts mentioned here).
We will find the following generalization of weak containment useful.
Definition 3.3. Let A and B be two sets of measure preserving actions of Γ. We say that
A is weakly contained in B, written A ≺ B, if for every Γya (X, µ) = a ∈ A, for any Borel
partition A0, . . . , Ak−1 of X , F ⊆ Γ finite, and ǫ > 0, there exists Γ yb (Y, ν) = b ∈ B and
a Borel partition B0, . . . , Bk−1 of Y such that
|µ(γaAi ∩ Aj)− ν(γ
bBi ∩Bj)| < ǫ
for all i, j < k and γ ∈ F .
This is a generalization of weak containment in the sense that when A = {a} and B = {b}
are both singletons then A ≺ B if and only if a ≺ b in the original sense defined in the
introduction. We write a ≺ B for {a} ≺ B, and A ≺ b for A ≺ {b}. If both A ≺ B and
B ≺ A then we put A ∼ B. It is clear that ≺ is a reflexive and transitive relation on sets of
actions. The arguments in 10.1 of [Ke10] show the following.
Proposition 3.4. Let A and B be sets of non-atomic measure preserving actions of Γ.
Then A ≺ B if and only if for every Γ ya (X, µ) = a ∈ A, there exists a sequence
an ∈ A(Γ, X, µ), n ∈ N, converging to a such that each an is isomorphic to some bn ∈ B.
In particular, a ≺ B if and only if a ∈ {d ∈ A(Γ, X, µ) : ∃b ∈ B d ∼= b}.
We also have the corresponding generalization of [AW11, Lemma 8].
Proposition 3.5. Let A and B be sets of measure preserving actions of Γ. Then the following
are equivalent
(1) A is weakly contained in B
(2)
⋃
d∈AE(d, K) ⊆
⋃
b∈B E(b, K) for every finite K.
(3)
⋃
d∈AE(d, K) ⊆
⋃
b∈B E(b, K) for every compact Polish K.
(4)
⋃
d∈AE(d, 2
N) ⊆
⋃
b∈B E(b, 2
N).
Proof. It suffices to show this for the case A = {d} is a singleton. We let (X, µ) be the space
of d.
We begin with the implication (1)⇒(2). It suffices to show (2) for the case K = k =
{0, 1, . . . , k − 1} for some k ∈ N. Fix a Borel function φ : X → k, let λ = (Φφ,d)∗µ, and let
Ai = φ
−1({i}) for i < k. Fix an exhaustive sequence e ∈ F0 ⊆ F1 ⊆ · · · of finite subsets of
Γ. For each finite F ⊆ Γ and function τ : F → k let Aτ =
⋂
γ∈F γ
dAτ(γ). As d ≺ B we may
find for each n ∈ N a measure preserving action bn = Γ ybn (Yn, νn) in B along with Borel
partitions {Bnτ }τ∈kFn of Yn such that
(3.1) |µ(γaAτ1 ∩Aτ2)− νn(γ
bnBnτ1 ∩B
n
τ2)| < ǫn
for all τ1, τ2 ∈ kFn, and where ǫn is small depending on n, k, and |Fn|. Define ψn : Yn → k
by ψn(y) = i if y ∈ Bnτ for some τ ∈ k
Fn with τ(e) = i, and let λn = (Φ
ψn,bn)∗νn. To show
that λn → λ it suffices to show that λn(A)→ λ(A) for every basic clopen set A ⊆ kΓ of the
form A =
⋂
γ∈F π
−1
γ ({iγ}), where e ∈ F ⊆ Γ is finite and iγ < k for each γ ∈ F . We let
υ ∈ kF be the function υ(γ) = iγ .
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For i < k let Bni =
⊔
{Bτ : τ ∈ k
Fn and τ(e) = i}. Let n0 be so large that F
2 ⊆ Fn0
and for all n > n0 and each σ ∈ kJ , J ⊆ Fn, let Bnσ =
⊔
{Bτ : τ ∈ kFn and σ ⊑ τ} and
let B˜nσ =
⋂
γ∈J γ
dBnσ(γ). Then B
n
i =
⊔
{Bnσ : σ ∈ k
F and σ(e) = i}. For γ ∈ Γ, J ⊆ Γ and
σ ∈ kJ let γ ·σ ∈ kγJ be given by (γ ·σ)(δ) = σ(γ−1δ) for all δ ∈ γJ . For σ ∈ kF and γ ∈ F we
have |νn(γ
bnBnσ ∩B
n
γ·σ)−µ(γ
dAσ ∩Aγ·σ)| ≤
∑
{τ∈kFn :σ⊑τ}
∑
{τ ′∈kFn : γ·σ⊑τ ′} |νn(γ
bnBnτ ∩B
n
τ ′)−
µ(γdAτ ∩Aτ ′)| ≤ ǫnk
2|Fn|. Similarly, |νn(B
n
σ )− µ(Aσ)| < ǫnk
2|Fn| and |νn(B
n
γ·σ)− µ(Aγ·σ)| <
ǫnk
2|Fn|. Since γdAσ = Aγ·σ we obtain from this the estimate
(3.2) dνn(γ
dn(Bnσ ), B
n
γ·σ) = νn(B
n
σ ) + νn(B
n
γ·σ)− 2νn(γ
dn(Bnσ ) ∩ B
n
γ·σ) < 3ǫnk
2|Fn|.
Since {Bnτ }τ∈kFn is a partition of Yn and F
2 ⊆ Fn we have the set identities
Bn
υ
=
⊔
τ∈kFn
υ⊑τ
Bnτ =
⋂
γ∈F
⊔
σ∈kγF
σ(γ)=υ(γ)
Bnσ =
⋂
γ∈F
⊔
σ∈kF
σ(e)=υ(γ)
Bnγ·σ.
By (3.2) the dνn-distance of this is no more than 3|F |ǫnk
3|Fn| from the set⋂
γ∈F
⊔
σ∈kF
σ(e)=υ(γ)
γdnBnσ =
⋂
γ∈F
γdnBn
υ(γ) = B˜
n
υ
.
Thus |λn(A)− λ(A)| = |νn(B˜nυ )− µ(Aυ)| ≤ 3|F |ǫnk
3|Fn| + |νn(Bnυ )− µ(Aυ)| < 3|F |ǫnk
3|Fn| +
ǫnk
2|Fn| → 0 by our choice of ǫn.
(2)⇒(3): Let K be a compact Polish space. It follows from Lemma 3.1 and Remark 3.2
that the set Ef(d, K) of all measures λ ∈ E(d, K) coming from Borel φ : X → K with finite
range is dense in E(d, K). By (2) we then have Ef(d, K) ⊆
⋃
b∈B Ef(b, K) ⊆
⋃
b∈B E(b, K),
and (3) now follows.
The implication (3)⇒(4) is trivial. (4)⇒(1): Given a Borel partition A0, . . . , Am−1 of
X , F ⊆ Γ finite, and ǫ > 0, let k0, . . . , km−1 ∈ 2N be distinct and define the function
φ : X → 2N by φ(x) = i if x ∈ Ai. Then λ = (Φφ,d)∗µ ∈ E(d, 2N) so by (4) there exists
a sequence Γ ybn (Yn, νn) = bn ∈ B, along with φn : Yn → 2N such that λn → λ, where
λn = (Φ
φn,bn)∗νn. Let C0, . . . , Cm−1 disjoint clopen subsets of 2
N with ki ∈ Ci and for each
n ∈ N let Bni = φ
−1
n (Ci). Then for all γ ∈ F we have
|µ(γdAi ∩ Aj)−νn(γ
bnBni ∩B
n
j )| = |λ(π
−1
γ (Ci) ∩ π
−1
e (Cj))− λn(π
−1
γ (Ci) ∩ π
−1
e (Cj))| → 0,
so for large enough n this quantity is smaller than ǫ. 
3.2. Convexity in the space of actions. The convex sum of measure preserving actions
is defined as follows (see also [Ke10, 10.(F)]). Let N ∈ {1, 2, . . . ,∞ = N} and let α =
(α0, α1 . . . ) ∈ [0, 1]
N be a finite or countably infinite sequence of non-negative real numbers
with
∑
i<N αi = 1. Given actions bi = Γ y
bi (Xi, µi), i < N , we let
∑
i<N Xi = {(i, x) :
i < N and x ∈ Xi} and we let µ˜i be the image measure of µi under the inclusion map
Xi →֒
∑
i<N Xi, x 7→ (i, x). We obtain a measure preserving action
∑
i<N αibi = Γy
∑
i<N bi
(
∑
i<N Xi,
∑
i<N αiµ˜i) defined by γ
∑
i<N bi · (i, x) = (i, γbi · x). If (Xi, µi) = (X, µ) for each
i < N then (
∑
i<N Xi,
∑
i<N αiµ˜i) = (N × X, ηα × µ) where ηα is the discrete probability
measure on N given by ηα({i}) = αi. If furthermore bi = b for each i < N then
∑
i<N αibi =
ιηα × b is simply the product action.
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Lemma 3.6. Let b ∈ A(Γ, X, µ) and let d = ιηα × b =
∑n−1
i=0 αib. Then E(d, K) ⊆
coE(b, K) ⊆ E(ι× b, K) for every compact Polish K.
Proof. Given φ : n × X → K, we want to show that (Φφ,d)∗(ηα × µ) ∈ coE(b, K). Let
φi : X → K be given by φi(x) = φ(i, x). Then (Φ
φ,d)−1(A) =
⊔n−1
i=0 {i} × (Φ
φi,b)−1(A)
for A ⊆ KΓ and it follows that (Φφ,d)∗(ηα × µ) =
∑n−1
i=0 αi(Φ
φi,b)∗µ, which shows the first
inclusion.
Let the underlying space of ι be (Z, η). Given Borel functions φ0, . . . , φn−1 : X → K and
α0, . . . , αn−1 ≥ 0 with
∑n−1
i=0 αi = 1, we want to show that
∑n−1
i=0 αi(Φ
φi,b)∗µ ∈ E(ι× b, K).
Let C0, . . . , Cn−1 be a Borel partition of Z with η(Ci) = αi for i = 0, . . . , n − 1. Define
i : Z → n by i(z) = i if z ∈ Ci and let φ : Z ×X → K be the map φ(z, x) = φi(z)(x). Then
Φφ,ι×b(z, x)(γ) = φ(γι×b · (z, x)) = φ(z, γb · x) = φi(z)(γ
b · x) = Φφi(z),b(x)(γ),
and so (Φφ,ι×b)−1(A) =
⊔n−1
i=0 Ci × (Φ
φi,b)−1(A) for all A ⊆ KΓ. It now follows that∑n−1
i=0 αi(Φ
φi,b)∗µ = (Φ
φ,ι×b)∗(η × µ). 
Lemma 3.7. Let b ∈ A(Γ, X, µ), let α(n) = ( 1
n
, . . . , 1
n
) ∈ [0, 1]n, and let
B1 = {ιη
α(n)
× b : n ≥ 1}, B2 =
{
ιηα × b : n ≥ 1, α ∈ [0, 1]
n,
∑n−1
i=0 αi = 1
}
.
Then ι× b ∼ B1 ∼ B2.
Proof. B1 ≺ B2 is trivial. B2 ≺ ι×b is clear (in fact, d ⊑ ι×b for every d ∈ B2). It remains
to show that ι× b ≺ B1. Let (Z, η) be the underlying non-atomic probability space of ι and
let λ = η× µ. Fix a partition P of Z ×X , F ⊆ Γ finite and ǫ > 0. We may assume without
loss of generality that P is of the form P = {Ai × Bj : 0 ≤ i < n, 0 ≤ j < m} where
{Ai}
n−1
i=0 is a partition of Z, {Bj}
m−1
j=0 is a partition of X , and all the sets A0, . . . , An−1 have
equal measure. Let Ci,j = {(i, x) ∈ n × X : x ∈ Bj}. Then, letting d = ιη
α(n)
× b, for all
γ ∈ F and i, i′ ≤ n, j, j′ ≤ m, if i 6= i′ we have γdCi,j∩Ci′,j′ = ∅ = γι×b(Ai×Bj)∩(Ai′∩Bj′),
while if i = i′ we have
(ηα(n) × µ)(γ
dCi,j ∩ Ci,j′) =
1
n
µ(γbBj ∩ Bj′)
= η(Ai)µ(γ
bBj ∩ Bj′) = λ(γ
ι×b(Ai × Bj) ∩ (Ai ×Bj′)),
showing that ι× b ≺ B1. 
Proof of Theorem 1.1. We apply 3.5 and 3.7, then 3.6 to obtain
E(ι× b, K) ⊆
⋃
n≥1E(ιηα(n) × b, K) ⊆ coE(b, K) ⊆ E(ι× b, K)
and so E(ι× b, K) = coE(b, K). 
The proof of Theorem 1.2 now proceeds in analogy with the proof of the corresponding
fact for unitary representations (see [BdlHV08, F.1.4]).
Proof of Theorem 1.2. Suppose that a is ergodic and a ≺ ι×b. We want to show that a ≺ b,
or equivalently E(a, K) ⊆ E, (b, K) for every compact Polish K. By hypothesis we have that
E(a, K) ⊆ E(ι× b, K), so by Theorem 1.1, E(a, K) ⊆ coE(b, K). Since every element of
E(a, K) is ergodic, E(a, K) is contained in the extreme points of Ms(K
Γ), and so a fortiori
E(a, K) is contained in the extreme points of coE(b, K). Since in a locally convex space the
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extreme points of a given compact convex set are contained in every closed set generating
that convex set (see, e.g., [Ph02, Proposition 1.5]), it follows that E(a, K) ⊆ E(b, K) as was
to be shown. 
3.3. Ergodic decomposition and weak containment. We begin with the following ob-
servation about factors.
Proposition 3.8. Let d be a measure preserving action of Γ on (Y, ν) and suppose π :
(Y, ν)→ (Z, η) is a factor map from d onto an identity action Γyιη (Z, η). Let ν =
∫
z
νz dη
be the disintegration of ν with respect to π and let dz = Γ y
d (Y, νz). Suppose that a =
Γ ya (X, µ) is an ergodic factor of d via the map ϕ : (Y, ν) → (X, µ). Then for η-almost
every z ∈ Z, a is a factor of dz via the map ϕ.
Proof. The map π × ϕ : (Y, ν) → (Z × X, (π × ϕ)∗ν), y 7→ (π(y), ϕ(y)), factors d onto a
joining b of the identity action ιη and the ergodic action a. Since ergodic and identity actions
are disjoint ([Gl03, 6.24]) we have that (π × ϕ)∗ν = η × µ and b = ιη × a. The measure
(π × ϕ)∗νz lives on {z} ×X almost surely, and η × µ = (π × ϕ)∗ν =
∫
Z
(π × ϕ)∗νz dη, so by
uniqueness of disintegration (π × ϕ)∗νz = δz × µ almost surely. Since projX ◦ (π × ϕ) = ϕ
we have that ϕ∗νz = (projX)∗(δz × µ) = µ almost surely. 
Corollary 3.9. If a is ergodic and ϕ factors d onto a then ϕ factors almost every ergodic
component of d onto a.
Using ultraproducts of measure preserving actions (see Appendix A) we can prove an
analogous result for weak containment which generalizes Theorem 1.2. For the remainder
of this section we fix a nonprincipal ultrafilter U on N and we also fix a compact Polish
space K homeomorphic to 2N. Let an = Γ y
an (Yn, ν), n ∈ N, be a sequence of measure
preserving actions of Γ and let aU = Γ y
aU (YU , µU) be the ultraproduct of the sequence
an with respect to the nonprincipal ultrafilter U on N. Let φn : Yn → K be a sequence of
Borel functions and let Φn = Φ
φn,an : Yn → KΓ. We let φ denote the ultralimit function
determined by the sequence φn, i.e., φ : YU → K is the function given by
φ([yn]) = lim
n→U
φn(yn)
for [yn] ∈ YU . The function φ is BU -measurable since φ−1(V ) = [φ−1n (V )] whenever V ⊆ K
is open.
Proposition 3.10. Let Φ = Φφ,aU . Then
(1) Φ([yn]) = limn→U Φn(yn) for all [yn] ∈ YU ;
(2) Φ∗νU = limn→U(Φn)∗νn;
(3) For every BU -measurable function ψ : YU → K there exists a sequence ϕn : Yn → K
of Borel functions such that ψ([yn]) = limn→U ϕn(yn) for νU -almost every [yn] ∈ YU .
Proof. (1): For each [yn] ∈ YU and γ ∈ Γ we have Φ([yn])(γ−1) = φ(γaU [yn]) = φ([γanyn]) =
limn→U φ(γ
anyn) = limn→U Φn(yn)(γ) = (limn→U Φn(yn))(γ), the last equality following by
continuity of the evaluation map f 7→ f(γ) on KΓ.
(2): Let λ = limn→U(Φn)∗νn. Then λ is the unique element of Ms(K
Γ) such that λ(C) =
limn→U((Φn)∗νn(C)) for all clopen C ⊆ KΓ. Part (1) implies that Φ−1(C) = [Φ−1n (C)]
whenever C ⊆ KΓ is clopen, and so Φ∗νU(C) = limn→U νn(Φ
−1
n (C)) = limn→U((Φn)∗νn(C)).
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(3): We may assume K = 2N. For m ∈ N define ψm : YU → K by ψm([yn]) =
ψ([yn])(m). For i ∈ {0, 1} let Am,i = ψ−1m ({i}) ∈ BU and fix [A
m,i
n ] ∈ AU such that
νU(A
m,i∆[Am,in ]) = 0. For each m,n ∈ N let B
m,0
n = A
m,0
n \A
m,1
n and let B
m,1
n = Yn \B
m,0
n so
that {Bm,0n , B
m,1
n } is a Borel partition of Yn. Then for eachm ∈ N we have νU(A
m,0∆[Bm,0n ]) =
0 = νU(A
m,1∆[Bm,1n ]). Define ϕn : Yn → K by taking ϕn(y)(m) = i if and only if y ∈ B
m,i
n .
Let ϕ : YU → K be the ultralimit function ϕ([yn]) = limn→U ϕn(yn). Then for i ∈ {0, 1} we
have
ϕ([yn])(m) = i ⇔ lim
n→U
(ϕn(yn)(m)) = i ⇔ {n : yn ∈ B
m,i
n } ∈ U ⇔ [yn] ∈ [B
m,i
n ],
and so ϕ is equal to ψ off the null set
⋃
m∈N,i∈{0,1}A
m,i∆[Bm,in ]. 
Theorem 3.11. Let d be a measure preserving action of Γ on (Y, ν) and suppose π : (Y, ν)→
(Z, η) is a factor map from d onto an identity action Γ yιη (Z, η). Let ν =
∫
z
νz dη be the
disintegration of ν with respect to π and let dz = Γy
d (Y, νz). Suppose that a = Γy
a (X, µ)
is ergodic and is weakly contained in d. Then a is weakly contained in dz for almost all z ∈ Z.
Proof. Taking K = 2N it suffices to show for each λ ∈ E(a, K) that η({z : λ ∈ E(dz, K)}) =
1. Let U be a nonprincipal ultrafilter on N and let dU = Γ ydU (YU , νU) and ιU = Γ yιU
(ZU , ηU) be the ultrapowers of d and ιη respectively. The map πU : YU → ZU defined by
πU([yn]) = [π(yn)] factors dU onto ιU .
Given any λ ∈ E(a, K), since a ≺ d there exists φn : Y → K such that (Φφn,d)∗ν → λ.
Let φ : YU → K be the ultralimit of the functions φn, let Φn = Φφn,d and let Φ = Φφ,dU :
YU → K
Γ. By Proposition 3.10.(2), Φ factors dU onto Γy
s (KΓ, λ).
Let ρ = σ∗νU , where σ = πU ×Φ : YU → ZU ×KΓ is the map σ([yn]) = (πU([yn]),Φ([yn])).
Then ρ = ηU × λ since each standard factor of ιU is an identity action so is disjoint from a.
Let ν[zn] =
∏
n νzn/U , so that ν[zn] is a probability measure on BU(YU) for all [zn] ∈ ZU .
Claim. limn→U(Φn)∗νzn = λ for ηU -almost every [zn] ∈ ZU .
Proof of Claim. By Proposition A.1, νU(A) =
∫
[zn]
ν[zn](A) dηU for all A ∈ BU(YU). As σ∗ν[zn]
lives on {[zn]} ×K
Γ it follows for D ∈ BU(ZU) and C ⊆ K
Γ clopen that∫
[zn]∈D
λ(C) dηU = ηU(D)λ(C) = ρ(D × C) =
∫
[zn]
σ∗ν[zn](D × C) dηU
=
∫
[zn]∈D
σ∗ν[zn](ZU × C) dηU =
∫
[zn]∈D
Φ∗ν[zn](C) dηU .
Thus for each clopen C ⊆ KΓ, Φ∗ν[zn](C) = λ(C) for ηU almost every [zn] ∈ ZU . It follows
that Φ∗ν[zn] = λ for ηU almost every [zn] ∈ ZU . By Proposition 3.10.(2), limn→U(Φn)∗νzn = λ
for ηU almost every [zn] ∈ ZU . [Claim]
If now V is any open neighborhood of λ inMs(K
Γ) then let B = {z ∈ Z : E(dz, K)∩V =
∅}. If η(B) > 0 then let Bn = B for all n so that [Bn] ∈ AU(ZU) and ηU([Bn]) > 0. Thus,
for some [zn] ∈ [Bn] we have limn→U(Φn)∗νzn = λ and so (Φn)∗νzn ∈ E(dzn, K) ∩ V for
some n ∈ N. Since zn ∈ Bn = B this is a contradiction. Thus, η(B) = 0. It follows that
λ ∈ E(dz, K) almost surely. 
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Theorem 3.12. Let ϕ : Γ yb (X, µ) → Γ yιη (Z, η) and ψ : Γ yd (Y, ν) → Γ yιη (Z, η)
be factor maps from b and d respectively onto ιη. Let µ =
∫
z
µz dη and ν =
∫
z
νz dη be the
disintegrations of µ and ν via ϕ and ψ respectively, and for each z ∈ Z let bz = Γyb (X, µz)
and let dz = Γy
d (Y, νz). Then
(1) If bz ≺ dz for all z ∈ Z then b ≺ d.
(2) If b ≺ dz for all z ∈ Z the ιη × b ≺ d and if bz ≺ d for all z ∈ Z then b ≺ ιη × d.
(3) If bz ∼ dz for all z ∈ Z then b ∼ d and if b ∼ dz for all z ∈ Z then ιη × b ∼ d.
We also have the following version for stable weak containment (see Appendix B):
(4) If bz ≺s dz for all z ∈ Z then b ≺s d.
(5) If bz ≺s d for all z ∈ Z then b ≺s d and if bz ≺s d for all z ∈ Z then b ≺s d.
(6) If bz ∼s dz for all z ∈ Z then b ∼s d and if b ∼s dz for all z ∈ Z then b ∼s d.
Proof. (1): Let {Bn}n∈N be a countable algebra of subsets of Y generating the Borel σ-algebra
of Y . Fix a partition A0, . . . , Ak−1 of Borel subsets of X along with F ⊆ Γ finite and ǫ > 0.
For each z there exists a k-tuple (n0, . . . , nk−1) ∈ N
k such that the sets Bn0 , . . . , Bnk−1 ⊆ Y
witness that bz ≺ dz with respect to the parameters A0, . . . , Ak−1, F , and ǫ. We let n(z) =
(n0(z), . . . , nk−1(z)) be the lexicographically least k-tuple that satisfies this for z. For each
j < k the set
Dj = {y ∈ Y : ∃z ∈ Z(ψ(y) = z and y ∈ Bnj(z))} =
⊔
z
(Bnj(z) ∩ ψ
−1(z))
is analytic and so is measurable. For all z ∈ Z, γ ∈ Γ, and j < k we then have that
γdDj∩ψ
−1(z) = γdzBnj(z)∩ψ
−1(z) and it follows that νz(γ
dDj∩Dj′) = νz(γ
dzBnj(z)∩Bnj′ (z)),
since νz concentrates on ψ
−1(z). For γ ∈ F and i, j < k we then have
|ν(γdDi ∩Dj)− µ(γ
bAi ∩ Aj)| =
∣∣ ∫
z∈Z
νz(γ
dDi ∩Dj) dη(z)−
∫
z∈Z
µz(γ
bAi ∩Aj) dη(z)
∣∣
≤
∫
z∈Z
|νz(γ
dzBni(z) ∩ Bnj(z))− µz(γ
bzAi ∩ Aj)| dη(z) ≤ η(Z)ǫ < ǫ
which finishes the proof of (1).
Statements (2) through (6) now follow from (1). 
Question 3.13. Is every measure preserving action d of Γ stably weakly equivalent to an
action with countable ergodic decomposition?
A positive answer to Question 3.13 would be an ergodic theoretic analogue of the fact
that every unitary representation of Γ on a separable Hilbert space is weakly equivalent to a
countable direct sum of irreducible representations ([Di77], this also follows from [BdlHV08,
F.2.7]). We also mention the following related problem.
Problem 3.14. Describe the set ex(coE(a, 2N)) of extreme points of coE(a, 2N) for a ∈
A(Γ, X, µ).
4. Consequences of Theorem 1.2 and applications to MD and EMD
4.1. Free, non-ergodic weak equivalence classes. We can now prove Theorem 1.3.
WEAK EQUIVALENCE AND NON-CLASSIFIABILITY OF MEASURE PRESERVING ACTIONS 15
Proof of Theorem 1.3. If a is any ergodic action of Γ and a ≺ ι × b then by Theorem 1.2
a ≺ b, and so a is strongly ergodic. It follows that we cannot also have ι× b ≺ a, otherwise
a would not be strongly ergodic. 
Remark 4.1. Foreman and Weiss [FW04, Claim 18] show that for any free measure preserving
action a = Γ ya (X, µ) of an infinite amenable group b ≺ a for every b ∈ A(Γ, X, µ). We
note that a quick alternative proof of this follows from [BT-D11, Theorem 1.2], which says
that if ∆ is a normal subgroup of a countably infinite group Γ and Γ/∆ is amenable, then
b ≺ CIndΓ∆((ι× b)|∆) for every b ∈ A(Γ, X, µ). Taking Γ to be an infinite amenable group
and ∆ = 〈e〉 the trivial group, the restriction (ι× b)|〈e〉 is trivial, so CIndΓ〈e〉((ι× b)|〈e〉) is
the Bernoulli shift action sΓ of Γ. Thus, b ≺ sΓ. By [AW11, Theorem 1] (or alternatively,
Corollary 1.6 below), since a is free, we have sΓ ≺ a and so b ≺ a.
Combining this with Theorem 1.3 gives a new characterization of (non-)amenability for a
countable group Γ.
Corollary 4.2. A countably infinite group Γ is non-amenable if and only if there exists a free
measure preserving action of Γ that is not weakly equivalent to any ergodic action.
Remark 4.3. It is noted in [CK10, 4.(C)] that if Γ is a non-amenable group, and if S ⊆ Γ
is a set of generators for Γ such that the Cayley graph Cay(Γ, S) is bipartite, then there
are continuum-many weak equivalence classes of free measure preserving actions of Γ. Their
method of using convex combinations of actions can be used to show that this holds for all
non-amenable Γ, and in fact the proof shows that there exists a collection {aα : 0 < α ≤
1
2
}
with aα and aβ weakly incomparable when α 6= β. Indeed, if a = Γ ya (X, µ) is any free
strongly ergodic action of Γ (which exists when Γ is non-amenable), then for any 0 < α <
β ≤ 1
2
the actions aα = αa + (1 − α)a and aβ = βa + (1 − β)a are weakly incomparable.
To see this note that any action weakly containing aα has a sequence of asymptotically
invariant sets with measures converging to α. Since a is strongly ergodic it is clear that no
such sequence exists for aβ, and so aα 6≺ aβ . Similarly, aβ 6≺ aα.
It is open whether every non-amenable group has continuum-many weak equivalence
classes of free ergodic measure preserving actions. It is in fact unknown whether there exists
a non-amenable group with just one free ergodic action up to weak equivalence (though it
is shown in the fourth remark after 13.2 of [Ke10] that any such group must, among other
things, have property (T) and cannot contain a non-abelian free group). Abe´rt-Elek [AE11b]
show that Γ has continuum-many pairwise weakly incomparable (hence inequivalent) free er-
godic actions when Γ is a finitely generated free group or a linear group with property (T).
Their result also holds for stable weak equivalence in view of the following consequence of
Theorem 1.2.
Corollary 4.4. Let a and b be ergodic measure preserving actions of Γ and let (Z, η) be a
standard probability space. Then a ∼ b if and only if ιη ×a ∼ ιη × b. In particular a ∼ b if
and only if a ∼s b.
Proof. If a ∼ b then ιη × a ∼ ιη × b by continuity of the product operation. Conversely, if
ιη × a ∼ ιη × b then a ≺ ιη × a ≺ ιη × b so that a ≺ b by Theorem 1.2. Likewise, b ≺ a,
so a ∼ b. 
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I also do not know whether every non-amenable group has continuum-many stable weak
equivalence classes of free measure preserving actions, or whether there exists a non-amenable
group all of whose free measure preserving actions are stably weakly equivalent.
4.2. The properties MD and EMD.
Definition 4.5. Let B be a class of measure preserving actions of a countable group Γ. If
a ∈ B then a is called universal for B if b ≺ a for every b ∈ B. When a is universal for the
class of all measure preserving actions of Γ then a is simply called universal.
Definition 4.6 ([Ke11]). Let Γ be a countably infinite group. Then Γ is said to have property
EMD if the measure preserving action pΓ of Γ on its profinite completion is universal. Γ is
said to have property EMD∗ if pΓ is universal for the class of all ergodic measure preserving
actions of Γ. Γ is said to have property MD if ι× pΓ is universal.
If Γ has property EMD, EMD∗, or MD, then pΓ must be free (this follows, e.g., from the
5.3 below) and so Γ must be residually finite. It is also clear that EMD implies both EMD∗
and MD. We now show that EMD∗ and MD are equivalent.
Proof of Theorem 1.4. The implication EMD∗ ⇒ MD is shown in [Ke11], but also follows
from Theorem 3.12 above. For the converse, suppose Γ has MD so that ι × pΓ is universal
and let a be an ergodic action of Γ. Then a ≺ ι × pΓ, so since a is ergodic, Theorem 1.2
implies a ≺ pΓ. Thus pΓ is universal for ergodic actions of Γ, and so Γ has EMD
∗. 
Corollary 4.7. EMD and MD are equivalent for groups without property (T).
Proof. Suppose Γ has MD and does not have (T). Then ι× pΓ is universal and by Theorem
1.4, pΓ is universal for ergodic measure preserving actions. Since Γ does not have property
(T) there exists an ergodic a = Γ ya (X, µ) with ι ≺ a, and so ι ≺ a ≺ pΓ. Since pΓ
is ergodic with ι ≺ pΓ it follows that ι × pΓ ≺ pΓ (see [AW11, Theorem 3]) and so pΓ is
universal. 
In what follows, if ϕ : Γ → ∆ is group homomorphism then for each a ∈ A(∆, X, µ) we
let aϕ ∈ A(Γ, X, µ) denote the action that is the composition of a with ϕ, i.e., γa
ϕ
= ϕ(γ)a.
Also, we note that for any two countable groups Γ1,Γ2, there is a natural equivariant home-
omorphism from the diagonal action Aut(X, µ)y A(Γ1, X, µ)×A(Γ2, X, µ) to Aut(X, µ)y
A(Γ1 ∗ Γ2, X, µ). We denote this map by (a1,a2) 7→ a1 ∗ a2. See [Ke10, 10.(G)]. We also
refer to [Ke10, Appendix G] and [Zi84] for information about induced actions.
Theorem 4.8. Suppose Γ1 and Γ2 are nontrivial countable groups and that for each i ∈
{1, 2}, Γi is either finite or has property MD. Then Γ1 ∗ Γ2 has property EMD.
Proof. Let (a1,a2) ∈ A(Γ1, X, µ) × A(Γ2, X, µ) be given and let U = U1 × U2 be an open
neighborhood of (a1,a2) where Ui is a open neighborhood of ai for i = 1, 2. By hypothesis,
for each i = 1, 2 there exists a finite group Fi 6= {e} along with a homomorphism ϕi : Γi → Fi
and bi ∈ A(Fi, X, µ) such that the corresponding measure preserving action b
ϕi
i of Γi is in
Ui. Let ϕ = ϕ1 ∗ ϕ2 : Γ1 ∗ Γ2 → F1 ∗ F2 and let b = b1 ∗ b2. Then bϕ = b
ϕ1
1 ∗ b
ϕ2
2 ∈ U1 × U2.
Let V1, V2 be open subsets about b1 ∈ A(F1, X, µ) and b2 ∈ A(F2, X, µ) respectively such
that {aϕi : a ∈ Vi} ⊆ Ui for i = 1, 2 (this is possible since the map a 7→ aϕi is continuous).
Then b ∈ V1 × V2 and for all d ∈ V1 × V2 we have d
ϕ ∈ U1 × U2.
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There is a (possibly abelian) free subgroup F ≤ F = F1 ∗ F2 of finite index (explicitly:
F = ker(ψ) = [F, F ] where ψ : F1 ∗ F2 → F1 × F2 is the natural projection map), and since
F has EMD [Ke11, Theorem 1] we have b|F ≺ pF. Letting aF/F denote the action of F on
F/F with normalized counting measure we now have
b ⊑ b× aF/F ∼= Ind
F
F (b|Γ) ≺ Ind
F
F (pF).
The action d = IndFF (pF) is a profinite action, and d is ergodic since pF is ergodic. As b ≺ d
there exists an isomorphic copy d0 of d in V1 × V2. Then d
ϕ
0 ∈ U1 × U2 and d
ϕ
0 is ergodic
since d0 is ergodic. Thus U1 × U2 contains an ergodic profinite action. 
Note 4.9. The group Γ1 ∗ Γ2 never has property (T) when Γ1 and Γ2 are nontrivial, so by
Corollary 4.7 it would have been enough to show in the above proof that Γ1 ∗ Γ2 has MD,
and then EMD would follow.
Theorem 4.10. The following are equivalent
(1) MD and EMD are equivalent properties for any countably infinite group Γ.
(2) EMD passes to subgroups.
(3) MD is incompatible with property (T).
Proof. (1)⇒(2): Property MD passes to subgroups, so if MD and EMD are equivalent, then
EMD passes subgroups. (2)⇒(1): If Γ is a countable group with MD then Γ ∗ Γ has EMD,
so if EMD passes to subgroups then Γ actually has EMD. (1)⇒(3): EMD is incompatible
with property (T) since if Γ is an infinite residually finite group with property (T) then pΓ
is strongly ergodic so that ι 6≺ pΓ. Thus, if MD and EMD are equivalent then MD is also
incompatible with property (T). (3)⇒(1): This follows immediately from Corollary 4.7. 
Note also that Theorem 1.2 gives the following
Proposition 4.11. MD is incompatible with ((τ) and ¬(T)). That is, if a group Γ has both
MD and property (τ), then Γ actually has property (T).
Proof. If Γ has MD then by 4.7, pΓ is universal for ergodic actions, so if Γ does not have
(T) then there exists an ergodic a with ι ≺ a. This implies ι ≺ pΓ so that Γ does not have
property (τ). 
5. Weak equivalence and invariant random subgroups
5.1. Invariant random subgroups. We let Sub(Γ) denote the set of all subgroups of Γ.
This is a compact subset of 2Γ with the product topology, and is invariant under the left
conjugation action of Γ, which is continuous, and which we denote by c, i.e., γc ·H = γHγ−1.
We will always view Γ as acting on Sub(Γ) by conjugation, though the underlying measure
on Sub(Γ) will vary. By an invariant random subgroup (IRS) of Γ we mean a conjugation-
invariant Borel probability measure θ on Sub(Γ). Invariant random subgroups are studied
in [AGV11] as a stochastic generalization of normal subgroups. See also [AE11a], [Bo10]
and [Ve11]. We let IRS(Γ) denote the space of all invariant random subgroups of Γ. When
θ ∈ IRS(Γ) we will let θ denote the measure preserving action Γ yc (Sub(Γ), θ). For a
measure preserving action a = Γ ya (X, µ) we let type(a) denote the type of a, which is
defined to be the measure (staba)∗µ on Sub(Γ), where staba : X → Sub(Γ) is the stabilizer
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map x 7→ staba(x) = Γx = {γ ∈ Γ : γ
ax = x} ∈ Sub(Γ). It is clear that type(a) is always an
IRS of Γ. Types are studied in [AE11a] in order to examine freeness properties of measure
preserving actions.
5.2. The compact space of weak equivalence classes. Abe´rt and Elek ([AE11a]) define
a compact Polish topology on the set of weak equivalence classes of measure preserving
actions of Γ. We define this topology below and provide a variation of their proof showing
that it is a compact Polish topology.
For this subsection we fix a standard probability space (X, µ) and a compact zero-dimensional
Polish space K homeomorphic to Cantor space 2N. We let K = K(Ms(K
Γ)) denote the space
of all nonempty compact subsets of Ms(K
Γ), equipped with the Vietoris topology τV which
makes K into a compact Polish space. SinceMs(K
Γ) is a compact metric space, convergence
in this topology may be described as follows. A sequence Ln ∈ K, n ∈ N converges if and
only if the sets
TlimnLn = {λ ∈Ms(K
Γ) : ∃(λn) [∀nλn ∈ Ln, and λn → λ]}
TlimnLn = {λ ∈Ms(K
Γ) : ∃(λn) [∀nλn ∈ Ln, and for some subsequence (λnk), λnk → λ]}
are equal, in which case their common value is the limit of the sequence Ln (see e.g., [Ke95,
4.F]).
Let Φ : A(Γ, X, µ)→ K be the map
Φ(a) = E(a, K).
By Proposition 3.5, Φ(a) = Φ(b) if and only if a ∼ b. We now have
Theorem 5.1. The image of Φ in K is a closed, hence compact subset of (K, τV ).
Proof. Let a0,a1,a2, . . . be a sequence in A(Γ, X, µ) and suppose that Φ(an) converges in
(K, τV ) to the compact set L ∈ K. We will show that there exists a∞ ∈ A(Γ, X, µ) such
that Φ(a∞) = L. Since E(an, K) is dense in Φ(an) we may write L as
L = {λ ∈Ms(K
Γ) : ∃(λn) [∀nλn ∈ E(an, K), and λn → λ]}
= {λ ∈Ms(K
Γ) : ∃(λn) [∀nλn ∈ E(an, K), and for some subsequence (λnk), λnk → λ]}.
Fix a nonprincipal ultrafilter U on N, let (XU , µU) be the ultrapower of the measure space
(X, µ), and let aU = Γ y
aU (XU , µU) denote the ultraproduct
∏
n an/U of the sequence
{an}n∈N.
Claim. L = E(aU , K).
Proof of Claim. Let λ ∈ L and let λn ∈ E(an, K), n ∈ N, with λn → λ. For each n there
exists φn : X → K such that λn = (Φφn,an)∗µ. Let φ : XU → K be the ultralimit of the
functions φn. By Proposition 3.10.(2) (Φ
φ,aU )∗µU = limn→U(Φ
φn,an)∗µ = limn→U λn = λ.
This shows λ ∈ E(aU , K), and thus L ⊆ E(aU , K).
Conversely, let λ ∈ E(aU , K), say λ = (Φ
ψ,aU )∗µU for some BU -measurable ψ : XU → K.
By Proposition 3.10.(3) we may find a sequence φn : X → K, n ∈ N, of Borel functions such
that, letting φ denote the ultralimit of the φn, µU -almost everywhere ψ([xn]) = φ([xn]). Let
Φn = Φ
φn,an , let Φ = Φφ,aU , and let λn = (Φn)∗µ ∈ E(an, K). Then Φψ,aU ([xn]) = Φ([xn])
almost everywhere, so by Proposition 3.10.(2) we have λ = (Φψ,aU )∗µU = Φ∗µU = limn→U λn
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so there exists a subsequence n0 < n1 < · · · such that λnk → λ. Hence λ ∈ L and so
E(aU , K) ⊆ L. [Claim]
Let D ⊆ L be a countable dense subset of L = E(aU , K). For each λ ∈ D we choose
some BU -measurable φλ : XU → K with (Φφλ,aU )∗µU = λ, and we also choose a sequence
φλ,m : XU → K, m ∈ N, of functions converging in measure to φλ, such that each φλ,m is
constant on some BU -measurable finite partition P(λ,m) of XU . By Theorem A.3 there exists
a countably generated standard factorM of MALGµU containing
⋃
λ∈D
⋃
m∈N P
(λ,m) that is
isomorphic to MALGµ. Let a∞ be an action on (X, µ) corresponding to a point realization
of the action of Γ on M by measure algebra automorphisms. It is clear that E(a∞, K) ⊆
E(aU , K) = L. We show that D ⊆ E(a∞, K). Given λ ∈ D, each of the functions φλ,m
is M -measurable, so (Φφλ,m,aU )∗µU ∈ E(a∞, K) for all m. Since φλ,m → φλ in measure it
follows that (Φφλ,m,aU )∗µU → λ, and thus λ ∈ E(a∞, K). Thus L = E(a∞, K). 
For a ∈ A(Γ, X, µ) let [a] ⊆ A(Γ, X, µ) denote the weak equivalence class of a in
A(Γ, X, µ). Let A∼(Γ, X, µ) = {[a] : a ∈ A(Γ, X, µ)} be the set of all weak equivalence
classes of elements of A(Γ, X, µ), and let τ denote the topology on A∼(Γ, X, µ) obtained by
identifying A∼(Γ, X, µ) with a closed subset of (K, τV ) via Φ. This makes A∼(Γ, X, µ) into
a compact metrizable space.
Theorem 5.2.
(1) [AE11a] The type, type(a), of a measure preserving action is an invariant of weak
equivalence.
(2) The map [a] 7→ type(a) is a continuous map from the space (A∼(Γ, X, µ), τ) of weak
equivalence classes of measure preserving actions of Γ to the space IRS(Γ) of invariant
random subgroups of Γ equipped with the weak∗-topology.
Proof. Let bn ∈ A(Γ, X, µ), n ∈ N, and suppose that [bn] → [b] in τ , i.e., E(bn, K) →
E(b, K) in τV . In light of Proposition A.4, both (1) and (2) will follow once we show that
type(an) → type(a) for all an ∈ [bn] and a ∈ [b]. Let θn = type(an) and let θ = type(a).
Let F,G ⊆ Γ be finite. We define NF = {H ∈ Sub(Γ) : F ∩H = ∅}, NF,G = {H ∈ Sub(Γ) :
F ∩H = ∅ and G ⊆ H} and
AnF =
⋂
γ∈F
supp(γan) AnF,G =
⋂
γ∈F
supp(γan) ∩
⋂
γ∈G
X \ supp(γan)
AF =
⋂
γ∈F
supp(γa) AF,G =
⋂
γ∈F
supp(γa) ∩
⋂
γ∈G
X \ supp(γa).
Then θn(NF ) = µ(A
n
F ), θn(NF,G) = µ(A
n
F,G), θ(NF ) = µ(AF ), and θ(NF,G) = µ(AF,G). We
will be done once we show that µ(AnF,G)→ µ(AF,G) for all finite F,G ⊆ Γ.
We first show that µ(AnF )→ µ(AF ) for all finite F ⊆ Γ.
Lemma 5.3. µ(AF ) ≤ lim infn µ(AnF ) for all finite F ⊆ Γ.
Proof. We may write AF as a countable disjoint union AF =
⊔
m≥0Am where µ(γ
aAm ∩
Am) = 0 for all γ ∈ F and m ∈ N. Then for any ǫ > 0 we can find M so large that∑
m≥M µ(Am) <
ǫ
2|F |
. Since [an] → [a] in τ we have that E(a, K) ⊆ TLimnE(a, K) so by
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Proposition 3.5 a ≺ {an : n ∈ I} for any infinite I ⊆ N. Thus there exists N such that for
each n > N we can find An0 , . . . , A
n
M−1 such that for all γ ∈ F ∪ {e} and i, j < M we have
|µ(γaAi ∩ Aj)− µ(γ
anAni ∩ A
n
j )| <
ǫ
2M2|F |
.
Then, fixing n with n > N , in particular we have µ(γanAni ∩ A
n
i ) <
ǫ
2M2|F |
and |µ(Ai) −
µ(Ani )| <
ǫ
2M2|F |
for all γ ∈ F and i < M , and µ(Ani ∩ A
n
j ) <
ǫ
2M2|F |
for all i, j < M , i 6= j.
Define for i < M the sets
Bni = A
n
i \
( ⋃
γ∈F
γanAni ∪
⋃
j 6=i
Anj
)
.
Then for γ ∈ F , γanBni ∩ B
n
i = ∅ and for i 6= j, B
n
i ∩ B
n
j = ∅. Thus
⊔
Bni ⊆ A
n
F . Since
µ(Bni ) ≥ µ(A
n
i )−((M−1)+ |F |)
ǫ
2M2|F |
> µ(Ai)−
ǫ
2M
it follows that µ(AnF ) ≥
∑
i<M µ(B
n
i ) >
(
∑
i<M µ(Ai))−
ǫ
2
> µ(AF )− ǫ. Since this holds for all n > N and since ǫ > 0 was arbitrary
we are done. [Lemma]
Lemma 5.4. lim supn µ(A
n
F ) ≤ µ(AF ) for all finite F ⊆ Γ.
Proof. We may write each AnF as a countable disjoint union A
n
F =
⊔∞
m=0A
n
m where for all
n,m ∈ N, γan · Anm ∩ A
n
m = ∅. We also define A
n
−1 = X \ A
n
F . Let B−1, B0, B1, B2, . . . be a
sequence of disjoint nonempty clopen subsets of K, let km ∈ Bm, and define φn : X → K by
φn(x) = km for x ∈ A
n
m. The set
BF = {f ∈ K
Γ : (∀m ≥ −1) [f(e) ∈ Bm ⇒ (∀γ ∈ F )(f(γ) 6∈ Bm)]}
= KΓ \
⋃
m≥−1
(π−1e (Bm) ∩
⋃
γ∈F
π−1γ (Bm))
is closed and contained in the open set UF = {f : ∀γ ∈ F f(γ) 6= f(e)}. Fixing n, for each
m ≥ 0 we have that
(Φφn,an)−1(π−1e (Bm) ∩
⋃
γ∈F
π−1γ (Bm)) = A
n
m ∩
⋃
γ∈F
γanAnF = ∅,
while for m = −1 we have that (Φφn,an)−1(π−1e (B−1) ∩
⋃
γ∈F π
−1
γ (B−1)) = A
n
−1 since A
n
−1 ⊆⋃
γ∈F γ
anAn−1. It follows that (Φ
φn,an)−1(BF ) = A
n
F . Let λn = (Φ
φn,an)∗µ ∈ E(an, K). Take
any convergent subsequence {λnk}, and let λ = limk λnk . Since E(an, K) → E(a, K) we
have that λ ∈ E(a, K), so let ρn = (Φψn,a)∗µ ∈ E(a, K) be such that ρn → λ. We now have
lim supkµ(A
nk
F ) = lim supkλnk(BF ) ≤ λ(BF ) ≤ λ(UF )
≤ lim infnρn(UF ) = lim infnµ({x : ∀γ ∈ F ψn((γ−1)ax) 6= ψn(x)}) ≤ µ(AF ).
Since the convergent subsequence (λnk) was arbitrary we conclude that lim supn µ(A
n
F ) ≤
µ(AF ). 
It follows from the above two lemmas that µ(AF ) = limn µ(A
n
F ) for all finite F ⊆ Γ. Now
let F,G ⊆ Γ be finite and note that AnF = A
n
F,G⊔
⋃
γ∈GA
n
F∪{γ} and AF = AF,G⊔
⋃
γ∈GAF∪{γ}.
We have just shown that µ(AF ) = limn µ(A
n
F ). By the inclusion-exclusion principle we have
µ(
⋃
γ∈GA
n
F∪{γ}) =
∑|G|
k=1(−1)
k−1
∑
{J⊆G:|J |=k} µ(A
n
F∪J), and since µ(A
n
F∪J) → µ(AF∪J) for
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each J ⊆ G it follows after another application of inclusion-exclusion that µ(
⋃
γ∈GA
n
F∪{γ})→
µ(
⋃
γ∈GAF∪{γ}). Thus µ(A
n
F,G)→ µ(AF,G). 
Corollary 5.5 ([AE11a]). For each θ ∈ IRS(Γ), {[a] : type(a) = θ} ⊆ A∼(Γ, X, µ) is
compact in τ . In particular {[a] : [a] is free} is compact in τ .
Remark 5.6. The technique used in the proof of Theorem 5.2 can be used to show that
combinatorial invariants of measure preserving actions such as independence number (see
[CK10] and [CKT-D11]) are continuous functions on (A∼(Γ, X, µ), τ).
Theorem 5.7. Let Γ be a countable group.
(1) The map (A(Γ, X, µ), w)→ (A∼(Γ, X, µ), τ), a 7→ [a], is Baire class 1. In particular,
for each θ ∈ IRS(Γ) the space {a ∈ A(Γ, X, µ) : type(a) = θ} is a Gδ hence Polish
subspace of (A(Γ, X, µ), w).
(2) The topology τ is a refinement of the quotient topology on A∼(Γ, X, µ) induced by w.
If (X, µ) is not a discrete space and Γ 6= {e} then the τ topology is strictly finer than
the quotient topology.
Proof. We begin with (1). For this we show that a 7→ E(a, K) ∈ K is Baire class 1.
We observe that {a : E(a, K) ⊆ C} is closed in (A(Γ, X, µ), w) whenever C ⊆ Ms(KΓ)
is closed. This is because if an ∈ A(Γ, X, µ), n ∈ N, is such that E(a, K) ⊆ C and
an → a ∈ A(Γ, X, µ) in the weak topology then E(a, K) ⊆
⋃
nE(an, K) ⊆ C.
The topology τV on K is generated by the sets {L : L ⊆ U} and {L : L∩U 6= ∅}, where
U ranges over all open subsets ofMs(K
Γ). For any open U ⊆Ms(KΓ) the above observation
shows that {a : E(a, K) ∩ U 6= ∅} is open, and if we write U =
⋃
n Cn where each Cn is
closed and Cn ⊆ int(Cn+1) then {a : E(a, K) ⊆ U} =
⋃
n{a : E(a, K) ⊆ Cn}, which is
Fσ.
For the first part of (2) we note that the following are equivalent for a subset B of
A(Γ, X, µ):
(i) B is weakly closed and for all a, b ∈ A(Γ, X, µ), a ∈ B and b ∼ a implies b ∈ B.
(ii) B is weakly closed and for all a, b ∈ A(Γ, X, µ), a ∈ B and b ∼= a implies b ∈ B.
(iii) For all a ∈ A(Γ, X, µ), a ≺ B implies a ∈ B.
The implication (i)⇒(ii) is trivial, (ii)⇒(iii) follows from Proposition 3.5, and (iii)⇒(i)
follows from the fact that if an → a in A(Γ, X, µ) then a ≺ {an}n∈N. To show the first part
of (2) it suffices to show that if B satisfies the above equivalent properties, then B∼ = {[a] :
a ∈ B} is closed in τ . Let L =
⋃
a∈B E(a, K). Then L ⊆ Ms(K
Γ) is closed and property
(iii) tells us that B∼ = {[a] ∈ A∼(Γ, X, µ) : E(a, K) ⊆ L}, which is exactly the definition
of a basic closed set in τV .
Suppose that (X, µ) is not discrete and let C ⊆ X be the continuous part of X so that
µ(C) > 0. Then (C, µC) is a standard non-atomic probability space so there exists a universal
measure preserving action a = Γya (C, µC) weakly containing all other measure preserving
actions of Γ. Let b be the action of Γ on (X, µ) whose restriction to C is equal to a and
whose restriction to X \ C is identity and let b = Γ yb (X, µ). As ιµC ≺ a by Lemma 3.4
there exist isomorphic copies of a converging to ιµC in A(Γ, C, µC). This yields isomorphic
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copies of b converging to ιµ in A(Γ, X, µ). Thus [ιµ] is in the closure of {[b]} in the quotient
topology, but [ιµ] is not in the τ topology closure of {[b]} since Γ 6= {e} so that [ιµ] 6= [b]. 
Remark 5.8. The map K → K sending L 7→ coL is continuous in the Vietoris topology τV .
Indeed, if Ln → L∞ we show that TlimncoLn ⊆ coL∞ ⊆ TlimncoLn. Let λ ∈ TLimncoLn so
that there exists λnk ∈ coLnk with λnk → λ. Then there exist probability measures µnk on
Ms(K
Γ) supported on Lnk with λnk =
∫
ρ∈Ms(KΓ)
ρ dµnk and (after moving to a subsequence
if necessary) we may assume that µnk converges to some measure µ on Ms(K
Γ). Then
λ =
∫
ρ∈Ms(KΓ)
ρ dµ. Let C0 ⊇ C1 ⊇ · · · be a sequence of closed subsets of Ms(KΓ) with
L∞ ⊆ int(Cm) for all m and L∞ =
⋂
mCm. For each m the set {L ∈ K : L ⊆ Cm} is
a neighborhood of L∞ in K and so contains Lnk for all large enough k. It follows that
µ(Cm) ≥ lim infk µnk(Cm) = 1, and so µ(L∞) = limm µ(Cm) = 1. Since µ is supported on
L∞ and has barycenter λ, it follows that λ ∈ coL∞. For the second inclusion it is easy to see
that coL∞ ⊆ TlimncoLn and since the latter set is closed it follows that coL∞ ⊆ TlimncoLn.
If now a is a measure preserving action of Γ and (Y, ν) is non-atomic then a is stably
weakly equivalent to an action on (Y, ν) and we let [a]s = {b ∈ A(Γ, Y, ν) : b ∼s a} denote
the stable weak equivalence class of a in (Y, ν) (see Definition B.1). It follows that the space
A∼s(Γ, Y, ν) = {[a]s : a is a measure preserving action of Γ} of all stable weak equivalence
classes of measure preserving actions of Γ may be viewed as a compact subset of K via the
map [a]s 7→ coE(a, K). Since type(a) = type(ι× a) it follows that type(a) is an invariant
of stable weak equivalence. The map [a] 7→ type(a) then factors through [a] 7→ [a]s, and so
Theorem 5.2 also holds for stable weak equivalence.
5.3. Random Bernoulli shifts. Given θ ∈ IRS(Γ), one constructs a measure preserving
action of Γ of type θ as follows (see [AGV11, Proposition 45]).
Fix a standard probability space (Z, η) and let Z≤\Γ =
⊔
H∈Sub(Γ) Z
H\Γ. Here, H\Γ denotes
the collection of right cosets of H in Γ. We define the projection map Z≤\Γ → Sub(Γ),
f 7→ Hf ∈ Sub(Γ), where Hf = H when f ∈ ZH\Γ. We endow Z≤\Γ with the standard
Borel structure it inherits as a Borel subset of ZΓ × Sub(Γ) via the injection f 7→ ((γ 7→
f(Hfγ)), Hf). The image of Z
≤\Γ under this map is invariant under the product action s˜× c
of Γ on ZΓ × Sub(Γ) (where s˜ denotes the shift action of Γ on ZΓ), and we let s denote
the corresponding action of Γ on Z≤\Γ. We have that Hγsf = γHfγ
−1 for each γ ∈ Γ and
f ∈ Z≤\Γ and (γsf)(γHfγ−1δ) = f(Hfγ−1δ). Let ηH\Γ denote the product measure on
ZH\Γ ⊆ Z≤\Γ, and observe that under this action we have (γs)∗ηH\Γ = η(γHγ
−1)\Γ. It follows
that the measure ηθ\Γ on Z≤\Γ defined by
ηθ\Γ =
∫
H
ηH\Γ dθ(H)
is invariant under the action of Γ. We let sθ,η denote the measure preserving action Γ y
s
(Z≤\Γ, ηθ\Γ), and we call sθ,η the θ-random Bernoulli shift of Γ over (Z, η). This action
always contains θ as a factor via the “projection” map f 7→ Hf . When η is non-atomic then
the stabilizer map f 7→ Γf of sθ,η coincides almost everywhere with this projection. Indeed,
if η is non-atomic then for ηθ\Γ-almost every f the function f : H\Γ→ Z is injective. Since
every γ ∈ Γf satisfies f(Hγ
−1) = f(H), the inclusion Γf ⊆ Hf is immediate for injective
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f , and as Hf ⊆ Γf always holds we conclude that Γf = Hf almost surely. In particular
type(sθ,η) = θ. We have thus shown the following.
Proposition 5.9 ([AGV11, Proposition 45]). Let Γ be a countable group. For every θ ∈
IRS(Γ) there exists a measure preserving action of type θ. Namely, the θ-random Bernoulli
shift sθ,η over a non-atomic base space (Z, η) has type θ.
It is clear that an isomorphism (Z1, η1) ∼= (Z2, η2) of measure spaces induces an isomor-
phism sθ,η1
∼= sθ,η2 . The next proposition characterizes precisely when type(sθ,η) = θ for
various η. Below, we write N(H) for the normalizer of a subgroup H of Γ.
Proposition 5.10. Let Γ be a countable group, let θ ∈ IRS(Γ), and let (Z, η) be a standard
probability space.
(1) If η is non-atomic then Γf = Hf almost surely;
(2) If η is a point mass then Γf = N(Hf ) almost everywhere and the map f 7→ Hf is an
isomorphism sθ,η ∼= θ so that type(sθ,η) = type(θ).
(3) Suppose η is not a point mass. Then for each infinite index subgroup of H ≤ Γ,
Γf = Hf for η
H\Γ-almost every f ∈ ZH\Γ. Thus, if
θ({H : [Γ : H ] <∞ and N(H) 6= H}) = 0
then Γf = Hf almost surely. In particular if θ concentrates on the infinite index
subgroups of Γ then Γf = Hf almost surely.
(4) Suppose that η contains atoms. If
θ({H : [Γ : H ] <∞ and N(H) 6= H}) > 0
then type(sθ,η) 6= θ.
In particular, type(sθ,η) = θ if and only if Hf = Γf almost surely.
Proof. We have already shown (1) in Proposition 5.9 and (2) is clear. For (3) fix an infinite
index H ≤ Γ along with some γ 6∈ H and inductively define an infinite sequence {δn}n∈N by
taking δn+1 ∈ Γ to be any element of the complement of
⋃
i≤n(Hδi ∪Hγ
−1δi ∪ (γHγ−1)δi ∪
(γHγ−1)(γδi)) (we are using here the fact that the collection {Hδ : H ∈ Sub(Γ), δ ∈
Γ, and [Γ : H ] = ∞} of all right cosets of infinite index subgroups of Γ generates a proper
ideal of Γ (see, e.g., the proof of Lemma 4.4 in [Ke05])). By construction all of the cosets
Hδ0, Hγ
−1δ0, Hδ1, Hγ
−1δ1, . . . are distinct so, letting A ⊆ Z be any set with 0 < η(A) < 1,
it follows that
ηH\Γ({f : γ ∈ Γf}) ≤ η
H\Γ({f : ∀δ ∈ Γ (f(Hδ) = f(Hγ−1δ))})
≤ ηH\Γ(
⋂
n∈N
{f : f(Hδn), f(Hγ
−1δn) ∈ A or f(Hδn), f(Hγ
−1δn) 6∈ A})
= lim
N→∞
(η(A)2 + (1− η(A))2)N = 0.
Thus γ 6∈ Γf for ηH\Γ-almost every f , and since this is true for each γ 6∈ H we obtain Γf ⊆ H
for ηH\Γ-almost every f .
We now prove (4). Let θs = type(sθ,η). Let z0 ∈ Z be an atom for the measure η. The set
A = {f ∈ Z≤\Γ : [Γ : Hf ] < ∞, N(Hf) 6= Hf and ∀γ ∈ Γ (f(Hfγ) = z0)} is η
θ\Γ-non-null
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and Γf = N(Hf) 6= Hf for each f ∈ A. Thus [Γ : Γf ] = [Γ : N(Hf )] < [Γ : Hf ] for each
f ∈ A. When f 6∈ A we still have [Γ : Γf ] ≤ [Γ : Hf ]. It follows that∫
H
1
[Γ : H ]
dθs =
∫
f∈A
1
[Γ : Γf ]
dηθ\Γ +
∫
f 6∈A
1
[Γ : Γf ]
dηθ\Γ
>
∫
f∈A
1
[Γ : Hf ]
dηθ\Γ +
∫
f 6∈A
1
[Γ : Hf ]
dηθ\Γ =
∫
f
1
[Γ : Hf ]
dηθ\Γ =
∫
H
1
[Γ : H ]
dθ
and so θs 6= θ, which finishes (4).
It is clear that Γf = Hf almost everywhere implies type(sθ,η) = θ. Suppose now that
Γf 6= Hf for a non-null set of f ∈ Z≤\Γ. Then (1) implies that η contains atoms and (3)
implies that the set J = {f ∈ Z≤\Γ : [Γ : Hf ] < ∞ and Γf 6= Hf} is non-null. The
inclusions Hf ⊆ Γf ⊆ N(Hf) holds for all f ∈ Z≤\Γ and so
θ({H : [Γ : H ] <∞ and N(H) 6= H}) ≥ ηθ\Γ(J) > 0.
Part (4) now implies that type(sθ,η) 6= θ. 
Theorem 5.11. Let Γ be a countable group, let θ ∈ IRS(Γ), and let sθ,η be the θ-random
Bernoulli shift over the standard measure space (Z, η). Let p : Z≤\Γ → Sub(Γ) denote the
projection p(f) = Hf factoring sθ,η onto θ. Assume that η is not a point mass. Then the
following are equivalent
(1) θ concentrates on the infinite index subgroups of Γ.
(2) The extension p : sθ,η → θ is ergodic.
(3) The extension p : sθ,η → θ is weak mixing.
In particular, if θ is infinite index then sθ,η is ergodic if and only if θ is ergodic.
Proof. (3)⇒(2) is trivial. (2)⇒(1): Suppose that θ(C) > 0 where C = {H : [Γ : H ] < ∞}
and let A ⊆ Z be any measurable set with 0 < η(A) < 1. Then the set B = {f ∈ Z≤\Γ :
Hf ∈ C and ran(f) ⊆ A} is a nontrivial invariant set that is not p-measurable.
(1)⇒(3): We must show that the extension p˜ : sθ,η ⊗θ sθ,η → θ is ergodic, where
sθ,η ⊗θ sθ,η = Γy
s×s
(
Z≤\Γ × Z≤\Γ,
∫
H
ηH\Γ × ηH\Γ dθ
)
and p˜(f, g) = p(f). Let (Y, ν) = (Z × Z, η × η). Then we have the natural isomorphism
ϕ : sθ,η ⊗θ sθ,η ∼= sθ,ν such that p˜(f, g) = p ◦ ϕ(f, g) almost surely, so it suffices to show that
the extension p : sθ,ν → θ is ergodic. If θ =
∫
w∈W
θ(w) dρ(w) is the ergodic decomposition of
θ then sθ,ν decomposes as sθ,ν =
∫
w∈W
sθw,ν dρ(w) and p : Y
≤\Γ → Sub(Γ) factors sθw,ν onto
θw almost surely. We may therefore assume that θ is ergodic toward the goal of showing
that sθ,ν is ergodic as well.
Since θ is ergodic, the index i of N(H) in Γ is constant on a θ-conull set. If i < ∞
then the orbit of almost every H is finite and ergodicity implies that there exists an H0 ∈
Sub(Γ) such that θ concentrates on the conjugates of H0. Then H0 is an infinite index
normal subgroup of K0 = N(H0) which implies that the generalized Bernoulli shift action
s = K0 y
s (Y H0\Γ, ηH0\Γ) is ergodic (see e.g., [KT09]). Example 5.13 below then shows that
sθ,ν ∼= Ind
Γ
K0
(s), and so sθ,ν is ergodic.
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If i = ∞ then we proceed as follows. Let (X, µ) = (Y ≤\Γ, ν≤\Γ) and suppose toward
contradiction that B ⊆ X is invariant and 0 < µ(B) = r < 1. The map H 7→ νH\Γ(B)
is conjugation invariant so ergodicity of θ implies that νH\Γ(B) = µ(B) = r almost surely.
Let ǫ > 0 be small depending on r. Fix some countable Boolean algebra A0 generating
B(Y ) and let A be the countable Boolean algebra of subsets of X generated by {π−1γ (D) :
D ∈ A0 and γ ∈ Γ} where πγ(f) = f(Hfγ) for f ∈ X . Then for every ǫ > 0 there exists
A1, . . . , An ∈ A and a partition C0, . . . , Cn−1 of Sub(Γ) into non-null measurable sets such
that µ(A∆B) < ǫ2 where A =
⊔
i<n(Ai ∩ p
−1(Ci)). There exists a finite F ⊆ Γ and a
collection {Di,jδ : δ ∈ F, j < ni, i < n} ⊆ A0 such that Ai =
⋃
0≤j<ni
⋂
δ∈F π
−1
δ (D
i,j
δ ) for
each i < n.
Lemma 5.12. Let C ⊆ Sub(Γ) be any non-null measurable set. Then for θ-almost every
H ∈ Sub(Γ) there exists γ ∈ Γ such that {Hα}α∈F ∩ {Hγ−1δ}δ∈F = ∅ and γHγ−1 ∈ C.
Proof. Since θ is ergodic and [Γ : N(H)] = ∞ almost surely, the intersection CH , of C
with the orbit of H , is almost surely infinite. Fix such an H with both [Γ : N(H)] = ∞
and CH infinite. Since the set FF−1 · H = {δα−1Hαδ−1 : α, δ ∈ F} is finite there exists
γ ∈ Γ with γHγ−1 ∈ CH \ (FF−1 · H). This γ works: γHγ−1 6∈ FF−1 ·H is equivalent to
γ 6∈
⋃
α,δ∈F δα
−1N(H), so if α, δ ∈ F then γ 6∈ δα−1N(H) and thus Hα 6= Hγ−1δ. 
Using this lemma and measure-theoretic exhaustion we may find a Borel function Sub(Γ)→
Γ, H 7→ γH, with {Hα}α∈F ∩ {Hγ
−1
H δ}δ∈F = ∅ and γHHγ
−1
H ∈ Ci for almost every H ∈ Ci,
and such that the function ψ : Sub(Γ)→ Sub(Γ), H 7→ γHHγ
−1
H , is injective on a conull set.
In particular, ψ is measure preserving. Let ϕ : X → X be given by ϕ(f) = (γHf )
s · f so that
ϕ is also injective on a conull set and measure preserving.
For H ≤ Γ and D ⊆ X let DH = D∩Y H\Γ. Then for each i < n and almost every H ∈ Ci
we have γHHγ
−1
H ∈ Ci and
ϕ(A)γHHγ−1H
= (γH)
s · ((Ai)H) =
⋃
j<ni
⋂
α∈F
{f ∈ Y γHHγ
−1
H \Γ : f(γHHγ
−1
H γHα) ∈ D
i,j
α }
AγHHγ−1H
= (Ai)γHHγ−1H
=
⋃
j<ni
⋂
δ∈F
{f ∈ Y γHHγ
−1
H \Γ : f(γHHγ
−1
H δ) ∈ D
i,j
δ }
By our choice of γH the sets {γHHγ
−1
H γHα}α∈F and {γHHγ
−1
H δ}δ∈F are almost surely disjoint
and it follows that the sets A and ϕ(A) are νγHHγ
−1
H \Γ-independent almost surely. Since H 7→
γHHγ
−1
H is a measure preserving injection it follows that A and ϕ(A) are ν
H\Γ-independent
almost surely.
We have ǫ2 > µ(A∆B) =
∫
H
νH\Γ(A∆B) dθ ≥
∫
H
|νH\Γ(A) − r| dθ so that θ({H :
|νH\Γ(A) − r| ≤ ǫ}) ≥ 1 − ǫ and since µ(A∆B) = µ(ϕ(A)∆B) we also have θ({H :
|νH\Γ(ϕ(A))− r| ≤ ǫ}) ≥ 1− ǫ. Then
r = µ(B) ≤ µ(A∆B) + µ(ϕ(A)∆B) + µ(A ∩ ϕ(A))
< 2ǫ2 +
∫
H
νH\Γ(A)νH\Γ(ϕ(A)) dθ ≤ 2ǫ2 + 2ǫ+ (r + ǫ)2 →ǫ→0 r
2.
This is a contradiction for small enough ǫ since 0 < r < 1. 
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Example 5.13. The simplest example of an ergodic θ ∈ IRS(Γ) is a point mass θ = δN on
some normal subgroup N ⊳Γ. The corresponding random Bernoulli shift sδN ,η is isomorphic
to the usual generalized shift action of Γ on (ZΓ/N , ηΓ/N).
Almost as simple is when θ ∈ IRS(Γ) has the form θ = 1
n
∑n−1
i=0 δγiHγ
−1
i
where H ≤ Γ is a
subgroup with finitely many conjugates γ0Hγ
−1
0 , γ1Hγ
−1
1 , γ2Hγ
−1
2 , . . . γn−1Hγ
−1
n−1. Clearly θ
is ergodic. In this case the random Bernoulli shift sθ,η may be described as follows. The set
T = {γi}i<n is a transversal for the left cosets of the normalizer K = N(H) of H in Γ, and
the natural action of Γ on T given by γ ·t ∈ γtK∩T for γ ∈ Γ and t ∈ T preserves normalized
counting measure νT on T . Since H is normal in K, the restriction to K of the action s leaves
ZH\Γ invariant and preserves the measure ηH\Γ so that s = K ys (ZH\Γ, ηH\Γ) becomes the
usual generalized Bernoulli shift. We let b denote the induced action b = IndΓK(s), which is
the measure preserving action Γyb (ZH\Γ × T, ηH\Γ × νT ) given by
γb(f, t) = (ρ(γ, t)sf, γ · t)
where ρ : Γ× T → K is the cocycle given by ρ(γ, t) = (γ · t)−1γt. The map π : ZH\Γ × T →
Z≤\Γ given by π(f, t) = tsf ∈ ZtHt
−1\Γ is an isomorphism of b with sθ,η. Indeed, π is
equivariant since
π(γb(f, t)) = π(ρ(γ, t)sf, γ · t) = (γ · t)sρ(γ, t)sf = (γt)sf = γstsf = γsπ(f, t)
and π is measure preserving since
π∗(η
H\Γ × νT ) =
1
n
∑
t∈T
π∗(η
H\Γ × δt) =
1
n
∑
t∈T
ηtHt
−1\Γ = ηθ\Γ.
It is also clear that π is injective since t 7→ tHt−1 is a bijection of T with the conjugates of
H .
5.4. A sufficient condition for weak containment.
Notation. For sets A and B we let A⊆B =
⋃
C⊆B A
C . We identify k ∈ N with k =
{0, 1, . . . , k−1}. A partition of (X, µ) will always mean a finite partition ofX into Borel sets.
When P is a partition of (X, µ) we will often identify elements of P with their equivalence
class in MALGµ. We use the script letters N ,O,P, Q, R, S and T to denote partitions,
and the printed letters N , O, P , Q, R, S and T respectively to denote their corresponding
elements. If P and Q are two partitions of (X, µ) then we let P ∨Q = {P ∩Q : P ∈ P, Q ∈
Q} denote their join. We write P ≤ Q if Q is a refinement of P, i.e., if every Q ∈ Q is
contained, modulo null sets, in some P ∈ P.
Suppose Γya (X, µ) and P = {P0, . . . , Pk−1} is a partition of X . If J is a finite subset of
Γ and τ ∈ kJ then we define
P aτ =
⋂
γ∈J
γa · Pτ(γ).
We will write Pτ when the action a is understood. Note that P∅ = X . We let Γ act on the
set
⋃
{kJ : J ⊆ Γ is finite} by shift, i.e., (γ · τ)(δ) = τ(γ−1δ). Then dom(γ · τ) = γdom(τ).
The following lemma establishes a sufficient condition for a measure preserving action a
to be weakly contained in B which will be used in the proof of Theorem 1.5. This lemma is
inspired by [AW11, Lemma 5].
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Lemma 5.14. Suppose a = Γya (X, µ) and B is a collection of measure preserving actions
of Γ. Suppose P(0) ≤ P(1) ≤ · · · is a sequence of partitions of X such that the smallest
a-invariant measure algebra containing
⋃
nP
(n) is all of MALGµ. Then a ≺ B if for any
n, writing P(n) = P = {P0, . . . , Pk−1}, for all finite subsets F ⊆ Γ and all δ > 0, there
exists some Γyb (Y, ν) = b ∈ B and a partition Q = {Q0, . . . , Qk−1} of Y such that for all
τ ∈ k⊆F , |µ(Pτ)− ν(Qτ )| < δ.
Proof. Suppose the condition is satisfied and let A1, . . . , Am ∈ MALGµ, F0 ⊆ Γ finite with
e ∈ F0, and ǫ > 0 be given. Let e ∈ G0 ⊆ G1 ⊆ · · · be an increasing exhaustive sequence
of finite subsets of Γ, and let Gn · P(n) =
∨
γ∈Gn
γa · P(n). Then Gn · P(n), n = 0, 1, 2, . . . ,
is a sequence of finer and finer partitions of X and the algebra generated by
⋃
nGn · P
(n) is
dense in MALGµ. There exists an N and D1, . . . , Dm in the algebra generated by GN · P(N)
such that µ(Ai∆Di) <
ǫ
4
for all i ≤ m. Let G = GN and P = P
(N) = {P0, . . . , Pk−1}.
We can express each Di as a finite disjoint union of sets of the form Pσ, σ ∈ kT , i.e.,
Di =
⊔
{Pσ : σ ∈ Ii} for some Ii ⊆ kG. Applying the condition given by the lemma
to F = F0G and 0 < δ <
ǫ
2k|G|
we obtain Γ yb (Y, ν) = b ∈ B and a partition Q =
{Q0, . . . , Qk−1} ⊆ MALGν such that for all τ ∈ k⊆F0G, |µ(Pτ)−ν(Qτ )| < δ. For i ≤ m we let
Bi =
⊔
{Qσ : σ ∈ Ii}. Note that for γ ∈ F0 and σ, σ′ ∈ kG we have dom(γ · σ) = γG ⊆ F0G
and
γaPσ ∩ Pσ′ = Pγ·σ ∩ Pσ′ =
{
Pγ·σ∪σ′ if γ · σ and σ′ are compatible
∅ otherwise.
Similarly γb ·Qσ ∩Qσ′ equals either Qγ·σ∪σ′ or ∅ depending on whether or not γ · σ and σ
′
are compatible partial functions. It then follows from our choice of F that |µ(γaPσ ∩ Pσ′)−
ν(γbQσ ∩Qσ′)| < δ for all σ, σ′ ∈ kG. We now have for i, j ≤ m and γ ∈ F0 that
|µ(γaAi ∩ Aj)− µ(γ
bBi ∩ Bj)| ≤
ǫ
2
+ |µ(
⊔
σ∈Ii,
σ′∈Ij
γaPσ ∩ Pσ′)− ν(
⊔
σ∈Ii,
σ′∈Ij
γbQσ ∩Qσ′)|
≤
ǫ
2
+ |Ii||Ij|δ < ǫ. 
5.5. Independent joinings over an IRS and the proof of Theorem 1.5. Let a = Γya
(Y, ν) be a non-atomic measure preserving action of Γ, and let θ = type(a). The stabilizer
map y 7→ Γy factors a onto θ and we let ν =
∫
H
νH dθ be the corresponding disintegration
of ν over θ. Fix a standard probability space (Z, η) and let sθ,η = Γ y
s (Z≤\Γ, ηθ\Γ)
be the θ-random Bernoulli shift over (Z, η). The map f 7→ Hf factors sθ,η onto θ and
the corresponding disintegration is given by ηθ\Γ =
∫
H
ηH\Γ dθ. The relatively independent
joining of sθ,η and a over θ is then the action Γy
s×a (Z≤\Γ × Y, ηθ\Γ ⊗θ ν) where
ηθ\Γ ⊗θ ν =
∫
H
(ηH\Γ × νH) dθ =
∫
H
(ηH\Γ ×
∫
{y:Γy=H}
δy dνH(y)) dθ =
∫
y
(ηΓy\Γ × δy) dν.
It is clear that ηθ\Γ⊗θ ν concentrates on the set Z≤\Γ⊗a Y = {(f, y) : Hf = Γy}. We write
b = Γyb (X, µ) for Γys×a (Z≤\Γ ⊗a Y, ηθ\Γ ⊗θ ν), so that b = s× a, X = Z≤\Γ ⊗a Y , and
µ =
∫
y∈Y
ηΓy\Γ × δy dν(y).
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Theorem 1.5 then says that b is weakly equivalent to a.
Proof of Theorem 1.5. It suffices to show that b ≺ a. Let N (0) ≤ N (1) ≤ · · · and R(0) ≤
R(1) ≤ · · · be sequences of finite partitions of Z and Y respectively such that
⋃
nN
(n)
generates MALGη and
⋃
nR
(n) generates MALGν (for example if Z = Y = 2
N then we can
let N (n) = R(n) consist of the rank n basic clopen sets). For each γ ∈ Γ let πγ : X → Z be
the projection πγ(f, y) = f(Γyγ) and define the finite partitions S
(0) ≤ S(1) ≤ · · · of X by
S(n) = {π−1e (N) : N ∈ N
(n)}.
For A ⊆ Y let A˜ ⊆ X denote the inverse image of A under the projection map (f, y) 7→ y ∈ Y
and define
R˜(n) = {R˜ : R ∈ R(n)}.
Then the smallest b-invariant measure algebra containing the partitions P(n) = S(n) ∨ R˜(n),
n ∈ N of X is all of MALGµ. Fix n, define N = N (n) = {N0, . . . , Nd−1} and for i < d define
Si = π
−1
e (Ni)
αi = µ(Si) = η(Ni)
along with
S = S(n) = {S0, . . . , Sd−1}
R = R(n) = {R0, . . . , Rk−1}
P = P(n) = {Pi,j = Si ∩ R˜j : i < d, j < k}.
For F ⊆ Γ finite we naturally identify (d×k)⊆F with
⋃
J⊆F d
J×kJ . Under this identification,
for J ⊆ F and (τ, σ) ∈ dJ × kJ we have
P b(τ,σ) =
⋂
γ∈J
γs×aPτ(γ),σ(γ) =
⋂
γ∈J
(
γs×aSτ(γ) ∩ γ
s×aR˜σ(γ)
)
=
( ⋂
γ∈J
γs×aSτ(γ)
)
∩
( ⋂
γ∈J
γs×aR˜σ(γ)
)
= Sbτ ∩ R˜
b
σ.
By Lemma 5.14, to show that b ≺ a it suffices to show that for every F ⊆ Γ finite, and
ǫ > 0, there exists a partition Q = {Qi,j : i < d, j ≤ k} of Y such that for all J ⊆ F ,
(τ, σ) ∈ dJ × kJ
|µ(Sτ ∩ R˜σ)− ν(Q(τ,σ))| < ǫ.
Fix such an F ⊆ Γ finite and ǫ > 0. We will proceed by finding a partition T = {T0, . . . , Td−1}
of Y and then taking Qi,j = Ti ∩ Rj , in which case we will have Q(τ,σ) = (
⋂
γ∈J γ
aTτ(γ)) ∩
(
⋂
γ∈J γ
aRσ(γ)) = Tτ ∩ Rσ. We are therefore looking for a partition T so that
(5.1) ∀(τ, σ) ∈ (d× k)⊆F |µ(Sτ ∩ R˜σ)− ν(Tτ ∩Rσ)| < ǫ.
We first calculate the value of µ(Sτ ∩ A˜) for τ ∈ dJ (J ⊆ F ) and A ⊆ Y . Let EJ denote the
finite collection of all equivalence relations on the set J . For E ∈ EJ let us say that τ ∈ dJ
respects E, written τ ≪ E, if τ is constant on each E-equivalence class. For a subgroup
H ≤ Γ let EJ(H) ∈ EJ denote the equivalence relation determined by tEJ (H)s if and only
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if Ht = Hs (if and only if t−1H = s−1H). We write EJ(y) for EJ(Γy). For each E ∈ EJ we
fix a transversal TE ⊆ J for E. We then have
µ(Sτ ∩ A˜) =
∫
y∈A
ηΓy\Γ
(
{f ∈ ZΓy\Γ : ∀t ∈ J (f(Γyt) ∈ Nτ(t))}
)
dν(y)
=
∑
{E∈EJ : τ≪E}
∫
{y∈A :EJ (y)=E}
ηΓy\Γ
(
{f ∈ ZΓy\Γ : ∀t ∈ TE (f(Γyt) ∈ Nτ(t))}
)
dν(y)
=
∑
{E∈EJ : τ≪E}
ν(A ∩ {y : EJ(y) = E})
∏
t∈TE
ατ(t)(5.2)
We now proceed as in the proof of [AW11, Theorem 1]. Without loss of generality Y
is a compact metric space with compatible metric dY ≤ 1. Fix some ǫ0 > 0 such that
ǫ
1/2
0 <
ǫ
2(dk)|F |/22|F |+1
. For δ ≥ 0 define the sets
Dδ = {y ∈ Y : ∀s, t ∈ F (t
−1y 6= s−1y ⇒ dY (t
−1y, s−1y) > δ)}
Eδ = {(y, y
′) ∈ Dδ ×Dδ : ∀s, t ∈ F (dY (s
−1y, t−1y′) > δ)}.
Then ν(D0) = 1 by definition, and ν
2(E0) = 1 since ν is non-atomic. Thus there exists δ > 0
such that ν(Dδ) > 1−
ǫ0
4|EF |
and ν2(Eδ) > 1−
ǫ0
4|EF |2
.
Fix a finite Borel partition {Om : 1 ≤ m ≤M} of Y with diam(Om) < δ for each m. For
y ∈ Y let α(y) = m if and only if y ∈ Om. Let (Ω,P) = (dM , ρM) and let Ym(ω) = ω(m), so
that {Ym : 1 ≤ m ≤M} are i.i.d. random variables. For ω ∈ Ω and i = 0, . . . , d− 1 define
Ti(ω) = {y ∈ Y : ω(α(y)) = i}.
Then each ω ∈ Ω defines the partition T (ω) = {T0(ω), . . . , Td−1(ω)} of Y . Let Ti = {(ω, y) :
y ∈ Ti(ω)} and let Tτ = {(ω, y) ∈ Ω × Y : y ∈ Tτ (ω) =
⋂
t∈J t
a · (Tτ(t)(ω))}, τ ∈ d
⊆F . We
view T as a “random partition” of Y . We let Γ act on Ω trivially so that, e.g., γ · (Tτ (ω)) =
(γ ·Tτ)(ω), and for B ⊆ Ω×Y and y ∈ Y we let By denote the section By = {ω : (ω, y) ∈ B}.
We show that T satisfies (5.1) with high probability.
Fix now some A ⊆ Y and τ ∈ dJ , J ⊆ F . Note that if y ∈ Y and τ does not respect EJ(y)
then there exist t, s ∈ J with t−1y = s−1y and τ(t) 6= τ(s), so that (Tτ(t))
t−1y∩(Tτ(s))
s−1y = ∅
and thus (Tτ )
y =
⋂
t∈J(t ·Tτ(t))
y =
⋂
t∈J (Tτ(t))
t−1y = ∅. It follows that the expected measure
of Tτ (ω) ∩A is
E[ν(Tτ (ω) ∩A)] =
∫
A
( ∫
Ω
1Tτ (ω, y) d P (ω)
)
dν(y)
=
∫
A
P((Tτ )
y) dν(y) =
∑
{E∈EJ : τ≪E}
∫
{y∈A :EJ (y)=E}
P((Tτ )
y) dν(y)
=
∑
{E∈EJ : τ≪E}
( ∫
{y∈A∩Dδ :EJ (y)=E}
P((Tτ )
y) dν
)
+
∫
A\Dδ
P((Tτ )
y) dν.(5.3)
Fix some E ∈ EJ with τ ≪ E and some y ∈ Dδ with EJ (y) = E. For t, s ∈ J , if t and s are
not E-related then t−1y 6= s−1y and so dY (t−1y, s−1y) > δ. It follows that Oα(t−1y) 6= Oα(s−1y)
since each Oα has diameter smaller than δ. So as t ranges over TE , the numbers α(t
−1y) are
all distinct and the variables Yα(t−1y) : ω 7→ ω(α(t
−1y)), t ∈ TE , are therefore independent.
We have t−1y ∈ Tτ(t)(ω) if and only if ω(α(t
−1y)) = τ(t), so the sets (t · Tτ(t))
y = (Tτ(t))
t−1y,
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t ∈ TE , are all independent. If tEs then as τ ≪ E we have that (Tτ(t))
t−1y = (Tτ(s))
s−1y. It
follows that
P((Tτ )
y) = P
(⋂
t∈J(t · Tτ(t))
y
)
=
∏
t∈TE
P((Tτ(t))
t−1y) =
∏
t∈TE
ατ(t).(5.4)
Continuing the computation, the second integral in (5.3) is no greater than ν(A \Dδ) <
ǫ0
4
and ν(A ∩ Dδ ∩ {y : EJ(y) = E}) is within
ǫ0
4|EF |
of ν(A ∩ {y : EJ (y) = E}), so after
summing over all E ∈ EJ we see that (5.3) is within
ǫ0
2
of (5.2), i.e.,
(5.5)
∣∣ E [ν(Tτ (ω) ∩A)]− µ(Sτ ∩ A˜)∣∣ < ǫ0
2
.
Now we compute the second moment of ν(Tτ (ω) ∩A).
E[ν(Tτ (ω) ∩ A)
2] =
∫
Ω
( ∫
y∈A
1Tτ (ω, y) dν(y)
)( ∫
y′∈A
1Bτ (ω, y
′) dν(y′)
)
dP
=
∫
(y,y′)∈A×A
( ∫
Ω
1Tτ (ω, y)1Tτ (ω, y
′) d P
)
dν2
=
∫
(y,y′)∈A×A
P((Tτ )
y ∩ (Tτ )y
′
) dν2(5.6)
For (y, y′) ∈ Eδ, if t, s ∈ J then dY (t−1y, s−1y′) > δ, so that Oα(t−1y) and Oα(s−1x′) are disjoint.
It follows that the two events {ω : ∀t ∈ J (Yα(t−1y)(ω) = τ(t))} =
⋂
t∈J(Tτ(t))
t−1y = (Tτ )
y
and {ω : ∀s ∈ J (Yα(s−1y′)(ω) = τ(s))} =
⋂
s∈J(Tτ(s))
s−1y = (Tτ )
y′ are independent. We
obtain that the part of (5.6) integrated over (A×A) ∩ Eδ is equal to∫
(y,y′)∈(A×A)∩Eδ
P((Tτ )
y ∩ (Tτ )y
′
) dν2 =
∫
(y,y′)∈(A×A)∩Eδ
P((Tτ )
y) P ((Tτ )
y′) dν2
=
∑
τ≪E,E′∈EJν
2((A×A) ∩ Eδ ∩ {(y, y′) : EJ(y) = E, EJ(y′) = E ′})
∏
t∈TE
ατ(t)
∏
s∈TE′
ατ(s)
where we used the fact that Eδ ⊆ Dδ × Dδ along with the known values from (5.3) and
(5.4). The part of (5.6) integrated over (A×A) \Eδ is no greater than
ǫ0
4
, and for each pair
E,E ′ ∈ EJ with τ ≪ E,E ′, the value of ν2((A×A)∩Eδ∩{(y, y′) : EJ(y) = E, EJ(y′) = E ′})
is within ǫ0
4|EF |2
of ν(A∩{y : EJ(y) = E})ν(A∩{y′ : EJ(y′) = E ′}). Summing over all such
E,E ′ ∈ EJ we obtain that (5.6) is within
ǫ0
2
of the square of (5.2), i.e.,
(5.7)
∣∣ E [ν(Tτ (ω) ∩ A)2]− µ(Sτ ∩ A˜)2∣∣ < ǫ0
2
.
From (5.5) and (5.7) it follows that the variance of ν(Tτ (ω) ∩ A) is no greater than ǫ0. By
Chebyshev’s inequality we then have
P
(
|ν(Tτ (ω) ∩ A)− µ(Sτ ∩ A˜)| ≥ ǫ
)
≤ P
(
|ν(Tτ (ω) ∩A)− E[ν(Tτ (ω) ∩A)]| ≥
ǫ
2
)
≤ P
(
|ν(Tτ (ω) ∩ A)− E[ν(Tτ (ω) ∩ A)]| ≥ (kd)|F |/22|F |+1ǫ
1/2
0
)
≤ 1
(kd)|F |22|F |+2
and since this is true for each τ ∈ d⊆F and |d⊆F | ≤ 2|F |d|F |, we find that
P
(
∃τ ∈ d⊆F (|ν(Tτ (ω) ∩A)− µ(Sτ ∩ A˜)| ≥ ǫ)
)
≤
1
2|F |+2k|F |
.
Since A ⊆ Y was arbitrary, this is in particular true for each A = Rσ, σ ∈ k⊆F , so that
P
(
∃τ ∈ d⊆F , σ ∈ k⊆F (|ν(Tτ (ω) ∩Rσ)− µ(Sτ ∩ R˜σ)| > ǫ)
)
≤
1
4
.
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So taking any ω0 in the complement of the above set, we obtain a partition T = T (ω0)
satisfying (5.1). 
Theorem 1.5 shows that among all non-atomic weak equivalence classes of type θ there
is a least, in the sense of weak containment. Namely sθ,λ where λ is Lebesgue measure on
[0, 1]. We note that there is also a greatest.
Theorem 5.15. Let θ ∈ IRS(Γ). Then there exists a measure preserving action aθ of Γ with
type(aθ) = θ such that for all measure preserving actions b of Γ, if type(b) = θ then b ≺ aθ.
Proof. Let (Y, ν) be a non-atomic standard probability space. If b is any measure preserving
action of Γ of type θ then ι × b is also of type θ, weakly contains b, and is isomorphic to
an element of A(Γ, Y, ν). It thus suffices to show there is an action aθ of type θ that weakly
contains every element in the set Aθ = {a ∈ A(Γ, Y, ν) : type(a) = θ}.
Let {an}n∈N be a countable dense subset of Aθ. For each n the stabilizer map y 7→
staban(y) = {γ ∈ Γ : γ
any = y} factors an onto θ. Let aθ denote the relatively indepen-
dent joining of the actions a0,a1,a2, . . . over the common factor θ, i.e., aθ = Γ y
∏
n an
(Y N, νθ) where the measure νθ has each marginal equal to ν and concentrates on the set
{(y0, y1, y2, . . . ) ∈ Y N : ∀n (staban(yn) = staba0(y0))}. Then for νθ-almost every (y0, y1, . . . ) ∈
Y N we have stab∏
n an
((y0, y1, . . . )) = staba0(y0), from which it follows that type(aθ) = θ.
Since an ⊑ aθ for all n the set {a ∈ Aθ : a ≺ aθ} is dense in Aθ so by Lemma 3.4 aθ
weakly contains every element of Aθ. 
6. Non-classifiability
6.1. Non-classifiability by countable structures of ∼=, ∼=w, and ∼=U on free weak
equivalence classes.
Definition 6.1. Let E and F be equivalence relations on the standard Borel spaces X and
Y respectively.
(1) A homomorphism from E to F is a map ψ : X → Y such that xEy ⇒ ψ(x)Fψ(y).
(2) A reduction from E to F is a map ψ : X → Y such that xEy ⇔ ψ(x)Fψ(y).
(3) E is said to admit classification by countable structures if there exists a countable
language L and a Borel reduction from E to isomorphism ∼=L on XL, where XL is
the space of all L-structures with universe N.
(4) Suppose that the space X is Polish. We say that E is generically F -ergodic if for
every Baire measurable homomorphism ψ from E to F , there exists some y ∈ Y such
that ψ−1([y]F ) is comeager.
The proof of the following lemma is clear.
Lemma 6.2. Let F1 and F2 be equivalence relations on the standard Borel spaces Y1 and
Y2 respectively, and let E be an equivalence relation on the Polish space P . Suppose that E
is generically F2-ergodic and that there exists a Borel reduction from F1 to F2. Then E is
generically F1-ergodic.
Since the orbit equivalence relation associated to a generically turbulent Polish group ac-
tion is generically ∼=L-ergodic for all countable languages L ([Hj00]), Lemma 6.2 immediately
implies the following.
32 ROBIN D. TUCKER-DROB
Lemma 6.3. Let G be a Polish group and let P be a generically turbulent Polish G-space with
corresponding orbit equivalence relation EPG . Let F be an equivalence relation on a standard
Borel space Y and suppose that EPG is not generically F -ergodic. Then F does not admit
classification by countable structures.
Let H be an infinite dimensional separable Hilbert space and let U(H) denote the unitary
group of H which is a Polish group under the strong operator topology. The group U(H)
acts on U(H)Γ by conjugation on each coordinate and we may view the space Rep(Γ,H) of
all unitary representations of Γ on H as an invariant closed subspace of U(H)Γ, so that it
is a Polish U(H)-space. We call the corresponding orbit equivalence relation on Rep(Γ,H)
unitary conjugacy and if π1 and π2 are in the same unitary conjugacy class then we say that
π1 and π2 are unitarily conjugate and write π1 ∼= π2. Let λΓ : Γ → U(ℓ2(Γ)) denote the left
regular representation of Γ and let Repλ(Γ,H) be the set of unitary representations of Γ on
U(H) that are weakly contained in λΓ. Then Repλ(Γ,H) is also a Polish U(H) space, being
an invariant closed subspace of Rep(Γ,H).
The following lemma is proved in the same way as [KLP10, Lemma 2.4], using that the
reduced dual Γˆλ, which may be identified with the spectrum of the reduced C
∗-algebra C∗λ(Γ),
contains no isolated points ([KLP10, 3.2]).
Lemma 6.4. Let κ be a unitary representation of Γ on H. Then the set {π ∈ Repλ(Γ,H) :
π ⊥ κ} is dense Gδ in Repλ(Γ,H).
We are now ready to prove Theorem 1.7.
Proof of Theorem 1.7. Given a free action a0 ∈ A(Γ, X, µ), we let [a0] = {b ∈ A(Γ, X, µ) :
b ∼ a0} denote its weak equivalence class in A(Γ, X, µ). Let H = ℓ2(Γ) and let g :
Rep(Γ,H) → A(Γ, X, µ) be the continuous map assigning to each π ∈ Repλ(Γ,H) the
corresponding Gaussian action g(π) ∈ A(Γ, X, µ) (see [Ke10, Appendix E]). We have that
g(π) ≺ g(∞ · λΓ) ∼= sΓ and so by Corollary 1.6, a0 × g(π) ∼ a0. Fix some isomorphism
ϕ : X2 → X of the measure spaces (X2, µ2) and (X, µ) and denote by b 7→ ϕ · b the cor-
responding homeomorphism of A(Γ, X2, µ2) with A(Γ, X, µ). Let ψ : Repλ(Γ,H)→ [a0] be
the map π 7→ ϕ · (a0 × g(π)). This is a continuous homomorphism from unitary conjugacy
on Repλ(Γ,H) to isomorphism on [a0], and is therefore also a homomorphism to
∼=w and to
∼=U on [a0].
Claim. The inverse image under ψ of each unitary equivalence class in [a0] is meager. In
particular the same is true for each isomorphism class and each weak isomorphism class.
Proof of Claim. Let c ∈ [a0]. By Lemma 6.4 the set {π ∈ Repλ(Γ,H) : π ⊥ κ
c
0} is comeager
in Repλ(Γ,H). If ψ(π)
∼=U c then π ≤ κ
g(π)
0 ≤ κ
a0×g(π)
0
∼= κc0, so that π 6⊥ κ
c
0. [Claim]
By [KLP10, 3.3], the conjugacy action of U(H) on Repλ(Γ,H) is generically turbulent.
The homomorphism ψ witnesses that unitary conjugacy on Repλ(Γ,H) is not generically
F |[a0]-ergodic when F is any of ∼=, ∼=
w, or ∼=U. The theorem now follows from Lemma
6.3. 
Remark 6.5. If the weak equivalence class [a0] contains an ergodic (resp. weak mixing) action
b0, then the action b0×g(π) is ergodic (resp. weak mixing) provided that the representation
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π ∈ Repλ(Γ,H) is weak mixing. Since the weak mixing π are dense Gδ in Repλ(Γ,H)
([KLP10, 3.6]) we conclude that isomorphism (and ∼=w and ∼=U) restricted to the ergodic
(resp. weak mixing) elements of [a0] does not admit classification by countable structures.
It also follows from the above arguments and [HK95, 2.2] that the equivalence relation
E0 of eventual agreement on 2
N is Borel reducible to F |[a0] when F is any of ∼=, ∼=
w, or ∼=U
(and the same holds for F |{b ∈ [a0] : b is ergodic (resp. weak mixing)} when [a0] contains
ergodic (resp. weak mixing) elements).
6.2. Extending Theorem 1.7. It would be interesting to see an extension of Theorem 1.7
to weak equivalence classes of measure preserving actions that are not necessarily free. We
outline here one possible generalization of the argument given in the proof of Theorem 1.7 to
measure preserving actions that almost surely have infinite orbits. Let a = Γya (X, µ) be
such an action, and let θ = type(a), so that θ concentrates on the infinite index subgroups
of Γ. In place of unitary conjugacy on Repλ(Γ,H) we work with the cohomology equivalence
relation on a certain orbit closure in the Polish space Z1(θ,U(H)) of unitary cocycles of
θ, where H = ℓ2(N). The cohomology equivalence relation on Z1(θ,U(H)) is the orbit
equivalence relation generated by the action of the Polish group U˜(H) = L(Sub(Γ), θ,U(H))
given by
(f · α)(γ,H) = f(γHγ−1)α(γ,H)f(H)−1 ∈ U(H)
where f ∈ U˜(H), α ∈ Z1(θ,U(H)), γ ∈ Γ, and H ≤ Γ (see [Ke10, Chapter III]). In place of
the left regular representation λ of Γ we use a cocycle λθ associated to θ defined as follows.
Identify right cosets of the infinite index subgroups H ≤ Γ with natural numbers by fixing a
Borel map n : Sub(Γ)×Γ→ N such that for each infinite index H ≤ Γ the map γ 7→ n(H, γ)
is a surjection onto N and satisfies n(H, γ) = n(H, δ) if and only if Hγ = Hδ. Let {en}n∈N
be the standard orthonormal basis for ℓ2(N) = H and define λθ ∈ Z1(θ,U(H)) by
λθ(γ,H)(en(H,δ)) = en(γHγ−1,γδ)
for all γ ∈ Γ and H ≤ Γ of infinite index (recall that θ-almost every H is infinite index in
Γ). Fix an isomorphism T : ∞ ·H → H and let σ ∈ Z1(θ,U(H)) be the image of ∞ · λθ
under T , i.e., σ(γ,H) = T ◦ (∞ · λθ)(γ,H) ◦ T−1. Let Z1λ(θ,U(H)) denote the orbit closure
of σ in Z1(θ,U(H)). Using the Gaussian map U(H) → Aut(X, µ) (see [Ke10, Appendix E]
or [BT-D11]), each α ∈ Z1λ(θ,U(H)) gives rise to a cocycle g(α) : Γ× Sub(Γ) → Aut(X, µ)
of θ with values in the automorphism group Aut(X, µ) of a non-atomic probability space
(X, µ). We obtain a skew product action g(α) = (X, µ) ⋉g(α) θ on the measure space
(Y, ν) = (X × Sub(Γ), µ× θ), which is an extension of θ. The action g(λθ) is isomorphic to
sθ,η (where η is non-atomic) and so the action g(σ) is isomorphic to sθ,ηN ∼= sθ,η as well. Since
α ∈ Z1λ(θ,U(H)) we have g(α) ≺ sθ,η and thus the relatively independent joining g(α)⊗θ a
is weakly equivalent to a by Theorem 1.5. The map ψθ(α) := ϕ · (g(α) ⊗θ a) is then a
homomorphism from the cohomology equivalence relation on Z1λ(θ,U(H)) to isomorphism
on [a], where ϕ : Y ×X → X is once again an isomorphism of measure spaces. The remaining
ingredient that is needed is an analogue of the results from [KLP10].
Question 6.6. Let θ be an ergodic IRS of Γ with infinite index. Is the action of U˜(H)
on the space Z1λ(θ,U(H)) generically turbulent? Is the preimage under ψθ of each
∼=U-class
meager?
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Two ergodic theoretic analogues of the space Repλ(Γ,H) are the spaces A0(Γ, X, µ) =
{a ∈ A(Γ, X, µ) : a ≺ sΓ} and A1(Γ, X, µ) = {a ∈ A(Γ, X, µ) : a ≺s sΓ}, where (X, µ)
is non-atomic. When Γ is amenable it follows from [FW04] that these spaces both coincide
with A(Γ, X, µ) and the conjugacy action of Aut(X, µ) on A(Γ, X, µ) is generically turbulent.
For non-amenable Γ, the spaces A0(Γ, X, µ), A1(Γ, X, µ) and A(Γ, X, µ) do not all coincide.
Question 6.7. Let Γ be a non-amenable group. Is conjugacy on either of A0(Γ, X, µ) or
A1(Γ, X, µ) generically turbulent?
For all non-amenable Γ the set A0(Γ, X, µ) is nowhere dense in A1(Γ, X, µ) (by Theorem
1.3), so these two spaces may behave quite differently, generically (indeed, every action
in A0(Γ, X, µ) is ergodic, while the generic action in A1(Γ, X, µ) has continuous ergodic
decomposition). The question of generic turbulence of conjugacy on ERG(Γ, X, µ) = {a ∈
A(Γ, X, µ) : a is ergodic} is discussed in [Ke10, §5 and §12].
7. Types and amenability
As noted in Remark 4.1, any two free measure preserving actions of an infinite amenable
group Γ are weakly equivalent. In this section we prove theorem 1.8, which extends this to
actions that are not necessarily free.
7.1. The space COS(Γ). Let COS(Γ) be the space of all left cosets of all subgroups of
Γ. Since F ∈ COS(Γ) ⇔ ∀δ ∈ Γ (δ ∈ F ⇒ δ−1F ∈ Sub(Γ)) it follows that COS(Γ) is a
closed subset of 2Γ. As every left coset of a subgroup H ≤ Γ is equal to a right coset of a
conjugate of H and vice versa, COS(Γ) is also the space of all right cosets of subgroups of Γ
and we have the equality COS(Γ) = {γHδ−1 : H ≤ Γ, γ, δ ∈ Γ} ⊆ 2Γ. We let ℓ denote the
continuous action of Γ on COS(Γ) by left translation, γℓ · (Hδ) = γHδ.
Lemma 7.1. Let Γ be a countable amenable group and let a = Γ ya (X, µ) be a measure
preserving action of Γ. Then for any finite F ⊆ Γ and δ > 0 there exists a measurable map
J : X → COS(Γ) such that
µ({x ∈ X : ∀γ ∈ F J(γax) = γℓ · J(x)}) ≥ 1− δ
and J(x) ∈ Γx\Γ for all x.
Proof. We note that this is a generalized version of [BT-D11, Theorem 3.1] which applies to
the case in which a is free and which is an immediate consequence of the Rokhlin lemma for
free actions of amenable groups. For the general case we use the Ornstein-Weiss Theorem
[OW80, Theorem 6] which implies that the orbit equivalence relation Ea generated by a is
hyperfinite when restricted to an invariant co-null Borel setX ′ ⊆ X . We may assume without
loss of generality thatX ′ = X and Ea is hyperfinite. Then there exists an increasing sequence
E0 ⊆ E1 ⊆ · · · of finite Borel sub-equivalence relations of Ea such that Ea =
⋃∞
n=0En.
Let F and δ > 0 be given and find N ∈ N large enough so that µ(XN) > 1 − δ where
XN = {x : γax ∈ [x]EN for all γ ∈ F}. Fix a Borel selector s : X → X for EN , i.e., for
all x, xENs(x) and xENy ⇒ s(x) = s(y), and let x 7→ γx ∈ Γ be any Borel map such that
γax · s(x) = x for all x ∈ X . Define J : X → COS(Γ) by J(x) = γxΓs(x). Then J(x) ∈ Γx\Γ
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since Γx = Γγax ·s(x) = γxΓs(x)γx. For each x ∈ XN and γ ∈ F we have γ
ax ∈ [x]EN so that
s(γax) = s(x) and thus (γγax)
a · s(x) = γax = (γγx)a · s(x). It follows that
J(γax) = γγaxΓs(x) = γγxΓs(x) = γ
ℓ · J(x). 
7.2. Proof of Theorem 1.8.
Proof of Theorem 1.8.(1). Since type(a) is an invariant of stable weak equivalence (see Re-
mark 5.8), it remains to show the following:
(∗) If θ ∈ IRS(Γ) and a and d are measure preserving actions of Γ both of type θ, then
a ∼s d.
We first show that (∗) holds under the assumption that a and d are both ergodic. For
this, by Theorem 1.5 it suffices to show that for any ergodic measure preserving action
a = Γ ya (X, µ) of Γ, if type(a) = θ then a ≺ sθ,η for some standard probability space
(Z, η).
We will define a measure preserving action b containing θ as a factor, and show that the
relatively independent joining b⊗θ sθ,η weakly contains a when η is a standard non-atomic
probability measure. Then we will be done once we show b⊗θ sθ,η ∼= sθ,η.
Let µ =
∫
H
µH dθ be the disintegration of µ via x 7→ staba(x), and define the measure ν
on the space Y =
⊔
H∈Sub(Γ){f ∈ X
H\Γ : staba(f(Hδ)) = H for all δ ∈ Γ} ⊆ X≤\Γ by the
equation ν =
∫
H
µ
H\Γ
H dθ. Let a
≤\Γ be the action on X≤\Γ that is equal to aH\Γ on XH\Γ.
Then a≤\Γ commutes with the shift action s on X≤\Γ and since (γs)∗(γ
aH\Γ)∗(µH)
H\Γ =
µ
(γHγ−1)\Γ
γHγ−1 it follows from invariance of θ that the action γ
b = γsγa
≤\Γ
preserves the measure
ν. We let b = Γ yb (Y, ν). Then θ is a factor of b via the map f 7→ Hf . Let (Z, η) be a
standard non-atomic probability space, and let b ⊗θ sθ,η denote the relatively independent
joining of b and sθ,η over θ.
We now apply Lemma 7.1 to sθ,η. Given F ⊆ Γ finite and ǫ > 0 there exists a measurable
J : Z≤\Γ → COS(Γ) such that ηθ\Γ(Z0) ≥ 1 − ǫ where Z0 = {g ∈ Z≤\Γ : J(γs · g) = γℓ ·
J(g) for all γ ∈ F}, and with J(g) ∈ Γg\Γ = Hg\Γ for all g ∈ Z
≤\Γ. We let ϕ : Y ×Z≤\Γ →
X be the map defined (ν ⊗θ η≤\Γ)-almost everywhere by ϕ(f, g) = f(J(g)). Then for all
g ∈ Z0 and γ ∈ F we have ϕ(γb×s(f, g)) = γa((γsf)(J(γsg))) = γa(f(J(g))) = γaϕ((f, g))
and
ϕ∗(ν ⊗θ η
≤\Γ) =
∫
H
∫
g
∫
f
δf(J(g)) dµ
H\Γ
H dη
H\Γ dθ
=
∫
H
∑
t∈H\Γ
∫
{g : J(g)=t}
µH dη
H\Γ dθ =
∫
H
µH dθ = µ.
It then follows that a ≺ b ⊗θ sθ since for any measurable partition A0, . . . , Ak−1 ⊆ X of
X , the sets B0 = ϕ
−1(A0), . . . , Bk−1 = ϕ
−1(Ak−1) form a measurable partition of Y ×X≤\Γ
satisfying |µ(γaAi ∩ Aj)− (ν ⊗θ η
≤\Γ)(γb×sBi ∩ Bj)| < ǫ for all γ ∈ F .
By the Rokhlin skew-product theorem there exists a standard probability space (Z1, η1)
and an isomorphism Ψ of a with a skew product action d = (Z1, η1) ⋉ θ on the space
(Z1 × Sub(H), η1 × θ). The isomorphism Ψ is of the form Ψ(x) = (Ψ0(x),Γx) and so the
restriction ΨH of Ψ0 to XH = {x : Γx = H} is an isomorphism of (XH , µH) with (Z1, η1)
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almost surely. We now define an isomorphism Φ : Y → Z≤\Γ1 of b with sθ,η1 by taking
HΦ(f) = Hf and Φ(f)(Hγ) = Ψγ−1Hγ((γ
−1)a(f(Hγ))), where H = Hf . This is almost ev-
erywhere well-defined since f(Hγ) ∈ XH almost surely, which ensures that (γ−1)a(f(Hγ)) is
independent of our choice of representative for the coset Hγ, and (γ−1)a(f(Hγ)) ∈ Xγ−1Hγ so
that we may apply Ψγ−1Hγ . The map Φ is equivariant since ifHf = H thenHδbf = δHδ
−1 and
Φ(δbf)(δHδ−1γ) = Ψγ−1δHδ−1γ((γ
−1)a(δbf(δHδ−1γ)) = Ψγ−1δH(γ−1δ)−1((γ
−1δ)a(f(Hδ−1γ))) =
Φ(f)(Hδ−1γ) = (δsΦ(f))(δHδ−1γ). Finally, Φ∗ν = η
θ\Γ
1 since
Φ∗ν =
∫
H
Φ∗µ
H\Γ
H dθ =
∫
H
∏
Hγ∈H\Γ
(Ψγ−1Hγ)∗(γ
−1)a∗µH dθ
=
∫
H
∏
Hγ∈H\Γ
(Ψγ−1Hγ)∗µγ−1Hγ dθ =
∫
H
η
H\Γ
1 dθ = η
θ\Γ
1
and so b ∼= sθ,η1. Since Hf = HΦ(f), this extends to an isomorphism of b ⊗θ sθ,µ with
sθ,η1 ⊗θ sθ,η ∼= sθ,η1×η ∼= sθ,η, as was to be shown.
We next show that (∗) holds under the assumption that θ is ergodic. Let i ∈ N∪ {∞} be
the index of θ. If i is finite then the orbit of almost every H ∈ Sub(Γ) is finite so by ergodicity
of θ there exists H0 ≤ Γ of index i such that θ concentrates on the conjugates of H0. Then
for some spaces (Z1, η1) and (Z2, η2) we have a ∼= ιη1×aΓ/H0 and d
∼= ιη2×aΓ/H0 where aΓ/H0
denotes the action of Γ on the left cosets of H0 with normalized counting measure. Thus
a ∼s d. If i =∞ then we let a =
∫
Z
az dη and d =
∫
W
dw dρ be the ergodic decompositions
of a and d respectively. By Proposition 3.8, type(az) = θ and type(dw) = θ almost surely,
and az and dw are non-atomic almost surely since θ is infinite index. Letting b be any
non-atomic ergodic action of type θ the above case implies that a ∼s b ∼s d.
Finally, we show that (∗) holds in general. Let θ =
∫
w∈W
θw dρ be the ergodic decomposi-
tion of θ. We then obtain corresponding decompositions a =
∫
w
aw dρ and d =
∫
w
dw dρ of a
and d with type(aw) = θw = type(dw) almost surely. The above cases imply that aw ∼s dw
almost surely. Theorem 3.12 then implies a ∼s d. 
Proof of Theorem 1.8.(2). Let θ = type(a) = type(b). If θ is ergodic then by Proposition
3.8 almost every ergodic component of a and b have type θ and so Theorem 1.8 and Corollary
4.4 imply that a ∼ ιη1 × d and b ∼ ιη2 × d for some ergodic d of type θ and some spaces
(Z1, η1), (Z2, η2). Since Γ is amenable, d is not strongly ergodic, and since θ is infinite index,
d is non-atomic, so by [AW11, Theorem 3] d ∼ ι×d and thus a ∼ b. The general case now
follows by considering the ergodic decomposition of θ. 
Appendix A. Ultraproducts of measure preserving actions
In this appendix we establish some properties of ultraproducts of measure spaces and
actions.
Notation. We refer to [CKT-D11] for background on ultraproducts of measure pre-
serving actions and also [ES08] for background on ultraproducts of measure spaces. Our
notation has some changes from that of [CKT-D11] and is as follows. Given a sequence
an = Γ y
an (Xn, µn), n ∈ N, of measure preserving actions of Γ and a non-principal ultra-
filter U on N we denote by (
∏
n an)/U = Γ y
(
∏
n an)U ((
∏
nXn)/U , (
∏
n µn)/U), or simply
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aU = Γy
aU (XU , µU) when there is no danger of confusion, the corresponding ultraproduct
of the sequence (an). We let [xn] denote the equivalence class of the sequence (xn) ∈
∏
nXn
in XU and we let [Bn] denote the subset of XU determined by the sequence (Bn) ∈
∏
nB(Xn)
of Borel sets. When xn = x for all n then we write [x] for [xn] and when Bn = B for all n
we write [B] for [Bn]. Then AU = AU(XU) = {[Bn] : (Bn) ∈
∏
nB(Xn)} is an algebra of
subsets of XU and µU is the unique measure on the σ-algebra BU(XU) = σ(AU) whose value
on [An] ∈ AU is µU([An]) = limn→U µn(An). We note that every element of BU is within a
µU -null set of an element of AU .
The following proposition deals with lifting measure disintegrations to ultraproducts.
Proposition A.1. Suppose that for each n ∈ N the Borel map πn : (Yn, νn) → (Zn, ηn)
factors bn = Γ y
b (Yn, νn) onto dn y
d (Zn, ηn) and let νn =
∫
z∈Zn
νnz dηn(z) be the disinte-
gration of νn over ηn with respect to πn. Let bU = Γy
bU (YU , νU) and dU = Γy
dU (ZU , ηU)
be the ultraproducts of the sequences (bn) and (dn) respectively. Then the map πU : YU → ZU
given by πU([yn]) = [πn(yn)] factors bU onto dU . If for [zn] ∈ ZU we let ν[zn] = (
∏
n ν
n
zn)/U
then
(I) Each of the measures ν[zn] is a probability measure on (YU ,BU(YU)) and almost surely
ν[zn] concentrates on π
−1
U ([zn]).
(II) For each D ∈ BU(YU) the map (ZU ,BU(ZU)) → ([0, 1],B([0, 1])) sending [zn] 7→
ν[zn](D) is measurable and νU(D) =
∫
[zn]∈ZU
ν[zn](D) dηU([zn]).
(III) If [zn] 7→ µ[zn] is another assignment satisfying (I) and (II) then for all D ∈ BU(YU)
almost surely µ[zn](D) = ν[zn](D).
Additionally, for almost all [zn] ∈ ZU and every γ ∈ Γ we have (γbU )∗ν[zn] = νγdU [zn].
Proof. It is clear that πU factors bU onto dU . Property (I) follows from the fact that for each
n and z ∈ Zn, each νnz is a Borel probability measure on Yn and almost surely ν
n
z concentrates
on π−1n ({z}). Now letD be the collection of all subsets of YU satisfying (II). Given [An] ∈ AU
and V ⊆ [0, 1] open we have ν[zn](An) ∈ V if and only if [zn] ∈ [{z : ν
n
z (An) ∈ V }], so that
[zn] 7→ ν[zn]([An]) is measurable. As in [ES08, Lemma 2.2] we have∫
[zn]
ν[zn](An) dηU =
∫
[zn]
lim
n→U
νnzn(An) dηU
= lim
n→U
∫
z∈Zn
νnz (An) dηn = lim
n→U
νn(An) = νU([An])
which shows that [An] ∈ D. Thus AU ⊆ D, and it is clear that D is a monotone class so
BU ⊆ D, which shows (II). Suppose now that [zn] 7→ µ[zn] satisfies (I) and (II). Then for
each [Bn] ∈ AU(ZU) and D ∈ BU(YU) we have
∫
[Bn]
µ[zn](D) dηU = νU(D ∩ π
−1
U ([Bn])) =∫
[Bn]
ν[zn](D) dηU so that µ[zn](D) = ν[zn](D) almost surely, so that (III) holds.
For the last statement let Bn ⊆ Zn be an invariant ηn-conull set on which (γbn)∗νnz = ν
n
γdnz
for all γ ∈ Γ. Then for all [zn] in the ηU -conull set [Bn] ⊆ ZU we have for all γ ∈ Γ and [An] ∈
AU(YU) that (γ
dU )∗ν[zn](An) = limn→U(γ
dn)∗ν
n
zn(An) = limn→U ν
n
γdnz(An) = νγdU [zn]([An]) so
that (γdU )∗ν[zn] = νγdU [zn]. 
The next proposition describes the ultrapower of a standard probability space with atoms.
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Proposition A.2. Let (Z, η) be a standard probability space and let A ⊆ Z be the set of
atoms of (Z, η).
(1) If (Z, η) is discrete then (MALGη, dη) is a compact metric space homeomorphic to 2
A
with the product topology, and the map IU : MALGηU → MALGη given by IU([Bn]) =
limn→U Bn = {z ∈ A : {n : z ∈ Bn} ∈ U} is a measure algebra isomorphism.
(2) In general [A] = {[z] : z ∈ A} ⊆ ZU is the set of all atoms of ηU and the restriction
η|A of η to A is isomorphic as a measure space to the restriction ηU |[A] of ηU to [A]
via the map z 7→ [z]. Under this isomorphism, letting C = Z \ A, we may identify
(ZU , ηU) with ([C] ⊔ A, (η|C)U + η|A).
Proof. First suppose that (Z, η) is discrete. Without loss of generality we may assume Z = A.
As sets we may identify MALGη with 2
A. Let B0, B1, . . . be a sequence in 2
A converging in
the product topology to some set B ∈ 2A. Given ǫ > 0 let F ⊆ A be a finite set such that
η(A\F ) < ǫ. For all large enough n, Bn and B agree on F , so that η(Bn∆B) < η(A\F ) < ǫ
and thus dη(Bn, B) → 0. This shows that the map 2A → MALGη is a continuous bijection
from the compact Hausdorff space 2A (with the product topology) to (MALGη, dη), so it is
a homeomorphism. It is clear that the map ϕ taking B ⊆ A to [B] ⊆ [A] is an isometric
embedding of MALGη to MALGηU that preserves all Boolean operations. If now [Bn] ⊆ [A]
and limn→U Bn = B then dηU ([Bn], [B]) = limn→U dη(Bn, B) = 0 so that [Bn] = [B] and thus
ϕ−1 = IU which completes the proof of (1). Part (2) follows since (ZU , ηU) decomposes as
([C] ⊔ [A], (η|C)U + (η|A)U) and part (1) shows that ([A], (η|A)U) ∼= (A, η). 
Theorem A.3. Let a0,a1, . . . be a sequence of measure preserving actions of Γ on the
standard probability space (X, µ) and let aU = Γ y
aU (XU , µU) be their ultraproduct. Let
M0 ⊆ MALGµU be any subset such that (M0, dµU |M0) is separable. Then there exists an
invariant measure sub-algebraM ofMALGµU containingM0 that is isomorphic as a measure
algebra to MALGµ.
Proof. Let A ⊆ X be the collection of atoms of X and let C = X \ A. By Proposition
A.2.(2), [A] ⊆ X is the discrete part of µU and x 7→ [x] is an isomorphism µ|A ∼= µU |[A].
Define a function SU : MALGµU → MALGµU first on subsets D ⊆ [C] by taking SU(D) to be
any subset of D satisfying µU(SU(D)) =
1
2
µU(D), and then extending this to all of MALGµU
by taking SU(D) = SU(D∩ [C])⊔ (D∩ [A]). Fix a countable dense subset M1 ofM0 and let
B0 ⊆ MALGµU be a countable Boolean algebra containingM1∪{{[x]} : x ∈ A} and closed
under the functions SU and γ
aU for all γ ∈ Γ. Then the σ-algebra M = σ(B0) equipped
with µU is an invariant countably generated measure sub-algebra of MALGµU containing
M0. Since B0 is closed under SU , the atoms of B0, and hence also those of M , must be
contained in [A], and as M contains {[B] : B ⊆ A}, the descrete part of M is isomorphic
to the discrete part of MALGµ. It follows that M ∼= MALGµ. 
Proposition A.4. Let a = Γya (X, µ) and b = Γyb (Y, ν) be measure preserving actions
of Γ. If a is weakly contained in b then then the measure space (X, µ) is a quotient of the
measure space (Y, ν). If a and b are weakly equivalent then (X, µ) is isomorphic to (Y, ν).
In particular, the identity actions ιη1 and ιη2 are weakly equivalent if and only if (Z1, η1) and
(Z2, η2) are isomorphic measure spaces.
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Proof. Suppose first that a ≺ b. Let φ : X → K = 2N be any Borel isomorphism and let
λ = (Φφ,a)∗µ. Then a ∼= Γ ys (KΓ, λ) and as a ≺ b there exists λn = (Φφn,b)∗ν ∈ E(b, K)
with λn → λ. By Proposition 3.10 Γ ys (KΓ, λ) is a factor of the ultrapower bU of b via
Φφ,bU where φ is the ultralimit of the φn. Thus a is also a factor of bU so by Theorem A.3
this implies (X, µ) is a factor of (Y, ν).
Now suppose that a and b are weakly equivalent. Then the measure spaces (X, µ) and
(Y, ν) are factors of each other, say π : (Y, ν) → (X, µ) and ϕ : (X, µ) → (Y, ν). Let
A ⊆ X be the set of atoms of X and let B ⊆ Y be the set of atoms of Y . If µ(A) = 0
then we are done since this implies both (X, µ) and (Y, ν) are non-atomic. So suppose that
µ(A) > 0. It is clear that A ⊆ ϕ−1(B) and B ⊆ π−1(A), hence µ(A) = ν(B). Additionally,
µ(ϕ−1(B) \ A) = 0, otherwise ν(B) = µ(ϕ−1(B)) > µ(A). Similarly ν(π−1(A) \ B) = 0.
Thus ϕ−1 : (MALGνB , dνB)→ (MALGµA , dµA) and π
−1 : (MALGµA , dµA)→ (MALGνB , dνB)
are isometric embeddings of compact metric spaces (Proposition A.2), so it follows that both
π−1 and ϕ−1 are in fact isometric isomorphisms. Since these maps are also Boolean algebra
homomorphisms it follows that both are measure algebra isomorphisms. This shows that
the discrete parts of (X, µ) and (Y, ν) are isomorphic, from which it follows that (X, µ) and
(Y, ν) are isomorphic. 
Appendix B. Stable weak containment
In this appendix we establish some basic properties of stable weak containment of mea-
sure preserving actions. Our development mirrors our development of weak containment of
measure preserving actions.
Definition B.1. Let A and B be two sets of measure preserving actions of Γ. We say that
A is stably weakly contained in B, written A ≺s B if for every Γ ya (X, µ) = a ∈ A, for
any Borel partition A0, . . . , Ak−1 of X , F ⊆ Γ finite, and ǫ > 0, there exist nonnegative reals
α0, . . . , αm−1 with
∑
i<m αi = 1 along with actions Γ y
bi (Yi, νi) = bi ∈ B, i < m, and a
Borel partition B0, . . . , Bk−1 of
∑
i<m Yi such that
|µ(γaAi ∩ Aj)− (
∑
i<mαiν˜i)(γ
∑
i<m biBi ∩Bj)| < ǫ
for all i, j < k and γ ∈ F . (See §3.2 for notation.)
The relation ≺s is a reflexive and transitive relation on sets of measure preserving actions.
We call A and B stably weakly equivalent, written A ∼s B, if both A ≺s B and B ≺s A. We
write a ≺s B, A ≺s b, and a ≺s b for {a} ≺s B, A ≺s {b} and {a} ≺s {b} respectively, and
similarly with ∼s in place of ≺s.
It is clear that a ≺s b if and only if a ≺ {ιηα×b : α = (α0, . . . , αm−1) ∈ [0, 1]
m,
∑
i<m αi =
1, m ∈ N}, so by Lemma 3.7 we have a ≺s b if and only if a ≺ ι×b if and only if ι×a ≺ ι×b.
From this point of view Theorem 1.2 says that if a is ergodic then a ≺s b if and only if
a ≺ b. Theorem 1.1 implies that a ≺s b if and only if E(a, K) ⊆ coE(b, K) for every com-
pact Polish space K, and a ∼s b if and only if coE(a, K) = coE(b, K) for every compact
Polish space K. More generally, we have the following analogue of Proposition 3.5 which
can be proved directly by using the same methods.
Proposition B.2. Let A and B be sets of measure preserving actions of Γ. Then the
following are equivalent
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(1) A ≺s B;
(2)
⋃
d∈AE(d, K) ⊆ co(
⋃
b∈B E(b, K)) for every finite K;
(3)
⋃
d∈AE(d, K) ⊆ co(
⋃
b∈B E(b, K)) for every compact Polish K;
(4)
⋃
d∈AE(d, 2
N) ⊆ co(
⋃
b∈B E(b, 2
N)).
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