The very first Kolmogorov's paper on algorithmic information theory [1] 
Introduction and examples
Ã´Üµ of a binary string Ü is defined as the length of shortest program that produces Ü.
Complexity depends on the programming system, and we assume that programming system is optimal (complexity is minimal up to Ç´½µ additive term). Conditional complexity Ã´Ü Ýµ is defined as the length of shortest program that produces Ü given input Ý.
This approach was called "algorithmic" in [1] . Combinatorial approach was explained in the same paper as follows:
Consider a variable Ü whose range is a finite set of cardinality AE. One can say that the "entropy" of variable Ü is equal to À´Üµ Ð Ó ¾ AE. When a specific value Ü is fixed, we "eliminate" this entropy by providing Á ÐÓ ¾ AE bits of "information". For independent variables Ü ½ Ü whose range have cardinalities AE ½ AE we have À´Ü ½ Ü ¾ Ü µ À´Ü ½ µ · À´Ü ¾ µ · · À´Ü µ.
And later:
Let Ü and Ý be variables (with ranges and ) that are dependent in the following sense: not all pairs Ü Ý from ¢ are allowed as values. Let Í be the set of all allowed pairs. For any ¾ we consider the set of all Ý such that´ Ýµ ¾ Í. Now the conditional entropy can be naturally defined as follows: À´Ý µ ÐÓ ¾ AE´ µ where AE´ µ stands for the cardinality of .
There are some evident connections between combinatorial and algorithmic approaches. First, the set of all strings having complexity less than Ò contains at most ¾ Ò elements (since different strings correspond to different programs and the number of programs does not exceed ½·¾· ·¾ Ò ½ ).
On the other hand, as Kolmogorov says, if a finite set Å with large cardinality AE can be defined by a program of a negligible length´compared to ÐÓ ¾ AEµ, then almost all elements of Å have complexity close to ÐÓ ¾ AE [1] .
Therefore the statement Ã´Üµ Ò can be informally translated into combinatorial language as Ü belongs to a naturally defined set of cardinality about ¾ Ò .
In this section we give several examples showing a similarity between combinatorial and algorithmic approaches. In the next section we formulate three theorems that provide combinatorial translations for linear inequalities involving Kolmogorov complexities. All logarithms are binary: ÐÓ Ù stands for ÐÓ ¾ Ù.
Our first example is the inequality Ã´Ü Ýµ Ã´Üµ · Ã´Ýµ · Ç´ÐÓ ´Ã´Üµ · Ã´Ýµµµ (1) Here Ü and Ý are binary strings; Ã´Ü Ýµ denotes the complexity of pair´Ü Ýµ defined as complexity of the string Ü Ý for a computable encoding Ü Ý Ü Ý (different encodings give different complexities, but the difference is Ç´½µ).
The combinatorial counterpart of this inequality is the following statement: Let be a subset of the product ¢ of two finite sets and . Then
where stands for cardinality, and are projections (e.g., The similarity is straightforward: take logarithms and recall that "combinatorial entropy" is the logarithm of cardinality of range. If a pair of variables Ü Ý ranges over ¢ , then Ü ranges over ´ µ and Ý ranges over ´ µ.
Now consider a stronger inequality

Ã´Ü Ýµ
Ã´Üµ · Ã´Ý Üµ · Ç´ÐÓ ´Ã´Üµ · Ã´Ýµµµ (3) (Let us note that all inequalities for complexities are considered up to Ç´ÐÓ Ñµ-term where Ñ is the sum of complexities of all strings involved; we omit Ç´ÐÓ Ñµ-terms (and Ç´½µ-terms) in the sequel.)
The inequality (3) is stronger than (1) since Ã´Ý Üµ Ã´Ýµ.
Recalling Kolmogorov's explanation of the combinatorial meaning of conditional entropy, we come to the following inequality:
where Ü stands for the set Ý Ü Ý ¾ . Note that the inequality (4) is stronger than (2) since Ü ´ µ for any Ü ¾ .
The next example involves three variables and is considered in detail in [2] . The inequality ¾Ã´Ü Ý Þµ Ã´Ü Ýµ · Ã´Ü Þµ · Ã´Ý Þµ (5) is true (up to logarithmic terms) for any three strings Ü Ý Þ. This inequality also can be strengthened by replacing unconditional complexity by conditional one:
The combinatorial counterpart iś
where Ü Ý Þ Ü Ý Þ ¾ .
All four examples given above follow the same pattern and are covered by theorem 1 below; it says that combinatorial statement is true if and only if the corresponding inequality holds.
More subtle example is provided by an inequality Ã´Üµ · Ã´Ý Üµ Ã´Ü Ýµ In fact, the statement (10) can be used as an intermediate step in the proof of (9).
Our last example is the so-called "basic inequality" from [4] , i.e., the inequality Ã´Üµ · Ã´Ü Ý Þµ Ã´Ü Ýµ · Ã´Ü Þµ (11) This inequality follows from the inequality Ã´Ý Þ Üµ Ã´Ý Üµ · Ã´Þ Üµ (which is a "conditional version" of (1)) using the equalities Ã´Ü Ýµ Ã´Ý Üµ · Ã´Üµ, Ã´Ü Þµ Ã´Þ Üµ · Ã´Üµ and Ã´Ü Ý Þµ Ã´Ý Þ Üµ · Ã´Üµ; all three equalities mentioned follow from (3) and (9). 
The statement (12) is proved.
Linear inequalities
We hope that the examples above make clear the correspondence between complexity inequalities and combinatorial statements. However, let us give the exact definitions for the general case.
We consider linear inequalities involving strings The connection between combinatorial entropy and Kolmogorov complexity can be informally described as follows. Let be a set whose elements are tuples of strings This simple observation (refined in an appropriate way) is the main point of the proofs given below.
Our first theorem considers the case when only one coefficient Á Â is negative. In other words, we consider inequality of type
where summation ranges over pairs of disjoint sets different This theorem can be applied to the examples given above: it says that (1) is equivalent to (2) , that (3) is equivalent to (4) , that (5) is equivalent to (6) , and that (7) is equivalent to (8). A special case of this theorem (inequalities (5) and (6)) was considered in [2] . Other special cases of this theorem and theorem 2 below are considered in [5] [2] for the special case of inequalities (5) and (6) . It uses some trick: to get rid of logarithmic terms, we consider a sequence of elements of instead of one element.
We The following theorem gives a combinatorial statement that is equivalent to (17). Unfortunately, this condition is more complicated than one could expect looking at the relations between (9) and (10) or between (11) and (12). It includes a polynomial factor that corresponds to additive logarithmic term in the inequality about complexities.
Notation: Ò is a set of all binary strings of length Ò. 
Before proving this theorem, let us look at the combinatorial translation for the basic inequality (11) true without this factor. However, this factor is needed in our proof.) Proof of theorem 3. Assume that the inequality (17) is valid up to a logarithmic term Ç´ÐÓ ´Ã´Ü ½ µ · · Ã´Ü × µµµ. We want to prove (18). For a given Ò and given there exists some constant ´Ò µ that makes the statement (18) true (for all values of Á Â ). This is evident; what we need to prove is that the same constant works for all Ò and all . For a given Ò consider the "worst-case" set Ò and values of Á Â that require maximal constant. The set Ò can be effectively found (try all possibilities; it is a very long, but finite, process). Therefore, complexity of Ò is Ç´ÐÓ Òµ. 
Prefix complexity
All inequalities for Kolmogorov complexities were considered up to Ç´ÐÓ Òµ term, where Ò is a sum of complexities of strings involved. Therefore we could safely ignore the difference between several existing versions of complexity. We can use plain complexity defined by Kolmogorov in [1] ), denoted by ´Üµ in [6] and ÃË´Üµ in [7] , or prefix complexity, denoted by Ã´Üµ in [6] and ÃÈ´Üµ in [7] . In this section we are interested in equalities valid up
to Ç´½µ. 
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