We describe a method for calculating the roots of special functions satisfying second order linear ordinary differential equations. It exploits the recent observation that the solutions of a large class of such equations can be represented via nonoscillatory phase functions, even in the high-frequency regime. Our algorithm achieves near machine precision accuracy and the time required to compute one root of a solution is independent of the frequency of oscillations of that solution. Moreover, despite its great generality, our approach is competitive with specialized, state-of-the-art methods for the construction of Gaussian quadrature rules of large orders when it used in such a capacity. The performance of the scheme is illustrated with several numerical experiments and a Fortran implementation of our algorithm is available at the author's website.
Special functions satisfying second order differential equations y (t) + q(t)y(t) = 0 for all − ∞ < a ≤ t ≤ b < ∞,
where q is smooth and positive, are ubiquitous in mathematical physics, and their roots play a number of roles. Among other things, they are related to the resonances in mechanical and electromagnetic systems, arise in quantum mechanical calculations, and are the nodes of Gaussian quadrature formulas.
Their role as the nodes of Gaussian quadrature formulas motivates much of the interest in the numerical computation of the roots of special function defined by equations of the form (1) . Every family of classical orthogonal polynomials -Legendre polynomials, Hermite polynomials, Laguerre polynomials, etc. -is associated with a nonnegative weight function w and a collection of Gaussian quadrature rules, one for each positive integer n, of the form
The Gaussian quadrature rule (2) is exact when ϕ is a polynomial of degree less than 2n. The nodes t 1 , . . . , t n are the roots of a polynomial p of degree n that satisfies an equation of the form (1) , and, at least in the case of the classical orthogonal polynomials, the weights w 1 , . . . , w n can be calculated from the values of the derivatives of p at the nodes t 1 , . . . , t n .
Many schemes for the numerical computation of the nodes t 1 , . . . , t n and weights w 1 , . . . , w n of the rule (2) are based on the observation that classical orthogonal polynomials also satisfy three-term recurrence relations. Using such a recurrence relation to compute Newton iterates which converge quadrature rules.
Our approach exploits the fact that when the coefficient q in (1) is nonoscillatory, solutions of the equation (1) can be represented to high accuracy via a nonoscillatory phase function, even when the magnitude of q is large. A smooth function α : [a, b] → R is a phase function for Equation (1) if α is positive on [a, b] and the pair of functions u, v defined by the formulas u(t) = cos(α(t)) a α (t) (4) and v(t) = sin(α(t)) a α (t)
form a basis in the space of solutions of (1) . Phase functions play a major role in the theories of special functions and global transformations of ordinary differential equations [5, 27, 28, 1] , and are the basis of many numerical algorithms for the evaluation of special functions (see [31, 15, 22] for representative examples).
When q is large in magnitude, most phase functions for (1) are highly oscillatory. However, it has long been known that certain second order differential equations -such Bessel's equation and Chebyshev's equation -admit nonoscillatory phase functions. In [21] and [7] , it is shown that, in fact, essentially all equations of the form (1), where q is positive and nonoscillatory, admit a nonoscillatory phase function α which represents solutions of (1) with high accuracy. The function α is nonoscillatory in the sense that it can be represented using various series expansions (e.g., expansions in Chebyshev polynomials) the number of terms in which do not dependent on the magnitude of q. In [6] , a highly effective numerical method for constructing a nonoscillatory solution of Kummer's equation is described.
The scheme of this paper proceeds by first applying the algorithm of [6] in order to obtain a nonoscillatory phase function α for (1) . We then compute the inverse function α −1 (since α is an increasing function, it is invertible). The roots of a solution y of (1) can be easily computing using α −1 . In the event that y is one of the classical orthogonal polynomials, the values of y at the roots of y can be calculated and used to construct the weights of the corresponding Gaussian quadrature rule. The functions α and α −1 are represented by piecewise Chebyshev expansions whose number of terms is independent of the magnitude of q. Both the time required to compute these expansions and the time required to evaluate them is independent of the magnitude of q. Moreover, once the computation of α and α −1 is completed, the calculation of each root t k can be conducted independently. In most circumstances, the cost of computing the phase function α and its inverse α −1 is small compared to that of calculating the desired roots of the special function, with the consequence that the algorithm of this paper admits an effective parallel implementation (see, for instance, the experiments presented in Sections 5.3 and 5.5 of this paper).
The remainder of this paper is organized as follows. In Section 1, we briefly review the properties of phase functions. Section 2 discusses nonoscillatory phase functions. In Section 3, we recount the method of [6] for the numerical computation of nonoscillatory phase functions. Section 4 describes an algorithm for the numerical computation of the roots of special functions satisfying differential equations of the form (1) . In Section 5, we describe several numerical experiments conducted to illustrate the properties of the algorithm of Section 4. We conclude with a few remarks in Section 6.
Phase functions and Kummer's equation
By differentiating (4) twice and adding q(t)u(t) to both sides of the resulting equation, we see that
for all a < t < b. Applying an analogous sequence of steps to (5) shows that
(t) α (t)˙2¸ ( 7) for all a < t < b. Since {u, v} is a basis in the space of solutions of (1), u and v do not simultaneously vanish. Hence, (6) and (7) imply that α is a phase function for (1) if and only if its derivative satisfies the second order nonlinear differential equation
on the interval (a, b). We will refer to (8) as Kummer's equation, after E. E. Kummer who studied it in the 1840s [26] .
If α is a phase function for (1), then any solution y of (1) admits a representation of the form
When the coefficient q is of large magnitude, the magnitude of α must be large (this is a consequence of the Sturm comparison theorem). In this event, the evaluation of the expression (9) involves the calculation of trigonometric functions of large arguments, and there is an inevitable loss of precision when such calculations are performed in finite precision arithmetic. Nonetheless, acceptable accuracy is obtained in many cases. For instance, Section 5.3 of [6] describes an experiment in which the Bessel function of the first kind of order 10 8 was evaluated at a large collection of points on the real axis with approximately ten digits of accuracy.
Moreover, given a phase function α for (1), the roots
of a solution y of (1) and the values
of the derivative of y at the roots (10) can be computed without evaluating trigonometric functions of large arguments and the concomitant loss of precision. To see this, we suppose that α is a phase function for (1) such that α(a) = 0 and that the values of y(a) and y (a) are known. An elementary calculation shows that the constants c 1 and c 2 in (9) are given by
and
We let d 1 , d 2 be the unique pair of real numbers such that 0 < d 2 ≤ π,
Then
for all a ≤ t ≤ b. The expression (16) is highly conducive to computing the roots of y as well as the values of the derivatives of y at the roots of y. Indeed, from (16) it follows that
for each k = 1, 2, . . . , n, where α −1 denotes the inverse of the (monotonically increasing function) α. By differentiating (16) , we obtain
Since
for each k = 1, 2, . . . , n, we see that
for each k = 1, 2, . . . , n. Neither the computation of the constants d 1 and d 2 nor the evaluation of formulas (17), (21) requires the calculation of trigonometric functions of large arguments.
Remark 1.
An obvious modification of the procedure just described applies in the case where the values of a solution y of (1) and its derivative are known at arbitrary point in the interval [a, b].
Nonoscillatory phase functions
When q is positive and of large magnitude, almost all phase functions for (1) are highly oscillatory. Indeed, by differentiating the equation
which is easily obtained from (4) and (5), we see that
where W is the (necessarily constant) Wronskian of the basis {u, v}. Since u and v oscillate rapidly when q is positive and of large magnitude (this is a consequence of the Sturm comparison theorem), Formula (23) shows that α , and hence α, will be oscillatory unless some fortuitous cancellation takes place.
In certain cases, a pair u, v for which such cancellation occurs can be obtained by finding a solution of (1) which is an element of one of the Hardy spaces (see, for instance, [13] or [25] for an introduction to the theory of Hardy spaces). Legendre's differential equation
provides one such example. It can be transformed into the normal form by letting
According to Formula (9) in Section 3.4 of [11] (see also Formula 8.834.1 in [17] ), the function f ν defined for x ∈ R via
where P ν and Q ν are the Legendre functions of the first and second kinds of degree ν, respectively, is the boundary value of the solution
of (25) . The function F ν is analytic in the upper half-plane and has no zeros there [29] . Moreover, although it is not an element of one the Hardy spaces on the upper half-plane, its composition with the conformal mapping
of the unit disk onto the upper half-plane is contained in a Hardy space. The imaginary part of the logarithmic derivative of f ν is, of course, the derivative of a phase function for Legendre's differential equation. That it is nonoscillatory can be established in a number of ways, including via the well-known theorem on the factorization of functions in H p spaces (which appears as Theorem 5.5 in [13] ). A proof along these lines will be reported by the author at a later data. This approach can be applied to other equations of interest, including Bessel's equation (see, for instance, [22] ), Chebyshev's equation, and the Airy equation. However, it suffers from at least two significant disadvantages: not every differential equation of the form (1) whose coefficient q is nonoscillatory can be treated in this fashion and, perhaps more seriously, even in cases in which it does apply there is no obvious method for the fast and accurate evaluation of the resulting phase functions.
The first of these difficulties is addressed in [21] and [7] . They contain proofs that, under mild conditions on the coefficient q appearing in (1), there exists a nonoscillatory function α such that the functions (4), (5) approximate solutions of (1) with high accuracy. The function α is nonoscillatory in the sense that it can be represented using various series expansions the number of terms of which does not depend on the magnitude of q.
We now state a version of the principal result of [7] which pertains to linear ordinary differential equations of the form
with λ a positive real constant and q a strictly positive function defined on the real line. The parameter λ is introduced in order to make rigorous the notion of "the magnitude of q." The result can be easily applied in cases in which q varies with λ, as long as q satisfies the hypotheses of the theorem independent of λ. These requirements are quite innocuous and the theorem can be applied to essentially any ordinary differential equation of the form (1) with q nonoscillatory. See, for instance, the experiments of Section 5.1 in which q is taken to be
See also Figure 2 , which contains a plot of the coefficient defined in Formula (31) when λ = 10 5 as well as a plot of an associated nonoscillatory phase function.
Similarly, in [7] it is assumed that q extends to the real line so that the Fourier transform can be used to quantify the notion of "nonoscillatory function." In most cases of interest, the coefficient q has either zeros, singularities or both at the endpoints of the interval on which (30) is given. The coefficient q in (25) , for instance, has poles at the points ±1; nonetheless it can be represented to high relative accuracy via (for instance) local expansions in polynomials given on "graded intervals." That is, on a collection of subintervals which become smaller as they approach the points ±1. By extending each local expansion to the real line, the results of [7] can be brought to bear on the problem. Equations with turning points (i.e., locations where the coefficient q vanishes) can be dealt with in a similar fashion.
Several definitions are required before stating the principal result of [7] . We say that an infinitely differentiable function ϕ : R → R is a Schwartz function if
for all pairs i, j of nonnegative integers, and we denote the set of all Schwartz functions by S(R). We define functionsp and x via the formulas 
Since q is strictly positive, x(t) is monotonically increasing and hence invertible. We define the function p via the formula
that is, p is the composition ofp with the inverse of the function x defined via (34) . The relationship between the function p and q is ostensibly complicated, but, in fact,
where {t, x} denotes the Schwarzian derivative of the inverse of the function t(x) . That is, {f, x} is defined via the formula
A derivation of (36) can be found in Section 3 of [7] . The following theorem is a consequence of Theorem 12 in [7] .
Theorem 1. Suppose that the functionp defined via (35) is an element of the Schwartz space S(R), that there exist positive real numbers Γ and µ such that
and that λ is a positive real number such that
Then there exist functions ν and δ in S(R) such thaťˇˇp
and the function α defined via the formula
satisfies the nonlinear differential equatioǹ
It follows from (43) that α is a phase function for the perturbed second order linear ordinary differential equation
and we conclude from this fact and (41) that when α is inserted into formulas (4) and (5), the resulting functions approximate solutions of (1) with accuracy on the order of 1
From (40) we see that the Fourier transform of δ is bounded by exp(−µ|ξ|) for sufficiently large λ.
Among other things, this implies that the function δ can be represented on the interval [a, b] on which (1) is given via various series expansions (e.g., as a Chebyshev or Legendre expansion) using a number of terms which does not depend on λ. Plainly, the function α defined via (42) has this property as well. It is in this sense that α is nonoscillatory -it can be accurately represented using various series expansions whose number of terms does not depend on the parameter λ (which is a proxy for the magnitude of the coefficient q). Theorem 1 can be summarized by saying that nonoscillatory phase functions represent the solutions of (30) with O`(µλ) −1 exp(−µλ)˘accuracy using O(1) terms. Using a nonoscillatory phase function, Formulas (17) and (21) can be evaluated in O(1) operations. This is in contrast to the O(λ) operations required to evaluate them when α is a typically, oscillatory phase function for (30) .
By a slight abuse of terminology, throughout the rest of this article we will refer to the the function α defined via (42) as the nonoscillatory solution of Kummer's equation and as the nonoscillatory phase function for Equation (30) . Note that this function is neither an exact solution of (8) (although it approximates a solution of that equations with error which decays exponentially with λ), nor is it unique (but it is the one and only one nonoscillatory phase function associated with Theorem 1).
A practical method for the computation of nonoscillatory phase functions
The method used in [21] and [7] to prove the existence of nonoscillatory phase function is constructive and could serve as the basis of a numerical algorithm for their computation. However, such an approach would require that q be explicitly extended to the real line as well as knowledge of the first two derivatives of q. We now describe a minor variant of the algorithm of [6] . Under the hypotheses of Theorem 1, it results in a nonoscillatory function α which represents solutions of (30) with accuracy on the order of exp`− 1 2 µλ˘, where µ is the constant appearing in Theorem 1. The method of [6] has the advantage that it only requires knowledge of the coefficient q on the interval [a, b] . Note that, as is the case with Theorem 1, there is no difficulty in treating equations in which the coefficient q varies with λ, assuming that q satisfies the hypotheses of Theorem 1 independent of λ.
The algorithm proceeds as follows. First, a windowed versionq of q which closely agrees with q on the rightmost quarter of the interval [a, b] and is approximately equal to the constant 1 on the leftmost quarter of [a, b] is constructed. More specifically,q is defined via the formulã where φ is given by
We use the analytic windowing function φ to constructq (as opposed to a windowing function which is infinitely differentiable and compactly supported) so that we can apply Theorem 1 to the windowed versionq of q (its hypotheses imply that q is analytic in a strip containing the real line). The constants in (47) are set so that
The left side of Figure 3 shows a plot of the function φ when a = 0 and b = 1. Next, a solutionα of the initial value problem
is obtained. The initial conditionsα (a) = λ andα (a) = 0 in (50) are chosen because the nonoscillatory phase function for the equation
whose existence is ensured by Theorem 1 behaves as
on the leftmost quarter of the interval [a, b] where λ 2q is approximately equal to the constant λ 2 . This estimate is proven in [6] . It is also shown in [6] that on the rightmost quarter of the interval [a, b] the difference between the nonoscillatory phase function for Equation (30) and the solutionα of (50) is on the order of exp`− 1 2 µλ˘as is the difference betweenα and the derivative of the nonoscillatory phase function for Equation (30) . It follows that by solving the initial value problem (50) we approximate the values of the nonoscillatory phase function for (30) and its derivative at the right-hand endpoint b with accuracy on the order of exp(− 1 2 µλ). The algorithm concludes by solving the terminal value problem
Standard results on the continuity of solutions of ordinary differential equations (see, for instance, [9] ) together with the preceding estimate imply that the solution α of (53) approximates the nonoscillatory phase function for Equation (30) on the interval [a, b] with accuracy on the order of exp`− on the interval [a, b] of a solution y of Equation (30), as well as the values of the derivative of y at the points (54). It takes as inputs the value of λ, a subroutine for evaluating the coefficient q in (1), the values of the function y and its derivative at the left-hand end point a of the interval [a, b] on which (1) is given, a positive integer k, and a partition
As with the analyses of Section 2 and 3, the algorithm described here can be easily adapted to the case in which the coefficient q varies with λ.
The algorithm proceeds as follows:
1. We construct a nonoscillatory solutionα of the initial value problem (50). Then, having obtained the values ofα(b) andα(b), we solve the terminal value problem (53). The resulting function α is a nonoscillatory solution of Kummer's equation.
2. We next construct the inverse function α −1 of the monotonically increasing function α on the interval [α(a), α(b)] via Newton's method.
3. Then, we calculate the coefficients c 1 and c 2 such that
using Formulas (12) and (13). We determine d 1 and d 2 such that
using the relations (14), (15).
4. Finally, we use Formula (17) to calculate the k th root t k of y on the interval [a, b] and (21) to calculate the value of y at t k Of course, once Steps 1-4 have been completed, the roots t k and corresponding values y (t k ) can be computed in any order using Formulas (17) and (21) .
The function α is represented by its values at the k-point Chebyshev grids on each of the m subintervals
The k-point Chebyshev grid on [γ i , γ i+1 ] is the set
Given the values of a polynomial of degree k − 1 at the points (59), its value at any point on the interval [γ i , γ i+1 ] can be calculated in a numerically stable fashion in O(k) operations via barycentric interpolation. Moreover, assuming the partition (55) is properly chosen, barycentric interpolation can be used to approximate value of α at any point x in [a, b] given its values at the Chebyshev nodes on the subintervals (58). This can be done in O pk + log 2 (m)q operations by first finding the subinterval containing x using a binary search and then performing barycentric interpolation on that subinterval. See, for instance, [35] for an extensive discussion of Chebyshev polynomials and interpolation. In the experiments described in Section 5 of this paper, k took on various values between 5 and 30.
The problems (50) and (53) are stiff when λ is large and an appropriately chosen method must be used to solve them numerically. We compute the values of the solutions at the k-point Chebyshev grid on each of the subintervals [γ i , γ i+1 ] by first constructing a low-accuracy approximation to the solution via the implicit trapezoidal method (see, for instance, [23] ), and then applying the Newton-Kantorovich method (which is discussed in Chapter 5 of [37] , among many other sources). We now describe the specifics of the Newton-Kantorovich method in more detail. By multiplying both sides of Kummer's equation
by α , letting β(t) = α (t) and rearranging the terms of the resulting equation, we arrive at
In each iteration of Newton-Kantorovich method, the given approximation β 0 of the solution of (61) is updated by solving the linearized equation
where
for δ and taking the new approximation of the solution of (61) to be β 0 + δ. Equation (62) is solved via a variant of the spectral method of [18] . Newton-Kantorovich iterations are continued until no further improvement in the solution β is obtained. A solution α of Kummer's equation (60 is obtained from β through the formula
The inverse phase function α −1 is represented via its values on the k-point Chebyshev grids on each of the m subintervals
There are m(k − 1) + 1 such points (since the set (59) includes the endpoints of each interval), and we denote them by
The values of α −1 at the endpoints of the intervals (65) are (obviously) known. We calculate its values at the remaining points via Newton's method. Since α is monotonically increasing, we start the process by evaluating α −1 at ρ m(k−1) , then at ρ m(k−1)−1 , and so on. As in the case of α, once the values of α −1 at the points (66) are known, the value of α −1 at any point on the interval [α(a), α(b)] can be approximated in O pk + log 2 (m)q operations via barycentric interpolation.
In some cases, an appropriate collection of subintervals (58) is not known a priori and must be determined through an adaptive procedure. In that event, we construct an initial set of subintervals by adaptively discretizing the function a q(t). We use a q(t) as a starting point for the representation of α because of the classical estimate
see, for instance, [12] . We note too that when inserted into (4) and (5), the crude approximation
gives rise to the first order WKB approximations of the solutions of (30) . The adaptive discretization of a q(t) proceeds by recursively subdividing the interval [a, b] until each of the resulting subintervals [a 0 , b 0 ] satisfy the following property. Suppose that
is the Chebyshev expansion of the polynomial of degree k − 1 which interpolates a q(t) at the nodes of the k-point Chebyshev grid on the subinterval [a 0 , b 0 ], and that
We subdivide [a 0 , b 0 ] if any of the quantitiešˇc
are greater than a specified value (which was taken to be 10 −13 in the experiments described in Section 5 of this paper).
The collection of subintervals obtained by discretizing a q(t) might not suffice for representing the solution α of Kummer's equation. Accordingly, we follow the following procedure while solving the problems (50) and (53). After using the Newton-Kantorovich method as described above to approximate the values of the solution f of one of these problems on a subinterval (65) is insufficient to represent the function α −1 ; however, we have never seen this occur in practice. Indeed, an early version of the algorithm of this paper adaptively discretized α −1 independently of α, but this code was removed as it was never necessary.
Remark 2. It is possible that the collection of subintervals
Remark 3. The procedure for the numerical solution of the boundary value problems (50) and (53) described here was chosen for its robustness and its ability to solve extremely stiff ordinary differential equations to high accuracy. In the numerical experiments of Section 5.3, for instance, values of λ as large as 10 12 are considered. When the value of λ is somewhat smaller, faster methods -such as the spectral deferred correction method of [10] -may be used in place of the technique described here.
Numerical experiments
In this section, we describe several numerical experiments which were conducted to illustrate the performance of the algorithm of this article. Our code was written in Fortran 95 using OpenMP extensions and compiled with the Intel Fortran Compiler version 16.0.0. All calculations were carried out on a desktop computer equipped with 28 Intel Xeon E5-2697 processor cores running at 2.6 GHz and 512 GB of memory. A version of the code used to conduct these experiments is available at the author's website: http://www.math.ucdavis.edu/~bremer/code.html.
An artificial example
For various values of λ, we computed the roots of the solution of the initial value problem      y (t) + q(t, λ)y(t) = 0 for all 0 ≤ t ≤ 1
where q is defined via the formula The results of the experiment of Section 5.1. These calculations were performed on a single processor core. All times are in seconds.
The adaptive version of the algorithm of Section 4 was used and the parameter k was taken to be 16. Table 1 presents the results. There, each row corresponds to one value of λ and reports the time (in seconds) required to construct the nonoscillatory phase function and its inverse, the number of roots of the solution of (72) in the interval [0, 1], and the time required to compute the roots. Figure 2 displays the coefficient (73) when λ = 10 5 , as well as a plot of an associated nonoscillatory phase function. Figure 4 shows the inverse of that nonoscillatory phase function. 
Gauss-Legendre quadrature formulas
The Legendre polynomial P n of order n is a solution of the ordinary differential equation
Its roots
are the nodes of the n-point Gauss-Legendre quadrature rule, and the corresponding weights w 1 , . . . , w n are given by
Formula (76) can be found in many references; it is a special case of of Formula 15.3.1 in [33] , for instance. Since the Legendre polynomial P n satisfies the symmetry relation
it suffices to compute its roots on the interval [0, 1]. Rather than computing the roots of the function P n on [0, 1], we calculated the roots of the function
which is a solution of the second order differential equation
on the interval (0, π/2]. That (78) satisfies (79) can be verified directly by plugging (78) into (79) and making use of the fact that P n satisfies (74). The introduction of the new dependent variable θ = arccos(t) in (74) is suggested in [32] as a way to mitigate the numerical problems caused by the clustering of Gauss-Legendre quadrature nodes near the points ±1, and the presence of the factor a sin(θ) ensures that the transformed equation is of the form (1). See [32] and [4] for discussions of the numerical issues which arise from the clustering of Gauss-Legendre nodes near ±1.
The coefficient in (79) is singular at the origin; consequently, we represented α and r using a "graded mesh" of points which cluster near 0. More specifically, the functions α and r were represented via Table 2 : A comparison of the time taken to construct Gauss-Legendre quadrature rules of various orders using the approach of this paper and the specialized approach of [3] . There computations were performed on a single processor core. All times are in seconds.
their values at the 5-point Chebyshev grids on the 3473 intervals
Low order expansions were used in order to ensure that the functions α and α could be evaluated quickly. When higher order expansions are used, the resulting phase functions can be stored much more efficiently (see, for instance, the experiments of Section 5.3).
The coefficients c 1 and c 2 such that
were obtained via Formulas (12) and (13); the values of z n and its derivative z n at the point γ 1 = π/2(1.01) −3473 ≈ 1.54166044582463 × 10 −15 , which are needed in (12) and (13), were approximated using the expansion (83)
The real numbers d 1 and d 2 such that
were computed from c 1 and c 2 using (14) and (15) . The roots (75) of P n are related to the roots θ 1 < θ 2 < . . . < θ n/2 of z n via the formula
Moreover, if t j = ± cos(θ), then
By combining (21), (76), (85) and (86), we obtain the formula
which expresses the j th Gauss-Legendre weight in terms of the derivative of the phase function α.
For several values of n, we compared the time taken to compute the nodes and weights of the n-point Gauss-Legendre quadrature via by the algorithm of this paper with the time required to do so via the algorithm of [3] . We used the C++ implementation [2] made available by the author of [3] . These calculations were performed on a single processor core. Table 2 reports the results as well as the largest relative difference in the weights for each value of n. We observe that (surprisingly, given its great generality) the algorithm of this paper is competitive with that of [3] when n is sufficiently large.
Gauss-Jacobi quadrature formulas
The Jacobi polynomial P (γ,ζ) n is a solution of the second order linear ordinary differential equation
are the nodes of the Gauss-Jacobi quadrature rule
which is exact for polynomials of degree 2n − 1. The weights w 1 , . . . , w n are given by the formula
See, for instance, Section 15.3 in [33] for more information regarding Gauss-Jacobi quadratures, including a derivation of Formula (91).
As in the special case of Gauss-Legendre quadrature rules, we introduce a change of variables in order to avoid the problems associated with the clustering of the nodes (89) near ±1; see [20] for further discussion of this phenomenon. If Q (γ,ζ) n and r (γ,ζ) are the functions defined via
then the function z
satisfies the second order equation
The behavior of the coefficient in (95) depends strongly on γ and ζ -indeed, it is singular in some cases and smooth on the whole interval [0, π/2] in others. Accordingly, for various values of γ and ζ, we used the adaptive version of the algorithm of Section 4 in order to construct a nonoscillatory phase function
on the interval (10 −15 , 1). Table 3 reports the size of the piecewise Chebyshev expansions used to represent the nonoscillatory phase function in each case. More specifically, the associated nonoscillatory phase functions were represented via their values at the nodes of the 30 point Chebyshev grids on a collection of subintervals and Table 3 lists the number of subintervals in each case and the total number of values used to represent each of the nonoscillatory phase functions. We refer to this last quantity, which is equal to 29m + 1, where m is the number of subintervals into which [0, π/2] is divided, as the "expansion size" for want of a better term. 
were computed using a 7-term Taylor expansion for z (γ,ζ) n around the point 0. This expression is too cumbersome to reproduce here, but it can be derived easily starting from the well-known representation of P (γ,ζ) n in terms of Gauss' hypergeometric function (see, for instance, Formula (4.21.2) in [33] ).
the roots of P 
the roots of z (γ,ζ) n in the interval (0, π/2), then the nodes of the n-point Gauss-Jacobi quadrature rule are given by the formula
As in the case of Gauss-Legendre quadrature rules, the weights of Gauss-Jacobi quadrature rules can be expressed in terms of the derivatives of the phase functions which represent the functions z (γ,ζ) n and z (ζ,γ) n ; more specifically, we combine (21), (91) and (100) to obtain
We follow [20] in using the asymptotic formula
which is a special case of (3.1) in [8] , in order to evaluate the ratio of gamma functions appearing in (101). The symbol (x) m appearing in (102) is the Pochhammer symbol, which is defined via
We used the algorithm of Section 4 to construct Gauss-Jacobi rules of various orders n and for various values of γ and ζ. We tested the accuracy of these rules by comparing the first min{10 7 , n} weights to those generated by running the Glaser-Liu-Rokhlin [14] algorithm using IEEE quadruple precision arithmetic. Table 4 reports the results. For each combination of γ, ζ and n considered, it lists the time taken to compute the nonoscillatory phase functions representing z (γ,ζ) n and z (γ,ζ) n and their inverses, the total time required to calculate the nodes and weights of the corresponding Gauss-Jacobi quadrature rule, and the maximum relative error in the weights of that Gauss-Jacobi rule. A maximum of 28 simultaneous threads of execution were allowed during these calculations.
In Table 5 , we compare the time required to compute Gauss-Jacobi quadratures rules of various orders using the algorithm of this paper with the time required to do so using the algorithm of [20] . The parameters were taken to be γ = 0.2 and ζ = 0.5. We used the adaptive version of our algorithm with k = 30 and the Julia implementation [19] provided by the authors of [20] . These calculations were performed on a single processor core. Table 5 : A comparison of the time taken to construct Gauss-Jacobi quadrature rules of various orders using the approach of this paper and the specialized approach of [20] . Here, the parameters were taken to be γ = 0.2 and ζ = 0.5. There computations were performed on a single processor core and all times are in seconds. Entries marked with a "-" indicate experiments which were prohibitively expensive to perform.
Gauss-Laguerre quadrature formulas
The Laguerre polynomial L (γ) n is a solution of the ordinary differential equation tψ (t) + (1 + γ − t)ψ (t) + nψ(t) = 0 for all 0 ≤ t < ∞.
Its zeros t 1 < t 2 < . . . < t n are the nodes of the Gauss-Laguerre quadrature rule
and the weights w 1 , . . . , w n are given by the formula
Formula (106) can be found in many sources; it appears as (15.3.5) in [33] , for instance. The function z n defined via
satisfies the second order differential equation
on the interval (−∞, ∞) and the function
is a solution of
on the interval (0, ∞).
For each of several values of n and γ, we used the algorithm of this paper to construct two nonoscillatory phase functions, α 1 and α 2 . The function α 1 represented solutions of (108) on the interval
and α 2 represented solutions of (110) on the interval γ,
where ζ is the largest root of the Laguerre polynomial L (γ) n in (0, 1). The interval (112) was chosen in light of the bound
which can be found in [24] . The phase function α 1 representing solutions of (108) was constructed first; the values of z n and its derivative at the point −30, which were used in order to obtain c 1 and c 2 such that
were calculated using a 7-term Taylor expansion for the function
The left endpoint of the interval (111) was chosen in lieu of a bound for the smallest root of L n (of the sort appearing in [24] ) in order to ensure the accuracy of these approximations. Once the coefficients c 1 and c 2 were obtained, we calculated the location of the largest root ζ of z n on the interval (0, 1) as well as the value of z n (ζ). These values were used to construct the coefficients d 1 and d 2 in the representation Table 6 : The time (in seconds) taken to compute Gauss-Laguerre quadrature rules of various orders via the algorithm of this paper, and the size of the expansions of the phase functions used to represent the solution. These calculations were performed on a single processor core.
of y n in terms of the phase function α 2 for equation (110) on the interval (112). Note that, as discussed in Section 1, there is no need to evaluate trigonometric functions of large arguments in order to obtain the value of z n at ζ (and hence none of the attendant loss of precision). We used two phase functions to represent L n because some precision was lost when we represented L n on an interval containing all of its zeros using a single phase function. The adaptive version of the algorithm of Section 4 was used to construct both phase functions and the parameter k was taken to be 30.
For each pair of chosen values of n and γ, we computed the zeros u 1 < u 2 < . . . < u k of z n on the interval (112) and then used the formulas
in order to construct the nodes of (105) in the interval (0, 1) and the corresponding weights. The expression (118) is obtained by combining (21), (106) and (107). We next computed the zeros v 1 < v 2 < . . . < v n−k of y n in the interior of the interval (112). The nodes t k+1 < t k+2 < . . . < t n of the rule (105) contained in the interval (1, ∞) are related to those of y n via the formula t k+j = v 2 j , and the corresponding weights are given by
Formula (119) is obtained in the usual fashion -by combining (21), (106) and (109). Table 6 reports the results of these experiments; for each chosen pair of n and γ, it lists the total time required to compute the quadrature rule (including the time required to compute the phase function and its inverse), and the sum of the sizes of the expansions used to represent the two nonoscillatory phase functions. These calculations were performed on a single processor core.
Roots of Bessel functions
For each positive real number ν, we denote by J ν the solution of Bessel's equation t 2 y (t) + ty (t) + (t 2 − ν 2 )y(t) = 0 for all 0 ≤ t < ∞
which is finite at the origin. The function J ν has an infinite number of roots in the interval (ν, ∞) on which it oscillates. The equation (120) is brought into the form z (u) +`exp(2u) − ν 2˘z (u) = 0 for all − ∞ < u < ∞
via the transformation z(u) = y(exp(u)).
For various values of ν, we constructed a nonoscillatory phase function α representing solutions of (121) in the interval " log(ν), logˆˆ10
The right endpoint in (123) is an upper bound for the location of the one billionth root of the function J n (exp(u)) (see, for instance, 10.21.19 in [28] ). The Equation (121) has a turning point at u = log(ν); consequently, any phase function representing its solutions is singular there. We used the adaptive version of the algorithm of Section 4 in order to construct phase functions in these experiments. The parameter k was taken to be 30. The time (in seconds) taken to compute the first one billion roots of Bessel functions of various orders, the accuracy of the obtained roots, and the size of the piecewise expansion used to represent the associated nonoscillatory phase functions. A maximum of 28 simultaneous threads of execution were allowed during these calculations.
The coefficients d 1 and d 2 such that
were calculated using the approximations of the values of J ν and its derivative at the point ν obtained via the formulas t − sin(t) cos(t) a t 2 − sin(t) 2 exp p−νF (t)q dt,
where F (t) = log˜t + a t 2 − sin(t) 2 sin(t)¸− cot(t) a t 2 − sin(t) 2 .
Formulas (125) and (126) appear in Section 8.53 of [36] , among many other sources. Note that the integrands in (125) and (126) are nonoscillatory so that the order of the quadrature rule needed to calculate them does not depend on ν.
For each chosen value of ν, we used the nonoscillatory phase function to compute the first one billion roots of J ν . The obtained values were compared against those generated by running the Glaser-LiuRokhlin algorithm [14] using IEEE quadruple precision arithmetic. Table 7 shows the results; it reports the number of values used to represent each nonoscillatory phase function, the time taken to construct each phase function, the time required to calculate the roots, and the maximum relative error in the obtained roots.
Conclusions
We have described a fast and highly accurate algorithm for the computation of the roots of special functions satisfying second order ordinary differential equations. Despite its great generality, when it is used to construct classical Gaussian quadrature rules our algorithm is competitive with specialized, state-of-the-art methods. It is based on two observations: (1) the solutions of second order linear ordinary differential equations of the form y (t) + q(t)y(t) = 0,
where q is smooth and positive , can be represented as
with α a nonoscillatory function even when the magnitude of q is large, and (2) the roots of a function y represented in the form (129) and the values of its derivative y at those roots can be calculated without evaluating trigonometric functions of large orders and the concomitant loss of precision.
Our algorithm was designed for reliability and accuracy at the expense of speed. It can be significantly accelerated in many cases of interest and improvements in it will be reported by the author at a later date. As will algorithms for the fast evaluation of certain special functions and the fast application of their associated transforms which take advantage of the fact that explicit formulas for nonoscillatory phase functions are sometimes available.
