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Capitolo 1
 SCOPO DELLA TESI DI LAUREA
Negli   ultimi   anni   la   logistica   ha   assunto   un   ruolo   fondamentale   per   il   buon 
funzionamento   di   un'azienda   tanto   da   essere   considerata   fin   dal   momento   della 
predisposizione   degli   impianti  produttivi.  Tra  i   principali   vantaggi   ottenibili  si   possono 
ricordare   l'abbassamento   dei   costi   di   produzione   e   dei   costi   diretti,   frutto   della 
minimizzazione e dell'ottimizzazione degli attraversamenti di materiale (input e semilavorati) 
all'interno dell'azienda.
Uno strumento utile a tal fine viene chiamato "cluster analysis": esso permette di 
creare delle classi, chiamate appunto "cluster", che raggruppano macchinari con una 
qualche forma di legame logico/redditizio. Obiettivo principale è formare delle cellule di 
produzione flessibili, capaci cioè di gestire e processare efficentemente parti e prodotti 
distinti, eventualmente caratterizzati  da ridotti volumi produttivi (al più  lotti unitari).  È 
opportuno che questi "manufacturing cluster" siano indipendenti oppure configurati in modo 
tale che quasi univocamente siano assegnate loro le parti e i prodotti da produrre. In tal 
modo si tende a concentrare l'intero ciclo di fabbricazione all'interno di un unico cluster 
minimizzando nel contempo i  flussi di merce tra le diverse celle di produzione.
La letteratura propone numerosissime tecniche per la formazione delle famiglie di 
prodotti e di gruppi di macchine. Nel corso dell'elaborato verranno proposti alcuni metodi 
efficaci in presenza di prodotti distinti di cui sono noti i cicli tecnologici di fabbricazione (in 
particolare la sequenza delle lavorazioni e i relativi tempi di processamento) e i volumi 
produttivi. Queste tecniche sono il risultato dell'applicazione di algoritmi euristici di clustering, 
sviluppati originariamente dalla statistica come supporto ai problemi di classificazione nelle 
scienze naturali: essi fanno uso di matrici di similarità tra le macchine dove per similarità 
s'intende il grado di correlazione tra due o più risorse.
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LA CLUSTER ANALYSIS
2.1 INTRODUZIONE AL CLUSTER
Per cluster analysis si intende un insieme di procedure e metodologie utili a ricavare 
da una popolazione di dati una struttura a gruppi. La cluster analysis è stata proposta e 
sperimentata  a  partire  dagli  anni  60',   anche  se  già  nel   1939  venne  pubblicata  una 
monografia di Tryon R.C. dal titolo "Cluster Analysis".
Le tecniche di cluster sono state applicate ad un'ampia varietà di problemi di ricerca: 
nel campo della medicina, della psichiatria, in archeologia, nel marketing e nell'industria. In 
generale ogni qualvolta si deve classificare una grande mole di informazioni in gruppi 
espressivi e trattabili, l'analisi dei gruppi si rivela un ottimo strumento. Anche in ambito 
manageriale la cluster analysis è di grande aiuto. Infatti, per definire gli obiettivi e le modalità 
di una strategia commerciale, è opportuno essere in grado di valutare caratteristiche, bisogni 
e comportamenti degli acquirenti in modo da individuare il mercato in cui si intende operare. 
Ciò permette di adeguare l'offerta alle diverse tipologie di clienti, presumendo vengano 
richiesti specifici prodotti e servizi, verso i quali dovranno essere indirizzate politiche di 
vendita altrettanto specifiche.
Perciò con il termine cluster analysis, o analisi dei gruppi o delle classi, si intendono 
le procedure che permettono di individuare, all'interno di un insieme di oggetti di qualsiasi 
natura, alcuni sottoinsiemi, i clusters appunto, mutuamente esclusivi e tendenzialmente 
omogenei al loro interno.
Figura 3.1: Rappresentazione dei dati e dei gruppi ottenuti con la cluster analysis
3All'interno dei gruppi creati con le tecniche di  cluster analysis   ogni osservazione 
risulta essere molto simile a tutte le altre che appartengono allo stesso gruppo, in funzione di 
alcuni criteri.
Una   volta   terminato   il   procedimento,   i   cluster   finali   dovrebbero   esibire   un'alta 
omogeneità interna (intra-cluster) ed un'alta eterogeneità esterna (inter-cluster). In altre 
parole in una classificazione avvenuta con successo, gli oggetti all'interno dei cluster 
saranno "vicini tra loro", mentre gli oggetti che appartengono a differenti cluster saranno "più 
lontani" (Barbarito, 1999). 
Prima di poter partire con un'applicazione di cluster analysis è necessario disporre di 
un collettivo statistico (anche campionario) di  n  elementi, ciascuno rappresentato da  p 
variabili. I dati  devono essere organizzati in una matrice simile a quella sotto riportata:
La cluster analysis rientra fra le tecniche di tipo esplorativo e quindi non necessita di 
alcun tipo di assunzione a priori. D'altra parte, prima, durante e dopo l'analisi, l'esperto in 
materia deve essere in grado di prendere alcune decisioni, come quelle riportate nella tabella 
sottostante:
  
PRIMA · Scelta delle variabili
· Criteri di similarità
DURANTE · Tecniche di aggregazione 
· Numero dei gruppi da ottenere
DOPO · Valutazione della qualità della soluzione
· Scelta fra le diverse possibili soluzioni 
alternative
  
4Ovviamente  scelte   diverse  portano  a  risultati  diversi,   pertanto  questa  componente  di 
arbitrarietà è stata fonte di notevoli critiche, ma evidentemente nelle scienze il fattore di 
soggettività accomuna tutti i procedimenti di analisi multivariata dei dati.
Le fasi del processo di analisi dei gruppi sono le seguenti:
- scelta delle unità di osservazione;
- scelta delle variabili; 
- omogeneizzazione delle scale di misura;
- scelta della misura di similarità o di diversità tra le unità;
- scelta del numero di gruppi;
- scelta dell'algoritmo di classificazione;
- interpretazione dei dati ottenuti.
2.2 CLUSTER ANALYSIS A LIVELLO MANIFATTTURIERO
Il   termine  Group   Technology  (GT)   identifica   una   filosofia   di   produzione   atta 
all'individuazione e al raggruppamento di parti simili, al fine di trarre vantaggi dalle loro 
somiglianze nella progettazione e nella produzione. Una speciale applicazione della GT è la 
cellular manufacturing (CM). Essa può essere definita come una richiesta di GT che mira a 
raggruppare macchine con caratteristiche di fabbricazione simili. La progettazione di CM  si 
chiama cell formation  (CF) e comprende la definizione delle famiglie di "parti", ossia dei 
prodotti e dei componenti assegnati ai gruppi di risorse produttive denominati "macchine". 
Questa tecnica offre importanti contributi nell'abbassare il livello delle scorte, ridurre i tempi 
di produzione e i tempi di set-up.
La differenza sostanziale tra un ambiente job shop ed un sistema produttivo a celle si 
avverte   nella   dispozione   delle   macchine.   Nel   primo   caso  gli   impianti   produttivi   sono 
raggruppati per somiglianza; nel secondo ogni cella è dedicata alla produzione di una 
famiglia specifica di prodotti e per questo le macchine in ogni cella hanno funzioni dissimili 
(Heragu   1997).   Per   la   creazione   di   queste   celle   vengono   utilizzati   dei   coefficenti   di 
somiglianza: tali indici giocano un ruolo importante nella determinazione del valore di affinità 
valutando, ad esempio, il numero di macchine utili per completare il processo di produzione, 
il volume produttivo per ciascuna parte, il tempo di lavorazione o altri parametri.
  Un sistema di CM può essere suddiviso nelle tre attività di base riportate qui di 
seguito (Papaioannou e Wilson, 2010):
1. formazione di "famiglie di particolari" in base alle loro esigenze di lavorazione;
2. formazione di "gruppi di macchine". Questi gruppi sono generalmente chiamati "celle 
di produzione" o "cluster";
53. assegnazione delle celle.
Le parti simultanee e le macchine dei processi di clustering sono di solito basate sulla 
minimizzazione del movimento inter-cellulare (Stawowy 2004) che specificamente si occupa 
del problema di CF. In altre parole, le famiglie sono assegnate a celle in grado di soddisfare 
alcuni dei seguenti obiettivi:
· minimizzare il costo totale di movimentazione dei materiali che include i costi a causa 
di movimenti intra-cellulari e inter-cellulari (Seiffodini 1988, Chandrasekharan and 
Rajagopalan 1987);
· massimizzare l'utilizzo delle macchine all'interno della cella (Ballakur and Steudel 
1987, Co et al. 1989);
· minimizzare la duplicazione di macchine in differenti celle (Vannelli and Kumar 1986);
· minimizzare il numero di viaggi inter-cellulari (Sule 1989, Seifodini 1988, King and 
Nakaornchai 1982, Chan and Milner 1982).
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 LETTERATURA SUL CLUSTER 
3.1 CENNI DI LETTERATURA SUL CLUSTER
Un'accurata analisi delle metodologie di approcio al problema di CF è presentata da 
Papaioannou e Wilson (2010). Nei loro elaborati sono presentate tre principali categorie di 
metodi: 1) quelli di tipo informale/visivo, 2) quelli di analisi e codifica delle parti e 3) i metodi 
di produzione che possono essere classificati come segue (vedi figura 3.1):
· analisi dei cluster (CA);
· approcio grafico di partizionamento;
· metodo matematico di programmazione;
· algoritmi euristici e metauristici;
· metodologie artificiali intelligenti.
In particolare, la Cluster analisys, che comprende un insieme di tecniche atte alla risoluzione 
dei problemi di CF e CM, associa al termine cluster l'idea di un gruppo composto da oggetti o 
soggetti   con alto grado di omogeneità, ossia con una forma di "associazione naturale", 
mentre parti o individui di cluster differenti hanno poca associazione tra loro. La CA è 
supportata dall'applicazione di "metodi agglomerati" dove il processo di raggruppamento 
inizia con i cluster di tipo "single" (singolo) che poi vengono via via uniti in grandi insiemi.
Nel presente elaborato l'approcio scelto è basato sulla somiglianza, perciò verranno 
adottate le tecniche di cluster analysis e gli algoritmi euristici.
   Figura 3.1: Metodi di classificazione delle soluzioni di CF
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PROCESSO DI CLUSTERING
4.1 SOMIGLIANZA BASE DEL PROCESSO GERARCHICO
Il processo di clustering di parti e macchine per la CM che verrà presentato è basato 
sull'adozione di alcuni indici di similarità. La figura 4.1 illustra la procedura sistematica 
proposta per la formazione di celle di produzione e delle famiglie con parti omogenee. Essa 
consiste in un metodo statistico che sfrutta tecniche e strumenti utili a raggruppare gli 
elementi e partizionamenti di un insieme in settori di ricerca diversi.
Figura 4.1: Procedura sistematica per la formazione di un clustering gerarchico
94.2 RACCOLTA DATI
La raccolta dati viene elaborata con l'analisi del mix di prodotto, cioè considera le 
parti e i componenti, la struttura del prodotto (ossia la distinta base) e il processo di 
produzione (detto anche ciclo di produzione).
Il livello di accuratezza per la raccolta dei dati è significativamente influenzato 
dall'indice di similarità che si sceglie per la CA. In particolare, gli elementi necessari si 
riferiscono al trasferimento di prodotti e componenti, le cosidette "parti", e alle risorse di 
produzione, denominate "macchine". L'adozione di un indice di similarità orientato consente 
la raccolta dei dati di prodotti diversi, quali richiesta di attesa, la serie delle macchine 
utilizzate, la sequenza di procedure alternative di produzione, strumenti di assegnazione e la 
disponibilità, costi di produzione. In pratica l'attività di raccolta dati è supportata dalla 
costruzione della matrice di incidenza, o anche detta part-machine incidence matrix (PMIM), 
ove si assumono determinati valori:
aik=1 sela partei visitala macchina k
0 altrimenti                                                              ( 4.1 )
dove:
i = 1, ... , I  indice parte
k = 1 , ... , K indice macchina
Il recepimento della macchina è noto come machine-part incidence matrix (MPIM). Un 
esempio di MPIM è successivamente illustrato nella tabella tabella 4.1 .
Tabella 4.1: Matrice d'incidenza macchina-componente
104.3 INDICI DI SIMILARITA'
Il cluster generico è diviso in:
• cluster generico delle parti "part-family";
• cluster generico delle macchine "manufacturing cell".
L'indice di similarità misura il grado in cui due voci, ad esempio due macchine diverse, 
hanno bisogno di appartenere allo stesso cluster, cioè ad una cella di produzione di 
macchine omogenee. La letteratura presenta un numero molto elevato di coefficenti di 
somiglianza.  Diverse forme di misure di similarità tra le macchine e le parti sono state 
proposte   negli   ultimi   due   decenni   per   ottimizzare   l’operazione   di   raggruppamento   di 
macchina-componente   nella   produzione   di   celle.   Tra   i   diversi   vantaggi   derivanti 
dall’applicazione di questo metodo si può ricordare che:
· il valore di soglia è determinato intrinsecamente dall'algoritmo per ogni iterazione di 
un dato con gli altri dati del problema. Questo viene visto come separatore: esso 
evidenzia le analogie presenti;
· questo   metodo   genera  soluzioni  alternative:   così   facendo,   durante  il  processo 
possono essere applicati svariati vincoli aggiuntivi per la selezione della soluzione 
finale;
· il metodo è flessibile poiché permette di introdurre, oltre alle informazioni di tipo 
quantitativo, anche informazioni soggettive.
D’altronde gli indici di similarità prevedono anche alcuni svantaggi: non identificano e quindi 
non  suggeriscono una  soluzione  al problema  di  rallentamento della  produzione  delle 
macchine più lente (“collo di bottiglia”); due gruppi di macchine possono unirsi per formare 
una nuova cella solo perché due dei loro membri si trovano ad avere più alto coefficiente di 
somiglianza, a prescindere dal livello di affinità tra le altre coppie. Ciò determina in molti casi 
uno spiacevole problema di concatenamento.
I coefficienti di similarità trovano applicazione sia a problemi di ottimizzazione a livello 
industriale (problem oriented), ma si prestano bene anche alla risoluzione di differenti 
problemi di tipo generico (general purpose), comprendendo materie come la medicina 
piuttosto che  l'economia (Yin and Yasuda (2006)). La tabella 4.2 mostra la suddivisione in 
classi   proposta   dai   due   studiosi.   Essendo   lo   studio   presentato   in   questo   elaborato 
concentrato sui problemi di tipo industriale, sarà approfondita la casistica “Problem oriented”. 
11   Figura 4.2: Coefficienti di similarità secondo Yin e Yasuda  (2006)
Al secondo livello di tale schema, viene evidenziata la differenza tra informazioni di tipo 
binario (ad esempio se una parte necessita o meno di una macchina) e informazioni dette di 
produzione, riportate in maniera dettagliata al terzo livello. Infine il livello 4 introduce dei 
coefficienti atti a ponderare il maggior o minor grado di similarità tra le differenti coppie di 
oggetti analizzati (Yan e Yamada, 2006).
Per quanto concerne la prima casistica (problem oriented), la letteratura propone 
numerosissimi esempi di coefficienti di similarità tra macchine e tra parti. Ad esempio, 
McAuley (1972) suggerisce l’utilizzo di un indice denominato ”coefficiente di Jaccard”, 
utilizzato per la formazione delle celle della GT. Esso valuta la somiglianza tra due macchine 
come il numero di componenti che visitano entrambi i macchinari, diviso la somma del 
numero di componenti in visita in una delle due macchine o in tutte e due. Lo stesso studioso 
ha proposto l’utilizzo del “clustering singolo” di collegamento fra due macchine o due gruppi 
di macchine con il più alto valore di omogeneità.  Altre migliorie al metodo sono state 
introdotte da Seifoddini, il quale ha sostenuto l’uso del “legame medio del clustering” (ALINK) 
al fine di ridurre l’effetto di concatenamento tra le cellule. L’altra classe di coefficienti di 
similitudine valuta invece l'affinità tra le parti. A tal proposito Choobineh (1988), Vakharia e 
Wemmerlov (1987) hanno sviluppato alcuni coefficienti di similarità tra le parti basati sulla 
sequenza di operazioni per la fabbricazione di ciascun prodotto.
Riprendendo quanto detto sopra, viene sotto riportata la tabella 4.2, la quale presenta 
differenti coefficienti di somiglianza di uso generale. Tra tutti il più diffuso e adatto ad una 
molteplicità di campi di studio, è il metodo di Jaccard. 
Sij= a
abc  ,      0≤S ij≤1                                                                            ( 4.2 )
12Nel caso tale metodo venga applicato per ricavare un coefficiente di similarità (Sij) tra due 
macchinari, la procedura seguita è del tipo: date due macchine “i” e “j”, “a” il numero di parti 
in visita  su entrambe le macchine, “b” il numero di parti in visita sulla macchina “i” e non 
sulla “j”, “c” il numero di parti in visita  sulla macchina “j” e non sulla “i”, “d” il numero di parti 
che non visita le macchine “i” e “j”, l'indice Sij si trova come quoziente tra la quantità “a” e la 
somma di “a”,”b” e “c”.
MACCHINA    i
MACCHINA 
j
1 0
1 a c
0 b d
COEFFICIENTE RANGE  DEFINIZIONE 
1 Jaccard  0-1 a/(a+b+c)
2 Haman  -1 to 1 [(a+d)-(b+c)]/[(a+d)+(b+c)]
3 Yule -1 to 1 (ad-bc)/(ad+bc)
4 Simple matching  0-1 (a+d)/(a+b+c+d)
5 Soreson 0-1 2a/(2a+b+c)
6 Rogers and Tanimoto 0-1 (a+d)[a+2(b+c)+d]
7 Sokal and Sneath 0-1 2(a+d)/[2(a+d)+b+c]
8 Rusell and Rao 0-1 a/(a+b+c+d)
9 Baroni-Urbani and Buser 0-1 [a+(ad)^1/2]/[a+b+c+(ad)^1/2]
10 Phi -1 to 1 (ad-bc)/[(a+b)(a+c)(b+d)(c+d)^1/2]
11 Ochiai 0-1 a/[(a+b)(a+c)^1/2]
12 PSC 0-1 (a^2)/[(b+a)(c+a)]
13 Dot-product 0-1 a/(b+c+2a)
14 Kulczynskki 0-1 1/2 [a/(a+b)+a/(a+c)]
15 Sokal and Sneath 2 0-1 a/[a+2(b+c)]
16 Sokal and Sneath 4 0-1 1/4[a/(a+b)+a/(a+c)+d/(b+d)+d/(c+d)]
17 Relative matching  0-1 [a+(ad)^1/2]/[a+b+c+d+(ad)^1/2]
18 Chandrasekharan and 
Rajagopalan (1986)
0-1 a/Min[(a+b),(a+c)]
19 MaxSC 0-1 Max[a/(a+b),a/(a+c)]
20 Barek and Maropoulos 
(1997)
0-1 a/Max[(a+b),(a+c)]
Tabella 4.2: Definizione e intervalli dei coefficienti di similarità
13Di seguito vengono proposte alcune tecniche per il calcolo degli indici di similarità. 
Nelle formule che seguiranno verrà adottata la simbologia seguita anche dagli esperti 
Alhourani e Seifoddini: la lettera n indicherà il numero di parti, k= 1, … , n la parte generica, 
m il numero di macchine ed  i,j= 1, … , m la macchina generica. Si avrà quindi:
xijk =   1 se la parte k visita sia la macchina  i che la macchina j
0 nel caso contrario
   yijk =  1se la parte k visita o la macchina i o la macchina j
0nel caso contrario
 S-Seifoddini (1987). Ha modificato il coefficiente di Jaccard incorporando il volume di 
produzione:
Sij=
∑
k=1
n
xijkmK
∑
k=1
n
yijkmk∑
k=1
n
xijkmk
                                                                ( 4.3 )
dove   mk è la produzione di un certo particolare k prevista per un periodo di tempo 
predefinito.
   GS.Gupta e Seifoddini (1990). A loro si deve l'introduzione dei coefficienti che 
considerano il tempo di operazione, la sequenza di operazione e il volume di 
produzione. La nuova formulazione dell'indice diviene:
Sij=
∑
k=1
n
xijkT ijk∑
o=1
nk
z kom k
∑
k=1
n
xijkT ijk∑
o=1
nk
z koyijkmk
                                                     ( 4.4 )
            
dove nk  è il numero di volte che la parte k visita entrambe le macchine in linea, ossia in 
sequenza.
14               zko=1se la parte k visita entrambe le macchine i e j in sequeza
0 in caso contrario
            
T ijk=
min[T ik,T jk]
max[T ik,T jk]
                                                                                  ( 4.5 )
                
T ik tempo globale speso dalla parte k sulla macchina i
                
T jk tempo globale speso dalla parte k sulla macchina j.
 SH-Seifoddini e Hsu (1994): propongono un coefficiente di somiglianza ponderato 
con l'obiettivo di eliminare l'assegnazione impropria della macchina dando un peso 
maggiore alle componenti che hanno operazioni comuni su entrambe le macchine.
          
Sij=
∑
k=1
n
f bk xijK
∑
k=1
n
f bk xijk∑
k=1
n
f ek yijk
                                                                      ( 4.6 )
         
dove
f bk è il fattore di ponderazione per le parti che attraversano entrambe le macchine i e j. 
f ek è il fattore di ponderazione per le parti in visita o la macchina i o la j, ma non 
entrambe.
 N-Nair e Naarendran (1998). La loro proposta prevede il calcolo dell'indice di 
similarità come il rapporto tra la somma dei movimenti comuni alle macchine i e l, e la 
somma totale dei movimenti da e per ogni macchina i e l .
           
Sil=
cicl
titl
                                                                                                 ( 4.7 )
 
ti=∑
j=1
n
∑
p=1
n ji
w jtijp                                                                                          ( 4.8 )
15questa equazione rappresenta il numero totale di movimenti da e verso la macchina i.
cil=∑
j=1
n
∑
p=1
n jil
w jtijlp                                                                                      ( 4.9 )
questa equazione quantifica il numero totale dei movimenti da e verso macchine che le 
parti hanno eseguito per visitare sia la macchina i che la macchina l, dove: 
   m    numero di macchine
   n     numero di parti
n ji numero di volte che la parte j visita la i-esima macchina; 
nijl numero di volte che la parte j visita la i-esima e la j-esima macchina;
b jip numero di sequenze di operazioni se la parte j visita la macchina i per p-volte
0≤p≤n ji ; 0 altrimenti
b jlp numero di sequenze di operazioni se la parte visita la macchina l per p-volte 
0≤p≤n ji ; 0 altrimenti
r j massimo numero di operazioni per parti j
              tijp = 
0 seb jip=0
1se b jip=1or j
2altrimenti
                                                                                                                     ( 4.10 )
               cijlp = 
0 se b jip=0ob jlp=0
1 seb jip=1o r j
2altrimenti
164.4 FORMAZIONE DELLE CELLE E ANALISI DI CLUSTERING
In questo paragrafo si cercherà di approfondire come si procede alla creazione dei 
differenti cluster di macchine con un elevato grado di correlazione. Tale analisi viene 
effettuata attraverso l'applicazione di algoritmi di raggruppamento. Non di rado il processo di 
clustering ha come risultato celle con differenze sostanziali, anche se gli individui all’interno 
di uno stesso gruppo sono simili in quanto sono “ugualmente attraversati” da diverse parti e 
componenti. 
Il processo di clustering sfrutta uno dei seguenti algoritmi gerarchici: Complete 
Linkage Method (Clink) che valuta la distanza massima tra due oggetti. Esso è più 
conosciuto con il termine  farther neighbour (o con le iniziali fn). Altri algoritmi sono: il Single 
Linkage Method (Slink) valuta gli oggetti più vicini (chiamato nearest neighbor (nn)); il Pair-
Group Method (UPGMA) che utilizza una media aritmetica non ponderata; il Weighted Pair-
Group Method utilizza una media aritmetica ponderata e infine il Pair Group Method che 
calcola il baricentro tra tutti gli oggetti  considerati (UPGMC).
In questo elaborato verranno approfondite soltanto le prime due tecniche (fn e nn) 
perché sono quelle di gran lunga più utilizzate al giorno d’oggi. L’algoritmo generico si basa 
su un sistema che cancella le righe e le colonne di una matrice di similarità S che raccoglie 
valori di somiglianza per ogni coppia di elementi. Ad esempio i “vecchi cluster” sono fusi in 
nuovi dalla degradazione del livello di omogeneità all’interno di ogni fase di costruzione del 
cluster. La matrice di similarità S (dim. NxN) contiene tutte le correlazioni tra le macchine 
s(i,j), calcolato come descritto in precedenza. Per i clustering vengono assegnati i numeri di 
sequenza 0,1, …. , (n-1) e L(k) è il livello di somiglianza del cluster k-esimo. Un cluster con 
un numero di sequenza m è indicato con (m) e la correlazione tra i cluster (r) e (s)  è indicata 
s[(r),(s)].
La procedura seguita dall'algoritmo di tipo nn prevede:
1. inizialmente la considerazione dei clustering disgiunti aventi livello L(0)= 1 e numero 
di sequenza m=0;
2. si individua la coppia con valori meno dissimili nel cluster corrente, chiamata coppia 
(r) e (s), in base a: 
s[r,s]=maxijs[i, j]                                                                                         ( 4.11 )
dove il massimo è su tutte le coppie di cluster nel clustering corrente;
173. si passa allo step successivo: m= m+1 . Vengono uniti i gruppi di elementi (r) e (s) in 
un unico cluster per formare il clustering prossimo m. Successivamente viene 
imposto il livello di questo raggruppamento a:
Lm=s[r,s]                                                                                                       ( 4.12 )
4. viene   aggiornata   la   matrice   di   similarità   S   eliminando   le   righe   e   le   colonne 
corrispondenti ai cluster (r) e (s) aggiungendo una riga e una colonna corrispondenti 
al cluster di recente formazione. Il livello di correlazione tra il nuovo cluster, indicato 
con (r, s) e il vecchio cluster generico (k) è definito come:
s[k ,r , s]=max s[k,r], s[k ,s]                                                                 ( 4.13 )
Se tutte le macchine vengono collocate in un cluster, il processo si ferma; altrimenti bisogna 
tornare al punto 2 e ripetere nuovamente il procedimento.
 L’algoritmo CLINK è molto simile al processo seguito per il SLINK, ma si differenzia 
per l’equazione del punto 4. In pratica essa diventa:
s[k ,r , s]=min s[k,r],s[k,s]                                                             ( 4.14 )
4.5 DENDOGRAMMA
Il dendogramma è la rappresentazione grafica del processo di degradazione del 
livello di somiglianza ed è anche il risultato del processo di raggruppamento eseguito dal 
algoritmo di clustering (Sokal e Sneath 1968, McAuley 1972).
Esso esprime:
· nell'asse delle ascisse la distanza logica dei clusters secondo la metrica definita;
· nell'asse delle ordinate il livello gerarchico di aggregazione (valori interi positivi) .
La   scelta   del   livello   gerarchico   (cioè   del   valore   dell’asse   Y)   definisce   la   partizione 
rappresentativa del processo di aggregazione. La figura 4.3 illustra un   dendogramma 
generato dalla realizzazione del processo di clustering.
18Figura 4.3: Esempio di dendogramma verticale
Il dendogramma può essere visto in maniera verticale (come sopra) o in maniera orizzontale.
  L’algoritmo   generico   elenca   le   macchine   sulla   base   della   somiglianza   delle 
caratteristiche costruttive ed esegue gerarchicamente aggregazioni di macchine in cluster 
riducendo progressivamente il livello di somiglianza tra la fase di costruzione di cluster 
eterogenei. Il risultato del processo di clustering non dipende soltanto dalla regola che si 
adotta per il raggruppamento, ma anche dal livello della soglia di somiglianza adottato, cioè il 
valore minimo ammissibile di conformità all’interno del cluster generico come discusso da 
Manzini et. Al (2010). In particolare si dimostra che i migliori risultati a livello percentile 
esistono per ottimizzare il processo di formazione delle celle in presenza di parametri 
generali di legame. Il valore soglia in base percentile proposto da Manzini è una serie di 
misure   di   similarità   che   taglia   il   dendogramma  al   numero   percentile   di   aggregazioni 
individuate dalla norma di clustering, come segue:
T _ value%p Î ]simil{é %p ´Nnodes ù},simil{ë%p ´Nnodes  û}[           ( 4.15 )
dove:
%p           percentile di aggregazioni, espresso in percentuale
19Nnodes    numero di nodi generati dal nuovo algoritmo di clustering
 simil {N}   valore di somiglianza che corrisponde al valore N
Per meglio capire verrà illustrato un esempio. La figura 4.4 presenta un dendogramma 
generato mediante l’applicazione di analisi di clustering.
Figura 4.4: Esempio di dendogramma orizzontale
M1, … , M12 sono le identificazioni di elementi della macchina, il numero all’interno del 
diagramma (1,...12) individua le aggregazioni (chiamate nodi) pronunciate in accordo con le 
misure di somiglianza. In particolare, un basso numero di aggregazione (vedi fig. 4.4) è 
caratterizzato da un elevato grado di similarità (cluster molto simile). La tabella 4.3 riporta 
l’elenco e la configurazione dei nodi, in quanto generate dall’applicazione dell’algoritmo di 
clustering in accordo con la figura 4.4.
Allora, assunto 80° come percentile di aggregazione (cioè p= 0.80%), segue che:
T _ value80° Î ]simil{é 0.8 ´ 12 ù},simil{ë0.8 ´ 12  û}[   =   ]simil{10},simil{9}[ =
  ]0.329 , 0.329[ = 0.329
20Tabella 4.3 Lista e configurazione di nodi
4.6 LA FORMAZIONE DI FAMIGLIE DI PARTI
In questa fase ci si concentrerà sulle modalità di creazione di gruppi omogenei di parti 
e sulla loro assegnazione ad ogni cella definita precedentemente.  La regola adottata 
assegna ogni parte alla cella con il numero massimo di tipologie di macchine incluse nel 
proprio ciclo di lavoro. Bisogna però fare attenzione al fenomeno della “duplicazione” (cioè 
presenza di più macchine identiche all'interno dell'azienda) che si verifica quando un tipo di 
macchina collocato in una determinata cella, non potrebbe funzionare perché quella parte 
viene già elaborata dallo stesso tipo di macchina, ma collocata in un’altra cella.
Data una soluzione generica per le celle, un prodotto prima di essere finito potrebbe 
avere bisogno di visitare più di un gruppo di macchine. Di conseguenza, la parte generica 
deve essere assegnata alla soluzione che prevede il minimo numero di viaggi inter-cella. Un 
altro modo per ridurre quest’ultimo fattore è quello di duplicare le macchine, ma può essere 
molto costoso in termini di spazio e di costi. Parte delle famiglie si possono formare in 
concomitanza con lo sviluppo della cella, o comunque possono essere definite dopo che le 
celle sono state create. In particolare la seconda ipotesi è quella più utilizzata perché 
prevede una regola gerarchica euristica  per assegnare le parti a celle di produzione.
21I passi principali sono:
I. data una configurazione dei gruppi disgiunti di macchine (ad esempio celle di 
produzione) è definita come c= 1, … , C.  Si quantificano le seguenti misure per 
ciascuna parte i e per ciascuna cella c di produzione secondo il ciclo di lavorazione 
della parte i:
- ICMic   numero di movimenti intra-cellulari;
- Ntaskic  numero di prestazioni eseguite nella cella;
- Timeic   tempo di elaborazione della parte i nella cella c.
II. Viene assegnata la parte i per la cella c in cui: 
(4.16)
se c* non esiste si può andare al punto III
III. Nel caso in cui il numero di movimenti intra-cellulari sia uguale, si passa a designare 
le celle mediante il numero delle macchine operatrici, quindi:
NM ic'minc−1,...,C NM ic con  c≠c'                                                            
                                                                                                                       (4.17)
dove: NM è il numero di macchine.
    
IV. Viene assegnata la parte i alla cella c’’ dove:                                                        (4.18)
      
se c non esiste allora si assegna casualmente la parte i ad una cella nello step successivo:
                                                                                                                               (4.19)  
22Il risultato della cessione di parti alle celle di produzione è chiamato matrice di incidenza a 
blocco diagonale. Esempio mostrato in figura 4.5.
     
Figura 4.5: Matrice d’incidenza con blocco diagonale (relativa all’esempio introdotto)
4.7  CONFIGURAZIONE DEL LAYOUT
Questo punto riguarda  la determinazione della posizione di ciascuna risorsa di 
produzione (macchine e risorse umane) nella zona di produzione. Le decisioni di layout sono 
fortemente influenzate dalla configurazione delle celle e delle famiglie dei sistemi di CM. 
Tuttavia per capire se un cluster è efficiente verranno introdotte alcune misure di prestazione 
che saranno spiegate nel capitolo successivo.
                         
 
2324Capitolo 5 
VALUTAZIONE DELLE PRESTAZIONI DI 
CLUSTERING
5.1 INDICI PRESTAZIONALI
La letteratura propone una vasta gamma di indici di raggruppamento di efficienza per 
valutare e confrontare il risultato del problema di CF. Prima di elencare tutti i coefficienti è 
necessario elencare 3 indici di maggiore rilevanza:
· Numero totale di macchine (TNM):     il numero totale di macchine è un indicatore dei 
costi diretti del sistema di produzione. 
· Totale flussi intercellulari (TIF):     un flusso intercellulare si verifica quando una parte 
necessita di superare il confine della cella e quindi di andare a visitare macchinari di 
altre celle. Questo flusso crescente viene quantificato dal numero di viaggi necessari 
per tutti i volumi di produzione da una parte all'altra. Se il TNM è direttamente 
connesso al totale dei costi diretti, il TIF  è un indicatore dei costi indiretti causati dalla 
presenza di flussi intercellulari tra le cellule.
· Duplicazione dei costi totali (TDC):     è la somma in aumento dei costi diretti, causati 
dalla duplicazione dei vari tipi di macchine nelle celle di produzione e i costi indiretti 
generati dai flussi intercellulari.
Il ricercatore Sarker presenta, discute e mette a confronto le misure più importanti di 
raggruppamento di efficenza del cluster manufacturing CM. Le misure che verranno illustrate 
qui di seguito si basano sulle seguenti definizioni:
· Lock       (blocco):     si tratta di una sottomatrice di una matrice generale composta da 
righe e colonne che identificano una cella composta da relative macchine e parti di 
prodotti da realizzare.
· Void      (vuoto):     quando in un blocco diagonale appare un elemento "zero".
· Exceptional element     (elemento eccezionale):     si ha quando un elemento "uno" viene a 
trovarsi in blocchi fuori dalla diagonale. Questo elemento è fonte di movimenti inter-
cella. 
Una serie di misurazioni delle prestazioni del CM quantifica l'analisi proposta e ne valuta 
l'efficienza. Al fine di ottenere migliori risultati nel CF e CM sono state inserite delle etichette 
(high) e (low) che si riferiscono ai differenti valori previsti.
25 Problema densità - PD    
PD= numero diuno nella matrice diincidenza
numero dielementinella matrice diincidenza                 ( 5.1 )
 Densità globale all'interno della cella -  ICD (high)    
ICD= numerodiunonel blocco diagonale
numerodielementinel blocco diagonale                         ( 5.2 )
 Elementi eccezionali – EE (low)    
EE=numerodielementi eccezionali al di fuori del blocco diagonale  ( 5.3 )
 Rapporto tra elementi diversi da zero nelle celle     - REC    
REC= numerodi unototali
numerodielementi nel blocco diagonale            ( 5.4 )
 Raggruppamento di efficenza – ƞ (Sarker 2001) (high)     
Si tratta di una media ponderata delle due funzioni ed è definita come:
ƞ=qƞ11−qƞ2          ( 5.5 )
ƞ1=
ed
∑
r=1
k
M r N r
        ( 5.6 )
ƞ2=1−
e0
m n−∑
r=1
k
M r N r
     ( 5.7 )
            dove:
                    -  ed numero di "uno" nel blocco diagonale;
26                    -  eo numero di "uno" al di fuori del blocco diagonale;
                    -  k  numero di blocchi diagonale;
                    -  M r numero di macchine nella cella r-esima;
                    -  N r numero di componenti della parte della famiglia r-esima;
                    -  q fattore di ponderazione  0≤q≤1 che fissa l'importanza relativa tra i        
                          vuoti e i movimenti delle celle. Se q = 0.5 entrambi assumono la stessa 
                         importanza.
 Indice di qualità – QI (Seifoddini e Dajssemi 1994, 1996) (high)    
            Si tratta di una misura di indipendenza di gruppi composti da macchine. Alti valori di  
            QI  sono attesi in presenza di elevata indipendenza.    
QI=1− ICW
PW    ( 5.8 )
            dove:
                    - ICW carico di lavoro intercellulare totale,
                    - PW impianto di carico di lavoro totale,
                    
                      ICW e PW possono essere definiti come:
           
                                                                                                                                       ( 5.9 )
                                                                                                                                        ( 5.10 )
                  
dove:
n è il numero di parti, k = 1 , ... , n della parte generica, m il numero di macchine e  i, j= 1, ... , 
m la generica macchina. Questa è la notazione precedentemente introdotta:
             Y ic=1se la macchina iè assegnataalla cella c
0altrimenti                                                
              Z kc=1se la parte k è assegnata alla cella c
0altrimenti
27                X ki=1 se la parte k subisce operazioni sulla macchinai
0altrimenti
                 mk volume di parti k
                 T ki tempo di operazione della parte k sulla macchina i
               QI misura il numero di movimenti intracellulari che chiedono di essere massimizzati 
               minimizzando i movimenti intercellulari.
 Raggruppamento di efficenza sulla base di QI -     ƞQI  (high)
ƞQI=q ƞ11−qQI       ( 5.11 )
         
              Il valore del fattore di ponderazione adottato q è:
 
q=
∑
r=1
k
M r N r
mn
      ( 5.12 )
 Raggruppamento di efficenza –     τ    (Kumar e Chandrasekharan 1990) (high)    
Può essere quantificato con l'applicazione della seguente equazione :
 
                                                  τ=
e−e0
eev
  ( 5.13 )                                                             
   
             dove: 
                      -  e numero totale di "uno" nella matrice
                      -  e0 numero di elementi eccezionali (numero di "uno" al di fuori del blocco 
                                 diagonale)
                      -  ev numero di vuoti (n umero di "zeri" nel blocco diagonale)
 Misura di raggruppamento -      ƞG (Miltenburg e Zhang 1991) (high)
Assume valori elevati se il numero di vuoti e di elementi eccezionali sono poco presenti, ed è 
definito come:
             ƞg=ƞu−ƞm                   ( 5.14 )
28            ƞu=
e1
e1ev
                 ( 5.15 )
           ƞm=
e0
e
                          ( 5.16 )
            dove:
                     -  ƞu rapporto tra il numero di "uno" e il numero di elementi totali presenti nel 
                                blocco diagonale (questa è la densità all'interno delle celle – ICD); 
                     -  ƞm rapporto di elementi eccezionali per il numero totale di “uno” nella 
                                matrice;
                     -  e1 numero di "uno" presenti nel blocco diagonale.
 Efficenza gruppo tecnologico – GTE (Nair e Narendran 1998) (high)    
Definisce il rapporto tra la differenza del numero massimo di viaggi inter-cellulari possibili e il 
numero di viaggi tra le celle effettivamente necessario per il numero massimo di viaggi inter-
cellulari.
GTE= I−U
I  ( 5.17 )
I=∑
j=1
n
r j−1   ( 5.18 )
U=∑
j=1
n
∑
s=1
r j−1
xl js   ( 5.19 )
dove:
         -  I  massimo numero di viaggi inter-cellulari;
         -  U numero di movimenti inter-cellulari richiesti dal sistema;
         -  r j massimo numero di operazioni per il componente j;
         -  xl js=0 se l' operazione se s1è eseguita nella stessa cella
1altrimenti
 Legame di efficenza – BE (high)    
Questo è un indice importante perché dipende sia dalla compattezza all'interno delle cellule 
(dall'ICD) che dalla minimizzazione dei movimenti tra le cellule dal GTE. Essa è definita 
come:
BE=q ICD1−qGTE       ( 5.20 )  
Il valore adottato di peso q per l'analisi sperimentale è di 0,5. 
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PROVA PRATICA
In questa sezione viene presentata la risoluzione di un problema mediante l'utilizzo di 
un software chiamato MVSP (Multi Variate Statistical Package). Questo software esegue 
un'analisi multivariata numerica utile in molti campi scientifici e adatta anche a questo caso.
L'esempio proposto verrà risolto utilizzando i differenti indici di similarità presentati nel 
paragrafo 4.3, ossia:                              
1- coefficiente di Jaccard;
2- coefficiente di S-Seiffodini;
3- cofficiente SH-Seiffodini e Hsu;
4- coefficiente GS-Gupta e Seiffodini;
5- coefficiente N-Nair e Narendran.
Per ogni indice verrà riportata la soluzione ottenuta.
Come primo passo viene definita la matrice di incidenza (vedi tabella 6.1). Nelle colonne 
sono indicati i prodotti (P1,... , P15) e nelle righe le macchine (M1 , ... , M15).
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15
M1 1 0 1 1 0 0 1 1 1 0 0 0 1 0 1
M2 1 1 1 0 0 1 1 0 0 0 1 1 1 1 0
M3 0 1 0 1 1 0 1 0 0 1 0 1 1 0 0
M4 0 1 0 0 1 0 0 1 0 1 0 0 0 1 0
M5 1 1 0 0 1 0 0 1 0 1 0 0 1 0 1
M6 0 0 0 1 0 1 0 1 1 0 1 1 0 1 1
M7 0 1 1 1 0 0 1 1 1 0 0 1 0 0 1
M8 0 0 1 0 1 0 1 1 1 0 0 1 0 1 0
M9 1 1 0 0 1 0 0 1 0 1 0 0 1 0 0
M10 0 0 0 1 1 0 0 0 1 1 1 0 0 1 1
M11 0 0 1 1 0 0 0 1 0 0 1 0 1 0 0
M12 1 1 0 0 1 1 0 0 0 1 0 1 0 1 0
M13 0 1 0 0 1 0 1 1 0 0 1 0 0 0 0
M14 1 0 0 0 1 1 0 1 0 1 0 1 0 1 1
M15 1 0 1 0 0 0 1 0 0 1 0 0 1 0 1
   Tabella 6.1: Matrice di incidenza 
Tutte le prove vengono risolte utilizzando l'agoritmo CLINK, chiamato anche "farthest 
neighbor" (fn). 
316.1 PRIMA PROVA ("coefficiente di Jaccard")
Per completare la matrice di similarità (tabella 6.2) viene utilizzata la formula (4.2):
M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12 M13 M14 M15
M1 1,000
M2 0,308 1,000
M3 0,250 0,333 1,000
M4 0,083 0,167 0,333 1,000
M5 0,364 0,231 0,400 0,500 1,000
M6 0,333 0,308 0,154 0,182 0,540 1,000
M7 0,600 0,308 0,364 0,182 0,250 0,455 1,000
M8 0,364 0,333 0,273 0,333 0,167 0,364 0,500 1,000
M9 0,273 0,250 0,444 0,571 0,857 0,077 0,167 0,182 1,000
M10 0,250 0,143 0,273 0,333 0,273 0,500 0,250 0,273 0,182 1,000
M11 0,444 0,273 0,200 0,111 0,200 0,300 0,300 0,200 0,222 0,200 1,000
M12 0,071 0,455 0,400 0,500 0,400 0,250 0,154 0,273 0,444 0,273 0,000 1,000
M13 0,182 0,273 0,333 0,429 0,333 0,182 0,300 0,333 0,375 0,200 0,250 0,200 1,000
M14 0,231 0,308 0,250 0,444 0,500 0,455 0,231 0,364 0,400 0,364 0,083 0,667 0,182 1,000
M15 0,444 0,400 0,333 0,111 0,333 0,000 0,182 0,200 0,375 0,091 0,250 0,200 0,111 0,182 1,000
   Tabella 6.2: Matrice di similarità ottenuta con  "coefficiente di Jaccard"
Una volta completata la matrice di incidenza si passa a definire i legami esposti in tabella 6.3 
seguendo il criterio dell'algoritmo CLINK, per ottenere poi il dendogramma (figura 6.1).
32Node Group 1 Group 2 Simil.  Objects in group
1 M5 M9 0,857 2
2 M12 M14 0,667 2
3 M1 M7 0,600 2
4 M4 Node 1 0,500 3
5 M6 M10 0,500 2
6 M2 M15 0,400 2
7 Node 4 Node 2 0,400 5
8 Node 3 M8 0,364 3
9 Node 6 M3 0,333 3
10 Node 8 Node 5 0,250 5
11 M11 M13 0,250 2
12 Node 10 Node 11 0,182 7
13 Node 9 Node 7 0,111 8
14 Node 12 Node 13 0,000 15
Tabella 6.3: Lista e configurazione dei nodi generata dall'algoritmo "fn" e il coefficiente di 
Jaccard
Figura 6.1: Dendogramma ottenuto dal software
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F arth es t n eigh bou r
Ja cca rd 's C o e fficie nt
M  1
M  7
M  8
M  6
M  1 0
M  1 1
M  1 3
M  2
M  1 5
M  3
M  4
M  5
M  9
M  1 2
M  1 4
-0,2 0 0,2 0,4 0,6 0,8 1A questo punto si definiscono le diverse celle applicando i principi introdotti al paragrafo 4.5. 
Innanzitutto viene stabilito un valore di soglia pari a 75° per poter poi applicare la formula 
(4.15):
T _ value75° Î ]simil{é 0.75 ´ 15 ù},simil{ë0.75 ´ 15  û}[ =
 =  ]simil{12},simil{11}[ =  ]0.250 , 0.182[ = 0,216
Questo valore indica che le celle che si ottengo sono composte dai nodi che si trovano a 
destra   del   risultato   appena   ottenuto.  Applicando   tale   "taglio",   le   macchine   vengono 
raggruppate in 4 diverse celle:
· cella 1: M14, M12, M9, M5, M4;
· cella 2: M3, M15, M2;
· cella 3: M13, M11; 
· cella 4: M10, M6, M8, M7, M1.
La tabella 6.4 riporta i risultati ottenuti:
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15
Cella 1 
M14 1 0 0 0 1 1 0 1 0 1 0 1 0 1 1
M12 1 1 0 0 1 1 0 0 0 1 0 1 0 1 0
M9 1 1 0 0 1 0 0 1 0 1 0 0 1 0 0
M5 1 1 0 0 1 0 0 1 0 1 0 0 1 0 1
M4 0 1 0 0 1 0 0 1 0 1 0 0 0 1 0
Cella 2
M3 0 1 0 1 1 0 1 0 0 1 0 1 1 0 0
M15 1 0 1 0 0 0 1 0 0 1 0 0 1 0 1
M2 1 1 1 0 0 1 1 0 0 0 1 1 1 1 0
Cella 3
M13 0 1 0 0 1 0 1 1 0 0 1 0 0 0 0
M11 0 0 1 1 0 0 0 1 0 0 1 0 1 0 0
34Cella 4
M10 0 0 0 1 1 0 0 0 1 1 1 0 0 1 1
M6 0 0 0 1 0 1 0 1 1 0 1 1 0 1 1
M8 0 0 1 0 1 0 1 1 1 0 0 1 0 1 0
M7 0 1 1 1 0 0 1 1 1 0 0 1 0 0 1
M1 1 0 1 1 0 0 1 1 1 0 0 0 1 0 1
Tabella 6.4: Configurazione dei risultati ottenuti mediante suddivisione di celle
La tabella 6.5 rappresenta la matrice con blocco diagonale:
P5 P10 P1 P2 P6 P8 P7 P13 P11 P9 P4 P12 P14 P15 P3
Cella 1
M14 1 1 1 0 1 1 0 0 0 0 0 1 1 1 0
M12 1 1 1 1 1 0 0 0 0 0 0 1 1 0 0
M9 1 1 1 1 0 1 0 1 0 0 0 0 0 0 0
M5 1 1 1 1 0 1 0 1 0 0 0 0 0 1 0
M4 1 1 0 1 0 1 0 0 0 0 0 0 1 0 0
Cella 2
M3 1 1 0 1 0 0 1 1 0 0 1 1 0 0 0
M15 0 1 1 0 0 0 1 1 0 0 0 0 0 1 1
M2 0 0 1 1 1 0 1 1 1 0 0 1 1 0 1
Cella 3
M13 1 0 0 1 0 1 1 0 1 0 0 0 0 0 0
M11 0 0 0 0 0 1 0 1 1 0 1 0 0 0 1
Cella 4
M10 1 1 0 0 0 0 0 0 1 1 1 0 1 1 0
M6 0 0 0 0 1 1 0 0 1 1 1 1 1 1 0
M8 1 0 0 0 0 1 1 0 0 1 0 1 1 0 1
M7 0 0 0 1 0 1 1 0 0 1 1 1 0 1 1
M1 0 0 1 0 0 1 1 1 0 1 1 0 0 1 1
Tabella 6.5: Matrice finale con suddivisione delle celle macchine-componente
35L'unico problema individuabile è relativo al posizionamento dei prodotti P8 e P4. Per 
decidere   la   loro   locazione   è   sufficiente   seguire   la   scaletta   del   paragrafo   4.6   e   più 
precisamente, per questo confronto, si utilizza la formula (4.18).
Viene ora introdotta la tabella relativa ai tempi di lavorazione: 
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15
M1 4,00 2,00 1,00 2,40 1,00 1,15 5,00 3,40
M2 0,50 0,55 2,00 0,30 1,50 1,00 2,25 3,00 1,00
M3 0,35 1,20 0,40 1,50 1,00 2,20 1,2
M4 3,55 0,35 2,00 0,55 2,50
M5 1,20 0,50 1,25 3,00 1,45 1,20 1,00
M6 1,10 1,50 1,50 2,00 2,35 1,10 4,00 3,00
M7 2,00 1,50 3,25 1,50 2,00 2,10 1,55 2,10
M8 3,20 3,00 1,50 2,00 1,50 3,10 4,25
M9 4,00 3,00 3,25 5,00 2,50 3,00
M10 4,35 3,50 4,00 5,00 5,50 7,00 4,10
M11 0,55 1,00 0,25 1,10 0,50
M12 2,00 1,45 2,25 1,55 2,00 1,30 2,15
M13 1,00 0,30 0,25 0,50 1,25
M14 3,50 3,00 4,00 7,00 3,25 3,00 2,50 4,20
M15 2,00 1,55 2,25 1,15 2,10 2,00
Tabella 6.6: Tempi di processo
Per sapere come assegnare la parte P8 occorre sommare i tempi di impiego in ogni cella:
Cella 1 (P8): t (M14) + t (M9) + t (M5) + t (M4)  = 7,00+5,00+3,00+2,00= 17,00 min
Cella 4 (P8): t (M6) + t (M8) + t (M7) + t (M1)    = 1,50+2,00+2,00+1,00= 6,50 min
Quindi si assegna la parte P8 alla cella 1 visto che il tempo di lavorazione in essa è 
maggiore.
Si applica lo stesso ragionamento per la parte P14:
Cella 1 (P14): t (M14) + t (M12) + t (M4) = 2,50+2,15+2,50= 7,15 min
Cella 4 ( P14 ): t (M10) + t (M6) + t (M8) = 7,00+4,00+4,25= 15,25 min
In questo caso la parte 14 viene assegnata alla cella 4.
36Ora si passa a valutare la prestazione delle celle mediante l'utilizzo dell'indice prestazionale 
ICD (formula 5.2).
Cella 1: ICD = 24/30 = 0,8
Cella 2: ICD =   6/6   = 1
Cella 3: ICD =   2/2   = 1
Cella 4: ICD = 22/30 = 0,73
6.2 SECONDA PROVA ("coefficiente di S-Seiffodini")
Per completare la matrice d'incidenza (tabella 6.8), con tale metodo viene applicata la 
formula 4.3. Questo coefficiente presenta delle diversità rispetto al coefficiente di Jaccard 
precedentemente utilizzato; per la risoluzione si deve introdurre la tabella 6.7 relativa al 
volume di produzione di ogni parte:
PARTE
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15
Q.TA 5 10 7 4 20 12 8 30 17 13 27 18 28 30 19
Tabella 6.7: Volume di produzione per le relative parti 
M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12 M13 M14 M15
M1 1,000
M2 0,223 1,000
M3 0,223 0,352 1,000
M4 0,144 0,192 0,267 1,000
M5 0,455 0,189 0,568 0,973 1,000
M6 0,363 0,349 0,093 0,300 0,210 1,000
M7 0,582 0,200 0,230 0,227 0,450 0,484 1,000
M8 0,333 0,297 0,249 0,523 0,244 0,401 0,490 1,000
M9 0,391 0,207 0,522 0,537 0,804 0,129 0,223 0,269 1,000
M10 0,192 0,261 0,191 0,370 0,256 0,510 0,197 0,227 0,163 1,000
M11 0,475 0,346 0,193 0,178 0,356 0,286 0,244 0,178 0,403 0,159 1,000
M12 0,022 0,421 0,412 0,529 0,259 0,318 0,145 0,400 0,289 0,360 0,000 1,000
M13 0,213 0,231 0,240 0,435 0,375 0,292 0,300 0,347 0,426 0,264 0,425 0,173 1,000
M14 0,256 0,325 0,258 0,592 0,470 0,454 0,356 0,547 0,368 0,421 0,141 0,624 0,260 1,000
M15 0,511 0,271 0,371 0,076 0,464 0,087 0,214 0,077 0,354 0,184 0,248 0,106 0,048 0,195 1,000
Tabella 6.8: Matrice di incidenza ottenuta con "coefficiente di S-Seiffodini"
37Una volta completata la matrice di incidenza si possono definire i legami che sono stati 
esposti in tabella 6.9 seguendo il criterio dell'algoritmo CLINK. Dai dati ottenuti si ricava il 
dendogramma di figura 6.2.
Node Group 1  Group 2 Simil. Objects in gruop
1 M5 M4  0,973 2
2 M14 M12 0,624 2
3 Node 1 Node 2 0,592 4
4 M7 M1 0,582 2
5 Node 3 M9 0,537 5
6 Node 4 M15 0,511 3
7 M10  M6 0,510 2
8 M13 M11 0,425 2
9 Node 5 Node 8 0,403 7
10 Node 7 M3 0,371 3
11 Node 9 Node 10 0,354 10
12 M2 M8 0,297 2
13 Node 6 Node 12 0,223 5
14 Node 11 Node 13 0,000 15
Tabella 6.9: Lista e configurazione dei nodi generata dall'algoritmo "fn" e il coefficiente di 
                    S-Seiffodini
38Figura 6.2: Dendogramma
A questo punto si definiscono le diverse celle applicando i criteri introdotti al paragrafo 4.5. 
Innanzitutto si definisce un valore soglia (75°) per poi applicare la formula 4.15:
T _ value75° Î ]simil{é 0.75 ´ 15 ù},simil{ë0.75 ´ 15  û}[ =
=  ]simil{12},simil{11}[ =  ]0.297 , 0.223[ = 0,260
Questo significa che le celle che si ottengono sono composte dai nodi che si trovano a 
destra del risultato appena calcolato. Applicando il taglio si generano 3 diverse celle:
· cella 1: M5, M4, M14, M12, M9, M13, M11, M6, M10, M3;
· cella 2: M15, M7, M1;
· cella 3: M2, M8.
Di seguito vengono riportati i risultati ottenuti mediante la suddivisione in celle (tabella 6.10). 
39P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15
Cella 1
M5 1 1 0 0 1 0 0 1 0 1 0 0 1 0 1
M4 0 1 0 0 1 0 0 1 0 1 0 0 0 1 0
M14 1 0 0 0 1 1 0 1 0 1 0 1 0 1 1
M12 1 1 0 0 1 1 0 0 0 1 0 1 0 1 0
M9 1 1 0 0 1 0 0 1 0 1 0 0 1 0 0
M13 0 1 0 0 1 0 1 1 0 0 1 0 0 0 0
M11 0 0 1 1 0 0 0 1 0 0 1 0 1 0 0
M6 0 0 0 1 0 1 0 1 1 0 1 1 0 1 1
M10 0 0 0 1 1 0 0 0 1 1 1 0 0 1 1
M3 0 1 0 1 1 0 1 0 0 1 0 1 1 0 0
Cella 2
M15 1 0 1 0 0 0 1 0 0 1 0 0 1 0 1
M7 0 1 1 1 0 0 1 1 1 0 0 1 0 0 1
M1 1 0 1 1 0 0 1 1 1 0 0 0 1 0 1
Cella 3
M2 1 1 1 0 0 1 1 0 0 0 1 1 1 1 0
M8 0 0 1 0 1 0 1 1 1 0 0 1 0 1 0
Tabella 6.10: Configurazione dei risultati ottenuti mediante suddivisione di celle
La rappresentazione della matrice con blocco diagonale è riportata in tabella 6.11:
40P5 P8 P2 P10 P11 P1 P6 P12 P13 P14 P15 P4 P3 P7 P9
Cella 1
M5 1 1 1 1 0 1 0 0 1 0 1 0 0 0 0
M4 1 1 1 1 0 0 0 0 0 1 0 0 0 0 0
M14 1 1 0 1 0 1 1 1 0 1 1 0 0 0 0
M12 1 0 1 1 0 1 1 1 0 1 0 0 0 0 0
M9  1 1 1 1 0 1 0 0 1 0 0 0 0 0 0
M13 1 1 1 0 1 0 0 0 0 0 0 0 0 1 0
M11 0 1 0 0 1 0 0 0 1 0 0 1 1 0 0
M6 0 1 0 0 1 0 1 1 0 1 1 1 0 0 1
M10 1 0 0 1 1 0 0 0 0 1 1 1 0 0 1
M3 1 0 1 1 0 0 0 1 1 0 0 1 0 1 0
Cella 2
M15 0 0 0 1 0 1 0 0 1 0 1 0 1 1 0
M7 0 1 1 0 0 0 0 1 0 0 1 1 1 1 1
M1 0 1 0 0 0 1 0 0 1 0 1 1 1 1 1
Cella 3
M2 0 0 1 0 1 1 1 1 1 1 0 0 1 1 0
M8 1 1 0 0 0 0 0 1 0 1 0 0 1 1 1
Tabella 6.11: Matrice finale con suddivisione delle celle macchine-componente
Ora si possono valutare le prestazioni delle celle mediante l'utilizzo dell'indice prestazionale 
ICD (formula 5.2).
Cella 1: ICD = 59/120 = 0,49
Cella 2: ICD =   8/9     = 0,88
Cella 3: ICD                =  0
416.3 TERZA PROVA ( “coefficiente SH-Seiffodini e Hsu”)
In questa prova per completare la matrice d'incidenza (tabella 6.12) si utilizza la 
formula 4.6. Questo coefficiente richiede l'assunzione di alcuni fattori di ponderazione. Essi 
sono:
f bk = 0,6
f ek = 0,4
A questo punto si calcola la matrice di incidenza (6.12) :
M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12 M13 M14 M15
M1 1,000
M2 0,429 1,000
M3 0,333 0,429 1,000
M4 0,130 0,231 0,429 1,000
M5 0,462 0,310 0,500 0,600 1,000
M6 0,429 0,400 0,214 0,272 0,214 1,000
M7 0,692 0,400 0,462 0,250 0,333 0,556 1,000
M8 0,500 0,429 0,360 0,429 0,231 0,462 0,600 1,000
M9 0,360 0,333 0,545 0,667 0,900 0,111 0,231 0,250 1,000
M10 0,333 0,200 0,360 0,429 0,360 0,600 0,333 0,360 0,250 1,000
M11 0,545 0,360 0,272 0,158 0,272 0,391 0,391 0,272 0,333 0,272 1,000
M12 0,103 0,556 0,500 0,600 0,500 0,333 0,214 0,360 0,545 0,360 0,000 1,000
M13 0,250 0,360 0,429 0,529 0,428 0,250 0,391 0,429 0,545 0,272 0,333 0,272 1,000
M14 0,310 0,400 0,333 0,600 0,600 0,556 0,310 0,462 0,250 0,391 0,120 0,750 0,250 1,000
M15 0,652 0,462 0,391 0,143 0,545 0,111 0,360 0,250 0,429 0,250 0,300 0,250 0,143 0,360 1,000
Tabella 6.11: Matrice di incidenza ottenuta con " coefficiente SH-Seiffodini e Hsu"
Una volta completata la matrice di incidenza, si possono definire i legami che sono esposti in 
tabella 6.12 seguendo il criterio dell'algoritmo CLINK. Dai dati ottenuti si passa alla stesura 
del dendogramma (figura 6.3).
42Node Group 1  Group 2 Simil. Objects in gruop
1 M9 M5  0,900 2
2 M14 M12 0,750 2
3 M7 M1 0,692 2
4 Node 2 M4 0,600 3
5 M6 M10 0,600 2
6 Node 4 M13 0,529 4
7 Node 3 M8 0,500 3
8 M15 M2 0,462 2
9 Node 7 Node 5 0,429 5
10 Node 1 Node 8 0,429 4
11 Node 10 Node 6 0,400 8
12 Node 11 M3 0,391 9
13 Node 9 M11 0,390 6
14 Node 12 Node 13 0,000 15
Tabella 6.12: Lista e configurazione dei nodi generata dall'algoritmo "fn" e il coefficiente di 
                      SH-Seiffodini Hsu
Figura 6.3: Dendogramma
43Si prosegue con la definizione delle diverse celle applicando i criteri introdotti nel paragrafo 
4.5.
Innanzitutto viene definito un valore soglia pari a 75° e viene applicata la formula (4.15):
T _ value75° Î ]simil{é 0.75 ´ 15 ù},simil{ë0.75 ´ 15  û}[ =
 =  ]simil{12},simil{11}[ =  ]0.391 , 0.400[ = 0,396
Questo significa che le celle saranno composte dai nodi che si trovano a destra del risultato 
appena ottenuto. Applicando il taglio come al valore sopra riportato, le macchine risultano 
raggruppate in 3 diverse celle:
· cella 1: M2, M4, M5, M9, M12, M13, M14, M15;
· cella 2: M6, M10, M1, M7, M8;
· cella 3: M3, M11.
Di seguito vengono riportati i risultati ottenuti mediante la suddivisione in celle (tabella 6.13).
 
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15
Cella 1
M9 1 1 0 0 1 0 0 1 0 1 0 0 1 0 0
M5 1 1 0 0 1 0 0 1 0 1 0 0 1 0 1
M15 1 0 1 0 0 0 1 0 0 1 0 0 1 0 1
M2 1 1 1 0 0 1 1 0 0 0 1 1 1 1 0
M13 0 1 0 0 1 0 1 1 0 0 1 0 0 0 0
M14 1 0 0 0 1 1 0 1 0 1 0 1 0 1 1
M12 1 1 0 0 1 1 0 0 0 1 0 1 0 1 0
M4 0 1 0 0 1 0 0 1 0 1 0 0 0 1 0
Cella 2
M6 0 0 0 1 0 1 0 1 1 0 1 1 0 1 1
M10 0 0 0 1 1 0 0 0 1 1 1 0 0 1 1
M1 1 0 1 1 0 0 1 1 1 0 0 0 1 0 1
M7 0 1 1 1 0 0 1 1 1 0 0 1 0 0 1
M8 0 0 1 0 1 0 1 1 1 0 0 1 0 1 0
Cella 3
M3 0 1 0 1 1 0 1 0 0 1 0 1 1 0 0
M11 0 0 1 1 0 0 0 1 0 0 1 0 1 0 0
Tabella 6.13: Configurazione dei risultati ottenuti mediante suddivisione di celle
44La tabella 6.14 riporta la matrice con blocco diagonale:
P1 P2 P6 P5 P8 P13 P14 P10 P4 P3 P9 P11 P12 P15 P7
Cella 1
M9 1 1 0 1 1 1 0 1 0 0 0 0 0 0 0
M5 1 1 0 1 1 1 0 1 0 0 0 0 0 1 0
M15 1 0 0 0 0 1 0 1 0 1 0 0 0 1 1
M2 1 1 1 0 0 1 1 0 0 1 0 1 1 0 1
M13 0 1 0 1 1 0 0 0 0 0 0 1 1 0 1
M14 1 0 1 1 1 0 1 1 0 0 0 0 0 1 0
M12 1 1 1 1 0 0 1 1 0 0 0 0 0 0 0
M4 0 1 0 1 1 0 1 1 0 0 0 0 0 0 0
Cella 2
M6 0 0 1 0 1 0 1 0 1 0 1 1 1 1 0
M10 0 0 0 1 0 0 1 1 1 0 1 1 0 1 0
M1 1 0 0 0 1 1 0 0 1 1 1 0 0 1 1
M7 0 1 0 0 1 0 0 0 1 1 1 0 1 1 1
M8 0 0 0 1 1 0 1 0 0 1 1 0 1 0 1
Cella 3
M3 0 1 0 1 0 1 0 1 1 0 0 0 1 0 1
M11 0 0 0 0 1 1 0 0 1 1 0 1 0 0 0
Tabella 6.14: Matrice finale con suddivisione delle celle macchine-componente
Ora si passa a valutare la prestazione delle celle mediante l'indice prestazionale ICD 
(formula 5.2).
Cella 1: ICD = 43/64 = 0,67
Cella 2: ICD = 24/35 = 0,69
Cella 3: ICD              = 0
456.4 QUARTA PROVA  ("coefficiente GS-Gupta e Seiffodini")
In questa prova per completare la matrice d'incidenza (tabella 6.15) si utilizzano le 
formule 4.4 e 4.5. Per la risoluzione del problema con questo indice si ricorre alla tabella dei 
tempi di produzione (tabella 6.6). Noti tutti i fattori si calcola la matrice di incidenza:
M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12 M13 M14 M15
M1 1,000
M2 0,337 1,000
M3 0,308 0,373 1,000
M4 0,120 0,186 0,368 1,000
M5 0,382 0,284 0,438 0,521 1,000
M6 0,371 0,325 0,198 0,252 0,180 1,000
M7 0,620 0,342 0,395 0,236 0,278 0,487 1,000
M8 0,398 0,367 0,311 0,373 0,203 0,402 0,534 1,000
M9 0,400 0,276 0,460 0,594 0,864 0,098 0,202 0,228 1,000
M10 0,277 0,153 0,286 0,389 0,292 0,524 0,285 0,311 0,232 1,000
M11 0,469 0,301 0,247 0,123 0,220 0,266 0,318 0,235 0,232 0,217 1,000
M12 0,103 0,472 0,422 0,525 0,432 0,274 0,202 0,308 0,480 0,301 0,000 1,000
M13 0,204 0,305 0,363 0,464 0,355 0,213 0,321 0,346 0,389 0,212 0,310 0,232 1,000
M14 0,265 0,325 0,274 0,468 0,466 0,476 0,256 0,402 0,445 0,402 0,080 0,688 0,188 1,000
M15 0,585 0,396 0,346 0,141 0,536 0,122 0,326 0,248 0,337 0,208 0,247 0,237 0,110 0,302 1,000
Tabella 6.15: Matrice di incidenza ottenuta con " coefficiente GS-Gupta e Seiffodini"
Una volta completata la matrice di incidenza si definiscono i legami esposti in tabella 6.16 
seguendo il criterio dell'algoritmo CLINK. Dai dati ottenuti si ricava il dendogramma di figura 
6.4.
46Node Group 1  Group 2 Simil. Objects in gruop
1 M9 M5 0,864 2
2 M12 M14 0,688 2
3 M7 M1 0,620 2
4 M6 M10 0,524 2
5 Node 1 M4 0,521 3
6 Node 5 Node 2 0,468 5
7 Node 6 Node 4 0,402 7
8 Node 3 M8 0,398 3
9 M15 M2 0,396 2
10 M13 M3 0,363 2
11 Node 10 Node 9 0,346 4
12 Node 8 Node 11 0,326 7
13 Node 12 M11 0,247 8
14 Node 13 Node 7 0,000 15
Tabella 6.16: Lista e configurazione dei nodi generata dall'algoritmo "fn" e il coefficiente di 
                      GS-Gupta e Seiffodini
Figura 6.4: Dendogramma
47A questo punto si vanno a definire le diverse celle applicando i criteri introdotti nel paragrafo 
4.5. Come per gli altri esempi, il valore soglia è pari a 75° e viene applicata la formulazione 
4.15:
T _ value75° Î ]simil{é 0.75 ´ 15 ù},simil{ë0.75 ´ 15  û}[ =
 =  ]simil{12},simil{11}[ =  ]0.326 , 0.346[ = 0,336
Questo significa che le celle saranno composte dai nodi che si trovano a destra del risultato 
appena ottenuto. In questo caso si ottengono 4 celle:
· cella 1: M9, M5, M4, M12, M14, M6, M10;
· cella 2: M7, M1, M8;
· cella 3: M15 ,M2, M3, M13;
· cella 4: M11.
Di seguito vengono riportati i risultati ottenuti mediante la suddivisione delle celle (tabella 
6.17). 
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15
Cella 1
M9 1 1 0 0 1 0 0 1 0 1 0 0 1 0 0
M5 1 1 0 0 1 0 0 1 0 1 0 0 1 0 1
M4 0 1 0 0 1 0 0 1 0 1 0 0 0 1 0
M12 1 1 0 0 1 1 0 0 0 1 0 1 0 1 0
M14 1 0 0 0 1 1 0 1 0 1 0 1 0 1 1
M6 0 0 0 1 0 1 0 1 1 0 1 1 0 1 1
M10 0 0 0 1 1 0 0 0 1 1 1 0 0 1 1
Cella 2
M7 0 1 1 1 0 0 1 1 1 0 0 1 0 0 1
M1 1 0 1 1 0 0 1 1 1 0 0 0 1 0 1
M8 0 0 1 0 1 0 1 1 1 0 0 1 0 1 0
48Cella 3
M15 0 1 1 0 0 0 1 0 0 1 0 0 1 0 1
M2 1 0 1 0 0 1 1 0 0 0 1 1 1 1 0
M3 0 0 0 1 1 0 1 0 0 1 0 1 1 0 0
M13 0 1 0 0 1 0 1 1 0 0 1 0 0 0 0
Cella 4
M11 0 0 1 1 0 0 0 1 0 0 1 0 1 0 0
Tabella 6.17: Configurazione dei risultati ottenuti mediante suddivisione di celle
Segue la rappresentazione mediante la tabella 6.18 della matrice con blocco diagonale:
P5 P1 P2 P6 P12 P14 P15 P8 P10 P3 P4 P9 P7 P11 P13
Cella 1
M9 1 1 1 0 0 0 0 1 1 0 0 0 0 0 1
M5 1 1 1 0 0 0 1 1 1 0 0 0 0 0 1
M4 1 0 1 0 0 1 0 1 1 0 0 0 0 0 0
M12 1 1 1 1 1 1 0 0 1 0 0 0 0 0 0
M14 1 1 0 1 1 1 1 1 1 0 0 0 0 0 0
M6 0 0 0 1 1 1 1 1 0 0 1 1 0 1 0
M10 1 0 0 0 0 1 1 0 1 0 1 1 0 1 0
Cella 2
M7 0 0 1 0 1 0 1 1 0 1 1 1 1 0 0
M1 0 1 0 0 0 0 1 1 0 1 1 1 1 0 1
M8 1 0 0 0 1 1 0 1 0 1 0 1 1 0 0
Cella 3
M15 0 0 1 0 0 0 1 0 1 1 0 0 1 0 1
M2 0 1 0 1 1 1 0 0 0 1 0 0 1 1 1
M3 1 0 0 0 1 0 0 0 1 0 1 0 1 0 1
M13 1 0 1 0 0 0 0 1 0 0 0 0 1 1 0
Cella 4
M11 0 0 0 0 0 0 0 1 0 1 1 0 0 1 1
Tabella 6.18: Matrice finale con suddivisione delle celle macchine-componente
Si  riporta  di   seguito  la  prestazione   delle  celle  calcolata   mediante  l'utilizzo   dell'indice 
49prestazionale ICD (formula 5.2).
Cella 1: ICD = 23/63 = 0,365                                                     
Cella 2: ICD =   8/9   = 0,89    
Cella 3: ICD =   9/12 = 0,75                                                    
Cella 4: ICD              =  0
6.5 QUINTA PROVA  (“coefficiente N-Nair e Narendran”)
In questa prova per completare la matrice d'incidenza (tabella 6.19) si utilizzano le 
formule 4.7, 4.8, 4.9.
M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12 M13 M14 M15
M1 1,000
M2 0,333 1,000
M3 0,272 0,333 1,000
M4 0,083 0,167 0,333 1,000
M5 0,364 0,231 0,400 0,500 1,000
M6 0,333 0,250 0,154 0,182 0,154 1,000
M7 0,600 0,308 0,364 0,182 0,250 0,455 1,000
M8 0,364 0,333 0,273 0,333 0,167 0,364 0,500 1,000
M9 0,273 0,250 0,444 0,571 0,857 0,077 0,167 0,181 1,000
M10 0,231 0,143 0,273 0,333 0,273 0,444 0,250 0,272 0,182 1,000
M11 0,500 0,273 0,200 0,111 0,200 0,300 0,300 0,222 0,222 0,200 1,000
M12 0,080 0,455 0,400 0,500 0,400 0,250 0,154 0,273 0,444 0,273 0,000 1,000
M13 0,182 0,300 0,375 0,429 0,333 0,182 0,300 0,333 0,375 0,200 0,250 0,200 1,000
M14 0,231 0,308 0,250 0,444 0,500 0,455 0,231 0,364 0,400 0,364 0,083 0,666 0,182 1,000
M15 0,555 0,400 0,300 0,100 0,444 0,077 0,273 0,182 0,333 0,182 0,222 0,182 0,100 0,273 1,000
Tabella 6.19: Matrice di incidenza ottenuta con "coefficiente N-Nair e Narendran"
Una volta completata la matrice di incidenza si definiscono i legami tramite il criterio 
dell'algoritmo CLINK, riportando il tutto in tabella 6.20. Dai dati ottenuti si procede alla 
stesura del dendogramma (figura 6.5).
50Node Group 1  Group 2 Simil. Objects in gruop
1 M5 M9 0,857 2
2 M12 M14 0,666 2
3 M7 M1 0,600 2
4 Node 1 M4 0,500 3
5 M10 M6 0,444 2
6 M15 M2 0,400 2
7 Node 2 Node 4  0,400 5
8 M13 M3 0,375 2
9 Node 7 Node 8 0,364 7
10 Node 3 M8 0,364 3
11 Node 6 Node 10 0,333 5
12 Node 5 Node 9 0,300 9
13 Node 12 M11 0,274 10
14 Node 13 Node 11 0,000 15
Tabella 6.20: Lista e configurazione dei nodi generata dall'algoritmo "fn" e il coefficiente di 
                     N-Nair e Narendran 
Figura 6.5: Dendogramma
A questo punto vengono definite le diverse celle applicando i criteri introdotti nel paragrafo 
4.5. Stabilito un valore soglia pari a 75°, viene applicata la formula (4.15) :
51T _ value75° Î ]simil{é 0.75 ´ 15 ù},simil{ë0.75 ´ 15  û}[ =
=  ]simil{12},simil{11}[ =  ]0.300 , 0.333[ = 0,320
Questo significa che le celle saranno composte dai nodi che si trovano a destra del risultato 
appena ottenuto. La configurazione ottenuta è a 4 celle:
· cella 1: M9, M5, M4, M12, M14, M13, M3;
· cella 2: M6, M10;
· cella 3: M15, M2, M8, M7, M1;
· cella 4: M11.
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15
Cella 1
M5 1 1 0 0 1 0 0 1 0 1 0 0 1 0 1
M9 1 1 0 0 1 0 0 1 0 1 0 0 1 0 0
M4 0 1 0 0 1 0 0 1 0 1 0 0 0 1 0
M12 1 1 0 0 1 1 0 0 0 1 0 1 0 1 0
M14 1 0 0 0 1 1 0 1 0 1 0 1 0 1 1
M13 0 1 0 0 1 0 1 1 0 0 1 0 0 0 0
M3 0 1 0 1 1 0 1 0 0 1 0 1 1 0 0
Cella 2
M6 0 0 0 1 0 1 0 1 1 0 1 1 0 1 1
M10 0 0 0 1 1 0 0 0 1 1 1 0 0 1 1
Cella 3
M15 1 0 1 0 0 0 1 0 0 1 0 0 1 0 1
M2 1 1 1 0 0 1 1 0 0 0 1 1 1 1 0
M8 0 0 1 0 1 0 1 1 1 0 0 1 0 1 0
M7 0 1 1 1 0 0 1 1 1 0 0 1 0 0 1
M1 1 0 1 1 0 0 1 1 1 0 0 0 1 0 1
Cella 4
M11 0 0 1 1 0 0 0 1 0 0 1 0 1 0 0
Tabella 6.21: Configurazione dei risultati ottenuti mediante suddivisione di celle
La tabella 6.22 rappresenta la matrice con blocco diagonale:
52P5 P1 P2 P6 P8 P10 P14 P4 P11 P3 P7 P9 P12 P13 P15
Cella 1
M5 1 1 1 0 1 1 0 0 0 0 0 0 0 1 1
M9 1 1 1 0 1 1 0 0 0 0 0 0 0 1 0
M4 1 0 1 0 1 1 1 0 0 0 0 0 0 0 0
M12 1 1 1 1 0 1 1 0 0 0 0 0 1 0 0
M14 1 1 0 1 1 1 1 0 0 0 0 0 1 0 1
M13 1 0 1 0 1 0 0 0 1 0 1 0 0 0 0
M3 1 0 1 0 0 1 0 1 0 0 1 0 1 1 0
Cella 2
M6 0 0 0 1 1 0 1 1 1 0 0 1 1 0 1
M10 1 0 0 0 0 1 1 1 1 0 0 1 0 0 1
Cella 3
M15 0 1 0 0 0 1 0 0 0 1 1 0 0 1 1
M2 0 1 1 1 0 0 1 0 1 1 1 0 1 1 0
M8 1 0 0 0 1 0 1 0 0 1 1 1 1 0 0
M7 0 0 1 0 1 0 0 1 0 1 1 1 1 0 1
M1 0 1 0 0 1 0 0 1 0 1 1 1 0 1 1
Cella 4
M11 0 0 0 0 1 0 0 1 1 1 0 0 0 1 0
Tabella 6.22: Matrice finale con suddivisione delle celle macchine-componente
Di seguito vengono riportati i calcoli dell'indice prestazionale ICD (formula 5.2) per ogni cella.
Cella 1: ICD = 34/49 = 0,70
Cella 2: ICD =   4/4   = 1
Cella 3: ICD = 22/30 = 0,73
Cella 4: ICD               = 0
5354Capitolo 7
CONCLUSIONI
I risultati ottenuti dalla prova pratica evidenziano la diversità della configurazione a 
celle a seconda del coefficiente adottato. La disposizione finale delle macchine dipende sia 
dalla matrice d'incidenza che dai fattori assunti in maniera soggettiva e che si trovano nelle 
diverse formule usate per il calcolo di ogni coefficente. Tra tutti gli esempi fatti si può notare 
che esistono dei legami macchina-macchina che si ripetono. Ad esempio la configurazione 
M4 – M5 – M9 – M12 – M14 è presente nella cella 1 di tutti e cinque i metodi: questo 
significa che se la valenza è forte, al variare dell'indice le coppie rimangono sempre le 
stesse. Bisogna però ricordare che, proprio per il criterio random adottato nella scelta dei 
diversi fattori introdotti (tempo di lavorazione, volume produttivo, coefficienti e fattori di 
ponderazione), alcuni indici possono subire modifiche sostanziose nella propria logica di 
formazione delle celle. Per questo motivo gli indici di prestazionalità dei diversi coefficienti 
non possono essere confrontati in maniera diretta. Un'altra osservazione interessante 
riguarda il numero di celle formate per ogni coefficiente: esso vale 3 o 4. Un'analisi 
approfondita sul numero di viaggi inter-cella potrebbe essere interessante per valutare quale 
coefficiente riduce tale fattore e quindi tutte le spese di gestione che ne derivano. Negli 
esempi della prova pratica si nota spesso la presenza di una cella formata da una sola 
macchina (o due macchine con IDC uguale a 0). Tale situazione, frutto anche della casualità 
dei   dati   scelti,   è   raramente   individuabile  nella   realtà,   in   quanto   economicamente 
sconveniente.
55 coefficiente di 
Jaccard
coefficiente di S-
Seiffodini
cofficiente SH-
Seiffodini e Hsu
coefficiente GS-
Gupta e 
Seiffodini
coefficiente N-
Nair e Narendran
Cella 1 
(mac.)
M14,M12,M9,M
5,M4
M5,M4,M14,M1
2,M9,M13,M11,
M6,M10,M3
M2,M4,M5,M9,
M12,M13,M14,
M15
M9,M5,M4,M12
,M14,M6,M10
M9,M5,M4,M12
,M14,M13,M3
ICD 0,8 0,49 0,67 0,37 0,7
Cella 2 
(mac.)
M3,M15,M2 M15,M7,M1 M6,M10,M1,M7
,M8
M7,M1,M8 M6,M10
ICD 1 0,88 0,69 0,89 1
Cella 3 
(mac.)
M13,M11 M2,M8 M3,M11 M15,M2,M3,M1
3
M15,M2,M8,M7
,M1
ICD 1 0 0 0,75 0,73
Cella 4 
(mac.)
M10,M6,M8,M7
,M1
M11 M11
ICD 0,73 0 0
Tabella 7.1: Tabella riassuntiva dei dati ottenuti dalla prova pratica
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