Evolutionary computation of forests with Degree- and Role-Constrained Minimum Spanning Trees by Antón Sánchez, Laura et al.
TR:UPM-ETSIINF/DIA/2015-2
Evolutionary Computation of Forests with Degree- and
Role-constrained Minimum Spanning Trees
Laura Anton-Sanchez l.anton-sanchez@upm.es
Concha Bielza mcbielza@fi.upm.es
Pedro Larran˜aga pedro.larranaga@fi.upm.es
Departamento de Inteligencia Artificial
Universidad Politecnica de Madrid
Campus de Montegancedo, s/n
28660 Boadilla del Monte, Madrid, Spain
Abstract
Finding the degree-constrained minimum spanning tree (DCMST) of a graph is a widely
studied NP-hard problem. One of its most important applications is network design. Here
we deal with a new variant of the DCMST problem, which consists of finding not only
the degree- but also the role-constrained minimum spanning tree (DRCMST), i.e., we add
constraints to restrict the role of the nodes in the tree to root, intermediate or leaf node.
Furthermore, we do not limit the number of root nodes to one, thereby, generally, building
a forest of DRCMSTs. The modeling of network design problems can benefit from the
possibility of generating more than one tree and determining the role of the nodes in the
network. We propose a novel permutation-based representation to encode these forests. In
this new representation, one permutation simultaneously encodes all the trees to be built.
We simulate a wide variety of DRCMST problems which we optimize using eight differ-
ent evolutionary computation algorithms encoding individuals of the population using the
proposed representation. The algorithms we use are: estimation of distribution algorithm,
generational genetic algorithm, steady-state genetic algorithm, covariance matrix adapta-
tion evolution strategy, differential evolution, elitist evolution strategy, non-elitist evolution
strategy and particle swarm optimization. The best results are for the estimation of distri-
bution algorithms and both types of genetic algorithms, although the genetic algorithms
are significantly faster.
Keywords: Degree- and role-constrained minimum spanning tree, evolutionary compu-
tation, forest, network design, permutation problems.
1. Introduction
A spanning tree is a basic topological structure in network design problems such as trans-
portation, telecommunications and distribution systems. Well-known-classical algorithms
exist for building a minimum spanning tree (MST) (Kruskal, 1956; Prim, 1957). In prac-
tice a more realistic representation for network design is a degree-constrained minimum
spanning tree (DCMST), i.e., an MST with constraints on the number of edges incident to
each node. The DCMST problem can be applied in a transportation system, such as wires,
pipes or canals, where the length of the connections of m nodes should be minimum. The
handling capacity of each node imposes a constraint on the number of edges that can be
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connected to that node. In communication networks, the degree constraint limits network
vulnerability if a node fails. The DCMST problem could also be applied to the design of
a computer network or a road network with a maximum number of roads at a crossing
(Krishnamoorthy et al., 2001).
The DCMST problem is NP-hard (this can be shown by reduction to the Hamilto-
nian path problem, Garey and Johnson (1979)). The problem of finding the DCMST of
a graph, and particularly finding a good representation of the tree, has been widely stud-
ied in the literature. For example, Knowles et al. (2000) introduce the randomized primal
method, a novel tree construction algorithm for stochastic iterative search techniques. This
method builds low-cost degree-constrained trees. Krishnamoorthy et al. (2001) compare
three heuristics (simulated annealing, a genetic algorithm and a method based on problem
space search) and two exact algorithms (Lagrangian relaxation and branch and bound) for
the DCMST problem. Further, they propose alternative tree representations to facilitate the
genetic algorithm neighborhood searches. Raidl and Julstrom (2003) propose representing
spanning trees for network design problems directly as sets of their edges. They demon-
strate the usefulness of their encoding for the DCMST problem. Soak et al. (2004) develop
another effective encoding method of a tree for use by black-box optimization methods.
The above representations are based on the construction of a single tree. Some more
recent studies consider building a forest. This extension is not straightforward. In Delbem
et al. (2004), the proposed forest representation, named node-depth encoding, is composed
of the union of the encoding of all trees of the forest. The union is implemented using an
array of pointers, where each pointer indicates a tree consisting of linear lists containing
the tree nodes and their depths. The proposed approach is evaluated for the DCMST
problem. Some years later, Delbem et al. (2012) propose a new data structure to generate
and manipulate a set of spanning forests, called node-depth-degree representation. This
structure improves the average running time of their previous node-depth encoding (the
forest is again composed of the union of the trees). Also working with a group of trees,
Czajko and Wojciechowski (2009) take a different approach. They formulate the hop- and
degree-constrained minimum spanning forest problem with minimization of the number of
trees (this problem is defined as part of an access network topology design).
Here we define another variation on the DCMST problem, which we call the degree- and
role-constrained minimum spanning tree (DRCMST) problem. A DRCMST is a DCMST
where we determine a priori the role of the nodes in the tree according to three alternatives:
root node, intermediate node and leaf node. It may be useful to constraint the role of the
nodes in network design. In computer networking, for example, the service has to reach the
leaf nodes, and these nodes are clearly different from the central processor (which has a fixed
number of ports). In such a network the cost could be associated with distances between
nodes or with the material costs needed to connect nodes. A DRCMST could also be useful
in a business network, for example, for the design of the project staff structure, where
we would differentiate between the project manager (root), middle managers (intermediate
nodes) and the rest of the team who are not in charge of any other staff (leaf nodes).
The cost of this problem might be associated with team member preferences for project
managers.
The DRCMST problem is also NP-hard, because it contains the particular case where
we determine one root node and one leaf node with the constraint that the degree of each
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node has to be less than or equal to two. This is equivalent to the shortest Hamiltonian path
problem between two nodes. In addition, a forest rather than a single tree can be built, i.e.,
we do not limit the number of root nodes to one so we can solve more complex problems (e.g.,
we might design several computer networks and several business networks by simultaneously
considering several central processors and several project managers in the above examples,
respectively). In this paper, we introduce a new permutation-based representation for
building forests of DRCMSTs. One permutation simultaneously encodes all the DRCMSTs
in the forest. Due to problem complexity, we address a wide variety of DRCMST problems
using evolutionary computation techniques. Individuals of the populations are encoded with
the proposed representation.
The organization of this paper is as follows. Section 2 formally describes the DCMST and
DRCMST problems. Section 3 introduces the proposed permutation-based representation
to encode forests of DRCMSTs. This representation is used to approximate a wide variety
of DRCMST problems using the eight evolutionary computation algorithms described in
Section 4. Section 5 details the characteristics of the 60 simulated test problems used
to compare the performance of the different evolutionary computation techniques on the
problem of finding forests of DRCMSTs. Section 6 analyzes the results and compares the
algorithms. Finally, some discussion and conclusions are provided in Section 7.
2. Problem definition
A DCMST is a spanning tree where we assume that there is a degree constraint on each
node such that, at node v, its degree value deg(v) (i.e., its number of incident edges) is at
most a given value dv ∈N and the total cost of the associated edges is minimum. Formally,
let G = (V,E) be an undirected complete graph with a set of vertices (nodes) V and a set
of edges E. A spanning tree of G is a subgraph T = (V,ET ), ET ⊂ E that contains all
vertices in V which it connects with exactly ∣V ∣ − 1 edges. Let cuv ≥ 0 be the cost of each
edge (u, v) ∈ E, u, v ∈ V . The DCMST problem consists of finding a minimum spanning
tree T ∗ = (V,ET ∗),ET ∗ ⊂ E such that
T ∗ = argmin
T
∑(u,v)∈ET cuv,
subject to
deg(v) ≤ dv for all v ∈ V .
A DRCMST is a DCMST where the role of the nodes in the tree is determined a priori
(by the user/expert). In a DRCMST problem, we define three subsets of nodes R, I and
L for root nodes, intermediate nodes and leaf nodes, respectively, where each node v ∈ V
must belong to one and only one subset, V = R∪ I ∪L, R∩ I = R∩L = I ∩L = ∅, R ≠ ∅ and
L ≠ ∅. Note that the following conditions must be met: dv ≥ 1 ∀v ∈ R, dv ≥ 2 ∀v ∈ I and
dv = 1 ∀v ∈ L. If we choose only one root node (∣R∣ = 1), we construct a single tree. With a
higher number of roots, we build a forest of DRCMSTs.
Given an undirected complete graph G = (V,E) defined as above, a forest of G is a
subgraph F = (V,EF ), EF ⊂ E that contains all vertices in V and consists of a spanning
TR:UPM-ETSIINF/DIA/2015-2
tree in each connected component of F . Given a definition of degree constraints and subsets
R, I and L that satisfies the requirements specified in the previous paragraph, the DRCMST
problem consists of finding a minimum forest F ∗ = (V,EF ∗),EF ∗ ⊂ E with ∣R∣ connected
components such that
F ∗ = argmin
F
∑(u,v)∈EF cuv, (1)
subject to
deg(v) ≤ dv for all v ∈ V
role(v) = root for all v ∈ R
role(v) = intermediate for all v ∈ I
role(v) = leaf for all v ∈ L,
where role(v) ∈ {root, intermediate, leaf} gives the role of node v in the forest.
Proposition 1. Given an undirected complete graph G = (V,E), the subsets of nodes
R, I and L such that V = R∪I ∪L, R∩I = R∩L = I ∩L = ∅, R ≠ ∅ and L ≠ ∅, and a degree
constraint for each v ∈ V satisfying that dv ≥ 1 ∀v ∈ R, dv ≥ 2 ∀v ∈ I and dv = 1 ∀v ∈ L, the
DRCMST problem is feasible if and only if
∑
v∈Rdv +∑v∈I dv − ∣I ∣ ≥ ∣I ∣ + ∣L∣. (2)
Proof.⇒
Suppose the problem is feasible, i.e., the forest of G consists of ∣R∣ trees. Let us prove
that (2) holds for deg(v), v ∈ V and then it will also hold for dv, v ∈ V , because dv ≥ deg(v),∀v ∈ V . Then, we prove∑
v∈Rdeg(v) + ∑v∈Ideg(v) − ∣I ∣ ≥ ∣I ∣ + ∣L∣⇐⇒ ∑v∈Rdeg(v) + ∑v∈Ideg(v) ≥ 2∣I ∣ + ∣L∣
We add ∑
v∈Ldeg(v) to both sides of (2):∑
v∈Rdeg(v) + ∑v∈Ideg(v) + ∑v∈Ldeg(v) ≥ 2∣I ∣ + ∣L∣ + ∑v∈Ldeg(v)
It is known that ∑
v∈V deg(v) = 2∣E∣ holds for any graph G = (V,E). Further, because dv =
deg(v) = 1 ∀v ∈ L, ∑
v∈Ldeg(v) = ∣L∣ and we have∑
v∈V deg(v) ≥ 2∣I ∣ + ∣L∣ + ∣L∣⇐⇒ 2∣E∣ ≥ 2∣I ∣ + 2∣L∣⇐⇒ ∣E∣ ≥ ∣I ∣ + ∣L∣
Since ∣ET ∣ = ∣VT ∣ − 1 holds for every tree T and the forest has ∣R∣ trees ⇒ ∣E∣ = ∣V ∣ − ∣R∣.
Then∣V ∣ − ∣R∣ ≥ ∣I ∣ + ∣L∣ and this becomes an equality because ∣V ∣ = ∣R∣ + ∣I ∣ + ∣L∣. Hence, because
(2) is true for deg(v), v ∈ V , it is also true for dv, v ∈ V .⇐
Suppose that (2) holds. Let us prove that the problem is feasible, i.e., that we can build∣R∣ trees.
We add ∑
v∈Ldv to both sides of (2) and arguing as in the previous case we have:
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Figure 1: Example of an infeasible DRCMST problem. The maximum allowed degree dv
is shown on the right of each node. Root nodes are shown in green, intermediate nodes in
brown and leaf nodes in blue. Since ∣R∣ = 2, ∣I ∣ = 2 and ∣L∣ = 4, we need six “inputs” (black
arrows): two for intermediate nodes and four for leaf nodes. However, we only have five
possible “outputs” (orange arrows): two from the root nodes and three from intermediate
nodes. In this example, node number 7 cannot be connected to either of the two trees in
this forest. This example does not satisfy (2): 2 + 5 − 2≥2 + 4.
∑
v∈Rdv + ∑v∈I dv + ∑v∈Ldv ≥ 2∣I ∣ + ∣L∣ + ∑v∈Ldv ⇐⇒ ∑v∈V dv ≥ 2∣I ∣ + ∣L∣ + ∣L∣⇐⇒ 2∣E∣ ≥ 2∣I ∣ + 2∣L∣⇐⇒∣E∣ ≥ ∣I ∣ + ∣L∣
Because ∣V ∣ = ∣R∣+ ∣I ∣+ ∣L∣⇒ ∣I ∣+ ∣L∣ = ∣V ∣− ∣R∣, we have that ∣E∣ ≥ ∣V ∣− ∣R∣. To build ∣R∣
trees it is necessary that ∣E∣ = ∣V ∣ − ∣R∣, hence the problem is feasible. ∎
In other words, the DRCMST problem is feasible if and only if the maximum allowed
number of “outputs” (left-hand side of (2)) is greater than or equal to the number of “inputs”
(right-hand side of (2)). See Fig. 1 for a counterexample. Notice that we are working with
undirected graphs so no input or output edges exist. By establishing root nodes, however,
tree structure is implicitly directed since the roots (leaves) are considered to be the origin
(end) of a tree.
3. Problem representation
We set out to encode the DRCMST problem using a permutation representation. A per-
mutation is understood as a vector σ = (σ1, ..., σn) of the indexes 1, ..., n such that σk ≠ σs
for all k ≠ s. We say that index s is in position k in σ when σk = s.
In a forest encoded by the proposed representation, all nodes have a degree deg(v) equal
to their maximum allowed degree dv. To verify this constraint, we add a new type of nodes
called dummy nodes, see Fig. 2. We add as many dummy nodes as are necessary to make
deg(v) = dv, ∀v ∈ V . Let D be the subset of dummy nodes. In a forest of DRCMSTs
encoded by our representation, (2) becomes an equality:
∑
v∈Rdv +∑v∈I dv − ∣I ∣ = ∣I ∣ + ∣L∣ + ∣D∣, (3)
and hence the number of dummy nodes to be added is
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Figure 2: Example of a DRCMST forest with two trees. The maximum allowed degree dv
is shown on the right of each node. In (a) the degree deg(v) of all nodes is equal to their
maximum allowed degree dv, except node number 4 where deg(4)=2 and d4=3. To encode
this forest with our permutation-based representation, we add one dummy node, node 9,
connected to node 4. Forests (a) and (b) are equivalent because dummy nodes are added
for representation purposes only and do not affect the calculation of tree costs.
∣D∣ = ∑
v∈Rdv +∑v∈I dv − 2∣I ∣ − ∣L∣. (4)
Dummy nodes are added for representation purposes only, and they are all leaf nodes
so their degree is always equal to 1. The cost of every edge that reaches a dummy node is
zero. Then, m = ∣V ∣ + ∣D∣ = ∣R∣ + ∣I ∣ + ∣L∣ + ∣D∣ is the total number of nodes in the encoded
forest.
In our representation, each index of the permutation denotes a connection between two
nodes, i.e., each index represents an edge in the forest. Since ∣ET ∣ = ∣VT ∣ − 1 holds for every
tree T and we encode ∣R∣ trees in one permutation, the permutation length n (total number
of edges in the encoded forest) can be calculated as n =m − ∣R∣.
The length of the permutation can also be obtained using (3):
n = ∑
v∈Rdv + ∑v∈I dv − ∣I ∣ = ∣I ∣ + ∣L∣ + ∣D∣.
To find out which nodes are connected by the edges represented in each position of the
permutation, we need two auxiliary arrays, parent and child, both of length n. These arrays
remain unchanged for all permutations of the same problem. The parent auxiliary array
represents the “outputs” of the edges in the forest. Since each root node has dv “outputs”
and each intermediate node has (dv − 1) “outputs”, each root node appears dv times for all
v ∈ R and each intermediate node appears (dv − 1) times for all v ∈ I in the parent array.
The child auxiliary array represents the “inputs” of the edges. All intermediate nodes,
leaf nodes and dummy nodes have one “input”, therefore the child array includes all nodes
v ∈ I ∪ L ∪D once. With these arrays, our permutation is such that σk = s represents that
node parents in the forest (note that we use the subscript to indicate the element in position
s of the auxiliary array) is the parent of node childk, see Fig. 3. A simple version of this
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Figure 3: Decoding the proposed permutation-based representation. σk = s represents that,
in the forest, node parents (node X) is the parent of node childk (node Y).
novel representation considering only binary trees was introduced in Anton-Sanchez et al.
(2013).
To illustrate this representation, consider the example in Fig. 4. Fig. 4(a) shows the∣V ∣ = 10 nodes of an example graph G = (V,E). The maximum allowed degree dv is shown
on the right-hand side of each node v ∈ V . Nodes selected as root nodes are shown in green,
intermediate nodes in brown and leaf nodes are shown in blue, thus, ∣R∣ = 2, ∣I ∣ = 3 and∣L∣ = 5. This problem is feasible because it satisfies (2). We check if it is necessary to add
any dummy nodes to solve the problem using (4):
∣D∣ = ∑
v∈Rdv + ∑v∈I dv − 2∣I ∣ − ∣L∣ = 3 + 9 − 2 ⋅ 3 − 5 = 1,
i.e., we have to add one dummy node. Fig. 4(b) shows the numbered nodes and the added
dummy node (node number 11 in pink). Then, a forest in the example will have two trees
(∣R∣ = 2) with m = ∣V ∣ + ∣D∣ = 10 + 1 = 11 nodes and it will be represented by permutations
of length n =m − ∣R∣ = 11 − 2 = 9.
We build the parent and child auxiliary arrays both needed to encode the permutations.
As indicated, we add each root node dv times (v ∈ R) and intermediate nodes (dv −1) times
each (v ∈ I) to the parent array. A possible parent auxiliary array is shown in Fig. 4(c).
A possible child auxiliary array, including intermediate, leaf and dummy nodes once, is
shown in Fig. 4(d). Note that parent and child auxiliary arrays must be established before
starting to solve the problem because they determine which DRCMST problem solution
each permutation represents. The order of the nodes in these arrays is in fact irrelevant.
Fig. 4(e) represents the permutation (6,1,2,4,5,8,7,9,3) which would be a correct indi-
vidual (forest) using the defined parent and child auxiliary arrays, i.e., parent6 (node 4)
is the parent of child1 (node 3), parent1 (node 1) is the parent of child2 (node 4) and so
on until the last position of the permutation, which indicates that parent3 (node 2) is the
parent of child9 (node 11).
Our permutation-based representation implicitly ensures that all constraints of problem
(1) are satisfied in an encoded forest. However, permutations encoding any cycle repre-
sent invalid forests. For example, Fig. 4(f) represents an invalid individual (permutation
(1,8,6,4,5,7,9,2,3)) because it contains a cycle (in red) between nodes 4 and 5. The second
position of the permutation indicates that parent8 (node 5) is the parent of child2 (node 4)
and the next position indicates that parent6 (node 4) is the parent of child3 (node 5). As
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Figure 4: An example of permutation representation. (a) Nodes of an example graph. The
maximum allowed degree dv is specified to the right of each node. The role of each node
is indicated in different colors: root nodes in green, intermediate nodes in brown and leaf
nodes in blue. (b) Numbered nodes. According to (4) (∣D∣ = 3 + 9 − 2 ⋅ 3 − 5 = 1), a dummy
node is needed to solve the problem. This is added as node 11 in pink. (c)-(d) parent
and child auxiliary arrays required to determine which forest each permutation represents.
(e) Example of correct individual, permutation (6,1,2,4,5,8,7,9,3). (f) Example of invalid
individual because it contains a cycle, permutation (1,8,6,4,5,7,9,2,3).
we prove below, we can ensure that permutations whose representation contains no cycles
are correct forests, i.e., they represent the required number of trees ∣R∣ =m − n.
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Proposition 2. If a graph G = (V,E) has m nodes, n edges and no cycles, then it is a
forest composed of (m − n) trees.
Proof. Suppose we have c connected components in G. Let nk be the number of edges
and mk the number of nodes in component k, k = 1, ..., c. Since there are no cycles, these
connected components are trees, and it holds for each one that:
nk =mk − 1 ∀k, k = 1, ..., c.
Then,∑k nk = ∑kmk − c Ô⇒ n =m − c Ô⇒ c =m − n,
i.e., we have (m − n) connected components, which are trees because they have no cycles,
as we set out to prove. ∎
Note that this representation yields several permutations encoding the same individ-
ual. For example, permutation (6,1,3,4,5,8,7,9,2) is the same individual as permutation
(6,1,2,4,5,8,7,9,3) (Fig. 4(e)) because both parent3 and parent2 represent node number 2.
We call these positions redundant positions, and we remove redundancy. To do this, we
always choose the individual whose numbers of redundant positions are ordered from lowest
to highest, i.e., (6,1,2,4,5,8,7,9,3) in the example.
Furthermore, note that cycles of length one, i.e., cycles that indicate that a node is its
own parent, are very easy to detect with our representation. For example, as regards the
problem illustrated in Fig. 4, we know that numbers 4 or 5 can not occupy the first position
of the permutation because this would indicate that parent4 or parent5, i.e., node 3, is the
parent of child1, also node 3. For longer cycles, we must traverse the permutation and build
the trees that it encodes to identify any cycles. To do this, we use the weighted quick-union
algorithm (Sedgewick and Wayne, 2011). The worst-case order of growth of all operations
of this algorithm is logn, where n is the length of the permutation.
4. Problem-solving approach
We used eight different evolutionary algorithms to solve a variety of synthetic simulated
problems and compare results. The algorithms analyzed were: estimation of distribution
algorithm (EDA) (Larran˜aga and Lozano, 2002), generational genetic algorithm (gGA)
(Cobb and Grefenstette, 1993), steady-state genetic algorithm (ssGA) (Syswerda, 1991),
covariance matrix adaptation evolution strategy (CMAES) (Hansen and Ostermeier, 1996),
differential evolution (DE) (Storn and Price, 1997), elitist and non-elitist evolution strategy
(ElitistES and NonElitistES) (Rechenberg, 1973) and particle swarm optimization (PSO)
(Kennedy and Eberhart, 1995).
Genetic algorithms have been widely studied for solving permutation-based optimization
problems (Larran˜aga et al., 1999), and they are known to perform satisfactorily (Reeves,
1995; Ruiz and Maroto, 2005; Bielza et al., 2010). However, although several papers us-
ing probabilistic models on rankings with EDAs have recently been published (Ceberio
et al., 2011; Aledo et al., 2013; Ceberio et al., 2014), EDAs have not been so extensively
developed for permutation-based optimization problems (Ceberio et al., 2012). The prob-
abilistic model learned in an EDA is expected to reflect the structure of the problem, and
therefore this approach should provide a more effective exploitation of promising solutions
than the crossover and mutation operators of genetic algorithms. For this reason, we were
particularly interested in comparing EDA, gGA and ssGA.
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The CMAES, DE, ElitistES, NonElisitisES and PSO were designed to solve real-value
based problems but we also wanted to test their performance with the DRCMST problem.
In order to apply these algorithms we used the random keys algorithm (Bean, 1994) by
means of which we can encode a vector of real values in a permutation. A permutation can
be obtained from a real vector (x1, x2, ..., xn) of length n by ranking the positions using the
values xi, i = 1, ..., n. For example, the real vector (5.12, 3.48, 10.21, 1.07, 0.75, 8.54) would
represent the permutation (4, 3, 6, 2, 1, 5).
In order to compare the performance of these algorithms we used the jMetal framework
(Durillo and Nebro, 2011). jMetal stands for Metaheuristic Algorithms in Java, and it is
an object-oriented Java- based framework for single and multi-objective optimization with
a variety of metaheuristics techniques. We found that jMetal contained all the algorithms
in which we were interested, except the EDA. So, we added our own implementation of
this technique to the framework. Given that the absolute position of each number in
the permutation is closely related to performance in our problem (since each number in
the permutation denotes a selected edge to build the forest), we implemented the node
histogram sampling algorithm presented in Tsutsui (2006). This algorithm models number
frequencies at each absolute position in individuals of a population.
For both the added EDA and the other single-objective algorithms already included
in jMetal, we made improvements due to the specific characteristics of our representation.
On the one hand, we ruled out the generation of individuals containing cycles of length
one (which are easy to detect as described in Section 3) and, on the other hand, we re-
moved the redundancy of our representation by selecting a representative individual from
the redundant individuals as already explained.
We used the default parameters provided in jMetal for all the algorithms. For each prob-
lem, we established a population size equal to 10∣V ∣ for all algorithms. For each execution
of each problem, the initial population was randomly generated including the improvements
discussed above (length-one cycles and redundancy). We decided to stop any algorithm if
there was no more than a 0.1% improvement of the best fitness over the last 500 generations.
5. Test problem generation
We simulated ten problems for each of the following sizes ∣V ∣= 20, 40, 60, 80, 100, 200
nodes. The number of roots and intermediate nodes were randomly generated, although
some constraints were included. The number of problem root nodes was less than or equal
to 20% of all problem nodes, i.e., ∣R∣ ≤ 0.2∣V ∣. The number of intermediate nodes was less
than or equal to 75% of all problem nodes (∣I ∣ ≤ 0.75∣V ∣). The number of leaf nodes was
derived as ∣L∣ = ∣V ∣− ∣R∣− ∣I ∣. The maximum allowed degree of root and intermediate nodes
(leaf nodes always have a degree equal to 1) was also simulated randomly for each node as
follows. The maximum allowed degree dv was between 1 and 4 for root nodes and between
2 and 5 for intermediate nodes.
We simulated two different types of problems: five problems for each size with Euclidean
distances (Table 1) and five problems for each size with randomly simulated distances (Ta-
ble 2). The set of problems with Euclidean distances was created by simulating coordinates
(x, y, z) of each point between xmin = ymin = zmin = 1 and xmax = ymax = zmax = 100. Then,
we computed the cost matrix with real Euclidean distances between pairs of points. For
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Table 1: Description of the simulated problems with Euclidean distances. The table shows
the number of root, intermediate, leaf and dummy nodes and the length of the permutations
that encode the problem solutions.
∣R∣ ∣I ∣ ∣L∣ ∣D∣ n
Euclidean distances roots intermediate leaf dummy permutation length
Problem 1-20Nodes 3 9 8 10 27
Problem 2-20Nodes 3 6 11 0 17
Problem 3-20Nodes 1 9 10 3 22
Problem 4-20Nodes 3 11 6 10 27
Problem 5-20Nodes 2 12 6 11 29
Problem 1-40Nodes 5 18 17 15 50
Problem 2-40Nodes 7 12 21 6 39
Problem 3-40Nodes 4 22 14 16 52
Problem 4-40Nodes 4 18 18 8 44
Problem 5-40Nodes 7 16 17 13 46
Problem 1-60Nodes 5 24 31 1 56
Problem 2-60Nodes 1 36 23 13 72
Problem 3-60Nodes 11 17 32 8 57
Problem 4-60Nodes 9 26 25 18 69
Problem 5-60Nodes 11 23 26 22 71
Problem 1-80Nodes 13 42 25 50 117
Problem 2-80Nodes 11 25 44 1 70
Problem 3-80Nodes 13 36 31 36 103
Problem 4-80Nodes 12 33 35 5 73
Problem 5-80Nodes 15 29 36 21 86
Problem 1-100Nodes 15 45 40 29 114
Problem 2-100Nodes 7 56 37 39 132
Problem 3-100Nodes 6 52 42 14 108
Problem 4-100Nodes 18 42 40 39 121
Problem 5-100Nodes 15 56 29 49 134
Problem 1-200Nodes 23 74 103 24 201
Problem 2-200Nodes 30 100 70 91 261
Problem 3-200Nodes 11 102 87 43 232
Problem 4-200Nodes 10 103 87 16 206
Problem 5-200Nodes 20 99 81 59 239
all the problems with random distances, we computed the cost matrix by simulating costs
between pairs of points with random numbers from 1 to 100. A small fitness was preferred
when we evaluated individuals (permutations) of our population using both types of cost
matrices.
Tables 1 and 2 show the characteristics of each of the simulated problems. For each
problem, they list the number of nodes of each role and the length of the permutation that
the forest represents. Note that the length of the permutation for each problem depends on
the number of nodes of each role and their maximum allowed degree.
We obtained a wide variety of problems. The number of trees in the forest ranged from
a single tree (∣R∣ = 1, six times out of 60) to 30 trees (problem number 2 with 200 nodes and
Euclidean distances). The number of intermediate nodes ranged from 25% to 70% of all
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Table 2: Description of the simulated problems with random distances. The table shows the
number of root, intermediate, leaf and dummy nodes and the length of the permutations
that encode the problem solutions.
∣R∣ ∣I ∣ ∣L∣ ∣D∣ n
Random distances roots intermediate leaf dummy permutation length
Problem 1-20Nodes 2 11 7 5 23
Problem 2-20Nodes 3 10 7 9 26
Problem 3-20Nodes 3 9 8 3 20
Problem 4-20Nodes 2 9 9 5 23
Problem 5-20Nodes 1 13 6 5 24
Problem 1-40Nodes 7 12 21 3 36
Problem 2-40Nodes 7 22 11 31 64
Problem 3-40Nodes 4 12 24 1 37
Problem 4-40Nodes 4 24 12 23 59
Problem 5-40Nodes 7 10 23 3 36
Problem 1-60Nodes 1 32 27 6 65
Problem 2-60Nodes 2 42 16 30 88
Problem 3-60Nodes 1 35 24 18 77
Problem 4-60Nodes 3 41 16 34 91
Problem 5-60Nodes 11 24 25 30 79
Problem 1-80Nodes 6 43 31 31 105
Problem 2-80Nodes 5 47 28 33 108
Problem 3-80Nodes 14 32 34 24 90
Problem 4-80Nodes 2 55 23 34 112
Problem 5-80Nodes 7 44 29 22 95
Problem 1-100Nodes 11 51 38 28 117
Problem 2-100Nodes 18 42 40 47 129
Problem 3-100Nodes 7 59 34 39 132
Problem 4-100Nodes 10 63 27 58 148
Problem 5-100Nodes 12 38 50 12 100
Problem 1-200Nodes 22 98 80 62 240
Problem 2-200Nodes 16 102 82 50 234
Problem 3-200Nodes 19 99 82 51 232
Problem 4-200Nodes 1 110 89 29 228
Problem 5-200Nodes 4 122 74 60 256
network nodes. The number of leaf nodes ranged from 26% to 60% of ∣V ∣ depending on the
problem. No dummy node had to be added in one of the problems (problem number 2 with
20 nodes and Euclidean distances), whereas problem number 2 with 40 nodes and random
distances had 31 dummy nodes (77.5% of the problem size). On average, the permutation
length of the problems with Euclidean distances was 15.6% greater than the number of
nodes in the problem. For problems with random distances, this average rose to 22.8%.
This increase is due exclusively to the fact that the problems were generated randomly.
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6. Results
We used the eight algorithms described in Section 4 to solve the 60 simulated problems
described in Section 5. Each problem was run 20 times with each algorithm (with a new
randomly generated initial population in each run). All the results were obtained using
the Magerit supercomputer. Magerit is offered by the high performance computing area at
the Supercomputing and Visualization Center of Madrid (CeSViMa). Magerit is a general-
purpose cluster with dual architecture (Intel and POWER). We used POWER7 nodes with
3.3 GHz (422.4 GFlops) with 32 GB of RAM and 300 GB of local hard disk.
Tables 3 and 4 show the mean and the standard deviation of the fitness value of the best
solutions found for each algorithm. The best mean value for each problem is highlighted
in gray. For both Euclidean and random distances, EDA and genetic algorithms (gGA
and ssGA) obtained the lowest (the best) fitness in all cases. EDA is a clear winner up
to problems of size 100; however, gGA achieved the best results for problems of size 200.
Similarly, Tables 5 and 6 show the mean execution time and standard deviation (in minutes)
for each algorithm. ssGA was the fastest on problems of size 20 and 40 and most problems
of size 60. For larger problems, PSO and DE got lower execution times. Note, however,
that, although they were fast, these two algorithms did not yield good solutions for the
analyzed problems.
Fig. 5(a) shows the best fitness values found by EDA in the first 20 generations of a run
for problem number 1 with 20 nodes and Euclidean distances. For this problem, we were
interested in building a forest of three trees. Fig. 5(b)-(f) shows the trees that represent the
best individuals found in generations 1, 5, 10, 15 and 20. Again, the roots are represented
in green, intermediate nodes are shown in brown and leaf nodes in blue. In each forest,
the edges that differ from the best forest found by the algorithm are shown in red. We
observe that the number of red edges gradually disappears as the number of generations
increases because the algorithm is approaching the best solution found. The forest output
in generation 20 does not have any red edges because the algorithm did not improve after
this generation, i.e., it provides the best fitness value found for this problem.
We applied the Friedman test to detect statistically significant differences considering
the global set of algorithms (Friedman, 1937). We used the MULTIPLETEST package
available at the SCI2S website1. We applied the Friedman test four times: once on the
mean best fitness found by the eight algorithms for the 30 problems with Euclidean distances
(Table 3), again on the mean execution time of the eight algorithms for the 30 problems
with Euclidean distances (Table 5), and twice again on the same instances of the group
of problems with random distances (Tables 4 and 6). The Friedman test rejected the null
hypothesis of equality for both the fitness and execution time of Euclidean and random
distances (p-value ≤ 10−10 in all cases). Once the null hypothesis of equality between all
pairs of algorithms was rejected, we applied the Bergmann-Hommel procedure (Bergmann
and Hommel, 1988) to find out which pairwise comparisons produced the differences.
1. http://sci2s.ugr.es/sicidm/
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Table 3: Mean and standard deviation of the fitness value (x¯±s) for the best solutions found
by each algorithm in 20 runs of each problem with Euclidean distances. The lowest (best)
mean fitness for each problem is highlighted in gray.
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Table 4: Mean and standard deviation of the fitness value (x¯±s) for the best solutions found
by each algorithm in 20 runs of each problem with random distances. The lowest (best)
mean fitness for each problem is highlighted in gray.
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Table 5: Mean and standard deviation (x¯±s) of the execution time (in minutes) of each
algorithm in 20 runs of each problem with Euclidean distances. The shortest mean time for
each problem is highlighted in gray.
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Table 6: Mean and standard deviation (x¯±s) of the execution time (in minutes) of each
algorithm in 20 runs of each problem with random distances. The shortest mean time for
each problem is highlighted in gray.
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Figure 5: Evolution of the best fitness found in 20 generations by EDA for problem number
1 with 20 nodes and Euclidean distances. (a) Fitness evolution over 20 generations (the
crosses indicate the fitness of individuals shown in (b)-(f)). (b)-(f) Forest encoded by the
best solutions found in generations 1, 5, 10, 15 and 20. Root nodes are shown in green,
intermediate nodes in brown and leaf nodes in blue. Edges that differ from the best forest
found by the algorithm are shown in red. The algorithm did not improve after generation
20.
Table 7 shows the p-values of the Bergmann-Hommel procedure for all pairwise compar-
isons with respect to fitness and execution time for both Euclidean and random distances.
p-values that do not reject equality between a pair of algorithms (p-values > 0.05) are shown
in bold. Fig. 6 illustrates the results of the multiple comparison algorithms. These diagrams
were introduced in Demsˇar (2006) and neatly illustrate statistically significant differences
between algorithms. The Friedman test ranks the algorithms such that the best-performing
algorithm should have rank 1, the second best rank 2, etc. In the diagrams the lowest (best)
ranks are to the right so the algorithms on the right-hand side can be viewed as better.
Groups of algorithms that are not significantly different are connected. Analyzing pairwise
comparisons, the results showed that there were no significant differences in the best fitness
for EDA, gGA and ssGA (rows 1 and 2 in columns 1 and 2 of Table 7 and diagrams at the
top of Fig. 6). Looking at the execution times, however, we found significant differences
between these three algorithms. EDA had a much higher execution time than both genetic
algorithms for large problems (Tables 5 and 6). gGA and ssGA had similar execution times
but the hypothesis of equality was rejected (row 8 in columns 3 and 4 of Table 7 and di-
agrams at the bottom of Fig. 6). We could therefore conclude that ssGA was preferable
because it had a better execution time.
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Table 7: p-values obtained in pairwise comparison algorithms using the Bergmann-Hommel
procedure for fitness and execution time and Euclidean and random distances. p-values> 0.05 (equality between the two algorithms is not rejected) are shown in bold.
Fitness Execution time
Euclidean dist. Random dist. Euclidean dist. Random dist.
p-value p-value p-value p-value
1 EDA vs gGA 1.000000 1.000000 1.76E-08 1.22E-06
2 EDA vs ssGA 1.000000 0.641832 1.77E-17 4.51E-16
3 EDA vs CMAES 2.73E-07 3.00E-08 1.51E-07 1.27E-08
4 EDA vs DE 1.10E-19 2.49E-23 1.22E-11 8.29E-12
5 EDA vs ElitistES 3.82E-06 1.22E-06 0.00552 0.00164
6 EDA vs NonElitistES 3.12E-06 1.20E-07 0.00552 0.00403
7 EDA vs PSO 1.11E-15 4.52E-17 8.64E-21 1.07E-21
8 gGA vs ssGA 1.000000 1.000000 0.03130 0.01096
9 gGA vs CMAES 6.25E-07 6.08E-06 1.00000 0.85839
10 gGA vs DE 6.05E-19 3.69E-19 0.80514 0.28890
11 gGA vs ElitistES 8.56E-06 9.29E-05 0.06471 0.34154
12 gGA vs NonElitistES 6.54E-06 1.89E-05 0.06471 0.32543
13 gGA vs PSO 4.66E-15 1.40E-13 0.00249 5.89E-05
14 ssGA vs CMAES 3.63E-05 1.24E-04 0.01096 0.10624
15 ssGA vs DE 1.11E-15 1.38E-16 0.27507 0.61771
16 ssGA vs ElitistES 2.76E-04 0.001381 6.33E-07 2.31E-05
17 ssGA vs NonElitistES 2.76E-04 2.47E-04 6.33E-07 8.30E-06
18 ssGA vs PSO 2.61E-12 1.80E-11 1.00000 0.46419
19 CMAES vs DE 0.001035 1.37E-04 0.70008 0.61771
20 CMAES vs ElitistES 1.000000 1.000000 0.10197 0.07082
21 CMAES vs NonElitistES 1.000000 1.000000 0.10197 0.06471
22 CMAES vs PSO 0.030660 0.030660 8.04E-04 0.00133
23 DE vs ElitistES 2.01E-04 9.44E-06 0.00163 0.00403
24 DE vs NonElitistES 2.01E-04 5.24E-05 0.00163 0.00201
25 DE vs PSO 1.000000 0.641832 0.06847 0.06471
26 ElitistES vs NonElitistES 1.000000 1.000000 1.00000 0.85839
27 ElitistES vs PSO 0.009759 0.005517 5.71E-09 1.12E-08
28 NonElitistES vs PSO 0.009759 0.015979 5.33E-09 2.68E-09
7. Conclusions
In this paper we have presented a novel permutation-based representation to solve a new
variant of the DCMST problem, which we have called DRCMST problem. A DRCMST is
a DCMST with added constraints that determine the role of the nodes in the tree (root,
intermediate or leaf nodes). Establishing the roles of the nodes may be useful in some
problems such as network design. Most research about computing DCMST outputs a single
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Figure 6: Comparison of the eight algorithms using the Friedman test and the Bergmann-
Hommel procedure. Groups of algorithms that are not significantly different (p-value > 0.05)
are connected. The lowest (best) ranks are to the right so the algorithms on the right-hand
side can be viewed as better. The top row shows fitness diagrams for Euclidean distances
(left) and random distances (right) and the bottom row illustrates execution time diagrams,
also for Euclidean (left) and random (right) distances.
tree. We increase the flexibility of the problem by not limiting the number of root nodes to
one so, generally, we compute forests of DRCMSTs. We used metaheuristic techniques to
approximate the problem solution because the DRCMST problem is NP-hard. Specifically,
we opted to use a range of different evolutionary computation techniques to be able to
compare results. Using the proposed representation, we solved a wide range of synthetic
simulated problems. The results showed that EDA and genetic algorithms (gGA and ssGA)
found the best solutions, but ssGA did so in significantly less time.
The main advantage of our permutation-based representation is that it can encode more
than one tree simultaneously. Moreover, the degree constraint can be different for each node.
Another strength is that it is simple to add constraints related to a specific problem. For
example, if two nodes cannot be connected in the problem statement, then a specific number
will be forbidden at a specific position of the permutation.
Probably the weakest point of the proposed representation is that it encodes invalid
individuals (cycles). Cycles of length equal to one are easy to detect and thus avoid (this
TR:UPM-ETSIINF/DIA/2015-2
is the cause of the highest percentage of invalid individuals). However, the permutation
must be decoded to detect the existence of cycles of length longer than one. Furthermore,
different permutations may encode the same forest. We remove this redundancy by selecting
a representative individual from the redundant individuals.
Other aspects could be taken into account such as considering a more complete fitness
evaluation function. For example, if the network is designed for signal transmission from
server nodes to leaf nodes, then, distances from root nodes to leaf nodes should be as short
as possible, since distances are closely related to transmission time. In this case, besides
minimizing the total cost (distance) of the resulting forest, it might also be beneficial to
minimize the distances between roots and leaves. If there are several optimization criteria
to be considered, we might also think about the convenience of optimizing either a single-
objective problem (for example, weighting the different objectives) or moving towards a
multi-objective problem. Another aspect to be considered is problem solving with an ex-
tremely large number of nodes. In this case, it might be handy to decompose the original
problem into subproblems of smaller size and parallelize problem solving.
Genetic algorithms have been widely used to solve the DCMST problem, and some
authors also use permutation representation to find the DCMST (Krishnamoorthy et al.,
2001). We found that genetic algorithms also perform satisfactory for the DRCMST prob-
lem. However, EDAs have not been extensively developed for permutation-based optimiza-
tion problems. We added EDAs to jMetal and found that they also performed well. We
used a simple univariate EDA (Tsutsui, 2006) so it might be worthwhile to examine EDAs
that provide more complex models capturing higher-order relationships between variables
and analyze their performance for the DRCMST problem.
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