Abstract-In this paper, a new adaptive fuzzy reasoning method using compensatory fuzzy operators is proposed to make a fuzzy logic system more adaptive and more effective. Such a compensatory fuzzy logic system is proved to be a universal approximator. The compensatory neural fuzzy networks built by both control-oriented fuzzy neurons and decision-oriented fuzzy neurons cannot only adaptively adjust fuzzy membership functions but also dynamically optimize the adaptive fuzzy reasoning by using a compensatory learning algorithm. The simulation results of a cart-pole balancing system and nonlinear system modeling have shown that 1) the compensatory neurofuzzy system can effectively learn commonly used fuzzy IF-THEN rules from either well-defined initial data or ill-defined data; 2) the convergence speed of the compensatory learning algorithm is faster than that of the conventional backpropagation algorithm; and 3) the efficiency of the compensatory learning algorithm can be improved by choosing an appropriate compensatory degree.
I. INTRODUCTION
L EE and Lee were the first to study the concept of fuzzy neurons in 1970 [18] - [21] . Kandel and Lee merged concepts from the theory of fuzzy sets with the conventional McCulloch-Pitts model, and study the fuzzy neural networks based on the principle of neural networks and the mechanism of fuzzy automata [12] . In the 1970's, the development of research in neurofuzzy systems was very slow since there were few researchers who did works on either neural networks or fuzzy logic systems. The main reason was that the researchers had not found powerful learning algorithms for neural networks and had not designed effective fuzzy logic systems. After a relatively difficult period for neural networks and fuzzy logic in the 1970's, neural networks and fuzzy logic systems attracted a resurgence of attention from many researchers in a variety of scientific and engineering areas in the 1980's. The first reason for this resurgence was that Rumelhart et al. [29] refined and publicized the effective backpropagation algorithm for multilayer neural networks which was first investigated by Werbos [31] , [32] . The second reason was that some companies, most in Japan, had successfully made many fuzzy logic products such as fuzzy washing machines, fuzzy air conditioners, and fuzzy subway trains [1] . With rapid development of techniques for neural networks and fuzzy logic systems, the neurofuzzy systems are attracting more and more interest since they are more efficient and more powerful than either neural networks or fuzzy logic systems. However, the most important progress in neurofuzzy systems has been made in recent years. Most research papers and applications appeared in the early 1990's. From the theoretical point of view, many effective learning algorithms for neurofuzzy systems were developed and many structures of neurofuzzy systems were proposed. For example, Jang's adaptive-network-based fuzzy inference systems [11] , Lin's neural-network-based fuzzy logic control and decision system [22] - [26] , Wang's several adaptive fuzzy systems [30] , the fuzzy ARTMAP by Carpenter et al. [4] , the fuzzy Kohonen clustering networks by Bezdek et al. [2] , the fuzzy neural network with fuzzy signals and weights by Hayashi et al. [7] , the fuzzy neural net with fuzzy inputs and fuzzy targets by Ishibuchi et al. [9] , the fuzzy neural network learning fuzzy control rules and membership functions by fuzzy error backpropagation by Nauck and Kruse [27] , etc. In the application aspect, neurofuzzy systems have been widely used in control systems, pattern recognition, consumer products, medicine, expert systems, fuzzy mathematics, game theory, etc. [1] , [6] - [9] , [11] , [13] , [14] , [25] , [28] , [30] , [33] - [36] , [39] , [40] . In the interdisciplinary aspect, more and more other techniques, such as genetic algorithms and chaos, are being applied to improve neurofuzzy systems [3] , [5] , [10] , [16] .
However, there still exist some difficult but important problems for optimizing neurofuzzy systems. For example:
1) how to optimize fuzzy membership functions; 2) how to optimize fuzzy logic reasoning and select optimal fuzzy operators; 3) how to choose an optimal defuzzification scheme for an application. Many papers have been dealing with problems 1) and 3) by using learning algorithms to adjust the parameters of fuzzy membership functions and defuzzification functions. Unfortunately, for problem 2), only static fuzzy operators are often used to make fuzzy reasoning. For example, commonly used fuzzy operators are and and product and algebraic sum. Intuitively, it is not adaptive and not optimal for a whole fuzzy logic system to perform only the uniquemode fuzzy reasoning by using an unchangeable pair of fuzzy operators such as and . In this sense, conventional neurofuzzy systems can only optimize the fuzzy membership functions under specially defined fuzzy operators which are unchangeable forever. For instance, if we choose fuzzy op-erations and , we can train a neurofuzzy system to optimize fuzzy membership functions. A question is, "Is the neurofuzzy system using and optimal?" Maybe the neurofuzzy system using product and algebraic-sum is better than that using and . Therefore, conventional neurofuzzy systems use the local optimization technique rather than the global optimization technique. Generally, an effective neurofuzzy system should be able to not only adaptively adjust fuzzy membership functions but also dynamically optimize adaptive fuzzy operations.
For clarity, in Section II we introduce a new compensatory fuzzy reasoning method using adaptive fuzzy operations, and then prove a compensatory fuzzy system to be a universal approximator. Various adaptive and nonadaptive fuzzy neurons are introduced in Section II. In Section III, we propose a new compensatory neural fuzzy network using pessimistic, optimistic, and compensatory fuzzy neurons and other fuzzy neurons. Section IV gives a compensatory learning algorithm which not only adaptively adjusts fuzzy membership functions but also dynamically optimizes compensatory fuzzy operations from given data. In Section V, we discuss how to optimize fuzzy IF-THEN rules in a neurofuzzy system using well-defined, ill-defined, and arbitrarily defined initial data. Section VI compares the compensatory learning algorithm with the conventional backpropagation algorithm. Section VII compares a neurofuzzy system with Wang's fuzzy system. The conclusions are given in Section VIII. (4) is defined in a compensatory form (5) using the pessimistic operation (6) and the optimistic operation (7) (5) with a compensatory degree
II. UNIVERSAL APPROXIMATOR
For simplicity, we have
The product-operation fuzzy implication is defined by (9) , and the dot-operation is defined by (10) (9) (10)
Based on (4), (8)- (10), we have (11) A typical defuzzifier is defined by (12) (12) Since for the singleton fuzzifier and , according to (11) we have (13) Finally, we get the compensatory fuzzy logic system (14) based on (12) and (14) Because the compensatory fuzzy logic system (14) is in a similar form of Wang's fuzzy logic system [30, eq. (2.46), p. 25], which is a universal approximator, we can easily prove the universal approximation theorem of the compensatory fuzzy logic system (14) below.
A. Universal Approximation Theorem
For any given real continuous function on a compact set and arbitrary , there exists an -input-oneoutput compensatory fuzzy logic system in the form of (14) such that . [30] , the compensatory fuzzy logic system (14) is a universal approximator.
Q.E.D. It should be noted that the complexity of a compensatory fuzzy system is almost the same as Wang's fuzzy system since only one more parameter, , is used in a compensatory fuzzy system. For the dimensionality issue, a commonly usedinput-one-output fuzzy system often uses fuzzy rules if each linguistic variable has linguistic values, but an -input-oneoutput compensatory fuzzy system has only fuzzy rules. In this sense, the problem of dimensionality of a fuzzy system can be solved by using only fuzzy rules instead of fuzzy rules.
III. COMPENSATORY NEURAL FUZZY NETWORKS
A neural network has a massively parallel and distributed structure which is composed of many simple processing elements (i.e., artificial neurons) with nonlinear mapping functions. The neurons in a neural network can communicate to each other through the links (i.e., weights) between the neurons. However, a disadvantage of a crisp neural network is that it is hard to heuristically initialize weights in a conventional neural network because those crisp weights have no explicit physical meanings. As a result, a conventional neural network cannot extract high-level IF-THEN rules from data since it can only get trained crisp weights. On the other hand, a fuzzy neural network consists of many simple fuzzy neurons which perform some kinds of fuzzy operations and process fuzzy information. In the narrow sense, the neural network made by only logic-oriented fuzzy neurons is the standard fuzzy neural network which is called a "fuzzy neural network" since the fuzzy logic operations are directly applied to the conventional nonfuzzy neural networks. In the extensive sense, a neural network made by some logic-oriented fuzzy neurons and control-oriented fuzzy neurons is called a "neural fuzzy network" since the learning mechanism and essence of artificial neurons of the conventional neural networks are used to perform fuzzy logic control. However, a neurofuzzy system can be constructed with either fuzzy neural networks or neural fuzzy networks.
For clarity, we first introduce some basic fuzzy neurons, and then use them to build a compensatory neural fuzzy network.
A. Fuzzy Neurons
Since Lee and Lee [18] first introduced the concept of a fuzzy neuron in 1970, there have been various definitions of the fuzzy neurons from different aspects. For example, Pedrycz [28] proposed the OR/AND neuron which is constructed by building several AND and OR neurons into a single two-layer structure. Yamakawa et al. [34] - [38] studied some models of fuzzy neurons. Kuncicky and Kandel [17] studied a fuzzy neuron model in which the output of one neuron is represented by a fuzzy level of confidence and the firing process in a neuron is regarded as an attempt to find a typical value among inputs. Kiszka and Gupta [15] studied a fuzzy neuron described by logic equations.
1) Control-Oriented Fuzzy Neurons:
For clarity and convenience, we can define more extensive fuzzy neurons which perform some kinds of fuzzy operations. Since the fuzzy logic control system performs typical functions of fuzzification, fuzzy reasoning, and defuzzification, the control-oriented fuzzy neurons can be defined as the fuzzy neurons performing these functions. Generally, a fuzzy neuron which performs fuzzification is called a fuzzification neuron, a fuzzy neuron which performs fuzzy reasoning is called a fuzzy-reasoning neuron, and a fuzzy neuron which performs defuzzification is called a defuzzification neuron. a) Fuzzification neuron: A typical fuzzification neuron is described in Fig. 1 .
is a fuzzy linguistic term of the fuzzy linguistic variable . The fuzzification neuron performs a mapping from a crisp value into a fuzzy set , with degree for . b) Fuzzy-reasoning neuron: A simple fuzzy-reasoning neuron, described in Fig. 2 , can map the inputs to the output through some -norm function . For example
The complex fuzzy-reasoning neuron can be constructed by using -norm fuzzy neurons performing If-condition matching of fuzzy logic rules and a -conorm fuzzy neuron integrating the fired rules. 
c) Defuzzification neuron:
A typical defuzzification neuron, described in Fig. 3 , can generate the final crisp value based on the inputs and the weights and . Here, the weights are the parameters of the output membership functions. For example, a typical defuzzification scheme is described in (17) and the common output membership function with the adjustable parameters and is given in (18) (17) Where and are the centers and the widths of the output membership functions (18) , respectively, (18) 2) Decision-Oriented Fuzzy Neurons: Based on the essence of compensatory operations defined by Zimmermann [41] , we propose more extensive compensatory operations based on the pessimistic operation and the optimistic operation which are defined as follows. a) Pessimistic fuzzy neurons: The pessimistic fuzzy neuron shown in Fig. 4 can map the inputs to the pessimistic output by making a conservative decision for the pessimistic situation or even the worst case. Actually, the -norm fuzzy neurons are pessimistic neurons. 
c) Compensatory fuzzy neurons:
The compensatory fuzzy neuron shown in Fig. 6 can map the pessimistic input and the optimistic input to the compensatory output to make a relatively compromised decision for the situation between the worst case and the best case.
For example (19) where [0, 1] is called the compensatory degree. Therefore, the pessimistic fuzzy neuron and the optimistic fuzzy neuron are very general fuzzy neurons used to make better decisions based on the interval-valued fuzzy sets. The compensatory fuzzy neuron can perform the general compensatory operation on pessimistic and optimistic inputs.
B. Compensatory Neural Fuzzy Networks
The compensatory neural fuzzy network usually has five functional layers: Layer 1 is the input layer, Layer 2 is the fuzzification layer, Layer 3 is the pessimistic-optimisticoperation layer, Layer 4 is the compensatory operation layer, and Layer 5 is the defuzzification layer. The general architecture of a compensatory neural fuzzy network is generally represented in Fig. 7 . A compensatory neural fuzzy network is initially constructed layer by layer according to linguistic variables, fuzzy IF-THEN rules, the pessimistic and optimistic operations, the fuzzy reasoning method, and the defuzzification scheme of a fuzzy logic control system.
IV. LEARNING ALGORITHMS OF COMPENSATORY NEUROFUZZY SYSTEMS
Given the -dimensional input data vectors, and the one-dimensional output data vectors, , for , we need to design the supervised training algorithm to optimally adjust the centers and widths of both input and output membership functions for a neurofuzzy system. The fuzzy membership functions of and are defined by (20) and (21), respectively, (20) (21) Based on (14), we have (22) where (23) The objective function is defined as (24)
A. The Compensatory Learning Algorithm of Compensatory Neurofuzzy Systems
According to the gradient descending method, we get 1) Training the centers of output membership functions (25) 2) Training the widths of output membership functions In all above formulas, is the learning rate and . It should be mentioned that since the parameters in a neurofuzzy system have their physical meanings. Therefore, these parameters can be initialized by a heuristic algorithm so as to train the system more quickly. The examples in the following sections can show how to heuristically initialize parameters of a neurofuzzy system and train the system more efficiently. However, trained fuzzy sets may have bad physical interpretation. For this problem, we will show an effective constructive method in another paper. 
V. KNOWLEDGE ACQUISITION IN UNCERTAIN ENVIRONMENTS
We use a typical example to show how to systematically design a neurofuzzy system by using high-level constructed knowledge such as fuzzy IF-THEN rules and the low-level learning algorithm. We take a simple XOR problem as an example.
In order to analyze the performance of the compensatory neurofuzzy system, we use 0.2 and 0.8 (not the commonly used zero and one) to represent false and true, respectively, for the XOR Problem in Table I .
A. Generating Fuzzy Rules from Initial Well-Defined Fuzzy Rules
The procedure of designing the neurofuzzy system for the XOR problem is given step by step in order to clearly show how to extract fuzzy rules from ill-defined rules and fuzzy data.
Step 1) Building Initial Fuzzy Rule Base: Based on the properties of the XOR problem in Table I where . At this point, the subjective parameters 0.25, 0.5, and 0.75 are not optimal for inputs ( ) and output " ." However, these parameters will be adjusted by using the compensatory learning algorithm.
Step 2) Building an Initial Neurofuzzy System: The four fuzzy IF-THEN rules of the two-input-one-output neurofuzzy system are described below for The fuzzy membership functions of , , and are defined by (39) for and (40), respectively,
According to the fuzzy rule base (38) and the structure of neural fuzzy network in Fig. 7 , we simply show the initial neurofuzzy system in Fig. 8 . The neurons in Layer 1 directly map inputs and to the outputs with the same values of and . Then the neurons in Layer 2 transfer the inputs to the respective outputs by the membership functions (39) and (40) with initial forms of (36) and (37) . The neurons in Layer 3 perform the fuzzy reasoning by using function (25) .
Finally, the neurons in Layer 4 realize the defuzzification using function (24) . Here, suppose the neuron in Layer 5 simply maps the output of the neuron of Layer 4 to the output of Layer 5 with .
Step 3) Training the Neurofuzzy System: Here, we use the fuzzy BP learning algorithm described in Section IV to train the neurofuzzy system based on the initial parameters in
Step 1 and the sample data in Table I . After training the neurofuzzy system with the error , we got the trained parameters of the fuzzy membership functions shown in Table II .
At this point, the trained neurofuzzy system has been constructed by using the new fuzzy membership functions of , , and . Through analyzing the data in Table II Step 4) Constructing the Trained Neurofuzzy System: Finally, the trained neurofuzzy system, shown in Fig. 12 , is finally constructed by the trained fuzzy rule base (TFR1, TFR2, TFR3, TFR4).
B. Generating Fuzzy Rules from Initial Ill-Defined Fuzzy Rules
For the four initial ill-defined fuzzy rules, with the relevant fuzzy membership functions whose parameters are incorrectly defined in Table III , the final trained parameters of fuzzy membership functions are given in Table IV and also shown in Figs. 13-15 of , , and .
C. Generating Fuzzy Rules From Initial Arbitrarily Defined Fuzzy Rules
For the four initial arbitrarily-defined fuzzy rules with the relevant fuzzy membership functions whose parameters are arbitrarily defined in Table V , the final trained parameters of fuzzy membership functions are given in Table VI and also shown in Figs. 16-18 .
D. Summary
The satisfactory results given in Table VII have shown that the neurofuzzy system can very quickly learn XOR logic based on the initial knowledge from human experts, and that the conventional neural networks with two, four, or seven hidden neurons need many more training epochs to learn XOR logic than the neurofuzzy system. However, these well-defined subjective parameters can be used to initially set the neurofuzzy system at a relatively good state which more probably approximates the optimal state compared with the ill-defined subjective parameters. Therefore, the subjective fuzzy rules may speed up the convergence of the learning algorithm by using the high-level knowledge. In this sense, the adaptive learning algorithm of neurofuzzy systems intelligently incorporating fuzzy rules is much more powerful than that of conventional neural networks blindly selecting random initial weights. Based on Figs. 9-11 and 13-18 and Tables III-VII, we have found that the compensatory neurofuzzy system is capable of learning fuzzy rules from well-defined data, or ill-defined data, or even arbitrarily defined data. Obviously, the trained fuzzy rules generated from well-defined data are much better than those generated from either ill-defined data or arbitrarily defined data. Therefore, the better the initial knowledge given by experts is, the more efficient the trained compensatory neurofuzzy system is.
VI. PERFORMANCE OF COMPENSATORY NEUROFUZZY SYSTEMS

A. Learning Nonlinear Functions
Given two nonlinear functions (45) and (46), we use the conventional BP algorithm of neural networks and the compensatory algorithm of compensatory neurofuzzy networks to neurofuzzy networks with the fuzzy BP algorithm is much less than that of conventional neural networks with the BP algorithm. The main reason for this is that neurofuzzy systems have an ability to incorporate initially defined fuzzy IF-THEN rules, which are just approximate mappings from given input data to output data, whereas conventional neural networks randomly set initial weights which may make the neural networks have very bad mappings from inputs to outputs.
B. Learning Chaotic Behaviors
A nonlinear system with chaotic behaviors is given below (47) (48) (49) We use "ode23" in MATLAB to solve the differential equations (47) and (48) . Fig. 19 shows and (the chaotic glycolytic oscillator [30] ). Fig. 20 shows which is the desired function to be learned by a compensatory neurofuzzy system.
Given the input data, and , and the output data, , for , the 25 fuzzy IF-THEN rules of the two-input-one-output compensatory neurofuzzy The details are illustrated in Table X .
2) Training the Compensatory Neurofuzzy System: After training the compensatory neurofuzzy system with the compensatory learning algorithm using (18) and (22) The simulation results shown in Table XI have indicated that the number of learning epochs of compensatory neurofuzzy networks with the compensatory learning algorithm (CLA) is much less than that of conventional neural networks with the BP algorithm (BPA).
VII. NEUROFUZZY CONTROL OF A CART-POLE BALANCING SYSTEM
The dynamic equations of the cart-pole system for the angle and the angular velocity are given by We can get the compensatory neurofuzzy system (64)
When , the compensatory neurofuzzy system (64) becomes Wang's fuzzy system (65) such that (65) By changing the initial angles and , we can get typical simulation results, as shown in Table XII. The compensatory  neurofuzzy system can keep the cart-pole vertical for all initial angles by choosing appropriate , such as or . But Wang's fuzzy system, , cannot make the cart-pole system stable. So the simulations indicate that a compensatory neurofuzzy system has a stronger ability to control a cart-pole balancing system than Wang's fuzzy system because a compensatory neurofuzzy system can adjust a compensatory degree . So the compensatory fuzzy reasoning makes a neurofuzzy system more robust and more adaptive. 
VIII. CONCLUSIONS
The compensatory neurofuzzy system, a hybrid system integrating compensatory fuzzy logic and neural networks, is capable of performing compensatory fuzzy reasoning by using the trained fuzzy neural network, which is constructed by learning from data. Such a neurofuzzy integration interfaces the fuzzy systems including high-level fuzzy IF-THEN rules with neural networks incorporating low-level numerical learning mechanisms. In general, the compensatory neurofuzzy system is much more powerful than either the neural network or the fuzzy system since it can incorporate the advantages of both. A new adaptive fuzzy reasoning method using compensatory fuzzy operators can make the fuzzy logic system more adaptive and effective. Since the compensatory fuzzy logic system is a universal approximator, we develop a compensatory learning algorithm for a compensatory neurofuzzy system. The simulation results have shown that 1) the compensatory neurofuzzy system is fault tolerant, i.e., it can efficiently be trained from either well-defined initial fuzzy rules or ill-defined initial fuzzy rules; 2) the convergence speed of the compensatory learning algorithm is faster than that of the conventional backpropagation algorithm; and 3) the efficiency of the compensatory learning algorithm can be improved by choosing appropriate compensatory degrees. The compensatory neural fuzzy networks built with controloriented fuzzy neurons and the decision-oriented fuzzy neurons cannot only adaptively adjust fuzzy membership functions but also dynamically optimize the adaptive fuzzy reasoning by using the compensatory learning algorithm. Because the conventional neurofuzzy system can only adjust fuzzy membership functions by using fixed fuzzy operations such as and , the compensatory neurofuzzy system with adaptive fuzzy reasoning is more effective and adaptive than the conventional neurofuzzy system with nonadaptive fuzzy reasoning.
It should be noted that the complexity of a compensatory fuzzy system is almost the same as Wang's fuzzy system since only one more parameter, , is used in a compensatory fuzzy system. In addition, the problem of dimentionality of a fuzzy system can be solved by using only fuzzy rules instead of commonly used fuzzy rules. Finally, since the parameters in a neurofuzzy system have physical meanings, these parameters can be initialized by a heuristic algorithm so as to train the system more quickly.
