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STABILITY OF THE SUPERPOSITION OF A VISCOUS CONTACT WAVE WITH TWO
RAREFACTION WAVES TO THE BIPOLAR VLASOV-POISSON-BOLTZMANN SYSTEM
HAILIANG LI, TENG WANG, AND YI WANG
Abstract. We investigate the nonlinear stability of the superposition of a viscous contact wave and two rarefac-
tion waves for one-dimensional bipolar Vlasov-Poisson-Boltzmann (VPB) system, which can be used to describe
the transportation of charged particles under the additional electrostatic potential force. Based on a new micro-
macro type decomposition around the local Maxwellian related to the bipolar VPB system in our previous work
[26], we prove that the superposition of a viscous contact wave and two rarefaction waves is time-asymptotically
stable to 1D bipolar VPB system under some smallness conditions on the initial perturbations and wave strength,
which implies that this typical composite wave pattern is nonlinearly stable under the combined effects of the
binary collisions, the electrostatic potential force, and the mutual interactions of different charged particles. Note
that this is the first result about the nonlinear stability of the combination of two different wave patterns for the
Vlasov-Poisson-Boltzmann system.
1. Introduction
In this paper, we investigate the time-asymptotic stability of the superposition of a viscous contact wave and
two rarefaction waves to the 1D bipolar Vlasov-Poisson-Boltzmann system, which reads
(1.1)

FAt + ξ1∂xFA + ∂xΦ∂ξ1FA = Q(FA, FA + FB),
FBt + ξ1∂xFB − ∂xΦ∂ξ1FB = Q(FB, FA + FB),
∂xxΦ =
∫
(FA − FB)dξ,
where x ∈ R1, t ∈ R+, ξ = (ξ1, ξ2, ξ3)t ∈ R3, and FA(t, x, ξ) and FB(t, x, ξ) denote the density distribution
function of two-species particles (e.g. ions and electrons) at time-space point (t, x) with the velocity ξ respectively.
For the hard sphere model, the collision operator Q(f, g) takes the following bilinear form
Q(f, g)(ξ) ≡ 1
2
∫
R3
∫
S2+
(
f(ξ′)g(ξ′∗)− f(ξ)g(ξ∗)
)
|(ξ − ξ∗) · Ω)| dξ∗dΩ,
where ξ′, ξ′∗ are the velocities after an elastic collision of two particles with the pre-collision velocities ξ, ξ∗,
respectively, and the unit vector Ω ∈ S2+ = {Ω ∈ S2 : (ξ − ξ∗) · Ω ≥ 0}. The conservation of momentum and
energy of the collided particles yields the following relations between the velocities before and after the collision:
ξ′ = ξ − [(ξ − ξ∗) · Ω] Ω, ξ′∗ = ξ∗ + [(ξ − ξ∗) · Ω] Ω.
The initial values and the far-field states to the system (1.1) are given by
(1.2)

FA(t = 0, x, ξ) = FA0(x, ξ)→M[ρ±,u±,θ±](ξ), as x→ ±∞,
FB(t = 0, x, ξ) = FB0(x, ξ)→M[ρ±,u±,θ±](ξ), as x→ ±∞,
Φx → 0, as x→ ±∞,
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where u± = (u1±, 0, 0)t and ρ± > 0, u1±, θ± > 0 are the prescribed constant states such that the two states
(ρ±, u±, θ±) are connected by the Riemann solution with the combination of 1-rarefaction wave, 2-contact dis-
continuity and 3-rarefaction wave to the corresponding 1D Euler system
(1.3)

ρt + (ρu1)x = 0,
(ρu1)t + (ρu
2
1 + p)x = 0,
(ρui)t + (ρu1ui)x = 0, i = 2, 3,
[ρ(e+
|u|2
2
)]t + [ρu1(e+
|u|2
2
) + pu1]x = 0.
Note that the above fluid variables (ρ, u, θ) and the equilibrium Maxwellian M[ρ,u,θ] related to the density distri-
bution functions FA and FB are defined in (2.1) and (2.3), respectively. As in [26], set the total mass by F1 and
the neutrality by F2 of the distribution functions as follows
F1 =
FA + FB
2
, F2 =
FA − FB
2
.
Then one has the following reformulated system
(1.4)

F1t + ξ1∂xF1 + ∂xΦ∂ξ1F2 = 2Q(F1, F1),
F2t + ξ1∂xF2 + ∂xΦ∂ξ1F1 = 2Q(F2, F1),
∂xxΦ = 2
∫
F2dξ := 2n2,
with the initial values (F10, F20) and the far-fields states satisfying
(1.5)
F1(t = 0, x, ξ) = F10(x, ξ)→M[ρ±,u±,θ±](ξ), as x→ ±∞,
F2(t = 0, x, ξ) = F20(x, ξ)→ 0, as x→ ±∞,
Φx → 0, as x→ ±∞.
The bipolar Vlasov-Poisson-Boltzmann (abbreviated as VPB for simplicity below) system (1.1) can be viewed
as two Boltzmann equations coupled with each other through the self-consistent electrostatic potential determined
by the Poisson equation. Moreover, if the effect of the electrons is neglected, the system (1.1) can reduce to the
unipolar VPB equations to simulate the motion of one species. However, these bipolar and unipolar VPB systems
are by no means the simple extension of the Boltzmann equation in the sense that the global solutions to these
VPB system may possibly admit, due to the influence of electric field, some different dynamical behaviors from the
Boltzmann equation. Indeed, as analyzed in [7, 26, 27, 28], the long time asymptotic behaviors of global solutions
to VPB system are rather complicated under the combined effects of the binary collision among the particles of
same charge, the electrostatic potential force, and/or the mutual interactions between different charged particles.
In particular, it was proved for the unipolar VPB system in [27] that the appearance of electric field affects the
spectrum structure of the linearized unipolar VPB system and causes the slower but optimal (compared with the
Boltzmann equation) time convergence rates of global solution to the equilibrium state, and there does not exist
wave propagation any more, the readers can refer to [7, 28, 53] and references therein for details.
Yet, a completely different dynamical phenomena and long time behaviors of global solution are observed in
[26, 28] for the bipolar VPB system (1.1), namely, the global solution to the bipolar VPB system (1.1) may have
similar time asymptotical behaviors to that of the Boltzmann equation. Indeed, it has been shown in [28] that the
linearized bipolar VPB system around the global Maxwellian consists of a decoupled system: one is the linearized
Boltzmann equation for the distribution function F1 which admits the wave modes at lower frequency and the
algebraic time decay rates of the function F1, the other is the equation of unipolar VPB type for the neutral
function F2 of the particles with different charge which admits the spectral gap at lower frequency and causes
the strong neutrality in the sense that the neutral function F2 and the electric field ∂xΦ decay exponentially
in time. On the other hand, it is well-known that the Boltzmann equation is asymptotically equivalent to the
compressible Euler equations as illustrated by the Hilbert’s expansions [3], and there are three basic waves to the
compressible Euler equations: two nonlinear waves (shock wave and rarefaction wave), and one linearly degenerate
wave (contact discontinuity). As shown in [22, 23, 34, 42, 52], the global solution to Boltzmann equation can
have rich wave phenomena and the time-asymptotic stability of above basic wave patterns is proved for one-
dimensional Boltzmann equation. Therefore, due to the appearance of wave modes and the spectral gap of the
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linearized bipolar VPB system (1.1) around the global Maxellian as made in [28], it is natural and interesting
to investigate the nonlinear wave phenomena of the bipolar VPB system (1.1) and understand the combined
influence of electric field and mutual interactions between different charged particles. Moreover, we have proved
in [26] that the global solutions the bipolar VPB system shall tend time-asymptotically to either viscous shock
profile or rarefaction wave-fan if the initial data is near the corresponding local Maxwellian related to the shock
or rarefaction wave profiles.
The main purpose of the present paper is to prove the nonlinear stability of the superposition of a viscous
contact wave and two rarefaction waves for the bipolar VPB system (1.1), as a continuation of the previous work
[26]. In [26] we first set up a new micro-macro type decomposition around the local Maxwellian related to the
bipolar VPB system (1.1) (e.g. (1.4)) and established a generic framework to prove the nonlinear stability of
shock profile and rarefaction wave respectively to the 1D bipolar VPB system (1.1) (or (1.4)). Our main result in
the present paper can be stated roughly as follows: it can be proved that the composite waves with one viscous
contact wave and two rarefaction waves is nonlinearly stable for the bipolar VPB system as the time t tends to
infinity, if the initial perturbations and total wave strength is suitably small (refer to Theorem 3.1 for details).
There have been important progress on the existence and asymptotical behaviors of solutions to the VPB
system. For instance, Mischler first proved the global existence of renormalized (weak) solution for large initial
data [38], and Guo obtained the first global existence result on strong solution in torus when the initial data is
near a global Maxwellian [13]. And the global existence of classical solution in R3 was given in [48, 50] . The
case with general stationary background density function was studied in [8], and the perturbation of vacuum
was investigated in [10, 7]. For the case case of soft potential, one can refer to[9, 41, 44] and references therein.
Recently, Li-Yang-Zhong [28] analyze the spectrum of the linearized VPB system (unipolar and bipolar) and
obtain the optimal decay rate of solutions to the nonlinear system near global Maxwellian. See also the works
on the stability of global Maxwellian and the optimal time decay rate in [47, 43]. For the stability of single basic
wave patterns, Duan-Liu proved the stability of rarefaction wave to a unipolar VPB system [5], which can be
viewed as an approximation of bipolar VPB system (1.1) when the electron density is very rarefied and reaches
a local equilibrium state with small electron mass compared with the ion. Recently, Li-Wang-Yang-Zhong [26]
gave a unified micro-macro decomposition to the bipolar VPB system and proved the stability of rarefaction wave
and viscous shock profile to the bipolar VPB system by this new decomposition. Then, Duan-Liu [6] generalized
the result in [5] to the bipolar VPB system with the disparate mass and Huang-Liu [24] showed the stability of
a single viscous contact wave case.
We should mention that the stability of elementary wave patterns of the Boltzmann equation are well-analyzed.
For instance, the pioneering result on the stability of viscous shock wave was first proved by Liu-Yu [33] with
the zero total macroscopic mass condition by the energy method based on the micro-macro decomposition while
the existence of viscous shock profile to the Boltzmann equations is given by Caflish-Nicolaenko [2] and Liu-Yu
[34]. Then stability of rarefaction wave is proved by Liu-Yang-Yu-Zhao [32] and the stability of viscous contact
wave, which is the viscous version of contact discontinuity, by Huang-Yang [23] with the zero mass condition
and Huang-Xin-Yang [22] without the zero mass condition. Furthermore, Yu [52] proved the stability of single
viscous shock profiles without zero mass condition by the point-wise method based on the Green function around
the viscous shock profile. Recently, Wang-Wang [42] proved the stability of superposition of two viscous shock
profiles to the Boltzmann equation without the zero mass condition by the weighted characteristic energy method.
Moreover, the hydrodynamic limit of Boltzmann equation to the Riemann solution to Euler system is investigated
extensively in [18, 19, 20, 46, 51] and finally justified in [21] to the generic Riemann solutions.
The rest part of the paper is arranged as follows. In section 2 we present the new micro-macro decomposition
around the local Maxellian for the bipolar VPB system (1.1). Then, the main result Theorem 3.1 on the stability
of the superposition of a viscous contact wave and two rarefaction waves are stated in section 3. The lower and
higher order a-priori estimates will be established in section 4 and 5, respectively. Finally, section 6 is devoted to
the proof of the main result.
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2. New Micro-Macro Decompositions
First we recall the new micro-macro decompositions around the local Maxwellian to the bipolar VPB system
(1.4) in [26]. The equation (1.4)1 can be viewed as the Boltzmann equation with additional force, we make
use of the micro-macro decomposition as introduced by Liu-Yu [33] and Liu-Yang-Yu [31]. For any solution
F1(t, x, ξ) to Eq. (1.4)1, there are five macroscopic (fluid) quantities: the mass density ρ(t, x), the momentum
m(t, x) = ρu(t, x), and the total energy E(t, x) = ρ
(
e + 12 |u|2
)
(t, x) defined by
(2.1)

ρ(t, x) =
∫
R3
ϕ0(ξ)F1(t, x, ξ)dξ,
ρui(t, x) =
∫
R3
ϕi(ξ)F1(t, x, ξ)dξ, i = 1, 2, 3,
ρ(e+
|u|2
2
)(t, x) =
∫
R3
ϕ4(ξ)F1(t, x, ξ)dξ,
where ϕi(ξ) (i = 0, 1, 2, 3, 4) are the collision invariants given by
(2.2) ϕ0(ξ) = 1, ϕi(ξ) = ξi (i = 1, 2, 3), ϕ4(ξ) =
1
2
|ξ|2,
and satisfy ∫
R3
ϕi(ξ)Q(g1, g2)dξ = 0, for i = 0, 1, 2, 3, 4.
Define the local Maxwellian M associated to the solution F1(t, x, ξ) to Eq. (1.4)1 in terms of the fluid quantities
by
(2.3) M := M[ρ,u,θ](t, x, ξ) =
ρ(t, x)√
(2piRθ(t, x))3
e−
|ξ−u(t,x)|2
2Rθ(t,x) ,
where θ(t, x) is the temperature which is related to the internal energy e(t, x) by e = 32Rθ with R > 0 the gas
constant, and u(t, x) =
(
u1(t, x), u2(t, x), u3(t, x)
)t
is the fluid velocity. Then, the collision operator of Q(f, f)
can be linearized to be LM with respect to the local Maxwellian M by
(2.4) LMg = 2Q(M, g) + 2Q(g,M).
The null space N1 of LM is spanned by the collision invariants ϕi(ξ) (i = 0, 1, 2, 3, 4) in (2.2).
Define an inner product 〈g1, g2〉M˜ for gi ∈ L2(R3ξ) with respect to the given local Maxwellian M˜ as:
(2.5) 〈g1, g2〉M˜ ≡
∫
R3
1
M˜
g1(ξ)g2(ξ)dξ.
For simplicity, if M˜ is the local Maxwellian M in (2.3), we shall use the notation 〈·, ·〉 instead of 〈·, ·〉M. Fur-
thermore, there exists a positive constant σ˜1 > 0 such that it holds for any function g(ξ) ∈ N⊥1 (cf. [3, 12])
that
(2.6) 〈g,LMg〉 ≤ −σ˜1〈ν(|ξ|)g, g〉,
where ν(|ξ|) ∼ (1 + |ξ|) is the collision frequency for the hard sphere collision. The dissipative property of
the linearized operator LM in (2.6) comes from the celebrated H-theorem for the Boltzmann equation, which is
crucial to estimates the microscopic parts for the Boltzmann equation. With respect to the inner product 〈·, ·〉,
the following pairwise orthogonal bases span the macroscopic space N1
(2.7)

χ0(ξ) ≡ 1√
ρ
M, χi(ξ) ≡ ξi − ui√
Rθρ
M for i = 1, 2, 3,
χ4(ξ) ≡ 1√
6ρ
(
|ξ − u|2
Rθ
− 3)M, 〈χi, χj〉 = δij , i, j = 0, 1, 2, 3, 4.
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In terms of the above five orthogonal bases, the macroscopic projectionP0 from L
2(R3ξ) to N1 and the microscopic
projection P1 from L
2(R3ξ) to N
⊥
1 can be defined as
P0g =
4∑
j=0
〈g, χj〉χj , P1g = g −P0g.
A function g(ξ) is said to be microscopic or non-fluid, if it holds∫
g(ξ)ϕi(ξ)dξ = 0, i = 0, 1, 2, 3, 4,
where ϕi(ξ) are the collision invariants defined in (2.2).
Based on the above preparation, the solution F1(t, x, ξ) to Eq. (1.4)1 can be decomposed into the macroscopic
(fluid) part, i.e., the local Maxwellian M = M(t, x, ξ) defined in (2.3), and the microscopic (non-fluid) part, i.e.
G = G(t, x, ξ) (cf. [33, 31]):
F1(t, x, ξ) = M(t, x, ξ) +G(t, x, ξ), P0F1 = M, P1F1 = G,
By the decomposition for F1 = M+G, one can derive from (1.4) and (2.1) the following fluid-part system
(2.8)

ρt + (ρu1)x = 0,
(ρu1)t + (ρu
2
1 + p)x − (
Φ2x
4
)x =
4
3
(µ(θ)u1x)x −
∫
ξ21Πxdξ,
(ρui)t + (ρu1ui)x = (µ(θ)uix)x −
∫
ξ1ξiΠxdξ, i = 2, 3,
[ρ(θ +
|u|2
2
) +
Φ2x
4
]t + [ρu1(θ +
|u|2
2
) + pu1]x = (κ(θ)θx)x +
4
3
(µ(θ)u1u1x)x
+
3∑
i=2
(µ(θ)uiuix)x −
∫
1
2
ξ1|ξ|2Πxdξ,
where the viscosity coefficient µ(θ) > 0 and the heat conductivity coefficient κ(θ) > 0 are smooth functions of
the temperature θ. Here, we renormalize the gas constant R to be 23 so that e = θ and p =
2
3ρθ. The non-fluid
equation for F1 can be written as:
(2.9) Gt +P1(ξ1Mx) +P1(ξ1Gx) +P1(Φx∂ξ1F2) = LMG+ 2Q(G,G).
Therefore, G can be expressed explicitly by
(2.10) G = L−1
M
[P1(ξ1Mx)] + Π
with
(2.11) Π = L−1
M
[Gt +P1(ξ1Gx) +P1(Φx∂ξ1F2)− 2Q(G,G)].
Remark that the fluid-system (2.8) is the compressible Navier-Stokes type system strongly coupled with micro-
scopic terms determined by (2.9) and electric field terms in (1.4)3, and the system (2.8), (2.9), (1.4)3 is not
self-closed and the new decomposition to F2-equation (1.4)2 around the local Maxellian is needed (cf. [26]):
F2 =
n2
ρ
M+PcF2.
with the linearized collision operator NM (around the local Maxellian M to F1 in (2.3)) defined by
NMh = 2Q(h,M).
The null space N2 of the operator NM is spanned by the single macroscopic variable:
χ0(ξ) =
M√
ρ
,
6 LI, WANG, AND WANG
due to the quite different collision structure from the linearized operator LM, whose null space N1 is spanned by
five macroscopic variables χj(ξ) (j = 0, 1, 2, 3, 4). Furthermore, there exists a positive constant σ˜2 > 0 such that
it holds for any function g(ξ) ∈ N⊥2 (cf. [1, 26]) that
〈g,NMg〉 ≤ −σ˜2〈ν(|ξ|)g, g〉,
where ν(|ξ|) ∼ (1 + |ξ|) is the collision frequency for the hard sphere collision. Consequently, the linearized
collision operator NM is dissipative on N
⊥
2 , and its inverse N
−1
M
exists and is a bounded operator on N⊥2 . Taking
the inner product of the equation (1.4)2 and the collision invariants ϕ0(ξ) = 1 with respect to ξ over R
3, the
macroscopic part n2 satisfies the following equation
(2.12) n2t + (
∫
ξ1F2dξ)x = 0,
or equivalently,
(2.13)
n2t + (u1n2)x +
(κ1(θ)
Rθ
Φx
)
x
−
(
κ1(θ)(
n2
ρ
)x
)
x
= −
(n2
ρ
∫
ξ1N
−1
M
[
Pc(ξ1Mx))
]
dξ
)
x
−
(∫
ξ1N
−1
M
[
Pc(ξ1(PcF2)x)
]
dξ
)
x
−
(∫
ξ1N
−1
M
[
ΦxGξ1
]
dξ
)
x
−
(∫
ξ1N
−1
M
[
∂t(PcF2) + (
M
ρ
)t n2 − 2Q(F2,G)
]
dξ
)
x
,
and the microscopic part PcF2 satisfies the equation
(2.14) ∂t(PcF2)−NM(PcF2) +Pc(ξ1F2x) +Pc(Φx∂ξ1F1) + (
M
ρ
)t n2 = 2Q(F2,G).
The detailed derivation of the equations (2.13) and (2.14) can be found in [26]. Note that the equation (2.13) is a
diffusive equation with the damping term and higher order source terms if both the density ρ and the temperature
θ have the lower and upper positive bound, which is the main observation of the previous paper [26] such that the
electric potential terms can be estimated and thus the stability of basic wave patterns to the bipolar VPB system
(1.4) could be expected. It should be remarked that this decomposition of the system (1.4) into the equations
(2.8)-(2.14) is quite universal and give a unified framework for the stability analysis towards the wave patterns.
In the following sections, as an application of the new decomposition, we prove the nonlinear stability of
the combination of a viscous contact wave and two rarefaction waves to the Cauchy problem of the 1D bipolar
VPB system (1.1) or (1.4). Due to the different structure condition around the viscous contact wave in Eulerian
and Lagrangian coordinates and one-dimensional regime, here we conveniently use the Lagrangian coordinate
transformation
(2.15) (t, x) =⇒
(
t,
∫ (t,x)
(0,0)
ρ(τ, y)dy − (ρu1)(τ, y)dτ
)
,
where
∫ B
A fdy + gdτ represents a line integration from point A to point B on the half-plane R
+ ×R. Here, the
line integration is independent of the path due to the mass conservation equation (2.8)1.
Under this Lagrangian transformation, (1.1) becomes
(2.16)

FAt − u1
v
FAx +
ξ1
v
FAx +
Φx
v
∂ξ1FA = Q(FA, FA) +Q(FA, FB),
FBt − u1
v
FBx +
ξ1
v
FBx − Φx
v
∂ξ1FB = Q(FB , FA) +Q(FB, FB),
1
v
(
Φx
v
)
x
=
∫
(FA − FB)dξ
with the initial values and the far-field states given by
(2.17)
FA(t = 0, x, ξ) = FA0(x, ξ)→M[v±,u±,θ±](ξ), as x→ ±∞,
FB(t = 0, x, ξ) = FB0(x, ξ)→M[v±,u±,θ±](ξ), as x→ ±∞,
Φx → 0, as x→ ±∞,
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where the two states (v±, u±, θ±) with u± = (u1±, 0, 0)t and v± > 0, u1±, θ± > 0 are connected by the Riemann
solution with the combination of two rarefaction waves in the first and third characteristic fields and a contact
discontinuity in the second characteristic field to the corresponding 1D Euler system
(2.18)

vt − u1x = 0,
u1t + px = 0, uit = 0, i = 2, 3,(
e+
|u|2
2
)
t
+ (pu1)x = 0
with the Riemann initial data
(2.19) (v0, u0, θ0)(x) =
{
(v+, u+, θ+), x > 0,
(v−, u−, θ−), x < 0.
Furthermore, the transformed system (1.4) becomes
(2.20)

F1t − u1
v
F1x +
ξ1
v
F1x +
Φx
v
∂ξ1F2 = 2Q(F1, F1),
F2t − u1
v
F2x +
ξ1
v
F2x +
Φx
v
∂ξ1F1 = 2Q(F2, F1),
1
v
(
Φx
v
)
x
= 2
∫
F2dξ = 2n2.
with the initial values and the far-field states given by
(2.21)

F1(t = 0, x, ξ) = F10(x, ξ)→M[v±,u±,θ±](ξ), as x→ ±∞,
F2(t = 0, x, ξ) = F20(x, ξ)→ 0, as x→ ±∞,
Φx → 0, as x→ ±∞.
By the previous micro-macro decomposition for F1 = M+G, one has the following fluid-part system for F1:
(2.22)

vt − u1x = 0,
ut + px − Φxn2 = −
∫
ξ21Gxdξ,
uit = −
∫
ξ1ξiGxdξ, i = 2, 3,(
e +
|u|2
2
)
t
+ (pu1)x − Φx
∫
ξ1F2dξ = −
∫
1
2
ξ1|ξ|2Gxdξ
and
(2.23)

vt − u1x = 0,
u1t + px − Φxn2 = 4
3
(
µ(θ)
v
u1x
)
x
−
∫
ξ21Π1xdξ,
uit =
(
µ(θ)
v
uix
)
x
−
∫
ξ1ξiΠ1xdξ, i = 2, 3,(
e+
|u|2
2
)
t
+ (pu1)x − Φx
∫
ξ1F2dξ =
(
κ(θ)
v
θx
)
x
+
4
3
(
µ(θ)
v
u1u1x
)
x
+
3∑
i=2
(
µ(θ)
v
uiuix
)
x
−
∫
1
2
ξ1|ξ|2Π1xdξ,
and the non-fluid equation for F1:
(2.24) Gt − u1
v
Gx +
1
v
P1(ξ1Mx) +
1
v
P1(ξ1Gx) +
1
v
P1(Φx∂ξ1F2) = LMG+ 2Q(G,G),
with
(2.25) G = L−1
M
[
1
v
P1(ξ1Mx)] + Π1,
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and
(2.26) Π1 = L
−1
M
[Gt − u1
v
Gx +
1
v
P1(ξ1Gx) +
1
v
P1(Φx∂ξ1F2)− 2Q(G,G)].
By the new micro-macro decomposition to F2,
F2 = n2vM+PcF2,
the macroscopic part n2 satisfy the following equation
(2.27) n2t − u1
v
n2x +
1
v
(∫
ξ1F2dξ
)
x
= 0,
or
(2.28) n2t +
u1x
v
n2 +
1
v
(∫
ξ1PcF2dξ
)
x
= 0,
or equivalently,
(2.29)
n2t +
u1x
v
n2 +
1
v
(κ1(θ)
Rθv
Φx
)
x
− 1
v
(κ1(θ)
v
(n2v)x
)
x
= −1
v
(
n2
∫
ξ1N
−1
M
[
Pc(ξ1Mx)
]
dξ
)
x
− 1
v
( ∫
ξ1N
−1
M
[1
v
Pc(ξ1(PcF2)x)
]
dξ
)
x
− 1
v
(∫
ξ1N
−1
M
[Φx
v
Gξ1
]
dξ
)
x
−1
v
(∫
ξ1N
−1
M
[
(PcF2)t − u1
v
(PcF2)x +
(
(Mv)t − u1
v
(Mv)x
)
n2 − 2Q(F2,G)
]
dξ
)
x
.
And the microscopic part PcF2 satisfies the equation
(2.30) (PcF2)t −NM(PcF2) = −ξ1
v
F2x +
u1
v
F2x − (n2Mv)t − 1
v
Pc(Φx∂ξ1F1) + 2Q(F2,G).
3. Constructions of Ansatz and Main Result
In this section, we first construct the viscous contact wave, rarefaction waves and superposition waves to the
bipolar VPB system and then state our main result.
3.1. Construction of superposition wave. In the present paper, we consider the case of the superposition
of a viscous contact wave in the second characteristic field and two rarefaction waves in the first and third
characteristic fields, respectively, that is, for given constant state (v−, u−, θ−) with v− > 0, θ− > 0 and u− ∈ R,
the right end state (v+, u+, θ+) satisfying
(3.1) (v+, u+, θ+) ∈ R1 − CD2 −R3(v−, u−, θ−) ⊂ Ω(v−, u−, θ−),
where Ω(v−, u−, θ−) is some neighborhood of the state (v−, u−, θ−) in the phase plane {(v, u, θ)|v > 0, u > 0}
and
R1 − CD2 −R3(v−, u−, θ−) ,
{
(v, u, θ) ∈ Ω(v−, u−, θ−)
∣∣∣∣∣s 6= s−,
u ≥ u− −
∫ e 35 (s−−s)v
v−
λ−(η, s−)dη, u ≥ u− −
∫ v
e
3
5
(s−−s)v−
λ+(η, s)dη
}
and the entropy s and the eigenvalues λ±(v, s) are given by
s =
2
3
ln v + ln(
4pi
3
θ) + 1, s± =
2
3
ln v± + ln(
4pi
3
θ±) + 1, λ±(v, s) = ±
√
5
6pi
v−
8
3 es.
By the standard argument (e.g. [39]), if the wave strength δ is suitably small, there exists a unique pair of states
(v∗−, u
∗, θ∗−) and (v
∗
+, u
∗, θ∗+) in Ω(v−, u−, θ−) satisfying
(3.2)
2θ∗−
3v∗−
=
2θ∗+
3v∗+
, p∗,
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i. e., the states (v∗±, u
∗, θ∗±) are connected by 2-contact discontinuity solution
(3.3) (V˜ , U˜ , Θ˜)(x, t) =
{
(v∗−, u
∗, θ∗−), x < u
∗t, t > 0,
(v∗+, u
∗, θ∗+), x > u
∗t, t > 0,
to the Riemann problem (2.18)-(2.19) provide that (3.2) holds, and the states (v∗−, u
∗, θ∗−) and (v
∗
+, u
∗, θ∗+) belong
to the 1-rarefaction wave curve R−(v−, u−, θ−) and the 3-rarefaction wave curve R+(v+, u+, θ+), respectively,
with the rarefaction curves defined by
R±(v±, u±, θ±) =
{
(v, u, θ)
∣∣∣∣∣s = s±, u = u± −
∫ v
v±
λ±(η, s±)dη, v > v±
}
.
Now we first construct the viscous contact wave, which is the viscous version of 2-contact discontinuity solution
(3.3). Without loss of generality, we assume u∗ = 0 in what follows. Motivated by [23], for the bipolar VPB
system, the viscous contact wave is constructed as the unique self-similar solution Θ( x√
1+t
) of the following
nonlinear diffusion equation
(3.4) Θt = (a(Θ)Θx)x, Θ(±∞, t) = θ∗±, a =
9p∗κ(s)
10s
> 0.
We define
(3.5) V cd =
2
3p∗
Θ, U cd1 =
2a(Θ)
3p∗
Θx + u
∗, U cdi = 0, i = 2, 3, Θ
cd = Θ.
There exists some positive constant δ¯, such that for δcd = |θ∗+ − θ∗−| ≦ δ¯, Θ satisfies
(3.6) (1 + t)|Θxx|+ (1 + t) 12 |Θx|+ |Θ− θ∗±| ≤ c1δcde−
c2x
2
1+t as |x| → ∞,
where c1 and c2 are positive constants depending only on θ
∗
± and δ¯. It can verified by a straightforward compu-
tation that (V cd, U cd,Θcd) satisfies
(3.7)

V cdt − U cd1x = 0,
U cd1t + P
cd
x =
4
3
(
µ(Θcd)
V cd
U cd1x
)
x
+R1, U
cd
it = 0, i = 2, 3,
Θcdt + P
cdU cd1x =
(
κ(Θcd)
V cd
Θcdx
)
x
+
4µ(Θcd)
3V cd
(U cd1x)
2 +
3∑
i=2
µ(Θcd)
V cd
(U cdix )
2 +R2,
where P cd = p∗+ = p
∗
− = p
∗ and
(3.8)
R1 = U
cd
1t −
4
3
(
µ(Θcd)
V cd
U cd1x
)
x
= O(1)δcd(1 + t)−3/2e−
c2x
2
1+t ,
R2 = −
(
4
3
µ(Θcd)
V cd
(U cd1x)
2 +
3∑
i=2
µ(Θcd)
V cd
(U cdix )
2
)
= O(1)δcd(1 + t)−2e−
c2x
2
1+t .
Now we turn to the construction of approximate rarefaction wave. The 1-rarefaction wave (vr−, u
r
−, θ
r
−)(
x
t )
(respectively 3-rarefaction wave (vr+, u
r
+, θ
r
+)(
x
t )) connecting (v−, u−, θ−) and (v
∗
−, 0, θ
∗
−) (respectively connecting
(v∗+, 0, θ
∗
+) and (v+, u+, θ+)) is the weak solution of the Riemann problem of the Euler system (2.18) with the
following initial Riemann data
(3.9) (v±, u±, θ±)(x, 0) =
{
(v∗±, 0, θ
∗
±), ±x < 0,
(v±, u±, θ±), ±x > 0.
Since the rarefaction wave (vr±, u
r
±, θ
r
±) are weak solutions, it is convenient to construct approximate rarefaction
wave which is smooth. Motivated by Matsumura-Nishihara [37], the smooth solutions of Euler system (2.18),
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(V r±, U
r
±,Θ
r
±), which approximate (v
r
±, u
r
±, θ
r
±), are given by
(3.10)

λ±(V r±(x, t), s±) = w±(x, t),
U r1± = u1± −
∫ V r±(x,t)
v±
λ±(η, s±)dη, U ri± = 0, i = 2, 3,
Θr± = θ±(v±)
2
3 (V r±)
− 23 ,
where w− (respectively w+) is the solution of the initial problem for the typical Burgers equation:
(3.11)
{
wt + wwx = 0, (x, t) ∈ R× (0,∞),
w(x, 0) =
wr + wl
2
+
wr − wl
2
tanhx,
with wl = λ−(v−, s−), wr = λ−(v∗−, s−) (respectively wl = λ+(v
∗
+, s+), wr = λ+(v+, s+)). It can be verified by a
straightforward computation that (V r±, U
r
±,Θ
r
±) satisfies
(3.12)

(V r±)t − (U r1±)x = 0,
(U r1±)t + (P
r
±)x = 0, (U
r
i±)t = 0, i = 2, 3,
(Θr±)t + P
r
±(U
r
1±)x = 0,
where P r± =
2Θr±
3V r±
.
Lemma 3.1. For given wl ∈ R and w¯ > 0, let wr ∈ {0 < w˜ , w − wl < w¯}. Then the problem (3.11) has a
unique smooth global solution in time satisfying the following properties.
(i) wl < w(x, t) < wr, wx > 0 (x ∈ R, t > 0).
(ii) For p ∈ [1,∞], there exists some positive constant C = C(p, wl, w¯) such that for w˜ ≧ 0 and t ≧ 0,
‖wx(t)‖Lp ≤ Cmin{w˜, w˜1/pt−1+1/p}, ‖wxx(t)‖Lp ≤ Cmin{w˜, t−1}.
(iii) If wl > 0, for any (x, t) ∈ (−∞, 0]× [0,∞),
|w(x, t) − wl| ≤ w˜e−2(|x|+wlt), |wx(x, t)| ≤ 2w˜e−2(|x|+wlt).
(iv) If wr < 0, for any (x, t) ∈ [0,∞)× [0,∞),
|w(x, t) − wr| ≤ w˜e−2(x+|wr|t), |wx(x, t)| ≤ 2w˜e−2(x+|wr|t).
(v) For the Riemann solution wr(x/t) of the scalar equation (3.11) with the Riemann initial data
w(x, 0) =
{
wl, x < 0,
wr, x > 0,
we have
lim
t→+∞
sup
x∈R
|w(x, t) − wr(x/t)| = 0.
In order to cope with the wave interactions of viscous contact wave and two rarefaction waves, we divide the
half space R×R+ into three parts, that is R×R+ = Ω− ∪ Ωc ∪ Ω+ with
Ω± =
{
(x, t)
∣∣± 2x > ±λ±(v∗±, s±)t},
and
Ωc =
{
(x, t)
∣∣λ−(v∗−, s−)t ≤ 2x ≤ λ+(v∗+, s+)t}.
Then (3.6) and Lemma 3.1 lead to
Lemma 3.2. For any given left end state (v−, u−, θ−), we assume that (3.1) holds. Then the smooth rarefac-
tion waves (V r±, U
r
±,Θ
r
±) constructed in (3.10) and the viscous contact wave (V
cd, U cd,Θcd) constructed in (3.5)
satisfying the following:
(i) (U r1±)x ≥ 0, (x ∈ R, t > 0).
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(ii) For p ∈ [1,∞], there exists a positive constant C = C(v−, u−, θ−, δ) such that for δ = |θ+ − θ−|,
‖((V r±)x, (U r1±)x, (Θr±)x)(t)‖Lp ≤ Cmin{δ, δ1/pt−1+1/p}
and
‖((V r±)xx, (U r1±)xx, (Θr±)xx)(t)‖Lp ≤ Cmin{δ, t−1}.
(iii) There exists a positive constant C = C(v−, u−, θ−, δ) such that for
c0 =
1
10
min
{
|λ−(v∗−, s−)|, λ+(v∗+, s+), c1λ2−(v∗−, s−), c1λ2+(v∗+, s+), 1
}
,
we have in Ωc
(U r1±)x + |(V r±)x|+ |V r± − v∗±|+ |(Θr±)x|+ |Θr± − θ∗±| ≤ Cδe−c0(|x|+t),
and in Ω∓ { |V cd − v∗∓|+ |V cdx |+ |Θcd − θ∗∓|+ |U cd1x |+ |Θcdx | ≤ Cδe−c0(|x|+t),
(U r1±)x + |(V r±)x|+ |V r± − v∗±|+ |(Θr±)x|+ |Θr± − θ∗±| ≤ Cδe−c0(|x|+t).
(iv) For the rarefaction waves (vr±, u
r
±, θ
r
±)(x/t), it holds that
lim
t→+∞ supx∈R
∣∣(V r±, U r±,Θr±, )(x, t)− (vr±, ur±, θr±, )(x/t)∣∣ = 0.
Finally, we define the superposition wave pattern by
(3.13)
 v¯u¯1
θ¯
 (x, t) =
 V cd + V r− + V r+U cd1 + U r1− + U r1+
Θcd +Θr− +Θ
r
+
 (x, t)−
 v∗− + v∗+0,
θ∗− + θ
∗
+
 , u¯i = 0, i = 2, 3,
which is the linear combination of a viscous contact wave and two rarefaction waves. Then the composite wave
pattern (v¯, u¯, θ¯) satisfies
(3.14)

v¯t − u¯1x = 0,
u¯1t + p¯x = (p¯− p+ − p−)x + 4
3
(µ(Θcd)
V cd
U cd1x
)
x
+R1,
u¯it = 0,
θ¯t + p¯u¯1x = (p¯− p∗)U cd1x + (p¯− pr+)(U r1+)x + (p¯− pr−)(U r1−)x
+
(κ(Θcd)
V cd
Θcdx
)
x
+
4µ(Θcd)
3V cd
(U cd1x)
2 +
3∑
i=2
µ(Θcd)
V cd
(U cdix )
2 +R2,
where p¯ = 2θ¯3v¯ , and R1 and R2 are defined as in (3.8).
3.2. Main Result. Denote
(3.15)
E(t) = sup
τ∈[0,t]
{
‖(v − v¯, u− u¯, θ − θ¯)‖2H1(R) + ‖(Φx, n2, n2x)‖2 +
∑
0≤|β|≤2
∫
R
∫ |∂β(G,PcF2)|2
M⋆
dξdx
+
∑
|α′|=1,0≤|β′|≤1
∫ ∫ |∂α′∂β′(G,PcF2)|2
M⋆
dξdx +
∑
|α|=2
∫ ∫ |∂α(F1, F2)|2
M⋆
dξdx
}
,
where and in the sequel ∂α = ∂αx,t, ∂
β = ∂βξ . Then, we can state our main result as follows.
Theorem 3.1. There exist positive constants δ0 and ε0 and a global Maxellian M⋆ = M[v⋆,u⋆,θ⋆] with v⋆ >
0, θ⋆ > 0, such that if the wave strength δ = |(v+ − v−, u+ − u−, θ+ − θ−)| ≤ δ0 and the initial data satisfies
(3.16) E(0) ≤ ε0,
then the Cauchy problem of the bipolar VPB system (2.20)–(2.21) admits a unique global classical solution
(F1, F2,Φ) which satisfies the uniform estimates
E(t) ≤ C(E(0) + δ 120 )
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for the positive constant C independent of time, and tends time-asymptotically towards the composite wave pattern
(v¯, u¯, θ¯)
‖(F1(t, x, ξ) −M[v¯,u¯,θ¯](t, x, ξ), F2(t, x, ξ))‖L∞x L2ξ( 1√M⋆ ) + ‖(Φx, n2)(t, x)‖L∞x → 0, as t→∞, .
Consequently, it holds that
‖(FA −M[v¯,u¯,θ¯], FB −M[v¯,u¯,θ¯])‖L∞x L2v( 1√M∗ ) + ‖(Φx, n2)‖L∞x → 0, as t→∞.
Here and in the sequel f(ξ) ∈ L2ξ( 1√M⋆ ) means that
f(ξ)√
M⋆
∈ L2ξ(R3).
Remark 3.1. Theorem 3.1 implies that the composite wave pattern by the linear superposition of 2-viscous contact
wave and two rarefaction waves in the first and third characteristic fields is nonlinearly stable to the 1D bipolar
VPB system (1.4) under the combined effects of the binary collisions, mutual interactions, and the electrostatic
potential forces.
Set the perturbation around the superposition wave pattern (v¯, u¯, θ¯)(x, t) by
(3.17) (φ, ψ, ζ)(x, t) = (v − v¯, u− u¯, θ − θ¯)(x, t)
where (v, u, θ)(x, t) is the fluid variables to the solution F1(x, t, ξ) of the VPB equation (2.20). By (2.23) and
(3.14), we can write the system for the perturbation (φ, ψ, ζ) in (3.17) as follows.
(3.18)

φt − ψ1x = 0,
ψ1t + (p− p¯)x − Φxn2 = 4
3
(
µ(θ)
v
u1x − µ(θ¯)
v¯
u¯1x
)
x
−
∫
ξ21Π1xdξ − R¯1,
ψit =
(
µ(θ)
v
uix − µ(θ¯)
v¯
u¯ix
)
x
−
∫
ξ1ξiΠ1xdξ, i = 2, 3,
ζt + (pu1x − p¯u¯1x)− Φx
∫
ξ1PcF2dξ =
(
κ(θ)
v
θx − κ(θ¯)
v¯
θ¯x
)
x
+
4
3
(
µ(θ)
v
u21x −
µ(θ¯)
v¯
u¯21x
)
+
3∑
i=2
(
µ(θ)
v
u2ix −
µ(θ¯)
v¯
u¯2ix
)
−
∫
1
2
ξ1|ξ|2Π1xdξ +
3∑
i=1
ui
∫
ξ1ξiΠ1xdξ − R¯2,
where
p¯ =
2θ¯
3v¯
, p∗ =
2θ∗−
3v∗−
=
2θ∗+
3v∗+
, P r± =
2Θr±
3V r±
,
R¯1 = (p¯− P r− − P r+)x + U cd1t −
4
3
(
µ(θ¯)
v¯
u¯1x
)
x
,
R¯2 = (p¯− p∗)U cd1x + (p¯− P r−)(U r1−)x + (p¯− P r+)(U r1+)x −
4
3
µ(θ¯)
v¯
|u¯1x|2 −
(
κ(θ¯)
θ¯x
v¯
− κ(Θcd)Θ
cd
x
V cd
)
x
.
Denote
(3.19) G¯ =
3
2vθ
L−1
M
[
P1
(
ξ1(
|ξ − u|2
2θ
θ¯x + ξ1u¯1x)
)
M
]
,
and let
(3.20) G˜ = G− G¯.
Note that for technical reasons, we introduce G¯ in (3.19) to circumvent the difficulty caused by the fact that
‖θ¯x‖2 ∼ (1 + t)− 12 is not integrable with respect to t. Then it holds that
(3.21)
G˜t − LMG˜ = − 3
2vθ
P1
[
ξ1(
|ξ − u|2
2θ
ζx + ξ · ψx)
]
M+
u1
v
Gx − 1
v
P1(ξ1Gx)− 1
v
P1(Φx∂ξ1F2) + 2Q(G,G)− G¯t.
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We do the following a priori assumption:
(3.22)
N (T ) = sup
0≤t≤T
{
‖(φ, ψ, ζ)(t, ·)‖2H1 + ‖(Φx, n2, n2x)‖2 +
∑
0≤|β|≤2
∫ ∫ |∂β(G˜,PcF2)|2
M⋆
dξdx
+
∑
|α′|=1,0≤|β′|≤1
∫ ∫ |∂α′∂β′(G,PcF2)|2
M⋆
dξdx +
∑
|α|=2
∫ ∫ |∂α(F1, F2)|2
M⋆
dξdx
}
≤ χ2,
where and in the sequel χ is a small positive constant depending on the initial data and wave strengths.
By (2.22), (3.8) and (3.14), one has
(3.23)

φt − ψ1x = 0,
ψ1t + (p− p¯)x − Φxn2 = −
∫
ξ21Gxdξ − U cd1t − (p¯− P r+ − P r−)x,
ψit = −
∫
ξ1ξiGxdξ, i = 2, 3,
ζt + (pu1x − p¯u¯1x)− Φx
∫
ξ1PcF2dξ = −
∫
1
2
ξ1|ξ|2Gxdξ +
3∑
i=1
ui
∫
ξ1ξiGxdξ
−
(
(p¯− p∗)U cd1x + (p¯− P r−)(U r1−)x + (p¯− P r+)(U r1+)x
)
−
(
κ(Θcd)
V cd
Θcdx
)
x
.
In fact, by the a priori assumption (3.22), one also has from the system (3.23) that
(3.24) ‖(φ, ψ, ζ, n2)‖2L∞x ≤ Cχ2,
and
(3.25) ‖(φt, ψt, ζt)‖2 ≤ C(χ+ δ)2,
hence, one has
(3.26) ‖(vt, ut, θt)‖2 ≤ C‖(φt, ψt, ζt)‖2 + C‖(v¯t, u¯t, θ¯t)‖2 ≤ C(χ+ δ)2.
For |α| = 2, it follows from (2.1) and (3.22) that
(3.27) ‖∂α
(
ρ, ρu, ρ(θ +
|u|2
2
), n2
)
‖2 ≤ C
∫ ∫ |∂α(F1, F2)|2
M⋆
dξdx ≤ Cχ2,
and
(3.28)
‖∂α(v, u, θ)‖2 ≤ C‖∂α
(
ρ, ρu, ρ(θ +
|u|2
2
)
)
‖2 + C
∑
|α′|=1
∫
|∂α′
(
ρ, ρu, ρ(θ +
|u|2
2
)
)
|4dx
≤ C(χ+ δ)2.
Therefore, for |α| = 2, we have
(3.29) ‖∂α(φ, ψ, ζ, n2)‖2 ≤ C(χ+ δ)2.
By (2.28) and a priori assumption (3.22), it holds that
(3.30) ‖n2t‖2 ≤ C‖u1x‖2 + C
∫ ∫ |(PcF2)x|2
M⋆
dξdx ≤ C(χ+ δ)2.
By (3.22), (3.29) and (3.30), for |α′| = 1, it holds that
(3.31) ‖∂α′(φ, ψ, ζ, n2)‖2L∞ ≤ C(χ+ δ)2.
By (2.20)3 and (2.28), one has
(3.32)
(
Φx
2v
)
t
+
∫
ξ1PcF2dξ = 0.
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Then by (2.20)3 and (3.32), one has
(3.33)
‖Φxx‖2 ≤ C‖n2‖2 + C
∫
|Φx|2|vx|2dx ≤ C(χ+ δ)2,
‖Φxt‖2 ≤ C
∫
|Φx|2|vt|2dx+ C
∫ ∫ |PcF2|2
M⋆
dξdx ≤ C(χ+ δ)2.
By (3.29), (3.31) and (3.33), it holds that
(3.34)
‖(Φxxx,Φxxt,Φxtt)‖2 ≤ C
∫
|(vx, vt)|2|(Φxx,Φxt)|2dx+ C
∫
|Φx|2(|(vxx, vxt, vtt)|2 + |(vx, vt)|4)dx
+C
∫
(|n2x|2 + |n2|2|vx|2)dx + C
∫
|(vx, vt)|2
(∫ |PcF2|2
M⋆
dξ
)
dx+ C
∑
|α′|=1
∫ ∫ |∂α′(PcF2)|2
M⋆
dξdx
≤ C(χ+ δ)2.
By (3.30), (3.33), (3.34) and (3.29), it holds that
(3.35) ‖(Φx,Φxx,Φxt)‖2L∞ ≤ C(χ+ δ)2.
Moreover, it holds that
(3.36) ‖
∫ |(G˜,PcF2)|2
M⋆
dξ‖L∞x ≤ C
(∫ ∫ |(G˜,PcF2)|2
M⋆
dξdx
) 1
2
·
(∫ ∫ |(G˜,PcF2)x|2
M⋆
dξdx
) 1
2
≤ Cχ.
Furthermore, for |α′| = 1, |β′| = 1, it holds that
(3.37)
‖
∫ |∂α′(G,PcF2)|2
M⋆
dξ‖L∞x ≤ C
(∫ ∫ |∂α′(G,PcF2)|2
M⋆
dξdx
) 1
2
·
(∫ ∫ |∂α′(G,PcF2)x|2
M⋆
dξdx
) 1
2
≤ Cχ
and
(3.38)
‖
∫ |∂β′(G˜,PcF2)|2
M⋆
dξ‖L∞x ≤ C
(∫ ∫ |∂β′(G˜,PcF2)|2
M⋆
dξdx
) 1
2
·
(∫ ∫ |∂β′(G˜,PcF2)x|2
M⋆
dξdx
) 1
2
≤ Cχ.
Finally, by noticing the facts that F1 = M+G and F2 = n2vM+PcF2 and (3.28) with |α| = 2, it holds that
(3.39)∫ ∫ |∂α(G,PcF2)|2
M⋆
dξdx ≤ C
∫ ∫ |∂α(F1, F2)|2
M⋆
dξdx + C
∫ ∫ |∂αM|2 + |∂α(n2vM)|2
M⋆
dξdx ≤ C(χ+ δ)2,
where in the last inequality we have used a similar argument as used for (3.37).
Now we list some lemmas for later use. The following lemmas are based on the celebrated H-theorem. The
first lemma is from [33].
Lemma 3.3. There exists a positive constant C such that∫
ν(|ξ|)−1Q(f, g)2
M˜
dξ ≤ C
{∫
ν(|ξ|)f2
M˜
dξ ·
∫
g2
M˜
dξ +
∫
f2
M˜
dξ ·
∫
ν(|ξ|)g2
M˜
dξ
}
,
where M˜ can be any Maxwellian so that the above integrals are well-defined.
Based on Lemma 3.3, the following three lemmas are taken from [32]. Their proofs are straightforward by
using Cauchy inequality.
Lemma 3.4. If θ/2 < θ⋆ < θ, then there exist two positive constants σ˜ = σ˜(v, u, θ; v⋆, u⋆, θ⋆) and η0 =
η0(v, u, θ; v⋆, u⋆, θ⋆) such that if |v − v⋆|+ |u− u⋆|+ |θ − θ⋆| < η0, we have for g(ξ) ∈ N⊥,
−
∫
gLMg
M⋆
dξ ≥ σ˜
∫
ν(|ξ|)g2
M⋆
dξ, −
∫
gNMg
M⋆
dξ ≥ σ˜
∫
ν(|ξ|)g2
M⋆
dξ.
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Lemma 3.5. Under the assumptions in Lemma 3.4, we have for each g(ξ) ∈ N⊥,∫
ν(|ξ|)
M⋆
|L−1
M
g|2dξ ≤ σ˜−2
∫
ν(|ξ|)−1g2
M⋆
dξ, and
∫
ν(|ξ|)
M⋆
|N−1
M
g|2dξ ≤ σ˜−2
∫
ν(|ξ|)−1g2
M⋆
dξ.
Lemma 3.6. For 0 < t ≤ +∞, suppose that h(x, t) satisfies
h ∈ L∞(0, t;L2(R)), hx ∈ L2(0, t;L2(R)), ht ∈ L2(0, t;H−1(R)).
Then
(3.40)
∫ t
0
∫
h2wˆ2dxds ≤ 4pi‖h(0)‖2 + 4piα−1
∫ t
0
‖hx‖2ds+ 8α
∫ t
0
< ht, hg
2 >H−1×H1 ds
for α > 0, and
wˆ(x, t) = (1 + t)−
1
2 exp
(
− αx
2
1 + t
)
, g(x, t) =
∫ x
−∞
wˆ(y, t)dy.
Remark 3.2. In Lemmas 3.4-3.5, η0 may not be sufficiently small positive constant. However, in the proof of
Theorem 3.1 in the following sections, the smallness of η0 is crucially used to close the a priori assumption (3.22).
From the proof of Lemmas 3.4-3.5 in [32], it can be seen that Lemmas 3.4-3.5 still hold true for more smaller
positive constant η0. The proof of Lemma 3.6 can be found in Huang-Li-Matsumura [14] for the stability of viscous
contact wave for the compressible Navier-Stokes equations.
4. Lower Order Estimates
The proof of Theorem 3.1 is shown by the continuum argument for the local solution to the system (1.4) or
equivalently the system (2.23)-(2.30), while the local-in-time solution can be constructed similarly as in [13, 49].
Therefore, to prove Theorem 3.1, it is sufficient to close the a priori assumption (3.22) and verify the time-
asymptotic behaviors of the solution. For the a priori estimates, we start from the lower order estimates.
Proposition 4.1. For each (v±, u±, θ±), there exists a positive constant C such that, if δ ≤ δ0 for a suitably
small positive constant δ0, then it holds that
(4.1)
sup
0≤t≤+∞
‖(φ, ψ, ζ, φx,Φx, n2)(·, t)‖2 +
∫ ∫ |(G˜,PcF2)|2
M⋆
(x, ξ, t)dξdx + δ
∫ t
0
‖|wˆ|(φ, ψ, ζ)‖2ds
+
∫ t
0
[ ∑
|α′|=1
‖∂α′(φ, ψ, ζ, n2)‖2 + ‖(Φx,Φxt, n2)‖2
]
ds+
∫ t
0
∫ ∫
ν(|ξ|)|(G˜,PcF2)|2
M⋆
dξdxds
≤ C‖(φ0, ψ0, ζ0, φ0x,Φ0x, n20)‖2 + C
∫ ∫ |(G˜,PcF2)|2
M⋆
(x, ξ, 0)dξdx + Cδ
+C
∑
1≤|α|≤2
∫ t
0
∫ ∫
ν(|ξ|)|∂α(G,PcF2)|2
M⋆
dξdxds+ C(χ+ δ)
∫ t
0
∫ ∫
ν(|ξ|)|∂ξ1 (PcF2)x|2
M⋆
dξdxds
+C(χ+ δ)
∑
|β′|=1
∫ t
0
∫ ∫
ν(|ξ|)|∂β′(G˜,PcF2)|2
M⋆
dξdxds.
Proof: The proof of the lower order estimates in Proposition 4.1 includes the following steps.
Step 1. Estimation on ‖(φ, ψ, ζ)(·, t)‖2.
First, multiplying (3.18)2 by ψ1 leads to
(4.2)
(
ψ21
2
)
t
+
(
(p− p¯)ψ1 − 4
3
(
µ(θ)
v
u1x − µ(θ¯)
v¯
u¯1x
)
ψ1 + ψ1
∫
ξ21Π1dξ
)
x
+
4
3
µ(θ)
v
ψ21x −
2
3
ζ
v
ψ1x
−2
3
θ¯
(
1
v
− 1
v¯
)
φt +
4
3
(
µ(θ)
v
− µ(θ¯)
v¯
)
u¯1xψ1x − Φxn2ψ1 − ψ1x
∫
ξ21Π1dξ = −R¯1ψ1,
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multiplying (3.18)3 by ψi (i = 2, 3), gives
(4.3)
(
ψ2i
2
)
t
+
(
−
(µ(θ)
v
uix
)
ψi + ψi
∫
ξ1ξiΠ1dξ
)
x
+
µ(θ)
v
ψ2ix − ψix
∫
ξ1ξiΠ1dξ = 0,
multiplying (3.18)4 by ζθ
−1, we have,
(4.4)
ζζt
θ
+
(
−
(κ(θ)
v
θx − κ(θ¯)
v¯
θ¯x
)ζ
θ
+
ζ
θ
∫
1
2
ξ1|ξ|2Π1dξ −
3∑
i=1
ui
ζ
θ
∫
ξ1ξiΠ1dξ
)
x
+
2ζ
3v
ψ1x
+(p− p¯)u¯1x ζ
θ
+
κ(θ)θ¯
θ2v
ζ2x −
κ(θ)
θ2v
ζζxθ¯x +
(κ(θ)
v
− κ(θ¯)
v¯
) θ¯
θ2
θ¯xζx −
(κ(θ)
v
− κ(θ¯)
v¯
)ζθ¯2x
θ2
−4
3
µ(θ)
θv
ζψ21x −
3∑
i=2
µ(θ)
θv
ζψ2ix −
8
3
µ(θ)
θv
ζψ1xu¯1x − 4
3
(µ(θ)
v
− µ(θ¯)
v¯
)ζ
θ
u¯21x
−
(ζ
θ
)
x
∫
1
2
ξ1|ξ|2Π1dξ +
3∑
i=1
(
ui
ζ
θ
)
x
∫
ξ1ξiΠ1dξ − Φx ζ
θ
∫
ξ1PcF2dξ = −R¯2 ζ
θ
.
Note that
(4.5) − 2
3
θ¯
(
1
v
− 1
v¯
)
φt =
(
2
3
θ¯Φ
(v
v¯
))
t
− 2
3
θ¯tΦ
(v
v¯
)
+
p¯φ2
vv¯
v¯t,
(4.6)
ζζt
θ
=
(
θ¯Φ
(θ
θ¯
))
t
+ θ¯tΦ
( θ¯
θ
)
,
(4.7)
−2
3
θ¯t =
2
3
P r−(U
r
1−)x +
2
3
P r+(U
r
1+)x − p∗U cd1x
=
2
3
p¯(U r1−)x +
2
3
p¯(U r1+)x +
2
3
(P r− − p¯)(U r1−)x +
2
3
(P r+ − p¯)(U r1+)x − p∗U cd1x
and
(4.8) − 2
3
θ¯tΦ
(v
v¯
)
+
p¯φ2
vv¯
v¯t + θ¯tΦ
(
θ¯
θ
)
+ (p− p¯)u¯1x ζ
θ
= p¯
(
Φ
(
θv¯
θ¯v
)
+
5
3
Φ
(v
v¯
))(
(U r1−)x + (U
r
1+)x
)
+ Q˜,
where
(4.9)
Q˜ = U cd1x
(
p¯φ2
vv¯
− pmΦ
(v
v¯
)
+
3
2
pmΦ
(
θ¯
θ
)
+
ζ
θ
(p− p¯)
)
+
2
3
(p− − p¯)(U r1−)x
(
Φ
(v
v¯
)
− 3
2
Φ
(
θ¯
θ
))
+
2
3
(p+ − p¯)(U r1+)x
(
Φ
(v
v¯
)
− 3
2
Φ
(
θ¯
θ
))
.
It follows from (4.2)-(4.9) that,
(4.10)
(
2
3
θ¯Φ
(v
v¯
)
+ θ¯Φ
(
θ
θ¯
)
+
1
2
3∑
i=1
ψ2i
)
t
+
4
3
µ(θ)θ¯
θv
ψ21x +
3∑
i=2
µ(θ)θ¯
θv
ψ2ix +
κ(θ)θ¯
θ2v
ζ2x
+p¯
(
Φ
(
θv¯
θ¯v
)
+
5
3
Φ
(v
v¯
))(
(U r1−)x + (U
r
1+)x
)
+Q1 +Q2 − Φxn2ψ1 − Φx ζ
θ
∫
ξ1PcF2dξ
+(· · · )x = −ψ1R¯1 − ζ
θ
R¯2,
where (· · · )x means some conservative terms which vanish after integration on R and
Ψ(z) = z − ln z − 1, z > 0,
(4.11)
Q1 = Q˜− κ(θ)
θ2v
ζζxθ¯x +
(
κ(θ)
v
− κ(θ¯)
v¯
)
θ¯
θ2
θ¯xζx −
(
κ(θ)
v
− κ(θ¯)
v¯
)
ζθ¯2x
θ2
+
4
3
(
µ(θ)
v
− µ(θ¯)
v¯
)
u¯1xψ1x − 8
3
µ(θ)
θv
ζψ1xu¯1x − 4
3
(
µ(θ)
v
− µ(θ¯)
v¯
)
ζ
θ
u¯21x
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and
(4.12)
Q2 = −
(
θ¯ζx
θ2
− ζθ¯x
θ2
)(∫
1
2
ξ1|ξ|2Π1dξ −
3∑
i=1
ui
∫
ξ1ξiΠ1dξ
)
−
3∑
i=1
ψix
∫
ξ1ξiΠ1dξ +
ζ
θ
3∑
i=1
(ψix + u¯ix)
∫
ξ1ξiΠ1dξ.
Recalling (iii) in Lemma 3.2, we can compute
(4.13)
|(P r− − p¯)(U r1−)x|
≤ C(|Θcd − θ∗−|+ |Θr+ − θ∗+|+ |V cd − v∗−|+ |V r+ − v∗+|)|(U r1−)x|
≤ C(|Θcd − θ∗−|+ |Θr+ − θ∗+|+ |V cd − v∗−|+ |V r+ − v∗+|)∣∣Ω− + C|(U r1−)x|∣∣Ωc∩Ω+
≤ Cδe−c0(|x|+t),
which leads to
(4.14) |Q˜| ≤ C|U cd1x|(φ2 + ζ2) + Cδe−c0(|x|+t)(φ2 + ζ2)
and
(4.15) |Q1| ≤ |Q˜|+ µ(θ)θ¯
3θv
ψ21x +
κ(θ)θ¯
3θ2v
ζ2x + C(φ
2 + ζ2)(|u¯1x|+ |θ¯x|2).
Note that
(4.16)
(φ2 + ζ2)(|u¯1x|+ |θ¯x|2) ≤ C(φ2 + ζ2)((Θcdx )2 + |(U r1−)x|2 + |(U r1+)x|2)
≤ Cδ(1 + t)−1(φ2 + ζ2)e− c1x
2
1+t + Cδp¯
(
Φ
(
θv¯
θ¯v
)
+ 53Φ
(
v
v¯
))
((U r1−)x + (U
r
1+)x).
Following the same calculations as in [14], it holds that
(4.17) ‖(R¯1, R¯2)‖L1 ≤ Cδ 18 (1 + t)− 78 .
Then we have
(4.18)
∫ t
0
∫ (
R¯1ψ1 + R¯2
ζ
θ
)
dxds ≤
∫ t
0
‖(R¯1, R¯2)‖L1‖(ψ1, ζ)‖L∞ds
≤ δ 18
∫ t
0
(1 + s)−
7
8 ‖(ψ1, ζ)‖ 12 ‖(ψ1x, ζx)‖ 12 ds
≤
∫ t
0
∫ (
µ(θ)θ¯
3θv
ψ21x +
κ(θ)θ¯
3θ2v
ζ2x
)
dxds+ Cδ
1
6
∫ t
0
(1 + s)−
7
6
(
1 +
∥∥∥(ψ1,√Φ(θ
θ¯
))∥∥∥2)ds.
By Cauchy’s inequality and (3.24), we have
(4.19)
∣∣∣∣∫ t
0
∫
Φx
(
n2ψ1 +
ζ
θ
∫
ξ1PcF2
)
dxds
∣∣∣∣
≤ Cδ
∫ t
0
‖Φx‖
(
‖ψ1‖L∞‖n2‖+ ‖ζ‖L∞
( ∫ ∫ ν(|ξ|)
M⋆
|PcF2|2dξdx
) 1
2
)
ds
≤ C(χ+ δ)
∫ t
0
‖(Φx, n2)‖2ds+ C(χ+ δ)
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|PcF2|2dξdxds
and
(4.20)
∣∣∣∣∣
∫ t
0
∫ (
θ¯ζx
θ2
− ζθ¯x
θ2
)(∫
1
2
ξ1|ξ|2Π1dξ −
3∑
i=1
ui
∫
ξ1ξiΠ1dξ
)
dxds
∣∣∣∣∣
≤ η
∫ t
0
‖(ζx, ζθ¯x)‖2ds+ Cη
∫ t
0
∫ [
|
∫
1
2
ξ1|ξ|2Π1dξ|2 +
3∑
i=1
|
∫
ξ1ξiΠ1dξ|2
]
dxds,
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with some small positive constant η > 0 to be determined and the positive constant Cη depending on η. Note
that by (2.26), it holds that
(4.21)
|1
2
∫
ξ1|ξ|2Π1dξ| = |
∫
1
2
ξ1|ξ|2L−1M [Gt −
u1
v
Gx +
1
v
P1(ξ1Gx) +
1
v
P1(Φx∂ξ1F2)− 2Q(G,G)]dξ| :=
5∑
i=1
Ii.
Choose the global Maxellian M⋆ = M[v⋆,u⋆,θ⋆] such that
(4.22) v⋆ > 0,
1
2
θ(t, x) < θ⋆ < θ(t, x),
and
(4.23) |v(x, t)− v⋆|+ |u(x, t)− u⋆|+ |θ(x, t) − θ⋆| < η0
with η0 being the small positive constant in Lemma 3.4. In fact, if the total wave strength δ = |(v+ − v−, u+ −
u−, θ+ − θ−)| is suitably small, then it is holds that
1
2
sup
(x,t)
θ¯(x, t) =
1
2
θ+ < inf
(x,t)
v¯(x, t) = θ−.
Therefore, we can choose the global Maxwellian M⋆ = M[v⋆,u⋆,θ⋆] satisfying (4.22) and (4.23) provided that the
solution (v, u, θ)(x, t) is near the ansatz (v¯, u¯, θ¯)(x, t) as in a priori assumption (3.22). Then with such chosen
M⋆, it holds that
(4.24)
I1 + I2 ≤
(∫ ν(|ξ|)|L−1
M
[Gt − u1v Gx]|2
M⋆
dξ
) 1
2
(∫
M⋆ν(|ξ|)−1(1
2
ξ1|ξ|2)2dξ
) 1
2
≤ C
( ∫ ν(|ξ|)|(Gx,Gt)|2
M⋆
dξ
) 1
2
,
and
(4.25)
I3 = |
∫
1
2
ξ1|ξ|2L−1M [
1
v
P1(ξ1Gx)]dξ| ≤ C
( ∫ ν(|ξ|)|L−1
M
[ 1vP1(ξ1Gx)]|2
M[v⋆,u⋆,2θ⋆]
dξ
) 1
2
≤ C
( ∫ ν(|ξ|)−1|P1(ξ1Gx)|2
M[v⋆,u⋆,2θ⋆]
dξ
) 1
2 ≤ C
( ∫ ν(|ξ|)|Gx|2
M⋆
dξ
) 1
2
.
Furthermore, one has
(4.26)
I4 = |
∫
1
2
ξ1|ξ|2L−1M [
1
v
P1(Φx∂ξ1F2)]dξ| ≤ C|Φx|
(∫ ν(|ξ|)−1|n2vMξ1 + ∂ξ1(PcF2)|2
M⋆
dξ
) 1
2
≤ C|Φx||n2|+ C|Φx|
( ∫ ν(|ξ|)|∂ξ1 (PcF2)|2
M⋆
dξ
) 1
2
,
and
(4.27)
I5 = |
∫
1
2
ξ1|ξ|2L−1M [2Q(G,G)]dξ| ≤ C
( ∫ ν(|ξ|)|L−1
M
[Q(G,G)]|2
M⋆
dξ
) 1
2
≤ C
( ∫ ν(|ξ|)−1|Q(G,G)|2
M⋆
dξ
) 1
2 ≤ C
(∫ ν(|ξ|)|G|2
M⋆
dξ
) 1
2
(∫ |G|2
M⋆
dξ
) 1
2
≤ C
(∫ ν(|ξ|)|G˜|2
M⋆
dξ
) 1
2
(∫ |G˜|2
M⋆
dξ
) 1
2
+ C|(θ¯x, u¯1x)|
( ∫ ν(|ξ|)|G˜|2
M⋆
dξ
) 1
2
+ C|(θ¯x, u¯1x)|2.
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Substituting (4.24)-(4.27) into (4.21), one can arrive at
(4.28)
∣∣∣∣∣
∫ t
0
∫ ( θ¯ζx
θ2
− ζθx
θ2
)(∫ 1
2
ξ1|ξ|2Π1dξ −
3∑
i=1
ui
∫
ξ1ξiΠ1dξ
)
dxds
∣∣∣∣∣
≤ η
∫ t
0
‖(ζx, ζθ¯x)‖2ds+ Cη
∫ t
0
∫ ∫
ν(|ξ|)|(Gx,Gt)|2
M⋆
dξdxds+ Cη(χ+ δ)
∫ t
0
‖Φx‖2ds
+Cη(χ+ δ)
∫ t
0
∫ ∫
ν(|ξ|)|(G˜, ∂ξ1(PcF2))|2
M⋆
dξdxds + Cδ.
Similarly, one has
(4.29)
∣∣∣∣∣
∫ t
0
∫ (
−
3∑
i=1
ψix
∫
ξ1ξiΠ1dξ +
ζ
θ
3∑
i=1
(ψix + u¯ix)
∫
ξ1ξiΠ1dξ
)
dxds
∣∣∣∣∣
≤ η
∫ t
0
‖(ψx, ζu¯1x)‖2ds+ Cη
∫ t
0
∫ ∫
ν(|ξ|)|(Gx,Gt)|2
M⋆
dξdxds + Cη(χ+ δ)
∫ t
0
‖Φx‖2ds
+Cη(χ+ δ)
∫ t
0
∫ ∫
ν(|ξ|)|(G˜, ∂ξ1(PcF2))|2
M⋆
dξdxds + Cδ.
Integrating the equation (4.10) over x and t, choosing η suitable small and applying Gronwall’s inequality, which
together with the above estimates give that
(4.30)
‖(φ, ψ, ζ)(·, t)‖2 +
∫ t
0
‖(ψx, ζx)‖2ds+
∫ t
0
∫ (
(U r1−)x + (U
r
1+)x
)
(φ2 + ζ2)dxds
≤ C‖(φ, ψ, ζ)(·, 0)‖2 + Cδ + Cδ
∫ t
0
(1 + s)−1
∫
(φ2 + ζ2)e−
c1x
2
1+s dxds+ C(χ+ δ)
∫ t
0
‖(Φx, n2)‖2ds
+C(χ+ δ)
∫ t
0
∫ ∫
ν(|ξ|)|(G˜,PcF2, ∂ξ1(PcF2))|2
M⋆
dξdxds + C
∫ t
0
∫ ∫
ν(|ξ|)|(Gx,Gt)|2
M⋆
dξdxds.
Step 2. Estimation on ‖φx(·, t)‖2.
First, we state the following lemma which is helpful to get the lower order estimate, and the proof of the
Lemma can be done similarly as in [14], the only difference here is that we need to additionally care about the
microscopic terms and the electric terms.
Lemma 4.1. For α ∈ (0, c14 ] and wˆ defined in Lemma 3.6, there exists some positive constant C depending on
α, such that the following estimate holds
(4.31)
∫ t
0
∫
(φ2 + ψ2 + ζ2)wˆ2dxds ≤ C + C‖(φ, ψ, ζ)(·, t)‖2 + C
∫ t
0
‖(φx, ψx, ζx)‖2ds
+C
∫ t
0
∫ (
(U r1−)x + (U
r
1+)x
)
(φ2 + ζ2)dxds+ C
∫ t
0
∫ ∫
ν(|ξ|)|(Gx,Gt)|2
M⋆
dξdxds
+C(χ+ δ)
∫ t
0
‖(Φx, n2)‖2ds+ C(χ+ δ)
∫ t
0
∫ ∫
ν(|ξ|)|(G˜,PcF2, ∂ξ1(PcF2))|2
M⋆
dξdxds.
Next, we rewrite (3.18)2 as
4
3
µ(θ)
(φx
v
)
t
+
2θ
3v
φx
v
= ψ1t +
2ζx
3v
+
2
3
θ¯x
(1
v
− 1
v¯
)
− 2
3
v¯x
( θ
v2
− θ¯
v¯2
)
− Φxn2
−4
3
µ(θ)
( v¯x
v
)
t
− 4
3
µ(θ)x
u1x
v
+ (p¯− P r+ − P r−)x + U cd1t +
∫
ξ21Π1xdξ.
Multiplying the above equation by φxv and noting that
ψ1t
φx
v
=
(
ψ1
φx
v
)
t
− ψ1
(φx
v
)
t
=
(
ψ1
φx
v
)
t
− ψ1ψ1xx
v
+
ψ1φxψ1x + ψ1φxu¯1x
v2
=
(
ψ1
φx
v
)
t
−
(ψ1ψ1x
v
)
x
+
ψ21x
v
− ψ1ψ1xv¯x
v2
+
ψ1φxu¯1x
v2
,
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we can obtain
(4.32)
(2
3
µ(θ)
φ2x
v2
− ψ1 φx
v
)
t
+
2θ
3v
φ2x
v2
= −
(ψ1ψ1x
v
)
x
+
ψ21x
v
− ψ1ψ1xv¯x
v2
+
ψ1φxu¯1x
v2
+
2ζxφx
3v2
+
(2
3
θ¯x
(1
v
− 1
v¯
)
− 2
3
v¯x
( θ
v2
− θ¯
v¯2
))φx
v
− Φxn2φx
v
− 4
3
µ(θ)
( v¯x
v
)
t
φx
v
−4
3
µ(θ)x
u1xφx
v2
+
2
3
µ(θ)t
φ2x
v2
+ (p¯− P r+ − P r−)x
φx
v
+
U cd1t φx
v
+
φx
v
∫
ξ21Π1xdξ.
One can carry out the similar steps as in obtaining (4.28) to get
(4.33)
∫ t
0
∫
|
∫
ξ21Π1xdξ|2dxds ≤ C
∑
|α|=2
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|∂αG|2dξdxds+ Cδ
+C(χ+ δ)
∫ t
0
[
‖(Φx, n2, φx, ψx, ζx)‖2 +
∑
|α′|=1
∫ ∫
ν(|ξ|)
M⋆
|(G˜, ∂α′G)|2dξdx
]
ds
+C(χ+ δ)
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|(∂ξ1(PcF2), ∂ξ1(PcF2)x)|2dξdxds.
On the other hand, By Lemma 3.2, we have
|(p¯− P r+ − P r−)x| ≤ Cδe−c0(|x|+t),
therefore, the other terms on the right-hand side of (4.32) can be controlled by
(4.34)
∣∣∣ ∫ t
0
∫ (
−
(ψ1ψ1x
v
)
x
+ · · ·+ u¯1tφx
v
)
dxds
∣∣∣ ≤ Cδ + C(χ+ δ + η)∫ t
0
‖φx‖2ds
+Cη
∫ t
0
‖(ψx, ζx)‖2ds+ Cη
∫ t
0
‖|(v¯x, u¯1x, θ¯x)|(φ, ψ, ζ)‖2ds+ Cχ
∫ t
0
‖Φx‖2ds.
Integrating the equation (4.32) with respect to x, t, then using Cauchy’s inequality and (4.33)-(4.34) and choosing
χ, δ, η suitably small, one can obtain
(4.35)
‖φx(·, t)‖2 +
∫ t
0
‖φx‖2ds ≤ C
[
‖ψ1(·, t)‖2 + ‖(φ0x, ψ10)‖2 + δ
]
+ C
∫ t
0
‖(ψ1x, ζx)‖2ds
+C
∫ t
0
‖|(v¯x, u¯1x, θ¯x)|(φ, ψ1, ζ)‖2ds+ C
∑
|α|=2
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|∂αG|2dξdxds
+C(χ+ δ)
∫ t
0
‖(Φx, n2)‖2ds+ C(χ+ δ)
∑
|α′|=1
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|(G˜, ∂α′G)|2dξdxds
+C(χ+ δ)
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|(∂ξ1(PcF2), ∂ξ1(PcF2)x)|2dξdxds.
Then we estimate ‖(φ, ψ, ζ)t‖2. For this, we use the system (3.23). Multiplying the equation (3.23)2 by ψ1t yields
that
ψ21t =
(
− 2ζx
3v
+
2θ
3v
φx
v
− 2
3
θ¯x
(1
v
− 1
v¯
)
+
2
3
v¯x
( θ
v2
− θ¯
v¯2
)
+Φxn2 −
∫
ξ21Gxdξ − U cd1t − (p¯− p+ − p−)x
)
ψ1t.
Integrating the above equality with respect to x, t and using Cauchy inequality and smallness of χ and δ, one has
(4.36)
∫ t
0
‖ψ1t‖2ds ≤ C
∫ t
0
‖(φx, ζx)‖2ds+ C
∫ t
0
‖|(v¯x, θ¯x)|(φ, ζ)‖2ds+ C(χ+ δ)
∫ t
0
‖Φx‖2ds
+C
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|Gx|2dξdxds + Cδ.
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Similar estimates hold for φt, ψ2t, ψ3t and ζt. Therefore, one can arrive at
(4.37)
∫ t
0
‖(φt, ψt, ζt)‖2ds ≤ Cδ + C
∫ t
0
‖(φx, ψx, ζx)‖2ds+ C
∫ t
0
‖|(v¯x, u¯1x, θ¯x)|(φ, ζ)‖2ds
+C(χ+ δ)
∫ t
0
‖Φx‖2ds+ C
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|Gx|2dξdxds+ Cχ
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|PcF2|2dξdxds.
By (4.30), (4.31), (4.35) and (4.37), it holds that
(4.38)
‖(φ, ψ, ζ, φx)(·, t)‖2 +
∑
|α|=1
∫ t
0
‖∂α(φ, ψ, ζ)‖2ds
+δ
∫ t
0
∫
(φ2 + ψ2 + ζ2)wˆ2dxds +
∫ t
0
∫ (
(U r1−)x + (U
r
1+)x
)
(φ2 + ζ2)dxds
≤ C‖(φ, ψ, ζ, φx)(·, 0)‖2 + Cδ + C
∑
1≤|α|≤2
∫ t
0
∫ ∫
ν(|ξ|)|∂αG|2
M⋆
dξdxds
+C(χ+ δ)
∫ t
0
∫ ∫
ν(|ξ|)|(G˜,PcF2)|2
M⋆
dξdxds+ C(χ+ δ)
∫ t
0
‖(Φx, n2)‖2ds
+C(χ+ δ)
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|(∂ξ1(PcF2), ∂ξ1(PcF2)x)|2dξdxds.
Step 3. Estimation on the non-fluid part.
Next we do the microscopic estimates for the Vlasov-Poisson-Boltzmann system. Multiplying the equation
(3.21) and the equation (2.14) by G˜
M⋆
and PcF2
M⋆
, respectively, one has
(4.39)
( |G˜|2
2M⋆
)
t
− G˜
M⋆
LMG˜ =
{
− 3
2θv
P1
[
ξ1
( |ξ − u|2
2θ
ζx + ξ · ψx
)
M
]
+
u1
v
Gx − 1
v
P1(ξ1Gx)− 1
v
P1(Φx∂ξ1F2) + 2Q(G,G)− G¯t
} G˜
M⋆
,
and
(4.40)
( |PcF2|2
2M⋆
)
t
− PcF2
M⋆
NM(PcF2) =
[
− ξ1
v
F2x +
u1
v
F2x − (n2vM)t
−1
v
Pc(Φx∂ξ1F1) + 2Q(F2,G)
]PcF2
M⋆
.
It can be computed that
(4.41)
P1(Φx∂ξ1F2) = ΦxP1
[
∂ξ1
(
n2vM+PcF2
)]
= ΦxP1
[
∂ξ1
(
PcF2
)]
= Φx
(
PcF2
)
ξ1
− Φx
4∑
j=0
∫ (
PcF2
)
ξ1
χj
M
dξχj
= Φx
(
PcF2
)
ξ1
+Φx
4∑
j=0
∫
(PcF2)
(χj
M
)
ξ1
dξχj ,
and
(4.42) Pc(Φx∂ξ1F1) = Φx∂ξ1F1 − ΦxPd
(
∂ξ1F1
)
= Φx∂ξ1F1 = ΦxMξ1 +ΦxG˜ξ1 +ΦxG¯ξ1 .
Substituting (4.41) and (4.42) into (4.39) and (4.40), respectively, then summing the resulting equations together
and noting that
Φx
(
PcF2
)
ξ1
G˜
M⋆
+ΦxG˜ξ1
PcF2
M⋆
=
(
Φx
PcF2 · G˜
M⋆
)
ξ1
+Φx
PcF2 · G˜
M2⋆
(
M⋆
)
ξ1
.
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It holds that( |G˜|2 + |PcF2|2
2M⋆
)
t
− G˜
M⋆
LMG˜− PcF2
M⋆
NM(PcF2) + (· · · )ξ1 =
{u1
v
Gx − 1
v
P1(ξ1Gx)− G¯t
+2Q(G,G)− 3
2θv
P1
[
ξ1
( |ξ − u|2
2θ
ζx + ξ · ψx
)
M
]
− Φx
v
4∑
j=0
∫
(PcF2)
(χj
M
)
ξ1
dξχj
} G˜
M⋆
+
[
− ξ1
v
F2x +
u1
v
F2x − (n2vM)t + 2Q(F2,G)− Φx
v
Mξ1 −
Φx
v
G¯ξ1
]PcF2
M⋆
− Φx
v
PcF2 · G˜
M2⋆
(
M⋆
)
ξ1
.
Integrating the above equation with respect to ξ, x, t yields that
(4.43)
∫ ∫ |G˜|2 + |PcF2|2
2M⋆
(x, ξ, t)dξdx −
∫ ∫ |G˜|2 + |PcF2|2
2M⋆
(x, ξ, 0)dξdx
−
∫ t
0
∫ ∫ [ G˜
M⋆
LMG˜+
PcF2
M⋆
NM(PcF2)
]
dξdxds =
∫ t
0
∫ ∫ {{u1
v
Gx − 1
v
P1(ξ1Gx)
−G¯t + 2Q(G,G)− 3
2θv
P1
[
ξ1
( |ξ − u|2
2θ
ζx + ξ · ψx
)
M
]
− Φx
v
4∑
j=0
∫
(PcF2)
(χj
M
)
ξ1
dξχj
} G˜
M⋆
+
[
− ξ1
v
F2x +
u1
v
F2x − (n2vM)t + 2Q(F2,G)− Φx
v
Mξ1 −
Φx
v
G¯ξ1
]PcF2
M⋆
−Φx
v
PcF2 · G˜
M2⋆
(
M⋆
)
ξ1
}
dξdxds :=
13∑
i=1
Ji.
Now we calculate the right hand side of (4.43) terms by terms. First, it holds that
(4.44) |J1|+ |J2| ≤ σ˜
16
∫ t
0
∫ ∫
ν(|ξ|)|G˜|2
M⋆
dξdxds + C
∫ t
0
∫ ∫
ν(|ξ|)|Gx|2
M⋆
dξdxds,
and
(4.45)
|J3| ≤ σ˜
16
∫ t
0
∫ ∫
ν(|ξ|)|G˜|2
M⋆
dξdxds+ C
∫ t
0
∫ ∫
ν(|ξ|)|G¯t|2
M⋆
dξdxds
≤ σ˜
16
∫ t
0
∫ ∫
ν(|ξ|)|G˜|2
M⋆
dξdxds + C
∫ t
0
∫ [
|(θ¯xt, u¯1xt)|2 + |(vt, ut, θt)|2|(θ¯x, u¯1x)|2
]
dxds
≤ σ˜
16
∫ t
0
∫ ∫
ν(|ξ|)|G˜|2
M⋆
dξdxds + Cδ
∫ t
0
‖(φt, ψt, ζt)‖2ds+ Cδ.
Then it holds that
(4.46)
|J4| ≤ σ˜
16
∫ t
0
∫ ∫
ν(|ξ|)|G˜|2
M⋆
dξdxds + C
∫ t
0
∫ ∫
ν(|ξ|)−1|Q(G,G)|2
M⋆
dξdxds
≤ σ˜
16
∫ t
0
∫ ∫
ν(|ξ|)|G˜|2
M⋆
dξdxds+ C
∫ t
0
∫ ( ∫ ν(|ξ|)|G|2
M⋆
dξ
∫ |G|2
M⋆
dξ
)
dxds
≤ σ˜
16
∫ t
0
∫ ∫
ν(|ξ|)|G˜|2
M⋆
dξdxds+ C
∫ t
0
∫ ( ∫ ν(|ξ|)|G˜|2
M⋆
dξ
∫ |G˜|2
M⋆
dξ
)
dxds
+C
∫ t
0
∫
|(θ¯x, u¯1x)|2
(∫ ν(|ξ|)|G˜|2
M⋆
dξ
)
dxds+ C
∫ t
0
∫
|(θ¯x, u¯1x)|4dxds
≤ ( σ˜
16
+ C(χ+ δ))
∫ t
0
∫ ∫
ν(|ξ|)|G˜|2
M⋆
dξdxds + Cδ,
(4.47) |J5| ≤ σ˜
16
∫ t
0
∫ ∫
ν(|ξ|)|G˜|2
M⋆
dξdxds + C
∫ t
0
‖(ψx, ζx)‖2ds,
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and
(4.48)
|J6| ≤ C
∫ t
0
∫
|Φx|
( ∫ ν(|ξ|)|PcF2|2
M⋆
dξ
) 1
2
(∫ ν(|ξ|)|G˜|2
M⋆
dξ
) 1
2
dxds
≤ Cχ
∫ t
0
∫ ∫
ν(|ξ|)|PcF2|2
M⋆
dξdxds+ Cχ
∫ t
0
∫ ∫
ν(|ξ|)|G˜|2
M⋆
dξdxds.
Note that
−ξ1
v
F2x
PcF2
M⋆
= −ξ1
v
(
n2vM+PcF2
)
x
PcF2
M⋆
= −n2x M
M⋆
ξ1PcF2 − n2
v
(vM)x
ξ1PcF2
M⋆
− vx
v
ξ1|PcF2|2
2M⋆
−
(ξ1
v
|PcF2|2
2M⋆
)
x
= −
( M
M⋆
− 1
)
n2xξ1PcF2 − n2
v
(vM)x
ξ1PcF2
M⋆
− vx
v
ξ1|PcF2|2
2M⋆
− n2xξ1PcF2 + (· · · )x.
Then integration by parts yields that
(4.49)
J7 = −
∫ t
0
∫ ∫
ξ1
v
F2x
PcF2
M⋆
dξdxds
= −
∫ t
0
∫ ∫ [( M
M⋆
− 1
)
n2xξ1PcF2 +
n2
v
(vM)x
ξ1PcF2
M⋆
+
vx
v
ξ1|PcF2|2
2M⋆
]
dξdxds
+
∫ t
0
∫ ∫
n2
(
ξ1PcF2dξ
)
x
dxds.
It follows from (2.28) that
(4.50)
∫ t
0
∫ ∫
n2
(
ξ1PcF2dξ
)
x
dxds = −
∫ t
0
∫ (
vn2n2t + u1xn
2
2
)
dxds
= −
∫
vn22
2
(x, t)dx +
∫
vn22
2
(x, 0)dx−
∫ t
0
∫
u1x
2
n22dxds.
Substituting (4.50) into (4.49) and estimating the other terms yield that
(4.51)
J7 +
∫
vn22
2
(x, t)dx ≤ C‖n20‖2 + C(χ+ δ)
∫ t
0
‖n2‖2ds+ Cη0
∫ t
0
‖n2x‖2ds
+C(χ+ δ + η0)
∫ t
0
∫ ∫
ν(|ξ|)|PcF2|2
M⋆
dξdxds.
Similarly, it holds that
(4.52) |J8| ≤ C(χ+ δ)
∫ t
0
‖n2‖2ds+ Cη0
∫ t
0
‖n2x‖2ds+ C(χ+ δ + η0)
∫ t
0
∫ ∫
ν(|ξ|)|PcF2|2
M⋆
dξdxds.
(4.53)
|J9| = |
∫ t
0
∫ ∫ [
n2tv
M
M⋆
PcF2 + n2(vM)t
PcF2
M⋆
]
dξdxds|
= |
∫ t
0
∫ ∫ [
n2tv
( M
M⋆
− 1
)
PcF2 + n2(vM)t
PcF2
M⋆
]
dξdxds|
≤ C(χ+ δ)
∫ t
0
‖n2‖2ds+ Cη0
∫ t
0
‖n2t‖2ds+ C(χ+ δ + η0)
∫ t
0
∫ ∫
ν(|ξ|)|PcF2|2
M⋆
dξdxds.
24 LI, WANG, AND WANG
Then one has
(4.54)
|J10| ≤ σ˜
16
∫ t
0
∫ ∫
ν(|ξ|)|PcF2|2
M⋆
dξdxds + C
∫ t
0
∫ ∫
ν(|ξ|)−1|Q(F2,G)|2
M⋆
dξdxds
≤ σ˜
16
∫ t
0
∫ ∫
ν(|ξ|)|PcF2|2
M⋆
dξdxds + C
∫ t
0
∫ ∫
ν(|ξ|)|F2|2
M⋆
dξ
∫ |G|2
M⋆
dξdxds
+C
∫ t
0
∫ ∫ |F2|2
M⋆
dξ
∫
ν(|ξ|)|G|2
M⋆
dξdxds
≤ ( σ˜
16
+ C(χ+ δ))
∫ t
0
∫ ∫
ν(|ξ|)|PcF2|2
M⋆
dξdxds+ C(χ+ δ)
∫ t
0
[
‖n2‖2 +
∫ ∫
ν(|ξ|)|G˜|2
M⋆
dξdx
]
ds.
By (3.32), one has
(4.55)
J11 =
∫ t
0
∫ ∫
Φx
v
ξ1 − u1
Rθ
M
PcF2
M⋆
dξdxds
=
∫ t
0
∫ ∫
Φx
ξ1 − u1
Rθv
( M
M⋆
− 1
)
PcF2dξdxds+
∫ t
0
∫ ∫
Φx
ξ1 − u1
Rθv
PcF2dξdxds
=
∫ t
0
∫ ∫
Φx
ξ1 − u1
Rθv
( M
M⋆
− 1
)
PcF2dξdxds+
∫ t
0
∫
Φx
Rθv
(∫
ξ1PcF2dξ
)
dxds
=
∫ t
0
∫ ∫
Φx
ξ1 − u1
Rθv
( M
M⋆
− 1
)
PcF2dξdxds−
∫ t
0
∫
Φx
Rθv
(Φx
2v
)
t
dxds
≤ −
∫
Φ2x
4Rθv2
(x, t)dx + C‖Φ0x‖2 + C(χ+ δ + η0)
∫ t
0
‖Φx‖2ds
+Cη0
∫ t
0
∫ ∫
ν(|ξ|)|PcF2|2
M⋆
dξdxds,
where in the last inequality one has used the fact that
−
∫ t
0
∫
Φx
Rθv
(Φx
2v
)
t
dxds = −
∫
Φ2x
4Rθv2
(x, t)dx +
∫
Φ2x
4Rθv2
(x, 0)dx −
∫ t
0
∫
3θtΦ
2
x
8θ2v2
dxds
≤ −
∫
Φ2x
4Rθv2
(x, t)dx + C‖Φ0x‖2 + C(χ+ δ)
∫ t
0
‖Φx‖2ds.
Moreover, one has
(4.56) |J12| ≤ Cδ
∫ t
0
∫ ∫
ν(|ξ|)|PcF2|2
M⋆
dξdxds + Cδ
∫ t
0
‖Φx‖2ds,
and
(4.57) |J13| ≤ Cχ
∫ t
0
∫ ∫
ν(|ξ|)|PcF2|2
M⋆
dξdxds+ Cχ
∫ t
0
∫ ∫
ν(|ξ|)|G˜|2
M⋆
dξdxds.
Substituting (4.44)-(4.57) into (4.43), using the lower order estimates in (4.30) and thenchoosing χ, δ sufficiently
small give that
(4.58)
∫ ∫ |(G˜,PcF2)|2
M⋆
(x, ξ, t)dξdx + ‖(Φx, n2)(·, t)‖2 +
∫ t
0
∫ ∫
ν(|ξ|)|(G˜,PcF2)|2
M⋆
dξdxds
≤ C
∫ ∫ |(G˜,PcF2)|2
M⋆
(x, ξ, 0)dξdx + C‖(Φ0x, n20)‖2 + C‖(φ0, ψ0, ζ0)‖2 + Cδ
+C(χ+ δ + η0)
∫ t
0
‖(Φx, n2x, n2t)‖2ds+ C(χ+ δ)
∫ t
0
[
‖n2‖2 +
∑
|α′|=1
‖∂α′(φ, ψ, ζ)‖2
]
ds
+C(χ+ δ)
∫ t
0
∫ ∫
ν(|ξ|)|∂ξ1 (PcF2)|2
M⋆
dξdxds + C
∑
|α′|=1
∫ t
0
∫ ∫
ν(|ξ|)|∂α′G|2
M⋆
dξdxds.
Step 4. Estimation on the Poisson term.
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Now we estimate the Poisson term in the electric fields, which is one of the key ingredients of the present
paper. Multiplying the equation (2.29) by −vΦ and noting that
(4.59)
−vΦn2t − u1xΦn2 = −Φ
2
(Φx
v
)
xt
+
vtΦ
2v
(Φx
v
)
x
− u1xΦ
2v
(Φx
v
)
x
= (· · · )x + Φx
2
(Φx
v
)
t
= (· · · )x + ΦxΦxt
2v
− vtΦ
2
x
2v2
= (· · · )x +
(Φ2x
4v
)
t
− vtΦ
2
x
4v2
and
(4.60)
Φ
(κ1(θ)
v
(n2v)x
)
x
= (· · · )x − Φxκ1(θ)
v
(n2v)x = (· · · )x +
(
κ1(θ)
Φx
v
)
x
n2v
= (· · · )x + κ1(θ)xΦxn2 + κ1(θ)
(Φx
v
)
x
n2v
= (· · · )x + κ1(θ)xΦxn2 + 2κ1(θ)n22v2,
which yields that
(4.61)
(Φ2x
4v
)
t
+
3κ1(θ)
2θv
Φ2x + 2κ1(θ)n
2
2v
2 + (· · · )x = vtΦ
2
x
4v2
− κ1(θ)xΦxn2
−Φxn2
∫
ξ1N
−1
M
[
Pc(ξ1Mx)
]
dξ − Φx
v
∫
ξ1N
−1
M
[
Pc(ξ1(PcF2)x)
]
dξ − Φ
2
x
v
∫
ξ1N
−1
M
[
Gξ1
]
dξ
−Φx
∫
ξ1N
−1
M
[
(PcF2)t − u1
v
(PcF2)x +
(
(Mv)t − u1
v
(Mv)x
)
n2 − 2Q(F2,G)
]
dξ.
Integrating the above equation with respect to x, t gives
(4.62)
‖Φx(·, t)‖2 +
∫ t
0
‖(Φx, n2)‖2ds ≤ C‖Φ0x‖2 + C(χ+ δ)
∫ t
0
‖(Φx, n2)‖2ds
+C
∫ t
0
∫
|Φxn2
∫
ξ1N
−1
M
[
Pc(ξ1Mx)
]
dξ|dxds + C
∫ t
0
∫
|Φx
v
∫
ξ1N
−1
M
[
Pc(ξ1(PcF2)x)
]
dξ|dxds
+C
∫ t
0
∫
|Φ
2
x
v
∫
ξ1N
−1
M
[
Gξ1
]
dξ|dxds + C
∫ t
0
∫
|Φx
∫
ξ1N
−1
M
[
Q(F2,G)
]
dξ|dxds
+C
∫ t
0
∫
|Φx
∫
ξ1N
−1
M
[
(PcF2)t − u1
v
(PcF2)x +
(
(Mv)t − u1
v
(Mv)x
)
n2
]
dξ|dxds
:= C‖Φ0x‖2 + C(χ+ δ)
∫ t
0
‖(Φx, n2)‖2ds+
5∑
i=1
Ki.
Now we estimate Ki (i = 1, · · · , 5) in (4.62) one by one. First, it holds that
(4.63)
K1 ≤ C
∫ t
0
∫
|n2||Φx|
( ∫ ν(|ξ|)|N−1
M
[Pc(ξ1Mx)]|2
M⋆
dξ
) 1
2
( ∫
ν(|ξ|)−1ξ21M⋆dξ
) 1
2 dxds
≤ C
∫ t
0
∫
|n2||Φx|
( ∫ ν(|ξ|)−1|Pc(ξ1Mx)|2
M⋆
dξ
) 1
2 dxds
≤ C
∫ t
0
∫
|n2||Φx|
( ∫ ν(|ξ|)−1|ξ1Mx −Mv(u1v )x|2
M⋆
dξ
) 1
2 dxds
≤ C
∫ t
0
∫
|n2||Φx||(vx, ux, θx)|dxds ≤ C(χ+ δ)
∫ t
0
‖(n2,Φx)‖2dxds,
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and
(4.64)
K2 ≤ C
∫ t
0
∫
|Φx|
( ∫ ν(|ξ|)|N−1
M
[
Pc(ξ1(PcF2)x)
]|2
M[v⋆,u⋆,2θ⋆]
dξ
) 1
2
( ∫
ν(|ξ|)−1ξ21M[v⋆,u⋆,2θ⋆]dξ
) 1
2 dxds
≤ C
∫ t
0
∫
|Φx|
( ∫ ν(|ξ|)−1|Pc(ξ1(PcF2)x)|2
M[v⋆,u⋆,2θ⋆]
dξ
) 1
2 dxds
≤ C
∫ t
0
∫
|Φx|
( ∫ ν(|ξ|)−1|(PcF2)x|2
M⋆
dξ
) 1
2 dxds
≤ 1
8
∫ t
0
‖Φx‖2ds+ C
∫ t
0
∫ ∫
ν(|ξ|)|(PcF2)x|2
M⋆
dξdxds.
Then one has
(4.65)
K3 ≤ C
∫ t
0
∫
|Φx|2
( ∫ ν(|ξ|)−1|Gξ1 |2
M⋆
dξ
) 1
2 dxds
≤ C
∫ t
0
∫
|Φx|2
[( ∫ ν(|ξ|)|G˜ξ1 |2
M⋆
dξ
) 1
2 + |(θ¯x, u¯1x)|
]
dxds
≤ C(χ+ δ)
∫ t
0
[
‖Φx‖2 +
∫ ∫
ν(|ξ|)|G˜ξ1 |2
M⋆
dξdx
]
ds,
(4.66)
K4 ≤ C
∫ t
0
∫
|Φx|
( ∫ ν(|ξ|)−1|Q(F2,G)|2
M⋆
dξ
) 1
2 dxds
≤ C
∫ t
0
∫
|Φx|
( ∫ ν(|ξ|)|F2|2
M
dξ
∫
ν(|ξ|)|G|2
M
dξ
) 1
2
dxds
≤ C
∫ t
0
∫
|Φx|
( ∫ |F2|2
M⋆
dξ
∫ |G|2
M⋆
dξ
) 1
2
dxds
≤ C
∫ t
0
∫
|Φx|
(
|n2|2 +
∫ |PcF2|2
M⋆
dξ
) 1
2
(
|(θ¯x, u¯1x)|2 +
∫ |G˜|2
M⋆
dξ
) 1
2
dxds
≤ C(χ+ δ)
∫ t
0
[
‖(Φx, n2)‖2 +
∫ ∫
ν(|ξ|)|(G˜,PcF2)|2
M⋆
dξdx
]
ds
and
(4.67)
K5 ≤ 1
8
∫ t
0
‖Φx‖2ds+ C
∑
|α′|=1
∫ t
0
∫
|Φx||n2||∂α′(v, u, θ)|dxds
+C
∑
|α′|=1
∫ t
0
∫ ∫
ν(|ξ|)|∂α′ (PcF2)|2
M⋆
dξdxds
≤ 1
8
∫ t
0
‖Φx‖2ds+ C(χ+ δ)
∫ t
0
‖(Φx, n2)‖2ds+ C
∑
|α′|=1
∫ t
0
∫ ∫
ν(|ξ|)|∂α′(PcF2)|2
M⋆
dξdxds.
Substituting (4.63)-(4.67) into (4.62) and choosing χ, δ sufficiently small yield that
(4.68)
‖Φx(·, t)‖2 +
∫ t
0
‖(Φx, n2)‖2ds ≤ C‖Φ0x‖2 + C
∑
|α′|=1
∫ t
0
∫ ∫
ν(|ξ|)|∂α′ (PcF2)|2
M⋆
dξdxds
+C(χ+ δ)
∫ t
0
∫ ∫
ν(|ξ|)|(G˜,PcF2, G˜ξ1)|2
M⋆
dξdxds.
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Multiplying the equation (2.29) by vn2 and recalling (2.20)3 yield that
(4.69)
(vn22
2
)
t
+
3κ1(θ)
θ
vn22 + κ1(θ)n
2
2x = (· · · )x −
u1x
2
n22 −
(3k1(θ)
2θ
)
x
Φxn2
v
− κ1(θ)vx
v
n2n2x
= n2xn2
∫
ξ1N
−1
M
[
Pc(ξ1Mx)
]
dξ +
n2x
v
∫
ξ1N
−1
M
[
Pc(ξ1(PcF2)x)
]
dξ +
n2xΦx
v
∫
ξ1N
−1
M
[
Gξ1
]
dξ
+n2x
∫
ξ1N
−1
M
[
(PcF2)t − u1
v
(PcF2)x +
(
(Mv)t − u1
v
(Mv)x
)
n2 − 2Q(F2,G)
]
dξ.
Integrating the above equation with respect to x, t and using similar estimates as for Ki(i = 1, · · · , 5), one has
(4.70)
‖n2(·, t)‖2 +
∫ t
0
‖(n2, n2x)‖2ds ≤ C‖n20‖2 + C(χ+ δ)
∫ t
0
‖Φx‖2ds
+C
∑
|α′|=1
∫ t
0
∫ ∫
ν(|ξ|)|∂α′ (PcF2)|2
M⋆
dξdxds + C(χ+ δ)
∫ t
0
∫ ∫
ν(|ξ|)|(G˜,PcF2, G˜ξ1)|2
M⋆
dξdxds,
which together with (4.68) and (4.58), we have
(4.71)
‖(Φx, n2)(·, t)‖2 +
∫ ∫ |(G˜,PcF2)|2
M⋆
(x, ξ, t)dξdx +
∫ t
0
‖(Φx, n2, n2x)‖2ds
+
∫ t
0
∫ ∫
ν(|ξ|)|(G˜,PcF2)|2
M⋆
dξdxds ≤ C‖(φ0, ψ0, ζ0,Φ0x, n20)‖2 + Cδ
+
∫ ∫ |(G˜,PcF2)|2
M⋆
(x, ξ, 0)dξdx + C(χ+ δ + η0)
∫ t
0
‖n2t‖2ds
+C(χ+ δ)
∑
|α′|=1
∫ t
0
‖∂α′(φ, ψ, ζ)‖2ds+ C(χ+ δ)
∫ t
0
∫ ∫
ν(|ξ|)|(G˜,PcF2)ξ1 |2
M⋆
dξdxds
+C
∑
|α′|=1
∫ t
0
∫ ∫
ν(|ξ|)|∂α′(G,PcF2)|2
M⋆
dξdxds.
By the equation (2.28), one has
(4.72)
∫ t
0
‖n2t‖2d ≤ C(χ+ δ)
∫ t
0
‖n2‖2ds+ C
∫ t
0
∫ ∫
ν(|ξ|)|(PcF2)x|2
M⋆
dξdxds.
By (3.32), it holds that
(4.73)
∫ t
0
‖Φxt‖2ds ≤ C(χ+ δ)
∫ t
0
‖Φx‖2ds+ C
∫ t
0
∫ ∫
ν(|ξ|)|PcF2|2
M⋆
dξdxds.
In summary, collecting all the above lower order estimates and choosing suitably small χ, δ and η0, we arrive that
the estimate (4.1) in Proposition 4.1.
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5. Higher order estimates
Proposition 5.1. For each (v±, u±, θ±), there exists a positive uniform-in-time constant C such that, if δ ≤ δ0
for a suitably small positive constant δ0, then it holds that
(5.1)
‖(φx, ψx, ζx, n2x)(·, t)‖2 +
∑
1≤|β|≤2
∫ ∫ |∂β(G˜,PcF2)|2
M⋆
(x, ξ, t)dξdx
+
∑
|α′|=1,0≤|β′|≤1
∫ ∫ |∂α′∂β′(G,PcF2)|2
M⋆
(x, ξ, t)dξdx +
∑
|α|=2
∫ ∫ |∂α(F1, F2)|2
M⋆
(x, ξ, t)dξdx
+
∑
|α|=2
∫ t
0
‖∂α(φ, ψ, ζ, n2)‖2ds+
∑
1≤|β|≤2
∫ t
0
∫ ∫ |∂β(G˜,PcF2)|2
M⋆
dξdxds
+
∑
|α′|=1,0≤|β′|≤1
∫ t
0
∫ ∫ |∂α′∂β′(G,PcF2)|2
M⋆
dξdxds+
∑
|α|=2
∫ t
0
∫ ∫ |∂α(G,PcF2)|2
M⋆
dξdxds
≤ CN 2(0) + Cδ 12 + C(χ+ δ + η0)
∫ t
0
[ ∑
|α′|=1
‖∂α′(φ, ψ, ζ, n2)‖2 + ‖(Φx,Φxt, n2)‖2
]
ds
+C(χ+ δ)
∫ t
0
∫ ∫
ν(|ξ|)|(G˜,PcF2)|2
M⋆
dξdxds.
Proof: The proof of the higher order estimates in Proposition 5.1 consists the following steps.
Step 1. Estimation on ‖(φx, ψx, ζx)(·, t)‖2.
Applying ∂x to the system (3.18), yields that
(5.2)

φxt − ψ1xx = 0,
ψ1xt − p
v
φxx +
2ζxx
3v
=
4
3
(µ(θ)
v
u1x − µ(θ¯)
v¯
u¯1x
)
xx
−
∫
ξ21Π1xxdξ − R¯1x,
−
[2
3
ζx
(1
v
)
x
− 2
3
( θ
v2
)
x
φx +
2
3
θ¯xx
(1
v
− 1
v¯
)
+
2
3
θ¯x
(1
v
− 1
v¯
)
x
−
(p
v
− p¯
v¯
)
v¯xx −
(p
v
− p¯
v¯
)
x
v¯x
]
+ (Φxn2)x,
ψixt =
(µ(θ)
v
uix
)
xx
−
∫
ξ1ξiΠ1xxdξ, i = 2, 3,
ζxt + pψ1xx = −(pxψ1x + (p− p¯)xu¯1x + (p− p¯)u¯1xx) +
(
Φx
∫
ξ1PcF2dξ
)
x
+
(κ(θ)
v
θx − κ(θ¯)
v¯
θ¯x
)
xx
+
4
3
(µ(θ)
v
u21x −
µ(θ¯)
v¯
u¯21x
)
x
+
3∑
i=2
(µ(θ)
v
u2ix
)
x
−
∫
1
2
ξ1|ξ|2Π1xxdξ +
3∑
i=1
(
ui
∫
ξ1ξiΠ1xdξ
)
x
− R¯2x.
Multiplying (5.2)1 by pφx, (5.2)2 by vψ1x, (5.2)3 by ψix, (5.2)4 by
v
θ ζx, integrating the summation of the resulting
equality over x, t, and recalling (4.33) and estimating the terms on the right hand side as in the previous section,
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one has
(5.3)
‖(φx, ψx, ζx)(·, t)‖2 +
∫ t
0
‖(ψxx, ζxx)‖2ds ≤ C‖(φ0x, ψ0x, ζ0x)‖2 + Cδ 12
+C(χ+ δ)
∫ t
0
‖(φx, ψx, ζx,Φx, n2)‖2ds+ C
∑
|α|=2
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|∂αG|2dξdxds
+C(χ+ δ)
∑
|α′|=1
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|∂α′G|2dξdxds+ C(χ+ δ)
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|∂ξ1(PcF2)x|2dξdxds
+C(χ+ δ)
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|(G˜,PcF2, ∂ξ1PcF2)|2dξdxds.
To get the estimate of φxx, applying ∂x to the equation (3.23)2:
(5.4) ψ1xt + (p− p¯)xx − (Φxxn2 +Φxn2x) = −
∫
ξ21Gxxdξ − U cd1xt − (p¯− p+ − p−)xx,
where
(5.5)
(p− p¯)xx =
(2ζx
3v
− 2θφx
3v2
+
2
3
θ¯x
(1
v
− 1
v¯
)− v¯x(p
v
− p¯
v¯
))
x
=
2ζxx
3v
− 2θφxx
3v2
+
2
3
ζx
(1
v
)
x
− 2
3
( θ
v2
)
x
φx +
2
3
θ¯xx
(1
v
− 1
v¯
)
+
2
3
θ¯x
(1
v
− 1
v¯
)
x
− v¯xx
(p
v
− p¯
v¯
)− v¯x(p
v
− p¯
v¯
)
x
.
Multiplying the above equation by −φxx and noting that
−ψ1xtφxx = −(ψ1xφxx)t + ψ1xφxxt = −(ψ1xφxx)t + ψ1xψ1xxx
= −(ψ1xφxx)t + (ψ1xψ1xx)x − ψ21xx,
we have:
(5.6)
∫
ψ1xφxx(x, 0)dx−
∫
φxxψ1x(x, t)dx +
∫ t
0
∫
2θ
3v2
φ2xxdxds ≤ C
∫ t
0
‖(ψ1xx, ζxx)‖2ds
+C(χ+ δ)
∫ t
0
‖(φx, ζx,Φx, n2, n2x)‖2ds+ C
∑
|α|=2
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|∂αG|2dξdxds+ Cδ 12 .
We also use the original fluid-type equation (3.23) to estimate ‖(φxt, ψxt, ζxt)‖ and ‖(φtt, ψtt, ζtt)‖. For example,
we only estimate ‖ψ1xt‖2 here. Multiplying (5.4) by ψ1xt and integrating over x and t, we have
(5.7)
∫ t
0
‖ψ1xt‖2ds ≤ C
∫ t
0
‖(φxx, ζxx)‖2ds+ C(χ+ δ)
∫ t
0
‖(φx, ζx,Φx, n2, n2x)‖2ds
+C
∑
|α|=2
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|∂αG|2dξdxds + Cδ 12 .
Applying ∂t the equation (3.23)2 gives that
ψ1tt +
2ζxt
3v
− 2θφxt
3v2
+
2
3
ζx
(1
v
)
t
− 2
3
( θ
v2
)
t
φx +
2
3
θ¯xt
(1
v
− 1
v¯
)
+
2
3
θ¯x
(1
v
− 1
v¯
)
t
−v¯xt
(p
v
− p¯
v¯
)− v¯x(p
v
− p¯
v¯
)
t
− (Φxtn2 +Φxn2t) = −
∫
ξ21Gxtdξ − U cd1tt − (p¯− p+ − p−)xt,
which implies that
(5.8)
∫ t
0
‖ψ1tt‖2ds ≤ C
∫ t
0
‖(φxt, ζxt)‖2ds+ C(χ+ δ)
∑
|α′|=1
∫ t
0
‖(∂α′(φ, ζ), n2, n2t)‖2ds
+C
∑
|α|=2
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|∂αG|2dξdxds + Cδ 12 .
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The combinations of (5.3), (5.6)-(5.8) gives that
(5.9)
‖(φx, ψx, ζx)(·, t)‖2 +
∑
|α|=2
∫ t
0
‖∂α(φ, ψ, ζ)‖2ds ≤ C‖(φ0x, ψ0x, ζ0x, φ0xx)‖2 + Cδ 12
+C
∫
|φxxψ1x|(x, t)dx + C(χ+ δ)
∫ t
0
[
‖(Φx, n2)‖2 +
∑
|α′|=1
‖∂α′(φ, ψ, ζ, n2)‖2
]
ds
+C(χ+ δ)
∑
|α′|=1
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|(G˜,PcF2, ∂α′(G,PcF2))|2dξdxds
+C(χ+ δ)
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|(∂ξ1(PcF2), ∂ξ1 (PcF2)x)|2dξdxds + C
∑
|α|=2
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|∂αG|2dξdxds.
Now we estimate ‖n2xx‖2. Applying ∂x to the equation (2.29) leads to
(5.10)
n2xt + (
u1x
v
n2)x +
(1
v
(3κ1(θ)
2θv
Φx
)
x
)
x
−
(1
v
(κ1(θ)
v
(n2v)x
)
x
)
x
= −
(1
v
(
n2
∫
ξ1N
−1
M
[
Pc(ξ1Mx)
]
dξ)x
)
x
−
(1
v
( ∫
ξ1N
−1
M
[1
v
Pc(ξ1(PcF2)x)
]
dξ
)
x
)
x
−
(1
v
( ∫
ξ1N
−1
M
[Φx
v
Gξ1
]
dξ
)
x
)
x
−
(1
v
( ∫
ξ1N
−1
M
[
(PcF2)t − u1
v
(PcF2)x
+
(
(Mv)t − u1
v
(Mv)x
)
t
n2 − 2Q(F2,G)
]
dξ
)
x
)
x
.
Multiplying the equation (5.10) by n2x gives that
(5.11)
(n22x
2
)
t
+
3κ1(θ)
θ
n22x +
κ1(θ)
v
n22xx = (· · · )x −
(u1x
v
)
x
n2n2x − u1x
v
n22x
+
3
2v2
(κ1(θ)
v
)
x
Φxn2xx −
(3κ1(θ)
θ
)
x
n2n2x − κ1(θ)
v2
(2n2xvx + n2vxx)n2xx
−(κ1(θ)
v
)
x
(
n2x + n2
vx
v
)
n2xx +
n2xx
v
(
n2
∫
ξ1N
−1
M
[
Pc(ξ1Mx)
]
dξ
)
x
+
n2xx
v
(∫
ξ1N
−1
M
[1
v
Pc(ξ1(PcF2)x)
]
dξ
)
x
+
n2xx
v
( ∫
ξ1N
−1
M
[Φx
v
Gξ1
]
dξ
)
x
+
n2xx
v
(∫
ξ1N
−1
M
[
(PcF2)t − u1
v
(PcF2)x +
(
(Mv)t − u1
v
(Mv)x
)
n2 − 2Q(F2,G)
]
dξ
)
x
.
Integrating the above equation with respect to x, t yields that
(5.12)
‖n2x(·, t)‖2 +
∫ t
0
‖(n2x, n2xx)‖2ds ≤ C‖n20x‖2 + C(χ+ δ)
∫ t
0
[
‖n2‖2 +
∑
1≤|α|≤2
‖∂α(φ, ψ, ζ)‖2
]
ds
+C(χ+ δ)
∫ t
0
[ ∑
|α′|=1
∫ ∫
ν(|ξ|)
M⋆
|∂α′(G,PcF2)|2 +
∑
0≤|β′|≤1
∫ ∫
ν(|ξ|)
M⋆
|∂β′(G˜,PcF2)|2
]
ds
+C(χ+ δ)
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|∂ξ1Gx|2dξdxds+ C
∑
|α|=2
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|∂α(PcF2)|2dξdxds + Cδ 12 .
By the equation (2.28), it holds that
(5.13)
∫ t
0
‖n2xt‖2ds ≤ C(χ+ δ)
∫ t
0
[
‖(ψ1xx, n2, n2x)‖2 +
∫ ∫
ν(|ξ|)
M⋆
|(PcF2)x|2dξdx
]
ds
≤ C
∫ t
0
∫ ∫
ν(|ξ|)|(PcF2)xx|2
M⋆
dξdxds,
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and
(5.14)
∫ t
0
‖n2tt‖2ds ≤ C(χ+ δ)
∫ t
0
[
‖(ψ1xt, n2, n2t)‖2 +
∫ ∫
ν(|ξ|)
M⋆
|(PcF2)x|2dξdx
]
ds
≤ C
∫ t
0
∫ ∫
ν(|ξ|)|(PcF2)xt|2
M⋆
dξdxds.
By (5.12), (5.13) and (5.14), one has
(5.15)
‖n2x(·, t)‖2 +
∫ t
0
[
‖n2x‖2 +
∑
|α|=2
‖∂αn2‖2
]
ds ≤ C‖n20x‖2 + Cδ 12
+C(χ+ δ)
∫ t
0
[
‖(n2, n2t)‖2 +
∑
1≤|α|≤2
‖∂α(φ, ψ, ζ)‖2 +
∫ ∫
ν(|ξ|)
M⋆
|∂ξ1Gx|2dξdx
]
ds
+C(χ+ δ)
∑
|α′|=1
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|∂α′(G,PcF2)|2dξdxds
+C(χ+ δ)
∑
0≤|β′|≤1
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|∂β′(G˜,PcF2)|2dξdxds
+C
∑
|α|=2
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|∂α(PcF2)|2dξdxds.
Step 2. Estimation on the non-fluid part.
To close the above estimate, we need to estimate the derivatives on the non-fluid component |∂β(G˜,PcF2)|(1 ≤
|β| ≤ 2) and |∂α′∂β′(G,PcF2)|(|α′| = 1, |β′| = 1). First, applying ∂x to (2.24) and (2.30), respectively, we have
(5.16)
Gxt − LMGx =
(u1
v
Gx
)
x
− (1
v
P1(ξ1Mx)
)
x
− (1
v
P1(ξ1Gx)
)
x
− (Φx
v
P1(∂ξ1F2)
)
x
+2Q(Mx,G) + 2Q(G,Mx) + 2Q(Gx,G) + 2Q(G,Gx),
and
(5.17)
(PcF2)xt −NM(PcF2)x = −
(ξ1
v
F2x
)
x
+
(u1
v
F2x
)
x
− (n2Mv)xt −
(Φx
v
Pc(∂ξ1F1)
)
x
+2Q(PcF2,Mx) + 2Q(F2x,G) + 2Q(F2,Gx).
Multiplying (5.16) and (5.17) by Gx
M⋆
and (PcF2)x
M⋆
, respectively, and integrating with respect to x, ξ and t, and
noting that
(5.18)
−
∫ t
0
∫ ∫ (Φx
v
Pc(∂ξ1F1)
)
x
(PcF2)x
M⋆
dξdxds =
∫ t
0
∫ ∫
Φx
v
∂ξ1F1
(PcF2)xx
M⋆
dξdxds
= −
∫ t
0
∫ ∫
Φx
v
ξ1 − u1
Rθ
M
(PcF2)xx
M⋆
dξdxds +
∫ t
0
∫ ∫
Φx
v
(G˜ξ1 + G¯ξ1)
(PcF2)xx
M⋆
dξdxds
= −
∫ t
0
∫ ∫
Φx
v
ξ1 − u1
Rθ
( M
M⋆
− 1)(PcF2)xxdξdxds + ∫ t
0
∫ ∫
Φx
v
(G˜ξ1 + G¯ξ1)
(PcF2)xx
M⋆
dξdxds
−
∫ t
0
∫ ∫
Φx
v
ξ1 − u1
Rθ
(PcF2)xxdξdxds
= −
∫ t
0
∫ ∫
Φx
v
ξ1 − u1
Rθ
( M
M⋆
− 1)(PcF2)xxdξdxds + ∫ t
0
∫ ∫
Φx
v
(G˜ξ1 + G¯ξ1)
(PcF2)xx
M⋆
dξdxds
+
∫ t
0
∫ ∫
Φx
v
(ξ1 − u1
Rθ
)
x
(PcF2)xdξdxds +
∫ t
0
∫ ∫ (Φx
v
)
x
ξ1 − u1
Rθ
(PcF2)xdξdxds,
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where by (2.28), one has∫ t
0
∫ ∫ (Φx
v
)
x
ξ1 − u1
Rθ
(PcF2)xdξdxds
=
∫ t
0
∫ (Φx
v
)
x
1
Rθ
( ∫
ξ1PcF2dξ
)
x
dxds = −
∫ t
0
∫
2n2v
Rθ
(n2tv + u1xn2)dxds
=
∫ t
0
∫ (
− (n
2
2v
2
Rθ
)t + n
2
2
( v2
Rθ
)
t
− 2n22
u1xv
Rθ
)
dxds
= −
∫
n22v
2
Rθ
(x, t)dx +
∫
n22v
2
Rθ
(x, 0)dx−
∫ t
0
∫
n22v
2θt
Rθ2
dxds,
which yields
(5.19)
−
∫ t
0
∫ ∫ (Φx
v
Pc(∂ξ1F1)
)
x
(PcF2)x
M⋆
dξdxds = −
∫
n22v
2
Rθ
(x, t)dx +
∫
n22v
2
Rθ
(x, 0)dx
−
∫ t
0
∫ ∫
Φx
v
ξ1 − u1
Rθ
( M
M⋆
− 1)(PcF2)xxdξdxds + ∫ t
0
∫ ∫
Φx
v
(G˜ξ1 + G¯ξ1)
(PcF2)xx
M⋆
dξdxds
+
∫ t
0
∫ ∫
Φx
v
(ξ1 − u1
Rθ
)
x
(PcF2)xdξdxds−
∫ t
0
∫
n22v
2θt
Rθ2
dxds
≤ −
∫
n22v
2
Rθ
(x, t)dx +
∫
n22v
2
Rθ
(x, 0)dx+ C‖n20‖2 + C(χ+ δ + η0)
∫ t
0
‖(Φx, n2)‖2ds
+C(χ+ δ)
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|(G˜ξ1 , (PcF2)x)|2dξdxds
+C(χ+ δ + η0)
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|(PcF2)xx|2dξdxds.
It follows from (5.19) and Lemmas 3.3-3.5 that
(5.20)
∫ ∫ |(G,PcF2)x|2
M⋆
(x, ξ, t)dξdx + ‖n2(·, t)‖2 +
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|(G,PcF2)x|2dξdxds
≤ C
∫ ∫ |(G,PcF2)x|2
M⋆
(x, ξ, 0)dξdx + C‖n20‖2 + C
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|(G,PcF2)xx|2dξdxds
+C
∑
|α|=2
∫ t
0
‖∂α(φ, ψ, ζ, n2)‖2ds+ C(χ+ δ)
∑
|α′|=1
∫ t
0
‖∂α′(φ, ψ, ζ, n2)‖2ds+ Cδ 12
+C(χ+ δ + η0)
∫ t
0
‖(Φx, n2)‖2ds+ C(χ+ δ)
∑
0≤|β′|≤1
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|∂β′(G˜,PcF2)|2dξdxds.
Similar to (5.18), one has
−
∫ t
0
∫ ∫ (Φx
v
Pc(∂ξ1F1)
)
t
(PcF2)t
M⋆
dξdxds = −
∫ t
0
∫ ∫ (Φx
v
∂ξ1F1
)
t
(PcF2)t
M⋆
dξdxds
=
∫ t
0
∫ ∫
Φxt
v
(ξ1 − u1
Rθ
M− G˜ξ1 − G¯ξ1
) (PcF2)t
M⋆
dξdxds
−
∫ t
0
∫ ∫
Φxvt
v2
(ξ1 − u1
Rθ
M− G˜ξ1 − G¯ξ1
) (PcF2)t
M⋆
dξdxds
+
∫ t
0
∫ ∫
Φx
v
(ξ1 − u1
Rθ
M−Gξ1
)
t
(PcF2)t
M⋆
dξdxds
=
∫ t
0
∫ ∫
Φxt
v
ξ1 − u1
Rθ
( M
M⋆
− 1)(PcF2)tdξdxds− ∫ t
0
∫ ∫
Φxt
v
(G˜ξ1 + G¯ξ1)
(PcF2)t
M⋆
dξdxds
−
∫ t
0
∫ ∫
Φxvt
v2
(ξ1 − u1
Rθ
M− G˜ξ1 − G¯ξ1
) (PcF2)t
M⋆
dξdxds
+
∫ t
0
∫ ∫
Φx
v
(ξ1 − u1
Rθ
M−Gξ1
)
t
(PcF2)t
M⋆
dξdxds +
∫ t
0
∫ ∫
Φxt
v
ξ1 − u1
Rθ
(PcF2)tdξdxds,
STABILITY OF WAVE PATTERNS TO BIPOLAR VPB 33
where by (3.32), one has ∫ t
0
∫
Φxt
v
ξ1 − u1
Rθ
(PcF2)tdxds
=
∫ t
0
∫
Φxt
Rθv
(∫
ξ1PcF2dξ
)
t
dxds = −
∫ t
0
∫
Φxt
Rθv
(Φx
2v
)
tt
dxds
= −
∫ t
0
∫
Φxt
2Rθv
(Φxtt
v
+ 2Φxt
(1
v
)
t
+Φx
(1
v
)
tt
)
dxds
= −
∫
Φ2xt
4Rθv2
(x, t)dx +
∫
Φ2xt
4Rθv2
(x, 0)dx
+
∫ t
0
∫ (Φ2xt
4R
( 1
θv2
)
t
− Φ
2
xt
Rθv
(1
v
)
t
− ΦxtΦx
2Rθv
(1
v
)
tt
)
dxds,
which leads to
(5.21)
−
∫ t
0
∫ ∫ (Φx
v
Pc(∂ξ1F1)
)
t
(PcF2)t
M⋆
dξdxds
≤ −
∫
Φ2xt
4Rθv2
(x, t)dx + C‖Φxt(·, 0)‖2 + C(χ+ δ)
∫ t
0
‖(Φx, φtt)‖2ds
+C(χ+ δ + η0)
∫ t
0
‖Φxt‖2ds+ C(χ+ δ)
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|(G˜ξ1 ,Gξ1t)|2dξdxds
+C(χ+ δ + η0)
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|(PcF2)t|2dξdxds.
By (5.21), we further have
(5.22)
∫ ∫ |(G,PcF2)t|2
2M⋆
(x, ξ, t)dξdx + ‖Φxt(·, t)‖2 +
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|(G,PcF2)t|2dξdxds
≤ C
∫ ∫ |(G,PcF2)t|2
2M⋆
(x, ξ, 0)dξdx + C‖Φ0xt‖2 + C
∑
|α|=2
∫ t
0
‖∂α(φ, ψ, ζ, n2)‖2ds+ Cδ 12
+C(χ+ δ)
∫ t
0
[ ∑
|α′|=1
‖∂α′(φ, ψ, ζ, n2)‖2 + ‖(Φx, n2)‖2
]
ds+ C(χ+ δ + η0)
∫ t
0
‖Φxt‖2ds
+C(χ+ δ)
∫ t
0
[ ∑
0≤|β′|≤1
∫ ∫
ν(|ξ|)
M⋆
|∂β′(G˜,PcF2)|2dξdx +
∫ ∫
ν(|ξ|)
M⋆
|(G,PcF2)x|2dξdx
]
ds
+C(χ+ δ)
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|∂ξ1(G,PcF2)t|2dξdxds + C
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|(G,PcF2)xt|2dξdxds.
The combination of (5.9), (5.15), (5.20) and (5.22), and choosing χ, δ suitably small yield that
(5.23)
∑
|α′|=1
∫ ∫ |∂α′(G,PcF2)|2
M⋆
(·, t)dξdx + ‖(n2,Φxt)(·, t)‖2 +
∑
|α′|=1
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|∂α′(G,PcF2)|2dξdxds
≤ C
∑
|α′|=1
∫ ∫ |∂α′(G,PcF2)|2
M⋆
(x, ξ, 0)dξdx + C(ε0 + δ
1
2 ) + C
∫
|φxxψ1x|(x, t)dx
+C(χ+ δ)
∑
|α′|=1
∫ t
0
∂α
′‖(φ, ψ, ζ, n2)‖2ds+ C
∑
|α|=2
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|∂α(G,PcF2)|2dξdxds
+C(χ+ δ)
∑
0≤|β′|≤1
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|∂β′(G˜,PcF2
)|2dξdxds + C(χ+ δ + η0)∫ t
0
‖(Φx,Φxt, n2)‖2ds
+C(χ+ δ)
∑
|α′|=1,|β′|=1
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|∂α′∂β′(G,PcF2)|2dξdxds.
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Applying ∂ξj (j = 1, 2, 3) to the equation (3.21) and noting that (4.41), one has
(5.24)
G˜ξjt − LMG˜ξj = −
3
2θv
∂ξ1P1
[
ξ1
( |ξ − u|2
2θ
ζx + ξ · ψx
)
M
]
+
u1
v
Gξjx −
1
v
∂ξjP1(ξ1Gx)
−Φxn2Mξjξ1 − Φxn2
4∑
k=0
∫
M
(χk
M
)
ξ1
dξ(χk)ξj −
Φx
v
(
PcF2
)
ξ1ξj
− G¯ξjt
−Φx
v
4∑
k=0
∫
PcF2
(χk
M
)
ξ1
dξ(χk)ξj + 2∂ξjQ(G,G) + 2Q(Mξj , G˜) + 2Q(G˜,Mξj ).
Similarly, applying ∂ξj (j = 1, 2, 3) to the equation (2.30) and noting that (4.42) give that
(5.25)
(PcF2)ξj t −NM(PcF2)ξj = −
1
v
(
ξ1(n2vM)x
)
ξj
+
u1
v
(n2vM)ξjx
−1
v
(
ξ1(PcF2)x
)
ξj
+
u1
v
(PcF2)ξjx − (n2vMξj )t −
Φx
v
(Mξjξ1 + G¯ξjξ1)
−Φx
v
G˜ξjξ1 + 2∂ξjQ(F2,G) + 2Q(PcF2,Mξj ).
Recalling the following fact
(5.26) ∂ξjLMg − LM(∂ξjg) = 2Q(∂ξjM, g) + 2Q(g, ∂ξjM).
Multiplying the equations (5.24) and (5.25) by
G˜ξj
M⋆
and
(PcF2)ξj
M⋆
, respectively, and then integrating with respect
to x, ξ, t imply that
(5.27)
∫ ∫ |(G˜,PcF2)ξj |2
2M⋆
(x, ξ, t)dξdx + σ˜
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|(G˜,PcF2)ξj |2dξdxds
≤
∫ ∫ |(G˜,PcF2)ξj |2
2M⋆
(x, ξ, 0)dξdx +
∣∣∣ ∫ t
0
∫ ∫ {
− 3
2θv
∂ξ1P1
[
ξ1
( |ξ − u|2
2θ
ζx + ξ · ψx
)
M
]
+
(u1
v
Gξjx −
1
v
∂ξjP1(ξ1Gx)
)
− Φxn2
(
Mξjξ1 +
4∑
k=0
∫
M
(χk
M
)
ξ1
dξ(χk)ξj
)
−Φx
v
4∑
k=0
∫
PcF2
(χk
M
)
ξ1
dξ(χk)ξj + 2∂ξjQ(G,G)− G¯ξjt + 2
(
Q(Mξj , G˜) +Q(G˜,Mξj )
)}G˜ξj
M⋆
+
{1
v
(− (ξ1(n2vM)x)ξj + u1(n2vM)ξjx)+ 1v (− (ξ1(PcF2)x)ξj + u1(PcF2)ξjx)
−(n2vMξj )t −
Φx
v
(Mξjξ1 + G¯ξjξ1) + 2∂ξjQ(F2,G) + 2Q(PcF2,Mξj )
} (PcF2)ξj
M⋆
dξdxds
∣∣∣
+
∫ t
0
∫ ∫ (
− Φx
v
(PcF2)ξjξ1
G˜ξj
M⋆
− Φx
v
G˜ξjξ1
(PcF2)ξj
M⋆
)
dξdxds
≤
∫ ∫ |(G˜,PcF2)ξj |2
2M⋆
(x, ξ, 0)dξdx +
14∑
i=1
Ti.
Now we estimate the terms on the right hand side of (5.27). First, by the fact (5.26), it holds that
(5.28) |T1| ≤ σ˜
16
∫ t
0
∫ ∫
ν(|ξ|)|G˜ξj |2
M⋆
dξdxds + C
∫ t
0
‖(ψx, ζx)‖2ds,
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(5.29)
|T2| = |
∫ t
0
∫ ∫ (u1 − ξ1
v
Gξjx −
δ1j
v
Gx +
1
v
4∑
k=0
< χk, ξ1Gx > (χk)ξj
)G˜ξj
M⋆
dξdxds|
= |
∫ t
0
∫ ∫ (
− (u1 − ξ1
v
)
x
|G˜ξj |2
2M⋆
+
u1 − ξ1
v
G¯ξjx
G˜ξj
M⋆
+
1
v
(− δ1jGx + 4∑
k=0
< χk, ξ1Gx > (χk)ξj
)G˜ξj
M⋆
)
dξdxds|
≤ ( σ˜
16
+ C(χ+ δ))
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|G˜ξj |2dξdxds + C
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|Gx|2dξdxds
+C
∫ t
0
∫ [
|(θ¯xx, u¯1xx)|2 + |(θ¯x, u¯1x)(vx, ux, θx)|2
]
dxds
≤ ( σ˜
16
+ C(χ+ δ))
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|G˜ξj |2dξdxds + C
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|Gx|2dξdxds
+C(χ+ δ)
∫ t
0
‖(φx, ψx, ζx)‖2ds+ Cδ 12 ,
and
(5.30)
|T3|+ |T4| ≤ σ˜
16
∫ t
0
∫ ∫
ν(|ξ|)|G˜ξj |2
M⋆
dξdxds + C(χ+ δ)
∫ t
0
‖(Φx, n2)‖2ds
+C(χ+ δ)
∫ t
0
∫ ∫
ν(|ξ|)|PcF2|2
M⋆
dξdxds.
Next, it holds that
(5.31)
|T5| ≤ σ˜
16
∫ t
0
∫ ∫
ν(|ξ|)|G˜ξj |2
M⋆
dξdxds+ C
∫ t
0
∫ ( ∫ ν(|ξ|)|Gξj |2
M⋆
dξ
∫ |G|2
M⋆
dξ
)
dxds
+C
∫ t
0
∫ ( ∫ ν(|ξ|)|G|2
M⋆
dξ
∫ |Gξj |2
M⋆
dξ
)
dxds
≤ ( σ˜
16
+ C(χ+ δ))
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|G˜ξj |2dξdxds + C(χ+ δ)
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|G˜|2dξdxds + Cδ 12 ,
and
(5.32)
|T6| ≤ σ˜
16
∫ t
0
∫ ∫
ν(|ξ|)|G˜ξj |2
M⋆
dξdxds + C
∫ t
0
∫ [
|(θ¯xt, u¯1xt)|2 + |(θ¯x, u¯1x)(vt, ut, θt)|2
]
dxds
≤ σ˜
16
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|G˜ξj |2dξdxds+ C(χ+ δ)
∫ t
0
‖(φt, ψt, ζt)‖2ds+ Cδ 12 .
Similarly, we can get
(5.33) |T7| ≤ σ˜
16
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|G˜ξj |2 + C
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|G˜|2dξdxds,
and
(5.34)
|T8| ≤ σ˜
16
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|G˜ξj |2dξdxds+ C
∫ t
0
∫ [|n2x|2 + n22|(vx, ux, θx)|2]dxds
≤ σ˜
16
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|G˜ξj |2dξdxds + C
∫ t
0
‖n2x‖2ds+ C(χ+ δ)
∫ t
0
‖n2‖2ds.
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It holds that
(5.35)
|T9| = |
∫ t
0
∫ ∫ [u1 − ξ1
v
(PcF2)ξjx −
δ1j
v
(PcF2)x
] (PcF2)ξj
M⋆
dξdxds|
= |
∫ t
0
∫ ∫ [(u1 − ξ1
v
)
x
|(PcF2)ξj |2
2M⋆
+
δ1j
v
(PcF2)x
(PcF2)ξj
M⋆
]
dξdxds|
≤ ( σ˜
16
+ C(χ+ δ))
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|(PcF2)ξj |2dξdxds+ C
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|(PcF2)x|2dξdxds,
(5.36) |T10| ≤ σ˜
16
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|(PcF2)ξj |2dξdxds+ C
∫ t
0
‖n2t‖2ds+ C(χ+ δ)
∫ t
0
‖n2‖2ds,
and
(5.37) |T11| ≤ σ˜
16
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|(PcF2)ξj |2dξdxds + C
∫ t
0
‖Φx‖2ds.
Furthermore, we have
(5.38)
|T12| ≤ σ˜
16
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|(PcF2)ξj |2dξdxds
+C
∫ t
0
∫ ∫
ν(|ξ|)−1
M⋆
(|Q(F2ξj ,G)|2 + |Q(F2,Gξj )|2)dξdxds
≤ σ˜
16
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|(PcF2)ξj |2dξdxds
+C
∫ t
0
∫ (∫ ν(|ξ|)
M⋆
|F2ξj |2dξ ·
∫ |G|2
M⋆
dξ +
∫ |F2ξj |2
M⋆
dξ ·
∫
ν(|ξ|)
M⋆
|G|2dξ)dxds
+C
∫ t
0
∫ (∫ ν(|ξ|)
M⋆
|F2|2dξ ·
∫ |Gξj |2
M⋆
dξ +
∫ |F2|2
M⋆
dξ ·
∫
ν(|ξ|)
M⋆
|Gξj |2dξ
)
dxds
≤ σ˜
16
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|(PcF2)ξj |2dξdxds
+C
∫ t
0
∫ (|n2|2 + ∫ ν(|ξ|)
M⋆
|(PcF2)ξj |2dξ
) · (|(θ¯x, u¯1x)|2 + ∫ |G˜|2
M⋆
dξ
)
dxds
+C
∫ t
0
∫ (|n2|2 + ∫ |(PcF2)ξj |2
M⋆
dξ
) · (|(θ¯x, u¯1x)|2 + ∫ ν(|ξ|)
M⋆
|G˜|2dξ)dxds
+C
∫ t
0
∫ (|n2|2 + ∫ ν(|ξ|)
M⋆
|PcF2|2dξ
) · (|(θ¯x, u¯1x)|2 + ∫ |G˜ξj |2
M⋆
dξ
)
dxds
+C
∫ t
0
∫ (|n2|2 + ∫ PcF2|2
M⋆
dξ
) · (|(θ¯x, u¯1x)|2 + ∫ ν(|ξ|)
M⋆
|G˜ξj |2dξ
)
dxds
≤ ( σ˜
16
+ C(χ+ δ)
) ∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|(PcF2)ξj |2dξdxds + C(χ+ δ)
∫ t
0
‖n2‖2ds
+C(χ+ δ)
∫ t
0
∫ ∫
ν(|ξ|)|(G˜,PcF2, G˜ξj )|2
M⋆
dξdxds
and
(5.39) |T13| ≤ σ˜
16
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|(PcF2)ξj |2dξdxds + C
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|PcF2|2dξdxds.
STABILITY OF WAVE PATTERNS TO BIPOLAR VPB 37
For T14, it holds that
(5.40)
|T14| = |
∫ t
0
∫ ∫ (Φx
v
(PcF2)ξjξ1
G˜ξj
M⋆
+
Φx
v
G˜ξjξ1
(PcF2)ξj
M⋆
)
dξdxds|
= |
∫ t
0
∫ ∫
Φx
v
G˜ξj · (PcF2)ξj
( 1
M⋆
)
ξj
dξdxds|
≤ Cχ
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|(G˜,PcF2)ξj |2dξdxds.
Substituting (5.28)-(5.40) into (5.27) and choosing χ, δ sufficiently small gives that
(5.41)
∫ ∫ |(G˜,PcF2)ξj |2
M⋆
(x, ξ, t)dξdx +
∫ t
0
∫ ∫
ν(|ξ|)|(G˜,PcF2)ξj |2
M⋆
dξdxds
≤ C
∫ ∫ |(G˜,PcF2)ξj |2
M⋆
(x, ξ, 0)dξdx + C(χ+ δ)
∫ t
0
[
‖n2‖2 +
∑
|α′|=1
‖∂α′(φ, ψ, ζ)‖2
]
ds+ Cδ
1
2
+C
∫ t
0
‖(ψx, ζx,Φx, n2x, n2t)‖2ds+ C
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|(G˜,PcF2,Gx, (PcF2)x)|2dξdxds.
Applying ∂ξj∂ξk (j, k = 1, 2, 3) to the equation (3.21) and (2.14), and using the similar analysis as in obtaining
(5.41), one has for |β| = 2
(5.42)
∫ ∫ |∂β(G˜,PcF2)|2
M⋆
(x, ξ, t)dξdx +
∫ t
0
∫ ∫
ν(|ξ|)|∂β(G˜,PcF2)|2
M⋆
dξdxds
≤ C
∫ ∫ |∂β(G˜,PcF2)|2
M⋆
(x, ξ, 0)dξdx + C
∫ t
0
‖(ψx, ζx,Φx, n2x, n2t)‖2ds
+C(χ+ δ)
∫ t
0
[ ∑
|α′|=1
‖∂α′(φ, ψ, ζ)‖2 + ‖n2‖2
]
ds+ Cδ
1
2
+C
∑
0≤|β′|≤1
∫ t
0
∫ ∫
ν(|ξ|)|∂β′(G˜,PcF2,Gx, (PcF2)x)|2
M⋆
dξdxds.
By (4.1), it holds that
(5.43)
∫ t
0
‖(ψx, ζx,Φx, n2x, n2t‖2ds+
∫ t
0
∫ ∫
ν(|ξ|)|(G˜,PcF2)|2
M⋆
dξdxds
≤ C‖(φ0, ψ0, ζ0, φ0x,Φ0x, n20)‖2 + C
∫ ∫ |(G˜,PcF2)|2
M⋆
(x, ξ, 0)dξdx + Cδ
+C
∑
1≤|α|≤2
∫ t
0
∫ ∫
ν(|ξ|)|∂α(G,PcF2)|2
M⋆
dξdxds + C(χ+ δ)
∫ t
0
∫ ∫
ν(|ξ|)|∂ξ1 (PcF2)x|2
M⋆
dξdxds
+C(χ+ δ)
∫ t
0
∫ ∫
ν(|ξ|)|∂ξ1 (G˜,PcF2)|2
M⋆
dξdxds,
which together with (5.42) gives
(5.44)
∑
1≤|β|≤2
∫ ∫ |∂β(G˜,PcF2)|2
M⋆
(x, ξ, t)dξdx +
∑
1≤|β|≤2
∫ t
0
∫ ∫
ν(|ξ|)|∂β(G˜,PcF2)|2
M⋆
dξdxds
≤ CN 2(0) + Cδ 12 + C(χ+ δ)
∫ t
0
[ ∑
|α′|=1
‖∂α′(φ, ψ, ζ)‖2 + ‖n2‖2
]
ds
+C
∑
1≤|α|≤2
∫ t
0
∫ ∫
ν(|ξ|)|∂α(G,PcF2)|2
M⋆
dξdxds+ C
∫ t
0
∫ ∫
ν(|ξ|)|∂ξj (G,PcF2)x|2
M⋆
dξdxds.
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Similarly, one has for |α′| = 1 and |β′| = 1
(5.45)
∫ ∫ |∂α′∂β′(G,PcF2)|2
M⋆
(x, ξ, t)dξdx +
∫ t
0
∫ ∫
ν(|ξ|)|∂α′∂β′(G,PcF2)|2
M⋆
dξdxds
≤ C
∫ ∫ |∂α′∂β′(G,PcF2)|2
M⋆
(x, ξ, 0)dξdx + C
∫ t
0
[ ∑
|α|=2
‖∂α(φ, ψ, ζ, n2)‖2 + ‖(Φxt, n2)‖2
]
ds
+C(χ+ δ)
∫ t
0
[ ∑
|α′|=1
‖∂α′(φ, ψ, ζ, n2)‖2 + ‖Φx‖2
]
ds+ C
∑
1≤|α|≤2
∫ t
0
∫ ∫
ν(|ξ|)|∂α(G,PcF2)|2
M⋆
dξdxds
+C(χ+ δ)
∑
0≤|β|≤2
∫ t
0
∫ ∫
ν(|ξ|)|∂β(G˜,PcF2)|2
M⋆
dξdxds.
By (4.1), (5.9) and (5.15), it holds that
(5.46)∫ t
0
[ ∑
|α|=2
‖∂α(φ, ψ, ζ, n2)‖+ ‖(Φxt, n2)‖2
]
ds ≤ CN 2(0) + Cδ 12 + C
∫
|φxxψ1x|(x, t)dx
+C(χ+ δ)
∫ t
0
[ ∑
|α′|=1
‖∂α′(φ, ψ, ζ, n2)‖2 + ‖Φx‖2
]
ds+ C
∑
1≤|α|≤2
∫ t
0
∫ ∫
ν(|ξ|)|∂α(G,PcF2)|2
M⋆
dξdxds
+C(χ+ δ)
∑
0≤|β′|≤1
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|∂β′(G˜,PcF2)|2dξdxds+ C(χ+ δ)
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|∂ξ1(PcF2)x)|2dξdxds.
Substituting (5.46) into (5.45), which together with (5.23) and (5.44), one has
(5.47)∑
1≤|β|≤2
∫ ∫ |∂β(G,PcF2)|2
M⋆
(x, ξ, t)dξdx +
∑
|α′|=1,0≤|β′|≤1
∫ ∫ |∂α′∂β′(G,PcF2)|2
M⋆
(x, ξ, t)dξdx
+
∑
1≤|β|≤2
∫ t
0
∫ ∫
ν(|ξ|)|∂β(G,PcF2)|2
M⋆
dξdxds +
∑
|α′|=1,0≤|β′|≤1
∫ t
0
∫ ∫
ν(|ξ|)|∂α′∂β′(G,PcF2)|2
M⋆
dξdxds
≤ N 2(0) + C
∫
|φxxψ1x|(x, t)dx + Cδ 12 + C(χ+ δ)
∑
|α′|=1
∫ t
0
‖∂α′(φ, ψ, ζ, n2)‖2ds
+C(χ+ δ + η0)
∫ t
0
‖(Φx, n2)‖2ds+ C
∑
|α|=2
∫ t
0
∫ ∫
ν(|ξ|)|∂α(G,PcF2)|2
M⋆
dξdxds
+C(χ+ δ)
∫ t
0
∫ ∫
ν(|ξ|)|(G˜,PcF2)|2
M⋆
dξdxds.
Step 3. Estimation on the highest order estimates.
Finally, we derive the highest order estimate to control the terms
∫
φxxψ1xdx and∑
|α|=2
∫ ∫
ν(|ξ|)
M⋆
|∂α(G,PcF2)|2dξdx. Let |α| = 2, from (2.1) and (2.20)3, it holds that
‖∂α(ρ,m,E, n2)‖2 ≤ C
∫ ∫ |∂α(F1, F2)|2
M⋆
dξdx.
So we have for |α| = 2,
‖∂α(φ, ψ, ζ, n2)‖2 ≤ C
∫ ∫ |∂α(F1, F2)|2
M⋆
dξdx+ Cδ.
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Thus in order to estimate
∫
φxxψ1xdx, it is sufficient to estimate
∫ ∫ |∂α(F1, F2)|2
M⋆
dξdx (|α| = 2). From (2.20),
one has
(5.48)

F1t +
ξ1 − u1
v
F1x +
Φx
v
∂ξ1F2 = LMG+ 2Q(G,G),
F2t +
ξ1 − u1
v
F2x +
Φx
v
∂ξ1F1 = NMPcF2 + 2Q(F2,G).
Applying ∂α(|α| = 2) on the Vlasov-Poisson-Boltzmann equation (5.48), we have
(5.49)
(∂αF1)t +
ξ1 − u1
v
(∂αF1)x +
Φx
v
∂ξ1(∂
αF2) + ∂
α
(ξ1 − u1
v
)
F1x + ∂
α
(Φx
v
)
∂ξ1F2
+
∑
|α′|=1,α′≤α
Cα
′
α ∂
α′(ξ1 − u1
v
)
∂α−α
′
F1x +
∑
|α′|=1,α′≤α
Cα
′
α ∂
α′(Φx
v
)
∂ξ1∂
α−α′F2
= LM∂
αG+
∑
|α′|=1,α′≤α
2Cα
′
α
(
Q(∂α
′
M, ∂α−α
′
G) +Q(∂α
′
G, ∂α−α
′
M)
)
+2Q(G, ∂αM) + 2Q(∂αM,G) + 2∂αQ(G,G).
and
(5.50)
(∂αF2)t +
ξ1 − u1
v
(∂αF2)x +
Φx
v
∂ξ1(∂
αF1) + ∂
α
(ξ1 − u1
v
)
F2x + ∂
α
(Φx
v
)
∂ξ1F1
+
∑
|α′|=1,α′≤α
Cα
′
α ∂
α′(ξ1 − u1
v
)
∂α−α
′
F2x +
∑
|α′|=1,α′≤α
Cα
′
α ∂
α′(Φx
v
)
∂ξ1∂
α−α′F1
= NM∂
α(PcF2) +
∑
|α′|=1,α′≤α
2Cα
′
α Q(∂
α′(PcF2), ∂
α−α′M) + 2Q(PcF2, ∂αM) + 2∂αQ(F2,G).
Multiplying (5.49) by ∂
αF1
M⋆
= ∂
α
M
M⋆
+ ∂
α
G
M⋆
, and (5.50) by ∂
αF2
M⋆
= ∂
α(n2vM)
M⋆
+ ∂
α(PcF2)
M⋆
, respectively, gives
(5.51)
(
|∂αF1|2
2M⋆
)t − ∂
αG
M⋆
LM∂
αG = −Φx
v
∂αF1
M⋆
∂ξ1(∂
αF2) +
∂αF1
M⋆
[
− ∂α(ξ1 − u1
v
)F1x
−∂α(Φx
v
)∂ξ1F2 −
∑
|α′|=1,α′≤α
Cα
′
α ∂
α′(
ξ1 − u1
v
)∂α−α
′
F1x −
∑
|α′|=1,α′≤α
Cα
′
α ∂
α′(
Φx
v
)∂ξ1∂
α−α′F2
+
∑
|α′|=1,α′≤α
2Cα
′
α
(
Q(∂α
′
M, ∂α−α
′
G) +Q(∂α
′
G, ∂α−α
′
M)
)
+ 2Q(G, ∂αM) + 2Q(∂αM,G)
+2∂αQ(G,G)
]
+
∂αM
M⋆
LM∂
αG− (ξ1 − u1
v
|∂αF1|2
2M⋆
)
x
+
(ξ1 − u1
v
)
x
|∂αF1|2
2M⋆
and
(5.52)
(
|∂αF2|2
2M⋆
)t − ∂
α(PcF2)
M⋆
NM∂
α(PcF2) = −Φx
v
∂αF2
M⋆
∂ξ1(∂
αF1) +
∂αF2
M⋆
[
− ∂α(ξ1 − u1
v
)
F2x
−∂α(Φx
v
)∂ξ1F1 −
∑
|α′|=1,α′≤α
Cα
′
α ∂
α′(ξ1 − u1
v
)
∂α−α
′
F2x −
∑
|α′|=1,α′≤α
Cα
′
α ∂
α′(Φx
v
)
∂ξ1∂
α−α′F1
+
∑
|α′|=1,α′≤α
2Cα
′
α Q(∂
α′(PcF2), ∂
α−α′M) + 2Q(PcF2, ∂αM) + 2∂αQ(F2,G)
]
+
∂α(n2vM)
M⋆
NM∂
α(PcF2)−
(ξ1 − u1
v
|∂αF2|2
2M⋆
)
x
+ (
ξ1 − u1
v
)x
|∂αF2|2
2M⋆
.
Adding (5.51) and (5.52) together and noting that
−Φx
v
∂αF1
M⋆
∂ξ1(∂
αF2)− Φx
v
∂αF2
M⋆
∂ξ1(∂
αF1) = −(Φx
v
∂αF1∂
αF2
M⋆
)ξ1 +
Φx
v
∂αF1∂
αF2
( 1
M⋆
)
ξ1
,
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and then integrating the resulting equation over x, ξ, t imply that
(5.53)
∫ ∫ |∂αF1|2 + |∂αF2|2
2M⋆
(x, ξ, t)dξdx −
∫ ∫ |∂αF10|2 + |∂αF20|2
2M⋆
dξdx
−
∫ t
0
∫ ∫ [∂αG
M⋆
LM∂
αG+
∂α(PcF2)
M⋆
NM∂
α(PcF2)
]
dξdxds
=
∫ t
0
∫ ∫ {Φx
v
∂αF1∂
αF2
( 1
M⋆
)
ξ1
+
∂αF1
M⋆
[
− ∂α(ξ1 − u1
v
)F1x − ∂α(Φx
v
)∂ξ1F2
−
∑
|α′|=1,α′≤α
Cα
′
α ∂
α′(
ξ1 − u1
v
)∂α−α
′
F1x −
∑
|α′|=1,α′≤α
Cα
′
α ∂
α′(
Φx
v
)∂ξ1∂
α−α′F2
+
∑
|α′|=1,α′≤α
2Cα
′
α
(
Q(∂α
′
M, ∂α−α
′
G) +Q(∂α
′
G, ∂α−α
′
M)
)
+ 2
(
Q(G, ∂αM) +Q(∂αM,G)
)
+2∂αQ(G,G)
]
+
∂αF2
M⋆
[
− ∂α(ξ1 − u1
v
)
F2x − ∂α(Φx
v
)∂ξ1F1 −
∑
|α′|=1,α′≤α
Cα
′
α ∂
α′(ξ1 − u1
v
)
∂α−α
′
F2x
−
∑
|α′|=1,α′≤α
Cα
′
α ∂
α′(Φx
v
)
∂ξ1∂
α−α′F1 +
∑
|α′|=1,α′≤α
2Cα
′
α Q(∂
α′(PcF2), ∂
α−α′M) + 2Q(PcF2, ∂αM)
+2∂αQ(F2,G)
]
+
∂αM
M⋆
LM∂
αG+
∂α(n2vM)
M⋆
NM∂
α(PcF2) +
(ξ1 − u1
v
)
x
|∂α(F1, F2)|2
2M⋆
}
dξdxds
:=
18∑
i=1
Wi.
We only estimate the terms W1,W2,W3,W10,W16,W17 on the right hand side of (5.53), while the other terms
can be estimated similarly as in [26]. First, it holds that
(5.54)
W1 =
∫ t
0
∫ ∫
Φx
v
∂α(M +G) · ∂α(n2vM +PcF2)
M⋆
· ξ1 − u1∗
Rθ
dξdxds
≤ C
∫ t
0
∫
|Φx|
[
|∂α(v, u, θ)|+
∑
|α′|=1
|∂α′(v, u, θ)|2 +
(∫ ν(|ξ|)|∂αG|2
M⋆
dξ
) 1
2
]
·
[
|∂αn2|+ |n2||∂α(v, u, θ)|+
∑
|α′|=1
(|∂α′n2||∂α′(v, u, θ)|+ |n2||∂α′(v, u, θ)|2)
+
(∫ ν(|ξ|)|∂α(PcF2)|2
M⋆
dξ
) 1
2
]
dxds
≤ C(χ+ δ)
∫ t
0
[
‖∂α(φ, ψ, ζ, n2)‖2 +
∑
|α′|=1
‖∂α′(φ, ψ, ζ, n2)‖2 + ‖(Φx, n2)‖2
+
∫ ∫
ν(|ξ|)|∂α(G,PcF2)|2
M⋆
dξdx
]
ds+ Cδ
1
2 .
Then, we can compute W2 as
(5.55)
W2 = −
∫ t
0
∫ ∫
∂α
(ξ1 − u1
v
)∂αM+ ∂αG
M⋆
(Mx +Gx)dξdxds
≤ C
∫ t
0
∫ (
∂α(v, u1) +
∑
|α′|=1
|∂α′(v, u1)|2
) · (|∂α(v, u, θ)|+ ∑
|α′|=1
|∂α′(v, u, θ)|2
+
(∫ ν(|ξ|)|∂αG|2
M⋆
dξ
) 1
2
)
·
(
|(vx, ux, θx)|+
(∫ |Gx|2
M⋆
dξ
) 1
2
)
dxds
≤ C(χ+ δ)
∫ t
0
[
‖∂α(φ, ψ, ζ)‖2 +
∑
|α′|=1
‖∂α′(φ, ψ, ζ)‖2 +
∫ ∫
ν(|ξ|)|Gx|2
M⋆
dξdx
+
∫ ∫
ν(|ξ|)|∂αG|2
M⋆
dξdx
]
ds+ Cδ
1
2
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and
(5.56)
W3 = −
∫ t
0
∫ ∫
∂α
(Φx
v
)∂αM+ ∂αG
M⋆
(
n2vMξ1 + (PcF2)ξ1
)
dξdxds
≤ C
∫ t
0
∫ (|∂α(v,Φx)|+ ∑
|α′|=1
|∂α′(v,Φx)|2
) · (|∂α(v, u, θ)|+ ∑
|α′|=1
|∂α′(v, u, θ)|2
+
(∫ ν(|ξ|)|∂αG|2
M⋆
dξ
) 1
2
)
·
(
|n2|+
(∫ |(PcF2)ξ1 |2
M⋆
dξ
) 1
2
)
dxds
≤ C(χ+ δ)
∫ t
0
[
‖∂α(φ, ψ, ζ,Φx)‖2 +
∑
|α′|=1
‖∂α′(φ, ψ, ζ,Φx)‖2 + ‖n2‖2
]
ds+ Cδ
1
2
+C(χ+ δ)
∫ t
0
[ ∫ ∫ ν(|ξ|)|∂αG|2
M⋆
dξdx +
∫ ∫
ν(|ξ|)|∂ξ1 (PcF2)|2
M⋆
dξdx
]
ds.
Then it holds that,
(5.57)
W10 = −
∫ t
0
∫ ∫
∂α
(Φx
v
)∂α(n2vM) + ∂α(PcF2)
M⋆
∂ξ1F1dξdxds
= −
∫ t
0
∫ ∫
∂α
(Φx
v
)
v∂αn2
M
M⋆
∂ξ1F1dξdxds−
∫ t
0
∫ ∫
∂α
(Φx
v
)∂α(n2vM)− vM∂αn2
M⋆
∂ξ1F1dξdxds
−
∫ t
0
∫ ∫
∂α
(Φx
v
)∂α(PcF2)
M⋆
∂ξ1F1dξdxds
= −
∫ t
0
∫ ∫
∂α
(Φx
v
)
v∂αn2
( M
M⋆
− 1)(Mξ1 + G˜ξ1 + G¯ξ1)dξdxds
−
∫ t
0
∫ ∫
∂α
(Φx
v
)∂α(n2vM)− vM∂αn2
M⋆
(Mξ1 + G˜ξ1 + G¯ξ1)dξdxds
+
∫ t
0
∫ ∫
∂α
(Φx
v
)ξ1 − u1
Rθ
( M
M⋆
− 1)∂α(PcF2)dξdxds
−
∫ t
0
∫ ∫
∂α
(Φx
v
)∂α(PcF2)
M⋆
(G˜ξ1 + G¯ξ1)dξdxds +
∫ t
0
∫
∂α
(Φx
v
)ξ1 − u1
Rθ
∂α(PcF2)dξdxds,
where ∫ t
0
∫
∂α
(Φx
v
)ξ1 − u1
Rθ
∂α(PcF2)dξdxds =
∫ t
0
∫
∂α
(Φx
v
) 1
Rθ
∂α
( ∫
ξ1PcF2dξ
)
dxds
= −
∫ t
0
∫
1
Rθ
∂α
(Φx
v
)
∂α
(Φx
2v
)
t
dxds = −
∫ t
0
∫
1
4Rθ
(
|∂α(Φx
v
)|2)
t
dxds
= −
∫ t
0
∫
1
4Rθ
|∂α(Φx
v
)|2(x, t)dx + ∫ t
0
∫
1
4Rθ
|∂α(Φx
v
)|2(x, 0)dx + ∫ t
0
∫ ( 1
4Rθ
)
t
|∂α(Φx
v
)|2dxds
≤ −
∫ t
0
∫
1
4Rθ
|∂α(Φx
v
)|2(x, t)dx + C‖∂α(Φ0x, v0)‖2 + C ∑
|α′|=1
‖∂α′(Φ0x, v0)‖2
+C(χ+ δ)
∫ t
0
[
‖∂α(Φx, φ)‖2 +
∑
|α′|=1
‖∂α′(Φx, φ)‖2
]
ds+ Cδ
1
2 ,
which together with (5.57), we can get
(5.58)
W10 ≤ −
∫ t
0
∫
1
4Rθ
|∂α(Φx
v
)|2(x, t)dx + C‖∂α(Φ0x, v0)‖2 + C ∑
|α′|=1
‖∂α′(Φ0x, v0)‖2
+C(χ+ δ + η0)
∫ t
0
[
‖∂α(φ, ψ, ζ,Φx, n2)‖2 +
∫ ∫
ν(|ξ|)|∂α(PcF2)|2
M⋆
dξdx
]
ds
+C(χ+ δ)
∑
|α′|=1
∫ t
0
‖∂α′(φ, ψ, ζ,Φx, n2)‖2ds+ Cδ 12 .
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Since P1(∂
αM) does not contain ∂α(v, u, θ). Thus, we have
(5.59)
W16 =
∫ t
0
∫ ∫
∂αM
M⋆
LM∂
αGdξdxds =
∫ t
0
∫ ∫
P1(∂
αM)
M⋆
LM∂
αGdξdxds
≤ σ˜
16
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|∂αG|2dξdxds + C(χ+ δ)
∑
|α′|=1
∫ t
0
‖∂α′(φ, ψ, ζ)‖2ds+ Cδ 12
and
(5.60)
W17 =
∫ t
0
∫ ∫
vM∂αn2
M⋆
NM∂
α(PcF2)dξdxds +
∫ t
0
∫ ∫
∂α(n2vM)− vM∂αn2
M⋆
NM∂
α(PcF2)dξdxds
≤ |
∫ t
0
∫ ∫
v∂αn2
( M
M⋆
− 1)NM∂α(PcF2)dξdxds| + C ∫ t
0
∫ (|n2||∂α(v, u, θ)|
+|n2|
∑
|α′|=1
|∂α′(v, u, θ)|2 +
∑
|α′|=1
|∂α′n2||∂α′(v, u, θ)|
)( ∫ ν(|ξ|)|∂α(PcF2)|2
M⋆
dξ
) 1
2 dxds
≤ Cη0
∫ t
0
‖∂αn2‖2ds+ C(χ+ δ)
∫ t
0
[
‖∂α(φ, ψ, ζ)‖2 +
∑
|α′|=1
‖∂α′(φ, ψ, ζ, n2)‖2
]
ds
+C(χ+ δ + η0)
∫ t
0
∫ ∫
ν(|ξ|)|∂α(PcF2)|2
M⋆
dξdxds+ Cδ
1
2 ,
where we have used the fact that ∫ t
0
∫
v∂αn2
( ∫
NM(∂
αPcF2)dξ
)
dxds = 0,
and the small constant η0 is defined in Lemma 3.4. Substituting the above estimates into (5.53) and choosing
χ, δ, η0 suitably small yield that
(5.61)
∑
|α|=2
[
‖∂α(Φx
v
)
(·, t)‖2 +
∫ ∫ |∂α(F1, F2)|2
M⋆
(x, ξ, t)dξdx
]
+
∑
|α|=2
∫ t
0
∫ ∫
ν(|ξ|)
M⋆
|∂α(G,PcF2)|2dξdxds
≤ C
∑
|α|=2
[
‖∂α(Φ0x, v0)‖2 +
∫ ∫ |∂α(F10, F20)|2
M⋆
dξdx
]
+ C
∑
|α′|=1
‖∂α′(Φ0x, v0)‖2 + Cδ 12
+C(χ+ δ + η0)
∑
|α|=2
∫ t
0
‖∂α(φ, ψ, ζ, n2,Φx)‖2ds+ C(χ+ δ)
∑
|α′|=1
∫ t
0
‖∂α′(φ, ψ, ζ, n2,Φx)‖2ds
+C(χ+ δ)
∫ t
0
[ ∑
|α′|=1
∫ ∫
ν(|ξ|)
M⋆
|∂α′(G,PcF2)|2dξdx +
∑
0≤|β′|≤1
∫ ∫
ν(|ξ|)
M⋆
|∂β′(G˜,PcF2)|2dξdx
]
ds
+C(χ+ δ)
∑
|α′|=1,|β′|=1
∫ t
0
∫ ∫
ν(|ξ|)|∂α′∂β′(G,PcF2)|2
M⋆
dξdxds + C(χ+ δ)
∫ t
0
‖(Φx, n2)‖2ds.
From (3.34), for |α| = 2, it holds that
(5.62)
∫ t
0
‖∂αΦx‖2ds ≤ C
∫ t
0
‖n2x‖2ds+ C(χ+ δ)
∫ t
0
[
‖∂αφ‖2 + ‖(Φx,Φxt, n2)‖2
]
ds
+C
∑
|α′|=1
∫ t
0
∫ ∫
ν(|ξ|)|∂α′(PcF2)|2
M⋆
dξdxds+ C(χ+ δ)
∫ t
0
∫ ∫
ν(|ξ|)|PcF2|2
M⋆
dξdxds.
The proof of Proposition 5.1 is completed.
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6. The Proof of Theorem 3.1
Finally, by the Proposition 4.1 and 5.1, it holds that
(6.1)
sup
0≤t<∞
[
‖(φ, ψ, ζ)(·, t)‖2H1 + ‖(Φx, n2, n2x)(·, t)‖2 +
∑
0≤|β|≤2
∫ ∫ |∂β(G˜,PcF2)|2
M⋆
(x, ξ, t)dξdx
+
∑
|α′|=1,0≤|β′|≤1
∫ ∫ |∂α′∂β′(G,PcF2)|2
M⋆
(x, ξ, t)dξdx +
∑
|α|=2
∫ ∫ |∂α(F1, F2)|2
M⋆
(x, ξ, t)dξdx
]
+δ
∫ ∞
0
‖|wˆ|(φ, ψ, ζ)‖2dxds+
∑
1≤|α|≤2
∫ ∞
0
‖∂α(φ, ψ, ζ, n2)‖2ds+
∫ ∞
0
‖(Φx,Φxt, n2)‖2ds
+
∑
1≤|α|≤2
∫ ∞
0
∫ ∫
ν(|ξ|)|∂α(G,PcF2)|2
M⋆
dξdxds +
∑
0≤|β|≤2
∫ ∞
0
∫ ∫
ν(|ξ|)|∂β(G˜,PcF2)|2
M⋆
dξdxds
+
∑
|α′|=1,|β′|=1
∫ ∞
0
∫ ∫
ν(|ξ|)|∂α′∂β′(G,PcF2)|2
M⋆
dξdxds ≤ C(N (0)2 + δ 12 ) ≤ C(E(0)2 + δ 12 ).
Therefore, we close the a priori assumption by choosing suitably small positive constants ε0, δ and one has∫ +∞
0
∫ ∫ |(F1 −M[v¯,u¯,θ¯], F2)x|2
M⋆
dξdxds
≤
∫ +∞
0
∫ ∫ |(Mx − (M[v¯,u¯,θ¯])x, (n2vM)x)|2
M⋆
dξdxds +
∫ +∞
0
∫ ∫ |(Gx, (PcF2)x)|2
M⋆
dξdxds
≤ C
∫ +∞
0
‖(φ, ψ, ζ, n2)x‖2ds+ Cδ
∫ +∞
0
‖|wˆ|(φ, ψ, ζ)‖2ds+ Cδ2
+
∫ +∞
0
∫ ∫ |(Gx, (PcF2)x)|2
M⋆
dξdxds ≤ C(N (0)2 + δ 12 ) ≤ C(E(0)2 + δ 12 ).
From the Vlasov-Poisson-Boltzmann system (2.20), we can obtain∫ +∞
0
∣∣∣ d
dt
∫ ∫ |(F1 −M[v¯,u¯,θ¯], F2)x|2
M⋆
dξdx
∣∣∣ds ≤ C(E(0)2 + δ 12 ).
Therefore, one has∫ +∞
0
( ∫ ∫ |(F1 −M[v¯,u¯,θ¯], F2)x|2
M⋆
dξdx+
∣∣∣ d
dt
∫ ∫ |(F1 −M[v¯,u¯,θ¯], F2)x|2
M⋆
dξdx
∣∣∣)ds <∞,
which implies that
lim
t→+∞
∫ ∫ |(F1 −M[v¯,u¯,θ¯], F2)x|2
M⋆
dξdx = 0.
By Sobolev inequality
‖
∫ |(F1 −M[v¯,u¯,θ¯], F2)|2
M⋆
dξ‖2L∞x
≤ C
(∫ ∫ |(F1 −M[v¯,u¯,θ¯], F2)|2
M⋆
dξdx
)
·
(∫ ∫ |(F1 −M[v¯,u¯,θ¯], F2)x|2
M⋆
dξdx
)
,
we can prove that
(6.2) lim
t→+∞
sup
x
∫ |(F1 −M[v¯,u¯,θ¯], F2)|2
M⋆
dξ = 0.
Similarly, one can prove that
lim
t→+∞
‖(Φx, n2)‖ = 0.
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Thus the time-asymptotic convergence of the solutions (F1, F2) to the viscous contact waveM[v¯,u¯,θ¯] can be derived
directly from (6.2), it holds that
E(t) ≤ C(N (t) + δ 12 ) ≤ C(E(0) + δ 12 ), ∀t ∈ [0,+∞],
which proves (3.15). And the proof of Theorem 3.1 is completed.
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