In this paper, we develop a new estimation procedure based on the non-linear conjugate gradient (NCG) algorithm for the Box-Cox transformation cure rate model. We compare the performance of the NCG algorithm with the well-known expectation maximization (EM) algorithm through a simulation study and show the advantages of the NCG algorithm over the EM algorithm. In particular, we show that the NCG algorithm allows simultaneous maximization of all model parameters when the likelihood surface is flat with respect to a Box-Cox model parameter. This is a big advantage over the EM algorithm, where a profile likelihood approach has been proposed in the literature that may not provide satisfactory results. We finally use the NCG algorithm to analyze a well-known melanoma data and show that it results in a better fit.
Introduction
Advancements in the treatment of certain types of diseases (e.g., cancer, heart disease, etc.) has led to a noteworthy number of patients to respond favorably to the treatment, thereby not showing recurrence until the end of a long follow-up time. These patients are termed as recurrence-free survivors. It is quite possible that some of these patients will not show recurrence for a decently long period after the follow-up time since they may have reached a stage where the disease is undetectable and harmless. These patients, among the recurrence-free survivors, are termed as long-term survivors or "cured". The estimation of the proportion of cured patients cannot be readily obtained from a given lifetime data since it is not possible to identify which of the recurrence-free survivors can be considered as long-term survivors. This is because a patient who is susceptible to disease recurrence soon after the follow-up time may also show no recurrence and survive until the end of the follow-up time. The estimation of a treatment-specific cured proportion (or cure rate), however, is important to see the trend in the survival of patients suffering from a particular disease. It is also an important measure to judge the treatment's efficacy and its adoption in practice, as opposed to the standard treatment.
The first studied cure rate model dates back to the works of Boag (1949) and Berkson and Gage (1952) , which is known as the mixture cure rate model. According to the mixture cure rate model, the population survival function of a time-to-event variable Y is given by S p (y) = p 0 + (1 − p 0 )S s (y),
2 Box-Cox transformation cure rate model
The BCT on a variable z with index parameter α is given by; see Box and Cox (1964) G(z, α) = z α −1 α , 0 < α ≤ 1 log(z), α = 0.
According to Yin and Ibrahim (2005) , using the BCT on the population survival function, the BCT cure rate model can be defined as G(S p (y|x), α) = −φ(α, x)F (y), 0 ≤ α ≤ 1.
In (4), F (·) is a proper distribution function and x is a set of prognostic factors introduced in the model through a general covariate structure φ(α, x), defined as
with β denoting the set of regression coefficients. Using (3) in (4), we can easily obtain an expression for the population survival function as
Note that the cure rate being the long-term survival probability can be obtained as p 0 (x) = lim y→∞ S p (y|x). Its explicit expression is given by
From (6), we can derive the expression of the population density function as f p (y|x) = S p (y|x). Its explicit expression is given by; see 
where f (·) is the density function corresponding to F (·). It is interesting to note that the BCT cure rate model in (6) reduces to the mixture cure rate model in (1) with p 0 = p 0 (x) = 1 1+exp(x β) and S s (y) = 1 − F (y). Furthermore, the BCT cure rate model reduces to the promotion time cure rate model in (2) with S(y) = 1 − F (y) and η = exp(x β). Thus, the BCT cure rate model unifies the two most commonly used cure rate models in the literature and provides a flexible class of transformation cure rate model. Although the BCT cure rate model has not been extensively studied in the literature, few authors have considered it. For instance, a novel biological interpretation of the BCT model was addressed in Peng and Xu (2012) . In the context of frailty model with multivariate survival data, Diao and Yin (2012) considered the BCT model and developed non-parametric estimation procedure. Interested readers may also refer to Zeng et al. (2006) , Sun et al. (2011 ), Castro et al. (2010 , and Koutras and Milienos (2017) .
Form of data and likelihood function
We work with a scenario where the time-to-event data may not be completely observed and is subject to right censoring. Let T i and C i denote the actual failure time and censoring time, respectively, for i = 1, 2, · · · , n with n denoting the sample size. The observed lifetime is then given by Y i = min{T i , C i }. Let δ i denote the right censoring indicator which takes the value 1 if the time-to-event is observed and 0 if it is right censored. The set of observed data can thus be given by O = {(y i , δ i , x i ), i = 1, 2, · · · , n}, where x i is the vector of prognostic factors corresponding to the i-th subject. Assuming non-informative censoring, we can define the observed data likelihood function as
where θ = (α, β , γ ) is the vector of unknown model parameter with γ denoting the parameter vector associated with F (·) in (6).
As done in , we shall now assume F (·) in (6) and f (·) in (8) to be the distribution function and density function, respectively, of a two-parameter Weibull distribution. Thus, we have
for y > 0, γ 1 > 0, and γ 2 > 0. Also, we now have γ = (γ 1 , γ 2 ) .
Estimation method: Non-linear Conjugate gradient algorithm
In order to estimate the optimal parameter set θ that maximizes the likelihood function given in (9), we first apply the natural logarithm on both sides of (9) to obtain the log-likelihood function as follows
Our maximization problem can now be stated as follows
where the feasible set of constraints U is defined as
The function l depends non-linearly on θ, thus, rendering the above maximization problem non-linear. Thus, to solve the maximization problem (12), we use the non-linear conjugate gradient method (NCG), which is an extension of the traditional conjugate gradient method for a linear optimization problem; see Neittaanmaki and Tiba (1994) . Such a scheme has been used to solve partial differential equation (PDE)-constrained optimal control problems arising in mathematical models of crowd motion, game theory and medical imaging (Roy et al., 2016; Roy et al., 2017; Roy et al., 2018; Adesokan et al., 2018) . A major advantage of using the NCG scheme over traditional Newton-based schemes (for instance, the EM algorithm in where the maximization step is carried out using a one-step Newton Raphson method) is that even though Newton's method potentially converges faster, the computation of the Hessian in a Newton-based method is highly expensive and time consuming, specially for optimization problems with large number of parameters and bigger sample size n. On contrary, one requires to compute only the gradient in the NCG method and, thus, for such problems, the NCG scheme results in a faster convergence than the Newton-based schemes. This is also observed in the simulation studies presented in Section 5. In order to describe this method, we start off with an initial guess θ 0 for the parameter set. We now update this initial guess by moving in the search direction given by the gradient d 0 = g 0 = ∇ θ l(θ 0 ) of the function l. The rationale behind this kind of an update arises from the fact that the maximum rate of increase of a function is along the positive gradient direction. In subsequent iterations, the search directions are recursively given by the formula
where g k = ∇ θ l(θ k ) and ξ k is given by the formula of Hager-Zhang (Hager and Zhang, 2005) as follows
with w k = g k+1 − g k . We update our parameter set θ using a steepest ascent scheme given below
where s k > 0 is a steplength obtained through a line search algorithm that uses the following Armijo condition (Annunziato and Borzi, 2013) of sufficient increase of l
Further, a projection step onto the constraint set U is applied to this parameter update step through the following way
where
The projection step ensures that the parameter values obtained in each iteration lies inside the constraint set U . The projected NCG algorithm is terminated once the relative difference between two successive iterates is less than a specified tolerance level or the number of iterations exceed the maximum number of iterations. The algorithm is summarized below.
Algorithm 4.1 (Projected NCG Scheme)
, where s k is obtained using the line-search algorithm
9. End while.
The convergence of the projected NCG scheme, as described in Algorithm 4.1, follows from Neittaanmaki and Tiba (1994, Lemma 1.6, p. 235).
5 Simulation study
To demonstrate the performance of our proposed NCG algorithm, we carried out a Monte Carlo simulation study. For this purpose, we chose k max = 100, λ = 0.1 (for other values of λ within the range, our findings were similar), and tol = 0.001. To compare the performance of the NCG algorithm with the already developed EM algorithm (where the maximization step is done using a one-step Newton Raphson method) in , we stick to the same simulation setup as in . Below, we briefly describe the simulation setup considered by the authors in . All computational codes were developed using R statistical software.
Using binary covariate
Here, we consider one binary covariate x, for instance, gender, ulceration status, etc. This is equivalent to assuming a scenario where patients are divided into two groups with x = 1 denoting patients that belong to group 1 and x = 0 denoting patients that belong to group 2. We denote the cured proportions corresponding to groups 1 and 2 by p 01 and p 00 , respectively. On assuming true values for the cured proportions p 01 and p 00 and a chosen value for α, we can calculate the true values of the regression parameters as; see 
For a given group, if we denote the cured proportion by p 0 , we can use the following steps to generate data from the BCT model in (6) (i) We first generate a Uniform(0,1) random variable (U ) and a censoring time (C) from an exponential distribution with rate c. Note that the censoring rate can be different for different groups;
(ii) If U ≤ p 0 , the observed time Y is taken as the censoring time, i.e., Y = C;
(survival probability of the susceptible patients) to U * , where U * ∼ Uniform(0,1). Thus, we have
where F is the distribution function of the Weibull distribution as given in (10). The observed time can then be obtained as Y = min{t, C};
(iv) From (ii) and (iii), if Y = C, we set δ = 0; otherwise, we set δ = 1.
We consider the same parameter settings as in , i.e., three different choices of sample sizes as n = 150 (n 1 = 75, n 2 = 75), n = 200 (n 1 = 120, n 2 = 80) and 300 (n 1 = 180, n 2 = 120); two different choices of cured proportions (p 01 , p 00 ) as (0.65, 0.35) and (0.40, 0.20); a particular choice of (γ 1 , γ 2 ) as (0.316,0.179); and a particular choice of censoring rates for groups (1,2) as (0.15, 0.10). For the initial values of model parameters, we follow the same procedure as in .
Using continuous covariate
Here, we consider a continuous covariate x, for instance, the thickness of tumor (in mm), which can be generated from a Uniform(0.1,20) distribution. Since we expect the cured proportion to decrease with an increase in tumor thickness, we can fix a low value of cured proportion as p low = 5% for a patient with tumor thickness x max = 20mm and a high value of cured proportion as p high = 65% for a patient with tumor thickness x min = 0.1mm. Thus, we can calculate the true values of the regression parameters, for a fixed choice of α, as; see 
For a patient with tumor thickness x and for a chosen true value of α, we can use the following steps to generate data from the BCT model in (6) (i) We first calculate the cure rate as
(ii) We then generate U * ∼ Uniform(0,1) and censoring time (C) from an exponential distribution with rate c; In this study, we use two different sample sizes as n = 150 and n = 200. We keep the true values of lifetime parameters and the technique of finding initial values the same as in the simulation setup with binary covariate.
Discussion
In Table 1 , we present the simulation study results, in terms of bias and root mean square error (RMSE), for the general BCT model when the covariate under study is binary. When we employed the NCG algorithm, there was no issue with simultaneous maximization of all model parameter (including α). This behavior of the NCG algorithm is unlike the EM algorithm where simultaneous maximization is not possible and one needs to keep the parameter α fixed for the iterative procedure to work. This is a huge advantage of the NCG algorithm over the EM algorithm. We note that the NCG algorithm converges to the true parameter values very accurately with small bias and RMSE. Furthermore, the large sample properties, i.e., the reduction of bias and RMSE with an increase in sample size, seems to be satisfied quite well. When compared with the EM algorithm, the NCG algorithm results in a significant reduction of bias and RMSE for the parameters β 0 , β 1 , and α. This is another big advantage of NCG algorithm over the EM algorithm, noting that the cure rate is a pure function of these three parameters only. For the lifetime parameters γ 1 and γ 2 , the bias and RMSE of both algorithms are comparable. From these observations, it is clear that the overall performance of the NCG algorithm is significantly better than the EM algorithm and is thus preferred for the BCT model. In Tables 2 and  3 , we present the results for mixture model (α = 1) and promotion time model (α = 0), respectively, where the estimation of α is not involved. The NCG algorithm once again results in significantly lower RMSE for the regression parameters when compared to the EM algorithm. In Table 4 , we present the results when the covariate under study is continuous and the observations are similar to that in Table  1 . In Tables 1-4 , the EM results are taken from . We next turn our attention to the bias and RMSE of the cure rates and present these in Table 5 for the general BCT model with binary covariate only since for the continuous covariate the cure rate will be different for each subject. Although the cure rates are estimated unbiasedly for both NCG and EM algorithms, note once again the reduction in the RMSE when employing the NCG algorithm. The observations are similar for other parameter settings as well as for the mixture (α = 1) and promotion time (α = 0) models and are not presented here for the sake of brevity. Once again, the EM results in Table 5 are taken from .
It is also important to compare the CPU times between the NCG and EM algorithms. For this purpose, we considered the general BCT model and present the CPU times (in seconds) in Table 6 for some parameter settings. Each reported time represents the total time taken by an algorithm to produce the estimation results (estimates, bias, and RMSE) over 500 Monte Carlo runs. We note that the NCG algorithm runs faster if the sample size is large or the cured proportions are low. The EM algorithm, on the other hand, does run faster for lower cured proportions, however, unlike the NCG algorithm, the EM algorithm takes more time to run for larger sample size. When comparing between the NCG and EM algorithms for a given parameter setting, the NCG algorithm runs faster if the sample size is large and this is true irrespective of the cured proportions. Having said this, we must mention that both algorithms produce estimation results in a reasonable amount of time. 
Real data analysis
To illustrate the proposed NCG algorithm in the context of BCT cure rate model, we used the well-known cutaneous melanoma data (also used in ; see Ibrahim et al. (2001) for a description of the data. As done by , we considered the nodule category (1 : n 1 = 111; 2 : n 2 = 137; 3 : n 3 = 87; and 4 : n 4 = 82) as the only covariate (x) in our model. For computing the initial values of model parameters for the NCG algorithm, we first calculated the non-parametric estimates of the cured proportions for nodule categories 1 and 4 (obtained by taking the Kaplan-Meier estimate of the survival function at the largest observed lifetime). Then, we equated these to p 0 (x) with x = 1 and 4, as in (7), for different values of α in the interval [0, 1] . By solving the two equations for different values of α, we obtained a set of values of the regression parameters β 0 and β 1 . For each (β 0 , β 1 ) and the corresponding value of α, we calculated the log-likelihood function value. For this purpose, we equated the mean and variance of the Weibull density function in (10) to the mean and variance of the observed data to come up with a choice of the parameters γ 1 and γ 2 . Finally, we selected that set of model parameters, as our initial guess, for which the log-likelihood value turned out to be the maximum.
With the aforementioned technique of finding initial values, the NCG algorithm simultaneously maximized all model parameters. The estimates were obtained asβ 0 = −1.238,β 1 = 0.358,γ 1 = 0.585, γ 2 = 0.393, andα = 0.003 with the maximized log-likelihood value as -513.125. As pointed out by , the EM algorithm did not allow simultaneous maximization of all model parameters and the authors proposed a profile likelihood technique within the EM algorithm. The corresponding EM estimates areβ 0 = −1.275,β 1 = 0.374,γ 1 = 0.578,γ 2 = 0.393, andα = 0.050 (using profile likelihood) with the maximized log-likelihood value as -513.252. We note that the proposed NCG algorithm results in a better fit. To compute the standard errors by inverting the matrix of negative of the second-order derivatives of the log-likelihood function, we noted that the second order derivatives are highly unstable. As such, for the NCG algorithm, we recommend a bootstrap technique (for instance, a non-parametric bootstrap) to find the standard errors of the model parameters. We computed the non-parametric bootstrap estimates of the standard errors (s.e.), based on a bootstrap sample of size 500, as s.e(β 0 ) = 0.114, s.e(β 1 ) = 0.046, s.e(γ 1 ) = 0.039, s.e(γ 2 ) = 0.033, and s.e(α) = 0.034.
To check for the adequacy of BCT model using NCG estimates, we computed the normalized randomized quantile residuals; see Dunn and Smyth (1996) . In Figure 1 , we present the QQ plot where each point corresponds to the median of five sets of ordered residuals. The plot clearly suggests that the BCT cure rate model provides an adequate fit to the melanoma data. We also formally tested for the normality of residuals using Kolmogorov-Smirnov test and the p-value turned out to be 0.995, which provides strong evidence of normality of residuals.
Concluding remarks
In this paper, we have proposed a new algorithm for the maximum likelihood estimation of the BCT cure rate model parameters. We have compared the performance of our proposed NCG algorithm with the EM algorithm. Unlike the EM algorithm, the NCG algorithm allows simultaneous maximization of all model parameters. Furthermore, the NCG algorithm, when compared to the EM algorithm, results in a lower bias and a significantly lower RMSE of the parameters that are related to the cured proportion, i.e., β 0 , β 1 , and α. This ultimately results in a lower RMSE of the estimates of the cured proportions. We also compared the CPU times and have seen that for larger sample size, the NCG algorithm runs faster than the EM algorithm. The NCG algorithm may be useful for other complicated) and the destructive COM-Poisson cure rate model , where a profile likelihood approach has been proposed for the estimation of the COM-Poisson shape parameter φ due to the flatness of the likelihood surface with respect to φ. It will be interesting to see how the NCG algorithm performs in these cases and how it compares with the EM algorithm. We are currently working on these and hope to report the findings in a future paper.
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