Abstract-The second order planar nonlinear affine control problem is studied. A homogeneous robust finite-time stabilizing control is developed for the most general case of matched and, the more challenging, mismatched nonlinear perturbations. A homogeneous observer is designed for the planar system. Explicit restrictions on the observer gains and nonlinearities are presented. The main contribution lies in the proposed combination of the explicit and implicit Lyapunov function methods as well as weighted homogeneity while providing finitetime stability analysis. Theoretical results are supported by numerical simulations.
I. INTRODUCTION
The problem of finite-time stabilization goes back to the classical results of optimal control design [10] . Indeed, the time-optimal bang-bang algorithm represented in state feedback form is perhaps the most famous example of a finitetime stabilizing control. The first theoretical investigations of finite-time stability and stabilization appear in [26] , where, in particular, the definition of finite-time stability as well as the corresponding Lyapunov theorems are developed for general dynamical systems. Subsequently, finite-time controllers are presented in [11] . Currently this topic is popular in the context of sliding mode [17] , [18] , [24] , nonlinear [5] , [6] , [21] , [23] , robust [3] , [12] and optimal [9] , [25] control systems. The problem of finite-time stability also appears in mechanical systems with dry friction [1] , [7] .
Finite-time stability analysis is frequently related to the so-called homogeneity property of a dynamical system. Homogeneity theory has an established history going back to Euler and his homogeneous function theorem. Currently the so-called weighted homogeneity [5] , [14] , [18] has been introduced in the paper of V.I. Zubov [27] . It is wellknown [5] , [14] , [18] that asymptotically stable systems with negative homogeneity degree are finite-time stable. It is noteworthy that the problem of computing an upper bound on the finite settling time of homogeneous finite time systems without the help of finite time Lyapunov functions is an interesting problem. Recent results for the planar case can be found in [21] which makes use of a general result provided in [18] .
Second order nonlinear models cover rather a large class of the physical (in particular, mechanical) and biological systems. This paper deals with finite-time control and estimation of planar systems. It revises results of [21] for the case of both matched and mismatched uncertainties. The principal contribution of this analysis is two fold. Firstly, a combination of the explicit and (homogeneity-based) implicit Lyapunov function analysis is presented for asymptotic and finite-time stability, respectively. It allows the control parameters and system nonlinearities to be quantitatively explored as well settling time estimates to be specified. Secondly, the upper bound on the unmatched disturbances for the double integrator system covers a broader class of disturbances with a non-Lipschitz upper bound. The paper is organized as follows. Section II presents the problem formulation followed by Sections III and IV which outline the controller and the observer respectively. Numerical examples are given in Section V. Section VI concludes the paper.
II. PROBLEM STATEMENT
Consider the system
where x 1 , x 2 ∈ R are states, u is the control input, ω 1 : R 3 → R and ω 2 : R 3 → R are non-linear functions. In this paper we deal with two problems:
• finite-time stabilization of the system (1) under the assumption that the nonlinear functions ω 1 and ω 2 are unknown but appropriately bounded; • finite-time observation of the system (1) with the output
under the assumption that the nonlinear functions ω 1 and ω 2 are known. Recent Lyapunov based results on finite-time control and observation for the perturbed double integrator can be found in [16] , [17] , [19] . The most recent robust finite time stabilization result when ω 1 = 0 and |ω 2 | ≤ M |x 2 | α , for some a priori known constant M > 0, can be found in the reference [20] . The results in [2] , [21] present finite time stabilization for the case of matched non-Lipscitz perturbations while the result in [13] studies robustness to C 1 matched disturbances, i.e. ω 1 = 0 and ω 2 = 0. The paper [15] presents output feedback finite time stabilization for mismatched perturbations. It is noted in this reference that the output and not the whole state is finite time stabilized. In comparison, the proposed full state feedback based results in this paper are superior for the planar case as finite time stabilization of both the states x 1 (t) and x 2 (t) is achieved via the implicit Lyapunov function approach. Existing homogeneous 1 controllers [4] , [19] and homogeneous observers [22] are utilised in this paper. The main challenge is to achieve finite-time stabilization as well as observation of the system (1) in the presence of the perturbations ω 1 = 0 and ω 2 = 0.
III. FINITE-TIME CONTROLLER
Define the homogeneous feedback law [4] , [19] as follows
where (1)- (3) is homogeneous of negative degree. Hence, asymptotic stability of the origin implies finite-time stability, i.e. the origin will be reached after some finite instant of time. The theorem below characterizes (possibly uncertain) functions ω 1 and ω 2 , which do not destroy the finite-time stability property. Theorem 1: If for some α ∈ [0, 1) and p ij ≥ 0, i, j = 1, 2 the nonlinear functions ω 1 and ω 2 are bounded as follows
for all (t, x 1 , x 2 ) ∈ R 3 and the control parameters µ 1 > 0, µ 2 > 0 satisfies the restrictions
then the feedback (3) stabilizes the system (1) to the origin in finite time with the settling time estimate (18) . Proofs of all the theorems are given in the Appendix, where settling-time estimates are also presented. The nonlinear structure of the closed-loop system (1)-(3) implies a nonlinear restriction (5) to the control gains µ 1 and µ 2 . Note that the system of nonlinear inequalities (5) is feasible for sufficiently small p 11 ≥ 0 and p 12 ≥ 0.
Consider some particular cases.
• If p 11 = p 12 = p 21 = 0 then the system (5) is feasible for any p 22 ≥ 0, since it is equivalent to µ 1 > (µ 2 + p 22 )(2 − α)/2 and µ 2 > p 22 . This coincides with the conditions derived in [20] . 1 A function g : R n → R (resp. a vector field f : R n → R n ) is said to be r-homogeneous of degree m iff for all λ > 0 and for all x ∈ R n we have g(
and r = (r 1 , . . . , rn) T ∈ R n + .
• In the case of matched perturbations (p 11 = p 12 = 0), it can be shown that
(α+1)(µ2−p22−0.5p21(2−α)) . The obtained system of inequalities is feasible with respect to µ 1 , µ 2 for any p 21 ≥ 0 and p 22 ≥ 0.
• In the sliding mode case (α = 0), the inequalities (4) become
and the inequalities (5) can be rewritten as follows
Evidently, the last system of inequalities is feasible for p 12 < 1 and sufficiently small p 11 < 1 − p 12 .
IV. FINITE-TIME OBSERVER Consider now the problem of finite-time observation of the system (1) with the measured output (2) . Consider the so-called homogeneous observer [22] of the form
where ν 1 > 0, ν 2 > 0, β ∈ [0, 1) and e 1 (t) =x 1 (t) − y(t). Denote e 2 (t) =x 2 (t)−x 2 (t). The observation error equation has the forṁ
where
If for some β ∈ [0, 1), q 1 ≥ 0 and q 2 ≥ 0 the inequalities (8) hold and the observer parameters ν 1 > 0 and ν 2 > 0 satisfy the restrictions
then the system (7) is finite-time stable.
The system of inequalities (9) is feasible for sufficiently small q 1 ≥ 0 and q 2 ≥ 0. To estimate the upper bounds of the parameters q 1 and q 2 , consider particular cases.
• If q 1 = q 2 = 0, the inequalities (9) imply that the system (7) is finite time stable for any positive ν 1 > 0 and ν 2 > 0.
• If q 2 = 0 then the system of inequalities (9) is feasible for any q 1 ∈ [0, 0.5).
• For q 1 = 0 the system (9) is feasible ∀ q 2 ≥ 0.
V. NUMERICAL EXAMPLES
A. Finite-time stabilization of the uncertain planar system Consider the nonlinear system of the form
It is straightforward to see that the restriction (4) (18)) gives 8.4 that is conservative, although, less conservative than the latest result [21] .
B. Finite-time observation of the planar system
Consider the non-linear positive system
where x 1 ≥ 0 and x 2 ≥ 0 are state variables, ρ ∈ [0, 1). The paper [8] utilizes this system with ρ = 1 as the tumourimmune model for the so-called "steady control of tumour growth". In this case, the variable x 1 is related to the density of the lymphocyte population and x 2 is proportional to the density of the tumour cells. Due to physical restrictions, the variables are assumed to be bounded as follows 0 < x
for all t ∈ R. It is assumed that the variable x 1 can only be measured and the problem is to reconstruct the state variable x 2 by means of the model (11) .
Introduce a state observer of the form
where e 1 (t) =x 1 (t) − x 1 (t),
with ν 1 > 0 and ν 2 > 0. The change of time τ = t 0 2 x1(s) ds allows the error equation to be expressed in the forṁ
where e 2 = x 2 (t) −x 2 (t) Therefore, the obtained error equation is equivalent to (7) with ∆ω 1 = 0 and |∆ω 2 | ≤ q 2 · |e 2 | ρ , where q 2 = max Note that for the case ρ = 1, the finite-time homogeneous observer β ∈ [0, 1) can be constructed locally using the estimate of ∆ω 2 and a-priori boundedness of the state variables x 1 and x 2 . 
where c > 0 and 
Hence, for
it follows that V 0 (x 1 , x 2 ) > 0 outside the origin, i.e. V 0 is a positive definite function. Since
holds true, applying Young's inequality for q = α + 1 and r = α+1 α produces
The following may now be derived
and Young's inequality is applied on the final step. On the other hand,
and the inequality
Therefore, if the inequalities (15) and
hold then the function (13) is a strict Lyapunov function for the closed-loop system (1). In the sliding mode case (α = 0) then the right-hand side of the closed-loop system is discontinuous. The Lyapunov function-based stability analysis can be provided in this case using the concept of Filippov solutions (see, for example, [18] ).
II. Finite-time Stability (Implicit Lyapunov Method)
The function V 0 (x 1 , x 2 ) is r-homogeneous of degree 
, where
The finite-time Lyapunov function will be designed using the implicit Lyapunov function method:
Theorem [23] If there exists a continuous function
that is C1) continuously differentiable in the domain R + × R n ; C2) for any x ∈ R n \{0} there exist V − ∈ R + and V + ∈ R + :
C4) for ∀V ∈ R + and ∀x ∈ R n \{0} the inequality
∂V where c > 0 and 0 < µ ≤ 1 are some constants, then the equilibrium point x = 0 of the systeṁ
is globally finite time stable with the following settling time estimate
where V (x) : Q(V, x) = 0. In order to apply the implicit Lyapunov function theorem to the system (1), define
1−α are homogeneity weights of the system (1). It can be easily checked that the conditions C1)-C4) hold. On the one hand,
On the other hand, for the system (1)
Therefore, the condition C5) also holds for µ = 1 and c = γ(1−α)
3−α and the settling time admits the following estimate:
III. Estimation of γ. If z 2 = 0 then V 0 (z 1 , z 2 ) = 1 can be rewritten as follows
Hence, denoting y 1 = 
where c > 0 and
Applying Young's inequality for r = 3+β 2
and q = 3+β 1+β it can be derived that
Therefore, for c > 
