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Persistence of supersonic periodic solutions for chains with 
anharmonic interaction potentials between neighbours and 
next to nearest neighbours 
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We consider an inﬁnite chain of particles with nearest neighbour (NN) and next 
to nearest neighbours (NNN) being coupled by nonlinear springs. To mimic the 
Lennard-Jones potential, the NN and NNN springs act against each other. We 
prove that in contrast to the NN interaction case, there are supersonic periodic 
solutions. 
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1. Introduction 
Lattice models for solids involving nearest neighbour (NN) interaction have been studied 
with a variety of mathematical methods (to name a few studies, we refer the reader 
to [4, 8, 15]). In this paper we present mathematical results for a one-dimensional chain 
with springs linking anharmonic nearest neighbours and anharmonic next to nearest 
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Figure 1. Springs with nearest neighbour (NN) and next to nearest neighbour (NNN) interaction. 
neighbours (NNN), see Fig. 1. Speciﬁcally, we show that if the NN and NNN springs 
pull against each other with a ratio suggested by the harmonic model, then there exist 
slightly supersonic periodic waves, in contrast to the NN situation, where periodic waves 
are strictly conﬁned to the subsonic regime. 
The motivation for this paper is the analysis by Wattis [17], who ﬁnds subsonic solitary 
waves with oscillatory decay for the model considered here, using methods from asymp­
totic analysis. Again, this results suggests that the NNN interaction leads to phenomena 
not present in models with a pure NN interaction. 
The inclusion of NNN springs can be seen as a poor man’s version of a Lennard­� � �6 � �12 � 
Jones potential a − b + b , which is, if the distance between two atoms is r r r 
(in suitable units), a common physical model of interacting atoms. In physical reality, 
all atoms interact with each other. This is captured in the Lennard-Jones potential, 
but neither in the NN nor in the NNN model. Yet, the NNN model, in the regime 
we consider, has attractive and repulsive parts as the Lennard-Jones potential (unlike 
the simple NN model), which makes it an important step towards the analysis of fully-
interacting systems. We remark that the chain with NNN interaction can also be seen 
as a one-dimensional model which captures long-range eﬀects of higher-dimensional NN 
lattices [2, 12]. 
The eﬀect of the inclusion of NNN springs has been studied for various applications. 
Charlotte and Truskinovsky [2] study a lattice model to examine surface relaxation; 
to this behalf, they consider a ﬁnite chain of atoms. Conventional models, which are 
limited to NN interaction, do not capture surface relaxation eﬀects. The inclusion of 
NNN interaction (or further interactions) is shown to remedy the situation in the sense 
that experimental observations can be reproduced [7]. A detailed study by Charlotte and 
Truskinovsky [2] includes the NNN interaction to obtain a hyper-pre-stress; it is then 
shown that an exponential surface boundary layer is formed. The NN springs and the 
NNN springs are here incompatible in terms of their reference length. Surface relaxation 
in the presence of NNN interaction has also been reviewed by Salje [13]. 
Remarkably, there seems to be very little mathematical existence theory available for 
chains with NNN interactions even though this interaction is typically present in any 
physical system. Long-range interaction is also used to model biological systems; for 
example, Gaeta et al.s [5] describe the three-dimensional helicoidal structure of DNA ap­
proximately with a planar description which includes interactions with ﬁfth neighbours. 
Calleja and Sire [1] use a centre manifold analysis to study combined NN and NNN in­
� � 
3 
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teraction for the Frenkel-Kontorova chain, but with the two kinds of springs pulling in 
the same direction. Other analytical results we are aware of are by Percy Makita [10] 
(see also [9]). The system studied there includes some eﬀects of NNN interaction, but 
for a diﬀerent type of potential from that considered here. In particular, the competition 
of NN and NNN springs, which mimics the eﬀect of a Lennard-Jones potential, is not 
studied in [9]. Numerical investigations can be found in [3]. The mathematical model is 
as follows. 
For a chain of atoms, let uj denote the position of atom j, with j ∈ Z. We follow the 
convention to call quadratic potentials harmonic and anharmonic potentials nonlinear. 
We examine the following equation of motion (obtained from the physical model using 
the travelling wave ansatz). 
c 2 u¨(t) = U1
� (u(t + 1) − u(t)) − U1� (u(t) − u(t − 1)) 
+ g U2
� (u(t + 2) − u(t)) − U2� (u(t) − u(t − 2)) . (1) 
Here U1 is an anharmonic potential for the nearest neighbour interaction and U2 is a 
(possibly harmonic) potential for the next-to-nearest neighbour interaction. 
The stability of harmonic inﬁnite chains with NNN interaction has been known for a 
long time [6]. Charlotte and Truskinovsky [2] provide an excellent synopsis of further 
related results. Here we consider a nonlinear context and prove under suitable conditions 
the persistence of periodic waves for all subsonic speeds and also, more unexpectedly, for 
a small range of supersonic speeds. 
2. The mathematical setting 
We are looking for periodic solutions of the equation (1). We write 
1 2 2U1(r) = c0r + V (r) (2)2 
and 
1 2 2U2(r) = c0r + W (r) , (3)2 
where V (r) and W (r) are higher order terms. 
� 
� 
� 
� 
� 
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1 
to periodic solutions for purely NN interaction (left) and including NNN interaction (right). 
Equation (1) then becomes 
c 2 u¨(t) = c0
2[u(t + 1) − 2u(t) + u(t − 1)] 
+ V �(u(t + 1) − u(t)) − V �(u(t) − u(t − 1)) 
+ g c0
2[u(t + 2) − 2u(t) + u(t − 2)] 
+ W �(u(t + 2) − u(t)) − W �(u(t) − u(t − 2)) . 
We are interested in g such that 
1 1 −
4 
< g < −
16 
as, for this range of g, the purely harmonic potentials give supersonic periodic solutions 
with mean zero. Precise conditions on V and W are given in Subsection 2.1. 
The inclusion of NNN interaction with the opposite sign has quite noticeable eﬀects, 
as can already be seen from the linearisation of Equation (1). Attempting to solve the 
linearisation with eiqt leads to the dispersion relation 
� �� � �1 q q q √
µ 2 
= sin 
2 
1 + 4g cos2 
2 
, (4) 
2 
0where µ = c
c
2 and c0 = U1
��(0) is what we call the NN sound speed ; the dispersion 
relations for the NN interaction and the NNN interaction are plotted in Fig. 2. We point 
out that the terminology “speed of sound” is ambiguous; from a macroscopic viewpoint, it 
is reasonable to give this name to the maximal group velocity, as this describes the speed 
of of information or energy. In this terminology, the waves found in this paper would be 
subsonic but still have a larger speed than the velocity c0 (1 + 4g) of linear long waves. 
However, we follow the terminology of [17] and call the latter velocity, that is, the speed 
of linear waves in the linearised model, the speed of sound. So in this terminology, the 
speed of sound for the lattice with NNN interaction is c0 (1 + 4g). 
� �	 � 
� �	 � 
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An examination of (4) and Fig. 2 explains the range of values considered for g. Clearly 
we need −1 < g. Supersonic solutions for the linearisation arise when the graph on the 4 
right in Fig. 2 is convex for small positive q. Expressing the right-hand side of (4) as a 
series for small q gives 
� �� � � � � � � 
sin 
q 
1 + 4g cos2 
q 
=
1 q 
+ 
1 + 16g
q 3 + . . . . 
2	 2 1 + 4g 2 
−
48(1 + 4g) 
The coeﬃcient of q3 is positive (giving the required convexity) for g < − 1 16 . 
We discuss 2k periodic solutions, with k ≥ 2. We are interested in periodic solutions 
with zero mean and thus seek solutions of (1) in the Hilbert space 
H1 = u ∈ H1 � u(t + 2k) = u(t), u(0) = 0, u(t) has zero mean (5)k,0 loc(R) 
with the inner product � k 
�u, v�k := u�(t)v�(t) dt −k �� k 2 � 21 and norm �u�k = −k |u�(s)| ds . 
We also deﬁne 
� u ∈ H1H1 = � u(t + 2k) = u(t), u(t) has zero mean k,0 loc(R) 
The argument is variational, in that we consider in H1 the action functional k,0 � k �	 � 
Jk(u) := 
−k 2
1 
c 2 u�(t)2 − U1(u(t + 1) − u(t)) − gU2(u(t + 2) − u(t)) dt 
and show that it has the linking geometry. 
2.1. Assumptions on the interaction potentials and main result 
We make following assumptions for U1 and U2. 
(1)	 U1 is of the form (2) with V ∈ C1(R) and V (0) = V �(0) = 0; further V (r) > 0 for 
r �= 0 and V �(r) = o(|r|) as r → 0. 
(2) There exists θ > 2 such that, for all r ∈ R, 
0 ≤ θV (r) ≤ rV �(r) . 
(3) U2 is of the form (3) with W ∈ C1(R) and W (0) = W �(0) = 0; further W �(r) = 
o(|r|) as r → 0. So, if W is not identically zero, it has superquadratic growth. 
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(4) There exists θ2 with 2 < θ2 < θ such that, for all r ∈ R, 
0 ≤ θ2W (r) ≤ rW �(r) . 
We remark that Assumption (2) implies that there exists a Cθ > 0 such that 
V (r) ≥ Cθ |r| θ for all r . (6) 
(5) The growth of W is bounded by the growth of V in the sense that 
0 ≤ rW �(r) ≤ θW (r) and 
Cθ θW (r) ≤ 
2θ−2 
|r| for all r ∈ R . (7) 
The 2θ−2 term in the denominator is a normalising factor. 
The main result of this paper is the following. 
Theorem 2.1 Let V (r) satisfy Assumptions (1) and (2). Assume that W (r) satisﬁes 
Assumptions (3), (4) and (5). Let −1/4 < g < −1/16. Then there exists an ηg > 0 
depending on g and c0 such that, if c
2 < c0
2(1 + 4g) + ηg, Equation (1) has periodic 
solutions. The smallest period, 2k0, for which these solutions exist depends on c and 
increases as c2 c20(1 + 4g) + ηg. Once a solution exists with period 2k0 for a given g,→ 
c0 and c, solutions exist with period 2k for any k > k0. 
The proof is given in Section 3; in Subsection 2.2, we collect some results which are 
standard in similar contexts. 
2.2. Auxiliary statements 
H1We deﬁne the ﬁnite diﬀerence operators A, B : H1 � by k,0 → k,0 
� t+1 
(Au)(t) := u(t + 1) − u(t) = u�(s) ds , 
t � t+2 
(Bu)(t) := u(t + 2) − u(t) = u�(s) ds . 
t 
Lemma 2.2 The operators A and B are linear bounded operators from H1 to � k,0 
L2(−k, k) L∞(−k, k) satisfying 
�Au�L∞ (−k,k) ≤ �u�k , �Bu�L∞(−k,k) ≤
√
2 �u�k 
� 
� � � � 
7 
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and 
.�Au�L2 (−k,k) ≤ �u�k , �Bu�L2(−k,k) ≤ 2 �u�k 
Proof : The statement is standard (at least for A) and follows from the Cauchy-Schwarz 
inequality. For the reader’s convenience, we prove the second statement: 
� k � k � t+j 
|u(t + j) − u(t)| 2 dt ≤ j 
t 
�� u�(s)��2 ds dt 
−k −k � k � s � � 
= j �u�(s)�2 dt ds 
−k s−j � k � s 
= j �� u�(s)��2 dt ds 
−k s−j 
= j2 2 �u�k . 
The two propositions that follow are straightforward generalisations of the correspond­
ing results in [15]. 
Proposition 2.3 For U1, U2 ∈ C1(R), the functional Jk k,0, more-is well deﬁned on H1 
over Jk is C
1 and 
� k 
Jk
� (u), h = c 2 u�(t)h�(t) − U1�(Au(t))Ah(t) − gU2�(Bu(t))Bh(t) dt . (8) 
−k 
Proposition 2.4 Any critical point of Jk is a classical (i.e., C
2) solution of (1) satis­
fying u�(t + 2k) = u�(t) for all t ∈ R. 
We close this subsection with an argument that is genuine to the interaction of NN and 
NNN springs as considered here. The next lemma gives a lower bound for the anharmonic 
part of the potential energy (for g < 0). This bound will be used to show that the action 
functional has the Palais-Smale property. 
1 1Lemma 2.5 Under the assumptions of Subsection 2.1 and for −4 < g < −16 , there 
exists a constant Cθ > 0 such that 
� k 
[V (Au) + gW (Bu)] dt ≥ Cθ(1 + 4g) �Au� θ . (9) 
−k 
� 
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Proof : The argument uses the bounds (6) and (7) and that g < 0. Namely, 
� k � k 
θ Cθ θV (Au) + gW (Bu) dt ≥ Cθ |Au| + g 
2θ−2 
|Bu| dt 
−k −k

θ Cθ θ
≥ Cθ �Au� + g 
2θ−2 
�A(u(t + 1) + Au(t)�Lθ Lθ 
≥ Cθ �Au� θ + g 
2
C
θ−
θ 
2 
(�A(u(t + 1)�Lθ + �Au(t)�Lθ )θ Lθ 
≥ Cθ �Au� θ + g 
2
C
θ−
θ 
2 
2θ �Au� θ 
≥ Cθ(1 + 4g) �Au� θ . 
3. Existence proof via linking 
In this section, we ﬁrst consider the linear part of (1) as an operator and show that its 
eigenfunctions span H1 . These eigenfunctions divide into a ﬁnite set with nonpositive k,0
eigenvalues and an inﬁnite set with positive eigenvalues, suggesting the use of a linking 
theorem. 
We show that Jk(u) has the linking geometry, as described in the Appendix with 
α = 0, on the spaces spanned by these two sets of eigenfunctions. Finally we show that 
that Jk(u) satisﬁes the Palais-Smale condition in H
1 and so we can use Theorem A.3 k,0 
to deduce the existence of a critical point for Jk(u) and hence a solution of (1). 
3.1. The associated linear operator and its spectrum 
Consider the operator deﬁned in L2(−k, k) by 
Lu := −c 2 u�� + c02 [u(t + 1) − 2u(t) + u(t − 1)] 
+ c0
2 g [u(t + 2) − 2u(t) + u(t − 2)] (10) 
with 2k periodic boundary conditions. (It is easy to see that this operator is self adjoint.) 
The eigenfunctions of L in L2(−k, k) are given by u(t) = t and u(t) = a, where a is 
constant, with the associated eigenvalue 0, and u(t) = exp(±inπt/k) with n ∈ N, with 
� � � � 
9 
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Figure 3. Plots of y for typical values of c for Case (2) (left panel, and zoom around the origin

in middle panel) and Case (3) (right panel). Shown are plots for c0 = 1 and g = − 1 .
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the associated eigenvalue 
2
 2
0 
2
0
2 
c
 �nπ �2 �nπ �� �nπ �� 2
0
2

�nπ �2
 � �nπ � �
 2nπ

+ 2c
 − 1 + 2c
 − 1
cos
 g cos

k
 k
 k

sin2 
k

− 4c
 1 + 4g cos
= c
 .

2k
 2k

In H1 , the eigenfunctions are u(t) = sin(nπt/k) with n = 1, 2, . . . . To understand the k,0
distribution of eigenvalues, we examine the function 
�xπ �2 �xπ �� �xπ ��

sin22 20
2− 4c
 1 + 4g cos
y = c 
k 2k
 2k � �� � �� 
22 = c z
 20

2
 ;

z
 z
− 4c
 sin2 1 + 4g cos

2
 2

the eigenvalues are the values of y for x = 0, 1, 2, 3, . . . . There may be a ﬁnite number of

negative eigenvalues and the positive eigenvalues have a limit point at inﬁnity.

We recall that we focus on the regime −1/4 < g < −1/16. For each g, a graphical 
investigation shows that there exists ηg > 0 such that we have the three following cases. 
2
(2) For c
2
0≥ c
(1 + 4g) < c2 
(1) For c
 (1 + 4g) + ηg, the function is always nonnegative. 
2
0
 < c

2
0
(1 + 4g) + ηg the function is positive in the immediate 
neighbourhood of zero, but then is negative on at least one ﬁnite interval either 
side of zero before tending to positive inﬁnity. 
2
0
2 ≤ c
function takes negative values. 
We can put an initial estimate on the value of ηg as follows. We look at 
(3) For c
 (1 + 4g) there is at least one ﬁnite interval either side of zero where the

y(z) = c
2
z
2 + 2c 20
(cos z − 1) + 2c
20
g(cos z − 1)

2
0
and estimate it by its Taylor polynomial of degree 6, p(z), (i.e., a polynomial of suﬃcient 
degree to capture the behaviour of y(z) near zero in Case (2)), 
c (1 + 16g) c (1 + 64g)2
 2
0
2
 4
 6 p(z) = (c
 − c

2
0(1 + 4g))z
 +
 −
z
 z

12
 360

�

���
 ���
�� ��� 
�
 �
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We can use the zeros of p(z) to estimate the zeros of y(z). Both functions have a double 
zero at the origin. The remaining zeros of p(z) are given, if they exist, by 
−c20(1+16g) 
12 ±
 c
4
0
2
0(1+64g)(c
2−c
90 
2
0(1+4g))(1+16g)
2 c+1442 z =
 (11)
2
0(1+64g)−c
180 
For these zeros to exist and be distinct, remembering that (1 + 64g) < 0, we must have 
0 <
c40(1 + 16g)
2 
+ 
c20(1 + 64g)(c
2 − c20(1 + 4g)) 
144 90 
2 2that is, c < c0(1 + 4g) + 
−5c20(1 + 16g)2 . 
8(1 + 64g) 
The second term on the right-hand side gives an estimate of ηg > 0. 
Increasing k stretches the function in the x direction. So if the function y is negative 
on a non-empty interval, for k suﬃciently large, this interval will contain at least one 
integer value and we have a ﬁnite number of negative eigenvalues, for k large enough. 
Also, once k is large enough for the interval containing negative eigenvalues to be of 
length 1, negative eigenvalues will continue to exist for greater k and the same c and 
g. Equation (11) could be used to estimate the length of the intervals on which y(z) is 
negative and hence a minimum value for k for any particular values of c, c0 and g. 
For Case (2) (c0
2(1 + 4g) < c2 < c0
2(1 + 4g) + ηg) and ﬁxed c0 and g, the value of k 
for which negative eigenvalues ﬁrst appear depends on the wave speed c and increases as 
c c0(1 + 4g) + ηg.→ 
=
 cxπ c02k lies
Negative eigenvalues can occur for values of x only if the straight line y 
sin xπ 2k 
2 xπbeneath the curve y =
 1 + 4g cos
 (see Fig. 2). Notice that this is impossible
2k 
if x is a multiple of 2k. This fact is important for the proof of Lemma A.1 in Appendix A. 
3.2. Identifying subspaces spanned by eigenfunctions 
We are now looking at the cases where c2 ≤ c02(1 + 4g) + ηg. 
Let Z be the subspace of H1 spanned by eigenfunctions of L with positive eigenvalues, k,0 
and Y the subspace of H1 spanned by eigenfunctions of L with non-positive eigenvalues. k,0 
Then H1 = Y ⊕ Z and 0 < dim Y < ∞ for k suﬃciently large. k,0

Let Qk(u) be the quadratic part of Jk(u), i.e.,

� k1 2(u�(t))2 − c02(Au(t))2 − c02 g(Bu(t))2Qk(u) = dt .
c 2 −k 
� 
� 
� � 
11 
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Further, let x be an eigenfunction of L in H1 with eigenvalue λx. Then k,0 � k1 � � 
Qk(x) = −c 2 x(t)x��(t) − c02(Ax(t))2 − c02 g(Bx(t))2 dt 2 −k 
1 
� k � � 
2 = x(t) λxx(t) − c0(x(t + 1) − 2x(t) + x(t − 1))2 −k 
2−c0g(x(t + 2) − 2x(t) + x(t − 2)) 
−c 20(x(t + 1) − x(t))2 − c 20g(x(t + 2) − x(t))2 dt . 
Using the 2k periodicity of x, for j = 1, 2, we can deﬁne � k � k 
I1 
j := x(t + j)x(t) dt = x(t)x(t − j) dt , 
−k −k � k � k 
I2 := x 
2(t + j) dt = x 2(t) dt . 
−k −k 
So � k1 � � 
Qk(x) = 
2 
λxx 
2(t) dt − c02 2I11 − 2I2 + g(2I12 − 2I2) 
−k 
− c 20 2I2 − 2I11 + g(2I2 − 2I12) � k 
=
1 
λxx 
2(t) dt 
2 −k ⎧
⎨
> 0 for x ∈ Z 
. ⎩≤ 0 for x ∈ Y 
If x1 and x2 are two distinct eigenfunctions of L, a similar argument and the orthogo­
nality of the eigenfunctions gives that 
Qk(x1 + x2) = Qk(x1) + Qk(x2) . 
More generally, if y ∈ Y and z ∈ Z, then 
Qk(y + z) = Qk(y) + Qk(z) . (12) 
Also notice that if x is an eigenfunction of L in H1 k,0, say x = sin(nπt/k), then �nπ �22 2 =�x�k k �x�L2 
�

�
 �
 �
 � � � � 
�
 �

��

��

��
 ��
 ��
 ��
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and 
1 k

�2 
2Qk(x) = 
2 
λx 
nπ 
�x�k 
with

so

λx = c

2 
�nπ �2 �nπ
 2nπ
2 2+ 2c
 − 1 + 2c
 − 1
cos
 cos
 ,
0 0k
 k
 k

Qk(x) = 
1
2 
c 2 �x�k 2 + O n
1 
2 
. 
The only limit point for the positive eigenvalues for L is at ∞, so Qk is positive deﬁnite 
on Z and there exists an α > 0 such that 
Qk(z) > α �z� 2 for every z ∈ Z . (13)k 
3.3. Linking geometry 
We now show that Jk possesses the linking geometry on H
1 . Several formulations for k,0
linking exist and we refer the reader to the literature [14, 16]. Here we use the version 
of [11, Appendix C.3]. Namely, we say that Jk possesses the linking geometry on H
1 ifk,0 
there is a radius r > 0 such that 
Jk(z) ≥ δ > 0 (14) 
on {z
 z ∈ Z and �z� 2 = r}, as well as k 
Jk(u) ≤ 0 (15) 
on the surface, ∂M , of the set 
M := {u = y + λz
 y ∈ Y, �u�k ≤ ρ, λ ≥ 0} . (16) 
with suitable ρ > 0 and a ﬁxed z ∈ Z.

Step 1. We ﬁrst establish (14). Given � > 0, Assumptions (1) and (3) give that

V �(r) ≤ �r and
 W �(r) ≤ �r if |r| is suﬃciently small ,

and since V (0) = W (0) = 0, it holds that

|V (r)| ≤ � 
2
1 
r 2 and |W (r)| ≤ 
2
1 
�r2 .

����
 ����
 � � � � 
��

��
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We now use this fact in the ﬁrst step and Lemma 2.2 in the last step, � k � k1 1
2 2[V (Au) + gW (Bu)] dt
 � |Au|
k 
+

4

|
Bu
|
 dt
≤

2
k 
1
 2 
L2 
1

+
4 
�Bu�
2 L2� �Au�
=
2

2 
k .≤ � �u�

Thus, for z ∈ Z such that �z�
2 k = r where r is small, using (13),

2�− � �zk k 2Jk(z) ≥ α �z� .

So we can choose �, and hence r, suﬃciently small that there exists δ such that

Jk(z) ≥ δ > 0 on �z� 2 k = r . 
This establishes (14). 
Step 2. We now turn to (15). Let us ﬁx z = a sin(nπt/k) ∈ Z such that �z�k = 1 and 
n is not a multiple of 2k; the existence of such a z is trivial. 
Let M be the set deﬁned in (16) (ρ is to be chosen later), 
M := {u = y + λz
 y ∈ Y, �u�k ≤ ρ, λ ≥ 0} . 
Then

∂M = {u = y + λz
 y ∈ Y, �u�k = ρ and λ ≥ 0 or �u�k ≤ ρ and λ = 0} . 
Using the orthogonality relation (12), we have � k 
Jk(y + λz) = Qk(y) + λ
2Qk(z) − [V (A(y + λz)) + gW (B(y + λz))] dt . (17) 
−k 
From (9), it follows that 
Jk(y + λz) ≤ Qk(y) + λ2Qk(z) − Cθ(1 + 4g) �A(y + λz)� θ . (18)Lθ 
The geometry of ∂M makes it natural to consider two cases separately. We ﬁrst consider 
the part where �y + λz�k = ρ and λ ≥ 0. 
Since �z�k = 1 and z and y are orthogonal, ρ2 2 k + λ2
Also M is contained in a space of dimension dim Y + 1 < ∞, so y + λz ∈ M is 
mapped by A to a ﬁnite dimensional space (of dimension ≤ 2(dim Y + 1)). Norms on 
ﬁnite dimensional spaces are equivalent, hence there exist c˜ and k˜ such that 
�A(y + λz)�Lθ θ ≥ c˜ �A(y + λz)�Lθ 2 
2 , so λ2 ≤ ρ2= �y + λz�
 = �y�
 .
k 
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and 
�y + λz� θ ≥ k˜ �y + λz� θ .L2 k 
Using the ﬁrst of these bounds and (18) in the ﬁrst line, the bound from Lemma A.1 
in Appendix A in the second line and then the fact that Qk(z) > 0 together with the 
second bound in the third line, we obtain 
Jk(y + λz) ≤ λ2Qk(z) − ˜ θcCθ(1 + 4g) �A(y + λz)�L2 
≤ λ2Qk(z) − C1 �y + λz� θ L2 
≤ ρ2Qk(z) − C1k˜ �y + λz� θ k 
˜= ρ2Qk(z) − C1kρθ , where C1 > 0 . 
(The bound of �A(y + λz)� θ from below by �y + λz� θ uses Lemma A.1 and hence L2 k 
depends on the special structure of the eigenfunctions of L.) 
Since θ > 2 the right hand side of this inequality will be negative for ρ suﬃciently 
large and then 
Jk(y + λz) < 0 
for this part of ∂M . 
For the rest of ∂M , that is, the “bottom part” �y�k ≤ ρ and λ = 0, we use (18) and 
the argument above to ﬁnd 
Jk(y) ≤ Qk(y) − C1k˜ �y� θ ≤ 0 
as QK (y) ≤ 0, and (15) is established. 
In summary, Jk(u) possesses the linking geometry in H
1 
k,0. 
To conclude the proof of the existence of a periodic solution, we need to show that Jk 
satisﬁes the Palais-Smale condition in H1 . i.e. if {un}n∈N is a sequence such that Jk(un)k,0
is bounded and J � (un) 0 as n →∞, then {un}n∈N has a convergent subsequence. k → 
The argument resembles that for the NN interaction case [11, Theorem 3.3] but diﬀers 
in detail as estimates on the competing eﬀects of the NN and the NNN interaction are 
needed. We thus sketch the argument. 
Let {un}n∈N be a sequence such that Jk(un) ≤ K for some K ∈ R and J � (un)k → 
0 as n → ∞. Choose β such that θ 1 < β < 21 and choose n suﬃciently large that 
k|�J � (un), un�| ≤ �un�k. 
The ﬁrst estimates that follow are standard, but the assumptions on the growth of W , 
see (7), are used in the second inequality. The third inequality uses Lemma 2.2 and that 
� � 
� � � � � 
�� 
� � � � 
� � 
� � 
� � 
� � � � 
� � 
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−1/4 < g < 0. The last inequality uses (9) of Lemma 2.5. We have 
K + β �un�k ≥ Jk(un) − β Jk� (un), un � k � c2 � � c2 � � 
=
2 
�u� �2 − 
2 
0 |Aun| 2 + g |Bun| 2 − V (Aun) − gW (Bun)n

−k

− β c 2 �u� �2 − c 2 |Aun| 2 + g |Bun| 2 n 0 
−V �(Aun)Aun − gW �(Bun)B(un) dt � k � � � � � 
≥ c 2 
2
1 − β (un� )2 − c02 2
1 − β (|Aun| 2 + g |Bun| 2) 
−k � 
+(βθ − 1) (V (Aun) + gW (Bun)) dt 
1 1 ≥ c 2 
2 
− β �un� 2 k − c 20 2 − β �Aun� 
2 
L2 � k 
+ (βθ − 1) [V (Aun) + gW (Bun)] dt 
−k 
1 2 2 2 2 θ ≥ 
2 
− β (c �un�k − c0 �Aun�L2 ) + (βθ − 1)Cθ(1 + 4g) �Aun�Lθ . 
Since θ > 2, we can write µ = 2/(θ − 2) > 0, and, see Lemma A.2 in Appendix A, 
1 �Aun�L2 2 ≤ C2 �Aun�L2 θ ≤ C2 �µ + � �Aun�L
θ 
θ , 
for any � > 0. 
Thus the previous inequality yields 
1 2 2 cK + β �un�k ≥ 2 − β �un�k 
+ −�c02C2 
1
2 
− β + Cθ(βθ − 1)(1 + 4g) �Aun� θLθ − C3 �
1 
µ 
. 
We ﬁx � suﬃciently small that the expression in the brackets is positive, then 
1 2 2 1 cK + β �un�k ≥ 2 − β �un�k − C3 �µ 
and �un�k is bounded in H1 k,0. 
The rest of the argument is well-established (see, e.g., [15]) but reproduced here for 
completeness. The boundedness of un implies that un has a weakly convergent subse­
quence unj � u for some u in H
1 and hence Aunj � Au and Bunj � Bu in H� 1 and,k,0 k,0 
� � 
� � 
� � � � 
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by the compactness of the Sobolev embedding, in L2(−k, k). 
� � � k � �2

c 2 �unj − u�k 2 = c 2 u�nj − u� dt
−k 
= 
� 
Jk
� (unj ) − Jk� (u), unj − u 
� 
+ c0
2 �� Aunj − Au�� L2 2 + c02 g �� Bunj − Bu �� L2 2 � k 
+ [V �(Aunj ) − V �(u)](Aunj − Au) dt 
−k � k � � 
+ g W �(Bunj ) − W �(u) (Bunj − Bu) dt. 
−k 
The ﬁrst, second and third terms on the right converge to zero. By Lemma 2.2, Aunj 
and Bunj are bounded in L
∞(−k, k) and hence, [V �(Aunj ) − V �(Au)] and [W �(Bunj ) − 
W �(Bu)] are bounded in L∞(−k, k). Since Aunj → Au and Bun�j → Bu �strongly in 
L2(−k, k), the two last terms on the right also tend to zero. So �unj − u� k → 0 and 
Jk satisﬁes the Palais Smale condition. Hence we have satisﬁed the conditions for Theo­
rem A.3 in Appendix A with α = 0 and β = δ > 0. 
Since the critical value, b, given by the theorem satisﬁes b ≥ β > 0, the critical point 
is non-trivial. 
Appendix A. Appendix 
Lemma A.1 In the notation of Subsection 3.3, there exists a constant C > 0 such that � k 
(A(y + λz))2 dt > C �y + λz� 2 .L2 −k 
Proof : Remember that 
nπt 
y = c1y1 + c2y2 + + csys, with yn = sin ,· · · 
k 
where none of 1, 2, ....s are multiples of 2k. Choose z = sin mπt with m not being a k 
multiple of 2k. Then the following basic integral identities hold. � k � � 
�yn�L2 2 = �yn(t + 1)�L2 2 = �z�L2 2 = �z(t + 1)�L2 2 = sin2 
nπt 
dt = k ; 
−k k 
� k � k � � � � 1 nπ nπ(2t + 1) 
−k 
yn(t + 1)yn(t) dt =
2 −k 
cos 
k 
− cos 
k 
dt 
nπ 2 nπ = k cos cos ,
k 
= �yn�L2 k 
�� � � � 
� � 
� 
�µ 
� � 
17 
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� k

yn(t + 1)yr(t) dt

−k
 � k � � � � 
= 
1 
cos 
((n − r)t + n)π − cos ((n + r)t + nπ(2t + 1) dt 
2 k k−k 
= 0 for n = r . 
So 
� k � π �

(A(y + λz))2 dt = 2c1
2 �y1�L2 2 1 − cos + . . .
−k k 
sπ mπ 
+ 2cs 
2 �ys�L2 2 1 − cos k + λ
2 �z�L2 2 1 − cos k . 
By the choice of z and the restrictions on n for the yn, there exists a δ such that 
π sπ mπ 
max cos , . . . , cos , cos ≤ δ < 1 
k k k 
and � k � � 
(A(y + λz))2 dt > 2(1 − δ) c 2 2 + + c 2 2 + λ2 2 1 �y1�L2 s �ys�L2 �z�L2· · · −k 
= 2(1 − δ) �y + λz� 2 .L2 
Lemma A.2 Let µ = 2/(θ − 2) then, for all � > 0, 
�f�L2 θ < �
1 
µ 
+ � �f�Lθ θ . 
Proof : Consider the function 
1 θF (�) = + � �f�Lθ . 
Then 
θF �(�) = 
−µ 
+ �f�Lθ and F ��(�) = 
µ(µ + 1) 
,
�µ+1 �µ+2 
1 
i.e., F (�) has a minimum at � = µ 
µ+1 
and the value of the minimum is �f �
L
θ 
θ 
� � µ � � 1 � � 
Lθ µ θ 1 1 µ+1�f
µ 
� θ µ+1 
+ �f� θ 
µ+1 
�f� = 
µµ+1 
+ µµ+1 �f� 
µθ 
.Lθ µ Lθ 
Lθ 
� � 
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One or other of the terms in the bracket on the right hand side must be greater than 
one, so their sum is greater than one. Also, 
µθ 2θ/(θ − 2) 
= = 2 . 
µ + 1 2/(θ − 2) + 1 
Hence we have that the minimum of F (�) > �f�L2 θ . � 
We now give, for reference, the speciﬁc linking theorem used in the main text. Let 
H be a Hilbert space expressed as the orthogonal sum H = Y ⊕ Z where Y is ﬁnite 
dimensional. Fix z in Z and let ρ > 0. Deﬁne 
M := {u = y + λz : y ∈ Y, �u� ≤ ρ, λ ≥ 0} . 
The boundary of M is the set 
∂M = {u = y + λz : �u� = ρ and λ ≥ 0 or �u� ≤ ρ and λ = 0} . 
Let 
N := {u ∈ Z : �u� = r} . 
If φ is a functional on H, φ is said to have the linking geometry if we can ﬁnd ρ > r > 0 
such that 
β := inf φ(u) > α := sup φ(u) . 
u∈N u∈∂M 
The following statement is taken from [11, Appendix C.3]. 
Theorem A.3 Let φ be a functional of class C1 that satisﬁes the Palais-Smale condition 
and possesses the linking geometry. Then if 
b := inf sup φ(γ(u)) , 
γ∈Γ u∈M 
where 
Γ := {γ ∈ C(M ; H) : γ = id on ∂M} . 
Then b is a critical value of φ and 
β ≤ b ≤ sup φ(u) . 
u∈M 
19 
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