During the last 10 years there have been several results on the representation of real polynomials, positive on some semi-algebraic subset of R n . These results started with a solution of the moment problem by Schmüdgen for corresponding sets. Later Wörmann realized that the same results could be obtained by the so-called "Kadison-Dubois" Representation Theorem.
The real representation theorem.
Roughly speaking, the purpose of a representation theorem is, to start with a well-known mathematical structure, generalize (axiomatize) it and try to 'represent' the generalized structures in terms of the old one.
In our case, the ring that is assumed to be well-known is the ring C(X, R) of continuous real-valued functions on a compact hausdorff space X. This ring carries a natural partial order given by
Thus the set T 0 = {f ∈ C(X, R)| f ≥ 0 on X} is a preordering of the ring C = C(X, R), i.e., we have
We now consider commutative rings A with 1, together with a preordering T ⊂ A, and look for homomorphisms ϕ : A → C(X, R) satisfying ϕ(T ) ⊂ T 0 . Such a ring homomorphism will be called a 'real representation'. Of course, we are looking for a real representation that tells us as much as possible about A. Thus, in particular, we are interested in (i) how does ϕ(A) relate to C(X, R), and
Note that T ϕ is a preordering of A containing T . The first result concerning real representations was a 'characterization' of rings of continuous real-valued functions on a compact hausdorff space by M. Stone [St] : Theorem (M. Stone 1940) Let A be a commutative ring containing Q and preordered by T . Then (A, T ) is isomorphic to (C(X, R), T 0 ) for some compact hausdorff space X, if and only if
(2) T is archimedean, i.e., for every a ∈ A there exists n ∈ N such that n − a ∈ T ;
(4) A is complete with respect to the norm a := inf{r ∈ Q | r + a ∈ T and r − a ∈ T }.
Note that by (2), a is a semi-norm, and by (3) and (1) it is actually a norm (i.e. a = 0 implies a = 0). The compact space X remains somehow hidden in the work of Stone. We shall later see that it has a clear algebraic meaning.
In 1951 R. Kadison [Ka] reproved Stone's characterization, assuming that A is already an R-algebra. In this case he was able to identify the space X. Kadison 
is dense in C(X, R) with respect to the maximum norm on C(X, R), and
The space X was explicitly constructed by Becker and Schwartz. Independently of this development, and completely undiscovered by the 'real' world, in 1964 J.L. Krivine had already proved this general representation theorem ( [K] and [K']) . We indicate here his approach, in particular to X.
Restricting the functions of C(X, R) to one point x 0 ∈ X, yields the homomorphism
Now the preimage
is a preordering of A satisfying in addition:
• P ∩ −P is a prime ideal of A, and
• P is maximal with these properties.
In later notations (see [B-C-R] ) this means that P is an element of the 'maximal real spectrum' Sper max A. Given a preordering T of A we may define
In case T is archimedean (recall: for all a ∈ A there exists n ∈ N such that n − a ∈ T ), the canonical homomorphism
yields an archimedean ordering on the quotient field ofĀ. Thus we actually get a homomorphism
. X T is a compact hausdorff space and the evaluation mapâ
The property (i) of the real representation theorem is just provided by the "Weierstrass Approximation Theorem", while (ii) is obtained as follows: One first observes that (ii) is equivalent to
Now by a simple application of Zorn's Lemma one obtains the so-called 'Positivstellensatz', stating thatâ > 0 on X T implies ta = 1 + t 1 for some t, t 1 ∈ T.
The main step in the proof is then a "descent" argument, bringing t 'down' to some natural number k ∈ N. Thus it remains to show that ka ∈ T implies a ∈ T . (For more details see again [P-D] , 5.2.)
Strictly positive polynomials
The canonical condition in the real representation theorem is the archimedeanity of the preordering T . In case A is a Banach algebra, it is easily seen (cf. [K] 
Thus a is bounded by some n ∈ N; n − a ∈ T . If we work, however, with the polynomial algebra
archimedeanity of T usually is difficult to prove.
Let T be finitely generated, say by t 1 , . . . , t r ∈ R[X]. Then, as a set,
where ΣA 2 is the set of sums of squares from A. The elements of T are non-negative on the (basic closed) semi-algebraic set
i is in T and hence W (t) is contained in the ball of radius √ N , thus is bounded. Moreover, if W (t) is bounded, it is not difficult to show that X T (t) is homeomorphic to W (t).
As we know today, boundedness of W (t) is even sufficient for T (t) being archimedean. Although the proof for this implication is quite elementary, it took a while to find it.
For linear polynomials t 1 , . . . , t r already Krivine observed in [K' ] that in the special case of W (t) being an n-dimensional cube, T (t) is archimedean. For a convex polyhedron (i.e. t 1 , . . . , t r linear) containing an inner point, in 1984 Cassier [C] and in 1988 Handelman [H] proved that T (t) is archimedean.
Finally, in 1991, the converse was shown by Schmüdgen [Sch] by proving first that for bounded W = W (t) the so-called W -Moment Problem is solvable and deducing from this result that every polynomial f , strictly positive on W , belongs to T (t). Thus for large N ∈ N, the polynomial
The solution of the W (t)-Moment Problem here means that every linear form L : R[X] → R that is non-negative on T (t) is the integration with respect to a non-negative Borel measure supported by W (t). It should be mentioned that this was already proved by Krivine [K] under the assumption of T (t) being archimedean. Thus a direct proof of the archimedeanity of T (t) for bounded W (t) was desired. In his thesis, 1998 T. Wörmann [W] gave such a proof: First observe that by induction on the degree of a polynomial, it suffices to prove that the coordinate functions are T (t)-bounded, i.e.
for some N ∈ N. This already follows from
using the identity
To show ( * ), first observe that by the same argument, the preordering T 0 := ΣA 2 + f 0 ΣA 2 is archimedean. By the Positivstellensatz for N large enough we find t , t ∈ T (t) such that t f 0 = 1 + t . This implies
Hence (1 + t )T 0 ⊂ T (t). Picking N ∈ N with N − t ∈ T 0 (note that T 0 is archimedean) and observing that
t). ¿From this follows N − t ∈ T (t) (since (N + 1) −1 ∈ T (t)). Finally we get
This is essentially Wörmann's proof for the archimedeanity of T (t) in case W (t) is bounded.
Recent improvements
In 1993 M. Putinar raised the question whether Schmüdgen's result on the representation of polynomials f , strictly possitive on a bounded semi-algebraic set W (t), may be improved in the sense that
Such a representation would avoid the products of the t i 's. From this one could expect many simplifications in applications, e.g. in the solution of the W (t)-Moment Problem (see [P-D] ,6.4). In special cases Putinar got a positive answer using functional analytic methods as already done be Schmüdgen (cf. [Pu] ).
It was thus a tempting task to generalize the real representation theorem from archimedean preorderings (or infinite preprimes) to quadratic modules, i.e., subsets M of A such that
(Note that M (t) above is a quadratic module if W (t) is non-empty.) This program was carried out by T. Jacobi in his Ph.D. Thesis. His main result is (cf. [J] ):
Jacobi's Representation Theorem: Let A be a commutative ring with 1 and M ⊂ A an archimedean quadratic module. Then the canonical represen-
The proof of this theorem is by far more difficult than that of the real representation theorem. The main reason is the absence of the multiplicative closedness of M . In particular, maximal quadratic modules are in general no longer orderings of A, as it is true for maximal preorderings. If M is archimedean, however, they turn out to be orderings as well. The proof of this fact and of the 'descent' need some very tricky arguments. Returning to the semialgebraic set W (t) and the quadratic module M (t), generated by t 1 , . . . , t r , the problem remains to characterize those choices of t = (t 1 , . . . , t r ) such that M (t) is archimedean.
If M (t) is archimedean, then as above W (t) is bounded. Now the converse is no longer true. Counterexamples can be found in [P-D] , 6.3.
The following theorem (cf. [J-P] , see also [P-D] Curiously, the proof for the odd case turns out to be considerably more difficult than that for the even case (see [P-D] 2 .
Clearly, if we assume 0 ∈ W (t) and t i = l i +α i with l i linear homogeneous and α i ∈ R, it follows that α i ≥ 0 for all i ≤ r. If now for every a ∈ R n \{0}, all l i (a) ≥ 0, then all t i (a) ≥ 0. This contradicts the boundedness of W (t). Thus somet i (a) = l i (a) is negative.
It should be noted that the above theorem extends Minkowski's famous theorem from linear optimization, saying that if f is also linear, we get a representation f = σ 0 + t 1 σ 1 + · · · + t r σ r and σ i ∈ R + .
