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ABSTRACT 
A cIass of planes i? of order 9’ derived from the class of planes n [Discrete Math. 
66:175-190 (1987)] of order 92, where 9 = p’, p is a prime, p > 7, p $ f 1 (mod lo), 
and r is an odd natural number, is studied. All these planes 5, except when 9 = 7,13, 
share the property that the translation complement divides the set of distinguished 
points into five orbits of lengths 1, 1, (9 - 1)/2, (9 - 1)/2, and 92 - 9. In the case 
9 = 7 the translation complement divides the set of distinguished points into two 
orbits of lengths 8 and 42. In the case of 9 = 13, the translation complement partitions 
the set of distinguished points into three orbits of lengths 2, 12, and 156. These orbit 
structures make these planes ii distinct from the translation planes of the class of 
planes n. Further, the class of planes iT are identified as the third class of the three 
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classes of planes of Cohen and Ganley [@art. J. Math. Oxford 35101-113 (1984)]. 
Thus the third class of planes of Cohen and Ganley may be obtained from the class of 
planes II by derivation. 
1. INTRODUCTION 
Recently, the authors have constructed a class of translation planes r of 
order q2 [4, 51, where 9 is an odd power of a prime such that 5 is a 
nonsquare in GF(q), and determined their translation complements. We now 
describe these planes r briefly and construct another class of translation 
planes e from r by derivation. The purpose of this paper is to study this 
class of derived translation planes 71. 
Throughout this paper, K = GF(q), where q = p’, p is a prime, p > 7, 
p f + 1 (mod lo), and r is an odd natural number. It is known that 5 is a 
nonsquare in these finite fields K [S, Section 21. Let V(4, K) denote a 
4-dimensiona.l vector space over K. The class of planes r [5] are constructed 
through a class of I-spread sets r over K, where 
Let 
Y= {V(w)}u{V(~)l~~I}, 
where 
V(co)= {(x,y)]x=Y, ~EKxK} 
V(M)= {(x,y)ly=xM, XEKXK}. 
9’ is a spread in V(4, K) corresponding to the l-spread set I over K. The 
incidence structure with the vectors of V(4, K) as the points, the components 
of 9’ and their additive cosets in V(4, K) as the lines, and the inclusion as the 
incidence relation is the translation (affine) plane T of order 92 associated 
with the l-spread set r over K. 
It may be noted that 
A= {V(~)}U{V(~(~,O))(~~K} 
defines a derivable net in r. 
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The following mappings induce collineations of rr [5, Section 31: 
a(r):M+M+xZ, XEK, M or, 
q(c): M+ (; z3)M(< y), CEK, c#O, MEW, 
~,:M+(xl)-‘M(xZ), x E K, x =+ 0, M E r, 
y:(w,x,Y,z)-,(~p~~p,Yp,~p)~ (w, r, y> z) E V(4, K). 
The translation complement G of 7~ is generated by the above collineations, 
and it is of order r9(9 - 1)2, except when 9 = 7 and 9 = 13. In these two 
exceptional cases there are some extra collineations [5, Section 51. The 
translation complement G of 7~ fixes the distinguished point corresponding to 
V(co) and divides the remaining distinguished points into two orbits A’ = 
A - { V( XI)} and Y - A, of length 9 and 9 2 - 9 respectively. The authors 
have also shown that these planes r are not isomorphic to the planes 
constructed by Jha [2] and Cohen and Ganley [l]. 
2. A CLASS OF DERIVED TRANSLATION PLANES ?r OF r 
2.1. Zntroduction 
In this section we consider the class of transposed translation planes rt of 
the class of planes 7r and then obtain a derived spread of rL. The inherited 
collineation group of + is also determined. 
LEMMA 2.1. The transposed translation plane rt of 7~ is isomorphic to r. 
PTOOf. ht 
rt= {M~(M E r}, 
where M ’ is the transpose of the matrix M. Trivially It is also a l-spread set 
84 
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x-‘r-x = {X-‘MXJM E r} = I-, 
where 
Let 
Y’= {V(co)}u{V(N)lN~rt~~ 
and a’ be the translation plane associated with Y’, the transposed spread of 
9, in the usual way. Thus, the transposed spread 9’ is equivalent to the 
spread Y, and rt L ?r. Hence the lemma. 
2.2. A Derived Spread of rt 
It may be observed that A is a derivable net in ?r’. 
opposite regulus, by applying the general form given by 
1.41 and changing the bases by the transformation 
n 
Replacing A by its 
Johnson [3, Section 
we obtain a class of derived planes + of 7~~. In view of Lemma 2.1, the class 
of planes ?i may be taken as a derived class of translation planes r. The 
derived spread 3 of the spread 9’ is given by 
where N(a,O) = aZ and 
a 
_a2b-l_ab-3_$b-5 
The spread 9 may be obtained by 
b 1 a,bEK, b + 0. - a-b-2 ’ 
replacing A of Y with its opposite 
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regulus and taking the images of the partial spread Y' - A by the following
allowable transformation:
It is evident that
T= ( g
-1
° °
-1
o -1
° °
- ~)
° .
o
f= {N(a,O)laEK}U{N(a,b)la,bEK, b,*O}
is a l-spread set over K associated with ii.
The rest of this paper is devoted to the study of the translation comple-
ments of the class of derived planes ii.
2.3. The Inherited Collineation Group of ii
If a is a collineation of 'IT which leaves A invariant, then a is called an
inherited collineation of ii, and we denote the corresponding collineation of
ii by a. Since the translation complement G of 'IT leaves A invariant, G is the
inherited collineation group of ii. Therefore the inherited collineation group
G is generated by the collineations induced by the mappings 'Tx ' y, and
a(x ) : N ~ A -1NA, A= (; ~ ), xEK, NEf,
ip(c): N ~ (~ ° )N( c 2 ~-1 ), NEf, cEK, c,*O.
c
3
°
If a is a 4 X 4 block matrix inducing a collineation of 'IT leaving A of 'IT
invariant, then a= T- 1aT induces a collineation of ii, and it is the inherited
collineation corresponding to a of 'IT.
Let S be the subgroup of collineations generated by {'Txlx E K, x '* O}.
The group S is called the group of scalar collineations, it is of order q - 1,
and it fixes all the distinguished points of ii (but it moves the affine points
other than the zero vector).
The collineation y is induced by an automorphism of K; it fixes the
distinguished points V(00), V( N(a, 0», a E GF( p ) and maps V(N(a, b» onto
V(N(a P, b P».Let the group of collineations generated by y be denoted by K.
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The order of K is r. Throughout this paper, by a collineation we mean a 
colhneation from the translation complement G’ of f. 
The actions of the collineations Z(X) and q(c) on the set of distinguished 
points of e are given below: 
i 
v(4 -+ v(4, 
z(x): V(N(a,O)) -V(N(a,O)), a E K, 
V(N(a,b))~V(N(a+xb,b)), U,bEK, b#O, 
i 
V(m) * v(4, 
F(c): V(N(GO)) ~~(~(~c2,0)), 
V(N(u,b))+V(N(uc2,bc-1)), U,bEK, bz0. 
Let 
p= {(Y(x)IxEK} and W= {‘p(c)lc~K, c#O}. 
Obviously fi and w are subgroups of the translation complement G’ of e 
and are of orders Q and q - 1 respectively. 
Let 
where d is a fixed nonzero element of K. Since a + xd runs over all the 
elements of K as x varies over K, we obtain that the subgroup fl of G’ is 
transitive on L, for each d E K, d # 0. Further H fixes the remaining 
distinguished points of 5. 
Let s E K, s # 0. Taking c = ds- ‘, we get that V( N(0, d )) E L, is -- 
mapped onto V(_N(O, s)) by q(c). From this we may conclude that (H, W) is 
transitive on 9’ - A. From the fact that $5(c) maps V(N(u,O)) onto 
V( N( uc2, 0)), a, c E K, a # 0, c # 0, we may conclude that the subgroup W 
divides the set of distinguished points { V( N( a, 0))lu # 0} into the following 
two orbits: 
{V(N(U,O))~UEK, a isasquare}, 
{V(N(U,O))[UEK, a isanonsquare}. 
-- 
Thus the group (H, W) divides the set of distinguished points into orbits Oi, 
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1~ i < 5, where 
ai= {VW} 
of length 1, 
of length 1, 
%= (VU%O))l a s K, a # 0, a is a square} 
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of length (Q - 1)/g, 
04 = Pv(4)l aEK, u+O, a isanonsquare} 
of length (Q - 1)/Z, and 
0,=9-A. 
Further, these orbits are invariant under the group K. -- 
Thus the group G = (H, W, K, S) divides the set of distinguished points 
of +Y into five orbits Ui, 16 i 6 5, and it is the inherited collineation group of 
?r. It is evident that the order of G is rq( 9 - 1)2. The inherited collineation 
group G of +Y leaves A invariant and acts transitively on 9 - A. 
3. TRANSLATION COMPLEMENT OF ?i 
This section is devoted to determining the translation complements of the 
class of translation planes iT, when 9 # 7 and 9 + 13. These exceptional cases 
are studied in Section 4. In the rest of this paper V( N(O,O)) and V( N( 1,O)) 
are denoted by V(0) and V(1) respectively. 
3.1. The Subgroup J of All Collineutions of ?i That Fix V(co) and V(O) 
To determine this subgroup J of G’ we need the group H of all 
coUineations that fix V(m), V(O), and V(1). The following lemma is useful in 
computing H. 
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LEMMA 3.1.1. Zf a collineation of ?i fires the distinguished points V( oo), 
V(O), V(l), and V(N(0, l)), then it is a scalar collineation. 
Proof. Let 7 be a colhneation which fixes the distinguished points V(m), 
V(O), V(l), and V(N(0, 1)). Then 
T: N+ B-‘NB, NET, BEGL(~,K) 
such that B-‘NB E T for ah N E r and B-‘N(O,l)B = N(O,l). Taking 
and solving the simultaneous equations obtained from the relation N(0, 1)B = 
BN(0, l), we get the general form of B as 
B- a,bE K. 
Suppose that a # 0 and b = 0; then r = r0 E S. Let a = 0 and b # 0; then 
B-‘N(O,l)B= ( -; -‘;) 
A necessary condition for this matrix to be in F is - ( - 2) - ( - ll)-’ = 1. 
From this we get 120 = 0, which is not possible in K. This shows that r does 
not induce a cohineation of ?i if a = 0 in the general form of B. 
Suppose a f 0, b # 0. It is enough if we consider 
B 
1 b = 
-b/5 1 -b 
forall bEK, b+O, 
since ah other values of a contribute scalar multiples of B. Then we get 
B-‘hT(O,s)B=l u h(W :I’ 
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where 
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h=l-b+‘P 5 ’ 
b 
u = -_s-5 
5 
-~(~-b)s-;~-~, 
x = - is_5 + $1 - b)s - (1 - b)sc? 
A necessary condition for the matrix K’N(0, s)B E I? is - u - o-‘= x. 
Substituting the expressions for u, v, and x in the above expression and 
simplifying, we get cp(s) = 0, where 
v(s) = [(6b2 - 15b + 10)s” +5b(l- b)s3 + b2] 
x [6(4b - 5)s6 +5b(l - b)s3 + b2]. 
If r induces a cokreation, then q(s) = 0 must contribute 9 - 1 nonzero 
values of s E K, so that aU N(0, s) E T are covered by r. Then q(s) must be 
either divisible by sq- ’ - 1 or a zero polynomial. It is not divisible by 
sq-r - 1, since the degree of cp(s) is 12, if 9 > 13. Therefore, if 9 > 13, the 
polynomial q(s) is a zero polynomial, forcing the constant term b4 to be 
zero. This is a contradiction. Thus T cannot be a cohineation if 9 > 13. The 
values of 9 which are not covered in the above discussion are 9 = 13 and 
9 = 7, and these cases are considered below. 
If 9 = 7 (9 = 13), then q(s) must either be divisible by ss - 1 (s12 - 1 
when 9 = 13) or be a zero polynomial. In either case the coefficients of sg 
and s3 (s’, ss, and s3) must be zero, implying either b = 0 or b = 1. We 
reject b = 0, since we have assumed b f 0. If b = 1, then the equation 
(p(s) = 0 becomes - ( si2 - 1) = 0. Thus b = 1 is a possible value for b so that - 
T induces a coIlineation of F. If b = 1, then B- *N(l, l)B P I. Thus T is not a 
cohineation in these cases. The lemma now follows. n 
LEMMA 3.1.2. H = (n, $J( - 1), s) ~2nd IH) = 2q(q - 1). 
Proof. Obviously the group H consists of aII collineations induced by 
conjugation mappings from T onto itself. It is observed that the matrices of 
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L, 2 L_ I have the same characteristic polynomial, X2 + h + +, and no matrix 
of r-L,UL,UL_, has the characteristic polynomial X2 + X + 4. Thus no 
matrix from L, U L _ 1 is similar to any matrix from r - L, U L, U L _ 1, and 
matrices from L, U L_ 1 are possibly pairwise similar. Thus Y = 
{V(N(a,b))la,b~K, b=&l}isinvariantunderH.Itisnoticedthat fiis 
transitive on {V(N(U,~))~UEK} and {V(N(a, - 1))la EK} separately, 
and Cp(_- 1) maps V( N(a, 1)) onto V( N( a, - 1)) implying that the group 
H’ = (H, ‘p( - 1)) c H is transitive on 8, and consequently H is transitive 
on 3 while fixing V(co), V(O), and V(1). We have already shown in Lemma 
3.1.1 that the subgroup S of H consists of all collizeations that fix V( CZI), 
V(O), V(l), and V(N(0, 1)). Using the transitivity of H on 9, we get a coset 
decomposition of H by S as H = Uz E ,Sz. Thus, H = (H’, S), since dp 
contains 29 distinguished points, 1 HI = 29lSI = 2g(q - 1). Hence the lemma. 
LEMMA 3.1.3. J = (H, w) and I./ = 9(9 - l)2. Further, the subgroup J 
of G’ is transitive on U,, 04, and 0, separately. 
Proof. Any collineation TJ E J is of the form 
rj: N-+ A-‘NB, A,BEGL(~,K) 
such that A-‘NB E F for all N E T. Assigning N = N(m,O), m E K, we 
obtain that mA-‘B E F for all m E K, implying that B = nA for some 
n E K, n # 0. Then TJ is of the form 
n: N+ nA’NA, A E GL(2, K) 
such that nK’NA E r for all N E r. We now claim that n must be a 
nonzero square in K. Obviously n maps V( N(u,O)) onto V(N(un,O)) for all 
a E K. This implies that n is invariant on 9,. Taking N = N(0, s) in the 
mapping 17, we get that nA - ‘N(0, s)A E T. The characteristic polynomial of 
nA-‘N(0 s)A is same as that of nN(0, s), which is equal to X2 + nsm2h 
+ +n2s-< If nA-‘N(0, s)A = N(x, y) E r - L,, then the characteristic poly- 
nomial X2 + ye2X + ty-” of N(r, y) must be same as A2 + nsm2X + $n2sP4. 
Comparing the coefficients of these two polynomials, we get that n = s2ym2, 
implying that n is a nonzero square in K. Since n maps V( N( a, 0)) onto 
V( N(un,O)), where n is a nonzero square in K, we obtain that J is invariant 
on OS. 
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The subgroup w of J is actually transitive on Us, and consequently J acts 
transitively on 0,. Since H consists of all collineations which fix V(co), V(O), 
and V(l), a coset decomposition of J by H is given by J = U, E WHZ. 
Therefore, Z=(H,W)and ].ZJ=(U,(]H]=9(9-1)2.HencetheIemma. n 
3.2. Nonexistence of Certain Types of Collineations of 71 
This section aims to prove that certain types of collineations of iT do not 
exist. 
LEMMA 3.2.1. There exists no collineation which interchanges V( co) and 
V(0) and fixes V( N(0, 1)) if 9 > 13. 
Proof. If (I is a collineation which interchanges V(co) and V(O), then it 
is of the form 
u: N + A-‘N-‘B, A,BEGL(~,K) 
such that A-‘N-‘B E r for all N E ?, N# N(O,O). Taking N= N(a,O) 
a E K, a # 0, we get that rnA -‘BEG for all mEK, m#O. This can 
happen only if A-‘B = nZ for some n E K, n f 0. From this we may 
conclude that u is invariant on 0, U 0, and 8, separately. Then u becomes 
u: N + nA-‘N-‘A, AEGL(~,K). 
We now suppose that u fixes V(N(0, 1)). Then A should satisfy an additional 
condition nA - ’ [ N(0, l)] - ‘A = N(0, 1). Comparing the characteristic polyno- 
mials of the matrices, we get n = 5. We may now take u as 
u: N+$A-‘N-‘A, NET, N# N(O,O), 
such that 
[N(O,l)] -‘A=SA(N(O,l)). 
Taking 
(3.2.1) 
and solving the simultaneous equations arising from the relation (3.2.1) we 
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get the general form of A as 
A= b 
-aTb/5 -a 
Then 
;A-‘[N(O,s)] -lA= 
where 
1 
t = z (5a2s2 - abs-’ - 5a2ss + abs5), 
1 
u = - (Subs2 - b2s-’ - 5a2s5), 
5h 
1 b2 
v=5h 
- 5a2s2 + abs2 + a2se1 +5a2s5 - 2abs” + ys5 , 
and h = - a2 + ab - :b2. This matrix 
t 
i 1 uEF if -t-u-2=w. v w 
This on simplification gives 
v(s) = Sa(as” - bs3 - a + b)(5a2s6 - Subs3 + 2b2 + 5a2 - Sub) = 0. 
If a # 0, then the coefficient of s12 in q(s) is 25a4 # 0. Therefore q(s) is not 
a zero polynomial. Since cp( s) is of degree 12, it is not divisible by sqP ’ - 1. 
Hence q(s) does not contribute s qP1 - 1 values to enable u to be a 
collineation if q > 13. Therefore CJ is not a collineation if a # 0 and q > 13. 
If a = 0, then 
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Without loss of generality we may take b = 1, since the other nonzero values 
of b give rise to the scalar multiples of A. Taking b = 1 in A and 
N = N(l, l), we get 
iA-‘N-‘A= ( :; ‘:). 
A necessary condition for this matrix to be in l? is that - 1 - 11 -2 = - 2, 
implying 120 = 0, which is not possible in K. Therefore (I is not a collineation 
if a = 0. Hence the lemma. W 
NOTE 3.2.1. If a # 0 and b = 0, then p(s) = 25a4(s12 - 1) and is divisi- 
ble by sq-1 when 9 = 7 and 9 = 13. Therefore q(s) is divisible by sq-r if 
4613 and b=O, a#O. Taking b=O in A, then it can be shown that 
u : N --, :A - ‘N- ‘A is a collineation when 9 = 7 and 13 and its action on the 
set of distinguished points of ?Y is given by 
u: , 
\V(N(u,b))+(N(-ub4-b2+b5,b5)). 
LEMMA 3.2.2. There is rw collineution which interchanges V(w) and 
V(0) if 9 > 13. 
Proof. Suppose that IJ is a collineation which interchanges V(co) and 
V(0). Since u is invariant on O,, u maps the distinguished point V( N(0, 1)) 
onto V( N(s, t)) for some s, t E -I<, t # 0. Since the group J fixes V(W) and 
V(0) and is transitive on O,, there exists a collineation S E J which maps 
V( N(s, t)) onto V(N(0, 1)) while fixing V(co) and V(0). Then the coflineation 
a8 interchanges V( co) and V(0) and fixes V( N(0, 1)). This is a contradiction 
to Lemma 3.2.1. Hence the lemma. W 
LEMMA 3.2.3. There is no collimation which fixes V(m) and moves 
V(O). 
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Proof Suppose that u is a collineation which fixes V(m) and maps V(0) 
onto V(N(a, b)). Then u-l is of the form 
u-l: N+ A-‘[N- N(a, b)] B, A,BEGL(~,K), 
such that A-‘[N- N(a, b)]B E l? for all N E T. 
Case (i). Suppose that b = 0; then u f 0. Taking N = ml, we get that 
A-‘(ml-~Z)BE~ for all rnE K. This implies that ~A-‘BE~ for all 
k E K. This happens only if A - 'B = nl for some n E K, n # 0. Now u - ’ 
becomes 
U -':~-,d-'[N- N(a,O)]A. 
Obviously u - ’ is invariant on Us u 8, u 0,) and consequently u - ’ is invari- 
ant on 0,. Taking N = N(0, s), s # 0, we obtain the characteristic polynomial 
of nA-‘[N(O, s) - aZ]A as X2 + n(sp2 +2a)h + n2(a2 + u.se2 + $sp4), since 
the characteristic polynomial of N(0, s) is X2 + ~-~h + :s-‘. A necessary 
condition for nA_‘[N(O, s) - allA to be in T is that ~r?(~-~+2u)~ = 
n2(u2 + asp2 + tse4), which on simplification gives a a + s-2 = 0. This is 
not an identity in s, since a # 0, and consequently it is a quadratic equation 
in s, giving at most two values for s. Therefore u-l can work for at most two 
values of s, whereas we need q - 1 values of s so that u- ’ can be a 
collineation. Hence u cannot be a collineation fixing V( co) and mapping V(0) 
onto V(N(u,O)), a # 0. 
Case (ii). Suppose b + 0. We claim that u-l acts invariantly on 0, U Co,. 
Assume the contrary. Then there exist c, r, s E K, c + 0, s # 0, such that u ’ 
maps V( N( c,O)) onto V( N( r, s)). In view of Lemma 3.1.3 there exists a 
collineation p which fixes V(co), V(0) and maps V(N(u, b)) onto V(N(r, s)). 
Then $0 is a collineation which fixes V(co) and moves V(0) onto V(N(c,O)), 
a contradiction to case(i). Hence the claim. Consequently A - ‘[N - N( a, b)] B 
is a scalar matrix of I whenever N is a scalar matrix. Taking N = nZ, n = 1 
and 2, we get that 
A-‘[Z-N(u,b)]B=m,Z, 
A-‘[2Z-N(u,b)]B=m,l 
for some m, and m2 E K, m, f m2, m, # 0, m2 # 0. From the above 
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equations we get A - 'B = ml, where m = m, - m2 + 0. Now a - ’ becomes 
Taking N = kZ and using the invariance of a-r on 0, U O,, we get that 
mA- ‘[ kZ - N(a, b)] A = tZ for some t E K, t # 0. This leads to a contradic- 
tion that N(a, b) = (k - tn-‘)I. Hence the lemma. n 
LEMMA 3.2.4. There is no collinearion which fixes V(0) and moves 
V(m)* 
Proof. The proof of this lemma is similar to the proof of Lemma 3.2.3 
and hence left to the reader. n 
LEMMA 3.2.5. There is no collineation which maps V(a) onto V(0) and 
V(0) onto V( N(a, b)). 
Proof. Suppose that there exists such a collineation a. In view of Lemma 
3.1.3, there exists a collineation p which fixes V( cc), V(0) and maps V( N( a, b)) 
onto V( N(r, s)), (r, s) # (a, b). Then apa-’ is a collineation which fixes 
V(cc) and moves V(O), a contradiction to Lemma 3.2.3. Hence the lemma 
follows. m 
By a similar argument we establish the following: 
LEMMA 3.2.6. There is no collineation which maps V(0) onto V(co) and 
V(W) onto V(N(a, b)), (a, b) + (0,O). 
Finally, we prove the following theorem: 
THEOREM 3.2.7. Every collineation fixes both V(CQ) and V(0) if q > 13. 
Proof. Suppose that S is a collineation which maps V(cc) onto 
V( N(a, b)). In view of Lemmas 3.2.4 and 3.2.5, S must map V(0) onto 
V(N(r,s)) for some r,s~ K such that (r,s)Z(a, b) and (r, s)#(O,O). 
Further, from Lemmas 3.2.2, 3.2.5, and 3.2.6 we obtain that V( N( a, b)) and 
V( N(r, s)) must be in distinct orbits Us, O,, and 0s. We now consider the 
following four cases. 
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Case (i). V(N(a,b))E 0sU 0, and V(N(r, s)) E 0,. Then the col- 
lineation &(1)6-’ fixes V(co) and moves V(O), a contradiction to Lemma 
3.2.3. Therefore case (i) is not possible. 
Case (ii). V(ZV(a, b)) E 0, and V(N(r, s)) E 0, U 0,. Then the 
collineation &(1)6-’ fixes V(0) and moves V(co), a contradiction to Lemma 
3.2.4. Therefore case (if) is not possible. 
Cuse (iii). V(N(a, b)) E 8, and V(iV(r, s)) E 0.+. That is, 8 is a 
collineation which maps V(co) onto V(N(a,O)) and V(0) onto V(N( r,O)), 
where a is a nonzero square in K and r is a nonsquare in K. Then S-r is of 
the form 
S-‘:N+A-‘[(N-al)-‘-tl]R, 
whereA,BEGL(2,K)and t=(r-u))‘,suchthat 
A-l[(iV-nZ)-l-tZ]B~~ (3.2.2) 
for all N E T, N # N( a, 0). Letting N = ml, m E K, m + a in (3.2.2) we get 
that ~A-‘BEF forall kEK. Th’ 1s can happen only if A _ ‘Z? = nZ for some 
~EK. n+O.Now6-‘becomes 
S-‘:iV+nA-‘[(N-aI)-‘-tZ]B. 
4 Obviously 6 - ’ acts invariantly on Ui _ I 0 and consequently S ’ acts invari- ir 
antly on 0,. Thus nA-‘{[iV(O, s) - aI]-‘- tZ}A is a nonscalar matrix of T 
if SEK, s # 0. The following is the characteristic polynomial of 
nA-‘{[n(O, s) - al]-‘- tZ}A: 
P+ n[(s-2+2&22+u.s -2+:s-4)+2t]X +n2(n2+a.-2+;S-4)-1 
A necessary condition for nA- ‘{ [N(O, s) - aZ] -’ - tZ }A to be a nonscalar 
matrix of f; is that 
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Thus on simplification we get 
v(s) = [10a(l+nt)s4+5(1+2nt)s2+2t]2 
= 0. 
If q(s)=OissatisfiedbyallsEK, s#O,thensq-‘-lmustbeafactorof 
q$ s) or else (p(s) must be a zero polynomial. The polynomial q(s) is not 
divisible by sq-1 - 1, since the degree of v(s) is 8, which is less than o - 1. 
Thus cp( s) must be a zero polynomial, forcing the constant term - t 2 of ‘p(s) 
to be zero. This is a contradiction. Then q(s) = 0 is merely an equation of 
degree 8 in s, giving at most eight values of s in K, i.e., S-’ can work for at 
most eight values of s, whereas it should work for q - 1 values of s. Therefore 
6 is not a collineation if q > 7. Thus case (iii) is not possible. 
Case (iv). V( iV( a, b)) E 0, and V( iV( r, s)) E 0,. Interchanging the roles 
of a and r in case (iii) and using the same argument, we reject case (iv). 
Combining the above four cases we get that 6 does not exist when q > 13. 
Hence the theorem. m 
It may be remarked that the arguments in cases (iii) and (iv) hold good 
even if we take both V( N(a, b)) and V( iV( r, s)) to belong to 0, or both to 
belong to 0,. From this we get the following lemma. 
LEMMA 3.2.8. lf q > 13, there exists no collineation which mops V(co) 
and V(0) simultaneously onto two elements of 0, U O,, ur one of them into 
0, U 0, and the other into 0,. 
We now give our main theorem. 
THEOREM 3.2.9. The translation complement G’ of the class of transla- 
tion planes iT is G’= G= (1, k). That is, the inherited collineation group of 
?i is the translation complement of ?i, and it is of order rq(q - 1)2 if q + 7,13. 
Proof. Follows from Theorem 3.2.7 and lemma 3.1.3. 
The exceptional cases q = 7,13 are now studied. 
n 
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4. EXCEPTIONAL CASES: q = 7 AND q = 13 
We have seen in Note 3.2.1 that u is a collineation in these two 
exceptional cases. The collineation u fixes a distinguished point V( N(a, b)) if 
b4 = 1 and a = 2 - '(b - b2) and a2 is a scalar collineation. The collineation 
group G, = (J, u) divides the set of distinguished points of f into three 
orbits U[, 04, and U;, where 0; = U, U O,, U,l = 0, U U4, and 0; = 0, and 
the order of G, is 2q(q - 1)2 (q = 7,13). Suppressing the details for brevity 
we state the following: 
THEOREM 4.1. 
(a) Zf q = 13, then G, is the translution complement of +. It divides the 
set of distinguished points f into three orbits U;, UL, and 0; of lengths 2, 
12, and 156 respectively, and it is of order 3744. 
(b) Zf q = 7, G, = (I, 6, ~1) is the translation complement of a, where-p 
is a collineation of Ir, and it is given by ~1: N --f (N - Z) - ‘(4N + 2Z), N E I, 
N z I. It divides the set of distinguished points into two orbits 0;’ = 0, U 0, 
U 8, U 0, and 0;’ = 0, of lengths 8 and 42 respectively, and it is of order 
8q(q - 1)2 = 2016. Further, this plane is not a Hall plane of order 49. 
Finally, from the actions of the translation complements of the classes of 
translation planes + and n, we get 
THEOREM 4.2. The planes from the class of planes 7T derived jknn the 
class of planes ?T are distinct from the planes of the class of planes 7~. 
5. THE PLANES OF COHEN AND GANLEY 
Recently, Cohen and Ganley [I] gave three classes of translation planes, 
which are not Hall planes [l, Section 7, p. 1121, of which the first are derived 
from semifield planes, and the second may be obtained by derivation from 
the Walker planes [l, Theorem 1.6, p. 3233. We now show that the third class 
of planes of Cohen and Ganley are the derived planes + of the class of planes 
r [51. 
5.1. A Class of Planes of Cohen and Ganley 
We may write a spread of the third class of planes of Cohen and Ganley 
as follows (see Theorem 7.1 of [l], with v = - iu2, u # 0, s = q - 3, q odd, 
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q=p’, 9= f2(mod5)): 
,p a l 
-‘( - ya-4 + upa- - p”) 
a - p + ua-’ 
y=x =xU(P,a), 
for all a, p E GF($), p and r odd, where x, y are 2vectors over GF(p’). It 
may be observed that 
x = 0, 
a 0 
y=* 0 a Y 
i 1 
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p’ = 9 = f 2 (mod 5) is the same as 9 f + 1 (mod lo), and we have 
where a=/3u-1-a-2, b= -a. 
Thus, the spreads of the third class of planes of Cohen and Ganley are 
equivalent to the spreads of the class of planes +. Therefore the third class of 
planes of Cohen and Ganley are isomorphic to the class of planes 5 and 
hence may be obtained by derivation from the class of planes r [5]. 
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