Abstract. In this note we show that the well known coincidence results for scalar-valued homogeneous polynomials can not be generalized in some natural directions.
Introduction
Throughout this note X, Y will stand for Banach spaces and the scalar field K can be either the real or complex numbers.
An m-homogeneous polynomial P from X into Y is said to be absolutely (p; q)-summing (p ≥ q m ) if there is a constant L so that (1.1) (
for every natural k. This is a natural generalization of the concept of (p; q)-summing operators and in the last years has been studied by several authors. The infimum of the L > 0 for which the inequality holds is a norm for the case p ≥ 1 or a p-norm for the case p < 1 on the space of (p; q)-summing homogeneous polynomials. This norm (p-norm) will be denoted by . as(p;q) .The space of all m-homogeneous (p; q)-summing polynomials from X into Y is denoted by P as(p;q) ( m X; Y ). When p = q m we have an important particular case, since in this situation there is an analogous of the Grothendieck-Pietsch Domination Theorem. The ( q m ; q)-summing m-homogeneous polynomials from X into Y are said to be q-dominated and this space is denoted by P d,q ( m X; Y ). To denote the Banach space of all continuous mhomogeneous polynomials P from X into Y with the sup norm we use P( n X, Y ). When Y is the scalar field we write P( m X). A natural problem is to find situations in which the space of absolutely summing polynomials coincides with the space of continuous polynomials (coincidence situations). When Y is the scalar-field, coincidence situations are not rare as we can see on the next two well known results:
) For each natural m, every scalar valued continuous mhomogeneous polynomial is absolutely (1; 1)-summing (and, a fortiori, (q; 1)-summing for every q ≥ 1).
and X is an L ∞ space, then every continuous scalar valued m-homogeneous polynomial on X is (1; 2)-summing (and, a fortiori, (q; 2)-summing for every q ≥ 1).
The case m = 2 of Theorem 2 was previously proved by Botelho [2] and is the unique known coincidence result for dominated polynomials. In [5] we have obtained several non-coincidence situations for absolutely summing polynomials (i.e., situations in which P as(p;q) ( m X; Y ) = P( m X; Y )) when dim Y = ∞. In this note we deal with the case in which Y is the scalar field (where non-coincidence situations are more unusual), and show that we can not go much further with the aforementioned coincidence situations. Among other results, we extend recent results of [5] and obtain converses for Theorems 1 and 2.
Results
Assume that X is an infinite dimensional Banach space, X with normalized unconditional Schauder basis (x n ) with coefficient functionals (x * n ) and moreover P as(q;1) ( m X) = P( m X) with 1 m ≤ q. The following question is investigated: What is the best t, 1 ≤ t ≤ ∞, such that in this situation (x * n (x)) ∈ l t for each x ∈ X ? The best such t will be denoted by µ = µ(X, q, m). Our main result is the following theorem, whose proof is based on the ideas of [5] and [3] .
Theorem 3. Let X be an infinite dimensional Banach space with a normalized unconditional Schauder basis (x n ). If P as(q;1) (
Proof. From now on, x = ∞ j=1 a j x j and C > 0 is so that P as(q;1) ≤ C P for all P ∈ P( m X).
The fact that (x n ) is an unconditional basis, yields the existence of a ρ > 0 satisfying n j=1 ε j a j x j ≤ ρ x for every n and any ε j = 1 or ε j = −1.
and thus P ≤ ρ m and P as(q;1) ≤ Cρ m . Therefore
Since (2.1) is true whenever n j=1 | µ j | s = 1, then, by (2.1) and (2.2), we obtain
1−q and n is arbitrary, and hence the part (a) is done. Now, if
Thus S ≤ Cρ 2m and S as(q;1) ≤ C 2 ρ 2m . Therefore
Consequently, since n is arbitrary, we have
The following corollaries are immediate (using standard localizations techniques in Corollaries 3 and 4 in order to extend the results from c 0 (l p ) to L ∞ spaces (L p spaces) : Corollary 1. Let m be a fixed natural number. Then P as(q;1) ( m X) = P( m X) for every X if and only if q ≥ 1.
Corollary 2. If m ≥ 2 and X is an L ∞ space, then P as(q;2) ( m X) = P( m X) if and only if q ≥ 1.
Corollary 3. If dim X = ∞ and X has an unconditional Schauder basis, then P d,q ( m X) = P( m X) for every q < m.
Corollary 4. If m ≥ 2 and X is an L ∞ space, then P d,q ( 2 X) = P( 2 X) if and only if q ≥ 2.
Corollary 5. If q ≤ 1 2 and X is an L p space (p ≥ 1), then P as(q;1) ( m X) = P( m X) if and only if p ≤ mq.
All these results can be adapted, mutatis mutandis, to the multilinear cases.
