Entity alignment typically suffers from the issues of structural heterogeneity and limited seed alignments. In this paper, we propose a novel Multi-channel Graph Neural Network model (MuGNN) to learn alignment-oriented knowledge graph (KG) embeddings by robustly encoding two KGs via multiple channels. Each channel encodes KGs via different relation weighting schemes with respect to self-attention towards KG completion and cross-KG attention for pruning exclusive entities respectively, which are further combined via pooling techniques. Moreover, we also infer and transfer rule knowledge for completing two KGs consistently. MuGNN is expected to reconcile the structural differences of two KGs, and thus make better use of seed alignments. Extensive experiments on five publicly available datasets demonstrate our superior performance (5% Hits@1 up on average). Source code and data used in the experiments can be accessed at https:// github.com/thunlp/MuGNN.
Introduction
Knowledge Graphs (KGs) store the world knowledge in the form of directed graphs, where nodes denote entities and edges are their relations. Since it was proposed, many KGs are constructed (e.g., YAGO (Rebele et al., 2016) ) to provide structural knowledge for different applications and languages. These KGs usually contain complementary contents, attracting researchers to integrate them into a unified KG, which shall benefit many knowledge driven tasks, such as information extraction (Cao et al., 2018a) and recommendation (Wang et al., 2018a) .
It is non-trivial to align different KGs due to their distinct surface forms, which makes the symbolic based methods (Suchanek et al., 2011) not always effective. Instead, recent work utilizes general KG embedding methods (e.g., TransE (Bordes et al., 2013) ) and align equivalent entities into a unified vector space based on a few seed alignments (Chen et al., 2017; Zhu et al., 2017; Chen et al., 2018; Sun et al., 2018; Wang et al., 2018b) . The assumption is that entities and their counterparts in different KGs should have similar structures and thus similar embeddings. However, alignment performance is unsatisfactory mainly due to the following challenges:
Heterogeneity of Structures Different KGs usually differ a lot, and may mislead the representation learning and the alignment information from seeds. Take the entity Jilin City as an example (Figure 1 ), KG1 and KG2 present its subgraphs derived from English and Chinese Wikipedia, respectively. Since it is a Chinese city, KG2 is more informative than KG1 (denoted by dashed lines and ellipse), such as the relations of Dialect and Nearby, and the entity Liu Fei through relation Mayor. Clearly, the province Jilin in KG1 and Jilin City in KG2, which are incorrect alignment, are more probable close in the vector space, because they have more similar structures (e.g., Northeastern Mandarin and Changchun). What's worse, this incorrect alignment shall spread further over the graph.
Limited Seed Alignments Recent efforts based on general embedding methods heavily rely on existing alignments as training data, while seed alignments are usually insufficient (Chen et al., 2017) for high-quality entity embeddings. Wang et al. (2018b) introduces Graph Convolution Network (GCN) (Kipf and Welling, 2017) to enhance the entity embeddings by modeling structural features, but fails to consider structural heterogeneity.
To address the issues, we propose to perform KG inference and alignment jointly to explicitly reconcile the structural difference between different KGs, and utilize a graph-based model to make better use of seed alignment information. The basic idea of structural reconciliation is to complete missing relations and prune exclusive entities. As shown in Figure 1 , to reconcile the differences of Jilin City, it is necessary to complete the missing relations Dialect and Nearby in KG1, and filter out entity Liu Fei exclusive in KG2. The asymmetric entities and relations are caused not only by the incompleteness nature of KG, but also from their different demands.
In this paper, we propose a novel Multi-channel Graph Neural Network model MuGNN, which can encode different KGs to learn alignmentoriented embeddings. For each KG, MuGNN utilizes different channels towards KG completion and pruning, so as to reconcile two types of structural differences: missing relations and exclusive entities. Different channels are combined via pooling techniques, thus entity embeddings are enhanced with reconciled structures from different perspectives, making utilization of seed alignments effectively and efficiently. Between KGs, each channel transfers structure knowledge via shared parameters.
Specifically, for KG completion, we first employ AMIE+ (Galárraga et al., 2015) on each KG to induce rules, then transfer them between KGs towards consistent completion. Following Graph Attention Network (GAT) (Velickovic et al., 2018) , we utilize KG self-attention to weighting relations for GNN channels. For KG pruning, we design cross-KG attention to filter out exclusive entities by assigning low weights to corresponding relations. We summarize the main contributions as follows:
• We propose a novel Multi-channel GNN model MuGNN that learns alignmentoriented embeddings by encoding graphs from different perspectives: completion and pruning, so as to be robust to structural differences.
• We propose to perform KG inference and alignment jointly, so that the heterogeneity of KGs are explicitly reconciled through completion by rule inference and transfer, and pruning via cross-KG attention.
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to find as many alignments as possible A e = {(e, e ) ∈ E × E |e ↔ e } for which an equivalent relation ↔ holds between e and e . That is, e and e are in different KGs, but denote the same thing. As shown in Figure 1 , Jilin City in English Wikipedia (i.e., KG1) and in Chinese Wikipedia (i.e., KG2) has different structures, but denote the same Chinese city. Normally, some prior alignments of entities A s e and relations A s r = {(r, r ) ∈ R × R |r ↔ r } can be easily obtained manually or by simple lexicon-based methods (e.g., entity title translation), namely seed alignments (seed for short). We use bold-face letters to denote the vector representations of the corresponding terms throughout of the paper.
Framework
MuGNN aims at learning alignment-oriented KG embeddings for entity alignment. It introduces KG inference and transfer to explicitly complete KGs, and utilizes different relation weighting schemes: KG self-attention and cross-KG attention, to encode KGs robustly. As shown in Figure 2 , there are two main steps in our framework:
KG Completion aims at reconciling the structural differences by completing the missing relations. It not only induces rules by using a popular rule mining system AMIE+ (Galárraga et al., 2015) , but also transfers them into each other based on seed aligned relations between KGs. Rule transferring is based on the assumption that knowledge can be generalized into various KGs, no matter in which languages or domains.
Multi-channel Graph Neural Network is to encode each KG through different channels. The channels enhance the entity embeddings from different perspectives: towards completion and pruning, so that the entities and their counterparts have similar structures. MuGNN contains three main components: (1) relation weighting that generates weight matrix for each KG according to two schemes: KG self-attention and cross-KG attention. Each type of attention refers to a GNN channel that shares parameters between KGs for structural knowledge transfer; (2) GNN encoder to model the entire graph features by improving entity embeddings with its neighbors, thus the seed alignment information shall be propagated over the entire graph; We combine the outputs of GNN encoders in different channels via pooling techniques as the input of (3) Align model, which embeds two KGs into a unified vector space by pushing the aligned entities (and relations) of seeds together.
Multi-Channel Graph Neural Network
In this section, we describe the three main components involved in MuGNN to encode different graphs towards alignment-oriented embedding learning: relation weighting, multi-channel GNN encoder and align model.
Relation Weighting
Relation weighting is to generate weighted connectivity matrix A based on a graph G as the input structural features of GNN encoder, which will be detailed later. Each element a ij in the matrix denote the weighted relation between e i and e j .
As mentioned in Section 1, there are two types of structure differences: the missing relations due to the incompleteness nature of KG, and the exclusive entities caused by different construction demands of applications or languages. We utilize two channels of GNN encoder for each KG, so as to reconcile the two types of differences separately. That is, we generate two adjacency matrices for each channel: A 1 based on KG selfattention and A 2 based on cross-KG attention. Next, we will describe how to compute each element a ij in A 1 and A 2 . Similarly, we can obtain A 1 and A 2 for KG G .
KG Self-Attention
KG self-attention aims at making better use of seed alignments based on the KG structure itself. This component selects informative neighbors according to the current entity and assigns them with high weights. Following GAT (Velickovic et al., 2018) , we define the normalized element a ij in A 1 representing the connectivity from entity e i to e j as follows:
where e k ∈ N e i ∪ {e i } denotes neighbors of e i with self-loop, and c ij is the attention coefficient measuring the importance of e i to e j and is calculated by an attention function attn as follows:
where || indicates vector concatenation, W and p are trainable parameters.
Cross-KG Attention
Cross-KG Attention aims at modeling the common subgraph of two KGs as structural features towards consistency. It prunes exclusive entities by assigning lower weights for corresponding relations that have no counterparts in another KG. We define the a ij in A 2 as follows:
where 1(·) indicates 1 if holds true, otherwise 0. sim(·) is a similarity measure between relation types and is defined as inner-product sim(r, r ) = r T r . Thus, a ij is to find the best mapping between two KGs, and shall be 0 if there is no such relation types for exclusive entities.
Multi-Channel GNN Encoder
GNN is a type of neural network model that deals with graph-structured data, the main idea of which is similar to a propagation model: to enhance the features of a node (i.e., entity) according to its neighbor nodes. Thus, we may stack multiple L layers of GNNs to achieve further propagation. One of its variants is based on spectral graph convolutions, such as GCN (Kipf and Welling, 2017) . Every GNN encoder takes the hidden states of node representations in the current layer as inputs, and computes new node representations as:
where A is an adjacency matrix showing the connectivity between nodes, H is the current node representations, W is the learned parameters, and σ is the activation function chosen as ReLU (·) = max(0, ·).
Inspired by the multi-head attention networks (Velickovic et al., 2018) , we use the two above-mentioned strategies to calculate connectivity matrices as different channels to propagate information from different aspects and aggregate them with a P ooling function. As for our multichannel GNN encoder, it is built by stacking multiple GNN encoder defined as:
where c is the number of the channels, A i is the connectivity matrices in the i th channel, and H l+1 i
is the computed hidden states in the (l + 1) th layer and i th channel, which can be formulated as:
where W i is the weight parameters in the i th channel. Here, we set i = 1, 2 referring to the above two attention schemes. We set H 0 as the entity embeddings initialized randomly. In experiments, we select average pooling techniques for Pooling function due to its superior performance. We use such multi-channel GNN encoders to encode each KG, and obtain H L , H L representing the enhanced entity embeddings, where each channel shares parameters W 1 = W 1 and W 2 = W 2 for structural knowledge transferring.
Align Model
Align model is to embed two KGs into a unified vector space by pushing the seed alignments of entities (and relations) together. We judge whether two entities or two relations are equivalent by the distance between them. The objective of the align model is given as below:
where [·] + = max{0, ·} represents the maximum between 0 and the input, d(·) = || · || 2 is the distance measure chosen as L2 distance, A s e − and A s r − represents for the negative pair set of A s e and A s r , respectively, and γ 1 > 0 and γ 2 > 0 are margin hyper-parameters separating positive and negative entity and relation alignments. During the experiments, by calculating cosine similarity, we select 25 entities closest to the corresponding entity in the same KG as negative samples (Sun et al., 2018) . Negative samples will be re-calculated every 5 epochs.
Since we have changed the KG structure by adding new triplets (i.e., grounded rules), we also introduce the triplet loss to hold the grounded rules as valid in the unified vector space.
Taking KG G as an example, following Guo et al. (2016) , we define the loss function as follows:
where g is short for rule grounding g(k), G(K) and T denote all rule grounds and all triplets. G − (K) and T − are negative sample sets obtained by replacing one of the involved entity using nearest sampling (Sun et al., 2018) . I(·) is the true value function for triplet t:
or for grounding g = (t c |t s1 , · · · , t sp ), which is recursively calculated by:
where d is the embedding size. Similarly, we obtain the loss L r for KG G . Thus, the overall loss function for multi-channel GNN is as follows:
Experiment
In this section, we conduct experiments on five publicly available datasets involving both different language pairs and sources. We further investigate the key components of MuGNN and analyze how the knowledge inference and transfer mechanism contribute to KG alignment.
Experiment Settings
Datasets Following Sun et al. ( , 2018 For each dataset, we employ AMIE+ for rule mining by setting the max number of premise as p = 2 and PCA confidence not less than 0.8. The statistical results of rules, transferred rules (Tr.Rule for short), ground triples and ground triples based on transferred rules (Tr.ground for short) are exhibited in To make a fair comparison, we set embedding size to 128 for MuGNN and all baselines. All graph models stack two layers of GNN. We utilize Adagrad (Duchi et al., 2011) as the optimizer. For the margins in MuGNN, we empirically set γ 1 = 1.0 and γ 2 = 1.0. We set γ r = 0.12 to ensure rule knowledge constraints have less impact than the alignment model. Other hyperparameters are chosen by running an exhaustively search over the following possible values: learning rate in {0.1, 0.01, 0.001}, L2 in {0.01, 0.001, 0.0001}, dropout in {0.1, 0.2, 0.5}. The optimal configuration of MuGNN for entity alignment is: learning rate= 0.001, L2= 0.01, dropout = 0.2. We implement MuGNN with PyTorch-1.0. The experiments are conducted on a server with two 6-core Intel Xeon E5-2620 v3@2.40ghz CPUs, two GeForce GTX TITAN X and 128 GB of memory. 500 epochs cost nearly one hour. Table 3 shows the experimental results on DBP15K and DWY100K. In general, MuGNN significantly outperforms all baselines regarding all metrics, mainly because it reconciles the structural differences by two different schemes for KG completion and pruning, which are thus well modeled in multi-channel GNN.
Overall Performance
More specifically, on three small-scale crosslingual datasets, the average gains of MuGNN regarding Hits@1, Hits@10 and MRR are 3%, 6%, and 4%, respectively. While on largescale datasets, MuGNN achieves significant improvements (8%, 8% and 8% regarding Hits@1, Hits@10 and MRR, respectively). This is mainly because the large-scale datasets (e.g., DBP-YG) provide more prior knowledge (more than 3.5 facts per entity v.s. less than 2.5 facts in DBP15K) for rule mining, thus our proposed method has more capability in reconciling the structural differences between KGs, and makes better use of seed alignments.
Since some methods do not rely on seed alignments of relations, we also test MuGNN without them, marked as MuGNN w/o A s r . This also implies that we have no transferred rules between KGs. We can see that our method still performs competitively, and even achieves the best Hits@1 and MRR on DBPFR-EN. This is because the culture difference between French and English is much smaller than that between Chinese/Japanese and English, thus there is only a few exclusive rules mined from each KG, which can be transferred towards consistent completion (25 and 12 pieces of rules transferred between two KGs, as shown in Table 2 ).
We also observe that GNN-based method (i.e., GCN-Align) performs better than translationbased methods except AlignEA. To better understand their advantages and disadvantages, we further conduct ablation study as follows.
Impact of Two Channels and Rule
Transfer The core components of MuGNN involve two channels based on KG self-attention and cross-KG attention, and rule transfer towards consistent completion based on knowledge invariant assumption. We thus remove them from our model to to investigate their impacts to reconcile the structural differences, marked as MuGNN w/o SelAtt, MuGNN w/o CroAtt and MuGNN w/o RulTra.
As shown in Figure 4 , there is a performance drop in MuGNN w/o SelAtt and MuGNN w/o CroAtt as compared to MuGNN, which demonstrates the effectiveness of both channels. Specifically, the performance decrease more with the loss of cross-KG attention channel than that of KG self-attention, which implies the importance of utilizing cross-KG information for entity alignment. As for rule transfer, we can see that in most cases, it contributes much in performance.
However, the performance difference between MuGNN and MuGNN w/o RulTra is negligible on DBPFR-EN. The reason is that the ground rule triple amounts for French and English datasets are limited (Table 2) , which are less than 1% of the oracle triples. Therefore, rule transfer cannot provide sufficient cross-graph heterogeneous structure information. As a contrast, DBPJA-EN and DBPZH-EN provide more than 10k ground-rule triples, which gain decent performance improvements from rule transfer.
Impact of Seed Alignments
To investigate the advantages and disadvantages between GNN-based method and translationbased methods, we test MuGNN, GCN-Align and AlignEA using different size of seed alignments. We gradually increase the proportion of entity seeds from 10% to 50%, and we can see the model's sensitivity to seed alignments.
As shown in Figure 3 , GNN-based methods perform better than translation-based methods when there is only limited seeds available (10%), but perform worse along with the increase of seed alignments. This is because graph models can make better of seeds by propagating them over the entire structure, while they suffer from the heterogeneity between KGs due to the GNN's sensitivity to structural differences, which lead to propagation errors aggregation. However, the performance of translation-based methods increases gradually along with the growing seeds since it can implicitly complete KG via knowledge representation learning, such as transE. MuGNN utilizes AMIE+ to explicitly complete two KGs via rule mining and transfer, which reconciles the structural differences; meanwhile, the GNN encoders make better use of seed information via two channels over the graphs.
