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While allostery is of paramount importance for protein regulation, the underlying dynamical process of ligand
(un)binding at one site, resulting time evolution of the protein structure, and change of the binding affinity at
a remote site is not well understood. Here the ligand-induced conformational transition in a widely studied
model system of allostery, the PDZ2 domain, is investigated by transient infrared spectroscopy accompanied
by molecular dynamics simulations. To this end, an azobenzene derived photoswitch is linked to a peptide
ligand in a way that its binding affinity to the PDZ2 domain changes upon switching, thus initiating an
allosteric transition in the PDZ2 domain protein. The subsequent response of the protein, covering four
decades of time ranging from ∼1 ns to ∼10 µs, can be rationalized by a remodelling of its rugged free energy
landscape, with very subtle shifts in the populations of a small number of structurally well defined states. It is
proposed that structurally and dynamically driven allostery, often discussed as limiting scenarios of allosteric
communication, actually go hand-in-hand, allowing the protein to adapt its free energy landscape to incoming
signals.
INTRODUCTION
Allostery represents the coupling of two sites in a pro-
tein or a protein complex, where the binding of a ligand
to the distal site modifies the affinity at the active site.1
Since biological function is intimately related to protein
structure, ligand-induced changes of the protein’s func-
tion (e.g., the transition from an inactive to an active
state) are often associated with a change of the protein’s
mean structure.2 On the other hand, ligand (un)binding
may also alter the protein’s flexibility, which changes the
variance of the structure and gives an entropic contri-
bution to the free energy.3 Referring to the associated
change of the structural fluctuations, the latter scenario,
termed “dynamic allostery,” has been invoked to explain
apparent absence of conformational change upon lig-
and (un)binding.3–10 Studying the effects of dynamic al-
lostery has been mainly done by NMR spectroscopy11–13
which, however, only accounts for equilibrium dynamics.
While both models, structural change vs. dynamic
change, may appear plausible, the nature of the “al-
losteric signal” is not known. A stringent examination
ultimately requires us to study the genesis of allostery.
This includes three steps: (1) The (un)binding of a lig-
and (usually initiated by a change of its concentration14)
causes (2) the atoms of the protein to undergo a non-
equilibrium time evolution, which (3) eventually leads
to a change of the binding affinity at a remote site of
the protein. This so-called “allosteric transition” is a
non-equilibrium process and has been observed directly
only rarely, in part because the smallness of the struc-
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FIG. 1. Ligand-switched PDZ2 domain. Main secondary
structural elements and Cα-distances d20,71 and d4,55 dis-
cussed below are indicated. In the trans conformation of the
photoswitch (red), the ligand (blue) fits well in the binding
pocket, while it starts to move out when switching to cis.
tural changes makes the transition pathways challeng-
ing to observe experimentally,15 and also because of
the time-scale limitations of molecular dynamics (MD)
simulations.16–18 In this work, we outline an approach
to study the first two steps, i.e., the ligand-induced al-
losteric transition, employing a PDZ2 domain as model
system.
Known for their modest conformational change upon
ligand binding, PDZ domains are considered as prime ex-
amples of dynamic allostery.4,6,19 PDZ domain-mediated
interactions play a pivotal role in many signal transduc-
tion complexes.20,21 Allosteric information flow in PDZ
domains is thought to be transduced via conserved al-
losteric networks in the protein.4,22–25 The system con-
sidered here is the PDZ2 domain from hPTP1E (hu-
man tyrosine phosphatase 1E) and a RA-GEF-2 peptide
derivative (Ras/Rap1 associating guanidine nucleotide
exchange factor 2)26 with an azobenzene moiety linked as
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2photoswitch,27 see Fig. 1. It was recently reported for a
very similar system that the phosphorylation of the ser-
ine (-2) residue, a common target in regulatory processes
of PDZ domains,28 leads to a ∼ 5 – 7-fold difference in
the affinity towards the PDZ2 domain.29 We will see that
the binding affinity can be perturbed to the same extent
(≈5 fold) by introducing such a photoswitchable element
on the ligand instead. Since the PDZ2 domain is not
modified at all, this strategy leads to a much less arti-
ficial construct than obtained in our previous study,30
where the photoswitch was covalently linked across the
binding pocket of the PDZ2 domain. In addition, using
the ligand as a trigger, one can apply this strategy to
virtually any system.
By photo-isomerizing the azobenzene moiety, we
change the binding affinity of the ligand at a precisely
defined point in time. We employ time-resolved vibra-
tional spectroscopy in connection with a isotope labeling
strategy to monitor the structural change of the protein
in real time, and perform extensive (more than 0.5 ms
aggregate simulation time) all-atom non-equilibrium MD
simulations combined with Markov modeling to interpret
the experimental results in terms of the structural evo-
lution of the system. We find that the mean structural
change of the protein is rather small. Yet, in both ex-
periment and MD simulations the free energy surface of
the protein can be characterized by a small number of
metastable conformational states. In agreement with the
view of allostery as an interconversion between the rel-
ative population of metastable states, we see how the
ligand-induced response of the PDZ2 domain is best de-
scribed as remodelling of the free energy landscape,31–35
and how the response is transduced from the ligand to
the protein without introducing a significant structural
change.
RESULTS
Experimental
To set the stage, we have investigated the influence
of photoswitching of the ligand on its binding affinity.
By choosing the spacing between the anchoring points of
the azobenzene moiety, the peptide ligand was designed
such that the longer trans conformation mimics the na-
tive extended β-strand conformation, while the cis con-
figuration shortens the peptide and perturbs it from its
extended form. To that end, the alanine residue at posi-
tion -1 (the ligand is labelled by negative numbers) was
chosen as the first anchoring spot for the photoswitch,
since it has been shown that a mutation at this position
does not significantly affect the binding, while residues
that are crucial for binding (Val(0), Ser(-2) and Val(-3))
are preserved.36,37 The second anchoring point chosen
was Asp(-6) which allows the peptide to be maximally
stretched in the trans configuration of the photoswitch.
Protein and peptide have been expressed/synthesized us-
ing standard procedures,30,38 see Materials and Methods
for details. The dissociation constants (KD) in the two
configurations of the photoswitchable peptide were de-
termined by ITC, fluorescence and CD spectroscopy (see
Supplementary Figs. S2 and S3).39 The obtained val-
ues averaged for all methods (KD,trans = 2.0 ± 0.6 µM,
KD,cis = 9.6 ± 0.5 µM, see Supplementary Table S1)
reveal an appreciable ∼ 5-fold difference in the binding
affinity, with the cis state being the destabilized one, as
anticipated.
Considering these binding affinities and the relatively
high concentrations needed for the transient IR experi-
ment (1.25 mM for the peptide and 1.5 mM for the pro-
tein), it is clear that most of the ligands are bound in
both states to a protein of the photoswitch (97% in cis
and 99% in trans), hence we will not observe many bind-
ing or unbinding events. Furthermore, as binding and
unbinding in similar PDZ/ligand systems was observed
to occur on 10 – 100 ms time-scales,40 these processes
are hardly within the time window of our experiment.
Nevertheless, we will be able to observe the adaptation
of the protein to a perturbed peptide conformation in the
binding pocket and its transition to unspecific binding on
the protein surface.
We investigate that process with the help of transient
IR spectroscopy in the range of the amide I band (see
Materials and Methods for details).41–43 This band origi-
nates from mostly the C=O stretch vibration of the pep-
tide/protein backbone, and is known to be strongly struc-
ture dependent.44 While one cannot invert the problem
and determine the structure of a protein from the amide
I band, any change in protein structure will cause small
but distinct changes in this band (see Fig. 2 a-c).
Figure 2 shows the transient IR response in the spec-
tral region of the amide I vibration after photoswitching
in either the trans-to-cis (panels d-f) or the cis-to-trans
direction (panels g-i). To be directly comparable, the
two data sets were scaled in a way that they refer to
the same amount of isomerizing molecules, and not the
same amount of excited molecules. The scaling took into
account the different pump-pulse energies used in the ex-
periments (see Materials and Methods), cross sections
(23500 cm−1M−1 for trans at 380 nm vs 2000 cm−1M−1
for cis at 420 nm)27, and isomerization quantum yields
(8% for trans-to-cis switching and 62% for cis-to-trans
switching).45
The left panels of Fig. 2 show the results for the wild
type PDZ2 domain, and the middle panels those with
the protein 13C15N labelled, which down-shifts the fre-
quency of the amide I band by ≈25 cm−1. The transient
IR responses of both isotopologues look quite similar, as
the signal is dominated by the photoswitchable peptide,
which is perturbed directly by the azobenzene moiety. To
remove that contribution and to isolate the smaller pro-
tein response, the two signals have been subtracted in
the right panels of Fig. 2, with some of the more promi-
nent features highlighted in Fig. 3a-d. In this way, we
take advantage of the fact that only the amide I band
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FIG. 2. Transient IR spectra of PDZ2 in the region of the amide I band. Panels (a-c) compare transient data at long pump-
probe delay times (averaged from 20 µs to 42 µs to increase signal-to-noise) for trans-to-cis (blue) and cis-to-trans (red)
switching, together with a properly scaled trans-minus-cis FTIR difference spectrum (black). Panels (d-f) show the complete
transient data for trans-to-cis switching, and panels (g-i) for cis-to-trans switching. Left panels show the data for the wild type
(WT) protein, middle panels for the sample with the protein 13C15N labelled (the peptide ligand contains naturally abundant
12C14N), and right panels the 13C15N-WT difference data. Red colours in panels (d-i) indicate positive absorbance changes,
blue colors negative absorbance changes. The relative scaling of the data sets and the labelled features are discussed in the
text.
of the protein is affected by 13C15N-isotope labelling and
not that of the photoswitchable ligand. By doing so,
we implicitly assume that the spectra of protein and lig-
and are additive and that coupling between them can be
neglected. Great care was taken that protein and pep-
tide concentrations were exactly the same in both exper-
iments. Furthermore, both experiments were performed
right after each other without changing any setting of the
laser setup.
Overall, the kinetics of these double-difference spec-
tra are quite complex and cover many orders of magni-
tudes in time.46 Furthermore, the responses for trans-to-
cis (Figs. 2f and 3a,c) vs cis-to-trans switching (Figs. 2i
and Fig. 3b,d) are not mirror-images from each other,
which one might expect if the protein would take the
same pathway in the opposite direction. For example, the
strongest band at 1636 cm−1 (marked as *1 in Figs. 2f
and 3a) reveals the biggest step at around 1 ns in the
trans-to-cis data, while the complementary feature in
cis-to-trans data (marked as *2 in Figs. 2i and 3b) de-
velops in a very stretched manner from ≈3 ns to ≈3 µs.
Worthwhile noting is also a transient band at 1579 cm−1
in the trans-to-cis data (marked as *3 in in Figs. 2f and
3c), living up to ≈100 ns, which has no complementary
counterpart in the cis-to-trans data (Figs. 2i and 3d).
The red lines in Figs. 3a-d are fits revealed from a time-
scale analysis of the signals using a Maximum Entropy
method:47
S(ωi, t) = a0(ωi)−
∑
k
a(ωi, τk)e
−t/τk . (1)
Here ωi denotes the probe frequency and t the delay
time of the signal, which is represented by a multiex-
ponential function with time-scales τk. The time-scale
spectra a(ωi, τk) are shown in Figs. 3a-d as blue lines.
Each of the kinetic processes discussed above shows up
as a peak in these time-scale spectra, and the pat-
tern of peaks is different for all the examples shown
in Figs. 3a-d. Nevertheless, the dynamical content,48
D(τk) = [
∑
i a
2(ωi, τk)/n]
1/2, which averages over the
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FIG. 3. Transient 13C15N-WT difference data at 1636 cm−1
(panels a,b) and 1579 cm−1 (panels c,d) for trans-to-cis (left)
and cis-to-trans (right) switching, highlighting features la-
belled as *1 to *3 in Fig. 2. Red lines are fits obtained from
the time-scale analysis in Eq. (1), blue lines represent the
resulting time-scale spectra a(ωi, τj). Panels (e,f) show the
corresponding dynamical content; the heat signal labelled as
*4 is discussed in the text. Panels (g,h) show the MD dynam-
ical content, obtained from a time-scale analysis of the non-
equilibrium time evolution of the mean Cα-distances (Supple-
mentary Fig. S5).
complete data set shown in Supplementary Fig. S4, seems
to indicate a relatively small number of discrete time
scales, see Figs. 3e,f. We attribute the first peak around
100 ps (labeled as *4 in Figs. 2f and 3e) to a “heat signal”
originating from the vibrational energy released by the
photo-isomerization of the azobenzene moiety, an effect
that is seen universally in this type of experiments.49,50
The transient spectra at the latest pump-probe de-
lay time that is accessible to our transient experiment
(i.e., 42 µs) are shown in Figs. 2a-c in blue for trans-
to-cis switching and in red for cis-to-trans switching.
They are compared to a properly scaled trans-minus-cis
FTIR difference spectrum (black), which represents the
response at effectively infinite time after photoswitching.
The counterpart of the negative band in the blue and
black trans-to-cis spectra at 1600 cm−1 (marked as *5 in
Figs. 2c) has not yet evolved in the red cis-to-trans spec-
trum. We conclude from this observation that the cis-
to-trans transition is not completely finished after 42 µs.
MD simulations
To aid the interpretation of the above experiments,
we performed all-atom explicit-solvent MD simulations
of the cis and trans equilibrium states as well as non-
equilibrium MD simulations51 of the ligand-induced con-
formational changes of PDZ2. Using the GROMACS
v2016 software package52 and the Amber99*ILDN force
field,53–55 we collected in total 510µs simulation time
(see Materials and Methods). For the structural charac-
terization of the protein, we determined 56 Cα-distances
di,j between residues i and j that are not redundant
(such as di,j and di,j±1) and whose ensemble average
changes significantly (〈∆dij〉 ≥ 0.5 A˚) during the non-
equilibrium simulations (Supplementary Fig. S5). To
identify the essential coordinates of the system, we per-
formed a principal component analysis on the normal-
ized distances of all simulation data,56 followed by ro-
bust density-based clustering57 and a recently proposed
machine learning approach58 (see Materials and Meth-
ods and Supplementary Fig. S6 for details). While we
used six dimensions for the clustering, we find that two
Cα-distances suffice to qualitatively characterize the con-
formational distribution of PDZ2: d20,71 accounting for
the width of the binding pocket located between β2 and
α2, as well as d4,55 representing the distance between N-
terminus and α1-β4 loop, which reflects the compactness
of the C- and N-terminus region (see Fig. 1). Employing
these coordinates, Fig. 4a shows the free energy surface
∆G = −kBT lnP (d20,71, d4,55), obtained from 5× 5µs-
long trans equilibrium simulations describing the ligand-
bound state of PDZ2. The free energy landscape reveals
four well-defined local minima indicating metastable con-
formational states of the system. Density-based cluster-
ing identifies state 1 as close to the crystal structure,59
while state 2 indicates an opening of the binding pocket.
Both states are mirrored by states 3 and 4, which are
shifted to larger values of coordinate d4,55.
Upon switching the ligand from trans to cis configura-
tion, PDZ2 undergoes a non-equilibrium time evolution
until it relaxes within a few microseconds (see below)
into its cis equilibrium state, describing the perturbed
protein-ligand complex. Performing 25×10µs-long trans-
to-cis non-equilibrium simulations, we took the last 7µs
of each trajectory to estimate the rather heterogeneous
conformational distribution of the cis equilibrium state.
When we compare the resulting free energy landscapes
of cis and trans, Figs. 4a,b reveal that the accessible con-
formational space in cis is considerably increased, along
with the occurrence of additional state 5 that reports on
a further opening of the binding pocket. Representing
the populations of all states in trans and cis as a his-
togram, Fig. 4d demonstrates that the photoswitching of
the ligand causes a notable (. 20 %) shift of the state
populations, mostly from state 1 to states 2 and 5.
To illustrate the conformational changes associated
with these states, Fig. 4e displays an overlay of minimum-
energy structures of states 1 and 2 as well as the cis-
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FIG. 4. Identification of metastable conformational states. Free energy landscapes (in units of kBT ) obtained from the (a)
trans, (b) cis and (c) ligand-free60 equilibrium simulations of PDZ2, plotted as a function of two essential inter-residue distances.
The unlabeled state-like feature at the bottom right of (b) represents weakly populated (. 1%) sub-regions of states 2 and 5.
(d) Histogram of the state populations in trans and cis equilibrium, revealing the ligand-induced population shift of PDZ2. (e)
Comparison of minimum-energy structures the of states 1, 2 and 5, revealing an increased opening of the ligand binding pocket
by a downward motion of α2. (f) Structures of states together with position densities of the ligand. The isosurface encloses a
volume with a minimal probability of 0.4 to find a ligand atom within in all simulation snapshots belonging to a specific state.
Fixed points for the comparison are the Cα atoms of strands β4 and β6.
specific state 5. We find that the opening of the bind-
ing pocket described by d20,71 mainly reflects a shift of
the α2 helix down and away from the protein core. In-
terestingly, the structural rearrangement between main
states 1 and 2 results in an overall root mean squared
(RMS) displacement of only . 1 A˚ and causes only few
(∼ 5) contacts to change (Supplementary Fig. S7). This
is in striking contrast to the cross-linked photoswitch-
able PDZ2 studied by Buchli et al.30 where 34 contact
changes were found for the trans-to-cis reaction,60 and
cis and trans free energy landscapes hardly overlapped.48
This findings indicate that ligand-switching is consider-
ably less invasive than a cross-linked photoswitch and
therefore better mimics the natural unbiased system.
Is the above discussed population shift as well as the
very occurrence of states an inherent property of the pro-
tein’s rugged free energy landscape,31,32 or are these fea-
tures rather induced by the ligand? Figure 4c addresses
this question by showing the free energy landscape ob-
tained from previously performed 6×1µs-long simulations
of PDZ2 without a ligand60. While the state separation
along coordinate d4,55 still exists, we find that states 1, 2
and 5 merge into a single energy minimum. It is centered
at the position of state 2, but is wide enough to cover a
large part of states 1 and 5. Similarly states 3 and 4
form a weakly populated (2 %) single minimum. This in-
dicates that ligand-free PDZ2 provides the flexibility to
assess the entire free energy landscape explored during
binding and unbinding, while the interaction with the
ligand appears to stabilize conformational states 1 and
4.
Showing protein structures of the main states together
with position densities of the ligand, Fig. 4f illustrate
these interactions (see also Supplementary Fig. S8). For
one, we notice that the opening and closing of the bind-
ing pocket (described by d20,71) is associated with the
conventional binding of the ligand’s C-terminus in this
pocket, which stabilizes closed state 1 in trans. In the
open state 2, the probability to find the ligand in its bind-
ing mode is significantly decreased, pointing to a reduced
ligand affinity of the protein. On the other hand, we find
that the distinct conformations of the protein’s termini
described by d4,55 are a consequence of the formation of
contacts with the ligand’s N-terminus in states 3 and 4,
which are absent in states 1, 2 and 5. In particular, state
5 represents a situation where the hydrophobic photo-
switch of the ligand forms a contact with a hydrophobic
bulge at the protein surface around Ile20, which can be
classified as unspecific binding of the ligand to the pro-
tein surface.
Adopting our trans-to-cis non-equilibrium simulations,
we can describe the overall structural evolution of PDZ2
6in terms of time-dependent expectation values of various
observables. As an example, Figs. 5a,b show the time
evolution of the two Cα-distances d20,71 and d4,55 intro-
duced above. Following trans-to-cis ligand switching, it
takes about 100 ns until the sub-picosecond photoiso-
merization of the photoswitch affects the protein’s bind-
ing region (indicated by d20,71), which becomes wider
as the ligand moves out. The flexible N-terminal region
indicated by d4,55, on the other hand, undergoes con-
formational changes already within a few nanoseconds.
The weak correlation between the two inter-residue dis-
tances (i.e., 〈d20,71d4,55〉(〈d220,71〉〈d24,55〉)−1/2 . 0.02 for
all data), however, indicates that this early motion of
the terminal region may be not directly related to the
functional dynamics of PDZ2. Interestingly, the associ-
ated root mean squared deviations (RMSD) of the two
distances show quite similar behavior. Moreover, Sup-
plementary Fig. S9 displays various ligand-protein dis-
tances and contact changes, which illustrate that the lig-
and leaves the binding pocket on time-scales of 0.1 – 1µs.
When we calculate the dynamical content of all consid-
ered intraprotein Cα-distances, we obtain a time-scale
distribution that roughly resembles the experimental re-
sult (Fig. 3g,h).
It is instructive to consider the resulting time-
dependent populations of the protein’s metastable
states. Choosing initial conditions close to the crystal
structure,59 Fig. 5c exhibits the trans-to-cis time evolu-
tion of the state populations. The system starts at time
t = 0 almost completely in state 1 and converts to the
other states within microseconds. To rationalize these
findings, we construct a Markov state model61,62 (MSM)
which describes the conformational dynamics of PDZ2
via memory-less jumps between metastable states. To
this end, we calculate a transition matrix T containing
the probabilities Tij , that the system jumps from state i
to j within lag time τlag, and determine its eigenvectors
ψk and eigenvalues λk (see Materials and Methods and
Supplementary Fig. S10 for technical details). As a first
impression, Figs. 5c,d compares the state populations ob-
tained from the non-equilibrium MD simulations and the
corresponding MSM predictions (using τlag = 1 ns). We
find excellent agreement for the first three decades of
time, but only qualitative agreement in the last decade,
which reflects the bias of our non-equilibrium MD sim-
ulations towards shorter time-scales (75×1µs-long and
25×10µs-long data). Showing a network representation
of the MSM, Fig. 5e illustrates the connectivity and tran-
sition times of the system. We see that the open-close
transition of the binding pocket occurs on a time-scale of
∼ 1µs, whereas transitions from states 1 and 2 to states
4 and 3 are a factor 4 faster with a back-rate that is even
a factor 10 faster.
Assuming a time-scale separation between fast in-
trastate fluctuations and rarely occurring interstate tran-
sitions, MSM theory61 states that the time-dependent ex-
pectation value of any dynamical observable can be writ-
ten as a sum over exponential functions e−t/tk weighted
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FIG. 5. Time evolution of various structural descriptors,
following trans-to-cis ligand-switching of PDZ2. Shown are
means (blue) and RMSD (orange) of Cα-distances (a) d20,71
and (b) d4,55, as well as (c,d,f) populations of conformational
states. For easier representation, all MD data were smoothed.
Starting at time t= 0 almost completely in state 1, we com-
pare results from (c) the non-equilibrium MD simulations to
(d) the corresponding predictions of a Markov state model
(MSM). (e) Network representation of the MSM. The size of
the states indicate their population, the thickness of the ar-
rows and numbers indicate the transition times (in µs). For
clarity, we discard transitions that take longer than 2.5µs. (f)
MSM simulations of the trans-to-cis transition, using trans
equilibrium initial conditions.
by the projection of the observable onto the kth eigen-
vector of transition matrix T . The implied time-scales
tk =−τlag/ lnλk of the MSM therefore govern the time
evolution of such different observables as vibrational
spectra and state populations.63 To facilitate a compar-
ison of experimental and simulated time evolutions, we
run a MSM simulation using trans equilibrium initial con-
ditions, which is also the starting point of the trans-to-
cis experiments. Comparing the simulation results (Fig.
5f) to the experimental time traces (Fig. 3), we find
that both spectral and population evolutions appear to
be completed on microsecond time-scale. Moreover, the
MSM populations exhibits various transient features on
time-scales of 10 – 100 ns, which are also present in the
experimental time signals.
7DISCUSSION AND CONCLUSIONS
Combining transient IR spectroscopy and non-
equilibrium MD simulations, we have described the
ligand-induced conformational transition in the PDZ2
domain, which is thought to be responsible for protein
allosteric communication. We have found that the free
energy landscape of PDZ2 can be described in terms
of a few metastable states with well-defined structure
(Fig. 4), although the mean structural changes upon lig-
and switching are rather small. That is, the secondary
and tertiary structure of the protein are quite similar
(. 1 A˚ RMS displacement) in the different states, and
only modest (∼ 20 %) shifts of the state’s population are
found (Fig. 4b). On average, the measurable structural
change is therefore only in the order of 0.2 A˚. In light
of this result, it is remarkable that we can observe such
minor structural changes by transient IR spectroscopy
(Fig. 2), unpinning the extraordinary structural sensitiv-
ity of the method.
Using isotope labeling to discriminate the dynamics of
protein and ligand, the resulting time-resolved double-
difference IR spectra have revealed complex kinetics of
the protein that cover many time-scales (Fig. 2). The
spectra for trans-to-cis and cis-to-trans ligand-switching
are not mirror-images from each other, and the trans-
to-cis signals exhibit short-time transients that are not
found for cis-to-trans. Moreover, the cis-to-trans transi-
tion does not seem to be finished within 42 µs (Fig. 2c).
The overall slower response of the cis-to-trans transition
reflects the general observation that enforced leaving of a
well-defined (low entropy) ligand binding structure (here
trans) occurs faster than starting in a conformationally
disordered (high-entropy) state (here cis) and trying to
find stabilizing interactions to end in a more organized
structure.64
More specifically, the trans-to-cis non-equilibrium sim-
ulations reveal that the ligand remains bound with its
C-terminus to the protein binding site between β2 and
α2 up to about 1 µs. In this way, it stabilizes the main
bound protein conformation (state 1). At longer times, it
starts to move out from the binding pocket, but remains
non-specifically bound to the protein surface. While dif-
fusion on the surface may continue for long times after
trans-to-cis switching, it only little affects the protein in-
ternal structure. Nevertheless, this diffusion will be the
first rate-limiting step after cis-to-trans switching, which
might be the reason that the ligand does not completely
localize in the binding pocket within 42µs.
The existence of well-defined metastable conforma-
tional states implies a time-scale separation between fast
intrastate fluctuations and rarely occurring interstate
transitions. This allowed us to construct a Markov state
model (MSM), which illustrates the connectivity and
transition times between the metastable states (Fig. 5d).
In particular, the discrete time-scales predicted by the
MSM are directly reflected in the dynamical content cal-
culated for experiments and MD simulations (Fig. 3e-h),
which both cover time-scales from ∼ 1 ns to 10 µs. Re-
flecting different observables (transition dipole vs. Cα-
distances, respectively), the weights of the various peaks
are different.
While ligand switching was shown to cause a confor-
mational transition of PDZ2 in terms of the mean struc-
ture, at the same time it may also effect a change of the
protein’s fluctuations. Comparing the time evolution of
the means of the distances and their RMSD, Figs. 5a,b
reveal that the two quantities correlate closely, a behav-
ior that is found for all considered Cα-distances (Sup-
plementary Fig. S5). This finding reflects the fact that
the Cα-distance distributions pertaining to the individual
states are in most cases well separated (Supplementary
Fig. S11), such that a transition between two states af-
fects both mean and variance. Accounting for an entropic
contribution of the conformational transition, the latter
effect is often referred to as “dynamic allostery”.3,4,6 The
above findings indicate that allosteric transitions may in-
volve both, conformational and dynamic changes in the
case of the PDZ2 domain.8 The answer to what is the
dominant effect will greatly depend on the system under
consideration and on the applied experimental method.
While the overall structural change (. 0.2 A˚ RMS dis-
placement) may be too small to be detected by struc-
ture analysis, NMR relaxation methods can sensitively
explore the structural flexibility of proteins. The IR
spectrum of the amide I band, in contrast, is commonly
thought of as a measure of structure,44 but dephasing due
to fast fluctuation might also affect the IR lineshape.
In conclusion, we have characterized the non-
equilibrium allosteric transition in a joint experimental-
theoretical approach. The protein per se was kept un-
modified, hence ligand-switching mimics very closely the
naturally occurring allosteric perturbation caused by lig-
and (un)binding events. We employed a widely stud-
ied model system for this purpose, the PDZ2 domain,
which is small enough to allow for a characterization
of the process in atomistic detail by MD simulations,
but we believe that the findings are of more general na-
ture. That is, while the ligand-induced allosteric transi-
tion originates from a population shift between various
metastable conformational states, the measurable mean
structural change of the protein may be tiny and there-
fore difficult to observe8. Moreover, we suggest that the
separation between purely dynamically driven allostery
and allostery upon a conformational change may not be
as clear-cut as previously thought, but rather that there
may be an interplay between both that allows proteins
to adapt their free energy landscape to incoming signals.
The photo-switching approach presented here is very ver-
satile, and allows us to shed light on the aspects of “time”
and “speed” in allosteric communication.
8MATERIALS & METHODS
A. Protein and Peptide Preparation
Expression of the wild type PDZ2 domain from hu-
man phosphatase 1E,26 isotope labelled (13C15N) pro-
tein variant and synthesis of the photoswitchable peptide
ligand was performed as described earlier.30,38 The wild
type RA-GEF-2 sequence was modified in order to enable
cross-linking the photoswitch, while preserving residues
that are important for regulation and binding. That is,
amino acids at positions (-1) and (-6) were chosen as an-
choring points for the photoswitch and mutated into cys-
teine residues. Four N-terminal residues (RWAK) were
added to the sequence in order to improve the water sol-
ubility and facilitate the concentration determination of
the construct. Final sequence of the peptide was RWAK-
SEAKECEQVSCV. The purity of all samples was con-
firmed by mass spectrometry analysis (Fig. S1). All sam-
ples were dialyzed against 50 mM borate, 150 mM NaCl
buffer, pH = 8.5. For transient infrared measurements,
samples were lyophilized and resuspended in D2O. Incu-
bation of the samples in D2O overnight at room tempera-
ture before the measurements eliminated H/D exchange
during experiments. The concentration of the samples
was determined via the tyrosine absorption at 280 nm for
the protein and 310 nm for the peptide and confirmed by
amino-acid analysis.
B. Determining the Binding Affinity
Isothermal titration calorimetry (ITC) measurements
were performed on a MicroCal ITC200 (Malvern, UK).
In order to ensure the obtained values for the cis and
trans measurement were mutually comparable, the ex-
periments were performed using the same stock solution
of the peptide and protein for both measurements, and
under exactly the same experimental conditions. The
experiment was performed in triplicate in order to en-
sure the reproducibility of the data. The sample cell was
loaded with 250 µl of 80 µM PDZ2 domain solution and
the syringe was loaded with 40 µl of 800 µM photoswitch-
able peptide solution. For the trans measurement, the
system was kept in the dark for the duration of the ex-
periment, while for the cis measurement the syringe was
constantly illuminated with a 370 nm cw laser (Crys-
taLaser, power ≈ 90 mW).39 The results are shown in
Fig. S2.
As alternative method to determine the binding affin-
ity, we also used circular dichroism (CD) spectroscopy
as well as fluorescence quenching. Both spectroscopic
signals change upon the formation of a protein-ligand
complex, hence, when measuring them in dependence
of peptide and protein concentration, the binding affin-
ity can be fitted assuming a bimolecular equilibrium.
CD measurements were done on Jasco (Easton, MD)
model J810 spectropolarimeter in a 0.1 cm quartz cuvette
as described previously.39. Intrinsic tryptophan fluores-
cence quenching experiment was done on PelkinElmer
spectrofluorimeter as described previously.39 In either
case, the protein concentration was kept constant at
5 µM, respectively, while the peptide concentrations were
varied. Fig. S3 shows the results for the CD spec-
troscopy and trypthophan fluorescence quenching, while
Table S1 compares the binding affinities obtained from
all different methods.
C. Transient IR Spectroscopy
Transient VIS-pump-IR-probe spectra were recorded
using two electronically synchronized Ti:Sapphire laser
systems42 running at 2.5 kHz. The wavelength of the
pump-laser was tuned as to obtain 380 nm pump pulses
(2.1 µJ) for the trans-to-cis experiment, and 420 nm
(1.3 µJ) for the cis-to-trans experiment, respectively, via
second harmonic generation in a BBO crystal. The beam
diameter of the pump pulse at the sample position was
≈180 µm, employing a pulse duration of ≈200 ps (by
extracting the light directly after the regenerative am-
plifier and before the compressor) to minimize the sam-
ple degradation during the measurements. Mid-IR probe
pulses centered at ≈1630 cm−1 (pulse duration ≈100 fs,
beam diameter on the sample ≈150 µm) were obtained in
a optical parametric amplifier (OPA),41 passed through
a spectrograph and detected in a 2×64 MCT array detec-
tor with a spectral resolution of ≈2 cm−1/pixel. Pump-
probe spectra were acquired up to the maximum delay
value of ≈42 µs with a time resolution of ≈200 ps. Nor-
malisation for noise suppression was performed as de-
scribed in Ref.43.
The samples (≈700 µl) were pumped through a closed
flow-cell system purged with N2. The system consisted
of a sample cell with two CaF2 windows separated by a
50 µm Teflon spacer and a reservoir. The flow speed in
the sample cell was optimized in order to minimize loss
of sample at the largest pump-probe delay time (≈42 µs)
on the one hand, but to have the sample exchanged es-
sentially completely for the subsequent laser shot after
400 µs on the other hand. The concentrations of the
samples were set at 1.25 mM for the peptide and 1.5 mM
for the protein. A slight excess of protein was needed
to ensure that the peptide was fully saturated with the
protein; in order to eliminate the response of free, pho-
toswitchable peptide. As a reference, FTIR difference
spectra have been taken in a Bruker Tensor 27 FTIR
spectrometer, using the same sample conditions.
For the experiment with trans-to-cis switching, we re-
lied on thermal cis-to-trans back reaction. By comparing
its rate with the isomerization probability induced by the
380 nm pump light (determined by pump light power,
total sample volume, absorption cross sections,27 and
isomerization quantum yield45), we estimated that the
photo-equilibrium in the total sample volume is 70%/30%
trans/cis during measurement. It furthermore helps that
9the absorption cross section at 380 nm of the azobenzene
moiety in the trans-state is ≈20 times larger than that
of the cis-state,27 which leads us to conclude that >97%
of the molecules in the trans-to-cis experiment undergo
the desired isomerisation direction.
For the experiment with cis-to-trans switching, the
sample could be actively switched back by illuminating
the reservoir with an excess of light at 370 nm from a cw
laser (CrystaLaser, 150 mW).
D. MD Simulations
All MD simulations of PDZ2 were performed using
the GROMACS v2016 software package52 and the Am-
ber99*ILDN force field.53–55 Force field parameters of the
azobenzene photoswitch were taken from Ref.38. Protein-
ligand structures were solvated with ca. 8000 TIP3P wa-
ter molecules65 in a dodecahedron box with a minimal
image distance of 7 nm. 16 Na+ and 16 Cl- were added
to yield a charge-neutral system with a salt concentra-
tion of 0.1 M. All bonds involving hydrogen atoms were
constrained using the LINCS algorithm,66 allowing for a
time step of 2 fs. Long-range electrostatic interactions
were computed by the Particle Mesh Ewald method,67
whereas the short-range electrostatic interactions were
treated explicitly with the Verlet cutoff scheme. The
minimum cutoff distance for electrostatic and van der
Waals interactions was set to 1.4 nm. A temperature
of 300 K was maintained via the Bussi thermostat68 (aka
velocity-rescale algorithm) with a coupling time constant
of τT = 0.1 ps. A pressure P =1 bar was controlled us-
ing the pressure coupling method of Berendsen69 with a
coupling time constant of τP = 0.1 ps.
The starting structure of the photoswitched ligand
bound to PDZ2 was prepared previously (see Ref.38)
based on the crystal structure (PDB ID 3LNX59). Here,
the azobenzene photoswitch was attached in trans con-
formation to the ligand at positions (-6) and (-1), which
had been mutated to cysteins as in experiment to provide
covalent connection points. Residues missing at the N-
terminus of the ligand were added (see Sec. A). Following
NPT equilibration of the system in trans conformation
for 10 ns, 4 statistically independent (i.e., with different
initial velocity distributions) NVT runs of 100 ns each
were performed. For one, we selected 5 randomly chosen
snapshots from the end of these trajectories to perform
5×5µs-long trans equilibrium simulations. Moreover,
we selected 25 randomly chosen snapshots from each of
the last 50 ns of these four NVT trajectories to per-
form trans-to-cis nonequilibrium simulations, yielding a
total of 100 starting structures which consists mostly
of metastable state 1 (for state definition, see Sec. E).
Employing these initial conditions, trans-to-cis photo-
switching was performed using a previously developed
potential-energy surface switching approach51. All 100
trans-to-cis nonequilibrium simulations were run for
1µs; 25 of them were extended to a length of 10 µs.
Upon switching the ligand from trans to cis config-
uration, PDZ2 undergoes a nonequilibrium time evolu-
tion until it relaxes within a few microseconds (see be-
low) into its cis equilibrium state, describing the un-
bound protein-ligand complex. Performing 25× 10µs-
long trans-to-cis nonequilibrium simulations, we took the
last 7µs of each trajectory to estimate the rather het-
erogeneous conformational distribution of the cis equi-
librium state. To generate initial structures for cis-to-
trans photoswitching, we took from the 25 trans-to-cis
trajectories 100 randomly chosen snapshot at a simula-
tion time around 3.0µs. Following photoswitching, 100
cis-to-trans nonequilibrium trajectories were simu-
lated for a trajectory length of 1 µs; 10 simulations were
extended to a length of 8 µs.
Gromacs tools gmx angle and gmx mindist were em-
ployed to compute backbone dihedral angles, interresidue
Cα-distances, and the number of contacts between var-
ious segments of PDZ2. Time-dependent distributions
and mean values of these observables were calculated via
an ensemble average over 100 nonequilibrium trajecto-
ries.
E. Dimensionality reduction and clustering
To choose suitable internal coordinates that account
for the conformational transitions of the system,56 we
determined 56 Cα-distances di,j between residues i and
j that are not redundant (such as di,j and di,j±1) and
whose ensemble average changes significantly (〈dij〉 ≥
0.5 A˚) during the first microsecond trans-to-cis nonequi-
librium simulations, see Fig. S5. Moreover, we considered
all backbone dihedral angles that show a change of & 10◦
from their initial value during the trans-to-cis nonequi-
librium simulations.
Since the interresidue Cα-distances appear to pro-
vide more information, these coordinate are chosen for
the subsequent principal component analysis (PCA),
which was performed on all data.56 For adequate rela-
tive weighting of short and long distances, the data was
normalized.70 Diagonalizing the resulting covariance ma-
trix, we obtain its eigenvectors (yielding the PCs) and
eigenvalues (reflecting the fluctuations of the PCs). The
first two PCs cover 43 % of the overall fluctuations, while
six PCs yield about 65 %. Calculating the free energy
profiles pertaining to the PCs, we find that in particu-
lar PC 1–4, 6 and 7 show multistate behavior reflecting
metastable states.
Including these 6 PCs, we performed robust density-
based clustering,57 which first computes a local free en-
ergy estimate for every structure in the trajectory by
counting all other structures inside a 6-dimensional hy-
persphere of fixed radius R. Normalization of these pop-
ulation counts yields densities or sampling probabilities
P , which give the free energy estimate ∆G = −kBT lnP .
Thus, the more structures are close to the given one, the
lower the free energy estimate. By reordering all struc-
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tures from low to high free energy, finally the minima
of the free energy landscape can be identified. By iter-
atively increasing a threshold energy, all structures with
a free energy below that threshold that are closer than
a certain lumping radius will be assigned to the same
cluster, until all clusters meet at their energy barriers.
In this way, all data points are assigned to a cluster as
one branch of the iteratively created tree. For PDZ2, we
used a hypersphere R = 0.579 that equaled the lumping
radius employed in the last step.
Figure S6(top) shows the resulting total number of
states obtained as a function of the minimal populations
Pmin a state must contain. Here we chose Pmin = 50 000,
resulting in a clustering into 12 states. According to vi-
sual inspection of the resulting free energy landscapes
(Fig. S6(middle)), these states separate accurately all
density maxima of the system. Since the 5 lowest pop-
ulated states cover less than 5 % of the total popula-
tion, we lumped them to main states 1 to 7 as follows:
(1, 9)→1, (2, 10)→2, (4, 12)→4, (5, 8, 11)→5. This is
justified due to their geometric vicinity in the free energy
landscape (Fig. S6(middle)), as well as due to their ki-
netic vicinity in the transition matrix. Following the cal-
culation of the time-dependent states populations, in a
last step we lumped states (4, 7)→4 and states (5, 6)→5
for the sake of easy interpretability.
Finally we employed a recently proposed machine
learning approach58 to identify the internal coordinates
that allow to discuss the 5 main states of PDZ2 in a
two-dimensional free energy landscape. On the basis of
the decision-tree based program XGBoost,71 we trained
a model that determines the features of the molecular co-
ordinates that are most important to discriminate given
metastable states. Using a new algorithm that exploits
this feature importance via an iterative exclusion princi-
ple, we identified the essential internal coordinates, that
is, the most important Cα-distances of PDZ2. Figure
S6(bottom) shows that three distances, d20,71, d4,55 and
d27,69 suffice to qualitatively distinguish the 5 main states
of PDZ2. The XGBoost parameters are chosen as in
Ref.58, including learning rate η = 0.3, maximum tree
depth of 6, 10 training rounds, and 70% and 30% of the
data used for training and validation, respectively.
F. Markov state model
On the basis of the above defined 7 metastable states,
we constructed a Markov state model61 of the trans-to-
cis transition of PDZ2, using all (75×1µs and 25×10µs)
trans-to-cis nonequilibrium trajectories. A general prob-
lem with the definition of metastable states is that, due
to the inevitable restriction to a low-dimensional space
combined with insufficient sampling, we often obtain a
misclassification of sampled points in the transition re-
gions, which causes intrastate fluctuations to be mistaken
as interstate transitions. As a simple but effective rem-
edy, we use dynamical coring which requires that a tran-
sition must a minimum time τcor in the new state for the
transition to be counted.72,73 A suitable quantity that re-
flects these spurious crossings is the probability Wi(t) to
stay in state i for duration t (without considering back
transitions). As shown in Fig. S10, without coring we
observe a strong initial decay of Wi(t) for all states, in-
stead of a simple exponential decay we would expect for
Markovian states. Applying coring with increasing cor-
ing times, this initial drop vanishes because fluctuations
on timescales t . τcor are removed. Here we determined
τcor = 1 ns as shortest coring time, which removes the
spurious interstate transitions.
Figure S10shows the resulting implied timescales and
eigenvectors of the model. Using a lag time of 1 ns, we
moreover show the time evolution of the state popula-
tions, assuming that we start completely in a specific
state.
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