Abstract-Formulae are derived which can be used to give an interpolated value for an oceanographic variable and to estimate the accuracy ofthe interpolation. The interpolated value is obtained by taking the average of the values obtained from two Lagrange interpolation polynomials: one utilizing two points above and one below the depth of interpolation; and the other, one above and two points below this depth. The error of an interpolated value is composed of two parts, one part which is due to measurement error of the observations, and another part which is the error of the interpolation itself. The difference in the values given by the two interpolation polynomials provides a measure of the error of interpolation. Expressions for the errors resulting from measurement errors, given as the ratio of the standard deviation of the interpolated values to the standard deviation of the individual measurements, depend only on the sampling and interpolation depths. Utilization of these formulae permits the determination of optimum sampling programmes which, with a minimum number of observations, yield the distribution of a variable to a prescribed accuracy.
INTRODUCTION
IN RECENT years, especially with the advent of machine computation of routine oceanographic data, a number of interpolation schemes have been evolved for obtaining values of the oceanographic variables at standard depths (FOFONOFF and TABATA, 1958; KILMER and DUXBURY, 1959; FROESE, 1960) . There has been a question as to which scheme is the most suitable for this purpose and also as to whether any is equal to the classical graphical methods of interpolation. Meanwhile, there is growing recognition that error in the actual measured values of the oceanographic variables must be considered in any interpretation of oceanographic data (STRICKLAND, 1958; WOOSTER and TAFf, 1958) . It seems appropriate at this time to consider the complete problem of obtaining desired data within a specified degree of accuracy. To achieve this goal it is necessary to evaluate the effects of both interpolation and measurement errors and then, based on these results, to develop the requirements for a satisfactory sampling programme.
Factors affecting the accuracy of measurement of the oceanographic variables will not be considered here. Further, the accuracy of any measurement will be assumed to be known and fixed. Thus, for example, a standard deviation can be attached to each reported salinity or temperature observation. While a change in accuracy of measurement will affect the sampling and interpolation programmes, it will not affect the criteria for evaluation of errors presented in this paper.
Although the interpolation scheme, described herein, seems to give a better interpolated value over a wider range of conditions than others that have been proposed, its main justification for selection is that it enables an error of interpolation to be determined. 
INTERPOLATION
Oceanographic data are frequently analysed by means of interpolation procedures yielding errors which may have far-reaching consequences in interpretations of the data. It therefore seems essential to make valid estimates of these errors, particularly since the use of large computing machines makes it practicable to do so.
The method used for determining the interpolated value and its error is based on Lagrange's parabolic interpolation polynomial (BUCKINGHAM, 1957) for three positions of the observed values. Let us take values of the dependent variable Yl' Y2' Y3, Y4 to be known at successive positions Xh x 2 , x 3 , X4 where X4 > X 3 > Xo > X 2 > Xl. Then the value of Yo at a position Xo lying between X2 and X 3 is (I) with i, i, k equal to either 1, 2, 3, or 2, 3, 4, respectively, and where, from Lagrange's interpolation formula,
and the errors are given by :
In practice, with either choice for i~j, k, the polynomial can be calculated but the error term is unknown. Two estimates of the interpolated value at position Xo may be determined by means of equation (1): the first, utilizing two points above and one below Xo; the second, one point above and two below. Use of the resulting formulae will permit making a decrease in the error as well as an estimate of its magnitude. This is accomplished by taking a linear combination of the two obtained expressions, namely :
where the error for a value of Yo calculated by this formula is zero when
It is not possible to determine '0 for each interpolation depth. Instead, it is necessary to use the same value of , = r for all depths and to accept some error in the interpolation. It remains to determine an appropriate value for r and then to obtain expressions which can be used to estimate the interpolation error. Before selecting a value for r it is useful to consider the possible values for '0 and their effect on the corresponding interpolation errors.
In the majority of cases Y'" (g2) and Y'" (g3) will have the same sign and consequently '0 will lie in the range 0 < '0 < 1. In the exceptional circumstance that Y'" (g2) and y III (g3) have different signs, there must be a zero ofylll in the intervening range and (except for highly irregular distributions) both y'" (gJ and y'" ega' ) will be small. Thus, the error terms in the separate interpolation formulae will also be small. In these cases the difference in values of the two interpolation polynomials
Interpolation errors and oceanographic sampling 27 will be less than those for adjoining depths and the relative weighting resulting from the selection of r will have a lesser effect on the interpolation error. If the distribution is highly irregular between sampling points, no method of interpolation can give good results. However, when the criteria developed in this paper are applied, these irregular distributions will be made evident by large interpolation errors which indicate that the sample spacing should be decreased. Therefore, the significant range of ' 0 for purposes of error determination is 0 < ' 0 < 1 and a choice of r = 0·5 will be useful for the largest number of conditions. In the remaining sections of this paper, this value will be used exclusively although this selection is not necessary for the validity of the arguments.
ERROR OF INTERPOLATION
The error of interpolation, R (x o ), is obtained from the error term in equation (4) by substituting r for, :
and with the help of equations (1)- (3) the error becomes
The error is thus equal to the difference in values obtained by the two Lagrange interpolation formulae times a factor depending upon the third derivatives. In the second factor of equation (7), r, (l -r), (x o -Xl), and (X4 -xo) are positive.
If y'" (gJ and y'" (ga) have the same signs, then the absolute value of this factor must always be less than unity. On the other hand, if there is part of the range in which these derivatives have different signs, it will mean that the third derivative has a zero in this range, and (unless the curve is behaving wildly) both the third derivative and the interpolation error will generally be smaller than they are at neighbouring points. Such anomalous cases will be evident where the difference, P123 (x o ) -P234 (xo), is markely less for one position than for adjacent ones. It follows that in a series of interpolations the interpolation error will usually be bounded by the difference in the values of the interpolation polynomials. Only occasionally will the error be larger than this amount, and in these cases it will still be bounded by the difference in interpolation polynomials for the adjacent locations, provided that the interpolation interval is maintained.
Since {Pl23 (xo) -P234 (xo)} is determined for each interpolation, it is apparent from equation (8) that a statistical measure of the interpolation error depends on the statistical properties of (r -'0)' With a proper choice of r, the average value of this factor will be small, and with r = 0.5 it will rarely be more than 0·5. To make more definite statements about the error it would be necessary to evaluate the third derivatives, which is not feasible in practice. Thus, in order to arrive at some estimates of the statistical behaviour of (r -'0), a synthetic example is constructed as follows :
Consider a depth interpolation problem with sampling and interpolated depths as shown in TABLE 1. With respect to this table, two assumptions are necessary :
(1) Wherever a sampling and an interpolated depth are listed as identical, the sampling depth is assumed, for purposes of error analysis, to be somewhat less than the listed value. This assumption seems justified because of the effect of wire angle. (2) It is assumed that the ratio of third derivatives can be satisfactorily estimated by considering the vertical distribution of properties to vary linearly with the logarithm of the depth, as suggested by TULLY (1957) , and by taking~2 and~3 equal to X 2 and Xa, respectively. Then as used in the In principle, on the basis of these assumptions, it would be possible to arrange the depths such that values of To for the different depth ranges would be nearly the same. Practically, however, this could not be done with actual station data, and these synthetic results can only be used to indicate the expected range of To and to show conditions which favour either small or large values of To-For computation of interpolated values at standard depths, based on these tabulated sampling depths, if = 0·5 is approximately the average value of To and the standard deviation, (Tr, of (if -To) is estimated to be 0·17. For values of (if -r o ) normally distributed about zero, for 95 per cent confidence limits, the interpolation error would lie between
Only the factor 0·33 is determined from this synthetic example, and from considerations of the limits of the interpolation error its value would appear reasonable for actual station data. It will be used in the following sections. A different choice for this quantity does not affect the further argument, and in practice the interpolation error should be kept sufficiently small, so that the actual value of this factor is unimportant.
ERROR OF MEASUREMENT
The expression for the estimated error of an interpolated value of a variable given above was based on exact, measured values of the variable. Actually, the measured values also contain errors which will be reflected as additional errors in the interpolated values. In order to show separately the effects of the measurement and of the interpolation errors on the interpolated value of a variable, the measurement errors are assumed to be normally distributed, independent of one another and of{r -'0 (x o )}. If u represents the standard deviation of the individual measurements, and if uo, up' U R ' U~, and Ur represent, respectively, the standard deviations
then in consequence of equations (4), (6) and (8) ..
The term E expresses the correction which must be applied since
are not strictly independent, but both depend upon the measured values of the variable. The ratio l:/u 2 may be either positive or negative and, with reasonably selected sampling and interpolation locations, will be small. Typical values for Elu a are shown in TABLES 1 and 4. Since this term is small, it will be neglected in the following discussions. Then the expression for the standard deviation of the interpolated value of a variable is approximated by
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The last term has already been considered in the previous section and represents the direct contribution of the interpolation error. The first two terms on the right side of the equation express the effects of the measurement errors. Except for unusual circumstances, uJl2 will be less than u/ and when multiplied by {r -r o (xo)}2 the contribution of the second term will be negligible with respect to the first. As an example, typical values for u//u 2 and uJl2Ju 2 are shown in TABLES 1 and 4.
Thus, the desired approximate equation is
and the contribution of the measurement errors to the square of the standard deviation of the interpolated value of the variable is given by the square of the standard deviation of the interpolation polynomial. In terms of the standard deviation due to measurement error, u, this contribution is :
The ratio of these standard deviations is therefore completely determined by the sampling and interpolation locations and the value of r. It is evident both from equation (15) and the results given in TABLE 1 that the ratio u//u 2 can be less than unity. In this circumstance, the error in an interpolated value of a variable can be made less than that of an individual measurement provided that the difference in the two interpolation polynomials is made small compared to the standard deviation of the individual measurements. It is thus practicable to set up sampling programs so that most interpolated values of a variable will have standard deviations no greater than that of the measured values.
The result that interpolated values of a variable can be made more accurate than the observed values may at first seem a little surprising. This conclusion can best be understood from investigating the following sequence of conditions. First, consider the interpolation to be a procedure for taking a weighted average of observed values from the same location. This averaging process improves the accuracy of the interpolated value. Secondly, consider the observation locations to be somewhat separated but still sufficiently close together, so that the value of the variable changes only slightly over the complete interval. In this case the accuracy of the interpolated value is not as good as that for the case where the observations are all made at the same place, but it can still be better than that for a single observation. Thirdly, if observation locations become sufficiently far apart or are spaced such that the interpolation does not act as an averaging process, the accuracy ofthe interpolated value will become less than that for the observed values. The second condition can be assured by selecting the observation and interpolation locations such that the ratio, up2/u 2, given by equation (15), is less than unity, and by spacing the observation locations sufficiently close together, so that the difference in the interpolation polynomials is so small compared to the standard deviation of the measurements that the right-hand term in equation (14) is negligible for all possible values of Ur.
DEPTH ERRORS
Depth errors stem from two sources: first, errors in the actual determination of sampling depths; and second, errors because internal waves displace water with a given set of properties from its mean depth.
When the depth determination is the source of error, the errors at adjacent depths are most likely to be either the same or proportional to the depth. Under these circumstances, the interpolation formula yields the correct interpolated value for a depth which has the corresponding type of depth error. That is, if the sampling depths are in error by a fixed amount, the interpolated depth will be in error by the same amount. Likewise, if the sampling depths are in error by a factor, then the interpolated depth will be in error by the same factor. These depth errors, therefore, are not affected by interpolation but apply equally to the observed and interpolated data.
Since internal waves change only the actual vertical distribution of properties, the previous interpolation formulae will give the correct instantaneous values of a property at the interpolated depths. The error introduced by the internal waves is then the same, whether the value at a given depth is obtained by measurement or by interpolation.
APPLICATION TO ACTUAL STATION DATA
Temperature and salinity data from a typical oceanographic station (Station I) are given in TABLE 2. For each interpolation depth, the values of the interpolation polynomials, the interpolation error, and the ratio of the square of the standard deviation of the interpolation polynomial to the square of the standard deviation of the measurement, are shown. FIG. 1 consists of vertical plots of temperature and salinity which show both the observed and interpolated points. Inspection of the interpolation errors reveals that the sampling density was sufficient to portray adequately the vertical profiles of temperature and salinity. There are only five depths for temperature and two for salinity where the interpolation error is non-zero, and at these depths the interpolation errors are small compared to the measurement error. Except for the interpolations at 1200 and 1500 metres, the standard deviation of the interpolation polynomials is less than, or equal to, the standard deviation of the measurements themselves. At these depths, the standard deviation of the interpolated value is large, due to the fact that the sample depths of 1423 metres and 1467 metres were too closely spaced. This close spacing was due to the overlapping of two casts. Use of such unequal depth spacing is to be avoided in an interpolation programme. In some cases, due to the effects of internal waves, data from two casts do not join well at the overlapping depth. In such cases, it would be incorrect to use data from both casts to interpolate for intermediate depths, and it would be necessary to treat the data from each cast separately. However, in our particular case, with the two exceptions, the standard deviation of the interpolated values is everywhere less than, or equal to, the standard deviation of the measurement error. in FIG. 2 . The interpolated values of temperature and salinity at 400 and 500 metres show large standard deviations for two reasons. First, the effect of measurement error is large. Because of the close spacing of sampling depths immediately above those depths and the rather large change in spacing of sampling depths in this range, up 2/a 2 is equal to 10 and 6 for these two depths. Secondly, in this depth range there is a rapid change of the gradient of the property with depth, and thus there is also a rather large effect due to interpolation errors. Two things are evidently required to improve the accuracy of the interpolated values for temperature and salinity. It is necessary to space more bottles in the depth range from 300 to 500 metres, and also to increase the spacing between sampling depths gradually, rather than abruptly. Again at 700 and 800 metres, the interpolation error for temperature becomes excessive compared to the observation error. In order to improve the accuracy of the interpolated temperature value, it is necessary to make another observation within this depth range. However, the change of salinity with depth through this depth range is sufficiently gradual to be adequately represented by the selected sampling depths. These two examples illustrate that the errors of interpolated values arise from two separate causes. There is, first, the effect directly due to errors of measurement. This effect can be determined by the spacing of sampling depths and interpolated depths before any data are collected. The other cause of error is directly due to the interpolation. These errors cannot be determined ahead of time but depend upon the way the properties change with depth. After data have been collected, the interpolation error can be computed and used to determine whether the sampling density was sufficient to obtain a desired accuracy. Thus, for the data of Station 1, the density of sampling is sufficient to represent adequately the vertical profile. For Station 2, the data in the depth range from 300 to 500 metres are not sufficient for either temperature or salinity, while in the range from 600 to 1000 metres they are not adequate for temperature.
. . TABLE 4 shows the effects of measurement errors for selected spacings of sampling and interpolation depths. Inspection of this table shows that the best accuracy for interpolated values is obtained with equally distant spacing of the observation depths and with the depth of interpolation midway between the adjacent sampling depths. However, with the usual vertical distribution of properties, it is necessary to change the depth interval between samples, a procedure which increases the effects of measurement error. For conditions where the distance between adjacent depths is increased, the best results can be obtained by taking the interpolation depth to be from one-half to three-quarters of the distance between sampling depths in a direction toward the depths with larger observation spacing. With the aid of TABLE 4, any sampling programme can be designed to minimize the effect of measurement error on the interpolated values. The interpolation error, however, can be predicted only when a knowledge of the vertical distribution of the properties is previously available. Otherwise, in setting up a sampling programme, some vertical distribution of properties will have to be assumed. On the basis of this model distribution, a sampling programme will be made with the expectation that the interpolation error will not become too large. Only after the data are actually obtained, and interpolation computations completed, is it possible to assert whether the actual interpolations are within the prescribed limits of accuracy. This information should be obtained as early as possible in any oceanographic cruise, and the results utilized in determining the appropriate sample-spacing for the subsequent stations. In order to make this ship-board check, a plot of the data is helpful in determining the critical locations at v,hich to compute manually the interpolation polynomials. In this manner, a sampling programme can be established which utilizes the minimum number of observed depths and yet obtains data within a prescribed accuracy. It is immediately evident that missing data will have a very significant effect on the accuracy of interpolation_ This effect is not due to this method of interpolation but is common to all methods and is shown in its true importance only by application of the preceding formulae_ Every effort must be made to prevent occurrence of missing data in a sampling programme. 2  2  3  0  1·0  0·0  0·0  2  2  3  1{4  0·7  0-1  -0·3  2  2  3  1{2  0·6  0·2  -0·1  2  2  3  3{4  0·7  0·1  0·2  2  2  3  1  1·0  0·0  0·0   2  3  3  0  1·0  0·0  0-0  2  3 The examples used in this paper are all based upon depth interpolations of oceanographic data_ However, in the presentation of oceanographic data by means of horizontal sections, the isopleths for any property are based essentially on interpolations between adjacent station data. The rules expressed above would apply equally well to these interpolations, and likewise, in the determination of the accuracy of the isopleths drawn to represent the observed data_ It is desirable that this objective test be made on interpolations utilized in the drawing of these horizontal sections.
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The analysis in this paper includes cases of one-dimensional interpolation only. Oceanographic data must often be interpolated in three or, when time is included, even four dimensions. An extension of this one-dimensional interpolation scheme would be appropriate for these three-and four-dimensional interpolations.
CONCLUSIONS
Error determinations are a necessary part of any series of experimental observations. In the oceanographic case where a series of discrete observations is used to represent a continuous distribution of properties, it is also required that the error be estimated for each point in the derived distribution. A method satisfying this requirement has been presented which estimates the error for each interpolated value obtained from a series of discrete observations. Its use permits a sampling programme to be planned to obtain the derived distribution of a variable to any desired accuracy.
