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Il. 
LET G be a compact, connected Lie group. A well-known theorem of Hopf [8] asserts that 
the rational cohomology of G is the same as the rational cohomology of a product of odd 
dimensional spheres. The precise relationship between G and the corresponding product of 
spheres has been investigated extensively. In particular, if we localize G at a prime p (see, 
for example [l l] for definitions), we can make the following definition. 
Dejnition. For a prime p we say that a Lie group G is p-regular if the localization of 
G at p, denoted G,, is of the homotopy type of a product of localized spheres. 
THEOREM 1.1 (Serre-Kumpel) [9, 151. Let G be a 1 -connected, compact Lie group with 
H*(G; Q) = &[x~~,_~, . . . x~~,_~‘J where deg x2ri_l = 2r, - 1 and ri I r,+l. Then G is 
p-regular if and only if p 2 r, . 
Even when G is not p-regular Mimura and Toda [IO] have obtained extensive results 
concerning the quasi-p-regularity of G. They show that for certain primes p, G, is of the 
homotopy type of a product of localized spheres and localized sphere bundles over spheres, 
denoted B,(p). Further results concerning the quasi-p-regularity of Lie groups have been 
obtained in [7] and [19]. 
It is the object of this paper to investigate whether these decompositions of G, as a 
product of spaces can extend to decompositions of G, as a product of loop spaces. For such 
a question to make sense the factors must be loop spaces. It has long been known that if 
S P “-’ is a loop space then k(p-1. The converse is due to Sullivan [17]. 
THEOREM 1.2. Ifklp-1 then SPZk-’ is a loop space. 
The question of which of the B,(p) spaces are loop spaces mod p has been investigated 
in [5] and [6]. The conclusion is that few of them are loop spaces mod p, but the results are 
not complete. For this reason we confine our attention in this paper to the factors in the 
decomposition of G, which are localized spheres. 
Now suppose H*(G; Q) = Ap[x2,, _r, . . . , x~,,-~] and consider a prime p where p E 
1 mod [rl. . . , r,]. where [r,, . . . , r,] denotes the least common multiple of rl, . . . , r,. (By 
a theorem of Dirichlet there are infinitely many such primes.) From Theorem 1.2 it is clear 
that SPzri-’ is a loop space for i = 1, 2, . . . , n. Moreover, by Theorem 1.1, G isp-regular. 
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Hence, there is a homotopy equivalence 
h: G, -PS~~‘~-~ x . . x SPzrn-i. 
We can then ask if the homotopy equivalence h can be chosen to be an AX-map [16], here- 
after referred to as a loop map. Such a map would induce a homotopy equivalence between 
the classifying spaces 
Bh: BG, +BSp2’1-1 x , . x BSP2’=? 
Conversely, given such a homotopy equivalence between classifying spaces. we can produce 
a loop equivalence by looping it. Therefore we can rephrase the question as: is BG, of the 
homotopy type of BSp2’1-1 x . . . x BSpzrnV1 ? 
More generally we might consider a primep for which G is p-regular or quasi-p-regular. 
Ifs, 2k-1 is one of the factors in the decomposition of G, and if p E 1 mod k then we can 
ask if BSPZk- ’ . IS a retract of BG,. It is easy to see that H*(BSPzk- ’ ; Z/pZ) is a polynomial 
algebra on a single generator, say u, of degree 2k. If F: BG, +BSPzk-’ were a retraction 
then F*(u) E HZk(BG, ; Z/pZ) would necessarily be indecomposable. In $4 we obtain a 
number of results concerning the non-existence of such maps. One such result can be stated: 
THEOREM 1.3. Let p be an oddprime. Let G be a l-connected, compact simple Lie group 
without p-torsion of rank > 2. Let k be a divisor of p-l and u be a polynomial generator for 
H*(BS, 2k- ’ ; Z/pZ). Then there is no mapf: BG, + BSP2k-’ such thatf *(u) is indecomposable. 
We apply the results of $4 to also prove: 
THEOREM 1.4. Let G be a compact, l-connected Lie group with H*(G; Q) = Aq[szI, -Ir 
. ..f x~,,_~], where ri 5 ri+l andr, > 2. Letp be aprime zz 1 mod [r,, . . . . r,]. 
Then 
BG, * BSpzrl - ’ x . . . x BSPtrn- ’ 
It is instructive to state this last result in slightly different terms. We work in the homo- 
topy category of pointed spaces whose objects are homotopy classes of pointed spaces, 
simply referred to as spaces. Given a space X, a loop structure on X consists of a space B 
such that X =z RB. Let Y(G) denote the set of all loop structures on A’. Now Theorem 1.5 
states that if G is a compact Lie group as described and p E 1 mod [rl, . , r,] then BG, 
and BSP2’l-’ x . . . x BSP2’*-’ are two distinct loop structures for G, . 
We can use this result, together with the well-known mixing technique, to prove a 
somewhat amusing and not unexpected result concerning the number of loop structures on 
a compact Lie group. 
THEOREM 1.5. Let G be a compact, I-connectedlie group with at least one indecomposable 
in H*(G; Q) having degree greater than 3. Then the cardinality of Y(G) is at least that of 
the continuum. 
The proofs of the main results of this paper use the fact that when G has no p-torsion 
we may identify H*(BG, ; Z/pZ) with a subalgebra of H*(BT,, ; Z/pZ), where T is a maximal 
torus of G. In $2 we give a brief survey of the necessary facts dealing with this identification. 
In 93 we provide a purely algebraic tool for dealing with certain Steenrod operations in 
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H*(BT, ; Z/pZ). This tool seems to be of more genera1 use in answering questions similar 
to those posed in this paper. In $4 we apply the algebraic results to the general problem 
outlined above. In $5 we discuss the set Y(G) and prove Theorem 1.5. 
It should be remarked that nearly all the results of $2-54 could be rephrased in terms 
ofp-completions rather than localizations, but in the present context this seems unnecessary. 
Furthermore, it should be pointed out that the results of $4 can be extended to finite group 
spaces with a maximal torus (in the sense of [14]) which is normal (in the sense of [18].) 
However, at present there are no examples of such spaces other than Lie groups. 
In this section we recall some facts about maxima1 tori and Lie groups necessary to 
the sequel. The standard reference is [3]. 
Let G be a compact Lie group and let T be a maxima1 torus of G. Define the Weyl 
group W of G by W = N(T)/T, where N(T) is the normalizer of T in G. It is well-known that 
W is a finite group. The action of W on T induces an action of Won H’(T; Z). We omit 
details of the connection but remark that by identifying elements of H’(r, Z) with weights 
this action is effectively computable. Results for the classical groups are given in [3] and 
a detailed exposition of the process is given in [I]. We note that it follows from this that W 
is a finite reflection group; in particular, generated by elements of order 2. 
Let BT denote the classifying space of T. The action of W on H*(T; Z) induces an 
action of Won H*(BT; Z). The representation of Won H2(BT; Z) z H’(T; Z) we denote 
by Q, and note that it corresponds to the representation of W described in the preceding 
paragraph. By tensoring with Z/pZ we get a representation of Won H2(BT; Z/pZ) which 
we denote by 0,. The subalgebra of H*(BT; Z) consisting of elements left fixed by W we 
denote by 9(Q). Similarly, we let %(@,,) denote the subalgebra of H*(BT; Z/pZ) consisting 
of elements left fixed by W. 
Now let BG be the classifying space of G. The inclusion T +G induces a map p: 
BT -+ BG of classifying spaces. The main theorem of this section, due to Bore1 [3], is the 
following. 
THEOREM 2.1. Let G be a compact, connected Lie group, T a maximal torus of G and p 
a prime. Suppose that G has no p-torsion. Then p*: H*(BG; Z/pZ) +H*(BT; Z/pZ) is a 
monomorphism onto 3(O) @ ZlpZ. 
Remark 2.2. Since the action of W is computable we have in principle a technique for 
computing the cohomology of BG which has been greatly exploited. In the case of the 
classical groups this calculation is straightforward (see [3], $30). However, in many instances 
the computations can only be described as tedious. In these cases one only looks for partial 
information from Theorem 2.1; e.g. the degrees of indecomposables. 
It is clear that %(a& =) %(@) OZ/pZ. It is an unfortunate fact that in genera1 %((I),,) + 
%(Q) SZ/pZ. This is easily seen in the case where G the symplectic, special orthogonal or 
spinor group and p = 2. However, even for odd primes %(@,,) # %(a) @Z/pZ in general. 
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This is most easily seen when G = SU(p) where ‘Y(D,,) contains an element of degree 2. In 
fact in this case the representation cP is reducible with the trivial representation as a con- 
stituent. 
In the case where p does not divide the order of the Weyl group we have the following 
result. 
THEOREM 2.3. If p ,fo( W) then Y(@,,) = g/(Q) @Z/pZ. 
Proof. Let o( W) = N and let rr: H*(BT; Z) --* H*(BT; ZlpZ) be the standard projection. 
We show that for any u E JY(CP,) there is an element L’ E 29(O) such that X.(V) = U. Since 
p,fN, N is invertible in Z/pZ. The element N -‘a is clearly in j3/(OP). Let s E H*(BT; Z) 
be such that rr(x)=N-‘u. Let u = z g(x). Then c E “Y(Q) and JT(~‘) = E rr(g(s)) = x g(n(x)) 
grw grw g&w 
= ggg(N-lu) = N * N-‘u = u. Cl 
In fact, it is an immediate consequence of Maschke’s Theorem that: 
THEOREM 2.4. Suppose p ,+‘o( W). If Q, is irreducible then ap is irreducible. 
We make use of both of these results in S;4 below. 
Finally we point out that we can extend Theorem 2.1 to the case of localizations; that 
is, we have the following commutative square: 
H*(BT; Z/pZ) a H*(BG; Z/pZ) 
<t ?? 
H*(BT,; Z/pZ) L H*(BGp; ZJpZ). 
43. 
From the results of 32, for most primes p we can consider the mod p cohomology of 
BG, G a compact Lie group, as naturally imbedded in the cohomology of BT. T a maximal 
torus of G. In principle we can use this imbedding to compute the action of the mod p 
Steenrod algebra on H*(BG; Z/pZ). For the classical groups this has been done in part by 
Bore1 and Serre [4]. In this section we provide a technique for further calculation of the 
action of the Steenrod algebra in certain cases. 
Let T be a torus of rank II. The classifying space of T, denoted BT, is a product of II 
copies of CP”. Hence H*(BT; Z/pZ) = Z/pZ[.v,, . . . , x,]. a graded polynomial algebra on 
n generators each of degree 2. The action of the mod p Steenrod algebra is completely 
determined via the Cartan formula by the action of 9’. The first Steenrod power. 9’. is 
a derivation and 9’s; = sip for i = I. . , n. 
By forgetting the grading on H*(BT; ZipZ) we may identify it with an ungraded poly- 
nomial algebra in II indeterminates. We may recover the grading by considering any homo- 
geneous polynomial of degree k, called a k-form. to have degree 2k. 
Dejnition. Let F(s,, . . . s,) and G(s,. , x,) be two polynomials in Z/pZ[.u,. , .vJ. 
We write F = G if the coefficients of corresponding terms in each are equal and say F is 
congruent to G. 
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Let (Z/pZ)” denote the Cartesian product of Z/pZ with itself n times. We can consider 
any polynomial F(s,. . . , x,) as a function from (Z/pZ)” to Z/pZ by substitution. 
Dejnition. Let F(.x,, . . . , x,) and G(x,, . . . , x,) be two polynomials in Z/pZ[x,, . . . , x.1. 
We say Fis equivalent to G, denoted F - G, if F - G: (ZjpZ)” -Z/pZ_9 is the zero function. 
It is clear that if F = G then F - G. However, it is almost equally clear that if F - G, 
then it is not in general true that F = G. A trivial example is obtained by considering any 
polynomial F of positive degree and replacing some variable xi by xip. In a certain sense 
this is the only way in which two polynomials which are equivalent can not be congruent. 
We say that a polynomial F(x,, . . . , x,) is reduced if in every term of F the variable xi 
occurs to a power less than p for i = I, . . , n. We have the following trivial result, the proof 
of which is immediate. 
LEMMA 3.1. Ever?: polynomial in Z/pZ[x,, . . , x,] is equivalent to a reducedpolynomial. 
We now make precise the statement made above concerning the relationship between 
equivalence and congruence. 
LEMMA 3.2. If two reduced polynomials F and G in Z/pZ[x,, . . . , x.1 are equivalent then 
they are congruent. 
The proof of Lemma 3.2 is also elementary and we omit it. 
We now return to consideration of H*(BT; Z/pZ) where T is a torus of rank n. An 
element u E H2L(BT; Z/pZ) is considered as a k-form in n indeterminates over Z/pZ. 
THEOREM 3.3. Let u be an element of H”‘(BT; Z/pZ). As polynomials over Z/pZ, B’u - 
ku. 
Proof. It is sufficient to prove the result on monomials. Let u = xIc’x2(‘*. . . . x,,‘” be a 
monomial of degree k. By the Cartan formula we have 
_I ^ ^ 
9’U = & sip + * X2P + . . . + cu 
CXl C-Y2 
z X”p 
” 
= e,sl p-1 +cIszP2 . x,‘” + . . . + en x,e’~2cZ . xnp-’ +‘n N (el + e2 + . . . + en) 
xe1x2c= 1 . . . X,1,. 
= ku. q 
Motivated by considerations of $1 and 42 we make the following definition. 
Dejnition. Let u be in H2”(BT; Z/pZ). We say u is a root element if $9’~ = au’+’ for 
some x E Z/pZ. x # 0. and some integer s. 
From considerations of degrees it is clear that if u is a 
then klp-1 and s = (p-1)/k. By iterating 9’ and using the 
obtain 
kk!uJ’ = k!uP. 
root element in H2’(BT; Z/pZ) 
Adem relation (9”)k = k!Bk we 
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Hence it follows that a/k is a kth root of unity in Z/pZ. We conclude there is some /I E Z/pZ 
such that p’ = u/k. Let ii = flu. Then 
@Q = B’pu = ps(ur+s = p-“& +s = kE’ +A. 
We say a root element u E Hzk(BT; Z/pZ) is normalized if 9’~ = ku’ fS. We have shown 
that for any root element u a suitable scalar multiple of u is a normalized root element. 
Every element of H'(BT; Z/pZ) is a normalized root element. It is easy to show that if 
u E H2(BT; Z/pZ) and k is a divisor ofp-1 then a“ is a normalized root element.Thefollowing 
result shows that these are the only normalized root elements. 
THEOREM 3.4. Let u E H2k(BT; Z/pZ) be a root element. Then there is a v E H’(BT; 
Z/pZ) and a E Z/pZ such that u = avk. 
The proof of this theorem requires three lemmas. 
LEMMA 3.5. Let f(x) be a polynomial over ZfpZ in one indeterminate of degreep-I. 
Suppose f( 0) = 0 andf(x) = 1 .for x # 1. Then f(x) = xp-‘. 
Proof. f(x) N xp- ’ so by Lemma 3.2 the result follows immediately. 0 
LEMMA 3.6. Let f(x) be a polynomial over Z/pZ in one indeterminate of degree I p-2. 
Suppose f takes values only in (0, I}. Then either f E 0 or f z 1. 
Proof. Since f is reduced we are done if S takes only the value 0 or only the value 1. 
Hence suppose .f takes both values. Enumerate the elements of Z/pZ by a,, a2, . . . , ap 
and suppose f takes values as follows. 
Construct the polynomial 
g(x) = i 
-(x - al)(x - c(J . . (x - a& 
i= 1 (X - 4 
The polynomial g(x) is of degree p-l. Since f w g and both are reduced, we conclude f E g 
and f has degree p-l. This contradicts the assumption that degree fi p - 2. cl 
LEMMA 3.7. Let F(x,,..., x,) be a (p - I)-form in n indeterminates taking values in{O, I}. 
Then there exists some one form f = alxl + . . . + a,, x, such that f p-1 = F. 
Proof. We prove the lemma by induction on n, the number of indeterminates. For 
n = 1 the result is trivial. Assume true for 1, 2, . . . , n - 1 and consider F(x,, . . . , x,). By 
Lemma 3.5 there is some non-zero vector (a,, . . . , a,) E (Z/pZ)” such that F(a,, . . . , a,) = 0. 
By a change of basis we can assume F(0, 0, . . . , 0, 1) = 0. Now consider F as a polynomial 
in x,. 
F,=u,x,p-’ +u*x,p-2+ . . . +up_,x,+up_, 
where u, is an i-form in the indeterminates x1, . . . , x,-~. By the assumption made above 
z+, z 0. For any (a,, . . . , a,_1) E (Z/pZ)“-’ the polynomial F(cc,, . . . , a.-l, x,,) is of degree 
5 p - 2 taking values in {0, I}. By Lemma 3.6 it follows that for i <p - 1, ui m 0 and, since 
the Ui are reduced, that u, = 0. Hence F E up_,, a (p - I)-form in n - 1 indeterminates 
and we can apply the induction hypothesis. cl 
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Proof oj’Theorem 3.4. Let u be a root element in HZL(BT; Z/pZ). There is some a E Z/pZ 
such that ii = au is a normalized root element. From the definition we have that 9°C = 
,@‘+S + kii. It follows that U(rI” - 1) N 0 and consequently that U” is a (p - I)-form taking 
values in {0, 11. By Lemma 3.7 there exists a one form v E H’(BT; Z/pZ) such that up-’ = ii’. 
Since Z/pZ[x,, . . . , x,] is a unique factorization domain, we conclude that vk = ii” = au and 
so u = a-‘L”. cl 
In this section we apply the results of the previous two sections to the situation discussed 
in the introduction. Throughout this section we establish the following notation: 
(a) p is an odd prime; 
(b) G is a compact, connected Lie group whose integral homology is free ofp-torsion, 
and rank G 2 2; 
(c) T is a maximal torus of G; 
(d) W is the Weyl group of G; 
(e) p: ST, + BG, is the map of classifying spaces induced by the inclusion of Tin G; 
( f) k 2 2 is an integer dividing p - 1; 
(g) BS,2k-’ denotes the classifying space of Sp2k-‘; 
(h) u denotes a generator of H2k(BS,Zk-1 ; Z/pZ); 
(i) f: BG, + BS “-l is a map such thatf*(u) E H2k(BGp; Z/pZ) is indecomposable. 
From the Bore1 transg;ession theorem [12] is follows thatH*(BSP2k-1 ;Z/pZ)isapolynomial 
algebra on the generator u. The condition imposed on the map f explicitly assumes the 
existence of an indecomposable in H2k-’ (GP ; Z/pZ). We are interested in the restrictions 
placed on G and k by the existence of such a map. 
The first result explicitly draws the connection between the existence offand the notion 
of a root element defined in $3. 
PROPOSITION 4.1. There exists some x E H2(BT, ; Z/pZ) and a E ZlpZ, a # 0, such that 
p* of*(u) = ax’. 
Proof. As noted above H*(BSikml; Z/pZ) is a polynomial algebra on the generator u 
and f*(u) # 0. Since p* is a monomorphism by Theorem 2.1, we conclude p* of*(u) # 0. 
Since deg u = 2k we have that Bku = up. From the Adem relations we know that (9’)” = 
k!B’. It follows that B’uf 0 and hence B’u = flul+‘, where /I #O and s = (p - 1)/k. 
From the naturality of 8’ we have 
s’(p* of*(u)) = p* o_I-*(9%) = p* of*(Bu’+“) 
= p(p* of*(u))‘+“. 
Therefore p* of*(u) is a toot element in HZk(BT, ; Z/pZ). By Theorem 3.4 there is an element 
x E H’(BT, ; Z/pZ) and an a E Z/pZ such that p* of*(u) = axk. 0 
44 JOHNEWING 
Since in many cases we can readily compute the image of p* we can simply check 
whether p* of any indecomposable of degree 2k is a power of a two dimensional class. This 
is especially easy in the case of the classical groups and especially tedious in the case of the 
exceptional groups. We therefore proceed in a somewhat more systematic fashion. 
THEOREM 4.2. The vector space H2(BT, ; Z/pZ) is a reducible W module with a I- 
dimensional constituent. Consider this I -dimensional constituent as a l~omon~orpl~isn~ cp : 
W * Aut(Z/pZ) z (Z/pZ)*, the multiplicative group of units. if p ,+‘o( W) then the image of 
cp is the cyclic group of order k. 
Proof From Theorem 4.1 we know there is some x E H’(BT, ; Z/pZ) and r gZ/pZ 
such that p* of’*(u) = ctxk. From Theorem 2.1 we know that XY’ E Y(Q) @Z/pZ c JY(@,), 
the subalgebra of H*(BT, ; Z/pZ) consisting of elements left fixed by W. Hence W leaves 
xk fixed and, consequently, the submodule generated by x in H*(BT, ; Z/pZ) is left invariant 
by W. This proves the first statement. 
If pXo( W) then from Theorem 2.3, g(Q) @ Z/pZ = ?J(@J. Since f *(u) is indecompos- 
able it must be that xi is not fixed by W for i < k. The second statement now follows im- 
mediately. 0 
COROLLARY 4.3. I_ pXo(W) then k = 2. 
Proof From the preceding theorem W has a l-dimensional representation 50: W + 
Aut(Z/pZ) with im cp a cyclic group of order k. However, it is well-known that W is a finite 
reflection group, generated by elements of order 2. It follows that im cp is a group of order 
at most 2. 0 
Regarding the condition imposed by Theorem 4.2 and Corollary 4.3 that p does not 
divide the order of W the following is useful. Suppose H*(G, ; Z/pZ) = AQ[x2,,_IT_, 
XZr,- 1 1, an exterior algebra on generators x~,~-~ where deg _~~,.~-t = 2r, - 1 and ri I ri+l. 
It is well-known (see [3]) that o(W) = r1r2 . . r,. We note that if p = 1 mod [rl, . . . , r,] 
then p$o( W). This observation yields the proof of Theorem 1.4. 
Proof of Theorem 1.4. Let G be a l-connected compact Lie group with H*(G, ; Z/pZ) = 
~&2”,-19 . . . f XZr,-11 as above. By assumption r,, > 2. If p = 1 mod [r,, . . . , r,,] then 
pyo(W). IfBC,~BS;“-’ x . . . x BSi’“-’ then by projecting we obtain a mapf: BG, + 
BSi’“-’ such that f*(u) is indecomposable, where u generates H2’n(BSi’“-‘; ZlpZ). This 
contradicts Corollary 4.3. cl 
We finally show that in many cases it is possible to circumvent the restriction that p,j’o 
(W). In particular, for the simple groups we prove: 
THEOREM 4.4. If G is a simply-connected, simple Lie group of rank 3 2 then no such 
f can exist. 
Proof First suppose p,j’o( W). Since G is simple we know that H’(BT, ; 2) is an irre- 
ducible W module. If p,j’o( W) then by Theorem 2.4, H2(BT, ; ZlpZ) is an irreducible W 
module as well. Hence by Theorem 4.2 we are done. 
We reduce the case where plo( W) to the above case in the following manner. Let 
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xzk =f*(u). Recall that we are assuming G isp-torsion free and that klp - 1. In each case 
we provide another simple Lie group, G’, of rank 22 and a homomorphism /I: G’ -+ G 
such that BIz*(.x~J is indecomposable in HZL(BG,‘; Z/pZ). Moreover, G’ is free of p-torsion 
and if W’ denotes the Weyl group of G’ then p$o( W’). Now if there were such a map 
f: BG, + BSik-’ then Bit of: BG,’ + BSi’-’ would be a map such that (B/I of)*(u) is in- 
decomposable. This would contradict the first case where p ,+’ O( W). 
We provide the groups G’ and homomorphisms /I in a case by case fashion, and omit 
verification of the details that they have the desired properties. 
Case 1. SLI(n). If k > 2 then let G’ = SCI((k) and let /I: SLr(k) +SCJ(n) be the natural 
inclusion. If k = 2 then let G’ = Sp(2) and let /I: Sp(2) -SU(n) be the standard inclusion 
induced by complexification. 
Case I I. Sp(n). Let G’ = Sp(k) and let /I: Sp(k) -+ Sp(n) be the standard inclusion. 
Case I I I. Spin(n). Let C’ = Sp(k) and let 17: Sp(k) --) Spin(n) be the standard inclusion 
induced by complexification followed by realification. (Here, note that if p]o(W) and 
p = 1 mod k then k < n/2.) 
Case IV. Exceptional groups. Examination of these groups shows that the only case 
of concern is for E, where k = 6 and p = 7. In this case take G’ = E, and let h: E6 -+ E, 
be the inclusion defined by Araki in [2]. Cl 
Remark. For G a simple, l-connected Lie group of rank = 2 the above argument 
proves the non-existence of such a map f except in the two cases f: BSU(3)3 + BSJ3 and 
f: (BG,), -+ BS33. In these cases use of secondary operations easily shows that such a map 
f cannot be a retraction. 
There are several ways in which to define the notion of a loop structure on a space X 
depending on the particular category one is working in. In the homotopy category of pointed 
spaces we define a loop structure on an object X to be a homotopy class of spaces B, such 
that RB N X. The homotopy class B is called a classifying space for X. The set of all loop 
structures on X, denoted 9(X), consists of all homotopy types of classifying spaces for X. 
Rector [13] has shown that for S3 the set P(S3) is infinite and in fact has cardinality at 
least that of the continuum. In this section we.apply Theorem 1.4 to extend this result to 
other compact Lie groups, proving Theorem 1.5 of the introduction. 
Consider a compact, l-connected compact Lie group G. Suppose H*(G; Q) = Aa 
(~.l,.,-r, . . . , xZ,,,-~), where ri I ri+l and r, > 2. Define a set of primes 9’ by: 
Y={pprime]p~lmod[r,,r, ,..., r.]} 
where [r,, . . . . rn] denotes the least common multiple of rl, . . . , r, . By a theorem of Dirichlet 
Y is infinite. Let P be any subset of 9. Using standard facts about localizations and 
Theorem 1.4, we know that 
BG, * BS;“-’ x . . . x BSC-‘, 
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where BG denotes the usual classifying space for G, constructed from the Lie group multi- 
plication on G. For brevity we abbreviate 
&=B.$+ x . . . x BSP-‘, 
Let P be the complement of P in the set of all primes. We apply the standard mixing 
technique (see [ll] or [17]) to produce a non-standard classifying space for G. Consider 
the following weak pull-back: 
B(P) - BP 
T T 
I I’ 
4 & 
BGP - W), 1 
where the maps 1 denote localization and (BG), denotes the rationalization of BG. By 
looping the diagram we obtain 
QB( p) - GP 
T T 
and so conclude that QB(P) ‘Y G. (See for example [17].) Hence B(P) is a classifying space 
for G. 
On the other hand, if P’ is another subset of Y then it follows that B(P) + B(P). Hence 
for each distinct non-empty subset of Y we obtain a distinct loop structure for G. Theorem 
1.5 now follows at once. 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
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