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Abstract
In experimental design and causal inference, it may happen that the treatment is
not defined on individual experimental units, but rather on pairs or, more generally, on
groups of units. For example, teachers may choose pairs of students who do not know
each other to teach a new curriculum; regulators might allow or disallow merging of
firms, and biologists may introduce or inhibit interactions between genes or proteins.
In this paper, we formalize this experimental setting, and we refer to the individual
treatments in such setting as entangled treatments. We then consider the special case
where individual treatments depend on a common population quantity, and develop
theory and methodology to deal with this case. In our target applications, the com-
mon population quantity is a network, and the individual treatments are defined as
functions of the change in the network between two specific time points. Our focus
here is on estimating the causal effect of entangled treatments in observational studies
where entangled treatments are endogenous and cannot be directly manipulated. When
treatment cannot be manipulated, be it entangled or not, it is necessary to account
for the treatment assignment mechanism to avoid selection bias, commonly through a
propensity score methodology. In this paper, we quantify the extent to which classical
propensity score methodology ignores treatment entanglement, and characterize the
bias in the estimated causal effects. To characterize such bias we introduce a novel
similarity function between propensity score models, and a practical approximation of
it, which we use to quantify model misspecification of propensity scores due to entan-
glement. One solution to avoid the bias in the presence of entangled treatments is to
model the change in the network, directly, and calculate an individual unit’s propensity
score by averaging treatment assignments over this change.
Keywords: Causal inference, observational studies, propensity scores, treatment
entanglement, misspecification, bias, network data.
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1 Introduction
In causal inference we are typically interested in evaluating the effects of a treatment that
can be applied individually on the experimental units. However, when the units form net-
works (e.g., social or professional networks) the treatment is frequently applied to pairs, or
more generally, on groups of connected units. Thus, the treatments of individual units are
entangled. Notions of entanglement pervade many fields: game theory has long emphasized
the central role that social and professional networks have in labor market outcomes and
mobility (Montgomery, 1991, 1992; Podolny and Baron, 1997; Calvo-Armengol and Jack-
son, 2004); labor economics studies the effect of the density of a professional network on
knowledge diffusion and innovation (Dahl, 2002; Kim and Marschke, 2005; Agrawal et al.,
2006; Oettl and Agrawal, 2008; Granovetter, 2005; Topa, 2001; Kaiser et al., 2011); market-
ing has recently been concerned with understanding the financial and social value of online
friendships (Ellison et al., 2007; Hanna et al., 2017; Hobbs et al., 2016; Manchanda et al.,
2015; Zhang and Fung, 2014). Such treatment entanglement presents new methodological
challenges that have not been addressed in the literature despite the growing interest in
evaluating treatment effects on networks of connected units.
The typical concern when there is a network connecting the experimental units is that of
interference (Cox, 1958; Rubin, 1974), which means that the individual outcome of a unit
may depend on the treatment assignment of other units. When interference is present it
is no longer tenable that units have only two potential outcomes (as is commonly assumed
in classical analysis) depending on whether they are treated or not, but may have more
depending on who else is treated. A frequent assumption to simplify analysis in the network
setting is that of neighborhood interference, i.e., that a unit i’s outcome may be affected only
by the treatment of units that are connected to i in the network (Sussman and Airoldi, 2017).
Under such assumptions on the topology of interference, a line of literature has emerged on
developing mainly randomization-based methodologies to test hypotheses on causal effects,
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including typical primary effects and spillover effects from interference (Rosenbaum, 2007;
Hudgens and Halloran, 2008; Kao et al., 2012; Toulis and Kao, 2013; Aronow and Samii,
2013; Bowers et al., 2013; Basse and Airoldi, 2015; Karwa and Airoldi, 2016; Choi, 2016;
Sussman and Airoldi, 2017; Eckles et al., 2017; Jagadeesan et al., 2017; Basse et al., 2017).
In the context of observational studies, where treatment assignment cannot be manipu-
lated, there has been relatively less progress, which has mostly focused on model-based iden-
tification of causal effects (Manski, 1993; Bramoulle´ et al., 2009; Manski, 2013; Forastiere
et al., 2016). Results in this line of work typically characterize conditions in the under-
lying network that ensure identification of the model parameter of causal interest. A key
complication in observational studies in contrast to randomized experiments is reasoning
about the exact mechanism that produces interference. For example, one mechanism could
be that units that are connected in the network might have similar outcomes to treatment
because they are simply similar units to begin with (homophily); another could be that a
unit’s outcomes may be affected by the outcomes of their neighbors in previous time points
(contagion). The combined causal effects from homophily and contagion are empirically
indistinguishable without additional assumptions (Shalizi and Thomas, 2011).
The problem of entanglement, on the other hand, has received no attention in the litera-
ture. To illustrate, Figure 1 depicts the type of datasets this paper is concerned with. The
experimental units, indexed by i, form a network G− at time t−, and the network evolves to
G+ at time t+. The individual treatment Zi for each unit i is defined as a function of the
change from G− to G+, which we denote as Zi = fi(G−, G+) ∈ R. For instance, Zi could
be the number of new connections i makes from G− to G+. Outcomes Yi ∈ R are measured
for each unit i at t+. Our goal is to measure the causal effect of treatment Z on outcome Y
through the framework of potential outcomes, which we detail in the following section.
In this paper, we assume that the evolution from G− to G+ is endogeneous, and thus the
evaluation of causal effects may be confounded with the units’ covariates. Information such
2
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Figure 1: A network G− among 8 units evolves during the treatment period to a new network
G+. Treatment of a unit is the number of new connections the unit makes from G− to G+.
Shades indicate number of new connections: white = none (units 4 and 7), lightgray = one
(units 1, 2, 3, 5, 6), and gray = two (unit 8). Outcomes Yi are measured on each unit i,
potentially with covariate information Xi.
as age, gender, occupation, or location may affect how the network evolves. For example,
in Figure 1 the situation could be such that units that form more professional connections
from t− to t+ improves their monthly wages. It would be tempting to associate making new
connections to improved wages, but in doing so we ignore that being more sociable confounds
both making more new professional connections and having better professional outcomes.
One general method to avoid such biases from units self-selecting into treatment is to use
propensity score methods (Rosenbaum and Rubin, 1983, 1984; Heckman, 1990; Rubin and
Waterman, 2006). The idea is to model, for every unit i, the regression functions E(Zi|Xi)
conditional on i’s covariates Xi, and then compare outcomes of units with similar regression
functions. When Zi is binary (with Zi = 1 denoting the treatment, by convention) the
regression of Zi on Xi is known as the propensity score of unit i because it is equal to the
propensity, p(Zi = 1|Xi), of a unit with covariates Xi to receive the treatment. Rosenbaum
and Rubin (1983) showed that conditional on the propensity scores the bias due to the
aforementioned confounding is mitigated, and thus we can compare within-group outcomes
between treated and control units to obtain estimates of the causal effect of the treatment.
However, the classical propensity score methodology cannot be directly applied in our
setting. One complication can be that the treatment is multivalued and not binary, and
there is limited work so far in generalizing propensity scores to non-binary treatments (Im-
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bens, 2000; Hirano and Imbens, 2004). More importantly, in modeling E(Zi|Xi) the classical
methodology tacitly assumes that the treatment is applied individually on each unit i. How-
ever, when treatment is entangled, estimation of E(Zi|Xi) individually on each unit i may be
biased because the individual treatments depend on the network evolution from G− to G+,
which is a population quantity. In the example of Figure 1, when a unit makes one connec-
tion this immediately implies that another unit makes a connection. The correct approach
would therefore be to model the propensity score of unit i taking into account information
from every other unit j that could connect to i during the evolution of G−. By ignoring
treatment entanglement the classical methodology may provide causal estimates that are
severely biased depending on how different these two models are.
In this context, we extend the classical propensity score methodology to settings with
treatment entanglement. Our theoretical contribution relies on a novel similarity function
that measures how different two propensity score models are in terms of the causal estimates
they produce. Under specific assumptions, we show that typical linear propensity score
models may be severely misspecified when there is treatment entanglement, even in simple
settings where the individual treatment Zi depends on covariates of a single dyad of units
(i, j). Our methodological contribution includes an algorithm that takes into account the un-
certainty about the observed network through an appropriate network evolution model, and
produces improved estimates of the individual propensity scores by averaging over probable
network evolution trajectories.
1.1 Paper organization
The rest of this paper is organized as follows. In Section 2.1 we introduce the necessary nota-
tion for causal inference using the potential outcomes framework. We focus on the setting of
observational studies and provide a brief overview of classical propensity score methodology
in Section 2.2 and the subclassification method for estimating causal effects. In Section 2.3
4
we provide the formal definition of treatment entanglement and in Section 2.4 we describe
the statistical challenges in settings with entanglement, and show that classical propensity
score methods are generally unjustified in such settings as they may lead to significant biases
of estimated treatment effects. In Section 3 we argue that the subclassification similarity
between propensity score models provides a reliable measure of causal estimation bias of
one model assuming the other model is the true one. To avoid such bias we propose a
methodology that averages over the uncertainty in the network evolution that determines
entanglement, and thus produces a model that has high subclassification similarity to the
true one. Our theoretical analysis begins in Section 4 where we present results on a novel
subclassification similarity function between two propensity score models. In Section 4.3
and Section 4.4 we focus on well-known network models. Our analysis shows that classical
propensity score methodology may be severely biased as it has minimal subclassification
similarity with the aforementioned network models. In Section 6 we make some concluding
remarks, including connections of entanglement to interference and selection on observables.
2 Causal inference with entangled treatments
In this section, we develop the concept of treatment entanglement, where treatment is con-
ceptualized as the evolution of a network between units. Even though the concept of en-
tanglement is more general we focus on the network aspect because it allows to develop all
necessary concepts and theory using existing language of graph theory and network analysis.
2.1 Preliminaries on propensity score methodology
Consider N experimental units, indexed by i, such that every unit i is either treated, denoted
by Zi = 1, or is in control (Zi = 0). The binary vector Z = (Zi) is the population treatment
assignment. The potential outcome for unit i under population treatment Z is denoted by
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Yi(Z) ∈ R. Assuming that the treatment of individual i only affects the outcome of i and that
there are no hidden versions of the treatment—collectively known as stable unit-treatment
value assumption (SUTVA) in statistics (Rubin, 1980), or individualistic treatment response
(ITR) in the economics literature (Manski, 2013)—the potential outcome of every unit i can
take only two possible values (Neyman, 1923), namely, Yi(1) when i is treated, and Yi(0)
when i is in control. For each unit i only one potential outcome can be observed in the
experiment, and is denoted by Yi ∈ {Yi(0), Yi(1)}.
The causal effect of the treatment relative to control is usually captured by the average
treatment effect (ATE, Imbens and Rubin (2015)), τ = E(Yi(1) − Yi(0)), where the expec-
tation is over an assumed superpopulation of units that are randomized to treatment or
control. Under SUTVA, it is easy to estimate the ATE in a randomized experiment from
the difference in sample means between treated and control units:
τˆ =
∑
i ZiYi∑
i Zi
−
∑
i(1− Zi)Yi∑
i(1− Zi)
. (1)
When treatment is randomly assigned τˆ is an unbiased estimator of τ , and variance estimates
for τˆ are available (Neyman, 1923). In this context, resampling-based procedures are possible
to test for hypotheses on treatment effects, including recent extensions to settings with
interference (Rosenbaum, 2007; Hudgens and Halloran, 2008; Toulis and Kao, 2013; Aronow
and Samii, 2013; Eckles et al., 2017; Basse et al., 2017).
However, when units cannot be randomized to treatment, as is frequent in practice,
the treated and control units may not be directly comparable because the difference in
their treatment status reflects differences in their characteristics. In such cases Zi typically
depends on unit-level covariates, Xi, such as age, location, or socioeconomic status, and
simple estimators, such as τˆ in Equation 1, are biased because the units that are treated
may have different covariates Xi than the units in control. To resolve such biases one widely-
applied methodology is to compare the outcomes of units that have similar propensity to
6
select into treatment. Classical propensity score methods first estimate the propensity score,
which is the regression function
e(Xi) = E(Zi|Xi), (2)
and then use the propensity scores to control for selection bias. The main idea relies on the
seminal result by Rosenbaum and Rubin (1983) who showed that conditional on e(Xi) the
treatment indicator Zi is independent of Xi. Therefore, comparing outcomes of treated and
control units that have similar propensity scores can yield valid causal inference.
There are different ways in which we can leverage propensity scores for such comparisons.
One approach uses matching units with similar propensity scores (Cochran and Rubin, 1973;
Rubin, 1978; Raynor Jr, 1983; Rosenbaum, 2002; Dehejia and Wahba, 2002; Stuart, 2010),
and reweighing unit outcomes based on the propensity score (Hirano and Imbens, 2001; Ru-
bin, 2001; Lunceford and Davidian, 2004), such as the inverse propensity weight estimator
(IPW). In this paper, we focus on subclassification as it generalizes the other two methods:
matching is point subclassification (Stuart, 2010), and an IPW estimator is a limit of sub-
classification estimators (Rubin, 2001). Subclassification is also robust to scaling and, more
generally, to monotone transformations of the propensity score, which provides with a robust
measure of propensity score misspecification and bias (see Section 4).
2.2 Subclassification on the propensity score
Subclassification on the propensity score has several variations but typically proceeds as
follows. Let K be a fixed number of classes; for example, Rosenbaum and Rubin (1983)
suggest K = 5 or 10 based on normality arguments. Let Q1, . . . , QK , denote K successive
quantiles of all estimated propensity scores {eˆi}, and define the variable Reik = I{eˆi ∈ Qk}
as the indicator of whether unit i falls in class k under propensity propensity score model e.
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Rosenbaum and Rubin (1983) showed that the estimator
τˆk =
∑
iR
e
ikZiYi∑
iR
e
ikZi
−
∑
iR
e
ik(1− Zi)Yi∑
iR
e
ik(1− Zi)
(3)
is a valid estimate of the causal effect τ , for every class k. Note that τˆk is analogous to
τˆ in Equation (1) if we focus only on units in class k. Intuitively, within such a class the
treatment is as if randomized and so the simple difference-in-means estimator is unbiased.
The within-class estimates can also be combined, say, through the estimator
τˆ(Y ;X, e) =
1
N
∑
k
Nkτˆk, (4)
where nk =
∑
iR
e
ik is the size of class k, and N =
∑
kNk is the total number of units.
In our application the treatment can be multivalued, and thus we need to consider propen-
sity scores of the form e(l, Xi) = p(Zi = l|Xi), where l ∈ N is a natural number denoting,
say, the number of new network connections i made in the treatment period. Under the
same assumptions as in the classical binary treatment setting we can still subclassify units
based on the treatment levels we want to compare. For instance, if we wish to compare the
outcomes of a unit making two connections against making only one connection, we could
subclassify units based on pair values {(e(2, Xi), e(1, Xi)} as in (Imbens, 2000; Hirano and
Imbens, 2004), since causal estimation will be performed conditional on the units receiving
either Zi = 1 or Zi = 2.
2.3 Treatment entanglement
We assume that the treatment takes place from time t− to t+. In particular, the units form
connections at t− denoted by a N×N binary matrix G−, such that g−ij = 1 only if units i and
j are connected at t−. Similarly, G+ denotes connections between units at t+. For simplicity,
and without loss of generality, we assume undirected networks, and thus symmetric matrices
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G−, G+. The individual treatment Zi on unit i is defined as the number of new connections
in the treatment period:
Zi = di(G
+)− di(G−), (5)
where di(G) =
∑
j gij denotes the degree of unit i in network G. Such definition allows
us to study a broad range of potential interesting policy questions, such as the effect of
interactions with peers on individual outcomes (Aral et al., 2009), or the effect of making
new professional connections on labor outcomes (Montgomery, 1991). We note that the
specification of the treatment does not require any assumptions on the presence or absence
of interference. Throughout we will make a no interference assumption to focus more clearly
on the problem of entanglement, and will discuss extensions to settings with interference in
Section 6.
The important thing to notice about Equation (5) is that it implies a constraint between
the units’ treatments, which may be expressed as:
L(Z) = L(Z1, Z2, . . . , Zn) = 0. (6)
For example, the constraint in Equation (5) can be written as Z − (G+ −G−)1 = 0, where
1 denotes the N -component vector of ones. Such constraints imply that there is treatment
entanglement, that is, the individual treatments of units depend on each other. Function L
is the entanglement function, and is generally vector-valued.
Furthermore, the individual treatment Zi of unit i may be expressed more generally as
Zi = fi(G
−, G+), where function fi is abstractly defined as a function mapping from network
evolution to treatment space. Potential meaningful specifications for this function include
Equation (5), which is the specification that we use in this paper. Alternative definitions
could be whether the neighborhood of unit i grew, fi(G
−, G+) = I{di(G+) > di(G−)}, where
9
1 2
(a) Pre-treatment network G−
between two units.
1 2
(b) Post-treatment network G+
where neither unit is treated
(Z1 = Z2 = 0).
1 2
(c) Post-treatment network G+
where both units are treated
(Z1 = Z2 = 1).
Figure 2: Pre- and post-treatment networks with two units. This is the smallest possible
example of entangled treatments when treatment is measured as the formation of new edges
(e.g., making a friend) in the time interval between G− and G+.
I is the indicator function, and so on. Functions fi are application-specific, and imply the
generic entanglement constraint L(Z) = Z − f(G−, G+) = 0, where f applies fi component-
wise. Even more generally, we can consider probabilistic entanglement where rather than
requiring L(Z) = 0 we require P (L(Z) = 0) > 0. We explore this setting in Section 5.2.3.
For an illustration of simple entanglement, consider the population of two units in Fig-
ure 2(a). If unit 1 forms a connection to unit 2, then unit 2 must also form a connection to
unit 1, and vice versa. This implies the entanglement constraint L(Z1, Z2) = Z1−Z2 = 0. In
this setting we can therefore only observe two untreated or two treated units. We note that
our definition of treatment entanglement is substantially more general than just the network
case we consider in this paper. In fact, one of the most commonly studied experimental de-
signs, the completely randomized design (CRD), is entangled. In a CRD where the fraction
of treated units is p, the entanglement function is L(Z) = Z>1− np = 0. We note that this
particular type of entanglement (while not identified by name) is frequently accounted for
in observational studies. Recent work by Branson and Bind (2017) addresses the differences
in causal inference under assumptions of a CRD versus the unentangled Bernoulli trial.
The simple example of Figure 2 also allows us to illustrate the failure of classical propensity
score methodology under treatment entanglement. Consider the case in Figure 2(c) where
both units are treated (Z1 = Z2 = 1), and suppose that unit 1 is a junior employee, unit 2
is its senior supervisor, and both units work in the same company. A classical propensity
score model will try to explain the observed treatment assignment based on covariates that
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are common between the units; here, such covariate is the company where both units work.
The classical methodology does not capture dyadic covariates that are important for the
treatment assignment; here, for example, it could be that the dyad covariate of “difference in
seniority”, is the significant factor for edge creation. The covariates in the dyad (i.e., seniority
level) may not be significant if taken individually. As dyad covariates are not included and
the network structure is ignored, the classical methodology has a limited capacity to model
treatments defined by networks of units, which leads to biased estimates of causal effects
in observational studies on networks. In the following section we give more details on the
challenges posed by treatment entanglement, and an approach to address them.
2.4 Challenges under treatment entanglement
Consider the entangled treatment in Equation (5), and suppose that edges cannot be deleted
in the treatment period, so that Zi ≥ 0. The classical propensity score methodology models
the following regression function, which generalizes the definition in Equation (2):
e(l, Xi) = P (Zi = l|Xi, G−), l ∈ N. (7)
The values e(l, Xi) are propensity scores, despite Zi being non-binary, because they cap-
ture the likelihood that unit i with covariates Xi makes l new connections. As mentioned
in Section 2.2, to estimate causal effects using subclassification on the propensity scores of
Equation (7) we can group units with similar values of estimated propensity scores (possi-
bly pair-values), compare outcomes within groups, and then aggregate comparisons across
groups (Hirano and Imbens, 2004; Lee et al., 2015).
These procedures ignore dependence between individual treatments due to entanglement.
For example, in Figure 2 the entanglement between units 1 and 2, characterized by the
entanglement constraint L(Z1, Z2) = Z1 − Z2 = 0, implies the constraint e(l, X1) = e(l, X2),
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which will generally not be satisfied if the propensity score model of Equation (7) if fit
individually per unit. The subtle issue here is that when we model the probability that
Zi = l we implicitly model the conditional of G
+ given G−, since Zi is a function of both
of them by Equation (5). Classical methods ignore this implicit relationship between Zi
and G+ and the constraints it entails. The proper way to compute the propensity scores is
therefore to marginalize over the post-treatment network, so that
p(Zi = l|X, G−) =
∫
fi(G−,G+)=l
p(G+|G−,X)dµ(G+), (8)
where X denotes the covariates of all units, and µ is an appropriate probability measure on
networks. Classical propensity score methods ignore the integration in Equation (8), and
thus effectively remove any dependence between individual treatments from entanglement.
What is needed instead is to model the change from G− to G+, possibly conditional on
covariates, and then obtain the true propensity scores of units by using the treatment def-
inition Zi = fi(G
−, G+), which we can then use to estimate the causal effect, say, through
subclassification.
The choice of model for the network is complicated and application-specific. Possible
choices include simple rewiring models (Dietz and Hadeler, 1988), Temporal Exponential
Random Graph Models (a generalization of the ERGM framework, Hanneke and Xing (2007);
Hanneke et al. (2010)) and dynamic latent space models (Sarkar and Moore, 2006; Sewell
and Chen, 2015; Durante and Dunson, 2014). When it is reasonable to assume that G− and
G+ \G− are conditionally independent, one can appeal to the generalizability of latent space
models (Hoff et al., 2002): one can model G− conditional on unit and dyadic covariates and
use the fitted model to compute the probability of edges in G+ \G−.
Building from these ideas, in the following section we give a detailed description of our
full proposed methodology for causal inference under entanglement.
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3 Methodology
Here, we present our methodology for adapting the propensity score methodology to cases
where there is treatment entanglement. Our approach does not rely on a particular definition
of treatment or causal estimands. We assume that for a treatment definition Zi = fi(G
−, G+)
the potential outcome of every unit i depends only on Zi and not on the actual value of the
population treatment vector Z. Formally, Yi(Z) = Yi(Z
′) if Zi = Z ′i, for every unit i and
population assignments Z,Z ′. This is a form of SUTVA. This allows us to focus on simple
causal estimands of the form τm = E(Yi(m) − Yi(m − 1)), which capture the incremental
causal effect from having m− 1 new connections in the treatment period to having m.
Our methodology is presented in the form of Algorithm 1. The input data include the
pre-treatment and post-treatment networks, G− and G+, population covariates denoted by
X, the realized population treatment vector Z, and the observed outcomes Y . The output
is an estimate of the causal effect, which relies on subclassification on the (entanglement-
adjusted) propensity scores. The main idea in the procedure, which was also described in
Section 2.4, is in Line 4 where we estimate the propensity scores correctly by sampling over
the conditional distribution of G+, and then applying the treatment definition.
Several steps in our procedure could in fact be tuned by the substantive scientist to better
accommodate a particular problem:
• The choice of treatment definition needs to be specific in Line 1. Such definition
depends on the particular entanglement in the application. Some examples were given
in Section 2. The choice should take into account the constraints in Line 4, where the
propensity score to treatment level l depends on the likelihood of observing G+ such
that fi(G
−, G+) = l. A poor choice of fi might lead to a situation where interesting
treatment levels are unlikely to be observed in practice or simulation.
• The choice of network evolution model in Line 2 and the technique for estimating model
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Algorithm 1: Estimation of treatment effects accounting for entangled treatment
Input : Input data: (i) networks G−, G+, (ii) covariates X = {X1, X2, . . . , Xn}, (iii)
treatment vector Z = (Z1, Z2, . . . , Zn), (iv) outcomes Y = (Y1, Y2, . . . , Yn).
Output: Estimate of treatment effect τˆm of τm.
1 Compute the treatment assignments Zi = fi(G
−, G+).
2 Let G+|G−,X be modeled via p(·|θ,G−,X)—obtain estimate θˆ.
3 Use θˆ to sample G+(b), for b = 1, . . . , B, conditional on observed G
−.
4 Use samples {G+(b)} to compute eˆ(l, Xi) = p(Zi = l|Xi) using the empirical frequencies:
eˆi,l = eˆ(l, Xi) =
1
B
B∑
b=1
I{fi(G−, G+(b)) = l}.
5 Subclassify units according to pairs (eˆi,m−1, eˆi,m). That is, units should be grouped
together if both pair values are similar.
6 Obtain estimates of τm within classes, and combine estimates across classes into final
τˆm, following classical propensity score methodology (see Equations (3) and (4)).
7 return τˆm.
parameters θ are both highly domain-specific and depend on subjective judgement and
knowledge. The choices here could be as varied as the Exponential Random Graph
Model (Frank and Strauss, 1986) to the general class of latent space models (Hoff
et al., 2002). Additionally, specific econometric or game-theoretic considerations may
be taken into account while modeling network evolution (Galeotti et al., 2006; Jackson,
2010; Chandrasekhar and Lewis, 2011; Graham, 2015).
• In our procedure, sampling of G+ conditional on observed data is done via a parametric
bootstrap approach. A fully Bayesian approach is also reasonable, where sampling of
G+ could be done via the full predictive distribution of G+ (Gelman et al., 2003). The
network model could also be completely nonparametric, as long as sampling of G+
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from its conditional distribution is possible.
• Lastly, a clustering technique needs to be chosen in Line 5 in order to subclassify units
based on a multidimensional propensity score. A natural choice, which we use in the
experiments of Section 5, is k-means clustering where the pairs {(eˆi,m−1, eˆi,m)} are split
in k clusters, and causal estimates are taken within each cluster. The same approach
could be applied using alternative clustering techniques (Friedman et al., 2001).
Our methodology, as described in Algorithm 1, can therefore admit a wide range of con-
crete realizations. One common characteristic of all such realizations is the use of subclassi-
fication on the propensity score for estimation of causal effects, whereas the differentiating
factor among them is the actual propensity score model that each realization entails. There-
fore, to understand the performance of of our methodology it is important to understand
how similar its causal inferences are to inferences from the true propensity score model or
from a misspecified model that ignored the treatment entanglement. In the following section
we aim to understand theoretically such similarity by evaluating the similarity in subclas-
sification of experimental units by different propensity score models, and argue empirically
that this is an adequate measure of similarity of their respective causal inferences.
4 Theory
Here, we develop theory on the subclassification similarity between propensity score models,
particularly between the true propensity score model and a misspecified one. In Sections 4.3
and 4.4 we show that such similarity can explain the difference in the causal inferences of
network propensity score models with varying degrees of misspecification.
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4.1 Subclassification similarity of propensity score models
Rosenbaum and Rubin (1983) state that poor estimation of the propensity score can intro-
duce bias into the estimation of causal effects. If two propensity score models subclassify
the units differently, the causal estimates will also be different. As such, by studying the
similarity in subclassification between the true propensity score model and a misspecified
model we also learn about the bias of the causal estimates from the misspecified model. The
following definition formalizes such similarity.
Definition 4.1 (Subclassification similarity). Let K be the number of classes, and let Sym(K)
denote the set of all possible permutations of the elements of K = {1, 2, . . . , K}. Let σ(k)
denote the element of K that k ∈ K maps to under permutation σ. Then, the conditional
subclassification similarity between models e and m given covariates X is defined as:
ζX [m, e] = max
σ∈Sym(K)
1
N
K∑
k=1
N∑
i=1
RmikR
e
iσ(k).
The subclassification similarity between models e and m is defined as ζ[m, e] = E(ζX [m, e]),
where the expectation is over the distribution of X.
Remarks. In simple terms, the subclassification similarity calculates how frequently two
models subclassify some unit in the same class. Considering permutations in the definition
is crucial because two propensity score models may look different in terms of their values but
may induce identical subclassification. For instance, suppose that m(x) = 1 − e(x). Then,
units that are grouped together under e will also be grouped together under m, even though
the individual propensity scores from the two models are very different.
Definition 4.1 satisfies several important properties that are desirable for similarity func-
tions: (i) it is normalized to takes value in [0, 1]; (b) it is symmetric, since ζX [m, e] = ζX [e,m];
and (c) it is invariant to monotonic transformations. To see this, note that Rfij = R
m
ij for
every function f(x) = h(m(x)), where h is monotone. Thus, ζX [h(m), e] = ζX [m, e]. Invari-
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ance to monotone transformations is crucial because subclassification-based causal inference,
as typified in Equation (4), is itself invariant to monotone transformations of the propensity
score, since τˆ(Y ;X,m) = τˆ(Y ;X, h(m)), for any X, Y and monotone h.
4.2 Approximate subclassification similarity
Unfortunately, ζ[·, ·] is computationally intractable because it is defined as an extremum
over a complete permutation set. Following Toulis and Volfovsky (2017) we consider an
approximate subclassification similarity function that shares the same qualities but is easier
to work with, assuming differentiability of propensity scores.
Definition 4.2. The approximate subclassification similarity, denoted by J[m, e], between
propensity score models m and e is defined as follows:
J[m, e] = |E (cos(∇m(Xi),∇e(Xi))) |, (9)
where cos(a, b) = a
>b
‖a‖‖b‖ is the cosine between vectors a and b, the gradient is with respect to
argument Xi, and the expectation is with respect to the distribution of X.
Remarks. The geometric intuition behind Definition 4.2 is that Equation (9) approx-
imates how similarly the contour surfaces of models m and e are oriented in space. For
example, at one extreme the contour surfaces are perpendicular to each other, meaning that
the two models subclassify units very differently. This is reflected in the approximate sim-
ilarity value being equal to zero (minimum possible value) since the gradients ∇e and ∇m
are orthogonal to each other. At the other extreme, the contours have the same orientation,
meaning that the two models subclassify units identically. This is reflected in the approxi-
mate similarity value being equal to one (maximum possible value) since the gradients ∇e
and ∇m are collinear. Formally, approximate similarity satisfies all three crucial properties
of true subclassification similarity in Definition 4.1, the most important being invariance
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under monotone transformations (Toulis and Volfovsky, 2017).
An analytical result for approximate subclassification similarity can be obtained if we as-
sume a parameterized propensity score modelm(x) = mβ(x) = h(x
>β), where h is monotone.
Such linear models are widely used in practice as part of the classical methodology. The
following theorem shows that the approximate subclassification similarity between mβ(x)
and the true model e(x) can be expressed as a projection of mβ onto e.
Theorem 4.3. Let e(x) be the unknown true propensity score model. Let mβ(x) = h(x
>β),
which may be misspecified, with h : R → R being a differentiable monotone function. For a
vector-valued function, g, of covariates, let ∇g denote the expected normalized gradient, that
is, ∇g = E(∇g(Xi)/||∇g(Xi)||). Then,
J[mβ, e] =
∣∣∣∇>mβ∇e∣∣∣ = |β>∇e|||β|| . (10)
If treatment is binary, then β and e(x) are connected through the moment equation:
E(
e(Xi)
h(X>i β)
h′(X>i β)
1− h(X>i β)
Xi) = E(
h′(X>i β)
1− h(X>i β)
Xi). (11)
Remarks. Theorem 4.3 shows that the approximate subclassification similarity of the true
propensity score model with some linear model depends on the projection of the parameter
vector of the linear model onto the expected normalized gradient of the true model. Ge-
ometrically, the expected normalized gradient quantifies the direction of the contours of a
function, and so the similarity of propensity score models can also be expressed as the inner
product of their orientations. When a propensity score model is linear the orientation is
fixed towards the direction of the parameter, whereas the propensity score contours are hy-
perplanes perpendicular to this direction. So, the expected cosine between the two gradients
is equal to the cosine of the expectations, which leads to Theorem 4.3.
The importance of Theorem 4.3 is that it allows us to perform a theoretical analysis
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of misspecification of classical linear propensity scores when there is entanglement. Such
misspecification is a reasonable proxy for bias in causal estimation from applying classical
methodology in entanglement settings, which we confirm empirically in Section 5. The use
of Theorem 4.3 in practice is illustrated in the theoretical and experimental sections that
follow. In particular, we consider settings where treatment entanglement is defined by well-
known network models, and then use Theorem 4.3 to understand whether a classical linear
model will subclassify units similarly or not with respect to the true model. The general
picture that emerges is that under typical assumptions the classical linear model does not
subclassify units similarly to the true model. In Section 5 we show empirically that such
dissimilarity directly translates to errors in causal effect estimation.
4.3 Inner-product network model
Consider a setting where there are no connections between units in G−, and G+ is a random
network where any two units i and j are connected with probability expit(a + bX>i Xj),
where a, b are constants and expit(u) = eu/(1 + eu) is a logistic function. Suppose that
Xi ∼ N (0, τ 2I), independent and identically distributed for every unit i.
The treatment for unit i is the difference in degree of i between G+ and G−, which implies
that Zi = di(G
+). By independence of individual covariates, it holds that
E(Zi|Xi) =
∑
j 6=i
E(expit(a+ bX>i Xj)|Xi) = (N − 1)E(expit(a+ σiZ)),
where Z is standard normal and σ2i = b
2||Xi||2τ 2. Assuming fixed τ and b without loss of
generality, it follows that E(Zi|Xi) = r(a, σi) for some function r : R × R+ → [0, 1]. A
key property of r is that it is monotone with respect to ||Xi||: when a < 0 it is monotone
increasing with respect to ||Xi||, and when a > 0 it is monotone decreasing with respect to
||Xi||—the proof of this result is given in Appendix B. The marginal propensity score for
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unit i therefore satisfies e(Xi) = E(Zi|Xi) = (N − 1) · r(a, σi). The gradient of e(Xi) with
respect to vector Xi is
∇e(Xi) = (N − 1)∂r(a,Xi)
∂||Xi||
1
||Xi||Xi.
SinceXi ∼ N (0, τ 2I) it follows that∇e = E(∇e(Xi)/||∇e(Xi)||) = sign(∂r(a,Xi)∂||Xi|| )E(Xi/||Xi||) ∝
E(Xi/||Xi||) = 0, by symmetry. Monotonicity of r with respect to ||Xi|| was therefore im-
portant in decomposing the expectation into the sign term and the E(Xi/||Xi||) term.
Ignoring the network structure of the problem will likely lead to standard linear propensity
score models, such as mβ(X) = expit(β
>X). From Theorem 4.3 we immediately conclude
that J[∇mβ , e] = β>∇e/||β|| = 0. This shows that the linear model is very different in terms
of subclassification similarity from the true propensity score model.
This agrees with geometric intuition, as depicted in Figure 3, because the true propensity
score model is spherical and the misspecified model is linear. That is, the true model sub-
classifies units across spheres defined by the norm of the unit covariates, which is depicted as
concentric spheres in the figure. The linear propensity score model mβ(x) subclassifies units
across hyperplanes with common orientation defined by vector β. Since any area between
two hyperplanes can traverse all spheres, it follows that units in the same class in the sub-
classification of mβ(x) may actually belong to very different classes in the subclassification
from e(x). Thus, the causal estimate from subclassification on mβ(x) will be significantly
biased because it includes comparisons of units that are widely different from each other.
4.4 General dyadic network model
In this section we consider a more realistic network model where the probability of an edge
between units i and j is equal to expit(a + bXij), and Xij is not necessarily decomposable
into additive or multiplicative sender and receiver effects (Hoff et al., 2002, 2013; Airoldi
et al., 2008). For simplicity, let’s assume that dyadic covariates are scalar, so that Xij ∈ R,
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true propensity score model, e(x)
propensity score model mβ(x)
β
Figure 3: The contour surfaces for the true propensity score model, e(x), are spherical
because they only depend on the norm ||x||. The contour surfaces of linear model mβ(x)
are hyperplanes oriented by vector β. The planes cut through all spheres and so units that
are classified together with respect to mβ(x) may actually belong to disparate classes with
respect to the true model e(x). This dissimilarity between the two propensity score models
is captured by the approximate similarity quantity, J[mβ, e] (of Definition 4.2), which here
attains its minimum possible value.
for every i, j. Define binary treatment Zi as having at least one new neighbor, so that:
E(Zi|Xi•) = e(Xi•) = 1−
∏
j
(1− expit(a+ bXij)),
where Xi• = (Xi1, . . . , XiN) ∈ RN can be construed as the individual-level covariates. Con-
sider an alternative linear propensity score model: m(Xi•) = expit(γ + δX>i•1/n) where γ
and δ are scalar, 1 is a column of ones and X>i•1/n is the average of dyadic covariates for
every i. This model projects the dyadic covariates to a particular summary for each unit
(here, the mean). Such projection is necessary to avoid overfitting; for example, a model of
the form m(Xi•) = expit(a+ b>Xi•) would have to fit N + 1 parameters with N data points.
The gradients for the two models, namely true model e and misspecified model m, with
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respect to the individual-level covariates are given by
∇e(Xi•) = h(Xi•)b

expit(a+ bXi1)
...
expit(a+ bXiN)
 = h(Xi•)b·expit(a + bXi•), and ∇m(Xi•) = g(Xi•)δ1,
where h and g are positive scalar-valued functions, 1 is a column vector of ones, and
expit(a + bXi•) is a column vector of expit values of Xi•, calculated element-wise. A
straightforward application of Theorem 4.3 implies that:
J [m, e] = |E(cos(∇m(Xi•),∇e(Xi•)))| =| E(cos(1, expit(a + bX)) | .
From this result it is clear that if the dyadic covariates, Xij, are independent and iden-
tically distributed, then m yields the same subclassification as e, that is J[m, e] = 1. This
is because the homogeneity and independence of Xs will make the expectation of each el-
ement of expit(a + bX) be the same, and so proportional to the vector of ones. However,
individuals are unlikely to be marginally identical, with variability coming in the form of
different means, say, to account for popularity and sociability, and variances to account for
homophily (Granovetter, 1983). In such cases we expect the subclassification of the mis-
specified model to be different that the true model, leading to bias in causal estimation. We
explore these issues in the experiments of Section 5.
5 Simulated experiments
Here, we illustrate the inherent biases of classical propensity score methodology with network
treatments. In two simulation studies we evaluate the two theoretical settings of Section 4. In
the first simulation we consider the setting of Section 4.3 where the network model depends
on the inner product of covariates. The covariates are chosen so that nodes that appear
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Figure 4: Left: The networks before (G−) and after (G+) the presumed intervention. Right:
Observed data: Xi is the covariate value for worker i; Zi is the treatment of i, i.e., the
number of new connections that worker i made in G+; Yi denotes the outcome of worker i,
where Yi = 1 if worker i switched industries after the treatment period, and Yi = 0 otherwise.
close in covariate space—essentially what a classical propensity score model attempts to
infer—are in fact very far in network space. To make this explicit, this simulation is kept
artificially small. In the second simulation we consider the much more general setting of
dyadic covariates in the network model as in Section 4.4. We illustrate that as the number
of units grows, the effects of ignoring the treatment entanglement grow as well, measured as
squared error from the true treatment effect.
5.1 Multiplicative covariates simulation
Consider five units, each having a one-dimensional covariate Xi ∈ R; the pre-treatment
network G− has no edges and the post-treatment network G+ = (g+ij) has a probability dis-
tribution such that the connection g+ij between two units i and j is an independent Bernoulli:
P (g+ij = 1|G−,X) ∝ exp(XiXj + 1.0). (12)
As before, e(l, Xi) denotes the probability that unit i makes l new connections in total. This
is a case of the dyadic network model that was analyzed in Section 4.4, where we showed
that classical propensity score methodology can be severely biased, especially in cases where
covariates have a symmetric distribution around zero.
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Our goal is to use the data shown in Figure 4 to estimate τ2 = E(Yi(2)− Yi(1)), i.e., the
causal effect of making two new connections relative to making just one. Let S(e) denote
the set of units that have similar pairs of propensity scores (e(1, X), e(2, X)). The estimator
will be of the form
τˆ e2 =Ave(Yi|i ∈ S(e), Zi = 2)−Ave(Yi|i ∈ S(e), Zi = 1), (13)
where Ave takes the average of outcomes for the units specified in its conditional statement;
for instance Ave(Yi|i ∈ {1, 2}) = (1/2)(Y1+Y2). With this formulation, we compare a method
that relies on the true propensity scores using model (12) with the classical propensity score
method that ignores the network structure, instead fitting a Poisson regression model. Based
on the data of Figure 4 the fitted propensity score model is given by:
m(l, Xi) = P (Zi = l|Xi) ∝ Pois(λi), log λi = 0.45 + 0.09Xi, (14)
where “Pois” denotes the Poisson density, and the parameter estimates are rounded to two
decimal points. Table 1 contains the estimated propensity scores for five units using Algo-
rithm 1 based on the true propensity score model in (12) and on the incorrect propen-
sity score model in (14). The tables also outline the subclassifications due to the two
models, using the estimated propensities for Zi = 1 and Zi = 2: S(e) = {1, 2, 4, 5} and
S(m) = {1, 2, 3, 4}. Unsurprisingly, the subclassifications lead to different estimates of the
causal effect: τˆ e2 = 0.5 and τˆ
m
2 = 0. In absolute value the bias is 0.5, which is substantial
because the range of estimands is in [-1, 1] as outcomes are binary.
The explanation for such bias is straightforward. The graph G+ in the data of Figure 4
is an atypical sample from its true distribution in Equation (12). In particular, unit 3 is
observed to have only one connection in G+. However, this unit has X3 = 0, which implies
that the probability that unit 3 connects to any unit is e/(1 + e) ≈ 0.73, by model (12),
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propensity for Zi = . . .
unit (i) 0 1 2 3 4 . . .
1 0.00 0.27 0.73 0.00 0.00 . . .
2 0.00 0.24 0.67 0.09 0.00 . . .
3 0.01 0.06 0.23 0.42 0.28 . . .
4 0.00 0.24 0.68 0.09 0.00 . . .
5 0.00 0.27 0.73 0.00 0.00 . . .
propensity score for Zi = . . .
unit (i) 0 1 2 3 4 . . .
1 0.37 0.37 0.18 0.06 0.02 . . .
2 0.24 0.34 0.25 0.12 0.04 . . .
3 0.21 0.33 0.26 0.13 0.05 . . .
4 0.13 0.26 0.27 0.19 0.10 . . .
5 0.02 0.08 0.15 0.20 0.20 . . .
Table 1: Propensity scores from two different models. The left panel is based on Algorithm 1
using true model (12). The right panel is based on Algorithm 1 using the misspecified Pois-
son (14). Units within dashed lines are subclassified together as having similar propensities
to receive Zi = 1 and Zi = 2. The misspecified model leads to incorrect subclassification
and, consequently, bias in causal inference.
and thus the unit should make 0.73 · 4 = 2.92 new connections in expectation; this can be
verified by computing E(Z3) in the left panel of Table 1. As mentioned earlier, the classical
methodology estimates the propensity scores conditional on the observed post-treatment
network G+, and thus underestimates the propensity scores for unit 3. Additionally, the large
number of connections of unit 5 (Z5 = 4) influences the Poisson model substantially, leading
to the association of higher covariate X values with a higher number of connections. This
contributes to underestimating the propensity scores of unit 3 because X3 = 0 << 10 = X5.
This underestimation eventually leads to wrong subclassification and biased estimates of the
causal effect.
5.2 Large simulation studies
The simulations in this section first consider the general setting of Section 4.4, and then a
generalization to probabilistic entanglement. Throughout this section, G− has no edges and
for G+ the probability of an edge is given by P (g+ij = 1) = expit(ai/2 + aj/2 + bXij), where
ai can be thought of as an unobserved measure of individual popularity (or sociability) while
Xij ∼ N(0, 1) is some dyadic covariate.
Specifically, we consider two settings where the covariates and network are symmetric
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(Xij = Xji and g
+
ij = g
+
ji) and the treatment is either (1) “making at least 1 new friend” (that
is Zi = 1∑
j g
+
ij>0
), or (2) “making more than 10 new friends” (that is Zi = 1∑
j g
+
ij>10
). In the
first simulation we generate ai
iid∼ N(−5, σ2) while in the second we generate ai iid∼ N(−2, σ2).
In both settings, as σ2 → 0, the probability of an edge approaches expit(a+ bXij) as in
Section 4.4. Finally, when we consider probabilistic entanglement, we also consider “having
at least 1 new friend” but we do not enforce Xij = Xji or gij = gji and let ai
iid∼ N(−5, σ2).
To evaluate results we follow the procedure in (DuGoff et al., 2014) and simulate outcome
data based on pre-treatment covariate information: Yi(0) = 25ai + i, Yi(1) = Yi(0) + 10,
where i are independent normally distributed errors with standard deviation σ. The ob-
served values for each simulation are Yi = ZiYi(1) + (1 − Zi)Yi(0). In Tables 2-4 we report
the Root Mean Squared Error, RMSE =
√
1
S
∑
(ÂTE − ATE)2. We report these values
when subclassifying on the true propensities and a misspecified model that estimates the
propensity score via a logistic regression with
∑
j Xij as a covariate for unit i. Additionally,
when studying the treatment “at least 10 new friends” we also demonstrate the substan-
tial improvement over the marginal model by fitting a full network model, as proposed in
Algorithm 1. In fact we use an asymmetric and misspecified model to demonstrate that
modeling the full network behavior is superior to only modeling the margin. The results of
the simulation demonstrate that misspecification via a marginal model can lead to very poor
estimation of the ATE.
5.2.1 One new friend
In Table 2 we have the results of the first simulation where the network is symmetric and
treatment is “having at least 1 new friend”. Here, we only consider the true propensity score
and the misspecified marginal logistic model. The results are reported over 5000 simulated
networks. As expected, when the ai are very different (σ
2 is large), the misspecified model
is unable to adapt to the true propensity model and so the RMSE is very large. As σ2 → 0
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the discrepancy between the two approaches reduces.
The experimental results agree with the theory of Section 4.4 from where it follows that
subclassification similarity between the true model and the misspecified linear model is
given by |E(cos(1, expit(ai/2 + a/2 + bXi•))|, where expit(ai/2 · 1 + a/2 + bXi•)) is a
N -component vector with expit(ai/2 + aj/2 + bXij) as its j-th element. Consequently,
when σ = 0 and so ai = aj, the similarity is equal to one because E(expit(a + bXij)) =
E(expit(a + bXij′)) for all i, j, j
′, since Xij are independent and identically distributed. In
this case, a simple linear model will do just fine is subclassifying units, and hence in estimat-
ing the causal effect. However, as σ increases expit(ai/2 · 1 + a/2 + bXi•)) becomes varied
with respect to i, which leads to worse subclassification, and thus more biased estimation of
the causal effect.
5.2.2 Multiple new friends
In Table 3 we report results for the general setting where treatment is defined as “having
at least 10 new friends”. Here, we not only report the results using the true model and the
misspecified linear model but also using a network model where the probability of an edge
RMSE
σ True model Misspecified model
2.0 3.41 57.05
1.0 1.43 17.71
0.5 0.94 5.26
.25 0.77 1.88
.125 0.67 0.92
.0625 0.57 0.60
.03125 0.51 0.51
Table 2: RMSE for N = 100, 5000 simulations, true model is expit(ai/2 + aj/2 +Xij); ai
are randomly generated; σ = SD(ai) and controls variation in individual propensity scores.
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RMSE
σ True model Random-effect model Misspecified model
2.0 6.6 39.9 79.1
1.0 2.5 25.6 35.1
0.5 1.3 11.9 13.3
.25 1.0 4.1 4.3
.125 0.8 1.5 1.5
0.0625 0.7 0.8 0.8
Table 3: RMSE for N = 100, 5000 simulations; true model expit(ai/2 + aj/2 +Xij); ai are
random. Random-effect model is a misspecified model for the network with a random effect
for each unit.
is a function of Xij and a random node effect (we note that this model is still misspecified).
The results of the simulation do not differ from the previous ones, but, crucially, we see
that fitting even a misspecified network model provides substantial improvement (more than
two-fold for higher variance ai) to the estimation of treatment effects when the treatments
are entangled compared to the classical linear propensity score model.
5.2.3 Probabilistic entanglement
In Table 4 we report the results for probabilistic entanglement. In this setting edges are
directed and so it is possible for person i to connect to person j (and hence be treated)
while person j does not connect to person i (and remains untreated). However, the specified
model implies that g+ij is correlated with g
+
ji and so it is reasonable that the performance
of a marginal misspecified model will be poor. Here, we report the RMSE based on the
true propensities and the misspecified model over 5000 simulated networks. We see behavior
that is very similar to the symmetric version of this simulation—when σ2 is large the true
propensities perform substantially better than the misspecified model, but when σ2 → 0, the
models become indistinguishable. In this simulation there is essentially no entanglement for
small σ2 and so the misspecified model is in fact the correct one.
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RMSE
σ True model Misspecified model
2.0 3.46 57.01
1.0 1.44 17.76
0.5 0.93 5.32
.25 0.79 1.92
.125 0.68 0.93
.0625 0.57 0.61
0.0312 0.50 0.51
Table 4: RMSE for N = 100, 5000 smulations; true model expit(ai/2 + aj/2 +Xij); edges
g+ij and g
+
ji are positively correlated (probabilistic entanglement).
6 Concluding remarks
In this paper, we introduce the notion of entanglement, and analyzed it when a network of
connections between units is observed at two pre-specified time points, and the individual
treatment is a function of the possibly endogenous network change. We showed that clas-
sical propensity score methodology ignores such treatment entanglement leading to causal
estimates that may be severely biased. To characterize the bias we used a novel practical
approximation of similarity between propensity score models, which acts as a proxy of how
similar the subclassification-based causal estimates are from the two models. By focusing
on well-known dyadic and inner-product network models describing the nature of treatment
entanglement, we showed analytically that the similarity between the classical linear propen-
sity score and the true propensity score can be arbitrarily bad, leading to invalid estimates
of the causal effects from the classical methodology. To mitigate such problems we proposed
a methodology where we take into account the network evolution during the treatment pe-
riod, over which we marginalize to calculate the correct individual propensity scores. We
illustrated our methodology on several simulated settings, which confirmed our theoretical
findings.
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It is important to note that our approach is not at odds with propensity score method-
ology, bur rather aims at fixing its problems when there is treatment entanglement. Algo-
rithm 1 summarized our proposed approach to estimate individual propensity scores cor-
rectly under treatment entanglement, leaving the rest of the propensity score methodology
unchanged. The architecture of our methodology is also modular so that different defini-
tions of treatment entanglement, and different model choices for network evolution could be
accommodated; these issues were also discussed in Section 3.
We note that the problem of treatment entanglement is different than the problem of
interference. As described in Section 2.1, interference is a statement on how an outcome of
a unit may be affected by the treatment assignment of other units, whereas entanglement is
a statement on how treatment assignment of a unit is affected by the treatment assignment
of other units. Thus, entanglement and interference could both be present in a problem.
For example, the labor outcomes of a professional worker could depend on the number of
professional connections made by other workers. This is a problem where both entanglement
and interference are present, which we will address in future work.
We also note that an additional issue with classical propensity score methodology relates
to selection on unobservables, where self-selection in treatment depends on unobserved fac-
tors. In observational studies there is a concern that covariates X that are important to
explain the self-selection into treatment are missing, and thus the propensity scores cannot
be appropriately estimated. For instance, it could be that more socialable workers make
more professional connections in our data sample. This issue is, however, largely orthogonal
to the problem of treatment entanglement. In this paper, we focused on treatment entangle-
ment because it presents methodological challenges even when all important factors are fully
observed. Furthermore, the issue of entanglement has remained unnoticed despite related
prior work in causality on networks, and an increasing interest in such problems.
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A Proof of Theorem 4.3
Theorem. Let e(x) be the unknown true propensity score model. Let mβ(x) = h(x
>β),
which may be misspecified, with h : R → R being a differentiable monotone function. For a
vector-valued function, g, of covariates, let ∇g denote the expected normalized gradient, that
is, ∇g = E(∇g(Xi)/||∇g(Xi)||). Then,
J[mβ, e] =
∣∣∣∇>mβ∇e∣∣∣ = |β>∇e|||β|| . (15)
If treatment is binary, then β and e(x) are connected through the moment equation:
E(
e(Xi)
h(X>i β)
h′(X>i β)
1− h(X>i β)
Xi) = E(
h′(X>i β)
1− h(X>i β)
Xi). (16)
Proof. By definition of model mβ, for any vector w it holds that
cos(∇xmβ(x), w) = cos(h′(x>β)β, w) = ± cos(β, w),
since h is monotone. It follows that
|E(cos(∇mβ(X),∇e(X)))| = |E(cos(β,∇e(X)))| = |E( β
>∇e(X)
||β||||∇e(X)||)| =
|β>∇e|
||β|| .
Note that ∇mβ = β/||β|| since ∇xmβ(x) is collinear with β, as shown earlier. The second
part of the theorem follows from standard theory of statistical inference. Since treatment is
binary P (Zi = 1;Xi, β) = h(X
>
i β)
Zi(1− h(X>i β))1−Zi . Let hi = h(X>i β), then we can write
the log likelihood for all units as follows: `(β;X, Z) =
∑
i Zi log hi +
∑
i(1−Zi) log(1− hi).
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Since ∇hi = h′(X>i β)Xi ≡ h′iXi, the gradient of the log likelihood (with respect to β) is
equal to ∇` = ∑i Zi h′ihiXi −∑i(1−Zi)h′i/(1− hi)Xi. For the maximum likelihood equation
we take the derivative to obtain
∑
i
Zi[h
′
i/hi + h
′
i/(1− hi]Xi =
∑
i
h′i/(1− hi)Xi
E(
Zi
h(X>i β)
h′(X>i β)
1− h(X>i β)
Xi) = E(
h′(X>i β)
1− h(X>i β)
Xi)
E(
e(Xi)
h(X>i β)
h′(X>i β)
1− h(X>i β)
Xi) = E(
h′(X>i β)
1− h(X>i β)
Xi). (17)
Equation (17) may be considered with respect to the empirical distribution of Xi in the
sample if the analysis is in the sample, or with respect to the superpopulation distribution
of units if the analysis is more general. When h = expit then h′ = h(1−h) and the equation
simplifies to E(e(Xi)Xi) = E(h(X
>
i β)Xi).
B Result for E(expit(a + σZ)) of Section 4.3
Here we analyze the function
r(a, σ) = E(expit(a+ σZ)) = E(
ea+σZ
1 + ea+σZ
),
where Z ∼ N (0, 1) is standard normal. We show that ∂r/∂σ has the opposite sign of a;
function r is monotone increasing with respect to σ when a < 0 and it is monotone decreasing
with respect to σ when a > 0. This result is sufficient for the theory to work. First, we take
the partial derivative:
∂r
∂σ
=
∫ +∞
−∞
ea+σZ
(1 + ea+σZ)2
zφ(z)dz, (18)
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where φ is the density of the standard normal. Suppose that a > 0. We claim that for every
u ≥ 0:
g(a,−u) = e
a−u
(1 + ea−u)2
>
ea+u
(1 + ea+u)2
= g(a, u). (19)
To prove this, direct algebraic manipulation of Eq. (19) yields 1 + ea+u > ea + eu, which
indeed holds for every a > 0 and u ≥ 0. From Eq. (18) we obtain
∂r
∂σ
=
∫ +∞
0
[g(a, σz)− g(a,−σz)]zφ(z)dz < 0,
where the inequality follows from Eq. (19). The case where a < 0 is symmetric.
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