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An innovative method based on the traversal of rays, originating from detected particles, through
a three-dimensional grid of voxels is presented. The methodology has as main advantage that the
outcome of the method is independent of the order of the input; the order of the cameras and the
order of the rays presented as input to the algorithm does not influence the outcome. The algorithm
finds matches in decreasing value of match quality, ensuring that globally best matches are matched
before worse matches. The time complexity of the algorithm is found to scale efficiently with the
number of cameras and particles. A variety of show-cases are given to exemplify the algorithm
for different geometries and different number of cameras. The method is designed for the tracking
of tracer or inertial particles in fluid mechanics, for which the particle size generally ranges from
O(µm)–O(cm). The method, however, does not impose a size limit on the particles.
I. INTRODUCTION
The process of calculating the 3D position based on the
views of multiple cameras is traditionally called stereo-
matching, and is based on the biological process of stere-
opsis. Though most animals have binocular vision, ex-
periments in fluid dynamics have been using more than
two cameras to improve depth perception and to provide
extra robustness and accuracy by data-redundancy, in
particular in the context of Lagrangian particle tracking
techniques [1–4] (with particles generally having a size in
the range of µm–cm). The angles between the cameras
should, however, be optimized. A small angle between
two cameras causes large errors in the estimation of the
depth. It is fairly common to put cameras at relative
angles of 90 degrees, such that one of the coordinates is
redundant, which makes matching easier. It is, though,
not strictly necessary; it can be any angle. When more
than two cameras are used, in order to minimize the error
in all directions, it is generally a good strategy to globally
maximise the relative angles between all the cameras.
In the past years, important advancements have been
done in the field of 3D multi-view reconstruction, im-
pulsed by progresses in computer vision science [5]. In
particular, situations where cameras record projective
images (with a linear correspondence between real world
views and acquired images) have reached a high level
of mathematical understanding and algorithm develop-
ments which allow to perform 3D-matching from multi-
camera recordings, with a minimum requirement of a
priori knowledge of the camera arrangement and opti-
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cal properties (so called internal and external calibration
parameters) [6–8]. In this regard the 3D reconstruction
from multiple projective views is generally considered as
a solved problem [5]. The case of non-projective views
has, however, advanced less. This is a common situa-
tion in fluid mechanics research applications, where im-
ages can be taken through multiple interfaces, with dif-
ferent shapes (non-necessarily planar), separating differ-
ent media (with different optical properties, as air-water
interfaces) et cetera, what eventually lead to strong re-
fraction effects and non-linear distorsions. For this rea-
son, 3D-view reconstruction in high-resolution fluid me-
chanics measurements (for instance in Particle Track-
ing Velocimetry (PTV)) still generally relies on accu-
rate camera calibration methods capable to handle such
non-linearities [9, 10] and to retrieve accurate correspon-
dences for each camera between each pixel and the corre-
sponding ray of light that produces an image on the pixel.
A 3D-matching algorithm then proceeds by seeking cor-
rect correspondences of rays between multiple cameras.
This manuscript is on the matching algorithm of light
rays from a set of several cameras used for 3D particle
tracking methods. In this context, the 3D position of a
particle is retrieved from the intersection of rays of light
coming from each of the cameras. These rays can be ob-
tained e.g. from Tsai’s pinhole model[11] based on the
optics of the camera and the objectives or more elabo-
rate models[10]. Like ray-tracing in computer graphics,
we will consider the rays to origin from each camera, to-
wards the detected particle—in the opposite direction of
light being scattered by a particle that is captured by a
camera. For a given particle and a given camera, this ray
r has an origin p (let’s say at the position of the parti-
cle image on the camera sensor) and a direction v. The
complexity of the problem arises when many particles
are to be tracked simultaneously with several cameras.
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2In this situation, a bundle of rays (one ray for each par-
ticle) emerges from each camera. In order to determine
the actual 3D position of all the particles, one needs to
find the set of rays that cross (or nearly cross) with each
other. To get a feeling of the difficulty of the problem,
we show an example set of rays from experiments having
slightly over 1600 rays in total, emerging from 4 cameras
at different view angles, see Fig. 1. The problem of 3D
matching can then be stated as follows: given c cameras,
each with mi rays, find sets of rays ri.j that minimize
the distance from a point to rays coming from different
cameras. Here the i index is the index of the camera and
j the index of the ray for that camera.
FIG. 1: Example of rays for the setup shown in Fig. 10a.
Gray scale bar has a length of 50 mm. A total of ∼ 1600 rays
intersect a measurement volume. Rays originating from the
same camera have the same color. Data taken from Ref. [12].
For a valid match, the rays from each set of rays
should be from distinct cameras. A simple na¨ıve ap-
proach would be to consider all possible sets and pick out
the best matches, i.e. a brute force computation. How-
ever this would lead to mc combinations to be tested. For
a typical case of 400 particles, tracked with 4 cameras,
this would lead to a large number of candidate matches
(4004 = 2.56×1010). This is computationally prohibitive
as too much time would be spent to go through all com-
binations looking for crossing or nearly crossing lines.
Various strategies can be thought of that will eliminate
the majority of these candidate matches. Classical al-
ternative strategies are generally based on epipolar ge-
ometry with projections of rays between pairs of cam-
eras [1, 3, 13], in order to reduce the dimension of space
in which crossings are to be found. The most efficient
schemes can reduce the computational need from O(mc)
to O(cm logm). However, such strategies usually oper-
ate by successive stereo-matching searches of correspon-
dences between pairs of cameras. When more than two
camera are used, this requires then either to consider one
of the cameras as a reference for the pairs (with time com-
plexity O(cm logm)), what may lead to ambiguities (as
due to imperfection of the optical models, the matches
found may depend on the choice of the reference camera)
or to consider all possible pairs of cameras (with time
complexity O(c2m logm)) and apply sophisticated com-
binatory algorithms to perform the required consistency
checks between all the pairwise stereo-matches to avoid
ambiguities. Multi-focal geometry offers an alternative
robust and efficient framework to achieve this, by build-
ing a set of linear tensors directly connecting the views
from multiple cameras [5, 7]. However this linear ap-
proach is strongly tight to the projective model generally
used to describe the cameras behavior and can hardly be
extend to more general situations where non-linear cor-
rections (accounting for instance for optical distortions)
are necessary.
Here we propose a new strategy, based on ray traver-
sal across 3D voxels, which efficiently allows to perform
the stereo-matching with an arbitrary number of cam-
eras, by combining all the cameras simultaneously, with-
out requiring pair-wise operations and consistency post-
checks and independently of the calibration model used
to construct the rays, which can be as simple as a pinhole
camera model [11] or any more sophisticated non-linear
calibration [10] giving the pixel-to-ray correspondence.
Note that we will focus here on applications of the newly
proposed matching method to PTV in fluid mechanics;
we will not discuss the calibration and tracking (i.e. the
following of matched particles over time) parts of this
technique, as they can be achieved independently. Be-
yond PTV, the present method could also be used for
the 3D reconstruction of an object by matching image
keypoints from multiple images from different angles.
II. METHOD
In this article we will focus on the traversal of rays
through a 3D array of voxels (in analogy to pixels, volume
elements) with constant spacing in each direction, but it
can be generalized to voxels with varying widths, and
even further to an octree where a (cubic) space is recur-
sively subdivided into 8 sub-cubes in order to locally re-
fine the 3D volume. For simplicity and didactic purposes,
we will consider a rather simple scenario where there are
only 3 cameras with a total of 7 rays, and where the
situation can be visualized in 2D such that it is compre-
hensible, see fig. 2.
The first step of the algorithm is to traverse the rays
through the voxels, this can be done very fast and is
linear with the number of voxels in each direction, see
e.g. Ref. [14]. During this process we will maintain a list
3Step 1 Step 2 Step 3 Step 4 Step 5 Step 6
x y Ray x y Rays Rays Rays Candidates Candidates Best fit d2
n
4 11 1.2 5 12 1.2 1.1, 2.1, 3.1, 3.3 1.1, 2.1, 3.1, 3.3 1.1, 2.1, 3.1 1.1, 2.1, 3.1 [21.7, 0.6, 0.5] 0.43
5 11 1.2 14 4 1.1, 2.1, 3.1, 3.3 1.2, 2.1 1.2, 2.1 1.1, 2.1, 3.3 1.2, 2.2, 3.2 [21.5, 8.9, 0.5] 0.44
5 12 1.2 4 11 1.2, 2.1 1.2, 2.1 1.2, 2.2 1.2, 2.1 1.1, 2.1, 3.3 [21.9, 0.0, 0.5] 0.65
6 12 1.2 6 12 1.2 1.2, 2.2 1.2, 2.2, 3.2 1.2, 2.2 2.1, 3.1 [21.6, 0.7, 0.0] 0.06
7 12 1.2 5 11 1.2, 2.1 1.2, 2.2, 3.2 1.1, 2.1 1.2, 2.2, 3.2 1.2, 2.1 [15.1, 4.7, 0.5] 0.50
7 13 1.2 7 12 1.2 1.2, 2.1 1.1, 2.1, 3.1 1.1, 2.1 1.2, 2.2 [21.6, 8.7, 0.5] 0.50
8 13 1.2 7 13 1.2 1.2, 2.1 1.1, 2.1, 3.3 1.1, 2.2 1.1, 2.1 [22.0, 0.4, 0.5] 0.50
8 14 1.2 13 16 1.2, 2.2 1.2, 2.1 1.1, 2.2 1.1, 3.3 1.1, 2.2 [30.0, 1.1, 0.5] 0.50
9 14 1.2 8 13 1.2 1.2, 2.1 1.1, 3.3 2.1, 3.1 1.1, 3.3 [21.7, -0.1, 1.0] 0.53
10 14 1.2 8 14 1.2 1.2, 2.1 2.1, 3.1
10 15 1.2 3 11 1.2, 2.1 1.2, 2.2, 3.2
… … … … … … …
319 261 46 10 9 9
TABLE I: In step 1 we maintain a list of all the traversed voxels (denoted by the x and y indices) and the ray identifier in
the camera.ray format. In step 2 the list of step 1 is grouped by the voxel indices x and y, each voxel which is traversed by
multiple rays will show multiple rays in the ray column. In step 3, we discard each voxel which is only traversed once because
we need at least 2 rays (from different cameras) in order to get a match. In case there are more cameras we can require e.g.
at least rays from 3 different cameras. We also discard the voxel indices, as they are no longer needed. In step 4 we remove
any duplicates from list the list of step 3. For each list of rays, we expand it in to all subsets i.e. 1.1, 2.1, 3.1, 3.3 is
expanded to two tuplets: 1.1, 2.1, 3.1 and 1.1, 2.1, 3.3, after this ‘expansion’ we remove again all the duplicates, the
result is shown in the list of step 5. In step 6 we calculate the point which gives the position of the best match for each tuplet
of rays, and the square root of the mean square distance is given (the matching error). This result is then sorted by number of
rays (descending), and then by the error (ascending). Note that in real measurements the voxel indices are in 3D: x, y, and z.
The last step is to pick matches from the top working down, while making sure each ray is only matched once.
of all the voxels traversed, denoted by the two indices x
and y (and z in real experiments), along with the ray
who traversed it, see step 1 of Table I. Furthermore, we
also add all the neighbours of the visited voxels (here we
use a `1 norm of 1 giving 6 neighbours: left, right, above,
below, front, back). Such that these rays allow for some
‘play’ during the matching. For our near-2D toy-problem
shown in Fig. 2, we have 319 voxels that are visited. Our
first element in the list is x = 4, y = 11, and Ray = 1.2
meaning that ray 2 from camera 1 has visited the voxel
with horizontal index 4, and vertical index 11.
The second step is to gather, for each voxel, what rays
have traversed through that voxel, see step 2 of Table I.
One can see that a lot of voxels will have only a single
ray that traversed them, but there are some, for example
the second entry of the list, that is visited by four rays.
This combining operation (akin to ‘group by’ in SQL)
can be done in O(n log n) time where n is the number of
elements in the list; first the list is sorted by cell indices x
and y in O(n log n) time, and then one can walk through
the sorted list ‘cutting’ the list in ‘grouped’ sublists in
O(n) time.
The third step is to remove entries from the list which
are visited by only a single camera; for 3D matching we
need information from at least 2 cameras in order to get
a 3D coordinate. This step can be done in O(n) time.
With our toy-problem we have now 46 elements in the
list. Note that we can also discard the voxel indices as
they are not needed any more, they were only needed in
order for step 2 to combine the rays, or physically, to
‘compute’ which rays are close to each other. The list of
step 2 shows the cell indices only for explanation purposes
but it could have been removed already during step 2.
Note that the selection criterium can be generalized in
the case one uses many cameras, one could e.g. require
that at least 3 rays from different cameras are needed for
a match, this would further prune the list.
The fourth step is to remove any duplicates from the
list of step 3. This can be done efficiently by first sorting
the list of lists of rays in some canonical order (e.g. small
lists before long lists, and lists with equal length are or-
dered first by each first ray, then by the second ray, and
so on, equivalent to a phone book where names have dif-
ferent lengths and the names are sorted first by the first
character, then the second character and so on.), this
sorting operation can be done in O(n log n) time. Now
we can again walk through the sorted list and only keep
an element if the one before was not the same, this can
be done in linear time O(n). Note that during step 2
we sorted the rays for each entry, this makes this sorting
and deleting duplicates much easier. We are left with 10
entries in our list.
In the fifth step we extract all possible candidate from
each of the set of rays. In general this means that
the rays are grouped by camera, and then the Carte-
sian product is applied to get all the tuples of possible
candidates. To exemplify, say that we have an entry:
1.1, 1.2, 2.1, 3.1, 3.2 this would give 2 possibilities
for camera 1, 1 possibility for camera 2, and 2 possibil-
ities for camera 3 or a total of 4 combinations of candi-
dates ({1.1, 2.1, 3.1}, {1.1, 2.1, 3.2}, {1.2, 2.1, 3.1},
and {1.2, 2.1, 3.2}). For our toy-problem we can see
that the first entry of step 4 is expanded in to 2 possible
candidate matches (the first two entries of step 5).
In the sixth and penultimate step we calculate the
point for which the average of the square distances is
minimum for each candidate set of rays. This can be ef-
ficiently solved using a set of linear equations (3 of them
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FIG. 2: Top: 7 rays of light are traversing through a 2D slice
of a 3D voxel-array, rays 1.1, 1.2, 2.1, and 2.2 are moving par-
allel to the plane of the slice, while 3.1, 3.2, and 3.3 (denoted
by a ×) are perpendicular to plane. We expand the traversed
voxels one neighbour in each direction, see the light-shaded
voxels. First digits of each ray signifies the index for the cam-
era, and the second index is the index for that ray. Bottom:
For each voxel we show how many different rays traverse that
cell. The axes show the horizontal and vertical index of the
voxels. Each voxel is identified by their horizontal and vertical
indices.
to be precise, one for each coordinate) that can be solved
using standard matrix algebra, see Fig. 3 for an illustra-
tion for the case of 4 rays. For this point we calculate
the root mean square value of the distances from this
point to the rays (matching error); a smaller value means
the rays cross more closely; a better and more probable
match. Finally these candidates are sorted, first by num-
ber of rays in descending order (matches with more rays
are more reliable than matches with less rays), and then
by matching error in ascending order (smaller error is
better). See the list in step 6 of Table I.
The last step would be to walk through the list of can-
didates, starting from the top, and picking each of them
for which the rays are not matched before. A na¨ıve ap-
proach would be to remove all future entries which has
one of the rays of the accepted candidate, however this
FIG. 3: Example of closest point to 4 rays (shown in red,
green, blue, and yellow) minimizing the sum of the square
distances (shown in black) between the rays and the point
(shown as a gray sphere).
would lead to O(n2) time scaling which is unfavourable.
We can do this more efficiently by keeping a hash map
(hash table) which records the number of times a ray
is used. This allows for fast insertion, looking up, and
modification of the number of times a ray is used. This
leads to an algorithm that scales with time as O(n) on
average, and with a worst-case of O(n log n). Note that
the current implementation of the algorithm already al-
lows for multiple matches per ray if needed; for a high
particle density system particles can occlude the field of
view such that particles appear to overlap in an image
which then results in the creation of a single ray. Our
code allows for matching each ray multiple time if needed.
This, of course, should be used cautiously as it has the
potential to result in so-called ghost particles. Different
strategies can be implemented, prioritizing the number
of cameras, the error, or the number of cases it is used.
Also different strategies can be implemented such as the
strategy proposed by Tan et al. [15] which includes the
use of a so-called preference vector P . Additionally one
could include the associated particle size in finding the
best match in the selection procedure. The algorithm
is flexible and can be optimized for different goals (best
matches, most cameras used, least ghost et cetera).
As one can see, most of the steps have O(n log n) time
complexity or better, where n is the number of traversed
voxels. We can safely assume that the number of tra-
versed voxels scales linearly with the number of rays (and
independent of the number of cameras). We do, how-
ever, have to consider the size of the voxel. The voxels
should be equal or larger than the maximum distance
5we allow as ‘error’ for our matching. If we allow for a
maximum distance of (say) 1 mm, we need to make sure
that all the voxels within a neighbourhood of 1 mm from
the ray are also traversed, this is done by also traversing
the neighbours, see the light-shaded voxels in Fig. 2. It
ensures us that matches with errors twice this 1 mm will
not occur, as two (or more) rays that are more than twice
the distance away from each other will not traverse the
same cells. It is therefore not a good idea to introduce a
smaller voxel size than this distance in combination with
a larger neigborhood of say 2 in `1 distance in order to
fulfil the requirement of maximum distance. This would
just lead to more duplicate entries in the lists of steps 2
through 4. For speed and memory reasons we do have
to make a compromise in the choice of our voxel spac-
ing. A very fine spacing will give much better pruning in
possible candidates (the list of step 5) but memory us-
age and time consumption will be high in the first steps
as more cells are traversed; the n in the aforementioned
time complexity measures will increase inversely with the
voxel size. However, if we make the voxel very large, say,
in the extreme case, 1 voxel that fills the entire volume,
then all the rays will traverse this single voxel, so the list
of step 1, 2, 3, and 4 will be of length
∑
imi, however
the length of step 5 will be
∏
imi, and will scale as m
c,
where m is the number of particles and c the number
of cameras; this is our na¨ıve approach of trying out all
combination of rays. And optimum is to be found with a
voxel size (and maximum distance) for which the entries
in steps 1 through 4 are manageable, while the number
of candidates in step 5 is also kept manageable.
III. TIMING
In order to find the optimum number of divisions, we
will consider an artificial experiment with 256 randomly
placed particles in a cubic volume with sides of length 1.
We will add 4 virtual cameras, and position them around
the volume in a tetrahedral configuration. For now, we
will consider a perfect arrangement of pinhole cameras
such that the virtual rays are perfectly going through
the virtual particles. For simplicity we will keep the vox-
els cubic, and vary the voxel size in all three direction
simultaneously and time the duration of the execution,
see Fig. 4. During step 3 we have only kept voxels which
are visited by at least 3 cameras.
It can now clearly be observed that we find a certain
number of divisions of the volume (that determines the
voxel size) for which the duration of the algorithm is
minimum, in our configuration it is 68 divisions. Such a
minimum could be found automatically for a real mea-
surement by e.g. a golden-section search, before process-
ing the entire recording. We can repeat this procedure for
different number of particles, see Fig. 5. One can see that
the same balance can be found for all datasets of different
number of particles. As expected, the optimal number of
divisions (d) increases with the number of particles (m).
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FIG. 4: Time consumption as a function of the number of
divisions of the voxel grid for 256 particles and 4 cameras. The
fastest execution was found for 68 divisions (shown in red),
balancing the cost of traversing many voxels (large number
of divisions) and having many candidates (small number of
divisions). Error bars are based on repeated timings.
We find that d ∝ m0.461±0.005 for a 95% confidence level.
The number of cells traversed, for optimal timing (and
therefore divisions), scales therefore as n ∝ m1.461±0.005.
In Fig. 5 the optimal computing time as a function of
number of particles is shown. It is found that the time
t scales as t ∝ m1.429±0.006 for a 95% confidence level.
Which is close to the m1.461 scaling that was predicted
above. The scaling of m1.429 means that doubling the
number of particles results in only 2.7× more processing
power.
IV. PERFORMANCE
A. General considerations
Next, the performance of the matching algorithm will
be tested by randomly disturbing the particles in 3D for
each camera. This causes the rays not to perfectly in-
tersect, in order to mimic optical imperfections, which
are unavoidable in a real PTV experiments. We artifi-
cially perturb the synthetic particles up to a distance δ
by generating a random vector inside a ball of radius δ
(uniformly sampled in the volume of the ball). This is
done for each camera for the case of 256 particles situ-
ated inside a cubic region, observed by 4 cameras in a
tetrahedral configuration. We compute the average dis-
tance between every particle and its closest neighbour as
seen by the camera which is denoted by 〈dclosest〉. When
δ/ 〈dclosest〉 ≥ 0.5 the particles can be disturbed so much
that they can (on average) start ‘touching’. In Fig. 6 we
show the matching statistics for 50 frames of 256 ran-
dom particles, perturbed for a variety of disturbances δ.
It can be seen that if the particles are mismatched 20%
of the mean inter-particle distance more than 90% is still
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FIG. 5: (Top) Timing as a function of number of divisions
for several number of particles for 4 cameras. The number
of particles are indicated in black for each dataset. For each
dataset the minimum is marked with a black point. (Bottom)
Optimal timing as a function of the number of particles for
a 4 camera arrangement. The time is found to scale as t ∝
m1.429±0.006. The prefactor will depend on e.g. the computer,
the exact distribution of the particles, the implementation et
cetera. Top axes is the equivalent particle density for a typical
1 megapixel image, given in particles per pixel.
correctly matched. Note that this highly depends on the
arrangement of the cameras, the shape of the measure-
ment volume, and if the particles exhibit clustering.
To prove that our method is independent of the num-
ber of divisions we perform a synthetic test for a variety
of disturbances δ for 10 frames of 4 cameras with 256
particles, for a variety of voxel sizes. As said before, the
choice of voxel size has to be chosen carefully in the sense
that it should not be smaller than the expected distur-
bance of the particles in an experiment. In such a case
we can not guarantee that the traversed voxels overlap
for each of the rays. So for a certain disturbance we
have a lower limit on the voxel size (or an upper limit
on the number of divisions). Note that for the case of
perfect rays, without a disturbance, the number of di-
visions does not matter, the result is always the same,
though the time and memory use can vary greatly. The
results of our synthetic test that confirms our statement
is shown in Fig. 7. We see that all the curves overlap,
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FIG. 6: (Top) Synthetic matching performance benchmark
for 50 frames of 256 particles with random disturbances δ
normalized by the average normal distance between adjacent
particles 〈dclosest〉. 4 cameras are used in a tetrahedral con-
figuration. δ/ 〈dclosest〉 = 0.5 corresponds to the case that,
on average, the random disturbance of particles are such that
neighbouring point can touch. (Bottom) Same as above but
for a single frame and 50000 particles. For both graphs the
top axes are scaled such that the disturbances are expressed
as the equivalent number of pixels for a typical 1 megapixel
image for 256(Top) and 50000(Bottom) particles.
such that the accuracy is independent of the number of
the divisions. We note that each of the curves ends at
a different δ such as to fulfill the requirement that the
voxel size should not be smaller than the disturbance.
B. Comparison
In this section we compare it to classic methods that
rely on matching rays (or equivalently particles) based
on pairs. Various different approaches and algorithms
exist, but the general description is as follows: 1 a ray
(particle) is selected in one of the cameras, 2 this ray
is matched (either by projection on images or directly
in 3D) to a ray or multiple rays on another camera, 3
this is continued for each of the cameras until there is
a reasonable match. This can be done by adding ad-
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FIG. 7: Accuracy of the matching as a function of the distur-
bance for a variety of divisions. For each disturbance δ and
for each number of divisions we look at 10 frames of each 256
rays for each of the 4 cameras. The average performance of
perfect matches is shown. All the curves perfectly overlap.
Note that for large disturbances one can not choose too many
divisions as the expanded voxels would not overlap in 3D (see
Fig. 2). Top axis indicates the equivalent disturbance for a
typical 1 megapixel image with 256 particles.
ditional rays to each match so going from a single ray
to pairs, to triplets, to quadruplets etc., or by looking
for pairs of cameras and then combining these results.
4 This match (and the corresponding rays (particles))
are excluded and the process is iterated until all rays are
matched. This iterative nature of the algorithm has some
downsides as the order of the rays which are chosen on
the first cameras may influence the output, but also the
order of the cameras can change the outcome. Several
refinement strategies exist to (partially) negate this ef-
fect, but these can be computationally expensive. We
compare our code to the above-described algorithm by
selecting the ‘first’ ray from camera 1, finding the best
matching ray in camera 2, using this pair we select the
best matching ray in camera 3 to form a triplet, and
then to select the best ray in camera 4. These rays are
then removed from the pool of rays, and the algorithm
is repeated until no rays are left. We also implement
an improvement on this algorithm, where, after this first
run, only the best 10 (or 5) matches get selected, the
remaining rays get shuffled, and then the algorithm is
rerun to select another 10 (or 5) best matches, and this
is repeated until no rays are left. Note that the perfor-
mance of the algorithm depends on how the shuffling is
done, and therefore the process is done for a 100 frames
and the average performance is reported. We test both
algorithms for 100 frames for the case of 4 cameras and
100 particles randomly positions in a spherical domain,
see Fig. 8. It can be seen that the voxel-based matching
algorithm gives best performance compared to the tested
pair-based matching algorithms.
C. High particle count
We also stress-test our method for the case of high
number of particles like is done for related algorithms
like shake-the-box [15, 16]. Note that in that method
the tracking is done together with the matching, and it
‘works’ directly on the images, while our method does
not use information from previous frames, knowledge of
the optics, or the camera arrangement and works solely
on the rays. All our test were performed on a standard
laptop which limits us to 50000 particles in the current
implementation of the algorithm due to a peak memory
consumption of 29 GB. For 50000 particles randomly
placed in a cube observed by 4 cameras in a tetrehedral
configuration, we used 758 divisions in each direction.
The total number of voxels traversed is of the order of
850 million, while the number of candidates matches is
of the order 16 million. This also shows the difficulty
of this method for high number of particles as all the
traversed voxels have to be in memory. We show the
performance of the method in the bottom of Fig. 6. Note
that for 50000 particles spread on a typical 1 megapixel
image the average separation between particles is roughly
2.2 px. Particles can be detected with sub-pixel accuracy,
and the error can be smaller than 0.1 px by utilizing the
intensity of the neighbouring pixels to find an improved
estimate of the centroid of the particle. Even for 0.4 pixel
disturbances we find the performance to be above 90%.
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FIG. 8: Synthetic matching performance for the case of 100
particles observed by 4 cameras in a tetrahedral configuration.
Average performance of a 100 frames. Classical algorithm is
described in Section IV B. The refinements are done for the
best 5 and the best 10 matches.
V. MEMORY
We now focus on the memory usage. We set up a syn-
thetic case of 256 particles seen by 4 cameras in a tetrahe-
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FIG. 9: Memory and time usage for the case of 256 particles
observed by 4 cameras for varying number of divisions. The
dark gray region shows the optimal selection for the number
of divisions. The user can either optimize for memory by se-
lecting around 52 divisions, or optimize for speed by selected
around 68 divisions in each direction. Going outside this re-
gion will increase both the time and memory needed to run
the code. The error bars are based on repeated runs on the
same hardware.
dral configuration. We vary the number of divisions over
a wide range and monitor the time and memory used by
the program, more specifically it is set-up to monitor the
so-called maximum resident set size, see Fig. 9. We ob-
serve that both the memory consumption and time con-
sumption show an optimum. However, these are slightly
shifted, which is expected as storing the traversed vox-
els and the candidates has a different memory ratio then
the time-ratios for the time taken for traversing through
the voxels and going through the candidate matches—
the algorithms used have different memory and time de-
pendencies. For the user it is best to select the num-
ber of divisions in the gray area, optimizing for memory
(around 52 divisions) or for speed (around 68 divisions).
These numbers will of course depend on the exact im-
plementation and the programming language(C++11),
the compiler(GNU++11), the operating system(macOS
Catalina), the hardware, the number of particles (256)
and their arrangement, and the number of cameras(4)
and their arrangement, where the values in parentheses
are the parameters used for this publication.
VI. EXAMPLES
The above matching algorithm has already been suc-
cessfully applied to a variety of geometries with differ-
ent number of cameras. We note that the tracking of
the particles was done separately with standard particle
tracking algorithms [17, 18]. We will go over several of
the use-cases:
The code, as described above, has been used in the
Twente Water Tunnel facility [19], which is a vertically
oriented water tunnel that is 8 m tall, which has an active
grid to create near homogeneous isotropic stationary tur-
bulence. It was used to track millimetric bubbles in 3D
using 4 high-speed cameras, see Ref. [12] and Fig. 10a for
an overview of the measurement section and the camera
arrangement. An example trajectory, colored by its hor-
izontal speed, of one of the bubbles is shown in Fig. 10b.
The code was also slightly modified to work in the
Taylor-Couette geometry. For this case the rays stop
traversing once it hits the inner cylinder or leaves the
setup again, and candidate matches are only allowed if
they are located between the cylinders. Tracking parti-
cles in a Taylor–Couette geometry warrants full optical
access from the side, we have therefore chosen to per-
form these experiments in the Boiling Twente Taylor–
Couette facility [20] as the outer cylinder is constructed
from transparent PMMA. To track particles around the
inner cylinder a large number of cameras are needed, we
have therefore used 8 high-speed cameras all around the
inner cylinder. We have selected 30 large trajectories for
the case of counter-rotating cylinders fi = −0.4fo and
Re = 8× 104 with finite-size neutrally-buoyant particles
of 3 mm diameter to be visualized, see Fig. 10c. The
color of the trajectories represent the velocity magnitude
of the particles.
Another use-case is for the measurements of a tur-
bulent jet. Here 3 high-speed cameras were used to
track neutrally-buoyant tracer particles of 250 µm in
size, see Fig. 10d. Lastly, the algorithm is also already
used in Rayleigh-Be´nard convection experiments to track
tracer particles and in the Lagrangian Exploration Mod-
ule [21] at the E´cole normale supe´rieure in Lyon to track
neutrally-buoyant particles for which publications are in
progress.
VII. CONCLUSION
In conclusion, we have explained a new fully scalable
(with regard to the number of cameras used) algorithm
for finding matches of rays, the results of which can be
used for Particle Tracking Velocimetry (PTV) or 3D re-
construction. The main advantage over other algorithms
is that the order of cameras and the order of the rays
(detected particles in 2D) do not influence the outcome.
Another advantage is that it will first find the globally
best match, rather than a greedy algorithm (locally opti-
mal choice). Moreover, the algorithms shows good time
scaling as the number of cameras and particles increase.
We have shown several use-cases with different geome-
tries and with different number of high-speed cameras,
however this algorithm is not limited to those geome-
tries, as it could also be used to track particles (bubbles,
droplets) in geometries such as pipes, von Ka´rma´n flow,
oscillating grid turbulence setups, or the V-ONSET [22].
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FIG. 10: (a) Measurement section of the Twente Water Tunnel with a cross section of 45 cm× 45 cm. Four Photron 1024PCI
cameras view a common volume in the center of the tunnel. (b) Trajectory of a bubble (colored by its horizontal speed) tracked
during 595 frames (corresponding to a duration of 2.38 s) at Reλ = 230. Figure adapted with permission from Mathai et al.
[12]. Copyright 2018 by the American Physical Society.. (c) Trajectories of 3 mm density-matched spheres (color by its speed
|~V |) in counter-rotating Taylor Couette turbulence with fi = −0.4fo and Re = (2pifiri − 2piforo)(ro − ri)/ν = 8 × 104. Data
is obtained by combining 8 high-speed cameras. Inner cylinder has a diameter of 150 mm. (d) Visualization of a 1000 tracks
of a turbulent jet with particles obtained from tracer particles detected by 3 cameras. The box has sides of 50 mm.
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