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Abst rac t - -We present a new parallel algorithm for computing N point lagrange interpolation on 
an n-dimensional hypercube with total number of nodes p = 2 n. Initially, we consider the case when 
N = p. The algorithm is extended to the case when only p (p fixed) processors are available, p < N. 
We assume that N is exactly divisible by p. By dividing the hypercube into subcubes of dimension 
two, we compute the products and sums appearing in Lagrange's formula in a novel way such that 
wasteful repetitions of forming products are avoided. The speed up and efficiency of our algorithm 
is calculated both theoretically and by simulating it over a network of PCs. (~) 2006 Elsevier Ltd. 
All rights reserved. 
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1. INTRODUCTION 
Interpolation techniques play a very vital role in the field of numerical analysis where it is required 
to predict a value of a function based upon the known tabulated values. Consider for example, 
the computation of trajectory of a rocket flight, where Euler's dynamical equations of motion are 
solved to compute its position and velocity vectors as specified time during the flight. Suppose 
under some conditions if we require the position and velocity vector at some intermediate times 
then instead of solving the dynamical equations we can use the Lagrange's interpolation tech- 
niques to get the desired values. Formally for a given set of data points (x~, yi) i = 1, 2 . . . .  , N 
and a va lue x ¢ xi ,  i = 1, 2 , . . . ,  N def ine 
N 
F(x) = E y~Li(x), 
i=l 
where Li(x) = 1-I~=l(x -x j) / (x i  -x j ) ,  j ~ i are called Lagrange's polynomials. 
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Recently, there has been considerable interest in devising efficient parallel algorithms for La- 
grange's interpolation on various architectures. Goertzel [1] has presented a parallel algorithm 
for Lagrange interpolation on a processor tree with ring connections. The algorithm, however 
is slightly wasteful in that the terms (x - xi) are computed over and over again by different 
processors. Sarbazi-Azad et al. [2,3] have proposed a parallel algorithm for computing an N = n! 
point Lagrange interpolation over an n-star graph (n > 2) (having n! vertices). The algorithm is 
time optimal and requires O(N + n log n) communications and arithmetic operations. Sen Gupta 
et al. [4] have presented a parallel algorithm for N data points using N × (2n - 1) number of 
processors where N = 2 n arranged as a two-dimensional rray having (2n-  1) rows and N 
columns. This algorithm requires O (N / log  N) time using O (N log N) processors. This idea is 
also extended to the case when only O (plogp) processors are available with p < N. However, 
no communication aspect is taken into account. More recently, Sarbazi-Azad et al. [5,6], respec- 
tively, have introduced parallel algorithms for computing an N -- k n point Lagrange interpolation 
on k-ary n cubes and N = n2 ~ point Lagrange interpolation on n-dimensional CC cycles. The 
performance of the algorithm is computed theoretically by calculating speed up for various values 
of 3, where V is the time taken for communicating message between two adjacent nodes. 
2. LAGRANGE INTERPOLAT ION 
ON A UNIPROCESSOR 
Given a set of N data points (xl, Yl), (x2, Y2) ,  • • . ,  (Xg, YN) the N-point Lagrange's interpolation 
formula [7] is given by 
N 
(2.1) F(x )  = H (x) E (x - xi)II '  (xi)'  
i----1 
where H(x) = (x - x l ) (x  - x2)...(x - Xg) ,  x l  < x2 < ""  < Xg .  Equation (2.1) evaluates the 
value of F(x )  at an arbitrary point x E [xl, XN], such that x ¢ xl, x2,. . . ,  xN. 
SEQUENTIAL ALGORITHM.  
Input : X,X l~X2, . . .  ,XN; Y l ,Y2 , . . .  ,YN 
Initialize : Product = 1; F(x )  = 0; 
for j = 1 to j = N in steps of 1 do: 
{ 
Product = Product * (x -x j )  
} 
for j ---- l to j -- N in steps of l do: 
{ 
P=I  
fo r i=Nto i> j ins tepsof ldo :  
{ 
ai j  ~ x j _x  i 
P = P * a i j  
} 
for i --- l to i < j in steps of l do: 
{ 
ai j  ~ - -a j i  
P = P • a~j 
} 
Product • yj 
= F(z) + 
(x - x j )  • P 
} 
Output F(x )  
Note that in the above algorithm, repeated of computation of terms xi - xj is avoided. 
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Figure 1. The sequence of processors Pie, 1 <~ g ~ 4 in the subcube i, 1 ~< i <~ s 
taken in the counterclockwise order and starting from the bottom left corner in the 
four-dimensional hypercube. 
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3. THE PARALLEL  ALGORITHM 
We have chosen the underlying architecture as hypercube of dimension n. It is well known 
that a n-dimensional hypercube is an extremely versatile machine which is readily available 
commercially. A hypercube of dimension  or binary n-cube, consists of p = 2 '~ nodes numbered 
by n-bit binary numbers, from 0 to 2 n - 1 and interconnected so that there is a link between two 
processors if and only if their binary labels differ by exactly one bit (for details see [8]). 
CASE I. p =- N. We first consider the case when the number of processors p = 2" (n >1 3) of the 
hypercube is same as that of input points which is N. Divide the p processors into s subcubes 
where s = 2 n -2  and each subcube s is of dimension two. Denote by P~, the processor l, 1 ~< l ~< 4 
in the subcube i, 1 ~< i ~< s taken in counterclockwise order and starting from the bottom left 
corner. 
Then, each subcube i, 1 4 i ~< s has four processors P~ 1 ~< g ~< 4. Thus, each Pie 1 ~< i ~< s; 
1 ~< g ~ 4 initially has the data points x4(i_l)+e , Y4(i-1)+e, and x. 
ALGORITHM I. 
Step 1: By use of multinode broadcast [8] every processor P~, 1 ~< l ~< 4 in the subcube i, 
1 4 i ~< s receives the data points x4(~-l)+y, 1 ~< j ~< 4, Y4(i-1)+~, and x. Note that 
multinode broadcast can be done in parallel for each i, 1 ~< i ~ s. 
Step 2: Compute in parallel for all i and ~, 1 ~< i ~< s; 1 ~< ~ ~< 4, 
4 
A.  = 1-I (a.1) 
j= l  
4 
B.  = I I  (a.2) 
j= l  
Step 3: For each i and l, 1 ~< i ~< s; 1 ~< g ~< 4 processor Pi~ transmits the value of the 
product B~e and x4(~-l)+~ to each processor Pk~ 1 ~ k ~< s, k 7ti. (Alternatively, for 
all ~ and i, 1 ~< g ~< 4; 1 ~< i <~ s Pie receives product Bke and x4(k-1)+~ from each 
Pke,1 ~< k ~< s k ~ i.) This will be done in parallel for 1 ~< i ~< s; 1 ~< / ~< 4. 
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Step 4: Compute in parallel for all g and i, 1 ~< g ~< 4; 1 ~< i ~< s 
4 
A~kt = 1-I (X4(k-~)+~ -- x~(i_~)+y), 
j= l  
l< .k<.s ,  k¢ i .  
Step 5: For each g and i, 1 ~ 2 ~< 4; 1 ~< i ~ s processor Pie transmits A~t to Pke, 1 <. k <. s, 
k ¢ i. (Alternatively, for l and i, 1 ~ 2 ~ 4; 1 ~< i ~< s processor Pit receives Ai~ 
from each Pke, 1 ~ k ~ s, k ¢ i.) Again, this will be done in parallel for all i and 2, 
1<~i~<s;1~£~<4.  
Step 6: Do in parallel for all i and 6, 1 ~ i ~ s; 1 ~ ~ ~< 4. 
6.1. 
Ai*e = A~t 1=I Ai~. (3.3) 
f ~  
k=l  
ky£i 
6.2. 
Step 1: 
Step 2: 
$ 
Bi*~ = Bit r I  Bkt. (3.4) 
k=l  k#i 
Step 7: Compute in parallel for all i and g, 1 ~< i ~< s; 1 ~< 2 ~< 4, 
Cit = Bi*eYa(i-1)+t 
A*t(x - x4(i-1)+t)" (3.5) 
Now, each processor Pit, contains the value Cit, 1 <~ i <. s; 1 <~ g <~ 4. 
Step 8: Compute F(x)  = ~-~i ~-~t Cir. This can be achieved in log2(p ) steps. 
CASE II. p < N. Divide p processors into p/4 = 2 n-2 = s subcubes. We also assume that N is 
exactly divisible by p. The N input data points are distributed among p processors o that each 
processor p has Nip  = q data points. Denote by Pit the processor 2, 1 ~ 2 ~< 4 in the subcube i, 
1~< i ~ s. Pie, 1~< i ~ s; 1 ~ 2 ~< 4 has data points X[4i+g_5]q+m, Y[4i+£-5]q+m 1 ~ m ~ q and x. 
ALGORITHM II. For 1 ~ i ~ s; 1 ~< g ~ 4, let Air, Aikt, Air,* Cit be one-dimensional rrays with 
maximum size q. Denote by Xit, the q-tuple (x[4i+l-5]q+l, x[4i+l-5]q+2,..., x[4i+t-5]q+q). 
By use of multinode broadcast [8] every processor Pit, 1 <~ 2 ~< 4 in the subcube i, 1~< i ~< s 
receives the vectors Xij, 1 ~< j ~< 4. Note that multinode broadcast can be done in parallel 
for i, 1 ~< i <~ s. In addition to these vectors, Pit, 1 ~ i ~< s; 1 ~< 2 ~< 4 has data points 
y[4~+t-~]q+m 1 ~ m ~ q and x. 
Compute in parallel for all i and 2, 1 ~< i ~ s; 1 ~< g ~< 4, 
4q 
= l-[ (xm-  x4(i-1)q÷j), 
j= l  
j~m--4(i--1)q 
m = (4i +t -  5)q + 1 , . . . , (4 i  ÷£-  5)q + q, 
4q 
Bit = H(x  - x4(i_l)q+j). 
j= l  
(3.6) 
(3.7) 
Step 3: For 6, 1 ~< g ~< 4 and i, 1 ~< i ~< s processor Pi~ transmits the value of the product Bit 
and the vector Xiz to each processor Pkt, 1 ~ k ~ s, k ~ i; 1 ~ g ~ 4. (Alternatively, for 
all l and i, 1 ~ g ~< 4; 1 ~< i ~ s Pie receives product Bk~ and vector Xkt  from each Pkt, 
1 ~ k ~ s, k ~ i.) This will be done in parallel for all i and 6, 1~< i ~ s; 1 ~< g ~ 4. 
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Step 4: Compute in parallel for all i and g, 1 ~< i ~< s; 1 ~ g ~ 4, 
4q 
A~ke[m] = [ I  (xm - xa(~-l)q+j)l < k ~< s, k ¢ i; 
j= l  
m = (ai + ~ - 5)q + 1 , . . . ,  (4i + ~ - 5)q + q. (3.8) 
For l<~i<~s;  1~<g~<4; l<~k<~s,k¢i,  let 
A~t = (A~t{(4 i  + g - 5)q + 1}, . . . ,  A~l{(4i + g - 5)q + q}. 
Step 5: Then, for i and g, 1 ~< i ~< s; 1 ~< g ~< 4 processor Pit transmits A~t 1 ~< k ~< s, k ¢ i 
to Pkt. (Alternatively, for g and i, 1 ~< g ~< 4; 1 ~< i ~< s processor Pit receives Aikt from 
each Pkt, 1 ~< k ~< s, k ¢ i.) Again, this will be done in parallel for all i and g, 1 ~< i ~< s; 
Step 6: Do in parallel for all i and g, 1 ~< i ~< s; 1 ~< g ~< 4, 
A*t[m ] = A,t[m] f l  
k=l k¢i 
A~t[m], m = (4i +g-  5)q + 1 , . . . ,  (4i +g-  5)q + q, (3.9) 
Bi* t = Bit H Bkt. 
k=l  
k~i 
Step 7: Compute in parallel for all i and g, 1 ~< i ~< s; 1 ~< g ~< 4. 
Cit[m] = Bi*~ ym (x - Xm) AS[m ]' m = (4i +g-  5)q + 1 , . . . ,  (4i + g -  5)q + q. 
Step 8: On each processor Pie, 1 ~< i ~< s; 1 <~ g ~< 4 compute in parallel, 
q 
Cit = Z Cit[m], m = (4i + g -  5)q + 1 , . . . ,  (4i + g -  5)q + q. 
m~l  
Step 9: Now, each processor Pie contains the value Cit, 1 ~< i ~< s; 1 ~< g ~< 4. Compute 
F(x) = E E c , t .  
i t 
This can be achieved in log 2 (p) steps. 
(3 .1o)  
(3.11) 
(3.12) 
4. T IM ING EST IMATES 
We assume a simple model for timing both arithmetic operations and interprocessor commu- 
nication. For arithmetic operations, we shall assume that it takes time a units to execute any 
operation consisting of an addition, multiplication, or division. For communication, assume that 
it takes the time a +mlv  to transfer rnl words from one processor to any of its p neighbors 
where a is the communication start up in seconds and "y is the element ransfer time in seconds 
per word. It is also assumed that simultaneous transmissions along all incident links of a node 
are allowed. However, we assume that any node can receive at most one packet at any given time 
along its incident links. 
The total time for solving system (2.1) on a uniprocessor using Lagrange's interpolation is 
given by 
TI = [N (3N-  5) + (2N -1) + (4N -1)I a. (4.1) 
The computation and communication times for various steps on hypercube multiprocessor with 
p nodes (p = 2 n) are given as follows. 
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TIMING ESTIMATES FOR ALGORITHM I. Communication time for Steps 1, 3, and 5 is 37, 2(s - 
1)3', and (log2p - 2)(p/8)7, respectively. Computational time to execute Steps 2, 4, 6, and 7 
is 12a, 7(s - 1)a, 2(s - 1)a, and 3a, respectively. Addition of final p terms takes the time 
(a + 7) log2 P. So, total time Tp when p = N is given by 
Tp=(15+9(s -1 ) )a+(3+2(s -1 )+( log2(p) -2 ) (P ) )7+a+((~+7) log2p.  (4.2) 
TIMING ESTIMATES FOR ALGORITHM II. 
Communication time for Step 1 = 3q7. 
Computation time for Step 2 = {q(8q - 3) + (8q - 1)}a. 
Communication time for Step 3 = (q + 1)(s - 1)% 
Computation time for Step 4 = q(8q - 1)(s - 1)c~. 
Communication time for Step 5 = q(log 2 p - 2)(p/8)7. 
Computation time for Step 6 = (q + 1)(s - 1)a. 
Computation time for Step 7 = (4q - 1)a. 
Computation and communication time for Step 8 = (c~ + 7) log2 P. 
Hence, 
T, = T.~ + T.~ + (~ + 7) log~ p, 
where 
(4.3) 
Tpl =(q(8q-3)+(8q-1)+q(8q-1) (s -1 )+(q+l ) (s -1 )+3q+(q-1) )a  (4.4) 
and 
Tp2=(3q+(q+l ) (s -1 )+q( log2p-2) (P ) )7+ a. (4.5) 
5. PERFORMANCE EVALUATION 
To obtain the performance measure of our parallel algorithm, define the speed up factor of a 
parallel algorithm by comparison with its serial counterpart as Sp = T1/Tp (>1 1) and efficiency 
as Ep = Sp/p (<~ 1). We use the parameters of Intel/860 as given in [9]. 
Start up time (a) = 1.0 x 10 -4 secs. 
Element transfer time (3') = 1.0 x 10 -6 secs. 
Multiplication time (a) = 1.0 x 10 -7 secs. 
Table 1 lists the values of Tp and Sp for N = 2048 as given by (4.3). T1 = 6.29 seconds as 
calculated using (4.1). 
The speed up and efficiency of our algorithm was also simulated on a network of PCs. On each 
processor Pi~, 1 ~< i ~< s; 1 ~< ~ ~< 4 and for each m = (4 i+g-5)q+ 1, . . . ,  (4i+g-5)q+q, let T~, 
T~, T 3, T~, be the time required to compute Aid(m), A~(rn),  A~(rn), C~(rn) as given in (3.6), 
(3.8), (3.9), and (3.11), respectively. Also, let T~, T 6, and T~ denote the time for computing 
Bit, Bi*e and Ci~as given in (3.7), (3.10), and (3.12). Let 
Tr = max T r i~, r = 1 ,2 , . . . ,7 ,  
l~ i~s 
1~g~4 
then, 
Tpl = T1 + T2 +. . .  + TT. (5.1) 
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Table 1. Theoretical estimation of speed up and efficiency. 
P q Tp Sp Ep 
8 256 1.0638 5.9207 .7400 
16 128 .5384 11.6984 .7311 
32 64 .2770 22.736 .7105 
64 32 .1477 42.6478 .6664 
128 16 .08445 74.596 .5828 
256 8 .05436 115.8708 .4526 
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Table 2. Numerical estimation of speed up and efficiency. 
p q Tp Sp Ep 
8 256 1.4129 5.6619 .7077 
16 128 .71297 11.22067 .7012 
32 64 .3643 21.9599 .6862 
64 32 .1863 42.9391 .6709 
128 16 .1117 71.6075 .5594 
256 8 .07045 113.555 .4435 
To determine the total time Tp we add to Tp, the communication time Tp2 given in (4.5). 
T1 (numerically estimated) = 8 secs. 
It can be seen that the values of Sp and Ep of Tables 1 and 2 are in close agreement. 
5. CONCLUSION 
1. It is seen that  our a lgor i thm gives very good speed up and efficiency whenever  q is suffi- 
ciently large. For q small  the communicat ions  tend to overwhelm the computat ions  and 
both the speed up and efficiency show a marked decrease. 
2. Our  sequential  a lgor i thm gives a more real ist ic value of T1 "~ (3 /2 )N  2, in contrast  to the 
value of T1 given by Sarbazi -Azad et al. [3] as 3N 2. 
3. The computat ion  of the products  occurr ing in the Lagrange formula is done only once on 
any processor except the first stage, when each of the four processors compute  the same 
product  in a units of t ime. 
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