Abstract-Automatically locating face areas can advance applications either in images or videos. This paper proposes a video-based approach for face detection and tracking in an indoor environment to determine where face areas appear in video sequences. Our approach involves four main modules: an initialization module for setting all configurations, a Condensation module for face tracking, a template module for measuring the observation process in Condensation, and a correction module for correcting the tracking if the tracked face has been lost. We adapted the Condensation algorithm for dealing with the face tracking problem, and designed a checklist scheme for the template module that can record the most significant templates of the tracked face poses. We also performed experiments to demonstrate the performance and the robustness of our proposed approach for face detection and tracking.
INTRODUCTION
Video analysis and understanding has been an important and active topic in computer vision and pattern recognition in recent. Face detection and tracking plays a key role in many kinds of video applications. This paper deals with the problem of face detection and tracking in an indoor environment such as classroom in video sequences. The main goal of face detection and tracking is to automatically locate the face position in a consequent sequence of video frame. All faces in images may appear with different poses, which is likely to increase the difficulty of our problem.
An intuitive method of video-based face detection and tracking is to apply a still-image-based face detection method to all video frames, and then all detected face areas of video frames can be co mbined into a t racking result. However, it is not trivial how to well collect and monitor separated face areas in video frames. The detected areas may not be stable when a face moving in a cluttered environment. Another possible method is to treat it as a tracking problem fo r face areas over consecutive video frames. However, it may be d ifficult to avoid losing tracked targets in a cluttered background.
The face tracking could be irregularly interrupted when the tracked face is lost in the tracking period. This paper presents a novel approach for face detection and tracking by integrating visual tracking and face detection approaches. Our approach employs a Condensation module [12] for face tracking in video sequences, cooperating with a template module for face detection. Figure 1 shows the flowchart of our proposed approach, which comprises four modules: init ialization, Condensation, template, and correction. The initializat ion module sets up all necessary variables for the other modules, and the Condensation module deals with the tracking part in the system. We adapt some key points of a standard Condensation function to our problem. The third module is a template scheme that contains a checklist including face poses of a tracked person. The checklist maintains significant templates of the tracked face poses to help the system to separate them fro m a cluttered background and to incorporate variant face poses in the Condensation module. Since it is difficult to avoid losing target faces during tracking in certain complex cases, the correction module is used to check whether or not the tracking is successful. If the tracked face has been lost, the face position will be redetermined before continuing the tracking process.
Given a sequence of video frames, the in itializat ion module determines an init ial face region and its corresponding initial samples with equal weights for Condensation. The initial tuples for the checklist are also set in this initialization module. Th is system then triggers face tracking in the Condensation module, wh ich comprises a dynamic process, an observation process, and estimation of the face position (as described in Section 4). Note that the observation process refers to the checklist that contains different face poses of the tracked persons. When a face position is determined in the Condensation module, this system first checks that it is indeed a face. If a face region is located correctly, the template module is triggered to update the corresponding pose tuples in the checklist. Otherwise, the correction module is triggered to seek a new init ial face position, maybe in the current frames or in the later fra mes, to keep the tracking process running.
The remainder of this paper is organized as the follows. Section 2 discusses some related works on face detection and tracking. Then, we present the three main modules of our approach: the checklist scheme in the temp late module, the Condensation module for face tracking, and the correction module for avoiding the tracking failure in Section 3, 4, and 5, respectively. Section 6 p resents several experimental results to demonstrate the performance of our proposed approach. Finally, Sect ion 7 draws conclusions and discusses future work.
II. RELATED WORK
Face detection in a still image is one of the most fundamental problems addressed by computer vision technologies. There has been a long history of development of technologies for face detection in still images, and Yang et al. [25] provided a good review of the face detection in early years. Principal co mponent analysis (PCA) and linear discriminant analysis (LDA) [8] are widely used for face detection and recognitio n. Eigenface [21] is a well-known approach to capture the principal co mponents of face images in feature spaces. Vio la and Jones [23] p roposed an adaboosting and cascading approach for the rapid detection of faces in an image by use of an integral image and Haar-like features. The OpenCV co mmun ity [2] also shares a collection of public domain classifiers for face detection, and Castrillón et al. [4] performed the co mparison of individual performances of these classifiers belonging to Vio la-Jones detection framework. So me works incorporated additional informat ion such as skin color [9] with the Haar-like features approach to detect face areas. Cevikalp and Triggs [5] designed a short cascade of efficient nearest-convex-model one-class classifiers for face detection. Jun and Kim [13] proposed the local gradient patterns (LGP) to represent facial regions in images. These methods mentioned above are designed only for still images; however, how to well incorporate individual results of still-image-based face detection with videos is a challenging task.
Visual t racking can be co mbined with face detection to continuously locate face areas in video sequences. Korshunov and Ooi [15] d iscussed the influence of the video quality on the accuracy for face detection and recognition. Many approaches, such as Meanshift [6] and Particle filter [3] , have been proposed for dealing with tracking targets in a complex environ ment. Our approach adopted the Condensation method [12] that is a variant of the particle filter for tracking faces in a v ideo. Lui et al. [17] designed an adaptive framework for condensation algorith ms, co mprising an affine cascade factored sampling and an appearance model for likelihoods with different appearances and poses. Zheng and Bhandarkar [27] designed a boosted adaptive particle filtering method emp loyed to object models for face detection and tracking: a contour model for adaptive particle filtering and an image-based model for improving face detection. Yao and Li [26] proposed a dynamic programming approach for identify ing face targets represented by facial characteristics. Das et al. [7] proposed a visual tracking approach that is robust to occlusion and illu mination variation using particle filter. Yang et al. [24] designed a framework to track face shapes by using both color and depth informat ion that are captured fro m Microsoft Kinect.
Moroever, different poses and orientations with hu man faces make the problem of face detection and tracking more d ifficu lt in practice. Murphy-Chutorian and Trivedi [18] rev iewed and co mpared advantages and disadvantages of many approaches of the head pose estimation. Taffar et al. [20] proposed a probabilistic learning model to capture relationships between facial appearance and face poses for face viewpoint invariant. Kim et al. [14] designed a probabilistic model that reflected changes in the face appearance by using a combination o f generative and discriminative models in a particle filtering framework. Roth et al. [19] proposed a two-level approach for tracking mult i-pose faces in videos. Frank et al. [10] proposed an approach for locating the eyes in an image of the face and then determining subsequent rotations and locations of the face block. Our approach designs a checklist template of face poses to improve the robustness in face detection and tracking.
III. CHECKLIST Assume that there are P face poses for persons appeared in the system. A checklist associated with a tracked person is defined as When a face is located during the tracking process and passes the face-pose classification, a two-stage update process, formally described in Table I , is triggered to determine whether or not this new face image should replace the corresponding pose tuple in the checklist. Note that the face-pose classification and the corresponding score are described in Sect ion 5. Here we assume that the tracked face is classified in the p * -th pose, with feature I and score v p* . The first stage is to age all scores by adding a constant Δθ to θ p in the checklist. The aging process makes it possible to accept newer templates during tracking. The second stage involves updating the tuple in the checklist if necessary. If the new arrival ( I, v p* ) is more representative than the old one (i.e., v p* ≤ θ p* ), then this tuple is replaced by the new one. Score θ p associated with face pose p should initially be set to ∞ in our imp lementation for all poses. Our design for checklist provides two main advantages. The first one is that it covers multiple face poses, and hence can handle pose changing during tracking. The second advantage is that it stores the most significant and the most updated templates associated with face poses, which can help to make the tracking process more robust.
IV. CONDENSAT ION
Condensation was proposed by Isard and Blake [12] and is a well-known sequential Monte Carlo method that uses a probabilistic graphical model to propagate densities of statistical d istributions. Many methods for visual tracking have been proposed based on Condensation in computer vision [22] [27] . In general, there are three parts to Condensation: (i) a dynamic process for generating samp les of possible tracked targets, (ii) an observation process for measuring the similarity between each of the samples and the tracked target, and (iii) estimation of the position of the tracked target by propagating the positions of the samples weighted by their similarities. A set of init ial samp les needs to be available when beginning the Condensation process. This paper employs the Condensation approach and adapts its three parts stated above to our problem of face tracking. The pseudo code of our Condensation algorithm is listed in Tab le II and it is also described in the fo llo ws. 
A. Dynamic Process
Assume that a set of samples S t-1 with weights is available at t ime t-1. Samp les of S t-1 are first selected with probabilit ies proportional to their weights W t-1 . New samples S t at time t are then generated fro m the samples of S t-1 with a random walk model. Note that our dynamic process is very similar to the resampling process in the Sequential impo rtance resampling (SIR) [11] algorith m.
B. Observation Process
The computation of the weights could be considered a template-matching process between the particle sample and the associated tuple in the checklist. Assume that the tracked face at t ime t -1 is classified to be the p * -th pose,
where the corresponding feature is 
C. Target Estimation
Position estimat ion TR t of the target face is propagated with the positions of all samp les The signature samples with higher weights could dominate the expected position in the estimation.
D. Initial Samples
An init ial set of samples 0 0 1 ( ,
sw  is necessary in Condensation. Our imp lementation employs the Adaboosting method [23] by using the OpenCV library [2] to capture the first face area TR 0 in video sequences. The first set of samples are then randomly generated according to a Gaussian distribution 
V. CORRECTION
In general it is difficult to avoid making incorrect decisions about face detection and tracking. We therefore designed a correction scheme to assist the tracking system in making correct decisions even when incorrect locations are estimated. For each target face TR t , we first check whether or not the tracked face is lost. If the face is still being tracked, the update process of the checklist is run as stated in Section 3. Otherwise, if the tracked face has been lost, the system needs to return to the init ialization condition and restart the tracking process.
In this work we adopt the LDA classifier with a rad ial basis kernel function [8] to check whether or not tracking is lost. Because there are P different face poses in the checklist, a mu lticlass kernel LDA with each class associated with a different pose is constructed. Assuming that the mean of the p-th class in the LDA plane is m p , we compute and normalize Euclidean distance dis(m p , TR t ) of m p and a target TR t , where TR t simply denotes the projection of the feature point in the LDA p lane. If the smallest distances of dis(m p , TR t ) for all poses p = 1 to P is also larger than a threshold, then the system assumes that the tracked face has been lost and runs a reinit ialization process to seek a new init ial target face. Since the face has been lost, the correction scheme first randomly samples an image area to detect whether or not it is a face based on the mult iclass LDA class ifier described above. When a face image is found, the reinit ialized samples for Condensation are generated. If no face image is found after randomly sampling a certain number of image areas, the system will ignore the current video frame and read the next to seek an init ial face position.
VI. EXPERIMENTS
In our experiments, we use a public data set, the Honda/UCSD Video Database [1] [16] , to evaluate the performance of our proposed approach. This data set contains 52 v ideos of 20 different persons. Figure 4 presents several examples of v ideo frames in the data set. Each person appears in at least two v ideos: one for training and the other for testing. Thus, this data set contains a train ing part (20 videos) and a test part (the other 32 videos), with the former for learn ing tasks and the latter for test evaluations in the following experiments. The videos were recorded at 15 frames per second, with each frame co mprising 640x480 p ixels. The subjects in the data set rotate and turn their heads according to their own preferred order and speed, and hence the data set contains a wide range of different poses [16] . So me individuals in the testing videos appear in special poses that are not present in the training videos. In order to understand how challenge the Honda/UCSD data set is, we first employed Viola and Jones' s face detector [23] , which is well-known and widely used for face detection, by using the Open CV lib rary [2] to detect face regions for all frames in the test videos of this data set. Their method has been proven to achieve good efficiency for normal face poses. However, the average rate of successful detection is only 62.5% in these 32 test videos (20 persons) . This poor result is mainly due to many variab le face poses, including inplane and off-plane rotations, existed in videos. Figure 5 (a) and (b) illustrate two cases of tracking results obtained by applying our proposed approach to the Honda/UCSD Video Database. All image areas associated with particle samp les in Condensation are normalized to an equal size o f 50x50 p ixels. Note that P=5 in Eq . 1, corresponding to five face poses in the system. Each block, either blue or red, presents a particle sample of Condensation in an iteration of the tracking process. The blue rectangles denote successful cases in tracking, and the red ones denote failure cases. Moreover, the upper-left images in the figure panels depict the groundtruth of actual mov ing paths in videos, where the actual paths of faces being tracked in frames were determined manually. In the upper-left images, the blue and red points represent the success and failure in face tracking, respectively. The two unsuccessful cases were due to in-plane rotation of face poses, which could be avoided by including more pose templates in the checklist in our future work. Note that even if tracking is lost, it can be recovered later in our design.
To assess the performance of our approach more precisely, we perfo rmed several tests in a controlled scenario using five videos captured by ourselves. The test videos covered the cases of regularly moving target, mu ltip le poses, target scaling, light changes, and target occlusion; the corresponding tracking results are shown in Figure 6 (a) to (e), respectively. Our approach can robustly track the face moving in different conditions. Figure 6 (d) presents a failure case with faces occluded. The face tracking certainly failed while there are not enough face features appeared. However, the correction scheme can be immediately triggered to redetermine the position of the face target once the occlusion is removed. Figure 5 and 6 show that our approach is robust for variant environ ments in face tracking. To quantify the performance, we also report numerical evaluations for the above tracking examp les in Table 3 . The first row in this table lists the average results of the Honda/UCSD data set and the other rows list those for the test videos shown in Figure 6 . The listed ratios are the number of video frames for which tracking is successful relative to those that enter the correction process. Two quantitative measures are also reported: (i) the overlapping area between the actual and the tracked face (presented as percentage values) and (ii) the Euclidean distance between their central points. Note that video frames associated with the correction process are excluded fro m the two measures. Many of the frames are associated with the correction process because the Honda/USCD data set contains a wide range of face poses, which produces worse results for the two measures. Figure 6 (b ) and (e) contain more frames with correction due to the inclusion of large rotations in the poses and the presence of occlusion, respectively. When the face is tracked, the values of the two measures indicate that our approach can achieve a good estimation of the face position.
VII. CONCLUSION AND FUTURE WORKS
This paper presents a video-based framework for face detection and recognition in an indoor environ ment. Our approach consists of four modules for face detection and tracking: (i) an in itializat ion module for setting all configurations, (ii) a Condensation module fo r face tracking, (iii) a temp late module that maintains checklists associated with tracked persons for observation measurement in Condensation, and (iv) a correction scheme for correct ing the tracking process if the target face has been lost. Our experimental results show that these proposed four modules can cooperate to achieve a good performance for face detection and tracking.
Future research is to extend this work in a more complex and dynamic environ ment such as in an outdoor scene. We also plan to revise the vector of the particle sample such that the tracking approach can overcome both in-and off-p lane face rotations in Condensation. Another important task is to employ our approach to a practical application such as a roll-call system in a classroom and monitoring passengers in a public hall. Moreover, how to speed up our methods to a real-t ime system is also important.
