Geodetic measurements obtained with the Global Positioning System (GPS) are increasingly more widely applied in geophysical studies. In this paper, we review the changes to the technology of GPS geodesy over the last five years that are responsible for this increased applicability. We survey geophysical investigations employing GPS to measure coseismic, postseismic, and interseismic deformation; plate motion and crustal deformation at plate boundaries; volcano deformation; and the deformation associated with glacial isostatic adjustment and its application to sea-level studies. We emphasize the use of GPS determinations for the modeling of this wide variety of geophysical phenomena. We also discuss the recent advent of permanent GPS networks for regional geophysical studies, as well as the possible future of GPS surveying in light of the recent advances.
INTRODUCTION
The Global Positioning System (GPS), designed by the US Department of Defense for military and civilian navigation and positioning, has become the geodetic method of choice for studying a wide range of geophysical phenomena. GPS measurements are now in use to determine the motion of the Earth's tectonic plates, to study deformation around active faults and volcanos, and to measure the adjustment of the Earth's surface due to past and present changes in 301 0084-6597/97/0515-0301$08.00 the mass of the world's ice sheets. GPS is used in combination with tide gauges to monitor global changes in sea level. Because GPS signals are measurably delayed as they pass through the earth's atmosphere, GPS measurements are even able to contribute to atmospheric studies.
Several reasons contribute to the tremendous growth in GPS research. GPS provides three-dimensional relative positions with the precision of a few millimeters to approximately one centimeter over baseline separations of hundreds of meters to thousands of kilometers. The three-dimensional nature of GPS measurements allows one to determine vertical as well as horizontal displacement at the same time and place. Previously, horizontal measurements were often made by trilateration and vertical measurements by spirit leveling. The fact that the two data types were almost never collected at the same time and place complicated analysis considerably. Furthermore, vertical and horizontal information together often place more robust constraints on physical processes than do either data type alone. GPS receivers and antennas are portable, operate under essentially all atmospheric conditions, and do not require intervisibility between sites.
The primary reason for the growth in crustal deformation research with GPS, however, is the fact that the technique puts an inexpensive, precise geodetic tool in the hands of scores of university and other research groups. Unlike other space geodetic techniques, such as Very Long Baseline Interferometry (VLBI) and Satellite Laser Ranging (SLR), that require large facilities and budgets, GPS measurements can be collected by small teams with modest budgets. For this reason, GPS has essentially replaced mobile VLBI and SLR for the study of plate motions and plate boundary deformation. GPS has also largely replaced trilateration and, to a lesser degree, spirit leveling in the study of crustal deformation associated with earthquakes and volcanos. For example, the highly successful Crustal Strain Project of the US Geological Survey switched from a ground-based laser distance measuring device to GPS in the late 1980s.
Strainmeters still provide far greater strain sensitivity than does GPS, but they cannot offer the spatial coverage and long-term stability of GPS. Interferometric Synthetic Aperture Radar (SAR) measurements are tremendously exciting because of their unparalleled spatial coverage. Interferometric SAR and GPS are complementary in that GPS provides long-term stability, vector displacements, and better temporal coverage as compared to the extensive spatial coverage provided by SAR. Because both GPS and SAR (as well as VLBI) involve the propagation of electromagnetic signals, they share related path delays through the electrically neutral lower atmosphere. Thus, results from one system are directly relevant to the others, and presently strong interest exists in using GPS estimates of atmospheric water vapor to correct SAR images for the variable path delay induced by water vapor.
GPS has already had a significant impact on the earth sciences, and a large body of literature on the technique and results is available. Rather than attempt to comprehensively review this body of work, we focus here on representative results of recent (post-1991) solid earth studies employing GPS. We do not cover developments in the many other scientific applications of GPS, such as GPS meteorology. We begin by briefly reviewing changes in the technology and our understanding of error sources during the past five years.
SURVEYING WITH GPS: TECHNOLOGY
Although the GPS technique remains fundamentally the same as that described by Hager et al (1991) and Dixon (1991) , many of the particulars have changed.
[The reader is referred to these papers as well as to books by HofmannWellenhof et al (1994) , Leick (1995) , and Parkinson et al (1996) for a thorough description of the GPS system.] The situation only five years ago, as described by Dixon (1991) , consisted of 15 GPS satellites in orbit. Selective availability (SA) had been enabled, anti-spoofing (AS) had not. Satellite coverage limited the length of the observing session to 7-8 h per day, and most published work still relied on the four-satellite-maximum TI-4100 GPS receiver. The current situation is quite different now, as discussed below.
What is the demonstrated accuracy of GPS? Five years ago, a great deal of effort was focused on this question. Nearly every article included a plot of (usually horizontal) repeatabilities of site position vs baseline length. Repeatability is usually defined to be the root mean square (rms) residual about the best-fit straight line. The translation from "repeatability" to "accuracy" is not straightforward. For example, GPS and VLBI determinations have never really agreed at a level better than 10 mm or so (e.g. . Since the early 1990s, publications have tended to focus on specific subjects, examples of which are orbits (e.g. Beutler et al 1996; Fliegel et al 1992) , effects of precipitation (e.g. Tranquilla & Al-Rizzo 1993) and snow accumulation (e.g. Jaldehag et al 1996) , and atmospheric pressure loading (e.g. vanDam et al 1994) . (This latter is an "error" only insofar as it is ignored in the models for time-dependent station position.) Heflin et al (1992) , with a still-incomplete satellite constellation, reported a short-term (three week) rms misfit σ about the weighted mean, which varied linearly with baseline length L σ = a + bL,
with a = 2 mm and b = 4 parts-per-billion (ppb), for baselines in the northern hemisphere with L < 12,000 km. (Other forms for σ have been used in the literature, including Jaldehag (1995) reported on long-term (two year) repeatability from the Swedish permanent GPS network Figure 1 Weighted rms misfit about the best fit line for (a) baseline length and (b) vertical component of the baseline vector, for the 21-site Swedish permanent GPS network (Jaldehag 1995) . Included in the analysis were several European sites of the International GPS Service for Geodynamics (IGS). and found, for the horizontal, a = 2.6 mm and b = 0.8 ppb, and, for the vertical, a = 6.8 mm and b = 1.7 ppb, for baselines up to ∼4000 km (Figure 1) . Assuming that the differences between the GPS and VLBI determinations lie either with the VLBI system or the tie between reference points, then it seems clear that individual GPS measurements across regional scales have accuracies of ∼2-5 mm for the horizontal components and are a factor of 3 worse for the vertical components.
Note that these conclusions are for "permanent" GPS networks. Campaignstyle measurements are inevitably less precise owing to errors in centering the GPS antenna and measuring its height over the benchmark. Precision in daily position determinations decrease, although slowly, as the length of observing sessions decreases from 24 h. Longer observing sessions tend to average out signal multipath (see below), and offer improved ambiguity resolution and estimation of atmospheric delays. So-called rapid-static (e.g. Merminod & Rizos 1994) or kinematic (e.g. Lu & Lachapelle 1992 ) methods have achieved centimeter-level horizontal precision on short to intermediate baselines.
In the remainder of this section, we focus on four areas that have evolved significantly in the last several years. These areas are (a) the GPS constellation, including the impact of broadcast signal degradation and encryption; (b) GPS receivers and antennas, with a discussion of errors caused by antenna phasecenter variations, multipath, and electromagnetic coupling; (c) available global infrastructure for GPS geodesy; and (d) atmospheric propagation delay, one of the most important sources of error in the analysis of GPS data. Of course, this is far from an exhaustive list of all issues relevant to the technology of GPS surveying. Blewitt (1993) , for example, discusses ambiguity resolution, treatment of clock errors, and surveying methods, and because of the important changes to GPS in the last several years, all these topics could be revisited here. Instead, our treatment is limited to several important topics, and the discussion of the detailed implications for GPS surveying methods and technology can be found in the cited works.
The GPS Constellation
The 24-satellite GPS network was first realized in July 1992. It is difficult to overestimate the impact that the increased satellite coverage has had, not only on logistical planning for a measurement campaign, but also on the accuracy achievable in parameter estimates (e.g. Santerre 1991) and, ultimately, on the kinds of science to which it is possible to apply GPS. For example, continuous satellite coverage enables subdaily, continuous estimation of position (Genrich & Bock 1992; Elósegui et al 1996) and atmospheric water vapor and temperature (e.g. Yuan et al 1993; Rocken et al 1995) . The improved geometric coverage globally has also enabled the development of "fiducial-free" network solutions (e.g. Heflin et al 1992) .
The related issues of selective availability (SA) and anti-spoofing (AS) continue to be concerns in geodetic applications. Both SA and AS were implemented for US national security reasons, and both limit the accuracy of the GPS technique for certain applications. SA degrades the quality of the broadcast satellite position information and clock corrections, as well as the effective satellite oscillator frequency. This "dithering" introduces noise to the measured carrier beat phases, with changes in the transmitted L1 frequency, for example, of up to 1 Hz (Feigl et al 1991) . Several schemes have been developed for dealing with this aspect of SA (e.g. Feigl et al 1991; Rocken & Meertens 1991) . For geodetic applications in which double-differencing (or its equivalent) can be applied to synchronized observations (e.g. Hofmann-Wellenhof et al 1994) , the effect of SA is nearly negligible (Rocken & Meertens 1991) . The stated policy of the US government is to discontinue the use of SA "within the next decade" (Office of Science Technology Policy 1996).
AS involves the encryption of the precise code (P-code). The coarse acquisition code (C/A) is still available when AS is enabled. Many of the early high-precision GPS receivers required acquisition of the P-code. One of the initial responses to AS was the development of "squaring" receivers, which provided C/A code pseudoranges (on the L1 channel only) and half-wavelength L2 carrier phases. Halving the wavelength, however, makes resolution of integer phase ambiguities much more difficult. More recently, manufacturers have adopted a variety of methods for delivering full wavelength L2 phase data as well as dual frequency pseudorange, even in the presence of AS (e.g. HofmannWellenhof et al 1994) . The observables obtained in periods of AS are somewhat noisier, with a degradation of the signal-to-noise ratio of 14-30 dB, depending on the method used (Hofmann-Wellenhof et al 1994) . This degradation has a cascading effect greater than that suggested by the propagation of larger phase uncertainties, because these increased uncertainties hinder the elimination of phase ambiguities from the solution. Blewitt (1993) reviewed the development of GPS receivers from the early 1970s to the early 1990s. Since that publication, a great number of commercial GPS receivers have gone on the market. One of the most significant of recent changes has been the cost of GPS receivers. As of this writing, geodetic quality GPS receivers cost $15,000 or less if bought in quantity, a decrease of ∼50% in about five years. (In the mid-late 1980s, an equivalent GPS receiver cost ∼$200,000.) This decrease in cost has had an enormous impact, enabling a very large global network of permanent sites to be established, thereby increasing the accuracy of the satellite orbit determinations. The low cost also allows a greater number of groups to become involved, increasing the variety of science that is being addressed. GPS projects now typically involve a greater number of GPS receivers, which enables a greater density of sites, improving spatial resolution and easing logistics. Finally, GPS receivers may now be dedicated to a project, enabling a growth of so-called "continuous GPS" (or "permanent GPS") (see below).
GPS Receivers and Antennas for Geodesy
The latest generation of GPS receivers has several practical features that make them far superior in the field to receivers available even a few years ago. Receivers having eight or more physical dual-frequency channels are now available, allowing all satellites in view to be tracked simultaneously. The receivers are very light, usually under 4 kg, and consume 12 W or less power. Data from several days can be stored in nonvolatile RAM.
An important component of ground-based GPS receiving systems that heretofore received relatively little attention (from geophysicists) has been the antenna.
To simplify ground-based GPS receiving systems, and to reduce costs and improve portability, GPS receiving systems have been designed to use antennas that accept signals arriving from all directions. The ground-plane is designed to reduce the effects of signals received from negative elevation angles, but such signals are not rejected completely. These signals, reflected from nearby objects, interfere with the "direct" signal, causing a phase error known as multipath. For example, the ground, which can be modeled as an infinite planar reflector, causes multipath that varies sinusoidally with elevation angle of the satellite and thus nearly averages out over sufficiently long periods of time (e.g. Elósegui et al 1995) . (The period of ground-based multipath oscillation, in hours, is of order (λ/H ), where λ is the L1 or L2 wavelength and H the height above the ground.)
Objects placed very close to the antenna actually become electromagnetically coupled to the antenna system, effectively modifying the antenna phase pattern (the variation of received phase with direction) (e.g. Krauss 1988 ). These phase patterns, even for an isolated antenna system, are difficult to characterize analytically (e.g. Wu et al 1993) . Schupler et al (1994) measured in an anechoic chamber the electrical properties of several different models of geodetic GPS antennas. They found large • ) variations of phase with direction and significant differences between the patterns of antennas of different design. The problem is compounded when nearby objects become coupled to the antenna. Elósegui et al (1995) found that the electromagnetic coupling between the GPS antenna and the pillar on which it is mounted can cause large phase errors that, unlike multipath, do not average out. One implication of this problem is that antennas of identical design, but mounted in the field differently, have different effective phase patterns.
Infrastructure for GPS Geodesy
A large permanent infrastructure supporting GPS geodesy has, in many ways, revolutionized how geodetic observations are planned, acquired, and analyzed. The International GPS Service for Geodynamics (IGS), which formally became operational on January 1, 1994, is composed of a global network of permanent GPS stations, data centers, analysis centers, a central bureau, and a governing board (e.g. Beutler et al 1993; Zumberge et al 1995) . The "IGS network" is presently composed of nearly 100 GPS stations. Each permanent site is operated independently by its parent institution, and the network links are provided by the Internet. The principal products of the IGS analysis centers are routinely available within several days after aquisition, and include the following: highaccuracy GPS ephemerides (orbits), Earth rotation parameters, satellite and station clock information, and ionospheric information.
Investigators may count on the availability of nearby IGS sites, with wellmeasured velocities, to densify campaign-style regional GPS surveys and to obtain an accurate tie to a global terrestrial reference frame, such as the International Terrestrial Reference Frame (ITRF) of the International Earth Rotation Service (IERS) (see http://hpvlbi.obspm.fr/iers/ierscb.html). Investigators may use data from a global subnetwork of choice to estimate satellite ephemerides, or they may utilize the IGS ephemerides provided by the analysis centers. Whereas in the past GPS analysts often spent a great amount of time acquiring and "cleaning" tracking data for the determination of satellite orbits, they can now simply download high precision ephemerides from the Internet. The availability of a global data set means also that global geophysical studies, such as plate motion studies reviewed below, and even some regional studies, can be undertaken for the cost of data analysis only.
Atmospheric Propagation
The atmosphere slows the propagation of the GPS signals, thereby increasing the observed phase. The neutral atmosphere, unlike the ionosphere, is not dispersive at GPS carrier frequencies, so that estimates of site position (in particular the vertical coordinate) are sensitive to atmospheric modeling errors. In GPS studies, the atmospheric propagation delay τ a is often expressed as the sum of two terms
where τ a is taken to be dependent on elevation angle but not on azimuth. The first term (with subscript h) represents the hydrostatic delay; the second term (subscript v) represents the water-vapor or "wet" delay (Davis et al 1985) . Each of the two terms is the product of two quantities: the zenith delay (superscript z) and the "mapping function," which maps the delay at zenith to lower elevations. The total atmospheric delay at zenith is about 2.4 m. Typically, the mapping functions are assumed to be known. Because water vapor can vary at altitude, the zenith wet delay τ z v cannot accurately be estimated using surface measurements only. Although the hydrostatic zenith delay can be accurately estimated from surface pressure, this information is often not available, and a nominal value for surface pressure is used. The remaining unknown delay, τ a , thus depends on τ z h , the difference between the true hydrostatic zenith delay and the nominal value used. The approximation that m h ( ) m v ( ) enables τ a to be written as
The combined zenith-delay correction ( τ
is then estimated in the GPS phase solution, along with site positions and other parameters. The error in Equation 3 is τ z h m( ), where m( ) is the difference between the hydrostatic and wet mapping functions. Using the mapping functions of Niell (1996) , the average difference between the hydrostatic and wet mapping functions for a latitude of 45
• is 4 mm for = 20
• and 30 mm for = 10 • ( τ z h = 300 mm). This error is an effective mapping-function error that has the potential to bias site position estimates (e.g. Davis et al 1991) . Thus, the error in the a priori zenith delay should be as small as possible.
Although errors in the mapping functions could have significant effects on site parameter estimates (Davis et al 1985) , these errors are small for recently developed mapping functions. Niell (1996) reported that estimated lengths of baselines varied by less than 5 mm as the elevation cutoff angle was reduced from 12
• to 3
• , for baselines longer than 10,000 km. Given that most GPS analyses do not use data below 15
• , we can conclude that mapping function errors are generally negligible (but see below).
Estimation of zenith delays from GPS data significantly weakens the solutions owing to the correlations between these parameters and the vertical site coordinates. Independent estimates of wet delay from ground-based watervapor radiometers (WVRs) (e.g. Elgered et al 1991) therefore continue to attract considerable attention. The accuracy of the WVR technique depends both on the WVR instrumental calibration and on the algorithm that uses the measured atmospheric brightness temperatures to estimate the wet delay. Although some improvements have been made in techniques for instrumental calibration, comparisons of side-by-side WVRs reveal rms differences of ∼2-6 mm (e.g. Kuehn et al 1993; Ware et al 1993) . Although much improvement has been obtained in WVR algorithms (e.g. Johansson et al 1993) , until laboratory measurements improve the accuracy of the attenuation coefficient and refractive index of water vapor, it is doubtful that wet delay values estimated from WVR data can exceed the 4-6% level in accuracy (Elgered et al 1991) .
A potentially more serious problem is that mapping functions are usually assumed to be azimuthally symmetric. This idealization of the atmosphere can lead to significant errors in the mapping function. Sinusoidal azimuthal variations in the atmospheric propagation delay have been determined from VLBI data (e.g. MacMillan 1995) and from WVR data (e.g. Davis et al 1993) . Sinusoidal variations with amplitudes as large as 8 cm at 20
• elevation have been observed . Azimuthal mapping function errors have a potentially significant effect on the estimates of site position from GPS data, but there have been few studies quantitatively assessing this effect.
GPS AND EARTHQUAKE STUDIES
As discussed in the introduction, GPS has become the geodetic method of choice for studying deformation associated with earthquakes. Before describing some results obtained with GPS, we first address the more general role of crustal deformation measurements in the study of earthquakes. These measurements are complementary to seismological data because they document the full earthquake cycle, including interseismic and transient postseismic processes, as well as coseismic deformation. Detection of slow interseismic strain accumulation is probably the best technique we have for identifying the location of future earthquakes in some areas, because elastic rebound requires elastic strain accumulation prior to earthquakes. Postseismic strain relaxation is important in constraining transient stress transfer and may provide insight into physical processes active on faults. For these reasons, measurement is essential of both the quasi-static deformations associated with faulting and the dynamically radiated seismic waves.
Coseismic Deformation
Coseismic displacements (e.g. Figure 2 ) have been determined with GPS for at least 15 recent earthquakes (Table 1) . Although this table is likely to be incomplete, certainly by the time of publication, it does give a feeling for the number and kind of earthquakes for which GPS data have been collected. GPS measurements can be related to the earthquake source process through Volterra's formula (e.g. Aki & Richards 1980) for displacement at the Earth's surface due to slip on a surface of displacement discontinuity in an elastic medium. GPS measurements of surface displacement can thus be inverted to determine the geometry of earthquake rupture(s). This determination is particularly important for earthquakes that do not rupture the ground surface, or when seismic data, including aftershock distributions, do not clearly determine the rupture geometry. In estimating the source geometry, an earthquake is typically represented by one or more rectangular dislocations with spatially uniform slip. Once the fault geometry is known, it is possible to determine the distribution of slip on the fault surface, as discussed below. Estimation of the finite source geometry from observed displacements at the Earth's surface is a discrete nonlinear optimization problem. In the past few years, a number of groups have used numerical optimization procedures to determine the best-fitting dislocation surface or surfaces. The methods can generally be divided into two categories: those methods, such as nonlinear least squares or quasi-Newton methods, that make explicit use of the first or second derivatives and Monte Carlo methods that do not require these derivatives.
Several recent earthquakes have occurred in areas of sufficiently good GPSsite coverage to allow the fault geometry to be estimated solely from geodetic observations. We summarize here results for the 1989 Loma Prieta, 1992 Cape Mendocino, and 1994 Northridge earthquakes. One might reasonably wonder why such efforts are required, given that considerable information about source geometry is obtained from seismic data and direct observation of fault ruptures. The answer is twofold: First, seismic and geologic data often do not completely constrain the fault geometry. In all three cases considered here, primary fault rupture did not reach the Earth's surface. In addition, aftershock distributions can be complex, with substantial activity off the principal fault surface. Thus, geodetic observations can play a substantial role in elucidating the geometry of the fault rupture. The second reason is that analysis of coseismic deformation serves as a testing ground for the development of methods, which can then be applied to the more challenging problem of imaging the sources of postseismic and interseismic strain. Postseismic and interseismic deformations are much smaller than coseismic deformations, and there is little or no supporting information from seismic measurements. Arnadóttir & Segall (1994) used all available geodetic data, including GPS measurements, to determine the geometry and slip distribution in the 1989 Loma Prieta earthquake. They used a quasi-Newton method to solve the optimization problem and a bootstrap procedure to estimate confidence intervals in the derived parameters. The location and orientation of the inferred Loma Prieta dislocation surface are consistent with well-located aftershocks, with most of the aftershocks occurring slightly deeper than the inferred dislocation. In contrast, some earlier results had found the best-fitting dislocation to be offset by up to 2 km from the aftershock zone. Bootstrap calculations of the confidence intervals showed that the slight offset between the center of the aftershock zone and the inferred rupture was well within uncertainties (Árnadóttir & Segall 1994) .
For the M7 1992 Mendocino earthquake, Murray et al (1996) used a combination of GPS-derived displacements, spirit-leveling measurements, and coastal uplift determined by the death of intertidal marine organisms to estimate the geometry of the rupture surface. They used a random search procedure that selects candidate models over some (nonuniformly spaced) grid in model space. The best-fitting dislocation has dip, location, and sense of slip consistent with a subduction zone event, making it the first well-documented earthquake to occur on the Cascadia mega-thrust. Results of the geodetic inversion are generally consistent with seismic results; however, the estimated dislocation surface dips more steeply than either the long period nodal plane or the band of aftershocks. The best-fitting dislocation surface is also somewhat shallower than the aftershock zone, although the resolution of the geodetic data is such that a dislocation surface within the aftershock zone could not be rejected.
The M6.7 January 1994 Northridge earthquake was possibly the best geodetically monitored earthquake yet to occur. Vector displacements were determined at 66 GPS sites . Hudnut et al (1996) used the random cost 
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Figure 3 Cross section through the 1994 Northridge earthquake, showing relocated aftershocks and the uniform slip dislocation inferred from modeling of GPS displacements (thick line). Also shown is the extended dislocation plane used to model the spatial variation in slip (thin line). After Hudnut et al (1996) . method and found that the best-fitting rectangular dislocation does not pass through the principal concentration of aftershocks, but is displaced 1-2 km into the hanging wall ( Figure 3 ). These authors note that a model with a single dislocation surface does not fit the GPS data satisfactorily. Shen et al (1996) analyzed the same data set using an iterative search procedure. They also found that the data cannot be well fit by a single dislocation extending through the mainshock and concentrated zone of aftershocks. By including a more steeply dipping shallow up-dip extension of the main rupture (a "hinged" fault) as well as a secondary antithetic fault located northwest and above the main shock, these authors arrive at a satisfactory fit to the data. Support for deformation northwest of the mainshock comes from interferometric SAR results (Massonet et al 1996) . The systematic tendency of these geodetically inferred dislocation surfaces to be shallower than the corresponding aftershock zones has been observed for a number of other earthquakes. A number of factors probably contribute: systematic mislocation of aftershocks due to three-dimensional velocity variations, bias in the geodetic estimates due to elastic inhomogeneity, and nonplanar fault geometry. Failure to account for elastic inhomogeneity systematically biases geodetic inversions to shallow fault depths. The quality and quantity of geodetic observations have increased so dramatically in the last decade that it now seems probable that the effects of inhomogeneity, and perhaps anisotropy, in the Earth's crust can no longer be neglected (e.g. Du et al 1994) .
If the geometry of the fault surface is known, then GPS observations of surface displacement can be inverted for the spatial distribution of fault slip using linear inverse methods. Although the information in slip estimates is fundamentally kinematic, the estimates do provide important observational constraints on mechanics of the earthquake process. To circumvent the inherent nonuniqueness in the inversion, the problem can be regularized by seeking slip distributions that simultaneously fit the data to an acceptable degree and satisfy some a priori criterion, such as smoothness (e.g. Matthews & Segall 1993) . The appropriate tradeoff between data fit and solution roughness can be quantitatively determined using cross validation (Matthews & Segall 1993) . Simulations show that cross validation yields optimal estimates of the smoothing parameter for a given model norm if data correlations are properly accounted for (Árnadóttir & Segall 1994) . It is reasonable to assume that the fault slip does not change direction on the fault surface, in which case a non-negativity constraint is imposed on the solution.
Geodetic estimates of slip distribution complement seismic data in elucidating the earthquake rupture process. The radiated seismic wave field is dependent on the slip amplitude, rupture velocity, and source time function, whereas the quasistatic displacements depend only on the final slip amplitude. Therefore, a combination of seismic and geodetic data provides stronger constraints on the spatial distribution of slip and the temporal evolution of rupture than do seismic data alone (e.g. Cohee & Beroza 1994) . Whereas static slip distributions have been estimated for a number of earthquakes using geodetic observations (e.g. Larsen et al 1992; Bennett et al 1995) , in the last few years emphasis has been on combined inversion of seismic and geodetic data. We review here results for recent California earthquakes. Yoshida et al (1996) presented a combined geodetic and seismic inversion in their study of the Hyogo-ken Nanbu, Japan (Kobe), earthquake.
The estimated slip distribution in the 1989 Loma Prieta earthquake agrees reasonably well with inversions of strong motion seismic data (Árnadóttir & Segall 1994) . Using cross validation to estimate the smoothing parameter, the slip is found to be more localized than that obtained in seismic inversions. At present, it is not known whether this difference is due to neglected correlations in the data, which bias cross validation toward rough models, or whether subjective methods used to determine the amount of smoothing in the seismic inversions tend to overly smooth the slip distribution.
Extensive data from permanent GPS Bock et al 1993) , survey GPS , and geodimeter networks allowed the staticslip distribution to be computed for the M7.3 Landers earthquake. Although the precise slip distribution cannot be uniquely resolved, Johnson et al (1994) were able to find a strict lower bound on the seismic moment using the GPS observations. Slip estimates obtained from geodetic observations (e.g. Freymueller et al 1994) indicate two major slip patches, in agreement with inversions of seismic data. As with the Loma Prieta earthquake, cross validation leads to estimates that are substantially more localized with greater plate slip (Freymueller et al 1994) than those obtained from inversion of seismic data (Cohee & Beroza 1994; Wald & Heaton 1994) . In addition to the factors discussed above, mismodeling of the complex rupture geometry in this earthquake could bias cross validation, particularly for stations very near to the fault. Wald & Heaton (1994) included geodetic, teleseismic, and strong motion data in their analysis of the Landers earthquake. Given a consistent fault geometry and discretization, they are able to compare models obtained independently from each data set. Inclusion of permanent displacements and the near field seismic data should result in improved estimates of slip and rupture velocity in the earthquake. As Cohee & Beroza (1994) point out, however, assigning appropriate weights to the geodetic and seismic data is complicated by the fact that in the seismic case, errors are dominated by inaccuracy in the calculation of synthetic seismograms rather than by measurement error.
For the 1994 Northridge earthquake, Wald et al (1996) analyzed a combination of seismic (teleseismic and strong motion) and geodetic (GPS and leveling) data to determine the slip distribution and rupture history of the Northridge earthquake. In this case, inversions conducted with the various data sets do not agree well with one another. The geodetic data can be fitted reasonably with a very smooth slip distribution that is inconsistent with the strong-motion data. This inconsistency emphasizes the poor resolution of geodetic data for relatively small and deep earthquakes.
Postseismic Deformation
GPS will play an increasingly important role in improving our knowledge of postseismic processes. Traditional seismic instruments are insensitive to postseismic processes, with the exception of aftershocks. Strainmeters and tiltmeters record short-term transients following earthquakes, but only geodetic survey measurements are likely to have the spatial coverage and long-term stability needed to resolve postseismic strains with characteristic times of years to decades. Prior to the advent of GPS, very few postseismic data sets existed for comparison to theoretical predictions. It will be some time before decade-long GPS data sets have been collected that follow a significant number of large earthquakes. Nevertheless, given the precision of the measurements and the relative ease of GPS surveying, we can expect a revolution in our understanding of postseismic processes in the upcoming decade. In the last three years alone, five earthquakes of M7.5 and greater have occurred within existing GPS networks (Table 1) .
Because they were among the first major earthquakes to be well recorded using GPS, the 1989 Loma Prieta and 1992 Landers earthquakes are the first to yield significant postseismic strain signals. Following the Loma Prieta earthquake, Savage et al (1994) found evidence for a decaying transient with a characteristic time of ∼1.4 years, from the first 3.3 years of data. Interestingly, the transient is most clearly expressed in the component of motion perpendicular to the San Andreas fault; the fault parallel component exhibits little evidence of a decaying transient. Bürgmann et al (1996) , when analyzing this and additional data, used a model of San Francisco Bay area deformation to remove the expected effects of interseismic deformation from the data. The residual postseismic velocities are significantly nonzero only within about 20 km of the rupture zone, effectively limiting the source of postseismic deformation to the seismogenic upper crust. Deformation at greater depths, including distributed asthenospheric flow, would generate more widely distributed deformation at the Earth's surface.
The residual postseismic motions include contraction normal to the trend of the San Andreas, particularly on the northeast footwall side of the fault, as well as accelerated right-lateral deformation. Savage et al (1994) modeled the postseismic deformation with oblique slip on a 5-km wide down-dip extension of the coseismic rupture, as well as fault collapse on the coseismic rupture. They presumed the latter to be a reversal of dilatancy that occurred during the earthquake. Bürgmann et al (1996) used numerical optimization methods to show that the data are best fit by a combination of aseismic oblique-reverse slip on the Loma Prieta rupture zone and reverse slip on southwest-dipping thrust northeast of the San Andreas fault zone. The thrust found by the inversion lies near a zone of thrust faults northeast of the San Andreas, which have been active in the Holocene. Models with secondary thrusting offer a comparable fit to the GPS data and a substantially improved fit to precise leveling data in the area when compared to the fault collapse interpretation.
Extensive GPS monitoring was conducted following the 1992 Landers earthquake. Shen et al (1994) found a decaying transient with a characteristic time of ∼1 month in the first 6 months after the earthquake. Savage & Svarc (1996) found a decay time of 84 ± 23 days, superimposed on a linear trend from 3.4 years of data across the Camp Rock-Emerson segment of the Landers Rupture. Savage & Svarc (1996) argued that the linear trends indicate deformation rates that are substantially faster than those observed prior to the earthquake, which thus reflect a longer term relaxation with a time scale of at least 5 years. Shen et al (1994) concluded that postseismic slip was concentrated below the southern half of the coseismic rupture on the southern Johnson Valley and Eureka Peak faults. They also inferred slip at depth below the Banning segment of the San Andreas fault, raising concerns at the time about triggered slip on the San Andreas and underscoring the importance of postseismic deformation monitoring for short-term hazard evaluation. In contrast, Savage & Svarc (1996) found the greatest postseismic slip beneath the northern Camp Rock-Emerson segment of the rupture. They also found fault collapse beneath the Homestead Valley segment and fault extension (dilatancy) beneath the southern Johnson Valley segment. A synthesis of the various data sets, including interferometric SAR images, could help clarify competing interpretations of postseismic deformation.
The proliferation of continuous GPS networks means that we can also look forward to the ability to resolve rapid postseismic signals, which were previously only measurable with strain and tilt meters. A striking example of this is offered by the Japanese national GPS array, which recorded a transient following the Sanriku-Haruka-Oki earthquake (Figure 4 ).
Interseismic Deformation
Many of the early studies of interseismic deformation using GPS took place in southern California. These studies were also instrumental in developing geodetic GPS methods and in characterizing the precision and accuracy of the technique (e.g. Feigl et al 1993) . Feigl et al (1993) presented a comprehensive review of GPS data collected in central and southern California between 1986 and 1992, as well as VLBI data collected between 1984 and 1991. They also discussed methods for obtaining and combining highly precise GPS solutions for the determination of station velocities in regional-scale networks. Daily solutions with phase ambiguities fixed to integers (where possible) were estimated with very loose constraints on the station coordinates. The loosely constrained solutions (positions, covariances, and satellite states), along with comparable VLBI solutions, were then combined a posteriori to determine station coordinates at some reference time and velocities. Different solutions were obtained to define a terrestrial reference frame, to determine station coordinates sufficiently accurately for ambiguity resolution, and finally to determine the best estimate of station velocities. This approach minimized, to the degree possible at that time, the effects of incorrect specification of fiducial station coordinates (see also . Feigl et al (1993) determined velocities for ∼40 sites in central California with horizontal uncertainties of 2-3 mm/year. The most prominent feature of the data is right-lateral shear associated with North America-Pacific relative plate motion. Within uncertainties, the site at Vandenburg Air Force Base on the central California coast appears to be moving at the predicted velocity of the Pacific plate, although the data do allow several millimeters per year of offshore motion. San Clemente and San Nicolas Islands, off the coast near San Diego, also appear to move with Pacific plate velocity, whereas 6 ± 2 mm/year of motion between the islands and the mainland could be explained by offshore strike-slip faulting (Larson 1993) .
In addition to strike-slip deformation, the GPS data reveal significant crustal shortening across the Santa Barbara Channel, the Ventura Basin, the Los Angeles Basin, and the Santa Maria fold and thrust belt (Feigl et al 1993) . Although active folding and thrusting parallel to the San Andreas have long been known, and have generated damaging earthquakes including the 1983 Coalinga and 1985 Kettleman Hills earthquakes, detecting this shortening geodetically has been difficult. Feigl et al (1993) found 5.7 ± 0.5 mm/year of fault normal convergence between the California coastline and Owens Valley, which thus bounds the amount of shortening associated with individual structures across this broad region. These authors also find 5 ± 1 mm/year of shortening across the Los Angeles Basin between Palos Verdes and a site in Pasadena at the foot of the San Gabriel Mountains, which is consistent with geologic estimates.
GPS data show 6 ± 1 mm/year of roughly north-south convergence across the eastern Santa Barbara Channel (Larson 1993) , which is consistent with both the geology and current seismicity of the region. This deformation continues on land into the Ventura Basin, where shortening is occurring at a rate of 7-10 mm/year, with strain-rates as large as 0.6 ± 0.1 microstrain/year . The motion south of the Ventura Basin can be described by clockwise rotation of a rigid block at a rate of 8
• /million years. The rate of shortening observed by GPS is a factor of two less than the geologic rate over the last 0.2 million years, but is consistent with the geologic rate over the last 1 million years. Donnellan et al (1993) conclude that the basin bounding faults must be slipping aseismically below depths of ∼5 km, but that the upper locked segments could fail in earthquakes as large as M ∼ 6.4. An eastern extension of these structures did rupture in the M6.7 Northridge earthquake, although to considerably greater depth than inferred from the GPS observations. Bennett et al (1996) used additional GPS data through 1995 to investigate further the distribution of deformation across this plate boundary. Their estimate of 49 ± 3 mm/year for the North America-Pacific relative plate motion is consistent with previous space geodetic and geological plate rate estimates. They estimate slip rates for the southern San Andreas, San Jacinto, Elsinore, Imperial, and Cerro Prieto faults of 26 ± 2, 9 ± 2, 6 ± 2, 35 ± 2, and 42 ± 2 mm/year, respectively. Other faults accomodating the remainder of the relative plate motion were inferred to lie to the west of the Elsinore fault. The authors concluded that off-fault strain accumulation is largely elastic and, on this basis, estimate the slip deficit accumulated on the southern San Andreas since its last rupture (ca 1680) to be over 8 m.
Subduction zones, as the loci of the world's largest earthquakes, are the focus of numerous GPS investigations. GPS studies in the Shumagin Islands, Alaska (Larson & Lisowski 1994) , confirm earlier results showing that strain accumulation rates are an order of magnitude less than predicted by fully coupled dislocation models. In the Cascade subduction zone, three continuous GPS receivers have been in operation since 1992. The data show that Victoria (on the southern end of Vancouver Island) is moving 7 mm/year ENE relative to the presumed-stable North America plate (Dragert & Hyndman 1995) . This together with leveling and tide gauge data are consistent with a 100-km wide section of the plate interface that is completely locked and a 100-km wide partially locked transition zone.
Because intraplate deformation rates are usually considerably lower than those in plate boundary zones, GPS will prove to be extremely important in measuring intraplate deformation. One strategy for obtaining strain estimates without waiting for long periods of time is to use GPS to resurvey existing geodetic networks. Liu et al (1992) resurveyed a triangulation network in the New Madrid seismic zone and found shear strain (significant at the 95% confidence level) to have accumulated during the last 35 years. Although errors in the early triangulation observations dominate the error budget, the fact that the orientation of the maximum shear is consistent with the local geology and seismicity, and that similar shear strains were obtained in two spatially distinct subnetworks, together suggest that the data have recorded true crustal strain. Repeated GPS observations over a broader region are not inconsistent with the Liu et al (1992) findings (Weber 1995) , although they do suggest a lower average rate of deformation.
PLATE MOTIONS AND PLATE BOUNDARY DEFORMATION
Plate motion models based entirely on GPS data, which are dominantly from permanent GPS receivers at IGS sites, are beginning to appear ( Figure 5) . Argus & Heflin (1995) estimated the motion of six major plates (Pacific, North America, Eurasia, Australia, Africa, and South America) using IGS data for 43 globally distributed stations. The measured angular velocities agree with the NUVEL-1A (DeMets et al 1990 (DeMets et al , 1994 pairs. These results are consistent with previous studies that have shown that the relative motion of plate interiors does not change measurably over time scales of years to millions of years. Larson & Freymueller (1995) used three years of IGS data from seven sites to estimate the motion of the Australian, Pacific, and Antarctic plates. Their study represents the first geodetic determination of Antarctic plate motion. The estimated rates agree with the NUVEL no-netrotation model of absolute plate motion to within error measurements. Although agreement with plate motion models such as NUVEL is confirming both of the plate models and the geodetically derived velocities, it is not possible simultaneously to test geologic models and use those same models to validate geodetic results. At this date it is safe to conclude that, assuming appropriate care has been given to maintaining a stable reference frame, GPS results provide accurate crustal motions, so that it is now possible to focus on the differences between geologic models and geodetic results. Because the rates of crustal deformation are generally slow, time is required before results are sufficiently robust to force modifications of existing models. For this reason, the greatest short term impact has been (or will be) made in plate boundary regions such as the Phillipine Sea plate and the Lau Basin, which are characterized by diffuse back arc spreading, so that the rates of plate motion are not well constrained by sea floor magnetic anomalies.
Rapid convergence between the Pacific and Australian plates at the Tonga Trench has been observed by Bevis et al (1995) . The rate of motion between three sites in Fiji, presumed to be on the Australian plate, and three sites on the Pacific plate were found to be in excellent agreement with NUVEL-1A predictions. Three stations on the Tonga Ridge, across the Lau Basin, moved away from the Australian plate at rates increasing from 91 ± 4 mm/year in the south to 159 ± 10 mm/year in northern Tonga (Figure 6 ). The data imply back-arc opening of the Lau Basin as the Tonga Ridge rotates clockwise at ∼ 7
• /million years about a pole near the southern end of the Lau Basin. Bevis et al (1995) suggested that the unusually high rates of mantle seismicity beneath the Tonga Trench may be associated with the very rapid rate of subduction and back arc spreading. Taylor et al (1995) found that the convergence rate between the southern New Hebrides and the Australian plate is faster (103 ± 5 mm/year to 109 ± 10 mm/year) than the expected rate of Australian-Pacific convergence (79-86 mm/year in this region). On the other hand, in the central New Hebrides the observed relative motion of 42 ± 2 mm/year is significantly less than that expected from rigid plate motion. Taylor et al (1995) attribute the faster than expected rate in the southern New Hebrides to back arc spreading in the south Fiji basin. The slower than expected rate in the central New Hebrides is attributed to the impinging of the D'Entrecasteaux Ridge on the subduction zone. This results in eastward motion of the New Hebrides with respect to the Pacific plate, compression in the eastern part of the arc and strike-slip boundaries at either end of the indenting D'Entrecasteaux Ridge, which is consistent with earthquake focal mechanisms in the area. Noomen et al (1996) employed a combination of SLR (1983 SLR ( -1992 and GPS surveys (1989 and 1992) to determine the motions of 19 sites in the Mediterranean region from southern France to eastern Turkey. They found the Arabian plate, including a station in eastern Turkey, to be moving northward with respect to Eurasia at a rate of ∼20 mm/year. Stations in central Turkey (Anatolia) moved westward at a rate of slightly more than 20 mm/year with respect to the Eurasian plate. Four stations in the Hellenic arc moved southwest at a rate of 29 mm/year with respect to Eurasia. Using data from a more extensive GPS network, Oral et al (1995) concluded that Turkey south of the North Anatolian fault moves as a coherent microplate with a pole of rotation located north of the Sinai peninsula. The SLR measurements suggest that southern Greece and the Agean act as part of this microplate. Stations north of the North Anatolian fault exhibit much lower velocities with respect to the Eurasian plate, which is consistent with ∼25 mm/year slip on the North Anatolian fault. A dense network across the North Anatolian fault shows localized deformation with maximum shear oriented E-W south of the Black Sea, whereas farther west, in the eastern Marmara Sea region, the strain is more distributed and the maximum shear is oriented WSW-ENE (Straub & Kahle 1995) . Eastern Turkey displays a complex pattern of oblique right-lateral convergence between the Arabian and Eurasia/Anatolia plates (Oral et al 1995) . Foulger et al (1992) and Heki et al (1993) reported on results from two GPS surveys in 1987 and 1990, 10 years after a major rifting episode on the neovolcanic zone in northeast Iceland. Rifting occurred during a series of intrusions and eruptions between 1975 and 1981, with a cumulative extension of 8 m across the rift system. Displacements of the GPS sites show that extension across a zone extending at least 100 km from the rift axis occurred roughly one decade after the rifting event. Heki et al (1993) modeled the motions with a twodimensional elastic plate overlying a Newtonian viscous fluid. Sudden rifting events at the boundary of the model leads to the diffusion of strain (and stress) into the elastic plate. Using the measured opening across the rift zone as input, Heki et al (1993) found the best fit to the observations with a stress diffusivity of 10 m 2 /s. Assuming the thickness of the elastic plate and underlying viscous channel is consistent with magnetotelluric results leads to a viscosity of 0.3 to 2.0 × 10 18 Pascal-seconds. The vertical displacements do not correlate well with predictions of the Elsasser model, which is attributed to low precision in the GPS height determinations.
VOLCANO DEFORMATION
GPS holds great promise for the study of volcano deformation, which can be both episodic and rapid. Measurable deformation precedes some eruptions, which suggests the utility of GPS measurements in predicting volcanic hazards. Indeed, some dramatic GPS data have already been obtained related to volcanic processes.
A remarkable set of data was recorded prior to and during a submarine eruption off the coast of the Izu Peninsula in Japan (Shimada et al 1990; Fujinawa et al 1991) . A seismic swarm, which began in late May 1989, intensified on July 4, 1989. A M5.5 event occurred on July 9, a harmonic tremor was recorded on July 11-12, and on July 13 there was dramatic doming of the sea surface and the onset of a phreatomagmatic eruption. A pair of GPS stations, one located on the Izu Peninsula and the other on Hatsushima Island, spanned the zone of seismicity. Although the GPS data were quite limited by today's standards, consisting of 4 h of data from 4 satellites per day, 14.5 cm of extension was ultimately recorded between the stations. Most importantly, the GPS data recorded clear changes on July 5 and 6, several days before the onset of harmonic tremor and a week prior to visible evidence of the eruption at the sea surface. The eruption itself was not accompanied by measurable deformation.
In addition to the GPS measurements, tilt, borehole strain, terrestrial EDM, and leveling data were also collected. Okada & Yamamoto (1991) used all the available data to develop a time-dependent kinematic model of the source process. The model includes a deep dike-like source accompanying the May 1989 swarm, the M5.5 earthquake source, and the main dike that ultimately fed the eruption. The main dike was inferred to have been located at a depth of 7-5 km in early July, but grew to within 1 km of the sea floor by July 4, ultimately widening to well over a meter in width prior to the eruption. Okada & Yamamoto (1991) interpreted the lack of deformation accompanying the eruption to indicate that the magma intruded shallow compliant sediments, forming a sill prior to the eruption. Remarkably, bathymetric surveys showed a flat sea floor on July 9, but a survey on July 13, "minutes" before a phreatomagmatic eruption, shows a 25-m high by 300-m diameter knoll.
Rapid quasi-steady motions have been mapped on Kilauea volcano, Hawaii, using GPS (Owen et al 1995) . The south flank of Kilauea, the area south of Kilauea's two rift zones, has generated large earthquakes including a M7.2 event in 1975. These quakes occurred on a buried subhorizontal fault (with the upper plate moving seaward), near the base of the volcanic pile at the contact with the ancient sea floor. GPS data collected between 1990 and 1993 show that the region north of the rift zones was not actively deforming, while the central south flank displaced seaward at rates of up to 10 cm/year (Figure 7) . The extraordinarily high strain rates across the rift zones cannot be explained by aseismic slip on the decollement alone. Dilation of the rift zones below 3-4 km is required to decouple the south flank across the rift zones. Owen et al (1995) modeled the data with elastic dislocations representing the decollement and the rift zones. The GPS-derived horizontal motions require the basal fault to be slipping at a rate of at least 150 mm/year. Opening of the deep rift zone was inferred to have taken place at a comparable rate.
GLACIAL ISOSTATIC ADJUSTMENT AND SEA LEVEL CHANGE
GPS is also playing an important role in the determination of present-day sealevel change. Tide gauges record the level of the sea surface with respect to land, which may or may not be moving vertically. Accurate measurement of vertical displacement rates at tide gauge stations are thus needed to correct apparent sea-level records for crustal deformation. Vertical crustal motions can arise due to tectonic processes, groundwater and oil withdrawal, and ongoing isostatic adjustment in response to late Pleistocene deglaciation. The latter effect can be significant even far from the ancient ice sheets (e.g. Mitrovica & Davis 1995) .
The Fennoscandian region has the longest tide gauge records in the world, but because of the large glacial isostatic adjustment (GIA) signal, it has not been possible to utilize these data for estimating present-day sea-level variations (e.g. Douglas 1991) . Several GPS projects, including BIFROST (Baseline Inferences for Fennoscandian Rebound Observations, Sea Level, and Tectonics) (BIFROST Project 1996), which involves permanent GPS networks in Sweden and Finland, and the Baltic Sea Level Project (Pan & Sjöberg 1993) , have the goal of correcting Fennoscandian tide gauges for GIA. Another approach to estimating present-day sea-level change has been to use GPS to measure elastic deformations resulting from changes in the mass of glaciers and ice sheets (e.g. James & Ivins 1995; Wahr et al 1995) . An increase in ice mass causes GPS sites on bedrock adjacent to the ice sheet to subside, whereas a decrease in ice mass causes adjacent sites to rebound. For example, Sauber et al (1995) measured vertical crustal motions of up to 17 cm associated with the surging Bering Glacier. The difficulty is that the present rate of uplift results from a combination of a viscoelastic response to Pleistocene deglaciation as well as to the elastic response associated with ongoing changes in ice mass. Wahr et al (1995) suggested that a combination of precise gravity and GPS measurements can distinguish between these effects.
The Earth's three-dimensional response to variations in loading depends on both the ice-load history and the Earth's viscosity structure. Thus observations of GIA can be used to infer mantle viscosity and provide important information for models of mantle dynamics. The primary data set for observing the GIA response has been the global database of historic relative sea-level (RSL) curves (e.g. Tushingham & Peltier 1992) . Inferences of mantle viscosity based on relative sea level and other data, however, continue to vary by an order of magnitude or more at all depths (e.g. Fjeldskaar & Cathles 1991; Tushingham & Peltier 1992) . There are a number of possible causes for these discrepancies, including errors in deglaciation history, lack of assessment of resolving power and uncertainty (e.g. Mitrovica 1996) , and lateral heterogeneity in mantle strength (e.g. Manga & O'Connell 1995) . Finally, the uncertainty associated with much of the global database of RSL curves is difficult to establish. Curves obtained from the same region are often inconsistent, and in some cases uncertainties are so large that the data cannot be used to discern significant differences between Earth models. Furthermore, there is an inherent weakness associated with sealevel data sets: Observations are available only along shorelines, which provide sparse coverage.
GPS-derived determinations of deformation, particularly uplift, in areas of ongoing postglacial rebound will thus add invaluable data for testing models of mantle viscosity and ice-load history. The first significant vertical deformation rates to be determined by GPS have only recently become available (BIFROST Project 1996) . Figure 8 shows GPS estimates of vertical motion in Fennoscandia obtained from 2.5 years of observations. As three-dimensional crustal velocity estimates obtained from this continuing project become more accurate, they will be used to refine models of mantle viscosity and ice history.
Uncertainties in mantle viscosity and ice history result in errors in predicted rates of GIA used to correct tide gauge data for vertical land motions. For example, anomalous GIA-corrected sea-level rates from tide gauges have been found on the east coast of North America (e.g. Douglas 1991), with the anomaly reaching a peak of ∼1 mm/year in the Chesapeake Bay area. Davis & Mitrovica (1996) demonstrated that this anomaly can be eliminated by a simple modification to the viscosity model used to calculate the GIA corrections. Ongoing GPS observations in the Chesapeake Bay area (S Nerem, personal communication) (1996) . The predictions are based on the spectral theory presented by Mitrovica et al (1994) and use realistic models for the viscoelastic structure of the Earth and the ice history.
will provide an important test of the predicted rates of postglacial rebound and the inferred mantle viscosity structure.
PERMANENT GPS NETWORKS
Permanent or continuous GPS networks, meaning a network of GPS receivers that are left in place for a long period, are not new. Permanent networks like CIGNET and the IGS network (e.g. Blewitt 1993) have proven their utility to the geodetic community for orbit determination and have also been used for plate tectonic studies (Larson & Freymueller 1995; Argus & Heflin 1995) . As the price of GPS receivers has decreased, investigators have recently turned to regional permanent networks for geophysical studies. Shimada & Bock (1992) reported some of the earliest results from a permanent GPS network: 17 months of data from a 10-station array in the Kanto-Tokai (Tokyo) area of Japan. More recently, the BIFROST Project (1996) has measured postglacial uplift with a 21-site permanent GPS network in Sweden.
In practice, continuous GPS data is usually processed to yield one estimate of site position per day, although more frequent solutions (e.g. Figure 4 ) can be obtained. With these data, it is possible to study a wide range of transient deformation processes in tectonic and volcanic regions that are not possible with conventional (often annual) GPS field campaigns. Under the right conditions, daily position determinations may yield more accurate estimates of average deformation rates than would periodic campaign measurements. What are the "right conditions"? Simply put, the right conditions are such that the errors in the position estimates "average out" over useful scales of space, time, or both. The efficiency with which the errors average out will be diminished if the errors are spatially or temporally coherent (e.g. Johnson & Agnew 1995) .
Many of the error sources discussed previously may be spatially or temporally coherent. Atmospheric mapping function errors, precipitation, snow accumulation, multipath and antenna coupling (both of which may depend to some degree on environmental conditions), antenna phase center variations, and atmospheric pressure loading all might be expected to have some spatial and temporal coherence. Local surficial processes may lead to temporally correlated random motions of geodetic monuments. Langbein et al (1995) tested deeply anchored monuments that provide better coupling to the crust and hence improve their long-term stability.
Without doubt, the most ambitious continuous GPS network is the Japanese national network (Figure 9 ). At the time of this writing, there are 610 permanent GPS stations operated by the Geographical Survey Institute (GSI) of Japan (Miyazaki et al 1996) . This network represents the merging of the nationwide GPS Regional Array for Precise Surveying (GRAPES) and the Continuous Strain Monitoring System (COSMOS), located in the Kanto-Tokai areas around metropolitan Tokyo. Station spacing throughout the country is roughly 30 km, but around Tokyo the stations are more concentrated. A number of interesting results have already been obtained from the GSI network, including coseismic displacements associated with three M7 and greater earthquakes, as discussed in a previous section. Strain transients following the M7.5 1994 Sanriku-HarukaOki earthquake (Figure 4 ) and associated with volcanic processes off the Izu peninsula have been recorded. Preliminary results have been obtained showing interseismic deformation over the entire country of Japan for the past year. These data should prove to be invaluable in determining the spatial distribution of strain accumulation and the location of the elusive Eurasian-North America (or Eurasian-Okhotsk) plate boundary, as well as in obtaining an improved understanding of the physics of subduction zones.
Permanent GPS networks for the study of crustal deformation have been developed in southern and northern California and the northern Basin and Range. The Southern California Integrated GPS Network (SCIGN) presently consists of 40 operational stations. Thirty new stations are planned, and funding has been requested for an additional 45 stations. The Basin and Range permanent GPS network, currently being implemented, extends from the Sierra Nevada to the Wasatch Front and is intended to measure the distribution of deformation in this region.
In northern California, the Bay Area Regional Deformation (BARD) GPS network consists of 25 permanent and semipermanent stations and should expand to at least 40 receivers in 1997. King et al (1995) investigated three years of BARD data spanning the Hayward fault, to determine the error characteristics of the data. They found that the data are essentially uncorrelated at lags longer than 25 days and are only weakly correlated for lags shorter than 10 days. Within the frequency range studied (0.01-0.5 cycles per day for the daily sampled data), the power spectra are only mildly enhanced at low frequencies.
THE FUTURE
Some present trends seem likely to have a large impact on the future of GPS geodesy. The price of GPS receivers is decreasing, promoting the growth of permanent, dedicated regional networks for geophysical studies. Data collected for nonresearch applications (e.g. aircraft and ship navigation, regional differential GPS networks) are, and will increasingly become, available for research uses. Whereas in the past, permanent networks sacrificed spatial for temporal resolution, the increased density of some GPS networks (e.g. in Japan and California) will provide unprecedented spatial and temporal sampling of crustal deformation. Enhanced spatial coverage is vital for detecting coherent tectonic signals.
A number of error sources that previously had not been considered in GPS studies are now receiving serious consideration. The proliferation of permanent GPS systems provides as much data as any researcher can handle, from a wide variety of locations, environments, and physical installations. Hypotheses concerning the "repeatability" of parameter estimates may be rigorously tested, and the time-and space-dependence of parameter variations may be carefully examined. This wealth of data is a two-edged sword, for the groups whose primary task it is to process these data operationally can be strained simply to keep up with the flow of data.
Newly collected GPS data should provide a tremendous improvement in our understanding of postseismic deformation. Increased spatial coverage will have a profound impact on regional GPS studies. The number of sites will increase from a few per plate, in many places, to the density needed to map the strain-rate distribution and to associate features in the deformation field with specific tectonic structures. The precision, greatly increased spatial coverage, and frequent sampling provided by current and future GPS networks will reveal the detailed space-time pattern of crustal deformation. These will in turn lead to substantial insights into the rheology of the crust and mantle and will allow for time-dependent inversions for fault-slip distribution and the evolving geometry of magma bodies.
