Abstract-The operating point of a node is an interesting concept from large deviations theory which defines the asymptotic buffer occupancy distribution at the node. The effective bandwidth function evolved out of large deviations theory, establishes the crucial connection between the node operating point and the theory of statistical network calculus. This paper uses the concepts of effective bandwidth and effective capacity to describe independent stochastic arrival and service processes, respectively, and to identify node operating point to perform stochastic analysis with network calculus. The two main advantages of the approach used in this paper are: (i) the use of operating point to perform stochastic analysis provides insight into the queue dynamics, and (ii) the use of effective bandwidth and effective capacity functions within the framework of statistical network calculus allows efficient evaluation of performance bounds.
I. INTRODUCTION
The convergence of voice, video and data traffic onto a unified IP network has increased the emphasis on efficient utilization of the network resources without violating the Quality of Service (QoS) requirements of real-time traffic using the network. However, the transition of the Internet to an integrated network offering a specified QoS is anything but simple. The main problem in guaranteeing QoS in the Internet is to find an answer to the question, how to efficiently model the arrival traffic and the service offered by the network. There exist many network theories for modeling of data networks, however each of these theories have their share of pros and cons. Network calculus is one of the popular theories useful for the performance analysis of data networks. Network calculus uses an envelope approach to model the arrival traffic and the service offered by the network node. However, the theory uses deterministic envelopes and deals with the worst case bounds at the nodes. Worst case bounds are relevant for hard real-time traffic but not for soft realtime traffic like VoIP, multimedia streaming. The soft This paper is based on "An Approach using Node Operating Point for Performance Analysis with Network Calculus," by K. Angrishi real-time traffic is tolerant to some violation in its QoS requirements and therefore, can significantly benefit from statistical multiplexing. The network calculus is extended into the probabilistic domain to account for statistical multiplexing gain in the performance analysis of soft real-time networks. The probabilistic version of network calculus is called statistical network calculus 1 . The statistical network calculus has been successful in retaining the envelope approach from the network calculus to derive probabilistic performance bounds. However, there have been two major concerns in the application of statistical network calculus, namely, the scaling and the tightness of the performance bounds. The scaling of the performance bounds of the exponentially bounded burstiness (EBB) traffic has been shown to be O(H log H) in [1] , where H is the number of hops. In [2] , authors have shown that the performance bounds of the (σ(θ), ρ(θ)) constrained traffic scale linearly, i.e., O(H), if the service offered at each network node is independent of other nodes. The tightness of the performance bounds has always been a concern in statistical network calculus. The concern is mainly due to the use of union bounds for deriving the performance parameters of the network. There have not been many research works on analyzing the tightness of the performance bounds derived using statistical network calculus. Recently, in [3] , [4] , authors have derived new tight performance bounds for stochastic arrival and service processes with independent increments using exponential super-martingales (instead of using union bounds). In [5] , authors derived improved bounds for the average backlog and delay using Jensen's inequality. A general comparison of results from statistical network calculus with the classical queueing theory is made in [6] .
In this paper we use the concepts of effective bandwidth [7] and effective capacity [8] - [10] from large deviations theory to describe independent stochastic arrival and service processes within the framework of statistical network calculus to derive tight performance bounds. The main advantage of using such an approach, apart from obtaining tight performance bounds, is to achieve a better understanding of the queue dynamics at the network node using the concept of operating point. The notion of operating point is from large deviations theory and it is the value of time and space parameter, at which the effective bandwidth of the arrival traffic is related to the asymptotic buffer occupancy distribution at the node. Moreover, the derived backlog bound for the steady state buffer occupancy distribution looks similar to that of the asymptotic buffer occupancy distribution evaluated using large deviation theory.
Throughout the paper we assume the stochastic arrival traffic process and the stochastic service process offered at the node are stationary, independent and can be deterministically bounded. We assume the arrival traffic at a node is served in a work-conserving manner and the buffer at the node is assumed to be of infinite capacity. Let the arrivals and departures at a node be modeled with nondecreasing, left-continuous processes A(s, t) and D(s, t), respectively, which represent the cumulative amount of data seen in the interval (s, t] for any 0 ≤ s ≤ t. We assume that there are no arrivals in the interval (∞, 0] and the network is causal, i.e., D(0, t) ≤ A(0, t) for any t ≥ 0. To simplify the notation we write A(t) = A(0, t),
The rest of the paper is structured as follows: Section II introduces the concepts of effective bandwidth and effective capacity from large deviations theory, which will be used in this paper to describe stochastic arrival and service processes. Section III gives an overview of the statistical network calculus and new performance bounds using effective bandwidth and effective capacity are derived. The tightness of the new performance bounds is illustrated using the numerical experiments in Section IV. Brief conclusions are presented in Section V.
II. UNDERSTANDING EFFECTIVE BANDWIDTH AND EFFECTIVE CAPACITY
In this section we give a gentle overview of the concepts of effective bandwidth and effective capacity from large deviations theory. Large deviations theory is the theory of rare events and is mostly concerned with the events which occur at the tail of the distribution, far away from the mean. Large deviations theory is a counterpart to central limit theorem which deals with the events which occur near the mean of the distribution. The concept of effective bandwidth evolved from the application of the large deviations theory in communication networks [11] . The effective bandwidth function of the stochastic arrival traffic in a communication network is shown to be a good statistical descriptor of the arrival process in the context of stochastic models for statistical sharing of resources. The concept of effective bandwidth is often used in simple connection admission control strategies in ATM networks [7] .
The intuitive interpretation of the effective bandwidth associated with a flow is the minimum rate at which the flow must be served during the length of time interval t a so that its quality of service requirements are satisfied. A commonly used definition of the effective bandwidth from [7] , for all 0 < θ a , t a < ∞, is given as
The parameters θ a and t a in equation (1) [7] , for all 0 < θ a , is given as,
Analogous to the concept of effective bandwidth used to describe stochastic arrival traffic, the concept of effective capacity was developed in [8] - [10] , [12] to describe the stochastic service offered at a network node. The intuitive interpretation of the effective capacity associated with the stochastic service process serving the queue is the maximum accommodable arrival rate of constant bit rate traffic at the queue during the length of the time interval t s so that its quality of service requirements at the queue are satisfied. Mathematically, for all θ s , t s > 0, the effective capacity function of service process S(t s ) is defined as
The parameters θ s , t s in the above definition are also called space parameter and time parameter, respectively. The interpretations of time and space parameters are similar to those used in the context of effective bandwidth. The time parameter corresponds to the length of the observation time interval and the space parameter determines the fluctuation in the service offered by the node to the arrival process during the length of the observation time interval t s . For a given time parameter t s , the value of effective capacity function β(θ s , t s ) of the service process varies from the average service rate to minimum service rate for increasing values of space parameter θ s . Similar to the effective bandwidth, the effective capacity β(θ s , t s ) in equation (3) is a template that can be filled with the relevant values of θ * s , t * s only relative to a service observation point like a buffer in a network node offering stochastic service with guaranteed minimum service rate. The effective capacity independent of time parameter t s , for all θ s > 0 is given as.
This definition of effective capacity is often used in the literature [8] , [9] to model the stochastic service process.
The QoS measure at a network node depends on the stochastic arrival process describing the cumulative amount of traffic coming to a buffer and the stochastic service process representing the cumulative amount of data removable from a buffer. Therefore, at the buffer of a network node, space and time parameters of effective bandwidth and effective capacity share the same value (θ * , t * ), and are together referred to as the operating point of a node. In [10] , the authors have shown using large deviations theory that the buffer overflow probability of a network node with buffer size N ·b offering stochastic service with effective capacity N ·β(θ s , t s ) to N independent and identically distributed arrival traffics with effective bandwidth α(θ a , t a ) is given as
where θ * is the unique solution of
The optimal values of θ and t in equation (5) represent the operating point (θ * , t * ) of the node. The time parameter (t * ) at the operating point corresponds to the most probable time interval of the buffer busy period prior to overflow. Therefore, the time parameter (t * ) defines the meaningful length of time interval to observe any possible event at the buffer of the node. If the time parameter is very small, overflows are mostly caused by the momentary culminations of traffic. If the time parameter is large, then the long trends in traffic are the main cause of overflows. The space parameter (θ * ) at the operating point corresponds to the maximum burstiness of the arrival traffic and maximum fluctuation of service rate that can be tolerated at a node without violating the given QoS constraint. If the space parameter is very small, the fluctuation of the service rate at the node and the burstiness of the arrival traffic must be minimal to fulfill the given QoS constraint. If the space parameter is large (θ * → ∞), the fluctuation of the service rate at the node and the burstiness of the arrival traffic have negligible or no influence on the given QoS constraint at the network node.
In a strict sense, the buffer is an additional resource apart from the service available to the arrival traffic at the network node. Therefore the effective capacity of stochastic service offered by the node is enhanced by a factor b/t for an available buffer size of b at the node. If the QoS constraint on the buffer overflow probability is P {B(t) > N · b} ≤ ε, for all θ ≤ θ * and t ≤ t * , from equation (5) the following condition can be derived
For a lossless system (ε → 0, t → ∞), the condition from equation (7) for all θ ≤ θ * will become
The condition from equation (8) is also referred to as the stability condition and defines the maximum value of space parameter θ * in a stable system which is independent of time parameter t * . If T b is the bound on the buffer busy period then in a stable system the following condition holds for all θ > 0
There are two major issues with the application of large deviations theory in performance analysis of the network: (i) the results from large deviations theory are asymptotic (ii) analysis of different scheduling algorithms using large deviations theory is mathematically intensive and complex [13] . These problems actually led to the extensive research of network calculus. Now, with the ability of effective bandwidth and effective capacity to efficiently describe the statistical arrival and service process, respectively, we can extend the results of statistical network calculus and have a better insight about the network behavior.
III. STATISTICAL NETWORK CALCULUS WITH EFFECTIVE BANDWIDTH AND EFFECTIVE CAPACITY
In this section, we give a brief introduction of statistical network calculus and then use the concepts of effective bandwidth and effective capacity to extend the results in the theory of statistical network calculus and effectively utilize the statistical multiplexing.
Deterministic network calculus [14] , [15] is an elegant theory which provides useful insights into the behavior of the data networks. The mathematical theory of minplus algebra [14] provides the basis for the framework of network calculus. Network calculus helps in better understanding of the fundamental concepts of integrated and differentiated services, flow control, bandwidth or buffer dimensioning. One of the important advantages of network calculus is its ability to model different scheduling algorithms used at the network node. Network calculus allows modeling a network of nodes as a single abstract node, which substantially simplifies the analysis of data networks.
Network calculus can be seen as the system theory for data networks, while it differs from the traditional system theory in the type of algebra used. In min-plus algebra, which forms the basis for network calculus, the conventional addition operation is replaced by the computation of the minimum and the conventional multiplication operation is replaced by addition. In the following we recall the min-plus convolution and min-plus deconvolution operations from min-plus algebra which are most commonly used in network calculus [15] .
Definition 1 (min-plus convolution and de-convolution): Let f (s, t) and g(s, t) be two real-valued bivariate functions defined at t ≥ s ≥ 0. Using ⊗ and ⊘ to denote the min-plus convolution and de-convolution operations, respectively, then:
In network calculus, the arrival traffic and the service offered at a network node are modeled as envelopes.
The fundamental difference between the deterministic network calculus and its probabilistic counterpart is that the envelopes and the derived performance bounds are expressed as probabilistic tail bounds, i.e., they are violated by some small violation probability. There exist many versions and extensions to probabilistic network calculus available in the literature [1] , [16] - [20] . However, it can be shown that these versions and extensions are directly related to the fundamental framework presented in [20] . For traffic arrival process A, we use a probabilistic measure called effective envelope [17] , [20] , which is defined as a non decreasing function G such that for all t ≥ s ≥ 0
To characterize the available service to a flow or a collection of flows we use effective service envelope [19] , [20] which can be seen as a probabilistic measure of the available service. Given an arrival process A, an effective service envelope is a non decreasing function S that satisfies for all t ≥ 0
By letting ε g = ε s → 0 in equations (12) and (13), we recover the arrival and service envelopes of the deterministic calculus. In [20] , authors establish a formal relationship between the concepts of effective envelope and effective bandwidth, and thus, link the concept of effective bandwidth to the statistical network calculus. Given an arrival process A(t) with effective bandwidth α(θ, t), the effective envelope G(t) of the arrival process for any t ≥ 0 is given by
The important aspect about the relationship from equation (14) is that the right side of the equation is minimized using the space parameter θ ≥ 0. The value of the space parameter that minimizes the expression depends on the length of the observation time interval t. From the interpretation of space parameter in effective bandwidth function, one can elucidate that the effective envelope is the smallest traffic envelope that encompasses the maximum burstiness of the arrival traffic which can be accommodated for the given violation probability ε g .
Analogously, a formal relationship between the concepts of effective service envelope and effective capacity is established in [10] . The stochastic process S(t) with effective capacity β(θ, t) is said to represent the stochastic service offered at a node if it satisfies the condition D(t) ≥ A ⊗ S(t) for all t ≥ 0. Then, the effective service envelope S(t) of the offered service process for any t ≥ 0 is given by
Since the right side of the relationship from equation (15) is maximized using the space parameter θ ≥ 0, the effective service envelope can be interpreted as the largest service envelope that encompasses the minimum service fluctuation which can be accommodated for the given violation probability ε s . The main issue with choosing a single space parameter for effective envelope and effective service envelope for a given length of the observation time interval is that we lose all the stochastic information about the arrival traffic and service offered at the node once the envelopes are fixed. This causes technical difficulties in determining simple closed form performance bounds and end-to-end service envelope as in the deterministic version of network calculus [14] . There are many mathematical tricks, like rate correction factor [1] , delay threshold, busy period bounds [20] , time-domain extensions [21] , employed in the literature. We direct the interested readers to the corresponding papers and for a more elaborate discussion on the pitfalls in statistical network calculus to [20] .
In this paper, we use the stochastic information of the arrival traffic and service process to derive clean and closed form performance bounds at the node. To this end we use effective bandwidth and effective capacity to describe the stochastic arrival and service processes, respectively, in contrast to [20] , where effective bandwidth is used only at the ingress of the network to derive effective envelope of the arrival traffic. Since the effective bandwidth (α(θ a , t)) and effective capacity (β(θ s , t)) functions are rate functions, they need to be always multiplied with length of the observation time interval (t) to describe an amount of data. Then the formal relationships from the equations (14) and (15) become,
The following theorem gives the performance bounds in terms of effective bandwidth and effective capacity of the arriaval and the service processes, respectively. Theorem 1: Let A(t) be the arrival process and S(t) be the stochastic service process at a node with the corresponding effective bandwidth α(θ, t) and effective capacity β(θ, t) respectively. Assume that both stochastic processes have finite stationary increments. Then the following holds: A probabilistic bound on the backlog B(t), for all t ≥ 0, is given by
((G(θ)⊘S(θ))(0)−x)
A probabilistic bound on the delay W (t), for all t ≥ 0, is given by
A statistical effective envelope on the departure process, for all t ≥ 0 is given by 
((G(θ)⊘S(θ))(t)−z(t))
Proof: We now prove the probabilistic bound on backlog. The proofs of the probabilistic bounds on delay and departure process are its immediate variations. The backlog B(t) at a network node is given as A(t)−D(t). Therefore
The inequality in the last step is due to the increase in supremum interval for u from [0, t] to [0, ∞]. If τ is the first time instance the stochastic process {A(t) − S(t)} is greater than x in the time interval [0, ∞] i.e., τ = inf {u : A(u) − S(u) ≥ x}, then the probabilistic bound on backlog can be rewritten as,
To derive P {τ < ∞}, we start with the simple identity
For the given event {τ < ∞}, the event {A(τ ) − S(τ ) ≥ x} is valid by the definition of τ . Then,
1 ≥ e θx P {τ < ∞} e θ sup u≥0 {uα(θ,u)−uβ(θ,u)} Hence,
Substituting the value of tα(θ a , t) and tβ(θ s , t) from the equations (16) and (17) into the above expression, we get
minimizing the right side of the above equation over θ ≥ 0 completes the proof. The interesting observation is that, for x = N · b, Figure 1 . Effective bandwidth and effective capacity of the arrival and service processes at a node, respectively, observed during a fixed length of time t * the backlog bound from Theorem 1 is very similar to the result from large deviations theory given in equation (5), with the difference that the inequality in Theorem 1 becomes equality under the asymptotic regime in large deviations theory. An important advantage of using effective bandwidth and effective capacity within the framework of statistical network calculus is that we can make use of the statistical information about the arrival traffic also inside the network. To illustrate this we derive a bound on the departure process effective bandwidth (α D (θ d , t)) using the arrival process effective bandwidth (α(θ a , t)) and service process effective capacity (β(θ s , t)). In a work conserving network node, the departure process D(t) is due to convolution of arrival process A(t) and service process S(t). The departure process D(t) is always bounded by the minimum of the arrival process A(t) or the service process S(t) at the node. i.e., D(t) ≤ min [A(t), S(t)] and the effective bandwidth of the departure process (α D (θ d , t)) is given as,
where
Since the arrival traffic A(t) brings the workload to the buffer and service process S(t) removes the workload from the buffer, arrival traffic effective bandwidth and service process effective capacity is used to bound the departure process effective bandwidth. From the properties of effective bandwidth [7] , [15] , we know that Letting θ → ∞, we get
Thus, the upper-bound to the effective bandwidth of the departure process can be derived from the equations (18) and (20) and is given as
Since θα( θ, t) is convex and differentiable in θ [15] , the value of θ must satisfy the condition ( θα( θ, t)) ′ ≥ β(∞, t). One can infer from equations (6) and (19) that the space parameter at the node operating point (θ * , t * ) is always bounded by θ, i.e., θ * ≤ θ. The value of θ becomes θ * as t → ∞ or if the arrival and service processes have independent increments. Another insight one can achieve from the above result is that, the network node shapes the arrival traffic if its burstiness given by the space parameter θ in effective bandwidth function α(θ, t) is greater than the threshold space parameter θ. The Fig 1 illustrates the threshold space parameter θ together with effective bandwidth and effective capacity of the arrival and service processes, respectively, observed during a fixed length of time t * .
Performance bounds for a network of deterministic servers have been obtained in [14] , [15] where it has been shown that, deterministic servers in series can be effectively transformed into a single equivalent server. Thus, known single-node performance bounds extend immediately to tandem servers. This is considered as one of the raisons d'etre of network calculus. In previous studies, probabilistic performance bounds are shown to scale in O(H 2 ) [20] and O(H log H) [1] , where H is the number of hops. In [2] , authors showed that these performance bounds can scale in O(H) under the assumption of independence using statistical network calculus with moment generating functions. Similar linear scaling of end-to-end performance bounds can be achieved using the statistical network calculus with effective bandwidth and effective capacity. In order to derive end-to-end performance bounds using Theorem 1 one needs the effective capacity of the stochastic service offered by the network. In the following theorem, we derive the effective capacity of the service offered by the network using similar line of arguments as in [2] Theorem 2: Let S 1 , . . . , S H be independent stochastic service processes offered by H concatenated nodes with the corresponding effective capacities β 1 (θ, t), . . . , β H (θ, t). Then, the stochastic service process S net = S 1 ⊗ . . . ⊗ S H represents the service offered by the network of H concatenated nodes. The effective capacity function β net (θ, t) of the network service process S net , for all t, θ ≥ 0, is given by
Proof: In order to prove that the stochastic process S net = S 1 ⊗ . . . ⊗ S H represents the service offered by a network like in Fig 2, 
. . .
The first inequality results from the application of Boole's inequality. The binomial coefficient in the final step is the number of combinations with repetitions and the min-plus convolution is from equation (10) for f (s, t) = f (t − s) and g(s, t) = g(t − s). Taking log on both sides and re-ordering the inequality for network effective capacity tβ net (θ, t) proves our second claim One can infer from Theorem 2 and equation (17) that if S 1 (θ), . . . , S H (θ) are the respective effective service envelopes at each hop and ε s1 , . . . , ε sH are their corresponding violation probabilies, then the statistical network service envelope S net (θ, t), for all t, θ ≥ 0 is given by
with the violation probability ε snet = ε s1 · · · ε sH . The linear scaling of end-to-end performance bounds can be easily shown using network service effective envelope from equation (22) and backlog bound from Theorem 1. Lets assume that there are H identical network nodes concatenated in series with each hop offering identical and independent service with effective service envelope S(θ s , t) and violation probability ε s . Then, the network effective service envelope S net (θ s , t) from equation (22) is given as S(θ s , t) − with violation probability ε snet = ε H s . If the arrival traffic to a tandem network is probabilistically bounded by effective envelope G(θ, t) with violation probability ε g , then the probabilistic bound on the backlog, for all t ≥ 0, is given by
Solving for the backlog bound in above equation with the right hand side set equal to ε, we get
≤ t log (t + H − 1) − log t!, it can be seen from the equation (23) that the end-to-end probabilistic backlog bound scales linearly, i.e., O(H).
IV. NUMERICAL EXAMPLES
The key advantage of the 'new technique' with respect to existing tools is that it allows efficient evaluation of performance bounds which are comparable to the exact results of single queue system from queueing theory. In this section we use numerical examples to illustrate the efficiency of the derived performance bounds from Theorem 1. First, we derive the probabilistic backlog bounds for well-known single-node queueing models like M/M/1, M/D/1 and IRP/D/1 using the statistical network calculus with effective bandwidth and effective capacity formulated in Section III and compare the bounds with the exact results from queueing theory. Second, we show that the end-to-end performance bounds derived using the proposed framework can be efficiently used to perform connection admission control in a given network.
A. M/M/1
We consider the M/M/1 queueing system, where both the arrival and the service completion processes are of Poisson type. The customers arrive at rate λ and the server works at rate µ. We denote the queue utilization by η = λ/µ. The steady state buffer occupancy in an M/M/1 queue, for any x > 0, is given by [22] 
Now we derive the backlog bound using statistical network calculus with effective bandwidth and effective capacity. The effective bandwidth of the arrival process A(t) is The effective capacity of the service process S(t) is
θ The effective bandwidth and effective capacity functions are independent of time parameter, as both the arrival and service processes have independent increments [7] . The space parameter at the operating point is the largest value of θ satisfying the condition α(θ) ≤ β(θ). The optimal value of space parameter at the operating point θ * satisfying the condition α(θ) ≤ β(θ) for stability is − log η. The straight forward application of Theorem 1 gives the bound for buffer occupancy distribution as,
In Fig. 3 we plot the backlog bound with violation probability ε = 10 −6 for the different values of queue utilization η from equation (25) and the exact result from equation (24) for an M/M/1 queue served with a mean rate µ = 125 bytes/ms. The bound from network calculus has a similar shape as the exact result and upper bounds the actual backlog observed in the queue.
One can observe that equation (25) differs from the queueing theory result (equation (24)) by a factor of η. Since the system utilization η must be less than 1 for the system to be stable, equation (25) bounds the steady state buffer occupancy distribution of M/M/1 and the bound becomes tight for increasing system utilization η.
B. M/D/1
The M/D/1 queueing model is similar to the M/M/1 queueing model, with the exception that the markovian server is replaced by a deterministic constant-rate server with service rate µ.
The exact distribution of the steady-state backlog in a M/D/1 queue is given by [23] , [24] 
where ⌊x⌋ stands for the greatest integer less or equal to x. It is known that this formula poses numerical complications for small buffer occupancy values at low loads and for large buffer occupancy values at high loads [25] . The exact solution of the M/D/1 queueing system can be replaced by approximations at the point of beginning irregularities. These "tail probability" approximations generally assume an exponential behavior of the solution and are numerically stable up to high system occupancies and corresponding tiny probabilities. A simple exponential approximations was proposed in [24] to approximate the distribution of the backlog in a M/D/1 queue and is given as
where the values of C 0 and r 0 are determined using the following conditions:
η(e r0 − 1) − r 0 = 0 (28)
We use the exponential approximation from equation (27) to extend the curve from equation (26) at the points of instability. We next derive the backlog bounds using network calculus. The maximum value of θ satisfying the stability condition α(θ) ≤ µ at the operating point of the queue is θ * = sup {θ : η(e θ − 1)/θ ≤ 1}. The straight forward application of Theorem 1 gives the bound for buffer occupancy distribution as,
In Fig. 4 we plot the backlog bound with violation probability ε = 10 −6 for the different values of queue utilization η from equation (30) and the exact result from equation (26) for an M/D/1 queue served with a rate µ = 125 bytes/ms. The bound from network calculus has a similar shape as the exact result and closely follows the actual backlog observed in the queue. It is difficult to observe from equations (26) and (30), if the bounds are tight. However, the results from the numerical experiment displayed in Fig. 4 show that equation (30) provides a good bound to the steady state buffer occupancy distribution of the M/D/1 queue and the bound becomes tight with increasing system utilization η as in the M/M/1 queueing model.
C. IRP/D/1
In the IRP/D/1 queueing model, arrival traffic is an Interrupted Rate Process (IRP) and the infinite capacity queue is served by a deterministic constant rate server with service rate µ. IRP is a typical example of Markov Modulated On-Off process. IRP is commonly used to model voice traffic. Markov Modulated On-Off process has two states, namely, "On" and "Off" states. r 10 denotes the transition rate from the "On" state to the "Off" state and the r 01 denotes the transition rate from the "Off" to the "On" state. The arrival process transmits at the peak rate P in the "On" state, and no arrivals occur in the "Off" state. The mean arrival rate of IRP is λ = r01P r01+r10 . The exact distribution of the steady-state backlog in an IRP/D/1 queue is given by [26] P {B(t) > x} = r01P (r01 + r10)µ e − (r 01 +r 10 )µ−P r 01 µ(P −µ)
x (31)
Now we derive the backlog bound using statistical network calculus with effective bandwidth and effective capacity. The effective bandwidth of the arrival process A(t) is α(θ) = P θ − r10 − r01 + (P θ − r10 + r01) 2 + 4r01r10 2θ
The optimal value of space parameter at the operating point θ * satisfying the condition α(θ) ≤ β(θ) for stability is (r01+r10)µ−P r01 µ(P −µ)
. The straight forward application of Theorem 1 gives the bound for buffer occupancy distribution as, Fix a constant number M = 800 of cross flows at each hop. If the QoS constraint at each hop is to limit the maximum backlog of 750 M byte with a violation probability 10 −3 , then the task is to increase the number of through flows N at the ingress of the network without violating the QoS constraint. We do connection admission control for two different arrival traffics, namely, (i) IRP (P = 50 M byte/sec, r 10 = r 01 = 1) and (ii) IRP with Token Bucket Regulator (TBR) (σ, ρ = 25 M byte/sec). In the first case, both the cross and through flows are IRP. The maximum number of through flows N admissible without violating the QoS constraint using the stochastic network calculus results from the previous subsection is found to be 995, whereas, the number of through flows N admissible using simulations is found to be 1103. In the second case, we pass all the IRP traffic through a token bucket regulator and do connection admission control using the effective bandwidth of token bucket regulated traffic. The effective bandwidth of the token bucket regulated traffic is given as [7] α(θ, t) ≤ 1 θt log 1 + ρt min [P t, ρt + σ] e θ min [P t,ρt+σ] − 1
The straight forward application of Theorem 1 gives the bound for the buffer occupancy distribution. In Fig. 7 , the maximum number of through flows N admissible into the tandem network without violating the QoS constraint is plotted for different values of token bucket size σ. It can be observed that, though the estimate using statistical network calculus (SNC)is conservative, it is reasonably good in comparison to the simulation result (IRP+TBR).
V. CONCLUSIONS
The concepts of effective bandwidth and effective capacity from large deviations theory were used within the framework of statistical network calculus to describe arrival traffic and service offered at the node, respectively, and to identify node operating point to perform stochastic analysis with network calculus. The use of effective bandwidth and effective capacity functions within the framework of statistical network calculus allowed efficient evaluation of performance bounds. The accuracy of the newly derived performance bounds was investigated by 
