Fault tolerant quantum computing requires quantum gates with high fidelity. Decoherence reduces the fidelities of quantum gates when the operation time is too long. Optimal control techniques can be used to decrease the operation time in theory, but generally do not take into account the realistic nature of uncertainty regarding the system parameters. We apply robust optimal control techniques to demonstrate that it is feasible to reduce the operation time of the cross-resonance gate in superconducting systems to under 100 ns with two-qubit gate fidelities of F > 0.99, where the gate fidelity will not be coherence limited. This is while ensuring robustness for up to 10% uncertainty in the system, and having chosen a parameterization that aides in experimental feasibility. We find that the highest fidelity gates can be achieved in the shortest time for the multi-level qubits compared with a two-level qubit system. This suggests that non-computational levels may be useful for achieving shorter cross-resonance gate times with high fidelity. The results further indicate a minimal control time for experimentally feasible pulses with the inclusion of robustness and the maximum amount of uncertainty allowable to achieve fidelities with F > 0.999.
I. INTRODUCTION
Superconducting qubits are one of the most promising candidates for quantum computing architecture [1] [2] [3] . To perform quantum computing one has to be able to make a desired unitary operation with extreme precision [4] . Dominant sources of errors come from incoherent errors, which are characterised by T 1 and T 2 time constants, as well as unitary errors due to imperfect control protocols and implementations [5] . To get around incoherent errors, gate times can be shortened so that these effects become negligible. However, ultimately there is a speed limit for the gate time operation [6] [7] [8] [9] [10] [11] .
Optimal control has been used in a variety of circumstances to improve the fidelity of some desired operation by optimizing system parameters or pulse shapes [12] [13] [14] [15] [16] [17] [18] [19] [20] . It can be further extended to circumvent control errors and uncertainties in the system such as fluctuations and inaccuracies in the driving field and the measured system parameters [21, 22] . One method is via robust optimal control, in which one uses a sampling-based learning control to find pulses that are robust to particular uncertainties in the system of interest [23] [24] [25] . The specific method developed in [23] has been used in both singleand two-qubit gates for superconducting qubits [26] , but has not been utilized on fast time scales where the unitary errors will increase.
One of the most successful superconducting quantum gates for entanglement is the cross-resonance gate [27, 28] ; an all-microwave gate performed on fixed frequency qubits utilizing the cross coupling between them. This all-microwave gate is favourable for superconducting transmon qubits which exhibit long coherence and * e.ginossar@surrey.ac.uk lifetimes [29] , limited charge noise [30] , and high singlequbit gate fidelities [5] , due to the use of fixed-frequency transmons which can be engineered to achieve the best of all these properties. Due to the low overhead of the gate, in which only microwave control is required, it is also a favourable gate for scaling up to quantum computers.
Reported gate times for the cross-resonance gate have been relatively slow when compared with flux-tunable gates. Currently the state-of-the-art cross-resonance gate has been preformed in 160 ns, with a gate fidelity of F = 0.991 ± 0.002, which was achieved with a designed tune-up procedure prior to the implementation of the gate [31] . At this gate time, the limit on the maximum achievable fidelity due to T 1 and T 2 is F = 0.996, for the specific transmons of interest. This level of fidelity is sufficient to provide fault-tolerant implementation [4, 32] within the surface code architecture, but there is still scope for improvement of fidelity and operation time. The cross-resonance gate has also been investigated by a time optimal control approach which aimed to find the quantum speed limit of the gate [33] . This speed limit was shown to be well under the current state-of-the-art implementation. However, in this time optimal solution, robustness was not considered.
In this paper we use the robust optimal control technique from [23] to determine the minimal time at which a high fidelity can be achieved while maintaining robustness to uncertainty in the bare parameters describing the system. Three cases relevant to the superconducting qubit field are investigated: (1) two directly coupled multi-level qubits with direct drives and no classical crosstalk, (2) two directly coupled multi-level qubits with direct drives with classical crosstalk from the drives, (3) two directly coupled two-level qubits with direct drives. In each case different sizes of uncertainty are studied for a single system parameter, ranging from 1% to 10% uncertainty, which are experimentally relevant ranges.
For all three cases, pulses are found with durations of T < 100 ns robust against all sizes of uncertainty with fidelities F > 0.99. The results show that the multi-level qubit devices achieve higher fidelities with shorter pulse times as compared to the two-level qubit devices. This further indicates that the non-computational levels can be useful for achieving faster gate times [34, 35] . Additionally, it is shown that in order to achieve a worst-case fidelity of F > 0.999 the maximum level of uncertainty allowable is 3% for both multi-level cases and 4% for two-level qubits for times T < 100 ns. This indicates that if higher fidelities are desired, either the pulse duration must be increased or the uncertainty in the system parameters must be reduced.
The rest of the paper is as follows: In Sec. II we define the theoretical model for the cross-resonance gate used in this paper; in Sec. III we describe the robust optimal control methods and the algorithm which is used to achieve the reported results; in Sec. IV we find the speed limit for the cross-resonance gate using experimentally feasible parameterization without robustness; in Sec. V we present the results of the robust search for a time optimal cross-resonance gate with high-fidelity; and in Sec. VIII we present the conclusions.
II. CROSS-RESONANCE GATE FOR MULTI-LEVEL QUBITS
The cross-resonance gate is generally concerned with coupled transmons with direct drives. There are several methods for coupling the transmons, but one of the most effective way is coupling via a cavity [36] . This enables multiple qubits to be coupled and allows for dispersive measurements of the qubits via the cavity, preserving the coherence of the qubits. As the transmons are far off resonant from the cavity, and the all-microwave control is generally performed with direct drives, we can ignore the dynamics of the cavity in the simulations since a † a ∼ 0 [2] . In this case, the Hamiltonian takes the form
Here, b j , b † j represent the annihilation/creation operators of transmon j, ω j is the frequency of transmon j, δ j is the anharmonicity of transmon j, J is the coupling strength between the two transmons, ε j k (t) is the pulse envelope (control) for drive k on transmon j with carrier frequency ω k j and phase φ k j . Here we have assumed that the Hamiltonian for the transmon is of the form of a Duffing oscillator [15] , which is valid if the anharmonicity is in the transmon regime.
To perform a cross resonance gate the "control" qubit is driven by a direct microwave drive at the frequency of the "target" qubit [28] . Due to the cross coupling between the qubits this generates an entangling operation [27, 37] . To see this, consider a Hamiltonian of two directly coupled qubits with a single microwave drive on the first qubit with control only in the x-quadrature
+ ε(t)σ
(1)
This Hamiltonian indicates that entanglement can be generated by the coupling between the qubits by simply waiting an appropriate amount of time. However, as J is generally small, this time will be very long. Instead, due to the weak coupling between the qubits, such that J |∆ 12 | = |ω 1 − ω 2 |, we can diagonalize the first line of the Hamiltonian to effectively decouple the qubits. Using this transformation the drive term can be transformed, so the full Hamiltonian becomes
with ω 1 = ω 1 + J 2 /∆ 12 and ω 2 = ω 2 − J 2 /∆ 12 the decoupled shifted qubit frequencies. Therefore, choosing the drive frequency ω d = ω 2 , a two-qubit entangling operation using σ (1) z σ (2) x can be performed. For simplicity, in the above case only a singlequadrature control was chosen. Generally, in experiment there is full control of both quadratures for the drives. Additionally, for direct drives on the qubits there would be two microwave control lines, one for each qubits as is the case in ref [31] . In this case, in the drive-frame the Hamiltonian becomes
with ∆ j the detuning of transmon j from the drive frequency. The Hamiltonian is transformed to the dressed basis for the simulations, and the matrix truncated to include only the first three levels for both transmons.
III. ROBUST OPTIMAL CONTROL
The work in this paper uses numerical optimization techniques to find optimal pulse shapes to perform the gate of interest in minimal time. In particular, the interest is in finding pulses that are robust to uncertainties while achieving fast gate times. By decreasing the times, incoherent errors results such as decoherence can be effectively removed. In this case the focus would be on the coherent errors resulting from, for example, parameter uncertainty. Figure 1 shows the effect of uncertainty on fidelity when robustness is not considered in the search for the optimal pulse. Robust optimal control seeks to ensure that the fall off in fidelity is reduced considerably by including robustness in the search. Robustness helps the scaling up of quantum computers by ensuring that there is less variability in the performance of the quantum gates in a multi-qubit processor and the implementation is more reliable overall.
FIG. 1.
When uncertainty is not taken into account in optimization, the optimal solution produces a high fidelity for the simulated optimal value. However, away from the simulated value the fidelity rapidly drops off. The red square highlights how, at the optimum value, the fidelity value is 1 but drops off rapidly away from the value.
Sampling-based robust optimization takes a sample of points, δ i , from some range, ∆, of the parameters that are uncertain [23, 25] . The fidelity is calculated from the time evolution of the Hamiltonian for each of the sampled parameter values, so that there is some range of fidelities, F i . Using this range of fidelities, the aim is then to either maximize the average fidelity of the range, or to maximize the worst-case value of fidelity in the range [23, 25] .
In general, for quantum computing, maximizing the average is not enough. If the average fidelity was maximized, there may exist a value in the range of uncertainty that performs far below the desired value. In this case, if the real system parameter has a value at this suboptimal value, then the actual performance of the gate would also be suboptimal. Indeed, in this situation, slow parameter drifts may often encounter adverse values of the parameter and thus degrade the fidelity over the duration of a quantum algorithm. If, instead, the worst-case fidelity were maximized for the range, then it would be guaranteed that all values in the range performed at least as well as this worst-case fidelity and ensure that the slow parameter drifts do not adversely affect the fidelity during operation. Therefore, maximizing the worst-case is the ideal target for quantum gates.
The numerical optimization algorithm used for this work is based on the Sequential Convex Programming (SCP) algorithm [23] . This is a gradient-based, local search optimizer, similar in concept to GRAPE [38] . The SCP algorithm takes a piecewise constant approximation for the pulse shape, with the number of piecewise constant amplitudes determining the dimension of the control space. This algorithm is used to maximize a cost function of the form
withÔ the projector into the computational subspace, n s the size of the computational subspace, U (T ) the time evolution of the full system at time T , and W the desired unitary operator given by
This desired unitary operation is chosen as it is related to the CNOT operation via
At each iteration of the optimizer, SCP tries to find an optimal solution for the incrementε from the linearized fidelities F(ε, δ i ) +ε∇ ε F(ε, δ i ), where the control incrementε satisfies some constraints and is within some predefined trust-region. Upon the return of this optimalε that satisfies all the constraints, the new fidelities are calculated and compared with the fidelities from the previous iteration. If min i F(ε +ε, δ i ) > min i F(ε, δ i ), then the control is updated to ε → ε +ε, the trust region is increased and the optimization step is started again. If, however, min i F(ε +ε, δ i ) < min i F(ε, δ i ), then the trust region is instead decreased and the optimization step is repeated with ε as the control again.
The key to the SCP algorithm is that the step to find the incrementε is a convex optimizaton. In the optimization step, multiple instances of F(ε, δ i )+ε∇ ε F(ε, δ i ) are calculated for each sample parameter δ i from the uncertain range. With these multiple instances, the optimal incrementε is determined such that all of the F(ε, δ i ) +ε∇ ε F(ε, δ i ) increase. This optimal increment is then inserted into the methodology described above to determine whether the new worst-case fidelity is greater than the previous worst-case fidelity. In the GRAPE algorithm, the method for increasing the fidelity via the gradient is to update the control via ε k → ε k + α∂F/∂ε k where k denotes the relevant piecewise constant amplitude in the control and α is some predefined increment. As the control is directly changed by inclusion of the gradient, the only way to include robustness is to calculate the average fidelity, e.g. F(ε) = L i=1 F(ε, δ i ), and then use this for the gradient calculation and the update step. The update step then guarantees that the average fidelity is maximized and not the worst-case fidelity. Other works have discussed sampling-based optimization for robust control by maximizing the average fidelity [25, 39] .
IV. TIME OPTIMIZATION WITHOUT ROBUSTNESS
Before investigating robust optimal control with minimum time, it is instructive to look at the time minimization without robustness. As in almost all quantum control problems, solutions to time-optimization formulations are local. There are a variety of methods for finding local minimal time solutions, e.g. including the gate time in the cost function to penalize long gate times [40] , or plotting the fidelity as a function of time [21, 33, 41] . Here the latter is used, where many random initial conditions for each time point are run and this process is repeated for all time points in the range. As the current resolution of state-of-the-art AWGs is 0.5 ns, this is chosen as the resolution of the time stepped control pulses. Therefore as time increases, so does the dimension of the control. To make the initial search the simulations are run for each time points from 1 ns to 100 ns, in increments of 1/,ns. For every time point, 20 random guesses are made for the initial starting point for the search; the SCP algorithm is then run until either the maximum number of iterations is reached or the maximum fidelity for that search is reached. Figure 2 displays a logarithmic plot of the infidelity of the maximum and average fidelity of the 20 randoms runs against the time of the gate. Figure 3 shows that after 40 ns the maximum and average fidelities at all time points are F > 0.99. Further, after 80 ns the maximum fidelity is F > 0.9999, while after 95 ns the average fidelity is also F > 0.9999. Comparing with the state-of-the-art implementation in [31] this is approximately a factor 4 improvement in the duration of the gate for the same fidelity with a higher fidelity value achievable in less the 100 ns; a value that is important for fault-tolerant quantum computation [4] . 
FIG. 3. A closer view of the results in

V. TIME OPTIMIZATION WITH ROBUSTNESS
In order to perform the search including robustness, the same search is carried out as before, namely the SCP algorithm is run with 20 different initial starting points for each time points from 1 ns to 100 ns. For the robust search, each simulation includes some error in the Hamiltonian and the robustness method is applied. In general, the dominant uncertainty in the Hamiltonian is the coupling strength J; this is due to the way in which it is measured and estimated.
The search described above is performed for a varying size of error in the coupling strength J, ranging from no error up to 10% error. Figure 4 shows that, with up to 10% error in the system, the optimizer has found pulses that can achieve a fidelity of F > 0.99 in approximately 52 ns. While this is 12 ns slower than for the no robustness case, this is still a factor of 3 faster than the state-ofthe-art gate in [31] . Additionally, it can be seen that for uncertainty levels up to 3%, fidelities of F > 0.999 can be achieved in times of less than approximately 77 ns. At 
FIG. 4.
The optimization is run with uncertainty in the J coupling ranging from 1% uncertainty to 10% uncertainty. At each time point the average worst-case infidelity from the random starts is displayed. The figure shows that within a time of 52 ns a robust pulse can be achieved with an average worst-case fidelityF min > 0.99 for uncertainty up to 10%. The graphs further show that the range of uncertainty becomes important for the achievable fidelity as the infidelity curves begin to flatten out, with only uncertainty less than 10% achieving F > 0.999.
these short times decoherence will be at a minimum, if not negligible, as most transmon qubits have coherence times in the 10's of microseconds [31] , while the state-ofthe-art is around 0.1 ms [42] . Figure 4 shows that the fidelities tend to some value for each size of uncertainty. For uncertainties greater than 3%, the fidelities tend to values less than F = 0.999, within the constraints of the system that has been simulated. This suggests that the optimal level of uncertainty for this system is 3% or less; if this level of measurement uncertainty for the J coupling can be reached, then high fidelity short robust pulses can be achieved.
VI. CLASSICAL CONTROL CROSSTALK
In the previous two sections the idealized situation in which the control on one qubit does not directly drive the other qubit has been considered. However, in reality there may be some amount of classical crosstalk due to the way in which the control drives are brought in to the circuit. This classical crosstalk manifests itself as the drive of one qubit directly driving the other qubit with some weighting dependent on the coupling of the drive with the other qubit [28] .
In order to model classical crosstalk, the control term in line 3 of eqn. 4 is expanded to include terms that represent the classical coupling of the control drive for one qubit to the other qubit
Here, α j represents the coupling of the drive on qubit j with qubit i.
As with the previous situation, it is instructive to look at the situation in which there are no uncertainties in the system. Figure 5 shows this compared with the results shown in Figure 2 where α j is chosen as α 1 = α 2 = 0.1, which is a non-trivial and realistic amount of crosstalk in the system. Although it was considered that this level of crosstalk involved in the Hamiltonian is sub-optimal, Figure 5 shows that the crosstalk case very closely follows the results where there was no crosstalk.
FIG. 5.
A comparison of the average infidelities when there is classical crosstalk within the system versus the case when there are only direct drives with no crosstalk. In this case 10% of the pulse is affecting the other qubit. It is noted that this amount of crosstalk does not inhibit the optimizer from finding high fidelity solutions. Figure 6 displays the average infidelity against time for the multiple random starts, following the same search method as described above. The graph shows that within a time of approximately 55 ns, all the error ranges achieve an average worst-case fidelity of F = 0.99. This is only marginally slower than for the no crosstalk situation, which achieves the result in a time of approximately 52 ns. As with the no crosstalk case, Figure 6 further shows that the optimal level of uncertainty for fast gate operation times is less the 3% as fidelities of F > 0.999 can be achieved with this maximum level of uncertainty in times less than 80 ns.
FIG. 6.
The level of infidelity of a robust optimal pulse where a level of 10% crosstalk is assumed. The figure shows that within a time of 55 ns a robust pulse can be achieved with an average worst-case fidelityF min > 0.99, with uncertainty up to 10%. This is extremely close to the time for the no crosstalk situation. Additionally, the optimum level of uncertainty is less then 3% as fidelities F > 0.999 are achievable.
The above shows extremely promising results for a robust cross-resonance gate in multi-level devices. In both cases, with and without crosstalk, robust pulses are achieved with average worst-case fidelities F > 0.99 in times of less then 60 ns. This is approximately a factor of 3 speed up on the state-of-the-art implementation of cross resonance gates. The inclusion of crosstalk makes the results more experimentally relevant, while further restricting the piecewise constant amplitudes to 2 ns resolution (the limit of current state-of-the-art AWGs) further adds weight to the promising results for future experiments.
VII. TWO-LEVEL QUBITS
While multi-level qubits with weak anharmonic structures are currently widely used in many superconducting research groups, work is still being progressed in qubits with more isolated two-level structures where the noncomputational levels are far enough away that there is no significant leakage out of the computational subspace [43] [44] [45] [46] [47] [48] [49] . As all the dynamics during the gate operation are contained within the computational subspace, it would indicate that two-level systems would be the preferable choice for the cross-resonance gate and should achieve higher fidelity, shorter gate times due to the lack of leakage.
To simulate two-level qubits, eqn. 1 is adapted with reduced dimensions down to two levels for each qubit to effectively consider two two-level systems. With this alteration, the same initial search is performed as previously with no uncertainty in the system in order to give an indication of the minimal time for the two-level qubits. Figure 7 displays the results of this search and compares them with the multi-level case, which displays a somewhat unexpected and interesting feature. For the twolevel qubit case, as expected, fidelities at the lower times are higher than for the multi-level qubits. It is expected that the limiting factor is the leakage levels where the potentially large amplitude pulses are driving these higher level interactions and limiting the fidelity. However, as the time is increased the fidelities increase more gradually for the two-level qubits than for the multi-level qubits. Eventually the fidelities of the multi-level qubits become higher than the two-level qubits for the same time values. Figure 7 further shows that multi-level qubits reach fidelity values of F > 0.99 in times of approximately T ≥ 40 ns, whereas for two-level qubits this is achieved for T ≥ 58 ns.
FIG. 7.
A comparison of the performance of two-level qubits, multi-level qubits with no crosstalk, and multi-level qubits with crosstalk, where the average infidelity for each time point is plotted. Initially the two-level qubit simulations produce higher fidelity pulses initially. However, the improvement in fidelity for the two-level qubits is more gradual than for the multi-level qubits, with the multi-level qubits achieving higher fidelities in shorter time than the two-level qubits. This suggests that the third level is being used during the pulse time to gain higher fidelities.
This feature, where the fidelities for the multi-level qubits are greater than for the two-level qubits and tend towards higher fidelities more quickly, suggests that the third level is actively used during the gate operation. Figure 8 shows plots of the value 1 − |tr( k U † kÔ k U kÔ )| 2 /d 2 for each time point k within the pulse length for gate operation times of T = 10, 20, 40, 80 ns. This gives a representation of the leakage for each of the pulses, where it is assumed that leakage
Ô is the projection operator into the four-level two-qubit subspace and d = 2 for the qubit case. |tr( k U † kÔ k U kÔ )| 2 /d 2 would be unity if there was no leakage from the qubit subspace, and therefore the graphs display the level of leakage out of the computational subspace. Figure 8 shows that for each of the pulse length times there is a significant degree of leakage during the operation, suggesting that the third level is extremely important for these pulse shapes and eventually the higher fidelities that are able to be achieved in the multi-level cases. 
2 is calculated at each time point, k, during the pulse. This then determines how unitary the evolution operator is at that time point, which indicates how much leakage there is at that time point. It is assumed leakage
2 , where d = 4 for a two-qubit ideal system. Figure 9 shows the fidelities with time for the robust pulses for the two-level qubits. Similar to the multi-level system case the trend is the same as the no uncertainty case, with the fidelities decreasing for each increase in uncertainty. In this case, Figure 9 shows that after a time of T = 70 ns average fidelities of F > 0.99 are achieved for all ranges of uncertainty up to 10%. This is again a speed up of gate time compared with current state-of-theart implementation. For the two-level qubits, however, the trend of the fidelities shows that the optimal level uncertainty is less than 4%, as opposed to the 3% for the multi-level qubits. In a time of approximately 95 ns, fidelities of F > 0.999 are achievable with uncertainty up to 4% .   FIG. 9 . Average worst-case infidelity is given for the two-level qubit optimization. The figure shows that within a time of 70 ns a robust pulse can be achieved with an average worstcase fidelityF min > 0.99, with uncertainty up to 10%. This is longer than for the multi-level qubits and suggests more third level interactions.
VIII. CONCLUSION
We have shown that the robust SCP algorithm can achieve robust pulses with fidelities F > 0.99 in a time of approximately 55 ns for multi-level systems and approximately 70 ns for two-level qubit systems. This is a factor of three faster than the current state-of-the-art implementation for the multi-level case and a factor of two faster for two-level case [31] ; this is while being robust to one of the most uncertain parameters in the system, the J coupling. Fidelities of F = 0.99 are suitable for surface code quantum error correction [50] [51] [52] ; this is ideal as there has been much work looking towards implementing surface codes in superconducting qubit devices [5, [53] [54] [55] [56] . The robustness of the results also ensures there is less variability in the performance in multi-qubit processors which is ideal for scaling up quantum computers. We have further shown that for short gate times there is an optimal level of uncertainty for each of the devices. For the multi-level qubits, uncertainty levels up to 3% can achieve fidelities F > 0.999 in gates times of 75 ns. For two-level qubits, uncertainty levels up to 4% can achieve fidelities F > 0.999 in gates times of 95 ns.
It has also been shown that, in theory, the coupled multi-level qubits can outperform the coupled two-level qubit systems; the addition of a third level can allow for more complicated dynamics and give an extra dimension to be used during the operation. This has led to a faster convergence of higher fidelity results for the multi-level qubits when compared with the two-level qubits, achieving fidelities F > 0.99 in a time of 15 ns faster. However, care must be taken when considering this result as the simulations were limited to just the three level system and no other dynamics. In this case of two closed threelevel systems, the excitations can return to the computational basis. In reality this may not be the case and the fidelities given may be lower due to permanent loss from the computational basis. Further work should look to include higher levels than the third to accurately give a result for transmons. Nonetheless, these results show promise for transmons. Additionally, there are certain multi-level superconducting qutrits for which these results could be directly applicable [57, 58] . Nitrogenvacancy centres could also benefit from these results as the level structure is more like a three-level system with the fourth level being far away [59] , similar to the simulations in this paper.
While the best achievable fidelities are limited by uncertainty (for the case of constant piecewise control lengths of 0.5 ns), the results nonetheless show that uncertainty can be dealt with if a certain duration of gate time is accepted. Given the current interest in noise intermediate-scale quantum (NISQ) technologies [60] , the results also show that shorter gate times on the order of 30 ns can be implemented for the full range of uncertainty using our parameterization if lower fidelities can be accepted. This gate time would give fidelities of approximately F = 0.96 for all cases, which is what NISQ technologies are targeting as a minimum gate fidelity for implementation.
(a) Pulse that achieves the best fidelity for an operation time of 75 ns. The fidelity achieved is F = 0.9999.
(b) Robust pulse that achieves the best worst-case fidelity for an uncertainty size of ±10 ns. The worst-case fidelity achieved is F = 0.9949.
FIG. 10.
Example pulses for the optimization simulation with and without robustness. The operation for both pulses is 75 ns. The pulses displayed achieve the best fidelity, or best worst-case fidelity for the robust pulses, out of the multiple start simulations.
(a) Pulse that achieves the best fidelity when there is crosstalk. The fidelity achieved is F = 0.9998.
(b) Robust pulse that achieves the best worst-case fidelity for an uncertainty size of ±10 ns when there is crosstalk. The worst-case fidelity achieved is F = 0.9943.
FIG. 11.
Example pulses for the optimization simulation with and without robustness with crosstalk present. The operation for both pulses is 75 ns. The pulses displayed achieve the best fidelity, or best worst-case fidelity for the robust pulses, out of the multiple start simulations.
(a) Pulse that achieves the best fidelity for flux qubits. The fidelity achieved is F = 0.9999.
(b) Robust pulse that achieves the best worst-case fidelity for an uncertainty size of ±10 ns for flux qubits. The worst-case fidelity achieved is F = 0.9939.
FIG. 12.
Example pulses for the optimization simulation with and without robustness or flux qubits. The operation for both pulses is 75 ns. The pulses displayed achieve the best fidelity, or best worst-case fidelity for the robust pulses, out of the multiple start simulations.
