Static mapping is the assignment of parallel processes to the processing elements (PEs) of a parallel system, where the assignment does not change during the application's lifetime. In our scenario we model an application's computations and their dependencies by an application graph. This graph is first partitioned into (nearly) equally sized blocks. These blocks need to communicate at block boundaries. To assign the processes to PEs, our goal is to compute a communication-efficient bijective mapping between the blocks and the PEs. This approach of partitioning followed by bijective mapping has many degrees of freedom. Thus, users and developers of parallel applications need to know more about which choices work for which application graphs and which parallel architectures. To this end, we not only develop new mapping algorithms (derived from known greedy methods). We also perform extensive experiments involving different classes of application graphs (meshes and complex networks), architectures of parallel computers (grids and tori), as well as different partitioners and mapping algorithms. Surprisingly, the quality of the partitions, unless very poor, has little influence on the quality of the mapping.
I. Introduction
Symmetric dependencies of computations within a parallel application can be modeled by an undirected graph G a , called application graph, e. g. the mesh of a numerical simulation. Iterative algorithms in such a simulation act upon the vertices of G a , and for each such vertex require the values of the neighboring vertices from the previous iteration. Thus, a vertex of G a represents some computation, and an edge of G a indicates a dependency between computations, i. e. an exchange of data. It is important to note that this modeling is not restricted to simulations at all. In fact, the nodes of G a could represent arbitrary parallel processes and the edges symmetric communication requirements between the processes. Typically, running an application on computers with distributed parallelism requires the application graph to be spread over the computer's processing elements. One way to carry out this task, called static mapping, is to (i) partition the application graph G a into blocks of equal size (or of equal weight in case the computational requirements at the nodes are not homogeneous) for load balancing purposes and (ii) map the blocks of G a onto the processing elements (PEs) of a parallel computer, see Figure 1 . Mapping may involve the communication graph G c , whose vertices represent the blocks of G a 's partition and whose edges indicate block neighborhood and therefore communication between different PEs.
The parallel computer is often represented as a graph G p , called processor graph (or topology graph), the vertices of which represent the PEs, and the edges of which represent physical communication links between the PEs. We require that G c has the same number of vertices as G p and make the assumption that G p is sparse, which is true for many real architectures today [1] . In this paper we address the problem of finding a bijective mapping Π of G c 's vertex set onto G p 's vertex set (processors) that is communication-efficient. We refer to Π as bijective topology mapping or simply mapping. One can also see the problem as embedding the guest graph G c into the host graph G p .
Motivation. Communication costs are crucial for the scalability of many parallel applications. Static mapping, in turn, is crucial when it comes to keeping communication costs under control through (i) providing a partitioning with few edges between blocks and (ii) mapping nearby blocks onto nearby PEs: due to the sparse nature of many large-scale parallel computers, communication costs may vary by several orders of magnitude depending on the distance between the PEs involved [2] . Also, numerous recent applications involve massive complex networks such as social networks or web graphs [3] . These networks usually lead to denser communication graphs and make improved mapping strategies even more desirable.
Contribution. We investigate numerous algorithms for static mapping, the scenario being that an application graph is first partitioned into blocks, followed by a bijective mapping of the blocks onto the nodes of a processor graph. The graph partitioners we employ are the state-of-the-art packages METIS [4] and KaHIP [5] . While METIS is widely used for graph partitioning and has been employed for mapping before, it is the first time that the high-quality partitioner KaHIP is used in the mapping context.
To assess and improve the performance of mapping algorithms, we implement several state-of-the-art methods. Moreover and more importantly, we develop and implement two new algorithms as straightforward, yet very effective adaptations of existing greedy algorithms.
The three most striking results of our extensive mapping experiments on meshes and complex networks as application graphs, as well as grids and tori as processor graphs, are: First, the strengths and weaknesses of the mapping algorithms are, to a large extent, independent of the class of application graphs (mesh or complex network) and the processor graphs. Second, the graph partitioner and its partitioning quality is of minor importance for the quality of the mapping. Third, for complex networks as application graphs, one of our new mapping algorithms always yields the best quality in terms maximum congestion. In case of meshes, this mapping algorithm always leads in terms of maximum congestion and maximum dilation.
We provide additional experimental results in the Appendix of [6] .
II. Preliminaries

A. Problem Description
We represent the communication of a parallel application as a graph
indicates the volume of communication between u and v, i. e. between the corresponding blocks of the application graph.
The parallel computer takes the form of a graph G p = (V p , E p , ω p ), the processor graph. Here, ω p : E p → IN indicates the bandwidths of the physical communication links. We require |V p | = |V c |.
Our aim is to find a bijective topology mapping (short mapping) Π : V c → V p that minimizes the overhead due to communication between the processes. A first graphtheoretic definition of the overhead (costs) was given in [7] . In the following we present three aspects of overhead (for more in-depth definitions see [8] ).
An edge e c = {u c , v c } of G c gives rise to communication between Π(u c ) and Π(v c ) on G p . Sending a unit of information along a path P in G p with edges e 1 , . . . e l takes time at least t(P ) = l i=1 (1/ω p (e i )). Sending all information via an edge e c = {u c , v c } ∈ E c , i. e. from processes in u c to processes in v c , then takes time at least
Thus, maximum and average dilation, defined as
respectively, provide lower bounds for the communication time of a parallel application, mD(Π) being the tighter lower bound.
When multiple messages are exchanged at the same time, more than one of them may be routed via the same edge. Hence, if c(e) denotes the total volume of communication routed via e ∈ E p , divided by the bandwidth ω(e), then the maximum (weighted) congestion
provides another lower bound for the time. Minimizing mD(Π), aD(Π) and mC(Π) is NP-hard, cf. Garey and Johnson [9] and more recent work [8] , [10] . Due to the problem's complexity, exact mapping methods are only practical in special cases. Leighton's book [11] discusses embeddings between arrays, trees, and hypercubes.
As in previous studies [8] , we assume that the routing algorithm sends the messages on uniformly distributed shortest paths in G p . In particular, the routing algorithm is oblivious to the utilization of the parallel system.
B. Graph partitioning
Given a graph G = (V, E) and a number of blocks k > 0, the graph partitioning problem asks for a division of V into k pairwise disjoint subsets V 1 , . . . , V k (blocks) such that no block is larger than (1+ε)· |V | k , where ε ≥ 0 is the allowed imbalance. The most widely used objective function is the edge cut (whose minimization is N P-hard [9] ), i. e., the total weight of the edges between different blocks. Yet, a more important factor for modeling the communication cost of parallel iterative graph algorithms seems to be the maximum communication volume (MCV) [12] , which has received growing attention recently, e. g. in the 10th DIMACS Implementation Challenge on graph partitioning. MCV considers the worst communication volume taken over all blocks V p (1 ≤ p ≤ k) and thus penalizes imbalanced communication:
III. Related Work
In this section we give a brief overview of algorithms for static mapping. More on topology mapping can be found in [13] , [14] and particularly in Pellegrini's survey [15] .
It should be mentioned that partitioning and mapping can be done simultaneously, i. e. communication between PEs is taken into account already during partitioning [16] , [17] , [18] . In this paper, however, we focus on the complementary approach where partitioning and topology mapping form different stages of a software pipeline.
Hoefler and Snir [8] employ the Reverse Cuthill-McKee (RCM) algorithm, originally devised for minimizing the bandwidth of a sparse matrix [19] . If both G c and G p are sparse, the simultaneous optimization of both graph layouts can lead to good mapping results [20] .
A common approach to static mapping, i. e., partitioning and topology mapping combined, is to recursively partition G a and G p in the same fashion, i. e. such that the number of blocks and sub-blocks per block is equal on each level [21] . Such a hierarchical approach to mapping may take into account the actual hierarchy of a heterogeneous multi-core cluster [22] . Typically, the number of sub-blocks per block is small. Thus, on the scope of an individual block, an optimal mapping of a block's sub-blocks can be found by evaluating all possibilities. If the number of subblocks is two, the method is called dual recursive bisection. It has been shown effective in the software Scotch [20] . While an optimal mapping of a block's sub-blocks on the scope of an individual block is not an issue in dual recursive bisection, neighboring relations between sub-blocks of different blocks still pose a challenge. In this paper we apply dual recursive bisection to the pair (G c , G p ) instead of (G a , G p ). This (basic) form of dual recursive bisection does not take into account neighboring relations between the sub-blocks of different blocks (as in [8] ).
Greedy approaches such as the ones by Hoefler and Snir [8] and Brandfass et al. [23] build on the idea of increasing a mapping by successively adding new maps v c → v p such that (i) v c has maximal communication volume with one or all of the already mapped vertices of G c and (ii) v p has minimal distance to one or all of the already mapped vertices of G p . For more details see Sections IV-A.
Hoefler and Snir [8] compare RCM, DRB and a greedy approach experimentally on abstractions of three real architectures. While their results do not show a clear winner, they confirm previous studies [15] in that performing mapping at all is worthwhile. It is important to note, however, that Hoefler and Snir perform mapping from reordered matrices, not from partitioned graphs as we do here.
Uçar et al. [24] implement a large variety of methods within a clustering approach, among them genetic algorithms, simulated annealing, tabu search, and particle swarm optimization. The authors require, however, that the processor graph is homogeneous, i. e. t(u p , v p ) depends only on whether u p = v p or not. Our approach is more general than theirs in that we allow t(u p , v p ) to take different values for u p = v p (see Equation 1 ).
IV. Methods for Topology Mapping
The simplest topology mapping is the identity, i. e. when block i of the application graph (or vertex i of the communication graph G c ) is mapped onto node i of the processor graph G p , 1 ≤ i ≤ k. We refer to this mapping as Initial. It depends on how the graph partitioner, in our case METIS or KaHIP, numbers the blocks and on how the nodes of G p are numbered. In our experiments G p is a 2D or 3D grid or torus since such topologies are used in real architectures, e. g. tori for BlueGene [27] . The nodes are ordered lexicographically w. r. t. the nodes' canonical integer coordinates. We also carry along a mapping called Random, where the bijection Π : {1, . . . , k} → {1, . . . , k} is random. The latter is done for comparison purposes, keeping in mind that Random is usually a very bad solution.
Four algorithms in our collection, i. e., RCM, DRB, GreedyAll and GreedyMin are from the literature (for RCM and DRB see Section I and [19] , [8] ). Algorithms GreedyAll and GreedyMin are described in Section IV-A (also see the references therein). There we also specify the last two algorithms, GreedyAllC and GreedyMinC, which are variants of GreedyAll and GreedyMin and which, to our knowledge, are new.
A. Greedy Algorithms
As a prerequisite for the algorithms described in this section we need to compute t(·, ·) once for a given processor graph G p (see Equation 1 ). Using Johnson's algorithm [28] , [29] 
This running time is not included in the running times for the greedy algorithms in this section, as t(·, ·) is computed only once for a given processor graph.
The mapping algorithm GreedyAll consists of the "construction method" proposed in [23] . Using our terminology, the algorithm starts by picking a node v 0 c of G c such that e={v 0 c ,vc}∈Ec ω(e) is maximal, i. e. v 0 c is a vertex whose communication with neighboring vertices is heaviest. Then, it computes for each vertex v p of G p the term
The experiments of this paper involve processor graphs which are grids and tori. On the latter all nodes are equally central. The mapping algorithm GreedyMin stems from [8] . Its general idea is the same as that behind GreedyAll. The only differences are that (i) v 0 p is picked randomly, 
The remaining pairs
Analogous to GreedyAllC and GreedyMinC, we set v i p to some v p such that the expression in Equation 5 is minimal. Thus, our objective function for choosing v p , i. e. Equation 5 , is about actual communication times and not just distances on G p . We have experimented with replacing the sum in Equation 5 by the maximum and found out that this tends to decrease the quality of the mappings. For the pseudocode of GreedyAllC see Algorithm 1. The running time for GreedyMin is the same as for GreedyAllC because the two algorithms differ only at lines 1 to 4, and the running times of both algorithms are not determined by this part.
is a bijective mapping with low values of mC(Π), mD(Π) and aD(Π). Pick v i+1 c such that sum c (v i+1 c ) is maximal 14: for j ← 1, . . . , |V P | − 1 do 15: if sum p [t] < int max then 16: /* t is not yet assigned */ 17:
for all e c = {v i+1 c , t} ∈ E c do 19: if sum c [t] < 0 then 20:
/* t has already been assigned */ 21:
end if 23: end for 24: end if 25: end for 26: Pick v i+1 p such that sum p (v i+1 p ) is maximal 27: end for
V. Experiments
In this section we specify our test instances, our experimental setup and the way we evaluate the mapping algorithms. a) Test Instances.: The application graphs fall into two classes: The class WalshawLarge consists of the eight largest graphs in Walshaw's graph partitioning archive [30] , and the class ComplexNets consists of 12 complex networks (see Tables I and II ). The latter form a subset of the 15 complex networks used in [31] for partitioning experiments. It turned out, however, that KaHIP [gpMetis with k-way partitioning, respectively], while respecting the allowed imbalance, occasionally generated empty blocks for the complex network p2p-Gnutella [as-22july06 and loc-gowalla edges]. Using gpMetis with recursive bisection instead of k-way partitioning was not an option because gpMetis then quite often violated the balance constraint and produced blocks heavier than (1 + ) times the average block size (only on complex networks). For each of the classes WalshawLarge and ComplexNets the benchmarking comprises the following processor graphs. b) Experimental Setup.: All computations are sequential and done on a workstation with two 4-core Intel(R) Core(TM) i7-2600K processors at 3.40GHz. Our code is written in C++ and compiled with GCC 4.7.1.
c) Evaluation.:
The benchmarking of the mapping algorithms described in Section IV is done separately on the classes WalshawLarge and ComplexNets. First, graphs from both classes are partitioned into 256, 512 and 1024 parts using the graph partitioner KaHIP v. 0.62 (http://algo2.iti.kit.edu/documents/kahip/) [32] . In particular, the meshes and social networks are partitioned with the configuration eco and ecosocial, respectively. The allowed imbalance is always 1.03, i. e. = 3%. To recursively bipartition G c and G p during DRB, we also use KaHIP (configurations fast and ecofast, perfect balance).
Since the partitioning process depends on random choices, we run KaHIP with 20 different seeds. For each seed we construct a communication graph G c from the partition, map G c onto all processor graphs with the same number of vertices and then compute the minimum, the arithmetic mean and the maximum of the mapping's runtime t, mC (see Equation 4 ), mD and aD (see Equation 2 ). Thus we arrive at the values t min , t mean , t max , mC min , etc. (twelve values for each combination of G c , G p , and a mapping algorithm).
Next we form the geometric means of the twelve values over all graphs in WalshawLarge and ComplexNets, respectively. Thus we arrive at twelve values t gm min , . . . for any combination of a graph class (WalshawLarge or ComplexNets), a processor graph, and a mapping algorithm. Finally, the last 9 values (all except runtimes) are set into proportion to the corresponding values for Initial. This yields the values QmC gm min , QmC gm mean , QmC gm max , QmD gm min , QmD gm mean , QmD gm max , QaD gm min , QaD gm mean and QaD gm max . A Q-value smaller than one means that the quality is higher than that of Initial because we are minimizing.
We also investigate the influence of graph partitioning on the quality of the mapping algorithms. In addition to using KaHIP as described above, we apply two variants of METIS v. 5.1.0 [4] 1) We run gpMetis with the option of k-way partitioning, an allowed imbalance of 1.03 and 20 seeds (imbalance and seed number are as for KaHIP).
2)
We run ndMetis with 20 seeds. This results in a fill-reducing ordering of G a 's adjacency matrix. The ordering is then turned into a partitioning of G a by going through the vertices in the new order and assigning block numbers such that all blocks have almost equal size (maximal deviation is one vertex). We are aware that using ndMetis in this way is not a good choice in view of partitioning quality (ndMetis is made for other purposes). We proceed like this, however, because we wish to test our collection of mapping algorithms on partitions with mediocre edge cut and MCV.
We indicate the METIS-based graph partitioning that is underlying a mapping algorithm by using the subscripts g and n when employing gpMetis and ndMetis, respectively. As an example, greedyAllC n means that we applied GreedyAllC to partitions obtained via ndMetis. Table III shows a comparison of KaHIP partitions with partitions from gpMetis and ndMetis. We measure running time, edge cut and MCV. As above, we record the best, mean and worst result over 20 seeds and calculate the geometric means of these numbers over all meshes in our collection -giving rise to the numbers T ime gm max , . . . , MCV gm max in Table III . In terms of partition quality, gpMetis performs significantly poorer than KaHIP only in terms of MCV gm mean and MCV gm max . Here gpMetis is worse by 4.49% and 16.01%, respectively. The partitions that we derived from ndMetis (in a deliberately sub-optimal way) fall back drastically both in terms of the edge cut and MCV. In particular, Cut gm mean = 2.2371 and MCV gm mean = 5.988, which means that the edge cut from ndMetis is more than double and that MCV increases almost six times if ndMetis is used instead of KaHIP. 2) The algorithm GreedyMin beats Initial only in terms of average dilation. The improvement is, however, a major one in some cases, e. g. QaD gm mean = 0.776 and QaD gm max = 0.654 for the 16 × 16 2D torus (see Table IV ). Another strong point of GreedyMin is its low running time.
VI. Results
A. Mapping of Meshes onto Grids and Tori
3) On all six processor graphs our new mapping algorithm GreedyAllC yields the best maximum congestion, mC, and the best maximum dilation, mD. This holds not only for the (geometric mean over all meshes of the) average over all seeds, but also if the best or the worst result is taken over all seeds. The quotients are between 0.556 and 0.789. In terms of running time, we are in-between that of GreedyMin and DRB.
4) DRB yields many major improvements over
Initial and, discarding average dilation, is worse only once (in terms of QmD gm max on the 3D torus, see Table 13 in the Appendix of [6] . DRB often comes close to GreedyAllC and sometimes beats it on average dilation. 5) GreedyMinC has its strengths on tori and often beats GreedyAllC on average dilation (on grids and tori). Interestingly, the overall quality of GreedyAll is much worse than that of GreedyMin (both from previous work), while this trend is reversed if we look at the modified versions GreedyAllC and GreedyMinC.
We now look at the influence of the partitioning quality on the quality of the mapping algorithms (see Table V ( Table 14 in the Appendix of [6] provides more evidence). As for KaHIP vs. gpMetis, the small lead of KaHIP over gpMetis w. r. t. MCV translates into an even smaller lead of the corresponding mappings. Moreover, this small lead is only on average, and there are cases where gpMetis partitions lead to better mapping results. As for KaHIP vs. ndMetis, poor edge cut and/or MCV seem to have a deteriorating effect on mapping quality. Table III in Section VI-A. Compared to the picture we saw on meshes, KaHIP now also leads in terms of the edge cut. Moreover, the lead of KaHIP in terms of MCV compared to gpMetis and ndMetis is even more pronounced (about 20%).
B. Mapping of Complex Networks onto Grids and Tori.
Regarding topology mapping based on KaHIP partitions, we only comment on results that deviate from those that we have described for meshes (especially running times show the same trends). The main differences are in the maximum and average dilation. Sometimes RCM and even Random yield even lower maximum dilation than GreedyAllC. Moreover, average dilation behaves quite erratically, as is revealed by a comparison between the aD-values of GreedyMinC in Table VII and Tables 15  through 19 in the Appendix of [6] .
Regarding maximum congestion, mC, the picture is the same as we saw for meshes: Our new algorithm GreedyAllC always yields the best results.
Regarding the influence of partitioning quality on the quality of the mappings we see that the higher partitioning quality of KaHIP compared to gpMetis (in terms of the edge cut and MCV) does not translate into considerably better mappings, see Table VIII (for additional evidence  see Table 20 in the Appendix of [6] ). As in the case of meshes, the partitions that we derived from ndMetis (in a deliberately sub-optimal way) lead to poor mappings.
VII. Conclusions and Future Work
We performed extensive static mapping experiments, our scenario being a consecutive pipeline of graph partitioning and bijective topology mapping. These experiments involved two classes of application graphs (8 meshes, 12 complex networks), three ways to partition the application graphs (one by KaHIP, two by METIS), six processor graphs (3 grids, 3 tori) and 8 mapping algorithms.
Our results indicate that the strengths and weaknesses of the mapping algorithms are, to a large extent, independent of the class of application graphs (mesh or complex network) and the processor graphs. The main differences are in the maximum and average dilation. Especially the latter behaves erratically in the case of complex networks.
Second, the quality of the partitions, both in terms of edge cut and MCV, has little influence on the quality of the mapping, except in cases where MCV is very poor. Thus, even MCV is not a good indicator of how well a partition can be mapped onto a processor graph -at least within the realm of our experiments.
Third, our variant of a greedy mapping algorithm by Brandfass et al., i. e. GreedyAllC, clearly dominates all state-of-the art algorithms we considered in terms of maximum congestion. The running time of our algorithm is O(|V c ||E c |), where V c and E c is the vertex and the edge set of the communication graph, respectively (and therefore usually fairly small).
If the weak influence of partition quality on mapping quality is affirmed for more classes of application graphs and more parallel architectures, improvements of static mapping are likely to come only out of new combinations of partitioning and mapping. In the future we will investigate how to minimize the communication volume specified in Equation 5 by such a coupled approach. 
