We study the problem of injecting single electrons into interacting one-dimensional quantum systems, a fundamental building block for electron quantum optics. It is well known that such injection leads to charge and energy fractionalization. We elucidate this concept by calculating the nonequilibrium electron distribution function in the momentum and energy domains after the injection of an energy resolved electron. Our results shed light on how fractionalization occurs via the creation of particle-hole pairs by the injected electron. In particular we focus on systems with a pair of counterpropagating channels and we fully analyze the properties of each chiral fractional excitation which is created by the injection. We suggest possible routes to access their energy and momentum distribution functions in topological quantum Hall or quantum spin Hall edge states.
I. INTRODUCTION
The past decade has witnessed a very fast development of the research field known as electron quantum optics.
1,2 Its aim is to prepare, manipulate, and measure coherent single-electron excitations, in close analogy to photon quantum optics. Pioneering experiments studied the electronic analog of the Hanbury Brown and Twiss geometry 3, 4 and the Mach-Zehnder interferometer, 5 using stationary sources based on voltage-biased contacts. A major breakthrough was the experimental implementation of an on-demand single-electron source by Fève et al.. 6, 7 They showed that a periodically driven mesoscopic capacitor 8, 9 can coherently inject, for each period of the drive, a single electron and a single hole into a two-dimensional electron gas. A different kind of singleelectron source was theoretically investigated by Levitov et al., 10 who showed that Lorentzian voltage pulses applied to quantum conductors generate clean singleelectron excitations 11 , without additional particle-hole creation. This prediction was also experimentally verified recently.
12
The other two key ingredients necessary to perform electron quantum optics experiments are phase-coherent waveguides for electrons and beam splitters. Concerning the former, one-dimensional (1D) ballistic channels are an ideal framework. The chiral edge channels of the integer quantum Hall effect and the helical edge channels of two-dimensional topological insulators (2DTIs) [13] [14] [15] [16] [17] [18] [19] [20] are notable examples. Concerning the latter, the creation of quantum point contacts in these systems enables the partition and recombination of the incoming fluxes, thus realizing the electronic version of a beam splitter.
The physics of 1D systems is a fascinating topic. As a matter of fact, electron-electron (e-e) interactions in one dimension have very peculiar effects 21 and cannot be described within the Fermi liquid theory 22 used to model interactions in two and three dimensions. Its 1D counterpart is Luttinger liquid theory, [23] [24] [25] which describes the low-energy properties of 1D interacting systems. Some of their most interesting features include spin-charge separation [26] [27] [28] [29] and the fractionalization of charge, [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] spin 41, 43, 44 and energy.
45-47
After the implementation of the first single-electron sources, different electron quantum optics experiments followed [48] [49] [50] [51] [52] which exploited the chiral 1D quantum Hall edge channels at filling factors ν = 1, 2. In this context, the role of e-e interactions between the copropagating channels was theoretically investigated 53, 54 and great interest has been shown in understanding interactioninduced relaxation and decoherence mechanisms after the injection of electrons in these systems. [55] [56] [57] [58] [59] [60] To this aim the nonequilibrium momentum and energy distributions provide useful information and allow to study, for instance, how the injected energy is redistributed in the system. Recent experiments 61, 62 reported on the measurement of the energy distribution in quantum Hall edge states using nonequilibrium spectroscopy by exploiting a tunable quantum dot as an energy filter.
In addition to quantum Hall-based setups, 2DTIs have also been considered as a promising framework for electron quantum optics experiments. 46, [63] [64] [65] [66] [67] [68] Here, two counterpropagating channels emerge on a given edge and electrons in different channels have opposite spin projection (a property known as spin-momentum locking). Moreover, elastic backscattering between the two channels is prevented by time-reversal symmetry. These peculiar properties allow for a richer phenomenology compared to quantum Hall systems whose edge states are chiral. Experimental observations of interactions in the edge channels of a 2DTI have been recently reported, 69 indicating that the concept of Helical Luttinger Liquid 70 can be applied to these systems.
In view of the implementations mentioned above, understanding the out-of-equilibrium properties of 1D ballistic conductors is of great interest in the context of electron quantum optics. In this paper we aim to shed light on this problem. We study the injection of an energy-resolved electron with fixed chirality into a pair of interacting counterpropagating channels, modeled as a Luttinger Liquid (LL), a configuration which can be experimentally realized in 2DTI-and quantum Hall-based structures, as we describe further on. While it has been known for many years that the fractions (1 ± K)/2 of the injected electron charge counterpropagate in the system, K being the Luttinger parameter quantifying the interaction strength, it is not yet clear how the injected electron charge is redistributed among the possible excitations of the many-body system in the momentum space, and this is precisely the gap we want to fill. By evaluating the out of equilibrium momentum distribution, we show how fractionalization occurs via the creation of particle-hole pairs on each channel. Interestingly, they are found to be more relevant in the channel not directly coupled to the single-electron source. We show that the stronger the interaction, the more the injected electron loses its single-particle nature. This picture is further clarified by analyzing the energy distribution. It features a peak near the energy of the injected electron, which broadens as the interaction strength increases, and a relaxation tail at low energies.
The paper is organized as follows. In Sec. II we introduce the model and define the general quantities. Sec. III contains our main results on the out of equilibrium momentum and energy distributions. Sec. IV is devoted to our conclusions. Throughout the paper we set = 1.
II. MODEL AND SETUP
We consider a 1D interacting system made of two counterpropagating channels. A single electron is locally injected into the 1D system from a tunnel-coupled resonant level, as sketched in Fig. 1 , which acts as a singleelectron source. We focus on the injection of an electron on a definite branch. Such a situation can be realized in 2DTIs or in quantum Hall systems. In the former case, the 1D system is represented by the edge channels of the 2DTI and the injection of an electron with defined chirality from a mesoscopic capacitor is achieved by exploiting the spin-momentum locking. 46, 63, 64 In the latter case, the system is made of two integer quantum Hall edge states, separated by a distance such that there is appreciable e-e interaction but negligible inter channel tunneling, as proposed in Ref. [45] . The important point is that in both situations the channels are protected from elastic backscattering.
The Hamiltonian of the whole system iŝ
The single level from which the injected electrons originate is modeled asĤ
with off-resonance energy ε 0 > 0 measured with respect to the Fermi energy E F . The 1D channels are modeled as a LL with fermion field operatorsψ r that annihilate an electron in the right (r = R) or left (r = L) branches.
The HamiltonianĤ LL =Ĥ 0 +Ĥ int consists of a the free partĤ
and an interaction term
Here ϑ R/L = ±1, v F is the Fermi velocity,n r =ψ † rψr is the r-branch particle density and the coupling constants g 2 and g 4 refer to the inter-and intra-branch interaction respectively.
The standard bosonization procedure 71 allows us to express the fermion fields through bosonic operatorsφ r
where a is a short distance cutoff and k F the Fermi momentum. The interacting HamiltonianĤ LL can then be cast into a bosonic diagonal form
with u = (2π) −1 (2πv F + g 4 ) 2 + g 2 2 the renormalized velocity andφ η chiral boson fields, i.e.φ η (x, t) =φ η (x − ηut). They are related toφ r viâ
where
is the Luttinger parameter 72-74 which, for repulsive interactions, is bounded between 0 < K < 1. In the noninteracting case one has K = 1 and thusφ ± =φ R/L . It is worth noting that here the Luttinger parameter is a free parameter, allowing us to investigate a wide range of interaction strengths. By contrast, electron injection in co-propagating quantum Hall channels is usually studied only in the strong-coupling regime, 54,60 the experimentally relevant one in that kind of systems. Finally, the local tunneling of a R-branch electron iŝ
where λ is a weak tunneling amplitude and θ is the Heaviside step function. Note that we neglect Coulomb interaction contributions between the single level and the edge states. This is a rather good approximation in describing the single electron injection from a mesoscopic capacitor because of the screening effects of the top gate.
1,6,51 However, it is worth pointing out that this is in general not true for other physical systems, where the Coulomb interaction between a dot and a 1D lead can have relevant effects.
75,76

III. NONEQUILIBRIUM DYNAMICS
Being tunnel coupled with the LL, the resonant level acquires a finite lifetime 6,49,77 (2γ) −1 . In an interacting system, γ depends on the interaction strength and, at lowest order in the tunneling, it reads
Note that, as long as |λ| 2 uε 0 , the single level is well defined in energy, i.e. 0 < γ ε 0 . In the following we will focus on this regime, known as the "optimal regime" in the electron quantum optics community 1,2 , where the assumption of a single electron injection holds. In order to describe the discharging of the single level, we explicitly take into account its large but finite lifetime via the approximate correlator 46, 78 
Eq. (11) consists in a Markov approximation, already exploited in literature 60, 76 , and guarantees the conservation of the total injected charge 46 . Here, we have not considered energy-dependent corrections to the self energy of the single-level 80, 81 since, in the optimal regime, their effects can be neglected.
All the other averages will be calculated using a perturbative approach in the tunneling; the time evolution of the operators will be computed in the interaction picture with respect toĤ T . Denoting byˆ (t) the time-dependent density matrix of the whole system, the average variation of an operatorÔ(t), induced by the tunneling process, is defined as
whereˆ (0) is the equilibrium density matrix of the initial state corresponding to the LL ground state |Ω and the occupied resonant level:ˆ (0) = |Ω Ω| ⊗ |1 1|. To lowest order in tunneling one has
A. Single-electron coherence
The coherence properties at single-particle level are described by the single-electron coherence correlator 1,2,82
in analogy with Glauber's optical coherence. 83 Various properties of the system can be obtained from it, for instance the particle density profile 46 and, as we will see, the electron momentum and energy distributions. Despite a close parallelism between electronic many-body systems and quantum optics, there are also important differences, one of them being that, even at equilibrium, the single-electron coherence does not vanish because of the presence of the Fermi sea. For this reason it is a standard procedure 1,2,82 to focus on its deviations from the equilibrium value G 0 r , and thus to consider δG r = G r −G 0 r . Using Eq. (13), we find the structure
The detailed evaluation of functions g r is shown in Appendix A, while here we focus on their dependence on space and time variables. First of all, it is clear that the s and t dependence must be retained since the system is not invariant under either space or time translations because of the injection process. Moreover, in presence of interactions the electron injected in the R-branch fractionalizes into two counterpropagating chiral excitations. In the long-time limit t γ −1 , i.e. when the injection is over, they are spatially separated and they contribute independently to the single-electron coherence correlator. In Appendix A, we demonstrate that this is indeed the case: the functions g r can be written as the sum of two chiral terms g r,+ and g r,− , the former propagating to the right and the latter to the left
This important relation allows us to separately study the dynamical properties of the two chiral fractional excitations. We find the following expression for functions g r,η
where x η = s − ηut, ζ η = ξ − ηuz and
Here, we assumed that the thermal energy is much smaller than the typical excitation energies of the system and we thus considered T → 0. The exponents α r,η are related to the A η coefficients in Eq. (7) by
The factor (ζ η − iaϑ r )ζ −1 η in Eq. (18a) stems from the point-splitting procedure 71, 84 and ensures that the diagonal part of the single-electron coherence truly represents the electron particle density δρ r (s, t) = δG r (s, t, ; 0, 0) (see Appendix B for details). The previous expressions will be the building blocks from which the energy and momentum distributions can be obtained.
B. Momentum distribution
The momentum distribution of the R and L branches is defined as the average variation [as in Eq. (13)] of the occupation number operator
whereĉ r,k annihilates an electron with momentum k on the r-branch (r = R, L). Using the single-electron coherence, one can represent the occupation number variation as
In general, the momentum distribution δn r (k, t) has a temporal evolution 59 . Focusing on the long-time limit t γ −1 , however, the decoupling relation in Eq. (16) allows us to express the momentum distribution as a sum of time-independent contributions
where each of the four terms
represents the momentum distribution of the r-branch electrons associated to the right (η = +) or the left (η = −) moving chiral excitation. Using Eq. (17) and conveniently shifting the variable s, each term can be written as
with
The time independence of the momentum distribution in the long time limit t γ −1 stems from the fact that our model does not take into account for spectrum non-linearities or equilibration mechanism that would induce a time evolution even on time scales greater than γ −1 .
58,60
In order to clarify the meaning of the δn r,η (k) terms, is it useful to focus at first on the integrated quantities
which represent the excess number of electrons carried by each of the two chiral excitations in the r branch. A straightforward calculation leads to
The total charge of each chiral excitation is thus
reproducing the well-known results of charge fractionalization. 32, 33, 41 As a direct consequence of conservation of the electron number on each branch, which follows from the absence of backscattering, the following sum rules are also satisfied
In Fig. 2 we sketch the structure of the chiral excitations in position space. The left-moving excitation is made up of a negative packet R − (in green) and a positive one L − (in blue). By contrast, the right-moving excitation is made up of a negative packet L + (in blue) and a positive one R + (dotted line). According to Eq. (27) , the latter can be regarded as the sum of a unit packet (in red), representing the injected electron, and a positive packet (in green) with opposite charge compared to R − . This scenario corresponds to the well-known fractionalization phenomenon, where the injected single-electron charge is split into counterpropagating fractional charges. However, being based on the integrated quantities (26), this picture is not able to describe the detailed structure of the many-body excitations created in the 1D conductor, and these types of information are crucial to give a proper characterization of the relaxation and decoherence mechanism due to the interplay of singleelectron injection and electron interaction. Therefore, we go beyond this coarse description in the following by characterizing the many-body nature of the fractionalization phenomenon using the momentum-resolved contributions (24) .
At first, let us consider the noninteracting case K = 1.
Here A + = 1, A − = 0 and Eq. (24) readily reduces to:
For K = 1 the right and left branches are two independent and chiral systems, so the electron injected on the R branch will just propagate to the right without affecting the L branch. The momentum distribution in Eq. (31) is a truncated Lorentzian 82,85 of width γ, centered in k = k F +ε 0 v −1 F . In the limit γ/ε 0 → 0 it becomes a delta function. It is worth noting that the Fermi sea remains a spectator as δn R,+ (k) = 0 only for k > k F . As we will see, this will no longer be true in presence of interactions.
In an interacting system the complete momentum distribution functions is obtained by numerically computing the integrals in Eq. (24) . In Fig. 3 we plot δn L (k) (left panel) and δn R (k) (right panel) for different values of the interaction parameter K. Increasing the interaction strength, the peak around k F + ε 0 u −1 (right panel) lowers and broadens while particle-hole contributions emerge around the Fermi points. In this respect, it is useful to consider the limit k → ±k F where the momentum distributions δn R/L (k) exhibit a power-law behavior
with interaction-dependent coefficients
Eq. (32) is demonstrated in Appendix C and holds as long as A 2 − < 1/2, i.e., when the interaction in not too strong (K > 0.27). In this case, the momentum distribution features a power-law divergence at the Fermi points ±k F . This divergence is integrable, consistently with the fact that δn r (k) defines a probability density, and gets weaker as the interaction strength increases. Such a behavior can be understood as a manifestation of the well-known Anderson's orthogonality catastrophe. 86, 87 We note that, as discussed in Appendix C, the exponent of the powerlaw behavior in Eq. (32) is robust with respect to the approximation made in Eq. (11).
Quite interestingly, particle-hole pairs are much more relevant on the L branch than on the R one, as can be seen in Fig. 3 . This means that excitations around the Fermi points are more important on the channel which is not tunnel-coupled to the single-electron emitter. This feature, which from a mathematical point of view emerges from Eqs. (33) where C L is greater than C R , can be interpreted by relying on the following picture of the interaction mechanism. 88, 89 We note that the intra-branch coupling g 4 alone simply renormalizes the Fermi velocity and does not modify the Luttinger parameter K = 1 (see Eq. (8) with g 2 = 0). Therefore, it is the inter-branch coupling g 2 which plays a fundamental role in the fractionalization mechanism. Since the injection is performed on the right branch, a first interaction process couples the injected electrons with momentum near ε 0 u −1 to the left branch, thus creating particle-hole excitations around −k F . Then, a second process couples the excitations just created on the left branch to the right branch, exciting particle-hole pairs around +k F . The latter is thus a higher-order process compared to the creation of particle-hole pairs on the L branch. For weak interactions, this heuristic picture perfectly fits with the expression of the C r coefficients. Indeed on can show that
(34)
Having discussed the features of δn R and δn L for different interaction strengths, we can now analyze the chiral components of the momentum distribution. In Fig. 4 , the four terms δn r,η are plotted for K = 0.54. Functions δn L,± are shown in the left panel, while δn R,± are plotted in the right one. Solid red lines refer to the chiral right-moving components (η = +) and the blue dashed ones to the chiral left-moving terms (η = −). Interestingly, it is possible to understand the features of these plots using the sketch in Fig. 2 . The peak on R+ centered around k F + ε 0 u −1 is indeed the remnant of the injected electron: it is related to the red packet in Fig.  2 . As discussed above, the inter-branch interaction creates particle-hole pairs on the L-branch. However, because of the excess right-moving charge present on R+, the majority of the holes is "dragged" to the right (see the negative blue packet in Fig. 2) . This explains the asymmetry between δn L+ (k), rich in holes and larger for k > −k F , and δn L− (k), rich in particles and larger for k < −k F . Electron-hole pairs are also created on the R branch, but through a higher-order process and thus their impact on the R branch is reduced. Again, the excess left-moving charge on branch L−, represented by the positive blue packet in Fig. 2 , drags the holes on the R branch to the left (green negative packet) and pushes particles to the right (green positive packet). As a consequence, δn R,− (k) basically contains only holes while δn R,+ (k) features a particle component near the Fermi point, superimposed on the peak tails.
As a last comment, we note that the momentum distribution of the right-moving excitation (solid red lines) is very different from the left-moving one (dashed blue lines): the former features the peak around k F + ε 0 u −1 while the latter has significant weight only around −k F . This strong asymmetry is completely lost within a realspace description of the chiral excitations. As shown in Ref. [46] , their particle density profile δρ ± (s, t) is in fact mirror-shaped with respect to the injection point
We would like to stress that it is possible in principle to experimentally access every contribution δn r,η (k). A detector placed to the right (left) of the injection point can in fact exclusively measure the properties of the chiral right (left) moving excitation η = + (η = −). Moreover, we observed that the interesting features of the momentum distributions are centered around the Fermi points and around k F + ε 0 u −1 . Provided that k F ε 0 u −1 , it is thus possible to easily distinguish between the contributions from the R and the L branches.
C. Energy distribution
In an interacting system, energy and momentum are not related through a simple dispersion relation and are independent quantities. 88, 90 Therefore, the energy distribution of the excitations provides complementary information to the already discussed momentum distribution. Here, we will focus on the following component of the local nonequilibrium spectral function integrated over time
Such a quantity has the great advantage to be directly related to a physical observable, namely the total charge transferred from the system to a tunnel coupled single empty level. It can be thus experimentally accessed via quantum dot spectroscopy. 61, 62, 89 Before explicitly computing δA r , it is worth discussing more in detail the aforementioned relation, in order to further clarify the meaning of Eq. (37) and to allow for a clearer interpretation of the results.
LetĤ p = ωb †b be the Hamiltonian of a probe quantum dot, modeled as a single level with energy ω > 0. At position x p , it is tunnel coupled to the r-branch of the system viaĤ
The current transferred from the system to the probe dot readsÎ
and, to the lowest order in the tunneling amplitude λ p , its average value is given by
We now assume that the single level is held empty, i.e. b † b = 0, considering for example an additional stronger coupling with a drain at lower chemical potential.
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Then, the total charge transferred from the system to the dot
can then be expressed as
The variation of this quantity, induced by the electron injection, is thus directly related to the energy distribution defined in Eq. (37) via
Since the energy is conserved in the tunneling process, it is clear that the function δA r (ω, x p ) represents the probability density of destroying an excitation with energy ω > 0 by extracting an electron from the r branch at position x p . Note that if the system is in its ground state (without the injected electron), no excitations can be destroyed and no charge can be transferred to the probe dot. As a consequence, the variation δq r correspond to the total transferred charge q r . If the probe dot is positioned far away from the injection point, i.e. |x p | uγ −1 , the chiral excitations created by the electron injection will reach it only at large time t γ −1 . In this limit, Eq. (16) holds and allows to distinguish between the contributions of each chiral excitation
Here, the chiral energy distribution of the r branch does not depend on x p and reads
It is also possible to define a total chiral energy distribution, summing with respect to branch index r
Fig . 5 shows the behavior of δA ± (ω) obtained by using Eq. (46) and numerically evaluating Eq. (45) . In analogy to the momentum distribution, the chiral right-moving component features a peak centered at ω = ε 0 (the average energy of the injected electron) which lowers and broadens as the interaction increases. However, in this case the broadening is highly asymmetric and tails increase only for energies ω < ε 0 . This behavior is a consequence of energy conservation: on average, the total energy transferred to the LL by the electron injection is ε 0 and it is therefore impossible to create more energetic excitations. Tails for ω > ε 0 are indeed just a consequence of the finite level broadening γ. As the peak lowers, low-energy excitations appear near the Fermi energy both on δA + (top panel) and δA − (bottom panel), exhibiting a power law divergence at ω = 0. Indeed, in the limit ω → 0 + the total chiral energy distributions read
Equation (47) is demonstrated in Appendix D and holds as long as A 2 − < 1/2 (K > 0.27). We observe that the divergence is integrable and features exactly the same exponents we already found in Eq. (32) for the momentum distribution. Once again, this exponent is robust with respect to the approximation in Eq. (11) .
In Fig. 6 the contributions δA r,η (ω), associated with the r = R and the r = L branch for a given chirality η, are analyzed for a fixed interaction strength (K = 0.54). The peak centered around ε 0 is present only in δA R,+ (solid red line). Conversely, the majority of the lowenergy excitations near the Fermi energy are hosted by the L branch. In this respect, note that δA L,+ and δA L,− coincide in the energy range we considered and they are both represented with the long-dashed blue line. Note that also δA L,η (ω) are strongly suppressed above ε 0 as a consequence of energy conservation. As discussed for the momentum distribution, the creation of low-energy excitations on the R branch comes from a higher-order process and it is thus less relevant. This can be clearly seen by observing the short-dashed green line representing δA R,− as well as the behavior of δA R,+ (solid red line) near the Fermi energy. 
IV. CONCLUSION
In summary, we have discussed the fractionalization mechanism of a locally injected electron inside a Luttinger liquid. Due to the presence of e-e interactions, two counterpropagating modes carrying a fractional charge start to form right after the injection. Long after the injection, these two modes are spatially separated, and we have studied the energy and momentum distributions in this situation. The energy distribution provides information on how the energy of the injected electron is spread in the system. It features a peak near the energy of the injected electron, reminiscent of the initial Lorentzian distribution, which gets asymmetrically broadened and lowered as the interaction strength is increased. Correspondingly, part of the energy injected into the Luttinger liquid is redistributed by creating low-energy excitations, with a power law divergence as the energy approaches zero. Therefore, the injected single electron loses its single-particle nature by creating many-body excitations. The study of the momentum distribution allows for a detailed analysis of these excitations and distinguishes between particle and hole contributions. Interestingly, these are mostly excited within the channel not directly tunnel-coupled to the single-electron source. Moreover, the momentum distribution features a strong asymmetry between the two chiral fractional excitations, differently from their mirror-shaped profile in position space. In this Appendix we give the details on the calculation of the single-electron coherence G r (s, t; ξ, z) in Eq. (14) . The starting point is Eq. (13) together with the bosonization identity (5). Denote withÔ r (s, t; ξ, z) the operator in the average (14) . It has the property that O † r (s, t; ξ, z) =Ô r (s, t; −ξ, −z). Then Eq. (15) immediately follows from Eq. (13) with
Here, . . . Ω denotes the ground state average. Let us focus on C
r . First, the fermion fields are rewritten in terms of the chiral fields with the bosonization identity and Eq. (7), so that the time evolution becomes chiral. Introducing the shorthand notations x η = s − ηut and ζ η = ξ − ηuz we have: × e −2πAηA ϑr η Gη(xη−ζη/2+ηut2) e 2πAηA ϑr η Gη(xη+ζη/2+ηut2) .
The average (A3) has been evaluated by using the identity
with n = 4, and the bosonic Green functions
Substituting Eq. (A6) into Eq. (A4) we find
The exponents α r,η are defined in Eq. (19) . The correlator C r,η (x η , ζ η , t 1 , t 2 ) − 1 .
(A9) A similar decomposition has been used also in Ref. [60] , where electron injection into interacting co-propagating channels is considered. Note that the condition t t 1 , t 2 is equivalent to t γ −1 because of the exponential suppression factor e −γ(t1+t2) present in (A1). As for variables ξ and z, a restriction of their integration domain such that they satisfy |ξ|, |uz| ut introduces uncertainties of the order of (ut) −1 and t −1 in the momentum and energy distribution respectively. In the long time limit one has t γ
and these uncertainty thus become negligible. Eq. (A9) shows the separation of the two chiral contributions and the structure in Eq. (16) is proven.
Finally, the correlator C r = C
r,η . In order to obtain Eq. (17) it is necessary to replace t 2 = τ + t 1 , performing the limit t → ∞ and inserting the point-splitting term which is discussed in the next Appendix.
Appendix B: Point splitting procedure
In this Appendix we discuss the point splitting procedure. As explained in the main text, this procedure results in the insertion of the multiplicative factor (ζ η − iaϑ r )ζ −1 η in the function C r,η (ξ, z), see Eq. (18a). In the following we show that it ensures the correct representation of the excess particle density δρ r in terms of the single electron coherence δρ r (s, t) = δG r (s, t; 0, 0) .
We emphasize that this additional factor modifies the functions g r,η only near ζ η = 0. Therefore the energy and momentum distribution will be affected by the point splitting procedure only for high energies/momenta, i.e. far away from the region we are interested in.
As shown in Ref. [46] , the excess particle density on the r, η channel can be obtained by computing the following bosonic expression directly
This expression is consistent 46 with the total injected charge given in Eq. (30b). Here, we show that the same result is obtained using the relation in Eq. (B1) and the expressions summarized in Eqs. (15-18c) . In fact, considering the limit of g r,η (s, t; ξ, z) for (ξ, z) → (0, 0), a straightforward expansion of the functions Ξ r,η leads to
Then Eq. (B2) is recovered by taking into account the contribution of g * r (s, t; −ζ η ) and recalling that α r,η = A η A ηϑr . Note that without the insertion of the pointsplitting factor, the above limit would have been zero.
Appendix C: Scaling of the momentum distribution
In this Appendix we derive the scaling behavior in Eq. (32) of the momentum distribution near the Fermi points ±k F . Four contributions need to be evaluated, but the calculation is very similar for each of them. First, we note that the behavior of functions δn R/L,η (k) for k around ±k F is determined by large values of ξ in the Fourier transform in Eq. (24). Therefore we can safely neglect the cutoff a with respect to ξ as long as the integrals converge. In particular, for A 2 − < 1/2, one has from Eq. (18a)
(C1) Let us now focus on δn R,− (k ≈ k F ). The integral over the s variable in Eq. (25) can be written, in the limit a → 0, as
Now, for large ξ it is consistent to neglect uτ with respect to ξ, obtaining
Inserting Eqs. (C1), (C2) and (C4) into Eq. (24), one finds
Interestingly, the τ -independence of J 0 (ξ) allows to compute the integral over ξ without the need to know the function F(τ ) 
Then one obtains 
The term δn R,+ (k ≈ k F ) follows in a similar way
Thus the formula for δn R (k) in Eq. (32) is proven by combining the last two equations. The calculation for δn L (k ≈ −k F ) is similar to the one presented above, the only substantial difference being the exponents of the functions χ L,η , which are responsible for a different result when computing the integral over ξ. Let us consider for example the contribution δn L,− . We have 
The formula for δn L (k) in Eq. (32) follows from the last two expressions.
Appendix D: Scaling of the energy distribution
In this Appendix we evaluate the expression in Eq. (47) of the energy distribution for small ω. In particular, we focus on the term δA R,− in Eq. (45) . The other contributions can be evaluated in the same way. First of all, we note that the behavior of function δA R,− at small ω is described by large z in the Fourier transform in Eq. (45) . One then has C R,− (0, z) = a a − iuz 
The integral over z yields 
