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Using a method based on the generating functional plus a kind of “correspondence principle”
— which acts as a bridge between the electromagnetic and scalar fields — it is shown that the
interparticle potential energy concerning a given D-dimensional electromagnetic model can be ob-
tained in a simple way from that related to the corresponding scalar system. The D-dimensional
electromagnetic potential for a general model containing higher derivatives is then found from the
corresponding scalar one and the behavior of the former is analyzed at large as well as small dis-
tances. In addition, we investigate the presence of ghosts in the four-dimensional version of the
potential associated with the model above and analyze the reason why the Coulomb singularity is
absent from this system. The no-go theorem by Ostrogradski is demystified as well.
I. INTRODUCTION
Time and again new interesting and important electro-
magnetic models are proposed aiming to overcome the
hurdles that are inherent in the theoretical description of
the electromagnetic interactions. Nonetheless, all these
systems have inevitably to reproduce in the nonrelativis-
tic limit the Coulombian potential energy plus a possible
correction. Now, bearing in mind that this potential en-
ergy is singular at the origin, it is easy to understand the
great importance of searching for electromagnetic models
in which this singularity is absent. Accordingly, it is ex-
tremely important to have available an easy prescription
on hand for finding the potential energy for those new
electromagnetic models so that their behavior at small
distances can be analyzed promptly and efficiently.
In this vein, a simple prescription for computing the
mentioned potential was recently built up [1]. Our pri-
mary aim here is to show that if we start from the scalar
theory corresponding to the electromagnetic model we
want to analyze and which is obtained by utilizing a
kind of “corespondence principle” that acts as a bridge
between the electromagnetic and scalar fields, we will
arrive, mutatis mutandis, at the potential for the elec-
tromagnetic system described in [1]. Of course, to work
with scalar theories is always much easier than with elec-
tromagnetic ones, which is a good argument in favor of
our method.
On the other hand, electromagnetic theories lacking
the Coulomb singularity can often be obtained by adding
higher-order terms to the Maxwell Lagrangian. Why is
this so? Because the higher-derivative terms are respon-
sible for giving origin to a potential with a sign that is op-
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posite to the Coulomb one and, as a result, at the origin
this correction to the Coulomb potential is responsible in
general for canceling out the contribution coming from
the aforementioned potential. Now, since the higher-
derivative potential contributes with an energy that has a
sign which is the opposite of that concerning the photon,
we are in the presence of a ghost. Note, however, that
renormalizable higher-order theories can be seen in gen-
eral as very satisfactory effective field theories below the
Planck scale [2–4]. Our second aim in this paper is to dis-
cuss the issue of ghosts in higher-derivative theories. In
particular, we shall discuss why the Ostrogradski’s no-go
theorem [5] cannot be used to discard gauge theories.
The article is organized as follows.
In the next section we discuss the method for com-
puting the D-dimensional electromagnetic interparticle
potential energy from the corresponding scalar one.
In Sec. III, we compute the D-dimensional interparti-
cle potential energy for a general electromagnetic model
containing higher derivatives utilizing the related scalar
system and analyze the behavior of the former both at
large and small distances.
We investigate in Sec. IV the issue of ghosts in higher-
derivative models and demystify the no-go theorem by
Ostrogradski. In particular, we discuss the presence
of ghosts in the four-dimensional version of the poten-
tial found in Sec. III and analyze the reason why the
Coulomb singularity is absent from the aforementioned
electromagnetic systems.
Our conclusions are presented in Sec. V.
Technical details are relegated to the Appendix.
We use natural units throughout and our Minkowski
metric is diag(1, -1, ..., -1).
II. THE METHOD
As is well known, the generating functional for the con-
nected Feynman diagrams WD(J) is related to the gen-
erating functional ZD(J) for a scalar theory, by ZD(J) =
eiWD(J) [6–8], where
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2WD(J) = −1
2
∫ ∫
dDxdDyJ(x)D(x− y)J(y). (1)
Here J(x) and D(x − y) are, respectively, the external
current and the propagator.
Now, keeping in mind that
D(x− y) =
∫
dDk
(2pi)D
eik(x−y)D(k),
J(k) =
∫
dDxe−ikxJ(x),
we promptly obtain
WD(J) = −1
2
∫
dDk
(2pi)D
J(k)∗D(k)J(k). (2)
Assuming then that the external current is time inde-
pendent, we get from (2)
WD(J) = −1
2
∫
dDk
(2pi)D−1
[
δ(k0) T D(k)
∫ ∫
dD−1x
× dD−1yeik·(y−x)J(x)J(y)
]
, (3)
where the time interval T is produced by the factor
∫
dx0.
Simple algebraic manipulations, on the other hand, re-
duces (3) to the form
WD(J) = −T
∫
dD−1k
(2pi)D−1
D(k)∆(k), (4)
where D(k) ≡ D(k)|k0=0, and
∆(k) ≡
∫ ∫
dD−1xdD−1yeik·(y−x)
J(x)J(y)
2
. (5)
In the specific case of two scalar charges σ1 and σ2
located, respectively, at a1 and a2, the current assumes
the form
J(x) = σ1δ
D−1(x− a1) + σ2δD−1(x− a2). (6)
Therefore,
∆(k) = σ1σ2e
ik·r, (7)
where r = a2 − a1, and
WD(J) = −T σ1σ2
(2pi)D−1
∫
dD−1keik·rD(k). (8)
Bearing in mind that
ZD(J) =< 0
∣∣e−iHDT ∣∣0 >= e−iE(scal)D T , (9)
which implies that
E
(scal)
D = −
WD(J)
T
, (10)
we come to the conclusion that the D-dimensional po-
tential energy can be computed through the simple ex-
pression
E
(scal)
D (r) =
σ1σ2
(2pi)D−1
∫
dD−1keik·rD(k). (11)
It is worth noting that Zee [6] utilized Eq. (1) to show
that in D = 4 two static real scalar sources attract each
other by virtue of their coupling to the scalar field.
On the other hand, the interparticle potential energy
for the interaction of two point-like static electric charges
in the framework of a D-dimensional electromagnetic
model is given by [1]
E
(electr)
D (r) =
Q1Q2
(2pi)D−1
∫
dD−1keik·rP00(k), (12)
where Pµν(k) is the “propagator” in momentum space
obtained by neglecting all terms of the usual Feyn-
man propagator in momentum space that are orthog-
onal to the external conserved currents and Pµν(k) ≡
Pµν(k)|k0=0. We remark that in the deduction of (12) it
was assumed that the external current is conserved.
Let us then show that P00(k) = D(k). To do that
we recall that the Lagrangian associated with a D-
dimensional electromagnetic theory can be written as
L(electr)(x) = 1
2
Aµ(x)Oµν(x)A
ν(x). (13)
Here, Oµν(x) ≡ a(x)θµν(x) + b(x)ωµν(x) is the wave op-
erator and θµν ≡ ηµν − ∂µ∂ν and ωµν ≡ ∂µ∂ν are the
usual vectorial projector operators. Accordingly, the cor-
responding propagator is given by
O−1µν (x) =
1
a
θµν +
1
b
ωµν , (14)
which in momentum space can be written as
O−1µν (k) =
1
a(k)
θµν(k) +
1
b(k)
ωµν(k), (15)
where θµν(k) ≡ ηµν − kµkνk2 and ωµν(k) ≡ kµkνk2 .
Thus, Pµν(k) = 1a(k)ηµν and, as a consequence,
3P00(k) = 1
a(k)
. (16)
We formulate in the following a kind of correspondence
principle in order to connect the electromagnetic and
scalar fields. Technically, this link can be achieved via
the correspondence below
Aµ(or Aµ) −→ φ,
∂νA
µ∂µA
ν −→ 0,
Jµ(or Jµ) −→ J.
We call attention to the fact that in the second ex-
pression listed above, ∂νA
µ∂µA
ν stands for all the ex-
pressions that can be obtained from it via integration
by parts. We also remark that as a straightforward
consequence of the mentioned correspondence principle
− 14F 2µν −→ −12∂µφ∂µφ, where Fµν ≡ ∂µAν − ∂νAµ is
the field strength.
Now, if we take the above mentioned correspondence
principle into account, we promptly obtain from (13)
L(scal)(x) = 1
2
φ(x)a(x)φ(x). (17)
Therefore, the scalar propagator in momentum space
reads
D(k) =
1
a(k)
. (18)
As a result, D(k) = 1a(k) , implying that P00(k) = D(k).
Accordingly, the steps to be followed to arrive at the
D-dimensional interpaticle potential energy for an elec-
tromagnetic model from the related scalar system, are:
A. Use the correspondence principle to find the scalar
Lagrangian from the original electromagnetic one.
B. Compute D(k).
C. Calculate
∫
dD−1keik·rD(k).
D. Obtain the D-dimensional interparticle potential
energy (E
(electr)
D (r)) for the interaction of two static
electric charges (Q1 and Q2) via the expression
Q1Q2
(2pi)D−1
∫
dD−1keik·rD(k).
A comparison between the scalar Lagrangian obtained
via the correspondence principle and that related to the
standard scalar field, clearly shows the they differ by an
overall minus sign (the correspondence principle changes
the sign of the usual scalar Lagrangian); as a conse-
quence, the standard scalar potential energy between two
static real scalar charges (σ1 and σ2) must be computed
through the expression
E
(standscal)
D (r) = −
σ1σ2
(2pi)D−1
∫
dD−1keik·rD(k). (19)
III. D-DIMENSIONAL ELECTROMAGNETIC
POTENTIAL ENERGY FOR A GENERAL
MODEL CONTAINING HIGHER DERIVATIVES
FROM THE CORRESPONDING SCALAR ONE
To text the efficacy and simplicity of the method devel-
oped in the last section we shall find, using the aforemen-
tioned prescription, the D-dimensional potential energy
for the general electromagnetic model defined by the La-
grangian
L(electr) = −1
4
F 2µν +
1
2
M2A2µ −
1
4m2
FµνFµν
−JµAµ, (20)
where M and m are parameters with mass dimension.
Note that if M → 0 we recover Lee-Wick electrodynam-
ics which has been object of increasing research as time
goes by [9–33]. Actually, the electromagnetic model we
are considering is nothing but a natural extension of the
Lee-Wick system. Since the method we have developed
assumes that the external current is conserved, for com-
pleteness sake, we shall find beforehand the constraint on
the field Aµ owed to the mentioned conservation law.
From (20), we immediately obtain
[
1 +

m2
]
∂µF
µν +M2Aν = Jν . (21)
On the other hand, requiring conservation of the exter-
nal current we arrive at the conclusion that ∂µA
µ = 0.
Note that if we assume that the external current con-
cerning Proca electrodynamics is conserved, we obtain a
constraint on Aµ that coincides with the one we have just
found.
Taking the aforementioned restriction into account, we
get from (21) a generalized wave equation for the field Aµ,
i.e.,
(
+ 
m2
+M2
)
Aµ = 0. (22)
After this little digression, let us return to our main
theme: the computation of the potential energy for an
4electromagnetic model from the corresponding scalar sys-
tem.
The scalar Lagrangian corresponding to (20) can be
easily obtained by means of the correspondence principle.
The result is the following
L(scal) = −1
2
∂µφ∂
µφ+
1
2
M2φ2 − 1
2m2
∂µφ∂µφ
−Jφ. (23)
We recall, as we have already commented, that if we mul-
tiply the above Lagrangian by −1, we will obtain the
Lagrangian describing the usual scalar model. There-
fore, the Lagrangian found via the correspondence prin-
ciple is a convenient mathematical tool built out with the
only purpose of allowing the computation of the electro-
magnetic potential energy through the use of a fictitious
scalar field.
The propagator related to the model we are discussing
can in turn be written in momentum space as
O−1 =
m2
k4 − k2m2 +m2M2 , (24)
which implies that this system is endowed with two mas-
sive poles, i.e.,
m2+ ≡
m2
2
[
1 +
√
1− 4M
2
m2
]
, (25)
m2− ≡
m2
2
[
1−
√
1− 4M
2
m2
]
. (26)
To avoid tachyons in the model we assume that
0 ≤ 4M
2
m2
≤ 1. (27)
Three interesting models arise from the constraint (27):
A. M = 0: Lee-Wick electrodynamics.
B. 4M2 = m2: A model in which the propagator has
a pole of order 2 at k2 = m
2
2 .
C. 0 < 4M
2
m2 < 1: A system containing two modes with
different non vanishing masses m+ and m−.
We discuss each one of them in the following.
A. M = 0
In this case the model describes the celebrated Lee-
Wick electrodynamics [9, 10]. Since this system has been
considered in detail in Ref. 1, the main results of the
research are summarized below.
1. The potential energy for the interaction of two
static pointlike electric charges Q1 and Q2, is given
for D = 2, 4, 5, ... by
E
(electr)
D (r) =
Q1Q2
(2pi)
D−1
2
[2D−52 Γ(D−32 )
rD−3
−
(m
r
)D−3
2
KD−3
2
(mr)
]
, (28)
where Kν is the modified Bessel function of the
second kind of the order ν; whereas for D = 3
E
(electr)
3 (r) = −
Q1Q2
2pi
[
ln
r
r0
+K0(mr)
]
, (29)
where Γ is the gamma function, and r0 is an in-
frared regulator.
2. Both (28) and (29) agree asymptotically with the
Coulomb potential energy at large distances.
3. For D = 3 and D = 4 the higher derivatives present
in the model are able to tame the wild Coulom-
bian divergence at the origin, while for D = 2,
E
(electr)
2 (r) = −Q1Q2
[
r
2 +
1
2memr
]
has a regular be-
havior at the origin. Unluckily, for D > 4 these
higher derivatives are unable to control this singu-
larity at r = 0 .
B. 4M2 = m2
Now, the propagator (24) reduces to
O−1 =
m2(
k2 − m22
)2 , (30)
and, consequently,
D(k) =
m2(
k2 − m22
)2 , (31)
which implies that
D(k) =
m2(
k2 + m
2
2
)2 . (32)
Therefore,
E
(electr)
D (r) =
Q1Q2m
2
(2pi)D−1
∫
dD−1k
eik·r
(k2 + m
2
2 )
2
. (33)
5Appealing to Appendix A, we promptly obtain
E
(electr)
D (r) =
Q1Q2
(2pi)
D−1
2
m2
r
D−3
2
∫ ∞
0
x
D−1
2
(x2 + m
2
2 )
2
JD−3
2
(xr)dx,
where Jν is the Bessel function of the first kind.
On the other hand, taking into account that
∫ ∞
0
Jν(bx)x
ν+1
(x2 + a2)µ+1
dx =
aν−µbµ
2µΓ(µ+ 1)
Kν−µ(ab), (34)
where −1 < ν < (2µ + 32 ), we arrive at the conclusion
that
E
(electr)
D (r) =
Q1Q2m
D−1
2
2
3(D−1)
4 pi
D−1
2 r
D−5
2
KD−5
2
(mr√
2
)
, (35)
where 2 < D < 10.
Keeping in mind that Kν(r) ∼
√
pi
2
e−r√
r
(
1+O
(
1
r
))
for
r −→ ∞, it is straightforward to see that (35) and the
Coulomb potential energy agree asymptotically.
Let us then study the behavior of the potential energy
computed above
(
see (35)
)
at short distances (r → 0).
To accomplish this task, we must consider two different
situations:
A. ν is equal to an integer plus one-half (ν = n + 12 ),
which implies that
Kn+ 12 (x) =
√
pi
2x
e−x
n∑
k=0
(n+ k)!
k!(n− k)!(2x)k ; (36)
accordingly, K± 12 (x) =
√
pi
2xe
−x.
B. ν is an integer, in which case
Kν(x) =(−1)ν−1 ln
(x
2
)(x
2
)ν ∞∑
k=0
(x2 )
2k
k!(k + ν)!
+
1
2
( 2
x
)ν ν−1∑
k=0
(−1)k(ν − k − 1)!
k!
(x
2
)2k
+
(−1)ν
2
(x
2
)ν ∞∑
k=0
ψ(k + 1) + ψ(k + ν + 1)
k!(k + ν)!
×
(x
2
)2k
,
where ψ(x) ≡ ddx lnΓ(x) is the psi function. As a
consequence, if ν = 0.
K0(x) = ln
1
x
+ ... .
Here the dots denote terms remaining finite at x =
0.
Accordingly, if D = 3, 4 the potential is finite at the
origin, whereas if D = 5, 6, ..., 9 it has a singularity at
r = 0.
In Fig. 1 it is shown the behavior of the potential en-
ergy for the D = 3, 4 — the cases where there are no
singularities at the origin — while in Fig. 2 is depicted
the potential energy for all the remaining values ofD (5,6,
....,9). The reason for drawing two graphs was to empha-
size the difference between the non singular and singular
situations. Note, that in the singular cases, E
(electr)
D ap-
proaches the singularity more slowly as D increases.
FIG. 1. Potential energy lacking singularity at the origin.
FIG. 2. Potential energy with singularity at the origin.
C. 0 < 4M
2
m2
< 1
Here,
E
(electr)
D (r)=
Q1Q2
(2pi)D−1
1√
1− 4M2m2
∫
dD−1keik·r
[
1
k2 +m2−
− 1
k2 +m2+
]
. (37)
6Following the same steps as above, we promptly obtain
E
(electr)
D (r)=
Q1Q2
(2pi)
D−1
2
1√
1− 4M2m2
[(m−
r
)D−3
2
KD−3
2
(m−r)
−
(m+
r
)D−3
2
KD−3
2
(m+r)
]
, 2 < D < 6. (38)
It is straightforward to see that (38) coincides asymp-
totically with the Coulombian potential energy at great
distances.
On the other hand, if D = 3, 4 the potential energy has
no singularity at the origin, while if D = 5 it diverges at
this point.
Fig. 3 shows the behavior of E
(electr)
D for D = 3, 4, 5.
FIG. 3. Singular and non singular potential energy at the
origin.
IV. GHOSTS IN HIGHER-DERIVATIVE
THEORIES
The construction of regularized electrodynamics via
the introduction of higher-order derivatives, was consid-
ered by Bopp [34], Lande´ [35–37], and Podolsky [38–41],
a long time ago. Currently, this method is employed in
the regularization of both gauge [42] and supersymmetric
[43] theories; higher-order derivatives are also a common
ingredient in string theory [44].
It is interesting to recall that to avoid divergences in-
herent in QED at short distances or, equivalently, at
higher energies, we may introduce, for instance, a cutoff
which renders the mass and charge of the electron finite.
Indeed, consider in this spirit the Pauli-Villars regulariza-
tion scheme used to obtain the electron self-energy. This
prescription consists in cutoffing the integrals by assum-
ing the existence of an auxiliary particle of heavy mass
m. The propagator becomes modified by
− ηµν
k2
→ ηµν
k2
m2
k2 −m2 = −
ηµν
k2
+
ηµν
k2 −m2 . (39)
The mass of the particle is related to a cutoff l, which
tames the infinities of the theory, by l = 1m . As the
cutoff goes to zero, the mass of the auxiliary particle
tends to infinity so that the unphysical fermion decouples
from the system. The above result clear shows that an
electromagnetic theory having a propagator equal to the
that given by (39) must have a better behavior at short
distances than the usual QED. On the other hand, it is
easy to show that after adding a gauge-fixing Lagrangian,
Lgf = − 12λ (∂µAµ)2, where λ is a gauge parameter, to the
Lagrangian defining Lee-Wick theory (see the preceding
section), i.e.,
L = −1
4
F 2µν −
1
4m2
FµνFµν , (40)
the resulting propagator,
Dµν(k) =
m2
k2(k2 −m2)
[
ηµν − kµkν
k2
(
1 + λ
(k2 −m2
m2
))]
,
coincides with (39) if the latter is sandwiched between
conserved currents. Accordingly, the higher-order term
of Lee-Wick Lagrangian modifies Maxwell Lagrangian
only at short distances, improving its ultraviolet behav-
ior.
Unfortunately, there is a widespread prejudice against
higher-order theories. In fact, many physicists have a
strong, although unreasonable, bias towards these mod-
els. In general, two arguments are invoked to discard
these theories:
A. Higher-order systems are always plagued by ghosts.
B. Ostrogradski’s no-go theorem.
We do our best in the following to make these subjects
more clear; in addition, we discuss whether the four-
dimensional version of the model found in Sec. III is
infested by ghosts and analyze why the Coulomb singu-
larity is lacking in this system.
A. Demystifying the wrong idea that all
higher-order models are haunted by ghosts
Contrary to popular belief, not all higher-derivative
systems are infected by ghosts. The following exam-
ples make clear that the idea that higher-order models
are always haunted by ghosts is fallacious. To avoid be-
ing prolix, we restrict our discussion to gravitational and
electromagnetic higher-derivative models.
71. Higher-derivative gravity models
In (2+1) dimensions, the BHT model (“new massive
gravity”), which is defined by the Lagrangian
L = √g
[
− 2R
κ2
+
2
κ2m22
(
R2µν −
3
8
R2
)]
,
where κ2 = 4κ3, with κ3 being Einstein’s constant in (2
+1) dimensions, and m2(> 0) is a mass parameter, has
no ghosts at the tree level [45–48]. Interestingly enough,
R + R2 gravity in (N + 1) dimensions, i.e., the model
defined by the Lagrangian L = √(−1)N−2g[ 2Rκ2 + α2R2],
where κ2 = 4κN+1, with κN+1 being Einstein’s constant
in (N + 1) dimensions, and α is a free parameter, is also
tree-level unitary [49].
It is worth noting, that there exist models containing
ghosts that there are harmless. An interesting example is
found in the models studied by Sotiriou and Faraoni: the
so called f(R) theories of gravity in (3 + 1) dimensions.
These authors analyzed these systems at the the classical
level and came to the conclusion that “theories of the
form f(R,R2, R2µν), contains, in general, a massive spin-2
ghost field in addition to the usual massless graviton and
the massive scalar” [50]. Nevertheless, at the linear level,
these theories are stable [2]. The reason why they do not
explode is because the ghost cannot accelerate owing to
energy conservation. Another way of seeing this is by
analyzing the free wave solutions. Accordingly, the linear
higher-derivative gravity model defined by linearizing the
Lagrangian
L1 =
√−g
[ 2
κ2
R+
α
2
R2 +
β
2
R2µν
]
, (41)
where κ2 = 4κ4, with κ4 being Einstein’s constant in
(3+1) dimensions, and α and β are free dimensionless co-
efficients, is not in disagreement with the result found by
Sotiriou and Faraoni; indeed, despite containing a mas-
sive spin-2 ghost, as asserted by these researchers, the
alluded ghost cannot cause trouble [4].
Recently it was shown that at least in the cases of
specific cosmological backgrounds, the unphysical mas-
sive ghost present in the spectrum of higher-derivative
gravity in (3 + 1) dimensions is not growing up as a
physical excitation and remains in the vacuum state un-
til the initial frequency of the perturbation is close to the
Planck scale. Consequently, higher-derivative models of
quantum gravity can be seen as very satisfactory effective
theories of quantum gravity below the Planck cut-off [3].
2. Higher-order electromagnetic systems
We begin by proving that Lee-Wick electrodynamics,
although being infected by a ghost, is tree-level unitary
at familiar scales. To accomplish this task, we make use
of a method pioneered by Veltman [51] that has been
extensively used since it was conceived. The prescrip-
tion consists in saturating the propagator with external
currents and computing afterward the residues at all the
poles of the alluded saturated propagator (SP ). If the
residues at the poles are positive or null, the model is
tree-level unitary, but if at least one of the residues is
negative, the system is nonunitary at the tree level.
The saturated propagator is momentum space is in
turn given by
SP (k)= Jµ(k)D
µν(k)Jν(k)
= −J
µ(k)Jµ(k)
k2
+
Jµ(k)Jµ(k)
k2 −m2 . (42)
Here the external current is conserved.
Let us then suppose that k2  m2. Consequently,
SP (k) = JµJ
µ
[
− 1
k2
]
+O
( k2
m2
)
.
Now, bearing in mind that(
JµJµ
)∣∣∣
k2=0
< 0 (see Ref.[49]),
we come to the conclusion that
Res(SP )|k2=0 > 0.
Therefore, at the scale at hand, Lee-Wick model is uni-
tary at the tree level and, as a consequence, the massive
spin-1 ghost is completely harmless.
We discuss now the tree-level unitarity of a higher-
derivative spin-1 model in (3 + 1) dimensions built out
by Dalmazi and Santos [52]. The aforementioned sys-
tem is of the Maxwell-Proca type and is defined by the
Lagrangian
L = −1
4
F 2µν [∂H] +
m2
2
(
∂νHµν
)2
+HµνJ
µν , (43)
where Hµν is a symmetric rank-two tensor, Fµν [∂H] =
∂µ
(
∂αHνα
)
− ∂ν
(
∂αHµα
)
, and Jµν = Jνµ is the exter-
nal current term which is not conserved. Note that if
Jµν = 0, L is invariant under any local transformation
preserving ∂αHαβ ; as a result, L is invariant under the
gauge transformation δBHµν = ∂
σ∂ρBµσρν , having the
gauge parameters Bµσρν the same index symmetries of
the Riemann tensor [53].
Making the source term equal to zero and adding the
gauge- fixing term λ2G
2
µν to the resulting Lagrangian,
where
Gµν(H) ≡ Hµν − 2∂α∂(µHν)α + ηµν∂α∂βHαβ ,
leads to
L = 1
2
HµνOµν,αβH
αβ , (44)
8where
O(k) =λk4P (2) +
k2
2
(−k2 +m2)P (1) + λk4P (0−s)
+k2((D − 1)λk2 +m2)P (0−w)
+
√
D − 1λk4(P (0−sw) + P (0−ws)),
wherein {P (2), P (1), P (0−s), P (0−w), P (0−sw), P (0−ws)} is
the set of the usual D-dimensional Barnes-Rivers opera-
tors [54].
Accordingly, the propagator in momentum space reads
O−1(k) =i
[
1
λk4
P (2) − 2
k2(k2 −m2)P
(1) +
1
k2m2
P (0−w)
+
(
1
λk4
+
D − 1
k2m2
)
P (0−s) −
√
D − 1
k2m2
(
P (0−sw)
+P (0−ws)
)]
. (45)
Now, since the external current is not conserved, nei-
ther kµJ
µν nor kνJ
µν are null. Nonetheless, since the
gauge symmetry is such that δB∂
νHµν = 0, the invari-
ance of the source term δB
∫
dDxHµνJ
µν = 0 requires
Jµν = ∂µJν + ∂νJµ, which in momentum space assumes
the form Jµν(k) = i(kµJν + kνJµ). It follows then the
saturated propagator can be written as
SP (k) = J∗µν(O
−1)µν,κλJκλ
= iJ∗µν
[
−2P (1)
k2(k2 −m2) +
P (0−w)
m2k2
]µν,κλ
Jκλ
= 4i
(
− J
∗
µθ
µνJν
k2 −m2 +
J∗µw
µνJν
m2
)
. (46)
The last line of (45) corresponds exactly to the two-point
amplitude for the Maxwell-Proca model with non con-
served external currents. Note that the pole at k2 = 0
cancels out and the imaginary part of the residue at
k2 = m2 is of course positive [55], which guarantees
the tree-level unitarity of this higher-derivative Maxwell-
Proca theory.
We remark that owing to the fact that the external
current in momentum space related to the example above
involves the presence of the imaginary unit i, the Veltman
prescription used in the first example had to be reformu-
lated as follows:
1. Add an i to the propagator.
2. Construct the saturated propagator according to
the following recipe:
SP = (external current)
∗
(propagator) (external current).
3. Compute the residues at all the poles of the imag-
inary part of SP ; if these residues are positive or
null, the model is tree-level unitary, but if at least
one of the residues is negative, the system is non
unitary at the tree level.
B. Demystifying Ostrogradski’s no-go theorem
Let us then discuss the common misconception that
singular higher-derivative models can be discarded by ap-
pealing to Ostrogradski’s no-go theorem. For the sake of
generality consider a higher-derivative system in D di-
mensions. According to popular belief, Ostrogradski’s
result implies that there exists a linear instability in
the Hamiltonian associated with all higher-derivative sys-
tems. This is a completely untrue assertion. Indeed, Os-
trogradski only treated non singular models [56]. There-
fore, the only way of circumventing Ostrogradski’s no-go
theorem is by considering singular models, which is in
accord with the conclusion reached by Woodard [57]. An
interesting example of this kind is the rigid relativistic
particle studied by Plyushchay [58].
As is well known, all higher-derivative gauge models
are singular; as a result they can not be discarded a pri-
ori by Ostrogradski’s theorem since it does not apply to
them. This does not mean, of course, that they are al-
ways ghost-free systems. In subsubsections 1 and 2, we
exhibited some interesting higher -derivative gauge mod-
els that are tree-level unitary and obviously do not violate
Ostrogradski’s theorem.
C. Counting ghosts
We investigate now whether the version in four di-
mensions of the model discussed in Sec. 3 is plagued
by ghosts. This model, as it was shown in the aforemen-
tioned section, comprises three different cases which were
obtained by imposing that this system has no tachyons.
We investigate these situations below.
1. M = 0
Since in this case we are contemplating Lee-Wick elec-
trodynamics which is gauge invariant, Ostrogradski’s the-
orem cannot be used to throw away this system. How-
ever, as we have already commented, this does not mean
that it is lacking ghosts. A quick glace at (41) is enough
to allows us to write
Res(SP )|k2=0 > 0, Res(SP )|k2=m2 < 0. (47)
Therefore, Lee-Wick electrodynamics is non unitary at
the tree level; but if k2  m2, this electrodynamics is
unitary at this scale (see Sec. IV). The latter situation
is an example of a model that despite having a ghost is
9tree-level unitary. Actually, this ghost does not cause
any trouble.
We consider now the problem of the Coulombian
singularity in Lee-Wick electrodynamics. Interestingly
enough, it seems that there is a simple relation between
the renormalizability of Lee-Wick theory and the absence
of the Coulombian singularity at the classical level: the
renormalizibibity implies that the potential energy is sin-
gularity free at the origin. This is in accord with a con-
jecture that appeared recently in the literature that says
that renormalizable higher-order models have a classical
potential energy lacking singularities at the origin and
are nonunitary [59].
Indeed, from (28) we find that the modified Coulom-
bian energy is
E
(electr)
4 (r) =
Q1Q2
4pi
[1
r
− e
−mr
r
]
. (48)
Expanding the exponential at the origin r = 0 into
powers series, it is easy to check that the contribution
of the higher-derivative term to the Coulombian energy
make it regular. The modified potential energy tends to
the constant value
E
(electr)
4 (r) =
Q1Q2
4pi
[
m+O(r)
]
. (49)
The singularity cancellation occurs because the zero or-
der term of the Yukawa energy produces the coefficient
-1 that cancels out the original Coulomb term.
Therefore, bearing in mind that the Lee-Wick model
is renormalizable, it agrees, of course, with the cited con-
jecture.
2. 4M2 = m2
The propagator concerning this system reads
O−1µν (k)= i
[
m2
(k2 − m22 )2
θµν +
4
m2
ωµν
]
= i
[
m2
(k20 − ω2)2
θµν +
4
m2
ωµν
]
, (50)
where ω2 ≡ k2 + m22 .
Accordingly, the saturated propagator can be written
as
SP (k0,k)= iJ
∗
µ(k0,k)
m2
(k20 − ω2)2
Jµ(k0,k)
= iJ∗µ(k0,k)
m2
(k0 − ω)2(k0 + ω)2 J
µ(k0,k),
which implies that SP (k0,k) has two poles of order two:
one at k0 = ω and the other at k0 = −ω. As a result,
Res(SP )|k0=ω =
[
d
dk0
(
iJ∗µJ
µ
(k0 + ω)2
)]
k0=ω
, (51)
Res(SP )|k0=−ω =
[
d
dk0
(
iJ∗µJ
µ
(k0 − ω)2
)]
k0=−ω
. (52)
In order to evaluate (51) and (52), we need beforehand
the expression of the specific physical current concerning
the model to be analyzed. Nevertheless, a way to get
around this difficulty is to appeal to the conjecture men-
tioned in the preceding subsubsection. In fact, since this
system is renormalizable, it is non unitary as far as this
conjecture is concerned, which also tells us that the clas-
sical potential energy is finite at the origin. Let us prove
this late assertion. From (35), we find
E
(electr
4 )(r) =
Q1Q2m
3
2
2
9
2pi
3
2 r−
1
2
K 1
2
(mr√
2
)
. (53)
Therefore, for r → 0 the preceding result assumes the
form
E
(electr)
4 (r) =
Q1Q2m
4
√
2pi
+O(r), (54)
which, of course, has no singularity at the origin.
3. 0 < 4M
2
m2
< 1
Bearing in mind that the propagator for this system is
given by
(O−1)µν =
[ 1
k2 −m2+
− 1
k2 −m2−
] θµν√
1− 4M2m2
+
ωµν
m2
,
we immediately find that
Res(SP )|k2=m2+ < 0, Res(SP )|k2=m2− > 0. (55)
Thus, the model is nonunitary; in addition, the
potential energy is finite at the origin and equal to
E
(electr)
4 (0) =
Q1Q2
4pi
√
1− 4M2
m2
(m+ −m−).
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4. Comment
We have found that the four-dimensional electromag-
netic models described above are renormalizable, nonuni-
tary and have a non-singular classical potential energy at
the origin, which agrees with a conjecture recently formu-
lated [59]. We remark that Stelle [60] was the first to hint
at the possibility of existing a simple relation between the
renormalizability of a higher-derivative quantum theory
and the absence of a singularity at the origin concerning
the classical potential energy. Recently this subject was
also discussed in [61, 62] Note, however that in [59], it is
surmised that if a higher-order quantum theory is renor-
malizable, it has a classical potential energy finite at the
origin and, besides, it is also nonunitary.
V. FINAL REMARKS
We have developed a simple prescription for computing
the interaction potential energy between two point like
static charges in the framework of D-dimensional elec-
tromagnetic models from the corresponding scalar ones,
via a correspondence principle that connects the electro-
magnetic and scalar fields. The key point of the method
consists in finding the “scalar propagator” D(k), which is
a quite trivial computation. The interparticle potential
energy can then be easily calculated through the expres-
sion
E
(elctr)
D =
Q1Q2
(2pi)D−1
∫
dD−1keik·rD(k). (56)
This prescription allows also, as an added bonus, to
compute the D-dimensional potential energy for the in-
teraction of two scalar charges through the formula
E
(standscal)
D (r) = −
σ1σ2
(2pi)D−1
∫
dD−1keik·rD(k). (57)
The method was used afterward to obtain the
D-dimensional potential energy regarding a higher-
derivative electromagnetic model, being its behavior dis-
cussed at large as well small distances. It was found that
the four-dimensional systems that comprised the men-
tioned model and which were obtained by requiring that
they were non tachyonic, are renormalizable, nonunitary,
and have a potential energy that has no singularity at
the origin. These results, as we have already mentioned,
are in complete accord with a conjecture that recently
appeared in the literature [59].
It is interesting to note that if we have used the first
order formalism to compute the potential energy at the
origin alluded above, we wold have come to the conclu-
sion that the mentioned result is singularity free as well.
Therefore, both prescriptions lead to the same conclu-
sion. Indeed, consider, for instance, Lee-Wick electrody-
namics (see (20)). The field theory with real vectorial
fields Aµ and Zµ with Lagrangian
L =1
2
AµZµ +
1
2
∂µA
µ∂νZ
ν − m
2
8
AµA
µ
+
m2
4
AµZ
µ − m
2
8
ZµZ
µ, (58)
is equivalent to the field theory with the Lagrangian (20).
In fact, varying Zµ gives
Zµ = Aµ +
2
m2
Aµ − 2
m2
∂µ∂νA
ν , (59)
and the coupled second-order equations from (58) are
fully equivalent to the fourth-order equations from (20).
The system (58) now separates clearly into the La-
grangians for two fields, when we make the change of
variables Aµ = Bµ +Cµ and Zµ = Bµ −Cµ. In terms of
Bµ, Cµ, Bµν ≡ ∂µBν − ∂νBµ, and Cµν ≡ ∂µCν − ∂νCµ,
the Lagrangian now becomes,
L = −1
4
BµνB
µν +
1
4
CµνC
µν − m
2
2
CµC
µ, (60)
which is nothing but the difference of the Maxwell La-
grangian for Bµ and the Proca Lagrangian for Cµ. Ac-
cordingly, the potential energy for the the interaction of
two static charges Q1 and Q2 computed using (60) co-
incides with (48), as a expected, being as a consequence
singularity free at the origin. We remark that Plyushchay
has employed the first order formalism for dealing with
mechanical systems with third derivatives [58, 63, 64].
Could the prescription we have devised be applied for
the higher-derivative extension of the topologically mas-
sive electrodynamics build out by Deser and Jackiw [65]?
The answer is affirmative provided the external current
is conserved. It is remarkable that theories with higher
derivative Chern-Simons extensions can be related to
non-commutative geometry [66].
We then examined the important subject of ghosts in
higher-derivative models in detail to clarify many preju-
dices against these systems. In particular, we demystified
the wrong idea that all high order models are infested by
ghosts as well as the no-go theorem by Ostrogradski.
Last but non least, we would like to compare the poten-
tial energies obtained in subsection C (Counting ghosts)
of section IV with the Coulombian energy. To do that
we drew the graphs related to these potential energies
together with the Coulombian potential. These pictures
clearly shows that except in case A (Lee-Wick electrody-
namics), there is a great difference between the remaining
potentials and the Coulomb one (see Fig 4). Why is this
so? The answer, in a sense, is simple: Lee-Wick electro-
dynamics is the only linear forth-order gauge-invariant
generalization of Maxwell electrodynamics [26]. As we
have already shown, the higher-order term of Lee-Wick
Lagrangian modifies Maxwell Lagrangian only at short
distances, improving its ultraviolet behavior.
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FIG. 4. A comparison between the potential energy and the
Coulomb one for the systems found in subsection C (Counting
ghosts) of section IV.
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Appendix A: SOLVING INTEGRALS OF THE
TYPE
∫
dD−1keik·rf(|k|)
In order to find the D- dimensional interparticle poten-
tial energy related to the models dealt with in this paper,
we have to compute E
(electr)
D (r) which can be generically
written as
E
(electr)
D (r) =
Q1Q2
(2pi)D−1
∫
dD−1keik·rf(|k|). (A1)
In this Appendix we show how to convert this expres-
sion — which contains a (D− 1)-dimensional integral —
into a formula including only an uni-dimensional integral,
which greatly facilitates the computational stage.
To begin with we introduce the variable x ≡ k and
represent the symbol |k| by x. Using then the geometry
depicted in Fig. 5 and the infinitesimal volume element
in spherical coordinates (x, θ1, ..., θD−2), i.e.,
dD−1k ≡ dD−1x = xD−2dx
D−2∏
i=1
sinD−2−iθidθi,
(A1) assumes the form
E
(electr)
D (r) =
Q1Q2
(2pi)D−1
[∫ ∞
0
dx xD−2f(x)
∫ pi
0
dθ1e
ixrcosθ1
×sinD−3θ1
]
F,
where
F ≡
∫ pi
0
dθ2sin
D−4θ2
∫ pi
0
dθ3sin
D−5θ3
...
∫ pi
0
dθD−3sinθD−3
∫ 2pi
0
dθD−2
=
2pi
D−2
2
Γ
(
D−2
2
) .
Now, bearing in mind that
∫ pi
0
eiβcosxsin2νxdx =
√
pi
( 2
β
)ν
Γ
(
ν +
1
2
)
Jν(β), ν > −1
2
,
we come to the conclusion that
E
(electr)
D (r) =
Q1Q2
(2pi)
D−1
2 r
D−3
2
∫ ∞
0
x
D−1
2 f(x)JD−3
2
(xr)dx,
where D > 2.
FIG. 5. Geometry for the computation of the integral (A1).
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