We prove that if A and B are semisimple Banach algebras, then the separating subspace of every Lie isomorphism from A onto B is contained in the centre of B.
Theorem. Let A and B be semisimple Banach algebras, and let Φ be a Lie isomorphism from A onto B. Then the separating subspace of Φ is contained in the centre of B. Accordingly, Φ is continuous if B has zero centre.
For C
* -algebras, this result is contained in [17] . Its main ingredient is [17, Proposition 1.9] , implying that the separating subspace of a Lie isomorphism from a Banach algebra A onto a Banach algebra B is contained in the weak radical of the Lie algebra of B. This, in turn, rests on an adaptation of Aupetit's theorem that the separating subspace of a homomorphism from one Banach algebra onto another lies in the Jacobson radical. For certain von Neumann algebras and certain C * -algebras, this result can alternatively be deduced from the results in [4] and [13] , respectively. Our approach also relies on [17, Proposition 1.9], which has the subsequent consequence.
From now on, for each element a in a Banach algebra A we denote by ad(a) the operator from A to itself defined by ad(a)(b) = [a, b]. Lemma 1. Let A and B be Banach algebras, let Φ be a Lie isomorphism from A onto B, and let b ∈ S(Φ). Then ad(b) is a quasinilpotent operator.
It is obvious that the weak radical of a Banach algebra A contains the centre of A. Unfortunately, we do not know whether the weak radical of the Lie algebra of a semisimple Banach algebra equals the centre of the algebra. Our method of proof therefore consists in showing that [B, S(Φ)] ⊂ P for every primitive ideal P of B. As is typical in automatic continuity theory, we have to distinguish between primitive ideals of finite and of infinite codimension. Our first result, covering the first case, can also be deduced from [17, Remark 3.4 (ii)]; however, our argument is somewhat more direct.
In the sequel, for a Banach algebra A, rad(A) and Z(A) stand for the radical and the centre of A, respectively. If P is a primitive ideal of A, then we shall denote by π P the quotient map from A onto A/P . To shorten notation, for each a ∈ A we writeȧ instead of π P (a).
Lemma 2. Let A and B be complex Banach algebras, let Φ be a Lie isomorphism from A onto B, and let P be a primitive ideal of B of finite codimension. Then
Proof. It is well known that B/P is a simple Banach algebra. In fact, B/P is isomorphic to the matrix algebra M n (C) for some n ∈ N.
If dim(B/P ) = 1, then B/P is commutative and therefore [B, S(Φ)] ⊂ P . Assume that dim(B/P ) > 1. [7, Theorem 2 and Corollary 1] now show that either π P (S(Φ)) is contained in the centre of B/P and so [B, S(Φ)] ⊂ P , or π P (S(Φ)) = B/P . On the other hand, according to Lemma 1, the operator ad(b) from B to itself is quasinilpotent for every b ∈ S(Φ), and therefore the operator ad(ḃ) from B/P to itself is quasinilpotent for everyḃ ∈ π P (S(Φ)). If π P (S(Φ)) = B/P , then ad(ḃ) is quasinilpotent for all b ∈ B. Letḃ be the matrix with 1 at the upper left corner and 0s elsewhere, and letċ be the matrix with 1 at the upper right corner and 0s elsewhere. Since ad(ḃ)(ċ) =ċ, it follows that 1 is in the spectrum of ad(ḃ), which contradicts the quasinilpotence of this operator.
To study the inclusion [B, S(Φ)] ⊂ P for a primitive ideal P of infinite codimension, we require the following result, on the structure of Lie isomorphisms of Banach algebras, whose proof is adapted from the proof of the remarkable Theorem 1 in [3] . Lemma 3. Let A and B be unital complex Banach algebras, let Φ be a Lie isomorphism from A onto B, and let P be a primitive ideal of B. Then one of the following assertions holds.
(i) B/P is isomorphic to C.
(ii) B/P is isomorphic to the matrix algebra
(iv) There exist a continuous homomorphism ϕ from A onto B/P , a linear mapping ξ from A to the centre of B/P , and α ∈ C such that π P Φ = αϕ + ξ. (v) There exist a continuous anti-homomorphism ϕ from A onto B/P , a linear mapping ξ from A to the centre of B/P , and α ∈ C such that π P Φ = αϕ + ξ.
Proof. If B/P satisfies the standard polynomial identity S 4 , then either B/P is isomorphic to C or B/P is isomorphic to M 2 (C) (see [16, Theorem 7.1.14] ).
We now assume that B/P does not satisfy S 4 . It should be noted that B/P is a centrally closed algebra (see [11, Theorem 12] ). For every b ∈ B, we have
Consequently, the map q defined on B by
We can proceed as in the proof of [3, Theorem 1], the only difference being in the application of [3, Lemmas 1 and 2] to B/P instead of B, in order to prove that there exist λ ∈ C, a linear functional η on B, and a mapping τ from B to the centre of B/P such that
for all b ∈ B. Taking µ = ηΦ and ν = τΦ, we can rewrite the preceding equality as
for all a ∈ A. If λ = 0, then the above identity becomes
for all a ∈ A, which gives assertion (iii) in the lemma. If λ = 0, then the mapping ϕ = λπ P Φ + 
for all a ∈ A. From this we deduce that ϕ is onto. By a 2 ], [a 1 , a 2 
If assertion (iii) in Lemma 3 holds, then we have
which completes the proof.
Lemma 5. Let A be a primitive complex Banach algebra, and let L be a Lie ideal
Proof. Suppose that L ⊂ Z(A). By [11, Lemma 8] 4 ∈ I. Consequently, the closure J of I in A is a primitive complex Banach algebra which satisfies the polynomial identity
[16, Theorem 7.1.14] now shows that dim J < ∞. For every a ∈ A, let L a denote the linear operator from J to itself of left multiplication by a. Since A is prime, it follows that the mapping a → L a from A to L(J) (the algebra of all linear operators from J to itself) is injective, and therefore dim A 6 dim L(J) < ∞.
Proof of the Theorem. We first assume that A and B are unital complex Banach algebras. Then we apply Lemma 4 to the Lie isomorphism Φ Finally, if A and B are real Banach algebras, then we consider their complexifications A C and B C , and extend Φ to a Lie isomorphism Φ C from A C onto B C by defining Φ C (a 1 + ia 2 ) = Φ(a 1 ) + iΦ(a 2 ) for all a 1 , a 2 ∈ A. Since A C and B C are semisimple complex Banach algebras, we obtain S(Φ C ) ⊂ Z(B C ). On the other hand, we have S(Φ) ⊂ B ∩ S(Φ C ) and, consequently, S(Φ) ⊂ B ∩ Z(B C ) = Z(B).
