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Nonhomogeneous Markov jump processes
Discrete-timea b s t r a c t
In this paper, we consider a class of fuzzy stochastic systems with nonhomogeneous jump
processes. Our focus is on the design of a fuzzy fault detection filter that is sensitive to
faults but robust against unknown inputs. Furthermore, the error filtering system is sto-
chastically stable. With reference to an H1 performance index and a new performance
index, sufficient conditions to ensure the existence of a fuzzy robust fault detection filter
are derived. Simulation studies are carried out, showing that the proposed fuzzy robust
FD filter can rapidly detect the faults correctly.
 2014 Elsevier Inc. All rights reserved.1. Introduction
In modern manufacturing systems, their operating conditions are highly complex [11]. Also, it is well known that when
some components are malfunction, it will cause poor performance so much so that the system may become unstable. To
improve safety and reliability of the manufacturing system, fault detection become an active research topic in the past dec-
ade. On the other hand, since the introduction of Takagi–Sugeno (T–S) fuzzy model [18], where a complex nonlinear system
can be described in terms of a family of IF–THEN rules, the T–S fuzzy model based approach has been applied to the study of
control problems involving nonlinear systems [5,4]. It includes studies on fault detection for T–S fuzzy-based nonlinear sys-
tems, (see, e.g., [14] and the references therein). However, the obtained results are for nonlinear systems with constant
parameters, that is, these results are obtained under the assumption that there are no sudden switches nor stochastic dis-
turbances. Clearly, this assumption is not realistic for many practical nonlinear systems. In reality, random abrupt changes or
variations in structures or parameters are normal. They are caused by sudden environmental changes, stochastic switchings
of subsystems and system noises. This is a major motivation for the investigation of Markov jump systems (MJSs), where the
systems are T–S fuzzy based.
For Markov jump systems (MJSs), it has been an active research area since the publication of the pioneering work in [8].
The main reasons are: (i) MJSs can provide better models for practical systems with variations in parameters or structure,
caused by sudden changes in environment, or operation conditions and (ii) The dynamical behaviors of MJSs can capture
the phenomenon that occur in practical systems in areas, such as aerospace industry, manufacturing systems, economic
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relating to stability, stabilization, control and filtering for MJSs have been extensively studied (see, e.g., [24,3,17,16,20,21]
and the references therein). It is worth mentioning that systems subject to Markov jump parameters may increase the pos-
sibility of failures, caused by undetected fault in one of the subsystems, which is crucial to the overall system.
In recent years, much work has been done on fault detection [27,25,26], under the assumption that the MJSs evolve as a
homogeneous Markov process or Markov chain, (i.e. the transition probabilities of these systems are time-invariant), some
works on FD for nonlinear MJSs have been reported in the literature (see, e.g., [22,23] and the references therein). However,
this assumption is not realistic in many situations, such as the one in networked systems [9,15], where packet dropouts and
network delays are different in different period, and so the transition rates are uncertain varying through the whole working
region. Therefore, their transition probabilities are time-varying. Another example is a helicopter system [13], where the air-
speed variation in such system are modeled as homogeneous Markov chain. However, their transition probabilities are not
fixed due to changes in weather. Similar phenomenon is also observed in many other practical systems. In such situations, it
is reasonable to model these systems by Markov jump systems with nonhomogeneous jump processes (chains) (i.e., the tran-
sition probabilities are time varying). A potential approach to deal with MJSs with nonhomogeneous jump processes (chains)
is to use a polytope set to enclose the uncertainties caused by time-varying transition probabilities. For the transition prob-
ability of a Markov process which is not known exactly, it is possible to evaluate and hence obtain useful information in some
working points. In this way, these time-varying transition probabilities can be modeled using a polytope, which is a convex
set. This is the approach that is to be used in this paper to study fuzzy based nonlinear MJSs with time-varying transition
probabilities.
So far, most of the results on control for fuzzy systems are obtained using one Lyapunov function. Therefore, these results
tend to be conservative in nature, because they are obtained based on one common energy function being applied to all the
linear sub-systems. To overcome the deficiency, a time-varying convex Lyapunov function is used in this paper to the system
under consideration. Our focus is on the design of a fuzzy robust fault detection filter for a class of uncertain fuzzy-based
nonlinear MJSs with nonhomogeneous jump processes. The system under consideration is subject to time-varying norm
bounded parameter uncertainties. To begin, a robust fuzzy fault detection system and a filter-based residual generator
are constructed. Then, an H1 filtering system is designed so as to increase the robustness against unknown disturbances
and parametric uncertainties. To continue, a new less conservative index is introduced, aiming to enhance the sensitivity
to faults of the fuzzy fault detection system obtained. The fuzzy fault detection system is now having two conflicting per-
formance induces. Thus, the fault detection problem is cast as an optimization problem, where an optimal trade-off point
between robustness and sensitivity is to be obtained. For this, sufficient conditions expressed in terms of LMIs are derived
based on which the desired fuzzy FD filter is constructed. Simulation studies are carried out so as to illustrate the effective-
ness of the approach developed.
The rest of the paper is organized as follows: Section 2 contains problem statement and preliminaries results. In Section 3,
stochastic stability analysis and threshold computation are given. In Section 4, H1 performance and a new less conservative
index for the resulting error dynamic system are analyzed, and a robust fuzzy fault detection filter is designed. A numerical
example is given to illustrate the effectiveness of our approach in Section 5. Finally, some concluding remarks are given in
Section 6.
In the sequel, the notation Rn stands for an n-dimensional Euclidean space, the transpose of a matrix A is denoted by
AT; Efg denotes the mathematical statistical expectation; Ln2½0;1Þ stands for the space of n-dimensional square integrable
functions over ½0;1Þ; a positive-definite matrix is denoted by P > 0; I is the unit matrix with appropriate dimension, and
 means the symmetric term in a symmetric matrix.
2. Problem statement and preliminaries
Let ðM; F; PÞ be a probability space, where M; F and P represent, respectively, the sample space, the algebra of events, and
the probability measure defined on F. Let frk; k P 0g be a discrete-time Markov stochastic process, which takes values in a
finite state set K ¼ f1;2;3; . . . ;Ng, and r0 represents the initial mode. The transition probability matrix is defined asPðkÞ ¼ fpijðkÞgwhere i; j 2 K, and pijðkÞ ¼ Pðrkþ1 ¼ jjrk ¼ iÞ is the transition probability from mode i at time k to mode j at time kþ 1, which
satisfies pijðkÞP 0 and
PN
j¼1pijðkÞ ¼ 1.
Consider an uncertain discrete-time nonlinear MJS with time-varying transition probability over the space ðM; F; PÞ. We
assume that it is represented by the following fuzzy model:
Plant rule m
IF h1k is Mm1; . . ., and hgk is Mmg
THENxkþ1 ¼ AmðrkÞxk þ BfmðrkÞf k þ BwmðrkÞwk þ gmðxk; rkÞ
yk ¼ CmðrkÞxk þ DfmðrkÞf k þ DwmðrkÞwk

ð2:1Þ
200 Y. Yin et al. / Information Sciences 292 (2015) 198–213where m 2 S ¼ f1;2;3; . . . ;vg, Mmn is the fuzzy set, v is the number of IF–THEN rules, h1k; . . . ; hgk are the premise variables,
AmðrkÞ;BfmðrkÞ; BwmðrkÞ;CmðrkÞ;DfmðrkÞ and DwmðrkÞ are mode-dependent constant matrices with appropriate dimensions at the
working instant k; gmðÞ is a time-dependent norm-bounded uncertainty, xk 2 Rl is the state vector of the system, f k 2 Rq is
the fault to be detected, yk 2 R
p is the output vector of the system, and wk 2 Lq2½0;1 is an external disturbance vector to
the system.Throughout this paper, it is assumed that the following conditions are satisfied.
Assumption 2.1. The norm-bounded uncertainty gmðÞ to system (2.1) is of the formgmðxk; rkÞ ¼ 4AmðrkÞxk
where4AmðrkÞ ¼ MmðrkÞmðrkÞNmðrkÞwhile MmðrkÞ and NmðrkÞ are constant matrices with appropriate dimensions, mðrkÞ is an unknown matrix with Lebesgue
measurable elements satisfying  TmðrkÞmðrkÞ 6 1.
For brevity, when rk ¼ i; i 2 K, the matrices AmðrkÞ;4AmðrkÞ;BfmðrkÞ;BwmðrkÞ;CmðrkÞ;DfmðrkÞ and DwmðrkÞ are denoted as





















m¼1 lmðhkÞand Mmnhnk is the grade of membership of hnk in Mmn.
It is assumed thatlmðhkÞP 0; and
Xv
m¼1
lmðhkÞ > 0We can show that the following conditions are satisfied:hmðhkÞP 0 and
Xv
m¼1
hmðhkÞ ¼ 1Then, system (2.2) can be written as:xkþ1 ¼
Pv
m¼1 hmðhkÞ½ðAmðiÞ þ 4AmðiÞÞxk þ BfmðiÞf k þ BwmðiÞwk
yk ¼
Pv
m¼1 hmðhkÞ½CmðiÞxk þ DfmðiÞf k þ DwmðiÞwk
(
ð2:3ÞTo detect the fault f k in system (2.2), we need to construct a filter. Now, suppose that h1k is Mm1; . . ., and hgk is Mmg . Then, a
general filter maybe constructed as follows:x̂kþ1 ¼ AmðiÞx̂k þ HmðiÞðyk  ŷkÞ
ŷk ¼ CmðiÞx̂k
rwfk ¼ yk  ŷk
8><>: ð2:4Þ
while the fuzzy filter is obtained as:x̂kþ1 ¼
Pv




rwfk ¼ yk  ŷk
8><>: ð2:5Þ
where x̂k is the filter state vector, yk is the input of the filter, and HmðiÞ is the filter gain, which is to be determined. rwfk is a
residual vector, which contains information on the occurrence of the faults, both on the time and the location. Clearly, sys-
tem (2.4) is mode-dependent.
















AmðiÞ þ 4AmðiÞ 0










CnðiÞ ¼ 0 CnðiÞ½ ; DfnðiÞ ¼ DfnðiÞ
 
; DwnðiÞ ¼ DwnðiÞ½ Since the transition probability is time-varying, it is clear that the system follows a nonhomogeneous jump process. The
variation of the transition probability is enclosed by a polytope, which is in the form given below:PðkÞ ¼
Xw
s¼1
asðkÞPswhere Ps ¼ fpsijg, s ¼ 1; . . . ;w, are given matrices representing the vertices of the polytope, w represents the number of the
vertices, 0 6 asðkÞ 6 1 and
Pw
s¼1asðkÞ ¼ 1.
To proceed further, some definitions and lemmas are needed.
Definition 2.1. For any initial mode r0, and a given initial state x0, system (2.6) (with wk ¼ 0 and f k ¼ 0) is said to be robustly







<1 ð2:7ÞLemma 2.1 [19]. Let Q ;W; S and V be real matrices with appropriate dimensions. Suppose that S is chosen that STS 6 I. Then, for a
positive scalar a > 0, it holds thatQ þWSV þ VTSTWT 6 Q þ a1WWT þ aVTVLemma 2.2 [1]. Let RðiÞ > 0 be given symmetric matrices, and let We; e ¼ 1;2; . . . ; a, be matrices with appropriate dimension. If
0 6 ee 6 1 and
Pa












eeWTe RðiÞWeIn this paper, our main task is to design a mode-dependent fuzzy filter (2.5) for the nonlinear system (2.2) such that the
faults of the system can be detected correctly and rapidly as soon as they are occurred. For this, we shall introduce a residual
evaluation function and construct an appropriate threshold. Then, an alarm signal will be generated when the value of the
residual evaluation function exceeds the defined threshold. Furthermore, we shall show that the resulting error filtering sys-
tem (2.6) is stochastically stable.3. Stochastic stability analysis and threshold computation
Let us first deal with stochastic stability of the error filtering system (2.6) (with f k ¼ 0 and wk ¼ 0), where its transition
probability is defined through a time-varying matrix.
Lemma 3.1. For a given initial condition x0, the error filtering system (2.6) (with f k ¼ 0 and wk ¼ 0) is robustly stochastically















 !bAmnðiÞ < 0 ð3:1Þ








bAmnðiÞ ¼ AmnðiÞ þ AnmðiÞ; 1 6 m 6 n 6 v; 8i; j 2 K





hmhnAmnðiÞxk ð3:2ÞConstruct a parameter-dependent and mode-dependent Lyapunov function given below:Vðxk; iÞ ¼
Xw
s¼1
asðkÞxTkPsðiÞxk ði 2 KÞ ð3:3Þwhere0 6 asðkÞ 6 1;
Xw
s¼1




















































asðkÞxTkPsðiÞxk ¼ xTkNsqðiÞxkBy Lemma 2.2, it follows from condition (3.1) thatDVðxk; iÞ < 0 ði 2 KÞLetg ¼min
k
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Next, to solve the robust fault detection problem, we need to calculate an appropriate threshold as detailed below:





( )and the evaluation function f ðrÞ is formulated as:f ðrÞ ¼
Xk0þs
k0
krwfkk2where ½k0; k0 þ s is the finite-time window, s denotes the length and k0 denotes the initial evaluation time. On this basis, the
following test can be made for fault detection.f ðrÞP Jth ! with fault ! alarm
f ðrÞ < Jth ! fault free! no alarmThere are dual objectives for the filter that we wish to design – robust against disturbances, while sensitive to faults.
4. Design of fuzzy fault detection filter
To achieve robustness against disturbances, we will design an H1 filter for system (2.2) with f k ¼ 0, subject to admissible
disturbances and modeling uncertainties, such that the error dynamical system (2.6) is stochastically stable.









n¼1 hn½CnðiÞxk þ DwnðiÞwk
(











6 0 ð4:2ÞNow we are ready to present the following result.
Theorem 4.1. Consider system (4.1) and let c1 > 0 be a given constant. Suppose that there exists a set of positive definite
symmetric matrices PsðiÞ and PqðjÞ such thatHsqðiÞ ¼
ePsqðiÞ 0 ePsqðiÞbAmnðiÞ ePsqðiÞbBwmnðiÞ
 I bCmnðiÞ bDwmnðiÞ
  4ePsðiÞ 0
   4c21I
266664










bAmnðiÞ ¼ AmnðiÞ þ AnmðiÞ; bBwmnðiÞ ¼ BwmnðiÞ þ BwnmðiÞ
bCmnðiÞ ¼ CnðiÞ þ CmðiÞ; bDwmnðiÞ ¼ DwmðiÞ þ DwnðiÞThen, system (4.1) is stochastically stable and the prescribed H1 performance index c1 is satisfied.




































































ð4:4ÞUnder zero initial condition, it follows that:JðTÞ 6 E
XT
k¼0





















































































































































By Schur complement, it follows thatJðTÞ 6 ~xTkHsqðiÞ~xk
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 Under the assumption that wk ¼ 0;HsqðiÞ < 0 implies inequality (3.1). Following a similar argument as that given for the
proof of Lemma 3.1, we can show that system (4.1) is stochastically stable. On the other hand, as T !1;HsqðiÞ < 0 gives rise










ð4:6ÞIt follows that system (2.6) with f k ¼ 0 is stochastically stable, and the prescribed H1 performance is satisfied, which
completes the proof. h
To avoid cross coupling of the matrix product terms in condition (4.3) caused by model jumping, a slack matrix XðiÞ is
introduced. Then, after standard matrix manipulation, sufficient conditions for the existence of an admissible mode-depen-
dent H1 filter for system (4.1) are obtained in the following theorems.
Theorem 4.2. Consider system (4.1) with time-varying transition probability, and let c1 > 0 be a given constant. Suppose that
there exist a set of positive definite symmetric matrices PsðiÞ; PqðjÞ and mode-dependent matrices XðiÞ such thatXsqðiÞ ¼
XðiÞ  XTðiÞ þ bPsqðiÞ 0 XðiÞbAmnðiÞ XðiÞbBwmnðiÞ
 I bCmnðiÞ bDwmnðiÞ
  4PsðiÞ 0
   4c21I
266664
377775 < 0 8i 2 K ð4:7ÞwherebPsqðiÞ ¼XN
j¼1
psijPqðjÞThen, system (4.1) is stochastically stable and the prescribed H1 performance index is satisfied.Proof. By Theorem 4.1, we haveX1sqðiÞ ¼
PsqðiÞ 0 PsqðiÞbAmnðiÞ PsqðiÞbBwmnðiÞ
 I bC mnðiÞ bDwmnðiÞ
  4PsðiÞ 0
   4c21I
266664





bqðkÞpsijPqðjÞwhich, in turn, implies thatX2sqðiÞ ¼
bPsqðiÞ 0 bPsqðiÞbAmnðiÞ bPsqðiÞbBwmnðiÞ
 I bCmnðiÞ bDwmnðiÞ
  4PsðiÞ 0
   4c21I
266664
377775 < 0 8i 2 K ð4:9ÞTo avoid cross coupling of the matrix product terms in condition (4.9), a slack matrix XðiÞ is introduced. Then, after stan-
dard matrix manipulation, condition (4.7) is obtained. Therefore, system (4.1) is stochastically stable and the prescribed H1
performance index c1 is satisfied. This concludes the proof. h
Next, by Theorem 4.2, we will design the gain matrix of the robust H1 filter for system (4.1), such that the resulting error
dynamical system (2.6) with f k ¼ 0 is stochastically stable, and the prescribed H1 performance index c1 is satisfied.
Theorem 4.3. Consider system (4.1) with time-varying transition probability, and let c1 > 0 be a given constant. Suppose that
there exist matrices P1sðiÞ > 0; P2sðiÞ > 0; PsðiÞ > 0 and mode-dependent matrices P3sðiÞ;RðiÞ;YðiÞ; ZðiÞ and bHðiÞ and a1mnðiÞ > 0
such that the following condition admits a feasible solution
206 Y. Yin et al. / Information Sciences 292 (2015) 198–213CsqðiÞ ¼
a1 a2 0 RðiÞAmnðiÞ b1 b2 b3
 a3 0 ZðiÞAmnðiÞ b1 b4 b5
  I 0 CmnðiÞ DwmnðiÞ 0
   4P1sðiÞ þ a1mnðiÞNTmnðiÞNmnðiÞ 4P2sðiÞ 0 0
    4P3sðiÞ 0 0
     4c21I 0
      a1mnðiÞ
2666666666664
3777777777775
< 0 ð4:10Þwherea1 ¼ RðiÞ  RTðiÞ þ
XN
j¼1





a3 ¼ YðiÞ  YTðiÞ þ
XN
j¼1
psijP3qðjÞ; b1 ¼ YðiÞAmnðiÞ  bHmnðiÞCmnðiÞ
b2 ¼ RðiÞBwmnðiÞ þ YðiÞBwmnðiÞ  bHmnðiÞDwmnðiÞ; b3 ¼ ðRðiÞ þ YðiÞÞMmnðiÞ
b4 ¼ ZðiÞBwmnðiÞ þ YðiÞBwmnðiÞ  bHmnðiÞDwmnðiÞ; b5 ¼ ðZðiÞ þ YðiÞÞMmnðiÞ
HmnðiÞ ¼ HmðiÞ þ HnðiÞ; MmnðiÞ ¼ MmðiÞ þMnðiÞ; NmnðiÞ ¼ NmðiÞ þ NnðiÞ
AmnðiÞ ¼ AmðiÞ þ AnðiÞ; BwmnðiÞ ¼ BwmðiÞ þ BwnðiÞ
CmnðiÞ ¼ CmðiÞ þ CnðiÞ; DwmnðiÞ ¼ DwmðiÞ þ DwnðiÞThen, the mode-dependent filter (2.5) with the gain matrices HmnðiÞ ¼ Y1ðiÞbHmnðiÞ is, such that the resulting filtering error sys-








Then, by Theorem 4.2, XsqðiÞ < 0 impliesC1sqðiÞ ¼
a1 a2 0 a4 b1 b2
 a3 0 a5 b1 b4
  I 0 CmnðiÞ DwmnðiÞ
   4P1sðiÞ 4P2sðiÞ 0
    4P3sðiÞ 0
     4c21I
2666666664
3777777775
< 0 ð4:11Þwherea4 ¼ RðiÞðAmnðiÞ þ DAmnðiÞÞ þ YðiÞDAmnðiÞ
a5 ¼ ZðiÞðAmnðiÞ þ DAmnðiÞÞ þ YðiÞDAmnðiÞbHmnðiÞ ¼ YðiÞHmnðiÞClearly, C1sqðiÞ < 0 gives rise toC2sqðiÞ þ T1ðiÞ ðiÞT2ðiÞ þ TT2ðiÞ
TðiÞTT1ðiÞ < 0whereC2sqðiÞ ¼
a1 a2 0 a6 b1 b2
 a3 0 a7 b1 b4
  I 0 CmnðiÞ DwmnðiÞ
   4P1sðiÞ 4P2sðiÞ 0
    4P3sðiÞ 0
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TT1ðiÞ ¼ MTmnðiÞðR
TðiÞ þ YTðiÞÞ MTmnðiÞðZ
TðiÞ þ YTðiÞÞ 0 0 0 0
 
TT2ðiÞ ¼ 0 0 0 NmnðiÞ 0 0½ Then, by Lemma 2.1 and Schur complement, C2sqðiÞ < 0 holds if CsqðiÞ < 0.
Therefore, if (4.10) holds, the error filtering system (2.6) (with f k ¼ 0) is stochastically stable and the prescribed H1
performance index c1 is satisfied. Moreover, the parameter of the filter is given by HmnðiÞ ¼ Y
1ðiÞbHmnðiÞ. This completes the
proof. h
Our second objective is to detect the fault as quickly as possible after its occurrence, by reducing the difference between
the residual and the fault in the case wk ¼ 0, while guaranteeing that the error system (2.6) is stochastically stable. For this,
we introduce a new performance index c2.









n¼1 hn½CnðiÞxk þ DfnðiÞf k
(
ð4:13ÞFor a given constant c2 > 0, condition (4.14) given below is to be utilized to enhance the influence of faults, while a











P 0 ð4:14ÞTheorem 4.4. Consider system (4.13) ð8i 2 KÞ and let c2 > 0 be a given constant. Suppose that there exists a set of positive
definite symmetric matrices PsðiÞ and PqðjÞ such thatWsqðiÞ ¼
ePsqðiÞ 0 ePsqðiÞbAmnðiÞ ePsqðiÞbBfmnðiÞ
 I I 2bCTmnðiÞ
  4ePsðiÞ  I 0
   8c22I  2bDTfmnðiÞ  2bDfmnðiÞ  4bCmnðiÞbC TmnðiÞ
2666664




















































































k f k  rTfk f k  f
T
krfk þ DVðxk; iÞ
( )
 EfVðxk; iÞgBy Schur complement, it follows thatJðTÞ 6~xTkWsqðiÞ~xk




Under the assumption that f k ¼ 0;WsqðiÞ < 0 implies inequality (3.1). Following a similar argument as that give for the
proof of Lemma 3.1, we can show that system (4.13) is stochastically stable. On the other hand, as T !1;WsqðiÞ < 0 gives








f Tk f k
( )
wk¼0
ð4:17ÞBy Definition 2.1, it follows that system (4.13) is stochastically stable and the prescribed performance index c2 is satisfied.
This completes the proof. h
The following theorem presents sufficient conditions for the existence of an admissible mode-dependent filter for system
(4.13).
Theorem 4.5. Consider system (4.13) with time-varying transition probability, and let c2 > 0 be a given constant. Suppose that
there exist a set of positive definite symmetric matrices PsðiÞ and PqðjÞ, and mode-dependent matrices XðiÞ such thatnsqðiÞ ¼
XðiÞ  XTðiÞ þ bPsqðiÞ 0 XðiÞbAmnðiÞ XðiÞbBfmnðiÞ
 I I 2bCTmnðiÞ
  4PsðiÞ  I 0
   a
266664
377775 < 0 ð4:18Þwherea ¼ 8c22I  2bDTfmnðiÞ  2bDfmnðiÞ  4bC mnðiÞbCTmnðiÞ
bPsqðiÞ ¼XN
j¼1
psijPqðjÞThen, system (4.13) is stochastically stable and the prescribed performance index c2 given by condition (4.14) is satisfied.Proof. By Theorem 4.4, we haven1sqðiÞ ¼
PsqðiÞ 0 PsqðiÞbAmnðiÞ PsqðiÞbBfmnðiÞ
 I I bCTmnðiÞ
  4bPsðiÞ  I 0
   a
266664





bqðkÞpsijPqðjÞwhich, in turn, implies thatn2sqðiÞ ¼
bPsqðiÞ 0 bPsqðiÞbAmnðiÞ bPsqðiÞbBfmnðiÞ
 I I 2bCTmnðiÞ
  4PsðiÞ  I 0
   a
266664
377775 < 0 8i 2 K ð4:20Þ
Y. Yin et al. / Information Sciences 292 (2015) 198–213 209In order to avoid cross coupling of the matrix product terms in condition (4.20), a slack matrix XðiÞ is introduced. Then,
after standard matrix manipulation, condition (4.18) is obtained.Therefore, system (4.13) is stochastically stable and the pre-
scribed performance index expressed as condition (4.14) is satisfied. This concludes the proof. h
By Theorem 4.5, we will design a robust filter such that the resulting error dynamical system (4.13) is stochastically stable
and the prescribed performance (4.14) is satisfied.
Theorem 4.6. Consider system (4.13) with time-varying transition probability, and let c2 > 0 be a given constant. Suppose that
there exist matrices P1sðiÞ > 0; P2sðiÞ > 0; PsðiÞ > 0 and mode-dependent matrices P3sðiÞ;RðiÞ;YðiÞ; ZðiÞ and bHmnðiÞ, such that the
following condition admits a feasible solutionusqðiÞ ¼
c1 c2 0 0 RðiÞAmnðiÞ d1 d2 d3
 c3 0 0 ZðiÞAmnðiÞ d1 d4 d5
  I 0 I 0 0 0
   I 0 I CTmnðiÞ 0
    b 4P2sðiÞ 0 0
     4P3sðiÞ  I 0 0
      d6 0
       a2mnðiÞI
266666666666664
377777777777775





c2 ¼ YðiÞ  ZTðiÞ þ
XN
j¼1





d1 ¼ YðiÞAmnðiÞ  bHmnðiÞCmnðiÞ; d2 ¼ RðiÞBfmnðiÞ þ YðiÞBfmnðiÞ  bHmnðiÞDfmnðiÞ
d3 ¼ ðRðiÞ þ YðiÞÞMmnðiÞ; d4 ¼ ZðiÞBfmnðiÞ þ YðiÞBfmnðiÞ  bHmnðiÞDfmnðiÞ
d5 ¼ ðZðiÞ þ YðiÞÞMmnðiÞ; d6 ¼ 2c22I  D
T
fmnðiÞ  DfmnðiÞ  CmnðiÞC
T
mnðiÞ
AmnðiÞ ¼ AmðiÞ þ AnðiÞ; BfmnðiÞ ¼ BfmðiÞ þ BfnðiÞ; CmnðiÞ ¼ CmðiÞ þ CnðiÞ
DfmnðiÞ ¼ DfmðiÞ þ DfnðiÞ; HmnðiÞ ¼ HmðiÞ þHnðiÞ
MmnðiÞ ¼ MmðiÞ þMnðiÞ; NmnðiÞ ¼ NmðiÞ þ NnðiÞThen, the mode-dependent filter with the gain matrices HmnðiÞ ¼ Y1ðiÞbHmnðiÞ is such that the resulting error filtering system








Then, by Theorem 4.5, nsqðiÞ < 0 impliesu1sqðiÞ ¼
c1 c2 0 0 c4 d1 d2
 c3 0 0 c5 d1 d4
  I 0 I 0 0
   I 0 I CTmnðiÞ
    4P1sðiÞ  I 4P2sðiÞ 0
     4P3sðiÞ  I 0
      d6
2666666666664
3777777777775
< 0 ð4:22Þwherec4 ¼ RðiÞðAmnðiÞ þ DAmnðiÞÞ þ YðiÞDAmnðiÞ
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c1 c2 0 0 c6 d1 d2
 c3 0 0 c7 d1 d4
  I 0 I 0 0
   I 0 I 2CTmnðiÞ
    4P1sðiÞ  I 4P2sðiÞ 0
     4P3sðiÞ  I 0




c6 ¼ RðiÞAmnðiÞ; c7 ¼ ZðiÞAmnðiÞ
TT3ðiÞ ¼ MTmnðiÞðR
TðiÞ þ YTðiÞÞ MTmnðiÞðZ
TðiÞ þ YTðiÞÞ 0 0 0 0 0
 
TT4ðiÞ ¼ 0 0 0 0 NmnðiÞ 0 0½ DenoteYðiÞHmnðiÞ ¼ bHmnðiÞ
Then, by Lemma 2.1 and Schur complement, u2sqðiÞ < 0 holds if usqðiÞ < 0. Therefore, if (4.21) holds, the error filtering system
(4.13) is stochastically stable and the prescribed performance index c2 is satisfied. Moreover, the gain matrices of the filter
are given by HmnðiÞ ¼ Y1ðiÞbHmnðiÞ. This completes the proof. h
Remark 4.1. In order to reduce the difference between the residual and the fault to be as small as possible, while enhance
robustness of the residual against disturbance to be as large as possible, Theorems 4.3 and 4.6 should be utilized at the same
time so as to achieve an optimal trade-off point between robustness and sensitivity. Therefore, the robust fault detection
problem for error system (2.6) can be formulated as an optimization problem, where HmnðiÞ is to be obtained such that error
dynamical system (2.6) is robust and stochastically stable, while the cost function c1c2 is minimized subject toLMIs ð4:10Þ and ð4:21Þ
In the following, a computation procedure for constructing the gain matrices of the filter for system (2.4) is described.
Computation procedure:
Step 1. Obtain c1min and c2max via solving LMIs (4.10) and LMIs (4.21), respectively.
Step 2. For a given c21 ¼ c2max, let c11 ¼ c1min. If c21 and c11 are feasible for LMIs (4.10) and LMIs (4.21) simultaneously, the
required gain matrices HmnðiÞ ¼ Y1ðiÞbHmnðiÞ are obtained. If they are infeasible, let c1m ¼ c1ðm1Þ þ q1, where q1 is a suf-
ficiently small constant and i represents the ith iteration, m ¼ 2;3; . . .. Repeat the process of increasing the value of q1 in




for a given sufficiently small constant q2, denote c2n ¼ c2ðn1Þ  q2, where n represents the nth iteration, n ¼ 2;3; . . ., repeat




Step 3. For a given c11 ¼ c1min, let c21 ¼ c2max, If c21 and c11 are feasible for LMIs (4.10) and LMIs (4.21) simultaneously, the
required gain matrices HmnðiÞ ¼ Y1ðiÞbHmnðiÞ are obtained. If they are infeasible, let c2m ¼ c2ðm1Þ  q1, where q1 is a suf-
ficient small constant and m represents the mth iteration, m ¼ 2;3; . . .. Repeat c2m ¼ c2ðm1Þ  q1 until a feasible solution is
obtained. Then, calculate Jq ¼
c11
c2m
. Otherwise, for a given sufficiently small constant q2, denote c1n ¼ c1ðn1Þ þ q2, where n





Step 4. ChooseJmin ¼ minfJe; Jqgjc1opt; c2opt
Then, the robust fault detection filter is obtained.Remark 4.2. The estimation and fault detection problem in this paper is proposed by separately considering the case in
which there are no faults, and the case in which there are no external disturbances firstly, and then, the fault detection prob-
lem is cast as an optimization problem, where an optimal trade-off point between robustness and sensitivity is obtained. In
some real systems, precise bounds on the disturbances are often not known, and the bound of disturbance considered in this
paper is considered as L2 norm.
Remark 4.3. In some earlier work, the performance of fault detection algorithms is typically measured in terms of false
alarm and missed detection rates, however, in this paper, H-infinity objective is considered in fault detection, and the main
task of this paper is to find a trade-off point between robustness and sensitivity, which can detect faults very soon in case
there are some disturbances, and missed detection rates are not considered here.
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C1ð1Þ ¼ 0:1 0:1½ ; C1ð2Þ ¼ 0:2 0:1½ 
C2ð1Þ ¼ 0:1 0:1½ ; C2ð2Þ ¼ 0:2 0:1½ 
Dw1ð1Þ ¼ 0:1½ ; Dw1ð2Þ ¼ 0:1½ 
Dw2ð1Þ ¼ 0:2½ ; Dw2ð2Þ ¼ 0:1½ 
Df 1ð1Þ ¼ 6½ ; Df 1ð2Þ ¼ 5½ 
Df 2ð1Þ ¼ 6½ ; Df 2ð2Þ ¼ 5½ 








N1ð1Þ ¼ N2ð1Þ ¼ 0:1 0:1½ ; N1ð2Þ ¼ N2ð2Þ ¼ 0:1 0:1½ where wk is a white noise signal with variance 0.05. f k is a square wave signal with unit amplitude occurred from 8 s to 12 s.















 Remark 5.1. Note that the values of these vertices are estimated, so the vertices of the polytope satisfies the normal
requirement of Markov jump transition probability matrix. The simulation example we considered in this paper is nonlinear
system, as the linear models are just linearization of fuzzy nonlinear system. Some real systems will be considered in our









Fig. 1. Jumping modes.











Fig. 2. Residual signal rk .










Fig. 3. Evaluation function f ðrÞ.
212 Y. Yin et al. / Information Sciences 292 (2015) 198–213By solving LMIs (4.10) and (4.21), we obtain the optimal fault detection filter, Then under the model-based robust fault
detection filter, jumping modes, residual signal rk and evaluation function f ðrÞ of the stochastic nonlinear system can be
obtained from Figs. 1–3. We can see that the fault can be detected 1.21 s after its occurrence.6. Conclusions
The issue on robust fault detection for stochastic systems with nonhomogeneous jumping processes is addressed in this
paper. A polytope is used to enclose time-varying transition probability matrices. The filter is designed such that the
resulting error dynamical system is sensitive to fault, while robust to disturbance. The simulation results obtained show that
the proposed techniques are effective.Acknowledgments
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