The name of Stanis aw ojasiewicz has been associated in my mind with mathematical research since early on in my career, because it was through his work that I experienced for the rst time in my life the thrill of studying in depth a major piece of new mathematics and following the thoughts of a creative mind.
1. Introduction. Real analyticity has important consequences in control theory, and real-analytic control systems have much nicer properties than smooth systems. In this paper we describe some of these properties, classifying them into two kinds: in Section 4 we focus on elementary consequences of real analyticity, i.e. results that follow by using no more than the analytic continuation property for functions of one real variable. Although at this point nothing deep about real analyticity is used, we choose to include these elementary results for two reasons, namely, (a) that they already show that real-analytic systems are strikingly di erent from smooth ones, (b) that they are needed for our subsequent discussion of more sophisticated uses of real analyticity.
In Section 5 we look at a result on trajectory structure whose proof uses real-analytic desingularization. Since the proof of this result has only been presented in a very rough outline in a proceedings paper of an engineering conference, we give a fairly detailed proof. We also present, in Section 6, some curious applications of the result to observability theory, related to ideas of J.-P. Gauthier and I. Kupka. As a preliminary, in Section 2 we present some general de nitions and introduce notations, and in Section 3 we de ne smooth control systems and present some of their basic properties.
In addition to the applications presented here, there are many others that we will not discuss for lack of space. For example, there are results on subanalyticity of reachable sets and piecewise analyticity of value functions, and there is also a theory of universal inputs. Some of these other applications are discussed in 10].
2. Basic de nitions and notations. 2.1. Smoothness, manifolds, tangent and cotangent spaces and bundles, vector elds, ows. In this paper, \smooth" means \of class C 1 ", and \manifold" means \smooth, nite-dimensional, paracompact manifold without boundary, not necessarily of pure dimension". (Paracompactness is of course equivalent to the property that every connected component is -compact, and also to the existence of a smooth Riemannian metric on M.) In particular, a manifold can have components of arbitrarily high dimension. (The fact that manifolds are not assumed to be of pure dimension will play a crucial role in Section 5 below. ) We use T x M, T x M, TM, T M, T # M to denote, respectively, the tangent and cotangent spaces of a manifold M at a point x 2 M, the tangent and cotangent bundles of M, and the cotangent bundle of M with the zero section removed. We use C 1 (M) and V 1 (M) to denote, respectively, the set of all smooth functions and that of all smooth vector elds on M, so V 1 (M) is a Lie algebra, if the Lie bracket f; g] of f; g 2 V 1 (M)
is de ned in the usual way, by regarding f and g as rst-order di erential operators on C 1 (M) and letting f; g] = fg ? gf. Given any smooth vector bundle E, we use E to denote the projection map from E onto its base space. If M is a real-analytic manifold, then we use C ! (M), V ! (M) to denote the subsets of C 1 (M), V 1 (M) whose members are real-analytic. Then V ! (M) is a Lie subalgebra of V 1 (M).
If f 2 V 1 (M), we use exponential notation for the ow of f, so t 7 ! x e tf is the integral curve of f that goes through x at time t = 0. (Having the map e tf act on the right rather than on the left is convenient in many applications. For example, if f, g are smooth vector elds, then the rst t-derivative of xe tf e tg e ?tf e ?tg at t = 0 vanishes, and the second derivative is 2x(fg ?gf), i.e. f; g](x), so xe tf e tg e ?tf e ?tg = x+t 2 f; g](x)+o(t 2 ), which is the correct Campbell-Hausdor formula. Had we insisted on having the maps act on the left, we would have found the wrong formula.) Each map x 7 ! x e tf , t 2 R, is then a smooth di eomorphism, de ned on a |possibly empty| open subset Dom(e tf ) of M, and mapping Dom(e tf ) onto Dom(e ?tf ). The set (f) = f(x; t) : t 2 R; x 2 Dom(e tf )g is then open in M R, and M f0g (f).
OPTIMAL CONTROL, STRATIFICATIONS AND DESINGULARIZATION 3 2.2. Submanifolds and leaves. A submanifold of a manifold M is a subset S of M endowed with a manifold structure such that the inclusion map from S to M is a smooth immersion. (If M is paracompact then S is automatically paracompact as well.) A submanifold of M is embedded if it is a topological subspace of M. An important class of submanifolds, intermediate between that of all submanifolds and that of embedded submanifolds, is that of \leaves", de ned as follows. First, recall that a topological subspace of a topological space X is a subset S of X endowed with a topology such that, if is an arbitrary map from a topological space Y to X such that (Y ) S, then is continuous as a map into X i it is continuous as map into S. By analogy with this, we de ne |following P. Stefan, cf. 6], Section 1, Part I, p. 2| a leaf in a smooth manifold M to be a submanifold S of M such that, if : N 7 ! M is an arbitrary map from a manifold N to M such that (N) S, then is smooth as a map into M i it is smooth as a map into S. It is easy to see that if a subset S admits a manifold structure with respect to which it is a leaf, then this structure is unique.
(If 1 , 2 are two such structures, then the inclusion : S 7 ! M is smooth from (S; 1 ) to M, and (S) S, so is smooth from (S; 1 ) to (S; 2 ). Similarly, is also smooth from (S; 2 ) to (S; 1 ). So the identity map from (S; 1 ) to (S; 2 ) is a di eomorphism, and then 1 = 2 .) So we can talk without ambiguity about a subset |rather than a submanifold| of M being a leaf.
It is clear that an embedded submanifold is a leaf, but there are examples of leaves that are not embedded submanifolds. (For example, if f is a smooth vector eld, then every maximal integral curve of f is a leaf. Clearly, such a curve need not be embedded, since M could be a torus, and f a vector eld on M whose orbits are dense.) On the other hand, not every submanifold is a leaf. (For example, a gure eight in the plane is not.) Actually, a su cient condition for a subset S of M to be a leaf is the following: Condition (L) is obviously veri ed when S is an embedded submanifold, and also when S is an orbit of a vector eld, in which case (L) is trivial if S is a single point, and follows from the ow-box theorem if S is not a point. The fact that orbits of vector elds have property (L) can be generalized to orbits of sets of vector elds, as we now explain.
2.3. Orbits. If F is a set of smooth vector elds on a manifold M, an F-invariant set is a subset S of M having the property that, whenever f 2 F, t 2 R, and x belongs to S \ Dom(e tf ), it follows that x e tf 2 S. (If S only satis es the weaker conclusion that x e tf S if t 0, then S will be called forward F-invariant. There is an obvious analogous de nition of \backward invariance".) A nonempty minimal F-invariant set is said to be an F-orbit. Then two points x; x 0 lie in the same orbit i for some m there exist f 1 ; : : :; f m 2 F and t 1 ; : : :; t m 2 Rsuch that x 0 = x e t1f1 e t2f2 : : :e tmfm . So \x and x 0 are in the same F-orbit" is an equivalence relation. It follows that the set of all F-orbits is a partition of M.
We will repeatedly use the following \orbit theorem" (Sussmann 7] ): Theorem 1. Let M be a smooth manifold and let F be a set of smooth vector elds on M. Let S be an F-orbit. Then S satis es condition (L), so in particular S is a leaf in M. Endowed with its unique leaf structure, S is connected and has the property that the tangent space T x S at a point x 2 S is the linear span of the set of all vectors
x 0 e t1f1 e t2f2 : : :e (ti+")fi : : :e tmfm ; (1) ranging over all possible choices of the positive integer m, the vector elds f 1 ; : : :; f m 2 F, the numbers t 1 ; : : :; t m 2 R, the point x 0 2 S, and the index i 2 f1; : : :; mg, such that
x 0 e t1f1 e t2f2 : : :e tmfm = x.
It is clear that every f 2 F is tangent to all the F-orbits. So, if L(F) is the Lie algebra of vector elds generated by F, it follows that every g 2 L(F) is tangent to all the F-orbits.
2.4. Hamiltonian vector elds and momentum functions. If M is a smooth manifold, then every smooth function H : T M 7 ! R gives rise in a well known way |using the canonical symplectic structure of T M| to a Hamilton vector eld ? ! H 2 V 1 (T M). The space C 1 (T M), endowed with the Poisson bracket (H; K) 7 ! fH; Kg, is a Lie algebra, and the map H 7 ! ? ! H is a Lie algebra homomorphism from C 1 (T M) to V 1 (T M). If f 2 V 1 (M), then the real-valued function T M 3 (x; z) 7 ! h f (x; z) def = hz; f(x)i is the momentum function |or switching function| corresponding to f.
The map V 1 (M) 3 f 7 ! h f 2 C 1 (T M) is a Lie algebra homomorphism. Therefore the map V 1 (M) 3 f 7 ! ? ! h f 2 V 1 (T M) is a Lie algebra homomorphism as well. We will write f def = ? ! h f , and call f the Hamiltonian lift of f. It is clear that the projection = T M of an integral curve of f is an integral curve of f. Conversely, if I is an interval, : I 7 ! M is an integral curve of f, t 2 I, and z 2 T (t) M, then there exists a unique integral curve : I 7 ! T M such that (t) = ( (t); z) and = T M . The curve is entirely contained in T # M i z 6 = 0.
3. Smooth control systems. A control system is a triple = (M; U; f) such that M is a smooth manifold, U is a compact metric space, and f : M U 7 ! TM is a continuous map such that each partial map M 3 x 7 ! f(x; u) 2 TM is a vector eld on M. Often, we will use the notation f u (x) as an alternative for f(x; u), to emphasize the fact that f u is a vector eld. Also, we will use the expression \the control system _ x = f(x; u), x 2 M, u 2 U" as an alternative name for the system (M; U; f). We use F( ) to denote the set ff u : u 2 Ug, so F( ) is a set of continuous vector elds on M.
We will be interested in control systems having extra regularity properties. Suppose that k;`2 f0; 1; : : :g f+1g and` k. We say that a control system = (M; U; f) is of type C k;`i f (a) every vector eld f u is of class C k , (b) all the partial derivatives of order `of f(x; u) with respect to x are jointly continuous with respect to x and u.
(The meaning of the last condition is obvious in terms of local coordinates. Alternatively, it can be stated invariantly as follows: for every ' 2 C 1 (M) and every`-tuple OPTIMAL CONTROL, STRATIFICATIONS AND DESINGULARIZATION 5 (X 1 ; : : :; X`) in V 1 (M), the function M U 3 (x; u) 7 ! X 1 X 2 : : :X`f u '(x) 2 R is continuous.) Of special interest to us will be the systems of type C 1;0 , because for such systems F( ) V 1 (M), and then the iterated Lie brackets of all orders of the members of F( ) are de ned. We will call such systems smooth.
R e ma r k 1. The hypotheses made here are much more restrictive than is customary in control theory. For example, one often has to consider systems where f is timedependent, and the set U is a more general metric space, not necessarily compact. Actually, the best general setting is one where U is a general abstract set with no additional structure, in which case continuity with respect to u is not a meaningful requirement, but one has to be more careful when de ning \admissible control". We have chosen the above de nitions, and we will be paying special attention to the class of smooth systems, because the purpose of this paper is to explore the consequences of real analyticity. In order to do that, we want to talk about real-analytic systems, de ned below, and compare them with smooth systems that need not be real-analytic, to see which new features occur because of real analyticity. In view of this limited objective, we choose to use a narrowly de ned class of \smooth systems" for comparison purposes, so we can focus on the \C ! as opposed to C 1 " distinction.
3.1. Controls, trajectories, reachability. A control for a control system = (M; U; f) is a measurable U-valued function de ned on an interval I. If : I 7 ! U is a control, a trajectory for (or \generated by ") is a locally absolutely continuous map : I 7 ! M such that _ (t) = f( (t); (t)) for almost all t 2 I. A trajectory-control pair of a control system is a pair ( ; ) such that is a control and is a trajectory generated by .
Given a control : I 7 ! U, a t 2 I, and an x 2 M, then a trajectory : I 7 ! M of such that (t) = x always exists locally. (More precisely: there always exists an " > 0 such that there is a : I \]t ? "; t + " 7 ! M which is a trajectory of the restriction of to I \ ]t ? "; t + " and satis es (t) = x.) If the system is of class C 1;1 , then the trajectory : I 7 ! M generated by a control and satisfying an initial condition (t) = x, if it exists, is necessarily unique. This uniqueness property does not necessarily hold for C 1;0 systems, or even for C 1;0 systems. (Consider, for example, the system _ x = 3u sin x u 2 , ?1 u 1, the control (t) = t, and the initial condition (0) = 0. Then (t) 0 is a solution. To nd another solution, write x = t 3 y, so _ x = 3t 2 y + t 3 _ y, and then 3t 2 y + t 3 _ y = 3t sinty. Write sin z = z + z 3 h(z), where h is a smooth function. Then 3t sinty = 3t 2 y + 3t 4 y 3 h(ty), so _ y = 3ty 3 h(ty), which has solutions with any nonzero initial condition y(0).) However, the uniqueness property holds for some C k;0 systems, so we give them a name: we say that system is of class C k;u if it is of class C k;0 and the uniqueness property of trajectories holds. (For example, the system _ x = u, _ y = u sin x u 2 is of class C 1;u but not of class C 1;1 .) A curve : I 7 ! M is a trajectory of a control system = (M; U; f) if there is a control : I ! U such that is a trajectory for . R e ma r k 2. If : I 7 ! M is a locally absolutely continuous curve for which there is a function I 3 t 7 ! (t) 2 U such that _ (t) = f( (t); (t)) for almost every t, then is a trajectory of . In other words, if is \almost a trajectory", in the sense that it satis es all the conditions for being a trajectory, except for the fact that the \control" is not necessarily measurable, then one can always choose a measurable control 0 such that f( (t); 0 (t)) = f( (t); (t)) for almost every t, so is a true trajectory. This fact follows from standard measurable selection theorems.
We say that a point x 0 is -reachable from x in time t if there exists a trajectorycontrol pair ( ; ) of such that (0) = x and (t) = x 0 . (In that case, we also say that goes from x to x 0 in time t, or that steers x to x 0 .) We use R ;t (x) to denote the set of all x 0 that are reachable from x in time t, and write R ;I (x), if I is an arbitrary subset of 0; 1 , to denote the set S t2I R ;t (x). When I = 0; 1 , we just write R (x), and refer to this set as the reachable set from x.
We can also consider reachable sets using restricted classes of controls. For example, R pc ;t (x), R pc ;I (x), R pc (x) are de ned exactly like the sets without the superscript, except that only piecewise constant controls are allowed.
3.2. The orbits of a smooth control system. If we are given a smooth control system = (M; U; f), then the F( )-orbits will be referred to as the -orbits, or the orbits of . It is clear that if S is a -orbit then each vector eld f u has a well de ned and smooth restriction f u dS, and the map from S U to TS that sends (x; u) to f(x; u) is continuous. Therefore has a well de ned restriction dS to each -orbit S, which is also a smooth control system. Clearly, if is of class C 1;`f or`> 0, or of class C 1;u , then the same is true of dS.
Every trajectory of dS is a trajectory of . Moreover, Lemma 1. Every trajectory of a C 1;u system is entirely contained in an orbit.
P r o o f. To see this, we let : I 7 ! M be a trajectory corresponding to a control . For each t 2 I, let S(t) be the orbit that contains (t). We show that the map t 7 ! S(t) is locally constant. If t 2 I and S = S(t), then there is a well de ned trajectory of dS on some interval ]t ? "; t + " \I, corresponding to the restriction t;" of to ]t ? "; t + " \I, and such that (t) = (t). Then is a trajectory of for t;" . By the uniqueness property, = on ]t ? "; t + " \ I. This shows that (t 0 ) 2 S for t 0 2 I, t 0 near t.
So t 7 ! S(t) is locally constant. Since I is connected, S(t) is independent of t, and our conclusion is proved. R e ma r k 3. The above result need not be true for C 1;0 systems. For example, for the system _ x = u sin x u 2 , ?1 u 1 there are three orbits, namely, ] ? 1; 0 , f0g, and ]0; +1 , but we have already seen how to construct a trajectory that starts at 0 but does not stay in the set f0g . 3.3. The accessibility Lie algebra. Let be a smooth control system. We write L( ) for L(F( )), so L( ) is the Lie algebra of vector elds generated by F( ). We refer to L( ) as the accessibility Lie algebra of .
3.4. Algebraic accessibility and Lie bracket relations. Given an arbitrary set U, we use (U) to denote the free Lie algebra over Rwith generators F u , u 2 U. For a smooth control system = (M; U; f), there is a unique Lie algebra homomorphism P from (U) to L( ) |\plugging in the f u for the indeterminates F u "| that maps each generator F u to the corresponding vector eld f u . Clearly, P is onto. Given a point x 2 M, we can consider the evaluation map E x; : L( ) 7 ! T x M given by E x; (g) = g(x), for g 2 L( ).
We say that the system has the algebraic accessibility property at the point x if E x; (L( )) = T x M.
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We write REL(x; ) to denote the kernel of the map P E x; . Then REL(x; ) is a Lie subalgebra of (U). We refer to REL(x; ) as the set of Lie bracket relations at x for . For example, if u; v; w 2 U, then the expression F u + F v ; F w ] ? 3 F u 3.5. The positive form of Chow's theorem. Let = (M; U; f) be a smooth control system. We say that has the accessibility property (resp. the piecewise constant accessibility property) from a point x 2 M if the set R ; a;b] (x) (resp. R pc ; a;b] (x)) has nonempty interior in M whenever 0 a < b.
Theorem 2. If a smooth control system = (M; U; f) has the algebraic accessibility property at a point x, then it has the piecewise constant accessibility property from x. P r o o f. To prove this, we use an argument essentially due to A. Krener. Notice rst that we can assume that U is nite and the algebraic accessibility condition holds at every x 0 2 M. So we have proved:
Theorem 3. If = (M; U; f) is a control system of class C 1;u that has the algebraic accessibility property at every point, then (3) and (4) An extremal of is a trajectory-control pair that admits a nontrivial null-minimizing Hamiltonian lift.
The following result is one version of the maximumprinciple of optimal control theory. 
or is an extremal.
The maximum principle says, roughly, that if a pointx = (T) is reachable in time T from another point x = (0) by means of a trajectory : 0; T] 7 ! M and corresponding control , then a necessary condition forx to belong to the boundary of the reachable set from x is that the pair = ( ; ) be an extremal. The statement we have presented gives more precise information, since it says that, if is not an extremal, then not only isx an interior point of R ( x), but in fact it is an interior point of R ;]T?";T+" ( x) for every " > 0. (In other words, given any " > 0 one can ll up some neighborhood W " of x with points that are reachable from x in times between T ? " and T + ".) 4. Real-analytic control systems: elementary properties. A real-analytic control system is a smooth control system = (M; U; f) such that M is a real-analytic manifold, U is a compact subanalytic subset of some other real-analytic manifold N, and f : M U 7 ! TM is jointly real-analytic. (For simplicity, the reader can choose to interpret the last condition in the most obvious way, namely, that f is the restriction to M U of some real-analytic map on an open subset of M N such that M U . What we actually need for all the results of this paper is the weaker assumption that, for some compact real-analytic manifold V and surjective real-analytic map : V 7 ! U, the composite map M V 3 (x; v) 7 ! f(x; (v)) is real-analytic. So, for example, the control system _ x = p u, u 2 U = 0; 1], is real-analytic in our sense, since we can desingularize U by taking, e.g., V = S 1 , ( ) = sin 4 .) It is clear that a real-analytic control system is of class C 1;1 .
4.1. Integral manifolds. In the real-analytic case, Theorem 1 can be strengthened by giving a much more precise characterization of the tangent spaces to the orbits. Precisely: Theorem 5. If M is a real-analytic manifold and F V ! (M), then the tangent space T x S of an F-orbit S at a point x 2 S is T x S = L(F)(x) def = fg(x) : g 2 L(F)g: (7) P r o o f. We present the complete proof, because it is very short |modulo the orbit theorem| and shows exactly where and how analyticity is used. As will become clear shortly, the only fact about analyticity used in the proof is the analytic continuation theorem for functions of one real variable.
We have to show that every vector v of the form (1) So the maps i are in fact local di eomorphisms near x. We then de ne = 2 ( 1 ) ?1 ; and it is easy to verify that has the desired properties.
Theorem 7 is important because it says that, for a real-analytic control system = (M; U; f) having the algebraic accessibility property at a point x, all the C ! -di eomorphism-invariant properties of the system near the point x are determined, in principle, by the Lie bracket relations at x. (Examples of local properties that are not determined by the Lie bracket relations: (1) whether or not has the algebraic accessibility property at x, (2) whether or not the reachable sets R ;t (x) are convex for small t.)
In other words, for systems having the algebraic accessibility property, the Lie bracket relations of at x form a complete set of invariants under the pseudogroup of local real-analytic di eomorphisms. This is one of several reasons why Lie brackets play such an signi cant role in control theory.
4.
3. An elementary property of reachable sets. Theorems 3 and 5, together with Lemma 1, imply that reachable sets for real-analytic systems have some special properties that are not true in general for smooth systems. Theorem 8. Suppose that = (M; U; f) is a real-analytic control system, x 2 M, and 0 a < b. Let R = R ; a;b] (x). Then there exists a real-analytic leaf S in M such that R S and R is in fact contained in the closure, relative to S, of its interior relative to S. In particular, R has integer Hausdor dimension. P r o o f. Let S be the -orbit through x. By Lemma 1, R S. By Theorem 5, S is an integral manifold of L( ). Then the restriction dS of to S is an analytic system having the algebraic accessibility property at every point. Clearly, R = R dS; a;b] (x). By Theorem 3, R, regarded as a subset of S, is contained in the closure of its interior. So it su ces to prove (WR). Moreover, the desingularization theorem implies that it su ces to assume that U is a real-analytic manifold which is a nite union of tori.
So from now on we assume that U is a nite union of tori, and try to prove (WR). The proof will be \by induction on U", so our rst task will be to assign to each possible U an \index" (U) belonging to some well-ordered set, so as to be able to do induction.
We let k (U) be the number of k-dimensional connected components of U, and de ne (U) to be the sequence ( 0 (U); 1 (U); : : :). Then (U) 2 N, where N is the set of all sequences (n 0 ; n 1 ; n 2 ; : : :) of nonnegative integers such that n k = 0 for all but nitely many k's.
The set N is well ordered by the binary relation where, by de nition, (n 0 ; n 1 ; n 2 ; : : :) (m 0 ; m 1 ; m 2 ; : : :) i there does not exist a k 2 f0; 1; : : :g with the property that n k > m k and n j = m j for j > k. If n = (n 0 ; n 1 ; n 2 ; : : :) and m = (m 0 ; m 1 ; m 2 ; : : :), we write n m if n m and n 6 = m.
We will prove our conclusion by induction on (U). That is, we will assume from now on that (WR) is true for all systems 0 = (M 0 ; U 0 ; f 0 ) with (U 0 ) (U), and will prove (WR) for = (M; f; U).
We now x " > 0, pick two points x,x in M, and choose a trajectory : 0; T] 7 ! M of , corresponding to a control : 0; T] 7 ! U, and such that (0) = x, (T) =x. We let = 1 + " T , and observe that T > T ? ". The trajectory is then entirely contained in a maximal integral submanifoldM of L( ), so we may as well assume thatM = M, i.e. that has the algebraic accessibility property at each point and M is connected.
It is clear that our desired conclusion is local, in the sense that It follows from the above that we can assume that M is an open subset of R n for some n, so that in particular T M is naturally identi ed with M R n , and T # M with M (R n nf0g). We make this assumption from now on.
We let R denote the -reachable set R ;]T? " 2 ;T+ " 2 ( x). We will treat separately the casesx 2 Int(R),x 6 2 Int(R). The former case is easily disposed of. Indeed, Theorem 3 tells us thatx is reachable from x in time t for some t 2 T ? "; T + "] by means of a piecewise constant control, so our conclusion follows.
We now look at the casex 6 2 Int(R). Let = ( ; ). Then the maximum principle tells us that is an extremal, so it has a null-minimizing nontrivial Hamiltonian lift ? = ( ; ). This means that is a trajectory of the Hamiltonian lift = (T M; U; f ), generated by , contained in T # M, projecting down to , and such that 0 = H ( (t); (t)) = minfH ( (t); u) : u 2 Ug for almost all t:
(12) (The minimization part of (12) is not going to be used in what follows.) We then let C = f(z; u) 2 T # M : H (z; u) = 0g:
If S is a submanifold of T # M, we use C tan S to denote the set of all pairs (s; u) 2 C such that s 2 S and f (s; u) is tangent to S at s. It is clear that if S is subanalytic then C tan S is a subanalytic subset of T # M U and a real-analytic subset of S U.
We now construct a strati cation S of T # M such that the following is true for each stratum S of S: We will rst prove that if S exists then our conclusion follows, and then we will show how to construct S. Let us call a subset S of T # M \good" if it satis es (I), and let us call a strati cation S of T # M \good" if every stratum of S is good. Let S be a good strati cation of T # M.
Let S(t) denote, for t 2 0; T], the stratum that contains (t). De ne (t) = dim(S(t)):
Let I be set of t 2 0; T] such that is constant on some neighborhood of t in 0; T]. that maximizes (t 0 ). If was not constant near t 0 , then there would exist t j such that t j ! t 0 and (t j ) < (t 0 ). But then we can assume, by passing to a subsequence, that all the (t j ) belong to the same stratum S, whose dimension is smaller than that of S(t 0 ).
Since (t j ) ! (t 0 ), this says that (t 0 ) is in the closure of S, which is a contradiction, since (t) 2 S(t 0 ) and dim(S(t 0 )) > dim(S).)
Let J be the set of connected components of I, so J is nite or countably in nite, the members of J are pairwise disjoint relatively open subintervals of 0; T], and I = S J . If J 2 J , then the restriction J of to J is entirely contained in a stratum S J of S. (This follows from the connectedness of J and the fact that the map t 7 ! S(t) has to be locally constant on J. To prove this last fact, pick t 2 J and assume that there are t j converging to t and such that S(t j ) 6 = S(t). Then we can pass to a subsequence and assume that all the S(t j ) are equal to a xed stratum S 0 , and from the dimension and frontier axioms we get (t) = dim(S(t)) < dim(S 0 ) = (t j ), contradicting the fact that t 2 I.)
Let g J (s; v) = f (s; SJ (v)), for s 2 S J , v 2 D SJ . It is then clear that the vector _ J (t) = f ( J (t); (t)) is tangent to S J for almost all t 2 J. We know that (t) belongs to fu : ( (t); u) 2 Cg for almost every t 2 J. So (t) 2 fu : ( (t); u) 2 C tan SJ g for almost every t 2 J. This means that for almost every t 2 J there exists a v(t) belonging to D SJ such that (t) = SJ (v(t)). Then _ J (t) = g J ( J (t); v(t)). As explained in Remark 2, the function v can be chosen to be measurable. It then follows that J is a trajectory of the control system J = (S J ; D SJ ; g J ), which is exactly like our original system , but with a control space D SJ We choose = K for each K so that 1 L K < L K 0 < L K . We also choose a 0 K = a K , as we certainly can given that our system is autonomous. Then 0 K is de ned on the interval a K ; a K + L K 0]. We let K : a K ; b K ] 7 ! S J , K : a K ; b K ] 7 ! D SJ be the maps given by
, and K satis es the di erential equation _ K (t) = ! K f J ( K (t); 0 K (t)) on K, where the constant ! K lies between 1 and .
We now pick, for each J 2 J , a discrete subset E J of J whose closure contains both endpoints of J. We then let K(J) be the set of all compact subintervals K = a K ; b K ] such that a K < b K , a K 2 E J , b K 2 E J , and E J \ ]a K ; b K = ;. We construct K : K 7 ! S J and K : K 7 ! D SJ as above for each K 2 K(J), and do this for all J 2 J . We then de ne a curve 0 : 0; T] 7 ! T # M by rst letting 0 (t) = (t) if t 2 0; T]nI and then, if t 2 I, picking the unique J 2 J such that t 2 J, and a K 2 K(J) such that t 2 K, and letting 0 (t) = K (t). The set K is unique unless t 2 E J , in which case there are two possible choices of K, both of which give 0 (t) = (t). So 0 is well de ned. Similarly, we de ne 0 (t) = S(t) ( K (t)) for t 2 K 2 K(J), J 2 J , and 0 (t) = (t) for t 6 2 I. We also de ne !(t) = ! K (t) for t 2 K 2 K(J), J 2 J , and !(t) = 1 for t 6 2 I.
We now show that the curve 0 is Lipschitz, and satis es the di erential equation _ 0 (t) = !(t)f ( 0 (t); 0 (t)) for almost all t 2 0; T]: (15) To see this, we rst let S( ) be the set of strata S 2 S such that ( 0; T]) intersects S.
Then S( ) is nite, because the set ( 0; T]) is compact. Let Q = S fS : S 2 S( )g. Then kf (x; z; u)k is bounded by a constant c > 0 as long as (x; z) 2 Q. So is Lipschitz with constant c. Also, 0 is contained in Q by construction, and each curve K , for K 2 K(J), J 2 J , is a solution of the equation _ K (t) = ! K (t)f ( K (t); 0 (t)) on K. So each K is Lipschitz with constant c. If 0 t 1 < t 2 T, we will show that k 0 (t 2 ) ? 0 (t 1 )k c(t 2 ? t 1 ):
(16) Suppose rst that 0 (t 1 ) = (t 1 ) and 0 (t 2 ) = (t 2 ). Then the inequality k 0 (t 2 ) ? 0 (t 1 )k c(t 2 ? t 1 ) holds, because k (t 2 ) ? (t 1 )k c(t 2 ? t 1 ). So (16) holds.
Next suppose that 0 (t 1 ) = (t 1 ) but 0 (t 2 ) 6 = (t 2 ). Then t 2 2 I, so t 2 2 J for some J 2 J . Therefore t 2 2 K = a K ; b K ] for some K 2 K(J). If t 1 a K , then both t 1 and t 2 are in K, so 0 (t 1 ) = K (t 1 ) and 0 (t 2 ) = K (t 2 ), and then k 0 (t 2 )? 0 (t 1 )k c(t 2 ?t 1 ), because K is Lipschitz with constant c. If t 1 < a K , then
so (16) holds.
A similar argument shows that (16) is true if 0 (t 1 ) 6 = (t 1 ) and 0 (t 2 ) = (t 2 ). Finally, if 0 (t 1 ) 6 = (t 1 ) and 0 (t 2 ) 6 = (t 2 ), then both t 1 and t 2 are in I. If both belong to the same interval K 2 K(J), for a J 2 J , then (16) follows because K is Lipschitz with constant c. If they do not, then there is a t such that t 1 < t < t 2 and 0 (t) = (t), in which case the results for the previous cases apply, and k 0 (t 2 ) ? 0 (t 1 )k k 0 (t 2 ) ? 0 (t)k + k 0 (t) ? 0 (t 1 )k = k 0 (t 2 ) ? (t)k + k (t) ? 0 (t 1 )k c(t 2 ? t 1 ); so (16) holds as well. So 0 is Lipschitz with constant c.
To prove that equation (15) holds, we rst observe that the derivative _ 0 (t) is clearly equal to !(t)f ( 0 (t); 0 (t)) for almost every t 2 J, if J 2 J . So it su ces to prove that _ 0 (t) = f ( 0 (t); 0 (t)) for almost all t 2 0; T]nI. Now, if t 2 0; T]nI, then 0 (t) = (t) and 0 (t) = (t). So we have to prove that _ 0 (t) = f ( (t); (t)) for almost all t 2 0; T]nI.
We know that almost every point of 0; T]nI is a point of density of 0; T]nI, and _ (t)
exists and is equal to f ( (t); (t)) for almost all t 2 0; T]. We also know that _ 0 (t) exists for almost all t 2 0; T], because is Lipschitz. So there is a subset B of 0; T]nI of measure zero such that, if t 2 0; T]nI but t 6 2 B, then t is a point of density of 0; T]nI, _ (t) = f ( (t); (t)), and _ 0 (t) exists. Any such t is an accumulation point of 0; T]nI, so the limit _ 0 (t) = lim h!0;h6 =0 0 (t+h)? 0 (t) h can be computed by just letting t + h vary in 0; T]nI. Since 0 on 0; T]nI, we conclude that _ 0 (t) = _ (t) = f ( (t); (t)), as desired.
So we have shown that the curve 0 satis es (15) . We now eliminate the multiplicative factor !(t) by reparametrizing the time interval. To do this, we de ne a reparametriza- , so is a homeomorphism. We then de ne 00 (t) = 0 (r) and 00 (t) = 0 (r), if t = (r). Then d 00 dt (t) = f ( 00 (t); 00 (t)) for almost all t 2 0; T 0 ]:
(17) Then 00 is a trajectory of generated by 00 . Clearly, 00 (T 0 ) = (T) and 00 (0) = (0). So, if we de ne 00 = T M 00 , it follows that 00 is a trajectory of such that 00 (T 0 ) =x and 00 (0) = x, and 00 is also generated by 00 . Moreover, 00 is analytic on an open dense subset of 0; T 0 ]. Finally, T 0 satis es T T 0 T, so T ? " T 0 T + ". Therefore the proof of (WR) is complete, modulo the assumption that S exists.
We now prove the existence of a good strati cation S. Recall that M is assumed to be an open subset of R n . For k 2 f0; : : :; 2n + 1g, call a strati cation S \k-good" if all the strata of S of dimension k are good. We need to prove the existence of a 0-good strati cation. We do this by proving the existence, for every k 2 f0; : : :; 2n + 1g, of a k-good strati cation S k with real-analytic subanalytic relatively compact strata. This is done by induction with respect to k 0 = 2n + 1 ? k. When k 0 = 0, i.e. k = 2n + 1, we let S 2n+1 be any strati cation of T # M (i.e. of M (R n nf0g)) with real-analytic relatively compact subanalytic strata.
We now assume that k 2 f1; 2; : : :; 2n + 1g and a k-good strati cation S k with realanalytic subanalytic relatively compact strata exists. We want to construct a (k?1)-good strati cation S k?1 , also with real-analytic subanalytic relatively compact strata. Let A be the set of all strata of S k of dimension k ? 1. Let U be the set of connected components of U. For each S 2 A, and each U 0 2 U, we let C(S; U 0 ) be the set of all s 2 S such that fsg U 0 C tan S . It is easy to see that each set C(S; U 0 ) is subanalytic. Since U is nite, the family of sets C(S; U 0 ), for all S 2 A, U 0 2 U, is locally nite in T # M.
So by standard strati cation theorems there exists a strati cationS with real-analytic subanalytic strata which is a re nement of S k and is compatible with every set C(S; U 0 ), S 2 A, U 0 2 U. ( For a stratum S 2Ã, we let U(S) be the set of those U 0 2 U having the property that fsg U 0 C tan S for all s 2 S.
We now make use of the assumption that has the algebraic accessibility property at every point, to prove the following crucial fact: (*) If S 2Ã, then U(S) 6 = U.
To prove (*), we assume that S 2Ã is such that U(S) = U, and try to derive a contradiction. Our assumption says that the vector f (s; u) is tangent to S for every Let S crit;U 0 be the set of critical values of^ S;U 0. Then S crit;U 0 is a subanalytic subset of T # M, which is relatively closed as a subset of S, and has dimension less than dim(S).
Let S be a real-analytic subanalytic strati cation of T # M which is a re nement of S, is compatible with all the sets S crit;U 0 for all S 2Ã and all U 0 2 UnU(S), and consists of strata that are analytically di eomorphic to balls.
We then let S k?1 be the union of (a) the set of all strata of S k of dimension k, (b) the set of all strata of S that are contained in a stratum of S k of dimension < k. Then S k?1 is a strati cation. We now prove that S k?1 is (k ? 1)-good. It is clear that every stratum of S k?1 is relatively compact, subanalytic, and a real-analytic submanifold of T # M. The strata of dimension k are in S k , so they are good.
Let S 2 S k?1 be such that dimS = k ? 1. Then S S 0 for some S 0 2S such that dimS 0 = k ? 1. Therefore S 0 S 00 for some S 00 2 S k . Clearly, S 00 must be (k ? 1)-dimensional, so S 00 2 A, and then S 0 2Ã. From the fact thatS is compatible with the sets C(S 00 ; U 0 ) for all U 0 2 U it follows that for each U 0 2 U either (i) (s; u) 2 C tan S 00 for all s 2 S 0 , u 2 of strictly smaller dimension( 3 ). We know from (*) that at least one component of U is replaced by a manifold of smaller dimension. Let`be the largest of the dimensions of the components of U that are so replaced. Then j (D S ) = j (U) for j >`, and `( D S ) < `( U). So (D S ) (U), and our proof is complete. R e ma r k 6. The analogue of Theorem 9 for smooth systems is false. For simplicity, i (x; y) 2 K. We then take our system to be the one given by _ x = 1, _ y = u, _ z = (x; y), and we let x = (0; 0; 0),x = (T; h(T); 0). The proof that this works is trivial.
R e ma r k 7. Theorem 9, together with Remark 6, show that the regularity properties of trajectories for real-analytic systems are fundamentally di erent from those that hold in the smooth case. To be precise, let us de ne, for a given control set U, a su cient class of controls, for a given class of systems, to be a subset U of the class M(U) of all measurable U-valued controls de ned on intervals of the form 0; T], having the property that, whenever 2 and a control steers a state x to a statex, then there is a control 0 belonging to U that steers x tox. What we have in mind is classes U characterized by \regularity properties". For example, if it was true |as is often implicitly assumed in many nonrigorous books and papers on optimal control| that whenever two points can be connected by a trajectory arising from a general control, then the points can also be joined by a trajectory generated by a piecewise continuous control, then the class of piecewise continuous controls would be su cient. Such a simple statement is not true, however, for the class of smooth systems.
In fact, Remark 6 says that for the class of smooth systems there is no su cient class smaller than the class of all controls, i.e. that every conceivable pathology does occur. Theorem 9 says that for the class of all real-analytic systems there is a proper subset of M(U) which is su cient, namely, the class of all controls such that is real-analytic on Dom( ). This is still a very large class, but Theorem 9 at least shows that something special happens for real-analytic systems that has no counterpart for smooth systems.
The answers to these questions are unknown even for control-a ne systems in R 3 of the form _ R e ma r k 8. The regularity problem is often stated as a question about the regularity of optimal trajectories. Suppose a trajectory-control pair ( ; ) minimizes an integral R T 0 L( (t); (t)) dt among all trajectory-control pairs that go from x tox. Can one infer from this that must have some extra regularity property? To get a good problem, one must exclude degenerate cases where pathological optimal controls exist for trivial reasons, e.g. because every control steering x tox is optimal. (For example, take any control system, and let L 0.) The best way to do this is to reformulate the problem as a question about \regularity of su cient classes": can one identify, for a given class P of optimal control problems (i.e. of 4-tuples ( ; L; x;x)), a class U of controls with the property that, whenever a problem in P has a solution, then it has a solution in U? (No- tice that in the special case when a problem in P has a unique solution it will follow that this solution is in U, so for these problems we get a \regularity property of solutions" in the ordinary sense.) Theorem 9 implies that, for the class of real-analytic problems (i.e. problems where and L are real-analytic), one can take U to be the class of controls that are analytic on an open dense subset of their domain. (The proof is trivial: apply Theorem 9 to the \augmented system" _ x = f(x; u), _ y = L(x; u).) Remark 6 implies that no such class exists for smooth problems. (The control constructed in the remark is optimal |for any choice of L| because it is the only control that steers x tox.)
The open questions stated above for the reachability problem are also open for optimal control.
6. Visibility and observability. We now consider real-analytic control systems = (M; U; f) with a real-analytic \output map" h : M U 7 ! R m . Given a control : 0; T] 7 ! U and a point x 2 M, we can de ne the output x; corresponding to x and to be the function t 7 ! h( (t); (t)), where is the trajectory generated by such that (0) = x.
(If is not de ned on the whole interval 0; T] then x; (t) will not be de ned for all t.)
Let us say that a control sees( 4 ) a state x if the output x; is not almost everywhere zero wherever it is de ned. J.-P. Gauthier and I. Kupka call a control system = (M; U; f) with an output h as before strongly observable with respect to a class C of controls if for every pair of distinct initial states x 1 ; x 2 and every control in C the corresponding outputs are not identical.
They proved the following:
Theorem 11. If a real-analytic system is strongly observable with respect to the class of all real-analytic controls, then it is strongly observable with respect to the class of all measurable controls.
Let us show that the Gauthier-Kupka result follows from Theorem 10. Consider the system _ x 1 = f(x 1 ; u), _ x 2 = f(x 2 ; u), on the manifold M = ? M M n ;
(21) where = f(x; x) : x 2 Mg, and take the output to be h(x 1 ; u) ? h(x 2 ; u). Then the hypothesis of Theorem 11 says that every analytic control sees every state of the new system, and the desired conclusion says that every measurable control sees every state. Theorem 10 then applies and yields Theorem 11 as a corollary.
R e ma r k 9. It is easy to construct counterexamples showing that the obvious smooth analogues of Theorems 10 and 11 are false. For a counterexample to Theorem 10 we pick a function ' : 0; 1] 7 ! R which is continuous, nowhere di erentiable, and such that j'(t)j 1 for all t 2 0; 1]. We let K be the graph of the inde nite integral of ', i.e. the set of all (x; y) 2 R 2 such that 0 x 1 and y = 
