Abstract. Following an idea of Ishida, we develop polynomial equations for certain unramified double covers of surfaces with pg = q = 1 and K 2 = 2. Our first main result provides an explicit surface X with these invariants defined over Q that has Picard number ρ(X) = 2, which is the smallest possible for these surfaces. This is done by giving equations for the double coverX of X, calculating the zeta function of the reduction ofX to F 3 , and extracting from this the zeta function of the reduction of X to F 3 ; the basic idea used in this process may be of independent interest.
Introduction
Let X be a minimal algebraic surface of general type defined over a finitely generated field k 0 of characteristic zero. Surfaces having geometric genus p g = 1 are particularly fascinating, in part because they are related (via the Hodge structure on their middle singular cohomology group) to abelian varieties, as Kuga and Satake [KS] demonstrated. Among all p g = 1 surfaces, the most recognizable are those of Kodaira dimension 0, namely the K3 and abelian surfaces. The myriad of special features possessed by these two classes of surfaces leads to a wide variety of interesting geometric and arithmetic results about them. On the other hand, surfaces with p g = 1 that are of general type lack most of these remarkable features, and much less is known about them. Indeed, the geometric classification of these surfaces is only partial at this point, and there is a real dearth of arithmetic results in this area.
In this paper we focus on surfaces with p g = 1, irregularity q = 1, and whose canonical bundle has self-intersection number K 2 = 2, with the goal of establishing some results of an arithmetic nature. We give two such results that both, loosely speaking, center around Picard numbers. The first identifies an explicit surface defined over Q having p g = q = 1, K 2 = 2, and minimum possible Picard number ρ(X) = 2 (see Theorem 1.1). The second establishes the Tate Conjecture in characteristic zero for all surfaces with p g = q = 1, K 2 = 2, and K ample (see Theorem 1.3), which essentially gives a Galois representation-theoretic meaning to their Picard number.
We now describe surfaces p g = q = 1 and K 2 = 2 in more detail, beginning with a noteworthy fact about their place in the vast landscape of surfaces of general type. Among all irregular surfaces of general type, one has the two inequalities
The first of these is a consequence of Noether's inequality (see [LP, Prop. 2.3 .2]), while the second holds for all surfaces of general type. One may inquire about the special collection of those irregular surfaces satisfying the two equalities K 2 = 2χ = 2, and these turn out to be exactly the surfaces with p g = q = 1 and K 2 = 2.
These surfaces were classified by Bombieri-Catanese [Cat2] and Horikawa [Hor] (see Theorem 2.1 for a precise statement). In rough terms, any such surface X is isomorphic to a double cover of the symmetric square E (2) of a particular elliptic curve E (namely, E = Alb(X)), with the branching divisor belonging to a specific complete linear system |D| on E (2) . In a sense, this divisor D is easy to describe because E (2) has the structure of a P 1 -bundle over E; however, the locally free sheaves on E giving rise to this P 1 -bundle are indecomposable, making it difficult to find useful equations for the elements of |D|.
Instead it turns out to be easier to obtain equations for certain unramified double covers of elements in |D|. Indeed, by mimicking a technique of Ishida [Ish] used to study surfaces with p g = q = 1 and K 2 = 3, we may pull back the bundle E (2) → E via a 2-isogeny of elliptic curvesẼ → E, and obtain a P 1 -bundleP →Ẽ; the latter bundle will then be the projectivization of a sum of two invertible sheaves of degree one. As a result, the pullbacks of elements of |D| toP have polynomial equations that are simple enough to work with by hand or in conjunction with computer algebra packages. Thus if X is a surface with p g = q = 1 and K 2 = 2, one may use these equations to acquire explicit information about an unramified double coverX of X; as the results of this paper show, this very often yields useful results about the surface X itself.
For an algebraic surface S, let ρ(S) denote its geometric Picard number. When X has p g = q = 1 and K 2 = 2, the canonical divisor and an Albanese fiber are numerically independent, and thus ρ(X) ≥ 2. Our first main result is: Theorem 1.1. For a certain explicit surface X 1 defined over Q with p g = q = 1 and K 2 = 2, we have ρ(X 1 ) = 2.
We note that the construction of the surface X 1 in Theorem 1.1 is "explicit" in the sense that we have polynomial equations over Q for the double coverX 1 and the involution ι, and X 1 is then described as the quotientX 1 /ι; see §4.2 for the data that determine X 1 .
In the proof of Theorem 1.1, the determination of ρ(X 1 ) is made by passing to a prime p of good reduction. More precisely, ifX 1 denotes the good reduction of (an integral model of) X 1 to F p , one has ρ(X 1 ) ≤ ρ(X 1 ), and one may infer that ρ(X 1 ) = 2 if its zeta function Z(X 1 , t) has a particular form. The difficulty in this approach is that one usually obtains Z(X 1 , t) by counting points in extensions of F p , but the lack of equations for X 1 makes this infeasible. We overcome this problem by instead working with the double coverX 1 . We note the general idea behind what is described here is simple enough that it can likely be applied in some other situations where one has a finiteétale Galois cover of the variety of interest. For ease of notation, let Y 1 :=X 1 , and letX 1 ,Ȳ 1 denote the reductions of X 1 , Y 1 to F 3 . By implementing the equations for Y 1 in Magma [BCP] , we count points onȲ 1 to determine Z(Ȳ 1 , t). Then geometric relations between X 1 and Y 1 imply that the zeta functions of their reductions are closely related (see Proposition 4.1); in fact, based upon the factorization of the rational function Z(Ȳ 1 , t) over Q, we are able to narrow down Z(X 1 , t) to one of two possibilities. On the other hand, each of these two possibilities make different predictions for the value of #X 1 (F 3 ). SinceX 1 is the quotient ofȲ 1 by a free involution ι (see [Gro, Exposé 5] for basic results about such quotients), a simple examination of the ι-orbits ofȲ 1 (F 9 ) allows us to definitively determine #X 1 (F 3 ) and thus Z(X 1 , t). We note a contrast here with the problem of finding K3 surfaces S/Q of minimal Picard number ρ(S) = 1, as in [vL] or [EJ] . There one often has explicit equations for S, making the determination of Z(S, t) relatively straightforward. However, due to a basic parity issue (specifically, the second Better number b 2 = 22 is even while the desired Picard number 1 is odd), knowledge of Z(S, t) alone (apparently) never suffices to conclude ρ(S) = 1. There is no such parity issue when finding surfaces X with pg = q = 1 and K 2 = 2 with minimal Picard number, as here we have b 2 = 12 ≡ 2 (mod 2), and so the main obstacle is the determination of Z(X, t).
The next main result, our proof of which uses Theorem 1.1 at a key point, regards those surfaces with p g = q = 1 and K 2 = 2 for which K is ample. As described in [Cat2] , the classification theorem of Bombieri-Catanese and Horiwaka implies that all such surfaces belong to a smooth projective family f : X → S over Q, where S is a rational variety of dimension 7. The local system R 2 f * Q(1) on the complex manifold S(C) gives rise to a monodromy representation r : π 1 (S(C), s) → Aut H 2 (X s , Q(1)) , for a choice of base point s. By the construction of the family, the image of r fixes the canonical and Albanese classes in H 2 (X s , Q (1)). Letting V s denote the orthogonal complement of these two classes with respect to the cup product form ψ s , it follows that the image of r is contained inside O(V s , ψ s ) (included in the obvious way inside O(H 2 (X s , Q(1)), ψ s )). The following "big monodromy" result states that there are no other rational algebraic restrictions on the image of r: Theorem 1.2. In the family f : X → S, the monodromy representation
on the middle cohomology of a fiber has Zariski-dense image in O(V s , ψ s ).
The proof of this theorem uses a strategy similar to that of the second author in [Lyo1] , by first making a study of the degenerations of the family X → S within a slightly larger family X 0 → S 0 . Roughly speaking, we show that the singular fibers in X 0 → S 0 are parametrized by a variety V ⊆ S 0 that has precisely one irreducible component of codimension one in S 0 , and that a general singular fiber in X 0 → S 0 is smooth outside of one ordinary double point. This description of X 0 → S 0 is deduced from the existence of a certain kind of pencil inside the linear system |D| on E (for some elliptic curve E 1 ), and we use Singular [DGPS] to find such a pencil by implementing the aforementioned equations for double covers. We then apply Picard-Lefschetz theory to a general oneparameter subfamily of X 0 → S 0 , and it is at this point that Theorem 1.1 makes its appearance. Specifically, one would like to know that the subspace V s can be described in terms of the vanishing cycles obtained from this subfamily, and this may be deduced from the fact that a general fiber has Picard number 2, and hence that the associated local system V on S(C) (of which V s is a fiber) has no monodromy invariants.
By appealing to a general result in [Lyo1] , Theorem 1.2 is then applied to prove our third main result: Theorem 1.3. Let X be a surface with p g = q = 1 and K 2 = 2 defined over a finitely generated field k 0 of characteristic zero, and let k denote the algebraic closure of k 0 . If the canonical divisor K is ample, then the following hold:
Part (ii) of this theorem may also be phrased as saying that ρ(X) is equal to the dimension of the subspace of classes in H 2 (X k , Q ℓ (1)) that are fixed by an open subgroup of Gal(k/k 0 ). (A priori, one only knows that ρ(X) is bounded above by this dimension.)
Let us briefly mention the connection between Theorems 1.2 and 1.3. The work of Kuga and Satake [KS] , which was amplified and globalized by Deligne [Del1] , gives a certain Hodge correspondence between the middle singular cohomology of a surface with p g = 1 and an abelian variety (whose dimension is often quite large). The framework in [Lyo1, §5] , which is a generalization of one due to André [And1] , allows one to use the big monodromy result of Theorem 1.2 to show that this KugaSatake correspondence is motivated in the sense of André [And2] , and hence absolute Hodge in the sense of Deligne [DMOS] . Using this in conjunction with the work of Faltings [Fal] on abelian varieties, one is able to deduce Theorem 1.3.
Since the completing the essential parts of this work, the preprint [Moo] of Moonen has appeared, which contains a different proof of Theorem 1.3. In fact, Moonen's result (see Theorem 9.4(d) of [Moo] ) is more general, in that he does not require K to be ample and he also proves the Mumford-Tate Conjecture for these surfaces. As here we do here, his method establishes the existence of a motivated correspondence between the surface and an abelian variety by placing it within a larger family. The major difference between our approaches is that Moonen avoids having to explicitly determine the monodromy group of this family. Hence Theorem 1.2, which may have further applications to the study of surfaces with p g = q = 1 and K 2 = 2, is not proved there. To finish this introduction, let us mention a further plausible relation between the results of Theorems 1.1 and 1.2. As noted above, we use Theorem 1.1 to identify the global monodromy invariants in a fiber of the local system R 2 f * Q(1) (see Proposition 6.1), which is a key step in our proof of Theorem 1.2. In particular, the essential content from Theorem 1.1 used at this step is the following: There exist surfaces X over C with p g = q = 1 and K 2 = 2 such that ρ(X) = 2. But in fact the statement of Theorem 1.2 also implies this existence statement in a nonconstructive manner, due to the relation between the monodromy group and the Mumford-Tate group at a generic member of the family (see, for instance, [PS, Prop. 10.14] ). Furthermore, given that the parameter space S is rational and has points over Q (see the proof of Corollary 2.3), methods of Terasoma in [Ter] should apply to give the existence (again, nonconstructively) of such surfaces over Q. From this perspective, one would be able to view Theorem 1.1 as a constructive version of a corollary of Theorem 1.2. It seems possible that one could identify the monodromy invariants for R 2 f * Q(1) without the use of Theorem 1.1, but we have not checked this.
Here is an outline of the paper. In §2 we summarize the results of Bombieri-Catanese and Horikawa on the classification of surfaces with p g = q = 1 and K 2 = 2, and we describe the construction of the family f : X → S. The equations for unramified double covers of elements in |D| are developed in §3, and two preliminary applications are made: The first shows that the divisor D on E (2) is not very ample (which necessitates the work done in §5) and the second gives explicit examples of fibers in f : X → S with nongeneric Picard number. We prove Theorem 1.1 in §4. In §5 we use the equations developed in §3 to study the collection of singular elements in |D|. The results of §4 and §5 allow us to use Picard-Lefschetz theory in §6 to prove Theorem 1.2. Finally, we discuss the proof of Theorem 1.3 in §7.
1.1. Notation and Terminology. In this paper, k 0 will always be a subfield of C that is finitely generated over Q, and k will denote the algebraic closure of k 0 in C.
The term algebraic surface will mean a smooth, projective, geometrically irreducible variety of dimension 2 that is minimal.
Preliminaries on Surfaces with
In this section we give background on algebraic surfaces over k with geometric genus p g = h 0 (Ω 2 X ) = 1, with irregularity q = h 0 (Ω 1 X ) = 1, and whose canonical divisor K has self-intersection number K 2 = 2. By the Enriques classification of algebraic surfaces (see Table 10 in [BHPVdV] ), these surfaces are of general type. Via their Albanese maps, they fiber into curves of genus two over an elliptic curve.
These surfaces were classified in characteristic zero by Bombieri-Catanese [Cat2] and Horikawa [Hor] , and we will summarize the portions of their work that are most relevant here. To describe the classification, we set up some notation. Starting with an elliptic curve E defined over k, one may form its symmetric square E (2) , which is a surface whose points parametrize effective divisors P + Q of degree two on E. The Abel-Jacobi map
sends such a divisor to the corresponding sum under the addition law ⊕ on E. Letting O ∈ E denote the group identity, define on E (2) the two divisors
In terms of the map AJ, which gives E (2) the structure of a P 1 -bundle over E, the divisor D 0 is (the image of) a section and G 0 is a fiber. Using these, we form the divisor
In [Cat2] and [Hor] the following is proved:
Theorem 2.1 (Bombieri-Catanese, Horikawa). For any elliptic curve E over k, the linear system |D| on E (2) has (projective) dimension 6 and its general element is smooth. Furthermore, given any B ∈ |D|, let X ′ B denote the double cover of E (2) branched over B that lives inside the total space of the line bundle associated to O E (2) (3D 0 − G 0 ). If B has at most rational double points, then X ′ B is the canonical model of a (minimal) surface X B with p g = q = 1 and K 2 = 2. In particular, X B has ample canonical divisor if and only if B is smooth.
Conversely, if X is a surface over k with p g = q = 1 and K 2 = 2 with Alb(X) ≃ E, then X is isomorphic to X B for some B ∈ |D| with at most rational double points.
Remark 2.2.
(1) Suppose as in the first part of the theorem that we have B ∈ |D| and the associated double cover c : X B → E (2) . If B is smooth, then the (ample) canonical divisor K of X B is algebraically equivalent to c * D 0 and an Albanese fiber of X b is algebraically equivalent to c * G 0 . (2) If the elliptic curve E is defined over the subfield k 0 , then E (2) and D are as well; hence if B ∈ |D| is defined over k 0 , so is the surface X B . In this way, we may produce surfaces with p g = q = 1 and K 2 = 2 that are defined over k 0 .
By emulating the constructions of E (2) , AJ, D 0 , and G 0 above in a relative setting, one may obtain a projective flat family over Q that contains (among its k-fibers) the canonical models of all surfaces over k with p g = q = 1 and K 2 = 2. This idea is outlined in [Cat2, §V] and we reproduce it now:
Corollary 2.3. There exists a smooth projective family f : X → S over Q, where S is a smooth rational variety of dimension 7, such that every surface over k with p g = q = 1, K 2 = 2, and K ample is isomorphic to X s for some s ∈ S(k). Moreover, there exist two effective divisors on X which are flat over S and whose restrictions to any fiber X s are algebraically equivalent to, respectively, the canonical class and an Albanese fiber.
Proof.
Fix an (open) modular curve A of genus 0 that is connected, defined over Q, and serves as a fine moduli space for elliptic curves with some level structure; for instance, one may take A to be modular curve Y 1 (5), which also possesses rational points. Let E → A denote the corresponding universal family and let O : A → E be its identity section. The product E × A E possesses the A-involution which switches the factors, and we obtain the relative symmetric square E (2) → A as the quotient by this involution. Note that since the summation law E × A E is invariant under this involution, we also have the relative Abel-Jacobi map AJ :
On E (2) , one may define divisors D 0 , G 0 which are the relative versions of the divisors D 0 , G 0 above. The salient diagram is the following, wherein the triangle and square both commute:
Then D 0 is defined as the image of A × E → E (2) at the top of (2.3) and G 0 is defined as the fiber product E (2) × E A obtained from the bottom right side of (2.3). Moveover, fixing a point a ∈ A(k) such that E a ≃ E, we may base change (2.3) via Spec k a → A (applied to the copy of A in the lower left of (2.3)) to conclude that the fibers D 0,a , G 0,a correspond to the divisors [CC, Theorem 1.7] , we conclude the following (see [Mum, §5] 
is a locally free sheaf of rank 7 on A. Define the corresponding P 6 -bundle
). In this way, it makes sense to define the following incidence correspondence on E (2) × A S 0 :
The fiber of B 0 over s is a divisor B in the linear system |D| on E (2) . If
2) denotes the first projection, one may verify that B 0 is linearly equivalent on
Inside the line bundle associated to M, we may form the double cover X 0 → E (2) × A S 0 that is branched over B 0 , which in turn yields the flat family X 0 → S 0 . With s, E, B as above, the fiber X 0,s is then isomorphic to the double cover X ′ B of E (2) . Finally, we may define f : X → S to be the subfamily of smooth fibers in X 0 → S 0 . Note that each step in the construction of f : X → S may be done with Q-coefficients, so this family is defined over Q. Moreover, S is an open subset of a projective bundle over a curve of
To finish up, we note by Theorem 2.1 and the construction of f : X → S that any surface X over k with p g = q = 1, K 2 = 2, and K ample is isomorphic to X s for some s ∈ S(k). Moreover, the divisors D 0 , G 0 may be pulled back to divisors on X . By Remark 2.2(1), the first of these restricts to a class in each fiber that is algebraically equivalent to the canonical class ( thus giving a polarization to the family), while the second restricts everywhere to an Albanese fiber.
Double Covers of Surfaces with
In this section, we obtain explicit equations for certain unramified double covers of surfaces with p g = q = 1 and K 2 = 2. This work is directly inspired by Ishida's investigation in [Ish] of CataneseCiliberto surfaces of fiber genus three, which in turn draws on work of Takahashi [Tak] .
We start by fixing an elliptic curve E over k. The Abel-Jacobi map (2.1) realizes E (2) as a P 1 -bundle over E. In fact, E (2) ≃ Proj(Sym(V ′ )) for an indecomposable locally free sheaf V ′ over E of rank 2 and degree 1 (see [CC, p.390] ).
2 By [Ati] , replacing V ′ by another indecomposable locally free sheaf V of rank 2 and degree 1 on E does not change the isomorphism class of Proj(Sym(V)), and we will make a convenient choice of such V. LetẼ be another elliptic curve over k such that one has an isogeny ϕ :Ẽ → E of degree 2. Let ker ϕ = {Õ, C}, whereÕ is the group identity onẼ and C is a 2-torsion point. Then by [Ati] , the sheaf
is an indecomposable locally free sheaf over E of rank 2 and degree 1.
Using this definition of V, we fix an identification between E (2) and Proj(Sym(V)) and defineP via the following fiber product diagram:P
Being the base change of ϕ, the morphism Φ is the unramified quotient map resulting from a free involution ι :P →P . Explicitly, the involution ι is the lift toP of the translation map Q → Q + C onẼ. In particular, ι interchanges the fibersPÕ andP C overÕ and C.
We note thatP ≃ Proj(Sym(ϕ * V)). The advantage of introducingP is that, unlike V, the sheaf ϕ * V is decomposable. Indeed, one has
Let Z 0 and Z 1 be those sections in
that, respectively, correspond to the constant function 1 in the summand H 0 (Ẽ, OẼ(Õ)) and to the constant function 1 in the summand H 0 (Ẽ, OẼ(C)). Then away from the fibersPÕ andP C , the P 1 -bundleP is locally trivialized by the relative projective coordinate system (Z 0 : Z 1 ). In these local coordinates, the involution ι is expressed as
onP . As Φ is the quotient map ofP under ι, the ι-invariant sections of the latter bundle correspond to the sections of the former (see [Mum, §7, Prop. 2] ):
. Equations for Z(Φ * s) are simpler are simpler to derive than equations for Z(s), and this will aid the local study of divisors in |D|.
Choose forẼ a Weierstrass equation y 2 = c(x), where c(x) is a monic nondegenerate cubic polynomial. Then one may write in these coordinates C := (α, 0), where c(α) = 0. Letting β, γ be the other two roots of c(x), define the constant A := c ′ (α) = (α − β)(α − γ). We define onẼ the following rational functions:
Then the following proposition is readily verified:
Proposition 3.1. The following 7 sections form a basis for the subspace of ι-invariant sections of the invertible sheaf
Definition 3.2. With regard to the isomorphism (3.2), let
, so that these seven elements form a basis for
′ , or equivalently B(a), has only rational double point singularities, let X(a) denote its minimal resolution.
For a ∈ P 6 , the divisor B(a) in E (2) pulls back to the divisorB(a) = Z 6 i=0 a i ψ i ⊆P via the unramified double cover Φ. ThusB(a) is an unramified double cover of B(a). One may also pull back the surface X(a)
′ over E (2) to obtain a surfaceX(a) ′ overP ; note thatX(a) ′ is the double cover of P inside the line bundle associated to Φ
′ has only rational double point singularities, then the minimal resolutionX(a) of X(a) ′ is the pullback from E (2) toP of the double cover X(a) with p g = q = 1 and K 2 = 2. We obtain thus the following Cartesian diagram:
At this point we indicate a result that will be used in §4:
Lemma 3.3. We have Alb(X(a)) =Ẽ.
Proof. SinceX(a) →Ẽ has connected fibers, it suffices to show that q(X(a)) ≤ 1. Assume for contradiction that q(X(a)) = q > 1. If the image ofX(a) inside its Albanese map were a curve, this would mean thatX(a) →Ẽ factors asX(a) → Γ →Ẽ, where Γ is a curve of genus q > 1. But as Γ →Ẽ has degree greater than 1, this would imply the fibers ofX(a) →Ẽ are disconnected. Hence the conclusion is that the image ofX(a) in Alb(X(a)) is a surface. But then, as the minimality of X(a) implies the minimality of theX(a), Severi's inequality (see [Par] ) would imply that 4 = K 2 X(a) ≥ 4χ(OX (a) ) = 8, which is false. This proves the lemma.
SinceX(a)
′ → X(a) ′ is an unramified double cover, and since (Z 0 : Z 1 ) are relative projective coordinates onP away from the fibers overÕ, C, the Albanese fiberX(a)
′ over the point Q ∈Ẽ \ {Õ, C} is isomorphic to the hyperelliptic curves
regarded as a curve in the weighted projective plane P(1 : 1 : 3). Next we consider the equations ofB(a) andX(a) ′ near the fiberPÕ. Let t := x/y, which is a local parameter atÕ ∈Ẽ. It follows from the definition of Z 0 that relative projective coordinates forP in a neighborhood ofPÕ are given by (Z
. Moreover, for each ψ i in Proposition 3.1, let us define χ i by ψ i = t 2 χ i . Explicitly, χ i is obtained by substituting Z 0 = tZ ′ 0 into the equations in Proposition 3.1, expanding the rational functions g 0 , g 1 , h 0 , h 1 in terms of t, and dividing by t 2 . Upon doing so, one obtains
These equations will be used to describe the divisorsB(a) near the fiberPÕ; explicitly,B(a) is given by Z( 6 i=0 a i χ i ) and thusX(a) ′ is isomorphic to y 2 = 6 i=0 a i χ i nearPÕ. In particular, setting t = 0, the fiberX(a) ′Õ ofX(a) ′ overÕ is isomorphic to the hyperelliptic curve
A similar discussion applies near the fiberP C , but arguments using the symmetry ι will eliminate the need for specific coordinates and equations there. Remark 3.4. As is our convention, let k 0 be a finitely generated field whose algebraic closure is k. If E, C, and a ∈ P 6 are defined over k 0 , then E ≃Ẽ/C, E (2) ,P , ι, B(a), X(a) ′ ,B(a), andX(a) ′ , along with the previously described morphisms between them, are all defined over k 0 as well. In particular, the fibers ofX(a) ′ away fromÕ, C are isomorphic over k 0 to the hyperelliptic curves given by (3.3), and the fibers overÕ and C are isomorphic over k 0 to the hyperelliptic curve (3.4).
The following result gives a first application of the equations in this section:
Proposition 3.5. The complete linear system |D| on E (2) is base point free and ample, but is not very ample.
Proof. The fact that |D| is base point free is proved in [CC, Theorem 1.18 ], while ampleness is proved in [CC, Prop. 1.14] . To show that |D| is not very ample, it suffices to show that the induced morphism
does not have injective differential at one point, and for this we consider the point (Z ′ 0 : Z 1 ) = (0 : 1) in the fiberP0. At this point ofP , the pair (t, Z) gives local parameters and χ 0 does not vanish. Now consider the morphism fromP to P 6 given by
One may verify easily that = 0 for each 1 ≤ j ≤ 6, and thus the 6 × 2 matrix giving the differential at this point contains a column of zeros.
As a second application, we consider the problem (in contrast to Theorem 1.2) of finding surfaces X with p g = q = 1 and K 2 = 2 with Picard number ρ(X) > 2. If the canonical model of X is not smooth (or equivalently if K is not ample), then X will contain (−2)-curves and one will have ρ(X) > 2. But it is more difficult to find examples with ρ(X) > 2 and K ample. The following proposition gives one construction, and is used in the proof of Theorem 1.3 in §7. The idea we use here is analogous to a classical construction of Kummer surfaces having a polarization of degree 2. There one takes a double cover of P 2 branched over a configuration of six lines, such that these lines are all tangent to a single conic; then one considers the curves in the double cover that arise from the inverse image of the conic. Proposition 3.6. For any elliptic curve E over k, there exists a surface X with p g = q = 1, K 2 = 2, K ample, and Alb(X) ≃ E such that ρ(X) > 2.
Proof. Consider the divisor D 0 inside E (2) and let B ∈ |D|. We note that D 0 ≃ E, so in particular D 0 is smooth everywhere, and that B · D 0 = 4. Let c : X B → E (2) denote the associated double cover, and put d = c * D 0 and f = c * F 0 . We have d 2 = d.f = 2 and f 2 = 0. Now suppose we can find such B so that (i) B is smooth and (ii) B is tangent to D 0 at precisely two points. Then by (i) X B will have ample canonical class K and by (ii) we will have π * D 0 = C 1 + C 2 for two curves with C 1 .C 2 = 2, C 2 i = −1, and C i .d = C i .f = 1. The Gram matrix of the three divisors d, f, C 1 will be nondegenerate, showing that their classes generate a rank 3 subgroup of the Neron-Severi group of X, and so the result will follow.
The rest of the proof will show that such B exist, using the equations developed in this section. [CC, Theorem 1.17] . Thus the double coverD 0 of D 0 insidẽ P is the vanishing locus of a generator of the space H 0 (P , OP (1)) ι , for which we may take the section Z 0 + Z 1 . Now choose a point Q = (x 0 , y 0 ) ∈Ẽ that is not 2-torsion, so that −Q = (x 0 , −y 0 ) is a distinct point. We consider the linear subsystem M ⊆ |Φ * D| consisting of those elements that are tangent toD 0 at its (unique) points in the fibersP Q andP −Q ; in the coordinate chart discussed earlier in this section for the open subsetP \ P0 ,P C , these are the points (Q; −1 : 1) and (−Q; −1 : 1).
Assume further that Q + C = −Q, so that these two points ofP lie over distinct points of E (2) . At each of these points ofP , we may choose as local parameters (x − x 0 , Z + 1), where Z = Z 0 /Z 1 . Using the notation following Definition 3.2, suppose thatB(a) ∈ M . SinceB(a) passes through (Q; −1 : 1), we have Two similar equations result from the tangency ofB(a) to (−Q; −1 : 1) ∈D 0 . From the equations in Proposition 3.1 (and noting in particular that only ψ 3 depends on y), it follows thatB(a) ∈ M if and only if a belongs to the kernel of a 4 × 7 matrix of the form
for some constants c i , d i . As all 4 × 4 minors of this matrix vanish, its kernel has dimension at least 4.
We will now establish:
Claim 3.7. The only base points of M are (±Q; −1 : 1).
Proof. We may easily identify a 3-dimensional projective subspace of M : It corresponds to the three independent sections
, and is the pullback toP of the 3-dimensional space |D − D 0 | inside |D|. Define
One may easily verify that, away from the fibersP0 andP C , the only intersection points of Z(s 1 ) and Z(s 3 ) are (±Q; −1 : 1). It follows that if M has any other base points, then some of them must belong to the fiberP0.
Near the fiberP0, we recall that Z 0 = tZ check that the only common intersection point of Z(s 1 ), Z(s 2 ) and Z(s 3 ) insideP0 is this same point (t; Z ′ 0 : Z 1 ) = (0; 1 : 0). But now let B ∈ M be any divisor not in the span of Z(s 1 ), Z(s 2 ) and Z(s 3 ); by construction, B only intersectsD 0 at two points that are both outside ofP0. Hence M has no base points insideP0. This establishes the claim.
Continuing with the proposition, it follows from Bertini's theorem that a generic element M is smooth away from the two base points (±Q; −1 : 1). On the other hand, there exist elements of M (such as Z(ψ 0 + ψ 2 )) that are smooth at these base points. Hence a generic element of M is smooth everywhere.
TakingB(a) ∈ M to be generic, we may set X = X B(a) to complete the proof of Proposition 3.6.
Remark 3.8. The existence statement in Proposition 3.6 may be deduced over C as soon as one knows the variation of Hodge structure R 2 (f C ) * Q on S C arising from the family f : X → S is nontrivial. Indeed, in this case a result due independently to Green (see [Voi, Prop. 5.20] ) and Oguiso [Ogu] says that the Noether-Lefschetz locus is dense in S C . This follows (without circularity) from Theorem 1.2, but would also follow if one were to establish, say, that the differential of the period map was nonzero at some point. We thank the referee for this observation.
4.
A Surface with p g = q = 1 and K 2 = 2 Having Minimal Picard Number 4.1. Zeta functions of reductions modulo p. First let us make some notation to be used in this section. Let p ∈ Z be a fixed prime and suppose that Z is a smooth projective variety defined over Q that has good reduction at p. In this section,Z will denote the special fiber of some smooth projective model of Z over the local ring Z (p) . In particular,Z will be a smooth projective variety over F p . Next, if W is a smooth projective variety over some field F 0 with algebraic closure F , and ℓ is a prime number different from char(F ), the ℓ-adic cohomology group H i (W F , Q ℓ (j)) will be denoted as H i ℓ (W )(j) (or just H i ℓ (W ) when j = 0). Suppose thatẼ 1 → E 1 is a 2-isogeny of elliptic curves that is defined over Q. Also suppose that we have fixed a 1 ∈ P 6 (Q) such that the curve B(a 1 ) ⊆ E (2) 1 is smooth. To ease notation, let us put
Then we may consider the reductions of the data E 1 ,Ẽ 1 , ϕ,B 1 to F p ; we suppose further that all of these objects have good reduction to F p .
4
We now discuss the zeta functions of the surfacesX 1 andȲ 1 ; see [Kat] for a general reference. Let Fr ∈ Gal(F p /F p ) denote the geometric Frobenius automorphism. The zeta function of the smooth projective surfaceX 1 is then
The integral models we use in our calculations for this section (see [Lyo2] ) simply come from reducing the equations in §3 modulo p. As one observes there, the equations have integer coefficients, with the possible exception of the quantities α and A (see the definitions right above Proposition 3.1). Hence by choosingẼ to be the curve y 2 = c(x), where the cubic c(x) has integer coefficients and an integer root α, it becomes possible to work entirely with polynomials over Z (perhaps after clearing some factors of (x − α) in denominators that arise from the rational functions g 1 and h 1 ). We may then consider these as polynomials over Z (p) and Fp.
where
; hence, P 1 (t) may be calculated from computing the zeta function Z (Ē 1 , t) . Moreover, Poincaré duality gives P 3 (t) = P 1 (pt).
In light of the preceding comments, the bulk of the work in determining Z(X 1 , t) centers upon the computation of the factor P 2 (t). First we recall certain properties that follow from the general theory of ℓ-adic cohomology and the Weil Conjectures. Since the 2nd Betti number of X 1 is 12, one knows that P 2 (t) ∈ Z[t] is a polynomial of degree 12, which is typically written in the form
for inverse roots α i that all have complex absolute value |α i | = p (for any complex embedding). Any divisor D onX 1 has a cycle class [D] ∈ H 2 ℓ (X 1 ) (1); if D is defined over the finite extension K/F p , then the class [D] is fixed by the subgroup Gal(F p /K). In particular, if we look at the subspace of H 2 ℓ (X 1 )(1) generated by the Neron-Severi group ofX 1 ⊗ FpFp , then the automorphism Fr ∈ Gal(F p /F p ) preserves this subspace and the eigenvalues of its action upon this subspace are all roots of unity. (The Tate Conjecture forX 1 over F p predicts that this characterizes all such classes [D] , but this characteristic p statement is still unknown, and in any case will not be needed here.) Transferring this back to the untwisted group H 2 ℓ (X i ), we obtain the following upper bound for the geometric Picard number of X 1 by looking at the inverse roots α i of P 2 (t):
In H 2 ℓ (X 1 )(1), the subspace generated by the cycle classes of the canonical divisor and an Albanese fiber is a two-dimensional subspace that is fixed by Fr. Indeed, this subspace is the same as the image of H (1) is generated by the classes of a fiber and a section of the Abel-Jacobi mapĒ (2) 1 →Ē 1 . Hence we may write
where we note that Q(t) ∈ Z[t]. Now we will consider the unramified double coverȲ 1 ofX 1 . Looking first in characteristic zero, we note that e(Y 1 ) = 2e(X 1 ) = 20, K 
. Sincẽ E 1 is isogenous to E 1 , we have the following Gal(F p /F p )-module isomorphisms:
, where P 0 (t), P 1 (t), P 3 (t), P 4 (t) are the polynomials appearing in Z(X 1 , t) and whereP 2 (t) is a polynomial of degree 22. But we can say more aboutP 2 (t). Looking at middle cohomology, the fact that X 1 is the quotient of Y 1 by the free involution ι (which is defined over Q) implies that we may identify the Gal(
for a polynomial R(t) ∈ Z[t] of degree 10. The following proposition summarizes the relation between the zeta functions ofX 1 andȲ 1 :
Proposition 4.1. Let E 1 ,Ẽ 1 , and a 2-isogeny ϕ :Ẽ 1 → E all be defined over Q, and select a point a 1 ∈ P 6 (Q). As in Definition 3.2, suppose the divisor B(a 1 ) ⊆ E (2) 1 has only rational double points, let X 1 := X(a 1 ) be the associated surface with p g = q = 1 and K 2 = 2, and let Y 1 :=X(a 1 ) be the corresponding double cover. Suppose furthermore that X 1 and Y 1 have good reductionsX 1 andȲ 1 to F p , respectively, for some prime p. Then the zeta functions ofX 1 andȲ 1 over F p are related as follows:
where R(t) ∈ Z[t] is a polynomial of degree 10 whose inverse roots all have complex absolute value p.
An example.
Keeping the notation from the previous section, we make the following choices. LetẼ 1 be the elliptic curve
with 2-torsion point C = (1, 0). Thus E 1 =Ẽ 1 / C and ϕ :Ẽ 1 → E 1 is the quotient map, and both of these are defined over Q as well; explicitly, although we will not need to make use them, we may write them in equations as
Let a 1 := (1 : 0 : 0 : 1 : 0 : −1 : 1) ∈ P 6 (Q), let X 1 = X(a 1 ), and Y 1 =X(a 1 ). Finally, letX 1 andȲ 1 be the reduction of these surfaces to the finite field F 3 .
Proposition 4.2. The curve
is smooth and has good reduction to F 3 , and thus the canonical divisor of the surface X 1 is ample.
Proof. It suffices to show that the singular locus of the unramified coverB(a 1 ) inP is empty, both overQ andF 3 , and for this one may use the equations from §3 in a computer algebra package such as Singular. See [Lyo2] for computational details.
The second statement then follows from Theorem 2.1.
From this proposition, we see thatX 1 andȲ 1 are both smooth projective surfaces over F 3 . We now consider the zeta function Z(Ȳ 1 , t) ofȲ 1 over F 3 . One checks that the elliptic curveẼ 1 has good reduction to F 3 and that #Ẽ 1 (F 3 ) = 6. Thus, by the discussion in the previous subsection, we have
of degree 20 whose inverse roots β i all have complex absolute value 3. Moreover, by Poincaré duality on H * ℓ (Ȳ 1 ), one knows that the map β i → 9 βi is a permutation of the inverse roots β i . It follows from this that In general, this means that ε = 9b 9 /b 11 and thus S(t) is determined by b 1 , b 2 , . . . , b 11 . In special cases, though, one may can infer ε (and thus S(t)) from just b 1 , b 2 , . . . , b 10 . For instance, by (4.5) one concludes that ε = 1 whenever b 10 = 0. When b 10 = 0, one may have ε = ±1, but one of the two possibilities can possibly be ruled out by using (4.3), since S(t) must have a degree 10 factor in Q[t].
On the other hand, the Lefschetz fixed point formula applied to the automorphism Fr acting upon Y 1 allows one to write
and from this we obtain
(1 − β i t) and where γ 1 , γ 2 = 1 ± √ −2 are the inverse roots of P 1 (t) = 1 − 2t + 3t 2 . Let us also note the connection between the coefficients b k of S(t) and powers of its inverse roots β i : Defining s n := 
Putting this all together, we may calculate the following:
Proof. By the discussion above, one may use the identities (4.5), (4.6), and (4.7) to determine S(t) completely if one knows the point counts #Ȳ 1 (F 3 n ) for small values of n, and this may be done in Magma. Specifically, one uses the observation that every element ofȲ 1 (F 3 n ) lies above exactly one point ofẼ 1 (F 3 n ) via the Albanese fibration Y 1 →Ẽ 1 . Thus one has the disjoint union
where a general fiberȲ 1,Q is a smooth curve over F 3 n of genus two. Hence one may first use Magma to generate a list of all points inẼ(F 3 n ) and then, using the equations (3.3) and (3.4), determine #Ȳ 1,Q (F 3 n ) for each Q ∈Ẽ(F 3 n ).
Putting S(t) = 20 k=0 b k t k as above, one may use Magma to determine #Ȳ 1 (F 3 n ) for n = 1, 2, . . . , 10 and then use (4.6) and (4.7) to obtain the coefficients b 1 , . . . , b 10 . It turns out that b 10 = 0, but upon applying (4.5) with ε = −1, one obtains an answer for S(t) that does not contain a factor of degree 10 in Q[t], violating (4.3). Thus we must have ε = 1, and applying (4.5) with this value leads to the polynomialP 2 (t) = (1 − 3t) 2 S(t) as in the statement of the proposition. See [Lyo2] for Magma code pertaining to this calculation.
Theorem 4.4. The zeta function ofX 1 over F 3 is
Proof. By Propositions 4.1 and 4.3, as well as the identity (4.3), we have
where either
To differentiate between the two possibilities, we may use the connection between Z 1 (X 1 , t) and point counting onX 1 . Specifically, the first possibility predicts that #X 1 (F 3 ) = 9 and the second possibility predicts that #X 1 (F 3 ) = 3. To decide which case holds, we may count points onX 1 by using the fact thatX 1 is the quotient ofȲ 1 . One reference for basic facts about quotients of varieties by finite groups is [Gro, Exposé 5] . To start with, the fibers of the quotient map are precisely the ι-orbits onX 1 , so we may writē
Moreover, as ι and the quotient map are defined over F 3 , we may say that
i.e., the F 3 n -points ofȲ 1 correspond precisely to the Fr n -invariant ι-orbits of theF 3 -points ofX 1 . To finish this circle of ideas, we note that any ι-orbit consists of two points inȲ 1 (F 3 ), and hence if such an orbit is Fr n -invariant then the points within this orbit must be Fr 2n -invariant. Thus we may writē
and in particular we have
The calculation of Fr-invariant ι-orbits ofȲ 1 (F 9 ) is straightforward, but a few observations can cut down the work (to the point that it may even be done relatively quickly by hand). Recall that ι is the lift toP of the involution Q → Q + C onẼ 1 . OverẼ 1 \ {O, C}, we may denote points using the relative projective coordinates (Q; Z 0 : Z 1 ), where Q ∈Ẽ 1 , and by (3.1) an ι-orbit in this open subset ofP looks like {(Q; Z 0 : Z 1 ), (Q + C; Z 1 : Z 0 )} .
Hence if such an orbit inȲ 1 (F 9 )/ι is Fr-invariant, then either both points belong toȲ 1 (F 3 ) or we have Fr(Q) = Q + C and (Z 3 0 : Z 3 1 ) = (Z 1 : Z 0 ). For Q ∈Ẽ 1 (F 9 ) \ {Õ, C}, this observation narrows down the fibersȲ 1,Q that we must examine, as well as the types of points on those fibers; one finds 7 points inX 1 (F 3 ) in this way. Finally, we must consider orbits involving points in the fibersȲ 1,Õ andȲ 1,C . Given a point σ 1 ∈ Y 1,Õ (F 9 ), its ι-orbit will have the form {σ 1 , σ 2 }, where σ 2 ∈Ȳ 1,C (F 9 ). But since Fr mapsȲ 1,Õ and Y 1,C to themselves, the orbit {σ 1 , σ 2 } is Fr-invariant if and only if Fr(σ 1 ) = σ 1 . In other words, the Fr-invariant ι-orbits arising from points inȲ 1,Õ (F 9 ) andȲ 1,C (F 9 ) are in bijection with the points of Y 1,Õ (F 3 ); using (3.4), we find that this gives 2 additional points inX 1 (F 3 ).
Hence we conclude that #X 1 (F 3 ) = 9, so that the first case holds.
Theorem 1.1 now follows from:
Corollary 4.5. The variety X 1 , as defined by the choices in this section, is a surface over Q with p g = q = 1 and K 2 = 2 whose Picard number is ρ(X 1 ) = 2.
Proof. By (4.1), we may conclude that ρ(X 1 ) = 2 if the polynomial
has only two inverse roots of the form 3·(root of unity); this is easily seen by noting that P 2 (t/3) decomposes in Q[t] as
and the irreducible degree 10 factor is clearly not a cyclotomic polynomial.
To finish, we only need to note that the geometric Picard number of a smooth projective variety over Q is bounded above by the geometric Picard number of its reduction to F p , for any prime p of good reduction.
Singular Elements in |D|
Let E be any elliptic curve over k and consider the linear system |D| on E (2) . Since |D| is base point free (see Proposition 3.5), Bertini's Theorem implies that a general element of |D| is nonsingular. Let R ⊆ |D| denote the subset of singular elements. If one chooses an identification of |D| with the projective space P 6 , then R may be endowed with the structure of a projective subvariety of P 6 .
Lemma 5.1. The subvariety R has codimension one in |D|.
Proof. Choose a general pencil of divisors in |D| and let T → P 1 denote the total space of this pencil. As |D| is base point free, it follows (by taking a general element B ∈ |D| and applying Bertini's theorem to the trace of |D| on B) that a general pencil in |D| has a smooth base locus Γ consisting of D 2 = 12 points in E (2) . Note that T is the blow-up of E (2) along Γ. If the lemma were false, then T (C) → P 1 (C) would be a topological fibration and we would have e(T ) = e(P 1 )e(B), where B is a (smooth) element of the pencil. However, one checks directly that e(T ) − e(P 1 )e(B) = 12 − 2 · (−10) = 32 = 0.
Hence a general pencil in |D| must contain singular elements, showing that R has codimension one in |D|.
More can be said about R if one knows the existence of a certain kind of pencil in |D|:
Proposition 5.2. Assume that there exists a linear system d ⊆ |D| of (projective) dimension 3 and a pencil Π ⊆ d with the following properties:
(1) The pencil Π contains at least 32 singular elements and its general element is smooth.
(2) Any singular element in Π contains only isolated singularities.
(3) At least 32 singular elements B ∈ Π have the following property: There exists q ∈ B ⊆ E (2) such that B is the only element of d containing q as a singular point.
Then R has only one irreducible component R 0 of codimension one in |D|, which is an irreducible hypersurface of degree 32, and the singular locus of a general element in R 0 is one ordinary double point.
Proof. By assumptions (1) and (3), there is a rational map η : E
d ≃ P 3 that sends a general point q ∈ E (2) to the unique divisor B ∈ d that is singular at q. The Zariski-closure of the image of η defines an irreducible hypersurface Σ ⊆ d such that deg(Σ) ≥ 32. From this it follows that R contains an irreducible component R 0 of codimension one in |D| such that deg(R 0 ) ≥ 32 and R 0 ∩ d = Σ. Moreover, as all elements of Π ∩ R have isolated singularities by assumption (2), the same is true for a general element of any codimension one component of R.
Now fix a general pencil Π ′ ⊆ |D|. Since Π ′ lies in general position with respect to R, it only intersects the codimension one components of R, it has at least 32 singular elements (since deg(R 0 ) ≥ 32), and all of its singular elements have only isolated singularities. Moreover, arguing as in the proof of Lemma 5.1, we may conclude that the base locus of Π ′ is smooth. Letting T → Π ′ ≃ P 1 denote the total space, we deduce that T is smooth and that, if CP ⊆ T denotes the set of critical points and CV ⊆ Π ′ the set of critical values of this map, then
Now for a critical point q ∈ CP lying over the critical value B ∈ CV , let µ B (q) denote the Milnor number of the isolated singularity q ∈ B. In particular, we have µ B (q) ≥ 1, with equality if and only if q is an ordinary double point of B. But upon applying [Ful, Example 14.1.5(d) ], we find that q∈CP µ B (q) = e(T ) − e(P 1 )e(B) = 12 − 2 · (−10) = 32.
The conclusion is that Π ′ contains exactly 32 singular elements and that the singular locus of each of these is one ordinary double point. Moreover, as deg(R 0 ) ≥ 32, it follows that deg(R 0 ) = 32 and that R 0 is the only irreducible component of codimension one in R. Finally, from the description of the singular elements of Π ′ , we find that the singular locus of a general element of R 0 will be one ordinary double point.
Proposition 5.3. Let E 1 be the elliptic curve defined in (4.4), let d be the projective subspace of |D| on E (2) 1 spanned by (the zero loci of ) the four sections
and let Π ⊆ d denote the pencil spanned by s 1 , s 2 . Then these choices E 1 , d, Π satisfy assumptions (1), (2), (3) of Proposition 5.2. Consequently, for the surface E
1 , the collection R ⊆ |D| of singular elements has only one irreducible component of codimension one, and a general element B ∈ R has a singular locus of one ordinary double point.
Proof. Recall that E 1 =Ẽ 1 / C , whereẼ 1 is the elliptic curvẽ
and C = (1, 0). Pulling back via the double cover Φ :P → E
1 , the linear system Φ * d is spanned by ψ 0 , ψ 1 ,s 1 , ands 2 , wheres
and the pencil Φ * Π is spanned bys 1 ands 2 . To prove the proposition, we will show 1' The pencil Φ * Π contains at least 32 singular elements. 2' Each singular element in Φ * Π contains only isolated singularities. 3' At least 32 singular elementsB ∈ Φ * Π have the following property: There existsq ∈B ⊆ E
such thatB is the only element of Φ * d containingq as a singular point. This is readily accomplished using the equations in §3 and with the help of Singular. If U = P \ P0 ,P C , Z(Z 1 ) and Ω = Φ * Π \ {s 1 }, then we consider the affine open subset U × Ω ⊆P × Φ * Π, on which we have convenient coordinates and convenient equations forT ∩(U ×Ω), whereT is the total space of Φ * Π. We may first form the ideal defining the subscheme of points inT ∩ (U × Ω) that arise as singularities of some element of Ω. This is an ideal I defined by polynomials with coefficients in Q, and Singular shows that its reduction I 7 to F 7 has Krull dimension 0 and F 7 -dimension 64. It follows that I also has Krull dimension 0 and Q-dimension at least 64.
5 Moreover, Singular computes that the intersection of I 7 with the univariate polynomial ring F 7 [Ω] is generated by a polynomial of degree 32. Geometrically, this implies (by appealing to the symmetry ofP under the involution ι) that, in characteristic zero, there are at least 32 singular elements in Ω, each possessing 2 singular points in U . After noting Proposition 4.2 gives the smoothness of the element Z(s 1 ) = B 1 , items 1' and 2' follow.
To verify 3', for each of the points in Z(I) we may examine the subspace of Φ * d consisting of elements that pass through the point and have a singularity there. Upon verifying that no point q ∈ Z(I) lies over a 2-torsion point ofẼ 1 (by showing in Singular that Z(I 7 , y) = ∅ in characteristic 7), it follows that the functions x − x(q) and Z 0 /Z 1 − (Z 0 /Z 1 )(q) give local parameters ofP atq. Thus we form the matrix
and the projectivized kernel of this matrix at a given pointq gives all elements of Φ * d containingq in its singular locus. Letting J be the ideal of its 3 × 3 minors, and J 7 its reduction to F 7 , we check in Singular that Z(I 7 , J 7 ) = ∅; hence this matrix has full rank at each point of Z(I) and 3' follows.
Remark 5.4. Let us connect the statement in Proposition 5.3 to the discussion following Theorem 1.2 in §1. Recall from the proof of Corollary 2.3 that the family X → S is defined as the collection of smooth fibers within the larger flat family X 0 → S 0 . By construction, S 0 is a projective bundle over the open modular curve A such that, if α ∈ A(k) corresponds to the elliptic curve E, the fiber S 0,α becomes identified with the linear system |D| on E (2) . If V = S 0 \ S denotes the locus of singular fibers in X 0 → S 0 , then V ∩ S 0,α has codimension one inside S 0,α by Lemma 5.1. By Proposition 5.3, the codimension one components of V ∩ S 0,α form a hypersurface of degree 32 in S 0,α , and for all but perhaps finitely many α this hypersurface is irreducible. Finally, the same proposition implies that a general element of V has a singular locus of exactly one ordinary double point.
In the next section, we will consider subfamilies of X 0 → S 0 obtained from general pencils inside the linear system |D| on E (2) 1 ; these are the "one-parameter families" alluded to in §1. While we will only need to work with pencils coming from the particular surface E (2) 1 , we note by the previous paragraph that E 1 can be replaced with almost any other elliptic curve E.
6. Picard-Lefschetz Theory and Big Monodromy 6.1. In this section we apply Picard-Lefschetz theory to certain pencils of surfaces with p g = q = 1 and K 2 = 2, in order to deduce Theorem 1.2. We pay particular attention to the determination of the spaces of monodromy invariants and vanishing cycles in such pencils, with Theorem 1.1 playing a key role (see the proof of Proposition 6.1).
Let E 1 denote the elliptic curve defined in (4.4) and consider the divisor let B 1 := B(a 1 ) ∈ |D| on E (2) 1 from §4.2; note that in Proposition 5.3 this was written in the alternate notation B 1 = Z(s 1 ). By definition, the double cover of X 1 → E (2) 1 from §4.2 is branched over B 1 . By Proposition 4.2, B 1 is smooth (and hence X 1 has ample canonical divisor) and by Corollary 4.5 we have ρ(X 1 ) = 2. Now fix a general pencil Π ∈ |D| that passes through the element B 1 . By Proposition 5.3, Π contains exactly 32 singular elements, and the singular locus of each such element is one ordinary double point. Moreover, arguing as in Lemma 5.1, the base locus of Π is smooth. If we let T ⊆ E (2) 1 × Π denote the total space of Π, it follows that T is smooth and that
is the first projection. Let Y be the double cover of E (2) 1 × Π that is branched over T (inside the line bundle associated to the pullback of O E (2) 1
1 is a fibration into surfaces; each fiber is the canonical model of a surface with p g = q = 1 and K 2 = 2, and the general element is smooth. Since one of the fibers is isomorphic to the surface X 1 , we will denote by b ∈ Π a base point such that Y b ≃ X 1 . Finally, there are exactly 32 singular fibers in Y → Π, and the singular locus of each one is one ordinary double point.
It follows that one may apply Picard-Lefschetz theory to the fibration Y → Π ≃ P 1 . We now describe the relevant features that result from this theory, and refer to §5 and §6 of [Lam] 
where the first map denotes Poincaré duality. The theory furthermore associates to each singular element of Π a distinguished nonzero element δ i ∈ V * (i = 1, . . . , 32) and shows that the collection of all δ i generate V * . As Π sm is the complement of 32 points in Π ≃ P 1 , the fundamental group π 1 (Π sm (C), b) is generated by the homotopy classes γ i of 32 nonintersecting elementary paths around these points. (In other words, we choose γ i to have winding number one around the ith puncture and winding number zero around the jth puncture for i = j.) Let ψ b denote the nondegenerate symmetric bilinear form on H 2 (Y b , Q (1)) coming from the cup product and let
denote the monodromy representation. Then the image of ρ is generated by the collection of elements T i = ρ(γ i ). The Picard-Lefschetz formula states:
Furthermore, one also has:
the subspace of classes invariant under the monodromy action ρ. One knows that dim I ≥ 2, by considering the pullbacks of the divisors D 0 × Π and G 0 × Π from E
1 × Π to Y . Moreover, it follows from (6.4) that (6.6) I = (V * ) ⊥ .
Proposition 6.1. One has dim I = 2. In fact, letting c :
denote the double covering branched over B 1 , we have (1)) . (1)) denote the primitive cohomology of Y b with respect to the polarization [K] . Then the restriction of ψ b to P 2 (Y b ) is nondegenerate and makes P 2 (Y b ) into a polarized Hodge structure with Hodge numbers
Proof. As the canonical class
we have dim I P ≥ 1 and it suffices to show dim I P = 1 to yield the first statement.
Note that V * ⊆ P 2 (Y b ) by (6.6), and it is a nonzero subspace by (6.5). Moreover, the orthogonal complement of V * in P 2 (Y b ) is I P . This implies that I P = P 2 (Y b ). Finally, letting I ⊥ P denote the orthogonal complement of I P in P 2 (Y b ), we also have I ⊥ P = 0; indeed, it contains the nonzero subspace Qδ i ⊆ I ⊥ P by (6.4). Using Deligne's Theorem of the Fixed Part, I is a Hodge substructure of H 2 (Y b , Q)(1), and hence the same is true of
is polarized, so we have a sum of Hodge structures P 2 (Y B ) = I P ⊕ I ⊥ P in which both summands are nonzero and proper; furthermore, I P contains rational (1, 1)-classes. The Hodge numbers of P 2 (Y b ) imply that exactly one of I P and I ⊥ P consists purely of (1, 1)-classes, and the fact that ρ(Y b ) = 2 from Theorem 1.1 then forces one to conclude that dim I P = 1. Now the second statement follows from the fact that I contains the independent classes
Proposition 6.2. The cup product form ψ b is nondegenerate on V * and one has an orthogonal decomposition
where the map on homology is induced by the double covering map c : (1)) denote the image of W under the composition (6.2), we first claim that there is a direct sum decomposition
where V s,Q = V s ⊗ Z Q. The assertion of Theorem 1.2 is that we cannot find a smaller Q-algebraic subgroup of O(V s,Q , ψ s ) containing the image of r, and in this sense the monodromy of H (or perhaps more appropriately of V) is "big". Also note that the local system H s underlies the variation of Hodge structure R 2 f * Z(1)⊗ Z O S , which has Hodge numbers h −1,1 = h 1,−1 = 1, h 0,0 = 10, and h p,q = 0 otherwise. The subsystem I contains the (global) class which restricts to the canonical class on each fiber, which is ample everywhere by definition of f : X → S. It follows that the orthogonal complement V over S(C) underlies a polarized variation of Hodge structure (under the restriction of ψ) with Hodge numbers and h −1,1 = h 1,−1 = 1 and h 0,0 = 8. To prove Theorem 1.2, we will focus on a particular subfamily of f : X → S. Recall the pencil Π ⊆ |D| on E (2) 1 , and the associated family of Y → Π of surfaces that was studied in §6.1. Let g : Y sm → Π sm denote the pullback of Y → Π to Π sm . By the identification of S a with |D| \ R, we may view Π sm as a subvariety of S. Letting ι : Π sm ֒→ S 0 denote this inclusion, it follows that Y sm → Π sm is just the pullback of X → S via ι. Moreover, we an isomorphism of local systems
. Thus if we choose the specific base point b ∈ Π sm such that Y b ≃ X ι(b) ≃ X 1 (where X 1 is the surface from Theorem 1.1), then the monodromy representation of R 2 g * Z(1)/(torsion) (which is essentially the representation ρ from (6.3), but with Z-coefficients) factors through ι * , i.e., factors as
Now we note by Proposition 6.2 that I ι(b),Q ≃ I and V ι(b),Q ≃ V * . Hence in order to prove Theorem 1.2, it will suffice to show the following: Proposition 6.3. Consider the local system R 2 g * Q(1) over Π sm (C) obtained from the one-dimensional family g : Y sm → Π sm . The image of the associated monodromy representation
To prove this, we will need a group-theoretic result. The following statement is a simple combination of a result of Deligne and a technique from Lefschetz's study of the monodromy of hyperplane sections:
Lemma 6.4. Let G be a group with finite generating set {g i } and let π : G → O(V, ψ) be a finitedimensional complex representation of G, polarized by a nondegenerate symmetric bilinear form ψ. Suppose that: (a) For each i there is an element v i ∈ V such that ψ(v i , v i ) = 2, and π(g i ) is a reflection
through the hyperplane orthogonal to v i . Furthermore, the collection {v i } spans V . (b) The representation π factors through a quotient group H such that the images of all g i are conjugate in H.
Then the image of π is either finite or Zariski-dense in O(V, ψ).
Proof. Fixing some i, we will first show that the orbit of v i under G contains ±v j for any other j, by using precisely the same argument as in [Lam, §7.6] . First, by (b) we may factor π :
, and we have
. Using (6.10), this translates into
for any x in V . As ψ is nondegenerate on V , we may choose x so that ψ(x, v i ) = 0, in which case (6.11) gives π ′ (h)v i = cv j for some scalar c. Using (6.11) again, one has
which implies c = ±1. Thus there exists g ∈ G such that π(g)v i = π ′ (h)v i = ±v j . After perhaps replacing some v j by −v j , we may assume that all elements in {v i } belong to a single orbit O under G, with each v ∈ O satisfying ψ(v, v) = 2. Moreover, the image of π is a subgroup of O(V, ψ) containing all reflections
by (6.10). Now we may apply [Del2, Lemme 4.4.2 s ] to conclude that the image of π is either finite or Zariski-dense in O(V, ψ).
Proof of Proposition 6.3. Corresponding to the inclusions Π sm ֒→ S a ֒→ S, the monodromy representation (6.9) factors as
But S a may be identified with the open subset |D| \ R of smooth elements in the linear system |D| on E
1 . Recall by Proposition 5.3 that R 0 has codimension one in |D|, with exactly one irreducible codimension one component R 0 ⊆ R. By [Lam, §7.4, 7 .5], we know that (i) the homomorphism π 1 (Π sm , b) → π 1 (|D| \ R 0 , b) is surjective and (ii) the images in π 1 (|D| \ R 0 , b) of the 32 homotopy classes γ i ∈ π 1 (Π sm , b) are all conjugate. Since the complex codimension of R \ R 0 in |D| is at least two, the map π 1 (S a , b) ≃ π 1 (|D| \ R, b) → π 1 (|D| \ R 0 , b) is an isomorphism (see [Dim, Prop. 4.1.1] ), and therefore the statements (i) and (ii) hold with π 1 (S a , b) in place of π 1 (|D| \ R 0 , b).
Thus if we extend scalars to C and replace the cup product form ψ b with −ψ b , then the preceding paragraph and the Picard-Lefschetz theory of §6.1 allow us to apply Lemma 6.4 to conclude that the image of the monodromy representation (6.9) is either finite or Zariski-dense in O(V * C , ψ b ). But we may rule out the first possibility, since the cup product form ψ b polarizes the representation on V * and has indefinite signature (2, 8) . Hence the image is dense in O(V * C , ψ b ), and therefore also dense in O(V * , ψ b ).
Applications to ℓ-adic Cohomology
We are now in a position to prove Theorem 1.3, which we do using the axiomatic framework for polarized families of p g = 1 surfaces laid out in §5 of [Lyo1] . This framework is based closely upon a similar one due to André [And1] (which in turn grows out of ideas of Deligne [Del1] and [Rap] ), but differs in an important way. André requires that the period map (arising from the primitive part of the middle singular cohomology groups) of the family is a submersion at some point. Such a requirement can be satisfied for K3 surfaces, abelian surfaces, or some p g = 1 surfaces of general type [Cat1, Tod] , but not for the smooth family f : X → S of surfaces studied here: The base S (which is shown in [Cat2] to locally realize the Kuranishi family of the fiber at any point) has dimension 7, but the period domain for the Hodge structures V s ⊆ H 2 (X s , Q(1)) has dimension 8. The framework in [Lyo1] relaxes this condition on the period map, and in particular applies to f : X → S.
7.1. Here is the general setup of this framework. Let Y be a smooth projective geometrically connected surface over the field k 0 such that p g = 1. Then the weight zero integral Hodge structure Let V Z = Ω ⊥ ⊆ H Z , which (with the restriction of the cup product form θ) is a polarized integral Hodge structure by (ii). This gives rise to the rational Hodge structure V := V Z ⊗ Z Q.
Now let π : Y → T be a smooth projective family of surfaces defined over k 0 such that T is smooth and geometrically connected. We will assume that this family satisfies four axioms. The first two axioms essentially posit that the properties (i) and (ii) of Y above can be extended to some family: Referring to (A1), we will abuse notation by also using t to denote the associated point in T (C) arising from our fixed embedding k 0 ֒→ C. Inside H Z := R 2 (π C ) * Z(1)/(tors), which is an integral variation of Hodge structure on T C , the cycle classes of the divisors D 1 , . . . , D m give rise to a constant subvariation. If we take the orthogonal complement of this subvariation with respect to the cup product φ on H Z , we obtain a polarized integral variation of Hodge structure that we may denote as V Z . Note by (A1) and (A2) that the isomorphism Y t ≃ Y induces an isomorphism of Hodge structures H Z,t ≃ H Z and an isomorphism of polarized Hodge structures (V Z,t , φ t ) ≃ (V Z , θ). As noted in the introduction, these axioms may be used to show that the correspondence between the surface Y and its Kuga-Satake variety (which need only be considered up to isogeny) is motivated. This is done in §5 of [Lyo1] , the culmination of which is the following: Theorem 7.1. Assuming the axioms (A1) through (A4), the following hold:
(1) The ℓ-adic representation of Gal(k/k 0 ) acting upon H 2 (Y k , Q ℓ (1)) is semisimple. Remark 7.2. In view of the result of Green and Oguiso cited in Remark 3.8, (A3) will follow from (A4) as long as h 0,0 (V ) = h 0,0 (V) > 0, since the variation V will be nontrivial. On the other hand, when h 0,0 (V ) = 0 then all fibers of V are CM Hodge structures, and so V is a trivial variation. But in that case the Tate Conjecture is immediate for Y , since one would know that ρ(Y ) = h 1,1 (Y ).
7.2. We will now prove Theorem 1.3. First we note that both statements will be true over k 0 if they are true over finite extension of k 0 . Hence at various points in the argument below (in particular, when noting that the axioms (A1) through (A4) hold) we may replace k 0 by a finite extension when convenient.
Let X be a surface with p g = q = 1, K 2 = 2, and K ample. Let D 1 := K be the canonical divisor of X and let D 2 be the class of an Albanese fiber. By Corollary 2.3, X is isomorphic over k 0 to a fiber X s of the family f : X → S for some s ∈ S(k 0 ). It follows from the same corollary that the divisors D 1 , D 2 on X arise as the restriction of divisors on X that are flat over S, and also that the first of these global divisors restricts to an ample class on every fiber. Axiom (A4) is immediate from Theorem 1.2, and axiom (A3) follows from Proposition 3.6 or Remark 7.2. This completes the proof.
