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Abstract
Naser, Mohammad Yousef Mousa. M.S.R.C.E.E. Department of Mechanical and Materials
Engineering, Wright State University, 2021. Computer Modeling of Solar Thermal System with
Underground Storage Tank for Space Heating

Space heating is required in almost every dwelling across the country for different periods
of time. The thermal energy needed to meet a heating demand can be supplied using different
conventional and/or renewable technologies. Solar energy is one example of a renewable resource
that can be used for supplying heating needs. It can be utilized either by using photovoltaic panels
to generate electricity, that in turn can be used to operate heaters, or by using solar thermal panels.
Solar thermal panels obtain higher operating efficiencies than photovoltaic panels, but solar energy
for heating purposes suffers from a mismatch between supply and demand. This problem can be
solved by employing large tanks that serve as seasonal thermal energy storage units.
This work focuses on assessing the performance of solar thermal panels in supplying the
space heating needs of a single-family dwelling in two different cities in the United States. These
panels are coupled to a cylindrical tank buried in the ground for seasonal and daily energy storage,
and a heat exchanger to transfer heat to the home. Storage tank size, collector area, and the working
fluid mass flow rate are investigated to determine adequate values for these parameters to enhance
the overall system performance. In addition, the simulation timestep for the program and the spatial
grid sizes used in the CFD (computational fluid dynamics simulation) model of the storage unit
have been examined to determine values of each to keep the simulation time reasonable without
substantial loss in accuracy.
These results are obtained by mathematically modeling the system components, the solar
thermal panels, the heat exchanger, and the storage tank; then programming this mathematical
model in MATLAB. Parts of the developed computer code were obtained from previous work
and have been modified to suit the purpose of this project. Flat plate solar panels have been chosen
for use as the solar collectors. An unmixed, crossflow heat exchanger is considered for transferring
the thermal energy from the glycol-water mixture in the collectors to the air in the house. The
storage unit CFD simulation is composed of the tank, insulation, and ground surrounding the tank
and is based on the SIMPLE algorithm developed by Patankar.
iii
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Chapter 1. Chapter 1 Introduction
Introduction

1.1. OBJECTIVES
The main goal of this project is to model a solar heating system to provide a single-family
dwelling with the majority of its space heating demand. The system considered is composed of
solar thermal panels, a heat exchanger, and an underground tank for daily and seasonal thermal
energy storage. The results from the developed modeled will be checked against published results.
Many results for a home in Mercury, Nevada will be presented and described. Also, the impact of
several design parameters such as the storage volume to collector area and the flow rate will be
addressed.
All components are modeled in MATLAB. Two previous computer codes were modified
for use in this project, both were developed by Wright State University students. The first one is a
computer model of the solar resource and flat solar thermal panels coupled with a heat exchanger
for domestic space heating [1]. The second program is a computational fluid dynamics (CFD) code
for transient heat transfer calculations for two-dimensional flow through a duct [2]. These two
models are modified, developed, and combined in this project to result in a solar heating system
that can be used for meeting the space heating demand of a domestic dwelling.
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1.2. STATUS OF RENEWABLE ENERGY
Renewable energy technologies include solar (photovoltaic and thermal) systems, wind
power plants, hydropower systems, biomass energy production, geothermal systems, and any
method of producing energy from resources that replenish themselves at a rate comparable to
which they are used. Renewable energy systems have been in constant growth in the United States
for the past several decades. However, constant growth does not assure they have the biggest share
in generating electrical or thermal energy in a given region. In fact, recent data shows the
renewable energy share of producing electricity is only around one-fifth of the total energy
production in the country. This indicates the high percentage of recent capacity additions; 2018
data show that the percentage addition of renewable energy is more than 40%. Natural gas is still
the top producer with around 50% of electricity generation, but it also has seen a 30% retirement
rate, while, at this time, renewable energy has a negligible retirement rate [3], [4].
The growth in renewable energy systems should not be surprising considering the
environmental, operational, and cost benefits of such systems, solar systems in particular. Benefits
include low-to-no harmful emissions, reliability, flexibility, and cost competitiveness in wide areas
of the country, especially when combined with state and federal incentives. In Table 1.1, the
levelized cost of energy (LCOE), which is the most representative cost indicator for energy
alternatives, is shown for different energy technologies in 2016 [5]. The wide range in the LCOE
for renewable energy technologies is due to the dependency of these systems on a number of
factors that remarkably differ from one place to another, and hence several optimization software
packages are available to determine which is the optimum solution for a specific application and
location. Renewable energy systems are becoming more and more cost-competitive compared to
traditional resources.

2

Table 1.1: LCOE for different energy generation technologies [5].

Heating and cooling supplied by renewable energy technologies is increasing in popularity
as well. The numbers show an increase from around 10% of final heat consumption in 2016 to
25% of the global demand in 2018 [6]. This huge jump in two years is no coincidence; this
occurred by countries setting short, medium, and long-term goals. For example, the United States
3

in 2011 had a target of reaching market competitiveness for renewable energy technologies in
2020. This has clearly been accomplished [7]. Table 1.2 shows the top countries in renewable
energy generation and investment in 2018 [6]. Based on this data, it is seen that China is the top
country in renewable energy investment.
Table 1.2: Top countries in renewable energy investment and generation [6].
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Solar systems can be classified based on type of output energy into electrical and thermal
systems. Solar photovoltaics provide electricity to the user, while flat plate thermal panels and
concentrating thermal collectors provide thermal energy to the user. To conquer the problem of
solar intermittency, both types can be coupled with storage devices. Storage is often the most
expensive part of solar systems, and hence it is the biggest drawback of solar energy. Having said
that, it is understandable to find a big part of solar energy research focused on the performance,
optimization, and utilization of storage devices coupled to solar collectors. Solar energy is believed
to be a serious alternative to traditional energy resources and research must continue to overcome
its drawbacks.

1.3. SOLAR HEATING SYSTEMS
The importance of studying alternative sources for heating such as solar thermal panels can
be understood by knowing two facts. First, half of the world’s final energy consumption is used
for heating and cooling purposes. Second, the majority of this energy is produced by fossil fuels
and this results in producing approximately 40% of energy-related CO2 emissions [6]. Solar
thermal systems can provide heating with zero harmful emissions, thus having no impact on the
environment. Solar thermal systems are mainly used to produce thermal energy for water and space
heating. Concentrating solar thermal can be used to generate electricity, but realize this thesis is
concerned with non-concentrating solar thermal systems. These systems operate at lower
temperatures than concentrating solar systems, and are not practical for generating electricity.
A typical solar thermal system used for heating is shown in Figure 1.1. The main
components of a simple solar thermal systems are:
1) solar thermal panel - device that collects a portion of the solar energy
impinging on its surface,
2) storage tank - device that stores thermal energy, and
3) heat exchanger - device that transfers energy between two fluids.
Solar thermal panels can be either flat panels, which as the name implies, have flat surfaces with
no curvatures, or concentrating panels, which are panels that focus the sun’s beams onto a small
collecting surface. Thermal storage tanks can be divided as sensible energy storage, which stores
thermal energy as a rise in the fluid temperature without experiencing any phase change, and latent
energy storage, which stores thermal energy in the phase change process. Several types of heat
exchangers exist as well, each is suitable for a specific application. Flow directions and the mixing
5

between the two mediums are the most-common ways of heat exchanger classification. For flow
direction, cross, parallel, and counter flow of both fluids are possible. For mixing, some devices
allow each of the fluids to mix with themselves in the spanwise direction, and some do not allow
mixing. Considering all these types of component designs in one Master’s thesis is simply not
possible. Because detailed models are used in this thesis work, only one solar heating system is
simulated here. For this work, a flat solar thermal panel, sensible thermal energy storage tank, and
no-mixing, crossflow heat exchanger are chosen. The system analyzed is shown in Figure 1.1. [8]
[9]
[8]
[8]

Heat Exchanger

Storage Tank

Solar Thermal Panel
Solar Thermal Panel

[9]
[9]

Figure 1.1: Typical solar heating system.

One important element that can be added to the figure is a control unit. The method of
controlling the elements can affect the overall efficiency significantly as several tradeoffs take
place in the system. The first tradeoff is the input temperature of the solar panel; a higher
temperature provides a higher output temperature but results in lower efficiency for the panel. This
is an extremely important factor for long time periods, as the effect might not be obvious in the
short term. The total energy transferred to a house over the course of the year can be increased by
injecting lower temperature working fluid into the solar panels. Another tradeoff is prioritizing
working fluid flow to the storage tank or the heat exchanger during times of solar irradiation; is it
better to store energy in the tank and raise the overall system temperature or pass it through the
heat exchanger for home heating? This question will be addressed in this work.

6

1.4. THESIS OUTLINE
This thesis document is composed of five chapters. Chapter 1 is an introductory chapter
that provides basic background knowledge needed to understand the work presented in later
chapters. Chapter 2 gives a snapshot of some of the literature in the field of solar systems in
general, and solar heating systems specifically. This literature review is not meant to be a
comprehensive; the intention is to shed some light on solar heating systems focusing on different
aspects and methods of analysis. In Chapter 3, the main work of this project is presented. The
complete method of analysis is presented and discussed. Chapter 4 displays the results obtained
with the developed computer model which contains case studies and surveys of operating
parameters. Chapter 5 summarizes the work done and makes recommendations for future work.
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Chapter 2. Chapter 2 Introduction
Literature Survey

Solar systems for space and water heating are an active field of research in the
thermal/energy science discipline. Hundreds of researchers have published countless papers
regarding different issues in solar thermal systems. Due to the large number of factors affecting
the performance and the different components that can accompany the main components, different
systems exist. In this chapter, only a sample of the work done in the solar thermal field is presented
and it will be divided into three sections. First, different ways of categorizing solar systems are
introduced. Second, a historical overview on heating by solar is presented to give the reader a brief
understanding of the improvements that have been made over the years. This overview will include
modeling, performance, and optimization aspects. Lastly, some related systems that are similar to
what is implemented in this thesis are discussed, including mathematical models developed and
experimental work performed.

2.1. SOLAR THERMAL SYSTEMS CLASSIFICATIONS
Different researchers have classified solar thermal systems according to different criteria.
Duffie and Beckman in their book Solar Engineering of Thermal Processes [10] went with
classifying different systems based on the location of the storage tank with respect to the panel.
The first type is when the tank is installed directly above the panel, this is called a thermosyphon,
or passive, system because the fluid circulates naturally. The other type is when the tank is installed
below the panel level. This is a more complex design that needs a pump in order to circulate the
water up to the panel level. Another classification in this book is based on the issue of freezing.
8

Five different solutions or designs were prompted: 1) antifreeze fluid exchanging heat with a
second fluid using a heat exchanger, 2) directly heating air in the solar panels, 3) circulating hot
water with the aid of a control system, and 5) draining water at the no-use time with the aid of a
drain system. All these designs avoid the occasional freezing problems.
Other researchers, in addition to Duffie and Beckman [10], have examined different hybrid
systems that are composed of a solar heating system coupled with an auxiliary source of heating.
Hybrid systems can be a great way of utilizing the advantages of different heating technologies. In
reference [11], work on auxiliary natural gas-powered heaters was done. The efficiency of the
system was found experimentally for a variety of weather conditions. The numerical results led to
an important inverse relationship between the efficiency of the heater and the inlet water
temperature. Thus, a final recommendation was to heat the cold incoming water separately and
mix it with the solar tank water using a thermostatic mixer.
Another interesting way of using hybrid systems is to use a mix of multiple renewable
energy technologies together. In [12], a mix of solar and wind energy sources was studied in Baku,
Azerbaijan. This system was not only able to provide hot water throughout the year for a 5-person
family, but also to provide them with 8 to 9 months of space heating, with an ability to install
another small wind turbine to raise it up to 12 months of space heating. It is worth mentioning that
some researchers went beyond that and tried mixing three renewable energy sources for water and
space heating. An example of this type is shown in [13] where they studied an integrated system
composed of solar, geothermal, and biomass sources. There are several commercially-available
software packages for optimizing different energy resources, such as REopt [14] created by the
National Renewable Energy Laboratory (NREL).
Another classification is possible based on the use of solar panels. Solar thermal panels can
be used for producing either thermal energy or electric power. Producing electrical power with
thermal flat plate solar panels is not widely applicable and it is not effective. The primary use of
thermal flat plate solar panels is producing thermal energy for heating. Since this is the purpose of
this work, this process will be explained in detail in the following sections.
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2.2. HISTORICAL OVERVIEW
2.2.1. First Attempts
One of the first modern attempts to utilize solar energy for water heating [15] was
performed in 1959. Farber described several solar water heating designs that were available for
installation at that time. Those designs are of different configurations and materials, but all of them
are composed of solar collectors connected to a water storage tank. Most of the work focused on
the applicability of such systems considering several factors such as their cost, limited output
temperature, and other factors such as intermittency and freezing problems.
Thomason [16] addressed the problem of the intermittency of solar heating systems and
proposed the solution of a stand-by auxiliary heater. He claimed that his hybrid heating system
would be economically feasible for purchasing, installing, and operating the system in Washington
at that time. Whether this claim is true or not is not known; however, this does not deny the novelty
of this paper in conducting an extensive study on solar heating systems in the sixties.
Later on, Malik [17] was one of the first researchers to conduct experiments on the
efficiency of solar thermal panels used for water heating systems in South Africa. The system he
built is similar to the ones used today having an absorber connected to a storage tank. Different
absorber designs were tested, and different work conditions were simulated to find the values of
the critical parameters that provide the highest efficiency of the system.

2.2.2. Seventies
In the mid-seventies, research started getting more sophisticated and more detailed work
was performed regarding performance, applicability, and modeling of solar heaters. Winter [18]
studied the effect of adding a heat exchanger with a second fluid besides water between the panel
and the storage tank. This fluid would prevent freezing and corrosion problems, but reduces the
overall efficiency of the system. A heat exchanger factor was derived to describe the penalty of
adding this heat exchanger to the system. This factor was used to optimize the size of any heat
exchanger relative to the fixed cost per unit area of installation.
Davis [19] was more practical and studied the applicability of applying solar water heating
(SWH) systems for apartment complexes in Southern California. This work started by studying
SWH systems with user-ownership, and this showed that SWH systems are cheaper than electric
heaters, but more expensive than gas heating at that-time. Another important work was performed
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in India [20] and showed promising results in heating a living room by means of circulating the
hot water coming out of the solar panels through a tank placed inside the heated room. The results
were compared against other conventional heating mechanisms by measuring the room
temperature at different times of the day.
At the same time, Haslett and Hand [21] were working on creating one of the first solar
water heater models. Their work ended up having three models for SWH systems. These three
models differed in complexity, and hence differed in accuracy.

2.2.3. Eighties and Nighties
In the eighties and nighties, research continued to advance. Until this period of time, solar
systems were rarely installed anywhere due to their high initial cost and low efficiency. The work
in reference [22] proposed a modified design for large-scale SWH systems that resulted, from a
performance perspective, in achieving higher system efficiencies and longer operation life. Short
and long-term results were obtained and recorded.
Regarding applicability, the work in reference [23] was conducted for 69 cities in the
United States and showed the possible savings by switching from electric heating systems
to solar/electric systems; or switching from gas heating systems to solar/gas systems. This study
showed that switching to solar hybrid systems is beneficial for all customers, whether they use
electric or gas heating systems. Also, a study done by the Solar Energy Research Institute, which
was later became known as NREL, focused on the performance and economics of annual storage
tanks as a solution for the mismatch between the supply and the demand of solar space heating
systems. The work in reference [24] produced performance curves to determine the storage to
collector ratio needed for achieving high solar fractions. At this time, real-life projects began
operating. The work in reference [25] shows the results of thirteen solar assisted gas/biomass plants
in six European countries. Annual solar gains of the systems are between 300 and
550 kWh per m2 of collector area, above 20% overall efficiency. This output resulted from welldesigned systems.
System modeling was not an exception, it continued to improve during this period as well.
TRNSHELL, which is one widely-known energy modeling software package available today, was
published by professors at the University of Wisconsin [26]. TRNSHELL is an environmental
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software hosting five different programs. These programs are TRNSYS, PRESIM, TRNSED,
ONLINE, and PREBID. TRNSYS is the core program, PRESIM is a user-interface program,
TRNSED is a text editor, ONLINE is a program to allow tracking the results while the simulation
is running, and PREBID is for building simulations. Another more practical computer simulation
model for large SWH systems was launched later and is discussed in reference [27]. This model
removed some of the restrictions from prior models, in addition to adding advanced capabilities
regarding calculating heat loss and demand profiles. This software helped in obtaining numerical
results in a simple fashion for the first time.

2.2.4. First Decade of the Twenty-First Century
In the first decade of the twenty-first century, research continued deeper and wider, making
use of the huge advancements in computational capabilities. Reference [28] performed
performance analyses using exergetic assessment while most of the previous work was based on
energetic assessment. These analyses included studying the effect of varying water inlet
temperature and studying the exergetic improvement. Most importantly, reference [28] proposed
an exergy efficiency curve. This study is what paved the way for exergoeconomic analysis, which
is the combination of exergetic assessment and economics. Another example of the advancements
made in the field is the study shown in reference [29]. This study examined the performance of a
solar heating system with seasonal storage using a heat pump as an auxiliary source.
In reference [30], different models were studied to reduce the cost of installing SWH
systems in cold-climate locations. First, four different types of collectors were tested for efficiency.
Second, three system configurations were tested for annual savings and initial costs. This work
showed promising results in obtaining more efficient SWH systems.
On the modeling side, an interesting example is the work in reference [31] where a model
was created based on fuzzy logic to predict the water temperature, which was then used to
determine the performance. Three models were created based on what input variables being
considered. These input variables are input water temperature, ambient temperature, and solar
irradiance.
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2.2.5. Second Decade of the Twenty-First Century
In the last decade, the complexity of the research performed can easily be observed as being
greater than ever. Predicting the performance of SWH systems has reached a point that made the
researchers in [32] use machine learning models for performance prediction. Machine learning can
be considered an indirect method for performance prediction. Direct methods are when someone
performs an experiment or models the system in order to obtain results. The direct method is
cumbersome, complicated, and sometimes costly. Machine learning on the other hand can be
described as training a machine to predict and optimize the performance of a system based on a
large group of samples that are available already. This method works best for applications that
require rapid estimation of thermal performance. In this work, the final software requires some
independent inputs that can be measured easily, like tilt angle, number of tubes, and dimensions
of the tank, to obtain the heat collection rate and the heat loss coefficient. Another aim of this work
was optimizing the thermal performance of SWH systems. So, all tested systems with high
performance are kept in memory for future implementation of optimized systems.
Cost studies were increasing rapidly during this decade and one of the greatest works was
a report published by NREL [33] that defined the breakeven point of installing SWH systems. A
comparison was made with 1000 electric and gas utilities operating in different states. NREL
specified different key drivers for the breakeven point, these are fuel price and other technical
factors, like location and system size. It was concluded that SWH systems have a lower breakeven
point replacing electric heaters than other types of heaters. It was also stated that Southwest and
Northeast states have lower breakeven points than other states. These two factors are considered
key points for market targeting.
Modeling has continued the journey of advancement in solar heating systems. A recent
paper [34] introduced a model for a thermosyphon SWH system. Then experimental analysis was
done to verify the validity of the model. This led them to test different design parameter for the
purpose of getting an optimal structural design.

2.3. CONTROL METHODOLIGIES AND RELATED WORK
Despite the large number of papers published on different solar thermal systems’ aspects,
few people have studied the control of the components acting as a system. This is one of the
motivations of this work, another is using a detailed CFD model of the storage tank. Most research
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is focused on storage tanks located inside the houses to eliminate unwanted heat loss from the tank.
With these systems, the heat is being exchanged to the room air from the tank itself. One example
on the control theory of such systems is shown in reference [35]. This researcher implemented two
ideas for control; first to bypass the solar thermal panel when there is no sun to prevent unwanted
heat losses, and second to bypass the storage tank and the heat exchanger if the panel outlet
temperature is lower than the tank temperature or inlet cold fluid temperature in the heat exchanger.
Another investigation is shown in reference [36] where the same control for preventing
convective losses by the solar panel was implemented, but another technique was used for the tank.
The author worked on extracting as much energy as possible from the fluid to ensure the returning
fluid to the panel has at the lowest possible temperature. As stated before, this increases the
efficiency of solar energy collection by the panel.
One of the most important papers published on solar domestic heating with the aid of
seasonal storage is shown in reference [37]. This work uses a finite difference method for modeling
an underground storage tank coupled with evacuated tube solar collectors to meet the heating load
of a typical house in Hamburg, Germany. The control methodology used takes heat out of the
storage tank to heat the house only if the fluid temperature is 10 K higher than the air temperature
in the house.
A recent paper [38] published in 2019 also considered domestic solar heating using diurnal
and seasonal storage. One tank was used for diurnal storage and another for seasonal storage. This
paper includes the simulation and field results for both tank’s contributions to the heating load for
a dwelling in Ottawa, Canada. The diurnal tank is given a priority over the seasonal tank, and solar
fractions as high as 90% were achieved.
One of the closest systems in operation to the one modeled in this project is presented by
Braun, Klein, and Mitchell [39]. Because comparisons to the results from this system are made in
this thesis, the reference [39] system is shown in Figure 2.1. The collector used is a flat plate panel
and the storage tank is a right vertical cylinder that is insulated and buried in the ground. The house
heat exchanger directly takes warm fluid from the storage tank, so the working fluid is the same
in the collector loop and the house loop of the system. The fluid used is water. In Figure 2.1, 𝑄𝑢
is the amount of energy transferred to the fluid in the panels, 𝑄𝐵 is the energy lost from a relief
valve used to keep the system pressure in check, 𝑄𝐿𝑆 is the energy lost from the tank, 𝑄𝑠 is the
amount of energy transferred to the home, 𝑄𝐿 is the energy lost from the home to the surroundings
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and is thus the load demand, and 𝑄𝐴 is heat from an auxiliary heater used when the solar system
cannot provide the required load, 𝑄𝐿 . The performance of this system was investigated using
TRNSYS. The system in Figure 2.1 differs from the system considered in this project in the way
the components are linked together. This system has shown high solar fractions for several cases
studied in Madison, Wisconsin. This system is the closest to the system modeled for this project,
and hence it will be used for comparison purposes in Chapter 4.

Figure 2.1:Schematic of a solar heating system used by
Braun, Klein, and Mitchell [39].
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Chapter 3. Chapter 3 Introduction
Mathematical Model and
Solution Technique

The computer code developed for this project is built upon the work from two Wright State
University Master’s theses. The computer program taken from the first Wright State Master’s
thesis [1] is a MATLAB code that simulates the solar resource and the performance of flat plate
solar thermal panels coupled to a heat exchanger for providing a house with its space heating
demand. This computer code allows the user to choose a location, heating load, and the
specifications of both the solar array and the heat exchanger through a MATLAB graphical user
interface. The storage in reference [1] is limited to one hour’s worth of liquid, which makes it
dependent on the chosen flow rate. The computer program taken from the second Wright State
Master’s thesis [2] is a MATLAB code simulating the flow between two parallel plates. Those two
programs are modified and combined to develop a realistic solar space heating system simulation
program with tank thermal storage.
In this chapter, a description of the system is provided first. Then, the method of analysis
used for each component is discussed. Lastly, the overall system operation is presented, including
the equations and metrics needed to assess the performance of the overall system.
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3.1. SYSTEM DESCRIPTION
The solar heating system modeled in this project is composed of solar thermal collectors,
a heat exchanger, and an underground storage tank. The operation of the individual system
components is done by having a control methodology that is responsible for administering the
operation of the valves across the elements. A schematic diagram of the system is shown in Figure
3.1.

Figure 3.1: Schematic diagram of the modeled solar heating system.

The device that brings energy into the system is the array of solar thermal panels. The
energy that is collected by the solar panels is either transferred to the house through the heat
exchanger or stored in the storage tank for later use. All components are connected in series and
each is equipped with a three-way valve that allows the working fluid to proceed through the device
or to bypass the device. Having separate bypass valves for each component in the system offers
high flexibility in system control; and hence, optimizing the system performance. Any two
components can be connected directly together by bypassing the third component in the loop. The
control unit implements logical decisions that are made to enhance system performance. The
heating demand for the house is provided by the U.S. Department of Energy (DOE) [40] for the
location of interest and should be considered a typical heating demand. This heating demand
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includes both space heating and hot water loads. In this work, the sum of these loads is taken to be
a space heating load only as the design of the present system is not capable of delivering hot water
to the home. The thermal storage tank used is intended for both seasonal and diurnal energy storage
and supply. These types of solar systems work best in locations with moderate winter and relatively
high solar insolation throughout the year. In addition, a moderate ground temperature and adequate
insulation on the tank walls help reduce unwanted wall heat losses.
This project aims to assess the performance of the overall system and study the effects of
varying system variables. Location, time, heating load, component sizes, thermal properties, array
orientation, flow rates, house set temperature, and other quantities are user-inputs that can be
changed at the start of running the code. Though a mechanical pump is needed to initiate and
maintain the fluid circulation, it is not modeled in this work. The pipes connecting the components
of the system together are considered to be ideal in that there are no pressure drops and no heat
losses.
There are two possible paths for the fluid at each device in the solar system; going through
the device (path number 1 in Figure 3.1) or going around the device (path number 0 in Figure 3.1).
Depending on the control methodology, which will be presented later, the choice is made for each
component aiming for the best overall system performance.
Five temperature nodes are shown in Figure 3.1 representing the fluid temperatures
between components. No temperature changes occur in the pipes, but only in the devices. In
addition, the first and last bulk temperatures in the tank are considered for control purposes,
making the total number of temperature values required to specify the system performance seven.
These seven temperature points are:
1.
2.
3.
4.
5.
6.
7.

house set temperature (𝑇ℎ𝑜𝑢𝑠𝑒,𝑠𝑒𝑡 ),
house inlet temperature from heat exchanger (𝑇ℎ𝑜𝑢𝑠𝑒,𝑖𝑛 ),
solar panel inlet temperature (𝑇𝑠𝑝,𝑖𝑛 ),
solar panel outlet temperature (𝑇𝑠𝑝,𝑜𝑢𝑡 ),
heat exchanger outlet temperature (𝑇ℎ𝑥,𝑜𝑢𝑡 ),
tank inlet bulk temperature (𝑇𝑇,𝑖𝑛 ), and
tank inlet bulk temperature (𝑇𝑇,𝑜𝑢𝑡 ).

The first two temperatures are for the fluid on the load side, which is air, while all others are for
the fluid circulating in the solar heating system. This fluid is a 50% ethylene glycol and 50%
water. This mixture is commonly used with solar thermal panels to lower the freezing point of the
working fluid.
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Since the focus of this work is space heating, energy and heat terms are used
interchangeably throughout the document. The main heat rate quantities considered are:
1.
2.
3.
4.

useful heat gain by solar panel (𝑄̇𝑠𝑝 ),
heat transferred to house through heat exchanger (𝑄̇ℎ𝑥 ),
heat accumulated in tank from fluid flow (𝑄̇𝑓 ), and
heat lost through tank wall (𝑄̇𝑤 ).

The useful heat gain by the solar panel is the net heat transferred to the fluid in the solar panel. It
is the ultimate source of all energy flows throughout the system. Any energy left in the fluid after
the heat exchanger can be transferred to the tank. Part of the energy accumulated in the tank will
be lost to the ground through the wall. Tank wall heat losses are minimized by using adequate
amounts of insulation. A detailed description of system operation will be introduced after
presenting the mathematical models of each of the system components and determination of the
solar energy impinging on the solar panels, which is the solar resource available to the system.

3.2. SOLAR RESOURCE
Determining the amount of solar energy impinging on the solar collector at a specific
location, time, and orientation, is the first step of modeling solar panels. The solar radiation falling
on any tilted surface (𝐼𝑡𝑖 ) is calculated from the following equation,
𝐼𝑡𝑖 = 𝐼𝑏 𝑅𝑏 + 𝐼𝑑 (

1 + 𝑐𝑜𝑠𝛽
1 − 𝑐𝑜𝑠𝛽
) + 𝐼𝜌𝑟,𝐺 (
).
2
2

(3.1)

The three terms in Equation (3.1) represent the three components of solar radiation arriving at the
panel surface: beam, diffuse, and ground-reflected radiation. The diffuse term can be broken down
into three different components which is done in this work. Starting with the third term, the total
solar energy falling on a horizontal surface (𝐼) is obtained from NREL’s TMY3 datasets. TMY3
stands for the third version of Typical Metrological Year data provided by the DOE [41]. This data
has been extensively investigated and proved to be accurate in predicting the solar and other
atmospheric parameters for more than a thousand locations in the country. As 𝛽 is the panel’s tilt
and 𝜌𝐺 is the ground reflectivity, both of these quantities are known, the reflected portion of the
solar radiation on the panel can be determined.
The diffuse radiation (𝐼𝑑 ) is the part of solar radiation that arrives at the panel after
experiencing scattering in the atmosphere. This part of the radiation is found by studying the
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atmospheric effect on the radiant energy from the sun. This effect is represented by the clearness
index (𝑘 𝑇 ) that can be found from the following equation,
𝑘𝑇 =

𝐼
.
𝐼𝑜

(3.2)

The clearness index is the ratio of the radiation arriving at a horizontal surface located on the
surface of the earth (𝐼) to the radiation impinging on a horizontal surface just outside the
atmosphere (𝐼𝑜 ). The radiation impinging on a horizontal surface just outside the atmosphere can
be calculated as
12 3600
360 𝑛
) + (1 + .033 𝑐𝑜𝑠
)
𝜋
365
𝜋 (𝜔2 − 𝜔1 )
{𝑐𝑜𝑠𝜙 𝑐𝑜𝑠𝛿(𝑠𝑖𝑛𝜔2 − 𝑠𝑖𝑛𝜔1 ) +
𝑠𝑖𝑛𝜙 𝑠𝑖𝑛𝛿} .
180
𝐼𝑜 = (

(3.3)

This quantity is a function of both time and location. The time dependence is represented by the
day number in the year (𝑛) and the hour angle (𝜔). The location dependence is in the location
latitude (𝜙). Of course, it is also a function of the tilt of the earth’s rotational axis with respect to
the earth’s orbital plane around the sun, this is represented by the declination angle (𝛿). By
knowing the clearness index, the diffuse radiant energy is obtained as a fraction of the total energy
on a horizontal surface by applying the following empirical relations:
1.0 − .09𝑘 𝑇 𝑓𝑜𝑟 𝑘 𝑇 ≤ 0.22
𝐼𝑑
= {. 9511 − .1604𝑘 𝑇 + 4.388𝑘 𝑇 2 − 16.638𝑘 𝑇 3 + 12.336𝑘 𝑇 4 𝑓𝑜𝑟 0.22 < 𝑘 𝑇 ≤ 0.8
𝐼
. 165 𝑓𝑜𝑟 𝑘 𝑇 > 0.8 .
(3.4)
Lastly, the beam radiation on a horizontal surface (𝐼𝑏 ), which is the portion of solar
radiation arriving at the surface without any interaction with the molecules in the atmosphere, is
simply the difference between the total and diffuse radiation,
𝐼𝑏 = 𝐼 − 𝐼𝑑 .

(3.5)

The last parameter that is yet to be found is 𝑅𝑏 . This is the ratio of beam irradiation on a tilted
surface to that on a horizontal surface. It simply transfers the horizontal surface beam irradiation
to the tilted surface, the tilt at which the panel is sloped,
𝜔

∫𝜔 2 cos 𝜃 𝑑𝜔
𝑎
𝑅𝑏 = = 𝜔21
,
𝑏 ∫ cos 𝜃𝑧 𝑑𝜔
𝜔
1

where
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(3.6)

𝜋
(𝜔 − 𝜔1 )
180 2
+ (cos𝛿 cos∅ cos𝛽 + cos𝛿 sin∅ sin𝛽 𝑐𝑜𝑠𝛾)(sin𝜔2 − 𝑠𝑖𝑛𝜔1 )
− (cos𝛿 sin𝛽 𝑠𝑖𝑛𝛾)(cos𝜔2 − 𝑐𝑜𝑠𝜔1 )

𝑎 = (sin𝛿 sin∅ 𝑐𝑜𝑠𝛽 − sin𝛿 cos∅ sin𝛽 𝑐𝑜𝑠𝛾)

and
𝑏 = (cos∅ 𝑐𝑜𝑠𝛿)(sin𝜔2 − 𝑠𝑖𝑛𝜔1 ) + (sin∅ 𝑠𝑖𝑛𝛿)

𝜋
(𝜔 − 𝜔1 ).
180 2

(3.7)
(3.8)

The symbols in the last three equations refer to vital angles in solar calculations. The incident angle
(𝜃) is the angle between sun rays and the surface normal of the solar panel, and 𝜃𝑧 is the zenith
angle between the sun and the surface normal of a horizontal plane on the earth’s surface. These
two angles are found by knowing the sun’s location and the panel’s tilt and azimuth angles. The
tilt angle (𝛽) is the slope of the panel and the azimuthal angle (𝛾) is the angle between the
projection of the panel’s normal vector to a horizontal plane and true south. All angles are
presented and explained in detail in reference [10].
This set of equations for calculating the solar radiation was coded into a MATLAB script in
reference [1] and was adapted for use in this project with limited changes. One major change was
made on 𝑅𝑏 because it goes to infinity when the sun is on the horizon, the zenith angle is close to
90o. This event happens at sunrise and sunset of each day and it alters the results significantly,
particularly on winter days because of the lower sun. This issue was resolved by setting 𝑅𝑏 to one
when the zenith angle of the sun (𝜃𝑧 ) is above 85°. This modification has a small effect on the
results since the solar irradiation at these times is low.

3.3. SOLAR COLLECTORS
After obtaining the energy impinging on a solar collector at any time and location,
modeling the solar collector is now possible. A simple yet widely used solar collector design was
considered here. This is a flat plate solar thermal panel covered with glass covers with liquid as
the working fluid. A cross section of the collector is shown in Figure 3.2.
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Figure 3.2: Cross-sectional view of a flat-plate solar thermal panel [10].
The most critical quantity for solar thermal collector performance is the net amount of heat
transferred to the working fluid in the collector. The equation which determines this quantity is
considered the fundamental equation in solar collector analysis. This equation is
𝑆𝐺
𝑄̇𝑠𝑝 = 𝐹𝑅 𝐴𝑠𝑝 [ ∆𝑡 − 𝑈𝐿 (𝑇𝑠𝑝,𝑖𝑛 − 𝑇𝑎 )].

(3.9)

𝑆𝐺

The first term ( ∆𝑡 ) is the total rate of solar energy collected and the second term
(𝑈𝐿 (𝑇𝑠𝑝,𝑖𝑛 − 𝑇𝑎 )) is the rate of heat loss from the collector loss due to convection and radiation
to the environment. The difference between the energy collected and energy lost is the useful heat
gain which increases the working fluid temperature.
Starting with the energy gain term, the radiation arriving at the panel, as introduced before,
is composed of three different components. Each of those components arrives at the panel at a
different angle. Each of those components penetrates the glass cover and then gets absorbed by the
absorber plate. Some of this radiation gets reflected multiple times between the absorber plate and
the glass covers before getting absorbed in the plate. Thus, the absorptance of each component of
the radiation depends on both the transmittance of the glass covers and the absorber plate
absorptance,
𝑆𝐺 = 𝐼𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡(𝜏𝛼).
(3.10)
Because of the multiple reflections, the transmittance and absorptance should be calculated as a
unit, this is indicated by the parentheses. This transmittance-absorptance unit is calculated for each
of the three components of solar radiation as
(𝜏𝛼) =

𝜏𝛼
.
1 − (1 − 𝛼)𝜌𝑟,𝑑
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(3.11)

where 𝜏 is the transmittance of the glass covers, 𝛼 is the absorptivity of the absorber plate, and
𝜌𝑟,𝑑 is the diffuse reflectivity of the glass covers 𝜌𝑟,𝑑 . As stated before, different angles of incident
radiation result in different absorbed radiation. Hence, this equation needs to be solved three times,
once for each component of the radiation; beam, diffuse, and ground reflected. Also, the
transmittance still needs to be determined as a function of the cover type, the number of covers,
and the angle of incidence. The needed formulas and figures to determine them can be found in
several resources, such as reference [10].
Moving to the heat loss term in the fundamental equation, the key parameter here is the
overall heat loss coefficient (𝑈𝐿 ) which accounts for all heat losses from the solar collector. It is
common to perform this analysis on different parts of the system and combine them together at the
end. This superposition method can be stated algebraically as
𝑈𝐿 = 𝑈𝑡𝑜𝑝 + 𝑈𝑏𝑜𝑡𝑡𝑜𝑚 + 𝑈𝑒𝑑𝑔𝑒.

(3.12)

This equation simply states that the total overall heat transfer coefficient for the entire panel equals
the sum of the bottom, top, and edge overall heat transfer coefficients. The bottom and edge overall
heat transfer coefficients can be found as
𝑈𝑏𝑜𝑡𝑡𝑜𝑚 =

𝑘
𝐿

(3.13)

and
𝑈𝑒𝑑𝑔𝑒 =

𝑘
𝐴𝑒𝑑𝑔𝑒 𝐿
𝐴𝑠𝑝

,

(3.14)

where 𝑘 is the material thermal conductivity, 𝐿 is the length, 𝐴𝑒𝑑𝑔𝑒 is the edge area, and 𝐴𝑠𝑝 is the
collector surface area. The edge and bottom loss happen because of conduction, while the top loss
happens by convection and radiation, which complicates its calculation. The top loss overall heat
transfer coefficient is

𝑈𝑡𝑜𝑝 =

𝑁𝑐
𝑇𝑝𝑚 − 𝑇𝑎 𝐸 𝐶
(
) 𝑇
𝑝𝑚
( 𝑁𝑐 + 𝑓

+

1
ℎ𝑤

−1

)

+

𝜎(𝑇𝑝𝑚 + 𝑇𝑎 )(𝑇𝑝𝑚 2 + 𝑇𝑎 2 )
.
2𝑁𝑐 + 𝑓 − 1 + 0.133𝜀𝑝𝑙
1
+
− 𝑁𝑐
𝜀𝑔𝑙
𝜀𝑝𝑙 + 0.00591𝑁𝑐 ℎ𝑤
(3.15)

The heat transfer coefficient for roof-mounted panels is found using
ℎ𝑤 = 𝑚𝑎𝑥 [5,

8.6 ∀0.6
ℎ𝑜𝑢𝑠𝑒
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𝐿𝑐 0.4

],

(3.16)

where 𝐿𝑐 and ∀ are the characteristic length and the volume of the house, respectively. The
quantities 𝑓 and 𝐶 are functions of the convective heat transfer coefficient (ℎ𝑤 ) and the panel’s tilt
angle, respectively, so both quantities can be found easily. 𝑁𝑐 is the number of glass covers, 𝜀 is
emittance, 𝜎 is Stefan-Boltzmann constant, and 𝑇𝑎 is the ambient temperature. All of these
quantities are known except the mean plate temperature (𝑇𝑝𝑚 ) and 𝐸 which is a function of the
mean plate temperature. An iterative solution is required to obtain the plate mean temperature.
What is left in the fundamental equation is the fluid inlet temperature (𝑇𝑠𝑝,𝑖𝑛 ), which is
known, and 𝐹𝑅 , which is the heat removal factor. The heat removal factor accounts for temperature
changes along the length and width of the collector and it is determined as
𝑚̇ℎ 𝐶𝑝,ℎ
𝐴𝑠𝑝 𝑈𝐿 𝐹 ′
𝐹𝑅 =
{1 − 𝑒𝑥𝑝 (−
)} .
𝐴𝑠𝑝 𝑈𝐿
𝑚̇ℎ 𝐶𝑝,ℎ

(3.17)

The mass flow rate (𝑚̇ℎ ) and the specific heat (𝐶𝑝,ℎ ) are known. 𝐹 ′ is the collector efficiency
factor and can be found as
𝐹′ =

1
𝑈𝐿
1
1
1
𝑊{
+
+𝐶 }
[𝐹(𝑊
)
]
ℎ
𝜋𝐷
𝑈𝐿
− 𝐷𝑖 + 𝐷𝑖
𝑏
𝑓𝑖
𝑖

,

(3.18)

where 𝐷𝑖 , 𝑊, and 𝐶𝑏 are the tube diameter, width, and bond conductance, respectively. 𝐹 is the fin
efficiency and can be calculated from the absorber plate and fluid tube geometry.
The process of solving the fundamental equation is iterative in nature. The plate mean
temperature is first guessed to find the useful energy. The useful energy is then used to find the
plate mean temperature. This process is followed until the plate temperature converges. Then the
solar panel fluid outlet temperature can be found as
𝑇𝑠𝑝,𝑜𝑢𝑡 = 𝑇𝑠𝑝,𝑖𝑛 +

𝑄̇𝑠𝑝
𝑚̇ℎ 𝐶𝑝,ℎ

(3.19)

Any interested reader should refer to reference [1] for in depth details of the analysis. This is the
original work that was modified for use here.

3.4. HEAT EXCHANGER
A crossflow heat exchanger with no mixing is used for this project. The water-glycol flow
on the panel side and the air flow on the house side are perpendicular to each other and do not mix.

24

The size of the heat exchanger is determined by setting the dimensions of the three sides of the
heat exchanger, as shown in Figure 3.3.

Figure 3.3: Crossflow with no mixing type heat exchanger [1].

Analyzing heat exchangers can be done using two methods: the logarithmic mean
temperature difference (LMTD) method or the effectiveness-number of transfer units
(effectiveness- NTU) method. LMTD is preferred when the inlet and outlet temperatures of the
fluids are known, while the effectiveness-NTU method is preferred otherwise. Hence, the
effectiveness-NTU method is the one used in this work since neither of the fluids’ outlet
temperatures are known.
A heat exchanger, as the name implies, transfers heat between two different fluids at
different temperatures. The heat transferred rate can be obtained from either perspective, the cold
fluid or the hot fluid. The heat gain for the cold fluid equals the heat loss from the hot fluid as
given by
𝑄̇ℎ𝑥 = 𝑚̇ℎ 𝑐𝑝,ℎ (𝑇𝑠𝑝,𝑜𝑢𝑡 − 𝑇ℎ𝑥,𝑜𝑢𝑡 )
= 𝑚̇𝑐 𝑐𝑝,𝑐 (𝑇ℎ𝑜𝑢𝑠𝑒,𝑖𝑛 − 𝑇ℎ𝑜𝑢𝑠𝑒,𝑠𝑒𝑡 ).

(3.20)

Since neither of the outlet temperatures or heat exchanger heat transfer rates are known, another
formula is required to determine these quantities. The heat exchanger effectiveness provides a
formula that can be solved directly to find the heat transfer rate using inlet temperatures,
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𝑄̇ℎ𝑥 = 𝜀ℎ𝑥 cmin (𝑇𝑠𝑝,𝑜𝑢𝑡 − 𝑇ℎ𝑜𝑢𝑠𝑒,𝑠𝑒𝑡 ).

(3.21)

In order to solve this equation, the effectiveness of the heat exchanger (𝜀ℎ𝑥 ) needs to be
found. The effectiveness is a measure of the performance of the heat exchanger. In scientific
language, it is the ratio of actual heat transfer rate to the maximum heat transfer rate possible,
𝑄̇ℎ𝑥
.
𝑄̇𝑚𝑎𝑥

𝜀ℎ𝑥 =

(3.22)

The maximum heat transfer rate possible is restrained by both fluids’ inlet temperature and the
minimum of the two fluid’s heat capacities (cmin ), which is its specific heat multiplied by its flow
rate. The maximum possible heat transfer rate is
𝑄̇𝑚𝑎𝑥 = 𝑐𝑚𝑖𝑛 (𝑇𝑠𝑝,𝑜𝑢𝑡 − 𝑇ℎ𝑜𝑢𝑠𝑒,𝑠𝑒𝑡 ).

(3.23)

For the case of a crossflow, no mixing, single pass heat exchanger, the effectiveness is calculated
as
𝜀ℎ𝑥 = 1 − 𝑒𝑥𝑝 {

𝑁𝑇𝑈 0.22
[𝑒𝑥𝑝[−𝐶𝑟(𝑁𝑇𝑈)0.78 ] − 1] − 1} ,
𝐶𝑟

(3.24)

where
𝐶𝑟 =

𝑐𝑚𝑖𝑛
.
𝑐𝑚𝑎𝑥

(3.25)

In this equation cmax is the maximum heat capacity of the two fluids. The number of thermal units
(NTU) is a quantity that describes the geometry of the heat exchanger,
𝑁𝑇𝑈 =

𝑈𝐿,ℎ𝑥 𝐴ℎ𝑥
,
𝑐𝑚𝑖𝑛

(3.26)

where 𝐴ℎ𝑥 is the heat transfer area, and 𝑈𝐿,ℎ𝑥 is the overall heat transfer coefficient for the heat
exchanger. The 𝑈𝐿,ℎ𝑥 value is found by considering a resistive network between the two fluids in
the heat exchanger and including the effect of the heat exchanger walls where heat is transported
by convection between the fluids and the wall, and by conduction in the wall. The effects of fins
can be included in 𝑈𝐿,ℎ𝑥 as well. For the chosen heat exchanger, the overall heat transfer coefficient
is
𝑈𝐿,ℎ𝑥 =

1
𝑅𝑡𝑜𝑡𝑎𝑙 𝐴𝑤

where the total resistance can be found from
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,

(3.27)

1

𝑅𝑡𝑜𝑡 =

1
1
𝑅𝑏𝑎𝑠𝑒,𝑔

+

+ 𝑅𝑤 +

1
𝑅𝑓𝑖𝑛,𝑔

1

.

(3.28)

1
1
+
𝑅𝑏𝑎𝑠𝑒,𝑙 𝑅𝑓𝑖𝑛,𝑙

The equations for calculating the resistance terms and more details can be found in reference [1].
This model was created in reference [1] and no significant changes were made to the model besides
having it coupled with the other parts of the solar heating system model.

3.5. STORAGE TANK
The storage used in this work is a cylindrical shaped, insulated, sensible heat storage tank
that is buried in the ground. A CFD computer code developed by reference [2] for unsteady, twodimensional flow between flat parallel plates is the starting point for this work. This CFD code
was written for a Cartesian coordinate system and was changed to a cylindrical coordinate system
as part of this project. A cylindrical coordinate system is used because a cylindrical storage tank
is being used. The tank being used has a small entrance pipe coming into the cylindrical tank at
one end and a small exit pipe leaving the tank at the other end. The entrance and exit pipes are
located along the axis of the tank. This is probably not the best location for them, but due to
modeling limitations this is done. To get seasonal storage the diameter of the tank needs to be
large. The other major change applied to the inherited CFD code is the inclusion of many regions
of materials into the code. The inherited code only analyzed the fluid passing through the duct. In
this project the fluid, the tank walls, the insulation on the tank walls, and the ground need to be
included in the computational domain for the temperature field calculation. Lastly, a crude
turbulence model was added to this CFD code.

3.5.1. Flow Equations
The fundamental equations that govern any continuum fluid and heat flow problem for
Newtonian fluids are the Navier-Stokes equations. The Navier-Stokes equations are comprised of
the three well-defined conservation equations:
conservation of mass
𝜕𝜌
+ ∇ ∙ (𝜌𝑢
⃗ ) = 0,
𝜕𝑡
conservation of momentum
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(3.29)

𝜕(𝜌𝑢
⃗)
+ 𝛻⃗ ∙ (𝜌𝑢
⃗𝑢
⃗ ) = −𝛻⃗𝑝 + 𝛻⃗ ∙ (𝜇𝛻⃗ 𝑢
⃗ ),
𝜕𝑡

(3.30)

𝜕(𝜌𝐶𝑣 𝑇)
⃗ 𝑇).
+ ⃗∇ ∙ (𝜌𝑢
⃗ 𝐶𝑝 𝑇) = ⃗∇ ∙ (𝑘∇
𝜕𝑡

(3.31)

conservation of energy

While some only include the conservation of mass and conservation of momentum equations in
the name Navier-Stokes, in this work the conservation of energy equation is included in this name.
The Navier-Stokes equations are of extreme importance in fluid and heat flow analyses. Due to
the difficulty of solving these equations analytically for real-life scenarios, numerical techniques
are used to obtain accurate results for any problem. There are several numerical techniques
available for solving the Navier-Stokes equations. For this work, the finite volume method (FVM)
is implemented. The FVM discretizes the governing equations and transforms them into a set of
linear algebraic equations which can be solved by trial and error methods. In the FVM, the
geometrical region over which the analysis is being undertaken is broken into small elements
called control volumes. One algebraic equation is written for each control volume. Figure 3.4
shows a schematic of FVM discretization.

Figure 3.4: FVM grid.
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The algorithm used for dealing with the coupling between the conservation of mass
equation and the momentum equation is called SIMPLE. SIMPLE stands for semi-implicit method
for pressure linked equations and this technique is thoroughly presented in reference [42]. Since
the conservation of mass and momentum equations are coupled to one another, they need to be
solved simultaneously. In our two-dimensional case there are two momentum equations and one
conservation of mass equation. There is one conservation of momentum equation in the axial
direction and one in the radial direction. The two momentum equations are solved for the radial
and axial velocities and the conservation of mass equation is solved for the pressure. While there
are no pressures in the conservation of mass equation as shown in Equation (3.29), conservation
of mass can be recast in terms of pressures. This provides three equations for three unknowns and
is solvable using the SIMPLE algorithm. Since material properties are taken to be independent of
temperature and buoyancy effects are not included, the conservation of energy equation is solved
after the velocity and pressure fields are fully converged. A detailed flow chart of the SIMPLE
procedure for solving the flow and temperature fields in the tank is shown in Figure 3.5. The lefthand side of this flow chart details the solution of the velocity fields and pressure field. The righthand side shows the solution of the temperature field. Since the same steady state velocity fields
are used for all time steps, the left-hand side of this flow chart is performed only once at the start
of the simulation and the steady state velocities are saved. Even though the simulation has the
ability to perform transient fluid flow calculations, this was not done due to excessive
computational times. Steady state velocity and pressure fields are calculated once at the start of
the simulation and then passed to the temperature field calculation shown on the right-hand side
of the flow chart. Temperature calculations are performed at every time step whether flow is going
through the tank or not. Without flow, the fluid in the tank is still cooling because conduction heat
transfer is still occurring. The temperatures in the tank from the end of the prior time step are used
as starting temperatures for the present time step. The temperature fields in the tank undergo
continuous change from time zero to the end of the simulation period.
A fully implicit technique is used to deal with the unsteady nature of this problem. This
means the time steps can be made as large as desired without introducing instabilities into the
simulation. Of course, to obtain accurate results the time step needs to be kept below a certain size.
Using an implicit technique means all temperatures in the algebraic equations, except the previous
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time step temperature values used to discretize the unsteady term, are unknown. The resulting
algebraic equations are solved by trial and error techniques.

Figure 3.5: Flow chart of the SIMPLE algorithm as applied in this project.
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Appropriate boundary and initial conditions are used on all equations being solved. All
velocities at the walls are taken to be zero and the radial derivatives of the velocities are set to zero
along the centerline of the cylinder. At the inlet, the radial velocities are taken to be zero and the
axial velocities are set to a specified value based on the input mass flow rate and the cross-sectional
area of the inlet tube. At the exit, the radial velocities are again set equal to zero and the rate of
change of the axial velocities with respect to the axial direction are set equal to zero. This is
somewhat of an artificial boundary condition, but it is the best that can be done without moving
this boundary condition further downstream. Initial velocity values were all set to zero. All
temperature boundary conditions are set to specified values except along the centerline. Along the
centerline the derivative of the temperature in the radial direction is set to zero. Initial temperatures
were taken to be equal to the undisturbed ground temperature throughout the computational
domain.

3.5.2. Geometry
A nice aspect of the Patankar [42] formulation of the FVM is the geometry effects tend to
be isolated in the face areas and volumes of the individual control volumes. This means that the
equations
2 ),
𝐴𝑥 = 𝜋 (𝑟𝑖2 − 𝑟𝑖−1

(3.32)

𝐴𝑟 = 2𝜋𝑟 ∆𝑥,

(3.33)

∀𝑥 = 𝐴𝑥 ∆𝑥.

(3.34)

and

need to be substituted in for the Cartesian control volume areas and volumes. This was
done to convert the Cartesian code to two-dimensional cylindrical coordinates.
To go from a Cartesian geometry to a cylindrical geometry a symmetry boundary condition
had to be implemented. This was done by changing the boundary condition at 𝑟 = 0 to a
symmetry boundary condition. The 𝑥-direction used in the code of reference [2] was transformed
into the axial direction in the cylindrical version of the code and the y-direction was transformed
in to the radial direction.
A more difficult change that needed to be made to the CFD code was to introduce several
regions into the computational grid for the temperature calculation and only the region within the
tank for the fluid calculation. Except for the inlet and exit tubes, fluid flow only exists in the tank.
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The rest of the computational regions are composed of solids. Flows in the inlet and exit tubes are
set to fixed axial velocities and the radial velocities are set to zero. This means there are two
computational grids being used for these calculations, one for the velocity and pressure fields
inside the tank and one for the temperature fields in the tank, in the tank walls, in the insulation,
in the ground, and in the inlet and exit tubes. In this work, a tank wall region, an insulation region,
a ground region, and inlet and exit flow tubes were added to the CFD code obtained from reference
[2]. The continuity equation and momentum equations are only solved for the fluid inside the tank.
To bring the fluid from the edges of the computational domain to the tank, entrance and exit pipes
are added to the computational domain. Velocity profiles in the pipes are assumed to be fixed and
fluid flow CFD calculations are not performed in these pipes. For the inlet pipe, a uniform velocity
profile is used and for the exit pipe, the velocity profile coming from the tank is used.
The different regions in the temperature computational domain are shown in Figure 3.6
which is a cross section of the entire computational domain parallel to the axial direction. Figure
3.7 shows a cross section of the computational domain perpendicular to the axial direction. The
blue regions in these plots show the inlet and exit tubes. These tubes have a small radius and are
not shown to scale in Figure 3.6. In fact, none of the regions in these figures are drawn to scale.
The fluid inside the tank is the gray region. The green region is the tank wall, the yellow region is
the tank insulation, and the purple region is the ground. The velocity and pressure calculations are
done over the gray region only, while the temperature calculations are done over all regions shown
in Figures 3.6 and 3.7. The grid points and control volumes shown in Figure 3.6 and Figure 3.7
provide the reader with a visual representation of the discretization of the computational domain
and the different regions that exist.
The CFD code obtained from reference [2] solved all three conservation equations over a
uniform fluid region. Only one material existed and thus only one region was required. Many
regions had to be added to model the storage tank as used in this work. This took a good deal of
computer code additions. Velocities from the velocity and pressure grid had to be transferred to
the temperature grid. This required a change in index numbering and some interpolations. Care
had to be exercised so that all region boundaries fell on control volume boundaries. Since
structured grids are used, grid point spacing dictated by one region had to run through other
regions. Making sure the correct material properties were assigned to the correct regions was also
a time consuming process. All regions shown in Figure 3.6 have their own distinctive thermal
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Figure 3.6: Horizontal cross-sectional grid layout.

Figure 3.7: Vertical cross-sectional view of the tank grid layout.
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properties. At grid points adjacent to region boundaries, thermal conductivities are found by using
harmonic means. Other properties that are required at the control volume faces that lie on region
boundaries use linear averages. The altered computer code has the ability to change dimensions
for any region and to change properties of any region. The reader should note that the grids shown
Figures 3.6 and 3.7 are much coarser than those that are actually used in the simulations.

3.5.3. Nonuniform Grids
Using nonuniform control volumes, or unequal grid spacing, is useful for obtaining
accurate results while keeping reasonable computational times. For example, if 𝑛 control volumes
are used, focusing these control volumes in the more sensitive regions of the computational domain
results in better accuracy with the same number of control volumes. In this work, this capability is
employed in every one of the regions shown in Figures 3.6 and 3.7 to get more-dense control
volumes in locations where dependent variables change over short distances. Control face
locations are obtained using
𝑋𝑚 (𝑖)
𝑖 − 2 𝑛𝑜
=(
) ,
𝑋𝑚 (𝑙)
𝑙−2

(3.35)

where 𝑋𝑚 (𝑖) is the location of the control volume face 𝑖 and 𝑋𝑚 (𝑙) is the location of the last control
volume face 𝑙. Essentially 𝑋𝑚 (𝑙) is the length of the computational domain in the direction of
interest. The symbol 𝑋𝑚 is being used in Equation (3.35), but 𝑋𝑚 can be replaced by 𝑅𝑚 for the
radial direction and the same equation used. The quantity 𝑛𝑜 is an exponent that changes whether
the control volumes are smaller for positions close to the left or right boundary. Setting 𝑛𝑜 = 1
provides uniform control volumes throughout the computational region, setting 𝑛𝑜 < 1 provides
expanding control volumes with distance, and setting 𝑛𝑜 > 1 provides shrinking control volumes
with distance. The further 𝑛𝑜 deviates from one the more nonuniform the control volume spacing
becomes. Equation (3.35) provides an easy method for setting up nonuniform grids.

3.5.4. Turbulence Model
For big tanks with small inlets, accounting for turbulence is a necessity in the modeling of
thermal energy storage. Turbulence forces the fluid entering the large tank from a small pipe to
move in the radial direction and mix with the bulk of fluid in the tank. With only laminar flow
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present, little mixing occurs and thermal energy from the inlet stream does not make it to the outer
radial locations of the tank in reasonable time frames.
With so many published turbulence models ranging from simple to complex, from less
accurate to more accurate, choosing a model to use for thermal energy storage becomes more of a
compromise between accuracy and simulation time. For the sake of this work, and because the
flow characteristics inside the tank are not our first priority, the Boussinesq approximation coupled
with Prandtl’s mixing length model for an axisymmetric jet is used [43]. The Boussinesq
approximation models the turbulent shear stresses (𝜏𝑡𝑢𝑟𝑏 ) like laminar shear stresses [44],
𝜏𝑡𝑢𝑟𝑏 = 𝜇𝑡𝑢𝑟𝑏,ℎ

𝜕𝑢̅
.
𝜕𝑟

(3.36)

The velocity gradient shown in this equation is the change of the axial flow with respect to the
radial position. The eddy or turbulent viscosity (𝜇𝑡𝑢𝑟𝑏,ℎ ) is found by invoking Prandtl’s mixing
length theory for free axisymmetric jets as
𝜇𝑡𝑢𝑟𝑏,ℎ = .0062 𝜌ℎ 𝛿 ∗ 𝑢̅𝑟=𝑜 ,

(3.37)

where 𝛿 ∗ is the jet width at a given axial location and 𝑢̅𝑟=𝑜 is the average axial velocity at the
centreline. Half the jet width is taken as the radius where the average axial velocity reaches 10%
of the centreline velocity. While iterating to solve for velocity, if the Reynold’s number of the pipe
exceeds 2300, the turbulence model gets activated. The turbulent viscosity is added to the
molecular or laminar viscosity (𝜇𝑙𝑎𝑚,ℎ ) to give the viscosity used in the flow field calculations
(𝜇ℎ ),
𝜇ℎ = 𝜇𝑙𝑎𝑚,ℎ + 𝜇𝑡𝑢𝑟𝑏,ℎ .

(3.38)

For the temperature field calculations, the effects of turbulence are placed in the thermal
conductivity. Essentially the same thing is done for the thermal calculations as was done for the
velocity calculations; turbulence effects are handled by adjusting the appropriate diffusion
coefficient. In the case of velocity calculations this diffusion coefficient is the viscosity; in the case
of temperature calculations this diffusion coefficient is the thermal conductivity. Thus, the thermal
conductivity used in temperature field calculations (𝑘ℎ ) is
𝑘ℎ = 𝑘𝑙𝑎𝑚,ℎ + 𝑘𝑡𝑢𝑟𝑏,ℎ ,

(3.39)

where 𝑘𝑙𝑎𝑚,ℎ is the molecular or laminar conductivity and 𝑘𝑡𝑢𝑟𝑏,ℎ is eddy or turbulent thermal
conductivity. The turbulent thermal conductivity is obtained from the turbulent Prandtl number,
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𝑘𝑡𝑢𝑟𝑏,ℎ =

𝜇𝑡𝑢𝑟𝑏,ℎ 𝐶𝑝,ℎ
,
𝑃𝑟𝑡𝑢𝑟𝑏,ℎ

(3.40)

where the turbulent Prandtl number relation used is [45]
𝑃𝑟𝑡𝑢𝑟𝑏,ℎ = 0.91 + 0.13 𝑃𝑟ℎ0.545 .

(3.41)

3.5.5. Performance Parameters
A number of heat transfer rate values are desired to assess the performance of the tank. This
subsection will present the equations required to get these heat rates. The first heat rate desired is
the rate of heat being lost through the walls of the tank to the ground (𝑄̇𝑤 ). Any heat leaving the
fluid in the tank through the walls of the tank eventually goes to the ground. If this rate of heat loss
becomes too large, more insulation needs to be added to the tank. Once the temperature field has
been determined, the rate of heat lost from the fluid in the tank to the ground is determined by
𝐽

𝐼

𝐽

𝑄̇𝑤 = 𝑘𝑎𝑣𝑔 [∑(𝑇𝑓,𝑖 − 𝑇𝑤,𝑖 ) + ∑(𝑇𝑓,𝑗 − 𝑇𝑤,𝑗 ) + ∑(𝑇𝑓,𝑗 − 𝑇𝑤,𝑗 )] .
𝑖=1

𝑗=1

(3.42)

𝑗=1

Only one grid subscript is shown on each temperature in this equation even though this is a twodimensional problem. This can be done because the 𝑓 subscript means the temperature in the fluid
at the grid point adjacent to the wall. The 𝑤 subscript means the temperature in the wall at the grid
point adjacent to the fluid. The summation indexes 𝑖 and 𝑗 refer to the grid points in the axial and
radial directions, respectively. While the indexes 𝐼 and 𝐽 refer to the total number of grid points in
any region. In Equation (3.42) they refer to the total number of axial and radial grid points,
respectively, in the fluid region. The quantity 𝑘𝑎𝑣𝑔 is the harmonic mean thermal conductivity at
the interface between the two materials. This equation simply sums the heat losses through the two
tank end walls and side wall. Conduction heat transfer between any two regions in the
computational domain can be found with similar types of equations. For this work there is only
interest in the energy being lost from the fluid in the tank to the ground.
The net rate of energy flowing into the tank with the working fluid (𝑄̇𝑓 ) at a given timestep
can be found by knowing the bulk temperature of the fluid coming into the tank (𝑇𝑇,𝑖𝑛 ) and the
bulk temperature of the fluid leaving the tank (𝑇𝑇,𝑜𝑢𝑡 ). Using these temperatures, the net rate of
thermal energy deposited into the tank is
𝑄̇𝑓 = 𝑚̇ℎ 𝐶𝑝,ℎ (𝑇𝑇,𝑖𝑛 − 𝑇𝑇,𝑜𝑢𝑡 ).
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(3.43)

This equation provides a positive energy storage rate when the temperature of the fluid entering
the tank is higher than what is leaving at the outlet. Since the temperature is taken as uniform
entering the tank, the bulk temperature is equal to the inlet temperature. At the exit from the tank,
there is a temperature distribution and the bulk temperature at the exit is found from
𝑅

𝑇𝑇,𝑜𝑢𝑡 =

∫0 𝑇 𝜌ℎ 𝑢 𝐶𝑝,ℎ 𝑇 𝑑𝑟
𝑅

∫0 𝑇 𝜌ℎ 𝑢 𝐶𝑝,ℎ 𝑑𝑟

,

(3.44)

where 𝑅𝑇 is the inside radius of the tank.
The rate of thermal energy accumulated in the tank should equal the difference between
net thermal energy flowing into the tank and energy lost through the wall,
𝑄̇𝑎𝑐𝑐𝑢 = 𝑄̇𝑓 − 𝑄̇𝑤 .

(3.45)

Another method for determining energy accumulation is
𝑄̇𝑎𝑐𝑐𝑢 =

∑𝑁 𝜌ℎ ∀𝑛 𝐶𝑝,ℎ (𝑇𝑡 − 𝑇𝑡−1 )
Δ𝑡

(3.46)

where 𝑁 is the total number of control volumes in the tank. Equation (3.46) is used in this work to
determine the energy accumulation rate in the tank. This allows energy balances to be used as a
check on the simulation. The temperatures 𝑇𝑡 and 𝑇𝑡−1 are the control volume temperatures at the
present time step and the prior time step, and Δ𝑡 is the time step size. An energy balance of the
tank is verified by satisfying Equation (3.45).
The assumption of constant system parameters over any time step entails having energy
stored in the pipes connecting the components of the system. This is a deleterious effect of the
pseudo-steady state calculation used. This deleterious effect can be minimized in time integrated
quantities by using small time steps. Results will be shown in the next chapter that this effect has
been made small for time integrated quantities relative to the other heat flows in the system.
However, to obtain an energy balance at any given time step, this deleterious heat storage must be
calculated. In this project, this deleterious heat storage is called energy storage in the pipes. This
heat storage in the pipes is calculated as
𝑄̇𝑝 = 𝑚̇ℎ 𝐶𝑝,ℎ (𝑇ℎ𝑥,𝑜𝑢𝑡,𝑡 − 𝑇ℎ𝑥,𝑜𝑢𝑡,𝑡−1 ).

(3.47)

The heat exchanger outlet temperature is used as the location to calculate this quantity as it is
where the cycle calculations transition from one timestep to another. Equation (3.47) is nothing
more than calculating the energy associated with storing one-timestep worth of mass flow between
different timesteps.
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An energy balance of the overall solar heating system is found by adding the energy inflows
and subtracting the energy outflows,
𝐸𝑛𝑒𝑟𝑔𝑦 𝐵𝑎𝑙𝑎𝑛𝑐𝑒 = 𝑄̇𝑠𝑝 − 𝑄̇ℎ𝑥 − 𝑄̇𝑎𝑐𝑐𝑢 − 𝑄̇𝑤 − 𝑄̇𝑝 .

(3.48)

This equation shows that there is only one place where energy enters the system; that is through
the solar panels. This energy is purposefully distributed from the system in the heat exchanger by
which it is delivered to the home. It is also purposefully stored in the tank for times when the solar
panels do not provide enough energy to heat the home. An undesirable energy loss from the system
occurs in the storage tank in that heat is lost through the walls to the ground. A deleterious energy
storage that is minimized by using small time steps is the energy stored in the pipes. If this solar
heating system simulation is working properly Equation (3.48) should provide an
𝐸𝑛𝑒𝑟𝑔𝑦 𝐵𝑎𝑙𝑎𝑛𝑐𝑒 value of zero within the convergence criteria used. This is the case in this work.
A key parameter of overall system performance is the solar fraction (𝑆𝐹). The solar
fraction is the ratio of energy delivered to the house over a given time period (𝑄ℎ𝑥 ) divided by the
home’s heating demand (𝐷𝑡𝑜𝑡 ) for that same time period,
𝑆𝐹 =

𝑄ℎ𝑥
.
𝐷𝑡𝑜𝑡

(3.49)

The reader should notice that both of these quantities are energies and not rates of energy flows,
there is no dot above the quantities in these equations. For this work, a period of one year is used
to determine the solar fractions. Sometimes the solar fraction can be defined as the ratio of energy
transferred to the house directly from the solar array to meet heating demand, this definition is not
used here because it is a poor way of describing a system with energy storage. The solar fraction
includes all energy transferred to the house divided by what is needed.

3.6. SYSTEM OPERATION
3.6.1. Coupling the Components
As mentioned earlier, the two MATLAB computer programs developed by prior Wright
State students were merged together to form the solar heating code used in this work. A number
of changes had to be made to these computer codes which required a good deal of work. A good
deal of work was also done to get these computer codes to work together. Both of these computer
codes were subdivided into a number of individual functions and variables were passed between
the different functions by declaring them global variables or passing them as arguments of the
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function. Subdividing the two computer codes into several functions saved a good deal of
computational time. Certain parts of these codes only need to be executed once, while other parts
needed to be executed for every time step. The two original codes were separated into functions
based on this condition. Separation into functions was also done based on the task to be performed.
Separating the velocity and pressure field calculation from the temperature field calculation in the
CFD code provided large computational time savings. As mentioned above the velocity field is
only calculated once and used for all time steps for which fluid is flowing through the storage tank.
When fluid is not flowing through the storage tank the velocities are all set to zero. Using steady
state velocity profiles in the storage tank is approximate, but not a bad approximation. The velocity
fields in the tank reach steady state well before the temperature fields. Essentially the temperature
field never reaches a steady state condition and temperatures are solved at every time step. The
solar heating code developed in this work is a steady velocity simulation with unsteady heating
and temperature calculations.
The solar heating code can operate using any size time step. Normally solar energy
simulations use one-hour time steps because measured solar insolation data on a horizontal service
are for one hour. As mentioned earlier, this causes problems with pipe storage issues which are a
function of the time step used in the cycle analysis. For this reason, the solar heating code can use
any time step less than one hour. In this work a time step of one sixth of an hour was used. This
minimizes the pipe thermal storage issue and provides better results. The fluid flow calculation in
the storage tank can and does use a time step different than the cycle analysis. This causes no
difficulties because steady state velocities are solved for once at the beginning of the system
simulation.
For the storage tank, temperatures from one time step are transferred to the next time step.
For a single time step, the temperatures from one component are fed into the next component. Inlet
temperatures to the storage tank come from the prior time step outlet temperatures from the heat
exchanger. Inlet temperatures to the solar panel come from the same time step’s bulk exit
temperature from the storage tank. The inlet temperature to the heat exchanger is the same time
step’s outlet temperature from the solar collector. If a component is bypassed, the outlet
temperature of the prior unit is used as the inlet temperature for the component downstream of the
bypassed component. Conditions for bypassing a component are given in the next subsection.
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Initially, all temperatures in the loops start at the ground temperature for the location, as obtained
from averaging the outdoor air temperature over one year using the TMY3 data.

3.6.2. System Control
Properly controlling the bypass valves across the different devices in the system can affect
performance. Therefore, a logical control methodology is needed to ensure maximum efficiency
of operation. In the solar heating system studied in this work and shown in the cycle diagram given
in Figure 3.1, there are three components: storage tank, solar panel, and heat exchanger. Each of
these components has its own value that can be set to allow working fluid to pass through the
component or bypass it. This means there are two possible flow paths for each component. If each
of three components has two possible flow paths, the cycle has a total of eight possible flow
configurations. These eight different flow paths are shown below with a numbering convention
starting with the tank and ending with the heat exchanger. The first number represents the flow
path taken at the tank, the second number represents the flow path taken at the solar collector, and
the third number represents the flow path taken at the heat exchanger. A one means the flow goes
through the component and a zero means it bypasses the component. The eight different flow paths
the system can have at any time step are:
1.
2.
3.
4.
5.
6.
7.
8.

path 111 is through tank, through panel, and through heat exchanger,
path 110 is through tank, through panel, and bypass heat exchanger,
path 101 is through tank, bypass panel, and through heat exchanger,
path 011 is bypass tank, through panel, and through heat exchanger,
path 100 is thorough tank, bypass panel, and bypass heat exchanger,
path 010 is bypass tank, through panel, and bypass heat exchanger,
path 001 is bypass tank, bypass panel, and through heat exchanger, and
path 000 is bypass tank, bypass panel, and bypass heat exchanger.

A flow chart of the full control methodology used in this work is shown in Figure 3.8. In
this figure the number in parentheses indicates which path is taken, and it aligns with the naming
convection discussed above. The ultimate goal of operating the solar heating system is to deliver
the most heat to the home. This is the primary guiding principle of the decision-making process.
This principle dictates that as much energy as possible should be collected by the solar panels. The
more energy collected, the more that is available to heat the home. It will also be assumed that
whenever thermal energy is available to meet heating demand in the home, it is used to heat the
home. There does not seem to be a reason to store thermal energy when it is needed to heat the
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Figure 3.8: Flowchart of the control methodology.
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home. If auxiliary energy sources could be obtained at a lower price at certain times of the day,
then hoarding energy for release at times of high auxiliary energy costs would be beneficial. In
this work, it is assumed that energy has the same cost no matter the time of day or the time of year.
Another reason for not hoarding energy is that the tank is continuously losing energy to the ground.
Thus, you never get as much energy out of the tank as you put in.
Under these guidelines, whenever the temperature of the working fluid at the inlet of the
heat exchanger is greater than the indoor air temperature of the home and there is a demand for
heating, the working fluid is run through the heat exchanger. When the heat exchanger inlet fluid
temperature is less than the indoor air temperature, the heat exchanger control valve is set so the
working fluid bypasses the heat exchanger. If the working fluid were made to pass through the
heat exchanger with a lower temperature than the indoor air temperature, it would extract heat
from the home. The second condition that causes the working fluid to bypass the heat exchanger
is if there is no heating demand.
The control of working fluid flow through the tank is more complicated than that of the
heat exchanger. Different scenarios need to be considered. Using the tank at a certain time will
have an effect on the amount of energy transferred to the panel and the fluid temperature in the
coming hours. This occurs because flat solar thermal panels are more efficient at lower inlet
temperatures. However, having the system provide the panel with the lowest possible temperature
will lower the temperature of the working fluid at the inlet to the heat exchanger and reduce heat
supplied to the home. The storage tank has two purposes, charging and discharging. A charging
event is used for storing energy and should be implemented with care so that energy transfer to the
home is not sacrificed. A discharging event is meant to deliver energy to the system or to lower
the inlet temperature to the solar panel. Storing energy in the tank when the inlet fluid is at a higher
temperature than the fluid exiting the tank results in slightly lower working fluid temperatures at
the heat exchanger inlet compared to bypassing the tank. For this reason, the tank is set charged if
the inlet temperature is higher than the fluid leaving the tank and the solar insolation on the panels
is high enough to meet the heating demand in the future time step. Discharging is allowed for
meeting the load whenever the last node temperature in the tank is higher than the tank inlet
temperature. To prevent boiling, the working fluid is forced to go through the tank whenever its
temperature reaches 77 ℃.
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Since the solar panel serves one purpose for this system, capturing electromagnetic energy
from the sun and using it to raise the thermal energy content of the working fluid, the working
fluid goes through the solar panels whenever there is solar insolation sufficient to provide energy
gain to the fluid. When this is not the case, the working fluid bypasses the solar panels. When the
sun is not shining there is no solar insolation, and the working fluid is made to bypass the panels.
When there is a small amount of solar radiation, this decision is harder to make. For this reason,
the useful heat gain of the solar panels is always calculated when there is solar insulation. If the
useful heat gain shows a net loss of energy from the working fluid, the calculation is undone, and
the fluid is made to bypass the solar panels. It is understood that this type of a control strategy
could not be implemented in a real system; however, computationally this can be done and for
purposes of obtaining the most efficient system operation in the simulation, this is done.
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Chapter 4. Chapter 4 Introduction
Results and Discussion

4.1. GRID SURVEY
The number of grid points, or control volumes, needed to represent the storage geometry
is investigated in this section. A higher number of control volumes achieves better accuracy by
solving the governing differential equations on smaller control volumes (more grid points) but its
drawback is the increased simulation time needed for solving the equations. Thus, a grid size that
keeps the simulation time reasonable without substantial loss in accuracy should be used. As
shown in Figures 3.6 and 3.7, the control volumes for the temperature calculations need to cover
the fluid in the tank, the wall of the tank, the insulation wrapped around the tank, and the ground
surrounding the tank. These grid points need to go in the axial and radial directions for the twodimensional calculation being performed here. Hence, a relatively large number of control
volumes are needed to represent the thermal characteristics of the storage unit. For the fluid flow
calculations, a grid is only required for the fluid in the tank. The thermal grid is much larger than
the flow grid because it extends in the walls, insulation, and ground.
This grid study on the tank was performed as part of the entire solar heating system for a
typical case of the results shown latter in this chapter. Performing the grid study of the tank in
conjunction with the solar panel and heat exchanger subjected the tank to changing inlet
temperatures, as it will see in the system calculations. While it would have been possible to perform
these grid surveys independently of the rest of the solar heating system, it was felt that doing them
in conjunction with the system provides more certainty on the gird convergence of the results being
sought in this work.
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The methodology followed to obtain a reasonable grid was individually increasing the
number of control volumes in each of the temperature field regions and studying the effect on the
integrated annual quantities of the tank. First, initial values were chosen for each region based on
its dimensions. In general, more grids were placed in the fluid and fewer girds were placed in the
thin thickness of the tank’s walls. While the ground was the largest region by dimensions, fewer
grids were used in the ground than fluid because of the shallow temperature gradients present here.
It should be noticed that the radius of the inlet and exit pipes is very small relative to the tank
radius. Only two control volumes are used in the inlet and exit tubes in the radial direction, and
thus along the centerline of the tank in the radial direction. To do the grid convergence study, the
number of control volumes for each region were individually doubled holding the other regions at
a constant number of control volumes and studying the effect on two tank energy quantities
integrated over the course of one year. Control volume numbers that provided less than a 2%
change in the integrated quantities compared to the finest grid studied were chosen.
After converging the results for the number of grids in each region, results were converged
for the tank computational domain as a whole. The number of control volumes in each region of
the computational domain was first cut in half, if possible, and then, doubled. The results of these
three whole computational domain grid runs are shown in Table 4.1 so that the reader may assess
whether grid independence has been obtained within acceptable limits for the chosen grid. As
stated in the paragraph above, the number of control volumes needed for the tank, the pipe, the
wall, the insulation, and the ground were examined separately, resulting in the grid shown in the
middle column of Table 4.1, called the chosen grid. This grid was then divided in half providing
the results in the coarse grid column of Table 4.1. Two energy quantities integrated over one year
are used to assess the performance of the grid. These two quantities are the energy lost through the
walls and the energy accumulated in the tank. The percentage change of these integrated quantities
from the coarse grid to the chosen grid is shown in the last two rows of Table 4.1. The difference
in the energy lost through the walls from the two grid solutions is 4.2% and the difference for the
energy accumulated in the tank is 1.7%. One of these numbers is greater than 2%, thus this coarse
grid size was not chosen for computing the rest of the results presented in this chapter. The chosen
grid shows less than a 2% difference in the results when compared to the finer grid. The actual
differences are 1.2% and 0.3%. It is realized that the fine grid is not completely converged and
thus 1.2% convergence cannot be claimed precisely. However, looking at all three of the girds
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studied, 2% convergence in integrated quantities is a reasonable claim. It is recognized that
detailed field quantities, such as the fluid velocities and temperatures will not be converged within
2% at all locations. Such detailed results are not the focus of this study. In this work, the interest
is on the overall performance of the solar heating system. Considering large run time penalty
accompanying the finer grid, the chosen grid shown in Table 4.1 is used for all simulation results
presented in this thesis.

Table 4.1: Tank grid survey.

Tank in Axial Direction (𝑵𝑻,𝒙 )

Number of
Control
Volumes for
Coarse Grid
40

Number of
Control
Volumes for
Chosen Grid
80

Number of
Control
Volumes for
Fine Grid
160

Tank in Radial Direction (𝑵𝑻,𝒓 )

20

40

80

Pipe in Radial Direction (𝑵𝒑,𝒓 )

1

2

4

Wall in Axial Direction (𝑵𝒘,𝒙 )

1

1

2

Wall in Radial Direction (𝑵𝒘,𝒓 )

1

1

2

Insulation in Axial Direction (𝑵𝑰,𝒙 )

1

2

4

Insulation in Radial Direction (𝑵𝑰,𝒓 )

1

2

4

Ground in Axial Direction* (𝑵𝑮,𝒙 )

4

8

16

Ground in Radial Direction* (𝑵𝑮,𝒓 )

4

8

16

4.2%

−

1.2%

1.7%

−

0.3%

Region and Direction

Percentage difference of energy lost to
ground with respect to the chosen grid
Percentage difference of energy
accumulated in tank with respect to
the chosen grid

* Non-uniform grid is employed with 𝑛𝑜 = 0.25 so the control volumes expand away from the tank.

4.2. TIMESTEP SURVEY
A timestep survey was conducted to determine a timestep size that maintains accurate
results while maintaining reasonable computational times. To do this time step study the entire
solar heating system was simulated. Timesteps effect every component in the system and thus it is
essential that a timestep study be a system study. The conditions for this time step study are shown
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in Table 4.2 and are the same as the solar heating system conditions used in reference [39].
Reference [39] did not present a timestep study and it is believed they used a timestep of one hour.
A one-hour time step is typical in solar energy related calculations, but not believed to be sufficient
for 2% convergence of integrated energy results as the timestep results shown in Table 4.3 of this
thesis indicate. The results in Table 4.3 are for the third simulation year so that ground temperatures
became stable and the effects of the initial temperature settings disappear.
Table 4.2: System parameters used for timestep survey.
General

Location
Solar data
Medium
Mass flow rate

Load

Room temperature
Overall loss conductance

Solar panels

Storage tank

Heat exchanger

Dimensions
Tilt
Efficiency factor
Loss coefficient
Transmittance absorptance
product
Length
Radius
Tank wall thickness
Tank insulation thickness
Soil thickness
Tank wall material
Tank insulation material
Effectiveness
Minimum capacitance rate
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Madison, Wisconsin
TMY data
Water-glycol mixture
𝑘𝑔
0.694
𝑠
18 ℃
333

𝑊
𝐾

7.071 𝑚 𝑥 7.071 𝑚
Latitude
0.95
𝑊
2.78 2 − 𝐾
𝑚
0.75
6.96 𝑚
3.48 𝑚
0.01 𝑚
0.10 𝑚
15.0 𝑚
Polyethylene rigid plastic
Expanded Polyurethane foam
0.4
𝑊
1528
𝐾

Table 4.3: Timestep survey results.
Timestep
60 min.
30 min.
15 min.
10 min.
7.5 min.
3 min.
1 min.
0.5 min.

𝑺𝑭 [-]

𝑸𝒔𝒑 [𝑮𝑱]

𝑸𝒉𝒙 [𝑮𝑱]

𝑸𝒘 [𝑮𝑱]

0.8430
0.8146
0.8039
0.8002
0.7992
0.7927
0.7918
0.7926

132.81
129.60
128.30
127.79
127.57
126.36
126.15
126.27

99.85
96.49
95.22
94.79
94.67
93.89
93.79
93.88

31.63
31.83
31.82
31.76
31.68
31.26
31.15
31.18

The total energy quantities of the panel, the heat exchanger, and the tank wall are used to
determine convergence with respect to time step size. Starting from a one-hour timestep and
decreasing it down to a half-minute timestep, the four quantities shown in the table can be seen to
converge. All integrated energy quantities shown in the table generally decrease when using finer
timesteps except for the half- minute time step which shows a small increase. The one-hour
timestep results differ from the half-minute timestep results by 6.4% for 𝑆𝐹, 5.2% for 𝑄𝑠𝑝 , 6.4%
for 𝑄ℎ𝑥 , and 1.4% for 𝑄𝑤 . The ten-minute timestep results differ from the half minute results by
0.97% for 𝑆𝐹, 1.2% for 𝑄𝑠𝑝 , 0.97% for 𝑄ℎ𝑥 , and 1.9% for 𝑄𝑤 .
To obtain a better visualization of the data presented in Table 4.3, Figure 4.1 shows a plot
of the percentage differences of the integrated quantities with respect to the smallest timestep used.
The solar fraction is not included as it behaves similarly to the heat exchanger energy as the
demand is fixed for all timesteps. As shown in the figure, the quantities are converging with using
finer timesteps, but using a very small timestep such as one minute is not practical due to the high
computational time. The ten-minute timestep provides results that have converged within 2.0% of
the half minute results. Thus, ten minutes was chosen as the one used to generate the results shown
later in this chapter.
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Figure 4.1: Percent difference of energy quantities versus timestep size
with respect to the smallest timestep results.

4.3. COMPARISON STUDY
The closest system found in the literature to the one being simulated in this thesis is the
solar heating system studied by Braun, Klein, and Mitchell [39]. This is the same system
introduced in Chapter 2 and shown in Figure 2.1. It mainly differs from the system considered in
this project in the way the components in the cycle are linked together. In reference [39], there is
no direct connection between the collector and the load, so the collected energy needs to be
transferred to the tank, even if it is needed at the same moment for meeting the load. All home
heating demand is taken from the tank. Also, the tank is a right vertical cylinder instead of a
horizontal cylinder, so the fluid in the tank can stratify based on temperature; however,
stratification could not be maintained due to the high flow rates used. Figure 4.2 shows the results
presented by reference [39] for 21 years of operation, all obtained with actual solar insolation data
for Madison, Wisconsin.
Two years out of the 21 shown in Figure 4.2 are chosen for comparison, these are year
numbers 11 and 20 which have different solar fractions. All system parameters were matched as
well as possible. The inputs used in this comparison are shown in Table 4.2. The load demand and
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solar data were linearly scaled to match the values of the years chosen. The solar data used is TMY
data for Madison, Wisconsin. Reference [39] used solar data for a specific year. This fundamental
solar data is not available to this project. The best that could be done is to scale the TMY data for
each hour using the integrated yearly incident solar energy ratio. The tank insulation was chosen
to match the overall heat loss coefficient provided by reference [39]. The timestep used by
reference [39] to obtain these results is not stated, but it is believed to be one hour. Thus, a onehour timestep is used for the simulations performed with this work’s models.

Figure 4.2: Energy totals for a solar heating system analyzed
by Braun, Klein, and Mitchell [39].
The results from reference [39] and from the model used in this work are shown in Table
4.4. The results of the cases simulated with the model developed in this work are within 4.3% of
what is obtained from reference [39]. Some differences in the results should be expected because
of the differences in the system arrangements. A second reason for the differences in the results
from the two models is the energy left in the tank at the end of the simulation period. In reference
[39] this quantity is not mentioned; however, this can be obtained as the difference between the
yearly energy obtained from the solar panels and the summation of energy transferred to the house
and the energy lost from the tank. This energy calculation indicates that very little energy is left in
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the tank used by reference [39] at the end of the simulation period. For this work there is a
noticeable amount of energy left in the tank at the end of the simulation period. Considering the
differences in the component arrangements and the differences of energy left over in the tank, it is
acceptable to say that the results are in close agreement with one another. These comparisons build
confidence in the model developed as part of this thesis work.

Table 4.4: Comparison study results.
Case

𝑺𝑭

𝑸𝒔𝒑 [𝑮𝑱]

𝑸𝒉𝒙 [𝑮𝑱]

𝑸𝒘 [𝑮𝑱]

𝑫𝒕𝒐𝒕 [𝑮𝑱]

Reference [39] , year 11
Simulation, year 11
Year 11 percentage
difference
Reference [39] , year 20

0.9867
0.9513
𝟑. 𝟓𝟗%

150
147.8
𝟏. 𝟒𝟓%

111
107.0
𝟑. 𝟓𝟗%

37.5
39.09
𝟒. 𝟐𝟒%

112. 5
112.4
𝟎. 𝟎𝟔%

0.8631

133.8

102.5

31.25

118.8

Simulation, year 20
Year 20 percentage
difference

0.8430
2.33%

132.8
0.70%

99.85
2.59%

31.63
1.22%

118.5
0.25%

4.4. INITIAL DESIGN
Using the grid and timestep sizes determined above, simulations are carried out for
Mercury, Nevada and Dayton, Ohio. These simulations use what will be called the initial design
solar heating system. In the following section of this chapter, surveys will be performed on solar
panel size, tank size, working fluid mass flow rate, and solar array aspect ratio to improve the
initial design of the solar heating system for Mercury, Nevada. Based on the survey results, an
enhanced design will be developed and compared to those from the initial design given in this
section. No additional results are presented for Dayton, Ohio because it is a poor location to utilize
solar heating systems. Dayton, Ohio provides the reader information on placing solar heating
systems in locations with poor winter solar resources.
Solar heating systems are most beneficial in locations with moderate heating loads and
more solar irradiation in the winter. Having a shorter winter season reduces the tank size needed
to store energy from the summer season. Likewise, having more solar irradiation in the winter
season, when the heating demand is highest, reduces the tank size and the collector area required
to meet a large fraction of the heating demand with solar energy. Parts of the United States that
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have relatively high solar insolation in the winter include the middle and southwest portion of the
country, such as Nevada, Colorado, Texas, Arizona, New Mexico, and Kansas [46]. From heating
load profiles and solar insolation data, several cities are seen to have moderate heating loads and
reasonable winter solar insulation and thus have potential for heating by solar energy.
The initial design is shown in Table 4.5. The panels are tilted higher than the location’s
latitude to increase winter solar energy collection. As found in reference [39], seasonal storage
shifts the optimal array orientation towards the location’s latitude. This behavior was shown for a
265 𝑚3 tank in reference [39]. In this work, the panel tilt was tested for several tank sizes ranging
from 75 𝑚3 to 125 𝑚3 , and the optimal orientation was found to be around the winter optimal
orientation, which is the latitude of the location plus 15 degrees. This tilt angle enhances solar
irradiation on the panel in the winter months. Hence, it is the one used in this simulation. The heat
exchanger used is longer on the liquid side to help transfer as much energy as possible from the
liquid loop to the air in the house. The tank length-to-diameter ratio is chosen to equal one to have
a lower surface-to-volume ratio, which minimizes wall heat losses. Although the tank is assumed
to be infinitely surrounded by the soil, a finite soil thickness value is used for numerical purposes.
The chosen soil thickness keeps the outer boundaries for the temperature field calculation at the
ground temperature.

4.4.1. Mercury, Nevada
Before thermal calculations are performed, the steady state velocity profile in the tank is
determined. This is done once and used for all timesteps in the simulation where fluid enters the
tank. For timesteps where fluid bypasses the tank, all fluid velocities in the tank are set to zero.
This type of flow velocity scheme greatly reduces computational time, but ignores transients in
the flow field. Fluid transients are much shorter than thermal transients which never reach a steady
state in these simulations. Hence, temperature transients are handled in a very detailed manner in
this work. Fluid temperatures between components and temperature fields within the tank are
continually changing because the amount of solar energy incident on the solar panels is changing
and the heat loads are changing. The computer model developed for this thesis simulates these
varying temperatures over the entire simulation. Fluid transients only last for a number of minutes
after flow is allowed to pass through the tank.
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Table 4.5: Initial solar system design and operating parameters.
General

Location
Solar data
Working fluids

Load
Solar Array

Room temperature
Dimensions
Tilt
Mass flow rate on liquid side
Length
Radius
Tank wall thickness
Tank insulation thickness
Soil thickness
Tank wall material
Tank insulation material
Mass flow rate on gas side
Heat exchanger length on liquid side
Heat exchanger length on gas side
Heat exchanger height

Storage tank

Heat exchanger

Mercury, NV
TMY3 data
- Ethylene-glycol on panel side
-Air on heat exchanger side
23 ℃
6𝑚𝑥6𝑚
Latitude +15°
0.3 𝑘𝑔/𝑠
6.33 𝑚
3.165 𝑚
0.01 𝑚
0.25 𝑚
15.0 𝑚
Polyethylene rigid plastic
Expanded Polyurethane foam
0.35 𝑘𝑔/𝑠
1𝑚
0.4 𝑚
2.22 𝑚

Steady state flow field results for the initial design are shown in Figure 4.3 through 4.8.
Figure 4.3 shows velocity vectors that allow the reader to discern flow direction easily. The size
of the arrow indicates velocity magnitude, but this is hard to discern from this vector plot. Figure
4.4 shows the velocity streamlines in the tank. Figures 4.5 and 4.6 better illustrate the magnitude
of the axial velocity component in the tank, and Figures 4.7 and 4.8 show the magnitude of the
radial velocity component. Two axial velocity contour plots and two radial velocity contour plots
are shown because of the disparity in velocities along the centerline of the tank and those in the
bulk of the tank. Thus, one contour plot is provided that focuses on the flow velocities away from
the centerline and one that focuses on the higher velocities close to the tank centerline. Figure 4.5
and 4.7 focus on the velocities away from the tank centerline and Figures 4.6 and 4.8 focus on the
high velocities near the tank centerline. The low velocity range plots allow some detail to be seen
in the larger radial locations of the tank, but do not provide the peak velocities seen in the jet. The
high velocity plots lack resolution at higher radial locations, but provide peak velocities in the jet
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and bring out the jet structure. When looking at any of these velocity plots it must be remembered
that the radius of the inlet and exit tubes is 0.01 𝑚. while the tank radius is 3.165 𝑚. This is the
reason why high velocity magnitudes are found along the centerline and low magnitudes are found
at radii greater than 0.02 𝑚.
The vector velocity plot and the streamline plot in Figure 4.3 and Figure 4.4 show a
recirculation pattern has formed in the tank. This flow recirculation is essential for bringing high
temperature fluid entering the tank to the outer radial locations of the tank. If this recirculation
pattern did not occur, hot fluid would enter the tank at the inlet, travel along the centerline, and
leave at the exit. Most of the tank would not be used for thermal energy storage, making the tank
useless. The recirculation pattern seen in Figure 4.3 is rather complex. At the inlet of the tank, a
suction is developed that causes fluid to flow from high radial locations to low radial locations
along the wall. At the exit wall, the fluid moves in the positive radial direction, toward the outer
radial wall of the tank. This positive radial movement starts about halfway along the axis of the
tank but gets to be strong right along the exit wall of the tank. Along the outer radial wall of the
tank the fluid moves from the exit wall to the inlet wall. This circulation pattern takes hot fluid at
the inlet and moves it throughout the tank.
Figure 4.5 and Figure 4.6 show the magnitudes for the axial velocity component. Figure
4.5 indicates that axial velocities are small except close to the tank centerline. The non-centerline
velocities are less than 0.05 𝑚/𝑠 and go negative in a region near the outer wall. The axial velocity
magnitudes along the centerline are shown in Figure 4.6. The inlet axial velocity is 0.883 𝑚/𝑠.
Figure 4.6 shows the jet formation at the inlet port and also shows the higher axial velocities close
to the centerline of the tank.
Figure 4.7 shows the negative and positive radial velocity components that give rise to the
recirculation pattern shown in the vector plot. All of the radial velocity components are small
relative to the axial inlet velocity. There is no radial velocity right at the inlet. The strongest radial
velocities are seen at the outlet wall and occur because the strong axial velocities close to the tank
centerline impinge upon this wall, which turns them to travel in the radial direction. An expanded
view of the jet region in Figure 4.8 shows positive radial components to the fluid velocity in the
centerline region and indicate jet expansion. Figure 4.8 also provides a better view of the positive
radial flow along the exit wall.
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Figure 4.3: Vector plot of steady state flow field in storage tank.

Figure 4.4: Streamline plot of steady state flow field in storage tank.
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Figure 4.5: Axial component of steady state velocity in tank with non-jet region emphasized. Jet
region velocities are well above the maximum velocity magnitude shown.

Figure 4.6: Axial component of steady state velocity in tank with jet region emphasized.
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Figure 4.7: Radial component of velocity with non-jet region emphasized.

Figure 4.8: Radial component of velocity with jet region emphasized.
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The velocity flow described above gives rise to a uniform temperature distribution in the
tank. Figure 4.9 shows the temperate distribution in the tank, the walls, the insulation and the
ground at a given instant. Temperatures are continually changing throughout the year and Figure
4.9 is presented as a representative temperature profile.
Noticeable temperature gradients are present in the walls, insulation, and the ground close
to the tank, with the largest gradients being in the insulation. There are high temperature regions
along the entire centerline of the computational domain, but it is difficult to see them on this
contour plot. These high temperatures are in the inlet pipe which goes from an axial position of
−15.26 𝑚 to 0 𝑚 and the exit pipe that runs from 6.33 𝑚 to 21.59 𝑚. The tank goes from 0 𝑚
to 6.33 𝑚 and it also has high temperatures. The radii of the inlet and exit tubes is only 0.01 𝑚,
compared to the 18.425 𝑚 radial computational domain. It is not possible to see the hotter fluid
in these inlet and exit pipes in Figure 4.9, but it is there. Another point to be made is the outer edge
of the computational domain is at the ground temperature of 17.7 ℃. This means the outer edges
of the computational domain are placed far enough away from the tank to ensure a good far field
boundary conditions.
Figures 4.10, 4.11, and 4.12 show the temperatures at different locations in the solar heating
system as a function of time. Time is on the horizontal axis in hours from the beginning of the
year, which is the beginning of January 1, through the end of the year, which is the end of
December 31. Winter runs from hours 0 to 1416 and 8016 to 8760. Thus, Winter is located on
the left and right ends of the plots. Spring runs from hour 1416 to 3624, Summer runs from 3624
to 5832 hours, and Fall runs from 5832 to 8016 hours. Essentially each season is a fourth of the
plot, but it must be remembered that one third of winter is at the end of the plot and two thirds of
winter is at the beginning of the plot. The location of the temperatures plotted in Figures 4.9, 4.10,
and 4.11 in the solar heating system can be seen in Figure 3.1.
Figure 4.10 provides the fluid temperature at the inlet to the solar panel (𝑇𝑠𝑝,𝑖𝑛 ), the outlet
of the solar panel (𝑇𝑠𝑝,𝑜𝑢𝑡 ), and the outlet of the heat exchanger (𝑇ℎ𝑥,𝑜𝑢𝑡 ). Since there are no
temperature changes in pipes connecting components, the heat exchanger inlet temperature is
exactly the same as the solar panel outlet temperature. The temperatures in Figure 4.11 have to do
with the storage tank. Figure 4.11 shows the storage tank inlet temperature (𝑇𝑇,𝑖𝑛 ), the storage tank
outlet temperature (𝑇𝑇,𝑜𝑢𝑡 ), and the ground temperature (𝑇𝐺 ) at a location 3.67 𝑚 from the
centerline, the first grid point located in the ground next to the tank side wall. If one compares the
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tank inlet temperature to the heat exchanger outlet temperature in Figure 4.10, it will be obvious
that they do not always match. These temperatures match if flow is allowed to enter the tank. They
do not match if no flow is allowed into the tank, but instead bypasses the tank. In this case, the
heat exchanger outlet temperature matches the solar panel inlet temperature, and the tank inlet
temperature is taken as the temperature of the fluid sitting adjacent to the tank inlet. This
temperature can change without flow because the tank is continually losing heat to the ground and
redistributing itself in the tank. Figure 4.12 shows temperatures on the air side of the exchanger.
These are the house in temperature ( 𝑇ℎ𝑜𝑢𝑠𝑒,𝑖𝑛 ) and the temperature at which the house air is kept,
called the set temperature (𝑇ℎ𝑜𝑢𝑠𝑒 𝑠𝑒𝑡 ). The house set temperature is the temperature of the air
delivered to the heat exchanger on the air side. This temperature is kept at 23 ℃ for this work. The
house in temperature is the air temperature provided by the heat exchanger. This temperature never
drops below the house set temperature, because liquid on the other side of this heat exchanger does
not flow unless the solar panel outlet temperature is greater than the house set temperature. Any

Figure 4.9: Representative temperature profile of the tank computational domain.
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home heat loss that cannot be supplied by the solar system is assumed to be supplied by an auxiliary
heat source; thus, the home temperature is always kept at the house set temperature.
The temperature plots in Figures 4.10 and 4.11 show quick varying daily changes on top
of slow varying seasonal changes. Only the seasonal change is seen in the ground temperature plot,
and this seasonal variation has a sinusoidal nature to it. This seasonal change appears to be
sinusoidal in all the temperatures shown in Figures 4.10 and 4.11. For all but the tank inlet
temperature, the seasonal variation is close to the bottom of the daily temperature variations. For
the tank inlet temperature, it is close to the bottom at the start of the year but raises to the middle
in late Fall and early Winter. This may be due to the way fluid flow into the tank is controlled. It
is also interesting that the seasonal sinusoid has its maximum in the late Summer and early Fall.
This is due to storing energy in the tank during the summer, when very little home heating is
required, and releasing this stored heat during late Fall and early Winter. The minimum in the
sinusoid occurs in spring. The temperature variations on the air side of the heating system do not
have a sinusoidal behavior. This may be due to the lower limit of 23 ℃ on the air temperature
going into the home. This constant 23 ℃ home set temperature is also shown in Figure 4.12. For
the Summer and early Fall, only small variations in the house inlet temperature are seen because
the demand for heating by the home is small. There is a small amount on some nights in the summer
when the outdoor air temperature drops below 23 ℃. and because water heating requirements are
included in the demand profiles used in this work. The details in the daily variations are hard to
see because of the yearly time range used on the horizontal axis. Usually, the temperatures during
the day are higher than those during the night. The daily oscillations in temperatures can be large
or small depending on how the system is operating. The large daily fluctuations are the ones that
stand out on the plots, but there are small daily fluctuations as well.
The highest temperatures in the solar heating cycle are at the outlet of the solar panel. Peak
temperatures are around 85 ℃. Temperatures at the inlet to the solar panel are less than the outlet
solar panel temperatures when the fluid runs through the solar panel, and equal to the outlet
temperature when the fluid bypasses the solar panel. It is difficult to see the times of equal
temperature in the plots because the larger temperatures in both the inlet and outlet temperature
plots dominate what is seen. The difference in the solar panel outlet temperature and the solar
panel inlet temperature is proportional to the net solar energy delivered by the solar panel to the
working fluid. The temperature at the heat exchanger outlet follows the same behavior as the panel
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Figure 4.10: Panel and heat exchanger temperature variations throughout the year.

Figure 4.11: Tank and ground temperature variations throughout the year.
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Figure 4.12: Air side temperature variations throughout the year.

outlet temperature except it is slightly lower. Figure 4.11 shows that the tank inlet and tank outlet
temperatures are usually different. This is due to the large tank used.
Figures 4.13 and 4.14 show heat flow rates at different locations in the system as a function
of time throughout the year. The location of these energy flows within the system are labeled on
Figure 3.1. Figure 4.13 shows the rate of solar energy incident on the solar panels (𝐼𝐴𝑠𝑝 ), the rate
of solar energy entering the ethylene glycol mixture in the solar panels (𝑄̇𝑠𝑝 ), the rate of heat being
exchanged between the ethylene glycol and air in the heat exchanger (𝑄̇ℎ𝑥 ), and the heating
̇ . The heat transfer in the heat exchanger is what is delivered to
demand required by the home (𝐷)
the home to meet the demand. While it is desired to have the heat transfer in the heat exchanger
always match the demand, sometimes it is less than this value. However, heat transfer in the heat
exchanger is never allowed to be more than the demand. Figure 4.14 shows heat flow rates
associated with the tank. The first heat rate is the net thermal energy flowing into the tank with the
ethylene glycol (𝑄̇𝑓 ), This number is negative if net thermal energy is being removed from the
tank and positive if net thermal energy is being placed in the tank. The second quantity shown in
Figure 4.14 is energy stored in the fluid located in the pipes of the system after each time step
(𝑄̇𝑝 ). This storage was not programmed into the model, but is the result of using a pseudo-steady
state cycle analysis to model a cycle where input and output energy flows are changing with each
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time step. Pipe storage can be negative or positive where negative values indicate energy taken out
of the pipe fluid and positive values indicate energy placed into the pipe fluid. More will be said
about this quantity below. The last quantity shown in Figure 4.14 is the rate of heat lost from the
fluid in the tank to the ground through the walls and the insulation of the tank (𝑄̇𝑤 ). This number
will always be positive which means the fluid in the tank is losing heat to the ground through the
tank walls.

Figure 4.13: Heat rates for the system throughout the year.
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Figure 4.14: Heat rates for tank throughout the year.

The purpose of the solar heating system is to deliver heat to the home to maintain its indoor
air temperature at the set house temperature. It is desired that all of this heat come from the solar
energy entering the system through the solar panels. This is the 𝑄̇𝑠𝑝 shown in Figure 4.13. The
quantity (𝐼𝐴𝑠𝑝 ) at the top of Figure 4.13 is the total solar energy incident on the solar panels.
Comparing both quantities shows that only a fraction of the total solar energy incident on the
panels is delivered to the ethylene glycol mixture flowing through the panels. In the winter time,
this capture efficiency can be greater than 50%, but in the Summer and early Fall, it is closer to
30%. The reason for this is the temperature difference between the fluid and the environment.
Solar panels behave less efficiently when the fluid temperature is high relative to the surrounding
environmental temperature because the panel loses heat to the surrounding environment. By
comparing the 𝑄̇ℎ𝑥 values to 𝑄̇𝑠𝑝 values, it can be seen that only a fraction of the solar energy
captured by the panels is delivered to the home through the heat exchanger. Lastly, by comparing
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𝑄̇ℎ𝑥 to 𝐷̇ , it can be seen that solar energy is only meeting a fraction of the heating required by the
home in the early months of the year and meeting most of the demand for the eight months
following April. If the load is completely met, these two plots should be the same. As it will be
seen later, the solar fraction is close to one for all months except for the first four months in the
year. The heating demands for the first months are not completely met as they require the highest
demand in the year and the tank is not capable of storing energy from Summer to late Winter.
The remaining energy flows present in the solar heating system that were not shown in
Figure 4.13 are shown in Figure 4.14. The energy flows shown in Figure 4.14 involve energy
storage. It is this storage that allows the solar heating system to meet home heating demand at
night, on days when there is little sun available, and when the heating loads overwhelm the amount
of solar energy collected by the panel. The net energy flow out of the tank for a given time period
is the difference between the energy going in with the fluid flow and the energy going out of the
tank with the fluid flow. This energy flow is positive for net thermal energy into the tank, and
negative whenever net thermal energy is extracted from the tank. While some of the peak energy
storage times are present in the Winter, the bulk of the energy storage is occurring in the summer
months. Total energy on the rate plots shown in Figure 4.14 is not just the height of the lines in the
plots, it is also the width and density of lines on the plot. The density of positive lines in 𝑄̇𝑓 is
higher in the Summer than in the Winter. Also, the magnitude of the negative 𝑄̇𝑓 values in the
Summer is smaller than the Winter. Integrated quantities shown latter in this section will bear this
out.
As mentioned above, the pipe energy storage is an artifact of the simulation model. As the
𝑄̇𝑝 plot shows the amount of this storage is significant on a rate basis. At times this storage rate
seems to compete with what is being stored in the tank. This quantity is needed so that an energy
balance at one time step is maintained. Because of the magnitudes of 𝑄̇𝑝 , single step energy
balances can be off substantially if this quantity is not included. The reason why a pseudo-steady
state cycle analysis can be applied to the solar heating system is over a finite time periods, the
energy stored in the pipe fluid can average out to zero.
The amount of pipe energy storage that shows up over longer periods of time depends on
three quantities. The first is whether the temperature of the point in the cycle where you start your
analysis is the same at the end of the time period of analysis. For example, the cycle analysis in
this work was started at the exit of the heat exchanger. Thus, if this temperature started at
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17.7 ℃ and this temperature was calculated to be 17.7 ℃ at the end of this analysis, there would
be no net stored pipe energy over the one-year time period. A way to ensure that this happens is to
run the analysis for several years and only present results from the final year. In this thesis, all
results are based upon the third year of analysis. The second item that pipe energy storage depends
on is the mass flow rate of the working fluid. Higher mass flow rates in the cycle will result in
higher pipe storage values. In this analysis, a mass flow rate of ethylene glycol of 0.3 𝑘𝑔/𝑠 is used.
This flow rate was not picked to reduce pipe energy storage, but because other investigators of
such systems have used similar flow rates. The third quantity upon which pipe energy storage
depends is the time steps used in the numerical calculations. This is one of the important reasons
a detailed time step study was performed and then presented in Section 4.2 of this chapter. This
work uses a time step of ten minutes that converges integrated energy flows within 2%. It appears
that some other investigators modeling solar heating systems pay no attention to this effect. They
do not show time step convergence studies, they do not show time step energy flows, and they do
not even mention the time step they have used in their calculations. The size of the time step cannot
reduce the effect of pipe energy storage rates shown in Figure 4.14, but can reduce pipe energy
storage over a finite time period. The reader should note that all the energy flows shown in Figure
4.13 and Figure 4.14 are powers, not energies. It is the integrating of the pipe energy storage rate
over time to get net energy stored that lessens the pipe energy storage artifact. A consoling fact
about the issue of instantaneous pipe heat storage and its effect on instantaneous results, is that the
real solar energy flux into the panel cannot be predicted instantaneously either. On average, we
have good solar irradiation values in this model, by instantaneously the solar irradiation can be a
range of values for any given hour, of any given day, of any specified year.
The energy lost out the walls of the tank follows a sinusoidal trend, on average, as does the
ground temperature shown in Figure 4.11. This parasitic heat loss is a function of the near ground
temperature and the temperature of the fluid in the storage tank. The majority of the tank losses
happen in late Summer and Fall where the temperature gradient between the tank and the ground
is maximum, then it drops back with lower temperature differences. It is worth mentioning that
this loss is a small fraction of the energy stored in the tank. This is meant to be the case by design;
the insulation, the low thermal conductivity of the soil, and the large size of the tank decrease the
heat losses of the tank relative to the amount of thermal energy stored in the tank.
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Integrated monthly values of energy flows are shown in Figure 4.15. The first bar in this
figure represents an energy source, the second bar represents an energy destination, and the third
bar is the heat demand of the house. Each set of three bars in the figure represents one month and
each of the twelve months is labeled on the horizontal axis. Ultimately all energy in the system
comes from the solar panels; however, since energy can be stored from month to month, energy
supply is taken to be energy delivered by the solar panels and net energy delivered by the storage
tank. Energy destination flows include the energy flow from the heat exchanger to the house, net
energy flow into the storage tank, and net energy going into pipe storage. The desire is to have the
heat exchanger energy flow in each month be equal to the demand. The energy flow from the heat
exchanger will never be larger than the demand because the system is controlled not to send more
heat to the house than it requires. Figure 4.14 shows that the energy supplied by the heat exchanger
is equal to the demand in June through November. The heat exchanger heat flow is close in
December and noticeably less in January through May. This same conclusion can be seen by
looking at the solar fraction plot in Figure 4.16. The solar fraction is the fraction of the house’s
heating demand that is met by the solar heating system. Figure 4.16 shows that this fraction is 1.0
for the months of June through November. In the months of February and March, about 60% of
the heating demand is met. These are the worst two months for the initial design solar heating
system. The highest heating demand for this home in Mercury, Nevada is in January and the solar
system is meeting about 76% of this demand. The second highest heating demand is in December
when almost all the heating demand is met by the solar heating system.
Figure 4.15 shows that the combination of supply from the storage tank and the solar panel
in the months of January through April is not enough to meet the heating demand of the home. Net
supply from the storage tank is high in November, December, January, and February and turns
into net energy delivered to the storage tank in the months from March through October. The tank
still delivers energy to the house during these months, but the net flow of energy is into the storage
tank as can be seen by the purple bars in the second bar of each month. Figure 4.15 is proof of the
long-term storage abilities of the storage tank used in this simulation. Heat lost from the tank
becomes larger from the start of the summer through the end of the year. The months of June
through September are when the most energy is being delivered to the tank which causes the
average fluid temperature in the tank to rise. This drives heat out of the fluid into the ground.
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Figure 4.15: Energy flows for each month of the year
in Mercury, Nevada using the initial design.

Figure 4.16: Solar fraction for each month of the year
in Mercury, Nevada using the initial design.
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The magnitude of the parasitic pipe energy storage when averaged over one month is
plotted in Figure 4.15 as the orange bar in the destination column. This represents the net thermal
energy being stored in the fluid in the pipe. It is the integrated average of the plus and minus heat
storage rates shown in Figure 4.14. For the most part, this orange bar only shows up as a thickened
black line between the red and purple bars of the delivery column, because it is so small. Figure
4.15 verifies what was said earlier, pipe energy storage averages out to zero. While it is not
precisely zero on the month time frame, for all practical purposes it is zero.
In the last subsection of Chapter 3, eight different fluid flow paths were laid out for the
solar heating system. It was thought that it would be interesting to view the number of times each
one of these flow paths was chosen. These results are shown in Figure 4.17. In this figure there are
52,560 flow path choices broken up by month. The control logic in this system choses an optimum
flow path for every time increment simulated.
Figure 4.17 shows that only four of the eight options were chosen enough to be visible on
the bar graph. The flow options that do not show up are:
3. path 110 is through tank, through panel, and bypass heat exchanger,
5. path 100 is thorough tank, bypass panel, and bypass heat exchanger,
6. path 010 is bypass tank, through panel, and bypass heat exchanger, and
8. path 000 is bypass tank, bypass panel, and bypass heat exchanger.
and the flow paths that do show up are:
1. path 111 is through tank, through panel, and through heat exchanger,
2. path 101 is through tank, bypass panel, and through heat exchanger,
4. path 011 is bypass tank, through panel, and through heat exchanger, and
7. path 001 is bypass tank, bypass panel, and through heat exchanger.
Of the flow path options that do show up, the dominate one is from the tank directly to the heat
exchanger. This occurs because stored energy is required at night and during times when the sun
is not shining. The next most used flow path is through all three devices. After this is the flow
directly from the solar panel to the heat exchanger, bypassing the storage tank. The least of the
used paths is the heat exchanger operating on its own. This is only possible because of the pipe
storage that occurs.
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Figure 4.17: Fluid flow paths taken in each month of the year for
Mercury, Nevada using the initial design.

4.4.2. Dayton, OH
Dayton, Ohio is not as suitable a location as Mercury, Nevada for a solar thermal heating
system for two reasons. First, the solar insolation in Dayton, Ohio is high in the summer and low
in the winter as compared to Mercury, Nevada which has a more uniform solar insolation over the
course of one year. This solar irradiation time profile increases the size of the tank and the area of
the solar panels required. The other reason is the heating demand profile over the year. Dayton
requires more winter heating than Mercury, Nevada. The average winter and year temperatures in
Dayton, Ohio are lower than Mercury, Nevada. This means the ground temperatures are lower and
more heating will be required for a similar home. These conditions will decrease the overall
performance of the system, represented by the solar fraction, when using the same collector area
and storage volume. The energy transfer bar plots and solar fraction for Dayton, Ohio are shown
in Figures 4.18 and 4.19, respectively.

70

First bar: Source

Second bar: Destination Third bar: Demand

Figure 4.17: Solar

Second bar: Destination Third bar:

fraction for each
month of the
yearFirst bar:
Source

Figure 4.18: Energy flows for each month of the year in
Dayton, Ohio using the initial design.

Figure 4.19: Solar fraction for each month of the year in
Dayton, Ohio using the initial design.
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The solar fraction plot in Figure 4.19 essentially tells the story of solar heating in Dayton, Ohio.
The only months that achieve a solar fraction of 1.0 are July, August, September, and October. There are
temperatures that drop below 23 ℃ during these months; and thus, some heating is required if the heat
capacity of the house is ignored. The solar fraction during the months of February and March is less than
0.2. During the months of December, January, and April it is less than 0.4. Basically, the months that
require heating have a low solar fraction and the months that do not require much heating have a high solar
fraction. Essentially, the solar system initially designed for Mercury, Nevada is completely inadequate for
Dayton, Ohio.
This inadequacy is further highlighted by the results shown in Figure 4.18. This bar graph shows
that demand far outstrips supply for the heavy heating months of December through March. This figure
also shows that heating demand is small in June, July, and August. Moderate heating demands are present
in May, September, and October which are met by the solar system. The heating demands of April and
November are not quite met. Just like in Mercury, Nevada the storage tank is being charged in the summer
and discharged through the Fall and into December. The heating demand supplied by the tank falls off in
January and completely disappears in March. The solar energy collected by the solar panels is high in the
summer and low in the winter. There is much more of a summer to winter discrepancy in solar energy
available, than found in Mercury, Nevada (see Figure 4.15). Once again, the artificial pipe energy storage
does not show up in monthly averages. Dayton, Ohio is not a location that will provide attractive economic
benefits by employing a solar heating system. It is realized that if a solar system was designed specifically
for Dayton, Ohio better results could be obtained. The problem is this system would be large and costly.

4.5. FLOW RATE STUDY
In this section and the following two sections some of the design considerations of solar
heating systems are surveyed for the location of Mercury, Nevada. This is done to improve the
performance of the initial design presented in the previous section. The first parameter to be
investigated is the fluid flow rate.
For solar thermal panels, higher fluid flow rates always provide more solar energy capture
because the loses from the solar panel decrease with lower average fluid temperatures. However,
these lower average temperatures may adversely affect heat transfer in the heat exchanger. While
not included in this analysis, higher flow rates also require more pumping power. Hence, there is
a reason to investigate the working fluid flow rate through the solar heating system. In reference
[39], the flow rate used was 0.01389𝐴𝑠𝑝 𝑘𝑔/𝑠. As dictated in this recommendation, more panel
area requires more fluid flow rate. Obviously more panels will add more thermal energy to the
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working fluid. Since the best panel efficiencies are obtained at low fluid temperatures, flow rates
must be increased as panel area increases.
In this section, the mass flow rate through the entire solar heating system designed for
Mercury, Nevada and presented in Table 4.5 is surveyed. The mass flow rate used in the initial
Mercury, Nevada design was 0.3 kg/s for a solar panel area of 36 𝑚2. This results in a mass flow
rate to area ratio of 0.00833, which is somewhat smaller than recommended by reference [39].
Another change made to the initial design shown in Table 4.5 for this mass survey is the solar
panels area; a 5 𝑚 by 5 𝑚 solar array is used instead of 6 𝑚 by 6 𝑚 solar array.
The results of this mass flow rate survey are shown in Figure 4.20. The first plot in this
figure shows the integrated yearly heat transfer in the solar panel and the second figure shows the
yearly solar fraction. Both of these quantities increase as the mass flow rate through the solar
heating system increases. However, the increases become substantially less above a mass flow rate
of 0.35 𝑘𝑔/𝑠. The mass flow rate of 0.35 𝑘𝑔/𝑠 is the one recommended by reference [39]. At a
mass flow rate of 1.4 𝑘𝑔/𝑠, it appears further gains will be negligible. This is four times the
recommended mass flow rate.

Figure 4.20: Effect of the fluid flow rate on the system performance.
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The chosen flow rate of 0.35 𝑘𝑔/𝑠 can be called the minimum flow rate that produces
adequate solar fraction. Below this value, the solar fraction is small because the solar panel is
losing a good deal of heat back to the surroundings. Higher mass flow rates increase the solar
fraction, but in a slower fashion; the energy captured by the panel starts flattening off. Hence, a
higher flow rate can be used to enhance the performance, but this requires larger pumping power.
Though pumping power is not included in this work, it is still a cost to the system. These results
show that the flow rate recommended by reference [39], which is 0.01389𝐴𝑠𝑝 𝑘𝑔/𝑠, is good and
will be used in the remaining surveys and the enhanced design studies presented in this thesis.

4.6. COLLECTOR AREA AND STORAGE VOLUME STUDY
Studying the effect of changing the collector size and the tank size is essential for
enhancing the performance of any solar heating system. These two design considerations are
interrelated, meaning that a larger storage volume does not provide higher solar fractions unless
accompanied with adequate solar collector area. Therefore, a series of simulations were conducted
to study the connection of solar system performance as a function of the ratio of storage tank
volume to solar panel area. Figure 4.21 shows the solar fraction resulting from three collector
areas, as a function of the thermal energy storage volume to solar array surface area. The solar
heating system is the one for Mercury, Nevada shown in Table 4.5, except the mass flow rate is
changed for each collector area according to the recommendation of reference [39]. Of course, the
solar panel area and tank volume are treated as variable quantities.
From the results in Figure 4.21, it can be observed that a certain solar fraction can be
achieved with a smaller tank if a larger collector area is used. This is logical as collected energy is
far more significant than the stored energy in achieving high solar fractions. Without energy
collection there can be no energy storage. This also occurs because storage has losses and usually
results in lower fluid temperatures. It is clear that increasing the tank size to solar panel area ratio
increases the energy transferred to the house, but this has diminishing returns. The biggest
increases in solar fraction are at low tank volumes to solar panel area ratios. For the smallest solar
panel area of 10 𝑚2, the tank volume has very little effect on the results. This simply says that
most of the energy collected by the solar panels is being delivered directly to the home and there
is little left for storage. The y-intercept in all three of the plots in Figure 4.21 represents the solar
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fraction obtained when no tank is used in the system. This is a reference point to measure the
benefits of using tank storage. With 10 𝑚2 of solar panels there are benefits to using small tanks,
but little to no benefit to using larger energy storage tanks. With 40 m2 of solar panels there are
more benefits to using energy storage and using larger energy storage.

a)

b)

c)

Figure 4.21: The solar fraction obtained for a collector area of a) 10 𝑚2 , b) 25 𝑚2 ,
and c) 40 𝑚2 with different energy storage volume to collector area ratios.
4.7. ARRAY CONNECTION
The question may arise as to whether solar panels should be connected in parallel or series.
Another way of stating this is what aspect ratio of the edge of the solar array perpendicular to the
mass to the edge of the solar array in the direction of mass flow should be. A parallel connection
of solar panels means the working fluid flow is split between the panels in parallel. Thus, less fluid
is going through each panel. A series arrangement of solar panels means the same amount of fluid
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is flowing through each solar panel. Parallel and series arrangements of solar panels is akin to
parallel and series arrangements of resistors. Parallel solar panels have less fluid flowing through
them with a shorter flow path than series connected panels of the same total area. As is known, the
parallel connection of solar thermal panels is generally preferred because it results in moreefficient performance due to lower average fluid temperatures in each panel [47]. Although this
connection requires extra attention regarding the pressure loss and mismatch between the panels.
Since these two factors are neglected in this work, it will not affect the results shown.
Figure 4.22 shows the results for five configurations of solar panel using the initial design
solar system described in Table 4.5 with a gross collector area that was fixed at 25 𝑚2 and a tank
volume that was fixed at 75 𝑚3. The flow rate through the solar system was taken to be that
recommended by reference [39]. The parallel to series ratios are altered by changing the two
dimensions of the 25 𝑚2 solar array. On the x-axis, the ratio of the perpendicular direction to the
flow direction is plotted. Higher ratios mean the overall collector is a more parallel arrangement
than a series arrangement.

Figure 4.22: The solar fraction obtained for different aspect ratios of the solar array.

Figure 4.22 clearly shows an increase in solar fraction as the solar collector is made more
parallel than series. However, it should also be noticed that the changes in solar fraction over a
fairly wide parallel to series ratio is small. Parallel configurations are better than series
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configurations, but not extensively and do show diminishing returns. In the next section the
findings of this survey, as well as the other two surveys, will be used to optimize the design of the
Mercury, Nevada solar heating system.

4.8. ENHANCED DESIGN FOR MERCURY, NEVADA
The results of the flow rate, collector area and energy storage volume, and array
configuration studies are now used to enhance the initial design for Mercury, Nevada. Dayton,
Ohio is not considered in this section because it has not showed any promise for economic solar
heating. The enhanced design is similar to the initial design, except for collector size, collector
configuration, and mass flow rate though the collector. The collector size was modestly increased
from 36 𝑚2to 39.9 𝑚2 . The arrangement of the solar array was changed from an aspect ratio of
1 to 1 to an aspect ratio of 4 to 1. The long edge of the collector is in the direction that enhances
parallel flow and shortens the flow length in the series direction. The ethylene glycol mass flow
rate through the solar system was increased from 0.35 𝑘𝑔/𝑠 to 0.556 𝑘𝑔/𝑠. The solar fraction plot
and the monthly energy flow plot for this enhanced design is shown in Figures 4.23 and 4.24,
respectively.
When the solar fraction of the enhanced design shown in Figure 4.24 is compared to the
solar fraction of the initial design shown in Figure 4.16, the improvements that result for the
enhanced design are obvious. In the enhanced design, nine months out of the year have a solar
fraction of 1.0 compared to the initial design which produced a solar fraction of 1.0 for six months.
The lowest solar fraction found in the enhanced design is in March with a value of 0.91 while the
lowest value for the initial design was 0.59 in February. These are significant differences for a
rather small increase in solar array size. The enhanced design provides almost all of the heating
requirements of this home in Mercury, Nevada.
When comparing the monthly energy flows from the enhanced system (Figure 23) to the
initial system (Figure 4.15), the largest differences are seen in the months of January, February,
and March. Solar energy collected increases in all months, as should be expected with a slightly
larger solar array. However, in January and February energy from the storage tank is considerably
higher in the enhanced system, even though the storage tank is the same size. In the month of
March solar energy collected by the larger solar array makes the difference. There is no net storage
tank contribution in March for either system. Tank wall losses in the enhanced system have
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Figure 4.17: Solar
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Figure 4.23: Energy flows for each month of the year in
Mercury, Nevada using the enhanced design.

Figure 4.24: Solar fraction for each month of the year in
Mercury, Nevada using the enhanced design.
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increased slightly because tank temperatures have increases slightly. The pipe storage term is not
noticeable in either system. Overall, the minor changes made to the initial design that resulted in
the enhanced design made significant improvements in overall system performance. The author is
confident that more improvements could be made to the performance of this system for heating a
home in Mercury, Nevada with the study of other operating and design parameters of the system.
A rather complex interaction between the many design and operating parameters exists such that
the only way to fully optimize such systems is to utilize a computer model such as the one
developed in this thesis.
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Chapter 5
Summary and Future Work

Chapter 5. Introduction

4.9. SUMMARY
The main objective of modeling a solar thermal system for space heating purposes has been
met by the developed MATLAB computer code. This program contains models of the solar
resource present on the surface of the earth, thermal flat plate solar panels connected in a solar
array, a heat exchanger for transferring heat from the solar panel liquid to the air in the home, and
a thermal energy storage unit. The solar resource has been modeled including all important
components of the sun’s energy that can reach a solar panel located on the surface of the earth.
The solar panels were model using a technique that includes solar energy absorbed by the panel
and thermal energy lost back to the surroundings. Any size or aspect ratio of solar array can be
simulated. The heat exchanger was modeled using the effectiveness-NTU method because exit
fluid temperatures need to be determined. The storage unit was modeled using a CFD analysis
based on the finite volume method and the SIMPLE algorithm. A detailed simulation of the flow
in the tank and the temperature fields in the tank, the tank wall, the insulation, and the ground in
which the tank is buried was produced. Overall, a detailed simulation model of a solar heating
system with thermal energy storage was put forth by this work. This work used computer codes
developed by a number of other Wright State investigators as a starting point and coupled them
together into one computer code to model solar heating systems. A control algorithm was written
to determine whether flow should enter one of the three devices in the system or go around the
device. It is believed that this control technique optimized the operation of the solar system to
obtain the highest solar fraction.
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The computer code developed can be used to test different designs and operating conditions
for solar heating systems. This program provides users with a tool that can greatly improve solar
heating system design. General inputs to the computer code include location, heating demand
profile, time frame for the simulation, the liquid mass flow rate through the solar panel side of the
system, and the air mass flow rate through the home side of the system. Inputs for the panel include
panel orientation, panel size, panel radiation properties, panel insulation thickness, and the number
of cover plates. Inputs for the heat exchanger include all the geometrical dimensions involved with
the heat exchanger including the fin spacing. Inputs for the storage tank include diameter, length,
inlet and exit tube diameter, wall thickness and material, insulation thickness and material, and
soil properties. The grid used for the tank can be adjusted in many ways to control the accuracy of
the solution and the simulation time. The time step used for the calculations can be any size less
than one hour. Smaller time steps producing more accurate results but requiring more
computational time. As the code is written, the location of each of the three components in the
cycle is fixed. Additional coding would have to be performed to simulate other equipment
arrangements.
The results from this developed computer code have been compared to published results
for a similar solar heating system located in Madison, Wisconsin. Two runs were performed
imitating two cases found in the literature. The comparison results have shown good agreement
considering the differences between the two systems. The greatest difference in the compared
annual quantities was less than 4.0%.
A grid and time step convergence study were performed. A computational grid was
required to simulate the flow field in the storage tank and the temperature field in and around the
tank. A grid was chosen that maintained a balance between good accuracy and reasonable
computational times. The chosen grid converges the yearly integrated results to within about 2%.
Time steps from sixty minutes downward to a half minute timestep were simulated. A ten-minute
timestep kept the percentage difference in yearly integrated quantities to less than 2.0% when
compared to the half minute timestep results. Hence, the ten-minute timestep was used in all
simulation results presented in this thesis.
Instantaneous and finite time interval results were presented in this thesis that shed light on
the effect of artificial pipe storage that occurs when a pseudo-steady state analysis is used to model
a cycle with energy flows that are constantly changing. The effects of artificial energy storage in
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the monthly and yearly integrated results has essentially been eliminated, but they cannot be
removed from instantaneous quantities such as heat rates. Essentially, the model induced energy
storage occurs during every time step, but is limited when small time steps are used, and resultant
quantities are integrated over a large enough time interval. The monthly heat flow results presented
in this thesis show negligible artificial energy storage. The time convergence study performed in
this work is evidence that artificial storage has been reduced to a small level in integrated time
results.
A large number of results are presented in this thesis. Detailed flow and temperature field
results in the storage tank and its surroundings are presented as vector and contour plots.
Temperatures and heat flow rates throughout the cycle are presented as a function of time
throughout a one-year period. Monthly integrated results are presented for heat flows at different
locations in the cycle. These results help the reader discern how the different components in the
solar heating cycle are performing at different times of the year. The single number that best
describes how well a solar heating system is performing is the solar fraction. In this work, solar
fractions are presented on a monthly basis to see the fraction of the home heating demand that is
supplied by the solar heating system. Most of the results presented in this thesis are for Mercury,
Nevada, and a few results are presented for Dayton, Ohio. Mercury, Nevada provides conditions
that are good for solar heating, while Dayton, Ohio is not suitable for a solar heating system.
An initial solar system was designed for Mercury, Nevada using reasonable component
sizes and operating conditions. The results from this initial design show that solar fractions are 1.0
for the months of June through November. In the months of February and March about 60% of
the heating demand is meant. These are the worst two months for the initial design of the solar
heating system. The highest heating demand for the house in Mercury, Nevada is in January and
the solar system is meeting about 76% of this demand. The second highest heating demand is in
December when almost all the heating demand is met by the solar heating system. The initial
design for Mercury, Nevada was then tested for use in Dayton, Ohio. The solar fraction results
showed that less than 40% of the heating demand was met by the solar system in December
through April. All of the heating demand was met in July through September. In essence, Dayton’s
poor winter solar resource in the winter time causes solar system heating performance to be poor
when the most heating is required.
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After performing simulations on the initial design of the solar heating system, survey runs
were made of the mass flow rate of liquid through the system, the solar panel area, the tank volume,
and the aspect ratio of the solar array. Mass flow rate studies indicated that solar fractions increase
as the mass flow rate is increased, but show diminishing returns above a certain value. Three
different collector areas covering the range from 10 𝑚2 to 40 𝑚2 were used with a range of storage
volume to collector area ratios resulting in ratios from 0 to 8. When small collector areas are used,
the benefit of larger storage tanks is severely limited. For larger collector areas larger storage tanks
have more beneficial results. In general, the most dramatic benefits of thermal storage are seen at
lower storage tank volumes to collector area ratios.
A survey was also conducted to study the aspect ratio of the solar array or what could be
called the parallel/series arrangement of the solar panels. While the solar fraction differences
between different arrangements were not large, parallel connection of solar panels provides better
performance than series connections. Again, diminishing benefits were seen as the parallel
connections increased relative to the series connections.
Using the results provided by the survey studies, enhancements of the initial design of the
solar heating system for use in Mercury, Nevada were made. The enhanced designed increased the
solar panel area slightly, increased the mass flow of the liquid through the system, and went to a
more parallel arrangement of the solar panels. This resulted in substantial improvements in the
solar fraction of the system operating in Mercury, Nevada. In the enhanced design, nine months
out of the year have a solar fraction of 1.0 compared to the initial design which produced a solar
fraction of 1.0 for six months. The lowest solar fraction found in the enhanced design is in March
with a value of 0.91, while the lowest value in the initial design was 0.59.
4.10. RECOMMENDATIONS
There are a number of ways the developed computer code can be used. One example is
linking it with another energy source, such as a heat pump. A heat pump could take energy from
the energy storage tank when it is at low temperatures for heating the home. There are only a few
researchers who have examined such systems, which leaves a lot to discover on their performance
and viability. Since the main drawback of solar heating systems is the need for big storage tanks,
it would be interesting to consider using it with other systems that use storage tanks, such as
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combined heat and power (CHP) technologies. CHP plants utilize the wasted heat in electrical
power generation for heating purposes.
There is always room for improvement in any simulation. One of the largest limitations of
the computer simulation presented in this thesis is that it can only handle one cycle arrangement.
Other arrangements of the solar panels, heat exchanger, and storage tank may provide better
performance. These other arrangements should be studied. A minor deficiency of the present
computer simulation is that energy required for pumping the working fluid around the solar heating
cycle is not included in the model. This could be added fairly easily. This would put an energy
penalty on high liquid flow rates in the solar heating system. Lastly, it is possible to run the code
using an unsteady fluid flow analysis throughout the simulation. This was not done in this work
because of the large computational times involved. Work could be done to lower computational
times if unsteady fluid flow simulation is desired.
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