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Nesta dissertação expõe-se o estudo da existência e multiplicidade de soluções para
uma classe de equações elípticas não homogéneas da forma
−∆u+ V (x)u = f(u) + h(x), x ∈ R2,
onde a não linearidade f(s) pode ter crescimento crítico exponencial no sentido dado
pela desigualdade de Trudinger-Moser. Apresentam-se resultados obtidos por F. Albu-
querque, C. Alves e E. Medeiros, em [5], de existência de duas soluções não triviais
recorrendo a técnicas variacionais, à desigualdade de Trudinger-Moser, e a um teorema
de minimax.
Também é exposto o estudo da existência e multiplicidade de soluções para uma
classe de sistemas de equações elípticas não lineares com peso, do tipo gradiente, da
forma
−∆u+ V (|x|)u = Q(|x|)f(u, v),−∆v + V (|x|)v = Q(|x|)g(u, v) em R2,
onde, mais uma vez, se permite que f e g possam ter crescimento crítico exponencial no
sentido anterior, e onde os pesos radiais V e Q podem ser ilimitados ou com decaimento
para zero. Apresentam-se resultados obtidos por F. Albuquerque em [2], de existência e
multiplicidade de soluções recorrendo outra vez a técnicas variacionais, a uma modifica-
ção da desigualdade de Trudinger-Moser, e a um teorema de minimax simétrico.
Palavras-chave: desigualdade de Trudinger-Moser, espaços de Sobolev com peso,
métodos variacionais, potenciais radiais, equações de Schrödinger não-lineares.
Abstract
In this work, we present the study of the existence and multiplicity of solutions for a
class of nonhomogeneous elliptic equations of the form
−∆u+ V (x)u = f(u) + h(x), x ∈ R2
where the nonlinear term f(s) may have critical exponential growth in the sense given by
the Trudinger-Moser inequality. The existence of two nontrivial solutions, obtained by F.
Albuquerque, C. Alves and E. Medeiros in [5], is presented using variational techniques,
a Trudinger-Moser inequality and a minimax theorem.
We also present the study of the existence and multiplicity of solutions for a class of
gradient-type systems of the form
−∆u+ V (|x|)u = Q(|x|)f(u, v),−∆v + V (|x|)v = Q(|x|)g(u, v) em R2.
where the non linear terms f and g, may have critical exponential growth in the previous
sense, and the radially symmetric potentials V and Q may be unbounded or decaying
to zero. The existence and multiplicity of solutions, obtained by F. Albuquerque in
[2], are presented using once again variational techniques, a modified Trudinger-Moser
inequality, and a symmetric minimax theorem.
Keywords: Trudinger-Moser inequality, weighed Sobolev spaces, variational methods,
radial potentials, nonlinear Schrödinger equations.
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Notações
• C = C(α, β, a, b, c, d, ...) denota uma constante positiva dependente dos valores
α, β, a, b, c, d, ...;
• Br denota a bola aberta em R2 de centro na origem e raio r > 0; BR \Br denota
o anel de raio interior r e raio exterior R;
• A denota a aderência de A;
• Para qualquer A ⊂ R2, Ac denota o complementar de A;
• |A| denota a medida de Lebesgue do conjunto A;
• q.t.: abreviação de quase todo para designar em quase todo o ponto, ou seja, a
menos de um conjunto de medida nula;








denota o gradiente da função u : R2 → R;
• ∆u = ∂2u
∂x2 +
∂2u
∂y2 denota o Laplaciano de u;
• X ′ denota o dual topológico do espaço de Banach X;
• 〈·, ·〉 denota o par de dualidade entre X ′ e X;
• ⇀ e → denotam convergência fraca e forte em X, respectivamente;
• supp(u) denota o suporte de u;
• p >> q significa que o número p é muito maior que o número q;




• on(1) denota uma sucessão de números reais que converge para 0 quando n→∞;
• f(s) = O(g(s)) quando s→∞ significa que existem M > 0 e s0 tais que |f(s)| 6
M |g(s)| para todo s > s0;
• indica o fim de uma demonstração;
• ‖u‖Lp(Ω) = ‖u‖p = (
∫
Ω |u|p dx)
1/p para 1 6 p <∞;
• ‖u‖L∞(Ω) = ‖u‖∞ = inf{C > 0 : |u(x)| 6 C q.t. x ∈ R2};





• C∞0 (R2) denota o conjunto de funções de classe C∞ de suporte compacto;
• C∞0,rad(R2) = {u ∈ C∞0 (R2) : u é radial};




• Ck,p(Ω) = {u ∈ Ck(Ω) : Dku é γ-Hölder contínua}
• Lp(Ω) = {u : Ω→ R : u é mensuravel e ‖u‖p <∞};
• L1loc(Ω) = {u : Ω→ R : u é mensuravel e |u|K ∈ L1(K), ∀K ⊂ Ω compacto};
• L∞(Ω) = {u : Ω→ R : u é mensuravel e ‖u‖∞ <∞};
• W k,p(Ω) = {u ∈ Lp(Ω) : Dγu ∈ Lp(Ω), ∀ |γ| 6 k} onde γ é um multi-índice;
• W k,p0 (Ω) denota o fecho de C∞0 (Ω) relativamente à norma ‖ · ‖k,p;
• Hk(Ω) = W k,2(Ω);
• Hk0 (Ω) denota o fecho de C∞0 (Ω) relativamente à norma ‖ · ‖k,2.
Introdução
No ano lectivo 2016-2017, no âmbito da disciplina Seminário do Mestrado em Matemá-
tica, foi apresentado um trabalho baseado no artigo [12] de J. do Ó, E. Medeiros e U.
Severo, onde se prova a existência de pelo menos duas soluções fracas não triviais para
o problema:
−∆u+ V (x)u = f(u) + h(x), x ∈ R2, (0.1)
onde o termo não linear f(s) pode ter crescimento crítico exponencial num sentido a
precisar. Nesta tese pretende-se apresentar o estudo aprofundado de (0.1) com h ≡ 0,
que faz a extensão à seguinte classe de sistemas elípticos não lineares que foi feita por
F. Albuquerque em [2], e verificando a sua solvabilidade:
−∆u+ V (|x|)u = Q(|x|)f(u, v),−∆v + V (|x|)v = Q(|x|)g(u, v) em R2, (0.2)
onde f e g também podem ter crescimento crítico exponencial num sentido a precisar.
Estes problemas relacionam-se com problemas da física matemática, em particular, por-





= −∆ψ +W (x)ψ − g(|ψ|)ψ − eiλth(x), x ∈ R2,
e soluções de ondas estacionárias para o sistema de Schrödinger não linear
i
∂φ
∂t = −∆φ+W (x)φ−Q(|x|)ξ(|φ|)φ,
i∂ψ∂t = −∆ψ +W (x)ψ −Q(|x|)ξ(|ψ|)ψ, x ∈ R
2,
respectivamente.
Para se mostrar a existência de soluções para os problemas (0.1) e (0.2), usam-se métodos
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e usam-se teoremas de minimax, como o Teorema da Passagem da Montanha (cf. Teo-
rema A.2.3), para encontrar pontos críticos do funcional I, que correspondem a soluções
fracas de (0.1). Ora, uma das dificuldades do estudo destes problemas prende-se com
o facto de se trabalhar em todo o R2 (domínio ilimitado), o que acarreta problemas de
compacidade. O tipo de crescimento das não linearidades trás novas dificuldades que são









6 C|Ω|, se α 6 4π,=∞, se α > 4π.
Já que se admite que sejam limitadas para exponenciais do tipo eαu2 . Ora, o estudo
deste tipo de problemas tem evoluído ao longo do tempo, e de forma a dar uma maior
diversidade ao tipo de problemas estudados, foram precisas versões adequadas da desi-
gualdade de Trudinger-Moser, para controlar o crescimento crítico das não linearidades
nos diversos casos.
De facto, usando a desigualdade de Trudinger-Moser para domínios limitados (cf.
Teorema 1.2.1), estabelecida em 1971 ([17]); Figueiredo, Miyagaki e Ruf, em 1995 ([11]),
realizaram o estudo de um problema análogo a (0.1), em que f tem um crescimento de um
tipo exponencial no sentido da desigualdade de Trudinger-Moser. Em 2007, Adimurthi
e Sandeep, em [1] estabeleceram uma desigualdade de Trudinger-Moser com pesos sin-
gulares (cf. Teorema 1.4.1), e fizeram ainda o estudo do problema do tipo (0.1) com um
termo não linear com crescimento crítico no sentido anterior e com um peso singular.
Mais tarde, em 2008 ([12]), do Ó, Medeiros e Severo, aproveitaram a desigualdade de
Trudinger-Moser em domínios ilimitados (cf. Teorema 1.3.1) estabelecida por Ruf em
2005 ([19]) para estudar a equação (0.1). Em 2014, Albuquerque, Alves e Medeiros em
[4], aproveitaram o trabalho de Su, Wang e Willem em 2007 ([22]) onde é estabelecida
uma desigualdade de Trudinger-Moser com pesos radiais (cf. Teorema 3.2.1), para es-
tudarem uma classe de equações do tipo (0.1) com potenciais radiais. Ainda em 2014,
Albuquerque, em [2], utiliza estes últimos resultados para estudar o sistema (0.2). Estes
dois últimos trabalhos integram a sua tese de doutoramento em ([3]).
A tese está estruturada da seguinte forma:
O Capítulo 1 é dedicado às desigualdades do tipo Trudinger-Moser em domínios
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limitados ([17]) e ilimitados ([19]), e de Trudinger-Moser com pesos singulares ([1]),
que são ferramentas fundamentais para o estudo dos problemas dos Capítulos 2 e 3
respectivamente.
No Capítulo 2 é abordado detalhadamente o artigo [12]. As ferramentas principais
são: o Teorema da Passagem da Montanha (cf. Teorema A.3.3) e o Princípio Varia-
cional de Ekeland (cf. Teorema A.3.1). Na última secção deste capítulo, deduzem-se
ainda algumas características das soluções encontradas, tais como o sinal e a energia das
mesmas.
No Capítulo 3 faz-se o estudo do sistema (0.2), baseado no artigo [2]. Dada a natureza
do problema, trabalha-se em espaços com peso (cf. Definições 3.1.1 e 3.1.2), e estabelece-
se uma desigualdade de Trudinger-Moser nesses mesmos espaços. Adaptando a estratégia
usada no Capítulo 2 prova-se a existência de soluções para o problema (0.1). Prova-se
ainda a existência de múltiplas soluções para o problema:−∆u+ V (|x|)u = λQ(|x|)f(u, v) em R
2,
−∆v + V (|x|)v = λQ(|x|)g(u, v) em R2,
(0.3)
onde λ é um parâmetro positivo, no caso em que f e g são funções ímpares.
No Apêndice reúnem-se algumas definições e resultados utilizados durante a tese,
tendo-se optado pela inclusão de algumas demonstrações por terem sido parte integrante
do estudo para a elaboração desta dissertação.
3
1. Desigualdades do tipo Trudinger-Moser
1.1. Motivação
Considere-se um domínio limitado Ω de RN com N > 3. Sabe-se que, pelo Teorema das
Imersões de Sobolev (cf. Teorema A.1.1), a imersão H10 (Ω) ↪→ Lp(Ω) é contínua para
todo 1 6 p 6 2∗ = 2N/(N − 2). Este facto significa que o crescimento máximo que uma





|u|p dx < +∞, para 1 6 p 6 2∗, (1.1)
e significa ainda que, para p > 2∗, o supremo é infinito. O expoente crítico 2∗ é assim a
linha de divisão entre a finitude e infinitude de (1.1) em dimensão N > 3. Em dimensão
dois, tem-se que H1(Ω) ↪→ Lp(Ω), ∀ p > 1, pelo que se coloca a questão de saber se
existe uma fronteira no que ao tipo de crescimento das funções diz respeito e, em caso
afirmativo, qual será. Substituindo N por 2 na expressão 2NN−2 , obtém-se 2
∗ = ∞, pelo
que se levanta então a questão: H10 (Ω) ↪→ L∞(Ω)?
Ora, considerando N = 2, Ω = B1 e u(x) = log(1− log |x|), tem-se que∫
Ω

































log(1− log |x|) =∞,
donde concluímos que u ∈ H10 (Ω) mas u /∈ L∞(Ω), logo a imersão não é válida.
Pretende-se então procurar uma função g : R → R+ de crescimento maximal e, tal
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g(u) dx < +∞.
N.S. Trudinger prova, em [23], que existe uma função nas condições anteriores e que tem
crescimento exponencial. Mais precisamente, Trudinger desenvolveu a função exponen-
cial em série de potências e reduziu o problema a mostrar que uma série de normas de
Lm, m ∈ R, é finita, controlando as constantes da injecção W 1,20 ⊂ Lm. Daqui, conse-





dx por uma constante independente de u, com u na bola
unitária ‖∇u‖2 6 1 de H10 (Ω), para alguns valores positivos da constante α. J. Moser,
em [17], prova e aprimora os mesmos resultados, obtendo o maior valor possível para
o expoente α, mostrando que a limitação do supremo do integral por uma constante é
possível para α 6 4π, mas não para α > 4π fazendo uso da simetrização de Schwarz
(cf. Definição A.2.1). O resultado que estabelece esta propriedade é conhecido como a
Desigualdade de Trudinger-Moser.
1.2. Desigualdade de Trudinger-Moser
Enuncia-se assim o resultado mais fino estabelecido por Moser ([17]).
Teorema 1.2.1. Seja Ω um domínio limitado em R2. Para todo α > 0 e u ∈ H10 (Ω),
eαu








6 C|Ω|, se α 6 4π,=∞, se α > 4π. (1.2)
À desigualdade (1.2) chama-se Desigualdade de Trudinger-Moser.
Demonstração. A demonstração deste teorema faz uso da simetrização de Schwarz (cf.
Definição A.2.1), onde se associa à função u, a função radialmente simétrica u∗, tal que,
|{x ∈ BR : u∗(x) > c}| = |{x ∈ Ω : u(x) > c}| para todo c > 0. Tendo-se portanto,















2(x) dx. Tem-se também, pela desigualdade de
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Assim, é suficiente considerar o caso radial.



















































































Separa-se a demonstração em três casos.
Caso 1: α < 4π. Seja w ∈ C1([0,∞)), tal que
∫∞
0 w



















































, 0 6 t 6 n
√





















4πn−t dt = e(
α
4π−1)n →∞, n→ +∞.
Logo, neste caso, o supremo em questão é +∞.
Caso 3: α = 4π. Este é o caso mais delicado. Moser observa que em (1.4) se pode ter
a igualdade w(t1) = t1/21 para algum t1 só se w for da forma t
1/2
1 η(t/t1), com η(s) =
min(s, 1). Daqui, Moser mostra que se t−1/2w(t) estiver perto o suficiente de um, então
w(t) tem de estar perto de uma das funções acima. Assim, observando que a sucessão
de Moser wn(t) é precisamente do tipo n1/2η(t/n), tem-se que se vn(t), t ∈ (0,+∞) for
uma sucessão tal que ∫ ∞
0
v2n dt = 1 e ‖vn‖∞ → +∞,














Ora, o segundo integral de (1.5) é igual a 1. Quanto ao primeiro integral, fazendo a














onde usa-se o facto de en(s2−s) ser simétrica em relação à recta s = 1/2. Tendo em conta
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que para cada ε > 0 se tem



























1− ε + on(1), se ε < 1.











ε− 1 = on(1)., se ε < 1






1− ε + on(1) → 1, quando
ε → 0. Como en(s2−s)n é crescente, logo o integral em (1.5) é 6 2, o que completa a
demonstração do Teorema 1.2.1.
1.3. Desigualdade do tipo Trudinger-Moser em R2
Nesta secção introduz-se a Desigualdade do tipo Trudinger-Moser em R2, obtida por
B. Ruf ([19]) em 2005, isto é, mais de 30 anos depois de estabelecida a desigualdade
de Trudinger-Moser para conjuntos limitados. Esta desigualdade permite trabalhar em
problemas como os casos expostos nesta tese em que o domínio é ilimitado.
A desigualdade de Trudinger-Moser diz que para funções u ∈ H10 (Ω), onde Ω ⊂ R2






por uma constante C que apenas depende da medida de Ω, e que, tende para infinito
quando |Ω| → ∞. Isto significa que a desigualdade de Trudinger-Moser não é válida
para domínios ilimitados, em particular, não é válida para Ω = R2.
Substituindo a norma de Dirichlet (‖∇u‖2), pela norma de Sobolev standard no caso
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(|∇u|2 + u2) dx
)1/2
, (1.7)




2 − 1 dx, em ‖u‖1,2, é limitado por uma constante
independente do domínio Ω, mais precisamente, estabelece o seguinte resultado:






(eαu2 − 1) dx
6 d, se α 6 4π,=∞, se α > 4π. (1.8)













(e4πu2 − 1) dx (1.9)
visto que qualquer função u ∈ H10 (R2) pode ser estendida por zero fora de Ω, obtendo-se






(e4πu2 − 1) dx 6 d. (1.10)
Tal como na demonstração do Teorema 1.2.1, usa-se a técnica de simetrização de Schwarz
(cf. Definição A.2.1), pelo que é suficiente provar (1.10) para funções radialmente simé-
tricas u(x) = u(|x|).
Assim, suponha-se que u em (1.10) é radialmente simétrica e não crescente. Tome-se
r0 > 0, e escreva-se o integral em (1.10) da seguinte forma∫
R2
(e4πu2 − 1) dx =
∫
|x|6r0
(e4πu2 − 1) dx+
∫
|x|>r0
(e4πu2 − 1) dx. (1.11)
O segundo integral pode ser escrito como
∫
|x|>r0

























para todo r > 0.
Mudando para coordenadas polares e utilizando o Lema Radial, tem-se para k > 2 que
∫
|x|>r0
|u|2k dx = 2π
∫ ∞
r0
















Logo, voltando a (1.12), tem-se
∫
|x|>r0























pois ‖u‖2 = ‖u‖1,2 − ‖∇u‖2 6 1. Para estimar o primeiro integral em (1.11), seja
v(r) =
u(r)− u(r0), 0 6 r 6 r0,0, r > r0.
Ora, pelo Lema Radial, tem-se
u2(r) = v2(r) + 2v(r)u(r0) + u2(r0)
6 v2(r) + v2(r)u2(r0) + 1 + u2(r0)
6 v2(r) + v2(r) 1
πr20












onde se utilizou a desigualdade 2ab 6 a2b2 + 1 que vem do facto de (ab − 1)2 = a2b2 −










































(1− ‖u‖22) = 1 +
1
πr20
‖u‖22 − ‖u‖22 −
1
πr20




Observe-se que nesta última estimativa a mudança de norma foi essencial, pois caso não
se tivesse utilizado a norma ‖ · ‖1,2, a estimativa que permite concluir o resultado não
seria válida. Note-se que se teria
∫
Br0







‖u‖42. Portanto, não seria possível verificar que
∫
Br0
|∇w|2 dx 6 1, que é
necessário para concluir o resultado.
Como de (1.13), u2(r) 6 w2(r) + d(r0), tem-se∫
|x|6r0





dx− |Br0 | 6 e4πd(r0)C(|Br0 |).
A última desigualdade justifica-se pelo facto de w ∈ H10 (Br0) e
∫
Br0
|∇w|2 dx 6 1 e,
portanto, pode-se usar o Teorema 1.2.1, donde o resultado segue.
Para provar que 4π é o valor “fronteira”, considere-se ρ > 0 tal que Bρ ⊂ Ω e a



















, ρn 6 |x| 6 ρ,
0, |x| > ρ.
Ora, mudando para coordenadas polares, tem-se
∫
Ω
































































































4n2 logn + 1
]
.





(eαu2 − 1) dx >
∫
Bρ

































2n2 → +∞, quando n→∞, se α > 4π,
o que prova, atendendo ao que já foi visto, que 4π é o valor “fronteira” de α, e conclui-se
assim a demonstração do teorema.
A desigualdade de Trudinger-Moser foi melhorada por P.L. Lions [15], que estabeleceu
o seguinte lema num domínio Ω limitado:
Lema 1.3.1. Seja (wn) uma sucessão em H10 (Ω) com ‖∇wn‖2 = 1 tal que (wn) converge








De seguida, apresenta-se uma versão deste lema para Ω = R2.
Lema 1.3.2. ([12]). Seja (wn) uma sucessão em H1(R2) com ‖wn‖1,2 = 1 e suponha-







(epw2n − 1) dx <∞.
Demonstração. Como wn ⇀ w0 e ‖wn‖1,2 = 1, conclui-se que




Logo, para n grande, tem-se p‖wn − w0‖21,2 < α < 4π para algum α > 0. Escolhendo



























dx 6 C, pois α < 4π.
Além disso, como






onde se usa o facto de (εa − ε−1b)2 > 0 ⇒ ε2a2 + ε−2b2 > 2ab, vem que, usando a
desigualdade de Young modificada (ver mais abaixo), com 1/q + 1/r = 1,
epw
2




(eqp(1+ε2)(wn−w0)2 − 1) + 1
r
(erp(1+1/ε2)w20 − 1).
Nesta última desigualdade usa-se, para a, b > 0 e 1/q+1/r = 1, a desigualdade de Young
modificada,
ab− 1 6 1
q













(erp(1+1/ε2)w20 − 1) dx 6 C
para n grande, o que prova o lema.
Termina-se esta secção com uma consequência da desigualdade de Trudinger-Moser
em R2, a qual precisa do lema que se segue
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Lema 1.3.3. [12] Sejam β > 0 e r > 1. Então para cada α > r existe uma constante




































= 0, pois r < α,
donde se conclui o lema.
Proposição 1.3.1. Sejam β > 0 e q > 0. Então a função |u|q(eβu2 − 1) pertence a
L1(R2) para todo u ∈ H1(R2).
Demonstração. Conjugando o Teorema 1.3.1, o Lema 1.3.3, e a desigualdade de Hölder,
obtém-se∫
R2
|u|q(eβu2 − 1) dx 6 ‖u‖qqs
(∫
R2





(eαβu2 − 1) dx
)1/r
< +∞,
onde r é tal que 1/r + 1/s = 1 e α > r.
1.4. Desigualdade de Trudinger-Moser singular
Nesta secção apresenta-se a prova, estabelecida por Adimurthi e Sandeep em [1], de uma
desigualdade do tipo Trudinger-Moser com um peso singular num domínio Ω limitado
de Rn, com n > 2. De seguida apresenta-se a prova para o caso n = 2.
Teorema 1.4.1. Sejam Ω um domínio limitado em R2 contendo a origem e u ∈ H10 (Ω).


























Demonstração. Observe-se que para β = 0 tem-se a desigualdade de Trudinger-Moser,
pelo que se vai apresentar a prova para β ∈ (0, 2). Para provar (1.14) utiliza-se a
desigualdade de Hölder e o Teorema 1.2.1. Sejam t > 1 tal que βt < 2 e R > 0 tal que



























































De forma a provar (1.15), no caso em que α4π +
β
















































Para se estabelecer (1.15) no caso α4π +
β




2 = 1− a









Ora, por simetrização, pode-se já considerar que Ω é a bola BR centrada na origem, e
que u é uma função radial positiva. Então,
∫
BR
















Agora para tal u, defina-se uma função v da seguinte forma:
v(s) := a1/2u(s1/a) com s ∈ [0, Ra].
Tem-se










































































Para provar o último caso, quando α4π +
β
2 > 1, escolha-se R > 0 tal que BR ⊂ Ω. Seja





(logn)1/2 0 6 |x| 6 R/n
log(R/|x|)
(logn)1/2 R/n 6 |x| 6 R
0 |x| > R.
(1.20)
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Então, por cálculos análogos aos da demonstração do Teorema 1.3.1, tem-se
∫
BR









































Logo, quando α4π +
β










o que completa a demonstração do teorema.
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2. Uma classe de equações não
homogéneas com crescimento
exponencial crítico em R2
2.1. Apresentação do problema e resultados preliminares
Neste capítulo considera-se o problema elíptico não homogéneo da forma
−∆u+ V (x)u = f(u) + h(x), em R2 (2.1)
onde o termo não linear f(s) pode ter um crescimento crítico por meio da desigualdade
de Trudinger-Moser. Combinando métodos variacionais e a desigualdade de Trudinger-
Moser em R2, estabelece-se a existência de, pelo menos, duas soluções distintas para esta
classe de equações, controlando o tamanho de h, e ainda resultados relativos ao sinal das
soluções obtidas.
Vamos estudar o problema (2.1) considerando h ∈ L2(R2), embora todos os resul-
tados sejam válidos num contexto mais geral com h ∈ H−1(R2) (o dual topológico de
H1(R2)). Ao longo deste capítulo vão considerar-se as seguintes hipóteses para V :
(V1) V : R2 → R é contínua e V (x) > V0 > 0 para todo o x ∈ R2;
(V2) A função [V (x)]−1 pertence a L1(R2).
Considere-se o seguinte subespaço de H1(R2):
E =
{
u ∈ H1(R2) :
∫
R2
V (x)u2 dx <∞
}
,




(∇u∇v + V (x)uv) dx, u, v ∈ E (2.2)
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ao qual se associa a norma ‖u‖ = 〈u, u〉1/2. Estabeleçam-se de seguida alguns resultados
de imersão.
Lema 2.1.1. Se (V1) e (V2) forem satisfeitas, então a imersão E ↪→ H1(R2) é contínua
e as imersões E ↪→ Lq(R2) são compactas para todo o 1 6 q <∞.














(|∇u|2 + u2) dx
]1/2
= C‖u‖1,2,
onde C = min{1, V0}. Logo, a imersão E ↪→ H1(R2) é contínua. Como a imersão
H1(R2) ↪→ Lq(R2) é contínua, então E ↪→ Lq(R2) é contínua para todo o 2 6 q < ∞.













Logo, as imersões E ↪→ Lq(R2) são contínuas para todo o 1 6 q <∞.
Para provar que as imersões acima são compactas, tome-se uma sucessão (un) ⊂ E
tal que ‖un‖ 6 C. Sem perda de generalidade, pode-se supor que, passando a uma
subsucessão, un ⇀ u em E e un → u em Lqloc(R2) para todo o 1 6 q <∞.






















‖un − u‖ 6 ε‖un − u‖ 6 εC.





|un − u| dx = 0.
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Assim, a imersão E ↪→ L1(R2) é compacta.
Considerando agora 1 < q <∞, tem-se que∫
R2
|un − u| dx→ 0.
Como 2q − 1 > 1, vem das imersões contínuas E ↪→ Ls(R2), 1 6 s <∞, que∫
R2
|un − u|2q−1 dx é limitado. Da desigualdade de Hölder sai que
∫
R2
|un − u|q dx =
∫
R2














→ 0 quando n→∞.
Conclui-se assim que E ↪→ Lq(R2) compactamente, para todo 1 6 q <∞.
Estabeleça-se ainda um corolário do Teorema 1.3.1 para o espaço E.
Corolário 2.1.1. Se v ∈ E, β > 0, q > 0 e ‖v‖ 6 M com βM2 < 4π, então existe
C = C(β,M, q) > 0 tal que ∫
R2
(eβv2 − 1)|v|q dx 6 C‖v‖q.
Demonstração. Seja r > 1 perto de 1 tal que rβM2 < 4π e sq > 1 onde s = r/(r − 1).














(eβv2 − 1)r dx
]1/r
‖v‖qqs.




(eβv2 − 1)|v|q dx 6 C1
[∫
R2













Por fim, usando a imersão contínua E ↪→ Lqs(R2), conclui-se que∫
R2
(eβv2 − 1)|v|q dx 6 C‖v‖q.
Definição 2.1.1. Diz-se que f(s) tem crescimento subcrítico exponencial se para todo











0, ∀α > α0,+∞, ∀α < α0.
Exemplo 2.1.1. Dois exemplos de funções que satisfazem os tipos de crescimento (fα)








para todo α positivo, visto que o crescimento da exponencial de s2 é sempre superior ao







0, ∀α > 1+∞ ∀α < 1.
Considere-se o problema (2.1) quando f admite um dos dois tipos de crescimento
definidos acima, dizendo-se, no primeiro caso, que f tem crescimento do tipo (fα) e, no
segundo, do tipo (fα0). Considerem-se também as seguintes hipóteses sobre o termo não
linear f(s):
(f0) f é contínua e f(s) = o(s) quando s→ 0;
(f1) existem θ > 2 e s1 > 0 tais que para todo o |s| > s1,
0 < θF (s) = θ
∫ s
0
f(t) dt 6 sf(s);
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(f2) existem constantes R0,M0 > 0 tais que para todo o |s| > R0,
0 < F (s) 6M0|f(s)|;
(f3) lim
s→0
























= V0 > 0.
(2.3)
Destas hipóteses tiram-se imediatamente os resultados seguintes.
Lema 2.1.2. Suponha-se (f1). Então existem constantes positivas C1, C2, tais que
F (s) > C1|s|θ − C2, ∀ s ∈ R (2.4)










se s 6 −s1
Integrando a primeira desigualdade entre s1 e s e a segunda entre s e −s1, obtém-se
logF (s) > θ log |s|+ C
donde
F (s) > C1|s|θ, |s| > s1.




f(t) dt, s ∈ [−s1, s1]
|F (s)| 6 s1M
ondeM = max
[−s1,s1]
|f(s)|. Fazendo C2 = s1M , tem-se então que F (s) > −C2 em [−s1, s1],
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donde se conclui (2.4).
Lema 2.1.3. Suponha-se (f2). Então existem constantes positivas C1, C2, tais que
F (s) > C1e|s|/M0 − C2, s ∈ R. (2.5)











F (s) > C1e|s|/M0 , |s| > R0.




f(t) dt, s ∈ [−R0, R0]
|F (s)| 6 s1M
onde M = max
[−R0,R0]
|f(s)|. Fazendo C2 = s1M , tem-se então que F (s) > −C2 em
[−R0, R0], donde se conclui (2.5).
2.2. Enquadramento Variacional
Estabeleça-se o enquadramento no qual as soluções do problema (2.1) possam ser es-
tudadas naturalmente por métodos variacionais. Nesta secção estabelecem-se todos os
resultados que são análogos ao caso subcrítico e ao caso crítico. Com isto em vista,
considera-se sempre α > 0 se f(s) satisfizer (fα) ou α > α0 se f(s) satisfizer (fα0).
Lema 2.2.1. Seja q > 1 e suponha-se que f tem crescimento crítico ou subcrítico e
satisfaz (f0) e (f3). Então, para qualquer ε > 0, existem constantes b1, b2 > 0 tais que
|f(s)| 6 (λ1 − ε)|s|+ b1|s|q−1(eαs
2 − 1), ∀s ∈ R, (2.6)
|F (s)| 6 (λ1 − ε)2 s
2 + b2|s|q(eαs
2 − 1), ∀s ∈ R. (2.7)
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Demonstração. Da hipótese (f3) tem-se que existe ε, δ1 > 0 tais que
|F (s)| 6 λ1 − ε2 s
2, ∀ 0 < |s| < δ1.
Logo, da hipótese (f0),
|f(s)| 6 (λ1 − ε)|s|, ∀ 0 < |s| < δ1. (2.8)






















o que implica que existe δ2 > δ1 > 0 tal que
|f(s)| < ε|s|q−1(eαs2 − 1), ∀|s| > δ2. (2.9)
No caso em que s ∈ [δ1, δ2], tem-se (eαδ
2
1 − 1) 6 (eαs2 − 1).
Logo, 1 6 (eαδ21−1)−1(eαs2−1). Por outro lado, como f(s) é limitado em [δ1, δ2], tem-se
|f(s)| 6 C, ∀s ∈ [δ1, δ2]
= C|s|q−1|s|1−q ∀s ∈ [δ1, δ2]
6 C|s|q−1(eαδ21 − 1)−1(eαs2 − 1) ∀s ∈ [δ1, δ2]
= C|s|q−1(eαs2 − 1) ∀s ∈ [δ1, δ2],
(2.10)
onde C denota uma constante diferente em cada passo. Portanto, de (2.8), (2.9) e (2.10),
obtém-se (2.6). Para verificar (2.7), usa-se (2.6) e consideram-se dois casos.
















2 − 1), ∀s ∈ R.
(2.11)
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|t|q−1(eαt2 − 1) dt





















2 − 1), ∀s ∈ R.
(2.12)
Ora, por (2.7) e pelo Corolário 2.1.1, tem-se que F (u) ∈ L1(R2) para todo u ∈










está bem definido. Por argumentos standard vê-se que I ∈ C1(E,R), cuja derivada é
dada por









hv dx para u, v ∈ E. (2.14)
Definição 2.2.1. Diz-se que u ∈ E é uma solução fraca de (2.1) se satisfizer∫
R2






hv dx = 0 (2.15)
para todo v ∈ E.
Consequentemente, os pontos críticos do funcional I são as soluções fracas do pro-
blema (2.1).
O próximo lema descreve a estrutura geométrica do funcional I necessária para aplicar
o Teorema A.3.3.
Lema 2.2.2. Suponham-se (f1),(f3) e (fα) ou (fα0). Então existe δ1 > 0 tal que para
cada h ∈ L2(R2) com ‖h‖2 < δ1, se tem:
i) existe ρh > 0 tal que I(u) > 0 se ‖u‖ = ρh. Além disso, ρh pode ser escolhido tal
que ρh → 0 quando ‖h‖2 → 0;
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ii) existe e ∈ E com ‖e‖ > ρh tal que I(e) < inf
‖u‖=ρh
I(u).
Demonstração. Usando (2.7), com q > 2 e o Corolário 2.1.1, tem-se que
∫
R2
F (u) dx 6 (λ1 − ε)2 ‖u‖
2
2 + C‖u‖q.






2 − (λ1 − ε)2 ‖u‖
2





1− (λ1 − ε)
λ1
]






1− (λ1 − ε)
λ1
)
‖u‖ − C‖u‖q−1 − C‖h‖2
]
. (2.16)




1− (λ1 − ε)
λ1
]
ρ− Cρq−1 > 0.
Logo, para h tal que ‖h‖2 seja suficientemente pequena, existe ρh > 0 tal que I(u) > 0
se ‖u‖ = ρh. Por outro lado, quanto menor for ‖h‖2, menor poderá ser ρh de tal modo
a que a expressão dada por (2.16) continue positiva.
Para provar ii), seja u ∈ H1(R2) tal que u ≡ s1 em B1, u ≡ 0 em Bc2 e u > 0.





















Como θ > 2, tem-se que I(tu) → −∞. Tomando e = tu com t grande o suficiente, o
lema fica provado.
Lema 2.2.3. Suponha-se (fα) ou (fα0). Então existe η > 0 e v ∈ E com ‖v‖ = 1 tal
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Demonstração. Para cada h ∈ L2(R2), considerando a identificação dada pelo teorema
de representação de Riesz em E com o produto interno (2.2), o problema
−∆v + V (x)v = h, x ∈ R2,
tem uma única solução v em E. Logo,∫
R2
hv dx = ‖v‖2 > 0 para cada h 6= 0.
Considerando a função g(t) = I(tv), t ∈ [0,+∞), tem-se
g′(t) = d
dt







Como f(0) = 0, g′(0) = −
∫
R2
hv dx < 0, logo existe η > 0 tal que para todo 0 < t < η,
g′(t) < 0. Usando que I(0) = 0, vem que I(tv) < 0 para todo 0 < t < η.
Lema 2.2.4. Suponham-se (f1) ou (f2) e (fα) ou (fα0). Seja (un) em E uma sucessão




f(un)un dx 6 C e
∫
R2










hun dx = c+ on(1),
e, para qualquer ϕ ∈ E,∫
R2








Tomando ϕ = un na expressão acima obtém-se, por (f1),


















[θF (un)− f(un)un] dx,
onde εn → 0 quando n→∞. Como f é contínua, tem-se que
|f(s)s−F (s)| 6 |f(s)s|+ |F (s)| 6 |s| max
s∈[−s1,s1]
|f(s)|+ |F (s)| 6 C1|s|, para todo |s| 6 s1.







o que implica que ‖un‖ 6 C. Assim, de I ′(un)un = o(‖un‖) vem∫
R2








6 εn‖un‖+ ‖un‖2 + C‖h‖2‖un‖.
Como I(un)→ c, vem∫
R2












6 −c+ ε+ 12‖un‖
2 + C‖h‖2‖un‖,
o que completa a demonstração.
Para o próximo resultado, faz-se uso do Lema Radial (Lema A.2.1), que afirma que





Lema 2.2.5. Suponham-se (f1), (f2) e (fα0). Seja (vn) ⊂ E uma sucessão de (PS) para
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I e u0 o seu limite fraco, então, a menos de subsucessão,
F (vn)→ F (u0) em L1(R2).
Demonstração. Como consequência dos Lemas A.5.3 e 2.2.4, para qualquer R > 0, tem-
se que
f(vn)→ f(u0) em L1(BR).
Logo, existe g ∈ L1(BR) tal que, a menos de subsucessão, |f(vn)| 6 g, q.t. x ∈ BR. De
(f2), pode-se concluir que
|F (vn)| 6 sup
vn∈[−R0,R0]
|F (vn)|+M0g q.t x ∈ BR.
Então, pelo teorema da convergência dominada de Lebesgue,
F (vn)→ F (u0) em L1(BR)
para todo R > 0. De (2.7) com q = 1, tem-se que∫
|x|>R







2 − 1) dx (2.17)
para α > α0. Além disso,∫
|x|>R
|vn|(eα|vn|





























, j > 1,
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onde C denota uma constante diferente em cada passo. Então, dado δ > 0, existe R > 0
tal que ∫
|x|>R




2 − 1) dx < δ.
De (2.17), conclui-se assim que∫
|x|>R
|F (vn)| dx 6 Cδ e
∫
|x|>R






































Γ = {g ∈ C([0, 1], E) : g(0) = 0 e I(g(1)) < 0}.
Tem-se cM > 0. Observe-se que, pelo Lema 2.2.3 e pela desigualdade (2.16), se tem
−∞ < c0 ≡ inf
‖u‖6η
I(u) < 0. (2.19)
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Nesta secção demonstram-se os resultados de existência de solução para o problema
(2.1). Atendendo à diferença de comportamento do funcional associado, relativamente
aos diferentes tipos de crescimento de f - subcrítico e crítico - as duas situações são
estudadas em separado.
2.3.1. Caso subcrítico
Neste caso, consegue-se provar que o funcional associado à equação satisfaz a condi-
ção de compacidade de Palais-Smale, o que permite obter pontos críticos do funcional.
Consequentemente, é possível distinguir as duas soluções que se vai obter: a solução de
mínimo local e a solução passagem da montanha.
O resultado principal desta subsecção é o seguinte:
Teorema 2.3.1. Se f(s) tem crescimento subcrítico e (V1)−(V2), (f0), (f1) e (f3) forem
satisfeitas, então existe δ1 > 0 tal que se 0 < ‖h‖2 < δ1, a equação (2.1) tem pelo menos
duas soluções fracas, uma com energia positiva e outra com energia negativa.
Observação 2.3.1. Diz-se que uma solução u tem energia positiva se I(u) > 0. Analo-
gamente, diz-se que tem energia negativa se I(u) < 0.
Exemplo 2.3.1. Seja 0 < λ < λ12 com λ1 definido em (2.3). Um exemplo de uma
função que verifica as condições do Teorema 2.3.1 é
f(s) = λ(2s+ s2)es.
Claramente, (fα) é satisfeito, visto que eαs
2 tem um crescimento muito mais rápido que







s(2s+ s2)es = lim|s|→∞
1
2 + s = 0.







es = 2λ < λ1.
Lema 2.3.1. Sob as condições do Teorema 2.3.1, o funcional I satisfaz a condição de
Palais-Smale.
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Demonstração. Seja (un) uma sucessão de (PS) para o funcional I. Pelo Lema 2.2.4, (un)
é limitada, logo, a menos de subsucessão, pode supor-se que un ⇀ u0 em E, un → u0
em Lq(R2) para todo o q > 1 e un(x)→ u0(x) q.t x ∈ R2. Veja-se que∫
R2
(f(un)− f(u0)) (un − u0) dx→ 0 quando n→∞. (2.20)
Ora, usando a desigualdade (2.6) com q = 1, para todo o α > 0, obtém-se




2 − 1) + (eαu20 − 1)
]
|un − u0|.
Usando a desigualdade anterior no integral de (2.20) e a desigualdade de Hölder vem,
pelo Teorema 1.3.1,∫
R2





2 − 1) + (eαu20 − 1)
]











|un − u0|p dx
)1/p
onde p, q > 1 são tais que 1/p + 1/q = 1. Ora, como un ⇀ u0 em E e E ↪→ Lp(R2)
compactamente, (∫
R2
|un − u0|p dx
)1/p
→ 0.
Pelo Lema 1.3.3, existe β > q tal que
(∫
R2


















onde M é um majorante de ‖un‖2. Tomando α > 0 tal que αβM 6 4π, isto é, α 6 4πβM ,










1/q 6 C(M,α, β). Esta escolha
de α é possível, visto que se está no caso subcrítico e, consequentemente, (2.20) fica
provado. Observando que
‖un − u0‖2 = 〈I ′(un)− I ′(u0), un − u0〉+
∫
R2
(f(un)− f(u0)) (un − u0) dx,
conclui-se que un → u0 e o resultado segue.
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Proposição 2.3.1. Existe η1 > 0 tal que se ‖h‖2 6 η1 o funcional I tem um ponto
crítico uM no nível de minimax cM definido em (2.18).
A demonstração da Proposição 2.3.1 segue imediatamente dos lemas 2.2.2 e 2.3.1. Do
Lema 2.2.2 vem que o funcional tem a geometria do Teorema A.3.3 e como, pelo Lema
2.3.1, satisfaz a condição de Palais-Smale, então do Teorema A.3.3 garante-se assim a
Proposição 2.3.1.
Proposição 2.3.2. Para cada h ∈ L2(R2) com h 6= 0, a equação (2.1) tem uma solução
tipo mínimo u0 com I(u0) = c0, com c0 definido em (2.19).
Demonstração. Seja ρh como definido no Lema 2.2.2. Visto que Bρh é um espaço métrico
completo com métrica dada pela norma de E, convexo e, o funcional I é de classe C1 e
limitado inferiormente em Bρh , tem-se que, pelo princípio variacional de Ekeland, existe
uma sucessão (un) em Bρh tal que
I(un)→ c0 = inf
‖u‖6ρh
I(u) < 0 e ‖I ′(un)‖E′ → 0.
Pelo Lema 2.3.1, tal sucessão tem uma subsucessão convergente, o que conclui a demons-
tração.
Observação 2.3.2. Note-se que na demonstração do Lema 2.3.1, se α tiver uma res-
trição como a do caso crítico, em que α > α0, o Teorema 1.3.1 iria depender da norma
da sucessão.
2.3.2. Caso crítico
Considere-se agora o caso em que f tem crescimento crítico. Tal como no caso subcrítico,
a ideia é encontrar uma solução do tipo mínimo através do princípio variacional de
Ekeland e uma solução do tipo passagem da montanha. No entanto, não se consegue
garantir a condição de compacidade de Palais-Smale, pelo que as conclusões são obtidas
de forma diferente.
Por exemplo, uma dificuldade adicional vai ser a distinção entre as duas soluções, já
que, neste caso, não é evidente que se encontrem em níveis diferentes. Vai ser preciso
uma hipótese extra para f .
Nesta subsecção provam-se os seguintes resultados:
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Teorema 2.3.2. Se f(s) tem crescimento crítico e se (V1)−(V2), (f0), (f2) e (f3) forem
satisfeitos, então existe δ1 > 0 tal que se 0 < ‖h‖2 < δ1, (2.1) tem uma solução fraca
com energia negativa.
Já para estabelecer a existência de uma segunda solução, são precisas hipóteses mais
refinadas.
Teorema 2.3.3. Sob as hipóteses do Teorema 2.3.2, considere-se ainda que existe β0 > 0
tal que
(f+4 ) lims→∞ sf(s)e
−α0s2 > β0 > 0.
Então existe δ2 > 0, tal que se 0 < ‖h‖2 < δ2, o problema (2.1) tem uma segunda solução
fraca.
Exemplo 2.3.2. Um exemplo de uma função que verifica as condições dos teoremas
2.3.2 e 2.3.3 é
f(s) = 3s2 + 2ses2 − 2s.
Vê-se facilmente que (fα0) é satisfeito com α0 = 1. É também trivial que (f0) é satisfeito.





s3 + es2 − 1− s2
3s2 + 2ses2 − 2s
= 0.














− 2 = 0 + 2− 2 = 0 < λ1.





(3s3 + 2s2es2 − 2s2)e−s2 = lim
|s|→∞
3s3e−s2 + 2s2− 2s2e−s2 = +∞.
Para demonstrar o Teorema 2.3.1 é necessário o próximo resultado que garante a
condição de (PS) em certos níveis, sob hipóteses mais fracas do que as apresentadas no
caso subcrítico.
Lema 2.3.2. Suponha-se que f tem crescimento crítico e satisfaz (f2). Se (un) for uma








então (un) possui uma subsucessão que converge fortemente para uma solução u0 de
(2.1).
Demonstração. Pelo Lema 2.2.4, ‖un‖ é limitada logo, passando a uma subsucessão se






Pode assumir-se também que un ⇀ u0 em E, un → u0 em Lq(R2) para todo q > 1 e
un(x)→ u0(x) q.t x ∈ R2. Além disso, pelo Lema A.5.3,
f(un)→ f(u0) em L1loc(R2).
Como (un) é sucessão de (PS), então I ′(un)ϕ = on(‖ϕ‖), ou seja∫
R2







para todo o ϕ ∈ C∞0 (R2). Assim, passando ao limite tem-se∫
R2







para todo o ϕ ∈ C∞0 (R2). Como C∞0 (R2) é denso em E, conclui-se que u0 é solução
fraca de (2.1).
Veja-se que se tem a convergência forte un → u0. Escrevendo un = u0 + wn, vem
que wn ⇀ 0 em E. Logo, wn → 0 em Lq(R2) para todo 1 6 q < ∞. Pelo Lema de
Brézis-Lieb (Cf. Lema A.5.1), tem-se






f(u0)u0 dx quando n→∞. (2.22)
De facto, como C∞0 (R2) é denso em E, para todo t > 0, existe ϕ ∈ C∞0 (R2) tal que
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f(un)(u0 − ϕ) dx
∣∣∣+ ∣∣∣ ∫
R2





Para estimar o primeiro integral, usa-se que |〈I ′(un), u0−ϕ〉| 6 tn‖u0−ϕ‖ com tn → 0.
Ora,
〈I ′(un), u0 − ϕ〉 = 〈un, u0 − ϕ〉 −
∫
R2
f(un)(u0 − ϕ) dx−
∫
R2
h(u0 − ϕ) dx,
portanto,∫
R2
f(un)(u0 − ϕ) dx = 〈un, u0 − ϕ〉 − 〈I ′(un), u0 − ϕ〉 −
∫
R2
h(u0 − ϕ) dx.
Donde se conclui que∣∣∣ ∫
R2
f(un)(u0 − ϕ) dx
∣∣∣
6 ‖un‖‖u0 − ϕ‖+ tn‖u0 − ϕ‖+ ‖h‖2‖u0 − ϕ‖
6 C‖u0 − ϕ‖ < Ct,
onde C é independente de n e de t. De forma análoga, usando 〈I ′(u0), u0 − ϕ〉 = 0,
pode-se estimar o segundo integral, obtendo-se∣∣∣ ∫
R2
f(u0)(u0 − ϕ) dx
∣∣∣ < Ct.
Para estimar o último integral, usa-se o facto de f(un)→ f(u0) em L1loc(R2) e conclui-se










O que implica (2.22) visto que t é arbitrário (t = ‖u0 − ϕ‖).
Conjugando





































= 〈I ′(u0), u0〉+ ‖wn‖2 −
∫
R2






h(u0 − un) dx+ on(1)








f(un)wn dx+ on(1). (2.24)
De (2.6) com q = 1, pela desigualdade de Hölder e pelo Lema 1.3.2, para qualquer
α > α0, tem-se∣∣∣ ∫
R2
f(un)wn dx





(eα|un|2 − 1)|wn| dx
6 C1‖wn‖2 + b2
[ ∫
R2
(eα‖un‖2(un/‖un‖)2 − 1)r dx
]1/r
‖wn‖p
6 C1‖wn‖2 + b2
[ ∫
R2
(eαq‖un‖2(un/‖un‖)2 − 1) dx
]1/r
‖wn‖p,
onde r > 1, p = r/(r−1) e q > r. Por hipótese, α0‖un‖2 < 4π para n grande o suficiente.
Considerem-se agora α > α0 e q > r, com r > 1 perto de 1, tais que ainda se tenha
αq‖un‖2 < 4π. Usando o Teorema 1.3.1 e o Corolário 2.1.1, conclui-se que o integral no
segundo membro da desigualdade anterior é majorado por uma constante independente
de n. Assim, atendendo a wn → 0 em Lq(R2), q > 1,∫
R2




De (2.24) sai então ‖wn‖ → 0, o que conclui a demonstração.
Proposição 2.3.3. Existe δ1 > 0 tal que para cada h ∈ L2(R2) com 0 < ‖h‖2 < δ1, a
equação (2.1) tem uma solução tipo mínimo u0 com I(u0) = c0, sendo c0 definido em
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(2.19).
Demonstração. Considere-se agora ρh como no Lema 2.2.2. Pode-se escolher ‖h‖2 pe-
quena o suficiente tal que ρh < (4π/α0)1/2. Como Bρh é um espaço métrico completo
convexo, com a métrica dada pela norma de E, e o funcional I é de classe C1 e limitado
inferiormente em Bρh , pelo princípio variacional de Ekeland, existe uma sucessão (un)
em Bρh tal que
I(un)→ c0 = inf
‖u‖6ρh
I(u) e ‖I ′(un)‖E′ → 0.
Tendo em conta que ‖un‖2 6 ρ2h < 4π/α0, pelo Lema 2.3.2, existe uma subsucessão de
(un) que converge fortemente para uma solução u0 de (2.1). Logo I(u0) = c0 < 0, o que
prova o Teorema 2.3.2.
Ora, para se obterem informações mais precisas sobre o nível de minimax obtido pelo






(logn)1/2 se |x| 6 r/n,
log( r|x| )
(logn)1/2 se r/n 6 |x| 6 r,
0 se |x| > r.





















= (logn)−1[log r − (log r − logn)] = 1
e ∫
R2




































para um certo M > 0. Pelo que se tem M̃n(·, r) ∈ H1(R2), verificando∫
R2
|∇M̃n(x, r)|2 dx = 1 e
∫
R2
|M̃n(x, r)|2 dx = O(1/ logn) quando n→∞. (2.25)
Seja Mn(x, r) = M̃n(x, r)/‖M̃n‖. Para |x| 6 r/n, tem-se ainda que
M2n(x, r) = (2π)−1 logn‖M̃n‖−2
= (2π)−1 logn+ (2π)−1 logn‖M̃n‖−2 − (2π)−1 logn
= (2π)−1 logn+ dn
onde dn = (2π)−1 logn(‖M̃n‖−2 − 1). Usando (2.25), conclui-se que ‖M̃n‖ → 1 quando
n→∞. Logo,
dn
logn → 0 quando n→∞. (2.26)




































F (tMn) dx > −C1 +
∫
{tMn>R0}




Se t > 0 for suficientemente grande e, m > 2, tem-se∫
{tMn>R0}





















F (tMn) dx = −∞.


































Agora, usando a hipótese (f+4 ), para cada ε > 0, existe Rε > 0 tal que
uf(u) > (β0 − ε)eα0u
2 para todo u > Rε. (2.31)
Considerando |x| 6 r/n, tem-se M2n(x, r) = (2π)−1 logn + dn logo, para n grande,
tnMn > Rε, donde de (2.30) e (2.31), obtém-se










−1 lognt2n+α0t2ndn . (2.32)
Logo,
1 > (β0 − ε)πr2eα0(2π)
−1 lognt2n+α0t2ndn−2 log tn−2 logn.
















Como (tn) é limitada, usando (2.7) com q = 2, obtém-se∣∣∣∣ ∫
{tnMn6R0}
F (tnMn) dx
∣∣∣∣ 6 C ∫
R2






Usando (2.25) e o facto de ‖M̃n‖ → 1, obtém-se∫
{tnMn6R0}






Agora, suponha-se por contradição que lim
n→+∞





1. De (2.32) tem-se que
t2n > (β0 − ε)πr2e(α0(4π)
−1t2n−1)2 logn+α0t2ndn ,







Para se estimar (2.30) com mais precisão, considerem-se os conjuntos (ver (2.30) e
(2.31))
An = {x ∈ Br : tnMn(x) > Rε} e Cn = Br \An.
De (2.30) e (2.31), tem-se















Note-se que Mn(x) → 0 e as funções características χCn → 1 q.t. x tal que |x| 6 r.
Logo, o teorema da convergência dominada de Lebesgue implica∫
Cn









α0(tnMn)2 dx→ πr2 quando n→∞.

































−1dn → πr2 quando n→∞,
onde se usa (2.26). Para o segundo integral, através da mudança de variável t =












2 − t >
−t se 0 6 t 6
ξ−1n
2 ,
ξn(t− ξ−1n )− 1 se
ξ−1n
























n dx > 2πr2.
Finalmente, tomando n→∞ em (2.34) e, usando (2.31), obtém-se
4π
α0
> (β0 − ε)2πr2
donde vem β0 6 2/(α0r2), o que contradiz (2.27) e, conclui a demonstração.




















Demonstração. Tendo em conta que ‖hMn‖1 6 ‖h‖2, basta tomar ‖h‖2 suficientemente
pequena e aplicar o Lema 2.3.3 para obter o resultado.
Corolário 2.3.2. Sob as hipóteses (f2)-(f+4 ), existe δ2 > 0 tal que para todo h ∈ L2(R2)
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com 0 < ‖h‖2 < δ2 existe u ∈ H1(R2) com suporte compacto que verifica
I(tu) < c0 +
2π
α0
para todo t > 0.
Demonstração. Reduzindo ‖h‖2, é possível aumentar o ínfimo c0. Pelo Lema 2.2.2,
ρh → 0 quando ‖h‖2 → 0. Consequentemente, c0 aumenta quando ‖h‖2 diminui e,








Conclui-se o resultado tomando u = Mn ∈ H1(R2).
Proposição 2.3.4. Sob as hipóteses (V1)-(V2) e (f2)-(f+4 ), existe δ1 > 0 tal que, se
h ∈ L2(R2) for tal que ‖h‖2 < δ1, então o problema (2.1) tem uma solução uM tipo
passagem da montanha.
Demonstração. Pelo Lema 2.2.2, I tem a geometria passagem da montanha. Logo, pelo
Teorema A.3.4, existe uma sucessão (un) em E que satisfaz
I(un)→ cM > 0 e ‖I ′(un)‖E′ → 0,
onde cM é o nível passagem da montanha. Ora, pelo Lema 2.2.4, a sucessão (un) é
limitada logo, (un) converge fracamente para (uM ) e, pela densidade de C∞0 (R2) em E,
vem que uM é solução de (2.1).
Observação 2.3.3. Pelo Corolário 2.3.2, conclui-se que




O próximo resultado vai garantir que as duas soluções encontradas são distintas, já
que, à partida, desconhece-se o nível da solução obtida via passagem da montanha. Para
tal, a estimativa anterior vai ser usada de forma fundamental.
Proposição 2.3.5. Sob as hipóteses (V1)-(V2) e (f0), (f2)-(f+4 ). Se δ2 > 0 (dado no
Corolário 2.3.2) for pequeno o suficiente, então as soluções de (2.1) u0 (conforme a
Proposição 2.3.3) e uM (conforme a Proposição 2.3.4) são distintas.
Demonstração. Ora, tem-se que existem sucessões (un) e (vn) em E tais que
un → u0, I(un)→ c0 < 0, 〈I ′(un), un〉 → 0, (2.36)
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e
vn ⇀ uM , I(vn)→ cM > 0, 〈I ′(vn), vn〉 → 0. (2.37)
Suponha-se por contradição que u0 = uM . Assim vn ⇀ u0 em H1(R2) e, a menos de








tem-se ‖wn‖1,2 = 1 e wn ⇀ w0 em H1(R2).
Agora, considerem-se as duas possibilidades:
(i) ‖w0‖1,2 = 1 e (ii) ‖w0‖1,2 < 1.
Se (i) acontece, tem-se limn→∞ ‖vn‖1,2 = ‖u0‖1,2, logo vn → u0 em H1(R2). Pelo Lema
A.5.2, existe g ∈ H1(R2) tal que
|vn| 6 g q.t. x ∈ R2.
Isto e (2.6), com q = 2, implica que
|f(vn)vn| 6 c1g2 + c2|g|(eαg
2 − 1) q.t. x ∈ R2,
para cada α > α0. Como a função c1g2 + c2|g|(eαg
2 − 1) ∈ L1(R2), conclui-se pelo



































Logo, vn → u0 em E e, consequentemente, I(vn) → I(u0) = c0 < 0, o que contradiz
(2.37).





para n grande. De facto, pela Observação 2.3.3, tem-se


















Por (2.37), tem-se que

















































Logo, para n grande o suficiente tem-se
qα0‖vn‖21,2 6
4π
cM − 12 limn→∞
∫


























































































a igualdade (2.39) e a definição de w0. Isto em conjunto com (2.40) implica (2.38) para
n grande.






− 1) dx 6 C (2.41)
para ε > 0 pequeno o suficiente. Usando (2.6), com q = 1, a desigualdade de Hölder e
as imersões de Sobolev, tem-se∣∣∣ ∫
R2
f(vn)(vn − u0) dx
∣∣∣ 6 ∣∣∣ ∫
R2
[
(λ1 − ε)|vn|+ b1(eα0|vn|
2 − 1)
]








































‖vn − u0‖2 → 0 e ‖vn − u0‖q′ → 0,
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donde se conclui∣∣∣ ∫
R2
f(vn)(vn − u0) dx
∣∣∣ 6 C1‖vn − u0‖2 + C2‖vn − u0‖q′ → 0






V (x)vn(vn − v0) dx→ 0.





V (x)u0(vn − v0) dx→ 0.
Consequentemente, vn → u0 em E. Então, I(vn)→ I(u0) = c0, o que contradiz (2.36) e
(2.37). Logo, u0 6= uM .
2.4. Sinal das soluções
Para os próximos resultados vai redefinir-se f(s) = 0 para s < 0. No caso subcrítico,
(f1) ainda é verificado para s > s1 e, para o caso crítico, (f2) ainda é verificado para
s > R0. As hipóteses (f1) e (f2) foram necessárias para ajudar a verificar a condição de
Palais-Smale assim como os Lemas 2.2.2, 2.2.4 e 2.2.5, que continuam a ser válidos para
esta não linearidade modificada. Estes resultados fornecem informações quanto ao sinal
das soluções, dado o sinal da perturbação h(x).
Proposição 2.4.1. Suponha-se que f tem crescimento subcrítico ou crítico e as hipóteses
(V1)-(V2), (f0)-(f3) são satisfeitas. Se h(x) > 0 q.t. x ∈ R2, então as soluções fracas de
(2.1) são não negativas.
Demonstração. Seja u ∈ E uma solução fraca de (2.1). Considerando u+ = max{u, 0},




hu− dx 6 0,
visto que f(u(x))u−(x) = 0 em R2. Consequentemente, u = u+ > 0.
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Para o caso h(x) 6 0, defina-se a função
f̃(s) =
−f(−s), se s > 0f(s), se s 6 0.
Proposição 2.4.2. Sob as hipóteses da Proposição 2.4.1, se h(x) 6 0 q.t. x ∈ R2, então
as soluções fracas de (2.1) são não positivas.









onde F̃ é a primitiva de f̃ . Note-se que f̃ satisfaz as mesmas hipóteses de f . Como
−h(x) > 0 q.t. x ∈ R2, pela Proposição 2.4.1, Ĩ(u) tem dois pontos críticos não triviais
não negativos. Seja ũ um desses pontos críticos, ou seja,∫
R2






hv dx = 0, ∀ v ∈ E.
Pela construção de f̃ , tem-se que f̃(ũ) = −f(−ũ) e, substituindo v por −v na última
igualdade, obtém-se∫
R2






hv dx = 0, ∀ v ∈ E,
o que implica que −ũ é uma solução não positiva de (2.1).
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3. Uma classe de sistemas de equações não
lineares com crescimento crítico em R2
3.1. Apresentação do problema
Em 2014, Albuquerque, Alves e Medeiros [4] estudaram uma classe de equações não
lineares da forma
−∆u+ V (|x|)u = Q(|x|)f(u) em R2,
onde V e Q são funções radiais ilimitadas ou com decaimento para zero e, f(s) tem
crescimento crítico exponencial. Os autores apresentam resultados de existência e mul-
tiplicidade de soluções baseados em métodos variacionais e numa desigualdade do tipo
Trudinger-Moser. De facto, o resultado de existência vem através do Teorema da Passa-
gem da Montanha sem Palais-Smale (cf. Teorema A.3.4). O resultado de multiplicidade,
diz respeito ao problema
−∆u+ V (|x|)u = λQ(|x|)f(u) em R2,
em que λ é um parâmetro positivo e f é ímpar. Este resultado vem por aplicação duma
versão do Teorema da Passagem da Montanha Simétrico (cf. Teoremas A.4.1 e A.4.2),
explorando a simetria de f em relação à origem e aproveitando o facto dos pesos serem
radiais.
A abordagem deste problema é feita de forma análoga à do capítulo 2, e assim como
no problema (2.1), as principais dificuldades vêm da possível falta de compacidade dado
que o domínio é ilimitado e do crescimento crítico do termo não linear. Enquanto que no
problema (2.1) se tinha a dificuldade acrescida de lidar com a perturbação h(x), neste
capítulo o foco passa a centrar-se nas dificuldades provenientes dos potenciais ilimitados
que obrigam ao estudo de espaços de Sobolev com pesos, assim como uma desigualdade
do tipo Trudinger-Moser em tais espaços.
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Comparando os artigos [12] e [4], pode-se ainda observar a analogia entre as condições
em que os problemas são estudados referentes à não linearidade, e ainda as relativas aos
pesos.
Neste capítulo vai-se provar a existência e multiplicidade de soluções para o sistema
de equações elípticas da forma−∆u+ V (|x|)u = Q(|x|)f(u, v) em R
2
−∆v + V (|x|)v = Q(|x|)g(u, v) em R2
(3.1)
onde f e g podem ter crescimento crítico por meio da desigualdade de Trudinger-Moser.
Considera-se a situação variacional em que
(f(u, v), g(u, v)) = ∇F (u, v)
para uma função F : R2 → R de classe C1, onde ∇F denota o gradiente de F nas
variáveis w = (u, v) ∈ R2.
Com vista a uma analogia ao problema escalar, (3.1) é reescrito como
−∆w + V (|x|)w = Q(|x|)∇F (w) em R2,
onde ∆ = (∆,∆) e Q(|x|)∇F (w) = (Q(|x|)f(w), Q(|x|)g(w)).
Assim, o problema apresenta a mesma estrutura daquele que foi estudado por Albu-
querque, Alves e Medeiros em [4] pelo que, a abordagem é semelhante.
3.2. Resultados preliminares
Ao longo deste capítulo vão supôr-se as seguintes condições sobre os potenciais V (|x|) e
Q(|x|):

















Exemplo 3.2.1. Um exemplo de funções que satisfazem (V ) e (Q) são os potenciais
singulares da forma V (r) = rα e Q(r) = rβ, com 2(β + 1) < α < 0 e β > −2.














Considerem-se ainda, o espaço de Lebesgue com peso V ,
Lp(R2;V ) =
{






e o espaço de Lebesgue com peso Q,
Lp(R2;Q) =
{







H1rad(R2;V ) := D
1,2
rad(R
2) ∩ L2(R2;V )






(∇u∇v + V (|x|)uv) dx, u, v ∈ H1rad(R2;V ), (3.2)







(|∇u|2 + V (|x|)u2 dx
)1/2
, u ∈ H1rad(R2;V ), (3.3)





(∇u1∇u2 + V (|x|)u1u2) dx+
∫
R2
(∇v1∇v2 + V (|x|)v1v2) dx,
onde w1 = (u1, v1) e w2 = (u2, v2), ao qual corresponde a norma
‖w‖Z = 〈w1, w2〉1/2Z .
Considere-se agora a seguinte versão do lema radial (cf. Lema A.2.1):
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Lema 3.2.1. Suponha-se que (V ) é satisfeita. Então, existe C > 0 tal que para todo
u ∈ E,
|u(x)| 6 C‖u‖|x|−(a+2)/4, |x| >> 1. (3.4)
Demonstração. Como C∞0,rad(R2) é denso em E, basta mostrar (3.4) para u ∈ C∞0,rad(R2).
Sejam ρ = |x| e ϕ : [0,+∞)→ R tais que ϕ(ρ) = u(|x|). Como a > −2, tem-se que
d
dρ
[ρ(a+2)/2ϕ2(ρ)] = a+ 22 ρ
a/2ϕ2(ρ) + 2ρ(a+2)/2ϕ(ρ)ϕ′(ρ) > 2ρ(a+2)/2ϕ(ρ)ϕ′(ρ). (3.5)
De (V ) vem que, existem R0 > 0 e C0 > 0 tais que
V (|x|) > C0|x|a para |x| > R0.



































































2 u2(|x|) 6 1√
C0π
‖u‖2, ∀ |x| > R0,
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ou seja,
|u(x)| 6 C‖u‖|x|−(a+2)/4, ∀ |x| > R0,
o que completa a demonstração.
3.2.1. Imersões em espaços de Sobolev com peso
Nesta subsecção, estabelecem-se alguns resultados de imersão. Estes resultados irão
substituir o Teorema das Imersões de Sobolev (cf. Teorema A.1.1) e o Lema 2.1.1
que foram usados no Capítulo 2. Seja A ⊂ R2 e defina-se H1rad(A;V ) = {u|A : u ∈
H1rad(R2;V )}.
Lema 3.2.2. ([22], Lemmas 3 e 4) Suponha-se que (V )-(Q) são satisfeitas e seja 1 6
p <∞. Para qualquer 0 < r < R <∞, com R > 1,
i) as imersões H1rad(BR \Br;V ) ↪→ Lp(BR \Br;Q) são compactas;
ii) a imersão H1rad(BR;V ) ↪→ H1(BR) é compacta.
Como H1(BR) ↪→ Lp(BR) compactamente, 1 6 p < ∞, então, como consequência
de ii), tem-se que H1rad(BR;V ) está compactamente imerso em Lq(BR) para todo 1 6
q <∞.
Para o próximo resultado de imersão, vai-se precisar do Lema 3.2.2 e de uma desi-
gualdade do tipo Hardy (Teorema A.5.8):
Lema 3.2.3. Suponha-se que (V )-(Q) são satisfeitas. Então as imersões E ↪→ Lp(R2;Q)
são compactas para todo 2 6 p <∞.









Caso contrário, existiria uma sucessão (un) em E tal que∫
R2




(|∇un|2 + V (|x||)|un|2) dx = 0. (3.7)
Seja então (un) ⊂ E tal que ‖un‖ → 0. Pelas hipóteses (V )-(Q), existem R0 > 0 e
C0 > 0 tais que
Q(|x|) 6 C0|x|b para |x| > R0,
53
V (|x|) > C0|x|a para |x| > R0.
Ora, para R > R0, pelo Lema 3.2.1, tem-se∫
BcR
Q(|x|)|un|p dx 6 C0
∫
BcR









4 V (|x|)|un|2 dx.
Como a > −2, b < (a−2)/2 < a e p > 2, tem-se que b−a− (p−2)(a+ 2)/4 < 0. Assim,
obtém-se∫
BcR

















|∇u|2 + V (|x|)|un|2 dx
= C1Rb−a−(p−2)
a+2








Q(|x|)|un|p dx = 0. Por outro lado, a hipótese (Q) também nos dá
informação sobre o comportamento de Q na vizinhança da origem, assim existem 0 <
r0 < R0 e C0 > 0 tais que
Q(|x|) 6 C0|x|b0 para 0 < |x| < r0, com b0 > −2. (3.9)
De seguida, vai estimar-se o integral∫
Br
Q(|x|)|un|p dx,
para 0 < r < min{r0, 1/2}, onde se irão distinguir dois casos.
Caso 1: b0 > 0. Vem de (3.9) e do Lema 3.2.2, que∫
Br
Q(|x|)|un|p dx 6 C0
∫
Br









Q(|x|)|un|p dx = 0.
Caso 2: −2 < b0 6 0. Seja δ > 0 tal que b0 − δ > −2 e tome-se uma função teste
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φ ∈ C∞0 (B1), 0 6 φ 6 1 em B1 e φ ≡ 1 em B1/2. Através de (3.9), tem-se∫
Br























= 0, ∀m > 0. Assim, existe s0 > 0 tal que se
































































Como unφ ∈ H10 (B1), os lemas 3.2.2 e o Teorema A.5.8 implicam que∫
Br
Q(|x|)|un|p dx 6 C2rδ−m(δ−b0)‖un‖δ−b0‖un‖p+b0−δ = C2rδ−m(δ−b0)on(1).























Q(|x|)|un|p dx = 0,
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o que contradiz (3.7), provando assim a continuidade da imersão. Quanto à compacidade,
seja (un) uma sucessão em E tal que ‖un‖ 6 C. Sem perda de generalidade, suponha-se
que un ⇀ 0 em E. Quer-se provar então que un → 0 em Lp(R2;Q) para todo 2 6 p <∞.
Por (3.8), sabe-se que∫
BcR
Q(|x|)|un|p dx 6 CRb−a−(p−2)
a+2
4 ‖un‖p 6 CRb−a−(p−2)
a+2
4 .
Como b− a− (p− 2)(a+ 2)/4 < 0, dado ε > 0, para R > 0 grande o suficiente, tem-se
que ∫
BcR





Por outro lado, se b0 > 0 então tal como no Caso 1, tem-se∫
Br
Q(|x|)|un|p dx 6 Crb0‖un‖p 6 Crb0 .
Assim como no Caso 2, se −2 < b0 6 0 tem-se, para 0 < r < min{r0, 1/2, δ}, que
∫
Br
















para r > 0 pequeno o suficiente. Agora, por i) do Lema 3.2.2, un → 0 em











Q(|x|)|un|p dx = 0,
o que completa a demonstração do lema.
3.2.2. Desigualdade de Trudinger-Moser em espaços de Sobolev com peso
Para estudar o problema considerado no Capítulo 2 estabeleceu-se um enquadramento
que permite obter resultados que controlam o termo não linear através da desigualdade
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de Trudinger-Moser em domínios ilimitados (cf. Secção 1.3). De forma a seguir a mesma
estratégia do Capítulo 2, estabelece-se a seguinte desigualdade tipo Trudinger-Moser no
espaço funcional E:
Teorema 3.2.1. Suponha-se que (V )-(Q) são satisfeitas. Então, para qualquer u ∈ E e
α > 0, tem-se que (eαu2−1) ∈ L1(R2;Q). Além disso, se α < α′ = min{4π, 4π(1+b0/2)},





Q(|x|)(eαu2 − 1) 6 C. (3.15)
Demonstração. Por (Q), existem 0 < r0 < R0 e C0 > 0 tais que
Q(|x|) 6 C0|x|b para |x| > R0,
Q(|x|) 6 C0|x|b0 para 0 < |x| 6 r0.
(3.16)
Seja R > 0 que será escolhido mais tarde e escreva-se o integral em (3.15) da seguinte
forma∫
R2
Q(|x|)(eαu2 − 1) dx =
∫
BR
Q(|x|)(eαu2 − 1) dx+
∫
BcR
Q(|x|)(eαu2 − 1) dx. (3.17)
Estime-se então cada um dos integrais em (3.17). Para o integral em BR, há dois casos
a considerar:
Caso 1: b0 > 0. Da segunda desigualdade em (3.16) e da continuidade de Q(r),
existe C > 0 tal que
∫
BR










onde C é uma constante que depende de R. Seja v ∈ H10 (BR) definido por
v(x) = u(x)− u(R),
para x ∈ BR. Então pela desigualdade de Young, para cada ε > 0 dado, existe uma
constante Cε > 0 tal que
u2(x) 6 (1 + ε)v2(x) + (1 + Cε)u2(R).
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Logo, fixando





em que C é a constante do Lema 3.2.1. De facto, note-se que R foi fixado de forma a
estarmos nas condições do Lema 3.2.1, pelo que segue desse mesmo lema que
u2(x) 6 (1 + ε)v2(x) + (1 + Cε)C2R−(a+2)/2‖u‖2 6 (1 + ε)v2(x) + ‖u‖2.
Portanto,∫
BR










Como v ∈ H10 (BR), ‖v‖H10 (BR) = ‖∇v‖L2(BR) 6 ‖u‖ 6 1 e, como neste caso se tem
α < 4π, pode-se tomar ε > 0 tal que α(1 + ε) 6 4π. Então, pode-se usar a desigualdade














Q(|x|)(eαu2 − 1) dx 6 C(α).
Caso 2: −2 < b0 < 0. Como 0 < r0 < R0 < R, escreve-se∫
BR
Q(|x|)(eαu2 − 1) dx =
∫
Br0
Q(|x|)(eαu2 − 1) dx+
∫
BR\Br0


















onde se usa mais uma vez a continuidade de Q(r) e a segunda desigualdade em (3.16).

















Como neste caso α < 4π(1 + b0/2), pode-se tomar ε > 0 tal que α(1 + ε) 6 4π(1 + b0/2).
Então, como v ∈ H10 (BR), ‖v‖H10 (BR) = ‖∇v‖L2(BR) 6 ‖u‖ 6 1 e −b0 ∈ (0, 2), vai-se usar
a desigualdade de Adimurthi-Sandeep (Teorema 1.4.1), pois tem-se um peso singular na
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dx 6 C(α, b0).








dx 6 C(α, b0).





Q(|x|)(eαu2 − 1) dx 6 C(α, b0). (3.20)
De seguida, estima-se o segundo integral em (3.17). Da primeira desigualdade em (3.16)
e do Teorema da Convergência Monótona vem que, para qualquer u ∈ E,∫
BcR
Q(|x|)(eαu2 − 1) dx 6 C0
∫
BcR
















O Lema 3.2.1 para u2j diz que |u(x)|2j 6 (C‖u‖|x|−(a+2)/4)2j = (C‖u‖)2j |x|−j(a+2)/2,





















































<∞, ∀u ∈ E.




























Q(|x|)(eαu2 − 1) dx 6 C(α, a, b), (3.21)





Q(|x|)(eαu2 − 1) dx 6 C(α, a, b, b0),
o que completa a demonstração do teorema.
A partir deste teorema, estabelece-se o seguinte resultado no espaço Z:
Corolário 3.2.1. Suponha-se que (V )-(Q) são satisfeitas. Seja (wn) uma sucessão em
Z com ‖wn‖Z = 1 e suponha-se que wn ⇀ w em Z com ‖w‖Z < 1. Então para cada
0 < β < α′2 (1 − ‖w‖
2






Q(|x|)(eβ|wn|2 − 1) < +∞.
Demonstração. Como wn ⇀ w em Z e ‖wn‖Z = 1, conclui-se que
lim
n→∞
‖wn − w‖2Z = limn→∞(‖wn‖
2 − 2〈wn, w〉2Z + ‖w‖2Z) = 1− ‖w‖2Z <
α′
2β .
Portanto, para n ∈ N grande, tem-se
2β‖wn − w‖2Z < α′.
Agora, escolhendo r1 > 1 perto de 1 e ε > 0 que satisfaçam
2r1β(1 + ε2)‖wn − w‖2Z < α′,
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 dx 6 C.
Além disso, como por cálculos análogos aos da demonstração do Lema 1.3.2,
β|wn|2 6 β(1 + ε2)|wn − w|2 + β(1 + 1/ε2)|w|2,




































para n ∈ N grande e r2 = r1/(r1 − 1). Logo, o resultado fica provado.
3.3. Enquadramento variacional
Para estabelecer o enquadramento no qual as soluções podem ser estudadas naturalmente
por métodos variacionais, vão ser introduzidas hipóteses sobre o termo não linear. É de
notar a analogia com as hipóteses (fα0) e (f0)-(f2).










0, ∀α > α0,+∞ ∀α < α0.
(F1) f(w) = o(|w|) e g(w) = o(|w|) quando |w| → 0;
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(F2) existe θ > 2 tal que
0 < θF (w) 6 w · ∇F (w), ∀w ∈ R2 \ {0};
(F3) existem constantes R0,M0 > 0 tais que
0 < F (w) 6M0|∇F (w)|, ∀ |w| > R0;
(F4) existem ν > 2 e µ > 0 tais que
F (w) > µ
ν
|w|ν , ∀w ∈ R2.
Lema 3.3.1. Considerem-se as hipóteses (Fα0)-(F4). Então, para w ∈ Z, o funcional







está bem definido e é de classe C1 em Z, com derivada dada por
I ′(w)z = 〈w, z〉 −
∫
R2
Q(|x|)z · ∇F (w) dx.
Demonstração. Por (F1), para qualquer ε > 0, existe δ > 0 tal que
|∇F (w)| =
√
|f(w)|2 + |g(w)|2 6 ε|w|, ∀ |w| < δ.


























o que implica que existem C0, C1 > 0 tais que
|f(w)| 6 C0(eα|w|
2 − 1) e |g(w)| 6 C1(eα|w|
2 − 1), ∀ |w| > δ.
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Portanto, para todo w ∈ R2 tem-se
|∇F (w)| 6 ε|w|+ |f(w)|+ |g(w)| 6 ε|w|+ C(eα|w|2 − 1). (3.22)
Assim, usando (F2), (3.22) e a desigualdade de Hölder, tem-se, com wn = (un, vn),∫
R2



























Q(|x|)(esα|w|2 − 1) dx
)1/s
,














= ‖u2 + v2‖1/2
Lr/2(R2;Q) 6 C‖u
2 + v2‖1/2 = C‖w‖Z <∞.
Por outro lado, pela desigualdade de Young e o Teorema 3.2.1,∫
R2








Logo, Q(|x|)F (w) ∈ L1(R2), o que implica que I está bem definido para α > α0. Veja-se
agora que I ∈ C1(Z,R) com
I ′(w)z = 〈w, z〉 −
∫
R2
Q(|x|)z · ∇F (w) dx
para todo z ∈ Z. Uma vez que se procuram soluções fracas do sistema (3.1), isto é,




Q(|x|)z · ∇F (w) dx = 0,
para todo z ∈ Z, conclui-se que pontos críticos do funcional I são precisamente as



















F (w(x) + tz(x))− F (w(x))
t
, x ∈ R2,
pelo Teorema do Valor Médio, existe θt(x) ∈ [w(x), w(x) + tz(x)] (ou θt(x) ∈ [w(x) +
tz(x), w(x)]), com x ∈ R2, tal que
ht(x) = Q(|x|)z · ∇F (θt(x)), x ∈ R2,
















Q(|x|)(esα|θt|2 − 1) dx
)1/s
,




ht = Q(|x|)z · ∇F (w).










Q(|x|)z · ∇F (w) dx.
Agora, como ∂Φ∂(·)(w) ∈ Z
′, para cada w ∈ Z, só falta verificar que






para concluir a diferenciabilidade de Φ. Como wn = (un, vn)→ w = (u, v) em Z, tem-se
un → u e vn → v em E. Logo, pelo Lema 3.2.3,
un → u e vn → v em Lp(R2;Q),
para todo 2 6 p < ∞. Assim, a menos de uma subsucessão, wn(x) = (un(x), vn(x)) →
w(x) = (u(x), v(x)) q.t. x ∈ R2. Além disso, existem h1, h2 ∈ L1(R2) tais que |un(x)| 6
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h1(x) e |vn(x)| 6 h2(x) q.t. x ∈ R2. Portanto, definindo
Gn(x) = Q(|x|)z(x) · ∇F (wn(x)), x ∈ R2,
conclui-se que Gn(x) → G(x) = Q(|x|)z(x) · ∇F (w(x)), q.t. x ∈ R2. Através de
cálculos semelhantes aos usados para verificar que I está bem definido, obtém-se ainda
que Gn(x) ∈ L1(R2). Logo, mais uma vez pelo Teorema da Convergência Dominada de















(w) em Z ′,
que prova assim que I ∈ C1(Z,R) e completa a demonstração.
No próximo lema, estabelece-se que o funcional I satisfaz as condições geométricas do
Teorema A.3.3.
Lema 3.3.2. Suponha-se que (V )-(Q) são satisfeitas. Se (Fα0)-(F2) forem satisfeitas,
então:
i) Existem τ, ρ > 0 tais que I(w) > τ quando ‖w‖Z = ρ;
ii) Existe e∗ ∈ Z com ‖e∗‖Z > ρ, tal que I(e∗) < 0.
Demonstração. Assim como na demonstração de (3.22), tem-se
|∇F (w)| 6 ε|w|+ C|w|q−1(eα|w|2 − 1) (3.24)
para todo w ∈ R2 e q > 1. Logo, usando (F2), a desigualdade de Hölder e o Lema 3.2.3,
tem-se ∫
R2





















Q(|x|)(esα|w|2 − 1) dx
)1/s









com r > 2 (pelo Lema 3.2.3), e s > 1 tais que 1/r + 1/s = 1. Ora, recordando que
α′ = min{4π, 4π(1 + b0/2)}, tome-se ‖w‖Z 6M < (α′/2α)1/2. Então,
2α‖u‖2 6 2αM2 < α′ e 2α‖v‖2 6 2αM2 < α′.
Vem de (3.23) que∫
R2
Q(|x|)(esα|w|2 − 1) dx 6 12
∫
R2
Q(|x|)(e2sαu2 − 1) dx+ 12
∫
R2
Q(|x|)(e2sαv2 − 1) dx.
Escolhendo s perto o suficiente de 1 tal que,
2sα‖u‖2 6 2αM2 < α′ e 2sα‖v‖2 6 2αM2 < α′,
vem que ∫
R2
Q(|x|)(esα|w|2 − 1) dx 6 C.
Então, ∫
R2











o que implica i) para q > 2. De modo a provar ii), considere-se w ∈ Z uma função com








para todo t > 0. Consequentemente I(tw) → −∞ quando t → +∞, desde que ν > 2.
Pondo e∗ = t∗w com t∗ > 0 grande o suficiente, conclui-se a demonstração do lema.
Observação 3.3.1. Note-se a analogia nas demonstrações dos Lema 2.2.2 e Lema 3.3.2,
onde se estabelece as condições geométricas do Teorema da Passagem da Montanha (cf.
Teorema A.3.3.), sendo que neste último, é necessário lidar com a dificuldade acrescida
do termo com peso Q.
Com vista a provar que uma sucessão de Palais-Smale converge para a solução fraca
do problema (3.1), vão-se estabelecer os seguintes lemas:
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Lema 3.3.3. Suponha-se que (F2) é satisfeita. Seja (wn) uma sucessão em Z tal que





Q(|x|)F (wn) dx 6 C e
∫
R2
Q(|x|)wn · ∇F (wn) dx 6 C.
Demonstração. Seja (wn) uma sucessão em Z tal que I(wn) → c e I ′(wn) → 0. Então,








Q(|x|)F (wn) dx = c+ on(1) (3.25)
e
I ′(wn)z = 〈wn, z〉Z −
∫
R2
Q(|x|)z · ∇F (wn) dx = on(1). (3.26)
Tomando z = wn em (3.26) e usando (F2), tem-se


























Consequentemente, ‖wn‖Z 6 C. De (3.25) e (3.26) tem-se∫
R2
Q(|x|)F (wn) dx 6 C e
∫
R2
Q(|x|)wn · ∇F (wn) dx 6 C,
o que prova o lema.
Também se irá usar o seguinte resultado de convergência:
Lema 3.3.4. Suponha-se que (F2)-(F3) são satisfeitas. Se (wn) ⊂ Z for uma sucessão
de Palais-Smale para I e w0 o seu limite fraco, então, a menos de subsucessão,
∇F (wn)→ ∇F (w0) em L1loc(R2;R2)
e
F (wn)→ F (w0) em L1(R2;Q).
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Demonstração. Suponha-se que (wn) é uma sucessão de Palais-Smale. Pelo Lema 3.3.2,
‖wn‖Z 6 C, logo wn = (un, vn) ⇀ w0 = (u0, v0) em Z, isto é, un ⇀ u0 e vn ⇀ v0 em E.
Logo, relembrando que H1rad(BR;V ) ↪→ L1(BR) compactamente para todo 1 6 q <∞ e
R > 0 (consequência de ii) do Lema 3.2.2), a menos de uma subsucessão, pode-se supor
que un → u0 e vn → v0 em L1(BR). Portanto, wn → w0 em L1(BR;R2) e wn(x)→ w0(x)
q.t. x ∈ R2. Como∇F (wn) ∈ L1(BR;R2), a primeira convergência segue do Lema A.5.3.
Assim,
f(wn)→ f(w0) e g(wn)→ g(w0) em L1loc(R2).
Logo, existem h1, h2 ∈ L1(BR) tais que Q(|x|)|f(wn)| 6 h1 e Q(|x|)|g(wn)| 6 h2 q.t.
x ∈ BR. De (F3) pode concluir-se que
|F (wn)| 6 sup
[−R0,R0]
|F (wn)|+M0|∇F (wn)|,
q.t. x ∈ BR. Logo, pelo Teorema da Convergência Dominada de Lebesgue
F (wn)→ F (w0) em L1(BR;Q).
É preciso agora provar a convergência em BcR. Ora, por (3.24) com q = 2 tem-se∫
BcR







2 − 1) dx, (3.27)
para α > α0. Do Lema 3.2.3, da desigualdade de Hölder, de ‖wn‖Z 6 C e por cálculos








2 − 1) dx 6 C
Rξ
,








2 − 1) dx < δ.
Portanto, de (3.27)∫
BcR
Q(|x|)F (wn) dx 6 Cδ e
∫
BcR
































Como δ é arbitrário, o resultado segue e o lema fica provado.






é positivo, onde Γ = {g ∈ C([0, 1], Z) : g(0) = 0 e I(g(1)) < 0}. Logo, pelo Teorema
A.3.4, existe uma sucessão de (PS)c, (wn) em Z, isto é,







então tem-se c < α′4α0 para o nível de minimax c, onde Sν > 0 denota a melhor constante
da imersão de Sobolev E ↪→ Lν(R2;Q) (ver Lema 3.2.3), e ν, µ de acordo com (F4).
Demonstração. Como as imersões E ↪→ Lp(R2;Q) são compactas para todo 2 6 p <∞,
existe, para p = ν, uma função u ∈ E tal que
Sν = ‖u‖2 e ‖u‖Lν(R2;Q) = 1.






































































o que prova o lema.
3.4. Resultados principais
Assim como no caso escalar não homogéneo, tem-se o seguinte resultado de existência
para o sistema (3.1) baseado no Teorema A.3.4:
Teorema 3.4.1. Suponha-se (V )-(Q). Se (Fα0)-(F4) forem satisfeitas, então o sistema






onde α′ = min{4π, 4π(1 + b0/2)}.





Q(|x|)F (w) dx ad-
mite um ponto crítico w0 de tipo passagem da montanha. Seja (wn) nas condições (3.28).
Ora, segue dos Lemas 3.3.3 e 3.3.4 que a sucessão de Palais-Smale (wn) é limitada e con-
verge fracamente para uma solução fraca do sistema (3.1) denotada por w0. O objectivo














Q(|x|)F (wn) dx = c+ on(1), vem por (3.25), que
lim
n→∞
‖wn‖2Z = 2c > 0. (3.29)
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Daqui e do Lema 3.3.5, dado ε > 0, tem-se que
‖wn‖2Z 6 2c+ ε < 2
α′
4α0




para n ∈ N grande. Logo, é possível escolher s > 1 perto o suficiente de 1 e α > α0 perto
de α0 tais que sα‖wn‖2Z 6 β′ < α′/2, o que implica que considerando wn = (un, vn),
2sα‖un‖2 6 2β′ < α′ e 2sα‖vn‖2 6 2β′ < α′.

















































Q(|x|)wn · ∇F (wn) dx = 0.




que contradiz (3.29). Portanto, w0 é uma solução fraca não nula do sistema (3.1).
Considere-se agora o problema que se segue
−∆w + V (|x|)w = λQ(|x|)∇F (w) em R2, (3.30)
onde F é uma função ímpar e λ um parâmetro positivo. Em [2] obtém-se o seguinte re-
sultado de multiplicidade de soluções para (3.30), onde se prova que o valor do parâmetro
λ afecta o número de soluções.
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Teorema 3.4.2. Suponha-se (V )-(Q). Se F for ímpar e (Fα0)-(F4) forem satisfeitas,
então para cada k ∈ N existe Λk > 0 tal que o sistema (3.30) tem pelo menos 2k pares
de soluções fracas não triviais em Z desde que λ > Λk.








Q(|x|)F (w) dx, w ∈ Z,
que, pelo Lema 3.3.1, está bem definido e é de classe C1, com derivada dada por
I ′λ(w)z = 〈w, z〉Z − λ
∫
R2
Q(|x|)z · ∇F (w) dx, ∀w, z ∈ Z.
Logo, uma solução fraca w ∈ Z do sistema (3.30) é um ponto crítico de Iλ. Este resultado
é baseado na seguinte versão Teorema da Passagem da Montanha Simétrico (cf. Teorema
A.4.2)
Teorema 3.4.3. (Cf. [6]). Seja X = X1 ⊕X2, X um espaço de Banach real e X1 de
dimensão finita. Suponha-se que J ∈ C1(X,R) é um funcional que satisfaz as seguintes
condições:
(J1) J(0) = 0 e J é par;
(J2) existem τ, ρ > 0 tais que J(u) > τ se ‖u‖X = ρ, u ∈ X2;
(J3) existe um subespaço W ⊂ X de dimensão finita com dim(X1) <dim(W ) e existe
S > 0 tal que max
u∈W
J(u) 6 S;
(J4) J satisfaz a condição (PS)c para todo c ∈ (0,S).
Então J tem pelo menos dim(W )−dim(X1) pares de pontos críticos não triviais.
Dado k ∈ N, vai-se aplicar este resultado comX = Z, X1 = {0} J = Iλ eW = W̃×W̃
com W̃ =span{ψ1, ..., ψk}, onde {ψi}ki=1 ⊂ C∞0,rad(R2) é uma família de funções suaves
com suportes disjuntos. É imediato ver que Iλ(0) = 0 e, como F é ímpar, então Iλ é
par, portanto, Iλ satisfaz (J1).
Por cálculos análogos aos da demonstração de i) do Lema 3.3.2, pode-se também
concluir que Iλ satisfaz (J2).
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Ora, tem-se que dim(W̃ ) = k, pelo que todas as normas neste espaço são equivalentes,


























Considerando a função g(t) = 12 t
2− λµ
νC
tν , o seu máximo é atingido quando t− λµ
C
tν−1 =























para qualquer λ > Λk logo, Iλ satisfaz (J3).
Estamos então nas condições do Lema 3.3.3. Assim, dada (wn) nas condições (3.28),
(wn) é limitada em Z portanto, a menos de uma subsucessão, wn ⇀ w em Z. Veja-se
primeiro que∫
R2
Q(|x|)w · ∇F (wn) dx→
∫
R2
Q(|x|)w · ∇F (w) dx quando n→∞. (3.31)
De facto, como C∞0,rad(R2) é denso em E, para todo δ > 0 existe v ∈ C∞0,rad(R2,R2) tal
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que ‖w − v‖Z < δ. Agora, observando que∣∣∣∣∫
R2
Q(|x|)w · [∇F (wn)−∇F (w)] dx
∣∣∣∣ = ∣∣∣∣∫
R2
Q(|x|)(w − v + v) · [∇F (wn)−∇F (w)] dx
∣∣∣∣ 6∣∣∣∣∫
R2
Q(|x|)(w − v) · ∇F (wn) dx
∣∣∣∣+ ‖v‖∞ ∫
supp(v)
Q(|x|)|∇F (wn)−∇F (w)| dx+∣∣∣∣∫
R2
Q(|x|)(w − v) · ∇F (w) dx
∣∣∣∣
e, usando a desigualdade de Cauchy-Schwarz, o facto de |I ′λ(wn)(w − v)| 6 εn‖w − v‖
com εn → 0 e o facto de (wn) ser limitada em Z, tem-se∣∣∣∣∫
R2
Q(|x|)(w − v) · ∇F (wn) dx
∣∣∣∣ 6 εn‖w − v‖+ ‖wn‖‖w − v‖ 6 C‖w − v‖ < Cδ.
Analogamente, como I ′λ(wn)→ 0 implica I ′λ(w)(w − v) = 0, tem-se∣∣∣∣∫
R2
Q(|x|)(w − v) · ∇F (wn) dx
∣∣∣∣ < Cδ.












Q(|x|)w · [∇F (wn)−∇F (w)] dx
∣∣∣∣∣ < 2Cδ.
E como δ > 0 é arbitrário, confirma-se (3.31). Assim, passando ao limite quando n→∞
em
on(1) = I ′λ(wn)w = 〈wn, w〉Z − λ
∫
R2
Q(|x|)w · ∇F (wn) dx
















Q(|x|)F (w) dx > 0. (3.32)
Agora é preciso ver que wn → w. Há assim dois casos a considerar:
Caso 1: w = 0. Análogo a verificar que a solução w0 obtida no Teorema 3.4.1 é não
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trivial, logo w 6= 0.
Caso 2: w 6= 0. Relembrando a demonstração da Proposição 2.3.5 e seguindo uma




e z = wlimn→∞ ‖wn‖Z
.
Segue-se então que zn ⇀ z em Z, ‖zn‖Z = 1 e ‖z‖Z 6 1. Se ‖z‖Z = 1 conclui-se a
demonstração de forma análoga à da Proposição 2.3.5. Se ‖z‖Z < 1, vem do Lema 3.3.3




Z = c+ λ
∫
R2











































Q(|x|)F (w) dx = c− Iλ(w).
















Consequentemente, para n ∈ N grande o suficiente, existem r > 1 perto o suficiente de
1, α > α0 perto o suficiente de α0 e β > 0 tais que





Logo, pelo corolário 3.2.1, ∫
R2
Q(|x|)(eα|wn|2 − 1)r dx < +∞. (3.34)
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Q(|x|)(wn − w) · ∇F (wn) dx = 0.
De facto, sejam r, s > 1 tais que 1/r + 1/s = 1. Por (3.22) e aplicando a desigualdade
de Hölder, conclui-se que∣∣∣∣∫
R2





















Q(|x|)(eα|wn|2 − 1)r dx
)1/r (∫
R2
Q(|x|)|wn − w|s dx
)1/s
.
6 ε‖wn‖L2(R2,Q)‖wn − w‖L2(R2,Q) + C‖wn − w‖Ls(R2,Q)
(∫
R2
Q(|x|)(eα|wn|2 − 1)r dx
)1/r
Ora, do Lema 3.2.3, como wn ⇀ w, então wn → w em Lp(R2, Q), para 2 6 p < ∞.
Deste facto em conjunto com (3.34) conclui-se a convergência. Tem-se assim que
I ′λ(wn)(wn − w) = on(1) ⇐⇒ 〈wn, wn − w〉 − λ
∫
R2
Q(|x|)(wn − w) · ∇F (wn) = on(1).




e, portanto wn → w em Z, logo Iλ satisfaz a condição (J4).
Como Iλ está nas condições (J1)-(J4), o Teorema 3.4.2 resulta directamente do Te-
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A. Apêndice
A.1. Espaços de Sobolev em RN
A Teoria dos espaços de Sobolev pode ser encontrada nos capítulos 8 e 9 de [7].
Sejam Ω ⊂ RN um aberto limitado, com fronteira de classe C∞, N > 3, k ∈ N e
1 < p <∞. Os espaços W k,p(Ω) e W k,p0 (Ω), munidos com a norma ‖ · ‖k,p são chamados
espaços de Sobolev sobre Ω.





















< 0, então W k,p(Ω) ↪→ Cα,λ(Ω),
onde α = bk−N/pc e λ ∈ (0, 1) são tais que λ < k−N/p−α. Em particular, a imersão
de Sobolev H1(Ω) ↪→ Lq(Ω) é contínua para todo q ∈ [1, 2∗], onde 2∗ = 2NN−2 .




















< 0, então W k,p(Ω) ↪→ Cα(Ω),
onde α = bk −N/pc. Em particular, a imersão de Sobolev H1(Ω) ↪→ Lq(Ω) é compacta
para todo q ∈ [1, 2∗).
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A.2. Simetrização
Definição A.2.1. (Simetrização de Schwarz) Seja Ω ⊂ RN um domínio limitado e
u : Ω → R uma função mensurável. Então, a simetrização de Schwarz de u é a função
u∗ : Br → R, onde Br ⊂ RN é a bola centrada na origem tal que |Br| = |Ω|, que verifica
|{x ∈ Br : u∗(x) > c}| = |{x ∈ Ω : u(x) > c}| para todo c > 0.
Algumas propriedades da simetrização são:
• u∗ é radialmente simétrica e decrescente;













Lema A.2.1. (Lema Radial) Seja N > 2 e u ∈ H1(RN ) uma função radial. Então,
existe uma função U(x) contínua para x 6= 0 tal que u(x) = U(x) q.t. x ∈ RN , tendo-se
|U(x)| 6 C|x|(1−N)/2‖u‖1,2 para |x| > 1,
onde C só depende de N .
Demonstração. Cf. [21]
A.3. Funcionais e Pontos Críticos; Teorema da Passagem da
Montanha
Sejam (E, ‖ · ‖) um espaço de Banach e I : E → R um funcional.
Definição A.3.1. O funcional I diz-se semicontínuo inferiormente (s.c.i) se I−1(−∞, C]
é fechado para todo C ∈ R. O funcional I diz-se sequencialmente s.c.i. se
un ⇀ u em E ⇒ I(u) 6 lim inf I(un).
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Definição A.3.2. Diz-se que o funcional I é derivável-Gâteaux em u ∈ E se existir o
limite





para todo o v ∈ E. Se I ′(u) tiver a propriedade mais forte
I(u+ v)− I(u) = I ′(u)v + o(‖v‖), ‖v‖ → 0,
diz-se que I é derivável-Fréchet em u.
Além disso, se A é um aberto de E, se para todo u ∈ A o funcional I é derivável-Fréchet
e u 7→ I ′(u) é contínua, então I ∈ C1(A,R).
Definição A.3.3. Diz-se que o funcional I satisfaz a condição de Palais-Smale (PS) em
E, se ∀ (un) ⊂ E tal que I(un) é limitada e I ′(un)→ 0 tem uma subsucessão convergente.
Diz-se que o funcional I satisfaz a condição de Palais-Smale no nível c, (PS)c, onde
c ∈ R, se ∀ (un) ⊂ E tal que I(un)→ c e I ′(un)→ 0 tem uma subsucessão convergente.
Diz-se que o funcional I satisfaz a condição (PS)c fraca se ∀ (un) ⊂ E tal que
I(un)→ c e I ′(un)→ 0 então c é valor crítico do funcional.
Teorema A.3.1. (Princípio Variacional de Ekeland) Seja I : E → R um funcional
s.c.i. em E, limitado inferiormente e não identicamente igual a +∞. Sejam ε > 0 fixo
e u ∈ E tais que
I(u) 6 ε+ inf
x∈E
I(x).
Então existe v ∈ E tal que
F (v) 6 F (u), ‖v − u‖ 6 1,
e para todo w 6= v, F (w) > F (v) + ε‖w − v‖.
Demonstração. Cf. [25].
Teorema A.3.2. (Lema da deformação) Suponha-se que I satisfaz (PS). Defina-se
Ac := {u ∈ E : I(u) 6 c} e Kc := {u ∈ E : I(u) = c e I ′(u) = 0}.
Se c ∈ R, ε > 0 e V é uma vizinhança de Kc, então existem 0 < ε < ε e η ∈ C([0, 1]×
E,E) tais que
1. η(0, u) = u para todo u ∈ E;
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2. η(t, u) = u para todo t ∈ [0, 1] se I(u) /∈ [c− ε, c+ ε];
3. η(t, u) é um homeomorfismo de E em E para qualquer t ∈ [0, 1];
4. ‖η(t, u)− u‖ 6 1 para quaisquer t ∈ [0, 1] e u ∈ E;
5. I(η(t, u)) 6 I(u) para quaisquer t ∈ [0, 1] e u ∈ E;
6. η(1, Ac+ε \ V ) ⊂ Ac−ε;
7. Se Kc = ∅, então η(1, Ac+ε) ⊂ Ac−ε;
8. Se I é par, então η(t, u) é ímpar em u.
Demonstração. Cf. [5], [18], [20].
Teorema A.3.3. (Teorema da Passagem da Montanha) Seja I ∈ C1(E,R) que
satisfaça (PS). Suponha-se que I(0) = 0 e
(I1) existem ρ, α > 0 tais que I|∂Bρ > α;
(I2) existe e ∈ E \Bρ tal que I(e) 6 0.







Γ = {g ∈ C([0, 1], E) : g(0) = 0, g(1) = e}.
Demonstração. Cf. [5], [18], [20].
Observação A.3.1. Os Teoremas A.3.2 e A.3.3 também são válidos se se assumir que
I satisfaz (PS)c em vez de (PS).
Teorema A.3.4. (Teorema da Passagem da Montanha sem (PS)) Seja I ∈
C1(E,R). Suponha-se que existem V uma vizinhança limitada de 0 em E e ρ uma
constante tais que:
(I∗1 ) I(u) > ρ para todo u na fronteira de V ;







onde Γ denota a classe de caminhos contínuos que unem 0 a v. Então existe uma
sucessão (un) ∈ E tal que
I(un)→ c e I ′(un)→ 0.
Demonstração. Cf. [9]
A.4. Genus; Teorema da Passagem da Montanha Simétrico
A Teoria do Genus pode ser encontrada em [13]. Seja E um espaço de Banach real e S
a família dos conjuntos simétricos e fechados em E \ {0}.
Definição A.4.1. Define-se o genus de A ∈ S, γ(A), como o menor inteiro n tal que
existe ϕ ∈ C(A,RN \ {0}) ímpar. Se tal inteiro não existe, põe-se γ(A) =∞. Se A = ∅,
γ(A) = 0.
Observação A.4.1. Se A ∈ S e γ(A) > 1, então A contém infinitos pontos distintos,
pois se A fosse finito, poderia-se escrever A = B∪(−B), com B fechado e B∩(−B) = ∅.
Mas assim, tem-se a função
φ(x) =
1, x ∈ B−1, x ∈ −B
que é ímpar e está em C(A,RN \ {0}).
Proposição A.4.1. Sejam A,B ∈ S. Então
1. γ({x,−x}) = 1 se x 6= 0;
2. Se existe f : A→ B contínua e ímpar, γ(A) 6 γ(B);
3. Se A ⊂ B, γ(A) 6 γ(B);
4. γ(A ∪B) 6 γ(A) + γ(B);
5. Se A é compacto, tem-se γ(A) <∞ e existe δ > 0 tal que γ(Nδ(A)) = γ(A).
Demonstração. Cf. [10].
Observação A.4.2. Observe-se que se γ(B) <∞, γ(A \B) > γ(A)− γ(B).
Proposição A.4.2. Se A ⊂ E, Ω é uma vizinhança de 0 em Rk e existe h ∈ C(A, ∂Ω)
com h um homeomorfismo ímpar, então γ(A) = k.
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Demonstração. Cf. [10].
Proposição A.4.3. Seja X um subespaço de E de codimensão k e A ∈ S com γ(A) > k.
Então A ∩X 6= ∅.
Demonstração. Cf. [10].
De seguida, apresentam-se duas versões do Teorema da Passagem da Montanha Si-
métrico. Na primeira, apresenta-se a prova, onde se usa o Genus (Teoria do Índice). Por
outro lado, a demonstração da segunda versão faz uso da chamada Teoria do Pseudo-
Índice, e não será apresentada, já que o assunto não foi estudado aquando da preparação
para esta dissertação.
Teorema A.4.1. (Teorema da Passagem da Montanha Simétrico) [18] Seja E
um espaço de Banach de dimensão infinita e seja I ∈ C1(E,R) um funcional par, que
satisfaça (PS), e I(0) = 0. Se E = V ⊕X, com dim V < +∞, e I satisfaz as seguintes
condições:
(I ′1) existem constantes ρ, α > 0 tais que I|∂Bρ∩X > α;
(I ′2) para cada subespaço de dimensão finita W ⊂ E, existe R = R(W ) tal que
I 6 0 em W \BR.
Então I admite uma sucessão ilimitada de valores críticos.
Demonstração. Seja k = dimV e V = span{e1, ..., ek}. Para m > k, escolha-se em+1 /∈
span{e1, ..., em} := Em. Sejam Rm = R(Em) e Dm = BRm ∩ Em. Considere-se
Gm = {h ∈ C(Dm, E) : h é ímpar e h|∂BRm∩Em = id},
donde se conclui imediatamente que Gm 6= ∅, ∀m, pois id∈ Gm. Considere-se ainda
Γj = {h(Dm \ Y ) : h ∈ Gm,m > j, Y ∈ S, e γ(Y ) 6 m− j}.
Observe-se que Γj é a imagem das deformações de Dm \ Y que não alteram a fronteira.
Os conjuntos Γj possuem as seguintes propriedades:
1) Γj 6= ∅ para todo j ∈ N.
Considerando Y = ∅, vem que h(Dm) ∈ Γj , ∀ j, o que prova 1).
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2) Γj+1 ⊂ Γj .
Ora, sem > j+1, entãom > j. Seja Y ∈ S tal que γ(Y ) 6 m−(j+1) = m−j−1 < m−j.
Assim, h(Dm \ Y ) ∈ Γj+1, logo h(Dm \ Y ) ∈ Γj , o que prova 2).
3) Se ϕ ∈ C(E,E) é ímpar e ϕ = id sobre ∂BRm ∩ Em para todo m > j,
então ϕ : Γj → Γj .
Seja A ∈ Γj , então A = h(Dm \ Y ), com Y ∈ S, γ(Y ) 6 m − j, e h ∈ Gm. Ora,
ϕ ◦ h : Dm → E é ímpar e ϕ ◦ h|∂BRm∩Em = ϕ|∂BR∩Em = id, logo ϕ ◦ h ∈ Gm. Assim,
ϕ(A) = (ϕ ◦ h)(Dm \ Y ), logo ϕ(A) ∈ Γj , o que prova 3).
4) Se F ∈ Γj , Z ∈ S e γ(Z) 6 s < j, então F \ Z ∈ Γj−s.
Seja F ∈ Γj , então F = h(Dm \ Y ) com Y ∈ S, γ(Y ) 6 m− j, e h ∈ Gm. Considere-se
Z ∈ S tal que γ(Z) 6 s < j.
Veja-se que
F \ Z = h(Dm \ (Y ∪ h−1(Z))). (A.1)
Seja b ∈ h(Dm \ (Y ∪ h−1(Z))). Então b = h(w) com w ∈ Dm e w /∈ Y ∪ h−1(Z), isto é,
w ∈ Dm e w /∈ Y e w /∈ h−1(Z). Logo, b ∈ h(Dm) ⊂ F e b /∈ Z, donde se conclui que
b ∈ F \ Z.
Por outro lado, seja b ∈ F \ Z. Então,
b ∈ h(Dm \ Y ) ∧ b /∈ Z ⇐⇒ b = h(w), w ∈ Dm ∧ w /∈ Y ∧ b /∈ Z
⇒ w ∈ Dm ∧ w /∈ Y ∧ h−1(w) /∈ h−1(Z)⇒ w /∈ (Y ∪ h−1(Z))
⇒ w ∈ Dm \ (Y ∪ h−1(Z))⇒ b /∈ h(Dm \ Y ∪ h−1(Z)).
Ora, γ(Y ∪h−1(Z)) 6 γ(Y ) + γ(h−1(Z)) 6 γ(Y ) + γ(Z) 6 m− j+ s = m− (j− s), logo






I(u), j ∈ N. (A.2)
Vai-se ver que se j > k = dimV , então cj é um valor crítico de I. Comece-se por ver
que
Se j > k e B ∈ Γj , então F ∩ ∂Bρ ∩X 6= ∅. (A.3)
Demonstração. Ora, se F ∈ Γj , então F = h(Dm \ Y ) com m > j, Y ∈ S, γ(Y ) 6 m−j,
e h ∈ Gm.
Seja O = {x ∈ Dm : h(x) ∈ Bρ}.
Como h é ímpar, 0 ∈ O. Seja O0 a componente conexa de O que contém 0. Assim,
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O0 é uma vizinhança limitada e simétrica da origem em Em logo, pelo genus da esfera,
γ(∂O) = m.
Veja-se que
h(∂O) ⊂ ∂Bρ. (A.4)
Atendendo a (I ′2),
I(u) 6 0 ∀u ∈ Em \BRm , (A.5)
e por (I ′1), I(u) > α > 0 ∀u ∈ ∂Bρ ∩X logo, se m > k, X ∩ Em 6= ∅ e, portanto,
I(u) > α > 0, ∀u ∈ ∂Bρ ∩X ∩ Em. (A.6)
De (A.5) e (A.6), conclui-se que ρ < Rm. Agora, dado x ∈ ∂O0, suponha-se que
h(x) ∈ Bρ. Se x ∈ Dm, então existe uma vizinhança de x, V (x) tal que h(V (x)) ⊂ Bρ,
logo x /∈ ∂O0. Assim x ∈ ∂Dm. Ora h(x) = x pois h|∂Dm = id. Por um lado, ‖x‖ = Rm,
por outro ‖x‖ = ‖h(x)‖ < ρ⇒ Rm < ρ, absurdo. Logo, tem-se (A.4).
Seja j > k e F ∈ Γj . Por (A.3), F ∩ ∂Bρ ∩ X 6= ∅, logo maxF I > α > 0, donde
cj > α > 0.
Por outro lado, dado Ê subespaço de E tal que dim Ê = j, vem






0 < α 6 cj <∞ ∀ j > k (A.7)
Considerem-se agora as seguintes definições
Kc = {u ∈ E : I ′(u) = 0 e I(u) = c},
Ac = {u ∈ E : I(u) 6 c}.
Veja-se que
Se j > k e cj = ... = cj+p = c, então γ(Kc) > p+ 1. (A.8)
Observe-se em primeiro lugar que, como Γj+1 ⊂ Γj então cj 6 cj+1, para todo j > k.
Por (A.7), tem-se que I(0) = 0 e c > α > 0, logo 0 /∈ Kc e como I é par, Kc ∈ S e por
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(PS), Kc é compacto, donde vem γ(Kc) <∞.
Suponha-se com vista a um absurdo que γ(Kc) 6 p. Assim, existe δ > 0 tal que
γ(Nδ(Kc)) = γ(Kc) 6 p. Designe-se por N = Nδ(Kc).
Pelo lema de deformação, existemη ∈ C([0, 1] × E,E), ε > 0 tais que η(1, ·) é ímpar e
γ(1, Ac+ε \N) ⊂ Ac−ε.
Seja F ∈ Γj+p tal que maxF I 6 c + ε. Tem-se F ∈ Γj+p e γ(N) 6 p logo, por 4),
F \N ∈ Γj+p−p=j .
Por definição de Rm, I(u) 6 0 para todo u ∈ ∂BRm∩Em. Tomando ε = α2 e ε ∈ (0, ε)
vem então que
I(u) /∈ [c− ε, c+ ε] ∀u ∈ ∂BRm ∩ Em,
donde pelo Lema de deformação, η(1, u) = u ∀u ∈ ∂BRm ∩ Em. Assim, η(1, ·) é uma
deformação admissível. Tem-se F \N ∈ Γj e η(1, ·) admissível, logo, η(1, F \N) ∈ Γj .
Como F ⊂ Ac+ε, η(1, F \N) ⊂ Ac−ε, donde sai
max
η(1,F\N)
I 6 c− ε,
donde c < c− ε, absurdo. Assim γ(Kc) > p+ 1.
Se p = 0, γ(Kc) > 1, donde Kc 6= ∅ e, portanto, c é valor crítico.
Se p > 1, então γ(Kc) > 2 e Kc é infinito.
Temos assim (cj) uma sucessão de valores críticos. Veja-se que a sucessão é ilimitada.
Ora, a sucessão (cj) é crescente: cj 6 cj+1. Suponha-se que (cj) é limitada.
Assim, existe c tal que cj → c. Se cj = c para j grande, então γ(Kc) = ∞, o que é
incompatível com o facto de Kc ser um conjunto compacto. Assim, cj < c.
Seja K̃ = {u ∈ E : ck+1 6 I(u) 6 c e I ′(u) = 0}. K̃ é compacto, por (PS), pelo que
γ(K̃) = s e existe δ > 0 tal que γ(Nδ(K̃)) = γ(K̃)=s.
Seja s = max{s, k + 1}. Usando o Lema de deformação com c = c, ε = c − cs,
O = Nδ(K̃), existem ε e η tais que
η(1, Ac+ε \ O) ⊂ Ac−ε.
Seja j tal que cj > c− ε e considere-se F ∈ Γj+s tal que maxF I 6 c+ ε. Argumentando
como anteriormente, F \ K̃ ∈ Γj , pois F ∈ Γj+s e γ(K̃) = s, e como η(1, ·)|∂Br∩Em = id
para todo m > j, então η(1, F \ K̃) ∈ Γj .
Assim, cj 6 max
η(1,F\K̃)
I 6 c− ε < cj , um absurdo. Logo, cj → +∞.
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Teorema A.4.2. Teorema da Passagem da Montanha Simétrico - versão Z2
([6], Theorem 2.4)
Sejam H um espaço de Hilbert e I ∈ C1(H,R) um funcional. Se I satisfizer as
seguintes condições:
(I ′′1 ) I satisfaz a condição (PS) em ]0,+∞[, e I(0) > 0;
(I ′′2 ) existem dois subespaços fechados de H, H+ e H−, com codim H+ < +∞, e
duas constantes c∞ > co > I(0) tais que
i) I(u) > c0 ∀u ∈ ∂Bρ ∩H+
ii) I(u) < c∞ ∀u ∈ H−;
(I ′′3 ) I é par.
Então, se dim H− > codim H+, I tem pelo menos m = dim H−− codim H+ pares
distintos de pontos críticos.
A.5. Outros Resultados
Teorema A.5.1. (Teorema da Convergência Dominada de Lebesgue) Sejam
(fn) uma sucessão de funções mensuráveis tais que fn(x) → f(x), q.t. x ∈ Ω e g uma
função mensurável tal que
∫








Teorema A.5.2. (Teorema da Convergência Monótona) Sejam (fn) uma sucessão
de funções mensuráveis que é crescente, isto é, fn(x) 6 fn+1(x), tais que fn(x)→ f(x),







Teorema A.5.3. (Teorema da Representação de Riesz) Seja H um espaço de
Hilbert munido do produto interno 〈·, ·〉 e I : E → R um funcional linear contínuo.
Então existe v ∈ H tal que
I(u) = 〈u, v〉, ∀u ∈ H.
Demonstração. Cf. [7].
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Teorema A.5.4. (Teorema de Ascoli-Arzelá - “versão Lp”) Seja F um conjunto
limitado em Lp(RN ), 1 6 p <∞ e suponha-se que
lim
|h|→0
‖f(x+ h)− f(x)‖p = 0 uniformemente em f ∈ F ,
isto é, ∀ ε > 0, ∃ δ > 0 tal que ‖f(x + h) − f(x)‖p < ε ∀ f ∈ F , ∀h ∈ RN com |h| < δ.
Suponha-se ainda que ∀ ε > 0, ∃Ω ⊂ RN limitado e mensurável tal que
‖f‖Lp(RN\Ω) < ε ∀ f ∈ F .
Então F está compactamente imerso em Lp(RN ).
Demonstração. Cf. [7].
Teorema A.5.5. (Desigualdade de Hölder) Sejam p, q ∈ [1,∞] com 1/p+ 1/q = 1
e f ∈ Lp(Ω) e g ∈ Lq(Ω). Então fg ∈ L1(Ω) e∫
Ω
|fg| dx 6 ‖f‖p‖g‖q.
Ao caso particular p = q = 2 chama-se desigualdade de Cauchy-Schwarz.
Demonstração. Cf. [7].
Teorema A.5.6. (Desigualdade de Young) Sejam a, b > 0, p ∈ (1,∞) e q tal que



















log ap + 1
q
log bq = log(ab).
Teorema A.5.7. (Desigualdade de Poincaré) Seja 1 6 p <∞. Então, existe uma




Teorema A.5.8. (Desigualdade de tipo Hardy) Para todo u ∈ H10 (B1),∫
B1













Lema A.5.1. (Lema de Brézis-Lieb, [8]) Considere-se a sucessão (un) ∈ Lp(Ω),
com p ∈ [1,∞) tal que
• ‖un‖pp 6 C, com C ∈ R;
• un → u q.t. x ∈ Ω.
Então
lim(‖un‖pp − ‖un − u‖pp) = ‖u‖pp.
O seguinte resultado é um recíproco do teorema da convergência dominada de Le-
besgue no espaço H1(R2).
Lema A.5.2. ([12]) Seja (un) uma sucessão em H1(R2) fortemente convergente. Então
existem uma subsucessão (unk) de (un) e g ∈ H1(R2) tais que |unk(x)| 6 g(x) q.t.
x ∈ R2.
Demonstração. Seja (un) uma sucessão em H1(R2) tal que un → u em H1(R2). Em
particular, un → u q.t. x ∈ R2. Além disso, pode-se extrair uma subsucessão (unk) de
(un) que se denota por (uk) tal que para todo k > 1,








vem que wn ∈ H1(R2) e ‖wn‖1,2 6 1. Consequentemente
‖wn‖2 6 1 e ‖∇wn‖2 6 1.
Pelo teorema da convergência monótona, wn → w q.t. x ∈ R2 para algum w ∈ L2(R2).
Além disso, usando o teorema da convergência dominada de Lebesgue tem-se que ‖wn−
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w‖2 → 0. Desta convergência em L2(R2) e, do facto de |∇wn| ser limitada em L2(R2),
pode-se concluir que w ∈ H1(R2). Agora, para l > k > 2, tem-se
|ul(x)− uk(x)| 6 |ul(x)− ul−1(x)|+ ...+ |uk+1(x)− uk(x)| 6 wl−1(x)− wk−1(x),
e tomando l→∞ obtém-se, para qualquer k > 2, que
|u(x)− uk(x)| 6 w(x) q.t. x ∈ R2.
Logo
|uk(x)| 6 g(x) q.t. x ∈ R2,
com g = |u|+ w ∈ H1(R2), o que completa a demonstração.
Lema A.5.3. Sejam Ω ⊂ R2 um domínio limitado e f : R → R uma função contínua.
Então para qualquer sucessão (un) em L1(Ω) tal que
un → u em L1(Ω), f(un) ∈ L1(Ω) e
∫
Ω
|f(un)un| dx 6 C,
a menos de subsucessão tem-se f(un)→ f(u) em L1(Ω).
Demonstração. Cf. [11]
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