Abstract. Let G be a simple algebraic group over an algebraically closed field. A closed subgroup H of G is called G-completely reducible (G-cr) if, whenever H is contained in a parabolic subgroup P of G, it is contained in a Levi factor of P . In this paper we complete the classification of connected reductive G-cr subgroups when G has exceptional type, by determining the L0-irreducible connected reductive subgroups for each simple classical factor L0 of a Levi subgroup of G. As an illustration, we enumerate all reducible, Gcr semisimple subgroups when G has type F4, as well as various properties of these. This work complements existing results of Lawther, Liebeck, Seitz and Testerman, and is vital in classifying non-G-cr subgroups, a project currently being undertaken elsewhere by the authors.
Introduction
Let G be a connected reductive algebraic group defined over an algebraically closed field K. Following Serre [21] , a closed subgroup X of G is said to be G-completely reducible (G-cr) if whenever X is contained in a parabolic subgroup P of G, it is contained in a Levi subgroup of P . When G = GL(V ) or SL(V ), a subgroup X is G-cr if and only if V is a completely reducible KX-module, and thus G-complete reducibility generalises the standard notion in representation theory. Similarly, X is called G-irreducible if X is not contained in any proper parabolic subgroup of G. The G-cr subgroups of G are precisely the L-irreducible subgroups of L, as L ranges over the Levi subgroups of G [4, Corollary 3.5] ; the case L = G yields the G-irreducible subgroups.
In this paper, we enumerate and study the L-irreducible connected subgroups, as L varies over proper Levi subgroups of a simple algebraic group G of exceptional type. This forms part of a long-running project, which ultimately seeks to determine all reductive connected subgroups of all reductive algebraic groups. Together with work of the second author and many others [1, 11, 12, 14, 24, 23, 26, 27, 25] , the results here complete the classification of G-cr connected subgroups for G of exceptional type. In particular, the cited papers of the second author determine all G-irreducible connected subgroups for G of exceptional type, and so it remains only to describe L-irreducible connected subgroups for L involving factors of classical type.
As well as being a part of the classification of reductive subgroups, the information given here is also vital in the complementary problem of understanding non-G-cr subgroups. An approach to this latter problem, pioneered in [24] and built upon by the present authors [17, 16] , is as follows. For each parabolic subgroup P of G, and for a fixed Levi factor L of P , take the (known) list of L-irreducible subgroups of L, up to L-conjugacy. For each such subgroup X, consider the set of complements to the unipotent radical R u (P ) in the semidirect product R u (P )X. As X varies, these complements give rise to all non-G-cr subgroups of G, modulo the subtle but tractable problem of understanding the difference between 'G-conjugacy' and 'P -conjugacy'.
To state our main theorem, recall that for each G-cr subgroup X ≤ G, there exists a Levi subgroup L, minimal among Levi subgroups containing X, and the conjugacy class of L in G is uniquely determined by the conjugacy class of X (cf. Proposition 6.1). Remark 1.1. Irreducible subgroups of a fixed simple algebraic group form a poset under inclusion, and in Section 5.2 we give the poset structure of subgroups in each simple factor. The subgroups are given up to conjugacy in the simple factor, except for type D 7 , where for space reasons we list subgroups up to conjugacy in the full automorphism group of the factor. A Levi factor of type D 7 occurs for exceptional G only when G = E 8 , in which case G induces the full automorphism group of this subgroup. In Section 6.1 we describe how the conjugacy classes in the other factors fuse under outer automorphisms.
Note that when L = G or when L has a factor of exceptional type, the image of X in this exceptional group is irreducible, and therefore appears in existing work of the second author [26, 27, 25] . Since we give the poset of irreducible subgroups in each possible Levi factor, one can construct the entire poset of reducible G-cr subgroups from the information in this paper (cf. Lemma 3.3). We illustrate this in Section 6, by constructing the poset of reducible G-completely reducible subgroups when G = F 4 (K), in arbitrary characteristic. We also give a series of lemmas regarding G-completely reducible subgroups, allowing us to derive much information on the subgroups which occur. The following summarises this information.
Theorem 2. Let G = F 4 (K), where K is algebraically closed of arbitrary characteristic, and let X be a connected G-completely reducible subgroup of G. Then either X is G-irreducible, or the semisimple part of X is conjugate to precisely one of the subgroups listed in Table 38 , each of which is G-completely reducible.
For each reducible semisimple subgroup X, we give the action of X on the adjoint module L(G), the connected centraliser C G (X) • , as well as whether X is separable in G and whether (G, X) is a reductive pair.
In addition to its illustrative purpose, Theorem 2 also corrects some omissions in [24, Corollary 5] ; more details are given in Remark 6.4.
Notation
We now present the notation used throughout the paper, especially in Sections 5 and 6.4. Since this paper complements [25] we remain consistent with the notation there, which we recall for the convenience of the reader.
By a subgroup of an algebraic group, we always mean a Zariski-closed subgroup, and a representation is taken to mean a rational representation. An algebraic group is called simple if it has no proper, connected normal subgroups, and it is called semisimple if it is connected and is a commuting product of simple groups. Let G be a simple algebraic group over an algebraically closed field K. We fix a maximal torus T of G, and a corresponding set of roots Φ. Let Φ + be a choice of positive roots, with corresponding simple roots Π = {α 1 , . . . , α l } and fundamental dominant weights {λ 1 , . . . , λ l }. We use Bourbaki numbering [5, p. 250] . We sometimes use a 1 a 2 . . . a l to denote a dominant weight a 1 λ 1 + a 2 λ 2 + · · · + a l λ l . For G-modules V and W we write V + W for the module V ⊕ W and let V * denote the dual module of V . We denote by V G (λ) (or just λ) the irreducible G-module of dominant high weight λ. Similarly, the Weyl module and tilting module of high weight λ will respectively be denoted W (λ) and T (λ). Given dominant weights µ 1 , µ 2 , . . . , µ n , we define T (µ 1 ; µ 2 ; . . . ; µ n ) to be the tilting module with the same composition factors as W (µ 1 )+W (µ 2 )+· · · +W (µ n ), when this exists and is uniquely determined. For example, when G is of type A 1 we use the notation T (6; 2) for p ≥ 5 only. In this case T (6; 2) = 6 + 2 when p ≥ 7 and T (6; 2) = T (6) when p = 5. We use L(G) to denote the adjoint module for G. The notationX denotes a subgroup of G that is generated by long root subgroups of G. If the root system of G has short roots thenX denotes a subgroup generated by short root subgroups of G. Let J = {α j 1 , α j 2 , . . . , α jr } ⊆ Π and define Φ J = Φ∩ZJ. Then we denote the standard Levi subgroup corresponding to J by L j 1 j 2 ...jr = T, U α : α ∈ Φ J .
Suppose now that G = G 1 . . . G m is semisimple and that char(K) = p > 0. Let F be the standard Frobenius endomorphism of G, acting on root groups U α = {u α (c) | c ∈ K} by F (u α (c)) = u α (c p ), and let V be the G-module afforded by a representation ρ : G → GL(V ). Then for a non-negative integer r, V [r] denotes the 'twisted' module afforded by the representation ρ [r] def = ρ • F r .
We let (V 1 , . . . , V m ) denote the G-module V 1 ⊗ · · · ⊗ V m where V i is a G i -module for each i, and we often use 0 to denote the trivial module for G. Let M 1 , . . . , M k be G-modules and n 1 , . . . , n k be positive integers. Then M 
The following notation is used heavily within Section 5. Suppose µ i is a dominant weight for each G i then we define
In other words, Θ(µ 1 ; . . . ; µ n ) has a unique minimal submodule, which is trivial, and a unique maximal submodule, with trivial corresponding quotient, and the quotient of the maximal submodule by the minimal submodule is a direct sum of modules, one for each simple factor of G.
We need a notation for diagonal subgroups of a semisimple group Y = H 1 H 2 . . . H k , where the H i are simple and all of the same type, with simply-connected cover H. Then the simply-connected cover of Y iŝ Y = H × H × . . . × H, and H i is the image of the i-th factor H under the projectionŶ → Y . A diagonal subgroup ofŶ is a subgroupX ∼ = H of the form {(φ 1 (h), . . . , φ k (h)) | h ∈ H}, where each φ i is a surjective endomorphism of H. A diagonal subgroup of Y is the image of a diagonal subgroup ofŶ underŶ → Y . To describe such a subgroup up to conjugacy, it suffices to specify the surjective endomorphism φ i for each i. By [10, Section 1.15], φ i = α i θ i F r i for some inner automorphism α i , a graph automorphism θ i , and a power F r i of the standard Frobenius endomorphism. Since we only distinguish these diagonal subgroups up to conjugacy, we assume that each α i is trivial and give a (possibly trivial) graph automorphism θ i of H and a non-negative integer r i , for each 1 ≤ i ≤ k. Such a diagonal subgroup X is denoted by
where λ 1 is the first dominant weight of X. We often abbreviate this to
if the group Y is clear. Unless X is of type D n (n ≥ 4), a graph automorphism is determined up to inner automorphism by the image of λ 1 (this includes the exceptional graph automorphisms of B 2 and F 4 when p = 2 and of G 2 when p = 3, which send λ 1 to 2λ 2 , 2λ 4 and 3λ 2 , respectively). In these cases, instead of writing λ
we write µ [r i ] where µ is the image of λ 1 under θ i . For clarity, note that the field twists r, s, t, . . . are not automatically assumed to be distinct. This is consistent with [27, 25] but not with [26] .
We extend this notation to describe certain semisimple subgroups of the form
where each X i has the same type as H and the projection of X to each H i is surjective. Any such subgroup is a commuting product of diagonal subgroups of distinct subsets of the H i . For this reason, we extend our use of the term "diagonal subgroup" to include such subgroups X. For example, consider diagonal subgroups isomorphic to A 2 1 contained in A 4 1 . They are either a commuting product of one factor A 1 and a diagonal subgroup of the remaining three factors (A 3 1 ), or a commuting product of a diagonal subgroup of A 2 1 and another diagonal subgroup of the other A 2 1 . Therefore, our notation needs to distinguish which of the subgroups H i each simple factor of X maps non-trivially to. We give the first factor of X the label 'a', the second factor of X the label 'b' and so on. Then for each i such that X 1 has non-trivial projection to H i we give a subscript a to λ
. For each j such that X 2 has non-trivial projection to H j we give a subscript b to λ
and so on. For example, consider X = A 1 A 1 and Y = A 4 1 with the first A 1 factor of X embedded diagonally in the first two factors of Y (with field twists 0 and r) and the second A 1 factor embedded diagonally in the last two factors of Y (with field twists 0 and s). Then we write X ֒→ Y via (1 a , 1
We make another natural extension of this notation. Let X and Y be as above and suppose that S = S 1 . . . S l is a semisimple group with no factors isomorphic to H. Then a subgroup XS of Y S is denoted by
, where ν i 1 denotes the first fundamental dominant weight of S i . Again, we will still refer to such subgroups as "diagonal subgroups". For example, consider a subgroup
1 with field twists 0 and r. Then we write
Finally, we show how to combine all of these notations together. Suppose that A is a diagonal subgroup of Y = H 1 . . . H n and B is a diagonal subgroup of Z = J 1 . . . J m , where all the H i (resp. J i ) are simple and of the same type H (resp. J) and H is not isomorphic to J. Suppose also that S is a semisimple group with no factors of type H or J. Then we naturally concatenate the notations above to give a notation for the subgroup ABS of Y ZS. For example, consider a subgroup
b , 1 c ) and B is a diagonal subgroup of Z via (10 a , 10
b , 100). In Tables 2-14 we give an identification number to each of the conjugacy classes of L ′ -irreducible connected subgroups. The notation L ′ (#a) (or simply a if L is clear from the context) means the L ′ -irreducible subgroup corresponding to the ID number a. We set L ′ (#0) to be L ′ itself. Sometimes L ′ (#a) will refer to infinitely many conjugacy classes of L ′ -irreducible subgroups, depending on some field twists r 1 , . . . , r k and graph automorphisms θ 1 , . . . , θ k . Sometimes we refer to a subset of the conjugacy classes that L ′ (#a) represents; we only do this when all graph automorphisms are trivial. These are therefore described by an ordered set of field twists r 1 , . . . , r k and are denoted by L ′ (#a {r 1 ,...,r k } ).
Let us illustrate the above with a concrete example. Consider A 6 (#5), the conjugacy classes of diagonal subgroups [s] ) (rs = 0; r = s) (see Table 6 ). Then the notation A 6 (#5 {r,0} ) refers to the conjugacy classes with s = 0 and the notation A 6 (#1 {1,0} ) refers to the single conjugacy class
In the tables in Section 5 we use a shorthand for n {s 1 ,...,s k } in certain situations. The notation n {0 } simply means that each s i is equal to 0. The notation n {δ j } means s j = 1 and s i = 0 for all i = j.
Preliminaries
We now give a series of results used in the proof of Theorem 1. In Section 3.1 we give a criterion for identifying irreducible subgroups of classical simple algebraic groups. In Section 3.2 we enumerate the maximal connected subgroups of subgroups of type A 6 and D 7 , which are used in deriving the subgroup poset structure of subgroups in Section 5. The maximal subgroups of classical groups of other types can be found in [25, Lemma 3.3] .
3.1. Identifying L 0 -irreducible subgroups. The following result is central in our proof of Theorem 1, as it provides a method of identifying L 0 -irreducible subgroups when L 0 is simple of classical type. The result is essentially well-known, but is usually stated in the literature as a one-way implication, see for example [15, Lemma 2.2] . We therefore provide a proof for completeness. Proof. It is well-known that for G = SL(V ), Sp(V ) or SO(V ), the parabolic subgroups of G are respectively the stabilisers of flags of subspaces, flags of totally isotropic subspaces, and flags of totally singular subspaces [19, Proposition 12.13 ]. Thus it is clear that if (i) holds then X is G-irreducible. Similarly, if (ii) holds then every X-invariant subspace of V is a direct sum of some of the factors V i . Every such subspace being non-degenerate, it follows that X is G-irreducible.
Next, suppose that (iii) holds, and suppose for a contradiction that X lies in a parabolic subgroup of G. Then X stabilises a nonzero totally singular subspace W of V . Note that W ∩ v = {0} since v is non-singular, and so W ∩ v ⊥ maps isomorphically onto its image in v ⊥ / v . This image is a totally isotropic subspace of v ⊥ / v , and since X is G v -irreducible we conclude that W ∩ v ⊥ = {0}. Since v ⊥ has codimension 1 in V , this implies that W has dimension at most 1, hence exactly 1 as W is
Moreover, if W = w then evaluating (av + bw, cv + dw) = (ac + bd)(w, v) = 0 for all a, b shows that the only combination of v and w orthogonal to both v and w is the zero vector, hence (W + v ) ⊥ ∩ (W + v ) = {0}, so (W + v ) ⊥ is non-degenerate. This contradicts the assumption that X does not lie in a subgroup of type D n−1 in G v , and we conclude that X is G-irreducible.
Conversely, suppose X is G-irreducible and that neither (i) nor (iii) hold. If p = 2, G = D n and X fixes a non-singular vector v on V , then since (iii) does not hold, X lies either in a subgroup D n−1 of G, or in a parabolic subgroup of G v ; each of these contradicts the hypothesis that X is G-irreducible. So X does not fix any non-singular vector of V . Thus the bilinear form is non-degenerate on each irreducible X-submodule, so each irreducible X-submodule has an orthogonal complement, and V ↓ X is completely reducible. Let U be an irreducible X-submodule of V , and suppose that W ⊆ U ⊥ is an irreducible X-submodule with U ∼ = W . Since U and W are irreducible, their X-invariant non-degenerate bilinear or quadratic forms are uniquely determined up to a constant, hence there exists an isometric X-module isomorphism φ : U → W . For a scalar λ ∈ K, consider the X-invariant subspace {u + λφ(u) : u ∈ U }. Since U and W are orthogonal, we have (u + λφ(u), u ′ + λφ(u ′ )) = (1 + λ 2 )(u, u ′ ). In particular, taking λ to be a square root of −1 in K, we obtain a totally isotropic submodule. This contradiction shows that U ⊥ does not contain any submodule isomorphic to U , and thus (ii) holds. 
Proof. Since L is connected reductive, X is L-irreducible if and only if X does not normalise a nontrivial connected unipotent subgroup of L. This is the case if and only if, for all i = 1, . . . , m, the image of X in L i does not normalise any nontrivial connected unipotent subgroup of L i , that is, if this image is L i -irreducible.
3.2.
Maximal subgroups of classical groups of low rank. Proposition 3.1 lets us identify irreducible subgroups of classical groups directly through representation theory. However, since we are also interested in the complete lattice of G-cr subgroups, it will be of use for us to know which subgroups arising in Proposition 3.1 are maximal. This allows us to work recursively through chains of maximal irreducible subgroups. For many groups of low rank, this information has been calculated and recorded in [25, Lemma 3.3] ; we additionally require the maximal subgroups of a simple algebraic group of type A 6 and D 7 . Proof. Consider the transitive action of G on the set X G /S of S-conjugacy classes of G-conjugates of X. A point stabiliser is conjugate to SN G (X), and therefore |X G /S| = |G : SN G (X)| = 1 or 2, depending on whether or not N G (X) ≤ S.
Our classification is based on [13] , which separates maximal subgroups of classical groups into classes, of which we require the following. Write G = Cl(V ) to denote that G is one of the groups SL(V ), SO(V ) or Sp(V ).
where W is either a non-degenerate subspace of V (V is given the zero form if G = SL(V )), or (G, p) = (SO(V ), 2) and W is a non-singular subspace of dimension 1.
). The subgroups occurring in this way are:
The following result can be deduced immediately from [13, Theorem 1] (cf. also [25, Theorem 3.2] ). A 'restricted' irreducible module here is a module whose highest weight, when expressed as a sum of fundamental dominant weights, has coefficients strictly less than p. Proof. For G of type A 6 , the class C 1 contains no G-irreducible subgroups, and the class C 4 is empty since the natural module is 7-dimensional. Thus a maximal subgroup M falls into case (iii) of Lemma 3.5. The only simple algebraic groups with a 7-dimensional irreducible module are those of type A 6 , and of type B 3 and G 2 when p = 2. The module is then unique up to taking a Frobenius twist, and so G contains a unique subgroup of each of these types up to conjugacy. Moreover a subgroup of type B 3 contains a subgroup of type G 2 , and it follows that every subgroup of G of type G 2 is contained in a subgroup of type B 3 .
For G of type D 7 , the G-irreducible subgroups in class C 1 are of type
3 , respectively corresponding to orthogonal decompositions of the 14-dimensional module into spaces of Table 1 . The maximal subgroups of certain low rank classical algebraic groups.
(100, 000) + (000, 100) The prime decomposition 14 = 2×7, and the fact that there exists no non-degenerate orthogonal module of dimension 2 or symplectic module of dimension 7, shows that the class C 4 is empty. It remains to consider the subgroups in case (iii) of Lemma 3.5. By [18] the restricted, irreducible, 14-dimensional modules for a simple algebraic group are as follows:
, and V C 3 (001) (p = 2). Using [22, Lemma 79] , it is straightforward to calculate that if p = 2, then all but the last of these modules supports a non-degenerate quadratic form, and therefore gives rise to a subgroup of G (the final module is symplectic). If p = 2 then inspecting [20, Table 1 , pp. 282-283], in particular numbers IV 7 , IV 8 and S 7 there, shows that the relevant modules here still support a non-degenerate quadratic form. Note that, since V B 3 (010) is a direct summand of 2 (V B 3 (100)), the representation factors through the morphism B 3 → C 3 , so the image in D 7 is a subgroup of type C 3 , and is thus conjugate to the subgroup given by V C 3 (010). When p = 2, a subgroup C 3 contains a subgroup A 3 acting via V A 3 (101) and a subgroup G 2 acting via V G 2 (01), and so these latter subgroups are not maximal in G. Thus when p = 2 the only possible maximal subgroups as in part (iii) of Lemma 3.5 are of type C 3 . When p = 2, the possible subgroups (of type B 2 , G 2 and C 3 ), are not contained in one another, and so hence each gives rise to a maximal subgroup of G.
There is a unique subgroup class of each of these three types in GO 14 (K), and each has trivial group of algebraic outer automorphisms. Thus if X is such a subgroup, then either N GO 14 (K) (X) ≤ SO 14 (K) or X centralises a non-trivial element of GO 14 (K) \ SO 14 (K). The latter does not occur, since the centraliser of such an element is the stabiliser of an orthogonal decomposition of the natural module, and X does not preserve such a decomposition. Thus by Lemma 3.4, X gives rise to two classes of subgroups of SO 14 (K), hence to two classes of subgroups of G.
Proof of Main Theorem
In this section we describe the method used for proving Theorem 1, i.e. for determining the poset of L 0 -irreducible connected subgroups of all simple factors L 0 of a Levi subgroup of an exceptional algebraic group G. It is very similar to, yet more straightforward than, the strategy described in [25, Section 4] . Moreover, the strategy is identical for each type of subgroup L 0 . For this reason, once we have described the method of proof, we give explicit details only for L 0 of type A 3 .
We iterate the following process for each L 0 . Firstly, we find all of the reductive, maximal connected subgroups of L 0 . Since L 0 is simple this is immediate from Lemma 3.5 and [25, Lemma 3.3] ; these subgroups are automatically L 0 -irreducible. Let M be the first reductive, maximal connected subgroup of L 0 . We now find the L 0 -irreducible maximal connected subgroups M 1 of M . To do this, we again find the reductive, maximal connected subgroups of M , using [25, Lemma 3.3] for classical factors of M and [2, Corollary 12] for factors of type G 2 . Then Proposition 3.1 and Lemma 3.3 allow us to check whether these maximal connected subgroups are L 0 -irreducible. We now repeat this process for each L 0 -irreducible maximal connected subgroup of M . Continuing in this manner will yield all L 0 -irreducible subgroups of L 0 . However, we could find the same conjugacy class of L 0 -irreducible connected subgroups more than once. So at each step, we check to see if each subgroup arising has been previously found. If a conjugate has not been found before, we give it a new unique ID number L 0 (#n), and if it has been found before, we use its existing ID number. To check for these repeats we consider the action of X on V L 0 (λ 1 ). This determines the L 0 -class of X, unless possibly when L 0 has type D n . In such a case there may be two conjugacy classes of subgroups acting the same way on V L 0 (λ 1 ) and we use Lemma 3.4 to decide whether this is so. At this stage, we now know all of the connected overgroups of each L 0 -irreducible subgroup, and thus understand the poset structure of the irreducible connected subgroups of L 0 .
The information obtained from this method is displayed in Tables 2-14. The notation used in these tables is explained in Section 2, and we explain how to read the tables at the start of Section 5. In particular, when the identification number n for a subgroup X is written in italics it means that X is listed elsewhere in the table, hence should not be considered if one wants exactly one conjugate of each G-irreducible connected subgroup.
We modify the above approach when considering diagonal subgroups. Suppose that X is an L 0 -irreducible connected subgroup of the form A n B for some n ≥ 2 with A and B of different types. Then X has maximal diagonal subgroups of the form A n−1 B. We do not want to then consider all of their maximal subgroups including those of the form A n−2 B. Instead, we list all diagonal subgroups of X immediately and do not list their subgroups in the table. Doing this significantly reduces the size of the tables, without missing any L 0 -irreducible subgroups. It does however mean that some additional combinatorial work is required to recover the lattice of overgroups of certain diagonal subgroups. In light of the large number of diagonal subgroups, we often produce a complete set of non-conjugate classes of diagonal subgroups of an irreducible subgroup X in a supplementary table. This allows for easier reading of the tables in Section 5.
There is another situation where we deviate slightly from the above approach, but only to alter the order in which we study the subgroups in question. Let us explain this with an example. Suppose L 0 is of type D 4 and for illustration think of this as SO 8 . When p = 2 there is a maximal connected subgroup SO 5 SO 3 . When p = 2, this subgroup still exists and is still SO 8 -irreducible, but is now contained in SO 7 . In view of this, we use the same identification number n for both groups but use na for the subgroup when p = 2 and nb for the subgroup when p = 2. This allows us to study the subgroups of na and nb together. In the tables, if we first arrive at the subgroup labelled nb, we postpone listing its subgroups until reaching the subgroup labelled na.
This generalises to any situation where a subgroup X occurs for p = m somewhere in the lattice and elsewhere when p = m. In particular, we use this only if the composition factors on V L 0 (λ 1 ) for nb are the same as those for na when p = m.
4.1.
The irreducible subgroups of L 0 = A 3 . The reductive, maximal connected subgroups of A 3 are B 2 and A 2 1 (p = 2) acting via 01 and (1, 1) on V = V A 3 (λ 1 ), respectively. These are L 0 -irreducible by definition. The module (1, 1) yields an irreducible A 2 1 subgroup of A 3 , even when p = 2. We will shortly find this subgroup contained in B 2 and this explains why we write 2a for the ID number of A 2 1 (p = 2) in Table 3 . Next, we consider the reductive, maximal connected subgroups of B 2 = A 3 (#1). These are A 2 1 , A 2 1 (p = 2) and A 1 (p ≥ 5) acting as (1, 0) + (0, 1), (1, 1) and 3 on V , respectively. The first A 2 1 subgroup is not L 0 -irreducible by Proposition 3.1, since it acts reducibly on V . The second A 2 1 subgroup is A 3 -irreducible and given ID number 2b because of the explanation above. The subgroup A 1 (p ≥ 5) is also A 3 -irreducible and given ID number 3. We now need to consider the A 3 -irreducible connected subgroups of A 3 (#2b) = A 2 1 (p = 2) and A 3 (#3) = A 1 . For presentation reasons in the tables (as explained in Section 5), we postpone studying the irreducible subgroups of A 3 (#2b) and instead consider the subgroups of both A 3 (#2a) and A 3 (#2b) together later. Since A 1 contains no proper reductive, maximal connected subgroups, in this case we in fact now turn immediately to A 3 (#2) = A 2 1 (this means the class of subgroups acting via (1, 1) with no restriction on the characteristic). The reductive, maximal connected subgroups are diagonal A 1 subgroups. These are embedded via (1 [r] , 1 [s] ) (rs = 0). These then act on V via 1 [r] ⊗ 1 [s] . Therefore, they are A 3 -irreducible if and only if r = s. Furthermore, there is an element of N A 3 (A 2 1 ) = (A 2 1 ).2 swapping the two A 1 factors. Therefore, up to A 3 -conjugacy we have the L 0 -irreducible subgroups A 1 ֒→ A 2 1 via (1, 1 [r] ) (r = 0). These are represented by the ID number 4.
Tables of Subgroups
In this section we present the tables referred to in Theorem 1 and we now explain how to obtain all of the information contained within them. Tables. There is one table for 
Reading the
This section gives the L 0 -irreducible maximal connected subgroups of X, as well as all L 0 -irreducible diagonal subgroups of X. There is a heading for each section that gives the type of the subgroup being considered, as well as the identification number and any restrictions on the characteristic p. There is one more piece of information in the heading which is the "M i =" for i = 0, 1, . . . (where M 0 is simply written as M ). This is intended to make it easier for the reader to follow the tables, and is explained below.
We now describe what the entries of a generic row represent. Firstly, there are headers mentioned above. There are two other types of rows, both of which correspond to L 0 -irreducible subgroups Y contained in X, where X is the subgroup of the current section. In both cases, the entry in the first column gives the ID number for the conjugacy class or classes of such irreducible subgroups. The second and third column differ, depending on whether Y is a diagonal subgroup of X or not. If Y is a diagonal subgroup of X then the second and third columns are merged and the information given is of the form "Y via . . . ", denoting the usual notation for an embedding of a diagonal subgroup of X, as well as any restrictions on the characteristic p. If Y is not a diagonal subgroup of X then the second column gives the isomorphism type of Y and any restrictions on the characteristic p. The third column contains the restriction of
We note that we do not repeat restrictions on p as we list the subgroups of an L 0 -irreducible connected subgroup X. So if, for example, the irreducible connected subgroup X exists only for p = 2 then we write X (p = 2) in the heading and it is assumed that any subgroup Y of X inherits this restriction on p without explicit labelling. However, when we consider the subgroups of Y we do explicitly repeat any restriction inherited from X in the heading, for clarity.
In Tables 13 and 14 there is one more possibility for a generic row. To make the tables easier to read we have moved large collections of diagonal subgroups to supplementary tables in Section 5.3. Thus the row "See Table x" means that all diagonal subgroups of the relevant subgroup Y appear in Table x in Section 5.3.
We now explain how to find the lattice of connected overgroups in L 0 of each L 0 -irreducible connected subgroup given in Tables 2-14. Each table starts with the L 0 -irreducible subgroups that are maximal amongst connected subgroups of L 0 , with their identification number listed in the ID column. We then write "In M = H 1 H 2 . . . (L 0 (#n 1 ))" where n 1 is the identification number for the first reductive, maximal connected subgroup of type H 1 H 2 . . . , and will include any restrictions on the characteristic p. We then list the L 0 -irreducible maximal connected subgroups of M as well as all diagonal connected subgroups of M , if there are any, not just the maximal ones. Recall that we will not explicitly consider the proper subgroups of any diagonal connected subgroups, as discussed in Section 4. A horizontal line then indicates the end of this list. The next row will be a heading "In
. is the first L 0 -irreducible maximal connected subgroup of M . The "M 1 =" tells the reader that we are now listing the subgroups of a maximal subgroup of a maximal connected subgroup. We then repeat the process, listing the L 0 -irreducible maximal connected subgroups of M 1 and all diagonal subgroups of M 1 . The next heading could be "
. . is the second maximal connected subgroup of M . This will depend on whether M 1 has any proper L 0 -irreducible connected subgroups that need considering or not. Once all L 0 -irreducible connected subgroups of M have been listed in this way, a horizontal lines indicates the end of the subgroups contained in the first reductive, maximal connected subgroup of G. The next heading will be "
)" and we repeat the process again for the second reductive, maximal connected subgroup
We iterate this process until we have considered all of the L 0 -irreducible subgroups contained in the final reductive, maximal connected subgroup.
There is an important deviation from the process described above. Suppose that X is a representative for a conjugacy class of L 0 -irreducible connected subgroups with more than one conjugacy class of proper immediate overgroups. Then after one occurrence of X in the table we list all repetitions of X with the ID number in italics and do not reconsider its subgroups at those points in the table. Moreover, we only list V L 0 ↓ X in the third column once.
There is another important example where we do not immediately consider the subgroups contained in X, listed as a subgroup of Y 1 , say, even if the ID number for X is not in italics nor is X a diagonal subgroup of Y 1 . In this case the ID number will be nb and the subgroup X is defined for all p ≥ k but only a maximal connected subgroup of Y 1 for some prime l ≥ k. At some point later in the table X will be defined for all p ≥ k except l and given ID number na. At this point we will consider the subgroups of X for all p ≥ k together. There are instances where the subgroup X occurs again in the table. If X is listed for p = l, we write nb in the ID column. Similarly, if X is listed for p ≥ k except l, we write na. It may be that X is listed for all p ≥ k in a later reductive, maximal connected subgroup and in this case we simply write n in the ID column. 
Tables of embeddings for Theorem 1.
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Subgroups of D 6 which are not centralised by the standard graph automorphism can be distinguished by their actions on the two half-spin modules V D6 (λ 5 ) and V D6 (λ 6 ). For consistency, in the following table we fix how the subgroups
We let A 1 C 3 = D 6 (#6) act on V D6 (λ 5 ) with factors (W (3), 000)/(1, W (010)) and therefore act on V D6 (λ 6 ) with factors (W (2), 100)/(0, W (001)). Taking an image under a graph automorphism, it follows that A 1 C 3 = D 6 (#7) acts on V D6 (λ 5 ) with factors (W (2), 100)/(0, W (001)) and on V D6 (λ 6 ) with factors (W (3), 000)/(1, W (010)).
We letĀ 2 1 A 1 B 2 = D 6 (#12) act on V D6 (λ 5 ) with factors (1, 0, W (2), 00)/(1, 0, 0, W (10))/(0, 1, 1, 01) and on V D6 (λ 6 ) with factors (1, 0, 1, 01)/(0, 1, W (2), 00)/(0, 1, 0, W (10)). This also determines the action of the subgroupsĀ 
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We remind the reader that in the following table, subgroups are listed up to conjugacy in Aut(L 0 ). 
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5.3. Irreducible diagonal subgroups.
In this section we give the tables of diagonal subgroups referred to in Tables 13 and 14 . The first column gives the ID number, as in the previous tables, and the second column gives the embedding of the diagonal subgroups. To describe the embeddings we use a slightly modified notation, to shorten the tables. Specifically, we introduce a shorthand for diagonal subgroups of A n 1 Z, where Z has no simple factor of type A Tables  30 and 37 the usual notation for diagonal subgroups is used but we again omit the isomorphism type of each diagonal subgroup as they too can be easily recovered from the listed embedding. Table 16 gives the extra restrictions on the field twists for D 6 (#38), a diagonal subgroup ofĀ 6 1 = D 6 (#8). The restrictions are given in rows of the tables: the first column lists all permitted equalities amongst the field twists; the second column lists any further requirements. So an ordered set {r, . . . , w} is permitted if it satisfies the conditions in the first and second column of a row of the table. We note that a set of field twists satisfies the conditions of at most one row. We emphasise that an ordered set may be excluded either because it yields a D 7 -reducible subgroup, or because it yields a repeated diagonal subgroup. 
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Applying the main theorem
We now describe how Theorem 1 allows one to enumerate all connected G-cr subgroups, and illustrate with the case G = F 4 (K), in arbitrary characteristic. In this section we present a series of additional lemmas which allow one to derive properties of the G-cr subgroups arising. The subgroups themselves, and various properties thereof, are given in Table 38. 6.1. G-conjugacy vs. L-conjugacy. Once we know the L ′ -irreducible subgroups for each possible Levi subgroup L of our reductive algebraic group G, it remains to consider how the various classes of subgroups fuse in G. This is achieved in the following result. (ii) One direction is obvious. Conversely, suppose X and Y are G-conjugate and write Y g = X < L. Then Z(L) g is a maximal torus of C G (X) and
In light of the previous proposition, it is desirable to understand the fusion of conjugacy classes of irreducible subgroups of simple Levi factors L 0 induced by graph automorphisms. This is only necessary when such a graph automorphism is induced by an element of G. All irreducible subgroups are centralised by a graph automorphism when L 0 is of type A n for some n, and there are no graph automorphisms of B 2 , B 3 or C 3 induced by F 4 . So it remains to consider L 0 of type D n . Now, D 7 only occurs as a Levi factor in E 8 and the normaliser of D 7 in E 8 contains an element inducing a graph automorphism of D 7 . For this reason, the irreducible subgroups in Table 13 are given up to Aut(D 7 )-conjugacy. This leaves L 0 of type D 4 , D 5 and D 6 . In these cases, the tables present the irreducible subgroups up to L ′ -conjugacy, and we now give information about how these subgroup classes fuse under a graph automorphism. For D 5 and D 6 we give a list of conditions of two types. The first type we denote 'l ∼ m', which means that D n (#l) is Aut(D n )-conjugate to D n (#m). The second type is denoted 'l : condition', where D n (#l) refers to a set of diagonal subgroups and the condition is an extra constraint on the field twists. For D 4 we are interested in the fusion induced by both an involutory graph automorphism and the full outer automorphism group S 3 . For this reason, we present a list of conditions, each with an extra one in brackets. The first condition refers to the fusion induced by an involutory graph automorphism and the condition inside the brackets is to be added when considering the full outer automorphism group. For example, 3 ∼ 4(∼ 2) explains that the two B 3 subgroups with ID numbers 3 and 4 are conjugate under an involutory graph automorphism and that all three B 3 subgroups with ID numbers 2, 3 and 4 are conjugate under the full outer automorphism group. 6.2. Normaliser Structure. Let X be a G-cr subgroup of G. The following result gives us a method for calculating the structure of N G (X). In particular, one need only inspect the parabolic subgroups of G which are minimal subject to containing X, and the normaliser of a Levi subgroup which is minimal subject to containing X. By Proposition 6.1 there is a unique such Levi subgroup up to conjugacy, and there there are only finitely many minimal parabolic subgroups to consider, corresponding to the different standard parabolic subgroups having conjugate Levi factors. 
(ii) There exists a minimal parabolic subgroup P containing X, with Levi decomposition
Proof. (i) If X = X g for some g ∈ G, and if L is minimal among Levi subgroups of G containing X, then Z(L) and Z(L) g are maximal tori of C G (X) • , and thus
(ii) Let U be a maximal unipotent subgroup of C G (X) • . Then there is a parabolic subgroup P of G containing U X, such that U ≤ Q def = R u (P ). Since X is G-cr, there exists a Levi subgroup L of P containing X, and moreover we can assume that X is L-irreducible, otherwise there is a smaller parabolic subgroup of G containing both U X and the unipotent radical of a proper parabolic subgroup of L normalised by X.
Then U ≤ Q X , and thus U = Q X by maximality of U . Since X is L-irreducible, Z(L) is a maximal torus of G (X) • . Therefore U Z(L), which contains a maximal torus of C G (X) • and a maximal unipotent subgroup of
, which gives the desired result.
6.3. Action on G-modules, separability and reductive Pairs. Given a reductive subgroup X of G, it is of interest to know how X acts on various G-modules, particularly the Lie algebra L(G) and the nontrivial G-module(s) of minimal dimension. Such information allows one, for instance, to study the conjugacy classes of G meeting X. Additionally, recall that X is called
equivalently, the scheme-theoretic centraliser of X in G is smooth. Once the normaliser structure and action of X on L(G) is known, one can see directly whether this equality holds. Recall also that (G, X) is a reductive pair if L(X) is an X-module direct summand of L(G). Both of these properties are closely related to complete reducibility, cf. [4, Theorem 3.35].
The following is useful in determining the action of X on L(G). Specifically, one first considers the action of L, where L is minimal among Levi subgroups of G containing X, and then considers the action of X on each L-module arising. Lemma 6.3. Let G be a reductive algebraic group, let P be a parabolic subgroup of G and let L be a Levi subgroup of P . Then the following hold.
, where P op is the parabolic opposite to P ; (iii) L(R u (P )) ∼ = S V S , where S ranges over shapes and V S is a shape module, defined in [3 
(ii) Let T be a maximal torus of G. Then we may take L to be a standard Levi subgroup, that is, generated by T and the root subgroups corresponding to a set of simple roots I, and their negatives. Then L(L) is spanned by L(T ) and the root subspaces corresponding to the root subsystem spanned by I. The other two summands are respectively spanned by positive and by negative root subspaces whose roots are not in the span of I; it is clear that L preserves each of these three summands (cf. [6, p. 64] for the action of root elements on root spaces). (iii) This follows directly from [3] , since T preserves every root subspace, and a root subgroup of L acting on a root vector of shape S can only produce a sum of other root vectors of shape S. (iv) follows since the weights of T in V S are precisely the negatives of those in V −S , as explained in [3, p. 561] . Importantly, the modules V S arising in [3] have a very limited range of possible high weights, enumerated explicitly in [12, Lemma 3.1] . In most cases, these lie in the tensor algebra generated by the natural modules for the simple classical factors of L.
6.4. Subgroups of F 4 . We now enumerate the G-completely reducible semisimple subgroups of G = F 4 (K). For each such subgroup X, we also give the X-module structure of L(G), as well as the connected centraliser C • def = C G (X) • . Using these, we also determine whether or not X is a separable subgroup of G ('Sep'), and whether (G, X) is a reductive pair ('RP').
The process is as follows. For each Levi subgroup L, and each simple factor L 0 of L, the image of an L-irreducible subgroup X in L 0 is L 0 -conjugate to one of the subgroups in Section 5. Thus each simple factor of X is either contained in a simple factor of L, or is a diagonal subgroup of a product of two or more such factors.
Let us illustrate with the case L 134 , of type A 1 A 2 . Then X projects surjectively to the first factor, and either projects surjectively to the second factor, or to an irreducible subgroup A 1 , given by A 2 (#1) in Table 2 . Thus one of the following holds:
• X = L ′ . We denote this with the ID L 134 (#0); • p = 2 and X = A 1 A 1 , where the second factor is the subgroup A 2 (#1) in Table 2 . We denote this by L 134 (#0; #1); • p = 2, X = A 1 , and X is embedded diagonally in the subgroup L 134 (#0; #1) above. Such an embedding is determined by a pair of Frobenius twists, and we therefore denote this by L 134 (#0 r , #1 s ), where r and s are the powers of p giving the twists. In such a situation we implicitly take rs = 0.
Next Lemma 6.3 and calculating the high weights of L on the shape modules V S gives the composition factors of X = L 134 (#0) = L ′ 134 on L(G), as in the table. When p = 2, L(G) is tilting, and thus we obtain the direct-sum decomposition stated. When p = 2, we consider instead the tilting modules T G (λ 4 ) = λ 4 (irreducible of dimension 26) and T G (λ 1 ) = λ 4 | λ 1 | λ 4 . Each of these restricts to X as a tilting module. Thus, using for instance Doty's software [9] for computing the structure of Weyl modules, we deduce that For the other possibilities of X, we need only compute the restriction of the modules for L ′ 134 , which are tensor products of modules for X, to deduce the given module structure. Finally, each possible subgroup X above clearly centralises the 1-dimensional torus Z(L 134 ). Since the centraliser of a G-completely reducible subgroup is G-completely reducible [4, Corollary 3 .17], in particular it is reductive, we deduce that C G (X) • is either a 1-dimensional torus ('T 1 ') or is simple of type A 1 . Using Proposition 6.2, we need to consider the action of X on the unipotent radical of the (unique) standard parabolic subgroup having L 134 as a Levi factor. We find that the proper subgroups of L ′ 134 (and only these) centralise a vector of Q. Specifically, the shape module V S , where S consists of roots having α 2 -coefficient equal to 2, is an irreducible high weight module (0, 20) for L ′ 134 , and thus restricts to the diagonal subgroup L 134 (#0; #1) as the symmetric square S 2 (2) = 4 + 0. This 1-dimensional subspace gives rise to a 1-dimensional X-invariant subgroup, hence dim C G (X) • ≥ 2, and so C G (X) • is simple of type A 1 . This gives all the information for these subgroups in Table 38 . Yes r < s p = 3, s = r + 1 T (10) + 2 + (3|(9 + 7 + 1)|3) + 0
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