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Résumé – De nombreuses méthodes de restauration d’images consistent à minimiser une énergie convexe. Nous nous focalisons
sur l’utilisation de ces méthodes et considérons la minimisation de deux critères contenant une norme l1 des coefficients en
ondelettes. La plupart des travaux publiés récemment proposent un critère à minimiser dans le domaine des coefficients en
ondelettes, utilisant ainsi un a priori de parcimonie. Nous proposons un algorithme rapide et des résultats de déconvolution par
minimisation d’un critère dans le domaine image, avec un a priori de régularité exprimé dans le domaine image utilisant une
décomposition redondante sur une trame. L’algorithme et le modèle proposés semblent originaux pour ce problème en traitement
d’images et sont performants en terme de temps de calculs et de qualité de restauration. Nous montrons des comparaisons entre
les deux types d’a priori.
Abstract – Many image restoration techniques are based on convex energy minimization. We focus on the use of these
techniques and consider the minimization of two criteria holding a l1-norm of wavelet coefficients. Most of the recent research
works are based on the minimization of a criterion in the wavelet coefficients domain, namely as a sparse a priori. We propose a
fast algorithm and deconvolution results obtained by minimizing a criterion in the image domain using a redundant decomposition
on a frame. The algorithm and model proposed are unusual for this problem and very efficient in term of computing time and
quality of restoration results. We show comparisons between the two different a priori.
1 Introduction
Nous considérons le modèle d’acquisition d’image suivant :
g = Hu+ b (1)
u ∈ Rn est la scène observée, H : Rn → Rp est une trans-
formation linéaire connue (typiquement, la PSF ✓ Point
Spread Function ✔ représentant la réponse impulsionnelle
du système d’acquisition), b ∈ Rp est un bruit additif issu
de l’électronique du système (considéré ici comme blanc et
gaussien) et g ∈ Rp est l’image observée. En général,H est
mal conditionné. Retrouver l’image originale u à partir de
notre observation g est alors un problème mal posé. Pour
régulariser le problème, une approche couramment utili-
sée consiste à minimiser un a priori. Les a priori les plus
classiques sont ceux avec une régularisation par variation
totale [1], sur une base d’ondelettes [2], ou par un critère
de parcimonie sur une trame [5] ou sur un dictionnaire
de formes [11]. En utilisant un a priori de parcimonie, le






‖HW̃c− g‖22 + ‖c‖1
}
(2)
où c sont les coefficients de l’image u exprimée dans le
domaine des ondelettes, W : Rn → Rm est l’opérateur de
transformée en ondelettes (W̃ : Rm → Rn est l’opérateur
de reconstruction) et λ est le paramètre de régularisation.
L’idée du critère de parcimonie est que les signaux com-
plexes comme les images peuvent être représentés sur un
petit nombre (≪ n) d’atomes élémentaires mieux adaptés
au traitement d’images. Dans ce travail, nous nous inté-
réssons également au problème de restauration d’images,
mais nous utilisons une régularisation dans le domaine















Les modèles (2) et (3) sont équivalents lorsque W est une
décomposition sur une base (cas m = n), mais sont dif-
férents pour une décomposition sur une trame (m > n).
Dans ce cas, Elad et al. ont récemment montré que le mo-
dèle (3) semble donner de meilleurs résultats [16]. Or les
récents travaux en traitement d’images suggèrent que les
représentations sur des trames ou plus généralement sur
des dictionnaires permettent de représenter des signaux
plus complexes et sont donc mieux adaptées au traitement
d’images [5, 11, 19]. Il est donc naturel de se demander
quel modèle privilégier lorsque W est une décomposition
sur une trame.
D’un point de vue numérique, (2) et (3) sont deux pro-
blèmes convexes non différentiables relativement proches.
L’approche classique pour résoudre (2) consiste à utiliser
des algorithmes de type ✓ Iterative Shrinkage/Thresolding ✔.
Ceux-ci utilisent l’opérateur proximal et procèdent de fa-
çon itérative à un seuillage (seuillage doux dans le cas de
(2)) des coefficients d’ondelettes [2]. Néanmoins, leur taux
de convergence peut devenir très lent si le problème est
mal conditionné. Pour résoudre ce problème, des versions
en ✓ deux temps ✔ telles que [5, 18] sont apparues. Mais
là encore, la convergence reste assez lente. Une améliora-
tion pour rendre ces algorithmes plus rapides été proposée
dans [4].
La principale difficulté pour résoudre (3) est que l’opéra-
teur proximal ne se calcule pas explicitement sur ‖Wu‖1,
nous ne pouvons donc pas utiliser les algorithmes précé-
demment cités. Avec trois approches différentes les au-
teurs de [9, 10, 12] ont proposé le même algorithme pour
résoudre (3). Néanmoins, la convergence reste également
lente.
Nous proposons ici un algorithme rapide pour résoudre (3)
et montrons des résultats sur un problème de déconvolu-
tion et de débruitage. Nous essayons également d’apporter
des éléments de comparaison des deux a priori.
2 Algorithme rapide pour l’a prio-
ri de régularité
Une technique permettant de résoudre (3) consiste à lisser
la norme l1, puis à utiliser un algorithme de descente du
premier ordre. En raison de cette régularisation, ces algo-
rithmes convergent en O( 1√
k
) où k est le nombre d’itéra-
tions, alors que les algorithmes résolvant (2) convergent
en général en O( 1
k
).
Deux algorithmes perfomants de descente du premier ordre
multi-pas ont récèmment vu le jour [7, 8]. Ces algorithmes
sont optimaux pour la minimisation de fonctions convexes





. L’idée de [7] et
[8] est que l’on peut accélérer les schémas classiques de
descente de premier ordre si, à chaque itération, le pas
de la descente est calculé en tenant compte des gradients
aux itérations précédentes. Nous allons voir que ces algo-
rithmes permettent d’envisager la résolution de problèmes
tels que (3). L’algorithme que nous proposons repose sur
les récentes avancées en optimisation convexe réalisées par
Y. Nesterov [7]. Notre méthode consiste à lisser le pro-
blème (3) afin de le rendre différentiable, puis d’utiliser
la version accélérée de l’algorithme de Y. Nesterov. Nous














Cette régularisation permet d’obtenir une meilleure ap-









‖Hu− g‖22 + ‖Wu‖1,µ (6)





Ψµ(u) est une fonction convexe et différentiable avec un
gradient Lipschitz continu :
‖∇Ψµ(u) −∇Ψµ(v)‖2 ≤ LΨ‖u− v‖2 (8)






vons alors appliquer l’algorithme de Y. Nesterov afin de
résoudre (7). Il s’écrit comme suit :
Algorithm 1
Initialiser A = 0, w = 0.
Choisir un point de départ u0.
Choisir un paramètre de régularisation µ.















w = w + a∇Ψµ(uk+1)
A = A+ a
end for
En raison de la régularisation de la norme de l1, cet al-






. Nous pouvons montrer que cet al-






c’est à dire à la même vitesse qu’un seuillage itéré. A. Ne-
mirovski a cependant demontré que l’on ne peut résoudre,
avec une méthode du premier ordre, les problèmes tels





[17]. Notre algorithme est donc, dans un sens, ✓ optimal ✔.
Le paramètre µ définit la précision de la régularisation de
la norme l1. Son choix a une grande influence sur les per-
fomances de l’algorithme. Une valeur trop grande donne
un algorithme très rapide, mais nous éloigne fortement
de la solution. Néanmoins, une valeur trop faible rend
l’algorithme très lent sur les premières itérations. Pour
une image prenant ses valeurs dans l’intervalle [0, 255],
nous fixerons µ = 0.1. Avec ce choix, l’algorithme décroit
Ψµ(uk) − Ψµ(u
∗) d’un facteur 1000 en moins de 50 itéra-
tions.
3 Simulations
Nous avons testé cet algorithme sur un problème de dé-
convolution et débruitage. Nous avons également voulu
vérifier le comportement des deux a priori sur ce type de
problème. Le problème (2) a été résolu en utilisant itéra-
tivement l’opérateur proximal [6].
Les ondelettes réelles non-redondantes (définissant une ba-
se) ne sont pas invariantes par rotation et translation,
leur utilisation pour la restauration d’image par (2) ou (3)
donne de mauvais résultats. Nous proposons donc d’uti-
liser la transformée en ondelettes complexes ✓ dual-tree ✔
[3], qui présente une quasi-invariance par translation et ro-
tation. Cette transformée étant redondante (d’un facteur
4 en 2D), c’est une représentation sur une trame, ainsi (2)
et (3) ne sont plus équivalents.
Le paramètre de régularisation λ a été choisi de façon à
avoir, pour chacun des deux modèles :
‖HuN − g‖2 ≈ ‖b‖2 (9)
La figure 1 montre les résultats obtenus en utilisant les
deux a priori. Les images restaurées sont encore légère-
ment floues. On sait que le seuillage doux (issu de l’opéra-
teur proximal utilisé pour résoudre (2)) sur des coefficients
en ondelettes provoque un lissage de l’image. Bien que
nous ne puissions pas calculer explicitement la projection
sur ‖Wu‖1, ce comportement semble également s’appli-
quer sur (3). Pour cette raison, notre image de test est
fortement convoluée mais faiblement bruitée : H est une
fonction gaussienne de variance σH = 1.7, et b est un bruit
blanc gaussien de variance σb = 2 (l’image de test prend
ses valeurs dans l’intervalle [0, 255]). Même si les PSNR
des images obtenues sont similaires, les résultats visuels
sont très différents. En effet, nous remarquons que globa-
lement le modèle de parcimonie présente plus d’artéfacts
que le modèle de régularité. Ceci est nettement visible
sur la texture du fond de l’image. Ces résultats semblent
donc confirmer l’idée de [16] selon laquelle l’a priori de
régularité donne de meilleurs résultats lorsque W est une
décomposition redondante sur une trame.
(a) (b)
(c) (d)
Fig. 1 – Restauration d’une image floue et bruitée : (a)
image de référence, (b) image observée floue et bruitée
(PSNR = 25.6 dB), (c) résultat du modèle de parcimo-
nie (PSNR = 28.9 dB), et (d) résultat du modèle de
régularité (PSNR = 29.1 dB).
La figure 2 montre la courbe de convergence de notre al-
gorithme et d’une descente de gradient pour résoudre (3).
L’algorithme proposé permet de diviser Ψµ(uk) − Ψµ(u
∗)
d’un facteur 1000 (suffisant pour obtenir une stabilité vi-
suelle) en 30 itérations, tandis que, pour le même nombre
d’itérations, la descente de gradient ne divise Ψµ(uk) −
Ψµ(u
∗) que d’un facteur 10. Même si la complexité de
notre algorithme est deux fois plus importante que celle
d’une descente de premier ordre, le gain en temps de calcul
est très important.
4 Conclusion
Nous avons proposé une nouvelle méthode pour la résolu-
tion de méthodes variationnelles avec a priori de régularité
défini sur les coefficients en ondelettes. Cette méthode est
performante en terme de temps de calculs et très simple
à implanter. Nous avons également comparé deux a priori
régulièrement utilisés en traitement d’images. Bien que les
PSNR des deux a priori soient similaires, l’a priori de
régularité permet de reconstruire une image de meilleure
qualité que l’a priori de parcimonie lorsque l’image est
décomposée sur une trame. De futurs travaux seront réa-
lisés afin de comparer ces deux a priori en utilisant une
décomposition sur un dictionnaire.
Fig. 2 – Convergence de l’algorithme proposé et d’une
méthode classique de descente de premier ordre.
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