An existence result for optimal control problems of Lagrange type with unbounded time domain is derived very directly from a corresponding result for problems with bounded time domain. This subsumes the main existence result of R.
INTRODUCTION
In the theory of optimal control and its parent discipline, the calculus of variations, two major approaches to existence problems can clearly be discerned.
One approach, which originated with the early work of L. Tonelli 15 ] , can be said to be carried by a certain tightness (or compactness) property of the derivative functions and a lower semicontinuity property of a fundamental integral functional associated with the control problem 16-l 1 ] . (The tightness notion mentioned above is a generalization of the tightness notion in topological measure theory [ 121.) From the description it is evident that this approach is entirely in the spirit of the classical Weierstrass existence theorem, well known from elementary calculus.
The other approach is based upon the seminormality concept of L. Tonelli and E. J. McShane [ 13, 141 . Their concept was reformulated by L. Cesari into the notion of property (Q) [ 151. (This property is actually equivalent to a certain upper semicontinuity property of a Hamiltonian associated with the control problem [ 16, 171.) Although these approaches do show a fair amount of theoretical overlap. the first approach is often much easier to apply than is the second one. The 195 price to be paid for this is that the first approach demands much more from the derivative functions of the control problem. In this paper the first approach will be followed to obtain a general existence result for optimal control problems whose time domain is unbounded. Such control problems frequently arise in systems theory, but have played a very minor role in the area of optimal control theory proper. Thus, the literature devoted to existence results for such problems is of a quite small size (cf. [ 1, 181) . In contrast, optimal control problems with unbounded time domain have been common to the theory of optimal economic growth since its inception [ 19, 201 . Nevertheless, it is surprising to note, following [3] , that only recently some attention has been given to the existence problem in that area (cf. [2] [3] [4] ). Our existence result will be derived in a very direct manner from well-known fundamental results concerning the first approach for problems with bounded time domain. It will be shown to imply the main existence result of R. F. Baum [ 1, Theorem 6.11 . Also, the main existence results of S.-I. Takekuma [ 2, Theorem 4.11 and M. J. P. Magi11 [3, Theorem 7.6; 4, Proposition 3.11 will follow by considering quite special cases. Finally, also the main sensitivity result of [2, Theorem 4.21 will be generalized in Appendix B.
BASIC RESULTS
Consider the variational problem inf { J(x): x E C}, where C is a given nonempty subset of curves in ACr",,( [0, co)); cf. Appendix A. Here and f -= max(-f, 0). Entirely in agreement with the first approach discussed in the previous paragraph, the existence of an optimal curve in C is assured if for some topology on AC&( 10, a>> (C) C is sequentially compact, (LSC) J is sequentially lower semicontinuous on C.
A first problem to be tackled consists of specifying a topology which has the potential to achieve both (C) and (LSC). [Note that (C) is driving the coarseness of the topology up, while (LSC) is driving it down.] For various reasons-these have to do with the usual properties of the Lagrangian as well as analytical tractability-one takes the usual weak topology on A C;",,( [0, co)) for this purpose. ProoJ Necessity of (2.2)-(2.3) follows directly from the Dunford-Pettis criterion. To prove sufficiency, let (xk}F be arbitrary in C. In view of (2.3). we shall invoke the Dunford-Pettis criterion for T = It, n E N. For n = 1 there exist a subsequence {XL}? and g' E Ly([O, 1 ]) such that g' is the weak limit in Ly([O, 11) of (aL][O, l]}?. For n = 2 there exist a further subsequence {xi}? and g2 E L '([O, 2]), weak limit of {$I ]O, 2]};"'. It is easy to see that g*(t) = g'(t) for almost every t in [O, 11. Continuing in this way, we arrive at the diagonal sequence (xk}i .
k O" From this sequence we can extract a final subsequence (XL};" which is such that the values (x!JO)}r converge to some point .?E R". [H ere we use (2.2).] We now define g, E Ly,,,,((O, co)) by setting go(t) E g"(t) for n -1 < t < n, n E N. Also, we detine xo E AG'&(IO, ~0)) by x,(t) = X + f go(t) dt, t > 0. ( [0, a) ). Then G is uniformly integrable.
ProoJ Given E > 0, let h E Lf ([0, co)) be as asserted in Definition 2.3.
Then for each c > 0, g E G, I r,w,~~,'g'~!l,~,>~,'g'+!oclh~E+~ih-,~,h~ , and the latter integral converges to zero as c goes to infinity, uniformly in gE G. EXAMPLE 2.5. Let G be the set of functions ga,4, 0 ,< a < 1, /3 > 0, with g,,o(t) E a if -p < t Q p, = 0 otherwise. Then G is uniformly integrable, but not strongly uniformly integrable.
Our next result concerns (LSC). It is a simple extension of a classical result on the lower semicontinuity of integral functionals; e.g., cf. Proof. Let us write L, = L( ., x,J. ), ik(. )). etc. As a first step, suppose that L is nonnegative. Then for each T > 0, by the references mentioned above. Hence, the desired inequality follows. As our second step, suppose that L is bounded from below by a function g E L,(l% ml). s ince we may apply the first step to L' = L -g, the result follows. As our final step, consider the general case. Let E > 0 be arbitrary. By (2.6) there exists g E L :([O, co)) such that for all k E ?\i lLkqI. >-?, .
where L" c max(L, -g) inherits properties like (2.4)-(2.5) from L. Since the previous step applies to the integrand L" and E was taken to be arbitrary. it is easy to conclude that the desired inequality has been reached. Remark 2.7. The level of generality in Theorem 2.6 can effortlessly be raised to that reached in [ 101. In particular, Theorem 2.6 can be extended to the case where one investigates sequential lower semicontinuity of the integral functional J' defined by
where x: [0, co)+ R" is measurable and CE Ly,,,,([O, 03)). Here the mode of convergence is that of pointwise (or pointwise almost everywhere) convergence in the first argument of J' and that of weak convergence in L;1,,,( [ 0, co)) in the second argument.
Moreover, in this case we may interpret the integration in (2.7) as taking place with respect to an arbitrary u-finite measure "dt" on 10, a~). Of course, local integrability must then be interpreted accordingly (integrability over all sets with finite measure).
MAIN EXISTENCE RESULT
The results of the previous section will be used to derive an existence result for the optimal control problem inf Z(X, u). (X.U)ER Here 0 denotes the set of admissible pairs (x, u), x E AC&( (0, co)) and u: [0, co) -+ R' a Y-measurable function, such that for almost every t
Here A denotes a multifunction from (0, co) into R" with LY X 9"-measurable graph M'; U denotes a multifunction from S? into R' whose graph
is 9 x 9mmr-measurable. Also, f: M -+ R * is a 9 X .P"t "-measurable function. Finally, Z is defined by
wheref,:M+(--co, co] is ~PxX~+'-measurable cost function. We shall frequently use the following notation: Define for (t, x) E .&
In the literature this property is also referred to as property (U). Note that property (K) at (t, x) E ~8' implies that the set Q(t, x) is closed.
In what follows we shall also denote the section of the set M at any t > 0 by M(t); in other words:
First, we shall state a lower closure result; this makes the connection between our main existence result and Section 2 more transparent. fo(t, . , . ) is lower semicontinuous on M(t), (3.2)
Suppose also that { (xk, uk)}y is a sequence in IL' with (xk)F converging weakly to x0 E AC;",,([O, cr,)), which is such that Q has property (K) at (t, x0(t)) for each t > 0, (3.5) Q(t, x0(t)) is convex for each t > 0, (3.6) If ,( ' 1 xk (' 1, uk(' )>I;" ' IS strongly uniformly integrable, (3.7)
lim &f Z(x,, uk) < + co. Proof. To begin with, we note that by (3.3) and the properties of weak convergence, x,(t) E A(t) for each t > 0. We define for (t, x) E .-J, (r,n)E pm+',
with the usual convention that the intimum over an empty set is taken to be +co. For (t,x)@.d, we set 1(&x,+,-)r+oo.
Thus, 1:(0,co)~~*~~'-(-co, + co] is the modified Lagrangian for the optimal control problem [ 111. Note that we can also write for (t, x) E &, (<, A) E R"'+ ', l(t, x, r, A) = inf{z n : (z,,, t) E Qk xl, zn > 1 I.
It is therefore easy to see that if Q(t, x) is closed, (t, x) E &, then for every <e, A) E Rm+', l(t, x,& A) < +co implies that the intimum in (3.10) is attained. Hence, by (3.9), for every t > 0 and 1 E R the inequality l(t, x,,(t), i,(t), 2) < + co implies the existence of u E U(t, x,(t)) with m x,(t), u) = %(t), max(f,k x,(t), u>,4 = Z(t, x,(t), i,(t), 1). (3.11) Moreover, it follows by (3.10) from (3.6) in elementary fashion that 46 &J(t), . , * > is convex for each t > 0.
(3.12)
We shall now demonstrate that for each t > 0, (<, 1) E Rmt ', 0 *3 *, .) is lower semicontinuous at (x,(t), r, A). (3.13)
Let t > 0 be arbitrary and let xk -+x,(t), tk + <" and Ak -+ Lo, also arbitrary.
Denote Ik E Z(t, xk, rk, nk) and y = lim inf,,, Zk. We have to demonstrate that y > Z(t, x,,(t), to, 1"). In case y = +co, this is trivial. Hence, we can suppose that Zk < +co for all k without loss of generality. Let E > 0 be arbitrary. By (3.10) there exists for each k zt >Jk such that (zi,Ak) E Q(t,x") and zi < Zk + e. Hence, do < lim inf,+, zt < y + E. Define y' E lim inf,+, zt. Without loss of generality we can assume that zt -+ y' (otherwise we could restrict the considerations to a suitable subsequence). Since xk + x0(t) and (zt, ck) + (y', to) it follows quickly from (3.5) and Definition 3.1 that (y', 5") E Q(t, x,(t)). Above we showed y' > Lo; so we conclude from (3.10) that Z(t, x,(t), to, 1") < y' < y + E. Since E > 0 was arbitrary, we have Z(t, x,(t), to, A") < y. This proves our claim. After this, we shall apply Theorem 2.6 to the integral functional whose integrand Tis defined by taking i(t, . , . , . ) to be the lower semicontinuous hull of the function 44 * 3 * , . ),t > 0. By elementary properties of such hulls it follows from (3.10) and (3.13) that Rt, x,(t), . 2 * > = 4, x,(t), . 3 * ) for each t > 0, (3.14)
t(t, X, 6 4 a J for each (t,x,<,A)E [0,00)x R*"'+'. Elsewhere. we set e -tco. By (3.1~(3.3), e(t, f , . , . , . ) is lower semicon tinuous for each t > 0. Also, our initial measurability assumptions imply that e is i/ X.r/2m+'+r -measurable. Hence, e is a normal integrand in the sense of iA E fit, .~~(t), ik(f). AA(t)) > /Ik(t) for each t > 0.
as follows from the above and (3.12)-(3.16). Hence, in view of assumption (3.7). all conditions of Theorem 2.6 have been met. We now get In view of (3.17)-(3.19), the proof is now finished by applying a measurable implicit function theorem in a standard way [23, Theorem 111.381.
Remark 3.3. The set M(t) is closed for each f > 0 if and only if the multifunction U has property (K) at each (t, x) E &' (this property is defined in analogy to Definition 3.1). Thus, supposition (3.4) can be expressed in the terminology of (3.5).
Remark 3.4. We observe that the lower closure result in Theorem 3.2 is merely the manifestation of a lower semicontinuity result for the integral functional with integrand l This theme is well known in existence theory [8] ; it was modernized in [ 111 by introduction of the modified Lagrangian.
Remark 3.5. An improvement over the lower closure results commonly found in the literature is that property (K)--as well as closedness of the values of Q-merely has to be satisfied on the arc {(t, x,(t)): t > 0). Using a different approach, a similar localization of such conditions was reached in 1171.
It is now straightforward to forge the above lower closure result into an existence result. For this, one merely has to place any minimizing sequence for the control problem in the role of the sequence figuring in the lower closure problem. Before stating our main existence result, let us agree to define the set J2, for any a E R by i.2, f {(x, u) E a : Z(x, u) < a). (X.U)tU"
There exists a sequence ((x,, uJ} p c Sz, such that p = lim, -r~, Z(x,, uk) by (3.25). Because of (3.20)-(3.21), the sequence (xk}T contains a subsequence which converges weakly to some X in ACE, (IO, co)): this follows from applying Theorem 2.1. Without losing generality we may suppose that (x,J ; converges to 2 as a whole. By (3.22~(3.24) the conditions of Theorem 3.2 have been met. We thus find that there exists U: 10, co) + a;" such that (2, U) E R and Z(X, U) ,< p. Let us now compare Theorem 3.6 with the existence results reached in [ l-4 I. Inter alia, it is supposed in [ 11 that the multifunction Q has property (Q) at every (t, x) E .d, that (3.26)-(3.27) hold and that f, and f are continuous on M. By the fact that property (K) is implied by property (Q) and in view of Remarks 3.8-3.9 it is easy to check that Theorem 6.1 in / 1 1 indeed follows from our result above. In 12 1 a very simple linear control system is considered, where (3.28t (3.30) hold with B identically equal to the zero matrix and with even &,(t, . . . ) and M(t) convex for each t > 0. From a special assumption for the sets M(t) 12, Assumption I 1 it follows directly that (3.26) must hold (2, Lemma 3.11. Also, (3.24) holds by 12. Assumption 2(ii) I. It is now easy to verify that Theorem 4.1 of (2 I follows from our Theorem 3.6. In 13 ] the state equation consists of a simple relation in integral form between trajectory and control function (3, Formula (7.1 ) /. VIZ.. a slight abstraction of the classical integral expression for the solution of a linear differential equation. Among other things, the function .A, is supposed to be such that fo(t, . . . ) is convex in both arguments with nonempty interior of its effective domain for each f > 0. To derive the existence result of (3 1, one has to take into account our Remarks 3.12-3.13 : Define R' to be the set of admissible pairs in f2 satisfying the integral relation mentioned above. Further. define the state equation to be used in applying Theorem 3.6 by C(t) = u(t).
(3.34)
Since (3.29E(3.30) certainly hold in [3 1, it follows from Remark 3.10 that (3.22)-(3.23) are fulfilled. Also, (3.27) holds in 131, so by Remark 3.9 supposition (3.24) is valid. In view of [3, Assumption 3, formula (5.5)1 and (3.34), supposition (3.21) holds in both cases considered there (cf. Remark 2.7). Further, (3.33) is satisfied in [3] by an application of the Alaoglu-Bourbaki theorem, possible by 13, Assumptions 2,5 1. Finally, the integral relation [ 3, formula (7. l)] is such that if {(x~, uJ}F is in R with L~,lF converging to x0 pointwise and with (uk}y converging weakly in L;,,,,([O, 00)) to u,, [cf. Remark 2.7 and (3.34)], then the fact that (.Y~. Us) satisfies the integral relation for all k E n\i implies that (x,), u,) satisfies this relation, too. It is now easy to see that Theorem 7.6 in 13 ] follows from Theorem 3.6, provided we extend the latter result in the spirit of Remarks 3.12-3.13. In [4] suppositions (3.28)-(3.30) hold with B identically equal to the zero matrix and with M(t) convex for each t > 0. Also, there is f": IO, co) x Rrn+ (-co, +a] such that fo(t, X. U) =f"(t, u), (t, x. u) E M, where it is required that the effective domain of f"(t, . ) has a nonempty interior for each t > 0. Now (3.1)-(3.4) and (3.20) We conclude these evaluations with a simple pathological example, showing that the property (Q) supposition of [ 1, Theorem 6.11 can sometimes fail badly in a situation where our Theorem 3.6 can be applied.
EXAMPLE3.14. It is not hard to verify that all suppositions used in Theorem 3.6 are fulfilled; in particular, Q has property (K) at every (t, x) E &'. However, at all points of the optimal arc ((1, 0): l> 0} property (Q) even fails to hold in the xvariable alone (cf. Remark 3.5).
CONCLUSION
In this paper we demonstrated that for a large class of existence results there is actually no difference between the unbounded and bounded time domain case, provided that the concepts used in the classical case are extended appropriately. For the derivative functions this means that uniform integrability is replaced by local uniform integrability, and for the negative parts of the cost functions that uniform integrability is replaced by strong uniform integrability (as introduced in this paper).
It would be an easy task to raise the level of generality and abstraction of everything discussed here to that of our paper [ 111, which deals with lower closure results, and to introduce the additional features studied there. In fact. as our Remarks 3.5 and 3.7 indicate, even more can be achieved. It is important to observe that the topology of uniform convergence on compact subsets of [O, co), which AC;",,([O, 00)) inherits from the set of all continuous functions on [O, co), is weaker than the weak topology! APPENDIX B Regarding our comparing Theorem 3.6 with the existence result in [2] , we should point out that the assumption that fo(t, . , . ) is convex for each t > 0, also serves another purpose. Namely, it plays a crucial role in the proof of Theorem 4.2 in [2] , the main sensitivity result of that reference.
We shall also show in this appendix that the sensitivity result remains valid under our more general assumption (3.29) . At the same time, our argument makes it clear that this sensitivity result is actually a combination of Theorem 3.2, Fatou's lemma and an easy convexity property of the projection of Q onto the set ACln,,([O, 03)). Note that we regard 0, as a multifunction from Rm into ACI",,([O, co)),
where the latter space is equipped with the weak topology. Also, i is considered as a function on R'"; its effective domain dom i is defined by domi= {p:i(p) < +a~}.
THEOREM.
Suppose f has the linear structure of (3.28). Suppose also that Proof. To prove upper semicontinuity, it is enough to show the following: Given an arbitrary sequence { pk} y in dom i, which converges to a point p,, in the relative interior of dom i, and for associated xk E R,(p,), k E N, there exists x,, E .R,(p,) which is the limit of a subsequence of (xk} ;" . Let pk, xk be as given above. It follows from boundedness of the values ~~(0) =pk, k E FJ, and (3.21) that {xk} ;" has a subsequence which converges to some x0 E AC;",,([O, co)); to see this, apply Theorem 2. %U) E A(t) and &J(t) -B(t) x,,(t) E w. x,,(t)) for almost every t > 0.
(f3. 7) Together, these would then imply that x,, E Q,(p,).
Without loss of generality we can suppose that (xk}F converges to x0 as a whole. We are going to apply Theorem 3.2. By (3.4), (3.29), (B.l) and (B.3) we know that (3.5b(3.6) hold, in view of Remark 3.10. Also, (3.7)-(3.8) hold by virtue 01 (3.21) and (B.5). We then have from Theorem 3.2 that (B.7) is true and that Z(x,, 1, -Bx,) < lip mf Z(x,. .tr -Bx,).
(B.8) + Since p,, lies in the relative interior of dom i, there exists S > 0 such that the intersection of the affine hull of dom i with the closed ball with radius r5 around p0 is contained in dom i. Without loss of generality we may suppose that pk fp, for all k. Hence, for each k E il\. there exists qr E dom i. /qr -paI = 6, and ykr 0 < yk < 1, such that It is evident that >'k + 0, (B.9) since the qk remain at a fixed distance from pO. For each k E n the fact that i(qk) < +a, implies that f2(q,) is nonempty and contains some ~1~. say. We now form Remark. Under the more restrictive assumption made in [2] , the proof is virtually finished after deriving (B.8). The reason for this is to be found in the fact that i is then a convex function, hence continuous on the relative interior of its effective domain.
