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Abstract—Applying control-theoretic approaches to capacity
provisioning of web servers is gaining popularity. This paper
presents a novel approach that combines Linear Parameter
Varying (LPV) modeling and control design, with workload
characterization using stochastic α-stable-model envelopes. We
parameterize a control-oriented Web server model and the
resulting controller using workload distribution parameters.
By further incorporating the α-stable modeling into the LPV
control approach, the presented solutions not only allow system
to adapt to workload changes, but also show great promise
in handling self-similar workloads. The proposed method is
applied to a CPU allocation problem for web servers, which
performs Dynamic Voltage Scaling (DVS) to achieve response
time guarantee. Simulations using real web-server traces are
conducted to show the strength of the proposed approach.
I. INTRODUCTION
Server capacity provisioning for Internet services is an
extremely important and challenging problem. These servers
may need to handle periods of high loads, while obeying re-
sponsiveness requirements. Several prior studies have shown
that sustained periods of high loads are rare. With large
variances in load over time, it may not be economically de-
sirable to over-provision resources for occasional high load
periods. Meanwhile the dynamically changing workload and
the complex relationship between provisioned capacity and
associated response times makes this capacity provisioning
problem challenging.
This important problem has received considerable atten-
tion over the past decade. One body of work in this area
(e.g. [30]) has focussed on understanding and characterizing
the load imposed on these servers by studying real world
traces from different environments. For example, an ex-
tensive bibliography of self-similar trafﬁc and performance
modeling can be found in [30], we refer to these techniques
as predictive-model-based provisioning techniques. Recent
work on workload characterization ([14], [19]) has proposed
α-stable models for self-similar workloads that widely exist
in Internet services. α-stable distributions are heavy tailed
and have inﬁnite variance, thus can model both the bursti-
ness and long range dependence well. In addition α-stable
models are determined by a small set of parameters [14],
allowing identiﬁcation and reconstruction with manageable
computation cost. Another body of work in this area (e.g.
[4], [12]) uses instead feedback from the current system
state and performance measurements for decision making.
The intuitive rationale for this feedback strategy is that
even if the workload modeling is not accurate enough,
periodic feedback from the system would give sufﬁcient
information to compensate for the inaccuracies. We refer to
these techniques as feedback-based provisioning techniques.
In this paper, we are speciﬁcally interested in control-
theoretic based feedback techniques, since they provide a
mathematical foundation for system design in order to meet
performance guarantees.
Most existing work ([7], [9], [13], [10], [20], [25], [3], [2],
[11], [21], [24], [26], [28]) on performance management of
Internet servers have adopted linear system modeling and
classical (PID) control design techniques, see the review
papers ([4], [12]). There is a lack of rigorous robustness
analysis for these linear designs with respect to coping
with large load variations. In order to enhance adaptation
to load variations, adaptive controllers have been designed
for control of differentiated services [22] and storage sys-
tems [17], [16], [15], [18], where online linear models are
identiﬁed using the least-squares methods. Still, it is not
clear how well such models can handle large variations of
load conditions that has not been observed in the workloads.
A fuzzy-logic control has been used to optimize the perfor-
mance of the Apache web server in [8]. Since fuzzy-logic
control is an artiﬁcial-intelligent based approach, it is often
difﬁcult to rigorously prove system stability and quality of
solutions. A model-predictive-control (MPC) was applied
to the utilization control of distributed real-time systems in
[29], where a linear time invariant (LTI) model was used as
well. Though MPC is good at handling constraints on state
and control variables and also provides certain robustness, a
good modeling is still needed in order to deal with variations
in load conditions.
With the goal of designing a controller that can adapt to
the workload and operating conditions, this paper presents
a Linear Parameter Varying (LPV) approach for the system
modeling and control design. First we model the relationship
between capacity provisioning and response time as an LPV
system, with workload parameters as scheduling variables.
We model the incoming trafﬁc using alpha-stable processes,
and periodically determine their parameters. These param-
eters are then used as scheduling variables to parameterize
the LPV model and to parameterize the resulting controller,
which is an LPV controller. The small parameter set of
alpha-stable models makes the computation in identifying
the LPV model and LPV control design manageable.Compared to the linear-recursive models used in the
adpative control, whose coefﬁcients though are updated from
time to time but no explicit functional expression with re-
spect to load parameters is ever explored, the proposed LPV
approach is based on explicit analytical parameterization
of the LPV model and controller using load parameters.
Simulations using traces from the real world of a proxy
server show that this LPV controller is able to (i) meet
response time bounds without overprovisioning, and (ii)
performs better than individual predictive (based on just
workload modeling) and simple feedback-based models.
The rest of this paper is organized as follows. Section II
formulates the problem, and the system model is derived
in Section III. Section IV presents the controller design.
Simulation results are given in Section V, and conclusions
are drawn in the end.
II. PROBLEM FORMULATION
In this paper, we consider managing CPU frequency
to provide response time guarantees for requests in the
context of Internet servers. As a ﬁrst step, we consider
a single queue served by a single server, whose CPU
frequency can be tuned dynamically, e.g., using the dynamic
voltage/frequency scaling (DVS) mechanism [25] which is
allowed by most processors today. Noting that the CPU
frequency is closely related to power consumption and
electricity cost associated with each server, the DVS scheme
allows energy saving while still serving requests at a lower
CPU speed thus leading to no or less performance degrada-
tion. The design goal is to dynamically determine a minimal
CPU frequency that can meet target response time. Then, by
viewing the CPU here as an aggregate capacity which should
be provided by multiple servers, this CPU control result can
be combined with online optimization algorithms from our
previous work [6] to provide solutions to multiple-server
multiple-application CPU allocation problems. Nevertheless,
this paper focuses on the ﬁrst step - deriving advanced
control-oriented model and controller design.
In the rest of the paper, we ﬁrst derive a control-oriented
model to characterize the dynamic relationship between the
operating CPU frequency and the resulting mean response
time. Then we design a controller that meets the target
response time with minimal CPU frequency.
III. SYSTEM MODEL
In this section, we will combine α−stable self-similar
workload characterization with LPV techniques to build
a control-oriented LPV model. Essentially, we model the
arrival and service demand of a self-similar workload using
α−stable models. The α−stable models are periodically
identiﬁed online to determine workload parameters, which
are used as scheduling variables to parameterize the LPV
model and controller. We will not introduce the basics of
α-stable distribution due to the space limit, but interested
readers can ﬁnd more details in [27].
A. Self-similar workloads
Consider applying the α−stable self-similar model to a
self-similar arrival process, then the number of requests
arrived in the kth sampling period (with duration ∆t) can
be computed as follows,
A(k)=( c · Nα,H(k)+λ) · ∆t (1)
where the parameter λ denotes the mean arrival rate, Nα,H
is a linear fractional stable noise (LFSN) corresponding
to an α-stable measure with zero mean, scale parameter
σ =1and some ﬁxed skewness χ satisfying −1 ≤ χ ≤ 1
(χ =1is often used to represent a totally positively skewed
distribution). The LFSN represents the increment during the
kth unit length time interval of an linear fractional stable
motion, which is often used to model the cumulative arrivals.
The scaling factor c is deﬁned as the ratio of the scale
parameter of the trafﬁc process to the scale parameter of the
LFSN. Noting that the scale parameter of the LFSN Nα,H is
1, the scaling factor c is actually the scale/dispersion around
the mean of the trafﬁc.
Next, we introduce the stochastic envelope for the alpha-
stable distribution. Noting that requests’ resource demand
often exhibits heavy-tailed distribution, if the capacity al-
location is targeted to the worst-case scenario, the re-
source may be over provisioned and the system could be
underutilized most of the time. The notion of stochastic
envelopeprovides ﬂexibility for capacity allocation to satisfy
different levels of service demand, so a good balance can be
achieved between resource efﬁciency and reducing risk in
not providingperformanceguarantees. A stochastic envelope
for the arrivals in Eq.1 is computed as,
ˆ A =( λ + βA · σA) · ∆t (2)
The parameter βA is uniquely determined by the probability
that the number of arrivals A surpasses its approximation ˆ A,
where the probability is set to a a pre-speciﬁed small risk
 , i.e.,
P{A> ˆ A} = P{
A − λ · ∆t
σA · ∆t
>β A} =   (3)
In Eq.2, the parameters λ and σA denote the mean and scale
parameters of the arrival process. Comparing Eq.1 and Eq.2,
and denoting the scale parameter of the LFSN Nα,H by σN,
then σA = c · σN, where c is the scaling factor in Eq.1.
Therefore, the arrival parameters λ and σA can be obtained
from the α-stable modeling of the request arrival process.
Note that there is no closed-form mathematical formula to
give the direct relation from the risk   to the parameter βA in
Eq.3, in terms of the α-stable distribution. However, given a
set of  , the correspondingβAs can be numerically generated
and tabulated using the α-stable distribution model [19]. If
we also model the service demand (or ﬁle size) of requests
using the α-stable self-similar model, similar results as Eq.1
and Eq.2 can be obtained as well, and the details are given
in the next section.
B. An LPV ﬂuid model for Web servers
A general discrete-time LPV system, denoted by Γ(p),
can be represented by a difference equation as follows:
x(k +1 )=F(p(k))x(k)+G(p(k))u(k) (4)
2where x(·) and u(·) are state variables and control variable
respectively. p(·) is an exogenous time-varying parame-
ter, often referred to as scheduling variable of the LPV
system. An LPV control designs a scheduling-variable-
parameterized controller to stabilize the LPV system in
Eq.4. The LPV control is often classiﬁed as a generalized
gain-scheduling control, but it provides provable stability
guarantee for the closed-loop system, which can not be
provided by traditional gain-scheduling control. Another
advantage of the LPV control is that it does not require
a priori knowledge of the scheduling parameters but only
their online measurements. In the sequel we derive a control-
oriented LPV model for Web servers from CPU allocation
to request response time. The scheduling parameters of the
LPV model are the mean and scale parameters of the α-
stable self-similar models used to characterize the workload
arrival and service demand.
Consider sampling intervals with sampling time ∆t, and
let N(t) denote the number of jobs in the system at the
beginning of the kth sampling interval, then N(t +1 )can
be calculated as,
N(k +1 )={N(k)+A(k) − D(k)}+ (5)
where A(k) and D(k) denote the number of arrivals and
the number of departures (ﬁshed requests) in the kth period,
respectively. The notation {·}+ =m a x ( ·,0). The physical
meaning of Eq.5 is: the number of jobs in the system at the
end of ∆t is the initial number of jobs plus the increment
(A(k)-D(k)).
Considering a self-similar arrival process, by Eq.2, the
number of arrivals is approximated by its  -stochastic enve-
lope,
A(k) ≈ (λ(k)+βA(k) · σA(k)) · ∆t (6)
with βA deﬁned in Eq.3. We further consider that the request
ﬁle size (service demand), denoted by s(k), is a random
variable approximated by the α-stable self-similar model,
s(k) ≈ ν(k)+βs(k) · σs(k) (7)
where ν(k) and σs(k) are the mean and scale parameters of
s(k) respectively. The parameter βs is determined similarly
as in Eq.3,
P{s(k) >ν (k)+βs(k) · σs(k)}
= P{
s(k) − ν(k) · ∆t
σA(k) · t
>β A(k)} =   (8)
Note that different risk parameters   can be chosen for
approximation of the arrival A(k) and ﬁle size s(k).
Let u(k) denote the allocated capacity and assume that
the service time is inversely proportional to the allocated
capacity, then the number of requests being served is ap-
proximated as,
D(k)=
∆t
s(k)/u(k)
≈
u(k) · ∆t
ν(k)+βs(k) · σs(k)
(9)
Consequently, by plugging Eq.6 and Eq.9 into Eq.5 and
linearizing the ﬂuid model (ignoring the nonlinearity {·}+ in
the control design), we have the following control-oriented
model,
N(k +1 )=N(k)+{(λ(k)+βA(k) · σA(k))
−
u(k)
ν(k)+βs(k) · σs(k)
}·∆t (10)
By the Little’s law, the average response time T(k) in the
kth sampling time interval can be approximated by
T(k)=
N(k)
λ(k)
(11)
Note that for a given pre-speciﬁed risk level   for stochastic
envelope, Eqs. 10-11 are parameterized by workload char-
acterizing parameters λ(k), σA(k), ν(k), and σs(k), where
the parameters βA and βs are determined once   is ﬁxed.
Deﬁne p = {λ,σA,ν,σ s}, and compare Eqs. 10-11 with Eq.
4, we see that the system model consists of Eqs. 10-11 is an
LPV system with parameters of arrival and service demand
deﬁned as scheduling variables.
IV. CONTROL DESIGN
Corresponding to the LPV model in Eqs. 10-11, this
section designs an LPV controller that generates time-
varying u(k) such that the response time T(k) will meet
its target value ¯ T with minimal allocated capacity. Since the
LPV controller itself is also parameterized by the scheduling
variables (the load parameters), it is expected that the LPV
controller can provide better adaptation to the workload
changes than linear controllers with constant control gains.
An LPV model Γaug(p) can be viewed as an LTI
model Γaug scheduled, in a speciﬁc way, by the parameter
p (the subscript aug will be explained later). The right
ﬁgure in Fig.1 shows that the scheduling parameter p
enters the model Γaug(p) in a so-called linear-fractional-
transformation (LFT) way [5]. For an LPV model Γaug(p),
an LPV control designs a scheduling-variable parameter-
ized controller K(p) such that the closed-loop system is
stabilized for all admissible parameter trajectories p(k) [5].
Next we explain how the augmented model Γaug relates to
the Web server model Γ and what the input/ouput variables
w,u,z,y in Fig.1 mean in English. The augmented model
Γaug is a combination of Γ and a set of ﬁlters, which are
often referred to as weighting functions. There are two input
vectors and two output vectors of the augmented model
Γaug:
• the input w denotes any external input signals to
the system, e.g., the reference signal, disturbance and
sensor noise.
• the input u denotes the control input to the system
model, which is also the output of the controller K.
• the output y is the output variable of the system model,
which is measured and fed back into the controller K.
• the controlled variable z, which consists of the set of
variables of interest, e.g., the tracking error and control
effort.
Given a set of external inputs w to the system, per-
formance speciﬁcations of the controller are fulﬁlled by
specifying appropriate controlled variables z and designing
the weighting functions. For example, in Fig.2, given a target
3Fig. 1. Block diagram for a general LPV control structure
Fig. 2. LPV robust control block diagram
response time ¯ T (which is an external input included in w),
reducing the tracking error can be achieved by 1)including
the weighted tracking error signal Ze in the controlled vari-
able z, 2) designing a ﬁlter We that speciﬁes the frequency
range where reducing tracking error should be emphasized,
and 3)minimizing (or restricting) the norm of the transfer
function from the input w to the output z. In Fig.2, we
also include the weighted control input signal Zu = Wu · u
in the controlled output z, then limiting the control effort
can be achieved by minimizing or reducing the norm of the
transfer function from ¯ T to Zu. By comparing Fig.2 and
the left ﬁgure of Fig.1, the augmented Γaug is formed by
combining the original model Γ and weighting functions We
and Wu, with appropriate block-diagram transformation.
For the LPV model in Eqs. 10-11, we formulate an LPV-
H∞ control design problem as shown in Fig.2. Performance
speciﬁcations on minimizing tracking error of meeting target
response time and reducing control action are addressed
by minimizing the H∞ norm of the transfer function Tzw
from the input signal w, which includes the target response
time ¯ T, to the controlled output variable z, which includes
the frequency-weighted tracking error and the frequency-
weighted control action. The algorithms for the LPV-H∞
can be found in [5], and off-the-shelf MATLAB LPV Robust
Control toolbox is used in our controller design. The design
parameters for applying the MATLAB LPV-H∞ control are
the weighting functions We for the tracking error and Wu
for the control input.
V. EXPERIMENTAL EVALUATION
Our simulations use real http traces from the Web Caching
project [1]. There are three traces in all and each corresponds
to an individual web application for one-day duration. We
denote the traces as Workload 1 to 3 (or WL 1-3) respec-
tively. The arrival rates and ﬁle sizes of the three workloads
are plotted in Fig. 3 and Fig. 4 respectively. The modeling
and control designs have been evaluated using a simulator
built on top of the CSIM simulation package. It is assumed
that the static http requests in WL 1-3 hit in the cache, and
the service time of a request is proportional to the ﬁle size
and inversely proportional to the operating CPU frequency
[6].
A. Alpha-Stable Modeling of Workload
In this paper, we implemented the quantile based algo-
rithm [23] for identifying parameters of the α-stable self-
similar models. The whole trace of each workload is divided
into segments, and the kth segment (with duration T) is
denoted by ∆T(k). Then we identify an α-stable self-similar
model (for the arrivals in each period segment ∆T(k)). Fig.3
shows the measured (including both raw data and mean
value) vs. α-stable-model predicted arrival rates. Similar
characterization is done for service demand, as shown in
Fig.4. In these ﬁgures, Mean Value is computed using the
measurements, while A-S corresponds to α-stable model
predicted workload statistics for 85% envolope (  = 0.15).
Both the Mean Value and A-S are calculated using ∆T =
1hr. It can be seen that the time varying α-stable models
capture the load variations very well.
B. Control Design Results
To evaluate the LPV-α-stable control design which are
described as follows, we compare them with those of three
particular approaches. Alloc-by-request (Req): a nobrainer
scheme that allocates CPU demanded by the total requests,
which is the product of the arrival rate and ﬁle size in
a sampling period. OpenLoop-α-stable (OpLp): a pure α-
stable model based CPU allocation scheme that does not use
any feedback thus can be considered as an open-loop design
[19]. LQ: a linear quadratic (LQ) controller which minimizes
the weighted quadratic sum of response-time tracking error
and CPU frequency. An identiﬁed ARX model is used
for the LQ design. Our approach is denoted as LPV: the
LPV controller which is scheduled by workload parameters
of α-stable self-similar models for arrivals and ﬁle sizes.
Essentially, we compare among a design that allocates by
latest demand with no modeling, a design that uses detail
workload modeling but no feedback, a design that uses
feedback but no sophisticated workload modeling, and the
proposed LPV control which combines workload modeling
and feedback control that adapts to workload changes.
The main metrics used for comparison here are average
response time and average CPU frequency. The response
time SLA is set to be 20s; with 10% slack, the design
is considered to meet the response time SLA if the mean
response time is less than 22s. The mean CPU frequencywill
be compared among feasible designs that meet the response
time SLA. Besides the mean statistics, Table I also lists the
variances of response time and CPU frequency to give an
indication how these designs react to transient overloads.
Note that the α-stable self-similar modeling and all design
schemes depend on the time granularity of the sampling
4periods (denoted by ∆t) during which the control is im-
plemented and the response time and workload statistics are
measured, and possibly the time intervals where the α-stable
models are updated (denoted by ∆T). In Table I, we include
the results for different time granularities: ∆t = 10s, 30s,
60s, 300s, and for each ∆t, the corresponding ∆T = 10min,
30min, 1hr, 4hr. All results shown in the Table are based
on one-step prediction, which means these experiments are
implemented online.
From the results one can see that the LPV controller
consistently meets the response time SLA (except for WL2
at ∆t = 300s) and has lower mean CPU frequency than the
other feasible designs. The LPV controller also has much
lower variances of response time and CPU in most cases. In
addition, the LPV controller is very robust to different time
granularities.
LPV vs. LQ: In terms of the mean response time, the best
LQ controllers can meet target response time for both WL1
and WL3, and have slightly higher response time than the
target value for WL2. Though the mean CPUs of the LQ
controllers are only slightly higher than the LPV controllers,
the best LQ design has at least 50% higher (and up to
ten-times) variance of response time than the best LPV
controller for each workload. This indicates that the LPV
controllers adapt to the load variations and handle transient
overloads much better than the linear controllers.
LPV vs. OpLp: The best design of OpLp meets the
response time SLA for WL1, but its response time is far
from the target value for both WL2 and WL3, while it uses
comparable mean CPU frequency as the LPV controller. It
is also observed that OpLp has much higher variance of
response time and is very sensitive to the sampling time.
There is no consistent trend that smaller time granularities
would provide better results or vice versa based on the
experiments. The OpLp designs allocate CPU corresponding
to certain stochastic envelope with no feedback, thus they
ignore and do not react to the spikes in workloads, while
the LPV designs smooth out the effect of workloads spikes
on the response time.
LPV vs. Req: The best Alloc-by-request design is close
to meeting target response time for WL3, but none of the
Alloc-by-request designs can satisfy the response time SLA
for WL1 and WL2. We can see that the Alloc-by-request
designs are not able to allocate enough CPU by just utilizing
mean statistics of workloads from the previous sampling
interval.
In summary, by comparing the performance of designs
w/ or w/o feedback, and w/ or w/o workload modeling, the
α-stable workload-parameter scheduled LPV modeling and
control designs combine all the advantages and show the
best results.
VI. CONCLUSIONS
In this paper, we present an LPV modeling and control de-
sign framework for the performance management of Internet
servers subject to time-varying self-similar workloads. We
extract workload parameters using the α-stable self-similar
models, and use these parameters as scheduling variables
to parameterize the control-oriented system model and the
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Fig. 3. Time-varying α-stable model predicted arrivals
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Fig. 4. Time-varying α-stable model predicted service demand
resulting controller. Through simulations using real web
traces, our proposed α-stable model based LPV control de-
sign outperforms a naive demand based design, a predictive
design which is based on workload modeling, and a feedback
design that uses a system-identiﬁcation model without detail
knowledge of load conditions.
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