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Abstract
The correlated variability in the responses of a neural population to the repeated presenta-
tion of a sensory stimulus is a universally observed phenomenon. Such correlations have been
studied in much detail, both with respect to their mechanistic origin and to their influence on
stimulus discrimination and on the performance of population codes. In particular, recurrent
neural network models have been used to understand the origin (or lack) of correlations in
neural activity. Here, we apply a model of recurrently connected stochastic neurons to in-
terpret correlations found in a population of neurons recorded from mouse auditory cortex.
We study the consequences of recurrent connections on the stimulus dependence of correla-
tions, and we compare them to those from alternative sources of correlated variability, like
correlated gain fluctuations and common input in feed-forward architectures.
We find that a recurrent network model with random effective connections reproduces
observed statistics, like the relation between noise and signal correlations in the data, in a
natural way. In the model, we can analyze directly the relation between network parameters,
correlations, and how well pairs of stimuli can be discriminated based on population activity.
In this way, we can relate circuit parameters to information processing.
1 Author Summary
The response of neurons to a stimulus is variable across trials. A natural solution for reliable
coding in the face of noise is the averaging across a neural population. The nature of this
averaging depends on the structure of noise correlations in the neural population. In turn,
the correlation structure depends on the way noise and correlations are generated in neural
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circuits. It is in general difficult, however, to tease apart the origin of correlations from the
observed population activity alone. In this article, we explore different theoretical scenarios
of the way in which correlations can be generated, and we relate these to the architecture of
feed-forward and recurrent neural circuits. Analyzing population recordings of the activity
in mouse auditory cortex in response to sound stimuli, we find that population statistics are
consistent with those generated in a recurrent network model. Using this model, we can then
quantify the effects of network properties on average population responses, noise correlations,
and the representation of sensory information.
2 Introduction
In the search for clues about the function of neural circuits, it has become customary to rely
upon recordings of the responses of large populations of neurons. These measurements exhibit
the concerted activity of neural populations in different conditions, such as presentations of
different stimuli, summarized by stimulus-dependent, high-dimensional statistics. The lowest
moment of these statistics are also the best characterized, namely the mean response of
neurons, the variability of response of single neurons, and their pairwise correlations. With
these statistics in hand, one can ask two questions: How are they generated in the neural
population? What purpose, if any, do they serve? While the first question is mechanistic and
the second is functional, the two are intimately linked. We focus here on these questions and
on their connection.
Along the mechanistic line of research, a number of network models have been proposed
to account for the statistics in measurements as well as to determine the relationship between
anatomical and physiological parameters, on the one hand, and observed dynamics, on the
other hand. In this spirit, for example models of balanced networks have been proposed
to explain asynchronous and irregular spike trains [1, 2, 3]. Mechanistic explanations for
the origin of pairwise correlation include the influence of recurrent connections [4, 5, 6] and
global fluctuations (e.g., from top-down afferents) [7, 8, 9, 10, 11, 12]. Reading the origin of
correlations from the recorded activity in a population of neurons is, however, a difficult task
[13, 14, 7, 15].
Along the functional line of research, the objective is to relate the statistics of neural
responses to the function of neural circuits; for example, to elucidate the role of the statistics
in the representation of sensory information. The relation between correlated variability in
the population response and the accuracy of stimulus representation, in particular, has been
the object of much study in recent years [16, 17, 18, 19, 20, 21, 22, 23, 24, 25]. One reason for
the focus on correlations is their possible effect in suppressing noise along relevant dimensions
[26, 2, 27, 28]. Recent work has also illuminated the importance of the origin of correlations
for their structure as it relates to the effect on stimulus representation [29, 30, 31].
In the present paper, we follow a three-pronged approach to relate the possible mechanistic
origins of correlation to recorded statistics in cortical populations [32], on the one hand, and
to relate network mechanisms to the representation of information, on the other hand. First,
we study models of neural populations using the framework of Poisson processes [33] and we
identify signatures in the population statistics of different mechanistic motifs. Second, we
examine data on cortical populations in the light of our model results, and we find that the
measured statistics are consistent with those generated by a recurrent network of Poisson
neurons. Third, we use an idealized model of a recurrent cortical population, in which we
can manipulate mechanistic parameters, to evaluate how the latter affect the accuracy of the
representation of information. We find that, if correlations are not too weak, correlations
generated within recurrent networks can be distinguished from those that are due to external
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signals. The estimated parameters from the data suggest that the interpretation of neural
spike trains as Poisson processes implies a strong amplification together with noise generation
by the network dynamics.
3 Materials and Methods
3.1 Experimental data set
The data set was first published and analyzed in [32]. It consists of the activity of neural
populations (46-99 neurons) recorded using calcium imaging in the auditory cortex of mice.
Animals were isoflurane anesthetized (1 %). Signals were obtained from neurons labeled
with the synthetic calcium indicator OGB1. Fluorescence was measured at 30 Hz sampling
rate, and firing rates inferred from temporal deconvolution of the fluorescence signal. Up
to 6 neural populations in each of 14 animals were recorded. The data points we use are
the average firing rates over a window of 250 ms after presentation of each of 65 different
sound stimuli, each for 15 trials. Responses were measured relative to spontaneous activity.
Hence, negative responses occurred, if the stimulus-evoked firing rates were smaller than
the spontaneous ones. The stimuli consisted of a range of different pure tones recorded for
different sound intensities, as well as a number of natural sounds. We do not distinguish
individual stimulus identities, but instead regard the set of stimuli as a diverse and, to some
degree, generic ensemble.
3.2 Description of response variability
If the vector of population activity in trial T of stimulus s is r˜(s, T ), the average response
across trials for this stimulus is denoted by r(s) = 〈r˜(s, T )〉T . To measure covariability across
trials in a given stimulus condition between neurons i and j, we use the noise covariances,
defined as
Cij(s) = cov(r˜i(s, T ), r˜j(s, T ))T = 〈r˜i(s, T )r˜j(s, T )〉T − 〈r˜i(s, T )〉T 〈r˜j(s, t)〉T . (1)
A measure of the strength of pairwise noise correlations across stimuli is the average correla-
tion coefficient,
cNij =
〈
Cij(s)√
Cii(s)Cjj(s)
〉
s
. (2)
Here, 〈.〉s denotes the average over all stimuli presented. This quantity is to be contrasted
with the signal correlation,
cSij =
cov
(
ri(s), rj(s)
)
s√
var
(
ri(s)
)
s
var
(
rj(s)
)
s
, (3)
which measures the similarity of average responses across stimuli. As a measure of how the
orientation of the high-dimensional distributions changes across stimuli, we use the variance
of the population activity projected along the direction of the normalized mean response,
r¯(s) = r(s)/|r(s)|, namely,
σ2µ(s) =
∑
ij
Cij(s)r¯j(s)r¯i(s). (4)
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This quantity can be compared to the variance projected along the diagonal direction, d¯ =
(1, . . . , 1)T /
√
N ,
σ2d(s) =
∑
ij
Cij(s)d¯id¯j , (5)
which corresponds to a uniform averaging of the covariances. To compare these quantities
across stimuli, σ2µ and σ
2
d are normalized by the sum of the variances, σ
2
all(s) =
∑
iCii(s).
If, for a given stimulus, all neurons are equally active on average, then r¯ = d¯ and σ2d = σ
2
µ.
As we show, different circuit models predict different stimulus dependencies of σ2µ and σ
2
d.
These differences are most apparent for the stimuli for which the average population response
differs strongly from a uniform population response. A deviation from a uniform response
can be measured by the angle between mean response and diagonal, or cos(d, r) = r¯T · d¯. For
a graphical illustration of these measures, see Fig. 1.
Figure 1: Properties of response distributions and network scenarios. A: Examples for
distributions where the variability is to a large degree in the diagonal direction (response distribu-
tion indicated by blue ellipse), resulting in a large value of σd, and where the variability is mainly
in the direction of the average response (red ellipse), resulting in a larger value of σµ. B: Response
distributions for two stimulus ensembles. Either σµ (red set) or σd (blue set) remains large across
stimuli. A dependence as in the red set appears in a model of shared gain fluctuations, while a
dependence as in the blue set may arise in densely connected recurrent or feed-forward networks.
C: Different network layouts that induce correlated activity. Connections (arrows) to and be-
tween neurons (dots) vary in strength. Dashed arrows indicate multiplicative effects on firing rates.
4
3.3 Recurrent model of Poisson neurons with noisy input
We model an intrinsically noisy process of spike generation in neurons, in which the effect of
presynaptic spikes on neural activity is captured through linear modulations of an underlying
firing rate. Specifically, the spike train of neuron i is a realization of an inhomogeneous
Poisson process with a time-dependent firing rate, r˜i(t), calculated as
r˜i(t) = r˜ext,i(t) +
∑
j
∫ ∞
0
g˜ij(τ)s˜j(t− τ)dτ, (6)
where r˜ext,i(t) is the external input, s˜j(t) =
∑
t′ δ(t−t′) is the recurrent input from presynaptic
spike trains, and the causal coupling kernel, g˜ij(τ), defines the interactions between neurons
in the network. The external input is an analog quantity which can be viewed as resulting
from a convolution between a linear filter and an incoming spike train from “non-local”
presynaptic neurons. We treat it as a noisy, but stationary, signal, i.e., its mean and higher
moments do not depend on time. While this model of interacting point processes [33] defines
the full temporal dynamics of the system, we are only interested in time-averaged rates or,
equivalently, spike counts. Their expected values and (co-)variances across realizations can
be obtained if the coupling matrix is known.
Assuming stationarity of input spiking and firing rates, we can solve for the average rate
vector, r = (r1, . . . rN ), across trial realizations, as
r = (I−G)−1rext. (7)
Here, I denotes the identity matrix, G is the steady-state coupling matrix with elements
Gij =
∫ ∞
0
g˜ij(τ)dτ, (8)
and rext is the average input vector. To describe the correlation in the activity, we consider
the spike count in a long time bin, ∆, defined as
ni(∆) =
∫ t+∆
t
s˜i(t)dt. (9)
The total input in the time bin is given by
rext(∆) =
∫ t+∆
t
r˜E(t)dt, (10)
and is a random variable with a normalized variance, Vext ≡ var(rext(∆))/∆ (across choices of
different time bins). From spectral properties of the covariance [33] and the relation between
covariance and count correlations [34, 5], it can be shown that the count covariance normalized
by the time bin duration, C, with elements
Cij ≡ lim
∆→∞
cov
(
ni(∆), nj(∆)
)
∆
, (11)
is given by the matrix
C = (I−G)−1(D[r] +D[Vext])(I−GT )−1. (12)
The termD[r] denotes a diagonal matrix with elementsD[r]ij = riδij , and similarlyD[Vext]ij =
δijVext,i. The effect of the recurrent network interactions is reflected in the transfer matrix,
B ≡ (I−G)−1. (13)
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In Eq. (12), one component of the covariance arises from the variance of the external input,
Vext. Although the intrinsic noise from the spike-generating Poisson process is dynamical,
its effect is that of an additive contribution to the external variance (see also [35]). The
dependence on the rate vector, in Eq. (12), results from the Poisson character of the noise,
in which the variance equates the mean.
In the experimental data set, firing rates are measured relative to spontaneous activity.
To take this into account, an offset, a, can be added to the rates in Eq. (12). Henceforth,
we examine the model through Eqs. (7) and (12) for the mean neural activities and their
covariances, respectively.
3.3.1 Random effective network and stimulus ensemble
The rates and covariances given in Eqs. (7) and (12) depend on the recurrent coupling
matrix within the network, G, only via effective couplings defined by the transfer matrix,
B = (I − G)−1. In numerical calculations, we choose the entries of G independently from a
normal distribution with positive mean; this affords a specific structure to the matrix B. The
empirical mean and variance of the elements of this matrix will be called 〈B〉 and var(B). In
a number of analytical calculations, for the sake of simplicity, we neglect the specific structure
of B and model it as a random matrix with elements independently drawn from a normal
distribution with corresponding mean and variance. The elements of B are not direct, but ef-
fective connections, because they reflect also the effects of indirect connections in the network,
hence the expression “random effective network.” The variability of effective connections can
be quantified by the ratio ρ = var(B)/〈B〉2.
The stimulus ensemble is modeled as a set of random vectors, rext(s). We assume that
the elements of these vectors are independent across neurons and stimuli, and normal, and
we call the mean and variance of the corresponding normal distribution 〈rext〉 and var(rext).
The relative variability of the inputs is defined as ρE = var(rext)/〈rext〉. This variability
is high if both excitatory and inhibitory inputs are present, and, together with the network
parameters, it determines the variability of the average responses across stimuli. In numerical
calculations, we set Vext,i(s) = |rext,i(s)|, as dictated by a Poisson process. We allow for input
signal correlations, i.e., the average inputs to a pair of neurons can come with a non-vanishing
correlation coefficient, cin = 〈rext,i(s)i, rext,j(s)〉s.
3.4 Models of correlated activity from shared inputs or gain
modulations
Correlations in the activity of neurons can have other origins besides recurrent connections. In
parallel with the recurrent network model, we consider two alternative prototypical models in
which correlations originate from shared inputs or from shared gain fluctuations, respectively.
The three different scenarios are illustrated in Fig. 1C. In Appendix 8.2, we show how,
formally, these models can also be cast as special cases of the recurrent model.
3.4.1 Feed-forward model with shared input
We consider a simple, two-layer, feed-forward network, in which N output neurons receive
inputs from N independent presynaptic neurons with spike trains s˜j(t). The contributions of
the input neurons to the firing rates of the output neurons are determined by feed-forward
connection kernels f˜ij(τ), so that the observed firing rates are
6
r˜i(t) =
∑
j
∫ ∞
0
f˜ij(τ)s˜j(t− τ)dτ. (14)
As we show in Appendix 8.2, this scenario represents a special case of the framework described
in Section 3.3, so that firing rates and count covariances can be calculated correspondingly.
We define the feed-forward coupling matrix F by its elements, Fij =
∫∞
0 f˜ij(τ)dτ . With
the time-averaged firing rates of the external input for stimulus s, rext(s), the average spike
counts of the output neurons are given by
r(s) = Frext(s). (15)
If the spike trains of the input neurons are Poisson processes, the input variance is equal to
the rate, Vext = rext, but we will allow for more general inputs. The count covariances are
then given by
C = FD[Vext]F
T +D[r]. (16)
We denote again by D[r], D[Vext] diagonal matrices with diagonal elements given by the
vectors r, Vext. The first term describes covariances resulting from the combined shared
inputs. The second term results from the contribution to the count variances of the Poisson
spike generation in output neurons, which is independent across neurons.
If rates are observed only up to a stimulus-dependent offset, a, Eq. (16) has to be replaced
by
C = FD[Vext]F
T +D[r + a]. (17)
This scenario can be compared directly to the random effective recurrent network model,
if one uses F = B for an identical ensemble of stimuli (see Section 3.3.1). Comparing Eq.
(17) to Eq. (12), we note that the difference between the two models is that the internally
generated noise in the feed-forward model, D[r + a], is uncorrelated and contributes only
to the variances, while in the recurrent network it is filtered by the network and therefore
correlated.
3.4.2 Model with shared gain fluctuations
In addition to recurrence and shared inputs, shared gain fluctuations have also been proposed
as a source of correlation in neural populations by various authors [7, 36, 24, 10]. In this
model, the firing rate of the neural population is given by the product of a constant, stimulus
dependent vector, r(s), and a scalar fluctuating signal, (t). We set the time-averaged value of
the fluctuations to unity, 〈(t)〉t = 1, so that the time-averaged firing rate is r. The resulting
count covariance matrix is given by
C = D[r] + rrTVext, (18)
where the scalar variance, Vext, reflects the strength of the variation of the fluctuating signal.
In other words, the firing rate of a Poisson neuron is modulated multiplicatively by a fluctu-
ating “gain” signal. One consequence is that the covariance of a neuron pair is proportional
to the product of their firing rates. The general model described in Section 3.3 reduces to
this model if for any given stimulus the activity of the population results from a single input
neuron projecting to the output neurons with corresponding weights (see Appendix 8.2).
Here, the average responses can be chosen freely. When comparing this scenario to the
recurrent and feed-forward scenarios, we use the ensemble of average responses resulting from
the corresponding network scenario. If the stimulus dependence of the firing rates is measured
relative to an offset a, the covariances are given by
C = D[r + a] + (r + a)(r + a)TVext. (19)
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3.5 Stimulus discriminability
In order to evaluate the influence of correlation on neural coding, we examine the discrim-
inability of a set of stimuli from the population activity. In the models, a stimulus, s, evokes
activity characterized by an average response vector, r(s), and a covariance matrix, C(s).
We seek a simple measure for evaluating the possibility of attributing a given population re-
sponse to one of two discrete stimuli, s1 and s2, unambiguously. For this, we assume that the
high-dimensional distributions of responses are Gaussian, and project the two distributions
on a single dimension where we calculate the signal-to-noise ratio as our measure.
The best projection follows from Fisher’s linear discriminant analysis: the most informa-
tive linear combination of neuron responses, denoted by w · r, is achieved if the vector w
points in the most discriminant direction,
w =
(
C(s1) + C(s2)
)−1(
r(s1)− r(s2)
)
. (20)
The mean and variance of the projected distributions onto the normalized direction, w¯, are
w¯T r(si) and σ
2
si = w¯
TC(si)w¯, for i ∈ {1, 2}. We can then define the “signal-to-noise ratio,”
as
S =
∣∣w¯T · (r(s1)− r(s2))∣∣
σs1 + σs2
. (21)
Larger values of S correspond to better discriminability.
To quantify the effect of correlation on discriminability, we compare the quantity S, defined
in Eq. (21), with the quantity Sshuffled obtained from a “shuffled data set”, in which responses
are shuffled across trials (in experimental data) or off-diagonal covariance elements, Ci 6=j(s),
are set to 0 (in models). A ratio Sshuffled/S smaller than unity indicates that correlation is
beneficial to discriminability.
We note that S is an approximation for a measure based on the optimal linear classifier,
for which the threshold separating the two one-dimensional projected distributions has to
be calculated numerically. A measure akin to S used in similar contexts is the linear Fisher
information [16], valid for continuous stimuli. An advantageous property of S is its invari-
ance under linear transformations: if all responses, r, are fed into another network whose
output, Br, results from a product with an invertible matrix B, S does not change. This
obtains because the mean responses are transformed into Br(s), while the covariances are
transformed into BC(s)BT . Intuitively, a simple matrix multiplication is accommodated for
by a corresponding change in the most discriminative direction w on which we project.
3.6 Two-population model
In order to develop an intuitive understanding of the way in which correlations generated in
a recurrent network influence coding, we examine a highly simplified model. The recurrent
network consists of two excitatory sub-populations, labeled E and E′, each made up of N
neurons. We ask to what extent their activity discriminates two stimuli when these elicit
preferential responses in the two sub-populations, respectively.
The activity in the network is determined by Eqs. (7) and (12). For the sake of simplicity,
we can set the external variance to zero, such that the input to the network is fully defined
by its mean input, rext. We assume some further simplifications, for the sake of calculational
ease: each neuron in sub-population L projects to a fixed number, nKL, of neurons in sub-
population K; all non-zero coupling weights are identical, Gij = gE . Additionally, all neurons
in the same population receive identical external input. Then, the two-component vectors
Rext(s1) = (1 + ∆, 1)
T and Rext(s2) = (1, 1 + ∆)
T define a pair of stimuli. Each component
denotes the input to each neuron in the corresponding population.
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We reduce the dimensionality of the system by considering the population activity on a
macroscopic level. The average response of population K across trials is defined as
RK =
∑
k∈K
rk, (22)
and its trial-to-trial variability is described by the population covariance matrix, with elements
defined as
ΣKL =
∑
k∈K,l∈L
Ckl. (23)
It turns out that these macroscopic quantities depend only on the overall number of connec-
tions between populations, not on a specific network realization. For example, the sum of
the rates of neurons in one population depends only on the sum of the inputs to all neurons,
but not on how these inputs are distributed among the neurons. This is a consequence of the
linearity of the dynamics and the assumption that each neuron has a fixed number of output
connections, as we show in detail in Appendix 8.4. This idea was already applied in Refs.
[5, 6].
More precisely, we define the coupling within each population, Γs = nEEgE = nE′E′gE ,
and across populations, Γc = nEE′gE = nE′EgE , which make up a population coupling matrix
Γ =
(
Γs Γc
Γc Γs
)
. (24)
Applying the definition in Eqs. (22) and (23), we can rewrite the microscopic Eqs. (7) and
(12) as population equations,
R(s) = (I− Γ)−1NRext(s) (25)
and
Σ(s) = (I− Γ)−1D[R(s)](I− Γ)−1. (26)
The population transfer matrix is defined by P = (I−Γ)−1. Up to a factor N , these equations
are equivalent to the microscopic equations in the restricted context of the two-population
model.
4 Results
We discuss the characteristics of the noise statistics that emerge from neural dynamics in
models of recurrent networks, feed-forward networks, and networks with global gain fluctua-
tions. We also look for coarse statistical signatures of each of these three model structures,
which can then be compared with data. In this perspective, we analyze cortical recordings in
mouse. These recordings were made in the auditory cortex, while the animal was stimulated
with musical tones [32]. We then discuss the implications of the neural noise statistics for
stimulus encoding. Finally, we present a highly simplified model of network dynamics, paired
down to include only a few parameters, in order to develop an intuition of the link between
network structure and stimulus encoding.
4.1 Population signatures of noise statistics in a recurrent net-
work model
One population feature which distinguishes the possible mechanisms of generation of noise
correlation is the relation between the population-averaged response, 〈r〉(s) = 〈ri(s)〉i =
9
1
N
∑
i ri(s), on the one hand, and the population-averaged variance, 〈Cii〉i(s) = 1N
∑
iCii(s),
or the noise covariance averaged across pairs 〈Cij(s)〉i 6=j = 1N(N−1)
∑
i 6=j Cij , on the other
hand. In this section, we analyze these relations for Poisson neurons in a recurrent network
with random effective connections, as described in Section 3.3.1. Using Eq. (12), which reads
Cij =
∑
k BikBjk(rk(s) + a+ Vext,k) for the pairwise covariances, we derive the expression
〈Cii〉i(s) ≈ N〈B2〉
(
〈r〉(s) + a+ 〈Vext〉
)
(27)
for the average variance, and the expression
〈Cij〉i 6=j(s) ≈ N〈B〉2
(
〈r〉(s) + a+ 〈Vext〉
)
(28)
for the average covariance. (See Appendix 8.3.4 for mathematical details and Fig. 2 for nu-
merical results.) The quantity 〈B〉 = 1
N2
∑
ij Bij denotes the average strength of the effective
connections in the network across neuron pairs and, correspondingly, 〈B2〉 = 1
N2
∑
ij B
2
ij the
average of their square. The variance of the input, averaged across neurons, is 〈Vext〉, and a
denotes a potential constant offset in the observed firing rates.
The variance of a Poisson variable is proportional to its mean. This contribution from
the Poisson spike generation is reflected by the term 〈r〉 in the two equations and is the
reason for the linear relation between average response and average variance/covariance - for
non-Poisson spike generation, these relations would be non-linear. As we see, not only the
external noise, 〈Vext〉, but also the internally generated noise are amplified by the recurrent
connections. The amplification factor, or the slope of the linear relation, N〈B〉2 in Eq. (28),
is smaller for the covariances, where it depends only on the mean strength 〈B〉 of the effective
connections. For the variances, expressed in Eq. (27), the averaging in the slope N〈B2〉 is
carried out on the square of the effective connections. The slope is therefore larger, and
depends both on the average strength of connections and their variability. In the relations
for both average population variance and covariance, the ratio between the intercept and the
slope is 〈Vext〉 + a. Up to a possible offset, a, that can result from a measurement of firing
rates relative to a constant baseline activity, it represents the strength of the external noise.
In summary, in the recurrent network model, both internally generated noise and external
noise are amplified (or attenuated) by the recurrent connections, and the parameters in the
relationship between (co-)variances and population response can be related to network and
input parameters.
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Figure 2: Variability in the recurrent network model. A: Relation between response and
variance averaged across population for randomly chosen stimulus vectors (each dot one stimulus).
Four networks are generated with normally distributed connection strengths. Larger ρ, calculated
from effective connections in the transfer matrix B, indicate larger variability of effective weights.
Lines indicate analytic predictions, Eqs. (27) and (28). B: Same for covariances, averaged across
all neuron pairs. C: The ratio of slope and intercept of linear fits corresponds to the strength
of the input variance, which is identical for all networks, and is consistent for variances and
covariances. See Appendix 8.1 for further details and the numerical parameters.
4.2 Population signatures of noise statistics in feed-forward
network models
In a feed-forward network, both shared input units and global gain fluctuations can yield noise
correlations [7, 10, 24]. Here, we compare the population signatures of the noise statistics in
the case of these two alternatives with those from a recurrent model. This serves to point out
differences between the outputs of the various models as well as to motivate the data analysis
to which we turn below.
The three scenarios differ in the scaling of the population-averaged covariance, 〈Cij〉i 6=j(s),
with respect to the population response, 〈r〉(s) (Fig. 3). We already demonstrated in the pre-
vious section that both variances and covariances scale linearly with the population response
in the recurrent network. In a feed-forward network, pairwise covariances are given by Eq.
(16), which can be rewritten as
Cij = δij(ri + a) +
∑
k
FikFjkVext,k. (29)
Note that, in contrast to the recurrent network, the neural firing rates, ri, only affect diagonal
entries, and therefore the variances. The average covariance can be expressed as
〈Cij〉i 6=j(s) ≈ N〈F 〉2〈Vext〉(s), (30)
and does not directly depend on the average population response, 〈r〉(s) (see Appendix 8.3.3).
If there are excitatory as well as inhibitory inputs, also the average input variance, 〈Vext〉,
can be uncorrelated to the population response: for Poisson external input, in each input
channel i the variance is as large as the mean input, Vext,i = |rext,i|. Nonetheless, because the
variance is always positive, including for negative input, the average variance 〈Vext〉 can be
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decorrelated from the average input, 〈rext〉, and thus from the average output, 〈r〉. Intuitively,
because inhibitory channels add variance, but decrease the average input, the combined input
does not have to be proportional to the combined variance. The extent to which this is true
depends on the balance between positive and negative elements in rext, which we measure by
the input variability ρE = var(rext)/〈rext〉.
In a model network with global gain fluctuations, from Eq. (18), the covariances are given
by
Cij = δijri + rirjVext. (31)
Again averaging only across the off-diagonal elements, one finds that the average covariances
scale quadratically with the population response, as
〈Cij〉i 6=j = Vext〈r〉2. (32)
This is a direct consequence of the fact that pairwise covariances are proportional to the
product of the firing rates of the pair of neurons, which holds for large N independent of the
distribution of average responses. By contrast, as is apparent from the expression for Cij ,
the individual variances and the population averaged variance each have both a quadratic
and a linear contribution in r (and 〈r〉, respectively) (see also e.g. [7]). (Further details are
provided in Appendix 8.3.)
Until now, we examined how the average covariance 〈Cij〉i 6=j changes across stimuli. Fur-
ther differences between the different scenarios can be related to the detailed structure of
C, which determines the shape of the response distributions. By shape, we refer to the ge-
ometric orientation and extent of the multi-dimensional ellipsoid cloud that corresponds to
the response distribution in the space spanned by the responses of the individual neurons. A
two-dimensional sketch of such an ellipse, and the geometric interpretation of the quantities
we use is depicted in Fig. 1A (see also Methods 3.2). In words, the way the orientation of
the response distribution changes with the average response varies between the three scenar-
ios: the long axis of the ellipsoid indicating the direction of the largest variance is aligned
along the diagonal for the feed-forward and the recurrent network models, but in the direc-
tion of the mean response for the gain fluctuation model (Fig. 1B). To capture this relation
quantitatively, we consider the projected variances, σ2µ and σ
2
d (see Fig. 3 and methods for
details). There, the “diagonal direction” corresponds to a response where all neurons are
equally active.
Quantitatively, we find that in the recurrent and feed-forward network models with rela-
tively strong correlations, there is always a large fraction of variance in the diagonal direction,
independent of the stimulus. The variance projected along the direction of the average re-
sponse is only large if the latter happens to be similar to the diagonal direction. By contrast,
in the gain fluctuation model, the variance projected along the direction of the average re-
sponse is approximately constant across stimuli. This behavior of the gain fluctuation model
is due to the fact that the variability across trials is multiplicative on the mean response, and
hence variability is large in this direction for all stimuli.
In the network models, strong correlations result from effective interactions between neu-
rons or from shared input. Each neuron in the recurrent network, or each input channel in the
feed-forward network, is effectively connected to a large part of the remaining neurons and
contributes to their correlations. Because our networks are not balanced, these contributions
are mostly positive, even for inhibitory input channels. Thus, across trials, responses of all
neurons are strongly correlated and the trial-to-trial fluctuations tend to be of similar size
for each neuron for a given stimulus. By contrast, the variability for any given neuron varies
more strongly across stimuli.
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Figure 3: Response-covariance relations depend on origin of correlations. A-C: Average
population response 〈r〉 versus average (co-)variances in recurrent network (top), feed-forward net-
work (middle) and gain-fluctuation model (bottom). Each dot corresponds to a random stimulus,
blue dashed lines indicate analytic results, Eqs. (28)-(32). D-F: Dependence of normalized variabil-
ity projected on mean direction on response direction for the three scenarios. In D,E colors indicate
results for different networks, in F size of markers indicates strength of gain fluctuations. Square
markers on the left indicate numerical value of
√
cN . G-I: Same for the normalized variability
projected on diagonal direction. See Appendix for further details and the numerical parameters.
4.3 Relation between signal correlation and noise correlation
in recurrent network models
In the simple scenario we analyze here, average responses and covariances are related because
they both depend on the network architecture. By expressing signal correlations, cSij , and the
noise correlations, cNij , in terms of network and input parameters, we can derive a relation
between these two sets of quantities (Fig. 4). For a random transfer matrix, B, all neuron
pairs are statistically equivalent, and the strength of correlations can be characterized by
the average of the pairwise signal and noise correlations. In our recurrent network model,
the network architecture affects noise and signal correlations through an effective quantity,
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namely the signal-to-noise ratio of the elements of the transfer matrix, ρ = var(B)/〈B〉2:
cN ≡ 〈cNij 〉i 6=j ≈
1
1 + ρ
, (33)
cS ≡ 〈cSij〉i 6=j ≈
1 + (N − 1)cin
1 + ρ+ (N − 1)cin (34)
(see Appendix 8.3.4, Eqs. (70) and (77)). Here, cin denotes the strength of signal correlations
in the input across stimuli. Both signal and noise correlations are larger in networks with more
homogeneous entries (smaller ρ). We already showed in Section 4.1 that noise covariances,
〈Cij〉i 6=j , depend on the average strength of the effective connections, while the variances,
〈Cii〉i, depend on var(B) as well. If the average input for pairs of neurons across stimuli is
uncorrelated (no input signal correlations, cin = 0), noise and signal correlations are identical
on average. However, due to a prefactor which grows with system size (N − 1 in Eq. (34)),
even weak input signal correlations are strongly amplified and can yield a large effect. Because
noise in the population response to a given stimulus is produced internally in the process of
spike generation, noise covariances are unaffected by this mechanism, so that strong signal
correlations can coexist with weaker noise correlations.
These relations depend on network parameters and hold for the average correlations
(across pairs in a network). The pairwise noise and signal correlation coefficients, cNij and
c2ij , can vary widely, but numerical calculations indicate that they are correlated in a given
network (across pairs) as well.
Figure 4: Relation between signal and noise correlations in the recurrent network
model. A: Dependence of average signal correlations, cS, (continuous lines) and average noise
correlations, cN , (dashed lines) on input correlation and and network properties, Eqs. (33), (34).
Low variability of the transfer matrix elements, ρ, increases cN and cS. Input signal correlations
affect only cS. B: Same data, average signal versus noise correlation. C: Scatter plot of all pairwise
signal versus pairwise noise correlations (dots) in five network realizations for cin = 0.05. Circles
indicate network average across pairs, orange dotted line corresponds to analytic expressions shown
in B for cN and cS.
4.4 Stimulus discrimination in a recurrent network model
Since the network architecture affects both signal and noise correlation, it is natural to ask how
the discriminability of stimuli is affected in turn, as it depends on both quantities. Indeed,
noise correlations can affect the coding properties of a population appreciably [19]. Noise
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correlations are referred to as favorable for the discrimination of a pair of stimuli when the
shapes of the two correlated response distributions (corresponding to the two stimuli) is such
that variability occurs predominantly in a direction orthogonal to the informative direction
(Fig. 5). The relevance of correlations can be quantified by comparing the discriminability
of stimulus pairs in the case of the full population output and in the case in which noise
correlations are removed by shuffling trials.
In Fig. 5, we visualize, for a recurrent network model, the interplay of the two effects
which affect the influence of correlations: on the one hand, how likely it is that the influence
of correlations be favorable for a pair of stimuli, and, on the other hand, how strong the effect
of correlations is for a given pair. For the first question, we utilize the fact that the noise is
predominantly along the diagonal direction. Consequently, the effect of correlations is favor-
able, if average responses differ in a direction orthogonal to the diagonal. The distribution
of the angle between these two directions will therefore reflect the likelihood of beneficial
correlations. To confirm this picture, and to examine the second question, we plot how the
effect of shuffling on the signal-to-noise ratio, S, depends on this angle (see Eq. (21) for the
definition of S). The network parameters, in this case the variability ρ of the elements of
the effective connections, affect both the distribution of angles and the effects on S - the
distribution of angles via the distribution of average responses, or the signal correlations, and
S by the strength of the noise correlations. However, it turns out that the effect of shuffling,
averaged across all pairs, is the same in each network. This is due to the fact that signal
correlations are on average as strong as noise correlations in all of these networks. In Section
4.8, we analyze a simplified network model to better understand some of these effects.
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Figure 5: Covariances affect stimulus discriminability A: Sketch of response distributions for
two neurons and two stimuli (blue ellipses). Neural responses are correlated for both stimuli, so that
main axis of variability is parallel to linear separator (orange line). B: Larger ensemble of stimuli for
correlated neurons (large variance along diagonal directions). The effect of correlations is favorable
for stimulus pairs where difference in means is orthogonal to diagonal (red arrow), or unfavorable
when difference in means tends to be parallel to diagonal (green arrow). C: Distribution of cosines
of angle between diagonal and difference in means across stimulus pairs in recurrent networks with
different parameter ρ. In networks with low ρ, unfavorable angles are more frequent. D: Ratio
between discriminability for correlated and shuffled distributions, dots correspond to stimulus
pairs. Lower values indicate that correlations are more beneficial. Dashed horizontal lines indicate
average across all stimulus pairs.
4.5 Variability and correlations in populations of mouse cor-
tical auditory neurons
We use the theoretical results presented in the previous sections to analyze the responses of
a population of neurons to different stimuli. The data set contains the firing rates, collected
during a certain time interval, in response to the presentation of different sound stimuli in
a number of trials (see Section 3.1 and [32]). We will compare the properties of covariances
(across trials) and average responses with the predictions of our different models. Based
on the models, we can then evaluate the effect of network generated variability on stimulus
discrimination.
The trial-to-trial variability in single-neuron output is large (supra-Poisson, Fig. 6). Neu-
rons with larger average response exhibit also a larger variability in their responses. This
tendency is observable across different neurons responding to a given stimulus, for individual
neurons across stimuli and for the average population response across stimuli. The pairwise
correlations in trial-to-trial variability are generally high and pairs with high noise corre-
lations tend to have strong signal correlations. In other words, because signal correlations
measure the similarity of average responses across different stimuli, neurons with similar tun-
ing properties also have similar trial-to-trial variability. Additionally, in populations with
strong average signal correlations, noise correlations are strong as well. These relations be-
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tween noise and signal correlations can be reproduced in the recurrent network model (Fig.
4). However, similar results may be possible also in alternative scenarios for the generation
of correlated variability. We compare the different models in the next section.
Figure 6: Variability and correlation in mouse auditory cortex. A: Average response
versus response variance in a single population. Colors correspond to 10 randomly chosen stim-
uli. Dots correspond to single neurons, circles to averaged values across population. Dashed line
indicates identity. Inset: All neurons for all stimuli. B: Scatter plot of signal correlation coeffi-
cient (across stimuli) vs. noise correlation coefficient (averaged across stimuli) for different neural
populations measured in the same animal, marginal histograms at top and bottom. Signal and
noise correlations are correlated across pairs. Correlations are high in general, but the amount of
signal and noise correlations varies strongly across populations. Circles denote average across pairs
in each populations. Inset: Black circles: Average signal and noise correlations in all measured
populations. Grey dots: individual pairs, 5 % randomly chosen from all experiments.
4.6 Analysis of population response variability in mouse au-
ditory cortex
Motivated by our investigation of network models, we first examine the relation between the
shape of the response distributions for each stimulus and the pattern of average responses
for the entire set of stimuli. In Fig. 7, we display the dependence of the normalized standard
deviation projected on the direction of the mean response, σµ/σall, and the normalized stan-
dard deviation projected on the diagonal direction, σd/σall, on the angle between average
response and diagonal, through cos(d, r) (see Section 3.2 for details and definitions). We
observe a strong dependence on cos(d, r) of the variance projected on the direction of the
mean response, but not of the variance projected on the diagonal direction. The dependence
of σµ/σall on the stimulus is much stronger in nearly all the measured populations. This
behavior is consistent with a network model, either feed-forward or recurrent, but not with
a model with shared gain fluctuations, where a large part of the variance is consistently in
the direction of the mean response (see Section 4.2.) Note, however, that in the data firing
rates are measured relative to the spontaneous activity; this is reflected in the presence of
negative values in the stimulus evoked activity. Such an offset could affect our comparison
because we do not know the true value of the mean response. To account for this possibil-
ity, we searched for the best possible offset, assuming the model of gain fluctuations for the
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stimulus-dependent covariances. We then corrected the firing rates by this offset, and eval-
uated the stimulus dependence of σµ and σd, as before (see Appendix 8.3.2 for details), but
found no qualitative change in the results. However, we did not test for mixed models, and
it is possible that part of the correlated variability can be explained by shared fluctuations.
Based on the results presented above we conclude that, of our three scenarios, feed-forward
and recurrent network models are more consistent with the data. In the following, we fit the
parameters of these models to the data to find which of these two provides a better fit. For this
comparison, we analyze the dependence of the average variances, 〈Cij〉i 6=j , and covariances,
〈Cii〉i, on the population-averaged response, 〈r〉(s). In the recurrent network (Eqs. (27) and
(28)), both variances and covariances increase linearly with 〈r〉 across stimuli, while in the
feed-forward network (Eq. (32)), mean covariances are not expected to depend strongly on
〈r〉.
To examine whether the experimental data is consistent with the feed-forward model, we
fitted parameters to the activity of each experimentally observed population (see Appendix
8.3.5), and generated a surrogate data set of responses and covariance matrices, with a match-
ing number of neurons and stimuli. In particular, we obtained values for the variability of
the input ensemble, ρE = var(rext)/〈rext〉2, and of the network elements, ρ = var(F )/〈F 〉2.
It turns out that ρE , ρ > 1: for both input and network elements the variance is much larger
than the mean (see Fig. 8A-B). The reason is the high variability of average responses across
stimuli. With these parameters, the statistics of the distribution of average responses are well
reproduced (Fig. 8C). As we discussed in Section 4.2, for a high value of ρE the feed-forward
model does not predict a strong relation between 〈Cij〉i 6=j and 〈r〉(s). We quantify this re-
lation by the ratio of slope and intercept from a linear fit to the data, which indicates how
strongly the average covariances increase for stimuli that evoke strong population responses.
In the feed-forward scenario, this behavior does not obtain: the slopes of the linear fits in the
model relative to the intercepts are too low in comparison to what is observed in the experi-
ment (Fig. 8D, E). The feed-forward model thus cannot reproduce both the large variability
of neural responses across stimuli and the increase of the average covariance with the average
response.
In a recurrent model, this increase is expected, because noise generated by the neurons is
propagated through the network: the covariances are proportional to the average response (see
Eq. (28)). Moreover, it predicts that the ratios of intercept and slope in the linear behaviors
of variances and covariances are the same (it indicates the variance of the external input).
Indeed, linear fits to these relationships reveal approximately consistent ratios of intercept
and slope. The estimated parameters are summarized in Fig. 8G and H. The external noise,
estimated from the ratio intercept/slope, turns out to be of the same magnitude as the average
rate. Interpreted in terms of the model, the noise resulting from Poisson spike generation
thus contributes as much to neuron variance as the external input. This combined variability
is propagated through the network, and, on average, multiplied by a factor N〈B〉2 > 1,
corresponding to the slope in Eq. (28). Because this factor is larger than one, both average
response and noise are amplified by the recurrent connections.
In summary, we find that a model of recurrently connected neurons with random effec-
tive connections captures the observed activity statistics, in particular the relations between
average response and average covariances as well as the consistent direction of population
fluctuations across stimuli. Both purely feed-forward networks and gain fluctuation models
are not consistent with all of these observations. We note, however, that our conclusions are
based on a relatively small data set. A larger number of trials and measurements of absolute
values of firing rates would be desirable for a more stringent test.
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Figure 7: Dependence of noise distribution orientation on average response in data. A,
B: Typical example, 6 neural populations recorded in the same animal. Relative variances projected
on mean and diagonal direction, versus cosine of angle between mean response and diagonal. Each
marker corresponds to a different stimulus. Different markers/colors denote different populations.
Squares to the left side indicate
√〈Cij〉i 6=j/〈Cii〉i. Solid lines: linear fit. C: Slopes from linear fits
as in A/B from σµ/σall vs. slope from σd/σall for all measured populations. Circles correspond
to slopes for positive, squares to negative cos(r, d). Colors in all panels indicate value of cN in
populations.
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Figure 8: Scaling of covariances with average response in experiment and model. A,
B: Distribution of parameters ρ and ρE (variability of network connections and stimulus input)
estimated from all experiments. C: Histograms of cos(d, r(s)) from mean responses across stimuli,
for a selection of populations measured in one animal. Filled histograms: experiment. Solid lines:
Model results for 500 randomly generated stimuli and one network with random effective connec-
tions, parameters inferred from data. D: Population averaged response versus population averaged
variances and covariances for all stimuli (full circles) in one experiment and from corresponding
feed-forward model (empty circles). Dashed lines represent linear fits. E: Scatter plot of ratio
slope/intercept from linear fit in all experiments versus corresponding value in the feed-forward
model. Orange circle indicates population used in panel D. F: The ratio intercept/slope is, across
experiments (dots), consistent for covariances and variances. G: Distribution of estimated slopes
for average variances. H: Distribution of estimated 〈Vext〉 (intercept/slope from fit to variances) in
comparison to average and minimum firing rate across experiments.
4.7 Influence of noise correlations on stimulus discrimination
We quantify the influence of noise correlation on stimulus discrimination by the ratio Sshuffled/Soriginal.
S is calculated for the data set before and after shuffling trials. It is defined in Eq. (21) and
denotes, for a pair of stimuli, the difference in average response divided by the standard de-
viation of the responses, both projected on the most discriminative direction. Larger values
indicate that stimuli are easier to discriminate. If Sshuffled/Soriginal is larger than one, then
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removing correlations by shuffling trials improves stimulus discrimination. Across pairs of
stimuli, this signal-to-noise ratio varies strongly (Fig. 9). On average, stimuli are slightly
easier to discriminate in the shuffled data, so that noise correlations are weakly unfavorable
to the encoding of the stimulus set used in the experiments.
A closer analysis of the response distributions reveals that, to a large degree, the effect of
shuffling can be explained by the relative locations of the two mean responses and the diagonal,
as measured by cos(d, r(s1)−r(s2)) (Fig. 5). This is because, due to the noise correlations, the
main direction of variability is along the diagonal. The overall effect of shuffling on stimulus
discrimination depends on the relation between noise and signal correlations: stronger signal
correlations lead to a stronger dominance of angles that are unfavorable if noise is aligned
along the diagonal direction, and in this case shuffling correlations away will benefit stimulus
discrimination.
Figure 9: Effect of correlations on stimulus discrimination. A: Signal-to-noise ratio S,
dots correspond to pairs of stimuli. Value from observed covariance matrix versus the one based
on shuffled trials, for different populations in the same animal. B: Same data, distribution of
S(shuffled)/S(original). Broad distribution, but mean value greater one for all populations (short
solid lines) indicates that shuffling increases information on average. C: Distribution of cosine of
angle between diagonal and average response difference across stimulus pairs for neural popula-
tions. Large cosines/small angles are most frequent. D: Scatter plot of effect of correlations on
discrimination. Small dots correspond to stimulus pairs. Connected large dots indicate average
value in a bin centered at the corresponding location on the x-axes. E: The distribution of mean
values across all measured populations shows that correlations are on average unfavorable for al-
most all populations. F: Average effect of correlations is stronger for increasing signal correlations.
4.8 Intuition from a two-population model
The relation between network properties and the statistics of variability, on the one hand,
and the relation between the statistics of variability and the encoding of stimuli, on the
other hand, have been studied widely. Above, we describe the structures of correlations that
emerge from different network architecture. We also analyze the structure of correlations in
data from mouse cortex, and we relate them to stimulus encoding. Here, we study a highly
idealized recurrent cortical network in order to develop an understanding of the relation
between network characteristics, response statistics, and stimulus encoding.
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To understand the effect of recurrent connections on the discriminability of a pair of
stimuli, we consider two populations of excitatory neurons. The neurons in each of these
populations prefer one of the stimuli, and we want to understand the effect of connections
between these differently tuned neurons. The connectivity is regular, in the sense that each
neuron projects to a fixed number of neurons in its own population and to a fixed number of
neurons in the other population. Neurons in each population also receive the same external
input. We start by considering two stimuli, s1,2, where for each stimulus one of the populations
receives a stronger input. To discriminate between these stimuli, it is sufficient to consider
the network response at the population level, that is, the sum of the response of neurons
in each of the two populations. This follows from the regularity of the connections. The
distribution of responses across trials can thus be described by a two-dimensional vector, R,
of the average population response and a covariance matrix, Σ, of the variability. The sum
of the couplings within a population, Γs, and across populations, Γc, determine the response
via a symmetric 2 × 2 coupling matrix, Γ. Here, we will manipulate the entries of Γ, rather
than the effective population coupling matrix, P = (I − Γ)−1 (see Fig. 10 and Methods for
further details of the model).
We start by examining how cross-coupling between the populations can induce beneficial
correlations for stimulus discrimination, by considering the effect of connections between the
populations on the covariances. If we introduce more connections across populations, the
cross-coupling Γc increases and the response distributions evoked by the two stimuli change
(Fig. 10). The responses of the two populations are amplified, but also more similar - the
difference in population response, |R(s1)−R(s2)|, decreases. Simultaneously, the correlation
between the population responses increases, rendering the distributions more elongated. To
evaluate the effect of shuffling trials, we need to consider the covariances between individual
neuron pairs. As we show in detail in Appendix 8.4, covariances reduce the overlap of the
distributions if Γc > Γs. Then, covariances between neurons belonging to different populations
are larger, on average, than for neurons of the same sub-population, and the signal-to-noise
ratio, S, becomes smaller if covariances are shuffled away (Fig. 10C, D). While it thus appears
that strong coupling between differently tuned neurons induces beneficial pairwise correlations
this is not always the case.
To see this, we compare networks with different parameters, and disentangle the effects of
cross-connections on average responses, variances, and covariances. Increasing the coupling
between populations decreases S both in the shuffled and in the original cases (Fig. 10E),
but this suppression is stronger when covariances are shuffled. The suppression can be traced
back to the amount of noise produced through spike generation. Recurrent amplification
increases firing rates, and the variance of Poisson neurons increases with rate. If the amount
of noise remained constant, S would not depend on Γc: larger coupling induces stronger
correlations which reshape noise along a direction irrelevant for discrimination, but at the
same time average responses approach each other. These two effects precisely cancel each
other, ultimately because a linear transformation of responses by the network cannot reduce
noise.
Above, we only considered a pair of stimuli for which beneficial correlations are realized in
our network. We now evaluate the effect of cross-connections on a more general stimulus en-
semble. We define it via the input vectors for the two populations, (1+∆ cos(φ), 1+∆ sin(φ))T
for φ ∈ (0, 2pi) and a constant ∆ (see Fig. 10G and Appendix 8.4.1). For this ensemble we
see that inevitably correlations will be unfavorable for certain stimulus pairs, depending on
the stimulus dimension in which their inputs differ. The averaged effect of shuffling across
this two-dimensional stimulus ensemble depends not only on the noise correlations, but also
on the distribution of the input, which affects the distribution of the average responses, i.e.
the signal correlations.
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If excitatory recurrent networks amplify internally generated noise, are feed-forward ar-
chitectures generally more efficient? In the following, we compare the performances in the
two scenarios. As we noted before, the difference between the two scenarios is that the noise
produced by spike generation in the recurrent network is fed back into the network, and
therefore correlated, while it is independent in the feed-forward network. The measure of
performance we used so far is the discriminability of pairs of stimuli. We want to compare
the effect on information of a recurrent network, with a transfer matrix P defined by the con-
nectivity parameters, to a feed-forward network with identical transfer matrix, for changes
of a high-dimensional input in arbitrary directions. A quantity that measures the informa-
tion of a network response statistics in the case of a continuous stimulus is the linear Fisher
information matrix. In the two-population model, it is given by
IR = (D[R] + Σext)
−1 (35)
in the recurrent case and by
IF = P
T (PΣextP
T +D[R])−1P (36)
in the feed-forward case. Here, Σext denotes the variance of the external input to the two
populations (see Appendix 8.4.3 for details). As figures of merit for the coding of high-
dimensional stimuli, we use the traces of IR and IF, for the recurrent and feed-forward cases
respectively. In the recurrent network, this quantity depends only on the firing rates. These,
in turn, depend on the average strength of the effective connections, 〈P 〉 (Fig. 10H): the larger
〈P 〉, and therefore the response, the more noise is generated, and the more information is
lost. In a corresponding feed-forward network, information depends also on the correlations.
However, because the network-generated noise is uncorrelated, increasing firing rates effec-
tively improves the signal-to-noise ratio, and therefore increases the information. Whether a
feed-forward or a recurrent architecture is preferable thus depends on the output firing rate.
From this model, it is not clear how firing rates should be chosen, but additional constraints,
for example imposed by energy consumption are conceivable.
A simple model with two coupled, uniform populations illustrates how variations in the
network parameters can affect stimulus discriminability, through modulations in the average
responses and variability. Broadly speaking, stimulus discriminability depends on the inter-
play between noise creation, average response, and noise correlation, and the relative behavior
of these quantities depends on the network architecture.
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Figure 10: Model of two coupled excitatory populations. A: Circuit model. Neurons
are coupled with excitatory connections within and across two populations. For each stimulus,
one population receives stronger input. Population responses are described by macroscopic vari-
ables. B: Responses to two stimuli (colored dots on dotted red line) are amplified for stronger
cross-coupling (brighter colors). Simultaneously, response fluctuations are more correlated. If in-
ternally generated noise does not increase with rate, variability is smaller (dashed ellipses). C
and D: Distribution of pairwise covariances within (dark bars) and across populations (light bars),
vertical lines indicate average. If cross-coupling is weak (C), average covariance is larger within
populations than across, if it is strong (D), covariances between neurons of different populations
are larger. E: Dependence of stimulus discriminability S on Γc. Strong couplings implies smaller
discriminability and even more so for shuffled trials. F: Increasing cross-coupling reduces difference
in mean response (black line). Effect on variance in the relevant direction differs for correlated
populations (solid orange line) and model with independent neurons/shuffled correlations (dash-
dotted orange line). G: Red dots: average response for stimulus ensemble. Ellipses: Response
distributions for four stimuli for the recurrent network (blue) and a feed-forward network with
identical average responses (red). Dotted/dashed lines: stimulus pairs where correlations have
positive/negative influence.H: Linear Fisher information, dependence on average of population
transfer matrix elements (horizontal axes) for recurrent and feed-forward scenario. Darker lines
indicate larger variance of transfer matrix elements. Lines overlap in the recurrent scenario.
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5 Discussion
Despite large amounts of work on the topic, the interpretation of the observed response
fluctuations in population activity, in the context of computation by neural circuits and
information coding, is not elucidated [11]. In the present study, we seek to understand
the influence of correlated variability on stimulus representation, based on the exploration of
model networks of stochastic neurons together with data analysis. We modeled neural activity
using a set of coupled Poisson processes in order to study the relations between covariances
and average responses in a neural population, across different stimuli. We found that these
relations differ depending on how covariances are generated, and that correlations observed in
mouse auditory cortex are consistent with those generated in a recurrent network model. This
model also helps us interpret the effect of the observed correlations on the discriminability of
stimuli and the nature of the propagation of information through the network.
5.1 Origins of the structure of correlations in neural circuits
In the examination of the impact of correlated response variability on stimulus represen-
tation, it is useful to be aware of the possible range of its mechanistic origin. Spike train
variability has been attributed to the dynamics in recurrent networks [1, 37]. Along with this
source of variability, in stable states of asynchronous activity, recurrent network models can
also produce transitions between different states of global activity [3, 38, 39]. Alternatively,
external signals fed to sub-populations of neurons, such as gain fluctuations induced by up-
stream areas, were pointed to as causing high variability and correlations [7, 15, 9, 8, 24].
Population-wide gain fluctuations can also reproduce dependencies between noise and signal
correlations [10].
In general, it is difficult to differentiate shared input or gain fluctuations, and recurrent
connections, as the origin of correlated variability, based on measured activity. Here, instead
of focusing on temporal dynamics [40, 13, 41], we approach the problem by considering the
relation between the network architecture and the structure of population activity statistics,
when a neural population is presented with an ensemble of stimuli. Our analysis makes the
assumption that noise resulting from spike generation in neurons can be modeled as a Poisson
process, and, thus, depends on the firing rate. If the noise generated within the network is
purely additive and independent of firing rates, it is indistinguishable from external noise
that is simply filtered by the network [35]. In the Poisson model, however, the interplay of
internally generated noise and variability due to external signals imprints its signature on the
dependence of covariances on firing rates.
5.2 Influence of correlations on stimulus discrimination in neu-
ral populations
We use a recurrent network with random effective connections to estimate the influence of
the variability generated by the network dynamics on stimulus representation. Based on
the paradigm that response variability amounts to noise that downstream neurons have to
cope with, a number of authors have argued that noise correlations can benefit information
coding [19, 21, 23, 22, 24, 25]. Furthermore, recent studies have examined specifically the
impact of correlations generated by recurrent networks. Reference [30] stresses that it is
the structure of the noise, more than its magnitude, which determines the role it plays for
information coding. Harmful structures of noise correlation, causing information to saturate
in large neural populations, are the consequence of the amount of irreducible external noise
and potentially sub-optimal processing [31], but these structures are difficult to pinpoint
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in detail in measured activity [30]. By contrast, it was demonstrated that noise internally
generated in a network via spike generation can be averaged out in feed-forward or recurrent
networks, depending on the connectivity in the network and the redundancy of the population
code [27].
In this work, the goal was to start from the observed properties of the activity, and to
interpret mean activity and noise correlations based on outcomes of model network dynamics.
Variations of network properties, such as the architecture of connections, change both the
mean activity and noise correlations, both of which influence the accuracy of the neural code.
Consequently, it is useful to consider both simultaneously to understand network effects. The
effect of recurrent dynamics on input information depends mostly on the amount of internally
generated noise. Our toy model, as well as Ref. [27], argue that recurrent amplification
suppresses information. The reason is essentially that, for Poisson neurons, larger firing
rates imply a higher variance. The stronger the recurrent connections, the more the average
response is amplified, and the more noise is produced internally. Because this noise is fed
back into the network and thus amplified furthermore, the variance is increased to the point
that the signal-to-noise ratio decreases. We also show that under simplifying assumptions,
including a random effective network architecture and a large, random stimulus ensemble, the
amplification factor of the network and the amount of noise can be estimated from measured
responses.
Limitations of our analysis result, in particular, from the assumption of linearly interacting
Poisson processes. Nonlinear transfer functions can affect the relation between rates and
correlation in individual pairs [42, 11]. Using Poisson neurons also implies that the generation
of noise in the network is attributed to individual neurons. The tractability of the model,
however, allows us to obtain relations between observable statistics, like noise and signal
correlations, which can be used as a starting point to interpret correlated variability in terms
of its mechanistic origins.
5.3 Variability in mouse auditory cortex
We tested the consistency of different scenarios involving interacting Poisson neurons with
measured neural population responses, and we interpreted the observed variability in terms
of a recurrent network model. The measured population activity is given as spike counts in
200 ms bins, so that correlations are defined over a relatively slow timescale and, therefore, do
not take into account fast temporal structure (as noted in, e.g., Ref. [43]). Both experimental
variability and correlations are high [44], so that the effects of correlations are potentially
strong and amenable to an analysis such as ours. Although variability and correlations are
often high in anesthetized animals [9], noise and signal correlations were somewhat weaker
in comparable experiments with anesthetized animals [45]. It is conceivable that part of the
correlations are due to experimental artifacts from the calcium imaging technique used in the
experiments (like scattering of fluorescent light by the neuropil), but intracellular recordings
of rates were consistent with calcium recordings [32].
We model the set of stimuli as a generic, high-dimensional ensemble, and the network
connections at the level of a transfer matrix. When analyzing the discriminability of pairs of
stimuli, this enables a broader analysis than one relying on a single stimulus dimension or av-
erage correlation. The recurrent network model explains not only the scaling of variances and
covariances with firing rates, but also the relation between signal and noise correlations, and
the effect of shuffling away covariances on stimulus discrimination, in a natural way. Differ-
ences among populations of neurons can be attributed to changes in the effective connectivity
within populations.
Recent studies have explained correlated variability in terms of “external” gain fluctu-
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ations acting on a (sub-)population [7, 15, 9, 8, 24]. We showed that recurrent networks
of strongly connected neurons can exhibit population-wide fluctuations as well. Estimated
model parameters indicate an amplification of input signals by excitatory recurrent con-
nections. This suggests that the noise that can be traced back to spike generation in the
population — noise harmful to coding — is comparable in magnitude to the external input
noise.
Our data analysis suffers from an unknown offset in the firing rates, a relatively small
number of trials, and the low temporal resolution. We therefore only compared different pro-
totypical scenarios without trying to evaluate the outcome of a mixed model. In experimental
populations of neurons, the statistics of activity can obviously result from a combination of
both feed-forward and recurrent processes.
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8 Appendix
8.1 Numerical simulations: details and parameters
In Fig. 2, covariances were calculated for recurrent networks from Eq. (12), with the addition
of a rate offset a = 4, so that C = (I − G)−1(D[r] + a + D[Vext])(I − GT )−1. The stimulus
ensemble consisted of 200 input vectors rext of size N = 60, with entries independently chosen
from a normal distribution with mean 0.2 and standard deviation 1. Rates r were calculated
as in Eq. (7), and we assumed Poisson input with Vext = |rext|. For the networks, four
connectivity matrices G of size N = 60 were generated. Their entries were chosen from a
normal distribution with standard deviation 1.5/N and mean 0.8/N − 0.9/N , respectively.
For the analytic predictions from Eqs. (28)-(32), the mean and variance of the transfer matrix
B = (I−G)−1 were calculated numerically.
For Fig. 3, for the input ensemble for the recurrent network, elements of 200 random input
vectors rext of length N = 60 were chosen from a normal distribution with mean 0.4 and
variance 2. Connectivity in the recurrent network was as in Fig. 2. For rates and covariances
of the feed-forward scenario, we use Eqs. (15) and (16). We set F = 10 · B, and scaled the
input vectors by a factor 1/10 to obtain rates and correlations of comparable size as in the
recurrent network. Negative output rates were set to zero. For the gain fluctuation model,
responses of the network with ρ = 1.4 were used as the ensemble of stimulus responses. From
these, covariances were calculated, see Eq. (18), for which the variance of external fluctuations
Vext was varied. For this figure, no rate offset was used, a = 0.
The networks in Fig. 4C were identical to the ones used above. 50 stimuli rext with random
entries were generated with mean 0.2 and standard deviation 1.5. Inputs for different neurons
were correlated with correlation coefficient cin = 0.05 across stimuli. Rate offset was 4.
In Fig. 5, networks and stimulus parameters were the same as in Fig. 4, but there were
no input signal correlations, cin = 0.
In Fig. 10 the network connects two populations of 100 neurons each. For the pair of
stimuli, panel B, neurons in the population that was more strongly excited received an input
of 1 + ∆, with ∆ = 0.2, and the others input 1. More general inputs (panel G) were
defined by setting the inputs Rext = (1 + cos(φ)∆, 1 + sin(φ)∆) for φ ∈ (0, 2pi). Each neuron
had a fixed number of nEE postsynaptic partners within the same populations. Coupling
strength between connected neurons was set to g = 0.01. We chose a population coupling
within populations of Γs = 0.2, and the number of connections between neurons within
populations such that Γs = nEEg. Connections across populations were chosen accordingly
to realize across coupling values Γc = 0, . . . , 0.4. To visualize the effect of the increase in
internally generated noise due to increased rates (panel B), we compared the covariances
Σ = BpD[R](Bp)T for increasing Γc to the ones where in D[R] the rates of a network with
Γc = 0 were used.
In panels E and F, we calculated Soriginal by inserting the population covariances and
responses in Eq. (21) for the two stimuli, for the correlated case. For the shuffled case, the
full matrix covariance matrix C was generated and the off-diagonal elements set to 0, such
that
Σshuffled =
(∑
i∈E Cii 0
0
∑
i∈E′ Cii
)
. (37)
For panels E-H, population level parameters in the matrices Γ or P were varied directly.
We set the external noise Σext = ND[Rext]. In panel G, Γc = 0.4 and Γs = 0.2. In panel
H, we fixed for the population transfer matrix P the ratio ρ = 〈P 〉2/var(P ) to the values
ρ = 0.5, 1, 2. For each of these values, 〈P 〉 was varied between 0.1 . . . 5, so that var(P ) was
fixed. From 〈P 〉 and var(P ), we calculated Ps and Pc, see Appendix 8.4.1.
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8.2 Common framework for the generation of correlations
Here we formulate the three model scenarios described in Sections 3.3 and 3.4 as special cases
of the interacting point processes framework defined in Eq. (6). The derivation is similar as
in [33, 27]. We consider an extended network of two populations which receive only constant
input rfull(t) ≡ rfull. Neurons are divided into an observed population O and an unobserved
external population U . The external population projects to the observed population, but
does not receive feedback. The coupling matrix of integrated kernels of the full system is a
block matrix of the shape
Gfull =
(
E 0
F G
)
. (38)
The coupling between nodes within the external network is described by the matrix E. If
E = 0, external inputs are independent Poisson processes. The feed-forward weights to the
observed network are defined by F , and by G the recurrent connections within the observed
population. The input vector to the system is rfull = (r0, 0). The components of the vector
r0 together with E determine the firing rates of the input nodes. The 0 represents a vector
of zeros, so that there is no constant input directly to the observed population.
The time dependent firing rates of neurons k ∈ U in the external input population are
determined by
r˜k(t) =
∑
l∈U
∫ ∞
0
e˜kl(τ)s˜l(t− τ)dτ + r0,k (39)
and the rates of neurons i ∈ O in the observed population by
r˜i(t) =
∑
j∈O
∫ ∞
0
g˜ij(τ)s˜j(t− τ)dτ +
∑
k∈U
∫ ∞
0
f˜ik(τ)s˜k(t− τ)dτ. (40)
The transfer matrix of the full system is
Bfull = (I−Gfull)−1 =
(
(I− E)−1 0
(I−G)−1F (I− E)−1 (I−G)−1
)
≡
(
BE 0
BFBE B.
)
(41)
The average rates of the system are, from applying Eq. (7) to the full system,
(I−Gfull)−1rfull = Bfullrfull = (BEr0, BFBEr0)T ≡ (rext, r)T , (42)
where rext = BEr0 are the rates of the input neurons and r = BFBEr0 = BFrext corre-
spondingly, the rates of the observed neurons. From Eq. (12), the covariance matrix is given
by
Cfull =
(
BED[rext]B
T
E BED[rext]B
T
EF
TBT
BFBED[rext]B
T
E B
(
D[r] + FBED[rext]B
T
EF
T
)
BT
)
. (43)
The block CE ≡ BED[rext]BTE at the upper left describes the covariances of the external
population. The block at the lower right,
C ≡ B(D[r] + FCEF T )BT (44)
describes how covariances in the observed network depend on the properties of the unobserved
input neurons.
The recurrent network scenario is obtained for an input population and an output popu-
lation of equal size N , with F = I and any diagonal E. In this case, CE is diagonal, and we
can identify the elements on the diagonal of CE with Vext.
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For the feed-forward scenario set G = 0 and again identify the diagonal elements of CE
with Vext.
The gain fluctuation model is obtained for G = 0, and if the input population consists
of a single neuron. The matrix F then corresponds to a single column vector, and C =
D[Frext] + FCEF
T . With r = Frext and setting Vext = CE/r
2
ext (rext is a number in this
case), C = D[r] + rrTVext.
8.3 Further details on statistics in different model scenarios
8.3.1 Gain fluctuation model
We derive relations between covariances and average response in the gain fluctuation model,
in particular the scaling of average covariances with average rates and the orientation of the
response distribution measured by the projections of the variances in different directions.
From Eq. (18), pairwise covariances are directly related to average responses,
Cij = δijri + rirjVext. (45)
The relation between average covariance and the population averaged response, Eq. (32),
follows from
〈Cij〉i 6=j = 1
N(N − 1)
∑
i 6=j
rirjVext ≈ Vext
N2
(∑
i
ri
)(∑
j
rj
)
= Vext〈r〉2, (46)
where the terms r2i can be neglected if N is large.
To measure changes of the response distribution across stimuli, we use the variance pro-
jected in the direction of mean response and diagonal direction, σ2µ and σ
2
d, respectively. In
the following, we give an argument that in this model σ2µ does not strongly depend on the
stimulus, while σ2d does.
Both quantities are normalized by the sum of the variances
σ2all =
∑
i
Cii =
∑
i
(r2i Vext + ri) = |r|2Vext +N〈r〉. (47)
The variance projected in the diagonal direction d¯ = (1, . . . , 1)T /
√
N is
σ2d =
∑
ij
Cij(s)d¯id¯j =
∑
ij
(
rirjVext + δijri
)
/N = NVext〈r〉2 + 〈r〉. (48)
To see that there is a strong dependence of σ2d/σ
2
all on stimulus direction, note that
cos(d, r) = d¯r¯T =
N∑
i=1
1√
N
ri
|r| =
√
N〈r〉/|r|. (49)
For non-vanishing r, it follows from cos(d, r) = 0 that 〈r〉 = 0 and in this case σ2d/σ2all = 0.
If cos(d, r) = 1, r ∝ d and |r|2 = N〈r〉2, and so σ2d/σ2all = NVext〈r〉
2+〈r〉
NVext〈r〉2+N〈r〉 . This value
is of the order of one, if the ratio of Vext〈r〉2 and 〈r〉, which is of the order of the average
noise correlation coefficient, is not very small (in comparison to one). Consequently, if noise
correlations are not too small, the normalized variance projected on the diagonal direction
strongly depends on the direction of the response vector.
The variance projected on the mean direction is
σ2µ =
∑
ij
r¯ir¯jCij =
∑
ij
r¯ir¯j(rirjVext + δijri) > Vext
∑
ij
r2i r
2
j/|r|2 = Vext|r|2 (50)
30
Hence, σ2µ/σ
2
all >
Vext|r|2
|r|2Vext+N〈r〉 , which depends only weakly on 〈r〉, if N〈r〉 is not much
bigger than Vext|r|2 ≥ VextN〈r〉2, that is once again if noise correlations are not too small.
8.3.2 Additional test for a common origin of shared variability
If rates are only measured up to an unknown offset a, the variance σ2µ/σ
2
all, which is obtained
from a projection on the apparent average response r−a may not be constant across stimuli.
In this case, the variation of this quantity across stimuli is not a reliable indicator to exclude
a gain fluctuation model as the source of observed correlations. However, if a large part of
the covariances can be explained by a single component, it should be possible to reconstruct
the common origin from the stimulus dependent covariance matrices. From
C(s) =
(
r(s) + a
)T (
r(s) + a
)
Vext +D
(
r(s) + a
)
(51)
the vectors v(s) = r(s)+a can be obtained approximately by finding the eigenvector with the
largest eigenvalue of C, by neglecting the contribution of D
(
r(s) + a
)
. This approximation
can also be avoided by applying a factor analysis with a single latent component. Because a is
constant across stimuli, up to measurement errors of the estimated covariances, the straight
lines through the mean responses r+xv¯, for x ∈ IR and normalized directions v¯, will intersect
in the point −a. The best intersection point of multiple lines in the least square sense is given
by
− aˆ =
(∑
s
I− v¯(s)v¯(s)T
)−1(∑
s
(I− v¯(s)v¯(s)T )r(s)
)
(52)
and can be used to correct the average responses to r′(s) = r(s) + aˆ. We found that
the analysis of σ2µ and σ
2
d based on the corrected responses lead to no qualitative change in
the stimulus dependence, indicating that a potential shared component is too weak to be
identified based on the available data.
8.3.3 Feed-forward model
Here we derive characteristic relations for the response statistics resulting in a feed-forward
network. They illustrate qualitative differences between the predictions of different models
and will be used to extract model parameters from the data. In the feed-forward model
the mean responses and covariances are, from Eqs. (15) and (16) and allowing an offset in
observed rates,
r = Frext, (53)
Cij = δij(ri + a) +
∑
k
FikFjkVext,k. (54)
In contrast to the recurrent network model (see below), the average covariance is not
correlated to the population averaged rate 〈r〉 across stimuli, Eq. (30). This follows after
taking the average across neurons:
〈Cij〉i 6=j = 1
N(N − 1)
∑
i 6=j,k
FikFjkVext,k ≈ N〈Fik〉ik〈Fjk〉jk〈Vext,k〉k = N〈F 〉2〈Vext〉. (55)
Input variances Vext are assumed to be independent of the network structure and Fik indepen-
dent of Fjk, which means that the strengths of connection of an external neuron to different
internal neurons are independent.
If 〈Cij〉i 6=j is to be uncorrelated to 〈r〉 across stimuli, the average input variance 〈Vext〉
needs to be approximately uncorrelated to 〈r〉. This holds in our model even though rk =
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∑
i Fikrext,k and in each input channel the variance equals the strength of the input, Vext,k =
|rext,k|, if either the distribution of inputs across neurons is approximately symmetric around
0, or the distribution of column sums
∑
i Fik of the feed-forward matrix (across columns) is
symmetric around 0. The first case can be realized in a feed-forward network with a similar
number of excitatory and inhibitory input channels. Intuitively, inhibitory inputs decrease
the average output, but contribute positively to the average variance, and thus decorrelate
the two quantities.
Formally, one compares the random variable
∑
k rk =
∑
ik Fikrext,k =
∑
k rext,k
∑
i Fik to
the variable
∑
k Vext,k =
∑
k |rext,k|. A random variable x is uncorrelated to its absolute value
|x| if its distribution is symmetric around 0. Here, the relevant variables are the elements
of the input vector rext, and their distribution is approximately symmetric around 0, if the
variance var(rext) is much larger than their mean 〈rext〉, that is if ρE = var(rext)/〈rext〉  1.
Consequently, if the variance of external inputs across stimuli is high, the population averaged
covariances in a feed-forward network are uncorrelated to the population response.
In the following, we motivate that the stimulus dependence of the variances projected
along different directions in the feed-forward model is different from the one in the gain
fluctuation model. The sum of the variances is
σ2all = N(〈r〉+ a) +
∑
i,k
F 2ikVext,k ≈ N
(〈r〉+ a)+N2〈Vext〉〈F 2〉. (56)
Due to the Poisson spike generation, there is a linear contribution in 〈r〉 to the average
variance, 〈Cii〉i = σ2all/N . This variability does not contribute to covariances, because spikes
are generated independently across neurons, in contrast to the recurrent model, where the
spiking or not spiking of a neuron directly influences post-synaptic firing rates.
The variance projected onto the diagonal direction is
σ2d = 〈r〉+ a+
1
N
∑
ijk
FikFjkVext,k ≈ 〈r〉+ a+N2〈Vext〉〈F 〉2. (57)
Consequently, the ratio σ2d/σ
2
all depends only weakly on 〈r〉 if the term N〈Vext〉〈F 〉2 is large
against 〈r〉+a, that is if the sum of covariances is larger than the sum of variances. This is the
case, if correlation coefficients are larger than of the order O(1/N). The variance projected
onto the direction of the mean response is
σ2µ =
∑
i
(ri + a)r¯
2
i +
∑
ijk
FikFjkVext,kr¯ir¯j ≈ a+
∑
i r
3
i
|r|2 +
〈r〉2
|r|2 N
3〈F 〉2〈Vext〉. (58)
To see that the ratio σ2µ/σ
2
all strongly depends on the population response, in contrast to
σ2d/σ
2
all, assume again that the sum across variances in the first term a+
∑
i r
3
i
|r|2 is not too large
against the sum across covariances in the second term. The second term depends strongly on
〈r〉: it is 0 for cos(r, d) = 0. For cos(r, d) = 1 it becomes N2〈F 〉2〈Vext〉. In this case, σ2µ/σ2all
is not too small, if (〈r〉+ a)/(NVext) is not much larger than 1 (assuming that 〈F 2〉/〈F 〉2 is
of order one).
Finally, we calculate the average noise correlation coefficient (across stimuli and neuron
pairs)
cN = 〈 Cij(s)√
Cii(s)Cjj(s)
〉s,i 6=j . (59)
For a given stimulus, we assume that the Cij are approximately independent, so that we can
write
〈 Cij(s)√
Cii(s)Cjj(s)
〉i 6=j ≈ 〈Cij(s)〉i 6=j〈Cii(s)〉i . (60)
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Then, from Eqs. (55) and (56),
cN =
N〈F 〉2〈Vext〉
〈r〉+ a+N〈Vext〉〈F 2〉 . (61)
Signal correlations can be calculated analogously as for the recurrent model, see below.
8.3.4 Recurrent network model
The response distributions in the recurrent network are characterized by the average and
covariances of responses given in Eqs. (7) and (12),
r = Brext (62)
and
C = BD[reff ]B, (63)
with reff = r+a+Vext, including an offset a. To compare this model to the alternative scenarios
described in the previous sections, we calculate the relation between average (co)variances
and the projected variances and r as well as the signal and noise correlations.
We first derive Eqs. (27) and (28). The average covariance is
〈Cij〉i 6=j = 1
N(N − 1)
∑
i 6=j,k
BikBjkreff,k ≈ N〈BikBjk〉ijk〈reff,k〉k. (64)
We assume that N is sufficiently large and that the external input characterized by Vext, rext
does not depend on the recurrent network. In that case reff,k is approximately uncor-
related to Bik (including the contribution of rk, because 〈Bijrk〉 = 〈Bij
∑
lBklrext,l〉 ≈
〈Bij〉〈
∑
lBklrext,l〉). The term 〈reff〉 = 〈r〉 + a + 〈Vext〉 is linear in 〈r〉, with an uncorre-
lated contribution 〈Vext〉, see Appendix 8.3.3. If the elements of B are pairwise independent,
〈Cij〉i 6=j = N〈B〉2(〈r〉+ a+ 〈Vext〉). (65)
Under the same assumptions, the sum of variances is
σ2all =
∑
i,k
B2ikreff,k =
∑
ik
B2ik(Vext,k + rk + a)
≈ N〈B2〉
∑
k
(Vext,k + rk + a) = N
2〈B2〉(〈r〉+ a+ 〈Vext〉).
(66)
Using the same argument as in the feed-forward scenario following Eq. (55), the termN2〈B2〉〈Vext〉
only contributes with an offset to the relation between 〈r〉 and 〈Cii〉i = σall/N .
Next, we show that the projected variances in this scenario have a similar dependence on
〈r〉 as the ones in the feed-forward model. The projected variance on the diagonal is
σ2d =
1
N
∑
ij,k
BikBjkreff,k ≈ N2〈B〉2(〈r〉+ a+ 〈Vext〉). (67)
Consequently, in the ratio σ2d/σ
2
all the dependence on 〈r〉 is canceled out.
The projection along the mean response direction,
σ2µ =
∑
ij,k
BikBjk
(
rk + a+ Vext,k
)
r¯ir¯j ≈ N3 〈r〉
2
|r|2 〈B〉
2(〈r〉+ a+ 〈Vext〉), (68)
33
depends strongly on 〈r〉. Because cos(d, r) = 0 implies 〈r〉 = 0, σ2µ/σ2all = 0 in this case, and
for cos(d, r) = 1, with |r|2 = N〈r〉2 one gets σ2µ/σ2all = 〈B〉2/〈B2〉.
Apart from the raw covariances, we are interested the average noise correlation coefficient
(across stimuli and neuron pairs). As for the feed-forward model, we approximate cN ≈
〈Cij〉s,i 6=j
〈Cii(s)〉s,i . From Eqs. (65) and (66)
cN =
N〈B〉2(〈r〉+ a+ 〈Vext〉)
N〈B2〉(〈r〉+ a+ 〈Vext〉) =
〈B〉2
〈B2〉 , (69)
and because 〈B2〉 = var(B) + 〈B〉2
cN =
1
1 + var(B)/〈B〉2 =
1
1 + ρ
. (70)
We see that the correlation coefficient depends on the relative variability of the network
elements. The variances, resulting from the variances of the input channels, are determined
by the mean of the square elements of the network. By contrast, the covariances depend
on the effective weights of inputs to the neuron pairs, and hence on the square of the mean
weight. Correspondingly, we consider the signal covariances CSij(s) = cov(ri(s), rj(s))s,
CSij = cov(
∑
kl
Bikrext,k(s), Bjlrext,l(s))s =
∑
kl
cov(Bikrext,k(s), Bjlrext,l(s))s. (71)
For i 6= j, one gets
CSij =
∑
kl
BikBjkcov(rext,k(s), rext,l(s))s
=
∑
k
BikBjkvar(rext,k(s))s +
∑
k 6=l
BikBjkcov(rext,k(s), rext,l(s))s.
(72)
Averaged across neurons
〈CSij〉i 6=j = N〈B〉2var(rext) +N(N − 1)〈B〉2cinvar(rext). (73)
For the signal variances, i = j, which correspond to the variance of the rates across stimuli,
〈CSii(s)〉s =
∑
k
var(Bikrext,k) +
∑
k 6=l
cov(Bikrext,k, Bilrext,l)
=
∑
k
B2ikvar(rext,k) +
∑
k 6=l
cov(rext,k, rext,l)BikBil.
(74)
Averaged across neurons, with 〈B2〉 = 〈B〉2 + var(B):
〈CSii(s)〉s,i = Nvar(rext)(〈B〉2 + var(B)) +N(N − 1)〈B〉2var(rext)cin. (75)
Their ratio is
〈Cij〉
〈Cii〉 =
N〈B〉2var(rext)(1 + (N − 1)cin)
Nvar(rext)(〈B〉2 + var(B)) +N(N − 1)〈B〉2var(rext)cin
=
1 + (N − 1)cin
1 + var(B)/〈B〉2 + (N − 1)cin .
(76)
This results in an approximate expression for the average signal correlation coefficient
cS = 〈
CSij√
CSiiC
S
jj
〉i,j ≈
〈CSij〉
〈CSii〉
=
1 + (N − 1)cin
1 + var(B)/〈B〉2 + (N − 1)cin . (77)
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8.3.5 Estimation of network model parameters
We extract parameters of the recurrent and feed-forward network models from the data, both
to test the consistency of the models with the data and to interpret the observed variability.
Because rates and covariance matrices were measured for many different stimuli and thus
provide a large number of constraints, one approach would be to infer as much information
as possible about the full connectivity matrices B or F from the data. However, due to
the relatively small number of trials for each stimulus, we use a model with few parameters.
The set of parameters consists of the network parameters 〈B〉 and var(B) (〈F 〉 and var(F ),
respectively) as well as the parameters of the input ensemble, 〈rext〉, var(rext) and cin.
In particular, we want to infer the ratios ρE = var(rext)/〈rext〉2 and ρ = var(B)/〈B〉2 (and
correspondingly for F ). Based on these, we can generate surrogate data to test if the observed
scaling of average covariances with average rates is more consistent with the recurrent or the
feed-forward model, Eq. (28) or (30). The experimental data provides constraints in the
form of the population and stimulus averaged rates, their variances and the noise and signal
correlation coefficients. In the models, rates are given by Eqs. (7) and (15), respectively. The
population averaged mean response thus is
〈r〉 = N〈B〉〈rext〉 or 〈r〉 = N〈F 〉〈rext〉. (78)
The variance of rates across stimuli, see Eq. (75), is
var(r) = Nvar(rext)(〈B〉2 + var(B) + (N − 1)〈B〉2cin) (79)
such that the relative variance of rates
var(r)
〈r〉2 =
var(rext)
〈rext〉2
1 + ρ+ (N − 1)cin
N
(80)
depends on the input signal to noise ratio ρE =
var(rext)
〈rext〉2 and the variability of the network
elements, ρ = var(B)〈B〉2 , or ρ =
var(F )
〈F 〉2 respectively.
The estimates for the remaining parameters ρ and cin are obtained from the measured
values of the ratio of covariances to variances, which correspond approximately to the average
coefficients of noise and signal correlations,
〈〈Cij〉i 6=j〈Cii〉i 〉s ≈ cN , (81)
and 〈cov(ri, rj)〉i 6=j
〈var(ri)〉i ≈ cS , (82)
using Eqs. (70) and (77). Together with Eq. (80), these relations provide the necessary
constraints for the network models. Strictly speaking, these equations are valid only for the
recurrent network, while for the feed-forward model, Eq. (61) is relevant. In this case ρ is
overestimated, which results in a lower bound for ρE , and thus a conservative estimate of the
input variability.
Under additional assumptions, we can also choose the absolute values of the parame-
ters, for example 〈rext〉 and 〈F 〉, such that mean rates and mean covariances correspond to
experimental ones. The mean rates (78) constrain the product of the two parameters
〈r〉 = N〈F 〉〈rext〉. (83)
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From Eq. (55) it follows that
〈Cij〉i 6=j = N〈F 〉2〈Vext〉, (84)
and we assume that Vext = |rext| to relate mean input and input variance. The distribution
of Vext thus is a folded normal distribution, with
〈|rext|〉 =
√
var(rext)
√
2/pie−1/2ρx + 〈rext〉
(
1− 2Φ(−
√
1/ρx)
)
(85)
(with the cumulative normal Φ ), and from this one finds
〈Cij〉 = 〈F 〉〈r〉
[√
ρxe
−1/2ρx + 1− 2Φ(−
√
1/ρx)
]
. (86)
To set the absolute values of input versus network strength we made assumptions regarding
the relation between input strength and input variance across trials. If we measure the
strength of the dependence between mean response and mean covariance, Eq. (55) by the
ratio intercept/slope of a linear fit, however, the result is independent of the absolute values
of 〈F 〉 and 〈rext〉, as well as a potential linear factor relating Vext and |rext|.
8.4 Covariances and rates on a population level in regular
networks
Here we derive the macroscopic Eqs. (25) and (26) for the responses of the two populations:
the average response of population I, RI ≡
∑
i∈I ri, and the covariances between responses
of populations L,K, ΣKL ≡
∑
k∈K,l∈LCkl, in the regular networks defined in Section 3.6
depend only on the coupling between populations, see below.
The two populations are of size N , and weights between connected neurons are of equal
strength. By definition, the regularity of the network connectivity implies that for any neuron
l′ ∈ from population L, the sum ∑k∈K Gkl′ is identical, and we can define the population
coupling matrix, Γ, by
ΓKL ≡
∑
k∈K
Gkl′ =
1
N
∑
k∈K,l∈L
Gkl = nKLg, (87)
where g is the weight of the connections. We want to express R and Σ in terms of Γ. On the
neuron level, rates, r, and covariances, C, depend on the transfer matrix, B = (I−G)−1. We
will define an analogous population transfer matrix P that depends only on Γ and show that
R and Σ can be written in terms of P. We define
P ≡ (I− Γ)−1 = I + Γ + Γ2 + · · · =
∞∑
m=0
Γm. (88)
To relate P to the microscopic quantities r and C, we will use that
PKL =
1
N
∑
k∈K,l∈L
Bkl =
∑
k∈K
Bkl′ (89)
for any l′ ∈ L, in complete analogy to Γ. To see this, we note the corresponding relation for
all of the individual terms m
[Γm]KL =
1
N
∑
k∈K,l∈L
[Gm]kl. (90)
36
As an example consider m = 2. Using the regularity, we see that∑
k∈K,l∈L
[G2]kl =
∑
l∈L,k∈K,i∈I,I
GkiGil =
∑
l∈L,i∈I,I
ΓKIGil = N
∑
I
ΓKIΓIL = [Γ
2]KLN. (91)
For the rate of population I, RI , we then find with (89) that
RI ≡
∑
i∈I
ri =
∑
i∈I
∑
K
∑
k∈K
Bikrext,k =
∑
K
∑
i∈I,k∈K
Bikrext,k =
∑
K
PIKNRext,K , (92)
because rext,k = Rext,K for any k ∈ K, and thus
R = PNRext = (I− Γ)−1NRext, (93)
which is Eq. (25). Similarly, for the covariances of the population responses, Σ:
ΣKL ≡
∑
k∈K,l∈L
Ckl =
∑
I
∑
k∈K,l∈L,i∈I
BkiBliri =
∑
l∈L
∑
I
∑
i∈I
PKIBliri (94)
=
∑
I,i∈I
PKIPLIri =
∑
I
PKIPLIRI , (95)
which corresponds to Eq. (26),
Σ = (I− Γ)−1D[R](I− Γ)−1, (96)
(with the diagonal matrix D[R] with D[R]IJ = δIJRI).
8.4.1 Effect of cross-coupling on correlations on a population level
In this section, we evaluate how noise and signal correlations in the population activity arise
from direct and effective coupling. The strength of the cross-coupling between populations,
Γc, determines via the effective cross-coupling, Pc, of the population transfer matrix,
P = (I− Γ)−1 = 1
(1− Γs)2 − Γ2c
(
1− Γs Γc
Γc 1− Γs
)
≡
(
Ps Pc
Pc Ps
)
, (97)
the population rates and covariances. The network is unstable if the eigenvalues of Γ are
larger than one, which corresponds to the constraint Γs + Γc < 1, and therefore Pc < Ps.
On the population level, the effects of cross-coupling between differently tuned neurons
on correlations can be expressed in terms of the variance and the mean of the elements of P,
similar as for the random effective network model. To see this, we consider an ensemble of
(two-component) input vectors Rext(s) =
(
rext(s), rext′(s)
)T
with external input components
rext, rext′ chosen with mean and variance µrext , σ
2
rext , independently across stimuli s.
The signal covariance matrix of mean responses R = PRext across the stimulus ensemble
is ΣSij = cov(Ri, Rj) which is
ΣS = σ2rext
(
P 2s + P
2
c 2PsPc
2PsPc P
2
s + P
2
c
)
(98)
The average signal correlation for the population activity is
〈cS〉 = 1
4
∑
ij
ΣSij√
ΣSiiΣ
S
jj
= 1 +
2PsPc
P 2s + P
2
c
=
(Ps + Pc)
2
(Ps + Pc)2 + (Ps − Pc)2
=
〈P 〉2
〈P 〉2 + var(P ) =
〈P 〉2
〈P 2〉 =
1
1 + var(P )/〈P 〉2
, (99)
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using 〈P 〉 = (Ps + Pc)/2 and 2var(P ) = (Ps − (Ps + Pc)/2)2 + (Pc − (Ps + Pc)/2)2 = (Ps −
Pc)
2/2. The normalized variance of the elements of P thus determines the strength of signal
correlations, and one can interpret ρ = var(P )/〈P 〉2 as a measure for coupling strength.
A similar relation holds for the average noise correlations, if we average first across stimuli,
then across neurons: the average of the noise covariance matrix across stimuli is 〈Σ(s)〉s =
〈PR(s)P T 〉 = P 〈R〉P T . Because 〈Rext〉 = 〈R′ext〉, the average rates of both populations are
identical, and the average across population pairs can be evaluated just as for the signal
correlations.
8.4.2 Condition for favorable correlations
Here, we show that strong connections between populations can induce correlations that are
beneficial for stimulus discrimination, when compared to shuffled trials. Shuffling correlations
is favorable for stimulus discrimination if the covariances within each populations are stronger
than the ones across populations. To see this, assume that the responses of the excitatory
populations for two stimuli are R(s1) = (R0 + ∆R,R0) and R(s2) = (R0, R0 + ∆R). We
also assume that the population covariance matrix is stimulus independent, Σ(s1) = Σ(s2) =(
ΣEE ΣE′E
ΣE′E ΣE′E′
)
and that ΣEE = ΣE′E′ . Calculating the most discriminative direction w
(using Eq. (20) on the macroscopic variables) yields an eigenvector of Σ , (1,−1), and the
variance in that direction corresponds to the smaller eigenvalue of Σ,
σ2w = ΣEE − ΣE′E =
∑
i∈E
Cii +
∑
i 6=j∈E
Cij −
∑
i∈E,k∈E′
Cik.
Covariances can be considered helpful, if this eigenvalue is smaller when compared to a
shuffled version where all covariances are set to 0, such that σ2w′ =
∑
i∈E Cii. This is exactly
the case if the sum of covariances across populations,
∑
i∈E,k∈E′ Cik, is larger than the one
within a population,
∑
i 6=j∈E Cij . Although ΣEE ≥ ΣE′E , it is possible that 〈Cij〉i 6=j∈E <
〈Cij〉i∈E,j∈E′ , because of the contribution of the variances Cii to ΣEE .
We want to find a condition for which such a removal of covariances by shuffling decreases
noise in the relevant direction. For simplicity, let us assume that Rext = Rext′ ≡ R. Then
Σ = R
(
P 2s + P
2
c 2PsPc
2PsPc P
2
s + P
2
c
)
(100)
The average pairwise across-covariance is Cacross = ΣE′E/N
2. Approximately, the average
neuron variance differs from the average within-covariance only by the contribution of the
rate: 〈Cii〉 ≈ R/N + Cwithin. From this we get for the population variance ΣEE = R(P 2s +
P 2c ) = N〈Cii〉 + N(N − 1)Cwithin = R + N2Cwithin. For favorable correlations, we need
Cacross > Cwithin,
2PsPcR
N2
>
R(P 2s + P
2
c )−R
N2
(101)
and since Ps > Pc
1 > (Ps − Pc)2 ⇔ 1 > Ps − Pc (102)
Using Eq. (97) for the entries of P , this means that
1 >
1− Γs − Γc
(1− Γs)2 − Γ2c
⇔ Γs(1− Γs) > Γc(1− Γc). (103)
The function Γ(1 − Γ) is a parabola through the points (0,0) and (0,1), with its minimum
at (1/2,-1/4). We have |Γs|, |Γc| < 1, so both sides are < 0 and Γc < 1 − Γs. Thus, the
condition can be fulfilled if Γs < 1/2 and within-coupling is smaller than cross-coupling,
Γs < Γc < 1− Γs.
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8.4.3 Linear Fisher information
We use the signal-to-noise ratio, S, to measure how well discrete pairs of stimuli in a given
ensemble can be discriminated, Section 3.5. In a model network, we have access to all
possible input dimensions, and we can use an alternative measure that combines these possible
stimulus dimensions. We will use this measure to compare the effects of different network
scenarios on the representation of general stimuli. If a high-dimensional stimulus varies
continuously, the information in the response distribution about the stimulus can be measured
by the Fisher information matrix [16]. An approximate value, the ‘linear Fisher information’,
is obtained by neglecting the information in the stimulus dependence of the covariance matrix,
and the entries of the linear Fisher Information matrix are defined by
Imn = ∂mR
TΣ−1∂nR, (104)
for the population covariance matrix Σ and population response R. Here, ∂mR is the deriva-
tive of the response vector with respect to stimulus coordinate m. Our stimulus dimensions
are the coordinates of the input vector Rext and output in a network model is R = PNRext.
It is easy to see that ∂mR is given by the mth column of P, and hence
I = PTΣ−1P. (105)
Generally, if the input depends linearly on a one-dimensional stimulus s, Rext(s) = Rext,0 +
s∆Rext, the information about changes in this direction is ∆R
T
extI∆Rext. As a measure
for the information about stimulus changes in all possible directions, we use the trace of I,
Tr(I) =
∑
i Iii.
Covariances in a recurrent network with external noise are Σ = P(D[R] + Σext)P
T , where
Σext is the diagonal 2× 2 matrix describing the variance of external input to the two popu-
lations. This results in a recurrent linear Fisher Information matrix
Ir = (D[R] + Σext)
−1. (106)
This can be compared to a feed-forward scenario with identical transfer matrix, F = P, where
Σ = PΣextP
T +D[R], so that
If = PT (PΣextP
T +D[R])−1P. (107)
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