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 La interacción entre factores en el análisis de varianza: errores de interpretación 
 
La interacción entre factores en el análisis de varianza es interpretada erróneamente en 
la investigación empírica con mucha frecuencia. En una revisión de 272 artículos se ha 
encontrado una interpretación basada en el análisis de los efectos simples en el 72,9% 
de las interacciones de primer orden y el 35,7% de las interacciones de segundo orden. 
El 18,6% de las interacciones de primer orden y el 60% de las interacciones de segundo  
orden no se analizaron o no se interpretaron. El 8,5% y 4,3% respectivamente, fueron 
analizadas e interpretadas correctamente. Los programas informáticos utilizados 
habitualmente no permiten realizar directamente las comparaciones necesarias para 
evaluar una interacción significativa en los diseños factoriales con grupos al azar. Para 
contribuir a erradicar este problema se muestra como diseñar algunas de las 
comparaciones lineales que permiten aislar el efecto de la interacción y se explica 
detalladamente como realizar esas comparaciones con el SPSS. 
 




Interaction in ANOVA: Misconceptions. In empirical research, misconceptions related 
to the interpretation of interaction in analysis of variance are frequent. After review of 
272 published papers, interpretations based on simple main effects were found in 72.9% 
of those analyzing two-way interactions and in 35.7% of those analyzing three-way 
interactions. Interaction were not analyzed or interpreted in 18,6% of  two-way 
interactions and 60% of three-way interactions, and only 8.5% and 4.3%, respectively, 
were correctly analyzed and interpreted. Most of the statistical packages do not allow 
performing directly the comparisons needed to assess a significant interaction in 
factorial designs with random groups. In order to solve this problem, we herein show 
how to design some linear comparisons needed to isolate interaction effects, and how to 
compute them with SPSS is explained in detail. 
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Los modelos factoriales de análisis de varianza son ampliamente utilizados como 
estrategia de análisis de datos en muy diversas áreas de conocimiento. Entre las ventajas 
que justifican el uso tan extendido de estos modelos, quizá la más destacable sea que 
ofrecen la posibilidad de estudiar el efecto de la interacción entre factores. 
El concepto de interacción está explícita y abundantemente tratado en la literatura 
estadística y desde el punto de vista teórico, tiene un significado inequívoco (ver, por 
ejemplo, Hays, 1994, págs. 479-480; Jaccard, 1998, págs. 3-6; Keppel y Wickens, 2004, 
págs. 198-206; Maxwell y Delaney, 2004, págs. 277-280; Winer, Brown y Michels, 
1991, págs. 296-298; etc.). Sin embargo, cuando se trata, no de definir la interacción, 
sino de analizarla e interpretarla, no parece que las cosas estén tan claras. 
Ya en 1970, Marascuilo y Levin alertaron sobre lo que dieron en llamar el error de 
tipo IV y que definieron como la interpretación incorrecta del rechazo correcto de una 
hipótesis nula. Al definir este tipo de error se refirieron explícitamente a las estrategias 
utilizadas para interpretar una interacción significativa en el contexto del análisis de 
varianza. Levin y Marascuilo (1972), señalaron que en los estudios aplicados es 
frecuente encontrar que las interacciones significativas son frecuentemente analizadas y 
explicadas de forma incorrecta. Rosnow y Rosenthal (1989b) llegaron a afirmar (pág. 
1.282) que la interacción es “probably the universally most misinterpreted empirical 
result in psychology”. Años después, la interacción entre factores seguía siendo un 
resultado frecuentemente mal interpretado. En 1993, Zuckerman, Hodgins, Zuckerman, 




y Rosenthal, publicaron una encuesta, contestada en un 89% por profesores univer-
sitarios, en la que una de las preguntas era la siguiente:  
 
One way to understand interaction effects is to calculate the simple effects, i.e. 
the effect of each factor at a constant level of the other factor. In a 2 × 2 design, 
for example (see table below), an interaction effect can be interpreted by 
conducting two t test; one t comparing cell a to cell b and another t comparing 





____ It depends   ____Yes   ____No   ____Blank 
 
 
para la que la respuesta correcta era “No”. Las respuestas recibidas fueron las siguien-
tes: “Depende”, 112 encuestados; “Sí”, 88 encuestados; “No”, 353 encuestados; En 
blanco, 8 encuestados. Las respuestas “Depende” y “Sí” frecuentemente eran 
acompañadas con comentarios del estilo “sólo si la interacción es significativa”   
En 1991, Ottenbacher realizó una revisión de los artículos publicados en las 
revistas New England Journal of Medicine, Pediatrics y Journal of the American 
Medical Association entre los años 1982 y 1989, identificando los artículos en los que 
se utilizaba un ANOVA de dos factores con una interacción significativa. En total 
seleccionó 83 artículos que clasificó en las categorías, correctamente interpretados, 
interpretación basada en la comparación de las medias de las casillas, interpretación de 
la interacción en términos de efectos principales o no interpretación en absoluto. En el 
apartado de resultados comenta: 
 
… 20 of the studies or approximately twenty-four per cent provided an analysis 
and explanation of a statistically significant interaction that correspond to the 
correct interpretation based on a two-way ANOVA… Forty-six per cent [of total 
83 studies], or 38 of 55 studies that contained an incorrect interpretation were 




classified as category 2 [cell means interpretation]. The interpretation of 
significant interaction in these studies was as a comparison between cell means 
within one factor. This simple main effect interpretation does not correspond to 
the interaction model of ANOVA.  
 
En la actualidad la interacción entre factores sigue siendo un resultado frecuentemente 
mal interpretado, como tendremos ocasión de comprobar. Según veremos: (1) en los 
manuales de diseño y análisis de datos y en los artículos que discuten de forma explícita 
el concepto de interacción, no parece existir un acuerdo generalizado sobre la estrategia 
que debe seguirse para interpretar correctamente una interacción significativa; y (2) la 
mayoría de los trabajos de investigación revisados contienen errores de distinta 
naturaleza tanto en la forma de analizar la interacción como, sobre todo, en la de 
interpretarla. 
 
1.1. Objetivos del trabajo 
 
 
Este trabajo tiene el doble objetivo de: 
1. Identificar el tipo de errores que se cometen cuando se analiza e interpreta el 
efecto de la interacción entre factores en el análisis de varianza (tanto en lo 
referente a las interacciones de primer como de segundo orden). 
2. Proponer una estrategia analítica que ayude a los investigadores en psicología y 
ciencias afines a analizar e interpretar correctamente el efecto de la interacción 
entre factores.  
Para cubrir el primer objetivo se han revisado los artículos publicados durante los años 
2000 a 2006 en cuatro revistas de psicología editadas en España de las de mayor factor 




de impacto: la Revista Internacional de Psicología Clínica y de la Salud, Psicothema, 
Psicológica y The Spanish Journal of Psychology. Se han definido los tipos de errores 
encontrados y se ha clasificado cada estudio en función de esa tipología. 
Para cubrir el segundo objetivo: 1) se ha realizado una revisión de los proce-
dimientos que propone la literatura estadística para analizar correctamente una interac-
ción significativa; y 2) se ha estudiado la posibilidad de aplicarlos con las herramientas 
informáticas de uso más frecuente entre los investigadores en psicología. Todo ello, 
intentando diseñar propuestas susceptibles de ser entendidas y utilizadas por los inves-
tigadores en psicología y ciencias afines. 
 
 
 2. El concepto de interacción  
 
 
2.1.  Interacción de primer orden  
 
El concepto de interacción entre factores admite varias formulaciones, todas ellas 
equivalentes. Desde un punto de vista no formal, decimos que existe interacción entre 
dos factores cuando el efecto de uno de ellos sobre la variable dependiente no es el 
mismo en todos los niveles del otro factor. Esto equivale a afirmar que existe 
interacción cuando el resultado de la combinación de dos factores difiere de la suma de 
los efectos principales de esos factores. Revisando la bibliografía sobre el tema 
encontramos definiciones que se centran en ambos puntos de vista:  
Everitt y Howell (2005, págs. 930-931): 
 
Interactions as condicional effects… If there is interaction, the condicional effects of 
one variable differs across values of the other variable 
Interactions as nonaditive effects… the combination of two or more variables 
does not produce an outcome that is the sum of their individual effects. 
Interactions as cell residuals… By cell residuals is meant the discrepancy between 
the cell mean and the grand mean that would not be expected from the additive effects 
of each variable. When there is an interaction between variables, the cell residuals are 
nonzero and are a pure measures of the amount of interaction. 
 
Kirk (1995, pág. 367): 
 
…Two treatments are said to interact if differences in performance under the levels of 
one treatment are different at two or more levels of the other treatment. An interaction 




can be thought of as the joint effects of treatments that are different from the sum of 
their individual effects.  
 
  Maxwell y Delaney (2004, pág. 277): 
 
…To say that an interaction exists in our data means that the [1st factor] biofeedback 
effect in presence of [2nd factor] drug therapy is different from the average effect of [1st 
factor] biofeedback. 
Para poder presentar una definición formal de la interacción, consideremos la notación 
propuesta en la Tabla 2.1 para la configuración de un diseño factorial 2×3, con los 
factores A y B (con niveles Aj y Bk; j =1, 2; k = 1, 2, 3), la media total (µ), las medias 
marginales (µj+ y µ+k) y las medias de las casillas (µjk). 
 
Tabla 2.1. Notación utilizada en un diseño 2×3 
 B1 B2 B3  
A1 µ11 µ12 µ13 µ1+ 
A2 µ21 µ22 µ23 µ2+ 
 µ+1 µ+2 µ+3 µ 
 
 
En el modelo de ANOVA de dos factores de efectos fijos y grupos aleatorios, el efecto 
de la interacción se define como (ver, por ejemplo, Winer y cols, 1991, pág. 318): 
 
(αβ)jk = µjk – µj+ – µ+k + µ                       [2.1] 
 
De acuerdo con esta definición, existe interacción cuando (αβ)jk ≠ 0 para algún j o k; y 
no existe interacción cuando (αβ)jk = 0 para todo j y k. Ahora bien, existen al menos dos 
maneras alternativas de interpretar la definición [2.1] (ver Jaccard, 1998, págs. 3-10): 
 
1.  Como la desviación que experimentan las medias de las casillas respecto de los 
efectos principales de los factores: 
1.a. No interacción:  µjk = µj+ + µ+k – µ (para todo j y k)   




         [2.2] 
1.b. Interacción:  µjk ≠ µj+ + µ+k – µ (para algún j o k)             
 
Según esta definición, existe interacción cuando la media de una o más casillas no 
es función directa de sus respectivas medias marginales. Esto significa que, si 
existe interacción, el efecto de la combinación de los factores A y B difiere de la 
suma de los efectos de A y B. 
 
2.  Como diferencias entre las medias de las casillas y las medias marginales: 
2.a. No interacción:  µjk – µj’k = µj+ – µj’+ (para todo j, j’ y k)           
[2.3] 
2.b. Interacción:  µjk – µj’k ≠ µj+ – µj’+ (para algún j, j’ o k)            
 
Según esta definición, existe interacción cuando la diferencia entre las medias de 
dos casillas de la misma columna (lo mismo vale para las filas) no es igual que la 
diferencia entre sus correspondientes medias marginales. 
 
 
Las expresiones [2.2] y [2.3] se deducen, ambas, de [2.1]; por tanto, son equivalentes. 
En efecto, según la expresión [2.2], cuando no existe interacción:  
µ11 = µ1++ µ+1 – µ  y   µ21 = µ2++ µ+1 – µ  
de aquí se sigue:    µ11 – µ1+ – µ+1 = – µ  y  µ21 – µ2+ – µ+1 = – µ  
por tanto:   µ11 – µ1+ – µ+1 = µ21 – µ2+ – µ+1 
lo cual lleva a:  µ11 – µ21 = µ1+ – µ2+  
que no es otra cosa que la expresión [2.3]. De este argumento se desprende que es 
irrelevante tomar [2.2] o [2.3] como referente para la discusión. Sin embargo, las 
interpretaciones basadas en [2.3] suelen resultar más fáciles de entender. 




La primera formulación (basada en [2.2]) ha recibido especial atención por parte 
de Rosnow y Rosenthal (1989a, 1989b, 1991, 1995, 1996), quienes han llevado el 
argumento al extremo defendiendo repetidamente la idea de que para poder interpretar 
correctamente el efecto de la interacción hay que despojarlo de todos los elementos que 
incluye. Es así como se llega a las medias residualizadas o residuos de interacción que 
en un diseño de dos factores (ver ecuación 2.1) se obtienen eliminando de cada casilla el 
efecto de su fila y de su columna, es decir, restando a la media de cada casilla (µjk) sus 
correspondientes medias marginales (µj+ y µ+k) y sumando la media total (µ). Cuando 
no existe efecto de la interacción estos residuos valen cero. Estos residuos, siempre 
según Rosnow y Rosenthal, son los únicos que informan cabalmente sobre el efecto de 
la interacción. Pero algunos autores son muy críticos con este enfoque (ver Meyer, 
1991; Petty, Fabrigar, Wegener y Priester, 1996), argumentando entre otras cosas que 
las medias residualizadas pueden dar lugar a resultados ininterpretables en función de la 
naturaleza de las variables estudiadas. Por otra parte, este enfoque es muy poco 
utilizado por los investigadores. En una revisión realizada por Rosnow y Roshental 
(1989a) solo en el 1% de 191 artículos revisados se interpretó la interacción a partir de 
los residuos de interacción.  
Unas sencillas transformaciones permiten comprobar que la definición [2.3] 
implica que, si existe interacción, la diferencia entre los niveles A1 y A2 no es la misma 
en los tres niveles de B; y lo mismo vale decir de la diferencia entre los niveles B1, B2 y 
B3 en los dos niveles de A. 
Este es el significado de la interacción entre los factores A y B. Y ésta es la idea 
que se pretende destacar: la interpretación de la interacción requiere comparar 
diferencias. 




Cuando la situación se simplifica a un diseño 2×2, unas sencillas transformaciones 
permiten comprobar que la ecuación [2.3] equivale a: 
 
µ11 – µ21 = µ12 – µ22             [2.4] 
 
La comparación propuesta en [2.4] es la que corresponde al único grado de libertad 
asociado a la interacción en un diseño 2×2. Por tanto, si el estadístico F asociado al 
efecto de la interacción es significativo, una interpretación basada en las diferencias 
comparadas en [2.4] agota el significado de la interacción, lo cual implica que no es 
necesario recurrir a comparaciones adicionales para interpretar una interacción 
significativa. Debe tenerse en cuenta que, si se verifica [2.4], también se verifican:  
 
µ11 – µ12 = µ21 – µ22  y  µ11 + µ22 = µ12 + µ21  
 
por tanto, una interacción significativa puede interpretarse recurriendo a cualquiera de 
estas tres comparaciones de diferencias. 
 
2.2.  Interacción de segundo orden  
 
En un diseño de tres factores (A, B, C) existen diversos efectos de interés. Además de 
los efectos principales de cada factor y el de las interacciones de primer orden entre 
cada par de factores (las cuales se definen exactamente de la misma manera que en un 
diseño de dos factores), existe el efecto de la interacción de segundo orden, es decir, de 
la interacción entre los tres factores. 
La interacción de segundo orden se define de forma parecida a como se hace con 
la de primer orden. Desde un punto de vista no formal decimos que existe interacción de 




segundo orden (ABC) cuando la interacción de primer orden entre los dos primeros 
factores (AB) no es constante en todos los niveles del tercer factor (C). Por supuesto, lo 
mismo vale decir de la interacción AC respecto de los niveles de B y de la interacción 
BC respecto de los niveles de A: existe interacción de segundo orden cuando el efecto 
de cualquiera de las interacciones de primer orden no es constante (no es el mismo) en 
todos los niveles del tercer factor. 
Para ofrecer una definición formal de la interacción de segundo orden considere-
mos la notación propuesta en la Tabla 2.2 para un diseño factorial 2×2×2, con los 
factores A, B y C (con niveles Aj , Bk y Cl; j =1, 2; k = 1, 2; l = 1, 2), la media total (µ), 
algunas medias marginales (µj++, µ+k+, µj++ y µ++l) y las medias de las casillas (µjkl). 
Tabla 2.2. Notación utilizada en un diseño 2×2×2 
 B1 B2  
 C1 C2 C1 C2  
A1 µ111 µ112 µ121 µ122 µ1++ 
A2 µ211 µ212 µ221 µ222 µ2++ 
 µ+11 µ+12 µ+21 µ+22  
 µ+1+ µ+2+ µ 
 
En el modelo de ANOVA de tres factores de efectos fijos y grupos aleatorios, el efecto 
de la interacción se define como: 
(αβγ)jkl =  µjkl – µ – [αj  + βk  + γl  + (αβ)jk + (αγ)jl + (βγ)kl]  
  =  µjkl – µ – (µj++ – µ) – (µ+k+ – µ) – (µ++l – µ) – (µjk+ – µj++ – µ+k+ + µ)  
      – (µj+l – µj++ – µ++l + µ) – (µ+kl – µ+k+ – µ++l + µ) =  
 =  µjkl – (– µj++ – µ+k+ – µ++l + µjk+ + µj+l + µ+kl) – µ        [2.5] 




De acuerdo con esta definición, existe interacción de segundo orden cuando (αβγ)jkl ≠ 0 
para algún j, k o l; y no existe interacción cuando (αβγ)jkl = 0 para todo j, k y l. Ahora 
bien, existen al menos dos maneras alternativas de interpretar esta definición: 
1.  Como la desviación que experimentan las medias de las casillas respecto de sus 
correspondientes medias marginales: 
1.a. No interacción:  µjkl  = – µjk+ – µj+l  – µ+kl + µj++ + µ+k+ + µ++l + µ  
(para todo j, k y l)        
[2.6] 
1.b. Interacción: µjkl  ≠  – µjk+ – µj+l  – µ+kl + µj++ + µ+k+ + µ++l + µ         
   (para algún j, k o l) 
2.  Como diferencias entre las interacciones de primer orden en los diferentes niveles 
del tercer factor: 
2.a. No interacción: µjkl – µj’kl – (µjk’l – µj’k’l)  =  µjkl’ – µj’kl’ – (µjk’l’ – µj’k’l’)                               
(para todo j, j’, k, k’,l y l’)  
[2.7] 
2.b. Interacción: µjkl – µj’kl – (µjk’l – µj’k’l)  ≠  µjkl’ – µj’kl’ – (µjk’l’ – µj’k’l’) 
    (para algún j, j’, k, k’,l o l’)  
En esta segunda forma de entender la interacción se está enfatizando el he-
cho de que no existe interacción de segundo orden cuando todas las interac-
ciones de primer orden son iguales en todos los niveles del tercer factor. Y 
en este contexto cobra especial importancia el concepto de efecto simple de 
interacción, el cual se define como: 
(αβ)jk en Cl  =  AB|Cl  =  µjkl – µj’kl – (µjk’l – µj’k’l)       [2.8] 




Si no existe interacción, los efectos simples de interacción entre dos factores 
son iguales en todos los niveles del tercer factor. Si dos efectos simples de 
interacción no son iguales, entonces existe interacción de segundo orden.  
Las expresiones [2.6] y [2.7] se deducen, ambas, de [2.5]; por tanto, son equivalentes. 
En efecto, según la expresión [2.6], cuando no existe interacción de segundo orden se 
verifica:  
 µ111 =  – µ11+ – µ1+1 – µ+11 + µ1++ + µ+1+ + µ++1 + µ         (media de A1B1 en C1) 
 µ211 =  – µ21+ – µ2+1 – µ+11 + µ2++ + µ+1+ + µ++1 + µ         (media de A2B1 en C1) 
Restando ambas expresiones se obtiene la diferencia entre la media de la combinación  
A1B1 y la media de la combinación A2B1 en el primer nivel de C: 
 µ111 – µ211  =  µ21+ + µ2+1 – µ11+ – µ1+1 + µ1++ – µ2++ 
Además,  
 µ121 =  – µ12+ – µ1+1 – µ+21 + µ1++ + µ+2+ + µ++1 + µ         (media de A1B2 en C1)  
 µ221 =  – µ22+ – µ2+1 – µ+21 + µ2++ + µ+2+ + µ++1 + µ         (media de A2B2 en C1)  
Restando ambas expresiones se obtiene la diferencia entre la media de la combinación  
A1B2 y la media de la combinación A2B2 en el primer nivel de C:  
 µ121 – µ221  =  µ22+ + µ2+1  – µ12+ – µ1+1 + µ1++ – µ2++ 
Ahora bien, la interacción entre los factores A y B en el nivel C1 (o efecto simple de 
interacción AB en C1) viene dada por: 
 AB|C1  =  µjk1 – µj’k1 – (µjk’1 – µj’k’1) 
que en un diseño con sólo dos niveles por factor se reduce a: 
 AB|C1  =  µ111 – µ211 – (µ121 – µ221) 




Utilizando el mismo argumento, la interacción entre los factores A y B en el nivel C2 
viene dada por: 
 AB|C2  =  µjk2 – µj’k2 – (µjk’2 – µj’k’2) 
que en un diseño con sólo dos niveles por factor se reduce a: 
 AB|C2  =  µ112 – µ212 – (µ122 – µ222) 
Si no existe interacción de segundo orden, entonces los efectos simples de interacción 
AB|C1 y AB|C2 serán iguales. Por tanto: 
 µ111 – µ211 – (µ121 – µ221)  =  µ112 – µ212 – (µ122 – µ222)        [2.9] 
que no es más que la expresión [2.7] referida a un diseño 2×2×2. Así pues, definir la 
interacción a partir de las desviaciones que experimentan las medias de las casillas res-
pecto de sus correspondientes medias marginales (primera definición; ecuación [2.6]) 
es equivalente a definirla a partir de las diferencias entre las interacciones de primer 
orden en los diferentes niveles del tercer factor (segunda definición; ecuación [2.7]). Y, 
de forma similar a como ocurría con las interacciones de primer orden, las de segundo 
orden son más fáciles de entender cuando se basan en [2.7]. 
En un diseño 2×2×2, la interacción de segundo orden sólo tiene un grado de liber-
tad. Por tanto, si el estadístico F asociado al efecto de la interacción es significativo, una 
interpretación basada en las diferencias incluidas en [2.9] agota por completo el signi-
ficado de la interacción. Por tanto, para interpretar correctamente una interacción que 
tiene asociado un único grado de libertad, no es necesario recurrir a comparaciones adi-
cionales para averiguar dónde se dan las diferencias: las diferencias se dan siguiendo la 
pauta propuesta en [2.9]. En este sentido, hay que tener presente que si el efecto de la 
interacción  AB es el mismo en los dos niveles de C, entonces el efecto de la interacción 
AC es el mismo en los dos niveles de B y el efecto de la interacción BC es el mismo en 




los dos niveles de A. Es decir, si se verifica la igualdad [2.9] referida a la interacción 
AB, también se verifica la igualdad: 
µ111 – µ211 – (µ112 – µ212)  =  µ121– µ221 – (µ122 – µ222) 
referida a la interacción AC, y la igualdad 
 µ111 – µ121 – (µ112 – µ122)  =  µ211 – µ221 – (µ212 – µ222)   
referida a la interacción BC. 
En los diseños en los que alguno de los factores tiene más de dos niveles no se dan 
las mismas relaciones que en un diseño 2×2×2. Si el efecto de la interacción tiene 
asociados dos o más grados de libertad, una F significativa indica que existe interacción 
pero no permite conocer su significado. En estos diseños, para poder interpretar 
correctamente el efecto de la interacción es necesario desarrollar comparaciones 
adicionales que, como se explica más adelante en el capítulo 5 “Cómo efectuar 
contrastes para interpretar la interacción”, permitan evaluar si los efectos simples de 





3.  Errores cometidos al analizar y/o 






Para cubrir el primer objetivo de este trabajo, se han revisado los 1.315 artículos 
publicados en Psicothema (861 artículos entre 2000 y 2006), el International Journal of 
Clinical and Health Psychology (190 artículos entre 2001 y 2006), Psicologica (121 
artículos entre 2000 y 2006) y el Spanish Journal of Psichology (143 artículos entre 
2000 y 2006). Se han elegido estas cuatro revistas por ser las revistas españolas de 
psicología con mayor impacto acumulado en los últimos años. Psicothema es una de las 
dos revistas españolas de psicología indexadas en el Journal Citation Reports; y el 
International Journal of Clinical and Health Psychology es la revista de psicología con 
mayor índice de impacto en los últimos años en la lista IN-RECS de revistas españolas 
de ciencias sociales (http://ec3.ugr.es/in-recs/). Psicológica y The spanish Journal of 
Psychology ocupan respectivamente las posiciones 7 y 12 en el índice de impacto 
acumulado 2002-2006, pero las revistas que ocupan las posiciones intermedios (3 a 7 y 
8 a 11) son de corte clínico, por lo que no tiene interés incluirlas en esta revisión. 
En una primera revisión se han seleccionado los artículos en cuyos resúmenes se 
indicaba que se había utilizado un ANOVA de dos o más factores y aquellos que en 
virtud del diseño informado requerían ese abordaje analítico. Puesto que los resúmenes 
no siempre facilitaban información suficiente para determinar si se había utilizado o no 
un ANOVA factorial o si el diseño exigía su utilización, se procedió a una revisión 




visual del cuerpo de los artículos dudosos en busca de tablas o gráficos que sugiriesen la 
utilización de un diseño factorial. 
Todos los artículos elegidos fueron impresos y leídos íntegramente para confirmar 
la utilización de un ANOVA factorial o la presencia de un diseño susceptible de ser 
analizado mediante la aplicación de un ANOVA factorial. En total se seleccionaron 272 
artículos sobre los que se emitieron 365 juicios, ya sea porque en algún artículo se 
presentaba más de un estudio que merecía diferente clasificación, ya porque en un 
mismo experimento se presentaban resultados o afirmaciones que se clasificaban  de 
diferente manera.  Para 191 artículos se emitió un único juicio, para 70 artículos se 
emitieron 2 juicios, para 10 artículos se emitieron 3 juicios y para 1 artículo se 
emitieron 4 juicios. De los 365 juicios, 295 se refieren a interacciones entre 2 factores y 
70 a interacciones entre 3 factores.   
De los 272 artículos seleccionados, 167 pertenecen a la revista Psicothema, 25 al 
International Journal of Clinical and Health Psychology, 53 a Psicologica y 27 al 
Spanish Journal of Psichology. En el anexo 1 se presentan las citas bibliográficas de los 
272 artículos seleccionados.  
 
3.1. Errores cometidos al analizar y/o interpretar la  
 interacción de primer orden 
 
 
Para estudiar los errores cometidos al analizar o interpretar la interacción vamos a 
comenzar con la interacción de primer orden o interacción entre dos factores. Esta 
interacción no sólo es más fácil de abordar que la de segundo orden (interacción entre 
tres factores), sino que se ha encontrado con mucha mayor frecuencia en los artículos 
revisados.  




De los 272 artículos revisados, 269 contienen análisis de interacción de primer 
orden o diseños susceptibles de ser analizados de esta manera. Dependiendo de la forma 
de analizar e interpretar la interacción, los 295 juicios emitidos se han clasificado en una 
de las siguientes categorías:  
 
A)  No se analiza o no se interpreta la interacción, a pesar de que los objetivos 
explícitos del estudio y/o el diseño utilizado lo requieren. Se incluyen aquí los 
artículos en los que únicamente se ofrecen resultados descriptivos (al margen 
del análisis de los efectos principales) y, consiguientemente, la interacción se 
interpreta a partir de un gráfico o de una tabla de medias (ocasionalmente se 
hacen afirmaciones en la discusión que sugieren la presencia de una 
interacción que no ha sido contrastada). También se incluyen aquellos estudios 
en los que existe una interacción significativa a la que no se presta atención. Y 
finalmente se incluyen aquellos estudios en los que la interacción se analiza de 
forma global, pero a la hora de interpretarla se recurre a una tabla de medias o 
gráfico cuando resultaría necesario recurrir a contrastes adicionales para hacer 
una interpretación adecuada. 
 
B) La interacción se interpreta analizando los efectos simples. Aquí se han 
incluido los artículos en los que, después de encontrar una interacción 
significativa, se recurre al análisis de los efectos simples para interpretarla, y 
aquellos en los que se recurre directamente al análisis de los efectos simples 
sin valorar previamente la presencia de una interacción significativa. 
 




C) La interacción se analiza e interpreta correctamente: ya sea comparando 
diferencias, ya sea argumentando que la combinación de efectos difiere de la 
suma de efectos. 
 
Aunque varios de los artículos considerados incluyen diseños de más de 2 factores, en 
este apartado sólo se consideran los juicios que merecen las interacciones entre dos 
factores. La Tabla 3.1 ofrece el resultado de la clasificación. Puesto que algunos 
artículos incluyen más de un estudio, la suma de las clasificaciones llevadas a cabo es 
mayor (295) que el número de artículos revisados (269 pues en tres artículos no se hace 
alusión a interacción significativa de primer orden). En los artículos que contienen más 
de una interacción significativa, si todas ellas se interpretan de la misma manera se ha 
emitido un solo juicio; si hay distintas formas de interpretarla, se han emitido tantos 
juicios como formas de interpretarla. En los apartados que siguen se explica cada 
categoría de clasificación y las razones por las cuales las categorías A y B se consideran 
estrategias incorrectas o erróneas. Además, más adelante se presentarán ejemplos de 
cada tipo de error y de interpretaciones correctas (categoría C). 
 
Tabla 3.1. Clasificación de las interacciones entre dos factores en función del análisis e 
interpretación realizados por los investigadores 
 Categoría (interpretación de la interacción entre 2 factores) Juicios % 
   A) No se analiza o no se interpreta la interacción 55 18,6 
   B) La interacción se interpreta recurriendo al análisis de los efectos simples 215 72,9 
   C) La interacción se analiza e interpreta correctamente 25 8,5 









A)  Error consistente en no analizar o no interpretar la interacción 
de primer orden 
 
Este error, consistente en no analizar la interacción o en efectuar un análisis incompleto, 
se puede dividir en tres subgrupos:  
 
1. Los trabajos en que no se utiliza el estadístico F ni ninguna otra estrategia 
analítica para determinar si el efecto de la interacción es estadísticamente 
significativo. De todos los trabajos en los que se da esta omisión cabe 
distinguir entre los que simplemente no prestan atención a la interacción, es 
decir, los que ni la analizan ni la interpretan, y los que, aun sin analizarla, la 
interpretan a partir del gráfico de líneas o del tamaño de las medias de las 
casillas.  
 
2. Los trabajos que, habiendo analizado la interacción y habiendo resultado 
significativa, no la interpretan, es decir, no le prestan atención.  
 
3. Los trabajos en los que habiéndose realizado un análisis global de la 
interacción, a la hora de interpretarla se ha recurrido al gráfico de líneas o al 
tamaño de las medias de las casillas omitiendo la realización de contrastes 
adicionales (necesarios para interpretar correctamente la interacción por 
tratarse de diseños con más de dos niveles en alguno de los factores). 
 
Con la única excepción de las escasas ocasiones en las que las hipótesis de un estudio se 
refieren a comparaciones planeadas, no prestar atención a la interacción en un diseño 
factorial (lo que se hace en los trabajos clasificados en la categoría A de la Tabla 3.1) 
constituye un desacierto evidente: dado que una interacción significativa está indicando 




que el efecto de un factor no es el mismo en todos los niveles del otro, puede afirmarse 
que el significado de los efectos principales de un diseño queda matizado (incluso 
alterado) por la presencia de una interacción significativa.1 La postura más generalizada 
recomienda no prestar atención a los efectos principales en presencia de una interacción 
significativa (Games, 1973, pág. 305). Kirk (1995, pág. 370) afirma:  
 
“… a significant interaction is a red flag signalling that tests of treatment provide only a 
partial and often misleading picture of what has happened in an experiment”  
 
y en el mismo sentido se expresan otros autores como Maxwell y Delaney ( 2004, pág. 
301), Pedhazur y Pedhazur (1991, pág. 523), Winer y cols (1991, págs. 326-327), etc. 
Por tanto, no prestar atención a la interacción en un diseño factorial (bien porque 
no se analiza, bien porque no se interpreta) supone cometer un error consistente en 
desechar información que no sólo es relevante en sí misma, sino que, además, podría 
estar modificando sensiblemente el significado de los efectos principales. 
Por otro lado, interpretar la interacción a partir de las medias muestrales (o de la 
representación gráfica de esas medias) sin valorar su significación estadística supone 
olvidar un aspecto crucial del análisis de datos: los resultados muestrales podrían estar 
reflejando, no diferencias reales, sino simplemente fluctuaciones atribuibles al azar 
muestral (es decir, se podría estar considerando significativo un efecto que no lo es). 
Cuando en un diseño factorial no se analiza una interacción se está perdiendo una 
parte de la información fundamental que se puede obtener a partir de dicho diseño. Otro 
tanto sucede cuando la interacción se analiza pero no se interpreta, pues sólo en los 
contados casos en que el interés recae en comparaciones planeadas la interacción tendrá 
                                                
1
 En este sentido, algunos autores (Howell, 2002 [p. 432]; Keppel y Wickens, 2004 [p. 244]; León y 
Montero, 2001 [p. 165]) sugieren que, siendo significativa la interacción, todavía podría tener sentido 
interpretar los efectos principales en determinadas circunstancias. En concreto, cuando se da la interac-
ción ordinal, interacción en la que las medias de un grupo están consistentemente por encima de las 
medias del otro, aunque no por ello dejan de señalar que la interacción debe ser interpretada. 




un interés secundario. Además, una revisión de los objetivos explícitos de los estudios 
revela que no es infrecuente que los investigadores estén interesados en la interacción 
aunque no la analicen formalmente. 
 
 
B) La interacción de primer orden se interpreta recurriendo al 
análisis de los efectos simples 
 
Este error es el que se repite con mayor frecuencia; consiste en interpretar la interacción 
recurriendo al análisis de los efectos simples. El 72,9 % de los juicios emitidos han sido 
clasificados en esta categoría.  
Consideremos un diseño 2×2. En la ecuación [2.4] se ha definido la interacción 
como una diferencia de diferencias. Ahora bien, la diferencia µ11 – µ21 es el efecto 
principal simple (o efecto simple) del factor A en el nivel B1; y la diferencia µ12 – µ22 es 
el efecto simple de A en B2. Por tanto, afirmar que existe efecto de la interacción 
equivale a afirmar que el efecto simple de A en B1 difiere del efecto simple de A en B2. 
Pero justamente a partir de aquí es donde surge el problema, porque la afirmación 
referida a la diferencia entre los dos efectos simples se interpreta con frecuencia de esta 
incorrecta manera: si al analizar los dos efectos simples del factor A se comprueba que 
uno de ellos es significativo y el otro no, se puede concluir que los efectos simples del 
factor A no son iguales en los dos niveles del factor B (lo cual, por otro lado, estaría 
justificando la presencia de una interacción significativa). 
¿Por qué es incorrecta esta interpretación? Porque se está afirmando que son 
distintas dos cosas que no se han comparado; es decir, se está afirmando que el efecto 
simple de A en B1 difiere del efecto simple de A en B2 sin haber comparado formalmente 
entre sí ambos efectos simples. De hecho, uno de los dos efectos simples de A podría ser 
significativo y el otro no tanto si existe interacción significativa como si no; y ambos 




efectos simples podrían ser significativos o no significativos tanto si existe interacción 
significativa como si no. Esta es una de las principales ideas sobre las que quiere llamar 
la atención este trabajo. 
Para ilustrar estas afirmaciones a continuación se presentan dos ejemplos con 
datos preparados al efecto: en el primero, aunque el efecto de la interacción no es 
significativo, uno de los efectos simples es significativo y el otro no; mientras que en el 
segundo, el efecto de la interacción es significativo, pero ninguno de los efectos simples 
alcanza la significación estadística. 
 
Ejemplo 1. Se trata de un diseño con 2 factores intersujetos, A y B, cada uno con dos 
niveles, A1 y A2 y B1 y B2, respectivamente. En la Tabla 3.2 se presentan los datos brutos 
y en la Tabla 3.3 las medias de las casillas, las medias marginales y la media total.  
 
Tabla 3.2. Datos de un diseño 22 
A B Y 
 
A B Y 
1 1 1,5 
 
2 1 1,6 
1 1 1,9 
 
2 1 2,0 
1 1 2,1 
 
2 1 2,2 
1 1 2,3 
 
2 1 2,4 
1 1 2,5 
 
2 1 2,6 
1 1 2,5 
 
2 1 2,6 
1 1 2,7 
 
2 1 2,8 
1 1 2,9 
 
2 1 3,0 
1 1 3,1 
 
2 1 3,2 
1 1 3,5 
 
2 1 3,6 
1 2 1,9 
 
2 2 2,6 
1 2 2,3 
 
2 2 3,0 
1 2 2,5 
 
2 2 3,2 
1 2 2,7 
 
2 2 3,4 
1 2 2,9 
 
2 2 3,6 
1 2 2,9 
 
2 2 3,6 
1 2 3,1 
 
2 2 3,8 
1 2 3,3 
 
2 2 4,0 
1 2 3,5 
 
2 2 4,2 
1 2 3,9 
 








Tabla 3.3. Medias correspondientes a los datos de la Tabla 3.2 
 B1 B2 Total 
A1 2,50 2,90 2,70 
A2 2,60 3,60 3,10 
Total 2,55 3,25 2,90 
N = 10 en todas las casillas; D.T. = 0,59 en todas las casillas 
 
La tabla de ANOVA  (Tabla 3.4) indica que los efectos principales son estadísticamente 
significativos, pero el efecto de la interacción, F(1, 36) = 2,596, no alcanza la 
significación estadística (p = 0,116).  
 




tipo III gl 
Media 
cuadrática F Sig. 
A 1,600 1 1,600 4,615 0,038 
B 4,900 1 4,900 14,135 0,001 
A * B 0,900 1 0,900 2,596 0,116 
Error 12,480 36 0,347     
Total  19,880 39       
 
Sin embargo, el análisis de los efectos simples (Tabla 3.5) revela que un efecto simple 
es estadísticamente significativo y el otro no. Mientras que las diferencias entre B1 y B2 
en A1 no son estadísticamente significativas, las diferencias entre B1 y B2 en A2 si lo son. 
En este escenario, una interpretación de la interacción basada en el análisis de los 
efectos simples nos llevaría a conclusiones equivocadas, incluso a la contradicción de 
afirmar la presencia de un efecto de la interacción que realmente no existe. 




B1 – B2 
 
p 
A1 -0,400 0,137 
A2 -1,000 0,001 
 




Ejemplo2. Se trata de un diseño con 2 factores intersujetos, A  y B, el primero con dos 
niveles, A1 y A2, y el segundo con tres niveles  B1, B2 y B3. En la Tabla 3.6 se presentan 
los datos brutos y en la Tabla 3.7 las medias de las casillas, las medias marginales y la 
media total.  
Tabla 3.6. Datos de un diseño 23 
A B X  A B X  A B X 
1 1 2,0  1 3 1,5  2 2 2,0 
1 1 2,4  1 3 1,9  2 2 2,4 
1 1 2,6  1 3 2,1  2 2 2,6 
1 1 2,8  1 3 2,3  2 2 2,8 
1 1 3,0  1 3 2,5  2 2 3,0 
1 1 3,0  1 3 2,5  2 2 3,0 
1 1 3,2  1 3 2,7  2 2 3,2 
1 1 3,4  1 3 2,9  2 2 3,4 
1 1 3,6  1 3 3,1  2 2 3,6 
1 1 4,0  1 3 3,5  2 2 4,0 
1 2 1,5  2 1 1,5  2 3 2,0 
1 2 1,9  2 1 1,9  2 3 2,4 
1 2 2,1  2 1 2,1  2 3 2,6 
1 2 2,3  2 1 2,3  2 3 2,8 
1 2 2,5  2 1 2,5  2 3 3,0 
1 2 2,5  2 1 2,5  2 3 3,0 
1 2 2,7  2 1 2,7  2 3 3,2 
1 2 2,9  2 1 2,9  2 3 3,4 
1 2 3,1  2 1 3,1  2 3 3,6 
1 2 3,5  2 1 3,5  2 3 4,0 
 
 
Tabla 3.7. Medias correspondientes a los datos de la Tabla 3.6 
 B1 B2 B3 Total 
A1 3,00 2,50 2,50 2,67 
A2 2,50 3,00 3,00 2,83 
Total 2,75 2,75 2,75 2,75 
N = 10 en todas las casillas; D.T. = 0,59 en todas las casillas 
 
 
El análisis de varianza (Tabla 3.8) no encuentra efectos principales significativos de A o 
B, pero encuentra un efecto estadísticamente significativo de la interacción AB, F(2, 54) = 
4,808, p = 0,012. Sin embargo, el análisis de los efectos simples (Tabla 3.9) encuentra que 
ninguno de los tres efectos simples es estadísticamente significativo (p = 0,063 para los 




tres efectos de A en B1, B2 y B3), por lo que siguiendo la estrategia de explicar la 
interacción por medio del análisis de los efectos simples habría que concluir que la 
interacción encontrada en el contraste de interacción global no existe. 
 




tipo III gl 
Media 
cuadrática F p 
A 0,417 1 0,417 1,202 0,278 
B 0,000 2 0,000 0,000 1,000 
A * B 3,333 2 1,667 4,808 0,012 
Error 18,720 54 0,347     








A1 – A2 
 
p 
B1   0,500 0,063 
B2 -0,500 0,063 
B3 -0,500 0,063 
 
 
Los dos ejemplos presentados ilustran la inconsistencia existente entre el análisis de la 
interacción y el análisis de los efectos simples, pues la coexistencia de efectos simples 
de diferente interpretación (uno significativo y otro no) no garantizan una interacción 
significativa (ejemplo 1), mientras que la coexistencia de efectos simples todos ellos de 
similar significado (todos significativos o todos no significativos) es compatible con una 
interacción significativa (ejemplo 2).  
La razón de la inconsistencia presentada en los ejemplos anteriores radica en el 
hecho de que un efecto simple incluye tanto el efecto principal como el de la 
interacción. Volviendo a la notación de la Tabla 2.1, cada efecto simple de A en B1 viene 
dado por (ver Kirk, 1995, págs. 377-378): 





αj en B1 = αj + (αβ)j1               [3.1] 
 
donde el término αj = µj+ – µ se refiere a cada uno de los J efectos asociados a los niveles 
del factor A y el término (αβ)j1, ya definido en la ecuación [2.1], se refiere a los J 
términos de interacción asociados al nivel 1 del factor B. De la ecuación [3.1] se deduce 
que un efecto simple puede ser significativo bien porque es significativo el efecto 
principal que incluye (es decir, αj ≠ 0 para algún j), bien porque es significativo el efecto 
de la interacción (es decir, (αβ)j1 ≠ 0 para algún j), bien por ambas cosas, bien porque αj 
+ (αβ)j1 ≠ 0. En palabras de Rosnow y Roshental (1989a), el efecto principal puede 
contribuir al efecto simple tanto o más que la interacción.  
 Las implicaciones prácticas de esta afirmación son importantes. Imaginemos que el 
factor  A define dos grupos de tratamiento (GE = experimental y GC = control) y que el 
factor B representa dos momentos en el tiempo (pre- y postratamiento). En un diseño de 
estas características el investigador suele estar interesado en averiguar si el tratamiento 
tiene algún efecto sobre el grupo experimental (por supuesto, se asume que se trata de 
algún efecto distinto del no-tratamiento sobre el grupo control). Para obtener esta 
información no basta con analizar el efecto principal del factor A, sino que es necesario 
comparar lo que ocurre en el postratamiento (efecto simple de A en B2) con lo que 
ocurre en el pretratamiento (efecto simple de A en B1). Ahora bien, si para realizar esta 
comparación se recurre al análisis de los efectos simples por separado (estrategia 
utilizada en los trabajos clasificados en la categoría B de la Tabla 3.1), puede ocurrir 
que, siendo significativo el efecto de la interacción, no haya diferencias significativas 
entre GE y GC ni en el pre- ni en el postratamiento (ver Figura3.1-a); y también puede 
ocurrir que haya diferencias significativas tanto en el pre- como en el postratamiento 
(ver Figura 3.1-b). En la estrategia basada en el análisis de los efectos simples por 




separado, cualquiera de estos dos resultados llevaría a concluir que no es posible afirmar 
que exista efecto del tratamiento. Sin embargo, en clara discrepancia con esta 
conclusión, la presencia de una interacción significativa estaría indicando que la 
diferencia entre GE y GC no es la misma en el pre- y en el postratamiento; lo cual 
debería llevar a concluir que existe efecto del tratamiento (pues, en un diseño de estas 
características, una interacción significativa implica efecto del tratamiento). 
 También puede ocurrir que, no siendo significativo el efecto de la interacción (es 
decir, no habiendo diferencias entre lo que ocurre en el pre- y en el postratamiento), la 
diferencia entre GE y GC en el pretratamiento (efecto simple de A en B1) no sea 
significativa y sí lo sea la diferencia entre GE y GC en el postratamiento (efecto simple 
de A en B2). Este resultado podría llevar a afirmar que existe efecto del tratamiento 
cuando el hecho de que la interacción sea no significativa estaría descartando la 
presencia de un efecto del tratamiento (ver Figura 3.1-c).
 
 













Por tanto, para poder afirmar que existe efecto del tratamiento no basta con saber que 
GE y GC no difieren en el pre- y sí en el postratamiento, como tampoco basta con saber 
que GE cambia entre el pre- y el postratamiento mientras que GC no lo hace (de todo 
esto es de lo que informan los efectos simples y donde con mayor frecuencia se centra el 
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diferencia observada en el post- hay que referirla a la observada en el pretratamiento (o, 
equivalentemente, el cambio observado en GE entre el pre- y el postratamiento hay que 
referirlo al cambio observado en GC), y esto sólo es posible hacerlo comparando 
diferencias, que es justamente lo que se hace cuando se analiza el efecto de la 
interacción.  
 Aunque una interacción significativa coincidirá, en muchos casos, con la 
presencia de efectos simples diferenciados (es decir, unos significativos y otros no), esto 
no tiene por qué ser necesariamente así. Por tanto, si bien el análisis de los efectos 
simples podría llevar a las mismas conclusiones que la interpretación correcta de la 




C) Interpretación correcta de la interacción de primer orden 
 
En este apartado se han clasificado los trabajaos en los que: (1) la interacción se analiza 
correctamente comparando diferencias y (2) la interacción se interpreta correctamente 
ya sea comparando diferencias, ya sea argumentando que la combinación de efectos 
difiere de la suma de efectos.  
La interpretación correcta de la interacción exige un abordaje diferente en 
diseños 2×2 y en diseños en que alguno de los factores tiene más de dos niveles. En el 
primer caso basta con hacer una interpretación adecuada a partir de la tabla de medias o 
del gráfico de líneas, ya que la interacción implica las cuatro celdas disponibles, 
mientras que en el segundo es necesario realizar análisis adicionales para determinar 
cuáles son los niveles implicados en las diferencias significativas entre diferencias. 




En la revisión bibliográfica realizada se han encontrado algunos trabajos con 
interpretaciones correctas de la interacción en diseños 2×2. Sin embargo, no se ha 
encontrado ninguna interpretación correcta asociada a diseños en los que alguno de los 
factores tenga más de dos niveles. Es decir, en ninguno de estos diseños se han 
realizado las comparaciones necesarias para analizar e interpretar correctamente una 
interacción significativa. Más adelante en el capítulo 5 “Cómo efectuar contrastes para 
interpretar la interacción” se explica como efectuar estas comparaciones. 
 
 
3.2. Errores cometidos al analizar y/o interpretar la 
interacción de segundo orden  
 
Los errores cometidos al analizar o interpretar la interacción entre tres factores se 
pueden clasificar en las mismas categorías ya utilizadas a propósito de la interacción 
entre dos factores, si bien la categoría referida a los efectos simples se debe subdividir 
en tres apartados atendiendo al tipo de análisis realizado para interpretar la interacción 
de segundo orden.  
Dependiendo de la forma de analizar e interpretar la interacción, los 70 juicios 
emitidos se han clasificado en una de las siguientes tres categorías:  
 
A)  No se analiza o no se interpreta la interacción, a pesar de que los objetivos 
explícitos del estudio y/o el diseño experimental lo requieren. Se incluyen aquí 
los estudios en los que únicamente se ofrecen resultados descriptivos, aquellos 
en los que existe una interacción significativa a la que no se presta atención y, 
finalmente, aquellos en los que la interacción se analiza de forma global, pero 
a la hora de interpretarla se recurre a una tabla o gráfico de medias cuando 




resultaría necesario recurrir a contrastes adicionales para hacer una 
interpretación adecuada. 
 
B) La interacción se interpreta analizando los efectos simples. Aquí se han 
incluido los estudios en los que una interacción significativa se intenta 
interpretar recurriendo al análisis de alguno de los diferentes tipos de efectos 
simples que se pueden considerar en una interacción entre tres factores: 
 
B1)  Efectos simples simples: analizan las diferencias entre los niveles de un 
factor en cada combinación de niveles de los otros dos factores. 
 
B2)  Efectos simples: analizan las diferencias entre los niveles de un factor en 
cada nivel del segundo factor tras agrupar los niveles del tercer factor. 
 
B3)  Efectos simples de interacción: analizan la(s) interacción(es) de primer 
orden dentro de cada nivel del tercer factor.  
C) La interacción se analiza e interpreta correctamente: se comparan los efectos 
simples de interacción entre niveles distintos del tercer factor. 
Aunque algunos de los artículos revisados incluyen diseños de más de 3 factores, en 
este apartado sólo se consideran los juicios que merecen las interacciones entre tres 
factores. La  Tabla 3.10 ofrece el resultado de la clasificación de los 70 juicios emitidos. 
En los artículos que contienen más de una interacción significativa, si todas ellas se 
interpretan de la misma manera se ha emitido un solo juicio; si hay distintas formas de 
interpretarla, se han emitido tantos juicios como formas de interpretarla.  
En los apartados que siguen se explica cada categoría de clasificación y las 
razones por las cuales las categorías A (no se analiza o no se interpreta la interacción) y 




B (la interacción se interpreta recurriendo al análisis de los efectos simples) se 
consideran estrategias incorrectas o erróneas. Además, más adelante se presentan 
ejemplos de cada tipo de error y de interpretaciones correctas.  
 
 
Tabla 3.10 Clasificación de las interacciones entre tres factores en función del análisis e 
interpretación realizados por los investigadores 
 Categoría (interpretación de la interacción entre 3 factores) Juicios % 
   A) No se analiza o no se interpreta la interacción 42  60,0 




B1) Efectos simples simples   12  
B2) Efectos simples   7  
B3) Efectos simples de interacción   6  
   C) La interacción se analiza e interpreta correctamente 3  4,3 
   TOTAL 70  100,0 
 
 
A) Error consistente en no analizar o no interpretar la interacción 
de segundo orden 
 
Este error, consistente en no realizar un análisis de la interacción o en efectuar un 
análisis incompleto, se puede dividir en los mismos subgrupos considerados para la 
interacción entre dos factores:  
 
1) Los estudios en que no se utiliza el estadístico F ni ninguna otra estrategia 
analítica para determinar si el efecto de la interacción es estadísticamente sig-
nificativo.  
2) Los estudios que, habiendo analizado la interacción y habiendo resultado 
significativa, no la interpretan, es decir, no le prestan atención. Sólo excepcio-




nalmente la omisión de la interpretación de una interacción significativa entre 
tres factores podría estar justificada cuando el interés del estudio recae en las 
posibles interacciones entre dos de los tres factores. Esta sería una situación de 
comparaciones planeadas “a priori”, donde el hallazgo de una interacción de 
segundo orden podría no tener interés.  
3) Los estudios en los que habiéndose realizado un análisis global de interacción, 
a la hora de interpretarlo se ha recurrido al gráfico de líneas o al tamaño de las 
medias de las casillas omitiendo la realización de contrastes adicionales nece-
sarios para poder interpretar correctamente la interacción. Esta interpretación 
sólo es correcta en diseños 222; en los diseños en que alguno de los 
factores tiene más de 2 niveles, la interpretación correcta exige recurrir a 
contrastes adicionales para determinar qué diferencias significativas entre 
interacciones de dos factores están involucradas en la interacción triple.  
 
La falta de análisis o interpretación formal de la interacción entre tres factores es el 
hallazgo mas frecuente entre los juicios emitidos. Los comentarios aportados sobre el 
error consistente en no analizar o no interpretar la interacción entre dos factores son 
aplicables igualmente cuado dicho error se comete en relación con la interacción entre 
tres factores, por lo que no se comentan de nuevo.  
 
 
B)  La interacción de segundo orden se interpreta recurriendo al 
análisis de los efectos simples 
 
Al igual que ocurría en la interacción entre dos factores, el error consistente en 
interpretar la interacción recurriendo al análisis de los efectos simples también es fre-
cuente cuando se trata de la interacción entre tres factores. Dicho error adopta diferentes 




formas dependiendo del tipo de efectos simples que se considere para explicar la 
interacción. Los efectos simples de cualquiera de los tres tipos indicados, y que se 
discuten a continuación, pueden tener interés en sí mismos, pero no tienen capacidad 
para explicar una interacción significativa entre tres factores.  
 
B1) Los efectos simples simples se refieren al efecto de un factor en cada una de las 
combinaciones de los otros dos factores. En la Tabla 3.11, la hipótesis nula referida a la 
interacción puede plantearse de la siguiente manera: la interacción entre A y B en C1 es 
igual a la interacción entre A y B en C2 e igual a la interacción entre A y B en C3.2 
Formalmente: 
 H0: µ111 –  µ211 – µ121 + µ221  =  µ112 –  µ212 – µ122 + µ222   =  µ113 –  µ213 – µ123 + µ223        [3.2] 
 
Tabla 3.11. Notación en un diseño 223 
  B1   B2   
 C1 C2 C3 C1 C2 C3  
A1 µ111 µ112 µ113 µ121 µ122 µ123 µ1++ 
A2 µ211 µ212 µ213 µ221 µ222 µ223 µ2++ 
 µ
 +11 µ+12 µ+13 µ+21 µ+22 µ+23 µ 
   
           
Los efectos simples simples de A en niveles fijos de B y C, así como los efectos simples 
simples de B en niveles fijos de A y C comparan 2 celdas únicamente, mientras que los 
efectos simples simples de C en niveles fijos de A y B comparan los tres niveles de C en 
los niveles especificados de A y B. Estas comparaciones entre 2 ó 3 celdas no pueden 
dar cuenta de la interacción entre 2 ó más niveles de tres factores. Los efectos simples 
simples se definen de la siguiente manera: 
                                                
2
 La hipótesis nula de interacción se puede plantear de otras formas, pero son todas  equivalentes (ver 
apartado 2.2). 




α1 en B1C1 =  µ111 – µ+11           β1 en A1C1 = µ111 – µ1+1           γ1 en A1B1 = µ111 – µ11+ 
α2 en B1C1 =  µ211 – µ+11           β2 en A1C1 = µ121 – µ1+1           γ2 en A1B1 = µ112 – µ11+ 
         γ3 en A1B1 =  µ113 – µ11+ 
α1 en B1C2 =  µ112 – µ+12 β1 en A1C2 = µ112 – µ1+2           γ1 en A1B2 = µ121 – µ12+ 
α2 en B1C2 =  µ212 – µ+12 β2 en A1C2 = µ122 – µ1+2           γ2 en A1B2 = µ122 – µ12+ 
         γ3 en B1C2 =  µ123 – µ12+ 
………………………  ……………………            …………………… 
αj en BkCl =  µjkl – µ+kl βk en AjCl = µjkl – µj+l                γl en AjBk = µjkl – µjk+ 
 
Y las hipótesis nulas correspondientes se pueden expresar como: 
H0: µ111 = µ211 = … = µj11 = µ+11   o bien: αj en B1C1 = 0 para todo j 
H0: µ112 = µ212 = … = µj12 = µ+12   o bien: αj en B1C2 = 0 para todo j 
H0: µ121 = µ221 = … = µj21  = µ+21  o bien: αj en B2C1 = 0 para todo j 
H0: µ122 = µ222 = … = µj22  = µ+22  o bien: αj en B2C2 = 0 para todo j 
……………………………… ………………………………… 
H0: µ1kl = µ2kl = … = µjkl  = µ+kl  o bien: αj en BkCl = 0 para todo j 
……………………………… ………………………………… 
H0: µj1l = µj2l = … = µjkl  = µj+l  ó bien: βk en AjCl = 0 para todo k 
……………………………… ………………………………… 
H0: µjkl = µjk2 = … = µjkl  = µjk+  ó bien: γl en AjBk = 0 para todo l 
 
Es claro que ninguna de estas hipótesis capta la complejidad de la H0 expresada en [3.2] 
 
B2) Los efectos simples consisten en agrupar los niveles de una de las variables 
independientes, dejando el diseño reducido a dos factores, y analizar los efectos simples 
de la misma manera que se hace en un diseño de dos factores. En la Tabla 3.12 se 
plantea un diseño similar al de la Tabla 3.11 pero, por conveniencia de la exposición, el 
factor que tiene tres niveles es el primero. Para analizar los efectos simples se agrupan 




los niveles de la variable C presentando la notación correspondiente para, a partir de ella 
plantear las hipótesis nulas correspondientes a los efectos simples.  
 
Tabla 3.12. Notación en un diseño 3 × 2 × 2 en el que se ha agrupado el tercer 
factor (C), celdas en fondo gris, para presentar la notación correspondiente 
 B1  B2   
 C1 C2  C1 C2   
A1 µ111 µ112 µ11+ µ121 µ122 µ12+ µ1++ 
A2 µ211 µ212 µ21+ µ221 µ222 µ22+ µ2++ 
A3 µ311 µ312 µ31+ µ321 µ322 µ32+ µ3++ 
 µ+11 µ+12 µ+1+ µ+21 µ+22 µ+2+ µ 
 
Los efectos simples en el diseño agrupado son de la forma: 
α1 en B1 =  µ11+ – µ+1+ β1 en A1 = µ11+ – µ1++   
α2 en B1 =  µ21+ – µ+1+ β2 en A1 = µ12+ – µ1++   
α3 en B1 =  µ31+ – µ+1+ 
……………………… ………………………  
αj en Bk =  µjk+ – µ+k+  βk en Aj = µjk+ – µj++  
 
 
Y las hipótesis nulas correspondientes se pueden expresar como: 
H0: µ11+ = µ21+ = … = µj1+ = µ+1+  o bien αj en B1 = 0 para todo j 
H0: µ12+ = µ22+ = … = µj2+  = µ+2+  o bien αj en B2 = 0 para todo j 
……………………………… ……………………………… 
H0: µ1k+ = µ2k+ = … = µjk+  = µ+k+  o bien αj en Bk = 0 para todo j 
H0: µ11+ = µ12+ = … = µ1k+  = µ1++ o bien βk en A1 = 0 para todo k 
H0: µ21+ = µ22+ = … = µ2k+  = µ2++ ó bien βk en A2 = 0 para todo k 
H0: µ31+ = µ32+ = … = µ3k+  = µ3++ ó bien βk en A3 = 0 para todo k 
……………………………… ……………………………… 
H0: µj1+ = µj2+ = … = µjk+  = µj++  ó bien βk en Aj = 0 para todo k 




Cada uno de los contrastes compara los niveles de uno de los factores en un nivel de 
otro factor cuando se agrupan los niveles del tercero, por lo que en ningún caso explican 
la interacción entre tres factores. 
 
B3) Los efectos simples de interacción se refieren a la interacción entre dos factores 
en cada nivel del tercer factor. En este caso se trata de un auténtico contraste de 
interacción, pero que por sí mismo no puede explicar la interacción entre tres factores. 
En la Tabla 3.11 los efectos simples de interacción, expresados como diferencia entre 
casillas respecto a la diferencia entre los marginales correspondientes, son: 
(βγ) en A1:  (µ111 –  µ121) – (µ11+ – µ12+)  o bien: (µ112 –  µ122) – (µ11+ – µ12+)  
                 o bien: (µ113 –  µ123) – (µ11+ – µ12+) 
(βγ) en A2:  (µ211 –  µ221) – (µ21+ – µ22+)  o bien: (µ212 –  µ222) – (µ21+ – µ22+)  
                 o bien: (µ213 –  µ223) – (µ21+ – µ22+) 
(αγ) en B1:  (µ111 –  µ211) – (µ11+ –  µ21+)  o bien: (µ112 –  µ212) – (µ11+ –  µ21+)  
      o bien: (µ113 –  µ213) – (µ11+ –  µ21+) 
(αγ) en B2:  (µ121 –  µ221) – (µ12+ –  µ22+)  o bien: (µ122 –  µ222) – (µ12+ –  µ22+)   
      o bien: (µ123 –  µ223) – (µ12+ –  µ22+) 
 (αβ) en C1:  (µ111 –  µ121) – (µ+11 –  µ+21)     o bien: (µ211 –  µ221) – (µ+11 –  µ+21)  
 (αβ) en C2:  (µ112 –  µ122) – (µ+12 –  µ+22)     o bien: (µ212 –  µ222) – (µ+12 –  µ+22)  
 (αβ) en C3:  (µ113 –  µ123) – (µ+13 –  µ+23)     o bien: (µ212 –  µ223) – (µ+13 –  µ+23) 
Y las hipótesis nulas correspondientes se pueden expresar como: 
H0: (µ111 –  µ121) = (µ11+ – µ12+)   o bien: (µ112 –  µ122) = (µ11+ – µ12+)   
      o bien: (µ113 –  µ123) = (µ11+ –  µ12+) 
 




H0: (µ211 –  µ221) = (µ21+ – µ22+)   o bien: (µ212 –  µ222) = (µ21+ – µ22+)  
      o bien: (µ213 –  µ223) = (µ21+ –  µ22+) 
H0: (µ111 –  µ211) = (µ11+ –  µ21+)   o bien: (µ112 –  µ212) = (µ11+ –  µ21+)  
o bien: (µ113 –  µ213) = (µ11+ –  µ21+) 
H0: (µ121 –  µ221) = (µ12+ –  µ22+)   o bien: (µ122 –  µ222) = (µ12+ –  µ22+)  
o bien: (µ123 –  µ223) = (µ12+ –  µ22+) 
H0: (µ111 –  µ121) = (µ+11 –  µ+21)      o bien:  (µ211 –  µ221) = (µ+11 –  µ+21)  
H0: (µ112 –  µ122) = (µ+12 –  µ+22)      o bien:  (µ212 –  µ222) = (µ+12 –  µ+22)  
H0: (µ113 –  µ123) = (µ+13 –  µ+23)      o bien:  (µ212 –  µ223) = (µ+13 –  µ+23) 
 
Cada uno de los posibles contrastes que se pueden plantear a base de efectos simples de 
interacción compara los efectos simples de un factor entre los niveles del segundo factor 
en un nivel fijo del tercer factor, por lo que estos contrastes no pueden dar cuenta de la 
interacción entre los tres factores. Al igual que cualquier contraste de interacción entre 2 
factores tiene que implicar como mínimo 2 (niveles) 2 (factores) = 4 celdas (Maxwell y 
Delaney, 2004), pues han de estar implicados al menos 2 niveles de cada uno de los 
factores, cualquier contraste de interacción que se refiera a tres factores tiene que 
implicar como mínimo 23 = 8 celdas.  
 
 
C) Interpretación correcta de la interacción de segundo orden 
 
La interacción se analiza correctamente comparando las interacciones de primer orden 
entre los niveles del tercer factor. La interpretación correcta de la interacción tiene 
diferentes implicaciones en diseños 2×2×2 que en diseños en que alguno de los factores 




tiene más de dos niveles. En el primer caso basta con hacer una interpretación basada en 
la tabla de medias o gráficos de  líneas, ya que la interacción implica las ocho medias 
disponibles, mientras que en el segundo es necesario realizar análisis adicionales para 
determinar cuales son las medias implicadas en la interacción detectada. Mientras que 
en la revisión bibliográfica se han encontrado algunas interpretaciones adecuadas para 
diseños 2×2×2, no se encontrado ningún artículo con diseños en que alguno de los 
factores tenga más de dos niveles en el que se haya realizado un desglose adecuado de 
la interacción entre tres factores. Más adelante se explicará como efectuar dichos 




3.3. Por qué se recurre al análisis de los efectos sim-
ples para interpretar una interacción significativa 
 
Como se ha señalado, la estrategia de recurrir al análisis de los efectos simples para 
interpretar una interacción significativa entre dos o tres factores está muy extendida. En 
nuestra opinión esto se debe al menos a dos razones. En primer lugar, a que las 
recomendaciones de los manuales de diseño y análisis no siempre son suficientemente 
claras y en segundo lugar a las limitaciones de los programas informáticos 
habitualmente utilizados por los investigadores en Psicología.  
 
3.3.1.  Discrepancias entre manuales 
Diversos manuales de diseño y análisis estadístico han llamado la atención sobre el 
hecho de que los efectos simples incluyen tanto efectos principales como de interacción 




(Kirk, 1995, págs. 377-378; Winer y cols, 1991, págs. 326-332), hasta el punto que Kirk 
(1995, pág. 383) ha llegado a afirmar:  
 
“Test of hypotheses about simple main effects and contrasts that involve cell means, 
may be interesting, but they do not help us understand the interaction between two 
treatments”.  
 
Esta afirmación ha sido recogida por otros autores como Jaccard (1998), pero a pesar de 
ello, prestigiosos manuales de diseño y análisis presentan los efectos simples como una 
estrategia apropiada (y en algunos casos única) para interpretar los datos en presencia de 
una interacción significativa (Howell, 2002, págs. 432, 489; Jaccard, 1998, pág. 20; 
Keppel y Wickens, 2004, pág. 247; Maxwell y Delaney, 2004, pág. 308; Pedhazur y 
Pedhazur, 1991, pág. 509; etc.).  Algo parecido sucede también con las referencias en 
castellano (ver, por ejemplo, Ato y Vallejo, 2007, pág. 193, 198; León y Montero, 2001, 
pág. 165; Pascual, 1998, pág. 97).  
A continuación se presenta una selección de comentarios y ejemplos que en 
nuestra opinión contribuyen a este estado de confusión.  
 
Howell (2002, pág. 432) señala: 
 “…The analysis of simple effects can be an important technique for analyzing data that 
contain significant interactions. In a very real sense, it allows us to “tease apart” 
interactions.”  
 
Como ilustración presenta un ejemplo, cuyas tablas y gráfico se reproducen a 
continuación. Se trata de un diseño 2 (Age: young; old) × 5 (Condition: counting, 
rhyming, adjective, imagery, intention). En la Tabla 3.13 se presentan los estadísticos 
descriptivos de la variable dependiente.  
 
 




Tabla 3.13. Estadísticos descriptivos (Tomada de Howell, 2002, pág. 432) 
 Condition  
 Counting  Rhyming Adjective Imagery Intention Mean 
Old 7,0 6,9 11,0 13,4 12,0 10,06 
Young 6,5 7,6 14,8 17,6 19,3 13,16 
Mean 6,75 7,25 12,90 15,50 15,65 11,61 
 
La tabla resumen del ANOVA (Tabla 3.14) muestra que los 2 efectos principales, Age y 
Condition son estadísticamente significativos, así como la interacción  Age × Condition. 
A continuación se presentan los efectos simples de Condition en cada nivel de Age y de 
Age en cada nivel de Condition que se reproducen en la Tabla 3.15. 
 
Tabla 3.14. Tabla de ANOVA (Tomada de Howell, 2002, pág. 432) 
Source df SS MS F 
A (Age) 1 240,25 240,250 29,94* 
C (condition) 4 1514,94 378,735 47,19* 
A  C 4 190,30 47,575 5,93* 
Error 90 722,30 8,026  
Total 99 2667,79   
* p < 0,05 
 
Tabla 3.15. Efectos simples (Tomada de Howell, 2002, pág. 432) 
Source df SS MS F 
Conditions (C)     
C at Old 4 351,52 87,88 10,95* 
C at Young 4 1353,72 338,43 42,15* 
Age (A)     
A at Counting 1 1,25 1,25 <1 
A at Rhyming 1 2,45 2,45 <1 
A at Adjective 1 72,20 72,20 9,00* 
A at Imagery 1 88,20 88,20 10,99* 
A at Intention 1 266,45 266,45 33,20* 
Error 90 722,30 8,03  
* p < 0,05 
 




Howell concluye (pág. 435): 
It is evident that differences due to conditions occur for both ages although the sum of 
squares for the older participants is only about one-quarter of what is for the younger 
ones. With regard to the Age effects, however, no differences occur in the lower-level 
tasks of counting and rhyming, but differences do occur on the higher-level tasks. In 
other words, differences between age groups show up on only those tasks involving 
higher level of processing. This is basically what Eysenck set out to demonstrate.  
 
El análisis de los efectos simples indica dos cosas: 1) hay al menos dos tareas que 
difieren entre sí, tanto entre los jóvenes como entre los mayores, y 2) los jóvenes y los 
mayores difieren entre sí en tres de las cinco tareas (justamente en las que requieren un 
mayor nivel de procesamiento). Sin embargo, este tipo de análisis no aclara el 
significado de la interacción. Una interpretación correcta del efecto de la interacción 
exige comparar diferencias. La Figura 3.2 representa las medias de cada una de las 
celdas. Su inspección visual facilita una impresión que concuerda con el análisis de los 
efectos simples, pero tampoco representa una interpretación formal de la interacción. De 
hecho, si los efectos simples de Age en Rhyming y Adjective, Imaginary o Intention no 
fuesen significativamente diferentes, hipótesis que no se explora con el análisis de los 
efectos simples, el apoyo que estos resultados dan a la teoría de Eysenk se vería 
reducido.  
















Finalmente Howell comenta (pág. 435):  “In general, we seldom look at simple effects 
unless a significant interaction is present”3  
Maxwell y Delaney (2004), proponen a título orientativo el esquema general 
de trabajo presentado en la Figura 3.3.  
 
Figura 3.3 Tomada de Maxwell y Delanay (2004, pág. 308) 
Is simple effect of A 
significant within specific
levels of B using α =.05/b ?
Perform comparisons of
individual cell means
within specific levels of B 
using an α of .05/b for the
collection of comparisons,
Is simple effect of B 
significant within specific
levels of A using α=.05/a ?
Perform comparisons of
individual cell means
within specific levels of A 
using an α of .05/a for the
collection of comparisons,
Is A × B 
interaction 
significant?
Is A mean 
effect 
significant?
Perform test of A 
marginal means
at α =.05
Is B mean 
effect 
significant?
















General guideline for analyzing effects in a two-factor design.
 
 
En el esquema se hace hincapié en los efectos simples y en la comparación entre pares 
de casillas, que los autores explican de la siguiente manera: 
 
When simple effects are performed in an attempt to interpret the meaning of a 
significant interaction, it is inevitable that multiple significance tests will be 
conducted… 
                                                
3
 La excepción a la que se refiere Howell son los contrastes “a priori”, pero son muy pocos los estudios 
que hacen este tipo de planteamiento y además lo explicitan claramente en los objetivos del estudio. 
 




…First consider tests for row effects –this is, tests of the factor A, which in our 
example is biofeedback. We will conduct three tests of biofeedback, one for each level 
of drugs [drug (B) has 3 levels]. The familywise α can be maintained at .05 by 
performing each of these tests at an α level of .05/3... Second consider test of the B 
factor.  
In addition, if a simple effects test yields a significant result, it typically is 
necessary to test comparisons of individual cell means unless the factor in question has 
only two levels (in which case the precise nature of the differences is already 
indentified).  
 
En resumen, esta recomendación aconseja que una vez se haya encontrado una 
interacción significativa se pase a analizar los efectos simples, manteniendo el control 
sobre el nivel α por familia de comparaciones, número de contrastes entre filas o 
número de contrastes entre columnas. Más adelante Maxwell y Delaney presentan un 
esquema similar, aunque de mayor complejidad para analizar la interacción entre tres 
factores (pág. 377). Estas recomendaciones tienen el problema de que si alguno de los 
factores tiene más de dos niveles el esquema propuesto no permite determinar con 
seguridad cuáles son las diferencias de medias implicadas en la interacción, pues el 
análisis de los efectos simples no informa sobre ello.  
En 1973, Games sugirió que las preguntas teóricas que se hacen la mayoría de los 
investigadores son contestadas por los efectos simples. Esta afirmación resulta 
discutible, pues si tal fuese el caso no se desarrollarían estudios controlados, y hay que 
recordar que en el momento en que se diseña un estudio controlado la clave reside en el 
hallazgo de una interacción significativa, pues la pregunta que se desea responder es del 
tipo ¿lo que pasa en el grupo experimental es lo mismo que lo que sucede en el grupo 
control? Una cuestión diferente es que una vez establecido el efecto de la interacción, se 
desee estudiar adicionalmente la magnitud del efecto de la intervención sobre la 




dependiente. El esquema general propuesto por Maxwell y Delaney resulta útil si una 
vez contrastada la interacción global el interés del investigador se centra en la magnitud 
de determinados efectos simples, pero no si su interés está en entender el significado de 
la interacción. Aunque estos autores previenen sobre la utilización estricta de la 
recomendación general y sugieren otros contrastes de interés entre los que incluyen 
aquellos que resultan útiles para desglosar la interacción en sus componentes, la 
aplicación de su esquema o estrategias similares se produce de forma acrítica en la 
mayoría de los estudios, como se pone de manifiesto en los artículos revisados en este 
trabajo. En contraposición a la afirmación de Games,  Jaccard (1998, pág. 17), señala:  
 
The vast majority of studies that use factorial designs in the social sciences pose 
research questions that focus on differences between mean differences, characterize 
interactions in terms of differences between mean differences, and draw substantive 
conclusions based on characterizations of differences between mean differences.  
 
Un poco más adelante (pág. 20) advierte:  
 
An analytical method frequently associated with interaction analysis is that of simple 
main-effects analysis. Numerous statiscians have notes that simple main-effects analysis 
has no necessary relationship with interaction analysis.  
 
Sin embargo, más adelante (pág. 58) indica:  
 
It is useful to supplement this [interaction] analysis with simple main-effects 
contrasts… However, a researcher often will want to know whether there is an effect of 
an independent variable on a dependent variable at each level of the moderator variable, 
and simple main-effects analysis provides perspectives on this.  
 




Es decir, una vez contrastada la existencia de una interacción significativa, puede 
resultar interesante analizar los efectos simples como información complementaria, pero 
en absoluto idéntica o como forma de interpretar la interacción.   
Algo parecido sucede en los trabajos publicados en español. Así León y Montero 
(2001, pág. 159) señalan:  
 
“…cuando hay una interacción significativa, debemos reinterpretar los resultados de las 
variables independientes en términos de efectos simples.”  
 
Y más adelante (pág. 161):  
 
“Al no ser las pendientes de los efectos simples iguales… Debemos informar de los 
efectos simples por separado”  
 
El punto sobre el que desean llamar la atención los autores es que en caso de que el 
efecto de la  interacción sea significativo, la interpretación de los resultados en términos 
de efectos principales no tiene sentido. Sin embargo, esta advertencia se suele 
interpretar por los investigadores en términos de “el paso siguiente a encontrar una 
interacción significativa es analizar los efectos simples”, lo cual como se ha señalado no 
es una forma de interpretar la interacción, por lo que tendrá sentido o no según el 
objetivo del estudio. Y cuando el objetivo del estudio sea interpretar una interacción, el 
análisis de los efectos simples es innecesario. 
En resumen, la mayoría de los manuales consideran el análisis de los efectos 
simples no como la forma de interpretar la interacción sino como una forma de obtener 
información adicional de interés para los investigadores. Sin embargo, a la hora de 
recomendar una estrategia para analizar la interacción frecuentemente se decantan por 
este procedimiento. Tal sucede en Maxwell y Delaney (2004), Howell (2002), hasta 
cierto punto en Jaccard (1998), posiblemente porque  a menudo se basan en ejemplos 




con diseños 2×2 para estudiar la interacción entre dos factores, ó 2×2×2 para estudiar la 
interacción entre tres factores. Como en estos diseños el efecto de interacción global 
contrastado en  la tabla de ANOVA no requiere de desgloses posteriores, pues 
necesariamente están involucradas todas las celdas del diseño, se pasa al análisis 
adicional de los efectos simples, dejando en un plano secundario los contrastes que 
realmente permitirían desglosar la interacción en diseños de mayor complejidad.   
 
3.3.2.   Limitaciones de los programas informáticos 
El programa informático que se utiliza en la inmensa mayoría de los artículos revisados 
(el SPSS) no permite realizar un análisis post hoc de la interacción (al menos, no de 
forma directa): permite, mediante sintaxis, analizar los efectos simples y las 
comparaciones por pares asociadas a los efectos simples (ver Pardo y Ruiz, 2005, págs. 
374-375, págs. 380-385); también permite comparar diferencias relacionadas con la 
interacción en los diseños de medidas repetidas (ver Field, 2005, págs. 471-478; esta 
estrategia no ha sido utilizada en ninguno de los artículos revisados); pero no permite 
efectuar los contrastes que aíslan el efecto de la interacción en los diseños factoriales 
con grupos al azar. Con otros programas disponibles en el mercado (SAS, Minitab, 
STATA…) ocurre algo parecido. 
Una revisión de los manuales de análisis de datos con el programa SPSS pone de 
manifiesto que la estrategia analítica recomendada por la mayoría de ellos para 
interpretar una interacción significativa es, simplemente, la inspección del gráfico de 
líneas o el análisis de los efectos simples. En la Tabla 3.16 se ofrece un resumen de los 
procedimientos propuestos en estos manuales para la interpretación de una interacción 
significativa. 




En el capítulo 5 “Cómo efectuar contrastes para interpretar correctamente la 
interacción” veremos cómo se pueden plantear los contrastes que permiten desglosar 
una interacción significativa en diseños de dos y tres factores. 
 
Tabla 3.16. Recomendaciones de los manuales de análisis de datos con SPSS para 
interpretar la interacción significativa 
    
Recomendaciones para interpretar 
una interacción significativa 
Autor Año Ninguna Ef. Simples Gráfico 
Álvarez, M. 1998 ×     
Álvarez, R. 1994 ×     
Balluerka, N., Vergara, M. I., Arnau y Gras, J. 2002   ×   
Bryman, A. 2001     × 
Camacho, J. 2004 
Medias 
(celdas) × × 
Coakes, S. J. 2005   × × 
Ferrán, M 2001 ×     
Gerber, S. B., Voelkl K.  2005 ×     
Ho, R. 2006   ×   
Kinnear, P. R., Gray C. D. 2006   ×   
Landau, S., Everitt, B. S. 2004     × 
Martín, P. J. 2006       
Martínez, M. A., Sánchez, A., Faulín, F. J. (eds.) 2007   × × 
Miller, R. L.;  Campling, J. (ed.) 2002     × 
Milton, J. S. 2007   ×   
Pardo, A y Ruiz, M.A. 2005  × × 
Pérez, C. 2005     × 
Pérez, C. 2005     × 
Pérez, C. 2004     × 
Rodríguez, M. J., Mora, R. 2001     × 
Vicente, M. L. 2005   × × 





4. Ejemplos de errores que se cometen 
al analizar la interacción  
 
En este capítulo se presentan ejemplos comentados del tipo de errores que se cometen al 
analizar y/o interpretar la interacción entre dos y tres factores. También se presentan 
algunos ejemplos en los que la interacción se analiza e interpreta correctamente 
 
4.1. Ejemplos de errores que se cometen al analizar 




Los ejemplos seleccionados se presentan agrupados en las tres categorías utilizadas en 
la Tabla 3.1: A) Error consistente en no analizar o no interpretar la interacción de primer 
orden; B) La interacción de primer orden se interpreta recurriendo al análisis de los 
efectos simples; y C) Interpretación correcta de la interacción de primer orden. 
 
A) Ejemplos de errores consistentes en no analizar o no interpretar la 
interacción de primer orden 
 
 
Se ha encontrado un único trabajo en que se concluye la existencia de la interacción 
entre dos factores sin realizar ningún análisis formal.  
 




Ejemplo 1) (Psicothema, 2005) Los autores estudian en una escala de 0 a 150 puntos la 
autopercepción de los padres en las prácticas educativas, considerando el sexo de estos 
y tres posibles estilos educativos familiares. Se trata de un diseño con dos factores: uno 
intrasujetos, estilo educativo familiar (con tres niveles: autoritario, equilibrado, 
permisivo) y otro intersujetos, sexo parental (con dos niveles: padre, madre), siendo la 
variable dependiente la puntuación asignada a cada tipo de estilo educativo. Parte de los 
resultados se presentan en la Figura 1 del artículo, que se ha reproducido en la Figura 
4.1. En el apartado de resultados (pág. 79) se describen los hallazgos como sigue:  
“Valoración de los padres: tanto en el padre como en la madre, la puntuación media 
más alta corresponde al estilo equilibrado, con gran diferencia con los otros dos estilos 
educativos, que resultaron distribuidos de tal manera que la media más baja es la que 
corresponde al estilo autoritario y la intermedia al permisivo (Figura 1). Sin embargo, 
hay una pequeña diferencia entre el padre y la madre, resultando las puntuaciones 
medias de la autopercepción del padre más elevadas en el estilo equilibrado y menos en 
el estilo autoritario” (cursiva mía).   
 
El párrafo anterior es una mera descripción de la figura en la que se presentan los 
resultados muestrales. A pesar de no mediar ningún análisis formal, se describe una 
interacción entre el sexo parental y los estilos educativos, centránda en las diferencias 
entre sexo y los estilos equilibrado y autoritario.  
Figura 4.1. Tomada del original (Psicothema, 2005) 
 




Este mismo error se está produciendo cuando se concluye la existencia de interacción 
sobre la tabla de medias o gráfico, aunque exista un análisis preliminar de los efectos 
principales. Se trata del mismo error porque el análisis de los efectos principales no es 
informativo de la posible interacción por lo que, en lo que se refiere a ésta, estamos en 
la misma situación de interpretar exclusivamente sobre un gráfico. Sin embargo, los 
autores se sienten más autorizados a concluir la existencia de interacción por el hallazgo 
de efectos principales significativos, por lo que este tipo de interpretación errónea es 
más frecuente como ilustran los siguientes ejemplos. 
 
Ejemplo 2) (Psicothema, 2000) El autor estudia las diferencias que pueda haber en el 
rasgo de búsqueda de sensaciones en función de la edad y el sexo, utilizando la forma V 
de la Escala de Búsqueda de Sensaciones de Zuckerman. Se trata de un diseño con dos 
factores intersujetos: grupo de edad (con tres niveles: 17-19 a.; 20-29 a.; 30-40 a.) y 
sexo (con dos niveles: hombre, mujer). Respecto a las puntuaciones totales en la escala 
de Zuckerman, se presentan en dos tablas diferentes (Tablas 2 y 3 del artículo 
referenciado) las puntuaciones para ambos sexos ([media ± D.T.]: hombres 20,5 ± 6,0; 
mujeres: 17,6 ± 6,1; t = 5,37; p < 0,0005) y para los tres grupos de edad considerados 
(17-19 años, 18,3 ± 6,1; 20-29 años, 19,6 ± 6,2; 30-40 años, 16,6 ± 6,5; F = 7,87; p < 
0,0005) En la Figura 4.2 se presentan los resultados desglosados por edad y sexo 
(Figura 2 del artículo referenciado) que el autor comenta de la siguiente manera (pág. 
231). 
 
“Como se puede observar parece que la mayor diferencia en el rasgo entre hombres y 
mujeres, se presenta en la primera franja de 17-19 años y la menor diferencia en la 
franja de 30-40 años. Por otra parte, en la franja de 20-29 años se produce un aumento 




en la puntuación, siendo más notorio este aumento en la muestra de mujeres” (cursiva 
mía). 
Los análisis realizados se refieren a los efectos principales de edad y sexo, pero en 
ningún caso a la interacción entre ambos factores, que se basa en la mera inspección 
visual del gráfico. Sin embargo, el comentario del autor se refiere al efecto de 
interacción. 
Figura 4.2 Tomada del original  (Psicothema, 2000) 
 
 
Ejemplo 3) (IJCHP, 2004) Los autores estudian el efecto de la hipnosis y la terapia de 
aceptación y compromiso (ACT) en la mejora de la fuerza física de piragüistas. Se trata 
de un diseño con dos factores: uno intrasujetos, sesiones (con cuatro niveles: línea base; 
sesión 1; sesión 2; sesión 3), y otro intersujetos, grupo de tratamiento (con dos niveles: 
ACT, hipnosis). Los resultados respecto al número de repeticiones (fuerza muscular) se 
presentan en la la Figura 1 del artículo, que se reproduce en la Figura 4.3, y se presentan 
en el apartado resultados (pág. 489) de la siguiente manera: 
 




“La variable intra-sujetos se refería a la paulatina aplicación de los tratamientos. Ambos 
grupos de sujetos obtuvieron mejoras estadísticamente significativas en el número de 
repeticiones al final de la intervención, en comparación con la línea base (F(1, 14) = 
41,13; α < 0,001). El rendimiento del grupo de ACT y el grupo de hipnosis corrieron 
parejos hasta llegar a la última medida, en que el grupo ACT mostró una ejecución 
visiblemente mejor que el grupo hipnosis. Sin embargo, la variable entre-sujetos no 
llega a revelarse estadísticamente diferente a un nivel de confianza adecuado (F(1, 14) = 
2,33; α = 0,14)” (cursiva mía). 
 
Los análisis realizados se refieren a efectos principales considerando sólo dos de los 
cuatro niveles intra-sujetos “…mejoras estadísticamente significativas en el número de 
repeticiones al final de la intervención, en comparación con la línea base…” y al efecto 
principal inter-sujetos. Ninguno de ellos informa sobre la interacción que de nuevo se 
basa en la mera inspección de la figura. 
Figura 4.3. Tomada del original (IJCHP, 2004).  
 
 
Ejemplo 4) (Psicothema, 2002) Los autores estudian la percepción de la calidad de vida 
en la infancia en función de la edad, el sexo y la nacionalidad de los niños encuestados. 
El diseño requiere un análisis con 3 factores inter-sujeto: el primero, edad (con dos 
niveles: 8 a.; 12 a.), el segundo, sexo (con dos niveles: hombre; mujer), y el tercero, 
nacionalidad (con dos niveles: española; argentina). En tanto que los investigadores tan 




solo declaran el interés de estudiar la calidad de vida percibida por los niños en dos 
países diferentes y en dos grupos de edad diferentes, el análisis que realizan se circuís-
cribe a dicha declaración de objetivos, comparando exclusivamente los dos niveles de 
cada uno de los factores por medio de la prueba T como se muestra en las Tablas 2, 3 y 
4 del manuscrito referenciado (pág. 89) que se presentan agrupadas en la Tabla 4.1. 
 
Tabla 4.1. Tomada del original (Psicothema, 2002) 
 
Mientras que en el apartado de resultados se comentan cada una de las tablas de forma 
independiente del resto de los análisis, en la discusión (pág. 89), se dice:  




“Tanto en Argentina como en España las experiencias de satisfacción a la edad de 8 años 
se relacionan especialmente con…” En el siguiente párrafo de la discusión leemos: “A los 
12 años la situación cambia notablemente… Los resultados difieren, por otra parte, entre 
Argentina y España”.  
Se está reivindicando una interacción a la que no se ha prestado atención ni en el diseño 
del estudio ni en el análisis de los resultados obtenidos y que por tanto no tiene ningún 
fundamento analítico. 
 
Ejemplo 5) (Psicothema, 2001) Los autores desarrollan un estudio que según su propia 
declaración de objetivos  “…trata de explorar diferencias por sexo y edad en los estilos 
de personalidad del MIPS” considerando dos grupos de edad: junior y senior. A pesar 
de ello, no plantean un diseño factorial con 2 factores intersujetos: el primero, sexo (con 
dos niveles: hombre; mujer), y el segundo, edad (con dos niveles: junior; senior), sino 
que estudian los dos factores de forma independiente. Los resultados se presentan en las 
Tablas 1 y 2 del artículo, que se reproducen en las Tablas 4.2 y 4.3, concluyéndose a 
partir de ellas (págs. 121): 
 
“De esta lectura inicial de las Tablas 1 y 2 se desprende que la edad es una fuente 
mayor de diferencias grupales que el sexo, ya que los valores del tamaño del efecto (d) 
aparecen más amplios y para más variables, en los sujetos clasificados como junior y 
senior que en los grupos de hombres y mujeres” 
 
Aunque en este párrafo no se reivindica la interacción entre edad y sexo, hay que 
hacerle dos críticas básicas: a) en ningún momento se han comparado directamente los 
efectos de la edad y el sexo sobre las dependientes; b) si ambos factores influyen en las 
dependientes parece obligado estudiar la posible interacción entre ellos. 
 




Tabla 4.2. Tomada del original (Psicothema, 2001) 
 
 
Tabla 4.3. Tomada del original (Psicothema, 2001) 
 




Para concluir con los grupos de errores que tienen como factor común no analizar la 
interacción, es conveniente llamar la atención sobre una forma de eludir dicho análisis 
que consiste en combinar dos variables de clasificación en una sola metavariable con un 
número de niveles igual al producto del número de niveles en cada una de ellas. Esta 
forma de “escamoteo de la interacción” se completa con un ANOVA de un factor con 
una sola variable intersujetos (la metavariable creada artificialmente) y un análisis post-
hoc de los pares de niveles que difieren entre sí.  
 
Ejemplo 6) (IJCHP, 2004) Los autores estudiaron las diferencias psicosociales en 
personas portadores y no portadoras de VIH. Los grupos estudiados fueron portadores 
asintomáticos (hombres homosexuales, hombres heterosexuales y mujeres 
heterosexuales) y no portadores (hombres homosexuales, hombres heterosexuales y 
mujeres heterosexuales). Sin embargo, a la hora de realizar el análisis se crea “de facto” 
una meta-variable “infección por VIH × sexo × condición sexual”, con 6 niveles 
diferentes y se desarrolla un ANOVA de 1 solo factor intersujetos con 6 niveles. Los 
resultados se presentan en las Figuras 1 y 2 del artículo referenciado, que se reproducen 
en las Figuras 4.4 y 4.5. En el apartado resultados (pág. 62) se indica:  
 
“Se encontraron diferencias significativas en las variables depresión (F=4,733;p<0,002) 
y ansiedad rasgo (F=4,863; p<0,001) entre los distintos grupos, específicamente entre el 
grupo de hombres heterosexuales seropositivos en comparación con los tres grupos 
seronegativos, y en la variable ansiedad en los grupos de hombres y mujeres 
heterosexuales seropositivos en comparación con los grupos de hombres homosexuales y 
heterosexuales negativos (Figuras 1 y 2)”.4  
 
 
                                                
4
 Ni en el apartado Método ni en Resultados se indica como se realizaron las pruebas post-hoc 




En la discusión se indica (pág. 63): 
 
“Es necesario resaltar que esos síntomas (ansiedad) se presentan altos en ambos grupos 
de portadores, tanto en hombres como en mujeres heterosexuales. Parece relevante 
comentar que entre estos dos grupos no se encuentran diferencias, es decir, parece ser de 
acuerdo a nuestra muestra, que el ser portador de VIH se relaciona con determinados 
grados de ansiedad independientemente de su condición sexual. Esto contrasta con la 
literatura disponible que considera que las mujeres sanas presentan mayores índices de 
ansiedad que los hombres sanos…” (cursiva mía). 
 
Posiblemente, un análisis de interacción sexo × infección por HIV habría resultado 
significativo, proporcionando evidencia para aclarar las dudas planteadas por el 
investigador en el párrafo anterior.5 Finalmente, la discusión (pág. 64) acaba 
reivindicando una interacción entre sexo e infección por HIV sobre las alteraciones 
emocionales que realmente no se ha estudiado.  
“Creemos que los datos aquí obtenidos demuestran que los sujetos que portan el virus 
presentan mayores índices de alteración emocional. De la misma forma, y adicional a lo 
anterior, los síntomas se presentan en mayor medida en los sujetos heterosexuales y aún 
más en los hombres heterosexuales (quienes presentan altos índices en las dos variables 
en las que se encontraron diferencias)” (cursiva mía). 
 
Figura 4.4. Tomada del original (IJCHP, 2004) 
 
                                                
5
 Hay que señalar que, como se verá más adelante, la realización de los contrastes adecuados por medio 
de la asignación de coeficientes a cada uno de los niveles de la metavariable permitiría realizar contrastes 
de interacción correctamente, aunque éste no es el caso del ejemplo.  




Figura 4.5. Tomada del original (IJCHP, 2004) 
 
 
Ejemplo 7) (Psicothema, 2002) Los autores estudiaron el efecto de la relajación 
muscular sobre la presión arterial y frecuencia cardiaca de pacientes hipertensos que 
recibían o no medicación para la hipertensión. Para ello distribuyeron al azar 40 
pacientes entre cuatro grupos diferentes: relajación medicado, relajación no medicado, 
control medicado y control no medicado. La presión arterial y frecuencia cardiaca de 
todos los pacientes fue medida antes de la intervención, al término de la misma ocho 
semanas después, y en un seguimiento posterior 6 meses después. Por lo tanto se trata 
de un diseño factorial con tres factores: dos factores intersujetos, técnicas de relajación 
(con dos niveles: sí; no) y medicación (con dos niveles: sí; no), y un factor intrasujetos, 
momento (con tres niveles: pre-tratamiento; post-tratamiento; seguimiento). Parte de los 
resultados se presentan en la Tabla 3 del estudio, que se reproduce en la Tabla 4.4. En el 
apartado de resultados se indica (pág. 48): 
 
 “Systolic blood pressure: Analyisis of covariance revealed a treatment group difference 
on SBP (p < 0,000) at post-treatment. Subsequent análisis [post hoc] using a Student «t» 
test revealed significant differences between the unmedicated relaxation group and 
unmedicated control group (p < 0,052), between the medicated relaxation group and 
medicated control group (p < 0,006) and between the unmedicated relaxation group 




and medicated control group (p < 0,008).” (cursiva mía). A Student “t” test showed 
that SBP decreased significantly in the unmedicated relaxation group (p<.000) and 
medicated relaxation group (p<.01). the unmedicated control group increased 
significantly SBP (p<.036) 
 
En este ejemplo se desea centrar la atención en el efecto que tiene sobre el análisis la 
creación de la meta-variable, independientemente de otras consideraciones. Parece 
totalmente justificado estudiar la interacción relajación × medicación, máxime cuando 
ambas intervenciones tuvieron un efecto sobre la presión arterial ambulatoria, pues es 
plausible pensar que el efecto de la relajación sobre la presión arterial será diferente en 
presencia o ausencia de medicación antihipertensiva. Sin embargo, como se ha creado 
una metavariable relajación × medicación con cuatro niveles, no es necesario estudiar 
la posible interacción entre relajación y medicación sobre ninguna de las dependientes, 
SBP, DBP y HR; y bastaría con estudiar los pares de niveles que discrepan entre sí en la 
metavariable.  
Tabla 4.4 Tomada del original (Psicothema, 2002) 
 




Mientras que en los ejemplos presentados anteriormente no se ha estudiado la 
interacción formalmente, en los que se van a presentar a continuación si que existe un 
análisis de interacción, si bien no se presta atención a los resultados o el análisis es 
incompleto y se interpreta informalmente sobre una figura. En primer lugar se 
presentarán ejemplos en los que se encuentra una interacción significativa que se pasa 
por alto y no se explica ni se tiene en cuenta a ningún efecto. 
 
Ejemplo 8) (Psicothema, 2000) Los autores construyeron dos adaptaciones españolas 
del Test de Recuerdo Verbal Selectivo de las que estudiaron sus propiedades 
psicométricas. El apartado resultados (pág. 156), que se reproduce íntegramente a 
continuación, indica:  
“Se realizó un ANOVA mixto con un factor intrasujetos (Forma) y dos factores 
intersujetos (sexo y orden de presentación) para cada variable dependiente, a fin de 
analizar los posibles efectos de estos factores, así como sus posibles interacciones. El 
nivel de significación nominal de 0,05 fue corregido utilizando el método de 
Bonferroni.  El análisis de varianza indicó un efecto principal de la variable forma para 
RLTR (F(1, 46) =13,98; p<0,002) y una interacción significativa orden  forma para 
Cued Recall [una de las variables dependientes] (F(1, 46) = 13,98, p<0,002)  
En la Tabla 1 se presentan las medias, desviaciones estándar para cada forma, el 
coeficiente de correlación de Pearson y el coeficiente de correlación intraclase (ICC) de 
cada una de las medidas. En la Tabla 2 se presenta lo mismo para el orden 1 y en la 
Tabla 3 para el orden 2.intraclase” (tablas no reproducidas) 
 
No se vuelve a nombrar dicha interacción en el apartado resultados,  ni tampoco en la 
discusión, ni tan siquiera para explicar que el hallazgo no tiene interés. 
 




Ejemplo 9) (Psicothema, 2005) Los autores estudiaron el efecto de presentar: a) 
estímulos intrusivos consistentes, asociados al mismo reforzador (grupo consistente); b) 
estímulos intrusivos inconsistentes, asociados a otro reforzador (grupo inconsistente); c) 
estímulos intrusivos asociados tanto al mismo como a otro reforzador (grupo no 
correlacionado); d) no presentar estímulos intrusivos (grupo control), con diferentes 
intervalos muestra-comparativo (EM-ECO’s) de 0 a 16 s, siendo la variable dependiente 
el índice de discriminación. Se trata de un diseño con dos factores: uno intersujetos, 
grupo (con cuatro niveles: consistente; inconsistente; no-correlacionado; control), y otro 
intrasujetos, intervalo EM-ECO’s (con cinco niveles: 0 s; 2 s; 4 s; 8 s; 16 s). En el 
primer párrafo de resultados (pág. 120) los autores indican:  
 
“La primera cuestión a determinar en el presente estudio fue si la intromisión de los 
estímulos intrusivos producía efectos distintos en la ejecución de los sujetos de cada 
uno de los grupos, específicamente sobre el índice de discriminación”  (cursiva mía) 
 
Los resultados se presentan en la Figura 1 del artículo, que se reproduce en la Figura 
4.6,  y se comentan de la siguiente manera (pág. 120): 
 
“En la Figura 1 se presentan los índices de discriminación (ID’s)…” [sigue una 
descripción de la figura.] “Un análisis de varianza de dos factores (grupo  demora) 
mostró diferencias significativas entre grupos…” [sigue una descripción del efecto 
principal de grupo con las comparaciones post hoc entre los cuatro niveles.] 
“Adicionalmente se encontró una interacción estadísticamente significativa entre el 
valor del intervalo EM-ECO’s y el grupo (F (12, 59) = 8,369, p < 0,001).” (cursiva 
mía) 
 
En el resto del apartado de resultados no se vuelve a hacer mención de dicha interacción 
a pesar de haber resultado significativa. 
 
 




Figura 4.6. Tomada del original (Psicothema, 2005) 
 
 
Ejemplo 10) (Psicothema, 2000) Los autores estudiaron la influencia de la ablación 
telencefálica y el reforzamiento (parcial o continuo) sobre el aprendizaje instrumental 
en la carpa dorada, tanto en la adquisición como en la extinción de la conducta de 
búsqueda de alimentación, en una de las cámaras de un laberinto acuático circular 
dividido en tres cámaras. Tanto para la adquisición como para la extinción se trata de un 
diseño de tres factores: un factor intrasujetos, bloque de sesiones (con 8 niveles), y dos 
factores intersujetos, ablación telencefálica (con dos niveles: ablación; cirugía de 
control), y reforzamiento (continuo [en todas las sesiones de adquisición]; parcial [en el 
50% de las sesiones de adquisición]). Los resultados se presentan en la Figura 2 del 
artículo de referencia, que se reproduce en la  Figura 4.7. En el apartado de resultados, 
después de hacer una breve descripción visual del periodo de adquisición se presentan el 
ANOVA de 3 factores, del que se indica (pág. 522): 
“A Schedule (C, P) × Lesión (L, S) × 4-Trial Block análisis of variance on the 
transformed latencies yielded a significant acquisition effect (F(7, 168) = 5,385, p < 




0,001), a significant Lesion  Trial interaction (F(7, 168) = 5,835, p < 0,001) and a 
significant main effect for lesion (F(1, 24) = 4,845, p < 0,04)” (cursiva mía). 
 
En el apartado de resultados no se vuelve a citar esta interacción. Una situación similar 
se da en el periodo de extinción. De nuevo se comienza describiendo visualmente la 
parte de la figura correspondiente (niveles del 9 al 16) para continuar describiendo el 
ANOVA de tres factores, del que se dice: 
 “A Schedule (C, P) × Lesión (L, S) × 4-Trial Block analysis of variance on the 
transformed latencies confirmed both observations. There was a significant Lesion  
Trial interaction (F(7, 168) = 2,292, p < 0,03), and a significant main effect of schedule 
(F(1, 24) = 4,349, p < 0,05)” (cursive mía). 
En ambos casos el análisis de varianza se utiliza como un complemento de la inspección 
visual y no se le presta mayor interés.6 
Figura 4.7. Tomada del original (Psicothema, 2000) 
 
 
                                                
6
 NOTA relativa al ejemplo 10. Este ejemplo podría ser considerado igualmente como un caso en que 
después de encontrar una F de interacción significativa se acude a una tabla o figura para explicar la 
interacción (apartado siguiente). Sin embargo, la forma de presentar los resultados sugiere que primero se 
ha descrito la interacción sobre la figura y luego se ha utilizado la F de interacción exclusivamente para 
corroborar la impresión gráfica obtenida previamente. 




A continuación se presentan ejemplos de estudios en los que la interacción no se analiza 
completamente: se ofrece un análisis formal de la interacción global y una 
interpretación informal. Se trata de estudios en los que, después de un contraste global 
de la interacción estadísticamente significativo, en lugar de desglosar e interpretear la 
interacción correctamente se trata de explicar su significado interpretando directamente 
una tabla o gráfico de medias. Este procedimiento, que sería correcto si cada uno de los 
factores no tuviese más que dos niveles, resulta inadecuado cuando alguno de los 
factores tiene tres o más niveles, puesto que la interpretación sobre la tabla o gráfico no 
garantiza entre qué niveles de los factores se están dando las diferencias que sustancian 
la interacción y a veces ni siquiera da pistas al respecto. El sustrato sobre el que se 
apoya este error consiste, al igual que alguno comentado anteriormente, en confundir los 
resultados obtenidos en la muestra (medias observadas) con las medias poblacionales, 
adjudicando a la población diferencias que pueden ser mera consecuencia del muestreo. 
 
Ejemplo 11) (Psicothema, 2000) Los autores estudiaron la influencia de la presión 
temporal y el canal de comunicación utilizado para el trabajo en grupo sobre la calidad 
del desempeño en tres tipos de tareas. Se trata de un diseño de dos factores intersujetos: 
el primero, presión temporal (con dos niveles: con presión; sin presión), y el segundo 
canal de comunicación (con tres niveles: cara a cara [CAC]; videoconferencia [VC]; 
correo electrónico [CE]). Los tres tipos de tarea fueron: intelectivas, de negociación y 
creativas. La variable dependiente, calidad del desempeño, se midió de diferente manera 
en función del tipo de tarea. En el apartado resultados (pág. 243) se señala: 
 
“Se hallan diferencias significativas en función de la interacción canal*presión en las 
tareas intelectivas (F = 3,98, p = 0,021) y en las creativas (F = 7,45, p = 0,001), aunque 




no en las de negociación (F = 0,54, p = 0,584). La representación gráfica de las medias 
nos ayuda a comprender los resultados.” 
 
Los gráficos 1 y 3, que se reproducen en las Figuras 4.8 y 4.9, corresponden a las 
interacciones estadísticamente significativas. Respecto al gráfico 1 (véase la Figura 4.8), 
los autores señalan (pág. 243): 
 “Respecto a las tareas intelectivas, se observa que aunque el desempeño mejora en 
todos los canales de comunicación cuando trabajan sin presión temporal, esta mejora es 
mucho mayor en el caso del correo electrónico y de cara a cara que en videocon-
ferencia (ver gráfico 1). Dicho de otra manera, en las tareas intelectivas, la presión 
temporal afecta de manera más negativa a las condiciones de correo electrónico y de 
comunicación cara a cara que a la videoconferencia. Por otra parte, como puede 
contemplarse en el gráfico 1, la presión temporal acentúa las diferencia en desempeño 
grupal en función del canal.” (cursiva mía)  
 
Se está afirmando que existen diferencias que no se han constatado mediante el 
correspondiente análisis. Para confirmar, por ejemplo, que la mejora es “mucho mayor” 
en el caso del correo electrónico que en el de la videoconferencia es necesario comparar 
ambas mejoras, cosa que no se hace.  
 
Figura 4.8. Tomada del original (Psicothema, 2000) 
 




Respecto a su gráfico 3 (véase la Figura 4.9) los autores señalan (pág. 244): 
 “Finalmente, en cuanto a las tareas creativas, la significación de las diferencias 
consiste en que mientras en correo electrónico y sobre todo en videoconferencia el 
desempeño es mejor en situaciones de presión temporal, en cara a cara el rendimiento 
es más alto cuando no existe presión temporal para la realización de la tarea.” (cursiva 
mía) 
 
De hecho en este caso no se llega a especificar entre qué niveles de canal se producen 
las diferencias entre efectos simples que justifican la interacción presión × canal. Se da 
por supuesto que entre VC y CAC, pero no queda claro si también entre CE y CAC. De 
nuevo sería necesario desglosar formalmente la interacción por medio de contrastes 
lineales adecuados para averiguar entre qué niveles de canal se produce un efecto 
diferencial de la presión sobre el rendimiento medio.  
 
Figura 4.9. Tomada del original (Psicothema, 2000) 
 
 
Ejemplo 12) (Psicothema, 2004) Los autores estudiaron la relación entre el efecto de 
compatibilidad de los distractores y el efecto Simon sobre el tiempo de respuesta (TR) 
en el procesamiento de información. Además se utilizaron diferentes distancias objeto-




distractor (O-D). Todos los sujetos pasaron por todas las condiciones experimentales. Se 
trata de un diseño factorial con tres factores intrasujetos: compatibilidad de los 
distractores (con tres niveles: compatible; incompatible; neutro), efecto Simon 
[presentación de un estímulo acústico durante la emisión de la respuesta] (con tres 
niveles: mismo lado; lado contrario; ambos lados [la respuesta se tenía que emitir con la 
mano derecha o izquierda dependiendo de la información presentada en pantalla]) y 
distancia O-D  (con dos niveles: 0,65º; 1,30º). En el apartado de resultados se indica: 
 
“…resultaron estadísticamente significativas las siguientes [interacciones]: estímulo 
acústico × compatibilidad de los distractores (F(4, 44) = 5,074, p<0,01, η2 
=0,316)…”.  
La Figura 4.10 reproduce la Figura 2 del artículo, donde se presentan los resultados, que 
se comentan en la pág. 278 como sigue: 
“…en la Figura 2 se observa que mientras que en la condición de distractores 
compatibles  apenas existe un efecto diferencial sobre los TRs según el tipo de estímulo 
acústico, en las condiciones incompatible y neutra aparece un fuerte efecto de 
interferencia del estímulo acústico, efecto que como veremos a continuación dependerá 
de la distancia que separa el objetivo de los distractores” (cursiva mía) 
 
En este párrafo se interpreta la interacción por medio de la descripción de los efectos 
simples. Tal tipo de interpretación solo es posible en un diseño 2×2, donde la 
interacción captada por la F global involucra diferencias significativas entre los dos 
efectos simples definidos por las 4 celdas del diseño. Sin embargo, en un diseño con dos 
factores y tres niveles en cada factor como el del ejemplo, la interacción global se puede 
desglosar en 9 comparaciones, involucrando cada una de ellas las diferencias entre dos 
niveles de cada uno de los factores, de las que no se ha llevado a cabo ninguna. 
 
 





Figura 4.10. Tomada del original (Psicothema, 2004) 
 
 
B) Ejemplos de errores en los que la interacción de primer orden 
se interpreta recurriendo al análisis de los efectos simples 
 
Un tipo de error frecuente se produce cuando se analizan los efectos simples como 
medio para estudiar la interacción sin analizar ésta por medio de los contrastes 
adecuados. Este tipo de error tiene su fundamento en una interpretación equivocada de 
la interacción consistente en creer que hay interacción cuando uno o más efectos 
simples son significativos y uno o más efectos simples no los son. Consecuentemente 
con esta forma de pensar, es frecuente que los investigadores acudan directamente a los 
efectos simples sin realizar un verdadero análisis de interacción, que sería considerado 
como un “paso intermedio” de escaso interés. Este error se produce incluso cuando el 




objetivo del estudio es poner de manifiesto una interacción entre dos factores o cuando 
se concluye la existencia de una interacción que no se analizó.  
 
Ejemplo 13) (Psicothema, 2001) Los autores estudiaron el efecto de la asimetría 
hemisférica, presentación en el campo visual derecho o izquierdo, en el reconocimiento 
de palabras (se presentan tanto palabras como pseudopalabras), analizando la influencia 
de la frecuencia de utilización e imaginabilidad de las palabras. Si se consideran tan 
solo los aciertos, reconocimiento de palabras como tales, nos encontramos ante un 
diseño de tres factores intrasujetos: campo visual (con dos niveles: CVD-HI; CVI-HD), 
frecuencia de las palabras (con dos niveles: frecuentes; infrecuentes) e imaginabilidad 
de las palabras (con dos niveles: alta imaginabilidad [palabras concretas]; baja 
imaginabilidad [palabras abstractas]).  
En lo referente al análisis del TR de las palabras, después de la presentación de los 
efectos principales de los factores frecuencia de las palabras, imaginabilidad de las 
palabras y campo visual, se dice (pág. 26): 
 
“La interacción entre el factor Frecuencia y el factor Imaginabilidad resultó 
estadísticamente significativa, ya que en las palabras frecuentes, los tiempos de las 
concretas son similares a los de las abstractas; sin embargo, en las palabras 
infrecuentes, las palabras abstractas tienen tiempos mucho mayores que las concretas 
[F(1, 36) = 32,91, p =,000)” (cursiva mía) 
 
Este párrafo ilustra perfectamente el punto de vista según la cual la interacción es la 
consecuencia del hallazgo de efectos simples con diferente significación.  
La Figura 4.11 se corresponde con la Figura 1 del artículo de referencia y es 
utilizada por los autores para describir la interacción Imaginabilidad  Campo Visual 
de la siguiente manera (pág. 26):  




“También fue significativa la interacción imaginabilidad por campo visual (como 
puede observarse en la Figura 1) debido a que la diferencia entre CVD y CVI aumenta 
significativamente cuando se trata de palabras abstractas. Así, el TR que requiere el 
CVD-HI para las palabras abstractas es de 946 mseg y, en cambio, de 846 mseg en el 
CVI-HD [F (1, 36)=5,49, p = 0 ,025]” (cursiva mía) 
 
Lo que se está diciendo en este párrafo es que uno de los efectos simples no alcanza la 
significación estadística mientras el otro sí, razón por la cual se considera que existe 
interacción. La ausencia del análisis de interacción propiamente dicho impide saber si 
realmente dicha interacción existe o no (aunque la observación del gráfico inclina a 
pensar que no). 




Ejemplo 14) (Psicothema, 2003) El autor estudió la influencia de un programa de 
instrucción en la escritura en procesos cognitivos en niños con dificultades de 
aprendizaje de la escritura (DAE) que fueron asignados al grupo experimental o al 
grupo control y se introdujo un grupo control positivo consistente en alumnos sin DAE. 
Los niños fueron evaluados antes de aplicar el programa y después de la intervención 
(cinco meses después), realizándose un seguimiento al inicio del siguiente curso 




académico (tres meses después). Se trata de un diseño de dos factores: con un factor 
intersujetos, grupo (con tres niveles: experimental; control negativo [sin intervención]; 
control positivo [con intervención]) y un factor intrasujeto, momento (con tres niveles: 
pretest; postest; retest). En la Tabla 4 del apartado de resultados, que se reproduce en la 
Tabla 4.5, se presentan los análisis post-hoc con la prueba de Scheffé (pretest; postest; 
retest) en cada uno de los niveles de la variable grupo, es decir, analizando los efectos 
simples de la variable intrasujeto en cada nivel de la variable intersujeto. 
 
Tabla 4.5. Tomada del original (Psicothema, 2003) 
 
 
El comentario que se hace de la tabla ejemplifica la inconveniencia del procedimiento 
analítico utilizado: 





“En el proceso de planificación (ver Tabla 4) encontramos que para el grupo 
experimental hay diferencias significativas entre el pretest y el postest en los textos 1, 2, 
4, 5 y 6, diferencias que se mantiene entre el pretest y el retest para los textos 1, 5 y 6. 
En el grupo control se observan diferencias significativas en textos 1, 2 y 6 y se 
mantienen para el texto 6…” (cursiva mía) 
 
Este párrafo ilustra perfectamente por qué es necesario desarrollar los experimentos con 
grupo control, ya que si tanto en el grupo experimental como en el grupo control se 
observan diferencias entre pretest y postest en los textos 1, 2 y 6, es posible que las 
diferencias encontradas en el grupo experimental no sean la consecuencia de la 
intervención realizada, sino de alguna otra circunstancia, por ejemplo, la maduración de 
los sujetos, que afecta tanto a uno como a otro grupo. Sólo si el grupo experimental 
evoluciona de una forma diferente que el grupo control, lo que eventualmente solo 
podrá ser puesto de manifiesto por un análisis de interacción, se podría concluir que en 
el grupo experimental sucede algo diferente a lo que sucede en el grupo control. 
En la Figura 4.12 se muestra una representación gráfica preparada a partir de los 
resultados descriptivos presentados en la Tabla 2 del artículo (los que se analizan en la 
Tabla 4) para el proceso de planificación en los grupos experimental y control en pretest 
y postest (los únicos que se ofrecen en el artículo, pues en la Tabla 2 no se presentan las 
descriptivas para el grupo de alumnos sin DAE). A la vista de los gráficos los resultados 
de ambos grupos son tan parecidos en la mayoría de los textos que resulta difícil aceptar 
la conclusión presentada por los autores de que “aunque el grupo control mejoró en los 
procesos de escritura entre el pretest y el postest, los estudiantes con DA mejoraron en 
una proporción más acelerada.” (cursiva mía). 
 
 






























































Ejemplo 15) (IJCHP, 2005) estudiaron la eficacia de un tratamiento cognitivo-
conductual para la preocupación excesiva en personas mayores por medio de un estudio 
pre-post con grupo control. Sin embargo, para analizar los resultados no se utilizó un 
ANOVA de dos factores, un factor intrasujetos, momento (con dos niveles: pre; post), y 
otro intersujetos, grupo (con dos niveles: clínico; control), para centrárse en el análisis 
de interacción. Por el contrario, se utilizó la prueba T para muestras relacionadas en 
cada uno de los grupos y la prueba T para muestras independientes en cada uno de los 
momentos. Los autores describen el análisis realizado de la siguiente manera (pág. 220) 
 
“En primer lugar se realizo una prueba t de comparación de medias entre el grupo 
experimental y el control sobre las puntuaciones obtenidas previamente a la aplicación 
del programa. No se encontraron diferencias estadísticamente significativas entre grupos 
en ninguna de las variables evaluadas. En la Tabla 1 pueden verse la media y la 
desviación típica de las puntuaciones de los dos grupos en las diferentes variables 
evaluadas antes como después de la aplicación del programa. 




Tras el tratamiento se compararon de nuevo las puntuaciones entre los grupos 
mediante la prueba t para muestras independientes. El grupo clínico presenta 
puntuaciones significativamente inferiores en preocupación-rasgo (t(39) = 2,57; p 
<0,05) y severidad de la ansiedad generalizada (t(39) = 2,04; p <0,01), pero no en 
metapreocupación respecto al grupo control. La variación en las puntuaciones entre las 
dos aplicaciones de la evaluación fue analizada mediante pruebas t para muestras 
relacionadas. En el grupo control no se produjeron diferencias estadísticamente 
significativas entre la evaluación previa al tratamiento y la evaluación posterior. En el 
grupo clínico en cambio, las puntuaciones se redujeron significativamente entre una y 
otra en las escalas para la preocupación-rasgo (t(16) = 8,98; p <0,01), en severidad de la 
ansiedad generalizada (t (16) = 7,40; p <0,01) y en metapreocupaciones (t = 4,47; p 
<0,01)” 
En la Tabla 4.6 se reproduce la Tabla 1 del artículo de referencia. Tanto en el resumen 
del artículo como en sus conclusiones se reivindica la eficacia del tratamiento para el 
afrontamiento clínico de la preocupación excesiva en la vejez:  
 
“…el efecto pre-post y el porcentaje de cambio fueron elevados para el grupo 
experimental y prácticamente nulos en el grupo control, de modo que el programa 
realizado parece ser eficaz en la reducción de la preocupación excesiva en personas 
mayores” (cursiva mía). 
 
La conclusión de eficacia (comparativa con el grupo control) implica la existencia de 
interacción que excede de lo demostrado, ya que en ningún momento se comparan 
formalmente los efectos pre-post entre ambos grupos o las diferencias clínico-control 
entre los momentos pre-post. En este caso, el análisis de los efectos simples lleva 
seguramente a la misma conclusión que se habría obtenido a partir de un análisis de 
interacción correctamente desarrollado, pero el análisis de los efectos simples no es 
informativo con respecto a la interacción y además puede resultar engañoso.  
 








Se podría argumentar que el análisis de los efectos simples para interpretar la 
interacción solo es lícito cuando anteriormente se ha demostrado mediante la prueba F 
correspondiente que existe una interacción significativa. Sin embargo, el resultado del 
análisis de los efectos simples no está definido en función del resultado del análisis de la 
interacción, ya que en los efectos simples intervienen tanto los efectos principales como 
la interacción, dando lugar a diferentes situaciones y haciendo que el análisis de los 
efectos simples no facilite una explicación adecuada de la interacción por más que en 
algunos casos pueda llevar a las mismas conclusiones. Como ya se ha comentado, esta 
interpretación, que está extendida incluso en ámbitos académicos (Zuckerman, 1993), 
no sólo es incorrecta en sí misma, sino que presta indirectamente apoyo a la aparente 
inutilidad del análisis de la interacción como “paso intermedio” de escaso interés y 
tiende a justificar el tipo de error que se acaba de presentar. 
A continuación se presentan ejemplos en que el análisis de los efectos simples es 
utilizado como explicación de la interacción entre dos factores. 
 
Ejemplo 16) (Psicothema, 2005) Los autores estudiaron cómo afecta la inclusividad al 
favoritismo endogrupal y la deshumanización del exogrupo, midiendo las actitudes 
positivas hacia el exogrupo y el endogrupo. Para ello utilizaron un diseño de cuatro 




factores: un factor intersujetos, identidad activada (con tres niveles: supranacional; 
nacional; regional), y tres factores intrasujetos, grupo estímulo (con dos niveles: 
endogrupo; exogrupo), tipo de emoción (con dos niveles: sentimientos; emociones) y 
valencia (con dos niveles: positiva; negativa). Para estudiar el efecto de la inclusividad 
llevaron a cabo un ANOVA de dos factores, identidad activada × valencia, para 
determinar si el nivel de inclusividad afectaba al número de rasgos positivos y 
negativos. En el apartado de resultados se dice (pág. 444): 
 
“Los resultados muestran sólo un efecto principal de la variable valencia con más 
atribución de los rasgos negativos (M = 4,12) que positivos (M = 3,05; F(1, 65) = 14,6; 
p<.001). Este efecto queda matizado por la significación derivada de la interacción entre 
valencia e inclusividad (F(2, 65) = 8,52; p<.001) ya que rasgos positivos y negativos 
siguen una tendencia inversa en relación con los niveles de inclusividad. El análisis de 
los efectos simples de la interacción reveló que la significación se debía a la diferencia 
entre el nivel de activación regional y el nivel de activación supranacional, tanto 
respecto a los rasgos positivos (M = 2,48 y 3,60, respectivamente, F(1, 65) = 7,83; 
p=.007) como a los rasgos negativos (M = 4,96 y 3,35, respectivamente, F(1, 65) = 
11,30; p< .001). Los datos relativos a la activación nacional (España) no muestran 
diferencias significativas frente a los otros niveles de activación, ni en los rasgos 
positivos (M = 3,05) ni en los rasgos negativos (M=4,05), aunque contribuyen a reflejar 
la tendencia defendida en la hipótesis.” (cursiva mía). 
 
Lo que se está diciendo en este párrafo es que la interacción es la consecuencia de los 
efectos simples que alcanzaron significación estadística, considerando por separado los 
efectos simples que no alcanzaron significación estadística. En realidad la interacción se 
debe a que la diferencia entre las atribuciones positivas en los niveles de inclusividad 
supranacional y regional difiere significativamente de la diferencia entre las atribu-
ciones negativas en dichos niveles de inclusividad. La posible contribución de otros 
componentes en la interacción requiere de un análisis pormenorizado no presentado en 




el artículo. Esta misma forma de abordar la interacción se presenta más adelante 
ilustrando los resultados con la Figura 1 del artículo, que se reproduce en la Figura 4.13. 
En las págs. 444-5 se señala: 
 
“…Los resultados muestran un efecto principal de la variable valencia que queda 
matizado por la interacción significativa de las dos variables (F(2, 65)=6,12; p= .004).  
Como se observa en la Figura 1, la tendencia a infrahumanizar se ve afectada por el 
fuerte papel que desempeña la valencia de los sentimientos. El análisis de los efectos 
simples de la interacción deja constancia de los contrastes significativos. Concretamente 
se encuentran diferencias entre el nivel regional y supranacional en los sentimientos 
positivos (M= 1,4 y 0,68, repectivamente; F(1, 65)=6,93; p= .01) y en los sentimientos 
negativos (M= 1,5 y 2,2, repectivamente; F(1, 65)=5,1; p= .027). Asimismo, se ha 
encontrado un efecto simple de la interacción significativa entre el nivel regional y el 
nacional en los sentimientos negativos (M= 1,5 y 2,2, repectivamente; F(1, 65)=4,04;         
p= .05). 
 
El procedimiento utilizado por los autores para explicar la interacción encontrada es 
analizar los efectos simples, determinando los pares de niveles que alcanzaron 
significación estadística. Mientras que a partir del gráfico cabe suponer que la 
interacción identidad activada × valencia involucra diferencias significativas entre 
diferencias de sentimientos en los niveles regional y supranacional, el análisis realizado 
no permite saber si se producen diferencias significativas entre los niveles regional y 
nacional, lo que aparentemente es posible teniendo en consideración el gráfico 









Figura 4.13. Tomada del original (Psicothema, 2005) 
 
 
Ejemplo 17) (Psicothema, 2002) Los autores estudiaron la influencia del tipo de 
recuerdo y el intervalo de retención sobre diversos aspectos del recuerdo. Se trata de un 
diseño con dos factores intrasujeto: tipo de recuerdo (con tres niveles: autobiográfico; 
noticias; conceptos académicos) y periodo temporal del recuerdo (con dos niveles: esta 
semana; un mes atrás). Se estudia la influencia sobre tres variables dependientes: 
número de recuerdos; detalles perceptivos y esfuerzo cognitivo, utilizando un ANOVA 
factorial intrasujeto. En los tres análisis se obtiene una interacción significativa, 
administrándose a continuación una “prueba de los efectos simples para el análisis de 
la interacción”, consistente en determinar los efectos simples de periodo temporal en 
cada nivel de tipo de recuerdo. La Figura 1 del artículo, que se reproduce en la Figura 
4.14, se utiliza para discutir los resultados obtenidos. En el apartado de resultados (pág. 
395) se señala: 
Sobre el número de recuerdos: “…Una prueba de los efectos simples para el análisis de 
la interacción (ver panel superior de la Figura 1) determinó como significativos 




(p<0,001) los efectos del tiempo tanto sobre los recuerdos personales como sobre las 
noticias, pero no así sobre los conceptos” (cursiva mía). 
 
La interacción se debe a que la diferencia entre “la misma semana” y “un mes atrás” es 
significativamente mayor en “noticias” que en “conceptos académicos”. También, 
posiblemente, a que la diferencia entre el número de recuerdos personales recordados en 
la misma semana y un mes atrás es significativamente mayor que la diferencia entre el 
número de conceptos académicos recordados en la misma semana y un mes atrás, pero 
para conocer dicho extremo sería necesario desglosar la interacción por medio de 
comparaciones de diferencias entre niveles. 
 
Sobre los detalles perceptivos (pág. 396): “…Por último, una prueba de los efectos 
simples para el análisis de la interacción (ver panel central de la Figura 1) determinó 
como significativos (p<0,001) los efectos del tiempo sobre las tres condiciones de 
recuerdos” (cursiva mía). 
 
Esta descripción no tiene ninguna relación con la interacción, pues en ninguna manera 
ilustra en qué modo el efecto sobre la dependiente de un factor está mediado por los 
niveles del otro factor, ya que si todos los efectos simples de tiempo son significativos, 
independientemente del nivel de recuerdo considerado, lo que se está describiendo es 
un efecto principal, y no se puede vislumbrar en que forma se produce la interacción 
encontrada. El texto elegido muestra la incapacidad del abordaje basado en los efectos 
simples para explicar una interacción significativa. La interacción se debe a que la 
diferencia entre los detalles perceptivos de “recuerdos personales” recordados en “la 
misma semana” y “un mes atrás” es significativamente menor que la diferencia entre los 
detalles perceptivos de “noticias” recordados “en la misma semana” y “un mes atrás”. 
De nuevo es posible que la interacción se deba además a que las diferencias entre los 
detalles perceptivos en “la misma semana” y “un mes atrás” sean distintas para 




“noticias” y “conceptos académicos”, pero para aclarar este extremo sería necesario 
desmenuzar la interacción en sus componentes.  
Sobre el esfuerzo cognitivo (pág. 396): “…Por último, una prueba de los efectos 
simples para el análisis de la interacción (ver panel inferior de la Figura 1) determinó 
como significativos (p<0,001) los efectos del tiempo tanto sobre los recuerdos 
personales como sobre las noticias, pero no así sobre los conceptos” (cursiva mía). 
 
El comentario para este párrafo es similar al realizado cuando la variable dependiente es 
el número de recuerdos. La interacción se debe a que la diferencia entre “la misma 
semana” y “un mes atrás” es significativamente mayor en “noticias” que en “conceptos 
académicos”.  
 
Figura 4.14. Tomada del original (Psicothema, 2002) 
Panel superior Panel central Panel inferior
 
 
Ejemplo 18) (Psicothema, 2002) Los autores estudiaron la reactividad cardiovascular 
en sujetos con Locus de control (LOC) interno y externo durante la realización de una 
tarea física presentada con o sin información sobre el rendimiento durante el desarrollo. 
Se trata de un diseño con dos factores: uno intrasujetos, condición (con dos niveles: sin 
información; con información), y otro intersujetos, Locus de control (con dos niveles: 




interno; externo). Los Figura 2 del estudio se reproduce en la Figura 4.15. En el 
apartado resultados (pág. 586) se dice: 
“Por una parte, en el análisis de la reactividad de FC en tarea, se obtuvo una interacción 
significativa LOC × Condición [F(1, 28) = 8,03, p<0,01](ver Figura 2), indicando que los 
sujetos internos presentaban una mayor reactividad en la condición con información 
que en la condición control [t(14) = 2,18, p<0,05]; mientras que los sujetos externos 
tendían a presentar mayor reactividad en la condición 1 o sin información que en la 2 o 
con feedback [t(14) = 1,94, p<0,07] . Asimismo, había diferencia entre ambos grupos en 
la condición 1 o sin información, de forma que los externos se reactivaban 
significativamente más que los internos [F(1, 29) = 6,003, p<0,02]”(cursiva mía). 
 
En este párrafo se confunde el efecto de la interacción con el de los efectos simples, “la 
interacción indica que… existen efectos simples significativos”, cuando son hallazgos 
que no están directamente relacionados, pues puede haber interacción en presencia de 
efectos simples todos ellos significativos, en presencia de efectos simples todos ellos no 
significativos, o en presencia de efectos simples unos significativos y otros no 
significativos. Por otra parte, en tanto que se trata de un diseño 2×2, tan sólo se dispone 
de un grado de libertad, por lo que la interpretación de la interacción no requiere ningún 
análisis adicional. Bastaría con haber interpretado correctamente la interacción sobre la 
tabla o gráfico (la misma que se presenta pero sin necesidad de analizar los efectos 
simples) de la siguiente manera: “la diferencia en la reactividad entre los sujetos con 
LOC interno y externo cuando realizan la tarea sin información es significativamente 
diferente, y de sentido contrario, de la diferencia en la reactividad entre los sujetos con 
LOC interno y externo cuando realizan la tarea con información”. Igualmente, la 
interacción podría haberse explicado de la siguiente manera: “la diferencia en la 
reactividad de los sujetos con LOC interno cuando realizan la tarea sin información y 
con información es significativamente diferente, y de sentido contrario, de la diferencia 




en la reactividad de los sujetos con LOC externo cuando realizan la tarea sin 
información y con información” y para la que tampoco habría sido necesario ningún 
contraste adicional. 
 





Ejemplo 19) (Psicothema, 2003) Los autores estudiaron el desarrollo postnatal de la 
astroglía en función del sexo. Para ello contaron el número de astrocitos en las áreas 
CA1 y CA3 del hipocampo de ratas machos y hembras de 21 y 90 días de edad. Se trata 
de un diseño con 3 factores: 2 factores intersujetos, sexo (con dos niveles: macho; 
hembra) y edad (con dos niveles: 21 d.; 90 d.) y un factor intrasujetos, área (con dos 
niveles: CA1; CA3). En la Figura 4.16 se reproduce la Figura 2 del artículo, 
presentando el número medio de astrocitos inmunoreactivos a la proteina ácida de la 
glía en las áreas CA1 y CA3 de ratones machos y hembras sacrificados a los 21 y 90 
días de desarrollo postnatal. En el apartado de resultados, la interacción género × área 
se describe como sigue (pág. 218):  





“…However a significant interaction was found between gender and hippocampal area 
in adult (90 days) rats [F(1,20) = 14,96, p < 0,001]. Particularly, the number of GFAP-
ir astrocytes was significantly higher in the CA3 area of males as compared with age-
matches females [Tukey’s test; p < 0,05]. Moreover, females showed significantly more 
GFAP-ir astrocytes in the CA1 area as compared to males [Tukey’s test; p < 0,05]. In 
addition, the magnitude of the differences between the hippocampal areas studied was 
similar in males and females (mean numerical differences of about 22%) (cursiva mía) 
 
La interacción se debe a que la diferencia en el número de astrocitos en machos y 
hembras difiere significativamente entre CA1 y CA3. La interacción no depende de la 
significación de los efectos simples ni de su magnitud, igual en ambos casos en el 
ejemplo, sino de la diferencia entre ellos.  
 
Figura 4.16. Tomada del original (Psicothema, 2003) 
 
 
En los siguientes ejemplos se presentaran una selección de artículos en los que la falta 
de capacidad explicativa de los efectos simples con respecto a la interacción queda en 
evidencia, en algunos casos incluso para los propios autores de los artículos.  




Ejemplo 20) (Psicothema, 2002) analizó las diferencias de género en las explicaciones 
causales de los adolescentes en tareas resolubles e irresolubles. Se trata de un diseño 
con dos factores intersujetos, sexo (con dos niveles: hombre; mujer) y tarea (con dos 
niveles: resoluble; irresoluble). Existen cuatro tipos de explicaciones causales o 
variables dependientes (dificultad; esfuerzo; suerte; habilidad). En la Figura 1 del 
artículo, que se reproduce en la Figura 4.17, se presentan los resultados, donde es de 
resaltar que unas interacciones son significativas y otras no, lo que no guarda ninguna 
relación con que los efectos simples alcancen o no significación estadística. En la pág. 
574 se indica: 
“La interacción entre el género y el tipo de tarea no resultó significativa cuando se 
tuvieron en cuenta las explicaciones causales de “dificultad”, F(1, 68) = 0,26, p > 0,05 y 
“esfuerzo” F(1, 68) = 3,4, p = 0,07 (Figuras 1.A y 1.B). En este último caso los análisis 
indicaron diferencias de género solo en la tarea resoluble, t(32) = -3,01, p < 0,01. En 
concreto, las mujeres explicaron que su rendimiento se debía al esfuerzo (M = 5,12, DS 
= 1,82) en mayor medida que los hombres (M = 3,44, DS = 1,42). 
 
En la Figura 1.A (dificultad) no se encuentra interacción significativa y los efectos 
simples de sexo no son significativos en ninguno de los dos tipos de tarea. En la Figura 
1.B (esfuerzo) la interacción tampoco es significativa, sin embargo, uno de los efectos 
simples sí lo es y el otro no (véase la Figura 4.17). En la misma página, con respecto a 
la variable dependiente “suerte” se indica: 
 
“Se halló una interacción significativa en la explicación causal de “suerte” F(1, 68) = 
4,64, p < 0,05 (fig. 1.C.). Las mujeres del grupo irresolube (M = 3,75) estimaron que 
habían tenido menos suerte que las del grupo resoluble (M = 7), t(30) = -3,7, p < 0,01 
Los hombres, en cambio, no mostraron diferencias (Ms 5,44 y 6,06) t(30) = -0,72, p > 
0,05. 
 




En la Figura 1.C (véase la Figura 4.17) si hay interacción sexo × tarea. Para explicarla 
no se recurre a los efectos simples de sexo en cada nivel de tarea, sino a los efectos 
simples de tarea en cada nivel de sexo (un efecto simple significativo y el otro no). Por 
otra parte, no se facilitan los datos necesarios para poder calcular los efectos simples de 
sexo en cada nivel de tarea, aunque a juzgar por el gráfico es posible que ninguno de 
ellos sea significativo (quizá por esta razón se elude interpretar la interacción mediante 
los efectos simples de la variable sexo).  
 












Finalmente, para la dependiente dependiente “habilidad” se indica: 
 
“No hubo interacción significativa entre el genero y el tipo de tarea en las explicaciones 
a la “habilidad”, F(1, 68) = 2,39, p > 0,05 (fig. 1.D). Si bien no hubo diferencias entre 
hombres (M = 3,17, DS = 2,20) y mujeres (M = 3,38, DS = 2,16) en la condición 




irresoluble, t(32) = -0,27, p > 0,05, en la condición resoluble las mujeres (M = 7,13, DS 
= 2,25) explicaron su rendimiento en términos de una mayor habilidad que los hombres 
(M = 5,11, DS = 2,89), t(32) = -2,25, p < 0,05. 
 
Se vuelve a la línea de explicación inicial a pesar de haber tenido que eludirla en la 
explicación de la interacción significativa referida a la “suerte”. 
 
Ejemplo 21) (Psicothema, 2004) Los autores estudiaron la inhibición de retorno (IR) en 
términos de incremento en el tiempo de reacción en lugares a los que se ha orientado la 
atención anteriormente. Estudiaron el tiempo de reacción en dos tipos de tareas, 
detección y discriminación, manipulando la aparición o no de una señal previa al 
objetivo (señalización), el tiempo transcurrido desde que aparece la señal hasta que 
aparece el objetivo (Stimulus Onset Asyncrhony, SOA) y la aparición de la señal en el 
mismo o diferente campo visual  que el objetivo (expectativa espacial). Se trata de un 
diseño con cuatro factores: tres factores intrasujetos, señalización (con dos niveles: 
señalizado; no señalizado), SOA (con cuatro niveles: 100 ms; 400 ms; 700 ms; 1000 ms) 
y expectativa espacial (con dos niveles: esperado; no esperado) y un factor intersujetos, 
tarea (con dos niveles: detección; discriminación). En el apartado de resultados se 
estudia la posible interacción tarea × expectativa espacial × señalización para cada 
nivel de SOA y, dentro de cada nivel, las interacciones de primer orden significativas. 
En general, las interacciones de primer orden que alcanzan significación estadística se 
explican en términos de efectos simples, uno estadísticamente significativo y otro no. 
Sin embargo, en el apartado de resultados en referencia al SOA 700 se dice (pág. 252): 
 
SOA 700: … En este caso, la interacción Expectativa Espacial × Señalización también 
resultó significativa, F(1, 29) = 25,32, p < 0,0005. Este dato podría estar, en principio, 
a favor de la hipótesis de la orientación-reorientación de la atención. Sin embargo, 




hemos de destacar que, a pesar de la interacción significativa, el efecto de IR fue 
altamente significativo tanto en el lugar esperado como en el no esperado (p < 0,00001 
en ambos casos) (cursiva mía) 
 
El hallazgo de interacción en el SOA 700 sí resulta acorde con la hipótesis de 
orientación-reorientación pues se debe interpretar de la siguiente manera: la diferencia 
entre los tiempos de reacción entre los objetivos señalados y no señalados es mayor 
cuando éstos no son esperados que cuando son esperados. Esta interpretación es acorde 
con la representación gráfica de los resultados que aparece en la Figura 4.18 que 
reproduce el panel B de la Figura 1 del artículo.7 
Figura 4.18. Tomada del original (Psicothema, 2004) 




                                                
7
 Para interpretar correctamente la Figura 4.18 hay que tener en cuenta que cada barra del diagrama se 
refiere a la inhibición de retorno, IR, diferencia entre ensayos señalizados y no señalizados. En el 
SOA700 la IR es significatva tanto cuando el estimulo objetivo se presenta en el lugar esperado como en 
el no esperado.  




Sin embargo, la interpretación que se hace a partir de los efectos simples no arroja luz 
sobre el sentido de la interacción por lo que los autores dudan sobre si facilita o no 
apoyo a la hipótesis de orientación-reorientación, para acabar llamando la atención 
sobre el hallazgo “contradictorio” de una interacción significativa que ampara dos 
efectos simples “altamente significativos”. 
 
Ejemplo 22) (SJP, 2001) Los autores estudiaron la influencia de los factores estresantes 
en el funcionamiento cognitivo. Cada miembro de un grupo de niños de 5 a 12 años de 
un barrio de bajo nivel socioeconómico fue clasificado en función de haberse sentido 
afectado por disparos y peleas. Todos los niños fueron expuestos a dos estímulos 
visuales diferentes, el primero consistente en 63 imágenes de un encuentro amistoso 
entre dos vaqueros, en las que paulatinamente se van perdiendo detalles (LSFT) y, el 
segundo, en 63 imágenes de un tiroteo entre dos vaqueros, en las que paulatinamente se 
van perdiendo detalles (LSSOT). Entre otras dependientes se midió el número de 
cambios detectados (correctamente) y el momento en que se detecta el cambio, 
construyendo a partir de ambas dependientes un  índice que es menor cuanto mayor y 
más rápido es el número de cambios detectados y mayor cuando menor y más lento se 
detectan dichos cambios. También se midió el número de detalles recordados de la 
figura del amigo en el episodio LSFT y de la víctima del tiroteo en el episodio LSSOT. 
Se trata de un diseño con dos factores: uno intrasujeto, estímulo (con dos niveles: LSFT; 
LSSOT) y otro intersujetos, afectación por disparos/peleas, (con dos niveles: sí; no). 
Los resultados sobre dos dependientes diferentes, escenas recordadas y detalles de las 
figuras humanas recordados se presentan en la Figura 2 del artículo, que se reproduce en 
la Figura 4.19. En el apartado de resultados (pág. 43), se señala: 
 




“ANOVA results showed a statistically significant interaction effect F(1, 91) = 5,78, p = 
0,01, size effect 0,33, power = 0,707, for shootings/fights on LSSOT versus LSFT in 
correct change ratio (see figure 2, left graph). Children who reported shooting/fights 
detected fewer changes and later (cognitive levelling) with the shoot-out scene (LSSOT 
correct ratio M = 23.5, SD = 4.1) versus the friendship scene (LSFT correct ratio M = 
22.2, SD = 4.6). In contrast, children who did not report the stressor detected more 
changes and sooner (cognitive sharpening) with the shoot-out scene (LSSOT correct 
ratio M = 21.8, SD = 3.5) versus the friendship scene (LSFT correct ratio M = 23.7, SD 
= 4.1). The difference between the groups in remenbering details of the shoot-out scene 
was not statistically significant, t(91) = 1,37, p = 0,12. Nor was the difference in the 
remenberin details of the friendship scene t(91) = 1,14,  p = 0,15. However, as noted 
the interaction between test stimuli and reporting shootings/fights was statistically 
significant…. 
ANOVA results showed a statistically significant interaction effect F(1, 91) = 
13,18, p = 0,001, size effect 0,33, power = 0,89, for shootings/fights on LSSOT victim 
versus LSFT friend scores. As shown in Figure 2, right graph... [a continuación se pasa 
a describir los efectos en cada una de las casillas] The difference between groups in the 
number of changes perceived on the person of the victim was not statistically 
significant, t(91) = 1,04, p = 0,20. The difference between groups in the number of 
changes perceived on the person of the friend was statistically significant, t(91) = 2,69, 
p = 0,001.  
 
En el segundo párrafo, la interacción resulta estadísticamente significativa y para 
analizarla es desglosada en los efectos simples, encontrando que uno de ellos es 
significativo y el otro no. Como este hallazgo se corresponde con una forma muy 
habitual de entender la interacción entre dos factores, no llama la atención a los autores. 
Sin embargo, en el primer párrafo en el que se procedió de igual manera, es decir al 
encontrar una interacción significativa se analizaron los efectos simples, al encontrar 
que ninguno de ellos es significativo el investigador añade el comentario: “However, as 
noted the interaction between test stimuli and reporting shootings/fights was 
statistically significant.”  





Figura 4.19.  Tomada del original (SJP, 2001) 
 
 
En la Figura 4.19 (izquierda) se observa que los efectos simples tienen sentido contrario 
y que por tanto en el análisis de la interacción, considerado como diferencia entre 
diferencias, sus magnitudes se sumarán, haciendo posible que la interacción sea 
significativa aunque ninguno de los efectos simples lo sea por sí mismo. De nuevo 
queda patente la necesidad de que los investigadores tomen conciencia de que para 
interpretar una interacción en un ANOVA 2×2 no es imprescindible hacer ningún 
contraste adicional a la F de la interacción y que la significación de los efectos simples 
no está predefinida por la significación de la interacción. 
 
Ejemplo 23) (Psicothema, 2001) Los autores estudiaron el número de palabras 
recordadas por sujetos depresivos y un grupo control en función del tipo de palabra 
(adjetivos relacionados con la personalidad). Se trata de un diseño con dos factores: un 
factor intrasujetos, tipo de palabra (con tres niveles: negativo-depresivo; positivo-
depresivo; positivo-control) y un factor intersujetos, grupo (con dos niveles: depresivos; 
control). Los resultados se presentan en la Tabla 2 del artículo referenciado que se 
reproduce en la Tabla 4.7. En el apartado resultados (pág. 195) se dice: 




“… Asimismo, el análisis de los datos también mostró la existencia de un efecto 
significativo para la interacción de primer orden Grupo × Tipo de palabras, F(2, 56) = 
16,06, p < 0,001.  
El análisis a posteriori de la interacción Grupo × Tipo de palabras encontró un 
efecto significativo en el factor Grupo sobre el recuerdo de palabras negativas-
depresivas, F(1, 28) = 9,83, p < 0,01, positivas-depresivas, F(1, 28) = 105,09, p < 
0,0001, positivas-controles, F(1, 28) = 29,42, p < 0,001. Los sujetos del grupo control 
recordaron mas palabras (negativas-depresivas, positivas-depresivas y positivas-
controles) que los sujetos depresivos. 
Igualmente se encontró un efecto significativo del Tipo de palabras para los 
sujetos depresivos, F(2, 28) = 7,77, p < 0,01. Las comparaciones a posteriori mediante 
la prueba de Newman-Kelus mostraban que los sujetos depresivos recordaban más 
palabras negativas-depresivas (X = 1,33) que positivas-depresivas (X = 0,37) y 
positivas-controles (X = 0,33)(p< 0,001). 
También apareció un efecto significativo del factor tipo de palabras en los sujetos 
no depresivos, F(2, 28) = 10,66, p < 0,001. Las comparaciones a posteriori mediante la 
prueba de Newman-Keuls mostraron que los sujetos no depresivos recordaban más 
palabras positivas-depresivas (X = 5,87) que negativas-depresivas (X = 3,00) (p < 0,01) 
y postivas.-controles (X = 4,12) (p < 0,05). Asimismo, los sujetos no depresivos 
recordaron más palabras positivas-controles (X = 4,13) que negativas-depresivas (X = 
3,00), aunque este efecto fue solo marginalmente significativo (p < 0,10).” 
 
Después de determinar que hay un efecto principal de grupo y encontrar una interacción 
significativa, se recurre a los efectos simples para interpretarla. En primer lugar se llega 
a la conclusión de que “Los sujetos del grupo control recordaron mas palabras 
(negativas-depresivas, positivas-depresivas y positivas-controles) que los sujetos 
depresivos.” Es decir, se hace referencia a un efecto principal como si se estuviese 
interpretando la interacción. A continuación se comentan los efectos simples de tipo de 
palabras en cada uno de los niveles de grupo, lo que tampoco es una manera de 
interpretar o desglosar la interacción. 
 




Tabla 4.7. Tomada del original (Psicothema, 2001) 
 
 
Una forma correcta de interpretar la interacción global es que la diferencia que existe 
entre el numero de palabras recordadas por el grupo control y el grupo depresión difiere 
entre al menos dos niveles de tipo de palabra (independientemente de que la diferencia 
entre el grupo control y el grupo depresión sea significativa en todos los niveles de tipo 
de palabras). Respecto al desglose de la interacción se puede avanzar que la diferencia 
entre el número de palabras positivas-depresivas recordadas entre el grupo control y el 
grupo depresión es mayor que la diferencia entre el número de palabras negativas-
depresivas recordadas entre el grupo control y el grupo depresión. Otros posibles 
aspectos de la interacción requieren un análisis formal para determinar si existe o no 
significación estadística. 
 
Ejemplo 24) (Psicothema, 2004) Los autores estudian la velocidad en la tarea de 
nombrar en un grupo de niños con dificultades en el aprendizaje de la lectura, 
comparándolos con dos grupos control, uno de la misma edad y un grupo de menor 
edad pero igualado en capacidad lectora. Se trata de un diseño de 2 factores: uno 
intrasujetos, tipo de tarea (con cuatro niveles: colores; números, dibujos; letras) y otro 
intersujetos, grupo (con tres niveles: dificultad en el aprendizaje de la lectura [DAL4º]; 




control de la misma edad [BL4º]; control de la misma capacidad lectora [BL2º]). Los 
resultados se presentan en la Figura 1 del artículo que se reproduce en la Figura 4.20. 
Los investigadores encontraron efectos principales significativos de grupo y tarea, 
y a continuación señalan (pág. 444): 
 “No obstante estos efectos estaban mediatizados por una interacción grupo × 
tipo de tarea F(6, 180) = 0,343; p < 0,05; η2 = 0,103. Los análisis a posteriori de 
los efectos simples mostraron que existen diferencias significativas entre los alumnos 
con DAL y los BL de 4º en los tiempos de ejecución en todas las tareas: nombrar 
colores F(1, 92) = 25,5, p < 0,001; nombrar números, F(1, 92) = 27,29, p < 0,001; 
nombrar dibujos, F(1, 92) = 29,41, p < 0,001, y; nombrar letras, F(1, 92) = 20,08, p < 
0,001. De igual manera, los BL de 4º fueron significativamente más rápidos que los BL 
de 2º en todas las tareas: colores F(1, 92) = 17,10, p < 0,001; números, F(1, 92) = 22,99, 
p < 0,001; dibujos, F(1, 92) = 11,93, p < 0,001, y letras, F(1, 92) = 23,91, p < 0,001. Sin 
embargo, no encontramos diferencias significativas en ninguna de las tareas entre los 
sujetos con DAL de 4º nivel y los lectores de 2º nivel (F > 1). En definitiva, los BL de 4º 
nivel fueron significativamente más rápidos que los dos grupos restantes en las cuatro 
tareas de nombrar (ver Figura 1). 
 
En el párrafo anterior los autores tratan de  desglosar la interacción recurriendo a los 
efectos simples. Sin embargo, como estos no arrojan luz sobre cómo se produce la 
interacción se concluye el efecto principal identificado anteriormente. En el caso de que 
la interacción sea significativa (lo que no resulta claro pues o hay un error en el 
estadístico F o un error en el valor p), un desglose adecuado posiblemente encontraría 












Figura 4.20. Tomada del original (Psicothema, 2004) 
 
 
Ejemplo 25) (Psicothema, 2000) Los autores estudiaron la mejora en las puntuaciones 
mediante aprendizaje en función del nivel de estudios y la edad. Se trata de un diseño de 
tres factores: dos factores intersujetos, nivel de estudios (con dos niveles: estudios 
primarios; bachiller) y grupo de edad (con tres niveles: <40 a.; 40 – 49 a.; ≥ 50 a.), y un 
factor intrasujetos, momento (con dos niveles: pretest; postest). Se estudiaron por 
separado las interacciones momento × nivel de estudios y momento × grupo de edad. El 
modelo de tres factores no ha sido objeto de estudio por los autores y no existe ningún 
comentario acerca de la posible interacción entre los tres factores.  
En el apartado resultados (pág. 366) se señala respeto a la interacción momento 
por nivel de estudios: 
 “… Los resultados obtenidos en dicho análisis de varianza fueron: 1) En la variable 
intersujetos se obtuvo un valor de F(1, 109) = 24,48, p < 0,001. 2) En la variable 
intrasujetos F(1, 109) = 24,48, p < 0,001. Y 3) en la interacción F(1, 109) = 24,48 , p < 
0,001. A la vista de los resultados se observa que las diferencias entre los niveles de 
estudio resultan estadísticamente significativas.” (cursiva mía). 





En el párrafo anterior, o bien no se comenta la interacción o bien se comenta como 
efecto principal. En la Figura 4.21 se presenta un extracto de los resultados relacionados 
con la interacción momento × nivel de estudios. 
 
Figura 4.21. Preparada a partir de la Tabla 3 del original (Psicothema, 2000) 




























Respecto a la interacción momento × grupo de edad, los resultados se presentan en la 
Tabla 4 del artículo referenciado, que se reproduce en la Tabla 4.8. No se efectúa, o al 
menos no se comenta, un análisis de la interacción y tan sólo se informa de las pruebas 
post hoc (pág. 366). 
“Al comparar los grupos mediante la prueba de Scheffe se obtuvieron diferencias 
significativas en el postest entre los grupos de las personas menores de 40 años y las 
personas de edad comprendida entre 40 y 49 años, p <0,001; también se encontraron 
diferencias entre las personas menores de cuarenta años con las personas mayores de 
cincuenta años, p < 0,001.” (cursiva mía). 
 
En este caso no se informa de si la interacción es o no significativa y tan sólo se informa 
de los efectos simples en uno de los niveles del segundo factor. Por tanto, no se está 
prestando atención al efecto de la interacción. 
 




Tabla 4.8. Tomada del original (Psicothema, 2000) 
 
 
Ejemplo 26) (Psicothema, 2000) Los autores estudiaron los efectos neuroquímicos 
sobre el desarrollo de la exposición postnatal a flumazenil en ratones machos y 
hembras. Se trata de un diseño con dos factores intersujetos: sexo (con dos niveles: 
machos; hembras) y tratamiento (con tres niveles: solución salina; flumazenil 10 mg/kg; 
flumazenil 20 mg/kg). Los resultados se presentan en la Figura 1 del artículo que se 
reproduce en la Figura 4.22. En el apartado resultados (pág. 623) se señala: 
 “Only the interaction between Sex × Treatment [F (2, 144) = 4.952; p < 0.0083] was 
significant with respect to brain proteins. Simple main effects show that Sex was 
significantly different in the saline and flumazenil 10 mg/kg groups (p < 0.032 and p < 
0.017, respectively). The effect of tratment was only evident in females (p < 0.025). An 
ANOVA in the female treatment groups was performed [F (2, 72) = 7.686; p < 0.0410] 
but Newman-Keuls analysis did not show differences between groups (cursiva mía).  
 
La descripción de los efectos simples no ayuda en absoluto a entender la interacción, 
sino que confunde a los investigadores. El hecho de que existan diferencias entre los 
niveles medios de proteinas de machos y hembras en los grupos solución salina y 
flumazenil 10 mg/kg es irrelevante para explicar la interacción. El hallazgo relevante es 
que la diferencia que se produce entre 10 y 20 mg/kg de flumazemil en machos es de 




sentido contrario que la diferencia que se observa entre  10 y 20 mg/kg de flumazemil 
en hembras, siendo esta diferencia la mayor de todas.  
Figura 4.22. Tomada del original (Psicothema, 2000) 
 
Como por otra parte no parece haber diferencias entre solución salina y flumazenil 10 
mg/kg en ningún sexo, si un análisis desglosado de la interacción ratificase esta 
impresión, habría que concluir que mientras flumazenil 10 mg/kg parece no tener 
influencia sobre el nivel de proteinas, flumazenil 20 mg/kg actúa de manera diferente 
sobre el nivel de proteínas en función del sexo de los ratones, que tiende a aumentar en 
machos mientras que tiende a disminuir en hembras. 
 
Ejemplo 27) (Psicothema, 2004) Los autores estudiaron la relación entre la memoria de 
trabajo (MT) y los procesos de inhibición en la memoria episódica, utilizando una tarea 
de interferencia proactiva (IP). Se trata de un diseño con 4 factores: 1 factor intersujetos, 
amplitud de MT (con dos niveles: alta amplitud; baja amplitud) y 3 factores intrasujetos, 
tipo de ensayo, (con dos niveles: alta interferencia; baja interferencia), carga de 




memoria (con dos niveles: baja carga [2 palabras]; alta carga [4 palabras]) y tipo de 
respuesta (con dos niveles: sí; no). Las variables dependientes eran el TR y número de 
errores. 
Los resultados del experimento 2 presentado por los autores se muestran en la 
Tabla 2 del artículo, la cual se reproduce en la Tabla 4.9. En relación con los tiempos de 
respuesta en la pág. 191 se dice: 
 
“…No se observó interacción entre la variable tipo de respuesta y ninguna de las otras 
variables (todas las p>.05). Debido a esta ausencia de interacción, se colapsaron los 
datos y se llevo a cabo un ANOVA 2 (amplitud de MT) × 2 (tipo de ensayo) × 2 (carga 
de memoria) 
Este análisis reveló un efecto significativo del tipo de ensayo……Por otro lado, 
ninguna de las interacciones fue significativa p>.05. A pesar de que la interacción Tipo 
de ensayo × Carga de memoria × Amplitud no alcanzó significatividad estadística, 
realizamos un análisis por separado para cada uno de los grupos de amplitud, ya que 
existían hipótesis a priori sobre posibles diferencias entre los grupos que justificaban 
este análisis. 
Los resultados del análisis en el grupo de Baja amplitud mostraron una 
diferencia significativa entre ensayos AI y ensayos BI, F(1, 10)=12,59, MS=13412, 
p>0,01, los tiempos de respuesta en los ensayos AI fueron 124 ms más lentos que en los 
ensayos BI, lo que refleja el efecto de la interferencia…… 
Por el contrario, los resultados del grupo de Alta amplitud no mostraron 
interferencia proactiva. Es decir, las diferencias en los tiempos de respuesta entre los 
ensayos AI y BI no fueron significativas F(1, 10)=3.43, MS=15650, p>.05. … 
En resumen, si consideramos los resultados obtenidos en ambos grupos podemos 
concluir que, aunque todos los participantes se vieron afectados por la carga de la 
memoria, solamente los participantes de baja amplitud de MT mostraron efectos de 
interferencia proactiva, mientras que los pacientes de alta amplitud de MT no 
experimentaron interferencia en memoria episódica.” (cursiva mía). 
 
En el primer párrafo se dice que se agrupan los niveles de uno de los factores, por lo que 
el diseño queda reducido a 222. En el segundo, que no existen interacciones 




significativas entre los tres factores, ya sea considerados conjuntamente o de dos en dos, 
pero aun así se van a estudiar independientemente los dos grupos de amplitud de 
memoria puesto que existen hipótesis “a priori”. En el tercero, que se ha encontrado un 
efecto significativo de la carga de memoria en el grupo de baja amplitud. En el cuarto, 
que no se ha encontrado un efecto significativo de la carga de memoria en el grupo de 
alta amplitud. Y, en el quinto, que existe una interacción que ya se había señalado como 
no significativa en el párrafo segundo. Si se tiene en cuenta que la hipótesis formulada 
por los investigadores para el experimento 2 es “que los participantes de alta amplitud 
de MT mostrarían una menor susceptibilidad a la interferencia proactiva que los 
participantes de baja amplitud de MT” (pág. 190), es decir, que existe interacción entre 
amplitud de MT e interferencia preactiva, este ejemplo pone en evidencia una vez más 
que el análisis de los efectos simples puede llevar a conclusiones diferentes que el 
análisis de interacción. 
 
Tabla 4.9. Tomada del original (Psicothema, 2004) 
 
 




C) Ejemplos de interpretación correcta de la interacción de 
primer orden 
 
La interacción entre dos factores se interpreta correctamente cuando se entiende como 
comparación entre diferencias o cuando se argumenta que la combinación de efectos 
difiere de la suma de efectos. La interpretación correcta de la interacción tiene 
diferentes implicaciones en diseños 2×2 y en diseños en que alguno de los factores tiene 
más de dos niveles. En el primer caso basta con hacer una interpretación adecuada de la 
F de la interacción a la vista de una tabla de medias o un gráfico de líneas, ya que la 
comparación entre diferencias involucra a las cuatro celdas disponibles, mientras que en 
el segundo caso es necesario realizar análisis adicionales para determinar entre qué 
niveles de ambas variables independientes se producen las diferencias entre diferencias 
que generan la interacción detectada.  
En los artículos revisados se han encontrado ejemplos de diseños  2×2 en los que 
la interacción se analiza e interpreta correctamente. En estos ejemplos la interacción se 
interpreta bien como diferencia entre diferencias, bien como una evolución diferencial 
entre dos grupos sometidos a diferentes tratamientos en los estudios pre-post, bien como 
un efecto combinado diferente de la suma de los de sus componentes. Sin embargo, no 
se ha encontrado ningún artículo en que, utilizando diseños de 2 factores con más de 
dos niveles en alguno de ellos, se hayan realizado análisis adicionales adecuados para 
determinar qué diferencias entre diferencias estaban implicadas en la interacción global 
encontrada ni, por tanto, se haya realizado una interpretación adecuada. 
 
Ejemplo 28) (Psicothema, 2002) Los autores estudiaron la influencia de las 
interrupciones en el recuerdo del desarrollo de un guión. Se trata de un diseño con dos 




factores intrasujetos: tipo de interrupción, (con dos niveles: obstáculos; errores) y 
relevancia [de la acción dentro del guión] (con dos niveles: alta; baja). Los resultados se 
presentan en la Figura 1 del artículo que se reproduce en la Figura 4.23. En el apartado 
resultados (pág. 779) se señala: 
 [En primer lugar se comentan los efectos principales]… El efecto de estas variables fue 
modulado por una interacción menor entre ambas F(1, 98) = 5,40, p = 0,022, MSe = 
1,41, η= 0,05. …La interacción muestra que la diferencia entre los niveles de recuerdo 
de obstáculos y errores es mayor cuando están relacionados con las acciones de alta 
relevancia (obstáculos M = 2,08; DT = 1,33 y errores M = 1,13; DT = 1,20) que cuando 
están relacionados con los de baja relevancia (obstáculos M = 0,88; DT = 1,02 y 
errores M = 0,49; DT = 0,77) (cursiva mía). 
 
En este caso la interacción se está interpretando correctamente como diferencia entre 
diferencias. Se está diciendo que la diferencia entre recuerdo de obstáculos y errores es 
mayor en acciones de alta relevancia que en acciones de baja relevancia. Por tratarse de 
un diseño 22, esta interpretación no necesita ser acompañada de ningún contraste 
adicional.  
 
Figura 4.23. Tomada del original (Psicothema, 2002) 
 




Ejemplo 29) (Psicothema, 2002) Los autores estudiaron la influencia de un programa 
de desarrollo de la creatividad sobre las subpruebas del Test de Pensamiento Creativo 
de Torrance (TTCT) en un contexto escolar. Se trata de un diseño con dos factores: uno 
intrasujeto, momento (con dos niveles: pretest; postest) y otro intersujetos, grupo (con 
dos niveles: control; experimental). Los resultados se presentan en la Tabla 1 del 
artículo referenciado, que se presenta en la Tabla 4.10. En el apartado resultados (pág. 
412) se comenta: 
“Como podemos observar, no se producen diferencias entre los grupos experimental y 
control en ninguno de los aspectos de la creatividad, como evidencia la falta de 
significatividad de la prueba F entre sujetos. Por el contrario, se observa un efecto 
claramente significativo de la variable intrasujetos en cada variable. Esto es, la 
puntuación de ambos grupos tomada en conjunto cambia significativamente a través 
desde el inicio al final del programa, tanto en fluidez (F(77, 1)= 11,62, p= .001), como en 
la flexibilidad (F(77, 1)= 17,36, p= .001), la originalidad (F(77, 1)= 19,15, p= .001), la 
elaboración (F(77, 1)= 44,98, p= .001) y el total de la prueba (F(77, 1)= 33,79, p= .001) 
Para conocer si este cambio se produce por igual en ambos grupos, el 
experimental y el control, o en alguno de ellos de forma diferente al otro, observamos el 
efecto de la interacción. El efecto de la interacción grupo × momento de evaluación 
resulta significativo en algunos casos, indicando que el cambio no se produce del 
mismo modo en el grupo experimental y en el grupo control. La interacción resulta 
significativa en el caso de las variables de flexibilidad (F(77,1) = 4,01, p =0,043), 
originalidad (F(77,1) = 4,33, p =0,039) y en la puntuación total (F(77,1) = 4,10, p =0,041). 
En todas las variables de creatividad, pero especialmente en aquellas en las que la 
interacción es significativa, se observa un cambio en el grupo experimental mayor que 
en el grupo control, desde el inicio al final del programa de desarrollo de la 
creatividad.” 
 
En este párrafo la interacción se interpreta correctamente como diferencia entre la 
evolución de los grupos experimental y control a lo largo del estudio. Después de 
describir los efectos principales se pasa a describir los efectos de la interacción entre 




variables, destacando que el cambio en el grupo experimental fue mayor que en el grupo 
control en todas las variables de creatividad y que esta diferencia en la evolución de 
ambos grupos fue mayor para aquellas variables dependientes en que se encontró una 
interacción significativa.  
Es de destacar que en este estudio no se hizo ningún contraste adicional a la 
prueba F y que los efectos simples ni siquiera se mencionan, no siendo necesarios para 
interpretar adecuadamente la interacción. 
 




Ejemplo 30)  (Psicothema, 2004) Los autores estudiaron la influencia de la intervención 
en procesos de revisión del mensaje sobre procesos implicados en la escritura. Se trata 
de un diseño con dos factores, uno intrasujetos, momento (con dos niveles: pretest; 
postest) y otro intersujeto, grupo (con dos niveles: control, experimental). En el 
apartado resultados (pág.198) se comenta:  
 “Serán relevantes para este diseño, los cambios que tengan lugar en el transcurso del 
tiempo, solo si se confirma que los cambios son significativamente mayores en el grupo 
experimental, es decir, cuando existe interacción entre el tratamiento y el tiempo.” 
(cursiva mía). 
 




La Tabla III del artículo, que recoge las medias de los grupos control y experimental en 
el pre-test y post-test, la F de la interacción y su significación, y el tamaño del efecto, se 
reproduce en la Tabla 4.11. El aspecto a destacar en esta tabla es que no se analizan los 
efectos simples, ya que en un diseño 2×2, no es necesario ningún contraste adicional 
para explicar una interacción significativa.  
Tabla 4.11. Tomada del original (Psicothema, 2004) 
 
 
El análisis de los efectos simples podrá tener o no interés en función de los objetivos del 
estudio, pero no explica la interacción. En este sentido los autores del estudio declaran 
acertadamente estar interesados en los cambios que se producen a lo largo del tiempo 
“solo si se confirma que los cambios son significativamente mayores en el grupo experimental, 
es decir, cuando existe interacción entre el tratamiento y el tiempo.” 
Un caso particular en que, habiendo o no interacción, el análisis de los efectos 
simples tiene sentido es cuando nos encontramos ante comparaciones planeadas guiadas 
por la hipótesis de investigación. A continuación se presentan dos ejemplos. 
 




Ejemplo 31) (Psicothema, 2003) Los autores utilizaron una versión modificada de los 
experimentos de olvido dirigido para estudiar si el olvido dirigido afecta a las falsas 
memorias. En el paradigma de olvido dirigido los sujetos son expuestos a dos listas de 
nombres y mientras a un grupo se le pide que olvide la lista 1 para concentrarse en la 
lista 2 al otro se le pide que recuerde las palabras de ambas listas. Se introduce un nuevo 
factor consistente en si las palabras de la lista 1 están relacionadas o no con una palabra 
crítica no explícitamente presente en la lista. Se trata de un diseño de tres factores 
2×2×2, con dos factores intersujetos, grupo (con dos niveles: olvida [OLV]; recuerda 
[REC]) y condición (con dos niveles: relacionada [REL]; no relacionada [NR]), y un 
factor intrasujetos, lista (con dos niveles: lista 1 [L1]; lista 2 [L2]). En la Tabla 1 del 
estudio, que se reproduce en la Tabla 4.12, se presentan parte de los resultados del 
estudio. En el apartado resultados (pág. 8) se indica:  
 “A continuación analizamos la variable dependiente proporción de aciertos en la 
condición no relacionada. Para ello llevamos a cabo un ANOVA mixto 2 (OLV vs 
REC) × 2(L1 vs L2) siendo la primera variable intersujetos y la última intrasujetos. Las 
proporciones medias de aciertos se presentan en la parte izquierda de la Tabla 1.  Dicho 
ANOVA determinó como significativa la interacción de ambas variables F81, 50) = 
9,233, Mce = 3,037, p < 0,01. A continuación analizamos mediante pruebas t los dos 
patrones de diferencias que evidencian un efecto de olvido dirigido, 
independientemente de si dicha interacción es o no significativa (ver conway et al., 
2000), tal como suele hacerse con las comparaciones planificadas a priori (ver Keppel, 
1991): a) en el grupo olvida es de esperar que su recuerdo sea significativamente peor 
en la lista 1 que en la lista 2; b) en el grupo olvida es de esperar que su recuerdo de la 
lista 1 sea peor que el del grupo recuerda sobre la misma lista (cursiva mía).  
(Este mismo abordaje se repite en el grupo de condición relacionada). 
 
El aspecto a destacar de este planteamiento es que la comparación de dos celdas puede 
estar justificada cuando está avalada por hipótesis a priori que requieren la planificación 




previa de dicha comparación, mientras que no está justificada cuando se utilizan como 
explicación de una interacción. 
Tabla 4.12. Tomada del original (Psicothema, 2003) 
 
 
Ejemplo 32) (Psicothema, 2000) Los autores estudiaron la asimetría hemisférica en el 
procesamiento de la información de los rasgos globales y locales de los estímulos 
visuales. Algunos experimentos previos sugieren que el hemisferio derecho (HD) es 
superior en el análisis de los rasgos globales y el hemisferio izquierdo (HI) es superior 
en el análisis de los rasgos locales, mientras que algunos autores no encuentran dicha 
asimetría. Otros estudios dan apoyo empírico a dicha dicotomía sólo bajo determinadas 
condiciones de tiempo de exposición estimular y con estímulos de determinado tamaño 
y número de elementos locales. Los autores pretenden determinar si la asimetría es 
extensible a tareas de atención selectiva. Para ello realizaron un experimento de 
atención dividida en el que los estímulos se presentaban en el campo visual derecho 
(CVD-HI) o izquierdo (CVI-HD) y el sujeto debía indicar si determinada figura (cuadro 
abierto a la izquierda) estaba presente en el estímulo al nivel que solicitasen las 
instrucciones: nivel global (figura completa) o nivel local (cada uno de los componentes 
de la figura completa). Se trata de un diseño de tres factores intrasujetos: dirección de la 
atención (con dos niveles: global; local), campo visual (con dos niveles: CVD-H; CVI-
HD) y congruencia de las señales global y local (con dos niveles: congruente; 




incongruente). Los resultados se muestran en la Figura 2 del artículo referenciado, que 
se reproduce en la Figura 4.24. En el apartado resultados (pág. 16) se señala: 
 “…. Con respecto a las interacciones, sólo ha resultado significativa la interacción 
entre la dirección de la atención y el campo visual en TR [F(1, 18) = 5,22, MSE = 
49147,97; p = 0,035]. Los resultados se muestran en la Figura 2. Con respecto al CVI-
HD, no se encontraron diferencias en la respuesta a los niveles globales y locales (t(1, 
18) = 1,26; p > 0,05). Sin embargo, el HI es más rápido en procesar los rasgos globales 
(t(1, 18) = 3,57; p < 0,05). Por otro lado, la comparación entre ambos indica que 
cuando la atención se dirige al nivel global, ambos hemisferios son igualmente rápidos 
(t(1, 18) = 0,48; p > 0,05), mientras que cuando la atención se dirige a nivel local, el 
HD es más rápido que el HI (t(1, 18) = 1,8; p < 0,05).  
 










Las dos últimas comparaciones señaladas en el párrafo anterior están explícitamente 
definidas en los objetivos del estudio, por lo que se trata de comparaciones planeadas y, 
por tanto, de interés independientemente de que la interacción entre los dos factores 
haya resultado o no significativa. 
 
 




4.2. Ejemplos de errores que se cometen al 




En este apartado se presentan ejemplos de los mismos bloques definidos en la 
interacción entre dos factores: errores consistentes en no analizar o no interpretar la 
interacción, errores consistentes en analizar y/o interpretar la interacción recurriendo a 
los efectos simples y ejemplos en que la interacción entre tres factores está 
correctamente analizada e interpretada.  
 
 
A)  Ejemplos de errores consistentes en no analizar y/o no inter-
pretar la interacción de segundo orden 
 
Ejemplo 33) (Psicothema, 2005) Los autores estudiaron cómo afecta la inclusividad al 
favoritismo endogrupal y la deshumanización del exogrupo, midiendo las actitudes 
positivas y negativas hacia el endogrupo y al exogrupo. Para ello utilizaron un diseño de 
cuatro factores: con un factor intersujetos, identidad activada (con tres niveles: 
supranacional; nacional; regional) y tres factores intrasujetos, grupo estímulo (con dos 
niveles: endogrupo; exogrupo), tipo de emoción (con dos niveles: sentimientos; 
emociones) y valencia (con dos niveles: positiva; negativa). Para estudiar la 
infrahumanización del exogrupo utilizaron un ANOVA de tres factores. El apartado 
resultados (pág. 444) señala: 
 
“La infrahumanización del exogrupo. En primer lugar, se llevo a cabo un ANOVA de 2 
(tipo de emoción: sentimiento vs. emoción) × 2 (valencia: positiva vs. negativa) × 2 
(grupo estímulo: endogrupo vs. exogrupo). Los resultados confirman los datos de 




Leyens y cols. (2000), ya que se produjo una interacción significativa de las tres 
variables (F(1, 67) = 14,9, p<0.001). Esta interacción matizó los efectos principales 
obtenidos y las interacciones dobles de las variables grupo estímulo × tipo de emoción 
(F(1, 67) = 22,3, p<0.001) y grupo estímulo × valencia de la emoción F(1, 67) = 14,7, 
p<0.001)” [a continuación se realiza una descripción de las interacciones dobles] 
 
En este párrafo no se explica en qué consiste la interacción entre las tres variables y 
posteriormente este hallazgo no se vuelve a mencionar en el apartado de resultados. 
 
Ejemplo 34) (Psicothema, 2005) Los autores estudiaron la equivalencia entre las 
estimaciones de tiempo de llegada de un vehículo en función de la velocidad de éste, de 
la distancia, de que el desarrollo del test se realizase en un automóvil o en imágenes de 
video, y del sexo del participante. Se trata de un diseño de cuatro factores: un factor 
intersujetos, sexo (con dos niveles: hombre; mujer) y tres factores intrasujeto: test (con 
dos niveles: vehículo real; video), velocidad (con cuatro niveles: 60; 80; 100; 120 km/h) 
y distancia (con cuatro niveles: 75; 100; 125; 150 m). En el apartado resultados (pág. 
115) se indica que no se encontró un efecto principal de sexo ni una interacción de sexo 
con ninguna otra variable, por lo que el análisis subsiguiente se centra en los tres 
factores con medidas repetidas. 
 
“There was a significant effect of speed F(3, 114) = 6.349, p<.001, indicating that the 
higher speed, the lower error, going from -1,27 at 60 kph to -,88 at 120 kph. There was 
no interaction between test and speed, F(3, 114) = .740, p>.05. The effect of distance 
was not significant F(3, 114) = 1.015, p>.05 nor was its interaction with test, F(3, 114) 
= 1.367, p>.05. There was a slight interaction between distance and speed F(9, 342) = 
2.115, p<.05, which appeared in both tests, although the interaction Distance × 
Speed ×Test was not significant F(9, 342) = 1.138, p>.05. 
Upon analysing the errors for each test individually, the effect of speed was 
significant at each one: for the vehicle F(3, 114) = 5.76, p<.05, partial η2=.132; 




for the video, F(3, 114) = 3.99, p<.05, partial η2=.095. By itself, distance did 
not reveal significant effects in any est considered individually: for the vehicle, 
F(3, 114) = 2.01, p>.05; for the video, F(3, 114) = 0.90, p=.443. (cursiva mía). 
 
La frase “there was a slight interaction between distance and speed, which appeared in both 
tests, although the interaction Distance × Speed × Test was not significant” implica 
una interpretación inadecuada. La interpretación correcta sería: como no se produce 
interacción entre los tres factores, la interacción entre distancia y velocidad se produce 
de forma similar en los dos niveles de test. 
 En el segundo párrafo no se toman en consideración los hallazgos del análisis de 
la interacción. Aunque previamente se ha indicado que no hay interacción significativa 
entre velocidad y test, ni entre distancia y test, ni entre los tres factores, se analizan los 
errores para cada test individualmente, encontrándose, como no podía ser de otra 
manera, los mismos resultados que en análisis de los efectos principales de velocidad y 
distancia. Estos análisis resultan totalmente innecesarios si los resultados del análisis de 
la interacción se interpretan adecuadamente. 
 
 
B)  Ejemplos de errores en los que la interacción de segundo or-
den se interpreta recurriendo al análisis de los efectos simples 
 
Al igual que sucede en el análisis de la interacción entre dos factores, el recurso de 
utilizar al análisis de los efectos simples para interpretar una interacción significativa 
también es utilizado en interacciones de orden mayor.  
Cuando se considera una interacción significativa de segundo orden, la 
interpretación correcta consiste en considerar que la interacción entre los dos primeros 
factores difiere significativamente entre al menos dos niveles del tercer factor. Por tanto, 




existen varias formas de interpretación basadas en otros análisis que, siguiendo a Kirk 
(1995, pág. 443), seguiremos llamando análisis de los efectos simples, pero que no son 
útiles para explicar la interacción de segundo orden. Dentro de estos análisis de los 
efectos simples distinguiremos tres tipos diferentes, según la interacción se interprete 
recurriendo: al análisis de los efectos simples simples (por medio de la comparación 
entre niveles de un factor en las combinaciones de los otros dos factores), al análisis de 
los efectos simples (agrupando los niveles de una variable y analizando los efectos 
simples en las dos restantes), o al análisis de los efectos simples de interacción 
(analizando las interacciones de dos factores en los niveles del tercer factor, pero sin 
compararlas formalmente entre ellas). 
 
 
B.1) Interpretación a partir de los efectos simples simples 
 
Ejemplo 35) (Psicothema, 2003) Los autores estudiaron si la diferencia percibida en 
valores entre el endogrupo y el exogrupo está relacionada con los prejuicios 
intergrupales. Para ello aplicaron a una muestra de 145 estudiantes de secundaria la 
escala de prejuicios de Pettigrew y Meertens que contiene dos subescalas, una de 
prejuicio manifiesto y otra de prejuicio sutil, y la versión española de la escala de 
valores Schwartz y Bilsky, cuyos 10 campos motivacionales básicos que guían la vida 
se aplicaron al endogrupo y al exogrupo. Las variables dependientes fueron las 
puntuaciones en cada uno de los 10 valores estudiados. Los sujetos se dividieron en tres 
grupos de acuerdo con el tercil en prejuicio sutil y manifiesto, y sólo se compararon el 
tercil superior (alto nivel de prejuicio) y el inferior (bajo nivel de prejuicio). Se trata por 
tanto de un diseño de 4 factores: dos factores intersujetos prejuicio sutil (con dos 




niveles: alto y bajo) y prejuicio manifiesto (con dos niveles: alto y bajo) y dos factores 
intersujetos, grupo (con dos niveles: endogrupo y exogrupo) y valores (con 10 niveles). 
En la introducción (pág. 177) se indica: 
 
“El objetivo general de la presente investigación consiste en analizar la relación 
existente entre la diferencia percibida en valores entre el endogrupo payo y el exogrupo 
gitano y el antagonismo actitudinal (prejuicio) hacia este último. Así, el primer objetivo 
se centra en determinar si en las relaciones payos-gitanos es la similitud en valores lo 
que determinaría menores niveles de prejuicio, tal como se derivaría de algunos estudios 
anteriores (Gómez y Ruiz, 2001; Schwartz y Struch, 1989, Struch y Schwartz, 1989), o 
esta similitud produciría mayor diferenciación y por tanto aptitudes más prejuiciosas 
hacia los gitanos como proponía la Teoría de la Identidad Social.” 
 
Como las clasificaciones en prejuicio sutil y prejuicio manifiesto no son excluyentes, no 
se puede plantear un ANOVA de 4 factores, por lo que se desarrollan 2 ANOVAs, uno 
para prejuicio sutil y otro para prejuicio manifiesto, cada uno con 3 factores, nivel de 
prejuicio (alto, bajo) × grupo (endogrupo, exogrupo) × valores (10 niveles). La 
interacción entre los tres factores resultó significativa cuando como variable 
independiente se tomó el nivel de prejuicio sutil. Dicha interacción se interpreta sobre la 
Tabla 1 del artículo que se reproduce en la Tabla 4.13. En las págs. 179-80 se indica:  
 
“El ANOVA 2210 similar al anterior, pero tomando como variable entregrupos el 
nivel de prejuicio sutil, apoyó los resultados mostrados con el prejuicio manifiesto… 
…Además esta interacción se vio modulada por el Tipo de Valores, como lo 
muestra la interacción Nivel de prejuicio sutil  Grupo de Valoración  Tipo de Valores 
F(9, 900) = 3,74; p<.001. Con objeto de analizar esta interacción se realizó un ANOVA 
para cada tipo motivacional en los que se incluyeron como variable entregrupos el Nivel 
de prejuicio sutil (alto vs. bajo) y como variable intraparticipantes el grupo de valoración 
(endogrupo vs. exogrupo) 




Tal como puede observarse en la Tabla 1, los participantes con alto nivel de 
prejuicio sutil pensaban que el endogrupo daba más importancia que el exogrupo a los 
tipos de valores «Universalismo», «Benevolencia» y «Conformidad», mientras que los 
participantes con bajo nivel de prejuicio no percibían diferencias entre el endogrupo y el 
exogrupo en estos tipos motivacionales. Curiosamente los individuos con alto nivel de 
prejuicio sutil consideran igualmente motivados al endogrupo y al exogrupo por el valor 
«Poder», mientras que los de bajo prejuicio consideran menos importante este tipo 
motivacional para el exogrupo gitano que para el endogrupo payo. Por último, tanto los 
individuos con alto como con bajo prejuicio sutil percibieron como más importante el 
«Logro» para el endogrupo que para el exogrupo gitano.”  
 
En los párrafos anteriores se describe: a) que se detecta una interacción significativa 
entre tres factores; b) que para analizarla se realiza un ANOVA de dos factores en cada 
uno de los 10 niveles del tercero; c) que la interacción se interpreta a partir de las 
comparaciones entre pares de celdas.  Dichas comparaciones entre pares de celdas del 
diseño original (sin agrupar niveles) son los efectos simples simples.8 Y ya se ha 
señalado que los efectos simples simples pueden tener interés, pero no ayudan a 
interpretar una interacción significativa entre tres factores.  
Además, en la discusión se deslizan algunos comentarios comparativos entre niveles de 
prejuicio manifiesto y sutil (págs. 181-2) que no se corresponden con los ANOVAs 
realizados, ya que en ningún momento se ha realizado una comparación explicita entre 
prejuicio sutil y manifiesto. 
 
“Sin embargo, cuando nos centramos algo más detenidamente en los valores en que las 
diferencias percibidas entre payos y gitanos son más marcadas, en función de los 
niveles de prejuicio manifiesto o sutil que tienen, podemos encontrar matizaciones a la 
                                                
8
 Si en lugar de utilizar comparaciones entre dos celdas para interpretar la interacción entre los tres 
factores, se hubiesen utilizado las interacciones entre dos factores, también facilitadas en la Tabla 1, sin 
compararlas formalmente, se trataría de un caso de utilización de los efectos simples de interacción para 
interpretar la interacción entre tres factores. 




supuesta equivalencia entre estos dos tipos de prejuicio en nuestro estudio, lo que quizás 
aporte algunas pistas acerca de las características que puedan distinguirlos.” 
Este párrafo sugiere la existencia de una interacción que no se puede poner a prueba con 
el diseño utilizado en el estudio, ya que las clasificaciones en prejuicio sutil y prejuicio 
manifiesto no son exclusivas. 




Ejemplo 36) (Psicothema, 2000) Los autores estudiaron las atribuciones causales a 
distintos resultados en alumnos con y sin dificultad da aprendizaje (DA), utilizando el 
Sydney Attribution Scale para determinar la atribución de los éxitos y los fracasos 
durante la realización de tareas matemáticas y de lectura a tres posibles causas. Se trata 
de un diseño con tres factores: un factor intersujetos, dificultad en el aprendizaje (con 
dos niveles: sí; no) y dos factores intrasujetos, resultados (con dos niveles: éxito; 
fracaso) y causas (con tres niveles: habilidad; esfuerzo; causas externas). Los resultados 




se presentan en las Figuras 1 y 2 del artículo referenciado, que se reproducen en la 
Figura 4.25. En el apartado resultados (pág. 552) se indica: 
 
“En las Figuras 1 y 2 se muestran gráficamente los patrones atribucionales de cada uno 
de los dos grupos de estudiantes (DA y NDA, respectivamente). Los análisis de 
diferencias intragrupo, (prueba «t» para muestras relacionadas) indican que tanto los 
alumnos con DA como sin DA (NDA) atribuyen sus éxitos significativamente más a su 
esfuerzo realizado que a su propia habilidad (t(1, 222)=15,759 p=0,000 y t(1, 
210)=13,400 p=0,000) ocurriendo lo mismo respecto a la atribución ante resultados 
negativos (t(1, 218)=5,125 p=0,000 y t(1, 215)=11,700 p=0,000, grupos DA y NDA, 
respectivamente). Por otra parte, mientras que los estudiantes con DA sus éxitos los 
atribuyen significativamente más a causas externas que a su capacidad, t(1, 224)=5,571 
p=0,000 , los estudiantes NDA atribuyen los éxitos mucho más a la capacidad que a 
causas externas t(1, 210)=7,472 p=0,000. En cuanto a los fracasos, mientras que los 
estudiantes con DA los atribuyen significativamente más a la falta de capacidad que a 
causas externas t(1, 214)=4,117 p=0,000, los estudiantes NDA los atribuyen más a 
causas externas que a su falta de capacidad t(1, 209)=4,789 p=0,000.” 
 
Figura 4.25. Tomada del original (Psicothema, 2000) 
 
 
En el párrafo anterior en ningún momento se hace alusión a la posible interacción entre 
los tres factores estudiados, si bien la comparación de las atribuciones causales entre los 
grupos DA y NDA en situaciones de éxito y fracaso son el objetivo del estudio. Así en 
el resumen del artículo (pág. 548) se dice: 




“Los resultados del estudio muestran que estudiantes con DA, en relación a sus iguales 
sin dificultades, presentan una imagen más negativa a nivel general…atribuyen sus 
fracasos más a causas internas que externas y se responsabilizan menos de sus éxitos.” 
(cursiva mía). 
 
Se afirma que las atribuciones causales (factor 1) que hacen los grupos (factor 2) no son 
las mismas frente al éxito que frente al fracaso (factor 3). Esto equivale a afirmar que 
existe un a interacción triple. Pero tal interacción no se ha analizado formalmente y las 
comparaciones entre casillas que nos ofrecen los resultados, efectos simples simples, no 
permiten llegar de forma justificada a la conclusión de que tal interacción existe.  
 
 
Ejemplo 37) (Psicológica, 2000) Los autores utilizaron el procedimiento de supresión 
condicionada para estudiar el papel de la asociación contexto-estímulo incondicionado 
en la inhibición diferencial. Para analizar las pruebas de sumación se utilizó un diseño 
de cuatro factores: dos factores intersujetos, grupo [ITI] (con tres niveles: short-short 
[S-S]; short-long [S-L]; long-short [L-S]) y presentación de estímulos (con dos niveles: 
serial [S]; random [R]), y dos factores intrasujetos, sumación (con dos niveles: L; LT) y 
ensayos (con cuatro niveles: 1º; 2º; 3º; 4º). En el apartado resultados (págs. 224-5) se 
dice: 
“… Interactions occurred for summation × presentation × trials, F(3, 27)=6.87, and 
summation × ITI, F(2, 29)=3.35. Several simple effects analysis were conducted to 
explore these interactions.” 
 
Más adelante en la pág. 225 se dice:  
 
“… A three-way ANOVA for summation in S-S groups was conducted. Summation 
effects was reliable F(1, 9)=8.66, as well as summation × groups × trials interaction, 
F(3, 27)=3,56. A simple effect analysis, keeping presentations and intervals constant, 




showed effect summation only in S-S(R) F(1, 29)=6.99. Trial by trial analyisis showed 
summation on 1st trial, F(1, 14)=16.73, 2nd trial, F(1, 14)=5.97, and 3rd trial, F(1, 
14)=4.34.” 
 
Los efectos simples simples, es decir, la comparación de pares de celdas, en niveles 
determinados de los otros dos factores, “keeping presentations and intervals constant”, 
es el procedimiento utilizado en ambos analisis para explorar la interacción.  
 
 
Ejemplo 38) (Psicothema, 2002) Los autores estudiaron la modulación emocional de 
los reflejos defensivos mediante la visualización de imágenes de diferente contenido 
afectivo. Para ello estudiaron la respuesta cardiaca de defensa (RCD) durante los 80 
segundos posteriores a la provocación de un sobresalto mediante un estímulo auditivo 
en presencia de diapositivas agradables, desagradables y neutras en 60 sujetos. Cada 
participante fue sometido a 9 ensayos, tres con cada tipo de diapositiva, que se 
presentaron en diferente orden balanceado según un procedimiento de cuadrado latino. 
Los 80 segundos de registro continuo se dividieron en 10 intervalos en cada uno de los 
cuales se calculó la mediana de la frecuencia cardiaca. Se trata de un diseño con cuatro 
factores: un factor intersujetos, orden de presentación (con tres niveles) y tres factores 
intrasujetos, contenido afectivo (con 3 niveles: agradable, desagradable y neutro), 
estímulos (con 3 niveles: 1ª, 2ª ó 3ª presentación para cada tipo de contenido) y 
medianas (con 10 niveles). Los resultados se presentan en la Figura 1 del artículo, que 
se reproduce en la Figura 4.26.  En el apartado de resultados (pág. 704) se señala: 
“Los efectos significativos del ANOVA aparecen… [se describen los efectos principales] 
en las interacciones…. [se describen interacciones de 1er, 2º y 3er orden] Contenido 
afectivo × Medianas × Orden (F(36, 1026)=1,66 (p=0,0481)… 
…No obstante, las interacciones significativas encontradas dejan claro que las 
diferencias en el patrón de la respuesta cardiaca de defensa dependen no sólo del 




contenido afectivo de las diapositivas, sino también del orden de presentación y de los 
estímulos. En la Figura 1 aparecen las representaciones de la RCD para las tres 
diapositivas (agradable, neutral y desagradable) cuando las tres aparecen en primer lugar. 
Los resultados del análisis de cada una de las medianas para las tres presentaciones 
de las diapositivas del primer bloque muestran diferencias significativas en las medianas 
1, 2, 3 y 4 de la primera presentación (ensayo 1). Como puede verse en la Figura 1a, el 
grupo que ve la diapositiva desagradable en primer lugar tiene mayor frecuencia cardiaca 
en las medianas 1, 2, 3 y 4 que los otros dos grupos, que ven la diapositiva las diapositivas 
neutral y agradable también en primer lugar. En la segunda presentación continúa 
teniendo mayor frecuencia cardiaca el grupo que ve la diapositiva desagradable, aunque 
las diferencias significativas se reducen a la mediana 4 (ver Figura 1b). En la tercera 
presentación, las diferencias significativas desaparecen (ver Figura 1c)” 
 
Se está recurriendo a la comparación directa entre pares de celdas, efectos simples 
simples, para explicar una interacción triple. A falta de los análisis complementarios que 
apoyasen la siguiente explicación, una interpretación razonable de la interacción de 
segundo orden basada en la observación de la Figura 4.26, podría ser como sigue: “en la 
primera presentación del bloque 1 (Figura 1a) la diferencia de efecto entre las 
diapositivas desagradables y las diapositivas agradables (o neutras) sobre la frecuencia 
cardiaca (variable dependiente) es mayor en las medianas 1 a 4 que en el resto de las 
medianas, lo cual difiere de lo encontrado en la tercera presentación del bloque 1 
(Figura 1c) donde la diferencia de efecto entre las diapositivas con diferente valencia 
sobre la frecuencia cardiaca no sufre modificaciones en función de las medianas. En 
cuanto a la segunda presentación del bloque 1 (Figura 1b) la situación es parecida a la 
que se observa en la tercera presentación, por lo que posiblemente la interacción 
valencia de las diapositivas  mediana difiera significativamente de la encontrada en la 
primera presentación.”  Esta interpretación se basa exclusivamente en una inspección de 
los gráficos y no en un análisis formal. 




Figura 4.26. Tomada del original (Psicothema, 2002) 
 
Figura 1. Respuesta cardiaca de defensa a las tres primeras presentaciones del estímulo 









B.2)  Interpretación a partir de los efectos simples 
 
Ejemplo 39) (Psicothema, 2002) Los autores estudiaron la modulación emocional de la 
respuesta cardiaca de defensa (RCD) en situaciones de frustración y/o hostigamiento. 
Para ello, estudiaron la modificación de la tasa cardiaca y la presión sanguínea en tres 
ensayos en los que la RCD era desencadenada por un estímulo auditivo intenso. El test 
de RCD se realizaba después de dos tareas en las que se inducía un estado emocional 
negativo mediante frustración y/u hostigamiento. La tasa cardiaca y presión sanguínea 
se monitorizaban continuamente registrando la mediana de los registros obtenidos en 10 
periodos de duración creciente durante los 80 segundos siguientes al estímulo acústico, 
calculando el cambio con referencia a la mediana obtenida en los 15 segundos previos al 
estímulo acústico. Se trata de un diseño con cuatro factores, con dos factores intersujeto, 
grupo (con 4 niveles: control, hostigamiento, frustración y hostigamiento + frustración) 
y sexo (con 2 niveles: hombre y mujer), y dos factores intrasujeto, medianas (con 10 
niveles: 2, 5, 9, 14, 20, 27, 34, 44, 57 y 70 s) y ensayos (con 3 niveles: 1er, 2º y 3er 
ensayo). En el apartado resultados (pág. 452) se dice: 
“… mostró efectos significativos en el factor Medianas (F(9, 855)=22,18, p<0,0001) y 
en las interacciones Ensayos × Medianas (F(18, 1710)= 8,09, p<0,0001) y Ensayos × 
Medianas × Sexo (F(18, 1710)= 2,23, p<0,01). 
… El análisis de la interacción Ensayos × Medianas × Sexo mostró diferencias entre 
hombres y mujeres en las medianas 6ª (F(2, 190)= 3,13, p<0,05)y 10ª (F(2, 190)= 4,51, 
p<0,01) (cursiva mía) 
Se explica la interacción entre tres factores por medio del análisis de los efectos de un 
factor (sexo) en el segundo factor (medianas) sin tener en cuenta el tercer factor 
(ensayos). 




Ejemplo 40) (Psicothema, 2004) Los autores estudiaron la relación entre el efecto de 
compatibilidad de los distractores y el efecto Simon sobre el tiempo de respuesta (TR) 
en el procesamiento de información. Además se utilizaron diferentes distancias objeto-
distractor (O-E). Todos los sujetos pasaron por todas las condiciones experimentales. Se 
trata de un diseño factorial con tres factores intrasujetos: compatibilidad de los 
distractores (con tres niveles: compatible; incompatible; neutro), efecto Simon (con tres 
niveles: mismo lado; lado contrario; ambos lados) y distancia O-D  (con dos niveles: 
0,65º; 1,30º). En el apartado de resultados (pág. 287) se dice: 
 
“En cuanto a las interacciones entre los factores considerados, resultaron 
estadísticamente significativas las siguientes: estímulo acústico × compatibilidad de los 
distractores (F(4, 44) = 5.074, p<0.01, η2=0.316) y estímulo acústico × compatibilidad × 
distancia O-D (F(4, 44) = 7.177, p<0.01, η2=0.395)” (cursiva mía). 
 “… Se realizó un segundo análisis de varianza de medidas repetidas, reduciendo 
a dos el número de factores (estímulo acústico y distancia O-D) y comprobando su 
efecto sobre la variable dependiente utilizada para medir la repercusión de los 
distractores incompatibles en el procesamiento del objetivo, es decir, el efecto de 
compatibilidad de respuesta (ECR). La medida de ECR se obtuvo sustrayendo a la 
media de los TRs obtenidos con los distractores incompatibles la media de los TRs 
obtenidos bajo la condición compatible, en cada una de las seis combinaciones de los 
dos niveles ahora considerados (dos distancias y tres modalidades de estímulo acústico) 
El análisis de varianza para la variable ECR reveló un efecto principal 
significativo sólo del factor estímulo acústico (F(2, 22)=4,480, p=0.023, η2=0.706)… 
… En este segundo análisis también resultó estadísticamente significativa la 
interacción estímulo acústico × distancia O-D (F(2, 22)=4,572, p=0.022, η2=0.715). En 
la figura 3 se observa que la interferencia del estímulo acústico sobre el ECR sólo se 
produce en la distancia de 1.30º.” 
 
La figura 3 del artículo, sobre la que se interpreta la interacción entre los factores, se 
reproduce en la Figura 4.27.  




Figura 4.27. Tomada del original (Psicothema, 2004) 
 
 
El ANOVA de 2 factores, procedencia espacial del estímulo (con tres niveles: mismo 
lado, lado opuesto ambos lados) y distancia O-D (con dos niveles: 0,65º y 1,30º), 
muestra una interacción significativa que no se analiza formalmente sino que se 
interpreta sobre la figura. En el apartado de discusión (pág. 280) se hace una alusión 
específica a la interacción entre los tres factores, diciendo: 
 
“La consideración de las modalidades que producen la triple interacción estímulo 
acústico × compatibilidad × distancia indica que la interacción entre los dos 
fenómenos investigados (efecto Simon y ECR) sólo se produjo en la distancia de 1.30º. 
Por lo tanto, al no darse la interacción entre la distancia menor, podrían plantearse dudas 
acerca de si efectivamente en todas las condiciones ambos fenómenos afectan o no a 
una misma etapa de procesamiento.” 
 
En este párrafo la interacción entre tres factores se intenta explicar mediante la 
interacción encontrada en el ANOVA de dos factores, para lo que se recurre a la 
interpretación sobre el gráfico de medias.  






Ejemplo 41) (Psicothema, 2005) Los autores estudiaron en 64 voluntarios si los 
estímulos amenazantes reciben procesamiento automático cuando se presentan 
enmascarados en un paradigma de priming. El prime consistió en un rostro amenazante  
(A) y una cara con expresión neutra como estímulo irrelevante (N). Los mismos 
estímulos, A y N, se utilizaron como target. Los participantes se dividieron en dos 
grupos en los que la asincronía entre estímulos (SOA) fue 34 ó 51 ms. Finalmente, cada 
sujeto fue expuesto a 10 ensayos. En cada ensayo, cuando el target aparecía en la 
pantalla, los sujetos debían pulsar una llave diferente tan rápidamente como fuese 
posible en función del target mostrado, A o N, siendo la variable dependiente el tiempo 
de reacción (RT). Se trata de un diseño con 4 factores: 3 factores intrasujetos, 
correspondencia entre prime y target (con dos niveles: congruente; incongruente), 
relevancia (con dos niveles: rostro amenazante [A]; expresión neutra [N]) y ensayo (con 
10 niveles: 1º a 10º ensayos), y un factor intersujetos, SOA (con dos niveles: 34 ms; 51 
ms). Parte de los resultados se presentan en la Tabla 1 del artículo que se reproduce en 
la Tabla 4.14. La interacción entre SOA, correspondencia y relevancia se presenta en el 
apartado resultados (pág. 334) de la siguiente manera:  
 “…The interaction between SOA, correspondence of prime/target combinations, and 
threat-relevance of prime was also significant [F(1/62)=6.98, p<.05]. The post-hoc test 
to analyze this interaction revealed that the 34 SOA group exhibited a faster RT in the 
N/A masking condition than the 51 SOA [F(1/62)=7.08, p<.01, ε=0.62]. The groups did 
not differ significantly in responding to the other masking condition.“  
 
En el párrafo anterior se comienza hablando de una interacción significativa entre tres 
factores. Como cada uno de los factores tan sólo tiene dos niveles, se dispone de un 
único grado de libertad y, por lo tanto, para explicar la interacción basta con facilitar 




una interpretación basada en una tabla de medias o gráfico de líneas. Sin embargo, lo 
que se ha hecho es mezclar dos de las variables implicadas, congruencia y relevancia, 
dando lugar a una metavariable,  masking condition, con 4 niveles resultado de mezclar 
los niveles de las variables originales para, a continuación, analizar la interacción con 
un ANOVA 2 (SOA: 34 ms; 51ms) × 4 (Masking: N/N; A/A; N/A; A/N). 
 




Además, dicho análisis se realiza recurriendo a los efectos simples, como se puede ver 
en la Tabla 2 del artículo, que se reproduce en la Tabla 4.15.  
 
Tabla 4.15. Tomada del original (Psicothema, 2005) 
 
 




La Figura 4.28, preparada a partir de la Tabla 4.14, facilita la interpretación de la 
interacción de segundo orden. Una interpretación correcta de la interacción significativa 
entre los tres factores sería: “la interacción congruencia × relevancia se produce de 
forma diferente en el SOA34 y en el SOA51: mientras en el SOA34 las diferencias en 
RT entre el target neutro y el amenazante son aproximadamente iguales 
independientemente del nivel de correspondencia, congruente o incongruente, en el 
SOA51 las diferencias en RT entre el target neutro y el amenazante son mayores en la 
condición congruente que en la condición incongruente.”  
 






















B.3) Interpretación a partir de los efectos simples de interacción 
 
 
Ejemplo 42) (Psicothema, 2001) Los autores exploraron las diferencias entre cambios 
de tareas regulares y cambios al azar  en términos de la magnitud del costo residual 
asociado al cambio. Se presentaba a los participantes simultáneamente un par de 
estímulos, un número y una letra, durante 500 ms y se solicitaba que se realizase una de 
dos tareas posibles: indicar si el número era par o impar, o indicar si la letra era vocal o 
consonante. El tipo de tarea que había que realizar en cada ensayo era determinado por 




la marca de fijación: + para la tarea de números y * para la tarea de letras, que aparecía 
1 s antes (SOA100) o simultáneamente a los estímulos (SOA0). La variable dependiente 
era el tiempo de reacción (TR). Se trata de un diseño de tres factores intrasujeto: SOA 
(con dos niveles: SOA100; SOA0), tarea (con dos niveles: números; letras) y cambio 
(con dos niveles: con cambio de tarea respecto al ensayo anterior [ensayos de cambio]; 
sin cambio de tarea respecto al ensayo anterior [ensayos de repetición]). Parte de los 
resultados se muestran en la Figura 1 del artículo reseñado, que se reproduce en la 
Figura 4.29. En el apartado resultados (pág. 114) se dice: 
 
“…hubo dos interacciones significativas: SOA × Cambio, F(1, 17)= 5.415, p < 0,033 y 
SOA × Tarea × Cambio, F(1, 17)= 6.745, p < 0,019. Análisis posteriores indicaron 
una diferencia clara entre las tareas de números y de letras que daba cuenta de la 
interacción de segundo orden. En la tarea de letras, el único efecto significativo era el 
de SOA,  F(1, 17)= 21.003, p < 0,001, aunque la variable cambio fue marginalmente 
significativa, F(1, 17)= 3.57, p < 0,077. La interacción SOA × cambio no fue 
significativa, F(1, 17)< 1. Para la tarea de números, fueron significativos los efectos 
principales de SOA, F(1, 17)= 21.47, p < 0,001, y cambio, F(1, 17)= 4.887, p < 0, 042, y 
la interacción SOA × cambio, F(1, 17)= 8.11, p < 0,012…” 
 
En el párrafo anterior la interacción entre tres factores se explica con análisis 
adicionales consistentes en analizar la interacción entre dos factores en cada uno de los 
niveles del tercero, encontrando que la interacción de dos factores es significativa en 
uno de ellos y en el otro no. Esto representa una interpretación basada en los efectos 
simples de interacción que, como ya se ha señalado, no permite dar cuenta del efecto de 
la interacción. Una interpretación correcta de la interacción triple sería: la interacción 
tipo de ensayo  SOA en la tarea de letras difiere significativamente de esa misma 
interacción en la tarea de números; mientras en la tarea de números la diferencia entre el 
TR medio de los ensayos de cambio y repetición es mayor en el SOA0 que en el 




SOA100, en la tarea de letras la diferencia entre el TR medio de los ensayos de cambio 
y repetición parece ser la misma en el SOA0 que en el SOA100. 
El error señalado es el equivalente a explicar la interacción entre dos factores por 
medio de los efectos simples, siendo al menos uno de ellos significativo y al menos uno 
de ellos no significativo. Consecuentemente, en un segundo experimento en el que se 
incluye un nuevo factor, Predictibilidad, referido a si los cambios de tarea se producen 
de forma regular o al azar, los autores hacen la siguiente puntualización (pág. 115): 
 
“…Por el contrario, para los números, la interacción entre el Cambio y la Predictibilidad 
fue significativo, F(1, 38)= 6.632, p < 0,015. La interacción obedece a que el costo es 
significativo para el cambio regular, F(1, 38)= 9.33, p < 0,005, pero no lo es para el 
cambio al azar, F(1, 38) < 1.     
 
Se está cometiendo el mismo error que antes, al interpretar que una interacción entre 
dos factores es significativa porque uno de los efectos simples es significativo y el otro 
no. 
Figura 4.29. Tomada del original (Psicothema, 2001) 
 






Ejemplo 43) (IJCHP, 2006) El autor presentó a los sujetos experimentales información 
sobre el  peligroso virus letrovirus e información sobre la conducta de detección o 
prevención de la infección. Cada una de las informaciones podía ser presentada en dos 
versiones, enfatizando bien la ganancia de seguir la conducta recomendada o bien la 
pérdida en caso de no seguirla. Después de la lectura, se pidió a los sujetos que 
contestasen una encuesta sobre su intención conductual y percepción de riesgo, y 
además se añadió una serie de preguntas que permitía clasificarlos como sujetos con alta 
o baja necesidad de cognición (NFC) y como sujetos con alta o baja autoestima. Las 
variables dependientes fueron: percepción de riesgo e intención de realizar la conducta. 
Se trata de un modelo con cuatro factores intersujetos: conducta presentada (con dos 
niveles: prevención; detección), presentación del mensaje (con dos niveles: ganancia; 
pérdida), NFC (con dos niveles: alta; baja) y autoestima (con dos niveles: alta; baja). 
Respecto a la variable dependiente, intención de realizar la conducta, se plantean dos 
modelos de tres factores. En el apartado de resultados (pág. 621) se indica: 
 
“… En un ANCOVA de 2(NFC) × 2(presentación del mensaje) × 2(conducta), con la 
percepción del riesgo para contraer la enfermedad como covariante. Consistente con las 
predicciones, la interacción NFC × mensaje × conducta fue significativa F(1, 545) = 6,47; 
p < 0,001. Las comparaciones múltiples a posteriori se realizaron por separado para 
los sujetos altos y bajos en NFC.  En los participantes que puntuaron bajo en NFC, la 
interacción entre presentación del mensaje y conducta resultó significativa, F(1, 128) = 
9,53; p = 0,002…. Las intenciones conductuales aportadas por los sujetos que 
obtuvieron puntuaciones altas NFC no se vieron afectadas por la manipulación del 
mensaje y de la conducta”. 
 




Es decir, la interacción de segundo orden se interpreta a partir de la interacción entre 
dos factores en cada nivel del tercero, pero no analizando la diferencia entre ellos,  sino 
indicando que la interacción fue significativa en uno de los niveles del tercer factor, 
pero no en el otro. Este análisis es innecesario para interpretar la interacción entre los 
tres factores, pues al tratarse de un diseño 2×2×2, basta con realizar una interpretación 
adecuada sobre los gráficos de lineas o la tabla de medias.   
 
Ejemplo 44) (Psicothema, 2004) Los autores estudiaron el efecto conjunto de la 
intensidad del estímulo incondicionado (EI), descarga eléctrica, y la pre-exposición a un 
estímulo condicionado (EC), tono acústico, sobre la inhibición de la conducta en ratas 
entrenadas para obtener refuerzos positivos (bolas de comida) presionando la palanca de 
una caja de Skinner. Después del entrenamiento y durante el periodo de pre-exposición, 
la mitad de las ratas fueron expuestas durante 9 sesiones al EC durante periodos de 90s 
sin presentar el EI, mientras que la otra mitad recibieron sesiones sin EC ni EI. A 
continuación durante los 6 ensayos de condicionamiento, todas las ratas fueron 
expuestas al EC de 90s e inmediatamente al EI con un periodo inter-ensayo de 360s. La 
mitad de las ratas de cada grupo recibieron EI de 0,3 mA y la otra mitad de 0,7 mA. La 
variable dependiente fue la razón nº de presiones durante EC/(nº de presiones durante 
EC + nº de presiones durante 90 s previos). Se trata de un diseño con tres factores: dos 
factores intersujetos, pre-exposición al EC (con dos niveles: sí [PE] y no [NPE]) e 
intensidad del EI (con 2 niveles: 0,3 y 0,7 mA) y un factor intrasujetos, trial (con 6 
niveles: los 6 ensayos de condicionamiento). En la Figura 1 del artículo, reproducida en 
la Figura 4.30, se presentan los resultados indicando (pág. 210): 
“The three-way pre-exposure condition × shock intensity × trial interaction was 
significant, F(5, 140) = 2,97. Subsequent test then demonstrated that the effect of pre-




exposure condition was significant in trial 2, Fs(1, 28) = 15,41, but not in trials 1, 3, 4, 5 
and 6, Fs(1, 28) < 1. Furthermore, there was a significant pre-exposure condition × 
shock intensity in trials 3, 4 and 5, Fs(1, 28) > 6,19, but not in Trials 1, 2, and 6, Fs(1, 
28) < 1. Interaction in those trials was due to an effect of pre-exposure on conditioning 
with a low-intensity shock, Fs(1, 14)> 7,12, but not with the high-intensity shock Fs < 
1,18; p > 0,29…” 
 
En el párrafo anterior se comentan tanto los efectos simples de pre-exposición en los 
diferentes ensayos agrupando los niveles de la variable intensidad del shock “the effect 
of pre-exposure condition was significant in trial 2, Fs(1, 28) = 15,41, but not in trials 
1, 3, 4, 5 and 6, Fs(1, 28) < 1”, como los efectos simples de interacción “there was a 
significant pre-exposure condition × shok intensity in trials 3, 4 and 5, Fs(1, 28) > 6,19, 
but not in Trials 1, 2, and 6. Fs(1, 28) < 1.”  
Figura 4.30. Tomada del original (Psicothema, 2004) 
 




Un desglose adecuado de la interacción debe incluir los tres factores, indicando por 
ejemplo que la interacción pre-exposición  intensidad del shock difiere 
significativamente entre los ensayos 1 y 3, 1 y 4, y 1 y 5 (esta interpretación se basa 
exclusivamente en la inspección de los gráficos y no en un análisis formal). 
 
C)  Ejemplos de interpretación correcta de la interacción de según-
do orden 
 
La interacción entre tres factores se interpreta correctamente cuando se basa en la 
comparación de la interacción entre dos factores entre los niveles del tercero. La 
interpretación correcta de la interacción de segundo orden tiene diferentes implicaciones 
en diseños 2×2×2 y en diseños en que alguno de los factores tiene más de dos niveles. 
En el primer caso basta con hacer una interpretación adecuada a partir de la tabla de 
medias o del gráfico de líneas, ya que la interacción involucra a las ocho celdas 
disponibles, mientras que en el segundo es necesario realizar análisis adicionales para 
determinar qué medias están implicadas en la interacción detectada.  
En la revisión bibliográfica se han encontrado algunos ejemplos de análisis e 
interpretación correcta en diseños 2×2×2. Sin embargo, no se ha encontrado ningún 
artículo en que utilizando diseños de 3 factores con más de dos niveles en alguno de 
ellos, se hayan realizado análisis adicionales adecuados para determinar qué celdas 
estaban implicadas en la interacción global encontrada ni, por tanto, se haya realizado 
una interpretación adecuada. 
 




Ejemplo 45) (Psicothema, 2003) Los autores estudiaron la atribución diferencial de las 
dimensiones de moralidad y eficacia al endogrupo y al exogrupo. Para ello, se presentó 
a los participantes una serie de 48 rasgos relacionados con las dimensiones de moralidad 
y eficacia, con valencia positiva o negativa (12 en cada combinación dimensión-
valencia).  Los 24 rasgos con valencia positiva tenían que ser distribuidos para definir el 
endogrupo y el exogrupo en términos de moralidad y eficacia. La variable dependiente 
fue el número de rasgos adjudicado a cada categoría definida por un nivel de dimensión, 
valencia y grupo.  Se trata de un diseño con tres factores intersujetos: valencia del rasgo 
(con dos niveles: positivo; negativo), grupo (con dos niveles: endogrupo; exogrupo) y 
dimensión (con dos niveles: moralidad; eficacia).  Los resultados se presentan en las 
Figuras 1 y 2 del artículo referenciado, que se reproducen en la Figura 4.31. En el 
apartado resultados (pág. 410) se dice: 
 
“…La interacción de las tres variables resultó significativa (F(1, 26)=56,124; p= 0.00). 
Para aprehender mejor el sentido de este resultado se han dispuesto los datos en dos 
figuras en función de la variable valencia de rasgo. La Figura 1 representa los resultados 
obtenidos cuando los rasgos que se tienen que repartir entre el endogrupo y el exogrupo 
son positivos. 
Como se observa en la Figura 1, y tal y como se hipotetizaba, cuando los rasgos 
son positivos se describe al endogrupo (canarios) más en términos de moralidad (M= 
7.8, D.T=1.46) que de eficacia (M=4.4, D.T.=1,73) (F(1, 26)=12,10; p< 0.01); y al 
exogrupo (peninsulares) más en términos de eficacia M= 7.6, D.T=1.73) que de 
moralidad (M=4.3, D.T.=1,48) (F(1, 26)=11,36; p< 0.01). Por tanto, cuando los rasgos 
que se tienen que repartir son positivos, se destinan los rasgos de eficacia al 
exogrupo… y se define el endogrupo en términos de moralidad…  
En la Figura 2, que representa los resultados obtenidos cuando los rasgos que 
tienen que repartirse entre el endogrupo y el exogrupo son negativos, vemos como el 
patrón de conducta es distinto. 




Concretamente, como vemos en la Figura 2, y como se hipotetizaba, cuando los 
rasgos son negativos, se describe al endogrupo más en términos de eficacia (ineficacia) 
(M=8.8, D.T.=2,63) que de moralidad (inmoralidad) (M=2.4, D.T.=1,67) (F(1, 26)=59,44; 
p< 0.001); y al exogrupo más en términos de moralidad (inmoralidad) (M=9.0, 
D.T.=1,97) que de eficacia (ineficacia) (M=2.8, D.T.=1,72) (F(1, 26)=52,20; p< 0.001). 
Esto es, cuando los rasgos que se tienen que repartir entre el endogrupo y el exogrupo 
son negativos, se invierten los resultados. Ahora se prefiere describir al endogrupo 
(canarios) en términos de eficacia (ineficacia)… Sin embargo, se define al exogrupo 
(peninsulares) atendiendo a rasgos de moralidad (inmoralidad)…”(cursiva mía) 
 
La interpretación de la interacción de segundo orden es correcta, explicando la 
interacción entre los tres factores mediante el diferente significado de la interacción 
entre dos factores en cada nivel del tercero. Esta interpretación no requiere de ningún 
contraste adicional, puesto que se trata de un diseño 222. No obstante, los 
investigadores realizan una serie de análisis de los efectos simples simples, es decir, 
contrastes entre dos celdas que utilizan para obtener información adicional. 
 




Ejemplo 46) (Psicológica, 2006) Los autores estudiaron la inhibición voluntaria de 
memorias específicas. Los sujetos se sometieron a un procedimiento en tres fases: 
aprendizaje de pares asociados, entrenamiento mediante ensayos de “fijar la atención” 




(Think) y “no fijar la atención” (No-Think), y tarea de decisión léxica. La variable 
dependiente era el tiempo de decisión léxica que fue analizado en los ensayos de “fijar 
la atención” y en los ensayos de “no fijar la atención” por medio de un ANOVA de tres 
factores intrasujetos: asincronía (con dos niveles: SOA100 ms;  SOA700 ms), tipo de 
ensayo (con dos niveles: directo [si la pareja prime-target había sido aprendida en la 
fase previa de aprendizaje]; independiente [si dentro de la pareja prime-target, el prime 
había sido modificado]) y cantidad de entrenamiento (con dos niveles: 0 ensayos; 16 
ensayos). Los resultados del experimento 1 se presentan en la Tabla 1 del estudio 
referenciado, que se reproduce en la Tabla 4.16. En el apartado resultados (pág. 65) se 
dice: 
 
“Regarding the “Think” data, the analysis of asynchrony (100 vs. 700)  type of test 
(direct vs. independent)  training (0 vs. 16) showed significant effects of asynchrony 
F(1, 77) = 11.70, Mse=34970.45, and type of test, F(1, 77) = 14.60, Mse=98501.31. The 
interaction of asynchrony by type of test F(1, 77) = 18.61, Mse=5292.51, asynchrony by 
think condition, F(1, 77) = 10.06, Mse=4084.60, type of test by think condition, F(1, 77) 
= 9.49, Mse=2005.86, and the higher order interaction of the three variables F(1, 
77)=11,30, Mse=2005.86, were also significant. Looking at the higher order 
interaction, the analysis indicate that “think” training slower down the decision time to 
pseudowords at 100 ms at both direct and independent tests. However, at 700 ms, 
decision time to pseudowords were faster after think training, although the difference 
disappeared in the independent test…” (cursiva mía) 
 
En este párrafo se da una interpretación adecuada de la interacción entre los tres factores 
sin necesidad de recurrir a ningún análisis adicional. Tengase en cuenta que los autores 
se refieren solo a los ensayos de “fijar la atención” (Think), por lo que se trata de un 
diseño 2(asincronía)2(tipo de ensayo)2(entrenamiento) en el que no se requieren 
contrastes adicionales para explicar la interacción entre tres factores. 
 
 






Tabla 4.16. Tomada del original (Psicológica, 2006) 
 
 
 5. Cómo efectuar contrastes para 
interpretar la interacción  
 
 
Para cubrir el segundo objetivo de este trabajo, en los siguientes apartados se explica 
cómo definir comparaciones lineales entre medias para analizar correctamente una 
interacción significativa en un diseño factorial  con grupos al azar (nos centramos en el 
caso de 2 y 3 factores) y cómo utilizar el SPSS (programa estadístico más utilizado por 
los investigadores que publican sus trabajos en las revistas de psicología) para llevar a 
cabo esas comparaciones. 
En los diseños que tienen sólo dos niveles por factor, ya sean diseños 2×2 o 
diseños 2×2×2, cuando se encuentra una interacción significativa no es necesario 
realizar ninguna otra comparación para interpretarla, pues todas las casillas del diseño 
están necesariamente involucradas en la interacción. Sin embargo, cuando alguno de los 
factores tiene más de dos niveles no sucede lo mismo, pues el efecto de la interacción 
global no indica qué diferencias entre niveles de los factores están involucradas en la 
interacción (o entre que niveles del tercer factor difieren significativamente las 
interacciones de primer orden dando lugar a la interacción de segundo orden), lo que 
debe determinarse por medio de comparaciones adicionales. Esta es una situación que 
se puede considerar de forma análoga al hallazgo de una F significativa cuando se están 
comparando más de dos medias por medio de un ANOVA de un factor.   
 




5.1.  El caso de dos factores 
De la misma manera que es posible definir comparaciones lineales de un grado de 
libertad para interpretar, descomponiéndolo, un efecto principal (ver, por ejemplo Pardo 
y San Martín, 1998, págs. 287-292), también es posible definir comparaciones lineales 
de un grado de libertad para conseguir interpretar una interacción significativa. 
Aunque en un diseño factorial el número de comparaciones lineales de un grado 
de libertad que se pueden plantear es muy elevado (Abelson, 1997, pág. 318), las com-
paraciones que más ayudan a los investigadores a interpretar una interacción significa-
tiva suelen ser aquellas que permiten comparar entre sí los efectos simples. 
Cuando un efecto principal es declarado significativo se está afirmando que no to-
das las medias asociadas a ese efecto son iguales. En estos casos, la forma habitual de 
interpretar lo que está ocurriendo consiste en comparar por pares los diferentes niveles 
del correspondiente factor. Por tanto, para poder interpretar un efecto principal se utili-
zan comparaciones que involucran dos medias. Y las hipótesis nulas que se plantean son 
del tipo: 
H0(A):  µj+ − µj’+  =  0                      (para todo j y j’) 
Con estas hipótesis se están comparando por pares todas las medias correspondientes a 
los J niveles del factor A. Si el efecto del factor A es nulo, todas esas diferencias entre 
medias serán nulas. Si el efecto del factor es significativo, al menos una de esas dife-
rencias será distinta de cero. 
Cuando una interacción de primer orden es declarada significativa se está afir-
mando que el efecto del primer factor no es el mismo en todos los niveles del segundo 
factor. Y, adaptando a esta situación la lógica utilizada con los efectos principales, la 




forma de interpretar lo que está ocurriendo consiste en comparar entre sí los efectos 
simples de un factor en los diferentes niveles del otro factor, es decir, en comparar dife-
rencias: la diferencia entre dos niveles del primer factor en un nivel del segundo factor 
con la diferencia entre esos mismos dos niveles del primer factor en un nivel distinto del 
segundo factor.9 Por tanto, para interpretar una interacción de primer orden se utilizan 
comparaciones que involucran cuatro medias. Y las hipótesis nulas que se plantean son 
del tipo: 
H0(A|B):  µjk − µj’k − (µjk’ − µj’k’)  =  0                  (para todo j,  j’, k y k’)  
Con estas hipótesis se están comparando entre sí, por pares, los efectos simples del fac-
tor A. Si el efecto de la interacción de primer orden es nulo, todas las diferencias entre 
esos efectos simples serán nulas. Si el efecto de la interacción es significativo, al menos 
una de esas diferencias entre efectos simples será distinta de cero. 
 
5.1.1.  Diseños 2×3 
En un diseño factorial 2×3 como el propuesto en la Tabla 5.1 es posible interpretar una 
interacción significativa comparando los efectos simples de A entre los diferentes 
niveles de B, es decir, comparando entre sí los efectos simples de A (o, si se prefiere, 
comparando entre sí los efectos simples de B, lo cual es equivalente porque las compa-
raciones involucradas son las mismas).  
 
                                                
9
 Cuando el primer factor tiene sólo dos niveles las diferencias entre esos dos niveles del primer factor en 
cada nivel del segundo factor son los efectos simples propiamente dichos. Cuando el primer factor  tiene 
más de dos niveles estaremos hablando de diferencias simples que no involucran a todos los niveles del 
primer factor, sino sólo a dos de ellos. Por simplicidad llamaremos a todos ellos efectos simples. 




Tabla 5.1.  Notación utilizada en un diseño 2×3 
 B1 B2 B3 
A1 µ11 µ12 µ13 
A2 µ21 µ 22 µ23 
 
Ahora bien, para comparar entre sí los efectos simples de A no basta con valorar si un 
efecto simple es significativo y otro no para, de esta forma, decidir que son distintos. 
Esto es, básicamente, lo que se hace en los trabajos clasificados en la categoría B de la 
Tabla 3.1; y ya se ha explicado que esta estrategia no permite aislar el efecto de la 
interacción porque en los contrastes de los efectos simples se está valorando, además del 
efecto de la interacción, parte del correspondiente efecto principal (ver ecuación [3.1]). 
Comparar entre sí los efectos simples de A requiere:
 
1. Comparar la diferencia entre µ11 y µ21 (o efecto simple de A en B1) con la 
diferencia entre µ12 y µ22 (o efecto simple de A en B2); 
2. Comparar la diferencia entre µ11 y µ21 (o efecto simple de A en B1) con la 
diferencia entre µ13 y µ23 (o efecto simple de A en B3); 
3. Comparar la diferencia entre µ12 y µ22 (o efecto simple de A en B2) con la 
diferencia entre µ13 y µ23 (o efecto simple de A en B3).
 
Es decir, comparar entre sí los efectos simples de A requiere efectuar estas tres 
comparaciones:
 
ψ1  =  A|B1 − A|B2 = (µ11−µ21) − (µ12−µ22) 
ψ2  =  A|B1 − A|B3 = (µ11−µ21) − (µ13−µ23) 








ψ1  =  µ11 − µ12 − µ21 + µ22 
ψ2  =  µ11 − µ13 − µ21 + µ23 
ψ3  =  µ12 − µ13 − µ22 + µ23 
Y asignando coeficientes (ver Tabla 5.2):
 
ψ1  =  (1)µ11 + (−1)µ12 + (0)µ13 + (−1)µ21 + (1)µ22 + (0)µ23 
ψ2  =  (1)µ11 + (0)µ12 + (−1)µ13 + (−1)µ21 + (0)µ22 + (1)µ23 
ψ3  =  (0)µ11 + (1)µ12 + (−1)µ13 + (0)µ21 + (−1)µ22 + (1)µ23
 
Por supuesto, una interacción de primer orden puede interpretarse tomando como 
referencia los efectos simples de cualquiera de los dos factores. De hecho, si en lugar de 
comparar los efectos simples de A en cada nivel de B se comparan los efectos simples 
de B en cada nivel de A, se obtiene idéntico resultado.  Ahora bien, mientras que en el 
caso del  factor A únicamente hay un efecto simple por cada nivel de B (pues el factor A 
sólo tiene dos niveles),  en el caso del factor B hay tres efectos simples por cada nivel de 
A (6 efectos simples en total): 
B12|A1  =  µ11 – µ12 
B13|A1  =  µ11 – µ13 
B23|A1  =  µ12 – µ13  
B12|A2  =  µ21 – µ22 
B13|A2  =  µ21 – µ23 
B23|A2  =  µ22 – µ23 
Con estos 6 efectos simples es posible hacer 15 comparaciones por pares. Sin embargo, 
no todas ellas tienen sentido. No olvidemos que el objetivo es poder interpretar la 
interacción. Y tampoco olvidemos que lo que se está afirmando al decir que una 




interacción es significativa es que los efectos simples correspondientes a un factor no 
son iguales en todos los niveles del otro factor. Por tanto, lo que realmente interesa 
averiguar es si un efecto simple concreto es o no el mismo en los diferentes niveles del 
segundo factor. Interesa averiguar, por ejemplo, si el efecto simple asociado a la 
combinación B12 es o no el mismo en los dos niveles del factor A; pero las com-
paraciones entre los tres efectos simples asociados a A1 no tienen utilidad (pues no están 
informando acerca de cómo los efectos simples de B se comportan en los diferentes 
niveles de A). De acuerdo con este argumento, las comparaciones que interesa efectuar 
para evaluar el comportamiento de los efectos simples de B  en los diferentes niveles de 
A son las siguientes: 
ψ1  =  B12|A1 – B12|A2  =  µ11 – µ12 – (µ21 – µ22) 
ψ2  =  B13|A1 – B13|A2  =  µ11 – µ13 – (µ21 – µ23) 
ψ3  =  B23|A1 – B23|A2  =  µ12 – µ13 – (µ22 – µ23) 
Y ocurre que estas tres comparaciones son idénticas a las tres propuestas para comparar 
entre sí los efectos simples de A (ver Tabla 5.2). 
 Por supuesto, estas tres comparaciones son sólo algunas de las que es posible 
definir para intentar interpretar una interacción significativa, pero tienen más utilidad de 
la que aparentan. Por ejemplo, no es infrecuente que un investigador esté interesado en 
analizar una tendencia concreta. Una situación típica de este tipo es aquella en la que la 
diferencia entre los niveles del factor A va aumentando (o disminuyendo) conforme 
progresan los niveles del factor B (resultado muy típico de los ensayos clínicos en los 
que se aplica un tratamiento y se hace seguimiento), es decir:
 
ψ4 = (µ11−µ21) < (µ12−µ22) < (µ13−µ23)
 




Esta comparación representa la interacción entre el factor A y el componente lineal del 
factor B, es decir, representa una situación en la que la diferencia entre los niveles del 
factor A se va incrementando linealmente a través de los niveles del factor B (por 
supuesto, podría trabajarse con un incremento cuadrático utilizando la misma lógica). 
Los coeficientes que permiten definir esta comparación (ver, por ejemplo, Kirk, 1995, 
392-394) se obtienen multiplicando (interacción) los coeficientes que definen la 
diferencia entre los niveles de A (coeficientes de ψA) por los que definen una tendencia 
lineal en los niveles de B (coeficientes de ψB(lineal)). La Tabla 5.2 recoge los coeficientes 
correspondientes a ψA y ψB(lineal) (éstos últimos se pueden encontrar en cualquier tabla 
de polinomios ortogonales), y el producto entre estas dos columnas arroja los coefi-
cientes que recoge la columna ψA×B(lineal). Ahora bien, estos coeficientes se corresponden 
con los ya utilizados previamente en la comparación ψ2 para comparar los efectos 
simples de A en B1 y B3. Es decir, la comparación ψ4 es equivalente a la ψ2.
 
Tabla 5.2.  Coeficientes para comparaciones lineales en un diseño 2×3 
Casillas ψ1 ψ2 ψ3 ψA ψB(lineal) ψA×B(lineal) ψA|B1 
A1 B1 1      1      0      1      −1       −1       1       
A1 B2 −1      0      1      1      0       0       0       
A1 B3 0      −1      −1      1      1       1       0       
A2 B1 −1      −1      0      −1      −1       1       −1       
A2 B2 1      0      −1      −1      0       0       0       
A2 B3 0   1   1   −1 1      −1       0      
 
Una característica interesante de las comparaciones ψ1, ψ2 y ψ3 es que los coeficientes 
que las definen permiten comprobar que todas ellas son independientes de los efectos 
principales (dos comparaciones son independientes si la suma de los productos de sus 
coeficientes vale cero; ver, por ejemplo, Kirk, 1995, págs. 115-116). Los coeficientes de 




la Tabla 5.2 permiten comprobar, por ejemplo, que al sumar los productos de los coefi-
cientes de ψ1 y ψA se obtiene:
 
 (1)(1)+( −1)(1)+(0)(1)+( −1)(−1)+(1)(−1)+(0)(−1) = 0
 
Con los coeficientes de las comparaciones  ψ2 y ψ3 se obtiene el mismo resultado. Y 
también se obtiene el mismo resultado si se toma como referente el efecto principal de 
B. Sin embargo, esto no ocurre con las comparaciones que definen los efectos simples 
(ya se ha señalado que un efecto simple incluye tanto parte de la interacción como del 
efecto principal; ver ecuación [2.5]). Por ejemplo, la columna ψA|B1 de la Tabla 5.2 
recoge los coeficientes correspondientes a la comparación que define el efecto simple de 
A en B1. Sumando los productos de estos coeficientes por los que definen el efecto 




Este resultado confirma, por otra vía, la afirmación de la ecuación [3.1] de que los 
efectos simples no son independientes de los efectos principales. 
 Según veremos enseguida, el estadístico propuesto más adelante en [5.1] puede 
utilizarse para evaluar este tipo de comparaciones. 
 
5.1.2. Diseños 3×3 
Al aumentar los niveles de uno de los dos factores (o de los dos) aumenta rápidamente 
el número de comparaciones que es necesario diseñar para poder interpretar una 
interacción significativa. La Tabla 5.3 muestra la notación utilizada en un diseño 3×3.  
 




Tabla 5.3.  Notación utilizada en un diseño 3×3 
 B1 B2 B3 
A1 µ11 µ12 µ13 
A2 µ21 µ22 µ23 
A3 µ31 µ32 µ33 
 
Ahora, cada factor tiene asociados tres efectos simples por cada nivel del otro factor (9 
efectos simples en total): 
A12|B1  =  µ11 – µ21  
A13|B1  =  µ11 – µ31 
A23|B1  =  µ21 – µ31  
A12|B2  =  µ12 – µ22  
A13|B2  =  µ12 – µ32 
A23|B2  =  µ22 – µ32 
A12|B3  =  µ13 – µ23 
A13|B3  =  µ13 – µ33 
A23|B3  =  µ23 – µ33 
Con estos 9 efectos simples es posible hacer 36 comparaciones por pares. Sin embargo, 
no todas ellas tienen sentido. El objetivo de estas comparaciones sigue siendo el de 
poder interpretar la interacción. Y lo que se está afirmando al decir que una interacción 
es significativa es que los efectos simples correspondientes a un factor no son iguales en 
todos los niveles del otro factor. Por tanto, lo que realmente interesa averiguar es si un 
efecto simple concreto es o no el mismo en los diferentes niveles del segundo factor. 
Interesa averiguar, por ejemplo, si el efecto simple asociado a la combinación A12 es o 
no el mismo en los niveles del factor B; pero las comparaciones entre los tres efectos 
simples asociados al mismo nivel de B no tienen utilidad (pues estas comparaciones no 
informan acerca de cómo los efectos simples de A se comportan en los diferentes 




niveles de B). Según esto, las comparaciones que interesa efectuar para evaluar el 
comportamiento de los efectos simples del factor A en los diferentes niveles del factor B 
son estas 9: 
ψ1  =  A12|B1 – A12|B2  =  µ11 – µ21 – (µ12 – µ22) 
ψ2  =  A12|B1 – A12|B3  =  µ11 – µ21 – (µ13 – µ23) 
ψ3  =  A12|B2 – A12|B3  =  µ12 – µ22 – (µ13 – µ23) 
ψ4  =  A13|B1 – A13|B2  =  µ11 – µ31 – (µ12 – µ32) 
ψ5  =  A13|B1 – A13|B3  =  µ11 – µ31 – (µ13 – µ33) 
ψ6  =  A13|B2 – A13|B3  =  µ12 – µ32 – (µ13 – µ33) 
ψ7  =  A23|B1 – A23|B2  =  µ21 – µ31 – (µ22 – µ32) 
ψ8  =  A23|B1 – A23|B3  =  µ21 – µ31 – (µ23 – µ33) 
ψ9  =  A23|B2 – A23|B3  =  µ22 – µ32 – (µ23 – µ33) 
La Tabla 5.4 muestra los coeficientes correspondientes a cada una de estas comparacio-
nes (cuatro medias por comparación). Por supuesto, para comparar los 3 efectos simples 
de B en cada nivel de A es necesario diseñar exactamente las mismas 9 comparaciones. 
Tabla 5.4. Coeficientes para comparar efectos simples en un diseño 3×3 
 µ11 µ12 µ13 µ21 µ22 µ23 µ31 µ32 µ33 
Ψ1  =  A12|B1 – A12|B2 1 –1 0 –1 1 0 0 0 0 
Ψ2  =  A12|B1 – A12|B3 1 0 –1 –1 0 1 0 0 0 
Ψ3  =  A12|B2 – A12|B3 0 1 –1 0 –1 1 0 0 0 
Ψ4  =  A13|B1 – A13|B2 1 –1 0 0 0 0 –1 1 0 
Ψ5  =  A13|B1 – A13|B3 1 0 –1 0 0 0 –1 0 1 
Ψ6  =  A13|B2 – A13|B3 0 1 –1 0 0 0 0 –1 1 
Ψ7  =  A23|B1 – A23|B2 0 0 0 1 –1 0 –1 1 0 
Ψ8  =  A23|B1 – A23|B3 0 0 0 1 0 –1 –1 0 1 
Ψ9  =  A23|B2 – A23|B3 0 0 0 0 1 –1 0 –1 1 
 




5.1.3.  Diseños 3×4 
La Tabla 5.5 muestra la notación utilizada en un diseño 3×4. El factor A tiene asociados 
3 efectos simples por cada nivel del factor B (12 efectos simples en total). El factor B 
tiene asociados 6 efectos simples por cada nivel del factor A (18 efectos simples en 
total). 
Tabla 5.5.  Notación utilizada en un diseño 3×4 
 B1 B2 B3 B4 
A1 µ11 µ12 µ13 µ14 
A2 µ21 µ22 µ23 µ24 
A3 µ31 µ32 µ33 µ34 
 
Comencemos con los 12 efectos simples asociados al factor A: 
A12|B1  =  µ11 – µ21  
A13|B1  =  µ11 – µ31 
A23|B1  =  µ21 – µ31  
A12|B2  =  µ12 – µ22  
A13|B2  =  µ12 – µ32 
A23|B2  =  µ22 – µ32 
A12|B3  =  µ13 – µ23 
A13|B3  =  µ13 – µ33 
A23|B3  =  µ23 – µ33 
A12|B4  =  µ14 – µ24 
A13|B4  =  µ14 – µ34 
A23|B4  =  µ24 – µ34 




Con estos 12 efectos simples es posible hacer 66 comparaciones por pares. Pero ya 
hemos argumentado que no todas ellas tienen sentido. El objetivo de estas compara-
ciones sigue siendo el poder interpretar la interacción. Y lo que se está afirmando al 
decir que una interacción es significativa es que los efectos simples correspondientes a 
un factor no son iguales en todos los niveles del otro factor. Por tanto, lo que realmente 
interesa averiguar es si un efecto simple concreto es o no el mismo en los diferentes 
niveles del segundo factor. Interesa averiguar, por ejemplo, si el efecto simple asociado 
a la combinación A12 es o no el mismo en dos niveles distintos del factor B; pero las 
comparaciones entre los tres efectos simples de A asociados a un mismo nivel de B no 
tienen utilidad (pues no están informando acerca de cómo los efectos simples de A se 
comportan en los diferentes niveles de B). Según esto, las comparaciones que interesa 
efectuar para evaluar el comportamiento de los efectos simples del factor A en los 
diferentes niveles del factor B son estas 18: 
ψ1   =   A12|B1 – A12|B2  =  µ11 – µ21 – (µ12 – µ22) 
ψ2   =   A12|B1 – A12|B3  =  µ11 – µ21 – (µ13 – µ23) 
ψ3   =   A12|B1 – A12|B4  =  µ11 – µ21 – (µ14 – µ24) 
ψ4   =   A12|B2 – A12|B3  =  µ12 – µ22 – (µ13 – µ23) 
ψ5   =   A12|B2 – A12|B4  =  µ12 – µ22 – (µ14 – µ24) 
ψ6   =   A12|B3 – A12|B4  =  µ13 – µ23 – (µ14 – µ24) 
ψ7   =   A13|B1 – A13|B2  =  µ11 – µ31 – (µ12 – µ32) 
ψ8   =   A13|B1 – A13|B3  =  µ11 – µ31 – (µ13 – µ33) 
ψ9   =   A13|B1 – A13|B4  =  µ11 – µ31 – (µ14 – µ34) 
ψ10  =   A13|B2 – A13|B3  =  µ12 – µ32 – (µ13 – µ33) 
ψ11  =   A13|B2 – A13|B4  =  µ12 – µ32 – (µ14 – µ34) 
ψ12  =   A13|B3 – A13|B4  =  µ13 – µ33 – (µ14 – µ34) 




ψ13  =   A23|B1 – A23|B2  =  µ21 – µ31 – (µ22 – µ32) 
ψ14  =   A23|B1 – A23|B3  =  µ21 – µ31 – (µ23 – µ33) 
ψ15  =   A23|B1 – A23|B4  =  µ21 – µ31 – (µ24 – µ34) 
ψ16  =   A23|B2 – A23|B3  =  µ22 – µ32 – (µ23 – µ33) 
ψ17  =   A23|B2 – A23|B4  =  µ22 – µ32 – (µ24 – µ34) 
ψ18  =   A23|B3 – A23|B4  =  µ23 – µ33 – (µ24 – µ34) 
La Tabla 5.6 muestra los coeficientes correspondientes a estas 18 comparaciones (en 
cada comparación hay involucradas cuatro medias).  
Tabla 5.6.  Coeficientes para comparar efectos simples en un diseño 3×4 
 µ11 µ12 µ13 µ14 µ21 µ22 µ23 µ24 µ31 µ32 µ33 µ34 
Ψ1  =  A12|B1 – A12|B2 1 –1 0 0 –1 1 0 0 0 0 0 0 
Ψ2  =  A12|B1 – A12|B3 1 0 –1 0  –1 0 1 0 0 0 0 0 
Ψ3  =  A12|B1 – A12|B4 1 0 0 –1 –1 0 0 1 0 0 0 0 
Ψ4  =  A12|B2 – A12|B3 0 1 –1 0 0 –1 1 0 0 0 0 0 
Ψ5  =  A12|B2 – A12|B4 0 1 0 –1 0 –1 0 1 0 0 0 0 
Ψ6  =  A12|B3 – A12|B4 0 0 1 –1 0 0 –1 1 0 0 0 0 
Ψ7  =  A13|B1 – A13|B2 1 –1 0 0 0 0 0 0 –1 1 0 0 
Ψ8  =  A13|B1 – A13|B3 1 0 –1 0 0 0 0 0 –1 0 1 0 
Ψ9  =  A13|B1 – A13|B4 1 0 0 –1 0 0 0 0 –1 0 0 1 
Ψ10  =  A13|B2 – A13|B3 0 1 –1 0 0 0 0 0 0 –1 1 0 
Ψ11  =  A13|B2 – A13|B4 0 1 0 –1 0 0 0 0 0 –1 0 1 
Ψ12  =  A13|B3 – A13|B4 0 0 1 –1 0 0 0 0 0 0 –1 1 
Ψ13  =  A23|B1 – A23|B2 0 0 0 0 1 –1 0 0 –1 1 0 0 
Ψ14  =  A23|B1 – A23|B3 0 0 0 0 1 0 –1 0 –1 0 1 0 
Ψ15  =  A23|B1 – A23|B4 0 0 0 0 1 0 0 –1 –1 0 0 1 
Ψ16  =  A23|B2 – A23|B3 0 0 0 0 0 1 –1 0 0 –1 1 0 
Ψ17  =  A23|B2 – A23|B4 0 0 0 0 0 1 0 –1 0 –1 0 1 
Ψ18  =  A23|B3 – A23|B4 0 0 0 0 0 0 1 –1 0 0 –1 1 
 
Por supuesto, comparando los efectos simples de B en cada nivel de A se llega exac-
tamente a las mismas 18 comparaciones. Ahora bien, mientras que en el caso del  factor 




A hay 3 efectos simples por cada nivel de B (es decir, 12 efectos simples en total),  en el 
caso del factor B hay 6 efectos simples por cada nivel de A (es decir, 18 efectos simples 
en total). Estos 18 efectos simples son los siguientes: 
B12|A1  =  µ11 – µ12  
B13|A1  =  µ11 – µ13 
B14|A1  =  µ11 – µ14  
B23|A1  =  µ12 – µ13  
B24|A1  =  µ12 – µ14  
B34|A1  =  µ13 – µ14  
B12|A2  =  µ21 – µ22  
B13|A2  =  µ21 – µ23 
B14|A2  =  µ21 – µ24  
B23|A2  =  µ22 – µ23  
B24|A2  =  µ22 – µ24  
B34|A2  =  µ23 – µ24  
B12|A3  =  µ31 – µ32  
B13|A3  =  µ31 – µ33 
B14|A3  =  µ31 – µ34  
B23|A3  =  µ32 – µ33  
B24|A3  =  µ32 – µ34  
B34|A3  =  µ33 – µ34  
Con estos 18 efectos simples es posible hacer 153 comparaciones por pares. Pero no 
todas ellas tienen sentido. De nuevo lo que interesa averiguar es si un efecto simple 
concreto es o no el mismo en los diferentes niveles del segundo factor. Interesa 
averiguar, por ejemplo, si el efecto simple asociado a la combinación B12 es o no el 




mismo en niveles distintos del factor A; pero las comparaciones entre los seis efectos 
simples de B asociados a un mismo nivel de A no tienen utilidad (pues no están infor-
mando acerca de cómo los efectos simples de B se comportan en los diferentes niveles 
de A). Por tanto, las comparaciones que interesa efectuar para evaluar el compor-
tamiento de los efectos simples del factor B en los diferentes niveles del factor A son 
estas 18: 
ψ1   =   B12|A1 – B12|A2  =  µ11 – µ12 – (µ21 – µ22) 
ψ2   =   B12|A1 – B12|A3  =  µ11 – µ12 – (µ31 – µ32) 
ψ3   =   B12|A2 – B12|A3  =  µ21 – µ22 – (µ31 – µ32) 
ψ4   =   B13|A1 – B13|A2  =  µ11 – µ13 – (µ21 – µ23) 
ψ5   =   B13|A1 – B13|A3  =  µ11 – µ13 – (µ31 – µ33) 
ψ6   =   B13|A2 – B13|A3  =  µ21 – µ23 – (µ31 – µ33) 
ψ7   =   B14|A1 – B14|A2  =  µ11 – µ14 – (µ21 – µ24) 
ψ8   =   B14|A1 – B14|A3  =  µ11 – µ14 – (µ31 – µ34) 
ψ9   =   B14|A2 – B14|A3  =  µ21 – µ24 – (µ31 – µ34) 
ψ10 =   B23|A1 – B23|A2  =  µ12 – µ13 – (µ22 – µ23) 
ψ11 =   B23|A1 – B23|A3  =  µ12 – µ13 – (µ32 – µ33) 
ψ12 =   B23|A2 – B23|A3  =  µ22 – µ23 – (µ32 – µ33) 
ψ13 =   B24|A1 – B24|A2  =  µ12 – µ14 – (µ22 – µ24) 
ψ14 =   B24|A1 – B24|A3  =  µ12 – µ14 – (µ32 – µ34) 
ψ15 =   B24|A2 – B24|A3  =  µ22 – µ24 – (µ32 – µ34) 
ψ16 =   B34|A1 – B34|A2  =  µ13 – µ14 – (µ23 – µ24) 
ψ17 =   B34|A1 – B34|A3  =  µ13 – µ14 – (µ33 – µ34) 
ψ18 =   B34|A2 – B34|A3  =  µ23 – µ24 – (µ33 – µ34) 




Y ocurre que estas 18 comparaciones son exactamente las mismas que las 18 propuestas 
para comparar los efectos simples del factor A en los diferentes niveles del factor B (ver 
Tabla 5.6). 
 
5.1.4.  El procedimiento ANOVA de un factor 
Para contrastar hipótesis del tipo ψh = 0 puede utilizarse el estadístico t convencional 















             [5.1] 
aplicando la correspondiente corrección para controlar la tasa de error asociada al 
número de comparaciones que se lleven a cabo. Este estadístico se distribuye según el 
modelo de probabilidad t de Student con grados de libertad igual al número de casos 
menos el número de casillas (h se refiere a una comparación cualquiera; k se refiere al 
número de casillas del diseño; MCE es la media cuadrática error o error cuadrático 
medio). 
Lo que interesa destacar de esta forma de abordar el estudio de la interacción entre 
dos factores es que el estadístico propuesto en [5.1] está disponible en el SPSS dentro 
del procedimiento ANOVA de un factor. Ahora bien, para poder utilizar este 
procedimiento con un diseño de dos factores, es necesario crear una nueva variable 
cuyos valores sean el resultado de combinar los valores de los factores A y B. Por 
ejemplo, si el factor A tiene dos niveles (con códigos 1 y 2) y el factor B tiene 3 (con 
códigos 1, 2 y 3), la nueva variable deberá tener 6 códigos distintos: 1 para la 




combinación A1B1, 2 para A1B2, 3 para A1B3, 4 para A2B1, 5 para A2B2 y 6 para A2B3. 
Una vez creada la nueva variable, basta con introducirla como factor en el mencionado 
procedimiento y definir en el cuadro de diálogo Contrastes las comparaciones que se 
desea llevar a cabo (ver Pardo y Ruiz, 2005, págs. 354-359, para una explicación de 
cómo llevar a cabo este tipo de comparaciones). 
Por supuesto, esta estrategia es posible utilizarla porque la media cuadrática error 
(MCE) que se obtiene con el modelo factorial original es exactamente la misma que se 
obtiene cuando se realiza la transformación para aplicar el modelo de un factor (puesto 
que la MCE representa la variabilidad existente dentro de las casillas, su valor no 
cambia porque se altere el orden de las mismas). 
Veamos cómo utilizar el programa estadístico SPSS para efectuar algunas de las 
comparaciones propuestas en los apartados anteriores (no debemos perder de vista que 
el objetivo de los ejemplos que se ofrecen a continuación es el de ayudar a interpretar 
una interacción significativa de primer orden).  
 Comencemos retomando el ejemplo 2 ya presentado en la Tabla 3.6. Recordemos 
que se trataba de un diseño 2×3 en el que los efectos principales no resultaron 
significativos pero sí la interacción (ver Tabla 3.8). El hecho peculiar de este ejemplo es 
que, a pesar de que la F de la interacción es significativa (p < 0,05), ninguno de los 
efectos simples alcanza a serlo (p = 0,063 para los tres efectos simples del factor A; ver 
Tabla 3.9).  
Para llevar a cabo las comparaciones que permiten interpretar el efecto de la 
interacción hay que comenzar creando una nueva variable con códigos distintos para 
cada combinación AB; en concreto, vamos a crear una variable con códigos del 1 al 6: 
1= A1B1, 2 = A1B2, 3 = A1B3, 4 = A2B1, 5 =  A2B2, 6 = A2B3. La Tabla 5.7 reproduce los 
datos de la Tabla 3.6 con esta nueva variable (la hemos llamado C). 




 Puesto que nuestro interés radica en descomponer la interacción para poder 
interpretarla, vamos a realizar las tres comparaciones propuestas para un diseño 2×3 
(ver Tabla 5.2): 
ψ1 = (1)µ11 + (−1)µ12 + (0)µ13 + (−1)µ21 + (1)µ22 + (0)µ23 
ψ2 = (1)µ11 + (0)µ12 + (−1)µ13 + (−1)µ21 + (0)µ22 + (1)µ23 
ψ3 = (0)µ11 + (1)µ12 + (−1)µ13 + (0)µ21 + (−1)µ22 + (1)µ23
 
Tabla 5.7.  Diseño 2×3. Datos del ejemplo 2 con la nueva variable C 
A B C Y  A B C Y  A B C Y 
1 1 1 2,0  1 3 3 1,5  2 2 5 2,0 
1 1 1 2,4  1 3 3 1,9  2 2 5 2,4 
1 1 1 2,6  1 3 3 2,1  2 2 5 2,6 
1 1 1 2,8  1 3 3 2,3  2 2 5 2,8 
1 1 1 3,0  1 3 3 2,5  2 2 5 3,0 
1 1 1 3,0  1 3 3 2,5  2 2 5 3,0 
1 1 1 3,2  1 3 3 2,7  2 2 5 3,2 
1 1 1 3,4  1 3 3 2,9  2 2 5 3,4 
1 1 1 3,6  1 3 3 3,1  2 2 5 3,6 
1 1 1 4,0  1 3 3 3,5  2 2 5 4,0 
1 2 2 1,5  2 1 4 1,5  2 3 6 2,0 
1 2 2 1,9  2 1 4 1,9  2 3 6 2,4 
1 2 2 2,1  2 1 4 2,1  2 3 6 2,6 
1 2 2 2,3  2 1 4 2,3  2 3 6 2,8 
1 2 2 2,5  2 1 4 2,5  2 3 6 3,0 
1 2 2 2,5  2 1 4 2,5  2 3 6 3,0 
1 2 2 2,7  2 1 4 2,7  2 3 6 3,2 
1 2 2 2,9  2 1 4 2,9  2 3 6 3,4 
1 2 2 3,1  2 1 4 3,1  2 3 6 3,6 
1 2 2 3,5  2 1 4 3,5  2 3 6 4,0 
 
Introduciendo los coeficientes correspondientes a las comparaciones ψ1, ψ2 y ψ3 en el 
subcuadro de diálogo Contrastes del procedimiento ANOVA de un factor (utilizando la 




variable C como variable factor y la variable Y como variable dependiente) se obtienen 
los resultados que muestra la Tabla 5.8: 
Tabla 5. 8.  Resultados de las comparaciones ψ1, ψ2 y ψ3  
Contraste 
Valor del 
contraste t gl 
Sig. 
(bilateral) 
ψ1 =  A|B1 − A|B2 1,000 2,685 54 0,010 
ψ2 =  A|B1 − A|B3 1,000 2,685 54 0,010 
ψ3 =  A|B1 − A|B3 0,000 0,000 54 1,000 
 
Estos resultados tienen un significado claro, perfectamente acorde con la impresión 
visual que ofrece el gráfico de líneas de la Figura 5.1: el efecto simple de A en B1 difiere 
tanto del efecto simple de A en B2 como del efecto simple de A en B3; y el efecto simple 
de A en B2 no difiere del efecto simple de A en B3. Es decir, lo que ocurre con el efecto 
de A en B1 no es lo mismo que lo que ocurre con el efecto simple de A en B2 y B3. Y 
esta afirmación puede hacerse porque se han comparado entre sí los correspondientes 
efectos simples (cosa que no se hace cuando se valora por separado la significación de 
cada efecto simple), lo cual confirma que la valoración individual de los efectos sim-
ples, sin compararlos entre sí, no es capaz de captar el significado de la interacción. 













El siguiente ejemplo (que no es más que una ligera modificación del anterior) muestra 
claramente que mediante el análisis individual de los efectos simples, sin compararlos 
entre sí, es posible captar erróneamente el significado de la interacción. Se trata de 
nuevo de un diseño 2×3 con dos factores intersujetos A (con dos niveles: A1, A2) y B 
(con 3 niveles: B1, B2, B3). Los datos del ejemplo están recogidos en la Tabla 5.9, la cual 
incluye, de nuevo, la variable C. 
Tabla 5.9.  Diseño 2×3. Datos del ejemplo 2 modificados 
A B C X  A B C X  A B C X 
1 1 1 2,0  1 3 3 1,5  2 2 5 2,0 
1 1 1 2,4  1 3 3 1,9  2 2 5 2,4 
1 1 1 2,6  1 3 3 2,1  2 2 5 2,6 
1 1 1 2,8  1 3 3 2,3  2 2 5 2,8 
1 1 1 3,0  1 3 3 2,5  2 2 5 3,0 
1 1 1 3,0  1 3 3 2,5  2 2 5 3,0 
1 1 1 3,2  1 3 3 2,7  2 2 5 3,2 
1 1 1 3,4  1 3 3 2,9  2 2 5 3,4 
1 1 1 3,6  1 3 3 3,1  2 2 5 3,6 
1 1 1 4,0  1 3 3 3,5  2 2 5 4,0 
1 2 2 1,5  2 1 4 1,5  2 3 6 2,2 
1 2 2 1,9  2 1 4 1,9  2 3 6 2,6 
1 2 2 2,1  2 1 4 2,1  2 3 6 2,8 
1 2 2 2,3  2 1 4 2,3  2 3 6 3,0 
1 2 2 2,5  2 1 4 2,5  2 3 6 3,2 
1 2 2 2,5  2 1 4 2,5  2 3 6 3,2 
1 2 2 2,7  2 1 4 2,7  2 3 6 3,4 
1 2 2 2,9  2 1 4 2,9  2 3 6 3,6 
1 2 2 3,1  2 1 4 3,1  2 3 6 3,8 
1 2 2 3,5  2 1 4 3,5  2 3 6 4,2 
 
La Tabla 5.10 muestra las medias correspondientes a cada nivel y a cada combinación 
de niveles y la Tabla 5.11 ofrece los resultados del ANOVA. Estos resultados indican 
que los efectos principales no son significativos (p = 0,131 para A; p = 0,826 para B) 
pero que sí lo es el efecto de la interacción (p = 0,005).  




Tabla 5.10.  Medias del diseño 2×3 propuesto en la Tabla 5.9 
 B1 B2 B3 Total 
A1 3,00 2,50 2,50 2,67 
A2 2,50 3,00 3,20 2,90 
Total 2,75 2,75 2,85 2,79 
Desv. típ. = 0,59 en todas las casillas 
 





cuadrática F Sig. 
A 0,817 1 0,817 2,356 0,131 
B 0,133 2 0,067 0,192 0,826 
A*B 4,133 2 2,067 5,962 0,005 
Error 18,720 54 0,347   
Total 23,803 59       
 
Adoptando la estrategia de interpretar una interacción significativa a partir de la signi-
ficación individual de los efectos simples se obtienen los resultados que muestra la  
Tabla 5.12.  
Tabla 5.12.  Significación de los efectos simples de A 
 A1 – A2 p 
B1 






Estos resultados indican que el efecto de A es significativo en el nivel B3 mientras que 
no lo es en los niveles B1 y B2. Por tanto,  una conclusión basada en estos resultados 
llevaría a pensar que el efecto del factor A en el nivel B3 difiere del efecto del factor A 
en los niveles  B1 y B2. 




Sin embargo, esto no es lo que realmente está ocurriendo. Utilizando la variable C 
en el procedimiento ANOVA de un factor del SPSS y asignando coeficientes (los 
mismos que en el ejemplo anterior) a cada combinación de niveles AB para definir las 
comparaciones que permiten interpretar correctamente el efecto de la interacción, se 
obtienen los resultados que muestra la Tabla 5.13.  
Tabla 5.13.  Resultados de las comparaciones ψ1, ψ2 y ψ3  
Contraste 
Valor del 
contraste t gl 
Sig. 
(bilateral) 
ψ1 =  A|B1 − A|B2 1,000 2,685 54 0,010 
ψ2 =  A|B1 − A|B3 1,200 3,223 54 0,002 
ψ3 =  A|B1 − A|B3 0,200 0,537 54 0,593 
 
El resultado obtenido con esta estrategia tiene un significado bien distinto del obtenido 
con la valoración individual de la significación de los efectos simples; además, es 
coherente con la impresión visual que ofrece el gráfico de líneas de la Figura 5.2: el 
efecto simple de A en B1 difiere tanto del efecto simple de A en B2 como del efecto 
simple de A en B3; y el efecto simple de A en B2 no difiere del efecto simple de A en B3. 
Es decir, lo que ocurre con el efecto de A en B1 no es lo mismo que lo que ocurre con el 
efecto de A en B2 y B3.  















Es evidente que la conclusión basada en la comparación entre efectos simples difiere de 
la obtenida previamente al valorar la significación individual de los mismos. Una confu-
sión similar se ha presentado en el ejemplo 26  (Miñarro y col. 2000), en el que el 
análisis de los efectos simples lleva a una interpretación diferente de la que se obtendría 
desglosando el efecto de de la interacción mediante comparaciones lineales.  
Volvamos a revisar el ejemplo presentado por Howell (2002) con un diseño 2 
(age: young, old) × 5 (condition: counting, rhyming, adjective, imagery, intention), en 
el que se obtenían efectos principales significativos para age y condition y para la 
interacción agecondition. Si, con objeto de interpretar la interacción, se compara el 
efecto simple de age en rhyming (una de las tareas de bajo nivel de procesamiento), con 
los efectos simples de age en cada una de las tareas que requieren alto nivel de proce-
samiento, adjective, imagery e intention, obtenemos los resultados que muestra la Tabla 
5.14. Estos resultados indican que el efecto de age en rhyming no difiere significativa-
mente del efecto de age en adjective e imagery, si bien la diferencia del efecto de age en 
rhyming e intention si alcanza la significación estadística. 
Tabla 5.14.  Algunas comparaciones planeadas para interpretar la interacción del 






Efecto de age en rhyming vs. efecto de age en adjective 3,1 0,087 
Efecto de age en rhyming vs. efecto de age en imagery 3,5 0,054 
Efecto de age en rhyming vs. efecto de age en intention 6,6 0,000 
 
De nuevo la interpretación de una interacción significativa a partir de la estrategia 
basada en la comparación de los efectos simples y a partir de la basada en la 
significación individual de cada uno de ellos lleva a conclusiones diferentes. ¿Quiere 




esto decir que los resultados presentados por Howell no apoyan la teoría de Eysenk? 
No. Veamos por qué. 
Aunque habitualmente las comparaciones que interesa hacer para interpretar una 
interacción significativa son aquellas que comparan los efectos simples de un factor 
entre pares de niveles del segundo factor, no siempre éstas son las comparaciones de 
interés. ¿Cuál o cuáles son las comparaciones que interesa hacer en el experimento de 
Eysenk? La hipótesis de trabajo de Eysenk es que las diferencias entre grupos de edad 
sólo se producen en las tareas que requieren un alto nivel de procesamiento. De las 
cinco tareas realizadas, dos son de bajo nivel de procesamiento (low level), mientras que 
las otras tres son de alto nivel de procesamiento (high level). Por tanto, la hipótesis nula 
que interesa contrastar es que el efecto de la edad en las dos tareas de bajo nivel de 
procesamiento es igual al efecto de la edad en las tres tareas de alto nivel de 
procesamiento. Veamos cómo se puede llevarse a cabo este contraste asignando 
coeficientes a las medias de las casillas. La Tabla 5.15 muestra la notación utilizada en 
un diseño 25. 
Tabla 5.15. Notación utilizada en un diseño 25 
 B1 B2 B3 B4 B5  
A1 µ11 µ12 µ13 µ14 µ15 µ1+ 
A2 µ21 µ22 µ23 µ24 µ25 µ2+ 
 µ+1 µ+2 µ+3 µ+4 µ+5 µ 
 
La hipótesis nula que permite comparar las dos tareas de bajo nivel (B1, B2) con las tres 














H0 :  3[(µ11 − µ21) + (µ12 − µ22)] – 2[(µ13 − µ23) + (µ14 − µ24) + (µ15 − µ25)]  =  0 
Asignando coeficientes y ordenando: 
H0 : (3)µ11 + (3)µ12 + (−2)µ13 + (−2)µ14 + (−2)µ15     
+ (−3)µ21  + (−3)µ22 + (2)µ23 +  (2)µ24 + (2)µ25  =  0 
La Tabla 5.16 recoge el resultado obtenido al contrastar esta hipótesis. Este resultado es 
perfectamente acorde con el gráfico de líneas presentado por Howell (ver Figura 3.2) y 
se debe interpretar de la siguiente manera: el efecto de la edad en el conjunto de las 
tareas de bajo nivel de procesamiento difiere del efecto de la edad en el conjunto de las 
tareas de alto nivel de procesamiento.  
Tabla 5.16.  Efecto  de la edad: diferencia entre las dos tareas de bajo procesamiento y las 
tres de alto procesamiento (resultados obtenidos a partir de los datos presentados por 






Efecto de Age en Low level vs. efecto de Age en High level 30,0 0,000 
 
En nuestra opinión, éste es el resultado que verdaderamente apoya la hipótesis de 
Eysenk, pues se basa en la comparación formal de los efectos de la edad en uno y otro 
tipo de tareas, comparación que no se lleva a cabo cuando se interpreta la interacción a 
partir de la significación individual de los efectos simples.  




5.1.5. La sentencia LMATRIX 
La estrategia descrita en el apartado anterior es muy sencilla y, por tanto, puede resultar 
útil para investigadores no demasiado familiarizados con el análisis estadístico. Pero no 
es la única estrategia disponible para efectuar comparaciones lineales y, desde luego, no 
es la más elegante. La sentencia LMATRIX (disponible mediante sintaxis dentro del 
procedimiento UNIANOVA) también permite contrastar hipótesis del tipo ψh = 0. 
Al margen de las comparaciones que es posible llevar a cabo desde el cuadro de 
diálogo MODELO LINEAL GENERAL > UNIVARIANTE (procedimiento UNIANOVA) 
el SPSS ofrece la posibilidad de llevar a cabo cualquier tipo de comparación mediante 
sintaxis. La sentencia EMMEANS, por ejemplo, permite obtener la significación indi-
vidual de los efectos simples (ver Pardo y Ruiz, 2005, págs. 374-375). Y la sentencia 
LMATRIX permite, entre otras cosas, efectuar comparaciones entre efectos simples.  
La sentencia LMATRIX permite llevar a cabo cualquier tipo de comparación asig-
nando valores a los coeficientes de la matriz L en la hipótesis general LB = 0 (B es el 
vector de parámetros). El modelo matemático correspondiente a un diseño de dos 
factores de efectos fijos, completamente al azar, adopta la forma: 
µjk  =  µ + αj + βk + (αβ)jk 
( j se refiere a los niveles del primer factor y k a los niveles del segundo factor). La parte 
izquierda de la ecuación recoge los pronósticos del modelo. La parte derecha de la 
ecuación recoge las dos variables independientes y la interacción entre ambas. En un 
diseño 23 el modelo incluye 12 parámetros: la constante, los dos correspondientes a 
los niveles del factor A, los tres correspondientes a los niveles del factor B y los seis 




correspondientes a la combinación entre los dos niveles del factor A y los tres del factor 
B. Es decir, el vector B incluye los siguientes parámetros: 
B’  =  (µ, µ1+, µ2+, µ+1, µ+2, µ+3, µ11, µ12, µ13, µ21, µ22, µ23) 
Y la matriz de coeficientes L incluye el peso o coeficiente asignado a cada parámetro 
del modelo: 
L   = (l1, l2, l3, l4, l5, l6, l7, l8, l9, l10, l11, l12) 
Para definir contrastes personalizados basta con especificar los valores que deben tomar 
los coeficientes de la matriz L en la expresión LB: 
LB = l1µ + l2 µ1+ + l3 µ2+ + l4 µ+1 + l5 µ+2 + l6 µ+3 + 
   l7 µ11 + l8 µ12 + l9 µ13 + l10 µ21 + l11 µ22 + l12 µ23 
La sentencia LMATRIX permite definir comparaciones de un grado de libertad como las 
propuestas en los apartados anteriores asignando a cada parámetro los coeficientes 
apropiados. Así, por ejemplo, para comparar 1os dos niveles del factor A en el primer 
nivel del factor B (es decir, para evaluar el efecto simple de A en B1) a los coeficientes l2 
y l7 asociados a los parámetros correspondientes a la primera categoría de A (µ1+) y a la 
combinación de la primera categoría de A con la primera de B (µ11) se les asigna un 
código igual a 1; y a los coeficientes l3 y l10 asociados a los parámetros correspondientes 
a la segunda categoría de A (µ2+) y a la combinación de la segunda categoría de A con la 
primera de B (µ21) se les asigna un código igual a –1. Al resto de coeficientes se les 
asignan ceros para excluir del contraste los efectos que no intervienen en la compara-
ción. Por tanto, la expresión LB correspondiente a la comparación de los dos niveles del 
factor A en el primer nivel de B queda de la siguiente manera: 




LB(A1−A2|B1)  =  (1) µ1+ + (1) µ11 + (–1) µ2+ + (–1) µ 21  =  (µ1+ – µ2+) + (µ11 – µ21)
 
La primera parte de la expresión está comparando los dos niveles del factor A; la 
segunda parte indica que esa comparación se refiere únicamente al primer nivel de B. 
De modo similar, la expresión LB correspondiente a la comparación entre los dos 
niveles de A en el segundo y en el tercer nivel de B adopta la forma:
 
LB(A1−A2|B2)  =  (1) µ1+ + (1) µ12 + (–1) µ2+ + (–1) µ22  =  (µ1+ – µ2+) + (µ12 – µ22)
 
LB(A1−A2|B3)  =  (1) µ1+ + (1) µ13 + (–1) µ2+ + (–1) µ23  =  (µ1+ – µ2+) + (µ13 – µ23)
 
Ahora bien, comparar el efecto simple de A en B1 con el efecto simple de A en B2 
requiere comparar LB(A1−A2|B1) y LB(A1−A2|B2): 
LB(A1−A2|B1) y LB(A1−A2|B2)  =  (µ1+ – µ2+) + (µ11 – µ21) – [(µ1+ – µ2+) + (µ12 – µ22)] 
            =   µ11 – µ21 – µ12 + µ22 
que no es otra cosa que la comparación ψ1 ya definida para comparar el efecto simple 
de A en B1 con el efecto simple de A en B2  (ver Tabla 5.2). Siguiendo el argumento, al 
comparar los efectos simples definidos en LB(A1−A2|B1) y LB(A1−A2|B3), y los definidos en 
LB(A1−A2|B2) y LB(A1−A2|B3) se obtienen las comparaciones  ψ2 y ψ3 (ver Tabla 5.2). 
Para llevar a cabo estas comparaciones con el SPSS es necesario añadir, a la 
sintaxis que se obtiene del cuadro de dialogo MODELO LINEAL GENERAL > UNIVA-
RIANTE, la siguiente sentencia LMATRIX: 
   /LMATRIX = 
   a*b   1  –1  0  –1  1  0 ; 
   a*b   1  0  –1  –1  0  1 ; 
   a*b   0  1  –1  0  –1  1 




(repárese en el punto y coma que separa cada comparación). La Tabla 5.17 muestra los 
resultados que se obtienen con esta estrategia. Puede comprobarse que los valores de los 
contrastes y de los niveles críticos son idénticos a los obtenidos con la estrategia 
propuesta en el apartado anterior (ver Tabla 5.8) 








L1 = ψ1 1,000 0,372 0,010 
L2 = ψ2 1,000 0,372 0,010 
L3 = ψ3 0,000 0,372 1,000 
 
Un aspecto interesante de esta forma de comparar entre sí los efectos simples es que, 
además de una valoración individual de cada comparación, se obtiene una valoración 
global de todas las comparaciones tomadas juntas. La Tabla 5.18 muestra esta 
valoración. Y ocurre que todos los resultados asociados a este efecto global (suma de 
cuadrados, grados de libertad, …, nivel crítico) son idénticos a los del efecto global de 
la interacción (ver Tabla 3.8). Este resultado indica que las comparaciones que estamos 
proponiendo para estudiar el efecto de la interacción, no sólo se están refiriendo 
justamente a ese efecto, sino que lo agotan. 





cuadrática F Sig. 
Contraste 3,333 2 1,667 4,808 0,012 
Error 18,720 54 0,347   
 




5.2.  El caso de tres factores 
Al igual que en los diseños de dos factores, en los de tres factores también es posible 
definir comparaciones lineales de un grado de libertad que ayuden a interpretar una inte-
racción significativa. Y, del mismo modo que en los diseños de dos factores las compa-
raciones que ayudan a entender la interacción de primer orden son las que permiten 
comparar entre sí los efectos simples, en los diseños de tres factores las comparaciones 
que ayudan a entender la interacción de segundo orden son, generalmente, las que per-
miten comparar entre sí los efectos simples de interacción. 
Cuando un efecto principal es declarado significativo se está afirmando que no to-
das las medias asociadas a ese efecto son iguales. En estos casos, la forma habitual de 
interpretar lo que está ocurriendo (es decir, la forma de encontrar qué medias difieren de 
qué otras) consiste en comparar por pares los diferentes niveles del correspondiente 
factor. Por tanto, para poder interpretar un efecto principal se utilizan comparaciones 
que involucran dos medias. Y las hipótesis nulas que se plantean son del tipo: 
H0(A):  µj++ − µj’++  =  0                      (para todo j y j’) 
Con estas hipótesis se están comparando por pares todas las medias correspondientes a 
los J niveles del factor A. Si el efecto del factor A es nulo, todas esas diferencias entre 
medias serán nulas. Si el efecto del factor es significativo, al menos una de esas dife-
rencias será distinta de cero. 
Cuando una interacción de primer orden es declarada significativa se está afir-
mando que el efecto del primer factor no es el mismo en todos los niveles del segundo 
factor. Y, adaptando a esta situación la lógica utilizada con los efectos principales, la 
forma de interpretar lo que está ocurriendo (ver apartado anterior) consiste en comparar 




entre sí los efectos simples de un factor en los diferentes niveles del otro factor, es decir, 
en comparar diferencias: la diferencia entre dos niveles del primer factor en un nivel del 
segundo factor con la diferencia entre esos mismos dos niveles del primer factor en un 
nivel distinto del segundo factor. Por tanto, para interpretar una interacción de primer 
orden se utilizan comparaciones que involucran cuatro medias. Y las hipótesis nulas que 
se plantean son del tipo: 
H0(A|B):  µjk+ − µj’k+ − (µjk’+ − µj’k’+)  =  0                      (para todo j,  j’, k y k’) 
Con estas hipótesis se están comparando entre sí, por pares, los efectos simples del fac-
tor A. Si el efecto de la interacción de primer orden es nulo, todas las diferencias entre 
esos efectos simples serán nulas. Si el efecto de la interacción es significativo, al menos 
una de esas diferencias entre efectos simples será distinta de cero. 
Cuando una interacción de segundo orden es declarada significativa se está afir-
mando que el efecto de las interacciones de primer orden (el de todas ellas) no es cons-
tante (es decir, no es el mismo) en todos los niveles del tercer factor. Y, adaptando a 
esta situación la lógica utilizada con los efectos principales y con la interacción de 
primer orden, la forma de interpretar lo que está ocurriendo consiste en comparar entre 
sí los efectos simples de interacción, es decir, en comparar diferencias de diferencias: la 
diferencia de diferencias asociada a la interacción de primer orden en un nivel del tercer 
factor con la diferencia de diferencias asociada a esa misma interacción de primer orden 
en un nivel distinto del tercer factor. Por tanto, para interpretar una interacción de 
segundo orden se utilizan comparaciones que involucran ocho medias. Y las hipótesis 
nulas que se plantean son del tipo: 
H0(AB|C):  [µjkl − µj’kl − (µjk’l − µj’k’l)]  −  [µjkl’ − µj’kl’ − (µjk’l’ − µj’k’l’)]  =  0   [5.2] 
     (para todo j,  j’, k, k’, l y l’) 




Con estas hipótesis se están comparando entre sí, por pares, los efectos simples de 
interacción AB|Cl.10 Si el efecto de la interacción de segundo orden es nulo, todas las 
diferencias entre efectos simples de interacción serán nulas. Si el efecto de la inte-
racción de segundo orden es significativo, al menos una diferencia entre efectos simples 
de interacción será distinta de cero. 
Así las cosas, resulta evidente que no es posible interpretar correctamente una 
interacción de segundo orden con la estrategia basada en la comparación de dos medias,  
pues la comparación de dos medias en ningún caso puede captar la complejidad implí-
cita en [5.2] (esta estrategia, denominada, análisis de los efectos simples simples, ya ha 
sido descrita como un error y clasificada en la categoría B1 de la Tabla 3.10). Y 
tampoco parece posible que pueda interpretarse una interacción de segundo orden 
agrupando los niveles de uno de los factores y analizando la interacción de primer orden 
entre los otros dos factores; esta estrategia, obviamente, sólo permite dar cuenta de una 
interacción de primer orden (también esta estrategia, denominada análisis de los efectos 
simples, ha sido descrita como errónea y clasificada en la categoría B2 de la Tabla 
3.10). 
Interpretar correctamente una interacción de segundo orden exige comparar entre 
sí los efectos simples de interacción. Ahora bien, comparar entre sí los efectos simples 
de interacción AB|Cl no consiste en valorar si la interacción AB es significativa en un 
nivel de C y no en otro para, de esta forma, decidir que la interacción AB no es la misma 
en los dos niveles comparados. Esto es, básicamente, lo que se hace en los trabajos 
clasificados en la categoría B3 de la Tabla 3.10 (efectos simples de interacción) y se 
                                                
10
  Cuando los dos primeros factores tienen sólo dos niveles, la diferencia de diferencias entre los dos 
niveles de un factor en los dos niveles del otro para cada nivel del tercer factor son los efectos simples de 
interacción propiamente dichos. Cuando el primero y/o el segundo factor  tiene más de dos niveles, la 
diferencia de diferencias entre dos niveles de un factor en dos niveles del otro para cada nivel del tercer 
factor serán las diferencias simples de diferencias simples que no involucran a todos los niveles del 
primer factor y/o segundo factor, sino sólo a dos niveles de cada uno de ellos. Por simplicidad llamaremos 
a todos ellos efectos simples de interacción. 




trata de una estrategia errónea equivalente a intentar explicar la interacción entre dos 
factores a partir de la significación de efectos simples que en realidad no se comparan 
entre sí. Al explicar los tipos de errores que se cometen al analizar o interpretar una 
interacción de primer orden (ver capítulo 3) hemos podido comprobar que un efecto 
simple no informa correctamente sobre la interacción de primer orden porque un efecto 
simple incluye parte del efecto de la interacción y parte del efecto principal (ver 
ecuación [3.1]). Ésta es la razón por la cual es necesario comparar entre sí los efectos 
simples: dado que el efecto principal es el mismo en todos los efectos simples asociados 
a un factor, la comparación entre efectos simples elimina el efecto principal y se centra 
exclusivamente en el efecto de la interacción. Con los efectos simples de interacción 
ocurre algo parecido. Un efecto simple de interacción incluye parte del efecto de la 






)|(         [5.3] 
(SC se refiere a las sumas de cuadrados). Por tanto, para eliminar el efecto de la interac-
ción de primer orden y, de esta forma, aislar el efecto de la interacción de segundo 
orden, es necesario comparar entre sí, por pares, los efectos simples de interacción. Es 
decir, es necesario poner a prueba hipótesis del tipo H0(AB|C) (ver ecuación [5.3]).  
En un diseño 2×2×2, la interacción de segundo orden sólo tiene un grado de 
libertad. Por tanto, según se ha señalado ya, la interpretación puede hacerse a partir de la 
tabla de medias o del gráfico de líneas. Cuando alguno de los factores tiene más de dos 
niveles es necesario hacer algo más. 
 
 




5.2.1.  Diseños 2×2×3 
En un diseño factorial 2×2×3 como el propuesto en la Tabla 5.19, interpretar una inte-
racción significativa de segundo orden requiere comparar entre sí, por pares, los tres 
efectos simples de interacción AB|Cl (o, si se prefiere, comparar entre sí, por pares, los 
efectos simples de interacción AC|Bk, o los efectos simples de interacción BC|Aj, todo lo 
cual, según veremos, es equivalente).  




C1 C2 C3 C1 C2 C3 
A1 µ111 µ112 µ113 µ121 µ122 µ123 
A2 µ211 µ 212 µ213 µ221 µ222 µ223 
 
Ahora bien, puesto que un efecto simple de interacción se define como 
 AB|Cl  =  µjkl – µj’kl – (µjk’l – µj’k’l)        [5.4] 
los efectos simples de interacción AB en cada nivel de C (teniendo en cuenta que J=2, 
K=2 y L=3) vendrán dados por: 
 AB|C1  =  µ111 – µ211 – (µ121 – µ221) 
 AB|C2  =  µ112 – µ212 – (µ122 – µ222)        [5.5] 
 AB|C3  =  µ113 – µ213 – (µ123 – µ223), 
Por tanto, interpretar la interacción de segundo orden ABC a partir de la interacción de 
primer orden AB requiere plantear el siguiente grupo de comparaciones:  
 ψ1  =  AB|C1 – AB|C2  =  µ111 – µ211 – (µ121 – µ221)  −  [µ112 – µ212 – (µ122 – µ222)] 
 ψ2  =  AB|C1 – AB|C3  =  µ111 – µ211 – (µ121 – µ221)  −  [µ113 – µ213 – (µ123 – µ223)] 
 ψ3  =  AB|C2 – AB|C3  =  µ112 – µ212 – (µ122 – µ222)  −  [µ113 – µ213 – (µ123 – µ223)] 




Es decir, requiere plantear las tres comparaciones por pares que es posible hacer con 
tres efectos. Ordenando se obtiene:
 
 ψ1  =  µ111 – µ112 – µ121 + µ122 – µ211 + µ212 + µ221 – µ222     
 ψ2  =  µ111 – µ113 – µ121 + µ123 – µ211 + µ213 + µ221 – µ223     [5.6] 
 ψ3  =  µ112 – µ113 – µ122 + µ123 – µ212 + µ213 + µ222 – µ223 
(por supuesto, estas tres comparaciones no son independientes entre sí, pero eso no es 
problema; tampoco son independientes entre sí las comparaciones por pares que se 
hacen a posteriori para estudiar un efecto principal y, sin embargo, son las compa-
raciones que habitualmente interesa hacer). La Tabla 5.20 muestra los coeficientes 
correspondientes a las tres comparaciones propuestas en [5.6].  
Tabla 5.20.  Coeficientes para efectuar comparaciones lineales en un diseño 2×2×3 
 µ111 µ112 µ113 µ121 µ122 µ123 µ211 µ212 µ213 µ221 µ222 µ223 
ψ1 1  −1 0 −1 1 0 −1 1 0 1 −1 0 
ψ2 1  0 −1 −1 0 1 −1 0 1 1 0 −1 
ψ3 0 1 −1 0 −1 1 0 −1 1 0 1 −1 
ψ4 1 0 1 1 0 −1 1 0 −1 −1 0 1 
ψAB|C1 1 0 0 −1 0 0 −1 0 0 1 0 0 
ψA|C1 1 0 0 1 0 0 −1 0 0 −1 0 0 
ψA|B1C1 1 0 0 0 0 0 −1 0 0 0 0 0 
ψA 1 1 1 1 1 1 −1 −1 −1 −1 −1 −1 
Ψ1  =   AB|C1 – AB|C2    =    AC12|B1 – AC12|B2    =    BC12|A1 – BC12|A2 
Ψ2  =   AB|C1 – AB|C3    =    AC13|B1 – AC13|B2    =    BC13|A1 – BC13|A2 
Ψ3  =   AB|C2 – AB|C3    =    AC23|B1 – AC23|B2    =    BC23|A1 – BC23|A2 
 
 
Es importante señalar que la interacción de segundo orden puede interpretarse tomando 
como referencia cualquiera de las tres interacciones de primer orden. De hecho, se 
obtiene idéntico resultado si en lugar de tomar como referencia la interacción AB, se 
toma como referencia la interacción AC o la interacción BC. 




 Si se prefiere trabajar, por ejemplo, con la interacción AC, hay que comenzar 
definiendo los efectos simples de interacción asociados a ella. Ahora bien, cuando dos 
factores tienen sólo dos niveles, como en el caso de la interacción AB, únicamente hay 
involucradas cuatro medias por cada nivel del tercer factor: µ11l, µ12l, µ21l y µ22l. En este 
caso, todos los efectos simples de interacción asociados a la combinación AB necesa-
riamente tienen que ser definidos a partir de esas cuatro medias. Esto significa que los 
efectos simples de interacción AB son únicos en cada nivel de C (ver ecuación [5.5]). 
Pero éste no es el caso cuando un factor tiene dos niveles y el otro factor tiene tres, 
como ocurre con la interacción AC. Con este número de niveles, en la interacción AC 
hay involucradas seis medias por cada nivel de B: µ1k1, µ1k2, µ1k3, µ2k1, µ2k2 y µ2k3. Y 
como un efecto simple de interacción se construye con cuatro medias (ver ecuación 
[5.4]), la interacción AC tiene asociados 3 efectos simples de interacción en cada nivel 
de B (6 efectos en total, pues el factor B tiene 2 niveles): 
A12C12|B1  =  µ111 – µ211 – (µ112 – µ212) 
A12C13|B1  =  µ111 – µ211 – (µ113 – µ213) 
A12C23|B1  =  µ112 – µ212 – (µ113 – µ213)           [5.7] 
A12C12|B2  =  µ121 – µ221 – (µ122 – µ222) 
A12C13|B2  =  µ121 – µ221 – (µ123 – µ223) 
A12C23|B2  =  µ122 – µ222 – (µ123 – µ223) 
Con estos 6 efectos simples de interacción es posible hacer 15 comparaciones por pares. 
Sin embargo, no todas ellas tienen sentido. No olvidemos que el objetivo es poder inter-
pretar la interacción de segundo orden. Y tampoco olvidemos que lo que se está afir-
mando al decir que una interacción de segundo orden es significativa es que los efectos 
simples de interacción entre cualesquiera dos factores no son iguales en todos los nive-
les del tercer factor. Por tanto, lo que realmente interesa averiguar es si un efecto simple 




de interacción concreto es o no el mismo en los diferentes niveles del tercer factor. Inte-
resa averiguar, por ejemplo, si el efecto simple asociado a la combinación A12C12 es o 
no el mismo en los dos niveles del factor B; pero las comparaciones entre los tres efec-
tos simples asociados a B1 no tienen utilidad (pues no están informando acerca de cómo 
los efectos simples de la interacción AC se comportan en los diferentes niveles de B). 
Según este argumento, las comparaciones que interesa efectuar para evaluar el compor-
tamiento de la interacción AC en los diferentes niveles del factor B son las siguientes: 
A12C12|B1 – A12C12|B2  =  µ111 – µ211 – (µ112 – µ212) – [µ121 – µ221 – (µ122 – µ222)] 
A12C13|B1 – A12C13|B2  =  µ111 – µ211 – (µ113 – µ213) – [µ121 – µ221 – (µ123 – µ223)] 
A12C23|B1 – A12C23|B2  =  µ112 – µ212 – (µ113 – µ213) – [µ122 – µ222 – (µ123 – µ223)] 
Y ocurre que estas tres comparaciones son idénticas a las propuestas para comparar 
entre sí, por pares, los efectos simples asociados a la interacción AB (ver ecuación [5.6] 
y las tres primeras comparaciones de la Tabla 5.20).  
Por último, si se prefiere utilizar la interacción BC como referente para la interpre-
tación, puede comprobarse que las comparaciones que es necesario diseñar son exacta-
mente las mismas que en el caso de la interacción AB y en el de la interacción AC. 
Por supuesto, además de las tres comparaciones propuestas entre efectos simples 
de interacción, también es posible definir otro tipo de comparaciones para intentar inter-
pretar una interacción significativa (por ejemplo, involucrando más de dos niveles de 
algún factor, analizando una tendencia, etc.). Así, en un diseño 2×2×3 como el que 
venimos utilizando puede interesar averiguar si el efecto de la interacción AB va aumen-
tando (o disminuyendo) conforme progresan los niveles del factor C, es decir:
 
 ψ4  = ψA×B×C(lineal)   = [µ111– µ211 – (µ121– µ221)] < [µ112– µ212– (µ122– µ222)] 
      < [µ113– µ213– (µ123– µ223)] 




Esta comparación representa una situación en la que el efecto de la interacción AB se va 
incrementando linealmente a través de los niveles del factor C (por supuesto, podría 
estudiarse un incremento cuadrático utilizando la misma lógica). La Tabla 5.20 ofrece 
los coeficientes correspondientes a esta comparación.  
La Tabla 5.20 también ofrece los coeficientes correspondientes a otras 
comparaciones mencionadas en este apartado, en concreto: el efecto simple de interac-
ción de AB en C1 (ψAB|C1), el efecto simple de A en C1 (ψA|C1), el efecto simple simple 
de A en B1C1 (ψA|B1C1) y el efecto principal de A (ψA).  
Al igual que sucede con las comparaciones diseñadas para analizar una interacción 
de primer orden (ver apartado anterior), las comparaciones ψ1, ψ2 y ψ3 (todas las cuales 
incluyen algún componente de la interacción AB) son independientes de los efectos 
principales de A y de B, cosa que no ocurre, por ejemplo, ni con los efectos simples ni 
con los efectos simples simples. Así, si se multiplican los coeficientes de la compara-
ción ψA (efecto principal de A; por supuesto, podrían utilizarse, con el mismo resultado, 
los coeficientes correspondientes al efecto principal de B) por los de la comparación ψ1, 
la suma de los productos vale cero. Y lo mismo ocurre si se multiplican los coeficientes 
de la comparación ψA por los de las comparaciones ψ2 o ψ3. Sin embargo, tanto si los 
coeficientes de la comparación ψA se multiplican  por los de la comparación ψA|C1 como 
si se multiplican por los de la comparación ψA|B1C1, las sumas de los productos resul-
tantes toman valores distintos de cero (4 en el primer caso y 2 en el segundo). 
 
5.2.2. Diseños 2×3×3 
En diseños de mayores dimensiones aumenta rápidamente el número de comparaciones 
que es posible diseñar y, con ello, el de las que es necesario llevar a cabo para entender 




el significado de una interacción de segundo orden. La Tabla 5.21 muestra las medias de 
las casillas en un diseño 2×3×3.  
Tabla 5.21.  Notación utilizada en un diseño 2×3×3 
 B1 B2 B3 
 C1 C2 C3 C1 C2 C3 C1 C2 C3 
A1 µ111 µ112 µ113 µ121 µ122 µ123 µ131 µ132 µ133 
A2 µ211 µ212 µ213 µ221 µ222 µ223 µ231 µ232 µ233 
 
En este nuevo escenario, los efectos simples de la interacción AB siguen siendo tres 
(uno por cada nivel del factor C), pero la interacción AB ya no es única en cada nivel del 









2), en la interacción AB únicamente hay involucradas cuatro medias por cada 
nivel de C (µ11l, µ12l, µ21l y µ22l) y todos los efectos simples de interacción AB tienen 
que ser definidos, necesariamente, a partir de esas cuatro medias (ver ecuación [5.4]. 
Esto significa que los efectos simples de interacción AB son únicos en cada nivel de C:  
 AB|C1  =  µ111 – µ211 – (µ121 – µ221) 
 AB|C2  =  µ112 – µ212 – (µ122 – µ222)          [5.8] 
 AB|C3  =  µ113 – µ213 – (µ123 – µ223) 









3), como en el diseño que nos ocupa. Con este número de niveles, en la interacción 
AB hay involucradas seis medias por cada nivel del factor C (µ11l, µ12l, µ13l, µ21l, µ22l y 
µ23l). Y como un efecto simple de interacción se construye con cuatro medias (ver ecua-
ción [5.4]), la interacción AB tiene asociados 3 efectos simples de interacción en cada 
nivel del factor C (es decir, 9 efectos en total): 
A12B12|C1  =  µ111 – µ211 – (µ121 – µ221) 
A12B13|C1  =  µ111 – µ211 – (µ131 – µ231) 




A12B23|C1  =  µ121 – µ221 – (µ131 – µ231) 
A12B12|C2  =  µ112 – µ212 – (µ122 – µ222) 
A12B13|C2  =  µ112 – µ212 – (µ132 – µ232)          [5.9] 
A12B23|C2  =  µ122 – µ222 – (µ132 – µ232) 
A12B12|C3  =  µ113 – µ213 – (µ123 – µ223) 
A12B13|C3  =  µ113 – µ213 – (µ133 – µ233) 
A12B23|C3  =  µ123 – µ223 – (µ133 – µ233) 
Con estos 9 efectos simples de interacción es posible hacer 36 comparaciones por pares. 
Sin embargo, no todas esas comparaciones tienen sentido desde el punto de vista de la 
interpretación de la interacción de segundo orden. Recordemos una vez más que el 
objetivo que se está persiguiendo es el de interpretar la interacción de segundo orden. Y 
recordemos también que una interacción de segundo orden está indicando que los efec-
tos simples de interacción entre cualesquiera dos factores no son iguales en todos los 
niveles del tercer factor. Por tanto, lo que realmente interesa averiguar es si un efecto 
simple de interacción concreto es o no el mismo en los diferentes niveles del tercer 
factor. Interesa averiguar, por ejemplo, si los efectos simples correspondientes a la com-
binación A12B12 son o no iguales en los tres niveles del factor C; pero las comparaciones 
entre los tres efectos simples A12B12 asociados al mismo nivel del factor C no tienen 
utilidad (pues estas comparaciones no están informando acerca de si los efectos simples 
de la interacción AB son o no iguales en los diferentes niveles del factor C). Los 
gráficos de la Figura 5.3 pueden ayudar a entender y a concretar cuáles son las compa-
raciones entre efectos simples de interacción que interesa llevar a cabo.  
Cada grupo (fila) de tres gráficos muestra la interacción AB en cada nivel de C. 
Los tres gráficos de la parte superior recogen la comparación entre el efecto simple 
A12B12|C1 (las cuatro medias incluidas en los recuadros punteados del primer gráfico) y 
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el efecto simple A12B12|C2 (las cuatro medias incluidas en los recuadros punteados del 
segundo gráfico). Los tres gráficos de la parte media recogen la comparación entre los 
efectos simples de interacción A12B12|C1 y A12B12|C3. Y los tres gráficos de la parte 
inferior recogen la comparación entre los efectos simples de interacción A12B12|C2 y 
A12B12|C3. Lo que se está haciendo con estas tres comparaciones es averiguar si el efecto 
simple de interacción asociado a la combinación A12B12 es o no el mismo en los tres 
niveles del factor C.  
 
























Exactamente lo mismo hay que hacer con los efectos simples de interacción asociados a 
la combinación A12B13 (otras tres comparaciones) y con los asociados a la combinación 
A12B23 (otras tres comparaciones) para terminar de comparar entre sí, por pares, los 
efectos simples de la interacción AB en cada nivel del factor C. La Tabla 5.22 ofrece los 
coeficientes asociados a cada una de estas nueve comparaciones. 
Esta estrategia basada en nueve comparaciones permite averiguar si la interacción 
de primer orden AB es o no constante (la misma) en todos los niveles del factor C y, en 
el caso de que no lo sea, precisar dónde se encuentran las diferencias. 
Es importante señalar que no importa qué interacción de primer orden (AB, AC, 
BC) se tome como referente para la interpretación de la interacción de segundo orden. 
Con todas ellas se obtiene el mismo resultado. Así, si en lugar de evaluar el com-
portamiento de la interacción AB en los diferentes niveles de C, se prefiere evaluar el 
comportamiento de la interacción AC en los diferentes niveles de B, la situación es 
idéntica a la descrita. El número de efectos simples de interacción AC siguen siendo tres 
en cada nivel de B: 
A12C12|B1  =  µ111 – µ211 – (µ112 – µ212) 
 A12C13|B1  =  µ111 – µ211 – (µ113 – µ213)  
 A12C23|B1  =  µ112 – µ212 – (µ113 – µ213) 
 A12C12|B2  =  µ121 – µ221 – (µ122 – µ222) 
 A12C13|B2  =  µ121 – µ221 – (µ123 – µ223)                   [5.10] 
 A12C23|B2  =  µ122 – µ222 – (µ123 – µ223) 
 A12C12|B3  =  µ131 – µ231 – (µ132 – µ232) 
 A12C13|B3  =  µ131 – µ231 – (µ133 – µ233) 
 A12C23|B3  =  µ132 – µ232 – (µ133 – µ233) 
Tabla 5.22. Coeficientes para efectuar comparaciones entre efectos simples de interacción en un diseño 2×3×3 
 µ111 µ112 µ113 µ121 µ122 µ123 µ131 µ132 µ133 µ211 µ212 µ213 µ221 µ222 µ223 µ231 µ232 µ233 
Ψ1  =  A12B12|C1 – A12B12|C2 1 –1 0 –1 1 0 0 0 0 –1 1 0 1 –1 0 0 0 0 
Ψ2  =  A12B12|C1 – A12B12|C3 1 0 –1 –1 0 1 0 0 0 –1 0 1 1 0 –1 0 0 0 
Ψ3  =  A12B12|C2 – A12B12|C3 0 1 –1 0 –1 1 0 0 0 0 –1 1 0 1 –1 0 0 0 
Ψ4  =  A12B13|C1 – A12B12|C2 1 –1 0 0 0 0 –1 1 0 –1 1 0 0 0 0 1 –1 0 
Ψ5  =  A12B13|C1 – A12B12|C3 1 0 –1 0 0 0 –1 0 1 –1 0 1 0 0 0 1 0 –1 
Ψ6  =  A12B13|C2 – A12B12|C3 0 1 –1 0 0 0 0 –1 1 0 –1 1 0 0 0 0 1 –1 
Ψ7  =  A12B23|C1 – A12B12|C2 0 0 0 1 –1 0 –1 1 0 0 0 0 –1 1 0 1 –1 0 
Ψ8  =  A12B23|C1 – A12B12|C3 0 0 0 1 0 –1 –1 0 1 0 0 0 –1 0 1 1 0 –1 
Ψ9  =  A12B23|C2 – A12B12|C3 0 0 0 0 1 –1 0 –1 1 0 0 0 0 –1 1 0 1 –1 
                          AB|C                  AC|B                BC|A   
          
Ψ1  =   A12B12|C1 – A12B12|C2    =    A12C12|B1 – A12C12|B2    =    B12C12|A1 – B12C12|A2 
Ψ2  =   A12B12|C1 – A12B12|C3    =    A12C13|B1 – A12C13|B2    =    B12C13|A1 – B12C13|A2 
Ψ3  =   A12B12|C2 – A12B12|C3    =    A12C23|B1 – A12C23|B2    =    B12C23|A1 – B12C23|A2 
Ψ4  =   A12B13|C1 – A12B12|C2    =    A12C12|B1 – A12C12|B3    =    B13C12|A1 – B13C12|A2 
Ψ5  =   A12B13|C1 – A12B12|C3    =    A12C13|B1 – A12C13|B3    =    B13C13|A1 – B13C13|A2 
Ψ6  =   A12B13|C2 – A12B12|C3    =    A12C23|B1 – A12C23|B3    =    B13C23|A1 – B13C23|A2 
Ψ7  =   A12B23|C1 – A12B12|C2    =    A12C12|B2 – A12C12|B3    =    B23C12|A1 – B23C12|A2 
Ψ8  =   A12B23|C1 – A12B12|C3    =    A12C13|B2 – A12C13|B3    =    B23C13|A1 – B23C13|A2 
Ψ9  =   A12B23|C2 – A12B12|C3    =    A12C23|B2 – A12C23|B3    =    B23C23|A1 – B23C23|A2 




Y las comparaciones que es necesario efectuar para comparar por pares estos nueve 
efectos siguen siendo las mismas nueve comparaciones propuestas en la Tabla 5.22 (la 
mitad inferior de la tabla muestra la equivalencia entre estas comparaciones y las corres-
pondientes a la combinación AB|C). 
 Por último, si en lugar de la interacción AB o la AC, se prefiere evaluar el compor-
tamiento de la interacción BC en los diferentes niveles del factor A, la situación tam-
poco cambia. Aunque ahora el número de efectos simples de interacción BC son nueve 
en cada nivel de A (18 efectos en total): 
B12C12|A1  =  µ111 – µ121 – (µ112 – µ122) 
 B12C13|A1  =  µ111 – µ121 – (µ113 – µ123)  
 B12C23|A1  =  µ112 – µ122 – (µ113 – µ123) 
 B13C12|A1  =  µ111 – µ131 – (µ112 – µ132) 
 B13C13|A1  =  µ111 – µ131 – (µ113 – µ133) 
 B13C23|A1  =  µ112 – µ132 – (µ113 – µ133) 
 B23C12|A1  =  µ121 – µ131 – (µ122 – µ132) 
 B23C13|A1  =  µ121 – µ131 – (µ123 – µ133) 
 B23C23|A1  =  µ122 – µ132 – (µ123 – µ133) 
B12C12|A2  =  µ211 – µ221 – (µ212 – µ222)       [5.11] 
 B12C13|A2  =  µ211 – µ221 – (µ213 – µ223)  
 B12C23|A2  =  µ212 – µ222 – (µ213 – µ223) 
 B13C12|A2  =  µ211 – µ231 – (µ212 – µ232) 
 B13C13|A2  =  µ211 – µ231 – (µ213 – µ233) 
 B13C23|A2  =  µ212 – µ232 – (µ213 – µ233) 
 B23C12|A2  =  µ221 – µ231 – (µ222 – µ232) 
 B23C13|A2  =  µ221 – µ231 – (µ223 – µ233) 
 B23C23|A2  =  µ222 – µ232 – (µ223 – µ233), 




y las comparaciones que hay que diseñar para compararlos por pares siguen siendo las 
mismas nueve ya propuestas en la Tabla 5.22: hay que comparar cada efecto en A1 con 
su correspondiente efecto en A2 (la mitad inferior de la Tabla 5.22 muestra la 
equivalencia entre estas comparaciones y las correspondientes a las combinaciones 
AB|C y AC|B). 
 
5.2.3.  Diseños 3×3×3 
La Tabla 5.23 muestra la notación utilizada en un diseño 3×3×3. En el apartado anterior 
se ha tenido ocasión de comprobar que, al añadir un solo nivel a uno de los factores, 
aumenta rápidamente el número de comparaciones que es posible plantear.  
Tabla 5.23.  Notación utilizada en un diseño 3×3×3 
 B1 B2 B3 
 C1 C2 C3 C1 C2 C3 C1 C2 C3 
A1 µ111 µ112 µ113 µ121 µ122 µ123 µ131 µ132 µ133 
A2 µ211 µ212 µ213 µ221 µ222 µ223 µ231 µ232 µ233 
A2 µ311 µ312 µ313 µ321 µ322 µ323 µ331 µ332 µ333 
 
En un diseño 2×3×3 como el estudiado en el apartado anterior, los efectos simples 
asociados a la interacción AB son 3 en cada nivel del factor C. Esto arroja un total de 9 
efectos simples de interacción (ver ecuación [5.9]).  
En un diseño 3×3×3, el número de efectos simples asociados a la interacción AB 
son 9 en cada nivel del factor C. Así, en el nivel C1, por ejemplo, los 9 efectos simples 
de interacción asociados a la combinación AB son los siguientes: 
A12B12|C1  =  µ111 – µ211 – (µ121 – µ221) 
A12B13|C1  =  µ111 – µ211 – (µ131 – µ231) 




A12B23|C1  =  µ121 – µ221 – (µ131 – µ231) 
A13B12|C1  =  µ111 – µ311 – (µ121 – µ321) 
A13B13|C1  =  µ111 – µ311 – (µ131 – µ331)        [5.12] 
A13B23|C1  =  µ121 – µ321 – (µ131 – µ331) 
A23B12|C1  =  µ211 – µ311 – (µ221 – µ321) 
A23B13|C1  =  µ211 – µ311 – (µ231 – µ331) 
A23B23|C1  =  µ221 – µ321 – (µ231 – µ331) 
En el nivel C2 hay otros 9 efectos simples de interacción AB (que se obtienen cambian-
do el último subíndice de todas las medias por un 2); y otros 9 en el nivel C3 (que se 
obtienen cambiando el último subíndice de todas las medias por un 3). Es decir, en un 
diseño 3×3×3 hay un total de 27 efectos simples de interacción.  
Con estos 27 efectos es posible diseñar 351 comparaciones por pares. Pero, según 
se ha argumentado ya, no todas estas comparaciones tienen sentido. Siguiendo la lógica 
expuesta en el apartado anterior, lo que interesa averiguar es si un efecto simple de 
interacción concreto es o no el mismo en los diferentes niveles del tercer factor. Interesa 
averiguar, por ejemplo, si los efectos simples correspondientes a la combinación A12B12 
son o no iguales en los tres niveles del factor C; o si los efectos simples correspon-
dientes a la combinación A12B13 son o no iguales en los tres niveles del factor C; etc. 
Pero las comparaciones entre los 9 efectos simples asociados al mismo nivel del factor 
C no tienen utilidad, pues esas comparaciones no están informando acerca de cómo los 
efectos simples de la interacción AB se comportan en los diferentes niveles de C.  
En consecuencia, interesa averiguar si cada uno de los 9 efectos simples asociados 
a la interacción AB (los definidos en [5.12]) es o no el mismo en los diferentes niveles 
del factor C (por supuesto, daría exactamente igual preguntarse por la interacción AC en 
los diferentes niveles del factor B, o por la interacción BC en los diferentes niveles del 




factor A). Por tanto, las comparaciones que interesa efectuar son las que permiten eva-
luar el comportamiento de cada uno de los 9 efectos simples de interacción AB al 
comparar lo que ocurre con ellos en los niveles C1 y C2, en los niveles C1 y C3, y en los 
niveles C2 y C3. Es decir, para poder interpretar correctamente el significado de una 
interacción de segundo orden en un diseño 3×3×3, es necesario llevar a cabo un total de 
27 comparaciones: 3 por cada uno de los 9 efectos simples de interacción AB (o AC, o 
BC). La Tabla 5.24 ofrece los coeficientes asociados a cada una de estas comparaciones.  
Por supuesto, dado que no todas estas comparaciones son independientes entre sí, 
la presencia de hipótesis orientadas hacia determinados efectos puede ayudar a reducir 
sensiblemente el número de comparaciones que es necesario llevar a cabo. En este sen-
tido, debe tenerse siempre en cuenta que la presencia de una interacción de segundo 
orden está indicando que ninguna de las tres interacciones de primer orden es constante 
(la misma) en todos los niveles del tercer factor. Consecuentemente, la atención del 
investigador debe ir dirigida a la comprobación de esa circunstancia. Y las hipótesis 
específicas que pueden contribuir a reducir el número de comparaciones son las hipó-
tesis referidas al comportamiento de alguna interacción de primer orden en alguno de 
los niveles del tercer factor. 
 
 
Tabla 5.24.  Coeficientes para efectuar comparaciones entre efectos simples de interacción en un diseño 3×3×3 
 µ11 µ112 µ113 µ121 µ122 µ123 µ131 µ132 µ133 µ211 µ212 µ213 µ221 µ222 µ223 µ231 µ232 µ233 µ311 µ312 µ313 µ321 µ322 µ323 µ331 µ332 µ333 
A12B12C12 1 −1 0 −1 1 0 0 0 0 −1 1 0 1 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 
A12B12C13 1 0 −1 −1 0 1 0 0 0 −1 0 1 1 0 −1 0 0 0 0 0 0 0 0 0 0 0 0 
A12B12C23 0 1 −1 0 −1 1 0 0 0 0 −1 1 0 1 −1 0 0 0 0 0 0 0 0 0 0 0 0 
A12B13C12 1 −1 0 0 0 0 −1 1 0 −1 1 0 0 0 0 1 −1 0 0 0 0 0 0 0 0 0 0 
A12B13C13 1 0 −1 0 0 0 −1 0 1 −1 0 1 0 0 0 1 0 −1 0 0 0 0 0 0 0 0 0 
A12B13C23 0 1 −1 0 0 0 0 −1 1 0 −1 1 0 0 0 0 1 −1 0 0 0 0 0 0 0 0 0 
A12B23C12 0 0 0 1 −1 0 −1 1 0 0 0 0 −1 1 0 1 −1 0 0 0 0 0 0 0 0 0 0 
A12B23C13 0 0 0 1 0 −1 −1 0 1 0 0 0 −1 0 1 1 0 −1 0 0 0 0 0 0 0 0 0 
A12B23C23 0 0 0 0 1 −1 0 −1 1 0 0 0 0 −1 1 0 1 −1 0 0 0 0 0 0 0 0 0 
A13B12C12 1 −1 0 −1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 1 0 1 −1 0 0 0 0 
A13B12C13 1 0 −1 −1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 1 1 0 −1 0 0 0 
A13B12C23 0 1 −1 0 −1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 1 0 1 −1 0 0 0 
A13B13C12 1 −1 0 0 0 0 −1 1 0 0 0 0 0 0 0 0 0 0 −1 1 0 0 0 0 1 −1 0 
A13B13C13 1 0 −1 0 0 0 −1 0 1 0 0 0 0 0 0 0 0 0 −1 0 1 0 0 0 1 0 −1 
A13B13C23 0 1 −1 0 0 0 0 −1 1 0 0 0 0 0 0 0 0 0 0 −1 1 0 0 0 0 1 −1 
A13B23C12 0 0 0 1 −1 0 −1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 1 0 1 −1 0 
A13B23C13 0 0 0 1 0 −1 −1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 1 1 0 −1 
A13B23C23 0 0 0 0 1 −1 0 −1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 1 0 1 −1 
A23B12C12 0 0 0 0 0 0 0 0 0 1 −1 0 −1 1 0 0 0 0 −1 1 0 1 −1 0 0 0 0 
A23B12C13 0 0 0 0 0 0 0 0 0 1 0 −1 −1 0 1 0 0 0 −1 0 1 1 0 −1 0 0 0 
A23B12C23 0 0 0 0 0 0 0 0 0 0 1 −1 0 −1 1 0 0 0 0 −1 1 0 1 −1 0 0 0 
A23B13C12 0 0 0 0 0 0 0 0 0 1 −1 0 0 0 0 −1 1 0 −1 1 0 0 0 0 1 −1 0 
A23B13C13 0 0 0 0 0 0 0 0 0 1 0 −1 0 0 0 −1 0 1 −1 0 1 0 0 0 1 0 −1 
A23B13C23 0 0 0 0 0 0 0 0 0 0 1 −1 0 0 0 0 −1 1 0 −1 1 0 0 0 0 1 −1 
A23B23C12 0 0 0 0 0 0 0 0 0 0 0 0 1 −1 0 −1 1 0 0 0 0 −1 1 0 1 −1 0 
A23B23C13 0 0 0 0 0 0 0 0 0 0 0 0 1 0 −1 −1 0 1 0 0 0 −1 0 1 1 0 −1 
A23B23C23 0 0 0 0 0 0 0 0 0 0 0 0 0 1 −1 0 −1 1 0 0 0 0 −1 1 0 1 −1 
Nota: A12B12C12 representa, indistintamente, cualquiera de estas tres comparaciones: (1) A12B12|C1 − A12B12|C2; (2) A12C12|B1 − A12C12|B2; y (3) B12C12|A1 − B12C12|A2. Del mismo 
modo, A12B12C13 representa, indistintamente, cualquiera de estas tres comparaciones: (1) A12B12|C1 − A12B12|C3; (2) A12C13|B1 − A12C13|B2; y (3) B12C13|A1 − B12C13|A2. Etc. 




5.2.4.  El procedimiento ANOVA de un factor 
La utilidad del tipo de comparaciones propuestas en los apartados anteriores radica en 
que están informando acerca de si una interacción de primer orden es o no constante (la 
misma) en cada nivel del tercer factor (pues cada comparación involucra ocho medias). 
Pero, además, al tratarse de comparaciones que tienen asociado un único grado de 
libertad, poseen la importante ventaja de que cualquier hipótesis nula del tipo ψh = 0 














aplicando la correspondiente corrección para controlar la tasa de error asociada al 
número de comparaciones. 
Este estadístico, idéntico al propuesto en el apartado anterior para las comparaciones 
referidas a la interacción de primer orden, se distribuye según el modelo de probabilidad 
t de Student con grados de libertad igual al número de casos menos el número de 
casillas (h se refiere a una comparación cualquiera; k se refiere al número de casillas del 
diseño; y MCE es la media cuadrática error o error cuadrático medio). Sirve aquí lo 
dicho en el apartado anterior sobre la posibilidad de aplicar este estadístico con el SPSS. 
 Para ilustrar cómo utilizar el programa estadístico SPSS para efectuar algunas de 
las comparaciones propuestas se desarrolla un ejemplo práctico basado en un diseño 
2×2×3.  
Para estudiar el posible efecto que tiene sobre la agresividad una determinada 
sustancia psicoactiva generalmente consumida para uso recreativo, se ha diseñado un 




experimento en el que cada unidad experimental está formada por un par de ratones 
machos. A un animal de cada pareja se le administra una dosis de la sustancia 
psicoactiva (grupo experimental) o una dosis de suero fisiológico (grupo control). 
Durante las dos horas posteriores a la administración de las sustancias de prueba se ha 
registrando el número de episodios de agresividad observados entre cada pareja de 
ratones. Se ha manipulado el hacinamiento utilizando jaulas de dos tamaños (grandes y 
pequeñas). Finalmente, puesto que los ratones son animales de hábitos nocturnos, con 
un grupo de ratones se ha realizado el experimento por la mañana, con otro por la tarde 
y con otro más por la noche. La expectativa del investigador era que se observarían más 
episodios de agresividad en el grupo experimental que en el control y que el número de 
episodios agresivos sería mayor en las jaulas pequeñas que en las grandes, pudiendo 
aumentar ambos efectos durante el periodo de mayor actividad, es decir, por la noche.  
Se trata de un diseño de tres factores 2×2×3 (tratamiento: experimental, control;  
hacinamiento: bajo, alto; y momento: mañana, tarde, y noche) de efectos fijos, comple-
tamente al azar.  Se han asignado 5 pares de ratones a cada una de las condiciones expe-
rimentales. La Tabla 5.25 muestra el número de episodios de agresividad observado en 
cada unidad experimental (la tabla también incluye, en la columna factor, los valores 
asignados a cada combinación de niveles de los tres factores para poder efectuar con el 
SPSS las comparaciones lineales propuestas en los apartados anteriores). 




Tabla 5.25.  Datos del ejemplo 
Tto Hacin. Mom. Episodios Factor  Tto Hacin. Mom. Episodios Factor 
1 1 1 0 1  2 1 1 0 7 
1 1 1 4 1  2 1 1 2 7 
1 1 1 5 1  2 1 1 5 7 
1 1 1 3 1  2 1 1 4 7 
1 1 1 4 1  2 1 1 1 7 
1 1 2 4 2  2 1 2 2 8 
1 1 2 7 2  2 1 2 5 8 
1 1 2 8 2  2 1 2 6 8 
1 1 2 2 2  2 1 2 3 8 
1 1 2 4 2  2 1 2 7 8 
1 1 3 13 3  2 1 3 6 9 
1 1 3 10 3  2 1 3 8 9 
1 1 3 8 3  2 1 3 9 9 
1 1 3 14 3  2 1 3 9 9 
1 1 3 12 3  2 1 3 12 9 
1 2 1 17 4  2 2 1 1 10 
1 2 1 22 4  2 2 1 3 10 
1 2 1 21 4  2 2 1 4 10 
1 2 1 19 4  2 2 1 3 10 
1 2 1 19 4  2 2 1 6 10 
1 2 2 22 5  2 2 2 6 11 
1 2 2 20 5  2 2 2 1 11 
1 2 2 23 5  2 2 2 5 11 
1 2 2 18 5  2 2 2 5 11 
1 2 2 17 5  2 2 2 7 11 
1 2 3 21 6  2 2 3 10 12 
1 2 3 17 6  2 2 3 8 12 
1 2 3 23 6  2 2 3 9 12 
1 2 3 22 6  2 2 3 14 12 
































Episodios: número de episodios agresivos. 
Factor: códigos únicos para cada combinación entre tratamiento, hacinamiento y momento. 
 
 
La Tabla 5.26 muestra las medias obtenidas en cada combinación de niveles. Y la Tabla 
5.27 recoge los resultados del ANOVA, los cuales revelan, entre otras cosas, un efecto 
significativo de la interacción de segundo orden (p = 0,01). 




Tabla 5.26.  Medias observadas en cada combinación de niveles 
 Hacinamiento bajo Hacinamiento alto 
 Mañana Tarde Noche Mañana Tarde Noche 
Experim. 3,20 (1,92) 5,00 (2,45) 11,40 (2,41) 
(2,41) (2,41) 
19,60 (1,95) 20,00 (2,55) 20,60 (2,30) 
Control 2,40 (2,07) 4,60 (2,07) 8,80 (2,17) 3,40 (1,82) 4,80 (2,28) 10,60 (2,41) 
 
Tabla 5.27.  Tabla resumen del ANOVA 
Fuente de variación SC tipo III  gl MC F p 
Tto 851,267 1 851,267 174,024 0,000 
Hacinamiento 792,067 1 792,067 161,922 0,000 
Momento 351,033 2 175,517 35,881 0,000 
Tto*Hacinamiento 589,067 1 589,067 120,422 0,000 
Tto*Momento 12,633 2 6,317 1,291 0,284 
Hacinamiento*Momento 26,433 2 13,217 2,702 0,077 
Tto*Hacinamiento*Momento 49,633 2 24,817 5,073 0,010 
Error 234,800 48 4,892     
Total 2.906,933 59       
 
El hecho de que la interacción de segundo orden sea significativa está indicando que 
ninguna de las interacciones de primer orden es constante (no es el misma) en todos los 
niveles del tercer factor. Es decir, está indicando que la interacción entre tratamiento y 
hacinamiento no es la misma en los tres momentos, que la interacción entre tratamiento 
y momento no es la misma en los dos niveles de hacinamiento, y que la interacción 
entre hacinamiento y momento no es la misma en los dos tratamientos. 
Ahora bien, para interpretar la interacción de segundo orden puede tomarse como 
referente cualquiera de las interacciones de primer orden pues, según se ha señalado ya, 
las comparaciones que es necesario llevar a cabo son exactamente las mismas cualquie-
ra que sea la interacción de primer orden que se tome como referente. Puesto que los 
factores tratamiento y hacinamiento tienen sólo dos niveles, comenzaremos tomando 
como referente la interacción entre esos dos factores. Esto significa que debemos com-




parar entre sí, por pares, los efectos simples de interacción asociados a la combinación 
tratamiento-hacinamiento, lo cual requiere llevar a cabo las tres comparaciones pro-
puestas en la ecuación [5.6]. Los coeficientes correspondientes a estas tres compara-
ciones están recogidos en la Tabla 5.20 (en ψ1, ψ2 y ψ3; para que la correspondencia 
con las comparaciones propuestas en la Tabla 5.20 sea correcta, estamos llamando A al 
factor tratamiento, B al factor hacinamiento y C al factor momento). 
Para poder realizar estas comparaciones con el SPSS hay que comenzar creando 
una variable cuyos códigos representen las 12 condiciones experimentales del diseño: 
un 1 para la combinación A1B1C1, un 2 para la combinación A1B1C2, …, un 12 para la 
combinación A2B2C3. La Tabla 5.25 muestra estos códigos en la columna factor. 
Utilizando esta nueva variable como factor en el procedimiento SPSS ANOVA de un 
factor y asignando en el cuadro de diálogo Contrastes los coeficientes correspondientes 
a las comparaciones ψ1, ψ2 y ψ3 (ver Tabla 5.20), se obtienen los resultados que 
muestra la Tabla 5.28 (como se están realizando tres comparaciones, el nivel de 
significación por comparación puede establecerse en  0,05/3 = 0,017).  
Los resultados muestran dos comparaciones significativas (ψ2 y ψ3): la interacción 
entre tratamiento y hacinamiento en el momento 3 = noche no es la misma que en los 




tarde (p = 0,011). La primera comparación (ψ1) 
no es significativa (p = 0,813); por tanto, no puede afirmarse que la interacción entre 







Tabla 5.28.  Comparaciones entre los efectos simples de interacción  
 
kψˆ  Err. típ. t gl p 
ψ1 = TH | M1 − TH | M2 −0,60 2,798 −0,214 48 0,831 
ψ2 = TH | M1 − TH | M3 −8,00 2,798 −2,860 48 0,006 
ψ3 = TH | M2 − TH | M3 −7,40 2,798 −2,645 48 0,011 
T = tratamiento,  H = hacinamiento,  M = momento. 





Para ayudar a entender lo que está ocurriendo, los gráficos de líneas de la Figura 5.4 
representan la interacción entre tratamiento y hacinamiento en los tres momentos del 
día. Los resultados de la Tabla 5.28 indican que la interacción representada en el tercer 
gráfico (noche) difiere de las representadas en los dos primeros (mañana y tarde). 
Llamando efecto del tratamiento a la diferencia entre los grupos experimental y control, 
cabe concluir que la diferencia encontrada en el efecto del tratamiento entre las 
condiciones de hacinamiento bajo y alto por la noche es distinta (en concreto, menor) de 
la diferencia encontrada por la mañana y por la tarde. 













Si en lugar de interpretar la interacción de segundo orden tomando como referente la 
interacción de primer orden entre tratamiento y hacinamiento se prefiere utilizar otra 




interacción de primer orden, las comparaciones que hay que llevar a cabo son  las mis-
mas (ver Tabla 5.28) y la conclusión a la que se llega también es la misma. Veamos qué 
ocurre si se utiliza como referente para la interpretación la interacción entre tratamiento 
y momento. La Figura 5.5 muestra los gráficos de líneas correspondientes a esa interac-
ción en cada nivel de hacinamiento. El hecho de que la interacción de segundo orden 
sea significativa está indicando que la interacción representada en el primer gráfico 
(hacinamiento bajo) difiere de la representada en el segundo (hacinamiento alto). Lla-
mando efecto del tratamiento a la diferencia entre los grupos experimental y control y 
teniendo en cuenta los resultados de las comparaciones entre efectos simples de inte-
racción (ver Tabla 5.28), cabe concluir, que, por la noche, la diferencia en el efecto del 
tratamiento entre las condiciones de bajo y alto hacinamiento es distinta (en concreto, 
menor) de esa misma diferencia por la mañana y por la tarde (conclusión idéntica a la 
que se ha llegado antes tomando como referente la interacción entre tratamiento y haci-
namiento). 




Aunque el significado de la interacción de segundo orden se agota aquí, la forma habi-
tual de proceder de los investigadores consiste en realizar otro tipo de contrastes que, no 
sólo no informan sobre la interacción de segundo orden, sino que, al perderla de vista 




(normalmente por buscar qué ocurre con otros efectos esperados), se llega a conclu-
siones no del todo correctas. 
Una de estas formas de proceder consiste en evaluar los efectos simples de inte-
racción por separado (estrategia equivalente a evaluar por separado los efectos simples 
en un diseño de dos factores). Esta estrategia admite dos enfoques analíticos diferentes. 
El primero de ellos consiste en realizar comparaciones lineales de un grado de libertad 
(tal como se ha hecho para obtener los resultados de la Tabla 5.28) utilizando los coefi-
cientes que muestra la Tabla 5.29. Con esta forma de proceder (que utiliza en todas las 
comparaciones la misma media cuadrática que el modelo de ANOVA que incluye todos 
los efectos posibles del diseño) se obtienen los resultados que muestra la Tabla 5.30. 
Tabla 5.29.  Coeficientes para valorar la significación individual de los efectos simples 
asociados a la interacción entre tratamiento y hacinamiento 















M3 0 0 1 0 0 −1 0 0 −1 0 0 1 
T = tratamiento,  H = hacinamiento,  M = momento. 
 
Tabla 5.30.  Significación individual de los efectos simples de interacción  
 















M3 −7,40 1,978 −3,560 48 0,000 
T = tratamiento,  H = hacinamiento,  M = momento. 
 
Otra forma de evaluar la significación individual de los efectos simples de interacción 
consiste en llevar a cabo un ANOVA  2×2 (tratamiento y hacinamiento) en cada nivel 
del tercer factor (momento) centrando la atención en la significación de la interacción de 
primer orden tratamiento × hacinamiento. Con este otro enfoque analítico se está utili-




zando una media cuadrática distinta para valorar cada interacción (es decir, para valorar 
cada efecto simple de interacción); sin embargo, si se cumple el supuesto de igualdad de 
varianzas, los resultados que se obtienen son los mismos que con la estrategia basada en 
comparaciones lineales de un grado de libertad. La Tabla 5.31 muestra los resultados 
obtenidos con este enfoque. 
Tabla 5.31.  Significación de la interacción entre tratamiento y hacinamiento en 
cada momento del día (significación individual de los efectos simples de 
interacción) 
  gl MC F p 
Tratamiento × Hacinamiento 1 296,450 78,530 0,000 Mañana 
Error 16 3,775     
tratamiento × Hacinamiento 1 273,800 49,782 0,000 Tarde 
Error 16 5,500     
tratamiento × Hacinamiento 1 68,450 12,676 0,003 Noche 
Error 16 5,400     
 
Los resultados de las Tablas 5.30 y 5.31 coinciden en señalar que los tres efectos 
simples asociados a la interacción entre tratamiento y hacinamiento son significativos. 
Esto significa que el efecto del tratamiento (la diferencia entre el grupo experimental y 
el control) es mayor en la condición de hacinamiento alto que en la de hacinamiento 
bajo; y esto, en los tres momentos considerados (ver Figura 5.4). Puede que esta 
conclusión tenga algún interés, pero en ella se está perdiendo de vista que la interacción 
de segundo orden es significativa: aunque el efecto del tratamiento es mayor en la 
condición de hacinamiento alto que en la de hacinamiento bajo, esta diferencia entre 
hacinamientos no es la misma en los tres momentos (ver Tabla 5.28). Y el hecho de que 
los tres efectos simples de interacción sean significativos (Tablas 5.30 y 5.31) no sólo 




no aclara nada acerca de la interacción de segundo orden, sino que podría 
malinterpretarse como que no existe tal interacción. 
Recordemos ahora que la expectativa del investigador era, en primer lugar, que se 
observarían más episodios de agresividad en el grupo experimental que en el control. 





ver Tabla 5.27), pero no si se presta atención a la información que ofrece la interacción 
de segundo orden. Al considerar esta información se observa que, aunque en la 
condición de alto hacinamiento el efecto del tratamiento es significativo en los tres 




0,0005 en los tres momentos), en la condición de bajo 
hacinamiento no puede afirmarse que exista efecto del tratamiento en ninguno de los 






= 0,776; noche: p
 
= 0,069).  
La segunda expectativa del investigador era que el número de episodios agresivos 
sería mayor en las jaulas pequeñas (hacinamiento alto) que en las grandes (hacinamiento 
bajo). También esto es cierto si únicamente se tiene en cuenta el efecto principal del 
hacinamiento (p
 
< 0,0005; ver Tabla 5.27). Pero no debe olvidarse que la interacción de 
segundo orden es significativa, lo cual revela que, aunque el número de episodios agre-
sivos es efectivamente mayor en condiciones de hacinamiento alto, esto sólo ocurre en 




0,0005 en los tres momentos); en el grupo control, la 
diferencia entre las condiciones de bajo y alto hacinamiento no es significativa en nin-






= 0,887; noche: p
 
= 0,204). 
La última expectativa del investigador se refería al efecto mediador del momento 
del día. En concreto, esperaba que tanto el efecto del tratamiento como el del hacina-
                                                
*
 Estos resultados pueden obtenerse de diferentes maneras: mediante comparaciones planeadas modifican-
do la sintaxis SPSS del procedimiento UNIANOVA (ver Pardo y Ruiz, 2005, págs. 374-375); con la 
sentencia LMATRIX (ver Pardo y Ruiz, 2005, págs. 380-385); y diseñando comparaciones de un grado 
de libertad, como las que venimos realizando en este capítulo, en las que únicamente estén involucradas 
(con coeficientes 1 y -1) las dos medias que interesa comparar. 




miento aumentarían durante el periodo de mayor actividad, es decir, por la noche. Esta 
expectativa hace referencia al efecto de las interacciones de primer orden entre trata-
miento y momento y entre hacinamiento y momento. Los resultados del ANOVA (ver 







= 0,077, respectivamente). Esto podría llevar a muchos investigadores a pensar que 
tanto el efecto del tratamiento como el del hacinamiento son independientes del 
momento del día. Pero la presencia de una interacción significativa de segundo orden 
obliga a corregir esta conclusión. 
Por un lado, el hecho de que la interacción de primer orden entre tratamiento y 
momento no sea significativa indica que no es posible afirmar que el efecto del trata-
miento (la diferencia entre los grupos experimental y control) sea distinto en los tres 
momentos del día. Aunque esto podría llevar a pensar que el efecto del tratamiento es 
independiente del momento del día, la interacción de segundo orden indica que la inte-
racción de primer orden entre tratamiento y momento no es la misma en las dos condi-
ciones de hacinamiento. Este resultado ya se ha discutido más arriba (a propósito del 
efecto principal del tratamiento): aunque en la condición de alto hacinamiento el efecto 




0,0005 en los tres 
momentos), en la condición de bajo hacinamiento no puede afirmarse que exista efecto 










Por otro lado, que la interacción de primer orden entre hacinamiento y momento 
no sea significativa indica que no es posible afirmar que la diferencia entre las condi-
ciones de bajo y alto hacinamiento difiera entre los tres momentos del día. Aunque esto 
podría llevar a pensar que el efecto del hacinamiento es independiente del momento del 
día, la interacción de segundo orden está indicando que la interacción de primer orden 




entre hacinamiento y momento no es la misma en los grupos experimental y control. 
Este resultado se ha discutido ya más arriba (a propósito del efecto principal del haci-
namiento): mientras que en el grupo experimental el número de episodios agresivos es 





en los tres momentos), en el grupo control no se observan diferencias entre las dos 







= 0,887; noche: p
 
= 0,204). 
Parece, por tanto, que para  interpretar correctamente los efectos presentes en un 
diseño de tres factores, no puede pasarse por alto una interacción de segundo orden 
significativa: su presencia matiza (incluso puede alterar) el significado del resto de 
efectos. Y para interpretar correctamente una interacción de segundo orden es necesario 
llevar a cabo los contrastes que permitan captar su naturaleza, si bien la información 
facilitada por otros contrastes (ya sean los efectos simples de interacción, los efectos 
simples, los efectos simples simples o, incluso, los efectos principales) puede resultar 
útil para entender el fenómeno observado en todos sus matices.  
 
5.2.5. La sentencia LMATRIX 
La sentencia LMATRIX no sólo sirve para comparar entre sí efectos simples de un dise-
ño de dos factores (ver capítulo anterior). También permite llevar a cabo comparaciones 
entre los efectos simples de interacción en un diseño de tres factores. Para ello, 
siguiendo la misma lógica ya expuesta a propósito de la interacción de primer orden, es 
necesario añadir, a la sintaxis que se obtiene del cuadro de dialogo MODELO LINEAL 
GENERAL > UNIVARIANTE, la siguiente sentencia LMATRRIX: 
  




  /LMATRIX = 
tto*hacinam*momento  1  −1  0  −1  1  0  −1  1  0  1  −1  0 ; 
tto*hacinam*momento  1  0  −1  −1  0  1  −1  0  1  1  0  −1 ; 
tto*hacinam*momento  0  1  −1  0  −1  1  0  −1  1  0  1  −1 
La Tabla 5.32 muestra los resultados que se obtienen con esta estrategia. Puede compro-
barse en ella que los valores de los contrastes y de los niveles críticos son idénticos a los 
obtenidos con la estrategia propuesta en el apartado anterior (ver Tabla 5.28). 








L1 = ψ1 −0,60 2,798 0,831 
L2 = ψ2 −8,00 2,798 0,006 
L3 = ψ3 −7,400 2,798 0,011 
 
De nuevo, al comparar los efectos simples de interacción con esta estrategia, además de 
una valoración individual de cada comparación, se obtiene una valoración del efecto 
global de todas las comparaciones tomadas juntas. La Tabla 5.33 muestra esta 
valoración. Y ocurre que, al igual que en el caso de la interacción de primer orden 
estudiada en el apartado anterior, todos los resultados asociados a este efecto global 
(suma de cuadrados, grados de libertad, …, nivel crítico) son idénticos a los del efecto 
global de la interacción (ver Tabla 5.27). 





cuadrática F Sig. 
Contraste 49,633 2 24,817 5,073 0,010 
Error 234,800 48 4,892   
 




De nuevo, este resultado indica que las comparaciones que estamos proponiendo para 
estudiar el efecto de la interacción, no sólo se están refiriendo justamente a ese efecto, 




6.  Conclusiones 
 
 
1. La interacción entre factores en el análisis de varianza tiene un significado teórico 
inequívoco. Cuando se trata de definir la interacción (no de analizarla o interpre-
tarla), la literatura estadística coincide en recoger ese significado tanto en el caso de 
dos como en el de tres factores (casos de los que nos hemos ocupado aquí). 
2. A pesar del significado teórico inequívoco del concepto de interacción entre facto-
res, en la investigación aplicada se utilizan con altísima frecuencia estrategias 
analíticas incorrectas que conducen a conclusiones erróneas: en nuestra revisión, se 
han encontrado interpretaciones correctas en menos del 10 % de las interacciones de 
primer orden y en menos del 5% de las de segundo orden. 
3. La presencia de una tasa tan elevada de interpretaciones incorrectas de la interacción 
entre factores podría deberse a dos razones. En primer lugar, es común encontrar 
que los manuales de estadística y de análisis de datos no ofrezcan una explicación 
apropiada  acerca de cómo proceder para analizar una interacción significativa. En 
segundo lugar, con los programas informáticos de análisis estadístico disponibles (el 
SPSS a la cabeza) no es posible obtener directamente (a través de cuadros de 
diálogo) las comparaciones que permiten analizar correctamente una interacción 
significativa.  




4. Entre las estrategias analíticas incorrectas más utilizadas para interpretar una inte-
racción significativa, además de las relacionadas con la omisión total o parcial del 
análisis del efecto de la interacción, existe una muy generalizada basada en el 
análisis de la significación individual de los efectos simples. Tanto en el caso de las 
interacciones de primer orden como en las de segundo orden, ha quedado demos-
trado con ejemplos que esta estrategia puede conducir a conclusiones erróneas 
porque las diferencias en la significación individual de los efectos simples no 
implica, necesariamente, diferencias entre efectos simples; y al revés, las diferencias 
entre efectos simples no implican diferencias en sus significaciones individuales. 
5. La interpretación correcta de una interacción significativa exige plantear compa-
raciones lineales de un grado de libertad. Sólo de esta manera es posible aislar y 
agotar el significado de la interacción. 
6. En los diseños factoriales completamente al azar es posible utilizar las prestaciones 
del programa estadístico SPSS para realizar las comparaciones necesarias para inter-
pretar correctamente una interacción significativa. Para ello, se han propuesto dos 
estrategias alternativas pero equivalentes: los contrastes personalizados del 
procedimiento ONEWAY después de combinar los factores en una variable única; y 
la sentencia LMATRIX disponible con el procedimiento UNIANOVA. 
7. Es necesario seguir investigando el problema para ofrecer a los investigadores en 
Psicología y ciencias afines soluciones fáciles de utilizar. También es necesario 
estudiar la interacción entre factores en los diseños de medidas repetidas para poder 
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