Abstract-The entire LHCb experiment is under the supervision of the Experiment Control System (ECS). The ECS deals with the configuration, operation and monitoring of all the run time related tasks (DAQ, DCS, trigger, timing, etc). The same framework toolkit is used throughout the ECS, turning it into a homogeneous control system. This framework (based on a commercial SCADA) is being developed for the four LHC experiments. The ECS is organized in a hierarchical, tree-like structure. Every online component in the experiment is integrated into a logical tree of nodes, which are modeled as finite state machines (FSM). The use of FSM allows the automation and sequencing of actions, as well as error recovery procedures. Due to the partitioning features, also provided by the FSM, the various sub-detectors can run in stand-alone using different instances of the ECS user interface. The aim of this paper is to present the architecture and the tools that allowed us to build a control system which fully integrates all parts of the experiment.
I. INTRODUCTION
HE LHCb experiment [1] is one of the four main experiments at the LHC. It has been conceived to study CP violation and other rare phenomena in B meson decays with very high precision. To achieve this ambitious goal, a complex detector and its corresponding data acquisition frame has been designed. Both the detector and the data acquisition chain are controlled by the Experiment Control System, ECS. The ECS is in charge of the configuration, operation and supervision of every single task or device related with the online scenario.
When the first level of decision, the L0 trigger, sends its acceptance signals, a readout of the complete detector is triggered. The Front-End electronics, synchronized by the clock that the Timing and Fast Control system provides, begin the data acquisition (DAQ) procedure and send the data through the Readout network to the Event Filter Farm where the second level of decision is performed. Accepted data is sent to mass storage which later will be used for offline analysis. And all this has to be orchestrated by the ECS. Thus, the ECS has to be connected with all the parts of the system at a time and, while the data flow has a one dimension, push basis, the controls flow has a star shape. The relation between ECS and DAQ procedure is shown in Fig. 1 . 
II. TOOLS
The LHCb ECS has to interface a big amount of very different devices (software and hardware) and sub-systems, as well as the outside world (external systems). In order to facilitate the integration of the different parts and their control systems into the global control, it was decided to use the same software throughout the whole ECS. This facilitates the integration of the control of the different parts into the global ECS, achieving the complete homogeneity, even if this sometimes implies that the design is not an easy task.
The software used is a commercial SCADA (Supervisory Control and Data Acquisition) system, PVSS [2] , used extensively for the supervision and control of industrial processes. PVSS has the following strengths that make it interesting in the high energy physics (HEP) domain: It can run in a distributed manner which, in our case, is an important requirement due to the large amount of devices and IO channels, being possible to integrate distributed systems with a multi-platform support (Linux and Windows); it is device oriented with a flexible data point concept and has advanced scripting capabilities Another important; has a flexible API allowing access to all features of PVSS from an external 978-1-4244-4455-7/09/$25.00 ©2009 IEEEapplication, also very important due to the use of LHCb specific custom designs. In addition, a framework based on this software is being developed in common for the four LHC experiments within the Joint COntrols Project (JCOP) [3] . The Framework is an integrated set of guidelines and software tools meant for the developers of the control system to help them developing their part of the control system application.
One key component in this framework is the FSM package. It is based on SMI++, a toolkit for designing and implementing distributed control systems.
The ECS control system is a hierarchical, reactive system built as a tree of interconnected control nodes (see Figure 2) . Control units are controllers located in the higher parts of the control tree. They are the control point to which an operator should connect to take the control and supervise the state of a detector part. When they receive a command they interpret it and coordinate its forwarding to the lower level nodes whether in parallel or sequential mode. They can translate a command to another one before forwarding it When a node changes its state the FSM tool automatically notifies its parent node. When a CU is notified of one of its children state change it recomputes its new state with a rule based script that takes all of its children states as input Device units are the leaves of the control tree which directly control or react to hardware component change. 
III. SUBSYSTEM INTEGRATION
Following the set of guidelines proposed to unify procedures, the sub-detectors are requested to provide its ECS systems splitted into 4 different domains. They are provided with 4 common top CUs which interface the global ECS. which encompass 4 different types of functions necessary to run a detector. Those domains are [6] :
DAQ and trigger domain (DAQ) This domain includes all the components which purpose if to acquire and filter the data. The components are the front end boards, readout boards like the TELL1s, trigger boards and farm algorithms. Their operation is normally related to a "RUN".
DAQ Infrastructure (DAI)* This domain includes all the components that are providing power, network and computing resources necessary for the data acquisition system. For example the FE, trigger and TELL1 crate power, the communication networks for control or data transportation. These components are normally stable throughout a full running period.
Detector Infrastructure (DCS) This domain includes all the components related to the correct detector operation. This includes monitoring sensors related to water leak, pressure, temperature, magnetic field, and also the control of the low voltage supply to the electronics. It also contains the supervision of systems like: gas systems, cooling systems, electrical supply systems, etc. These components are normally stable throughout a full running period.
High Voltage domain (HV)
This domain contains all the components that provide the high voltage power supply to the detector instruments and electronic. Their operation is normally related to a "FILL". 
A. Partitioning
LHCb is integrated by several subdetectors collecting data together. While this is the normal mode of operation for physics, each subdetector can be run by itself, this is the standalone mode. This is mostly the case during commissioning stage, but will be also the case between fills when some calibration or tests need to be performed by experts. Thus the LHCb DAQ system has the concept of Partition, which defines which part of the whole detector is used Error! Reference source not found.. This is defined by the Timing and Fast Control system granularity: the detector is divided in 16 parts, which can be controlled by one or several Readout Supervisors ODIN. The independent, parallel running of several parts of the detector (partitioning) includes also having some of the other common resources, i.e. a part of the Event Filter Farm, a part of the Storage and a part of the Monitoring system. In this scenario, the first step for starting a run is the allocation of these common resources. When sending the "Allocate" command, the system will reserve one TFC Odin, n subfarms, a storage slice (file writing tasks) and a monitoring slice (monitoring tasks). This reservation procedure is done dynamically and is implemented by several specific Device Units, the Allocators. This DU checks which farms are free and assigns them to the specific partition.
IV. RUN CONTROL Using the templates described above, the control tree shown in figure 3 was implemented. Since each node of the tree corresponds to a framework Control Unit, the Run Control can be seen as the root node of the tree: the "ECS" node, the control unit that integrates all parts of the experiment.
The Run Control was implemented as a matrix, as illustrated in figure 7. On the left there are the various Domains of the experiment: DCS, HV, DAQ, HLT, etc. while on the bottom there are the various sub-detectors. The matrix view allows for faster detection of problems. For example, in the picture the system is in ERROR state. It is easy with a quick glance of the operator to diagnose that the problem comes from the DAQ system of the OTA (outer tracker -side A) sub-detector.
Fig. 4 LHCb Run Control panels.
One important aspect of the system is the configuration RUN_TYPE. All configuration settings are stored as recipes in the Configuration Database.
V. CONCLUSION
The LHCb Experiment Control System has been implemented. It is a highly distributed control spread over 150 PCs (Windows and Linux) with a hierarchical architecture (of about 2000 CU and 30000 DU) that integrates all the detector sub-systems. A daily used Run Control has been also implemented. It is characterized by a minimal operator intervention (~2 persons shift crew), and the sequencing of actions, automation, and error recovering, It is non-expert user friendly. The sub-detectors can run different instances in parallel.
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