In this paper, we deal with an optimal control, where the system is driven by a mean-field forwardbackward doubly stochastic differential equation with jumps diffusion. We assume that the set of admissible control is convex, and we establish a necessary as well as a sufficient optimality condition for such system. 
Introduction
We consider stochastic control problems for state processes governed by a stochastic differential equation (SDE in short) of mean-field type, which is also called McKean-Vlasov type equation, in the sense that the coefficients of the SDE are allowed to depend on the state of the process as well as its expected value. More precisely, the SDE is defined as { dx = a, where (W i , i ≥ 1) is a collection of independent Brownian motions (see, e.g., [29] and the references therein).
In [3] a general maximum principle was introduced for a class of stochastic control problems involving SDEs of mean-field type, see also [1, 13] . The mean-field backward stochastic differential equations (mean-field BSDEs in short) were first studied by Buckdahn et al. [4, 5] ; see also [14] , where the stochastic maximum principle was derived as a necessary condition of the optimal control via Malliavin derivatives, but this not our subject. Mathematical mean-field approaches play a crucial role in diverse areas, such as physics, chemistry, economics, finance and game theory, see, for example, [12] . The nonlinear backward doubly stochastic differential equations have been introduced by Pardoux and Peng [21] . They have considered a new kind of backward stochastic differential equations (BSDEs in short), see [20] , that is, a class of backward doubly stochastic differential equations (BDSDEs in short) with two different directions of stochastic integrals, i.e., the equations involve both a standard (forward) stochastic Itô integral dW t and a backward stochastic Itô integral ← dB t . More precisely, they dealt with the following BDSDE:
(1.1)
Here we regard (1.1) as a backward equation in two different aspects. The first is with respect to B for which the time variable is reversed. The second is with respect to W, which is forward in time while the boundary condition is given at the terminal instead of the initial time. Pardoux and Peng [21] proved that if f and g are uniform Lipschitz, and the terminal condition ξ is F W T -measurable and square-integrable random variable, then (1.1) has an unique solution (Y t , Z t ) in the interval [0, T]. They also showed that BDSDEs can produce a probabilistic representation for solutions to some quasi-linear stochastic partial differential equations. Since this first existence and uniqueness result, many papers have been devoted to existence and/or uniqueness results under weaker assumptions. Among these papers, we can distinguish two different classes: Scalar BDSDEs and multidimensional BDSDEs. In the first case, one can take advantage of the comparison theorem, see [28] , where Shi, Gu and Liu weakened the uniform Lipschitz assumptions to linear growth and continuous conditions by virtue of a comparison theorem introduced by themselves. They also obtained the existence of solutions to BDSDEs, but without uniqueness. In this spirit, let us mention the contributions of N'zi and Owo [17] , which deal with discontinuous coefficients. For multidimensional BDSDE, there is no comparison theorem and to overcome this difficulty, a monotonicity assumption on the generator f in the variable y is used. This appears in the works of Peng and Shi [23] , in which they have introduced a class of forward-backward doubly stochastic differential equations, under the Lipschitz condition and monotonicity assumptions. Unfortunately, the uniform Lipschitz condition cannot be satisfied in many applications. More recently, N'zi and Owo [16] established existence and uniqueness result under non-Lipschitz assumptions.
The initial work on optimal control of jumps processes was first considered in [2, 6, 7, 18, 19, 24, 25, 27, 30] , and some financial applications were given.
In this paper, we study a stochastic control problem where the system is governed by a nonlinear meanfield forward-backward doubly stochastic differential equation with jumps diffusion (mean-field FBDSDE with jumps diffusion in short) of the type (2.1) below, where b, σ, γ, f and g are defined as in Assumptions 2.2, 2.3 and 2.5, B = (B t ) t≥0 and W = (W t ) t≥0 are two standard Brownian motions processes taking their values, respectively, in ℝ d and ℝ l , defined on a probability space (Ω, F, ℙ), andÑ(dt, dπ) is the compensated Poisson random measure associated with a Poisson point process η, and Q(π) is measurable process squareintegrable with respect to their filtration generated byÑ as below. The control variable u = (u t ), called strict control, is a process with values in some set U of ℝ k . We denote by U the class of all admissible strict controls.
The criteria to be minimized, over the set U, has the form
where Φ, Ψ, h are defined below, see Assumptions 2.2 and 2.4, and
is the trajectory of the system controlled by u t . A control u * ∈ U is called optimal if it satisfies
Stochastic control problems for the forward-backward system have been studied by many authors. The first contribution of control problem of the forward-backward system is made by Peng [22] , who obtained the stochastic maximum principle with the control domain being convex. Xu [32] established the maximum principle for this kind of problem in the case where the control domain is not necessary convex, with uncontrolled diffusion coefficient and a restricted functional cost. The work of Peng [22] (convex control domain) is generalized by Wu [31] , where the system is governed by a fully coupled forward-backward stochastic differential equation (FBSDE in short). Shi and Wu [26] extend the result of Xu [32] to the fully coupled FBSDE with convex control domain and uncontrolled diffusion coefficient. However, the maximum principle for backward doubly stochastic control systems has been proved in [10] . Ji and Zhou [11] used Ekeland's variational principle to establish a maximum principle of controlled FBSDE systems, while the forward state is constrained in a convex set at the terminal time, and applied the result to state constrained stochastic linear-quadratic control models and investigate a recursive utility optimization problem.
We note that necessary as well as sufficient optimality conditions, where the systems are governed by a stochastic differential equation with mean-field type, have been studied in [3, 14] and the necessary optimality conditions were given by Li [13] . We also note that the necessary optimality conditions for stochastic controls, where the systems are governed by nonlinear forward stochastic differential equations with jumps, have been studied by Tang and Li [30] , and the sufficient optimality conditions for the same system have been studied by Framstad, Øksendal and Sulem [7] . The necessary as well as sufficient optimality conditions for a SDE system with jump diffusion has been establish by Cadenillas [6] , in the case where the set of admissible controls is convex. In 2009, Øksendal and Sulem [19] have proved a general sufficient maximum principle for optimal control of forward-backward stochastic differential equations with jumps. Furthermore, we note that necessary as well as sufficient optimality conditions, where the systems are governed by a mean-field FBSDE with jump diffusion, has been studied by Hafayed in [8] , in the case where the set of admissible controls is not convex. Hafayed, Tabet and Boukaf [9] have studied the same system but the set of admissible controls is convex. The necessary and sufficient optimality conditions for forward-backward stochastic control system with random jumps were obtained by Shi and Wu [27] . The general maximum principle for a fully coupled FBSDE with jump diffusion has been obtained by Shi [25] . Therefore, our result can be compared and extended with the those given in [8, 9, 19, 25, 27] . This paper contains two main results. The first result is Theorem 4.1, which establishes the necessary optimality conditions for the system, the type mean-field of FBDSDE with jumps process. The second main result, Theorem 5.1, suggests sufficient optimality conditions of the system. The proof is based on the convexity conditions of the Hamiltonian function, the initial and terminal terms of the performance function.
The rest of this paper is organized as follows. In Section 2, we give the precise formulation of the problem, and give the various assumptions used throughout the paper. In Section 3, we give some estimations, e.g., see the Lemmas 3.1 and 3.2 below. In Section 4, we give our main result which is necessary optimality conditions of the control problem under additional hypotheses. At the end of this work, in Section 5, the sufficient optimality conditions of stochastic controls is established; this theorem is our second main result.
Throughout this paper we assume the following: For any Euclidean space E, we denote by ⟨ ⋅ , ⋅ ⟩ the scalar product of E. The Euclidean norm of a vector y ∈ ℝ k will be denoted by |y|. All the equalities and inequalities mentioned in this paper are in the sense of dt × dℙ almost surely on [0, T] × Ω.
Problem formulation

Preliminaries
Let (Ω, F, ℙ) be a probability space, and let T > 0 be fixed throughout this paper. Let W = {W t , 0 ≤ t ≤ T} and B = {B t , 0 ≤ t ≤ T} be two standard Brownian motions processes defined on (Ω, F, ℙ), and with values, respectively, in ℝ d and in ℝ l . Let η be a Poisson point process taking its values in a measurable space (Θ, B(Θ)), where Θ is subset of ℝ n . We assume that these three processes W, B and η are mutually independent. We denote by υ(dπ) the characteristic measure of η, which is assumed to be a Sigma-finite measure on (Θ, B(Θ)), i.e., υ(Θ) < ∞, and byÑ(dt, dπ) the counting measure induced by η. Then we
Note that the collection {F t , t ∈ [0, T]} is neither increasing nor decreasing, and it does not constitute a filtration. We may define the subfiltration
We introduce the following spaces:
• We denote also by S 2 ([0, T], ℝ n ) the set of continuous n-dimensional random processes which satisfy
where φ t is F t -measurable for any t ∈ [0, T].
Setting the problem
Next let us recall an extension of the well-known Itô formula, which would be often used in this paper.
For any u ∈ U, we consider the following forward-backward doubly stochastic control system of mean-field type with jumps diffusion:
where
Note that the integral with respect to (B t ) t∈[0,T] is a "backward" Itô integral, while the integral with respect to (W t ) t∈[0,T] is a standard forward Itô integral. These two types of integrals are particular cases of the Itô-Skorohod integral, for more details we refer to [15] .
We define the criterion to be minimized, with initial and terminal cost functional, as follows:
The control problem is to minimize the functional J over U. If u * ∈ U is an optimal solution, then
A control that solves problem (2.1)-(2.3) is called optimal. Our goal is to establish a necessary optimality condition as well as a sufficient optimality condition, satisfied by a given optimal control, in the form of a stochastic maximum principle. Now we suppose that the following assumptions. 
, and g is ς-Lipschitzian with respect to the third and fourth components.
Under the above assumptions, for every u ∈ U, there exists a unique solution
. The cost functional J is well defined, i.e., |J(u)| < ∞. Notation 2.6. For convenience, we will use the following notations throughout this paper. For χ ∈ {b, σ}, we define
and, for ψ ∈ {f, g, h}, we define
Also, we define
and u t is an admissible control from U.
Estimations of solutions
Since the set U is convex, the classical way to derive a necessary optimality conditions is to use the convex perturbation method. More precisely, let u * be an optimal control and let (x * , y * , z * , Q * (π)) be the solution of (2.1) controlled by u * . Then, for each t ∈ [0, T], we can define a perturbed control by
where θ > 0 is sufficiently small and u is an arbitrary element of U. Denote by (x θ , y θ , z θ , Q θ (π)) the solution of (2.1) associated with u θ . From the optimality of u * , the variational inequality will be derived from the fact that J(u θ ) − J(u * ) ≥ 0. To this end, we need the following lemmas. 
Proof. We begin with the proof of (3.2). By using the inequality |a + b + c| 2 ≤ 3a 2 + 3b 2 + 3c 2 , and by taking the expectation, we get
By Assumptions 2.2-2.3, the fact that ∫ Θ υ(dπ) = υ(Θ) = 1, and the definition of the perturbed control (3.1), we have
By using Gronwall's inequality and the Burkholder-Davis-Gundy inequality, we can obtained (3.2) by making θ tend to 0. Now, we prove (3.3) and (3.4). By applying integration by parts, and taking the expectation, we get
By applying Hölder's inequality 2ab ≤ (1 + α)a 2 + 1 (1+α) b 2 , from Assumption 2.5, and using the definition of perturbation (3.1), we have
where ϑ θ (t) is given by 
Using (3.2), we get lim
From the above inequality, we derive the following two inequalities:
By using (3.5) and applying Gronwall's inequality in (3.6), we obtain
By using the Burkholder-Davis-Gundy inequality, we obtained (3.3) by making θ tend to 0. Next, by substituting (3.8) into (3.7), we get
Finally, by using the Burkholder-Davis-Gundy inequality, we can obtained (3.4) by making θ tend to 0. The proof of Lemma 3.1 is completed.
Let (x 1 , y 1 , z 1 , Q 1 (π)) be the solution of following linear equation called the variational equation:
(3.10)
Then we have the following convergence result.
Lemma 3.2. We suppose that Assumptions 2.2-2.3 hold. Then
Proof. We begin to prove (3.11). For simplicity, we putx
Then, using the definitions of x * t , x θ t and x 1 t , and Notation 2.6, and applying the Taylor's expansion of rank "one" with the integral depending on the functions b θ (t), σ θ (t) with respect to (x * t , (x * t ) , u * t ), and to the function γ θ (t) with respect to
and
such that α θ (s), β θ (s) and δ θ (s) are given by
From Assumptions 2.2-2.3, we know that b x , bx , b u , σ x , σx , σ u , γ x , γx , and γ u are continuous and bounded.
Then from Lebesgue's dominated convergence theorem and Lemma 3.1, we get
By applying Itô's formula to |x θ t | 2 , and taking the expectation, we find that
By using Young's inequality, and the boundness of
by (3.14), we have that lim θ→0 ξ θ (t) = 0. Thus, we can apply Gronwall's inequality and the BurkholderDavis-Gundy inequality to (3.15) , and by making θ tend to 0 implies that (3.11) holds. Now, we will prove (3.12) and (3.13). To lighten the writing, we begin by settingỹ
. By replacing y * t , y θ t and y 1 t by their values, and applying the Taylor's expansion of rank "one" with the integral depending on the functions f θ (t) and g θ (t) with respect to (
Then, the variational equation onỹ θ t can be written as follows:
By applying Itô's formula to |ỹ θ t | 2 , using Young's formula, for any ε > 0, we have the following inequality:
By applying the Cauchy-Schwarz inequality, since the derivatives of f and g continuous and bounded, from Lebesgue's dominated convergence theorem and Lemma 3.1, we deduce that
where 
Hence,
Applying Gronwall's inequality, we have
where M = ( (3.20) and by using the Burkholder-Davis-Gundy inequality, we can obtained (3.12) by making θ tend to 0.
On the other hand,
By substituting (3.21) into (3.22), we obtain
Finally, from (3.20) and by using the Burkholder-Davis-Gundy inequality, we can obtained (3.13) by making θ tend to 0.
Since the control u * is optimal for the cost J, we have the variational inequality
From the above inequality, we have the following. By applying the Taylor's expansion of rank "one" with the integral depending on the functions h θ (t), Φ θ (t) and Ψ θ (t) with respect to (x * t , y 24) where ∆ θ (t) is given by (3.16) . By applying the Cauchy-Schwarz inequality, since the derivatives of h, Φ and Ψ are continuous and bounded, from Lemma 3.1 and Lemma 3.2, by applying Lebesgue's dominated convergence theorem, consequently, we have By letting θ tend to 0 in inequality (3.24) , since the derivatives of h, Φ and Ψ are continuous and bounded, from Lemma 3.1, Lemma 3.2 and (3.25), by applying the dominated convergence theorem of Lebesgue, consequently, we have (3.23). The proof is completed.
Adjoint equations and necessary optimality conditions
In this section, we introduce the adjoint processes, which we will deduce from the variational inequality (3.23), and consider the following system of mean-field forward-backward doubly stochastic differential
