Some regularity and convergence results for parabolic Hamilton-Jacobi-Bellman equations in bounded domains by Picarelli, Athena et al.
SOME REGULARITY AND CONVERGENCE RESULTS FOR PARABOLIC
HAMILTON-JACOBI-BELLMAN EQUATIONS IN BOUNDED DOMAINS
ATHENA PICARELLI, CHRISTOPH REISINGER, AND JULEN ROTAETXE ARTO
Abstract. We study parabolic Hamilton-Jacobi-Bellman (HJB) equations in bounded domains
with strong Dirichlet boundary conditions. We work under the assumption of the existence of
a sufficiently regular barrier function for the problem to obtain well-posedness and regularity
of a related switching system and the convergence of its components to the HJB equation.
In particular, we show existence of a viscosity solution to the switching system by a novel
construction of sub- and supersolutions and application of Perron’s method. Error bounds for
monotone schemes for the HJB equation are then derived from estimates near the boundary,
where the standard regularisation procedure for viscosity solutions is not applicable, and are
found to be of the same order as known results for the whole space. We deduce error bounds
for some common finite difference and truncated semi-Lagrangian schemes.
1. Introduction
This paper derives the regularity of solutions, and error bounds for their numerical approxima-
tion, to the Hamilton-Jacobi-Bellman (HJB) equation
ut + sup
α∈A
Lα(t, x, u,Du,D2u) = 0 in QT ,(1.1)
u(0, x) = Ψ0(x) for x ∈ Ω,(1.2)
u(t, x) = Ψ1(t, x) for (t, x) ∈ (0, T ]× ∂Ω,(1.3)
where Ω is an open and bounded subset of Rd, QT := (0, T ] × Ω, Ω := Ω ∪ ∂Ω ⊂ Rd, A is a
compact metric space, Lα : (0, T ]× Ω× R× Rd × Rd×d → R defined as
Lα(t, x, r, q,X) = −tr[aα(t, x)X]− bα(t, x)q − cα(t, x)r − `α(t, x)(1.4)
is a second order differential operator, Ψ0 and Ψ1 are the initial and boundary data, respectively.
The coefficients aα, bα, cα and `α take values, respectively, in Sd, the space of d×d real symmetric
matrices, Rd, R and R, where aα is assumed to be positive definite, not necessarily strictly. We
denote by ∂∗QT the parabolic boundary of QT , i.e. ∂∗QT := ({0} × Ω) ∪ ((0, T ] × ∂Ω). For
compactness, we define
F (t, x, r, q,X) := sup
α∈A
Lα(t, x, r, q,X),(1.5)
where the operator Lα is given in (1.4).
The essential difference to previous studies, in particular [2], is that we consider the equation on
domains with Dirichlet data, rather than on Rd, which opens up challenging questions regarding
the regularity of the solution in the vicinity of the boundary, and the construction and analysis of
approximation schemes there. The case of initial-boundary value problems is practically relevant
not only when the original problem is posed on a bounded domain, but also when the original
problem is posed on the whole space and a localisation to a bounded domain is required for
computational tractability. Usually, asymptotic approximations to the values at this artificial
boundary are set in this case.
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Here, we assume that the solution to (1.1)–(1.3) satisfies Dirichlet boundary data pointwise. It
is well-known that for degenerate equations, the solution may not satisfy the boundary conditions
but instead the equation may hold up to the boundary. This roughly means that the paths of the
underlying controlled stochastic process departing from ∂Ω stay within the domain for a small time
regardless of the value of the control, see [3]. For classical results on linear parabolic or elliptic
PDEs with non-negative characteristic forms at the boundaries see [35, 21, 22]. Comparison
results for HJB equations on smooth spatial domains are given in [3], and subsequently under
weaker smoothness assumptions on the domain in [10].
The assumptions we make on the domain are identical to [17] and formulated in terms of the
existence of a smooth “barrier function”, essentially a positive strict supersolution which is zero
at the boundary. Under this assumption, the existence of a continuous solution to (1.1)–(1.3) is
shown in [16] using a stochastic representation result for the HJB equation. From the probabilistic
point of view, the barrier assumption can be interpreted as ensuring that the expected exit time
of the controlled stochastic process goes to zero as the boundary is approached. It subsequently
allows estimates of the solution and its numerical approximations near the boundary.
We first extend these well-posedness and regularity results to the switching system
Fi(t, x, u, ∂tui, Dui, D
2ui) = 0 in QT ,(1.6)
ui(0, x) = Ψ0(x), for x ∈ Ω,(1.7)
ui(t, x) = Ψ1(t, x), for (t, x) ∈ (0, T ]× ∂Ω,(1.8)
for all i ∈ I := {1, . . . ,M}, where u = (u1, . . . , uM ), and with
Fi(t, x, r, pt, px, X) = max
{
pt + sup
α∈Ai
Lαi (t, x, ri, px, X); ri −Mir
}
,(1.9)
Lαi (t, x, s, q,X) = −tr[aαi (t, x)X]− bαi (t, x)q − cαi (t, x)s− `αi (t, x),(1.10)
Mir = min
j 6=i
{rj + k},(1.11)
r ∈ RM , and k > 0 is a constant switching cost. We then analyse the convergence of its components
to the solution of the HJB equation as k → 0. This extends the results in [2] to domains and is of
independent interest. Crucially, this requires new technical estimates near the boundaries.
A probabilistic interpretation can be given for the solution to the switching system (1.6)–(1.8)
as the value function of a controlled optimal switching problem (see for instance [36] for the infinite
horizon case). Although it should be possible to thus extend the technique used in [16] (to derive
the existence of a continuous solution to (1.1) satisfying pointwise the boundary conditions from
its stochastic representation) to the switching system, we follow a different path and construct
suitable sub- and supersolutions satisfying the initial and boundary data to deduce the existence
of a continuous viscosity solution by Perron’s method. This gives a much shorter proof and allows
us to stay fully in an analytic framework.
We moreover provide a continuous dependence result and a comparison principle for (1.6)–
(1.8), where the solution close to the boundary is controlled essentially by the barrier function,
and deduce convergence of order 1/3 in the switching cost.
The final aim of the analysis is to estimate the difference between the viscosity solution of
the HJB equation and an approximate solution computed by means of a numerical scheme. Let
Gh ⊂ QT be a discrete grid with refinement parameter h, then fully discrete numerical schemes
for (1.1)–(1.3) can be written as
S(h, t, x, uh(t, x), [uh]t,x) = 0 in G+h := Gh \ ({t = 0} ∪ ∂Ω),(1.12)
uh(0, x) = Ψh,0(x) in G0h := Gh ∩ {t = 0},
uh(t, x) = Ψh,1(t, x) in G1h := Gh ∩ ((0, T ] ∩ ∂Ω),
where [uh]t,x denotes the numerical solution for Gh\(t, x). We will assume that S is a consistent,
monotone and uniformly continuous approximation of the equation (1.1) on the grid G+h in the
usual sense, which will be made precise later. By analogy to the continuous case we denote
∂∗Gh := G0h ∪ G1h. Following the notation in [2], we say that any function uh : Gh → R is a grid
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function and, if finite, belongs to Cb(Gh), the space of bounded and continuous grid functions. As
we are interested in discrete Gh, as noted in [2], any grid function on Gh is continuous.
The objective is thus to find upper and lower bounds for the difference u − uh. A central
element of the analysis is the use of Krylov’s “shaking coefficients” method (see [28, 29, 17]) to
find perturbed equations from which to construct smooth approximations to u and, under certain
regularity of the numerical scheme, to uh. This allows use of the truncation error to bound u−uh.
Key to the approach is the convexity (or concavity) of (1.1), which is used to prove that mollified
subsolutions (supersolutions) of (1.1) are still subsolutions (supersolutions), see Lemma 2.7 in [1],
and gives upper (or lower) bounds. Without this convexity (or concavity) the error analysis yields
weaker results. For instance, [8] proves the existence of an algebraic rate of convergence for the
finite difference approximation of F (D2u) = `(x), on a regular domain with Dirichlet boundary
data. This result is extended to Isaacs equations in [30]. However, neither of these articles provide
an explicit way to calculate the rates, which may depend on the constant of ellipticity (see [30]).
Hence, while convexity (concavity) allows us to build smooth subsolutions (supersolutions) and
upper (lower) bounds, by “shaking the coefficients” of the equation, we cannot directly construct
smooth supersolutions (subsolutions) and the other bound. Two different main approaches have
been developed in the literature.
The first approach, applied in [17], treats the equation and the scheme symmetrically and con-
structs smooth subsolutions to both the HJB equation (1.1) and the scheme (1.12). This procedure
requires sufficient regularity of the solution and continuous dependence estimates on the boundary
data and the coefficients for both (1.1) and the scheme (1.12). Such results for solutions of equa-
tion (1.1) have been proved in [16], under suitable conditions, by means of probabilistic arguments.
For problems posed on spatial domains, Krylov’s regularization has also been previously applied
in [6] for the particular case of a semi-infinite domain with an oblique derivative condition.
The second approach, used in [2] on Rd, also derives one of the bounds by “shaking the coeffi-
cients” of the equation to produce a smooth subsolution, but for the other bound, a key tool for
the analysis is the approximation of (1.1)–(1.3) by a switching system of the type (1.6)–(1.11).
As observed by the authors of [2], this procedure can be applied to a wider class of schemes, but
results in lower rates. We follow this second approach for the lower bound, in order to deal with
the unavoidable complexity of general monotone schemes. For the application of this approach
to derive error bounds for semi-Lagrangian schemes when Ω = Rd see [13]. The fundamental
difference of our analysis to that in [2] and [13] is that we consider a bounded domain Ω with
Dirichlet conditions, with the extra technical difficulties this entails.
The range of applicability of the present analysis crucially extends the one in [17], which consid-
ers a specific semi-discrete scheme – essentially, a semi-Lagrangian scheme without interpolation
– which is practically not feasible as the solution is not fully defined on a fixed mesh. Rather, the
solution at a fixed point has to be constructed by a multinomial tree whose nodes depend on the
controls, where their number grows exponentially with the number of timesteps. In contrast, the
analysis here is applicable to a class of current state-of-the-art fully discrete monotone schemes,
including the different variants of (non-local) semi-Lagrangian [9, 13, 18] or hybrid schemes [32],
and, under conditions on the diffusion matrix, the (local) seven-point stencil (see, e.g., [23, Section
5.1.4] or [31, Section 5.3.1]). These more complicated schemes need a different approach to the
analysis compared to the one proposed in [17], especially for the lower bound, as explained above.
As fully discrete monotone schemes generally require a “wide stencil” (i.e., involving not only
a fixed number of neighbouring nodes), a modification is needed near the boundary. In [17], it
is assumed that smooth “boundary” data are defined on the whole space, including outside the
domain. Instead, we truncate the wide stencil schemes close to the boundary and modify their
coefficients to ensure consistency, albeit usually at a reduced order [38]. This requires Dirichlet
data only on the boundary for the definition of the scheme. Interestingly, however, as the solution
near the boundary is controlled through the barrier function, the (reduced) order of the truncated
scheme at the boundary does not enter in the analysis and we obtain the same global convergence
order as in [2] on the whole space. This coincides with the empirical evidence in [38, 37] that the
presence of the boundary does not affect the convergence order.
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The rest of the paper is organised as follows. Section 2 compiles definitions and results for vis-
cosity solution used throughout the paper. Section 3 derives some fundamental theoretical results
on switching systems with Cauchy-Dirichlet boundary conditions and estimates the convergence
rate of the switching system to a related HJB equation. Section 4 provides the main error bounds
for a generic monotone and stable finite difference scheme in terms of the truncation error for
a regularised solution. Section 5 then deduces concrete error bounds for two examples of finite
difference and semi-Lagrangian schemes from the literature. Section 6 concludes and suggests
directions for further research.
2. Definitions and general results for HJB equations in domains
This section contains definitions and background results for HJB equations used throughout
the rest of the paper.
We recall that, for a domain QT , we denote by QT its closure and by ∂
∗QT the parabolic
boundary, i.e. ∂∗QT := ({0} ×Ω) ∪ ((0, T ]× ∂Ω). We denote by ≤ the component by component
ordering in Rd and the ordering in the sense of positive semi-definite matrices in Sd.
Let φ : Q→ Rd be a bounded function from some set Q into Rd with d ≥ 1, then the following
function norms are used
|φ|0 := sup
(t,y)∈Q
|φ(t, y)|,
and for any δ ∈ (0, 1],
[φ]δ := sup
(t,x)6=(s,y)
|φ(t, x)− φ(s, y)|
(|x− y|+ |t− s|1/2)δ , and |φ|δ := |φ|0 + [φ]δ.
As usual, we denote by Cn,m(Q) the space of continuous functions n-times differentiable in t and
m in x. If n = m we will simply write Cn(Q) and n = 0 is used for the space of bounded continuous
functions in Q. Additionally, for δ ∈ (0, 1], C0δ denotes the subset of C0 with finite | · |δ norm and
C2δ (Q) the subset of C
1,2(Q) of functions with finite norm
|φ|2,δ :=
∑
(β0,β)∈N0×Nd0
2β0+|β|≤2
|∂β0t Dβφ|δ.
For the regularisation we will take convolutions of functions with the following family of molli-
fiers in time and space
ρε(t, x) :=
1
εd+2
ρ
(
t
ε2
,
x
ε
)
,(2.1)
where ε > 0, and
ρ ∈ C∞(Rd+1), ρ ≥ 0, supp ρ = (0, 1)× {|x| < 1},
∫
supp ρ
ρ(e) de = 1.
A family of mollifiers in space only is defined similarly and we do not distinguish them nota-
tionally for simplicity.
Let Q be an open set and d ∈ N, for a locally bounded function φ : Q → Rd we define its
upper-semicontinuous envelope
φ∗(x) = lim sup
y→x
y∈Q
φ(y),
and its lower-semicontinuous envelope
φ∗(x) = lim infy→x
y∈Q
φ(y).
We denote by USC(Q;Rd) and LSC(Q;Rd) the usual spaces of upper- and lower-semicontinuous
functions Q→ Rd, respectively.
The relevant notion of solutions for the non-linear equations (1.1)–(1.3) and systems (1.6)–(1.8)
is that of viscosity solutions (see [12] for a detailed overview). In the next definition, we recall the
REGULARITY AND CONVERGENCE FOR HJB EQUATIONS IN DOMAINS 5
notion of viscosity solution to (1.6)–(1.8), and hence (1.1)–(1.3) as a special case for M = 1, when
the boundary and initial conditions are satisfied in the “strong sense”.
Definition 2.1 ( Viscosity solution ). A function u ∈ USC([0, T ] × Ω;RM ) is a viscosity sub-
solution of (1.6)–(1.8), if for each 1 ≤ i ≤ M and each function ϕ ∈ C1,2([0, T ] × Ω), at each
maximum point (t, x) of ui − ϕ we have that
ϕt + Fi(t, x, ui, Dϕ,D
2ϕ) ≤ 0, (t, x) ∈ (0, T ]× Ω,
ϕ−Ψ0 ≤ 0, (t, x) ∈ {0} × Ω,
ϕ−Ψ1 ≤ 0, (t, x) ∈ (0, T ]× ∂Ω.(2.2)
Similarly, a function u ∈ LSC([0, T ] × Ω;RM ) is a viscosity supersolution (1.6)–(1.8), if for each
1 ≤ i ≤M and each function ϕ ∈ C1,2([0, T ]×Ω), at each minimum point (t, x) of ui−ϕ we have
that
ϕt + Fi(t, x, ui, Dϕ,D
2ϕ) ≥ 0, (t, x) ∈ (0, T ]× Ω,
ϕ−Ψ0 ≥ 0, (t, x) ∈ {0} × Ω,
ϕ−Ψ1 ≥ 0, (t, x) ∈ (0, T ]× ∂Ω.
Finally, a continuous function u is a viscosity solution of (1.6)–(1.8) if it is both a subsolution and
a supersolution.
This definition of viscosity solutions is formulated in terms of smooth test functions ϕ. It is
straightforward to rephrase it in terms of parabolic semijets, see Definition A.1.1
Under some structural assumptions on the operator F , uniqueness for continuous solutions (in
the sense of Definition 2.1) of (1.1)–(1.3) is proved in [20, Theorem V.8.1 and Remark 8.1] as a
corollary of a comparison result.
3. Switching systems with Dirichlet boundary conditions
In this section we will study the switching system (1.6)–(1.8). Let us consider the following
assumptions on the coefficients and boundary data, which are very similar to assumption 2.2 in
[17]; see also [16] for the introduction of the barrier function. Note that Ψ1 : QT → R, i.e., it is
required on all of Ω.
(A1) (Regularity of the coefficients) For any i ∈ I, Ai is a compact metric space. For any
i ∈ I and α ∈ Ai, let aαi = 12σαi σα,i
T
for some d× P matrix σαi . Furthermore, there is a constant
C0 ≥ 0 independent of i, α, such that
[Ψ0]1 + |σαi |1 + |bαi |1 + |cαi |1 + |`αi |1 ≤ C0.
(A2) (Barrier function) There exists a function ζ ∈ C1,2(QT ), such that
ζ > 0 in QT ,(3.1)
ζ = 0 in (0, T ]× ∂Ω,(3.2)
and for every i ∈ I, α ∈ Ai
(3.3) −ζt + bαi Dζ + tr[aαi D2ζ] + cαi ζ ≤ −1 in QT .
Remark 3.1 (Existence of barrier function). The central assumption (A2) merits a detailed dis-
cussion. We begin with the non-degenerate case.
For a strictly elliptic second order operator, i.e. if ξTaαi ξ ≥ λ|ξ|2,∀ξ ∈ Rd, with cαi ≤ 0, and
for a sufficiently smooth boundary, one expects there to be a classical solution to the stationary
equation
sup
i∈I,α∈Ai
{
bαi Dζ + tr[a
α
i D
2ζ] + cαi ζ
}
= −1 in Ω
1The use of semijets permits the representation of “(Du,D2u)” for non-differentiable functions u. This turns
out to be useful in the formulation of the Crandall-Ishii lemma, see Theorem 8.3 in [12] or Theorem A.2 in the
appendix, which is the main tool to obtain a maximum principle for semi-continuous functions.
6 ATHENA PICARELLI, CHRISTOPH REISINGER, AND JULEN ROTAETXE ARTO
with zero Dirichlet conditions on the boundary ∂Ω. Theorem 3.2 in [39] gives detailed conditions
for the existence of a solution which is C2+α up to the boundary for some α > 0. This function
can serve as barrier function, where the strict positivity in the interior follows from the strong
maximum principle.
Some cases of degeneracy, including examples with nonsmooth domains, are discussed in [17,
Example 2.3].
We now give some sufficient conditions in the degenerate case. If ∂Ω ∈W 3,∞, the distance d to
the boundary ∂Ω is of class C2 in a neighborhood of ∂Ω. In this case assumption (A2) is satisfied
as soon as there exists η > 0 and a neighborhood Ω′ of ∂Ω such that for every i ∈ I, α ∈ Ai
(3.4) −bαi n(x) + tr[aαi D2d(x)] ≤ −η in (0, T ]× Ω′
(where n(·) denotes the outward normal vector), which is seen by taking
ζ(t, x) =
1
η
eλ(t−T )d˜(x)
for λ > 0 big enough and d˜ ≥ d a C2(Ω) function coinciding with d in Ω′.
Condition (3.4) can be generalised to the case of a nonsmooth domain requiring the existence
of a function ρ ∈ C2(Rd) such that
ρ = 0, Dρ 6= 0 on ∂Ω, ρ > 0 on Ω;
there exists η > 0 and a neighborhood Ω′ of ∂Ω such that
bαi Dρ(x) + tr[a
α
i D
2ρ(x)] ≤ −η in (0, T ]× Ω′,∀i ∈ I, α ∈ Ai.
(3.5)
According to the analysis in [3] (resp. [10]), condition (3.4) (resp. (3.5)) implies that for any
viscosity solution of (1.6)-(1.8) the Dirichlet boundary condition is satisfied pointwise (compare
(3.4) with the conditions defining the set Γout in [3] and [10]). In particular, considering the
dynamics of the control problem associated with (1.6)-(1.8), conditions (3.4) and (3.5) imply that
in a neighborhood of the boundary all trajectories are pushed outside Ω.
However, condition (A2) precludes some simple cases where the non-smoothness of the boundary
is incompatible with regular solutions to the PDE, such as the heat equation on the unit square.
Here, the zero boundary conditions dictate that all derivatives vanish in the corners, which implies
there cannot be a function ζ ∈ C2(Ω) which satisfies (3.3).
(A3) (Boundary condition) Ψ1 ∈ C1,2(QT ). Moreover, there exists a constant C1 > 0 such
that
|Ψ0 −Ψ1(0, ·)| ≤ C1ζ(0, ·) on Ω.(3.6)
Remark 3.2. Assumption (A3) is a compatibility condition between the initial and boundary
data. The regularity assumption on Ψ1 and ζ and the boundedness of the domain QT imply the
boundedness of Ψ1 and ζ together with their derivatives. This fact will be used strongly for the
construction of smooth sub- and supersolutions.
3.1. Preliminary results. We seek to establish existence, uniqueness, and regularity results for
system (1.6)–(1.8). Equation (1.1)–(1.3) represents a particular case of (1.6)–(1.8) when |I| = 1,
hence this section also contains all the elements necessary for the study of (1.1)–(1.3).
Theorem 3.3 ( Maximum principle ). Let assumption (A1) be satisfied. If u ∈ USC(QT ;RM )
is a subsolution of (1.6) and v ∈ LSC(QT ;RM ) a supersolution, then u− v ≤ sup
∂∗QT
(u− v) in QT .
Proof. We adapt the proof of Theorem 8.2 in [12] using the parabolic version of the Crandall-Ishii
lemma [11], see Theorem A.2 in the appendix for convenience.
We assume by contradiction that
ui(s, z)− vi(s, z) > sup
I×∂∗QT
(uj − vj)
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for some (i, s, z) ∈ I × QT . We start by noticing that for any ρ > 0, uρ = u − ρ/(T − t) is a
subsolution of (1.6). For ρ small enough, we can define (¯i, t¯, x¯) ∈ I ×QT such that
uρ
i¯
(t¯, x¯)− vi¯(t¯, x¯) = sup
I×QT
(uρi − vi) > supI×∂∗QT
(uρi − vi).
For some β > 0 consider the auxiliary function
Φ(i, t, x, y) = uρi (t, x)− vi(t, y)− β|x− y|2, t ∈ [0, T ], x, y ∈ Ω.
Let (tˆ, xˆ, yˆ)2 be a maximum point for Φ(¯i, ·, ·, ·). By standard arguments in viscosity theory (see
Lemma 3.1 in [12]), for β big enough we have that (tˆ, xˆ, yˆ) ∈ (0, T )× Ω× Ω and β|xˆ− yˆ|2 → 0.
Moreover, by Lemma A.2 in [2] (see Lemma A.4 in the appendix), there exists iˆ ∈ I such that
(ˆi, t¯, x¯) is still a maximum point for uρ − v and, in addition, viˆ(t¯, y¯) < Miˆv(t¯, y¯). Then, for β
big enough we can also say that viˆ(tˆ, yˆ) <Miˆv(tˆ, yˆ). Now we can make use of the Crandall-Ishii
lemma, Theorem A.2, with uρ
iˆ
, viˆ and
φ(t, x, y) = β|x− y|2,
to infer that there are numbers a, b and symmetric matrices X,Y ∈ Sd such that
(a, β(xˆ− yˆ), X) ∈ P2,+uρ
iˆ
(tˆ, xˆ), (b, β(xˆ− yˆ), Y ) ∈ P2,−viˆ(tˆ, yˆ),
satisfying
a− b = 0, and − 3β
(
I 0
0 I
)
≤
(
X 0
0 −Y
)
≤ 3β
(
I −I
−I I
)
.
By the sub- and supersolution property of uρ and v we have that
a+ sup
α∈Aiˆ
Lα
iˆ
(tˆ, xˆ, uρ(tˆ, xˆ), β(xˆ− yˆ), X) ≤ − ρ
T 2
,
b+ sup
α∈Aiˆ
Lα
iˆ
(tˆ, yˆ, v(tˆ, yˆ), β(xˆ− yˆ), Y ) ≥ 0.
Subtracting these two inequalities and using Lemma V.7.1 in [20] (stated as Lemma A.3 in the
appendix) we have that
ρ
T 2
≤ sup
α∈Aiˆ
Lα
iˆ
(tˆ, yˆ, v(tˆ, yˆ), β(xˆ− yˆ), Y )− sup
α∈Aiˆ
Lα
iˆ
(tˆ, xˆ, uρ(tˆ, xˆ), β(xˆ− yˆ), X)
≤ ω(β|xˆ− yˆ|2 + |xˆ− yˆ|)→ 0,
which leads to a contradiction for β →∞, as ρ > 0, and concludes the proof. 
Before we prove the main existence and uniqueness result, we show how the initial datum can
be replaced by a smoothed version satisfying the same assumptions as the original.
Lemma 3.4 ( Smoothing of initial data ). Let Ψ0 ∈ C01 (Ω) such that |Ψ0|1 ≤ C0 and ζ,Ψ1 ∈
C1,2(QT ) such that (3.1), (3.2), and (3.6) are satisfied for some C1 > 0. Then for any 0 < ε < 1
small enough there exists Ψε ∈ C2(Ω) which satisfies the same conditions as Ψ0, with C1 replaced
by some C1 independent of ε, and where
|Ψ0 −Ψε| ≤ Cε(3.7)
for some C > 0 independent of ε.
Proof. Without loss of generality consider Ψ1(0, ·) = 0, else we replace Ψ0 by Ψ0 − Ψ1(0, ·) and
because Ψ1(0, ·) ∈ C2(Ω) the result follows. Also assume C1 = 1 by appropriate scaling of ζ.
Set
Ψ̂0 :=
(
(Ψ0)
+ − 2|ζ|1ε
)+
+
(
(Ψ0)
− + 2|ζ|1ε
)−
,(3.8)
2We omit the dependence of (tˆ, xˆ, yˆ) on i¯ and β for brevity; explicitly we have
(
tˆβ
i¯
, xˆβ
i¯
, yˆβ
i¯
)
.
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extended by 0 outside Ω and where (x)± is the positive/negative part of x, respectively. We will
show in the remainder that
Ψ := Ψ̂0 ∗ ρε
has the desired properties.
We define for any ε > 0
(3.9) Ωε := {x ∈ Ω : ζ0 > |ζ|1ε} ⊂ Ωε := {x ∈ Ω : d(x) > ε},
where ζ0(·) := ζ(0, ·) and d denotes the distance function to ∂Ω.
The following properties of Ψ̂0 follow directly:
Ψ̂0 = 0 in Ω\Ω2ε,(3.10)
|Ψ̂0 −Ψ0| ≤ 2|ζ|1ε,(3.11)
|Ψ̂0|1 ≤ C0.(3.12)
Here, the first property holds because |Ψ0| ≤ ζ0 ≤ 2|ζ|1ε in Ω\Ω2ε by definition, the second and
third because Ψ̂0 results from a constant vertical shift of Ψ0 up or down whenever Ψ0 is smaller
than −2|ζ|1ε or larger than 2|ζ|1ε, respectively, and zero otherwise.
By standard properties of mollifiers, |Ψε − Ψ̂0| ≤ C0ε and therefore (3.7) follows with C =
C0 + 2|ζ|1, using (3.11).
To show (3.6), we note that in Ωε from |Ψ0| ≤ ζ0 follows |Ψ̂0| ≤ ζ0 and |Ψε| ≤ ζε := ζ0 ∗ ρε.
Hence, as ζ0 ≥ |ζ|1ε in Ωε by definition and ζε ≤ ζ0 + ε by properties of mollifiers, one has
|Ψε| ≤ ζ0(1 + 1/|ζ|1). In Ω\Ωε, Ψε = 0 by (3.10) and hence trivially |Ψε| ≤ ζ0. Therefore, (3.6)
holds in all of Ω with C1 replaced by C1 := 1+1/|ζ|1. Finally, from (3.12) follows also [Ψε]1 ≤ C0,
which concludes the proof. 
The following theorem gives existence and uniqueness and provides an important control of the
solution to (1.6)–(1.8) in a neighbourhood of ∂Ω for proving the regularity result.
Theorem 3.5 ( Existence and uniqueness ). Assume (A1), (A2) and (A3) hold. Then, there
exists a unique continuous viscosity solution u = (u1, . . . , uM ) to (1.6)–(1.8). Moreover, there
exists a constant K > 0 (independent of M) such that
(3.13) |ui(t, x)−Ψ1(t, x)| ≤ Kζ(t, x), ∀ (t, x) ∈ QT , i ∈ I,
where ζ is the function in assumption (A2).
Proof. Uniqueness follows by Theorem 3.3. Existence can be proved by Perron’s method as shown
in the context of elliptic equations in [24, Theorem 4.1]. In the present setting, we have to construct
a lower semicontinuous function f and an upper semicontinuous function g which are, respectively,
a sub- and supersolution of (1.6) and satisfy f = g = Ψ0 in {0}×Ω and f = g = Ψ1 in (0, T ]×∂Ω.
We first assume that Ψ0 ∈ C2(Ω) and will reduce the case of Lipschitz Ψ0 to this case by a
regularisation argument at the end of the proof.
Let us start by constructing the subsolution. Let λ := supi,α |cα,+i |0,
f1(t, x) := Ψ1(t, x)−K1ζ(t, x) and f2(t, x) := eλt (Ψ0(x)−K2 t) .
Thanks to assumption (A2)–(A3), it is easy to verify that
f1(t, x) = Ψ1(t, x) on (0, T ]× ∂Ω and f2(0, x) = Ψ0(x) on Ω,
and taking K1 ≥ C1 and K2 ≥ |∂tΨ1|0 one also has
f1(0, x) ≤ Ψ0(x) on Ω and f2(t, x) ≤ Ψ1(t, x) on (0, T ]× ∂Ω.
Moreover, (f1, . . . , f1) and (f2, . . . , f2) are both subsolutions to (1.6) in (0, T )× Ω for K1,K2 big
enough. Indeed,
f1 −min
j 6=i
{f1 + k} = f2 −min
j 6=i
{f2 + k} = −k < 0,
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and for any i ∈ I
∂tf1 + sup
α∈Ai
Lαi (t, x, f1, Df1, D2f1)
≤ −K1ζt +K1 sup
α∈Ai
{
bαi (t, x)Dζ + tr[a
α
i (t, x)D
2ζ] + cαi (t, x)ζ
}
+ C
≤ −K1 + C ≤ 0
for K1 ≥ C, where C is a constant depending only on the bounds of Ψ1 and its derivatives (see
Remark 3.2) and on the constant C0 in assumption (A1).
To prove that f2 is a viscosity subsolution, consider
∂tf2 + sup
α∈Ai
Lαi (t, x, f2, Df2, D2f2)
= eλt
(
−K2(1 + t)eλt + Ψ0 + sup
α∈Ai
Lαi (t, x,Ψ0, DΨ0, D2Ψ0)
)
≤ 0
for K2 large enough which only depends on the constant C0 in assumption (A1) and the derivatives
up to order 2 of Ψ0.
At this point, defining for any (t, x) ∈ QT
f(t, x) := max{f1(t, x), f2(t, x)}
one has
(3.14) f(t, x) = Ψ1(t, x) on (0, T ]× ∂Ω and f(0, x) = Ψ0(x) on Ω.
Recalling that the maximum of viscosity subsolutions is still a viscosity subsolution (see, e.g., [12,
page 26]), we can conclude that f is the desired function.
Analogously one can prove that, defining g1(t, x) := Ψ1(t, x)+K1ζ(t, x) and g2(t, x) := e
λt (Ψ0(x) +K2 t),
the continuous function
g(t, x) := (min{g1(t, x), g2(t, x)}, . . . ,min{g1(t, x), g2(t, x)})
is a viscosity supersolution to (1.6)–(1.8) satisfying the desired properties on ∂∗QT .
It remains to prove (3.13) which follows easily by Theorem 3.3 taking f1 and g1 respectively as
sub- and supersolution and K = max{K1,K2}.
This concludes the proof of the theorem for Ψ0 ∈ C2(Ω). We now deduce the result for Lipschitz
Ψ0. Let us consider a sequence of solutions un with smooth initial data Ψ1/n as provided by
Lemma 3.4, and define
f(t, x) :=lim sup
n→∞
∗un(t, x) := lim
j→∞
sup
{
un(s, y) : n>j, (s, y)∈QT , |s− t|+ |x− y|≤
1
n
}
.
By standard stability arguments for viscosity solution (see [12, Section 6]), f is a viscosity sub-
solution to (1.6). It remains to prove that f satisfies the initial and boundary conditions. Under
assumptions (A1), (A2) and (A3) and for n big enough, the solutions un are Lipschitz continuous
in x and Ho¨lder-1/2 continuous in time with constants independent of n (see Theorem 3.7 below).
Therefore,
|f(0, x)−Ψ0(x)| ≤ lim
j→∞
sup
n>j,(s,y)∈QT
|s|+|x−y|≤ 1n
{
|un(s, y)− un(0, x)|+ |Ψ1/n(x)−Ψ0(x)|
}
≤ lim
j→∞
sup
n>j,(s,y)∈QT
|s−t|+|x−y|≤ 1n
{
C
(
|s|1/2 + |x− y|+ 1
n
)}
= 0.
An analogous result holds for the boundary data Ψ1. In conclusion, we have proved that f is a
viscosity subsolution satisfying (3.14). Similarly,
g := lim inf
n→∞
∗un
can be shown to be a viscosity supersolution.

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Remark 3.6. Theorem 3.5 extends previous work to the Cauchy-Dirichlet problem, with added
time evolution and initial data compared to [24] and added boundary data compared to [2]. On
the other hand, we extend [16] from the HJB case to a switching system. Although we do not
foresee any fundamental obstacles in extending the method in [16] by stochastic representation
results to our setting, we give a simpler, purely analytic proof by Perron’s method.
Using this result, we can now prove some important regularity properties for viscosity solutions
of (1.6)–(1.8). Some of the arguments are a straightforward adaptation of Theorem A.1 in [2],
however, a separate and careful treatment at the boundary is necessary.
Theorem 3.7 ( Regularity of solutions ). Assume (A1), (A2) and (A3) hold.
Let u be the solution to (1.6)–(1.8), then u ∈ C01 (QT ), i.e. the space of bounded continuous func-
tions with finite | · |1 norm, and satisfies for all t, s ∈ [0, T ]
e−λt max
i∈I
|ui(t, ·)|0 ≤ max
j∈{0,1}
|Ψj |0 + t sup
i,α
|`αi |0,
where λ := supi,α |cα+i |0,
e−λ0t max
i∈I
[ui(t, ·)]1 ≤ [Ψ0]1 + |DΨ1|0 +K|Dζ|0 + t sup
i,α,s
{
|ui|0[cαi (s, ·)]1 + [`αi (s, ·)]1
}
,
where λ0 := supi,α,s{|cα+i (s, ·)|0 + [σαi (s, ·)]21 + [bαi (s, ·)]1}, and
max
i∈I
|ui(t, x)− ui(s, x)| ≤ C|t− s|1/2,
where C only depends on T , C0 and M¯ := supi,t |ui(t, ·)|1 + |∂tΨ1|0 + 2K|Dζ|0.
Proof. Let us start with the boundedness of the solution in the L∞-norm. Setting
w(t) := eλt
(
max
j∈{0,1}
|Ψj |0 + t sup
i,α
|`αi |0
)
,
it is straightforward to verify by insertion (see [2]) that w is a classical supersolution to (1.6)–
(1.8). Hence by the comparison principle ui(t, x) ≤ w(t) for all (i, t, x) ∈ I× [0, T ]×Ω. Proceeding
similarly with −w we obtain the bound on |u|0.
To establish the Lipschitz regularity of the solution u we start by observing that u is Lipschitz
continuous on [0, T ]×∂(Ω×Ω). This is trivial if (x, y) ∈ ∂Ω×∂Ω or t = 0. Let now t > 0, x ∈ ∂Ω
and y ∈ Ω. Thanks to (3.13), one has ∀i ∈ I
|ui(t, x)− ui(t, y)| = |Ψ1(t, x)− ui(t, y)| ≤ |Ψ1(t, x)−Ψ1(t, y)|+Kζ(t, y)
≤ (|DΨ1|0 +K|Dζ|0)|x− y|.(3.15)
We define
m := sup
i,t,x,y
{ui(t, x)− ui(t, y)− w¯(t)|x− y|} ,
where
w¯(t) := eλ0t
{
[Ψj ]1 + |DΨ1|0 +K|Dζ|0 + t sup
i,α,s
{|ui|0[cαi (s, ·)]1 + [`αi (s, ·)]1}},
We will follow a similar argument to [2], but accounting for the boundaries to prove that m ≤ 0,
from which the result follows. We proceed by contradiction assuming that m > 0 and that the
maximum is attained for i¯, t¯, x¯, y¯. First of all, we notice if m > 0 then there exists a η > 0 such
that
ui¯(t¯, x¯)− ui¯(t¯, y¯)− w¯(t¯)|x¯− y¯| − t¯eλ0 t¯η > 0.
Thus, we define an auxiliary function ψ by ψi(t, x, y) := ui(t, x) − ui(t, y) − w¯(t)|x − y| − teλ0tη,
which also attains a maximum M¯ at some point (˜i, t˜, x˜, y˜). By construction of ψi (see the choice
of η), the maximum is also strictly positive, i.e. M¯ > 0. By definition of w¯(t) we infer that t˜ > 0,
x˜ 6= y˜ and (x˜, y˜) 6∈ ∂(Ω× Ω), by (3.15).
Now we check whether the maximum’s location can be in the interior of the domain, that is
if (˜i, t˜, x˜, y˜) ∈ I × (0, T ) × Ω × Ω. As noted in [2], w¯(t)|x − y| + teλ0tη is a smooth function at
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(t˜, x˜, y˜), therefore we can use the Crandall-Ishii lemma, Theorem A.2, and Lemma A.4 to ignore
the switching part for the supersolution to obtain that η ≤ 0. This is a contradiction and hence
m ≤ 0.
Regarding the time regularity, let t > s, ε > 0 and let Ωε as in (3.9). We start observing that,
thanks to (3.13), in Ω \ Ωε the following estimates hold ∀i ∈ I
|ui(t, x)− ui(s, x)| ≤ Kζ(t, x) +Kζ(s, x) + |∂tΨ1|0(t− s)
≤ 2K|Dζ|0ε+ |∂tΨ1|0(t− s).(3.16)
We define uε0 := u(s, ·) ∗ ρε in Ω
ε
, where ρε are mollifiers, and consider the smooth functions
w±ε,i(t, x) := e
λ(t−s) (uε0,i(x)± Cε(t− s)) and w±ε ≡ (w±ε,1, . . . , w±ε,M ).
It is straightforward to show that w+ε (resp. w
−
ε ) is a supersolution (resp. subsolution) of (1.6)
restricted to (s, T ]× Ωε, provided that we set
Cε = C
2
0 |D2uε0|0 + C0(|Duε0|0 + 2|uε0|0 + 1) and λ = sup
i,α
|cα,+i |0.
We only verify the subsolution property as checking the supersolution property is easier. Thanks
to the choice of Cε, one can easily check that ∀i ∈ I
∂tw
−
ε,i + sup
α∈Ai
Lαi (t, x, w−ε,i, eλ(t−s)Duε0,i, eλ(t−s)D2uε0,i) ≤ 0.
Moreover, being a subsolution, u satisfies
ui(t, x)−min
j 6=i
(uj(t, x) + k) ≤ 0, i ∈ I, (t, x) ∈ QT ,
which implies
uε0,i(x)−min
j 6=i
(uε0,j(x) + k) ≤ 0, i ∈ I, x ∈ Ωε.
Hence, w−ε is a subsolution in (s, T ] × Ωε. Then, applying Theorem 3.3 one has (the following
inequalities have to be considered componentwise for i ∈ I)
u(s, x)− u(t, x)
= u(s, x)− w−ε (s, x) + w−ε (s, x)− w−ε (t, x) + w−ε (t, x)− u(t, x)
≤ sup
∂∗Qεs,T
(w−ε − u) + |uε0|0(eλ(t−s) − 1) + eλ(t−s)Cε(t− s) + uε0(x)− u(s, x)
≤ sup
∂∗Qεs,T
(w−ε (t, x)− u(t, x)) + |u|0λeλT (t− s) + eλTCε(t− s) + [u(s, ·)]1ε
for every (t, x), (s, x) ∈ Qεs,T := [s, T ]× Ωε. Analogously, using w+ε ,
u(t, x)− u(s, x) ≤ sup
∂∗Qεs,T
(u− w+ε ) + |u|0λeλT (t− s) + eλTCε(t− s) + [u(s, ·)]1ε.
It remains to estimate (u− w+ε ) and (w−ε − u) on ∂∗Qεs,T = ({s} × Ωε) ∪ ((s, T ]× ∂Ωε).
For t = s, one has w+ε = w
−
ε = u
ε
0, hence
w−ε (s, x)− u(s, x) ≤ [u(s, ·)]1ε and u(s, x)− w+ε (s, x) ≤ [u(s, ·)]1ε.
For x ∈ ∂Ωε, we use (3.16) to majorate w−ε (t, x)− u(t, x) and u(t, x)− w+ε (t, x) by
|u|0λeλT (t− s) + eλTCε(t− s) + [u(s, ·)]1ε+ 2K|Dζ|0ε+ |∂tΨ1|0(t− s).
At this point a minimization of the right-hand side with respect to ε, noting that Cε ≤ C20 [u]1ε−1+
C0([u]1 + 2|u|0 + 1), concludes the proof.

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Theorem 3.8 ( Continuous dependence ). Let u and u¯ be solutions of (1.6)–(1.8) with coeffi-
cients σ, b, c, ` and σ¯, b¯, c¯, ¯` respectively. If both sets of coefficients and the domain satisfy (A1)
and (A2), and |u|0 + |u¯|0 + [u(t, ·)]1 + [u¯(t, ·)]1 ≤ M¯ <∞ for t ∈ [0, T ], then
e−λt max
i∈I
|ui(t, ·)− u¯i(t, ·)|0 ≤ max
i∈I
sup
∂∗QT
|ui − u¯i|+ t1/2K¯ sup
i,α
|σα − σ¯α|0
+ t sup
i,α
{
2M¯ |bα − b¯α|0 + M¯ |cα − c¯α|0 + |`α − ¯`α|0
}
,
where λ := supi,α |c−|0 and
K¯2 ≤ 8M¯2 + 8M¯T sup
i,α
{
2M¯ [σα]21 ∧ [σ¯α]21
+ 2M¯ [bα]1 ∧ [b¯α]1 + M¯ [cα]1 ∧ [c¯α]1 + [`α]1 ∧ [¯`α]1
}
.
Proof. As done in the proof of Theorem A.3 in [2], without loss of generality we assume that
λ = 0. We start by defining
ψi(t, x, y) := ui(t, x)− u¯i(t, y)− 1
δ
|x− y|2,
m := sup
i,t,x,y
ψi(t, x, y)− sup
I×Q∗
(ψi(t, x, y))+,
m¯ := sup
i,t,x,y
{
ψi(t, x, y)− ηmt
T
}
,
where η ∈ (0, 1) and Q∗ := ({0}×Ω×Ω)∪((0, T ]×∂(Ω×Ω)). The aim is to obtain an upper bound
for m using the fact that u and u¯ are viscosity solutions (and therefore sub- and supersolution to
the corresponding equation). Let m ≤ 0 and assume first that the supremum in the second term
is attained for (t¯, x¯, y¯) ∈ (0, T ]× ∂Ω× Ω, then by Lipschitz regularity of ui
sup
I×Q∗
(ψi(t, x, y))+ ≤ sup
(t,x)∈∂∗QT
|ui(t, x)− u¯i(t, x)|+ [ui(t, ·)]1|x¯− y¯| − 1
δ
|x¯− y¯|2
≤ sup
(t,x)∈∂∗QT
|ui(t, x)− u¯i(t, x)|+ δ
4
([ui(t, ·)]1)2.
Similar bounds can be obtained, using the Lipschitz regularity of the boundary and initial condi-
tions in Ω, for any (t¯, x¯, y¯) ∈ Q∗.
Let m > 0 and consider that the supremum for m¯ is attained at some point (i0, t0, x0, y0). Since
m > 0, arguing by contradiction, it follows that (t0, x0, y0) 6∈ Q∗, m¯ > 0 and by Lemma A.4, the
index i0 may be chosen so that u¯i0(t0, y0) <Mi0 u¯i0(t0, y0).
The rest of the proof is identical to the proof of Theorem A.3 in [2] and we only give a sketch.
As (t0, x0, y0) 6∈ Q∗ and i0 is chosen such that the equation holds at the maximum point for m¯,
we can apply the maximum principle as in Theorem A.2 to m¯ and use the resulting inequalities
to obtain an upper bound for m. Then, switching the roles of u and u¯ as super- and subsolution
we obtain the lower bound. 
3.2. Convergence rate for a switching system. Based on the regularity results from the
previous section, we derive the convergence of the switching system to the HJB equation. To
do so, we introduce three different second order non-linear parabolic equations (equations (3.17),
(3.18), and (3.19) below).
First, we consider the following type of switching systems,
Fi(t, x, v, ∂tvi, Dvi, D
2vi) = 0 in QT , i ∈ I := {1, . . . ,M},(3.17)
v(0, x) = Ψ0(x) in Ω,
v(t, x) = Ψ1(t, x) in (0, T ]× ∂Ω,
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where the solution is v = (v1, . . . , vM ), and for i ∈ I, (t, x) ∈ QT , r = (r1, . . . , rM ) ∈ RM , pt ∈ R,
px ∈ Rd, and X ∈ Sd, Fi is given by
Fi(t, x, r, pt, px, X) = max
{
pt + sup
α∈Ai
Lα(t, x, ri, px, X); ri −Mir
}
,
Ai is a subset of A, Lα is defined in (1.4) and Mir in (1.11).
Our objective is to obtain a convergence rate for (3.17), as k → 0 (the switching cost in (1.11)),
to the following HJB equation
ut + sup
α∈A˜
Lα(t, x, u,Du,D2u) = 0 in QT ,(3.18)
u(0, x) = Ψ0(x) in Ω,
u(t, x) = Ψ1(t, x) in (0, T ]× ∂Ω,
where A˜ = ∪iAi.
The following proposition is a corollary of Theorems 3.5 and 3.7.
Proposition 3.9. Assume (A1), (A2) and (A3) hold. Let v and u be the unique viscosity solutions
of (3.17) and (3.18) respectively. Then,
|v|1 + |u|1 ≤ C¯,
where the constant C¯ only depends on T , the constants appearing in (A1), (A3) and the bounds
on ζ, Ψ1 and their derivatives.
To obtain the convergence rate we will use a regularization approach introduced by Krylov
[29]. Krylov’s regularization procedure shows a way to construct smooth subsolutions on QT
by mollification of the solution to a system with “shaken coefficients”. For bounded domains, if
applied directly in Ω, this requires to define such a solution at points lying outside the domain.
To avoid this, the use of Krylov’s technique has to be restricted to a smaller domain, whereas the
estimates close to the boundary are obtained using (3.13).
We define the auxiliary system
F εi (t, x, v
ε, ∂tv
ε
i , Dv
ε
i , D
2vεi ) = 0 in (0, T + ε
2]× Ω, i ∈ I,(3.19)
vεi (0, x) = Ψ0(x) in Ω,
vεi (t, x) = Ψ1(t, x) in (0, T + ε
2]× ∂Ω,
where vε = (vε1, · · · , vεM ),
F εi (t, x, r, pt, px, X) =
max
pt + supα∈Ai
0≤η≤ε2,|ξ|≤ε
Lα (t+ η, x+ ξ, ri, px, X) ; ri −Mir
 ,
and the coefficients in the definition of Lα in (1.4) are extended to the relevant domain according
to McShane’s Theorem, Theorem A.5.
The proof of the main result in this section relies on the Lipschitz continuity in space of the
solution to the family of switching systems with parameter ε > 0 in (3.19).
From assumption (A3), Theorems 3.5 and 3.8 we infer the following result.
Proposition 3.10. Assume (A1), (A2) and (A3). There exists a unique continuous viscosity
solution vε : [0, T + ε2]× Ω→ RM to (3.19). Moreover, for all i ∈ I
|vεi |1 ≤ C¯ in [0, T + ε2]× Ω and |vεi − vi|0 ≤ C¯ε in QT ,
where v solves (3.17) and C¯ only depends on T , the constants from (A1), (A3) and the bounds
on ζ, Ψ1 and their derivatives.
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Proof. The operator F εi in (3.19) is obtained from Fi in (3.17) by replacing the coefficients φ
α =
b, σ, c, f by φα(·+ η, ·+ ξ) for 0 ≤ η ≤ ε2 and |ξ| ≤ ε. Therefore, for ε small enough, assumptions
(A1), (A2) and (A3) are still satisfied by (3.19) with possibly different constants C0, C1 and a
suitably modified function ζ. As a consequence, Theorem 3.5 holds true and vε satisfies (3.13).
The bound on |vεi |1 and the last claim follow respectively by Theorem 3.7 and the continuous
dependence estimates in Theorem 3.8. In particular, we have that vεi = vi on ∂
∗QT and for the
coefficients φ = b, σ, c, f
|φα(t, x)− φα(t+ η, x+ ξ)| ≤ 2ε[φα]1.

Using these results, we have all the necessary ingredients to state and prove the rate of con-
vergence of (3.17) to (3.18) for the case of bounded spatial domains with Dirichlet boundary
conditions. Part of the proof is very close to the one in Theorem 2.3 in [2], but they differ in the
way to estimate the bound close to ∂Ω.
Theorem 3.11. Assume (A1)–(A3). If u and v are the solutions of (3.18) and (3.17) respectively,
then for k small enough,
0 ≤ vi − u ≤ Ck1/3 in QT , i ∈ I,
where C only depends on T , the constants from (A1)–(A3) and the bounds on ζ, Ψ1 and their
derivatives.
Proof. For the lower bound consider w = (u, . . . , u) ∈ RM . It is easy to check that w is a
subsolution of (3.17). Then, given that w = vi on ∂
∗QT for i ∈ I, by comparison for (3.17)
(Proposition 3.9) yields u ≤ vi for i ∈ I.
For the upper bound we use the regularization procedure of Krylov [29]. Consider the system
(3.19) and let vε be its unique solution. By the same arguments as in the proof of Theorem 2.3
in [2], shifting the variables preserves the subsolution property, in particular, vε(t− s, x− e) is a
subsolution of the following system of independent equations
∂twi + sup
α∈Ai
Lα(t, x, wi, Dwi, D2wi) = 0 in QεT , i ∈ I,(3.20)
where QεT is the following restricted domain
QεT := (0, T ]× Ωε
with Ωε := {x ∈ Ω : d(x) > ε}. Next, we define vε := vε ∗ ρε where {ρε}ε is the sequence of
mollifiers defined in (2.1) and conclude that vε is also a subsolution of equation (3.20). This is a
consequence of using a Riemann-sum approximation to the mollification and using Lemma 2.7 in
[1].
Moreover, one can verify that
|vεi − vεj |0 ≤ k, i, j ∈ I
and by properties of mollifiers and the previous bound, using integration by parts we obtain the
same bounds as in [2]
|∂tvε i − ∂tvε j |0 ≤ C k
ε2
, |Dnvε i −Dnvε j |0 ≤ C k
εn
, n ∈ N, i, j ∈ I,
where C depends only on ρ and the constant C¯ in Proposition 3.10. As a result, restricting the
arguments in [2] to the domain QεT and using Theorem 3.8, one has
vε i − u ≤ eCt
(
sup
∂∗QεT
|vε i(t, x)− u(t, x)|+ Ct k
ε2
)
in QεT , i ∈ I,(3.21)
where as defined previously ∂∗QεT denotes the parabolic envelope of Q
ε
T , i.e. ∂
∗QεT = ({ε2}×Ω)∪
((ε2, T ]× ∂Ωε). Moreover by Proposition 3.10, the regularity of v and properties of mollifiers, we
have
vi − vε i ≤ Cε in QT , i ∈ I.(3.22)
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It remains to estimate vi − u in QT \QεT . We use the regularity of u and vi (Proposition 3.9)
together with the estimate (3.13) (which holds true for both u and vi). One has
|u(t, x)− vi(t, x)| ≤ ([u]1 + [vi]1)ε in [0, ε2]× Ω(3.23)
and
|u(t, x)− vi(t, x)| ≤ Kζ(t, x) ≤ K|Dζ|0ε in [0, T ]× (Ω \ Ωε).(3.24)
The result follows putting together inequalities (3.21), (3.22), (3.23), (3.24), and minimizing with
respect to ε. 
4. Error bounds for discretizations of the Cauchy-Dirichlet problem
We start by listing our assumptions, which are the same as in [2], except (A5), but written here
for bounded domains. For the HJB equation (1.1)–(1.4), in addition to (A1)–(A3) for I = {1}
and setting A = A1 we have:
(A4) The coefficients σα, bα, cα, fα are continuous in α for all t, x.
(A5) Ψ1, ζ ∈ C2δ for δ ∈ (0, 1] from assumption (S3)(ii) below.
Remark 4.1. Assumption (A5) is necessary to estimate the scheme close to the boundary, see
Lemma 4.6 below. Notice that this is also a natural requirement to ensure that Assumptions 2.7
and 2.8 in [15] are satisfied, see Remark 2.9 there.
For the scheme (1.12) the following conditions need to be fulfilled.
(S1) (Monotonicity) There exists λ, µ ≥ 0, h0 > 0 such that if |h| ≤ h0, u ≤ v are functions in
Cb(Gh), and φ(t) = eµt(a+ bt) + c for a, b, c ≥ 0, then
S(h, t, x, r + φ(t), [u+ φ]t,x) ≥ S(h, t, x, r, [v]t,x) + b/2− λc in G+h .
(S2) (Regularity) For every h > 0 and φ ∈ Cb(Gh), the function (t, x) 7→
S(h, t, x, φ(t, x), [φ]t,x) is bounded and continuous in G+h and the function r 7→ S(h, t, x, r, [φ]t,x)
is locally uniformly continuous in r, uniformly in (t, x) ∈ G+h .
(S3) (Consistency) (i) There exists a function E such that for every (t, x) ∈ G+h ∩Ωε (where Ωε
is defined in (3.9)), h = (∆t,∆x) > 0, and for any sequence {φε}ε>0 of smooth functions satisfying
|∂β0t Dβ
′
φε(x, t)| ≤ K˜ε1−2β0−|β′| in QT , for any β0 ∈ N0, β′ = (β′i)i ∈ Nd0,
where |β′| = ∑di=1 β′i, the following estimate holds:∣∣∂tφε + F (t, x, φε, Dφε, D2φε)− S(h, t, x, φε(t, x), [φε]t,x)∣∣ ≤ E(K˜, h, ε).
(ii) There exists a function E˜ such that for any (t, x) ∈ G+h , h > 0, and any φ ∈ C2δ (QT ) for some
δ ∈ (0, 1], ∣∣∂tφ+ F (t, x, φ,Dφ,D2φ)− S(h, t, x, φ(t, x), [φ]t,x)∣∣ ≤ E˜(h, |φ|2,δ)
and E˜(h, ·)→ 0 as h→ 0.
(S4) (Stability) For every h the scheme (1.12) has a unique solution in Cb(Gh).
Remark 4.2. Typical monotone approximation schemes considered in the literature are various
finite difference schemes (see, e.g., [31, 7, 34]) and control schemes based on the dynamic pro-
gramming principle (see, e.g., [9, 13]). However, the problem being restricted to a domain with
strong Dirichlet conditions, the scheme may require to be modified close to the boundary, see [38].
Remark 4.3. The consistency property (S3)(i) is introduced in [2] and it is seen from the proof of
the error bounds that the family of test functions for which it is stated constitutes the minimal
requirement for the use of Krylov’s mollification arguments. The definition of consistency in [2]
is slightly more general since it takes into account the case of different E in the upper and lower
bound. We do not allow for this here to simplify the notation and since it is not relevant in our
application. Note that we require this property only in the interior Ωε of the domain.
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4.1. Numerical boundary conditions for degenerate equations. Before we derive our re-
sults, we motivate the assumptions above by a brief illustration of the effect of Dirichlet conditions
for degenerate equations on numerical schemes. In the following example, the uniqueness of dis-
continuous viscosity solutions fails for boundary conditions in the weak sense of Definition 1.1 in
[4], where (2.2) is replaced by
min(ϕt + F (t, x, u
∗, Dϕ,D2ϕ), u∗ −Ψ1) ≤ 0, (t, x) ∈ (0, T ]× ∂Ω,
for the subsolution property at the boundary and similar for the supersolution property (see also
[3] for a detailed analysis of comparison principles under degeneracy, and Proposition 2.1 in [27]
for a similar observation to ours for the Monge-Ampe`re equation). As a consequence, uniform
convergence up to the boundary fails. Instead, the numerical solution forms a boundary layer
where it transits from the unique solution in the interior to the artificial boundary value (see [25]).
Assumption (A2) in Section 3 rules out such behaviour.
Example 4.4. Consider the following second order parabolic PDE
ut − 1
2
x2(1− x)2uxx + u = 0, for (t, x) ∈ (0, T ]× (0, 1),(4.1)
u(t, x) = 1, for (t, x) ∈ ({0} × [0, 1]) ∪ ((0, T ]× {0, 1}).(4.2)
It follows that any u satisfying
u(t, x) = e−t, (t, x) ∈ (0, T ]× (0, 1) ∪ {0} × [0, 1],
e−t ≤ u(t, 0), u(t, 1) ≤ 1, t ∈ (0, 1],
is a viscosity solution to (4.1), (4.2) in the sense of [4]. Explicitly, u∗ ≤ 1 at the boundary, so that
the subsolution property holds, and u∗ = e−t at the boundary, so that we have the supersolution
property as the differential equation is satisfied. Consequently, the viscosity solution is not unique.3
We now show that a stable, consistent and monotone scheme may fail to converge uniformly
to any of these solutions. Let ∆t,∆x ≥ 0, N := T/∆t and J := 1/∆x, then a possible numerical
scheme for the approximation of (4.1)–(4.2) is the following explicit finite difference scheme
S(h, tn, xj , U
n
j , [U ]n,j) =
Unj − Un−1j
∆t
− 1
2
j2(1−xj)2(Un−1j+1 − 2Un−1j +Un−1j−1 ) +Un−1j ,
where h = (∆t,∆x), n ∈ [1, N ], j ∈ [1, J − 1], tn = n∆t, xj = j∆x, and Unj ≡ U(tn, xj). The
scheme enforces the initial and boundary conditions. One can easily verify that the scheme is
monotone and L∞-stable provided that ∆t ≤ 16∆x2.
From the limits below, the numerical solution at the node with j = 1 is seen to converge to a
constant different from 0 as t→∞,
Un+11 =
∆t
2
(1−∆x)2[Un2 + 1] + (1−∆t−∆t(1−∆x)2)Un1
≥ ∆t
2
(1−∆x)2 + (1− 2∆t)Un1(4.3)
≥
n∑
m=0
(1− 2∆t)m∆t
2
(1−∆x)2 + (1− 2∆t)n+1 → 1 + 3e
−2t
4
>
1
4
(4.4)
for n→∞ with n∆t = t fixed, where (4.3) is obtained from Un1 , Un2 ≥ 0.
Therefore, we deduce that for t > ln(4) the scheme cannot converge uniformly.
4.2. Discrete comparison result and estimates near boundaries. We first state a compar-
ison result for bounded continuous sub- and supersolutions of the numerical scheme (1.12) implied
by assumptions (S1) and (S2). This result is a slight modification of Lemma 3.2 in [2].
Lemma 4.5. Assume (S1), (S2), and that u, v ∈ Cb(Gh) satisfy
S(h, t, x, u(t, x), [u]t,x) ≤ g1 in G+h ,
S(h, t, x, v(t, x), [v]t,x) ≥ g2 in G+h ,
3It is also clear that there is no continuous viscosity solution in the sense of Definition 2.1.
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where g1, g2 ∈ Cb(Gh). Then
u− v ≤ eµt sup
(t,x)∈∂∗Gh
|(u(t, x)− v(t, x))+|0 + 2teµt|(g1 − g2)+|0,
where µ is given by (S1).
Proof. The proof follows by Lemma 3.2 in [2] once we have accounted for the difference of u and
v at the parabolic boundary. 
As already noted in the proof of Theorem 3.11, Krylov’s regularization procedure produces
a smooth semi-solution only in the restricted domain QεT . As a consequence, the consistency
property of the scheme cannot be used up to the parabolic boundary of the domain. The following
result provides an important control on the solution of the scheme, uh, and will allow us to obtain
estimates in a neighbourhood of ∂Ω.
Lemma 4.6. Let assumptions (A1)–(A3), (A5) and (S1)–(S4) be satisfied and let uh be the
solution of the scheme (1.12). One has
−Kζ(t, x)− eµt sup
∂∗Gh
|((Ψ1 −Kζ)− uh)+|0 ≤ uh(t, x)−Ψ1(t, x)
≤ Kζ(t, x) + eµt sup
∂∗Gh
|(uh − (Ψ1 +Kζ))+|0 in G+h ,(4.5)
for a constant K independent of h and for µ given by (S1).
Proof. We are going to prove that there exists a suitable constant K such that g := Ψ1 + Kζ
is a supersolution of the scheme (1.12) in G+h . Since g ∈ C2δ (QT ) for δ ∈ (0, 1], the consistency
property (S3)(ii), together with assumptions (A2) and (A3), gives (the constant C below depends
only on the constant C0 in assumption (A1) and the bound on the derivatives of Ψ1)
S(h, t, x, g(t, x), [g]t,x)
≥ gt + F (t, x, g,Dg,D2g)− E˜(h, |g|2,δ)
≥ Kζt + sup
α∈A
{
−K bα(t, x)Dζ −K tr[aα(t, x)D2ζ]−Kcα(t, x)ζ
}
− C − E˜(h, |g|2,δ)
≥ K − C − E˜(h, |Ψ1|2,δ +K|ζ|2,δ) ≥ 0
for K big enough and h = h(K) sufficiently small. Therefore, from Lemma 4.5 it follows that
uh − g ≤ eµt sup
(t,x)∈∂∗Gh
|(uh − g)+|0
in QT . In the same way it is possible to show that Ψ1 −Kζ is a subsolution and obtain the other
inequality. 
4.3. Upper bound by Krylov regularization. In this section, we prove an upper bound for
the difference between the solution of (1.1)–(1.3) and the numerical solution of the scheme (1.12).
The arguments follow [17]. Before stating the result, we introduce the functions and equations
involved in the proof and give some preliminary results.
Let ε ∈ (0, ε0]. We start by considering the solution uε to a shaken equation:
uεt + sup
0≤η≤ε2,|ξ|≤ε
α∈A
Lα(t+ η, x+ ξ, uε, Duε, D2uε) = 0 in (0, T + ε2]× Ω,(4.6)
uε(0, x) = Ψ0(x) in Ω,(4.7)
uε(t, x) = Ψ1(t, x) in (0, T + ε
2]× ∂Ω,(4.8)
where for every α ∈ A, (η, ξ) ∈ R×Rd such that 0 ≤ η ≤ ε2, |ξ| ≤ ε, the new differential operator
is obtained by Lα replacing the coefficients φα(t, x) for φ ≡ a, b, c, f by φα(t + η, x + ξ) (when
necessary, the coefficients are extended appropriately by McShane’s Theorem, Theorem A.5).
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Theorem 4.7 ( Upper bound ). Assume (A1)–(A5) and (S1)–(S3). Let u denote the solution
of (1.1) satisfying (1.2) and (1.3) in the strong sense, and let h be sufficiently small. Then there
exist constants C and C¯ (from Proposition 3.10) depending only on the constants in assumptions
(A1)–(A3), (S1)–(S3) and the bounds on Ψ1, ζ and their derivatives, such that
u− uh ≤ eµT sup
(t,x)∈∂∗Gh
|(u− uh)+|0 + C min
ε>0
(
ε+ E(C¯, h, ε)
)
in Gh.(4.9)
Proof. We start by considering uε, the unique viscosity solution to (4.6)–(4.8). As a special case
of Proposition 3.10, we have that uε is Lipschitz in space and Ho¨lder continuous with exponent 12
in time.
For any fixed η = s, ξ = e, with 0 ≤ s ≤ ε2 and |e| ≤ ε, uε(t+ ε2 − s, x− e) is a subsolution of
ut + F (t, x, u(t, x), Du,D
2u) = 0 in (0, T ]× Ωε.
Now let
uε(t, x) :=
∫
0≤s≤ε2
∫
|e|≤ε
uε(t+ ε2 − s, x− e) ρε(s, e) de ds,
where {ρε}ε is the sequence of mollifiers defined in (2.1). Realizing that uε is a convex combination
of viscosity subsolutions and by stability results of viscosity solutions, see Lemma 2.7 in [1], we
conclude that uε is a classical subsolution of (1.1) in (0, T ]× Ωε.
For all (t, x) ∈ QT one has
|u(t, x)− uε(t, x)| ≤ |u(t, x)− uε(t, x)|+ |uε(t, x)− uε(t, x)|,
where we can bound the second term using the regularity of uε and properties of the mollifier.
To estimate the first term we employ Theorem 3.8 and the fact that both functions are viscosity
solutions of their corresponding equations, therefore for any (t, x) ∈ QT
e−λt|u(t, x)− uε(t, x)| ≤ sup
∂∗QT
|u− uε|+ Cε = Cε,
where C > 0 depends on T , the | · |1 norm of the coefficients, but not on ε. It follows by the
properties of mollifiers that for any β ∈ N0 × Nd0
|∂β0t Dβ
′
uε|0 ≤ |uε|1ε1−2β0−|β′| and [∂β0t Dβ
′
uε]1 ≤ |uε|1,
where |uε|1 ≤ C¯ by Proposition 3.10, so that by the consistency property (S3)(i) and the fact that
uε is a smooth subsolution, we have that
S(h, t, x, uε(t, x), [uε]t,x) ≤ E(C¯, h, ε) in Gε,+h .
Finally, we compare uh and uε using the scheme’s comparison principle formulated in Lemma 4.5,
and use it to establish the upper bound as
u− uh ≤ eµT sup
(t,x)∈∂∗Gεh
|(uε − uh)+|0 + C min
ε>0
(
ε+ E(C¯, h, ε)
)
≤ eµT sup
(t,x)∈∂∗Gεh
|(u− uh)+|0 + C min
ε>0
(
ε+ E(C¯, h, ε)
)
.
It remains then to estimate u− uh in Gh \ Gεh, i.e. at points (t, x) such that t ∈ [0, T ] and x is
in a neighbourhood of ∂Ω. Applying Lemma 4.6, on Gh \ Gεh one has
u− uh ≤ 2Kζ + eµt sup
∂∗Gh
|((Ψ1 −Kζ)− uh)+|0 ≤ 2K|Dζ|0ε+ eµt sup
∂∗Gh
|((Ψ1 −Kζ)− uh)+|0,
where the second inequality follows by the Lipschitz continuity of ζ and (3.2). The proof is then
concluded by observing that from (3.1)
sup
G1h
|((Ψ1 −Kζ)− uh)+|0 ≤ sup
G1h
|(Ψ1 − uh)+|0 = sup
G1h
|(u− uh)+|0
and, by virtue of (3.6), for K big enough,
sup
G0h
|((Ψ1 −Kζ)− uh)+|0 ≤ sup
G0h
|(Ψ0 − uh)+|0 = sup
G0h
|(u− uh)+|0.

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4.4. Lower bound by switching system approximation. For the derivation of the lower
bound we follow the approach in [2] and use a switching system approximation to build “almost
smooth” supersolutions to (1.1). There are two main steps in the proof. First, we consider the
case of a finite control set A. Then the result is extended to the general case using assumption
(A4). It is in the first step that the proof needs to be adapted for the case of a bounded domain
with Dirichlet conditions. The second part is identical to the original proof in [2].
The next set of lemmas contain some key results regarding the solutions of the auxiliary switch-
ing system below and its relation to the solution of (1.1)–(1.3). The purpose of this auxiliary
system is to ensure that the “almost smooth supersolution” is defined for the whole QT .
F εi (t, x, v
ε, ∂tv
ε
i , Dv
ε
i , D
2vεi ) = 0 in (0, T + 2ε
2]× Ω, i ∈ I = {1, . . . ,M},(4.10)
vε(0, x) = Ψ0(x) in Ω,
vε(t, x) = Ψ1(t, x) in (0, T + 2ε
2]× ∂Ω,
where,
F εi (t, x, r, pt, px, X) =
max
{
pt + min
0≤s≤ε2,|e|≤ε
Lαi (t+ η, x+ ξ, ri, px, X) ; ri −Mir
}
,(4.11)
for any αi ∈ A, Lαi is defined in (1.4) and Mir in (1.11). As a consequence of Proposition 3.10
and Theorem 3.11 one has:
Lemma 4.8. Assume (A1)–(A3), then the solution vε of (4.10) satisfies
|vεi |1 ≤ C¯, |vεi − vεj |0 ≤ k, and, for small k, max
i∈I
|u− vεi |0 ≤ C(ε+ k1/3),
where u solves (1.1)–(1.3) for A = {α1, . . . , αM}, i, j ∈ I, and C¯ (from Proposition 3.10) and C
only depend on T , the constants from (A1)–(A3) and the bounds on Ψ1, ζ and their derivatives.
The next two lemmas concern certain properties of the mollification of the solution vε. They
are identical to Lemmas 3.4 and 3.5 in [2], restricted to points in Ωε, so that their proofs still hold.
Lemma 4.9. Assume (A1)–(A3) and ε ≤ (8 supi[vεi ]1)−1k where vε is solution to (4.10). Let
vεi := v
ε
i (·+ ε2, ·) ∗ ρε, for i ∈ I,(4.12)
then, if j := argmini∈Ivεi(t, x), we have that
∂tvεj(t, x) + Lαj (t, x, vεj(t, x), Dvεj(t, x), D2vεj(t, x)) ≥ 0 in (0, T ]× Ωε.
Lemma 4.10. Assume (A1)–(A3) and ε ≤ (8 supi[vεi ]1)−1k where vε is solution to (4.10). Let
vεi as in (4.12). Then the function w := mini∈I vεi is an approximate supersolution of the scheme
(1.12) in the sense that
S(h, t, x, w(t, x), [w]t,x) ≥ −E(C¯, h, ε) in Gε,+h ,
with C¯ from Lemma 4.8.
Theorem 4.11 ( Lower bound ). Assume (A1)–(A5), (S1)–(S3). Let u denote the solution of
(1.1)–(1.3), and let h be sufficiently small. There exist constants C and C¯ (from Proposition 3.10)
depending only on the constants in (A1)–(A3) and (S1)–(S3) and the bounds on Ψ1, ζ and their
derivatives, such that
u− uh ≥ −eµT sup
(t,x)∈∂∗Gh
|(u− uh)−|0 − C min
ε>0
(
ε1/3 + E(C¯, h, ε)
)
in Gh.(4.13)
Proof. We proceed as in [2] and first consider the case of finite control set A = {α1, . . . , αM},
which allows us to approximate the original problem (1.1)–(1.3) by the solution of the switching
system (4.10) as per Lemma 4.8.
We intend to construct approximate smooth supersolutions of (1.1) and then use an analogue
argument to that in Theorem 4.7 to derive the lower bound. From Lemma 4.9, w = mini∈I vεi
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is a supersolution of (1.1) in (0, T + 2ε2] × Ωε. As a consequence, let k = 8 supi[vεi ]1ε and use
Lemma 4.10 together with Lemma 4.5 to compare uh and w, obtaining
uh − w ≤ eµt sup
(t,x)∈∂∗Gεh
|(uh(t, x)− w(t, x))+|0 + 2teµtE(C¯, h, ε) in Gεh.
Moreover, by Theorem 3.11,
|w − u|0 ≤ C(ε+ k + k1/3),
and therefore, using the properties of mollifiers in Gεh,
uh − u ≤ eµt sup
(t,x)∈∂∗Gεh
|(uh(t, x)− u(t, x))+|0 + 2teµtE(C¯, h, ε) + C(ε+ k + k1/3)(4.14)
for some constant C. We conclude the first step observing that (by Theorem 3.5 and Lemma 4.6)
in [0, T ]× (Ω \ Ωε) the following holds
uh − u ≤ 2Kζ + eµT sup
∂∗Gh
|(uh − (Ψ1 −Kζ))+|0 ≤ 2K|Dζ|0ε+ eµT sup
∂∗Gh
|(u− uh)−|0,
and minimizing (4.14) with respect to ε.
The extension to general, not necessarily finite A is identical to [2]. 
5. Error bounds for some monotone finite difference schemes
In this section, we employ Theorems 4.7 and 4.11 to derive error bounds for two examples of
finite difference schemes approximating (1.1)–(1.3). The analysis for other monotone, stable and
consistent schemes would follow the same steps.
5.1. The scheme by Kushner and Dupuis. The scheme proposed in [31, Section 5.3.1]) is
based on a seven-point stencil approximation of the second derivative terms (see also [23, Section
5.1.4]), taking into account the sign of the off-diagonal term in the diffusion matrix (the covariance).
It is of second order accurate and local in the sense that it only uses a node’s immediate neighbours,
and therefore it does not “overstep” the domain and can be used up to the boundary. However,
it is only monotone if the diffusion matrix is strictly diagonally dominant. We assume in the
following that this is the case.
The error bounds for this scheme were also analysed in Section 4 of [2] for Ω = Rd. It follows
directly from Theorems 4.7 and 4.11 that the error bounds for this scheme applied to the Cauchy-
Dirichlet problem are identical to the ones obtained in Theorem 4.1 in [2].
Theorem 5.1. If uh ∈ Cb(Gh) is the solution of the Kushner and Dupuis scheme and u is the
solution of (1.1)–(1.3), then there is a C > 0 such that in Gh
−eµt sup
(t,x)∈∂∗Gh
|(u− uh)−|0 − Ch` ≤ u− uh ≤ eµt sup
(t,x)∈∂∗Gh
|(u− uh)+|0 + Chu,
where h` and hu are defined as follows
h` = max(∆t
1/10,∆x1/5), and hu = max(∆t
1/4,∆x1/2).
5.2. The truncated semi-Lagrangian scheme. We study now the error bounds for the trun-
cated linear interpolation semi-Lagrangian (LISL) scheme defined in [38]. The scheme is identical
to Scheme 2 in [13] in a subset of the interior of the domain where the stencil does not “overstep”
the boundary, but is modified near the boundary to construct a consistent approximation using
the boundary data. It can be written in the form
S(h, tn, xj , r, [U ]tn,xj) = max
α∈A
{
Sα(h, tn, xj , r, [U ]tn,xj )
}
,(5.1)
j = 1, . . . , J , where J is the number of mesh points and
Sα(h, tn, xj , r, [U ]tn,xj) :=Wα,n,nj,j r −
∑
i 6=j
Wα,n,nj,i Uni −
N∑
i=1
Wα,n,n−1j,i Un−1i −Fα,n−1+θj ,
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where the coefficientsW are given in [38], Section 2.1 and 2.2, and depend on a parameter θ ∈ [0, 1],
where θ = 0 corresponds to the forward Euler scheme, θ = 1 to the backward Euler scheme, and
θ = 1/2 to the Crank-Nicolson scheme. If
∆t ≤ C(1− θ)∆x3/2(5.2)
for a sufficiently small constant C, which can be explicitly given in terms of the data (see Propo-
sition 2.4 and Corollary 2.5 in [38]), the scheme is of positive type, i.e., Wα,n,mj,i ≥ 0 for all
1 ≤ n ≤ N , m ∈ {n− 1, n}, 1 ≤ i, j ≤ J , and all α ∈ A.
Proposition 5.2. Under condition (5.2), the solution of the scheme (5.1) is unique and satisfies
assumptions (S1) and (S2). If, moreover,
√
∆x/ε→ 0 for ∆x→ 0, the scheme also satisfies (S3),
where for ∆x sufficiently small, h = (∆t,∆x),
E(K˜, h, ε) := C˜ K˜ (|1− 2θ|∆tε−3 + ∆t2ε−5 + ∆xε−3),(5.3)
and C˜ > 0 is a sufficiently large constant.
Proof. To check (S1), we recall the positivity of the coefficients W under (5.2). It follows from a
straightforward calculation that the scheme (5.1) is monotone.
(S2) follows from the continuity of the coefficients.
Regarding the consistency (S3), for any smooth function φ, for some κ > 0∣∣∂tφ+ F (t, x, φ,Dφ,D2φ)− S(h, t, x, φ(t, x), [φ]t,x)∣∣ ≤
|1− 2θ|
2
∆t|∂2t φ|0 + κ∆t2|∂3t φ|0 + κ
{
∆x|D4xφ|0, d(x) > κ
√
∆x,√
∆x|D3xφ|0, d(x) ≤ κ
√
∆x,
with d the distance function to ∂Ω, see the proof of Corollary 2.3 in [38] for more details of this
calculation by Taylor expansion.
The final expression in (S3)(i) is obtained observing that Ωε ⊂ {x : d(x) > κ
√
∆x} for ∆x
small enough, and by the assumption that ∂k1t D
k2
x φ = O(ε1−2k1−k2) for any k1, k2 ∈ N0. Similarly,
(S3)(ii) follows directly.
The existence and uniqueness of the solution can be proved by adapting the arguments in
Theorem 4.2 in [13] to (5.1) or using the arguments in [5]: by Theorem 2.1 in [5], there exists
a unique solution to the system and the approximate solution computed using policy iteration
converges to it. 
Corollary 5.3. Let u be the solution of (1.1)–(1.3) and uh the solution of its truncated LISL
discretization. Then, under condition (5.2), there is C > 0 such that in Gh
−eµt sup
(t,x)∈∂∗Gh
|(u− uh)−|0 − Ch` ≤ u− uh ≤ eµt sup
(t,x)∈∂∗Gh
|(u− uh)+|0 + Chu,
where h` and hu are defined by
h` = max(∆t
1/10,∆x1/10) and hu = max(∆t
1/4,∆x1/4)
for θ 6= 1/2, and by
h` = max(∆t
1/8,∆x1/10) and hu = max(∆t
1/3,∆x1/4)
for θ = 1/2.
Proof. Combining the bounds from Theorem 4.7 and Theorem 4.11 together with the consistency
error given by (5.3), the result follows by minimizing with respect to ε the following functions:
(1) For the upper bound, by (4.9) and (5.3),
ε+ C(|1− 2θ|∆tε−3 + ∆t2ε−5 + ∆xε−3).
(2) For the lower bound, by (4.13) and (5.3),
ε1/3 + C(|1− 2θ|∆tε−3 + ∆t2ε−5 + ∆xε−3).
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If θ 6= 1/2, the minimum is attained by ε = max(∆t1/4,∆x1/4) in the first case and ε1/3 =
max(∆t1/10,∆x1/10) in the second case; if θ = 1/2, then by ε = max(∆t1/3,∆x1/4) in the first
case and ε1/3 = max(∆t1/8,∆x1/10) in the second case. 
Remark 5.4 (Optimal refinement strategy). The leading errors in ∆x and ∆t are balanced for
θ 6= 1/2 by choosing ∆x ∼ ∆t, and for θ = 1/2 by ∆t ∼ ∆x3/4 in the upper bound and ∆t ∼ ∆x4/5
in the lower bound. These choices do not satisfy the stability condition given by (5.2). It follows
that the computationally optimal refinement can only be achieved for the backward Euler scheme
(θ = 1), i.e. in absence of the CFL condition (5.2), while the higher order consistency in time of
the case θ = 1/2 cannot be utilized.
Remark 5.5 (Relation to known results for Ω = Rd). The upper bound in Corollary 5.3 could be
slightly improved by optimising the truncation error of the mollified solution over a generalised
step-size k instead of fixing it to
√
∆x, which is optimal for sufficiently regular functions. This
would reproduce the bound obtained in [13] for Ω = Rd. However, a symmetric lower bound as in
[13] requires a continuous dependence estimate for the scheme, which does not follow directly for
the truncated scheme, even given the stronger assumptions in [13]. Our lower bound is therefore
similar to the one obtained for Ω = Rd in [14] by a switching system approximation.
Remark 5.6 (Consistency at the boundary). (i) In [37], a mesh refinement strategy in a layer
near the boundary is proposed, which guarantees that the consistency error is globally of
order ∆x. The present analysis shows that the consistency order close to the boundary is
irrelevant for the global error bounds, as the barrier function and not the truncation error is
used to control the error near the boundary. This is consistent with the numerical tests in
[37] which show that the observed accuracy is largely unaffected by the refinement.
(ii) The consistency of the scheme up to the boundary (without an algebraic order) is used to
construct sub- and supersolutions in the proof of Lemma 4.6. The convergence analysis here
does therefore not extend directly to schemes where consistency is lost near the boundary,
such as constant extrapolation of the boundary data (see [37]) or cropping of the stencil to
avoid stepping outside the domain as in [19].
Remark 5.7 (Other monotone schemes). The error analysis in this section is directly applicable to
the hybrid scheme proposed in [32], where the local higher-order scheme from [31] and Section 5.1
is used for nodes where it leads to a positive coefficients discretisation, and a low-order wide stencil
scheme similar to the semi-Lagrangian scheme from this section is used otherwise, to guarantee
monotonicity. The order obtained (both theoretically and practically) is generally that of the
low-order scheme. Section 5.2 in [32] also provides a detailed discussion of the consistency of the
truncated scheme at the boundary in degenerate situations, a setting not covered by our results.
6. Conclusion
In this paper, we prove well-posedness and regularity results for switching systems posed in
domains. This allows us to extend the analysis in [2] from the Cauchy problem for HJB equations
in Rd to the Cauchy-Dirichlet problem in bounded domains. We use regularity conditions for the
domain and the boundary data identical to [17]. In particular, we adopt the use of a so-called
barrier function to control the regularity and error near the boundary. Using the framework
developed, we are able to analyse the classical Kushner and Dupuis scheme and the truncated
semi-Lagrangian scheme proposed in [38]. The error bounds obtained are of the same order as
the known results from [2] on the whole space, despite the lower consistency order of the semi-
Lagrangian scheme near the boundary.
The order of the lower bounds is not as good as in [17], as we consider more general, practically
applicable fully discrete schemes. Continuous dependence estimates for such schemes, which are
essential for symmetric error bounds with the current methodology, are still an open question on
the whole space and for domains.
We did not present any numerical experiments as they are available in the literature for both
semi-Lagrangian and finite difference schemes. We point especially to [38] for detailed tests of the
truncated semi-Lagrangian scheme.
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Further work should include the relaxation of the regularity requirements on the boundary. At
present, the existence of a regular barrier function encapsulates the smoothness of the boundary
and the non-degeneracy of the operator in relation to the boundary. While this allows for some
examples with non-smooth boundaries (e.g., corners with small angles) and degeneracies (e.g.,
parallel to the boundary), as pointed out in Example 2.3 in [17], it rules out other simple examples.
It would be desirable to include all cases where Dirichlet data are satisfied strongly, or indeed to
extend the schemes and their analysis to the general situation where boundary conditions are
satisfied weakly.
Acknowledgements: We are grateful to G. Barles, P.A. Forsyth, and E.R. Jakobsen for
helpful comments and for pointing us to key references.
Appendix A. Background definitions and results
Definition A.1 ( Parabolic semijets, Definition 2.1 in [26]). For a function u belonging
to USC([0, T ] × Ω¯;R) (LSC([0, T ] × Ω¯;R)) that is locally bounded, the second-order parabolic
superjet (subjet) of u at (t, x) ∈ QT , denoted by P2,+(−)u(t, x), is defined as the set of triples
(a, p,X) ∈ R× Rd × Sd such that
u(s, y)
≤
(≥) u(t, x) + a(s− t) + 〈p, y−x〉+
1
2
〈X(y−x), y−x〉+ o(|s− t|+ |x− y|2),
as QT 3 (s, y)→ (t, x). We define the closure P2,+(−)u(t, x) as the set of (a, p,X) ∈ R×Rd×Sd for
which there exists (tn, xn, an, pn, Xn) ∈ QT×R×Rd×Sd such that (tn, xn, u(tn, xn), an, pn, Xn)→
(t, x, u(t, x), a, p,X) as n→∞ and (an, pn, Xn) ∈ P2,+(−)u(tn, xn) for all n.
Theorem A.2 ( Crandall-Ishii lemma, Theorem 8.3 in [12] ). Let u1 and −u2 belong to
USC(QT ;R). Let φ ∈ C1,2,2((0, T )×Ω×Ω), i.e. once continuously differentiable in t ∈ (0, T ) and
twice continuously differentiable in (x, y) ∈ Ω×Ω. Suppose (tφ, xφ, yφ) ∈ (0, T )×Ω×Ω is a local
maximum of the function
(t, x, y)→ u1(t, x)− u2(t, y)− φ(t, x, y).
Suppose that there is an r > 0 such that for every M > 0 there is a constant C such that
a ≤ C whenever (a, p,X) ∈ P2,+u1(t, x),
|x− xφ|+ |t− tφ| ≤ r, |u1(t, x)|+ |p|+ ‖X‖ ≤M,
b ≥ C whenever (b, q, Y ) ∈ P2,−u2(t, y),
|y − yφ|+ |t− tφ| ≤ r, |u2(t, y)|+ |q|+ ‖Y ‖ ≤M.
Then for any κ > 0 there exist two numbers a, b ∈ R and two matrices X,Y ∈ Sd such that
(a,Dxφ(tφ, xφ, yφ), X) ∈ P2,+u1(tφ, xφ),
(b,−Dyφ(tφ, xφ, yφ), Y ) ∈ P2,−u2(tφ, yφ),
−
(
1
κ
+ ‖A‖
)(
I 0
0 I
)
≤
(
X 0
0 −Y
)
≤ A+ κA2,(A.1)
where A = D2φ(tφ, xφ, yφ), ‖A‖ = sup|ξ|≤1{ξ>Aξ} and a− b = ∂tφ(tφ, xφ, yφ).
Lemma A.3 ( Lemma V.7.1 in [20] ). Let Lαi be as in (1.10). Assume (A1). Then, there exists
a continuous function ω : [0,∞)→ [0,∞), independent of i, satisfying ω(0+) = 0 such that
sup
α∈Ai
Lαi (t, y, r, β(x− y), Y )− sup
α∈Ai
Lαi (t, x, r, β(x− y), X) ≤ ω(β|x− y|2 + |x− y|),(A.2)
for every (t, x), (t, y) ∈ QT , β > 0, and symmetric matrices X,Y ∈ Sd satisfying
−3β
(
I 0
0 I
)
≤
(
X 0
0 −Y
)
≤ 3β
(
I −I
−I I
)
.(A.3)
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Lemma A.4 ( Lemma A.2 in [2] ). Let u ∈ USC(QT ;RM ) be a bounded above subsolution of
(1.6) and u¯ ∈ LSC(QT ;RM ) be a bounded below supersolution of another equation of the form
(1.6) where the functions Lαi are replaced by functions L¯αi satisfying the same assumptions. Let
φ : (0, T )× Ω× Ω→ R be a smooth function bounded from below. We denote
ψi(t, x, y) := ui(t, x)− u¯i(t, y)− φ(t, x, y),
and M¯ := supi,t,x,y ψi(t, x, y). If there exists a maximum point for M¯ , i.e. a point (i
′, t0, x0, y0) ∈
I × (0, T ) × Ω × Ω such that M¯ = ψi′(t0, x0, y0), then there exists i0 ∈ I such that (i0, t0, x0, y0)
is also a maximum point for M¯ and u¯i0(t0, y0) <Mi0 u¯(t0, y0).
Theorem A.5 ( McShane’s Theorem. Corollary 1 in [33] ). If f is a real function defined
on a subset E of a metric space S, and f satisfies on E a Lipschitz or Ho¨lder condition
|f(x1)− f(x2)| ≤ LdE(x1, x2)α,
where α ∈ (0, 1], then f can be extended to S preserving the Lipschitz or Ho¨lder condition with
the same constant L.
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