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ABSTRACT 
This thesis is concerned with the development of two-dimensional 
spectral analysis as a technique for investigating spatial pattern, and 
the stochastic processes which generate pattern. The technique is 
discussed for two types of data: first, quantitative measurements 
associated with a rectangular grid, or lattice; secondly, analysis of 
spatial point patterns using the coordinates which describe the locations 
of events. 
Spectral analysis of lattice data is applied to two examples of 
remotely sensed digital imagery. The first example consists of digitised 
aerial photographs of glaciated terrain in Canada. Spectral analysis is 
used to detect geological lineations which are visible in the 
photographs, and to study the structure of the land surface beneath the 
lineations. The second example is meteorological satellite imagery. 
Spectral analysis is used to develop a system for discrimination between 
different cloud types. 
Point spectral analysis is used as the basis of formal tests for 
randomness, against alternatives such as clustering or inhibition. 
Spectral theory for univariate spatial point patterns is extended to 
cross-spectral analysis of bivariate point patterns. In particular, we 
show how cross-spectral functions indicate the type of interaction 
between the events of two patterns. A test for independent components is 
proposed, and the application of the test is demonstrated using a variety 
of real and artificial patterns. A further extension, to bispectral 
analysis of third-order properties of spatial point patterns, is also 
discussed. This type of analysis is used to distinguish between 
processes which have the same first- and second-order properties, but 
different third-order properties. 
Finally, we show how Greig-Smith analysis of quadrat count data can 
be interpreted as a type of two-dimensional spectral analysis based on a 
set of orthogonal square waves known as Walsh functions. This 
representation indicates why Greig Smith's method is entirely dependent 
on the starting point of the grid. 
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PREFACE 
Spectral analysis in two-dimensions is a powerful technique for 
analysing and describing spatial pattern, and for detecting processes 
which generate spatial pattern. It can be used in exploratory data 
analysis, formal hypothesis testing and as an aid to model building. The 
central theme in this study is the development of spectral analysis for 
inference about processes which generate spatial pattern. We will be 
concerned with two types of spatial data: first, quantitative 
measurements associated with a rectangular grid, or lattice, of 
equally-spaced intervals; secondly, analysis of spatial point patterns 
using the co-ordinates which describe the locations of events. 
The scope of the thesis is as follows. Chapter 1 gives an 
introduction to two-dimensional spectral analysis for lattice data. This 
chapter contains a summary of the established techniques in this field, 
including calculation of sample spectra and sampling properties of 
spectral estimates under the hypothesis of spatial randomness. Chapter 1 
concludes with illustrative examples of artificial patterns and their 
spectra. 
Chapters 2 and 3 concentrate on applications of spectral analysis to 
two-dimensional lattices of remotely sensed data. Chapter 2 considers 
analysis of aerial photographs of a glaciated region in Canada, with a 
view to detecting lineations in the images. These lineations are caused 
by movements of the ice-sheet. Chapter 3 discusses the investigation' of 
cloud texture, with regard to discrimination between distinct cloud 
types. 
In Chapter 4 we turn to the analysis of spatial point patterns. 
This chapter includes a review of the existing techniques for analysing 
such patterns. It contains material about the formal description of 
spatial point processes, a discussion of stochastic models, and the 
definition of the point spectral density function. It also covers 
estimation of the point spectrum from the co-ordinates of a sample 
pattern. These topics form the background to Chapters 5, 6 and 7. 
Chapter 4 also describes the adaptation of scaled polar spectra to the 
case of point spectra, and the definition of the scaled cumulative polar 
spectra and the normalised cumulative periodogram. This chapter 
(xi) 
concludes with illustrative examples of exploratory spectral analysis, 
using artificial and real patterns. These examples indicate how 
information about processes which generate spatial pattern can be 
obtained from sample spectral functions. Formal tests for complete 
spatial randomness (CSR) in point patterns are developed in Chapter 5. 
Here, spectral tests are compared with spatial domain methods, using the 
artificial examples introduced in Chapter 4. The analysis of real 
patterns is concluded in Chapter 5 with formal testing for CSR. 
Chapter 6 extends the theory of spectral analysis of spatial point 
patterns to the bivariate case. Cross-spectral analysis is used to 
investigate interactions between two types of events. The technique is 
illustrated for artificial and real data sets, incorporating a variety of 
interactions between different types of events. A test for independence 
between different types of events is proposed, and demonstrated using 
the illustrative examples. 
Chapter 7 deals with third-order spectral analysis of spatial point 
processes. This technique is used to distinguish between processes which 
have the same first- and second-order properties, but different 
higher-order properties. Bispectral analysis is illustrated for a 
variety of patterns which differ from CSR in third-order moments. 
Finally, in Chapter 8 we return to the analysis of lattice data. We 
discuss the interpretation of Greig-Smith's analysis of variance of a 
two-dimensional grid of quadrat counts in the context of two-dimensional 
Walsh spectral analysis, which is based on orthogonal square waves. We 
show that Greig-Smith's mean squares are equivalent to sums of 
coefficients of the two-dimensional Walsh-Hadamard transform (WHT) 
However, the grouping of coefficients using Greig-Smith's method differs 
from the groupings used to form Walsh spectra. In particular, we show 
why Greig-Smith'smethod is entirely dependent on the starting point of 
the grid of quadrat counts, relative to the underlying spatial pattern. 
(xii) 
1 TWO-DIMENSIONAL SPECTRAL ANALYSIS OF LATTICE DATA 
1.1 Introduction 
This chapter provides an introduction to the technique of spectral 
analysis for lattice data. Such data sets can be considered as 
two-dimensional analogues of time series. Many of the techniques for the 
analysis of time series have, therefore, been adapted to the spatial 
case. In particular, the sample autocovariance function (ACF) may be 
used to examine the covariance between measurements at different parts of 
a lattice. Also, the sample spectrum, or periodogram, may be used to 
investigate periodicities in the data. The calculation of the sample ACF 
and the periodogram are described below. We also describe Renshaw & 
Ford's (polar) R- and 8-spectra, which are used to investigate scales of 
pattern and directional features, respectively. The sampling properties 
of spectral estimates and the construction of spectral tests for spatial 
randomness are also discussed. Finally, spectral analysis of lattice 
data is illustrated using artificial patterns with known structure. 
1.2 Calculation of the sample ACT and sample spectral functions 
1.2.1 Introduction 
Correlation and spectral properties of two-dimensional processes, 
(including estimation of the sample ACT and the periodogram, and sampling 
properties of the estimates) are discussed by several authors, for 
example, Grenander & Rosenblatt (1957), Bartlett (1978, Chapter 6), 
Priestley (1981, Chapter 9), Ripley (1981, Chapter 5), Renshaw & Ford 
(1983 and 198 4) and Ford & Renshaw (1984). Cliff & Ord (1973) provide a 
detailed discussion of spatial autocovariance. By analogy with the 
terminology used in time series analysis, inference based on the ACF is 
often referred to as analysis in the spatial domain; inference based on 
the periodogram is often referred to as analysis in the frequency domain 
(see, for example, Chatfield, 1980, Chapter 1). Ripley (1978 and 1981, 
Chapter 5) examines the performance of spectral analysis in comparison 
with spatial domain methods. 
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Renshaw & Ford (1983) provide some examples of spectral analysis for 
continuous variables on a lattice. Renshaw & Ford (1984) and Ford & 
-Renshaw (1984) discuss examples for discrete variables on a lattice. 
Further examples of the use of two-dimeisional spectral analysis include 
Longuett-Higgins' (1957) description of a two-dimensional process which 
governs the behaviour of ocean waves. Rayner (1971) and Rayner & 
Golledge (1972) discuss some geographical examples, including spectral 
analysis of settlement patterns. Ford (1976) provides an example of 
spectral analysis which reveals directional structure in a forest canopy. 
(This example is also studied by Renshaw & Ford, 1983.) Ripley (1981, 
Chapter 5) and I1cBratney & Webster (1981) reanalyse agricultural field 
trial data of Mercer & Hall (1911) in independent studies. Ripley 
detects ripples along the rows of the data which are thought to be 
related to cyclic variation in soil fertility. In the examples discussed 
above data were obtained by manual sampling of physical systems at 
regularly spaced intervals. Recent advances in satellite technology have 
led to the production of vast quantities of high resolution remotely 
sensed digital imagery. Two-dimensional spectral analysis provides a 
powerful technique for investigating spatial structure in such images 
(see Chapters 2 and 3). 
1.2.2 The sample ACF 
Let {X}  Cu =o f • .. U - 1; v = O ..., V - 1) denote a 
two-dimensional array of observations corrected for their overall mean. 
A central assumption in the study of spatial processes is that the 
probabilistic structure of {X} is unaffected by a shift in origin. 
Such a process is said to be stationary. Formally, stationarity means 
that the joint probability distribution of tX+ v+k1 
 (u = 0, . .., U - 1; 
v = 0, ..., V - 1) is the same for all integers j and k. This form of 
stationarity is often termed 'strong' or 'strict' stationarity. In 
practice, we often use a weaker assumption of stationarity--that of 
second-order stationarity. In this case, 
E[X 	]= u,v ,i u,v 
is constant for all u and v (so that pu,v a p, say), and 
Cov[(Xii - P)(X22 - P)] =  r'(u 1, u2, v 1 iv2) 
depends only on j = ul - u2 and k = vi - v2. We can then use the 
2 
abbreviated notation 
and r'(u 1 iu 2, v 1 iv2) 
In what follows we shall assume that our spatial process is at least 
second-order stationary, unless otherwise stated. 
The ACF, r(j,k), measures the covariance between data values which 
are separated by j rows and k columns on the lattice. r(i,k) may be 
estimated by 
= (UV)' XuvXu+jv+ks 
where 0 = 11, ..., V - ki k ?-- O} and 0 = {-k + 1, ..., Vi k < O} 
(Renshaw & Ford, 1983). The full range of row lags (j) and column lags 
(k) is given by j = 0, ±1, ..., ±(U - 1) and k = 0, ±1, ..., ±(V 
However, for j, k 	0 we have 
	
= XX 	
and Fxx ( ••iik ) = rxx ( ii••k ) s 
so we need only consider j = 0, ..., U - 1 together with, say, 
k = 0, ±1, ..., ±(V - 1) (Renshaw & Ford, 1983 and 1984). 
Autocovariances are themselves dependent (see Ripley, 1981, Chapter 
5) and this can lead to problems of interpretation. To a large extent, 
such difficulties can be overcome by calculating the power spectrum, 
which is described in the next section. 
1.2.3 The periodogram 
The power spectrum of a stationary process is defined as the 
discrete Fourier transform OFT) of the autocovariance function. The 
sample spectrum, or periodogram, is therefore defined as the DFT of the 
sample ACF. That is, 
f 00= xx'p " q = 	u 
3- 'V+l ['(j,k)exp1_27d(ip/U + kq/V)}, 
where i = /(-1), p = 0, ..., U - 1, q = 0, ..., V - 1; w = 2mp/U and 
Wq  = 271q/V are called Fourier frequencies (see Priestley, 1981, Chapter 
9, Ripley, 1981, Chapter 5 and Renshaw & Ford, 1983 and 1984). 
Alternatively, we can calculate the periodogram directly from the 
DFT of the mean-corrected data values. This method is much faster and 
less subject to round-off errors (see below). We define 
= xxprWq) = IF 	= {A(P 1 )} 2 + {B(P)1 2 
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(p = 0, ..., U - 1; q = 0, ..., V - 1). Here, A(P1) and B(P) are 
the real and imaginary parts of the DFT, given by 
F(P) = A(P) + iB(P 1 ) 
= (UV) 1/2 	 X,exp{_27d(Pu/U + qv/V)}.v=0 Uv 
Note that f(0,0) a 0 because the IXu  1 are corrected for their overall 
mean; this is the only effect of mean-correction (see Hannan, 1970, 
Chapter 5). Since f (Wu_pl Wq ) 	fxxpWv_q) a suitable form in which 
to output the periodogram, (f(w)}, is a matrix with p = 0, ..., U/2 and 
q = -V/2, ..., V/2 - 1 (Renshaw & Ford, 1983). 
The highest row (p) and column (q) values in the periodogram (called 
Nyquist frequencies) are U/2 and V/2; variability which belongs to 
higher, unresolvable frequencies is forced into lower frequencies. That 
is, we cannot distinguish between f(2np/U,2iiq/V) and 
+ 2mic,2uq/V + 2nic), where m and n are integers. This 
phenomenon is referred to as the aliasing effect (see Chatfield, 1980, 
Chapter 7 and Priestley, 1981, Chapter 7). 
If U and V are integer powers of two then we can use a fast 
computational algorithm--the fast Fourier transform (FFT)--to calculate 
the DFT (see, for example, Chatfield, 1980, Chapter 7, Priestley, 1981, 
Chapter 7, Ripley, 1981, Chapter 5 and Renshaw & Ford, 1983 and 1984). 
The FFT of a two-dimensional array of data is obtained as follows. 
First, the one-dimensional FFT is calculated for each row of the data 
matrix. The resulting DFT coefficients are held in an intermediate 
matrix and the two-dimensional DFT coefficients are then obtained by 
calculating the one dimensional FFT of each column of the intermediate 
matrix. Nonro (1975) gives a FORTRAN subroutine to calculate the FFT of 
a one-dimensional sequence of data values. This routine can be used in 
conjunction with a second FORTRAN subroutine provided by Monro (1971) in 
order to calculate the DFT of a two-dimensional array. If U and V are 
not integer powers of two then we can extend the U x V data matrix by 
adding elements with value zero until the dimensions of the matrix are 
integer powers of two. However, the resulting periodogram will contain 
low-frequency components caused by the border of zeros itself (see, for 
example, Ripley, 1981, Chapter 5). Alternatively, if U and V are not 
integer powers of two but have other factors (for example, three or five) 
then we can use other fast algorithms for calculating the DFT. Monro & 
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Branch (1977) provide a FORTRAN subroutine (based on the discrete Chirp 
transform) for calculating the DFT of a sequence of general length. 
There are two important advantages of working 
data values rather than the DFT of the sample ACF. 
reduction in computational time results if U and V 
the reduction in the number of computational steps 
errors and, therefore, improves the precision of t 
(see, for example, Newland, 1975, Chapter 12). 
through the FFT of the 
First, an enormous 
are large; secondly, 
reduces the round-off 
e DFT coefficients 
1.2.4 Sampling properties of spectral estimates 
Sampling properties of two-dimensional spectral estimates are 
discussed by Grenander & Rosenblatt (1957) and Ripley (1981, Chapter 5). 
The two-dimensional results are extensions of the one-dimensional (time 
series) results, which are discussed by, for example, Brillinger and 
Rosenblatt (1967a and b) and Priestley (1981, Chapter 6). Asymptotically 
(that is, as U, V - a) we have 
if p=q0; 
N(Osfxx(wpswq))i 	if (r = 0 q = -V/2) or (p = U/2, 'q = 0) 
or (p = U/2, q = 
N(Ofxx(wpWq)/2)i otherwise, 
where N(p,a2 ) represents a Normal distribution with mean .z and variance 
a2 	Similarly, 
if p=q= 0; 
B(P) 	
E 0 	 if (p 	0, q = -V/2) or (p = U/2, q = 0) 
or (p = U/2, q = 
N(Ofxx(wpsWq)/2) otherwise, 
Furthermore, A(P) 1 A(P'') 1 B(P) and B(P'') (p :0 p' and/or 
q 0 q') are asymptotically independent (as U, V -, a). Using the above 
results, we have 
0, 	 if p = q = 0; 
if (p = 0, q = -V/2) or (p = U/2, q = 0) 
2 	 or (p = U/2, q = If xx p tWq )/' 2 }i 1 otherwise, 
where xn represents a Chi-square distribution with n degrees of freedom. 
Similarly, 
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90, 	 ifp=q=0; 
2 	0 if (p = 0, q = -V/2) or (p = U/2, q = 0) {B(P 1 ) I 
2 	
or (p = U/2, q = -V/2); 
If xxp"'q"2i 
otherwise, 
We therefore have the following distributional results for spectral 
2 	 2 
estimates, 	 = 	 + 1B(P.)IXX 
90, 	 ifp=q=0; 
fXX(w ,w ) 	
fXX p q l (WW)X2t 	if (p = 0, q =-V/2) or(p = U/2,q=0) 
2 	or 
(p= U/2, q= -V/2); 
If xxp'q)112IX2 ,otherwise, 
Furthermore, f(2uP/U27cq/V) and f(2uPh/U21c'/V) (p 	p' and/or q ~XX 
q') are asymptotically independent (as U, V - ce). These distributional 
results are also approximately true if U and V are finite. Note that 
spectral estimates are asymptotically unbiased, since 
lim E(fxx(w ,W )] = ,W q 	 q 
(see, for example, Priestley, 1981, Chapter 6 or Ripley, 1981, Chapter 
5). However, they are not consistent because 
2 
lim Var(f(w ,w )] =q 	 q {f(w ,w )J 
does not decay to zero as U, V - x. Spectral estimates must be smoothed 
in order to obtain asymptotically unbiased and consistent estimates. For 
a general discussion of smoothing techniques see, for example Priestley 
(1981, Chapters 6 and 9) or Chatfield (1980, Chapter 7). We will discuss 
appropriate smoothing techniques for specific applications in subsequent 
chapters. 
The null hypothesis of spatial randomness for lattice data is 
usually expressed by taking the data values {Xuv}  to be independently, 
identically distributed (iid) as Normal random variables with mean zero 
and variance OX 
2. The spectrum of such a process is constant at all 
frequencies, or 'flat', with 
f XX  (w  p  ,w  q ) 	X 
a , w= (w p  ,w  q  ). # 0 - 	 - 
(see, for example, Renshaw & Ford, 1983 and 1984 or Priestley, 1981, 
Chapter 6). Since the expected value of f (w ,w ) (w # 0) is a 
2  we canXX 
estimate a by the average value in the periodogram, excluding the 
origin. We must also exclude the ordinates fXX(O,7c), 	and 
since these have different sampling properties to the 
remaining periodogram ordinates. Finally, we must exclude lfxx(Oiwq)} 
6 
(q ) 0), say, since these are exact repeats of {fxx(OWq)}  (q < 0) 
similarly If (it,w )1 (q > 0) must be excluded since these are exact
XX 
repeats of If (ir,w )} (q < 0). The variance, a , is then estimated by,
XX 
OX = 	p L 	
(1.1) 
where the summation is over the integers p = 0, . .., U/2 and 
q = -V/2, ..., V/2 - 1, but excluding the estimates for (p = 0, q = 0), 
(p = 0, q = -V/2), (p = U/2, q = 0), (p = U/2, q = -V/2), (p = 0, q ) 0) 
and (p = U/2, q ) 0), and n = (U/2 + 1)V - 4 - 2(V/2 - 1) is the number 
of raw periodogram ordinates involved in the summation. 
1.2.5 The normalised periodogram 
Cosine waves x v = cos{2it(pu/U +qv/V)} give rise to spikes in the 
periodogram at points (p, ±q). The sign of q relates to the direction of 
travel, 0 p,q , of the waves, where 
	
p,q 	
-1 = tan (Vp/Uq) 	(0 :5 (Pp,q < 
it). 
The associated wavelength is 
UV//(U2q2 + V2p2 ). 
The proportion of variance attributable to frequency (2irp/U, 2uq/V) is 




 Z=-V/2 xxp"q 
(p = 0, ..., U/2; q = -V/2, ..., V12 - 1). We will use the normalised 
periodogram solely for graphical purposes. (For example, it can be used 
for visual comparison of the relative power at different frequencies 
within a periodogram, or for comparing the structure of several different 
periodograms.) We can therefore ignore the duplications which arise in 
the summation which forms the denominator of the normalised periodogram; 
that is, we ignore the duplications caused by the fact that 
f(O t Wq) a f 
xx°"-q 	
and f(itWq ) 
We also ignore the fact that the ordinates fxx(i_Th)t  f xx'°  and 
have different sampling properties to the other periodogram 
ordinates. Note also that the origin, f(0,0), contributes nothing to 
the summation if IX u,v  I are corrected for their overall mean. 
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1.2.6 Transformation to polar spectra 
Renshaw & Ford (1983 and 1984) define a polar representation of the 
Cartesian spectrum, which is obtained by calculating r = /(p2 + q 2 ) and 
0 = tan 1 (p/q). Each fxx(WpWq)  may then be denoted by the alternative 
notation g(w i w). The unscaled R-spectrum, {fR(r)},  is a plot of the 
average periodogram value for elements with a similar value of r 
(averaged over all values of 0). It is used to investigate scales of 
pattern under the assumption of isotropy (that is, under the assumption 
that there are no directional patterns in the data). The unscaled 
8-spectrum, {f 8 (0)}, is a plot of the average periodogram value for 
elements with similar values of 0 (averaged over all values of r). It is 
used to investigate directional features. The choice of intervals for 
calculation of R- and 8-spectra is arbitrary; Renshaw & Ford (1983 and 
1984) suggest (0 ( r s 1, 1 < r :5 2, 2 < r _5 3, ...) and 
(-5 0 < 0 :!; 5 0 , 5 0 < 0 	15 ° , ..., 165 0 ( 0 	175 0 ). These intervals 
provide a reasonable range of ordinates for the R- and 8-spectra for use 
in exploratory analysis. Formally, the unscaled R-spectrum is defined as 
= r 	
g(w,w0), 	(r = 1, 2, 
where the summation is over n periodogram ordinates for which 
(r - 1) < r' ::~ r. The unscaled 8-spectrum is similarly defined as 
= ' o 	ro' 	 (0 
= 0 0 , 10
° , 20 0 , ..., 170
0
) 
where the summation is over n 0 periodogram ordinates for which 
(0 - 5 0 ) <e :!~ (0 + 5 0 ). Note that the origin of the periodogram, 
g(0), is excluded from both the R- and 8-spectra since it has 
different sampling properties to the other periodogram ordinates. The 
ordinates {fxx(Owq)} and {fxx(7Cwq)} (q ) 0) are also excluded since 
these are exact repeats of (fxx(Ow....q)}  and (fxx(1ciw....q)l  respectively. 
We also exclude the ordinates f xx ° '' xx'° and 
f(i, -ir), since 
these have different sampling properties to other ordinates (see Section 
1.2.4). 
Renshaw & Ford (1983 and 1984) scale the R- and 8-spectra for a 
two-dimensional lattice spectrum so that, under the null hypothesis of 
spatial randomness, the expected value of each ordinate is unity. In the 
case of lattice data, {X} (u = 0, ..., U - 1; v = 0, ,..., V - 1), 
the null hypothesis of spatial randomness is usually formulated as {X} 
are iid as Normal random variables with mean zero and variance a 	 (see 
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Section 1.2.4). The asymptotic distribution of periodogram ordinates (as 
U, V -* x) is then given by 
2fxx(w 	- ,q 	
X, 	W 0 0, W # ( 0, 	it), W ;4 (n, -it), W 0 (it, 	it) 
(see Section 1.2.4). A scaling factor of is used to form ordinates 
of scaled polar spectra with expected value unity, where 	is the 
estimated variance given by expression (1.1). 
Under the null hypothesis of spatial randomness, plots of the scaled 
R- and 8-spectra should lie close to the line fR(r)/cJX2 = 1 and 
fe( 0) /a2 = 1 for all values of r and 0. Each ordinate of the scaled 
R-spectrum is calculated as the average of 1r  original periodogram 
ordinates, and each of the periodogram ordinates is asymptotically 
independently distributed as (a2/2)  times a X2-random variable with two 
degrees of freedom. Using the additive property of X 2-random variables 
we have 
fR(r)laX - ( 2 fl r )' X2n2 	(r = 1, 2, ... 
Similarly, under the null hypothesis of spatial randomness the ordinates 
of the scaled 8-spectrum are asymptotically distributed as 
- (2n0)'2 2 	(6 = 00, 10 0 ,  200, •••, 170 ° ). no 
For finite U and V the ordinates of the polar spectra will be 
approximately distributed as scaled X 2-random variables. The nominal 
significance level for an ordinate of the scaled R-spectrum can be used 
as a measure of strength for a pattern with wavenumber r. Similarly, the 
nominal significance level for an ordinate of the scaled 8-spectrum can 
be used as a measure of strength for a directional feature at the 
corresponding angle 0. 
The calculation and interpretation of the sample ACF and sample 
spectral functions are illustrated in the next section using artificial 
patterns with known structure. 
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1.3 Illustrative examples 
1.3.1 Purely deterministic cosine wave 
The first example we shall consider is a purely deterministic 
process. Figure 1.1a shows the diagonal wave structure in the pattern 
formed by the model 
= cos2ic(puIU + qv/V)I, 
where U = V = 32, p = q = 4, u = 0, ..., 31 and v = 0, ..., 31. This 
model corresponds to waves travelling in a direction 0 = 45 0 measured 
clockwise from the rows of the 32 x 32 data matrix. 
The sample ACF for this pattern is shown in Figure 1.1b. The ACF 
oscillates between large positive values and large negative values. This 
structure corresponds to large positive correlation between elements of 
the data matrix which are associated with the same phase of the cosine 
wave, large negative correlation between data values which are out of 
phase by 180 0 , and correlation of smaller magnitude elsewhere. There is 
also a directional effect in the ACF. There are sets of ripples which 
lie parallel to the line through j = k. The ripples in this direction 
correspond to a directional effect along the diagonal of the data matrix. 
Note that the ripples in the ACF persist even at large lags. This is 
characteristic of purely deterministic spatial processes (see, for 
example, Priestley, 1964). 
The periodogram for the cosine wave is shown in Figure 1.1c. There 
is a single spike at p = q = 4. This corresponds-to the form of the 
cosine wave which is used to generate the spatial pattern. The remainder 
of the periodogram is identically zero. In this example, all the 
variation in the data values is caused by the cosine wave corresponding 
to p = q = 4. A spectrum which contains isolated spikes caused by 
deterministic cosine waves is called a line spectrum (see, for example, 
Priestley, 1981, Chapter 1). 
The scaled R-spectrum for this process is shown in Figure 1.1d. 
There is a single spike at r = 6, which. corresponds to the closest 
integer to /(p 2 + q 2 ) for the case when p = q = 4. The peak at 
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Figure 1.1: Sample ACF and sample spectral functions for purely 
deterministic cosine wave 
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repeats approximately six times across the 32 x 32 data matrix. 
The scaled 8-spectrum for this process is shown in Figure 1.1e. 
There is a single spike at the ordinate with midpoint 0 = tan 1(p/q) = 
40 0 
which includes periodogram ordinates corresponding to frequency angles in 
the range 35
0  < 0 _-5 45 0  . The waves in the data matrix travel in a 
direction 0 = 45 0 , since p = q = 4. Note that a peak in the 8-spectrum 
at frequency angle 0 indicates the direction of travel of waves in the 
data matrix. The cosine wave also gives rise to striations (that is, 
alternately high and low values) in the data matrix. The striations are 
aligned in a direction 135 0 measured clockwise from the rows of the data 
matrix. Thus, a directional feature at an angle 0 in the 8-spectrum 
corresponds to striations inclined at an angle (0 + 
900) 
1.3.2 Cosine wave plus noise 
In the next example we consider the effect of superimposing random 
noise on a deterministic cosine wave. Figure 1.2a shows the pattern 
formed by the model 
= cos(2ic(pu/U + qv/V)} + 
where U = V = 32, p = q = 4, u = 0, ..., 31, v = 0, ..., 31 and (CU vt 
(u = 0, ..., 31; v = 0, ..., 31) are iid as Normal random variables with 
mean zero and unit variance (pseudo-random numbers from the standard 
Normal distribution are obtained using the NAG FORTRAN library routine 
G05DDF). It is difficult to identify any visible spatial structure in 
the plot of the data. However, the sample ACF shows an oscillating 
structure similar to that obtained for the deterministic cosine wave (see 
Figure 1.2b). The structure of the periodogram is very clear (see Figure 
1.2c). There is a single spike at p = q = 4, corresponding to the 
deterministic component of the model. The random variation which 
obscures the structure in the spatial pattern is split approximately 
equally between all frequencies in the periodogram. This corresponds to 
the theoretical result of a flat spectrum for a Normal random variable on 
a lattice (see Section 1.2.4). The underlying cosine wave is easy to 






























0.00 80.00 	160.00 
0 
Figure 1.2: Sample ACF and sample spectral functions for cosine wave 
plus noise 
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The scaled R-spectrum for this process has a peak at r = 6. The 
other ordinates of the R-spectrum have small non-zero values. The scaled 
9-spectrum has a large peak for the interval with mid-point 0 = 40 0 . 
This ordinate of the 8-spectrum includes the periodogram element for 
-1 p = q = 4 (for which 0 = tan (p/q) = 45 0 ). The remainder of the 
8-spectrum contains non-zero values of small magnitude. Thus, the R- and 
9-spectra for the cosine wave plus noise reveal the same underlying 
structure in the data matrix as do the R- and 8-spectra for the purely 
deterministic cosine wave. 
This example illustrates how spectral functions reveal the 
underlying structure in a spatial pattern even in the presence of random 
noise. In the next example we examine spectral structure for a purely 
stochastic spatial process. 
1.3.3 Purely stochastic, auto-regressive spatial process 
Figure 1.3a shows the pattern formed by the purely stochastic 
moving-average model 
X 	= 	+4'(c 	 ), u,v u,v 	u+1,v 	u-1,v 	u,v+1 	u,v-1 
where u = 0, ..., 31, v = 0, .. . 31 and (c5 1 (s = -1, ..., 32; 
t = -1..., 32) are iid as Normal random variables with mean zero and unit 
variance (again, pseudo-random numbers from the standard Normal 
distribution are obtained using the NAG FORTRAN library routine G05DDF). 
It is difficult to identify any visible spatial structure in the plot of 
the data. There is also little structure visible in the sample ACF, 
which is shown in Figure 1.3b. However, there are very large values at 
small lags, j and k, and a steep decline to very small values at larger 
lags. This decay in the ACF is characteristic of purely stochastic 
spatial processes (see, for example, Priestley, 1964). 
The periodogram for this pattern reveals structure across a wide 
range of frequencies. There is a general concentration of power at low 
frequency magnitudes and around the column for p = 0, and also around the 
row for q = 0. This spectral structure reflects the fact that the model 
incorporates dependence between elements of the data matrix and their 

















Figure 1.3: Sample ACF and sample spectral functions for purely 
stochastic, auto-regressive spatial process 
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four nearest neighbours on the lattice (that is, X 	, X 	, X u+1,v u-1,v 	u,v+1 
and X v-1 	The scaled R-spectrum for this process is shown in Figure 
1.3d. The plot reveals a concentration of power at low frequencies, with 
a steep decline as frequency magnitude increases. This structure is 
caused by dependencies between neighbouring data values. The scaled 
8-spectrum has peaks at 0 = 00, 90 0 and 180 0 . These peaks reflect the 
dependence between each data value and its immediate neighbours on the 
lattice. This example illustrates how spectral power tends to be 
distributed over several frequencies in the case of a purely stochastic 
spatial process (see Priestley, 1981, Chapter 6). 
In this introductory chapter we have described how spectral 
estimates are calculated. We have used patterns with known structure to 
illustrate the techniques of spectral analysis. In Chapter 2 we will use 
these techniques to investigate spatial structure in remotely sensed 
digital image data for glaciated terrain in Northern Canada. 
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2 DETECTION OF GEOLOGICAL LINEATIONS ON AERIAL PHOTOGRAPHS 
2.1 Introduction 
Movements of ice-sheets during glacial periods produce geological 
landforms which are often characterised by strong lineations parallel to 
the direction of flow. Continent-wide mapping of such lineations may 
help glacial geologists to establish patterns of growth and decay of 
ice-sheets which result from interactions between atmosphere, oceans and 
ice-sheets themselves. Glaciers also carry rocks, which are deposited in 
terminal regions of the ice-sheet. Mapping of lineations may help 
geologists to locate mineral deposits which occur in these rocks. 
Two-dimensional spectral analysis is used here to analyse data 
obtained by digitising aerial photographs of glaciated terrain in Canada. 
The method is used to detect lineations which are visible in the 
photographs and to investigate spatial structure which is not immediately 
apparent to the naked eye, with a view to developing an automated and 
objective system of detection. Scales of pattern in the structure of the 
land surface are also identified. The results of this study may aid 
understanding of the geological processes which generate pattern. The 
spectral information is compared with that obtained by Humberstone 
(1988), from the same photographs, using an optical system for spectral 
analysis. The comparison of digital and optical techniques forms part of 
a collaborative study with the Departments of Geology and Physics at the 
University of Edinburgh. 
2.2 Selection of photographs and digitisation 
Landforms produced by glaciation depend on criteria such as the 
structure and content of the underlying bedrock, the topography of the 
region, and the basal velocity and temperature of the ice. When an 
ice-sheet retreats over a flat surface, erosional and depositional 
processes leave behind longitudinal landforms parallel to the direction 
of flow. For example, glaciated terrain often contains linear flutes, or 
striations, which are caused by erosion of the bedrock. Deposition often 
occurs in the lee of more resistant parts of the base rock, and in the 
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terminal part of the ice-sheet, to produce landforms known as drumlins. 
These are characterised by steep upstream noses and tapering narrow 
tails. Resistant outcrops may themselves be moulded to form drumlins. 
The combination of the above features with low relief and low gradients 
produces frequent areas of still or slow-moving water. 
Flutes are generally about 90 m wide, 10 m deep and 2 km or more in 
length. The formation and spacing of flutes is thought to depend on 
pressure differences within the ice which are caused by variations in the 
thickness and velocity of the ice-sheet (Embleton & King, 1975). 
Similarly, the size, shape and spatial distribution of drumlins is 
dictated by characteristics of the ice. For instance, Lundquist (1970) 
shows that drumlins occurring in glaciated terrain in Northern Sweden 
indicate a region of relatively fast-flowing ice-sheets; shorter and, in 
some cases, incomplete drumlins with concave slope in the direction of 
flow indicate a region of slower flow; in regions of extremely slow flow 
drumlins even coalesce to form ridges perpendicular to the direction of 
flow. In addition to longitudinal landforms which reflect ice flow, 
ice-sheets also produce major transverse landforms perpendicular to the 
direction of flow (Boulton, Smith, Jones & Newsome, 1985). It is 
necessary to distinguish between longitudinal and transverse landforms in 
order to determine flow directions. 
For this study, three aerial photographs of glaciated terrain in 
Canada were selected from a set of photographs provided by the 
Reproduction Centre of the National Air Photo Library of Canada, in 
Ottawa. The photographs (labelled P1, P2 and P12) were chosen for their 
relatively uniform and simple geological features. The scale of the 
original photographs is 1:125000. Reproductions of P1, P2 and P12 are 
shown in Plates 2.1a, b and c, respectively, at a scale of approximately 
1:150000; that is, 1 cm on each photograph represents approximately 
1.5 km on the ground. P1 and P2 each contain a single strong lineation 
parallel to the direction of ice flow, represented by the orientation of 
flutes and drumlins, respectively. The drumlins in P2 were almost 
certainly formed by ice moving from the upper left- to the the lower 
right-hand corner of the image. P12 is more complex, with lineations in 
several directions, obscured in places by large patches of snow. 
Dominant lineations reflect the most recent pattern of glacier movement, 
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Plate 2.1: 1%ria1 photographs of gLaciated t0rran in Caraa 
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Plate 2.1: 	(continued) 
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although indication of earlier movements may persist, as in the case of 
P12. The dark grey regions on P1 and P2 represent areas of water. Those 
in P1 are aligned with the main direction of lineations, whilst those in 
P2, and the snow in P12, do not appear to be connected with the 
orientation of lineations. 
Four non-overlapping sub-sections of each of the original (1:125000) 
aerial photographs were digitised using a special camera and framestore. 
The four sub-sections are labelled Si, S2, 53 and S4, representing the 
top left-, top right-, bottom left- and bottom right-hand quarters of 
each image, respectively. Each digitised sub-section consists of 128 
rows and 128 columns of data, with values in the range 0 to 255. Here, 
0 represents black, 255 represents white, and the remaining integers 
represent intermediate shades of grey. Grey-level plots of each of the 
four 128 x 128 data matrices for each photographic image are shown in 
Figures 2.1a, b and c for P1, P2 and P12, respectively. The grey-level 
values are shown on the same scale (0 to 255) for all the images. 
There are several problems associated with the digitised images, 
some of which lead to severe difficulties in interpreting periodograms. 
These problems fall into two major categories: first, general problems 
related to analysis of measurements of photographic intensity, and 
secondly, problems specific to the digitisation equipment used here. 
Both types of problem are discussed in the next section. 
2.3 Problems associated with digitised images 
2.3.1 Photographic intensity as a measure of land height 
A major assumption in this study is that photographic intensity 
(and, therefore, grey-level value in the digitised image) is related to 
land height by a 1-1 transformation. However, visual inspection of the 
aerial photographs reveals that photographic intensity is heavily 
influenced by patterns of light and shade. These patterns are determined 
by the interaction of the shape of geological landforms with the angle of 
incidence of sunlight. This is particularly evident on P2 (Plate 2.2b), 






Figure 2.1: Grey - level plots for digitised iiags 
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corner of the image, casting shadows towards the bottom left-hand corner. 
In fact, intensity is closely related to the gradient of the land 
surface; ground which slopes down towards the direction of sunlight 
tends to appear very bright, whereas that which slopes down in the 
opposite direction appears very dark. This emphasises the direction of 
lineations in P2, and will not prevent detection of the orientation of 
drumlins. In general, the angle of incidence of sunlight affects 
directional features in the periodogram. This will tend to cause 
problems with interpretation of the 0-spectrum (see Section 2.5.1). 
Scales of pattern in the structure of the land surface will also be 
difficult to determine. 
A number of minor problems also occur. First, atmospheric 
conditions (such as temperature, strength of sunlight, etc.) also affect 
the intensity of photographic images. In addition, it is assumed that 
the transformation from photographic intensity to grey-level values in 
digitised images is linear. Finally, low frequency patterns are present 
in some images because the original photographs were illuminated from the 
lower right-hand corner during digitisation. For example, in P2S1 there 
is a trend in grey-level values, from relatively low values on the 
left-hand side of the digitised image to higher values (brighter tones) 
on the right-hand side (see Figure 2.1b). These are relatively minor 
problems compared to those caused by the complex relationship between 
land height and intensity, since they do not alter the relative power in 
the periodogram. They may, therefore, be largely overcome by working 
with normalised periodograms. 
2.3.2 Problems associated with the digitisation camera 
The first problem with the camera which was used to digitise the 
photographs is that, although the manufacturers claim it can produce an 
array of 256 x 256 pixel values, only the interior 234 x 243 array is 
usable. The remaining rows and columns are filled with a mixture of 
zeros and meaningless values. For this study, only the interior 
128 x 128 arrays illustrated in the grey-level plots (Figures 2.1a, b and 
c) are used for analysis. The original intention was to obtain a 
256 x 256 digitisation of each entire photograph. The geologists 
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consider this to be a suitable scale for analysis, relative to the scale 
of major lineations, since it allows a resolution of approximately 100 in 
on the ground. In order to provide a degree of replication, each 
256 x 256 array was then to be divided into four - contiguous blocks, 
labelled Si, S2, 33 and 34, each of size 128 x 128 pixels. It is 
possible to use a device known as a data window in order to use the 
entire 256 x 256 array. In its simplest form, this involves replacing 
the 'missing values' by zero before calculating the FFT. More 
sophisticated, tapered data windows are sometimes used to obtain a smooth 
transition from the border of zeros to the' data in the interior. 
However, the resulting periodogram will include features due to the 
choice of taper. The use of tapering is, therefore, considered 
controversial (Chatfield, 1980, Chapter 7). In this case, at least 
((256 x 256) - (234 x 243) 1 = 8674 data elements must be replaced by 
zeros. This means that a maximum of about 77% of the 256 x 256 matrix 
would be relevant to the analysis. Instead of using tapering it is 
easier here to digitise each quarter of a photograph separately, at the 
scale suggested by the geologists. This has the minor disadvantage that 
analysis at the scale of the entire photograph is no longer possible. 
The second problem associated with the camera is that the pixel 
width is greater than the pixel height; that is, the aspect ratio is not 
unity. Comparing features on the grey-level images (which appear 
slightly elongated) with those on the original photographs, it is 
estimated that pixel width is approximately 1.25 times pixel height. 
This estimate must be used when converting spatial frequencies to 
wavelengths on the ground, since no figure is supplied with the camera. 
The third, and by far the most serious problem with the camera is 
that all the digitised images contain periodic effects generated by the 
camera mechanism itself. The main effects are illustrated in Figure 
2.1d, which shows a grey-level plot for a 128 x 128 data matrix obtained 
by digitising a plain white sheet of paper. Note that Figure 2.1d is not 
on the same scale of pixel values as Figures 2.1a, b and c; the range of 
grey-level tones from black to white represents the values 0 to 19, 
rather than 0 to 255. Figure 2.1d shows several sets of apparently 
regular vertical striations, with particularly strong effects at 
frequencies near 3, 32 and 64 columns. There is also some indication of 
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Figure 2.1: 	(continued) 
d) camera noise matrix 
black represents 0; white represents 19 
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horizontal striations, although these are much less pronounced. The 
periodogram for this data and a more detailed investigation of the 
features of the camera noise are presented in Section 2.4.2. 
Unfortunately, it is not known whether the camera noise is additive with 
respect to the digitisation of a photographic image. Moreover, the 
precise form of the camera noise appears to vary from one digitisation to 
the next; in particular, stronger low frequency striations are sometimes 
present (Roy, 1988) . These factors make it difficult to compensate for 
the artefacts introduced at the time of digitisation. However, since 
they appear to be confined mainly to vertical and (to a lesser extent) 
horizontal striations, we can try to avoid placing too much emphasis on 
the corresponding portions of the periodograms. There are several ways 
in which the effects of camera noise might be reduced, if not removed 
completely. A detailed comparison of such techniques is beyond the scope 
of this study, but the possibilities merit a brief description here since 
they may enhance further analysis of the aerial photographs. 
First, if it-possible to establish that the effect of the camera 
noise is additive and reasonably consistent from one digitisation to the 
next, then the FFT of the photographic image alone can be obtained by 
subtracting the FFT of the noise from that of the (image plus noise) 
before calculating the amplitude of the FFT (that is, the periodogram). 
Alternatively, one may exploit the fact that the level of 
illumination of the photograph and the f-stop (lens aperture) used on the 
digitisation camera also affect the intensity range and the contrast of 
the digitised image. When a photograph is illuminated brightly and 
uniformly one can use a lower f-stop (smaller aperture) in order to 
reduce the high frequency contrast of the image. (During the 
digitisation process the monitor connected to the framestore displays the 
image on which the camera is-focused--this is how one checks that the 
camera is focused correctly. The change in contrast resulting from a 
change in f-stop can be viewed on this monitor.) Using a lower f-stop, 
therefore, provides a means for reducing the power of some of the high 
frequency striations caused by the camera, such as those near 32 and 64 
columns. Equivalently, one can use digital filtering techniques to 
remove specific frequency components from a digitised image (see, for 
example, Ahmed & Rao, 1975, Chapter 8 or Priestley, 1981, Chapter 7). 
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The striations caused by the camera mechanism appear to be present at 
several different frequencies throughout the entire range of frequencies 
in the digitised image. Further investigation of the specific form of 
the camera noise is required in order to design a suitable filter. 
We have seen that there are several sources of difficulty in 
interpretation of sample spectra for the geological images. However, 
these should not prevent detection of lineation orientations, unless 
lineations coincide with striations caused by camera noise. The 
secondary objective of this study is to investigate the scales of pattern 
present in the data. Such an investigation is much more vulnerable to 
the problems discussed in this section. 
2.4 Periodogram analysis 
2.4.1 Periodograms for geological images 
For each 128 x 128 matrix of (mean-corrected) pixel values the 
65 x 128 periodogram is calculated via the DFT, using the methods 
described in Section 1.2.3. Let {X 	1 (u = 0, ..., 127; v = 0, ..., 127) 
denote the mean-corrected pixel matrix. Then the periodogram, or sample 
spectrum, is given by 
= xxp'"q = IF'(P)1 2 = 1A(P 1 )1 2 + {B(Pq)} 2 
(p = 0, ..., 64; q = -64, ..., 63), where w = 2itp/128, w  = 2iq/128. 
A(P) and B(P) are the real and imaginary parts of the DFT, given by 
= A(P) + iB(P 1 ) 
= (128) 1 	 Xexp{_2ui(pu/128 + qv/128)}. 
In order to compare periodograms between sub-sections of the same 
photograph, and between sub-sections of different photographs, the 
proportion of variance attributable to each frequency, referred to here 
as the normalised periodogram, is calculated as 
=f (W 'W ) /Z40 L=-64 fptq) 
(p = 0, ..., 64; q = - 64, ..., 63)--see Section 1.2.5. 
A normalised periodogram of size 65 x 128 exceeds the maximum input 
size for the contouring routine GRDCON used here. (GRDCON forms part of 
the GINOSURF graphics package.) In order to obtain a suitably sized 
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input matrix for GRDCON the entire row for p = 64 is excluded, and the 
remaining 64 x 128 matrix is reduced to a 16 x 32 matrix by forming block 
totals for blocks of 4 rows by 4 columns, starting at the top left-hand 
corner of the normalised peridogram. The 16 x 32 matrix so obtained 
incorporates a degree of smoothing, and is referred to in this chapter as 
the smoothed normalised periodogram. The range of values present in the 
normalised periodograms for the digitised images is extremely large. The 
values of the smoothed normalised periodograms are, therefore, 
transformed by taking natural logarithms before entering GRDCON. 
Logarithmic contour plots of the smoothed normalised periodograms 
for P1S1, P1S2, P1S3 and P1S4 are shown in Figure 2.2a. Similarly, 
logarithmic contour plots for the sub-sections (Si, S2, S3 and S4) of P2 
and P12 are shown in Figures 2.2b and c, respectively. Comparison of the 
contour plots for P1, P2 and P12 reveals remarkable similarities in the 
spectral structure for the three different geological landforms. All the 
contour plots contain large elements at low frequencies, and a steep 
decline in power as frequency increases. This underlying pattern 
suggests a common structure in the relative power associated with 
different scales of pattern in each of the digitised images. The contour 
plots also reveal asymmetry, the exact form of which depends on the 
orientation of lineations present in the original photographs. Note that 
lineations in an image data matrix correspond to waves travelling in a 
direction which is orthogonal to the alignment of the lineations. Thus, 
directional features in the periodogram are orthogonal to the lineations 
they represent in the image. 
The periodograms for each sub-section of P1 show evidence of 
elongated contours parallel to the horizontal (q) axis. This form of 
asymmetry corresponds to the vertical pattern of flutes in the original 
image. The asymmetry is present in the periodograms over several scales 
of pattern, suggesting that the lineations are characterised by flutes of 
various scales, all aligned in approximately the same direction (that is, 
almost vertically) 
In contrast to the periodograms for P1, those for P2 show a distinct 
directional feature at an angle of approximately 0 = 155 0 , measured 





















































































Figure 2.2: Logarithmic contour plots of smoothed normalised 
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the lineations formed by the alignment of drumlins in the original 
photograph. The asymmetry in the periodograms is again present over 
several scales of pattern, suggesting that lineations occur at several 
different frequencies. 
Finally, the periodograms for P12 show a less distinct directional 
component, at approximately 0 = 135 0 , corresponding to striations which 
lie parallel to the backward diagonal in the original image (that is, 
from the top left-hand corner to the bottom right-hand corner). These 
striations form the dominant (and, therefore, the most recently formed) 
lineations in the original photograph. 
Visual comparison between. sub-sections within individual photographs 
reveals no apparent differences in spectral structure. This suggests 
that the orientation of lineations within different parts of each 
photograph is similar (P1, P2 and P12 were selected precisely because of 
their relatively uniform texture). It also appears that the relative 
concentration of power at different scales of pattern is similar for 
different parts of the same photograph, and for different photographs. 
However, the contour plots provide only a broad indication of 
similarities and differences between periodograms, and it is difficult to 
quantify spectral features using contour plots alone. More detailed 
examination of spectral structure and comparison within and between 
photographs will be made via Renshaw & Ford's polar, El- and R-, spectra, 
for directions and scales of patterns, respectively. Before proceeding 
with calculation of polar spectra we must pause to examine the 
consequences of camera noise on the periodograms of digitised images. 
2.4.2 Periodogram for the camera noise matrix 
It is essential to obtain as much information as possible about the 
characteristics of the camera noise and its interaction with photographic 
intensity during the digitisation process. This information is required 
in order to separate those features in the periodogram which are related 
to the true photographic scene from those which are artefacts of the 
digitisation process itself. We can investigate the artefacts introduced 
by the camera by examining the periodogram for the camera noise matrix 
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shown in Figure 2.1d. Smoothing of the normalised periodogram for use 
with the contour routine GRDCON masks the presence of isolated spikes in 
the periodogram. Contour plots are useful for presenting relatively 
large and smooth periodograms in a condensed form. However, 
three-dimensional histograms, which show every element of the periodogram 
explicitly, are preferable for relatively small periodograms and those 
which contain isolated spikes on an otherwise flat surface. 
Figure 2.3 shows the normalised periodogram for the camera noise 
matrix on a logarithmic scale as a three-dimensional histogram, obtained 
using the SYNVU graphics package. This periodogram clearly contains 
several spikes along the row p = 0, around q = ±1, ±10, ±16, ±34 and -64, 
corresponding to vertical striations in the grey-level plot of the camera 
noise matrix. There are similar spikes of smaller magnitude in the q = 0 
column of the normalised periodogram, around p = 1, 16, 20 and 33. 
Spikes at (p = 0, q = ±34) and at (p = 0, q = -64) are also evident 
in the normalised periodograms for the digitised photographs. The 
presence of spikes is indicated by clustering of contours around these 
points. These spectral features, which are especially clear in the 
normalised periodograms for P2 (Figure 2.2b), correspond to vertical 
striations introduced by the camera at the time of digitisation. In 
fact, the normalised periodogram for the camera noise matrix suggests 
that the camera introduces vertical and horizontal striations at several 
scales over the entire range of frequencies present in the periodogram. 
This is reflected in the normalised periodograms for the digitised 
photographs by distortion of contours near the p = 0 row of the 
periodogram, and near the q = 0 column. This distortion indicates that 
for a given scale of pattern, that is, within an annulus of the 
periodogram, there is a concentration of power in elements with frequency 




 or 180 0 . The distortion persists even if photographs 
are rotated and redigitised, confirming that such effects are caused by 
the camera itself. 
Since nothing is known about the way in which the camera noise 
interacts with photographic intensity to produce a digitised image, 
36 

it is really only possible to make qualitative statements about features 
in the periodograms for the digitised images with any certainty. The 
consequences of this in the analysis of directional components and scales 
of pattern (through 8- and R-spectra, respectively) are discussed below. 
First, the horizontal and vertical striations induced at the time of 
digitisation will give rise to spurious components in the 8-spectrum at 
angles 0 = 0 0 and 900.  However, there is no evidence of other major 
directional effects caused by the camera, so significant peaks at any 
other frequency angles must correspond to geological lineations in the 
photographs (see Section 2.5.1 for discussion of formal tests of 
significance). Thus, in order to detect orientations of lineations we 
must ignore peaks at 0 = 00 and 90 0 and look for local peaks in the 
remainder of the 8-spectrum. There should be no problem with this 
procedure unless the lineations are aligned vertically or horizontally. 
Fortunately, the lineations formed by flutes in P1 are not quite 
vertical, and the major lineations in P2 and P12 are roughly diagonal. 
So for these photographs we can compare the relative power of local peaks 
in 8-spectra to detect the orientation of geological lineations. 
Secondly, the camera noise will influence the relative power at 
different frequency magnitudes in the R-spectrum. This problem is much 
more serious than those with the 8-spectrum, since we wish to make 
quantitative statements about relative power at different scales of 
pattern. Inspection of the contour plots of normalised periodograms for 
digitised photographs shows that the contours tend to lie closer together 
near frequency angles 0 = 45
0  and 135 0  than they do near 0 = 0 0 , 90
0 
 and 
180 ° . The spurious concentration of power near 0 = 0 0 , 90 0 and 1800 
causes the relative change in power from one scale of pattern to another 
(that is, the gradient of the periodogram) to be steeper for 0 = 45 0 and 
135 ° than for 0 = 0 0 , 90 0 and 180 0 . If the camera noise is additive with 
respect to photographic intensity, then the regions of the periodogram 
near 0 = 45
0  and 135 0  will be uncontaminated by noise; that is, the 
gradient within these regions will represent the gradient of the 
periodogram for the photograph alone. However, if the noise interacts 
with photographic intensity, then the true gradient presumably lies 
somewhere between the gradient obtained for a segment where 6 45 0 (or 
135 ° ) and that obtained for a segment where 0 	00 (or 90 0 , or 180 0 ). 
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Moreover, the very low frequency components of the camera noise are not 
confined to angles & = 00, 90 0 and 180 0 . It is estimated from Figure 2.3 
that noise contaminates all elements with magnitudes in the range 
1 :5 r 	5. It is, therefore, impossible to say how much of the power in 
this region of the periodogram for a digitised photograph is due to 
camera noise. If camera noise is additive then the sectors of the 
periodogram for which 0 ze 45 0 (or 135 0 ) and for which r > 5, say, will be 
uncontaminated by noise, and will thus represent the true distribution of 
power amongst different scales of pattern in the surface created by the 
glacial movement. 
In the present study we will investigate the relative power at 
different scales of pattern using Renshaw & Ford's R-spectrum. We will 
also attempt to relate quantitative results to underlying geological 
processes, under the assumption that the camera noise is additive with 
respect to the intensity of a photograph being digitised. This 
assumption remains to be verified. One method of investigating how 
direction and scales of pattern interact with camera noise is to obtain a 
digitisation of a simple pattern for which the theoretical spectrum is 
known, and to compare the normalised periodogram for the digitised 
pattern with the theoretical form. For example, one could use a regular 
pattern of black and white stripes to investigate how the proportion of 
total power corresponding to the stripes is altered by digitising the 
pattern at different orientations. The variation in relative power 
caused by altering the width of the stripes could also be investigated in 
order to see how different scales of pattern interact with camera noise. 
If the noise is found to be additive then one could use one of the 
methods suggested in Section 2.3.2 to remove it. 
Having discussed the influence of camera noise on periodograms for 
digitised photographs we now investigate the orientation of geological 
lineations by using Renshaw & Ford's 8-spectrum. 
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2.5 Orientation analysis of lineations using scaled 8-spectra 
2.5.1 8-spectra from digital analysis 
Scaled 8-spectra, {f$(0)crXI  (8 = 00, 
50, 
 100, ..., 175 ° ), are 
calculated using the method of Renshaw & Ford (1983) which was described 
in Section 1.2.6; 2  is  
OIX the estimated variance for the pixel values. 
The choice of intervals of 5 0 , with mid-points 0 = 0 0 , 5 0 , 10 0 , . .., 1750 , 
allows determination of the orientation of lineations to within 5 0 . 
Scaled 8-spectra for the sub-sections of P1, P2 and P12 are given in 
Table 2.1. Under the null hypothesis of spatial randomness, an ordinate 
of the scaled 8-spectrum which is based on the average of n 0 periodogram 
values follows a X2-distribution, with 2n 0 degrees of freedom (see 
Section 1.2.6). The nominal significance level for an ordinate of the 
scaled 8-spectrum can be used as a measure of strength for a directional 
feature at the corresponding angle 0. 
Inspection of Table 2.1 reveals major peaks at 0 = 00 and 90 0 in all 
8-spectra. These features correspond to the row and column effects of 
camera noise which are observed in all the periodograms. We can 
investigate the remaining significant peaks in scaled 8-spectra in order 
to determine the orientation of geological lineations. Note, however, 
that the scaled 8-spectra for the geological images tend to contain peaks 
of great magnitude. Many of the peaks are also very wide (see Table 
2.1). This shape indicates the presence of very strong lineations, which 
are aligned in approximately the same direction within each sub-section 
of a photograph. But the precise direction varies considerably. The 
strength of the directional effects is sufficient to ensure that the 
ordinates for a wide range of frequency angles within the overall peak 
have extremely small attained significance probabilities. It is, 
therefore, unrealistic to try to distinguish between the overall peak and 
any secondary peaks, except by visual assessment of scaled 8-spectra. We 
will, therefore, identify the location of local maxima within each 
8-spectrum, ignoring the spurious peaks at 0 = 00 and 90 0 which are 
caused by camera noise. We will then assess the geological significance 
of the peaks. Note that, in general, the angle of incidence of sunlight 
on the original photographs may affect the location of directional 
features corresponding to geological lineations (see Section 2.3.1). 
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S2 S3 S4 Si 
P2 
S2 	S3 S4 Si 
P12 
S2 	S3 S4 
00 15.85 7.10 12.00 7.46 6.76 8.02 5.90 7.29 7.12 6.89 5.63 14.48 50 
4.79 4.30 2.70 4.78 0.27 0.38 0.27 0.23 0.25 0.68 0.58 0.49 
100 3.87 5.23 4.43 3.52 0.69 0.53 0.43 0.29 0.32 1.18 0.52 0.77 
15 ° 1.36 2.40 2.71 5.29 0.64 0.27 0.39 0.44 0.43 0.86 1.01 0.98 
20 ° 1.14 2.55 2.90 3.22 0.81 0.16 0.55 0.24 0.55 0.50 1.61 0.85 
25 ° 0.99 1.08 0.73 1.36 0.25 0.28 0.75 0.32 0.51 0.56 2.63 1.85 
30 ° 0.56 0.33 0.50 0.28 0.18 0.17 0.15 0.11 0.10 0.34 0.31 0.24 
35 ° 0.32 0.83 0.47 0.97 0.09 0.29 0.17 0.11 0.15 0.33 0.82 1.04 
400 0.12 0.22 0.14 0.15 0.09 0.08 0.08 0.09 0.12 0.25 0.27 0.16 450 
0.20 0.59 0.33 0.51 0.55 0.18 0.17 0.47 1.22 0.46 2.47 1.58 
50 ° 0.18 0.23 0.11 0.08 0.16 0.09 0.08 0.11 0.14 0.20 0.16 0.19 
55 ° 0.38 0.38 0.23 0.21 0.29 0.17 0.15 0.14 0.31 0.51 0.38 0.26 
60 ° 0.13 0.17 0.13 0.20 0.16 0.08 0.14 0.16 0.23 0.24 0.13 0.09 
65 ° 0.42 0.41 0.21 0.22 0.28 0.11 0.34 0.65 1.69 0.47 1.30 0.53 
70 ° 0.20 0.23 0.15 0.16 0.31 0.19 0.25 0.30 1.14 0.53 0.90 0.78 750 
0.24 0.38 0.20 0.19 0.42 0.16 0.24 0.28 0.55 0.45 0.20 0.38 
80 ° 0.21 0.35 0.17 0.13 0.26 0.17 0.25 0.22 0.29 0.34 0.38 0.48. 
85 ° 0.13 0.23 0.08 0.08 0.16 0.15 0.14 0.16 0.31 0.30 0.22 0.38 
90 ° 1.59 2.33 5.56 4.94 3.89 2.42 1.85 4.31 10.40 7.41 3.63 2.86 
95 ° 0.09 0.30 0.06 0.10 0.20 0.14 0.18 0.22 0.37 0.47 0.32 0.36 
100 ° 0.19 0.29 0.11 0.18 0.56 0.73 0.36 0.46 1.23 1.25 0.47 0.35 
105 ° 0.10 0.33 0.12 0.20 0.40 0.71 0.52 058 0.56 0.62 0.29 0.43 
110 ° 0.18 0.25 0.13 0.26 1.48 0.85 0.71 0.89 0.96 1.36 1.17 0.46 
115 ° 0.38 0.56 0.39 0.21 1.56 0.73 1.46 0.23 1.12 1.35 0.99 0.43 
120 ° 0.09 0.27 0.18 0.13 0.41 0.78 0.42 0.79 0.51 0.37 0.60 0.30 
125 ° 0.18 0.40 0.12 0.18 0.65 1.08 0.82 1.28 1.16 1.52 1.53 0.66 
130 ° 0.16 0.30 0.14 0.15 0.49 0.90 0.64 0.57 0.58 0.56 0.31 0.12 
135 ° 0.32 0.44 0.22 0.28 2.05 1.43 1.10 1.64 2.03 1.93 1.74 1.53 
140 ° 0.15 0.19 0.17 0.26 0.90 1.93 1.79 0.72 0.45 0.32 0.30 0.28 
145 ° 0.30 0.62 0.19 0.24 2.83 1.71 2.31 2.10 0.76 0.65 0.69 0.37 
150 ° 0.20 0.27 0.25 0.31 1.51 1.97 3.13 2.46 0.30 0.87 0.47 0.39 
155 ° 0.96 0.68 0.86 0.37 2.12 2.99 2.42 2.79 0.76 1.66 1.06 2.25 
160 0 0.55 1.66 1.28 1.02 1.98 2.54 3.61 2.88 0.36 0.61 1.39 0.77 
165 ° 1.94 1.02 0.83 1.10 1.52 2.11 2.67 1.89 0.41 0.90 0.86 0.47 
170 ° 1.28 2.19 1.71 1.16 0.98 1.61 1.59 1.34 0.48 0.85 0.63 0.71 
175 ° 2.54 1.80 1.67 1.78 1.21 1.07 1.03 0.63 0.31 0.61 0.47 0.41 
t Approximate percentage points of the X 2-distribution on 2 x 175 degrees 
of freedom are obtained using the result: 
	
X2 2m (%) 	211/(4m - 1) + Z(%)1 2 , 
where Z is a standard Normal variable, whence x2 350 (5%) 	1.31; 
x2 (1%) 	1.38; and x2 350 (0.1%) 	1.45. 
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For the sub-sections of P1, the largest peaks in the scaled 
8-spectra (after those at 0 = 00 and 900)  occur at 0 = 50 for pisi, at 
0 = 10 ° for both P1S2 and P1S3, and at 0 = 15 0 for P1S4 (see Table 2.1). 
These directions correspond to the (almost vertical) alignment of flutes 
on the original photograph (Plate 2.1a). There are no other major peaks 
in the scaled 8-spectra for the sub-sections of P1, reflecting the fact 
that the original image contains a single strong lineation at between 5 0 
and 15 0  
For the sub-sections of P2 the peaks in the 8-spectra occur at 
0 = 145 ° for P2S1, at 0 = 155 0 for P2S2, and at 0 = 160 0 for both P2S3 
and P2S4 (see Table 2.1). Whilst the local peaks in the 8-spectra for P1 
are fairly narrow, those in P2 range from about 0 = 135 0 to 165 0 , 
indicating that the orientation of drumlins varies considerably, even 
within sub-sections of P2. There is also a secondary peak at 0 = 115 0 in 
the 8-spectrum for both P2S1 and P2S3. This peak does not appear to 
correspond to any geological lineations visible in the photograph (see 
Plate 2.1b). Comparison of the digitised images for P2S1 and P2S3 
(Figure 2.1b) with the original photograph suggests that the peak at 
0 = 115 ° corresponds to a very low frequency pattern caused by uneven 
illumination during digitisation. 
Finally, the scaled 8-spectra for P12 all show several relatively 
narrow peaks in a variety of directions (see Table 2.1). In particular, 
P12S1 has a major peak at 0 = 135 0 , and minor peaks at 0 = 65 0 and 45 0 
(in order of magnitude). The peak at 0 = 135 0 corresponds to relatively 
high frequency lineations which are visible in the digitised image (see 
Figure 2.1c). Those at 0 = 65 0 and 45 0 appear to correspond to very low 
frequency pattern caused by a combination of uneven illumination of the 
photograph during digitisation, and patches of snow near the edges of the 
image. For P12S2 the local peaks occur (in order of decreasing 
magnitude) at 0 = 135 0 , 155 ° and 125 0 . The peaks at 0 = 135 0 and 125 0 
correspond to high frequency lineations which are visible on the 
digitised image. The peak at 0 = 155 0 appears to correspond to very low 
 0 frequency lineations. For P12S3 the local peaks occur at 0 = 25 0 ,   45 
135 0 and 125 0 (again in order of magnitude). The peaks at 0 = 135 0 and 
125 ° correspond to high frequency lineations. The stronger peaks at 
0 = 25 ° and 45 0 correspond to patches of snow on the original image. 
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Finally, for P12S4 the local peaks occur at 0 = 155 0 , 25 0 ,  45 and 135 0 
(again in order of magnitude). The peaks at e = 25 0 and 45 0 are again 
due to low frequency patterns caused by patchy snow cover. Those at 
0 = 155 ° and 135 0 ap pear to correspond to visible lineations. Very low 
frequency lineations are associated with the peak at 0 = 155 ° ; high 
frequency lineations are associated with the peak at 0 = 135 0 . 
The analysis of 8-spectra shows that, in spite of problems caused by 
camera noise, digital spectral analysis is a powerful technique for 
detecting the orientation of geological lineations. It is vulnerable to 
the presence of spurious directional features caused, for example, by 
patchy snow cover or by uneven illumination during digitisation. These 
problems generally inflate low frequency components of the periodogram. 
They can probably be overcome by using methods for removing low frequency 
variation. Such methods include the use of medium-high pass digital 
filters (see Section 2.3.2) . Alternatively, one could adapt the 
8-spectrum to be calculated using only those elements of the periodogram 
for which the frequency magnitude exceeds a certain threshold r > 5, say. 
(This choice of threshold would eliminate most of the problems due to 
patchy snow and the low frequency components of camera noise.) 
The detection of major lineations within each photograph is very 
successful. In practice, one would need to automate the process of 
lineation detection in order to examine lineations on a continent-wide 
scale. Further work is required to develop such a system. For example, 
one will need to know how to extract 'significant' lineations. 
Statistical tests based on the X 2_  distributionof ordinates of the scaled 
8-spectrum provide a useful measure of the relative strength of 
lineations. However, one would need to decide exactly how many 
directional components to extract from each image, and how to distinguish 
between true geological lineations and directional features resulting 
from camera noise, snow cover, etc. 
The lineations in P1, P2 and P12 are also investigated by 
Humberstone (1988) using an optical system for spectral analysis. The 
results obtained from digital analysis using Renshaw & Ford's 8-spectrum 
will now be compared with those obtained using the optical system. This 
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comparison forms part of a collaborative project between the Departments 
of Statistics, Geology and Physics at the University of Edinburgh. 
2.5.2 8-spectra from optical analysis 
The optical system for spectral analysis uses a helium neon-laser as 
a source of coherent light to illuminate a 35 mm transparency of a 
photographic image. The Fourier Transform (FT) of the transparency is 
produced by a FT lens placed behind the illuminated transparency. A 
relatively crude measure of the power associated with directional 
components in the spectrum is obtained by using a 0.5 mm piece of wire to 
block out specific directional components in the FT plane. The intensity 
drop in the reformed image, after blocking out effects at an angle 0, is 
measured using a photo-diode. The intensity drop indicates the power in 
the spectrum corresponding to the angle 0. Rotation of the wire through 
360 ° in 600 steps using a stepping motor provides an automatic method of 
estimating power at different frequency angles. The intensity drop 
associated with each angle 0 is used to produce a rose diagram as an 
optical analogue of Renshaw & Ford's 8-spectrum. Humberstone (1988) uses 
a seven-point median filter to smooth the intensity drop produced by 
rotating the wire. The optical 8-spectra are normalised by dividing all 
the values by the largest value in the spectrum. Note that this is a 
different form of normalisation to that used to obtain the normalised 
periodograrn in Section 2.4. The normalisation of optical 8-spectra 
causes some difficulties in determining the precise strength of 
orientations, but the rose diagrams provide a useful visual summary of 
the orientations of major lineations in each image. The rose diagrams 
also allow comparison of the relative strength of different orientations 
within and between images. 
The rose diagrams showing optical 8-spectra for the sub-sections Si, 
S2, S3 and 54 of P1, P2 and P12 are shown in Figures 2.4a, b and c, 
respectively (these figures are reproduced from Humberstone, 1988) . In 
addition to the rose diagrams for each sub-section of each photograph 





















Figure 2.4: e-spectra from optical analysis of geological images 
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digital technique), Humberstone also produces rose diagrams from analysis 
of transparencies of each entire photograph. These appear in the centre 
of Figures 2.4a, b and c. The rose diagrams are designed to be overlaid 
on the original photographs using transparent film. The 8-spectra are, 
therefore, presented so that directional components are aligned with the 
lineations they represent in the image (whereas, in the periodogram, 
directional components appear perpendicular to the features they 
represent in the photographs). The central circle of Humberstone's rose 
diagrams is left blank because if rays representing intensity drop were 
to start from the centre of each circle then the lines would merge. The 
plots would then be very difficult to read. The origin of each ray is, 
therefore, on the circumference of the circle of radius 1 cm, so that the 
plots give extra visual weight to small intensity drops. In fact, to 
present all the values in the optical 8-spectrum as rays originating from 
the centres of the circles a logarithmic scale would be needed, as the 
range of values is so large. The rose diagrams nevertheless provide a 
useful visual summary of the orientations of geological lineations 
detected in the images. The rose diagrams are not exactly symmetric. 
Differences between the intensity drop associated with an angle 0 and 
that associated with (0 + 1800) are due to sampling fluctuations inherent 
in the present optical system (the technique is still being developed). 
The worst problems are encountered with P12S4, where the rose diagram 
shows substantial noise for 240 0 _.~ 0 :5. 310 0 (see Figure 2.4c). This 
noise is caused by problems with the stepping motor. 
The location of the overall peak in each rose diagram represents the 
orientation of lineations detected using optical analysis. For P1 
(Figure 2.4a) the peaks occur at approximately 0 = 5 0 for P1S1, P1S3 and 
P1S4, and at 0 = 0 0 for P1S2. For P2 (Figure 2.4b) the peaks occur at 
about 0 = 145 0 for P251, P253 and P2S4, and at about 0 = 140 0 for P2S2. 
In the case of P12 (Figure 2.40 the peaks occur near 0 = 120 0 for P1251, 
O = 145 ° for both P12S2 and P12S3, and at about 0 = 150 0 for P12S4. The 
location of the overall maximum provides a fairly accurate indication of 
the major orientation of geological lineations. There is only one wide 
peak in each rose diagram so that no minor lineations are detected. 
The optical system does not suffer from problems of noise caused by 
the digitisation camera. Moreover, the piece of wire effectively blocks 
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out all low frequency components at the centre of the FT plane (including 
some caused by the frame holding the transparency). In comparison with 
the digital technique, the optical system is, therefore, less sensitive 
to very low frequency patterns, such as those caused by patchy snow 
cover. However, it is not possible to obtain formal tests of 
significance for lineations using the optical system. 
Renshaw & Ford (1983) define 
Ordinates for 1800 _5 0 < 360 0 are 
relation f 8 (0 + 180
0
) = f(0) 
(00 
results of digital and optical an 
the 8-spectrum for 00  -,, 0 ( 180 0 . 
obtained by symmetry, using the 
~ 0 < 180 0 ). In order to compare the 
lyses, the digital 8-spectra for P1, P2 
and P12 are extended in this way. The 8-spectra are also normalised in 
accordance with the optical technique. Rose diagrams for the digital 
normalised 8-spectra are shown in Figures 2.5a, b and c for P1, P2 and 
P12, respectively. 
The geological lineations detected by the digital and optical 
techniques are very similar. For P1, both types of 8-spectra have peaks 
near 0 = 5 0 . This direction corresponds to the alignment of flutes in 
the original photograph. All the 8-spectra for P2 have peaks near 
0 = 145 ° , corresponding to the lineations formed by the alignment of 
drumlins. Finally, the 8-spectra for P12 have peaks near 0 = 135° . This 
direction corresponds to the orientation of the strongest lineations in 
P12. The digital analysis is vulnerable to spurious low frequency 
components, such as those caused by patchy snow cover. Even so, digital 
analysis is generally more powerful than the optical technique, since it 
can provide more precise information about the orientation of directional 
features in the spectrum. In addition, it is possible to develop formal 
statistical tests for specific directions using digital 8-spectra. If 
low frequency components are filtered out, as suggested above, then the 
digital technique should be able to detect orientations of minor sets of 
lineations. The optical system is currently able to detect only the 
strongest (most recent) lineations. This may not be a problem in the 
present application, since the geologists wish to identify lineations 
corresponding to the most recent period of glaciation, in order to 
construct maps of ice-movement. At present there is no way of getting 
information about scales of pattern from the optical system. However, we 
can investigate such features as part of digital spectral analysis by 
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Figure 2.5: 8-spectra from digital analysis of geological images 
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using Renshaw & Ford's scaled R-spectrum. The wavelength of lineations 
is of interest in its own right. In addition, geologists need to 
determine the frequency of lineations in order to estimate the speed of 
ice-movement (see Section 2.2). We investigate the frequency of the 
lineations detected in P1, P2 and P12 in the next section. 
2.6 Detection of lineation frequency using scaled R-spectra 
2.6.1 Modification of Renshaw and Ford's R-spectrum 
Renshaw & Ford (1983 and 1984) describe a one-dimensional form of 
the periodogram, namely the R-spectrum, for investigating scales of 
pattern. The R-spectrum is obtained by averaging values in the 
two-dimensional periodogram for ordinates with similar frequency 
magnitude, r = )/(p 2  + q 2 ), over all frequency angles, 0 = tan (p/q). 
The ordinates of the R-spectrum are scaled to have expected value unity 
under the null hypothesis of spatial randomness. This is achieved by 
dividing by cr2,  where 	is the estimated variance of pixel values (see 
Section 1.2.6). Renshaw & Ford's scaled R-spectrum, {fR(r)/aX2} 
(r = 1, 2, 3, ... ), incorporates all periodogram elements. We define a 
modified form of the R-spectrum, based only on those elements which 
contribute to a peak of major geological significance in the 0-spectrum. 
The modified R-spectrum is then used to determine the frequency of 
geological lineations in the aerial photographs. 
Let 0 denote the frequency angle corresponding to the orientation 
of major geological lineations detected in the 0-spectrum. Then the 
modified R-spectrum is calculated using Renshaw & Ford's method (see 
Section 1.2.6), except that all periodogram elements, tfxx(wpiwq)}  for 
which 0 > (0 + 5 0 ) or 0 < (0 - 5 ° ) are excluded. The modified 
R-spectrum measures the relative power associated with different scales 
of pattern within a sector of the periodogram for which 
00 
- 5 ° :5 0 _,~ e + 5 0 . The reason for choosing intervals of 10 ° is 
explained later in this section. The ordinates of the modified 
R-spectrum are scaled to have expected value unity under the null 
hypothesis of spatial randomness. This is achieved by dividing by 
as for Renshaw & Ford's scaled R-spectrum (see Section 1.2.6). 
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Table 2.2 shows the choice of e for each sub-section of P1, P2 and 
P12. For every sub-section except P12S3, the chosen frequency angle, 0, 
indicates the location of the overall maximum in the 8-spectrum, after 
discarding the peaks at 6 = 00 and 90 0 which are contaminated by camera 
noise. For P12S3 the two largest peaks in the 8-spectrum occur at 
O = 25 ° and 45 0 . Both of these correspond to low frequency patterns 
which are formed by patchy snow cover in the images. The third largest 
peak, at 0 = 135 0 is, therefore, used for P12S3. For the sub-sections of 
P2 and P12 the modified R-spectra are based on ordinates which lie close 
to the diagonal of the periodogram for which p = -q. This part of the 
periodogram is assumed to be relatively free from problems caused by 
camera noise. However, for P1 the lineations are aligned almost 
vertically, so that they coincide with the major components of camera 
noise. The situation is worst for P1S1, where the peak in the 8-spectrum 
occurs at 0 = 5 0 . The modified R-spectrum for P1S1 will, therefore, 
include features associated with camera noise. Quantitative assessment 
of the power associated with different scales of pattern is, therefore, 
only possible for P2 and P12. 
The range of scales of pattern represented in the periodogram varies 
with frequency angle. For example, in a 65 x 128 periodogram the full 
range of frequency magnitudes is r = 1, 2, . .., 91. However, the choice 
of 00  determines which scales are present in the modified R-spectrum. 
Table 2.2 shows the minimum and maximum values of r in the modified 
R-spectra for the geological images. The absence of low frequency 
components is most severe for the choice of 0 = 135 ° in P12S1, P12S2 and 
P1253. Here, the smallest available scale of pattern is r = 8. In 
contrast, the absence of high frequency components is most severe for 
P1S1, where the choice of 00 = 5 ° restricts the maximum value scale of 
pattern to r = 64. If 0 represents the orientation of geological 
lineations detected in the 8-spectrum, then the modified R-spectrum based 
on 00 
 must contain the frequency magnitudes corresponding to the scale of 
lineations. However, the range of values of r in the modified R-spectrum 
will restrict further investigation of scales of pattern in the land 
surface. The choice of sectors of (00 ± 5 0) for the modified R-spectrum 
provides a reasonably large range of scales of pattern. It also ensures 
that several observations contribute to the ordinates at extremes of the 
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Table 2.2: Modified R-spectra for geological images 
Image Sub- 6 0 r nun r max Wavenumbers corresponding to section major scales of pattern 
P1 Si 5 ° 1 64 1, 6, 10, 14, 22, 25, 27, 31, 36 
S2 100 5 65 6, 8, 11, 13, 15, 18, 21, 23, 27, 	29 
S3 10 ° 5 65 6, 8, 12, 14, 16, 18, 21, 27, 30 
S4 15 ° 4 67 4, 8, 10, 12, 21, 27, 29 
P2 Si 145 ° 4 84 4, 7, 10, 12, 14, 19, 21 
S2 155 ° 5 74 5, 9, 12, 14, 16, 19, 23, 25, 35 
S3 160 ° 5 71 7, 9, 11, 13, 16, 21, 24, 28, 32 
S4 160 ° 5 71 7, 11, 14, 16, 19, 24, 30, 32, 35 
P12 Si 135 ° 8 91 9, 14, 17, 22 
S2 135 ° 8 91 9, 12, 14, 17, 21, 23, 25, 27, 29 
S3 135 ° 8 91 8, 11, 15, 17, 22, 26 
S4 155 ° 5 74 6, 9, 13, 15, 17, 21 
t The smallest and largest wavenumbers in the modified R-spectrum based on 
the frequency angle 0 0 	 nun 	max are denoted by r and r 	, respectively. 
1 The modified R-spectrum for P1S1 is contaminated by camera noise: the 
peak at r = 36 is definitely caused by camera noise. 
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modified R-spectrum. The modified R-spectra for the geological images 
are described below. 
2.6.2 Modified R-spectra for geological images 
The modified R-spectra for P1, P2 and P12 are shown in Figures 2.6a, 
b and c, respectively. These figures show the natural logarithm of the 
scaled R-spectrum versus the natural logarithm of the associated 
wavenumber, r. The log-log plots of modified R-spectra for P1, P2 and 
P12 appear to be roughly linear, at least for wavenumbers r a 15. There 
are very many local peaks superimposed on the general linear shape. The 
linear component appears to relate to the structure of the land surface 
beneath the lineations. Peaks superimposed on the line indicate the 
frequency of geological lineations, which are formed on the existing land 
surface during periods of glaciation. An ordinate of the scaled 
R-spectrum which is based on the average °'r 
 periodogram values is 
proportional to a X2- random variable, with 2n   degrees of freedom (see 
Section 1.2.6). Nominal significance levels for ordinates of the 
modified R-spectrum can be obtained by using this result. In the absence 
of spatial structure the expected value of each ordinate is unity; the 
log of the expected value is, therefore, zero. For all the digitised 
images the log-log plots of the modified R-spectra lie far above the zero 
line for wavenumbers r 	20. Local peaks corresponding to lineations 
are, therefore, indistinguishable from sampling fluctuations in the 
general linear shape of the log-log plots. We can only use visual 
assessment to identify those peaks which correspond to geological 
lineations. Fortunately, we can use the variation between sub-sections 
of the same photograph to indicate how likely it is that particular peaks 
correspond to lineations. Peaks which are common to several sub-sections 
of the same photograph provide strong evidence to suggest that lineations 
exist at the corresponding frequencies. Peaks which occur in only one 
sub-section are more likely to be caused by sampling fluctuations. 
The locations of local peaks in the modified R-spectra for P1, P2 
and P12 are shown in Table 2.2. The table shows that there are cases 
where the same scale of pattern is detected in three out of the four 
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L 
evidence for flutes in P1 at frequencies corresponding to r = 6, 8, 21 
and 27. Similarly, the frequencies of lineations formed by drumlins in 
P2 are r = 7, 16 and 19. Finally, for P12 there is strong evidence for 
lineations at frequencies corresponding to r = 9 and 17. 
Comparison of these results with the original photographs and the 
digitised images (in Plates 2.1a, b and c and Figures 2.1a, b and c) 
shows that spectral analysis detects the patterns of lineations which 
appear strongest to the naked eye. These correspond to approximately 6 
lineations formed by flutes per quarter of P1, 7 lineations formed by 
drumlins per quarter of P2 and 17 lineations per quarter of P12. 
Moreover, spectral analysis detects lineations at frequencies which are 
not immediately apparent in the original photographs, such as higher 
frequencies in P1 (r = 21 and 27) and P2 (r = 19) and the lower frequency 
in P12 (r = 9). These results show that spectral analysis is very 
powerful for detecting the orientation and frequency of lineations, even 
in the presence of camera noise. 
2.6.3 Interpretation of power-law spectra 
We have shown that the log-log plots of modified R-spectra are 
roughly linear, at least for r ;-> 15. Linearity on a log-log scale, that 
is, lo{f1 (wfl = a + Plog{w} (a > 0; P < 0), corresponds to a 
spectrum of the form f(w) = aIwI. This is termed a power-law spectrum 
(see for example, Feder, 1988, Chapter 13). There may be some 
restriction on the range of frequencies for which the power-law applies. 
Power-law spectra are important because they indicate that spatial 
structure exhibits self-similarity. Patterns which display 
self-similarity are called fractals. 
One well-known (one-dimensional) process which gives rise to a 
power-law spectrum is the Wiener process, which is used to model Brownian 
motion of particles. Priestley (1981, Chapter 3) defines the Wiener 
process, W(t) (t ;-> 0), as a process which satisfies the following 
conditions: W(0) = 0; E[W(t)] = 0, V t > 0; W(t) follows a Normal 
distribution with mean zero and variance tcr2  (that is, the variance 
increases with t at a constant rate, a2);  and W(t) has stationary 
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independent increments. For small frequencies, the spectrum for this 
process is proportional to w- 
2,  representing a power-law spectrum with 
slope g = -2 (see, for example, Renshaw, 1990). 
Spectra for physical systems often show regularities, such as 
power-law regions with slopes which can usually be related to physical 
properties of the systems concerned. For example, ocean wave spectra 
exhibit power-law regions with slopes in the range -6 < 0 ( -4. This 
ensures equilibrium between loss of energy due to waves breaking and 
energy gained from the wind (Phillips, 1958). 
In general, the slope of the power-law spectrum is related to the 
smoothness of the surface. The larger the magnitude of P, the smaller 
the relative contribution of high frequencies, and the smoother the 
resulting surface. Mandeibrot (1975) simulates fractal landscapes for 
which one-dimensional cross-sections represent Brownian motion. However, 
the corresponding peaks and valleys appear too spiky for the Earth's 
surface. This suggests that a slope 	< -2 is necessary in order to 
produce a surface which has a visible structure similar to that of the 
Earth. 
All the log-log plots of modified R-spectra for the geological 
images have estimated slopes in the range -5 	-4, except for P1S1. 
Here, the estimated slope lies in the range -4 _S -3. The modified 
R-spectrum for P1S1 is based on 0 = 50• It contains components for 
e = 0 ° , which are known to be contaminated by camera noise. The modified 
R-spectra for the other sub-sections of P1 (that is, P1S2, P1S3 and P1S4) 
are based on e0 = 10 ° or 15 0 . The slopes of the modified R-spectra for 
these sub-sections are very similar to those for sub-sections of P2 and 
P12. This suggests that the effects of camera noise are confined to the 
row of the periodogram for which p = 0, and to the column of the 
periodogram for which q = 0. This provides some support for the 
assumption that camera noise is additive. Under this assumption, the 
slope of the modified R-spectrum for 00 * 0 ° (nor 90 0 , nor 180 0 ) reflects 
the true distribution of power in the spectrum for photographic intensity 
alone. The estimated slopes for the power-law region of the modified 
R-spectra are consistent with the requirement for a slope 	' -2 in order 
to represent a smooth surface such as that of the Earth. However, the 
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interpretation of the estimated slope, -5 ~ 	:~ -4, in terms of the 
underlying geological processes requires further investigation. 
2.7 Discussion 
2.7.1 Formal tests for detection of lineation frequency and orientation 
The results obtained in this analysis suggest that the spectra for 
the geological images P1, P2 and P12 have a common structure, consisting 
of two distinct types of components. First, an underlying spectrum 
containing a power-law region for r a 15, with estimated slope -5 :!; 	-s -4. 
This part of the spectrum relates to the structure of the surface beneath 
the lineations. Lineations created during periods of glaciation give 
rise to the second type of component. The lineations take the form of 
stable stochastic waves. The corresponding spectral features appear as 
local peaks superimposed on the underlying power-law spectrum. The 
location of these local peaks indicates the frequency of lineations in 
the image. 
The orientations of major lineations are detected informally by 
identifying the peaks in Renshaw & Ford's scaled 8-spectra. Statistical 
tests for the significance of such peaks may be made via the 
2 distributjon of ordinates of scaled 8-spectra. Such tests can be made 
even in the presence of spurious peaks caused by camera noise. The 
frequency of lineations is investigated through the modified R-spectrum. 
Formal tests of statistical significance for local peaks in the modified 
R-spectrum may be obtained using the X 2-distribution of ordinates of 
scaled R-spectra. However, in this context, it is not possible to 
distinguish between the underlying power-law spectrum and local peaks due 
to geological lineations using such tests. 
One possibility for formal testing is to treat the stable stochastic 
waves formed by the lineations as deterministic components at the 
observed frequency. A purely stochastic process gives rise to a 
continuous spectrum (see Section 1.3.3). However, a purely deterministic 
process gives rise to a spectrum which consists of a series of spikes at 
the frequencies present in the deterministic process (see Section 1.3.3). 
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Such a spectrum is called a line spectrum. A process which incorporates 
both stochastic and deterministic components gives rise to a 'mixed' 
spectrum. This contains a continuous spectrum corresponding to the 
stochastic component; discontinuities at frequencies corresponding to 
deterministic components are superimposed on the underlying continous 
spectrum. In a sample mixed spectrum such discontinuities would appear 
as narrow spikes of large magnitude superimposed on a relatively smooth 
spectrum. This is the type of spectral structure observed in the 
modified R-spectra for the geological images. The process which gives 
rise to lineations is not deterministic. However, the power associated 
with each small range of frequencies which correspond to lineations is so 
great that the spectral features caused by the lineations are similar to 
those which would be obtained for a deterministic process. Treating the 
spectra for the geological images as mixed spectra we can then test for 
lineations at specific frequencies using a procedure suggested by 
Priestley (1964) which is described below. 
For a purely stochastic process, data elements which are far removed 
tend to be uncorrelated. The auto-correlation function (ACF), 
of a purely stochastic process, therefore, tends to zero as the row and 
column lags, j and k, become very large (see Section 1.3.3). For a 
purely deterministic cosine wave, the auto-correlation between two points 
depends only on the parts of the cycle at which the points occur, not the 
distance beteen the two points. Thus, the ACF, r2 (j,k), of a purely 
deterministic component will not decay to zero as lags increase (see 
Section 1.3.3). The ACF of the process formed by the superposition of a 
purely stochastic process and a purely deterministic process is given by 
Fxx(ik) = I'1 (j,k) + T2 (j,k). For large lags r(j,k) tends towards 
the ACF of the deterministic process. The power spectrum is 
defined as the FT of the ACF. To obtain an estimate of the spectrum for 
the deterministic component alone we can, therefore, use the FT of the 
sample ACF at large lags only. This is the basis of the technique 
suggested by Priestley (1964). Priestley describes how to choose 
appropriate limits for row and column lags before calculating the FT. 
Having obtained the periodogram for the deterministic component alone we 
can then use a test proposed by Priestley (1964) (he calls it the P(A,,i) 
test) to detect a deterministic component at a specified frequency. Any 
deterministic components detected by Priestley's P(X,p) test can be 
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filtered from the original data. The periodogram for the purely 
stochastic component is then obtained by calculating the periodogram for 
the filtered data matrix. Priestley (1981, Chapter 6) describes how to 
perform goodness-of-fit tests for the purely stochastic component. 
In the present context we could use Priestley's P(A,p) test to 
determine the frequency of geological lineations. We could then filter 
the original data matrix to remove the effect of the lineations. The 
periodogram for the filtered data matrix would then represent the 
spectrum for the stochastic process governing the spatial structure of 
the surface beneath the lineations. Interpretation of this periodogram 
may help to determine the slope of the power-law region, and the range 
of frequencies for which the power-law holds. The geologists could then 
interpret the results in terms of the underlying geological processes. 
2.7.2 Development of an automated system of lineation detection 
In designing an automated system for detection of orientation and 
scale of geological lineations one would need to eliminate spurious 
spectral peaks due to camera noise. This analysis suggests that the 
camera noise may simply be additive with respect to the photographic 
intensity. However, this assumption needs to be verified, using the 
techniques suggested in Section 2.4.2. Further investigation of the 
exact frequencies present in the camera noise is necessary. The 
consistency between digitisations also requires investigation. Digital 
filtering techniques could then be employed to remove the effects of 
noise, as suggested in Section 2.3.2. Note that this could lead to 
problems if lineations in photographs are aligned vertically or 
horizontally. Spurious spectral peaks caused by patchy snow cover or 
uneven illumination during digitisation can also be eliminated by using 
medium-high pass digital filters. 
Significance probabilities for specific directional features may be 
calculated using the methods outlined in Section 2.7.1. Attained 
significance probabilities could be used to aid automated analysis of 
geological images for large-scale mapping of lineation orientations and 
frequencies. In practice, geologists may wish to investigate only the 
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most recent periods of glaciation. In this case, only the strongest 
lineations need to be detected. In such a situation, the optical system 
has advantages over the digital technique. For example, the optical 
system is much faster that the digital method. The optical system is 
also free from problems caused by the digitisation camera. However, at 
the current stage of development, there is no method for extracting 
information about the scale of lineations using optical analysis. 
There is growing interest in development of automated methods of 
analysis of remotely sensed imagery for geological applications. For 
example, Cross & Wadge (1988) use a (non-sinusoidal) transform technique 
to locate lineaments in Landsat satellite imagery of the East African 
Rift Valley. (Lineaments are distinct from lineations in that lineaments 
are truly linear features, such as geological faults, or even flutes, 
whereas lineations are linear patterns caused by the arrangement of 
non-linear features, such as drumlins.) The limited experience with such 
techniques suggests that interaction between an automatic system and the 
user will almost certainly be required in order to distinguish features 
of geological significance. 
2.8 Chapter summary 
Two-dimensional spectral analysis is a powerful technique for 
detecting the frequency and orientation of lineations in geological 
images, even in the presence of camera noise. We have shown that the 
spectrum of the surface beneath the lineations contains a power-law 
region. Further work is required in order to interpret the slope of the 
power-law in terms of underlying geological processes. 
This study suggests that digital spectral analysis could be 
incorporated into a fully automated system of lineation detection.. Such 
a system is required in order to construct maps indicating direction of 
ice movements on a continent-wide scale. The results of digital analysis 
compare favourably with those from an optical system. At the current 
stage of development the optical system has several drawbacks. These 
include an inability to detect more than one set of lineations or to 
determine the scale of major lineations. The digital system can do both 
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of these things, and it can also be used to provide formal tests of 
significance for spectral features. 
We have demonstrated the potential of spectral analysis as a 
powerful technique for analysis of remotely sensed imagery. This theme 
is continued in the next chapter, where spectral analysis is used to 
investigate cloud texture in remotely sensed meteorological satellite 
image data. 
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3 ANALYSIS OF CLOUD TEXTURE USING REMOTELY SENSED SATELLITE METEOROLOGICAL 
IMAGE DATA 
3.1 Introduction 
Clouds are the most distinctive feature of the Earth's atmosphere as 
seen from space. They contribute to both planetary reflectivity and 
emitted terrestrial radiation, which are recorded by sensors on board 
meteorological satellites. Cloud mapping is a direct application of 
remote sensing to meteorology and climatology. Automatic cloud 
classification is needed to guide forecasters when interpreting satellite 
images, or when deriving cloud and precipitation fields for use in 
forecasting. Meteorologists have traditionally characterised cloud types 
by using fractional cloud cover and subjective verbal descriptions of 
cloud shapes, as viewed from the Earth's surface. Here, we present the 
results of a preliminary study of frequency-based texture analysis of 
different cloud types, using TIROS-N AVHRR image data acquired in 
November, 1984 over an area near the British Isles. 
The present study is extended to the analysis of several more cloud 
types, using additional satellite image data, as part of a joint research 
project involving the Departments of Statistics, Meteorology and Electrical 
Engineering at the University of Edinburgh. The results of a comparative 
assessment of Fourier spectral analysis and other techniques for cloud 
classification are described by Gu, Duncan, Renshaw, Mugglestone, Cowan & 
Grant (1989) and Gu, Duncan, Cowan, Grant, Renshaw & Nugglestone (1990). 
A brief account of their results is given in Section 3.6. 
3.2 Cloud analysis techniques 
The most widely used method for investigating satellite-recorded 
cloud field data is a technique called nephanalysis. Here meteorologists 
produce a map showing the dominant cloud types and distributions, as well 
as other information for short-term forecasting. Nephanalyses are made 
from both surface and satellite observations. In surface observations, 
three principal properties, namely cloud amount, cloud type, and cloud 
height are estimated. However, surface observers see only the sides and 
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base of clouds. Their estimates are, therefore, subjective and often 
over-estimate the amount of cloud. 
Meteorological satellites provide a synoptic view of the atmosphere 
and so improve the surface-based analyses. A visual summary of cloud 
information contained in satellite imagery is often adequate for many 
climatological and meteorological purposes. For this reason, satellite 
images are usually interpreted by human analysts in operational services, 
to produce man-made satellite nephanalyses. Observations marked on thes€ 
nephanalyses are cloud amount, cloud-top heights, cloud types, 
precipitation and weather. However, these observations are subject to 
each interpreter's experience. There have already been several studies 
to determine how to provide the first two features using automatic 
analysis of satellite image data. We will concentrate on the problem of 
identifying cloud types. 
An algorithm for automated identification of cloud types requires 
definitive mathematical descriptions of cloud types. In fact, such 
descriptions do not currently exist, even though the problem has been 
investigated by researchers in the past. Conover (1962 and 1963) 
proposed six qualitative and subjective criteria for use in manual 
interpretation of images. Conover's criteria are widely accepted by 
satellite meteorologists for assessing cloud types. Of the six 
(brightness, texture, shape, size, pattern and shadow effects) Harris & 
Barrett (1978) single out brightness and cloud texture to form the basis 
for a system for cloud type identification. (The four remaining 
properties combine to form texture and are, therefore, redundant.) 
In a satellite image the brightness, or grey level value, is 
proportional to the intensity of radiation received within some specific 
wavelength regions from the underlying atmosphere and surfaces. 
Meteorological satellites primarily sense in the visible and infra-red 
wavelength regions. In the visible region the brightness values depend 
on illumination, scene geometry (that is, incident, viewing, and related 
angles) and cloud reflectivity. Cloud reflectivity is, in turn, related 
to thickness, droplet size distribution and liquid water content of 
clouds, and to solar elevation and the characteristics of the clouds' 
upper surface. It varies directly with the thickness and liquid content 
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and inversely with the droplet size. In the infra-red region the 
brightness measure refers to the intensity of radiation emitted by clouds 
and surfaces, and is termed brightness temperature in order to 
distinguish it from the brightness measure in the visible region. 
After brightness, cloud texture appears to be the most attractive of 
Conover's criteria. Textural analysis has been widely accepted in 
applying remote sensing to other scientific disciplines, for example, in 
geology and geography. Cloud texture is, essentially, a product of the 
individual shape, size, pattern, shadow and brightness criteria. Broadly 
speaking, fine textures tend to be characterised by high frequency 
components in the Fourier spectrum. Coarse textures are rich in low 
frequency components. In this study we use two-dimensional Fourier 
spectral analysis to investigate the texture of samples of image data for 
different cloud types. Satellite images reveal that cloud fields are 
largely stochastic. Characteristic structural elements may be present 
within a cloud field but their arrangement is not deterministic. It is 
believed that most of the patterns in cloud fields may be described by a 
set of spatial statistics extracted from a large-scale ensemble of 
picture properties (Gu, 1988). 
The use of textural features for cloud classification dates back to 
the 1960's, when feature extraction techniques were applied to the 
visible pictures obtained from the TIROS and NIMBUS satellites. There 
are several digital transform techniques, for example, Fourier, 
Walsh-Hadamard (see Chapter 8) and Slant (see, for example, Ahmed & Rao, 
1975, Chapter 7), which can be applied to cloud texture measurement. 
However, little difference has been found between these three transform 
techniques when they are applied to textural classification (Kirvida, 
1976). Thus, in most cases the Fourier transform is commonly applied to 
data in order to estimate the Fourier spectral density function,and 
thereby reveal data features or patterns. In meteorology, application of 
two-dimensional Fourier spectral analysis to quantify satellite cloud 
images (and to examine vertical motion in cellular convective clouds) was 
pioneered by Leese & Epstein (1963). They show that the technique can 
not only separate the periodic features from background noise, but it can 
also reveal obscured patterns. This provides the motivation for using 
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two-dimensional Fourier spectral analysis to differentiate between 
different cloud types. 
3.3 Satellite imagery for the study 
Since the launch of TIROS-1 in 1960, over 30 weather satellites have 
been placed in orbit. The current fully operational satellites in the 
TIROS-N series are known as NOAA, after the National Oceanographic and 
Atmospheric Administration. At present, two polar orbiting, 
sun-synchronous satellites operate concurrently at a height of 850 km, so 
that the Earth is completely covered four times each day. Satellite 
image data provides radiance measurements which depend on relectivity and 
emissivity of objects, such as clouds, measured over specific wavelength 
intervals. One sensor on board the NOAA satellites is the Advanced Very 
High Resolution Radiometer (AVHRR), with five spectral channels and 1.1 
km resolution. The term 'spectral channel' relates to the wavelength of 
light received by the sensors on board the satellite. To avoid 
ambiguity, we use the term 'Fourier spectral analysis' throughout this 
chapter when referring to frequency-based analysis of spatial structure. 
The AVHRR data used in this study was provided by the satellite 
data-receiving station at Dundee, via the Department of Meteorology at 
the University of Edinburgh. The data is recorded on computer compatible 
tapes in binary form; each scanline comprises 2048 image pixels, 
represented as 10-bit digital radiance counts, with values from 0 to 
1023. Calibration coefficients are also included in each scanline. 
Parts of 2048 x 2048 AVHRR images for two spectral channels are .used 
here. Plate 3.1 shows part of a visible (channel 1) image, acquired at 
15.57 GMT on 11 November, 1984. This image covers a large area near the 
British Isles. Plate 3.2 shows the corresponding infra-red (channel 4) 
image for the same date and time. Channel 1 corresponds to wavelengths 
in the (visible) range, 0.58 - 0.68 pm, and is primarily used for weather 
forecasting, cloud delineation, and snow and ice monitoring. Channel 4 
(infra-red) represents wavelengths in the range 10.30 - 11.30 pm, and is 
used mainly for measurements of sea surface temperatures, day and night 
clouds and soil moisture. 
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Plate 3.1: 	rt CL aii AVHRR isibl'channel I) iaag 	r 15.57 GiT oi 









Key to sample areas (each 32 x 128 pixels) : (St) stratiform; 
(Ci) cirrus; (Cu 1) cumulus 1; (Cu 2) cumulus 2. 
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Plate 3.2: Part of an AVHRR infra-red (channel 4) image for 15.57 GMT on 
r 	 near the Britiqh Isles 
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Key to sample area (32 x 128 pixels): (Cu 2) cumulus 2. 
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Clouds may be classified into stratiform (or sheet) clouds and 
cumuliforn (or heap) clouds. The images in Plates 3.1 and 3.2 show a 
large band of stratiform clouds over England and the east of Ireland, 
extending south-west into the Atlantic Ocean. Another area of stratiform 
clouds lies to the west of Ireland, over the Atlantic Ocean, with an area 
of cumuliform clouds immediately to the south of it (the cumuliform 
clouds appear as a dappled region). 
Cirrus, stratus and cumulus may be described as the three primary 
types of cloud. Cirrus (Ci) clouds are detached clouds in the upper 
atmosphere, which take the form of white delicate filaments, or mostly 
white patches, or narrow bands. These clouds have a fibrous (hair-like) 
appearance or a silky sheen, or both. They appear whiter than any other 
cloud in the same part of the sky. The height of the cloud base is 
generally between 6 and 12 km. Cirrus clouds are usually composed of ice 
crystals which give haloes around the sun or moon. 
Stratus (St) is a cloud form of the lower layer of the atmosphere, 
generally grey with a fairly uniform base, rather like elevated fog. 
Stratus cloud may give rise to drizzle, snow or snow grains. The height 
of the cloud-base varies from surface level to about 600 in. 
Cumulus (Cu) is also a cloud form of the lower atmosphere, with 
detached clouds. These are generally dense and have sharp outlines. 
They develop vertically in the form of rising mounds, domes or towers. 
The sunlit parts of these clouds are mostly brilliant white; their base 
is relatively dark and nearly horizontal, at a height of 300 to 1500 in. 
For further descriptions of cloud types see, for example, London 
Meteorological Office (1982) 
Cloud samples of the three primary types were identified by visual 
inspection of the satellite images shown in Plates 3.1 and 3.2 (using 
images at a greater resolution). Data were then extracted from the full 
(2048 x 2048) images by using AVHRR data pre-processing programs of the 
British Meteorological Office. A total of four strips of 32 x 128 pixels 
were extracted from the visible image. These provide examples of 
relatively homogeneous areas of stratiform (stratus and cirrus) and 
cumuliforin (cumulus) clouds. A further strip of the same size was 
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extracted from the infra-red image. This strip coincides exactly with 
one of the cumulus samples extracted from the visible image. The pixel 
values for the extracted images are provided as integers in the range 0 
to 255 (that is, 8-bit radiance counts obtained by excluding the two 
least significant bits during data pre-processing). The approximate 
locations of the samples are indicated on Plates 3.1 and 3.2. Grey-level 
plots for each image are shown in Figure 3.1. Note that the grey-level 
tones in Figure 3.1 represent different pixel values for each image. The 
five cloud samples shown in Figure 3.1 are described below. 
Figure 3.1a shows the 32 x 128 visible image for a sample of low 
stratus (stratiform) cloud. The pixel values range from about 20 to 50 
and small portions of this image appear relatively uniform. However, 
there is indication of a trend (that is, non-stationarity) from 
relatively high values in the bottom left-hand corner to relatively low 
values in the top right-hand corner. This non-stationarity is less 
evident at the 32 x 32 window size. Trend can be removed from an image 
prior to Fourier spectral analysis (see Section 3.4). There is also a 
pattern of striations aligned in a direction approximately 45 0 measured 
clockwise from the horizontal axis of the image (representing waves 
travelling in a direction 135 0). These striations are probably caused by 
local air currents (see, for example, Longman, 1986). The frequency of 
the striations appears to vary across the entire 32 x 128 image. 
However, the frequency is difficult to determine precisely by visual 
inspection alone. Two-dimensional Fourier spectral analysis would appear 
to be ideal for investigating periodicities present in the image. 
Figure 3.1b shows the 32 x 128 visible image for a sample of cirrus 
cloud (also stratiform). In this case, the pixel values lie in the 
relatively restricted range 21 to 33. There are also very clear 
striations in this image. The striations are inclined at an angle of 
approximately 70 0 measured clockwise from the horizontal axis. They 
occur at a larger scale of pattern than the striations in the stratus 
image. Striations, which are caused by local air currents, are 
characteristic of fibrous cirrus clouds (see Longman, 1986). There are 
approximately seven repeats of the directional effects across the entire 
image, corresponding to a wavelength of about 128/7 	18 pixels, or 
almost 20 km. 
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Figure 3.1: Grey-level plots for cloud samples 
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Figure 3.1c shows the 32 x 128 visible image for a sample of cumulus 
cloud. Here, the pixel values range from 20 to 75. This image has a 
very different appearance from those for the stratiform samples (Figures 
3.1a and b). In this case, there are no striations visible, but clumps 
of up to approximately 25 pixels of similar grey-level values are seen to 
be present. Dark clumps and white clumps in the image are separated by 
clumps of intermediate tones of grey. This pattern corresponds to the 
characteristic heaped structure of cumuliform clouds, and is present at a 
scale of approximately /25 x 1.1 km 	6 km. 
Figure 3.1d shows the 32 x 128 visible image for a second sample of 
cumulus cloud. The pixel values lie in the range 11 to 75, similar to 
those for the first sample of cumulus. Again, there are clumps of 
similar valued pixels in the image--this time on a much larger scale. 
These clumps appear to contain up to approximately 150 pixels, 
corresponding to a scale of pattern of about /150 x 1.1 km 	40 km. 
Figure 3.le shows the 32 x 128 Infra-red image corresponding to the 
second sample of cumulus cloud from the visible channel (see Figure 
3.1d). The pixel values range from 108 to 201 in this waveband, and the 
clumps and heaps of the cloud structure are quite clear in this version 
of the image. 
There are marked differences between the images for samples of 
stratiforin cloud and those for samples of cumuliform cloud. The 
stratiforin clouds tend to have low brightness values (that is, low mean 
grey-level values) and a striated texture. The cumuliform clouds tend to 
have higher brightness values and a clumpy texture. Within each group, 
the different samples contain similar patterns but at different scales. 
For example, the stratus image (Figure 3.1a) shows small-scale 
striations, whereas the cirrus sample (Figure 3.1b) shows large-scale 
striations. Similarly, the first cumulus sample (Figure 3.1c) shows 
small-scale dumpiness, whereas, the second cumulus sample (Figure 3.1d) 
shows dumpiness on a much larger scale. A decision matrix for manual 
cloud type identification of meteorological satellite visible channel 
imagery using brightness and texture picture characteristics is presented 
by Harris (1977, Figure 1). In particular, cirrus cloud corresponds to 
dark grey/grey brightness values, combined with striated texture. 
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Stratus cloud corresponds to grey brightness values combined with uniform 
but granular texture, or white brightness values combined with striated 
texture. Cumulus cloud corresponds to grey, white or bright white pixel 
values combined with hummocky texture. These characteristics of 
brightness values and texture are very similar to those observed in the 
cloud samples chosen for this study. 
A fundamental problem associated with techniques for texture 
analysis is the appropriate scale at which textural features should be 
measured. The scale is affected by two factors: the level of resolution 
of the observations, and the sample window size. AVHRR satellite image 
data of 1.1 km resolution are adequate for demonstrating the feasibility 
of digital (for example, Fourier) spectral analysis techniques, and for 
estimating the performance of an automatic classifier for cloud types 
(Bunting & Fournier, 1980). When textural features are calculated on a 
small grid of image data they are often not reliable, but if a larger 
grid is used it can become difficult to determine regions that can be 
considered uniformly textured. For analysis in the spatial domain, 
Muerle (1970) suggests that a range of between 2 x 2 and 8 x 8 grid sizes 
will suit most purposes, although windows of up to 32 x 32 have been 
used. One reason for choosing a maximum window size of 32 x 32 pixels is 
the computational time required for spatial domain methods. However, 
with Fourier spectral analysis it is possible to use the Fast Fourier 
Transform (FFT) to reduce computational time. In this study we, 
therefore, divide each 32 x 128 image into four 32 x 32 blocks--the 
divisions are shown on Figures 3.1a to e. The four 32 x 32 blocks within 
each image are referred to as sub-samples 1, 2, 3 and 4. Analysis of 
these sub-samples provides an opportunity to examine variations in 
Fourier spectral features within cloud types, as well as between cloud 
types. Comparison with spatial domain methods is also feasible for 
sample windows of this size. 
Having discussed the form of the sample data, we now investigate 
Fourier spectral properties for each cloud type. 
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3.4 Sample Fourier spectra for visible data 
3.4.1 Periodograrn analysis 
For each 32 x 32 matrix of (mean-corrected) pixel values the 17 x 32 
periodograrn is calculated via the DFT using the methods described in 
Section 1.2.3. Let IX 	} (u = 0, . .., 31; V = 0, ..., 31) denote the 
mean-corrected pixel matrix. The periodogram, or sample Fourier 
spectrum, is given by 
= 	
2 
xxp''q = lF(P 1 )I 	= 
h7(P)l 2 + IB(P)I 2 
(p = 0, ..., 16; q = -16, ..., 15), where w = 2irp/32, w = 2mq/32. 
A(P 1 ) and B(P 1 ) are the real and imaginary parts of the DFT, given by 
= A(P 1 ) + iB(P) 
= (32) - 1 Z10 ~31 XuvexPI_2lri(Pu/32 + qv/32)}. V=O
The proportion of variance attributable to each frequency, referred to 




= f(WpiVq)/p= V1  
(p = 0, ..., 16; 	q = -16, ..., 15) (see Section 1.2.5). 
Figures 3.2a to d show three-dimensional histograms of the 
normalised periodograms for the sixteen 32 x 32 visible sub-samples. 
Note that the vertical scale for the three-dimensional histograms is not 
constant for each sample. However, the plots may be used to compare the 
relative distribution of power over all frequencies in the periodogram 
for the different cloud types, and within cloud types. 
The basic structure revealed in each periodogram in Figure 3.2 is 
the same for all cloud types. There is a concentration of power at low 
frequencies, followed by an steep decline in the power over the middle 
frequencies. The periodograms appear to be relatively flat at high 
frequencies, but this is a consequence of the scale needed to display the 
extremely large low frequency components. We will use log-log plots of 
scaled R-spectra to investigate the structure of the periodograms at high 
frequencies in Section 3.4.2. The similarities in the shape of the 
Fourier spectra observed here is consistent with the presence of similar 
stochastic spatial auto-correlation processes governing the structure of 
each cloud type (see Section 1.3.3). 
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Figure 3.2: Normalised periodograrns for visible images 
a) snaus 
sub-sample 















p=l 6  q=— l6 
p=16 q=l5 







P= 16 cil 5 
sub-sample 
) 
p=l 6  ql5 
sub-sample 
p=0  c =-16 
P= 16  R=- 16 
pl 6  q=- l6 
80 
p=16 q=-16 
p=16 q=- 16 
p=16 ql5 
Figure 3.2: 	(continued) 
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Figure 3.2: 	(continued) 
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There is visual evidence for the presence of stable stochastic waves 
in the grey-level images for the stratus and cirrus samples. These waves 
are characterised by high-frequency and low-frequency striations, 
respectively (see Figures 3.1a and b). However, such components are not 
immediately apparent in the periodograms for the data. This is largely 
due to the size of the images (that is, 32 x 32 pixels) for which sample 
Fourier spectra are calculated here. For example, the pattern of medium-
to low-frequency striations in the cirrus sample repeats about seven 
times across the entire 32 x 128 image. This corresponds to between one 
and two repeats in a 32 x 32 window, at which scale the waves are 
indistinguishable from trend. 
The apparently high-frequency striations in the stratus samples are 
difficult to identify in the periodograms for the corresponding 
sub-samples. Close inspection of the periodogram for sub-sample 2 of the 
stratus cloud reveals some components at approximately 0 = tan 1 (p/q) = 145 ° 
(accounting for about 10% of the total variance). Though dwarfed by the 
very large values near the origin of the periodogram, the components near 
0 = 145 ° are larger than other components at comparable scales of 
pattern. The overall impression in the 32 x 128 grey-level images for 
the stratus cloud is of high-frequency striations. However, the 
striations in sub-samples 3 and 4 occur at lower frequencies than those 
in sub-sample 2. (There is no visual evidence for striations in the 
grey-level images for sub-sample 1 of the stratus cloud.) The spectral 
components corresponding to relatively low-frequency striations in 
sub-samples 3 and 4 are hidden by the general pattern of very large low 
frequency components in the periodograms. 
The choice of a 32 x 32 pixel window is based on the recommendations 
of Nuerle (1970). Muerle suggests using a maximum window size of 32 x 32 
pixels for discrimination between cloud types on satellite imagery. 
However, the results of this analysis suggest that an even larger window 
size may be needed in order to detect some of the structure of cirrus 
clouds. 
The stratus sub-samples all show trend. This is also true of 
sub-samples for some of the other cloud types, especially for the cirrus 
image and the second cumulus image. In both these images, low frequency 
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pattern across the entire 32 x 128 image corresponds to trend, or 
non-stationarity, at the 32 x 32 pixel window size. The consequences of 
trend, and means for removing it prior to analysis, are discussed below. 
One consequence of trend in a pixel matrix is a concentration of 
power at very low frequencies, with exceptionally large values at the 
periodogram ordinates for (p = 0, q = 1), (p = 1, q = 0) and (p = 0, q 
Any non-stationarity in the data tends to dominate these ordinates of the 
periodogram, and also those for (p = 1, q = 1) and (p = 1, q = -1), which 
correspond to frequency angles, 0 = 45 0 and 135 0 respectively. Thus, the 
scaled 8-spectrum for such a periodogram will be heavily influenced by 
these components. This leads to apparent directional effects at 
0 = 00, 45 ° , 90 ° , 135 ° and 180 0 . The 8-spectrum for a non-stationary 
pattern is, therefore, difficult to interpret unless the spurious peaks 
are disregarded. One can exclude the low-frequency components listed 
above from the calculation of the 8-spectrum. However, in this 
application, there are other reasons for distortion of the 8-spectrum 
near 0 = 0 0 and 90 0 , as we shall see later in this section. 
One possibility for detrending the pixel data prior to analysis is 
to prewhiten iXu v 1.Prewhitening consists of making a linear 
transformation of raw data and estimating the Fourier spectrum of the 
transformed data. One then uses the transfer function of the 
transformation to estimate the spectrum of the raw data (the transfer 
function is the DFT of the coefficients of the transformation)--see, for 
example, Chatfield (1980, Chapter 7). For example, one could calculate 
Y 	=X 	-4 1 (X 	+X 	+X 	 ), u,v u,v u+1,v 	u-1,v 	u,v+1 	u,v-1 
(u = 0, 1, ..., 31; v = 0, 1, ..., 31) in order to counteract 
correlation between the four nearest-neighbours of x v  One of the 
problems with prewhitening is that one needs to know what form the trend 
takes before defining a suitable transformation to remove it. Here, the 
problem of trend is apparently accompanied by some problems caused by 
digitisation (see below). It is inadvisable to try toprewhiten the data 
until the effects of digitisation can be distinguished from those caused 
by trend in the pixel matrix. Another reason for not prewhitening here 
is that very large low frequency components form part of the general 
structure of the periodogram. We will investigate the structure of the 
periodogram at different scales of pattern using log-log plots of scaled 
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R-spectra. Removing specific low frequency components by detrending 
essentially results in a rescaling of the R-spectrum, which will only 
alter the intercept of the log-log plot. We can, therefore, examine the 
distribution of power between different scales of pattern without 
prewhitening. 
The periodograms for the meteorological images indicate a 
concentration of power near frequency angles 0 = 0 0 and 900,  at all 
frequency magnitudes. These features are similar to those observed in 
periodograms for geological images in Chapter 2. The reason why these 
features arise here is not known. It is possible that they are general 
characteristics of digitised images which are obtained by sampling 
continuous physical processes at discrete intervals. Digitisation seems 
to emphasise horizontal and vertical boundaries which are present in the 
true scene. For example, the grey-level image for the cirrus sample 
shows striations inclined at approximately 70 0 . However, within the 
pattern formed by striations, small groups of pixels with similar 
grey-level values tend to be arranged in rectangular blocks (see Figure 
3.1b). The corresponding effect in the periodograms shown in Figure 3.2 
is especially clear for case of the the stratus sub-samples. In this 
case, there are ripples along the horizontal and vertical axes 
(corresponding to frequency angles, 6 = 00 and 90 0 , respectively), even 
at high frequency magnitudes. These features, which appear to be 
artefacts of the digitisation technique, will inflate the ordinates for 
0 = 0
0 
 and 90 0 in the 8-spectrum. 
The data pre-processing algorithms used to extract 32 x 128 images 
from the original satellite imagery do not include any corrections for 
geometric distortions. Geometric distortions include perspective 
distortion, which arises when an image is acquired from an oblique 
viewing angle. The imagery used here is obtained from that part of the 
satellite's path which is least affected by perspective distortion. It, 
therefore, seems likely that some other form of geometric distortion is 
present. Another type of distortion is barrel distortion, which is 
caused by the limitations of optical imaging or electronic scanning 
systems. Remote sensors use detectors that convert the sensed radiance 
into a digital number. Multiple detectors are used in the sensor 
systems, and due to variations in individual detector outputs, there will 
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be different outputs for the same ground radiances. This can lead to 
striping in images. For example, Nultispectral Scanner (MSS) satellite 
imagery, which is obtained using a set of six sensors, tends to contain 
horizontal stripes because one of the six sensors produces very different 
radiance counts to the others (see, for example, Richards, 1986, Chapter 
2 or Colwell, 1983, Chapter 21). Distortion of this type may be 
responsible for striations in the geological images after digitisation. 
The same type of distortion may be present in the images for cloud 
samples. Another possibility is that each radiance count, Xu,v'recorded 
by the sensors is approximately equal to the true radiance count, Z uv 
say, plus the mean of the true radiance counts at neighbouring pixels. 
For example, we might have 
X 	=Z 	+4 1 (Z u,v u,v u+1,v 	u-1,v 	u,v+1 	u,v-1 
A purely stochastic process based on this form of spatial 
auto-correlation between neighbouring pixel values was discussed in 
Section 1.3.3, for the case when {Z u,v  I are iid as Normal random 
variables. This sort of spatial structure results in a concentration of 
spectral power at low frequency magnitudes (see Figure 1.3c), and peaks 
in the 8-spectrum at 0 = 00 and 90 ° (see Figure 1.3e), similar to that 
which is observed in the periodograms for the cloud samples. 
The problems caused by digitisation require further investigation in 
order to devise a method of counteracting distortion of the periodogram 
at 0 = 0
0  and 90 0 . It may be possible to prewhiten the data matrix using 
a transformation which will eliminate problems caused by trend and those 
caused by digitisation simultaneously. 
In the next section we use Renshaw & Ford's R- and 8-spectra to 
examine scales of pattern and directional features in the images from the 
visible channel. 
3.4.2 Analysis of scaled R- and 8-spectra 
Scaled R-spectra, {fR(r)/aX2I  (r = 1, 2, 3, ... ), and scaled 
8-spectra, tfe(0)Ix2} (0 = 0 0 , 100, 20 ° ,..., 170 ° ), are calculated using 
the method of Renshaw & Ford (1983), which was described in Section 
1.2.6; 	is the estimated variance of pixel values. Under the null 
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hypothesis of spatial randomness, an ordinate of the R-spectrum which is 
based on the average of n periodogram values follows a scaled 
X2-distribution, with 2n degrees of freedom. Similarly, an ordinate of 
the 8-spectrum which is based on the average of n6 periodogram values 
follows a scaled X2-distribution, with 21e degrees of freedom. For the 
cloud samples the null hypothesis of spatial randomness is clearly false, 
since the normalised periodograms for the sixteen sub-samples are 
certainly not flat (see Figure 3.2) . Tests based on the X2-distribution 
of ordinates from the R-spectrum are used here to identify the maximum 
frequency magnitude for which the R-spectrum is significant at the 5% 
level. This provides a useful summary of the relative power associated 
with different scales of pattern in the Fourier spectra. We can then 
compare the scales of pattern present in images for different cloud 
types. The wavenumbers, r, and angles, 0, for which ordinates of the 
scaled R- and 8-spectra exceed the upper 5% critical values in X2-tests 
for spatial randomness are shown in Table 3.1. 
For both the cirrus image and the second cumulus image the maximum 
significant frequency magnitude is approximately r = 5 or 6. This scale 
of pattern corresponds to relatively low-frequency components compared 
with the first cumulus image, for which the maxima are r = 8 or 9 in all 
sub-samples. Visual evidence from the grey-level images also leads to 
the conclusion that the cirrus sample and the second cumulus sample 
contain more low-frequency pattern than does the first cumulus sample. 
The stratus image has a mixture of low- and high-frequency components, 
with maxima of r = 4 or 5 for sub-samples 1, 3 and 4 (corresponding to 
relatively low frequencies) and r = 7 for sub-sample 2 (corresponding to 
a relatively high frequency). These results relate to the frequency of 
striations visible in sub-samples for the stratus cloud. That is, the 
striations in sub-sample 2 are stronger and more frequent than those in 
sub-samples 1, 3 and 4. 
Table 3.1 indicates the positions of major peaks in the scaled 
R-spectra for each 32 x 32 sub-sample. The images which contain 
relatively high-frequency pattern tend to reveal several separate peaks. 
For example, sub-sample 2 of stratus, for which the grey-level image 
shows high-frequency pattern, has three separate peaks, at r = 1, 4 and 
7. Similarly, sub-sample 2 of the first cumulus image, which also 
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Table 3.1: Summary of scaled R- and 0-spectra for visible sub-samples 
Cloud type Stratus Cirrus Cumulus 1 Cumulus 2 
Sample number 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 
Maximum 5 7 4 4 5 5 5 5 8 9 8 8 5 5 6 6 
significant 
wavenumber, r 
Major peaks in 1 1 1 1 2 2 2 1 1 1 1 3 1 1 1 1 
R-spectrum 4 3 3 3 5 4 5 
7 6 67 
9 
Significant 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
frequency.,, 90 90 90 90 45 135 135 90 15 15 90 15 90 90 90 90 
angles, 0 45 135 155 165 25 35 15 35 45 45 45 45 




t 'Significant' wavenumbers (r) and frequency angles (0) are those for 
which f R (r) / a 	and fe( 0) x2 exceed the upper 5% critical value using 
x2-tests for spatial randomness. 
'Significant' frequency angles are shown in order of significance, that 
is, those with smallest attained significance probabilities appear first. 
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contains high-frequency pattern, has four peaks, at r = 1, 3, 6 and 9. 
In contrast, images which show visual evidence of low-frequency pattern 
(that is, those for the cirrus sample and the second cumulus sample) have 
only one major peak in the R-spectrum, at r = 1 or 2. These results 
indicate that the scales of pattern visible in the grey-level images for 
each cloud type are detected in the scaled R-spectra. However, 
low-frequency striations are indistinguishable from trend in the data at 
the 32 x 32 window scale. The technique is, therefore, more powerful for 
images containing high-frequency striations. 
Table 3.1 also shows which ordinates of the scaled 8-spectra are 
significant at the 5% level using X2-tests for spatial randomness. The 
8-spectra are dominated by components at 0 
= 0 
 and 90 0 in nearly all 
cases. These features arise because of non-stationarity in the image and 
because of artefacts caused by digitisation. The other significant 
directions in Table 3.1 are also caused by isolated high values at 
particularly low frequencies. It is, therefore, very difficult to 
distinguish between those components in the 8-spectrum which correspond 
to striations in the image, and those due to the underlying stochastic 
processes which govern cloud structure. For example, the results for 
sub-samples 2 and 3 from the cirrus image show significant directional 
components at 0 = 155 0 and 165 0 , respectively. These components 
correspond to striations at 65 0 and 75 0 in the original image (since 
stripes at an angle 0 in the data matrix give rise to power at (0 
+ 90 0 ) 
in the periodogram). However, there are also significant components at 
0 = 00 and 135 0 . These are apparently caused by non-stationarity. 
For sub-sample 2 of the stratus cloud there is a local peak in the 
8-spectrum at 0 = 145 0 . This peak corresponds to striations at 
approximately 55 0 which are visible in the original image. However, the 
peak at 0 = 145
0  is not large enough to be statistically significant (at 
the 5% level) because of trend which is also present in the image--the 
components at 0 = 0 and 90 0 dwarf the local peak at 0 = 145 0 . In 
general, features which are visible in the grey-level images may not be 
detected in the scaled 8-spectrum because of problems caused by 
non-stationarity and artefacts of digitisation. 
Scaled R-spectra are also evaluated for the entire 32 x 128 visible 
channel images for the four cloud types. The maximum significant scale 
89 
of pattern in the stratus sample at this scale of analysis is r = 11. 
There are also separate peaks at r = 1, 3 and 8 in the R-spectrum for 
this image. The maximum significant scale of pattern for the cirrus 
sample is r = 13, with major peaks at r = 1 and 6. The peak at r = 1 
corresponds to trend in the image. The peak at r = 6 corresponds to the 
frequency of striations which are visible in the image. For the first 
cumulus sample, the maximum sigificant ordinate of the scaled R-spectrum 
is r = 17. There are separate peaks at r = 1, 4, 8, 11, 13, 15 and 17. 
For the second sample of cumulus cloud the maximum significant scale of 
pattern is r = 13, and there is just one major peak, at r = 2. It 
appears that the larger window size (32 x 128) is more effective for 
detecting differences between scales of pattern visible in the images for 
the cloud types. That is, the cirrus sample and the second cumulus 
sample contain a greater concentration of power at low frequencies than 
does the first cumulus sample. However, the very high frequency 
striations which are visible in the stratus sample are dwarfed by 
non-stationarity. This could be counteracted' by detrending prior to 
analysis. The maximum frequency magnitude for which all frequency angles 
contribute to the calculations for the scaled R-spectra is r = 16. The 
remainder of the 17 x 64 periodogram contains information for a very 
restricted range of frequency angles and may, therefore, be misleading in 
the presence of anisotropy. The same comment also applies to the scaled 
8-spectrum where nearly all the information in the periodogram is for 
angles close to 8 = 0 0 and 180 0 . These regions of the periodogram are 
known to be inflated because of problems caused by non-stationarity and 
artefacts.which are introduced during digitisation. 
3.4.3 Discrimination between cloud types using R-spectra 
The results obtained so far suggest that we can use the maximum 
significant frequency magnitude in the scaled R-spectrum to discriminate 
between those stratiform cloud types which tend to contain low-frequency 
pattern (for example, cirrus cloud) and those which tend to contain 
high-frequency pattern (for example, stratus cloud). Similarly, we can 
discriminate between the two types of cumuliform cloud examined here. 
However, we need to devise a method for discriminating between stratiform 
and cumuliform clouds. In this section we use log-log plots of scaled 
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R-spectra for the sixteen sub-samples of size 32 x 32 pixels, in order to 
investigate the distribution of Fourier spectral power between different 
scales of pattern. - 
Figure 3.3 shows the natural logarithm of the scaled R-spectrum 
versus the natural logarithm of the wavenumber, r. Renshaw & Ford (1983) 
note that the maximum unrestricted scale of pattern in the R-spectrum for 
a 32 x 32 pixel matrix is r = 1(16 2 + 16 2) = 23. However, only for 
values of r _S 16 do all frequency angles e contribute to the ordinates of 
the R-spectrum. That is, for r > 16, there are no periodogram ordinates 
for frequency angles U = 0 0 or 90 0 . We have shown that the digitisation 
process inflates the power at 0 = 00 and 90 0 . There is, therefore, a 
drop in the value of the scaled R-spectrum when r > 16, because the 
remaining ordinates do not contain any elements corresponding to 
frequency angles 0 = 0 0 or 
900•  This property is not evident in the 
periodograms for the samples (see Figure 3.2). However, in the log-log 
plots of scaled R-spectra this anomaly becomes visible. There is a drop 
in all the plots at r = 17. It is, therefore, sensible to restrict 
comparison of scaled R-spectra for different cloud types to the range 
r = 1, 2,..., 16. 
The log-log plots of scaled R-spectra for the four sub-samples of 
stratus cloud are all fairly linear for wavenumbers in the range 1 ::~ r 	16 
(see Figure 3.3a). The shape of the plots is very similar for 
sub-samples 1, 3 and 4. However, for sub-sample 2, distinct local maxima 
are visible at r = 4, 7 and 11. These peaks (which are also recorded in 
Table 3.1) are caused by (relatively) high-frequency striations which are 
visible in the original image. There is visual evidence of striations 
across the entire 32 x 128 image. However, the texture is non-uniform 
across the 32 x 128 image, and the striations are clearest in sub-sample 
2. The estimated slopes of the log-log plots of scaled R-spectra for the 
sub-samples of stratus cloud lie in the range -3 	:r. -2 (for 1 	r 	16). 
For the cirrus sub-samples the log-log plots of the scaled R-spectra 
also appear to be fairly linear, at least for wavenumbers 2 _-~ r _~; 16 (see 
Figure 3.3b). The estimated slopes for the sub-samples of cirrus cloud 
lie in the range -4 	_S -3. These slopes are steeper than those 
















Figure 3.3: Log-log plots of scaled R-spectra for visible sub-samples 
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Figure 3.3: (continued) 
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difference in slope arises because cirrus cloud contains a greater 
concentration of power at lower frequencies than does stratus cloud. 
The plots for the first cumulus image are more curved (quadratic) 
than those for the stratus and cirrus clouds, with a local maximum at 
r = 3 in all four sub-samples (see Figure 3.3c). The curvature arises 
because cumulus cloud contains a greater concentration of power in the 
medium frequency range (4 :5 r :5 19) than do stratus and cirrus clouds. 
This spectral structure apparently corresponds to the hummocky texture of 
the cumuliform clouds. 
For the second cumulus image the log-log plots of scaled R-spectra 
are also curved (see Figure 3.3d). However, these curves are not as flat 
at very low frequencies (that is, at r = 1, 2 and 3) as those for the 
first cumulus image. The shape here reveals a greater concentration of 
power at medium frequencies, which is compensated by a reduction in power 
at high frequencies whilst retaining low frequency power. Some local 
maxima are present in these log-log plots but the locations vary from 
sample to sample. The curve is not as steep as that for the first 
cumulative sample because of the reduction in power at high frequencies. 
Linearity of log-log plots of R-spectra indicates the presence of 
power-law spectra. The interpretation of power-law spectra was discussed 
in Section 2.6.3 during analysis of geological landforms. In particular, 
a power-law spectrum corresponds to a fractal surface in the spatial 
domain. Power-law spectra have been used in the literature to produce 
simulated realisations of fractal surfaces which bear a strong visual 
resemblance to clouds (see, for example, Feder, 1988, Chapter 13). 
However, the exponent, P, of the power-law spectrum which is required in 
order to obtain a cloud-like structure has not been interpreted in terms 
of physical properties of clouds. 
Power-law spectra are obtained here for the two types of stratiform 
clouds (that is, stratus and cirrus). These results suggest that 
stratiform clouds have fractal structure. The difference in slope for 
the log-log plots of the R-spectra for these two cloud types relates to 
the relative concentration of power at different scales of pattern. The 
slopes for the sub-samples of cirrus cloud are steeper than those for the 
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stratus cloud. This is because cirrus has a greater concentration of 
power at low frequencies than does stratus. 
The log-log plots of R-spectra for the two types of cumulus cloud 
appear to be quadratic rather than linear. This suggests that cumuliform 
clouds are non-fractal. The curvature of the log-log plots indicates 
that high frequency components die out more quickly in the case of 
cumuliform cloud than they do in stratiform clouds. The difference in 
texture between cumuliform and stratiform clouds appears to be 
characterised by the shape of the log-log plots of R-spectra. That is, 
the hummocky texture of cumuliform clouds apparently corresponds to 
curvature of the log-log plot. The sheet texture of stratiform clouds 
correponds to linearity of log-log plots. These results suggest that we 
can use the shape of the log-log plots of R-spectra to discriminate 
between cumuliform and stratiform cloud types. Further investigation is 
required in order to relate the differences in Fourier spectral structure 
to physical properties of the different cloud types. 
3.4.4 Discussion 
The differences between Fourier spectral structure for the four 
cloud types are quite subtle. All four cloud types appear to governed by 
relatively similar stochastic spatial processes. The Fourier spectra are 
characterised by large components at low frequencies, with a steep 
decline in power as frequency magnitude increases. Striations are 
visible in the images for the samples of stratiform cloud (that is, 
stratus and cirrus clouds). These striations are probably caused by 
local air currents. Striations may be modelled by stable stochastic 
waves, which are superimposed on the underlying purely stochastic 
processes which appear to govern cloud structure. In analyses based on 
data matrices of size 32 x 32 pixels the striations tend to be 
indistinguishable from trend which is present in the data. This suggests 
that analysis based on larger data matrices would be more appropriate for 
detecting striations. At a larger scale of analysis one could prewhiten 
the data to remove trend and still retain the striations. However, in 
addition to the problems caused by trend, there are problems with 
artefacts which are apparently caused by the digitisation process. The 
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effects of digitisation are characterised by a concentration of power 
near e = 00 and 90 0 in the periodogram. The problems caused by 
digitisation need to be investigated further before prewhitening can be 
attempted. 
Scaled 0-spectra for the satellite image data are vulnerable to 
problems caused by non-stationarity. Very large low frequency components 
which arise because of non-stationarity lead to peaks at 0 = 0 0 and 90 0 . 
In addition, the digitisation process itself contributes to spurious 
peaks at 0 = 0 0 and 90 0 . These peaks drown the components which 
represent the orientation of striations visible in sub-sample 2 of the 
stratus cloud. One could counteract problems caused by non-stationarity 
by ignoring very low frequency components (such as those for which r 	2) 
when calculating the 8-spectrum. However, the artefacts caused by 
digitisation would still cause inflation of components at 0 = 00 and 90 0 . 
Analysis based on scaled R-spectra is informative, in spite of 
problems caused by trend and artefacts introduced by digitisation. The 
maximum wavenumber for which ordinates of the scaled R-spectra are 
significant at the 5% level, using X2- tests for spatial randomness, is 
used as a summary statistic for the relative scales of pattern present in 
the images for the different cloud types. In general, the cirrus sample 
and the second cumulus sample contain low-frequency pattern. However, 
the stratus sample and the first cumulus sample contain high-frequency 
pattern. These results suggest that we could use the wavenumber of the 
maximum significant ordinate in the scaled R-spectrum to discriminate 
between those cloud types which contain low-frequency pattern and those 
which contain high-frequency pattern. That is, we could discriminate 
between stratus and cirrus (the two types of stratiform cloud) using this 
statistic. Similarly, we could discriminate between the two types of 
cumuliform cloud. 
Log-log plots of the scaled R-spectrum are used to provide further 
information about the scales of pattern present in the images for 
different cloud types. The log-log plots for stratus and cirrus cloud 
samples are approximately linear over a wide range of scales of pattern. 
Linearity of log-log plots corresponds to fractal structure in the 
spatial domain. Stratiform (sheet) clouds therefore appear to have 
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fractal structure. The log-log plots of R-spectra for the two cumulus 
images are quadratic. This shape corresponds to the greater 
concentration of power at low frequencies in the images for cumuliform 
clouds than that obtained for stratiform clouds. The curvature 
apparently relates to the hummocky texture of cumuliform clouds. These 
results suggest that we can use the shape of the log-log plot of the 
R-spectrum to discriminate between stratiform and cumuliform clouds. 
That is, linearity of the log-log plot corresponds to stratiform clouds, 
whereas curvature corresponds to cumuliform clouds. This technique for 
discriminating between stratiform and cumuliform clouds eliminates the 
need to detect striations which are present in the images for stratiform 
cloud types. The presence/absence of striations might otherwise have 
been used for discriminating between stratiform and cumuliform clouds. A 
32 x 32 pixel matrix is, therefore, sufficiently large for discrimination 
between cloud types, even though striations are difficult to detect at 
this scale of analysis. The slope of the log-log plots for cirrus and 
stratus samples indicates the relative strength of low-frequency patterns 
in the images. The estimated slopes for the cirrus sub-samples lie in 
the range -4 :5 	-,.' -3. However, the estimated slopes for the stratus 
sub-samples lie in the range -3 :-. 	-2. The difference in slopes 
relates to the fact that the cirrus image contains pattern at lower 
frequencies than does the stratus image. These results suggest that the 
slope of the log-log plot could be used to discriminate between cirrus 
and stratus cloud. However, the log-log plots for the cumuliform clouds 
are non-linear. We, therefore, cannot obtain a single statistic 
representing the slope of the log-log plot for the cumuliform clouds, 
since the slope varies with wavenumber, r. The wavenumber of the maximum 
significant ordinate in the scaled R-spectrum appears to be more 
attractive than the slope of the log-log plot as a statistic for 
discriminating between stratus and cirrus cloud, and for discriminating 
between the two types of cumuliform cloud. 
The results of this study suggest that it is possible to 
discriminate between the four cloud types examined here by using 
qualitative observations regarding the low/high frequency content of 
images and the fractal/non-fractal structure of the spatial surface. The 
measurement which summarises the relative concentration of low/high 
frequency pattern in the image is the wavenumber of the maximum 
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significant ordinate of the scaled R-spectrum at the 5% level (using a 
x2-test for spatial randomness). The distinction between fractal and 
non-fractal surfaces is characterised by the shape of the log-log plot of 
the R-spectrum. Linearity of the log-log plot corresponds to a fractal 
surface. Curvature corresponds to a non-fractal surface. The 
discrimination rules are summarised in Table 3.2. Harris (1977, Figure 
1) suggests a similar discrimination matrix, using brightness measures 
(for example, the mean grey-level value) in the visible waveband in place 
of the shape of the log-log plot of the R-spectrum. A linear log-log 
plot corresponds to low brightness measures, which characterise 
stratiform cloud types. A quadratic log-log plot corresponds to high 
brightness values, which characterise cumuliform cloud types. The 
criteria for discriminating between cloud types are based on qualitative 
observations. One would need to quantify 'low' and 'high' frequencies in 
order to develop a system for classification of cloud types. One might 
use regression techniques to test for the presence of a quadratic term in 
the log-log plot for the R-spectrum. In practice, for discriminating 
between several cloud types, it is more efficient to use brightness 
measures than to use the shape of the log-log plot of the R-spectrum. 
This is because a great deal more computation is involved in determining 
the shape of the log-log plot (see Section 3.6). However, the shape of 
the log-log plot is informative for a more specific study of cloud 
texture. 
3.5 Sample Fourier spectra for infra-red data 
The infra-red image shown in Figure 3.le shows exactly the same 
scene as the second sample of cumulus cloud extracted from the image for 
the visible channel (see Figure 3.1d). The periodograms for the four 
sub-samples of this infra-red image are shown in Figure 3.4. The form of 
the periodograms is very similar to that obtained for the data from the 
visible channel (see Figure 3.2). There is evidence of an underlying 
autoregressive process governing cloud structure, since the Fourier 
spectrum contains very high values over a group of low frequencies, with 
a steep decline in power as frequency magnitude increases. 
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Table 3.2: Decision matrix for discrimination of cloud types 
Texture Log-log plot of scaled Brightness value  
R-spectrum 
Linear 	Quadratic Low 	High 
Low frequency Cirrus 	Cumulus 2 Cirrus 	Cumulus 2 
High frequency Stratus 	Cumulus 1 Stratus 	Cumulus 1 
t The decision matrix based on brightness values is reproduced 
from Harris (1977, Figure 1). 
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Figure 3.4: Normalised periodograms for infra-red image (cumulus 2) 
The detailed structure of the periodograms at different scales of 
pattern is shown by log-log plots of scaled R-spectra in Figure 3.5. 
Here, the plots are fairly linear, with estimated slopes in the range 
-4 _-, 	-3 (for wavenumbers in the range 4 :!~ r _5 16). Visual comparison 
with the log-log plots of scaled R-spectra for the visible channel image 
of the same scene (Figure 3.3d) suggests that the two sets of scaled 
R-spectra have similar slopes and intercepts. The Fourier spectra for 
the infra-red data do not appear to provide any additional information 
about cloud structure, at least for this cloud type. The mean grey-level 
value for the infra-red image is much greater than that for the visible 
image. However, the proportion of power at different frequencies is 
apparently very similar. Further investigation is required in order to 
provide a formal comparison between the distribution of power at 
different frequencies in Fourier spectra for visible and infra-red 
channel images. For example, one could use a non-parametric test for 
comparison of two empirical distribution functions (EDFs). One such test 
is the two-sample Kolmogorov-Smirnov test, which is based on the maximum 
deviation between the two EDFs (see, for example, Randles & Wolfe, 1979, 
Chapter 11; see also Section 5.3.3). Alternatively, one could use a 
technique called cross-spectral analysis to compare the relative power in 
the Fourier spectra for the visible and infra-red images. Cross-spectral 
analysis is based on the FT of the cross-covariance function (rather than 
the FT of an auto-covariance function) at lags j, k; the 
cross-covariance function measures the covariance between values in the 
visible and infra-red data matrices which are separated by j rows and k 
columns. The technique of cross-spectral analysis is described in 
Chapter 6, in the context of analysis of spatial point patterns.. 
Analysis of more extensive data sets is also required in order to compare 
the potential of imagery from different spectral channels for 
discriminating between cloud types. 
This study forms part of a preliminary assessment of Fourier 
spectral analysis as a technique for cloud classification. Gu et al. 
(1989 and 1990) compare the use of summary statistics from Fourier 
spectral analysis with those from spatial domain methods for classifying 
cloud types. Their results are summarised in the next section. 
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3.6 Comparison of techniques for cloud classification 
Gu et al. (1989) extend the study of cloud texture described above 
to an exploratory analysis of thirteen different cloud classes. They use 
additional AVHRR satellite image data, from three spectral channels 
(visible/channel 1, mid infra-red/channel 3 and thermal infra-red/channel 
4) . Their thirteen cloud classes include the three primary cloud types 
(stratus, cirrus and cumulus) which are examined in the preliminary 
study, and intermediate cloud types (such as cirrostratus and 
stratocumulus). The cloud classes also include other image features 
(such as land surface and sea surface), together with combinations of 
cloud types with these features (for example, thin cirrus over open water) 
For each spectral channel, three summary statistics from Fourier 
spectral analysis (all based on the unscaled R-spectrum) are calculated 
for several 32 x 32 pixel sample areas for each cloud type. (The samples 
were obtained by manual classification of images.) The three summary 
statistics from Fourier spectral analysis are: the mean value of the 
unscaled R-spectrum; the maximum value of the unscaled R-spectrum; and 
the wavenumber, r, corresponding to the maximum value of the unscaled 
R-spectrum. (Note that the mean value in the unscaled R-spectrum is 
essentially the same as the variance of pixel values.) 
The R-spectrum measures the distribution of power between annuli in 
the periodogram. An alternative measure of spectra], structure is 
obtained by considering the distribution of power within each annulus. 
For each periodogram element, fxx(wprwq)  calculate 
-. 	 Pp,q = 
where fR(r)  denotes the ordinate of the (unscaled) R-spectrum for 
wavenumber r, and n is the number of periodograrn elements which 
contribute to fR(r).  The set 5r = {Pp,q I r ---/(p2 + q 2 )< r + 11 may be 
considered as a set of probabilities, which satisfy, 
p 	O and 	p 	1. 
	
p,q Lar p,q 
We then calculate 
Er = - 
	r 
Pp,q log 	 (Pp,q ) 	(r = 1, 2, ...), 
which is called the polar entropy measure. When all the power in a 
particular annulus is concentrated in a single periodogram element, Er 
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attains its minimum value, that is, Er = O• Conversely, when the power 
is equally divided between all n r  periodogram ordinates which fall within 
a particular annulus, Er  attains its maximum value, that is, Er = 
The polar entropy measure, (El (r = 1, 2, ...), therefore provides 
information about the presence of spatial structure at different scales 
of pattern. For each of the three spectral channels Gu et al. consider 
four entropy-based statistics. These are: the mean entropy over 
wavenumbers 1 to 3; the mean entropy over wavenumbers 4 to 6; the mean 
entropy over wavenumbers 7 to 9; and the maximum entropy over 
wavenumbers 1 to 9. (Wavenumbers 1 to 9 contain over 97% of the total 
variance for the cloud image data.) 
Gu et al. (1989) also calculate some summary statistics from 
analysis in the spatial domain. These include several brightness 
measures, for example, the mean, minimum, maximum and range of grey-level 
values for each 32 x 32 data matrix. The use of brightness measures is 
preferred to the use of the shape of the log-log plot of the R-spectrum 
because calculation of brightness measures involves far less computation. 
Spatial auto-correlation statistics developed by Renshaw (personal 
communication) are also used by Gu et al. (1989) in order to provide 
textural information in the spatial domain. Renshaw's statistics compare 
the magnitude of the (mean-corrected) grey-level value for a central 
pixel with grey-level values for pixels in a circular band surrounding 
the central pixel. The circular ACF is calculated by multiplying the 
average value within the circular band by the value of the central pixel; 
the sum of such cross-products for all possible central pixels is then 
calculated; finally, the circular ACF is divided by the sum of squares 
of the grey-level values for all the central pixels. Renshaw defines 
circular Moran ACFs at four different lags by choosing circular bands 
which are separated from their central pixel by zero, one, two or three 
intermediate pixels. The circular Moran ACFs measure the size of blocks 
of pixels with similar grey-level values. They, therefore, provide 
information about the coarseness of texture in an image. For example, 
large values of the ACF at large lags correspond to large blocks of 
pixels with similar grey-level values, that is, coarse texture. However, 
relatively large values at smaller lags indicate finer texture. 
104 
Gu et al. (1989) assess the ability of each of the summary 
statistics to separate between the thirteen cloud classes when the 
different statistics are used individually. The separability of pairs of 
cloud types using a particular statistic is measured by the Fisher 
distance, 
Sjk = 	- "k ('j + 
where ji., a. are the mean and standard deviation of the summary statistic 
for cloud type j (see, for example, Duda & Hart, 1973, Chapter 4) . The 
value of Sik  is associated with the probability of mis-classifying cloud 
type j as cloud type k, and vice versa. Small values of 5. k indicate 
that the probability of mis-classification is high. Gu et al. (1989) 
calculate s k 
 for each pair of cloud types using each of the different 
summary statistics. They then rank the s 	 to identify the best methodilk 
for distinguishing between cloud classes j and k. They also examine the 
correlation (across all cloud classes) between all pairs of summary 
statistics. Any statistic for which the correlation coefficient with any 
higher ranking statistic exceeds 0.8 is regarded as redundant. (Although 
this threshold seems somewhat arbitrary, Gu et al. stress that their 
analysis is based on an exploratory approach, rather than statistical 
rigour.) Thus, they obtain seven preferred measures for discriminating 
between cloud types. These are (in order of preference): the mean 
grey-level value in spectral channel 1; the mean grey-level value in 
channel 3; the mean grey-level value in channel 4; the maximum 
grey-level value in channel 1; the ratio maximum : mean for the 
grey-level values in channel 1; the mean value of the unscaled 
R-spectrum in channel 1; and the maximum entropy over wavenumbers 1 to 9 
in channel 1. Their results indicate that the simplest measures (that 
is, brightness measures) are most effective. Of the seven preferred 
measures, only two (the mean value of the R-spectrum in channel 1 and the 
maximum entropy in channel 1) represent textural information. 
Gu et al. (1990) present a further extension of the study, in which 
the ability of individual measures to distinguish between cloud types is 
compared with discrimination using groups of measures. They show that 
when the mean grey-level values in channels 1, 3 and 4 are available, 
these measures contribute more to the classification than any of the 
textural measures. However, textural measures add to the value of these 
brightness measures. Gu et al. (1990) examine the potential of each of 
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the spatial domain and frequency domain statistics when used in 
conjunction with the mean grey-level values from each of the three 
spectral channels. Brightness measures other. than the mean grey-level 
value for each channel are often useful for discriminating between cloud 
types when used individually. However, when they are used in conjunction 
with the mean grey-level values from each channel, these simple measures 
do not appear to improve discrimination potential. This is apparently 
due to correlation between the overall mean grey-level values and other 
brightness measures for the same channel. 
Gu et al. (1990) also investigate the potential of 'families' of 
textural measures (for example, the summary statistics based on the 
R-spectrum) when used in conjunction with the mean grey-level values from 
each of the three spectral channels. They show that, in this situation, 
the most useful families of textural measures are those in which 
individual measures respond to different scales of pattern. The group of 
summary statistics based on the R-spectrum, and the group of 
entropy-based measures are no longer optimal. However, the circular 
Moran ACFs perform very well because each of the four responds to a 
different scale of pattern. These results suggest that it may be more 
profitable to replace the group of summary statistics based on the 
R-spectrum which are used by Gu et al. (1989 and 1990) by a group which 
represent the power in the R-spectrum at several different scales of 
pattern. Further investigation is needed in order to develop an optimal 
subset of ordinates of the R-spectrum. 
3.7 Chapter summary 
We have shown that Fourier spectral analysis has great potential as 
a technique for discriminating between cloud types. We identify the 
wavenumber, r, corresponding to the maximum significant ordinate in the 
R-spectrum by using X2 -tests for spatial randomness (at the 5% level of 
significance) . The wavenumber is then used to discriminate between cloud 
types with fine and coarse textures. That is, we discriminate between 
those stratiform clouds with coarse texture (cirrus) and those with fine 
texture (stratus) using this statistic. Similarly, we discriminate 
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between cumuliform clouds with coarse texture and those with fine texture 
using the same measure. 
There are striations visible in the grey-level images for stratiform 
clouds. However, these are difficult to detect at the scale of analysis 
used here (that is, using 32 x 32 pixel data matrix). Detection of 
striations is 'desirable in order to provide detailed information about 
all the spatial structure in stratiform clouds. However, the inability 
to detect striations does not prevent discrimination between stratiform 
and cumuliform clouds, since we can use the shape of the log-log plot of 
the R-spectrum. A linear plot indicates a fractal surface, which is 
characteristic of stratiform clouds. A curved plot indicates a 
non-fractal surface, which is characteristic of cumuliform clouds. We 
can use brightness measures (such as mean grey-level values in an image) 
in place of the shape of the log-log plot in order to discriminate 
between stratiform and cumuliform cloud types. One advantage of using 
brightness measures is that they require much less computation. 
The results presented here suggest that we 'can discriminate between 
the four cloud samples we have studied by using a decision matrix based 
on coarse/fine texture and linear/quadratic log-log plots of the 
R-spectrum. Comparison of Fourier spectra for visible and infra-red 
imagery suggests that the distribution of power at different scales of 
pattern is very similar, even though mean grey-level values tend to be 
very different in the two channels. 
In this chapter we have used two-dimensional Fourier spectral 
analysis to examine spatial pattern in a rectangular grid of data values. 
The next four chapters are concerned with the development of techniques 
for Fourier spectral analysis of spatial point patterns. 
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4 SPECTRAL ANALYSIS OF SPATIAL POINT PATTERNS 
4.1 Introduction 
There are several well-established methods for analysing mapped 
point patterns (that is, where the spatial co-ordinates of all events are 
recorded explicitly) . Most of these methods rely on properties of 
inter-event distances. Two-dimensional spectral analysis is an 
alternative technique which has great potential as a method of analysing 
such data. However, it has been largely neglected in the bulk of the 
statistical literature. 
This chapter begins with a review of certain aspects of the 
literature regarding analysis of spatial point patterns. We concentrate 
on those elements which are required in order to develop the technique of 
spectral analysis as a means for detecting processes which generate 
pattern. In Section 4.2 we discuss the formal description of first- and 
second-order properties of spatial point processes (on which conventional 
methods of analysis are based), and the definition of the point spectral 
density function. Sections 4.3 and 4.4 contain a review of stochastic 
models for spatial point processes, including methods of simulation and 
theoretical properties. The calculation of sample spectra (periodograms) 
and sampling properties of spectral estimates are discussed in Section 4.5. 
The remainder of this chapter is concerned with the development of 
spectral techniques for analysing spatial point patterns. In Section 4.6 
we adapt Renshaw & Ford's scaled polar spectra for the analysis of 
spatial point patterns. We also define scaled cumulative polar spectra 
and the normalised cumulative periodograin. In Sections 4.7 and 4.8 we 
provide illustrations of the use of spectral analysis as a means for 
detecting processes which generate spatial pattern, using artificial and 
real data. Spectral results are compared with those obtained using a 
conventional, distance-based, second-order technique, namely Ripley's 
K(t) function. 
The material presented here is used in Chapter 5 to develop formal 
tests for detecting non-randomness in point patterns. Extensions to 
cross-spectral analysis of bivariate point patterns and to third-order 
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spectral analysis of (univariate) point patterns follow in Chapters 6 
and 7, respectively. 
4.2 Theoretical description of spatial point processes 
4.2.1 First- and second-order intensity functions 
The theoretical description of spatial point processes is discussed 
by several authors, including Bartlett (1975, Chapter 1), Ripley (1976), 
Cox & Isham (1980, Chapter 2), Cliff & Ord (1981, Chapter 4), Diggle 
(1983, Chapters 4 and 6) and Stoyan, Kendall & Mecke (1987, Chapters 2 
and 4). Their work is based on extension of the theory of 
(one-dimensional) series of events, as described by Cox & Lewis (1966), 
Daley & Vere-Jones (1972) , Lewis (1972) and Brillinger (1972) 
We will adopt the definitions used by Diggle (1983, Chapter 4) , for 
which we must first introduce some notation: an event is the name given 
to a location of a point in a realisation of a spatial point process; 
E[Z] denotes the expectation of a random variable, Z; N(Q)  represents 
the number of events of type X in a region 0; 101 is the area of 0; da 
is a small region of the plane which contains the point a = (a 1 , a 2 ); 
and R 2  is the entire plan 
point process is orderly, 
occur. More formally, we 
E[Nx ( da ) ] 
Also, 	EtNx(da)Nx(db)1 
. In what follows we assume that our spatial 
that is, multiple coincident events cannot 
have Pr[N(da) > 11 = 0, so that, 
Pr[N(da) = 11 as Idal - 0. 
Pr[N ( da ) = Nx(db) = 11 as Idi ,  IdI - 0. 
The above notation is used by Diggle to define the first- and 
second-order properties of orderly spatial point processes. First-order 
properties are described by an intensity function 
A (a) = 	urn 	fErNx(d)]'I 	a € X - Idi-0 IdI 	J - 
if this limit exists. The limit will not exist if, for example, events 
are placed deterministically. In this situation, we would need to use 
Dirac delta functions to define the intensity. In this chapter - (and in 
Chapters 5 to 7) we will assume that the limit as Jdal -' 0 does exist, 
unless otherwise stated. 
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For a (strongly) stationary process all probability statements about 
the process in any region 0 of the plane are invariant under translation 
of 0, and A(a) is constant, that is, A(a) = Xx, the mean number of 
events per unit area. 
The second-order intensity function, or product-density, is defined 
as 
A (a, b) = 	lim 	E[Nx(da)Nx(db)] 	a 1 b; a, b €xx 	 IdI,IdI40 I. 	IdaIldbI 
where a = (a 1 , a 2 ) and b = (b 1 , b 2 ). For a stationary process, A(a,b) 
depends on a, b only through a - b, that is 
Axx ( :b ) 
where a' = (a 1 a) = a - b. For a stationary, isotropic process (that 
is, one which is also invariant under rotations of 0), A(a,b) depends 
on a and b only through t = /{(a) 2 + (a) 2 }, the distance between a and 
b. That is 
	
Axx(.tb) a ?(t t 	t ) 0. 
The covariance density function is then defined as 
I 	= 	urn 	
,E[(Nx(da) - A(d) } {Nx(db) - xx(db) I ] 
xx IdaI,ldbI-0 	 (da!IdbI 
= A(a , b ) - Ax(.)Ax(b)t 	. 	i 	a b € 1R2 
In the case of a stationary process the covariance density function 
reduces to 
= Axx(.' ) - 
and for a stationary, isotropic process 	a,b) reduces further toxx 
1xx,xx (t) = Axx ( t ) - Ax2, t > 0. 
When a = b, the orderliness of the process implies that 
EE{Nx (da)1 2 ] a EtN(d)] =x 	 Idal. 
We can incorporate this term into what Bartlett (1964 and 1975, Chapter 
1) calls the complete covariance density function. That is, 
xxx(i) = X()5(aj)S(a) + 
= A()6(aj)(a) + A ( aib ) - 
where c(z) is the Dirac delta function, 
_fi z=0; (z) - 	0 otherwise. 
For a stationary process, the complete covariance density function 
reduces to 	 xa) a xxx(') = A6(aj)6(a) + 
= A 6(aj)c5(a) + X ( ' ) - Ax 2 . 
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If the process is stationary and also isotropic then the complete 
covariance density function reduces further to 
xxx(,b) = xxx ( t ) = Xx&(aj)ö ( a ) + ) xx ( t ) 
= X5(a) + xxx(t) - 	t ;> 0. 
4.2.2 The reduced second-order moment function 
An alternative characterisation of the second-order properties of a 
stationary, isotropic process is provided by the reduced second-order 
moment function, K(t). For a process with overall intensity X,  Ripley 
(1976) defines the function 
xxK(t) = E(number of further events within distance t 
of an arbitrary event). 
The reduced second-order moment function, K(t), is related to the 
second-order intensity function, Xx(t).  by 
=2mXx' ft xxx()ZdZ 
or 	 Axx(t) = Xx2 ( 2 Tht) 'dK(t)Idt 
(Diggle, 1983, Chapter 4). 
Methods of estimation of K(t) are discussed by Ripley (1979a, 1982 
and 1984) and Ohser (1983). Following Diggle (1983, Chapter 5), we 
consider the events of a realisation of a spatial point process, X, 
defined on R 2 	Let [(x., x .)} (j = 1,..., N ) denote the locations of 
events which fall within a finite study region, Q c R . We shall assume 
that 0 is the rectangle [0, li]  x [0, 121• The expected number of events 
in 0 is X X 
 101. It follows that the expected number of ordered pairs 
which are separated by a distance less than or equal to t, with the first 
event of each pair in 0, is Xx2K(t).  If we now let dik  denote the 
distance between the jth and kth events in 0, and define 
Ii zt; 
= 	0 otherwise, 
then the observed number of such ordered pairs is 
j #k 
This summation introduces edge-effects due to the finiteness of 0, 
because it excludes pairs of events where one of the pair lies outside 
the region 0. One solution to the problem of edge-effects, due to Ripley 
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(1976), is to use a weighted sum of the {It(d.k)}.  Let p(x,z) be the 
proportion of the circumference of the circle with centre x = (x 1 , x 2 ) 
and radius z which lies within Q, and write p 	 = P(jldjk). Then forjk 
any stationary, isotropic process, Pjk is the conditional probability 
that an event is observed (that is, it lies within 0) given that it is a 
distance dik  away from the jth event, x. Thus, an unbiased estimator 
for Xx2 I0I1Ut) is 
Pjk'It(djk)l 	t t• 
j#k 	 -1 The restriction on t is necessary because the weights tjk I become 
unbounded as t increases (since the proportion of any circle which will 
lie inside the study area becomes very small for large radius, t). 
Ripley (1979a) suggests that the upper limit of t can be taken as 
(diagonal of 0)12 if 0 is rectangular. Diggle (1983, Chapter 5) notes 
that, in any case, K(t) will seldom be required for such large values of 
t, since it is unreasonable to attempt to model patterns at the same 
scale as the study area itself. Diggle suggests that a more reasonable 
upper limit for t is tmax = min(1 11 l 2 )/2, where 1 1 ,  12 are the sides of 
the rectangle 0. 
Diggle (1983, Chapter 5) shows how to calculate p(x,z) when 0 is 
rectangular: consider an event at x = (x 1 , x 2 ), and let 
= min(x11 1 1 - x  1  ) and d 2 = min(x2 1l 2 - x 2 ). 
Then d 1 , d 2 are the distances from x to the nearest horizontal and 
vertical edges of 0. We then have, 
-1 	-1 	 -1 	 2 
~ 
2 1 - n [cos (min(d 11 z)/z} + cos {min(d 2 1z)/z}] 	z d ; 
p(x,z) = 	 -1 	-1 	 - 	 2 	2 3/4 - (2m) Icos (d 1 /z) + cos (d 2 /z) I 	 z > d 
where d 2 = d 1 2 + d 2 2 (Diggle, 1983, Chapter 5). Note that this correctly 
gives p(x,z) = 1 when z --~ min(d11 d 2 ). The above formulae apply to values 
of z in the range 0 	z 	min(1 1 ,1 2 )/2 which, as noted above, is 
sufficient for practical purposes. Finally, replacing the unknown 
intensity, Ar  by the observed intensity, N/Ic2I. we obtain Ripley's 
(1976) approximately unbiased estimator for K(t), that is 
K(t)= N 2 I 0 I 	Pjk'It(djk)l t ~ t• 
j #k 
The approximation arises only to the extent that IOI/Nx isa slightly 
biased estimator of X 	 (Diggle, 1983, Chapter 5). 
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As an alternative to Ripley's special edge-correction described 
above, we could use toroidal edge-correction (that is, assume the region 
0 is located on a torus, so that the left edge of 0 is connected to the 
right edge of 0 and, similarly, the top edge of 0 is connected to the 
bottom edge of Q). Ripley (1979a) shows that, in tests for spatial 
randomness based on i(t), there is no significant difference in power 
between the two methods against cluster alternatives. However, against 
regular alternatives the toroidal edge-correction is usually less 
effective. 
Examples of the use of Ripley's K(t) function are given in Ripley 
(1977 and Discussion and 1981, Chapter 8) and Diggle (1983, Chapter 5). 
The use of Ripley's K(t) will be illustrated here in Sections 4.7 and 4.8 
for comparison with spectral methods. The reduced second-order moment 
function is usually used under the assumption that the underlying process 
is stationary and isotropic. However, Ohser & Stoyan (1981) describe how 
the reduced second-order moment function can be used to investigate 
anisotropy. 
One of the advantages of working with K(t) is that it can be 
estimated objectively from a set of data. From a theoretical viewpoint, 
it is quite often more convenient to work with the covariance density 
function. In particular, the covariance density function is used to 
define the point spectral density function. 
4.2.3 The spectrum of a stationary spatial point process 
We will assume that a process is orderly and stationary unless 
otherwise stated. In practice, we may not have strong stationarity, and 
then it is usual to assume that a weak form of stationarity applies. In 
particular, we need first- and second-order intensities to be translation 
invariant (that is, we require the process to be second-order stationary) 
in order to define the second-order point spectral density function. The 
reason for this will become apparent below. 
Spectral theory for spatial point processes is an extension of that 
for one-dimensional series of events. The one-dimensional case is 
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discussed by, for example, Daley & Vere-Jones (1952), Bartlett (1963a) 
and Brillinger (1972) . The extension to the two-dimensional (spatial) 
case was made by Bartlett (1964). However, it is more instructive to 
work via Brillinger's definition for the one-dimensional case in order to 
make clear the requirement for second-order stationarity. 
The extension of Brillinger's one-dimensional definition to 
two-dimensions is straightforward. The spectral density function of a 
spatial point process is defined as the Fourier transform of the complete 
covariance function, x(a,b).  that is 
T 	T
fxx(!12) =ff 	 a + 2 
with inverse 
= IS f(wi,w2)exp(_i(wiTa + wTb)}dwdw 	(4.2)11 
where I denotes transpose and i = /( -1). For a stationary process we 
have x(a,b) 	x(  XX 
 W'), where a' = a - b = (a 	ak). In order that 
x(a,b) depends on a and b only through a - b we must have w 2 = -w in 
(4.2) above. Then, on writing w 1 = K, w2= -w, we have 
	
= S xx(a')exp(_iwTa')da'. 	 (4.3) 
It is conventional to write 
since the second frequency argument does not appear explicitly in (4.3). 
However, the representation in (4.2) helps to clarify the extension to 
the third-order spectrum, as we shall see in Chapter 7. We now have 
Bartlett's (1964) definition of the point spectral density function, 
= S XXX  
We can write this more explicitly as 
= JT 	J'_ x(aj,a)exP{-i(w 1aj + w 2a)}dada. 
where w = (w 1 ,w 2 ). Substituting, x(aj , a )  = X5(a)tS(a) + 1(aja) 
from (4.1), we have 
=xx + f-  S- 
 
	j, 	{i(w1a + w2a)Idada. 
If the process is stationary and isotropic then 	 reducesXX 
to a function )lxx(t)  of t, where t = /{(a) 2 + (a) 2 }. Then, as Bartlett 
(1964 and 1978, Chapter 6) shows, the expression for the spectral density 
function may also be simplified by transforming to polar co-ordinates, 
and integrating with respect to 	= tan'(a/a). Let ai = tcosO and 
a = tsin, then 
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=+ J 	$ 1(aj,a)exP{_i(wiaj 	 a)}dada  . 2  
= X  + J J t1(t)exp{_i(witco5 + w 2 tsin)jddt, 
where II = t is the Jacobian of the transformation. Thus, 
= Xx 
+ fco 
tlxx(t) f 	exp{-i(w1 tcos + w2tsin) Id}dt 
2 
	fo tl(t) f-TI exp-itwsin 	}d}dt 1 
where w = /(w 1 + w2 ) and e = tan (w1 /w2 ). That is, 
=X +tSotlxx(t){J_u_: exP(_itwsinz)dz}dt1 
where z = j + 0. Now the integral with respect to z is of the form 
f n exp(-ixsinu)du = 2itJ 0 (), 
where J0 (x) is an (unmodified) Bessel function of the first kind of order 
zero (see for example, Watson, 1944). Thus, 
f ( w)= X + 2t $ tlxx(t)Jo(tw)dt. 
The spectrum of a stationary, isotropic spatial point process depends, 
therefore, on the frequency vector, w = (w 1 , w 2 ), only through the 
/ frequency magnitude, w = y(w1 2 + w2 2 ). We will sometimes refer to the 
spectral density function of a spatial point process as a 'point 
spectrum' in order to distinguish it from the spectrum for data on a 
lattice (which we call a 'lattice spectrum'). 
Having defined the first- and second-order functions for description 
of spatial point patterns, we will now review some stochastic models for 
generating such patterns. Several of these models will be used in later 
sections to aid the development of spectral analysis as a technique for 
detecting processes which generate pattern. 
4.3 Some models for spatial point processes 
4.3.1 The homogeneous Poisson process 
There are applications for analysis of spatial point patterns in 
many different scientific disciplines. Ecological applications are 
particularly numerous and they have been widely studied. The stochastic 
models described here are derived mainly from ecological contexts, 
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incorporating, for example, clustering or inhibition between plants or 
animals. However, they can be adapted to other situations such as the 
analysis of spatial point patterns in archaeology, astronomy, geography, 
etc. Several authors provide general discussions of models for spatial 
point patterns, for example, Cox & Isham (1980, Chapter 6), Ripley (1981, 
Chapter 6), Cliff & Ord (1981, Chapter 4), Diggle (1983, Chapter 4), 
Upton & Fingleton (1985, Chapter 1) and Stoyan et al. (1987, Chapter 5). 
Most of the models described here are included in one or more of these 
discussions. 
In the first instance it is useful to adopt a relatively simplistic 
approach to the description of spatial pattern by classifying patterns as 
either random, aggregated or regular. In practice, these characteristic 
types of pattern can be present together to different degrees at 
different scales of pattern. Here we will consider simple alternatives 
to complete spatial randomness, such as aggregation and regularity, using 
simple cluster models and lattice or inhibition models, respectively. 
The use of stochastic models allows some theoretical results for the 
reduced second-order moment function and the spectral density function to 
be derived. Simulation of such models provides a method of obtaining 
realisations of spatial point processes incorporating chosen types of 
pattern. Simulation is especially useful for models whose theoretical 
properties are difficult to derive, such as simple inhibition processes. 
We will use the term complete spatial randomness (CSR) to denote the 
case of a purely random pattern. This terminology was introduced by 
Diggle (1979a and 1983, Chapter 1). The important characteristics of a 
completely random spatial point pattern are embodied in the definition of 
the two-dimensional homogeneous (or stationary) Poisson point process. 
For this reason, the planar Poisson process is often used as a stochastic 
model to represent CSR (see, for example, Ripley, 1981, Chapter 2, 
Diggle, 1983, Chapter 4, Upton & Fingleton, 1985, Chapter 1 and Stoyan et 
al., 1987, Chapter 2). An additional reason for studying the homogeneous 
Poisson process is that it forms a basis for constructing several other 
types of models, using thinning, clustering or superposition (Bartlett, 
1975, Chapter 1, Ripley, 1981, Chapter 2 and Stoyan et al., 1987, 
Chapters 2 and 5). 
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The homogeneous Poisson process incorporates two basic properties: 
the points are distributed uniformly across the plane, and are 
independent. This model is strictly implausible as a realistic model for 
a plant population. One reason is that it allows plants to be separated 
by an arbitrarily small distance (Diggle, 1979b) . In addition, it is 
unlikely that plants growing very close to each other will be completely 
independent, since they compete for nutrients and light, etc. However, 
the model represents an idealised standard with which to compare sample 
patterns. Note that where the term 'Poisson process' is used here 
without qualification it refers to the homogeneous Poisson process. 
Let Nx((?)  be the number of events of a process X in an area 0. 
Then, for the homogeneous Poisson process, N(Q)  follows a Poisson 
distribution with mean X0II  where X, the intensity of the process, is 
constant over the entire region 0. That is, 
Pr[N(0) = n] = exp{_Xx l 0 l}(AI 0 l)''/n! ,  (n = 0, 1, 2, ...) 
(Diggle, 1979b) 
The homogeneous Poisson process is easy to simulate on a rectangular 
region. The number of events, Ni  can be taken as a realisation of a 
Poisson random variable with mean X0I. Alternatively, the simulation 
may be performed conditionally for a chosen number of events, Nx.  The 
second approach can be especially useful when one wishes to compare a 
sample pattern, with observed intensity NXIOII with a realisation from a 
stochastic model. The horizontal co-ordinate of the jth event 
(j = 1, 	Nx) is obtained as a realisation of a uniform random 
variable in the range [0, l i ], where 1 1 is the horizontal length of the 
rectangular region, 0. Similarly, the vertical co-ordinate of the jth 
event is obtained as an independent realisation of a uniform random 
variable in the range [0, 1 2 1 f  where 12  is the breadth of the rectangular 
region, 0. For simulation on a non-rectangular region we simply obtain a 
realisation of a homogeneous Poisson process on a rectangular region 
containing the study area of interest; any events which are located 
outside the study area are excluded from the final pattern. For further 
discussion of methods for the simulation of a homogeneous Poisson process 
see, for example, Diggle (1983, Chapter 4) or Stoyan et al. (1987, 
Chapter 2). 
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Figure 4.1: Simulated realisations of spatial point processes 
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Figure 4.1a shows such a realisation of a Poisson process on the 
unit square, with Nx = 100 events. The co-ordinates of each event are 
obtained using the NAG FORTRAN library routine G05CAF I which generates a 
pseudo-random real num ber, uniformly distributed on the interval (0, 1]. 
(The number of events, Nx = 100, was chosen before carrying out the 
simulation.) There is no visual evidence of any spatial pattern in 
Figure 4.1a. 
4.3.2 The inhomogeneous Poisson process 
The homogeneous Poisson process may be generalised by allowing the 
intensity of the process to vary over the region 0 (see, for example, 
Bartlett, 1975, Chapter 1, Ripley, 1981, Chapter 8, Diggle, 1983, Chapter 
4, Upton & Fingleton, 1985, Chapter 1 and Stoyan et al., 1987, Chapter 
2) . The resulting process is known as an inhomogeneous Poisson process. 
It is also known as a doubly stochastic Poisson process since, in 
addition to the number of events following a Poisson distribution, the 
intensity function may itself be a random variable, X(a).  (Alternatively, 
may vary deterministically over 0). This process is, therefore, an 
example of a class of processes known as Cox processes (Ripley, 1981, 
Chapter 8). The first systematic study of such processes was carried out 
by Cox (1955) (see also, Matérn, 1971, Ripley, 1981, Chapter 8, Diggle, 
1983, Chapter 4 and Stoyan et al., 1987, Chapter 5). The usual 
terminology is that of a Cox process 'driven' by a random intensity 
function, A(a) . The expected value of the random intensity function, 
over all realisations of A(a),  is given by E[A(a ) ] = X(a). where the 
intensity function, X(a)  varies over the region of study. 
In certain cases Cox processes cannot be distinguished from cluster 
processes. We will discuss this in detail when some cluster models have 
been described. Meanwhile, an intuitive explanation of the above 
statement is that a given realisation of a cluster process could be used 
to define the intensity function, X(a).  of a Cox process. Cox processes 
are generally used to model the effect of heterogeneity in the 
environment, which modulates a homogeneous Poisson process defined on the 
same region. For example, a pattern of soil fertility across a plot of 
ground may cause uneven germination and growth in uniformly scattered 
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seeds. In contrast to Cox processes, cluster processes are usually used 
to model processes where the distribution of events can be plausibly 
summarised in terms of mutual attraction of points, such as groups of 
seedlings clustered around parent plants. The Cox process is, strictly 
speaking, non-stationary, for a finite region Q. This is contrary to the 
assumptions of spectral analysis (see Section 4.2.3). However, we can 
still calculate the sample spectrum for a Cox process. We will show that 
non-stationarity produces large low-frequency components in the 
periodogram (see Section 4.7.3) . The Cox process is important because of 
its connection with cluster processes. In particular, we study Cox 
processes here because we wish to exploit the equivalence of certain Cox 
and cluster processes in order to derive spectral results for some 
bivariate point patterns in Chapter 6. 
The inhomogeneous Poisson process is, in general, more difficult to 
simulate than the homogeneous Poisson process (see Diggle, 1983, Chapter 
4 and Stoyan et al., 1987, Chapter 2). Given a realisation of an 
intensity function A(a),  with expectation X(a),  we can use a method 
called rejection sampling to obtain a realisation of the process. This 
method involves simulation of events of a homogeneous Poisson process 
with intensity mx{X1 (aH on an area Q. An event at location a is 
retained with probability X(a)ImxtX(a)}. The procedure continues 
until a total of N events have been accepted. Again, 	may be 
determined by an observation from a Poisson distribution with mean XQI, 
or the simulation may be carried out conditionally, using a chosen value 
of Nx.  The method of rejection sampling was suggested by Lewis & Shedler 
(1979) for the case of general X(a).  If the Cox process is equivalent 
to a cluster process, and if the parameters of the cluster process are 
fully specified, then it can be more efficient to obtain a realisation of 
the Cox process via simulation of the specified cluster process (Diggle, 
1983, Chapter 4). 
Figure 4.1b shows a realisation of a Cox process on the unit square. 
The intensity function is given by X(a) = exp{-2(a 1 2 + a2 2 )}, and there 
are NX = 100 events. The pattern was obtained using the method of 
rejection sampling described above. It is noticeable that, at this 
scale, the resulting pattern is visually indistinguishable from a single 
large cluster centred on the bottom left-hand corner of the unit square. 
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Figure 4.1: (continued) 
b) inhomo9eneous Poisson process 
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This example is designed to illustrate how certain Cox processes can be 
impossible to distinguish from cluster processes. Note that this process 
is not isotropic, since there is a strong diagonal trend in intensity 
across the unit square. 
4.3.3 Poisson cluster processes 
One alternative to spatial randomness occurs when events of a 
spatial pattern exhibit contagion (also termed aggregation, or 
clustering). Such models are discussed in detail by, for example, Diggle 
(1983, Chapter 4), Upton & Fingleton (1985, Chapter 8) and Stoyan et al. 
(1987, Chapter 5) 
Neyman & Scott (1958) define a useful class of stochastic models for 
cluster processes, which they use to model the locations of galaxies in 
space. Their analysis is based on a two-dimensional photographic image 
of three-dimensional space. Warren (1962 and 1971) considers the true 
two-dimensional case, referring to it as the centre-satellite model. 
Here, 'parent' events are randomly distributed as events of a homogeneous 
Poisson process, with intensity X. Each parent event gives rise to a 
random number of 'offspring' events, which are independently distributed 
around their parents with a bivariate probability density function h(a). 
The model is also known as the Poisson cluster process because parents 
form a realisation of a Poisson process. Conventionally, only offspring 
are included in the final pattern. Sometimes parents are also included, 
in which case the two types of event are regarded as indistinguishable in 
the final pattern. Neyman-Scott models are isotropic if the dispersion 
of offspring relative to parents is isotropic, that is, if h(a) is 
radially symmetric. 
One specific form of the Poisson cluster process is that introduced 
by Natérn (1960). Here, the number of offspring per parent follows a 
Poisson distribution with mean p, and the distribution function for 
offspring relative to parents is uniform in the circle of diameter, d (d 
is an additional parameter of the model which determines the scale of 
clusters). Variations on the scatter distribution of offspring produce 
other models. If the uniform distribution is replaced by a symmetric 
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Gaussian distribution function then the process is called the modified 
Thomas process. The parameters of the modified Thomas process are P (the 
mean of the Poisson random variable representing the number of offspring 
per parent) and a 2 (the variance of the radially symmetric (isotropic) 
Gaussian distribution function, 
h(a) a h(a 11 a 2 ) = (2Ta2 ) 1 expt-(a 1 2 + a 2 2 )/(2a2 )}). 
• 	The intensity of the modified Thomas process consisting of offspring 
only is given by XCL = X,p. The second-order intensity function is 
	
Xxx ( t ) = ACL2 + Xii2 (4na2 )'ex{-t 2 /(4a2 )1 	(t > 0) 
(see, for example, Cox & Isham, 1980, Chapter 6 or Stoyan et al., 1987, 
Chapter 5). If parents are also included, then the final intensity is 
given by X 	X(ii + 1), whilst the second-order intensity function 
becomes 
xxx(t) =CL + X(mcr2 )'ex{-t 2 /(2a2 )} + Xii2(4ma2)'ex{-t2/(4a2)}. 
(t > 0) (Bartlett, 1964 and 1978, Chapter 6). Stoyan et al. (1987) also 
give results for Xxx(t)  for Matérn's cluster process. We will study the 
spectral properties of the modified Thomas process, including parents, in 
order to illustrate spectral behaviour for a cluster process. 
Simulation of this process is relatively straightforward (see 
Diggle, 1983, Chapter 4). We first simulate n 1 parents as a realisation 
of a homogeneous Poisson process with intensity X per unit area. Then 
the jth parent has m offspring (j = 1 ..., n 1 ), where m. is an 
observation from a Poisson distribution with mean j.i. Let y j = (y 1 , y2 .) 
denote the co-ordinates of the jth parent (j = 1 . .., n 1 ) then the 
co-ordinates of the kth offspring of the jth parent are given by 
Xljk = y 1 + Eljk and X2jk = 	+ E2jk 
(i =1 ..., n 1 ; k = 1, ..., m) 1 where £ljkf C2ik are independently, 
identically distributed (iid) random variables from a Normal distribution 
with mean zero and variance a 2 . A total of 
~=l
1 
  m. 
offspring are thus generated. If only offspring are considered, then the 
final pattern consists of N = n 1 events. If parents are included, then 
there are N = n 1 + n 2 events. The method as described above does not 
allow for parents inside the study area which give rise to offspring 
outside the study area. Such offspring should be excluded from the final 
pattern. More importantly, the method ignores the possibility of parent 
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events outside the study area giving rise to offspring which fall inside 
the study area. One method of allowing for both effects is to use a 
'guard area'. Here, the simulation is performed on a rectangle in which 
the study area is embedded. The width of the guard area required will 
depend on the parameter a2 ; a width of approximately 3cr units should 
suffice, since the probability of obtaining a value of greater magnitude 
than 3cr from a Normal distribution of zero mean is extremely small. 
An alternative method is to simulate the pattern on a torus: that 
is, to assume that the top and bottom edges of the (rectangular) study 
region are connected, and that the left and right edges are similarly 
connected. In this case, a parent near the top edge, say, can give rise 
to offspring which are located above the study area, but which are 
represented by points just above the bottom edge of the study area. The 
definition of the point spectral density function is based on the 
assumption of stationarity which implies existence of this form of 
periodicity in the spatial pattern. Simulation on a torus is, therefore, 
a natural approach for spatial patterns which are to be analysed using 
spectral techniques. For further description of toroidal edge-correction 
see Ripley (1981, Chapter 8) and Upton & Fingleton (1985, Chapter 1). 
Toroidal edge-correction has an advantage over the use of a guard-area in 
that the final number of events in the pattern is easier to control. 
That is, all the clusters are preserved using toroidal edge-correction, 
whereas all or part of some clusters will be excluded from the final 
pattern if one uses a guard-area. 
Figure 4.1c shows a realisation of a modified Thomas process on the 
unit square. The simulation is based on XP = 36 cluster centres (parent 
events). The cluster centres are uniformly distributed on a region 
consisting of the unit square, plus a guard area of width 3cr units, where 
the offspring are distributed about their parents according to a 
symmetric (isotropic) Gaussian distribution function, with mean zero and 
variance a = (0.025)2. The dispersion of offspring relative to parents 
is obtained using the NAG FORTRAN library routine G05DDF, which generates 
a pseudo-random real number from a Normal distribution, with mean m and 
standard deviation a. The number of offspring per parent follows a 
Poisson distribution with mean i = 4. Pseudo-random integers from the 
Poisson distribution with mean p are obtained using the NAG FORTRAN 
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Figure 4.1: (continued) 
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library routine G05ECF. The final pattern consists of N X = 122 events 
(including parents) which are located in the unit square. Parts or all 
of some of the original X = 36 clusters are located in the guard-area. 
The final pattern contains approximately 122/(ji + 1) = 24 clusters. Some 
of these clusters overlap, giving the appearance of several particularly 
large clusters. Diggle (1983, Chapter 5) warns that it can be difficult 
to determine the true size of clusters by visual inspection of a 
realisation of a particular model because the human eye cannot judge when 
formally distinct clusters merge. 
We have already stated that in some cases cluster models and Cox 
models are indistinguishable. More specifically, a Neyman-Scott process 
is Cox if the number of points per cluster follows a Poisson 
distribution; this category includes Natérn's cluster process and the 
modified Thomas process (Stoyan et al., 1987, Chapter 5). Bartlett (1964 
and 1975, Chapter 1) shows formally that such processes are identical in 
distribution and, therefore, no statistical technique can distinguish 
between the two. It is not difficult to see that the Cox process shown 
in Figure 4.1b might be interpreted as a magnification of part of a 
single large cluster in Figure 4.1c. However, we recall that the two 
types of model are usually used for different biological reasons: the 
Cox process to model a heterogeneous environment and the cluster 
processes to incorporate direct interactions between events (Diggle, 
1983, Chapter 4). 
Stoyan (1983) shows that the variance of counts of events is 
super-Poissonian for Neyman-Scott processes. That is, the variance is 
greater than that for a homogeneous Poisson process of the same 
intensity. We shall see later (Section 4.4) that a similar inequality 
holds for the corresponding K(t) functions. 
4.3.4 Inhibition models 
A further alternative to CSR occurs when events are spaced out more 
regularly than under CSR. We shall distinguish between two groups of 
models which display regularity: first, those in which points are 
located deterministically, for example, at the intersections of a regular 
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lattice; secondly, those in which points are distributed randomly, 
subject to the constraint of a minimum inter-event distance, ö. Diggle 
(1983, Chapter 4) refers to the second type as 'simple' inhibition 
processes. The patterns generated by these two classes of processes will 
tend to relate to very different ecological assumptions. The first is 
more akin to a Cox process in which events can only occur at particular 
locations; for example, if seeds are planted at the intersections of a 
regular lattice. The second involves competition and repulsion between 
neighbouring events in a direct way. Diggle (1983, Chapter 4) notes that 
lattice models have limited appeal as models for natural phenomena in the 
context of spatial point processes, although they can sometimes be useful 
as models for extreme regularity. For example, Maynard-Smith (1974, 
Chapter 12) models territorial behaviour using an equilateral triangular 
lattice. Note that lattice models provide a pathological case for the 
limit as Jdal - 0 in the definition of the first-order intensity function 
(see Section 4.2.1). In this case, we have 
(a) 1 if a at intersection of lattice; X 	= 	- X - 0 otherwise. 
However, we can still calculate the sample spectrum for a lattice 
process. We will show that it contains isolated spikes corresponding to 
the frequency of rows and columns in the lattice (see Section 4.7.5). 
Figure 4.1d shows a realisation of a process where the events occur 
close to the intersections of a 10 x 10 rectangular lattice. However, 
individual locations are subject to random variation in both horizontal 
and vertical directions. The random variation at each intersection of 
the lattice follows a Normal distribution with mean zero and variance 
a2 = (0.02)2. One can use either a guard-area (with additional lattice 
intersections) or toroidal edge-correction to compensate for the 
possibility of random variation causing events to be located outside the 
study area, and to allow for lattice intersections outside the unit 
square giving rise to events inside the unit square. The realisation 
shown in Figure 4.1d was obtained using toroidal edge-correction to 
eliminate such edge-effects. The pattern shows evidence of a minimum 
inter-event distance but the underlying lattice structure is very 
difficult to detect by eye. Note that this process is not isotropic 
because, given the orientation of the lattice and conditional on one 
event, we know that the nearest neighbours lie almost due north, east, 
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Figure 4.1: (continued) 
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south and west. 
Simple inhibition models which incorporate competition or repulsion 
between neighbouring events are very useful in ecological contexts. One 
such class of models, termed hard-core inhibition models by Ripley 
(1977) , Upton & Fingleton (1985) and Stoyan et al. (1987) , consists of 
randomly distributed events which are subject to the constraint that 
events cannot lie closer than a certain minimum distance, 6. (Hard-core 
models are also important in branches of theoretical physics, for 
example, for studying dense random packing of hard spheres in three 
dimensions or for non-overlapping discs of radius 6/2 in two 
dimensions--see, for example, Stoyan et al., 1987, Chapter 5). Matérn 
(1960, Chapter 3) defines two hard-core inhibition models. The first 
model consists of a homogeneous Poisson process of intensity X, which is 
thinned by deleting all pairs of events which are separated by a distance 
less than 6 (including those pairs where one event has already been 
deleted). The intensity of the final process is given by 
= XexP( -7rX62 )1 and the second-order intensity function is given by 
(0 	 O<t<6 
X 	= XX (t) 	X 2ex{-XU6 (t) I 	t ;-> 6, 
where U 6 (t) is the area of union of two discs of equal radius 6, with 
centres a distance t apart (Diggle, 1983, Chapter 4). That is, 
U6 (t) = 2m6 2 - 862 cos - 1'{t/(46)} + t/(1662 - t 2 )/2 
(Stoyan et al., 1987, Chapter 5). This model is sometimes referred to as 
a static model, since pairs of events are generated simultaneously and 
then thinned. 
Matérn's second inhibition model represents a dynamic (or 
sequential) process. The dynamic model might be more appropriate than 
the static model for modelling ecological processes, such as the gradual 
colonisation of an area of ground by plant seedlings. In this second 
model, the events of a Poisson process are 'marked' by times of origin. 
The Poisson process is then thinned by retaining an event only if no 
other 'older' events lie within the minimum inter-event distance, 6. In 
the example of colonisation by seedlings described above, the final 
pattern consists of those plants which are the oldest seedlings in their 
required growing area (that is, the disc of diameter 6 centred on the 
seedling). Diggle (1983, Chapter 4) notes that although some theoretical 
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results have been established for Natérn's second inhibition model (see, 
for example, Paloheimo, 1971, Stoyan & Stoyan, 1985 and Stoyan et al., 
1987, Chapter 5) these ignore any consideration of whether or not the 
older events have already been removed when each new event is considered. 
In contrast, a simple sequential inhibition (SSI) model, introduced by 
Smalley (1966) and used by Diggle, Besag & Gleaves (1976) and Diggle 
(1983, Chapter 4), incorporates recognition of whether or not an older 
event has already been removed. Statistical properties are even more 
difficult to derive for the SSI process than for Matérn's inhibition 
models. However, the SSI process lends itself to simulation. The first 
event is simulated uniformly on a region Q; subsequent events, also 
distributed uniformly on 0, are discarded if any older retained event 
lies within a distance, 6. The SSI model is parameterised most naturally 
by the packing intensity, t = NTc6/4. This parameter represents the 
proportion of the plane covered by non-overlapping discs of diameter (5, 
or the expected proportion of coverage for a finite region 0. The 
maximum attainable value of t for an SSI process is a random variable 
whose distributional properties have been studied by Tanemura (1979), 
using simulation studies which suggest an expected maximum value of 
0.547 for a rectangular region, 0. From a practical point of view, 
the most noticeable feature of patterns generated using Natérn's 
inhibition models and Diggle's SSI model is their similarity, apart from 
incidental differences in overall intensity of the final pattern (Upton & 
Fingleton, 1985, Chapter 1). We will study the spectral properties of 
Diggle's SSI process to provide information about the spectral properties 
of spatial point patterns which display regularity. Since the 
statistical properties of Diggle's SSI process are intractable, we will 
examine spectral structure for this process via simulation. 
In practice, one should simulate an SSI process on a torus, or use a 
guard area to avoid edge effects. Figure 4.1e shows a realisation of an 
SS1 process on the unit square, obtained using the method described above 
(including simulation on a torus) . There are NX = 100 events in the 
pattern, with minimum inter-event distance, 6 = 0.08 units. The packing 
intensity of the process is, therefore, r 	50%, close to maximum packing 
for the chosen value of 6. The pattern in Figure 4.1e is seen to bear a 
superficial resemblance to that for the lattice process (see Figure 
4.1d) , although the two models are based on very different assumptions. 
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Figure 4.1: (continued) 
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We shall see later (Section 4.7) that the sample statistical properties 
are very different. 
The simple inhibition models described above, including both of 
?Iatérn's inhibition processes and Diggle's SSI process, are isotropic. 
Also, Stoyan (1983) shows that the variance of quadrat counts for an 
inhibition process tends to be less than that for a Poisson process of 
the same intensity. The same inequality holds for the K(t) function--see 
Section 4.4. 
Further variations of the simple inhibition models also exist, for 
example, Markov point processes which incorporate local dependencies, 
such as attraction or repulsion between neighbouring events. Markov 
point processes are characterised by the likelihood ratio of the joint 
distribution of events, relative to a Poisson process of unit intensity 
(Diggle, 1983, Chapter 4). Such processes are also known as Gibb's point 
processes, which are characterised by 'pair-potentials' which determine 
the probability of pairs of events lying within a distance d, for 
different values of d. A class of models known as Strauss processes is 
discussed by Kelly & Ripley (1976) , following Strauss (1975) . These 
processes represent a special case within the class of Markov point 
processes. The joint density for locations of events of a Strauss 
process is proportional to cz "exp( - f3s) (cx, P z 0), where a reflects the 
intensity of the process, e 	describes the strength of interaction 
between neighbouring events, n is the total number of points in the 
region of interest, and s is the number of neighbouring pairs of points 
which lie within a distance 6 of each other. If 0 = 0, then the Strauss 
model is equivalent to a homogeneous Poisson process. If P -, ', then the 
Strauss model is equivalent to a hard-core inhibition model with minimum 
inter-event distance, 6. Intermediate values of P represent less strict 
forms of inhibition ('soft-core' models). Although the Strauss processes 
are formally different from SSI their statistical properties seem to be 
very similar (Ripley, 1977). Strauss models can be expensive to simulate 
since the probability of acceptance of events can become very small. 
However, Ripley (1979b) provides a sequential algorithm where events are 
simulated uniformly on the region of interest, 0. A new event is 
accepted with probability proportional to a'exp(-s), where s is the 
number of existing events closer than 6 to the new possible event under 
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consideration. More general forms of Gibb's point processes are defined 
by a function, h(d), of the distance, d, between neighbouring events. If 
h(d) is less than unity, then the pattern of events displays repulsion at 
a scale determined by the value of d. Conversely, if h(d) is greater 
than unity, then the pattern of events will display aggregation. Such 
models can incorporate repulsion and attraction at different scales of 
pattern by defining h(d) to take values less than or greater than unity 
at different values of d. 
The different versions of the inhibition models relate to slightly 
different assumptions about competition between events. The hard-core 
and soft-core models, and the sequential and simultaneous models, provide 
a wide range of flexibility. However, almost no analytical work is 
possible for these models (Ripley, 1981, Chapter 8). In contrast, 
Bartlett (1964) suggests a form of the second-order intensity function to 
model inhibition in a plant community. Spectral results can be derived 
analytically for Bartlett's model. We shall discuss his model and, in 
particular, its spectral properties in Section 4.4.3. 
4.3.5 Selection of models for this study 
The models described here give rise to a range of spatial point 
patterns which may occur naturally in ecological situations. The 
homogeneous Poisson process is used to model complete spatial randomness 
(CSR). We have distinguished between two broad categories of 
alternatives to CSR, namely those involving aggregation and those 
involving regularity. We will select examples of processes which 
represent these two types of alternatives to CSR. The models can, then be 
used to aid development of the techniques of spectral analysis as a means 
for detecting processes which generate pattern. There are two ways in 
which we can use the models: first, second-order properties, including 
the form of the spectral density function, can be derived analytically 
for some of the models; secondly, we can use simulation studies to 
obtain information about spectral structure for those models whose 
statistical properties are intractable. 
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In particular, we choose the models for which realisations are 
presented here. That is, the homogeneous Poisson process, the 
inhomogeneous Poisson process, the modified Thomas cluster process, the 
disturbed lattice process and Diggle's SSI process. We will use the 
realisations of these models to illustrate sample spectral properties for 
a range of patterns including CSR, clustering and inhibition. The other 
processes decribed above are included in this general discussion so that 
we may refer to studies in which other authors have used them. 
The second-order properties of the Poisson process, the modified 
Thomas cluster process and simple inhibition processes are discussed in 
the next section. 
4.4 Second-order properties for selected models 
4.4.1 The homogeneous Poisson process 
The intensity of the homogeneous Poisson process, which is 
stationary and isotropic, is X per unit area. For this process we have 
= E[Nx (da)]E[Nx (db)] = AP 2 , 
so the second-order intensity function is given by 
xxx(i 	xxx(t) =X, 2 , V a b € 1R2 , 
where t = /{(a1 - b 1  ) + (a 2 - b 2
) }. The second-order covariance 
density function is, therefore, given by 
2  
= xxx(t) - ?tp = 0, V a, b € IR 2 
so the spectrum is 
xx 	= 	+ 2n J t)sxx(t)Jo(tw)dt = xp , V . 
where w = j w j . That is, the spectrum for the Poisson process is constant 
at all frequencies. Recall from Section 1.2.4 that the spectrum for a 
Normal random variable on a lattice (that is, the null model for spatial 
randomness in the lattice case) is also constant at all frequencies. The 
spectral structure under the null hypothesis of spatial randomness is, 
therefore, the same for point patterns and lattice data. 
It is easy to show that the reduced second-order moment function for 
the Poisson process is given by K(t) = ict 2 (see, for example, Ripley, 
1981, Chapter 8, Diggle, 1983 Chapter 4 or Stoyan et al., 1987, Chapter 
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2). That is, the expected number of further events within a distance t 
of an arbitrary event is proportional to the area of a disc, radius t, 
centred on the arbitrary event. 
4.4.2 The modified Thomas process 
The modified Thomas process is based on parent events which form a 
Poisson process of intensity X i,. Each parent gives rise to m offspring, 
where m follows a Poisson distribution with mean i. The offspring are 
distributed around their parents according to a radially symmetric 
Gaussian probability density function with mean zero and variance 
The process is, therefore, isotropic. The second-order intensity 
function for the final pattern consisting of offspring only is given by 
X(a , b) a xxx (t) = XCL + X p2 (4ma2 )lexp (_t 2 /(4 cY2 )J, V t > 0, 
where X =X P p is the final intensity of the process of offspring only
CL 
(Stoyan et al., 1987, Chapter 5). Thus the covariance density function 
for the modified Thomas process is given by 
-1 	2 
lxx(t) = 	
2 p (4iu 2 ) exp{-t /(4cr 
2
)}, 
and the spectral density function is 
=XCL + 2n 	t1xx (t)J o (t1)d1t 
= ACL + 2i J X,12(41ra2)ltexp{_t2/(4c12)}J0(tW)dt. 
The integral is straightforward to evaluate using the result 
f
OD 
x'exp(_a2x2)J(bx)dx = b'(2a 2 )' 1 exp{-b 2 /(4a2 )I, 	(v > 1) 
(see, for example, Watson, 1944) . With v = 0, a = (4a ) , and b = 
we have 
= XCL + X 2ex(-w2a2 ) 
or, since pXP = 	 2 	- 
= 	+ pexp(-w2cT )j (4.4)CL 
(Bartlett, 1964, 1975, Chapter 1 and 1978, Chapter 6). (4.4) shows that 
for small w the spectrum for the modified Thomas process contains larger 
values than does the spectrum for a Poisson process of intensity 7, CL'As 
w becomes large, the spectral value tends towards that of a Poisson 
process of intensity XcL 	Bartlett (1964 and 1978, Chapter 6) also 
discusses the case when parents are included in the final pattern. There 
the spectrum becomes 
f(w) = 	+ 11 + pexp(-w 2 2 a /2)1/(j-z + 1)], 
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where XL = X( + 1) is the final intensity for the pattern including 
parents. This spectrum also contains large values at low frequencies, 
and tails off towards a constant value, XL ( p2  + p + 1)/(M + 1), as w 4,m- 
The common characteristic of spectra for cluster processes is the 
concentration of power at low frequencies. Ripley (1978) uses spectral 
methods to analyse one-dimensional series of quadrat counts obtained from 
realisations of cluster processes and finds this type of structure in the 
periodogram. The frequency magnitude, w, at which the spectrum of a 
cluster process becomes indistinguishable from that of a Poisson process 
of the same final intensity, X 1 , is related to the cluster size. This, 
in turn, depends on the variance of the radial distribution function, a 2 . 
When the final pattern contains offspring only the magnitude of the 
spectral density function near w = 0 is given by XCL(p + 1) . That is, 
the greater the mean number of events per cluster, the greater the 
spectral power near w = 0. 
Diggle (1983, Chapter 5) gives the following result for the reduced 
second-order moment function of the modified Thomas process consisting of 
offspring only: 
K(t) = mt 2 + X -1 	
2 [1 - exp{-t /(4a 2  H]. 
For small values of t, the reduced second-order moment function is larger 
than that for a Poisson process of intensity X. 
Recall from Section 4.3.3 that the variance of 
counts is also super-Poissonian for the Neyman-Scott (Poisson cluster) 
processes, of which the modified Thomas process is one example. In 
general, therefore, the magnitude of second-order functions for the 
modified Thomas process tends to be greatei than for a homogeneous 
Poisson process of the same intensity. 
4.4.3 Inhibition processes 
Bartlett (1964) suggests the following isotropic covariance density 
function in order to model inhibition between plants: 
lxx(t) = X1v21(t2/a2 - 2)exp{-t 2 /(2a2 )I, 	(v < 1) 
where A1 is the final intensity of the inhibition process. The 
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parameters v and, a 2 reflect the strength and scale of inhibition, 
respectively. For large values of z, exp(-z 2 ) tends to zero faster than 
z 2 tends to infinity, so that )'xx(t)  tends to zero for large t. Bartlett 
(1964) shows that for such a covariance density function the spectral 
density function is given by 
xx 	= 	
- va2w exp (_a 22w 2 /2)1. 
At low frequencies, the spectral power for Bartlett's inhibition process 
is smaller than that for a Poisson process with the same final intensity, 
X1 . As w becomes large, f xx 	tends towards A1 . That is, for large w, 
the spectrum for the inhibition process is indistinguishable from the 
spectrum for a Poisson process of intensity A 1 . The extent of the low 
frequency region of the spectrum for which spectral values are small 
depends on v, the strength of inhibition, and a 2 , the scale of 
inhibition. 
The simple inhibition models described in Section 4.3.4 are 
parameterised by 6, the minimum inter-event distance. This class of 
models has been studied extensively in the literature, whilst Bartlett's 
model has not. This is possibly due to the ease with which realisations 
of inhibition patterns may be obtained using the simple inhibition 
models. However, unlike Bartlett's model, their mathematical properties 
are relatively intractable. Consider, for example, Matérn's first 
(hard-core) inhibition process, in which .a homogeneous Poisson process of 
intensity X is thinned by deleting all pairs of events which lie closer 
than the minimum inter-event distance 6 (and any events which lie within 
a distance 6 of any event that has already been deleted). The final 
intensity is then A1 = Xex(-itX(52 ) 1 and the second-order intensity 
function is given by 
(0 
	
Axx(.ib) a  xxx ( t ) = 	2  exp{ -  XU (t) 	t 6  
where U 6 (t) is the area of union of two discs of equal radius 6, with 
centres a distance t apart (Diggle, 1983, Chapter 4). That is, 
U5(t) = 21162 - 86 2 cos - t/(46) + t/(1662 -t 2 )12 
(Stoyan et al., 1987, Chapter 5). Thus, 
0 	t < 6; 
1xxt) = 	x2exP{U6(tH - 
	6 	t 	26; 
0 	 t 	26. 
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However, it is not possible to obtain a closed expression for the 
spectrum of this process. In fact, almost no analytical work is possible 
with inhibition models, and we have to rely on simulation to indicate the 
form of the spectrum and the reduced second-order moment function 
(Ripley, 1981, Chapter 8). 	(Note, however, that Bartlett (1963a) shows 
that one-dimensional models involving inhibition between events can lead 
to very low values in the spectrum at low frequencies.) Diggle's SSI 
process is isotropic, so we at least know that the spectrum for this 
process must depend on w only through w = Iwl. We will examine spectral 
structure for Diggle's SSI process using the sample spectral function in 
Section 4.7.6. 
Diggle (1983, Chapter 5) and Ripley (1976 and 1981) discuss the form 
of the, reduced second-order moment function, K(t), for inhibition 
processes. Although no analytical results are available, simulation 
studies have shown that, for small t, the value of K(t) tends to be 
smaller than ut 2 	as t becomes large, K(t) tends towards itt 2 , the value 
of K(t) for a Poisson process with intensity X 1 . Ripley (1978 and 1981, 
Chapter 6) also examines sample spectra for one-dimensional series of 
quadrat counts obtained from realisations of inhibition processes. He 
finds an absence of power at low frequencies. The variance of counts for 
a simple inhibition process is less than that for a Poisson process with 
the same final intensity, A1 (Stoyan, 1983) . The magnitude of 
second-order functions for inhibition processes therefore tends to be 
smaller than for a homogeneous Poisson process with the same final 
intensity. 
4.4.4 Summary 
The spectral properties of some simple classes of spatial pattern 
are summarised as follows. The spectrum of a purely random spatial point 
pattern, as modelled by the homogeneous Poisson process, is constant at 
all frequencies. In contrast, the spectra of cluster processes tend to 
have a concentration of power at low frequencies, whilst the spectra of 
inhibition processes are characterised by an absence of power in this 
region of the spectrum. (Equivalently, power is concentrated at higher 
frequencies in the spectra of inhibition processes.) Spectral results 
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for the different types of pattern mirror those for the reduced 
second-order moment function, K(t). That is, for small t, K(t) for a 
cluster process is larger than that for a Poisson process with the same 
final intensity, XCL, whilst K(t) for an inhibition process is smaller 
than that for a Poisson process with the same final intensity, X 1 . The 
variance of quadrat counts for a cluster process is large compared with 
that for a Poisson process of similar intensity. Finally, the variance 
of quadrat counts for an inhibition process is small compared with that 
for a Poisson process of similar intensity. We will calculate sample 
spectra for the realisations of point processes introduced in Section 4.3 
to compare with the analytical results presented here. First we discuss 
the calculation of periodograms for sample patterns. 
4.5 Calculation of sample spectra 
4.5.1 The periodogram for a point pattern 
The estimation of two-dimensional point spectra was introduced by 
Bartlett (1964, see also 1975, Chapter 1 and 1978, Chapter 6) as a 
straightforward extension of the one-dimensional case, which was 
presented by Bartlett (1963a and 1963b) . Let { (x 1 . x 2 ) I Ci = 1, . .., N) 
denote the co-ordinates of N points in a rectangular region 0, where 0 
has sides of length 1  and 12. 
 The periodogram is then calculated as 
= 	pi Wq) = IF(P)I 2 = IA(P)I 2 + 1B(P 1 )} 2 1 
where w = (w 1 wq ) = (2p/l 1 , 2mq/1 2 ), and A(P 1 ) 1 B(P 1 ) are the real 
and imaginary parts of the DFT, F(P 1 ). That is 
F(P 1 ) = A(P) + iB(P 1 ) 
= (1 1 1 2 ) 1/2 	lexp{_2iNX 1 (pxlj + qx 2 )}, 
with i = /(-1). The calculations may be standardised by replacing x1 
and x 2 by x ij= Nxi/li and = Nxx2Il2i as advocated by Bartlett 
(1964). This eliminates bias near the origin with value 
21112A 2 [kin(l1wp/2)/(l1wp/2)11sin(l2wq/2)/(l2wq/2)11 2 
(see Bartlett, 1978, Chapter 9). 
When the locations of events of a spatial point pattern have been 
recorded as two-dimensional co-ordinates we can approximate their 
positions to the nearest point of a fine lattice laid on the study area. 
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We can then use the technique of spectral analysis for lattice data which 
was described in Chapter 1. However, the resulting lattice spectrum will 
provide only an approximation to the exact point spectrum unless all the 
events lie at the intersections of a U x V lattice, say, where 1  = U 
units and 12 = V units. In this situation the two methods are identical. 
To distinguish between the two types of spectral analysis we use the 
terminology 'point spectrum' to denote the spectrum for a spatial point 
pattern, and 'lattice spectrum' to denote the spectrum for a rectangular 
grid of data values. 
The periodogram for data on a lattice possesses periodicity on 
due to the discrete nature of the sample. For example, let IX 
(u = 0, ..., U - 1;v=0,..., V - 1) denote the mean-corrected matrix 
of data values for a rectangular lattice. The periodogram for IX U,v I is 
given by 
= 	X'i' 
(p' = 0 1 ..., U12; 	q' = -V/2, ..., V/2 - 1) 
where w' = 2mp'/U, w = 2icq'/V. The restriction on the ranges for p' and 
q' is necessary because of periodicity inherent in the sample spectrum. 
That is 
x(2mp'tTJ + 2mrt,2itq'IV + 2nm), 
where m and n are integers. It is, therefore, impossible to distinguish 
between variation attributable to the frequencies (2irp'/U, 2mq'IV) and 
(2mp'/U + 2mm, 2mq'/V +2nit) in the periodogram. Such frequencies are 
called aliases of one another (see, for example, Chatfield, 1980, Chapter 
7) . In addition to the problems caused by aliasing, if the data {X 
is real-valued then the theoretical and sample spectra possess the 
following symmetry properties: 
and fxx_p tW q ) 	x;twc ) 
(see Sections 1.2.3 and 1.2.4). 
In the case of the (real-valued) spectrum for the point pattern 
represented by {(x 11 x2 )I (j = 1, ..., Nx)i the symmetry properties 
f xx ( pi_ W q ) 	fxx(wpiwq) and i xx 	pi W_ q ) a fxxpWq). 
also hold. However, the problem of aliasing only occurs if Bartlett's 
standardisation from ((x 1 ., x2 .-)} to {(x. 1 x.)} is not used. 	(Without 
this standardisation, the sample spectrum will repeat after N rows and 
columns.) We use Bartlett's standardisation in calculating the sample 
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spectra for point patterns. There is, therefore, no maximum (Nyquist) 
frequency associated with the periodogram for a point pattern, and we may 
investigate any range of scales of pattern, subject to consideration of 
the effects of - symmetry. To take account of symmetry, Bartlett (1964) 
notes that the periodogram for a point pattern should be calculated for 
values of one frequency co-ordinate over both positive and negative 
integers, and over positive integers only for the other frequency 
co-ordinate. Here we adopt the convention of using both positive and 
negative integers for q, the vertical frequency co-ordinate, and only 
positive integers for p, the horizontal frequency co-ordinate. Then 
periodogran values for negative p are given by the relation, 
fxxwpq)f xxp'q 
The range of integers for which we should estimate the spectrum is not 
explicitly stated by Bartlett (1964); rather, the choice relates to the 
number of events, Nx.  Intuitively, as the number of events increases we 
can obtain more reliable information about interactions over smaller 
distances, that is, at higher frequencies in the spectrum. The ranges 
(p = 0, 1, ..., 16; q = -16, ..., 15) will be used in Sections 4.7 and 
4.8 for illustrative examples of spectral analysis of spatial point 
patterns. This choice appears to give adequate cover for a wide range of 
frequencies at which structure may be present in the periodogram. The 
unrestricted maximum frequency amplitude is, therefore, 
w 	= 1w 	 2 -max 1 = /( w 	+ w 
	
max pmax 	qmax 2  
where pmax = 16, qmax = 16 are the maximum values of p and q, 
respectively. That is, 
W 	= / U32ic/1 1 ) 2 + (32m/l 2 ) 2 .max 
If 0 is a square region, that is l 	1 2f then 
w 	= /51221/l) 	23(2it111).max 
When 0 is the unit square we have w 23 x 2it, corresponding to amax 
scale of pattern of approximately 1/23 units. 
There are no numerical problems (such as aliasing) associated with a 
point spectrum. However, if we calculate the periodogram for a wide 
range of values of p and q, then not all of the estimates will be 
statistically independent. We shall discuss this in the next section. 
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4.5.2 Sampling properties of spectral estimates 
It is well known (Bartlett, 1964) that f(w) requires suitable 
smoothing if the periodogram is to converge to f(w) as N  
Bartlett (1964 and 1975, Chapter 3) suggests uniform smoothing of 
individual values will usually be most convenient. Brillinger (1972) 
also discusses smoothing (in the one-dimensional case) and advises that 
conventional smoothing techniques from time series analysis (for example, 
using spectral window functions--see Priestley, 1981, Chapter 7) may also 
be used for point spectra. 
Bartlett (1963b and 1964) studies the sampling properties of 
spectral estimates for point spectra. He concludes that, assuming an 
underlying homogeneous Poisson process, spectral estimates are 
distributed as scaled X2- random variables with two degrees of freedom. 
(Recall from Section 1.2.4 that the distribution of spectral estimates 
for a Gaussian random variable on a lattice also follows a scaled 
X2 -distribution with two degrees of freedom.) Brillinger (1972) also 
studies the distribution of spectral estimates for (one-dimensional) 
point spectra and formally verifies the X 2_  distributionof spectral 
estimates. Brillinger's (1972) results are extended here to the 
two-dimensional case: asymptotically, that is, as N  
A(P) - N(O, fxx p iwq ) ' 2 )i ! = (w, Wq ) ~ P 
independently of 
B(P) - N(O, fxx p tWq ' 2) i 	P. 
where A(P) B(P 1 ) are the real and imaginary parts of the DFT, and 
N(M, a2 ) denotes a Normal distribution with mean zero and variance a 2 . 
When w = 0 (that is, when p = q = 0) we have 
Ax ( OrO ) - Nxi 
and Bx(OO)  is identically zero. Furthermore, A(P 1 ). B(P 1 ). 
and B(P' 1 ') (p # p', q # q') are all asymptotically 
independent (as N X
.. co). Spectral estimates are given by 
fxxpWq) = tA(P)l 2 + (B(Pq)l 2 1 
so, asymptotically, 
2f XX p q 
(w ,w )/ 
and 
Also, f XX p q 	X (w ,w ) and f X pq (w' ,w'
,w ) 	w ~ 0 
Ai p q 
xx } /fxx (0 to ) 	X1 
(w' # v) are asymptotically independent. 
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Under the null hypothesis of CSR, modelled by a homogeneous Poisson 
process of intensity Ar we have fxx(WpWq) = 	




2fxx(WpiWq)/Ax - x1 	# 0. and 	 - 	- x.XX 
In practice, we replace the unknown intensity, X, by the sample 
intensity, X = Nx/IQI. Since we use Bartlett's standardisation to 
rescale the co-ordinates of all events to the unit square, we have 
101 = 1, whence ix =X 	 Finally, we have 
2fxx(wpiwq )IN  x - # . and 21xx0'0 - Nx}/Nx - X 	(45)  X2 	w 
4.6 Scaled polar spectra, scaled cumulative polar spectra and the 
normalised periodogram 
4.6.1 Adaptation of scaled polar spectra for analysing point patterns 
Bartlett (1964) notes that the formula for the periodogram, f(w), 
in Section 4.5.1 may be written as 
= I-A exP[-27ci{P(x1 - xlk) + q(x2 - x2k)l] +X, 	(4.6) 
If the spectrum is assumed to be isotropic, then Bartlett (1964) suggests 
that the {f(w) I can be averaged over the (random) angle 0 between w and 
each (x - x , 2k x - x ) in (4.6) to give lj 	1k 
x Mx() 0 Ef XX 	 = Nx+ Ij #k Jo(wdik), 
where dik = 1{(x1 - xlk) + (x2. - x2k )  I and J0 (z) is a Bessel function 
of the first kind of order zero. However, Bartlett notes that the method 
outlined above does not reduce the calculations involved, and that the 
sampling properties of Ixx(w)  are more complicated than those for f- XX  (w). 
In particular, the expected value of 2ixx(w)INx - 21 is approximately 
16/(Nx2w3) so that the estimator is biased. Bartlett concludes that 
since f xx(w)  depends on all the inter-event distances, (djk}1  it may be 
more profitable to analyse these directly instead. 
As an alternative to Bartlett's estimator, ?(w)  (w = Iwo, we can 
use Renshaw & Ford's 8-spectrum to investigate the assumption of 
isotropy. If there is no evidence to suggest that the pattern is 
anisotropic then we can use the R-spectrum to obtain an estimate of 
The scaled polar (R- and 8-) spectra may be evaluated 
for the two-dimensional point spectrum in a similar manner to that 
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defined by Renshaw & Ford (1983 and 1984) for the case of a lattice 
spectrum. The only modification needed is the form of the scaling factor 
to be used; this is discussed below. Recall from Section 1.2.6 that the 
polar representation of the Cartesian spectrum is obtained by calculating 
2 	2 	 -1 	 - r = /(p + q ) and 0 = tan (p/q), whence each fxx(Wpiwq)  may 
alternatively be written as gXX 	. The unscaled R-spectrum, 
is a plot of the average periodogram value for elements with a 
similar value of r (averaged over all values of 0). It is used to 
investigate scales of pattern under the assumption of isotropy. The 
unscaled 8-spectrum, {f 8 (0)J, is a plot of the average periodogram value 
for elements with similar values of 0 (averaged over all values of r), 
and it is used to investigate directional features. The choice of 
intervals for calculation of R- and 8-spectra is arbitrary; Renshaw & 
Ford (1983 and 1984) suggest (0 < r :!~ 1, 1 ( r _,~ 2, 2 ( r :5 3, ...) and 
(_50 	0 -S 5, 5 < 0 :!~ 15 ° , . . -, 165 0 < 0 	175 0 ) . These intervals 
provide a reasonable range of ordinates for the R- and 8-spectra for use 
in exploratory analysis. We will use a periodogram of size 17 x 32 for 
analysis of point patterns. In this case, the maximum wavenumber in the 
R-spectrum is r = /(16 2 + 162) 	23. Formally, the unscaled R-spectrum is 
defined as 
-1vv 
fR(r) = nr 	
9(w i w0 ) i 	(r = 1, 2, 
where the summation is over n r 
 periodogram ordinates for which 
(r - 1) < r' ::~ r. The unscaled 8-spectrum is similarly defined as 
=  0 1  rø' 	
(0 = 00, 10 0 , 20 ° , •.., 170 ° ) 
where the summation is over n0 periodogram ordinates for which 
(0 - 50) < 0' ::~ (0 + 5 0 ). Note that the origin of the periodogram, 
is excluded from both the R- and 8-spectra since it has 
different sampling properties to the other periodogram ordinates. The 
ordinates 	wq)I (q > 0) are also excluded since these are exactXX 
repeats of Ji xx°' W_qH• 
Renshaw & Ford (1983 and 1984) scale the R- and 8-spectra for a 
two-dimensional lattice spectrum so that, under the null hypothesis of 
spatial randomness, the expected value of each ordinate is unity. In the 
case of a two-dimensional lattice spectrum for a matrix of data values 
	
Ix U'v I (u = 0, 	.., U - 1; v 
= 0, ,..., V - 1) the null hypothesis of 
spatial randomness is usually formulated as {X u,v  I iid as Normal random 
variables with mean zero and variance 
	Then the asymptotic 
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distribution of periodogram ordinates, {f(w p 
2 	
q ,w H, is given by 
- 
2f 7 (w ' W . )/c x 
2
1 	!. ~ 0 q 	 -2 
(see Section 1.2.4). A scaling factor of lIcJ X is used to form ordinates 
of scaled polar spectra with expected value unity, where a2  is the 
estimated variance. 
For two-dimensional point spectra the null hypothesis of CSR is 
modelled by the homogeneous Poisson process. Then, using the result in 
(4.5), we have 
2fxx(WptWq  )IN  x - 	 w 0 0. 
A divisor of N   is therefore required in order to obtain scaled ordinates 
with expected value unity. Scaled R- and 0-spectra for a two-dimensional 
point spectrum are, therefore, defined by {fR  WIN  X}  and  (fo  MIN  xli 
respectively. Under the null hypothesis of CSR, plots of the scaled R-
and 8-spectra should lie close tothe line fR(r)/NX = 1 and fe(0)/Nx = 1, 
for all values of r and 0, respectively. Each ordinate of the scaled 
R-spectrum is calculated as the average of n   original periodogram 
ordinates, and periodogram ordinates are asymptotically independently 
distributed as (Nx/2)  times X2-random variables on two degrees of 
freedom. Under the null hypothesis of CSR, and using the additivity of 
x2 -random variables, we therefore have 
fR (  W)/NX 	(2n)1 X2n2 	
(r = 1, 2, ... ). 	 (4.7) 
r 
Similarly, under the null hypothesis of CSR, the ordinates of the scaled 
8-spectrum are asymptotically distributed as 
f8(0)/N X  - (2n0)' x2n0 
2 	
(0 = 00, 10 ° , 20 ° , ..., 170 ° ). 	(4.8) 
For a sample pattern consisting of a finite number of events these 
distributional results should still hold, because the scaled polar 
spectra incorporate a degree of smoothing. Note, however, that whilst 
remains fairly constant for all values of 0, n r  varies dramatically with 
r. In particular, n   is very small for ordinates at the extremes of the 
R-spectrum (that is, for r close to 1 or 23 in the case of a 17 x 32 
periodogram) . Also note that if n   or n 0 is relatively large, then the 
individual periodogram ordinates which contribute to ordinates of scaled 
polar spectra may not be independent. The critical value for the number 
of ordinates which may be assumed to be independent is approximately 
since there are approximately Nx12 degrees of freedom associated 
with the periodograrn. This problem will be discussed in detail in 
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Chapter 5, where we construct formal tests for non-randomness in point 
patterns. 
Upper and lower 100(1 - a)% critical values for scaled R- and 
8-spectra under the null hypothesis of CSR are obtained using critical 
values of the 
2_  distribution and 2n0 degrees of freedom, 
respectively. Ford & Renshaw (1984) give 5% and 1%, one-tail upper 
percentage points for the scaled R- and 8-spectra based on a 17 x 32 
periodograrn. Upper and lower,. 5% and 1%, two-tail percentage points for 
scaled R- and 8-spectra based on a 17 x 32 periodogram are shown in 
Tables 4.1a and b, respectively. 
4.6.2 Scaled cumulative polar spectra 
As an extension to the scaled R- and 8-spectra introduced by Renshaw 
& Ford (1983) we define scaled cumulative R- and 0-spectra. The scaled 
cumulative R-spectrum can be used to indicate the total power present in 
the spectrum up to a certain scale of pattern (that is, up to a certain 
wavenumber, r). Similarly, the scaled cumulative 8-spectrum can be used 
to indicate the total power present over a range of directions (that is, 
over a range of frequency angles, measured clockwise from 00  to 0). The 
unscaled cumulative R-spectrum is defined as 
fCR ( r ) = N 	 (r = 1: 2, 
where  
Similarly, the unscaled cumulative 8-spectrum is defined as 
=N0 ' 	L , nf 0 (0'), 	(0 = 0 ° , 10 0 , 20 ° , ..., 170 ° ) 
where the summation is over 0' = 00, 10 ° , ..., 0 and N0 = 	, n. We 
also scale the ordinates of the cumulative polar spectra by dividing by 
Nx. Ordinates then have expected value unity under the null hypothesis 
of CSR. Critical values for the ordinates of scaled cumulative polar 
spectra, based on the null hypothesis of CSR, are obtained using the 
results, 
fCR(r)/NX 	(2N)1 X2N2 	Cr = 1, 2, ... ) 	
( 4.9) 
r 
and 	f 8 (0)/N 	(2N0) 1 x2 2 
	(0 = 0 ° , 10 0 , 200, ..., 1700). 
0 
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Table 4.1a: Upper and lower, two-tail percentage points for X 2- tests 
based on the scaled R-spectrum, fR(r)/NX 
r n Scaled R-spectrum, 	fR(r)INX 
Lower tail Upper tail 
1% 5% 5% 1% 
1 2 0.0517 0.1211 2.7858 3.7151 
2 4 0.1681 0.2724 2.1918 2.7444 
3 8 0.3214 0.4317 1.8028 2.1417 
4 10 0.3717 0.4795 1.7085 1.9998 
5 16 0.4729 0.5716 1.5463 1.7603 
6 16 0.4729 0.5716 1.5463 1.7603 
7 18 0.4969 0.5927 1.5121 1.7106 
8 24 0.5523 0.6407 1.4380 1.6035 
9 28 0.5802 0.6645 1.4030 1.5535 
10 32 0.6033 0.6840 1.3751 1.5137 
11 30 0.5922 0.6747 1.3883 1.5325 
12 32 0.6033 0.6840 1.3751 1.5137 
13 44 0.6543 0.7266 1.3164 1.4308 
14 42 0.6472 0.7207 1.3243 1.4420 
15 48 0.6673 0.7373 1.3021 1.4108 
16 44 0.6543 0.7266 1.3164 1.4308 
17 40 0.6396 0.7144 1.3329 1.4540 
18 26 0.5669 0.6532 1.4194 1.5769 
19 18 0.4969 0.5927 1.5121 1.7106 
20 18 0.4969 0.5927 1.5121 1.7106 
21 6 0.2562 0.3670 1.9447 2.3583 
22 6 0.2562 0.3670 1.9447 2.3583 
23 1 0.0050 0.0253 3.6889 5.2983 
t Source: calculated using NAG FORTRAN library routine G01BCF for 
probabilities associated with a X 2-distribution. 
ri is the number of raw periodogram ordinates used to calculate fR(r). 
Note that it is inappropriate to base a test on fR(r)  if 2n > NX I 
where N   is the number of events in the sample pattern. 
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Table 4.1b: Upper and lower, two-tail percentage points for X2- tests 
based on the scaled 0-spectrum, f o (e)INxt 
& ± n0 ' Scaled 0-spectrum, fo MIN  x 
Lower tail Upper tail 
1% 5% 5% 1% 
00 25 0.5598 0.6471 1.4284 1.5898 
100 21 0.5271 0.6190 1.4709 1.6509 
20 ° 23 0.5444 0.6339 1.4482 1.6182 
30 ° 29 0.5864 0.6697 1.3954 1.5427 
40 ° 43 0.6508 0.7237 1.3203 1.4363 
50 ° 28 0.5802 0.6645 1.4030 1.5535 
60 ° 29 0.5864 0.6697 1.3954 1.5427 
70 ° 23 0.5444 0.6339 1.4482 1.6182 
80 ° 21 0.5271 0.6190 1.4709 1.6509 
90 ° 25 0.5598 0.6471 1.4284 1.5898 
100 ° 24 0.5523 0.6407 1.4380 1.6035 
110 ° 26 0.5669 0.6532 1.4194 1.5769 
120 ° 33 0.6085 0.6884 1.3689 1.5050 
130 ° 48 0.6673 0.7373 1.3021 1.4108 
140 ° 32 0.6033 0.6840 1.3751 1.5137 
150 ° 33 0.6085 0.6884 1.3689 1.5050 
160 ° 26 0.5669 0.6532 1.4194 1.5769 
170 ° 24 0.5523 0.6407 1.4380 1.6035 
t Source: calculated using NAG FORTRAN library routine G01BCF for 
probabilities associated with a x2-distribution. 
n0 is the number of raw periodogram ordinates used to calculate f 0 (&). 
Note that it is inappropriate to base a test on f 0 (0) if 2n& > NX I 
where N   is the number of events in the sample pattern. 
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As with scaled polar spectra, we must be careful when interpreting 
ordinates based on very few or very many of the raw periodogram ordinates 
(see Chapter 5 for further discussion of this) . Upper and lower, 5% and 
1%, two-tail percentage points for scaled cumulative R- and 9-spectra are 
shown in Tables 4.1c and d, respectively. 
4.6.3 The normalised cumulative periodograrn 




is used to estimate the integrated spectrum, 
xx 	= j' fxxdz 
which measures the total spectral power up to frequency w (see, for 
example, Priestley, 1981, Chapter 4). However, there is no unique 
ordering of the ordinates of a two-dimensional periodogram. There is, 
therefore, no unique method of forming a cumulative periodogram in the 
two-dimensional case. Here, we define a normalised cumulative 
periodogram based on increasing values of frequency magnitude. 
First, we rank all of the periodogram ordinates, If (w ,w )J, byXX 
increasing values of frequency magnitude, r = /(p + q ). For groups of 
ordinates with the same value of r we use a second criterion--namely 
decreasing values of the frequency angle, 0 = tan (p/q)--in order to 
determine the rank of individual ordinates. (The second criterion is 
arbitrary--the choice of decreasing frequency angles helps to clarify the 
ordering in the illustration which follows.) Periodogram ordinates, 
If xxWqH (q > 0) are excluded from the calculations because they are 
exact copies of the ordinates, lfxx(OiWq)}  (q > 0). The origin, 
is also excluded because its sampling properties are different 
to those of the other periodogram ordinates. As an illustration of the 
procedure described above, Table 4.2 shows the ranks associated with each 
element of a 17 x 32 periodogram using the ordering based on increasing 
values of the frequency magnitude, r (and decreasing values of the 
frequency angle, (9, for groups of ordinates with the same value of r) 
Each entry in the table indicates the position of that ordinate in the 
one-dimensional sequence based on increasing values of r. 
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Table 4.1c: Upper and lower, two-tail percentage points for X 2- tests 
based on the scaled cumulative R-spectrum, fcR(1)/Nx 
r 
± 
N Scaled cumulative R-spectrum, fCR(r)/NX 
Lower tail Upper tail 
1% 5% 5% 1% 
1 2 0.0517 0.1211 2.7858 3.7151 
2 6 0.2562 0.3670 1.9447 2.3583 
3 14 0.4450 0.5467 1.5879 1.8212 
4 24 0.5523 0.6407 1.4380 1.6035 
5 40 0.6396 0.7144 1.3329 1.4540 
6 56 0.6891 0.7553 1.2784 1.3778 
7 74 0.7258 0.7852 1.2404 1.3249 
8 98 0.7589 0.8118 1.2075 1.2794 
9 126 0.7854 0.8330 1.1820 1.2444 
10 158 0.8069 0.8501 1.1618 1.2168 
11 188 0.8221 0.8621 1.1479 1.1979 
12 220 0.8349 0.8722 1.1364 1.1822 
13 264 0.8486 0.8830 1.1242 1.1657 
14 306 0.8589 0.8911 1.1151 1.1534 
15 354 0.8684 0.8985 1.1068 1.4122 
16 398 0.8756 0.9042 1.1006 1.1338 
17 438 0.8812 0.9085 1.0958 1.1274 
18 464 0.8845 0.9111 1.0930 1.1236 
19 482 0.8866 0.9127 1.0912 1.1212 
20 500 0.8886 0.9143 1.0895 1.1190 
21 506 0.8892 0.9148 1.0890 1.1182 
22 512 0.8898 0.9152 1.0885 1.1175 
23 513 0.8899 0.9153 1.0884 1.1174 
t Source: calculated using NAG FORTRAN library routine G01BCF for 
probabilities associated with .a X2 -distribution. 
1 N is the number of raw periodogram ordinates used to calculate 
Note that it is inappropriate to base a test on fCR(r)  if 2N > Nxi 
where N   is the number of events in the sample pattern. 
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Table 4.1d: Upper and lower, two-tail percentage points for X 2- tests 
based on the scaled cumulative e-spectrum, fo MIN  x 
1 
6 N Scaled cumulative 6-spectrum, 
Lower tail Upper tail 
1% 5%  
00 25 0.5598 0.6471 1.4284 1.5898 
100 46 0.6610 0.7321 1.3090 1.4204 
200 69 0.7170 0.7780 1.2494 1.3374 
30 ° 98 0.7589 0.8118 1.2075 1.2794 
40 ° 141 0.7964 0.8417 1.1717 1.2303 
50 ° 169 0.8129 0.8549 1.1563 1.2093 
60 ° 198 0.8264 0.8655 1.1440 1.1926 
70 ° 221 0.8352 0.8725 1.1361 1.1818 
800 242 0.8422 0.8780 1.1299 1.1734 
90 ° 267 0.8494 0.8836 1.1235 1.1647 
100 ° 291 0.8554 0.8884 1.1181 1.1575 
1100 317 0.8612 0.8929 1.1130 1.1506 
120 ° 350 0.8677 0.8980 1.1074 1.1431 
130 ° 398 0.8756 0.9042 1.1006 1.1338 
140 ° 430 0.8801 0.9077 1.0967 1.1286 
150 ° 463 0.8843 0.9110 1.0931 1.1238 
160 ° 489 0.8874 0.9133 1.0906 1.1203 
1700 513 0.8899 0.9153 1.0884 1.1174 
t Source: calculated using NAG FORTRAN library routine G01BCF for 
probabilities associated with a X 
2_ 
 distribution. 
1 N  is the number of raw periodogram ordinates used to calculate f(0). 
Note that it is inappropriate to base a test on 	if 2N6 > N.Ca 
where N   is the number of events in the sample pattern. 
151 
Table 4.2: Ranks of ordinates of 17 x 32 periodogram when ordered by 
ascending values of frequency magnitude, r = /(p 2 + q 2 ) 
p q 
-16 -15 -14 -13 -12 -11 -10 -9 -8 -7 -6 -5 -4 -3 -2 -1 
0 397 349 305 259 219 187 153 125 97 73 55 35 23 13 5 1 
1 398 355 307 265 221 189 159 127 99 75 57 41 25 15 7 3 
2. 399 359 311 273 233 193 163 131 107 85 61 45 31 19 11 9 
3 408 371 321 277 241 203 171 143 113 89 69 51 36 29 21 17 
4 417 375 333 289 249 215 179 147 121 101 81 65 49 38 33 27 
5 426 389 341 301 260 229 195 167 139 117 93 77 67 53 47 43 
6 439 404 363 323 281 245 211 183 154 133 111 95 83 71 63 59 
7 446 418 385 337 297 267 237 205 175 151 135 119 103 91 87 79 
8 461 429 400 367 329 291 255 223 201 177 156 141 123115 109 105 
9 467 448 422 391 350 317 285 253 225 207 185 169 149 145 137 129 
10 480 462 441 413 381 343 313 287 257 239 213 197 181 173 165 161 
11 490 475 457 434 409 379 345 319 293 269 247 231 217 209 199 191 
12 498 485 471 452 427 411 383 352 331 299 283 262 251 243 235 227 
13 504 494 481 468 454 436 415 393 369 339 325 303 295 279 275 271 
14 508 500 492 483 473 459 443 424 402 387 365 347 335 327 315 309 
15 510 506 502 496 487 477 464 450 431 420 406 395 377 373 361 357 
16 513 512 511 509 505 499 491 489 479 470 466 456 447 445 440 438 
p q 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
0 . . . . . . . . . . . . . . 
1 2 4 8 16 26 42 58 76 100 128 160 190 222 266 308 356 
2 6 10 12 20 32 46 62 86 108 132 164 194 234 274 312 360 
3 14 18 22 30 37 52 70 90 114 144 172 204 242 278 322 372 
4 24 28 34 39 50 66 82 102 122 148 180 216 250 290 334 376 
5 40 44 48 54 68 78 94 118 140 168. 196 230 261 302 342 390 
6 56 60 64 72 84 96 112 134 155 184 212 246 282 324 364 405 
7 74 80 88 92 104 120 136 152 176 206 238 268 298 338 386 419 
8 98 106 110 116 124 142 157 178 202 224 256 292 330 368 401 430 
9 126 130 138 146 150 170 186 208 226 254 286 318 351 392 423 449 
10 158 162 166 174 182 198 214 240 258 288 314 344 382 414 442 463 
11 188 192 200 210 218 232 248 270 294 320 346 380 410 435 458 476 
12 220 228 236 244 252 263 284 300 332 353 384 412 428 453 472 486 
13 264 272 276 280 296 304 326 340 370 394 416 437 455 469 482 495 
14 306 310 316 328 336 348 366 388 403 425 444 460 474 484 493 501 
15 354 358 362 374 378 396 407 421 432 451 465 478 488 497 503 507 
16 433 . . . . . . . . . . . . . . 
t Note that nearly all even ranks are associated with the quadrant 
(p > 0, q >0). A choice of every (2k)th ordinate (up to a total of Nx/2) 
for the normalised cumulative periodogram would, therefore, exclude almost 
all of one quadrant, at least for relatively small values of N. 
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Let if xx(jH 	= 	•• n) denote the one-dimensional sequence 
of periodogram values arranged in order of increasing frequency magnitude 
(and decreasing frequency angle within groups of ordinates with exactly 
the same frequency magnitude). Here W (j) is the jth frequency element in 
the sequence and n denotes the number of ordinates in the sequence, after 
excluding tfxx(OiWq)I (q 	0). For example, for a 17 x 32 periodogram, 
we have n = 529. Cumulative sums formed from the sequence tfxX(w(j))} 
n) are used to investigate uniformity of spectral values 
across different scales of pattern. That is, we calculate 
= =1 	XX(k) 	(i = 1, ... 	n). 
The sequence of cumulative sums defined above will be referred to here as 
the cumulative periodogram. The values, xx ( w(j) ) (j = 1 ..., n), are 
scaled by dividing by the total, XX(W(n))  in order to form the 
normalised cumulative periodogram. Under the null hypothesis of CSR, 
modelled by the homogeneous Poisson process, the spectrum is constant at 
all frequencies. Under this null hypothesis the ordinates of the 
normalised cumulative periodogram therefore have expected value i/n, and 
a plot of the normalised cumulative periodogram, xx(w(.)) versus j 
should, therefore, lie close to the line joining (0, 0) to (n, 1) . A 
spatial point pattern which gives rise to a concentration of power at low 
frequencies (for example, a Poisson cluster process) will tend to cause 
positive deviations from this line for small values of j. In contrast, a 
pattern which gives rise to a concentration of power at high frequencies 
(such as a simple inhibition process) will tend to show negative 
deviations from the line for small values of j. 
The scaled cumulative R-spectrum and the normalised cumulative 
periodogram defined here appear to be very similar methods for 
investigating the form of the periodogram. However, the normalised 
cumulative periodogram can be generalised to provide a very flexible 
technique for investigating spectral structure. This achieved by 
altering the method which is used to index the periodogram elements in 
order to construct a one-dimensional sequence. For example, one could 
investigate an apparent ridge structure in the periodogram by forming 
cumulative sums along strips parallel to the ridge. The plot of the 
normalised cumulative periodogram, xx(w(j))f versus j will then tend to 
be S-shaped, with negative deviations from the line joining (0, 0) to 
(n, 1) for values of j up to the point at which ordinates within the 
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ridge begin to contribute to the cumulative sums, and positive deviations 
thereafter. The magnitude of the deviations will depend on the strength 
of the ridge relative to the underlying spectral structure. This 
technique is similar to the P(X,p) technique suggested by Priestley (1964) 
for investigating a ridge in a lattice spectrum (see Section 2.7.1). 
4.6.4 Summary 
The extension of Renshaw & Ford's scaled polar spectra for use with 
point spectra, and the two new sample spectral functions defined here 
will be useful for analysing spatial point patterns. In the next section 
we present some illustrative examples of the use of spectral analysis for 
the simulated patterns which were introduced in Section 4.3. We will 
concentrate on investigating of scales of pattern, using the scaled 
R-spectrum, the scaled cumulative R-spectrum and the normalised 
cumulative periodogram. However, we also calculate scaled 8--spectra for 
visual assessment of isotropy. Spectral estimates are also compared with 
analyses based on Ripley's K(t) function. Observations from these 
examples will be used to develop formal tests for CSR in Chapter 5. 
4.7 Illustrative examples of sample spectra for artificial patterns 
4.7.1 Introduction 
The methods described in Section 4.6 are used to calculate the 
periodograms for the artificial patterns which were presented in Section 
4.3. The periodograms are based on the frequency ranges 
(p = 0, 1, ..., 16; q = -16, ..., 15),as suggested in Section 4.5, 
producing a 17 x 32 matrix of spectral estimates. The scaled polar (R-
and 8-spectra) are calulated using the methods described in Section 4.6. 
For a 17 x 32 periodogram the scaled R-spectrum, Ji R(r)/NXII  contains 
ordinates for r = 1, 2, ..., 23 and the scaled e-spectrum, te° } is 
calculated for intervals of 100,  with midpoints e = 00, 10 0 , . .., 1700 . 
Under the null hypothesis of CSR the periodogram should be 'flat' (that 
is, constant at all frequencies) and the values of all ordinates of 
scaled polar spectra should be unity. Upper and lower, 5% and 1%, 
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two-tail critical values for the scaled polar spectra are calculated 
using the scaled X2n2_distribution for groups of n ordinates, as 
explained in Section 4.6 (see (4.7), (4.8) and Tables 4.1a and b). 
In addition to the conventional periodogram and Renshaw & Ford's 
scaled R- and 8-spectra, the scaled cumulative R-spectrum and the 
normalised cumulative periodogram are also evaluated for each pattern. 
Under the null hypothesis of CSR the scaled cumulative R-spectrum 
IfCR(r)INXI (r = 1, 2, . .., 23) has expected value unity at each 
ordinate. Upper and lower, 5% and 1%, two-tail critical values under the 
null hypothesis of CSR are obtained for the ordinates of the scaled 
cumulative R-spectrum using the distributional results shown in Section 
4.6 (see (4.8); see also Table 4.1c). Under the null hypothesis of CSR 
the normalised cumulative periodogram, 97xx(w(j)) (j = l ..., 529), has 
expected value j1529 and a plot of 47XX(w(j)) against j should lie close 
to the line joining (0, 0) and (529, 1) . Departures from CSR result in 
deviations from this line; for small values of j, cluster alternatives 
tend to lead to positive deviations from this line, whilst simple 
inhibition alternatives tend to lead to negative deviations. In the 
plots used here the scales for both horizontal and vertical axes are 
arranged so that the line joining (0, 0) to (529, 1) is inclined at 45 0 , 
measured anticlockwise from the horizontal axis. 
The periodogram, the scaled polar spectra, the scaled cumulative 
R-spectra and the normalised cumulative periodogram for each pattern are 
shown in Figures 4.2a to e, with 5% and 1% (two-tail) theoretical 
envelopes for CSR where appropriate. Note that the three-dimensional 
histogram plots of the periodograms omit the estimates for p = q = 0, 
that is f(0), otherwise f(0) = N 	dominates the spectrum, and the 
structure elsewhere cannot be seen. Also, the scale used to plot the 
three-dimensional histograms is not the same for each pattern. These 
plots show the general structure present in the periodogram. The plots 
of scaled polar spectra indicate the precise value of the ordinates in 
the periodogram. 
The plots in Figures 4.2a to e also include estimates of the reduced 
second-order moment function, K(t), obtained using Ripley's method of 
estimation (see Section 4.2.2) . Ripley (1979a) suggests that K(t) may be 
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calculated for t in the interval (0, t max 	max 
], where t 	= (diagonal of Q)/2. 
All the simulations here are performed on the unit square, so t max  =1//2. 
However, at the scale shown in Figures 4.2a to e this choice of t max 
obscures the important details of the plot of K(t) versus t for small 
values of t. Ripley (1981, Chapter 8) suggests that the maximum distance 
of interest for a pattern of N events is t0 = 1•25t max  /(2/N)• When Q 
is the unit square, we have t0 = 1.251/Nx. Estimates for K(t) at 
equally spaced values of t in the interval (0, t 0 ) are, therefore, used 
for Figures 4.2a to e. The plots also show the upper and lower envelopes 
obtained from 99 simulations of CSR (that is, 99 realisations of a 
Poisson process with the same intensity as the sample pattern). The 
envelopes show the range of values of K(t) which may be expected under 
CSR. For aggregated patterns K(t) for the data tends to lie outside the 
upper envelope for the interval [0, t max 
 /2] . For an inhibition process, 
K(t) tends to lie below the lower envelope, at least for t in the 
interval [0, 6], where 6 is the minimum inter-event distance (Ripley, 
1979a) 
4.7.2 The homogeneous Poisson process 
Figure 4.2a shows the spectral estimates and estimated reduced 
second-order moment function for the simulated homogeneous Poisson 
process which was shown in Figure 4.1a. There is no apparent structure 
in the three-dimensional plot of the periodogram. The scaled R- and 
e-spectra and the cumulative R-spectrum are all within the 5% critical 
bounds at all frequencies, except for the scaled R-spectrum at r = 23 
which is significant at 5%. Note that this ordinate is based on only one 
of the original periodogram ordinates. We would expect one in twenty 
ordinates of the scaled R-spectrum to be significant at this level just 
by chance. However, it is important to remember that the (scaled) 
X2 -distribution for individual ordinates is an asymptotic result 
(as N 	w), and the periodogram needs smoothing to achieve this, even 
for a Poisson process with Nx = 100 events. The normalised cumulative 
periodogram lies close to the 45 0 line at all values of j. The results 
obtained here are in keeping with the theoretical results obtained for 
the homogeneous Poisson process, where the spectrum was shown to be 
constant at all frequencies. The estimated reduced second-order moment 
156 
Figure 4.2: Sample spectra and estimated reduced second-order moment 
functions for ~ tif .icial patterns 
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function, K(t) (0 < t 	t0), where t0 = 1.251/Nx = 0.125 units, is also 
within the upper and lower envelopes obtained from 99 simulations of CSR 
(that is, 1% two-tail critical values) . This also indicates a purely 
random process. Note, however, that there is a lot of variation within 
the critical envelopes based on spectra, whereas the plot for K(t) shows 
a smoother line. This may be because the ordinates of the scaled polar 
spectra and scaled cumulative R-spectrum are only approximately 
distributed as X2-random variables. 
4.7.3 The inhomogeneous Poisson process 
Figure 4.2b shows the spectral estimates for the realisation of an 
inhomogeneous Poisson process which was shown in Figure 4.1b. The 
periodogram for this pattern of Nx = 100 events has several large 
elements near the origin. These correspond to very low frequency 
components which indicate non-stationarity in the spatial pattern. There 
is also some indication of a directional component in the 8-spectrum, 
which has a peak at 0 = 60 0 . This orientation corresponds to the 
diagonal pattern formed by the anisotropic intensity function. The 
anisotropy is evident in the map of the data (Figure 4.1b), where the 
density is greater in the bottom left-hand corner than it is in the top 
right-hand corner. The scaled R-spectrum has a very large value at r = 1, 
which is significant at the 1% level. This indicates pattern at the 
scale of the study area itself, that is non-stationarity. The value for 
r = 7 is also large (significant at the 5% level) . However, this 
spectral feature appears to have arisen by chance, since there is nothing 
in the model which would give rise to variation in the number of events 
at this frequency. The scaled cumulative R-spectrum shows similar 
structure to that of the scaled R-spectrum, with significant values for 
r 	4 and r = 6 to 11. The normalised cumulative periodogram lies above 
the 45 0 line for small j, indicating a concentration of power at low 
frequencies. The structure of the sample spectra is, therefore, 
consistent with a concentration of power at very low frequncies due to 
heterogeneity. These sample spectra are also similar to the theoretical 
results for the spectrum of a Poisson cluster process. Ripley's K(t) 
function (for t in the range 0 ( t 	t o , where t0 = 1.251v'Nx = 0.125 
units) lies above the upper 1% critical values for small t. This 
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behaviour also indicates clustering or heterogeneity, since the form of 
K(t) is similar to the theoretical form of K(t) for a Poisson cluster 
process. We must stress that we particularly chose an example of a Cox 
model which cannot be distinguished from a Poisson cluster process using 
any statistical technique (see Sections 4.3.2 and 4.3.3). In practice, 
we can use biological considerations to distinguish between sample 
patterns which result from direct clustering of events and those which 
are caused by a heterogeneous enviroment. 
4.7.4 The modified Thomas cluster process 
Figure 4.2c shows the spectral estimates for the realisation of a 
modified Thomas process which was shown in Figure 4.1c. In this model 
the number of events per cluster follows a Poisson distribution with 
mean, ji = 4. Offspring are dispersed about their parents according to a 
radially symmetric Gaussian distribution function with mean zero and 
variance, a2 = (0.025)2. The periodogram for the final pattern of 
Nx = 122 events (including parents) has large low frequency components, 
similar to that of the inhomogeneous Poisson process discussed above. 
The 0-spectrum is relatively constant but exceeds the upper 1% critical 
values at almost all values of 0, even though the model incorporates 
isotropic dispersion of offspring relative to parents. This structure is 
caused by the strength of clustering in this pattern, which results in 
very large values in the periodogram at low frequency magnitudes for all 
frequency angles. Thus, the form of the 0-spectrum indicates a departure 
from CSR, but it should not be interpreted as evidence of anisotropy. 
The value of the scaled R-spectrum is significant at the 1% level for 
r = 1 to 11. The scaled cumulative R-spectrum has significant values (at 
the 1% level) for all values of r. The scaled R-spectrum reaches a 
maximum at r = 3, for which fR  MIN  X 	7.5. There is a secondary peak at 
r = 6, where fR(6)/Nx 	3.5. The scale of pattern represented by the 
secondary peak is approximately 1/6 = 0.17 units, which is similar to the 
cluster size used in the model (the cluster diameter is approximately 
6a = 0.15 units). The first peak appears to be caused by merging of 
formally distinct clusters in the sample pattern. Diggle (1983, Chapter 
4) warns that this can happen. The magnitude of the values in the 
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cluster. Recall from Section 4.2 that when w = 0 the value of the 
(isotropic) spectrum for the modified Thomas cluster process, including 
parents, is given by 
= X(i2 + p + 1)1(11 + 1) = 122 x 4.2, 
where w = Iwl, X = 122 and p = 4. The value of the scaled R-spectrum at 
r = 1 is given by fR(l)/Nx = 4.253. The value of the unscaled R-spectrum 
(obtained by multiplying the scaled R-spectrum by the sample intensity, 
XX = 	= 122) is, therefore, very close to the theoretical form. This 
result suggests that the magnitude of the R-spectrum near r = 0 could be 
used to estimate ji, the mean number of events per cluster. Note, 
however, that the sampling properties for the origin of the periodogram, 
are different to those for the remaining periodogram ordinates. 
The origin is therefore excluded from the R-spectrum (that is, there is 
no ordinate for r = 0) and we would have to use the ordinate for r = 1, 
say. 
The normalised cumulative periodogram for this pattern lies above 
the 45 ° line, indicating a concentration of power at low frequencies. 
The sample spectra obtained here are in keeping with the theoretical form 
of the spectral density function for a modified Thomas cluster process. 
Ripley's K(t) function (which is calculated for 0 	t 	t o , where 
to = 1.25//Nx = 0.113 units) lies above the 1% critical values for small 
t. This behaviour is also typical of a cluster process. 
4.7.5 The disturbed lattice process 
Figure 4.2d shows the spectral estimates for the realisation of a 
disturbed lattice process which was shown in Figure 4.1d. The 
periodogram for this pattern of N   =100 events has two very large, 
isolated components at (p = 0, q = -10) and at (p = 10, q = 0) (and at (p 
= 0, q = +10) by symmetry) . The peaks correspond to the underlying 10 x 
10 lattice structure which was used in the simulation. The 8-spectrum 
has large values at 0 = 00 and 90 0 which reveals the orientation of the 
rectangular lattice 	that is, the axes of the lattice coincide with the 
axes used to record the co-ordinates of the data points. The scaled 
R-spectrum has very small values at r = 2 to 8 which are significantly 






Figure 4.2: 	(continued) 






p'l 6 q - lS 
per i odogram  
scaled 8-spectrum 
- daa 
- 5% and IX two-tail critical 








- 5% and IX two-tail critical 
6 






1 	5 	9 	13 	17 	21 
P 
normalised cumulative 







scaled cumulative P-spec-rum 
djl-o 
- 5% and 1X two-tail critical 
6 





1 	5 	9 	13 	17 	21 
P 
Ripley's k-hat Function 
- daLi 
- upper & lower envelopes 




regularity. There is a large peak at r = 10 (significant at 1%) which 
corresponds to the number of rows/columns in the lattice. The scaled 
cumulative R-spectrum lies below the 1% lower critical values for all 
values of r, although the peak at r = 10 brings it much closer to the 1% 
lower critical values for r z 10. The normalised cumulative periodograrn 
lies below the 45 0 line for small j, indicating an absence of low 
frequency power. This corresponds to regularity in the spatial pattern. 
Ripley's K(t) function (for 0 ( t :: ~ t 0 , where t0 = 1.25//Nx = 0.125 
units) lies below the lower 1% critical values for small t, also 
indicating regularity in the spatial pattern. 
4.7.6 Diggle's SSI process 
Figure 4.2e shows the spectral estimates for the realisation of a 
hard-core SSI process which was shown in Figure 4.1e. There are NX  = 100 
events in this pattern, which is based on a minimum inter-event distance 
of 6 = 0.08 units. The periodogram contains a region of very small 
values in the low frequency region of the spectrum. Unlike the 
periodogram for the lattice process, the rest of the periodogram is 
relatively constant (see Figure 4.2d) . The e-spectrum shows no 
indication of any directional features, that is, it is relatively 
constant for all e. This is not surprising since the SSI model is an 
isotropic process. The scaled R-spectrum has values below the 1% lower 
critical values for r = 2 to 8. There is also a peak at r = 12. The 
scaled cumulative R-spectrum lies below the 1% lower critical values for 
r 	12. The peak in the scaled R-spectrum at r =12 represents a 
concentration of power at frequency 1/12 	0.08 units, which corresponds 
to the minimum inter-event distance used in the simulation. The very 
steep rise in spectral values to this peak, from values which were 
significantly small, is possibly because of the 'hard-core' nature of the 
SSI model; for a soft-core model, where some inter-event distances less 
than 6 are possible, the change would not be as dramatic. The normalised 
cumulative periodogram lies below the 45 0 line for small t, indicating a 
lack of low frequency components in the spectrum, a characteristic of 
spectra for inhibition processes. The structure of the spectrum for the 
SSI process is similar to that obtained analytically for Bartlett's 
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t0 = 1.251/Nx = 0.125 units) also falls below the lower 1% critical 
values for small t. This is typical for an inhibition process. In 
addition, the values of K(t) are close to zero for t :~; 0.08. The K(t) 
function, therefore, also provides information about the minimum 
inter-event distance present in the sample pattern. 
4.7.7 Summary 
The sample spectra indicate that analysis based on scales of pattern 
(using the two forms of the R-spectrum and the normalised cumulative 
periodogram) appear to be more useful for detecting the departures from 
CSR considered here than the other spectral functions (for example, the 
8-spectrum). Note that tests for CSR based on 8-spectra would be 
rejected for the Cox process, the modified Thomas process and the 
disturbed lattice process, but not for Diggle's SSI process. Futhermore, 
significant values in the scaled 9-spectra do not necessarily provide 
evidence of anisotropy. In order to investigate isotropy it may be more 
appropriate to test for uniformity of values in the 8-spectrum (see 
Section 5.3.7). 
It is also possible to obtain information about parameters of the 
models by examining the spectral functions. In particular, crude 
estimates of the mean number of events per cluster and the cluster 
diameter in the modified Thomas process can be obtained using the scaled 
R-spectrum. Note, however, that it can be difficult to distinguish 
between the true cluster size and the apparent cluster size which is 
caused by formally distinct clusters overlapping. Similarly, the minimum 
inter-event distance in Diggle's SSI process can be estimated using the 
scaled R-spectrum. The (visual) interpretation of spatial structure 
based on spectral properties leads to very similar conclusions as that 
based on Ripley's K(t) function. Both spectral analysis and analysis 
based on the estimated reduced second-order moment function are 
second-order methods of analysis. However, two-dimensional spectral 
analysis can also be used to investigate isotropy in the sample pattern, 
whereas analysis based on the estimated reduced second-order moment 
function cannot. 
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In the next section we illustrate the use of spectral techniques for 
exploratory analysis of real patterns. In particular, we use spectral 
analysis to provide information about the processes which generate 
patterns. 
4.8 Illustrative examples of sample spectra for real patterns 
4.8.1 Introduction 
There have been very few examples of the application of spectral 
methods to the analysis of spatial point patterns since Bartlett (1964) 
originally proposed the technique and provided some practical examples. 
Exceptions to this include the application to forestry research studied 
by Renshaw & Ford (1983), and an application to the study of the 
distribution of archaeological relics by Graham (1980). Some real data 
sets from the literature are reanalysed here using spectral methods. 
Figures 4.3a, b and c show three spatial point patterns, taken from the 
literature, which provide examples of randomness, clustering, and 
inhibition, respectively. Although the patterns were mapped in different 
units, the co-ordinates have all been rescaled to the unit square for 
analysis here. This means that for estimates of K(t) based on the range 
0 ( t -~ t o , we have t0 =  1.25//N X* The data are available in this form 
in Diggle (1983, Appendices Al, A2 and A3). 
4.8.2 Japanese black pine saplings 
The first pattern (Figure 4.3a) shows the location of N X  = 65 
Japanese black pine saplings in a square plot (originally 5.7 m each 
side). The pattern, which shows no visible signs of spatial structure, 
was first analysed by Numata (1961) , and later by Bartlett (1964) , Besag 
& Diggle (1977) and Diggle (1979b and 1983, Chapter 2). All these 
authors conclude that the pattern is compatible with a completely random 
distribution of saplings within the study region. Further details of 
their analyses will be given in Chapter 5, when formal tests based on the 
spectrum will be applied. 
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L 
The spectral estimates for the Japanese black pine saplings are 
shown in Figure 4.4a. The periodogram is relatively constant, and there 
is no evidence of any structure in the 8-spectrum (except for one 
significant value at 0 = 900), the scaled R-spectrum, the scaled 
cumulative R-spectrum, or the normalised cumulative periodogram. Also, 
Ripley's K(t) function is within the envelopes of 99 simulations of CSR 
for all values of t in the range 0 < t :5; t 0 (where t0 = 1.25//Ny = 0.155 
units). The conclusion based on spectral analysis is that the pattern of 
saplings appears to be random. The same conclusion is suggested by K(t) 
and was also inferred in the previous analyses in the literature. There 
is a strong similarity between the spectral estimates for this real 
pattern and those obtained for the realisation of a homogeneous Poisson 
process (Figure 4.2a) 
4.8.3 Redwood seedlings 
Figure 4.3b shows the location of N X = 62 redwood seedlings in the 
unit square. The data were extracted by Ripley (1976) from Strauss 
(1975) as an example of clustering. The original data are based on a 
square of side approximately 23 m. The seedlings cluster around stumps 
of mature redwoods known to be present in the study region, but whose 
locations are not recorded. Visual inspection of Figure 4.3b suggests 
evidence of strong clusters. This pattern is analysed by Ripley (1977) 
and by Diggle (1978, 1979a, 1979b and 1983, Chapters 2 and 5), leading to 
rejection of CSR in favour of a clustering alternative. Diggle (1978 and 
1983, Chapter 5) obtains a good fit for Natérn's cluster process and for 
a modified Thomas process. Further details of analyses for these data 
which are reported in the literature will be given when we discuss formal 
tests for CSR in Chapter 5. 
The spectral estimates for this pattern are shown in Figure 4.4b. 
There are several large values at low frequencies in the periodogram. 
This spectral structure indicates clustering amongst the events. The 
e-spectrum is relatively constant, but there is a peak at 6 = 70 0 which 
is significant at the 1% level. This peak is caused by a very large 
value at (p = 2, q = 1) , that is, at a frequency angle, 
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Figure 4.4: Sample spectra and estimated reduced second-order moment 
functions for real patterns 
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direction. The scaled R-spectrum has very large values at low 
frequencies: those for r = 2 to 4 and r = 6 are significant at the 1% 
level. The scaled cumulative R-spectrum contains similar features (all 
the values for r 	18 are significant at the 1% level) . The structure of 
the scaled R- and scaled cumulative R-spectra indicates clustering. The 
overall peak in the scaled R-spectrum occurs at r = 3, with fR  MIN  x 	4.3. 
There is also a secondary peak at r = 6, with fR(G)/Nx 	1.9. The 
results obtained for the realisation of a modified Thomas process suggest 
that the secondary peak is likely to correspond to the true cluster size 
(and the overall peak is caused by formally distinct clusters in the 
sample pattern which overlap--see Section 4.7.4). A crude estimate of 
cluster diameter is, therefore, given by 1/6 = 0.17 units. Diggle (1983, 
Chapter 5) fits a modified Thomas cluster process to these data and 
obtains estimates, XP = 25.6 (for the intensity of the parent process) 
and G = 0.042 (for the standard deviation of the Gaussian distribution 
function for the dispersion of offspring relative to parents) . The 
cluster diameter for Diggle's fitted model is, therefore, approximately 
6a = 0.252 units. This cluster size corresponds to a scale of pattern 
between those represented by the overall peak and the secondary peak in 
the scaled R-spectrum. The normalised cumulative periodogram lies above 
the 45 0 line, which also indicates clustering. 
Ripley's K(t) function lies above the upper 1% envelope for CSR for 
small t which is again an indication of clustering. (Here we have, 
t0 = 1.25//Ny = 0.159 units.) The form of the spectrum and the reduced 
second-order moment function are similar to those for the realisation of 
a modified Thomas cluster process (Figure 4.2c) and to the theoretical 
results for the modified Thomas process. 
4.8.4 Biological cells 
Figure 4.3c shows the pattern formed by the centres of 	= 42 
biological cells in the unit square (Crick & Lawrence, 1975 and Ripley, 
1977) , which provide an example of a regular pattern. The cell centres 
are distributed approximately regularly over the unit square. A possible 
biological explanation is that the pattern represents densely packed 
discs of diameter, S, which is non-negligible compared to the scale of 
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the study region. This data is also analysed by Diggle (1983, Chapters 2 
and 5) . Ripley and Diggle both reject CSR in favour of an inhibition 
process and suggest a pairwise interaction process as a possible model. 
Further details of their analyses will be given in Chapter 5, when we use 
formal tests for CSR. 
Figure 4.4c shows the spectral estimates for this pattern. The 
periodogram contains a region of small values at low frequencies and is 
relatively flat elsewhere. This structure indicates an inhibition 
process. There is no evidence of any directional features in the scaled 
8-spectrum. The relative uniformity suggests that the underlying process 
is isotropic. The values in the scaled R-spectrum for r = 3, 4 and 5 are 
very small (significant at the lower 1% level). There is a local peak at 
r = 13, with fR(13)INx = 1.138., but this is not significant at the 5% 
level. There is also a local peak at r = 16, with fR(l6)/Nx = 1.323, 
which is just significant at the 5% level. The peak at r = 13 
corresponds to a scale of pattern of 0.077 units, whilst that at r = 16 
corresponds to 0.063 units. Comparison of these results with those for 
the realisation of Diggle's SSI process suggests that the peaks indicate 
the scale of the minimum inter-event distance. The observed minimum 
inter-event distance for the data is approximately 0.085 units, similar 
to the value of ó = 0.08 chosen for the simulation of Diggle's SSI model, 
which was shown in Figure 4.1e. 
The scaled cumulative R-spectrum has a similar structure to the 
scaled R-spectrum, with significant values at the lower 1% level for 
r = 3 to 7. The normalised cumulative periodogram lies below the 45 0 line 
for small j, which also indicates the presence of inhibition. Finally, 
Ripley's K(t) function lies below the lower 1% critical values for small 
t, which indicates inhibition (here we have t0 = 1.25//I1x = 0.193 units) 
The structure of the spectral functions for the biological cells is 
similar to those for the simulated hard-core inhibition process (Figure 
4.2e) and to the theoretical spectrum for Bartlett's inhibition process, 
showing a lack of power at low frequencies. The conclusions from 
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The spectral results obtained for the three real data sets suggest 
the same conclusions about the underlying spatial point processes as did 
previous analyses in the literature (which were mostly based on analysis 
of inter-event distances). That is, the pattern formed by Japanese black 
pine saplings is compatible with CSR; the redwood seedlings show 
evidence of clustering; and the biological cells show evidence of 
inhibition. Spectral analysis also provides estimates for the cluster 
diameter in the pattern formed by redwood seedlings, and the minimum 
inter-event distance in the pattern formed by biological cells. These 
estimates are similar to those obtained using spatial domain methods. 
Further research is required in order to develop formal methods of 
estimating model parameters foxn sample spectral functions. 
None of the previous analyses investigates whether the underlying 
processes are isotropic. Although the ordinates of the scaled 6-spectrum 
do not in themselves provide a test for isotropy, a flat 0-spectrum gives 
a good indication. There appears to be some evidence for anisotropy in 
the case of the redwood seedlings because the 0--spectrum is not flat. 
Construction of a test for isotropy based on uniformity of the 
periodogram over all frequency angles will be discussed in Section 5.3.4. 
The analyses presented in this chapter are based on visual 
interpretation of sample spectral functions (and Ripley's estimate for 
the reduced second-order moment function) . The preliminary analyses 
indicate the potential of spectral analysis for detecting non-randomness 
in spatial point patterns. We will develop formal tests for CSR in 
Chapter 5. 
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5 SPECTRAL TESTS FOR RANDOMNESS IN POINT PATTERNS 
5.1 Introduction 
In Chapter 4 we discussed spectral techniques for the exploratory 
analysis of point processes and presented illustrative examples for 
artificial and real patterns. In this chapter we develop the ideas of 
spectral analysis in order to provide a framework for testing for 
complete spatial randomness (CSR) in point patterns. Several formal 
tests for spatial randomness are suggested. The relative power of such 
tests against conventional, distance-based methods is assessed in a 
comparative study using the artificial patterns which were introduced in 
Chapter 4. The best of the spectral tests will be seen to compare 
favourably with the best of the distance-based tests, against both 
aggregated and regular alternatives to spatial randomness. Finally, the 
preliminary analyses of real data presented in Chapter 4 are concluded 
here, with formal testing for CSR. 
5.2 The reduced periodogram 
The theoretical results and sample spectra presented in Sections 4.4 
and 4.7, respectively, indicate the type of spectral features which are 
characteristic of the clustering and inhibition models described in 
Section 4.3. That is, clustering of events leads to a concentration of 
power at low frequencies. However, inhibition between events leads to an 
absence of power at low frequencies (or, equivalently, a concentration of 
power at high frequencies). There are many possible forms of 
non-randomness. However, for reasons of brevity, we will concentrate on 
two specific alternatives, namely clustering and inhibition. The tests 
suggested here are designed for this two-sided alternative to CSR. 
However, they could equally well be adapted to provide one-sided tests 
for either clustering or inhibition. In some cases, the tests are also 
powerful against other alternatives to CSR, such as the disturbed lattice 
model, which was described in Section 4.3.4. 
The ordinates of the periodogram are given by 
=fxxpWq) 	(p = 0, 1, 	q = 0, ±1, ... ). 
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We assume throughout this chapter that the co-ordinates of all events in 
a sample pattern are rescaled to the unit square before analysis. The 
null hypothesis of CSR is represented by the homogeneous Poisson process 
with intensity X, which is estimated by X = Nx. Under the null 
	
hypothesis of CSR, the asymptotic distribution (that is, as N 	of 
periodogram ordinates is given by 
- 	2 	 2 
2fxx(W ) /Nx X2 (w# 0) and 21XX0 - NxI/Nx 	X1 
(see (4.5)). Also f(w), f- XX  W) (w # w') are asymptoticallyXX 
independent. Using the additivity property of X 2-randOm variables, the 
sum of n periodogram ordinates is distributed as a scaled X 2-random 
variable with 2n degrees of freedom. This result was used to obtain 
asymptotic results for the distribution of ordinates of scaled polar 
spectra and scaled cumulative polar spectra in Sections 4.61 and 4.6.2. 
The X2-distribution with two degrees of freedom is equivalent to the 
exponential distribution with parameter i = 1/2. Thus, asymptotically 
(that is, as N  
Pr[2f(w)/N X > z] = 1 - exp(-z/2), w :0 0. 
For a one-dimensional time series of length n, that is, {X} 
(t = 0, 1, ..., n - 1), the periodogram is limited to n/2 spectral 
points. The same limitation applies to the spectrum of intervals for a 
one-dimensional point process consisting of n events. However, the 
spectrum of counts for the one-dimensional point process is not limited 
in such a way. Since there are roughly ff2 degrees of freedom available 
It is a problem as to which n/2 points of the periodogram with frequency 
co-ordinate p = 0, 1, 2, ... to use. Using more would invalidate any 
statistical test which relies on independence between periodogram values 
(Lewis, 1972). Despite this restriction, Lewis maintains that spectral 
tests based on more than n/2 periodogram ordinates can be useful in an 
informal way, and that the shape of the spectrum can suggest physical 
reasons for departures from a (one-dimensional) Poisson process. 
In the case of the two-dimensional periodogram for a spatial point 
process we again encounter the difficulty that only about Nx/2  of the 
ordinates of the periodogram are (approximately) independent. Thus, any 
test which is based on groups of periodogram ordinates should be based on 
a subset of no more than Nx/2  ordinates. (The selection of a suitable 
sub-set is discussed below.) In addition, we must exclude the origin, 
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from all tests because this has a different sampling distribution 
to the other ordinates. We also have fxx(OiWq) 	xx°"-q' so we must 
exclude fxx(OiW_q) (q > 0), say, from any formal test procedures. 
In Chapter 4 we examined spectral properties for cluster and 
inhibition alternatives to CSR, both analytically and by calculating 
sample spectral functions for artificial patterns. The results of these 
investigations suggest that the most useful techniques for detecting such 
departures from CSR are likely to be those which compare relative power 
at different frequency magnitudes in the periodogram, or those which are 
based on the proportion of total power attributable to low frequencies. 
Thus, one possibility for selecting approximately Nx/2  ordinates on which 
to base tests is to take the first [Nx/2] ordinates of the 
two-dimensional periodogram, (f (w ,w )1, with the smallest frequencyXX 
magnitude, r = /(p + q ), where (z] denotes the nearest integer less 
than or equal to z. This method is easy to implement using the entries 
in Table 4.2, which show the indexing of raw periodogram ordinates of a 
17 x 32 periodogram, based on increasing values of r. The subset of 
(Nx/2] ordinates of the periodogram obtained using the method described 
above will be termed the reduced periodogram. The reduced periodogram 
is denoted by tfxx(wpwq)} for appropriate values of p, q. This choice 
of selection of [Nx/2] periodogram ordinates for the reduced periodogram 
is attractive because it concentrates on the low frequency region of the 
periodogram. This is precisely the region where cluster/inhibition 
alternatives give rise to a concentration/absence of power, respectively. 
In addition, it makes use of all [Nx/2] available degrees of freedom 
(assuming that [Nx/2] ordinates really are independent). Note, however, 
that this study does not investigate the optimality of this method of 
selecting [Nx/2] periodogram ordinates to form the reduced periodogram. 
Having determined a suitable method for selecting approximately Nx/2 
ordinates of the periodogram on which tests involving a group of 
frequencies can be based we now propose some tests for CSR. We will 
discuss the relative power each test is likely to provide against the 
broad alternatives of aggregation and regularity. 
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5.3 Formal tests for CSR 
5.3.1 Test for the maximum periodogram ordinate 
In the context of spectral analysis of a (one-dimensional) time 
series, 1X1 (t = 0, 1, ..., n - 1), Fisher (1929) introduced a test for 
the maximum ordinate of the one-dimensional periodogram, {fxx(wp) 
(p = 0, 1, ..., n/2), based on the statistic 
91  = max {2fxx(wp)/(72s 
which is known as Fisher's g-statistic. Under the null hypothesis that 
follows a Normal distribution with mean zero and (unknown) variance a 2 , 
the periodogram ordinates, {fxx(w  )}, are distributed as a 2 /2 times 
2 	 p 	 2 X -random variables with two degrees of freedom, or equivalently as a /2 
times exponential random variables with mean two. Since a 2 is unknown, 
we may estimate it by the average periodogram value (excluding the 
origin), that is, 
where n = (n/2] is the nearest integer less than or equal to n/2. Under 
the null hypothesis of spatial randomness, the statistic g 1 is the 
maximum of a random sample from an exponential distribution with mean 
= 2. Fisher shows that, for a time series of length n, where n is an 
odd integer, the exact null distribution of g is given by 
Pr[g 1 > z] .= n *(1 	 - n(n*_1)(1 	2z) 1 + 
+ (_,)a(,*)!(, - az) 	/{a!(n - a)!!, 	(5.1) 
where a is the largest integer less that 1/z. Taking just the first term 
in (5.1) gives the approximation, 
Pr[g 1 > z] ne 1 - ti - exp (_ z /2)ln, 	 (5.2) 
a result which is noted independently by Walker (1914). (5.2) gives a 
good approximation to the exact result (5.1) for n* ::5 50 (Fisher, 1929). 
To use tests based on the g 1-statistic we choose z  so that Pr(g1 > z] = a. 
We then compare g 1 with tabulated values of Fisher's g-statistic in, for 
example, Fisher & Yates (1963), at the chosen significance level, 
lOOcz%. Alternatively, we may use the approximate result in (5.2), 
and choose za  such that Pr(g 1 > za] = a (that is, solve (5.2) to obtain 
z  for a given value of a). Fisher's g-test was originally designed for 
an alternative hypothesis known as a harmonic process, that is, 
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X 
= Z=1 A 
Cos (wt) + E t , 
where {Et 
a 	
} are iid as Normal random variables with mean zero and variance 
2 If the calculated value of g 1 exceeds zal  then 
max{f(w) I 
p 
is significant at the lOOcz% level, and we reject the null hypothesis, 
concluding that X contains at least one periodic component. 
We adapt Fisher's g-test to the case of the two-dimensional point 
spectrum as follows: let {f () I (i = 1 ..., n) denote the order 
statistics of the reduced periodogram, {f(w)J, where n = [Nx/2]. Then, 
under the null hypothesis of CSR, modelled by the homogeneous Poisson 
process with intensity A per unit area, Fisher's g-test for the maximum 
periodogram ordinate is based upon the maximum of a random sample from 
the exponential distribution with parameter p = 1/2. That is, Fisher's 
g-test is based on the statistic, 
92 = 2 f( fl )/Nx 
where 
f() = max{f(w ) I 
and A is estimated by Nx.  We can use tables of critical values of 
Fisher's g-statistic to obtain approximate significance levels for i (n) 
based on n degrees of freedom. For n s. 50 (that is, N  _5 100) we can use 
the approximate result 
Pr[g2 Z z] 	1 - 11 _exp(_z/2)Ir 	 (53) 
to obtain significance probabilities. Percentage points for Fisher's 
g-statistic based on (5.3) are shown in Table 5.1a. 
Whittle (1952) suggests an extension of Fisher's g-test to the 
second largest ordinate of the periodogram (for a one-dimensional time 
series) by omitting the term 
max 1 f ( w )  I 
2 p from the estimator of a , and substituting (n - 1) for n in the 
distribution of g 1 . Whittle's procedure is adapted to the 
two-dimensional case using the test statistic 
g = 2 fN ( n - l)/Nxt 
and calculating the significance probability by referring g to tables of 
critical values of Fisher's g-statistic with (n - 1) degrees of freedom. 
If this ordinate is significant, then we can test the third largest, and 
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Table 5.1a: One-tail upper percentage points for the test based on the 
maximum periodogram ordinate (Fisher's g-test) t 
Number Number of degrees Test statistic, 	g = 2f( 	)/Nx 
of of freedom in 
events, reduced periodogram, Upper 5% critical value 
N n = 	[Nx/ 2 ] 
20 10 0.44495 
40 20 0.27040 
60 30 0.19784 
80 40 0.15738 
100 50 0.13135 
t Source: Fisher (1929). For n _5 50 we can use an approximation to 
obtain significance probabilities--see text. 









Upper and lower percentage points 
for 	(n - 1)G(n - 1) 
Lower tail Upper tail 
N  periodogram, Significance level, a Significance level, a 
fl 	(N/2] 0.010 0.025 0.050 0.100 0.100 0.050 0.025 0.010 
20 10 1.088 1.129 1.180 1.241 2.131 2.381 2.700 2.997 
40 20 1.311 1.356 1.400 1.459 2.258 2.465 2.677 2.970 
60 30 1.395 1.444 1.490 1.594 2.265 2.443 2.624 2.873 
80 40 1.453 1.502 1.548 1.605 2.258 2.415 2.573 2.790 
100 50 1.495 1.544 1.589 1.644 2.248 2.389 2.531 2.723 
t Source: d'Agostino & Stephens (1986, Table 8.3). For 100 < N  ::; 1,000 
refer to d'Agostino & Stephens (1986, Table 8.3). For N  > 1 1 000 
we can use an asymptotic result--see text. 
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so on, until no more significant components are detected. 
Note that Fisher's (1929) test is designed to detect an isolated 
peak in the periodogram for a harmonic process. Spectral features will 
generally group into an overall local maximum in the case of a spatial 
point process. Thus, Fisher's g-test may not be very fleiptul tor 
interpreting point spectra in terms of underlying spatial processes. It 
may also lack power against departures from randomness which are 
characterised by structure over a range of frequencies which are not 
included in the reduced periodogram. It will also be vulnerable to 
leakage of spectral power into neighbouring ordinates surrounding a local 
maximum. 
For a cluster process there tends to be a concentration of power at 
low frequencies. There should, therefore, be several large values 
included in the reduced periodogram for a cluster process so that 
Fisher's g-test should be powerful against aggregated alternatives to 
CSR. However, for an inhibition process the periodogram tends to have 
very small values at low frequencies (compensated by larger values at 
high frequencies). A test based on the maximum value of a reduced 
periodograLn which is constructed using only relatively low frequencies 
is, therefore, likely to lack power. 
Of the models considered here, the disturbed lattice model is the 
only one which we would expect to give rise to isolated peaks in the 
spectrum. We would expect Fisher's g-test to be very powerful for 
detecting this alternative to CSR. However, this will only be true if 
the number of rows and columns in the lattice correspond to frequencies 
which are represented in the reduced periodogram. For instance, a 10 x 10 
lattice gives rise to peaks at (p = 0, q = -10) and (p = 10, q = 0). The 
reduced periodogram for a pattern of Nx = 100 events will be based on the 
first (Nx/2] = 50 ordinates of the full periodogram arranged in order of 
increasing frequency magnitude. This reduced periodogram will not 
contain the elements corresponding to the lattice structure described 
above, since (p = 0, q = -10) is ranked 153, and (p = 10, q = 0) is 
ranked 158. Thus, the rows and columns of the lattice.structure cannot 
be detected using the reduced periodogram. This sort of example provides 
the motivation for investigating a reduced periodogram which includes all 
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scales of pattern. However, this is beyond the scope of the present study. 
The remarks above suggest that, in general, the test based on the 
maximum periodogram ordinate may lack power when applied to 
two-dimensional point spectra. (However, it could be applied to a 
two-dimensional lattice spectrum as a test for discrete periodic 
components. In this situation it would be expected to provide a 
reasonably powerful test.) 
5.3.2 Tests for exponential distribution of periodogram ordinates-- 
Greenwood's/Kimball's test 
We now consider some tests based on the null distribution of 
individual periodogram ordinates; that is, that each ordinate is an 
independent observation from a X2-random variable with two degrees of 
freedom. In order to ensure that there is a reasonable degree of 
independence between periodogram values at different frequencies we must 
once again use the reduced periodogram, 1fxx(1t which contains a subset 
of approximately Nx/2  of the original periodogram ordinates. 
A goodness-of-fit test for an exponential distribution was 
introduced by Greenwood (1946) for testing spacings between observations 
from a uniform distribution in the context of (one-dimensional) series of 
events. It is equivalent to a test devised by Kimball (1947), who 
studied the dispersion of observations from an exponential random 
variable. For an exponential distribution the coefficient of variation 
(that is, the standard deviation divided by the mean) is unity. This 
result is used to construct Greenwood's and Kimball's tests, which are 
based on the sample coefficient of variation. 
The null hypothesis of CSR is represented by a homogeneous Poisson 
process, with intensity A which is estimated by the observed intensity 
per unit area, Nx. We then have (from (4.5)), 
2fxx(w)/Nx 	X22 w # 0 
(note that the origin is excluded from the reduced periodogram anyway). 
Equivalently, 2fx(w)/Nx follows an exponential distribution with 
parameter u = 1/2 (that is, with mean 	= 2, and variance 	= 
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whence 
[E[2i XX  W/N  X  ]}2 a Var[2f(w)/N], 
that is, the coefficient of variation of the values in the reduced 
periodogram is unity. 
In order to apply Greenwood's test to the set of spectral estimates 
in the reduced periodogram we calculate the mean of the estimated values, 
= n-
XX 
and the sample variance 
2-1 	
1 
VV 	 -2 = 	- 1) Lp L4 xxp''q - 
where n = [Nx/2] is the number of spectral points in the reduced 
periodogram. Then, 
G(n - 1) = s 2/Un - 1)1 2 1 + 1/(n - 1) = {CVI 2 /(n - 1) + 1/(n - 1) 
is known as Greenwood's statistic, where CV denotes the sample 
coefficient of variation of the values in the reduced periodogram. 
G(n - 1) is referred to tables of critical values of mG(m - 1) with 
m = n - 1 in, for example, d'Agostino & Stephens (1986, Table 8.3). 
The behaviour of the sample coefficient of variation of spectral 
estimates for the reduced periodogram (and hence the performance of 
Greenwood's test when departures from CSR occur) is likely to depend on 
the exact form of non-randomness, and the choice of frequencies which are 
selected to form the reduced periodogram. If there were no need to 
restrict formal testing to approximately Nx/2  periodogram ordinates then 
one would expect the distribution of periodogram values for a Poisson 
cluster process to have greater variance and also greater mean value than 
for a homogeneous Poisson process of the same final intensity. This is 
indicated by the form of the scaled R-spectrum for the modified Thomas 
process (see Figure 4.2c), where there is a group of large values at low 
frequencies and the spectrum is relatively flat elsewhere. Thus, the 
sample coefficient of variation for a cluster process will depend on the 
relative increase in mean and variance, and could be less than or greater 
than unity. For Diggle's hard-core SSI process the scaled R-spectrum 
reveals some very small values at low frequencies and an otherwise 
relatively flat periodogram (see Figure 4.2e). This structure will also 
tend to inflate the variance of the periodogram values for an inhibition 
process relative to those for a homogeneous Poisson process of the same 
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final intensity, but the mean should be decreased. Thus, the coefficient 
of variation for an inhibition process will almost surely be greater than 
one if there is no restriction on the number of frequencies. A two-tail 
test, for detecting positive and negative deviations, will be required to 
detect alternatives such as clustering or inhibition. Upper and lower 
two-tail percentage points for (n - 1)G(n - 1) are shown in Table 5.1b. 
Unfortunately, the test may lack power if N is small and the 
reduced periodogram is constructed using only low frequency components of 
the periodogram. This is because the distribution of individual 
periodogram ordinates is approximately that of a scaled X2-random 
variable with two degrees of freedom, whatever the true form of the 
underlying process (Brillinger, 1972). For ordinates in the low 
frequency region of the periodogram, the scaling factor, fxx(w)/2,  will 
be virtually constant. Thus, all scaled ordinates of the reduced 
periodogram will be approximately iid as exponential random variables, 
even though their mean value may be much larger than two (in the case of 
cluster processes) or much less than two (in the case of inhibition 
processes). 
Greenwood's test is based on the sample coefficient of variation 
from an exponential distribution of unspecified mean. In fact, we know 
that the mean value of scaled spectral estimates under the null 
hypothesis of CSR is 	= 2. Tests for a fully-specified exponential 
distribution nay, therefore, be more powerful than Greenwood's test. The 
next tests to be suggested are non-parametric tests for the exponential 
distribution with known mean and variance. 
5.3.3 Tests for exponential distribution of periodogram ordinates-- 
Kolmogorov-Smirnov and Anderson-Darling statistics 
Non-parametric tests for the distribution of random variables are 
based on deviations of the empirical, or sample, cumulative distribution 
function (EDF) from the theoretical cumulative distribution function 
(CDF) under a suitable null hypothesis. 
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Let 1Y 3 } (j = 11 ..., n) denote a random sample from a distribution 
with probability density function h(y) and CDF H(y). H(y) may be 
estimated by the step-function known as the EDF, that is, 
Hn(Y) = (number of Y :5 y)In (j = 1 ..., n). 
Then E[H(y)] = H(y), and Var(Hn(y)] = H(y)fl - H(y)I/n (Mood, Graybill & 
Boes, 1974, Chapter 11). Statistics measuring the difference between 
H(y) and H(y) are often known as EDF statistics (see, for example, 
d'Agostino & Stephens, 1986, Chapter 4 or Pearson & Hartley, 1976). They 
are generally divided into two classes, the supremum class and the 
quadratic class, of which the latter generally seems to be more powerful 
(d'Agostino & Stephens, 1986, Chapter 8). Computing formulae for the 
statistics are based on the probability integral transformation (PIT), 
z j  = H(Y). When H(y) is the true distribution of Y, the new random 
variable, Z, is uniformly distributed on the interval [0, 11, and has 
distribution h(z) = dH(z)/dz = 1, The tests then become tests of 
uniformity of the {Z} based on the order statistics {Z () } (i = 1 ..., n). 
The most well-known EDF statistic belongs to the supremum class, and 
it was introduced by Kolmogorov (1933). The test based on the statistic 
is known as the Kolmogorov-Sxnirnov test. Define, 
D = maxi/n - Z ( . ) 	and D = max Z(.) - (j - 1)/n 
1 ~j~n 	 I t. 
Then 
D = max(D,D) = SupIH(y) - H(y)l, 
y 
that is, the maximum absolute deviation of the EDF from the null CDF, is 
referred to tables of critical values of the Kolmogorov-Smirnov statistic 
for a two-tail test; D+  or D may be used alone for a one-sided test. 
D is useful in detecting the presence of one or more outlying 
observations from an otherwise good fit, and is powerful for alternatives 
involving a shift from H(y) in mean (Pearson & Hartley, 1976). 
The quadratic statistics are of the form: 
= nJ 	{H() - H(y)} 2 (y)dH(y), 
known as the Cramer-von Mises family, where b(y) gives weights to the 
squared differences between the EDF and the null CDF. When 
4(y) = n/Var[H (y)] = [H(y){1 - H(y)11 - 1 
we have the Anderson-Darling statistic, A 2 , which is calculated using 
2 	-lVri A = -n - n 	(23 - l)tloZ (j) + log 
e 
 U 
- Z( n+l_j)H 
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or, equivalently, 
A2 = -n - n' 1 {(2j - l)loZ (j) + (2n + 1 - 2j) loge(' - Z () )}. 
The Anderson-Darling statistic, A 2 , appears to be more effective than the 
Kolmogorov-Smirnov statistic, D, in detecting deviations in the tails of 
the distribution (Pearson & Hartley, 1976). 
We can apply EDF tests to the two-dimensional reduced periodogram to 
test for an exponential distribution with mean two. Recall that under 
the null hypothesis of CSR we have (2fxx  MIN  x}  approximately 
independently distributed as an exponential random variables with 
parameter i = 1/2 (that is, mean 	= 2 and variance p- 2 = 4). Let 
{f ( . ) } (j =1 ..., n) denote theórder statistics of the reduced 
periodogram, where n = (N/2]; f (1) is the minimum value and f () is the 
maximum value, etc. Calculate the order statistics, {Z ( . ) } of the PIT 
using, 
o 
Z(J) = H(2f(j)/Nx) 	= 1, ..., 
where H(y) is the CDF of the periodogram values under the null hypothesis 
of CSR. That is, H(y) is the CDF of the exponential distribution with 
mean two, which is given by H(y) = 1 - exp(-y/2). If the null hypothesis 
is true then (Z () ! should be uniformly distributed on [0, 1], with 
expected value j/n. We can use either the Kolmogorov-Smirnov statistic 
or the Anderson-Darling statistic to test for uniformity of {Z 	I. 
Percentage points for the Kolmogorov-Smirnov statistics, D, D and D 
and the Anderson-Darling statistic, A2 , are shown in Table 5.1c. 
The form of the R-spectra for the simulated patterns discussed in 
Chapter 4 indicates that if a Kolmogorov-Smirnov test or Anderson-Darling 
test is performed using a reduced periodogram with a wide range of 
frequency components, then there, will tend to be an increase in mean (and 
variance) of spectral estimates for a Poisson cluster process (see Figure 
4.2c). However, there will tend to be a decrease in mean (and increase 
in variance) for a hard-core inhibition process such as Diggle's SSI 
process (see Figure 4.2e). Both effects are caused by the behaviour of 
the spectrum at low frequencies, namely the presence of large values in 
this region of the spectrum for the cluster process and the presence of 
very low values for the inhibition process. Consequently, if a test is 
based on a reduced periodogram which concentrates on low frequency 
elements, then the effects on the mean and variance outlined above will 
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Table 5..1c: Upper percentage points for Kolmogorov-Smirnov and 
Anderson-Darling EDF tests for a completely specified distribution 
Modified statistic s 
0.250 0.150 
Significance level, a 
0.100 0.050 0.025 0.010 0.005 0.001 
+ 0.12 + 0.11//n) 0.828 0.973 1.073 1.224 1.358 1.518 1.628 1.859 
D(/n + 0.12 + 0.11//n) 0.828 0.973 1.073 1.224 1.358 1.518 1.628 1.859 
D(/n + 0.12 + 0.11//n) 1.019 1.138 1.224 1.358 1.480 1.628 1.731 1.950 
A2 1.248 1.610 1.933 2.492 3.070 3.857 4.500 6.000 
t Source: d'Agostino & Stephens (1986, Table 4.2). 
- 
For D, D
+  and D (the Kolmogorov-Smirnov statistics) calculate the 
modified statistic as indicated, and refer this to the critical values; 
the critical values for the Anderson-Darling statistic, A 2 , are valid 
for all n ;-> 5 (where n = [Nx/2] is the number of degrees of freedom in 
the reduced periodogram for a pattern with Mx  events). 
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apply even more strongly for both alternatives to CSR. Thus, the EDF 
tests for the exponential distribution with mean two should be relatively 
powerful for detecting alternatives such as clustering and inhibition. 
The Kolmogorov-Smirnov test is good for detecting one or two 
outliers in an otherwise good fit. This suggests that the presence of a 
few large values in the periodogram at low frequencies (as in the 
spectrum for a cluster process) should be sufficient to lead to rejection 
of the null hypothesis, even if some values from the higher frequency 
(relatively flat) part of the spectrum are included in the reduced 
periodogram. Similarly, the presence of some very small values at low 
frequencies will be sufficient to detect inhibition processes. Also, 
since this test is powerful for a change in mean, the tests based on the 
reduced periodogram (which concentrates on low frequency elements) should 
be reasonably powerful. Note that, for one-tail tests, a cluster process 
and an inhibition process would tend to produce large positive 
differences, D+.  and large negative differences, D, respectively. This 
indicates that a one-sided test for clustering alternatives to CSR should 
be based on D and a one-sided test for inhibition alternatives to CSR 
should be based on D. 
The Anderson-Darling test is powerful when deviations occur in the 
tails of the distribution. A cluster process will tend to cause a shift 
towards the upper tail of the exponential distribution, and will also 
lead to an increase in variance. An inhibition process will tend to 
cause a shift towards the lower tails of the distribution, and will again 
cause an increase in variance. These results suggest that the 
Anderson-Darling test may also be fairly powerful for detecting cluster 
and inhibition alternatives to CSR. 
5.3.4 Tests for uniformity of periodogram values over all scales of 
pat tern--Kolmogorov-Smirnov and Anderson-Darling statistics 
The preceding tests are based on the null distribution of 
periodogram ordinates without really taking into account the effects on 
spectral structure of any specific alternatives. However, we have seen 
in the theoretical results for the spectrum (Section 4.4) and in the 
189 
illustrative examples of sample spectra (Section 4.7), that specific 
alternatives modelled by the Poisson cluster process and the hard-core 
inhibition process affect the structure of the spectrum at low 
frequencies, causing a concentration of power or a virtual absence of 
power in this region of the spectrum, respectively. (Equivalently, an 
inhibition process causes a concentration of power at high frequencies.) 
We can devise tests to compare the distribution of spectral power between 
different scales of pattern with the flat spectrum we would expect to 
obtain for a homogeneous Poisson process. These tests will hopefully be 
powerful for detecting non-randomness when the alternatives are 
clustering or inhibition. 
Under the null hypothesis of CSR, the plot of the normalised 
cumulative periodogram versus j should lie on the line joining (0, 0) to 
(n, 1), where n is the total number of ordinates in the periodogram. 
However, the illustrative examples in Section 4.7 indicate that 
departures from CSR such as clustering and inhibition lead to a 
normalised cumulative periodogram which lies above or below this line, 
respectively (see Figures 4.2c and e). Wemay, therefore, use a 
non-parametric test for deviations from the line to detect non-randomness 
in spatial point patterns. Once again, the number of degrees of freedom 
is limited, so a reduced set of approximately Nx/2  periodogram ordinates 
must be used to construct the test. For the reduced periodogram, 
the normalised cumulative periodogram is calculated as follows: 
for each fxx(w p twq ) (! # P) calculate r = /(p 2 + q 2 ) and 0 = tan 1 (p/q) 
(as for Renshaw & Ford's R-spectrum). Then the ordinates 
fxx p wq) a g(w,w0) may be used to form a one-dimensional sequence, 
that is, If XX(j)1 
 (i = 1, ... n), where n = [Nx/2] and 
(j = 1. ..., n) represent the frequencies present in the reduced 
periodogram after reordering by frequency magnitude. That is, 
I = i 
 
1!(j+ 1 ) I 	I!L () I (i = 1, ... n) . For ordinates with the 
same value of r, thegXX 	
are ordered by decreasing values of 0, 
using the indices shown in Table 4.2. The cumulative periodogram is 
calculated as 
= k=1 XX(k) 	
(j = 1, ..., n). 
The normalised cumulative periodogram is obtained by dividing all the 
ordinates of the cumulative periodogram by the total power in the reduced 
periodogram, that is, 
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= 3=1 XX() 
Under the null hypothesis of CSR, the ordinates of the normalised 
cumulative periodogram, 
= 	( 	)/(w 	) 	(j = 1 	..., n) (3 xx (3) 	xx — ( n) )  
(that is, the scaled cumulative sums of the lf(w)} ordered by scales of 
pattern) should be uniformly distributed on the interval (0, 11, with 
expected value j/n. Deviations from uniformity in the normalised 
culmulative periodogram can be tested using EDF tests, such as the 
Kolmogorov-Smirnov test or the Anderson-Darling test. Note that the 
scaling factor, in(w(fl))t  is not the same as that used to produce the 
normalised cumulative periodograms shown in Figures 4.2a to e which were 
based on the total power in each 17 x 32 periodogram. 
If the underlying process is really a Poisson cluster process, then 
the values of Z () will tend to exceed i/n for small j. However, for an 
inhibition process, the Z (j) will tend to be smaller than i/n for small i 
(or equivalently, the Z () will tend to be bigger than i/n for large j). 
Thus, if a one-tail test for either clustering or inhibition is required, 
then a Kolinogorov-Smirnov test based on D+  or D, respectively, will be 
appropriate. Percentage points for the Kolmogorov-Smirnov statistics, D, 
and D, and the Anderson-Darling statistic, A 2 , are shown in Table 
5.1c. Unfortunately, if N   is small then there will be relatively little 
difference in power over the normalised cumulative periodogram, since the 
reduced periodogram is based mainly on low frequency components. This 
test is, therefore, likely to lack power due to the restriction of using 
only ENx/2]  periodogram ordinates. 
The principle of this test is similar to that for uniformity of the 
cumulated periodogram of a (one-dimensional) time series (see, for 
example, Box & Jenkins, 1970, Chapter 8). However, there is no unique 
method of ordering the ordinates of a two-dimensional periodogram to form 
a one-dimensional sequence. The choice of ordering by scales of pattern 
(and by frequency angle within groups of ordinates with the same 
frequency magnitude) is just one possible adaptation of the above test to 
the two-dimensional case. For example, one might choose to order by 
frequency angle, U (and, for ordinates with the same angle, by frequency 
magnitude) if one wishes to investigate directional features in the 
periodogram. Under the assumption of isotropy, the ordering by 0 should 
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lead to a 'flat' normalised cumulative periodogram. The EDF tests for 
uniformity of a one-dimensional sequence could be used to test for 
isotropy. There is also a two-dimensional version of the 
Kolmogorov-Simrnov test which might be adapted for the analysis of a 
two-dimensional point spectra without having to reduce the periodogram to 
a one-dimensional sequence (see Vincze, 1972). 
Since there are only about Nx/2  degrees of freedom available for the 
test, and that for small N   the normalised cumulative periodogram defined 
above will only include a relatively narrow range of frequency 
magnitudes, it may be more efficient to cover a wider range of scales of 
pattern by using only one ordinate for any given value of r. That is, we 
could exclude ordinates with the same value of r as any ordinate already 
included in the reduced periodogram. One method for doing this is to 
select the ordinate with minimum value of 8 within each group of similar 
r values. Note, however, that for large values of r this would cause a 
tendency to select periodogram ordinates for which 0 = 0 ° , that is, using 
an extremely restricted portion of the periodogram. This study does not 
include investigation of the optimality of the use of a reduced 
periodogram based on the [Nx/2]  ordinates associated with the smallest 
frequency magnitudes. Further study might include an assessment of some 
of the alternative methods outlined above. 
5.3.5 A Monte Carlo test for CSR 
A Monte Carlo test for CSR may be constructed as follows: suppose 
we calculate the periodogram for (k 	1) realisations of a Poisson 
process with intensity X per unity area. The intensity is estimated by 
= N  (where N X 
is the number of events in the sample pattern which has 
been scaled to the unit square). Then the periodogram for the sample 
pattern can be compared with the periodogram obtained by averaging the 
periodogram values for the (k - 1) realisations of CSR. Again we must 
use a reduced set of periodogram ordinates for both real data and the 
simulations of CSR to account for the Nx12 degrees of freedom. To 
construct a test for CSR calculate 
N1 = p q 	xxi 
pi wq ) - f 1 (wpi wq )1 2 i 
where (f 1 (wfl is the reduced periodogram for the real data under test, 
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Ii XXj W1 is the reduced periodogram for the 
(j - 1)th realisation of CSR 
(j = 2, ..., k) and 
= (k 
- 1)'Z....2fxx .( w ) 
is the mean value at frequency 	= (w 	Wq ) from the (k - 1) reduced 
periodograms for simulations of CSR, and all the reduced periodograrns 
consist of fl = [Nx/2] ordinates. Also calculate 
= 	q fxxj(WpiWq) 
- j (Wpi WqH 2 (i = 2, ..., k) 
where 
f.(w) = (k - 2) _ 1 	=2 XX1' 
1 #j 
that is, the average reduced periodogram for the (k - 1) simulations of 
CSR, excluding the jth simulation. N 1 measures the squared deviations of 
periodogram values for the sample pattern from the average values 
obtained from (k - 1) realisation of CSR. M measures the squared 
deviations of periodogram values for the jth simulation of CSR from the 
average values for the remaining (k - 2) simulations of CSR. Then 
Pr[N. = M(k)] = 1/k = Pr[N = M (1) ] where {M () I are the order statistics 
of the {M.} (j = 1 	..., k) , that is, 
M (1) = min LN.} and M(k)=  max {Mj}. 
1Sj-sk 	 1_-;j::~k 
The attained significance level of the (two-sided) test for CSR is 
given by p0 = rank(M 1 )/k. To obtain a test of significance at the 
level we need k ;-> 1/a. For example, for a 5% test we need k ;-> 19, and 
for a 1% test we need k a 99. 
The method described above could be expensive in terms of CPU time 
compared to the other tests suggested here because of the need to 
simulate CSR (k - 1) times and calculate the periodogram for each 
simulation. (To reduce the CPU time needed for the test one could 
randomise the reduced periodogram values for the data (k - 1) times and 
then use the Monte Carlo procedure based on the (k - 1) randomised 
periodograms.) However, the Monte Carlo test can provide a very useful 
framework for testing the compatability of a sample pattern with a 
specified alternative to CSR. Since the method relies on simulation it 
is ideal when theoretical results for the form of the spectrum are 
unobtainable, for example, in the case of Diggle's SSI process. 
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The Monte Carlo test for CSR may lack power against inhibition 
alternatives to CSR because the small values at low frequencies which are 
characteristic of periodograms for inhibition processes can also occur 
under CSR with reasonably large probability. In contrast, the large 
values at low frequencies which characterise periodograms for cluster 
processes are much larger than values expected under CSR. These effects 
arise because of the asymmetry of the X 2-distributiOfl. For example, if Z 
follows a X2-distributiofl with two degrees of freedom then, although the 
expected value of Z is 2.00, we have Pr[Z < (2 - 0.7)] 	0.5 but 
Pr(Z ) (2 + 0.7)] 	0.25. Thus, the consistent but relatively small 
negative deviations from the expected value of two which tend to occur at 
low frequencies in periodograms for inhibition processes will be matched 
by similarly small values amongst the periodograms for the simulations of 
CSR. However, the consistently large positive deviations from the 
expected value of two which tend to occur at low frequencies in 
periodograms for cluster processes are much less likely to be matched by 
similarly large values in the periodograms for simulations of CSR. 
So far, all the proposed tests have been designed to include a wide 
range of frequencies, subject to the constraint on the number of degrees 
of freedom available. However, the theoretical results and illustrative 
examples (see Sections 4.4 and 4.7, respectively) for cluster and 
inhibition processes indicate that tests which are designed to examine 
the distribution of power across a wide range of frequency magnitudes 
tend to be weakened in practice by restrictions on the frequency content 
of the reduced periodogram. In the next section we use the scaled R- and 
scaled cumulative R-spectra to investigate power in precise bands of 
frequency magnitudes. 
5.3.6 Tests based on the cumulative R-spectrum 
Under the null hypothesis of CSR, the expected value of the 
ordinates of the scaled R-spectrum, (2fR(r)/NX}  (r = 1, 2, ... ), and 
those of the scaled cumulative R-spectrum, {2fCR(r)/NX}  (r = 1, 2, ... 
is unity. We can test for departures from CSR using the critical values 
of the X2-distribution with 2'r  or 2N 
  degrees of freedom, respectively 
(where n r' 
 N are the number of ordinates from the periodogram which are 
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used to calculate ordinat as of the scaled R- and scaled cumulative 
R-spectra, respectively). The ordinates of the scaled R- and scaled 
cumulative R-spectra have the following asymptotic distribution 
2f R  (r)/N X - (2flr)' 	
(r = 1, 2, 
and 	 2fCR(r)/NX - (2N)1 XN 	(r = 1, 2, 
(see (4.7) and (4.9)). 
There is no need to use a 'reduced' periodogram to calculate the 
scaled R- and scaled cumulative R-spectra as long as n and N do not 
exceed [Nx12]. However, if one were to test every element of the scaled 
polar spectra, or choose a region at which to perform a test after 
inspecting the form of the polar spectra, then the nominal significance 
level of the test would be greatly reduced. Instead, we might try to 
devise a more objective test. One possibility is to determine a suitable 
'cut-off' level for r which would provide a powerful test for a range of 
alternatives to CSR. The illustrative examples suggest that, for data 
from the unit square, a suitable region in which to test for CSR would be 
the ordinate of the scaled cumulative R-spectrum for r :5 5. At this 
scale the sample spectra for the cluster and inhibition processes are 
respectively well above and well below the 'flat' spectrum which one 
would expect to obtain under CSR (see Figures 4.2a, c and e). The 
ordinate of the scaled cumulative R-spectrum for r :5 5 is based upon 40 
periodogram values. This suggests that the test might be applied to 
patterns with 80 events or more. However, the ordinate for r -.5 4 is 
based on only 24 of the original periodogram values. This ordinate 
could, therefore, be used for patterns with between 48 and 80 events. 
Similarly, for patterns with between 28 and 48 events we could construct 
a test using the ordinate for r :r. 3, which is based on 14 periodogram 
ordinates. For patterns with less than 28 events we could construct a 
test using the ordinate for r = 2, which is based on 6 periodogram 
values. Upper and lower (two-tail) percentage points for the scaled 
R-spectrum and the scaled cumulative R-spectrum based on 17 x 32 
periodogram are shown in Table 4.1. 
The proposed test based on fR(S)/Nx  (or the nearest alternative 
ordinate of the scaled cumulative R-spectrum) is possibly the most 
specific of all the proposed tests, since it takes into account the exact 
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form of the null distribution and it is based on that part of the 
spectrum where clustering or inhibition alternatives to CSR have greatest 
impact. This test may, therefore, prove to be the most powerful of all 
the spectral tests proposed here. Note, however, that a test based on 
the nearest available ordinate to 	will be essentially the same asCR 
the non-parametric tests for an exponential distribution of periodogram 
values with parameter ,i = 1/2. The reason for this is that the 
exponential distribution with parameter M_ 1 = 1/2 is equivalent to the 
X2 -djstri1tioni with two degrees of freedom, and the EDF tests are based 
on the reduced periodogram which is formed from the [Nx/2]  ordinates of 
the periodogram which are associated with the smallest frequency 
magnitudes. This is the same group of periodogram ordinates that will be 
available for a test based on the cumulative R-spectrum. The difference 
in power between the x2-test based on the scaled cumulative R-spectrum 
and the EDF (Kolmogorov-Smirnov and Anderson-Darling) tests is likely to 
depend on the relative power of parametric and non-parametric tests. 
5.3.7 Summary 
In general, no one test for CSR will be uniformly most powerful, 
since different alternatives to CSR affect the spectrum in different 
ways. The scaled R- and scaled cumulative R-spectra provide a means of 
examining power for specific scales of pattern. This flexibility makes 
the use of the R-spectrum attractive, since more general alternatives to 
clustering and inhibition may be detected (for example, the disturbed 
lattice process--see Figure 4.2d). In practice, the R-spectrum may also 
be more useful than tests based on the 'reduced' periodogram because the 
method of selecting [Nx/2] periodogram ordinates to form the reduced 
periodogram will affect the power of the tests for detecting certain 
alternatives to CSR. The R-spectrum condenses all the spectral 
information into distinct scales of pattern. Although testing for 
features after identifying peaks in the R-spectrum is formally incorrect, 
the R-spectrum retains more information about spectral structure (at 
least for isotropic processes) than does the reduced periodogram. The 
subjectivity of tests based on a reduced periodogram for which the method 
of construction is chosen after inspecting the original periodogram can 
be overcome by dividing the study region into two halves. One then 
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performs a preliminary analysis on one half of the data in order to 
identify important spectral features. Formal tests for relevant features 
can be carried out using the periodogram for the remaining data. This 
approach relies on the assumption that the basic pattern is constant from 
one part of the region to the next. This is not a problem, since the 
assumption of stationarity is central to spectral analysis (and also to 
many other techniques for analysing spatial processes). 
In principle, the tests based on the reduced periodogram are 
constructed so that alternatives such as clustering and inhibition can be 
investigated. The range of scales of pattern intended for inclusion in 
the reduced periodogram may be quite large but, in practice, the reduced 
periodogram based on N   events may only cover a very restricted range of 
frequencies. Tests based on the reduced periodogram may, therefore, lack 
power. 
The tests proposed here are intended for investigating the structure 
of two-dimensional point spectra. However, they can easily be adapted 
for use with two-dimensional lattice spectra. For IX u,v 
Cu = 0, 1, ..., U - 1 	v = 0, 1, ..., V - 1) all (U/2 + 1)V ordinates of 
the two-dimensional periodogram are approximately independent X 2-random 
variables. There is, therefore, no need to use a 'reduced' periodogram 
to control the number of degrees of freedom. All of the tests proposed 
above which are based on the reduced periodogram can be used on the 
entire (U12 +1) x V periodogram for a lattice process. The tests based 
on the scaled cumulative R-spectrum are not altered at all. Note, 
however, that where the scaling factor Nxis  used here to scale the 
periodogram ordinates to have expected value unity, we must use the 
scaling factor cY2/2  for ordinates of a lattice periodogram (see Section 
1.2.4). 
The tests proposed here are based on the assumption of isotropy in 
the point patterns. They may be adapted to investigate the presence of 
directional features in the periodogram. For example, the normalised 
cumulative periodogram could be based on cumulative sums of a 
one-dimensional sequence of periodogram ordinates ranked by increasing 
values of the frequency angle, 0 (rather than on increasing values of the 
frequency magnitude, r). Under the hypothesis of isotropy, the 
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periodogram should be uniform for all frequency angles. A plot of the 
normalised cumulative periodogram versus j should, therefore, lie close 
to the line joining (0, 0) to (n, 1) (see Section 5.3.4). Deviations - 
from this line could be tested using, for example, the Kolmogorov-Smirnov 
or Anderson-Darling EDF tests. Similarly, the scaled 8-spectrum 
introduced by Renshaw & Ford (1983 and 1984) can be used as a basis for 
testing for specific directional features in the spectrum. (Note, 
however, that it can sometimes be misleading to try to identify 
anisotropy using the scaled 8-spectrum alone--see Section 4.7.) 
The only suggestion for inference based on the periodogram for a 
spatial point process (apart from Renshaw & Ford's (1983) example for the 
locations of trees in a forest) is made by Bartlett (1964). Bartlett 
simply sums -periodogram estimates in square blocks of 8 x 8 rows and 
columns and uses likelihood ratio tests for homogeneity within the 
resulting matrix of block totals, without any consideration of the number 
degrees available for such a test (that is, without any restriction on 
the number, of periodogram ordinates which can be used in a test for CSR). 
The power of the proposed tests is likely to vary with the number of 
events, N  	
the size of any clusters, and the scale of the minimum 
inter-event distance imposed by inhibition between events. A full 
investigation of these factors is beyond the scope of the present study. 
However, we will present a preliminary comparison between the power of 
the spectral tests proposed here. This comparison will be based on 
analysis of the artificial patterns discussed in Sections 4.4 and 4.7. 
The performance of spectral tests will be compared with that of 
conventional, distance-based tests for CSR. The distance-based tests are 
described in the next section. 
5.4 Distance-based tests for CSR 
5.4.1 Introduction 
Comparative studies for a selection of tests designed to detect 
departures from CSR in spatial point patterns are presented by Diggle 
(1979a) and Ripley (1979a). They show that a test based on the mean 
198 
nearest-neighbour distance (namely, the Clark-Evans test) is powerful 
against alternatives such as Poisson cluster processes, doubly stochastic 
(inhomogeneous) Poisson processes, and Strauss inhibition processes. 
A test based on the estimated reduced second-order moment function, K(t), 
also performs well. This test is superior to the Clark-Evans test for 
Strauss and SSI alternatives. The Clark-Evans test and the test based on 
Ripley's K(t) function are described below. 
5.4.2 Clark-Evans test based on the mean nearest-neighbour distance 
Let t(x 1 	x 2j )} (i = 1, ... Nx) denote the co-ordinates of events 
of a spatial point pattern in a rectangular region, 0. Let d denote the 
distance from the jth event to the nearest other event in 0. The Id 3 ) 
(j = 1, ..., N), known as the nearest-neighbour distances, are given by 
d = mm E/((x 1 - x1 ) 2 + (x2 - x21 ) 2 1] 	(i = 1, ... 
3 s3 
A test based on the mean nearest-neighbour distance, 
d 	Nx' 	d, 
was proposed by Clark & Evans (1954). However, their test did not make 
proper allowances for dependencies amongst nearest-neighbour distances, 
and it did not incorporate any corrections for edge-effects. Clark & 
Evans suggested the use of a border or guard-area to combat edge-effects 
(alternatively, a torus may be used--see later for discussion of the 
effectiveness of toroidal edge-correction). A test based on d which 
incorporates corrections for edge-effects without using a guard-area, and 
takes account of dependencies amongst the {d} was introduced by Donnelly 
(1978). He shows that, to a good approximation, the distribution of d 
under CSR is normal, with mean and variance given by 
E(d] txx /(Nx'IQI)/2 + (0.0514 + 0.042//Nx)1(0)/Nx 	(5.4) 
and 	 Var[d] 	0 . 070 I 0 INx 2 + 0 . 037/(Nx 5 1 0 1) 1 ( 0 ) , 
where II denotes the area of the rectangle 0, and 1(0) denotes the 
length of the boundary of 0. (If toroidal edge-correction is used, then 
1(0) = 0.) When 0 is the unit square, we have 101 = 1 and 1(0) = 4. 
Then, if NX = 25 then we have E[d] = 0.110, Vartd] = 1.6 x io; if Nx = 50 
then we have E[d] = 0.075, Vartd] = 3.6 x 10- 5 ; and if Nx = 100 then we 
have E[d] = 0.052, Var(d] = 8.5 x 10 6 . Note that Ripley (1979a and 
1981, Chapter 8) misquotes the constants 0.0514 and 0.042 in (5.4) as 
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0.514 and 0.412, respectively. Diggle (1983, Chapter 2) and Upton & 
Fingleton (1985, Chapter 1) quote the expressions correctly. We will use 
Donnelly's form of the Clark-Evans test, without toroidal edge-correction. 
Significantly small or large values of d indicate aggregation or 
regularity, respectively. The test statistic is 
CE = (d - E[d])//Var[d], 
which is referred to tables of the standard Normal distribution in a 
two-sided test for CSR (or a one-sided test if only one alternative to 
CSR is considered). For a quick test (involving hand calculations only) 
d and the Clark-Evans test are powerful against against both aggregated 
and regular alternatives to CSR (Diggle, 1983, Chapter 2). 
5.4.3 Test based on the reduced second-order moment function 
Estimation of the reduced second-order moment function, K(t), based 
on a method due to Ripley (1976) was discussed in Section 4.2.2. Recall. 
from Section 4.4.1 that for a homogeneous Poisson process we have 
K(t) = nt 
2 .A two-sided goodness-of-fit test for CSR can be based on the 
statistic 
= sup  
"t o 
for some maximum distance of interest, t 0 . The choice of t 0 determines 
the influence of large values of t; taking t 0 small concentrates on 
small-scale effects and, conversely, taking t 0 large concentrates on 
larger effects. Diggle (1979a and 1981, Chapter 5) uses t 0 = 0.25d, 
where d is the length of side of a square region of study, 0. However, 
Ripley (1981, Chapter 8) argues that this choice is unreasonably large 
for patterns with Nx = 100 events and he suggests using t 0 = 0.25d for 
Nx = 25 and t 0 = 0.125d for Nx = 100. Ripley's suggestions correspond to 
the general rule, 
to = 1 . 25d//Nx 	1 . 25t/(2/Nx ) t 
where t max = (diagonal of 0)12. This rule will be used here. The 
transformation from K(t) to /K(t) was suggested by Besag in the 
discussion of Ripley (1977). The square root transformation linearises 
the relationship between K(t) and t, and stabilises the variance. For a 
homogeneous Poisson process (the null model) a plot of /{K(t)Im} versus t 
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should be linear, through (0, 0) and (t 0 , t 0 2 ). Values which fall below 
this line indicate regularity or inhibition. Departures from linearity 
above the line indicate aggregation. 
Ripley (1981, Chapter 8) discusses the distribution of L under CSR 
and suggests approximate 5% and 1% critical values for L as 1.42/I0I/Nx 
and 1.68/101/Nxt  respectively (see also Ripley, 1978 and 1979a). 
However, Upton & Fingleton (1985, Chapter 1) suggest that it is best to 
use a Monte Carlo procedure to investigate the significance of an 
observed value. Such a test may be constructed as follows: let L lm 
denote the value of L for the sample pattern, and calculate {Ljm} 
(j = 1, ..., k), the values of L for (k - 1) realisations of a 
homogeneous Poisson process in the region 0. The intensity X per unit 
area which is used for the simulation is estimated by the observed 
intensity ) = N/IOI. The number of events for each simulation is taken 
as a realisation of a Poisson random variable with mean X10 = N. The 
simulation of each of the (k - 1) realisations of CSR then proceeds 
according to the method described for simulating a homogeneous Poisson 
process in Section 4.1.2. Then, 
Pr[L1 = L ( . ) 	I CSR) = 1/k, 
where LIJ(j)m}  are the order statistics of the { Lj m } ( i = 1, ... k). The 
attained significance level of a (two-sided) test for CSR based on (k - 1) 
simulations is given by p0 = ranktLim}/k. Note that, under CSR, this 
test should not be affected by the value of t at which the maximum 
deviation, ,/(K(t)/i) - t, occurs for the sample pattern. Thus, for a 
test at the a = 0.05 level of significance we take k z 19. Similarly, 
for a test at the a = 0.01 level of significance we take k Z 99. 
Diggle - (1983, Chapter 5) describes a slightly different form of the 
Monte Carlo test, taking 
L. = J0 0 {/K(t) - /K0 (01 2 dt 	(j = 1 ..., k) 	(5.5) 
where t 0 = 0.25 for data on the unit square, K 1 (t) is the estimated 
reduced second-order moment function for the sample pattern, K.(t) 
(j = 2, ..., k) is the estimated reduced second-order moment function for 
the (j - 1)th simulation of CSR, and K 0 (t) is the reduced second-order 
moment function for the null model (in this case, I( 0 (t) = irt 2 ). This 
method can be used to test the goodness-of-fit of any fully specified 
model by using (k - 1) simulations of that model. If the theoretical 
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form of K(t) is not known then it may be estimated by the average of 
K.(t}) for the (k - 1) simulations of the model. This method is 
strictly invalid if the parameters of the model are estimated from the 
data and, in such a situation, the test is probably conservative. 
Diggle's method involves numerical integration, replacing the 
integral in (5.5) by a summation over estimates of K(t) for several 
values of t. It is based on the sum of squared deviations from the null 
value of K(t), rather than the absolute value of the maximum deviation, 
which is used to calculate L m . The relative power of the two forms of 
Monte Carlo test may differ in a way similar to the differences in power 
between the supremum and quadratic classes of EDF statistics--the 
quadratic statistics tend to be more powerful, especially in detecting 
deviations in the tails of the EDF (Pearson & Hartley, 1976; see also 
Section 5.3.3). Note that Diggle (1983, Chapter 5) suggests using 
t 0 = 0.25 for data on the unit square, irrespective of the number of 
events, N1 . Neither Ripley (1981, Chapter 8) nor Diggle (1983, Chapter 
5) gives any indication of how many values of t in the interval (0, t 0 ) 
one should use for the test for CSR. We will use N   equally spaced 
values of t in the interval (0, t 0], since there are roughly N   degrees 
of freedom available (even though we have estimated the intensity of the 
data and use this to generate (k - 1) realisations of CSR). We take 
t0 = 1 . 25d//Nx = 1•25t max  /(2/N)t where 
tmax = (diagonal of Q)/2, and we 
will use the test based on L 
M 
Diggle (1979a) shows that, against SSI alternatives, L is clearly 
the best of the tests which he considered (including the Clark-Evans 
test). He also shows that the test based on L is powerful against 
Poisson cluster alternatives. Ripley (1979a) shows that L is dominant 
against Strauss alternatives and that L and CE are equally effective 
against doubly stochastic Poisson processes. Ripley (1979a) also 
compares the power of specialised edge-corrections incorporated into 
Donnelly's version of the Clark-Evans statistic and Ripley's K(t) with 
toroidal edge-correction. He shows that there is no significant 
difference in power against cluster alternatives, but against regular 
alternatives the toroidal edge-correction is usually less effective, 
especially for L. 
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In the next section the spectral tests proposed in Section 5.3, 
together with the Clark-Evans test for the mean nearest neighbour 
distance and the Monte Carlo test based on L are applied 
(retrospectively) to the simulated patterns presented in Section 4.3. 
(Preliminary analyses for these patterns were discussed in Section 4.7.) 
5.5 Comparison of tests for CSR using artificial patterns 
5.5.1 Introduction 
The spectral tests suggested in Section 5.3 are applied here to the 
simulated patterns which were presented in Section 4.3 and analysed in 
Section 4.7. The spectral tests are also compared with the Clark-Evans 
test for the mean nearest-neighbour distance and the L m  test based on 
Ripley's K(t) function. All these tests are applied retrospectively to 
the simulated patterns in order to investigate how each spectral test 
compares with the conventional methods of conducting tests for CSR in 
point patterns. The performance of each test is discussed for each 
pattern separately below. The attained significance probability for each 
test is denoted by p 0 , since p is used to denote the horizontal frequency 
co-ordinate in the periodogram. The results are presented for each test 
in the following order: 
Fisher's g-test for the maximum periodogram value; 
Greenwood's test for the exponential distribution of periodogram values; 
EDF tests for the exponential distribution of periodogram values 
with mean two; 
EDF tests for uniformity of periodogram values across all scales of 
pattern; 
a Monte Carlo test for CSR based on the periodogram; 
x2-tests based on the scaled cumulative R-spectrum; 
the Clark-Evans test for mean nearest-neighbour distance; and 
a Monte Carlo test for L based on Ripley's K(t) function. 
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5.5.2 The homogeneous Poisson process 
(i).The maximum value in the unrestricted (17 x 32) periodogram for 
the Poisson process (see Figures 4.1a and 4.2a) with N  = 100 events is 
2fxx(wpiwq )IN  x = 12.91 at (p = 3, q = -2). This ordinate is included in 
the reduced periodogram, which consists of (Nx/2] = 50 ordinates. The 
test for the maximum value in the reduced periodogram is, therefore, 
based on this overall maximum. The test leads to an attained 
significance probability, p 0 = 0.145, which is obtained using the 
asymptotic approximation for Fisher's g-test (see Section 5.3.1). The 
program used to calculate the test statistics allows for each of the ten 
largest values in the reduced periodogram to be tested using Fisher's 
g-statistic, providing that all previous larger values lead to rejection 
of CSR at the 5% level of significance. In this case, the maximum value 
does not lead to rejection of CSR (at the nominal 5% level) so no further 
values are tested using Fisher's g-test. Note that the maximum frequency 
magnitude in the reduced periodogram for a pattern of Nx = 100 events is 
r = 5 (this value is associated with the ordinate (p = 4, q = 4), which 
is the 50th ordinate in Table 4.2). In general, there may not be a 
sufficient range of scales of pattern in the reduced periodogram for 
= 100 events for tests based on the reduced periodogram to be 
effective. The EDF tests for uniformity of the spectral values at all 
scales of pattern are especially vulnerable to restrictions on the range 
of frequency magnitudes represented in the reduced periodogram. 
Greenwood's test for an exponential distribution is based on 
the sample coefficient of variation (CV) for the values of the reduced 
periodogram. For the simulated Poisson process we have CV = 109%. This 
leads to a test statistic 2.187 for comparison with Table 5.1b, whence 
the attained significance probability is p 0 ) 0.10. 
The Kolmogorov-Smirnov test for an exponential distribution 
with mean two leads to a test statistic, D = 0.115 with attained 
significance level, p0 = 0.533. (The significance probability is 
calculated using the NAG FORTRAN library routine G08CAF; alternatively 
one may refer to Table 5.1c.) The Anderson-Darling test for an 
exponential distribution with mean two leads to a test statistic 
A2 = 0.871 which is referred to Table 5.1c. This gives an attained 
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significance probability, p 0 > 0.25. 
The Kolmogorov-Smirnov test for uniformity at all scales of 
pattern gives D = 0.087 and an attained significance probability of 
P0 = 0.849 (again using the NAG FORTRAN library routine G08CAF). The 
test statistic for the Anderson-Darling test for uniformity of 
periodogram values across all scales of pattern is A 2 = 0.647, with an 
attained significance probability, p 0  > 0.25 using Table '5.1c. 
The Monte Carlo test for CSR based on the periodogram gives an 
attained significance probability, p 0 = 0.26 (from 99 simulations of CSR). 
The X2-tests based on the scaled cumulative R-spectrum for 
r = 4 and r = 5 give test statistics 1.0805 and 1.1684. The attained 
significance levels are p 0 = 0.666 and p0 = 0.288, respectively. (The 
significance levels are obtained using the NAG FORTRAN library routine 
G01BCF; alternatively, we can refer to Table 4.1c.) Note that the test 
statistics for r = 4 and r = 5 are based on the average of N  = 24 and 
N = 40 values from the original periodogram, respectively. These test 
statistics are, therfore, suitable for patterns with Nx = 100 events. 
However, for smaller numbers of events we might need to consider the 
ordinates of the scaled cumulative R-spectrum for r = 2 or r = 3, with 
N  = 6 and N  = 14, respectively. 
The mean nearest-neighbour distance for the data is d = 0.0478, 
with E(d) = 0.0522 and Var[d] = 8.5 x 10- 6 under CSR with N = 100 
events. This tests yields a standard normal deviate of -1.51 with an 
attained significance level, p0 = 0.132. (The significance probability 
is obtained using the NAG FORTRAN library routine G01ABF for the 
probability associated with the lower tail of the standard Normal 
distribution--we use G01ACF for probabilities associated with the upper 
tail of the standard Normal distribution when the standard Normal deviate 
is positive.) 
L = 0.0098 for the data, with an attained significance 
level, p0 = 0.20 which is obtained from a Monte Carlo test based on 99 
simulations of CSR. 
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None of the tests leads to rejection of CSR at a nominal 
significance level of 5% for this simulation of a homogeneous Poisson 
process, as one would expect. (The results obtained for each test are 
summarised later in Table 5.2 as part of the discussion in Section 5.5.7.) 
5.5.3 The inhomogeneous Poisson process 
For the doubly stochastic/inhomogeneous Poisson process (see 
Figures 4.1b and 4.2b) with Nx = 100 events, the maximum of the unrestricted 
(17 x 32) periodogram is 2fxx(Wpivq  )IN  x = 18.86 at (r = 1, q = 0). The 
overall maximum also occurs in the reduced periodogram (which contains 
[Nx12] = 50 ordinates) . Fisher's g-statistic, which is based on this 
2 ordinate, has an attained significance level, p0 = 0.800 x 10. The 
next highest value is 2f (w ,w )/N = 16.95 at (p = 0, q = -1), with
XX 
attained significance probability, p 0 = 0.205 x 10 . CSR is again 
rejected at the 5% level of significance. The third highest value is 
2fxx(WpWq )IN  x = 9.85 at (p = 1, q = -4), with attained significance 
level p0 = 0.511. The third highest ordinate is, therefore, not large 
enough to lead to rejection of CSR at the 5% level. 
The sample coefficient of variation for the (reduced) 
periodogram values is CV = 97%. The associated test statistic is 1.934, 
which is compared with Table 5.1b for Greenwood's test for the 
exponential distribution. The attained significance level is p 0 > 0.10. 
The test statistic for the Kolmogorov-Smirnov test for 
an exponential distribution with mean two is D = 0.170. The attained 
significance level is p0 = 0.124. The test statistic for the - 
Anderson-Darling test is A 2 = 1.579, yielding an attained significance 
level of 0.15 < p 0 < 0.25. 
The test statistic for the Kolmogorov-Smirnov test for uniformity 
of spectral values at all scales of pattern is D = 0.100, with p0 = 0.722. 
The test statistic for the Anderson-Darling test is A 2 = 0.468, with 
PO 
 > 0.25. The alternative to CSR represented by the particular Cox 
process chosen here will tend to display spectral structure consisting of 
large values at low frequencies, and a gradual decline to a flat spectrum 
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at higher frequencies. The plot of the scaled R-spectrum for this 
pattern (see Figure 4..2b) indicates that a reduced periodogram which 
contains values for a small range of frequency magnitudes, r = 1, . .., 5, 
(as in this case, for Nx = 100 events) will not cover enough of the 
spectrum to make the Kolmogorov-Smirnov and Anderson-Darling tests 
effective. (Thesame comment will apply to the realisation of a modified 
Thomas process--see Figure 4.2c and Section 5.5.4.) 
The Monte Carlo test for comparison of periodogram values for 
the sample pattern with those for 99 simulations of CSR gives an attained 
significance probability, p 0 = 0.47. This is not sufficiently small to 
reject CSR at the 5% level. 
The X2- tests for CSR based on the scaled cumulative R-spectrum 
for r = 4 and r = 5 give test statistics 1.6700 and 1.4060, with attained 
-2 	 -1 
significance probabilities, p 0 = 0.832 x 10 and p0 = 0.195 x 10 
respectively. Thus, both X2-tests lead to -rejection of CSR at the 5% 
level. Note, however, that there is quite a difference between p0 for 
the two values of r (a factor of approximately two) due to the fact that 
the pattern is essentially non-stationary; that is, the major pattern 
occurs at the same scale as the study region itself. The component for 
r = 1 is, therefore, very large, but values in the scaled R-spectrum tail 
off quite rapidly for r = 2, 3, 4 and 5 (see Figure 4.2b). 
The mean nearest-neighbour distance for the data is d = 0.0483, 
with E(d) = 0.0522 and Var[d] = 8.5 x 10- 
6  under CSR for a pattern of 
Mx = 100 events. This leads to a standard normal deviate of -1.33. The 
attained significance probability is p0 = 0.182, so the Clark-Evans tests 
does not lead to rejection of CSR at the nominal 5% level. 
Finally, L = 0.0218 for the data, yielding an attained 
significance level, p 0 = 0.01 in the Monte Carlo test based on 99 
simulations of CSR. 
The tests based on the maximum periodogram value, the scaled 
cumulative R-spectrum for r= 4 and r = 5, and Ripley's K(t) all lead to 
rejection of CSR at the 5% level. However, Greenwood's test, the EDF 
tests for uniformity at all scales of pattern, the Monte Carlo test for 
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CSR (based on the periodogram) and the Clark Evans test for the mean 
nearest-neighbour distance do not. The reasons why some tests work well 
and others do not will be discussed in Section 5.5.7. 
5.5.4 The modified Thomas process 
Ci) The maximum periodogram value for the realisation of a modified 
Thomas process (see Figures 4.1c and 4.2c) with NX = 122 events is 
2fxx(WpiWq)/Nx = 31.48, at (p = 0, q = -3). This overall maximum also 
occurs in the reduced form of the periodogram and is used for Fisher's 
g-test. The test leads to an attained significance level, 
P0 = 0.179 x 	CSR is emphatically rejected. The test for the 
second largest value, 2f (w ,w )/N = 24.41 at (p = 3, q = 0) leads to
XX 
an attained significance level, p0 = 0.604 x 10 . Once again CSR is 
rejected. The third highest value is 2f (w ,w )IN = 22.93 atXX 
(p = 2, q = -1) with p0 = 0.126 x 10 ; the fourth is 
2f (w ,w )/N = 18.12 at (p = 5, q = -2), with p = 0.137 x 10- 1 	the
XX 
fifth is 2f (w ,w )/N = 16.29 at (p = 1, q = 2), with p = 0.336 x 10 
the sixth is 2fxx(wpiwq)/Nx = 15.85 at (p = 2, q = 3), with p 0 = 0.413 x 10 
the seventh is 2f (w ,w )/N = 15.242 at (p = 3, q = -3), with
XX 
P0 = 0.553 x 10 . Thus, the six largest values in the reduced 
periodogram all lead to rejection of CSR at a nominal 5% level. This 
indicates how many significantly large values are present in the low 
frequency region of the periodogram for this realisation of a modified 
Thomas process. In contrast, only the two largest values for the 
inhomogeneous Poisson process lead to rejection of CSR at the 5% level. 
The difference arises because the scale of the pattern is much larger in 
the realisation of an inhomogeneous Poisson process. (Only the result 
for the largest value itself is required to reject CSR formally.) 
(ii) The sample coefficient of variation for the periodogram values 
is CV = 72%. This gives a test statistic of 1.524 for comparison with 
critical values of Greenwood's test for an exponential distribution 
(Table 5.1b). The attained significance probability is, therefore, 
0.01 ( p 0 < 0.025, again leading to rejection of CSR at the 5% level 
using either a one- or two-tail test. (We shall see that under all the 
alternatives to CSR examined here, the sample coefficient of variation is 
208 
less than the null value of 100%--a one-tail test based on the lower tail 
is, therefore, appropriate.) 
The EDF tests for the exponential distribution of periodogram 
values, with mean two, both lead to rejection of CSR at the 5% level of 
significance. The test statistic for the Kolmogorov-Smirnov test is 
D = 0.464, with attained significance level p0 ( 0.100 x 10- 6. The test 
statistic for the Anderson-Darling test is A2 = 38.231, with p 0 < 0.001. 
The EDF tests for uniformity of periodogram values at all 
scales of pattern do not lead to rejection of CSR. The test statistic 
for the Kolmogorov-Smirnov test is D = 0.100, with p0 = 0.625. The test 
statistic for the Anderson-Darling test is A 2 = 0.969, with p 0 > 0.25. 
These results are similar to those obtained for the inhomogeneous Poisson 
process. The reduced periodogram does not cover enough scales of pattern 
to detect the non-uniformity (which is present--see Figure 4.2c). 
The Monte Carlo test for comparison of the (reduced) periodogram 
values for the data with those from 99 simulations of CSR leads to an 
attained signficance level p0 = 0.01. CSR is, therefore also rejected at 
the 5% level using this test. 
The test statistics for the X2-tests based on the scaled 
cumulative R-spectrum are 4.4322 for r = 4 and 3.7778 for r = 5. The 
corresponding attained signficance levels for both tests are 
PO < 0.100 x 10
6 . Both X2 _ testslead to emphatic rejection of CSR at 
the 5% level. 
The mean nearest-neighbour distance for the data is d = 
0.0253, compared with an expectation E(d) = 0.0471 and VarEd] = 5.6 x 10 - 
yielding a standard normal deviate of -9.20, with an attained 
significance level of p 0 ( 0.100 x 10- 6. 
For the test based on Ripley's K(t) we have L = 0.0482. The 
attained significance level for the Monte Carlo test basedon 99 
simulations of CSR is p 0 = 0.01. 
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The null hypothesis of CSR is rejected at the 5% level by the tests 
based on the maximum periódogram value (the six largest values are all 
significant), Greenwood's statistic, the EDF tests for an exponential 
distribution with mean two, the Monte Carlo test based on the 
periodogram, the X2-tests based on scaled cumulative R-spectrum, the 
Clark-Evans test for the mean nearest neighbour distance and the L m  test 
based on Ripley's K(t) function. However, the EDF tests based on the 
null hypothesis of uniformity of spectral values at all scales of pattern 
fail to detect the departure from CSR. This is because the range of 
frequency magnitudes represented in the reduced periodogram is 
insufficient to cover the change in structure, from high values to lower 
values, as the frequency magnitude increases. 
5.5.5 The disturbed lattice process 
(i) The maximum values in the unrestricted (17 x 32) periodogram for 
the disturbed lattice process (see Figures 4.1d and 4.2d) with Mx = 100 
events are 2fxx(wptwq)/Nx = 57.61 at (p = 10, q = 0) and 
2fxx(wpWq )IN  x = 51.82 at (p = 0,.q = -10). These peaks correspond to 
the row and column structure of the 10 x 10 rectangular lattice. 
However, with NX = 100 events there are only [Nx/2] = 50 ordinates in the 
reduced periodogram. The relatively high frequency components 
representing the row and column structure of the lattice are excluded 
from the reduced periodogram. The maximum value for the reduced 
periodogram is 2fxx(WpWq)/Nx = 1.78 at (p = 4 q = -4) and the attained 
significance level is p0 = 0.999. This indicates that the maximum value 
is significantly smaller than one would expect under CSR. This test, 
which would surely detect both of the large components identified above 
if they were included in the reduced periodogram, fails to detect the row 
and column structure of the disturbed lattice, as we predicted in Section 
5.3.1. However, the maximum value in the reduced periodogram is so small 
that CSR is still rejected at the 5% level of significance. Note that 
the program used to perform the test for CSR does not calculate test 
statistics for the next largest periodogram value when the overall 
maximum in the reduced. periodogram is significantly small. However, all 
the other values in the reduced periodogram must also be significantly 
small compared to those expected under CSR (since these values must all 
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be of smaller magnitude than the value which is tested first). 
The sample coefficient of variation of periodogram values is 
CV = 94%. This is used in Greenwood's test for exponentiality of the 
periodogram values. The test statistic is 1.874, with attained 
significance level p 0 > 0.10. The departure from CSR is not detected at 
the 5% level using Greenwood's test. 
The Kolmogorov-Smirnov test statistic for an exponential 
distribution of periodogram values with mean two is D = 0.567. The 
-6 attained significance level is p0 < 0.100 x 10 . The Anderson-Darling 
test statistic for the exponential distribution with mean two is 
A2 = 40.328, with p 0 < 0.001. The EDF tests reject CSR at the 5% level, 
in spite of the fact that the components corresponding to the row and 
column structure of the lattice are not present in the reduced 
periodogram. The test are effective because the power in the remaining 
parts of the spectrum is very low, so that the average periodogram value 
is much less than the value of 2.00 expected under CSR. 
The Kolmogorov-Smirnov test statistic for uniformity of 
spectral values at all scales of pattern is D = 0.178. The attained 
-1 
significance level is p 0 = 0.885 x 10 . The test, therefore, fails to 
reject CSR at the 5% level. The test statistic for the Anderson-Darling 
test is A 2 = 2.460, with 0.05 < p0 < 0.10. The Anderson-Darling test 
abs fails to reject CSR at the 5% level. 
The Monte Carlo test to compare the (reduced) periodogram for 
the sample pattern with those from 99 simulations of CSR leads to an 
attained significance level, p 0 = 0.72 so this test fails to reject CSR 
at the 5% level. 
The test statistics for the X2  testsbased on the scaled 
cumulative R-spectrum are 0.1209 for r = 4 and 0.1660 for r = 5. The 
attained significance level for both tests is given by p 0 ( 0.100 x 10- 6. 
Both tests lead to emphatic rejection of CSR. 
The mean nearest-neighbour distance for the data is ci = 0.0785 
compared with an expected value EJd] = 0.0522 and Var[d] = 8.5 x 10- 6 
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under CSR with NX = 100 events. This leads to a standard normal deviate 
of +9.02, with an attained significance level, p0 < 0.100 x 10- 6. 
(viii) The test based on Ripley's K(t) function, using a Monte Carlo 
test to compare Lm 	 m 
= 0.0446 with L for 99 simulations of CSR, leads to 
an attained significance level, p0 = 0.01. 
For this realisation of a lattice process, the hypothesis of CSR is 
rejected at the 5% level by the EDF tests for an exponential distribution 
with mean two, by the X2-tests for the scaled cumulative R-spectrum, by 
the Clark-Evans test for the mean nearest-neighbour distance, and by the 
Monte Carlo test for Lm  based on Ripley's K(t) function. The test based 
on the maximum periodogram value also rejects CSR since the maximum value 
is too small to occur under CSR. That is, all the values in the reduced 
periodogram are much smaller than expected under CSR, because the large 
components corresponding to the 10 x 10 row and column structure are not 
included in the reduced periodogram. However, the EDF tests for 
uniformity of spectral values at all scales of pattern and the Monte 
Carlo test basd on the periodogram fail to reject CSR at this level. 
5.5.6 Diggle's SSI process 
The maximum value in the unrestricted (17 x 32) periodogram for 
the simulation of an SSI process with NX = 100 events (see Figures 4.1e 
and 4.2e) is 2fxx(wpiwq )IN  x = 13.09, which occurs at (p = 6, q = -10). 
However, the maximum value in the reduced periodogram for this pattern is 
2fxx(WptWq )IN  x = 1.13 at (i' = 1, q = -5). The maximum value in the 
reduced periodogram is, therefore, very small compared to the value of 
two which is expected under CSR. The attained significance probability 
is p0 = 0.999. The test leads to rejection of CSR at the 5% level 
because the maximum is too small to have occurred under CSR. This result 
is similar to that obtained for the disturbed lattice process, which is 
another example of a regular alternative to CSR. 
The sample coefficient of variation for the values of the 
reduced periodogram is CV = 82%. The test statistic for Greenwood's test 
for exponentiality is 1.667. The attained significance level is p 0 > 0.10, 
212 
so CSR is not rejected at the 5% level. 
The test statistics for the EDF tests for an exponential 
distribution of spectral values, with mean two, are D = 0.612 and 
A 2 = 40.418 for the Kolmogorov-Smirnov and Anderson-Darling tests, 
respectively. The associated attained significance levels are 
PO  < 0.100 x 10- 
6  and p0<  0.001. Both tests reject CSR at the 5% level. 
The EDF tests are effective because the mean value at low frequencies 
(which are the frequencies which contribute to the reduced periodogram) 
are much less than the value of 2.00 expected under CSR. 
The EDF tests for uniformity of spectral values at all scales 
of pattern lead to test statistics D = 0.008 and A 2 = 0.528 for the 
Kolmogorov-Smirnov and Anderson-Darling tests, respectively. The 
associated attained significance levels are p0 = 0.841 and p 0 > 0.25. 
Neither test leads to rejection of CSR at the 5% level of significance. 
The Monte Carlo test based on periodogram values leads to an 
attained significance level, p0=  0.72, so that CSR is not rejected at 
the 5% level using this test. 
The test statistics for the x2-tests based on the scaled 
cumulative R-spectrum are 0.1525 for r = 4 and 0.1547 for r = 5. the 
associated attained significance levels are both given by p 0 < 0.100 x 10- 6 
Thus, both tests lead to emphatic rejection of CSR at the 5% level. 
The mean nearest-neighbour distance for the data is d = 0.0869 
compared with an expectation E[d] = 0.0522 and variance Vartd) = 8.5 x 
under CSR, with Nx = 100 events. The standard normal deviate is therefore 
+11.92, with attained significance probability, p 0 < 0.100 x 10 6 . 
The Monte Carlo test for L1 m = 0.0778 leads to an attained 
significance level p0 = 0.01 using 99 simulations of CSR. The test based 
on Ripley's K(t) function, therefore, leads to rejection of CSR at the 5% 
level. 
For Diggle's SSI process the null hypothesis of CSR is rejected at 
the 5% level by the EDF tests for an exponential distribution of 
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periodogram values with mean two, by the X 2 -tests based on the scaled 
cumulative R-spectrum for r = 4 and r = 5, by the Clark-Evans test for 
the mean nearest-neighbour distance and by the test based on Ripley's 
K(t) function. As in the case of the disturbed lattice model, the test 
for the maximum periodogram value leads to rejection of CSR (at the 5% 
level) because the maximum value in the reduced periodogram (which 
consists largely of low frequency components) is significantly small 
compared to expected values under CSR. Greenwood's test for 
exponentiality of periodogram values, the EDF tests for uniformity of 
spectral values at all scales of pattern and the Monte Carlo test based 
on the periodogram fail to reject CSR at the 5% level. 
5.5.7 Discussion and summary 
Table 5.2 shows a summary of the results from spectral tests and the 
conventional, distance-based tests used to test the hypothesis of spatial 
randomness for the artificial patterns. 
Although these preliminary studies for the spectral tests are based 
on just a few examples of alternatives to CSR we can draw some 
conclusions about the power of each test under the different 
alternatives. Since existing techniques (such as the Clark-Evans test 
for the mean nearest-neighbour distance, and the test based on Ripley's 
K(t) function) are known to be effective against both aggregated and 
regular alternatives to CSR, we will be looking for spectral tests which 
are powerful against the two-sided alternative. As secondary 
considerations, the CPU time required for each test, and the ease of 
implementation (for instance, whether one has to refer to tables to 
calculate the attained signficance level p 0  ) will also be taken into 
account when determining which of the spectral tests are most effective. 
Fisher's g-test for the maximum periodogram ordinate was originally 
intended to detect discrete components in a one-dimensional lattice 
spectrum (Fisher, 1929). The precise number of significant values 
detected for aggregated alternatives in analysis of two-dimensional point 
spectra is not so important, since there are no discrete components in 
the spectrum of the inhomogeneous Poisson process, or the modified Thomas 
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Table 5.2: Attained significance probabilities, p0, from tests for CSR 















 0.145 0.800 x 10- 2 0.179 x 0.999 0.999 
 ) 	0.10 ) 	0.10 0.010(p0 <0.025 > 	0.10 > 	0.10 
(ii)a 0.533 0.124 < 0.100 x 10- 6 < 	0.100 x < 0.100 x 10_
6 
(iii)b > 	0.25 0.15<p0 <0.25 < 	0.001 < 	0.001 < 	0.001 
(iv)a 0.849 0.722 0.625 0.885 x 10- 1 0.841 
(iv)b > 	0.25 > 	0.25 > 	0.25 0.05(p 0 <0.10 > 	0.25 
(v) 0.26 0.47 0.01 0.72 0.72 
(vi)a 0.666 0.832 x 10- 2 < 0.100 x 10- 6 < 0.100 x < 0.100 x 10_
6 
(vi)b 0.288 0.195 x 10 o.io x 10- 6 < 0.100 x 10- 6 < 	0.100 x 
 0.132 0.182 < 0.100 x 10- 6 < 0.100 x 10 _6 < 0.100 x 
 0.20 0.01 0.01 0.01 0.01 
t Refer to Section 5.5.1 for full description of tests labelled (i) to 
(viii); (iii)a and (iv)a denote Kolmogorov-Smirnov tests; (iii)b and 
(iv)b denote Anderson-Darling tests; and (vi)a and (vi)b denote 
X2 tests based on the ordinate of the scaled cumulative R-spectrum 
for r = 4 and r = 5, respectively. 
Only the attained significance probability for the overall maximum is 
shown here, although the program tests up to the tenth largest value. 
215 
process. The results of successive tests for the maxima are used here to 
indicate how many significantly large values occur in the low frequency 
region of the spectrum. For the modified Thomas process the six largest 
values are all significant (at the .5% level). In practice the test based 
on the overall maximum itself would be sufficient to detect this 
departure from CSR. The test is also powerful against regular 
alternatives. The hypothesis of CSR is not rejected for the disturbed 
lattice process, which is the only model used here which has discrete 
components (these components correspond to the row and column structure 
of the lattice) . The two large values which represent the rows and 
columns of the 10 x 10 lattice are not included in the 'reduced' 
periodogram on which the test is based. If this test was implemented for 
a two-dimensional lattice spectrum for quadrat counts from this process, 
then the rows and columns of the lattice structure would almost certainly 
be detected. This is because the test would be based on the entire 
periodogram, using all Fourier frequencies (although the size of quadrats 
relative to the scale of the lattice would also affect spectral 
structure--see Chapter 8) . The other regular alternative to CSR examined 
here is Diggle's SSI process. For this process, the values in the low 
frequency region of the periodogram (which are used to form the reduced 
periodogram) are smaller than the values expected under CSR, as are those' 
in the low frequency region of the periodogram for the disturbed lattice 
process. The test for the maximum periodogram ordinate was constructed 
in Section 5.3.1 to detect significantly large ordinates of the 
periodogram. In the case of regular alternatives to CSR considered here 
(that is, the disturbed lattice process and Diggle's SSI process) maximum 
values in the low frequency region of the periodogram are too small to be 
compatible with CSR and the test leads to rejection of CSR (at the 5% 
level) if a two-sided critical region is used. (One could use a test for 
the minimum periodogram value to detect inhibition. However, this would 
suffer from the problems associated with the asymmetry of the 
X2-distribution. Under CSR it is more likely that a periodogram value 
will be smaller than 2.00 than that it will exceed 2.00.) The overall 
power of Fisher's g-test for the maximum periodogram value against 
aggregated and regular alternatives to CSR is very good. 
The sample coefficient of variation of periodogram values is found 
to be less than 100% under both aggregated and regular alternatives to 
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CSR. In practice, a one-tail test (based on the lower tail) is 
appropriate for Greenwood's test for exponentiality. However, this test 
lacks power under regular alternatives (neither the disturbed lattice nor 
Diggle's SSI process leads to rejection of CSR at the 5% level). Even 
the inhomogeneous Poisson process is found to be compatible with CSR. 
Only the modified Thomas process leads to rejection of CSR, so the 
overall effectiveness of this test is very poor. Also note that because 
the behaviour of the coefficient of variation is similar under both 
aggregated and regular alternatives it is not possible to distinguish 
between the two alternatives using Greenwood's test statistic. 
The EDF tests for an exponential distribution of reduced periodogram 
values with mean 2.00 are quite effective. Both the Kolmogorov-Smirnov 
and Anderson-Darling tests are powerful against aggregated and regular 
alternatives to CSR. However, both tests fail to reject CSR for the 
inhomogeneous Poisson process. The reason for the effectiveness of the 
EDF tests lies in the fact that at low frequencies the mean value for 
cluster alternatives greatly exceeds the value of 2.00 expected under 
CSR, whilst for regular alternatives the (scaled) spectral values tend to 
be much smaller than 2.00. These tests would not be as effective if the 
entire (17 x 32) periodogram were available for testing, since the 
reduced periodogram used here concentrates on exactly the region of the 
periodogram where the greatest deviations from the expected value occur. 
Note that, although the reduced periodogram for the disturbed lattice 
process does not contain the discrete components corresponding to the row 
and column structure, the average value of the remaining ordinates in the 
low frequency region is very small for this model, and the EDF tests 
reject CSR. For the inhomogeneous Poisson process, there are just a few 
very large values (for example, at r = 1) so that the overall effect in 
the reduced periodogram is that of a few outliers from the null 
distribution. Under the other alternatives to CSR considered here there 
is a significant change in mean. The Kolmogorov-Smirnov test is known to 
be quite powerful against one or two outliers from an otherwise good fit 
(Pearson & Hartley, 1976; see also Section 5.3.3). This may explain why 
the Kolmogorov-Smirnov test is slightly superior to the Anderson-Darling 
test for the inhomogeneous Poisson process (although neither leads to 
rejection of CSR at the 5% level) . The Anderson-Darling test also has 
the slight disadvantage that the test statistic must be referred to 
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tables of critical values, so that only an approximate attained 
significance level, p 0 , can be obtained. In contrast, the 
Kolmogorov-Smirnov test can be implemented easily using the NAG FORTRAN 
library routine G08CAF, from which exact significance probabilities can 
be obtained. This may be especially useful if detailed comparison of the 
power of the tests is required (otherwise the two tests seem to give very 
similar results) 
The EDF tests for uniformity of spectral values at all scales of 
pattern perform poorly for all the alternatives to CSR considered here. 
This is probably because the reduced periodogram does not include enough 
different scales of pattern for the characteristic structure to be 
apparent, especially for aggregated alternatives. For example, with 
Nx = 100 events in the sample pattern, the reduced periodogram only 
contains values for 1 :!~ r _-S 5. The form of the scaled R-spectrum for r ::- 5 
(see Figure 4.2c) shows that this does not cover the portion of the 
spectrum where the change in structure, from high values to low value, 
occurs. The tests are equally ineffective against regular alternatives 
to CSR. The change in spectral structure, from low values to high 
values, as frequency magnitude increases is not covered by the ordinates 
which are used to form the reduced periodogram. Note that we could rank 
the ordinates from the 17 x 32 periodogram by the value of the frequency 
magnitude using the ranks shown in Table 4.2 and then select every 2nd or 
3rd or 5th ordinate from the sequence, say, in order to obtain a greater 
range of frequency magnitudes in the reduced periodogram. However, the 
analysis here shows that there are alternatives to the EDF tests for 
uniformity at all scales of pattern which are powerful against both 
aggregated and regular alternatives to CSR. (The EDF tests would 
probably be much more effective if they were applied to the 
two-dimensional lattice spectrum for quadrat counts from each pattern. 
In the lattice periodogram all ordinates (at Fourier frequencies) are 
approximately independent, and the entire periodogram can be used in the 
formal test procedures.) 
The Monte Carlo test to compare periodogram values for the sample 
pattern with those from 99 simulations of CSR is reasonably powerful 
against aggregated alternatives to CSR. However, against regular 
alternatives it performs very poorly. It appears that the tests cannot 
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distinguish between fairly large groups of low values near the origin of 
the periodogram which arise under regular alternatives to CSR, and 
isolated low values obtained amongst the 99 simulations of CSR (these 
arise because of the asymmetry of the X 2 -distributiofl--see Section 
5.3.5). This test might have been more effective if the raw (17 x 32) 
periodograms had been smoothed first, in order to reduce the effect of 
isolated low values in the periodograms for simulations of CSR. The Monte 
Carlo test is also relatively expensive to implement in terms of CPU time 
because of the need to calculate periodograms for 99 simulations of CSR. 
The X2- tests based on the scaled cumulative R-spectrum are very 
powerful against both aggregated and regular alternatives to CSR. For 
the patterns analysed here, tests based on the ordinates for r = 4 or r = 5 
are appropriate (because the number of events, NX I is approximately 100 
for each realisation). The X2- tests and, therefore, the reasons why they 
perform so well, are essentially the same as the EDF tests for the 
exponential distribution of spectral values with mean 2.00. The chosen 
ordinates of the scaled cumulative R-spectrum concentrate on the portion 
of the spectrum where greatest positive deviations from the expected mean 
value occur under aggregated alternatives, and where greatest negative 
deviations from the expected value occur under regular alternatives. 
Again, these tests are powerful even for the disturbed lattice pattern. 
The large components corresponding to the row and column structure of the 
lattice process are not included in the values used to calculate the 
ordinates of the scaled cumulative R-spectrum for r = 4 or r = 5. 
However, the mean value of all remaining periodogram ordinates, including 
those used in the scaled cumulative R-spectrum for r = 4 and r = 5, is 
much less than the expected value under CSR. The choice of r = 4 or r = 5 
uses ordinates based on the average of K  = 24 or N  = 40 ordinates from 
the raw 17 x 32 periodogram. These ordinates of the scaled cumulative 
R-spectrum are, therefore, suitable for patterns with numbers of events 
N  ;-> 48 and N  ;-> 80, respectively. For small numbers of events we can 
use the ordinate for r = 3 (with N = 14) if N  ;-> 28, or even the 
ordinate for r = 2 (with N = 6) if N  < 28. For the x2-tests based on 
the scaled cumulative R-spectrum, the NAG FORTRAN library routine G01BCF 
may be used to obtain exact attained significance probabilities. These 
may be useful for detailed comparison of tests. The power of the 
X2- tests may alter for different cluster sizes and inhibition distances. 
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In the artificial patterns analysed here, the model parameters (in 
particular, the cluster diameter, 6a = 0.15 units, in the simulation for 
the modified Thomas process, and the minimum inter-event distance, 
6 = 0.08 units, in the simulation of Diggle's 881 process) correspond to 
spectral features which can be investigated quite effectively using the 
ordinate of the scaled cumulative R-spectrum for r _-,; 5. Other ordinates 
of the scaled cumulative R-spectrum may be more appropriate for models 
with different parameters (if sufficient degrees of freedom are 
available). This requires further investigation. 
The power of the Clark-Evans test for the mean nearest-neighbour 
distance and the Monte Carlo test for L m r 
based on Ripley's K(t) function 
are assessed by Diggle (1979a) and Ripley (1979a) in independent studies. 
Their findings were summarised here in Sections 5.4.2 and 5.4.3. In this 
study, both tests are seen to be powerful against aggregated and regular 
alternatives to CSR. The Clark-Evans test fails to reject CSR at the 5% 
level in the case of the inhomogeneous Poisson process, as do the EDF 
tests for exponential distributiän of periodogram values with mean 2.00. 
However, Fisher's g-test for the maximum periodogram value, the Monte 
Carlo test based on Ripley's K(t) function and the X 2- test for the scaled 
cumulative R-spectrum for r = 4 and r = 5 do reject CSR at this level. 
The main conclusion from this preliminary analysis is that the most 
effective of the spectral tests are Fisher's g-test for the maximum 
periodogram value, the EDF tests for the exponential distribution of 
periodogram values with mean 2.00 and the X 2- tests based on the scaled 
cumulative R-spectrum. These tests are superior to the other spectral 
tests under both aggregated and regular alternatives to CSR because they 
are most sensitive to the departures from a flat spectrum which tend to 
occur under clustering and inhibition alternatives. They also provide 
comparable power to that for the Clark-Evans test for the mean 
nearest-neighbour distance and the Monte Carlo test for L m  based on 
Ripley's K(t) function. In practice, the Kolmogorov-Smirnov test may be 
slightly superior to the Anderson-Darling test for detecting an 
inhomogeneous Poisson process. We can also obtain exact significance 
probabilities for the Kolmogorov-Smirnov test using the NAG FORTRAN 
library routine G08CAF. This will be useful for a more detailed 
comparative study of the tests. The spectral tests used here are also 
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able to distinguish between clustering and inhibition alternatives to 
CSR. This is very useful for determining a suitable model for a sample 
pattern. 
A more detailed comparative study for Fisher's g-test for the 
maximum periodogram value, the Kolmogorov-Smirnov test for the 
exponential distribution of periodogram values with mean 2.00, the 
X2 test based on the scaled cumulative R-spectrum, the Clark-Evans test 
for the mean nearest-neighbour distance and the Monte Carlo test for L m 
based on Ripley's K(t) function (including comparison of CPU time 
required for each test) is required in order to investigate the power of 
the tests more closely. Such a study should investigate how the power of 
each test varies with the number of events, NXf the diameter of clusters 
and with the inhibition distance between events. One could also 
investigate the correlation between attained significance levels for the 
different tests under various alternatives to CSR. For example, Diggle 
(1983, Chapter 5) presents an analysis of the correlation between Monte 
Carlo tests for CSR based on EDFs of nearest-neighbour distances, 
point-nearest event distances and Ripley's K(t) function. Diggle's 
comparison is based on analysis of realisations of Poisson processes, 
Poisson cluster processes and the SSI model. 
We conclude this chapter by applying the best of the spectral tests 
discussed in this section to the three examples of real data, for which 
preliminary analyses were presented in Section 4.8. 
5.6 Conclusion of analyses for real data 
5.6.1 Japanese black pine saplings 
Previous analyses of the locations of the 65 Japanese black pine 
saplings (shown in Figure 4.3a) are reported by a number of authors, who 
all conclude that the pattern is compatible with a completely random 
distribution of saplings within the study region. Bartlett (1964) uses 
likelihood ratio test based on spectral estimates and a X analysis of 
quadrat counts, whilst Besag & Diggle (1977) base their analysis on 
Pearson's X goodness-of-fit statistic applied to a histogram of 
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inter-event distances. Diggle (1979b) uses Monte Carlo goodness-of-fit 
tests based on the EDFs of inter-event and point-nearest event distances 
(see Section 5.3.3 for definition of.EDF and method of calculation). The 
point-nearest event EDF is based on the distance from randomly selected 
locations in the study region to the nearest events in the sample 
pattern. In contrast to the EDFs of event-event distances and 
nearest-neighbour distances, and to the K(t) function, the EDF of 
point-nearest event distances is characterised by negative deviations in 
the presence of clustering, and positive deviations in the presence of 
inhibition. Diggle (1983, Chapter 2) compares the results of several 
methods of analysis. Diggle's results are summarised below. 
A Monte Carlo test for the EDF of the Nx(Nx - 1)/2 inter-event 
distances results in an attained significance level, p 0 = 0.25. This 
indicates that the distribution of saplings is compatible with CSR. 
However, the main body of the EDF of inter-event distances is relatively 
insensitive to changes in pattern; the evidence for departures from CSR 
derives from excess or deficiency of small inter-event distances 
(indicating clustering or inhibition, respectively). Diggle also uses a 
Monte Carlo test for the EDF of nearest-neighbour distances {dl and 
accepts CSR with an attained significance level, p0 = 0.71. 
The Clark-Evans test for the mean nearest-neighbour distance (with 
d = 0.0660, E[d] = 0.0655, Var[d] 	2.1 x 10) yields a standard normal 
deviate of -0.11. Diggle (1983, Chapter 2) uses the Clark-Evans 
statistic in a one-tail test which suggests acceptance of CSR. A Monte 
Carlo test for the EDF of point-nearest event distances also leads to 
acceptance of CSR. Finally, a X 2- test based on quadrat counts for a 3 x 3 
grid (to ensure at least 5 events in each cell) also leads to acceptance 
of CSR. 
The best of the spectral tests are applied to the pattern formed by 
the Japanese black pine saplings. The maximum value in the unrestricted 
(17 x 32) periodogram is 2fxx(wpWq  )IN  x = 15.67, which occurs at 
(p = 8, q = -15). However, the maximum value in the reduced periodogram, 
with [Nx12] = 32 ordinates, is 2fxx(WpWq)/Nx = 6.7, at (p = 4, q = -1). 
The attained significance level for Fisher's g-test is p0 = 0.902. The 
Kolmogorov-Smirnov test statistic for the exponential distribution of 
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periodogram values with mean 2.00 under CSR is D = 0.128, with attained 
significance level, p 0 = 0.672. There are NX = 65 events for this 
pattern, so the X2- test is based on the ordinate of the scaled cumulative 
R-spectrum for r = 4. The test statistic is fcR(4)tNx = 0.7494, with 
attained significance probability, p0 = 0.235. Thus, all three of the 
recommended spectral tests show that the pattern formed by the Japanese 
black pine saplings is compatible with CSR, as all previous analyses in 
the literature have shown. 
5.6.2 Redwood seedlings 
The locations of Nx = 62 redwood seedlings (shown in Figure 4.3b) 
were extracted by Ripley (1977) from a larger data set studied by Strauss 
(1975) who fitted a (Strauss) cluster model. Kelly & Ripley (1976) 
refined the model to ensure that the number of events in the study region 
could not become unbounded. Ripley (1977) also rejects CSR for the 
redwoods (using a test based on the K(t) function) but he does not 
suggest an alternative model. However, he does simulate a Strauss model 
for visual comparison with the data. 
Diggle (1983, Chapter 2) compares several methods of analysis for 
the redwood data. The EDF for inter-event distances exceeds expectation 
for all distances, and exceeds the upper envelope from 99 simulations of 
CSR for both very small and very large distances. These results indicate 
an excess of small inter-event distances, which is compatible with an 
underlying cluster mechanism. A Monte Carlo test of the EDF of all 
inter-event distances fails to reject CSR 	However, Strauss (1975) notes 
that pairs of seedlings would possibly interact at a range of 
approximately 2 m on the ground (equivalent to t ce 0.08 on the unit 
square). A test based on the observed proportion of inter-event distances 
which are less than or equal to 2 m leads Diggle (1983, Chapter 2) to 
reject CSR, with a (one-sided) attained significance level, p 0 = 0.01. 
A Monte Carlo test based on the EDF of nearest-neighbour distances also 
leads to rejection of CSR with an attained significance level, p 0 = 0.01 
(the EDF for the data exceeds the upper envelope from 99 simulations of 
CSR for most distances). The Clark-Evans test for the mean 
nearest-neighbour distance (with d = 0.0385, EEd] = 0.0672 and 
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Var[d] = 2.31 x 10) yields a standard normal deviate of -5.96. This 
leads to rejection of CSR in favour of aggregation, in a one-sided test. 
A Monte Carlo test for the EDF of point-nearest event distances leads to 
rejection of CSR in favour of aggregation, with an attained significance 
level, p0 = 0.01. Finally, a X2- test based on quadrat counts for a 3 x 3 
grid also leads to rejection of CSR in favour of aggregation. 
For comparison with the 
formed by redwood seedlings, 
recommended spectral tests. 
2fxx(WpiWq)/Nx = 27.48, whic 
also included in the reduced 
spatial domain analyses of the pattern 
we now consider the results of the three 
The maximum periodogram value is 
occurs at (p = 2, q = 1). This ordinate is 
periodogram. Fisher's g-test based on this 
value gives an attained significance level, p0 = 0.669 x 	so that 
CSR is emphatically-rejected at the 5% level. The second largest value 
is 2f (w ,w )/N = 13.53 at (p = 2, q = 3), with attained significance
XX 
level p0 = 0.680 x 10 	so no further values are tested using Fisher's 
g-statistic. Note that the second largest value in the unrestricted 
(17 x 32) periodogram is 2fxx(wpiwq)/Nx = 21.24 at (p = 5, q = 2) but 
this is not included in the reduced periodogram. The maximum of the 
reduced periodogram is larger than the value expected under CSR. This 
indicates that the pattern displays clustering of events. The 
Kolmogorov-Smirnov test statistic for the exponential distribution of 
periodogram values with mean 2.00 is D = 0.369. The attained 
significance level is p 0 = 0.573 x 	This test also rejects CSR at 
the 5% level. Note that we cannot distinguish between clustering and 
inhibition using the value of the Kolmogorov-Smirnov statistic, D, alone. 
However, inspection of the two-dimensional periodogram values suggests 
that the alternative to CSR involves clustering of events. 
The test statistic for the X 2-test based on the scaled cumulative 
R-spectrum is fcR(4)/Nx = 3.3031 (we use the ordinate for r = 4 because 
there are N = 62 events). The attained significance level is 
PO  < 0.100 x 10- 
6,  and CSR is emphatically rejected at the 5% level. 
(This result also indicates that the X 2- test based on the scaled 
cumulative R-spectrum is slightly more powerful than the 
Kolmogorov-Smirnov test for an exponential distribution with mean 2.00, 
although all the attained significance levels for both tests are 
extremely small. The difference in power is possibly due to superiority 
224 
of parametric tests over non-parametric tests for a fully specified 
distribution.) Since i CR4 
 is greater than unity, this test also 
rejects CSR in favour of a cluster alternative. 
The conclusion from the recommended spectral tests (that is, 
Fisher's g-test for the maximum periodogram value, the EDF tests for an 
exponential distribution of periodogram values with mean 2.00 and the 
X2- tests based on the scaled cumulative R-spectrum) are similar to those 
from previous analyses: CSR is emphatically rejected in favour of a 
cluster alternative. However, none of the previous analyses investigates 
the assumption of isotropy. The scaled 8-spectrum for the data (see 
Figure 4.4b) shows indications of anisotropy with a peak at 8 C, 70 0 . 
This directional feature corresponds to a diagonal line of clusters which 
is visible in Figure 4.3b. The value of the scaled 8-spectrum for 8 = 70 0 
is 2fe(70)INx = 1.8149. This exceeds the (two-tail) 1% critical value in 
Table 4.1b. The peak in this area of the scaled 8-spectrum is due in 
part to the two very large values, 2f (w ,w )/N = 27.48 at (p = 2, q = 1)XX 
(0 = tan (p/q) n., 63 0 ) and 2fxx(wp:wq  )IN  x = 21.24 at (p = 5. q = 2) 
(0 	68 0). However, the scaled 8-spectrum is designed to detect 
departures from CSR, not to investigate uniformity of spectral values at 
all frequency angles when CSR is known to be false, for example, when 
clustering is evident. To investigate anisotropy within the cluster 
process we can use a Kolmogorov-Smirnov test for uniformity of spectral 
values at all frequency angles in the reduced periodogram. The test 
statistic is D = 0.091, which is referred to Table 5.1c. The test fails 
to reject isotropy at the 5% level. Unfortunately, the reduced 
periodogram on which these tests are based does not include the second 
largest value in the unrestricted periodogram. This peak occurs at (p = 
5, q = 2), that is 0 	68 0 . The absence of this component from the 
reduced periodogram may explain why the test fails to reject the null 
hypothesis of isotropy. The Kolmogorov-Smirnov test for uniformity of 
periodogram values has already been shown to perform very poorly. It is 
not unreasonable to suppose that the mature redwoods which form the 
cluster centres are not randomly located in the study region, because of 
thinning and competition over the years. The question of isotropy merits 
further investigation. The locations of the redwood stumps were not 
recorded, and a more sophisticated test for detecting anisotropy within a 
cluster process is needed. This is beyond the scope o.f the present study. 
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Diggle (1983, Chapter 5) tests the goodness-of-fit of a modified 
Thomas cluster process, using parameters X = 25.6 (for the intensity of 
parents per unit area) and a = 0.042 units (for the parameter a 2 , the 
variance of the radially symmetric Gaussian distribution function for the 
dispersion of offspring relative to parents). Diggle's estimates are 
obtained via a least-squares procedure, with starting values obtained by 
equating the maximum of a plot of K(t) - itt 2 versus t to the point 
(4a, Xe '). This approach is based on consideration of the theoretical 
form of the reduced second-order moment function for the modified Thomas 
process: 
K(t) = itt 2 + X 1 (1 - exp{-t 2 /(4a2 )1. 
Diggle (1978) fits a Matérn cluster process to the same data and obtains 
an equally good fit. 
There are peaks in the scaled R-spectrum for the redwood seedlings 
at r = 3 and r = 6 (with fR(3)/Nx = 4.308, fR(6)/Nx = 1.854) both of 
which are significant at the 15% level. These peaks correspond to scales 
of pattern of approximately 1/3 = 0.33 units and 1/6 = 0.17 units, 
respectively. The scaled R-spectra for the realisation of a modified 
Thomas process suggest that the overall peak in the R-spectrum tends to 
be caused by overlapping of clusters, and that the secondary peak 
corresponds to the true cluster size (see Section 4.7.4). We could 
therefore use the scale of pattern represented by the secondary peak in 
the R-spectrum for the redwoods as a crude estimate of cluster diameter. 
The cluster diameter for Diggle's fitted model is approximately 
6a = 0.252 units, which corresponds to a clusters at a scale between 
those represented by the peaks in the R-spectrum. Further study is 
required inorder to develop formal methods for estimation of model 
parameters using sample spectra. 
5.6.3 Biological cells 
The pattern formed by the centres of NX = 42 biological cells (shown 
in Figure 4.3c) is analysed by Ripley (1977), who rejects CSR in favour 
of a regular alternative (using a test based on the K(t) function). 
Ripley (1977) proposes a model based on pairwise interactions. This 
model incorporates a hard-core minimum inter-event distance of 6 = 0.10 
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units (although one inter-event distance of 0.085 units is observed in 
the data), and a less extreme inhibition effect up to a scale of t = 0.14 
(based on the fact that K(t) for the data lies below the lower envelope 
from 99 simulations of CSR for t 	0.14 units). 
Diggle (1983, Chapters 2 and 5) also analyses the data using several 
spatial domain techniques. The EDF of inter-event distances shows a 
complete absence of small inter-event distances. This indicates the 
presence of an inhibition process, which is characterised by regularity 
in the observed pattern. The EDF also lies very close to the upper 
envelope for 99 simulations of CSR for large values of t. This is 
unusual for regular patterns, and leads Diggle to observe that there is a 
distinct absence of events in the corners of the unit square. Diggle 
suggests that there may have been some difficulty in determining the 
boundary of the study region. A Monte Carlo test based on the EDF of 
nearest-neighbour distances, which lies below the lower envelope for 99 
simulations of CSR for most distances, leads to rejection of CSR in 
favour of a regular alternative. The Clark-Evans test for the mean 
nearest-neighbour distance (with d = 0.1283, E[d] = 0.0827, and 
Var[d) = 5.26 x 10- 5  ) yields a standard normal deviate of +6.30 which 
also leads to rejection of CSR, in favour of a regular alternative 
(Diggle uses a one-sided test). A Monte Carlo test based on the EDF of 
point-nearest event distances leads to rejection of CSR with an attained 
significance probability, p 0 = 0.01. The EDF for the data lies near or 
above the upper envelope from 99 simulations of CSR, indicating a regular 
alternative. Finally, a x2-test based on quadrat counts for a 4 x 4 grid 
also leads to rejection of CSR in favour of a regular alternative. 
Diggle (1983, Chapter 5) obtains a good fit for a pairwise 
interaction model, with parameters similar to those used by Ripley 
(1977) , using a Monte Carlo goodness-of-fit test. Note that the minimum 
inter-event distance for the data is (approximately) 0.085 units, similar 
to the value of 5 = 0.08 used in the simulation of Diggle's SSI process 
(see Figure 4.1e). 
The first test based on the periodogram for this data is Fisher's 
g-test for the maximum periodogram value. The maximum for the 
unrestricted (17 x 32) periodogram is 2fxx(wpiwq)INx = 12.11, which 
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occurs at (p = 6, q = -2). However, the maximum value in the reduced 
periodogram is 2fxx(wpWq )IN  x = 1.22, at (p = 1, q = 1). The attained 
significance level for this value is p0 = 0.999. This test, therefore, 
leads to rejection of CSR at the 5% level, because spectral values are 
too small (at low frequencies) to be compatible - with CSR. CSR is, 
therefore, rejected in favour of an inhibition process. 
The Kolmogorov-Smirnov test statistic for an exponential 
distribution of periodogram values with mean 2.00 is D = 0.745. The 
attained significance level is p0 < 0.100 x 10- 
6.  This test also leads 
to emphatic rejection of CSR in favour of a regular alternative. 
There are Nx = 42 events in this pattern so that the the X 2-test for 
CSR is based on the ordinate of the scaled cumulative R-spectrum for 
r = 3. The test statistic is fcR(3)/N = 0.184. The attained 
significance level is p 0  < 0.100 x 10 , thus leading to emphatic 
rejection of CSR in favour of a regular alternative. Note, however, that 
the test statistics for r = 1 and r = 2 are 0.4512 and 0.2901. Neither 
of these leads to rejection of CSR at the 5% level. This behaviour at 
low frequencies is unusual for an inhibition process (compare Figure 4.4c 
with Figures 4.2d and e) . It corresponds to the effect that Diggle 
(1983, Chapter 2) observes in the EDF of inter-event distances, for large 
distances t (since pattern over large distances corresponds to low 
frequency components in the spectrum). Thus, careful inspection of the 
spectral functions for the data is able to reveal the anomaly in the data 
for this supposedly simply regular pattern. The plot of cell centres 
confirms Diggle's remark about the corners of the unit square being 
virtually empty (see Figure 4.3c). In fact, there is visual evidence of 
a circular boundary to the study region, with diameter approximately 1 
unit. This is consistent with recording of cell centre locations using a 
circular aperture on a microscope. Finally, there is a local peak in the 
scaled R-spectrum at r = 16 (with fR(l6)/Nx = 1.323) which is significant 
at the 5% level. This corresponds to a scale of pattern of approximately 
1/16 = 0.063 units. This is slightly smaller than the minimum 
inter-event distance observed in the sample pattern. 
Again the conclusions from the best of the spectral tests are in 
agreement with those from previous analyses. That is, CSR is rejected in 
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favour of a regular alternative. Spectral analysis is able to detect 
departures from CSR in formal tests of significance and it indicates the 
form of the alternative when CSR is rejected. It is also possible to 
obtain some information about the model parameters using sample spectral 
functions. 
5.7 Chapter summary 
In this chapter we have shown that tests based on the spectrum 
provide a powerful technique for detecting departures from CSR. The form 
of the spectral functions also indicates whether departures from CSR take 
the form of clustering or inhibition. Three tests are found to perform 
particularly well against both aggregated and regular departures from 
CSR. These tests are: Fisher's g-test for the maximum periodogram 
ordinate; the Kolmogorov-Smirnov test for exponentiality of periodogram 
values with mean two; and the X2-test based on the scaled cumulative 
R-spectrum. The spectral tests appear to provide similar power to 
conventional, distance-based tests for CSR. Further study is required in 
order to provide a formal comparison of the power of spectral tests with 
that of distance-based tests against a variety of alternatives to CSR. 
In the next chapter we consider the use of spectral analysis for 
investigating interactions between two types of events in bivariate 
spatial point patterns. 
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6 CROSS-SPECTRAL ANALYSIS OF BIVARIATE SPATIAL POINT PATTERNS 
6.1 Introduction 
A bivariate point process is any stochastic mechanism which 
generates events classified as type X or type Y. We refer to the two 
univariate spatial point processes so defined as the components of the 
bivariate process. The various summary descriptions introduced for the 
univariate case can be extended to cover the bivariate case. In 
particular, we will be interested in the extension of spectral theory to 
the bivariate case, called cross-spectral analysis. (The term bispectrum 
is reserved for the third-order spectrum of a univariate process--see 
Chapter 7.) After introducing the ideas of cross-spectra, we derive 
cross-spectral properties for a class of models, called bivariate Cox 
processes, which incorporate interactions between the two types of 
events. The cross-spectral properties of bivariate Cox processes are 
compared with those for a bivariate process with independent components. 
Calculation of sample cross-spectra is, for the most part, a 
straightforward extension of the univariate case. Sample spectra for 
real data from the literature are compared with those for simulated 
realisations of bivariate models. A test for independence of component 
processes is also proposed. Spectral analysis is shown to have great 
potential as a technique for investigating correlation between components 
of a bivariate spatial point process. 
6.2 Moment measures for bivariate spatial point processes 
In the literature, detailed theoretical description of bivariate 
point processes is largely confined to the one-dimensional case; see, 
for example, Cox & Lewis (1972) , Bartlett (1978, •Chapter 9) and Cox & 
Isham (1980, Chapter 5) . However, aspects of the true spatial case, 
including methods of analysis of data derived from bivariate spatial 
point patterns, have been discussed by, for example, Pielou (1977, 
Chapters 13 to 17), Lotwick & Silverman (1982), Greig-Smith (1983, 
Chapter 4), Diggle (1983, Chapters 6 and 7), Diggle & Mime (1983), 
Lotwick (1984) and Upton & Fingleton (1985, Chapter 4). In particular, 
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Lotwick & Silverman (1982) , Lotwick (1984) , Diggle & Mime (1983) and 
Diggle (1983, Chapters 6 and 7) discuss second-order statistical analysis 
of bivariate spatial point patterns for the case when the co-ordinates of 
events are recorded explicitly. 
As in the univariate case (see Chapter 4) we adopt the definitions 
used by Diggle (1983, Chapter 6) to describe statistical properties of 
spatial point processes. We recall the following notation from Section 
4.2.1: an event is the name given to a location of a point in a 
realisation of a spatial point process--in the bivariate case we have 
type X events, which form component 1, and type Y events, which form 
component 2; E[Z] denotes the expectation of a random variable, Z; 
Nx(0) denotes the number of type X events in a planar region 0, and N(0) 
denotes the number of type Y events in that region; 101 is the area of 
0; da is a small region of the plane that contains the point a = (a 1 , a 2 ); 
and R is the entire plane. As in Chapter 4, we assume that individual 
component processes are orderly (that is, multiple coincident events 
cannot occur--see Section 4.2.1). In addition, in the bivariate case we 
assume that the superposition of components 1 and 2 is also orderly, that 
is multiple coincident events of different types cannot occur. 
As in the univariate case, first-order properties are determined by 
two intensity functions, 
X (a) = 	lim 	and A 
'I" 
(a) = 	urn 'E[N(d)] 	a 
€ 
X 	ldH 0 " 	IdI J ldko' 	Idl J 
if these limits exist (see Section 4.2.1) . For a (strongly) stationary 
point process all probability statements about the process in any region 
0, of the plane are invariant under translation of 0, and the first-order 
intensities are constant throughout 0, that is, A(a)  a A and X(a) 
and X denote the mean number of type X events and the mean number of 
type Y events per unit area, respectively. 
Second-order properties for the two component processes are 
determined by two second-order intensity functions, which are given by 
X (a,b) = 	urn 	a 	b• a, b xx 	IdI,ldI-'0 	IdlIdI 
and 	A,1 (a,b) = 	lirn 	 a ~ ; a, b 
ldl,ldHo 	IdIIdJ 	I 
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where a = (a 1 , a 2  ) and b = (b 1 , b
2 ). For the case when individual 
components are stationary, the second-order intensity functions reduce to 
xxx(ab) E X(a') and 'YY 
where a' = a - b = (at. a). If individual components are stationary and 
isotropic, then the second-order (auto-) intensity functions reduce 
further to, 
X(ab) 	?txx(t) 	and X(a 1 b) a X(t). 
where t = /1(a) 2 + (a) 2 } is the distance between a and b. 
In the bivariate case we also have two cross-product density 
functions, given by 
IE(N (da)N (db )] 
X,(ab) = 	urn 	X 	Y 
-- IdaI,ldbI-O(. 	IdiIdI 	J 
and 	 X(a,b) = 	lim 	1E[Ny(d)Nx(d)1 , 	 l 
IdjjdI-+0' 	Id.HdI 	i 
where 
xxy () a Xy (b i a). 	 (6.1) 
If both components are individually and jointly stationary, then we say 
that the bivariate process is stationary. The cross-product density 
functions then reduce to functions of a' = a - b only, that is, 
X(a') 	and 'YX  a 	X(a'). 
Together with 	(6.1) this gives, 
E 
If, in addition to stationarity of the bivariate process, the component 
processes are individually and joi tly isotropic, that is, invariant to 
rotations of the region 0, then we say that the bivariate process is 
stationary and isotropic. In this case, the cross-product densities 
reduce further to, 
xxy(i) 	X y (t) and X() 	xyx(t ) . 
Together with (6.1) this gives, 
xxy (t) 	Ayx (t) , 
for components which are jointly stationary and isotropic. 
Auto-covariance densities are defined by analogy with the univariate 
case as 
= X(a,b) - X(a)X(b), a # b 	a, b € 1R2 
and 	 'YYY 	
= X.(a 1 b) - X(a)X(b) 	a 0 b; a, b E IR 2. 
If individual components are stationary, then the-auto-covariance density 
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functions reduce to 
and i(ab ) E 
If individual components are also isotropic, then the auto-covariance 
density functions reduce further to 
	
lxx(t) 	and i,1,(a,b) 	(t) 1 	t > 0.YY 
In the bivariate case we have two cross-covariance density 
functions, which are given by 
= 	urn 	ENxd 	
- X  (WIN (d) - 
XY 	Idj,ldI-'0 	 IdaHdb 
= AX,(a,b) - 
and IYX 	 = 	 - 
In general, we have 
If the component processes are jointly stationary, then we have 
and 1yx(i) 
whence, 	 a') 
Futhermore, if the component processes are also jointly isotropic, then 
we have 
1 y (t) and ik) E 1yx(t) 
with 	 )' y (t) a lyx ( t ) . 
If the bivariate process is stationary and isotropic, then it suffices to 
consider just one of the cross-covariance density functions, 
)xy(t) = X1(t) - 	say. This is the approach taken by Diggle (1983, 
Chapter 6). 
Note that, in the univariate case, the assumption of orderliness 
ensures that when a a b we have 
E[Nx(da)Nx(db)] 	x 2  = xx)I1, a, b E 
This term is incorporated into what Bartlett (1964 and 1975, Chapter 1) 
calls the complete (auto-) covariance density function, that is, 
xxx( , .) = A(a)5(aj)6(a) + 
(see Section 4.2.1). However, in the bivariate case, when a a b we have 
E[N(d)Ny (d)] a E[N(d)Ny (d)] a O 
because of the assumption of orderliness of the superposition of 
components 1 and 2 (that is, because we cannot have a type X event and a 
type 'Y event at the same location). Thus, by analogy with Bartlett (1964 
and 1975, Chapter 1) complete cross-covariance density functions are 
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defined here as 
X 1,(a,b) a 1 y ' 	and xy(a,b) 	 (6.2) 
The complete cross-covariance density will be used to define the 
cross-spectral density function for a bivariate spatial point process in 
Section 6.3. First, we recall that in the univariate case we also 
described the reduced second-order moment function, K(t), which was 
introduced by Ripley (1976), and which provides an alternative 
characterisation of second-order properties: 
xxK(t) = E[number of further events within distance t 
of an arbitrary event] 
(see Section 4.2.2) . For components of a stationary, isotropic bivariate 
process the bivariate extension of K(t) is defined as the set of three 
functions, 
)txKxx(t) = E[number of further type X events within distance t 
of an arbitrary type X event], 
XK(t) = E(number of further type Y events within distance t 
of an arbitrary type Y event] 
and 	XyK y (t) = E[number of further type Y events within distance t 
of an arbitrary type X event] 
(see, for example, Diggle, 1983, Chapter 6 or Upton & Fingleton, 1985, 
Chapter 4). Recall from Section 4.2.2 that Kxx(t)  K(t) are related to 
Xxx(t), X(t) by -2
-2 
Kxx ( t ) = 21cxx 	fo 
 Xxx(1z and K(t) = 27EX 	ft X(z)dz 1YY 
respectively. Similarly, K y (t) is related to Xxy(t)  by, 
Ky(t) 	27t(AxXy)' ft X y (Z)dZ 
(Diggle, 1983, Chapter 6). Estimation of Ky(t)  and analysis of 
bivariate patterns using this function are studied by Brillinger (1976), 
Hanisch & Stoyan (1979), Lotwick & Silverman (1982), Diggle (1983, 
Chapters 6 and 7) and Lotwick (1984). We will not estimate Kxy(t)  here; 
however, this description is included so that we can refer to studies by 
other authors who have used the estimated reduced second-order moment 
function, Ky(t) , as a basis for analysis of bivariate point patterns. 
Diggle (1983, Chapter 6) describes how bivariate point processes can 
arise in at least two qualitatively different ways. One point of view, 
on which the present study is based, is that types and locations are 
determined simultaneously. For example, consider the colonisation of a 
region by two different tree species. In this case, a natural working 
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hypothesis is that the process consists of two independent components. 
Assuming both components are individually and jointly stationary and 
isotropic, we have 
xxy (t) = X X Y  and lxy(t) = 0 1 t ) 0. 
Following Diggle (1983, Chapter 6) we shall call the two component 
processes uncorrelated if they satisfy IX'i' 	0. More generally, we shall 
say that components X and Y are positively (negatively) correlated at 
range t, if the cross-covariance function, lxy(t)i  is positive (negative). 
A second general framework for bivariate processes arises if we 
assume that locations are determined by a univariate point process, and 
that types are then determined by a second random mechanism. For 
example, consider the colonisation of a region by a single species of 
tree, followed by transmission of a disease between individual trees, 
with the two type of events representing infected and uninfected trees. 
Any such process is called a marked point process. In this context, a 
natural working hypothesis is that marks are determined independently of 
location, a concept described as random labelling. Note that random 
labelling neither implies, nor is implied by independence. Random 
labelling represents a conditional form of independence. That is, the 
distribution of types of events within a given pattern of locations is 
random. However, independence represents randomness in the actual 
locations of different types of events, relative to one another. Diggle 
(1983, Chapter 6) warns that failure to distinguish between the two may 
lead to the analysis of data by methods which are largely irrelevant. 
Independence and random labelling are equivalent only if both components 
are homogeneous Poisson processes. 
In this study, we concentrate on the first type of bivariate 
process, developing cross-spectral methods to identify departures from 
independence between components. 
6.3 Spectral properties 
Cross-spectral analysis of one-dimensional bivariate point processes 
is discussed by Jenkins (discussion of Bartlett, 1963a) , Brillinger 
(1972) and Bartlett (1978, Chapter 9). Under the assumption that 
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components of a bivariate point process are individually and jointly 
stationary and isotropic (at least up to moments of order two), the 
extension of cross-spectral analysis to the two-dimensional case is 
straightforward. By analogy with the definition of the spectral density 
function defined for the univariate case (see Section 4.2.3) the 
cross-spectrum is defined as the Fourier transform of the complete 
cross-covariance density function, x(a'), that 
T 
 is, 
f XY M  = f X XY  (a')exp(-iw a')da'. 
We can write this expression more explicitly as 
= j' 	J' + w2a)!dada. 
where w = (w1 , w 2 ), ' = a - 	= (a 1 a) and xxy()  is the complete 
cross-covariance density for a stationary bivariate process with a type X 
event at a, and a type Y event at b. Recall from (6.2) that 
xxy(ajia) 	 The expression for the cross-spectrum, 
therefore, becomes 
= r_CD S 	 + w2a)}dada. 
To emphasise the difference between spectral density functions, f(w) 
and f(w), for individual components and the cross-spectral density 
function, fri(w) , we will refer to the former pair of spectral density 
functions as auto-spectral density functions, or simply auto-spectra. 
We can also define a second form of the cross-spectral function, 
which is given by 
= $ 
where Xyx(') 	i') a x(-a'), so that  YX 
Thus, it suffices to consider only one of the cross-spectral density 
functions, f(w) and f(w), since the other may be obtained by 
symmetry. Without loss of generality we consider f(w) here. 
In general, the cross-spectrum is a complex-valued function, since 
the cross-covariance function is not necessarily symmetric, that is, 
# 
In cross-spectral analysis of (one-dimensional) bivariate time series, it 
is usual to write the cross-spectrum in terms of its real and imaginary 
parts, that is 
= Cy(!.) - iQxy() 
where Cxy() is called the co-spectrum and Q(!) is called the 
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quadrature spectrum, the terminology being due to Tukey (see, for 
example, Hannan, 1970, Chapter 5, Priestley, 1981, Chapter 9 or 
Chatfield, 1980, Chapter 8) . An alternative representation, also 
familiar in time series analysis, is obtained using polar co-ordinates, 
that is 
= 
where :x(w) is called the cross-amplitude spectrum and 4 ) M is called 
the cross-phase spectrum. We have 
= /ICxy ( w )12 + Qxy(!)}2] and 	i) = tan{_Qy(!)/Cy(H)I. 
Note that tan [{_Q y (!)IIC y (W_)] and tan [Qxy(!)/lCxy()l] give 
exactly the same phase angle, 0 	0 1 (w) ::; Ti . The phase angle is usually 
constrained to lie in the interval (0, 2ii) by using the signs of 
I_Q M1 and C y (!) to determine which quadrant the angle lies in. That 
is, if ( -Q(H)} and C y () are both positive then 0 	q,(w) :5 ir/2; if 
is negative and Cxy(w)  is positive then it/2 q,(w) :5 t; if 
M l .and Cxy()  are both negative then it _5 q(w) 	3it/2; and if 
I_QXY 	is positive and Cxy(w) 
 is negative then 3it/2 q(w) _-~ 2m. 
The amplitude spectrum measures the relative magnitude of power at 
frequency w for the patterns formed by the two types of events, and it 
can be used to investigate whether the frequency content of the two 
patterns is similar. The phase spectrum measures how closely linear 
translations of the pattern formed by one component match the pattern 
formed by the other component. It can be used to investigate whether the 
patterns are similar except for a linear shift (which may itself vary 
with frequency) . This sort of dependence will be discussed in more 
detail in Section 6.7.4. 
We also define the squared coherency spectrum (the terminology being 
due to Wiener), given by 
= (( C  XY  C!)
12 
+XY 
Ml 2 ] /if  C!) f(!) I, 0 :!~ XY (!) L 1,XX 
I /if Mf MI,XX 
where f(w) is the auto-spectrum for events of type X and f(w) is the 
auto-spectrum for events of type Y. The squared coherency spectrum 
measures linear correlation between the patterns formed by the two 
components at frequency w. Chatfield (1980, Chapter 3) uses the 
definition given above for the squared coherency in the context of time 
series analysis; some authors, for example, Priestley (1981, Chapter 9) 
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use the coherency, +/c.T.(w). 
There are two other cross-spectral functions, 	called gain spectra, 
which are given by 
= Vif yy xy f xx (T 
and 
Xly = /if 	 (!) y ()If yy (K)1 
= a y /f yy (w). 
where fyyxjy(!) 	E 
YIx 	corresponds to the case of linear regression of component 2 
(events of type Y) on component 1 (events of type X), and G 	 w)Xly 
corresponds to the case of linear regression of component 1 (events of 
type X) on component 2 (events of type Y) . The use of a gain spectrum 
(together with the phase spectrum) may be appropriate when we suspect 
that there is a causal relationship between the two components of a 
bivariate process, as long as there is no feedback in the system. For 
example, we might use the gain spectrum to investigate the pattern of 
offspring events, Y, relative to their parent events, X. It is generally 
more appropriate to consider the (squared) coherency function for 
investigating association between two patterns. The different situations 
for which spectral analyses based on gain and phase or coherency spectra 
are appropriate are analogous to the distinctions between the use of 
conventional linear correlation and linear regression analyses (see 
Chatfield, 1980, Chapter 8) . Note that, inpractice, linear regression 
analysis is often used to investigate association between two sets of 
measurements. However, in time series analysis the gain spectrum can be 
extremely difficult to interpret if there is any feedback in the system 
(see Chatfield, Chapter 9). For this reason the coherency spectrum is 
usually preferred for investigating association between two time series. 
As in the univariate case (see Section 4.2.3), an isotropic 





where J0 (z) is a Bessel function of the first kind of order zero, and 
w = H. When the cross-covariance function is isotropic the 
cross-spectrum is real-valued. That is, the quadrature spectrum for an 
isotropic point process is identically zero. The phase spectrum is also 
identically zero. The amplitude spectrum is simply the absolute value of 
the co-spectrum, that is, 
238 
a y () 	ay(w) 	2ic j 	
t1y(t)J0(tw)dtI1 
and ay(w)  a ay(w). If the component processes are individually and 
jointly stationary and isotropic we therefore have an isotropic coherency 
spectrum, 
C;y(W) = Ja y ( W)} 2/{f(fyy MI, 
where fxx(w) , f(w) are the isotropic auto-spectra of X and Y, 
respectively. In this situation, we also have isotropic gain spectra, 
d1xIY 	= a.(w)/f(w) and cilylX(!) = Gyix ( w ) = 
In order to show how the form of the cross-spectrum, and other 
spectral functions, can be interpreted in terms of correlation between 
components of a bivariate spatial point process we will next introduce 
some models which incorporate correlation, and for which spectral results 
can be derived analytically. 
6.4 Some models for bivariate spatial point processes 
6.4.1 Introduction 
In Chapters 4 and 5 we used two major classes of spatial point 
patterns as alternatives to complete spatial randomness (CSR): those 
which generate clusters, for example, the modified Thomas cluster 
process, and those that define regularity, for example, the disturbed 
lattice model and Diggle's SSI process. In analysis of bivariate spatial 
point patterns there are essentially four elements of the pattern with 
which we are concerned. These are: the pattern formed by type X events; 
the pattern formed by type Y events; the combined pattern formed by the 
superposition of type X and type Y events; and the interrelation between 
the pattern of type X events and the pattern of type Y events. We can 
use the methods developed for spectral analysis of univariate spatial 
point patterns to classify each of the first three patterns as either 
clustered, random or regular (see Chapters 4 and 5). We will use 
cross-spectral analysis to investigate the interrelation between the 
patterns of type X and type Yevents. 
We shall consider three possibilities for the fourth aspect of the 
bivariate pattern, namely: attraction between the two component 
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processes; independence; or repulsion. If the processes display 
attraction, then a region Q which contains many type X events will tend 
to contain many type Y events, and the pattern formed by the 
superposition will contain clusters. If the processes display repulsion, 
then a region Q which contains many type X events will tend to contain 
few type Y events, and vice versa. In this case, the pattern formed by 
superposition of type X and type Y events will display regularity. Upton 
& Fingleton (1985, Chapter 4) and Diggle (1983, Chapter 6) describe some 
models for bivariate spatial point patterns. In particular, a useful 
class of models for bivariate spatial point processes is that of the 
bivariate Cox processes studied by Diggle & Milne (1983). We shall use 
the equivalence of a certain class of univariate Cox processes with 
Poisson cluster processes in order to derive cross-spectral density 
functions analytically in Section 6.5. We therefore base our description 
of models incorporating attraction and repulsion of type X and type Y 
events on the class of bivariate Cox processes. 
6.4.2 Bivariate Cox processes 
Bivariate Cox processes form an extension of the class of univariate 
Cox processes described in Section 4.3.2. In particular, we used a 
realisation of an inhomogeneous Poisson process (which is an example of a 
univariate Cox process) to investigate (auto-) spectral structure in 
Chapters 4 and 5. Recall from Section 4.3.2 that the intensity function, 
of a Cox process varies (stochastically or deterministically, or 
as a mixture of the two) over the plane, where 
X ( a ) = E[A(a)], a E 
2 
and A(a)  is the intensity function at location a. Diggle (1983, Chapter 
6) remarks that the nearest-neighbour distributions of univariate Cox 
processes are rarely tractable and that this is also true for the 
bivariate case. He also states that second-order properties can be 
established fairly explicitly in terms of the corresponding properties of 
= (&2 (a)A(a)). 
where A(a)  is the (stochastic and/or deterministic) intensity function 
of the component for type X events at the point a, and A(a) is the 
corresponding intensity function of type Y events. X(a) and X(a) 
denote the realised values of A(a)  and A(a) respectively. Conditional 
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on IL(a) =X(a) and A.,(a) = X,(a) for a E 	type X and type Y events 
form a pair of independent inhomogeneous Poisson processes with intensity 
functions Xk(a)  and X(a), respectively. Note that any dependence 
structure between the two components of a bivariate Cox process arises 
only through the dependence between {A(a)1  and 1A(a)1 rather than 
involving direct interactions between events of different types. In the 
univariate case, Cox processes are usually used to model a response to a 
heterogeneous environment. In the bivariate case, they form a natural 
framework for modelling joint reactions of two types of event to a 
heterogeneous environment. Let 
= E[Ax (a)] and X(a) = E[A.f (a)]. 
Also let 1 (ab ) = Cov(A ( a ), A ( b ) ] , 	= Cov[AY (a),A.Tl,(b)]? 
= Cov[A(a),Ay (b)] and X(a,b) = Cov[Ay (a),A(b)]. 
Then X(a)  and X,,(a) are also the intensities of the Cox process driven 
by 1A(a)J. The second-order intensity functions are, 
xxx ( . ib ) = lxx ( t ) + Xx(a)21 	'-YY 	= i(t) + X(a) 2 
and 	X(a, 	= lxy ( t ) + XX WXy ' Xy 	= 1Yx (t) + A () X 	. 
In the case of individually and jointly stationary and isotropic 
components we have, 
A(a) E Xxl X(a) 
xxx (i) a Xxx(t)i Xyy() 	XYY 	XXY(a , ) a  Xxy(t ) 
lxx ( t ) 	xxx(t ) - Ax 	iyy (a,b) 	(t) = xt -YY 
and 	 1 y() a Y y (t) = Xy(t) - XXy 
Diggle & Milne (1983) show how bivariate Cox processes can be used to 
model positive and negative correlation between components, as we shall 
describe in Sections 6.4.4 and 6.4.5 below. First, we describe a null 
model to represent independence between components of a bivariate 
process. This corresponds to the bivariate extension of the homogeneous 
Poisson process, which we used as the null model to represent CSR in the 
univariate case. 
6.4.3 The bivariate Poisson process 
We have already stated that a natural working hypothesis for 
analysis of a bivariate spatial point process is that the two components 
are independent. This property holds for a wide class of models, known 
as bivariate Poisson processes, where both components are homogeneous 
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Poisson processes (although not necessarily of equal intensity) . The 
univariate Poisson process is a useful null model for investigating 
departures from CSR. In the bivariate case, the component processes need 
not be univariate Poisson processes to be independent. However, the 
bivariate Poisson process provides a simplistic but nonetheless useful 
model of independence. The bivariate Poisson process may be considered 
within the framework of bivariate Cox processes by taking, 
Ax(a) = 	V a € R 	 and A(a) = X,, V a 
with 	1 y(asb) = CoV{ttx(),Ay(.)] = 0, V a, b € 
Simulation of any bivariate Poisson process is straightforward; all 
that is necessary is to simulate two univariate processes of the required 
intensity in the usual way (see Section 4.3.1). Figure 6.1a shows a 
realisation of a bivariate Poisson process on the unit square; both 
components are univariate Poisson processes with equal intensities 
xx = Ày = 100. 
Having established a null model for the case of independence, we now 
need to consider models which can incorporate either positive or negative 
correlation between components. As we have 'already mentioned, such a 
class of processes is that of the bivariate Cox processes. In 
particular, linked and balanced Cox processes may be used to generate 
positive and negative correlation, as described below in Sections 6.4.4 
and 6.4.5, respectively. By combining aspects of linked and balanced 
bivariate Cox processes, it is possible to construct models which include 
a variety of correlation structures at different scales of pattern. 
6.4.4 Linked Cox processes 
To model positive correlation between components of a bivariate Cox 
process Diggle & Milne (1983) and Diggle (1983, Chapter 6) suggest a 
model called a linked Cox process, with 
Ax(8.) = PA() 	V a € 
where -' = XIX.1, > 0. For the linked Cox process with stationary, 
isotropic components we have (Diggle, 1983, Chapter 6) 
Xxx(t) = L)X y ( t) = 
whence 	
YXX (t) = Vlxy (t) 
= I) 
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Figure 6.1: Simulated realisations of bivariate spatial point processes 
a) bivoniole Poisson process 
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The covariance structure between the component processes, lxy(t)i  is 
simply a scaled version of the covariance structure within {A(a)l that 
is, )'(t). Diggle (1983, Chapter 6) also shows that, for linked Cox 
processes, 
Kxx(t) a K y (t) 	K(t). 
This model represents 'extreme' positive correlation within the class of 
bivariate Cox processes. 
As stated above (see Section 6.4.2) the nearest-neighbour 
distributions of bivariate Cox processes are rarely tractable. However, 
we can exploit the equivalence of a univariate Cox process with a 
suitably defined intensity function, A(a),  and the modified Thomas 
cluster process in order to derive cross-spectral results for certain 
examples of bivariate processes in Section 6.5. Recall from Section 
4.3.3 that the modified Thomas cluster process is formed by X1 parents 
from a homogeneous Poisson process, each giving rise to offspring which 
are distributed about their parents with a radially symmetric (isotropic) 
Gaussian distribution function, h(a) = (2uci 2 ) 1 exp{-(a 1 2 + a 2 2 )/(2c 2 )}. 
The number of offspring per parent follows a Poisson distribution with 
mean p. Bartlett (1964) formally establishes the equivalence of the 
modified Thomas process and a univariate Cox process with intensity function 
Ax(_) = X 	h( - 
where h(a) is the radially symmetric Gaussian distribution function 
defined above, and {1} (j = 1, ..., X) are the events of the parent 
Poisson process. 
As an example of a linked Cox process we take v = I, that is, X 
and choose the component process which gives rise to events of type Y to 
be a modified Thomas process, with parameters, X, = 20, p = 5 and c = 0.05. 
The events of type X then form a second modified Thomas process, with 
exactly the same parameters (since v = 1) . The parent events are excluded 
from the patterns of type X and type Y events. The pattern formed by the 
superposition of type X and type Y events is also a modified Thomas 
process (with parameters, X = 20, or=  0.05 and p = 10) since the sum of 
two independent Poisson random variables, with means p and p,,,  is itself 
a Poisson random variable, with mean p = pX + p. (Mood et al., 1974, 
Chapter 4) . This linked Cox process is easy to simulate by generating 
two sets of offspring from a common set of parents (Diggle, 1983, Chapter 6). 
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Figure 6.1b shows a realisation of such a bivariate Cox process on 
the unit square, with N X = 97 type X events and NY = 90 type Y events. 
The separate patterns formed by type X events and by type Y events 
clearly contain several clusters in similar locations. Thus, the 
positive correlation between type X events and type Y events is very 
clear. The pattern formed by the superposition of type X and type Y 
events is also clustered. 
6.4.5 Balanced Cox processes 
To model negative correlation between components of a bivariate Cox 
process Diggle & Mime (1983) and Diggle (1983, Chapter 6) suggest a 
model called a balanced Cox process, with 
	
Ax(s) + A(a) = tj', 	V 
where v ) 0. Then Diggle (1983, Chapter 6) shows that 
Axy(t) = i(t) + XXy 
whence 	 Yxy(t) = 
In particular, a positive (auto-) covariance function I (t) generatesYY 
negative correlation between components of the bivariate point process. 
Diggle (1983, Chapter 6) also shows that for the balanced Cox process, 
KY 	= _2(XX
y)'[X 2 {K(t) 	itt 2 l + Xy2 [Kyy (t) - 
Also, since A(a) + A.1 (a) is constant for all a € R , the superposition 
of the two component processes of any balanced Cox processes is a 
homogeneous Poisson process with intensity v. The balanced Cox process 
represents 'extreme' negative correlation within the class of bivariate 
Cox processes. 
We will exploit the equivalence of certain univariate Cox processes 
and Poisson cluster processes in order to derive cross-spectral results 
in Section 6.5. We, therefore, choose a modified Thomas cluster process 
to form one component (for type X events). The second component (type Y 
events) is then constructed so that the pattern formed by the 
superposition of type X and type Y events forms a homogeneous Poisson 
process of intensity P . The type Y events will, therefore tend to form a 
pattern of clusters in between the clusters of type X events. 
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Figure 6.1: (continued) 
b) linked Cox process 




































0.00- 	 I 
0.00 0.25 
0 type X evenls; 	Iype Y evenls 
246 
Recall from Section 4.3.2 that a univariate Cox process, such as an 
inhomogeneous Poisson process with intensity X(a),  may be simulated by a 
method known as rejection sampling, which is due to Lewis & Shedler 
(1979). This technique can also be adapted to produce a method for 
simulating the balanced Cox process described above. First, simulate a 
homogeneous Poisson process on the unit square with intensity X per unit 
area. We refer to the events of this process as 'parent' events. Next, 
simulate two univariate Poisson processes with intensity P. Diggle 
(1983, Chapter 6) suggests that events are then thinned by retaining only 
those which lie within a distance 6 of any parent event. The rule is 
reversed for type Y events, rejecting any which lie within 6 of any 
parent event. The remaining type X events and type Y events form 
components 1 and 2 of a balanced Cox process, with intensities X, and 
respectively, where X + X., = v. The ratio X : X,, will depend on.the 
intensity of the parent process, Xi,. The larger X the larger XX  will be 
and the smaller 1-,,1 will be, since more events of types X and Y will fall 
within a distance 6 of a parent event, thus leading to greater retention 
of type X events and greater rejection of type Y events. Using Diggle's 
method, component 1 is then a realisation of a Poisson cluster process, 
with a uniform radial distribution function, that is, a Matérn cluster 
process (see Section 4.3.3) 
To obtain a realisation of a Poisson cluster process with a Gaussian 
radial distribution function, that is, a modified Thomas cluster process, 
we could adapt Diggle's method and retain type X events with probability 
exp{-t 2 Mar 2 )}, where t is the distance from a type X event to the 
nearest parent event. We could choose a ce 6/3 units in order to obtain a 
similar cluster diameter to that in the Matérn cluster process obtained 
using Diggle's method. Conversely, we would reject type Y events with 
probability 	2 exp{-t /(2a 
2
)1. 
More efficient methods than rejection sampling can be devised for 
simulating particular types of Cox processes. In particular, for the 
linked Cox process described in Section 6.4.4, with type X events and 
type Y events both forming modified Thomas processes, we simply simulate 
two realisations of a Poisson cluster process from a common set of parent 
events. This method is more efficient than rejection sampling because 
the two components are generated directly. Rejection sampling requires 
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one to obtain realisations of intermediate processes, and then to select 
events to form the components of the required bivariate process. 
Figure 6.1c shows a realisation of a balanced Cox process on the 
unit square. The pattern formed by component 1 (type X events) is a 
Matérn cluster process, obtained using the method of rejection sampling 
described above. This balanced Cox process is based on X P  = 15 parent 
events. Two Poisson processes of intensity v = 200 were thinned using a 
value of 8 = 0.1 units (roughly equivalent to a parameter a = 0.03 units 
in the radially symmetric distribution function for a modified Thomas 
cluster process). After thinning, there are NX = 70 type X events 
(corresponding to a ?Iatérn cluster process) and N Y = 127 type Y events. 
The mean number of type X events per cluster, p, is between 4 and 5. 
Repulsion between type X and type Y events is evident in Figure 6.1c, 
whilst the pattern formed by type X events is clearly clustered. Strictly 
speaking, we should use a modified Thomas process for type X events in 
order to provide direct comparison of sample cross-spectra with theoretical 
results presented in Section 6.5. However, in Section 6.7.3 we will show 
that the auto-spectral structure for the Matérn cluster process is very 
similar to that for the example of a modified Thomas cluster process. 
In the next section we derive cross-spectral density functions for 
the bivariate Poisson process and the examples of linked and balanced Cox 
processes discussed above. These results are used to provide information 
about spectral structure for patterns with independent components, and for 
those displaying attraction or repulsion. 
6.5 Cross-spectral results for models 
6.5.1 The bivariate Poisson process 
Each component of the bivariate Poisson process is a univariate 
homogeneous Poisson process. Using the properties of the (isotropic) 
homogeneous Poisson process (see Section 4.4.1) we have 
= 0 and 	(a, b) 	= 0, 	t > 0YY / 	, 	, where t = y{(a 1 ) 2  + (a 2 ) 2  I. Thus, the (isotropic) auto-spectra are given by 
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Figure 6.1: (continued) 
c) balanced Cox process 
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xx 	= 	and f(w) = XY1 w Z 0 
where w = w. We also have 
lxy(t) = O i t > 0 
so that the cross-spectrum is given by 
	
= 2m j t' 1 y (t)J0 (tW)dt = 0 	w ~ 0. XY 
Both the co- and quadrature spectra for the bivariate Poisson process are 
identically zero at all frequencies, that is 
C y(W)QXY 	 = Or W a 0. 
The amplitude spectrum is also identically zero at all frequencies, 
= /[{Cy(WH2 +XY 	 = 0, w a 0 
whilst the phase spectrum, 	(w) = tan'{-Q(w)/Cy(w)}, is undefinedXY 
because the denominator is always zero. The (squared) coherency spectrum 
is given by 
= kx y (w)} 2 /if (w)f yy (wH = 0, w ;_~ 0. 
Finally, the gain spectra are given by 
"xiY 	
= cz y (W)ff yy (w) = 0 and 'yjx(!) 
= ay)/f(T) = 0, V Z 0. 
All the cross-spectral functions for the bivariate Poisson process 
are identically zero at all frequencies, except for the phase spectrum, 
which is undefined. The two components of the bivariate process are 
independent. The results for Cxy(w),  G Xly(w)  and Qyi(w)  are intuitively 
reasonable, since they represent zero linear correlation and linear 
regression coefficients. These results suggest that we can investigate 
correlation between stationary, isotropic sample patterns by examining 
Cy(W)r cx.y(w) , ty(w), G Xly(w)  and 'yix 	
for departures from zero. 
xY( T is identically zero for all isotropic bivariate processes so this 
gives us no information about correlation structure between jointly 
isotropic components. 
In the next two sections we derive cross-spectral results for 
examples of linked and balanced Cox processes, in order to illustrate the 
form of cross-spectral structure when components display positive and 
negative correlation, respectively. 
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6.5.2 The linked Cox process 
For the linked Cox process we have, 
A(a) = vA(a) V a; v > 0 
whence 	 X X = LA Y 	 (6.3) 
and lxx(t) = Lxy(t) = i.' 2 y(t). 	 (6.4) 
We can derive cross-spectral results for a particular example of a 
linked Cox process by exploiting the equivalence of a suitably defined 
univariate Cox process with a modified Thomas cluster process. Thus, we 
take as our example the linked Cox process described in Section 6.4.4. 
Here both components are modified Thomas cluster processes formed from a 
common set of parents. We now use the results presented in Section 4.4.2 
for the auto-covariance and auto-spectral density functions of a modified 
Thomas cluster process. The parameters of the modified Thomas process 
are X (the intensity of the homogeneous Poisson process formed by parent 
events), p (the mean of the Poisson distribution for the number of 
offspring per parent) and a2 (the variance of the distribution function 
for the dispersion of offspring relative to parents). 
We therefore take events of type Y to form a modified Thomas process 
with parameters X, p and a 2 ; events of type X form a second modified 
Thomas process with the same parameters X and a2 but where the mean 
number of offspring per parent is u p. The final intensity of the 
component formed by type Y events is given by XY =p (see Section 
4.4.2). substituting in (6.3) gives the intensity of type X events, 
X X = I)X = t)XJ1. 
The auto-covariance density function for events of type Y is simply that 
of a modified Thomas cluster process, that is 
= A 2 (4ua2 ) 1 ex{-t 2/(4a2 H 
(see Section 4.4.2) . Substituting this expression in (6.4) gives the 
auto-covariance density function for type X events, that is 
lxx(t) = L?2X(t) =i.'2 X 2 (4ita2 )'ex{-t 2 /(4a2 )} 
and the cross-covariance density function 
lxy(t) = vi (t) = LXP 2 (47ta2 ) 1 exP(-t 2 a I(4 2 )}. 
The auto-spectral density function for the events of type Y is given by 
f 	= XY + 2ic j ti(t)J0 (tw)dt = 	+ X 2ex(-w2a2 ) Yy 
= X ,x 11 + pexp(-w 2 a2 )} 
251 
(see Section 4.4.2). Thus, the auto-spectral density function for type X 
events is given by 
CD 
xx 	= X X + 2n j' tlxx (t)Jo (tw)dt = X X + 2iw2 fo tY(t)J0(tw)dt 
=X 
+ 02 Xi.i2ex( -w2a
2 ) = 	+ vjiexp(-w2a2 )}. 
Using (6.4) we also have the following result for the cross-spectral 
density function, 
= 2it j' tlxy(t)Jo(tw)dt = 2w J ti(t)J0(tw)dt XY 	
= vX 2ex(-w2a2 ) = vXex(-w2a2 ) 
that is, 	 fy(W) = xx 11 xp( 2a2 ). 
Since this example of a linked Cox process is isotropic, the 
cross-spectral density function is real-valued. That is, the co-spectrum 
is given by 
Cy(W) = xx xP( -•w 21J2 ), 
and the quadrature spectrum is identically zero at all frequencies, that 
is 	 QXY M = 0. 
We see that the cross-spectrum is real and positive when the process has 
positively correlated components. The largest values in the co-spectrum 
occur near w = 0, and decay to zero as w - co. 
Using the polar representation of the cross-spectrum, the amplitude 
spectrum is given by 
ay(w) = /t{C y ( W)} 2 +.tQy(W)}21 = X,Jexp w2a2), 
and the phase spectrum is identically zero at all frequencies, that is 
xy 	= tan'1-Qy(w)/Cy(w)} = 0, 
due to isotropy of the bivariate process. The amplitude spectrum is 
larger than the amplitude spectrum for the bivariate Poisson process 
(which is zero at all frequencies). The amplitude spectrum for the 
linked Cox process does not depend explicitly on the relative intensities 
of type X and Y events. It has a global maximum at w = 0, and decays to 
zero as w - co 
The (squared) coherency spectrum is given by 
xy 	= {a y ( w)} 2 / i f 	 (w)fyy (w)} 
= {Xpexp ( _w 2Y2)  12/Px{l + t..pexp(-w22 ) }X{l + pexp( -w22 ))] 
= t(iexp(-w 2 a2 2 	 2 2 )111
2 2 )} /{l + viexp(-w a il + iexp(-w a H]. 
For the special case where both components are of equal intensity, that 
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is, XX =Y and v = 1, we have 
xy 	= { pexp(-w 2a2 ) } 2 i[ii + iexp(-w2 a2 )}{l + iexp( -w 2 c'2 ) ]. 
22 	 22 	2 = (pexp(-w a )Il + pexp(-w Cr ) I) 
The squared coherency spectrum is larger than the squared coherency 
spectrum for the bivariate Poisson process (which is zero at all 
frequencies). For fixed t, the squared coherency spectrum for the linked 
Cox process has a maximum at w = 0, and decays to zero as w 4 '. For 
fixed w, the squared coherency spectrum decays to zero as V - 0, whilst 
it tends towards a limiting value, pexp(-w2a2 )/{l + iexp(-w 2a2 ) I, as V - 	. 
These results are intuitively reasonable: as the relative proportion of 
type X events increases beyond a critical level the locations of the type 
Y events have relatively little influence on the type X events. 
Similarly, as P -+ 0 the degree of correlation decays to zero. If any one 
component dominates the pattern (that is, if t. is very large or very 
small) then the degree of correlation is not as great as if the 
intensities are very similar (corresponding to the case V = 1). 
The gain spectra for this linked Cox process are given by, 
l;X i Y (w) = a y (w) / fyy (w) = XPexP(_w 2a2 )/[Xy {1 + pexp(-w 2a2 )I) 
= vpexp(-w 2a2 )/{1 + pexp( -w2a2 )}, 
and 	Gylx(!) = ay(w)/f(w) = Xpexp(_w2a2)I[X{1 + vpexp( -w 2a2 H) 
= jiexp(-w 2a2 )/1l + Vexp( -w2a2 )}. 
For the special case of equal intensities, with X = X., and V = 1, we have 
I  M = pexp(-w 2a2 )fll + jiexp(-w 2a2 )}. 
The gain spectra for the linked Cox process are both larger than their 
respective counterparts for the bivariate Poisson process (which are both 
zero at all frequencies). As for the squared coherency spectrum, for 
fixed V the gain spectra have maxima at w = 0, and decay to zero as w 
The gain spectrum for the regression of type X events on type Y events, 
tends to zero as V -' 0, but as V 4 co, .G y ( W) becomes unbounded. 
The gain spectrum for the regression of type Y events on type X events, 
tends to a limiting value, pexp(-w 2 2 a ) , as V - 0, but it tends 
to zero as V 4 m. Intuitively, we would expect the coefficient for the 
regression of the number of type X events on the number of type y events 
to become unbounded as 	, because there would be many more type X 
events than type Y events. Similarly, we would expect the coefficient 
for the regression of the number of type X events on the number of type Y 
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events to tend to zero as i- - 0, because there would be many more type Y 
events than type X events. The results for the gain spectrum for the 
regression of type X events on type Y events are, therefore, intuitively 
reasonable. We might also expect the converse results for the regression 
of type Y events on type X events (that is, Gyix(w)  4 0 as L- - 0 and 
YIx 	- 	as 
V - 0). However, GyIx(w)  approaches a constant value as 
P - 0. This is because the numerator in the regression coefficient (that 
	
is, ay( 	does not depend on the number of type Y events in the 
pattern. Thus, as X becomes very large (relative to Xx)  we get no 
further information about the interaction between type X and type Y 
events. This example shows how it can be hard to interpret gain spectra 
when the two components are not causally related. (In this model the 
components are related through a third process, that of the parent events). 
In the next section we investigate the spectral structure for 
bivariate processes which display negative correlation between 
components, by using a balanced Cox process. 
6.5.3 The balanced Cox processes 
For the balanced Cox process we have 
Ax(a) + AY (a) = V 1 V a, 
where z..' is a positive constant. Hence, 
XX+=L) 	 (6.5) 
and 	 _lxx (t) = lxy(t) = - Y(t). 	 (6.6) 
As with the linked Cox processes discussed above, we can derive 
cross-spectral results for a particular example of a balanced Cox process 
by exploiting the equivalence of a suitably defined univariate Cox 
process with a modified Thomas cluster process. Thus, we take as our 
example the balanced Cox process described in Section 6.4.5; that is, 
type Y events form a modified Thomas cluster process. Here, parents form 
a homogeneous Poisson process with intensity X, the number of offspring 
around each parent follows a Poisson distribution with mean i, and the 
offspring are distributed about their parents according to a radially 
symmetric (isotropic) Gaussian distribution function with mean zero and 
variance a2 	Type X events are obtained by rejection sampling, so that 
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the superposition of the two processes forms a homogeneous Poisson 
process of intensity P. 
Again we use the results presented in Section 4.4.2 for the 
auto-covariance and auto-spectral density functions of a modified Thomas 
cluster process. The first-order intensity function for type Y events is 
given by A,, = Xp. Substituting this expression in (6.5) gives the 
intensity of type X events, 
Xx = t) - A =V - Ap. 
The auto-covariance density function for events of type Y is that of a 
modified Thomas cluster process, that is, 
2 	2 -1 	2 	2 = 	(4iw ) exp{-t /(4cr )} 
(see Section 4.4.2). Substituting this expression in (6.6) gives the 
auto-covariance density function for type X events, 
lxx(t) = i(t) = Ap2 (4c12 )'exp{_t 2 I(4a2 )} 
and the cross-covariance density function, 
lxy(t) = -i(t) = -A 2 (4mcr2 )'ex{_t 2 I(4a2 )}. 
The auto-spectral density function for type Y events is given by 
f(w) = X., + 2m fco  ti(t)J0(tw)dt = Ày + Apexp(-w 2a2 ) 
= X,,{l + pexp(-w 2c2 H 
(see Section 4.4.2) . The auto-spectral density function for type X 
events is, therefore, given by 
=A + 2 7 J' t1 x (t)J o (tw)dt = 	+2ic J tlyy(t)J0(tW)dt 
= Ax + APexP(-w Cr ) = Ax{l + XyA 	pexp(-w or H. 
This shows that the process formed by type X events is also a modified 
Thomas cluster process, with A' = A/A X for the intensity of the parent 
homogeneous Poisson process. Using (6.6) we also have the following 
result for the cross-spectral density function, 
= 2u f tYxy(t)Jo(tw)dt = -2irj' ti(t)J0 (tw)dt XY 	
= -A,p exp(-w a ) = -Aex(-w a ). 
This example of a balanced Cox process is isotropic, so that the 
cross-spectral density function is real-valued. That is, the co-spectrum 
is given by 
C y ( W) = - X 	2 2 ,pexp(-w a ), 
and the quadrature spectrum is identically zero at all frequencies, that 
is 	 Q y ( W) = 0. 
These results show that for an isotropic balanced Cox process, 
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incorporating negative correlation between components, the cross-spectrum 
is real and negative. The largest negative values in the co-spectrum 
occur near w = 0, and decay to zero as w 4 co. 
Using the polar representation of the cross-spectrum, the amplitude 
spectrum is given by 
ay(w) =XY 	 + IQ XY Wl 	
= Xiex(_w2a2 ). 
Since this process is isotropic, the phase spectrum is identically zero 
at all frequencies, that is, 
xy 	= tan'(-Qy(w)ICy(w)} = 0. 
The amplitude spectrum is larger than the amplitude spectrum for the 
bivariate Poisson process (which is zero at all frequencies) . As for the 
case of the linked Cox process, the amplitude spectrum of the balanced 
Cox process does not depend explicitly on the. relative intensities of 
type X and Y events. It has a global maximum at w = 0, and it decays to 
zero as w 4 co. 
The (squared) coherency spectrum is given by 
xy 	= 1X y (W)I 2 /If (W)fyy (WH 
= {Xypep(_w2a2)I2/[X{1 + xy 	11 x'xP(_w2a2 )P y {1 + pexp(-w 2a2 H] 
= XX'lPxp(•W2a2) 12,[(1 + XX ' pexp(_w 2a2 ) 11 + 11exp(-w 2c 2 ) H. 
For the special case where both components are of equal intensity, that 
is, XX = XY,we have 
222 	 22 	 22 = {iexp(-w a )} 111 + pexp(-w a )}{l + pexp(-w a H 
= 	2 [exp(-w a 2 2 )/{l + iexp(-w a 2 )] 
2 
which is the same result as that obtained for the example of a linked Cox 
when XX =X (see Section 6.5.2). The squared coherency spectrum is 
larger than the squared coherency spectrum for the bivariate Poisson 
process (which is zero at all frequencies). For a fixed value of 
the squared coherency spectrum has a maximum at w = 0 and it decays to 
zero as w - cv • For fixed w, the squared coherency spectrum decays to 
zero as 	- 0, and as XY/XX - co it tends towards a limiting value, 
pexp(-w2a2 )/{l + lexp(-w 2a2 )}. As in the case of the linked Cox process, 
these results are intuitively reasonable; as the relative proportion of 
type X events increases beyond a critical level, the locations of the 
type Y events have relatively little influence on the type X events. 
Similarly, as 	-' 0 the degree of correlation decays to zero, so that 
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if any one component dominates the pattern then the degree of correlation 
is not as great as if the intensities are very similar. 
The gain spectra for this example of a balanced Cox process are 
given by 
XIY 	
= ay(w)/f(w) = Xpexp(-w 2 a2 )/(X1l + pexp(-w 2a2 )}] 
= pexp(-w 2a2 )/{1 + pexp(-w2a2 )} 
and G YIX M = cxxy(w)If(w) = XyIlexP(_w 2a2 )/[Xx {l + XyX 1pexpw2a2)} ] 
= 	




 pexp(-w a )/(l + XX pexp(-w a H. 
Again, for the special case of equal intensities, X = X, we have 
= pexp(-w 2a2 )/1l + iexp(-w 2a2 )}, 
which is the same result as that obtained for the gain spectra for the 
example of a linked Cox process for the case when X = X, (see Section 
6.5.2) . The gain spectra are both larger than their counterparts for the 
bivariate Poisson process (which are zero at all frequencies) . For a 
fixed value of Xy/X i the gain spectra also have maxima at w = 0, and 
they decay to zero as w - cD. The gain spectrum for the regression of 
type X events on type Y events, G jy(w)i  is not affected by the relative 
intensities of type X and type Y events. The gain spectrum for the 
regression of type Y events on type X events, YIX 	I tends to zero as 
Xy/X -' 0, but it tends to a limiting value of unity as X 1 /X -* OD. As 
for the linked Cox process, the results for the gain spectra for the 
baalnced Cox process depend upon which component is being regressed on 
the other, because the numerator, a(w) depends only on the intensity of 
type Y events, Ày , rather than the ratio X  : X. 
6.5.4 Summary 
We have shown that the co-spectrum for the linked Cox process 
(representing positive correlation between components) contains large 
positive values at low frequencies. Conversely, the co-spectrum for the 
balanced Cox process (representing negative correlation between 
components) contains large negative values at low frequencies. The 
amplitude, (squared) coherency, and gain spectra for both alternatives to 
independence have large positive values at low frequencies. At higher 
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frequencies, all these spectral functions tend to zero, since the 
components are less highly correlated at small scales of pattern. 
These models are isotropic, whence quadrature and phase spectra are 
identically zero at all frequencies. The quadrature and phase spectra 
for these processes, therefore, tell us nothing about the correlation 
structure between components. In time series analysis, the phase 
spectrum is a linear function of w if one process is a time shifted copy 
of the other, the slope measuring the delay (see, for example, Chatfield, 
1980, Chapters 8 and 9-or Priestley, 1981, Chapter 9). In the case of 
spatial point processes, the analogous situation occurs when the events 
of type Y are simply those of type X shifted by k 1 units in the 
horizontal direction and k 2 units in the vertical direction. The phase 
spectrum will show directional features, with a linear trend, where the 
contours of &(w) lie parallel to the line through k 1 w  1 + k2w 2 , whereXY 
W = ( w 1 , w 2 ). Even if the individual component processes are isotropic, 
the phase spectrum will not be so. The slope of the phase spectrum is 
related to the scale of shifts, /(k 1 2 + k 2 2 ) , whilst the orientation of 
contours in the phase spectrum is related to the direction of shifts, 
tan 	k1/k2 ). Further discussion of such processes will follow in 
Section 6.7.4. 
Having obtained some results for spectral properties of models 
incorporating positive and negative correlation between components, we 
now turn to the subject of estimation of bivariate spectra, for the case 
when the co-ordinates of type X and type Y events have been recorded 
explicitly. 
6.6 Estimation of co-, quadrature, amplitude and phase spectra 
The calculation of the sample cross-spectrum for a spatial point 
process is a straightforward extension of the one-dimensional case. 
Calculation of cross-spectra for a one-dimensional series of events was 
suggested by Jenkins (discussion of Bartlett, 1963a), and illustrated by 
Bartlett (1978, Chapter 9). 
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Let ((x1 ., x 2 .)} (i = 1, 
..., 
N) denote the co-ordinates of type X 
events on the unit square, and let Hy lk' 201 (k = 1, ..., N) denote 
the co-ordinates of type Y events on the unit square. The estimated 
auto-spectrum (periodogram) for type X events is given by 
-' 	 2 2 	 2 
= fxxpiWq) = IF(P)I 	= 1A(P 1 )} + tB(P 1 )! 
where w = (w 1 Wq ) = (2itp/1 1 , 2Ttq/1 2 ). A(P) B(P) are the real and 
imaginary parts of the DFT, that is, 
F(P) = A(P) + iB(P 1 ) 
-1 	, 
= (1112) 	Lii exp{-2m1N 
(x1 + qx2 .H, 
where i = /(-i) and x ij= Nxi/li and x. = Nx2.Il2 are Bartlett's 
(1964) standardised co-ordinates (see Section 4.5). For type Y events, 
the DFT, F(p,q) = A(p,q) + iB(p,q), and the auto-periodogram, 
are calculated in a similar manner. 
The cross-spectrum is estimated by the cross-periodogram. For 
computational purposes the latter may be written as 
= fxy(wptwq) = 
where * denotes complex conjugate. That is, 
xy 	= f ypiq) = 	 + B(P 1 )B(P 1 )l 
- 	 - 
xypwq) - lQ y ( W p Wq ) 
where C y ( Wp wq) and Q y ( W pr Wq ) are the estimated co- and quadrature 
spectra, respectively. The above expression also indicates how the names 
co- and quadrature spectra arose: the co-spectrum contains information 
from terms with the same phase, whereas the quadrature-spectrum contains 
information from the terms with different phases (see Priestley, 1981, 
Chapter 9). In analogy with (one-dimensional) time series analysis, the 
cross-amplitude and cross-phase spectra may then be estimated by 
-' 	 2 	- 	2 = 1 E{Cxy (wp iwqH + {Q y ( Wpi Wq )} ] 
and 	 P y (wp wq ) = tan 	 H1.  
respectively (see, for example, Priestley, 1981, Chapter 9) 
As in the univariate case, the ranges of p and q should cover the 
positive p-axis and the positive q-axis, together with either the 
negative q-axis or the negative p-axis (see Section 4.5.1). We will use 
(p = 0,..., 16; q = -16,..., 15) since this allows us to investigate a 
wide range of scales of pattern. If Fix  or N is very large, then it may 
be worth looking at smaller scales of pattern by extending the ranges of 
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p, q to higher frequencies. 
The only reference to cross-spectral analysis of bivariate point 
patterns in the literature appears to be that made by Graham (1980), who 
states the two-dimensional extension of the procedure suggested by 
Jenkins (discussion of Bartlett, 1963a) for cross-spectral analysis of a 
one-dimensional series of events. However, Graham only presents examples 
of one-dimensional sample spectra. 
Discussion of sampling properties of cross-spectral estimates and 
estimation of other cross-spectral functions (in particular, the 
coherency spectrum) is deferred until Section 6.9. First we present 
examples of cross-spectral analysis for the realisations of bivariate 
point processes which were introduced previously in Section 6.4. 
6.7 Illustrative examples of cross-spectral analysis for artificial data 
6.7.1 Introduction 
Co-, quadrature, amplitude and phase spectra are estimated here for 
the realisations of a bivariate Poisson process, a linked Cox process and 
a balanced Cox process, as pictured in Figures 6.1a, b and c, 
respectively. The auto-spectrum (periodogram) is also calculated for 
each component of the bivariate processes. The ranges (p = 0, . .., 16; 
q = 16, ..., 15) are used in each case. 
The six spectral functions are shown in Figures 6.2a, b and c, for 
the bivariate Poisson process, the linked Cox process and the balanced 
Cox process, respectively. Grey-level plots are used here so that 
positive and negative values can be represented on the same plot. All 
six spectral functions within each grey-level plot are presented using 
the same range of values, namely -5 to +5, which are represented by grey 
tones; white tones represent large positive values, whereas dark tones 
represent large negative vahies. The auto-spectra are scaled by dividing 
by the estimated intensity, to give expected value unity under the null 
hypothesis of CSR. In order to obtain estimates of similar magnitude to 
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the auto-spectra the co - , quadrature and amplitude spectra are scaled by 
the factor 111(NNy) , whilst phase spectra are estimated for 	w) inXY 
the range (0, 2n). Note that auto-, amplitude and phase spectra take 
only positive values. The level of contrast within the corresponding 
plots is, therefore, diminished, since half the grey tones are used to 
represent negative values. However, the plots are sufficiently clear to 
identify the salient features of spectral structure. Since in all six 
spectral functions the estimates for (p = 0, q > 0) are exactly the same 
as the corresponding estimates for (p = 0, q < 0) these elements are 
excluded from the plots. The elements for all spectral functions for 
(p = 16, q > 0) are also excluded from the plots by the program which 
produces grey-level pictures. 
The following discussion is based upon visual assessment of 
cross-spectral functions. Formal tests for independent components are 
discussed in Section 6.10. 
6.7.2 The bivariate Poisson process 
The estimated spectra (auto- and cross-periodograms) for the 
bivariate Poisson process are shown in Figure 6.2a. As we would expect, 
given that each component is a univariate Poisson process, there is no 
visible structure in the periodograrns for type X and type Y events. 
Similarly, there is no visible evidence of any structure in the estimated 
co- and quadrature spectra, nor in the estimated amplitude and phase 
spectra. All these results are in agreement with the theoretical results 
for the bivariate Poisson process, for which all cross-spectral functions 
are identically zero, except for the phase spectrum which is undefined 
(see Section 6.5.1). The values of the sample phase spectrum for the 
bivariate Poisson process follow a uniform distribution on the interval 
(0, 2rc) (see Priestley, 1981, Chapter 9) 
6.7.3 The linked Cox process 
Figure 6.2b shows the estimates of auto- and cross-spectra for the 
realisation of a linked Cox process (shown in Figure 6.1b). In contrast 
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Figure 6.2: Sample auto- and cross-spectra for artificial patterns 
a) bivariate Poisson process 
scaled periodogram for type X events scaled periodogram for type Y events 
P =r) 	 P=O q=15 p= 0 	 P=O q=15 
P= 	4= - .. 0 	 p=16 q=15 	 p=16 q=15 
scaled co-spectrum 	 scaled quadrature spectrum 
	
-0 q=15 	 q=l 
p=16 q-16 	 p=16 q=15 p=16 q=-16 	 p=16 q=15 
scaled amplitude spectrum 	 scaled phase spectrum 
P=O q15 	 pO q=15 
p=16 q - 16 	 p=16 q=15 p=16 q=-16 	 p=16 q=15 
black = - 5, white = + 5 
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Figure 6.2: 
b) linked Cox process 
scaled periodogram for type X events scaled periodogram for type Y events 
P=O 7=-IF 	 p=O q=15 p=ri '=-1 	 p=O q=15 
pi€ j= - li 	 p=16 q15 	 p=16 q=15 
scaled co-spectrum 	 scaled quadrature spectrum 
p=fl q=--1 	 "=0 q=15 pO =-16 	 p=O q=15 
p=16 q=-16 	 p=16 q=15 p=16 q=-16 	 p=16 q=15 
scaled amplitude spectrum 	 scaled phase spectrum 
P 	 p=0 q=15 	 p=O q15 
p=16 q=-16 	 p=16 q=15 p=16 q=-16 	 p=16 q=15 
black = - 5, white = +5 
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to the auto-spectra for the bivariate Poisson process, those for the 
linked Cox process have large positive values at low frequencies. Each 
component of this example of a linked Cox process forms a modified Thomas 
process. We therefore expect to find a concentration of power at low 
frequencies in the auto-periodograms. The co-spectrum shows the same 
structure, that is, large values at low frequency magnitude. However, 
the quadrature spectrum shows no evidence of any structure, as we would 
expect for an isotropic bivariate process such as this. The amplitude 
spectrum also shows large values at low frequencies but there is no 
apparent structure in the phase spectrum. The estimated spectra have 
similar structure to the theoretical spectra for the linked Cox process 
which were derived in Section 6.5.2. 
6.7.4 The balanced Cox process 
Figure 6.2c shows the spectral estimates for the simulation of a 
balanced Cox process (shown in Figure 6.1c). The periodograrn for the 
first component (which is a Natérn cluster process) is shown to have 
large values at low frequencies. The periodogram for the second 
component (which fills the gaps between the clusters of type X events) 
shows evidence of higher frequencies, as well as some large values at low 
frequencies. The co-spectrum has large negative values (these appear 
black in the grey-level plot), whereas there is no structure of this kind 
in the quadrature spectrum. As for the linked Cox process, the amplitude 
spectrum has large low frequency components and there is no visible 
evidence of any structure in the phase spectrum. These results are in 
keeping with the theoretical results for the balanced Cox process which 
were derived in Section 6.5.3. 
The range of frequencies for which large values appear in the 
estimated cross-spectra for the linked and balanced Cox processes is 
generally between wavenumbers 1 and 5. This is similar to the range of 
frequencies for which large values tend to occur in auto-spectra for 
univariate cluster processes (see, for example, the auto-spectra for type 
X events in the linked Cox process). That is, the scale of interaction 
of components of the bivariate processes is approximately the same as the 
scale of clusters in the component processes, which is intuitively 
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Figure 6.2: 	(continued) 
c) balanced Cox process 
scaled periodogram for type X events scaled periodogram for type Y events 
p= f' 	 p=O q=15 p=O q=-16 	 p=O q=15 
p=J.: j=-li 	 p=16 q15 p=16 q=-16 	 p=16 q=15 
scaled co-spectrum 	 scaled quadrature spectrum 
7L= 1 5 
 
p=16 q=-16 	 p=16 q=15 p=16 q=-16 	 p=16 q=15 
scaled amplitude spectrum 	 scaled phase spectrum 
pO q15 1L 	 pO q15 
p=16 q=-16 	 p=16 q=15 p=16 q=-16 	 p=16 q=15 
black = -5, white = +5 
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reasonable. Also, the range of frequencies for which spectral estimates 
are calculated (p = 0, 1, . .., 16; q = -16, ..., 15) appears ample to 
cover the range of frequencies at which structure is present in the 
cross-periodogram. 
Cox processes are generally associated with a heterogeneous 
environment, rather than direct interaction between events to generate 
clusters. However, we must stress that this study is based upon examples 
of bivariate Cox processes for which at least one component forms a 
Poisson cluster process. In this situation, no statistical technique can 
distinguish between clustering and heterogeneity. However, in practice, 
ecological factors will usually indicate whether heterogeneity or 
clustering (or a mixture of the two) is appropriate. 
6.7.5 A linear shift process 
Cross-spectral estimates are also calculated here for another 
simulated bivariate process, which is shown in Figure 6.3. The first 
component is a univariate Poisson process on the unit square. The second 
component is simply the events of component 1, shifted by +0.05 units in 
the horizontal direction and +0.05 units in the vertical direction (the 
shifting algorithm is implemented on a torus to take account of 
edge-effects) . Figure 6.4 shows the spectral estimates for this 
bivariate process. The auto-periodograms for both components show no 
apparent structure and they are, in fact, identical, as close inspection 
reveals. The co-spectrum and quadrature spectrum show strong directional 
effects at an angle of 135
0  to the p = 0 axis. The patterns formed by 
values in both spectra have the appearance of cosine waves. The 
amplitude spectrum for this process shows no apparent structure. 
However, for this process, the phase spectrum holds information about the 
interaction between the component processes. The phase spectrum shows a 
strong directional effect at 135 0 to the p = 0 axis, as in the co- and 
quadrature spectra. (The feature at 135 0 arises because k 1 = k 2 = 0.05 
in the model; if k 1 were bigger than k2 , the angle would be bigger than 
135 0 , and vice versa). In addition, there is a trend in grey tones in 
the direction orthogonal to the 135 0 direction. The trend repeats about 
3 times over the range of frequencies shown (hence the three clear bands 
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Figure 6.4: 	Satp 1. 	uc- and 	ss - pcct ra ft th c iiIiaI 	 p 
scaled periodogram for type X events scaled periodograrn for type Y events 
P =r) •=-1 	 p=O q=15 pO  q=- 	 p=O q=15 
P =i q=-16 	 p=16 q15 p=1 	- - 	 p=16 q=15 
scaled co-spectrum 	 scaled quadrature spectrum 
pfl 	 r=(1 q=15 p=() =-1E 	 p=O q=15 
p=16 q=-16 	 p=16 q=15 p=16 q=-16 	 p=l 6  q=15 
scaled amplitude spectrum 	 scaled phase spectrum 
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black = -5, white = +5 
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in the phase spectrum). This is because the phase angle is constrained 
to lie in the range (0, 2ic). A single graduated band, from dark to 
light, across the entire phase spectrum would be evident if the interval 
was amended to (2m, 4ir) for the second band (that is, if 27r were added to 
each phase angle) , and to (4ic, 6n) for the third band. It is not 
possible to determine the precise slope for the trend from the grey-level 
plot, although it does appear to be approximately linear within each 
band. A rough estimate, obtained from visual inspection of the middle 
band of the phase spectrum, is that the cycle from 0 to 2ir takes place 
over about 15 frequency elements. The slope of the trend relates to the 
scale of the shift, whilst the direction of the trend relates to the 
direction of shifts. Shifts of 0.05 in both horizontal and vertical 
directions correspond to a shift of approximately 0.07 units in a 
direction of 45 0 measured anticlockwise from the horizontal axis of the 
unit square. A scale of 0.07 units is approximately equivalent to a 
frequency of 14, which is close to the estimated slope of 15. Similarly, 
the direction of 45 0 for the shifts corresponds to a directional feature 
at 135 ° in the phase spectrum. Whilst the co- and quadrature spectra 
show a clear directional feature, the scale of the phase shift can only 
be obtained from the phase spectrum itself. 
6.7.6 Summary 
The exploratory cross-spectral analyses presented above illustrate 
the form of the cross-spectral functions under models incorporating 
independence, mutual attraction, and mutual repulsion of different types 
of events. The results for the simulated patterns match those derived 
analytically in Section 6.5. In particular, the cross-amplitude spectra 
for these patterns appear to provide a useful summary of correlation 
between components, where large values indicate strong correlation. 
However, the values of the co- and/or quadrature spectra are required in 
order to. distinguish between positive and negative correlation. In these 
spectral functions, large positive values (which appear almost white in 
the grey-level plots) indicate positive correlation, as in the case of 
the linked Cox process. However, large negative values (which appear 
almost black) indicate negative correlation, as in the case of the 
balanced Cox process. Although the quadrature spectrum should be 
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identically zero for isotropic patterns,the sample quadrature spectra for 
the isotropic processes studied here appear uniform (that is, there is no 
apparent structure). Similarly, the co-, quadrature and amplitude 
spectra for - the bivariate Poisson process should all be identically zero 
at all frequencies, but these spectral functions take uniform, non-zero 
values in sample spectra. 
In addition to the use of amplitude spectra for interpretation of 
positive or negative correlation between components of a bivariate 
spatial point pattern, the phase spectrum indicates if events of type X, 
say, correspond to a linear translation of events of type Y. The 
amplitude and phase, and the co- and quadrature spectra are, therefore, 
all useful, although the details of these sample spectral functions are, 
in general, quite difficult to interpret using grey-level plots alone. 
In Section 6.10 we will show how analogues of Renshaw & Ford's R-spectrum 
can be used to investigate the details of cross-spectral structure in 
isotropic bivariate point patterns. 
In addition to the simulated data sets described above, estimates of 
cross-spectra are also calculated for three data-sets from the 
literature. These are described in the next section. 
6.8 Illustrative examples of cross-spectral analysis for real data 
6.8.1 Hamster tumour 
Figure 6.5 shows the positions of the centres of nuclei of certain 
cells in an approximately 0.25 mm square histological section of tissue 
from a laboratory-induced metastasing lymphoma in the kidney of a 
hamster. The two types of event are Ci) NX = 77 pyknotic nuclei, 
corresponding to dying cells and (ii) N Y = 226 nuclei arrested in 
metaphase, corresponding to cells which have been 'frozen' in the act of 
division. The background void is occupied by unrecorded, interphase 
cells in relatively large numbers. The data are available, in the form 
of co-ordinates scaled to the unit square, in Diggle (1983, Appendix 5). 
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Figure 6.5: Hamster tumour data 
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Diggle (1983, Chapter 7) uses the bivariate reduced second-order 
moment function, K y (t) i and also a test based on relative frequencies of 
the three possible pairs of nuclei whose Dirichlet cells share a common 
boundary segment, to test for random labelling of the two cell types. 
The null hypothesis of random labelling is accepted. Diggle also models 
the pattern formed by the superposition of the two types of event using a 
hard-core inhibition process, with estimated minimum inter-event 
distance, c5 = 0.012 on the unit square, or 	= 0.003 mm in the original 
units. 
The cross-spectral estimates for the data of Figure 6.5 are shown in 
Figure 6.6. Visual comparison of these cross-spectral estimates with 
those for the realisations of a bivariate Poisson process, a linked Cox 
process and a balanced Cox process (see Figures 6.2a, b and c) suggests 
that there is no evidence of any correlation between component processes. 
This is because there is no apparent structure in any of the 
cross-spectral estimates for the hamster tumour data. Bearing in mind 
the warning made by Diggle (1983, Chapter 6) about the need to identify 
an appropriate null hypothesis, such as independence of components or 
random labelling of types X and Y conditional on locations, the 
interpretation of cross-spectral functions should be treated with some 
caution. In this case, the auto-spectra appear relatively uniform, 
indicating that the the component processes are both approximately 
random, in which case there is no distinction between independence and 
random labelling. However, Diggle (1983, Chapter 6) concludes that the 
pattern formed by the superposition of the two component processes is 
consistent with an inhibition process. This pattern is not apparent when 
the components are analysed individually using spectral analysis. In 
order to investigate the - pattern formed by the superposition of the two 
components, it would be necessary to calculate the periodogram for the 
combined pattern of type X and type Y events. Given Diggle's results, 
one would expect that there would be an absence of power at low 
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6.8.2 Bramble canes 
Figure 6.7 shows the bivariate pattern formed by Mx = 359 newly 
emergent and N Y  = 385 one year old bramble canes in a 9 m square plot. 
These data are available in Diggle (1983, Appendix 6), in the form of 
co-ordinates scaled to the unit square. The pattern formed by the two 
generations of bramble canes is analysed by Hutchings (1978), Diggle 
(1981a and b) and Diggle &Milne (1983). The map of the data strongly 
suggests positive dependence between the two component patterns. The 
pattern formed by newly emergent bramble canes displays aggregation, as 
Hutchings (1978) and Diggle (1983, Chapter 5) both show. Diggle (1983, 
Chapter 6) uses a Monte Carlo test based on the estimated bivariate 
reduced second-order moment function, Kxy(t)i  (using parameters estimated 
from the data) to test for a linked Cox process. He also uses tests 
based on the distribution of nearest-neighbour distances. 
The cross-spectral estimates for this process are shown in Figure 
6.8. Comparison of these cross-spectral estmates with those - for the 
realisations of a bivariate Poisson process, a linked Cox process and a 
balanced Cox process (see Figures 6.2, b and c) suggests that the 
components are positively correlated. This is indicated by the large 
positive values (which appear white) near the origin of the co-spectrum. 
These large values are similar to those in the co-spectrum for the linked 
Cox process (see Figure 6.2b). The auto-spectrum for component 2 shows 
some evidence of clustering, but also has some large high frequency 
components. These are indicated by white elements in the grey-level 
plot. The amplitude spectrum shows the concentration of high power at 
low frequencies most clearly. However, the co-spectrum is needed in 
order to determine that the two components are positively (rather than 
negatively) correlated. 
The results from preliminary cross-spectral analysis of the bramble 
cane data are in agreement with the conclusions reached by Diggle (1983, 
Chapter 7). That is, the bivariate pattern is compatible with a linked 
Cox process. In this context it is reasonable to assume that the pattern 
formed by newly emergent bramble canes incorporates a direct clustering 
mechanism (around one year old canes) . However, this does not preclude 
the use of a linked Cox process as a model for the bivariate pattern. 
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Figure 6.7: Bramble canes data 
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Figure 6.8: Sample auto- and cross-spectra for bramble canes 
scaled periodogram for type X events scaled periodogram for type Y events 
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6.8.3 Lansing woods 
Figure 6.9 shows the position of N. = 703 hickories and N Y = 514 
maples in a 19.6 acre square plot in Lansing Woods, Clinton City, 
Michigan, USA as described by Gerrard - (1969). The data are available in 
Diggle (1983, Appendix 4), in the form of co-ordinates scaled to the unit 
square. Diggle (1983, Chapter 7) splits the plot into two halves and 
uses one half to formulate a model and the other for a final assessment 
of fit. Diggle also includes the pattern of oak trees in his analysis. 
He uses the estimated bivariate reduced second-order moment function . , 
Kxy(t)i to analyse the interactions between each pair of tree species. 
The most striking feature in the trivariate pattern is a strong negative 
dependence between hickories and maples. Diggle suggests a balanced Cox 
process as a model for the pattern (he actually shows that a trivariate 
balanced Cox process, involving hickories, maples and oaks is most 
suitable, as the superposition of hickories and maples is not entirely 
consistent with a univariate Poisson process). However, Diggle was 
unable to devise an explicit parametric model for the trivariate Cox 
process. He uses kernel density estimation to produced contour plots for 
the estimated intensity functions of each species. 
The cross-spectral estimates for the hickories and maples are shown 
in Figure 6.10. Comparison of these cross-spectral estimates with those 
for the realisations of a bivariate Poisson process, a linked Cox process 
and a balanced Cox process (see Figures 6.2a, b and c) suggests that 
there is negative correlation between components. This is especially 
clear in the co-spectrum, which has large negative values (these appear 
black) at low frequencies. This structure is similar to that in the 
co-spectrum for the balanced Cox process (see Figure 6.2c). There is also 
clear indication of correlation in the amplitude spectrum. Both 
auto-spectra reveal a concentration of power at low frequencies, 
corresponding to clustering, or non-stationarity at a large scale. In 
this context, it seems plausible that at least some of the low-frequency 
variation is caused by a heterogeneous environment. The spectral results 
are in agreement with conclusions reached by Diggle (1983, Chapter 7). 
That is, visual assessment of the cross-spectral functions suggests that 
the bivariate pattern formed by hickories and maples is compatible with a 
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The cross-spectral information obtained in this preliminary analysis 
of the three real patterns from the literature is sufficient to suggest 
appropriate models. Our conclusions are based on informal comparison of 
sample spectral functions for the real patterns with those from 
realisations of a bivariate Poisson process, a linked Cox process and a 
balanced Cox process (which were presented in Section 6.7), and with 
theoretical results for these models (which were derived in Section 6.5). 
We shall conclude the analysis of these patterns in Section 6.11, using a 
more formal approach for detection of correlation between components of a 
bivariate point process. A formal test for independent components is 
developed in the next section. 
6.9 Estimation of squared coherency spectra and a test for zero coherency 
6.9.1 Estimation of squared coherency spectra 
If we estimate the coherency spectrum from the 'raw' auto- and 
cross-periodograms, then we obtain a function which is unity at all 
frequencies (Priestley, 1981, Chapter 9). This occurs because we are 
effectively calculating a correlation coefficient from a single pair of 
observations. We therefore need to smooth at least one of the spectral 
estimates described in Section 6.6 in order to obtain meaningful 
estimates of the coherency spectrum. In fact, since the 
auto-periodograms are known to be inconsistent estimators in their 'raw' 
form (Bartlett, 1964; see also Chapter 4) it is sensible to smooth all 
three spectral estimates before calculating the coherency spectrum. It 
was shown here in Section 6.3 that for an isotropic bivariate point 
process (that is, for a process with an isotropic cross-cdvariance. 
density) the cross-spectrum, f(w), depends on w = (w 1 , w 2 ) only through 
w w2 2 ).. Thus, a natural approach in cross-spectral analysis of 
an isotropic bivariate spatial point process is to calculate the 
(unscaled) R-spectrum for each of the auto- and cross-periodograms, using 
the methods of Section 4.6.1. The unscaled R-spectrum for the 
cross-spectrum is simply the sum of the unscaled R-spectra for the real 
and imaginary components, that is the cc- and quadrature spectra. In 
this way, the estimates fRX ( r ) fRY ( r ) 1 CR(r) and  QR(r)  are obtained for 
the auto-, co- and quadrature spectra, respectively. The R-spectra for 
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the amplitude and (squared) coherency spectra are then calculated as 
= /t ( CR ( r )12 + {QR(r)}2) 	and 	R ( r ) = { cx R(r)J 2 /{fRX (Of  RY(r)} , 
respectively. In practice, one should check that the cross-spectrum is 
isotropic by investigating the form of the phase spectrum. If one 
component is a shifted form of the other then the cross-covariance 
function will not be isotropic, and the analysis based on R-spectra will 
be inappropriate. In this situation there will be visual evidence of a 
directional trend in the phase spectrum which can be used to assess the 
presence of anisotropy. For the remainder of this chapter we will assume 
that components are both individually and jointly stationary and 
isotropic. 
In the univariate case R-spectra are scaled to have expected value 
unity under the null hypothesis of CSR. This is achieved by dividing by 
the estimated intensity, N   (see Section 4.6.1). That is, scaled auto 
R-spectra for type X and type Y events are given by {fRX(r)/NX)  and 
{fRY(r)/NY}1 respectively. We shall use the same technique for 
cross-spectral functions, that is, the R-spectra for the co-, quadrature 
and amplitude spectra are scaled by 111(NxNy) . The scaling factors in 
the R-spectral forms for co-, quadrature and amplitude spectra merely 
provide a comparable scale for the plots of auto- and cross-spectra. 
Under the null hypothesis of independence, we have 
Cxy() E Q(w) a cr.(w) 	tri(w) = 0, w ;_> 0. 
We investigate the cross-spectral functions for departures from zero to 
identify correlation structure between components. 
The estimate of the (squared) coherency spectrum obtained in the 
manner described above incorporates a degree of smoothing, and provides 
meaningful estimates of coherence under the assumption of isotropy 
(although the amount of smoothing depends on the number of raw 
periodogram ordinates used to calculate each ordinate of the R-spectrum). 
The R-spectra for the auto-, co- and quadrature spectra may themselves 
provide a useful summary of spectral properties. 
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6.9.2 A test for zero coherency 
In the context of (one-dimensional) time series cross-spectral 
analysis, and under the null hypothesis that {XtI  and 1Y t  I are both 
Gaussian series, the distribution of the sample coherency, +/txy(W),  at 
frequency w has the density of a multiple correlation of one variable 
(the cross-spectrum) with two others (the auto-spectra) from N  
observations without mean-correction. Under the hypothesis that 
XYp = 0, the statistic 
- l )(Ey ( w ) / { l - cErj (wp )I 	(w # 0 It) 
follows an F-distribution with 2 and 2(NC - 1) degrees of freedom, where 
each component (that is, the co-, quadrature, and auto-spectra) of the 
estimate of the coherency at frequency w is based on the average of N  
raw periodogram ordinates (see, for example, Hannan, 1970, Chapter 5 or 
Priestley, 1981, Chapter 9). To obtain an insight into this 
distributional result, write 
	
- Ey ( w )} 	xy(wH 
2 
 I[f(w)fyy(w)- 	xY'p 2 
Ifyi f p )fyy (W p ) - Ify(Wp) I I. 
This may be interpreted as the ratio of variance attributable to the 
regression of Y on X to the residual variance, and therefore follows an 
F-distribution (see Hannan, 1970, Chapter 5 and Priestley, 1981, Chapter 
9). More formally, for Gaussian time series {X}  and 1Y t  I the real and 
imaginary parts of the DFT's for X and Y are iid as Normal random 
variables. Auto-spectra are distributed as scaled X 2-random variables, 
and the real and imaginary parts of the cross-spectrum are approximately 
distributed as Normal random variables (see Priestley, 1981, Chapter 9). 
Thus, cE(w)/{ 1 - cCxy(w)I is distributed as the ratio of X2-random 
variables, which follows an F-distribution. 
In the case of spatial point processes, under the null hypothesis of 
a bivariate Poisson process the real and imaginary parts of the DFT's for 
type X events and type Y events are also iid as Normal random variables, 
and we may apply the F-test for zero coherency by equating N   with 
the number of raw spectral estimates used in calculating the ordinate of 
the (unscaled) R-spectrum for wavenumber r. An R-spectrum based on a 
periodogram for (p = 0, ..., 16; q = -16,..., 15) will have 23 ordinates 
(that is r = 1, ..., 23), ignoring the origin of each periodogram. There 
is only one ordinate in each periodogram for r = 23. We therefore ignore 
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the sample coherency for r = 23, since it will always be unity. Table 
6.1 shows critical values of the sample coherency R-spectrum, at 5% and 
1%, in a one-tailed test based on the F-distribution with 2 and 2(n - 1) 
degrees of freedom. (The restriction w # it does not matter in the case 
of a point process since there is no maximum (IIyquist) frequency 
associated with the point spectrum.) 
In the next section we present R-spectra for the co-, quadrature, 
amplitude and coherency spectra, and illustrate the use of the F-test for 
zero coherency using the artificial patterns discussed in Section 6.7. 
6.10 Conclusion of analyses for artificial patterns 
6.10.1 The bivariate Poisson process 
Figure 6.11a shows the scaled R-spectra for the auto-spectra for 
each component of the bivariate Poisson process shown in Figure 6.1a. 
Figure 6.11a also shows scaled R-spectra for the co-, quadrature, 
amplitude and coherency spectra. The scaling factor for the auto-spectra 
is 11N  or 1/N 1 as appropriate, so that the expected value under the 
null hypothesis of CSR is unity at all frequencies. The co- and 
quadrature spectra are scaled by 111(N1N) to provide values of similar 
magnitude for the cross-spectral functions. Under the null hypothesis of 
independence, R-spectral forms of the co-, quadrature, amplitude and 
coherency spectra have expected value zero at all frequencies. Figure 
6.11a also shows 5% and 1%, upper and lower confidence envelopes for a 
test for CSR based on auto-spectra (see Table 4.1a), and 5% and 1%, upper 
confidence envelopes for the coherency spectrum under the null hypothesis 
of independence, obtained using the F-test for zero coherency (see Table 
6.1). 
The plots of auto R-spectra for each component of the bivariate 
Poisson process are within the 5% confidence envelope for all 
wavenumbers, r = 1 to 22. This is what one would expect, since each 
component is a realisation of a homogeneous Poisson process. The co- and 
quadrature spectra vary around the zero line, whilst the R-spectral 
version of the amplitude spectrum has values close to zero for all 
283 
Table 6.1: One-tail, upper percentage points for F-tests based on the 




Test statistic, 	tR(r) 
Upper tail 
5% 	 1% 
1 2 0.9500 	0.9900 
2 4 0.6316 0.9161 
3 8 0.3482 	0.4821 
4 10 0.2832 0.4005 
5 16 0.1810 	0.2643 
6 16 0.1810 0.2643 
7 18 0.1616 	0.2373 
8 24 0.1232 0.1838 
9 28 0.1069 	0.1609 
10 32 0.0944 0.1431 
11 30 0.1003 	0.1515 
12 32 0.0944 0.1431 
13 44 0.0699 	0.1075 
14 42 0.0731 0.1122 
15 48 0.0643 	0.0993 
16 44 0.0712 0.1075 
17 40 0.0779 	0.1172 
18 26 0.1189 0.1716 
19 18 0.1616 	0.2373 
20 18 0.1616 0.2373 
21 6 0.4982 	0.6019 
22 6 0.4982 0.6019 
t Source: calculated using NAG FORTRAN library routine G01BBF for 
probabilities associated with the upper tail of an F--distribution. 
1 n  is the number of raw periodogram ordinates used to calculate 'ER  (r). 
Note that it is inappropriate to base a test on R(r)  if  2n  > /x1y)i 
where N.  N denote the number of type X and type Y events in the sample 
pattern. 
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Figure 6.11: Auto and cross R-spectra for artificial patterns 
a) bivoriae Poisson process 
N x=100; N=100 
scaled R-spectrum, type X events 
UI? - 
- 57. and 17. Iwo-tail critical 
values OF' X2-disrtbuI ion 
6- 
048121620 
scaled co R-spectrum 
- 	 :-,- 	?  
scaled R-spectrum. type Y evens 
- 57. and 1% two-tail critical 
values of' X 2-dtsrtbuion 
CI- 
048121620 







scaled amplitude R-spectrum scaled coherency R-spectrum 
57. and 17. one-tail critical 
C. 
00 	 I 	I 	I 	I 	I 	I 	I 
0 4 	6 12 16 20 
r 
285 
wavenumbers, r = 1 to 22. The maximum value in the squared coherency 
spectrum occurs at r = 1, that is, CR(l) = 0.3684, with attained 
significance probability, p0 = 0.632. (The attained significance level 
is obtained using the NAG FORTRAN library routine G01BBF, for the 
probability associated with the upper tail of an F-distribution.) All 
values of the scaled R-spectrum for the coherency spectrum are well 
within the 5% significance envelope based on the F-test for zero 
coherency. Thus, the realisation of a bivariate Poisson process with 
independent components, each forming a realisation of a homogeneous 
Poisson process, produces a coherency spectrum which does not lead to 
rejection of independence at any wavenumber, r, using the F-test for zero 
coherency. 
6.10.2 The linked Cox process 
Figure 6.11b shows the scaled R-spectra for the auto-, co-, 
quadrature, amplitude and coherency spectra for the realisation of a 
linked Cox process, which was shown in Figure 6.1b. In contrast to the 
auto R-spectra for the individual components of the bivariate Poisson 
process, those for this example of a linked Cox process both contain very 
large values at low wavenumbers (r = 1, 2, 3 and 4). The values in the 
auto R-spectra are significant at the upper 1% level for these 
wavenumbers. This structure in the auto R-spectra indicates that the 
component processes are cluster processes, in fact, each component is a 
realisation of an isotropic Poisson cluster process from a common set of 
parents. 
The scaled co R-spectrum also contains large positive values at low 
frequencies, such as cR(1)//(NxNY) = 24.30 and CR(2)//(NxNy) = 5.28. 
These values indicate the positive correlation between components, which 
arises because the components are linked by a common set of parents. As 
the wavenumber increases, that is, for r Z 5, the co R-spectrum varies 
between positive and negative values of very small magnitude. In 
contrast, the scaled quadrature spectrum for this process shows 
relatively little structure, with just two values which show any 
departure from a general zero value. These occur at r = 1 and 2, with 
QR(1)1/(NxNY) = 2.47 and QR(2)//(NxNy) = 1.26. These values are much 
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smaller in magnitude than the corresponding components of the 
co-spectrum. The general lack of structure in the quadrature spectrum 
reflects the isotropic nature of each component process--for an isotropic 
process the quadrature spectrum has expected value zero at all 
wavenumbers. In practice, the values obtained are not all close to zero, 
as we see here for r = 1 and 2. 
The scaled amplitude R-spectrum shows similar structure to the auto 
and co R-spectra, with some very large values at small wavenumbers. For 
example, cxR(1)//(NXNY) = 24.43 and czR(2)//(NXNY) = 5.52. This structure 
reflects the strong correlation between components of this linked Cox 
process. However, the sign of the co-spectrum is needed in order to 
distinguish between positive and negative correlation. 
The coherency R-spectrum exceeds the upper 5% critical band in the 
F-test for zero coherency for wavenumbers r = 1, 2, 3 and 4. A formal 
test based on any of these points of the coherency R-spectrum leads to 
rejection of the null hypothesis of independent components. As we 
mentioned above, the sign of the co-spectrum is needed to distinguish 
between positive and negative correlation. In this case, the values of 
the scaled co R-spectrum are large and positive at low wavenumbers, 
indicating that the components are positively correlated. The scale of 
dependence between components is related to the parameters of the 
modified Thomas cluster process used to obtain this realisation of a 
linked Cox process. In this case, the cluster diameter is approximately 
6a = 0.30 units, where a 2 is the variance of the radially symmetric 
Gaussian distribution function for the dispersion of offspring relative 
to parents. This corresponds to the large values observed at wavenumbers 
r :5 4 in the (cross-) R-spectra for this process. 
6.10.3 The balanced Cox process 
Figure 6.11c shows the scaled auto R-spectra for each component of 
the balanced Cox process shown in Figure 6.1c. This process incorporates 
negative correlation between components. The scaled auto R-spectra for 
the first component has large positive values at low frequencies, 
indicating a cluster process. This component is a realisation of a 
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Matérn cluster process. The second component, obtained by rejection 
sampling of a homogeneous Poisson process, also has some relatively large 
components at low frequencies, although these are smaller than the 
corresponding values for the first component. For example, fRxMINX = 9.65, 
fRy(l)tNy = 3.86, 	 = 2.74, fRY(2)tNY = 1.65, indicating thatRX 
although the second component shows evidence of clustering, this is not 
as strong as in the first component. 
The scaled co R-spectrum for this bivariate process has large 
negative values at low wavenumbers, for example, CR(1)//(NxNY) = -5.85 
and CR(2)//(NXNY) = -1.23. These negative values indicate negative 
correlation between the component processes. The remainder of the points 
of the scaled co R-spectrum, and all of the points of the scaled 
quadrature spectrum (except for r = 1, for which 6R(1)11(NXNY) = -1.06), 
are all close to zero. As in the example of a linked Cox process 
discussed above, both components are isotropic, so that the expected 
value of the quadrature spectrum is zero at all wavenumbers. 
The scaled amplitude R-spectrum for this balanced Cox process has 
relatively large values at low wavenumbers, for example, 
czR(1)//(NXNY) = 5.94 and aR(2)11(NXNY) = 1.46. These values indicate 
correlation between components. The values of the scaled coherency 
spectrum for r = 1, 3 and 5 (that is, tR(1) = 0.95, CR(3) = 0.35 and 
= 0.24) are all significant at the 5% level using the F-test for 
zero coherency. However, for wavenumbers r = 2 and 4., with 	=0.47 
and CR(4) = 0.18, the attained significance levels are p0 = 0.15 and 
P0 = 0.16, respectively. Thus, the result of a formal test for zero 
coherency for this bivariate pattern depends on the choice of wavenumber 
for the test. The components interact up to a range of approximately 0.2 
units (that is, the diameter of clusters in the Matérn cluster process 
formed by the first component) . This range of interaction corresponds to 
wavenumbers in the range r = 1 to 5. One possible reason for the lack of 
power of the F-test for zero coherency when applied to the coherency 
spectrum for this artificial pattern is that there are almost twice as 
many type Y events as type X events (that is, N X = 70 but NY  = 127). The 
theoretical results for the cross-spectral functions of the balanced Cox 
process show that if the intensities of the components of the pattern are 
disimilar, then the magnitude of values in the coherency spectrum tends 
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to be less than if the intensities are approximately equal. 
Once again, the sign of the co-spectrum is needed in order to 
distinguish between positive and negative correlation between components. 
Inspection of the co R-spectrum for this pattern reveals several large 
negative values, indicating negative correlation between components. 
6.10.4 Summary 
The examples of the use of the F-test for zero coherency for 
artificial patterns suggest that the test can be used to form the basis 
of a formal test procedure for independent components. The test for zero 
coherency appears to be more powerful in the case of the linked Cox 
process than in the case of the balanced Cox process. This is possibly 
due to the differences in relative intensities of the two components 
between the models. In particular, N   and N are approximately equal for 
both the simulated bivariate Poisson process and the linked Cox process. 
However, in the case of the balanced Cox process, there are almost twice 
as many type Y events as type X events. The theoretical cross-spectral 
results for the balanced Cox process show that the squared coherency 
depends on the relative intensities of the two components (see Section 
6.5). If there are relatively few type X events (as in the realisation 
of a balanced Cox process) then the coherency will be smaller than for 
equal intensities of type X and type Y events. Nevertheless, 
cross-spectral analysis appears to have great potential in the 
identification of correlation between components of a bivariate spatial 
point process. The test for zero coherency cannot distinguish between 
positive and negative correlation; for this, the values of the co- and 
quadrature spectra are required. 
We must also give careful consideration to the number of degrees of 
freedom we allow in the F-test. With N   type X events and N type Y 
events we have only about /(NxNy)/2  degrees of freedom available for the 
cross-spectrum. If 	100 and N 	100, then there should be no 
problems associated with the F-tests based on R-spectra for wavenumbers 
1 _~; r _­- S or 18 	r :5, 22, because the number of degrees of freedom in 
each of the associated F-tests is less than I(NxNy)12. However, F-tests 
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for wavenumbers 9 :!'. r :!~ 17 are based on more degrees of freedom than are 
available for such a pattern, so these ordinates should not be used in 
formal F-tests for independence between patterns of about 100 events. 
Further work is required in order to develop an optimal test for 
independence. 
The R-spectral versions of the cross-spectral functions provide a 
useful visual summary of the structure for isotropic patterns. We will 
consider some possible alternatives and extensions to the F-test for zero 
coherency in Section 6.12. First we conclude the analysis of three real 
patterns from the literature. Note that there is no formal comparison of 
the F-test for zero coherency with spatial domain methods in the 
following discussion. However, the results of previous analyses, using 
distance-based methods, which are reported in the literature are 
summarised here. 
6.11 Conclusion of analyses for real patterns 
6.11.1 Hamster tumour 
Figure 6.12a shows the scaled R-spectra for the auto-, co-, 
quadrature, amplitude and coherency spectra for the hamster tumour data 
which was shown in Figure 6.5. The scaled auto R-spectra for the 
individual components are within the 5% confidence envelopes for CSR for 
all wavenumbers. This indicates that both components are compatible with 
CSR. The scaled co- and quadrature R-spectra lie close to the line for 
zero power for all wavenumbers, r = 1 to 22, as does the scaled amplitude 
spectrum. The structure of these plots suggests that there is no 
dependence between the two component processes. To check this we use the 
scaled coherency R-spectrum and the F-test for zero coherency. All the 
values in the R-spectrum are below the 5% critical values, except those 
for r = 5 and r = 9. The general lack of significance at low wavenumbers 
suggests that the two components are independent. However, Diggle (1983, 
Chapter 7) shows that, although the two components are compatible with a 
null hypothesis of random labelling, the superposition of the two 
components forms a simple inhibition process. The cross-spectral 
analysis does not detect this structure in the bivariate pattern; 
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although the first two values in the auto-spectrum for the first 
component (pyknotic nuclei) are less than unity, they are not significant 
at the lower 5% level, so inhibition is not detected. This is to be 
expected since the inhibition pattern is evident only when the 
superposition of the two components is analysed. This example 
illustrates how the results of cross-spectral analysis can be largely 
inconclusive if a test for independence is used when a test for random 
labelling is more appropriate. 
6.11.2 Bramble canes 
Figure 6.12b shows the scaled R-spectra of the auto-, co-, 
quadrature, amplitude and coherency spectra for the bramble cane data 
which was shown in Figure 6.7. Component 1 is the pattern formed by one 
year old bramble canes and component 2 is that formed by newly emergent 
canes. The scaled auto R-spectrum for each component shows a 
concentration of power at low frequencies, indicating clustering. It is 
reasonable to interpret the auto-spectral results as an indication of 
clustering because of the biological mechanisms which govern the spread 
of bramble canes. Nearly all the values for the scaled auto R-spectra 
for the first component exceed the expected value of unity under the null 
hypothesis of CSR. The two-dimensional auto-spectrum for the one year 
old bramble canes contains several large components in the row for p = 0 
(see Figure 6.8). This suggests that the pattern is not isotropic, 
although this is not immediately apparent in the map of the data (see 
Figure 6.7). Anisotropy in any of the auto-spectra or the cross-spectra 
will cause problems in the estimation of coherency spectra using 
R-spectra. 
The scaled co R-spectrum for this data has a relatively small value 
at r = 1, compared to that for r = 1 in the quadrature spectrum. This is 
also indicative of anisotropy in the bivariate pattern (because the 
quadrature spectrum should be zero for an isotropic process). However, 
the amplitude R-spectrum contains some large values at low frequencies, 
the maximum occurring at r = 3, with axy(3)II(NxNy) = 5.45. The sign of 
the co-spectrum at this point is positive, indicating the presence of 
positive correlation, as embodied by the linked Cox process. The 
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coherency R-spectrum for this data has a maximum at r = 3, with 
= 0.73. This value is significant at the 1% level. However, 
nearly all the remaining points of the coherency spectrum exceed the 1% 
critical envelope. This example indicates how estimation of 
cross-spectral functions based on R-spectra is vulnerable to anisotropy. 
For this data it would be interesting to examine the gain and phase 
spectra for the regression of newly emergent canes on the one year old 
ones. The use of this pair of spectral functions for analysis of 
bivariate patterns is discussed briefly in Section 6.12. Diggle (1983, 
Chapter 7) analyses this bivariate pattern and fits a linked Cox model, 
after using a test based on the estimated bivariate reduced second-order 
moment function, K y (t) under the assumption of isotropy. 
6.11.3 Lansing woods 
Figure 6.12c shows the scaled R-spectra for the auto-, co-, 
quadrature, amplitude and coherency spectra for the Lansing woods data 
which was shown in Figure 6.9. The scaled auto R-spectra have large 
values at low frequencies (r = 1 to 5) . The values for r = 1 are 
extremely large 	 37 and fRy(l)INY 	23), indicating that bothRX 
component processes are non-stationary. However, this does not prevent 
investigation of the correlation structure between components. The 
values of the scaled co R-spectrum are large and negative for small 
wavenumbers (r = 1, 2 and 3) , indicating the presence of negative 
correlation between components (maples and hickories). The values in the 
scaled quadrature R-spectrum are generally close to the line for zero 
power, as one would expect for an isotropic process. The amplitude 
R-spectrum has very large values at low frequencies, indicating the 
presence of strong correlation between components. To investigate this 
further, we use the coherency R-spectrum, which is significant at the 5% 
level for r = 1 ((l) = 0.97) and r = 3 (txy(3) = 0.43) and also at 
r = 18 (t y (lS) = 0.38). 
The plots of cross-spectral functions for this bivariate pattern are 
similar in structure to those for the realisation of a balanced Cox 
process (see Figure 6.11c). However, of the values at relatively low 
frequencies (r 	5), only those for r = 1 and 3 would lead to formal 
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rejection of independence using the F-test for zero coherency. This 
suggests that the dependency between components at low frequencies is not 
as strong as in the realisation of a balanced Cox process shown in Figure 
6.2c. However, the statistical significance (at the 5% level) of the 
ordinate for r = 18 in the coherency R-spectrum for the hickories and 
maples suggests that there is a strong negative dependence at high 
frequencies. This may arise because of direct interaction between 
individual maples and hickories over small distances. For the 
realisation of a balanced Cox process, the negative dependence between 
components is generated through the proximity of type X and type Y events 
to a (randomly distributed) third type of event which is not counted. 
The simulation technique could be modified to incorporate direct 
interaction between type X and type Y events. For example, type X events 
could be simulated first. Rejection sampling could then be used to thin 
a homogeneous Poisson process by deleting all those events which lie 
within a distance, 5, say, of any type X event. The remaining events of 
the thinned Poisson process would then form the pattern of type Y events. 
Sample spectra for realisations of this model could then be compared with 
the coherency spectrum for the hickories and maples. Diggle (1983, 
Chapter 7) investigates the dependencies between hickories and maples 
using the estimated bivariate reduced second order moment function, 
Kxy (t) M. He shows that the hickories and maples are negatively 
correlated. He also shows that the pattern formed by hickories, maples 
and a third species (oaks) is compatible with a trivariate balanced Cox 
model, where the superposition of oaks, hickories and maples forms a 
homogeneous Poisson process. However, most of the balancing of intensities 
is centred on the negative interaction between hickories and maples. 
6.11.4 Summary 
These examples of analysis of real patterns show that the technique 
of spectral analysis is useful for investigating interaction between 
components of a bivariate process. However, the present construction of 
a test for zero coherency based on the coherency R-spectrum is vulnerable 
to any anisotropy. in the individual components or their interaction. 
Further investigation, using simulation of bivariate point processes, is 
required in order to determine how powerful the method is against 
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different alternatives to independence, and to provide comparison of 
cross-spectral analysis with conventional methods for analysis of 
bivariate point patterns. For example, cross-spectral analysis could be 
compared with analysis based on the bivariate reduced second-order moment 
function, Kxy(t) M. Some possible extensions of the present study are 
discussed briefly in the next section. 
6.12 Comments and conclusions 
6.12.1 Alternative smoothing techniques for calculation of coherency 
We noted above, in Section 6.9, that if the coherency spectrum is 
estimated from raw cross-periodogram ordinates then it will be unity at 
all frequencies. The method of smoothing used to obtain a coherency 
spectrum here is based on the assumption of isotropy of the bivariate 
process (smoothing for anisotropic spectra is discussed later in this 
section). The coherency R-spectrum is then calculated via R-spectra for 
the auto- and cross-periodograms. Here we choose to form R-spectra for 
auto-, co- and quadrature spectra, and we then use these to form 
R-spectra for the amplitude and coherency spectra directly. 
Alternatively, we could calculate the raw amplitude spectrum from raw co-
and quadrature spectra, as in Section 6.7 above, and then smooth the 
amplitude spectrum by calculating the R-spectrum. Intuitively, it is 
sensible to smooth the co- and quadrature spectra directly, before 
calculating the amplitude spectrum, otherwise sampling variations in the 
co- and quadrature spectra will be propagated into the amplitude 
spectrum. Brillinger & Rosenblatt (1967b) discuss methods for obtaining 
a smoothed estimate of the amplitude of complex-valued spectral estimates 
(see Section 7.4.3) . They recommend separate smoothing of the real and 
imaginary parts first, and then calculation of the amplitude. 
In addition to the alternative orders for implementing smoothing 
algorithms, there are also several distinct algorithms available. In 
particular, we have assumed that the bivariate process is isotropic. We 
then used Renshaw & Ford's construction of the R-spectrum as a basis for 
calculating smoothed cross-spectral estimates. However, as we have seen 
in the analysis of the bramble cane patterns (Section 6.11.2), problems 
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arise with the use of R-spectral forms when patterns are anisotropic. 
For example, the approach based on R-spectra is unsuitable for the linear 
shift process (see Section 6.7.5). A variety of spectral windows are 
available for smoothing two-dimensional periodograms, and we can use any 
recognised technique to obtained smoothed estimates for the coherency 
spectrum. For example, Bartlett (1964) suggests the use of uniform 
smoothing in rectangular blocks (also known as the two-dimensional 
Daniell window) for smoothing the auto-periodogram of a spatial point 
pattern. For further discussion of two-dimensional spectral windows see, 
for example, Priestley (1964). Note that for data on a lattice, the 
corresponding periodogram (lattice spectrum) lies on a torus, and so 
smoothing at the edges of the periodogram is easily implemented. 
However, this is not so for a point spectrum (see Section 4.5.1), and an 
alternative method for smoothing the edges of the periodogram is 
required. For example, one could calculate the two-dimensional spectrum 
for several extra rows and columns and use these to obtain smoothed 
estimates for the interior.. For smoothing near the edge for p = 0 the 
symmetry property of the point spectrum can be invoked to provide 
smoothed estimates without calculating extra rows for p < 0, since 
f 	(-w ,w ) 	f 	(w ,-w 
	
XX p q XX p q 
The assumption of isotropy used here may appear to be rather severe 
and a smoothing technique which preserves the two-dimensional nature of 
the periodogram may seem preferable. Note, however, that the bivariate 
reduced second-order moment function, Kxy(t),  which is conventionally 
used for investigating correlation between components of a bivariate 
process, is based on exactly the same assumption. 
6.12.2 Extension of F-test for zero coherency to cumulative R-spectrum 
In the univariate case, the scaled cumulative R-spectrum was used to 
investigate total spectral power over a range of frequencies (see Section 
4.6.2) . In analogy with the univariaté case, one could examine a 
cumulative form of the coherency spectrum. This may be calculated in two 
slightly different ways: either calculate cumulative R-spectra for the 
auto-, co- and quadrature spectra and then use these to obtain cumulative 
amplitude and coherency spectra directly; or calculate the cumulative 
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version of the coherency R-spectrum by forming cumulative sums of tR (r). 
Sampling properties of the two forms should be investigated. 
The cumulative coherency spectrum could be used for investigating 
total coherency up to a certain scale of pattern, that is over a certain 
range of dependence. The analogous forms of cumulative co-, quadrature 
and amplitude R-spectra might also be investigated. The limited 
theoretical and sample results available here suggest that the range r = 1 
to 5 contains a useful summary of dependencies between component 
processes (see Sections 6.9, 6.10 and 6.11). In particular, the 
theoretical results for cross-spectral analysis of linked and balanced 
Cox processes indicate that in the presence of positive or negative 
correlation the cross-spectral functions (co-, quadrature, amplitude and 
coherency spectra) are inflated at 'low' frequencies (see Sections 6.5.2 
and 6.5.3). This qualitative information is quantified by the 
illustrative examples which suggest that 'low' means r = 1 to 5. Note 
that this range is appropriate for the models which were used here to 
obtain realisations of linked and balanced Cox processes. The meaning of 
'low' will vary with cluster size, since this represents the range of 
dependence. The results of preliminary analysis suggest that a test 
based on the cumulative coherency R-spectrum for r :~; 5 could be very 
useful for detecting correlation between components. This is analogous 
to the range of frequencies used for the X2- test based on the scaled 
cumulative (auto-) R-spectrum for detection of departures from CSR in a 
univariate process (see Section 4.6.2). 
The F-test for zero coherency could be adapted for use with the 
cumulative coherency spectrum, with 2 and 2(N - 1) degrees of freedom, 
where N raw cross-periodogram ordinates contribute to the cumulative 
coherency R-spectral point for r _-~ r'. Note, that, if Nx E N = 100, then 
this test should be reasonable up to r 	4 (for which 2(N - 1) = 46), 
since Nr 	 ri does not exceed / ( xNy )/2 = 50, the number of degrees of freedom 
available. However, the points for r Z 5, will exceed this number of 
degrees of freedom. In practice, one must ensure that N for the 
ordinate of the scaled cumulative coherency R-spectrum chosen for a 
formal test of independence does not exceed the number of available 
degrees of freedom. 
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6.12.3 An alternative test for zero coherency 
In (one-dimensional) time series analysis another test for zero 
coherency is that based on Fisher's z-transformation for a correlation 
coefficient (see, for example, Priestley, 1981, Chapter 9). Let 
= tanh '( I/R ( r ) I) = 2 'log [(1 + /R ( r )1111 - /R ( r )11 . 
Then, ZR(r)  is approximately Normally distributed with mean ZR(r) and 
variance (2n) 1 which is independent of wavenumber, r (Priestley, 1981, 
Chapter 	is the number of raw periodogram ordinates which 
contribute to the estimate of TR(r)  at wavenumber r. An improved 
approximation, due to Enochson & Goodman (1965), which is valid for the 
case of uniform smoothing within annuli used here, gives 71R(r) 
approximately Normally distributed with mean 17, R (r) + (414)'} and 
variance (4M)- 1,  where (2M + 1) raw periodogram ordinates are used in the 
smoothing procedure. In the case of estimates of coherency based on an 
R-spectrum, we have 4M = 2(rir - 1). Priestley (1981, Chapter 9) suggests 
the use of the z-transform for calculating confidence intervals for the 
coherency spectrum in one-dimensional time series analysis. 
6.12.4 Use of other cross-spectral functions 
In this study we have used coherency alone for developing formal 
tests for dependency between components of a bivariate pattern. We have 
seen that the sign of the co-spectrum (and that of the quadrature 
spectrum if the pattern is anisotropic) is needed in order to distinguish 
between positive and negative correlation. We.could develop analysis 
based on other cross-spectral functions. In particular, amplitude and 
phase spectra may be useful spectral functions. It is also necessary to 
investigate the joint sampling properties of co- and quadrature spectra, 
since the two are not fully independent. Hannan (1970, Chapter 4) and 
Priestley (1981, Chapter 9) discuss joint sampling properties of auto-
and cross-spectral estimates in the context of (one-dimensional) time 
series analysis. Brillinger (1972) discusses some sampling properties 
for cross-spectral analysis of one-dimensional point processes. The 
joint sampling properties for amplitude, phase and coherency spectra are 
also discussed by Priestley (1981, Chapter 9) . In particular, if the 
coherency is low then the estimates of the cross-amplitude and phase 
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spectra may have extremely large variances, despite any smoothing 
technique employed (Jenkins, 1963). 
Finally, as an alternative to the using the coherency spectrum for 
investigating correlation between components, we could use the gain and 
phase spectra to investigate the linear regression of one component on 
the other. This is particularly appropriate if a causal relationship 
between components seems plausible. This approach would be useful for 
data such as the pattern formed by one-year old and newly emergent 
bramble canes (see Sections 6.8.2 and 6.11.2), where the regression of 
newly emergent canes on the one-year olds appears sensible. Diggle & Cox 
(1983) use a model called a linked pairs process to investigate this sort 
of pattern, for the special case of exactly one offspring per parent event. 
6.12.5 Comparison of cross-spectral analysis with existing techniques 
In addition to the topics discussed above, cross-spectral analysis 
should be compared with existing techniques for analysis of bivariate 
point patterns. These include methods based on the reduced second-order 
moment function, Kxy(t)  (see Section 6.2), and the bivariate 
nearest-neighbour distribution (in particular, the average distance from 
an event of type X to the nearest event of type Y). Such methods have 
been used by several authors (see, for example, Diggle, 1983, Chapter 7, 
Lotwick & Silverman, 1982 and Lotwick, 1984) 
The spectral methods could be compared with spatial domain methods 
for a range of models, such as linked and balanced Cox processes, and for 
different combinations of strength and range of dependence (these are 
obtained by altering the parameters of the models). Attributes of linked 
and balanced Cox processes can be combined to provide combinations of 
attraction and repulsion at different scales of pattern. This provides a 
means of investigating more complicated models of interaction. This study 
has not included discussion of parameter estimation for bivariate 
processes. Further development of cross-spectral analysis might 
investigate possibilities for determining the range of dependence of-two 
type of events. Further extension of the methods described here might 
also consider spectral analysis of multivariate point patterns with three 
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or more type of events, such as the trivariate Cox model discussed by 
Diggle (1983, Chapter 7) 
6.13 Chapter summary 
We have shown that positive and negative correlation between 
components of a bivariate spatial point process can be identified by the 
sign and magnitude of co- (and, to some extent) quadrature spectra. This 
applies to theoretical models based on bivariate Cox processes, to 
realisations of the models, and to real data from the literature. The 
conclusions drawn from cross-spectral analyses for real data are similar 
to those obtained by Diggle (1983, Chapter 7), using, for example, the 
reduced second-order moment function, Kxy(t).  A test for zero coherency 
at wavenumber r has been described. This appears to have potential in 
identifying correlation between components. However, the sign of the co-
and/or quadrature spectrum is needed in order to distinguish between 
positive and negative correlation. The phase spectrum may be used to 
investigate shift patterns between components of a bivariate spatial 
point process. The gain spectrum could be used in place of the (squared) 
coherency if there were prior knowledge to suggest a causal relationship 
between two components. Otherwise, analysis of the coherency spectrum 
will probably be more appropriate. However, the F-test for zero 
coherency based on the coherency R-spectrum is vulnerable to anisotropy 
in the bivariate pattern. 
Although cross-spectral analysis appears to have great potential we 
should remember that second-order methods may not detect all forms of 
dependence. For example, Lotwick (1984) describes some processes which 
are uncorrelated but not independent. Second-order methods of analysis, 
including second-order spectral analysis, cannot detect higher-order 
departures from independence. Similarly, univariate processes exist which 
have the same first- and second-order moments as the homogeneous Poisson 
process, but which have different higher-order moments. Such processes 
provide the motivation for studying higher-order-spectra, both in 
univariate and bivariate cases. In particular, we consider the extension 
of spectral analysis to analysis of third-order moment functions of 
univariate spatial point processes in Chapter 7. 
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7 BISPECTRAL ANALYSIS OF SPATIAL POINT PATTERNS 
7.1 Introduction 	- 
Conventional spectral analysis is based upon the Fourier transform 
(FT) of second-order moment functions. In certain situations it may be 
instructive to consider higher-order moment functions. For example, 
there are processes which have identical first- and second-order moments 
but different higher-order moments. Such processes are particularly 
relevant in physics, where analyses based on first- and second-order 
properties are often not sufficient to distinguish between different 
processes. The only way to distinguish between such processes is in 
terms of the higher-order moments. Polyspectra provide a framework for 
analysis of such processes via the FT of higher-order cumulant functions. 
This study is concerned with the extension of conventional 
second-order spectral analysis of spatial point processes to the case of 
third-order spectra, termed bispectra. Theoretical aspects of bispectral 
analysis will be derived from existing results for one-dimensional 
processes. Estimation of sample bispectra is illustrated here for some 
realisations of spatial point processes. The results obtained indicate 
the potential of bispectral analysis for use in the detection of 
non-randomness in spatial point patterns, and in general investigations 
of third-order properties of such processes. 
7.2 Extension of two-dimensional spectral analysis to third-order spectra 
7.2.1 Background and motivation for the use of polyspectra 
The motivation for the study of FT's of higher-order cumulants arose 
in the context of non-linear time series models, as studied by Wiener 
(1958). The use ofFT's of higher-order cumulants was suggested by 
Kolmogorov, and polyspectra were introduced by Shiryaev (1960) . It is 
conventional to use FT's of cumulant functions rather than moments about 
the mean, since cumulants of order three and higher vanish for Gaussian 
random variables--this is the outstanding property of polyspectra for 
Gaussian random variables. However, the second- and third-order moments 
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about the mean are identical to their respective cumulant functions. In 
particular, this ensures that second-order polyspectra are identical to 
conventional power spectra. Tukey (1959) introduced the terminology 
'bispectrum' for the third-order spectrum (and 'trispectrum' for the 
fourth-order spectrum) . Brillinger (1965) and Brillinger & Rosenblatt 
(1967a and b) give a comprehensive treatment of the theoretical 
properties of time series and the estimation of sample polyspectra, and 
Subba Rao & Gabr (1980) suggest tests for non-Gaussianity and 
non-linearity of time series using polyspectra. Applications of 
bispectral analysis of time series include analysis of ocean waves by 
Hasselman, Munk & MacDonald (1963), an application to tides by Cartwright 
(1968), and applications to turbulence by Lii, Rosenblatt & Van Atta 
(1976) and Helland, Lii & Rosenblatt (1979) 
As we mentioned in Section 6.13, the motivation for the use of 
polyspectra in the case of spatial point processes is provided by 
processes which have the same first- and second-order properties as a 
homogeneous Poisson process, but different higher-order moments. In 
particular, we will discuss third-order analysis for such a process using 
a model which is due to Baddeley & Silverman (1984) . The representation 
of statistical properties of one-dimensional point processes using 
cumulant spectra of order k is discussed by Brillinger (19 712). However, 
as Lewis (1972) remarked at the time, "(the) problem of whether curnulant 
spectra of order higher than 2 will be useful in practice remains opens 
and should be explored". 
The extension of Brillinger's (1972) work to two-dimensional 
(spatial) point processes is presented here for the third-order case. 
This extension is straightforward in principal, although it is rather 
cumbersome in practice. We will also compare bispectra for cluster and 
inhibition alternatives to CSR, as represented by the modified Thomas 
cluster process and Diggle's SSI process, which were described in 
Sections 4.3.3 and 4.3.4, respectively. In order to study third-order 
properties of models we must first extend the first- and second-order 
intensity functions, which were defined in Chapter 4, to the third-order 
case. 
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7.2.2 Third-order moment measures for spatial point processes 
Recall from Section 4.2.1 the notation used by Diggle (1983, Chapter 
4) to define thefirst- and second-order properties of spatial point 
processes: E[Z] represents the expectation of •a random variable, Z; 
Nx(0) represents the number of type X events in a region 0; 101 is the 
area of 0; da is a small region which contains the point a = (a 1 , a 2 ); 
and R 2  is the entire plane. As in Chapter 4 we assume that the process 
is orderly, that is, multiple coincident events cannot occur (see Section 
4.2.1). The intensity of the process is denoted by X(a),  where 
( 
A (a) = 	lim 
z' rN (da) 1 
X - 	 , a € 2 
X 
- 	 Idko' 	Idi J - 
if this limit exists (see Section 4.2.1). For a first-order stationary 
process the intensity function is constant for all a € R2 , that is, 
= XXI the mean number of events per unit area. The second-order 
intensity function is defined as 
A (a,b) = 	lim 	a ~ ; a b 
€ 
ld . l,Id . l-O 	dalldbl 
where a = (a 1 , a  2  ) and b = (b 1 , b 2 ) . The covariance density function is 
defined as 
i (a,b) = 	lim 	fE[{Nx(da) - xx ) Nx(d.) 
dal,ldbj..*O 	 dalldbl 	 ) 
2 
	
=xxx(a , b ) - xx(a)xx(b), 	a ;4 b; a, b € 
In the second-order analysis of spatial processes we assume that the 
process is second-order stationary (that is, moments up to and including 
order two are translation invariant). This implies that X(a,b)  depends 
on a and b only through a - b, that is 
Ax(a') 
where a' = (a i t a) = a - b. The covariance density function of a 
second-order stationary process also redu ces to a function of a - b, that 
is, 
2 
= xxx 	) - 
We extend Diggle's definitions to define the third-order intensity 
function as 




= - 	 - 
ldl , ldl , Idcjo 	IdlIdiIdc. l 	) 
where a = (a 1 , a 2 ), b = (b 1 , b 2 ) and c = (c 1 , c 2 ) are distinct points in 
2 that is, a # b, a 	c and b 	c. We also define the extension of 
Diggle's covariance density function to the third-order case, that is, 
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lxxx 	' , c.) 
urn 
ida!, IdbI,  Idc.I 0 
= 
where a, b and c ar 
referred to here as 
E[ { Nx ( da ) - Xx ( - xx(b ) I ENx ( dC ) - Xx(c) I] 
dalldbfldcl 
- X  WXxx1" 	- xx ( b ) Xxx(a , c) - Xxxx , 
+ 2xxxb ) Xx ( c) , 
all distinct points in o2. 	 will be 
the 'skewness' density function, since it is 
analogous to the third-order moment about the mean, termed skewness, for 
a single random variable (see, for example Mood et al., 1974, Chapter 4). 
For kth-order spectra we require kth-order stationarity, that is, we 
require the cumulant functions up to and including order k to be 
translation invariant (Brillinger & Rosenblatt, 1967a; see also Section 
7.2.3). For a third-order stationary process Xc(a,b,c)  depends on a, b 
and c only through the location of any one point relative to the other 
two. Without loss of generality we consider the points b and c relative 
to a, that is we take a' = a - b and b' = a - c, then 
(a' , b'). 
If the process is third-order stationary then the skewness density 
function, 	a,b,c) also reduces to a function of a' and b', that is,XXX 
= Xxxx(.' , b') - XxX(b' - a') - XX(  XX  W') - XxX(b') + 2X X3 
When a a b the condition of orderliness implies that 
EINx(da)Nx(db)] a  EEINx(da)}2]  a  E[N ( da ) ] = xx ()Jd1, 
see Section 4.2.1). We incorporate this term into what Bartlett (1964 
and 1975, Chapter 1) calls the complete covariance density function 
x(a,b) = X S(a) + 
= X() 6 (aj)ö(a) + xxx( , ) - 
where 5(z) is the Dirac delta function, 
_fi z=O; (z) - 	0 otherwise. 
In the third-order case, if a 	b, then orderliness implies that 
E[Nx ( da ) Nx ( db ) Nx ( dc)] = E{INx ( da ) l 2Nx ( dc ) ] 	E {Nx ( da ) Nx ( dc ) ] 
= X(a,C) IdJ IdcJ, 	a # c. 
Similarly, if a a c, or b a c, then orderliness implies that 
E[Nx ( da ) Mx ( db ) Nx ( dc ) ] 	 Ida HdbI, a # 
whilst if a 	b a c, then we have 
E[Nx ( da ) Nx ( db ) Nx ( dc ) ] 	E[IN(da)}3] a  E[Mx(da)] = xx(. ) daHdblldcl. 
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By analogy with Bartlett's complete covariance density function we 
incorporate the results above into what we will refer to here as the 
'complete skewness density' function, that is 
xxxx(a,bic) = 	 + 
+ 7xx,oith 	+XX 	 - a)5(b - a) + 
= X(a) 5( aj ) t5( a ) ó ( bj )5( b ) + i 	cöó(a) + ixx ,6 (bi) 6 th) 
+ 	 - a)ó(b - a) + X(a , b , c ) - X ( a ) X ( b , c ) 
	
- xxxx( , ) - X 	xx' 	+ 2 X ( a ) X(b)X(c ) . 
If the process is third-order stationary then the complete skewness 
density also reduces to a function of a' and b', that is, 
xxxx('s.') = Xó(aj)ô(a)ó(bj)ö(b) .+ 
+ 111 (' 	i)ä(b) + 	(a')6(bj - a)5(b - a) + 
= X(aj)5(a)6(bj)5(b) + i(')ö(aj)6(a) + 7xx ( ' ) 6( bj )6( b ) 
+ )1(a')t(b - a)ö(b - a) + X ( a' , b' ) _ XxX(b' - a') 
- xxxxx(b') - Xx ) xx (') + 2 X  
Recall from Section 4.2.3 that the complete covariance density function 
is used to define the second-order spectral density function. Similarly, 
the complete skewness density function is used to define the third-order 
spectral density function in the next section. 
7.2.3 The bispectrum of a stationary spatial point process 
The conventional second-order (power) spectrum of a stationary 
spatial point process is defined as the FT of the complete covariance 
density function, that is, 
xxl'2 = f f xxx(aib)exP{-i(wiTa + w Tb)}dbd a 
where r denotes transpose and i = /(-1) (see Section 4.2.3). Bartlett 
(1964) introduced second-order spectral analysis of spatial point 
processes. However, the above definition, which is the two-dimensional 
analogue of the definition given by Brillinger (1972) for the 
one-dimensional case, clarifies the extension to the third-order case. 
Brillinger (197 2) defines the third-order spectrum (bispectrum) of a 
stationary spatial point process as the FT of the complete skewness 
density function. This definition is easily extended to two-dimensions 
to give the bispectrum of a spatial point process as, 
XXX 	2'K3 = xxx  $$$ X 	,b, 	xp(i(w1Ta + 	+ wTc)}dcdbda 	(7.1) 
with inverse 
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xxxx(a,bic) = J'J'f 	 + w T  b + wTc)}dwdwdw 	(7.2) 
(The inverse is also obtained by extension of the result given by 
Brillinger (1972) for the kth-order spectrum in the one-dimensional 
case.) For a stationary process we have x(a,b,c) M x(a',b'), where 
a' = a - b = (a 1 ak), and b' = a - c = (b 	b). In order that 
depends on a, b and c only through a' and b' we must have 
+ 2 + 	0 in (7.1) above. Writing 	= - 	 - 2 in (7.1) we have 
- 	 = ill xxxx(a'ib')exp{_i(wiTa' + w  Tb,)db,d, 	(7.3) 
By analogy with the notation conventionally used to denote bispectra in 
the one-dimensional case (see, for example, Brillinger & Rosenblatt, 
1967a and b or Brillinger, 1972) , we write 
fxxxi!2:i 
- 	 XXXl'2' 
since the third frequency argument does not appear explicitly in (7.3) 
above. However, the implicit constraint w = 
- 	 - 
2 is important Hl 
since it determines the combination of frequency arguments required for 
estimation of the bispectrum (see Section 7.4.1) . The full expression 
for the bispectrum of a stationary spatial point process is,therefore, 
fxxxll!2) = 	 + w12 a 
+ w 21b + w22b)I}dbdbjdadaj, 
where w 1= (w11 , w12 ) and w 2 = ''21' w 22 ). Substituting, 
xxi(i(b) + xx'j 
+ 'xx' 	i)6th 	+ 	 - a)ö(b - a) + 
we have 
fxxxii!2 ) = xx + SIY xxthi,ti2ibi + w22b)}dbdb 
	
+ PXw 'YXX (a i1ae 	i(w11 a + w12 a)}dada 
+ 	
)exp[-i{(w 	+ w)a 	 )a})daa$J 11 21 12 22  
+ 	 (aj,abj1bexp{-i(w11aj + w12 	+ w2 1 b 
4-
1.l I J f 	
1. 'A'A 	'A 
= X  + 	 - 	 + { fXX ( Wi ) - XXI + 	xxi + !2) - 
+ 	
, 	
bj. 	ex{-i(w11 a + w12 a + w2 1 b 
+w b ' )l 	b ~ db j da ~ da j , 	 (7.4) 22 2 Id 
This is the two-dimensional analogue of Brillinger's (1972) result for 
the bispectrurn of a stationary, orderly, one-dimensional point process. 
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Note that the covariance density function of a real-valued 
stationary process is symmetric, that is 
E i ( b,a)XX 
whence 	 'YXX 
and the second-order spectrum is itself real-valued. However, the 
skewness density function of a stationary process is not generally even 
since 
- 	- 	1xxx 	- + 
The bispectrum is therefore a complex-valued function (although the last 
four terms in (7.4) are all real-valued). 
The set of frequency arguments which satisfy the constraint, 
w l + 2 + 
W 3 =0, is called the 'principal manifold'. (The tern 
'manifold' denotes a subset of n-dimensional space which satisfies a 
linear constraint on the n base vectors.) The third-order spectrum of -a 
(third-order) stationary stochastic process exists only on the principal 
manifold (see, for example, Brillinger & Rosenblatt, 1967a and b, or 
Brillinger, 1972). The sets of frequency arguments given by 1w 1 = 01, 
= 01 and{w1 + !2 = 01 are termed sub-manifolds of the principal 
manifold, for which the definition of the bispectrum reduces to a 
function which depends on a, b, and c through less than the four 
coefficients of a' and b'. For example, if w = 0 then (7.3) becomes 
xxx(i!2) = f 'XXX (a',b')exp1-i(w  2 
T 
jj')1db' 
where the bispectrum depends on a, b and c only through b' = a - c. 
Sub-manifolds are important because spectral estimates associated with 
them have very different sampling properties to those for the rest of the 
principal manifold (see, for example, Brillinger & Rosenblatt, 1967a and 
b or Brillinger 1972) . We will discuss sampling properties for 
bispectral estimates in Section 7.4.2. In the next section we consider 
the form of the bispectrum when the process is stationary and isotropic.. 
7.2.4 The bispectrum of a stationary, isotropic spatial point process 
For an isotropic spatial point process the stochastic properties of 
the process are invariant to rotations of the study area. The 
second-order intensity function of a stationary isotropic spatial point 
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, process reduces to a function of t = /{(a 1 )
2 
{(  + (a 2 ) 2  I. That is, 
X(a,b) =  Xxx(t), and the covariance density function becomes 
1xx(t 	The corresponding second-order spectrum is also 
isotropic, that is, 
xx 	= X + 2it J tlxx(t)Jo(tW)dt, 
where J 0 (x) is a Bessel function of the first kind of order zero. 
The third-order intensity function of a stationary spatial point 
process reduces to a function of a' = a - b and b' = a - c, that is, 
To investigate the effect of isotropy on the third-order inten sity 
function we consider the polar representation of a' and b', that is, 
a' = (a 1 a) = (t 1 cosp, t 1 sin1p) 
and 	Y = (b 1 b) = (t 2 cos((b + p), t 2 sin( + pfl, 
where t 1 = /{(a) 2 + (a) 2 1, t 2 = /I(b) 2 + (b ) 2 I, q 	tan - (a j la ~ ) and 
= tan'(b/b) - W. That is, t 1 is the distance between a and b, t 2 is 
the distance between a and c, p is the angle between a and b, and 0 is 
the angle between b and c. Then Hanisch (1983) has shown that the 
third-order intensity function of a stationary, isotropic spatial point 
process reduces to a function of just three variables, that is, 
Xxxx(a , b , c) EXxxx (tilt  2 ,(1, i ) ) E Xxxx (tilt  2 , cb). 
The skewness density function also reduces to a function of t 1 , t 2 and 4, 
that is, 
Xxxx(a,b,c) E  Xxxx (tilt  2 ,(b). 
To investigate the effect of isotropy on the bispectrum, consider 
the polar representation of (7.4), 
f 	(w A + w) if (wXXX -1' -2 = x 	Xx2 - X} + 	 - Xx! + {fxx(!i + 	- Xx! 
	
+ f"~' j jt  f l + wtsinq0 O -- 	 121 
+ w21 t 2 Cos (q + p) + w22 t 2 sin (q + p)j]dq)ddt 2 dt 1 
+ 	xx' -2' 	- 	 + {(I1I) - AX  ) + {f XX '- ('w 1 + w-2 I) - Xx! 
f"O' f o 
	
l2t 1 t 2 (t 1 ,t 2 1(P,q))expNi{w 1i t i cosq) + w12 t 1 sinp + 	0 OJ-itJ-m 
+ w21 t 2 Cos ( + Ip) + w22 t 2 sin ( + p)I]dpddt 2dt 1 , 
where J JJ = 12t 1 t 2 is the Jacobian of the transformation. 
There are two reasons why the expression for the bispectrum depends 
explicitly on all four frequency co-ordinates of w1= (wui w12 ) and 
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= (w 21 , w 22 ). First, the term {fxx (Iw i  + !21) - Xx} depends on the 
amplitude of (w 1 + w 9 ), which is not the same as 1w11 + 	This term 
prevents a reduction in the number of arguments unless f(w) a X v w 
(which is true if, for example, the process is a homogeneous Poisson 
process) . Secondly, the term 
f"~' J 	S i 	+ w12 t 1 sinQ 
+ w21 t 2 Cos (q + p) + w22 t 2 sin( + p)}Jdpd4dt 2dt 1 , 
may be expressed as 
f"OJf 	l 2 	 exp[-i{wtcos + wtsin  i2xxxi2, 	{s 111 	121  
+ w21 t 2 Cos ( + ) + w22 t 2 sin ( + q)) I] 	ddt 2dt 1 . 
This may be simplified, to some extent, since the integral with respect 
to p is of the form 
• P_exp{ -i(acosq + sinn) I drj = 2icJ 0 (/{cx2 + 
where J 0 (z) is a Bessel function of the first kind of order zero. 
However, the argument of J
0  (z)still depends explicitly on all four 
frequencies co-ordinates, w 11 , w 12 , w21 and w22 . 
There is therefore no reduction in the number of frequency arguments 
necessary to determine the bispectrum of a stationary isotropic spatial 
point process explicitly. This is particularly unfortunate, since the 
investigation of sample bispectra will be hampered by the need to 
represent functions of four variables in only three dimensions for 
graphical purposes. The situation is complicated further, since the 
bispectrum is complex-valued. To a certain extent, this may be overcome 
by examining the amplitude of the bispectrum, as suggested by Brillinger 
& Rosenblatt (1967b) in the context of one-dimensional time series 
analysis. We will discuss methods for representing the bispectrum in 
three-dimensions in Section 7.4.3. 
In the next section we discuss third-order properties for some 
models of spatial point processes, including Baddeley and Silverman's 
model for a process which has the same first- and second-order moments as 
a homogeneous Poisson process, but whose higher-order moments are 
different. 
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7.3 Third-order properties for some models of spatial point processes 
7.3.1 The homogeneous Poisson process 
The stationary planar Poisson process, which was described in 
Section 4.3.1, is one of the few models for spatial point processes for 
which theoretical properties can be established relatively easily. Since 
the model embodies independence between uniformly distributed events, we 
have 
E(Nx ( da ) Nx ( db ) Nx ( dC )  I a E[N(d) ]E[Nx ( db ) ]EtNx ( dC ) ] 
= Xxx 	x ) IIIIIL 
Also, since the homogeneous Poisson process is stationary, we have 
X(a) = X V a, whence 
E[Nx(da)Nx(db)Nx(dc)J a Xx 3 dal 1db Id . I. 
Thus, the third-order skewness density function is identically zero, that is, 
0 , 
where a, b and c are distinct points in 1R 2 . The bispectruin of the 
homogeneous Poisson process is, therefore, 
fxxxi!2) =X '' -i' 	2 
In this case, the bispectrum is real-valued (the imaginary part is 
identically zero) . The bispectrum of a stationary Poisson process is 
constant at all frequencies, as is the second-order (power) spectrum for 
the process. In fact, the second-order spectrum is flat for both the 
Poisson point process and a Gaussian random variable on a lattice. The 
third-order lattice spectrum for a Gaussian random variable is 
identically zero (see, for example Priestley, 1981, Chapter 11) 
However, the third-order point spectrum for a homogeneous Poisson point 
process takes a constant non-zero value at all frequencies, with 
magnitude equal to the intensity per unit area. This is to be expected, 
since quadrat counts obtained from a realisation of a Poisson point 
process follow a Poisson distribution (hence the name), for which the 
mean, variance and skewness are all constant (see, for example, Mood et 
al., 1974, Chapter 4). However, as the number of events, NXI tends to 
infinity, so the Poisson distribution tends towards a Normal 
distribution. Thus, for a realisation of a Poisson process with high 
intensity the bispectra of both quadrat counts and co-ordinate data will 
tend to zero (since the Poisson distribution is asymptotically Normal) 
These remarks are in agreement with asymptotic results for bispectra of 
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lattice data and point processes presented by Brillinger & Rosenblatt 
(1967a and b) and Brillinger (1972) , respectively. 
Figure 7.1 shows a realisation of a homogeneous Poisson process on 
the unit square, with NX  = 100 events. This example was first presented 
in Section 4.3.1 (Figure 4.1a) and will be used to investigate sample 
bispectra in Section 7.5.2. Figure 7.1 also shows quadrat counts 
associated with an 8 x 8 grid superimposed on the unit square. The 
distribution of quadrat counts for the homogeneous Poisson process will 
be compared to that for a cluster process and an inhibition process in 
Section 7.3.3. 
7.3.2 Baddeley and Silverman's process 
Lotwick (1984) discusses some situations in which second-order 
analysis of spatial point patterns will not detect non-randomness. In 
particular, analyses based on Ripley's K(t) function (or the second-order 
spectrum) cannot detect a process for which the first- and second-order 
moments are the same as a Poisson process, but whose higher-order moments 
are different. Lotwick (1984) argues that 'empty-space methods' (termed 
nearest-neighbour methods here) can detect such departures from 
randomness and thus provide an important alternative to tests based on 
Ripley's K(t) (or second-order spectra). 
Baddeley & Silverman (1984) provide several cautionary examples of 
spatial point processes which are non-random but which have the same 
second-order moments as a homogeneous Poisson process of the same 
intensity. One particular example of a such a process (which we will 
refer to here as Baddeley and Silverman's process) is simulated in the 
following way. Divide the plane into square cells by randomly throwing 
down a square grid. In each cell, k, place a random number of points, 
where the random integers are to be independent for different cells 
and have the distribution 
Pr(Nk = 0) = 1/10; Pr(Nk = 1) = 8/9; Pr(Nk = 10) = 1/90. 
Thus most cells contain exactly one point, a few cells are empty, and 
very occasionally there is a tight cluster of ten points. The 'scale' of 
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Figure 7.1: Simulated realisation of a homogeneous Poisson process 
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inside cell k are independently and uniformly distributed. Only the 
points are visible to the viewer, not the cell boundaries. It is easy to 
show that 
E ENk] = 1 and Var INk] 	E INk2] - E [N k 11 2 = 
That is, the mean and variance of the number of points per cell are 
equal, as for a homogeneous Poisson process. However, the skewness is 
SkewiNk] a  E{Nk 3 ] - 3 E[Nk]EINk 21 + 2E[Nk] = 8. 
For a homogeneous Poisson process the mean, variance and skewness are all 
equal. The skewness of Baddeley & Silverman's process is greater than 
that of a Poisson process of equal intensity. 
Figure 7.2 shows a realisation of Baddeley and Silverman's process 
on the unit square. The realisation is obtained using a 15 x 15 grid 
which is aligned with the axes of the unit square in order to avoid edge 
effects. In this simulation the cells have sides of 1/15 units. The 
integers N   for each cell are obtained using the NAG FORTRAN library 
routine G05EXF, which generates random integers from a user-supplied PDF. 
Visual inspection of Figure 7.2 suggests that there are three clusters of 
ten points within the total realisation of Nx = 229 events. 
Second-order analysis of the pattern shown in Figure 7.2 is carried 
out using the methods described in Chapters 4 and 5. Figure 7.3 shows 
the spectral estimates (that is, the two-dimensional periodogram, the 
9-spectrum, the R-spectrum, the cumulative R-spectrum and the normalised 
periodogram) and the estimated reduced second-order moment function, 
K(t), for Baddeley and Silverman's process. Figure 7.3 also shows 5 10 and 
1% critical envelopes for CSR obtained using the X 2-distribution for 
sample spectral functions (see Section 4.6 and Table 4.1a) and 1% 
critical envelopes for Ripley's K(t) function obtained from 99 
simulations of CSR. 
There is no apparent structure in the three-dimensional plot of the 
periodogram. The sample scaled R- and B-spectra and the cumulative 
R-spectrum lie within the 5% critical envelopes at most frequencies. 
Exceptions occur in the form of isolated significant values at B 	500 
and 1400  in the 8-spectrum, with f ® (50)/N1 = 0.6338 and fe(l4O)/Nx = 1.5651 
(compared with expect-ed value unity under CSR) . These values are 
significant at the lower 5% and upper 5% levels, respectively. The 
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Figure 7.2: Simulated realisation of Baddeley and Silverman's process 
simuIaion based on 15 x 15 grid 
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Figure 7.3: Sample spectra and estimated reduced second-order moment 
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ordinate for r = 9 in the R-spectrum is also significant at the 5% upper 
level, with fR(9)/Nx = 1.6320, compared with an expected value of unity. 
The formal tests for randomness developed in Chapter 5 are also 
applied to Baddeley and Silverman's process. They all fail to detect any 
departure from CSR. For example, the maximum value in the (reduced) 
periodogram is 2fxx(w)INx = 10.83 at p = 2, q = 8, with attained 
significance probability 0.640; the Kolmogorov-Smirnov statistic for a 
test for exponential distribution of periodograrn ordinates with mean two 
is D = 0.0716, with attained significance probability, p 0 = 0.603; and 
the test statistic for the X 2-test based on the cumulative R-spectrum for 
r :s 5 is fCR(S)/NX = 1.0444, with attained significance probability, 
PO = 0.742. 
Ripley's estimate for the reduced second-order moment function, K(t), 
is calculated for t in the interval (0, t 0 ), where t0 = 1.25//Nx = 0.0083 
units. The plot of K(t) lies within the critical envelopes from 99 
simulations of CSR for t in this range. A formal test for CSR based on 
Lm = sup j/{K(t)/u} - tj = 0.0038 
t<t o 
leads to an attained significance probability, p 0 = 0.13. This 
second-order test also fails to reject CSR at the 5% level. 
The mean nearest-neighbour distance for the data is ci = 0.0395. 
Under the null hypothesis of CSR the expected value is E[d] = 0.0340 and 
the variance is Var[d] = 1.5 x 10 6 , leading to a standard normal deviate 
4.45. The attained significance probability is p 0 = 0.367 x 10- 5.  This 
leads to emphatic rejection of CSR in favour of a clustering alternative 
(since the standard normal deviate is positive) 
None of the tests based on analysis of second-order properties leads 
to rejection of the null hypothesis of CSR, since the second-order 
properties of Baddeley and Silverman's process are the same as those of a 
homogeneous Poisson process of equal intensity. However, the test based 
on the mean nearest-neighbour distance, which is not a second-order 
method, leads to emphatic rejection of CSR in favour of a clustering 
alternative. These results are in agreement with Lotwick's (1984) 
comments regarding second-order analysis of processes which differ from 
CSR in higher-order moments, but which have the same first- and 
second-order moments. Such alternatives to CSR cannot be detected using 
second-order methods. However, they can be detected using 
nearest-neighbour methods. Baddeley and Silverman's process provides an 
excellent model through which to investigate the potential of third-order 
spectral analysis as a method for detecting non-randomness in point 
patterns. In the next section we examine the third-order properties of 
cluster and inhibition processes for comparison with those for the 
homogeneous Poisson process. 
7.3.3 Third-order properties of cluster and inhibition processes 
It is generally difficult to derive theoretical results for 
bispectra under alternative models to CSR. However, it is possible to 
gain some insight into the third-order properties (and hence the form of 
bispectra) of various models of spatial point processes by forming 
histograms of quadrat counts for a suitable quadrat size. The choice of 
quadrat size is known to be vital if clustering or inhibition are to be 
detected (see, for example, Greig-Smith, 1952; see also Section 2.4.2). 
Nevertheless, the illustrative examples provided here indicate the 
characteristics of third-order moments under cluster and inhibition 
alternatives to CSR. 
For comparison with the homogeneous Poisson process (which 
represents CSR) we take the realisations of a modified Thomas cluster 
process and Diggle's SSI process shown in Figures 7.4 and 7.5, 
respectively. These simulated patterns were presented in Sections 4.3.3 
(see Figure 4.1c) and 4.3.4 (see Figure 4.1e), and they were analysed 
using second-order methods in Chapters 4 and 5. 
• 	Figure 7.4 shows a realisation of a modified Thomas cluster process 
on the unit square. The simulation is based on X P = 36 cluster centres 
(parent events), which are uniformly distributed on the unit square plus 
a guard area of 3G units. Offspring are distributed about their parents 
according to a radially symmetric (isotropic) Gaussian distribution 
function with mean zero and variance a2 = (0.025)2. The number of 
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Figure 7.4: Simulated realisation of a modified Thomas process 
X,=36; r-4 I i=4 	cr=O. 025; N,,=122 Th  
final pattern consists of Nx=  122 events in the unit square (including 
parents) 
Figure 7.5 shows a realisation of Diggle's SSI process on the unit 
square. The final pattern consists of NX = 100 events, with minimum 
inter-event distance 6 = 0.08 units. 
Figures 7.4 and 7.5 also show quadrat counts associated with an 8 x 8 
grid superimposed on the unit square. The quadrat count frequency 
distributions for the realisations of a homogeneous Poisson process (see 
Section 7.3.1), a modified Thomas process and Diggle's 531 process are 
shown in Table 7.1. The intensity of the homogeneous Poisson process 
shown in Figure 7.1 is X = 100 per unit area. For quadrats of side 
0.125 units the intensity is, therefore, 100/64 	1.56 per quadrat. The 
mean number of events per quadrat for the realisation of a homogeneous 
Poisson process is 1.56, with sample variance 1.39 and sample skewness 
0.38. The sample mean and variance are almost identical, as we expect 
for a homogeneous Poisson process. The sample skewness is much less than 
the mean and variance although these three sample statistics should not 
be significantly different. The difference between the mean and the 
skewness is possibly due to the fact that the total number of quadrats in 
the 8 x 8 grid is relatively large. With 64 quadrats the Normal 
approximation to the Poisson distribution may be invoked, whence the 
sample skewness is approximately zero. 
For the realisation of a modified Thomas cluster process shown in 
Figure 7.4 the mean number of events per quadrat is 1.90. The sample 
variance is 7.32, and the sample skewness is 31.84. For this cluster 
model the variance and the skewness both exceed the mean. This suggests 
that the values in the bispectrum for such a process will tend to be 
larger than those in the bispectrum for a homogeneous Poisson process of 
the same intensity. 
For the realisation of Diggle's 331 process shown in Figure 7.5 the 
mean number of events per quadrat is 1.56, with sample variance 0.41 and 
sample skewness 0.03. For this inhibition model the variance and the 
skewness are both less than the mean. This suggests that the values in 
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Figure 7.5: Sirnluated realisation of Diggle's SSI process 
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Table 7.1: Quadrat count frequency distributions for 8 x 8 grids 
superimposed on artificial point patterns 
Quadrat count Frequency distribution 
(number of 
events) Poisson process Modified Thomas process Diggle's SSI process 
0 14 32 1 
1 16 8 30 
2 18 3 29 
3 12 5 4 
4 3 7 0 
5 0 3 0 
6 0 2 0 
7 0 0 0 
8 0 1 0 
9 0 2 0 
10 0 0 0 
11 0 0 0 
12 0 1 0 
Total, N 100 122 100 
Mean 1.5625 1.9063 1.5625 
Variance 1.3929 7.3244 0.4087 
Skewness 0.3804 31.8400 0.0806 
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the bispectrum for a homogeneous Poisson process of the same intensity. 
7.3.4 Summary 
For Baddeley and Silverman's process the mean and variance of the 
number of events per cell are equal. However, the skewness exceeds the 
mean for this process, suggesting that the bispectrum will tend to 
contain larger values than for a homogeneous Poisson process of the same 
intensity. This spectral structure reflects the tightly packed clusters 
of events which are a feature of the model. 
Examination of the quadrat count distribution for the realisation of 
a modified Thomas process suggests that the bispectrum for a cluster 
process will tend to have larger values than that for a homogeneous 
Poisson process of the same intensity. In contrast, the bispectrum for a 
inhibition process will tend to have smaller values than that for a 
homogeneous Poisson process of the same intensity. The patterns in 
bispectral structure mirror the differences in structure of second-order 
spectra exhibited by cluster and inhibition alternatives to CSR (see 
Section 4.4). 
In the next section we described how to calculate sample bispectra 
when the co-ordinates of all events are known. 
7.4 Estimation of bispectra from sample data 
7.4.1 The third-order periodogram 
Let ((x 1 ., x 2 .)} (i = 1, 
..., 
Nx) denote the co-ordinates of N  
points in a rectangular region Q, with sides of length 
1  and l2 	Recall 
from Section 4.5.1 that the second-order periodogram is obtained by 
calculating 
= fxx p w q 	
2 ) = IF 	= {A(P)l 2 + 1B1(p,q)} 2 
where w = (w P r Wq ) = (2Ttp/1 1 , 2rcqI1 2 ). A(P.) 1 B(p 1 q) are the real and 
imaginary parts of the DFT, which is given by 
F(p 1 q) = A(P 1 ) + iB(P 1 ) 
UPU 
-1/2 
= (1112) 	exP{_2miN'(Pxj + qx) I 
where i = /(-1), and x' lj = N X 1j x 	1 	211 and x' j  = NX x2j  /1 2  (j = 1 ..., D1 X
are standardised co-ordinates recommended by Bartlett (1964). 
Brillinger & Rosenblatt (1967a and b) and Brillinger (1972) consider 
estimation of kth-order spectra for one-dimensional time series and 
one-dimensional point processes, respectively. In order to see how to 
extend their results for the second-order periodogram to the third-order 
case, we follow Brillinger & Rosenblatt (1967a and b) and Brillinger 
(1972) and rewrite 
2 = !F(P 1 q)I 
as 	 f(w,-w) = 
Then, extending the results of Brillinger (1972) to the two-dimensional 
case, the third-order periodogram is given by 
fxxx(!1!21!1 - -2 = 	 - p2 ,-q 1 - q 2 ), (7.5) 
where 	 w = (w1. Wqi) = (2mp 1 /l it 2mq 1 11 2 ) 
and w-2  = (w 2 , Wq2 ) = (2irp 2 i'1 1 , 2mq 2 /1 2 ). 
Again, it is conventional to use shorthand notation, 
- 	 - !2 ) 	XX1'2 
We will also use the following shorthand notation: A 1 = 
A2 = A(P22 ); A3 = Ax(P1 - p2,-q1 - q 2 ); B 1 = B(P111 ); 
B 2 = B(P22 ); and B3 = Bx(-pi - p21-q1 - q 2 ). Then, writing (7.5) in 
full, we have, 
= tA(P111 ) + iB(p 1 q 1 )I{A(p 21 q 2 ) 
+ iB(P22) I {A(p - p 2 ,q 1 	q2) + iBx(p1 - p 2 , q1 - q 2 ) 
E {A 1 A 2A 3 - A 3 B 1 B  2 - A 9 B 1 B 3 - A 1 B 2 B 3 } 
+ i{A 2A 3 B 1 + A 1 A 3 B  2 + A 1 A 2 B  3 - B 1 B 2 B 3 1 	 (7.6) 
The choice of integers, p 1 , p 21  q 1 and q 2 should allow all 
combinations of positive and negative integers. However, certain 
symmetries inherent in the third-order moment function, 
allow some reduction in the ranges for which fxxx(!ii!2)  should be 
calculated. By virtue of third-order stationarity we can write 
xxxx , b , c.) 	X(a - b,a - c) = 
where a' = a - b and b' = a - c. Then, by retaining a as the origin 
whilst altering the order of b and c, we have 
xxxx 	- b,a - c) a X ( a - c,a - b) = X(b' , a'). 	(7.7) 
Alternatively, taking b as the origin instead of a, we have 
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- b 	- 	 - 	- c.) = XXX 	 - '• 
Using these symmetry properties we can deduce corresponding symmetries in 
the bispectrum: using (7.7) above we have 
	
xxxi1!2 ) 	XXX2'l' 
and (7.8) gives 
XXX2 - 1'2 	 (7.10) 
Additionally, by swapping the order of the second and third (implicit) 
frequency arguments, we have 
f. XXX 	 fxxx ( !ii!i - !2). 	 (7.11) 
Finally, since the process is real-valued, we have 
xxx(!i!2)l 	 (7.12) 
where * denotes complex conjugate. Expressions (7.9), (7.10), (7.11) and 
(7.12) represent the four basic symmetry properties for the bispectrum. 
Further symmetries may be obtained by applying each of the properties 
reflexively. For example, using (7.10) on (7.9) we have, 
xxxi!2 ) 	XXX2'l 	XXX1 - 
Rosenblatt & Van Ness (1965) and Brillinger & Rosenblatt (1976b) identify 
the choice of frequencies to be used in estimating bispectra for 
(one-dimensional) time series by considering symmetry properties in the 
one-dimensional case. 
The two-dimensional periodogram should be calculated for values of 
one frequency co-ordinate over positive and negative integers and over 
positive integers alone for the other frequency co-ordinate (see Section 
4.5.1). This is because there is one symmetry property associated with 
the two-dimensional spectrum, that is, 
fxxWpWq) 	xxp'q 
In the third-order case we calculate 	 for the followingXXX 
combination of integers: 
P1 = 0, 1, 
..., 	 max' 	p2 = 0 1 1, ..., P i 
q 1 = 0, ±1, . .., ±q; and q 2 = 0, ±1, ..., ±q 11  
where p max 	max and q 	are maximum row and column frequencies of interest, 
respectively. Spectral estimates for all other arrangements of p 1 , p 2 , 
q l  and q2 may be derived from those above. For example, 
XXX1 1 q 1 p 2 ,q 2 ) 	 q1 P2 q 2 ) 
using the symmetry property in (7.12) above. Note, however, that the 
combination of integers p 1 , p2. q 1 and q 2 specified above also includes 
some degenerate cases, for which duplicates of estimates arise. For 
example, if q 1 = 0 then 
E 
To avoid any duplication of estimates we restrict q 1 and q 2 to positive 
integers, and it is then necessary only to calculate 
Ci) 
 q 2 # 0 
 q 1 	0 
 q 1 	# 0, 	q2 	0 0 	 (7.13) 
 q 1 * 0, 	q1 # q2 , 	p1 # p 2 
 q 1 # 0, 	p1 # p2 
 
XXX q 2 ~ 
0, 	p1 ~ p2 
and  q 1 # 0,q 2 ~ 0, 	q1 # q 2 , 	p1 ~ p 2 . 
Note that if p1 = p 2 then 	(v) 	to 	(viii) in 	(7.13) 	produce identical 
estimates to 	(i) to 	(iv), 	because of the symmetry property in 	(7.9). 
The ranges of p 1t p2 . q 1 and q 2 for which estimates should be 
calculated are much more complicated than in the second-order case. The 
main reason for this is because so many more duplications arise when any 
single frequency argument is zero. The restricted set of bispectral 
estimates defined by (i) to (viii) above ensures that no duplication 
arises. This is important because, although the bispectrum is a function 
of four frequency co-ordinates, we need to devise methods for 
representing it in three-dimensional plots for visual assessment of 
bispectral structure. In particular, we will calculate average values 
over one frequency co-ordinate to reduce the four-dimensional function to 
one of three-dimensions, in analogy with Renshaw & Ford's R- and 
9-spectra. We will therefore need to exclude any duplicates of spectral 
estimates from the averaging procedure (see Section 7.4.3 for further 
discussion). 
The choice of p max 	max 
and q 	depends on the number of events, N
X  , and 
upon the scales of pattern which are to be investigated. As in the 
second-order case, there is no maximum frequency imposed by the nature of 
the DFT when dealing with co-ordinates representing locations of events. 
(However, for lattice data, the DFT will begin to repeat at a frequency 
equal to half the length of the data series, and no additional scales of 
pattern can be investigated) . Although it is possible to investigate 
many more scales of pattern in the case of spectra for point patterns, it 
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is necessary to remember that there are only N   degrees of freedom 
available for a pattern containing N X events. Since each spectral 
estimate is based on values from three complex-valued DFT's, the number 
of degrees of freedom associated with the third-order periodogram is 
approximately Nx16. The restriction on the number of degrees of freedom 
is even more severe in the third- than in the second-order case, since 
many degrees of freedom can be accounted for with just a few combinations 
of four frequency co-ordinates. The number of degrees of freedom will be 
especially important if one wishes to devise formal tests for CSR, say, 
based on third-order periodograms. 
Another important aspect of spectral estimates is their sampling 
properties. These are discussed in the next section. 
7.4.2 Sampling properties of bispectral estimates 
Estimates of second-order spectra of point processes are generally 
unbiased but not consistent (see Section 4.5.2) . This is also true in 
the general, kth-order case. Asymptotically unbiased and consistent 
estimates of kth-order spectra may be obtained by smoothing (see 
Bartlett, 1963a, b and 1964, Brillinger & Rosenblatt 1967a and b and 
Brillinger 1972) 
In Section 4.5.2 we extended Brillinger's (1972) results for the 
sampling properties of spectral estimates for one-dimensional point 
processes to the two-dimensional case. We showed that A(P) and 
thereal and imaginary parts of the DFT, are asymptotically 
(that is, as N  -+ ) iid as Normal random variables with mean zero and 
variance fxx(Wpiwq)/2i  except when p = q = 0. We also showed that 
Ax(OtO) is approximately distributed as a Normal random variable with 
mean X and variance 	 and that Bx(OiO)  is identically zero.XX 
Furthermore, distinct components of the DFT are also asymptotically 
uncorrelated (as N  -' i). That is, A(P 1 ). B(pq) A(P'') and 
are all uncorrelated, for p # p' and q # q'. These results 
are used to derive sampling properties of bispectral estimates. 
Asymptotically unbiased and consistent estimates of bispectra may be 
obtained by smoothing 'raw' bispectral estimates (Brillinger 1972). In 
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order to obtain suitable smoothing techniques we niust consider the 
sampling properties of raw spectral estimates. First, we will show that 
the variance of bispectral estimates is inflated when any two frequency 
arguments are the same. Using (7.6) we have, 
Var[f(wi,w2)] = Var[{A 1 A 2 A 3 - A 3 B 1 B  2 - A 2 B 1 B  3 - A 1 B 2 B  3 1 
+ i[A 2A 3 B 1 + A 1 A 3 B  2 + A 1 A 2 B  3 - B 1 B 2 B 3 ]. 
Then, using the independence of A l . A 2 , A 3 , B 1 , B 2 and B 3 , we have 
Var[f(w1iw2)] = {Var[A 1 ]Var[A 2 ]Var{A 3 J + Var[A 3 ]Var[B 1 ]Var[B 2 ] 
• Var[A 2 ]Var[8 1 ]Var[B 3 ] + Var[A1 ]Var[B 2 ]Var[B 3 ]} 
• i(Var[A 2 JVar(A 3 ]Var[B 1 ] + Var[A1 ]Var[A 3 ]Var[B 2 ] 
+ Var[A 1 ]Var[A 2 ]Var[B 3 J + Var[B 1 ]Var[B 2 ]Var{B 3 ]j. 
Finally, using the result Var[A(P1q)] = fxx(w)/2, we have 
Var[f(w1iw2)] = 21(1 + i ) fxx ( wi ) fxx(w2 ) fxx(w3). 
However, when w = 2 = w we have 
Var[f(w,w)] = Var[{A l 2 A 3 - A 3 B  1 2 - 2A 2 B 1 B 3 1 
+ U2A 2A 3 B 1 + A 1 B 3 - B 1 B 3 ] 
= Var[A l 2 ]VarEA 3 ] + VarA 3 ]Var[B 1 2 ] + 2Var[A 2 ]Var[B 1 ]Var[B 3 ] 
+ i{2Var[A 2 ]Var[A 3 ]VartB 1 ] + Var[Al 2 ]Var[B 3 ] + Var[B 1 2 ]Var[B 3 ]}. 
Now, (A(P)l 2 is asymptotically distributed as fx(w)!2  times a 
X2- random variable with one degree of freedom, whence 
Var[{A(P)}2] = 	xx(!)2l2 so we have 
Var[f(w,w)] = (1 + i) {f(w) } 2 f( 2) 
Similarly, if= 	= 	- 2 (that is, if w1 = -2 	= w, say) then 
A1 = A 3 and B 1 = B 3 , whence 
Var 	 = (1 + U 	2 fxx( 2 .XXX 
Finally, if w 2 = w 3 (that is, if w1 = _2!2 = 2w, say) then A 2 = A 3 and 
B 2 = B 3 , whence 	
2 
Var[f(2w,-w)] = (1 + i) {f ( (  M) I fxx (2w ) 
Thus, if any two frequency arguments are the same then the variance of 
the bispectral estimate is doubled. 
Further complications arise when estimating the bispectrum on 
sub-manifolds. Recall from Section 7.2.3 that the bispectrum exists only 
on the principal manifold, 1w1 + w2 + w 3 = 01. The subsets 1w 1 = 
1 !2 = 01 and 	+ 2 = 01 are called sub-manifolds of the principal 
manifold. The sampling properties for estimates on sub-manifolds are 
always different to those for estimates off sub-manifolds (see Brillinger 
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& Rosenblatt, 1967a and b and Brillinger 1972). For example, we have the 
following result, obtained by extension of the results of Brillinger 
(1972) to the two-dimensional case, 
xxx'2 = {A1(O,O) + iBx ( O:O ) I { Ax ( W p 2iWq 2 ) 
+ 	 HI A  } {Ax(_Wp2_Wq2) + iBx ( wp 2i_wq 2 )  I 
Nx[x ( Wp2IWq2H 2 + IBX ( WP2Wq2 )}2 1 
= Nxfxx ( w2 ) . 
Similarly, we have 
- 	 - 	 3 
= Nxfxx ( wi ) fXXX ( wl , wl ) = Nxfxx(wi) and f X°'° = 
That is, on sub-manifolds, the bispectral estimates are proportional to 
estimates of lower-order spectra. Brillinger & Rosenblatt (1967a) 
suggest using the average of estimates close to a sub-manifold, but not 
actually on it, in order to obtain estimates of kth-order polyspectra on 
sub-manifolds (in the context of one-dimensional time series analysis). 
Note that there are no problems associated with estimates which are very 
close to a sub-manifold but not actually on it. This is because the 
problems only occur when one of the DFTs is calculated using p. = q = 0 
= 1, 2 or 3). In order to obtain asymptotically unbiased and 
consistent estimates of the bispectrum, Brillinger & Rosenblatt (1967a 
and b) and Brillinger (1972) suggest the use of smoothing techniques 
which avoid sub-manifolds. Estimates for which any two frequency 
arguments are identical also require special attention because they have 
twice the variance of other estimates. For example, they can be 
incorporated by smoothing with weights inversely proportional to the 
variance of individual estimates. 
More formal statements of the sampling properties are required in 
order to devise formal statistical tests for CSR, say. Development of 
such tests is beyond the scope of this study, since devising a technique 
for graphical representation of the complex-valued bispectrum which is 
defined in four-dimensional space is, in itself, a non-trivial exercise. 
The above discussion of sampling properties covers the important points 
which need to be considered in an exploratory analysis. This is 
sufficient for this preliminary investigation of the technique of 
bispectral analysis of spatial point processes. Some suggestions for 
constructing formal tests for CSR will be outlined in Section 7.6.2. In 
the next section we discuss some methods for smoothing the 
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four-dimensional bispectrum in order to obtain two- and three-dimensional 
representations which are suitable for visual assessment of spectral 
structure. 
7.4.3 R- and 8-spectra in the third-order case 
The third-order spectrum is a function of six frequency 
co-ordinates, w 11 , w12 , w 21 , w22 , w 1 and w32 , although only four of 
these are needed explicitly, sinc-e w 31 = -w11 - w21 and w32 = -w12 - w22 . 
However, it is extremely difficult to display a function of four 
arguments in just three dimensions. We saw in Section 7.2.4 that the 
third-order intensity function, X(a , b , c) , reduces to a function of 
three arguments for the case of a stationary, isotropic spatial point 
process. Unfortunately, there is no corresponding reduction in the 
frequency arguments for the bispectrum. Nevertheless, it is of practical 
interest to consider forms of the bispectrum analogous to R- and 
8-spectra which were introduced by Renshaw & Ford (1983 and 1984) for 
highlighting scales of pattern and directional components in the 
second-order periodogram. In the second-order case, scales of pattern 
are analysed through the R-spectrum, which is a plot of all elements with 
approximately the same frequency magnitude, /(w 2 + w 2 ) (see Section 
4.6.1) . Directional components are analysed through the 8-spectrum, 
which is .a plot of all elements with approximately the sane frequency 
angle tan'(wp/wq ). Renshaw & Ford (1983 and 1984) stress the need for 
investigation of the full Cartesian spectrum in addition to the polar 
spectra. Ideally, we would wish to look at the structure of the 
bispectrum in four-dimensional space, but since this is so difficult to 
represent graphically various three-dimensional and two-dimensional polar 
versions of the bispectrum will be employed here. 
We extend Renshaw & Ford's R- and 8-spectra to the third-order case 
as follows: we define the R 2-spectrum, f 2 (p 1l q 1 r 2 ). as a 
three-dimensional plot of all elements with approximately the same 
frequency magnitude /(w 21 2 + w22 2 ). For each value of 
(p 1 = 0, 1, 
..., 	 max 	P2 = 0, 1, ..., p 1 	= 0, ±1, ..., 
= 0, ±1, ..., ±qmax) we evaluate r 2 = /(p 2 + q 2 2 ), and we then 
calculate the average bispectral value in each of the intervals, 
333 
1 :~ r 2 < 2, 2 ~ r 2 < 3, ... Individual ordinates of the bispectrum which 
contribute to ordinates of the R 2 -spectrum are weighted inversely 
according to their relative variance (that is, any ordinates for which 
two frequency arguments are identical are multiplied by (V2) - 1  before 
calculating the average bispectral value because such ordinates have 
twice the variance of other ordinates); estimates on sub-manifolds are 
ignored because of their different sampling properties (see Section 
7.4.2); duplications inherent in the spectrum are avoided by using parts 
(U to (viii) of (7.13) in Section 7.4.1. The R 2-spectrum can then be 
represented graphically in three dimensions in order to allow 
investigation of bispectral structure over different scales and 
directions for the first frequency argument, and over different scales 
only for the second frequency argument. 
Other three-dimensional representations of the bispectrum are 
obtained in a similar manner. The R 1 -spectrum, f 1 (r 1l P2l2 ). is a plot 
of all elements with approximately the same frequency magnitude 
V(W 11 
2 	2 + w12 ). The ®2-spectrum, f 2 (P 1 q 1i (9 2 ). is a plot of all 
elements with approximately the same frequency angle tan (w 21 /w 22 ). The 
E 1 -spectrum, f 1 (O1t p 2 q 2 ), is a plot of all elements with approximately 
the same frequency angle tan 
Incorporating smoothing over two of the four frequency co-ordinates, 
w11 , w 12 , w21 and w 22 , we obtain two-dimensional representations of the 
bispectrurn. We define the third-order R-spectrum, fR(rlr2). as a 
two-dimensional plot of all elements with approximately the same 
, frequency magnitudes y (w11 2 + w12 2 ) and y (w21 2 + w22 2 ) . For each value 
of 	 (p1 = 0, 1, . .., 	 max 	2  = 0, 1 1 ..., p 1 ; 
q 1 	 max 
, ..., = 0, ±1 	±q 	; q, = 0, ±1, ..., ±qmax) we evaluate 
r 1  = /(p 1 + q1 ) and r 2  = (p 2 + q2 ) and calculate the average 
bispectral value in each of the intervals, 
1 _~ r 1 <2, 2 	r1 0, .. .; 	 1 	r2 <2, 2 r 2 < 3, ..., r 1 - 1 ~ r 2 	r1 . 
Again it is necessary to weight individual elements inversely according 
to their relative variance (in order to take account of the doubling in 
variance whenever two frequency arguments are the same), and to ignore 
estimates on sub-manifolds (since these have different sampling 
properties to all other estimates) . The R-spectrum allows investigation 
of scales of pattern only. 
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Other two-dimensional representations of the bispectrurn are obtained 
in a similar manner. The third-order 0-spectrum, f(O 11 62 ), is a 
two-dimensional plot of all elements with approximately the same 
frequency angles tan 1 (w 11 1w12 ) and tan 1 (w 21 /w22 ), and it allows 
investigation of directional components only. Mixtures of scales of 
pattern and directional components may be examined using mixed R- and 
(9-spectra. The Re1-spectrum, fR8l(r1162)f  is a two-dimensional plot of 
all elements with approximately the same frequency magnitude 
+ w 2 ) and approximately the same frequency angle tan 1 (w 21 /w22 ). 
The R82-spectrum, fR82(Olr2)f  is a two-dimensional plot of all elements 
with approximately the same frequency angle tan 1 (w 11 /w12 ) and 
approximately the same frequency magnitude /(w 21 2 + w22 2 ). The R01 - and 
the Re2-spectra allow investigation of scales of pattern in one frequency 
variable and directional effects in the other. 
In addition to the fact that the bispectrum exists in a sub-set of 
four-dimensional space it is complex-valued. Brillinger & Rosenblatt 
(1967b) use the squared amplitude of the bispectrum (of a one-dimensional 
time series) to investigate bispectral structure. We extend Brillinger & 
Rosenblatt's technique to the bispectrum of a (two-dimensional) spatial 
point process. We calculate 
	
xxx ( !1t!2 ) = If XXX (!1t!2) 2 = [Re {f(witw2) }2 + 	w rn{fxxx(iw2) 2 
where Refz1 and llm{z} denote the real and imaginary parts of a complex 
value z. Brillinger & Rosenblatt (1967b) suggest two possible methods of 
estimating the squared amplitude in the one-dimensional case: either 
smooth the real and imaginary parts of the raw bispectrum first, and then 
calculate the squared amplitude of the smoothed bispectrum; or estimate 
the amplitude of the bispectrum from raw periodogram ordinates, and then 
smooth the estimated amplitude. They report some evidence for preferring 
the first technique. In the two-dimensional case, we could calculate 
polar versions of the bispectrum and then plot the squared amplitudes of 
the polar spectra. Alternatively, we could calculate the squared 
amplitude of the bispectrum and then calculate the polar versions. 
Brillinger & Rosenblatt's (1967b) comments suggest that the first method 
is preferable. We will therefore use the first method. For example, the 
squared amplitude of the R 2-spectrum is given by 
( 	r)= if 	( r) 2 R2 1''2' 2 2 	R2 '1'l' 2 =Ralf 2 (p 1 q 1I r 2 )J + Umf 2 (p1f q 1 r 2 )} 
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Similarly, the squared amplitude of the third-order R-spectrum is given 
by 
R (r lIr2 ) = 	R(rl,r2) 12 
=Reif (r1,r2)}2 )1 + llm{fR(rl,r22. 
Under the null hypothesis of CSR the expected value of third-order 
periodogram ordinates, fxxx(wi,w2) , is given by Xx,  the intensity per 
unit area (see Section 7.3.1). We therefore scale the raw ordinates of 
the third-order periodogram to have expected value unity under CSR by 
dividing by the observed intensity per unit area, that is, XX = Nx. 
2 Alternatively, we can divide by N  	after calculating the squared 
amplitude of the R 2-spectrum, or the third-order R-spectrum, say. The 
scaled squared amplitude of the R 2 -spectrum is, therefore, given by 
2 
R2(PlP21r2 )IN X . Similarly, the scaled squared amplitude of the 
third-order R-spectrum is given by kR(rllr2)/NX2. 
Some of the suggestions for calculating polar spectra in the 
third-order case will be illustrated in the next section, using the 
simulated spatial point patterns which were discussed in Section 7.3. In 
particular, we will examine bispectral structure using the R 2 -spectrum 
and the third-order R-spectrum. 
7.5 Illustrative examples of sample bispectra for artificial patterns 
7.5.1 Introduction 	 - 
Two forms of estimates of the squared amplitude of sample bispectra 
are obtained for each of the simulated patterns, using the methods 
suggested in Section 7.4.3. Figure 7.6 shows three-dimensional 
representations of the bispectral squared amplitude, that is the scaled 
squared amplitude of the R 2 -spectrum, 	 for each of the 
simulated patterns described in Sections 7.3. The ranges p 1 .=  
q 1 = 1, ..., 8 and r 2 = 1, ..., 11 are used here. These ranges are 
determined by the need to provide a plot of the three-dimensional 
representation of the bispectrum at a scale which can be assessed 
visually. The ranges chosen provide coverage of scales of pattern which 
were found to be critical scales in the structure of the second-order 
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Figure 7.6: Scaled, squared amplitude of R 2 -spectrum for artificial patterns 
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Figure 7.6: (continued) 
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periodogram (see Chapter 4). 
The plots in Figure 7.6 are obtained by adapting the graphics 
package EASYGRAPH (University of Edinburgh). Easygraph produces 
two-dimensional plots--here it is used to produce several layers of 
two-dimensional plots on the same graph. In order to display a 
three-dimensional function on a two-dimensional display we use the 
following method (see, for example Haroney, 1986). Let (h, v) denote the 
two-dimensional co-ordinate system used by EASYGRAPH. Then to project a 
three-dimensional point (x, y, z) onto (h, v) we need to describe the 
origin, the point itself and the axes of the three-dimensional system in 
terms of EASYGRAPH's native horizontal and vertical co-ordinate system. 
The origin (0, 0, 0) is defined by the horizontal and vertical 
co-ordinates representing a chosen location, (h 0 , v 0 ), in the 
two-dimensional system. Each of the three axes is defined by the angle 
it forms with a horizontal line extending from the origin, (h 0 , v0 ), in a 
positive direction. Let a, a, and a denote the angles made by the x, 
y and z axes, respectively. Then it is possible to project a point 
(x, y, z) onto the two-dimensional co-ordinate system (h, v) using the 
transformation: 
h = xcos(cz) + ycos((x) + zcos(a)  + h0 
and 	 v = xsin((x) + ysin(a) + zsin((r) + v 0 . 
The choice of a x , a y 
	z 
and a determines the orientation of the 
three-dimensional grid in the two-dimensional display. In this case we 
choose a = 15 0 , a = -15 0  and a 	90 0 . By altering the choice of a x 	y 	 z x 
a 
y 	z and a we can rotate the grid so that it can be viewed from different 
angles. We also take h 0 = v0 = 0, so that the origin of the 
three-dimensional co-ordinate system coincides with the origin used by 
EASYGRAPH. 
We can represent the three-dimensional point (p 1 , q 1 , r 2  ) in a 
two-dimensional plot using the method described above. However, we also 
wish to display the scaled squared amplitude of the estimated bispectrum, 
A. R2 ( P1sP21r2 ) IX f which is associated with the point (p 1 , q 11 r 2 ). In 
order to do this, we use coloured symbols to represent different 
intervals of values. Figure 7.6a shows the sampling grid for the scaled 
estimates of the squared amplitude of the bispectrum. It also shows the 
angles a x , a y and a 
z 
 which determine the orientation of the grid. The 
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numbers of raw elements of the third-order periodogram which are used in 
the averaging procedure at each point of the grid are shown in Figure 
7.6a using coloured symbols. The middle layers of the plot are based on 
more elements than those at the extremes of the plot. 
Figures 7.6b, c, d and e show the estimated R 2 -spectra obtained for 
the simulated patterns shown in Figures 7.1, 7.2, 7.4 and 7.5, 
respectively; that is, for the Poisson process, Baddeley and Silverman's 
process, the modified Thomas cluster process and Diggle's SSI process. 
The values in parts b to e of Figure 7.6 are shown on the same 
(logarithmic) scale, which was chosen by trial and error, as a means of 
highlighting differences between the bispectra for the different 
patterns. Values less than or equal to 0.085 are represented by black 
symbols; values between 0.085 and 0.85 by blue symbols; values between 
0.85 and 8.5 by purple symbols; values between 8.5 and 85 by red 
symbols; and values greater than 85 by orange symbols. The number of 
symbols which can be used in the plots is restricted by EASYGRAPH. 
The three-dimensional plots of R 2 -spectra give a useful qualitative 
indication of the values in the bispectrum. However, there is a great 
deal of information in them which can be difficult to interpret in this 
form. In addition to the three-dimensional representation of the 
bispectrum, a two-dimensional representation, namely the third-order 
R-spectrum, is also calculated here. This two-dimensional representation 
is used to provide quantitative information on spectral structure. The 
third-order R-spectrum gives information about scales of pattern only. 
We could get information about directional components by using, for 
example, the third-order ®-spectrum. 
Third-order R-spectra are calculated here for r 1 = 1, ..., 11, 
r 2 = 1 1 . .., r, for each simulated pattern. The scaled amplitude of the 
third-order R-spectrum, /LAR2(rl,r2)/NX, for the Poisson process, Baddeley 
and Silverman's process, the modified Thomas cluster process and Diggle's 
SSI process are shown in Tables 7.2 a, b, c and d, respectively. Table 
7.2e shows the number of elements used in the averaging procedure for 
each part of the table of r 1 , r 2 pairs. The squared amplitude is used in 
the three dimensional plots since even the very large values can be 
represented easily using coloured symbols, and because the asymptotic 
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Table 7.2a: Scaled amplitude of third-order R-spectrum, 
for the homogeneous Poisson process 
r 1 r 2 
1 2 3 4 5 6 7 8 9 	10 	11 
1 4.50 . . . . . . . 
2 0.49 1.10 . . . . . . 
3 1.03 1.56 1.43 . . . . . . 
4 1.59 1.55 0.83 0.75 . . . . . 
5 1.54 1.31 1.31 0.97 0.83 . . . . 
6 1.08 0.76 0.52 0.94 0.43 0.58 . . . 
7 1.95 0.67 1.34 0.99 0.95 0.04 0.29 . . 
8 0.73 0.43 0.90 1.75 0.61 0.34 1.48 0.26 . 
9 1.96 0.14 1.60 1.36 0.96 0.44 1.26 1.02 0.70 
10 0.54 2.94 1.66 1.91 0.62 0.39 1.20 1.24 1.60 	3.23 
11 0.92 0.78 1.09 0.86 0.97 0.48 0.81 0.74 0.42 1.28 	1.06 
Table 7.2b: Scaled amplitude of third-order R-spectrum, 
for Baddeley & Silverman's process 
r 2 
1 2 3 4 5 6 7 8 9 	10 	11 
1 10.69 . . . . . . . . 
2 3.74 1.90 . . . . . . . 
3 4.90 1.73 0.80 . . . . . . 
4 4.24 1.29 1.47 1.49 . . . . . 
5 4.53 1.61 1.79 1.13 1.39 . . . . 
6 2.38 0.75 0.77 1.07 0.98 1.11 . . . 	 . 
7 3.99 2.18 1.21 1.07 1.24 0.63 0.67 . . 	 . 
8 3.51 0.29 1.22 0.94 0.47 0.39 0.53 0.93 . 	 . 
9 4.94 2.36 1.78 1.41 0.89 0.87 1.22 1.36 1.34 . 
10 4.85 0.58 1.64 0.66 0.54 0.44 0.72 1.41 2.15 	0.97 
11 4.91 3.91 4.29 0.58 0.30 1.20 0.89 1.76 2.86 2.73 	2.01 
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Table 7.2c: Scaled amplitude of third-order R-spectrum, 
for the modified Thomas process 
r 2 
1 2 3 4 5 6 7 8 9 	10 	11 
1 41.38 . . . . . . . 
2 51.45 17.12 . . . . . . . 
3 19.22 7.79 8.87 . . . . . . 
4 12.44 13.59 9.63 8.31 . . . . . 
5 13.94 11.09 4.69 4.93 2.01 . . . . 
6 14.36 10.65 6.08 5.23 3.76 3.92 . . . 
7 20.26 18.27 6.27 5.50 3.56 4.98 5.50 . . 	 . 
8 2.22 6.97 3.77 3.31 3.70 2.97 1.83 0.57 . 
9 11.89 7.83 4.75 4.34 3.16 3.10 3.87 1.54 1.38 
10 10.15 6.97 1.80 5.94 3.49 3.03 3.15 1.39 1.14 	5.14 
11 6.32 3.76 2.35 2.51 1.92 1.22 0.16 0.25 0.98 4.12 	4.56 
Table 7.2d: Scaled amplitude of third-order R-spectrum, 
for Diggle's SSI process 
r 1 
1 2 3 4 5 6 7 8 9 	10 	11 
1 0.019 . . . . . . . . 
2 0.008 0.045 . . . . . . . 
3 0.033 0.011 0.026 . . . . . . 
4 0.011 0.060 0.016 0.113 . . . . . 
5 0.061 0.050 0.044 0.025 0.066 . . . . 
6 0.005 0.060 0.039 0.119 0.115 0.027 . . . 	 . 
7 0.049 0.149 0.181 0.045 0.140 0.123 0.280 . . 	 . 
8 0.058 0.094 0.303 0.113 0.121 0.073 0.261 0.559 . 	 . 
9 0.058 0.013 0.101 0.226 0.087 0.173 0.193 0.712 0.556 	. 
10 0.091 0.176 0.163 0.114 0.103 0.077 0.184 0.464 0.299 0.404 
11 0.078 0.345 0.245 0.246 0.165 0.230 0.325 0.511 1.045 	0.560 	2.038 
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Table 7.2e: Number of raw periodogram ordinates which contribute to the 
scaled amplitude of the third-order R-spectrum, 
1 2 3 4 5 6 7 8 9 	10 	11 
1 2 . . . . . . . 
2 6 8 . . 
3 10 16 18 . . . . . . 
4 26 46 58 92 . . . . . 
5 22 40 54 106 70 . . . . 
6 34 64 90 186 134 156 . . . 
7 34 64 90 190 148 194 158 . . 	 . 
8 42 80 114 246 196 266 234 236 . 
9 40 80 118 264 208 286 256 268 190 	. 
10 12 24 36 84 72 104 92 96 76 18 
11 12 24 36 84 72 108 104 104 112 	92 	16 
t Note that it is inappropriate to base a test on"AR (rl?r2)  if 6n r > Nx. 
where n is the number of raw periodograrn ordinates used to calculate 
A. R(rl1r2) and  N   is the number of events in the sample pattern. 
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distribution of the squared amplitude is that of a scaled X 2_ random  
variable (Brillinger & Rosenblatt, 1967a and b and Brillinger, 1972; see 
also Section 7.6.2) . However, since we wish to quantify the differences 
in spectral structure between the different patterns, and because the 
range of values in the squared amplitude of the bispectrum is so large, 
the positive square root of the squared amplitude has been used in Table 
7.2. The third-order R-spectrum condenses the information contained in 
the three-dimensional R 2 -spectrum and is somewhat easier to interpret. 
Under the null hypothesis of CSR the expected value of the scaled 
amplitude of the third-order R-spectrum is unity. The structure of 
sample bispectra for each of the artificial patterns is discussed below. 
Note that this analysis is based purely on visual assessment of the plots 
and tables. Formal tests for departures from CSR are beyond the scope of 
this study. However, some suggestions for constructing formal tests for 
CSR are discussed in Section 7.6.2. 
7.5.2 The homogeneous Poisson process 
Figure 7.6b shows the scaled squared amplitude of the R 7-spectrum 
for the realisation of a homogeneous Poisson process shown in Figure 7.1. 
Most of the values in the bispectrum lie between 0.085 (represented by 
blue symbols) and 85 (represented by red symbols) , although several 
values exceed 85 (represented by orange values) 	There is evidently a 
large amount of variability in the values, but there is no apparent 
structure in the periodogram for this pattern. The three-dimensional 
representation of the bispectrum only conveys qualitative information. 
To quantify the spectral values we examine the third-order R-spectrum. 
Table 7.2a shows the corresponding third-order R-spectrum for the 
Poisson process which incorporates futher smoothing. There is no 
apparent structure in the values shown in Table 7.2a. However, although 
most of the values are less than 2, there are a few large values. In 
particular, /R2(rl,r2)/NX = 4.50 at r 1 = r 2  = 1; /R2(rl,r2)/NX = 3.23 
at r 1 = r 2 = 10; and /R2(rl,r2)/NX = 2.94 at r 1 = 10, r 2 = 2. These 
indicate the variability inherent in the sample bispectrum of the Poisson 
process, even after considerable smoothing. 
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The conclusion from visual inspection of the plot and table for the 
Poisson process is that there is no apparent structure in the hispectrum 
for this process. This corresponds to the theoretical result that the 
bispectrum for the homogeneous Poisson process is constant at all 
frequencies (see Section 7.3.1). 
7.5.3 Baddeley and Silverman's process 
Figure 7.6c shows the squared amplitude of the bispectrum for the 
realisation of Baddeley and Silverman's process which is shown in Figure 
7.2. It appears that the values in this bispectrum are generally larger 
than those for the Poisson process. For r 2 = 1 there are 39 values 
greater than 85 (represented by orange symbols), compared with only three 
such values in the bispectrum for the Poisson process. Moreover, there 
are also some very small values in the bispectrum for Baddeley and 
Silverman's process; for example, there are 9 values less than 0.035 for 
r 2 = 4 (represented by black symbols) compared with only two in the layer 
for r 2 = 4 in the bispectrum for the random process. It appears that 
both high frequency and low frequency components are detected in the 
bispectrum for this model. These correspond to inhibition at a 
relatively small scale (high frequency) and a few small clusters with 
large gaps in between (corresponding to large low frequency components). 
Both types of pattern are features of Baddeley and Silverman's model. 
Even for large values of r 2 there still seem to be some very large values 
and some very small values in the bispectrum (these are represented by 
orange and black symbols, repectively) . The bispectrurn for this model 
is, therefore, different from that of the Poisson process even at the 
highest frequenci.es included in the plot; In order to quantify 
differences between bispectral amplitudes for Baddeley and Silverman's 
process and those for the homogeneous Poisson process (representing CSR) 
we examine the third-order R-spectrum. 
The third-order R-spectrum for Baddeley and Silverman's process 
(Table 7.2b) contains some quite large values (for example, values 
greater than 4 for each of r 1 = 1, 3, 4, 5, 9, 10 and 11 when r 2 = 1) 
although the values are more similar to those obtained for the bispectrum 
of the Poisson process at higher frequencies. The fact that there are 
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large values at low frequencies is related to the occurrence of a few 
tightly packed clusters in Baddeley and Silverman's process. At high 
values of r 1 and r 7 the values of /.R2(rl$r2  )IN  X  are also larger than 
expected under CSR because the model incorporates inhibition at a scale 
of 1/15 units. 
7.5.4 The modified Thomas process 
Figure 7.6d shows the squared amplitude of the bispectrum for the 
realisation of a modified Thomas cluster process shown in Figure 7.4. 
There are only 24 values less than or equal to 0.085 (represented by 
black symbols) in the entire plot. Only S of these occur at values of 
r 2 ---. 4 (and there is only one such value in each of the layers for r 2 = 1 
and 2) . The values for the layer for r 2 = 1 (the bottom layer of the 
plot) are extremely high: nearly all the values exceed 8.5 (represented 
by red or orange symbols) . The large values are present at low 
frequencies; as r 2 increases, a greater proportion of values lie in the 
range 0.85 to 8.5 (represented by purple symbols) . These values also 
appear to be concentrated at larger values of p 1 and q 1 , within each 
layer of the plot. This behaviour is a three-dimensional analogue of 
that observed in the second-order spectrum for the modified Thomas 
cluster process, which is characterised by large values at low 
frequencies (see Sections 4.4.2 and 4.7.4) . For large r 2 (for example, 
= 10, 11) the bispectrum of the modified Thomas cluster process 
appears to have values more similar in magnitude to those in the 
bispectrum for the homogeneous Poisson process. 
Table 7.2c shows the third-order R-spectrum for the modified Thomas 
cluster process which contains some very high values. The maximum, 
11R2(rl1r2)/NX = 51.45 occurs at r 1 = 2, r 2 = 1. There are many more 
high values at low frequencies than at high frequencies. Furthermore, 
the values at high frequencies tend to be much more similar in magnitude 
to those in the bispectrum for the Poisson process. This structure is 
related to the scale of clusters in the modified Thomas process. The 
cluster diameter is approximately 6cr = 0.15 units, so that there is 
virtually no correlation between events which are separated by more than 
0.15 units. This corresponds to values of 
V 
 i .(r ,r )/N. which are R 	1 2 	X 
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closer to unity for wavenumbers r 1 , r 2 ~ 7, compared to the values for 
small wavenumbers r 1 and r 2 . 
7.5.5 Diggle's SSI process 
Figure 7.6e shows the squared amplitude of the bispectrum for the 
realisation of Diggle's SSI process shown in Figure 7.5. ifl this case, 
there are very many values below 0.085 (represented by black symbols) 
The low values also appear to be concentrated at low frequencies. In 
higher layers of the plot (r 2 L 5) other values are present, includ i ng 
several in the range 0.35 to 8.5 (represented by purple symbols), and 
even some in the range 8.5 to 85 (represented by red symbols). For 
r 2 = 11 there are not many observations on the plot, but amongst the 18 
which are present (all at a relatively high value of p,, for which 
2 	2 
= /(p 1 + q 1 ) will also be quite large) only 4 values less than 
0.85 are present (represented by two black symbols and two blue 
symbols) . This indicates that at high frequencies the values in the 
bispectrum of Diggle's SSI process are more similar in magnitude to those 
for the homogeneous Poisson process of the same final intensity. This is 
very similar to the structure observed in the second-order periodograrn 
for this model (see Section 4.7.6). The second-order spectrum is 
characterised by an absence of spectral power at low frequencies and a 
relatively flat spectrum elsewhere (similar to that of a homogeneous 
Poisson process of the same intensity) . As with the modified Thomas 
cluster process, the third-order spectrum has the structure of a 
three-dimensional analogue of the second-order spectrum: that is, each 
layer of the third-order spectrum has similar structure to that of the 
second-order spectrum. 
In order to quantify differences between values in the bispectra for 
Diggle's SSI process and the homogeneous Poisson process, we examine the 
third-order R-spectrum. In contrast to the high values in the bispectrum 
of the cluster process, the third-order R-spectrum for Diggle's SSI 
process (Table 7.2d) contains some very low values. The minimum is 
/R2(rl,r2)/NX = 0.005, which occurs at r 1 = 6, r,, = 1. Some larger 
values occur at higher frequencies, but the very low values at low 
frequencies are characteristic of this hispectrum. The reason for this 
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structure is that the minimum inter-event distance is 6 = 0.08 units. 
This scale of inhibition corresponds to a frequency component with 
wavenumber r 	13. Thus, for high values of r 1 and r 2 the value of the 
scaled amplitude of the third-order R-spectrum exceeds unity. For 
example, /R2(lu,11)INX = 2.038. 
7.5.6 Summary 
Although we have given no theoretical justification for calculating 
the three-dimensional or two-dimensional representations of the 
bispectruin (such as, simplifications as a result of isotropy) these 
methods do appear to be of value in practice. There are no directional 
effects present in the models for which realisations were used to 
investigate bispectral structure here, so that the analysis of scales of 
pattern is of prime importance. However, various other representations 
of the 'bispectrum could be used to investigate directional effects. Note 
also, that since the (theoretical) bispectrum for a homogeneous Poisson 
process is uniform at all frequencies, smoothing over r 2 , say, does not 
mask structure in the bispectrum. Corresponding smoothing of sample 
spectra for other patterns can be used as a basis for detecting 
departures from CSR. 
All of the sample bispectra examined here for the artificial 
patterns are in agreement with the structure of bispectra which was 
predicted in Section 7.3. That is, there is no apparent structure in the 
bispectrum for the Poisson process, although there is a considerable 
amount of variation between values. The bispectrurn for Baddeley and 
Silverman's process has large low frequency components and there is also 
some evidence of some very low values at high frequencies which 
distinguish the bispectrum of this model from that of the Poisson 
process. The differences in bispectral structure between Baddeley & 
Silverman's process and the homogeneous Poisson process arise because of 
small, tightly packed clusters and regularity elsewhere. The modified 
Thomas cluster process has large components at low frequencies in the 
bispectrum, whereas Diggle's SSI process has very low values at low 
frequencies. However, we can use second-order spectral analysis to 
distinguish between a random point pattern (CSR) and a pattern containing 
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clusters, or between CSR and a pattern displaying inhibition. The 
potential of the third-order spectral analysis for detecting 
non-randomness of the type exhibited by Baddeley and Silverman's process 
is of greater importance, since second-order methods cannot detect such 
non-randomness. 
This chapter has been concerned with preliminary investigation of 
third-order spectral analysis of spatial point processes. In particular, 
methods of representing the complex-valued bispectrum, which is defined 
in four-dimensional space, have been developed here. These form an 
important first step in the development of bispectral analysis as a means 
for detecting non-randomness. The present study could be extended to a 
more detailed evaluation of the potential of the technique. Some 
possible extensions are outlined in the next section. 
7.6 Comments and conclusions 
7.6.1 Representation of bispectral estimates 
In this study we have aimed to represent a complex-valued function 
defined in four-dimensional space as the average amplitudes in three- and 
two-dimensional space. This is achieved by defining the three-dimensional 
R 2 -spectrum and the two-dimensional third-order R-spectrum. The former 
shows average values for the scale and direction of one frequency 
argument and just the scale for the second frequency argument. The. 
latter represents scales of pattern only. There is no theoretical 
justification for these functions in terms of reduction in arguments due 
to isotropy. However, the theoretical bispectrum for the homogeneous 
Poisson process (the null model for CSR) is constant at all frequencies. 
The R 2 - and third-order R-spectra are, therefore, constant for this 
process and we can use this as a basis for examining corresponding 
functions for sample patterns for detecting departures from CSR. 
We have used the amplitude of the complex-valued R 2 - and third-order 
.R-spectra here. The amplitude of the bispectrum measures intensity of 
the third-order moment of the number of events of a point process. We 




to see if this provides any additional information about processes which 
generate spatial pattern. Phase spectra are possibly less useful in this 
context than in the analysis of cross-spectra for bivariate patterns, 
where they can be used to determine whether events of one process 
correspond to the events of the other process subjected to a linear 
translation (see Section 6.7.5). 
We have used forms of bispectra through which spectral structure at 
different scales of pattern can be examined. In order to investigate the 
possibility of directional features contributing to spectral structure we 
could use the (three-dimensional) 02 -spectrum or the (two-dimensional) 
third-order e-spectrum which were defined in Section 7.4.3. 
7.6.2 Formal tests for CSR based on the third-order periodogram 
In order to develop formal tests for CSR based on third-order sample 
spectra we need to specify the sampling properties of bispectral 
estimates. The results obtained here (see Table 7.2) show that 
considerable variation in bispectral amplitude is present even after 
smoothing over frequency angles tan 1 (w 11 /w 12 ) and tan 1 (w 21 /w22 ). 
Brillinger & Rosenblatt (1967a and b) and Brillinger (1972) discuss 
sampling properties of bispectral values in the context of 
one-dimensional time series analysis and one-dimensional point processes, 
respectively. In particular, bispectral estimates are unbiased (see, for 
example, Brillinger, 1972). In the two-dimensional case we have the 
following results for the variance of bispectral estimates, excluding 
those on sub-manifolds (that is, for w 1 0 0. w ~ 0 and 	
- 
!2 ;d 0) 
	
(1 + i)(fxx(wH2exx(2w) 	if w1 = !2 = 
(1 + i) (f Ml 2 f (2w) if w = -2 1 w, = 
Var{f ( wi , w2 ) J = 	 2 	
1 
_ 	+ i) 	 f(2w) 	if 	= -2w., = 2w;41 
2 (1 + i)fxx(Wi)fxx(W2)fxx(w3) if 
, 
!21 w 3 distinct. 
(see Section 7.4.2) . Under the null hypothesis of CSR, represented by 
the homogeneous Poisson process, we have 
= xx V 
(see Section 7.3.1) . Under this null hypothesis we therefore have 
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(l+i)Xx3if 14, =2' 
(1+i)t 3 	ifw1 =-2 
Var[f(wi,w2)] = 
	(1 + i)xx3 	if W ,  = - 2w 2 = 2w; 
XXX
21(1 + i ) Xx 3 if !i' !2l l 3 distinct, 
where w 
1 
 0 o ' w # p. and 	- -2 
Brillinger & Rosenblatt (1967a) and Brillinger (1972) show that, 
asymptotically (that is, as N   4 
o), the real and imaginary parts of 
smoothed bispectral estimates are independently distributed as Normal 
random variables. The squared amplitude of bispectral estimates, 
therefore, follows a scaled X 2_  distribution. By extending Brillinger's 
(1972) results to the two-dimensional case we could use these results to 
derive formal tests for the bispectral amplitude based on the 
X2- distribution . Note that, in practice, there are several important 
factors which have to be taken into account in designing a test for CSR. 
First, the sampling properties for estimates on sub-manifolds (that is, 
if W, = 0 or w 2 = 0 or -wl  - !2 = 0) are different to those for estimates 
elsewhere on the principal manifold. Brillinger & Rosenblatt (1967a and 
b) and Brillinger (1972) suggest that estimates on sub-manifolds should 
be excluded from any test procedures. Secondly, the sampling properties 
for estimates where any two frequency arguments are identical (that is, 
if W ,  = 2' or w
1 = _2 1 2 or w l  = -2w2 ) are different to those with 
three distinct frequency arguments. That is, such estimates have twice 
the variance of other estimates. Thirdly, a maximum of Nx16 estimates 
from the raw third-order periodogram can be combined in any formal test 
procedure, since there are only Nx/6  degrees of freedom associated with 
the third-order periodogram (see Section 7.4.1). In designing a test for 
CSR we must therefore try to identify an optimal group of ordinates on 
which to base a test. Finally, there is the problem that if we reduce 
the four-dimensional periodogram to a three-dimensional or 
two-dimensional representation then we may be losing information about 
spectral structure. However, if we try to retain the four-dimensional 
nature of the periodogram then we will have great difficulty in trying to 
interpret the periodogram. A suitable starting point might be to 
calculate critical values for the ordinates of the scaled squared 
amplitude of the third-order R-spectrum, using the X 2 -distribution. For 
example, one could scale the ordinates to have expected value zero and 
unit variance under CSR by calculating 
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xxx 	- 
That is, using 
If = 	XXX1'2 ' - 	 }//Var[f(w1,w2)J 
If = 	xxxl'-2 - XX/p/Var[fXXX(Wl , W2)J , 
since the estimates are unbiased. Finally, replacing the unknown 
intensity, X, by the sample intensity, X = NXI the statistics 
if = 	xxx 1'-2 - 
are asymptotically iid as standard Normal variates. We could then 
calculate the squared amplitude of the unscaled third-order R-spectrum 
based on the transformed periodogram values. The squared amplitude of 
ordinates of the third-order R-spectrum then follows a scaled 
X2 -distribution with n degrees of freedom, where n is the number of 
third-order periodogram ordinates which contribute to the ordinate of the 
third-order R-spectrum. For formal tests we must ensure that n does not 
exceed the number of degrees of freedom available, that is, we must have 
nr 	Nx16 (see Section 7.4.1) . Estimates on sub-manifolds must be 
excluded from the calculations. One could then use simulation of models 
to try to locate an optimal part of the third-order R-spectrum on which 
to base a formal test for CSR. 
Any such test should be compared with conventional tests for 
analysis of spatial point patterns. Second-order methods cannot detect 
departures from CSR represented by processes with the sane first- and 
second-order moments as a homogeneous Poisson process but with different 
higher-order moments (Baddeley & Silverman, 1984; see also Section 
7.3.2). However, the Clark-Evans test based on the mean 
nearest-neighbour distance can detect such departures from CSR. The 
Clark-Evans test has obvious advantages over bispectral analysis in that 
it is easier and quicker to compute. Further study is required to 
investigate what additional information about processes which generate 
spatial pattern can be obtained from the bispectrum. 
Once a test for CSR based on the third-order periodogram of a 
univariate spatial point process has been established, the technique 
could be extended to cover the analysis of bivariate patterns. 
Third-order cross-spectral analysis for one-dimensional point processes 
is discussed briefly by Brillinger (1972) . Such a technique would be 
valuable for detecting bivariate processes where components are 
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uncorrelated but not independent, since second-order methods cannot 
detect such processes (see Lotwick, 1984). 
7.7 Chapter summary 
In this chapter we have extended the definition of the third-order 
spectrum for a one-dimensional series of events to the two-dimensional 
(spatial) case. We have provided some three- and two-dimensional 
representations of bispectra which can be used for assessment of 
bispectral structure. We have given no theoretical justification for 
using three- or two-dimensional functions to indicate structure in the 
four-dimensional space. However, such an approach is very useful in 
practice. Sample bispectra for some artificial patterns have been 
examined here. The results obtained indicate that it is possible to 
distinguish between the homogeneous Poisson process (representing CSR) 
and models whose third-order moments are different by examining the 
structure of the bispectrum. In practice, existing techniques, such as 
the Clark-Evans test for the mean nearest-neighbour distance, provide a 
much simpler and quicker approach for detecting non-randomness in 
higher-order moments. Care is required in forming smoothed estimates, 
since if any two frequency arguments are the same then the variance of 
the corresponding estimate is doubled. Also, smoothing procedures must 
avoid sub-manifolds of the principal manifold, since sampling properties 
for estimates on sub-manifolds are very different to those for estimates 
elsewhere on the principal manifold. Further research is required in 
order to develop formal tests for CSR based on the bispectrum. 
Chapters 4, 5, 6 and 7 have been concerned with spectral analysis of 
spatial point patterns. In the next chapter we return to analysis of 
quadrat counts (that is, data on a two-dimensional lattice) . We will 
discuss a well-known technique, due to Greig-Smith (1952), for analysis 
of such data. In particular, we will show that Greig-Smith's method can 
be interpreted as a form of spectral analysis based on square waves. 
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8 WALSH SPECTRAL ANALYSIS AND GREIG-SMITH ANALYSIS OF QUADRAT COUNTS 
8.1 Introduction 
A common measurement made by plant ecologists when investigating 
spatial pattern in a plant community is a measure of abundance in each of 
a rectangular grid of contiguous squares called quadrats. This measure 
could be presence or absence of the species of interest, a count of the 
number of individuals, a score of the proportion of ground covered, or 
the weight of clippings. The customary method of analysis of such data 
is that suggested by Greig-Smith (1952), a procedure more formally known 
as a nested analysis of variance. 
Greig-Smith's method has been criticised because in its original 
form it involves arbitrary choices of quadrat size and the starting point 
for the grid. Furthermore, statistical tests for 'peaks' in the usual 
plot of mean square against block size are unobtainable because of 
dependence between mean squares when the hypothesis cf spatial randomness 
is false. A number of modifications have been suggested to overcome the 
problems of arbitrariness, or to allow statistical tests of significance. 
However, none of the modifications solves both types of problem 
simultaneously. Ripley (1978) compares the performance of Greig-Smith's 
method with Fourier spectral analysis using one-dimensional transects of 
quadrat counts based on artificial and real data. Ripley also considers 
the effectiveness of modifications of Greig-Smith's method which are due 
to Hill (1973) and Head (1974) . Ripley concludes that it is hard to 
extract useful information on the presence of pattern from transects of 
counts, but that "spectral analysis is by a wide margin the most reliable 
and informative method". Greig-Smith (1983, Chapter 3) acknowledges 
Ripley's comments, but maintains that it appears doubtful whether 
spectral analysis is appreciably more useful than the simpler methods. 
Ripley (1978) also shows that, for a transect of quadrat counts, 
Greig-Smith's method can be interpreted as a type of spectral analysis 
based on one-dimensional square waves. By considering the original 
two-dimensional formulation of Greig-Smith's method in the context of a 
Class of two-dimensional square waves called Walsh functions it is 
possible to gain further insight into the problems inherent in 
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Greig-Smith's method. B oth Fourier and Walsh spectral analyses in 
two-dimensions provide a framework for looking at spatial pattern over a 
wide range of scales and directions, where the starting point of the 
transect is not crucial. Moreover, statistical tests of significance of 
spectral features can be constructed. 
8.2 Walsh functions and Walsh spectra 
8.2.1 Introduction 
In order to compare Greig-Smith's method and spectral analyses, we 
must first introduce Walsh functions and their associated spectra. The 
Walsh-Hadamard transform (WHT) is perhaps the most well-known of the 
non-sinusoidal orthogonal transforms. It has gained prominence in 
various digital signal processing applications since it can essentially 
be computed using additions and subtractions only. Walsh spectral 
analysis has been used for several purposes recently, mainly in 
one-dimensional form, such as in the description of biological and 
medical systems, monitoring of electroencephalograph (EEC) and 
electrocardiograph (ECG) signals, speech processing, word recognition, 
image coding and transmission, filtering, etc. Ahmed & Rao (1975) 
provide a thorough discussion of the properties and physical 
interpretations of Walsh spectra, computational algorithms and the 
analogy between the Walsh-Hadarnard transform and the discrete Fourier 
transform (DFT) in the one-dimensional case. The major results and 
definitions presented in this section are taken from Ahmed & Rao (1975, 
Chapters 5 and 6) and extended to the two-dimensional case. Throughout 
this chapter we illustrate the method of calculation and interpretation 
of Walsh spectra based on an 8 x 8 data matrix. This grid size is chosen 
for computational convenience, in order to demonstrate the equivalence of 
Walsh spectral analysis and Greig-Smith's method. In practice, a finer 
grid can be used to obtain information over several more scales of 
pattern. 
There are two major forms of Walsh transforms which are used to 
obtain Walsh spectra with particular properties. The first, known as the 
Hadamard-ordered Walsh-Hadamard transform (WHT)h  is used to obtain a 
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spectrum which is invariant to cyclic shifts of the data matrix (the DFT 
spectrum also has this property) . This type of spectrum does not depend 
on the starting point of the grid. The second form of transform, the 
Walsh-ordered Walsh-Hadarnard transform (WHT) w does not have the property 
of cyclic invariance. However, the coefficients of the spectrum derived 
from the (WET) possess useful properties related to the scales of 
pattern represented by each coefficient. We will first introduce the two 
types of WET, and then show how the corresponding spectra are obtained. 
In Section 8.3 we will use examples, based on quadrat counts obtained 
from realisations of spatial point processes, to demonstrate the links 
between the two types of WHT spectrum and the DFT power spectrum. These 
examples will also be used in Section 8.6 to illustrate the links between 
Greig-Smith analysis of quadrat counts and Walsh spectral analysis. 
8.2.2 The Hadamard-ordered Walsh-Hadamard transform, (WHT)h 
In order to define the two-dimensional (WHT)h we must first define 
the 	x 2k  Hadamard matrix, 	= twalh(k,J)1 (j = a, 	2k - 
whose rows are the discrete Hadamard-ordered Walsh functions for a 
sequence of length 2k• 	h 	is generated using the recurrence relation 
H (k - > - 1) 
11h M = 	 (k = 1, 2,  
I- h - 'h1 - 1) 
where Hh(0) = 1 (Ahmed & Rao, 1975, Chapter 6). For example, with k = 1, 
k = 2, k = 3 we have 
[--:] 
1 1 1 1 1 1 1 1) 
-  and 	 Hh(3) = 	1 1 1 1 1 1 1 1 
The matricesare symmetric, that is, 	th ( k )  I , where T 
denotes transpose. They are also orthogonal, that is, 
h111h 	= 2k IM, where 1(k) is the 2k , 2k identity matrix. Each 
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row j of 	i = o, 	- 1) denotes a discrete Walsh function, 
Walh(k.J), being a sequence of 2k-1  plus ones and 2k1  minus ones. For 
example, with k = 3 (that is, for a series of length 8) we have 
Walh( 3, O) 
Walh (3, l) 
Wal k (3,2) 
- 	Wal(3,3) 
- Walh (3,4 ) 
Wal (3,5) 
Wal(3,6) 
Wal' 1 (3,7) 
where 	 Walh(3,O) = (1, 1, 1, 1, 1, 1, 1, 1) 
and Walh(31l) = (1,-1, 1,-1, 1,-i, 1,-i), 
and so on, using the sequence of (+1) 's and ( - 1) 's in each row of Hh(3) 
above. 
Let X = IX 	I (u =0, . .., U - 1; 	v = 0, 1, ..., V - 1) denote a 
	
U,V
rectangular array of quadrat counts, with U = 2 u 	= both integer 
powers of two. Then the Hadamard-ordered Walsh-Hadamard transform, 
(WHT)hI is given in matrix notation by 
-1/2 	, 	 T = (UV) 	h ( u ) , H 
where G(P) is the (p, q)th coefficient of (WHT)hI  with 
= {G(P 1 )} (p = 0, ..., U - 1; 	q = 0, ..., V - 1), and where T 
denotes transpose (Ahmed & Rao, 1975, Chapter 6) . Note that some 
-1 authors, for example Ahmed & Rao (1975), use the divisor (UV) 	in the 
definition of G (P); (UV) 1"2 is used here to coincide with the 
divisor used in the definition of the DFT (see Section 1.2.3). 
For fixed k, the set of Walsh functions ( Walh ( k , J ) ) (j = 0. 
..., 2k 	
1) 
is generally classified into several groups, which differ only.in the 
order in which individual functions (rows) appear. One type of ordering 
is 'natural', or Hadamard, ordering demonstrated above (denoted 
{ Walh(k , j)}) , so-called because this is the order in which functions 
appear using the recurrence relation (8.1) above. An alternative method 
of ordering, called sequency or Walsh ordering, is used to define the 
second type of Walsh transform, namely the Walsh-ordered Walsh-Hadamard 
Transform (WHT), which is discussed in the next section. 
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3.2.3 The Walsh-ordered Walsh-Hadamard transform, (WHT) 
The term frequency is applied to a set of sinusoidal (periodic) 
functions whose zero-crossings are uniformly spaced over an interval. It 
is a parameter p, that distinguishes the individual functions which 
belong to the sets {cos2mptl and tsin2irptJ, and is interpreted as the 
number of complete cycles (or one-half the number of zero-crossings) 
generated by a sinusoidal function per unit time. Harmuth (1972, Chapter 
1) introduced the term sequency to describe a generalisation of 
frequency, and applied it to distinguish functions whose zero-crossings 
are not uniformly spaced over an interval, and which are not necessarily 
periodic. Harmuth's generalisation of frequency is achieved by defining 
sequency as one-half the number of zero-crossings per unit time. The 
definition of sequency coincides with that of frequency when applied to 
sinusoidal functions. For a discrete function, sampled at N equidistant 
points, if the number of sign changes per unit time (assuming 
mean-corrected data) equals q, then the sequency is defined as q/2 when ri 
is even, and (q + 1)/2 when q is odd. The complete set of Walsh 
functions for a series of length N = 2k can be divided into two groups of 
even and odd functions about the midpoint of the series. Let the 
sequence of N (-1) 's and (+1) 's in Walh(k,j)  be denoted by 
(w0 , w1, ..., wN/211 WN/21 
where w 1 = ±1 (1 = 0, ..., N - 1). If 
w 
N12+1 = WN1211 	(1 = 0, . .., N/2 - 1) 
then Wal(k,j) is even, whilst if 
WN/2+l = _WN1211 	(1 = 0, ..., N/2 - 1) 
then Wal(k,j) is odd. These even and odd functions are analogous to 
cosine and sine functions, respectively, hence they are denoted by Cal 
and Sal. 
Sequency-ordered, or Walsh-ordered, discrete Walsh functions are 
denoted by {Wal(k,j)} (j = 0, ..., 2k - 1). They are obtained from the 
Hadamard-ordered discrete Walsh functions Walh(klj)  by using 
Wal(k,b<j)) 	Walh ( klj ) 	(j = 0, if 
..., 	
- 1), 
where <j) is the binary number obtained by bit-reversal of the k-bit 
binary representation of j, and b<j> is the Gray code to binary 
conversion of <j, as explained below (Ahmed & Rao, 1975, Chapter 5). 
Ahmed & Rao (1975, Appendix 5) give a general description of Gray code to 
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binary conversion (and the reverse procedure, binary to Gray code 
conversion) . Letk-lgk-2***929190  denote a code-word in the k-bit Gray 
code (that is, a sequence of zeros and ones of length k, with each of 
g 1 } (1 = 0, ..., k - 1) representing one digit in the code-word). Let 
bklbk2.. .b 2b 1 b0 denote the corresponding k-bit binary number, where 
each of tb 1 } (1 = 0, - ..., k - 1) represents a single digit in the binary 
code-word, where b 1 = 0 or 1. To convert from Gray code to binary we 
start with the left-most digit,k-l'and move to the right, making 
b1 = 9 1 if the number of l's preceding g 1 is even (zero l's counts as 
even) and making b1 
=i  if the number of l's preceding g 1 is odd (the o 





As an example, we consider the Hadamard-ordered Walsh function 
Val h(3,6),  that is, for the case k = 3 and j = 6. Then we have 
Walh( 3 1 6 ) = Val h(3.  b<6>). The 3-bit binary representation of the 
decimal number j = 6 is given by j binary = 110, and bit-reversal gives 
binary 
> = 011. Now, b(<j binary >) = b 
2 b 1 b 0  is obtained as follows: 
write <J binary > = g 29190 with g 2 = 0, g 1 = 1, g 0 = 1; then we obtain 
b 2 = 0, b 1= 1 and b0 = 0 using the method of Gray code to binary conversion 
described above. Thus, b(<6>) = 010 in binary form, which is equivalent to 
the decimal number 2. We therefore have Val h(3,G) E Wal(3,2) 
The full table of b<j> for j = 0, 1, ..., 7 (without bit-reversal of 
j) is given in Table 8.1a. The table shows the binary representation of 
j and the corresponding Gray code representation of j. The relationship 
between each of the Wal(k,j)  and Val h(k,j) 	(j = 0, 1, 
..., 2k - 1) for 
the case k = 3 (that is, for a sequence of length 3) is obtained using 
Table 8.1b, which shows the Gray code to binary conversion of 
bit-reversed j, b(<j>) (j = 0, ..., 7). 
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3-bit Gray code 
representation, 
gray 
0 000 000 
1 001 001 
2 010 011 
3 011 010 
4 100 110 
5 101 111 
6 110 101 
7 111 100 
Table 8.1b: Gray code to binary conversion of bit-reversed j for 
j = 0, ..., 7, using k-bit representation, with k = 3 
decimal binary binary b(<j>) binary b(<j>) decimal 
0 000 000 000 0 
1 001 100 111 7 
2 010 010 011 3 
3 011 110 100 4 
4 100 001 001 1 
5 101 101 110 6 
6 110 011 010 2 
7 111 111 101 5 
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The relationships between Walsh-ordered discrete Walsh functions and 
Hadarnard-ordered discrete Walsh functions for the case k = 3 are thus 
given by 
Wal(3,O) a Wal(3,O) = (1, 1, 1, 1, 1, 1, 1, 1) 
Wal(3,1) = Walh(37) - (1, 1, 1,  
Wal(3,2) = Walh(3,3) - (1, 1,-i, 1, 1, 1, 1, 1) 
Wal(3,3) = Walh(3r4) - (1, 1, 1, 1, 1, 1,-1,-J) (8.2) 
Wal(3,4) E Walh(3Fl) = 1, 1,-1,-1, 1) 
Wal(3,5) E Wal(3,6) = (1,-1,-1, 1,-i, 1, 1,-i) 
Wal(3,6) - Walh(312) - (1,-1, 1, 1, 1, 1,-1, 1) 
Wal(3,7) = Walh(3,5) - (1,-1, 1,-1, 1,-1, 1,-J). 
If s. represents the sequency of Wal (k.j) then s 1S given by 
0 	i0 
Si = 	j12 i even 	(i = 0 1, .. •, 	- 1) 
(i + 1)12 j odd 
(Ahmed & Rao, 1975, Chapter 5). The Cal and Sal functions corresponding 
to Wal(k,j) 	(j = 0 1, . . , 2k - 1) are denoted by 
Cal(k,s.) = Wal(k,j) (i even) 	and Sal(k,s.) = Wal(k,j) (i odd). 
The sequency of each successive Walsh-ordered Walsh function, Wal(k,j) 
(j = 0, 1, . .., 2 k- 1) , is greater than or equal to that of the 
preceding Walsh function, and has exactly one more zero-crossing (sign 
change). 
The. Val (k,j) form the rows of the Walsh-ordered 2 x 2 Hadamard 
matrix H(k) , which is used to obtain the coefficients of the 
Walsh-ordered Walsh-Hadamard transform, (WHT) . For a U x V data matrix, 
w 
X, the matrix of (WHT) coefficients is given by 
- 1/2 	 , 	T = (UV) 	(u ) X {H (v H 
where W(p 1 q) is the (p, q)th coefficient of (WHT) and 	= {W(pq)l 
(p = 0, ..., U - 1; 	q = 0, ..., V - 1) (Ahmed & Rao, 1975, Chapter 6). 
Since the sequency associated with row p of H(u') is s, and that of 
column q of H (v') is 
5q'  the sequency associated with W(pq) is s in 
the row direction and s 
q  in the column direction. 
In order to visualise the operation of the Walsh-Hadarnard transforms 
it is perhaps easier to work with the Walsh-ordered Tjalsh_Hadamard 
transform, since the elements of W(p 7 q) are associated with more complex 
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a 
patterns (larger sequencies) as p, q increase. The matrix of (WHT)h 
coefficients, G(P 1 ) 1 may be obtained by re-ordering the rows and 
columns of W(P 1 ) in accordance with the relations given in Table 8.1b. 
As an example we consider an 8 x 8 datrix matrix, X, with U = V = 8, and 
= v' = 3. We then have 
= (64) - 
1/2 
H(3) X H(3)}T 
= 8 	 I ii p IH :2  I: X:5 X 26 X 27 
1 1 	 1 1 	X 70 71 X72 X73 X74 X75 X76  X77 
11111111 
Each element of !(P) which results from matrix multiplication in the 
expression above represents a combination of additions and subtractions 
of elements of X. For instance, 
W (0,0) = 81 TJ1 V-1 x X 	 u=0 v=0 U, V'  
which represents the grand total of all the quadrat counts (divided by 8) 
and 	Wx(lO) = 8- 1 




which represents the sum of the first four columns of X minus the sum of 
the remaining four columns of X. The other coefficients of W(P) are 
most effectively represented diagrammatically. Figure 8.1 shows which 
elements of X are added (shaded black) and which are subtracted (left 
blank) to form each coefficient. 
Note that if the elements of the data matrix, X, are mean-corrected 
before applying the two-dimensional WHT then 14
X 
 (0,0)becomes zero (since 
Y-1 YI-1 	
- { X - XI 	0). All the other coefficients of TA(pq) areuIv 
unchanged (each row/column of Hw(k)  contains exactly 
2k1 
 (+1) 's and 2k1 
(-1) 's, so the effect of mean-correction cancels). 
The relations between the coefficients of (WHT) and (WHT)h  are 
obtained using the relations between (Wal (k,j)} and Walh(k,j)},  given 
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w 
(p, q) I 
q 
0 	1 	2 	3 	4 	5 	6 	7 
p 
	
9I Ii 	IIHI [[111111 - 	 . 
— 	U 	t UI II1R1 YRY 
•1L 	 a. x...: 
:!:!  
.. 	 . . 	 .•:u (tl • Iu 
. :ii.: ;.1.•;i :;;:* ::E: 
Each small block of 8 x 8 shows which elements of the data matrix, X, 
are to be added, and those which are to be subtracted to form the 
coefficients of (WHT);  black = +1 and grey = -1. 
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in (8.2) above, that is 
G(P 1 ) a W(b<P>b<>) 	(p = 0, 1, ..., U - 1; 	q = 0, 1, ..., V - 1). 
Table 8.2 shows the links between the coefficients of (WHT) and (WHT)h 
for the case of an 8 x 8 data matrix. The 8 x 8 matrix shown in the 
table represents the matrix of coefficients of (WHT), that is, 
(p = 0, 1, . .., 7; 	q = 0, 1, . .., 7) . Each entry within the matrix 
indicates the corresponding coefficient of (UHT) 
h '1G(P1)1 
(p = 0, 1, ..., 7; 	q = 0, 1, ..., 7). 
As we mentioned earlier, the two forms of WHT described above lead 
to two types - of Walsh spectra with different properties. They differ in 
the order in which Walsh functions occur in the Hadamard matrices, 
and H (k), and in the way in which coefficients of the corresponding 
transforms, (WHT)h  and (WHT), are combined to form spectral estimates. 
We will consider the Walsh-ordered power spectrum first. 
8.2.4 The Walsh-ordered Walsh spectrum 
The two-dimensional Fourier power spectrum of a real-valued data 
matrix is defined as 
fxx7piWq) = IF(P) 12 	(p 	0, 1, ..., U - 1; 	q = 0, 1, ..., V - 1) 
where F(P) is the (complex-valued) (p, q)th coefficient of the 
two-dimensional DFT and w = 2mp/U, w  = 2iiqIV (see Section 1.2.3) . Note 
that this is the full spectrum. In practice, we use the rearranged 
periodogram obtained from half the DFT because of symmetry of the DFT 
(that is, we calculate spectral estimates for p = 0, . .., U/2, 
q = -V/2, ..., V/2--see Section 1.2.3) . By definition we have 
F(P) =A(P 1 ) + iB(P 1 ). 
where A(P 1 ) and B(P 1 ) are the real and imaginary parts of 
corresponding to the cosine and sine coefficients in a Fourier 
representation. By analogy with the Fourier power spectrum, a 
one-dimensional (WHT) power spectrum is defined as the sum of squares of 
the Cal and Sal coefficients in the (WHT). That is, the (WHT) 
h 
 power w  
spectrum is constructed using the sum of squares of the even and odd 
coefficients corresponding to sequency s (s = 0, ..., U/2). In the 
two-dimensional case, the (WHT)h  power spectrum is similarly defined as 
the sum of squares of coefficients with the same row sequency s 
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Table 8.2: Relations between (WHT) coefficients, tW(Pq)J. and (WHT)h 
coefficients, {G(P 1 )} 1 for the case of an 8 x 8 data matrix 
q 
0 	1 	2 	3 	4 	5 	6 	7 
Gx ( OO ) Gx ( Oi 7) Gx ( Os 3) Gx ( O 4) Gx ( Otl ) Gx ( Oi 6) Gx (0 r 2) G ( Or 5) 
Gx (7 iO ) Gx ( li 7) Gx (73) Gx (7 i 4) Gx (7, l ) Gx (7 i 6) Gx (7 i 2) Gx (7 i 5) 
Gx (3 O ) Gx (3 i 7) Gx (33) Gx (3 i 4) Gx (3 il ) Gx (3 i 6) Gx (3,2) Gx (35)  
Gx (4 iO ) Gx (47) Gx (4,3) Gx (4 i 4) Gx (4 i 1 ) Gx(46) 1 Gx (42 ) Gx (4 i 5) 
Gx ( l. 0) Gx (1 i 7) Gx ( li 3) Gx ( li 4) Gx ( l:l ) Gx ( l 6) Gx ( l 2) Gx ( lis ) 
Gx (6 i 0) Gx (6 i 7) Gx (63) Gx (6 i 4) Gx (6 l ) Gx (66)  Gx (62)  Gx (65)  
Gx (2 i 0) Gx (2 i 7) Gx (2 i 3) Gx (24)  Gx (2 il ) Gx (2 i 6) Gx (22) Gx (2 i 5) 
Gx ( SO ) Gx ( Si 7) Gx (5 s 3) Gx (54)  Gx ( Sl ) Gx 5 i 6) Gx(S2) 1 Gx(5i5) 
Table 8.3: Contribution of (WHT) coefficients, {W(Pq) I, to the 
Walsh-ordered Walsh spectrum, {P(s,t)}, for the case of an 8 x 8 
data matrix 
{W(P 1 )} 
q 
0 	1 	2 	3 	4 	5 	6 	7 
P(0,0) p (0,1) p (0,1) P (0,2) P (0,2) P (0,3) p (0,3) p (0,4) w w w w w w w 
P(1,O) P (1,1) P (1,1) P (1,2) P(1,2) P (1,3) P (1,3) P (1,4) 
W W vi W W W 
p (1,0) p (1,1) p (1,1) P (1,2) p (1,2) P (1,3) P (1,3) p (1,4) w w w w w w w w 
P (2,1) p (2,1) P(2,2) P(2,2) P(2,3) P(2,3) P(2,4) w w 
P(2,1) P(2,l) P(2,2) P(2,2) P(2,3) P(2,3) P(2,4) 
P (3,1) P (3,1) P (3,2) p (3,2) p (3,3) p (3,3) p (3,4) w w w w w w w 
P (3,1) P (3,2) p (3,2) p (3,3) p (3,3) ( , ) p (3,4) w w w w w 




















(s = 0, ..., U/2) and the same column sequency t (t = 0, . .., V/2) . The 
general form of the two-dimensional (WHT) power spectrum for a U x V 
data matrix, X, is as follows: 
= iWx (0 i 0)}2 
P(s,0) = {Wx(2s - 1,0)l2 + 	x(2s)12 	(s = 1, 2, ..., U/2 - 1) 
P(O,t) = IWx(O2t - 1)12 + IW(02t)1 2 	(t = 1, 2, ..., v/2 - 1) 
P(U12,O) = Iwx(U - 1 , 0)1 2, 	P(V/2,0) = IWx(O1V 	1)12 	(83) 
P(s,t) = {Wx(2s - 1,2t - 1)12 + IWx(2s - 1,2t)l 2 + 1Wx(2s2t - 1)12 
+ 	x(25t2t)}2 	(s = 1, 2, ..., U/2 - 1; 	t = 1, 2, ..., V/2 - 1) 
P(s,V/2) ='(W 	
2 X 
(2s - 1,V - 1)12 + 1W 
X  (2s,V - 1)12 Cs = 1, 2, ..., U/2 - 1) 
P(U/2,t) = {Wx(U - 1,2t - 1)1 	+ (Wx(U - 1,2t)l 	(t = 1, 2, ..., V/2 - 1) 
P ( U/ 2 VI 2)  = {Wx(U - isV - 1)1 2 
where V(Pq) denotes the (p, q)th coefficient of the two-dimensional 
(WHT) 	of X (p = 0, 1, ..., U - 1; 	q = 0, 1, ..., V - 1). 	This 
definition is the two-dimensional analogue of the definition given by 
Ahmed & Rao (1975, Chapter 6) for the one-dimensional case. 
The (WHT) power spectrum consists of (U/2 + 1) (V/2 + 1) points, 
where P(s,t) denotes the spectral point associated with sequencies 5, t 
(s = 0, 1, ..., U/2; 	t = 0, 1, ..., V12). 
For the case of an 8 x 8 data matrix, X, the contribution of 
coefficients of the two-dimensional (WIlT) to the Walsh-ordered Walsh w 
spectrum is illustrated diagrammatically-in Table 8.3. The matrix in 
Table 8.3 represents the 8 x 8 matrix of (WHT)W  coefficients, 
(p = 0, 1, ..., 7; 	q = 0, 1, ..., 7). Each entry in the body of the 
matrix indicates which spectral point W(P 1 ) contributes to, where the 
5 x 5 Walsh-ordered Walsh spectrum is denoted by IP(s,t)} 
(s = 0, 1, ..., 4; 	t = 0, 1, ..., 4). 
A useful property of the (WIlT) power spectrum is that it is 
invariant to dyadic shifts of X = IX 	(u = 0, ..., U - 1; 
v = 0, ..., V - 1), as explained below (see also Ahmed & Rao, 1975, 
Chapter 6). Let Z.
k 
 denote the matrix obtained by subjecting X to 
dyadic shifts of size j in the row direction and size k in the column 
direction. Then Z. 
k  is defined as 
= EX(u 	j,v G k)} 	(u = 0, 1, ..., U - 1; 	v = 0, 1, ..., V - 1) 
where .-.-, denotes modulo 2 addition. That is, if u has u' = log 2U bit 
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binary representation 	 u2u1 u0 , and if j has u' bit binary 
representation j u'-lu' -2" 	then u C j has binary representation 
b, 1b, 2 . . .b 2 b 1 b, where b 1 = u 1 	i l  (1 = 0, ..., U - 1) is obtained 
using the rules: 0:0 = 0; 0 C 1 =1; 1D0=1; 1C1=0. Rowu 
of Zi,, is then given by row b of X (after converting b to a decimal 
number) . Similarly, for v c-1 1k,  using v' = log 2V bit binary arithmetic. 
The (WHT)W  spectrum of Z jk  is then exactly the sane as that of X. 
For example, if X is an 8 x 8 data matrix and if we take j = 3 and 
k = 1, then dyadic shifts of j = 3 rows and k = 1 column result in the 
new rows and columns of Z k  using the results shown in Table 8.4. Thus, 
X = {X 	(u = 0, 1, ..., 7; 	v = 0, 1, ..., 7) and 
X 31 x30 x 33 x 32 x 35 x34 x37 x36 
x 21 x20 x23 x22 x 25 x 24 x27 x26 
11 10 13 12 15 14 17 16 




X 61 60 62 65 64 67 66 
51 50 53 52 55 X 54 X 57 X56 
x46 41 40 43 42 45 44 47 
will have exactly the same 	(WHT)W  spectra. 
8.2.5 The Hadamard-ordered Walsh spectrum 
Whilst the (WHT) power spectrum is invariant -to dyadic shifts in 
the data matrix X, one can develop a WHT power spectrum which is 
invariant to its cyclic shifts (the DFT power spectrum possesses this 
property) and is, therefore, independent of the starting point of the 
grid. The power spectrum based on the (WHT)h  is specifically designed to 
be invariant to cyclic shifts. If Y 	 denotes the matrix obtained by 
subjecting X to a cyclic shift of j rows and k columns, then Y 	 is 
given by 
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Table 8.4: Dyadic addition for the rows and columns of an 8 x 8 data 
matrix for the case j = 3 and k = 1 
u u 0 3 v 
0 3 0 1 
1 2 1 0 
2 1 2 3 
3 0 3 2 
4 7 4 5 
5 6 5 4 
6 5 6 7 
7 4 7 6 
Table 8.5: Contribution of (WHT) h  coefficients, {G(pq)}. to the 
Hadamard-ordered Walsh spectrum, IPh(mFn) , for the case of an 8 x 8 
data matrix 
q 
o 	1 	2 	3 	4 	5 	6 	7 
h o ' ° Ph(OIU  h ° ' 2 h ° ' 2 h ° ' 3 h ° ' 3 h ° ' 3 h ° ' 3 
h' ° h' 1 h'' 2 h' 2 h' 3 h'' 3 h' 3 h' 3 
h2'° ( l' Ph2f Ph (2,21) 'h' 2 h 2 ' 3 h 2 ' 3 h 2 ' 3 h 2 ' 3 
h 2 ' °  h 2 ' 2 h 2 ' 2 h 2 ' 3 h2'3 P(2,3) P h2'3 
h 3 ' °  h 3 ' 2 h 3 ' 2 h 3 ' 3" h 3 ' 3 h 3 ' 3 h 3 ' 3 
h 3 ' ° h 3 '' h 3 ' 2 h 3 ' 2 h 3 ' 3 h 3 ' 3 h 3 ' 3 h 3 ' 3 
"h 3 ' ° h 3 ' h 3 ' 2 h 3 ' 2 h 3 ' 3" h 3 ' 3 'h 3 ' 3 h 3 ' 3 














,k x j ,j+l ... 	x j ,V-1 x j ,O xj,l ... 	x  j,k-1 
j+1 ,k j+i,k+1 j±i,V-i j+1,O j+1,k-1 
X1 Xu_1+1 X_1,_1 X_1,0 X_11 X U-1,k-1 
0,k x 0' 1.k+1 x0 ' x0'0 
O,k-1 
1,k i,V-i 1,0 1,1  
Xj_i , k Xj_l , k+i Xjl,Vi Xji3O Xji,i Xj_l,k_i 
Cyclic invariance means that (WHT)h  power spectra (and DFT power spectra) 
for X and Y j,k  will be identical. To achieve the property of cyclic 
invariance the (WHT)h  power spectrum for a Ti x V data matrix, X, is 
defined as follows: 
= 	x'°2 	 (8.4) 2m_ 1 2 n 1 
Ph ( mln ) = 	 lG(P1qH 
2 
 (m = 0, 1, ..., u'; 	n = 0, 1, ..., v') 1 
rn-i 	n-i p=2 q=2 
where (G(P 1 q)} are the coefficients of the two-dimensional (WHT)h of X 
(p = 0, ..., TI - 1; q = 0, ..., V - 1). This is the two-dimensional 
analogue of the definition given by Ahmed & Rao (1975, Chapter 6) for the 
one-dimensional case. The (TAHT)h power spectrum consists of u'v' points, 
{.Ph(mln)! (m = 0, 1, ..., u'; 	n = 0, 1, ..,., v'), which represent the 
total power content in a group of sequencies in the row direction and a 
group of sequencies in the column direction, rather than a single 
sequency in each direction, as is the case in the (WHT) power spectrum 
(Ahmed & Rao, 1975, Chapter 6) . Each group consists of a fundamental 
sequency and all the odd sequencies relative to that fundamental. If 
S[Ph(rn,n)] denotes the column sequency content of the spectral point 
Ph(mln). and T[Ph(m,n)]  the row sequency content, then the general form 
of S[Ph(m,n)]  (n = 0, 1, . . ., v') is given by 
S[Ph(O,n)] = 0; 
S[Ph(u',n)] = 1, 3, 5, .. ., U/2 - 1; 
S[Ph(u' - i,n)] = 2, 6, 10, .. . , U/2 -2; 
S[Ph(u' - 2,n)J = 4, 12, 20, ..., U/2 - 4; 
• . . 	S[Ph(u' - j,n)J = 2, 3 x 2, 5 x 2, • . . , U/2 - 
• . 	S[Ph(l,n)J = U/2. 
Similarly, T[Ph ( m , n ) ] (m = 0, 1, ..., u') is given by 
T[Ph(m,O)] = 0; 
T[Ph(m,v')] = 1, 3, 5, . . • , V12 - 1; 
T{Ph(m,v' - 1)] = 2, 6, 10, . . ., V/2 -2; 
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T[Ph(m,v' - 2)] 	= 	4, 	12, 20, 	. .. , 	V/2 	- 	4; 
T[Ph(rn,v' - 	k)] 
= 2k x 2k x 	2k, ., 	V/2 	
- 	2 k 
T[Ph(m,l)] 	= V/2. 
For the case of an 8 x 8 matrix the (WHT)h  power spectrum, JP h(ml1)l 
(m = 0, 1, . . ., 3; 	n = 0, 1, .. ., 3), consists of 16 points. 	Table 8.5 
shows how each coefficient of the two-dimensional (WHT)h contributes to 
{Ph(mln)}. The matrix in Table 8.5 represents the matrix of (WHT)h 
coefficients, {G(P S )] (p = Of 1, ..., 7; 	q = 0, 1, ... ,7), and the 
entries within the matrix indicate which spectral point, Ph(rn(n)l  each 
coefficient contributes to. 
Note that spectral points for both (WHT) w and (WHT)h  power spectra 
are based on the total power in groups of coefficients of the respective 
WHT. In practice, we will use the average power of all coefficients 
contributing to a particular spectral point, thus giving equal weight to 
each of the spectral points. 
8.2.6 Connections between (WHT), (WHT)h,  and DFT spectra 
The two forms of WHT power spectra presented here have different 
properties which suit them to particular applications. For instance, 
(WHT) spectral points are associated with a single sequency in each of 
the row and column directions. It is therefore possible to interpret the 
(WHT)h power spectrum in terms of precise scales of pattern, which may 
relate to cluster sizes or inhibition effects in vegetation. This is 
achieved by identifying the sequency associated with spectral peaks, just 
as we identify frequencies associated with peaks in the DFT power 
spectrum (see Section 8.3 for illustrative examples) . In contrast, the 
ordinates of the (WHT)h  power spectrum indicate which 'family' of 
sequencies, 12 j , 3 x 2 3 , 5 x 2 j , ..., 2 k-i-1 1 (j = 0, 1, ..., k), is 
associated with large power contribution. The (WHT)h  power spectrum is 
also invariant to cyclic shifts of the rows and columns of the data 
matrix. This is a desirable property, since the spectrum obtained is 
independent of the starting point of the grid. 
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The relation between spectral points of (WHT)W  and  (WHT)h  power 
spectra may be deduced by using the relations between the coefficients of 
the respective transforms (see Table 8.2). Table 8.6 shows the points of 
the (WHT) power spectrum, {P(s,t)} (s = 0, 1, .. ., U/2; 
t = 0, 1, . .., V/2) which contribute to the points of the (WHT)h  power 
spectrum, 	 (rn = 0, 1, ..., u'; 	n = 0, 1, ..., v') 1 for the case 
of an 8 x 8 data matrix (that is, with U = V = 8). 
The Walsh-Hadamard transforms 
techniques as intermediate steps in 
& Rao, 1975, Chapter 6). For a U x 
(WHT)h power spectrum, {Ph(mln)I (m 
are related to the ordinates of the 
(p = 0, ..., U - 1; q = 0, ..., V - 
= 
also play a role in image processing 
the calculation of DFT spectra (Ahmed 
V data matrix, X, the elements of the 
= 0, 1, . . . , u'; 	n = 0, 1, . . •, v') 
full DFT power spectrum, IF(P1q) j2 
1) , by the relations 
Fx(Oo) 2 
= 	lF(0,(q)) 1 2 
q=2 
2m_ 1 




(n = 0, 1, ..., v'), 
(m = 0, 1, ..., u'), 
(8.5) 
2-1 2 n 1 	- 
Ph(mln) 	 1 2 	(m = 0, 1, ..., u'; 	v = 0, 1,  
where <p> denotes the decimal number obtained form bit-reversal of a 
u'-bit binary representation of p, and (q) denotes the decimal number 
obtained from bit-reversal of a v'-bit binary representation of q (Ahmed 
& Rao, 1975, Chapter 6) 
Table 8.7 shows the relations between the Fourier spectral points, 
(IF (P 1 q) l 2  1 (p = 0, 1, 	.., U - 1; 	q = 0, 1, . .., V - 1), and the 
points of the corresponding (WHT)h  spectrum, IPh ( mn )}  (m = 0, 1, ..., 
n = 0, 1, ..., v') for the case of an 8 x 8 data matrix (that is, U = V = 8). 
The main part of the table represents the full Fourier spectrum, and the 
entries in the body of the matrix shows which point of the (WHT)h  power 
spectrum each Fourier spectral point contributes to. 
The advantage of Walsh spectral analysis over Fourier spectral 
analysis for a one-dimensional series of measurements is demonstrated 
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Table 8.6: Relation between (WHT) spectral points, {P(s,t)}, and (WHT)h 
spectral points, 	 for the case of an 8 x 8 data matrix 
[P(s,t) 
t 
0 	1 	2 	3 	4 
h ° ' ° h 0 ' 3 h ° ' 2 ' h ° ' 3 h ° '' 
h 3 ' ° h 3 ' 3 h 3 ' 2 h 3 ' 3> h 3 ' 1 
h 2 ' 0 h 2 ' 3 h 2 ' 2 h 2 ' 3 h 2 ' 
h 3 ' ° 'h 3 ' 3 h 3 ' 2 h 3 ' 3 h 3 '' 
h' ° h'' 3 h' 2 h'' 3 h' 1 
Table 8.7: Relation between DFT power spectrum, [IF (P 1 q) I 2  J, and 
Hadamard-ordered Walsh spectrum, {Ph(mn)}I for the case of an 8 x 8 
data matrix 
tIF x  (p'q)I 
2 
q 
0 	1 	2 	3 
	
4 	5 	6 	7 
h ° ' ° h ° ' 3 h ° ' 2 h ° ' 3 h ° '' h ° ' 3 h ° ' 2 h ° ' 3 
h 3 ' ° h 3 ' 3 h 3 ' 2 h 3 ' 3 h 3 ' 1 h 3 ' 3 h 3 ' 2 h 3 ' 3 
h 2 ' ° h 2 ' 3 h 2 ' 2 h 2 ' 3 h 2 ' 1 h 2 ' 3 h 2 ' 2 h 2 ' 3 
h 3 ' ° h 3 ' 3" h 3 ' 2 "h3'3 Ph(31U 
P h 3 ' 3 h 3 ' 2 h 3 ' 3 
h' 3 h' 2 h'' 3 h'' h' 3 h' 2 h' 3 
h 3° h 3 ' 3 h 3 ' 2 h 3 ' 3 h 3 '' h 3 ' 3 h 3 ' 2 h 3 ' 3 
h 2 ' ° h 2 ' 3 "h 2 ' 2 h 2 ' 3  h 2 ' 3 h 2 ' 2 h 2 ' 3 

















empirically by Beauchamp (1975) . In particular, Beauchamp concludes that 
for signals containing sharp discontinuities and a limited number of 
levels Walsh analysis is appropriate. This suggests that Walsh analysis 
may be superior to Fourier analysis for analysing presence/absence 
matrices, or for quadrat counts for relatively low intensity patterns 
(resulting in a limited number of levels of discrete counts) , since these 
represent two-dimensional step-functions. 
In the next section we illustrate the links between (WHT), (WHT)h 
and DFT coefficients using quadrat counts obtained from realisations of 
spatial point processes. We also investigate the interpretation of 
process from pattern using ( WHT ) W . ( WHT)h and DFT power spectra. 
8.3 Illustrative examples of (WHT ) W I (WHT)h, and DFT spectra using 
artificial data 
8.3.1 Introduction 
In practice, (WHT) and (WHT)h  power spectra can be calculated via a 
fast computational algorithm, called the Fast Walsh-Hadamard Transform 
(FWHT), analogous to the FFT in Fourier spectral analysis. Ahmed & Rao 
(1975, Appendix 6.1) give a FORTRAN subroutine for the FWHT in 
one-dimension, which allows choice of Walsh-ordering or 
Hadamard-ordering. The two-dimensional WHT is obtained by a total of U x 
V applications of the one-dimensional FWHT (for a data matrix of size U x 
V) ; the FWHT coefficients for each column are stored in an intermediate 
array and the FWHT is applied to each row of the FWHT of columns. Note 
that Ahmed & Rao (1975, Chapter 6) define the WHT using the divisor, 
(UV) 1 ; in the present study this has been replaced by (UV) 1"2 to 
coincide with the divisor used for the DFT (see Section 1.2.3). The 
spectral points for the (WHT) and (WHT)h  power spectra are then obtained 
by squaring each WHT coefficient and forming sums for relevant groups of 
coefficients, as described in Section 8.2 (see Tables 8.3 and 8.5). This 
method, based on the definitions of Ahmed & Rao (1975, Chapter 6) for the 
one-dimensional case, gives the total power associated with a single 
sequency or group of sequencies in each of the row and column directions. 
Scaling by the number of WHT coefficients which contribute to each WHT 
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spectral point produces WHT power spectra based on the average power at 
each point. This is useful in practice because it allows comparison of 
the relative power at different parts of the WilT spectra. All spectra 
are normalised, after scaling, by dividing by (total power in entire 
spectrum)/100, to show the percentage (that is, relative) power at each 
spectral point. Note that the relations between spectral points for 
different transforms are altered by the normalisation. The squared 
coefficients of the raw ( WHT ) hI (WHT)W and DFT are therefore presented in 
tabular form in order to allow direct comparisons between coefficients of 
each transform to be made. The corresponding normalised, scaled spectra 
are presented as three-dimensiohal histograms (using the SYNVU graphics 
package) . Note that the vertical scale of these plots varies between 
different spectra for the same pattern, and between spectra for different 
patterns. The three-dimensional plots therefore show only relative 
values. In addition, the DFT plots show the 'rearranged' normalised 
spectrum, that is for the frequency ranges (p = 0, 1, ..., 4; 
q = -4, ..., 3) , to coincide with the convention adopted here in Chapters 
1 to 7. 
The illustrative examples presented here are based on quadrat counts 
obtained from realisations of a homogeneous Poisson process, a modified 
Thomas cluster process and Diggle's SSI process. These artificial 
patterns were studied in the context of second-order spectral analysis of 
spatial point patterns in Chapters 4 and 5, where details of simulation 
of each pattern and results of exact two-dimensional spectral analysis 
(that is, based on the co-ordinates of the events) were given. In 
Chapter 7 these examples were also used to illustrate third-order 
spectral analysis of point patterns. In particular, the quadrat count 
distribution for an 8 x 8 grid was used to provide information on 
third-order properties of spatial patterns. Each pattern is simulated on 
the unit square and quadrat counts for the 8 x S grid are used here to 
illustrate Greig-Smith and Walsh spectral analyses. We must stress that 
the S x 8 grid is chosen for computational convenience, in order to 
illustrate the connections between the two forms of Walsh spectral 
analysis, and between these and Greig-Smith analysis. In practice, a 
finer grid would allow investigation of smaller scales of pattern. 
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8.3.2 The homogeneous Poisson process 
The homogeneous Poisson process was described in Section 4.3.1. 
Figure 8.2 shows a realisation of a homogeneous Poisson process on the 
unit square, with NX  = 100 events. This realisation was first shown in 
Figure 4.1a. Here the unit square has been divided into an 8 x 8 grid 
for which quadrat counts are superimposed. 
The 8 x 8 matrices of squared ( WHT ) hI (WHT) and DFT coefficients 
for this pattern are shown in Tables 8.8a, b and c, respectively. The 
equivalence of (WHT)h  and (WHT) coefficients may be-verified by 
comparing entries in Tables 8.8a and b with Table 8.2. Similarly, the 
equivalence of (WHT)h  and DFT coefficients may be verified by comparing 
entries in Tables 8.8a and c with Tables 8.5 and 8.7. 
Figures 8.3a, b and c shows the corresponding normalised, scaled 
(WHT ) h , (WHT) and DFT power spectra for the homogeneous Poisson process. 
The normalised (VHT)h  power spectrum for this pattern appears relatively 
uniform, except for one large value at in = 0, n = 2, which accounts for 
18.8% of the total power. The sequency content of this spectral point is 
zero in the row direction and 2 in the column direction (see Section 
8.2.5), corresponding to variation down the columns of the 8 x 8 matrix. 
The (WHT)h  power spectrum for an 8 x 8 data matrix consists of only 4 x 4 
spectral points, so it is difficult to assess structure visually. 
Furthermore, interpretation is hampered by the fact that, in general, the 
points of the (WHT)h  spectrum are associated with groups of sequencies in 
each of the row and column directions, rather than with a single pair of 
sequencies. 
In contrast, the normalised scaled (WHT) power spectrum is easier 
to assess visually since each point corresponds to a single row and 
column sequency. In addition, we can use Table 8.3 and Figure 8.1 to 
identify which patterns are represented by each spectral point. Figure 
8.3b shows that the spectral power for the homogeneous Poisson process is 
concentrated at low sequencies in the row direction. This suggests that 
there is some clustering of events, even within what is known to be a 
random pattern. (This is due to the size of the grid used here--see 
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Table 8.8: Squared (WHT) 
h , (WHT) - and DFT coefficients for the 
realisation of a homogeneous Poisson process 
a) squared (WHT)h  coefficients, (G(P 1 )} 2 
P 
0 1 2 3 
q 
4 5 6 7 
0 0.0000 1.0000 6.2500 1.0000 1.5625 0.5625 0.5625 0.0625 
1 0.0625 1.5625 0.5625 1.5625 1.0000 2.2500 0.0000 0.2500 
2 0.2500 0.2500 0.2500 6.2500 3.0625 0.5625 0.0625 0.5625 
3 0.5625 0.0625 0.0625 1.5625 0.0000 9.0000 1.0000 4.0000 
4 0.0625 3.0625 0.0625 0.0625 0.2500 1.0000 0.2500 9.0000 
5 0.2500 0.0000 0.2500 1.0000 1.5625 0.5625 0.5625 1.5625 
6 3.0625 7.5625 0.0625 0.0625 1.0000 1.0000 1.0000 0.0000 
7 1.0000 0.0000 0.0000 0.0000 1.5625 3.0625 1.5625 1.5625 
b) squared (WHT) coefficients, (W(p1q)l 2 
P 
0 1 2 3 
q 
4 5 6 7 
0 0.0000 1.5625 0.5625 6.2500 1.0000 0.0625 0.5625 .1.0000 
1 0.0625 0.2500 0.2500 0.0625 0.0625 9.0000 1.0000 3.0625 
2 3.0625 1.0000 1.0000 0.0625 0.0625 0.0000 1.0000 7.5625 
3 0.2500 3.0625 0.0625 0.2500 6.2500 0.5625 0.5625 0.2500 
4 0.5625 0.0000 1.0000 0.0625 1.5625 4.0000 9.0000 0.0625 
5 1.0000 1.5625 1.5625 0.0000 0.0000 1.5625 3.0625 0.0000 
6 0.2500 1.5625 0.5625 0.2500 1.0000 1.5625 0.5625 0.0000 
7 0.0625 1.0000 0.0000 0.5625 1.5625 0.2500 2.2500 1.5625 
c) squared DFT coefficients, IF 	2 
p 
0 1 2 3 
q 
4 5 6 7 
0 0.0000 1.0411 3.6250 0.3340 1.0000 0.3340 3.6250 1.0411 
1 1.0275 0.0855 0.0199 3.3930 4.5345 2.8640 0.0458 2.7725 
2 0.4063 0.7206 2.0313 4.0187 0.1563 2.8419 2.0313 1.5438 
3 1.1600 1.6695 0.2667 1.1020 0.7780 0.1650 0.4176 0.6985 
4 0.0625 0.7866 1.0625 0.9634 1.5625 0.9634 1.0625 0.7866 
5 1.1600 0.6985 0.4176 0.1650 0.7780 1.1020 0.2667 1.6695 
6 0.4063 1.5438 2.0313 2.8419 0.1563 4.0187 2.0313 0.7206 
7 1.0275 2.7725 0.0458 2.8640 4.5345 3.3930 0.0199 0.0855 
t All squared coefficients shown here are obtained from the 8 x 8 matrix 



















Figure 8.3: Normalised, scaled (WHT ) hl (WHT) w and DFT power spectra for 
the homogeneous Poisson process 
a) (WHT) h spectrum 
is 
(s = 0, t = 4) (which is associated with a relatively high column 
sequency) , accounting for 16.83% of the total spectral power. 
The normalised scaled DFT power spectrum for the homogeneous Poisson 
process is shown in Figure 8.3c. This plot reveals small elements near 
the origin of the periodogram, indicating some inhibition, and greater 
power at snail values of p and large values of q (for example, 3.56% of 
the total power is attributed to the spectral point for p = 1, q = -4, 
and 7.57% of the total power is associated with the point for p = 2, q = 3). 
Spectral analysis based on the co-ordinates of the events in this 
pattern leads to a uniform point spectrum (see Section 4.7.2). This is 
because there is no restriction on the scales of pattern which can be 
investigated using point spectra. However, the (WHT) and DFT power 
spectra for the homogeneous Poisson process show evidence of 
non-randomness because of the choice of an 3 x 8 grid. This grid was 
chosen in order to provide a relatively simple demonstration of the 
techniques of Walsh spectral analysis, and for comparison of Walsh 
spectral analysis with Greig-Smith analysis. The intensity per unit area 
in the realisations of models used here is rather low for analysis of 
quadrat counts. The mean number of events per quadrat for the Poisson 
process is approximately 1.56. Thus, some quadrats are empty and others 
contain what appear to be small clusters of events due to the relatively 
low intensity. An example with higher intensity should lead to a more 
uniform spectrum, since the Poisson distribution is asymptotically Normal 
(that is, for high intensity, the quadrat count distribution should be 
approximately Normal, for which we would expect a uniform spectrum, see 
Section 1.2.4). Visual assessment of structure is also hampered because 
the power spectra for an 8 x 8 grid consist of - so few points. In 
practice, one could use a finer grid in order to provide more spectral 
points over which spectral structure would be easier to assess visually. 
8.3.3 The modified Thomas process 
The modified Thomas process was described in Section 4.3.3. Figure 
8.4 shows a realisation of a modified Thomas process on the unit square, 
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L 
shown in Figure 4.1c, and it consists of 	25 uniformly distributed 
cluster centres. The number of offspring per cluster follows a Poisson 
distribution with mean p = 4. The dispersion of offspring relative to 
parents follows a Gaussian distribution with mean zero and variance 
a2 = (0 . 025) 2, corresponding to a cluster diameter of approximately 
= 0.15 units. Figure 8.4 also shows the quadrat counts associated 
with the 8 x 8 grid superimposed on the unit square. The cluster 
diameter is very similar to the size of quadrats used here. This causes 
problems in analysis based on quadrat counts, since we must analyse 
within clusters to detect events which are not independent. That is, the 
auto-covariance structure for the modified Thomas cluster process arises 
from dependencies between events within the same cluster--events in 
different clusters are independent (see Section 4.3.3). Since cluster 
centres are uniformly distributed on the unit square, the quadrat counts 
in the 8 x 8 grid for this process will be approximately (p + 1) = 5 tines 
the quadrat counts from the homogeneous Poisson process formed by 
parents. In practice we would need to use a finer grid, for example 
64 x 64, in order to detect the clusters in this pattern. 
The 8 x 8 matrices of squared (WHT)h. (WHT) and DFT coefficients 
for the modified Thomas process are shown in Tables 8.9a, b and c, 
respectively. The coefficients in this table are much larger than those 
obtained for the homogeneous Poisson process (see Table 8.8), indicating 
that the overall variance in the quadrat counts is greater for the 
modified Thomas process than it is for the homogeneous Poisson process. 
That is, the modified Thomas process displays over-dispersion relative to 
a homogeneous Poisson process of the same intensity, which is 
characteristic for a cluster process (see Section 4.3.3). 
Figures 8.5a, b and c show the corresponding normalised, scaled 
(WHT)hl (WHT) and DFT power spectra for the modified Thomas process. 
The normalised (WHT)h  power spectrum for this pattern contains several 
small values near the origin and larger values elsewhere. This contrasts 
with the relatively uniform (WHT)h  spectrum obtained for the homogeneous 
Poisson process. Again, the (WHT)h  power spectrum is difficult to 
interpret visually because spectral points are generally associated with 
more than one row and/or column sequency. 
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Table 8.9: Squared (WHT)h  (WHT) and DFT coefficients for the 
realisation of a modified Thomas process  
a) squared (WHT)h  coefficients, {G(P 1 )l 2 
p 
0 1 2 3 
q 
4 5 6 7 
0 0.0000 3.0625 4.0000 4.0000 12.2500 20.2500 5.0625 10.5625 
1 0.5625 7.5625 20.2500 1.0000 0.2500 16.0000 0.0625 18.0625 
2 1.0000 4.0000 0.0625 7.5625 14.0625 10.5625 0.2500 6.2500 
3 12.2500 1.0000 7.5625 1.5625 7.5625 7.5625 0.2500 1.0000 
4 0.2500 9.0000 18.0625 0.0625 10.5625 3.0625 9.0000 0.2500 
5 0.0000 9.0000 7.5625 10.5625 7.5625 7.5625 9.0000 1.0000 
6 10.5625 1.5625 49.0000 0.2500 0.2500 1.0000 27.5625 14.0625 
7 27.5625 3.0625 0.2500 0.2500 0.2500 2.2500 1.5625 14.0625 
b) squared (WHT) coefficients, 
p 
0 1 2 3 
q 
4 5 6 7 
0 0.0000 12.2500 5.0625 4.0000 4.0000 10.5625 20.2500 3.0625 
1 0.2500 10.5625 9.0000 18.0625 0.0625 0.2500 3.0625 9.0000 
2 10.5625 0.2500 27.5625 49.0000 0.2500 14.0625 1.0000 1.5625 
3 1.0000 14.0625 0.2500 0.0625 7.5625 6.2500 10.5625 4.0000 
4 12.2500 7.5625 0.2500 7.5625 1.5625 1.0000 7.5625 1.0000 
5 27.5625 0.2500 1.5625 0.2500 0.2500 14.0625 2.2500 3.0625 
6 0.0000 7.5625 9.0000 7.5625 10.5625 1.0000 7.5625 9.0000 
7 0.5625 0.2500 0.0625 20.2500 1.0000 18.0625 16.0000 7.5625 
c) squared DFT coefficients, lF(P 1 q) 1 2 
p 
0 1 2 3 
q 
4 5 6 7 
0 0.0006 10.0867 4.0000 13.9758 3.0625 13.9758 4.0000 10.0867 
1 5.7047 5.3874 16.9962 17.3249 5.9214 0.3323 7.6858 6.0616 
2 6.6250 6.6500 0.2500 2.6618 2.5000 5.4125 8.1250 9.0257 
3 13.4828 13.6126 11.7517 1.6751 5.3911 5.0009 6.5663 5.1052 
4 0.5625 2.2298 10.6250 14.9577 7.5625 14.9577 10.6250 2.2298 
5 13.4828 5.1052 6.5663 5.0009 5.3911 1.6751 11.7517 13.6126 
6 6.6250 9.0257 8.1250 5.4125 2.5000 2.6618 0.2500 6.6500 
7 5.7047 6.0616 7.6858 0.3323 5.9214 17.3249 16.9962 5.3874 
1- All squared coefficients shown here are obtained from the 8 x 8 matrix 


















Figure 8.5: Normalised, scaled ( lHT ) hf (W}fT) w and DFT power spectra for 
the modified Thomas process 
L 
However, spectral points near the origin of the normalised scaled 
(WHT) power spectrum are associated with low sequencies, and those which 
lie further away from the origin are associated with higher sequencies. 
Figure 8.5b indicates that there are several large elements in the (WHT) 
power spectrum at relatively low frequencies (for example, 10.86% of the 
total power is attributed to the spectral point for s = I and t = 2) 
There are also some quite large elements at higher sequencies. This 
spectral structure arises because the pattern has relatively low overall 
intensity, and because of the scale of quadrats compared to cluster 
diameter. These factors make it difficult to distinguish between this 
cluster pattern and the homogeneous Poisson process examined in Section 
8.3.2 using only relative concentrations of power at different 
sequencies. This is because the 8 x 8 grid was chosen for computational 
convenience. In practice, we could use a finer grid, for example, 64 x 64 
quadrats. Spectral analysis based on the co-ordinates of the events in 
this pattern leads to a concentration of power at low frequencies in the 
point spectrum (see Section 4.7.4) . This is because there is no 
restriction on the scales of pattern which can be investigated using a 
point spectrum. 
The normalised scaled DFT power spectrum for the modified Thomas 
process is shown in Figure 8.5c. This plot is also relatively difficult 
to interpret at the scale of analysis used here. We would expect the 
spectrum for a realisation of a cluster process to contain large elements 
at low frequencies. However, the largest values in the spectrum occur at 
intermediate frequencies, due to relatively low intensity and the choice 
of an 8 x 8 grid. 
8.3.4 Diggle's SSI process 
Diggle's 551 process was described in Section 4.3.4. Figure 8.6 
shows a realisation of Diggle's 551 process on the unit square, with 
NX = 100 events. This realisation was first shown in Figure 4.1e. The 
minimum inter-event distance is ó = 0.08 units. Figure 8.6 also shows 
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The 8 x 8 matrices of squared ( 14HT) 1 , (WHT) and DFT coefficients 
for this pattern are shown in Tables 8.10a, b and c, respectively. In 
this case, the coefficients are much smaller in magnitude than those 
obtained for the realisation of a homogeneous Poisson process. This 
reflects the fact that inhibition processes tend to exhibit 
under-dispersion, that is, the variance of quadrat counts tends to be 
less than that for a homogeneous Poisson process of similar intensity 
(see Section 4.3.4). 
Figures 8.7a, b and c show the corresponding normalised, scaled 
(WHT)hr (WHT) and DFT power spectra for Diggle's SSI process. In 
contrast to the (WHT)h  spectra obtained for the homogeneous Poisson 
process and the modified Thomas process, that for Diggle's SSI process 
contains a distinctive group of very low values near the origin of the 
spectrum, indicating that power lies in the remaining, higher 
frequencies. Again, this form of spectrum is difficult to interpret in 
terms of sequencies present in the pattern, since each point of the 
(WHT)h spectrum is associated with a group of sequencies in each of the 
row and column directions. Nevertheless, the structure present in this 
spectrum is much more evident than that in spectra obtained for the 
homogeneous Poisson process and the modified Thomas process. 
The normalised scaled (WHT) power spectrum also has a large group 
of very small elements near the origin (see Figure 8.7b) . In this 
spectrum the large elements are associated with high sequencies in both 
row and column directions, as we would expect for an inhibition process. 
This is exactly the form of spectral structure which is found in the 
point spectrum obtained from the co-ordinates of events in this pattern 
(see Section 4.7.6). 
The normalised scaled DFT power spectrum for Diggle's SSI process is 
shown in Figure 8.7c. This plot also reveals an absence of power at low 
frequencies, which is characteristic of an inhibition process. 
389 
Table 8.10: Squared (WHT)h,  (WHT) and DFT coefficients for the 
realisation of Diggle's SSI process 
a) squared (WHT)h  coefficients, {G(P1) 12 
p 
0 1 2 3 
q 
4 5 6 7 
0 0.0000 0.0000 0.0625 0.0625 0.0625 1.5625 0.0000 2.2500 
1 0.0000 0.2500 0.0625 3.0625 0.0625 0.5625 1.0000 0.2500 
2 0.0625 0.0625 1.0000 1.0000 0.0000 0.0000 0.0625 0.5625 
3 0.0625 0.0625 1.0000 0.0000 0.2500 0.2500 0.0625 0.0625 
4 0.2500 0.2500 0.0625 0.5625 0.0625 0.5625 0.2500 0.2500 
5 1.0000 1.0000 0.0625 0.5625 0.0625 0.0625 0.2500 0.2500 
6 0.0625 1.5625 0.2500 1.0000 0.0000 0.2500 0.0625 0.5625 
7 0.0625 0.0625 0.2500 1.0000 0.2500 1.0000 0.0625 0.0625 
b) squared (WHT) coefficients, 
p 
0 1 2 3 
q 
4 5 6 7 
0 0.0000 0.0625 0.0000 0.0625 0.0625 2.2500 1.5625 0.0000 
1 0.2500 0.0625 0.2500 0.0625 0.5625 0.2500 0.5625 0.2500 
2 0.0625 0.0000 0.0625 0.2500 1.0000 0.5625 0.2500 1.5625 
3 0.0625 0.0000 0.0625 1.0000 1.0000 0.5625 0.0000 0.0625 
4 0.0625 0.2500 0.0625 1.0000 0.0000 0.0625 0.2500 0.0625 
5 0.0625 0.2500 0.0625 0.2500 1.0000 0.0625 1.0000 0.0625 
6 1.0000 0.0625 0.2500 0.0625 0.5625 0.2500 0.0625 1.0000 
7 0.0000 0.0625 1.0000 0.0625 3.0625 0.2500 0.5625 0.2500 
c) squared DFT coefficients, IF 
X 
 (p,q)I 2 
p 
0 1 2 3 
q 
4 5 6 7 
0 0.0000 0.1733 0.0625 1.7643 0.0000 1.7643 0.0625 0.1733 
1 0.2554 0.0000 0.4688 0.2506 1.2491 0.7286 0.0268 0.0215 
2 0.0625 0.1821 0.2500 0.3955 0.0625 0.0054 1.2500 0.0420 
3 0.4321 0.2500 0.9107 0.0000 0.1884 0.7286 0.4688 0.0215 
4 0.0000 0.8223 1.5625 0.1152 0.2500 0.1152 1.5625 0.8223 
5 0.4321 0.0215 0.4688 0.7286 0.1884 0.0000 0.9107 0.2500 
6 0.0625 0.0420 1.2500 0.0054 0.0625 0.3955 0.2500 0.1821 
7 0.2554 0.0215 0.0268 0.7286 1.2491 0.2500 0.4688 0.0000 
t All squared coefficients shown here are obtained from the 8 x 8 matrix 












Figure 8.7: Normalised, scaled ( WHT ) h ,  (WHT) w and DFT power spectra for 
Diggle's SSI process 









These illustrative examples indicate difficulties which can arise in 
interpretation of (WHT)h  power spectra because each spectral point is, in 
general, associated with more than one row and/or column sequency. In 
particular, the groups of sequencies correspond not to consecutive 
sequencies, but to a 'fundamental' low sequency and all the higher odd 
sequencies related to the fundamental sequency. (WrIT) and DFT power 
spectra are generally easier to interpret than (WHT)h  power spectra in 
terms of processes which generate spatial pattern. This is because each 
spectral point corresponds to a single pair of row and column sequencies 
or frequencies, respectively. In addition, successive spectral points 
are associated with increasing sequency/frequency. The spectra for the 
realisation of Diggle's SSI process show definite structure, that is, an 
absence of power at low sequencies/frequencies. The analysis of the 
point spectrum for this realisation of Diggle's SSI process leads us to 
expect this type of structure (see Section 4.7.6) . However, (WrIT) and
Tir 
DFT power spectra for the homogeneous Poisson process and the modified 
Thomas process are difficult to interpret here because of the choice of 
an 8 x 8 grid. This is in spite of the expectation expressed in Section 
8.2.6 that Walsh spectral analysis would perform better for low 
intensities or presence/absence matrices. These problems are caused by 
the relatively low intensity of the realisation of a homogenous Poisson 
process and the fact that the scale of quadrats in the 8 x S grid is 
approximately the same as the cluster size. These problems are, 
therefore, unlikely to cause serious difficulties in practice, since it 
will probably be feasible to record the co-ordinates of events for a 
pattern which has relatively low intensity, and then one could calculate 
the exact point spectrum. Alternatively, one could use a finer grid to 
detect clusters. However, the difficulties encountered with the 
interpretation of (WHT)h  spectra will be present whatever grid size is 
used. These illustrative examples therefore suggest that (WilT) and DFT 
power spectra may be easier to interpret than the (WHT)h  power spectrum 
in terms of processes which generate spatial pattern. 
Also note that it is possible to compare values of spectral points 
without normalisation to distinguish between randomness, clustering and 
inhibition. This is because these two alternatives to CSR tend to give 
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rise to relatively large values and relatively small values in the 
spectrum, respectively, compared with the values in the spectrum for a 
homogeneous Poisson process of similar final intensity. 
We will return to these illustrative examples in Section 8.6 in 
order to illustrate the links between Walsh spectral analysis and 
Greig-Smith analysis of quadrat counts. Greig-Snith's method is 
described in the next section. 
8.4 Greig-Smith analysis of quadrat counts 
8.4.1 Motivation for Greig-Smith's method 
A number of tests and measures of departure from random expectation 
are available for quadrat counts for vegetative data. Greig-Smith (1933, 
Chapter 3) describes many such tests and assesses their relative value. 
The variance 	mean ratio (coefficient of dispersion) in a sample of 
counts from randomly thrown quadrats is a useful measure, based on the 
fact that for a Poisson random variable the variance is equal to the mean 
(recall from Section 4.3.1 that the quadrat counts obtained from a 
homogeneous Poisson process follow a Poisson distribution) . For clusters 
(representing over-dispersion) the variance tends to be greater than the 
mean. In the presence of inhibition between plants the variance tends to 
be less than the mean. However, the use of this statistic has been 
criticised by Skellam (1952) on the grounds that it is dependent on the 
size of quadrat used. 
Greig-Smith (1952) first suggested a systematic method of analysis 
of different scales of pattern using a grid of contiguous quadrats, in 
which the number of quadrats in each side of the grid is an integer power 
of two. The number of individuals per grid unit (that is, per quadrat) 
is counted in the normal way. The total variance between grid units can 
be apportioned by the technique of analysis of variance to differences 
between single units within blocks of two, blocks of two within blocks of 
four, blocks of four within blocks of eight, and so on, the blocks being 
square for even powers of two, and rectangular for uneven powers of two. 
If the arrangement of vegetation is perfectly random over the whole area 
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then the mean square should be the same for all block sizes, and it 
should be equal to the mean number of individuals per grid unit. That 
is, the variance : mean ratio should be unity whatever block size is 
used. If the distribution is contagious (that is, containing clusters) 
then the variance will rise up to a block size equivalent to the area of 
patches. If the patches are themselves random or contagious then the 
variance will be maintained at this level with increasing block size. If 
the patches are regular then the variance will fall as block size is 
increased further. If more than one scale of heterogeneity is present 
then the behaviour will be repeated as block size reaches this scale. 
After analysis of variance of the data is obtained from the grid in this 
way the mean square is plotted against block size, and the position of 
sharp rises and peaks noted. 
In the method as originally proposed, the locations of peaks 
correspond to the average area of different phases of a scale of pattern. 
In some circumstances it is useful to •associate the units in the same 
direction throughout, that is to sum them along a one-dimensional 
transect rather than into the squares and rectangles of a grid, so that 
the peaks correspond to the average linear dimensions of the phases. 
Sampling may then be by spaced transects instead of a complete grid. 
This method allows larger scales of pattern to be investigated by a 
smaller number of units, and eliminates difficulties due to patches of 
the different phases being elongated in a constant direction. If there 
are reasons to suggest that patches are elliptic rather than circular, or 
if there are directional effects caused by sloping ground, then 
Greig-Smith suggests using separate analyses in two directions at right 
angles. For a system of transects the variance of the largest block size 
(that is, the full length of the transect) must be ignored, since it 
includes an element depending on the distance separating transects. We 
will restrict our attention to Greig-Smith's original two-dimensional 
procedure, using a rectangular grid of contiguous quadrats, for 
comparison with two-dimensional Walsh spectral analysis. 
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8.4.2 Calculation of mean squares and interpretation of mean square 
versus block size graph 
Let X = {X U,V  I (u = 0, 1, ..., U - 1; 	v = 0, 1, . .., V - 1) denote 
a matrix of quadrat counts, with U' = log 2U, V 1 = log 2V. Then 
Greig-Smith s mean squares, {s. 2  I (j = 1, 2, ..., u , + v' ), are 
calculated as follows: 
	
2u'+v 1 5 2 = fno. in kthl -  2- 	in ith pair 	(8.6) 1 	Lk quadrat j 	Ll 	of quadrats J ~no. 12 ( 2 +v 	2 - 	in kth pair 2 - 1 j no. in ith foursome S2 - Lk 	of quadrats J L1 	of quadrats 	J  j-112 ( 	 j2 2u +v 	2 - &Jno. in kth group of 2 	21 )flO. in lth group of 2Si 
- 	quadrats 	 J Ll quadrats 
fn 
u'+v'-l12 	( 2 2 o. in kth group of 2 	 - 2 -lj grand total of 
SuI+vl 
- Lk 	 quadrats J quadrat counts 
(see, for example, Upton & Fingleton, 1985, Chapter 1). s. 2 represents 
i-i 	 J 	i the variance between blocks of size 2 units within blocks of 2 units. 
Alternatively, s 2  may be written as 
s 2  =2 	2 k 
j-u'-v'r -i Ilsub-total for j .first half 	Isub-total forTh . 	 2 	 H J Lof block of 2 units 	j second half jj 
where the summation is over the 2 	blocks of 2 1  units (Upton & 
Fingleton, 1985, Chapter 1) . This expression makes clearer the 
interpretation of Si 2 , but (8.6) is more suited to hand calculations. 
Greig-Smith's method requires the user to choose the orientation for 
the rectangular blocks which correspond to uneven powers of two. Figure 
8.8a illustrates the division of an 8 x 8 grid into horizontal rectangles 
and squares, whilst Figure 8.8b illustrates the division of a similar 
grid into vertical rectangles and squares. The two systems will, in 
general, give rise to different mean squares for the analysis of 
variance. Some authors, for example, Upton & Fingleton (1985, Chapter 1) 
suggest averaging the term 
(no. in kth group of 2j1  quadrats)2 
for horizontal and vertical blocks in the calculations for s. 
J 
Alternatively, one can ignore uneven powers of two altogether, and use 
square blocks which correspond to powers of four. In this case, S. 2 
(i = 1, 2, . .., (u' + v')/2) becomes 
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Figure 8.8: Division of an 8 x 8 grid into horizontal or vertical 
rectangles 
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Horizontal/vertical sub-divisions are shown for only one quarter of each 
block size at each division. In practice, each remaining part is 
sub-divided in the corresponding manner. 
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L 
2 - ~~no. in kth group of 4 31 12 
- 	quadrats 	 J 
- 
 
4 - 1 fno. in ith group of 431 2 
	
quadrats 	J' 
as used by Moellering & Tobler (1972) for analysis of geographical data. 
We will use all available powers of two for block sizes here, and we will 
provide illustrative examples for the case of horizontal rectangles for 
uneven powers of two. 
Note that mean-correction of the quadrat counts before using 
Greig-Smith's procedure will not alter the values of 
= 1, 2, ..., u' + v') 1 since mean-correction will cancel in each of 
the terms of (3.6). The overall total(' l X 	) is not used in u=O v=O u,v 
Greig-Smith's method, but this will be zero if 	is mean-corrected. 
We will use the notation s u , +v , +l to denote the mean-corrected total.  




} (j = 1, 2, ..., u' + v' ), these are used to form an ANOVA 
table, as shown in Table 8.11. 
For an 8 x 8 data matrix, X = {X(u = 0, 1, ..., U - 1; 
U,v 	
2 v = 0, 1, ..., V - 1), the, mean squares for Greig-Smith's method, Is I 
(i = 1, 2, ..., 6), for the case of horizontal blocks for uneven powers 
of two, are given by: 
2 	-1V7 	V3 	 2 32s 1 = 2 	
L= Ll=O ( Xk , 2l - Xk21+ 1 ) 
16s22 = 4 - 1 	=o 	=o ( X2k , 2l + X2k 21+1 - X2k+1 21 - X2k+121 + 1 ) ; 
8s32 = 8 	3=0 Z=O (X2k,41 + X2k,41+1 + X2k+1 41 + X2k+141+1 
X2k4l + 2 - X2k4l + 3 	X2k+14l+2 - X2k+141+ 3 ) 
• 	2 	-1V1 	V3 	 2 45 4 = 16 	=o [ IZlo ( X4kl + X4k+1 41 - X4k+2 41 - X4k+3 4l 
Z =4+ 4 ( X4kl + X4k+l 41 - Xgk+2 1 - X4k+3 , 41 H 2  
2s52 = 321 	f =o ( X4k , l + X4k+l 1 + Xdk+2 1 + X4k+31 ) 
V7 	 2 (X 	 +X 21=4 4k,l 	4}'- +i 1 	4]'+2,1 	4}'+3,1 
2 = 641
=o =oXk , l 	=4Xkl )} 
We also write, 
2 	-1 V7 V7 	2 S 7 = 64 	(Li=oLl=oXk,1) 
which is not used in Greig-Smith's procedure but will be required for the 
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Table 8.11: Analysis of variance table for Greig-Smith's method 




Between blocks of 	
2u'+v'-1 
units 2 S,, 1 2 	2 
within blocks of 	2 units 
S,, 	
/s 
Between blocks of units 2 S 2 
2 	2 
within blocks of 	 units 
,+ 	, i s1 5u 	 I '+v'-i 
Between blocks of 2 j1 units 2 s u'+v'-j 2 2 	2 S 	/s 
within blocks of 2iunits 3 i 1 
Between blocks of 2 units s.,2 2'+u' 2 2 
'
2 
within blocks of 4 units 
2 	
1 
Between individual units 
51 2  within blocks of 2 units 
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comparison with Walsh spectral analysis; $72  is zero if quadrat counts 
are mean-corrected. Similar expressions may be obtained for isI for 
the case of vertical sub-divisions of the grid, or using square blocks 
(that is, powers of four) only. 
Two aspects of the variance : block size graph are important in 
interpreting the pattern present: the position of the peaks, which 
reflect the scale or scales present, and the heights of peaks, which 
reflect the intensity of pattern or contrast between phases (Upton & 
Fingleton, 1985, Chapter 1) . However, there are several problems 
associated with Greig-Smith's method. First, the rectangular blocks may 
be arranged in different ways, each resulting (in general) in a different 
set of values for {s. 2 I. Secondly, the centres of gravity of two 
adjacent rectangular blocks of size 2 lie the same distance apart (2 
units) as two adjacent square blocks of size 
2j+1 	
Thus, unless clumps 
that exist are conveniently aligned in rectangles there will be some 
undesirable side effects. Pielou (1977, Chapter 9) reports that the 
rectangular blocks are likely to give a saw-toothed appearance to the 
graph of s 2 against 2 because rectangular blocks consistently give mean 
squares which are less than those for the square blocks on either side of 
them in the graph. Thirdly, the method only allows investigation of 
block sizes that are powers of two. Thus, an apparent peak at 2 = 32, 
say, can only be interpreted as indicating existence of clumps at some 
size between 16 and 64; it does not necessarily indicate that the clump 
size is 32. A fourth problem is that there is very little information 
available at the larger block sizes, for example, there are only two 
blocks of size 32 in an 8 x 8 grid. The first two objections listed 
above can be met by disregarding the intermediate rectangular blocks and 
working with {s. 2 } (j = 1, 2, ..., (u' + v')12) for powers of four only 
(that is, square blocks only), but this results in a reinforcement of the 
third objection. 
The accuracy with which Greig-Smith's technique detects the scale of 
pattern present has been the subject of several empirical investigations, 
which are mainly restricted to analyses of one-dimensional transects of 
quadrat counts (see, for example, Kershaw, 1957, Usher, 1969 and 
Errington, 1973) . The results of these investigations are summarised by 
Greig-Smith (1983, Chapter 3) as follows. In the most straightforward 
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case, in which, on average, phases of high and low abundance of equal 
dimensions alternate (or clumps are separated by unoccupied areas of 
equal dimensions) a peak will indicate the true scale of pattern, 
provided that the transect starts at a boundary between two phases (and 
that the true scale is a power of two) . If however, the transect starts 
in the middle of either phase, then the peak will be at the next smaller 
block size. Intermediate starting points will give increased variance at 
both block sizes, that which is greater depending on the exact position 
of the starting point. In patterns of this type there is thus likely to 
be a 'drift' of peaks to the left (Usher, 1969). 
Kershaw (1957) shows that if there are random clumps, or patches of 
high abundance, and if the overall abundance is relatively low, then 
there is liable to be a drift of peaks to the right, a peak occurring at 
the next block size above the one corresponding to the clump size. This 
results from the occasional occurrence of two clumps, or parts of clumps, 
within one block of the next size up, reinforced by some reduction of the 
variance at the true clump size due to clumps overlapping blocks of their 
own size. Increase of the sample size (using more or longer transects) 
will correct this drift to the right. 
If patches of high abundance alternate with patches of low abundance 
of markedly different dimensions (or if clumps are more or less regularly 
arranged at relatively low overall abundance) then, unless either 
abundance phase coincides with a block size, a peak will tend to occur at 
half the total unit of pattern (Errington, 1973) 
The limitation of block sizes to a power of two times the dimension 
of the basic unit allows an approximate estimate only of the true scale 
of pattern present, apart from the effects described above. A final 
difficulty in interpreting the position of peaks is that pattern and its 
reverse (that is, one in which areas of high abundance are assigned low 
abundance and vice versa) will give essentially the same variance 	block 
size graph (see Pielou, 1977, Chapter 9) 
Usher (1969) suggests allowing for the effects of starting point of 
the transect by trying various starting points, and accepting the maximum 
block size obtained for a peak as the correct value. Hill (1973) 
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suggests the simpler approach of taking the average value of the mean 
squares corresponding to all starting points. For example, Greig-Smith's 
mean square at block size 2 for a one-dimensional transect of 8 quadrats 
with associated counts {Y u I (u = 0, 1, . .., 7) is given by 
2 1 {4 1 (Y0 + Y  - 	- 	+ 	+ Y5 - 	- Y7 ) 2 , 
whereas Hill suggests using the two-term local variance at this level, 
which is given by 
5 1 14 1 (Y0 + Y  - 	 + 4 1 (y 1 + Y - 	- y4 ) 2 + 4 1 (y 2 + y 3 - 
Y4 - Y 5  ) 2 + 4 1 (y 3 + Y - 	- Y 6  ) 2 + 4 1 (y4 + Y 5 - Y 6 - Y7 ) 2 } 
Hill's method eliminates the need for the sample size, U, (in a 
one-dimensional transect of quadrat counts) to be an exact power of two 
and allows an estimate of variance to be made for any block size less 
than U/2. 
Although there are evidently considerable difficulties in 
determining the precise scale, or scales, of pattern present in a set of 
data, these are largely brushed aside by Greig-Smith (1983, Chapter 3). 
He reasons that analysis of pattern rarely requires exact estimation of 
scales of pattern (unless these are of morphological interest), rather it 
is used as an exploratory method to detect possible relationships between 
the patterns of different species, or between the patterns of a species 
and patterns of environmental variables. Greig-Smith's approach is 
contrary to the spectral approach developed here, in which we aim to 
determine as much about the underlying processes which generate spatial 
pattern as is possible. It is inappropriate to expect biologists to be 
able to explain the underlying mechanisms which govern spatial structure 
without having any information about the scale at which events interact. 
In addition to the problems described above, tests of significance 
for the peaks of Greig-Smith's block size 	mean square graph are 
unobtainable. Greig-Smith suggests using the variance ratios from the 
ANOVA table, {s. 2 /s 1 2 } (j = 1, 2, ..., u' + v'), to test for clumping at 
a scale of 2 j-1 	 2 	2 units, by referring the value of s. /s to tables of the 
u '+v'-j 
F-distribution with 2 	and 2
u'+v'-1
degrees of freedom. However, 
these tests are invalidated by dependence between variances at different 
block sizes when the true distribution is non-random. This difficulty 
may be partially overcome by the comparison of block size 	mean square 
plots for a set of parallel transects (in the one-dimensional case) and 
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extracting common features. Alternatively, we can compare the index of 
j-1 2 	 j-1 dispersion at block size 2 	, that is, s. /(mean at block size ,2 	), 
with the X2-distribution on 2 
u+v1 
 degrees of freedom in a test for 
randomness. However, this does not give any information about which 
scales of pattern exist (see, for example, Stoyan et al., 1987, Chapter 
2). Several modifications of Greig-Smith's method have been suggested, 
including a randornisation test for peaks (see Head, 1974) but this still 
suffers from drawbacks of arbitrary choice of quadrat size and starting 
point. Hill's method, using the two-term local variance, largely 
overcomes these problems, but very little is known about its statistical 
properties. Furthermore, the modifications suggested by Hill and Head 
are intended for the one-dimensional case. Whilst they could possibly be 
extended to the two-dimensional case this would require a very large 
increase in computation. Despite the problems discussed above, 
Greig-Smith's method (although often restricted to analysis of a 
one-dimensional transect of quadrat counts) has remained popular with 
ecologists due to the relative simplicity involved in the calculations. 
The main objective of this chapter is achieved in the next section, 
where we establish the links between Greig-Smith's mean squares and WHT 
coefficients. 
8.5 Interpretation of Greig-Smith's method in terms of Walsh functions 
8.5.1 Introduction 
Ripley (1978) shows that Greig-Smith's method of analysis may be 
interpreted as a type of spectral analysis based on a class of 
non-sinusoidal orthogonal functions called Haar functions, which we will 
describe briefly. Whereas the WHT and DFT coefficients are functions of 
all the data elements, this is only true for the first two Haar 
coefficients. The two-dimensional Haar transform thus provides a domain 
which is both locally sensitive and globally sensitive. It is defined in 
matrix form as 
= (UV) 112H(u') 	
T 
(p = 0, 1, ..., U - 1; 	q = 0, 1, ..., V - 1), where X is a U x V data 
matrix and HR(k)  is the one dimensional Haar transform matrix for a 
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sequence of length 2 (Ahmed & Rao, 1975, Chapter 7). For an 8 x 8 data 
matrix we have 
1 1 1 1• 1 1 1 1 
/2 /2-/2-/2 0 0 0 0 
	
RR 	= 0 0 0 0 /2 12-/2-/2 2-2 0 0 0 0 0 0 
o 0 2 -2 0 0 0 01 
o o 0 0 2 -2 0 O 
O 0 0 0 0 0 2-2) 
The Haar functions and associated coefficients of the Haar transform 
depend crucially on the starting point of the grid (as does Greig-Smith's 
method) . Ripley (1978) uses this factor as motivation for the USC of 
Fourier spectral analysis which is independent of the starting point of 
the grid and covers many scales of pattern. Note that Ripley (1978) 
states that Fourier spectral analysis provides the only system of waves 
which does not depend on the tarting point of the grid. This is not 
strictly true, since the Hadamard-ordered Walsh power spectrum is defined 
to have the property of cyclic invariance, as shown by Ahmed & Rao (1975, 
Chapter 6). Ripley's comparisons are limited to analyses of 
one-dimensional transects of quadrat counts. In this study we will 
demonstrate how Greig-Smith's original two-dimensional analysis for a 
grid of quadrats can be interpreted in the context of two-dimensional 
Walsh functions. The use of Walsh functions, rather than Haar functions, 
allows us to gain further insight into Greig-Smith's mean squares in 
terms of their sequency content. Comparison of Greig-Smith's mean 
squares with coefficients of (WHT)W  and  (WHT)h  power spectra will show 
that the sequency content of the Greig-Smith's mean squares is different 
from that of both (WHT) and (WHT)h  power spectra. We will use these 
results to indicate why problems occur with Greig-Smith's method. 
8.5.2 Special case of an 8 x 8 data matrix 
In this section- we consider the case of a two-dimensional data 
matrix with 8 rows and 8 columns, and the choice of horizontal 
rectangular blocks for uneven powers of two in Greig-Smith's method. By 
comparing algebraic expressions for {s 2 } and {W(p 1 q) } from Sections 4.2 
and 2.2 (see (8.6) and Figure 8.1, respectively), it is straightforward 
to show that the following relations connect Greig-Smith's mean squares 
and the coefficients of the two-dimensional (WHT): 
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2 s7 2 = { W x ( OiO )} ; 
= 1W (1,0)!? ; 
s52 = 
	
2 	-1V3 	Vi 	 2 s 4 = 4 	Lp=2 Lq=0 {W(Pq)} ; 	 (8.7) 




S22 = 161 
Tp= 	
0{W(P1q)}2; 
and 	 s 2 
	-1 
= 32 	~7 ='4 {W(P 1 )1 2 
2 
where Is. I (j = 1 . .., 6) are Greig-Smith's mean squares, 64s 7 2 is the 
(grand total of all quadrat counts) 2 , which is zero if mean-correction is 
used, and (W(P 1 q)} (p = 0, 1, ..., 7; 	q = 0, 1, ..., 7) are the 
coefficients of the two-dimensional (WHT) w 
The corresponding results for Greig-Smith's mean squares using 
vertical rectangular blocks, or square blocks only may be obtained in a 
similar manner. Table 8.12a summarises how the coefficients of the 
(WHT)W contribute to Greig-Smith's mean squares using horizontal 
rectangular blocks. The main part of the figure represents the . 8 x 8 
matrix of (WHT) w  coefficients, and the entries within the matrix indicate 
2 which of Greig-Smith s mean squares, Is. 1, each (WHT) coefficient 
contributes to. Tables 8.12b and 8.12c show the corresponding links 
between (WHT) coefficients and Greig-Smith's mean squares based on 
vertical rectangular blocks and square blocks (for powers of four only) 
respectively. 
Similar expression for the relationship between Greig-Srnith's mean 
squares and (WHT)h  coefficients, 1G(p 1 q)I are easily obtained using the 
results given above, linking Es. 2 ! with tW(p 1 q)I 1 and expression (8.2) 
in Section 8.2.3, linking IW(p 1 q) I and tG(P 1 ) I (see also Table 8.2 for 
the special case of an 8 x 8 data matrix) 
The main purpose of this chapter is to demonstrate the equivalence 
of Greig-Smith analysis of quadrat counts and Walsh spectral analysis. 
We can also investigate the sequency content of Greig-Smith's mean 
squares, which indicates why problems arise with his method. In 
particular, we will see why the results of Greig-Smith analysis are 
heavily dependent on the starting point for the grid. 
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Table 8.12: Relation betveen (WHT) 	coefficients, 1 14(pq)J. and 
Greig-Smith's mean squares, Es. 2 1, for the case of an 8 x 3 data matrix 
for the choice of horizontal rectangles 
q 
0 	1 	2 	3 	4 	5 	6 	7 
2 2 2 2 2 2 2 2 
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Table 8.12: 	(continued) 
c) for the choice of square blocks only 
q 
0 	1 	2 	3 	4 	5 	6 	7 
2! 2 2 2 2 2 2 2 
S4 
_t 
3 S 2 S 1 S 1 S 1 S 1 
2 2 2 2 2 2 2 2 
S 3 S 3 S2 s 2 s 1 S 1 S 1 S 1 
2 2 2 2 2 2 2 2 
S 2 S 2 S 2 S 2 S 1 S 1 S 1 
2 2 2 2 2 2 2 2 
S 2 S 2 S 1 S 1 S 1 
2 2 2 2 2 2 2 2 
Si 
si S 1 S S 1 S 1 S 1 
2 2 2 2 2 2 2 2 
1 S 1  s s S 1 S 1 S 1 
2 2 2 2 2 2 2 2 S 1 S1 
S 
S 1 S 1 S 1 S 1 S 1 
2 2 2 2 2 2 2 2 
S 1 S 1 S 1 S 1 S s S
1 
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8.5.3 Sequency content of Greig-Smith's mean squares 
For the case of an S x 8 matrix, we can use the relations between 
{s. 2 } and tr(Pq)} given in Section 8.5.2 to deduce the sequency content 
of Greig-Smith's mean squares. Let SEs. 
2 
3 denote the column sequency 
content of {s. 2 I (j = l 	..., 6), and TEs. I the row sequency content. 
Then, using the expressions above, and the sequency content of 
we have 
[2] = 0; T[s 7 2 ] = 0 
S[s 6 2 ] = 1; T[s 6 2 ] = 0; 
	
S Es 5 2 ] = 0, 1; 	T[s 5 2 ] = 1; 
S[s 4 2 ] = 1, 2; 	T[s 4 2 ] = 0, 1; 
Sfs 3 2 ] = 0, 1, 2; 	T[s 3 2 ] = 1 1 2; 
S
r 	21 	') 	 A. 	r 	2,.... [ S . - ., , 	, TL S 2 	v, i., 	., 
S[s 1 2 ] = 0, 1, 2, 3, 4; 	T[s 1 2 ] = 2, 3, 4. 
The sequencies associated with each of Greig-Smith's mean squares occur 
in groups rather than a single pair of row and column sequencies. 
Moreover, particular sequencies are split between the mean squares. For 
instance, Wx(O,3)  and W(0,4) represent exactly the same pattern of 
vertical stripes (under the assumption that the pattern can be extended 
periodically), except for different starting points (see Figure 8.1). 
Yet Wx(O,3)  contributes to s 3 2 , and W(0,4)  contributes to s 1 2 . This 
illustrates how Greig-Smith's method is entirely dependent on the 
starting point of the grid, as reported by Usher (1969) (see also Section 
8.4.2) . Note that the (WHT)h  and DFT power spectra are cyclic invariant 
(that is, the starting point for the grid does not matter) but that the 
(WHT)W power spectrum is also dependent on the starting point for the 
grid. The (WHT)h  spectrum is difficult to interpret, since each spectral 
point represents the power in a group of sequencies. Therefore, as 
Ripley (1978) concludes, analyses based on the DFT are probably most 
useful, since the Fourier spectrum can be used to investigate many scales 
and directions of pattern, and it does not require the dimensions of the 
grid to be integer powers of two. 
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8.5.4 Extension to the general case of a U x V data matrix 
In addition to the particular case of an 8 x 8 matrix of quadrat 
counts discussed above, it is easy to deduce general relations between 
Greig-Smith's mean squares and the squared (WHT) coefficients using 
Table 8.12. In particular, for the choice of horizontal rectangles for 
blocks of uneven powers of two units in Greig-Smith's method, we use 
Table 8.12a to deduce the following relations between (s. 2 
J 
(j= 1, ..., u' + v') and {V(P I )} (p = 0, 1, ..., U - 1; 
q = 0, 1, ..., V - 1) for a general U x, V data matrix, where u' = log 2U 
and v' = log 2V: 
2 
= Wx (0 1 0 H 2 ; 
	
2 	 2 
= Wx ( liO ) I 
S 	
2 = 2 - 1 \1 	w (p,1)
1
2 ; ivii 	 Lp0 X 
I; 5 
2 41 
p=2 L=O  {W(P1q) 2 u' +v' -2 =  








2 2 = 2-u'-v'+2 	
=U/2 	(p,qH 
2 = 2-u'-v'+l 	 {W(P1q)}2. and 	 s1 	 7 
We conclude this chapter by calculating Greig-Smith's mean squares 
for the illustrative examples of point patterns, for which ( WHT ) h. ( WHT ) W 
and DFT power spectra were presented in Section 8.3. 
8.6 Conclusion of illustrative examples 
8.6.1 The homogeneous Poisson process 
Greig-Smith's mean squares for the 8 x 8 matrix of quadrat counts 
for the realisation of a homogeneous Poisson process, for the case of 
horizontal blocks for uneven powers of two, are given in the ANOVA table 
shown in Table 8.13a (which is constructed in the form set out in Table 
3.11) . The variance ratios in Table 8.13a are less than unity for all 
block sizes. F-tests based on variance ratios, Is. 
 2 
/s 1 }, with 2 
u'+v'-1  and 2 	degrees of freedom show that the quadrat count distribution 
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Table 8.13: Analysis of variance tables for Greig-Smith analysis of 
artificial patterns ' 
a) Homogeneous Poisson process 




Between blocks of 32 units 0.0625 1 0.0333 
within blocks of 64 units 
Between blocks of 16 units 0.9063 2 0.4834 
within blocks of 32 units 
Between blocks of 8 units 1.8438 4 0.9834 
within blocks of 16 units 
Between blocks of 4 units 1.0625 8 0.5667 
within blocks of 8 units 
Between blocks of 2 units 0.6250 16 0.3333 
within blocks of 4 units 
Between individual units 1.8750 32 
within blocks of 2 units 
b) modified Thomas process 




Between blocks of 32 units 0.2500 1 0.0406 
within blocks of 64 units 
Between blocks of 16 units 11.4063 2 1.8528 
within blocks of 32 units 
Between blocks of 8 units 6.4688 4 1.0508 
within blocks of 16 units 
Between blocks of 4 units 14.1250 8 2.2944 
within blocks of 8 units 
Between blocks of 2 units 6.4063 16 1.0406 
within blocks of 4 units 
Between individual units 6.1563 32 
within blocks of 2 units 
Table 8.13: 	(continued) 
c) Diggle's SSI process 




Between blocks of 32 units 0.2500 1 0.4210 
within blocks of 64 units 
Between blocks of 16 units 0.0625 2 0.1053 
within blocks of 32 units 
Between blocks of 8 units 0.0313 4 0.0527 
within blocks of 16 units 
Between blocks of 4 units 0.2188 8 0.3685 
within blocks of 8 units 
Between blocks of 2 units 0.2813 16 0.4737 
within blocks of 4 units 
Between individual units 0.5938 32 
within blocks of 2 units 
[ 
t Upper 5% point of F1 32 = 4.17; upper 5% point of F, 32 = 3.32; 
upper 5% point of F 432 = 2.69; upper 5 10 point of F 332 = 2.27; 
upper 5% point of F1632 = 2.01. 
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is compatible with CSR, as we would expect for a realisation of a 
homogeneous Poisson process. 
The block size : mean square graph for this simulation of a 
homogeneous Poisson process is shown in Figure 8.9a. The overall peak 
occurs at block size 8, but this value is not significant, as we have 
seen from the corresponding ANOVA table (using an F-test based on s3is 2 1 
with 4 and 32 degrees of freedom) 
Direct comparison of Greig-Smith's mean squares with the 
coefficients of the (WHT) may be made by comparing the mean squares in 
Table 8.13a with the squared coefficients in Table 8.8b. For example, 
S 6 2 = 0.0625 	(wx(1oH2, 
s 5 2 = 0.9063 a 21(1.5625 + 0.2500) = 21[tWx(011) 2 + {W(ll) }2] 
and so on. 
There is no visual evidence of any structure in the (WHT)h  power 
spectrum for this process. However, the structure of the (WHT) and DFT 
power spectra is more difficult to assess visually because of the 
relatively low intensity of this pattern. For a detailed investigation 
of inference about spatial structure using the different approaches we 
would need to consider formal tests for spatial randomness based on 
spectral estimates. For the DFT power spectrum we can use the 
distributional results discussed in Section 1.2.4 under the assumption 
that quadrat counts follow a Normal distribution. Norettin (1981) 
discusses the sampling properties of Walsh spectral estimates (in the 
one-dimensional case). 
8.6.2 The modified Thomas process 
Greig-Smith's mean squares for the 8 x 8 matrix of quadrat counts 
for the realisation of a modified Thomas process, for the case of 
horizontal blocks for uneven powers, of two, are given in the ANOVA table 
shown in Table 8.13b. Comparison of the variance ratios in Table 8.13b 
u -v - j 	u +; -1 with 5' 	values of the F-distribution with 2 	and 2 
degrees of freedom shows that the variance ratio for s 3 7 is significant 
at the 5% level. Thus, CSR is rejected in favour of clustering, however, 
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L 
there is no formal test to determine the scale of clustering. 
The peak in the block size 	mean square graph. for this simulation 
of a modified Thomas process (see Figure 8.9b) occurs for s 3 2 , which 
corresponds to clustering at a scale of 4 units. The cluster scale in 
the realisation of the modified Thomas process corresponds to clusters of 
diameter one unit. The peak in the block size 	mean square graph 
appears to correspond to groups of four clusters which have overlapped to 
form clusters at a scale of four units. Of course, clusters of size one 
unit cannot be detected here, since s 1 2 is used as the denominator for 
other variance ratios. 
There is no visual evidence of spatial structure in the WHT and DFT 
power spectra for this pattern. This is because the scale of clusters is 
very similar to the quadrat size in the 8 x 8 grid, which was chosen for 
illustrative purposes. For a detailed comparison of the power of 
Greig-Smith, Walsh spectral analysis and Fourier spectral analysis a 
finer grid, for example 64 x 64 grid of quadrats, should be used. 
8.6.4 Diggle's SSI process 
Greig-Smith's mean squares for the 8 x 8 matrix of quadrat counts 
for the realisation of Diggle's 551 process, for the case of horizontal 
blocks for uneven powers of two, are given in the ANOVA table shown in 
Table 8.13c. The maximum mean square is S 1 2 = 0.5938. Thus, none of the 
variance ratios are significant in F-tests designed to detect departures 
in the upper tail of the F-distribution. Greig-Smith's method is 
designed to detect aggregated alternatives to CSR, and it is unable to 
detect the regular alternative to CSR in this pattern. If a finer grid 
were used on the same pattern, then the effect of inhibition would give 
rise to a peak at the scale of individual quadrats in the current grid. 
This is because inhibition can be interpreted as clustering over a very 
small scale, with each cluster containing exactly one event. 
Note, however, that (WHT), (WHT)h  and DFT power spectra for this 
pattern all reveal an absence of power at low frequencies, which 
indicates the presence of inhibition. 
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This study could be extended to provide a comparison of power for 
Greig-Smith analysis with (WHT) and DFT spectral analyses in the manner 
of Ripley (1978) , who analyses one-dimensional transects of quadrat 
counts only. The ease of interpretation of underlying processes from 
spectral structure should also be investigated. Walsh and Fourier 
spectral analyses for a matrix of quadrat counts could also be compared 
with the exact method of analysis, that is, using the two-dimensional 
point spectrum, which provides a powerful and informative technique for 
analysing spatial point patterns. 
8.7 Chapter Summary 
We have shown that Greig-Smith analysis of quadrat counts can be 
interpreted as a form of spectral analysis based on square waves. 
Moreover, the representation of Greig-Smith's mean squar.es  in terms of 
two-dimensional WHT coefficients indicates why Greig-Smith's technique is 
so sensitive to the starting point of the grid. Specifically, the 
variances associated with spatial patterns differing only in their 
starting point in a two-dimensional sequence of (+1)'s and (-fl's are 
assigned to different mean squares in Greig-Smith's analysis of variance 
table. 
There are several other problems associated with Greig-Smith's 
method. In particular, it only allows analysis of a restricted range of 
scales of pattern, and there is no analysis of directional effects. In 
contrast, the (WHT) power spectrum can be used to investigate both 
scales and directions of pattern, although this spectrum is also 
dependent on the starting point of the grid. The (WHT)h  power spectrum 
is independent of the starting point of the grid, but each spectral point 
is associated with several scales and directions of pattern. The 
two-dimensional Fourier spectrum is also independent of the starting 
point of the grid, and it can be used to investigate precise scales and 
directions of pattern. Furthermore, the sampling properties of Fourier 
spectral estimates are well-established. We can therefore use the 
Fourier spectrum to obtain formal tests for spatial randomness. Thi 
form of spectral analysis may, therefore, be superior to Greig-Smith 
analysis, and to the two forms of Walsh spectral analysis for 
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investigating spatial pattern in vegetative quadrat count data. Further 
assessment of the relative power of the different techniques, under a 
variety of alternatives to spatial randomness, is needed in order to 
establish the superiority of Fourier spectral analysis over Greig-Smith 
analysis and Walsh spectral analyses. 
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