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Bei der Untersuchung von zufälligen elektrischen Netzwerker.. ist die Beantwortung der 
Frage von Interesse, unter welchen Bedingungen sich der effektive Widerstand eines Netzes 
von sehr vielen Widerständen asymptotisch erfassen läßt. Resultat~ für den Fall, daß die 
Knotenmenge gleich dem Gitter Z ist und nur die nächsten N a~hbarknoten elektrisch 
verbunden sind, findet man in [1]. 
Wir konstruieren ein Modell eines unendlichen elektrischen Netzes auf die folgende Weise. 
Wir nehmen an, die Knoten des Netzes befinden sich auf der rellen Achse an den Orten 
Alle Knoten seien miteinander verbunden. Die elektrische Verbindung zweier Knoten i 
und j an den Orten Xi und Xj hat die Leitfähigkeit 
Wij == W(lxi - Xjl), 
wobei die Leitfähigkeitsfunktion W( ·) eine positive Funktion auf R+ == (0, oo) ist. Mit 
Tij == l/wij bezeichnen wir die Größe des Ohmschen Widerstands. Wir erhalten auf 
diese Weise ein eindimensionales elektrisches Netz. 
Wir wählen aus der gesamten Knotenmenge w == {i, i == · · · -1, 0, 1 ... } die endliche Kno-
tenmenge w2n == { i, i == -n, ... , n} aus und legen an den Knoten -n und n eine Spannung 
von 1 Volt an. Aus dem Ohmschen Gesetz ergibt sich eine Stromstärke von 1/ R2n (bzw. 
1 · D2n), wenn wir mit R2n (bzw. D2n) den effektiven Ohmschen Widerstand (bzw. die 
effektive elektrische Leitfähigkeit) des Teilnetzes w2n bezeichnen. Wir untersuchen in 
dieser Arbeit das asymptotische Verhalten von R2n (bzw. D 2n) für großen. 
Vereinfachen wir das Netz zu einer Kette von Widerständen mit ri,i+l = ri und rij = 0 für ji - il > 1, 
Wi = r;1 dann ergeben sich offensichtlich R2n = r_n + · · · + rn-1 und D2n = 1/(1/w-n + · · · + l/wn-1). 
Nehmen wir an, die Folge (ri), i = · · ·-1, O, 1, ... sei eine doppelt unendliche Folge unabhängiger identisch 
verteilter positiver Zufallsgrößen (oder allgemeiner eine positive ergodische Folge von Zufallsgrößen), dann 
folgt aus dem Ergodensatz die fast sichere Konvergenz 
R2n/2n ~ R( = IEro) 
n-1-00 
bzw. 
2nD2n ~ D = 1/R(= 1/IEl/wo)) 
n-1-00 
wobei IE den Erwartungswert bezeichnet. Angenommen, die Kette (ri) modelliert die mikroskopisch inho-
mogene Struktur eines "Drahtes", dann können wir R (bzw. D) auf makroskopischer Ebene als spezifischen 
Ohmschen Widerstand (bzw. elektrische Leitfähigkeit) eines homogenen "Drahtes" interpretieren. 
Gehen wir zurück zu dem allgemeineren Fall, daß alle Knoten des elektrischen Netzes 
miteinander verbunden sind. 
Ein eindimensionales elektrisches Netz mit der Leitfähigkeitsfunktion W heißt stationäres 
Netz (JP, W), wenn die Folge e == (ei) der Abstände ei == Xi+l - Xi benachbarter Knoten 
eine doppelt unendliche stationäre Folgen von positiven Zufallsgrößen mit dem Vertei-
lungsgesetz lP und Ec;0 < oo ist. 
Aufgrund der Tatsache, daß Wij nur vom Abstand der Knoten i und j abhängt, erwartet 
man, daß unter gewissen Bedingungen R2n/2n (damit auch 2nD2n) auch für stationäre 
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Netze (IP, W) gegen ein Grenzwert konvergiert. Wir untersuchen hier spezielle stationäre 
Netze. 
Definition: Eine stationäre Folge e = ( ei) von rellen Zufallsgrößen mit Verteilungsgesetz 
P heißt periodisch mit Periode p, wenn eine natürliche Zahl p existiert, so daß 
P(ei = ei+p) == 1, i = ... - 1, o, 1 ... 
gilt. 
Ist ei periodisch (mit Periode p) und ergodisch, dann gibt es Zahlen y1 , ... , YP mit 
P( ... ei-1 = yp, ei = Y1, ... , ei+p = Y1, ei+p+l = Y2, ... ) = 1/p, i = 1, 2 ... ,p. 
Definition: Ein eindimensionales stationäres Netz (IP, W) heißt ergodisches periodi-
sches Netz, wenn die doppelt unendliche Folge (ei) der Knotenabstände eine ergodische 
periodische stationäre Folge ist. 
Es gilt folgendes: 
Theorem: Es sei (IP, W) ein ergodisches periodisches elektrisches Netz mit 
00 
I: k2E(w(e1 + ... + ek)) < oo. 
k=l 
Dann existieren die Grenzwerte 
lim R2n/2n = R P - fast sicher 
n-+oo 
und lim 2nD2n = D = l/R. 
n-+oo 
Außerdem ist D:::; Ef:1 k2EW(e1 + · · · + ek) erfüllt. 
Im Gitterfall, d.h. P(ei = 1) = 1, erhält man den expliziten Ausdruck 
00 
2. Elektrische Netze und Variationsprinzipien 
Es sei eine endliche Knotenmenge w = {O, 1, ... , n} gegeben. Zwei Knoten i, j aus w seien 
durch eine elektrische Leitung mit dem Ohmschen Widerstand 
Tij (Tij = rji, Ü < Tij < 00) 
verbunden. Mit Wij = l/rij bezeichnen wir die elektrische Leitfähigkeit. Ein elektri-
sches Potentialfeld ( vi) verursacht einen Stromfluß 
Cij ( Vi - Vj )/Tij 
( Vi - V j )Wij ( Cij + Cji = Ü). 
zwischen den Knoten i und j. 
Fixiert man zwei Knoten, etwa 0 und n, gibt dort die elektrischen Potentiale v0 = 1 und 
Vn = 0 vor, und bestimmt die verbleibenden Potentiale v1 , ... , Vn-1 gemäß der 
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1. Kirchhoffschen Regel, die besagt, daß die Summe der Ströme in jedem Knoten 1, ... , n-
1 verschwindet, so erhält man für dieses elektrische Netz einen Gesamtstrom 
n 
C = 2:: Coj· 
j=l 
Hieraus resulti,ert der effektive Widerstand R des elektrischen Netzes nach dem Ohm-
schen Gesetz. 
R = 1/c (=Spannung/Stromstärke). 
Eine weitere physikalische Grundgröße eines Stromnetzes ist die Energie. Wir nutzen sie 
zur Beschreibung und Bestimmung von R mit Hilfe von Variationsprinzipien. 
Der Energieverbrauch Eij eines Widerstandes ist definiert durch das Produkt aus Poten-
tialdifferenz und Stromstärke und läßt sich auf unterschiedliche Weise ausdrücken. 
Eij ( Vi - Vj )cij 
(vi - Vj)
2 
/Tij = (vi -Vj) 2Wij 
2 
Cijrij 
Die Gesamtenergie E des elektrischen Netzes ist 
1""' 2 E=2~(vi-vj)Wij 
i,J 
Es gilt das Dirichletsche Variationsprinzip: 




2::( Vi - Vj )wij = 0, i = 1, ... , n - 1 
j=O 
dieser Variationsaufgabe entsprechen der 1. Kirchhoffschen Regel (vgl. [3]). 
Außerdem gilt 
R = 1/1En, 
bzw. für die effektive Leitfähigkeit D 
D =]ED 
Für die Formulierung des zweiten Variationsprinzips benötigen wir eine Definition. Wir 
sagen ( aij) bestimmt einen Fluß vom Knoten 0 zum Knoten n, wenn 
0 (Antisymmetrie) 
n 




( aij) heiße Einheitsfluß, wenn :Ei=o aoj == 1. Ein Einheitsfiuß, der aus einem Potenti-
alfeld resultiert, d.h. aij == (vi - Vj)/rij, heiße Einheitsstromfluß. Definieren wir die 
Gesamtenergie eines Stromnetzes aus den Strömen, dann sagt das (vgl. [2]) 
Thomsonsche Variationsprinzip: Das elektrische Netz nimmt den Zustand kleinster 
Gesamtenergie an. 
(2) TIL • 1 '"""' 2 • 1 '"""' 2 J.J.:.fl' == min - 6 c · .r ij == min - 6 c. -r i · Einheits:fluß 2 . . 1.J Einheitsstrom:fluß 2 . . 1.J J 
1.~ 1.~ 
und es gilt ~ == R. 
Für das weitere benötigen wir noch eine Variante des Dirichletschen Variationsprinzips. 
Wir schreiben die Potentiale Vi als Summe der Differenzen Ui == Vi-l - Vi und erhalten für 
die Dirichletsche Gesamtenergie 
mit 






Aij L: L: Wk-1,l i ::; j 
l=j k=l 
Aii Aji, 1 ::; i, j ::; n 
Das Dirichletsche Variationsprinzip ergibt nun 




LAijUj == A i = l, ... ,n 
i=l 
U1 + U2 + · · · + Un == 1, 
das folgendermaßen interpretiert werden kann. Teilen wir die Knotenmenge w == {O, 1, ... , n} 
in zwei Teilmengen {O, 1, „. i - 1} und { i,. „, n }, so besagen die Gleichungen, daß die 
Summe der Ströme zwischen diesen beiden Teilmengen für alle i == 1, ... , n den gleichen 
Wert A ergibt. Dies ist äquivalent zur 1. Kirchhoffschen Regel und A repräsentiert den 
Gesamstrom c. 
Setzt man A = 1 so führt die Lösung u1 , ... , Un von (3) zu dem Einheitsstromfiuß Cij == 
( Vi-Vj )wij, der die Thomsonsche Gesamtenergie minimiert, und wir erhalten die nützliche 
Beziehung für den effektiven Widerstand 
R == U1 + · · · + Un 
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Das Gleichungssystem (3) ist eindeutig lösbar, da aus 
über 
n 
LAijUj=O, i=l, ... n 
j=l 
n n 1 
0 = ?: Ui?: AijUj = 2 ~( Vi - Vj )2Wij 
i=l J=l i,3 
folgt, daß Ui = 0, i = 1, ... ,n, weil Wi,i+i > 0, i = 0, ... ,n -1. 
3. Beweis des Theorems 
Es sei e = (ei) = (xi+l - Xi), i = ... - 1, o, 1, ... die periodische stationäre Folge der 
Knotenabstände, r;k1 = Wik = w(ei + ... + ek-1), i < kund 
gemäß dem Dirichletschen Variationsprinzip die effektive Leitfähigkeit des Teilnetzes 
{-n, ... ,n}. 
Wir zeigen zuerst 
00 
lim 2nD2n ~ L k2EW(e1 + ... + ek) P-fast sicher 
n---1-00 
k=l 
Mit Hilfe des Dirichletschen Variationsprinzips erhalten wir für Ui = 1/2n, 
i = -n + 1, ... ,n die Abschätzung 
2n n-k+l 
2nD2n ~ 2n L L (uz + · · · + uz+k-1) 2W(6 + · · · + 6+k-1) 
k=l l=-n+l 
1 2n n-k+l 
2n E E k2W(6 + ... + ek-1) 
k=l l=-n+l 
und weiter 
1 oo n-1 
~ 2n L E k
2W(6 + · · · + 6+k-1) 
k=l l=-n 
Die rechte Seite konvergiert aber aufgrund der Ergodizität von ( ei) gegen 
00 
E k2EW(e1 + ... + en) 
k=l 
Der Schlüssel zum Beweis ist die Untersuchung des unendlichen Netzes. Wir zeigen, daß 
für das unendliche Netz ein Einheitsstromfluß ( Cij) = ( ( Vi - Vj )wij) existiert mit einem 
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eindeutig bestimmten "Gradientenfeld" (ui) = (vi-1 - vi)· Das bedeutet, das unendlich 
lineare Gleichungssystem 
00 
(5) E A~j) Uj = 1 i = ... - 1, 0' 1. .. 
j=-oo 
mit 
ist eindeutig lösbar. Die Koeffizienten A~j) sind endlich. Es gilt sogar aufgrund der Vor-
aussetzung 
00 00 k-1 
E A~j) = E k E w (ei+l+l-k + ... + ei+z) < 00 P-fast sicher 
j=-oo k=l l=O 
weil 
E c~oo A)jl) = E k2lEW(e1 + ... +ek) 
Die Periodizität von (ei) hat zur Folge, daß (5) genau dann eindeutig lösbar ist und die 




EBijUj=l, i=l, ... ,p 
j=l 
00 
Bij = E A~:ilkp 
k=-oo 





EBijUj = 0, i = 1, ... ,p 
i=l 
0 - E Ui E BijUj 
i=l j=l 
u~W(e1 ) + u;w(e2) + · · · + u!W(ep) +Rest mit (Rest 2:: 0) 
und somit Ui = 0, i = 1, ... ,p. 
Sei nun ui = ui(e) mit ui(e) = ui+p(e) die Lösung von (5). 
Wir zeigen 
R2n ~ Eu0(e) P-fast sicher 2n n-+oo 
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-n + 1 5: i,j 5: n 
das lineare Gleichungssystem für u~n), i == -n + 1, ... , n. Die Lösung ( u~n)) führt zum 
Einheitsstromfiuß, der die Thomsonsche Gesamtenergie für die endliche Knotenmenge 
w == {-n, ... , n} minimiert. 
A(n) bzw. A bezeichnen die Koeffizientenmatrizen des endlichen bzw. des unendlichen 
Systems. Mit An== (Aij), -n + 1 5: i, j 5: n bzw. U(n) == ( ui), -n + 1 5: i 5: n bezeichnen 
wir endliche Abschnitte von A bzw. u. Es sei ln == (l)-n+i~i~n und x.T die Transponierte 
einer Matrix x. Dann ist aufgrund von A(n)u(n) == ln die folgende Identität gültig. 
(8) (2n)- 1 lnT (u(n) - U(n)) (2n)-1 (uT (1 A u ) (n) n - n (n) 
+ ( 1~ - u[n)A(n)) ( U(n) - U(n)) 
+ u[n) (An - A (n)) U(n) ) . 
und ebenso luil < c i == ··· -1,0,1 ... 
Aus 
( ln - AnU(n)) (i) == I: AijUj, i == -n + 1, ... , n 
j~-n,j~n+l 
bekommen wir für die Summe T1 + T2 der beiden ersten Terme der rechten Seite von (8) 
die Abschätzung 
n 
IT1 + T215: 2c2(2nt1 I: I: Aij 
i=-n+l j~-nJ~n+l 
und aus 
00 00 00 
JE I: Aii ==JE I: Aoj == I: k2JEW (e1 + · · · + ek) < oo 
i=-oo j=-oo k=l 
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ergibt sich, daß T1 und T2 für n ~ oo verschwinden. Für den dritten Term T3 erhalten 
wir 
n 
< c(2n t 1 L ( Aij - A~j)) 
i,j=-n+I 
n n 
< 2c(2nt1 L L:(Aij-A~j)) 
i=-n+1 j=i 
< 2c(2nt1 C~+l ((n + i)A;n + (n - i + l)A_n,;)) 
Da aber gilt, 
n ~ oo 
JE L ((n+i)Ain+(n-i+l)A-n,i) < L:ZL:kJEW(fo+···+ek) 




verschwindet auch T3 für n ~ oo. Aus (2) 
R2 = u(n) 1 + · · · + u(n) n -n+ n 
folgt aufgrund von (7) und der Ergodizität von (ei) die Behauptung. 
9 
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