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Abstract
In this paper, we study the nonautonomous Klein–Gordon–Schrödinger equations on infinite lattices. We
first prove the existence of compact kernel sections for the corresponding process and then obtain an upper
bound of the Kolmogorov ε-entropy for these kernel sections. Finally, we establish the upper semicontinuity
of the kernel sections.
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1. Introduction
In this paper, we will study the following nonautonomous lattice dynamical systems (LDSs)
corresponding to Klein–Gordon–Schrödinger (KGS) equations
iz˙m − (Az)m + iαzm + zmum = fm(t), m ∈ Z, t > τ, (1.1)
u¨m + νu˙m + (Au)m +μum − β|zm|2 = gm(t), m ∈ Z, t > τ, (1.2)
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um(τ) = um,τ , u˙m(τ ) = u1m,τ , zm(τ) = zm,τ , m ∈ Z, τ ∈ R, (1.3)
where zm(t) ∈ C, um(t) ∈ R (C,R are the sets of complex and real numbers, respectively), Z is
the set of integer numbers, i is the unit of the imaginary numbers such that i2 = −1, ν,μ,α,β
are positive constants, and A is a linear operator defined by
(Au)m = 2um − um+1 − um−1, ∀u = (um)m∈Z. (1.4)
Equations (1.1)–(1.2) can be regarded as a discrete analogue of the following nonautonomous
KGS equations in R:
izt + zxx + iαz + zu = f (x, t), (1.5)
utt + νut − uxx +μu− β|z|2 = g(x, t). (1.6)
Equations (1.5)–(1.6) describe the interaction of scalar nucleon interacting with neutral scalar
meson through Yukawa coupling [17], where z denotes a complex scalar nucleon field and u
represents a real meson field; the complex-valued function f (x, t) and the real-valued function
g(x, t) both are the time-dependent external sources. There are many works concerning the initial
boundary value problem and Cauchy problem of the continuous model of KGS equations in its
autonomous case, see [1,2,17,18,24,27,28,36] and references therein.
LDSs are spatiotemporal systems with discretization in some variables including coupled or-
dinary differential equations (ODEs) and coupled map lattices and cellular automata [7]. In some
cases, LDSs occur as spatial discretizations of partial differential equations (PDEs) on unbounded
(or bounded) domains. LDSs arise in a wide variety of applications, ranging from biology [22,
35] to chemical reaction theory [15,21], electrical engineering [8], laser systems [16], material
science [19], image processing and pattern recognition [8,9,11,12,14], etc.
Recently, various properties of solutions for LDSs have been extensively investigated. For
examples, the stochastic LDSs were studied in [4,26]; the travelling wave solutions of such
equations were studied in [3,10,21,31,32,34]. The long time behavior of LDSs were examined in
[5–7,20,21,27,29,30,33,34,38,39]. Especially, Wang [34] obtained a result concerning the exis-
tence of global attractor, which is that a lattice systems has a global attractor if and only if it
has a bounded absorbing set and is asymptotically null; also Zhou and Shi [41] presented some
sufficient and necessary conditions for the existence of a global attractor for the semigroup asso-
ciated with general lattice systems on a Hilbert space of infinite sequences. Later, Zhao et al. [37]
extended the result of [34,41] to the nonautonomous lattice systems.
In the present paper, we consider the spatial discrete model of KGS equations in its nonau-
tonomous case. Precisely, we will develop the idea of [34,37,41] to study the LDSs (1.1)–(1.3).
We first prove the existence of compact kernel sections for the corresponding process and then
obtain an upper bound of the Kolmogorov ε-entropy for the obtained kernel sections. Finally, we
establish the upper semicontinuity of these kernel sections.
The paper is organized as follows. In Section 2, we first introduce some spaces in which we
consider the problem. Then we establish the unique existence and boundedness of solutions, as
well as the existence of a uniform bounded absorbing set for the corresponding process. Section 3
is devoted to prove the pullback asymptotic nullness for the corresponding process at each τ ∈ R.
In Section 4, we establish the existence of compact kernel sections and obtain an upper bound of
the Kolmogorov ε-entropy for them. In the last section, the upper semicontinuity of the kernel
sections is established.
34 C. Zhao, S. Zhou / J. Math. Anal. Appl. 332 (2007) 32–562. Unique existence and boundedness of solutions
We introduce the mathematical setting of our problem. Set
2 =
{


















umv¯m, ‖u‖2 = (u,u), ∀u = (um)m∈Z, v = (vm)m∈Z ∈ X,
where v¯m denotes the conjugate of vm. For any two elements u,v ∈ X, we define a bilinear form
on X via
(u, v)μ = (Bu,Bv)+μ(u, v), (2.3)
where μ is the positive constant from Eq. (1.2) and B is a linear operator (from X to X) defined
by
(Bu)m = um+1 − um, ∀m ∈ Z, ∀u = (um)m∈Z ∈ X.




= um−1 − um, ∀m ∈ Z, ∀u = (um)m∈Z ∈ X.
In fact, B∗ is the adjoint operator of B and one can easily check that
(Au,v) = (B∗Bu,v)= (Bu,Bv), (Bu, v) = (u,B∗v), ∀u,v ∈ X. (2.4)
Clearly, the bilinear form (·,·)μ defined by (2.3) is also an inner product in X. Since
μ‖u‖2  ‖Bu‖2 + μ‖u‖2 = ‖u‖2μ  (4 +μ)‖u‖2, ∀u = (um)m∈Z ∈ X,
the norm ‖ · ‖μ induced by (·,·)μ is equivalent to the norm ‖ · ‖. Write
2 = (2, (·,·),‖ · ‖), 2μ = (2, (·,·)μ,‖ · ‖μ), L2 = (L2, (·,·),‖ · ‖),
then 2, 2μ and L2 are all Hilbert spaces. Set
Eμ = 2μ × 2 ×L2, E = 2 × 2 ×L2,
and equip them with the inner products and norms as: for any two elements ψ(l) =


















+ μu(1)m u(2)m + v(1)m v(2)m + z(1)m z(2)m
)
, (2.5)
‖ψ‖2E = (ψ,ψ)Eμ, ∀ψ ∈ Eμ,μ











m + v(1)m v(2)m + z(1)m z(2)m
)
,
‖ψ‖2E = (ψ,ψ)E, ∀ψ ∈ E,
where z(2)m stands for the conjugate of z(2)m . Obviously, we have
‖ψ‖2Eμ  (4 +μ)‖ψ‖2E, ∀ψ = (ψm)m∈Z ∈ E. (2.6)
For convenience, we express Eqs. (1.1)–(1.2) as an abstract nonautonomous first-order ODE
with respect to time t in Eμ. To this end, we set u = (um)m∈Z, z = (zm)m∈Z, f (t) = (fm(t))m∈Z,
g(t) = (gm(t))m∈Z, uτ = (um,τ )m∈Z, u1τ = (u1m,τ )m∈Z, zτ = (zm,τ )m∈Z and take
v = u˙+ δu, where δ = μν
ν2 + 4μ > 0. (2.7)
Then Eqs. (1.1)–(1.3) can be written as
ψ˙ +Hψ = F(ψ, t), t > τ, (2.8)
ψ(τ) = ψτ = (uτ , vτ , zτ )T = (uτ , u1τ + δuτ , zτ )T , τ ∈ R, (2.9)
where ψ = (u, v, z)T , v = u˙+ δu, F(ψ, t) = (0, β|z|2 + g(t), izu− if (t))T , |z|2 = (|zm|2)m∈Z,




A+ μI + δ(δ − ν)I ν − δ 0
0 0 iA + αI
)
. (2.10)
Now we introduce a function set in which we consider the external sources. Let Cb(R,X) be
the set of continuous and bounded functions from R into X, then for each f (t) ∈ Cb(R,X), we
have supt∈R
∑
m∈Z |fm(t)|2 < +∞. Write
H =
{




∣∣fm(s)∣∣2  ε for any s  τ}, (2.11)
H1 =
{
f (t) = (fm(t))m∈Z ∈ C(R,X): {f (t): t ∈ R} is precompact in X},
H2,M =
{
f (t) = (fm(t))m∈Z ∈ Cb(R,X): ∣∣fm(t1)∣∣ ∣∣fm(t2)∣∣ if |m|M and t1  t2}.
Lemma 2.1.H1 ∪H2,M ⊂H .
Proof. H2,M ⊂ H is clear. Let us show H1 ⊂ H . Let f (t) = (fm(t))m∈Z ∈ H1, then
supt∈R ‖f (t)‖ .= M0 < +∞ and for any ε > 0, {f (t): t ∈ R} ⊂ X can be covered by finite
balls of X with radii ε4M0 . Without loss of generality, we let the centers of these
ε
4M0 balls be
f (τ1), f (τ2), . . . , f (τn), respectively, τk ∈ R, k = 1,2, . . . , n. Thus for any τ ∈ R, there is a k
(1  k  n) such that ‖f (τ) − f (τk)‖  ε4M0 , at the same time, for these elements f (τk) ∈ X,
k = 1,2, . . . , n, there exists, respectively, M(ε, τk) ∈ N such that ∑|m|M(ε,τk) |fm(τk)|2  ε2 .
Choose M(ε, τ) = max1kn{M(ε, τk)} and we get ∑|m|M(ε,τ) |fm(τk)|2  ε2 for k =
1,2, . . . , n. Now we have























∣∣fm(τk)∣∣2 + ε2  ε, ∀τ ∈ R.
The proof is complete. 
If we use Pal(R,X) to denote the union of almost periodic functions (in the Bohr sense, see
in [13] for the definition) from R to X, then Pal(R,X) ⊆H1. Lemma 2.1 implies that the setH
is nonempty, moreover, Pal(R,X), which is an important type of functions comprising the set of
periodic functions from R to X, belongs toH .
Lemma 2.2. Let f (t) = (fm(t))m∈Z ∈ Cb(R,L2) and g(t) = (gm(t))m∈Z ∈ Cb(R, 2). Then
for any initial data ψτ = (uτ , vτ , zτ )T ∈ Eμ, there exists a unique local solution ψ(t) =
(u(t), v(t), z(t))T ∈ Eμ of Eqs. (2.8)–(2.9) such that ψ(·) ∈ C([τ, T0),Eμ) ∩ C1((τ, T0),Eμ)
for some T0 > τ . Moreover, if T0 < +∞, then limt→T0− ‖ψ(t)‖Eμ = +∞.
Proof. It is easy to see that H maps Eμ into Eμ and F maps Eμ ×R into Eμ, respectively. Now
let B be a bounded set in Eμ and let ψ(l) = (u(l), v(l), z(l))T ∈ B, l = 1,2, then for any t ∈ R, we
have ∥∥F (ψ(1), t)− F (ψ(2), t)∥∥2
Eμ
= ∥∥(0, β(∣∣z(1)∣∣2 − ∣∣z(2)∣∣2), i(z(1)u(1) − z(2)u(2)))T ∥∥2
Eμ
= ∥∥β(∣∣z(1)∣∣2 − ∣∣z(2)∣∣2)∥∥2 + ∥∥i(z(1)u(1) − z(1)u(1))∥∥2
= β2∥∥(∣∣z(1)∣∣+ ∣∣z(2)∣∣)∥∥2∥∥(∣∣z(1)∣∣− ∣∣z(2)∣∣)∥∥2 + ∥∥z(1)(u(1) − u(2))+ u(2)(z(1) − z(2))∥∥2
 4β2L(B)∥∥z(1) − z(2)∥∥2 + 2(∥∥z(1)(u(1) − u(2))∥∥2 + ∥∥u(2)(z(1) − z(2))∥∥2)

(






where L(B) is a positive constant depending on B. (2.12) implies that F(ψ, t) is locally (with
respect to ψ ∈ Eμ) Lipschitz from Eμ × R to Eμ and the Lipschitz constant (4β2 + 2 + 2μ)L(B)
is independent of time t . In view of (2.10) and (2.12), we obtain Lemma 2.2 by the classical
theory of ODEs. The proof is complete. 
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z(t) = (zm(t))m∈Z and the coercivity of the operator H in Eμ.
Lemma 2.3. Suppose f (t) = (fm(t))m∈Z ∈ Cb(R,L2) and g(t) = (gm(t))m∈Z ∈ Cb(R, 2). Let
ψ(t) = (u(t), v(t), z(t))T ∈ Eμ be the solution of Eqs. (2.8)–(2.9) corresponding to initial data
ψτ = (uτ , vτ , zτ )T ∈ Eμ. Then∥∥z(t)∥∥2  ‖zτ‖2e−α(t−τ) + |||f |||2
α2
, ∀t  τ, (2.13)
where |||f |||2 = supt∈R ‖f (t)‖2 and α is the constant from Eq. (1.1).
Proof. Equation (1.1) can be written in the form of vectors as
iz˙ −Az + iαz + zu = f (t), t > τ. (2.14)













∥∥z(t)∥∥2 + α∥∥z(t)∥∥2  1
α
|||f |||2, ∀t  τ. (2.15)
Applying Gronwall’s inequality to (2.15), we obtain (2.13). The proof is complete. 
Lemma 2.4. For any ψ = (u, v, z)T ∈ Eμ, there holds
Re(Hψ,ψ)Eμ  ϑ
(‖u‖2μ + ‖v‖2)+ ν2‖v‖2 + α‖z‖2, ∀t  τ, (2.16)
where
ϑ = μν√
ν2 + 4μ(√ν2 + 4μ + ν) > 0. (2.17)
Proof. By (2.3)–(2.5) and (2.10), we obtain
Re(Hψ,ψ)Eμ = δ‖u‖2μ + (ν − δ)‖v‖2 − δ(δ − ν)(u, v) + α‖z‖2,
and thus
Re(Hψ,ψ)Eμ − ϑ
(‖u‖2μ + ‖v‖2)− ν2‖v‖2 − α‖z‖2




− δ − θ
)
‖v‖2 + δ(ν − δ)(u, v)









where δ is taken by (2.7) and ϑ is chosen by (2.17). By some computations we see that
4(δ − ϑ)( ν2 − δ − θ) = δ
2ν2
μ
. The proof is complete. 
We shall use Lemmas 2.3 and 2.4 to verify the boundedness of solutions to Eqs. (2.8)–(2.9).
38 C. Zhao, S. Zhou / J. Math. Anal. Appl. 332 (2007) 32–56Lemma 2.5. Let f (t) = (fm(t))m∈Z ∈ Cb(R,L2), g(t) = (gm(t))m∈Z ∈ Cb(R, 2). Then the so-
lution ψ(t) = (u(t), v(t), z(t))T ∈ Eμ of Eqs. (2.8)–(2.9) corresponding to initial data ψτ =
(uτ , vτ , zτ )

















, ∀t  τ,
(2.18)
where ϑ0 = min{ϑ, α4 }, |||g|||2 = supt∈R ‖g(t)‖2 and r0 > 0 depending on α,β, ν, |||f |||, |||g|||.

































































|||f |||4 + 2β
2
να2
|||f |||2‖zτ‖2e−α(t−τ), t  τ. (2.24)


















where ϑ0 = min{ϑ, α4 } and r20 = 1α |||f |||2 + 2ν |||g|||2 + 2β
2
να4
|||f |||4. Applying Gronwall’s inequality
to (2.25), we end the proof. 
Letting t → +∞ in (2.18), we see that for any ψτ = (uτ , vτ , zτ )T ∈ Eμ, the corresponding
solution ψ(t) = (u(t), v(t), z(t))T ∈ Eμ of Eqs. (2.8)–(2.9) is bounded for all t ∈ [τ,+∞), i.e.,
the solution ψ(t) exists globally on t ∈ [τ,+∞). Therefore, the maps
U(t, τ ) :ψτ = (uτ , vτ , zτ )T ∈ Eμ → ψ(t) =
(
u(t), v(t), z(t)
)T ∈ Eμ, ∀t  τ, (2.26)
generate a continuous process {U(t, τ )}tτ on Eμ, where v = u˙ + δu. Furthermore, we can
deduce from Lemma 2.5 the following result.
C. Zhao, S. Zhou / J. Math. Anal. Appl. 332 (2007) 32–56 39Lemma 2.6. Let f (t) = (fm(t))m∈Z ∈ Cb(R,L2) and g(t) = (gm(t))m∈Z ∈ Cb(R, 2). Then the
process {U(t, τ )}tτ corresponding to Eqs. (2.8)–(2.9) possesses a uniform bounded absorbing
set B0 ⊂ Eμ, such that for any bounded set B of Eμ there exists a time t (τ,B) τ yielding
U(t, τ )B ⊂ B0, ∀t  t (τ,B) τ,
where B0 = B(0,R0) ⊂ Eμ is a bounded ball centered at 0 with radius R0 = r0√ϑ0 .
Lemma 2.6 shows that there exists a time t0
.= t0(τ,B0) τ such that
U(t, τ )B0 ⊂ B0, ∀t  t0  τ. (2.27)
3. Pullback asymptotic nullness
This section is devoted to prove the pullback asymptotic nullness of the process {U(t, τ )}tτ
defined by (2.26), which plays an essential role when we verify the existence of the compact
kernel sections.
We cite a definition from [37].
Definition 3.1. The process {U(t, τ )}tτ is said to be pullback asymptotically null at time τ ∈ R
if for any bounded subset B of Eμ and any ε > 0, there exist T (ε, τ,B) > 0 and M(ε, τ,B) ∈ N











 ε, ∀s  T (ε, τ,B) > 0, (3.1)
where
‖ψm‖2Eμ =
∣∣(Bu)m∣∣2 +μu2m + v2m + |zm|2, ∀ψ = (ψm)m∈Z = (um, vm, zm)Tm∈Z ∈ E.
(3.2)
We remark that the idea of Definition 3.1 originates from [34,41], in [34] the author used the
definition of asymptotic nullness of a semigroup to describe the uniform smallness of “tail ends”
of solutions for dissipative evolution equations. Indeed, Definition 3.1 extends Definition 2.1 of
[34] to the nonautonomous dissipative systems.
Lemma 3.1. Let f (t) = (fm(t))m∈Z ∈ H with X = L2 and g(t) = (gm(t))m∈Z ∈ H with
X = 2, respectively. Then the process {U(t, τ )}tτ corresponding to Eqs. (2.8)–(2.9) is pull-
back asymptotically null at each τ ∈ R.
Proof. Define a smooth function χ(x) ∈ C1(R+, [0,1]) such that
χ(x) =
{
0, 0 x  1;
1, x  2, and
∣∣χ ′(x)∣∣ χ0 (positive constant), ∀x ∈ R+. (3.3)
For any fixed τ ∈ R, and ∀t  τ , we let, without loss of generality (see Lemma 2.6),
ψ(t) = ψ(t, τ − s) = U(t, τ − s)ψ(τ − s) = (u(t, τ − s), v(t, τ − s), z(t, τ − s))T ∈ Eμ
= (um(t, τ − s), vm(t, τ − s), zm(t, τ − s))T ∈ Eμm∈Z
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zm, ∀m ∈ Z,
φ = (φm)m∈Z with φm = (pm,qm,wm)T , ∀m ∈ Z.
Taking the real part of the inner product (·,·)Eμ of Eq. (2.8) with φ, we obtain






























































































(vm+1 − δum+1 − vm + δum)um,











































(μ + δ + 1), ∀t  τ, s  t0, (3.5)
hereafter m˜ locates between |m+1| and |m|, and t0 is the positive constant from (2.27). Secondly,
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, ∀t  τ, s  t0, (3.10)









































0 , ∀t  τ, s  t0. (3.11)M






















− δ − ϑ
)








0(2δ + 3μ+ 2)
Mμ
, ∀t  τ, s  t0, (3.12)
because 4μ(δ − ϑ)( ν2 − δ − θ) = δ2ν2 and for any m ∈ Z there holds
(δ − ϑ)[(um+1 − um)2 +μu2m]+(ν2 − δ − ϑ
)
v2m + δ(δ − ν)umvm




− δ − ϑ
)










(|um+1 − um|2 + μu2m + v2m)+ ν2v2m + α|zm|2]
− χ0R
2
0(2δ + 3μ+ 2)
Mμ
















































































































We now estimate the underlined term in (3.15). Taking the imaginary part of the inner product


































































, ∀t  τ, s  t0. (3.18)































, ∀t  τ, s  t0. (3.19)










































∣∣fm(y)∣∣2)e−α(t−y) dy +R20e−α(t−τ+s) + 2χ0R20αM
]
. (3.20)






































































∣∣fm(y)∣∣2)e−α(t−y) dy, ∀t  τ, s  t0, (3.21)




(4δ + 5μ + 4) is independent of M . Noticing that f (t) =
(fm(t))m∈Z ∈H , we see from (2.11) that for any ε > 0 and the above fixed τ there exists























, s  0. (3.22)













∣∣fm(τ)∣∣2  ϑ0ε10 , ∀ρ  τ. (3.24)
It is clear that there exist M4(ε,B0) > 0 (since Ĉ depends on R0 and thus depends on B0) and





, s  t (ε), (3.25)
Ĉ  ϑ0ε , M M4(ε,B0). (3.26)
M 10
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)∥∥ψm(ρ)∥∥2Eμ  ϑ0ε2 , ρ ∈ [τ − s, τ ],
(3.27)





























 ε, ∀s  T (ε, τ,B0),
where T (ε, τ,B0) = max{t0(τ,B0), t (ε), 12ϑ0 ln(
2R20
ε
)}. We complete eventually the proof of
Lemma 3.1. 
4. Existence and Kolmogorov ε-entropy of compact kernel sections
We first introduce the definitions of kernel K and kernel sections K(s), s ∈ R.
Definition 4.1. A function ψ(s), s ∈ R, is said to be a complete trajectory of the process
{U(t, τ )}tτ if U(t, τ )ψ(τ) = ψ(t), ∀t  τ , τ ∈ R. The kernel K of the process {U(t, τ )}tτ
consists of all bounded complete trajectories of {U(t, τ )}tτ :
K= {ψ(·): U(t, τ )ψ(τ) = ψ(t), t  τ, τ ∈ R, ∥∥ψ(s)∥∥
Eμ
Mψ, s ∈ R
}
,
and the kernel section K(s) ⊂ Eμ of the kernel K at time s ∈ R is
K(s) = {ψ(s): ψ(·) ∈K}.
Theorem 4.1. Let f (t) = (fm(t))m∈Z ∈H with X = L2 and g(t) = (gm(t))m∈Z ∈H with
X = 2, respectively. Then the process {U(t, τ )}tτ corresponding to Eqs. (2.8)–(2.9) possesses
a family of compact kernel sections K(τ ) ⊂ Eμ, τ ∈ R, satisfying
(1) K(τ ) =⋂T>0⋃s>T U(τ, τ − s)B0 ⊆ B0;
(2) U(t, τ )K(τ ) =K(t), ∀t  τ , τ ∈ R;
(3) K(τ ) pullback attracts any bounded set B of Eμ in the following sense
dEμ
(
U(τ, τ − s)B,K(τ ))→ 0 as s → +∞,
where dEμ(X,Y ) = supx∈X infy∈Y ‖x − y‖Eμ denotes the Hausdorff semidistance from
X ⊂ Eμ to Y ⊂ Eμ.
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We next give an upper bound of the Kolmogorov ε-entropy of the obtained compact kernel
sections K(τ ), τ ∈ R.
Definition 4.2. Let K(τ ) be a compact kernel section obtained in Theorem 4.1. For any ε > 0,
let Nε(K(τ ),Eμ) = Nε(K(τ )) be the minimal number of open balls in Eμ with radii ε which
is necessary to cover K(τ ). The number Kε(K(τ )) = Kε(K(τ ),Eμ) = ln Nε(K(τ )) is called the
Kolmogorov ε-entropy of K(τ ) in Eμ.
For any τ ∈ R, since K(τ ) is compact in Eμ, Nε(K(τ )) < +∞ for each ε > 0. Thus 0 
Kε(K(τ )) < +∞ for any τ ∈ R. For the definition of Kolmogorov ε-entropy, we refer to [13].
Lemma 4.1. [25] Let n ∈ N and Λ1 = {x = (xm)|m|n: xm ∈ R, |xm|  r} ⊂ R2n+1 be a reg-
ular polyhedron. Then Λ1 can be covered by Nε(Λ1) = ([2r · 1ε ·
√
2n+ 1] + 1)2n+1 balls
in R2n+1 with radii ε2 , where [x] denotes the maximum integer  x. Also the regular polyhe-
dron Λ2 = {x = (xm)|m|n: xm ∈ C, |xm| r} ⊂ C2n+1 can be covered by Nε(Λ2) = ([2r · 1ε ·√
2n+ 1] + 1)2(2n+1) balls in C2n+1 with radii ε2 .
Theorem 4.2. Let f (t) = (fm(t))m∈Z ∈H with X = L2 and g(t) = (gm(t))m∈Z ∈H with
X = 2, respectively. Then for each τ ∈ R,
Kε
(K(τ )) (2M˜(ε)+ 1) ln([ R0√
μ

















where M˜(ε) .= M˜( 12+3μ−
√
12+3μ








 12 + 3μ−
√
12 + 3μ
12 + 3μ ε.
Proof. It follows from Theorem 4.1 and from the proof of Lemma 3.1 that for each τ ∈ R and
any ε > 0, there exists M˜(ε) .= M˜( 12+3μ−
√
12+3μ








 12 + 3μ−
√
12 + 3μ
12 + 3μ ε, (4.2)
where ‖ψm‖2Eμ is defined by (3.2). For any ψ = (ψm)m∈Z = (um, vm, zm)Tm∈Z ∈K(τ ) ⊆ B0, we
decompose ψ into two parts as
ψ = φ + ϕ = (φm)m∈Z + (ϕm)m∈Z, (4.3)
where
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{
(um, vm, zm)
T , |m| M˜(ε);













 12 + 3μ−
√
12 + 3μ










‖ψm‖2Eμ  ‖ψ‖2Eμ R20,
where ‖φm‖2Eμ = |ξm+1 − ξm|2 + μξ2m + ζ 2m + |ηm|2. Thus,∑
|m|M˜(ε)
(





‖φm‖2Eμ  ‖φ‖2Eμ R20,
from which we get
|ξm| R0√
μ
, |ζm|R0, |ηm|R0, ∀m M˜(ε).
Now for the regular polyhedron
Γ1 =
{


















balls in R2M˜(ε)+1 with radii ε12+3μ . Similarly, the regular polyhedron
Γ2 =
{
ζ = (ζm)|m|M˜(ε): ζm ∈ R, |ζm|R0
}⊂ R2M˜(ε)+1
can be covered, under the usual norm of R2M˜(ε)+1, by
N(2)ε (Γ2) =
([








balls in R2M˜(ε)+1 with radii ε12+3μ and the regular polyhedron
Γ3 =
{
η = (ηm)|m|M˜(ε): ηm ∈ C, |ηm|R0
}⊂ C2M˜(ε)+1
can be covered, under the usual norm of C2M˜(ε)+1, by
N(3)ε (Γ3) =
([








balls in C2M˜(ε)+1 with radii ε . Therefore, the polyhedron12+3μ
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=
{





⊂ R2M˜(ε)+1 × R2M˜(ε)+1 × C2M˜(ε)+1
can be covered, under the usual norm of R2M˜(ε)+1 × R2M˜(ε)+1 × C2M˜(ε)+1, by























balls in R2M˜(ε)+1 × R2M˜(ε)+1 × C2M˜(ε)+1 with radii
√
3·ε







ξ∗k,l, ζ ∗k,m, η∗k,n
)
|l|,|m|,|n|M˜(ε) ⊂ R2M˜(ε)+1 × R2M˜(ε)+1 × C2M˜(ε)+1,
where k = 1,2, . . . ,Nε(Γ ). Choose
φˆk =
{
φ∗k , max{|l|, |m|, |n|} M˜(ε);
0, max{|l|, |m|, |n|} > M˜(ε), k = 1,2, . . . ,Nε(Γ ),
then φˆk ∈ E for k = 1,2, . . . ,Nε(Γ ). We also set φ˜ = (φ˜m)|m|M˜(ε) ⊂ R2M˜(ε)+1 × R2M˜(ε)+1 ×
C2M˜(ε)+1, where φ˜m = φm, |m| M˜(ε), and φm is defined by (4.4). Now for any φ = (φm)m∈Z
defined by (4.3) and (4.4), we see from (2.6) and the derivation above that there exists some k
(1 k Nε(Γ )) such that
‖φ − φˆk‖Eμ 
√
4 +μ‖φ − φˆk‖E =
√
4 +μ∥∥φ˜ − φ∗k∥∥E






12 + 3με =
√
12 + 3μ
12 + 3μ ε.
Hence, for any ψ ∈K(τ ) ⊆ B0,




12 + 3μ ε +
12 + 3μ− √12 + 3μ
12 + 3μ ε = ε,
which implies that the kernel section K(τ ) can be covered, under the norm of ‖ · ‖Eμ , by Nε(Γ )
balls centered at φˆk , k = 1,2, . . . ,Nε(Γ ), with radii ε. By Definition 4.2, we obtain (4.1). The
proof is complete. 
5. Upper semicontinuity of compact kernel sections
In this section, we consider the approximation to the compact kernel sections K(τ ), τ ∈ R, by
the compact kernel sections of finite-dimensional truncated ODEs.
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iz˙−n − (2z−n − z−n+1 − zn)+ iαz−n + z−nu−n = f−n(t),
u¨−n + νu˙−n + (2u−n − u−n+1 − un)+μu−n − β|z−n|2 = g−n(t),
iz˙−n+1 − (2z−n+1 − z−n+2 − z−n)+ iαz−n+1 + z−n+1u−n+1 = f−n+1(t),
u¨−n+1 + νu˙−n+1 + (2u−n+1 − u−n+2 − u−n)+μu−n+1 − β|z−n+1|2 = g−n+1(t),
...
iz˙n − (2zn − zn−1 − z−n)+ iαzn + znun = fn(t),
u¨n + νu˙n + (2un − un−1 − u−n)+ μun − β|zn|2 = gn(t),
(5.1)
with the initial conditions
um(τ) = um,τ , u˙m(τ ) = u1m,τ , zm(τ) = zm,τ ,
m = −n,−n+ 1, . . . , n, τ ∈ R, (5.2)
where functions fm(t), gm(t), |m|  n, are exactly chosen as the same ones in (1.1) and (1.2).
We set vm = u˙m + δum (m = −n,−n + 1, . . . , n), where δ is as in (2.7), then Eqs. (5.1)–(5.2)
can be written as a form of vectors as




, t > τ, (5.3)
ψ(n)(τ ) = (u(n)τ , v(n)τ , z(n)τ )T = (u(n)τ , u(n)1τ + δu(n)τ , z(n)τ )T , τ ∈ R, (5.4)
where ψ(n) = (u(n), v(n), z(n))T , u(n) = (um)|m|n, z(n) = (zm)|m|n, v(n) = u˙(n) + δu(n),
|z(n)|2 = (|zm|2)|m|n, Fn(ψ(n), t) = (0, β|z(n)|2 + g(n)(t), iz(n)u(n) − if (n)(t))T , z(n)u(n) =




An + μIn + δ(δ − ν)In (ν − δ)In 0







2 −1 0 0 0 · · · 0 0 −1
−1 2 −1 0 0 · · · 0 0 0
0 −1 2 −1 0 · · · 0 0 0
· · · · · . . . · · ·
0 0 0 0 0 · · · −1 2 −1




In is the (2n+ 1)-order identity matrix and 0 is the (2n + 1)-order zero matrix. Write
Bn =
⎛⎜⎜⎜⎜⎝
−1 1 0 0 · · · 0 0
0 −1 1 0 · · · 0 0
· · · · . . . · ·
0 0 0 0 · · · −1 1




then we have An = BnBTn = BTn Bn, where BTn is the transpose matrix of Bn. For any two ele-
ments u(n) = (um)|m|n, ξ (n) = (ξm)|m|n ∈ R2n+1 or C2n+1, define































Then R2n+1 = (R2n+1, (·,·),‖ · ‖), C2n+1 = (C2n+1, (·,·),‖ · ‖) and R2n+1μ = (R2n+1, (·,·)μ,
‖ · ‖μ) are Hilbert spaces. Consider the truncated space E(n)μ = R2n+1μ × R2n+1 × C2n+1 of Eμ.






= (u(n), ξ (n))
μ









then E(n)μ is a finite-dimensional Hilbert space.
Obviously, if f (t) = (fm(t))m∈Z ∈ Cb(R,L2) and g(t) = (gm(t))m∈Z ∈ Cb(R, 2), then
f (n)(t) = (fm(t))|m|n ∈ Cb(R,C2n+1) and g(n)(t) = (gm(t))|m|n ∈ Cb(R,R2n+1). Thus, un-
der the assumptions of Theorem 4.1, Eqs. (5.3)–(5.4) are well-posed in E(n)μ . Also, from
Lemma 5.2 below, we see that the solution ψ(n)(t) of Eqs. (5.3)–(5.4) is bounded in finite time,
hence ψ(n)(t) exists globally on [τ,+∞), in other words, for any ψ(n)(τ ) ∈ E(n)μ , there exists a
unique solution ψ(n)(t) ∈ C([τ,+∞),E(n)μ )∩C1((τ,+∞), E(n)μ ), and the maps of solutions
U(n)(t, τ ) :ψ(n)(τ ) → ψ(n)(t) = U(n)(t, τ )ψ(n)(τ ) ∈ E(n)μ , t  τ,
generate a continuous process {U(n)(t, τ )}tτ on E(n)μ .
Similar to Lemmas 2.3, 2.4, 2.6 and 3.1, we have the following results.
Lemma 5.1. Suppose f (t) = (fm(t))m∈Z ∈ Cb(R,L2) and g(t) = (gm(t))m∈Z ∈ Cb(R, 2). Let
ψ(n)(t) = (u(n)(t), v(n)(t), z(n)(t))T ∈ E(n)μ be the solution of Eqs. (5.3)–(5.4) corresponding to
initial data ψ(n)τ = (u(n)τ , v(n)τ , z(n)τ )T ∈ E(n)μ . Then∥∥z(n)(t)∥∥2  ∥∥z(n)τ ∥∥2e−α(t−τ) + |||f |||2α2 , ∀t  τ.
Lemma 5.2. Let f (t) = (fm(t))m∈Z ∈ H with X = L2 and g(t) = (gm(t))m∈Z ∈ H with
X = 2, respectively. Then the process {U(n)(t, τ )}tτ corresponding to Eqs. (5.3)–(5.4) pos-
sesses a bounded absorbing set B(n)0 , such that for any bounded set B of E(n)μ , there exists a time
t (τ,B) τ yielding
U(n)(t, τ )B ⊂ B(n)0 , ∀t  t (τ,B) τ,
where B(n)0 = B(n)(0,R0) ⊂ E(n)μ is a bounded ball centered at 0 with radius R0 = r0√ϑ0 being in-
dependent of n. Moreover, {U(n)(t, τ )}tτ possesses a bounded kernel K(n) ⊆ B(n)0 and a family
of compact kernel sections K(n)(τ ) ⊆ B(n)0 ⊂ E(n)μ , τ ∈ R.
Lemma 5.3. Let f (t) = (fm(t))m∈Z ∈ H with X = L2 and g(t) = (gm(t))m∈Z ∈ H with
X = 2, respectively. Then the process {U(n)(t, τ )}tτ corresponding to Eqs. (5.3)–(5.4) is pull-
back asymptotically null at each τ ∈ R.
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(ψ
(n)
m )|m|n ∈ E(n)μ such that ψ(n)m = 0 for |m| > n. In this sense, we have






, ∀ψ(n) ∈ E(n)μ , ∀n ∈ N. (5.5)
Since for any τ ∈ R, K(n)(τ ) ⊂K(n) ⊆ B(n)0 ⊂ B0, we deduce from Lemma 3.1 and (5.5) that for









‖ψm‖2Eμ  ε2, ∀τ ∈ R. (5.6)
Lemma 5.4. Let f (t) = (fm(t))m∈Z ∈ H with X = L2 and g(t) = (gm(t))m∈Z ∈ H with
X = 2, respectively. Let ψ(n)(τ ) ∈K(n)(τ ), τ ∈ R, then there exists a subsequence {ψ(nl)(τ )} of
{ψ(n)(τ )} and ψ(τ) ∈K(τ ) such that
ψ(nl)(τ ) → ψ(τ) strongly in Eμ as nl → +∞. (5.7)
Proof. Fix τ ∈ R. Let t  τ and
ψ(n)(t, τ ) = (ψ(n)m (t, τ ))|m|n = U(n)(t, τ )ψ(n)(τ ) = (u(n)(t, τ ), v(n)(t, τ ), z(n)(t, τ ))T
= (u(n)m (t, τ ), v(n)m (t, τ ), z(n)m (t, τ ))T|m|n ∈ E(n)μ
be a solution of Eqs. (5.3)–(5.4). Since ψ(n)(τ ) ∈ K(n)(τ ), from the relation between kernel
and its sections, we see that ψ(n)(t, τ ) ∈ K(n) for any t  τ . By Lemma 5.2 and Remark 5.1,




= ∥∥ψ(n)(t, τ )∥∥2
Eμ
R20, for any t  τ, n = 1,2, . . . . (5.8)





∥∥Hnψ(n)(t, τ )∥∥E(n)μ + ∥∥Fn(ψ(n)(t, τ ), t)∥∥E(n)μ . (5.9)
Since ∥∥Hnψ(n)(t, τ )∥∥2E(n)μ




∥∥Bnu(n)∥∥2 + ∥∥Bnv(n)∥∥2 + (1 + δ + ν)∥∥Anu(n)∥∥2 + ∥∥Anz(n)∥∥2 + α∥∥z(n)∥∥2
+ (δ4 + δ3 + δ2 + ν4 + μ2)∥∥u(n)∥∥2 + (δ3 + δ2 + δ + ν2 + ν +μ2)∥∥u(n)∥∥2},
and ∥∥Bnu(n)∥∥2  4∥∥u(n)∥∥2, ∥∥Bnv(n)∥∥2  4∥∥v(n)∥∥2,∥∥Anu(n)∥∥2  16∥∥u(n)∥∥2, ∥∥Anz(n)∥∥2  16∥∥z(n)∥∥2,
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R0, |||f |||, |||g|||
) .= C3(R0, |||f |||, |||g|||). (5.11)
Let Ik = [−k, k] (k = 1,2, . . .) be a sequence of closed intervals of R. Without loss of generality,
we let τ −k for some k ∈ N. Taking any s1, s2 ∈ Ik , we have∥∥ψ(n)(s1, τ )− ψ(n)(s2, τ )∥∥E(n)μ C3(R0, |||f |||, |||g|||)|s1 − s2|, (5.12)
which implies the equicontinuity of {ψ(n)(t, τ )}∞n=1 in C(Ik,E(n)μ ). By (5.5) and (5.8), for
any fixed t  τ , {ψ(n)(t, τ )}∞n=1 is uniform bounded in Eμ. Since Eμ is a Hilbert space,
there is a subsequence of {ψ(n)(t, τ )}∞n=1 (still be denoted by {ψ(n)(t, τ )}∞n=1) and ψt(τ ) =
(ψt,m(τ ))m∈Z ∈ Eμ such that
ψ(n)(t, τ ) ⇀ψt(τ ) weakly in Eμ as n → +∞. (5.13)
It follows from (5.8) and (5.13) that∥∥ψt(τ )∥∥Eμ  lim infn ∥∥ψ(n)(t, τ )∥∥Eμ R0 for any fixed t  τ. (5.14)
We next prove that the weak convergence in (5.13) is a strong one. In fact, for any ε > 0 and any
fixed t  τ , by (5.6) and Lemma 3.1 there exists M(ε, τ,B0) ∈ N such that∑
|m|M(ε,τ,B0)
∥∥ψ(n)m (t, τ ) −ψt,m(τ)∥∥2Eμ  2 ∑
|m|M(ε,τ,B0)





At the same time, by (5.13),(







strongly in E2M(ε,τ,B0)+1μ as n → +∞,
from which we infer that there exists M1(ε) such that∑
|m|M(ε,τ,B0)





(5.15) and (5.16) imply that for any fixed t  τ ,
ψ(n)(t, τ ) → ψt(τ ) strongly in Eμ as n → +∞. (5.17)
Using Arzela–Ascoli’s theorem and the technique of diagonal subsequence in C(Ik,Eμ), there
exist a subsequence {ψ(nl)(t, τ )} of {ψ(n)(t, τ )} and ψ(t, τ ) = (ψm(t, τ ))m∈Z = (um(t, τ ),
vm(t, τ ), zm(t, τ ))
T ∈ C(Ik,Eμ) such thatm∈Z
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We next show that for any t  τ , ψ(t, τ ) ∈ K, the kernel of the process {U(t, τ )}tτ defined
by (2.26). We denote {ψ(nl)(t, τ )} by {ψ(n)(t, τ )}. It then follows from (5.5), (5.11) and (5.13)
that
ψ˙(n)(t, τ ) ⇀ ψ˙(t, τ ) weak star in L∞(Ik,Eμ) as n → +∞. (5.19)
Since ψ(n)(t, τ ) = (ψ(n)m (t, τ ))|m|n = (u(n)m (t, τ ), v(n)m (t, τ ), z(n)m (t, τ ))T|m|n ∈ K(n) ⊂ E(n)μ is a







+ iαz(n)m + z(n)m u(n)m = fm(t), |m| n, t ∈ Ik, (5.20)







∣∣z(n)m ∣∣2 = gm(t), |m| n, t ∈ Ik. (5.21)
Thus, for any θ(t) ∈ C∞0 (Ik), we get∫
Ik































∣∣z(n)m ∣∣2)θ(t) dt, |m| n. (5.23)







∥∥z(n) − z∥∥→ 0 as n → +∞. (5.24)
Obviously, for any n ∈ N and any x ∈ R2n+1x , there holds ‖Anx‖R2n+1x  4‖x‖R2n+1x . Thus we get



















∣∣θ(t)∣∣dt → 0 as n → +∞. (5.25)
Also, by (5.8), (5.14) and (5.24),∣∣∣∣ ∫
Ik





∣∣∣∣z(n)m ∣∣2 − |zm|2∣∣∣∣θ(t)∣∣dt
 sup
t∈Ik
∥∥z(n) − z∥∥ · 2R0 ∫
Ik
∣∣θ(t)∣∣dt → 0 as n → +∞, (5.26)
∣∣∣∣ ∫ z(n)m u(n)m θ(t) dt − ∫ zmumθ(t) dt∣∣∣∣
Ik Ik
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∫
Ik














∥∥z(n) − z∥∥) ·R0 ∫
Ik
∣∣θ(t)∣∣dt → 0 as n → +∞. (5.27)
Letting n → +∞, k → +∞ in (5.20), (5.21), we obtain, by using (5.18)–(5.19), (5.22)–(5.23)
and (5.25)–(5.27),{
iz˙m − (Az)m + iαzm + zmum = fm(t),
u¨m + νu˙m + (Au)m +μum − β|zm|2 = gm(t), m ∈ Z, t ∈ (τ,+∞).
Clearly, (5.18) implies that ψ(n)(τ, τ ) = ψ(n)(τ ) → ψ(τ) = ψ(τ, τ ) strongly in Eμ as n → +∞.
Thus
ψ(t, τ ) = (ψm(t, τ ))m∈Z = (um(t, τ ), vm(t, τ ), zm(t, τ ))Tm∈Z ∈ Eμ, ∀t  τ,
is a solution of (2.8)–(2.9) with ψ(τ) = ψ(τ, τ ). From (5.14) we see that ψ(t, τ ) ∈K and hence
ψ(τ) ∈K(τ ). The proof is complete. 
Using the argument of contradiction and Lemma 5.4, we can easily verify the following upper
semicontinuity of K(τ ), τ ∈ R.
Theorem 5.1. Let f (t) = (fm(t))m∈Z ∈H with X = L2 and g(t) = (gm(t))m∈Z ∈H with
X = 2, respectively. Then
lim
n→+∞dEμ
(K(n)(τ ),K(τ ))= 0, ∀τ ∈ R.
Remark 5.2. We can use the argument in this paper to study the following infinite lattice systems:
iz˙m − (Az)m + iαzm + zmum = fm(t), m = (m1,m2, . . . ,mk) ∈ Zk, (5.28)
u¨m + νu˙m + (Au)m +μum − β|zm|2 = gm(t), m = (m1,m2, . . . ,mk) ∈ Zk, (5.29)
where k  1 is a positive integer and the operator A is assumed to possesses the following de-
composition
A = A1 + A2 + · · · +Ak (5.30)
and to satisfy
Aj = BjB∗j = B∗j Bj , ‖Bj‖L(2) K, j = 1,2, . . . , k, (5.31)













Cj,−lumjl , ∀u = (um)m∈Zk ∈ X, (5.32)
where j = 1,2, . . . , k and mjl = (m1,m2, . . . ,mj−1,mj + l,mj+1, . . . ,mk) ∈ Zk . With the as-
sumptions (5.30)–(5.32), we can obtain the results similar to Theorem 4.1 and Theorem 4.2 for
lattice systems (5.28)–(5.29). Here we will not pursue the details and one can refer to [23,40]. It
is worthy to point out that if the operator A is defined as
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= 2kum − u(m1+1,m2,...,mk) − u(m1,m2+1,...,mk) − · · · − u(m1,m2,...,mk+1)
− u(m1−1,m2,...,mk) − u(m1,m2−1,...,mk) − · · · − u(m1,m2,...,mk−1),
then A satisfies the assumptions (5.30)–(5.32) and Eqs. (5.28)–(5.29) can be regarded as a
discrete analogue of the nonautonomous KGS equations (1.5)–(1.6) in Rk . Although the gen-
eralization maybe trivial, it make sense, because it is a strict proof that the spatial dimension
does not play a crucial role on the global existence of solutions while it does in the continuous
KGS model [17]. This phenomenon, which may be an important difference between PDEs and
LDSs, was first revealed in [23] for the nonlinear Schrödinger equation.
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