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LONG-TIME ASYPTOTICS BEHAVIOR FOR THE
INTEGRABLE MODIFIED CAMASSA-HOLM
EQUATION WITH CUBIC NONLINEARITY
JIAN XU* AND ENGUI FAN
Abstract. In this paper, we investigate the long-time asymptotic
behavior of the solution to the initial value problem for the modi-
fied Camassa-Holm (mCH) equation with cubic nonlinearity. The
equation is known to be integrable, which we mean it admits an
Lax pair. We formulate the initial value problem as an associate
vector Riemann-Hilbert problem, which allows us to give a para-
metric representation of the solution to the initial value problem in
terms of the solution of the Riemann-Hilbert problem. And then
by adopting the nonlinear steepest descent method, we can get the
explicit leading order asymptotic of the solution as time goes to
infinity.
1. Introduction
In this paper, we concern the initial value problem (IVP) for the
modified Camassa-Holm (mCH) equation:
mt + (m(u
2 − u2x))x + κux = 0, x ∈ R, t > 0, m = u− uxx. (1.1a)
u(x, 0) = u0(x), x ∈ R, (1.1b)
where u = u(x, t) is a real-valued function of spatial variable x and
time t, and the subscripts x and t appended to m and u denote partial
differentiation, and κ is a positive constant. The equation (1.1a) was
proposed as a new integrable system by Fuchssteiner [1] and Olver and
Rosenau [2] by applying the general method of tri-Hamiltonian duality
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to the bi-Hamiltonian representation of the modified Korteweg-deVries
equation. Later, it was obtained by Qiao [3] from the two-dimensional
Euler equations, where the variables u(x, t) and m(x, t) represent, re-
spectively, the velocity of the fluid and its potential density. In many
literatures, for instance [4, 5], the mCH equation was said can be solved
by the method of inverse scattering because it admits a Lax pair [6]. To
the authors knowledge, however, there are no articles to construct the
solution u(x, t) of the mCH equation (1.1a) by using inverse scattering
transform method. In this paper, we use a similar way as the spectral
analysis of the short pulse equation in [7] to formulate the initial value
problem to a Riemann-Hilbert problem, as the Lax pair of the mCH
equation (1.1a) is the Wadati-Konno-Ichikawa (WKI)-type, too. And
then, we derive the leading order asymptotic behavior of the solution
u(x, t) as t→∞ by using the nonlinear steepest descent method.
Organization of the paper: In section 2, since the associated Lax
pair of mCH equation has singularities at λ = 0 and λ =∞, we perform
the spectral analysis to deal with the two singularities, respectively.
However, we just formulate the associated vector Riemann-Hilbert in
an alternative space variable y instead of the original space variable
x. Hence, we can reconstruct the solution u(x, t) parameterized from
the solution of the Riemann-Hilbert problem via the asymptotic be-
havior of the spectral variable at λ = 0. Fortunately, we can also
obtain the asymptotic relation between y and x when analyzing the
vector Riemann-Hilbert problem by using the nonlinear steepest de-
scent method. Hence, we can calculate the leading order asymptotic
behavior of the solution u(x, t) in section 3. Then, in section 4, we ob-
tain the soliton solutions under the assumption that the spectral data
a(k) has finite simple poles.
2. Riemann-Hilbert Problem
In this section, we show the solution of the IVP for mCH equation
(1.1a) can be constructed in terms of the solution of a Rieamnn-Hilbert
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(RH) problem. The mCH equation is an integrable nonlinear partial
differential equation which admits the following Lax pair,
Ψx(x, t, λ) = U(x, t, λ)Ψ, (2.1a)
Ψt(x, t, λ) = V (x, t, λ)Ψ, (2.1b)
where
U(x, t, λ) =
1
2
(
−Q λm(x, t)
−λm(x, t) Q
)
, (2.2a)
V (x, t, λ) =
(
Q
λ2
+ 1
2
Q(u2 − u2x) −u−Quxλ − 12λ(u2 − u2x)m
u+Qux
λ
+ 1
2
λ(u2 − u2x)m − Qλ2 − 12Q(u2 − u2x)
)
,
(2.2b)
with
Q = Q(λ, κ) =
√
1− 1
2
κλ2. (2.3)
If we introduce the following transformations

x = x˜,
t = 2
κ
t˜,
u(x, t) =
√
κ
2
u˜(x˜, t˜),
(2.4)
then, the mCH equation (1.1a) becomes
m˜t˜ + (m˜(u˜
2 − u˜2x˜))x˜ + 2u˜x˜ = 0.
Hence, without loss of generally, we can assume that κ = 2 in the
following. And we assume that the initial value u0(x) lies in Schwarz
space.
Then,
U(x, t, λ) =
1
2
(
−Q λm(x, t)
−λm(x, t) Q
)
, Q = Q(λ, κ = 2) =
√
1− λ2
(2.5)
We know that there are two singularity points at λ = 0 and λ =∞.
Hence, we need two different transformations to control the behavior
of the eigenfunctions at these two points, respectively.
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To over come the multi-value of the square root and avoid introducing
the Riemann surface, we introduce an new spectral variable via the
following transformation,
Q(k) =
i
2
(k − 1
k
), λ(k) =
1
2
(k +
1
k
). (2.6)
2.1. Spectral analysis at λ =∞. Denote the Pauli matrices as
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
(2.7)
It is obviously known from (2.6) that k →∞ and k → 0 correspond
to λ → ∞. So, we need control the behavior as k → ∞ and k → 0,
respectively, to control the behavior of λ→∞.
Firstly, we consider the case as k →∞.
Let
G(x, t) =
√√
m2 + 1 + 1
2
√
m2 + 1
(
1 −im√
m2+1+1
−im√
m2+1+1
1
)
, (2.8)
and
p(x, t, k) = x−
∫ ∞
x
(
√
m2(x′, t) + 1− 1)dx′ − 2t
λ(k)2
. (2.9)
Making a transformation as
Ψ(x, t, k) = G(x, t)µ(x, t, k)e−
Q(k)
2
p(x,t,k)σ3, (2.10)
then {
µx +
Q(k)
2
px[σ3, µ] = U˜(x, t, k)µ,
µt +
Q(k)
2
pt[σ3, µ] = V˜ (x, t, k)µ,
(2.11)
where
U˜(x, t, k) =
imx
2(m2 + 1)
(
0 1
1 0
)
+
1
2k
m√
m2 + 1
(
−im 1
−1 im
)
,
(2.12a)
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V˜ (x, t, k) = imt
2(m2+1)
(
0 1
1 0
)
− m(u2−u2x)
2k
√
m2+1
(
−im 1
−1 im
)
+ (k
2−1)ux
k2+1
(
0 1
1 0
)
− 2ku
(k2+1)
√
m2+1
(
−im 1
−1 im
)
+ 2ik(k
2−1)
(k2+1)2
(
1√
m2+1
− 1 −im√
m2+1
im√
m2+1
1− 1√
m2+1
)
.
(2.12b)
2.1.1. Eigenfunctions µj(x, t, k). Define two eigenfunctions µj(x, t, k), j =
1, 2,
µ1(x, t, k) = I+
∫ x
−∞
e−
Q(k)
2
(p(x,t,k)−p(y,t,k))σˆ3(U˜(y, t, k)µ1(y, t, k))dy,
(2.13a)
µ2(x, t, k) = I+
∫ x
∞
e−
Q(k)
2
(p(x,t,k)−p(y,t,k))σˆ3(U˜(y, t, k)µ2(y, t, k))dy,
(2.13b)
Proposition 2.1 (Analytic property). Then, {µj(x, t, k)}2j=1 satisfy
the following the bounded and analytic properties,{
µ1 ∈ (D1, D2)
µ2 ∈ (D2, D1).
(2.14)
Here, D1 and D2 denote the upper and lower half-plane, respectively.
Proposition 2.2 (Symmetry peoperty). The functions µj(x, t, k) have
the following symmetry conditions:
σ1µ±(x, t,−k)σ1 = µ±(x, t, k), σ2µ±(x, t, k¯)σ2 = µ±(x, t, k). (2.15)
Proof. From the definition (2.13) of the functions µj(x, t, k), a direct
computation shows (2.15) holds. 
2.1.2. Scattering matrix. The eigenfunctions µ1(x, t, k) and µ2(x, t, k),
which are not independent, satisfy the relation for some matrix s(k)
independent of (x, t),
µ−(x, t, k) = µ+(x, t, k)e−
Q(k)
2
p(x,t,k)σˆ3s(k), (2.16)
where
s(k) =
(
a(k) −b(k¯)
b(k) a(k¯)
)
. (2.17)
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Then, from (2.16), we have
a(k) = det ([µ−]1, [µ+]2). (2.18)
By the analytic property (2.1), we know that a(k) is analytic in D1.
2.1.3. Spectral analysis at k = 0. We know that λ(k) remains the same
if we use 1
k
to replace k, from the definition (2.6) of λ(k). Hence, we
can use this fact to analyse the behavior at k = 0.
From the Lax pair of Ψ(x, t, λ(k)) (2.1), we know that
Ψ(x, t
1
k
) = σ2Ψ(x, t, k)σ2. (2.19)
Then, by the transformation (2.10) it implies that
µ(x, t,
1
k
) = (G−1(x, t))2σ2µ(x, t, k)σ2, (2.20)
here we use the relation σ2G(x, t)σ2 = (G(x, t))
−1 in view of the defi-
nition of G(x, t) (2.8).
This equation (2.20), the relation between µ(x, t, k) and S(k) (2.16)
and the symmetry conditions (??) imply the following proposition.
Proposition 2.3. The functions µ(x, t, k) and s(k) satisfy the follow-
ing symmetry conditions:
µ(x, t,−1
k
) = (G−1(x, t))2σ3µ(x, t, k)σ3, µ(x, t,
1
k¯
) = (G(x, t))2µ(x, t, k),
(2.21a)
s(−1
k
) = σ3s(k)σ3, s(
1
k¯
) = s(k). (2.21b)
2.2. pre-Riemann-Hilbert Problem. Define
M(x, t, k) =
{
( [µ−]1
a(k)
, [µ+]2), Imk > 0,
([µ+]1,
[µ−]2
a(k¯)
), Imk < 0.
(2.22)
Then, we can showM(x, t, k) satisfies the Riemann-Hilbert problem:
• Jump condition:
M+(x, t, k) =M−(x, t, k)
(
1 + |r(k)|2 r(k)e−Q(k)p(x,t,λ)
r(k)eQ(k)p(x,t,λ) 1
)
, k ∈ R,
(2.23)
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where
r(k) =
b(k)
a(k)
. (2.24)
• Normalize condition
M(x, t, k) = I+
D(1)(x, t)
k
+O(k−2), k →∞, (2.25)
where the off-diagonal entries of the matrix D(1)(x, t) are
D
(1)
12 =
mx
(1 +m2)
3
2
, D
(1)
21 = −
mx
(1 +m2)
3
2
. (2.26)
Remark 2.4. The asymptotic expansion formula (2.25) of M(x, t, k)
as k →∞ can be derived by substituting the following expansion
M(x, t, k) = D(0)(x, t) +
D(1)(x, t)
k
+O(k−2), k →∞, (2.27)
into the equations (2.11), and comparing the order of k.
It shows that it has some difficulties if we want to construct the
solution u(x, t) of the mCH equation (1.1a) in terms of the solution
of the Riemann-Hilbert problem of M(x, t, k), i.e, (2.2), as k → ∞,
in view of the asymptotic behavior (2.25) of M(x, t, k). Hence, we
should choose another expansion formula of M(x, t, k) to contain the
information of the solution u(x, t). Because the Lax pair (2.11) have
other singularities at k = ±i corresponding to λ = 0, we can control
the behavior of the eigenfunctions µj(x, t, k) at k = ±i to get the
information of u(x, t).
2.3. Spectral analysis at (λ = 0). Define another transformation as
follows,
Ψ = µ0e
(−Q(k)
2
x+
Q(k)
λ2(k)
t)σ3 (2.28)
Then, the Lax pair of µ0 is{
µ0x +
Q(k)
2
[σ3, µ
0] = U0µ0,
µ0t − Q(k)λ2(k) [σ3, µ0] = V 0µ0,
(2.29)
where
U0 =
λ(k)
2
m
(
0 1
−1 0
)
, (2.30a)
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V 0 =
1
2
(u2−u2x)
(
Q(k) −λ(k)m
λ(k)m −Q(k)
)
+
u
λ(k)
(
0 −1
1 0
)
+
Q(k)
λ(k)
uxσ1
(2.30b)
As the definitions of µj(x, t, k) (2.13), we can define two eigenfunc-
tions {µ(0)j (x, t, λ)}2j=1.
Then, a similar computation as (2.4) shows that the asymptotic be-
havior of the eigenfunctions µ0(x, t, k) as k → i,
µ0 = I+
(
0 −1
2
(u+ ux)
−1
2
(u− ux) 0
)
(k− i) +O ((k − i)2) . (2.31)
2.4. The relation between µ(x, t, k) and µ0(x, t, k). Notice that
µj(x, t, k) and µ
0
j(x, t, k) are the solutions to the same equation about
Ψ(x, t, k), then they satisfy the following relation,{
µ1(x, t, k) = G
−1(x, t)µ01(x, t, k)e
Q(k)
2
∫ x
−∞
(
√
m2(x′,t)+1)dx′σ3 ,
µ2(x, t, k) = G
−1(x, t)µ02(x, t, k)e
−Q(k)
2
∫+∞
x
(
√
m2(x′,t)+1)dx′σ3 .
(2.32)
Hence, from the definition of a(k) = det ([µ−]1, [µ+]2), we have
a(k) = e−
1
2
∫+∞
−∞
(
√
m2+1−1)dx(1 +O((k − i)2)), k → i. (2.33)
So, we have the asymptotic behavior of M(x, t, k) as k → i,
M(x, t, k) = G−1
[
I+
(
0 −1
2
(u+ ux)
−1
2
(u− ux) 0
)
(k − i) +O ((k − i)2)
]
e
1
2
c+σ3
(2.34)
where
c+ =
∫ +∞
x
(
√
m2(x′, t) + 1− 1)dx′. (2.35)
So, define
M˜(x, t, k) =
(
1 1
)
M(x, t, k), (2.36)
then, as k → i, we have
M˜1(x, t, k) = a(1 + b)
[
1− 1
2
(u− ux)(k − i) +O((k − i)2)
]
e
1
2
c+ ,
M˜2(x, t, k) = a(1 + b)
[
1− 1
2
(u+ ux)(k − i) +O((k − i)2)
]
e−
1
2
c+
(2.37)
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where
a =
√√
m2 + 1 + 1
2
√
m2 + 1
, b =
im√
m2 + 1 + 1
. (2.38)
Then,
M˜2(x,t,i)
M˜1(x,t,i)
= e−c+,
M˜1(x, t, k)× M˜2(x, t, k) = a2(1 + b)2 [1− u(k − i) +O((k − i)2)] ,
M˜1(x, t, i)× M˜2(x, t, i) = a2(1 + b)2
(2.39)
Hence, we have
u(x, t) = lim
k→i
1
k − i
(
1− M˜1(x, t, k)× M˜2(x, t, k)
M˜1(x, t, i)× M˜2(x, t, i)
)
(2.40)
and
c+ = − ln
(
M˜2(x, t, i)
M˜1(x, t, i)
)
. (2.41)
2.5. Riemann-Hilbert problem. The Riemann-Hilbert problem for
M(x, t, k) cannot be used immediately for recovering the solution of
mCH equation (1.1a). Since, in the representation of the jump ma-
trix e−
Q(k)
2
p(x,t,k)σˆ3J0(k) the factor J0(k) is indeed given in terms of the
known initial data u0(x) but p(x, t, k) is not, it involves m(x, t) which
is unknown (and, in fact, is to be reconstructed).
To overcome this, we introduce the new (time-dependent) scale
y(x, t) = x−
∫ +∞
x
(
√
m2(x′, t) + 1− 1)dx′ = x− c+(x, t). (2.42)
in terms of which the jump matrix becomes explicit. The price to pay
for this, however, is that the solution of the initial problem can be given
only implicitly, or parametrically: it will be given in terms of functions
in the new scale, whereas the original scale will also be given in terms
of functions in the new scale.
Define
M(y, t, k) =M(x(y, t), t, k), M˜(y, t, k) = M˜(x(y, t), t, k). (2.43)
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Then, we can get the Riemann-Hilbert problem for the new variable
(y, t),
M+(y, t, k) =M−(y, t, k)e
−Q(k)
2
(y− 2
λ2(k)
t)σˆ3
(
1 + |r(k)|2 r(k)
r(k) 1
)
, k ∈ R,
(2.44)
where
r(k) =
b(k)
a(k)
. (2.45)
And from the equations (2.11), we can find that
M(y, t, k) = I+O(k−1), k →∞. (2.46)
Then, the solution can be obtained as follows,
u(y, t) = lim
k→i
1
k − i
(
1− M˜1(y, t, k)× M˜2(y, t, k)
M˜1(y, t, i)× M˜2(y, t, i)
)
(2.47a)
and
x = y + c+ (2.47b)
with
c+ = − ln
(
M˜2(y, t, i)
M˜1(y, t, i)
)
. (2.47c)
3. Long-time asymptotic
In this section, we use the nonlinear steepest descent method to
derive the asymptotic behavior of the solution u(x, t) of the mCH (1.1a)
as time t goes to positive infinity. And we assume that there is no zero
point of a(k) such that it will make our analysis easily in technical.
Let us recall the Riemann-Hilbert problem of M(y, t, k) (2.44) ob-
tained in above section.{
M+(y, t, k) =M−(y, t, k)J(y, t, k), k ∈ R,
M(y, t, k)→ I, k →∞, (3.1)
where
J(y, t, k) = e
− i
4
(k− 1
k
)[y− 2t1
4 (k+
1
k
)2
]σˆ3
J0(k), (3.2)
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with
J0(k) =
(
1 + |r(k)|2 r(k)
r(k) 1
)
. (3.3)
Define
θ(y, t, k) = −1
4
(k − 1
k
)[
y
t
− 21
4
(k + 1
k
)2
], (3.4)
and
ξ˜ =
y
t
, k˜(k) = −1
4
(k − 1
k
). (3.5)
Then,
θ(y, t, k) = k˜(k)[ξ˜ − 2
1 + 4k˜(k)2
]. (3.6)
Denote θ(y, t, k) by θ(ξ˜, k˜(k)). Hence, the sign of the function θ(y, t, k)
can be obtained in terms of θ(ξ˜, k˜(k)) from k˜(k) to k.
Now, let us consider the critical point of θ(ξ˜, k˜(k)),
dθ
dk˜
= ξ˜ − 2(1− 4k˜
2)
(1 + 4k˜2)2
. (3.7)
Letting dθ
dk˜
= 0 and denote k˜2 = s, then, we have
16ξ˜s2 + 8(ξ˜ + 1)s+ (ξ˜ − 2) = 0. (3.8)
This is a quadratic algebra equation of s, it is easily to see that there
are four different cases of the sign table of θ(y, t, k).
• Case 1: ξ > 2. In this case, the solution u(x, t) of the mCH
equation is decaying fast as t→∞.
• Case 2: 0 < ξ < 2. In this case, the asymptotic behavior of
the solution u(x, t) is as follows,
u(x, t) =
√−2γ0√
k˜1t(3− 4k˜21)
cos (φ0) +O
(
ln (t)
t
)
, (3.9)
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where
k˜1 =
√√
1+4ξ−(1+ξ)
4ξ
, k0 = −2k˜1 +
√
1 + 4k˜21,
γ(k) = − 1
2pi
ln (1 + |r(k)|2), γ0 = γ(k0),
φ0 =
pi
4
+ arg(r(k0)) + arg(Γ(iγ0)) + 2γ0 ln
(1+4k˜21)
3/2
128k˜31t(3−4k˜21)1/2
− 1
pi
∫ 1
k0
k0
ln
(
1+|r(s)|2
1+|r(k0)|2
)
−2k0
s2−k20
ds− 2k˜1(x− c+ − 2t1+4k˜20 ),
c+ = − 2pi
∫ 1
k0
k0
ln(1+|r(s)|2)
1+s2
ds.
(3.10)
• Case 3: −1
4
< ξ < 0. In this case, the asymptotic behavior of
the solution u(x, t) is as follows,
u(x, t) =
√−2γ1√
k˜1t(3− 4k˜21)
cos (φ1)−
√−2γ2√
k˜2t(3− 4k˜22)
cos (φ2)+O
(
ln (t)
t
)
,
(3.11)
where
k˜2 =
√
−√1+4ξ−(1+ξ)
4ξ
, k1 = k0, k2 = −2k˜2 +
√
1 + 4k˜22,
γ1 = γ(k1), γ2 = γ(k2),
φ1 =
pi
4
+ arg(r(k1)) + arg(Γ(iγ1)) + 2γ1 ln
(1+4k˜21)
3/2
128k˜31t(3−4k˜21)1/2
− 1
pi
∫ 1
k1
k1
ln
(
1+|r(s)|2
1+|r(k1)|2
)
−2k1
s2−k21
ds− 1
pi
∫ k2
−k2 ln
(
1+|r(s)|2
1+|r(k2)|2
)
ds
s− 1
k1
− 1
pi
∫ +∞
1
k2
ln(
s+ 1
k1
s− 1
k1
)d ln(1 + |r(s)|2) + 2γ2 ln
(
(1−k1k2)(k1+k2)
(1+k1k2)(k1−k2)
)
− 2k˜1(x− c˜+ − 2t1+4k˜21 ),
φ2 =
pi
4
− arg(r(k2)) + arg(Γ(iγ2))− 2γ2 ln (1+4k˜
2
2)
3/2
128k˜32t(3−4k˜22)1/2
− 1
pi
∫ 1
k1
k1
ln
(
1+|r(s)|2
1+|r(k2)|2
)
−2k2
s2−k22
ds− 1
pi
∫ k2
−k2 ln
(
1+|r(s)|2
1+|r(k2)|2
)
ds
s− 1
k2
− 1
pi
∫ +∞
1
k2
ln(
s+ 1
k2
1
k2
−s)d ln(1 + |r(s)|2)− 2γ1 ln
(
(1−k1k2)(k1+k2)
(1+k1k2)(k1−k2)
)
− 2k˜2(x− c˜+ − 2t1+4k˜22 ),
c˜+ = − 2pi
∫ 1
k1
k1
ln(1+|r(s)|2)
1+s2
ds− 2
pi
∫ +∞
1
k2
ln(1+|r(s)|2)
1+s2
ds− 1
pi
∫ k2
−k2
ln(1+|r(s)|2)
1+s2
ds.
(3.12)
• Case 4: ξ < −1
4
. In this case, the solution u(x, t) of the mCH
equation is decaying fast as t→∞.
RHP FOR THE MCH EQUATION 13
4. Soliton solutions
To obtain the soliton solutions of the mCH equation, we need con-
sider the zeros of the function a(k). In the following, we assume that
a(k) has finite N simple zeros which lie on the upper-plane of complex
k.
4.1. Residue conditions. From the symmetry conditions (2.15) and
(2.21b), we know that if kj ∈ D1 is a zero of a(k), then so are −k¯j ,− 1kj
and 1
k¯j
.
So, in view of the definition of s(k) and M(y, t, k), we have the
following residue condition,
Resk=kj [M(y, t, k)]1 = cje
Q(kj)(y− 2tλ2(kj ) )[M(y, t, kj)]2, (4.1)
with some constant cj.
Then, by the symmetry conditions (2.15) and (2.21b), again, we
have,
Resk=−k¯j [M(y, t, k)]1 = c¯je
Q(kj)(y− 2t
λ2(kj )
)
[M(y, t,−k¯j)]2, (4.2a)
Resk=− 1
kj
[M(y, t, k)]1 = − cj
k2j
e
Q(kj)(y− 2t
λ2(kj)
)
[M(y, t,− 1
kj
)]2, (4.2b)
Resk= 1
k¯j
[M(y, t, k)]1 = − c¯j
k¯2j
e
Q(kj)(y− 2tλ2(kj) )[M(y, t,
1
k¯j
)]2, (4.2c)
4.2. Soliton solutions. Again, by the symmetry conditions (2.15), to
obtain the soliton solutions of the mCH equation, we seek the solution
M˜(y, t, k) of the Riemann-Hilbert problem as follows,
M˜(y, t, k) = (f(k), f(−k)) , (4.3)
where f(k) is a function which we omit the variables (y, t).
If we denote Q(kj)(y − 2tλ2(kj)) by φj, then from (4.1) and (4.2),
f(k) = 1+
N∑
j=1

 cjeφj
k − kj f(−kj) +
c¯je
φ¯j
k + k¯j
f(k¯j) +
− cj
k2j
eφj
k + 1
kj
f(
1
kj
) +
− c¯j
k¯2j
eφ¯j
k − 1
k¯j
f(− 1
k¯j
)

 .
(4.4)
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Evaluation at −kj, k¯j, 1kj and − 1k¯j , respectively, yield

f(−kj) = 1 +
∑N
j=1
(
cje
φj
−kj−kj f(−kj) +
c¯je
φ¯j
−kj+k¯j f(k¯j) +
− cj
k2
j
e
φj
−kj+ 1kj
f( 1
kj
) +
− c¯j
k¯2
j
e
φ¯j
−kj− 1k¯j
f(− 1
k¯j
)
)
f(k¯j) = 1 +
∑N
j=1
(
cje
φj
k¯j−kj f(−kj) +
c¯je
φ¯j
k¯j+k¯j
f(k¯j) +
− cj
k2
j
e
φj
k¯j+
1
kj
f( 1
kj
) +
− c¯j
k¯2
j
e
φ¯j
k¯j− 1k¯j
f(− 1
k¯j
)
)
f( 1
kj
) = 1 +
∑N
j=1
(
cje
φj
1
kj
−kj f(−kj) +
c¯je
φ¯j
1
kj
+k¯j
f(k¯j) +
− cj
k2
j
e
φj
1
kj
+ 1
kj
f( 1
kj
) +
− c¯j
k¯2
j
e
φ¯j
1
kj
− 1
k¯j
f(− 1
k¯j
)
)
f(− 1
k¯j
) = 1 +
∑N
j=1
(
cje
φj
− 1
k¯j
−kj f(−kj) +
c¯je
φ¯j
− 1
k¯j
+k¯j
f(k¯j) +
− cj
k2
j
e
φj
− 1
k¯j
+ 1
kj
f( 1
kj
) +
− c¯j
k¯2
j
e
φ¯j
− 1
k¯j
− 1
k¯j
f(− 1
k¯j
)
)
.
(4.5)
Solving this algebraic system for f(−kj), f(k¯j), f( 1kj ) and f(− 1k¯j ), j =
1, 2, . . . , N , and and substituting the solution into (4.4) yields an ex-
plicit expression for f(k). This solves the Riemann-Hilbert problem for
M˜(y, t, k). Therefore, by (2.47), we can obtain an parametric expres-
sion for u(x, t).
In the following, we assume N = 1 and derive an explicit formula
for the one-soliton solution in two special cases.
4.2.1. One-soliton solution for |k1| = 1. In this case, there are two
zeros of a(k), i.e., one is k1, another is −k¯1. It yields that the algebraic
system (4.5) reduces to the following two equations{
f(−k1) = 1 + c1eφ1−k1−k1f(−k1) + c¯1e
φ¯1
−k1+k¯1f(k¯1)
f(k¯1) = 1 +
c1e
φ1
k¯1−k1f(−k1) +
c¯1e
φ¯1
k¯1+k¯1
f(k¯1).
(4.6)
If denote k1 = e
iα1 = a1 + ib1, c1 = |c1|eiC1 , φ1 = ψ1 + iψ2, where
α1, a1, b1, C1, ψ1, ψ2 are some real constants, then solving the system
(4.6) for f(−k1) and f(k¯1), we have,
f(−k1) =
1− a1
2ib1
|c1|eψ1e−i(C1+ψ2−α1)
1 +
a21
4b21
|c1|2e2ψ1 + i|c1|eψ1 sin(C1 + ψ2 − α1)
, (4.7a)
f(k¯1) =
1− a1
2ib1
|c1|eψ1ei(C1+ψ2−α1)
1 +
a21
4b21
|c1|2e2ψ1 + i|c1|eψ1 sin(C1 + ψ2 − α1)
, (4.7b)
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If we choose |c1| = 2b1a1 sgn(a1) and C1 + ψ2 − α1 = pi2 , then (4.7) can be
written as
f(−k1) = H1 +H2, f(k¯1) = H1 −H2, (4.8)
where
H1 =
1
1 + e2ψ1 + i2b1
a1
sgn(a1)eψ1
, H2 =
sgn(a1)e
ψ1
1 + e2ψ1 + i2b1
a1
sgn(a1)eψ1
.
(4.9)
Hence, by (2.47), we get
u(y, t) = −4b1
a31
sgn(a1)
cosh(ψ1)
cosh(2ψ1) +
1+b21
1−b21
, (4.10)
c+ = ln
(
1 + 1−b
1+b
e2ψ1
1 + 1+b
1−be
2ψ1
)
, y = x− c+, (4.11)
m(y, t) = −2a1b1sgn(a1) sech(ψ1)
a21 − 2b21sech2(ψ1)
. (4.12)
4.2.2. One-soliton solution for k1 ∈ iR. In this case, there are two
zeros of a(k), i.e., one is k1, another is − 1k1 . It yields that the algebraic
system (4.5) reduces to the following two equations

f(−k1) = 1 + c1eφ1−k1−k1f(−k1) +
− c1
k2
1
eφ1
−k1+ 1k1
f( 1
k1
)
f( 1
k1
) = 1 + c1e
φ1
1
k1
−k1f(−k1) +
− c1
k2
1
eφ1
1
k1
+ 1
k1
f( 1
k1
).
(4.13)
If we denote k1 = ib, where b < 1, then solving the system (4.13) for
f(−k1) and f( 1k1 ), we have,
f(−k1) =
1− 1b−b
2ib(b+ 1
b
)
c1e
φ1
1− (b− 1b )2
4b2(b+ 1
b
)2
c21e
2φ1 + c1e
φ1
ib
(4.14a)
f(
1
k1
) =
1 +
1
b
−b
2ib(b+ 1
b
)
c1e
φ1
1− (b− 1b )2
4b2(b+ 1
b
)2
c21e
2φ1 + c1e
φ1
ib
(4.14b)
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If we choose c1 =
2b(1+b2)
1−b2 , then (4.14) and (2.47) yield
u(y, t) = −16b
2(1 + b2)
(b2 − 1)3
sinh(φ1)
cosh(2φ1) +
(1+b2)2+4b2
(1−b2)2
, (4.15)
c+ = ln
(
1 +
(
1−b
1+b
)2
e2φ1
1 +
(
1+b
1−b
)2
e2φ1
)
, y = x− c+, (4.16)
m(y, t) = 4
1 + b2
1− b2
sinh(φ1)
cosh(2φ1)− 3(1+b4)+2b2(1−b2)2
. (4.17)
Remark 4.1. The one-soliton solution obtained in (4.10) and (4.15)
are the same as the equations (3.2a) and (3.9a) of [5] which were ob-
tained by bilinear form method.
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