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PERIODIC SOLUTIONS, KAM TORI AND BIFURCATIONS IN
A COSMOLOGY-INSPIRED POTENTIAL
J.F. PALACIA´N, C. VIDAL, J. VIDARTE, AND P. YANGUAS
Abstract. A family of perturbed Hamiltonians Hε = 12 (x2 + X2) − 12 (y2 + Y 2) + 12 (z2 + Z2) +
ε2[α(x4 +y4 +z4)+β(x2y2 +x2z2 +y2z2)] in 1:−1:1 resonance depending on two real parameters is
considered. We show the existence and stability of periodic solutions using reduction and averaging.
In fact, there are at most thirteen families for every energy level h < 0 and at most twenty six
families for every h > 0. The different types of periodic solutions for every nonzero energy level, as
well as their bifurcations, are characterised in terms of the parameters. The linear stability of each
family of periodic solutions, together with the determination of KAM 3-tori encasing some of the
linearly stable periodic solutions is proved. Critical Hamiltonian bifurcations on the reduced space
are characterised. We find important differences with respect to the dynamics of the 1:1:1 resonance
with the same perturbation as the one given here. We end up with an intuitive interpretation of
the results from a cosmological viewpoint.
1. Introduction
We consider the Hamiltonian
(1)
Hε = 12(x2 +X2)− 12(y2 + Y 2) + 12(z2 + Z2)+
ε2
[
α(x4 + y4 + z4) + β(x2y2 + x2z2 + y2z2)
]
,
which consists of a 3D harmonic oscillator in 1:−1:1 resonance plus a homogeneous triaxial potential
of degree four depending on two real parameters α and β. The parameter ε is supposed to be a
positive small constant. This Hamiltonian is invariant with respect to the transformation Rpi :
(x, y, z,X, Y, Z)→ (z, y, x, Z, Y,X). We denote the quadratic part of Hamiltonian (1) by H0.
The unperturbed part of Hamiltonian (1) is equivalent to
Xy − xY + 12(z2 + Z2)
after applying a linear symplectic change of coordinates, as it can be seen in [32]. In that paper,
several models that can be expressed as perturbations of the Coriolis-like term Xy − xY are con-
sidered. In this sense, our present study could be also useful to model similar problems by taking
into account the influence of the third degree of freedom.
When z = Z = 0 Hamiltonian (1) is associated to a model of universe defined by the Friedmann-
Lemaˆıtre-Robertson-Walker (FLRW) metric [15, 16, 23, 24, 41, 42, 43, 48]. It describes a homoge-
neous and isotropic expanding/contracting universe. The metric is given as a second-order ordinary
differential equation where the independent variable is time and there are two dependent variables,
basically, the scale factor and the density of the ideal fluid that fills the universe. The scale factor
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depends on time, thence the distance between any given two points on the space also changes with
the same rate. This is the essence of the FLRW universe model. The scale factor relates the physical
distance to the co-moving distance and gives us the size of the observable universe. The dynamics
of the FLRW universe determines the time evolution for the scale factor and for the energy density.
The reader can consult [27] for a beautiful introduction, description, physical setting of the FLRW
model and derivation of the Hamiltonian. That paper deals with the integrability of the system.
The metric depends on some constants, the universe curvature, among others. This model
represents a first approximation to the Big Bang cosmological model. In spite of its simplicity, it
reproduces basic features of the observable universe. The elementary idea underlying the model is
that the universe oscillates from the Big Bang, where the density is infinite and starts to decrease,
whereas the scale factor is initially zero and starts to increase.
Chaos has been found in the dynamics of the FLRW universe, see for instance [3]. The authors
prove both analytically and numerically the existence of chaotic motion in the associated Hamilton-
ian. They transform the original system in such a way that it can be expressed as a perturbation of
two oscillators in 1:−1 resonance. Planar generalisations of this model have been tackled by several
authors, for example [26] uses classical averaging theory to prove the existence of three families of
periodic solutions in each nonzero energy level. In [12] the authors introduce the planar FLRW
Hamiltonian in rotating coordinates and using averaging theory show the existence of two families
of periodic solutions for angular velocity ω = 0 and six families of periodic solutions for ω 6= 0
in each nonzero energy level. In [45] the authors consider the formal stability of the origin of a
Hamiltonian system composed by an oscillator in 1:−1:1 resonance plus a quartic perturbation.
Other authors [20, 21, 22, 37] consider also the FLRW model in the area of quantum cosmology
for understanding the relation between the thermodynamic and cosmological arrows of time.
The dynamics of perturbed Hamiltonians in 1:−1:1 resonance has not been very studied. The
Hamiltonian tackled in this work corresponds to this type of resonance and is a particular case of
the one dealt with in [25]. There the authors, using averaging theory show the existence of four
families of periodic solutions in every energy level h 6= 0. The linear stability of these periodic
solutions is not analysed.
In the present work, using orbit-space reduction [46, 6], that is dual to Meyer-Marsden-Weinstein
reduction [30, 29], and averaging in the Hamiltonian setting [36] (see also [5, 44, 50, 32, 6]), we
find at most thirteen families of periodic solutions for every energy level h < 0 and at most twenty
six families of periodic solutions for every h > 0. Moreover we study the bifurcation curves of
the periodic solutions as functions of the parameters taking into account the sign of every energy
level. We provide as well the linear stability or instability of the solutions, applying the notion of
parametric (or strong) stability [49]. In addition to this, we study the existence of KAM three-
dimensional tori enclosing some of these solutions for every energy level h > 0. For h < 0 there is
only one family of 3-tori for a specific value of the parameters.
Our results allow us to deal with all kind of motions provided ε is small enough. This is possible
because we use a set of global coordinates that parametrise the reduced space properly. These
coordinates are the invariants associated to the oscillator symmetry, which is the symmetry the
normalised system possesses after truncating higher-order terms. Specifically, for the 1:−1:1 res-
onance the number of invariants is nine, the minimum possible for a resonant Hamiltonian with
three degrees of freedom.
In this setting, we can discuss the number of zeroes of the reduced vector field which is a
polynomial system in terms of the nine invariants plus three constants, namely, the parameters α
and β and the constant h. To this system we need to attach the existing constraints relating the
invariants. Once the appearance or disappearance of the critical points is analysed one needs to
define symplectic variables (four coordinates) to perform a local study around each critical point.
This allows one to go through the stability character of the equilibrium, leading to deciding on the
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linear stability of the corresponding periodic solutions and determining, in cases of non-degeneracy,
invariant 3-tori enclosing the linearly stable periodic solutions for every energy level h > 0.
This paper is organised as follows. In Section 2 we calculate the normal form of Hε up to
order four in rectangular coordinates and we introduce the invariants associated with the quadratic
part. Thence, we write the normalised Hamiltonian in terms of the invariants and after fixing an
energy level, H0 = h 6= 0, we determine the reduced space, the reduced Hamiltonian, as well as
the associated Poisson vector field. This vector field has at most thirteen critical points defined
for an energy level h < 0 and at most twenty six critical points for an energy level h > 0. Then,
taking into account that the foliation of the orbit space into symplectic leaves is regular for h 6= 0
[30, 29, 50] these points are in correspondence with periodic solutions of the truncated Hamiltonian
system in normal form up to the order of the approximation. In particular, a critical point in the
vector field written in terms of the invariants determines a family of periodic solutions parametrised
by the energy h 6= 0. Each of these solutions is a candidate to be continued and to give rise to a
family of periodic solutions of the full system.
In Section 3 we construct three different families of symplectic coordinates on the reduced space
taking into consideration the sign of every energy level. This is achieved by defining symplectic
coordinates (L,Q1, Q2, `, P1, P2) in R6 that reflect the normalisation process, i.e., such that the
quadratic part of (1) in the new coordinates simply depends on a single action L and the truncated
normalised Hamiltonian (or averaged system with respect to the angle `) has L as a first integral.
Then, fixing H0 = L = h we obtain a Hamiltonian with two degrees of freedom on the reduced
space. This Hamiltonian is the same as the one obtained in terms of the invariants. The remaining
variables (Q1, Q2, P1, P2) can be put in terms of the invariants; therefore, they are good coordinates
to study the critical points previously obtained.
The existence of families of periodic solutions in terms of α and β as well as their linear stability
are treated in Section 4. Now, the critical points obtained as functions of the invariants are written
in terms of the coordinates (Q1, Q2, P1, P2) and they naturally correspond to critical points of the
averaged Hamiltonian. By virtue of Theorem A.2 (see [50]), that is a modern formulation of Reeb’s
Theorem [39, 40], we obtain conditions on the parameters α and β for the critical points to be non-
degenerate, giving rise to families of periodic solutions of the full system. Next, using the notion
of strong stability and Krein-Gel’fand theory [49] we conclude the linear stability or instability of
the periodic solutions.
Some Hamiltonian bifurcations for negative and positive energy levels are characterised in Section
5. The main finding in this respect is a periodic Hamiltonian Hopf bifurcations of the system
associated to (1) related to the rectilinear periodic solutions in the Oy axis for h < 0. When h > 0
we analyse with detail the bifurcations of the solutions of rectilinear type in the Ox and Oz axes
as well as the bifurcation corresponding to the circular motions on the plane Oxz. We content
ourselves to perform the study in the reduced space without reconstructing the dynamics of the
full system since, to our knowledge, there are no theorems in the literature that can be applied in
our setting.
Section 6 is devoted to establishing the persistence of KAM 3-tori encasing some elliptic periodic
solutions applying KAM theory [1]. More precisely, we make use of Han, Li and Yi’s Theorem
A.4 (see details in [17]) that applies in the case of Hamiltonian systems with high-order proper
degeneracy.
Finally, some conclusions are presented and, in order to make the paper self-contained, we
include Appendix A, where we have collected the results on averaging theory, KAM theory and
strong stability for Hamiltonian systems that we use throughout the paper. Appendix B contains
the tables accounting for the relative equilibria written in the invariants, as well as in different
charts.
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Our main achievements are presented in Sections 4, 5 and 6 by means of Theorems 4.1, 4.2, 4.3,
4.4, 5.1 and 6.1 where we establish the results on the periodic solutions, the Hamiltonian Hopf
bifurcations and the KAM 3-tori.
2. Normalisation and reduction
In order to describe the orbit space of the isotropic oscillator H0, we identify R6 with C3 through
the change of variables ζ1 = x + Xi, ζ2 = y + Y i and ζ3 = z + Zi. Thus, the unperturbed
Hamiltonian H0 written in terms of ζ = (ζ1, ζ2, ζ3) takes the form
(2) H0(ζ) = 12(|ζ1|2 − |ζ2|2 + |ζ3|2).
The flow of H0 induces the action ϕ : S1 × C3 → C3 defined by ϕt(ζ) = (etiζ1, e−tiζ2, etiζ3), which
for t ∈ [0, 2pi) is a free and proper S1-action on any level surface N0(h) = H−10 (h) ⊂ R6 for h 6= 0.
Since N0(h) is the 5-manifold
M5h = {ζ ∈ C3 : H0(ζ) = 2h},
then the orbit space of the S1 action on N0(h) (also called the reduced space) is M5h/S1. This
space, that we denote by B(h), is a symplectic non-compact manifold of dimension four. This is
the first difference with respect to the 1:1:1 resonance, where the base space is compact; however
we are also in the case of regular reduction [30, 29].
Next, with the goal of using the symmetry of the oscillator, we normalise Hamiltonian (1) up to
order four in the small parameter applying the Lie-Deprit method [7]. In rectangular coordinates
the normalised Hamiltonian (1) is
(3)
Hε = H0 + ε2
{
3
8α(x
2 − y2 + z2 +X2 − Y 2 + Z2)2+
3
8(2α+ β)
[
(xy −XY )2 + (yz − Y Z)2]+ 38(β − 2α)(xz +XZ)2+
1
8(6α+ β)
[
(xY + yX)2 + (yZ + zY )2
]
+ 18(β − 6α)(xZ − zX)2
}
+O(ε4).
The orbit space B(h) is properly described by the quadratic constants of motion associated to
the oscillator, that are called the invariants of the 1:−1:1 resonance. In particular the invariants
are quadratic polynomials (that we denote by pi1, pi2, . . . , pi9) in the coordinates (x, y, z,X, Y, Z)
that generate the space of functions with respect to the action given by the flow of H0, thence
{H0, pij} = 0, for all j = 1, . . . , 9, where { , } is the standard Poisson bracket of two functions.
Explicitly, the invariants are
(4)
pi1 = x
2 +X2, pi2 = y
2 + Y 2, pi3 = z
2 + Z2,
pi4 = xy −XY, pi5 = xz +XZ, pi6 = yz − Y Z,
pi7 = xY + yX, pi8 = xZ − zX, pi9 = yZ + zY.
Note that these invariants are different from the ones of the 1:1:1 resonance (see [38]). The nor-
malised Hamiltonian (3) can be expressed in terms of the invariants. This is usually achieved using
strategies from computer algebra, see the details in [33, 34], although in the particular case of (3),
it can be done straightforwardly.
Some relations of dependence of degree one or two among the invariants are:
(5)
pi1 − pi2 + pi3 = 2h,
pi1pi2 = pi
2
4 + pi
2
7, pi1pi3 = pi
2
5 + pi
2
8, pi2pi3 = pi
2
6 + pi
2
9,
pi1pi6 = pi4pi5 − pi7pi8, pi2pi8 = pi4pi9 − pi6pi7, pi3pi4 = pi5pi6 + pi8pi9,
pi4pi6 = pi2pi5 − pi7pi9, pi4pi8 = pi1pi9 − pi5pi7, pi6pi8 = −pi3pi7 + pi5pi9.
Besides, the following inequalities have to be satisfied:
(6) pi1 ≥ 0, pi2 ≥ 0, pi3 ≥ 0.
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Indeed, as B(h) is four-dimensional, in (5) there must be five functionally independent constraints
among the pii, see the details in [14]. Table 1 contains the Poisson structure of the invariants. These
Poisson brackets describe the Lie algebra formed by the invariants.
{pij , pik} pi1 pi2 pi3 pi4 pi5 pi6 pi7 pi8 pi9
pi1 0 0 0 −2pi7 2pi8 0 2pi4 −2pi5 0
pi2 0 0 0 −2pi7 0 −2pi9 2pi4 0 2pi6
pi3 0 0 0 0 −2pi8 −2pi9 0 2pi5 2pi6
pi4 2pi7 2pi7 0 0 pi9 −pi8 pi1 + pi2 −pi6 pi5
pi5 −2pi8 0 2pi8 −pi9 0 −pi7 pi6 pi1 − pi3 pi4
pi6 0 2pi9 2pi9 pi8 pi7 0 pi5 pi4 pi2 + pi3
pi7 −2pi4 −2pi4 0 −pi1 − pi2 −pi6 −pi5 0 −pi9 −pi8
pi8 2pi5 0 −2pi5 pi6 pi3 − pi1 −pi4 pi9 0 −pi7
pi9 0 −2pi6 −2pi6 −pi5 −pi4 −pi2 − pi3 pi8 pi7 0
Table 1. Poisson brackets among the invariants pii.
Hamiltonian (3) in terms of the invariant coordinates becomes
(7) Hε(pi) = H0(pi) + ε2H2(pi) +O(ε4),
where
H0(pi) = 12(pi1 − pi2 + pi3),
H2(pi) = 38α(pi1 − pi2 + pi3)2 + 38(2α+ β)(pi24 + pi26) + 38(β − 2α)pi25+
1
8(6α+ β)(pi
2
7 + pi
2
9) +
1
8(β − 6α)pi28.
Next, we take into account that the vector field associated to (7) in the variables (pi1, pi2, . . . , pi9) is
given by
(8)
dpij
dt
= {pij ,Hε} =
9∑
k=1
{pij , pik} ∂Hε
∂pik
, j = 1, . . . , 9.
The reduction is now performed by introducing the Hilbert map ρpi : R6 → R9 defined by
ρpi(x, y, z,X, Y, Z) = (pi1, . . . , pi9). The image of this map is the orbit space for the H0-action
and the image of a level surface N0(h) under ρpi is the reduced space, i.e., B(h) = ρpi(N0(h)). In
this way, fixing a constant value h 6= 0, the reduced space B(h) is given by the constraints (5) – we
recall that only five of them are functionally independent – and (6).
The reduced Hamiltonian is obtained from (7) after truncating terms of order ε4 and higher,
dropping the constant terms and dividing the resulting Hamiltonian by ε2, that is,
(9) H¯ = 38(2α+ β)(pi24 + pi26) + 38(β − 2α)pi25 + 18(6α+ β)(pi27 + pi29) + 18(β − 6α)pi28.
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The equations of motion for Hamiltonian (9) are
(10)
pi1 = −β(pi4pi7 − pi5pi8),
pi2 = −β(pi4pi7 + pi6pi9),
pi3 = −β(pi5pi8 + pi6pi9),
pi4 =
1
4(6α+ β)(2h+ 2pi2 − pi3)pi7 + β(pi5pi9 − pi6pi8),
pi5 =
1
4(β − 6α)(2h+ pi2 − 2pi3)pi8 − 12β(pi4pi9 + pi6pi7),
pi6 =
1
4(6α+ β)(pi2 + pi3)pi9 + β(pi4pi8 + pi5pi7),
pi7 = −34(2α+ β)(2h+ 2pi2 − pi3)pi4 − 12β(3pi5pi6 + pi8pi9),
pi8 = −34(β − 2α)(2h+ pi2 − 2pi3)pi5,
pi9 = −34(2α+ β)(pi2 + pi3)pi6 − 12β(3pi4pi5 − pi7pi8).
Proposition 2.1. On the reduced space B(h) with h < 0, the system (10) has at most thirteen
isolated critical points (see Table 6 in Appendix B). More precisely, if we set δ = 6α/β:
(i) If δ ∈ D1 = (−∞,−5] ∪ [−3,−7/3] ∪ [−1,∞) there is only one critical point, the one
corresponding to motions of rectilinear type in the Oy axis.
(ii) If δ ∈ D2 = (−5,−(3 + 4
√
3)/3] or δ ∈ D3 = (−7/3,−1) there are five critical points.
(iii) If δ ∈ D4 = (−(3 + 4
√
3)/3,−3) there are thirteen critical points.
(iv) If β = 0 and α 6= 0 there is only one critical point that corresponds to point 1) of Table 6
in Appendix B.
Proof. System (10) has to be solved taking into account the restrictions of (5) and (6). Using
Mathematica we get the isolated equilibria appearing in Table 6 in Appendix B. 
Proposition 2.2. On the reduced space B(h) with h > 0, the system (10) has at most twenty six
isolated critical points (see Table 7 in Appendix B). More precisely, if we set δ = 6α/β:
(i) If δ ∈ D5 = (−∞,−9] ∪ {−5} ∪ [−7/3,+∞) there are six critical points.
(ii) If δ ∈ D6 = (−9,−5) there are ten critical points.
(iii) If δ ∈ D7 = [−(3 + 4
√
3)/3,−7/3) there are eighteen critical points.
(iv) If δ ∈ D8 = (−5,−(3 + 4
√
3)/3) there are twenty six critical points.
(v) If β = 0 and α 6= 0 there are two critical points that correspond to points 1) and 2) of Table
7 in Appendix B.
Proof. System (10) is solved by using Mathematica. Taking into account the restrictions appear-
ing in (5) and (6) we end up with the occurrence of the critical points for the different values of δ
listed above. 
Observation 2.1. The critical points of Propositions 2.1 and 2.2 are the candidates to get periodic
solutions of the full Hamiltonian system associated to (1) with period near 2pi. More specifically,
these points lead to families of periodic solutions related to Hamiltonian (1) if some non-degeneracy
conditions are fulfilled, as we will see in Sections 3 and 4. For the case h = 0 on the reduced space
B(0) the origin in R9 is the only critical point of system (10) and it corresponds to the origin of R6
for the system related to (1).
Observation 2.2. Comparing the results obtained in the present paper for the 1:−1:1 resonance
with the ones obtained in [38] for the 1:1:1 case, we notice an important difference, not only in the
number, but also in the type of critical points of the reduced Hamiltonian. More precisely, in [38] we
found at most thirty nine critical points on the reduced space for every positive energy level, while
in this work we find at most twenty six critical points for every positive energy level and thirteen
critical points for every negative energy level.
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Observation 2.3. When β = 0, Hamiltonian (1) is separable, thus trivially integrable.
3. Symplectic coordinates on the reduced space B(h)
We now define suitable variables in the neighbourhood of the critical points of propositions 2.1
and 2.2. Specifically, we consider the set of symplectic coordinates (L,Q1, Q2, `, P1, P2) defined
through the transformation T1 : Ω1 → R6 given by
(11)
x =
√
2L+Q21 + P
2
1 − (Q22 + P 22 ) cos `, X =
√
2L+Q21 + P
2
1 − (Q22 + P 22 ) sin `,
y = Q1 cos `+ P1 sin `, Y = P1 cos `−Q1 sin `,
z = Q2 cos `− P2 sin `, Z = P2 cos `+Q2 sin `,
where
Ω1 = {(L,Q1, Q2, `, P1, P2) : 2L+Q21 + P 21 − (Q22 + P 22 ) > 0, 0 ≤ ` < 2pi}.
The change (11) is the particularisation for the 1:−1:1 resonance of the local symplectic maps
for resonant Hamiltonian systems with n degrees of freedom constructed in [34], see also [33].
The coordinates (L,Q1, Q2, `, P1, P2) are well defined for the critical points such that pi1 > 0,
that is, outside the plane OxX. To deal with the critical points such that pi1 = 0 we introduce
again symplectic coordinates (L,Q1, Q2, `, P1, P2) through the transformations T2 : Ω2 → R6 and
T3 : Ω3 → R6 defined by
(12)
x = Q1 cos `− P1 sin `, X = P1 cos `+Q1 sin `,
y =
√
−2L+Q21 + P 21 +Q22 + P 22 cos `, Y = −
√
−2L+Q21 + P 21 +Q22 + P 22 sin `,
z = Q2 cos `− P2 sin `, Z = P2 cos `+Q2 sin `,
and
(13)
x = Q1 cos `− P1 sin `, X = P1 cos `+Q1 sin `,
y = Q2 cos `+ P2 sin `, Y = P2 cos `−Q2 sin `,
z =
√
2L− (Q21 + P 21 ) +Q22 + P 22 cos `, Z =
√
2L− (Q21 + P 21 ) +Q22 + P 22 sin `,
with
Ω2 = {(L,Q1, Q2, `, P1, P2) : −2L+Q21 + P 21 +Q22 + P 22 > 0, 0 ≤ ` < 2pi}
and
Ω3 = {(L,Q1, Q2, `, P1, P2) : 2L− (Q21 + P 21 ) +Q22 + P 22 > 0, 0 ≤ ` < 2pi}.
More details on how to build these maps appear in [4]. The coordinate ` is an angle whereas L
corresponds to its conjugate action. Thus (L,Q1, Q2, `, P1, P2) is a mixture of an action-angle pair
and rectangular coordinates. Note that in Ω2, the action L has to be strictly negative whereas for
Ω1, Ω3 it can be either positive or negative.
In the coordinates introduced through the transformations T1, T2 and T3, Hamiltonian (1) takes
the form
(14) Hε = L+ ε2H2(L,Q1, Q2, `, P1, P2),
and the normalised Hamiltonian (3) reads
(15) Hε = L+ ε2H2(L,Q1, Q2, P1, P2) +O(ε4),
where H2 in each case is given explicitly by
(16)
H2 = 32αL2 + 38(2α+ β)
[
Q21(2L+Q
2
1 + P
2
1 − P 22 )− 2Q1Q2P1P2 + P 21P 22
]
+
1
8(6α+ β)
[
P 21 (2L+Q
2
1 + P
2
1 − P 22 ) + 2Q1Q2P1P2 +Q21P 22
]
+
1
8(2L+Q
2
1 + P
2
1 −Q22 − P 22 )
[
3(β − 2α)Q22 + (β − 6α)P 22
]
,
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(17)
H2 = 32αL2 + 38(2α+ β)(−2L+Q21 + P 21 +Q22 + P 22 )(Q21 +Q22) + 38(β − 2α)(Q1Q2 + P1P2)2+
1
8(6α+ β)(−2L+Q21 + P 21 +Q22 + P 22 )(P 21 + P 22 ) + 18(β − 6α)(Q1P2 −Q2P1)2,
and
(18)
H2 = 32αL2 + 38(2α+ β)
[
Q22(2L− P 21 +Q22 + P 22 )− 2Q1Q2P1P2 + P 21P 22
]
+
1
8(6α+ β)
[
P 22 (2L− P 21 +Q22 + P 22 ) + 2Q1Q2P1P2 +Q22P 21
]
+
1
8(2L−Q21 − P 21 +Q22 + P 22 )
[
3(β − 2α)Q21 + (β − 6α)P 21
]
,
respectively.
We point out that in the case of the 1:1:1 resonance treated in [38] we only used one representation
because Hamiltonian (14) has exactly the same expression for any transformation. Therefore the
analysis in the 1:−1:1 case is more elaborated.
It is noticeable that in the three situations H2 is independent of `, thus the application of the
transformations (11), (12) and (13) to the normal form Hamiltonian (3) produces the effect of
averaging H2 with respect to the angle coordinate `. This is an expected fact that puts in emphasis
the relationship between averaging and normal form theories. Applying the definition of T1, T2 or
T3 and the relations (4), we obtain
(19) Q1 =
pi4√
pi1
, Q2 =
pi5√
pi1
, P1 =
pi7√
pi1
, P2 =
pi8√
pi1
,
(20) Q1 =
pi4√
pi2
, Q2 =
pi6√
pi2
, P1 =
pi7√
pi2
, P2 =
pi9√
pi2
,
and
(21) Q1 =
pi5√
pi3
, Q2 =
pi6√
pi3
, P1 = − pi8√
pi3
, P2 =
pi9√
pi3
,
respectively. Thus, the maps ψ1, ψ2, ψ3 with ψj : Uj → R4, ψj(pi) = (Q1, Q2, P1, P2) defined by the
equations (19), (20) and (21), respectively, are local charts for the reduced space B(h) for h 6= 0,
where Uj = {pi = (pi1, . . . , pi9) ∈ B(h) : pij ≥ 0} for j = 1, 2, 3. More precisely, we arrive at the
following result.
Proposition 3.1. The set A = {(U1, ψ1), (U2, ψ2), (U3, ψ3)} is an atlas for the reduced space B(h)
when h 6= 0.
The critical points of Tables 6 and 7 in Appendix B are identified with points of R4 by means of
the atlas A. These points are shown in the coordinates (Q1, Q2, P1, P2) in Appendix B in Tables 8,
9 and 10 for h < 0, and 11, 12 and 13 for h > 0. Finally, applying the transformations T1, T2 and
T3, the Hamiltonians on the reduced space B(h) in the coordinates (Q1, Q2, P1, P2) are obtained by
replacing L by h 6= 0 in (16), (17) and (18) and removing the constant term 32αh2.
8
By convenience we define the sets
R1 = {O−1 },
R2 = {O−2 , O−3 , O−4 , O−5 },
R3 = {O−6 , O−7 , O−8 , O−9 },
R4 = {O−10, O−11, O−12, O−13, O−14, O−15, O−16, O−17},
R5 = ∪3j=1 R5j , where R51 = {O+1 , O+2 }, R52 = {O+3 , O+4 }, R53 = {O+5 , O+6 },
R6 = {O+7 , O+8 , O+9 , O+10},
R7 = {O+11, O+12, O+13, O+14},
R81 = {O+15, O+16, O+17, O+18, O+19, O+20, O+21, O+22},
R82 = {O+23, O+24, O+25, O+26, O+27, O+28, O+29, O+30}.
We also denote R8 = R81 ∪R82, R− = R1 ∪R2 ∪R3 ∪R4, and R+ = R5 ∪R6 ∪R7 ∪R8.
4. Periodic solutions and linear stability
In what follows we denote by
p(t, ε) = (x(t, ε), y(t, ε), z(t, ε), X(t, ε), Y (t, ε), Z(t, ε))
a solution of system (1) and by p∗ ∈ N0(h) the periodic solution associated to the critical point
p ∈ B(h), that is, p∗ = ρ−1pi (p).
Our main results on the periodic solutions of the Hamiltonian system related to (1) are the
following.
Theorem 4.1. When h < 0, for the Hamiltonian system associated to (1) the following statements
hold:
(i) For δ ∈ D1 \ {−3,−1} there is one T (ε)-periodic solution p(t, ε) such that p(t, 0) = p∗ and
T (0) = 2pi, where p ∈ R1.
(ii) If δ ∈ D2 or δ ∈ D3 there are five T (ε)-periodic solutions p(t, ε) such that p(t, 0) = p∗ and
T (0) = 2pi, where p ∈ R2 or p ∈ R3, respectively.
(iii) If δ ∈ D4 there are thirteen T (ε)-periodic solutions p(t, ε) such that p(t, 0) = p∗ and T (0) =
2pi, where p ∈ R4.
(iv) When β = 0 there is only one periodic solution with ρpi(p
∗) = p ∈ R1 provided α 6= 0.
The periodic solution p(t, ε) of (i) is of rectilinear type in the Oy axis. The same is true for p(t, ε)
in (iv). The rest of solutions are elliptic inclined periodic motions.
The periods of the periodic solutions are given by T (ε) = 2pi(1− ε2T ∗) +O(ε4), where the values of
the corrections T ∗ appear in Table 2.
Proof. Using the coordinates (Q1, Q2, P1, P2) introduced through the relations (20) the truncated
Hamiltonian on the reduced space B(h) is given by
(22)
H¯ = 18β(δ + 3)(−2h+Q21 + P 21 +Q22 + P 22 )(Q21 +Q22)− 18β(δ − 3)(Q1Q2 + P1P2)2+
1
8β(δ + 1)(−2h+Q21 + P 21 +Q22 + P 22 )(P 21 + P 22 )− 18β(δ − 1)(Q1P2 −Q2P1)2,
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Set of critical points det(D2H¯) T ∗
R1 (β 6= 0) 116h4β4(δ + 1)2(δ + 3)2 12hβδ
R1 (β = 0) 81h4α4 3hα
R2 -h
4β4(δ−3)2(δ+3)2(δ+9)
27(δ+5)3
hβ(δ−3)(δ+6)
6(δ+5)
R3 h
4β4(δ−3)(δ+1)2(δ+5)
(3δ+7)2
hβ(δ2+3δ−2)
2(3δ+7)
R4 −h
4β4(δ−1)(δ−3)2(δ+1)2(δ+3)(δ+5)2
(3δ2+6δ−13)3
hβ(δ−3)(δ2+3δ−2)
2(3δ2+6δ−13)
Table 2. Determinant of the Hessian matrix at the critical points of H¯ for h < 0
and corrections to the periods of the periodic solutions.
and the equations of motion related to this Hamiltonian are:
(23)
Q˙1 =
β
4
[
2Q1Q2P2 − 2(δ + 1)P1(h− P 21 ) + 2(δ + 2)Q21P1 + (δ + 5)P1(Q22 + P 22 )
]
,
Q˙2 =
β
4
[
2Q1Q2P1 − 2(δ + 1)P2(h− P 22 ) + 2(δ + 2)Q22P2 + (δ + 5)P2(Q21 + P 21 )
]
,
P˙1 = −β4
[
2Q2P1P2 − 2(δ + 3)Q1(h−Q21) + 2(δ + 2)Q1P 21 + (δ + 5)Q1P 22 + (δ + 9)Q1Q22
]
,
P˙2 = −β4
[
2Q1P1P2 − 2(δ + 3)Q2(h−Q22) + 2(δ + 2)Q2P 22 + (δ + 5)Q2P 21 + (δ + 9)Q21Q2
]
.
Since the critical points O−1 , . . . , O
−
17 (appearing in Tables 8, 9 and 10 in Appendix B) when ex-
pressed in the local chart (U2, ψ2) satisfy system (23), these are equilibria for the reduced Hamil-
tonian (22). Moreover the determinant of the Hessian matrix D2H¯ at each critical point is given
in Table 2.
We have checked that the angular momentum vector in terms of the coordinates x, y, z, X, Y ,
Z, i.e. (x, y, z)× (X,Y, Z), becomes zero only for the equilibrium O−1 , which is the one associated
to the periodic solution of (i) or of (iv) when β = 0.
The periods are computed from Hamiltonian (15) as follows. We make ˙` = ∂Hε/∂L and replace
Q and P at the different values p¯ in R1, R2, R3 and R4. Then we obtain T (ε) from ˙` = 2pi/T (ε),
expanding the result in powers of ε.
By virtue of Theorem A.2, a critical point will give rise to a family of periodic solutions provided
det(D2H¯) 6= 0 and H¯ is a Morse function. In consequence, from Table 2 the proof of the theorem
follows. 
Theorem 4.2. When h > 0, for the system associated to Hamiltonian (1) the following statements
hold:
(i) For δ ∈ D5 \ {−1, 1, 3} there are six T (ε)-periodic solutions p(t, ε), such that p(t, 0) = p∗
and T (0) = 2pi, where p ∈ R5.
(ii) If δ ∈ D6 there are ten T (ε)-periodic solutions p(t, ε), such that p(t, 0) = p∗ and T (0) = 2pi,
where p ∈ R5 ∪R6.
(iii) If δ ∈ D7 \{−3} there are eighteen T (ε)-periodic solutions p(t, ε), such that p(t, 0) = p∗ and
T (0) = 2pi, where p ∈ R5 ∪R7 ∪R82.
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(iv) If δ ∈ D8 there are twenty-six T (ε)-periodic solutions p(t, ε), such that p(t, 0) = p∗ and
T (0) = 2pi, where p ∈ R5 ∪R7 ∪R8.
(v) When β = 0, there are two periodic solutions with ρpi(p
∗) = p ∈ R51 provided α 6= 0.
The periodic solutions p(t, ε) related to p ∈ R51 and p ∈ R53 are near rectilinear whereas when
p ∈ R52 they are near circular. The periodic solutions associated with p ∈ R82 are also near
circular. The rest of solutions represent elliptic inclined periodic motions.
The periods of the periodic solutions are given by T (ε) = 2pi(1− ε2T ∗) +O(ε4), where the values of
the corrections T ∗ appear in Table 3.
Set of critical points det(D2H¯) T ∗
R51(β 6= 0) 116h4β4(δ2 − 1)(δ2 − 9) 12hβδ
R51 (β = 0) 81h4α4 3hα
R52 132h4β4(δ − 1)(δ + 5)2 14hβ(δ + 1)
R53 − 132h4β4(δ − 3)(δ + 5)(δ + 9) 14hβ(δ + 3)
R6 −h
4β4(δ−3)2(δ+3)2(δ+9)
27(δ+5)3
hβ(δ−3)(δ+6)
6(δ+5)
R7 h
4β4(δ−3)(δ+1)2(δ+5)
(3δ+7)2
hβ(δ2+3δ−2)
2(3δ+7)
R81 −h
4β4(δ−3)2(δ−1)(δ+1)2(δ+3)(δ+5)2
(3δ2+6δ−13)3
hβ(δ−3)(δ2+3δ−2)
2(3δ2+6δ−13)
R82 h
4β4(δ−3)2(δ+5)2
4(3δ+7)2
hβ(δ2−9)
2(3δ+7)
Table 3. Determinant of the Hessian matrix at the critical points of H¯ for h > 0
and corrections to the periods of the periodic solutions.
Proof. In the coordinates (Q1, Q2, P1, P2) defined in (19) the reduced Hamiltonian on B(h) assumes
the form
(24)
H¯ = 18β(δ + 3)
[
Q21(2h+Q
2
1 + P
2
1 − P 22 )− 2Q1Q2P1P2 + P 21P 22
]
+
1
8β(δ + 1)
[
P 21 (2h+Q
2
1 + P
2
1 − P 22 ) + 2Q1Q2P1P2 +Q21P 22
]−
1
8β(2h+Q
2
1 + P
2
1 −Q22 − P 22 )
[
(δ − 3)Q22 + (δ − 1)P 22
]
,
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and the related equations of motion are:
(25)
Q˙1 =
β
4
[−2Q1Q2P2 + 2(δ + 1)P1(h+ P 21 )− (δ − 3)P1(Q22 + P 22 ) + 2(δ + 2)Q21P1] ,
Q˙2 =
β
4
[−2Q1Q2P1 − (δ − 3)P 21P2 − 2(δ − 1)P2(h− P 22 ) + 2(δ − 2)Q22P2 − (δ + 1)Q21P2] ,
P˙1 =
β
4
[
2Q2P1P2 − 2(δ + 2)Q1P 21 − 2(δ + 3)Q1(h+Q21) + (δ − 3)Q1Q22 + (δ + 1)Q1P 22
]
,
P˙2 =
β
4
[
2Q1P1P2 + (δ − 3)Q2(2h+Q21 − 2Q22 + P 21 )− 2(δ − 2)Q2P 22
]
.
The critical points O+1 , O
+
3 , . . . , O
+
30 appearing in Tables 11, 12 and 13 in Appendix B in the local
chart (U1, ψ1) satisfy system (25). So, they are equilibrium points for the reduced Hamiltonian
(24). The determinant of the Hessian matrix D2H¯ evaluated at each critical point is given in Table
3. Next, as it was done in the previous theorem, one applies Theorem A.2 and takes into account
that the previous Hessian matrices are non-singular and that H¯ is a Morse function.
For the analysis of the equilibrium point O+2 we consider the coordinates (Q1, Q2, P1, P2) defined
in (21) and proceed as before but with Hamiltonian (18).
Computing the angular momentum vector in terms of the coordinates x, y, z, X, Y , Z we
get that it is identically zero only for the equilibria p ∈ R51 or p ∈ R53, thus the corresponding
periodic solutions are near rectilinear. More specifically, the periodic solution corresponding to the
critical point O+1 is in the Ox axis, the one corresponding to the critical point O
+
2 is in the Oz
axis while the ones corresponding to O+5 , O
+
6 lie in the plane Oxz. Besides, we have calculated the
expressions x2 +y2 +z2 and X2 +Y 2 +Z2 in terms of the local variables Qi, Pi, `, L for the different
equilibria, verifying that they are constant only when p ∈ R52 and p ∈ R82. As a consequence the
corresponding periodic solutions p(t, ε) are of circular type. They lie in the plane Oxz. 
The change in the number of periodic solutions of Hamiltonian (1) and their stability as long
as the parameters α and β vary is related to the appearance of parametric bifurcation lines, see
Figs. 1 and 2. The bifurcations of periodic solutions are analysed in the reduced space B(h) or
even better, when possible, in spaces of lower dimension, reconstructing the flow of the full system
as a final step. Some studies have been established in some cases, see for instance [31, 33]. For
systems with three or more degrees of freedom one should consult the work of Hanßmann and van
der Meer [19], and also the papers [13, 11, 10, 2, 28, 4]. For a rather complete treatment regarding
bifurcations of periodic solutions and invariant tori the reader should look up the book [18].
Observation 4.1. As a difference with respect to the perturbed Hamiltonian in 1:1:1 resonance
treated in [38], here we have a greater number of bifurcation curves due to the restrictions given in
(5) together with the sign of each nonzero energy level h.
The upcoming results provide information on the linear stability of the periodic solutions estab-
lished in Theorems 4.1 and 4.2.
Theorem 4.3. Under the assumptions of Theorem 4.1, the following statements hold:
(i) The near rectilinear periodic solution generated by the critical point in R1 is linearly stable
when δ ∈ (−∞,−3) ∪ (−1,+∞) and is unstable in the Lyapunov sense when δ ∈ (−3,−1),
whereas the periodic solutions generated by the critical points in R2 ∪R3 ∪R4 are unstable
in the Lyapunov sense. When β = 0 the periodic solution related to the set R1 is linearly
stable.
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Figure 1. Bifurcation diagram of the periodic solutions in the plane of parameters
α − β for h < 0. The lines C1 and C2 correspond to the equations 6α + 5β = 0
(δ = −5) and 6α + (3 + 4√3)β/√3 = 0 (δ = −(3 + 4√3)/√3), respectively. The
lines C3 and C4 correspond to the equations 2α+β = 0 (δ = −3) and 6α+7β/3 = 0
(δ = −7/3), respectively. The line C5 corresponds to the equation 6α + β = 0
(δ = −1). The number of families of periodic solutions is indicated in each re-
gion/line.
(ii) The characteristic multipliers of the periodic solutions mentioned in (i) are given by 1, 1, 1±
piε2λ1 +O(ε
4), 1±piε2λ2 +O(ε4), where λ1 and λ2 are the eigenvalues of matrix A = JD2H¯
(see Table 4).
Proof. The linear stability or instability of the periodic solutions in Theorem 4.1 is determined
by the strong stability or instability of the corresponding critical points in the set R−. For this
purpose, if J denotes the standard skew-symmetric matrix of order four, we calculate the eigenvalues
of matrix A = JD2H¯ for each critical point and use the notation of Theorem A.3.
(a) For the critical point in R1, the linearisation matrix is
A(R1) =

0 0 −12hβ(δ + 1) 0
0 0 0 −12hβ(δ + 1)
1
2hβ(δ + 3) 0 0 0
0 12hβ(δ + 3) 0 0

,
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Figure 2. Bifurcation diagram of the periodic solutions in the plane of parameters
α − β for h > 0. The lines C0 and C1 correspond to the equations β = 0 and
6α+9β = 0 (δ = −9), respectively. The lines C2 and C3 correspond to the equations
6α+ 5β = 0 (δ = −5) and 6α+ (3 + 4√3)β/3 = 0 (δ = −(3 + 4√3)/3), respectively.
The lines C4 and C5 correspond to the equations 2α + β = 0 (δ = −3) and 6α +
7β/3 = 0 (δ = −7/3), respectively. The lines C6 and C7 correspond to the equations
6α+ β = 0 (δ = −1) and 6α− β = 0 (δ = 1), respectively. The line C8 corresponds
to the equation 2α− β = 0 (δ = 3). The number of families of periodic solutions is
indicated in each region/line.
and the characteristic polynomial is
Cλ =
[
λ2 + 14h
2β2(δ + 1)(δ + 3)
]2
.
Thus, for δ ∈ (−3,−1) the matrix A(R1) has eigenvalues with non-zero real part. In
consequence, by means of Theorem A.3, the near rectilinear periodic solution in the Oy
axis is unstable in the Lyapunov sense. On the other hand, for δ ∈ (−∞,−3) ∪ (−1,∞),
A(R1) is diagonalisable and its eigenvalues are ±α1i (with multiplicity 2) where
α1 =
1
2hβ
√
(δ + 1)(δ + 3).
The quadratic Hamiltonian associated to A(R1) in some symplectic coordinates (q, p) is
given by
K = −14hβ
[
(δ + 3)(q21 + q
2
2) + (δ + 1)(p
2
1 + p
2
2)
]
.
The maximal real linear subspace corresponding to α1 is V1 = Ker(A − α1iI) = R4 and
K1 = K|V1 = K has definite sign. So, A(R1) is strongly stable and applying Theorem A.3
it follows that the near rectilinear periodic solution in the Oy axis is linearly stable.
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Critical point Eigenvalues
R1(β 6= 0) λ1 = λ2 = hβ2
√−(δ + 1)(δ + 3)
R1(β = 0) λ1 = λ2 = 3hαi
R2 λ1 = hβ
√
−(δ+3)(δ+9)
3(δ+5) , λ2 =
hβ(δ−3)
√
−(δ+3)
3(δ+5) i
R3 λ1 = hβ
√
(δ+1)(δ−3)
3δ+7 , λ2 = hβ
√
−(δ+1)(δ+5)
3δ+7 i
R4 λ1 = hβ3δ2+6δ−13
√
−(δ + 1)
[
∆1 − 2
√
(δ − 1)(δ + 3)∆2
]
,
λ2 =
hβ
3δ2+6δ−13
√
−(δ + 1)
[
∆1 + 2
√
(δ − 1)(δ + 3)∆2
]
Table 4. Eigenvalues of the matrix A for h < 0, where ∆1 = −51 + δ(δ + 2)(δ2 +
2δ + 14) and ∆2 = −948 + δ(δ + 2)
[
313 + δ(δ + 2)(δ2 + 2δ − 18)].
(b) For the critical points of R2 the linearisation around them given by the matrix A becomes
A(R2) =

0 0 2hβδ+5 ∓hβ(δ+3)3(δ+5)
0 0 ∓hβ(δ+3)3(δ+5) 2hβδ+5
−2hβ(δ+3)23(δ+5) ±hβ(δ+3)(δ+9)3(δ+5) 0 0
±hβ(δ+3)(δ+9)3(δ+5) −2hβ(δ+3)
2
3(δ+5) 0 0

,
where the upper signs are used for O−2 , O
−
4 and the lower ones for O
−
3 and O
−
5 . The
characteristic polynomial in this case reads
Cλ =
[
λ2 + h
2β2(δ+3)(δ+9)
3(δ+5)
] [
λ2 − h2β2(δ−3)2(δ+3)
9(δ+5)2
]
.
Thence, for δ ∈ D2 ∪D4 the matrix A(R2) has two real eigenvalues ±α1 of the form
α1 = hβ
√
−(δ+3)(δ+9)
3(δ+5) ,
whereas the other two eigenvalues are purely imaginary. Therefore, by means of Theo-
rem A.3 the periodic solutions generated by the critical points in R2 are unstable in the
Lyapunov sense.
(c) The matrix A evaluated at the critical points of R3 yields
A(R3) =

0 0 2hβ(δ+1)
2
3δ+7 ∓hβ(δ+1)(δ+5)3δ+7
0 0 ∓hβ(δ+1)(δ+5)3δ+7 2hβ(δ+1)
2
3δ+7
2hβ(δ+3)
3δ+7 ±hβ(δ+1)3δ+7 0 0
±hβ(δ+1)3δ+7 2hβ(δ+3)3δ+7 0 0

,
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where the upper signs are used for O−6 , O
−
7 and the lower ones for O
−
8 and O
−
9 . The related
characteristic polynomial is given by
Cλ =
[
λ2 − h2β2(δ+1)(δ−3)3δ+7
] [
λ2 − h2β2(δ+1)(δ+5)3δ+7
]
.
So, for δ ∈ D3, matrix A(R3) has two real eigenvalues ±α1 with
α1 = hβ
√
(δ+1)(δ−3)
3δ+7 .
The other eigenvalues are purely imaginary. Thus, the periodic solutions are unstable in
the Lyapunov sense.
(d) For the critical points O−10, . . ., O
−
13 in R4 the matrix is given by
A(R4) =

0 ±hβ(δ+1)
√
δ2−9
3δ2+6δ−13
2hβ(δ2+2δ−7)
3δ2+6δ−13 0
±hβ(δ+1)(δ+5)
√
δ2−9
3δ2+6δ−13 0 0
2hβ(δ−3)(δ+1)(δ+3)
3δ2+6δ−13
−2hβ(δ+1)2(δ+3)
3δ2+6δ−13 0 0 ∓hβ(δ+1)(δ+5)
√
δ2−9
3δ2+6δ−13
0 2hβ(δ−3)
3δ2+6δ−13 ∓hβ(δ+1)
√
δ2−9
3δ2+6δ−13 0

,
where the upper signs in A(R4) correspond to O−10, O−12 and the lower ones to O−11, O−13.
The linearisation matrix of the points O−14, . . ., O
−
17 is
A′(R4) =

0 ∓hβ(δ+1)(δ+5)
√
δ2−9
3δ2+6δ−13
2hβ(δ+1)(δ2−9)
3δ2+6δ−13 0
∓hβ(δ+1)
√
δ2−9
3δ2+6δ−13 0 0
2hβ(δ2+2δ−7)
3δ2+6δ−13
2hβ(δ−3)
3δ2+6δ−13 0 0 ±hβ(δ+1)
√
δ2−9
3δ2+6δ−13
0 −2hβ(δ+1)2(δ+3)
3δ2+6δ−13 ±hβ(δ+1)(δ+5)
√
δ2−9
3δ2+6δ−13 0

.
The upper signs in A′(R4) are related to O−14, O−16 while the lower signs refer to O−15, O−17.
The characteristic polynomial for both A(R4) and A′(R4) is
Cλ = λ
4 + 2h
2β2(δ2−1)(δ+3)(δ2+2δ+17)
(3δ2+6δ−13)2 λ
2 − h4β4(δ−3)2(δ−1)(δ+1)2(δ+3)(δ+5)2
(3δ2+6δ−13)3 .
Proceeding in a similar way to the above items we verify that for δ ∈ D4, Cλ has com-
plex roots with non-null real part (complex instability), hence the corresponding periodic
solutions are unstable.
(e) If β = 0, the matrix A(R1) becomes
A∗(R1) =

0 0 −3hα 0
0 0 0 −3hα
3hα 0 0 0
0 3hα 0 0

,
from which we get strong stability for the point O−1 , hence the elliptic character of the
periodic solutions is readily deduced.
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The characteristic multipliers of the periodic solutions are approximated using Theorem A.2 of
Appendix A, see also [30] and [50], but taking into account that we need to reach order two in ε
as order one is identically zero. Specifically one has to compute the eigenvalues of the matrices A
of the previous paragraphs (which has been done explicitly in most cases). These eigenvalues are
displayed in Table 4. 
Theorem 4.4. Under the assumptions of Theorem 4.2, the following statements hold:
(i) The near rectilinear periodic solutions in the principal axes generated by the critical points
in R51 are linearly stable when δ ∈ (−∞,−3) ∪ (−1, 1) ∪ (3,∞) and are unstable in the
Lyapunov sense when δ ∈ (−3,−1) ∪ (1, 3).
(ii) The near circular periodic solutions generated by the critical points in R52 are linearly stable
when δ ∈ (1,∞) and are unstable in the Lyapunov sense when δ ∈ (−∞,−5) ∪ (−5, 1).
(iii) The near rectilinear periodic solutions generated by the critical points in R53 are linearly
stable when δ ∈ (−∞,−9) ∪ (−5, 3) and are unstable in the Lyapunov sense when δ ∈
(−9,−5) ∪ (3,∞).
(iv) The periodic solutions generated by the critical points in R6 are linearly stable.
(v) The periodic solutions generated by the critical points in R7 are unstable in the Lyapunov
sense.
(vi) The periodic solutions generated by the critical points in R8 are unstable in the Lyapunov
sense.
The characteristic multipliers of the periodic solutions are given by 1, 1, 1 ± piε2λ1 + O(ε4), 1 ±
piε2λ2 + O(ε
4) where λ1 and λ2 are the eigenvalues of matrix A = JD2H¯ evaluated at the critical
points (see Table 5).
Proof. Proceeding in a similar way to the proof of Theorem 4.3 for all critical points O+i , we
conclude the statements of the theorem through the eigenvalues given in Table 5 together with
their associated eigenvectors. 
Observation 4.2. In the reduced space, there are one-parameter families of periodic orbits ema-
nating from the equilibria
• R2 ∪R3 ∪R52 ∪R53 ∪R7 ∪R81;
• R51(β 6= 0) when δ ∈ (−∞,−3) and λ2λ1 /∈ Z+ or when δ ∈ (−1, 1) and {λ1λ2 , λ2λ1 } /∈ Z+ or
when δ ∈ (3,+∞) and λ1λ2 /∈ Z+;
• R6 when λ2λ1 /∈ Z+.
These are the Lyapunov orbits (see, for instance, [31]) in B(h). They would correspond to invariant
2D tori in the full system.
5. Bifurcations of some periodic solutions
The analysis of the all bifurcations occurring regarding the periodic solutions established in
Theorems 4.1 and 4.2 of Section 4 should be done globally, considering the number and linear
stability of the periodic solutions in the different regions depending on β and δ. This would be a
formidable task that is out of the scope of this paper. Here we focus on the bifurcations of the near
rectilinear or near circular periodic solutions associated to the sets R1 and R5.
We want to stress the feasibility of the local symplectic variables Qi/Pi introduced through the
maps (11), (12) and (13). They are indeed rather convenient coordinates to perform the symplectic
transformations towards the determination of the various normal forms needed to establish the
different bifurcations occurring in a system with three or more degrees of freedom.
The first result concerns the bifurcations related with the points in the set R5, that is, with
periodic motions that are near rectilinear in the Ox and Oz axes.
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Critical point Eigenvalues
R51(β 6= 0) λ1 = hβ2
√−(δ + 1)(δ + 3), λ2 = hβ2 √−(δ − 3)(δ − 1)
R51(β = 0) λ1 = λ2 = 3hαi
R52 λ1 = hβ
√
1−δ
2 , λ2 =
hβ
4 |δ + 5|i
R53 λ1 = hβ
√
3−δ
2 i, λ2 =
hβ
4
√−(δ + 5)(δ + 9)
R6 λ1 = hβ
√
(δ+3)(δ+9)
3(δ+5) i, λ2 =
hβ(δ−3)
√
−(δ+3)
3(δ+5) i
R7 λ1 = hβ
√
(δ+1)(δ+5)
3δ+7 , λ2 = hβ
√
−(δ−3)(δ+1)
3δ+7 i
R81 λ1 = hβ3δ2+6δ−13
√
(δ + 1)
[
∆1 − 2
√
(δ − 1)(δ + 3)∆2
]
i,
λ2 =
hβ
3δ2+6δ−13
√
(δ + 1)
[
−∆1 − 2
√
(δ − 1)(δ + 3)∆2
]
R82 λ1 = hβ
√
−(δ2+5δ+24)+
√
3(δ+13)(2δ2+7δ+9)
2(3δ+7) ,
λ2 = hβ
√
−(δ2+5δ+24)−
√
3(δ+13)(2δ2+7δ+9)
2(3δ+7)
Table 5. Eigenvalues of the matrix A evaluated at the critical points for h > 0,
with ∆1 and ∆2 introduced in the caption of Table 4. The linearisation of the critical
points in R7 and R81 is of the form centre × saddle while the one of the points in
R82 is of the form saddle × saddle.
Proposition 5.1. Consider a fixed value h > 0 and take H0 = h. On the reduced space B(h) there
are periodic Hamiltonian pitchfork bifurcations of subcritical type related to the point O+1 for δ near
−1 and to the points O+5 , O+6 for δ near −5. There are periodic Hamiltonian pitchfork bifurcations
of supercritical type related to the point O+1 for δ near −3 and near 1 and to the points O+5 , O+6 for
δ near −9.
Proof. In the supercritical case there is a periodic solution that loses its stability, giving rise to
an additional pair of linearly stable periodic solutions whereas in the subcritical case the stability
character of the periodic solution is lost as a pair of unstable periodic solutions shrinks down. See
the details on pitchfork bifurcations involving periodic solutions in [18].
The proposition is proved for O+1 with δ ≈ −1 while the other cases are analogous. We use the
variables Q/P defined in (11) and the Hamilton function H2 given in (16) noting that for O+1 , H2
is expanded around the origin.
After rescaling the whole Hamiltonian by a constant factor, we introduce the symplectic linear
change
Q1 = ε
1/4 x1
2
√
h(3+δ)
, Q2 = ε
1/4 x2
2
√
h(3−δ) , P1 = 2ε
1/4
√
h(3 + δ)y1, P2 = 2ε
1/4
√
h(3− δ)y2,
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that transforms the 2-jet of H2 into
H jet2 = 8h
2(δ + 1)(δ + 3)y21 +
x21
2 + 8h
2(δ − 1)(δ − 3)y22 + x
2
2
2 ,
while the terms of order four are transformed accordingly. We have multiplied the Hamiltonian by
the multiplier ε1/2.
Next we introduce a canonical transformation by means of the Lie-Deprit’s method [7] with the
aim of introducing an approximate symmetry to the Hamiltonian system by extending the integral
of the oscillator 8h2(δ−1)(δ−3)y22 + 12x22 to the 4-jet. This is achieved through a generating function
which is a homogeneous polynomial of degree four in x, y properly defined for δ ≈ −1. We do not
write it down as it is a big polynomial. Using the same name for the transformed coordinates we
arrive at the following Hamiltonian:
H jet4 = H
jet
2 + ε
1/2
[
δ−2
16h2(δ−1)(δ−3)x
4
2 +
2(δ2+δ−3)
δ−1 x
2
2y
2
1 +
128
3 h
2(δ + 1)(δ + 2)(δ + 3)y41+
2(δ − 2)x22y22 + 32h2(δ − 3)(δ2 + δ − 2)y21y22 + 16h2(δ − 1)(δ − 2)(δ − 3)y42
]
.
Since for the system associated to H jet4 the oscillator related to x2, y2 is a constant of motion we
set it equal to an action, that is, we identify
J = 8h2(δ − 1)(δ − 3)y22 + x
2
2
2 ,
where J ≥ 0 for δ ≈ −1 and the 4-jet is converted into
H jet4 = J + ε
1/2 (δ−2)J2
4h2(δ−1)(δ−3) +
[
8h2(δ + 1)(δ + 3) + ε1/2 4(δ
2+δ−3)J
δ−1
]
y21 +
x21
2 +
128
3 ε
1/2h2(δ + 1)(δ + 2)(δ + 3)y41.
When J is fixed to a constant, say j > 0, the Hamiltonian system related to H jet4 is of one degree
of freedom and due to the absence of resonances between the pairs x1/y1, x2/y2 the reduced space
of the one-degree-of-freedom system is a plane around the origin, a feature which prevents us to
think of a period-doubling Hamiltonian bifurcation.
In order to get the value of δ where the bifurcation takes place, we equate the coefficient of y21
to zero in H jet4 and expand δ in powers of ε
1/2 around −1 by setting δ = −1 + ε1/2d1 + εd2 +
ε3/2d3 + ε
2d4 + · · · where the dj have to be determined. After some manipulations we get the
formal expansion
(26) δ = −1− ε1/2 3j
8h2
+ ε 3j
2
64h2
− ε3/2 4j3
2048h6
+ ε2 3j
4
4096h2
+ · · · .
The product of the coefficients of x21 and ε
1/2y41 in H
jet
4 yields
64
3 h
2(δ + 1)(δ + 2)(δ + 3). When δ
takes the value given in (26), the product reads as
−16ε1/2j + ε11j2
h2
− ε3/2 55j3
16h4
+ ε2 85j
4
128h6
+ · · · ,
which is a negative number provided j and ε are strictly positive. Thus the bifurcation is of
subcritical nature. 
At this point it is natural to think about the possibility of reconstructing the periodic Hamil-
tonian pitchfork bifurcations to the full system associated to Hamiltonian (1) in R6, concluding
the existence of quasi-periodic Hamiltonian pitchfork bifurcations, applying the theorems of [18].
However the passage from B(h) to R6 is not straightforward. On the one hand we have to take
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into account that in the full Hamiltonian, the term H2 from where we have deduced the periodic
Hamiltonian pitchfork bifurcation appears as a perturbation of the zeroth-order term h = L, thus it
is not of the same order. On the other hand, the quasi-periodic Hamiltonian pitchfork bifurcations
involve the persistence of invariant 2-tori and it is not so clear that such tori exist. The reason
is that the Hamiltonian system is very degenerate and to our knowledge there are no theorems
on lower-dimensional tori for multi-scale Hamiltonian systems that we could apply in this setting.
Therefore we do not pursue this issue in the present paper.
Observation 5.1. Other Hamiltonian bifurcations on B(h) that can be considered of pitchfork type
are related to the point O+1 when δ = 3, to the points O
+
3 , O
+
4 when δ = 1, and to the points O
+
5 ,
O+6 when δ = 3. However in all these situations we have obtained degenerate 4-jets and the addition
of higher-order terms does not seem to remove the degeneracy.
Another bifurcation related to the periodic solutions of circular nature, that is, related to the
critical points O+3 , O
+
4 on B(h) occurs for δ ≈ −5. After expanding H2 given in (16) around
(Q1, Q2, P1, P2) = (0, 0, 0,±
√
h), we first observe that the 2-jet becomes
h(δ + 5)(Q21 + P
2
1 ) + 2hQ
2
2 + 4h(δ − 1)P 22 .
Thus we may compute a normal form Hamiltonian so that 2hQ22 + 4h(δ−1)P 22 becomes an integral
of the (transformed) n-jet with n ≥ 4. More specifically, after setting J = 2hQ22 + 4h(δ − 1)P 22
and performing some transformations similar to the ones used for the pitchfork bifurcation, the
resulting Hamiltonian is of the form
F1(J) + F2(J)(x
2
1 + y
2
1) + F3(J)(x
2
1 + y
2
1)
2,
where Fi are functions on J and the parameters h, δ. This is the typical normal form of a Hamil-
tonian system with a Z`-symmetry where ` ≥ 5.
Fixing J = j 6= 0, F2 is zero when δ is near −5 (the concrete value depends on h and j). However,
J does not correspond to an oscillator but to a diffuser so it is a saddle, hence the bifurcation of
equilibrium points in the corresponding one-degree-of-freedom system does not reconstruct to a
bifurcation of the same type involving periodic solutions in B(h). Moreover there is no theorem
that can be applied to this situation.
Focusing on the case h < 0 and the critical point O−1 we prove the occurrence of Hamiltonian
Hopf bifurcations of periodic solutions for the Hamiltonian system related to (1).
Theorem 5.1. For the Hamiltonian system associated to (1) with h < 0, the near rectilinear
periodic solution generated by the critical point in R1 experiences periodic Hamiltonian Hopf bi-
furcations when δ ∈ {−3,−1}. The bifurcation is subcritical when δ = −3 and supercritical when
δ = −1.
Proof. The Hamiltonian Hopf bifurcation firstly analysed in [35] for systems with two degrees of
freedom, see also [46, 31], in our setting involves the interaction of periodic solutions and invariant
2-tori. In a system of three degrees of freedom a Hamiltonian Hopf bifurcation of supercritical
type corresponds to the case where a family of normally elliptic invariant 2-tori detaches from the
bifurcating periodic solution when the bifurcation parameter passes through its critical value. A
subcritical Hamiltonian Hopf bifurcation occurs when there is a family of hyperbolic invariant 2-tori
that emanate and return to the bifurcating periodic solution. See more details in [19, 18].
We start with the critical point O−1 when δ ≈ −1. We consider the coordinates Q/P defined in
(12) related to the Hamiltonian of (17) noting that for O−1 , H2 is expanded around the origin.
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Rescaling the whole Hamiltonian by a constant factor that does not vanish for δ ≈ −1 and
introducing the symplectic linear change
Q1 = ε
1/4 x1
2
√
−h(3+δ) , Q2 = ε
1/4 x2
2
√
−h(3+δ) ,
P1 = 2ε
1/4
√−h(3 + δ)y1, P2 = 2ε1/4√−h(3 + δ)y2,
the 2-jet of H2 is changed to
H jet2 = 8h
2(δ + 1)(δ + 3)(y21 + y
2
2) +
x21
2 +
x22
2 .
The terms of degree four in x/y are also transformed. To make the linear change symplectic we
multiply the Hamiltonian by the factor ε1/2.
In order to apply the theory of [18] we introduce an S1-symmetry to the non-linear normal form.
This step was not needed in [19, 4] as the systems tackled in those papers already enjoyed that
symmetry. In our problem, if we try to build a normal form through a change of coordinates
introduced by a generating function defined as a polynomial of degree four we notice that it is
impossible. So, we require an extra transformation. Specifically, following a suggestion by Deprit
in [8], we pass to a rotating frame and add a Coriolis-like term in the Hamilton function. The
change is accomplished by means of the time-dependent linear transformation given by
x1 = X1 cos t+X2 sin t, x2 = X2 cos t−X1 sin t, y1 = Y1 cos t+Y2 sin t, y2 = Y2 cos t−Y1 sin t.
By applying this change, the 2-jet gets transformed into
H jet2 = 8h
2(δ + 1)(δ + 3)(Y 21 + Y
2
2 ) +
X21
2 +
X22
2 +X2Y1 −X1Y2,
while the terms in the 4-jet of degree four in X, Y depend explicitly on the time in a periodic way.
Then we want to obtain a symplectic transformation so that the terms of order 4 in the resulting
4-jet of the normal form are of the form
HNF4 = b0(X2Y1 −X1Y2)2 + b1(X2Y1 −X1Y2)(Y 21 + Y 22 ) + b2(Y 21 + Y 22 )2,
where the bi are the constant coefficients to be determined. This transformation is accomplished
through a generating function, say W4, that is a polynomial in X and Y of degree four whose
coefficients are time-dependent and have to be determined as well.
This process involves one step of a Lie-Deprit transformation in the setting of time-dependent Lie
transformations. The treatment is more cumbersome than the one of autonomous transformations
as we need to solve a homological equation of the form
{H jet2 ,W4} −
∂W4
∂t
+H jet∗4 = H
NF
4 ,
where H jet∗4 = ε
−1/2(H jet4 −H jet2 ).
The homological equation involves the solution of differential equations for the coefficients of
W4. However we can somehow bypass this trouble by a technique of matching the coefficients. In
particular we impose that the coefficients of each monomial of W4 are of the form
di + c2,i cos(2t) + s2,i sin(2t) + c4,i cos(4t) + s4,i sin(4t),
for i = 1, . . . , 35 as W4 has 35 monomials of degree four in X, Y . Plugging the expressions of W4
and HNF4 in the homological equation and arranging the resulting terms carefully we finally end up
with a linear system of 175 equations whose unknowns are the real coefficients di, c2,i, s2,i, c4,i, s4,i
and bj .
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The system has a unique solution that is valid for δ near −1. We do not write down the explicit
form taken by W4 as it is a huge expression, but the final form of the 4-jet in normal form, after
returning to the coordinates x, y, is H jet4 = H
jet
2 + ε
1/2HNF4 where
H jet4 = 8h
2(δ + 1)(δ + 3)(y21 + y
2
2) +
x21
2 +
x22
2 +
2
3ε
1/2(δ + 4)(x2y1 − x1y2)2 + 8h23 ε1/2(14δ3 + 94δ2 + 191δ + 123)(y21 + y22)2.
Multiplying the coefficients of x21 +x
2
2 and ε
1/2(y21 +y
2
2)
2 in H jet4 we get
4
3h
2(14δ3 +94δ2 +191δ+123)
which becomes 16h2 when δ is replaced by −1. As h < 0 we conclude that the bifurcation is
supercritical.
For δ = −3 the transformations are similar. Instead of the linear change relating the Qi, Pi with
xi, yi, we define
Q1 = 2ε
1/4
√
h(δ + 1)x1, Q2 = 2ε
1/4
√
h(δ + 1)x2,
P1 = ε
1/4 y1
2
√
h(δ+1)
, P2 = ε
1/4 y2
2
√
h(δ+1)
,
which is valid for h < 0 and δ near −3.
The next steps are analogous to those described for the case δ = −1. The final form of the 4-jet
in the normal form coordinates is
H jet4 = −8h2(δ + 1)(δ + 3)(x21 + x22)− x
2
1
2 −
y22
2 +
2
3ε
1/2(δ + 4)(x2y1 − x1y2)2 + 8h23 ε1/2(14δ3 + 94δ2 + 191δ + 123)(x21 + x22)2.
On this occasion we multiply the coefficients of y21 + y
2
2 and ε
1/2(x21 + x
2
2)
2 in H jet4 and replacing
the resulting product for δ = −4 we get −24h2 < 0. Thus the bifurcation is subcritical.

6. KAM 3-tori
We establish the persistence of invariant three-dimensional tori encasing some linearly stable
periodic solutions. The key point is the application of a specific KAM result by Han, Li and Yi [17]
which allows to deal with Hamiltonians with high-order proper degeneracy, where the perturbation
appears at different orders, with at least three time scales.
In particular we focus on the 3-tori related to the linearly stable periodic solutions for which p¯
is O+1 or O
+
2 , i.e. they are in the set R51. Under the assumptions of Theorem 4.2 we obtain the
following result.
Theorem 6.1. When h > 0, for the Hamiltonian system associated to (1) and the parameter
δ ∈ (−∞,−3) ∪ (−1, 0) ∪ (0, 1) ∪ (3,∞) and β 6= 0, there are families of invariant 3-tori around
the near rectilinear periodic solutions in the Ox and Oz axes corresponding to the set R51. These
invariant tori form a majority in the sense that the measure of the complement of their union is of
the order O(εσ/2) with 0 < σ < 1/5.
Proof. We consider the calculations for O+1 and Hamiltonian (16). The calculations for O
+
2 and
Hamiltonian (18) are practically the same and we omit them.
By scaling coordinates through the linear transformation
(27) Q¯1 = ε
−1/4Q1, Q¯2 = ε−1/4Q2, P¯1 = ε−1/4P1, P¯2 = ε−1/4P2,
22
which is symplectic with multiplier ε−1/2, Hamiltonian (24) takes the form
(28) H¯ = H¯2(Q¯, P¯ ) + ε1/2H¯4(Q¯, P¯ ) +O(ε3/4),
after scaling time by dividing by the multiplier. In particular
(29)
H¯2 = 14hβ
[
(3 + δ)Q¯21 + (3− δ)Q¯22 + (1 + δ)P¯ 21 + (1− δ)P¯ 22
]
,
H¯4 = −12βQ¯1Q¯2P¯1P¯2 + 38β(Q¯41 + Q¯21Q¯22 − Q¯42) + 18βδ(Q¯41 − Q¯21Q¯22 + Q¯42)+
1
8β(1 + δ)P¯
4
1 − 18β(1− δ)P¯ 42 + 18βP¯ 21
[
2(2 + δ)Q¯21 + (3− δ)(Q¯22 + P¯ 22 )
]−
1
8βP¯
2
2
[
(1 + δ)Q¯21 + 2(2− δ)Q¯22 + (3− δ)P¯ 21
]
.
For δ ∈ (−∞,−3) ∪ (−1, 1) ∪ (3,∞), the eigenvalues of matrix JD2H¯2 are ±α1i,±α2i with α1 =
hβ
2
√
(3 + δ)(1 + δ) and α2 =
hβ
2
√
(3− δ)(1− δ). Next, we proceed to normalise the quadratic part
H¯2 through the complex symplectic transformation (Q¯j , P¯j)→ (qj , pj) given by
(30)
Q¯1 =
1
2
(
1+δ
3+δ
)1/4
(1 + µ1i)(q1 − p1), P¯1 = 12
(
3+δ
1+δ
)1/4
(1− µ1i)(q1 + p1),
Q¯2 =
1
2
(
1−δ
3−δ
)1/4
(1 + µ2i)(q2 − p2), P¯2 = 12
(
3−δ
1−δ
)1/4
(1− µ2i)(q2 + p2),
where
µ1 =
 1, δ ∈ (−∞,−3),−1, δ ∈ (−1, 1) ∪ (3,∞), µ2 =
 −1, δ ∈ (−∞,−3) ∪ (−1, 1),1, δ ∈ (3,∞).
Firstly we apply this transformation to Hamiltonian (28) taking into account the different values
for µ1 and µ2. Then we apply the Lie-Deprit method [7], and normalise the resulting Hamiltonian,
including the terms factorised by ε1/2, arriving at
(31) H¯ = i(α1q1p1 + α2q2p2) + ε1/2H¯4(q1, q2, p1, p2) +O(ε5/8),
where
H¯4 = −β2
[
(2 + δ)q21p
2
1 + (δ − 2)q22p22 +
√
(1−δ2)(9−δ2)(3−δ−δ2)
(1−δ2)(3+δ) q1q2p1p2
]
.
We have to discard that δ = 0 because in this case the system is in 1:1 resonance and the normal
from transformation does not leave the transformed Hamiltonian as H¯4.
Introducing the action-angle variables (I1, I2, θ1, θ2) given by
(32)
q1 =
√
I1(cos θ1 − i sin θ1), p1 =
√
I1(sin θ1 − i cos θ1),
q2 =
√
I2(cos θ2 − i sin θ2), p2 =
√
I2(sin θ2 − i cos θ2),
also incorporating the terms associated to L dropped in the normalisation procedure and undoing
the time scaling, we obtain
(33) Hε = h0(L) + η4h1(L) + η5h2(L, I1, I2) + η6h3(L, I1, I2) +O(η7),
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where
h0 =L,
h1 =
1
4βδL
2,
h2 =
1
2βL
[√
(3 + δ)(1 + δ)I1 +
√
(3− δ)(1− δ)I2
]
,
h3 =
1
2β
[
(2 + δ)I21 + (δ − 2)I22 +
√
(1−δ2)(9−δ2)(3−δ−δ2)
(1−δ2)(3+δ) I1I2
]
,
with η = ε1/2. Using the notation given in Theorem A.4 and taking n = 3, a = 3,m1 = 4,m2 =
5,m3 = 6, n0 = n1 = 1, n2 = n3 = 3, I
n0 = In1 = L, In2 = In3 = (L, I1, I2), I¯
n0 = I¯n1 = L,
I¯n2 = (I1, I2), I¯
n3 = I2, the frequency vector becomes
Ω(I) = (Ω1,Ω2,Ω3,Ω4,Ω5) =
(
∂h0
∂L
,
∂h1
∂L
,
∂h2
∂I1
,
∂h2
∂I2
,
∂h3
∂I2
)
.
The 5× 4 matrix with columns Ω(I), ∂Ω/∂L, ∂Ω/∂I1 and ∂Ω/∂I2, is given by
(34) MΩ =

1 0 0 0
Ω2
βδ
2 0 0
Ω3
β
2
√
(3 + δ)(1 + δ) 0 0
Ω4
β
2
√
(3− δ)(1− δ) 0 0
Ω5 0
β
√
(1−δ2)(9−δ2)(3−δ−δ2)
2(1−δ2)(3+δ) β(δ − 2)

,
it has rank three for all δ ∈ (−∞,−3)∪(−1, 0)∪(0, 1)∪(3,∞) and β 6= 0. In conclusion, Han, Li and
Yi’s Theorem guarantees the existence of KAM tori of dimension three enclosing the near rectilinear
periodic solution in the Ox axis. According to Theorem A.4 we have b = 10 and s = 1, therefore,
the excluded measure for the existence of quasi-periodic invariant tori is of order O(ησ) = O(εσ/2)
and cannot be improved unless we push the appearance of the angles to higher order by performing
more steps in the two transformations to normal form (see Remark 2 in [17]). Thus, the proof of
our theorem is completed. 
When h > 0, other KAM 3-tori related to the linearly stable periodic solutions found in Section
4 through Theorem 4.4 can be obtained by applying the same techniques exposed in this section.
Hence, we expect invariant 3-tori encasing the periodic solutions of the sets R52, R53 and R6 for
the values of δ where these periodic solutions are elliptic.
Observation 6.1. For h < 0 we have calculated the normal form concerning the periodic solution
related to the critical point O−1 when it is linearly stable. However we could not build action-
angle coordinates so that we arrive at an expression of the type (33), due to the presence of a
1:1 resonance between the pairs Qi/Pi, i = 1, 2 (see in Table 4 the case of the critical point in
R1). According to Theorem 4.3 no other periodic solution can be linearly stable, thus we have not
obtained invariant 3-tori with h < 0. An exception to this occurs for a particular case of δ. More
specifically, if instead of applying the transformation (32) we use the set of Lissajous coordinates
introduced in [9], at order ε1/2 there is only one term that depends on the Lissajous angle `2 while
the dependence with respect to the other happens at higher orders. This term is factorised by the
polynomial 2δ3 + 6δ2 − δ − 9 which becomes zero for three real values of δ. The interesting one is
δ ≈ 1.10909... since in this situation the periodic solution is linearly stable. Hence, for that specific
value of δ the three angles of the normalised Hamiltonian appear at an order high enough that one
24
can apply an approach similar to that of the Theorem 6.1 concluding the persistence of families of
3-tori with the same estimate as in the previous theorem.
Conclusions
In an attempt of giving a naive and intuitive cosmological interpretation of our results when
z = Z = 0 we would say the following. The x-oscillator accounts for the time evolution of the
energy density, whereas the y-oscillator refers to the evolution of the scale factor, the size of our
universe. The pair z/Z provides an extra degree of freedom to define a more realistic model than
those accounting for a 1:−1 resonance given for instance in [3, 27].
When h > 0 it means that the density in the universe is big compared to its size. This would
happen in relatively early states after the Big Bang. There is a high interaction among the particles
and this is reflected in the fact that we observe many periodic solutions (up to twenty six families)
and many bifurcations (nine). The system is more chaotic and any perturbation affects drastically
the evolution of it. Meanwhile, when h < 0 it means that the part corresponding to the scale
factor is bigger than the one associated to the density. So, the universe is “big” and the density
is small. Thus, there is less interaction among the particles and we can appreciate that there are
not as many periodic solutions (up to thirteen families) and bifurcations (five) as in the previous
situation. Furthermore we have not found invariant 3-tori for negative h (with one exception) while
there are usually Lagrangian tori encasing the linearly stable periodic solutions when h is positive.
In any case, the situations h < 0 and h > 0 are not symmetric from the cosmological point of view
and neither the bifurcation planes appearing in Figs. 1 and 2 are.
Compared with our previous studies on perturbations of the 1:1:1 resonance, see for instance [38],
we outline that the number of bifurcations in the present case is higher. Bifurcations are related
with breaking of separatrices, which leads to chaos, as it has been already observed, for instance
in [3]. In this respect the analysis performed in Section 5 can be understood as a first step in the
study of bifurcations involving periodic solutions and invariant tori in Hamiltonian systems with
three and more degrees of freedom. In particular we have been able to establish rigorously the
existence of periodic Hamiltonian Hopf bifurcations for a fully resonant model with three degrees
of freedom.
All the computations accomplished to obtain the results appearing in this paper, including the
calculation of the normal forms, have been performed by using Mathematica. As many of the
results are part of the Ph.D. Thesis of the third author [47] we refer to him for details on the codes.
Appendix A. Some useful results on stability, averaging and KAM theory
Consider the linear Hamiltonian system
(35) z˙ = Az = J∇H(z), H = 12zTSz,
where S is a symmetric matrix and A = JS is a Hamiltonian matrix.
Definition A.1 (Strong stability). System (35) (or matrix A) is strongly stable (or parametrically
stable) if it and all sufficiently small linear constant Hamiltonian perturbations of it are stable. If
system (35) is stable but it is not strongly stable, we shall say that it is weakly stable.
Let ±α1i,±α2i, . . . ,±αsi be the eigenvalues of matrix A, and let Vj , j = 1, . . . , s, be the maximal
real linear subspace where A has eigenvalue ±αji. So Vj is an A-invariant symplectic subspace, A
restricted to Vj has eigenvalues ±αji, and R2n = V1 ⊕ V2 ⊕ . . . ⊕ Vs. Let Hj be the restriction of
H to Vj .
Theorem A.1 (Krein-Gel’fand). System (35) is strongly stable if and only if
• all the eigenvalues of A are purely imaginary,
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• A is nonsingular,
• A is diagonalisable over the complex numbers, and
• the Hamiltonian Hj is positive or negative definite for each j.
See the proof in [49] or [31].
Let (M,Ω) be a symplectic manifold of dimension 2n, H0 : M → R a smooth Hamiltonian which
defines a Hamiltonian vector field Y0 = (dH0)
# with symplectic flow ϕt0. Let I ⊂ R be an interval
such that each h ∈ I is a regular value of H0 and N0(h) = H−10 (h) is a compact connected circle
bundle over a base space B(h) with projection pi : N0(h)→ B(h). So, this is the setting of regular
reduction theory. Assume that all the solutions of Y0 in N0(h) are periodic and have periods
smoothly depending only on the value of the Hamiltonian; i.e., the period is a smooth function
T = T (h).
Let ε be a small parameter, H1 : M → R be smooth, Hε = H0 + εH1, Yε = Y0 + εY1 = dH#ε ,
Nε(h) = H−1ε (h), pi : Nε(h)→ B(h) the projection, and φtε be the flow defined by Yε.
Let the average of H1 be
H¯ = 1
T
∫ T
0
H1(φt0)dt.
The next result provides sufficient conditions for characterising the existence of periodic solutions
of the Hamiltonian system associated to Hε. For more information on this subject the reader is
addressed to [39, 40], [50] and [32]. The comprehensive work [44] is recommended as a reference
for averaging techniques.
Theorem A.2. If H¯ has a non-degenerate critical point at pi(p) = p¯ ∈ B(h) with p ∈ N0(h), then
there are smooth functions p(ε) and T (ε) for ε small with p(0) = p, T (0) = T , p(ε) ∈ Nε, and the
solution of Yε through p(ε) is T (ε)-periodic. In addition to that, if the characteristic exponents of
the critical point p¯ (that is, the eigenvalues of the matrix A = JD2H¯(p¯)) are λ1, λ2, . . . , λ2n−2, then
the characteristic multipliers of the periodic solution through p(ε) are
1, 1, 1 + ελ1T +O(ε
2), 1 + ελ2T +O(ε
2), . . . , 1 + ελ2n−2T +O(ε2).
Theorem A.3. Let p and p¯ be as in the previous theorem. If one or more of the characteristic
exponents λj is real or has nonzero real part, then the periodic solution through p(ε) is unstable.
If the matrix A is strongly stable, then the periodic solution through p(ε) is elliptic, i.e., linearly
stable.
The proofs of Theorems A.2 and A.3 appear in [50]. Theorem A.2 is a modern formulation of
Reeb’s Theorem [39, 40].
Consider a Hamiltonian system of the form
(36) Hε(I, ϕ, ε) = h0(In0) + εm1h1(In1) + . . .+ εmaha(Ina) + εma+1P(I, ϕ, ε),
where (I, ϕ) ∈ Rn×Tn are action-angle variables with the standard symplectic structure dI∧dϕ, and
ε > 0 is a sufficiently small parameter. Hamiltonian Hε is real analytic, and the parameters a,m, ni
(i = 0, 1, . . . , a) and mj (j = 1, 2, . . . , a) are positive integers satisfying n0 ≤ n1 ≤ . . . ≤ na = n,
m1 ≤ m2 ≤ . . . ≤ ma = m, Ini = (I1, . . . , Ini), for i = 1, 2, . . . , a, and P depends on ε smoothly.
Hamiltonian Hε(I, ϕ, ε) is taken in a bounded closed region Z × Tn ⊂ Rn × Tn. For each ε the
integrable part of Hε,
Xε(I) = h0(I
n0) + εm1h1(I
n1) + . . .+ εmaha(I
na),
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admits a family of invariant n-tori T εζ = {ζ} × Tn, with linear flows {x0 + ωε(ζ)t}, where, for each
ζ ∈ Z, ωε(ζ) = ∇Xε(ζ) is the frequency vector of the n-torus T εζ and ∇ is the gradient operator.
When ωε(ζ) is nonresonant, the n-torus T εζ becomes quasi-periodic with slow and fast frequencies of
different scales. We refer to the integrable part Xε and its associated tori {T εζ } as the intermediate
Hamiltonian and intermediate tori, respectively.
Let I¯ni = (Ini−1+1, . . . , Ini), i = 0, 1, . . . , a (where n−1 = 0, hence I¯n0 = In0), and define
Ω = (∇I¯n0h0(In0), . . . ,∇I¯nahna(Ina)) ,
such that, for each i = 0, 1, . . . , a, ∇I¯ni denotes the gradient with respect to I¯ni .
We assume the following high-order degeneracy-removing condition of Bruno-Ru¨ssman type (so
named by Han, Li, and Yi), giving credit to Bruno and Ru¨ssman, who provided weak conditions
on the frequencies guaranteeing the persistence of invariant tori, the so-called (A) condition: there
is a positive integer s such that
Rank{∂αΩ(I) : 0 ≤ |α| ≤ s} = n, ∀ I ∈ Z.
For the usual case of a nearly integrable Hamiltonian system of the type
(37) Hε(I, ϕ, ε) = X(I) + εP(I, ϕ, ε), (I, ϕ) ∈ Z × Tn ⊂ Rn × Tn.
Condition (A) given above generalises the classical Kolmogorov non-degeneracy condition that
∂ω(I) be nonsingular over Z, where ω(I) = ∇X(I); Bruno’s non-degeneracy condition that
Rank{ω(I), ∂ω(I)} = n, ∀ I ∈ Z; and the weakest non-degeneracy condition guaranteeing such
persistence provided by Ru¨ssman, that ω(Z) should not lie in any (n − 1)-dimensional subspace.
Ru¨ssman condition is equivalent to condition (A) for systems like (37). However, Bruno or Ru¨ssman
conditions do not apply to Hamiltonian (36), as it is too degenerate.
The following theorem gives the right setting in which one can ensure the persistence of KAM
tori for a Hamiltonian like (36).
Theorem A.4 (Han, Li and Yi). Assume condition (A) holds, and let δ with 0 < δ < 1/5 be given.
Then there exists an ε0 > 0 and a family of Cantor sets Zε ⊂ Z, 0 < ε < ε0, with |Z \ Zε| =
O(εδ/s), such that each ζ ∈ Zε corresponds to a real analytic, invariant, quasi-periodic n-torus T¯ εζ
of Hamiltonian (36), which is slightly deformed from the intermediate n-torus T εζ . Moreover, the
family {T¯ εζ : ζ ∈ Zε, 0 < ε < ε0} varies Whitney smoothly.
See the proof in [17].
Appendix B. Critical points: Tables
This appendix contains the tables accounting for the critical points expressed in the invariants
and also in different charts.
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Critical Points Dj
1) (0,−2h, 0, 0, 0, 0, 0, 0, 0) 1, 2, 3, 4
2)
(
2h(δ+3)
3(δ+5)
,− 2h(δ+9)
3(δ+5)
,
2h(δ+3)
3(δ+5)
,
2h
√
−(δ+3)(δ+9)
3(δ+5)
,− 2h(δ+3)
3(δ+5)
,− 2h
√
−(δ+3)(δ+9)
3(δ+5)
, 0, 0, 0
)
2, 4
3)
(
2h(δ+3)
3(δ+5)
,− 2h(δ+9)
3(δ+5)
,
2h(δ+3)
3(δ+5)
,
2h
√
−(δ+3)(δ+9)
3(δ+5)
,
2h(δ+3)
3(δ+5)
,
2h
√
−(δ+3)(δ+9)
3(δ+5)
, 0, 0, 0
)
2, 4
4)
(
2h(δ+3)
3(δ+5)
,− 2h(δ+9)
3(δ+5)
,
2h(δ+3)
3(δ+5)
,− 2h
√
−(δ+3)(δ+9)
3(δ+5)
,− 2h(δ+3)
3(δ+5)
,
2h
√
−(δ+3)(δ+9)
3(δ+5)
, 0, 0, 0
)
2, 4
5)
(
2h(δ+3)
3(δ+5)
,− 2h(δ+9)
3(δ+5)
,
2h(δ+3)
3(δ+5)
,− 2h
√
−(δ+3)(δ+9)
3(δ+5)
,
2h(δ+3)
3(δ+5)
,− 2h
√
−(δ+3)(δ+9)
3(δ+5)
, 0, 0, 0
)
2, 4
6)
(
2h(δ+1)
3δ+7 ,− 2h(δ+5)3δ+7 , 2h(δ+1)3δ+7 , 0,− 2h(δ+1)3δ+7 , 0,
2h
√
−(δ+1)(δ+5)
3δ+7 , 0,−
2h
√
−(δ+1)(δ+5)
3δ+7
)
3
7)
(
2h(δ+1)
3δ+7 ,− 2h(δ+5)3δ+7 , 2h(δ+1)3δ+7 , 0,− 2h(δ+1)3δ+7 , 0,−
2h
√
−(δ+1)(δ+5)
3δ+7 , 0,
2h
√
−(δ+1)(δ+5)
3δ+7
)
3
8)
(
2h(δ+1)
3δ+7 ,− 2h(δ+5)3δ+7 , 2h(δ+1)3δ+7 , 0, 2h(δ+1)3δ+7 , 0,
2h
√
−(δ+1)(δ+5)
3δ+7 , 0,
2h
√
−(δ+1)(δ+5)
3δ+7
)
3
9)
(
2h(δ+1)
3δ+7 ,− 2h(δ+5)3δ+7 , 2h(δ+1)3δ+7 , 0, 2h(δ+1)3δ+7 , 0,−
2h
√
−(δ+1)(δ+5)
3δ+7 , 0,−
2h
√
−(δ+1)(δ+5)
3δ+7
)
3
10)
(
2h(δ+1)2
3δ2+6δ−13 ,−
2h(δ−1)(δ+5)
3δ2+6δ−13 ,
2h(δ2−9)
3δ2+6δ−13 ,−
2h(δ+1)
√
−(δ−1)(δ+5)
3δ2+6δ−13 , 0, 0, 0,
2h(δ+1)
√
δ2−9
3δ2+6δ−13 ,−
2h
√
−(δ−3)(δ−1)(δ+3)(δ+5)
3δ2+6δ−13
)
4
11)
(
2h(δ+1)2
3δ2+6δ−13 ,−
2h(δ−1)(δ+5)
3δ2+6δ−13 ,
2h(δ2−9)
3δ2+6δ−13 ,−
2h(δ+1)
√
−(δ−1)(δ+5)
3δ2+6δ−13 , 0, 0, 0,−
2h(δ+1)
√
δ2−9
3δ2+6δ−13 ,
2h
√
−(δ−3)(δ−1)(δ+3)(δ+5)
3δ2+6δ−13
)
4
12)
(
2h(δ+1)2
3δ2+6δ−13 ,−
2h(δ−1)(δ+5)
3δ2+6δ−13 ,
2h(δ2−9)
3δ2+6δ−13 ,
2h(δ+1)
√
−(δ−1)(δ+5)
3δ2+6δ−13 , 0, 0, 0,
2h(δ+1)
√
δ2−9
3δ2+6δ−13 ,
2h
√
−(δ−3)(δ−1)(δ+3)(δ+5)
3δ2+6δ−13
)
4
13)
(
2h(δ+1)2
3δ2+6δ−13 ,−
2h(δ−1)(δ+5)
3δ2+6δ−13 ,
2h(δ2−9)
3δ2+6δ−13 ,
2h(δ+1)
√
−(δ−1)(δ+5)
3δ2+6δ−13 , 0, 0, 0,−
2h(δ+1)
√
δ2−9
3δ2+6δ−13 ,−
2h
√
−(δ−3)(δ−1)(δ+3)(δ+5)
3δ2+6δ−13
)
4
14)
(
2h(δ2−9)
3δ2+6δ−13 ,−
2h(δ−1)(δ+5)
3δ2+6δ−13 ,
2h(δ+1)2
3δ2+6δ−13 , 0, 0,
2h(δ+1)
√
−(δ−1)(δ+5)
3δ2+6δ−13 ,−
2h
√
−(δ−3)(δ−1)(δ+3)(δ+5)
3δ2+6δ−13 ,
2h(δ+1)
√
δ2−9
3δ2+6δ−13 , 0
)
4
15)
(
2h(δ2−9)
3δ2+6δ−13 ,−
2h(δ−1)(δ+5)
3δ2+6δ−13 ,
2h(δ+1)2
3δ2+6δ−13 , 0, 0,
2h(δ+1)
√
−(δ−1)(δ+5)
3δ2+6δ−13 ,
2h
√
−(δ−3)(δ−1)(δ+3)(δ+5)
3δ2+6δ−13 ,−
2h(δ+1)
√
δ2−9
3δ2+6δ−13 , 0
)
4
16)
(
2h(δ2−9)
3δ2+6δ−13 ,−
2h(δ−1)(δ+5)
3δ2+6δ−13 ,
2h(δ+1)2
3δ2+6δ−13 , 0, 0,−
2h(δ+1)
√
−(δ−1)(δ+5)
3δ2+6δ−13 ,−
2h
√
−(δ−3)(δ−1)(δ+3)(δ+5)
3δ2+6δ−13 ,−
2h(δ+1)
√
δ2−9
3δ2+6δ−13 , 0
)
4
17)
(
2h(δ2−9)
3δ2+6δ−13 ,−
2h(δ−1)(δ+5)
3δ2+6δ−13 ,
2h(δ+1)2
3δ2+6δ−13 , 0, 0,−
2h(δ+1)
√
−(δ−1)(δ+5)
3δ2+6δ−13 ,
2h
√
−(δ−3)(δ−1)(δ+3)(δ+5)
3δ2+6δ−13 ,
2h(δ+1)
√
δ2−9
3δ2+6δ−13 , 0
)
4
Table 6. Critical points of H¯ in B(h) for h < 0.
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Critical Points Dj
1) (2h, 0, 0, 0, 0, 0, 0, 0, 0) 5, 6, 7, 8
2) (0, 0, 2h, 0, 0, 0, 0, 0, 0) 5, 6, 7, 8
3) (h, 0, h, 0, 0, 0, 0,−h, 0) 5, 6, 7, 8
4) (h, 0, h, 0, 0, 0, 0, h, 0) 5, 6, 7, 8
5) (h, 0, h, 0,−h, 0, 0, 0, 0) 5, 6, 7, 8
6) (h, 0, h, 0, h, 0, 0, 0, 0) 5, 6, 7, 8
7)
(
2h(δ+3)
3(δ+5)
,− 2h(δ+9)
3(δ+5)
,
2h(δ+3)
3(δ+5)
,− 2h
√
−(δ+3)(δ+9)
3(δ+5)
,− 2h(δ+3)
3(δ+5)
,
2h
√
−(δ+3)(δ+9)
3(δ+5)
, 0, 0, 0
)
6
8)
(
2h(δ+3)
3(δ+5)
,− 2h(δ+9)
3(δ+5)
,
2h(δ+3)
3(δ+5)
,− 2h
√
−(δ+3)(δ+9)
3(δ+5)
,
2h(δ+3)
3(δ+5)
,− 2h
√
−(δ+3)(δ+9)
3(δ+5)
, 0, 0, 0
)
6
9)
(
2h(δ+3)
3(δ+5)
,− 2h(δ+9)
3(δ+5)
,
2h(δ+3)
3(δ+5)
,
2h
√
−(δ+3)(δ+9)
3(δ+5)
,− 2h(δ+3)
3(δ+5)
,− 2h
√
−(δ+3)(δ+9)
3(δ+5)
, 0, 0, 0
)
6
10)
(
2h(δ+3)
3(δ+5)
,− 2h(δ+9)
3(δ+5)
,
2h(δ+3)
3(δ+5)
,
2h
√
−(δ+3)(δ+9)
3(δ+5)
,
2h(δ+3)
3(δ+5)
,
2h
√
−(δ+3)(δ+9)
3(δ+5)
, 0, 0, 0
)
6
11)
(
2h(δ+1)
3δ+7 ,− 2h(δ+5)3δ+7 , 2h(δ+1)3δ+7 , 0,− 2h(δ+1)3δ+7 , 0,−
2h
√
−(δ+1)(δ+5)
3δ+7 , 0,
2h
√
−(δ+1)(δ+5)
3δ+7
)
7, 8
12)
(
2h(δ+1)
3δ+7 ,− 2h(δ+5)3δ+7 , 2h(δ+1)3δ+7 , 0,− 2h(δ+1)3δ+7 , 0,
2h
√
−(δ+1)(δ+5)
3δ+7 , 0,−
2h
√
−(δ+1)(δ+5)
3δ+7
)
7, 8
13)
(
2h(δ+1)
3δ+7 ,− 2h(δ+5)3δ+7 , 2h(δ+1)3δ+7 , 0, 2h(δ+1)3δ+7 , 0,−
2h
√
−(δ+1)(δ+5)
3δ+7 , 0,−
2h
√
−(δ+1)(δ+5)
3δ+7
)
7, 8
14)
(
2h(δ+1)
3δ+7 ,− 2h(δ+5)3δ+7 , 2h(δ+1)3δ+7 , 0, 2h(δ+1)3δ+7 , 0,
2h
√
−(δ+1)(δ+5)
3δ+7 , 0,
2h
√
−(δ+1)(δ+5)
3δ+7
)
7, 8
15)
(
2h(δ+1)2
3δ2+6δ−13 ,−
2h(δ−1)(δ+5)
3δ2+6δ−13 ,
2h(δ2−9)
3δ2+6δ−13 ,
2h(δ+1)
√
−(δ−1)(δ+5)
3δ2+6δ−13 , 0, 0, 0,−
2h(δ+1)
√
δ2−9
3δ2+6δ−13 ,−
2h
√
−(δ−3)(δ−1)(δ+3)(δ+5)
3δ2+6δ−13
)
8
16)
(
2h(δ+1)2
3δ2+6δ−13 ,−
2h(δ−1)(δ+5)
3δ2+6δ−13 ,
2h(δ2−9)
3δ2+6δ−13 ,
2h(δ+1)
√
−(δ−1)(δ+5)
3δ2+6δ−13 , 0, 0, 0,
2h(δ+1)
√
δ2−9
3δ2+6δ−13 ,
2h
√
−(δ−3)(δ−1)(δ+3)(δ+5)
3δ2+6δ−13
)
8
17)
(
2h(δ+1)2
3δ2+6δ−13 ,−
2h(δ−1)(δ+5)
3δ2+6δ−13 ,
2h(δ2−9)
3δ2+6δ−13 ,−
2h(δ+1)
√
−(δ−1)(δ+5)
3δ2+6δ−13 , 0, 0, 0,−
2h(δ+1)
√
δ2−9
3δ2+6δ−13 ,
2h
√
−(δ−3)(δ−1)(δ+3)(δ+5)
3δ2+6δ−13
)
8
18)
(
2h(δ+1)2
3δ2+6δ−13 ,−
2h(δ−1)(δ+5)
3δ2+6δ−13 ,
2h(δ2−9)
3δ2+6δ−13 ,−
2h(δ+1)
√
−(δ−1)(δ+5)
3δ2+6δ−13 , 0, 0, 0,
2h(δ+1)
√
δ2−9
3δ2+6δ−13 ,−
2h
√
−(δ−3)(δ−1)(δ+3)(δ+5)
3δ2+6δ−13
)
8
19)
(
2h(δ2−9)
3δ2+6δ−13 ,−
2h(δ−1)(δ+5)
3δ2+6δ−13 ,
2h(δ+1)2
3δ2+6δ−13 , 0, 0,
2h(δ+1)
√
−(δ−1)(δ+5)
3δ2+6δ−13 ,
2h
√
−(δ−3)(δ−1)(δ+3)(δ+5)
3δ2+6δ−13 ,−
2h(δ+1)
√
δ2−9
3δ2+6δ−13 , 0
)
8
20)
(
2h(δ2−9)
3δ2+6δ−13 ,−
2h(δ−1)(δ+5)
3δ2+6δ−13 ,
2h(δ+1)2
3δ2+6δ−13 , 0, 0,
2h(δ+1)
√
−(δ−1)(δ+5)
3δ2+6δ−13 ,−
2h
√
−(δ−3)(δ−1)(δ+3)(δ+5)
3δ2+6δ−13 ,
2h(δ+1)
√
δ2−9
3δ2+6δ−13 , 0
)
8
21)
(
2h(δ2−9)
3δ2+6δ−13 ,−
2h(δ−1)(δ+5)
3δ2+6δ−13 ,
2h(δ+1)2
3δ2+6δ−13 , 0, 0,
2h(δ+1)
√
−(δ−1)(δ+5)
3δ2+6δ−13 ,
2h
√
−(δ−3)(δ−1)(δ+3)(δ+5)
3δ2+6δ−13 ,
2h(δ+1)
√
δ2−9
3δ2+6δ−13 , 0
)
8
22)
(
2h(δ2−9)
3δ2+6δ−13 ,−
2h(δ−1)(δ+5)
3δ2+6δ−13 ,
2h(δ+1)2
3δ2+6δ−13 , 0, 0,−
2h(δ+1)
√
−(δ−1)(δ+5)
3δ2+6δ−13 ,−
2h
√
−(δ−3)(δ−1)(δ+3)(δ+5)
3δ2+6δ−13 ,−
2h(δ+1)
√
δ2−9
3δ2+6δ−13 , 0
)
8
23)
(
2h(δ+1)
3δ+7 ,− 2h(δ+5)3δ+7 , 2h(δ+1)3δ+7 ,−h
√
− δ+53δ+7 ,−h(δ+5)3δ+7 , h
√
− δ+53δ+7 ,−
h
√
−(δ−3)(δ+5)
3δ+7 ,−h
√
δ−3
3δ+7 ,−
h
√
−(δ−3)(δ+5)
3δ+7
)
7, 8
24)
(
2h(δ+1)
3δ+7 ,− 2h(δ+5)3δ+7 , 2h(δ+1)3δ+7 ,−h
√
− δ+53δ+7 ,−h(δ+5)3δ+7 , h
√
− δ+53δ+7 ,
h
√
−(δ−3)(δ+5)
3δ+7 , h
√
δ−3
3δ+7 ,
h
√
−(δ−3)(δ+5)
3δ+7
)
7, 8
25)
(
2h(δ+1)
3δ+7 ,− 2h(δ+5)3δ+7 , 2h(δ+1)3δ+7 ,−h
√
− δ+53δ+7 , h(δ+5)3δ+7 ,−h
√
− δ+53δ+7 ,−
h
√
−(δ−3)(δ+5)
3δ+7 , h
√
δ−3
3δ+7 ,
h
√
−(δ−3)(δ+5)
3δ+7
)
7, 8
26)
(
2h(δ+1)
3δ+7 ,− 2h(δ+5)3δ+7 , 2h(δ+1)3δ+7 ,−h
√
− δ+53δ+7 , h(δ+5)3δ+7 ,−h
√
− δ+53δ+7 ,
h
√
−(δ−3)(δ+5)
3δ+7 ,−h
√
δ−3
3δ+7 ,−
h
√
−(δ−3)(δ+5)
3δ+7
)
7, 8
27)
(
2h(δ+1)
3δ+7 ,− 2h(δ+5)3δ+7 , 2h(δ+1)3δ+7 , h
√
− δ+53δ+7 ,−h(δ+5)3δ+7 ,−h
√
− δ+53δ+7 ,−
h
√
−(δ−3)(δ+5)
3δ+7 , h
√
δ−3
3δ+7 ,−
h
√
−(δ−3)(δ+5)
3δ+7
)
7, 8
28)
(
2h(δ+1)
3δ+7 ,− 2h(δ+5)3δ+7 , 2h(δ+1)3δ+7 , h
√
− δ+53δ+7 ,−h(δ+5)3δ+7 ,−h
√
− δ+53δ+7 ,
h
√
−(δ−3)(δ+5)
3δ+7 ,−h
√
δ−3
3δ+7 ,
h
√
−(δ−3)(δ+5)
3δ+7
)
7, 8
29)
(
2h(δ+1)
3δ+7 ,− 2h(δ+5)3δ+7 , 2h(δ+1)3δ+7 , h
√
− δ+53δ+7 , h(δ+5)3δ+7 , h
√
− δ+53δ+7 ,−
h
√
−(δ−3)(δ+5)
3δ+7 ,−h
√
δ−3
3δ+7 ,
h
√
−(δ−3)(δ+5)
3δ+7
)
7, 8
30)
(
2h(δ+1)
3δ+7 ,− 2h(δ+5)3δ+7 , 2h(δ+1)3δ+7 , h
√
− δ+53δ+7 , h(δ+5)3δ+7 , h
√
− δ+53δ+7 ,
h
√
−(δ−3)(δ+5)
3δ+7 , h
√
δ−3
3δ+7 ,−
h
√
−(δ−3)(δ+5)
3δ+7
)
7, 8
Table 7. Critical points of H¯ in B(h) for h > 0.
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Cr. point (U1, ψ1)
O−1 –
O−2
(
−
√−2h(δ+9)
3(δ+5)
,−
√
2h(δ+3)
3(δ+5)
, 0, 0
)
O−3
(
−
√−2h(δ+9)
3(δ+5)
,
√
2h(δ+3)
3(δ+5)
, 0, 0
)
O−4
(√−2h(δ+9)
3(δ+5)
,−
√
2h(δ+3)
3(δ+5)
, 0, 0
)
O−5
(√−2h(δ+9)
3(δ+5)
,
√
2h(δ+3)
3(δ+5)
, 0, 0
)
O−6
(
0,−
√
2h(δ+1)
3δ+7
,−
√
−2h(δ+5)
3δ+7
, 0
)
O−7
(
0,−
√
2h(δ+1)
3δ+7
,
√
−2h(δ+5)
3δ+7
, 0
)
O−8
(
0,
√
2h(δ+1)
3δ+7
,−
√
−2h(δ+5)
3δ+7
, 0
)
O−9
(
0,
√
2h(δ+1)
3δ+7
,
√
−2h(δ+5)
3δ+7
, 0
)
O−10
(√
−2h(δ−1)(δ+5)
3δ2+6δ−13 , 0, 0,−
√
2h(δ2−9)
3δ2+6δ−13
)
O−11
(√
−2h(δ−1)(δ+5)
3δ2+6δ−13 , 0, 0,
√
2h(δ2−9)
3δ2+6δ−13
)
O−12
(
−
√
−2h(δ−1)(δ+5)
3δ2+6δ−13 , 0, 0,−
√
2h(δ2−9)
3δ2+6δ−13
)
O−13
(
−
√
−2h(δ−1)(δ+5)
3δ2+6δ−13 , 0, 0,
√
2h(δ2−9)
3δ2+6δ−13
)
O−14
(
0, 0,−
√
−2h(δ−1)(δ+5)
3δ2+6δ−13 , (δ + 1)
√
2h
3δ2+6δ−13
)
O−15
(
0, 0,
√
−2h(δ−1)(δ+5)
3δ2+6δ−13 ,−(δ + 1)
√
2h
3δ2+6δ−13
)
O−16
(
0, 0,−
√
−2h(δ−1)(δ+5)
3δ2+6δ−13 ,−(δ + 1)
√
2h
3δ2+6δ−13
)
O−17
(
0, 0,
√
−2h(δ−1)(δ+5)
3δ2+6δ−13 , (δ + 1)
√
2h
3δ2+6δ−13
)
Table 8. Critical points of H¯ for h < 0 in the local chart (U1, ψ1): O−1 corresponds
to point 1) of Table 6, O−2 to point 2), . . ., O
−
17 to point 17).
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Cr. point (U2, ψ2)
O−1 (0, 0, 0, 0)
O−2
(
−
√
2h(δ+3)
3(δ+5)
,
√
2h(δ+3)
3(δ+5)
, 0, 0
)
O−3
(
−
√
2h(δ+3)
3(δ+5)
,−
√
2h(δ+3)
3(δ+5)
, 0
)
O−4
(√
2h(δ+3)
3(δ+5)
,−
√
2h(δ+3)
3(δ+5)
, 0, 0
)
O−5
(√
2h(δ+3)
3(δ+5)
,
√
2h(δ+3)
3(δ+5)
, 0, 0
)
O−6
(
0, 0,−
√
2h(δ+1)
3δ+7
,
√
2h(δ+1)
3δ+7
)
O−7
(
0, 0,
√
2h(δ+1)
3δ+7
,−
√
2h(δ+1)
3δ+7
, 0
)
O−8
(
0, 0,−
√
2h(δ+1)
3δ+7
,−
√
2h(δ+1)
3δ+7
, 0
)
O−9
(
0, 0,
√
2h(δ+1)
3δ+7
,
√
2h(δ+1)
3δ+7
)
O−10
(
−(δ + 1)
√
2h
3δ2+6δ−13 , 0, 0,−
√
2h(δ2−9)
3δ2+6δ−13
)
O−11
(
−(δ + 1)
√
2h
3δ2+6δ−13 , 0, 0,
√
2h(δ2−9)
3δ2+6δ−13
)
O−12
(
(δ + 1)
√
2h
3δ2+6δ−13 , 0, 0,
√
2h(δ2−9)
3δ2+6δ−13
)
O−13
(
(δ + 1)
√
2h
3δ2+6δ−13 , 0, 0,−
√
2h(δ2−9)
3δ2+6δ−13
)
O−14
(
0, (δ + 1)
√
2h
3δ2+6δ−13 ,−
√
2h(δ2−9)
3δ2+6δ−13 , 0
)
O−15
(
0, (δ + 1)
√
2h
3δ2+6δ−13 ,
√
2h(δ2−9)
3δ2+6δ−13 , 0
)
O−16
(
0,−(δ + 1)
√
2h
3δ2+6δ−13 ,−
√
2h(δ2−9)
3δ2+6δ−13 , 0
)
O−17
(
0,−(δ + 1)
√
2h
3δ2+6δ−13 ,
√
2h(δ2−9)
3δ2+6δ−13 , 0
)
Table 9. Critical points of H¯ for h < 0 in the local chart (U2, ψ2): O−1 corresponds
to point 1) of Table 6, O−2 to point 2), . . ., O
−
17 to point 17).
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Cr. point (U3, ψ3)
O−1 –
O−2
(
−
√
2h(δ+3)
3(δ+5)
,
√−2h(δ+9)
3(δ+5)
, 0, 0
)
O−3
(√
2h(δ+3)
3(δ+5)
,−
√−2h(δ+9)
3(δ+5)
, 0, 0
)
O−4
(
−
√
2h(δ+3)
3(δ+5)
,−
√−2h(δ+9)
3(δ+5)
, 0, 0
)
O−5
(√
2h(δ+3)
3(δ+5)
,
√−2h(δ+9)
3(δ+5)
, 0, 0
)
O−6
(
−
√
2h(δ+1)
3δ+7
, 0, 0,
√
−2h(δ+5)
3δ+7
)
O−7
(
−
√
2h(δ+1)
3δ+7
, 0, 0,−
√
−2h(δ+5)
3δ+7
)
O−8
(√
2h(δ+1)
3δ+7
, 0, 0,−
√
−2h(δ+5)
3δ+7
)
O−9
(√
2h(δ+1)
3δ+7
, 0, 0,
√
−2h(δ+5)
3δ+7
)
O−10
(
0, 0,−(δ + 1)
√
2h
3δ2+6δ−13 ,−
√
−2h(δ−1)(δ+5)
3δ2+6δ−13
)
O−11
(
0, 0, (δ + 1)
√
2h
3δ2+6δ−13 ,
√
−2h(δ−1)(δ+5)
3δ2+6δ−13
)
O−12
(
0, 0,−(δ + 1)
√
h
3δ2+6δ−13 ,
√
−2h(δ−1)(δ+5)
3δ2+6δ−13
)
O−13
(
0, 0, (δ + 1)
√
h
3δ2+6δ−13 ,−
√
−2h(δ−1)(δ+5)
3δ2+6δ−13
)
O−14
(
0,−
√
−2h(δ−1)(δ+5)
3δ2+6δ−13 ,
√
2h(δ2−9)
3δ2+6δ−13 , 0
)
O−15
(
0,−
√
−2h(δ−1)(δ+5)
3δ2+6δ−13 ,−
√
2h(δ2−9)
3δ2+6δ−13 , 0
)
O−16
(
0,
√
−2h(δ−1)(δ+5)
3δ2+6δ−13 ,−
√
2h(δ2−9)
3δ2+6δ−13 , 0
)
O−17
(
0,
√
−2h(δ−1)(δ+5)
3δ2+6δ−13 ,
√
2h(δ2−9)
3δ2+6δ−13 , 0
)
Table 10. Critical points of H¯ for h < 0 in the local chart (U3, ψ3): O−1 corresponds
to point 1) of Table 6, O−2 to point 2), . . ., O
−
17 to point 17).
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Cr. point (U1, ψ1)
O+1 (0, 0, 0, 0)
O+2 −
O+3 (0, 0, 0,−
√
h)
O+4 (0, 0, 0,
√
h)
O+5 (0,−
√
h, 0, 0)
O+6 (0,
√
h, 0, 0)
O+7
(√−2h(δ+9)
3(δ+5)
,−
√
2h(δ+3)
3(δ+5)
, 0, 0
)
O+8
(√−2h(δ+9)
3(δ+5)
,
√
2h(δ+3)
3(δ+5)
, 0, 0
)
O+9
(
−
√−2h(δ+9)
3(δ+5)
,−
√
2h(δ+3)
3(δ+5)
, 0, 0
)
O+10
(
−
√−2h(δ+9)
3(δ+5)
,
√
2h(δ+3)
3(δ+5)
, 0, 0
)
O+11
(
0,−
√
2h(δ+1)
3δ+7
,
√
−2h(δ+5)
3δ+7
, 0
)
O+12
(
0,−
√
2h(δ+1)
3δ+7
,−
√
−2h(δ+5)
3δ+7
, 0
)
O+13
(
0,
√
2h(δ+1)
3δ+7
,
√
−2h(δ+5)
3δ+7
, 0
)
O+14
(
0,
√
2h(δ+1)
3δ+7
,−
√
−2h(δ+5)
3δ+7
, 0
)
O+15
(
−
√
−2h(δ−1)(δ+5)
3δ2+6δ−13 , 0, 0,
√
2h(δ2−9)
3δ2+6δ−13
)
O+16
(
−
√
−2h(δ−1)(δ+5)
3δ2+6δ−13 , 0, 0,−
√
2h(δ2−9)
3δ2+6δ−13
)
O+17
(√
−2h(δ−1)(δ+5)
3δ2+6δ−13 , 0, 0,
√
2h(δ2−9)
3δ2+6δ−13
)
O+18
(√
−2h(δ−1)(δ+5)
3δ2+6δ−13 , 0, 0,−
√
2h(δ2−9)
3δ2+6δ−13
)
O+19
(
0, 0,
√
−2h(δ−1)(δ+5)
3δ2+6δ−13 ,−(δ + 1)
√
2h
3δ2+6δ−13
)
O+20
(
0, 0,−
√
−2h(δ−1)(δ+5)
3δ2+6δ−13 , (δ + 1)
√
2h
3δ2+6δ−13
)
O+21
(
0, 0,
√
−2h(δ−1)(δ+5)
3δ2+6δ−13 , (δ + 1)
√
2h
3δ2+6δ−13
)
O+22
(
0, 0,−
√
−2h(δ−1)(δ+5)
3δ2+6δ−13 ,−(δ + 1)
√
2h
3δ2+6δ−13
)
O+23
(
−
√−h(δ+5)
2(δ+1)
, (δ + 5)
√
h
2(δ+1)(3δ+7)
,
√−h(δ−3)(δ+5)
2(δ+1)(3δ+7)
,−
√
h(δ−3)
2(δ+1)
)
O+24
(
−
√−h(δ+5)
2(δ+1)
, (δ + 5)
√
h
2(δ+1)(3δ+7)
,−
√−h(δ−3)(δ+5)
2(δ+1)(3δ+7)
,
√
h(δ−3)
2(δ+1)
)
O+25
(
−
√−h(δ+5)
2(δ+1)
,−(δ + 5)
√
h
2(δ+1)(3δ+7)
,
√−h(δ−3)(δ+5)
2(δ+1)(3δ+7)
,
√
h(δ−3)
2(δ+1)
)
O+26
(
−
√−h(δ+5)
2(δ+1)
,−(δ + 5)
√
h
2(δ+1)(3δ+7)
,−
√−h(δ−3)(δ+5)
2(δ+1)(3δ+7)
,−
√
h(δ−3)
2(δ+1)
)
O+27
(√−h(δ+5)
2(δ+1)
, (δ + 5)
√
h
2(δ+1)(3δ+7)
,
√−h(δ−3)(δ+5)
2(δ+1)(3δ+7)
,
√
h(δ−3)
2(δ+1)
)
O+28
(√−h(δ+5)
2(δ+1)
, (δ + 5)
√
h
2(δ+1)(3δ+7)
,−
√−h(δ−3)(δ+5)
2(δ+1)(3δ+7)
,−
√
h(δ−3)
2(δ+1)
)
O+29
(√−h(δ+5)
2(δ+1)
,−(δ + 5)
√
h
2(δ+1)(3δ+7)
,
√−h(δ−3)(δ+5)
2(δ+1)(3δ+7)
,−
√
h(δ−3)
2(δ+1)
)
O+30
(√−h(δ+5)
2(δ+1)
,−(δ + 5)
√
h
2(δ+1)(3δ+7)
,−
√−h(δ−3)(δ+5)
2(δ+1)(3δ+7)
,
√
h(δ−3)
2(δ+1)
)
Table 11. Critical points of H¯ for h > 0 in the local chart (U1, ψ1) : O+1 corresponds
to point 1) of Table 7, O+2 to point 2), . . ., O
+
30 to point 30).
.
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Cr. point (U2, ψ2)
O+1 −
O+2 −
O+3 −
O+4 −
O+5 −
O+6 −
O+7
(√
2h(δ+3)
3(δ+5)
,−
√
2h(δ+3)
3(δ+5)
, 0, 0
)
O+8
(√
2h(δ+3)
3(δ+5)
,
√
2h(δ+3)
3(δ+5)
, 0, 0
)
O+9
(
−
√
2h(δ+3)
3(δ+5)
,
√
2h(δ+3)
3(δ+5)
, 0, 0
)
O+10
(
−
√
2h(δ+3)
3(δ+5)
,−
√
2h(δ+3)
3(δ+5)
, 0, 0
)
O+11
(
0, 0,
√
2h(δ+1)
3δ+7
,−
√
2h(δ+1)
3δ+7
)
O+12
(
0, 0,−
√
2h(δ+1)
3δ+7
,
√
2h(δ+1)
3δ+7
)
O+13
(
0, 0,
√
2h(δ+1)
3δ+7
,
√
2h(δ+1)
3δ+7
)
O+14
(
0, 0,−
√
2h(δ+1)
3δ+7
,−
√
2h(δ+1)
3δ+7
)
O+15
(
(δ + 1)
√
2h
3δ2+6δ−13 , 0, 0,−
√
2h(δ2−9)
3δ2+6δ−13
)
O+16
(
(δ + 1)
√
2h
3δ2+6δ−13 , 0, 0,
√
2h(δ2−9)
3δ2+6δ−13
)
O+17
(
−(δ + 1)
√
2h
3δ2+6δ−13 , 0, 0,
√
2h(δ2−9)
3δ2+6δ−13
)
O+18
(
−(δ + 1)
√
2h
3δ2+6δ−13 , 0, 0,−
√
2h(δ2−9)
3δ2+6δ−13
)
O+19
(
0, (δ + 1)
√
2h
3δ2+6δ−13 ,
√
2h(δ2−9)
3δ2+6δ−13 , 0
)
O+20
(
0, (δ + 1)
√
2h
3δ2+6δ−13 ,−
√
2h(δ2−9)
3δ2+6δ−13 , 0
)
O+21
(
0,−(δ + 1)
√
2h
3δ2+6δ−13 ,
√
2h(δ2−9)
3δ2+6δ−13 , 0
)
O+22
(
0,−(δ + 1)
√
2h
3δ2+6δ−13 ,−
√
2h(δ2−9)
3δ2+6δ−13 , 0
)
O+23
(
−
√
h
2
,
√
h
2
,
√
h(δ−3)
2(3δ+7)
,
√
h(δ−3)
2(3δ+7)
)
O+24
(
−
√
h
2
,
√
h
2
,−
√
h(δ−3)
2(3δ+7)
,−
√
h(δ−3)
2(3δ+7)
)
O+25
(
−
√
h
2
,−
√
h
2
,
√
h(δ−3)
2(3δ+7)
,−
√
h(δ−3)
2(3δ+7)
)
O+26
(
−
√
h
2
,−
√
h
2
,−
√
h(δ−3)
2(3δ+7)
,
√
h(δ−3)
2(3δ+7)
)
O+27
(√
h
2
,−
√
h
2
,
√
h(δ−3)
2(3δ+7)
,
√
h(δ−3)
2(3δ+7)
)
O+28
(√
h
2
,−
√
h
2
,−
√
h(δ−3)
2(3δ+7)
,−
√
h(δ−3)
2(3δ+7)
)
O+29
(√
h
2
,
√
h
2
,
√
h(δ−3)
2(3δ+7)
,−
√
h(δ−3)
2(3δ+7)
)
O+30
(√
h
2
,
√
h
2
,−
√
h(δ−3)
2(3δ+7)
,
√
h(δ−3)
2(3δ+7)
)
Table 12. Critical points of H¯ for h > 0 in the local chart (U2, ψ2): O+1 corresponds
to point 1) of Table 7, O+2 to point 2), . . ., O
+
30 to point 30).
.34
Cr. point (U3, ψ3)
O+1 −
O+2 (0, 0, 0, 0)
O+3 (0, 0,
√
h, 0)
O+4 (0, 0,−
√
h, 0)
O+5 (−
√
h, 0, 0, 0)
O+6 (
√
h, 0, 0, 0)
O+7
(
−
√
2h(δ+3)
3(δ+5)
,−
√−2h(δ+9)
3(δ+5)
, 0, 0
)
O+8
(√
2h(δ+3)
3(δ+5)
,
√−2h(δ+9)
3(δ+5)
, 0, 0
)
O+9
(
−
√
2h(δ+3)
3(δ+5)
,
√−2h(δ+9)
3(δ+5)
, 0, 0
)
O+10
(√
2h(δ+3)
3(δ+5)
,−
√−2h(δ+9)
3(δ+5)
, 0, 0
)
O+11
(
−
√
2h(δ+1)
3δ+7
, 0, 0,−
√
−2h(δ+5)
3δ+7
)
O+12
(
−
√
2h(δ+1)
3δ+7
, 0, 0,
√
−2h(δ+5)
3δ+7
)
O+13
(√
2h(δ+1)
3δ+7
, 0, 0,
√
−2h(δ+5)
3δ+7
)
O+14
(√
2h(δ+1)
3δ+7
, 0, 0,−
√
−2h(δ+5)
3δ+7
)
O+15
(
0, 0, (δ + 1)
√
2h
3δ2+6δ−13 ,−
√
−2h(δ−1)(δ+5)
3δ2+6δ−13
)
O+16
(
0, 0,−(δ + 1)
√
2h
3δ2+6δ−13 ,
√
−2h(δ−1)(δ+5)
3δ2+6δ−13
)
O+17
(
0, 0, (δ + 1)
√
2h
3δ2+6δ−13 ,
√
−2h(δ−1)(δ+5)
3δ2+6δ−13
)
O+18
(
0, 0,−(δ + 1)
√
2h
3δ2+6δ−13 ,−
√
−2h(δ−1)(δ+5)
3δ2+6δ−13
)
O+19
(
0,−
√
−2h(δ−1)(δ+5)
3δ2+6δ−13 ,−
√
2h(δ2−9)
3δ2+6δ−13 , 0
)
O+20
(
0,−
√
−2h(δ−1)(δ+5)
3δ2+6δ−13 ,
√
2h(δ2−9)
3δ2+6δ−13 , 0
)
O+21
(
0,
√
−2h(δ−1)(δ+5)
3δ2+6δ−13 ,
√
2h(δ2−9)
3δ2+6δ−13 , 0
)
O+22
(
0,
√
−2h(δ−1)(δ+5)
3δ2+6δ−13 ,−
√
2h(δ2−9)
3δ2+6δ−13 , 0
)
O+23
(
(δ + 5)
√
h
2(δ+1)(3δ+7)
,
√−h(δ+5)
2(δ+1)
,
√
h(δ−3)
2(δ+1)
,
√−h(δ−3)(δ+5)
2(δ+1)(3δ+7)
)
O+24
(
(δ + 5)
√
h
2(δ+1)(3δ+7)
,
√−h(δ+5)
2(δ+1)
,−
√
h(δ−3)
2(δ+1)
,−
√−h(δ−3)(δ+5)
2(δ+1)(3δ+7)
)
O+25
(
−(δ + 5)
√
h
2(δ+1)(3δ+7)
,−
√−h(δ+5)
2(δ+1)
,−
√
h(δ−3)
2(δ+1)
,−
√−h(δ−3)(δ+5)
2(δ+1)(3δ+7)
)
O+26
(
−(δ + 5)
√
h
2(δ+1)(3δ+7)
,−
√−h(δ+5)
2(δ+1)
,
√
h(δ−3)
2(δ+1)
,
√−h(δ−3)(δ+5)
2(δ+1)(3δ+7)
)
O+27
(
(δ + 5)
√
h
2(δ+1)(3δ+7)
,−
√−h(δ+5)
2(δ+1)
,−
√
h(δ−3)
2(δ+1)
,
√−h(δ−3)(δ+5)
2(δ+1)(3δ+7)
)
O+28
(
(δ + 5)
√
h
2(δ+1)(3δ+7)
,−
√−h(δ+5)
2(δ+1)
,
√
h(δ−3)
2(δ+1)
,−
√−h(δ−3)(δ+5)
2(δ+1)(3δ+7)
)
O+29
(
−(δ + 5)
√
h
2(δ+1)(3δ+7)
,
√−h(δ+5)
2(δ+1)
,
√
h(δ−3)
2(δ+1)
,−
√−h(δ−3)(δ+5)
2(δ+1)(3δ+7)
)
O+30
(
−(δ + 5)
√
h
2(δ+1)(3δ+7)
,
√−h(δ+5)
2(δ+1)
,−
√
h(δ−3)
2(δ+1)
,
√−h(δ−3)(δ+5)
2(δ+1)(3δ+7)
)
Table 13. Critical points of H¯ for h > 0 in the local chart (U3, ψ3): O+1 corresponds
to point 1) of Table 7, O+2 to point 2), . . ., O
+
30 to point 30).
.
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