INTRODUCTION
Pressurized water reactor piping system dissimilar metal welds are susceptible to Primary Water Stress Corrosion Cracking (PWSCC) as an active degradation mechanism. PWSCC is highly influenced by the state of stress within susceptible material with tensile residual stresses in welds being an established driving force for PWSCC. Proper predictions or measurements of these residual stresses are essential to accurate crack initiation and growth assessment. The NRC and EPRI are working cooperatively under a memorandum of understanding to validate weld residual stress prediction in pressurized water reactor primary cooling loop components containing dissimilar metal (DM) welds [1] [2] [3] . This paper focuses on the characterization of residual stress in a lab sized plate specimen (P4) from Phase 1 of the NRC/EPRI WRS program, where specimens were designed to partially mock up DM welds typical of pressurized water reactor primary piping system loops. Later phases of the programs studied full scale pressurizer surge nozzle mock ups (Phase 2) and explant material gathered from canceled plants ( Phase 3, 4) .
Welding residual stresses, particularly in DM welds, present several challenges to experimental measurement techniques. Elastic release techniques (contour method and hole drilling) are prone to artifact in regions of high residual stress as a result of plasticity at the measurement location, while diffraction based techniques can be very sensitive to changes in local chemistry at the DM weld interface. Therefore the results from the three measurement techniques are compared with each other and to a finite element model of the welding process. Characterization of this plate specimen was different than other data collected as part of the Phase 1 characterization effort, as the plate was removed from its restraint prior to conducting residual stress measurements. In order to compare with other results of the study, this paper details a correction procedure and all results presented herein reflect the restrained or as welded condition.
All Phase 1 plate specimens were fabricated by Edison Welding Institute (EWI) using an automated gas tungsten arc welding (GTAW) procedure, depositing Alloy 82 weld metal in a machined groove on an annealed 304L SS plate [4, 5] . Nominal plate dimensions were 203 mm x 356 mm x 15.25 mm with a trapezoidal groove 10.15 mm in depth (groove root is 8.64 mm with an opening angel of 60°). 7 weld passes were deposited for the P4 plate with identical torch conditions (225 A, 11.5 V, and a travel speed of 1.5 mm/s) with all weld passes starting on the same side of the plate. Restraint was applied during welding by an aluminum backing plate loaded by bevel washers with linear force/displacement behavior with weld and restraint geometry illustrated in Figure 1 . During welding thermocouple data was collected and bead geometry was measured using laser profilometry between passes. Residual stress measurements discussed below were conducted on a longitudinal plane approximately mid-way between 2 previous measurement locations 180 mm apart conducted as part of the EPRI led residual stress characterization (specifically a ring core measurement and stress-free reference comb from a previous neutron measurement), see Figure 1b .
NEUTRON MEASUREMENT
Neutron Diffraction (ND) measurements were conducted at the SMARTS instrument at the Los Alamos Neutron Science Center (LANSCE) [6] . Measurement locations are indicated by the black diamonds in Figure 2 using a gage volume of 2 mm x 2 mm x 6 mm defined by incident slits and radial collimators. Two orthogonal scattering geometries were used in order to measure the three principle plate stress components [6, 7] . The count time for each measurement location varied from 20 to 120 minutes depending on the amount of nickel in the neutron path length, with count time optimized based on minimizing lattice parameter refinement uncertainty (indicating a stable peak-to-background ratio had been achieved). The chemistry gradient of iron and nickel across the dissimilar metal weld/heat affected zone necessitated characterization of the stress-free lattice parameter at each measurement location, as apparent strains of ~ 3000 µε (or stresses of ~ 1 GPa) resulted from chemistry variation across the weld/heat affected zone. Stressfree lattice parameter measurements were made on a comb with teeth 3.5 mm x 3.5 mm in cross section and used to calculate lattice strain at each measurement location. The comb was harvested from the measurement plane after completion of the contour method measurement described in the next section. Diffraction patterns were analyzed using a full-pattern Rietveld analysis, where the all available diffraction peaks are simultaneously refined to an average lattice parameter [8] . The use of average lattice parameter allows lattice strains calculated to be compared to continuum mechanics strains, residual stresses is then directly calculated using Hooke's law and elastic modulus appropriate for bulk material (in this case, 195 GPa for the 304L and 205 GPa for the Alloy 82) [7, 9] . Longitudinal stresses measured with neutron diffraction are plotted in Figure 2 (a).
CONTOUR METHOD MEASUREMENT
Contour method measurement of the P4 plate was conducted at LANL in order to measure the longitudinal stress in the weld at the same location as the neutron diffraction measurements. The measurements followed standard procedures for the contour method [11] . The sectioning cut for the contour method measurement was made using wire electric discharge machining (EDM) with a 100 µm diameter brass wire and skim-cut settings in order to minimize stresses induced by the cutting process [10] . The plate was clamped on both sides in order to minimize deformation and possible cutting artifact as the stresses relaxed during the sectioning operation. Following completion of the sectioning operation profilometry of each sectioned surface was conducted on a 0.5 mm grid using a coordinate measuring machine equipped with a 1 mm diameter touch probe [11] . The surfaces were low in the weld region with peak-to-valley surface heights of 135 µm and 165 µm on the two sections. Raw coordinate data was processed using smoothed quadratic splines achieving approximately millimeter spatial resolution [11, 12] . The smoothed surface displacement data was mapped onto 3D meshes of each plate section using reduced-integration bi-quadratic (20 node) hexahedral elements in Abaqus (C3D20R) [14] . Plate sections were not symmetric as a result of previous plate characterization, and these differences were accounted for in the contour FE in order to avoid potential artifacts resulting from different plate stiffness for each section. Residual stresses were then calculated using an elastic FE analysis based on the measured surface displacements and bulk elastic modulus values used in the previous section, results from each plate section were averaged together. Longitudinal stresses measured with the contour method are plotted in Figure 2 (b). After the measurements, a stress-free test cut was made by cutting a 1 mm slice off of the cut surface of one section. The contour from the test cut was flat to within a few microns, which validates the assumption of constant cut width [15] 
SURFACE HOLE DRILLING MEASUREMENT
After completion of the contour method measurements surface residual stress measurements using hole drilling were conducted at LANL in the larger of the two sectioned plate sections, and reported in the longitudinal and transverse directions. The hole drilling set up used Electronic Speckle Pattern Interferometry (ESPI) to measure surface deformation rather than the strain gages typically used in a conventional hole drilling set up. Using ESPI strain is measured by illuminating on optically rough surface with constant wavelength light to generate an interference pattern. The deformation is used to calculate stresses using the elastic constants previously assumed. A complete description of the ESPI set-up and calculation method used in this work is found in the following reference [16] .
Holes were drilled in the plate surface to a depth of 0.32 mm using a 1.6 mm diameter double fluted square end mill driven by an electric spindle rotating at 40,000 revolutions per minute.
Residual stress results are reported at 0.16 mm (one half of the hole depth), assuming that there is little stress with depth gradient in the plate. Hole drilling measurements were made in columns transverse to the weld; each column comprised 8 individual measurements, consisting of three holes symmetrically located on each side of the weld and two holes in the weld material. A total of five columns of measurements were made, with spacing of 0.375" between columns. To obtain some quantification of the repeatability of the measurements, multiple measurements were made at the same distance from the weld center in columns 1, 3, and 5. To provide good resolution and still maintain a distance of 9.5 mm (5 hole diameters), the measurement locations of columns 2 and 4 were offset by approximately 5 mm from those of 1, 3 and 5.
(This guideline for hole positioning was deviated in the area of the weld material out of necessity due to measurement difficulty on the uneven surface of the weld.) The spacing and stress results are shown for each column in Table 1 ; the values shown are after correction for the bending stress induced by the clamping device, as discussed in the section on Clamp Correction. Measured stresses at a given distance to the weld were averaged and are shown in the plots of Figure 5b and 6b. The uncertainty of hole drilling measurements of this type is typically ± 25 MPa [16] , and the variation indicated between measurements at equal distance from the weld supports this level of uncertainty.
FINITE ELEMENT WRS MODEL
To model the residual stress distribution, the heat flow and mechanical deformation during welding were simulated using a 2D decoupled FE WRS model in Abaqus. In a decoupled approach, first the transient heat-transfer analysis is conducted to solve the temporal and spatial distribution of the temperature in the model. This temperature distribution is then mapped to a generalized plane strain mechanical analysis to calculate the residual stress field. Temperature dependent thermal/mechanical properties, melting, solidification, and annealing were accounted for in the analysis. A pass-by-pass weld simulation was performed, where a weld pass is activated when deposited and heat transfer is assumed to occur on all free surfaces of the model. Bead geometry from laser profilometry was used to construct the mesh of the weld region. The welding arc was modeled using a 1D formation of the Goldak double-ellipsoidal heat source, effectively applying the heat source simultaneously over the length of the weld [17, 18] . The weld model used in this work is similar to those used thick section welds studied as part of the NRC/EPRI WRS Program [1, 2] . Material properties used are those released with the Phase 2 International Round Robin FE modeling package [2] , which are very similar to those used in the British Energy dissimilar metal weld work program [19] .
Two thermal models were conducted as part of this work. The first model assumed convective heat transfer occurred equally on all surfaces of the plate. Torch efficiency was adjusted (between 40 and 65%) to match the peak temperature from thermocouple (TC) data and fully melt the weld beads as identified by the weld macrograph in Figure 3 . This approach had reasonable agreement with peak temperature for TC1, TC locations are illustrated in Figure 3 , but over predicted temperatures at TC2/3 as the heat removed by the backing plate was not accounted for by the convective surface modeled. To account for conductive heat removal along the backing plate the convection coefficients on this surface were increase by a factor of 25, allowing peak temperature, heat removal, and fusion area to be captured using a 70% welding torch efficiency for all 7 passes as show in Figure 3 . Residual stress profiles calculated from each thermal model are similar in magnitude and only results from the second thermal model (higher heat removal on plate back) will be discussed below.
For the mechanical model, material properties were assigned from the Phase 2 modeling package for the 304L SS plate and Alloy 82 weld metal. Hardening behavior of annealed austenitic steels is similar [21] and 316 SS properties from the Phase 2 modeling package were assumed for the annealed 304L plate. Yield and ultimate tensile stress values for the 304L plate were with 5% of the room temperature 316 SS values [4] ; therefore material properties were not scaled. The choice of hardening law has been identified as one of the major sources of variability in WRS simulations in several recent studies [1, 2, 19, 22] . All source material properties were all in the annealed condition, therefore isotropic hardening represents an upper bound stress estimate and the linear kinematic is a lower bound stress estimate. While the linear kinematic hardening represents lower bound, it is not a conservative lower bound estimate on stress [22] and linear kinematic results are reported as these results tend to envelope the experimental data collected. Spring loaded analytically rigid surfaces were used to account plate restraint during welding. Load displacement behavior of the bevel washers was distributed in the Phase 1a modeling package [4] and the stiffness of the spring elements in the 2D model was adjusted to account for the total number of bevel washers used per side at a single location on each analytic surface. Prior to welding spring elements were also loaded based on the initial displacements recorded in the Phase IA modeling package [4] . Longitudinal stress results from the WRS FE model are plotted in Figure 2 (c).
CLAMP CORRECTION
The P4 plate characterized in this study was removed from the restraint to in order to facilitate neutron diffraction measurements and reduce uncertainty during contour method measurements. In order to compare with other measurements in the study, the effect of removing the restraints had to be modeled. During removal from the restraint the P4 plate was strain gaged at two locations 12.7 mm from the edge of the weld on the top surface of the plate. Stresses relaxed by removal from the restraint were calculated using a 3D FE model (LANL) to mimic the actual constraints. For the starting geometry, the 3D FE model used the plate perimeter measured during the contour method profilometry. Displacement boundary conditions used to model the clamping were adjusted to match the experimentally measured strain gage readings on the plate surface (yielding a stress uncertainty of ±10%). All restraint components are accounted for in the clamping analysis (aluminum backing plate and steel clamps). Figure 4 plots longitudinal and transverse correction components along the indicated line (Y = 6mm). Analysis assumes that all plate deflection is elastic and that the stresses relaxed by the clamping process can be directly added to the unclamped experimental residual stress results, allowing comparison with data collected as part of the EPRI lead Phase 1 WRS program. Along the plate neutral axis or mid-plane (y = 0 mm) no correction is required, but away from the mid-plane the transverse correction is a function of position. The transverse (bending) stress component was most affected by the correction, while the stresses longitudinal to the weld showed a small, but noticeable, correction.
The plate perimeter measured during the contour method measurement and plotted in Figure 4(a) is different than the unclamped plate profile predicted in the 2D WRS FE model, likely a result of the simultaneous heat input across the weld bead in the 2D WRS FE model. The 2D WRS FE model does not account for the shape change of the plate, potentially underestimating both plate deflection and the transverse stress components away from the mid-plane. In order to capture this effect a 3D WRS FE model was constructed using the decoupled approach previously described. Rather than apply the heat input simultaneously through thickness, each weld bead was divided into 5 regions or blocks and the heat input was applied sequentially to each of the 5 blocks. Heat input was similar to the 2D model, as confirmed by the temperature profiles and metallographic comparison. The unclamped 3D WRS FE plotted in Figure 4 (b) show good agreement with the perimeter measured during the contour method measurements and the transverse stresses near the outer surface of the plate (y = 6 mm) show a 1:1 agreement with the clamped 2D WRS FE results. This suggests that both the 2D and 3D WRS FE models have the same total bending moment on the plate as a result of the restraint, despite the differences observed between the unclamped 2D and 3D plate profile.
While the 2D and 3D WRS FE results show similar restrained transverse stress profiles, the clamp corrected experimental data plotted in Figure 5 (b) is consistently high with respect to the WRS FE. One possibility is that the WRS FE is underestimating the total restraint on the plate during welding, though this seems unlikely as the measured plate profile is in good agreement with the unclamped 3D WRS FE plate profile. The other possibility is that the strain gages are sensitive to plasticity at the plate surface during unclamping, producing a correction that is too high as the stress relaxation is assumed elastic. The transverse stresses are most sensitive to this artifact, as the transverse stresses at the outer surface are closest to yield. The longitudinal stress correction is smaller in magnitude and largely insensitive to the restraining load applied. Therefore the comparison of the longitudinal WRS FE model results to experimental measurements is conducted at all measurement locations, while the transverse/normal stress components are only compared along the plate mid-plane (where the bending moment from clamping is zero).
COMPARISON OF RESULTS
Longitudinal stress results have been compared along the scan lines conducted for neutron diffraction using the plate midplane (y = 0 mm) and centerline (x = 0 mm) as a reference. For the mid-plane locations both neutron diffraction and contour results show a similar trend, compressive stresses at the plate edges with tensile stresses peaking in the plate center ( Figure  6(a) ). Similar trend is shown for the y = 6 mm scan line, though the stress magnitudes for the neutron and contour data are in better agreement (Figure 6(b) ), and corroborated by the hole drilling results. The hole drilling measurements in the region of the weld show a significantly lower magnitude of stress in both the transverse and longitudinal direction than the other measurements and the FE predictions, which is unexplained at this time. In general, neutron results tend to be higher in magnitude than the contour results and the stresses peak over a broader region of the weld. FE WRS results bound the experimental results in the weld, with the isotropic hardening a better correlation to the neutron data and the kinematic hardening a better correlation to the contour results.
In addition to the longitudinal comparison, neutron diffraction data for the normal and transverse stress components have been compared to the FE WRS model results along the weld midplane (Figure 7) . Normal stresses are expected to be low in magnitude as the plate thickness is relatively low when compared to the other dimensions. Transverse stresses are also expected to be relatively low as the bending stresses should cancel along the weld mid-plane. The magnitude of FE WRS model and neutron data is similar, but opposite in sign in the weld region. FE WRS model shows both longitudinal and normal stress components compressive in the weld, while the neutron diffraction shows these components in tension. Neutron results show tension in all three stress components in this region, suggesting that perhaps the stress-free reference parameter is not completely free of chemistry artifacts.
In the scans parallel to the weld centerline (x = 0 mm, -3.5 mm, -7 mm, -10.5 mm) the effect of the weld/base metal interface is more pronounced in the neutron data. Figure 8 shows that at the weld/base metal interface (points with unfilled symbols), neutron results are systematically high and these points are excluded from further comparison. Along the weld centerline, neutron diffraction data are more scattered and trend lower than contour results (Figure 8 (a) ). Away from the weld centerline (x = -3.5 mm, -7 mm, -10.5 mm in Figure 8 (b-d) ), the comparison is more favorable showing similar stress profile and magnitudes to the contour results. The FE WRS results with isotropic hardening show a similar stress profile to the experimental data, though in all cases stresses are higher with respect to the experimental data and the comparison tends to improve away from the weld centerline. As a point of reference, results using the mixed hardening from the British Energy work package fall somewhat close to the isotropic upper bound estimate illustrated in Figure 8 (a) [19] .
In the weld, fitting uncertainty on the neutron data appears smaller than the realized uncertainty. The step gradient in chemistry and microstructure in the weld region makes the realized uncertainty difficult to quantify. The observed scatter in peak intensity plotted in Figure 9 suggests point-to-point counting statistics variation in the weld is limiting the realized strain resolution, as the apparent center of the diffraction volume varies from point-to-point [7] .
Because of the difficulty of measuring residual stresses, using at least two techniques that have different assumptions serves as a check on the accuracy of experimental results. Unfortunately, in this study, the neutron and contour method results did not agree very well, making it difficult to use the results to make detailed conclusions about the finite element model. It is difficult to assess which results might be more accurate. In specimens other than fusion welds, contour method measurements usually agree quite well with neutron diffraction or synchrotron diffraction measurements [12, 13, 23, 24] . In fusion welds, the agreement is sometimes quite good [25, 26] but often the agreement is not very good [27, 30] . Both methods have errors that could affect measurements in welds. Neutron diffraction is sensitive to chemistry and microstructure variations [31] , and the large variations of stress-free lattice parameter in the P4 specimen are consistent with that issue. When the stresses are quite large, the contour method can be affected by errors in the cut width assumption [15] or by plasticity errors during the stress relaxation [32, 33] . The hole drilling results in Figure 5b agree well with neutron diffraction results, but only in the region away from the weld. The neutron diffraction results were carefully corrected for chemistry variations by using reference samples taken from the same location as the stress measurements. Nonetheless, the scatter in results near the weld, including a peak value of over 800 MPa in Figure 8 decrease confidence in the results near the weld interface where the chemistry variation is the greatestrt.
CONCLUSIONS
The following conclusions can be draw from this work:
• Longitudinal stresses measured with neutron diffraction and contour method show good agreement at locations away from the weld centerline (x = 0 mm) and excluding neutron measurement locations at the weld base metal interface. Stress profiles measured parallel to the weld mid-plane with neutron diffraction tend to be broader and higher in magnitude than those measured with the contour method.
• WRS FE simulations using input material properties in the annealed condition, effectively bound the experimental results assuming isotropic and linear kinematic hardening. The lack of agreement between the different measurements made it difficult to assess which modeling variations would be more accurate.
• Residual stress measurements were made in the unrestrained state and details of a correction were provide in order to allow comparison to residual stress data collected as part of EPRI lead Phase 1 WRS program.
• Analysis conducted in support of the correction factor highlighted the geometric sensitivity of the restraint used, allowing limited comparison of the experimental data and FE WRS model results. 
