The aim of this study was to investigate the dynamics of the horizontal functional connectivity within the visual cortex during spontaneous activity or during visual stimulation. Two arrays of 16 electrodes were inserted in the visual cortex of a rat. From these electrodes a depth profile was obtained of the local spiking activity. The crosscorrelations between all electrodes were estimated. Three types of cross-correlation peaks were identified and classified as; 'thin peaks', 'fast waves' and 'slow waves'. Partialization was applied, a mathematical method to reduce the amount of common input in correlations, and its effect on the three types of correlation peaks was studied. Slow waves were found to be the most vulnerable to partialization and thin peaks the least. From these observations it was concluded that the three types of peaks represent synchronous neuronal assemblies of different magnitude; slow waves large, fast waves intermediate and thin peaks assemblies composed of small numbers of neurons.
Introduction
The number of the cortico-cortical connections is an order of magnitude greater than the subcortical input to the cortex. Pyramidal neurons in the cortex make up to 8000 synapses with other neurons, however, the connections between any two neurons are few, having been estimated as low as 1-5 synapses (Gabbott et al., 1987; Abeles, 1991; Braitenberg & Schüz, 1991) . The simultaneous input of at least 10-50 afferents is necessary to elicit a spike in an output neuron (Salin & Bullier, 1995) . Together this suggests that communication within the cortex is based on the relay of activity between large numbers of neurons.
The horizontal connections within the visual cortex are thought to be essential for the grouping of perceptual features into complex visual objects and to underlie the segregation of these objects from the visual background in the process of perception (Eckhorn et al., 1988; Engel et al., 1992; Gilbert, 1992; Singer & Gray, 1995) . A number of studies have been undertaken to determine the characteristics of these connections with cross-correlation analysis (Toyama et al., 1981; Michalski et al., 1983; T'So et al., 1986; Krüger & Aiple, 1988; Krüger & Mayer, 1990; Gochin et al., 1991; Hata et al., 1991; Schwarz & Bolz, 1991; Nelson et al., 1992) . With crosscorrelation analysis the probability that one unit fires in coordination with another unit and the time structure of this relationship can be estimated (Perkel et al., 1967; Abeles, 1982) . In this way the functional connectivity can be studied between two units. In these studies it has become clear that if a positive correlation is found in the activity between any two units or between the multiple unit activity at two sites, the peak of the correlation function will in most cases be at zero time delay, signifying a high probability for simultaneous activity [see Salin & Bullier (1995) for review]. This is well in line with the anatomical data, and indicates that direct interactions are weak relative to what has been termed common input. Common input is defined as external input which evokes simultaneous or synchronous activity in two or more sites. Different types of common input peaks have been identified based on their width at half height (Michalski et al., 1983; Krüger & Mayer, 1990; Gochin et al., 1991; Hata et al., 1991; Nelson et al., 1992; Nowak et al., 1995) . Although there are methodological differences and different ranges of reported widths, three types are identified in different cortical areas in a number of these studies: thin peaks with widths ranging between 3 and 30 ms, intermediate peaks with widths between 15 and 100 ms, and wide peaks from 100 to 1000 ms. It is not clear what the functional role is of these different types and by which connections they are mediated. At present only Steriade et al. (1996) have shown that different types of peaks can be associated with different states of cortical function. In the present study, two vertical arrays of 16 electrodes were used to record multiunit activity from two sites separated by 1 mm in the rat visual cortex. The correlations between these electrodes were calculated during spontaneous and visually evoked activity. It was investigated whether different types of correlation peaks could be identified, whether these had different spatial (electrode combinatorial) distributions in the visual cortex, and whether their occurrence changed spontaneously or in response to visual stimulation. Spontaneous changes in the types and occurrence of correlation peaks occurred which are probably related to changes in the level of anaesthesia. Insight into the relationship between the different types of correlation peaks and network behaviour was obtained by applying a mathematical method called partialization. The results of the present study indicate that as the level of anaesthesia becomes lighter, functional connections in the upper layers of the visual cortex of the rat become more outspoken.
Materials and methods

Surgery
Brown Norway rats received an initial dose of urethane (1 g/kg i.p.) followed by a continuous infusion of urethane through the tail vein at a rate of 50 mg/kg/h. Just before surgery and 30 min after the initial dose of urethane, ketamine HCl (50 mg/kg i.p.) was administered. The animal was then fixated in a stereotact, a hole was made in the scull over the visual cortex, two bone screws were driven in the skull in the forehead and glued with dental cement to a head holder. This made it possible to remove the earbars and other parts of the stereotact in front of the animal, providing an unobstructed means of visual stimulation and a lower requirement of analgesics. A third bone screw was driven in the scull contra lateral to the recording side and brought in contact with the dura as a reference for the electrophysiology. Temperature was monitored with a rectal probe and kept at 36°C. The corneas were protected with regularly applied drops of 0.3% Hypromellose.
Electrophysiology
Two linear arrays of 16 Ag/AgCl electrodes mounted on a flat glass shaft (width 1 mm) were used for the electrophysiological recordings. The electrodes were 50 ϫ 50 µm and spaced 150 µm, spanning a total length of 2300 µm (Otto Sensors probe P1323-12; Cleveland, OH, USA). The two arrays were inserted vertically in the visual cortex and were separated by 1 mm. In three rats two series of recordings were made and in two rats one series of recordings was made. In the first series the stereotactic coordinates of the electrode positions in the visual cortex were ™ 7 mm caudal from lambda and 3.5 and 4.5 mm lateral, in the second series they were positioned 5 mm caudal from Bregma with the same lateral positions (Stereotactic coordinates according to Paxinos & Watson, 1986) . To record signals throughout the depth of the cortical grey matter, the electrode arrays were inserted under microscopic inspection and it was attempted to position them in such a way that the upper electrode was just below the dura and the lowest electrode just in the white matter. It could not be verified after the experiment that this had indeed been the case, and after analysing the data we tend to believe that there had been a considerable variation in the depth of the electrode arrays in different series of recordings.
After amplification (20 000 times) and broad-band filtering (1-10 kHz, 6dB/oct), the 32 signals were fed into a series of analogue electronic filters to estimate the online level of multiunit spiking activity (MUA). The signals were first highpass filtered [cut-off 600 Hz, steepness 12 dB/oct, shape Butterworth (BW)], amplified (15 times), fullwave rectified and then lowpass filtered (200 Hz, 12dB/ oct, BW). The resulting low-frequency signals represent the 'amount' (envelope) of high-frequency (i.e. spiking) activity in the original signal (Eckhorn et al., 1988) . The signals were then digitized at 400 or 500 Hz per channel with a 12-bit amplitude resolution [Cambridge Electronic Design model 1401 (CED1401); Cambridge, UK] and stored on disk. Of the 32 signals, two were discarded in one array for the recording of timing signals representing visual stimulation onset. From the broadband filtered signals multiple unit activity could also be visualized by means of an oscilloscope and heard through a loudspeaker.
The rat visual cortex contains a high proportion (80%) of orientation selective cells, which can be further classified as simple complex and hyper complex as in cat and monkey (Burne et al., 1984) . Visual field positions in the present study were determined by locating where the largest response could be evoked for both electrode arrays with a moving light slit from a hand held projector. Visual stimulation during the recordings was done with an electrostatic monochrome monitor (Hewlett Packard HP1321 A) driven by a digital display generator (VENUS model 1020, Neuroscientific; frame rate 100 Hz; Farmingdale, NY, USA). The monitor was positioned at the location where the largest responses had been generated.
Each recording series consisted of a number of 7-10 min recording sessions in which, for example, three times spontaneous activity was recorded and six times a white moving bar (velocity 60°/s, bar width 2°, luminance 80 cd/m 2 , contrast 100%) was displayed on the black screen of a monitor at different orientations. A total of five animals were used in this study.
Signal analysis
Stimulus response histograms, auto-correlograms and cross-correlograms, both raw and partialized for all signal pairs, were calculated. In addition to these 'plus' valued averages 'plus-minus' averages were also calculated, to estimate the residual noise in the response histograms and correlations. For recording sessions with visual stimulation, stimulus response histograms were computed by averaging the responses over all stimulus cycles. The plus-min average was calculated by subtracting each second response from the previous one (Schimmel, 1967) .
All correlations were calculated using Fourier analysis. To do this, epochs with a length of 1024 samples (2.5 s at a sampling rate of 400 Hz) were successively processed from files containing 7-10 min of multiple unit activity (MUA) (165-235 epochs). With a sampling rate of 400 Hz, this resulted in power spectral density functions Sij(w) containing 512 frequency components ranging between 0.8 and 200 Hz. The total number of cross-and auto-spectra was 1 2 n(n ϩ 1) ϭ 15 ϫ 31 ϭ 465 for each recording. The data were processed as described below. First, the discrete Fourier transform (DFT) of an epoch of data (1024 samples) for each channel was calculated. This was followed by calculating, for all channel combinations, the complex conjugate product of the DFTs. This was repeated for all epochs and the products were averaged (Welch, 1967; Priestley, 1981) . By averaging the complex conjugate products over all epochs a statistical estimation is obtained of the mean cross power spectral density function for each combination of channels for the whole recording period. The plus-minus average cross or auto power spectral density function was obtained by successively adding and subtracting the complex conjugate products for all channel combinations over all epochs. Assuming that our signals are stationary processes, the mean of any power spectral density function has a normal distribution as the number of epochs (Ͼ 10) increases. Following the same logic as Schimmel in 1967, the error of any mean power spectral density function and it's plus-minus average have the same statistical properties, i.e. mean and standard deviation. Based on this statistical conformance, the plus-minus average can be used to estimate the standard error of the mean (SEM) of the averaged power spectral density functions. This is done by taking the absolute plus-minus average divided by the square root of 2. This method is used for its simplicity and the large amounts of computer resources which would otherwise be necessary to calculate the SEMs for so many crosspower spectral density functions simultaneously.
Finally, the auto (Rii(s)) and cross covariance (Rij(s)) functions were computed by inverse Fourier transformation and normalized with the total power or variance of the signals i and j (I and I) to obtain cross (auto) correlation functions (Pij(s) ϭ Rij(s)/(Rii(0)Rjj(0)) 1/2 ) (Priestley, 1981) . Plus-minus correlation functions were derived in the same way from the plus-minus power spectral density functions and normalized with the same variances as above. An advantage of this method is that we obtain an estimate of the standard error of the mean (SEM) which reflects the error resulting from all frequencies irrespective of the form of a correlation, instead of using the tails of the correlations which reflect only the error in the higher frequencies, and, moreover, do not account for the error at samples around zero time delay.
Amplitude spectra were calculated by Aij(w) ϭ (real 2 (Sij(w)) ϩ imag 2 (Sij(w))) 1/2 , also normalized and smoothed. Smoothing was performed by weighted averaging of samples with their neighbours (weights: 1-2-1). Coherency spectra were occasionally calculated by Cij(w) ϭ Sij(w)/(Sii (w)Sjj(w)) 1/2 (Priestley, 1981) . Although the method to calculate correlations in this study is fast, due to the finite length of the epochs, the estimation becomes less good towards the tails of the correlations. This problem was reduced by restricting the total correlation window (i.e. maximum negative to maximum positive time delay) to a quarter of the original epoch length.
The main objective of a correlation is to obtain knowledge about the functional connection between two neurons (or groups of neurons) from which signals are recorded. Because the connections between any two neurons are weak, correlations mainly reflect the coactivation of groups of neurons caused by network dynamics or (visual) stimulation. This coactivation is expressed in correlation functions as zero time delay peaks. One method, which has been introduced to remove common input in correlations caused by visual stimulation, is calculation of the shift predictor. The two signals, for which the correlations are calculated, are shifted one or more stimulus cycles and any correlation between the two signals, called the shift predictor, is then exclusively due to the stimulus and can be subtracted from the 'raw' correlation (Perkel et al., 1967) . In this study a generalized method has been applied to subtract or reduce common input from the correlations in a set of signals, including common input from intra cortical sources. The method is comparable to estimating the shift predictor for all possible shifts and subtracting this from the correlations. The method named partialization was described by Bendat & Piersol (1968) , but has, as yet, not been notably applied in neuroscientific studies. In the Fourier domain the algorithm for partialization looks fairly concise: For example, let's assume we have three signals: Then
In the ideal case in which d[t] ϭ 0, this formula reduces to
In most cases d [t] will not be null and neither will the contribution of common input be the same for all signals. As a consequence, partialization will only lead to a partial reduction of the common input. However, what should be stressed, is that in all cases a reduction of the common part (if present) will be obtained. Moreover, in this study correlations were not partialized to a single third signal but to a whole set of signals, i.e. the signals from all of the first or second array of electrodes. After partialization to a third signal, partialization can be performed in recursion to a fourth, a fifth and so on. The effectiveness of partialization then not only depends on how large the common input is compared with the independent part of the signals to which is partialized, but also on the number of signals containing this common input. Now, if the correlation between x[t] and y[t] was partly independent of the common part, this part would remain after partialization. This yields a specific estimation of the functional connection between the points x and y, and this result is precisely what we are aiming for. In this article, the term raw correlations will be used where we mean unpartialized correlations.
Analysis of the correlations
Correlation peaks were quantified by measuring two parameters: peak height (difference between maximum and minimum of the correlation) FIG. 1. Illustration of the three types of peaks and the filtering at 15 Hz we used to separate them. The thick lines represent the correlations, the thin lines their plus-minus counterpart. (A) Slow waves; (B) thin peaks; and (C & D) fast waves were identified as separate phenomena. Slow waves are completely determined by frequencies below 15 Hz, thin peaks by frequencies above 15 Hz. It can be seen that the form of slow waves and thin peaks remain the same after filtering. Fast waves, however, remain associated with slow waves after filtering. After partialization (D) in which we obtain fast waves in isolation, they are distorted by the filtering. The method of filtering was thus not adequate for the fast waves. All correlations, however, were filtered below and above 15 Hz for comparativeness. The correlation functions shown have a delay range from -255 ms to ϩ 255 ms. The scale bars to the left all represent a correlation strength of 0.1.
and peak width at half height. Only those peaks were selected for analysis and statistics which were at least five times the SEM as derived from the plus-minus correlation (see methods). In this paper three different types of peaks are identified based on their width. In © 1998 European Neuroscience Association, European Journal of Neuroscience, 10, 1490-1507 many cases two types of peaks were superimposed in the correlations. To separate these types, the correlations were calculated from cross power spectral density functions containing only the low (Ͻ 15 Hz) or the high (Ͼ 15 Hz) frequency components. In this article this method is referred to when the high-or low-frequency filtered correlations are discussed.
Results
For this study eight series of recordings were completed in five rats. Each series consisted of six to nine recordings of cortical activity with a duration of 7-10 min, at 30 electrode positions (as described in materials and methods). Stimulus response histograms were calculated for 41 sessions, from seven series in which activity had been recorded during visual stimulation. For all combinations of electrodes (30 ϫ 30), and for all recordings, the raw correlations were estimated, FIG. 3 . Averaged auto-and cross-amplitude spectra for a recording with much higher frequency activity, i.e. a thin-peak state. The cross spectra for channel combinations within the first and second array and the interarray spectra were separately averaged. They all show the same dip around 15 Hz with a maximum in the low-and a maximum in the high-frequency range. This contrasts with the appearance of the averaged auto spectra for all channels which is more or less flat around 15 Hz. (The auto spectra, however, are a good representation of the frequency content of the recorded signals.) Note that in the higher frequencies (20-100 Hz) the cross-amplitude spectra have a maximum around 50 Hz. The thick lines represent the same averaged spectra (first, second and interarray) after partialization to the first array. It can be seen that the first array and interarray spectra are greatly affected in both the low-and high-frequency range. The second array spectra, however, shows a considerable decrease only in the low-frequency range. Power in arbitrary logarithmic units.
FIG. 2. (A)
Distribution of peak width at half height for all significant (Ͼ 5 times the standard deviation of the plus-minus) raw (unpartialized) correlations. Each line (8) represents the accumulated data from one series of recordings. At the left the intra-array correlations (rw intra) and at the right for the interarray correlations (rw inter). The distribution of peak widths in the high pass (Ͼ 15 Hz) filtered correlations are almost all below 15 ms. This distribution contains one peak and corresponds with what we have termed 'thin peaks' (T). In the low pass (Ͻ 15 Hz) filtered correlations, the distribution of widths ranges from 40 up to 350 ms. This distribution, contains two peaks, which correspond to what we have termed 'fast waves' (F) and 'slow waves' (S). (B) Distribution of peak width at half height for all significant partialized correlations. Separate distributions are shown for each array to which was partialized, and again split up for intra and interarray combinations. Now only two peaks are visible, thin peaks (T) in the high-pass-filtered frequency components, and fast waves (F) in the low-pass-filtered frequency components of the correlations. Note that the distribution of peak widths corresponding to fast waves is less spread out for all series (between 40 and 100 ms) than the distribution of peak widths for fast waves in the raw correlations. No evident differences are seen in these distributions between partialization to the first or to the second array. Note that the numbers of fast waves in the interarray correlation distributions are much smaller than in the intra-array correlations.
© 1998 European Neuroscience Association, European Journal of Neuroscience, 10, 1490-1507 and these were partialized in two ways: (i) to the first array of electrodes and (ii) to the second array of electrodes. Approximately 90 000 correlations were analysed in this study. The electrode combinations and their correlations can be divided in two types. The correlations between electrodes on one array ('intra-array', the first or the second array), and correlations between electrodes in different arrays ('interarray'). The intra-array correlations reflect the (vertical) functional connections within a column (not a column in the classical neurophyiological sense) of neurons at a certain position in the visual cortex. The interarray correlations reflect the functional connections between neuronal columns at two different positions in the visual cortex, including the connections between units in the same cortical layer, i.e. horizontal connections. When discussing the changes in time of the correlations, and the differences between channel combinations (spatial differences) we have limited ourselves to the interarray combinations. Not only do the horizontal connections have our main interest in the present study, changes in time with respect to types and distributions of correlations are most clearly seen in the interarray correlations. Finally, the interarray correlations are the least susceptible to electrical disturbances and cross-over within the amplifying and filtering devices because the signals from the two arrays of electrodes were fed through separate amplifying and filtering devices. The different types of correlation peaks and the effects of partialization, however, apply to the whole set of correlations.
Description and filtering of raw correlation peaks
Three types of peaks were identified in the raw correlations (Fig. 1) , thin peaks, fast waves and slow waves. These types are quantified by measuring their peak width at half height. A distribution of their widths is given in Fig. 2A . This distribution is based on measurement of peak width at half height within the high pass filtered correlations (Ͼ 15 Hz) for the thin peaks and the low pass filtered correlations (Ͻ 15 Hz) for the fast and slow waves (Fig. 1) . Thin peaks have widths below 15 ms. Fast waves have widths ranging between 40 and 120 ms, and slow waves have widths between 160 and 300 ms. Filtering was applied because both thin peaks and fast waves were observed superimposed on slow waves and could be separated in this way. Thin peaks, and slow waves were also found in isolation. Fast waves, however, if present were always superimposed on slow waves in the raw correlations, observed as a sharp tapering on top of otherwise round curved slow waves (Fig. 1C) , or became evident after partialization (Fig. 1D) . With spectral analysis it was not possible to separate all three peaks. In fact only two maxima can be seen in the amplitude spectra of the cross power spectral density functions with a minimum around 15 Hz (Fig. 3) . The power spectral density of frequencies around 15 Hz is in most cases comparable in the plus and plus-minus frequency spectra, indicating that frequencies around 15 Hz do not contribute much to the correlations. Slow waves are completely determined by frequencies below 15 Hz, and thin peaks by frequencies above 15 Hz. This explains why, as shown in Fig. 1A ,B, the method of filtering worked well for slow waves and thin peaks, i.e. they were not distorted by the filtering. Therefore, reliable widths at half height can be measured for both, after filtering. For the third type of correlation peak, the fast waves, separation based on filtering did not work well. In the first place, because these correlations also contain low-frequency components so that they remained lumped together with the slow waves (Fig. 1C) . In the second place, because these correlations contain frequencies both below and to a lesser extent above 15 Hz, leading to a distortion in their appearance after filtering (Fig. 1D) . Thus, in cases where slow and fast waves were superimposed, width at half height could not be correctly measured. This resulted in measuring the width of either the top part of a slow wave or the bottom part of a fast wave. Nevertheless, a clear bipartate distribution in fast and slow waves could be identified in the widths at half maximal height for the low pass filtered raw correlations ( Fig. 2A) . Therefore, although the method of filtering was inadequate for correlations with superimposed slow and fast waves, we still obtain a separation of these types in the width distribution, and so we continued to use this method, which was simple and could be applied to large numbers of correlations. Furthermore, as will be seen, a better measurement of fast waves is possible after partialization.
Partialization
Partialization had a profound effect on the occurrence and strength of the correlations. Slow waves were affected the most. They were always largely reduced and in most cases practically eliminated after partialization, irrespective of the array to which was partialized. In accordance with this, as shown in Fig. 3 , the low frequencies in the power spectra were affected most by partialization. As an example Fig. 4A shows the effect of partialization on a large slow wave. On the right hand side of Fig. 4A two correlation functions are shown, one after partialization to the second array (Pt2) and the other after partialization to the first array (Pt1). In the first case (Pt2) a nonsignificant fast wave is seen and in the other case (Pt1) a significant fast wave is seen in comparison with the plus-minus correlation function (thin line). Above and below these correlation functions their amplitude spectra are seen set against the plus-minus spectra (thin line). The amplitude spectrum rises above the plus-minus spectrum only in the lower case, at frequencies around 10 Hz. To the left and below the original (raw) correlation function, the coherency spectra are shown of the raw correlation and the correlation after partialization to the first array (Pt1). In the raw coherency spectrum a monotonic decline of the power can be observed in the lowfrequency range with no indication for the existence of a fast wave. After partialization (Pt1) a maximum can be seen around 10 Hz corresponding to the observed fast wave. Figure 4B ,C also illustrate FIG. 4 . (A) Effect of partialization on a large slow wave. The raw unpartialized slow wave is seen at the left. The thin line represents the plus-minus correlation function. To the right, two partialized correlation functions are seen; the upper one is partialized to the second array (Pt2), the lower one has been partialized to the first array (Pt1). Again, thin lines represent the plus-minus correlation function which is the same as that for the raw correlation function. Both show the appearance of a fast wave. Only the lower one is significant with a peak height which is more than 5 times the SEM (estimated from the plus-minus). Above and below, are the amplitude spectra of these partialized correlation functions. The thin line represents the plus-minus amplitude spectrum. The lower amplitude spectrum rises above the plus-minus around 10 Hz, demonstrating the dominant frequency content of fast waves. Below the raw correlation function, two coherency spectra have been plotted; the raw coherency function (raw: thin line) and the coherency function after partialization to the first array (Pt1: thick line). In the raw coherency spectrum no indication is seen of a separate peak denoting the fast wave. After partialization, when the slow wave is eliminated a maximum emerges around 10 Hz, signifying the existence of a fast wave. (B) Two more examples of the effect of partialization. The raw correlations are shown at the left. The correlations were partialized to the first (Pt1) and the second (Pt2) array. The partialized correlations are shown at two delay ranges, the original from -320-320 ms and a magnified, ranging from -31-31 ms for more detail. In both cases, raw peaks with the broadest width, falling in the class of slow waves are removed from the correlations by partialization. In the upper example, a fast wave remains after partialization in the lower a thin peak. Note that the strength of the fast wave differs, depending on the array to which was partialized, whereas the thin peak retains the same strength independent of the array to which was partialized. the effectiveness of partialization in eliminating slow waves and in particular its differential effect on the appearance of fast waves. The effect of partialization is also clearly demonstrated in the distribution of peak widths after partialization, in which now only two types of peaks are displayed, thin peaks and fast waves (Fig. 2B) . In those cases where slow waves had been observed in the raw correlations, fast waves could now in many cases clearly be observed in isolation. Because of the elimination of slow waves we now obtain a better estimation of the range of widths of this type of peak. In the distribution of widths at half maximal height, they are now between 40 and 100 ms, with a maximum at 60 ms. As shown, fast waves displayed a variable height depending on whether the raw correlations had been partialized to the first or the second electrode array (Fig. 4) . Although thin peaks were much reduced in strength, they still remained clearly identifiable after partialization and significantly larger than plus-minus levels in many cases. Of interest is also, that their form remained the same irrespective of the array to which was partialized (Fig. 4C) . Therefore, partialization had a differential effect on the different types of correlation peaks. Thin peaks were affected the least, whereas slow waves were always greatly reduced or eliminated, and for both types this effect was irrespective of the array to which was partialized. Fast waves, however, were affected differentially depending on the array to which was partialized.
Time-dependent fluctuations of the raw correlations Large differences were observed between different recordings with respect to the number, type and strength of the correlations, and with respect to their location, i.e. the channel combinations where they were manifest. However, the changes from one recording to the next were not haphazard. Gradual changes were in most cases observed over a period of about an hour. These changes were spontaneous and no relationship with visual stimulation could be observed, although clear responses were observed in peri-stimulus time histograms (see below). During series in which only spontaneous activity was recorded the same gradual changes were observed. Figure 5 illustrates these spontaneous changes over a period of approximately 1 h for the correlations between electrodes in different arrays (interarray), limited to the combinations at the same depth (horizontal). The beginning and the end of this series is characterized by the presence of thin peaks. In between a completely different state is apparent with slow waves in the lower combinations. This has led to the recognition of two extreme states in the interarray correlations. At one extreme, the 'slow-wave' state, the correlations are characterized by the presence of exclusively slow waves in the interarray correlations (Fig. 7A) . At the other extreme, the 'thin-peak' state, correlations are dominated by thin peaks (Fig. 7B) . Slow waves could also be present in this state, but were of lesser magnitude than in the 'slow-wave' state.
Between both states thin peaks were superimposed on slow waves with variable relative strength. The same changes were seen in all series, although both extremes were not always present in one and the same series of recordings. In some series the thin peaks remained present in all recordings, whereas in others slow waves dominated.
The changes in the time domain were accompanied by changes in the frequency domain. During periods with exclusively slow waves in the interarray correlations a high power spectral density for frequencies below 15 Hz together with a low power for frequencies above 15 Hz was observed in both the auto-and cross-spectral density functions. Periods dominated by thin peaks showed the opposite, with a rise of the power for frequencies between 30 and 70 Hz, together with a decline of the power for the lower frequencies (Fig. 6) . Figure 3 shows the mean auto-and cross-amplitude spectra during a period with thin peaks. It can be seen that above 15 Hz there is a maximum around 50 Hz.
The changes in the frequency content of the auto spectra suggested that the level of anaesthesia varied during the experiments. Although it was attempted to maintain a steady level of anaesthesia by administering a continuous amount of urethane iv, this clearly was not the case. In several experiments, and hours after the first bolus injection of urethane, jaw and eye movements were occasionally observed. This would end spontaneously after about 10 min without having to administer additional anaesthetics. The periods in which this behaviour took place were invariably associated with an increase in power for the high-frequency components in the auto amplitude spectra and the appearance of thin peaks in all cross and autocorrelations. In addition to these observations, a very good correspondence can be seen between the spectral changes and the average activity of the recordings. Slow-wave states with a dominance of low frequencies in the power spectra are associated with depressed activity in the recordings, whereas an increase of power in the high-frequency range and thin-peak states are associated with an increase in the average activity (Fig. 6 ).
Spatial characteristics of the raw correlations
During 'slow-wave' states large differences in the height of slow waves for different combinations of electrodes (interarray) were observed ( Figs 5A, 7A) . The correlation strength of slow waves ranged from zero to 0.5 in these states, with many channel combinations not displaying significant correlations. When different periods with 'slowwave' states are compared within a series of recordings, the largest slow waves can be seen to be limited to the same subset of channel combinations (Fig. 5A) . This was the case in all series of recordings. The depth or channel where the largest slow waves occurred in 'slowwave' states differed in different series of recordings. In five out of eight series, they were confined to the middle and lower combinations of channels, in two there was a bipartate peak with strong slow waves in both upper and lower channels, and in one series the largest slow waves were found in the upper channels.
Thin-peak states were characterized by the presence of thin peaks in the correlations of all combinations of electrodes. In contrast to slow-wave states, thin-peak states thus invariably show an involvement of all layers of the visual cortex. The correlation strength of thin peaks, however, was relatively stronger at combinations where slow waves were weak or absent in the 'slow-wave' state (Figs 5A, 7 and 8). As the correlation strength of the thin peaks becomes larger the slow waves either diminish or remain present, but in that case also become more uniform in shape and strength for all combinations of channels. These differences between slow-wave and thin-peak states are also illustrated in Fig. 8 , where the spatial differences of slow waves and thin peaks are shown for the strictly horizontal interarray combinations of electrodes for one series of recordings in five different animals. Thin peaks and slow waves were, respectively, extracted from correlations which approached thin-peak and slowwave states as near as possible when these states were not outspoken. The correlations are numbered from 1 to 14, in which 1 denotes the correlation between the two channels nearest to the cortical surface and 14 the two nearest to the white matter. It can be seen, that thin peaks are generally larger at combinations where slow waves are relatively low and vice versa. In addition the largest thin peaks are mostly seen at depths above those where slow waves demonstrate a maximum. From these observations we conclude that thin peaks and slow waves are complementary both temporally and spatially and that thin peaks become most strongly manifest in layers above those where slow waves were present. This latter observation suggests that, in contrast to the 'slow wave' state, the functional connectivity is enhanced between neurons in the upper cortical layers during the 'thin peak' state. Fast waves became evident in most cases after partialization. Fast waves were then always observed to be limited both in time (Fig. 5 ) and in space (Figs 5 and 8) to electrode combinations where slow waves had been observed in the unpartialized correlations. Fast waves are thus associated with slow waves both temporally and spatially. However, not all electrode combinations with slow waves display fast waves after partialization. As can be seen in the distribution of fast waves in Fig. 2 , the numbers of significant fast waves are relatively lower in the interarray correlations compared with the intraarray correlations. In several series of recordings, fast waves were observed to be limited to the strictly horizontal combinations of channels and thus to be organized in a laminar fashion (Fig. 9B) .
Stimulation vs. correlation
Visual stimulation had no effect on the type of correlations which occurred. For example, in many cases no change was seen between two successive recordings, one with spontaneous activity and the second with visual stimulation, or two recordings with visual stimulation at orientations with 90°differences. Nevertheless, distinct and significant responses were observed after averaging in the peristimulus time histograms for all series. Differences were noted in the strength of the response for different channels, and in all cases a depth profile could be observed with a peak response at a certain depth or channel for both arrays. Within a series of recordings at one site, the largest responses remained associated with the same channels irrespective of the stimulus orientations. In a few cases some change was observed in the strength of the largest responses in correspondence with the orientation of the stimulus. It was not possible, however, to obtain responses with clear orientation selectivity, although these are known to exist in the rat. This was probably due to the fact that the signals were not recordings of individual units but represented the mean activity of a local population of neurons, including neurons with various orientation tuning properties. The channels or depth where the largest response was found, varied for different series of recordings. Of interest, however, is that there was a consistent correspondence between the depth where the largest slow waves were measured and the largest responses. Figure 9 illustrates this correspondence for four animals (A-D), the recording series in which they were visually stimulated (S1 and S2), and for each electrode (first or second) in this series. Each square represents the electrode position where a slow-wave maximum (vertically) and a response maximum (horizontally) was found. A correspondence between slow waves and response is suggested by the fact that all squares lie approximately on the diagonal (Fig. 10 ).
Discussion
Types of correlation peaks
In this study the correlations between signals representing the envelope of MUA in the visual cortex of the rat were studied. In these correlations three types of peaks are identified, based on peak width at half maximal height. This tripartite distribution of peak widths corresponds well with the results reported by others (Krüger & Mayer, 1990; Gochin et al., 1991; Nelson et al., 1992; Nowak et al., 1995; Kruger & Aiple, 1988) . Gochin et al. (1991) reported a tripartite separation of correlation peaks in the infero-temporal cortex of the monkey. Nelson et al. (1992) and later Nowak et al. (1995) have also identified three peak types, based on single cell and multiple unit activity within areas 17 and 18 the visual cortex of cat (Nelson et al., 1992) and between both hemispheres . The present study extends these findings to the rat. However, differences in peak widths are reported between different studies for each type of peak, possibly depending on the animal, the area from which was recorded, the distance between recording sites, or methodological differences. Nelson et al. (1992) and Nowak et al. (1995) have named their correlation peaks T, C and H type couplings, although the peak widths in both studies show substantial differences which are not explained. Because there are methodological differences between our study and former studies we are not sure that the same phenomena have been described, and therefore have named the peaks in this study thin peaks (T), fast waves (F) and slow waves (S). The thin peaks in this study with peak widths below 15 ms and a maximum around 10 ms, nevertheless, correspond well with the width distribution of the T-type correlation peaks in the study of Nowak et al. (1995) . A good correspondence is also seen between the fast waves FIG. 6 . Spectral changes in the averaged auto amplitude spectra from the same series of recordings as the correlations shown in the previous figure. Gradual changes can be seen over a period of 1 h. Two extremes are shown on the right. The lower spectrum was taken from the 19:42 recording, the upper from the 20:13 recording. The first demonstrates the spectral properties during a thin-peak state, the second during a slow wave state. Complementary changes are observed in the low-and high-frequency range, pivoting around 15 Hz. As the power in the high-frequency range declines, the power in the low-frequency range rises from 19:42 to 20:13 (h). Below the average MUA activity in arbitrary units (average MUA -j-) for all channels in one array for each recording period is plotted for the same recordings. The SEMs are very small suggesting that the changes are highly significant. A very good correspondence can be observed between the changes in the average activity, and the spectral changes in the low (0-10 Hz s) and high (30-80 Hz d) frequency range.
© 1998 European Neuroscience Association, European Journal of Neuroscience, 10, 1490-1507 in our study and the C type peaks in the Nowak et al. (1995) study and the intermediate peaks in the study by Gochin et al. (1991) . The correspondence between slow waves and H-type or the widest peaks in the report of Gochin et al. (1991) is less obvious, as both incorporate a much larger range of widths than our slow waves. However, our correlation window precludes peaks with widths much larger than 300 ms at half height, although they may well have existed. The C-type peaks in the study of Nelson et al. (1992) , however, clearly seem to be in conflict with our intermediate type, the fast waves and the C-type peaks in the study of Nowak et al. (1995) . C-type peaks have a width distribution in the Nelson et al. (1992) study between 15 and 60 ms, whereas the fast waves in our partialized data from the rat, have a width distribution between 40 and 100 ms.
Thin peaks, fast and slow waves differ in a number of ways from each other. Apart from the differences in width and frequency content, they are differentially affected by partialization, they show a different spatial distribution, and demonstrate reciprocity of their occurrence in time. These differences have a functional significance which follows from the differential effects of partialization.
Effects of partialization
As discussed in materials and methods, the effectiveness of partialization depends on the number of channels receiving a common input; the more widespread the synchrony is, the more effective partialization will be. At this point we would like to introduce the term assembly in conjunction with partialization, because sometimes it is easier to understand the effects of partialization when neurons are considered belonging to an assembly. An assembly is a number of neurons, not necessarily localized, whose activity is synchronized at zero time delay for some period of time. Neurons can take part in different assemblies at different times and even at the same time. If we were to record activity from at least three neurons taking part in an assembly, the common part in the cross-correlations between these three neurons would be the assembly associated synchrony. Consequently, partializing the correlation between two of these neurons with the correlations they have with the third, is then subtracting/ reducing that part in the correlation which represents the synchronous activity of the assembly. The effectiveness of partialization will depend on the number of independent recordings from units taking part in an assembly. The activity of large assemblies, encompassing a large degree of neurons in a large area of the visual cortex, will be recorded in many channels and therefore will be easily partialized out of the correlations in contrast to small localized assemblies. Changes in the correlations after partialization can therefore give us information about the extent of the assemblies responsible for the raw correlations. In terms of assemblies, one can say that after partialization the remaining synchrony between two points indicates whether neurons at these locations form an assembly, which is not shared with the other locations to which was partialized. Correlations between a channel of the first array and channels of the second array partialized to the first array, indicate whether assemblies exist between this particular channel and channels of the second array independent of all other channels in the first array. This can give us information about the functional interaction between a specific channel of one array and the whole column at the second array. In terms of functional connections this may give information about the divergence or convergence (depending on how the direction of influence is interpreted) between one channel in the first array and all channels in the second array.
In the present study, the different types of correlation peaks were differentially affected. Slow waves were strongly reduced, irrespective of the array to which was partialized. This indicates that they represent common input to a large number of channels in both arrays, or in other words represent large assemblies of synchronously active neurons. The thin peaks were affected the least, and remained similar irrespective of the array to which was partialized, indicating that they represent common input to a few channels and in some cases only to the two channels for which the correlation was estimated. This FIG. 8 . Comparison of the slow-wave state and the thin-peak state for a series of recordings in five different animals. Shown are the raw unpartialized high-and low-pass-filtered correlations. Thin peaks were extracted from thin-peak states or states which come nearest to what we would call a thin-peak state and slow waves from slow-wave states. In a number of cases one type of state was not fully expressed. For example in the bottom two series (D and E), thin peaks were seen in all recordings, whereas in the upper series (A) thin peaks were only weakly present in one recording. Here also only the strictly horizontal combinations of electrodes are shown, with 1 the uppermost and 14 the lowest combination. In all cases, slow waves in the slow-wave state show a maximum, which is in most cases centred on the middle electrodes. In the bottom two, slow waves are not restricted to a limited number of channels. In these cases we assume that the slow-wave state was not fully expressed. Thin peaks can be seen to be largest in all cases on the upper combinations of electrodes. suggests that they are generated by small assemblies of neurons which do not incorporate neurons at the other electrodes in the two arrays. Fast waves, acquired a different appearance depending on the array of partialization. For example, partializing to one array could result in the appearance of a fast wave, and to the other array in no correlation peak at all. This indicates that fast waves represent common input localized to a restricted set of channels in one or the other array of electrodes. Fast waves therefore are generated by more localized assemblies of neurons in comparison to slow waves, but less localized than the thin peaks. In a number of cases the fast waves were strongest on the diagonal of the interarray correlations (Fig. 8B) , indicating that the fast waves represent horizontal interactions between neurons with connections having little vertical divergence. As fast waves were so clearly associated with slow waves, this implies some relationship between these two types of correlation peaks. Interestingly, Nowak et al. (1995) also show a larger association between their C and H type peak than statistically expected and a FIG. 9 . Spatial distribution of slow waves before and fast waves after partialization. (A) Spatial distribution of slow waves in a slow waves state of series 1, rat C, interarray correlations. Here also slow waves can be observed to be restricted to the middle and lower combinations of electrodes. Vertical scale bar, 0.1; correlation window, from -255 to ϩ255 ms. (B) After partialization, fast waves become apparent on the strictly horizontal combinations of channels, but only on those combinations where slow waves previously had been seen. Vertical scale bar: 0.1, correlation window: from -255 to ϩ255 ms. very low incidence of solitary C-type peaks. Munk et al. (1995) have suggested that H type peaks are generated by polysynaptic pathways and T and C peaks by common input through monosynaptic connections. This is well in line with the results in this study in which we interpret the slow waves as large assemblies of neurons, most likely representing network behaviour across polysynaptic pathways. Fast waves then could be the generators of this network behaviour through coupling of monosynaptic horizontal connections in the lower parts of the cortex. This would also explain why fast waves and slow waves cannot be spectrally separated.
Time-dependent changes of the correlations and their spatial distribution
Two states were recognized in the correlations. The 'slow-wave' state and the 'thin-peak' state. It is well established that the depth of anaesthesia can be related to the frequency content of the surface EEG (Lopez da Silva et al., 1972) . Moderate concentrations of anaesthetics and deep sleep are associated with an increase in the spectral power of frequencies below 10 Hz and a decrease of spectral power for frequencies above 20 Hz and vice versa during the recovery from anaesthetics. These spectral changes are accompanied by shifts in the amount of neural activity, with an increase of neural activity as an animal recovers from deep sleep to a waking state (Noda & Ross Adey, 1970a, b; Steriade et al., 1996) . Based on the frequency content of the auto spectral density functions (Fig. 6 ), the changes in the level of average activity, and the presence of animal movement during the thin-peak state it is assumed that both states represent different levels of anaesthesia: the slow-wave state a deep level and © 1998 European Neuroscience Association, European Journal of Neuroscience, 10, 1490-1507 the thin-peak state a superficial level of anaesthesia. The appearance of correlation functions between neurons have been shown to be affected by the level of anaesthesia or state of sleep (Holmes & Houchin, 1966; Noda & Ross Adey, 1970a; Steriade et al., 1996) . Holmes & Houchin (1966) studying the urethane anaesthetized rat, reported broad correlation functions during deeper levels of anaesthesia which disappeared at lighter levels of anaesthesia. Steriade et al. (1996) have shown that correlation functions between the local field potentials at different sites change from wide to thin peaks on waking, with corresponding changes in the spectral properties which are well in line with our findings. The EEG of sleep is characterized by highamplitude low-frequency activity in the delta range (1-4 Hz) also named slow waves. EEG slow waves have been interpreted as caused by the synchronous activity of large groups of neurons. Because a slow-wave state is interpreted as a deep level of anaesthesia a direct relationship between EEG slow waves and correlation peak 'slow waves' is very suggestive. This is also in accordance with our conclusion that the 'slow waves' in our correlation functions represent large assemblies of neurons. During awake states, as in the recovery from anaesthetics, the EEG is characterized by a rise in highfrequency activity (30-70 Hz), albeit with a low amplitude. This has initially been interpreted as a decrease of neuronal synchrony. In the thin-peak state a rise of high-frequency activity is found in both auto-and cross-spectra, together with an increase of neural activity, suggesting that this state represents an activation of the cortex in comparison with slow wave states. In this state many thin peaks are observed, which represent small independent assemblies of neurons as interpreted from the effects of partialization. As they are independent, this explains why the amplitude of the high-frequency activity in the surface EEG remains relatively low. Stimulation of the mesencephalic reticular formation under anaesthesia has also been shown to shift the relative power of the frequencies in the EEG from low-to high-frequency dominance, mimicking an awake state (Bremer et al., 1960; Steriade et al., 1991) . Munk et al. (1996) have recently shown that following stimulation of the mesencephalic reticular formation, not only is there a rise of high-frequency activity in the gamma range (30-70 Hz) within the visual cortex, but also an enhancement of the cross-correlation strength between two recording sites visually stimulated. The correlation peaks in their study typically have a frequency content and width similar to our thin peaks. In accordance with the present study, the studies of Munk et al. (1996) and Steriade et al. (1996) therefore both indicate that correlations with a high-frequency content are associated with (near) waking states. In light of the fact that we also observed the same type of frequency shifts in the auto and cross-coherence spectra, we are inclined to believe that the phenomena we have described in this paper were induced by spontaneous changes in the influence of the mesencephalic reticular formation on the visual cortex in the rat.
The above findings together with the effects of partialization suggest that thin peaks and slow waves (with fast waves) are associated with different functional states of the cortex and have a different functional role. This conclusion is underscored by the differences in spatial distribution between thin peaks and slow waves. As shown in Figs 5, 7 and 8 slow waves and thin peaks are also complementary in space. In several cases slow waves were even absent in some combinations of channels, indicating that the functional connectivity in a number of layers only becomes measurable during the thin-peak state and thus on activation of the cortex. The depths where thin peaks and slow waves were maximal showed a large amount of variability between different series of recordings. However, we assume that it were in fact the upper cortical layers which became more activated during the thin-peak state, and that activation of the cortex thus involves an activation of functional connections in the upper layers of the cortex. This is based on the following reasoning. When inserting the electrode arrays for recording activity, we did not have a proper method to estimate their depth in the cortex. Consequently, the depth of the arrays varied. However, some comparison between different series and an estimation of the depths of the arrays is possible in retrospect. In all cases visual stimulation led to responses which were maximal at a certain depth and also varied between series of recordings. From anatomical and physiological studies, it has been suggested that the maximal thalamic activation of the visual cortex can be found in layer IV (Herkenham, 1980; Kenan-Vaknin & Teyler, 1994) . As shown in Fig. 10 , a close correspondence was found between the depth where the maximal response was measured and where the slow waves had the largest correlation strength. This indicates that the slow waves were concentrated around and below layer IV of which Fig. 5A is a good example. In cases where maximal slow waves and responses were located in the lower parts of the array, thin-peak activation can be seen in the upper layers. This leads us to propose that activation of the cortex involves an activation of the functional connections in the upper layers of the cortex with synchrony between small groups of neurons. In support of this proposal is the observation of cells with activity showing bursting properties, named chattering cells by Gray & McComick (1996) . These neurons are thought to be responsible for mediating synchrony in the gamma range and are found in layer II and III of the cat visual cortex.
Other studies have not reported the association between different types of correlation peaks and any particular state. Moreover, three types of peaks have been described in both awake and anaesthetized animals (Ahissar & Vaadia, 1990; Nowak et al., 1995) . In this study, however, we do not claim that thin peaks or slow waves are exclusively associated with one or other particular state, only the dominance of a certain peak type in a particular state and the reciprocity of thin peaks and slow waves. If this principle of reciprocity is extended, it might be hypothesized that thin peaks represent perceptual salience and fast waves perceptual insignificance. Neural responses to visual objects which draw attention would lead to thin-peak generation between neurons activated by different features of the same object. Visual objects which do not draw attention, although they do evoke neural responses, would lead to fast-wave generation. As an animal becomes drowsy and sensory input is of less interest, fast waves dominate the network behaviour of the cortex and a slow-wave state ensues.
In this study we did not observe effects of visual stimulation on the strength or types of correlations. This does not mean that visual stimulation had no effect on the correlations. It should be kept in mind that by using Fourier transformation, we obtained the averaged cross-correlation over the whole recording period. However, as shown by Vaadia et al. (1995) and Nowak et al. (1995) , correlation strength can change rapidly during a stimulation sweep and it may well be that there were large changes in the correlation strength on a short time-scale which could not be detected with our methods.
In retrospect it is surprising that during a series of recordings in which large changes were seen in the correlations, the strength of the visual responses did not show significant change. Interestingly, Munk et al. (1996) studying the effects of electrical stimulation of the mesencephalic reticular formation, also found that the responses to visual stimulation remained stable, although large changes were found in the strength of the correlations.
