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11. Introduction
Traces of turbulence can be observed in several everyday situations,
ranging from large scale behavior such as storms and windy weather,
to smaller scales such as a beverage inside a shaken bottle, or flow of
water from a tap. As opposed to smooth, slowly varying behavior of
near equilibrium systems, turbulent phenomena are better described
by chaos, complexity and disorder. It seems however reasonable to
expect turbulent systems to be described by some general laws of fluid
mechanics, although it is quite obvious even to the naked eye that a
turbulent flow cannot be represented by some well behaved solution of
a partial differential equation.
The scientific problem of turbulence is often said to be the last great
unsolved problem of classical physics, having puzzled scientist for cen-
turies. The reason for its obscurity is not because we don’t know the
underlying physical laws that describe it, but because we do not know
how to interpret them. Indeed, the equations that are supposed to
describe turbulence have been known since the 19th century after the
works of C-L. Navier and G.G. Stokes, yet their solution is in general
unknown.
It is the purpose of this introductory section to clarify this apparent
discrepancy, and to explain the modest contribution of the present au-
thor in it’s understanding.
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The behavior of constant density fluid and gas flow is adequately de-
scribed by the incompressible Navier-Stokes equations,
∂tv¯(t, x¯) + v¯(t, x¯) · ∇v¯(t, x¯)− ν∆v¯(t, x¯) +∇p(t, x¯) = 0
∇ · v¯(t, x¯) = 0, (1)
which is to be solved for the vector field v¯(t, x¯). The scalar field p(t, x¯),
denoting the pressure, can be solved in terms of v¯ by the using the
latter incompressibility equation. The parameter ν is the kinematic
viscosity of the fluid. The vector field v¯ then describes the velocity of
an infinitesimal fluid element at time t and at position x¯.
Using the equations and some characteristics of the system under
consideration, one can derive a number quantifying the flow behavior,
known as the Reynolds number,
Re =
LV
ν
.
Here L stands for the general size of the system, V is the average speed
of the fluid and ν is the kinematic viscosity. The laminar and turbu-
lent flows correspond respectively to small and large Reynolds numbers.
Perhaps the most familiar everyday example of the two cases can be ob-
served in running water from a tap: open the tap a little and the flow
is smooth, calm and transparent, but as the tap is opened to its fullest,
the flow becomes very complicated and opaque. Indeed, it seems that
in the turbulent regime (almost) all predictability is lost. On the math-
ematical side, the Navier-Stokes equations are notoriously difficult to
handle. In three dimensions even the existence of solutions at all times
is poorly understood.[1]
The differences between laminar (or nearly laminar) and turbulent
flows can also be described by injecting dye into the fluid, or by dropping
a test particle in it and observing its motion, as depicted in Fig. 1. In
science literature these methods are known as the passive scalar and
passive tracer, respectively. In a laminar flow the test particle is seen
to follow a rather smooth and predictable path, whereas in a turbulent
flow the path seems almost completely random: even if the particles
start very close to each other, they quickly disperse away from each
other. This is typical to what is known in science as chaotic dynamics.
Corresponding behavior can also be observed in the behavior of the
dye. In a laminar flow, the dye flows smoothly and decays slowly due to
thermal diffusion. In a turbulent flow the dye is mixed and stirred into
a mess with no discernible features. All this might lead one to conclude
that we have failed in one of the two main goals of theoretical physics:
to predict behavior of physical systems under known laws of nature.
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(a) (b)
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Figure 1. Comparison of laminar and turbulent flows.
(a) shows a passive scalar in a laminar flow and in (b) a
few paths of a tracer particles are sketched. Figures (c)
(Prasad and Sreenivasan) and (d) show the same but in
a turbulent flow.
The apparent randomness in turbulent flows quite naturally leads to
the hypothesis that perhaps in some way it is random. We may compare
the situation to a much more simple case of a small test particle sus-
pended in a fluid that is in equilibrium. The particle seems to undergo
apparently random motion due to collisions of the fluid molecules. Such
behavior was observed and documented by a Scottish botanist Robert
Brown in the beginning of the 19th century, after whom the mathemat-
ical description of Brownian motion was named. Although seemingly
random, the molecules in the fluid certainly follow the Newtonian laws
of mechanics. It’s just that there are so many of them that it is quite
difficult to describe the behavior of the test particle, starting from first
principles. We may in fact fare much better by assuming the collisions
to occur at random, prescribed by some probability distribution. So
although we are unable to predict exactly the motion of the particle,
the probabilistic theory tells us it’s exact statistical properties. For ex-
ample in Brownian motion, the average distance squared of a particle
grows linearly in time, i.e. 〈r¯(t)2〉 ∝ t. All the other average quantities
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Figure 2. A trajectory of a Brownian motion.
can be expressed similarly. Considering the apparent randomness of
test particle paths in turbulent fluids, it seems reasonable to attempt
to formulate the problem in a completely statistical manner as with
Brownian motion, at least in the case of fully developed turbulence in
the limit Re→∞. Keeping L and V fixed, this amounts to the limit of
vanishing viscosity ν. One attempt in this direction is to add a random
forcing term in the Navier-Stokes equations, describing e.g. shaking of
the fluid container, and by trying to describe the behavior of the ve-
locity field v¯ by trying to compute its averages. We can for example
ask what is the average value of the velocity field v¯ in a given position
x at time t. We show in Fig. (3) a typical snapshot of a turbulent
fluid where the arrows depict the velocity field v¯. In practice we can
do this by calculating a time average 1
T
∫ T
0
v¯(t + s, x¯)ds over some suf-
ficiently long time interval T . It is a rather general property of chaotic
behavior that such time averages equal averages over some probability
distributions, in which case we equate the time averages with ensemble
averages, 1
T
∫ T
0
v¯(t+s, x¯)ds = 〈v¯(t, x¯)〉. This relies on the assumption of
a statistical steady state, which roughly speaking means that the time
averages taken e.g. a few hours apart yield the same results. We can
also consider conditional probabilities by asking what is the probability
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Figure 3. A typical snapshot of a velocity field configu-
ration at a time t (approximated as a lattice). Fields close
to each other (at x1 and x2) are more strongly correlated
than faraway vector fields (x1 or x2 and x3).
distribution of v¯(t, x¯′), given the statistics of v¯(t, x¯), which is connected
to the pair correlation function 〈v¯(t, x¯)v¯(t, x¯′)〉.1 This construction is
naturally generalized to the n -point correlation functions of n vec-
tor fields. Knowing all the correlation functions amounts to knowing
the exact statistics of the problem. Usually one is however satisfied in
understanding the properties of the so called (longitudinal) structure
functions, defined as
Sn(r) = 〈[(v¯(t, x¯+ r¯)− v¯(t, x¯)) · rˆ]n〉. (2)
Note that the structure function is assumed to depend of the distance
between the fields alone. It relies on the subtle assumptions that far
away from the boundaries of the physical system, the behavior is ho-
mogeneous and isotropic, i.e. there is no preferred direction or place
inside the flow. This is a general manifestation of a symmetry of the
system: we say that the flow is invariant under translations and rota-
tions if the laws remain the same at different locations and directions.
In the limit of vanishing viscosity ν → 0, the Navier-Stokes equations
are also believed to be scale invariant at scales much smaller than the
characteristic forcing scale Lf : if v¯(t, x¯) is a solution to the equation,
then so is v˜(t, x¯)
.
= λ−ζ v¯(λ1+ζt, λx¯), where λ is a scaling parameter
1Of course, this could be generalized to non equal times as well.
8
and ζ is some unknown scaling exponent. Applying this blindly to the
structure function would give
Sn(r) = Cnr
nζ (3)
with some n dependent constant factor Cn. Of course, this is not going
to be very helpful until we find out a way to determine the scaling
exponent α.
The modern study of turbulence is considered to have begun in 1941
after the works of Andrey Nikolaevich Kolmogorov in his seminal paper
[2], where he obtained the exact result for the n = 3 structure function,
implying that the scaling exponent is ζ = 1/3. However this is true
only for the n = 3 case. Indeed, it has been observed in experiments
and in numerical simulations that the scaling exponent actually grows
slower than linearly as a function of n. This peculiar scaling property
is broadly defined as anomalous scaling2, and its study is at the center
stage of contemporary turbulence research. The reason for the anomaly
is that the limits ν → 0 and Lf →∞ are singular, and therefore require
a more sophisticated analysis. These aspects will however not be further
pursued here. Suffice it to say that the problem is far from being solved
despite a multitude of more or less successful attempts.
It seems reasonable to expect that anomalous scaling of the veloc-
ity correlation functions should also manifest as anomalous scaling of
the passive scalar and tracer correlation functions. What is not at all
obvious is the fact that these passive quantities exhibit anomalous scal-
ing even for nonanomalous velocity statistics, as observed by Robert
Kraichnan in the sixties [3]. Kraichnan studied the anomalous scaling
problem via the passive scalar equation (to be defined below), where
the velocity statistics were prescribed as a mean zero, gaussian velocity
field determined via the pair correlation function
〈vi(t, x¯+ r¯)vj(t′, x¯)〉 = δ(t− t′)Dij(r¯, L), (4)
where δ(t) is the Dirac delta function and Dij is a divergence free tensor
field that scales as ∝ rξ with ξ between zero and two.3 The model in-
corporates an ”integral scale” L, which describes the size of the system.
This model can hardly be deemed a realistic model of fully developed
turbulence because 1) it is Gaussian, 2) it is completely decorrelated in
time due to the Dirac delta function and 3) because (in three dimen-
sions) it is not even a steady state for physical values of ξ, as will be
2It should be pointed out that usually the term ”anomalous scaling” is used
to describe noncanonical scaling, and the different scaling exponents of different
structure functions is known as multiscaling.
3More exactly, the structure function exhibits this scaling in the limit L→∞.
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discovered in the last of the papers in the present thesis. It will how-
ever provide us with important insight on the physical mechanism of
anomalous scaling.
The passive scalar equation is
∂tθ(t, x¯) + v¯(t, x¯) · θ(t, x¯)− κ∆θ(t, x¯) = fL(t, x¯), (5)
where κ is a small molecular diffusion constant due to thermal noise, and
fL is a (Gaussian) pumping term acting on a characteristic length scale
Lf , designed to counter the eventual dissipation of the scalar. Consid-
ering the inertial range asymptotic behavior with lκ < r < L amounts
to sending lκ → 0 and L→∞, (where lκ is a length scale depending on
κ). We still have the finite forcing length scale Lf , which will either be
sent to infinity in the case of large scale forcing, or to zero in the case
of small scale forcing. The problem is then exactly solvable [4], and one
can show that in certain situations, the passive scalar structure func-
tions exhibit anomalous scaling (for n > 2) [5, 6, 7, 8]. The existence
of anomalous scaling for large scale forcing was traced to the existence
of ”zero modes”, which are certain statistical integrals of motion of the
passive scalar. They arise by applying the passive scalar equations of
motion (5) to the correlation functions, and by requiring them to be
constant in time. Similar phenomena was observed also for the small
scale forcing [9], i.e. when Lf  r. Curiously, it was also observed in
[10] that in the case of a small scale forcing, the isotropy hypothesis
does not hold for a general class of physically realistic forcings: there
are now anomalous scaling exponents of the anisotropic sectors that
dominate the large scale behavior over the isotropic exponents.
Inspired by the success of the passive scalar problem, it was natural
to extend the study of Kraichnan advected passive quantities to vector
fields. The advantage of the passive vector problem is that already the
pair correlation function is anomalous. These models include e.g. the
magnetohydrodynamic model (see e.g. [11]), the linear pressure model
a.k.a the passive vector (see e.g. [12, 13, 14]) and the linearized Navier-
Stokes equations. In [15] a specific model dubbed the A -model, was
conceived, that incorporates all of the above models via a parameter A.
It is the central theme of the present thesis to study various aspects
of the A model (starting by demoting A to a). The first paper is con-
cerned with the so called ”dynamo effect” of magnetohydrodynamic
turbulence. The purpose of the paper is to study the circumstances un-
der which the steady state assumption is not valid, which manifests as
an unbounded growth of the pair correlation function, and to obtain the
growth rate at which the dynamo grows. The problem was considered
in the limits of zero and infinite Prandtl numbers, where the Prandtl
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number describes the relative strengths of magnetic vs. thermal diffu-
sion effects. The dynamo effect has been studied before in the context
of the Kraichnan model, although the results have in the end been nu-
merical. The purpose of the paper was to present an analytical solution
to the problem, although the scheme used was rather approximative in
nature. The problem was also extended to arbitrary dimension, and it
was observed that the existence of the dynamo depends on the space
dimension.
The second paper consists of a study of the pair correlation function
steady state for general values of a. Both small and large scale forc-
ings are considered with the goal of uncovering the possible anomalous
behavior. We also considered anisotropic forcing in the hopes of find-
ing traces of anisotropy dominance, as in the large scale passive scalar
problem. The small scale problem has been studied before in several
cases (see the references above and in the paper), although not much
has been done in the case of the linearized Navier-Stokes equation. The
large scale results are completely new, and although the large scales are
in general anomalous, the anisotropy dominance in these models was
found out to be rather an exception than a rule. One should note that
a simple zero mode analysis is not enough to obtain such results, but
instead one must genuinely invert the zero mode operator. In other
words, one also needs to determine whether a zero mode is actually
present in a particular solution or not, which in turn depends on the
forcing. In this sense all the passive vector findings are also new, as
previous studies have been content with only finding the zero modes.
The third paper is concerned with the important question of existence
of the steady state solution, without which all the steady state results
would only have conjectural value. Methods similar to the previous
paper were employed to find a critical value of the roughness exponent
ξ below which the steady state exists in any dimension d. Previously
the existence problem has only been addressed in the magnetohydro-
dynamic and linear pressure model cases only. The iteration formulae
presented in the paper also seems to be an efficient tool for a more
general study of nonlocal linear partial differential equations.
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Abstract The existence of a dynamo effect in a simplified magnetohydrodynamic model of
turbulence is considered when the magnetic Prandtl number approaches zero or infinity. The
magnetic field is interacting with an incompressible Kraichnan-Kazantsev model velocity
field which incorporates also a viscous cutoff scale. An approximate system of equations in
the different scaling ranges can be formulated and solved, so that the solution tends to the
exact one when the viscous and magnetic-diffusive cutoffs approach zero. In this approxima-
tion we are able to determine analytically the conditions for the existence of a dynamo effect
and give an estimate of the dynamo growth rate. Among other things we show that in the
large magnetic Prandtl number case the dynamo effect is always present. Our analytical es-
timates are in good agreement with previous numerical studies of the Kraichnan-Kazantsev
dynamo by Vincenzi (J. Stat. Phys. 106:1073–1091, 2002).
Keywords Dynamo · Magnetohydrodynamic · Turbulence · Kraichnan-Kazantsev
1 Introduction
The study of the dynamo effect in short time correlated velocity fields was initiated by
Kazantsev in [15], where he derived a Schrödinger equation for the pair correlation func-
tion of the magnetic field. However, that equation was still quite difficult to analyze except
in some special cases. The large magnetic Prandtl number Batchelor regime was studied
by Chertkov et al. [5], with methods of Lagrangian path analysis of [4, 21]. However this
approach is valid only for limited time (until the finiteness of the velocity field’s viscous
scale becomes relevant) even for infinitesimal magnetic fields. For the problem involving
the full inertial range of the advecting velocity field, Vergassola [22] has obtained the zero
H. Arponen ()
Department of Mathematics and Statistics, Helsinki University, P.O. Box 68, 00014 Helsinki, Finland
e-mail: heikki.arponen@helsinki.fi
P. Horvai
Science & Finance, Capital Fund Management, 6-8 Bd Haussmann, 75009 Paris, France
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mode exponents in the inertial range (and hence a criterion for presence of the dynamo).
Vincenzi [23] obtained numerically (in three dimensional space) the dynamo growth rate at
finite magnetic Reynolds and Prandtl numbers. However, until now, an analytical method to
obtain the dynamo growth rate was lacking.
Our objective in this paper is to exhibit such a method, derived from the work in [11].
This allows us to better understand the dynamo effect. Last but not least we obtain good
approximations to the numerical computation results of Vincenzi.
1.1 From Full MHD to the Kraichnan-Kazantsev Model
Magnetohydrodynamics (MHD) is usually described by the Navier-Stokes equations for a
conducting fluid coupled to the magnetic field in the following way:
∂tv + (v · ∇)v − 1
μf ρf
(B · ∇)B + 1
2μf ρf
∇(|B|2) + 1
ρf
∇p = νf v + F , (1.1)
∂tB + (v · ∇)B − (B · ∇)v = 1
μf σf
B, (1.2)
∇ · v = 0, (1.3)
∇ · B,= 0, (1.4)
where v and B are the fluid velocity and magnetic (induction) fields respectively, ρf is the
density of the fluid, μf is its magnetic permeability, σf its conductivity and νf its viscosity,
p is the pressure and F may be some externally imposed volume force acting on the fluid.
These equations already take into account the so called MHD approximation, whereby the
fluid is supposed to be locally charge neutral everywhere, the displacement current is sup-
posed negligible.
In the current paper we will be interested by the growth of an initial seed magnetic field,
so we can suppose B to be infinitesimal above. Hence the terms involving B in (1.1) may
be neglected (all the more so that they are quadratic). This turns the problem into a passive
advection one for the magnetic field (i.e. the magnetic field doesn’t influence the evolution of
the velocity field), while the velocity field evolves according to the Navier-Stokes equations
with some external forcing (independent of the magnetic field).
Since in the passive advection case the velocity field evolves autonomously, one can
define for it as usual the Reynolds number Re = LvV/νf , where Lv is the integral scale
(scale of largest wavelength excited mode) of the velocity field and V is the typical velocity
magnitude at these scales. One can also define a magnetic Reynolds number as ReM =
VLv/κ , where κ = 1/(μf σf ) is the magnetic diffusivity. Note that Lv is the integral scale
of the velocity field and V is the velocity at such a scale. We will be mostly working in the
case where both Reynolds numbers are very large, more specifically in the case when Lv is
sent to infinity.
To give an intuitive idea of the dynamo effect, note that, for low values of the magnetic
diffusivity (low in the sense that the magnetic Reynolds number based on it is high), the
magnetic field lines are approximately frozen into the fluid and they are typically stretched
by the flow, due to the term B · ∇v appearing in (1.2). This process may lead to an expo-
nential growth in time of the magnetic field. If there is such a growth then we talk about
turbulent dynamo. If the seed magnetic field is unable to grow, and instead it decays, then
we say that there is no dynamo. We point out that this definition is based merely on a linear
stability analysis, and does not exclude the possibility of persistent magnetic fields starting
from a finite size perturbation, even if the system doesn’t show dynamo effect for infinitesi-
mal magnetic fields (reminiscent of the case of hydrodynamic turbulence in a pipe flow).
15
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In addition, we wish to study the situation where the velocity field is turbulent, or in
other terms the Reynolds number Re is high. Then, using real solutions of the Navier-Stokes
equations is only possible for numerical computations.
To deal analyitically with the passive advection problem, a typical way is to resort to
some statistical model of the velocity field. We choose here to use the Kraichnan-Kazantsev
model [15, 16], because it readily yields to analytical treatment of passive advection [9] and
is well understood (see e.g. [3, 8] for a general review, or [1, 12, 22, 23] dealing specifically
with the passive turbulent dynamo).
Our problem is now reduced to studying the evolution of B described by
∂tB + v · ∇B − B · ∇v = κB, (1.5)
∇ · B = 0, (1.6)
where v is given according to the Kraichnan-Kasantsev model presented below. We will
derive an equation for the pair correlation function
〈
Bi(t, r)Bj (t, r
′)
〉 (1.7)
averaged over the velocity statistics, and attempt to solve it using a certain approximation
scheme, which will be explained at the end of this introduction.
The possible unbounded growth—as we shall see—of the magnetic field’s pair correla-
tion function, depending on the roughness parameter ξ (to be defined below) of the velocity
field and the magnetic Prandtl number, is in contrast with the passive scalar case, where in
the absence of external forcing the dynamics was always dissipative [10, 14, 18].
1.2 Definition of Kraichnan Model
The Kraichnan model is defined as a Gaussian, mean zero, random velocity field, with pair
correlation function
〈
vi(t, r)vj (t
′, r ′)
〉 = δ(t − t ′)D0
∫
d−k
eik·(r−r ′)
|k|d+ξ f (lν |k|)Pij (k)
=: δ(t − t ′)Dij (r − r ′; lν), (1.8)
with d−k := ddk
(2π)d and
Pij (k) = δij − kikj
k2
(1.9)
to guarantee incompressibility. It is evident that Dij is homogenous and isotropic. We briefly
discuss below the meanings of ξ , lν and f .
The parameter ξ , such that 0 ≤ ξ ≤ 2, describes the roughness of the velocity field.
The choice of ξ = 4/3 would correspond to the Kolmogorov scaling of equal-time velocity
structure functions. However there is no evident prescription for ξ that would best reproduce
a real turbulent velocity field, and even for the case under study of passive advection of a
magnetic field, it is not clear what ξ should be considered.
The function f is an ultraviolet cutoff, which simulates the effects of viscosity. It decays
faster than exponentially at large k, while f (0) = 1 and f ′(0) = 0. For example we could
choose f (lνk) = exp (−l2ν k2), although the explicit form of the function is not needed below.
16
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In the usual case without the cutoff function f the velocity correlation function behaves as
a constant plus a term ∝ rξ , but in this case we have an additional scaling range for r  lν
where it scales as ∝ r2. The length scale lν can be used to define a viscosity ν or alternatively
one can use κ to define a length scale lκ . We can then define the Prandtl number1 measuring
the relative effects of viscosity and diffusivity as P = ν/κ . Note that the integral scale was
assumed to be infinite, i.e. there is no IR cutoff.
1.3 Plan of the Paper
The goal of the present paper is to extend previous considerations by introducing a set of
approximate equations, which admit an exact analytical solution. The analysis proceeds
along the same lines as in a previous paper for a different problem by one of us [11]. The
problem in the analysis can be traced to existence of length scales dividing the equation in
different scaling ranges. In our case there are two such length scales, one arising from the
diffusivity κ and the other from the UV cutoff in the velocity correlation function. As will be
seen in Appendix 1, what one actually needs in the analysis is the velocity structure function
defined as
1
2
〈
(vi(t, r) − vi(t, r ′))(vj (t ′, r) − vj (t ′, r ′))
〉
= δ(t − t ′)D0
∫
d−k
1 − eik·(r−r ′)
|k|d+ξ f (lν |k|)Pij (k)
=: δ(t − t ′)dij (r − r ′; lν). (1.10)
This is all one needs to derive a partial differential equation for the pair correlation function
of B , but it will still be very difficult to analyze. Hence the approximation, which proceeds
as follows:
(1) Consider the asymptotic cases where r is far from the length scales lκ and lν with the
separation of the length scales large as well. There are therefore three ranges where the
equation is simplified into a much more manageable form. The equations are of the form
∂tH −MH = 0, where M is a second order differential operator with respect to the
radial variable. We then consider the eigenvalue problemMH = zH .
(2) By a suitable choice of constant parameters in terms of the length scales, we can adjust
the differential equations to match in different regions as closely as possible. Solving
the equations, we obtain two independent solutions in all ranges.
(3) We match the solutions by requiring continuity and differentiability at the scales lν and
lκ . Also appropriate boundary conditions are applied.
(4) According to standard physical lore, the form of cutoffs do not affect the results when
the cutoffs are removed. In addition to lν , we can interpret lκ as a cutoff. Therefore we
conjecture that the solution approaches the exact one for small cutoffs. We also expect
the qualitative results, such as the existence of the dynamo effect, to apply for finite
cutoffs as well.
For concreteness, suppose thatM is of the form
M= a(lν, lκ , r)∂2r + b(lν, lκ , r)∂r + c(lν, lκ , r). (1.11)
1We choose to write the Prandtl number as P instead of the usual Pr since it appears so frequently in
formulae.
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Fig. 1 A sketch of the procedure of approximating the example equation. The dashed vertical lines corre-
spond to either one of the length scales lν and lκ with pictures (a), a plot of the “real” coefficient, which
depends of the cutoff function (and is really unknown), (b) an approximate form obtained by taking r far
from the length scales (dotted parts of the lines are dropped), (c) the approximations extended to cover all
r ∈ R, and (d) adjusting the coefficients to match at the scales lν and lκ . For r much larger than the cutoffs,
the error due to the approximation is lost
The coefficients are some functions of the length scales lν and lκ and the radial variable r .
In general, solving the eigenvalue problem for such a differential equation is not possible
except numerically. However, we can approximate the coefficients in the asymptotic regions
when r is far from the length scales. The asymptotic coefficients are all power laws and
solving the equations becomes much easier. Figure 1 illustrates this procedure corresponding
to steps (1) and (2) for any of the coefficients.
After some preparations, we begin by writing down the equation for the pair correlation
function of the magnetic field using the Itô formula. The derivation can be found in Appen-
dix 1. The equation is of third order in the radial variable, but it can be manipulated into
a second order equation by using the incompressibility condition. In Sect. 2 the approxi-
mate equations will be derived when ν  κ and κ  ν, or Prandtl number small or large,
respectively. We use adimensional variables for sake of convenience and clarity. The focus
of the paper is mainly on the existence of the dynamo effect and its growth rate. Therefore
we consider the spectrum ofM. By a spectral mapping theorem, we relate the spectra ofM
and the corresponding semigroup etM. It is then evident that if the spectrum ofM contains
a positive part, there is exponential growth, i.e. a dynamo effect.
1.4 Structure Function Asymptotics
Due to the viscous scale lν in the structure function (1.10), there are two extreme scaling
ranges r  lν (inertial range) and r  lν . For r  lν we can set lν = 0 in (1.10) and obtain
d>ij (r) := D1rξ
(
(d + ξ − 1)δij − ξ rirj
r2
)
, (1.12)
where
D1 = D0C∞
(d − 1)(d + 2) , C∞ =
(1 − ξ/2)
2d+ξ−2πd/2(d/2 + ξ/2) . (1.13)
The second case corresponds to the viscous range, which is to leading order in r :
d<ij (r) := D2lξ−2ν r2
(
(d + 1)δij − 2 rirj
r2
)
, (1.14)
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where
D2 = D0C0
(d − 1)(d + 2) , C0 =
∫
d−k
f (k)
kd+ξ−2
. (1.15)
We see that the viscous range form (1.14) can be obtained from (1.12) by a replacement
ξ → 2 and D1 → D2lξ−2ν . Note that by adjusting the cutoff function f we can also ad-
just D2/D1.
1.5 Incompressibility Condition
Due to rotation and translation invariance, the equal-time correlation function of B must be
of the form
Gij (t, |x − x ′|) := 〈Bi(t,x)Bj (t,x ′)〉 = G1(t, r)δij + G2(t, r) rirj
r2
, (1.16)
where r = |x − x ′|. Additional simplification arises from the incompressibility condition
∂iGij (t, r) = 0:
∂rG1(t, r) = − 1
rd−1
∂r(r
d−1G2(t, r)). (1.17)
The general solution of the incompressibility condition can be written as
{
G1(t, r) = r∂rH(t, r) + (d − 1)H(t, r),
G2(t, r) = −r∂rH(t, r). (1.18)
In terms of a so far arbitrary function H . Alternatively, adding the above equations we may
write
H(t, r) = 1
d − 1 (G1(t, r) + G2(t, r)) . (1.19)
This observation leads to a considerable simplification in the differential equation for the
correlation function: whereas the equations for G1 and G2 are of third order in r , we can
use the above result to obtain a second order equation for H . Then we would get back to G
through (1.18); for example we have for the trace of G:
Gii(t, r) = (d − 1) (r∂rH(t, r) + dH(t, r)) , (1.20)
although we refrain from doing this since H has the same spectral properties as Gii .
2 Equations of Motion
The equation of motion for the pair correlation function is derived in Appendix 1:
∂tGij = 2κGij + dαβGij,αβ − dαj,βGiβ,α − diβ,αGαj,β + dij,αβGαβ. (2.1)
The indices after commas are used to denote partial derivatives and we use the Einstein
summation. For derivatives with respect to the radial variable r we will simply denote ∂r . We
will also try to avoid writing any arguments, unless it may cause confusion. By taking r  lν
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and r  lν we can use the approximations (1.12) and (1.14) to write the equation in the
corresponding ranges. This is done for the quantity H = (G1 + G2)/(d − 1) in Appendix 1
as well, resulting in the equations
∂tH = ξ(d − 1)(d + ξ)D1rξ−2H +
[
2(d + 1)κ + (d2 − 1 + 2ξ)D1rξ
] 1
r
∂rH
+ [2κ + (d − 1)D1rξ
]
∂2r H, r  lν, (2.2)
and
∂tH = 2(d − 1)(d + 2)D2lξ−2ν H +
[
2(d + 1)κ + (d2 + 3)D2lξ−2ν r2
] 1
r
∂rH
+ [2κ + (d − 1)D2lξ−2ν r2
]
∂2r H, r  lν . (2.3)
Simple dimensional analysis leads to the observation
[κ] = [D1rξ ] = [D2lξ−2ν r2], (2.4)
where the brackets denote the scaling dimension of the quantities. We define the length
scale lκ as the scale below which the diffusive effects of κ become important. This will
be done explicitly below for different Prandtl number cases. In general, one can write
κ = D1lξ−pν lpκ for some p ∈ (0,2]. Now one just needs to identify the dominant terms in
the three scales divided by lν and lκ . For sake of clarity, we choose to write these equa-
tions in adimensional variables. This can be done for example by defining r = lρ and
t = l2−ξ τ/D1 with l being a length scale. It turns out to be convenient to choose the larger
of lκ and lν as l. Since we deal with a stochastic velocity field with no intrinsic dynam-
ics, we cannot, in principle, talk about viscosity. However, it is convenient to define a
viscosity ν (of dimension length squared divided by time) by dimensional analysis from
the length scale lν and the dimensional velocity magnitude D1, giving a relationship be-
tween ν, lν and D1 similar to what we would get in a dynamical model. We therefore de-
fine
ν := D1lξν . (2.5)
This permits us to define the Prandtl number in the standard manner as P = ν/κ . We then
consider the cases P  1 and P  1.
2.1 Small Prandtl Number
Now ν  κ , and we choose as adimensional variables
{
r = lκρ,
t = l2−ξκ
D1
τ.
(2.6)
Note that the relation between lκ and κ has not yet been determined. In these variables, (2.2)
and (2.3) become
∂τH = ξ(d − 1)(d + ξ)ρ−2+ξH +
[
2(d + 1) κ
D1l
ξ
κ
+ (d2 − 1 + 2ξ)ρξ
]
1
ρ
∂ρH
+
[
2
κ
D1l
ξ
κ
+ (d − 1)ρξ
]
∂2ρH, ρ  lν/ lκ (2.7)
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Fig. 2 Sketch of the scaling
ranges at small Prandtl number
and
∂τH = 2(d − 1)(d + 2)D2
D1
(
lν
lκ
)ξ−2
H
+
[
2(d + 1) κ
D1l
ξ
κ
+ (d2 + 3)D2
D1
(
lν
lκ
)ξ−2
ρ2
]
1
ρ
∂ρH
+
[
2
κ
D1l
ξ
κ
+ (d − 1)D2
D1
(
lν
lκ
)ξ−2
ρ2
]
∂2ρH, ρ  lν/ lκ . (2.8)
As mentioned above, we also consider r  lκ and r  lκ , that is ρ  1 and ρ  1, re-
spectively. There are now three regions in ρ, divided by lν/ lκ and 1, with lν/ lκ  1. The
regions, solutions and various other quantities will be labelled by S, M and L, correspond-
ing to ρ  lν/ lκ , lν/ lκ  ρ  1 and 1  ρ. See Fig. 2 for quick reference. Therefore the
short range equation will be derived from (2.8) and the two others from (2.7). Consider for
example explicitly the coefficients of ∂2ρH :
L : 2
κ
D1l
ξ
κ
+ (d − 1)ρξ ,
M : 2
κ
D1l
ξ
κ
+ (d − 1)ρξ ,
S : 2
κ
D1l
ξ
κ
+ (d − 1)D2
D1
(
lν
lκ
)ξ−2
ρ2.
(2.9)
By definition of the length scale lκ , in the region L the diffusivity is negligible and in the
region M it is dominant, as it is in the region S since in there ρ approaches zero. The
coefficients are then approximately
L : (d − 1)ρξ ,
M : 2
κ
D1l
ξ
κ
,
S : 2
κ
D1l
ξ
κ
.
(2.10)
Matching the coefficients of L, M at ρ = 1 provides us with a condition (matching between
S and M gives nothing new)
d − 1 = 2 κ
D1l
ξ
κ
. (2.11)
This is used as a definition of κ as κ = 12 (d −1)D1lξκ . Writing down the short range equation
with the above approximations,
∂τHS = 2(d − 1)(d + 2)D2
D1
(
lν
lκ
)ξ−2
HS + (d2 − 1) 1
ρ
∂ρHS + (d − 1)∂2ρHS, (2.12)
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by using the derived expression for the Prandtl number,
P = ν
κ
= 2
d − 1
(
lν
lκ
)ξ
, (2.13)
and by defining
D2
D1
=
(
2
d − 1
)1−2/ξ
(2.14)
(remember that D2 could be adjusted by a choice of the cutoff function f , see (1.14) and
below) a more neat expression is obtained for the short range equation. We can now write
down all the equations:
∂τHS = 2(d − 1)(d + 2)P 1−2/ξHS + (d2 − 1) 1
ρ
∂ρHS + (d − 1)∂2ρHS, (2.15a)
∂τHM = ξ(d − 1)(d + ξ)ρ−2+ξHM + (d2 − 1) 1
ρ
∂ρHM + (d − 1)∂2ρHM, (2.15b)
∂τHL = ξ(d − 1)(d + ξ)ρ−2+ξHL + (d2 − 1 + 2ξ)ρξ−1∂ρHL + (d − 1)ρξ ∂2ρHL. (2.15c)
2.2 Large Prandtl Number
Now ν  κ , and we choose
{
r = lνρ,
t = l2−ξν
D1
τ.
(2.16)
Then (2.2) and (2.3) for r  lν and r  lν become in the new variables
∂τH = ξ(d − 1)(d + ξ)ρ−2+ξH +
[
2(d + 1) κ
D1l
ξ
ν
+ (d2 − 1 + 2ξ)ρξ
]
1
ρ
∂ρH
+
[
2
κ
D1l
ξ
ν
+ (d − 1)ρξ
]
∂2ρH, ρ  1 (2.17)
and
∂τH = 2(d − 1)(d + 2)D2
D1
H +
[
2(d + 1) κ
D1l
ξ
ν
+ (d2 + 3)D2
D1
ρ2
]
1
ρ
∂ρH
+
[
2
κ
D1l
ξ
ν
+ (d − 1)D2
D1
ρ2
]
∂2ρH, ρ  1. (2.18)
The ranges S, M and L now correspond to ρ  lκ/ lν , lκ/ lν  ρ  1 and 1  ρ, see Fig. 3.
Note that equations in both S and M are now derived from (2.18). As before, we consider
again the coefficients of ∂2ρH and drop the terms ∝ κ in L and ∝ ρ2 in S. The diffusive
effects are not dominant in the region M since r  lκ , so we drop the ∝ κ term in M too.
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Fig. 3 Sketch of the scaling
ranges at large Prandtl number
The approximative coefficients are then
L : (d − 1)ρξ ,
M : (d − 1)D2
D1
ρ2,
S : 2
κ
D1l
ξ
ν
.
(2.19)
We then obtain two equations by matching the coefficient of L with M at ρ = 1 and of M
with S at lκ/ lν :
D2
D1
(d − 1) = (d − 1),
(d − 1)D2
D1
(
lκ
lν
)2
= 2 κ
D1l
ξ
ν
, (2.20)
with solutions
D2 = D1,
κ = d − 1
2
D1l
2
κ l
ξ−2
ν . (2.21)
The Prandtl number is in this case
P = 2
d − 1
(
lν
lκ
)2
. (2.22)
Note that one can obtain this from the small Prandtl number equation (2.13) by replacing
ξ → 2. This is a reflection of a more subtle observation that the large Prandtl number case
for any ξ is similar to the small Prandtl number case with ξ = 2. We collect the equations
using the above approximations,
∂τHS = 2(d − 1)(d + 2)HS + 2d + 1
P
1
ρ
∂ρHS + 2
P
∂2ρHS, (2.23a)
∂τHM = 2(d − 1)(d + 2)HM + (d2 + 3)ρ∂ρHM + (d − 1)ρ2∂2ρHM, (2.23b)
∂τHL = ξ(d − 1)(d + ξ)ρ−2+ξHL + (d2 − 1 + 2ξ)ρξ−1∂ρHL + (d − 1)ρξ ∂2ρHL. (2.23c)
Note that the short and long range equations are somewhat similar to the respective small
Prandtl number ones, (2.15a) and (2.15c). However, the equation in the medium range above
is scale invariant in ρ, unlike the corresponding small Prandtl number one (2.15b).
3 Resolvent
In the preceding section we have reduced the evolution of the two-point function of the
magnetic field to a parabolic partial differential equation (PDE) of the form ∂τH =MH ,
whereM is an elliptic operator on the positive half-line.
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We are now concerned with finding the fastest possible long time asymptotic growth rate
of a solution H . If that maximal growth rate is positive then we say that there is dynamo
effect with that growth rate.
In mathematical terminology, the operator M is the generator of a time evolution semi-
group acting on (the space of the) H and the maximum growth rate is the maximum real
part of the spectrum of the evolution semigroup. We expose below how the spectrum of the
semigroup is related to that of its generator, and then study the spectrum ofM.
3.1 General Considerations
Given a differential operatorM with a domain D(M), we define the resolvent
R(z,M) := (z −M)−1 (3.1)
and the resolvent set as
(M) := {z ∈ C|z −M : D(M) → X is bijective} . (3.2)
The complement of the resolvent set, denoted by σ(M), is the spectrum ofM.
According to the well known Hille-Yosida theorems (see e.g. [7]), if (M,D(M)) is
closed and densely defined and if there exists z0 ∈ R such that for each z ∈ C with z > z0
we have z ∈ (M), and additionally the resolvent estimate ‖R(z,M)‖ ≤ 1/(z−z0) holds,
then M is the generator of a strongly continuous semigroup T (t) satisfying ‖T (t)‖ ≤ ez0t .
However the last inequality gives only an upper bound on the growth rate of the semigroup,
and this bound is not necessarily strict, so it is not possible to say exactly how fast grows the
norm of the vector which is fastest stretched under the action of the semigroup.
Therefore we shall need in our analysis the somewhat stronger property of spectral map-
ping, relating the spectrum of the generator to that of the semigroup:
σ (T (t)) = {0} ∪ etσ(M). (3.3)
This is the case in particular ifM is a so called sectorial operator, meaning that its spectrum
is contained in some angular sector {z ∈ C : |arg(z − z0)| > α > π/2} and that outside this
sector the resolvent satisfies the (stronger) estimate
‖R(z,M)‖ ≤ C|z − z0| . (3.4)
Under these hypothesesM generates an analytic semigroup, for which the spectral mapping
property (3.3) holds.
We take a moment to remind the reader that analytic semigroups are those to which
physicists are used, for example one can use for them the Cauchy integral formula:
T (t) := etM = 1
2πi
∫
C
dzeztR(z,M), (3.5)
where the contour surrounds the spectrum σ(M). However all strongly continuous semi-
groups are not analytic.
We do not prove in the present work thatM is sectorial, however we refer the interested
reader to the general mathematical theory in [19] where it is explained and substantiated
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that strongly elliptic operators are, under quite general assumption, sectorial generators, on
a wide range of Banach spaces (e.g. Lp and C1 spaces to name but a few).
According to the above discussion, in order to explain the existence of the dynamo effect
and its growth rate, we only need to find the spectrum ofM via the resolvent set (M). Note
that we are interested only in the positive part of the spectrum, since we want to determine
the existence of the dynamo effect only.
3.2 The Resolvent Equations
The operatorM in our case is cut up as the operatorsML,MM andMS in the correspond-
ing ranges, obtained from (2.15a) and (2.23). The resolvent is found from the equation
(z −M)R(z,M)(ρ,ρ ′) = δ(ρ − ρ ′). (3.6)
Since we are primarily interested in the long range (L) behavior ρ > 1, we let ρ ′ stay in the
region L at all times. This results in three equations
⎧
⎨
⎩
(z −ML)RL(ρ,ρ ′) = δ(ρ − ρ ′),
(z −MM)RM(ρ,ρ ′) = 0,
(z −MS)RS(ρ,ρ ′) = 0,
(3.7)
where RL(ρ,ρ ′) is the expression of the resolvent for ρ ∈ L (the large scale range) and
ρ ′ ∈ R+ and similarly RM and RS are valid when ρ is in the middle and small scale ranges
respectively. We require the following boundary conditions from the resolvents: for small ρ
we are in the diffusion dominated range, so we require smooth behavior at ρ → 0. For large
ρ we eventually cross the integral scale (although we haven’t defined it explicitly) above
which the velocity field behaves like the ξ = 0 Kraichnan model, leading to diffusive behav-
ior at the largest scales for which the appropriate condition on the resolvent is exponential
decay at infinity.
3.3 Piecewise Solutions of the Resolvent Equations
Assuming ρ = ρ ′, we solve (3.7) with the corresponding operators M.
The operator ML does not depend on the Prandtl number. So in the region L, we get
from e.g. (2.23c) (we use lowercase letters h± to denote the independent solutions)
h±L(ρ) = ρ−d/2−
ξ
d−1 Z˜±λ (wρ
1−ξ/2), (3.8)
where Z˜+λ ≡ Iλ and Z˜−λ ≡ Kλ are modified Bessel functions of the first and second kind
respectively, and we have introduced w related to z by
w = 2
2 − ξ
√
z
(d − 1) and z = (d − 1)
(
2 − ξ
2
w
)2
, (3.9)
and the order parameter λ is
λ =
√
d[2(d − 1)3 − (d − 2)(2ξ + d − 1)2]
(2 − ξ)(d − 1) . (3.10)
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Because the range S is always in the diffusive region, we require smoothness of the solution
at zero. Only one of the solutions satisfies this, so we get from (2.15a) and (2.23a)
hS,1(ρ) = ρ−d/2 Id/2
(√
z
d − 1 − 2(d + 2)P
1−2/ξρ
)
(3.11)
and
hS,2(ρ) = ρ−d/2 Id/2
(√
z
2
− (d − 1)(d + 2)√P ρ
)
, (3.12)
where the subindex 1 refers to P  1 (small Prandtl number) and 2 to P  1. We will use
this notation in other objects as well.
In the range M, when P  1 we have the scale invariant equation in (2.23b) with power
law solutions
h±M,2(ρ) = ρ−d/2−
2
d−1 ±ζ , (3.13)
where
ζ =
√
z − z2
d − 1 , (3.14)
with
z2 = −d − 14 [(2 − ξ)λ]
2|ξ=2 = − d4(d − 1) (d
3 − 10d2 + 9d + 16). (3.15)
The medium range equation for P  1 cannot be solved exactly, but we can consider it in
two different asymptotic cases. From (2.15b) we get
(
ξ(d + ξ)ρ−2+ξ − z
d − 1
)
RM + (d + 1) 1
ρ
∂ρRM + ∂2ρRM = 0 (3.16)
and note that since by definition of the medium range lν/ lκ  ρ  1, implying 1 < ρ−2+ξ <
(lκ/ lν)
2−ξ (the  was replaced by <, so that things remain valid even as ξ → 2), the term
∝ ρ−2+ξ can be dropped if we assume that
|z|  (lκ/ lν)2−ξ ≈ P−
2−ξ
ξ . (3.17)
If on the other hand we have
|z|  1, (3.18)
then z can be neglected in the equation.
The solution for large z is similar to the short range solutions,
h±M,1(ρ) = ρ−d/2Z˜±d/2
(√
z
d − 1ρ
)
, |z|  (lκ/ lν)2−ξ , (3.19)
where we denoted the P  1 case by a subscript 1. For small z we have instead
h±M,1 = ρ−d/2Z±d/ξ (2
√
d/ξ + 1ρξ/2), |z|  1, (3.20)
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where Z+d/ξ ≡ Jd/ξ and Z−d/ξ ≡ Yd/ξ are Bessel functions of the first and second kind respec-
tively. It turns out however that the explicit form of the above solutions affects only a specific
numerical multiplier and has no effect on the presence of the dynamo. Because of this we
in fact derive a lower bound for the growth rate which in view of the present approximation
provides a more reliable result.
3.4 Matching of the Solutions
Consider equations (3.7). We denote the long range regions ρ < ρ ′ and ρ > ρ ′ as L< and
L>. The boundary conditions for the resolvent demanded finiteness at ρ = 0, but in general
the resolvent must be in L2(R+). We therefore have in the region L> only the h−L solution,
since it decays as a stretched exponential at infinity (the other one grows as a stretched
exponential). We also drop the subscripts labelling the different Prandtl number cases for
now. The full solutions are written as follows:
⎧
⎪⎪⎨
⎪⎪⎩
RS(z|ρ,ρ ′) = αhS(ρ),
RM(z|ρ,ρ ′) = C+Mh+M(ρ)+ C−Mh−M(ρ),
RL<(z|ρ,ρ ′) = C+L h+L(ρ)+ C−L h−L(ρ),
RL>(z|ρ,ρ ′) = βh−L(ρ).
(3.21)
We denote the matching point between the short and medium ranges by ai , i.e.
{
a1 = lν/ lκ ,
a2 = lκ/ lν . (3.22)
The other matching points are ρ = 1 and ρ = ρ ′ in both cases. There are six coefficients to
be determined, α,C±M,C
±
L and β , and in total six conditions, four from the continuity and
differentiability at ρ = ai and ρ = 1 and two conditions at ρ = ρ ′ around the delta function,
so all coefficients will be determined from these. They will then depend on the variables z
and ρ ′. The C1 conditions at ρ = 1 are
C+L h
+
L + C−L h−L(1) = C+Mh+M(1) + C−Mh−M(1) (3.23)
and
C+L ∂h
+
L(1) + C−L ∂h−L(1) = C+M∂h+M(1) + C−M∂h−M(1), (3.24)
where we denoted ∂h(1) = ∂ρh(ρ)|ρ=1. This can be expressed conveniently as
(
h+L h
−
L
∂h+L ∂h
−
L
)
1
(
C+L
C−L
)
=
(
h+M h
−
M
∂h+M ∂h
−
M
)
1
(
C+M
C−M
)
, (3.25)
where the matrix subindex refers to evaluation of the matrix elements at ρ = 1. Since we
have only one solution at short range, we get similarly at ai
(
h+M h
−
M
∂h+M ∂h
−
M
)
ai
(
C+M
C−M
)
= α
(
hS
∂hS
)
ai
, (3.26)
where again the matrix subindex indicates the point where matrix elements are to be evalu-
ated. We can solve these for C±L ,
(
C+L
C−L
)
= J ′
(
∂h−L −h−L
−∂h+L h+L
)
1
(
h+M h
−
M
∂h+M ∂h
−
M
)
1
(
∂h−M −h−M
−∂h+M h+M
)
ai
(
hS
∂hS
)
ai
. (3.27)
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The numeric constant J ′ above contains the determinants of the inverted matrices and α. It
is certainly nonsingular due to the linear independence of the solutions. We have decided not
to explicitly write it down since, as we will see below, we only need the fraction C−L /C
+
L .
Now we have piecewise the resolvents
{
RL<(z|ρ,ρ ′) = C+L (h+L(ρ)+ C
−
L
C+
L
h−L(ρ)),
RL>(z|ρ,ρ ′) = βh−L(ρ),
(3.28)
and we still need to use the first equation of (3.7) for C+L and β . The continuity condition is
C+L
(
h+L(z,ρ
′) + C
−
L
C+L
h−L(z,ρ
′)
)
= βh−L(z,ρ ′). (3.29)
The other condition is obtained by integrating the equation with respect to ρ over a small
interval and then shrinking the interval to zero:
C+L
(
∂h+L(ρ
′) + C
−
L
C+L
∂h−L(ρ
′)
)
− β∂h−L(ρ ′) = 1. (3.30)
These can be solved to yield
C+L =
h−L(ρ
′)
W(h+L,h−L)(ρ ′)
(3.31)
and
β = C
+
L h
+
L(ρ
′) + C−L h−L(ρ ′)
C+LW(h+L,h−L)(ρ ′)
, (3.32)
whereW is the Wronskian,W(f, g) = fg′ − f ′g. Explicitly from (3.8),
W(h+L,h−L)(z, ρ ′) = (ρ ′)−d−
2ξ
d−1W(Iλ,Kλ) = −(1 − ξ/2)(ρ ′)−d−1− 2ξd−1 . (3.33)
Using the above obtained expressions of C+L , β andW in (3.28) we thus have the solutions
⎧
⎪⎨
⎪⎩
RL<(z|ρ,ρ ′) = − (ρ
′)d+1+2ξ/(d−1)
1−ξ/2 (h
+
L(ρ)h
−
L(ρ
′) + (C−L
C+
L
)h−L(ρ)h
−
L(ρ
′)),
RL>(z|ρ,ρ ′) = − (ρ
′)d+1+2ξ/(d−1)
1−ξ/2 (h
−
L(ρ)h
+
L(ρ
′) + (C−L
C+
L
)h−L(ρ)h
−
L(ρ
′)),
(3.34)
with C−L /C
+
L obtained from (3.27). We have calculated in Appendix 2 the asymptotic ex-
pression for C−L /C
+
L for the two Prandtl number cases P  1 and P  1,
C−L
C+L
= −∂h
+
L(1) − Lh+L(1)
∂h−L(1) − Lh−L(1)
, (3.35)
with leading order contribution to L as
L = ∂h
±
M(1)
h±M(1)
, (3.36)
with either the + or the − solution understood, the choice depending on the Prandtl number.
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4 Dynamo Effect
The mean field dynamo effect for the 2-point function of the magnetic field corresponds
to the case when the evolution operator M has positive (possibly generalized) eigenvalues.
Eigenvalues correspond to poles, in z, of the resolvent given in (3.34) and generalized eigen-
values to branch cuts. The z dependence is not seen explicitly in (3.34), but recall from (3.8)
that the h±L depend on z, and we see from (3.35) and matter in Appendix 2 that there is
further dependence through C−L /C
+
L .
The h±L (see (3.8)) depend on the square root of z, and since the Bessel functions are
analytic on the complex right half-plane, this square root dependence leads directly to a
branch cut along the negative real axis in the z dependence of the resolvent. This corresponds
to a heat equation like continuum spectrum of decaying modes, these modes don’t contribute
to the dynamo effect.
Any other possible contributions to the spectrum come from the fraction C−L /C
+
L . An
expression for the latter is given in (3.35), with L computed in Appendix 2. Equation (3.35)
can be simplified by noting that (using (3.8) and (3.9))
∂h±L(1) = −
(
d
2
+ ξ
d − 1
)
Z˜±λ (w) + (1 − ξ/2)∂wZ˜±λ (w). (4.1)
Then we can write
C−L
C+L
= − (1 − ξ/2)wI
′
λ(w) − [ d2 + ξd−1 + L]Iλ(w)
(1 − ξ/2)wK ′λ(w) − [ d2 + ξd−1 + L]Kλ(w)
. (4.2)
We underline again that w depends on the square root of z, so the complex plane minus the
negative real line for z corresponds to the w > 0 half-plane for w. Since Bessel functions
are analytical on this half-plane, the new singularities introduced by C−L /C
+
L may come
either from singularities of L or zeros of the denominator C+L . Let us introduce
˜L = 22 − ξ
[
d
2
+ ξ
d − 1 + L
]
. (4.3)
Then the condition C+L = 0 may be written
w
K ′λ(w)
Kλ(w)
= ˜L. (4.4)
Finally we remind the reader that z corresponds to the growth rate with respect to the re-
duced time τ rather than real time t , and the real growth rate is thus (τ/t)z, where for the
P → 0 case from (2.6) we have τ/t = D1lξ−2κ and for the P → ∞ case from (2.16) we
have τ/t = D1lξ−2ν .
4.1 Prandtl Number P → 0
In Appendix 3.1.2 it is shown that L does not introduce new singularities in the small
Prandtl case, so we only need to solve in w (4.4). In particular we are interested in the
largest solution of that equation, since that will give the growth rate of the fastest growing
mode of the two-point function of the magnetic field, and that is what we call the dynamo
growth rate. In this aim we first study the large and small w asymptotics of the two sides
of (4.4) and then, based on that, we derive estimates for its largest solution.
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4.1.1 Asymptotics of ˜L
As shown in Appendix 2.1, (8.18), in the limit of vanishing Prandtl number and for large
z,—or equivalently large w,—from the medium range solutions of (3.19) we get
L = (1 − ξ/2)w I1+d/2 ((1 − ξ/2)w)
Id/2 ((1 − ξ/2)w) . (4.5)
For large w we deduce from the asymptotic properties of Bessel functions [13] that L ∼
(1 − ξ/2)w.
As shown in Appendix 2.1, (8.21), in the limit of vanishing Prandtl number and for small
z,—or equivalently small w,—from the medium range solutions of (3.20) we get
L = −ξ
√
d/ξ + 1Jd/ξ+1(2
√
d/ξ + 1)
Jd/ξ (2
√
d/ξ + 1) , (4.6)
which is obviously independent of w, so it is in fact the w → 0 limit of L, which we shall
denote by L(0).
4.1.2 Asymptotics of wK ′λ(w)/Kλ(w)
From the asymptotic properties of Bessel functions [13] we deduce that, when w goes to
infinity, K ′λ(w)/Kλ(w) ∼ −w.
However, except for the above large w asymptotics, the behaviour of wK ′λ(w)/Kλ(w) is
very different according to weather λ is real or pure imaginary. Based on its definition in
(3.10), λ is pure imaginary if
ξ > ξ ∗ := (d − 1)
(√
d − 1
2(d − 2) −
1
2
)
(4.7)
and it is real otherwise, and indeed positive (possibly infinite) since we take ξ ≤ 2 and d ≥ 1.
We study separately the two cases below.
Pure Imaginary λ For λ pure imaginary, Kλ(w) has an infinity of positive zeros (may
be seen from its small w development), accumulating at w = 0, and wK ′λ(w)/Kλ(w) has a
pole at each of those zeros. Importantly for us, Kλ(w) has a largest positive zero (may be
seen from its large w asymptotics), which we shall denote by w0.
Since for large w, asymptotically Kλ(w) ∼ (π/2w)1/2 exp(−w) > 0, we must have
K ′λ(w0) > 0 (note that we can exclude Kλ(w0) = K ′λ(w0) = 0, since the Bessel function
is the solution of a second order homogeneous differential equation). Hence the pole of
wK ′λ(w)/Kλ(w) at w0 has a positive coefficient.
Real Positive λ Using the integral representation of the modified Bessel function of the
second kind,
Kλ(w) =
∫ ∞
0
dte−w cosh(t) cosh(λt), (4.8)
we see that when λ ∈ R and w > 0, then Kλ(w) > 0.
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Fig. 4 Plot of the critical value
ξ∗ as a function of d
On the other hand using the recurrence relation K ′λ(w) = −Kλ−1(w) − λKλ(w)/w we
get wK ′λ(w)/Kλ(w) = −λ − wKλ−1(w)/Kλ(w), and since Kλ(w) and Kλ−1(w) are both
positive, we deduce
w
K ′λ(w)
Kλ(w)
≤ −λ. (4.9)
Using the power series development of Bessel functions we also get that wK ′λ(w)/Kλ(w)→ −λ as w → 0.
4.1.3 Presence of Dynamo at ξ > ξ ∗ and Bounds on Growth Rate
We are now going to use the above characterized asymptotic behaviours of the two side
of (4.4) to derive estimates on its largest solution. We start with the case of ξ above the
critical value ξ ∗, which is equivalent to λ being pure imaginary. Note that since ξ ≤ 2 nec-
essarily, this case is only meaningful if ξ ∗ < 2, which we shall suppose here. The plot in
Fig. 4 shows that this is the case for dmin < d < dmax, with dmin ≈ 2.1 and dmax ≈ 8.8.
Lower Bound We have shown above that for large w the l.h.s. of (4.4) behaves as −w
while the r.h.s. behaves as (1 − ξ/2)w, furthermore that the l.h.s. has a rightmost pole at
w0 > 0 and that this pole has a positive coefficient. Using continuity of the two sides we
deduce—see also Fig. 5—that (4.4) admits a solution which is larger than w0. Hence, there
is a dynamo and its growth rate is bounded from below by z(w0) (cf. (3.9) for the relation
between z and w).
One can also obtain upper bounds on the dynamo growth rate. Of course we hope to find
one of the same order of magnitude as the lower bound w0, so that we could use w0 not just
a lower bound but as a convenient estimate of the largest solution of (4.4). We show below
the existence of such an upper bound near ξ = ξ ∗ and near ξ = 2, without succeeding to do
this for intermediate values of ξ .
We still believe that w0 is not just a lower bound for the dynamo growth rate but in fact
a rather good estimate of it. To corroborate this claim, we have plotted in Fig. 6 the value
of w0 as a function of ξ for the d = 3 dimensional case, and it indeed compares well with
the numerical results for the dynamo growth rate obtained in [23]. The agreement is all the
more remarkable that the numerical results are based on the exact evolution equation for the
two-point function of the magnetic field, whereas we started our analysis by deriving the
approximating system (2.15).
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Fig. 5 Based on the asymptotic
properties of the left and right
hand sides of (4.4), when λ is
pure imaginary and Kλ(w) has a
largest zero w0, the latter has to
be a lower bound on the largest
solution of (4.4). The dashed line
depicts the right hand side of the
equation and the solid line the
left hand side
Fig. 6 In the above figure we
have plotted the lower bound w0
with the numerical results of
[23]. The middle figure shows
plots of both data with
1/ log((ξ))2 on the y-axis. The
lower bound data shows linear
behavior consistent with the
asymptotics in (4.12). We note
that there seems to be a
numerical error in the data of
[23] for ξ = 1.02. In the lowest
figure we have also plotted the
numerical data in [23] near ξ = 2
for (15/2 − (ξ))3/2 showing
linear behavior as expected in
(4.13). The plots in other
dimensions look similar, except
that they begin from the critical
value ξ∗ > 1
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Fig. 7 Plot of ˜L(0) as a
function of ξ∗(d) with d taking
values between 3 and 8
Upper Bound First we note that, as shown in Appendix 3.1.2, L is increasing. The small
w (equivalently, small z) asymptotics of L is given in (4.6). It will be now convenient to
write out explicitly the dependence of ˜L on w, by employing the notation ˜L(w). The
special case ˜L(0) is taken to mean the w → 0 limit of ˜L(w), and this is coherent with the
previous use of the symbol.
Two cases are distinguished, depending on the sign of ˜L(0). If ˜L(0) ≥ 0, then we have
the upper bound w′0, where w′0 is the largest zero of K ′λ. This is a good upper bound in the
sense that it is always of the same order as the lower bound w0.
In the contrary case of ˜L(0) < 0 we use ∂w(wK ′λ(w)/Kλ(w)) < −1 from Appendix 3.2
and get the upper bound w1 = w′0 + |˜L(0)|. However, this upper bound is not as good as
just w′0, because it cannot be directly compared to the lower bound w0.
The asymptotic estimates computed in Sect. 4.1.5 rely on the stronger upper bound w′0,
at least for ξ in some neighbourhood of ξ ∗ and 2 respectively.
For ξ = ξ ∗ we have ˜L(0) > 0, as shown in Fig. 7, where ˜L comes from (4.3) and
L(0) is taken from (4.6). By continuity, we still have ˜L(0) > 0 on some neighbourhood
of ξ ∗, and by the above w′0 is a valid upper bound there.
The situation for the ξ → 2 asymptotics is more complicated but in Appendix 2.1.3 it is
explained why near ξ = 2 we may use the upper bound w′0: although ˜L(0) < 0, we can
justify ˜L(w) > 0 for w corresponding to the dynamo growth rate.
4.1.4 Absence of Dynamo at ξ ≤ ξ ∗
So far we have dealt with the case when ξ ∗ < ξ ≤ 2, and we were able to show the existence
of a dynamo effect and give bounds for the dynamo growth rate. We are now going to argue
that in all other situations there is no dynamo effect. Note that the absence of dynamo for
ξ ≤ ξ ∗ (i.e. λ real) can be shown outside of our approximation scheme (2.15), as shown
in Appendix 4. Here we show that the absence of dynamo for ξ ≤ ξ ∗ holds also for the
approximate system (though much less obviously), thus further validating the scheme.
First we study the case of d ≥ 3 and distinguish two situations. For 3 ≤ d ≤ 8 the crit-
ical ξ ∗ takes values between 1 and 2, in particular for d = 3 we get ξ ∗ = 1 as expected
[15, 22, 23]. For d ≥ 9 we get ξ ∗ > 2 so necessarily ξ < ξ ∗ since ξ ≤ 2. We are going to
show below that for ξ such that
0 ≤ ξ ≤ min(ξ ∗,2), (4.10)
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Fig. 8 Plot of the bracketed part
of ˜L(0) as a function of
d˜ ∈ (3 . . .25)
we have ˜L(0) > 0, whence (recall that ˜L(w) increases with w) the r.h.s. of (4.4) is always
positive. On the other hand for the l.h.s. of (4.4) we have the estimate (4.9). Hence there can
be no solutions of (4.4), hence no dynamo.
To prove ˜L(0) > 0 as claimed above, we first write, based on (4.4), the estimate
˜L ≥ 2ξ2 − ξ
[
d
2ξ
+ L
ξ
]
.
In particular for w = 0 one may use the value of L(0) from (4.6). Using the parameter
d˜ = d/ξ , we can write then
˜L(0) ≥ 2ξ2 − ξ
[
d˜
2
−
√
d˜ + 1Jd˜+1(2
√
d˜ + 1)
Jd˜ (2
√
d˜ + 1)
]
. (4.11)
From (4.10) and d ≥ 3 we have d˜ ≥ d/min(ξ ∗,2), and using additionally (4.7) we may
obtain d˜ ≥ 3. Now a plot in Fig. 8 of the term inside brackets in (4.11) and the fact that
asymptotically the bracketed term behaves as d˜/2 −
√
d˜/2 + 1 can convince us that it is
positive for d˜ ≥ 3, and hence that ˜L(0) > 0 as claimed.
For d = 2 one readily verifies that ξ ∗ = +∞, so necessarily ξ < ξ ∗ since ξ ≤ 2. We may
again use the estimate (4.9) for the l.h.s. of (4.4), however the r.h.s. is not anymore positive.
But the plot in Fig. 9 shows that ˜L(0) > −λ and we have shown that ˜L(w) grows with w.
This excludes the presence of solutions to (4.4).
We have thus found that in dimensions 3 ≤ d ≤ 8 a critical value 1 ≤ ξ ∗ < 2 exists above
which the dynamo is present and below which we don’t expect it to be present. In other
(integer) dimensions we expect no dynamo for any value of ξ .
4.1.5 Asymptotics for ξ Near ξ ∗ and 2
We now proceed to give estimates of the growth rate of the dynamo in the cases when ξ is
near the critical value ξ ∗ above which dynamo is present, and when ξ is near its maximum
possible value 2. What we need is an estimate of the largest solution w of (4.4), from which
the corresponding growth rate z is immediately deduced through (3.9). We have argued in
Sect. 4.1.3 that, as an order of magnitude estimate for the solution, we may take the largest
zero w0 of Kλ(w), at least in some regions around ξ = ξ ∗ and ξ = 2 respectively. Here we
are going to derive the asymptotic behavior of w0 for ξ near ξ ∗ and 2, and see that it predicts
correctly the behaviour of the exact dynamo growth rate obtained numerically in [23].
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Fig. 9 Plot of ˜L(0) vs. −λ,
multiplied by 2 − ξ , as functions
of ξ . Solid line represents the left
hand side (˜L(0)) and the
dashed line is the right hand side
which at two dimensions is −2
ξ Near ξ ∗ The case ξ ↘ ξ ∗, corresponding to λ → 0 along the imaginary axis, is some-
what simpler, it can be dealt with starting from the integral representation (4.8). Since
ξ > ξ ∗, the parameter λ is imaginary and we write λ = iλ˜ with λ˜ ∈ R, hence Kiλ˜(w) =∫ ∞
0 dt exp(−w cosh(t)) cos(λ˜t). Now cos(λ˜t) is positive near t = 0 and it becomes nega-
tive for the first time only for t > π/(2λ˜). On the other hand the term exp(−w cosh(t))
is basically a double exponential and decays very fast for w cosh(t) > 1. So in order to
get for the previous integral a non-positive result, we need w0 cosh(π/(2λ˜)) ∼ 1 imply-
ing w0 ∼ exp(−π/(2λ˜)). Through (3.9) one deduces the behaviour ln z ∼ c/λ˜, and since
λ˜ ∝ (ξ − ξ ∗)1/2 near ξ ∗ (the term under the square root in (3.10) is expected to have a
simple root at ξ = ξ ∗), we finally have
ln z ∝ (ξ − ξ ∗)−1/2 (4.12)
near ξ ∗.
ξ Near 2 We now pass to the asymptotics of the case ξ → 2. Under this limit λ diverges as
(2− ξ)−1, along the imaginary axis. The largest zero w0 of Kλ(w) is known [2, 6] to behave
asymptotically for large purely imaginary λ as w0 = |λ|(1 + 2−1/3A1|λ|−2/3 + O(|λ|−4/3))
where A1 ≈ −2.34 is the first (smallest absolute value) negative zero of the Airy function
Ai. Combining this with (3.9) and (3.10) we get
z ≈ z2 − c(2 − ξ)2/3, c = |A1|(d − 1)1/3z2/32 (4.13)
valid for ξ near 2, where c > 0 is some constant of order unity and z2 was introduced
in (3.15).
4.2 Prandtl Number P → ∞
For large Prandtl number the analysis proceeds exactly as in the previous section, except
that we have a different L. From (8.30) and (8.27) we have, using the definition of ζ
from (3.14),
L = ζ − 2
d − 1 −
d
2
. (4.14)
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There is now a branch cut originating from z2 (defined in (3.15)) extending to infin-
ity along the negative real axis. When 3 ≤ d ≤ 8, z2 is positive and the branch cut ex-
tends up to the positive value z2 along the positive real axis, i.e. the spectrum has a
continuous positive part for all ξ ∈ [0,2]. Another major difference when comparing to
the small Prandtl number case is that the spectrum is continuous also in the positive
part.
We conclude that the dynamo is present for all ξ for large Prandtl numbers.
5 Some Remarks
5.1 Connection to the Schrödinger Operator Formalism
Here we would like to make a few comments regarding the large Prandtl number case,
addressed principally to the reader familiar with the paper by Vincenzi [23] and the
Schrödinger operator formalism used therein. For the definitions of ψ , U and m we refer
the reader to that paper.
We note that same kind of piecewise analysis we have accomplished in the present work
would have been possible also if we had first passed to the Schrödinger equation formalism.
In that setup the existence of the dynamo would depend on whether the eigenvalues of
the Schrödinger operator are negative or not. It may be explained heuristically why for a
sufficiently large Prandtl number there is always a negative energy bounded state. Consider
the zero energy Schrödinger equation
ψ ′′(r) = V (r)ψ(r), (5.1)
where V (r) = m(r)U(r) is the effective potential. The potential V behaves as 2/r2 at
very short and long scales, but as −4/r2 at the medium range, where the ranges cor-
respond to the ones in this paper. The medium range solutions are sin(
√
15/2 log(r))
and cos(
√
15/2 log(r)). When the Prandtl number is increased, the medium range re-
gion is stretched, and it is clear that for sufficiently large Prandtl numbers the solu-
tions cross zero an increasing number of times (see Fig. 10). According to a well known
theorem, such a solution cannot be a ground state (see e.g. [20], pp. 90). In fact, the
number of zeros of the solution (with nonzero derivative and excluding the zero at r =
0) is the number of negative energy states, which implies the existence of unbounded
growth.
Fig. 10 Sketchy plot of the
medium range zero energy
solution sin(
√
15/2 log(r))
crossing zero, implying the
existence of a negative energy
state. The dashed lines
correspond to regions outside the
medium range. As the range
grows when increasing the
Prandtl number, more zeros will
emerge
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5.2 Finite Magnetic Reynolds Number Effects
Let us finally touch upon some questions not discussed in the text. Our method allows us in
principle, without further complications, to estimate the critical magnetic Reynolds number
(dependent on velocity roughness exponent ξ and space dimension d) at which dynamo
effect sets in, and the growth of the dynamo exponent with Reynolds number. However we
get only a logarithmic estimate whose uncertainty is at least an order of magnitude or even
two, which makes it not too useful. Notwithstanding, we would like to mention that the
estimates we would obtain this way are hardly compatible with numerical results of [23],
our thresholds being significantly lower. This issue is currently clarified with D. Vincenzi.
5.3 Exceptional Solutions
An other issue is that of the existence of “exceptional” dynamos. It seems to us that the
“typical” dynamo (note that we consider here only the infinite magnetic Reynolds number
case) corresponds to the situation when our ξ > ξ ∗, in which case there is an infinite discrete
spectrum of growing modes. However our equations do not exclude a priori the possibility
of a single growing mode at some ξ < ξ ∗. In fact, if we take for example, at a formal
level, d = 2.125 then ξ ∗ ≈ 1.82 and for ξ ′ ≤ ξ < ξ ∗ (where ξ ′ is some value of which we
only need to know here that ξ ′ < 1.77), (4.4) will have, in what we have called the small z
approximation (cf. (3.18)), a single solution w0 > 0. If we take ξ = 1.77 then w0 ≈ 0.077
and z ≈ 8.8 · 10−5  1 in a self-consistent manner. However it remains to be known if such
a solution is not just an artefact of our resolution method, and if not, then to see if one can
construct a model where such solutions occur for the more physical value of d = 3.
A partial answer to these concerns is given in Appendix 4, where it is shown that for
the system (2.7), (2.8), without the approximation (2.15), the absence of dynamo is quite
straightforward, independently of the value of d , and doesn’t require the finer analysis of
Sect. 4.1.4.
6 Conclusions
The mean-field dynamo problem was considered in arbitrary space dimensions. We have
shown that, to obtain the spectrum of the dynamo problem, (4.4) has to be solved for w,
from which the growth rate z can be expressed through (3.9). The quantity L appearing
in (4.4) is given, for small magnetic Prandtl numbers, by either (4.5) or (4.6), depending
on which of the self-consistent conditions (3.17) or (3.18) is verified (note that this leaves a
gap between, with no explicit formula). For large magnetic Prandtl number we have to use
(4.14) instead.
It was observed that, in our model, the dynamo can only exist when 3 ≤ d ≤ 8. The
results for small Prandtl numbers were shown to confirm previous results [15, 23] obtained
in three dimensions. For d > 3 a critical value for ξ was found, above which the dynamo is
present, which is larger than the three dimensional critical value ξ ∗ = 1. Furthermore, in the
vanishing Prandlt number limit we have obtained the asymptotic estimates (4.12) and (4.13),
which are in good qualitative agreement with numerical simulations of [23].
For large Prandtl numbers it was shown that the dynamo exists for all ξ and that the
spectrum is continuous. We hope our work will contribute to clarifying this somewhat con-
troversial issue. The physical idea behind our explanations is that at large magnetic Prandtl
number the magnetic field can feel the smooth scales of the fluid flow (they are not “wiped
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out” by magnetic diffusivity), and correlations in the velocity field above the viscous scale lν
won’t do more harm to the dynamo than if we had a Batchelor type flow with no correlations
of velocity at scales significantly larger than lν .
Our methods were based on approximating piecewise the evolution operator of the two-
point function of the magnetic field. This approximation introduces inaccuracies and one
may ask how these influence the fine details of our reasoning, which relied on non-trivial
estimates. We think that the general picture sketched up should be valid for the exact problem
also, based on the good agreement with available numerical data from the literature. Since
for ξ = ξ ∗ and ξ = 2 one can find the fastest growing mode explicitly, it should also be
possible to do a perturbation theory around these points for the exact evolution operator, this
is however left for future work.
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Appendix 1: PDE for the 2-Point Function of B
We rewrite (1.5) as an Itô type SPDE (following the formalism of [17], Sect. 5)
dBi + dw · ∇Bi − B · ∇dwi − κ ′Bidt = 0, (7.1)
where κ ′ = κ + D/2 with D defined as
Dij (0) = Dδij . (7.2)
The new diffusion term in κ ′ emerges by advecting the magnetic field along the particle
trajectories similarly as in the passive scalar case by using the Itô formula. It will cancel out
eventually, as it should. We can express the above equation more conveniently by defining
dbi(t,x) = −Dxijk(Bj (t,x)dwk(t,x)), (7.3)
where Dxijk = δij ∂xk − δik∂xj .2 The equation is then simply
dBi − κ ′Bidt = dbi. (7.4)
For a function F of fields B , we have the (generalized) Itô formula,
dF(B(t, ·)) =
∫
ddx
δF
δBi(x)
[κ ′Bidt + dbi]
+ 1
2
∫
ddxddy
δ2F
δBi(x)δBj (y)
E(dbi(t,x)dbj (t,y)). (7.5)
The advecting velocity field is a time derivative of a Brownian motion on some state space,
that is
Edwi(t,x)dwj (t,y) = dtDij (x − y), (7.6)
2This is just a rewriting of the expression ∇ × (B × v) for incompressible fields B and v.
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where Dij was defined in (1.8). This means that
Edbi(t,x)dbj (t,y) =DxiklDyjmn (Bk(t,x)Bm(t,y)Dln(x − y)) dt. (7.7)
We apply this to F = ui(t,x)uj (t,y), denote Gij (x − y) = Eui(t,x)uj (t,y) and use the
decomposition Dij (x − y) = Dδij − dij (x − y) introduced in (1.10). Noting that terms
proportional to dw disappear, we obtain the equation for the two point function:
∂tGij = 2κGij +Fij , (7.8)
and
Fij = dαβGij,αβ − dαj,βGiβ,α − diβ,αGαj,β + dij,αβGαβ, (7.9)
where the indices after commas denote partial derivatives with respect to r = x − y. Note
that this depends only on κ , not κ ′, i.e. the constant part Dδij of the structure function is
absent. Using the decomposition (1.16) and the explicit form of the long distance velocity
structure function (1.12) we get from (7.8) two equations for G1 and G2,
∂tG1 = 2κ
r2
(2G2 + (d − 1)r∂rG1 + r2∂2r G1) +A, (7.10)
and
∂tG2 = 2κ
r2
(−2dG2 + (d − 1)r∂rG2 + r2∂2r G2) + B. (7.11)
The symbols A and B are the terms arising from the interaction with the (long distance)
velocity fields. Using the relations (1.18) for G1 and G2 in terms of H , their explicit form
is as follows:
A
D1r−2+ξ
= ξ(d − 1)(d − 3 + ξ)H
+ (2 − d − 2d2 + d3 + (−5 + d + 2d2)ξ + (1 + d)ξ 2)r∂rH
+ (2d(d − 1) + (d + 1)ξ))r2∂2r H + (d − 1)r3∂3r H, (7.12)
− B
D1r−2+ξ
= −ξ(d − 1)(2 − ξ)H + ((1 − d2) + (d − 5 + 2d2)ξ + 4ξ 2 − ξ 3)r∂rH
+ (d + 1)(d − 1 + ξ)r2∂2r H + (d − 1)r3∂3r H. (7.13)
Now we can just add the equations (7.10) and (7.11), and by using G1 +G2 = (d − 1)H we
get
∂tH = ξ(d − 1)(d + ξ)D1r−2+ξH + (2(d + 1)κ + (d2 − 1 + 2ξ)D1rξ )r−1∂rH
+ (2κ + (d − 1)D1rξ )∂2r H. (7.14)
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Appendix 2: Computation of the Fraction C−L/C
+
L
By evaluating the matrix multiplications on the right hand side of (3.27), we can write the
fraction C−L /C
+
L as
C−L
C+L
= −∂h
+
L(1) − Lh+L(1)
∂h−L(1) − Lh−L(1)
, (8.1)
where (again) for the sake of conciseness we write ∂h(1) = ∂ρh(ρ)|ρ=1, and L can be
written as the following nested expression:
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
L = ∂h
+
M(1) + M∂h−M(1)
h+M(1) + Mh−M(1)
,
M = −∂h
+
M(ai) − Sh+M(ai)
∂h−M(ai) − Sh−M(ai)
,
S = ∂hS(ai)
hS(ai)
.
(8.2)
This follows from defining
(
hS
∂hS
)
ai
= hS(ai)
(
1
S
)
(8.3)
and writing (3.27) as
(
C+L
C−L
)
= c
(
∂h−L −h−L
−∂h+L h+L
)
1
(
h+M h
−
M
∂h+M ∂h
−
M
)
1
(
∂h−M −h−M
−∂h+M h+M
)
ai
(
1
S
)
, (8.4)
where hS(ai) is absorbed in the coefficient. We have defined above a constant c which gets
cancelled in the end of computations. It will be used below as well as a generic constant
that does not affect the final results. Multiplying the last matrix with the vector, we define
similarly
(
∂h−M −h−M
−∂h+M h+M
)
ai
(
1
S
)
=
(
∂h−M − Sh−M
−∂h+M + Sh+M
)
ai
= c
(
1
M
)
, (8.5)
that is,
M = −∂h
+
M(ai) − Sh+M(ai)
∂h−M(ai) − Sh−M(ai)
. (8.6)
Doing this again for the second matrix, we obtain similarly
L = ∂h
+
M(1) + M∂h−M(1)
h+M(1) + Mh−M(1)
(8.7)
and finally
C−L
C+L
= −∂h
+
L(1) − Lh+L(1)
∂h−L(1) − Lh−L(1)
. (8.8)
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We are interested in the leading order behavior of the fraction C−L /C
+
L only, so we need
to determine what happens to M as P approaches zero or infinity. It turns out that either
M → 0 or M → ±∞, so to the leading order,
L = ∂h
±
M(1)
h±M(1)
. (8.9)
2.1 P  1
Below the suspension dots denote higher order terms in powers of P (or P−1 for large
Prandtl numbers). Recall from (3.22) and (2.13) that
a1 = lν/ lκ =
(
d − 1
2
P
)1/ξ
. (8.10)
The short range solution was
hS(ρ) = ρ−d/2 Id/2 (αρ) , (8.11)
with a temporary notation α = √(z + 2P 1−2/ξ (2 − d − d2))/(d − 1) and note that |α| be-
haves as P 1/2−1/ξ . Using standard relations of Bessel functions [13] and using the definition
for S in (8.2), we have
S = ∂hS(a1)
hS(a1)
= α I1+d/2
(
( d−12 P )
1/ξα
)
Id/2
(
( d−12 P )
1/ξα
) . (8.12)
Since P is small and the arguments of the Bessel functions above scale as P 1/2, we can use
the expansion
Id/2(u) = ud/2
(
2−d/2
(1 + d/2) +
2−2−d/2
(2 + d/2)u
2 +O(u4)
)
(8.13)
(and a corresponding one when the order parameter is 1 + d/2) to conclude that
S = cP 1−1/ξ + · · · . (8.14)
At this point our analysis splits according to which approximation (3.19) or (3.20) we use for
h±M,1, i.e. we treat separately the cases of small and large z. Finally when ξ = 2 the problem
can be treated for any z.
2.1.1 Large z Case
The medium range solutions in the large z case, (3.19), are
h±M,1(ρ) = ρ−d/2
{
Id/2
Kd/2
(√
βρ
)
, (8.15)
with β = z/(d − 1). The leading order behavior is
⎧
⎪⎪⎨
⎪⎪⎩
h+M(a1) = c + · · · ,
∂h+M(a1) = cP 1/ξ + · · · ,
h−M(a1) = cP−d/ξ + · · · ,
∂h−M(a1) = cP−1/ξ−d/ξ + · · · .
(8.16)
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Using these on M as given by (8.6), we see that to leading order
M = cP d/ξ+1, (8.17)
which goes to zero. Therefore we have
L ∼ ∂h
+
M(1)
h+M(1)
=
√
z
d − 1
I1+d/2
(√
z
d−1
)
Id/2
(√
z
d−1
) . (8.18)
Note that, notwithstanding the fractional powers appearing above, L is a single valued
function, indeed near z = 0 it behaves as L ≈ z/(d − 1). One also notes that in the large z
case L is always positive, since the Bessel functions I are positive for positive parameter
and argument.
2.1.2 Small z Case
We may perform a similar analysis for the small z approximation, based on (3.20),
h±M,1(ρ) = ρ−d/2
{
Jd/ξ
Yd/ξ
(
γρξ/2
)
, (8.19)
with γ = 2√d/ξ + 1. The leading order behavior is
⎧
⎪⎪⎨
⎪⎪⎩
h+M(a1) = c + · · · ,
∂h+M(a1) = cP 1−1/ξ + · · · ,
h−M(a1) = cP−d/ξ + · · · ,
∂h−M(a1) = cP−1/ξ−d/ξ + · · · .
(8.20)
Using these on M (cf. (8.6)), we see that once again M behaves at leading order as given
in (8.17), meaning that it goes to zero as P goes to zero. Therefore we have
L ∼ ∂h
+
M(1)
h+M(1)
= −ξ√d/ξ + 1Jd/ξ+1(2
√
d/ξ + 1)
Jd/ξ (2
√
d/ξ + 1) . (8.21)
2.1.3 Case of ξ = 2
In the particular case of ξ = 2 the medium range solution can be explicitly calculated for
any z, and we have
h±M,1(ρ) = ρ−d/2
{
Jd/2
Yd/2
(√
βρ
)
, (8.22)
where now β = 2(d + 2) − z/(d − 1). The approximations in (8.16) or (8.20) (for ξ = 2
those two coincide) are valid uniformly as ξ goes to 2, so when β is of order unity, the
leading order behaviour (8.17) is valid. Note that for z = z2 we indeed have β of order
unity. Now one deduces that L = −√βJd/2+1(√β)/Jd/2(√β), and for z = z2 one finds√
β = (d2 −d+4)/4/(d−1). One can then verify numerically that for ξ = 2 and z = z2 and
relevant values of d (between 3 and 8 inclusive) we have ˜L > 0. By continuity, positivity
carries over to values of ξ close to 2 and the corresponding dynamo growth rate z. This
permits us to use near ξ = 2 the upper bound w′0 on the largest solution of (4.4), and obtain
the asymptotic behaviour of Sect. 4.1.5.
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2.2 P  1
Now we have a2 = ((d − 1)P/2)−1/2. The short range solution is in this case
hS(ρ) = ρ−d/2 Id/2(
√
Pα′ρ), (8.23)
with
α′ = 1√
2
√
z + 2(2 − d − d2). (8.24)
Similarly to the P  1 case,
S =
√
Pα′
I1+d/2(
√
2
d−1α
′)
Id/2(
√
2
d−1α
′)
= c√P + · · · . (8.25)
The medium range solutions are now power laws,
h±M = ρ−d/2−2/(d−1)±δ, (8.26)
where
δ =
√
d(d3 − 10d2 + 9d + 16) + 4(d − 1)z
2(d − 1) . (8.27)
Since ∂h±M(a2) ∝
√
Ph±M(a2),
∂h±M(a2) − Sh±M(a2) = c
√
Ph±M(a2) + · · · , (8.28)
that is,
M = ch
+
M(a2)
h−M(a2)
+ · · · = c 1
P
+ · · · . (8.29)
This goes to zero as P → ∞, and we have
L → ∂h
+
M(1)
h+M(1)
= ζ − 2
d − 1 −
d
2
, (8.30)
where ζ was defined in (3.14). In fact we wouldn’t have needed to worry if the limit of M
was infinite or zero. The difference would only be a different sign of ζ , which doesn’t affect
anything since it is the presence of the branch cut alone which determines the positive part
of the spectrum.
Appendix 3: Some Sturm-Liouville Theory
Consider the following general second order linear eigenvalue problem, where a, b, c are
positive functions and z ∈ R:
a(ρ)h′′(ρ) + b(ρ)h′(ρ)+ c(ρ)h(ρ) = zh(ρ). (9.1)
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Introduce g = h′/h, then g verifies the first order non-linear (Riccati) differential equation
g′ = z − c − bg − ag
2
a
. (9.2)
Note that a zero of h corresponds to a pole of g, and the pole is always such that as ρ
increases g goes to −∞ and comes back at +∞ (since if h is positive before crossing zero
then its derivative must be negative and vice versa).
3.1 Monotonicity of Solutions in z
Consider for (9.1) the initial condition h′(0) = 0 and h(0) > 0 which in particular implies
g(0) = 0. Now consider (9.1) and (9.2) for two different values of z, say z1 and z2, and
denote the corresponding solutions by h1, g1 and h2, g2 respectively. We show that if z1 > z2,
then g1(ρ) > g2(ρ) for ρ less than the first zero of h2.
This can be seen as follows. First, the assertion is true near ρ = 0 since g′1(0) = (z1 −
c(0))/a(0) > (z2 − c(0))/a(0) = g′2(0) while g1(0) = g2(0) = 0. Now suppose that at some
point the ordering of g1 and g2 changes, this means that the two have to cross, i.e. for
some ρ we have g1(ρ) = g2(ρ) = G. However at this point g′1(ρ) = (z1 − c(ρ) − b(ρ)G −
a(ρ)G2)/a(ρ) > (z2 − c(ρ) − b(ρ)G − a(ρ)G2)/a(ρ) = g′2(ρ), meaning that g1 cannot
cross g2 downwards, which is a contradiction.
Below we give a few specific applications of these results to our problem. Some of these
are used in the main text.
3.1.1 Position of First Zero of h Increases with z
From the above it also follows that the first zero of h1 is larger than the first zero of h2.
Indeed h2 has, obviously, no zero before its first zero. Thus g2 doesn’t go to −∞ before that
point, implying that g1 neither since g1 > g2. But then h1 has no zero either before the first
zero of h2.
A particularly useful application of this is to use the position of the first zero of the
solution with z = 0 as a lower bound on the first zero of any solution for z > 0.
3.1.2 At small Prandtl, L is Non-Singular and Increases with z
We may apply the above to the case when (9.1) corresponds to the small Prandtl approx-
imation (2.15b) of MM . For P → 0 the lower (i.e. left) boundary condition for hM be-
comes h′M(0) = 0. The case z = 0 can be explicitly solved and we get h0M(ρ) := hz=0M (ρ) =
ρ−d/2Jd/ξ (2
√
d/ξ + 1ρξ/2). What needs to be seen is that h0M does not have zeros between
0 and 1, equivalent to Jd/ξ not having zeros between 0 and 2
√
d/ξ + 1. The latter follows
from the fact that jν,1 > 2
√
ν + 1 for ν ≥ 0 (where jν,1 is the first positive zero of the Bessel
function of index ν), which may be seen from the plot in Fig. 11, in conjunction with the
fact that we have jν,1 > ν [24].
In view of Appendix 3.1.1 this allows us to conclude that hM(ρ) doesn’t have zeros for
any z ≥ 0 for ρ ∈ [0,1], so L = h′M(1)/hM(1) is finite and grows with z for z ≥ 0.
Finally let us point out that h0M does have zeros (for ρ > 1 though), and this is due to the
presence of the term ξ(d − 1)(d + ξ)ρξ−2hM in (2.15b). Without this term we would have
h0M = 1, and obviously it wouldn’t have zeros. However the term in question corresponds
to the effect of the velocity field below the magnetic diffusive scale lκ . Thus it is quite
surprising that such a contribution makes it completely non self evident—or even seemingly
fortuitous—that L is indeed always monotonously increasing and finite.
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Fig. 11 Plot of jν,1 (solid line)
and 2
√
ν + 1 (dashed line) for
ν = 0 . . .5. For ν > 5 we have
jν,1 > ν > 2
√
ν + 1 by [24]
3.1.3 Nodeless Zero Mode Implies no z > 0 Eigenfunction
Along the same lines one can prove for our case the standard lore of Sturm-Liouville theory
that if the zero mode (z = 0 solution) has no zeros, then there is no eigenfunction with z > 0.
The idea is that while the zero mode decays near infinity as a power law, any eigenfunc-
tion h1 for z > 0 has to decay exponentially, so it will be below the zero mode. On the other
hand, from (9.1) one deduces that h′′(0) grows with z, so that h1 has to be larger than the
zero mode near ρ = 0. This would imply that the two have to cross in the sense that h2
comes from above and goes below the zero mode, but at the crossing point g1 would be less
than that of the zero mode, which contradicts the above said.
3.2 Consequences for Modified Bessel Function
We wish to prove here that, for pure imaginary λ, the slope of ρK ′λ(ρ)/Kλ(ρ) is bounded
from above by −1 for all ρ > 0.
Using notation from the previous subsections, introduce f (ρ) = ρg(ρ). Then (9.2) trans-
lates to f ′ = [(z − c)ρ + (a/ρ − b)f − (a/ρ)f 2]/a. Applied to the particular case of the
modified Bessel equation with parameter λ
ρ2h′′ + ρh′ − ρ2h = λ2h,
i.e. when a(ρ) = ρ2, b(ρ) = ρ, c(ρ) = −ρ2 and z = λ2, we obtain
f ′ = (ρ2 + λ2 − f 2)/ρ. (9.3)
Solving (9.3) for f ′ = −1 gives f 2 = s(ρ)2 where we define s(ρ) = −[(ρ + 1/2)2 +
λ2 − 1/4]1/2. Moreover when f 2 > s2 then f ′ < −1.
We now take f = ρK ′λ(ρ)/Kλ(ρ) in the case when λ is pure imaginary. Then, for large ρ,
asymptotically f (ρ)− s(ρ) ∼ −(1 − 4λ2)/(16ρ2) < 0, the last inequality being guaranteed
by the fact that we consider the case when λ is pure imaginary and hence λ2 ≤ 0. This means
that for large ρ asymptotically f < s.
Using the fact that f is continuous, if f were to become larger than s for some finite ρ,
necessarily it would pass through f = s, but at that point we would have f ′ = −1 > s ′ (the
inequality holding for λ pure imaginary), which is a contradiction to the fact that for larger
ρ we should have f < s.
This proves that f < s ≤ 0 when s is real, and thus f 2 > s2 for all ρ ≥ 0, whence
f ′ < −1 for ρ ≥ 0.
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3.3 Real Spectrum
Though we do not considerM to be self-adjoint, its spectrum is always real, for the follow-
ing reason.
Since M is a second order differential operator we may conjugate it by a multiplication
operator (by a “function” which is known in the theory of diffusion processes as the speed
measure) to get a symmetric operator M˜, and taking into account the boundary conditions
we have (we see that for any z ∈ C \ R− the solution of M˜h = zh which verifies the bound-
ary conditions is a twice differentiable function with zero derivative at ρ = 0 and exponen-
tially decaying as ρ → ∞, so h is also in the domain of M˜†), we can use the same trick as
for self-adjoint operators: suppose M˜h = zh and write ∫ h¯M˜h = z ∫ h¯h, now take the com-
plex conjugate of both sides, and since M˜ is real and symmetric, we have ∫ h¯M˜h = z¯ ∫ h¯h,
showing that z = z¯, i.e. that z is real.
Appendix 4: Exact Results for P = 0
Here we want to study more rigorously the case of P = 0. In this case we can find exactly
the zero mode of (2.7). For λ real (recall its definition from (3.10)) we show that the Appen-
dix 3.1.3 we conclude that there is no dynamo effect in this case. On the other hand for λ
pure imaginary the zero mode has an infinity of nodes.
Recalling (2.11), first we have to solve for the zero mode of the operator [ξ(d − 1)×
(d + ξ)ρξ−2 + (d2 − 1 + 2ξ)ρξ−1∂ρ + (d − 1)ρξ ∂2ρ ] + [(d2 − 1)ρ−1∂ρ + (d − 1)∂2ρ ]. At
zero Prandtl number the boundary condition is to have finite limit at ρ = 0. The appropriate
solution is
(ρξ + 1)(d−3)/(d−1)2F1(a, b; c;−ρξ ),
where 2F1 is the hypergeometric function and
⎧
⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
a = 2(d − 2)ξ + d(d − 1) + (2 − ξ)(d − 1)λ
2ξ(d − 1) ,
b = 2(d − 2)ξ + d(d − 1) − (2 − ξ)(d − 1)λ
2ξ(d − 1) ,
c = d + ξ
ξ
.
(10.1)
Let us start with the case of λ real. Without loss of generality, we may suppose λ >
0 (or otherwise exchange a and b, since the hypergeometric function is symmetric in
those arguments). Notice that 2(d − 2)ξ + d(d − 1) > 0 and [2(d − 2)ξ + d(d − 1)]2 −
[(2 − ξ)(d − 1)λ]2 = 2d2(d − 1)2 − 8ξ 2(d − 2) ≥ 2[d2(d − 1)2 − 16(d − 2)] > 0, implying
b > 0.
Notice also 2(d − 1)(d + ξ) − [2(d − 2)ξ + d(d − 1)] = d(d − 1) + 2ξ > 0 implying
c − b > 0.
Now write the following integral representation of the hypergeometric function:
2F1(a, b; c;x) = (c)
(b)(c − b)
∫ 1
0
tb−1(1 − t)c−b−1
(1 − tx)a dt (c > b > 0)
whence 2F1(a, b; c;x) > 0 for any x < 1 and c > b > 0.
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Since we have shown above c > b > 0 and since our x < 0, this proves that the zero
mode has no zeros, and hence there cannot be a dynamo effect.
For λ pure imaginary it is possible to make a large ρ development using the so called
linear transformation formula
2F1(a, b; c;−x) = (c)(b − a)
(b)(c − a)x
−a
2F1(a,1 − c + a;1 − b + a;−1/x)
+ (c)(a − b)
(a)(c − b)x
−b
2F1(b,1 − c + b;1 − a + b;−1/x). (10.2)
Since a and b are complex conjugates in the case of pure imaginary λ, the large x asymp-
totics can be written as 2F1(a, b; c;−x) ∼ ( (c)(b−a)(b)(c−a) x−a), which has an infinity of zeros
since a has an imaginary part.
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I. INTRODUCTION
One of the most important problems of turbulence is the observed deviation of Kol-
mogorov scaling in the structure functions of the randomly stirred Navier-Stokes equations
in the inertial range of scales [1]. Contemporary research in turbulence has recently
provided an explanation for this phenomenon in the context of passive advection models
(see e.g. [2] for an introduction and further references). In the case of the passive scalar
model describing the behavior of a dye concentration in a turbulent fluid, such a violation
of canonical scaling behavior (henceforth referred to as anomalous scaling) has recently
been traced to the existence of a type of statistical integrals of motion known as zero
modes [2, 3]. The result can be obtained under some simplifying assumptions about the
velocity field, namely assuming the velocity statistics to be gaussian and white noise in
time, which results in a solvable hierarchy of Hopf equations for the correlation functions.
Such properties are included in the so called Kraichnan model [4] of velocity statistics,
which will also be utilized in the present work.
As opposed to a thermodynamical equilibrium, the passive scalar is maintained in a
nonequilibrium steady state by external forcing designed to counter molecular diffusion.
It was proved in [5] that even in the limit of vanishing molecular diffusivity the steady
state exists and is unique. Furthermore defining the integral scale to be infinity results in
an infinite inertial range, divided only by the injection scale L due to the forcing. While
the above results of the passive scalar anomalous scaling were concerned with the small
scale problem r ¿ L, in [6] it was observed that one obtains anomalous scaling also at
large scales, provided the forcing is of ”zero charge”, q0
.
=
∫
d¯drCL(r) = 0, where CL is the
forcing pair correlation function. Such a forcing is concentrated around finite wavenumbers
k ∼ 1/L, which behaves similarly to a zero wavenumber concentrated forcing at small
scales, but is more realistic for probing scales larger than the forcing scale.
The forcing is usually taken to be statistically isotropic. Justification for this is that
one usually expects the anisotropic effects to be lost anyway at scales much smaller that
the forcing scale, according to a universality hypothesis by the K41 theory[1]. Nevertheless,
in [7] it was discovered that even a small amount of anisotropy in the forcing (that can
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never be avoided in a realistic setting) in the passive scalar equation would render the large
scale behavior to be dominated by anisotropic zero modes responsible for another type
of anomalous scaling. As pointed out in [7], such behavior is nontrivial also in the sense
that one might expect the system to obey Gibbs statistics with exponentially decaying
correlations at large scales, as indeed happens for the pair correlation function with isotropic
zero charge forcing [6].
The purpose of the present work is to consider the small and large scale behavior of
passive vector models stirred by an anisotropic forcing, and especially to determine if the
phenomena of anomalous scaling and persistence of anisotopy is a general feature of passive
advection models or just a curiosity of the passive scalar. The passive vector models arise
as quite natural generalizations of the scalar problem and turn out to possess much richer
phenomena already at the level of the pair correlation function. For example the pair
correlation function of the magnetohydrodynamic equations exhibit anomalous scaling [8]
whereas one needs to study the fourth and higher order structure functions of the passive
scalar to see such behavior (see e.g. [9] and references therein). It has also been argued
that the linear passive vector models might yield the exact scaling exponents of the full
Navier-Stokes turbulence [10]. The equation under study is defined as
u˙i − ν∆ui + v · ∇ui − au · ∇vi +∇iP = fi, (1)
with a parameter a = −1, 0 or 1, corresponding respectively to the linearized Navier-Stokes
equations (abbreviated henceforth as LNS), the so called linear pressure model (LPM)
and the magnetohydrodynamic (MHD) equations. ν is a constant viscosity/diffusivity
term, fi denotes an external stirring force, vi is a gaussian, isotropic external velocity field
defined by the Kraichnan model and P is the pressure, giving rise to nonlocal interactions.
The equation was introduced in [11], where the authors derived and studied a zero mode
equation for the pair correlation function in the isotropic sector and found the small scale
exponents numerically and to a few first orders in perturbation theory (see also [12] for
a more detailed exposition). They also reported perturbative results for higher order
correlation functions and anisotropic sectors using the renormalization group. Although
the purpose of the present work is to consider arbitrary values of a, some cases have
already been studied elsewhere. The a = 1 case, corresponding to magnetohydrodynamic
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turbulence, has probably received the most attention[8, 13–17]. The linear pressure model
(or just the passive vector model) with a = 0, has been studied in e.g.[12, 18, 19]. The
linearized Navier-Stokes equation (see [1]), a = −1, was studied in [12] and numerically in
[20] in two dimensions and is the least known of the above cases, although perhaps the most
interesting. The above mentioned studies have been restricted to the small scale problem
and rely heavily on the zero mode analysis, i.e. finding the homogeneous solutions to the
pair correlation equation. For our purposes this is not enough. To capture the anomalous
properties as discussed above, one needs to consider the amplitudes of the zero modes as
well, as it may turn out that some amplitudes vanish. Indeed, it is exactly this sort of
mechanism that is responsible for the anisotropy dominance in [7].
We provide an exact solution of the equation for the pair correlation function with
anisotropic forcing and study both small and large scale behavior. It turns out that for
the ”zero charge” forcing as above, the large scale behavior is anomalous even in the
isotropic sector for all a. The anisotropy dominance seems however rather an exception
than a rule in three dimensions, as only the trace of the correlation function for the a = 0
model exhibits similar phenomena at large scales. Nevertheless, in two dimensions the
anisotropy dominance is a more common phenomenon. Perhaps the most interesting case
is the linearized Navier-Stokes equation for which a = −1. The field u is now considered to
be a small perturbation to the steady turbulent state described by v. This case is unfor-
tunately complicated by the fact that practically nothing is known of the existence of the
steady state, although an attempt to rectify the situation is underway by the present author.
In section II we introduce the necessary tools, discuss the role of the forcing and
present the equation for the pair correlation function in a Mellin transformed form. Details
of it’s derivation can be found in appendix A. In section III we present the solution in
both isotropic and anisotropic sectors and explain the results for the passive scalar of
[7] in our formalism. The next three sections are concerned with the specific cases of
magnetohydrodynamic turbulence, linear pressure model and the linearized Navier-Stokes
equations. Although the space dimension is arbitrary (although larger than or equal to
two), we concentrate mostly on two and three dimensions. The reasons for this are the
considerable differences between d = 2 and d = 3 cases and the similarities of dimensions
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d ≥ 3. Mainly one may expect some sort of logarithmic behavior in two dimensions while in
higher dimensions the behavior is power law like. Also the presence of anomalous scaling is
seen to be independent of dimension for d ≥ 3, although the actual existence of the steady
state may very well depend on the dimension as observed in [15]. This will be further
studied in an undergoing investigation of the steady state existence problem. The last
section before the conclusion attempts to shed light on the role of the parameter a as it is
varied between −1 and 1. The actual results are collected and discussed in the conclusion.
We also give some computational details in the appendices.
II. PRELIMINARIES AND THE EQUATION
All vector quantities in the equation (1) being divergence free results in an expression for
the pressure after taking the divergence,
P = (1− a) (−∆)−1 ∂ivj∂jui. (2)
We may then write the equation compactly as
u˙i − ν∆ui +Dijk (ujvk) = fi, (3)
with a differential operator
Dijk = δij∂k − aδik∂j + (a− 1)∂i∂j∂k∆−1, (4)
where ∆−1 is the inverse laplacian. The equal time pair correlation is defined as
Gij(t, r) = 〈ui(t,x+ r)uj(t,x)〉, (5)
where the angular brackets denote an ensemble average with respect to the forcing and the
velocity field. The equation for the pair correlation function is then
∂tGij − 2ν ′∆Gij −DiµνDiρσ (DνσGµρ) = Cij, (6)
where the velocity and forcing pair correlation tensors Dij and Cij will be defined below.
The above equation should however be understood in a rather symbolic sense, as the defining
equation for the field u is in fact a stochastic partial differential equation. The equation
is more carefully derived in appendix A in Fourier variables using the rules of stochastic
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calculus. In the present form it is also very difficult to study because of the nonlocal terms
for a 6= 1 and the tensorial structure. We will therefore now briefly explain the structure of
the calculations in a rather superficial but hopefully transparent way (see appendix A for
details). Assuming that we have reached a steady state, i.e. ∂tG = 0, we rewrite eq. (6)
symbolically as
−2ν ′∆G+MG = C, (7)
with the effective diffusivity ν ′ = ν− 1
2
Dm−ξv andM is some complicated integro-differential
operator. Taking the Fourier transform of the above equation would still leave us with an
integral equation due to the inherent nonlocality from the pressure term. We deal with this
now by taking also the Mellin transform (after dividing by p2), which yields
2ν ′g¯(z) +
∫
d¯z′Mz,z′ g¯(z − z′) = c¯(z − 2) (8)
with a rather complicated expression for Mz,z′ , see eq. (A12). The advantage of the above
form is that various powers of mv arise as poles in Mz,z′ ∝ mz′−ξv , the leading ones residing
at z′ = 0 and z′ = ξ. Other poles produce positive powers of mv and can therefore be safely
neglected. The residue at z′ = 0 cancels with the term in the effective diffusivity, leaving us
with only the bare diffusivity ν. The remaining equation can then be written in the limit of
vanishing mv and ν as
−R (Mz,z′|z′ = ξ) g¯(z − ξ) = c¯(z − 2), (9)
where R denotes the residue (the minus sign arises from the clockwise contour). The equa-
tion is then simply solved by dividing by the residue term and using the Mellin transform
inversion formula
G(r) =
∫
d¯z|r|zAzg¯(z), (10)
where Az is a simple z dependent function arising from the fact that we performed the
Mellin transform on the Fourier transform of the equation.
A. Kraichnan model
We define the Kraichnan model as in [21] with the velocity correlation function〈
vi(t, r)vj(0, 0)
〉
= δ(t)
∫
d¯dqeiq·rD̂mv(q)Pij(q)
=: δ(t)Dij(r;mv) (11)
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where we have defined the incompressibility tensor Pij(q) = δij − q̂iq̂j and denoted d¯dq :=
ddq
(2pi)d
. Defining
D̂mv(q) =
ξD0
(q2 +m2v)
d/2+ξ/2
(12)
and applying the Mellin transform (See e.g. [22] and the appendix A of [9]) we have
D̂z
′
mv(q) :=
∞∫
0
dw
w
wz
′+dD̂mv(wq) = d¯mv(z
′)q−z
′−d, (13)
where
d¯mv(z
′) =
ξ
2
D0m
z′−ξ
v
Γ (d/2 + z′/2) Γ (ξ/2− z′/2)
Γ (d/2 + ξ/2)
, (14)
and z′ is constrained inside the strip of analyticity −d < Re(z′) < ξ. The parameter ξ takes
values between zero and two and measures the spatial ”roughness” of the velocity statistics.
We observe that the scaling behavior of the correlation function is completely encoded in
the pole structure of Mellin transform, with e.g. the pole at z′ = ξ corresponding to the
leading scaling behavior of the velocity structure function.
B. Decomposition in basis tensor functions
Being a rank two tensor field, the pair correlation function may be decomposed in hy-
perspherical basis tensor functions as in [14, 23]. Such a decomposition is also an important
tool in analyzing the data from numerical simulations, as witnessed e.g. in [24]. We shall
be concerned only with the axial anisotropy, and apply this decomposition on the Fourier
transform of the pair correlation function. This has the advantage of making the incom-
pressibility condition very easy to solve, among other things. We consider only the case of
even parity and symmetry in indices, which leaves us with a basis of four tensors:
B1ij(pˆ) = |p|−lδijΦl(p)
B2ij(pˆ) = |p|2−l∂i∂jΦl(p)
B3ij(pˆ) = |p|−l(pi∂j + pj∂i)Φl(p)
B4ij(pˆ) = |p|−l−2pipjΦl(p)
(15)
with the actual decomposition
Ĝij(p) :=
∑
b,l
Bb,lij (pˆ)Ĝ
b
l (p). (16)
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Here Φl(p) is defined as Φl(p) := |p|lY l(pˆ), where Y l is the hyperspherical harmonic function
(with the multi-index m = 0). It satisfies the properties
∆Φl(p) = 0
p · ∇Φl(p) = lΦl(p). (17)
The same decomposition will naturally be applied to the forcing correlation function as well.
C. The forcing correlation function
We require the forcing correlation function to decay faster than a power law for large
momenta and to behave as Cij(p) ∝ Ld(Lp)2N for small momenta with positive integer
N . The N = 0 case corresponds to the usual large scale forcing with a nonzero ”charge”
q0 =
∫
drCL(r) and is responsible for the canonical scaling behavior of the passive scalar
at large scales[6], whereas any N > 0 corresponds to a vanishing charge[6]. Applying the
Mellin transform to such a tensor (decomposed as above) yields
Ĉzij(p) =
∞∫
0
dw
w
wd+zĈij(wp) = |p|−d−z
∑
b
Bbij(pˆ)c¯
N
b (z), (18)
with
c¯Nb (z) =
C∗bL
−z
z + d+ 2N
, Re(z) > −d− 2N, (19)
and the strip of analyticity −d − 2N < Re(z). The details of the actual cutoff function
are absorbed in the constants C∗b and play no role in the leading scaling behavior. All the
interesting phenomena can be classified by using only the cases N = 0 and N = 1. We
will mostly be concerned with the latter type of forcing which is also of the type considered
in [6, 7]. By inverting the Mellin transform we would obtain an expression for the forcing
correlation function
Cij(t, r) =
∫
d¯z|r|z c¯Na (z)Kab(z)Bbij(rˆ) (20)
where the matrix K is defined in appendix D. We note that c¯Na determines the large scaling
behavior of the above quantity as r−d or r−2−d, depending on the forcing, while the matrix K
is responsible for the small scale behavior ∝ rl, where l is the angular momentum variable.
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D. Mellin transformed equation and overview of calculations
As mentioned earlier in this section, equation (6) is much too unwieldy for actual com-
putations. In appendix A we perform a more careful derivation of the equation in Fourier
variables and by using the Itoˆ formula. The resulting equation (A9) still has an inconvenient
convolution integral. By applying the Mellin transform, we obtain an equation
−Dm−ξv g¯b(z)−D0λ˜g¯b(z − ξ) +
∫
d¯z′d¯mv(z
′)Tbcd+z′,d+z−z′ g¯c(z − z′)
= c¯b(z − 2). (21)
for the Mellin transformed coefficients g¯b of the tensor decomposition (16) (defined explicitly
in eq. (A11)). The matrix T is defined in eq. (A13) and involves rather difficult but
manageable integrals, and λ˜ is defined in eq. (A7). The integration contour with respect to
z′ lies inside the strip of analyticity Re(z) < Re(z′) < 0, determined from eq. (A14). For
small values of mv the contour may (and must) be completed from the right. The reason for
performing the Mellin transform becomes evident when one studies the pole structure of the
functions d¯mv(z
′) and T: first two (positive) poles occur at z′ = 0 (from T) and at z′ = ξ
(from d¯mv(z
′)) and correspond to a term ∝ m−ξv and a constant in mv, respectively. The
former of these cancels out from the equation, hence one is free to take the limit mv → 0.
This leaves us with a simple equation
−λ˜g¯b(z − ξ)− Tbcd+ξ,d+z−ξg¯c(z − ξ) =
1
D0
c¯b(z − 2). (22)
From now on we absorb D0 in the functions c¯b. In appendix B we have applied the in-
compressibility condition to the correlation function Ĝij(p) and the equation, which has the
effect of leaving us only with two independent functions to be solved, g¯1 and g¯2. Applying
also a translation z → z + ξ in eq. (23), we have
−
(
λ˜1+A+B ·X
)
h¯(z) = f¯(z + ξ − 2), (23)
with the definitions
h¯ = (g¯1, g¯2)
T
f¯ = (c¯1, c¯2)
T , (24)
and
Td+ξ,d+z =
A B
C D
 , X =
 0 −(l − 1)
−1 l(l − 1)
 . (25)
9
58
All that remains now is to invert the matrix equation, although in the isotropic sector and
in two dimensions it reduces to a scalar equation.
III. THE SOLUTION
Inverting the Mellin and Fourier transforms enables us to write the full solution as
Gij(r) = −
∫
d¯z|r|zh¯T(z)P̂TK ·Bij(rˆ), (26)
where we now have a projected version of the matrixK due to the incompressibility condition
(see appendix D), and
h¯(z) = −
(
λ˜1+A+B ·X
)−1
f¯(z + ξ − 2). (27)
The strip of analyticity is now
2− d− ξ − 2N < Re(z) < 0, (28)
where N = 0 for the traditional nonzero charge forcing and N = 1 for the zero charge
forcing. We should note that there may in fact be poles inside the strip of analyticity due
to the solution h¯, which is just a reflection of one’s choice of boundary conditions.
A. Isotropic sector
In the isotropic case when l = 0, we have B1ij = δij, B
4
ij = r̂ir̂j and the other B’s are
zero. The equation of motion (23) is now a scalar equation, hence we only need the (1, 1)
-component of the matrix,
(
λ˜1+A+B ·X
)
11
= 2(a− 1)(aξ − 1− a− d)Γ (1 + ξ/2) Γ (1 + d/2)
−pa(z)
Γ (−z/2) Γ (d+z+ξ
2
)
Γ
(
4+d−ξ
2
)
2Γ
(
2+d+z
2
)
Γ
(
4−z−ξ
2
) .= 1/γa(z), (29)
where the equality applies up to a constant term that will be absorbed in the forcing, and
we have defined the polynomial
pa(z) = −(a− 1)2(d+ 1)ξ(2− ξ)
+(z + ξ − 2) ((d− 1)z2 + (d(d− 1) + 2aξ) z+
ξ
(−d− 1 + 2a(d+ 1)− a2(1 + 2d− d2 + ξ − dξ))) (30)
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This is the same expression (only in a slightly different form) as in [11]. The expression (26)
for the inhomogeneous part of the correlation function becomes
Gij(r) =
∫
d¯z|r|zγa(z)c1(z + ξ − 2)Pij(z) Γ(−z/2)
Γ
(
2+d+z
2
) , (31)
where we have introduced the incompressibility tensor
Pij(z) = [(z + d− 1)δij − zrˆirˆj] (32)
and irrelevant constant terms were absorbed in the forcing c1.Henceforth such an assumption
will always be implied unless stated otherwise.
B. Anisotropic sectors
Now the task is to find the poles of the inverse matrix of
(
λ˜1+A+B ·X
)
, that are
completely determined by the zeros of its determinant. Denoting
M := A+B ·X = λl+d+z,d+ξ
d+ ξ
τ11 − τ41 τ21 − (l − 1)τ31 + (l − 1)lτ41
τ12 − τ42 τ22 − (l − 1)τ32 + (l − 1)lτ42
 , (33)
where τ and λ are defined in appendix C, we may write
det
(
λ˜1+M
)
= λ˜2 + λ˜ trM+ detM. (34)
We refrain from explicitly writing down the determinant, since the full expression is rather
cumbersome and not very illuminating. It may however be easily reproduced by using the
components τij given in appendix C.
C. Two dimensions
The two dimensional case deserves some special attention. From the incompressibility
requirement in eq. (B1) and by direct computation using the two dimensional spherical
harmonics ∝ eıθ, one can see that the correlation function satisfies the propotionality
Ĝij(p) ∝
(
g¯1 − l(l − 1)g¯2)Pij(p). (35)
Therefore in two dimensions the equation is a scalar one also in the anisotropic sectors. A
formula for the solution then becomes
Gij(r) = −
∫
d¯z|r|z c¯
1 − l(l − 1)c¯2
F11 − l(l − 1)F21 (P̂
TK)1bBbij(rˆ), (36)
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where F = λ˜1+A+B ·X.
D. Example: Passive Scalar
As one of the main themes of the present work is to consider the effect of a forcing localized
around some finite wavenumber mf ∝ 1/L instead of zero, it is useful to review the case in
[7] by the present method (see e.g. [3, 9, 21] for more on the passive scalar problem), even
more so as the magnetohydrodynamic case in two dimensions bears close resemblance to the
passive scalar (indeed the two dimensional case can be completely described as a passive
scalar problem with the stream function taking place of the scalar). Using the methods
above, we arrive at an expression similar to (26),
G(r) =
∑
l
Yl(r)
∫
d¯z |r|z c
N(z + ξ − 2)
ψl(z)
Γ
(
l−z−ξ+2
2
)
Γ
(
l+z+d+ξ−2
2
) , (37)
where we have again written the generic constant C ′ in which we will absorb finite constants.
In the above equation, N equals zero or one corresponding to the nonzero and zero charge
forcings and
ψl(z) = (d− 1)(l − z)(l + z + d+ ξ − 2) + ξl(l − 1). (38)
The strip of analyticity is now −d− ξ < Re(z) < 0. Consider now the isotropic sector l = 0
with the nonzero charge forcing, i.e. N = 0. We then have (neglecting the zero modes)
Gl=0(x) = C
′L2−ξ
∫
d¯z |r/L|z Γ
(
2−z−ξ
2
)
z (z + d+ ξ − 2) . (39)
For r ¿ L the integration contour must be completed from the right, thus capturing the
poles z = 0, z = 2− ξ, . . .. The small scale leading order behavior is therefore
Gl=0 = C
′Γ (1− ξ/2)
d+ ξ − 2 L
2−ξ − C ′ 1
d(2− ξ)r
2−ξ + . . . (40)
where the dots refer to higher order powers of r. The large scales r À L require a left hand
contour, resulting in another scaling regime,
Gl=0 = C
′ Γ(d/2)
d+ ξ − 2L
dr2−d−ξ + . . . (41)
We note that the above solution is constant at r = 0 and zero at r = ∞, thus satisfying
the boundary conditions. We conclude that the solution is completely nonanomalous, i.e.
12
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respecting the canonical scaling.
Consider now instead the zero charge forcing with N = 1 that is localized around
p = 1/L instead of p = 0. The large scale pole due to the forcing at z = −d− ξ + 2 cancels
out and we are left with
Gl=0 = C
′
∫
d¯z |r/L|z 1
z
Γ
(
2− z − ξ
2
)
. (42)
There is now no large scale scaling behavior (the decay is faster than a power law). By
looking at the l = 2 sector,
Gl=2 = C
′′L2−ξ
∫
d¯z
|r/L|z Γ (4−z−ξ
2
)
ψ2(z)(z + ξ + d)Γ (z + d+ ξ)
, (43)
(with a different generic constant C ′′), we see that the relevant scaling behaviors are obtained
from a solution of the equation
ψ2(z) = d
2(−2 + z)− z(−2 + z + ξ) + d(−2 + z)(−1 + z + ξ) = 0, (44)
giving the large scale behaviour of the l = 2 sector with the exponent
z− =
1
2
(
2− d− ξ −
√
(d− 2 + ξ)2 + 8d(d+ ξ − 1)
d− 1
)
. (45)
Therefore we conclude that the large scale behavior is dominated by the anisotropic modes.
Note that the anisotropic modes are also anomalous in that they are not obtainable by
dimensional analysis.
IV. MAGNETOHYDRODYNAMIC TURBULENCE
Setting a = 1 in eq. (1) yields the equations of magnetohydrodynamic turbulence (see
e.g. [8, 15] and references therein). This is a special case in that the problem is completely
local due to the vanishing of the pressure term. In practical terms, the quantity λ˜ is zero,
hence we only need to consider the zeros of the determinant of M in eq. (34).
A. Isotropic sector
The isotropic part of the correlation function becomes
Gij(r)=C
′
∫
d¯z|r|z c
N
L (z + ξ − 2)
p0(z)
Pij(z)
Γ
(
2−z−ξ
2
)
Γ
(
d+z+ξ
2
) , (46)
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where
p0(z) = (d− 1)z(d+ z) + ((d− 1)d+ 2z)ξ + (d− 1)ξ2 (47)
with another generic constant C ′. We find the usual poles at
zn = 2− ξ + 2n,
z± =
1
2
(
−d− 2ξ
d− 1
)
±
√
d
2
√
d− 4(d− 2)ξ
(d− 1) −
4(d− 2)ξ2
(d− 1)2 , (48)
where n is a nonnegative integer. For the nonzero charge type forcing we have c0L(z+ξ−2) ∝
1/(z+d+ξ−2), which presents another pole. On the other hand, for the zero charge forcing
we have c1L(z + ξ − 2) ∝ 1/(z + d + ξ), which cancels with a zero of the gamma function.
It turns out that this sort of cancelation occurs for each model, rendering the large scale
behavior anomalous. We will postpone the arbitrary dimensional case until the end of the
present sector and instead consider first the three and two dimensional cases.
B. Anisotropic sectors
Note that since detM ∝ λ2l+d+z,d+ξ, the inverse of M is only proportional to λ−1l+d+z,d+ξ,
so the correct form to look at is actually detM/λl+d+z,d+ξ. Dropping z -independent terms
we have
detM
λl+d+z,d+ξ
= C
Γ
(
l−z−2
2
)
Γ
(
l+z+d+ξ−2
2
)
Γ
(
l+z+d+2
2
)
Γ
(
l−z−ξ+2
2
)Ψl(z), (49)
where Ψl(z) is a fourth order polynomial in z and C is a z -independent constant. Due to its
rather lengthy expression, we shall consider the whole problem in three and two dimensions
only. We note immediately that there’s also an infinite number of solutions due to one of
the gamma functions, namely at
z = l + 2− ξ + 2n (50)
for nonnegative integers n and even l. The other gamma function cancels with the terms
from (D2).
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FIG. 1: The MHD scaling exponents of the isotropic, l = 2, l = 4 and l = 6. In (a) The isotropic
poles z+ ≥ z− are adjoined at ξ = 1. The dashed line in (a) corresponds to the forcing with
nonzero charge with a pole at −1 − ξ, whereas for the zero charge forcing there are no poles. In
(b) the zero modes are never adjoined.
C. d=3
We have the four solutions to Ψl(z) = 0 of which the following two are dominant in the
small and large scales,
z±l = −
3 + ξ
2
± 1
2
√
A∓ 2(2− ξ)
√
B, (51)
where
A = (2 + ξ) (2l(l + 1)− 6− ξ) + 17,
B = (2 + ξ) (2l(l + 1) + ξ) + 1, (52)
which match exactly to the results obtained in [14, 17], after some convenient simplifications.
The isotropic zero modes are
z± =
1
2
(
3− ξ ±
√
3(1− ξ)(3 + ξ)
)
. (53)
We have plotted the leading poles in Fig. (1) from l = 0 to l = 6 together with the pole due
to the nonzero charge. We note that the isotropic exponents become complex valued for
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ξ > 1, implying an oscillating behavior and therefore a positive Lyapunov exponent for the
time evolution [8, 15]. The above steady state assumption therefore applies for 0 ≤ ξ ≤ 1
only in the isotropic sector. The fact that the anisotropic exponents are continuous curves
for all 0 ≤ ξ ≤ 2 seems to imply that the steady state exists for all ξ in the anisotropic
sectors. Indeed, in [14] this was shown to be the case by preforming a more careful eigenvalue
analysis.
1. Nonzero forcing charge
In the isotropic sector for the forcing with nonzero charge N = 0 we have
Gij(r)|l=0 = −C ′L2−ξ
∫
d¯z
|r/L|zPij(z)Γ
(
2−z−ξ
2
)
(z − z−)(z − z+)(z + 1 + ξ)Γ
(
3+z+ξ
2
) (54)
with the contour bound −1− ξ < Re(z) < 0 and z− < −1− ξ < z+ < 0. C ′ again denotes
some generic finite (and positive) constant. The pole z+ divides the strip of analyticity in two
parts, which correspond to different boundary conditions. Small scale behavior corresponds
to picking up the poles to the right of the contour and large scale behavior corresponds to
left hand side poles. We note that both the zero modes z± are negative, except that z+ = 0
at ξ = 0. Therefore z+ cannot be a large scale exponent, as the solution has to decay at
infinity. The real strip of analyticity is then in fact −1− ξ < Re(z) < z+, thus resulting in
the small scale behavior
G<ij = C1r
z+Pij(z+) (55)
and the large scale behavior
G>ij = C2r
−1−ξPij(−1− ξ) (56)
We note that the large scale behavior is determined by the forcing and therefore respects
canonical scaling.
2. Zero charge forcing
Because of the pole cancelation we now have a similar expression,
Gij(r)|l=0 = C ′L2−ξ
∫
d¯z
|r/L|zPij(z)Γ
(
2−z−ξ
2
)
(z − z−)(z − z+)Γ
(
5+z+ξ
2
) (57)
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with the strip of analyticity is now −3 − ξ < Re(z) < 0. The contour bound now encloses
both the zero modes (see again Fig. (1)). In addition to the above considerations with a
forcing of nonzero charge, we conclude that z− cannot be present at small scales due to
regularity conditions at ξ = 0, so the real strip of analyticity is in fact z− < Re(z) < z+.
This gives rise to the small scale behavior
G<ij = C1r
z+Pij(z+) (58)
for the small scales and
G>ij = C2r
z−Pij(z−) (59)
for the large scales. The large scales are therefore dominated by the smaller zero mode
z− instead of the exponent −1 − ξ as with the nonzero charge forcing and is therefore
anomalous. However, unlike in the passive scalar case, the anisotropic exponents are sub-
dominant at both small and large scales (see Fig. (1)) and we therefore conclude that there
is isotropization at both scales.
D. d=2
The (dominant) zero modes in two dimensions are
z+l = −4− ξ +
√
4l2(1 + ξ) + ξ2
z−l = −3ξ −
√
4l2(1 + ξ) + ξ2 (60)
of which we separately mention the isotropic zero modes,
z+ = −ξ
z− = −2− ξ. (61)
The expression for the inhomogeneous part of the correlation function is
Gij(r)|l=0 = C ′L2−ξ
∫
d¯z|r/L|zcL(z + ξ − 2)Pij(z)
Γ
(−z−ξ
2
)
Γ
(
4+z+ξ
2
) (62)
with contour bound is −2− ξ < z < 0 together with the bound from the forcing.
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1. Nonzero charge forcing
Because cL ∝ 1/(z+ ξ), the expression for the isotropic sector of the correlation function
simplifies to
Gij(r)|l=0 = C ′L2−ξ
∫
d¯z|r/L|zPij(z)
Γ
(−z−ξ
2
)
(z + ξ)Γ
(
4+z+ξ
2
) (63)
where the bound is now −ξ < Re(z) < 0. Note the appearance of a double pole at z = −ξ
giving rise to logarithmic behavior. There are now no poles inside the contour bound, so
finding the asymptotics is easy. We observe that there are no small scale poles and therefore
the correlation function decays faster than any power at small scales, whereas at large scales
we have
G>ij = C
′ log(r/L)L2−ξ|r/L|−ξPij(−ξ) + C ′L2−ξ|r/L|−ξP ′ij(−ξ), (64)
where P ′ij(−ξ) = δij − rˆirˆj to ensure incompressibility and other next to leading order
nonlogarithmic terms were discarded. By looking at Fig. (1) we see that there is a hierarchy
of small scale exponents in the anisotropic sectors. We therefore make the conclusion that in
two dimensions the anisotropic effects in the MHD model are dominant at small scales for a
forcing of nonvanishing charge, conversely to the passive scalar case. Note that setting ξ = 0
in the above equation reproduces correctly the usual logarithmic behavior of the diffusion
equation steady state with an infrared finite large scale forcing.
2. Zero charge forcing
We now have cL ∝ 1/(z + ξ + 2) and the isotropic correlation function becomes
Gij(r)|l=0 = −C ′L2−ξ
∫
d¯z|r/L|zPij(z)
Γ
(−1− z+ξ
2
)
Γ
(
4+z+ξ
2
) (65)
with the usual strip −2− ξ < Re(z) < 0. There are no double poles and the leading simple
poles are just at z = −ξ and z = −2 − ξ, so the asymptotic behaviours at small and large
scales are simply
G<ij = C
′|r/L|−ξPij(−ξ)
G>ij = C
′|r/L|−2−ξPij(−2− ξ). (66)
18
67
As in the three dimensional case, all the anisotropic exponents are now subleading at both
small and large scales (see Fig. (1)), so we conclude that there is again isotropization at
both regimes. Note also that the large scale behavior is due to the forcing and therefore
nonanomalous.
3. Any dimension, zero charge forcing
For the sake of completeness, we write explicitly the solutions in any dimension d > 2 in
the isotropic sector for the zero charge forcing:
G<ij =
C ′
2
L2−ξ|r/L|z+ Pij(z+)
z+ − z−
Γ
(
2−z+−ξ
2
)
Γ
(
2+d+z++ξ
2
)
−C ′r2−ξ Pij(2− ξ)
(2− ξ − z−)(2− ξ − z+)
1
Γ (2 + d/2)
+O(r4−ξ),
G>ij =
C ′
2
L2−ξ|r/L|z− Pij(z−)
z+ − z−
Γ
(
2−z−−ξ
2
)
Γ
(
2+d+z−+ξ
2
) (67)
where we have neglected the possible exponentially decaying terms. The anisotropic sectors
produce rather cumbersome expressions and we will be satisfied with only the numerical
results in the figures. We observe that the large scale behavior is always dominated by the
negative zero mode exponent z− and is therefore always anomalous (except in two dimen-
sions). It is also fairly easy to see that the anisotropic exponents are always subdominant,
so that there is isotropization at both small and large scales.
V. LINEAR PRESSURE MODEL
Setting a = 0 in eq. (1) produces the equation known as the Linear Pressure Model
(LPM) (see e.g. [11, 12, 18] and references therein; sometimes this model is just called the
passive vector model) By looking at equation (A9), we see that when Ĝ ∝ δ(d)(p), the left
hand side evaluates to ∝ a2|p|2−d−ξPij(p). Therefore for a = 0 there is a constant zero
mode analogously to the passive scalar case. This is true for the anisotropic sectors as well
([12, 18]). This constant zero mode however vanishes for the structure function, so in the
present case we also consider the next to leading order term. The first thing to note in the
19
68
isotropic sector is that when a = 0, z = −d is a solution of the equation
1
γ0(z)
= 2(d+ 1)Γ (1 + ξ/2) Γ (1 + d/2)
+p0(z)
Γ (1− z/2) Γ (d+z+ξ
2
)
Γ
(
4+d−ξ
2
)
Γ
(
2+d+z
2
)
Γ
(
4−z−ξ
2
) = 0, (68)
where
p0(z) = (d
2 − z)(z + ξ − 2) + d(z − 2)(z + ξ − 1)− ξ. (69)
However, as we see from the definition of the incompressibility tensor in eq. (32), for the
trace (in indices) we have
Pii(z) = (d− 1)(d+ z), (70)
which produces a canceling z+d term in the numerator. A physically more realistic quantity
would however be a contraction with x̂ix̂j than the trace, since we are more interested in the
structure functions of the model. Another exact solution is z = 2−ξ. Other nonperturbative
solutions can only be obtained numerically.
A. Any dimension
We have plotted some of the poles in Fig. (2) in three dimensions. Remembering the
z = −3 solution, we see that the anisotropic exponents are less dominant with increasing l
(a behavior repeated for higher l as well).
1. Nonzero charge forcing
The contour bound is now 2−d− ξ < Re(z) < 0, so there is no controversy in the choice
of which poles to include. The small and large scale behaviors are similar to the passive
scalar, and for completeness, we give the results in any dimension:
G<ij = AL
2−ξδij −Br2−ξPij(2− ξ)
G>ij = A
′L2−ξ|r/L|2−d−ξPij(2− d− ξ). (71)
The A,B and A′ are somewhat complicated transcendental functions of d and ξ.
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FIG. 2: The Linear Pressure Model scaling exponents of the sectors l = 0, l = 2 and l = 4 in
three (a) and two (b) dimensions. The z = 0 and z = −d are omitted for the sake of clarity. We
note that in two dimensions, there is a z = 2 exponent in the l = 2 sector but the l = 4 sector’s
exponent goes slightly above z = 2.
2. Zero charge forcing
Now the forcing contributes a pole ∝ 1/(z + ξ + d) and the contour bound is −d − ξ <
Re(z) < 0. The quantity γ0 in eq. (68) has a zero there that cancels with the pole from
the forcing. Therefore we again conclude that the forcing doesn’t contribute in the scaling.
The small scale behavior is therefore same as above, but the large scale isotropic sector of
the correlation function behaves as
G>ij = C
′|L|2−ξ (A′|r/L|−dPij(−d) +B′|r/L|z−Pij(z−)), (72)
where A′ and B′ are again some nonzero constants (depending of d and ξ), z− is the l = 2
large scale mode (see Fig. (2)) and we have the traceless tensor
Pij(−d) = drˆirˆj − δij. (73)
By looking at Fig. (2) we observe that the subleading exponent z− is smaller than the
anisotropic exponent l = 2 in three dimensions and l = 4 at two dimensions (except when ξ
is close to two, when the l = 2 exponent is larger than the l = 4 exponent). Therefore the
trace of the correlation function is dominated by the anisotropic modes.
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FIG. 3: The Linearized Navier-Stokes equation exponents for sectors l = 0, l = 2 and l = 4 (the
legend applies to both figures) at three and two dimensions. In (a) the l = 4 curves run slightly
below and above the curves z = −3− ξ and z = 2, respectively. Other than leading exponents are
also displayed.
VI. LINEARIZED NAVIER-STOKES EQUATION
Setting a = −1 in eq. (1) yields the Linearized Navier-Stokes equation (see e.g. [1, 25,
26]). The equation may be considered as zeroth order perturbation theory of the full Navier-
Stokes turbulence problem, from which one can at least in principle proceed to higher orders
in perturbation theory. It will also serve as a stability problem where the background flow is
determined by the Kraichnan ensemble instead of a solution to the Navier-Stokes equation
(see chapter III of [26]). Not much is known of this case, except for the perturbative results
in [11, 12]. The eq. (29) becomes
1
γ−1(z)
= 4(d+ ξ)Γ (1 + ξ/2) Γ (1 + d/2)
−p−1(z)
Γ (−z/2) Γ (d+z+ξ
2
)
Γ
(
4+d−ξ
2
)
2Γ
(
2+d+z
2
)
Γ
(
4−z−ξ
2
) , (74)
with
p−1(z) = (z + ξ)
(−2z + 2ξ + d2(z + ξ − 2)
−(z + ξ)2 + d(2 + (z − 3)z − (3− ξ)ξ))+ 4z2. (75)
We choose to save space by not writing down explicitly the determinant for the anisotropic
sectors. The expression may be reproduced by using the results of appendix C. We will also
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refrain from explicitly writing down expressions for the correlation functions, as it turns out
that whichever sector has the leading exponents varies quite a bit with different values of ξ.
A. d=3 with zero charge forcing
The contour bound is, as usual, −3−ξ < Re(z) < 0 and again one observes a cancelation
of the corresponding pole. Inspecting Fig. (3) one observes quite wild behavior of the various
scaling exponents at a first few sectors. A notable similarity to the three dimensional MHD
case (a = 1) are the exponents starting at 0 and −3 and joining at ξ ≈ 0, 35. However in
the LNS case one also sees similar behavior near ξ = 2. Indeed one is tempted to assume
the existence of a steady state only for ξ near zero and two. The same conclusion could
be drawn for the anisotropic sectors as well. We will further discuss this at the end of the
paper. We will be satisfied with only reporting the scaling behaviors as the procedure for
finding them is close to above cases. Assuming the steady state exists for ξ close enough
to zero and two, we conclude that for ξ near zero, the small and large scale are dominated
by the isotropic exponents starting at 0 and −3, respectively. For ξ near 2, one instead
observes l = 2 dominance at small scales and l = 4 dominance at large scales. We have
deliberately neglected the nonzero charge forcing, as that would only bring about the familiar
nonanomalous −1− ξ scaling at large scales.
B. d = 2 with zero charge forcing
The behavior of the scaling exponents are much nicer, as can be seen by looking at Fig.
(3). For 0 ≤ ξ . 1, 3, we see the small scales dominated by the l = 4 anisotropic sector,
and the large scale by the l = 2 sector. For other values of ξ the l = 2 anisotropic sector
dominates the small scales as well. The l > 4 anisotropic exponents are all subleading with
respect to the ones in the figure, and indeed respect the usual hierarchy of exponents [11].
In any case, the isotropic exponent is subleading.
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FIG. 4: The leading isotropic exponents as a is varied from 1 to 0 (a) and from −1 to 0 (b) in
three dimensions. The darkest curves correspond to a = 1 and a = −1.
VII. THE EFFECT OF VARYING THE PARAMETER a
It is useful to discuss also other values of a beside the discrete values a = 1, 0,−1. More
specifically, looking at Fig. (4) we see how the closed contour determining the leading scaling
exponents is deformed as a varies from a = 1 and a = −1 to 0. Both end up as curves z = 0
and z = −3. Also, as we know that when a = 1 the steady state exists for ξ < 1 in the
isotropic sector [8] (and for all ξ in the anisotropic sectors [14]), it now seems even more
reasonable to expect the steady state to exist for all ξ in the a = 0 case.
VIII. CONCLUSION
The purpose of the present paper was to present an exact solution for the two point
function of the so-called a -model in the small and large scaling regimes, which incorporates
the magnetohydrodynamic equations, the linear pressure model and the linearized Navier-
Stokes equations. The phenomena of anomalous scaling and anisotropy dominance was
investigated in each model with emphasis placed in the zero charge forcing concentrated at
a finite wavenumber ∼ 1/L as in [6]. Below we briefly summarize the findings in each model.
For the magnetohydrodynamic equations with a = 1 the leading scaling behavior
was observed to be anomalous and isotropic at both small and large scales in three
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dimensions for the zero charge forcing, in accordance with previous small scale results
[13, 14, 17]. In two dimensions with nonzero charge forcing one observes anomalous and
anisotropic behavior at small scales, while the large scales are dominated by logarithmic
behavior. The mechanism of the small scale anisotropy dominance is strikingly similar
to the passive scalar large scale anisotropy dominance, except that in the MHD case the
phenomenon results from the nonzero charge forcing. The zero charge forcing case in two
dimensions is in agreement with the results in [8].
For the linear pressure model with a = 0 and zero charge we recovered the small
scale exponents of [18]. The small scale behavior is now dominated by the isotropic and
canonical scaling exponent z = 2 − ξ (neglecting the constant mode by considering the
structure function). The large scale behavior was seen to be dominated by a curious
isotropic zero mode z = −d, although the trace of the structure function exhibits anomalous
and anisotropic behavior at large scales. The nonzero charge forcing simply renders the
large scale behavior canonical. The existence of the steady state is nevertheless controversial
in two dimensions and requires further study.
The linearized Navier-Stokes equations corresponding to a = −1 seem to be the
most interesting of the models considered, even more so because it is also the least well
known. There still remains the question of the existence of the steady state, without
which one cannot claim to have completely solved the problem. One may however
conjecture it’s existence at least for small enough ξ (at least in the isotropic sector),
in which case the small and large scales are dominated by the isotropic anomalous
scaling exponents in three dimensions. In two dimensions, the small scale exponents
coincide with the somewhat rough numerical estimates of [20], the difference now be-
ing the absence of the scaling ∝ r−ξ due to the forcing. Indeed, it was observed that
both the small and large scales were dominated by anomalous anisotropic scaling exponents.
Although the linear equations above with the somewhat crude Kraichnan model are
certainly some distance from the real problem of turbulence, similar scaling behavior has
been observed in real and numerical simulations (see e.g. [24, 27] and references therein),
namely implying that the scaling exponents in each anisotropic sector are universal as
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outlined above. Probably the closest case to the real Navier-Stokes turbulence is the
linearized Navier-Stokes equation. The equation arises usually as one tries to verify the
stability of a given stationary flow by decomposing the velocity field as v + u, where v is
the stationary, time independent term and u is a small perturbation [26]. If one can show
that u decays in time, the velocity field v is indeed a laminar, stable flow. In our case
v is determined by the Kraichnan model and we are now concerned with the stability of
the statistical steady state. It has been pointed out in [12] that in such a case one might
be able to show that higher order perturbative terms are irrelevant in the sense of the
renormalization group, thus implying that the steady state is in fact in the same universality
class as the full NS turbulence. This would mean that the anomalous scaling exponent of
the linear model is equal to the NS turbulence exponent. All this would of course depend
on the existence of the steady state for u. Unfortunately it seems that such a steady state
does not exist for the exponent ξ = 2/3, which could be a sign of incompleteness of the
Kraichnan model or a symptom of the general complexity of the problem of turbulence.
The stability and existence problem will be studied more carefully in a future paper by the
present author.
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APPENDIX A: EQUATION OF MOTION FOR THE PAIR CORRELATION
FUNCTION
We take the Fourier transform of equation (1) and rewrite it as a stochastic partial
differential equation of Stratonovich type as
dûi(p) = −νp2ûi(p)dt− D̂piµν
∫
d¯dqdV̂ν(q) ◦ ûµ(p− q) + dF̂i(p), (A1)
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where we have dropped the t -dependence and denoted
D̂piab = i (δiapb − aδibpa) + i(a− 1)pipapb/p2 (A2)
and defined the Stratonovich product
dV̂ν(q) ◦ ûµ(p− q) = dV̂ν(t, q)ûµ(t+ dt
2
,p− q). (A3)
As argued in [28] by physical grounds, the symmetric prescription θ(0) = 1/2, corresponding
to the Stratonovich definition of the SPDE, is the correct way of defining the equation. We
will however use the relation ûµ(t+
dt
2
,p) = ûµ(t,p) +
1
2
dûµ(t,p) to transform the equation
into a following Itoˆ SPDE,
dûi(p) = −νp2ûi(p)dt+ 1
2
D̂piµν
∫
d¯dqD̂νσ(q)D̂p−qµρσ ûρ(p)
. . .− D̂piµν
∫
d¯dqdV̂ν(q)ûµ(p− q) + dF̂i(p), (A4)
where we have used the relation
dV̂i(t,p)dV̂j(t,p
′) = D̂ij(p)δd(p+ p′)dt. (A5)
The first integral on the right hand side of the Itoˆ SPDE can be done explicitly, resulting in
−1
2
D̂piµν
∫
d¯dqD̂νσ(q)D̂p−qµρσ ûρ(p) = Dm−ξv p2ûi(p) + λ˜p2−ξûi(p) +O(m+v ), (A6)
where the incompressibility condition piûi(p) = 0 was used, and denoting
λ˜ = (a− 1) (d+ 1 + a(1− ξ)) dpiξ csc(piξ/2)Γ(d/2)cd
16Γ
(
d−ξ
2
+ 2
)
Γ
(
d+ξ
2
+ 1
) . (A7)
Applying the Itoˆ formula to the quantity
〈ûi(t,p)ûj(t,p′)〉 .= Ĝij(t,p)δd(p+ p′) (A8)
and by assuming stationarity, one obtains the nonlocal PDE (with obvious p dependence
omitted)[
2ν −Dm−ξv
] |p|2Ĝij − λ˜D0|p|2−ξĜij + D̂piµνD̂−pjρσ∫ d¯dqD̂νσ(q)Ĝµρ(p− q) = Ĉij. (A9)
Using the SO(d) decomposition for Ĝ,
Ĝij(p) :=
∑
a
Baij(pˆ)Ĝ
a(p) (A10)
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(and similarly for Ĉ), dividing the equation by p2, and by taking the Mellin transform of
the equation while remembering the definition
Ĝzij(p) =
∞∫
0
dw
w
wd+zĜij(wp) = |p|−d−z
∑
q
Baij(pˆ)g¯a(z), (A11)
and by expressing D̂ in the integrand as an inverse Mellin transform, we finally obtain the
equation [
2ν −Dm−ξv
]
g¯b(z)−λ˜D0g¯b(z − ξ) +
∫
d¯z′d¯mv(z
′)Tbcd+z′,d+z−z′ g¯c(z − z′)
= c¯b(z − 2), (A12)
where we have defined (note the transpose in definition)∑
b
Tcbd+z′,d+z−z′B
c
ij(pˆ) = |p|d+z−2DpiµνD−pjρσ
∫
d¯dq
Pνσ(p− q)Bbµρ(q)
|p− q|d+z′ |q|d+z−z′ , (A13)
with the strips of analyticity,
Re(z)−Re(z′) < 0
Re(z′) < 0
d+Re(z) > 0 (A14)
such that the 9×9 matrix T is independent of p. The matrix elements Tbc can be determined
exactly by computing the right hand side integral, which is the subject of the next appendix.
As mentioned in sec. IID, the first poles on the right occur at z′ = 0 and z′ = ξ, which
results in the equation in the limit of vanishing mv:
[
2ν −Dm−ξv
]
g¯b(z)−D0λ˜g¯b(z − ξ) + d¯mv(0)Rbcg¯c(z)−D0Tbcd+ξ,d+z−ξ(z)g¯c(z − ξ)
= c¯b(z − 2). (A15)
We have defined the residue matrix
Rbc = R (Tbcd+z′,d+z−z′) |z′=0 (A16)
and used the residue of the velocity correlation at z′ = ξ:
Rz′=ξ
(
d¯mv(z
′)
)
= −D0. (A17)
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APPENDIX B: INCOMPRESSIBILITY CONDITION
The incompressibility condition for u and f amounts to requiring that the contraction of
the covariances (16) with p is zero, i.e.
|p|d+z+lpiĜzij(p) = (pj g¯1 + lpj g¯3 + pj g¯4) Φl(p) + |p|2 ((l − 1)g¯2∂j + g¯3∂j) Φl(p)
≡ 0, (B1)
which gives a system of equations
g¯1 + lg¯3 + g¯4 = 0
(l − 1)g¯2 + g¯3 = 0. (B2)
We can achieve this conveniently by defining a projection operator
P̂ =
1 0
X 0
 , (B3)
where
X =
 0 −(l − 1)
−1 l(l − 1)
 . (B4)
The solution to eq. (B2) (and a similar one for the forcing) can then be written conveniently
as
g¯ :=
 h¯
X · h¯
 ; c¯ :=
 f¯
X · f¯
 . (B5)
We also rewrite the matrices R and T in block form as
R =
R1 R2
R3 R4
 ;Td+ξ,d+z =
A B
C D
 . (B6)
Note the above definition of T with a translation z → z + ξ. R is independent of z. By
operating with P̂ on eq. (23), we obtain the equations (after translation z → z + ξ),[
2ν−Dm−ξv
]
h¯(z + ξ)+ d¯mv(0) (R1+R2 ·X)h¯(z + ξ)− λ˜D0h¯(z)−D0 (A+B ·X) h¯(z)
= f¯(z + ξ − 2) (B7)
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and an identical one but multiplied by X from the left. Thus we see that we only need the
upper 2 by 2 matrices from T. By using the definition eq. (A16) and the results for Tab in
appendix C, we obtain
R1 +R2 ·X = − d− 1
Γ(d/2 + 1)
cd1, (B8)
which results in a cancellation of the remaining mass dependent terms. The remaining
equation depends now only on the physical diffusivity ν. Solving the equation iteratively
would amount to a series expansion in powers of ν or ν−1, but we shall only consider the
ν → 0 limit, which produces the solution in eq. (23).
APPENDIX C: NECESSARY COMPONENTS OF THE MATRIX T
Due to incompressibility, only some of the components of T will be needed. Computing
the integrals of the type in (A13) can be performed by using the result∫
d¯dq
Φl(q̂ · ê)
|q|2α |p− q|2β =: λ2α,2β |p|
d−2(α+β)Φl(p̂ · ê), (C1)
where we have denoted by q̂ · ê the angle between q and the z -axis and defined
λ2α,2β :=
Γ(d/2 + l − α)Γ(d/2− β)Γ(α+ β − d/2)
Γ(α)Γ(β)Γ(d+ l − α− β) . (C2)
The tensorial structure can be obtained by partial integrations and by taking derivatives in
p. We will further define (note the transpose in the definition)
Tabd+ξ,d+z :=
λl+d+z,d+ξ
d+ ξ
τab(z). (C3)
The necessary components of τ are (others do not contribute due to the incompressibility
condition):
τ 11 =
(1 + a2)(d− 1)(l − z)− a2ξ(z + d+ ξ − l)
(l − z − ξ) +
l(l − 1)ξ
(l − z − ξ)(l + z + d+ ξ − 2)
τ 12 =
a2ξ
(l − z − ξ)(l + z + d+ ξ − 2)
30
79
τ 21 = a2l(l − 1) l + z + d− 2
l + z + d+ ξ − 2
(
d− 1 + ξ z − l + d+ ξ + 2
z − l + 2
)
τ 22 =
(d− 1)(l + z + d− 2)
l + z + d+ ξ − 2 +
(l − 2)ξ (a2(l − 3) + 2a(z + d+ 1) + l − 3)
(l − z − 2)(l + z + d+ ξ − 2)
+
(a− 1)2(2− ξ)ξ(l2 − 5l + 6)
(l − z − 2)(l + z + d+ ξ − 2)(l + z + d+ ξ − 4)
τ 31 =
2alξ(z + d+ ξ − 1)
(l − z − ξ)(l + z + d+ ξ − 2) + 2a
2l
(
z + l(d+ ξ − 1)− (d+ ξ)(z + ξ)
l − z − ξ
− (l − 1)ξ(d+ ξ − 1)
(l − z − ξ)(l + z + d+ ξ − 2) −
(l − 1)(2− ξ)(d+ ξ)ξ
(l − z − 2)(l − z − ξ)(l + z + d+ ξ − 2)
)
τ 32 = 2ξ
a (d− 1 + a(l − 2) + z + ξ)− d− 1
(l − z − ξ)(l + z + d+ ξ − 2) +
4a(l − 2)(2− ξ)ξ
(l − z − 2)(l − z − ξ)(l + z + d+ ξ − 2)
+
2ξ(a− 1)2 (l2 − 5l + 6) (2− ξ)
(l − z − 2)(l − z − ξ)(l + z + d+ ξ − 4)(l + z + d+ ξ − 2)
τ 41 =
a2 ((d+ ξ)(z + ξ)− l(d+ ξ − 1)− z)− 2aξ
l − z − ξ
+ξ
d+ 1 + 2a(l − 1) + a2(1 + 2d− d2 − ξ(d− 1))
(l + z + d)(l − z − ξ)
+
(a− 1)2(d+ 1)(2− ξ)ξ
(l + z + d)(l − z − ξ)(l + z + d+ ξ − 2)
−(2− ξ)ξ (a− 1)
2 (d2 + l(l + 1)) + d ((1 + 2l)(1− 2a) + a2(1 + 3l − l2))
(l − z − 2)(l + z + d)(l − z − ξ)(l + z + d+ ξ − 2)
+
2(a− 1)2(d+ l)(d+ 1 + l)ξ(ξ2 − 6ξ + 8)
(l − z − 2)(l + z + d)(l − z − ξ + 2)(l − z − ξ)(l + z + d+ ξ − 2)
τ 42 =
aξ (a(l + z + d)− 2(2− ξ))
(l + z + d)(l − z − ξ)(l + z + d+ ξ − 2)
− (2− ξ)ξ (d+ 3− 2a(d+ 1 + l) + a
2(d+ 3))
(l − z − 2)(l + z + d)(l − z − ξ)(l + z + d+ ξ − 2)
+
(a− 1)2ξ(d+ 3)(8− 6ξ + ξ2)
(l − z − 2)(l + z + d)(l − z − ξ)(l − z − ξ + 2)(l + z + d+ ξ − 2)
+
(a− 1)2ξ(6− 5l + l2)(8− 6ξ + ξ2)
(l − z − 2)(l + z + d)(l − z − ξ)(l − z − ξ + 2)(l + z + d+ ξ − 4)(l + z + d+ ξ − 2) .
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APPENDIX D: THE MATRIX P̂TK
We defined the matrix K as
KabBbij(rˆ) =
∫
d¯dpeip·r
Ba,lij (pˆ)
|p|d+z , (D1)
where the elements are obtained by direct computation. Multiplication with the transpose
of the projector (B3) yields
PTK = ı2−z
Γ
(
l−z
2
)
Γ
(
d+l+z
2
)κ, (D2)
where κ is now a 2× 4 matrix,
κ =
1− 1z+d+l −1(z+2−l)(z+d+l) −1z+d+l − z−lz+d+l
l(l−1)
z+d+l
(z+d)2−l
(z+d+l)(z+2−l) z + d− 1 + l(l−1)z+d+l 2(z − l)(z + d+ l − 2) + l(l−1)z+d+l
 . (D3)
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I. INTRODUCTION
This is a companion paper to a previous work by the present author [1], wherein the
phenomenon of anisotropic anomalous scaling was studied in the context of passive vector
fields. The work was in part incomplete, as the main assumption was the existence of a
steady state solution for the pair correlation function. We aim here to find exactly the
preconditions under which this assumption is valid. Much of the technical material is from
the above paper, to which we often refer for details. We study the stability of an equal time
pair correlation function of a field u(t, x) determined by the equation
u˙i − ν∆ui + v · ∇ui − au · ∇vi +∇iP = 0, (1)
where the vector field v(t, x) is determined by the Kraichnan model [2] and all vector quan-
tities are divergence free.
The model was introduced in [3] as the most general linear passive vector model re-
specting galilean invariance. The parameter a = −1, 0 or 1 corresponds respectively to the
linearized Navier-Stokes equations [3] (abbreviated henceforth as LNS), the so called linear
pressure model[3–8] (LPM) and the magnetohydrodynamic (MHD) equations [3, 9–17]. In
the context of the magnetohydrodynamic case, the inexistence of the steady state is known
as the ”dynamo effect”, where the dynamo refers to exponential growth in time of the pair
correlation function (see e.g. [9–11] and references therein). This problem is by far the
easiest of the three due to the vanishing of the nonlocal pressure effects. In [4] it was shown
that for the linearized pressure model (corresponding to a = 0) the steady state always
exists by showing that the semi-group involved with the time evolution is always positive.
The analysis for the linearized Navier-Stokes case with a = −1 is considerably more difficult
than the above two cases since unlike in the MHD case, the nonlocal effects are present and
contribute strongly to the dynamics, and because unlike in the LPM case, the semigroup is
not always positive.
The present goal is therefore to find the values of ξ for which the LNS steady state exists,
where ξ is the roughness exponent of the Kraichnan velocity field v ∼ rξ. The method by
which this is accomplished involves applying a Mellin transform on the equation for the two
point correlation function, and by solving a resulting recursion relation.
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II. THE MODEL
We sketch here the derivation of the equation in Mellin transformed form and refer to
the previous paper [1] for further details. All vector quantities in eq. (1) being divergence
free results in an expression for the pressure,
P = (1− a) (−∆)−1 ∂ivj∂jui. (2)
One may then rewrite the equation compactly as
u˙i − ν∆ui +Dijk (ujvk) = 0, (3)
with an integro-differential operator
Dijk = δij∂k − aδik∂j + (a− 1)∂i∂j∂k∆−1, (4)
where ∆−1 is the inverse laplacian. The equal time pair correlation is defined as
Gij(t, r) = 〈ui(t,x+ r)uj(t,x)〉, (5)
where the angular brackets denote an ensemble average with respect to the velocity field,
which in turn is defined by the Kraichnan model as
〈
vi(t, r)vj(0, 0)
〉
= δ(t)Dij(r)
= δ(t)D1
∫
d¯dq
eiq·r
(q2 +m2v)
d/2+ξ/2
Pij(q) (6)
where we have defined the incompressibility tensor Pij(q) = δij − q̂iq̂j and denoted d¯dq :=
ddq
(2pi)d
.
We note a subtle difference from [9] in that we have defined
D1 =
4ξΓ
(
2+d+ξ
2
)
Γ (1− ξ/2) D0. (7)
The reason for this is that the velocity correlation and structure functions would otherwise
diverge at ξ = 0 and ξ = 2 as the mass cutoff is removed. The equation for the pair
correlation function is then
∂tGij − 2ν∆Gij −DiµνDiρσ (DνσGµρ) = 0. (8)
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The Fourier transform of the correlation function will then be decomposed in terms of
hyperspherical tensor basis according to the prescription in [18] as
Ĝij(t,p) :=
∑
a,l
Ba,lij (pˆ)Ĝa,l(t, p), (9)
where the tensor basis components are
B1,lij (pˆ) = |p|−lδijΦl(p)
B2,lij (pˆ) = |p|2−l∂i∂jΦl(p)
B3,lij (pˆ) = |p|−l(pi∂j + pj∂i)Φl(p)
B4,lij (pˆ) = |p|−l−2pipjΦl(p)
(10)
and where Φl(p) is defined as Φl(p) := |p|lY l(pˆ), where Y l is the hyperspherical harmonic
function (with the multi-index m = 0). It satisfies the properties
∆Φl(p) = 0
p · ∇Φl(p) = lΦl(p). (11)
Note that we are concerned only with even parity and axial anisotropy. We now introduce
the Mellin transform (the anisotropy index l will usually be omitted)
g¯a(t, z) =
∞∫
0
dw
w
wd+zĜa(t, w) (12)
and the inversion formula to provide an expression for the correlation function,
Ga(t, r) =
∫
z∈S
d¯z|r|zAzg¯a(t, z), (13)
where S refers to the strip of analyticity, which is determined from the boundary conditions
and the equation, and Az = Ωd(2pi)d Γ(d/2)Γ(−z/2)2z+1Γ( d+z2 ) originates from the inversion of the fourier
integral (with volume of the unit sphere Ωd).
Applying the Fourier transform, dividing by p2, applying the Mellin transform and finally
setting the cutoff parameter mv to zero in eq. (1) (see [1] for details), we obtain the complex
recurrence/differential equation
∂tg¯a(t, z − 2) + 2νg¯a(t, z)− λ˜g¯a(t, z − ξ)− Tabd+ξ,d+z−ξg¯b(t, z − ξ) = 0, (14)
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with the definitions
λ˜ = (a− 1) (d+ 1 + a(1− ξ)) dpiξ csc(piξ/2)Γ(d/2)cd
16Γ
(
d−ξ
2
+ 2
)
Γ
(
d+ξ
2
+ 1
) (15)
and
Tab2α,2β =
4ξΓ
(
d+ξ
2
)
Γ (1− ξ/2)
Γ(d/2 + l − α)Γ(d/2− β)Γ(α+ β − d/2)
Γ(α)Γ(β)Γ(d+ l − α− β) τ
ab(z), (16)
where the matrix coefficients τab(z) are listed in the appendix of [1]. We have also effectively
set D0 = 1 by redefining time and viscosity. Requiring the correlation function (9) to be
divergence free, i.e. zero when contracted with pi, results in only two of the four coefficients
g¯a being independent. The resulting equation may then be written in the following form,
∂th¯(t, z + ξ − 2) + 2νh¯(t, z + ξ)−
(
λ˜1+A+B ·X
)
h¯(t, z) = 0. (17)
Here we have performed a translation z → z + ξ, defined the vector quantity h¯ = (g¯1, g¯2)T
and the matrices by
Td+ξ,d+z =
A B
C D
 , X =
 0 −(l − 1)
−1 l(l − 1)
 . (18)
A. Isotropic sector
We will be mostly concerned with the isotropic case since much of the actual computations
can be neatly performed all the way. For l = 0, only the tensors B1 and B4 are nonzero,
and correspondingly in the tensor decomposition we only have the coefficients g¯1(z) and
g¯4(z) = −g¯1(z) (due to the divergence free condition). The equation (17) then becomes
a scalar equation for g¯1(z) alone, hence we only need the (1, 1) component of the matrix(
λ˜1+A+B ·X
)
, which reads explicitly
(
λ˜1+A+B ·X
)
11
=
2(a− 1)(aξ − 1− a− d)Γ (1 + ξ/2) Γ (1 + d/2)
Γ
(
4+d−ξ
2
)
−pa(z)
Γ (−z/2) Γ (d+z+ξ
2
)
2Γ
(
2+d+z
2
)
Γ
(
4−z−ξ
2
) .= Λaξ(z), (19)
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where
pa(z) = −(a− 1)2(d+ 1)ξ(2− ξ)
+(z + ξ − 2) ((d− 1)z2 + (d(d− 1) + 2aξ) z+
ξ
(−d− 1 + 2a(d+ 1)− a2(1 + 2d− d2 + ξ − dξ))) (20)
The equation in the isotropic sector is then
∂tg¯1(t, z + ξ − 2) + 2νg¯1(t, z + ξ)− Λaξ(z)g¯1(t, z) = 0. (21)
III. THE METHOD
We now consider the eigenvalue problem with g¯1(t, z) ∝ e−Etg(z), resulting in the equa-
tion
Eg¯(z + ξ − 2)− 2νg¯(z + ξ) + Λaξ(z)g¯(z) = 0. (22)
This is analogous to the Schro¨dinger method in [10–12]. The steady state exists if one can
show that the spectrum is nonnegative. However, for example in the magnetohydrodynamic
case as in the above mentioned papers and in [9], it was shown that there exists a critical
value of the parameter ξ above which one has negative energies resulting in an exponential
growth in time. This phenomenon is interpreted as the dynamo effect of magnetic fields.
All of the above papers resorted to some approximative or numerical schemes to find the
growth rate |E| as a function of ξ. Here we will settle for simply finding the values of ξ
for which the energies are nonnegative. This is done by studying the zero energy equation,
i.e. setting E = 0. This has the advantage of providing us with an exact solution, up to a
numerical solution of a transcendental equation. Such equations have been studied before,
usually in the context of special functions (see e.g. [19] and references therein).
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A. Comparison to the Schro¨dinger equation
For motivational purposes, consider the ”node theorem” for the Scrho¨dinger boundary
value problem on R+ [20] with
−u′′(r) + V (r)u(r) = Eu(r)
u(0) = 1
u(R) = 0
(23)
for a potential V (r) bounded from below and R tending to infinity. By rewriting this as
u′′(r)/u(r) = V (r) − E, we see that for small enough E both u′′ and u are of the same
sign due to positivity of the right hand side. If both u and u′′ are positive at zero, they
will thus remain so for all r ≥ 0, hence u is never zero. Suppose now that for E = 0 u
crosses zero at least once as in Fig. (1). We then know that as E is decreased, the nodes
move to the right and eventually reach R. The values of E at which a node hits R are the
discrete eigenvalues, since only then the boundary condition is satisfied. Most importantly,
the ground state energy is therefore the value of E for which the last node hits R.
The present approach taken here will be closely analogous to the Schro¨dinger case except
that we consider the zero energy equation only but for different values of ξ. It will be shown
that in each case a = ±1 the ξ = 2 solution has an infinite number of nodes, hence the
steady state does not exist (the spectrum is nonnegative for a = 0 [4]). On the other hand,
the ξ = 0 case is pure diffusion for which the steady state does exist. Analogously to the
Schro¨dinger equation, we infer that by decreasing ξ from two has the same effect of the
nodes going to infinity, and that there must be a critical value ξc for which the zero energy
solution is the ground state. Thus as we cross the critical value from ξ > ξc, we also pass
from the phase of exponential growth to the steady state phase.
B. Isotropic equation for ξ = 2
For ξ = 2 the problem becomes simple enough to be solved exactly even for nonzero
energies. We have now
Λa2(z) = (d− 1)z2 + (4a+ d(d− 1)) z + 2a
(
d+ a(d2 − 2)) (24)
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u(r)
rR
FIG. 1: A sketch of a solution to the Schro¨dinger equation with five nodes. As energy is decreased
the nodes eventually hit R. The energy at which the last node reaches R is the ground state energy.
and the equation (22) can now be written as
(z − z+) (z − z−) g¯(z) = 2νg¯(z + 2), (25)
where we have defined the roots
z± =
−4a− d(d− 1)±√DE
2(d− 1) (26)
with the discriminant
DE = −4(d− 1)E + d2 + d(d− 2)
(
d2 − 8(d+ 1)a2) . (27)
We note that the most general solution of eq. (25) is
g¯(z) = σ2(z)
(ν
2
)−z/2
Γ
(
z − z+
2
)
Γ
(
z − z−
2
)
, (28)
where σ2(z + 2) = σ2(z) is a so far arbitrary periodic function (with the subscript denoting
the period). Note that we could equally well have written e.g. 1/Γ
(
2−z+z+
2
)
instead of the
gamma function in the numerator. This can however be brought to the above form by use
of the Euler reflection formula by absorbing the sin term in σ2(z). Which gamma function
is to be used, depends on the existence of the inverse transform, as will be shown below. To
be able to use the inversion formula (13), we multiply by Az and obtain
f¯(z) = σ2(z)
(ν
2
)−z/2 Γ (−z
2
)
Γ
(
z−z+
2
)
Γ
(
z−z−
2
)
Γ
(
z+d
2
) . (29)
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So far we have only been able to state that one end of the strip of analyticity is at zero
due to requiring Ga(0) = const., i.e. that f¯(z) has a simple pole at z = 0. This is indeed
satisfied by the above solution due to the gamma function Γ(−z/2). To be able to identify
eq. (25) with the equation if the coordinate space, we also need to assume that the width
of the strip is at least 2 [23]. Because the boundary condition is already satisfied, σ2(z)
must also be analytic at z = 0, whence we conclude that it is an entire function in the
whole complex plane. We still need to consider the possibility that the function σ2(z)
has zeros that cancel with some of the poles in the solution. This will be clarified by the
existence of the inversion integral (13), i.e. by studying the properties of the solution at
±ı∞. Using the formula Γ(−z/2)Γ(1 + z/2) = −pi/ sin(piz/2), we infer that the part with
the gamma functions behave asymptotically as ∝ |y| ad−1 e−pi2 |y| with z = x+ ıy. Since σ2(z) is
periodic, we can expand it as Fourier series in the x -direction in terms of the trigonometric
functions sin (pinx) and cos (pinx). By analyticity, we can replace x→ z, and infer that the
integrability is violated for each n 6= 0. Therefore only the constant term in the Fourier
series survives and we conclude that σ2(z) = const.
For E = 0 and a = ±1 we have
z± =
−4− d(d− 1)±√d (d3 − 10d2 + 9d+ 16)
2(d− 1) , (30)
from which we see that z± has a nonzero imaginary part in space dimensions 3 ≤ d ≤ 8.
The imaginary part leads to an oscillating behavior ∝ cos log r after preforming the inverse
Mellin transform, which amounts to existence of zeros of the correlation function at large
scales. As we learned from the Schro¨dinger equation, this means that there must be negative
energy states below the zero energy state, and that the time evolution is therefore unstable.
This result was previously discovered for the magnetohydrodynamic case a = 1 in [9]. As
with the Schro¨dinger equation, decreasing the energy has the effect of moving the zeros
to the right, until we reach the ground state energy at which the last zero disappears to
infinity. This happens exactly when the roots z± become real, hence the ground state energy
for ξ = 2, a = ±1 is
E0 =
d (d3 − 10d2 + 9d+ 16)
4(d− 1) . (31)
For a = 0 the roots are always real, hence the flow is is stable. We now turn to other values
of ξ in the magnetohydrodynamic and linearized Navier-Stokes models and determine the
critical value ξc below which the flow becomes stable.
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IV. ISOTROPIC SECTOR
A. Magnetohydrodynamics: a = 1
The magnetohydrodynamic model has been studied before numerically in e.g. [11] and by
an approximative scheme in [9] (see either one for further references). Although the dynamo
problem can be considered to be more or less solved in the present context, it will still be
useful to review the problem using the technology as explained above. This is because the
results to be given below for the existence problem are exact, which provides some much
needed evidence in favor of the approximation scheme in the paper [9] and of course for the
numerics as well. The magnetohydrodynamic case will also shed some light on the much
more difficult problem of the linearized Navier-Stokes problem, which will be discussed in
the next section. For a = 1 we have
Λ1ξ(z) = (d− 1) (z − z+) (z − z−)
Γ (−z/2) Γ ( z+d+ξ
2
)
Γ
(
2−z−ξ
2
)
Γ
(
z+d+2
2
) , (32)
where the roots are
z± = −d(d− 1) + 2ξ
2(d− 1) ±
√
d
2
√
d− 4d− 2
d− 1ξ − 4
d− 2
(d− 1)2 ξ
2. (33)
We recognize them immediately as the anomalous scaling exponents of the magnetohydro-
dynamic steady state [1]. The zero energy equation is then
g¯(z) =
2ν
d− 1
Γ
(
z+d+2
2
)
Γ
(
2−ξ−z
2
)
Γ
(
z+d+ξ
2
)
Γ
(−z
2
) g¯(z + ξ)
(z − z+) (z − z−) . (34)
By performing a substitution
g¯(z) =
Γ
(
z+d
2
)
Γ
(− z
2
) f¯(z) (35)
(the gamma functions are the same as in the definition of Az on p. 3), the equation simplifies
to
f¯(z) =
−ν
2(d− 1)
(z + d) (z + ξ)
(z − z+) (z − z−) f¯(z + ξ). (36)
As in the previous section, we observe that the general solution is
f¯(z) = αξ(z)
(
ν
2(d− 1)
)−z/ξ Γ( z−z+
ξ
)
Γ
(
z−z−
ξ
)
Γ
(
z+d
ξ
)
Γ
(
z+ξ
ξ
) , (37)
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where we have now defined an antiperiodic function αξ(z + ξ) = −αξ(z) (note that we have
absorbed in it the minus sign of ν). Due to the boundary condition, we require a behavior
∼ −1/z as z → 0, so we define
αξ(z) =
−ξσξ(z)
pi sin
(
pi
ξ
z
) , (38)
with a periodic function σξ(z). We can deduce that it is in fact a constant, and therefore
does not cancel any of the poles, using exactly the same lines of thought as in the ξ = 2
case, albeit again with the consistency assumption that the strip of analyticity is at least
−ξ < Re(z) < 0. We also employ the Euler reflection formula Γ (1− z) Γ (z) = pi/ sin (piz)
to simplify the final solution into
f¯(z) = ξ
(
ν
2(d− 1)
)−z/ξ Γ( z−z+
ξ
)
Γ
(
z−z−
ξ
)
Γ
(
− z
ξ
)
Γ
(
z+d
ξ
) . (39)
For values of ρ := r/ν1/ξ > 1 and ξ close to two and d > 2, the integration contour must be
closed from the left, hence the leading poles are the roots z± = −d2 − ξd−1 ± ıχ (that lie to
the left of −ξ) with the real valued quantity
χ
.
=
√
d
2
√
4
d− 2
(d− 1)2 ξ
2 + 4
d− 2
d− 1ξ − d. (40)
Hence we obtain the large scale behavior
G1(ρ) ∝ ρ− d2−
ξ
d−1 cos (χ log ρ) . (41)
The zeros disappear exactly when χ is zero, which happens at a critical value
ξc = −d− 1
2
+
√
(d− 1)3
2(d− 2) . (42)
This is the same result as in [9]. We therefore conclude that the flow is stable only below
the critical value ξc, which we have plotted in Fig.(3).
B. Linearized Navier-Stokes equation: a = −1
The stability problem in the linearized Navier-Stokes case is closely related to the laminar
flow stability problem as described in §26 of [21]. The equation is derived from the Navier-
Stokes equation by decomposing the velocity field into v(r)+u(t, r), where v is a stationary
11
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solution and u is a small perturbation, resulting in the equation
u˙i − ν∆ui + v · ∇ui + u · ∇vi +∇iP = 0. (43)
The question is then whether or not the laminar flow is stable under such perturbations.
Here instead the field v is supposed to model a statistical steady state solution of the full
Navier-Stokes turbulence, as prescribed by the Kraichnan model. We are therefore studying
whether or not the Kraichnan model is an adequate steady state description of turbulence
in terms of stability. We now have
Λ−ξ (z) =
4(d+ ξ)Γ (1 + ξ/2) Γ (1 + d/2)
Γ
(
4+d−ξ
2
) − p−1(z) Γ (−z/2) Γ ( z+d+ξ2 )
2Γ
(
z+d+2
2
)
Γ
(
4−ξ−z
2
) , (44)
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FIG. 2: A plot of the a = −1 poles of the solution g¯(z) in the isotropic sector versus ξ in various
dimensions. The dashed curves denote the real parts of complex valued poles. There is an infinity
of poles, but all the others not displayed here are real. Also, all the poles in dimensions d ≥ 9 are
real in 0 ≤ ξ ≤ 2.
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where
p−1(z) = (z + ξ)
(−2z + 2ξ + d2(z + ξ − 2)
−(z + ξ)2 + d(2 + (z − 3)z − (3− ξ)ξ))+ 4z2. (45)
The problem is obviously now much more difficult because of the transcendental nature
of the function Λ−ξ . We can however expand the function as an infinite product of zeros
and poles according to the Weierstrass factorization theorem (see e.g. [22]). We may then
rewrite the function Λ−ξ as
Λ−ξ (z) = e
s(z)
∞∏
k=1
(
z − a+k
) (
z − a−k
)(
z − b+k
) (
z − b−k
) eδ/k, (46)
where the + and − signs refer to zeros or poles that are respectively positive (or zero) or
negative, see Fig. (3). We also have the poles b+k = 2k, b
−
k = −d − ξ − 2k and s(z) is
some unknown entire function on the complex plane and δ is a z -independent Weierstrass
factor that enforces convergence of the infinite product. It can be derived by showing
that asymptotically as z → ±∞, the poles and zeros of eq. (44) behave respectively as
±2k + const. where the constant term depends on ξ and d. It may certainly be possible to
derive bounds for s(z) by asymptotic analysis of eq. (44), but since it can not contribute to
the pole or zero structure of the solution, we refrain from doing so. We can also neglect the
explicit form of the constant δ for the same reason. The zero energy equation from (22),
rewritten here as
g¯(z) =
2ν
Λ−ξ (z)
g¯(z + ξ), (47)
can then be solved by the now familiar methods (again with the strip of analyticity assump-
tion −ξ < Re(z) < 0), resulting in
g¯(z) = σξ(z)Ψ(z)(2ν)
−z/ξ
×
∏
k>0
ezδ/ξk
Γ
(
z−a−k
ξ
)
Γ
(
2k+ξ−2−z
ξ
)
Γ
(
a+k +ξ−z
ξ
)
Γ
(
2k+z+d+ξ−2
ξ
) (48)
where Ψ(z) satisfies the equation Ψ(z) = e−s(z)Ψ(z + ξ), whose solution is again an expo-
nential of an entire function. The following subtlety concerning the above formula should
be observed: we deliberately chose to use the form ∼ 1/Γ(1 − x) instead of Γ(x). The
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reason is that only in this form the strip of analyticity remains pole free. For example using
Γ
(
z−a+k
ξ
)
in the above result would introduce poles at z = a+k − ξn for positive integers n,
that would eventually permeate the strip of analyticity. It seems quite impossible to deduce
the asymptotic behavior at imaginary infinities from the above formula for the solution, but
we can study that by an asymptotic expansion of the exact form of eq. (44). The function
Λ−ξ (z) behaves asymptotically as ∼ zξ at imaginary infinities, so the asymptotic version of
the difference equation (47) reads
g¯(z) = z−ξg¯(z + ξ) (49)
up to some irrelevant constant term. The asymptotic solution is then g¯(z) = σξ(z)Γ(z)
ξ.
Multiplication by Γ(−z/2)/Γ ((z + d)/2) in defining f¯ introduces a pole at z = 0, which takes
care of the boundary condition. Then we have asymptotically f¯(z) ∼ σξ(z)e−
pi
ξ
yy(ξ−1)(x−1/2),
where z = x+ıy. Fourier expansion of σξ would then contain terms such as sin
(
2pi
ξ
nz
)
, which
would spoil integrability for 0 < ξ < 2, unless n = 0. Therefore σξ(z) has to be a constant.
We see now that the poles of f¯(z) occur for non-negative integers n at z = ξ − 2 + 2k + ξn,
z = 2(k − 1) (with k > 0) and at z = a−k − ξn, where only the latter affects the large scale
behavior. We draw the especially important conclusion that the small scale poles a+k have
no effect on the steady state existence problem. By looking at Fig. (2) we can see how the
first few large scale poles a−k behave in various dimensions. In two dimensions the leading
pole a−1 is complex for all ξ, which implies that there is no steady state at all in the isotropic
sector [24]. In three dimensions the poles a−1 and a
−
2 become complex at around ξc ≈ 0.345.
Similar behavior occurs with different ξc in higher dimensions, until at d = 9 the poles stay
real for all 0 ≤ ξ ≤ 2. We have plotted the value of ξc in Fig. (3) in dimensions 2 . . . 9
together with the magnetohydrodynamic case.
We should point out a worrying aspect about the strip of analyticity assumption, −ξ <
Re(z) < 0. By looking at Fig. (2), we see that for sufficiently large values of ξ the complex
values leading exponents lie inside the strip. It is presently unclear to the author why this
happens, and one is therefore forced to disregard the results corresponding to this situation.
Nevertheless, below the critical ξ everything is under control, and we are still able to conclude
the existence of the steady state below ξc
One important lesson of the present section is that the ”complexification” hypothesis of
[1, 9] is indeed an indication of instability of the flow, in the sense that the imaginary parts of
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FIG. 3: A plot of the critical value ξc, above which the flow becomes unstable, versus the space
dimension d. The upper curve refers to the magnetohydrodynamic case with a = 1 and the lower
to the linearized Navier-Stokes case with a = −1.
the scaling exponents correspond to oscillations of the correlation function and are therefore
responsible for the instability. The second lesson is that one only needs to be concerned with
the negative zeros a−k of Λ
a
ξ(z) when considering the stability problem, since they become
the poles in the solution f¯(z). The positive zeros a+k appear only as zeros in f¯(z).
V. ANISOTROPIC SECTORS OF LNS
The anisotropic sectors can be studied with the same methods as above. We will however
refrain from performing the actual computations and simply extend what we have learned
from the isotropic sector to the anisotropic case, namely that one simply needs to study the
complexification of the negative poles of the solution f¯a(z) (we now have a matrix equation).
The role of Λξ will now be taken by the determinant of the matrix in eq. (17), instead of
just the (1, 1) component. Since we already know that the flow is stable in the anisotropic
sectors for a = 1 and a = 0 (see e.g. [4, 18]), we concentrate only on the a = −1 case
in various dimensions. The anisotropic linearized Navier-Stokes exponents differ from the
magnetohydrodynamic ones in that even if the leading exponent is real, the next to leading
exponent may be complex valued, resulting in oscillating behavior at intermediate scales.
These exponents however have no effect on the existence problem. This is because the
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boundary condition at R tending to infinity can only be satisfied by the leading oscillating
exponent. Suppose that at some ξc the leading exponent becomes real, but some subleading
exponents are still complex. Decreasing ξ further cannot bring the nodes corresponding to
the subleading exponents to R, since the large scale behavior is always dominated by the now
real leading exponent as R tends to infinity. For finite R the situation might be completely
different, although we do not consider that case here. We also need to make sure that the
periodic function σξ(z) is again required to be a constant due to integrability, so that it
will not cancel with any of the poles. This results from the fact that all matrix coefficients
beside the (1,1) coefficient in eq. (19) behave asymptotically as ∼ zξ irrespectively of l [25],
and therefore so does the determinant. Hence the same conclusions will be drawn as in the
isotropic case, i.e. that σξ is indeed a constant.
We have plotted some leading negative exponents in various anisotropic sectors in two
and three dimensions in fig. (4). In two dimensions the leading anisotropic exponent is
real, except (strangely enough) for ξ . 0.15. The anisotropic sectors are therefore quite
stable in comparison to the completely unstable isotropic sector. In three dimensions the
l = 2 anisotropic leading exponent becomes complex at ξ
(2)
c ≈ 0.937 and all the higher
sectors have purely real leading exponents. The anisotropic sectors are therefore much more
stable in comparison to the isotropic sector critical value ξ
(0)
c ≈ 0.345, somewhat similarly
to the magnetohydrodynamic case. We also note that none of the poles lie inside the strip
of analyticity, so the results should in fact be more reliable than in the isotropic sector. In
dimensions d ≥ 4 the anisotropic exponents are always real.
VI. CONCLUSION
The stability analysis of the passive vector models previously considered in a companion
paper [1] was successfully completed. The critical value ξc below which the steady state
exists was found in all dimensions, although the possibility of a steady state for an even
larger region could not be excluded in the isotropic sector. The reason for flow unstability
was show to be caused by the complexification of the largest negative pole of the solution,
corresponding to large scale behavior of the correlation function. It was observed that in
two dimensions the linearized Navier-Stokes problem is not stable for any ξ in the isotropic
sector, but relatively stable in the anisotropic sectors. In three dimensions the isotropic
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sector was observed to be stable for ξ . 0.345, the l = 2 anisotropic sector for ξ . 0.937 and
higher anisotropic sectors for all ξ. In dimensions from four to eight, the isotropic sector is
stable below the critical values plotted in Fig. (3) and the anisotropic sectors are stable for
all ξ. In dimensions d ≥ 9, all sectors are stable for all ξ. The results rely on the assumption
of the strip of analyticity, which was required to make sense of the equations. At present
time, it is not known to the author if such requirement can be proven.
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FIG. 4: A figure showing the leading large scale poles a−k in various anisotropic sectors in two and
three dimensions. The dashed lines denote the real parts of complex valued poles. The thick curves
denote two poles very close to each other. All the poles beyond what are shown here are real for
0 < ξ < 2. 20
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