This paper describes analysis of a speaker recognition model based on Generalized Gamma Distribution (GGD) using PCA. The proposed work mainly concentrates on the feature vectors that are generated from the speech signals contain high dimension data, but to model a speech and recognize a speaker finite speech samples which plays significant role in speech analysis are sufficient, hence it necessary to reduce dimension of the data. The PCA is considered for this purpose, it converts high dimension speech signal in to a low dimension speech signal by transforming the un-correlated components of the speech signal. PCA not only reduces the correlation among feature vectors but also the speech signal. The feature vectors are modeled by extracting MFCC followed by PCA for dimensionality reduction.
INTRODUCTION
Principal component analysis is unsupervised model of dimensionality reduction which takes the linear data for reducing the dimensionality. Speech [1] signal data is converted into numerical data using cepstral coefficients (MFCC) [2] [3] . These values are stored in a matrix. The PCA extracts the orthogonal principal components from this matrix and the dimensionality is reduced by calculating the 2nd order moments for the low frequency values and decorrelating these values. The PCA is based on the approximation of karhunenloeva transformation (KLT). This process highlights the principal components by calculating the Eigen values which are of high dimension and convert then to low dimensional values by retaining the original values.
Principal component analysis (PCA) is based onMean Square Error, Co-variance matrix and Time complexity.Mean square error is a methodology of compressing the high dimensional features to low dimensional features retaining the originality, and the process is done in linear fashion. The co-variance matrix is obtained directly from the original matrix by computing the Eigen values, and under these two features, the computational time reduction and space reduction are integral part.
The steps involved in the calculation of PCA are given below:
The speech signal extracted from the microphone is converted into .wav format is processed to eliminate noise and silence. This processed signal is given to MFCC to obtain the numeric equivalent of the speech signal. The speech signal in numeric form is represented as [x 1, x 2,…… x N ] as a N-dimensional feature vector [4] . The mean of the speech signal is to be obtained. This can be done by considering the feature vector and for the speech signals the mean, are computed as
The co-variance is computed using the formula
The Eigen values and Eigen vectors can be obtained by decomposing the co-variance matrix denoted in equation 2 and are computed as
Where is the k th Eigen vector and is Eigen value corresponding to the Eigen vector.
For the purpose of dimensionality reduction, Eigen vector is selected because, it is largest among the calculated Eigen values, and it is obtained by using
And the required reduced feature set is obtained by transforming the feature vector space to .
GENERALIZED GAMMA DISTRIBUTION
Today most of the research in speech processing is carried out by using Gaussian mixture model, but the main disadvantage with GMM is that it relies exclusively on the approximation and low in convergence, and also if GMM is used the speech and the noise coefficients differ in Magnitude . To have a more accurate feature extraction maximum posterior estimation models are to be considered. Hence in this paper generalized gamma distribution is utilized for classifying the speech signal. Generalized gamma distribution represents the sum of n-exponential distributed random variables both the shape and scale parameters have nonnegative integer values. Generalized gamma distribution is defined in terms of scale and shape parameters. The generalized gamma mixture is given by The probability density function of generalized gamma distribution [5] 
ALGORITHM FOR SPEAKER IDENTIFICATION
Step 1: Obtain the speech signals, using Microphone and store in .wav format.
Step 2:
Calculate MFCC and obtain numeric coefficients. Step 3: Apply PCA, to reduce dimensionality.
Step4: Apply Generalized gamma distribution, to model the parameters.
EXPERIMENTATION
During the training phase, the signal must pre-processed and the features are extracted using MFCC. In order to have an effective recognition system we have sampled the data into short speech samples of different time frames and the MFCC features that are extracted given for principle component analysis (PCA). We experimented with various feature vector combinations. It is observed that MFCC combined delta coefficients could not effectively recognize the speech samples as compared to that of MFCC combined with SDC. The output is then given to LPC (linear predictive coefficients). The features extracted are then given as input to the classifier that is generalized gamma distribution, using these feature set the generalized gamma distribution effectively recognized. The speech samples that are obtained from MFCC-SDC-LPC,it can also be seen that as and when the sample size is increased these features that are extracted helps to classify the speakers most effectively. Feature vector combinations we considered for comparing with MFCC-PCA are: MFCC-DELTA-LPC, MFCC-LPC, and MFCC-SDC-LPC. The developed model is tested for accuracy using the above metrics mentioned in above equations.
The results obtained are presented in fig 4 and fig .5 fig.4 , it can be clearly seen that Generalized Gamma Distribution out performs than GMM. 
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FUTURE SCOPE:
In this paper, we have developed a new model for speaker identification based on generalized gamma distribution. The speeches are extracted using MFCC are combined with delta, delata-delata and shifted delta coefficientsfollowed by LPC and also MFCC combined with SDC followed by LPC. The model is demonstrated a database of 200 samples and tested with 50 samples, the accuracy is around 90%and proved to be efficient model.further we can extend thiswork to recognize speaker in teleconference environment.
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