We introduce a class of projection-contraction methods for solving a class of general random implicit quasi-variational inequalities with random multivalued mappings in Hilbert spaces, construct some random iterative algorithms, and give some existence theorems of random solutions for this class of general random implicit quasi-variational inequalities. We also discuss the convergence and stability of a new perturbed Ishikawa iterative algorithm for solving a class of generalized random nonlinear implicit quasivariational inequalities involving random single-valued mappings. The results presented in this paper improve and extend the earlier and recent results.
Introduction
Throughout this paper, we suppose that R denotes the set of real numbers and (Ω,Ꮽ,μ) is a complete σ-finite measure space. Let E be a separable real Hilbert space endowed with the norm · and inner product ·, · , let D be a nonempty subset of E, and let CB(E) denote the family of all nonempty bounded closed subsets of E. We denote by Ꮾ(E) the class of Borel σ-fields in E.
In this paper, we will consider the following new general random implicit quasivariational inequality with random multivalued mappings by using a new class of projection method: find x : Ω → D and u,v,ξ : 2 Projection iterative approximations mapping such that for each t ∈ Ω and x ∈ D, P(E) denotes the power set of E, J(t,x) is closed convex, and a : Ω × E × E → R is a random function. Some special cases of the problem (1.1) are presented as follows.
that g(t,x(t)) ∈ J(t,v(t)), u(t) ∈ T(t,x(t)), v(t) ∈ F(t,x(t)), ξ(t) ∈ S(t,x(t)), and a t,u(t),g(t, y) − g t,x(t) + N t, f t,x(t) ,ξ(t) ,g(t, y) − g t,x(t)
If g ≡ I, the identity mapping, then the problem (1.1) is equivalent to the problem of finding x : Ω → D and u,v,ξ : Ω → E such that x(t) ∈ 
J(t,v(t)), v(t) ∈ F(t,x(t)), u(t) ∈ T(t,x(t)), ξ(t) ∈ S(t,x(t)), and a t,u(t), y − x(t) + N t, f t,x(t) ,ξ(t) , y − x(t)
for all t ∈ Ω and y ∈ J(t,v(t)). The problem (1.2) is called a generalized random strongly nonlinear multivalued implicit quasi-variational inequality problem and appears to be a new one.
If J(t,x(t)) = m(t,x(t))
+ K, where m : Ω × D → E and K is a nonempty closed convex subset of E, then the problem (1.1) becomes to the following generalized nonlinear random implicit quasi-variational inequality for random multivalued mappings: find x : Ω → D and u,v,ξ :
that g(t,x(t)) − m(t,v(t)) ∈ K, u(t) ∈ T(t,x(t)), v(t) ∈ F(t,x(t)), ξ(t) ∈ S(t,x(t)), and a t,u(t),g(t, y) − g t,x(t) + N t, f t,x(t) ,ξ(t) ,g(t, y) − g t,x(t) ≥ 0 (1.3) for all t ∈ Ω and g(t, y) ∈ m(t,v(t)) + K.
If N(t,z,w) = w + z for all t ∈ Ω, z,w ∈ E, then the problem (1.1) reduces to finding x : Ω → D and u,v,ξ :
v(t)), u(t) ∈ T(t,x(t)), v(t) ∈ F(t,x(t)), ξ(t) ∈ S(t,x(t)), and a t,u(t),g(t, y)
for all t ∈ Ω and g(t, y) ∈ J(t,v(t)). The problem (1.4) is called a generalized random implicit quasi-variational inequality for random multivalued mappings, which is studied by Cho et al. [8] when T ≡ I and f ≡ 0, and includes various known random variational inequalities. For details, we refer the reader to [8, 11, 12, 19] and the references therein.
If T,S : Ω × D → E and F : Ω × D → D are random single-valued mappings, and F = I, then the problem (1.4) becomes to the following random generalized nonlinear implicit quasi-variational inequality problem involving random single-valued mappings: find x :
for all t ∈ Ω and g(t, y) ∈ J(t,x(t)).
Remark 1.1. Obviously, the problem (1.1) includes a number of classes of variational inequalities, complementarity problems, and quasi-variational inequalities as special cases (see, e.g., [1, 4, 5, 8, 10-13, 15, 17, 19, 20, 25] and the references therein).
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The study of such types of problems is inspired and motivated by an increasing interest in the nonlinear random equations involving the random operators in view of their need in dealing with probabilistic models, which arise in biological, physical, and system sciences and other applied sciences, and can be solved with the use of variational inequalities (see [21] ). Some related works, we refer to [2, 4] and the references therein. Further, the recent research works of these fascinating areas have been accelerating the random variational and random quasi-variational inequality problems to be introduced and studied by Chang [4] , Chang and Zhu [7] , Cho et al. [8] , Ganguly and Wadhwa [11] , Huang [14] , Huang and Cho [15] , Huang et al. [16] , Noor and Elsanousi [19] , and Yuan et al. [24] .
On the other hand, in [22] , Verma studied an extension of the projection-contraction method, which generalizes the existing projection-contraction methods, and applied the extended projection-contraction method to the solvability of a general monotone variational inequalities. Very recently, Lan et al. [17, 18] introduced and studied some new iterative algorithms for solving a class of nonlinear variational inequalities with multivalued mappings in Hilbert spaces, and gave some convergence analysis of iterative sequences generated by the algorithms.
In this paper, we introduce a class of projection-contraction methods for solving a new class of general random implicit quasi-variational inequalities with random multivalued mappings in Hilbert spaces, construct some random iterative algorithms, and give some existence theorems of random solutions for this class of general random implicit quasivariational inequalities. We also discuss the convergence and stability of a new perturbed Ishikawa iterative algorithm for solving a class of generalized random nonlinear implicit quasi-variational inequalities involving random single-valued mappings. Our results improve and generalize many known corresponding results in the literature.
Preliminaries
In the sequel, we first give the following concepts and lemmas which are essential for this paper.
(ii) Lipschitz continuous (resp., monotone, linear, bounded) if for any t ∈ Ω, the mapping F(t,·) : E → E is Lipschitz continuous (resp., monotone, linear, bounded).
Definition 2.3.
A multivalued mapping Γ : Ω → P(E) is said to be measurable if for any
Definition 2.4. A mapping u : Ω → E is called a measurable selection of a multivalued measurable mapping Γ : Ω → P(E) if u is measurable and for any t ∈ Ω, u(t) ∈ Γ(t).
Definition 2.5. Let D be a nonempty subset of a separable real Hilbert space E, let g : 
(ii) f is said to be ν(t)-Lipschitz continuous on Ω × D with respect to the second argument of N and g, if for any t ∈ Ω and x, y ∈ D, there exists a measurable function ν :
and if N(t, f (t,x), y) = f (t,x) for all t ∈ Ω and x, y ∈ D, then f is said to be Lipschitz continuous on Ω × D with respect to g with measurable function ν(t); (iii) N is said to be σ(t)-Lipschitz continuous on E with respect to the third argument if there exists a measurable function σ :
(iv) T is said to be H-Lipschitz continuous on Ω × D with respect to g with measurable function γ(t) if there exists a measurable function γ : Ω → (0,+∞) such that for any t ∈ Ω and x, y ∈ D, 
H T(t,x),T(t, y) ≤ γ(t) g(t,x) − g(t, y) , (2.4) where H(·,·) is the Hausdorff metric on CB(E) defined as follows: for any given
for all t ∈ Ω and x, y ∈ E, where
Lemma 2.11 [4] . Let K be a closed convex subset of E. Then for an element z ∈ K, x ∈ K satisfies the inequality x − z, y − x ≥ 0 for all y ∈ K if and only if
10)
where P K is the projection of E on K.
It is well known that the mapping P K defined by (2.10) is nonexpansive, that is,
be a random multivalued mapping such that for each t ∈ Ω and x ∈ E, J(t,x) is a nonempty closed convex subset of E. The projection P J(t,x) is said to be a τ(t)-Lipschitz continuous random operator on Ω × D with respect to g if (1) for any given x,z ∈ E, P J(t,x) (z) is measurable; (2) there exists a measurable function τ : Ω → (0,+∞) such that for all x, y,z ∈ E and t ∈ Ω,
6 Projection iterative approximations Lemma 2.13 [5] . Let K be a closed convex subset of E and let m : 
T(t,x(t)), v(t) ∈ F(t,x(t)), ξ(t) ∈ S(t,x(t)), and g t,x(t) = P J(t,v(t)) g t,x(t) − ρ(t) N t, f t,x(t) ,ξ(t) + A t,u(t) , (3.1)
where ρ :
+∞) is a measurable function and A(t,x), y = a(t,x, y) for all t ∈ Ω and x, y ∈ E.
Based on Lemma 3.1, we are now in a position to propose the following generalized and unified new projection-contraction iterative algorithm for solving the problem (1.1). N(t, f (t,x 0 (t) ),ξ 0 (t)) + A(t,u 0 (t)))]}, where ρ and A are the same as in Lemma 3.1. Then it is easy to know that x 1 : Ω → E is measurable. Since u 0 (t) ∈ T(t,x 0 (t)) ∈ CB(E), v 0 (t) ∈ F(t,x 0 (t)) ∈ CB(D), and ξ 0 (t) ∈ S(t,x 0 (t)) ∈ CB(E), by Lemma 2.8, there exist measurable selections u 1 (t) ∈ T(t,x 1 (t)), v 1 (t) ∈ F(t,x 1 (t)), and ξ 1 (t) ∈ S(t,x 1 (t)) such that for all t ∈ Ω,
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g t,x n+1 (t) = g t,x n (t) − λ(t) g t,x n (t) − P J(t,vn(t)) g t,x n (t)
− ρ(t) N t, f t,x n (t) ,ξ n (t) + A t,u n (t) ,
Similarly, we have the following algorithms.
Algorithm 3.3. Suppose that D, λ, g, f , N, T, S, F, A are the same as in Algorithm 3.2 and J(t,z(t)) = m(t,z(t))
+ K for all t ∈ Ω and measurable operator z : Ω → D, where m : Ω × D → E is a single-valued mapping and K is a closed convex subset of E. For an arbitrarily chosen measurable mapping x 0 : Ω → D, the sequences {x n (t)}, {u n (t)}, {v n (t)}, and {ξ n (t)} are generated by a random iterative procedure 
t) −λ(t) g t,x n (t) −P J(t,xn(t)) g t,x n (t) −ρ(t) N t, f t,x n (t) ,S t,x n (t) + A t,T t,x n (t) . (3.5)
It is easy to see that if we suppose that the mapping g : Ω × D → E is expansive, then the inverse mapping g −1 of g exists and each x n (t) is computable for all t ∈ Ω. Now, we prove the existence of solutions of the problem (1.1) and the convergence of Algorithm 3.2.
Theorem 3.5. Let D be a nonempty subset of a separable real Hilbert space E and let
g : Ω × D → E be a measurable mapping such that g(Ω × D) is a closed set in E. Suppose that N : Ω × E × E → E
is a random κ(t)-Lipschitz continuous single mapping with respect to the third argument and J : Ω × D → P(E) is a random multivalued mapping such that J(Ω × D) ⊂ g(Ω × D), for each t ∈ Ω and x ∈ E, J(t,x) is nonempty closed convex and P J(t,x) is an η(t)-Lipschitz continuous random operator on Ω × D. Let f : Ω × E → E be δ(t)-strongly monotone and σ(t)-Lipschitz continuous on Ω × D with respect to the second argument of N and g, and let a : Ω × E × E → R be a random β(t)-bounded bilinear function. Let random multivalued mappings T,S : Ω × D → CB(E), F : Ω × D → CB(D) be H-Lipschitz continuous with respect to g with measurable functions σ(t), τ(t), and ζ(t), respectively. If for any t ∈ Ω, ν(t) = κ(t)τ(t) + β(t)σ(t) < σ(t),
) is a solution of the problem (1.1) and
where {x n (t)}, {u n (t)}, {v n (t)}, and {ξ n (t)} are iterative sequences generated by Algorithm 3.2.
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Proof. It follows from (3.3), Lemma 2.11, and Definition 2.12 that
(t)-strongly monotone and σ(t)-Lipschitz continuous with respect to the second argument of N and g, T, S, and F are H-Lipschitz continuous with respect to g with measurable functions σ(t), τ(t), and ζ(t), respectively, N is κ(t)-Lipschitz continuous with respect to the third argument, and a is a random β(t)-bounded bilinear function, we get
(3.12)
Using (3.9)-(3.12) in (3.8), for all t ∈ Ω, we have
where
(3.14)
From condition (3.6), we know that 0 < ϑ(t) < 1 for all t ∈ Ω and so 0 < ϑ(t,ε) < 1 for ε sufficiently small and all t ∈ Ω. It follows from (3.13) that {g(t, x n (t))} is a Cauchy sequence in
By (3.10)-(3.12), we know that {u n (t)}, {v n (t)}, and {ξ n (t)} are also Cauchy sequences in E. Let
Now we show that u * (t) ∈ T(t,x * (t)). In fact, we have
This implies that u * (t) ∈ T(t,x * (t)). Similarly, we have v * (t) ∈ F(t,x * (t)) and ξ * (t) ∈ S(t,x * (t)). Next, we prove that
Indeed, from (3.3), we know that it is enough to prove that 
, then the sequence {x n (t)} generated by (4.2) converges strongly to the unique solution x(t) of the problem (1.5) for all t ∈ Ω; (ii) moreover, if for any t ∈ Ω, 0 < a ≤ α n (t), then limu n (t) = x(t) if and only if lim n (t) = 0, where n (t) is defined by (4.4) .
Proof. From Theorem 3.8, we know that there exists a unique solution x(t) of the problem (1.5) and so
g t,x(t) = P J(t,x(t)) g t,x(t) − ρ(t) N t, f t,x(t) ,S t,x(t) + A t,T t,x(t) . (4.5)
From (4.2), (4.5), Lemma 2.11, and Definition 2.12, it follows that
yn(t)) g t, y n (t) − ρ(t) N t, f t, y n (t) ,S t, y n (t) + A t,T t, y n (t) − P J(t,yn(t)) g t,x(t) −ρ(t) N t, f t,x(t) ,S t,x(t) +A t,T t,x(t) + P J(t,yn(t)) g t,x(t) −ρ(t) N t, f t,x(t) ,S t,x(t) +A t,T t,x(t) − P J(t,x(t)) g t,x(t) −ρ(t) N t, f t,x(t) ,S t,x(t) +A t,T t,x(t)
≤ 1 − α n (t) g t,x n (t) − g t,x(t) + α n (t) g t, y n (t) − g t,x(t) − ρ(t) N t, f t, y n (t) ,S t, y n (t) − N t,
f t,x(t) ,S t, y n (t) + ρ(t) N t, f t,x(t) ,S t, y n (t) − N t, f t,x(t) ,S t,x(t) + ρ(t) A t,T t, y n (t) − A t,T t,x(t) + η(t) g t, y n (t) − g t,x(t) .
(4.6)
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where we know that g(t,x n (t)) → g(t,x(t)) as n → ∞. Now we prove conclusion (ii). By (4.4), we obtain g t,u n+1 (t) − g t,x(t) ≤ 1 − α n (t) g t,u n (t)
+ α n (t)P J(t,vn(t)) g t,v n (t) −ρ(t) N t, f t,v n (t) ,S t,v n (t) +A t,T t,v n (t)
− g t,x(t) + n (t). (4.13)
As the proof of inequality (4.10), we have 1 − α n (t) g t,u n (t)
+ α n (t)P J(t,vn(t)) g t,v n (t) − ρ(t) N t, f t,v n (t) ,S t,v n (t) + A t,T t,v n (t) − g t,x(t)
≤ 1 − α n (t) 1 − q(t) g t,u n (t) − g t,x(t) .
(4.14)
Since 0 < a ≤ α n (t) for all t ∈ Ω, by (4.13) and (4.14), we have Suppose that for any t ∈ Ω, lim n (t) = 0. Then from ∞ n=0 α n (t) = ∞ and Lemma 4.2, we have limg(t,u n (t)) = g(t,x(t)) and so limu n (t) = x(t).
Conversely, if limu n (t) = x(t) for all t ∈ Ω, then we get n (t) ≤ g t,u n+1 (t) − g t,x(t) + 1 − α n (t) g t,u n (t)
+ α n (t)P J(t,vn(t)) g t,v n (t) − ρ(t) N t, f t,v n (t) ,S t,v n (t) + A t,T t,v n (t) − g(t,x(t)
≤ g t,u n+1 (t) − g t,x(t) + 1 − α n (t) 1 − q(t) g t,u n (t) − g t,x(t) −→ 0, 
