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Two-particle excitations under coexisting electron interaction and disorder
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We study the combined impact of random disorder and electron-electron, and electron-hole inter-
actions on the absorption spectra of a three-dimensional Hubbard Hamiltonian. We determine
the single-particle Green’s function within the typical medium dynamical cluster approximation.
We solve the Bethe-Salpeter equation (BSE) to obtain the dynamical conductivity. Our results
show that increasing disorder strength at a given interaction strength leads to decreased absorption
with the dynamical conductivity, systematically going to zero at all frequencies, a fingerprint of a
correlation-mediated electron localization. Surprisingly, our data reveal that taking into account
the effects of electron-hole interactions through the BSE significantly changes the oscillator strength
with a concomitant reduction in the critical disorder strengths WUc . We attribute this behavior to
enhanced quantum correction induced by electron-hole interactions.
PACS numbers: 71.35.-y, 64.70.Tg, 31.15.V-, 71.35.Cc
Introduction.– Recent experiments have shown that
most correlated materials contain a significant amount of
defects, which appear to be intrinsic [1–7]. These inho-
mogeneities could significantly affect device performance.
Most of the experimental transport data on disordered
materials have defied explanation by the conventional
transport theory. For instance, the phase diagram of
the binary mixture of the correlated ferromagnetic metal
SrRuO3 (TC ≈160 K) [8] and the band insulator SrTiO3
(band gap ≈ 3.2) [9] is still under active research. One
suggestion is that there is an Anderson insulator around
x ' 0.5 and a disordered correlated insulator at ∼0.2 [7].
Other potential candidates for which the coexistence of
defects and electron-electron and electron-hole interac-
tions could play a crucial role are the perovskite tran-
sition metal oxides, e.g., A1−xBA
′
xO3. Understanding
the defect morphology could greatly improve better char-
acterization of their properties and that of materials in
general.
There is a decade of history of theoretical research into
electron localization. The majority of these computa-
tional/theoretical works focus on localization due to dis-
order or electron-electron interactions [2, 10–19]. These
two limiting cases were pioneered by Anderson [20, 21]
and Mott [22, 23], now known as Anderson and Mott
localization, respectively. As explained above, defects
and electron-electron interactions coexist in many phys-
ical systems and they can both be substantial. Also,
in some cases, due to dynamical screening in the local
environment of the system, the transport is no longer
driven by electron or hole carriers but dominated by
bound electron-hole pairs known as excitons. One con-
sequence of this is the emergence of nontrivial many-
body effects, e.g., spectral weight redistribution, and
multiferroicity [24–27] not observed in conventional sys-
tems. The incipient of electron localization in an oth-
erwise “strongly” correlated system is generally diffi-
cult to model due to the competing energy scales that
abound in this regime. Based on model-coupling the-
ory, Go¨tze [11, 28] developed a self-consistent localization
formalism, which has been used by many authors, e.g.,
Prelovsˇek [19] to calculate the conductivity of the non-
interacting electron system. An approach based on the
potential well analogy of the coherent potential approx-
imation was formulated and used to calculate the con-
ductivity of various disorder distributions [3, 15–18, 29].
The diagrammatic, self-consistent approach of Vollhardt
and Wo¨fle [10] was used to calculate conductivity for
the Anderson model [30–33], and various other mod-
els [15, 17, 34, 35]. Aguair et al [36] used the inverse
of the typical density of states as an approximation to
the resistivity and showed that the resistivity curves as
a function of temperature are reminiscent of the Mooij
correlations originally observed in disordered transition
metal alloys [37]. Girvin and Jonson [38] introduced an
approximate scheme for calculating conductivity that be-
comes accurate only close to the localization transition.
This method was further used by Dobrosavljevic´ et al [39]
in their study using Bethe lattice. Zhang et al [40] pro-
posed a two-particle formalism and calculated the dc-
conductivity within the typical medium theory for the
noninteracting fermionic system.
In this paper, we present and explore the absorption
properties of a disordered Hubbard model at experi-
mentally relevant Hubbard interactions using the typ-
ical medium dynamical cluster approximation [41–47].
Herein, we focus on the limit where the disorder and the
kinetic term are far greater than the interaction strength
(i.e., the interaction strength is far smaller than the non-
interacting bandwidth). Also, we will explore the regime
where disorder and interaction strength are both sub-
stantial (i.e., the interaction strength is large but still
significantly smaller than the noninteracting bandwidth).
The former is reminiscent of a correlated and strongly
disordered semiconductor, e.g., Si:B [48] and the lat-
ter could be compared to the perovskite compounds,
2e.g., (Ca,Sr)VO3. We will, however, not explore the
Mott physics, which is in the regime where the interac-
tion strength is far greater than the effective bandwidth.
This regime has been extensively studied in the litera-
ture (see, e.g., Refs [49–54]). The main finding of this
work is that electron-hole interactions significantly alters
the critical behavior of a disordered, three-dimensional
Hubbard Hamiltonian. Our calculations reveal that the
critical disorder strengths are reduced by more than 10%
due to electron-hole interaction effects.
It is worthwhile to contrast the method presented
herein with other approaches of calculating absorption
spectra [2, 10–14]. The single-particle Green’s functions
used in our two-particle calculations are obtained self-
consistently from a mean-field approach with an intrinsic
order parameter for characterizing electron localization
even in the proximity of a localization transition [41–
43]. Our approach also takes into account resonance ef-
fects, which systematically incorporate longer-range spa-
tial fluctuations up to the system (cluster) size. This res-
onance effect is due to having more than one lattice site
in the system as opposed to just one impurity site, e.g.,
as in the coherent potential approximation. The carriers
now collide with each other as well as scatter off multiple
lattice sites. One consequence of this inter-site correla-
tion effect is coherent backscattering, which is a precur-
sor to Anderson localization in a disordered system. We
further take into account vertex corrections within the
cluster. The vertex correction accounts for the polariza-
tion effects in the effective medium beyond the leading
order of the perturbation theory (see, e.g., Refs. [55–58].
The typical medium, inter-site correlations, and the ver-
tex corrections ensure proper characterization of the large
fluctuations in the local Green’s function that could lead
to its typical value being far removed from the average
one [44, 59]. Unless otherwise stated, all the results pre-
sented herein are for the three-dimensional cubic lattice
with a size of 3 × 3 × 3, corresponding to a cluster size
Nc = 27. We will focus on the paramagnetic phase, i.e,
we do not allow for the formation of any local moments.
All the reported results are obtained at zero tempera-
ture. We used a broadening parameter of 10−4 and a
computational accuracy (numerical uncertainty) of up to
∼ ±0.1 in our calculations.
Method.– We consider the Hubbard Hamiltonian of in-
teracting electrons subjected to quenched random disor-
ders
H = −
∑
〈ij〉σ
tij(c
†
iσcjσ + h.c.) +
∑
i
Uini↑ni↓ +
∑
iσ
Viniσ,
(1)
where the first term describes the hopping of electrons
on the lattice, the second term describes the energy cost
of having two electrons with opposite spin sitting on the
same lattice site, and the last term depicts the disorder
potential. Herein, c†i (ci ) is the creation (annihilation)
operator of an electron on site i with spin σ, ni = c
†
i ci is
the number operator, tij = t is the hopping matrix ele-
ment between nearest-neighbor sites, and Ui = U is the
electron-electron interactions strength parameterized by
the Hubbard onsite energy. The disorder is represented
by a spatially, uncorrelated, spin-independent random
potential Vi distributed according to a probability dis-
tribution function P (Vi) =
1
2W Θ(W − |Vi|), where Θ(x)
is the Heaviside step function and W is the width of the
box, which parametrizes the strength of the disorder. We
set the energy units to 4t.
To calculate the two-particle Green’s function, we need
the single-particle counterpart. To obtain the single-
particle Green’s function G(~k,E) in the presence of
electron-electron interactions and random disorder, we
solved the typical medium dynamical cluster approxima-
tion (TMDCA) self-consistency equations. The TMDCA
maps the lattice problem (1) onto a periodically repeated
cluster of size Nc primitive cells embedded in a typi-
cal medium. This typical medium is characterized by
a self-consistently determined non-local, hybridization
function ∆(~k,E) [41–47, 60–64]. The mapping is accom-
plished by dividing the first Brillouin zone of the origi-
nal lattice into Nc nonoverlapping equal cells. As one
increases Nc, longer-range spatial fluctuations are sys-
tematically accounted for up to . N1/dc , where d is the
spatial dimension. The TMDCA self-consistency could
be summarized as follows. We make an initial guess of
hybridization function; ∆(~k,E) describes how the clus-
ter sites couple to the typical medium. Using ∆(~k,E),
we calculate the fully dressed cluster Green’s function
Gc(E) = (G−1 − V − ΣInt)−1, where G is the cluster-
excluded Green’s function, V is the disorder potential,
and ΣInt is the electron-electron interactions, which is
included up to its second-order perturbation expansion.
We note that the disorder is accounted for exactly within
the cluster and ΣInt is obtained self-consistently within
the cluster solver using second-order perturbation theory.
The cluster density of states ρc = − 1πImG
c is then calcu-
lated by averaging over a large number of configurations
to obtain the momentum dependent, non-self-averaged
typical density of states [42, 43, 43]
ρct(K) = 〈ρ
c
i 〉geom
〈
ρc(K)
1
Nc
∑
i ρ
c
i
〉
arit
, (2)
where 〈ρci 〉geom = exp 〈ln ρi〉arit is the diagonal elements
of ρc and the second factor ensures that non-local fluctu-
ations up to . N1/dc are captured within the typical en-
vironment. Using the Hilbert transformation, we obtain
the cluster typical Green’s function Gct(K) from ρ
c
t(K)
and then calculate the coarse-grained Green’s function
3G¯(K) =
Nc
N
∑
k˜
[
Gct(K)
−1+∆(K)− ǫ(k)+ ǫ¯(K)+µ
]−1
,
(3)
where the overbar depicts cluster coarse-graining and µ
is the chemical potential. The TMDCA loop is closed by
calculating a new hybridization function
∆n(K) = (1− ς)∆o(K) + ξ
[
(Gc)−1 − G¯−1
]
, (4)
where ∆n (∆o) refers to the new (old) hybridization
function and ξ is a mixing parameter. Convergence
is achieved when Gct ≈ G¯, which also coincides with
∆n ≈ ∆o.
To determine the two-particle properties of the
many-body Hamiltonian above, we solve the Bethe-
Salpeter equation using the converged, single-particle
Green’s function obtained from the above TMDCA self-
consistency equations as input. Herein, we focus on the
particle-hole channel and calculate the dynamical, con-
ductivity with and without electron-hole interactions.
We obtain the full lattice, dynamical conductivity by
solving the Bethe-Salpeter equations as outlined below.
1. The TMDCA self-consistency equations are solved
to obtain the single-particle Green’s functions used
in the two particle calculations. This requires
both the single particle retarded GR(~k,E) and ad-
vanced GA(~k,E) Green’s functions. However, since
A(~k,E)A(~k,E) = 1
2πi [ϑ] ×
1
2πi [ϑ], where ϑ =
GA(~k,E)−GR(~k,E) and A(~k,E) = − 1πImG(
~k,E)
is the spectral function, we require knowing only
the retarded Green’s function. In calculating the
two-particle Green’s function, we have used the
averaged lattice and cluster Green’s functions ob-
tained within the typical medium. This is impor-
tant as the underlying dynamics present in the sys-
tem are encoded in these average quantities. Fur-
ther and most importantly, these averaged quanti-
ties are the only ones that represent the physical
Green’s functions of the material. In the Matsub-
ara frequency, the bare dynamic charge susceptibil-
ity χ0(~q, iω) is
χ0(~q, iω) =
1
βN
∑
~k,iE
G(~k + ~q, iE + i~ω)G(~k, iE) (5)
where β is the inverse temperature [57, 58]. Gen-
erally, one needs to carryout analytic continua-
tion of Eq. 5 in order to calculate any observ-
able. This process especially for disordered sys-
tems could miss important features in the spectra
if not done carefully. However, since our cluster
problem is solved in real space, we can avoid the
analytic continuation by converting the Matsubara
sums to real frequency integrals using spectra rep-
resentation: G(~q, iω) =
∫
dǫA[G](ǫ)/(iω−ǫ), where
A(~k,E) = − 1πImG(
~k,E) is the spectral function.
Using the spectral representation, the Matsubara
sum in Eq. 5 could be converted to real frequency
integrals as [65]
Imχ0(~q, ω) = −
2π
Nc
∑
~k
∫ +∞
−∞
[f(E)− f(E + ~ω)]A(~k + ~q, E + ~ω)A(~k,E) dE, (6a)
Reχ0(~q, ω) =
1
π
P
∫ +∞
−∞
Imχ0(~q, ω)dω
′
ω′ − ω
, (6b)
where P denotes the principal value and f(E) is
the Fermi function.
2. The bare charge susceptibility for both the cluster
(c) and the lattice (l) is then obtained as the renor-
malized one due to the screening within the typical
medium as
χ˜
c/l
0 (~q, ω) = χ
c/l
0 (~q, ω)
[
1− Uχ
c/l
0 (~q, ω)
]−1
(7)
where 1 is the identity matrix.
3. The lattice irreducible vertex is approximated with
the cluster counterpart, i.e., Γl ≈ Γc ≡ Γ [60–64].
The full lattice vertex function is then calculated
using Γ(~q, ω) as
F(~q, ω) = Γ(~q, ω)[1− χ˜0(~q, ω)Γ(~q, ω)]
−1 (8)
The full vertex function F includes all the possi-
ble scattering events between any two propagating
particles. Diagrammatically, F consists of all the
fully connected two-particle diagrams to infinite or-
ders and is, as such, reducible. On the other hand,
the irreducible vertex function Γ is a subclass of
the two-particle diagram in F that cannot be sepa-
rated into two distinct parts by cutting two internal
Green’s function lines in any given channel [60–62].
44. With the full lattice vertex function and the renor-
malized dynamical charge susceptibility calculated,
the full, dynamical lattice susceptibility is obtained
〈~k|χ|~k′〉 = 〈~k|χ˜0|~k〉+
∑
~k′′
〈~k|χ˜0|~k〉〈~k|F|~k
′′〉〈~k′′|χ|~k′〉. (9)
5. The real part of the dynamical conductivity that
takes into account electron-hole interactions (exci-
ton) effects σeh(ω) is then obtained from Eq. 9 as
σeh(ω) = lim
~q→0
1
ω
Imχ(~q, ω) (10)
Results.– We start the discussion of our results by pre-
senting in Fig 1 the single-particle quantity as manifested
in the imaginary part of the integrated hybridization
function Im
∫
∆(K, ω)dKdω for various disorder and in-
teraction strengths, respectively. The hybridization func-
tion is a natural order parameter for characterizing disor-
dered systems as it measures the probability of how the
electrons move between the cluster and the host (escape
rate) [44]. In the dilute limit, i.e., small disorder strength
up to W ≈ 0.5, the hybridization function is practically
the same for all the interaction strengths studied. How-
ever, as the strength of the disorder increases and in the
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FIG. 1. The semi-log plot of the integrated, imaginary part
of the hybridization function for a 3× 3× 3 cubic lattice sites
at various interaction strengths, U = 0.0, 0.4, 1.0, and 2.0 in
the units of 4t. The arrow indicates the systematic increase
of the critical disorder strengths WUc due to interaction in-
duced delocalization (disorder screening). The obtained WUc
are 2.13, 2.21, 2.51, and 2.49 for the 3 × 3 × 3 cubic lattice
sites. The inset is the typical density of states for U = 0.0,
0.4, 1.0, and 2.0 atW = 2.0, which is close to theWU=0.0c . An
unconventional soft-pseudogap develops at the Fermi level for
small interaction U ≪ W , which systematically evolves into
a conventional hard-gap at large U . The former gap is linear
in E while the latter is E2-dependent. Observe that this gap
is absent for U = 0.
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FIG. 2. The dynamical conductivity obtained with the ef-
fects of electron-hole interactions included for a disordered
Hubbard model as a function of the excitation energy ~ω
obtained using Eq. 9. Electron-hole interactions effects are
included using the Bethe-Salpeter equations. The disorder
strengths are 0.5, 1.0, 1.5, and 2.0 for the Hubbard interac-
tion strengths U = 0.0, 0.4, 1.0, and 1.0, respectively in the
units of 4t.
limit where the interaction strength is far smaller than
the noninteracting bandwidth of 3 (in unit of 4t), the
spectra starts to deviate from each other with the critical
disorder strength WUc systematically moving to higher
values (as indicated by the arrow) for increasing inter-
action strength. Observe also that as both W and U
becomes substantial and comparable to each other, the
delocalization of the states rather increases. This is dif-
ferent from the monotonic decrease in the magnitude of
the spectra for increasing disorder strength observed in
the noninteracting systems [42, 44, 66–73]. The renor-
malization of the spectra and the increase in WUc could
be attributed to delocalization induced by U , which in-
jects mobile carriers into the system. This is in agreement
with the conclusions reached using the typical density of
states as an order parameter [43] and has been inter-
preted by various authors to be due to disorder screen-
ing [36, 43, 74, 75]. Our calculations for the various in-
teraction strengths of 0.0, 0.4, 1.0, and 2.0 also led to
WUc of 2.13, 2.21, 2.51, and 2.49. The critical disorder
strength of 2.13 for the noninteracting limit is in good
agreement with that obtained using the typical density
of states within the typical medium dynamical cluster ap-
proximation [42, 43, 43] and with the numerically exact
value Wc ≈ 2.10 [66–73].
The inset in Fig 1 shows the typical density of states
obtained at W = 2.0 for various interaction strengths.
5This disorder strength is close to the WU=0.0c and could
be said to depict a strongly disordered system. Observe
that at U = 0.0, there is no gap in the spectra. How-
ever, for finite U , a gap (which is independent of filling)
opens at the Fermi level. For small U , this gap is an
unconventional soft-pseudogap, which is almost linear in
energy E. We have recently demonstrated that this soft-
pseudogap emerges due to the reduction in phase space
for scattering by U and it is linear instead of the normal
E2-dependence due to the loss of momentum conserva-
tion [43]. Hence, a strongly disordered, correlated system
(W ≫ U) could be said to exhibit a non-Fermi liquid be-
havior since a well-defined quasiparticle could be said to
no longer exist [76]. The deviation from the usual E2 be-
havior in the vicinity of electron localization has been ex-
perimentally observed in some perovskite materials, e.g.,
A1−xBA
′
xO3 [77–79]. For example, the photoemission
spectra of SrRu1−xT ixO3 exhibit a soft pseudogap gap
at x = 0.5 and a hard gap at higher values of x [79].
Observe further from the inset that the soft-pseudogap
systematically evolves into a hard-gap at large U with
the usual E2-dependence behavior restored and inelastic
scattering now vanishes as E → 0, reminiscent of a Fermi
liquid. This latter observation suggests that a strongly
correlated and disordered system could be described us-
ing the Fermi liquid physics but the contrary may not be
the case especially in the regime of strong disorder and
weak interaction strength as observed herein.
Next, we consider the two-particle quantities for a dis-
ordered Hubbard model. We show in Fig. 2 the calcu-
lated dynamical conductivity σeh(ω), which accounts for
the effects of electron-hole interactions obtained using
Eq. 10 for the same parameters as in Fig. 1. This spec-
trum also included vertex corrections. The vertex cor-
rection effects renormalized the spectra, which is more
significant at low-energy ω < 1.0. While the vertex cor-
rections have subtle effects, i.e., it increases the mag-
nitude of the low-energy of the absorption spectra (not
shown), our calculations show that non-local corrections
are more important for the proper description of the ab-
sorption spectra of correlated, disordered systems. We
note that the former effect could become significant, e.g.,
for the description of transport phenomena in Kondo sys-
tems [80].
Our data show different behaviors at different energies.
At high-energy ω > 1.0, we observed Lifshitz tails and
the suppression of the spectra with significant broaden-
ing and a reduction in the oscillator strength. The latter
measures the absorption probability. In the low-energy
regime ω < 1.0, observe that the Drude-like behavior
normally observed at zero or small disorder strength (as
can be seen in Fig. 3) is absent. This can be understood
by the transport now being dominated by the electron-
hole pairs. The maximum of the spectra occurs at ∼
1.0, and it is systematically blue-shifted as the strength
of the disorder and interaction is increased. Our data
further reveal that the initial delocalization effects are
significantly higher at small W and U . For example, the
highest magnitude of the spectra occurs for the parame-
ters W = 0.5 and U = 0.4. However, in the intermediate
and strong disorder limit 1.5 ≦ W = 2.0, the delocal-
ization effects systematically increases as U is increased.
We explain this observation as follows: when the disor-
der strength is small and the interaction is finite but also
smaller, more free electron-hole pairs are generated lead-
ing to the observed increase in conductivity. Still, even
in the weak disorder limit, if the interaction strength is
significantly larger thanW , “strongly correlated” physics
could dominate. The system adopts a Mott-like behav-
ior preferring to open a gap at the Fermi level due to
less generation of free electron-hole pairs (see the inset
of Fig. 1 where increasing U induces the opening of a
gap at the Fermi level). On the other hand, when the
interaction strength is large and the disorder strength is
close to the noninteracting critical disorder limit, the sys-
tem could become a correlated dirty metal leading to the
observed delocalization in this regime.
Generally, the single- and two-particle behaviors are
qualitatively similar since they both systematically go
to zero as the strength of the disorder is increased. But
quantitatively, significant differences exist in their critical
behavior. For instance, the two-particle calculations led
to critical disorder strengths that are far smaller than
their single-particle counterparts.
We can further gain some insights on how the critical
quantities, e.g., the critical disorder strengths change in
the two-particle picture by exploring the dc-conductivity,
which can be obtained from the dynamical conductiv-
ity by taking the zero limit of the excitation energy
as σeh(ω → 0). In our analysis, we instead adopt the
maximum value σeh(ω → ωmax) to avoid any ambiguity
due to the nature of the excitation spectra, e.g., Lifshitz
tails [81]. The extracted σeh(ω → ωmax) values were fur-
ther interpolated to a finer grid. The associated contour
plot is shown in Fig. 3. The essence of this plot is to
show more clearly, the overall evolution of the dynamical
conductivity in the disorder-interaction parameter space.
From Fig. 3, up toW ≈ 0.25 for all U -values, we observed
a ‘pure’ metallic-like behavior. Then, we see a weakly in-
teracting metallic character up to W ≈ 0.75, followed by
some intermediate states, and then a correlated ‘dirty’
metal before the system goes into the strongly correlated
Anderson insulator regime. The WUc obtained from our
data are: 1.93, 2.04, 2.11, and 1.98 for U = 0.0, 0.4, 1.0,
and 2.0, respectively. This shows a reduction of more
than 10%, e.g., WU=0.0c is reduced by ≈ 0.2 when com-
pared to the single-particle equivalent.
To explore the origin of this discrepancy, we fur-
ther calculated the dynamical conductivity (without the
effects of electron-hole interactions) using the Kubo-
Green’swood formula [82, 83]
6σ(ω) =
σ0
2π2
Re
∫ ∞
−∞
dE
[f(E)− f(E + ω)]
ω
[
G∗(E) −G(E + ω)
γ(E + ω)− γ∗(E)
−
G(E)−G(E + ω)
γ(E + ω)− γ(E)
]
, (11)
where γ(ω) = ω − µ−Σ(ω) and σ0 is the zero frequency
value. We show in Fig. 4 the plot of the dynamical con-
ductivity obtained using Eq. 11 in unit of σ0 for the
same parameters as in Fig. 2. Our results show a Drude-
like behavior in the low-energy regime when the disorder
strength is still small. However, for a given interaction, as
the strength of the disorder increases, the conductivity is
suppressed especially in the low-energy regime, which be-
comes non-Drude-like. At high-energy, the delocalization
by interaction and the suppression of the spectra asW in-
creases are seen in both the single-particle hybridization
function and the two-particle spectra data. We interpret
this behavior as being due to quantum corrections to the
Drude conductivity by both weak localization effects and
the disorder-modified electron-electron interactions [84].
As can be inferred from Fig. 4, the σ(ω → 0) or σ(ω →
ωmax) is still significant at the disorder and interaction
strengths where their two-particle counterpart that in-
cluded the electron-hole interaction effects is already lo-
calized. For example, at U = 0.0 and W = 2.0, the
calculated dynamical conductivity without the electron-
hole interactions is still finite while the counterpart ob-
tained from the Bethe-Salpeter equation is already prac-
tical zero. The overall trend of the critical parameters,
e.g., WUc -values obtained in the absence of electron-hole
FIG. 3. The contour plot of the disorder-interaction phase
diagram of the dynamical conductivity obtained with the ef-
fects of electron-hole interactions included in units of 4t. Data
are obtained from Fig. 2 by interpolating the maximum for
each data set to a finer grid. The solid-white line is intended
to give a rough estimate of the location of the critical disor-
der strengths in the parameter space. The trend of WUc is in
agreement with previous studies [85, 86].
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FIG. 4. The dynamical conductivity obtained without the
effects of electron-hole interactions ((normalized to its zero
frequency value σ0) at various interactions and disorder
strengths for the same system size as in Fig. 1 obtained us-
ing Eq. 11 in units of 4t. Observe the systematic evolution
from Drude-like to non-Drude-like behavior and also the de-
crease in the oscillator strength in the low-energy regime as
the strength of the disorder increases.
interactions is in agreement with the ones calculated from
the single-particle quantity. Since the critical behavior of
the dynamical conductivity calculated without electron-
hole interactions [Eq. 11] is in basic agreement with the
single-particle behavior of the critical quantities, we at-
tribute the reduction in the critical disorder strengths
in the presence of electron-hole interactions to enhanced
multiscattering processes induced by the disorder, which
breaks up the extended states within the system, leading
to less generation of free electron-hole pairs.
While we cannot directly verify the outcome with our
data, the exciton states induce changes in the oscillator
strengths, i.e., the relative heights/positions of the ab-
sorption spectra thereby loweringWUc . This is similar to
what is observed in some materials in which an electron-
hole pair has a binding energy that causes the quasipar-
ticle gap to be higher than the fundamental gap obtained
from conventional methods or measured via photoemis-
sion spectroscopy. Several experiments have shown that
exciton effects drastically change the spectra of materials.
The data of Varley and Schleife [87] for some transpar-
ent conducting oxides showed that the absorption spec-
tra are strongly modified by the inclusion of electron-hole
7interactions especially the lower photon-energy behavior
which, was red-shifted. The redistribution of the spectral
weight at low photon-energy due to excitonic effects was
also reported for several oxides [88–90]. The electron-hole
interactions have also been demonstrated to be important
in describing the properties of nanostructure materials,
e.g., monolayer MoS2 in which it is vital for the proper in-
terpretation of the low-energy absorption spectra [91] es-
pecially the position of the principal exciton peaks. The
impact of electron-hole interactions could even be greater
in disordered and/or interacting physical systems where
the disorder degrees of freedom could couple nontrivially
to the electron-electron interactions and/or the electron-
hole interactions. Hence, the approach and the results
presented herein could be of great importance in the un-
derstanding and interpretation of transport data of dis-
ordered and/or interacting systems where conventional
approaches may not be adequate.
Summary.– We have presented and explored the role
of electron-hole interactions in the disordered Hubbard
model for a random disorder potential distributed ac-
cording to a box probability distribution function in three
dimensions using the typical medium approach. Our cal-
culations reveal a significant reduction in the critical dis-
order strengths when compared to the single-particle val-
ues. We attribute this reduction in WUc to enhanced
coherent backscattering processes (cooperon correction)
due to the inclusion of electron-hole interactions.
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