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Abstract LetCH(R) denote the family of characteristic functions of probability measures (distributions) on the real
line R. We study the following question: given an integer n > 1, do there exist two different f ,g ∈ CH(R) such
that f n ≡ gn? For positive even n, well-known examples answer this question in the affirmative. It turns out that the
same is true also for any odd n > 1. For f ∈CH(R) and integer n > 1, set Cn( f ) = {g ∈CH(R) : g
n ≡ f n}. In this
paper, we give an estimate for cardinality (or cardinal number) of Cn( f ). In addition, we describe such f for which
our estimate is sharp.
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1 Introduction
Let M(R) denote the Banach algebra of bounded regular Borel measures on the real line R with
the total variation norm ‖µ‖ and convolution as multiplication. We define the Fourier-Stieltjes
transform of µ ∈M(R) by
µˆ(x) =
∫
R
e−itx dµ(t),
x ∈ R.
If µ ∈ M(R) is positive on the whole R and ‖µ‖= 1, then in the language of probability theory,
such an µ is called a probability measure. If µ is a probability measure, then f (x) := µˆ(−x),
x ∈ R, is called the characteristic function of µ . In the sequel, CH(R) denotes the multiplicative
semigroup of characteristic functions on R.
Let Z denote the usual group of integers. Given f ∈CH(R) and n ∈ Z, n ≥ 2, we define
Cn( f ) = {g ∈CH(R) : g
n ≡ f n}.
We say that cn( f ) is trivial if cn( f ) do not contains elements ofCH(R) other than f . The purpose
of this paper is to study the structure of cn( f ). Our interest in cn( f ) is inspired by the following
question in [7, p. 334] as an unsolved problem:
Do there exist two di f f erent characteristic f unctions f and g such that
f n ≡ gn f or some odd n, n > 1? (1.1)
If there n ∈ Z is positive and even, then the answer to this question is well known. Indeed, let
f and g be periodic functions with periods 2 and 4, respectively, such that f (x) = 1− |x|, for
1
|x| ≤ 1, and g(x) = 1−|x|, for |x| ≤ 2. Then f and g are characteristic functions (see, e.g., [7, p.
265]) such that | f | ≡ |g|. Therefore, f 2k ≡ g2k for all positive k ∈ Z.
If n > 1 and n is odd, then an affirmative answer to (1.1) comes from the following theorem.
Theorem 1.1 (see [5, theorem 1.1]). There exists f ∈CH(R) such that Cn( f ) is non-trivial for
all integer n > 1.
In this paper, we will study the structure of Cn( f ) in more detail. It turns out that in such a
problem, the significant role plays the (geometrical) construction of the null set {x∈R : f (x)= 0}
of f .
For f ∈CH(R), let us define the essential support of f by S f = {x ∈ R : f (x) 6= 0}. Obviously,
S f is an open subset of R. It is known that for any open subset U ⊂ R such that −U = U and
0 ∈U , there exists f ∈CH(R)with S f =U (see, e.g., [2]). Next, S f can be represented as a finite
or infinite union
⋃
j E j, where {E j} j is the family of all open connected components (intervals)
of S f . The cardinal (or cardinal number) card({E j} j) of {E j} j we denote by comp(S f ). Of
course, if {E j} j is an infinite family, then comp(S f ) = ∞. Since any f ∈CH satisfies
f (−x) = f (x) (1.2)
for all x ∈ R, it follows that if comp(S f ) < ∞, then there is k ∈ Z, k ≥ 0, such that comp(S f ) =
2k + 1. Moreover, then there exists a finite sequence of pairwise disjoint open intervals E0 =
(−b0,b0) and E j = (a j,b j), E j =−E− j, j =−k, . . . ,−1,1, . . . ,k, such that
S f =
k⋃
j=−k
E j (1.3)
with
b0 < a1 < b1 < a2 < b2 < · · ·< ak < bk. (1.4)
Note that in (1.3) also might be bk =+∞.
Proposition 1.2 Let f ∈ CH(R) and let n ∈ Z, n ≥ 2. Suppose that comp(S f ) = 2k + 1 with
certain k ∈ Z, k ≥ 0. Then
card(cn( f ))≤ n
k. (1.5)
Theorem 1.3 Under the conditions of Proposition 1.1, for each n ∈ Z, n ≥ 2 and any sequence
of of pairwise disjoint open intervals {E j} satisfying (1.3) and (1.4), there exists f ∈CH(R) such
that
card(cn( f )) = n
k. (1.6)
Remark 1.3. Note a particular case of Proposition 1.1 when comp(S f ) = 1, i.e., if k = 0.
For example, the characteristic functions of the following frequently used probability measures
(distributions) satisfy this condition (k = 0): Normal, Laplace, Poisson, Cauchy and some other
(see, for example, [7, p.p. 282-329]). Therefore, (1.5) shows that these f generate the trivial
classes Cn( f ) for all integer n > 1.
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2 Preliminaries and proofs
The Lebesgue space L1(R) can be identified with the closed ideal in M(R) of measures absolutely
continuous with respect to the Lebesgue measure dx on R. Namely, if ϕ ∈ L1(R), then ϕ is
associated with the measure
µϕ(E) =
∫
E
ϕ(t)dt
for each Borel subset E of R. Hence ϕ̂(x) =
∫
R
e−itxϕ(t)dt. In particular, if µ = ϕ(t)dt, where
ϕ ∈ L1(R) and ϕ is such that ‖ϕ‖L1(R) = 1 and ϕ ≥ 0 on R, then ϕ is called the probability
density function of µ , or the probability density for short.
We define the inverse Fourier transform by
qψ(t) =
1
2pi
∫
R
eit xψ(x)dx,
t ∈ R. Then the inversion formula (̂ψˇ) = ψ holds for suitable ψ ∈ L1(R). A function F :R→C
is said to be positive definite if
m
∑
i, j=1
F(x j− xi)c jci ≥ 0
holds for all finite sets c1, . . . ,cm ∈ C and x1, . . . ,xm ∈ R. The Bochner theorem (see, e.g., [4, p.
71]) states that a continuous function F : R→ C is positive definite if and only if there exits a
positive measure µF ∈ M(R) such that F = µ̂F . Hence, any f ∈CH(R) is positive definite with
f (0) = 1. In the case if ϕ :R→C is continuous and ϕ ∈ L1(R), then ϕ is positive definite if and
only if qϕ(t)≥ 0 for all t ∈ R.
Proof of Proposition 1.1. Let g ∈ cn( f ). Then it is immediate that S f = Sg and
| f (x)|= |g(x)|, (2.1)
x ∈ S f . Fix any E j ⊂ S f in (1.3). Using the fact that E j is an open connected component of S f ,
we have that there are two continuous functions u f , j,ug, j : E j →R such that
f (x) = | f (x)|eiu f (x) and g(x) = |g(x)|eiug(x) (2.2)
for all x ∈ E j. Since f
n ≡ gn and u f , j together with ug, j are continuous on E j, it follows from
(2.1) and (2.2) that
ug, j(x) = u f , j(x)+2pim j (2.3)
for certain m j ∈ {0,1, . . . ,n−1} and all x ∈ E j. Therefore,
g(x) =
k
∑
j=−k
f (x)χE j(x)e
i2pim j , (2.4)
x ∈ R, where χE j is the indicator function of E j. (1.2) implies that m− j = −m j for each j =
0,1, . . . ,k. Next, we claim that m j = 0. Indeed, this claim follows from (2.3) and equalities
u f , j(0) = ug, j(0) = 0, since f (0) = g(0) = 1. Hence, we conclude from (2.4) that
g(x) = f (x)χE0(x)+
k
∑
j=1
f (x)
(
χE j(−x)(x)e
−i2pim j +χE j(x)(x)e
i2pim j
)
(2.5)
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for all x∈R. Keeping in mind that each m j, j = 1,2, . . . ,n−1, may take any value in {0,1, . . . ,n−
1}, we obtain from (2.5) the estimate (1.5). Proposition 1.1 is proved.
Remark 2.1. In Remark 1.3 and in the proof of Proposition 1.1 (see (2.1)) we concerned with
certain aspects of the phase retrieval problem, i.e., with the problem of recovery of a measure µ
(not necessarily a probability measure) when are given the amplitude |µ̂| of its Fourier transform.
This problem is well known in various fields of science (see survey [6]). The question about
uniqueness of the solution for such problem arises in quantum mechanics (see [3]).
Proof of Theorem 1.2.
Let us split the proof into two cases. First we consider the case when all E j in (1.2) are finite
intervals. Let us denote by |E j| and by 2ρ the length of interval E j in (1.3) - (1.4) and the minimal
of these lengths, respectively. Since a0 =−b0, i.e., E0 = (−b0,b0), it follows from (1.4) that
2ρ =min{2b0; min
1≤ j≤k
(b j−a j)}. (2.6)
Now fix any ϕ ∈CH(R) such that
suppϕ ⊂ [−ρ ,ρ ] and ϕ(x)> 0 for all x ∈ (−ρ ,ρ). (2.7)
Since, in addition, ϕ ∈ L1(R)∩L∞(R), we have that qϕ ∈ L1(R) (see, e.g., [1, p. 409]). Also the
second condition in (2.7) shows that ϕ is an even function.
qϕ ∈ L1(R) with Now fix any j ∈ {0,1, . . . ,k}. It follows immediately from (2.6) and (2.7) that
there exists a positive number m = m( j) and a family of points {τ jp}
m( j)
p=1 satisfying
τ j1 = a j +ρ < τ j2 < · · ·< τ jm = b j−ρ (2.8)
such that the function
Fj(x) =
m( j)
∑
p=1
ϕ(x− τ jp) (2.9)
is supported on [a j,b j] = E j. Moreover, Fj is strictly positive on (a j,b j) = E j. Since ϕ is even,
it follows that the function
Fj(−x) =
m( j)
∑
p=1
ϕ(x+ τ jp) (2.10)
is supported on E− j =−E j and strictly positive on −E j.
Now take an arbitrary sequence of positive numbers {α j}
k
j=0 such that
α j ≤
1
2m j(k+1)
, (2.11)
j = 0,1, . . . ,k, and define
F(x) = ϕ(x)+
k
∑
j=0
α j
(
Fj(x)+Fj(−x)
)
. (2.12)
According to (2.6), (2.7), (2.8) and properties of the functions Fj mentioned above, we see that
SF =
k⋃
j=−k
E j. (2.13)
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We claim that F is continuous and positive definite. Indeed, since F is continuous and compactly
supported, we it follows that F and qF are in L1(R). Then we deduce from (2.9) and (2.10) that
qF(t) = qϕ(t)+
k
∑
j=0
(
α j qϕ(t)
m( j)
∑
p=1
2cos(τ jp · t)
)
= qϕ(t)
[
1+2
k
∑
j=0
(
α j
m( j)
∑
p=1
cos(τ jp · t)
)]
. (2.14)
By combining that ϕ ∈CH(R) with condition (2.11), we get that qF(t)≥ 0 for all t ∈ R. Hence,
Bochner’s theorem proving our claim.
Next, let n ∈ Z, n ≥ 2. For any ω ∈ Zk, let us define
Gω(x) = ϕ(x)+α0
(
F0(x)+F0(−x)
)
+
k
∑
j=1
α j
[
ei2piω j/nFj(x)+ e
−i2piω j/nFj(−x)
)]
. (2.15)
Then analogous to (2.10), we obtain
|Gω(t) = qϕ(t)
(
1+2α0
m(0)
∑
p=1
cos(τ0p · t)+2
k
∑
j=0
[
α j
m( j)
∑
p=1
cos
(2piω j
n
+ τ jp · t
)])
. (2.16)
Therefore, using again (2.11), we see that each such an Gω is also continuous and positive defi-
nite.
Now we claim that
Gnω ≡ F
n (2.17)
for all ω ∈ Zk. This follows immediately from definitions F in (2.12) and Gω in (2.15). Indeed,
at first, suppF = suppGω = ∪
k
j=−kE j. Next, it is easy to check that

Gω(x) = α je
i2piω j/nFj(x) = e
i2piω j/nF(x), for x ∈ E j, j = 1, . . . ,k,
Gω(x) = ϕ(x)+α0(F0(x)+F0(−x)) = F(x), for x ∈ E0,
Gω(x) = α je
−i2piω j/nFj(−x) = e
−i2piω j/nF(x), for x ∈ E j, j =−1, . . . ,−k.
In particular, from here and from (2.15) we obtain
Gω(0) = F(0) = 1+2α0
m(0)
∑
p=1
ϕ(τ0p)> 1.
Set
f (x) =
F(x)
F(0)
and gω(x) =
Gω(x)
Gω(0)
.
Then f ,gω ∈ CH and gω ∈ Cn( f ) for all ω ∈ Z
k. Moreover, (2.13) implies that S f = SF =
∪kj=−kE j. Finally, it is easy seen that Gω = Gθ for some ω and θ from Z
k, if and only if
ω − θ ∈ nZk. Therefore, when ω runs in Zk, then the family (2.14) and corresponding family
{gω}ω∈Zk contains exactly n
k different characteristic functions. This shows (1.6).
Now we consider the second case when Ek = (ak,∞). Using the same ϕ ∈CH satisfying (2.7),
let us define by (2.9) the functions Fj for j = 0,1, . . . ,k−1. Next, take an arbitrary sequence of
positive numbers {γl}
∞
l=1 such that
∞
∑
l=1
γl = 1
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and define
Fk(x) =
∞
∑
l=1
γlϕ(x−ak− lρ).
Now for any sequence of positive numbers {α j}
k
j=0 satisfying (2.11) for all j = 0,1, . . . ,k− 1
and such that
αk ≤
1
2(k+1)
,
we have that Fk is supported on Ek and is strictly positive on Ek. The following proof in this case
exactly the same as that of the first case.
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