Abstract-Optical network virtualization enables network operators to compose and operate multiple independent and application-specific virtual optical networks (VONs) sharing a common physical infrastructure. To achieve this capability, the virtualization mechanism must guarantee isolation between coexisting VONs. In order to satisfy this fundamental requirement, the VON composition mechanism must take into account the impact of physical layer impairments (PLIs). In this paper we propose a new infrastructure as a service architecture utilizing optical network virtualization. We introduce novel PLI-aware VON composition algorithms suitable for single-line-rate (SLR) and mixed-line-rate (MLR) network scenarios. In order to assess the impact of PLIs and guarantee the isolation of multiple coexisting VONs, PLI assessment models for intra-and inter-VON impairments are proposed and adopted in the VON composition process for both SLR and MLR networks. In the SLR networks, the PLI-aware VON composition mechanisms with both heuristic and optimal (MILP) mapping methods are proposed. A replanning strategy is proposed for the MILP mapping method in order to increase its efficiency. In the MLR networks, a new virtual link mapping method suitable for the MLR network scenario and two line rate distribution methods are proposed. With the proposed PLI-aware VON composition methods, multiple coexisting and cost-effective VONs with guaranteed transmission quality can be dynamically composed. We evaluate and compare the performance of the proposed VON composition methods through extensive simulation studies with various network scenarios.
I. INTRODUCTION
I n recent years, new high-performance Internet applications, such as cloud computing and high-definition video streaming, have been emerging [1, 2] . These applications have a common requirement for a high-capacity network infrastructure, which can be provided by optical networks. However, each of these applications has its own specific access and network resource usage pattern as well as quality of service (QoS) and dynamicity requirements. Therefore, dedicated and application-specific optical network services are desired to support each application category [3] . As these types of applications evolve, the current technical and operational complexities, as well as capital expenditure and operating expenditure considerations, will limit the ability of network operators to set up and configure dedicated optical networks for each application type in a scalable manner [4] .
Optical network virtualization is a key technology for addressing this issue [5] . Network operators, by utilizing optical network virtualization, are able to partition and/or aggregate optical network resources into virtual resources and then interconnect them to compose multiple virtual optical networks (VONs) . These multiple VONs can potentially coexist, using different network topologies and network and transmission protocols and having their own specific QoS while sharing the same physical infrastructure. To achieve this capability, the virtualization mechanism must guarantee isolation between coexisting VONs that are sharing the same physical infrastructure. This allows network operators and infrastructure owners to create an infrastructure as a service (IaaS) framework, where they can compose independent VON infrastructures and lease them out as infrastructure services to different application and service providers [2] .
Network virtualization in Layers 2 and 3 has been widely investigated and deployed [6] . However, optical network virtualization is still under initial study [7, 8] . This is mainly because of the complexity of the virtualization approach suitable for optical networks and the analogue nature of optical networks. In [7] , Pagès et al. studied the impact of transport technologies, wavelength switching, and spectrum switching on the number and characteristics of virtual infrastructures that can be built on top of a physical optical network infrastructure. In [8] , the authors proposed an energy-aware virtual infrastructure mapping solution in order to minimize the energy consumption of concurrent virtual infrastructures over a shared IT and network infrastructure. However, none of these studies has considered the impact of physical layer impairments (PLIs) on the optical network virtualization.
The existence of PLIs has a significant effect on the isolation of multiple coexisting VONs. A lot of work has been done on PLI-aware routing algorithms [9] . However, the effect of PLIs on VON composition and operation is much broader than just routing [10] . The owner or operator of a VON must have the capability of performing any type of network operation, such as routing, traffic engineering, load balancing, etc., over its own VON without affecting other VONs. Therefore the effect of PLIs has to be taken into account both in the VON composition stage and in the operation stage in a way that allows independent network operation for the owner of a VON.
Moreover, the optical network itself is undergoing significant evolution and facing technological upgrades due to the development of underlying optical transmission techniques, e.g., elastic and Flexigrid optical networks [11] , and mixed-line-rate (MLR) optical networks [12] . The impact of these new transmission techniques on optical network virtualization needs to be investigated.
In our previous works [10, [13] [14] [15] , we have proposed an architectural solution utilizing optical network virtualization and VON composition methods for single-line-rate (SLR) and MLR optical networks. In this paper we further enhanced the proposed architecture based on new PLIaware VON composition methods. In order to assess the impact of PLIs and guarantee the isolation of multiple coexisting VONs, the PLI assessment models for intra-and inter-VON impairments are proposed and adopted in the VON composition process for both SLR and MLR networks. With the proposed PLI-aware VON composition methods, multiple coexisting VONs with guaranteed transmission quality can be dynamically provisioned. This paper is organized as follows. In Section II, a novel IaaS compliant architecture utilizing optical network virtualization is introduced. In Section III, the PLI-aware VON composition mechanism is described. Various PLIaware VON composition methods for SLR and MLR WDM networks are elaborated in Section IV. The PLI assessment models for evaluating the quality of each composed VON and the interference between coexisting VONs are presented in Section V. In Section VI, the simulation studies and results are discussed. Finally, Section VII concludes this paper.
II. OPTICAL NETWORK VIRTUALIZATION

A. Concept of Optical Network Virtualization
Optical network virtualization is defined as the composition of multiple isolated VONs simultaneously coexisting over a shared physical optical network infrastructure. In each VON, virtual optical nodes are inter-connected by a set of virtual optical links. Virtualization of optical network resources, i.e., optical nodes (e.g., optical cross connect or ROADM) and optical links, is often achieved by partitioning or aggregation of the corresponding physical resources [16] . Generally, the virtualization of optical nodes should be considered jointly with the virtualization of optical links. The granularity of virtual links (e.g., sub-wavelength, wavelength, waveband, or fiber) in a VON is inherited from the switching capabilities supported by the optical switching nodes as well as capabilities of optical transponders. The control and management mechanism of an optical node should allow the independent control and management of virtual nodes (partitions of one node) through independent interfaces.
The two most important principles of optical network virtualization are isolation and coexistence of multiple VONs. Isolation implies that different VONs sharing the same optical network should not interfere with each other. Coexistence means that the VONs can be supported and provisioned in parallel to different administrative entities.
B. Infrastructure as a Service Architecture for Optical Network Virtualization
An IaaS architecture enabled by optical network virtualization capable of supporting the two aforementioned principles is introduced. The reference model of this architecture is shown in Fig. 1 , which consists of three layers:
1) The optical physical infrastructure layer is composed of network resources (e.g., optical nodes and links) provided by one or more optical network infrastructure. 2) The VON composition layer is the key innovative layer in this architecture. In this layer, the important attributes of physical resources (e.g., the location of optical nodes, the ports per optical node, the wavelength channels per optical link, the supported bitrate, and the programmability and modulation format of transponders) are first abstracted in a uniform way. Based on all the information, VON composition algorithms are adopted to first find out the available resources for each VON request and compose a resource pool. According to requirements of the VON request and provision strategies of VON providers, suitable resources are selected from this resource pool to compose a VON. Moreover, due to the existence of PLIs in the optical layer, a PLI assessment module is also adopted to verify the 
III. PLI-AWARE VIRTUAL OPTICAL NETWORK COMPOSITION MECHANISM
In the proposed VON composition mechanism, ondemand VON composition is supported. It is assumed that the VON requests (a VON request generally indicates the virtual network topology, the required attributes of virtual nodes, and capacities of virtual links) will be served on demand, and on serving any VON request there will be no knowledge of future requests. Furthermore, it is assumed that each VON has a limited holding time (i.e., the time for the network resources to be occupied). When a VON's holding time expires, the assigned resources will be released.
In order to describe the proposed VON composition mechanism, the physical network and VON requests are first modeled.
The physical optical network is modeled as an undirected graph and denoted as G p N p ; E p , where N p is the set of optical nodes and E p is the set of optical links. Each optical node is characterized by its geolocation and switching capability. Each optical link, referred to by the index l (l 1; …; L), is characterized by its total number of wavelength channels and the bitrate per channel r (r R i ; …; R N ). Since we are dealing with the on-demand VON composition problem, the VON requests dynamically arrive. The mth VON request is modeled as G m v N m v ; E m v . The attributes of each virtual optical node (i.e., required geolocation and capability) are specified in the request, as well as the capacity of each virtual optical link and the topology under which virtual nodes are interconnected. Each virtual optical link is referred to by the index e (e 1; …; E m ). Based on this model, different stages of the proposed VON composition process are described as follows:
1) Virtual node mapping
According to the requirements of geolocation and switching capability, each virtual node can be composed by partitioning a physical node or aggregating multiple physical nodes (in this paper we focus on node virtualization by means of partitioning).
2) Virtual link mapping
Each virtual link, requesting a certain amount of bandwidth, is mapped to a physical path comprised of several physical links. In order to illustrate the VON mapping procedure, two VON mapping examples are shown in Fig. 2 . It must be noted that a virtual link connecting two virtual nodes may need to traverse several physical nodes [see Fig. 2(b) , the third virtual link (i.e., E-C and E-B) in the two examples]. This requires the virtual link mapping process to be able to perform the reservation and configuration of those intermediate nodes.
The bandwidth requirement is satisfied by the assignment of wavelength channels. In MLR networks, the transponders (i.e., their bitrates and modulation formats) also need to be properly selected, since this will affect the cost of each composed VON (i.e., the cost of the transponders used), the transmission quality of the VONs, and the whole VON composition performance in terms of the network resource utilization and the total number of successfully composed VONs [13] . Taking the existence of PLIs into account, the assignment of wavelength channels also needs to guarantee the quality of each composed VON and the isolation of coexisting VONs.
3) Quality verification of VONs
Due to the interference introduced by PLIs, adjacent active VONs will interfere with each other [10] . The main novelty of the proposed VON composition mechanism is that the PLIs inherent to the optical layer are taken into account. The quality of transmission is verified against the effect of PLIs when a VON is successfully composed. This is done at two levels, i.e., inter-and intra-VON. The intra-VON quality verification guarantees the quality of transmission for a newly composed VON, considering the effect of PLIs and assuming its stand-alone operation. However, the newly composed VON will also impact the existing VONs and vice versa. The inter-VON quality verification considers this effect by verifying the quality of transmission of wavelength channels that are sharing one or more physical links (fiber) between existing VONs and the newly composed VON. For each wavelength channel to be used in a virtual link of a newly composed VON, the quality of all the active wavelengths in the link needs to be verified. If the quality of all the involved VONs is acceptable, the wavelength will be allocated to the new VON, and the quality of all the involved VONs will be updated.
In this paper, we propose different VON composition methods for both SLR and MLR WDM optical networks and investigate the specific issues associated with each network scenario.
IV. PLI-AWARE VIRTUAL OPTICAL NETWORK COMPOSITION METHODS
This section describes the proposed VON composition methods suitable for SLR and MLR networks, respectively. 
A. VON Composition in SLR Networks
In SLR networks, virtual nodes are mapped according to geolocations, while we propose two methods for virtual link mapping. These methods are the heuristic algorithm using the K shortest path (K-SP) routing algorithm and the optimized algorithm using mixed integer linear programming (MILP) [8] . MILP is a complex and computationally intensive process but provides optimal solutions. However, MILP has poor scalability when the network size increases, while a heuristic algorithm can perform well in large networks.
After a VON mapping process is accomplished using the aforementioned methods, the transmission quality of the composed VON and its neighbor VONs is verified by a PLI assessment model.
1) K Shortest Path Mapping Algorithm for Virtual Link
Mapping: We adopt the K-SP routing algorithm for heuristic virtual link mapping in order to increase the possibility of successfully setting up a VON, utilizing the minimum number of physical layer resources, and minimizing the latency of virtual links. In this method, the K shortest paths are calculated for each virtual link that must be mapped between its source and destination. Starting with the first shortest path, the available wavelength resources are checked in each physical link along the path. If there are not enough wavelengths, the next shortest path in the shortest path list is selected.
2) Mixed Integer Linear Programming:
In order to achieve the optimal mapping of a VON request onto the physical optical network, MILP is adopted for virtual link mapping.
We consider the mth VON request. The virtual links in this VON request need to be mapped to the physical substrate. c e (e 1; …; E m ) is the required capacity of the eth virtual link in the VON. The possible lightpaths for mapping this virtual link are calculated by using routing algorithms and referred to by the index p (p 1; …; P e ). z p is the bandwidth provided by the pth lightpath.
The capacity of each virtual link should be satisfied:
Multiple virtual links in the mth VON may be mapped to the lightpaths that pass through the same physical link. The required capacity c m l on the lth physical link is given as X
where α lq is 1 if the pth lightpath passes through the lth physical link in the physical network, and otherwise 0. Equation (2) should be less than or equal to the residual resources in this link, as in
where a n is used to mark the nth VON (1 ≤ n ≤ m − 1). a n is 1 if the nth VON is still active when the mth VON request arrives.
The objective is to minimize the total cost of using physical resources to compose the requested VON:
where q l is the cost for using the capacity c m l on the physical link l. In our work, q l is the link length (related to latency).
B. VON Composition in MLR Networks
In MLR networks, the virtual node mapping follows the same rules as in SLR networks. However, due to availability of variable bitrate channels in each physical link, the virtual link mapping in MLR networks is more complex than the mapping in SLR networks.
1) Virtual Link Mapping in MLR Networks:
An optical link in an MLR optical network can potentially deploy multiple transponders, which allow it to carry a mixture of wavelength channels with different bitrates (e.g., 10=40=100 Gbps), as shown in Fig. 3 .
No bitrate conversion or grooming capability is assumed between different line rates. Therefore, in order to create an MLR VON and ensure the connectivity throughout the entire VON, the bitrates of wavelength channels and number of wavelength channels constituting a virtual link should be the same end-to-end across all the involved physical links. Based on the above assumption, we propose a new virtual link mapping method for MLR networks, which can ensure the connectivity of the whole VON and also minimize the bandwidth to be used, as described in the pseudo code below.
Virtual Link Mapping in MLR Networks
The mth VON request arrived 1 for the eth virtual link (e 1; …; E m ) in the VON request 2 Calculate a set of physical paths (K in total) for mapping the virtual link by using routing algorithms; 3 for the kth path, which is composed of J k physical links 4
Get the available number of wavelengths for the line rate r (r R 1 ; …; R N ) on the path: AW k r MinfA kj r j j 1;…;J k g, where A kj r is the available wavelengths for each line rate on each physical link along the path; 5
Get the available bandwidth on the path: To increase the possibility of the VON request being successfully composed, in Step 6, through comparing the amount of available bandwidth on all the candidate paths, we select the path that has the most available resources.
2) Multiple-Line-Rate Distribution: With the bandwidth/ wavelength availability information obtained from the above virtual link mapping process, the requested bandwidth of each virtual link needs to be distributed and allocated among the available wavelengths with different line rates. For mapping a virtual link into a physical path, there may be several options for choosing channels with suitable bitrates. For example, given a physical link that carries four wavelength channels at 10 Gbps and two wavelength channels at 40 Gbps, there are two possible solutions for mapping a virtual link with a 60 Gbps bandwidth requirement, i.e., using two 10 Gbps and one 40 Gbps channel or two 40 Gbps channels. The first solution uses more channels (three) but no extra bandwidth, while the second solution uses fewer channels (two) but 20 Gbps extra bandwidth. Therefore, line rate distribution becomes an important element of the VON mapping process in an MLR optical network. Here we propose two line rate distribution algorithms with different optimization objectives, named MAX-ResB and MIN-Cost & MAX-ResB.
In MAX-ResB, the residual bandwidth is maximized to provide more bandwidth for future requests.
Multiple-Line-Rate Distribution: MAX-ResB Based on the obtained information of available resources from the virtual link mapping phase, the requested bandwidth B is distributed among multiple line rates.
(1) B P r r wn r (wn r is the number of wavelengths with the line rate r to be used); (2) wn r ≤ min A r (r R 1 ; …; R N ); MAX-ResB: Maximize the residual bandwidth B res 1 for each wn r that satisfies (1) and (2) 2 Objective:
Max fB resg Maxf P r r min A r − wn r g; 3 Update A l r (l 1; …; L; r R 1 ; …; R N );
In MLR networks, transponders with higher line rates can provide an attractive volume discount (e.g., the cost of a 40 Gbps transponder can be 2.5 (not 4) times that of a 10 Gbps one [17] ). Therefore, the choice of line rates (transponders), depending on the requested bandwidth, will determine the cost of the composed VON. In MIN-Cost & MAX-ResB, the cost of each composed VON (i.e., the normalized total cost of transponders in the VON) is minimized. If multiple VONs have the same cost, the one that can provide the maximum residual bandwidth is chosen as in MAX-ResB.
Multiple-Line-Rate Distribution: MIN-Cost & MAX-ResB
MIN-Cost: Minimize the cost of the composed VON Cost 1 for each wn r that satisfies (1) and (2) 2 Objective: MinfCostg Minf P r normC r wn r g, where normC r is the normalized cost of the transponder with line rate r; 3 if more than one VON has the same cost, use MAX-ResB; 4 Update A l r (l 1; …; L; r R 1 ; …; R N );
C. PLI Assessment
When a new VON is composed, the existence of PLIs in the optical layer impacts the quality of transmission of both the newly composed VON and also existing VONs that are sharing one or more physical links with the new VON. Therefore, in order to guarantee the quality of each composed VON and the isolation of coexisting VONs, the effect of PLIs need to be assessed. In this paper, analytical PLI assessment methods are proposed for evaluating the impact of PLIs during the VON composition process. The PLI assessment models for both SLR and MLR networks will be elaborated in the next section.
In the PLI assessment, every time the quality verification is needed, the analytical PLI assessment model is deployed to verify the quality of the candidate wavelength channels for the new VON and all the already deployed wavelength channels belonging to different coexisting VONs within a predefined wavelength window [18] , as shown in Fig. 4 . If the quality of all the existing VONs and the newly requested VON is acceptable, the requested VON is composed and mapped to the optical network infrastructure. Otherwise, further mapping is needed to select alternative wavelength channels or physical links (fiber).
1) PLI Assessment in SLR Networks With the Heuristic Virtual Link Mapping Method:
For the PLI-aware VON composition using the heuristic virtual link mapping method (e.g., K-SP virtual link mapping), a flowchart is shown in Fig. 5 . There are three phases: 1) wavelength resource availability checking, 2) VON quality verification, and 3) VON composition and quality updating. W (w ij ∈ W) is the wavelength status matrix, which maintains the status of the availability of wavelength resources, TQ (tq ij ∈ TQ) is the temporary quality matrix to verify the quality of all the involved VONs, Q is the quality matrix, which maintains the quality of virtual links, and T is the acceptable quality threshold. After path selection, the first available wavelength is selected and put in the center of the wavelength window. Then the PLI assessment is called to verify the quality of all the active wavelength channels within the wavelength window using the analytical PLI assessment model (explained in Subsection V.A). If the quality of all the involved channels is acceptable (determined by a predefined quality threshold), the wavelength will be temporarily assigned to the requested VON. Otherwise, the next available wavelength (if there is still wavelength left on the chosen path) or path (if there is no wavelength left on the chosen path, it will be the next path on the path list calculated by the K-SP routing algorithm) will be selected, and subsequently the quality verification will be performed.
If the quality of all the involved VONs is assessed to be acceptable, the chosen wavelengths will be allocated to the VON request. When a VON is released, the assigned wavelengths will be released and the quality of all the involved VONs will be updated; that is, the W and Q matrixes will be renewed accordingly.
2) PLI Assessment in SLR Networks
With the MILP Virtual Link Mapping Method: In the proposed PLI-aware VON composition using the MILP virtual link mapping method, the optimal VON mapping and the quality verification of VONs are executed in independent phases; that is, the quality verification is executed after the mapping of virtual nodes and virtual links for the whole VON. In this case, the quality verification failure of one virtual link can cause the mapping failure of the entire VON. To mitigate this, we introduce a replanning strategy, as shown in Fig. 6 , in which the virtual links that cause the failed quality verification of VONs are remapped by using a heuristic routing algorithm (e.g., K-SP), with quality verification afterward. With this replanning strategy, we are able to benefit from the optimal mapping provided by MILP to the greatest extent and also guarantee the quality of VONs, and then improve the VON composition performance in terms of the number of successfully composed VONs.
3) PLI Assessment in MLR Networks: In the MLR network scenario, the required bandwidth of a virtual link may be mapped to multiple channels with different bitrates within one physical link. Most important, in MLR networks, the impact of cross-phase modulation (XPM) is asymmetric [19] . Low bitrate channels severely impact high bitrates. However, the effect of XPM generated from the high bitrate channels and between the channels with the same bitrate is comparatively less detrimental. To address this, in addition to applying the PLI assessment model for the channels with the same bitrates (explained in Subsection V.A), we estimate the suitable guard band (or spectrum separation) [20] between the channels with different bitrates (10 Gbs and 40=100 Gbps) by using the analytical PLI assessment model (explained in Subsection V.B), to make sure that the XPM impact is less than a negligible value (e.g., 0.1 dB) to guarantee the VONs' quality.
V. PHYSICAL LAYER IMPAIRMENT ASSESSMENT MODELS
The various PLIs in the optical layer can be classified into two main categories in the context of optical network virtualization: intra-VON impairments and inter-VON impairments. The intra-VON impairments can include all the existing impairments in a physical optical network [9] . However, in optical network virtualization, in order to guarantee the isolation, the inter-VON impairments, e.g., XPM, should be particularly investigated. The Q factor is used to measure the quality of the newly composed VON and all the affected existing VONs.
A. Analytical PLI Assessment Model for SLR Networks
In the PLI assessment model for SLR networks [10] , the linear impairment amplified spontaneous emission (ASE) (intra-VON impairment) and the nonlinear impairment XPM and four wave mixing (FWM) (inter-VON impairments) are considered.
The Q factor [18] is given as follows:
where P in is the input power of a wavelength channel, σ The ASE is generated from the optical amplifier and modeled as
where F is the erbium-doped fiber amplifier (EDFA) noise figure, h is Planck's constant, f c and B 0 are the carrier frequency and the optical bandwidth of the probe channel, respectively, and G is the EDFA optical gain.
XPM is modeled as
where H j w is the XPM transfer function of the pump channel j,
PSD j w is the power spectrum of the channel j, c is the speed of light, N is the number of spans, α is the attenuation parameter, D is the dispersion parameter, and each span is fully compensated.
FWM is modeled as
: (10) FWM is generated by the frequency groups (f i , f j , and f k ). If f i , f j , or f k is equal to f c , P i , P j , and P k are equal to P in ; otherwise, P in =2. γ is the nonlinear coefficient, d is 3 (degenerate FWM) or 6 (non-degenerate FWM), L is the length of a span, and S is the dispersion slope.
B. Analytical PLI Assessment Model for MLR Networks
Three modulation formats are adopted for different bitrates: 10 Gbps non-return-to-zero on-off keying (NRZ-OOK) with direct detection, 40 Gbps differential quadrature phase shift keying (DQPSK) with differential detection, and 100 Gbps dual-polarization quadrature phase shift keying (DP-QPSK) with coherent detection, in order to increase the reach of high bitrate channels [12] .
Based on Gaussian approximation, the bit error rate (BER) [21] is approximated as
The Q factor for NRZ-OOK [21] is given as follows:
where B 0 is the optical filter bandwidth and T is the symbol time. ρ is the signal-to-noise ratio (SNR) per symbol,
where n is the ratio between the number of noise and signal polarizations, B ref is the reference bandwidth that measures the optical SNR, v is the carrier frequency, Δf is the bandwidth that measures F, and Γ is the span loss.
The Q factor for DQPSK and DP-QPSK [19] is given as
where the variance of nonlinear phase noise σ
where ϕ NL is the nonlinear phase shift,
where L eff is the effective length [22] , n 2 is nonlinear index coefficient, and A eff is effective area.
For XPM,
and in addition to the parameters used in the SLR network, for DQPSK, n 2, k 1, m 4, g D 1, T AM 50 ps; for DP-QPSK, n 1, k 2, m 2, g D 3, T AM 40 ps. T OOK 100 ps, r 2πn 2 =λA eff is the nonlinear coefficient, and Δλ is the spectral separation between the 10 and 40=100 Gbps channels.
In both of the PLI assessment models, the nonlinear impairments accumulate incoherently along consecutive fiber spans, and coexisting active channels contribute independently.
VI. SIMULATION STUDIES AND RESULTS
In this section, the performance of the proposed PLIaware VON composition methods for SLR and MLR WDM optical networks is evaluated.
A. Simulation Parameters
The simulation studies for SLR and MLR network scenarios share the same network simulation parameters. The adopted network topology is the NSFNET topology with 14 nodes and 21 links, as shown in Fig. 3 . VON requests arrive dynamically following a Poisson process, with an average inter-arrival time of 20 time units, and the mean VON holding time (i.e., lifetime) of each request varies from 200 to 1000 time units [23] . Each VON request describes the VON topology comprising the locations and attributes of virtual nodes, the capacities of virtual links, and the topology under which virtual nodes are interconnected by virtual links. In each VON request, the number of virtual nodes is randomly determined by a uniform distribution between 2 and 7, and each pair of virtual nodes is connected with the probability 0.5. The failure rate of VON composition is taken as the performance comparison criterion, defined as the ratio of declined VON requests relative to total VON requests.
In each study, 1000 VON requests are randomly generated. However, in order to make a fair comparison, the VON request sequence is the same for all the algorithms involved in one simulation study, including the VON requests (the network topology, the requirements of virtual nodes and links), the arrival times, and the VON holding times of these requests. Each result is presented as statistical values with the means and standard deviations collected by running the simulation four times [15] .
B. VON Composition in the SLR WDM Network
In the SLR network, the parameters used in the analytical PLI assessment are given as follows. σ 2 ASE of a single EDFA is 10 −9 ; the channel power P in is 1 mW; each fiber span is 100 km; the parameter α, the dispersion parameter D, and the dispersion slope S are 0.25 dB=km, 4 ps= km nm, and 0.08 ps=km nm 2 , respectively; the nonlinear coefficient γ is 2=km W. The ITU-T G.694.1 grid, anchored to 193.1 THz, is adopted. The wavelength window is the same as the total number of wavelengths per link plus one. The Q factor threshold is set to 8.5 dB [24] . The analytical PLI assessment model in Subsection V.A is used to evaluate the impact of PLIs on the VON composition with the two proposed virtual link mapping methods, i.e., K-SP and MILP. The computational complexity and execution time of the two algorithms are also evaluated under the same condition. The VON composition using MILP has a higher complexity and hence longer execution time, around 100 ms, compared to the heuristic algorithm, which is around 35 ms.
1) Impact of Channel Spacing on the VON Composition:
We first evaluate the impact of the wavelength channel spacing on the PLI-aware VON composition. The channel spacing is set to 50 and 100 Hz, respectively. As the channel spacing increases, the interference between adjacent channels caused by the inter-VON impairments (e.g., XPM and FWM) is reduced. Therefore, two coexisting VONs are more likely to be able to use the adjacent wavelength channels and wavelength resources can be used more efficiently. This is reflected in Fig. 7 . As expected, the results show that more VONs can be composed over the same physical optical substrate by increasing the channel spacing (i.e., "CS 100 GHz"). The results verified the analytical models for assessing PLIs and the established simulation platform. On the other hand, the figure also depicts that for longer VON holding times, requests are blocked with a higher probability. 6.96% for K-SP and 15.47% for MILP when the number of wavelengths per link is 16 and the VON holding time is 400 units), while in Fig. 8(b) , as the number of wavelengths increases, the failure rate is reduced; that is, the impact of PLIs is mitigated. In both figures, we can see that when the impact of PLIs is not considered (i.e., "w/o PLI"), the VON composition using MILP performs better, because MILP can provide optimal solutions for all the VON mapping. However, after taking into account the impact of PLIs (i.e., "w. PLI"), since in the PLI-aware VON composition with MILP, the quality verification of VONs is executed after the mapping of virtual resources for all the VONs, the available virtual resources are not extensively explored. However, the heuristic virtual link mapping method, e.g., K-SP, is more flexible, since the VON mapping and quality verification phases can be naturally integrated (see Fig. 5 ). Therefore, the heuristic algorithms can provide better results.
3) Replanning in the PLI-Aware VON Composition With MILP: In order to improve the performance of the PLI-aware VON composition with MILP and take advantage of its optimal mapping solutions, a replanning strategy is introduced, in which each virtual link that is failed in the quality verification will be remapped to a new physical path using the K-SP routing algorithm. In this case, we are able to integrate the two relatively independent phases, i.e., the mapping of virtual resources (virtual links and virtual nodes) for the entire VON and the quality verification. The results are given in Fig. 9 , showing that the proposed replanning strategy (i.e., "MILP w. PLI Repl.") improves the VON composition performance (about 5.75% when the number of wavelengths per link is 16 and the VON holding time is 400 units) and provides the best performance under various VON holding times [in Fig. 9(a) ] and numbers of wavelengths per link [in Fig. 9(b) ], respectively.
C. VON Composition in MLR Networks
In the MLR network, the proportion of different bitrate channels, i.e., 10, 40, and 100 Gbps, within one physical link, is allocated as 60%, 30%, and 10% of the total number of wavelength channels [13] , respectively. Three types of bandwidth per virtual link are requested with a predefined probability: type I [10-40 Gbps] (50%), type II (40-120 Gbps] (40%), and type III (120-360 Gbps) (10%). The cost of 10=40=100 Gbps transponders is normalized to 1, 2.5, and 5 units [17] , respectively. Physical layer parameters used in the impairment assessment are given as follows: each fiber span is 100 km and consists of a single mode fiber (SMF) and a dispersion-compensating fiber (DCF). For SMF, the dispersion parameter D is 17 ps= nm km, the nonlinear coefficient γ is 1.3=W km, the attenuation parameter α is 0.2 dB=km; for DCF, D is −92 ps=nm km, γ is 6.0=W km, α is 0.6 dB=km. P in is 1 mW. The amplifier noise figure F is 4 dB. The ITU-T G.694.1 grid, anchored to 193.1 THz, is adopted. Channel spacing is 100 GHz (0.8 nm). The BER threshold before forward error correction is set to 10 −6 . The penalty introduced by XPM should be less than 0.1 dB.
The PLI-aware VON compositions with MAX-ResB and MIN-Cost & MAX-ResB are evaluated. In Fig. 10(a) , we can see that the PLIs do impact the VON composition in the MLR networks (about a 28.29% increase in the failure rate of VON composition when the number of wavelengths per link is 40 and the VON holding time is 400 units), while in Fig. 10(b) it shows that, as the number of wavelengths per link increases (from 40 to 80), the impact can be mitigated (by 35.22% when the VON holding time is 400 units).
The two VON composition methods MAX-ResB and MIN-Cost & MAX-ResB can also be compared through the results shown in Fig. 10 . We can see that the two methods perform similarly, which is due to the fact that in MIN-Cost & MAX-ResB, if two or more VONs have the same cost, the one with the maximum residual bandwidth is chosen, which is done by MAX-ResB. Therefore, for the dynamic VON composition, the average failure rate of VON composition with the two methods is similar. However, in Fig. 11 , the normalized costs of transponders in each VON (from the 400th to the 500th VON) with the two methods are compared. It shows that MIN-Cost & MAX-ResB can compose VONs at a lower cost than MAX-ResB (the situations marked by A). For the rest of the situations (those marked by B), the line rate distributions with the two methods are the same, which also explains the similar performance.
VII. CONCLUSIONS
In this paper, the role of optical network virtualization in the architecture of future optical networks is discussed. Several novel PLI-aware VON composition methods for SLR and MLR WDM optical networks are proposed and 
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