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Introduction
The log canonical threshold is an invariant of singularities which plays an important role in higher-dimensional algebraic geometry. Let a ⊆ (x 1 , . . . , x n ) be an ideal of the polynomial ring k[x 1 , . . . , x n ] over a field k of characteristic zero. Since the log canonical threshold lct 0 (a) of a at the origin is defined via a log resolution of a, it is very difficult to compute it directly from the definition, and an effective method for computing log canonical thresholds is not known. A notable exception is the case of monomial ideals. Howald [6, 7] proved that lct 0 (a) is computable by linear programming when a is a monomial ideal or a principal ideal generated by a non-degenerate polynomial. In this paper, we initiate the study of log canonical thresholds of binomial ideals. We then prove that the log canonical thresholds of a large class of binomial ideals, such as complete intersection binomial ideals and the defining ideals of space monomial curves, are still computable by linear programming. Our main result is stated as follows:
Theorem 0.1 (Theorems 2.4 and 3.1). Let k be a field of characteristic zero and a = (f 1 , . . . , f r ) ⊆ (x 1 , . . . , x n ) be an ideal of k[x 1 , . . . , x n ] generated by binomials
n , where a ij , b ij ∈ Z ≥0 and γ i ∈ k for all i = 1, . . . , r and j = 1, . . . , n. Suppose that a contains no monomials and, in addition, that one of the following conditions is satisfied:
(1) f 1 , . . . , f r form a regular sequence for k[x 1 , . . . , x n ], (2) f 1 , . . . , f r form the canonical system of generators of the defining ideal of a monomial curve in A 3 k (in this case, r ≤ 3). Then the log canonical threshold lct 0 (a) of a at the origin is equal to
(a ij µ i + b ij ν i ) ≤ 1 for all 1 ≤ j ≤ n, µ i + ν i ≤ 1, µ i , ν i , ∈ Q ≥0 .
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The proof depends on two techniques. The first technique is the summation formula of multiplier ideals [12, Theorem 3.2] , which tells us that lct 0 (a) is equal to (⋆) sup{λ 1 + · · · + λ r | J (f ..,xn) , 0 ≤ λ i < 1}. It then follows from Howald's result that (⋆⋆) coincides with the optimal value of the linear programming problem stated in Theorem 0.1, and consequently we obtain one inequality in Theorem 0. n )}. It follows from a result of Hara and Yoshida [4] that the limit lim p→∞ fpt(a p ) of F-pure thresholds coincides with the log canonical threshold lct 0 (a) of a at the origin. Therefore, in order to estimate lct 0 (a), it is enough to estimate fpt(a p ) for infinitely many p. Under the assumption of Theorem 0.1, we show that fpt(a p ) is greater than or equal to the optimal value of the linear programming problem in Theorem 0.1 whenever p ≡ 1 mod N, where N is a fixed positive integer. As a result, we obtain the reverse inequality in Theorem 0.1.
In the process of proving Theorem 0.1, we give an affirmative answer to the conjecture [9, Conjecture 3.6] (see also [9, Problem 3.7] ) due to Mustaţǎ, Watanabe and second author, when a is a complete intersection binomial ideal or the defining ideal of a space monomial curve.
1. Preliminaries 1.1. Log canonical thresholds. In this subsection, we recall the definitions of multiplier ideals and log canonical thresholds. Our main reference is [8] .
Let X be a nonsingular algebraic variety over a field k of characteristic zero and a ⊆ O X be an ideal sheaf of X. A log resolution of (X, a) is a proper birational morphism π : X → X with X a nonsingular variety such that aO e X = O e X (−F ) is an invertible sheaf and that Exc(π) ∪ Supp(F ) is a simple normal crossing divisor. Definition 1.1. In the above situation, let t > 0 be a real number. Fix a log resolution π : X → X with aO e X = O e X (−F ). The multiplier ideal J (a t ) of a with exponent t is J (a t ) = J (X, a t ) = π * O e X (K e X/X − ⌊tF ⌋), where K e X/X is the relative canonical divisor of π. This definition is independent of the choice of the log resolution π. Definition 1.2. In the above situation, fix a point x ∈ X lying in the zero locus of a. The log canonical threshold of a at x ∈ X is lct
(when x is not contained in the zero locus of a, we put lct x (a) = ∞). The log canonical threshold lct x (a) is a rational number.
When the ideal a is a monomial ideal or a principal ideal generated by a nondegenerate polynomial, there exists a combinatorial description of the multiplier ideal J (a t ) by Howald [6] , [7] .
, [7] ). Let k be a field (of characteristic zero).
(1) Let a be a monomial ideal of k[x 1 , . . . , x n ] and P (a) ⊆ R d be the Newton polytope of a. Then for every real number t > 0, [7] for the definition of non-degenerate polynomials. For example, every binomial is non-degenerate). Let a f ⊆ k[x 1 . . . , x n ] denote the term ideal of f , that is, the ideal generated by the monomials appearing in f . Then for every real number t > 0,
In particular, if f = s j=1 γ j x c j where γ j ∈ k * for all j = 1, . . . , s, then
Since the multiplier ideal J (a t ) is defined via a log resolution of a, it is difficult to compute the log canonical threshold lct x (a) in general, even when the ideal a is generated by binomials. 
We denote by C i the strict transform of C = V (a) on X i and by E i the exceptional divisor of f i (and we use the same letter for its strict transform). Let f 1 be the blowing-up at the origin, f 2 be the blowing-up at the point (C 1 ∩ E 1 ) red , f 3 be the blowing-up at the point C 2 ∩ E 2 , f 4 be the blowing-up at the point C 3 ∩ E 3 and f 5 be the blowing-up along the curve C 4 . Then π := f 1 • · · · • f 5 : X → X is a log resolution of a, and we have
Even in this case, it is not so easy to determine all jumping coefficients of a. The reader is referred to [11] for the computation of further jumping coefficients of a.
1.2. F-pure thresholds. In this subsection, we recall the definitions of generalized test ideals introduced by Hara and Yoshida in [4] and of F-pure thresholds introduced by Watanabe and the second author in [13] . Let R be a Noetherian ring containing a field of characteristic p > 0. The ring R is called F-finite if R is a finitely generated module over its subring
Since we restrict ourselves to the case of an ambient nonsingular variety in this paper, we refer to Blickle-Mustaţǎ-Smith's characterization [1] as the definition of generalized test ideals. Definition 1.5 ([1, Definition 2.9, Proposition 2.22]). Let R be an F-finite regular ring of prime characteristic p and a be an ideal of R. For a given real number t > 0, the generalized test ideal τ (a t ) of a with exponent t is the unique smallest ideal J with respect to inclusion, such that
for all sufficiently large q = p e .
Definition 1.6 ([13, Definition 2.1])
. Let the notation be the same as in Definition 1.5. The F-pure threshold of (R, a) is
If (R, m) is a regular local ring, then for each e ∈ N, we set ν a (p e ) to be the largest nonnegative integer r such that
Now we briefly review the correspondence between multiplier ideals and generalized test ideals.
Let A be the localization of Z at some nonzero integer a. We fix a nonzero ideal a of the polynomial ring
, where p is a prime number which does not divide a and F p := Z/pZ. We call the pair (
Q be a log resolution of a Q (the existence of such a morphism is guaranteed by Hironaka's desingularization theorem [5] ). After further localizing A, we may assume that π Q is obtained by extending the scalars from a morphism π :
..,xn) of a p , and we can use π p to define the multiplier ideal J (a (1) If p is sufficiently large, then for every real number t > 0, we have
. We reformulate the above results in terms of thresholds. Corollary 1.8. Let the notation be as above.
In particular, if there exist M ∈ Q and N ∈ N such that M(q − 1) = ν ap (q) for all q = p e whenever p ≡ 1 mod N, then one has lct 0 (a Q ) = M.
Conjecture 1.9 ([9, Conjecture 3.6]).
In the above situation, there are infinitely many primes p such that fpt(a p ) = lct(a Q ).
Thanks to Corollary 1.8, we can compute log canonical thresholds using F-pure thresholds. We give an easy example here.
with a, b ≥ 2 integers, and we will compute lct 0 (f Q ) using ν fp (q). Choose any prime number p such that p ≡ 1 mod ab. Since the binomial coefficient
is nonzero in F p for all q = p e by Lemma 1.11, the term (xy) q−1 appears in the expansion of f
. This implies that (1/a + 1/b)(q − 1) ≤ ν fp (q) for all q = p e , and its reverse inequality is easy to check. Thus, by virtue of Corollary 1.8, one has lct 0 (f Q ) = 1/a + 1/b.
In the above example, we used the following lemma, which we will also need later.
Lemma 1.11 (Lucas). Let p be a prime number, and let m and n be integers with
In particular, if 0 < r 1 ≤ r 2 ≤ 1 are rational numbers such that r 1 (p − 1) and r 2 (p − 1) are integers, then for all e ∈ N, we have
Complete intersection case
In this section, we will prove that the log canonical thresholds of complete intersection binomial ideals are computable by linear programming. We start with our main technical result.
Proposition 2.1. Let S := k[x 1 , . . . , x n ] be the n-dimensional polynomial ring over a field k of characteristic zero. Let a = (f 1 , . . . , f r ) be an ideal of S generated by binomials
and consider the following linear programming problem:
Suppose that there exists an optimal solution
. Then the following holds.
(1) The log canonical threshold lct 0 (a) is equal to the optimal value
for sufficiently large p ≫ 0. Then there exists an integer N ≥ 1 such that lct 0 (a) = fpt(a p ) whenever p ≡ 1 mod N.
Proof. By virtue of the summation formula of multiplier ideals (see [12, Theorem 3.2] ), one has
for all real numbers t > 0. Let a f i be the term ideal of f i for each i = 1, . . . , r. Since
Applying Proposition 1.3 (i), one can see that the last term in the above inequality coincides with
Consequently, we obtain one inequality in the theorem. Next, we prove the converse inequality. Fix an optimal solution
∈ Q, we can still consider the reduction of a to characteristic p ≫ 0). We take the integer N ≥ 1 to be the least common multiple of the denominators of the µ i , ν i , so that µ i (p − 1), ν i (p − 1) are integers for all i = 1, . . . , r whenever p ≡ 1 mod N. By virtue of Corollary 1.8, it is enough to show that for such prime numbers p ≫ 0,
e . Therefore, from now on, we consider only such p.
Let m 1 , . . . , m n be nonnegative integers such that
. . .
where the summation runs over all (s 1 , . . . , s r , t 1 , . . . , t r ) ∈ Z 2r ≥0 such that
. . . ) is an optimal solution of the linear programming problem stated in the proposition. Thus, by the definition of the optimal solution (µ 1 , . . . , µ r , ν 1 , . . . , ν r ), the coefficient (⋆) is equal to
It follows from Lemma 1.11 that this coefficient is nonzero in F p , which means that the term x ...,xn) . Since m i ≤ q − 1 for all i = 1, . . . , r, one has
Question 2.2. If a contains no monomials and f 1 , . . . , f r are a system of minimal binomial generators for a, then is the assumption of Proposition 2.1 satisfied? We will see later that the answer is "yes" if f 1 , . . . , f r form a regular sequence (Theorem 2.4 or define a space monomial curve (Theorem 3.1).
Remark 2.3. Since polynomial-time algorithms for linear programming are known to exist (however, the most practical algorithm, the simplicial method, is exponential in time), we can compute log canonical thresholds of binomial ideals in polynomialtime if the assumption of Proposition 2.1 is satisfied.
We use Proposition 2.1 to generalize Howald's result [6, Example 5] (see also Proposition 1.3 (1)). (1) The log canonical threshold lct 0 (a) of a at the origin is equal to
(2) When the γ i are rational numbers, we denote
..,xn) for sufficiently large p ≫ 0. Then there exists an integer N ≥ 1 such that lct 0 (a) = fpt(a p ) whenever p ≡ 1 mod N.
Proof. Since the log canonical threshold lct 0 (a) does not change after an extension of the base field k (see [2, Proposition 2.9]), we may assume that k is algebraically closed. Since the ideal (f 1 , . . . , f r ) does not contain any monomial, there exist δ 1 , . . . , δ n ∈ k * such that (f 1 , . . . , f r ) ⊆ (x 1 − δ 1 , . . . , x n − δ n ). After a suitable coordinate change (that is, x l → δ l x l for each l = 1, . . . , n), we can assume that (f 1 , . . . , f r ) is contained in (x 1 − 1, . . . , x n − 1), which is equivalent to saying that γ i = 1 for all i = 1, . . . , r.
First we consider the case where a = (f 1 , . . . , f r ). We take the (n + r) × 2r matrix 
where a i = (a i1 , . . . , a in ) and
Claim.
rank A = 2r.
Proof of Claim.
We can transform A by applying sequential elementary row operations (for example, if a ij ≥ b ij , then add the (n + i) th row multiplied by −b ij to the j th row) to an (n + r) × 2r matrix
. . , r and j = 1, . . . , n. Let a ′ be the binomial ideal associated to A ′ , that is, a 
On the other hand, since f 1 , . . . , f r form a regular sequence, r = ht a ≤ ht aS x . Consequently, we obtain the assertion.
By the above claim, all optimal solutions of the linear programming problem stated in the theorem satisfy the assumption of Proposition 2.1. Thus, the assertion immediately follows from Proposition 2.1.
We now move to the general case. Fix any optimal solution (µ 1 , . . . , µ r , ν 1 , . . . , ν r , λ 1 , . . . , λ s ) of the linear programming problem stated in the theorem, and consider another linear programming problem:
Maximize:
where c j = (c j1 , . . . , c jn ) for all j = 1, . . . , s. Then (µ 1 , . . . , µ r , ν 1 , . . . , ν r ) is obviously an optimal solution of this linear programming problem. Also, it follows from a similar argument to the proof of Proposition 2.1 that if there exists an op-
However, by the above claim, all optimal solutions satisfy this assumption. Thus, we have lct
As a corollary of Theorem 2.4, we obtain the complete table of log canonical thresholds of complete intersection space monomial curves.
Let n 1 , n 2 , n 3 ≥ 2 be integers with greatest common divisor one. Let a ⊆ k[x, y, z] be the defining ideal of the complete intersection monomial curve Spec k[t n 1 , t n 2 , t n 3 ] in A 3 k , where k is a field of characteristic zero. We make k[x, y, z] into a graded ring as in Section 3. Since Spec k[t n 1 , t n 2 , t n 3 ] is a complete intersection in A 3 k , after suitable permutation of the n i , we may assume that (n 1 , n 2 , n 3 ) = (cb 1 , ca 1 , a 1 b 2 + a 2 b 1 ) for some integers a 1 , b 1 , c ≥ 1 and a 2 ≥ b 2 ≥ 0 with a 2 + b 2 ≥ 1. Then we can write a = (f, g), where f := x a 1 − y
Corollary 2.5. In the above situation, the following is the complete table of log canonical thresholds lct 0 (a) of complete intersection space monomial curves.
(
Non-complete intersection case
In this section, we compute log canonical thresholds of non-complete intersection space monomial curves.
Let n 1 , n 2 , n 3 ≥ 2 be integers with greatest common divisor one. Let S := k[x, y, z] be the polynomial ring over a field k of characteristic zero and
be the numerical semigroup ring associated to H := {m 1 n 1 + m 2 n 2 + m 3 n 3 |m i ∈ Z ≥0 } over k. We define the ideal a ⊆ S to be the kernel of the ring morphism ϕ : S → R sending x to t n 1 , y to t n 2 and z to t n 3 . We make S into an H-graded ring by assigning deg H x = n 1 , deg H y = n 2 and deg H z = n 3 . Then a is a homogeneous binomial ideal.
Suppose that R is not a complete intersection. Then there exist integers a i , b i , c i ≥ 1 for i = 1, 2 such that a = (f 1 , f 2 , f 3 ), where
Since n i is the length of R/(t n i ), we have
. We may assume without loss of generality that
which is equivalent to saying that
We remark that the degrees of the f i disagree with each other, since the substitution morphism ϕ sends all monomials of the same degree to the same power of t.
Theorem 3.1. In the above situation, a = (f 1 , f 2 , f 3 ) satisfies the assumption of Proposition 2.1. Consequently, the following holds.
(1) The log canonical threshold lct 0 (a) of a at the origin is equal to
Solving the above linear programming problem, we obtain the following table.
Proof. We denote by (P ) the corresponding linear programming problem. Since R is not a complete intersection, by an argument similar to Claim in the proof of Theorem 2.4, we can see that rank A = 5 and Ker A = Q · (1, 1, 1, −1, −1, −1) T . Then an optimal solution (µ 1 , µ 2 , µ 3 , ν 1 , ν 2 , ν 3 ) of (P ) satisfies the assumption of Proposition 2.1 if and only if µ i = ν j = 0 for some 1 ≤ i, j ≤ 3. So, we look for a optimal solution (µ 1 , µ 2 , µ 3 , ν 1 , ν 2 , ν 3 ) of (P ) such that µ i = ν j = 0 for some 1 ≤ i, j ≤ 3. To do it, the following fact is useful: if (µ 1 , µ 2 , µ 3 , ν 1 , ν 2 , ν 3 ) is a feasible solution of (P ), then
In the case when b 1 = c 2 = 1:
, 0 . Then it is easy to see that (µ 1 , µ 2 , µ 3 , ν 1 , ν 2 , ν 3 ) is a feasible solution of (P ) and that
Since µ 1 + ν 1 = 1, we cannot add anything more to µ 1 or ν 1 . Thus, since deg H f 1 < deg H f 2 < deg H f 3 , the solution (µ 1 , µ 2 , µ 3 , ν 1 , ν 2 , ν 3 ) must be optimal. By Proposition 2.1, the log canonical threshold lct 0 (a) is equal to the optimal value 1 +
In the case when b 1 ≤ c 2 and c 2 ≥ 2:
, 0, 0 . Then it is easy to check that (µ 1 , µ 2 , µ 3 , ν 1 , ν 2 , ν 3 ) is a feasible solution of (P ) and that
because b 1 ≤ c 2 and c 2 ≥ 2. By the definition of (P ), we cannot add anything more to µ 1 or ν 1 . Thus, since deg H f 1 < deg H f 2 < deg H f 3 , the solution (µ 1 , µ 2 , µ 3 , ν 1 , ν 2 , ν 3 ) must be optimal. By Proposition 2.1, the log canonical threshold lct 0 (a) is equal to the optimal value
In the case when b 1 > c 2 :
We consider the following linear programming problem (Q):
If (λ 1 , . . . , λ 6 ) is an optimal solution of (Q), then it is obvious that
In this case,
. Since (1 − β)γ > (1 − γ)α, one has γ − β > (1 − γ)(α − β) and, in particular, γ > β.
(1) In the case when α ≤ γ: (
, 0) is an optimal solution of (Q ′ ), and thus ≤ 1, it is also an optimal solution of (P ). By Proposition 2.1, the log canonical threshold lct 0 (a) is equal to the optimal value 
) is an optimal solution of (Q ′ ), and thus 0, 0, ,
is an optimal solution of (Q). It is clearly an optimal solution of (P ), and then by Proposition 2.1, the log canonical threshold lct 0 (a) is equal to the optimal value ) is an optimal solution of (Q ′ ), and thus
is an optimal solution of (Q). Since ≤ 1, it is also an optimal solution of (P ). By Proposition 2.1, the log canonical threshold lct 0 (a) is equal to the optimal value By an argument similar to the proof of Theorem 3.1, we can compute the log canonical threshold lct 0 (a) of the defining ideal a of a Gorenstein monomial curve k[t n 1 , t n 2 , t n 3 , t 
