On Bernstein-Szegö orthogonal polynomials on several intervals. II. Orthogonal polynomials with periodic recurrence coefficients  by Peherstorfer, Franz
JOURNAL OF APPROXIMATION THEORY 64, 123-161 (1991) 
n Bernstein-Szeg6 Orthogonal 
n Several Intervals. II. Orthog 
with Periodic Recurrence 
FRANZ PEHERSTORFER 
Institut fGr Mathematik, Johannes Kepler UniversitBt, 4040 Linz, Austria 
Communicated by V. Totik 
Received September 19, 198X; revised March 28, 1989 
Geronimus has shown that a sequence of orthogonal polynomials (p,) with 
periodic recurrence coefficients for n > iza is orthogonal on a set of disjoint intervals 
E,= U:=, [a+,, az,] with respect to a distribution of the form 
where pJx)=nJ=, (x-w,) with sgnp,(x)-(-1)“‘-J on (aZ,-r, az,) for j= 
1, . . . . I, v > I- 1, and where 1~ is a certain point measure with supp(~~) c { wr, __“, ~“1. 
In tbis paper we show (in fact a more general result is presented) that a sequence 
of polynomials (p,) orthogonal with respect to d$ has recurrence coeffkients of 
period N, N > I, for n > no, if and only if there exists a so-called Chebyshev polyno- 
mial TN of degree N on E,, where a polynomial YN is called a Chebyshev polyno- 
mial on E, if l-TN] attains its maximum value on E, at N+f points from E,. 
Furthermore it is demonstrated how to get in a simpie way a (nonlinear) recurrence 
relation for the recurrence coeffkients of the orthogonal polynomials. Results on 
Chebyshev poiynomiak on several intervals are also given. % 1991 Academic hS8, IX 
1. INTRODUCTION AND NOTATION 
First let us note that the notation will be the same as in [16] which will 
be referred to as I. The references to the equalities and sections in I will be 
made by prefix I, e.g., (1.3.1) means equality (3.1) in I. On the other hand, 
(3.1) means equality (3.1) of this paper. 
Henceforth let N = { 1, 2, 3, . ..} and N, = (0, 1, 2, . . j, ZE N, aIc E for 
k = 1, . . . . 21, a, -=c a2 < . . . < clzI and put 
Et= (J C%k-l>%l> H(x)= i’r (X-Qk) 
k=l k=l 
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and 
l/h(x) = 
(-l)‘-‘i’~,lltl(xjl for X E: (Uzj- 1, Uzj), j= 1, . . . . 1, 
o elsewhere. (1.1) 
R and S are real polynomials with leading coefficient one and dR = r and 
dS = s (r + s = 21) which satisfy the relation 
R(x) S(x) = H(x). 
As usual, ap denotes the exact degree of the polynomial p, py denotes a real 
polynomial with ap, = v which has no zero in-E,, i.e., 
p,(x) = c fi (x- WJk, 
k=l 
where c E R\(O), v* EN,, vk E N for k = 1, . . . . v*, v = xi*= 1 vk, wk E C\E[ for 
k = 1, . . . . v*, and the wk’s are real or appear in pairs of complex conjugate 
numbers. Furthermore set 
/&k(X) = P”b)/(X - WkJYk for k = 1, . . . . v*. 
In what follows we choose always that branch of ,/% which is analytic on 
C\E/ and which satisfies 
sgn a= sgn fi (~--a~k-r) for YER\E[. (1.2) 
k=l 
For given R, py, E= (.sI, . . . . E,.), Eke { - 1, l}, let us now define the 
following linear functionals on the space of real polynomials P 
(vk ~ 1) 
(wk) 
for PEP, (1.3) 
and 
yicp,, E(P) = s P R dx + L,,,v, E(P) pvh 
for PEP, (1.4) 
where it is assumed that &k+ I = &k, if wk and wk+ r are complex conjugate, 
here g(j) denotes the jth derivative of g. If there is no possible confusion 
indices v resp. R, p”, E are omitted. The unique sequence of orthogonal 
polynomials (p,,), E No, pin = xi” + . . . , i, = 0, satisfying 
Y R,p,, eCx’Pin) = O for j=O, . . . . in+,--2 
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and 
‘y cx RP,, 8 ~~+~-‘p,~)#O 
have been investigated by the author in [16]. If YyR,,+ is definite, i.e., if 
i, = n for II E No, then it is well known (see, e.g., [3 ] ) that the polynomials 
pn, n E N,, satisfy a recurrence relation of the form 
P,(X) = (x--J P,-l(~)-~%P,~z(x~ for nEN, (1.5) 
wherep_,rO,p,=l, LX,ER, and &+l~R\{O} fornEN. 
In this paper we study orthogonal polynomials with periodic recurrence 
coefficients, i.e., polynomials p, which satisfy a recurrence relation of the 
form (1.5) and the recurrence coefficients of which satisfy the periodic 
conditions 
M N+n+2 = &+2 and /z N+nf2 = f&+2 for n 3n0, 
where NE N and n, E N. 
Geronimus [7] (see, e.g., [S] ) has shown, under the additional assump- 
tion that &+i E R + for II E N, that such polynomials are orthogonal wit 
respect to a positive definite linear functional YH,P,E, where I< N (corre- 
sponding results for orthogonal polynomials with asymptotically periodic 
recurrence coefficients have been given recently by Geronimo and Van 
Assche [S]). Thus the question arises whether polynomials orthogonal 
with respect to YH,P,E have periodic recurrence coefficients. For the case 
that 
ul,,J(P) = - J pJ=dx 
El IPI 
where sgn p = -sgn h on int(E,), A. Magnus [ 10, Sect. 4.21 has shown, 
based on results of Nuttall and Singh [12], that the recurrence coefficients 
have periodic or quasi-periodic behaviour, where this fact is explained by 
special Abel functions the periods and amplitudes of which depend only on 
JZ1. Examples show (see also [14]) that in general periodicity of the 
recurrence coefficients can not be expected if E, consists of more than one 
interval. In the single interval case it is well known by the results of 
Bernstein and Szegii [ 1 S] that the recurrence coe&ients are constant for 
n B v and thus have period one. In this paper we demonstrate that polyno- 
mials which are orthogonal with respect to YR,P,E, !PIdR,p,E definite, have 
recurrence coefficients of period N if and only if there exists a Che 
polynomial (abbreviated T-polynomial), Fj = xN + . . . on E,, w 
polynomial Yj, = xN + . . . is called a T-polynomial on E, if IFN/ attains its 
maximum value at N+ I points in E,. Moreover we have, taking into 
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consideration Geronimus’s result, that the existence of a system of 
orthogonal polynomials with periodic recurrence coefficients and spectrum 
E,, up to a finite point spectrum, is equivalent to the existence of a 
T-polynomial on E,. 
We proceed as follows: In the second section we characterize T-polyno- 
mials on disjoint intervals and give some basic properties of such polyno- 
mials. In the third section we demonstrate the above mentioned result on 
the periodicity of the recurrence coefficients. In the fourth section we 
investigate the connection between the recurrence coefficients of the poly- 
nomials orthogonal with respect to !PR,p,E resp. !PR,P,--E. Special attention 
is given to the interesting case where the recurrence coefftcients are sym- 
metric periodic. In the fifth section we show how to get in a very simple 
way recurrence relations for the recurrence coefficients if the period is 
greater than the number of the intervals. Using completely different 
methods these recurrence relations for the recurrence coefficients were 
derived by Turchi et al. in [19]. 
Finally we would like to mention that polynomials with periodic 
recurrence coefftcients appear also in the papers of Kac and Van Moer- 
beke [9] and Van Moerbeke [ 111 where periodic Jacobi matrices are 
investigated and the connection of such matrices resp. of orthogonal poly- 
nomials having periodic recurrence coefficients with periodic Toda lattices 
is demonstrated. 
As it was brought to our attention by the referee the question of 
periodicity resp. asymptotic periodicity of the recurrence coefficients was 
also investigated by Aptekarev [21, see in particular Sect. 31. Based on 
Widom’s asymptotic formulas for polynomials orthogonal on a system of 
contours, see [20], he demonstrated that a sequence of polynomials (p,) 
orthogonal with respect o a positive measure ,u has asymptotically periodic 
recurrence coefficients of period N if the spectrum of p consists of N 
disjoint intervals Cay- 1, azj], j= 1, . . . . N, of equal harmonic measure at 00 
(which is equivalent to the fact that there exists a T-polynomial of degree 
N on EN= iJjY= 1 [azj- i, av]) and of linitely many discrete values and that 
the absolutely continuous part of the measure p satisfies a generalized 
Szegij condition on E,. Furthermore a necessary condition which is close 
to the above stated sufficient condition is given. 
2. CHEBYSHEV POLYNOMIALS ON DISJOINT INTERVALS 
DEFINITION 2.1. Let I, NE N and suppose that N > 1. We call a polyno- 
mial YN(x)=xN+ . . . . NE N, a Chebyshev polynomial (abbreviated 
T-polynomial) on E,, if YN is of the form 
r;(x) = H(x) B$-[(X) + L2, (2.1) 
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where aN- I is a polynomial of degree N - I with leading coefficient one a 
L E R+. TV(x) = FJx)/L is called a normed T-polynomial on El. 
Let us note that @N--l and L from (2.1) ar niquely determined and that 
it follows from (2.1), since H < ( > )0 on E, 
We have chosen the name “T-polynomial” because it turns out in this 
section that polynomials satisfying (2.1) have a similar behaviour on E, as 
the well known Chebyshev polynomials on [ - 1, + 11. T-polynomials on 
two disjoint intervals have been investigated by Achieser [l] and then by 
the author [ 14, 151. The reason why we are interested in ~-polynomials in 
this paper is, as we shall demonstrate in the next section, that there is 
equivalence between the existence of a T-polynomial on E, and 
periodicity of the recurrence coefficients of the polynomials orthogona 
with respect o functionals of the type Y’R,p,E. 
characterize T-polynomials with the help of an Ortbogo~aIit~ 
let us show how to determine algebraically those disjoint 
intervals E, on which there exists a T-polynomial. 
THEOREM 2.1. (a) YN is a T-polynomial on EI $f and only zy 
% 1 PN,l-2 on E, with respect o l/h. (P, denotes as usual the set ~freal 
polynomials of degree at most n.) 
(b) There exists a T-polynomial &, on El f and only zf 
mN+k mN+k-l ..’ mk 
mN+k+l mN+k ... mk+l =0 for k=O, I.., 1-2, 
where 
mk= s Xd?- E/ h(x) for kENO. 
Proof (a) Applying Theorem I.1 resp. Theorem I.3 to relation (2.1) 
part (a) follows. 
(b) We give only a sketch of the proof since the methods are similar 
to those used in [17, pp, 428-4291. Necessity. Put 
fN(x)= t /!?,x”-‘. 
j=O 
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Then it follows by (a) 
for k=O, . . . . N+l-2 (2.2) 
and hence 
-0 N+k-j- for k=O, . . . . N+l--2 
j=O 
which is the assertion. 
Sufficiency. Let for sufficiently small 1x1 
c;=;’ ajxi 2N- 1 
CE 0 Pjx’ 
= jgo m/- I+ jXj+ o(X2N)' 
Since the determinants given in (b) are zero for k = 0, . . . . 1- 2 it follows 
that 
UN-l-k=0 for k=O, . . . . 1-2 
and thus, recalling that by Lemma 1.1(c), mj = 0 for j = 0, . . . . 1 - 2, 
5 fljrn -0 N+k-j- for k=O, . . . . N+l-2, 
j=O 
which is equivalent to (2.2). Hence, by (a), the theorem is proved. 1 
Notation. As usual let T,, resp. U,, n E No, denote the Chebyshev 
polynomials of degree n of first resp. second kind on [ - 1, + 11. 
Furthermore, if yj is a T-polynomial on E,, we put for n EN 
$,, = Tn(pN) and ynN4n.9N/2n--l=x”N+ . ..) (2.3) 
and 
4Zn~p,=4~-[Un-l(F~) and %!&,= pgN-,1/2n-Lp+Q . ..) 
(2.4) 
where eN _ I = %YN ~JL and f&N _, is defined in (2.1). 
If t is a polynomial we use also the notation 
i(x) := t(x)/K, where K is the leading coefficient of t. 
LEMMA 2.1. Let YN be a T-polynomial on El. Then for n EN 
F2 
nN-ffe;N--= 1, 
i.e., the polynomials FRN, n EN, are T-polynomials on E,. 
(2.5) 
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ProoJ: Using the well known relation 
T;(x) - (x2- 1) u;-,(x) = I 
we get with the help of (2.1) that 
which is the assertion. 
The following corollary shows that knowing a ~-polynomial on El we 
know an infinite subsequence of polynomials orthogonal with respect to 
distributions of the type p/h dx, l/ph dx + point measure, YR,p,-l,8, etc. 
CQROLLARY 2.1. Let TN be a T-polynomial on E, and let p be a poijino- 
mial of degree at most I- 1 which has no zero in int(E,). Then the following 
propositions hold: 
(a) For each n E N, FEN I PnN+I--dp-2 on E, with respect TV p/h. 
(b) For each n EN, 6&N-l 1 PnNeap -2 on E, with respect to ph. 
(c) Let G be a point measure such that the support of Q is a subset of 
the set of zeros of p. Then for each n E N, p9& i P,,N+1P2 on EI with 
respect to l/hp dx + du. 
(d) Let o as in (c). Then for each n E N, P%&~, i 
respect to h/p dx + dg. 
Since by (2.5) and Theorem 1.1(a) resp. Theorem I.l(b): 
nN+I--2 resp. ff?~,,~-~ I PnN--2 with respect to l/h resp. h on E, the 
follows immediately. 1 
Remark 2.1. As we have learned quite recently orthogonal polynomials 
(p,) with the property that pnN = r,(&) and p$- 1 = pl- ,rL1? ,($&) foor all 
n EN, where (rn) is a sequence of orthogonal polynomials the spectrum of 
which is contained in [ - I, + I], rt) r denotes the associated polynomials 
of order one, and p,- 1 is a polynomial of degree I - 1 which has exac 
one zero in [a,, au+,], j= 1, . . . . l- 1, have been studied in [6]. 
normed T-polynomial yN on El is called there polynomial mapping. Bu 
us note that in general polynomials orthogonal with respect to YR”,,,-,, F 
resp. with respect o the more general functional YR,p,E do not fit into t 
class of orthogonal polynomials because of the following results: Let FN 
a T-polynomial on El and let pr- 1(x) = nLxl, (x- wk) be such that 
wke [a2k, aZktl] for k= 1, . . . . I - 1. Furthermore let (p,) be a sequence of 
orthogonal polynomials with the property that pncv = P’,($,) and p$- 1 = 
P,~~U,~~(~~)=P~-~~~~-~ for all IZEN, where rn is such that $11= 
130 FRANZPEHERSTORFER 
tin-i for HEN. Then one gets from [6, (2.17) and (2.14)] or by direct 
methods that (pL’)) is orthogonal with respect to l/-rrin IpI- i/ dx + 
Ci:‘, pk 6(x - wk) on E,, where the point measure pk at wk is, up to very 
special cases, different from that one defined in (1.3). More precisely it can 
be demonstrated that equality of the two point measures can only occur if 
TN(w,- 1 -2j) = cl for j= 0, 1, . . . . [(r- 1)/Z] and yN(wI--u) = -c2 for j= 
1,2 ,..., [(I-1)/2] where c,,c,~[l, co). For example, if Y,=~~,~EN, 
then ,uLk = - &(wJp;-,(wk) and thus the point measure differs from that 
one given in (1.3) by the factor 2. Hence only in the case where pIB1 has 
all zeros at boundary points of EI, i.e., #(w,) = 0, for k = 1, . . . . I- 1, one 
obtains a distribution of the type treated in this paper (see Section 4), 
namely the distribution J-Ro:s(x) dx where aR = I+ l(Z - 1) and AS = 
1 - l(Z + 1). Finally let us mention that distributions of the form 
g’-hC%CxN d x, where p is a polynomial which is positive on 
[ - 1, + 11, are the only other distributions which fit also into that class of 
orthogonal polynomials investigated in [6, compare Remark 71. 
COROLLARY 2.2. Let Y* be a T-polynomial on E,. Then 
(a) Y& resp. %&,,--[, n E N, has nN resp. nN- I simple zeros in int(E,). 
(b) There is a unique rIdI EP,-~ which has exactly one 
interval (aZj, Qj+l), j= 1, . . . . I- 1, such that for each n EN 
r-’ ?lN =nNr % i-l nN-I and 2nNr,-,~~-,,=2H@~,-,+ 
(c) For nEN 
zero in each 
H’S&-,. 
@nN--Ib) = jE, 
%Nb) - %N(X) dx 
z-x 4x1 
and 
%N(Z) = j 
(H*n~--I)(~) - (H%N--I)(x) dx 
‘2 z-x h(x)’ 
Proof (a) Follows immediately from Theorem 1 and Lemma 1.5. 
(b) Let n = 1. Since, by (a), a,,-[ has all zeros in int(E,) and since, 
by (2.1), TN has a local extremum at the zeros of qN--[ it follows that 
~~=Nrl-l%N--, where r[- 1 E P,- 1. 
Observing that 
FN(a2j) = rN(a2j+ 1) for j= 1, . . . . l- 1, 
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we get that Sh and thus rl-, has at least one zero in each interval 
(aU> aU+ r), j= 1, . . . . I- 1, which gives the first relation for M = 1. Differen- 
tiating FRN it follows immediately that the first relation 
rlEN. 
The second relation follows by differentiating (2.5) and using the first 
relation. 
(c) Follows immediately from Theorem 1.1. 
THEOREM 2.2. (a) &. = xN + . is a T-polynomial on El ij’ and only IY 
there exist exactly N+ I points yje EL, y, < y, < ... < yN+[, such that 
iFN(y,)l =maxXEE, Irj(x)/ for j= 1, ~.., N+i. 
(bf Each polynomial F,, = xN + . . . with N simple real zeros is a 
T-polynomial on the set of intervals E(p) = {xe : lFN(X)l </A), where 
p~(0, K] and K:=min(~~~(x)j: SX(x)=Oj. 
(c) Suppose that 9& resp. FzZ is a T-polynomial OIZ E,, resp. E$ with 
a;” = -1 and a& = 1. Then the composition J~&(J~~,) is a normed T-poly- 
nomial OM a set of disjoint intervals E,z*. 
ProoJ: (a) Necessity. From relation (2.1) it foollows that 
at the N+ 1 zeros yj of H4YNel. Assuming that there is an additional point 
GLEE/, y” no zero of H%‘,,-,, such that /qv(y*)/ =maxXEE, /.?Qx)/ 
we get that y* lint and thus Yh(y*)=O, which implies by 
Corollary 2.2(b) that TX has at least N zeros which is a contradiction. 
Sufficiency. Since Y-k has at most N- 1 zeros it follows that 19&I attains 
its maximum at all boundary points of E,. Hence 
N+I N-l 
n (X-Yj)=H(x) 
j=l 
and 
N-l 
F;(x) = H(x) fl (x - y,,)” + Ii’, 
jL=l 
where L = max xeg lyN(x)/, which proves the sufficiency part 
(b) and (c) Follow immediately with the help of (a). 
COROLLARY 2.3. Let FN be a T-polynomial on El. Then 
Cal yN is the unique minimal polynomial on E, with respect to the 
maximum norm; i.e., FN deviates least from zero on El with respect to the 
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maximum norm among all polynomials of degree N with leading coefficient 
one. 
(b) Let E,, be a set of disjoint intervals with the properties that 
E,, c E, and that E,, contains at least N t 1 alternation points of TN, i.e., at 
least N+l points j1<y2< .*. c~~+~,~~.EE,~, such that FN(jj)= 
(-1) Nt’-jmax,,E, I&,(x)1 for j= l,..., N+ 1. Then FN is a minimal 
polynomial on El! and there exists no T-polynomial of degree N on E,‘. 
ProofI (a) From Theorem 2.2(a) we deduce that there exist N+ 1 
points yjP E E,, yj, < yjz < . . . < yjN+, , such that 
yN(Yjg) = ( - 1) N+lpp mEa; IYN(x)l for ,U = 1, . . . . N + 1. 
The assertion follows now by the well known alternation and uniqueness 
theorem for compact sets. 
(b) From the Alternation Theorem it follows that TN is a minimal 
polynomial on E,,. In view of the uniqueness of the minimal polynomial 
and in view of part (a), (b) follows. 1 
Remark 2.2. Since by the well known Alternation Theorem a polyno- 
mial of degree N with leading coefficient one is a minimal polynomial on 
E, with respect o the maximum norm if and only if it has N + 1 alternation 
points on E, we conclude by Theorem 2.2(a) that a minimal polynomial 
need not be a T-polynomial on E,. But it is not hard to demonstrate that 
each minimal polynomial on EI is a T-polynomial on a set of 1’ disjoint 
intervals including E,. 
In what follows the next theorem is of great importance, 
THEOREM 2.3. Let &,. be a T-polynomial on E, and assume that there is 
no T-polynomial on E, of lower degree. Then the polynomials FfinN, ne N, are 
the only T-polynomials on E,. 
ProoJ In view of Corollary 2.3(a) there are no other T-polynomials on 
E, of degree nN, n EN. 
Now assume that there is a T-polynomial FM, (n - 1) N < m < nN, n b 2, 
on E,. Then we obtain with the help of Lemma 1.6, Section 5, that 
and that tnN-,,, := YmYEN - H$& _ I%nN- I is a polynomial of degree 
nN - m < N. Hence tnNpm is a T-polynomial on EI of degree less than N 
which is a contradiction. 0 
The next corollary shows the connection with certain elliptic resp. 
hyperelliptic integrals. 
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COROLLARY 2.4. Let FN be a T-polynomial on E, with exactly 
(v, + 1), vj E N, extremal points in (aZj- 1, a,,), j = 1, . . . . I, and let ri-, be that 
polynomial defined in Corollary 2.2(b). Then 
s 
@,+I ri- 1(x) dx = o 
021 -Jm 
for j= 1, ,.., I- I 
ProoJ: Let y(x) = F-,(x). Then it follows from (2.1) and Corollary 2.2 
that y satisfies the differential equation 
2. Y/-l (Y’Y -=- 
NH y2-1’ 
(2.6) 
Solving this differential equation on [aZj, a,,+ 1], j E { 1, ..~, t - I>, by using 
the facts that ) yj>l, y(a,,-)=y(a,,-+,)= +I, and sgn~‘=sgnr,_~%,,_,, 
we get that y is of the form 
N lx r’-i(t) dt) 
QJ JEm 
for XE La2j, a,,+,]. 
Since y(aaj) = y(a2i+ 1) = + 1 the first relation follows. 
Solving (2.6) for x E [tl, t2] c El, where t,, t, denotes two consecutive 
extremal values of y, we get that 
arc cos( &p(x)) = NIX ’ r’-1(t)’ 
fi JEfg dt + 2kx2 
k E N, from which it follows, since y(tI) = -y(t2) = f 1, that 
which gives the assertion. 1 
THEOREM 2.4. Suppose that there exists a normed T-polynomial 
yN#TN on Uj”=, [aY-,,av], where -1=a,<a2~aa,<a,<a,< . . . < 
a2N - 1< a2N = 1 and Sk has no zero on U,!=, (a,- 1, av). Then each irzter- 
val [a2j- 1, a,], j = 2, . . . . N- 1, contains at most one zero of kjNel and the 
boundary intervals [ - 1, a,] and [a,,-l, 11 contain no zero of i7N-1. 
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ProoJ: Let 6 E { - 1, 1 }. Since, using the facts that ( TN 1 < 1 and that 
&Jai) = (- 1)2N--j for j= 1, . . . . 2N, 
(-l)‘“-jsgn(pN-6T,)(aj)30 for j= 1, . . . . 2N, 
it follows immediately by Rolle’s Theorem that yN - 6T, has at least one 
zero in each interval [u,~- i, a,], j= 1, . . . . N. 
Now suppose to the contrary that there is an i* E { 2, . . . . N - 1 > such that 
Ii* : = [a,. _ 1, ali*] contains more than one zero of U,,- r.. Let us recall 
that at the zeros y, < y, < . . . c~N-1 of U,P,TN(yj)=(-l)N-j for 
j = 1, . . . . N. 
Case (1). Zj, contains at least three zeros y, < y,, I < Y,,+~, v E 
(1, . . . . N- 3}, of U,_,. Considering yN- 6T, at these yyIs and using the 
fact that ) &I < 1 on int(Z,,) we get again by Rolle’s Theorem that 
&--6T, has at least one zero in [yV,yV+r) and (yvfl,yvf2]. 
Case (2). Ii* contains exactly two zeros yy < yy + if v E (1, . . . . N - 2 >, of 
U,-,. Choosing 6 such that 
we get, since 
sgn FN(a2i* - i) = 6 sgn TN(yV) 
sgn(FN-6T,)(a,,*-r) sgn FN(azi*-i)>/O 
and 
-6 se LAY,) w(%- ~Td(y,) > 0, 
that &-ST,,, has at least one zero in [Q* _ 1, y,,). Analogously one 
demonstrates that yN-- 6T, has at least one zero in (yy, a2i*]. 
In both cases there is a 6 E { - 1, + 1 } such that &, - 6T, has at least 
two zeros in [u,~* _ i, azi*] and, as it was demonstrated above, at least one 
zero in each interval [ay-i, av], Jo (1, . . . . N}\{i*}, and thus N+ 1 zeros 
which implies that & = T, which is a contradiction. l 
Next let us give another characterization of T-polynomials. 
THEOREM 2.5. The following propositions are equivalent: 
(a) There exists a T-polynomial FN on E,. 
(b) There are polynomials H+, H- %+ a!- 2 > with leading coefficient 
one such that 
H+(x) H-(x) = H(x), sgn H*(x)= 51 on EI 
and 
(yN=)H+(%+)2-L=H-(W)2+L, 
where L E R+. 
(2.7) 
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(6) There are polynomials “2 +, H +, H - with leading coefficient one, 
such that H +, H- satisfy condition (2.7) and 4?~ ’ 1 L?a++i-2 on El with 
respect o H’lh. 
(d) There are polynomials u2! -, H +, H- with leading coefficient one, 
such that H +, H- satisfy condition (2.7) and Q-lIIBd,- +1p2 on El with 
respect o H-/h. 
Proof: (a) * (b). Let 
H+(x)=n (x-a,+) and 
where aJ* E (a,, . . . . azl> and yJ+ lint denotes that extremal points at 
which TN attains its maximum value &L. Using the fact that by 
Theorem 2.2(a), &, has N+ 1 extremal points the assertion follows. 
(b) =S (c) In view of (b) we have 
H+(%+)2-H~(W)2=2L. (2.8) 
By Theorem I.1 the implication is proved. 
(c)*(d). By the orthogonality property of %+ it follows from 
Theorem I.3 that there is a polynomial % - with the given ort~ogo~alit~ 
property. 
(d) =z- (a). Again by Theorem 1.3. it follows that there is a polynomial 
@ + such that (2.8) holds. Hence 
~N=H+(%!+)2-L=H~(%-)2+L 
which implies that 
COROLLARY 2.5. Let H+, H- be polynomials with leading coefficient 
one such that 
H+H-=H and sgnH’=$-1 onE,, 
m,i= s xkH’(x) for keNo, E/ 
and set for j, p E NO 
det Mif, = 
m,f: . . m? 
Jfb 
m+ . . 
/+I 
m,$+, m? 
/+lr+1 
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Then the following propositions are equivalent: 
(a) There exists a T-polynomial FN on E,. 
(b) detM,t,=Oforp=(N-aH+)/2andj=O,l,...,l-2. 
(c) detM,~K=OforIc=(N-aH-)/2andj=0,1,...,I-2. 
Proof. In view of Theorem 2.5 the assertion is equivalent to the 
following statement: There exists a polynomial %* IPa%+ +1--2 on E, with 
respect o H’/h if and only if the above given determinants are zero. This 
can be demonstrated analogously as in Theorem 2.1(b). [ 
Hence Corollary 2.5 gives a simpler condition for the existence of a 
T-polynomial than Theorem 2.1. For the calculation of the moments rn: 
see (5.15) and (5.16). 
3. ORTHOGONAL POLYNOMIALS WITH PERIODIC RECURRENCE COEFFICIENTS 
In the first part of this section we show that polynomials orthogonal 
with respect to YR,p,E, YR,p,E definite, have periodic recurrence coefficients 
if there exists a T-polynomial FN on E, and give a representation of the 
orthogonal polynomials with the help of the T-polynomial YN. On the 
other hand we demonstrate that orthogonal polynomials having recurrence 
coefficients of period N are orthogonal on a union of 16 N disjoint inter- 
vals El with respect to a functional YR,p,E, a result which has been given 
by Geronimus [7] using different methods. 
We need the following 
Notation. Let R, pV, E be given and let v E P,- I and u E P,_ (V +[) be such 
that at the zeros wk of p,(x) = n;;*= r (x - w~)“~ 
v(j)(wJ = e,JR/fi)‘j’ (wk) for j= 0, . . . . vk - 1, 
and that 
and put 
Y R,p,,stz) ="(z) dz) + u(z)~ (3.1) 
where we shall omit the indices v resp. R, py, E if there is no confusion 
possible. 
Now assume that YR,p,,E is definite (see, e.g., [3]); i.e., there exists 
a unique sequence of polynomials (p, = xn -t . . . ),, N such that 
ORTHOGONALPOLYNOMIALS 137 
Y R,p,,E(xJp,) = 0 for j = 0, . . . . n - 1 and YR,p,,E(x”p,J # 0. Then it is well 
known that (p,) satisfies a recurrence relation of the form 
p,(x)= (X-a,)P,-l(x)-~,P,-Z(X) for MEN, (3.2) 
with 
CY,ER and i,+,~R\(o} for BEN, 
where p-r(x) = 0 and pO(x) = 1, and we denote as usual by (py’f t 
associated polynomials of order j defined by 
p~‘(x)=(x--cr,+i)pjj~I(X)-~“n+jpj;i12(X) (3.3) 
withp’i”,(x)=O andp(i”(x)=l. Furthermore we put avl==n+r-ian 
4mb) = Y(x) P,(X) + JlPY(X) Pl,” l(X) 43.4) 
where 
4 := YRJdl). (3.5) 
Remark 3.1. (a) Let us recall that by Theorem I.3, 8q,n = n -t- r - L for 
n > (v + ( - r)/2 and that qm -L P,_i with respect to YS,p,,E for 
n>max(v, (v+I-r)/2}. 
(b) Note that qm satisfies the same recurrence relation with respect o 
n as pn. 
(c) Proving Theorem I.3 we have demonstrated that for z E 
/ z / sufficiently large, 
- yR,~v.~ (3.fj) 
The first main result of this section is 
THEOREM 3.1. Let Yj be a T-polynomial on E, and let YYR,p,,E be definite. 
Suppose that (p,) is orthogonal with respect to YR,Fv,E and satisfies a 
recurrence relation of the form (3.2). Furthermore put n, := 
max(0, v+ 1 -N, [(v+l+ 1 -r)/2]}. 
Then the following propositions hold: 
where 9& resp. SkNpI are defined in (2.3) resp. (2.4). 
640/64/2-2 
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(b) The recurrence coefficients of (p,) have period N for n > no, i.e., 
for n>n, 
a N+n+Z= %+2 and ‘N+nC2=IZn+2. 
(c) If in addition v = r - l- 1 2 0, then 
PN-1 ‘b~~~N-1 and 2p,=~N+sY%j,-,, 
and 
c(N+l=al and AN, 1 = KpvUL 
where Kp, is the leading coefficient of py. 
Proof. (a) Since by Theorem I.3 (see Lemma I.6 and Theorem I.4 for 
details )
R(P,~N+~~~~~N~~)~-~(~~~N+RP~~~~~-~)* 
= (St,- H“?&, UP: - SC?;) = '%cNPg,n,, 
where g(,, E P,- I and at the zeros wk of p 
(R(P,%N+ SqmqkN-I))(wk)=rk ~~(clm~N+RPn~~N-I)(wk). 
part (a) follows from Theorem 1.1. 
(b) Observing that qm+2 satisfies the same recurrence relation as 
pn+2 for n>n, we get that for n>n, 
Pn+2~N+Sqm+2~N-I 
=(x-c! n+Z)hz+l~N+‘%m+l ~~--l)-~n+Z(Pn~N+$S4m~N-I), 
which gives in conjunction with (a) that 
P N+n+2=(X--a,+2)PN+n+l-&z+2PN+n 
from which the assertion follows. 
(c) First let us note that n, = 0 and by (3.4), qF-! = Y. Since on the 
one hand 
p1~N+sq,+,-,~N-I=(x--cr,)(~N+sy~N-,)+~,sp~N-, 
and on the other hand 
P N+l=cX-- ) A Nfl PN- N+lPN-I 
the assertion follows with the help of (a). 1 
Next we need some general facts on orthogonal polynomials. 
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LEMMA 3.1. Suppose that (pn)nCNo satisfies a recurrerace relation of the 
form (3.2). Then the following propositions hold for k, n E NO: 
(a) pjlk)=(~--~+~)pjli_+l’)-~,+,p~~-+22’. 
(b) FOr jE N, 
pjn_:l+k)p;kJj- 1 -p;n_+21+k)p~~j= 
which is the so-called Wronskian formula. 
(c) ForjE(l,...,n-11 
and this representation is unique for 2j < n; i.e., if 2j 6 n and 
pjl;’ = (k) (k) UjP~-~-vj-lP~..j-l~ 
where u,EE’~: vj_,~Pj-,, then 
uj=p(~+k-jl 
J 
and n (n+k+l-j) vj-l=An+ktl-j~j-I 
Proof: (a) This has been given in [4]. 
(b) This is known and can be demonstrated by induction using t 
recurrence relation of p!” + I) and Pn+j+ 1. 
(c) The first assettion follows by induction arguments again using 
the recurrence relation of pkklj and (a). 
Concerning the uniqueness of the representation we get that at the 
n -j 3 j zeros of pfflj 
Uj- 1 =p~‘/p~lj- 1 
in conjunction with the first representation of pr’ the 
LEMMA 3.2. Suppose that (p,) satisfies a recurrence relation of the form 
(3.2). Let k, NE N, n ENS, and assume that 
P(k+l)N+n(X)=a(x)PkN+n(X)-CP(k--l)N+n(X), 
where a E P, and c E R. Then the following proposition holds: 
kN+n+i 
c= lJ lj, 
j=(k-l)N+n+Z 
(kN+n+l)- ((k-l)N+n+l) 
PNP1 -PN-1 
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Proof. Put 
kN+n 
K= n Ajzj. 
j=(k-l)N+n+2 
Then it follows from Lemma 3.1(b) that 
KP(k--l)N+n=PN-l 
((k--l)N+~+l)PkN+n-l-ppjSk_ll)N+n+l)PkN+n. 
Thus we get from (3.7) that 
’ ((k-l)N+n+l) 
--$kl PkN+n-1. 
Since on the other hand by Lemma 3.1(c) 
P~k+l)N+n=pjVkN+“‘PkN+n-~kN+n+lp~~:”+l’PkN+.-l 
the assertion follows by the uniqueness of the representation. 1 
COROLLARY 3.1. Suppose that the assumptions of Theorem 3.1 are 
fulfilled. Then the following propositions hold: 
(a) For each k E NO and each n 2 no 
P(k+2)N+n=FNP(k+l)N+n-(L2/4)PkN+n 
and 
(b) For each n > n,, + 1 resp. n > n, 
N+n+l 
pjv”‘-R Nfn+lPN-2 (n+l)=y N resp. 4 n Aj= L2, 
j=nf2 
where the first relation holds also for n = n,, if aN + no + 1 = CI,, + 1. 
(c) For each n anO 
n ;ljPvS~N-I=2(PN+.+1Pn-PN+nPn+l). 
j=l 
(d) For each n 2 no 
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ProojI (a) For ke N the assertion follows immediately from t 
recurrence relations 
~;k+2jN=~~k+l)N-(L2/4)~~ for all kEN, (3.8) 
and 
%! (k+2)N=~~~k+l)N-(L2/4)~kN (3.9) 
and Theorem 3.1(a). 
Using the fact that 
Jr& = J “$ - L2/2 
we obtain from Theorem 3.1(a) that 
2P 2Nfn=~N(pn~N+S4m~~-I)-(L2/2)p, 
which proves the assertion for k = 0. 
(b) From part (a) and Lemma 3.2 it follows that 
PN (N+fi)-&+n+lpjvy=~N for n3n,, 
and that the second relation holds. Since by the periodicity of the recursion 
coefficients 
p(kN+n) =pj”’ for j, kENOandn3n,+1 
part (b) is proved. 
(c) With the help of (3.4) we get by simple calculation that 
P,4m+l-Pn+14m=~1Pv(PnPj21)-P(11)rPn+lj 
n+l 
=,Fl ;l,Pv. 
Hence using the representation of S%!A.-lqj, jg {m, m + 1 i, from 
Theorem 3.1 (a) we obtain 
1 
which is the assertion. 
(d) Using again the representation of S%N_lqj, j= m, m -I- 1, from 
Theorem 3.1(a) we get that 
S~N~((P~‘qm--P~)lqm+l) 
=2(Pjl”PN+.--PN+.+,P~~l)- /ijFN 
which gives with the help of (3.4) the assertion. 
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Corollary 3.1 could have also been derived directly from [S, Lemma 1, 
Corollary 1, Lemma 10, and Theorem 51 in which it has been shown that 
orthogonal polynomials with periodic recurrence coefficients satisfy the 
relations given in Corollary 3.1 in which &, is to replace by its representa- 
tion in terms of orthogonal polynomials. As we have learned Lemma 3.2 
could also be obtained from Lemma 11 and Eq. (V.4) in [S]. 
COROLLARY 3.2. Suppose that the assumptions of Theorem 3.1 are 
fulfilled. Then the following propositions hold for each n > n, + 1: 
(4 PK, =%-dfcn- 11, where gcn _ r) has no zero in int(E,). 
(b) p$)+kv+n+IplNnf:)=a f N--I (n)’ 
ProoJ: (a) Since on one hand, using the representation of qN+,+ i and 
q,,- r from Theorem 3.1 and using Theorem I.3 
qN+m-lPn-l-PN+n-lqm-1 
(3.10) 
and on the other hand by simple calculation 
qN+m--1Pnp1 -PN+n-lqm-1 
=~lPv(P~~n-2Pn~1-PN+n-lP~1~2) 
(3.11) 
where the last equality follows from relation (10) of [4] the first assertion 
of part (a) is proved. 
Concerning the second assertion let us assume to the contrary that 
g,,- r) has a zero y in int(E,). Since -H> 0 on int(E,) it follows from the 
second relation of (3.10) that p,(y) = q,Jy) = 0 which implies by the delini- 
tion of qm, taking into account the fact that pn and p:‘L r have no common 
zero, that p,(y) = 0 which is a contradiction. 
(b) With the help of the first relation of Corollary 3.1(b) we get 
[pE’ + A ~+n+lp~+:)]~-H~2N_,=L~+4~~+.+1pjy”)pjv”~~) 
which gives in conjunction with the second relation of Corollary 3.1(b) and 
Lemma 3.1(b) that for n 3 no + 1 
[pjlf’ + a. ~+n~lp~+:)]~-H~~~~=412~+.+1P~‘~P~f:’ 
which proves, in view of (a), part (b). 0 
ORTHOGONALPOLYNOMIALS 143 
In Section 5 we shall demonstrate how to obtain from the relations of 
Corollary 3.2 a nonlinear recurrence relation for the recursion ~Qe~cie~ts 
ofp,, if N>I. 
THEOREM 3.2. Suppose that the assumptions of Theorem 3.1 are f~~i~ie 
and let j > nO + 1. Let WY’, k = 1, . . . . v(j), be the zeros of p$L 1/4%N- I a&put 
Ek “‘=sgn((p~)+i,+j+,p~i:‘)/~~_,~j(w~’) 
for k = 1, . . . . v(j). Then 
(a) The associated polynomials (~,(,j))~~~~ are orthogonal with respect 
to Y H,$! l/%N-,,~(“. 
(b) The polynomials ((2pg)+, 1 FNpy))/%‘NPI)nENO are orthogo~ai on 
El with respect to YP;!,l~N-,,E(j). 
ProoJ: In view of (3.10) and (3.11) we have, putting i=j+r-2, 
Rpf~l-Sq?_,=p,g(j-l)=p,p~‘l/~ - N I> 
where at the zeros WY) of p$’ J4?lN-, 
(RPjP J(wP’) = -@‘($& ,)(wP’), 
Sjj) E ( - 1, + 1 }. Thus, by Theorem 1.5, it remains only to demonstrate 
that -Sy) = sj;i). Since by Theorem 1.5(c) and Theorem I.3 
q~‘(wc&i’) = (q’(JHpy)(wp’) (3.12) 
where m = n + 1, and since by the first relation of Theorem 3.1(a) 
%!N--lq$)=2p$++n-FNpf) for nE 
and moreover, using Corollary 3.1(b), 
the assertion follows by (3.12). 1 
Remark 3.2. Corollary 3.2 and Theorem 3.2 hold also for n = n, if 
aIv+ng+1 =%z,+,. 
Remark 3.3. Theorem 3.1 a.s.o. could also be extended to the most 
general case where YYR,p,E is not necessarily definite using the fact 
(see [16]) that for given R, p, E there is a unique sequence of poly- 
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nomials pi, = xi” + . . . with Y~,,,,(xJp,) = 0 for j = 0, . . . . i,, 1 - 2 and 
K?,*,,(x &+I- ‘p,) # 0 satisfying a recurrence relation of the form 
pi,=di,,P,-,-i,P. b-2 
where di.EPjnpjnm, and &,ER\{O}. 
Next let us demonstrate that the converse of Theorem 3.1(b) holds also. 
LEMMA 3.3. Let a, E R, A,, 1 E R\ {0}, for n E N and suppose that 
CI N+n+l=%+l and 1 
” 
N+n+l=‘%x+l for n>n,+ 1, (3.13) 
where N, noeN. Let (p,) be the polynomials generated by the recurrence 
coefficients (a,) and (n, + 1) and put 
N+no+l 
JCN := PN 
(no+ 1) _ a (no + 
N+no+ZPN-2 
2) and L2:=4 n aj. 
j=no+2 
Furthermore let us assume that L2 > 0, that TN can be represented in the 
form 
9-$(x) = H(x) 4&(x) + L2, (3.14) 
where H(x)=ni2f=,(x-aj) with a,<a,< ... <a2,,@N-l~PN-l, and that 
p$Vl’) has simple zeros at the zeros of aN--[. Then the following propositions 
hold: 
(a) & is a T-polynomial on El : = uf= 1 [a2j_ 1, azj] and GN _ [ has 
N - I simple zeros in int( E,). 
(b) &=&-a N+n+lpjVnfi)for eachn>n,+ 1. 
(c) For each n > no + 1 
plv”ll =aN-[g(,- l), 
where g(, _ 1j has no zero in int(E,). 
(d) For each n b no + 2 
PnPN+n~l -Pn-lPN+n =(j=c+2aj) (Pno+lPN+ng-PnoPN+no+l) 
andp~~+,p,,~~-p~~pN~,,,~, vanishes at the zeros of @N-l. 
(e) Zf in addition aN+,@+l =cc,,~+~, then (b) and (c) hold also for 
n=n,. 
ProoJ: (a) Follows immediately from (2.1) and Corollary 2.2(a). 
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(b) See, e.g., [IS, Lemma 11. The assertion could also be prove 
the help of Lemma 3.1(c) and (b) using relation (3.13). 
(c) With the help of (b), relation (3.14) and Lemma 3.2(k) we get 
that for n>n,+ 1 
(3.15) 
In view of (a), %N--i has N-Z simple zeros in int(E,). Thus we get from 
(3.15) by induction arguments that pjyL 1 has simple zeros at the zeros of 
%! ,V--I for each n>n,+l. Since -H>O on int(E,) we obtain from (3.15) 
that the zeros of C?J~--( are the only zeros of pg’ 1, n 3 no + 1, lying in 
int(B,), which proves (6). 
(d) The first relation follows by induction. 
Concerning the second assertion it follows with the help of the relations 
(see Lemma 3.1(c)) 
(n-t11 
PN+n+j=PN-l+jPn+l -1 “n+ZPC+22!+jPn 
for j = 0, I, that at the zeros of qN-,, which are by (c) the common zeros 
of pjllzf:’ and pjlt?:‘, 
Since by (3.15) and (c) the last expression vanishes at the zeros of aN-! 
part (d) is proved. 
(e) Since, by assumption, 
(b) holds also for n =nO. Observing that (3.15) holds also for N =no, (c) 
follows. 
Remark 3.4. If the recurrence coefficients (CC,,), (A,, i) satisfy the 
relations given in (3.13) and if A,+,>0 for each ~>n,+f, then TN:= 
PN 
h+l)-~ N+no+2pp-$22) satisfies relation (3.14) and pg’1=@N--18Cn-1, 
for n > no + 1, where g(,- i) has exactly one zero in each interval 
[a,, ay+ i], j= 1, . . . . I- 1. This fact is due to Geronimus [7] (see [S, 
Lemma 21). 
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THEOREM 3.3. Suppose that the assumptions of Lemma 3.3 are f~~i~~~~ 
and let FN9 qNpr, H, and E, be defined as in Lemma 3.3. ~urther~~ore put 
and set 
P(X) = (P no+ lPN+m-Pn,#A’+no+ Ij/@.CI. (3.15) 
Ek = sgn 2- FNj’%N~&fi] (wk) for k = 4, . . . . v”; (3.17) 
where wl, ..,, w >,+ are the zeros of p. Then 
(a) The polynomials (p,),, N generated by the given periodic 
recurrence coefficients (a,) and (A, + 1) are orthogonal to 
respect to YH,p,E. 
(b) The polynomials ((2~~+~ - FA,p,)/%N~,),C N, are orthogonal to 
n+l- 1 on EI with respect to Yy,,,. 
ProoJ ad (a) and (b). By (3.14) and Lemma 3.3(b) it follows using the 
relation (see Lemma 3.1(c)) 
PN+,=Piv”‘P -) (n+l) n “n+lPN~i PnpI 
that for n 3 ~1~ + 1 
(2P N+~-%P,)“--H(‘%wP,)~ 
= -4/“Nfn+1Plyn?:)Pn-1PNfn +4~“,+.+lPn(p~‘:‘Ply+I?t~2pn). 
Since by Lemma 3.1(b) 
we get with the help of the periodicity of the ATs, Lemma 3.3(d) and the 
definition of p that for n 2 no-t 1 
ccGiv+?l- FNpJ/%~-,]2-Hp:=(4j 
From (3.18) we get by simple calculation that at the zeros wk of p 
(3.19) 
where EP) E { - 1, + 1 }. Since by Lemma 3.3(d) at the zeros wk of p 
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we obtain that 
Ek 
(n) = p for n3n,. (3.20) 
Applying Theorem I.1 to (3.18) and (3.19) the assertion is proved. 
Remark 3.5. Suppose that the assumptions of Theorem 3.3 are f~I~1~~~ 
and let sk be defined as in (3.17). Then, k E { 1, ~..) v* >, 
&k= +l ifandonlyif ~2~~~~~~~)1<~ (3.21) 
and 
Proof: From Corollary 2.2(a) and (b) we obtain that 
sgn YN = sgn qNP JZ on 
and hence by (2.1) 
lFj+fi%-il> L on 
and 
IFS-.@?&-,I -=c L 
Since, by (3.19), 
the assertion is proved. 1 
Using different methods Theorem 3.3(a) has been given by Geronimus 
[7] (see also [S]) for the (probably most important) case that Lx+, E 
for n E N. Instead of condition (3.17) Geronimus has given condition (3.21) 
Note that Iz,+i E R+ for n EN implies by Favard’s Theorem that Y’,,,, is 
positive definite and thus is of the form 
YH,p,JP) = P(X) 
‘It I P,(X)1 
dx+ 5 pkdWkh 
k=l 
where sgnp,= -sgnh on int(E,) and either pk=O or pk= 
7&hcGi/P:~wk~ ’ 0. 
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THEOREM 3.4. Let YN be a T-polynomial on E, and let CC, = CC~+ n and 
a. ~N+n+l .?l+1= > 0 for n EN be the periodic recurrence coefficients of those 
polynomials which are orthogonal on E, with respect to !PYN,pN-,,IN-,,E. 
Furthermore let us put for arbitrary 1, E (0, II,, 1 + A,,,)\ {A,} 
x N+l=~N+1+&4v and L2(~,)=~~,l’x,L2/~,,l~,. 
Then the following propositions hold: 
(a) The polynomials (z) generated by the periodic recurrence coef- 
ficients CI~, .. . . cIn, A,, . . . . a,_,, X,, I,,,, are orthogonal on the N disjoint 
intervals E(L(X,)) := (x E R: 1 TN(x)1 <,5(x,)} = Uj”= 1 [av- l(xN), a,(x,)] 
with respect to IYw,~~-~,~, where I?(x) = fl,‘_“, (x - ai( and 
8, = sgn PN--Z(Wk) TV+ 1 -- 
PK2h) Tw > 
for k= 1, . . . . N- 1 (3.22) 
where wk denotes the N - 1 simple zeros of pN- 1. 
(b) The polynomials (2EN+” - Ynpn)n E N are orthogonal to PN+ n _ I 
on E(L(X,)) with respect to YpN-,,H, where E” is defined in (3.22). 
(c) Zf 1, > (< ) 1, then !Pn,rNmIIg and !PrN-,,; have no (have a) point 
measure at all zeros of en--[ and have no (have a) point measure at a zero 
wj Of PN- l/&N-f if yH,p~-l/l~-,.~ has no (has a) point measure at wj. 
Proof (a) and (b). In view of the assumption 
&&-j=p$‘,-jforj=O, . . . . N- 1 and X,+X Nfl =~‘v+~‘v+1 
(3.23) 
which implies that 
A-~ N+ldKZ=PN- N+lP;:2=%? a 
where the last equality follows from Corollary 3.1(b). Since L2(x,) < L2 we 
deduce that 
YL-L2(XN)= E (x-aj(X,)) =:ltf, 
j=l 
where aI < a2(X,) < . . . < a,&,). 
Applying Theorem 3.3 we get the orthogonality property given in (a) 
and (b) with 
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where wk denotes the zeros of jiN--l =pNel. Since, by the first relation of 
(3.23) and the recurrence relation of fiN, 
and since, by Remark 3.4, WOE [a,,@,), a2k+r(x,,,)] for k = 1, . . . . I- 1, 
relation (3.22) follows by the interlacing property of the zeros of p$’ 2 and 
pN- r and from (1.2). 
(c) First let us note that 
~N+t/~N~(>)~N+tlAv iff IN>(<)&?+ (3.24) 
Taking into consideration the fact that 
E, = sgn PN-2CWjJ )“N+ I-- 
p:gw ) h j”, 
where wjx, K= 1, .‘., l- 1, denotes the zeros of pN- J4YN--[, (6) is proved for 
the zeros of PN- i/%,+[. 
Concerning the zeros uK, IC = 1, . . . . N-l, of eNN-[ which are by 
Remark 3.4 zeros of p,,-, too, we observe that at U, 
L2=9-;=(pN-;1 N+tP!Gl-2)2= [(L2/4~~,+,p~)_2)+~“~f+lP~~212, 
where we used the fact that by Lemma 3.1(b) at the zeros of pN- 1 
-PNP;LZ = L2/4hi, 1) (3.25) 
which gives 
p$L2(u )= +L/2iN+1. K - 
Inserting this in (3.25) and using the recurrence relation of pN we have 
(PN--2/PZ:)2)(U,)=~N+1/~?v 
which proves in view of (3.24) and (3.22) the assertion, 
The following remark gives another representation of orthogonal poly- 
nomials with periodic recurrence coefficients (see [2] and also the methods 
used in [ 6, Theorem 71). 
Remark 3.6. Suppose that (p,) satisfy (3.2) and that the recurrence 
coefficients of (p,) satisfy 
&z=~N+TI and d,+l=;lN+n+,fornEN 
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and set 
N+l 
rN=PN-AN+lP% and L2/4= n lj. 
j=2 
Then for O<n<N-1 and ~GN, 
PkN+n ‘Pn 6lGi) + (~=~~: lj) P$TiY, CZi%) (3.26; 
and for O<n<N-1 and k~N\{l} 
2PkN+n - ~NP~k--1)N+n=PkN+n-(L2/4)P~k-22)N+n (3.27: 
and 
2P N+ll -%Pn=PN+n+ (Ic: AN+j)P$Ti’n. (3.281 
Proof. Relation (3.26) has been given in [2] and can be proved with 
the help of Lemma 3.1(c) and 3.1(b). Using (3.26) and 
we obtain (3.27) and (3.28). m 
EXAMPLE. Let E,=[-i, +l]. Then for each NEN, YN=fN is a T- 
polynomial on [ - 1, + 1 ] and SN- 1 = 8N- 1. Furthermore (p, = iI.?‘,), E N is 
orthogonal on [ - 1, + l] with respect to dm dx, CI, = 0, and 
A n+l= l/4 for nEN, and L2=4-Nf1. 
Now let (d,) be the polynomials generated by the periodic recurrence 
coefficients CI, = a2 = . . . = aN = 0, 
1/2-xN, 
&= ... =A,-,=1/4, x,, xN+i= 
where 1, E (l/4, l/2). Putting L2(xN) = 2-2N+31N( 1 - 21,) it 
follows from Theorem 3.4 that the polynomials (p,) are orthogonal on 
E(L(X,)) := {x : 1 TN(x)1 6 L(XN)} with respect o W(X) := JwN/ 
1 ON- l(x)l dx. 
In view of Remark 3.6 the polynomials (j,) can be represented in the 
form, CENT, O<nd N- 1 
B kN+n= ~~v~N)+4~“2,,,~,-2_.~~~N), 
where TN = fJL(x,) and as usual o- 1 = 0. 
If x, E (0, l/4) then the polynomials (d,) are orthogonal on E(L(X,)) 
with respect to the distribution function W(X) dx + Cz:,’ pkS(x - w,), 
where wk are the zeros of 6,-, and ke { 1, . . . . N- l}, 
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The above example (put I,= c/2( 1 -t-c), c E +) is due to 
[S, Sect. 21 who derived it by direct methods. 
Furthermore it follows by Theorem 3.4, Remark 3.6, and by simple 
calculations that the polynomials 
and 
qkN+n = i;,T:3J+4P”:,V+,0 NmJckJ!: 
where 0 <n d N- 1 and kEN\(l 1, are orthogonal on E(e(X,)) wit 
respect o l/J-i / ON- l(x)/ dx if 2, E (0, l/4). 
In this section we have demonstrated that the recurrence coefficients of 
the polynomials orthogonal with respect o YR,p,E are periodic if and only 
if there exists a T-polynomial on E,. Since we shall show in a for 
paper that for a given set of disjoint intervals 8, and arbitrary E E 
exists a set of disjoint intervals E, such that i(g’,\E,) -=c E, /? denotes the 
Lebesgue measure, and that there exists a T-polynomial on gl, we get in 
a simple way that the recurrence coefficients of polynomials orthogonal 
with respect o YR,P,E are quasi-periodic in the limit. As already mentioned 
in the Introduction this quasi-periodic behaviour of the recurrence 
coefficients has been discovered by A. Magnus [IO] using Abel functions 
4. RELATIONS BETWEEN THE RECURRENCE COEFFICIENTS 
OF THE POLYNOMIALS ORTHOGONAL WITH 
Y R,p,& REsP. yR,p,-c 
In this section we show how the recurrence coefficients of the above men- 
tioned orthogonal polynomials are related. In particular it is demonstrated 
that the recurrence coefficients of those polynomials which are orthogonal 
on E, with respect to a distribution of the form ../m dx, where 
Y = I - 1 (i+ 1) and $ = I + 1 (I - 1 ), are symmetric periodic if and only if 
there exists a T-polynomial on E,. Polynomials orthogonal for su 
distributions aPso play an important role in L’-approximation because t
L’-minimal polynomial on E, can be represented with the help of SW 
polynomials (see [13, Theorem 61). 
THEOREM 4.1. Let & be a T-polynomial on E, and let YPR,p,,E be definite. 
(p,,,) denotes the polynomials which are orthogonal with respect to YR,p,,E 
and (q,h (A + l,E ) denote the recurrence coeflicients of (P,,~). Then the 
following propositions hold for k E N: 
(a) For v+I-(r+1)<2j<2kN+v+E-(r+l) 
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where i=j+r-l,Ki,E=A~I:f=:~~,,, andp,=Ax”+ .... 
(b) For (v+I-r-1)/2<j<min{kN-2+v+l-r,kN-2+ 
(v+I-r-1)/2) 
‘kN+v+/-(j+l+r), --E=~~+z,E 
a kN+v+/-(j+l+r), --E = aj+3,e. 
Proof. (a) Since by Lemma 2.1 
and, by Theorem 1.3, 
RP:E - Sqf,, = Py g(j) 
for 2j > v + l- r - 1, where gCj, E P,- I and 
(RPj,,)(Wk) = Ek(fi qi,t)(wk) 
at the zeros wk of py, we get (for details see Lemma 1.6) that 
where at the zeros wk of py 
and that the polynomial .&NP~,~ - S%~N--I~~,~ resp. R??LkN--Ipj,8 - &,! qi,E is 
of degree kN - j + v + 8gCj, - r resp. kN - I-j + v + dgv, with leading coef- 
ficient Kj,,/2, where Kj,E is the leading coefficient of p, gcj, ; hence by 
Theorem 1.3, &E/2 = A nL:i il,,. Part (a) follows now from Theorem 1.1. 
(b) Since pj,E and qj,, satisfy the same recurrence relation we get in 
conjunction with (a) that for jEN, with v + I+ 3 -r < 2(j+ 2) < 
2kN+v+I-1 and kN+Z+v-(j+r+3)30 
Kj+2,cPkN+l+v-(j+r+3), --G=(x-CLi+2,E)Kj+1,EPkN+I+v--j+r+2), --E 
-1. K. J+2,E I,sPkN+I+u-(,+r+l), --E. 
Using the fact that 
Kj+2,E=;li+3,eKj+l,E 
we obtain, dividing the above relation by K, + l,c that 
PkNtifv-(j+r+l), -6 
= (X-5+2,dP kN+i+v-(j+r+Z), -c -~j+3,EPRN+i+v~(j+r+3), -E 
which proves part (b). 1 
COROLLARY 4.1. Suppose that the assumptions of Theorem 4.1 are 
filj?lled and let R = H and v = 1 - 1. Then 
x N-j, --E = uj,e for j= 1, ..~, N- 1, and GIN. --E = a,v,zs 
and 
A -1 N+l-j,-E- ‘J,E for j= 2, . . . . N- 1, 
I 
hN,--E=hN+1,z) and ~‘N+l,-E=~.v,E. 
ProoJ: Putting k = 1 and k = 2 in Theorem 4.1(b) and using the fact 
that by Theorem 3.1(c), aN+ 1, --E = CI~, --E the corollary follows. 
COROLLARY 4.2. Suppose that the assumptions of Theorem 4.1 are 
fuwi!led and let r = I - 1 and p E 1. Then 
a Nf2-Jzuj for j= 1, . . . . N+- 1 
3 “Nt2--j =‘tj+l for j=2,...,N-1 
and 
3 ‘N+ I= A,,, = &/2. 
Prooj In view of Theorem 4.1(b), since v = 0 an thus there is no point 
measure, it remains only to show that 
U&-+2-j= Uj for j=l,2 and !I ~Nf2=~N+1=~2/~. 
By Corollary 2.1 we have that 
p).g = &. (4.1) 
Using the representation of pN- I and pNez given in Theorem 4.1(a) and 
inserting these expressions in the recurrence relation of p, = FN, we obtain 
that 
640/64/2-3 
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Since Fj # 0 at the zeros of S’JVN-, it follows that the second term of the 
left side of (4.2) vanishes identically which implies that aN = CQ. 
The remaining relations are obtained similarily with the help of the 
recurrence relation of PN+ 1 using the representation of P~+~, pN, and 
pN--l given in Theorem 3.1(a), (4.1), and Theorem 4.1(a), respectively. 1 
As already mentioned in Remark 2.1 polynomials orthogonal with 
respect o Jm d x can also be fitted into that class of orthogonal 
polynomials investigated in [6]. But, to the best of our knowledge, 
Corollary 4.1, i.e., the symmetric periodic behaviour of the recurrence 
coefficients, can not be derived from the results of [6]. 
Next let us demonstrate that the converse of Corollary 4.2 holds also. 
We need 
LEMMA 4.1. Let m,, m,, KENT, and suppose that m,+l<m,dK. 
Then 
u K+l-jzaj for j= m, + 1, . . . . m, 
I& K+2-j =Ij for j=m,+2, . . ..m. 
if and only iffy!““’ =~!~-~~-j) for j= 1, . . . . m, -m,. 
J J 
Proof. Using the relations 
and, see Lemma 3.1 (a), 
PJ!K--o--j) = (X--K+l-mo-j)p::K:l--o--i) -~K+2--mo-jpIK:2-*a--j) 
the assertion follows by induction. [ 
THEOREM 4.2. Let CI,, ER, An+ 1 E R + for n EN, and suppose that for 
keN 
and 
a kNfj =uj=uN+2-j for j= 1, .,,, N+ 1 
A kN+jEAjEAN+3-j for j = 3, ..,, N 
I -A -a. P, kN+l- kN+2- 2 
where NE N. Furthermore let p,,, n EN, denote that polynomials which are 
generated by the recurrence coefficients a, and A, + 1, n E N. Put 
p$,!L 1~ @N-/R and PN+I-AN +lPN-l=@N--I'% (4.3) 
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where qNPI, R, S are polynomials with leading coefficient one and R and S 
have no common zero. Then the following propositions hold: 
(a) H : = RS = n,” I (x -a,), where a, < a2 < . . < aZ1, and either 
R(aZi) = 0 or R(a,+ 1) = 0 for j= 1, . . . . I- 1. 
(b) The polynomials p,,, n E N, are orthogonal on E,= lJi= i [a+ 1) aZj] 
with respect o the weight function ,:‘TS. 
(c) The polynomials pt’, n EN, are orthogonal on I?,= lJj= 1 [axjP 1, aZi] 
with respect o the weight function JY@. 
ProoJ First let us note that 
zNCn+I=a,,+l for nB1 and jiN+n+l =Arz+l for 7~32. 
Further let YN, L, and p be defined as in Lemma 3.3 and Theorem 3.3. 
Using the relations 
a N+l=al and 3.2=21LN+1=2?“N+2 
and (Lemma 4.1) 
(1) (2) 
PN-2 =PN-2 
we get with the help of Lemma 3.3(e) and (b) that 
(4.41 
64.5) 
~~“p~‘-3.N+,p~‘,=(x--a,)pj:),-3”,pi51,=p,. (4.6) 
Since by Lemma 3.1(b) 
L2/2 = n I-, =p$'pN-pN+ 1 &'I 
j=2 
we derive with the help of (4.4), (4.5), and (4.6) that 
(4.7) 
and thus, by (4.6) and (4.3), that 
9+L2=H%;-,. 
Now let x1 < x2 < . . < xN be the zeros of pN. Then, using well known 
interlacing properties of the zeros of orthogonal polynomials, 
sgn(pN+, -iN+lpN-l )(x,)= -21,+,sgnp,~~,(Xj)=(-1)N+1-- 
and 
sgnp(hif)_l(xi)=(-l)N-’ 
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for i = 1, . . . . N from which it follows that there is exactly one zero of p!$’ 1 
andpN+l-~N+lpN-l in each interval (xi, xi+ 1), i = 1, . . . . N, which proves 
part (a). 
From (3.16) we get by simple calculation in conjunction with (4.4) that 
which implies by (4.7) that each zero of p is a zero of H. Thus we get from 
Theorem 3.3 that (p,) is orthogonal with respect o pg’ 1/‘4?Lh--lh dx which 
is the assertion for (p,). The orthogonality property of (pr’) follows from 
Theorem I.3 combined with Theorem I.1 observing that by Theorem 1.1(d), 
q???(x) = -P?‘,(x). I 
5. RECURRENCE RELATION FOR THE RECURRENCE COEFFICIENTS 
In this section we demonstrate how to get in a simple way (compared to 
[19]) recurrence relations for the recurrence coefficients if there exists a 
T-polynomial 5N on E,, where N > I, and thus by Theorem 3.1, the period 
N of the recurrence coefficients is greater than the number I of the disjoint 
intervals. Assuming that the recurrence coefficients of the orthogonal poly- 
nomials are periodic Turchi et al. [ 191, using completely different methods, 
got the same recurrence laws for the recurrence coefficients as it should be 
in view of Theorem 3.3. 
Notation. Let (pk) be a sequence of orthogonal polynomials and let 
(a,), (i,, 1) be the recurrence coefficients of (pk) with the property that 
1 k+l #O for HEN. We set for k, UEN~ 
pp(x)= ; /qwxk--i, where Aikv”) = 1. (5.1) 
j=O 
Then we get from the recurrence relations (3.3) resp. Lemma 3.1(a) that for 
neNo, ksN, 
A(kn)=A(k-Ln)-tL for I j 
A(k-l,n)_~k+nAJ(~~2,n) 
k+n 1-l j= 1, . . . . k, 
(5.2) 
resp. 
~!k,“)=~(k-l,n+1)_CI,+1~J~~1,“+1)-~,+2~(k-2,n+2) 
I i J--2 for j= 1, . . . . k, 
(5.3) 
where 
A!k”’ := 0 
J for je(k+l,k+2 ,..., }u{-1). 
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Now let us demonstrate how to get the recurrence relations Suppose 
that there exists a T-polynomial FN, N> 1 on El, and that YR,p,,E is 
definite. Let (p,) be orthogonal with respect to R, pu, Ehaving recurrence 
coefficients (a,), (A,, 1). We put 
q,J(x) = 2 SjXNP’ 
N-l 
and aN-[(x) = c u,x”-l-j, 
j=O j=O 
and for II 3 no 
I-1 
g(,)(x) = c Gj”)xl- l -j and f(n+l)(X)= f: F;n+lw, 
j=O j=O 
where QN- I is defined in (2.1) and g(,, and fen + II are defined in 
Corollary 3.2. Observing that by Corollary 3.1(b) for ~13 IZ~ 
p$fl'+ll N+n+2PN-2 (n+2)=~~+2~N+n+2pjynt~) 
we get from Corollary 3.1(b) resp. Corollary 3.2 t at the following 
fundamental relations hold for n 3 no 
z.=A!N.“+l)-) 
J J 
/j(N-2,n+2) 
“N+n+Z j-2 for j= I, . . . . IV, 
i u~+~G~)=A)~-~,~+~) for j= 1, . . . . hi- 1 
p=O 
i ~j-~F~f”=~j+2~~+~+~A~~~2~“t2’ for j= 1, . . ..N. 
p=o 
where Gf’ : =0 and F$+:) : = 0 for p 3 1. 
Since by (5.3) and (5.4) for n 2 no 
+A 
A(N--2,n+2) 
N+n+2 j-2 for j= I, “.., N- 1: 
the expression on the right side of (5.5) and (5.6) can be expressed in terms 
of rk’s and uk’s and in terms of the recurrence coeffkients (a,), (A,, 1) by 
using successively (5.7) and the following relations which can be derive 
from (5.2) resp. (5.3). 
A!N~2.n+1)=A(N-1,n+1)+‘IN+nAjN~2.n+1)+~N+IIAIN23.n+1) I j (5.8) 
and 
A!N-k~l,n+k+l)_~(N--k,n+k) 
J i 
+c( 
n+k+l~j~;k-Ln+k+l) 
+1 
n+k+2fjW;‘-2~n+k+2) (5.91 
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k E (0, . . . . N- l}, in conjunction with 
%z+k+l= CIN+n+k+l and i -I. nfkt2 - Nfnfkt2 for n>,n,. 
(5.10) 
Thus we obtain from the first l- 1 resp. l-equations of (5.5) resp. (5.6) 
the coefficients G!“’ resp. F.” ( +I) of&,, rew.f(,+lj in terms of rk’s and uk’s 
and in terms of’the recurience coefficients. Finally we get from the Zth 
equation of (5.5) resp. (5.6) two (nonlinear) recurrence relations for the 
recurrence coefficients. Further relations for the recurrence coeflicients can 
be obtained by considering (5.5) resp. (5.6) for j > 1 resp. j > I + 1. 
EXAMPLES. Suppose that there exists a T-polynomial YN on El and that 
Y R,p,,E is definite. Let (p,) be orthogonal with respect o lYR,p,,E on E, and 
let (a,), (A,,,) be the recurrence coefficients of (pn) Furthermore let ~1~ be 
defined as in Theorem 3.1. Then the recurrence coefficients have period N, 
by Theorem 3.1, and satisfy the following recurrence relations: 
(a) I=2. Put C,=U,-7,. Then 
I n+2+~n+1+Cl,+,(a,+,-C,) 
=(td-z2)+u~(z~-u~) =: c2 for n>n,+l (5.11) 
2&+2(%+2+%+1--C1) 
= u3 - 73 + zq(z2 - 2.42) + (242 - u;)(q - u1) = : c3 for n>n,+ 1. 
(5.12) 
If CI N+nO+l=~ng+l, then (5.12) holds also for n=n,. 
(b) 1= 3. Let Ci , Cz, and C3 be defined as above. Then 
42+2(%+2+2~n+I -C1)+~,+l(cr,+2a,+,-C,) 
+a C~,+l(a,+,-C,)-C,l=C3 n+l for n>n,+2 (5.13) 
and 
211,+2C~n+3+~n+2+~n+1fan+l(a,+,-CC1) 
+a (an+2-C1)+an+*an+l--C21 n+2 
= 244 - 74 + UI(T3 - u3) + (242 - u:,(Tz - u2) 
- [u3 - u2ul- zQ(u2 - u;)] c, = : c4 (5.14) 
for nan,+l, where (5.13) holds also for n=n,+l, if ~,~+~=a~+~~+~. 
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Proof: (a) From (5.5) resp. (5.6) it follows immediately that 
U*-U:=AIN~l.n+l)_U,AiN-i,n+I) 
req. 
which gives with the help of (5.7), (5.9), and (5.10) the assertion. 
(b) From (5.5) resp. (5.6) it follows by straightforward calculation 
that 
uj - 241 u2 + 24,(uf - 242) 
=~‘(N-l~~+1)_~~~~N~l,~+~)+(~~-~~)~jN-l.~+i) 
3 
resp. 
from which with the help of (5.7), (5.8) (5.9), and (5.10) the assertion 
follows. 1 
Note that the recurrence relations do not depend on py. In order to 
calculate those recurrence coefficients which are not determined by the 
recurrence relations for the recurrence coefficients, i.e., those of low index, 
one has to calculate the “first” moments 
m!R*p,E)= ylR,p,E(xj). I 
(If p = 1 and E = (1, 1, . . . . 1) we write mjR).) This can be done with the help 
of relations (3.6) and (3.1) or by the following method which is often 
simpler. 
Let u E P, _ I be such that 
(R/J% u)(z) =O(z-1). 
Observing that by (3.6) 
and that for sufficiently large 1 z / 
(5.15) 
y(z):= (R/@)(z)=z’-’ 
J=O 
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satisfies the differential equation 
2Hy’ = y( R’S - S’R) 
we get, equating the coeffkients in (5.16), the coeffkients 
moments m!R)=d,-l+,+j,j~N,,. 
Now let & suppose that all zeros of py are simple and let 
p,(x) = fi (x- wk) = i Bjx’ 
k=l j=O 
and for k = 1, . . . . v, 
(5.16) 
of u and the 
us put 
-&k(X) = - = 
Then the moments m!R,pxE), j = 0 
J > . . . . 
v - 1, can be calculated by the system 
of linear equations 
v-l 
c B,, jmjR,p,E) =
&(R/$%‘k) - u(wk) for k= 1, . . . . v, (5.17) 
j=O 
and the moments of higher index with the help of the relation 
i Bjm(2kp.E) &/R’ for keN,, (5.18) 
j=O 
where (5.17) resp. (5.18) are obtained by considering yR,p,,E(-Pv,k) and 
using (5.15) resp. by considering YR,p,,E(~kpy). 
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