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Abstract — A major limitation for the per-
formance of direct sequence ultrawideband (DS-
UWB) systems at high data rate is the interpath
interference (IPI). The maximum likelihood se-
quence estimation (MLSE) receiver operating at
the chip-rate, which optimally combats interpath
interference, is known in the literature for the di-
rect sequence spread spectrum (DS-SS) systems.
However, the performance of this receiver for
the DS-UWB systems has been not yet studied.
In this paper, we adapt this optimal receiver to
the DS-UWB systems and investigate its perfor-
mance. Nevertheless, the computational complex-
ity of the optimal receiver is exponential in the
channel length. Therefore, certain low-complexity
receiver structures are examined. Simulation re-
sults show that these equalization techniques per-
form better than the existing techniques at almost
the same complexity.
I. Introduction
Ultra wideband (UWB) is an emerging technique for
high data rate transmissions over short distances. UWB
systems transmit signals with bandwidth greater than
500MHz or fractional bandwidth greater than 0.2 at
all times [1]. Direct Sequence (DS)-UWB approach is
one of the two remaining competing UWB standards,
along with Multi Band Orthogonal Frequency Division
Multiplexing (OFDM). A DS-UWB signal consists of a
train of very short pulses with duration in the order of
fractions of nanoseconds. The information is carried in
the amplitude and/or polarity of the pulses. Multiple
access capability is achieved by using pseudo random
spreading sequences.
A typical UWB channel consists of a large number
of multipath components. In general, a rake receiver
is used to yield diversity gain from the multipaths,
taking advantage of the good correlation properties of
the spreading sequences. However at high data rates or
correspondingly low spreading gains, the performance
of the rake receiver is degraded due to presence of the
interpath interference (IPI), which consists of intersymbol
interference (ISI) and same symbol interference (SSI).
Many receiver structures, which suppress IPI, have been
proposed in the literature for the direct sequence spread
spectrum (DS-SS) systems. In [2], a rake maximum
likelihood sequence estimation (RAKE-MLSE) receiver
was proposed in which a MLSE equalizer is used to
remove ISI after rake combining. This scheme was used
for DS-UWB systems in [3]. However, in [5], it was shown
that the RAKE-MLSE receiver is suboptimum as it does
not remove SSI. An optimum receiver, consisting of a
MLSE receiver operating at the chip-rate, which combats
both ISI and SSI, was proposed for chip synchronous
DS-SS systems in [4] and [5]. A detailed performance
analysis of this optimum MLSE receiver in a slow-fading
Rayleigh channel can be found in [4].
In this paper, we adapt this optimum chip-rate MLSE
receiver [4] to a DS-UWB system. We expect the
performance gain of this optimal MLSE receiver over the
RAKE-MLSE receiver to be more substantial in case of
UWB channels, than in case of Rayleigh fading outdoor
channel, due to presence of high SSI caused by multipath
rich UWB channels which degrades the performance of
RAKE-MLSE [5]. However, the computational complex-
ity of this optimum receiver is exponential in the channel
length. Thus, for channels with large delay spreads,
practical implementation of this receiver might not be
feasible. Therefore, we examine some sub-optimum
techniques to decrease the computational complexity of
the receiver.
The rest of the paper is organized as follows. In Sec-
tion II, a brief description of the system model is given.
In Section III, the chip-rate MLSE receiver is described.
In Section IV, low-complexity equalization techniques are
presented. Simulation results are presented in Section V.
Finally, conclusions are drawn in Section VI.
II. System Model
We consider a single-user DS-UWB system employing Bi-
nary Phase Shift Keying (BPSK) modulation and ternary
spreading sequences. The transmit signal of a BPSK DS-
UWB system is given by
x(t) =
r
Es
Ns
MNs−1 X
j=0
bb
j
Ns cajp(t − jTc) (1)where b·c denotes the ﬂoor operation, bi ∈ {−1,1}
is the ith data symbol. M denotes the number of
transmitted symbols. Ns denotes the spreading factor.
aj ∈ {−1,0,1} represents the ternary spreading se-
quence. Es is the energy per symbol. p(t) is the transmit
waveform of time duration Tp. p(t) has unit energy i.e.
R Tp
0 p2(t)dt = 1. Tc is the chip duration. In this paper,
we assume that Tc is equal to Tp.
The physical multipath channel can be represented as
h(t) =
L−1 X
l=0
αl · δ(t − τl) (2)
where L denotes the number of multipath components,
αl and τl is the path gain and the delay associated with
the lth path.
The received signal is given by
y(t) =
L−1 X
l=0
αl
r
Es
Ns
MNs−1 X
i=0
bb
j
Ns cajp(t − jTp − τl) + n(t)
(3)
where n(t) is zero-mean additive white Gaussian noise
(AWGN).
At the receiver, during each chip interval, the re-
ceived waveform is correlated with the pulse p(t). The
output at kth chip interval is given by
βk =
Z Tp
0
y(t)p(t − kTp)dt
=
r
Es
Ns
L−1 X
l=0
αl
MNs−1 X
j=0
bb
j
Ns cajRp(kTp − jTp − τl) + γk
(4)
where Rp(4t) =
R Tp
0 p(t)p(t − 4t)dt and
γk =
R Tp
0 n(t)p(t − kTp)dt. Since p(t) has unit en-
ergy, γk is a zero-mean white Gaussian noise process with
variance equal to that of n(t).
Let τmax = max{τl}
L−1
l=0 and Lp = dτmax
Tp e. Since
Rp(4t) = 0 for |4t| ≥ Tp , Rp(kTp − jTp − τl) = 0 for
j > k and j < k − Lp.
Thus, for k = 0,1,2,...,MNs + Lp − 1
βk =
r
Es
Ns
L−1 X
l=0
αl
k X
j=k−Lp
bb
j
Ns cajRp(kTp − jTp − τl) + γk
=
r
Es
Ns
k X
j=k−Lp
bb
j
Ns cajzk−j + γk
=
r
Es
Ns
Lp X
i=0
zibb
k−i
Ns cak−i + γk
(5)
where zi =
PL−1
l=0 αlRp(iTp − τl),∀i ∈ [0,Lp].
The above system, represented by (5), can be seen
as a discrete time system with input symbol se-
quence {bi}
M−1
i=0 , spreading sequence {aj}
MNs−1
j=0 , out-
put sequence {βk}
MNs+Lp−1
k=0 , channel impulse response
z = [z0,z1,...,zLp] and additive white Gaussian noise
{γk}
M+Lp−1
k=0 . The chip-rate MLSE receiver described in
[4] can be now applied to this system to detect the trans-
mitted sequence of data symbols {bi}M
i=0.
III. Optimum MLSE Receiver
The optimum receiver ﬁnds the most likely transmitted
symbol sequence {ˆ bl}
M−1
0 , which minimizes the metric
J({bl}) =
MNs+Lp−1 X
k=0

βk −
r
Es
Ns
Lp X
i=0
zibb
k−i
Ns cak−i


2
(6)
The above metric can be minimized using Forney’s
MLSE receiver operating at chip rate [4]. In this paper,
we closely follow the procedure described in [4]. The
spreading operation can be represented as a time varying
trellis with period Ns. This trellis can be combined with
the trellis corresponding to the ISI channel, to obtain a
time-varying trellis with period Ns. This combined trellis
can be seen as generated by a ﬁnite state machine. The
combined trellis diagram can be found in [4].
The maximum likelihood sequence can be found us-
ing the Viterbi algorithm operating on chip correlator
outputs. The complexity of this receiver is proportional
to Nse
d
Lp
Ns e (where d·e represents the ceil operation). For
low spreading factors, the computational complexity of
the optimum MLSE receiver would be almost equal to
that of RAKE-MLSE receiver.
However, the complexity of optimum MLSE receiver
could be prohibitive for large values of Lp. Therefore,
in the following Section we explore some techniques to
reduce the complexity.IV. Low Complexity Techniques
A. DDFSE
A.1. Long Spreading Sequences
For DS-UWB systems with long spreading sequences, we
consider a chip rate Delay Decision Feedback Sequence
Estimation (DDFSE) detector. DDFSE operates on the
principle of parallel decision feedback [6]. In chip-rate
DDFSE detector, the trellis is deﬁned using only the ﬁrst
Lddfse(< Lp) coeﬃcients of channel impulse response.
This brings down the complexity of the DDFSE detector
by a factor of e
d
Lp
Ns e−d
Ldd fse
Ns e.
Before using the DDFSE equalizer, a linear minimum
phase preﬁlter is applied. The minimum phase ﬁlter con-
verts the channel impulse response z = [z0,z1,...,zLp] into
the equivalent minimum-phase channel impulse response
zmin = [zmin,0,zmin,1,...,zmin,Lp]. zmin satisﬁes follow-
ing property
µ X
l=0
z2
min,l ≥
µ X
l=0
z2
l ,∀µ ≤ Lp (7)
Thus minimum phase ﬁlter concentrates energy in the
ﬁrst channel coeﬃcients. This improves the performance
of DDFSE detector. Especially in case of sparse channels,
the minimum phase preﬁlter destroys the sparsity of
the channel and the eﬀective channel length of DDFSE
detector, Lddfse, could be decreased to a large extent
without signiﬁcant loss of optimality [7].
However, direct realization of the minimum phase
ﬁlter would result in a non-stable recursive ﬁlter. So, it is
approximated by a ﬁnite impulse response ﬁlter. Several
schemes to obtain the ﬁnite length minimum phase ﬁlter
can be found in the literature [7], [8].
A.2. Short Spreading Sequences
If the DS-UWB system uses short spreading sequences,
then a ﬁnite-length feedforward ﬁlter of minimum mean
square error decision feedback equalizer(MMSE-DFE)
[9] can be used as the preﬁlter. The ﬁltered output
is sampled once per symbol interval and the DDFSE
operates on the symbol rate samples. The DDFSE trellis
states describe all possible values taken by µ previous
symbols. The complexity of the DDFSE is exponen-
tial in µ. For µ = 0, DDFSE is equivalent to MMSE-DFE.
We can further reduce the complexity of DDFSE detec-
tor by exploiting the sparsity of the channel. The equal-
ization complexity of DDFSE is dominated by large num-
ber of preﬁlter taps. Since the UWB channel is sparse,
most of the preﬁlter tap weights are very small. Therefore,
we select the D taps with largest weights in the preﬁlter
and make rest of the tap weights zero. This would reduce
the preﬁltering complexity with slight degradation in the
performance. The parameter D can be used to tradeoﬀ
complexity and performance.
B. Sphere constrained trellis search
In [10], a receiver structure which combines sphere de-
coding constrained search strategy with Viterbi algorithm
was proposed. This receiver considers the fact that for
the transmitted sequence of information bits {btr
l }
M−1
0 the
metric
J({btr
l }) =
MNs+Lp−1 X
k=0
γ2
k (8)
Since {γk}
MNs+Lp−1
0 is zero-mean white Gaussian noise
process,
PMNs+Lp−1
k=0 γ2
k is a chi-square distribution. Thus
we can ﬁnd R such that
Pr{
MNs+Lp−1 X
k=0
γ2
k < R} = 1 − ￿ (9)
where Pr denotes the probability function and ￿ ￿ 1.
For the most likely sequence {ˆ bl}
M−1
0 ,
Pr{J({ˆ bl}) < R} ≥ 1 − ￿ (10)
The Viterbi algorithm is modiﬁed in following way
using the above property to reduce the complexity.
While calculating the path metrics, the paths with path
metric greater than R are pruned. At each stage of
Viterbi algorithm, only those paths are extended whose
metrics are less than R. Thus, the number of metric
computations are reduced. With a probability greater
than 1 − ￿, the minimum metric path will be found. If
all the paths get pruned i.e. minbl{J({bl})} > R, then R
is increased and the search is restarted. This process is
continued till the most likely sequence is found.
Though failure of search with the initial value of R
might lead to redundancy in metric computation, the
probability of that happening is less than ￿. So, the
overall complexity of the algorithm would be lower
than that of the conventional Viterbi algorithm. Thus,
sphere constrained Viterbi algorithm would decrease the
complexity of the Viterbi algorithm without sacriﬁcing
performance. A detailed analysis of computational
complexity of sphere-constrained Viterbi algorithm can
be found in [11].
This sphere constrained Viterbi algorithm can also be
used to reduce the complexity of the trellis search in
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Fig. 1. Performance of MLSE over CM1, CM2 and CM4
channels compared to matched ﬁlter performance on AWGN
channel
V. Simulation Results
We consider short ternary spreading codes of period 12
[13] and the channel models CM1, CM2 and CM4 [12].
A root raised cosine function with roll-oﬀ factor 0.3 is
used as the pulse shape [13]. We assume perfect channel
estimation at the receiver.
While simulating the performance of the MLSE
receiver, we neglect multipath components with energy
less than 0.01% of the total multipath energy, in order
to decrease the eﬀective channel length. However, the
performance loss due to this is negligible.
As seen from Figure 1, the performance of optimum
MLSE receiver is found to be very close to that of
matched ﬁlter over an AWGN channel, for all channel
models CM1, CM2 and CM4. This shows that the
chip-rate MLSE equalizer takes full advantage of the
multipath rich UWB channel to attain the maximum
diversity gain possible.
Since we consider short spreading sequences, we
apply MMSE-DFE feedforward ﬁlter as the preﬁlter for
DDFSE. The initial length of the preﬁlter, before making
the smaller tap weights zero, is chosen to be equal to the
channel length.
The channel length of the CM1 channel is, in general,
less than Ns. Hence, the computational complexity
of the MLSE equalizer for CM1 is low. However, the
same is not true for CM2 and CM4 channels since the
channel impulse response spans several symbol intervals.
Therefore, we apply DDFSE with µ = 0 (MMSE-DFE),
µ = 1 and µ = 3 for CM2 and CM4 channels to decrease
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Fig. 2. Performance of DDFSE for µ = 0,1,3 for CM2
channel with D = 24
the complexity. The number of preﬁlter taps D is chosen
to be 24. The bit error rate performances of these
detectors are shown in Figure 2 and 3. It can be seen
from these ﬁgures that the performance of DDFSE with
µ = 1 and µ = 3 is quite close to the performance of the
MLSE receiver. Figure 4 compares the performance of
MMSE-DFE for various values of D for a CM4 channel.
It is observed that as we increase the number of preﬁlter
taps D, the performance of MMSE-DFE approaches the
performance of the MLSE receiver. When D is equal to
the number of channel coeﬃcients Lp, the performance
of MMSE-DFE is very close to that of MLSE.
The parameters used in our simulations are similar
to the parameters used in [3] and thus results in both
the papers could be compared. On comparison, it is
found that even the performance of the DDFSE detectors
with lower number of trellis states is better than that of
RAKE-MLSE.
Sphere constrained Viterbi algorithm was used to
decrease the computational complexity of the trellis
search in MLSE equalizer as well as DDFSE equalizer. It
was found that sphere constrained Viterbi algorithm is
very eﬀective in decreasing the complexity for small data
frame lengths. However, for large data frame lengths, it
does not decrease the complexity much. This is because
the parameter R has to be chosen suﬃciently large so
that the metric of the maximum likelihood path is less
than R with a high probability. As a result, most of
the paths will get pruned only in the ﬁnal stages of
the algorithm. Thus, for large data frame lengths, only
a very small percentage of the metric computations is
avoided through sphere constraint technique.
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Fig. 3. Performance of DDFSE for µ = 0,1,3 for CM4
channel with D = 24
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Fig. 4. Performance of MMSE-DFE for
D = 8,16,24,32,40,Lp over CM4 channel
In this paper, we adapted the chip rate based optimum
MLSE receiver to BPSK DS-UWB systems and stud-
ied its performance over various UWB multipath chan-
nel models. The performance was found to be very close
to that of matched ﬁlter over the AWGN channel. How-
ever, the computational complexity of this optimum re-
ceiver could be high, especially for channels with large de-
lay spreads. Therefore, some low-complexity techniques,
namely, DDFSE and sphere constrained Viterbi algo-
rithm, were also studied. The performance of these re-
ceivers was found to be better than that of RAKE-MLSE
receiver, even at lower computational complexity. Future
work would include study of frequency domain equaliza-
tion techniques for DS-UWB systems.
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