A linear map between two vector spaces has a very important characteristic: a determinant. In modern theory two generalizations of linear maps are intensively used: to linear complexes (the nilpotent chains of linear maps) and to non-linear mappings. Accordingly, determinant of a linear map has two generalizations: to determinants of complexes and to resultants. These quantities are in fact related: resultant of a non-linear map is determinant of the corresponding Koszul complex. We give an elementary introduction into these notions and interrelations, which will definitely play a role in the future development of theoretical physics.
Introduction
The origin of matrices and determinants lies deep in ancient civilizations. Around the second century BC, the Babylonians studied linear equations and the Chineese used matrices to find solutions to simple systems of linear equations, in two or three unknowns [1] . However, only in the late 17-th century these ideas became widely known and flourished with different applications. The theory of linear equations and transformations, now known as linear algebra, has completely proved its worth not only in pure science, but also in applied problems and in engineering. For example, Gauss himself applied linear algebra to determine the orbit of the asteroid Pallas [2] . Using observations of Pallas taken between 1803 and 1809, Gauss obtained and solved a system of six linear equations in six unknowns. Soon after that, it became clear to researchers (Cayley, Sylvester and others [3, 4] ) that linear algebra is just the simplest case of more general framework -of polynomial equations and transformations. They realized, that many parts of linear algebra have natural generalizations to arbitrary polynomials, not necessarily linear. Notably, determinant has such a generalization. A linear system in two unknowns f 0 x + f 1 y = 0 g 0 x + g 1 y = 0 is solvable (has a non-trivial solution x, y) if and only if its determinant vanishes
and in complete analogy, a quadratic system f 0 x 2 + f 1 xy + f 2 y 2 = 0 g 0 x 2 + g 1 xy + g 2 y 2 = 0 is solvable if and only if certain expression, depending on coefficients, vanishes: [4] and found the analogues for cubic, quartic and equations of higher degrees. Resultants also exist for more than two variables: in this case they provide non-linear geneneralizations of n × n determinant. A system              f 1 (x 1 , x 2 , . . . , x n ) = 0 f 2 (x 1 , x 2 , . . . , x n ) = 0 . . . f n (x 1 , x 2 , . . . , x n ) = 0 (1.1) of n homogeneous polynomials of degree r in n variables f i (x 1 , x 2 , . . . , x n ) = n j1,...,jr =1 f j1,j2,...,jr i
x j1 x j2 ...x jr is solvable, if and only if an expression called its resultant vanishes:
R n|r {f 1 , f 2 , . . . , f n } = 0
For linear systems resultant R n|1 is just a determinant, the well-known and well-understood object of linear algebra. Unfortunately, the knowledge and understanding of general resultants is not equally deep, yet. Moreover, the very direction of generalization -from linear algebra to arbitrary algebraic equations -has been almost completely forgotten after the 19-th century, and was revived only recently, after profound book of Gelfand, Kapranov and Zelevinsky [5] .
For several reasons, we suggest to call this direction non-linear algebra [6] . It is expected to have as many applications as its linear cousin, if not more. Resultants -the main "special functions" of non-linear algebra -are already used in physics to describe, for example, multiparticle entanglement [7] , singularities of Calabi-Yau three-folds [8] , discrete dynamics [9] . There are applications to modeling and robotics [10] . However, applications remain restricted, partially because calculation of resultants is not as easy as that of determinants, especially when the number of variables is large.
It is often convenient to speak about systems of equations in terms of maps. Linear algebra studies linear maps between two spaces of dimensions m and n
which are given by linear polynomials:
Accordingly, non-linear algebra studies non-linear (polynomial) maps:
System (1.1) corresponds to the particularly interesting case of m = n. When the system (1.1) is solvable, the corresponding map (1.2) is degenerate, i.e, has a non-vanishing kernel. As one can see, resultant defines a degeneracy condition for polynomial maps. Of course, it is very interesting to study further generalizations: to arbitrary non-linear mappings (not necessarily polynomial). For such generalizations and appropriate notion of resultant, see [11, 12] . The second, essentially different, generalization of determinant was introduced by Cayley approximately at the same time [3] . Instead of a single linear map between two spaces
he considered a complex -sequence of two linear maps between three spaces
subject to nilpotency constraint f 2 • f 1 = 0. Generally, the number of spaces can be arbitrary
→ . . . and the maps satisfy f i+1 • f i = 0 for all i. Cayley has found a quantity, associated to complexes in the same way as determinant is associated to linear maps. This quantity is now called determinant of a complex. For example, consider a sequence of two maps between spaces of dimensions 1, 2 and 1:
Composition of these maps
is requested to vanish. Cayley's determinant DET (f 1 , f 2 ) can be represented in three different ways
where |a| is simply the Euclidean length of vector a = (a 1 , a 2 ). Equivalence of all three follows from the above condition a 1 b 1 + a 2 b 2 = 0. This example shows, that determinant of complex is not a polynomial, it is a rational function. It vanishes when |b| = 0 and is singular when |a| = 0. It may be not obvious at the moment, but we will see below, that such a quantity is indeed a natural generalization of determinant and has a number of important properties. In particular, determinant of a complex is (up to overall sign) invariant under permutations of basis vectors in the linear spaces. It should be emphasized, that complexes are essentially objects of linear algebra and can be effectively treated using linear methods. For this reason the theory of complexes and their determinants, which is now called homological algebra, is more developed and attracts incomparably more attention, than resultant theory. Homological algebra has a wide range of physical applications, from topological field theories and invariants [13] to Faddeev-Popov's ghosts and Batalin-Vilkovisky approach to quantizing particle Lagrangians and Lagrangians of string field theory [14] and further to description of branes in terms of derived categories [15] .
It has been known since Cayley, that resultants of non-linear maps and determinants of complexes are, in fact, related. Namely, given a non-linear map one can construct a complex, called Koszul complex, whose determinant is equal to resultant of the original map. Actually, this relation is one of a few reliable ways to calculate resultants, known at the moment. Several other ways to calculate resultants, not involving complexes, are described in [16, 11] . The aim of this paper is to explain this relation in clear and practical terms, making the text accessible for beginners. It can be considered as pure pedagogical, since most of the results are quite classical and known to the experts (see, e.g. [5, 17, 18] ).
Resultants

Properties of resultants
Thus it is interesting and important to calculate resultants. Before discussing the calculation methods, we formulate the basic properties of resultants. As mentioned above, resultant R n|r {f 1 , f 2 , . . . , f n } defines a degeneracy condition for polynomial maps of degree r in n variables f :
Resultant R n|r (f ) vanishes on degenerate maps and only on them. To say it another way, resultant is a common divisor of all polynomials, which vanish on degenerate maps. By this very definition, R n|r (f ) is an irreducible polynomial in coefficients of f . Irreducibility of resultant is a generalization of the well-known fact, that determinant of a generic matrix is irreducible. For illustration, resultant
does not decompose into smaller factors. However, for non-generic maps -say, if some coefficients vanish -such decomposition does take place. For illustration, the resultant
decomposes into smaller factors. The same holds for higher degrees of equations. For further study of resultant's irreducibility properties, see [19] . Another important property of R n|r is that it has a simple interpretation in terms of polynomials' roots. For example, consider a system of two polynomials of arbitrary degree in two variables:
Resultant of this system is given by a simple formula
because the above system is solvable, if and only if α j = β i for some i, j. In fact, the right hand side is nothing but the product of values of f (x, y) on 2-vectors (β 1 , 1) . . . (β r , 1), which are roots of g(x, y):
Generalization to the case of n variables is straightforward. Resultant of a system
where f 1 , f 2 , . . . , f n are homogeneous polynomials of degree r, is given by a simple formula
The number N of common roots of a system of (n − 1) equations of degrees r 1 , r 2 , . . . , r n−1 is equal to
In our case, we have all r i = r, therefore the number of common roots is N = r n−1 . It immediately follows that R n|r is a homogeneous polynomial in coefficients of the first equation of degree N . Since (2.2) can be analogously written with any f i in place of f 1 , resultant R n|r in fact has degree N in coefficients of any particular equation f i . Consequently, it is a homogeneous polynomial of degree deg R n|r = nN = nr n−1 (2.3) in coefficients of all equations. For r = 1, we recover the degree of determinant: deg R n|1 = n. For systems of quadratic equations, deg R n|1 = 2 n n, for cubic equations deg R n|1 = 3 n n, and so on. Despite being simple, the formula (2.2) -called Poisson product formula -is not very useful for calculation of resultants, because it is rather hard to find common roots of (n − 1) non-linear equations in n variables. The roots are complicated functions of coefficients, which generally can not be expressed through radicals. Fortunately, Poisson product formula can be rewritten in several ways, which do not contain the roots explicitly. Such reformulations [16, 11] are more convenient in practical calculations.
Examples of resultants
Case r = 1. The simplest example is a linear map, for certainty in two variables:
The map f is degenerate exactly when the linear system
has a non-vanishing solution, i.e. when its determinant vanishes:
Therefore, resultant R 2|1 is nothing but a 2 × 2 determinant:
In complete analogy, for linear maps in n variables resultant R n|1 is just a n × n determinant:
Case n = 2, r = 2. As an example of non-linear maps, let us consider a quadratic map f :
Degeneracy of f implies existence of non-zero x and y such that
Provided that f 0 = 0 and g 0 = 0 the latter system can be written as:
The system has non-trivial solution if and only if the polynomials have a common root, i.e. when
Since in this case explicit formulas for roots are known, one can express the resultant trough the coefficients of f and g directly. After the expansion, we obtain a polynomial (if we include a multiplier f 
In this way, we can calculate a resultant of two quadratic equations in two unknowns. Note, that it has degree 4 in map's coefficients, in accord with the general formula nr n−1 = 2 · 2 1 = 4. However, it is hardly possible to use such an approach, when the degree of equations (or, worse than that, the number of variables) is greater than two. One needs another method to go beyond the simplest examples.
Sylvester method
The most classical resultant calculating method, which allows to go beyond the simplest examples, was found by Sylvester [4] . This method is to express resultant as a determinant of some auxiliary matrix. Such expression tautologically exists for linear maps in two variables
and Sylvester has found, that it also exists for quadratic maps in two variables
as well as for cubic maps in two variables
and for all higher degrees in two variables:
f :
7) The beauty and simplicity made this formula and corresponding resultant R 2|r widely known. Note, that it has degree 2r in map's coefficients, in accord with the general formula nr n−1 = 2 · r 1 = 2r. In our days, Sylvester method is the main apparatus used to calculate two-dimensional resultants and it is the only piece of resultant theory included in undergraduate text books (see for example [20] ). However, its generalization to n > 2 is not straightforward. One possible generalization, representing resultant as the determinant of Koszul complex, is the subject of present paper. This generalization of Sylvester formula is the most widely known one. Other generalizations, which produce determinantal formulas for n > 2, are still the subject of active research (see, for example, [17] ).
Generalization of Sylvester's method: Koszul complex
To describe Koszul complexes, we need several definitions. The basic object we deal with are homogeneous polynomials. All homogeneous polynomials F i1...ip x i1 . . . x ip of degree p in n variables form a linear space with a monomial basis x i1 . . . x ip . Introduce now n auxiliary Grassmanian variables θ such, that
The set of homogeneous polynomials of degree p in x 1 , . . . , x n and of degree q in θ 1 , . . . , θ n is again a linear space with monomial basis x i1 . . . x ip θ j1 . . . θ jq . We will use the notation Ω(p, q) for this linear space. Note that q ≤ n: if a polynomial has degree in θ-variables bigger than n, it vanishes identically, because θ are anti-commuting variables. Introduction of such anti-commuting variables leads to a new possibility: given a polynomial map
This operator, called Koszul differential, acts on the spaces Ω(p, q) in the following way:
In this way, operatord generates a sequence of linear spaces, called a Koszul complex. If we choose some basis in each linear space, operatord will be represented by a sequence of matrices (generally, not a single matrix). The idea -generalization of Sylvester's idea -is that resultant of f can be expressed through minors of these matrices. Before discussing the details, we illustrate this idea with simple examples.
The case of n = 2, r = 1. The simplest example is a linear map in two variables:
in the following way:
In the above pair of bases, differential is represented by a 2 × 2 matrix:
and one can see that:
This example illustrates the definition of Koszul differential. Of course, it is oversimplified, because the matrix of operatord in this particular case coincides with the matrix of map f .
The case of n = 2, r = 2. In this case the map is f :
and the differential isd
It acts on linear spaces
In the above pair of bases, differential is represented by a 4 × 4 matrix:
As one can see, we have obtained exactly the Sylvester's matrix. In accord with (2.5)
And this is not an accident: if f has a non-trivial kernel, then the system
has a non-vanishing solution and (since this system is linear in monomials x 3 , x 2 y, xy 2 , y 3 ) its determinant det d must vanish. Therefore, if resultant vanishes, then determinant det d must vanish:
Since both det d and R 2|2 are polynomials of degree 4 in f 0 , f 1 , g 0 , g 1 , the coefficient µ is just a numeric factor. This example illustrates the use of Koszul differential in the case of non-linear maps.
The case of n = 2, r = 1: an example of 3-term complex. In both of the examples above, differentiald was represented by a single square matrix. Now we will consider an example, where nontrivial complex -a sequence of several matrices -arises. We return to linear maps in two variables, wherê
We will consider its action on another spaces
differential is represented by a pair of rectangular matrices (not a single square matrix this time):
Resultant R 2|1 is closely related to these matrices: the system with the matrix
which is a linear system in monomials x 2 , xy, y 2 , has a non-zero solution if resultant R 2|1 vanishes. In this case, matrix d 2 becomes degenerate:
This is only possible, if all minors of d 2 are divisible by R 2|1 . Therefore, R 2|1 should be a common factor of all these minors. As direct calculation shows
this is indeed true:
This example illustrates that, for one and the same polynomial map, there can be many different Koszul complexes, differing by the choice of linear spaces Ω(p, q). Depending on this choice, the complex can become either simpler or more complicated: in the above examples the simpler complex was
and the more complicated complex was
In other words, the differential is fixed, but we are free to choose the linear spaces. In practice, one usually chooses a complex which is as simple as possible.
Moreover, this example illustrates the role of the first matrix d 1 . Since resultant is the common factor of minors of d 2 , we can determine resultant from the matrix d 2 only. From this point of view, it seems that d 1 does not provide any information about resultant. This is true, but only in part: d 1 provides precise information about the extraneous factors. As one can see, the other factors of minors d 2 are, up to a sign, elements of d 1 . Therefore, R 2|1 can be found by division of minors of d 2 on 'conjugate' minors of d 1 . This ratio is a particular example of what we call determinant of a complex. Remarkably, for Koszul complex the ratio is actually a polynomial in the coefficients of the map f .
Complexes and Determinants
Complex
A sequence of linear maps between several linear spaces 
it is called closed. Equivalently, nilpotency condition can be expressed as
that is, any exact vector is closed. It is very important, that the inverse is, generally speaking, wrong: there can be vectors, which are closed but not exact. In other words, there can be vectors from Ker d i+1 which do not belong to Im d i . Such vectors again form a linear space
Elements of H i are called cohomologies. A complex, which has no cohomologies (i.e, with h i = 0 for all i) is called exact complex, because all closed elements in such a complex are exact. The notion of cohomology is so important in theory of complexes, that the whole field is known as "homological" algebra. 
It is evident, that dim (Im
It is well known from linear algebra, that
At the same time, by definition of cohomology
If we take an alternating sum, dimensions of the kernel spaces drop away:
This alternating combination of dimensions is usually called Euler characteristic of the complex and denoted χ. As follows from (3.1), if the complex is exact, its Euler characteristic is zero:
Inverse is, generally, wrong: vanishing Euler characteristic does not imply all h i = 0, it implies only that
Consequently, (3.2) is a necessary condition for a complex to be exact. To say it in other words, if χ = 0, the complex is definitely not exact, but if χ = 0, we need some additional information to decide, whether a given complex is exact or not. This additional information is provided by determinant of the complex: determinant is non-vanishing only for exact complexes.
Determinant of a complex
In this section we derive an expression for determinant of a complex. We start from concrete examples, using vector notations and geometric analogies to simplify understanding. The aim is to create an intuitive image of what determinant of a complex is: a coefficient of proportionality between the two natural geometric quantities. Having this in mind, we will move from simple examples to general cases.
The case
−→ L 3 with dimensions of linear spaces l = (1, 2, 1 ). Its Euler characteristic is equal to 1 − 2 + 1 = 0. The first differential sendŝ
and the nilpotency condition is that a b = 0, i.e, b is orthogonal to a. In two dimensions, all vectors orthogonal to a are proportional to ǫ ij a j , i.e, to (a 2 , −a 1 ). Vector b should be also proportional to it:
The coefficient of proportionality η is exactly the determinant of this complex. When η = 0, the kernel Kerd 2 is 1-dimensional and consists of vectors, proportional to a. It coincides with the image Imd 1 , so there are no cohomologies and complex is exact. When η vanishes, the kernel Kerd 2 becomes 2-dimensional and the image Imd 1 stays 1-dimensional, so 2 -1 = 1-dimensional cohomologies appear and complex fails to be exact. Thus, η indeed allows to distinguish between exact and non-exact complexes. Determinant can be written through the components in 2 different ways:
In the third, most symmetric form, determinant is equal to the ratio of lengths
which emphasizes its orthogonal invariance. Equivalence of these ways follows from a 1 b 1 + a 2 b 2 = 0.
The case 2 → 3 → 1
The next-to-simplest example is a 3-term complex
−→ L 3 with dimensions of linear spaces l = (2, 3, 1) . Its Euler characteristic is equal to 2 − 3 + 1 = 0. The first differential sendŝ
where x is a 2-vector from L 1 and a, b is a pair of 3-vectors from L 2 . The second differential sendŝ i.e, c is orthogonal both to a and to b. In three dimensions, all vectors orthogonal both to a and to b are proportional to ǫ ijk a j b k , i.e, to vector product a × b. Vector c should be also proportional to it:
The coefficient of proportionality η is exactly the determinant of this complex. When η = 0, the kernel Kerd 2 is 2-dimensional and consists of linear combinations of a and b. It coincides with the image Im d 1 , so there are no cohomologies and complex is exact. When η vanishes, the kernel Kerd 2 becomes 3-dimensional and the image Imd 1 stays 2-dimensional, so 3 -2 = 1-dimensional cohomologies appear and complex fails to be exact. Thus, η indeed allows to distinguish between exact and non-exact complexes. Determinant can be written through the components in 3 different ways:
Equivalence of these three representations follows from the nilpotency condition
−→ L 3 with dimensions of linear spaces l = (1, 3, 2) . Its Euler characteristic is equal to 1 − 3 + 2 = 0. The first differential sendŝ
where x is a scalar from L 1 and a is some constant 3-vector from L 2 . The second differential sendŝ 
with nilpotency condition a b = a c = 0
i.e, a is orthogonal both to b and to c. This implies, in complete analogue with the previous example, that the vector product b × c is proportional to a:
The coefficient of proportionality η is exactly the determinant of this complex. When η = 0, the kernel Kerd 2 is 1-dimensional and consists of vectors, proportional to a. It coincides with the image Imd 1 , so there are no cohomologies and complex is exact. When η vanishes, b and c become collinear and the kernel Kerd 2 -by definition, the space of all vectors, orthogonal to b and c -becomes a 2-dimensional plane. The image Imd 1 stays 1-dimensional, so 2 -1 = 1-dimensional cohomologies appear and complex fails to be exact. Thus, η indeed allows to distinguish between exact and non-exact complexes. Determinant can be written through the components in 3 different ways:
Again, equivalence of these three representations follows from nilpotency conditions
−→ L 3 with dimensions of linear spaces l = (2, 4, 2) . Its Euler characteristic is equal to 2 − 4 + 2 = 0. The first differential sendŝ
where x is a 2-vector from L 1 and a, b is a pair of 4-vectors from L 2 . The second differential sendŝ
where y, p and q are 4-vectors from L 2 and the right hand side is a 2-vector from L 3 . As one can see, in this example linear maps d 1 and d 2 are parametrized by a, b and p, q, respectively. Their composition iŝ
with nilpotency condition a p = a q = b p = b q = 0 Such constraints are quite typical for calculations with 4-vectors. Notice, that
is antisymmetric in µ, ν and satisfies relations
due to nilpotency. Another antisymmetric combination, which satisfies the same relations, is ǫ µναβ a α b β due to complete antisymmetry of the ǫ-tensor. Consequently, one must be proportional to another:
The coefficient of proportionality η is exactly the determinant of this complex. When η = 0, the kernel Kerd 2 is 2-dimensional and consists of linear combinations of a and b. It coincides with the image Imd 1 , so there are no cohomologies and complex is exact. When η vanishes, p and q become collinear and the kernel Kerd 2 -by definition, the space of all vectors, orthogonal to p and q -becomes a 3-dimensional (hyper)plane. The image Imd 1 stays 2-dimensional, so 3 -2 = 1-dimensional cohomologies appear and complex fails to be exact. Thus, η indeed allows to distinguish between exact and non-exact complexes.
Determinant can be written through the components in 6 different ways:
As usual equivalence of all these representations follows from the nilpotency conditions. We do not include a visualization here: a picture of orthogonal vectors in four dimensions is not very illuminating. Determinant is equal to the ratio of two "white" minors: Minor 3×3 Minor 2×2 .
The case
−→ L 3 with dimensions of linear spaces l = (n, n + m, m). Its Euler characteristic is n − n − m + m = 0. The first differential sendŝ
where A ij is a n × (n + m) matrix, i.e, index i runs from 1 to n and index j runs from 1 to (n + m). The second differential sendsd Tensor M A does so due to nilpotency conditions, and M B due to complete antisymmetry of the ǫ-tensor. Consequently, just like it was in the previous example, one must be proportional to another
since it is the only way to satisfy such a restrictive set of conditions. In components we have
The coefficient of proportionality η is exactly the determinant of this complex. When η = 0, the kernel Kerd 2 is n-dimensional. It coincides with the image Imd 1 , so there are no cohomologies and complex is exact. When η vanishes, all minors of B vanish, so the kernel Kerd 2 becomes n + 1 dimensional. The image Imd 1 stays n-dimensional, so 1-dimensional cohomologies appear and complex fails to be exact. Thus, η indeed allows to distinguish between exact and non-exact complexes.
Determinant can be written through components in C n n+m = (n + m)!/n!/m! different ways:
that is the number of components of antisymmetric tensor with n indices running from 1 to n + m. In other words, that is the number of ways to choose n items i 1 , . . . , i n out of n+m possibilities. Equivalence of these ways, as we have shown, follows from the nilpotency conditions. On the practical level, different ways correspond to different choices of rows and coloumns (an illustration is shown on Fig. 5 ).
−→ L 4 with dimensions of linear spaces l = (n, n + m, m + k, k). Its Euler characteristic is n − n − m + m + k − k = 0. The first differential sendŝ
where A ij is a n × (n + m) matrix, i.e, index i runs from 1 to n and index j runs from 1 to (n + m). The second differential sendsd 2 : y i → B ij y j where B ij is a (n + m) × (m + k) matrix, i.e, index i runs from 1 to (n + m) and index j runs from 1 to (m + k). The third differential sendsd
The relevant minors of matrices A, B, C are They are given by explicit expressions with ǫ-tensors:
This is easy: both expressions vanish when contracted with
and both are antisymmetric separately in i 1 . . . i n and in j 1 . . . j m . Consequently, they are proportional, since it is the only way to satisfy such a restrictive set of conditions. The coefficient of proportionality η is exactly the determinant of this complex. When η = 0, matrices A and C have the full rank, what assures that there is no cohomology. When η vanishes, either all minors of A vanish or all minors of C vanish, cohomologies appear either in the first or in the third term, and complex fails to be exact. Thus, η indeed allows to distinguish between exact and non-exact complexes.
Determinant can be written through components in C n n+m C m m+k different ways:
that is the number of ways to choose n items i 1 , . . . , i n out of n + m possibilities and m items j 1 , . . . , j m out of m + k possibilities. Equivalence of these ways, as we have shown, follows from the nilpotency conditions. On the practical level, different ways correspond to different choices of rows and coloumns (an illustration is shown on Fig. 6 ).
The general case
−→ L p with dimensions of linear spaces
where k 0 and k p are by definition zero. Its Euler characteristic is equal to
In fact, it is the general form of a complex with vanishing Euler characteristic. Differentials send
where d m ij is a l m × l m+1 matrix, i.e. the index i runs from 1 to l m and index j runs from 1 to l m+1 . In this way our complex is represented by a sequence of rectangular matrices. Compositions are equal tô
Just like we did in our previous examples, consider the minors of matrices d 1 , . . . , d p−1 : where each σ i ⊂ 1, 2, . . . , l i is an arbitrary set of indices of length σ i = k i−1 . They are given by explicit (although a little unwieldy) expressions with ǫ-tensors, just like in the previous examples:
Let us show, that
This is easy: both sides vanish if contracted with matrices d i (just like in the previous examples, either due to nilpotency relations or due to complete antisymmetry of ǫ-tensors) and both sides are antisymmetric under permutations of indices inside sets σ i . These constraints are very restrictive: any two solutions of these constraints must be proportional to each other. The coefficient of proportionality is either equal to determinant of this complex or equal to inverse determinant of this complex, depending on the number of terms p. The easiest way to determine this sign is to notice, that the rightmost differential d p−1 should enter the expression for differential in numerator, not in denominator. Consequently,
or, in a slightly more convenient form, 
Degree of determinant
As follows from (3.3) and from the fact, that minor M i has size k i , resultant has degree
in coefficients of the differential operators. In terms of dimensions, we have (3.4) 3.4 How to calculate determinant of complex: concise summary
For reference reasons and also for those, who need to calculate a determinant of their own complex and do not want to spend their time on reading the previous sections, in this section we give a short clear procedure how to calculate a determinant of arbitrary complex
Select a basis in each linear space, then complex is represented by a sequence of rectangular matrices. The l i × l i+1 matrix d i has l i rows and l i+1 coloums. The determinant of complex
is constructed from minors of these matrices as follows. Take basis vectors in the linear space L i as a set 1, 2, . . . , l i
Select arbitrary subsets σ i ⊂ 1, 2, . . . , l i which consist of
Define conjugate subsets
elements. Calculate minors M i = the minor of d i , which occupies rows σ i and coloumns σ i+1
The determinant of complex equals 3.5) In fact, this answer does not depend on the choice of σ i . More details are given in the previous section.
Koszul complexes
After discussing the general theory of complexes and and their determinants, we return to Koszul complexes, relevant to the theory of resultants. The basic objects were already mentioned in the Introduction to the present paper. Consider a polynomial map of type n|r f :
i.e, of degree r in n variables:
Complement the commuting variables
with anti-commuting variables θ 1 , θ 2 , . . . , θ n :
and consider polynomials, depending both on x 1 , . . . , x n and θ 1 , . . . , θ n . Denote through Ω(p, q) the space of such polynomials of degree p in x-variables and degree q in θ-variables. Their dimensions are
The degree q can not be greater than n, since θ are anti-commuting variables. Koszul differential, built from f , is a linear operator which acts on these spaces by the rulê
and is automatically nilpotent:
giving rise to the following Koszul complex:
Thus, for one and the same operatord there are many different Koszul complexes, depending on single integer parameter R -the x-degree of the rightmost space. Using the formula (4.1) for dimensions, it is easy to write down all of them. For example, the tower of Koszul complexes for the case 3|2 is where p = 1 + [R/r] is the number of terms in the complex. The main fact, announced already in the title of this paper, is that determinant of Koszul complex is equal to the resultant of the original map:
Note, that determinant of a complex is generally a rational function; however, Koszul complexes are very special complexes, and their determinants turn out to be polynomials (actually, the resultants of the underlying maps f ). Despite the importance of this mathematical theorem, we do not include its proof into this text, it can be found, for example, in the book [5] . Instead of a proof, we give a number of illustrations and examples, which do not require any background in homological algebra. The simplest way to understand the relation (4.2) is to notice, that determinant has the same degree in coefficients of f 1 , . . . , f n as resultant. Indeed, substituting (4.1) into (3.4) we obtain
i.e. if determinant is defined, its degree equals to degree (2.3) of the resultant:
where the coefficient of proportionality C has degree 0. Since determinant of Koszul complex is polynomial rather than a rational function [5] , C is just a constant and does not depend on anything. This justifies (4.2) . The second, even more direct, way to establish the relation between resultant and determinant of Koszul complex, is to consider the rightmost differential in the Koszul complex:
which acts on these spaces as
and is represented by nC x 2 , . . . , x n ) = 0 becomes solvable, i.e. a vector v 1 , . . . , v n exists, such that all f j v 1 , . . . , v n = 0. As a consequence, there is a nC for their Euler characteristics χ R . They are quite interesting: for r = 2, they coincide with binomial coefficients (as one can see in the reference tables), thus for r > 2 they provide a generalization of binomial coefficients. Using exactly the same contour integral trick, we obtain This case is very important in resultant theory, for a number of reasons. First of all, it is the simplest example of multidimensional (n > 2) resultants. At the same time, it is quite a representative example. R 3|2 (F 1 , F 2 , F 3 ) is a homogeneous polynomial of degree 3 · 2 2 = 12 in a ij , b ij , c ij . If completely expanded, this polynomial consists of 21894 monomials and takes 30-50 pages of A4 paper, depending on the font, to write it down. It is quite amazing, that such a simple system of equations has such an enormously lengthy consistency (solvability) condition. Today we know, that these 21894 terms are in fact controlled by various hidden structures [6, 21] . Explicit knowledge of these structures allows to write down R 3|2 in a reasonably short form. Koszul complex, which represents R 3|2 through several matrices of small size, is historically the first example of such a structure.
As usual, Koszul differential isd
The tower of Koszul complexes is This particular formula corresponds to the choice of columns 1, 2 and 5 in the first matrix, but the resultant, of course, does not depend on this choice: any other three columns will do. One only needs to care that determinant in the denominator does not vanish. If it is non-zero, then the upper minor is divisible by the lower minor, and the fraction is equal (up to sign) to the resultant. Alternative complex is the second complex with vanishing χ, that corresponds to R = 5:
Ω(1, 2) → Ω(3, 1) → Ω (5, 0) It has dimensions 9 → 30 → 21. If we select a basis in Ω(1, 2) as {x 1 θ 2 θ 3 , x 1 θ 1 θ 3 , x 1 θ 1 θ 2 , x 2 θ 2 θ 3 , x 2 θ 1 θ 3 , x 2 θ 1 θ 2 , x 3 θ 2 θ 3 , x 3 θ 1 θ 3 , x 3 θ 1 θ 2 } a basis in Ω(3, 1) as {x
Conclusion
This paper is a brief review of three important notions of tomorrow's mathematical physics: determinant of linear complex, resultant of non-linear map and Koszul complex. Each of them has a its own value and large domain of potential applications. Remarkably, they are interrelated: resultant is a determinant of a Koszul complex. We gave a number of simple illustrations to this general theorem which do not require any preliminary knowledge, but reveal all essential nuances and ambiguities. Still further simplification of this presentation would be important for making these technical means into a nicely developed and widely used tool of theoretical physics and string theory.
