Analyse de stabilité linéaire globale d'écoulements compressibles : application aux interactions onde de choc / couche limite. by Guiho, Florian
Analyse de stabilite´ line´aire globale d’e´coulements
compressibles : application aux interactions onde de
choc / couche limite.
Florian Guiho
To cite this version:
Florian Guiho. Analyse de stabilite´ line´aire globale d’e´coulements compressibles : applica-
tion aux interactions onde de choc / couche limite.. Me´canique des mate´riaux [physics.class-
ph]. Ecole nationale supe´rieure d’arts et me´tiers - ENSAM, 2015. Franc¸ais. <NNT :
2015ENAM0003>. <tel-01195722>
HAL Id: tel-01195722
https://pastel.archives-ouvertes.fr/tel-01195722
Submitted on 8 Sep 2015
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
	


	

	
		
	
	
	
		
	




	

	
				 !""#	$
##		%		&	"	

	
'()

	 	*#
!+,	(#	-	
(#		.	/	%0
		 !1	#23,)
"#
	$
 !	42


'
(
)
1
5+	,6)(%&	'	%&(	$%)	&	 &	
5	(

%
*		 	 %+,-./% .
((		
5
	
,%" 
		 	 
",.%)0%
	 .
((		
5+	2,)2%
*		 	 %+,-./% -1
$
	
51	#23,)%&	'	%23%/		&
	0 %&
	 -1
$
	
5	42%
*	'	%23%"	
	,

/		-1
$
	
51	)2
)%		 	 %	
	%",- 
1

« Jusqu’à quel point les difficultés extrêmes justifient-elles des moyens extrêmes ? »,
se demandait Walter Bonatti. L’homme a démontré qu’avec la technologie il est
capable de construire ce qu’il se propose. Mais cela a-t-il un sens ? Nous devons
apprendre à vivre avec moins, avec ce dont nous avons besoin pour pouvoir être les
plus humains possible, nous adapter au maximum à l’environnement, à la nature. Notre
force, ce sont nos pieds, nos jambes et notre corps, notre esprit. »
K. Jornet
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Notations
u vitesse longitudinale
v vitesse transverse
ρ masse volumique
T température
u vecteur vitesse
p pression
E énergie interne
Ω valeur propre
ωr pulsation propre
ωi taux d’amplification
X = (x,y,z)T vecteur position
q vecteur d’état
qb vecteur d’état, solution d’équilibre (champ de base, champ porteur)
q′ vecteur d’état, solution perturbée
µ viscosisté dynamique du fluide
µt viscosisté dynamique turbulente du fluide
ci célerité du son dans un milieu i
Cf coefficient de frottement
Cp coefficient de pression parietale
Lref longueur de réference
M nombre de Mach
Re nombre de Reynolds
Reδ∗ nombre de Reynolds basé sur l’épaisseur de déplacement de la couche limite à l’entrée
ReL nombre de Reynolds basé sur Lref
Re∞ nombre de Reynolds basé sur les conditions à l’infini et pour une longueur de référence de 1
uf vitesse de frottement
y∗ ≡ ν/uf unité de paroi (longueur élémentaire de la couche limite)
y+ = y/y∗ distance adimensionnée à la paroi
δ∗ épaisseur de déplacement de couche limite
δ épaisseur de couche limite
θ épaisseur de quantité de mouvement de couche limite
Stδ∗ nombre de Strouhal basé sur δ∗
StL nombre de Strouhal basé sur Lref
Uref vitesse de référence
ρref masse volumique de référence
Tref température de référence
λ longueur d’onde
γ rapport des chaleurs spécifiques
Chapitre 1
Introduction
1.1 Contexte
Le 4 octobre 1957, le premier satellite mit en orbite par l’homme resta 92 jours autour
de notre planète. Depuis cette date, de nombreux satellites ont été mis en orbite afin de
répondre aux différents besoins de télécommunications, de géolocalisations, mais également
pour les secteurs de recherche et le domaine militaire. On compte aux alentours de 900
satellites actifs dans l’espace, et 3 fois plus de satellites non fonctionnels. L’utilisation d’un
lanceur pour mettre en orbite plusieurs satellites a été un enjeu économique et technique
pour les différentes agences spatiales. Depuis la création du projet ARIANE et son premier
lancement en 1979, l’amélioration des lanceurs (figure (1.1)) a permis de multiplier par 5
la charge utile (masse totale des satellites embarquée dans la fusée) mise en orbite. Ces
résultats ont pu être atteint grâce à l’amélioration des caractéristiques aérodynamiques des
lanceurs et notamment des systèmes de propulsions.
Figure 1.1 – Évolution des lanceurs Arianes (source : Arianespace / CNES / ESA)
Les tuyères des moteurs de fusée sont ainsi conçues avec un rapport de sections impor-
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tant pour permettre une forte détente des gaz. En ce qui concerne Ariane 5, le rapport de
section du moteur de l’étage principal est passé de 45 pour le moteur Vulcain à 60 pour le
moteur Vulcain 2 (figure (1.2)). En fonction de la pression régnante dans le milieu ambiant
(Pa) et de celle en sortie de tuyère (Ps), on peut distinguer trois différents régimes de
fonctionnement :
– Pa > Ps on parlera de régime de sur-détente
– Pa = Ps on parlera de régime adapté
– Pa < Ps on parlera de régime de sous-détente
Figure 1.2 – Moteur Vulcain 2
Lors du décollage de la fusée Ariane 5, ce sont
les deux boosters latéraux qui sont en charge de la
poussée, le moteur de l’étage principal ne partici-
pant qu’à 10% de cette dernière. En effet, le mo-
teur Vulcain joue son rôle en altitude, autrement dit
une fois qu’il fonctionne dans un régime adapté ou
de sous-détente. Néanmoins, d’un point de vue de
la sécurité et au vu de la difficulté de l’allumage
du moteur Vulcain, ce dernier est allumé au sol. En
contrepartie, lors de cette phase de décollage, la pres-
sion dans la chambre de combustion est inférieure
à la pression ambiante, la tuyère fonctionne donc
en régime de sur-détente. Une dynamique instation-
naire complexe se met alors en place au sein de la
tuyère, entraînant une perte de symétrie de l’écou-
lement qui donne naissance à des efforts mécaniques
sur la tuyère elle-même. Ce genre de phénomène a
également été rencontré en URSS et aux USA lors
de la mise au point du moteur du second étage du
lanceur ENERGIA et du moteur principal du lan-
ceur ATLAS. Ces efforts, appelés charges latérales,
sont préjudiciables pour la structure de la tuyère et par conséquent pour le moteur. Au-
jourd’hui, l’ajout de raidisseurs au niveau de la tuyère permet une maîtrise de ces charges
latérales, afin d’assurer le succès des différents lancements. Néanmoins, la cause exacte de
la perte de symétrie et des phénomènes physiques associés aux instationnarités restent mal
connus.
C’est dans cette problématique que s’inscrit le groupe ATAC (Aérodynamique des
Tuyères et Arrière Corps) dirigé par le CNES (Centre National d’Études Spatiales).
Sa mission première est d’étudier la phénoménologie liée à l’apparition de ces charges
latérales. Lors du démarrage du moteur, la tuyère étant non adaptée, l’écoulement au
sein de la tuyère n’est pas totalement supersonique. Il s’ensuit l’apparition d’un choc de
recompression à l’intérieur de la tuyère qui en venant interagir avec la couche limite va
causer son décollement. Deux configurations sont alors possible. La couche limite décolle
sans recoller, on parlera de décollement libre (ou FSS : Free Shock Separation), ou la
couche limite décolle puis recolle, on parlera de décollement restreint (ou RSS Restricted
shock Separation). Bien que l’écoulement au sein de cette dernière soit bien plus complexe,
avec notamment des effets thermodynamiques, il semblerait que l’écoulement généré par
l’interaction entre une onde de choc et une couche limite turbulente soit à l’origine de
ces instationnarités. En particulier, on peut observer un battement basse fréquence se
distinguer des échelles turbulentes de la couche limite. L’intérêt industriel pour ce type
d’écoulement a suscité de nombreuses études expérimentales et numériques depuis plus
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d’un demi-siècle. En effet, ce type de configuration se retrouve dans de nombreux domaines
de l’aéronautique tels que :
– des prises d’air de turboréacteur (figure 1.3(a))
– l’écoulement en bout de pales de compresseur (figure 1.3(b))
– l’écoulement transsonique au niveau de l’extrado d’un profil d’aile (figure 1.3(c))
– l’écoulement au sein d’une tuyère sur-détendue (figure 1.3(d))
(a) Prise d’air du concorde (document Onera) (b) Aubes de turbomachine (document Collège
militaire royal du Canada)
(c) Profil d’ail en transsonique (document
Onera)
(d) Tuyère sur-détendue (document Onera)
Figure 1.3 – Différentes configurations d’interaction onde de choc / couche limite
L’ensemble de ces recherches ont eu pour objectif d’analyser et de comprendre les
mécanismes mis en jeu dans ce type de configurations afin de prédire ou de contrôler ces
écoulements. Les études expérimentales et numériques réalisées jusqu’à présent ont permis
de mettre en évidence nombre de phénomènes liés à ces écoulements. Malheureusement,
bien que la dynamique basse fréquence fut observable lors de ces différentes études, son
origine reste encore mal comprise.
1.2 À la recherche de l’origine du phénomène basse fréquence
1.2.1 L’interaction onde de choc / couche limite
L’origine de la dynamique basse fréquence, dans les différentes configurations d’écou-
lements énumérées précédemment, reste un enjeu important. En effet, le phénomène de
battement basse fréquence du choc coïncide avec une perte de performance aérodynamique
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des différents systèmes. Afin de comprendre et d’identifier son origine, de multiples configu-
rations expérimentales ont vu le jour, dans le but de reproduire les écoulements en souﬄerie.
Parmis les configurations d’interactions onde de choc/couche limite les plus étudiées à ce
jour, nous retrouvons :
– “la réflexion de choc”
– “la rampe de compression”
– “l’interaction avec un choc droit”
Les résultats des études expérimentales et numériques de ces différentes configurations
permettent de mettre en évidence le phénomène basse fréquence de ce type d’écoulement.
Bien que de nombreuses hypothèses aient vu le jour pour expliquer la phénoménologie du
battement, aucune n’a encore été réellement validée.
1.2.1.1 L’interaction par réflexion de choc
Lorsque un choc oblique d’origine extérieur pénètre dans une couche limite (figure
(1.4(b))), il se produit un épaississement de cette dernière, suite au gradient de pression
adverse imposé par le choc. Suivant l’intensité du choc incident, il est possible que la
couche limite décolle, on observe alors une zone de recirculation au niveau de l’impact. Cet
épaississement, ou ce décollement, impose en amont du choc une déviation de l’écoulement.
Cette dernière est alors à l’origine d’une zone de compression entraînant la formation d’un
second choc en amont, on pourra parler de “choc de décollement” ou de “choc réfléchi”. En
aval du choc incident, l’épaisseur de la couche limite diminue au travers d’une détente qui
est associée au recollement de la couche limite. Expérimentalement, l’onde de choc oblique
incidente est imposée par un générateur de choc. Ce dernier peut être modélisé comme
sur la figure ??, où l’on peut observer la présence d’une plaque biseautée imposant une
déflexion de l’écoulement amont. L’intensité du choc oblique va ainsi dépendre de l’angle
de déflexion imposé par la plaque.
(a) Schéma de principe du générateur de choc (Pi-
ponniau [125])
(b) Représentation de la configuration de l’inter-
action par réflexion de choc
Figure 1.4 – L’interaction par réflexion de choc
Les expérimentations misent en place dans la souﬄerie de l’IUSTI (InstitutUniversitaire
des Systèmes Thermiques Industriels, Aix-Marseille), sur l’interaction par réflexion de choc
avec une couche limite amont turbulente, montrent bien un caractère instationnaire basse
fréquence (Dupont et al. [49]). L’observation des fluctuations de pression à la paroi ainsi
que des vitesses dans la couche limite amont, illustre les différentes gammes de fréquence
dans un tel écoulement. La figure (1.5), montre la répartition de l’énergie des fluctuations
de pression pariétale en fonction de la fréquence, le long de l’interaction. On observe que la
couche limite amont possède son énergie dans une gamme de fréquences comprise entre 104
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et 105 Hz, alors qu’au voisinage du choc (X∗ = 0), la gamme de fréquences est inférieure
de deux décades, entre 102 et 103 Hz. L’équipe de L’IUSTI a notamment réalisé cette
Figure 1.5 – Densité spectrale de puissance (PSD) de la pression le long de l’interaction
pour un angle de déflexion de 8°0 (Dupont et al. [49])
étude pour différents angles de déflexions :
– 5°5 correspondant à un décollement naissant, figure 1.6(a)
– de 7°0 à 9°5 correspondant à des états décollés, figure 1.6(b)
Afin de comparer les interactions ayant des angles de déflexions différents, Dupont et al. [49]
utilise une fréquence adimensionnée, basée sur la longueur d’interaction L, qui représente
la distance entre les points d’impacts théoriques des chocs incident et réfléchi sur la plaque
plane, et la vitesse, U1, de l’écoulement en aval du choc incident (figure (1.8)). Ce nombre
de Strouhal s’écrit :
St =
f · L
U1
(1.1)
où f représente la fréquence. Les résultats, figure (1.7), montrent que la fréquence adi-
mensionnée du mouvement du choc réfléchi vaut St ≈ 0.03 pour les cas d’interactions avec
décollement. On retrouve des traces de cette fréquence au niveau du point de recollement
mais l’essentiel de l’énergie est fourni par les structures tourbillonnaires de type Kelvin-
Helmholtz se développant dans la couche de cisaillement. Ces dernières ont une gamme de
(a) Interaction avec décollement naissant (b) Interaction pleinement décollé
Figure 1.6 – Représentation d’un écoulement présentant un décollement naissant et un
pleinement séparé (d’après Délery [57])
fréquences adimensionnées aux alentours de St ≈ 0.5, dans cette partie de l’écoulement.
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Dussauge et al. [55] ont montré que pour un large ensemble de configurations d’interaction
(rampes, réflexions, corps émoussés, tuyères sur détendues), la fréquence adimensionnée
du mouvement du choc se trouve toujours aux alentours de St ≈ 0.03. Ces résultats, bien
qu’intéressants parce qu’ils montrent que la fréquence d’oscillation du choc est proportion-
nelle à une dimension longitudinale, ne permettent pas de déterminer l’origine de la basse
fréquence.
Figure 1.7 – PSD adimensionnée de la
pression pour différent angle d’interaction
(Dupont et al. [49])
Figure 1.8 – Représentation géométrique
de l’interaction (Agostini [3])
1.2.1.2 L’interaction par rampe de compression
Comme dans le cas d’une réflexion de choc, la déviation de l’écoulement par la rampe
va entraîner l’apparition d’une zone de compression en amont. À partir d’un certain angle
de la rampe, cette zone va voir apparaître un choc similaire au “choc de décollement” de
la réflexion de choc. En dessous d’un certain angle de déviation, l’écoulement présentera
un décollement naissant, figure (1.9(a)), c’est-à-dire sans zone de recirculation. Pour un
nombre de Mach infini amont,M∞ = 2.85, et lorsque l’angle de la rampe dépasse 16°, Spaid
et Frishett [164] ont observé l’apparition d’une zone de recirculation, ainsi qu’un système
de double choc, figure (1.9(b)). De même que pour la réflexion de choc, le choc secondaire
entraîne le décollement de la couche limite, alors que le choc principal impacte au niveau de
la zone la plus déviée de la couche limite. Les travaux des auteurs précédents ont montré une
particularité du système double choc. En effet, une augmentation de l’angle de la rampe
entraîne une augmentation linéaire de l’angle principal, autrement dit de son intensité,
alors que l’angle du choc de décollement reste constant. Quelque soit la configuration
géométrique, la zone de recirculation et les mouvements du choc, sont instationnaires et
mettent en jeu des fréquences caractéristiques, avec notamment une basse fréquence autour
de St ≈ 0.03.
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(a) Interaction avec décollement naissant (b) Interaction pleinement décollé
Figure 1.9 – Représentation d’un écoulement présentant un décollement naissant et un
pleinement séparé de l’interaction onde de choc/couche limite sur rampe (Agostini [3]).
1.2.1.3 L’interaction avec un choc droit
L’interaction entre un choc droit et une couche limite à également été étudiée, notam-
ment dans la configuration d’un écoulement transsonique autour d’un profil d’aile. Pour ce
type d’écoulements ouverts, l’apparition d’une dynamique basse fréquence du mouvement
du choc (i.e entrée en tremblement) diminue les performances aérodynamiques de l’aile. Les
premières expériences menées afin de comprendre ce phénomène ont été réalisées par Mc-
Devitt et Okuno [111]. Ces auteurs ont déterminé la frontière d’entrée en tremblement d’un
profil NACA0012. Ce sujet à également fait l’objet de nombreuse recherche par le biais de la
simulation numérique. En particulier, Barakos et Drikakis [12], Chung et al. [32] ont essayé
de retrouver numériquement les résultats de McDevitt et Okuno [111] . Une campagne
d’investigation a été réalisée à l’ONERA (Office National d’Etudes et de Recherches
Aérospatiales), sur un profil supercritique, l’OAT15. Une comparaison entre les études en
souﬄerie réalisé par Jacquin et al. [83], les simulations RANS (Reynolds Average Navier
Stokes) instationnaires de Brunet et al. [24], et les simulations DES (Detached Eddy
Simulation) de Deck [40] a été réalisée pour différents angles d’attaque. Bien que certaines
différences apparaissent entre les résultats expérimentaux et les résultats numériques, il
faut noter la présence d’une basse fréquence, aux alentour de 75Hz pour toutes ces études.
Des cas d’interactions pour des écoulements fermés ont été réalisés par Sajben et al. [153]
[150] [149] entre 1977 et 1986. Ces études sont menées sur un écoulement transsonique au
sein d’une tuyère à section rectangulaire. Le choix du type de section a été motivé par
la simplicité de mise en œuvre des dispositifs expérimentaux. Ces données expérimentales
représentent une banque de données de référence pour des écoulements décollés en régime
transsonique dans des diffuseurs. Ces études trouvent un intérêt dans la compréhension des
dégradations des performances des entrées d’air de statoréacteur par la présence de fluc-
tuations de pression. Deux types de régime ont été étudiés. Le premier, dit d’interaction
de choc faible, montre un décollement se produisant très en aval du pied choc. Le second,
dit d’interaction de choc fort, voit le décollement, d’une part plus important mais, surtout
situé au niveau du pied de choc, caractérisé par une structure en lambda. Ces travaux ont
illustré le caractère fortement fluctuant des décollements étendus sans excitation externe.
Ces deux études montrent également la complexité des structures de chocs pour des
écoulements transsoniques. Dans les deux, cas nous retrouvons un choc dont le pied possède
une structure en lambda.
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choc oscillation
(a) Écoulement autour d’un profil d’aile de type NACA0012
choc oscillation
(b) Écoulement dans une tuyère à section rectangulaire, utilisée pour les études de Sajben
Figure 1.10 – Visualisation schlieren pour deux écoulements transsoniques avec une dy-
namique basse fréquence du mouvement du choc
Aux travers de ces différents cas impactés par ce phénomène basse fréquence, on peut
distinguer deux familles de théories sur l’origine de la basse fréquence. La première met
en avant la réceptivité du choc par rapport aux conditions de l’écoulement extérieur ; la
seconde implique la dynamique de la zone de recirculation de la couche limite décollée, le
mouvement du choc étant une conséquence de cette dernière.
1.2.2 Instabilité due au choc
Une première hypothèse, apparue dans les années 90, cherchait à montrer que le choc
était intrinsèquement instable et qu’il était le seul responsable de l’instationnarité basse
fréquence. Cette hypothèse fut invalidée par Robinet & Casalis [142], qui ont montré que
le choc est un système stable qui se comporte comme un filtre passe-bas à la traversée
d’une perturbation. Ils montrent également que dans le cas d’un choc avec décollement,
ce dernier joue le rôle d’un amplificateur sélectif de bruit. Ainsi, une seconde hypothèse
impute l’origine de la basse fréquence observée expérimentalement à l’interaction de cer-
taines structures turbulentes, de grande dimension, provenant de la couche limite amont
avec le choc (Plotkin [129] ; Andreopoulos & Muck,[6] ; Dolling & Brusniak [46] ; Beresh
et al. [18]). Les expériences de Ganapathisubramani et al. [64] et les simulations Ringuette
et al. . [139] ont permis de mettre en évidence la présence de larges structures longitu-
dinales, dont la taille se situe entre 10δ0 et 30δ0, δ0 étant la hauteur de la couche limite
amont. Ce type de structures a également été observé pour des couches limites turbulentes
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subsoniques (Kim & Adrian [87] ; Adrian et al. [2] ; Marusic et al. [110] ; Marusic [109]). De
nombreuses études (Beresh et al.,[18] ; Ganapathisubramani et al., [65][66] ; Humble [79])
montrent une forte corrélation entre les mouvements du pied de choc et les fluctuations de
la couche limite comme illustré par Beresh et al. [18], figure (1.11). Dans ce cadre, Touber
& Sandam [182] ont montré, à travers la dérivation d’un modèle analytique modélisé par un
post traitement de larges base de données numériques, que le système choc/couche limite
est équivalent à un filtre passe bas du premier ordre. Néanmoins, bien qu’ils illustrent la
nécessité d’un forçage associé à ce système, la couleur de ce dernier et la forme n’imputent
pas sur la réponse basse fréquence. Un caractère intrinsèque peu dépendant de la coloration
du bruit extérieur et/ou encore des structures turbulentes de la couche limite amont, est
ainsi supposé par les auteurs pour décrir le battement basse fréquence. Ainsi, le caractère
Figure 1.11 – Représentation de l’influence des structures en amonts du choc par Beresh
et al. [18]
amplificateur sélectif de bruit de type passe-bas du choc, privilégierait ce type de super-
structures, ce qui engendrerait le caractère instationnaire basse fréquence de l’interaction.
Cependant, des études pour des nombres de Reynolds plus faibles (Thomas et al. [178] ;
Dupont et al. , [49], [50] ; Wu & Martin [188]), n’ont pas permis de confirmer la corrélation
entre l’état de la couche limite amont et les mouvements à basse fréquence du choc.
1.2.3 Instabilité de couche limite décollée
La recherche dans l’optimisation des performances aérodynamiques dans le domaines
de l’aéronautique a été un enjeu important dans l’étude de la stabilité des écoulements.
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Notamment, l’existence d’une dynamique basse fréquence pour des écoulements décollés
a été porteur de nombreuses études. En effet, les études de tels phénomènes, notamment
sur des profils d’aile en incidence à faible vitesse, ont débuté dans les années 1950. Les
premières expériences et travaux théoriques de thèse de Gaster [69] constituèrent une clas-
sification fondamentale, donnant lieu à l’analyse de la structure et du comportement de
deux variétés de bulles, les courtes et les longues. À partir d’une certaine incidence du
profil, on observera une zone de recirculation naissante au bord d’attaque. Cette dernière,
appartenant à la famille des bulles courtes, est caractérisée par une faible zone de recir-
culation. En augmentant l’incidence du profil, ou en diminuant la vitesse, cette bulle va
progressivement s’élargir pour finalement appartenir à la famille des bulles longues. Ce phé-
nomène est communément appelé phénomène de bursting. Les études réalisées par Gaster
montrent que suivant le type de décollement, la stabilité de la couche limite décollée est
différente. Dans le cas d’une bulle courte, la présence d’un point d’inflexion le long du
profil décéléré puis décollé entraîne la déstabilisation de l’écoulement par une instabilité
de type Kelvin-Helmholtz. Les travaux expérimentaux de Dogval [45] et les DNS (Direct
Numerical Simulation) de transition contrôlée de Rist & Maucher [140] confirmèrent ce
mécanisme. Dans le cas d’une bulle longue, l’apparition d’une dynamique basse fréquence
propre à l’écoulement n’a pas permis à l’auteur de caractériser le mécanisme de désta-
bilisation. À la suite de ces travaux, les nombreuses études réalisées pour investiguer le
phénomène ont donné lieu à une multitude de spéculations sur l’origine du mécanisme.
Avant de réaliser un inventaire de ces théories, il est important de définir les notions
d’instabilités convectives et absolues dans le cas d’écoulements ouverts (Huerre & Monke-
witz [77]). Pour cela, nous regardons la réponse d’un écoulement à une impulsion localisée
en espace et en temps. Deux scénarios peuvent être mis en avant. Si l’énergie injectée est
advectée tout en s’amplifiant en temps, suivant la direction de l’écoulement, on parlera
d’écoulement convectivement instable. En l’absence de perturbations continues, ce type
d’écoulement reprendra son état initial. Un écoulement convectivement instable peut être
défini donc comme un amplificateur sélectif de bruit. Dans le cas d’une instabilité absolue,
la perturbation croît en espace et en temps de manière à contaminer tout l’écoulement.
On peut schématiser ces comportements par l’évolution en espace et en temps d’un pa-
quet d’ondes (figure 1.12). Si la poche absolue est suffisamment grande, l’écoulement se
synchronise à une fréquence, nous parlons d’instabilité globale (Chomaz [30],[31]). La per-
turbation possède alors une dynamique intrinsèque, elle n’est plus advectée dans la zone
où l’instabilité est absolue. Lorsque la zone absolument instable est suffisamment large,
l’écoulement agit comme un oscillateur auto-entrenu battant à sa fréquence propre, nous
parlerons d’instabilité globale.
Figure 1.12 – Évolution du paquet d’onde dans un plan espace/temps pour un écoule-
ment, a) convectivement stable, b) convectivement instable, c) marginalement instable, d)
absolument instable (d’après Huerre [77])
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On peut noter que les études de stabilité linéaire sont devenues des outils efficaces pour
connaître la nature des écoulements (Theofilis [171], Sipp et al. [160]).
1.2.3.1 Écoulements subsoniques
1.2.3.1.a Aspect 2D des écoulements décollés
Les études de Pauley et al. [122] et Hammond & Redekopp [70] mettent en évidence
le caractère globalement instable d’un écoulement décollé lorsque le décollement devient
trop important. Fasel & Postl [63] illustrent ces études en montrant le comportement ab-
solument instable (figure 1.13(a)) de ce type d’écoulement. Il montre qu’un phénomène de
lâcher de structure cohérentes, communément appelé “vortex shedding”(figure 1.13(b)), est
synchronisé avec la fréquence de l’instabilité globale. Marquillie & Ehrenstein [107] montre
(a) Diagramme spatio-temporel construit à partir de la valeur de
la perturbation à la paroi. Les perturbations ont ici tendance à
remonter l’écoulement, caractéristique d’une instabilité absolue.
(b) Vue instantanée du champ de vorticité représentant un lâcher de structures tour-
billonnaires.
Figure 1.13 – Simulation numérique directe de Embacher & Fasel [62] d’un décollement
de plaque plane globalement instable.
un comportement similaire pour un décollement créé géométriquement par la succession de
deux bosses. À partir d’un nombre de Reynolds critique, l’écoulement devient globalement
instable. Pour un écoulement au dessus d’une bosse, Ehrenstein & Gallaire [61] mettent
également en évidence l’existence d’un nombre de Reynolds critique, au dessus duquel
l’écoulement devient instationnaire. Ils montrent que l’écoulement est globalement instable
et présente une dynamique basse fréquence appelée “flapping”. Ils montrent que cette ins-
tationnarité est dû à une interaction entre modes globaux instable, caractérisés par des
structures tourbillonnaires le long de la couche de mélange, fréquentiellement proches. Du
point de vue des études de stabilité globale, la dynamique basse fréquence des écoulements
décollés peut trouver son origine dans un processus monomodale, ou multimodale.
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1.2.3.1.b Aspect 3D des écoulements décollés
Les études précédentes étaient focalisées sur des instationnarités bidimensionnelles.
Néanmoins, Theofilis et al. [173] rapporta une déstabilisation de l’écoulement par un mé-
canisme tridimensionnel de la bulle. Ce mode dont l’origine prend sa source dans un mé-
canisme centrifuge associé à la courbure des lignes de courant ferrées est observé dans une
large classe d’écoulement décollés :
– pour une cavité entraînée 3D par Theofilis et al. [172]
– pour l’écoulement au dessus d’une bosse par Marquillie et al. [108]
– pour une marche descendante par Beaudoin et al. [15]
– pour une aile 3D par Kitsios et al. [88]
Ce dernier aspect peut poser la question de la compétition entre les instabilités bidimen-
sionnelles et celles tridimensionnelles.
(a) Spectre issu de l’étude de stabilité global de
l’écoulement, l’axe des abscisses représente la pul-
sation et celui des ordonnées le taux d’amplifica-
tion des modes propres de l’écoulement.
(b) Iso-lignes de la vitesse transversale, du
mode instable (Ωi > 0) stationnaire de
l’écoulement
Figure 1.14 – Étude de la déstabilisation d’une couche limite décollé incompressible par
un mécanisme 3D par Theofilis et al. [173]
1.2.3.2 Écoulements transsonique/supersonique
1.2.3.2.a Une origine hydrodynamique?
Des études pour observer le comportement tridimensionnel des écoulements décollés su-
personiques ont également été réalisées. Robinet [141], montra qu’un écoulement laminaire
présentant une interaction par réflexion de choc présentait également une déstabilisation
3D stationnaire (figure 1.15(b)), similaire à l’étude incompressible. Il montra également
l’existence d’une bifurcation secondaire rendant cette dernière instationnaire à basse fré-
quence (figure 1.15(a)). Mais qu’en est il pour les écoulements turbulents ? L’origine de
la basse fréquence peut-elle être liée à un mécanisme de déstabilisation tridimensionnelle ?
À des structures tourbillonnaires le long de la couche de cisaillement ? À une dynamique
monomodale ? Ou bien multimodale ? Pour de nombreux auteurs, la couche de cisaillement
de la zone décollée représente un point clé de la dynamique basse fréquence observée au
niveau du choc. Piponniau et al. [125] ont réalisé un modèle basé sur l’échelle caracté-
ristique de délestage de la zone de recirculation associé à l’alimentation intermittente en
20
1.2 À la recherche de l’origine du phénomène basse fréquence
θ (°)
L z
30 31 32 33 340
0.5
1
1.5
2
2.5
3
3.5
3D unsteady flow
2D steady flow
3D steady flow
(a) Cartographie des caractéristiques de
l’écoulement en fonction de l’angle d’interac-
tion et de longueur transversale du domaine
(Boin et al. [21])
(b) Iso-lignes de la vitesse transversale, du mode
instable stationnaire de l’écoulement
Figure 1.15 – Étude de la stabilité tridimensionnelle d’un écoulement laminair présentant
une interaction par réflexion de choc (Robinet [141])
air frais, de cette dernière, à travers les structures tourbillonnaires le long de la couche
de cisaillement. Ce modèle a trouvé des accords pertinents avec les fréquences caractéris-
tiques observées dans divers configurations. Agostini [3] suppose que le phénomène basse
fréquence peut être lié à l’appariement non linéaire de structures tourbillonnaires fréquen-
tiellement proche qui module l’intensité globale. Dans ce cas le phénomène basse fréquence
est rattaché aux structures tourbillonnaires se développant dans la zone cisaillée. Une autre
hypothèse serait de lier ce phénomène à une instabilité propre à la bulle et non rattachée
à des échelles locales de la couche de mélange. Dans le cas d’un écoulement autour d’un
profil NACA0012, Crouch [36] fait ressortir, au travers d’une étude de stabilité linéaire, un
mode global de l’écoulement qui se déstabilise avec l’augmentation de l’angle d’attaque du
profil (figure 1.16). Ces résultats sont en accord avec les expérimentations de McDevitt et
Okuno [111], pour décrire l’angle d’attaque critique du profil NACA0012, et montrent que
le phénomène est lié à une instabilité globale linéaire.
1.2.3.2.b Une origine acoustique ?
Une autre hypothèse serait d’imputer l’origine de la dynamique basse fréquence du choc
un mécanisme de rebouclage acoustique. Pour un écoulement par réflexion de choc, Pirozzoli
[127] suppose que l’interaction entre les larges structures issues du point de décollement
et le choc incident génère de l’acoustique figure (1.17(b)). Ce rayonnement étant émis
dans une région subsonique, les ondes peuvent aussi bien se propager vers l’aval que vers
l’amont de l’écoulement. Celles se dirigeant vers l’amont provoqueraient l’oscillation du
point de décollement et a fortiori le mouvement du choc réfléchi. Pour une configuration
d’un écoulement transsonique autour d’un profil d’aile, Lee [92] émet l’hypothèse que le
rayonnement acoustique engendré par la diffraction des structures au bord de fuite, figure
(1.17(a)), serait à l’origine du phénomène de basse fréquence observé, via à un mécanisme
de rétroaction acoustique.
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(a) Évolution de la valeur propre associée au mode
golbal basse fréquence en fonction de l’angle d’at-
taque du profil. Le mode est dit instable lorsque
ωi > 0
(b) Iso-contour de la perturbation de la vitesse
longitudinale du mode propre associé à la dyna-
mique basse fréquence.
Figure 1.16 – Étude de stabilité linéaire de l’écoulement autour d’un profil d’aile de type
NACA0012 par Crouch [36]
(a) Schéma du mécanisme proposé par Lee [92] (b) Schéma du mécanisme proposé par Pirozzoli
[127]
Figure 1.17 – Schéma illustrant les hypothèses de rétroaction acoustique.
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1.2.4 Résumé et conclusion de l’état de l’art
Comme on n’a pu le voir, de multiples hypothèses ont été émises quand à l’origine de
la dynamique basse fréquence pour des écoulements comprenant une interaction entre une
onde de choc et une couche limite. pour résumer, les principales théories sont les suivantes :
– La rétroaction acoustique proposée par Lee [92] et Pirozzoli [127]. Le battement
du choc serait une réponse à une excitation acoustique.
– L’interaction des superstructures proposée par Ganapathisubramani et al., [65][66].
L’interaction entre de large structure de la couche limite amont et le choc mettrait
en mouvement ce dernier.
– Le choc se comporte comme un filtre passe bas, Touber & Sandham [182]. Le
choc répond aux excitations de la couche limite amont à basse fréquence.
– La respiration de la bulle de recirculation proposée par Piponniau et al. [125].
La zone de recirculation, alimenté par les structures tourbillonnaires de la couche de
cisaillement, grossit puis se déleste quand ça taille est trop importante. la respiration
de la zone décollée entraîne le mouvement du choc.
Parmis les différentes études présentées précédemment, une a retenu notre attention.
En effet, l’étude de stabilité linéaire réalisé par Crouch [36] a permis de mettre en évidence,
pour l’écoulement autour d’un profil d’aile, que le phénomène basse fréquence est lié à une
instabilité globale linéaire. Mais qu’en est-il des autres écoulements présentés ? C’est pour
répondre à cette question que nous avons décidé de réaliser une étude de stabilité linéaire
sur différents écoulements comportant une interaction onde de choc / couche limite.
1.2.5 Organisation du mémoire
Au cours de ce travail nous allons nous intéresser aux analyses de stabilité linéaire
globale d’écoulement, par une approche temporelle. Pour cela, nous allons commencer par
présenter les aspects théoriques de ce genre d’analyse. Puis dans un deuxième temps, je
vous présenterai les outils numériques mis en place et développé pour réaliser de tel études.
La validation de ces différents outils ce fera au travers de plusieurs cas balayant les diffé-
rentes configurations que l’on souhaite étudier. Ensuite nous partirons à l’investigation du
phénomène basse fréquence en deux étapes. La première sera l’étude d’écoulement compor-
tant une interaction entre une onde de choc oblique et une couche limite, pour représenter
le cas d’une interaction par réflexion de choc. Nous étudierons un cas laminair proposé
par Degrez 1987. Enfin la seconde partie de ce mémoire privilégiera l’étude d’écoulement
complexe, deux cas comportant une dynamique basse fréquence seront étudié. Le premier
sera l’étude du phénomène de “Buffet”sur un profil de type NACA0012, et le second sera de
réaliser une étude numérique des expériences de Sajben et al. [153] [150] [149] entre 1977
et 1986 sur une configuration de tuyère plane.
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Chapitre 2
Étude de stabilité linéaire globale :
aspect théorique et numérique
Comme on a pu le voir précédemment, une grande variété d’écoulements présentent
une dynamique fortement instationnaire. Les échelles caractéristiques de ces instationnari-
tés, en omettant celles liées au mouvement turbulent aléatoire, peuvent être rattachées à
l’émergence de structures cohérentes au sein de l’écoulement. Dans le cadre de la théorie de
la stabilité des écoulements, il est possible de mettre en évidence ces fluctuations, ainsi que
de caractériser les structures spatiales et les fréquences caractéristiques de ces dernières.
Dans ce mémoire, nous proposons d’aborder l’étude de ces structures cohérentes, les seuils
d’apparition, les échelles spatiales et temporelles, par une théorie de stabilité linéaire.
2.1 Dynamique linéaire : état d’équilibre, comportement ré-
sonateur et amplificateur
Pour réaliser cette étude, nous partons du principe que tous les écoulements que nous
souhaitons étudier peuvent être décrits par une approche linéarisée, des équations de Navier
Stokes ou des équations RANS, bien que la partie convective de ces dernières rendent ces
systèmes fortement non-linéaires. Ainsi, nous partons de notre problème non linéaire, régit
par le système dynamique suivant :
∂q
∂t
= N (q) (2.1)
où q représente le vecteur d’état et N l’opérateur non linéaire du système d’équations de
Navier-Stokes ou des équations RANS. Nous définissons une solution d’équilibre de notre
système (2.1), que l’on notera Qb, vérifiant N (Qb) = 0. Cette dernière, que l’on nommera
également champ de base, représente le point d’équilibre autour duquel le système (2.1)
est linéarisé. Généralement, on le définit comme une solution stationnaire des équations
de Navier Stokes ou des équations RANS. L’obtention de cette solution est primordiale,
car c’est elle qui va piloter les seuils d’instabilités ainsi que les échelles caractéristiques.
Nous pouvons distinguer deux cas. Tout d’abord, l’écoulement étudié se trouve en dessous
des conditions critiques d’instationnarités. Dans ce cas, la convergence vers une solution
d’équilibre s’obtient en avançant temporellement le flux des variables, via un code CFD
(Computational Fluid Dynamics), jusqu’à atteindre une solution stationnaire. Dans le cas
d’un écoulement au dessus du seuil critique, l’obtention d’une solution stationnaire est plus
complexe. Différentes méthodes sont utilisées dans la littérature :
2.1 Dynamique linéaire : état d’équilibre, comportement résonateur et
amplificateur
– Une première méthode, revient à imposer le maximum de symétries à l’écoulement
étudié. Par exemple, dans le cas d’un écoulement aﬄeurant un cylindre, il est possible
de ne modéliser que la moitié du domaine, en imposant la symétrie du sillage suivant
la direction longitudinale.
– Les méthodes de Newton ou de quasi-Newton, misent en avant par Tuckerman [186]
pour des écoulements fermés et utilisées notamment par Ehrenstein & Gallaire [61]
pour des écoulements ouverts, pour des nombres de Reynolds bien supérieurs au
seuil critique. Le problème de ces méthodes est qu’elles nécessitent des ressources
informatiques importantes pour le stockage de la matrice Jacobienne.
– Les méthodes de filtrage sélectif, misent en avant par Akervik et al. [4], sur la base
des travaux LES (Large Eddy Simulation) de Pruet et al. [134, 135], n’ont pas ce
problème de stockage. Cette technique permet l’amortissement des oscillations de la
partie instable de la solution en utilisant un filtre temporel passe bas. Pour cela, un
terme de forçage et une équation sur la solution filtrée, notée Q, sont ajoutés aux
équations de Navier-Stokes tels que :
∂q
∂t
= N (q)− χ(q−Q)
∂Q
∂t
= ωc(q−Q)
(2.2)
où χ et ωc représentent respectivement un coefficient de contrôle de l’intensité et la
fréquence de coupure du filtrage. Cette méthode peut-être séduisante, car elle ne né-
cessite que peu de modification d’un code existant. Néanmoins, pour des phénomènes
basses fréquences, elle est très coûteuse en terme de temps de calcul.
La dynamique linéaire d’une perturbation, notée q′, évoluant au voisinage de notre
solution d’équilibre Qb est alors définie par : ∂q
′
∂t
= Lq′
q′(t = 0) = q′0
(2.3)
où L correspond à l’opérateur des équations, de Navier Stokes ou RANS, linéarisées autour
du champ de base Qb. Formellement,en introduisant la matrice Jacobienne de N , cet
opérateur s’écrit sous la forme suivante :
L = ∂N
∂q
|Qb (2.4)
Deux comportements caractérisent alors la dynamique en espace et en temps de q′. Tout
d’abord, nous avons la dynamique linéaire aux temps longs. Elle est gouvernée par les
modes propres de L les plus amplifiés temporellement. Pour cela, une solution particulière
de l’équation (2.3) peut se mettre sous la forme :
q′ = qˆe−iΩt (2.5)
où qˆ représente la structure spatiale du mode propre, et Ω = ωr + iωi représente son
comportement temporel, avec ωr la pulsation propre, et ωi le taux d’amplification. Il est
également possible d’observer le comportement de la perturbation aux temps courts en
analysant les valeurs singulières et les vecteurs singuliers correspondant, de l’opérateur de
propagation eLt, qui déterminent la capacité de l’écoulement à amplifier des structures
dans le transitoire.
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2.1 Dynamique linéaire : état d’équilibre, comportement résonateur et
amplificateur
Nous pouvons alors distinguer deux comportements : un comportement oscillateur associé
à la dynamique aux temps longs lorsqu’un mode propre de L est instable temporellement.
Un comportement amplificateur, associé à la capacité de l’écoulement à amplifier certaines
perturbations extérieures, lié aux valeurs singulières dominantes de l’opérateur eLt (Cossu
& Chomaz [35], Chomaz [31], Sipp et al. [160]).
2.1.1 Les écoulements oscillateurs
Un écoulement de type oscillateur est caractérisé par une dynamique intrinsèque qui
est très peu sensible au bruit extérieur. Il est possible d’observer ce comportement lorsque
le champ de base est asymptotiquement instable. Il est possible d’identifier des paramètres
critiques (nombre de Reynolds , angle d’incidence ...) associés au changement de signe,
négatif à positif, de ωi qui caractérise le début des instationnarités. Un exemple illustrant
ce type de comportement est celui de l’écoulement autour d’un cylindre. L’écoulement
asymptotiquement stable pour un nombre de Reynolds Re < 47, voit une paire de valeurs
propres complexes conjuguées, de la matrice Jacobienne, franchir l’axe imaginaire du plan
complexe, pour des nombres de Reynolds Re > 47 (figure 2.2). L’écoulement bifurque alors
vers un cycle limite associé à la saturation non-linéaire du mode propre, ou mode global,
de L (figure 2.1). Dans la littérature, un tel mode est aussi appelé mode global, du fait
qu’aucune hypothèse sur le champ de base n’ait été formulée. Ce type de bifurcation est
appelée, bifurcation de Hopf.
Figure 2.1 – Écoulement autour d’un cy-
lindre après bifurcation
Figure 2.2 – Évolution de la partie ima-
ginaire de la valeur propre, associée au
mode globalement instable du cylindre
pour un nombre de Reynolds Re > 47,
en fonction du nombre de Reynolds (Mar-
quet et al. [106]).
2.1.2 Les écoulements amplificateurs sélectif de bruit
Le comportement amplificateur sélectif de bruit est fortement associé aux instabilités
convectives se développant au sein d’écoulement ouvert. À travers le système dynamique
(2.3), Cossu & Chomaz [35], ont montré qu’une mesure de ces instabilités convectives
étaient associées aux valeurs propres dominantes de eLt, à travers une équation modèle de
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Ginzburg-Landau. En 2005, Ehrenstein & Gallaire [60], ont étudié la dynamique convec-
tive d’une couche limite de plaque plane via une analyse similaire. La valeur singulière
dominante prend alors la forme d’un paquet d’onde au sein de l’écoulement, s’amplifiant
en temps tout en étant advecté en espace.
2.1.3 Compétition ente les mécanismes amplificateurs et résonateurs
La présence d’une configuration onde de choc couche limite dans un écoulement, semble
mettre en jeu une compétition entre les différents mécanismes présenté. D’un côté, les
études de Piponniau [125], dans le cadre d’une interaction par réflexion de choc dans un
écoulement turbulent, associe la dynamique basse fréquence à l’entraînement des structures
tourbillonnaires convectives s’amplifiant le long de la couche de cisaillement. D’un autre,
Crouch [36], met en évidence la présence d’un mode 2D globalement instable, pour un
écoulement transsonique autour d’un profil NACA0012 à partir d’un certain angle d’at-
taque. Où encore, Robinet [141] montre, pour le cas d’une interaction par réflexion de choc
laminaire, qu’un mode 3D globalement stable peut, suite à une bifurcation secondaire,
devenir instationnaire à basse fréquence. Nous pouvons alors supposer que l’IOCCL peut
faire intervenir des phénomènes convectifs et résonateurs qui sont susceptible de rentrer en
compétition. Pour illustrer cette pensée, nous pouvons introduire l’étude réalisée par Che-
rubini et al. [28] sur un écoulement d’une couche limite décollée incompressible en régime
laminaire. La résolution du problème aux valeurs propres, associés à la matrice Jacobienne
de l’écoulement, met en évidence l’existence d’un mode globale 3D instable stationnaire
pour une certaine taille de bulle. Ce dernier (figure 2.3(a)) conduit à une bifurcation fourche
de l’écoulement qui se tridimensionnalise (mécanisme de type résonateur). Un second mé-
canisme 2D, lié à la valeur singulière dominantes eLt, met en avant un mécanisme de type
amplificateur sélectif de bruit de l’écoulement, caractérisé par un lâcher de structures tour-
billonnaires (figure 2.3(b)) pour une certaine gamme de fréquences et d’échelles spatiales.
Une simulation numérique directe tridimensionnelle à permis de montrer qu’au delà d’une
certaine amplitude de la perturbation initiale, le comportement résonateur ne s’exprime
pas. Nous avons alors à faire à un comportement "bypass", une instabilité convective de
type Gortler se développe le long de la zone décollé, sous la forme de strie basse vitesse.
Elle subit une instabilité secondaire symétrique prenant la forme de tourbillons en fer à
cheval (figure 2.3(c)) s’amplifiant le long de la strie et menant à la turbulence. Dans ce cas,
la dynamique de l’écoulement est piloté par un mécanisme de type amplificateur sélectif
de bruit.
Ainsi, une étude de satilité linéaire semble être un outils intéressant pour caractériser
la dynamique des différentes configurations d’interaction entre une onde de choc et une
couche limites.
2.2 Méthode de résolution du problème au valeurs propres
Les analyses de stabilité linéaire citées précédemment font intervenir des problèmes aux
valeurs propres de la forme :
(A− ΩI)X = 0 (2.6)
Pour une étude du comportement asymptotique d’un écoulement, A définit la matrice
Jacobienne L. Pour une étude transitoire, A se met sous la forme,
A = eLteL
∗t (2.7)
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a)
b)
c)
Figure 2.3 – Le caractère oscillateur et amplificateur sélectif de bruit d’une couche limite
décollée incompressible laminaire est illustré sur a) (contour de la composante transverse
de la vitesse) et b) (vorticité suivant z) respectivement. Un mode propre instable conduit à
une tridimensionnalisation de l’écoulement a), les valeurs singulières dominantes de l’opé-
rateur de propagation conduisent à une forte sensibilité de l’écoulement au bruit extérieur
induisant un lâcher tourbillonnaires b). c) Expérience numérique de la transition vers la
turbulence d’un tel écoulement, lorsque celui-ci est soumis à une condition initiale de plus
large amplitude. (Cherubini et al. [28])
où L et L∗ sont, respectivement, la matrice Jacobienne de l’écoulement et sa matrice
adjointe. Dans les deux cas, les vecteurs propres vont caractériser le comportement spatial
et les valeurs propres, le comportement temporel. Par la suite, nous nous intéresserons
uniquement à une étude asymptotique. Dans un cadre de stabilité globale, sans aucune
hypothèse sur le champ de base, le problème (2.6), après discrétisation, met en jeu des
matrices de très grandes tailles. Ainsi, la détermination des valeurs propres est généralement
réalisée à l’aide d’une méthode d’Arnoldi, basée sur une projection sur un sous espace de
Krylov, de la matrice A.
2.2.1 Méthode d’Arnoldi
L’idée est donc de projeter le problème initial (2.6) sur un sous espace de Krylov de
dimension inférieure. Le principe de la méthode d’Arnoldi [8] est le suivant. Considérons
le problème aux valeurs propres précédent, où A est une matrice de dimension n, Ω et X
une valeur et un vecteur propre. Soit le sous espace de Krylov K de dimension k engendré
par vect(X0,AX0,...AkX0) avec X0 un vecteur de départ. Le sous espace K est orthonor-
malisé par un algorithme de Gram Schmidt pour donner une base orthogonale notée Vk.
L’algorithme d’Arnoldi nous donne ainsi la relation suivante :
AVk = VkHk + fke
t
k (2.8)
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où apparaît la matrice de Hessenberg supérieureHk ainsi que le résidu fketk où ek représente
le kieme vecteur colonne de la matrice identité de dimension n. Le processus itératif a
pour objectif d’annuler le résidu afin d’obtenir une matrice Hk, semblable à la matrice
A. Les valeurs propres de la matrice Hk nous donne ainsi une bonne approximation des
valeurs propres, de A, de plus grand module. Plusieurs approches sont référencées dans la
littérature pour construire ce sous espace.
2.2.2 Différentes approches pour construire le problème aux valeurs
propres
On peut distinguer deux étapes importantes dans la résolution. La première correspond
à la manière d’approcher l’opérateur Jacobien ; on distinguera deux approches, une dite
par linéarisation et l’autre dite par différentiation. La seconde, coïncide avec la résolution
des modes propres dominants de cet opérateur via, soit une approche temporelle, soit
une approche fréquentielle. Le schéma (2.4) montre les différentes méthodes existantes,
permettant la résolution de notre problème de stabilité linéaire. En partant de l’équation
(2.1), nous observons les deux premières approches de l’opérateur jacobien. Historiquement,
l’approche par linéarisation, était classiquement utilisée (Theofilis [171]). Il correspond au
calcul de la matrice Jacobienne de N en supposant |q′|  |Qb| on a :
∂q′
∂t
= q′
∂N
∂q
|Qb+o(q′2) (2.9)
Ainsi, en prenant l’hypothèse des petites perturbations, on peut négliger les termes d’ordre
2, et l’on retrouve le système (2.3). L’approche par différentiation, hérite des méthodes
JFNK (Jacobian-Free Newton-Krylov) (Knoll & Keyes [90]), classiquement utilisées pour
des problèmes d’optimisation en aérodynamique. Cette dernière part de l’hypothèse que le
vecteur d’état peut se mettre sous la forme suivante :
q(x,y,z,t) = Qb(x,y,z) + q
′(x,y,z,t) (2.10)
où q′ représente la perturbation initiale et  est un paramètre qui permet de garder l’hy-
pothèse ‖q′‖  ‖Qb‖ vérifiée. Soit En appliquant l’équation (2.10) au système (2.1), on
peut noter :
N (Qb + q′) = N (Qb) + ∂N
∂q
∣∣∣∣
Qb
q′ +O(‖q′‖2) (2.11)
mais d’après les systèmes (2.3) et (2.4) on peut écrire l’équation de l’évolution de la per-
turbation tel que
∂q0
∂t
=
N (Qb + q0)−N (Qb)

= Lq′ (2.12)
Cette méthode permet d’obtenir une bonne approximation du produit matrice/vecteur Lq′
à condition de bien choisir le paramètre . En effet, Knoll & Keyes [90] montrent l’impor-
tance de ce choix, si  est trop faible la matrice Jacobienne est dégradée par les approxi-
mations du zéro machine. Si  est trop important, on observe l’influence des non-linéarités,
ce qui donne une mauvaise approximation de la matrice Jacobienne. Mack et al. [101]
montrent que l’approximation de la Jacobienne est correcte tant que :
‖q0‖
‖Qb‖ = 10
−8 (2.13)
À cet instant, nous avons formé, de deux manières différentes, la matrice Jacobienne L de
notre système non linéaire (2.1). Nous allons à présent exposer les différentes approches
existantes pour la résolution des valeurs propres dominantes de cette dernière.
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∂q
∂t = N (q)
∂q′
∂t = Lq′∂q
′
∂t =
N (Qb+q′)−N (Qb)
 = Lq′
discrétisation spatiale
différentiation : q = Qb + q′ linéarisation : q = Qb + q′
∂q′
∂t = lq′
formulation temporelle formulation fréquentielle
q′ = qˆeΩt
(L −ΩI)qˆ = 0
(L − ΩI)qˆ = 0 Km(L,q′0) = [q′0,lq′0...,lmq′0]M(∆t) = e∆tL
q′n+1 = M(∆t)q′n
Km(M,q
′
0) =
[
q′0,...,q′m−1
]
(ΣM ,qˆ)
Ω = log(ΣM )∆t
(Ω,qˆ)
A B
B1 B2
C
Résolution du problème aux valeurs propres : méthode Arnoldi
u
udiscrétisation
spatiale
Figure 2.4 – Différentes approches pour résoudre un problème de stabilité linéaire.
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– Le chemin A : l’objectif est de réaliser une étude dans le domaine temporel sans avoir
à construire L. Pour cela, il est possible de travailler sur des séquences d’instantanés
d’une simulation numérique instationnaire, l’opérateur linéaire de propagation eLt
nous permet d’écrire :
q′(t+∆t) ≈M(∆t)q′(t) (2.14)
où M(∆t) = e∆tL. On construit alors une séquence d’instantanés telle :
q′n+1 = M(∆t)q
′
n (2.15)
On obtient ainsi un sous espace de Krylov, Km, de dimension égale au nombre d’ins-
tantanés de la séquence. Cette dimension est bien inférieure à la dimension du pro-
blème initial
Km(M,q
′
0) =
[
q′0,...,q
′
m−1
]
(2.16)
Ainsi l’utilisation de la méthode d’Arnoldi nous permet d’obtenir les valeurs propres
associées à l’opérateur M(∆t) que l’on notera (Σm,qˆ). Notons la relation existante
entre les valeurs propres de cette dernière et de la matrice Jacobienne L notées ΩL :
ΩL =
log(ΣM )
∆t
(2.17)
Dans ce cadre, Tezuka & Suzuki [170], ont réalisé une étude de stabilité linéaire
globale, avec une approche par différentiation, d’un écoulement autour d’une sphère.
Barkley et al. [14] et Bagheri et al. [10], en partant d’une approche par linéarisation
des équations de Navier-Stokes, ont respectivement réalisé une analyse de stabilité
linéaire sur un écoulement au dessus d’une marche descendante et sur un écoulement
de couche limite. Cette méthode est efficace pour calculer les valeurs propres les plus
amplifiées temporellement, cependant il faut garder à l’esprit qu’elle est basée sur
l’étude d’un signal temporel. Afin de pouvoir capturer correctement les différentes
fréquences propres d’un écoulement, il est nécessaire de respecter le critère de Nyquist.
Pour une période d’échantillonnage ∆t, on ne pourra converger les valeurs propres
dont le module de la partie réelle est supérieur à 2pi/4∆t.
– Les chemins B : ces méthodes visent à résoudre le problème aux valeurs propres régit
par la matrice Jacobienne discrétisée en espace. Dans cette formulation fréquentielle,
la méthode d’Arnoldi est couplée avec une transformation "shift and invert" de ma-
nière à obtenir les modes propres les plus instables. On peut écrire :
Aqˆ = (Ω− µ)qˆ+ µqˆ (2.18)
avec µ le paramètre de décalage. Dans ce cas, le problème original se transforme en :
1
A− µI qˆ =
1
Ω− µ qˆ (2.19)
La recherche des valeurs propres de plus grand module par la méthode d’Arnoldi
conduit à étudier le spectre au voisinage du décalage. Cette méthode a fait l’objet
d’étude suivant deux approches d’approximations de la matrice L, on notera :
– Le chemin B1 est utilisé en cas de linéarisation des équations discrétisées en espace
par Dergham [44], pour l’étude d’un écoulement au dessus d’une marche descen-
dante arrondi.
– Le chemin B2 est utilisé en cas de différentiation du système non linéaire par Mack
et al. [101] sur un écoulement impactant un profil parabolique et Mettot [115] pour
l’écoulement au dessus d’une cavité.
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– Le chemin C : cette méthode vise à résoudre le problème aux valeurs propres régit
par la matrice Jacobienne L. La résolution de ce dernier est réalisée après discrétisa-
tion spatiale du problème (L − ΩI)qˆ = 0 et la mise en place des conditions limites.
Ce type de méthode à notamment été développée pour des écoulements incompres-
sibles par Theofilis [171], pour une grande variété d’application en aérodynamique,
et Ehrenstein & Gallaire [61] pour des écoulements de couches limites décollées et
attachées. La résolution du problème aux valeurs propres est effectuée de la même
manière que le chemin B1, par une méthode d’Arnoldi couplée à une transformation
"shift and invert".
Toutes ces approches semblent équivalentes en terme de résolution de notre problème d’ana-
lyse de stabilité globale. Néanmoins, on peut déterminer des avantages et des inconvénients
pour chacune d’elles.
• Approche Différentiation
– avantage : peu intrusif en terme de développement numérique dans un code CFD.
– inconvénient : difficulté dans le choix du paramètre  pour garantir l’aspect linéaire
de l’étude.
• Approche Linéarisation
– avantage : résolution des équations linéaires.
– inconvénient : très intrusif en terme de développement numérique dans un code
CFD.
• Formulation fréquentielle
– avantage : La résolution du problème aux valeurs propres est uniquement fonction
du champ de base, et non des paramètres temporels liés à la simulation.
– inconvénient : les besoins en terme de ressources informatiques pour le stockage et
la résolution du problème aux valeurs propres sont importants.
• Formulation temporelle
– avantage : La résolution des conditions limites s’effectue dans l’espace physique.
– inconvénient : le temps de simulation est d’autant plus long que la fréquence de la
dynamique étudiée est basse.
L’objectif de notre étude étant de développer un outil permettant l’analyse de stabilité
linéaire pour des écoulements turbulents au sein de tuyères axisymétriques (3D), le choix
de la méthode sans matrice (ou méthode par time-stepping) fut rapidement approuvé.
En effet, reconstruire la matrice Jacobienne pour ce type d’écoulement demanderait des
ressources informatiques beaucoup trop importantes à l’heure actuelle.
J’ai ainsi développer en parallèle deux codes basés sur les deux approches : différen-
tiation et linéarisation. Les premiers résultats montraient une très bonne concordance des
deux méthodes avec la littérature, notamment sur le cas de l’écoulement autour d’un cy-
lindre 2D. Néanmoins, lorsque l’on s’éloigne de trop du nombre de Reynolds critique, qui
entraîne la transition de l’écoulement vers un régime instationnaire, il apparaît que les
non-linéarités de la méthode par différentiation deviennent trop importantes et dégradent
les résultats. À noter que la méthode par différentiation donne de bons résultats dans le cas
où la résolution du problème aux valeurs propres est réalisé par une approche matricielle
(de type B2), pour cela je vous invite à regarder la thèse de Mettot [115]. Le travail que je
présente dans ce mémoire, fait uniquement référence à des études de stabilité linéaire par
résolution du problème aux valeurs propres issu des équations, de Navier-Stokes ou RANS,
par une approche de type A.
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La stratégie choisie pour réaliser notre projet fût d’utiliser le code CFD du laboratoire
DynFluid : PHOENIX. La large validation de cette outil au sein du laboratoire a contribué
à ce choix (Thèse Marin Perez [124]).
Le code PHOENIX permet la simulation d’écoulements tridimensionnels, instation-
naires, compressibles par résolution des équations de Navier-Stokes moyennées sur maillage
structuré par domaine. Le système est fermé par un modèle de turbulence à une ou deux
équations de transports, suivant l’hypothèse de Boussinesq.
2.3 Présentation du code PHOENIX
2.3.1 Discrétisation des équations
Afin de conserver une meilleure précision numérique de nos résultats, les équations sont
adimensionnées pour obtenir des variables de même ordre de grandeur. Ainsi, l’adimension-
nement des équations est réalisé par la définition de la température, de la masse volumique
et de la vitesse du son dans les conditions génératrices. Le système d’équations résolu par
PHOENIX est composé des équations de continuité, des quantités de mouvement et de
l’énergie totale. Le problème est fermé par un modèle, à une ou deux équations découplées
de ces dernières, suivant l’hypothèse de Boussinesq, dont les quantités calculées permettent
de déterminer une viscosité turbulente µt.
∂ρ
∂t
+∇ · (ρu) = 0, (2.20a)
∂
∂t
(ρu) +∇ · (ρu⊗ u+ pI) =∇ · (τ + τt) , (2.20b)
∂
∂t
(ρE) +∇ · [(ρE + p)u] =∇ · [(τ + τt) u− (h+ ht)] (2.20c)
où
p = (γ − 1)ρE − 1
2
u · u (2.21a)
τ = µ
[(
∇⊗ u+∇⊗ uT )− 2
3
(∇ · u) I
]
(2.21b)
τt = µt
[(
∇⊗ u+∇⊗ uT )− 2
3
(∇ · u) I
]
(2.21c)
h = −µCp
Pr
∇T (2.21d)
ht = −µtCp
Prt
∇T (2.21e)
représentent respectivement la pression statique, le tenseur des contraintes visqueuses,
le tenseur des tensions de Reynolds, le flux de chaleur et le flux de chaleur turbulent ; γ est
le coefficient de Laplace du gaz parfait.
Afin de capturer correctement les chocs, le système d’équations est mis sous forme
conservative telle que :
∂q
∂t
+∇ · (Fc − Fd) = S (2.22)
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avec
q =

ρ
ρu
ρE
ρk
ρΨ
 (2.23a)
Fc =

ρu
ρ(u⊗ u) + pI
ρEu+ pu
ρku
ρΨu
 (2.23b)
Fd =

0
τ + τt
(τ + τt) · u− h− ht(
µ+
µt
σk
)
∇k(
µ+
µt
σΨ
)
∇Ψ

(2.23c)
S =

0
0
0
Sk
SΨ
 (2.23d)
où q, Fc, Fd représentent respectivement les variables conservatives, le flux convectif et
le flux diffusif. Le vecteur terme source S ne concerne que les équations de transports (Sk
et SΨ dépendant du modèle de turbulence, les coefficients σk et σΨ sont des constantes).
Le code PHOENIX est basé sur une approche volumes finis. Cette méthode repose sur
la discrétisation des équations intégrales plutôt que les formes locales. L’intérêt est qu’elle
permet d’inclure les équations de saut de Rankin-Hugoniot, ce qui la rend particulièrement
adaptée aux calculs d’écoulements comportant des discontinuités telles que des chocs. Ainsi,
le bilan des flux sur une cellule élémentaire est la somme des contributions de chaque face
de la cellule. On écrit les équations de conservation (2.22), sous forme intégrale, sur un
volume Ω, de surface Σ et de normale extérieure n telle que :
d
dt
∫
Ω
qdΩ+
∮
Σ
(Fc − Fd) · ndΣ =
∮
Ω
S · ndΩ (2.24)
La résolution du système (2.24) nécessite de définir :
– une méthode de discrétisation spatiale pour évaluer le flux numérique
∮
Σ(Fc −Fd) ·
ndΣ.
– une méthode d’intégration temporelle, autrement dit, une méthode pour discrétiser
l’opérateur temporel d/dt
∫
Ω qdΩ.
2.3.1.1 Discrétisation spatiale
Le code PHOENIX possède différent type de schémas numérique pour calculer ces flux.
Lors de ce travail, nous nous sommes arrêtés sur trois schémas, le schéma de Roe, le schéma
de Jameson, et le schéma AUSMp+. Une reconstruction MUSCL est apportée à ces trois
schémas afin d’obtenir une précision d’ordre 3 en espace. Dans le cas d’une approche par
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volumes finis, la discrétisation en espace revient à calculer le bilan des flux numériques sur
une cellule élémentaire. Ainsi, le bilan comprend la somme des contributions de chaque face
de la cellule. Avec un schéma centré, on définit la densité de flux sur une facette comme la
demi-somme des densités de flux évaluées aux centres des cellules adjacentes (figure 2.5)
left state right state
  
 
q
 l
q
 r
Figure 2.5 – Définition des état gauche (qL) et droit (qR) d’une interface.
avec respectivement qL et qR les vecteurs des variables conservatives gauche et droit.
On notera également par la suite •1/2 la valeur à l’interface.
2.3.1.1.a Schéma de Roe
Le schéma de Roe est basé sur le principe des solveurs de Riemann approchés. Il permet
de résoudre le système d’équations non-linéaires suivant (Afin de simplifier les notations
nous nous plaçons dans un problème monodimensionnel) :
∂q
∂t
+
∂F (q)
∂x
= 0
q(x,t = 0) =
{
qL si x < 0
qR si x > 0
(2.25)
où F représente la fonction de flux du problème non-linéaire. Le schéma de Roe est obtenu
en choisissant pour solveur approché le problème localement linéarisé sur l’interface i+1/2 :
∂q
∂t
+ A˜
∂q
∂x
= 0
q(x,t = 0) =
{
qL si x < 0
qR si x > 0
(2.26)
où A˜ = A˜(qL,qR) est une matrice constante sur chaque interface. Cette dernière est définie
de telle sorte que les conditions suivantes soient vérifiées :
– le problème reste hyperbolique, donc A˜ est diagonalisable et possède des valeurs
propres réelles.
– A˜(qL,qR) correspond à la matrice jacobienne du système non-linéaire, lorsque qL et
qR tendent vers le même état, autrement dit :
A˜(q0,q0) =
(
∂F
∂q
)
q0
(2.27)
La matrice de Roe A˜ est construite en considérant l’état de Roe q˜, correspondant à la
moyenne de Roe entre les états qL et qR tel que :
q˜ =

√
ρLρR√
ρLuL +
√
ρRuR√
ρL +
√
ρR√
ρLhL +
√
ρRhR√
ρL +
√
ρR
 (2.28)
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avec h· l’enthalpie des états gauche et droit. Dans ce cas, les valeurs propres λi=1,2,3 de
la matrice jacobienne A˜ sont u˜ − a˜,a˜ et u˜ + a˜, avec respectivement u˜ et a˜ la vitesse et la
célérité du son, associées à l’état q˜(qL,qR). Le flux associé à l’équation de conservation
(2.22) peut s’écrire de la manière suivante :
F(q) = A˜q (2.29)
Une fois tous ces éléments définis, nous pouvons écrire la formulation du flux numérique
F∗ du schéma de Roe :
F∗(qL,qR) = 1
2
(F(qL) + F(qR))− 1
2
‖A˜‖(qR − qL) (2.30)
2.3.1.1.b Schéma AUSM+
Liou et Steffen [95], proposent un schéma dont le flux F(q) est séparé en deux termes
distincts, un terme convectif Fc(q) et un terme de pression P(q).
F(q) = Fc(q) + P(q) =
 ρuρu2
ρHu
+
 0p
0
 (2.31)
Selon les auteurs, le terme convectif peut être considéré comme une quantité vectorielle
transportée par convection selon une vitesse adaptée à l’interface. Quant au terme de pres-
sion, il est gouverné par les vitesses de propagation des ondes acoustiques. Pour expliquer
le schéma AUSM+ de Liou [94] ; nous allons définir les paramètres nécessaires à ce schéma.
Tout d’abord, notons a1/2 la vitesse du son à l’interface, qui nous permet de calculer le
nombre de Mach moyen M1/2 telle que :
M˜L =
uL
a1/2
et M˜R =
uR
a1/2
(2.32)
M1/2 = M˜
+
L + M˜
−
R (2.33)
avec
a1/2 =
√
aLaR (2.34)
Ce type de schéma est défini par la contribution de deux fonctions polynomiales d’ordre
minimal M± et p± tel que :
M± =

1
2
(M ± |M |) si |M | > 1
±1
4
(M ± 1)2 sinon
(2.35)
p± =

p
2
(1± sign(M)) si |M | > 1
p
4
(M ± 1)2(2∓M) sinon (2.36)
Au niveau de l’interface le flux numérique F1/2 du schéma AUSM+ de Liou 1994 s’écrit :
F1/2 =M1/2a1/2Φ1/2 +
 0p1/2
0
 (2.37)
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avec
Φ1/2 =
 ρρu
ρH

L/R
(2.38)
où •L/R désigne l’état gauche (droit) si M1/2 est positif (négatif) et p1/2 est défini comme :
p1/2 = p
+
L + p
−
R (2.39)
2.3.1.1.c La reconstruction MUSCL (Monotonic Upstream-centered Scheme
for Conservation Law)
La reconstruction MUSCL consiste à supposer que les variables d’état q ne sont plus
constantes dans chaque cellule, mais varient linéairement dans la cellule. Le problème est
ainsi de reconstruire des valeurs à l’interface i + 1/2 en partant des cellules voisine. On
utilise pour cela un développement au second ordre des variables pour avoir la pente de ses
variations. On distingue deux types d’évaluations :
– l’évaluation décentrée :  q
L
i+1/2 = qi +
qi − qi−1
2
qRi+1/2 = qi −
qi+2 − qi+1
2
(2.40)
– l’évaluation centrée :  q
L
i+1/2 = qi +
qi+1 − qi
2
qRi+1/2 = qi+1 −
qi+1 − qi
2
(2.41)
La reconstruction MUSCL consiste alors à combiner ces deux évaluations par l’intermé-
diaire d’un paramètres  tel que :
qLi+1/2 = qi +
1− 
4
(qi − qi−1) + 1 + 
4
(qi+1 − qi)
qRi+1/2 = qi −
1 + 
4
(qi+1 − qi) + 1− 
4
(qi+2 − qi+1)
(2.42)
Ainsi, suivant la valeur de  on obtient :
– un schéma centré si :  = 1
– un schéma décentré si :  = −1
– un schéma du troisième ordre si :  = 1/3
2.3.1.2 Discrétisation temporelle
La résolution temporelle des équations de Navier-Stokes stationnaire est réalisée par
une méthode implicite. Cette dernière permet d’accélérer la convergence du calcul tout en
préservant les propriétés conservatives ainsi que la précision de la solution explicite. Cette
phase implicite est résolue par une méthode de relaxation par point de type Jacobi (Kloczko
[89]). Les équations relatives aux grandeurs turbulentes sont également implicitées par une
approche sans matrice avec relaxation de type Jacobi par lignes alternées. Dans les deux
cas, la linéarisation des flux est réalisée en substituant la matrice jacobienne des flux par
son rayon spectral. Ainsi le calcul de l’incrément implicite ne requiert pas d’inversion de
matrice.
Une méthode de pas de temps dual est utilisée pour réaliser l’avancement en temps
pour les écoulements instationnaires. La solution à chaque pas de temps physique est
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recherchée de manière itérative comme l’état stationnaire de l’écoulement par rapport à
un pas de temps dit dual. Un terme source supplémentaire est ajouté, par rapport au cas
stationnaire, dans la phase explicite. Ce dernier correspond à la discrétisation de la dérivée
en temps physique, il est implicité pour être pris en compte dans la phase implicite. Nous
utilisons une discrétisation de la dérivée en temps physique d’ordre 3 utilisant 4 niveaux
de temps. L’état au temps n+1 est calculé a partir des niveaux n à n− 2. Ainsi, le nouvel
état est obtenu après convergence sur les sous-itérations en temps dual. Cette méthode
nous permet d’utiliser des pas de temps nettement plus importants que dans le cas d’une
approche par pas de temps global, ce qui est avantageux pour étudier les phénomènes
basses fréquences.
2.3.1.3 Les conditions aux limites
Le traitement des conditions aux limites sur les frontières libres se fait à l’aide des
équations des caractéristiques associées au système hyperbolique des équations d’Euler
(Hirsch [71] [72]). Cette méthode n’est donc exactement vérifiée que pour des écoulements
de fluide parfait régis par un système d’équation hyperbolique, mais il est raisonnable de
l’appliquer sur les frontières situées dans des régions de l’écoulement où les effets visqueux
sont faible. Les relations des caractéristiques sont utilisées afin de propager les informations
manquantes de l’intérieur vers l’extérieur du domaine pour compléter les conditions limites
physiques. Autrement dit, le nombre de caractéristiques sortantes fixe le nombre de valeurs
indépendantes à imposer. Thompson [179, 180] et Poinsot & Lele [130] montrent que les
valeurs propres associées au système hyperbolique des équations d’Euler, qui représentent
les vitesses de propagation suivant les caractéristiques, sont λ1 = u − a,λ2 = u + a,
λ3,4,5 = u. On peut distinguer quatre cas de conditions limites (figure 2.6) où interviennent
les relations des caractéristiques :
– Pour une entrée subsonique, on observe 4 caractéristiques entrantes, il faut donc
imposer 4 variables, dans le cas d’une condition d’injection on peut alors imposer, la
pression d’arrêt, la température d’arrêt et la direction de la vitesse (angle de dérapage
et angle d’incidence).
– Pour une sortie subsonique, il n’y a qu’une seule caractéristique entrante, donc une
seul variable à imposer. On choisit usuellement la pression statique.
– Pour une entrée supersonique, il est nécessaire d’imposer complètement le vecteur
d’état car toutes les caractéristiques sont entrantes.
– Pour une sortie supersonique, on se retrouve dans le cas contraire, il n’y a que des
caractéristiques sortantes, donc aucune variable ne doit être imposée.
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écoulement
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écoulement
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u− a u− a
u− a
u
u
u
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CL entrée CL sortie
Figure 2.6 – Représentation des caractéristiques entrantes et sortantes suivant le régime
d’écoulement.
Pour le cas d’écoulement externe, autour de profil par exemple, il est possible d’utiliser une
condition de non réflexion. Cette dernière permet de calculer en chaque point de la frontière
extérieure le nombre de caractéristiques entrantes et sortantes. L’évaluation des valeurs
propres du système sur chaque face de la frontière permet, suivant le signe de ces dernières,
d’être informé sur le sens de propagation de l’information. Si la caractéristique est entrante
les grandeurs conservatives associées au champ lointain, à l’infini, seront imposées ; si la
caractéristique est sortante, ce sont les grandeurs conservatives issues du schéma numérique
qui seront imposées.
2.3.1.4 Les modèles de turbulence
Le code PHOENIX possède de nombreux modèles de turbulence, à une ou deux équa-
tions de transports. Afin de simplifier le codage, tous les modèles sont écrits de la même
manière, pour celui à une équation la seconde variable est mis à zéro. Les modèles de
Spalart-Allmaras et le k − ω de Menter avec correction SST ont été utilisés lors de ce
travail.
2.3.1.4.a Le modèle de Spalart-Allmaras
Le modèle de Spalart-Allmaras [165, 166] n’utilise qu’une seule équation de transport
pour la viscosité turbulente. Cette équation est établie de manière empirique à l’aide d’ar-
gument d’analyse dimensionnelle et de dépendance sélective par rapport à la viscosité
moléculaire. Ce modèle peut se mettre sous la forme suivante.
∂ρν˜
∂t
+∇ ·
(
ρuν˜ − 1
σ
(µ+ ρν˜)∇ν˜
)
=
cb1(1− ft2)S˜ρn˜u+ cb2
σ
∇ρν˜ · ∇ν˜ − (cω1fω − cb1
κ2
ft2)ρ
ν˜2
d2
(2.43)
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avec
νt = ν˜fv1 ; fv1 =
χ3
χ3 + c3v1
; χ =
ρν˜
µ
S˜ = |−→rotu|+ ν˜
κ2d2
fv2 ; fv2 = 1− χ
1 + χfv1
fω = g
(
1 + c6ω3
g6 + c6ω3
)6
; g = r + cω2(r
6 − r) ; r = ν˜
S˜κ2d2
ft2 = ct3exp(−ct4χ2)
(2.44)
et les constantes :
cb1 = 0.1355 ; cb2 = 0.622 ; σ =
2
3
; κ = 0.41
cω1 =
cb1
κ2
+
1 + cb2
σ
; cω2 = 0.3 ; cω3 = 2
cv1 = 7.1 ; ct3 = 1.1 ; ct4 = 2
(2.45)
2.3.1.4.b Le modèle k − ω de Menter avec correction SST
Le modèle k − ω de Menter correspond au couplage des modèles k − ω de Wilcox et
k −  de Launder Sharma. En effet, le modèle k − ω a de bonne qualité pour prévoir le
décollement de la couche limite et est notamment mieux poser que le modèle k −  à la
paroi. En revanche, ce dernier est mieux adapté au niveau de la frontière de la couche
limite. Ainsi, Menter définit une fonction F1 qui permet de faire passer progressivement
du modèle k − ω près de la paroi, au modèle k −  dans la région extérieure de la couche
limite. La forme générale de ce modèle est la suivante :
∂ρk
∂t
+∇ ·
(
ρuk − (µ+ µt
σ∗
)∇k
)
= Pk − β∗ρkω
∂ρω
∂t
+∇ ·
(
ρuω − (µ + µt
σ
)∇ω
)
=
γ
νt
Pk − βρω2 + 2ρσω
ω
∇k ·∇ω
(2.46)
Menter constate que les modèles de turbulences à deux équations ont tendance à sur-
estimer la contraintes de cisaillement par rapport à l’expérimentation. Ainsi l’effet des
gradients de pression positifs se voit sous-estimé. Pour pallier à cette erreur, Menter met
en place une fonction F2 qui permet de limiter la production de viscosité turbulent dans la
région externe à la couche limite. Cette correction est dite SST (Shear Stress Transport)
et peut-être utilisée sur les autres modèles. Ainsi les fonctions du modèle sont les suivants :
F1 = tanh(ζ
4) avec ζ = min
[
max
( √
k
0.09∗ωd ,
500ν
ωd2
)
; 4ρσω2kDωd2
]
et Dω = max
(ρσω2
ω ∇k ·∇ω; 10−20
)
F2 = tanh(ι
4) avec ι = max
(
2
√
k
0.09ωd ;
500ν
ωd2
) (2.47)
et les constantes (indicées 1 pour le modèle de Wilcox et 2 pour Launder Sharma) tel que
φ = F1φ1 + (1− F1)φ2 :
σ∗1 = 0.5 σ1 = 0.5 β1 = 0.075 σω1 = 0
σ∗2 = 0.85 σ2 = 0.856 β2 = 0.0828 σω2 = 0.856
κ = 0.41 a1 =
√
β∗ = 0.3 γi = βiβ∗ − σi κ
2√
β∗
pour i = 1,2
(2.48)
Le terme de production Pk et la viscosité turbulente s’écrivent :
Pk = τt : ∇u µt =
ρk/ω
max
(
1,
ΩF2
a1ω
) avec Ω = −→rotu (2.49)
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2.3.2 Stratégie d’obtention du champ de base
L’outil que nous venons de présenter présente deux intérêts dans l’étude que nous avons
réalisé. Outre le fait qu’il nous servira de base pour développer un code CFD linéarisé, il
représente avant tout l’outil qui nous permet d’obtenir nos champs de base. En effet, au
même titre que les méthodes de Newton, qui représente des méthodes fortement implicite,
l’utilisation de la phase implicite et d’un pas de temps local dans le cas de calcul sta-
tionnaire nous permet la convergence d’un état d’équilibre. Ainsi, les différents champs de
bases utilisés pour nos études sont obtenus en résolvant les équations de Naviers Stokes
stationnaires pour les écoulements laminaires, les équations RANS pour les écoulements
turbulents.
2.4 Présentation du code PHOENIX linéarisé
Comme nous avons pu l’énoncer précédemment, la stratégie que nous avons choisi afin
de réaliser nos études de stabilité linéaire, revient à linéariser un code CFD. Pour garder
une certaine continuité dans notre travail ainsi que la possibilité d’étudier des écoulements
complexes, nous avons choisi de réaliser une version linéarisée du code PHOENIX.
2.4.1 La linéarisation du code PHOENIX
L’objectif principal est de rester le plus proche possible la philosophie du code PHOE-
NIX. On montre en annexe A que l’on peut écrire les équations de Navier Stokes linéarisées,
à l’aide des variables conservatives suivantes :
q′ =

ρ′
ρ′ub + ρbu′
ρ′vb + ρbv′
ρ′wb + ρbw′
ρ′Eb + ρbE′
 =

q1
q2
q3
q4
q5
 (2.50)
avec q′ le vecteur d’état sous forme conservative de la perturbation. Les équations de
Navier-Stokes linéarisées peuvent s’écrire de la manière suivante :
∂ρ′
∂t
+∇ ·
(
ρ′ub + ρbu′
)
= 0, (2.51a)
∂
∂t
(
ρ′ub + ρbu′
)
+∇ ·
(
(ρ′ub + ρbu′)⊗ ub + ρbub ⊗ u′ + p′I
)
=
∇ ·
(
τ
′ + τ ′t
) (2.51b)
∂
∂t
(
ρ′Eb + ρbE′
)
+∇ ·
[(
ρ′Eb + ρbE′ + p′
)
ub + (ρbEb + pb)u
′] =
∇ ·
[(
τ
′ + τ ′t
) ub + (τb + τtb) u′ − (h′ + h′t)] (2.51c)
où
p′ = (γ − 1)(ρ′Eb + ρbE′)− u′ · ub (2.52a)
τ = µ′
[(
∇⊗ ub +∇⊗ ubT
)− 2
3
(∇ · ub) I
]
+µb
[(
∇⊗ u′ +∇⊗ u′T
)
− 2
3
(
∇ · u′) I] (2.52b)
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τt = µ
′
t
[(
∇⊗ ub +∇⊗ ubT
)− 2
3
(∇ · ub) I
]
+µbt
[(
∇⊗ u′ +∇⊗ u′T
)
− 2
3
(
∇ · u′) I] (2.52c)
h′ = −µ
′Cp
Pr
∇Tb − µbCp
Pr
∇T ′ (2.52d)
h′t = −
µ′tCp
Prt
∇Tb − µbtCp
Prt
∇T ′ (2.52e)
L’ensemble du code PHOENIX est réécrit pour résoudre les équations précédentes sui-
vant les variables conservatives ci-dessus. Nous avons adapté les schémas existants, ainsi
que les différentes conditions aux limites pour permettre la résolution de la dynamique en
temps et en espace d’une petite perturbation.
2.4.1.1 les schémas numériques
2.4.1.1.a Le schéma de Roe linéarisé
Le système lié à notre problème (2.3) est directement sous la forme recherché (système
(2.26)) pour écrire le schéma de Roe, L’opérateur L ne dépend pas des variables conser-
vatives mais uniquement de la valeur du champ de base, c’est-à-dire qu’elle est constante
(voir annexe B). Les valeurs propres λi=1,2,3 du système sont u˜b− a˜b,a˜a et u˜b+ a˜b, quantités
associées à l’état Q˜b(QbL,QbR). Ainsi on se retrouve dans la même configuration que le
schéma pour les équations non linéaire et le flux peut s’écrire :
F ′(q′) = Lq′ (2.53)
Une fois tout ces éléments définis, nous pouvons écrire la formulation du flux numérique
F ′∗ du schéma de Roe linéarisé :
F ′∗(q′L,q′R) =
1
2
(F ′(qL) + F ′(qR))− 1
2
‖L‖(q′R − q′L) (2.54)
Le schéma de Roe étant un dérivé des schémas des solveur de Riemann utilisant une
approche par opérateur linéarisé, il représente un schéma simple à mettre en place pour
réaliser une étude sur les équations linéarisées.
2.4.1.1.b schéma AUSMp
Restons dans la considération où les variables non conservative peuvent se mettre sous
la forme φ = φb + φ′ où |φ′|  |φb|, on peut donc écrire pour le schéma AUSM+ de Liou
[94] :
F =
 (ρb + ρ′)(ub + u′)ρ(ub + u′)2 + (pb + p′)
ρ(Hb +H
′)(ub + u′)

On se place dans l’hypothèse des petites perturbations où l’on peut négliger les termes
d’ordre 2, on obtient :
F =
 ρbub + ρbu′ + ρ′ubρbub2 + 2ρbubu′ + ρ′ub2
ρbHbub + ρbHbu
′ + ρbH ′ub + ρ′Hbub
+
 0pb + p′
0

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On peut ainsi définir un flux de base Fb et un flux perturbatif F ′ tel que F = Fb + F ′,
on pose :
Fb =
 ρbubρbub2
ρbHbub
+
 0pb
0
 = ub
 ρbρbub
ρbHb
+
 0pb
0

et
F′ =
 ρbu′ + ρ′ub2ρbubu′ + ρ′ub2
ρbHbu
′ + ρbH ′ub + ρ′Hbub
+
 0p′
0
 = ub
 ρ′ρbu′ + ρ′ub
ρbH
′ + ρ′Hb
+u′
 ρbρbub
ρbHb
+
 0p′
0

On pose :
Φb =
 ρbρbub
ρbHb
 and Φ′ =
 ρ′ρbu′ + ρ′ub
ρbH
′ + ρ′Hb

et
ub = Mbcb and u
′ = M ′cb +Mbc′
Le flux du schéma AUSM+ linéarisé s’écrit de la manière suivante.
F ′ = MbcbΦ′ + (M ′cb +Mbc′)Φb +
 0p′
0

Comme dans le cas du schéma non linéarisé, il nous faut définir les fonctions dérivées des
équations (2.35) et (2.36) :
M ′± =

M ′
2
(1± sign(Mb)sign(M ′)) si |M | > 1
±M
′
2
(Mb ± 1) sinon
(2.55)
p± =

p′
2
(1± sign(M)) si |M | > 1
p′
4
(Mb ± 1)2(2∓Mb) + pbM
′
4
(Mb ± 1)(1∓ 2Mb) sinon
(2.56)
2.4.1.2 Les conditions aux limites linéarisées
Comme on n’a pu le voir dans la section 2.3, le traitement des conditions aux limites
sur les frontières libres se fait à l’aide des équations des caractéristiques associées au sys-
tème hyperbolique des équations d’Euler. De même que pour le schéma de Roe, les va-
leurs propres associées au système hyperbolique de ces équations, sont celle de la matrice
jacobienne associée. Ainsi, dans le cadre des équations linéarisées, les valeurs propres, re-
présentant les vitesses de propagation de l’information suivant les caractéristiques, sont
λ′1 = ub−a,λ′2 = ub+a, λ′3,4,5 = ub. Autrement dit, ce sont les caractéristiques du champ
de base qui sont évaluées pour connaître le nombre de variables à imposer aux frontières
du domaine.
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2.4.1.3 Validité d’un modèle linéarisé pour capter les larges structures en
turbulence
Comme on a pu le préciser auparavant, l’étude de stabilité cherche à montrer la phé-
noménologie de la rupture d’un écoulement à sa position d’équilibre. Or l’apparence désor-
donnée d’un écoulement turbulent garanti l’absence d’état d’équilibre. Néanmoins, la mo-
délisation des phénomènes turbulents par des méthodes RANS, nous permet d’obtenir des
solutions stationnaires. Afin de caractériser le caractère instationnaire des écoulements que
nous étudierons, nous utilisons des méthodes URANS (Unsteady RANS). Menter & Egorov
[114] montrent que ces dernières permettent de résoudre des structures de l’ordre de l’épais-
seur de la couche de cisaillement. La figure 2.7 montre le spectre d’énergie d’un écoulement
turbulent et la séparation entre les échelles modélisées et résolues par le nombre d’onde de
coupure pour les approches RANS et URANS (Unsteady RANS).
Figure 2.7 – Spectre d’énergie en fonction du nombre d’onde. En gris, la partie résolue
du spectre, en blanc, la partie modélisée.
En introduction on a pu observer que les écoulements turbulents peuvent être animés
par des mécanismes à basses et moyennes fréquences. Les études numériques montrent
que les simulations instationnaires RANS donnent accès aux caractères basses fréquences
des écoulements turbulents (Brunet et al. [24]). En effet les échelles caractéristiques de
ces mécanismes sont de plusieurs décades au dessous des phénomènes liés au caractère
turbulent d’un écoulement. On peut observer cette propriété sur les figures (2.8) (2.9), où
des structures cohérentes sont de très grandes tailles par rapport aux petites structures
turbulentes.
Figure 2.8 – Écoulement turbulent au-
tour d’un cylindre (ONERA)
Figure 2.9 – Couche de mélange turbu-
lente, Brown & Roshko [23]
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L’étude de stabilité linéaire des écoulements turbulents prend alors du sens et peut
mettre en évidence des aspects basses fréquences globalement instables (Crouch et al. [36]).
2.4.1.4 Les modèles de turbulence linéarisés
2.4.1.4.a Le modèle de Spalart-Allmaras linéarisé
Comme pour les modèles à deux équations, la linéarisation s’effectue suivant l’hypothèse
des petites perturbations, le modèle linéarisé est le suivant :
∂ρ′ν˜ + ρν˜ ′
∂t
+∇ ·
(
~V ′ρν˜ + ~V ρ′ν˜ + ~V ρν˜ ′−
1
σ
((µ′ + ρ′ν˜ + ρν˜ ′)∇ν˜ + (µ + ρν˜)∇ν˜ ′)
)
=
cb1((1− ft2)(S˜′ρν˜ + S˜ρ′ν˜ + S˜ρν˜ ′)− (f ′t2)(S˜ρν˜))+
cb2
σ
(∇(ρ′ν˜ + ρν˜ ′) ·∇ν˜ +∇ρν˜ ·∇ν˜ ′)−
(cw1fw − cb1
κ2
ft2)(ρ
′ ν˜2
d2
+ ρ
2ν˜ν˜ ′
d2
)− (cw1f ′w)ρ
ν˜2
d2
(2.57)
où les coefficients linéarisées sont :
ν ′t = ν˜
′fv1 + ν˜f ′v1 f ′v1 =
3∗c3v1χ2χ′
(χ3+c3v1)
2 χ
′ = χ(ρ
′
ρ +
ν˜′
ν˜ − µ
′
µ )
S˜′ = |( ~rot~V )′|+ 1
κ2d2
(ν˜ ′fv2 + ν˜f ′v2) f ′v2 =
χ2f ′v1−χ′
(1+χfv1)2
|( ~rot~V )′| = 1|( ~rot~V )| ((
∂W
∂y
− ∂V
∂z
)(
∂w′
∂y
− ∂v
′
∂z
)+
(
∂U
∂z
− ∂W
∂x
)(
∂u′
∂z
− ∂w
′
∂x
) + (
∂V
∂x
− ∂U
∂y
)(
∂v′
∂x
− ∂u
′
∂y
))
f ′w = g
′ c6w3
g6 + c6w3
(
1 + c6w3
g6 + c6w3
)
1
6 g′ = r′(cw2(6r5 − 1) + 1)
r′ = r(
ν˜ ′
ν˜
− S˜
′
S˜
) f ′t2 = −2ct4χct3exp(−ct4χ2)
(2.58)
2.4.1.4.b Le modèle k − ω de Menter avec correction SST linéarisés
Comme énoncé dans la section 2.3.1.4.b, Menter définit une fonction F1 qui permet de
faire passer progressivement du modèle k − ω près de la paroi, au modèle k −  dans la
région extérieure de la couche limite. Ainsi, la définition de la fonction F1 est donc liée au
champ de base. La forme générale du modèle linéarisé est la suivante :
∂ρ′kb + ρbk′
∂t
+∇ ·
(
(ρbk
′ + ρ′kb)ub + ρbkbu′ − (µ′ + µ
′
t
σ∗
)∇kb − (µb + µbt
σ∗
)∇k′
)
= P ′k − β∗(ρ′kbωb + ρbk′ωb + ρbkbω′)
∂ρ′ωb + ρbω′
∂t
+∇ ·
(
(ρbω
′ + ρ′ωb)ub + ρbωbu′ − (µ′ + µ
′
t
σ
)∇ωb − (µb + µbt
σ
)∇ω′
)
= γνbtP
′
k − γν2btPbkν
′
t − βρ′ω2b − 2βρbωbω′ + 2((ρ
′σω
ωb
− ω′ ρbσω
ω2b
)∇kb ·∇ωb
+
ρbσω
ωb
(∇k′ ·∇ωb +∇kb ·∇ω′))
(2.59)
La correction SST, mise en place par Menter, permet de limiter la production de viscosité
turbulent dans la région externe à la couche limite. De même que pour la fonction F1, la
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fonction F2 ne va dépendre que des paramètres du champ de base. Ainsi les fonctions du
modèle sont les suivants :
F1 = tanh(ζ
4) avec ζ = min
[
max
( √
kb
0.09∗ωd ,
500νb
ωbd2
)
; 4ρbσω2kb
Dωd2
]
et Dω = max
(
ρbσω2
ωb
∇kb ·∇ωb; 10−20
)
F2 = tanh(ι
4) avec ι = max
(
2
√
kb
0.09ωbd
; 500νb
ωbd2
) (2.60)
et les constantes restent les mêmes que pour le modèle non linéarisé. Le terme de production
P ′k et la viscosité turbulente perturbée s’écrivent :
P ′k = τ
′
t : ∇ub + τbt : ∇u
′ (2.61)
µ′t =
ρ′kb + ρbk′
ωb
− ρbkbω
′
ω2b
si max
(
1,ΩbF2a1ωb
)
= 1
µ′t =
a1(ρ
′kb + ρbk′)
ΩbF2
− a1ρbkbΩ
′
Ω2bF2
si max
(
1,ΩbF2a1ωb
)
= ΩbF2a1ωb
(2.62)
avec
Ω′ =
1
( ~rotu)
((
∂wb
∂y
− ∂vb
∂z
)(
∂w′
∂y
− ∂v
′
∂z
)+
(
∂ub
∂z
− ∂wb
∂x
)(
∂u′
∂z
− ∂w
′
∂x
) + (
∂vb
∂x
− ∂ub
∂y
)(
∂v′
∂x
− ∂u
′
∂y
))
(2.63)
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2.4.1.5 Validation du code PHOENIX linéarisé
Afin de valider la linéarisation des différents schémas numériques, ainsi que des condi-
tions limites, j’ai réaliser une étude de l’advection d’un tourbillon dans un champ uniforme.
Pour cela j’utilise un domaine carré avec un maillage uniforme en x et en y figure (2.10)
de 100× 100. Nous considérons un écoulement uniforme à nombre de Mach M = 1.5 avec
un angle de α = 45°. On peut observer les lignes de courants de l’écoulement de base sur
la figure (2.10). Dans le cas présenté nous utilisons des conditions limites de non réflexion
pour chacune des frontières du domaine. Nous créons un tourbillon dans le côté en haut
à gauche du domaine, l’évolution temporelle pour le code non linéaire et linéaire étant
identique, la linéarisation du code n’entraîne pas d’erreur de dispersion supplémentaire,
comme illustré sur la figure (2.12).
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Figure 2.10 – Maillage et ligne de cou-
rant de l’étude
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Figure 2.11 – Évolution de l’énergie to-
tale de la perturbation liée à l’advection
d’un tourbillons
Le suivi de l’énergie totale de la perturbation a été réalisé pour comparer la dissipation
du code linéarisé et du code non linéaire (figure 2.11). Nous pouvons souligner le bon accord
entre les résultats de la simulation linéaire et celle non linéaire. Ce type de résultat nous
permet de valider la linéarisation des schémas de Jameson, de Roe et le schéma AUSM+,
ainsi que les différentes conditions limites que nous utilisons lors de nos différentes études.
2.5 Validation
Au travers de l’étude de l’advection d’un tourbillon, nous avons validé l’aspect linéari-
sation des différents schémas numériques, ainsi que des différentes conditions limites. Nous
allons maintenant illustrer la capacité du code développé au cours de la thèse pour décrire
la stabilité linéaire des écoulements de type oscillateur et amplificateur. Pour cela, nous
concentrons notre analyse suivant deux configurations académiques : une première associée
à l’étude d’un écoulement aﬄeurant un cylindre (de type oscillateur) ; une deuxième dé-
diée à l’analyse de la dynamique linéaire d’une perturbation se développant au sein d’une
couche limite supersonique (de type amplificateur).
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(f) code PHOENIX linéarisé à itération 800
Figure 2.12 – Advection d’un tourbillons, comparaison code non linéaire à gauche, code
linéarisé à droite
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2.5.1 Écoulement autour d’un cylindre
La littérature nous indique un nombre de Reynolds critique, basé sur la diamètre du
cylindre, Recr = 47, au delà duquel, l’écoulement devient instationnaire (Provansal et al.
[133], Barkley [13] et Marquet et al. [106]). Pour des régimes sous-critiques, la zone de
recirculation naissante à l’arrière du cylindre augmente proportionnellement en fonction
du Reynolds (Sen et al. [159]). Ainsi, lorsque le nombre de Reynolds devient supérieur à
Recr, l’écoulement rompt sa symétrie et un lâcher de structures tourbillonnaires, prenant la
forme d’une allée de Von-Kármán, apparaît en aval du cylindre, synchronisé à une fréquence
très piquée. En outre, Barkley [13] et Marquet et al. [106] ont identifié ce phénomène comme
étant associé à l’apparition d’un mode global instable de l’écoulement, qui va conduire ce
dernier à une bifurcation de Hopf.
Objectif de l’étude :
– Déterminer le nombre de Reynolds critique de l’écoulement et le comparer à la litté-
rature.
– Déterminer l’évolution des fréquences propres et des taux d’amplification en fonction
du nombre de Reynolds et les comparer à la littérature.
2.5.1.1 Configuration de l’écoulement
Considérons un écoulement 2D, régit par les équations de Navier-Stokes, autour d’un
cylindre. Afin de comparer nos résultats avec les données connues en incompressible, nous
étudierons cet écoulement pour un nombre de Mach M = 0.1. Le cylindre est immergé
dans un maillage de forme elliptique et comprend ≈ 32000 points (145 pour discrétiser le
rayon, 221 pour la circonférence) comme observé sur la figure 2.13. Le maillage est raffiné
au niveau du cylindre et dans le sillage.
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Figure 2.13 – Discrétisation spatiale du cylindre
Des conditions de non réflexion sont imposées aux frontières extérieures, alors qu’une
condition de non glissement adiabatique est utilisée sur le cylindre. Pour le calcul station-
naire, uniquement la phase implicite du code a été employée, c.à.d la partie pas de temps
dual n’a pas été utilisée. Un balayage en nombre de Reynolds a été effectué afin d’une part
de déterminer le nombre de Reynolds critique et d’autre part, de valider notre code. On
peut observer sur la figure 2.14, le champ de base convergé pour un nombre de Reynolds
Re = 50, en comparaison avec une solution obtenue par Gautier et al. (2013). Sur la figure
2.15, l’évolution de la zone de recirculation en fonction du nombre de Reynolds a également
été reportée. A travers les figures précédentes, nous pouvons remarquer un très bon accord
entre les résultats fournis par la littérature et ceux associés à notre code.
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Figure 2.14 – Iso-contour de la vitesse longitudinale Re = 50
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Figure 2.15 – Évolution de la taille de bulle en fonction du nombre de Reynolds
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Enfin, nous pouvons remarquer qu’une étude de convergence en maillage a montré que
celui présenté dans cette partie est suffisant pour ne pas affecter les résultats.
2.5.1.2 Analyse de stabilité
Afin d’initialiser notre calcul, nous générons une perturbation en amont du cylindre. Ni
la position, ni la forme de la perturbation n’ont d’influence sur le résultat de l’étude. Notre
analyse met alors en valeur l’apparition d’un mode global instable pour cet écoulement.
En particulier, les figures 2.16 et 2.17 montrent l’évolution du taux d’amplification et de la
fréquence du mode propre le plus amplifié, en fonction du nombre de Reynolds. Ces valeurs
sont comparées avec celles obtenues par Marquet et al. [106].
Re
σ
30 35 40 45 50 55 60 65 70 75 80
-0.10
-0.08
-0.06
-0.04
-0.02
0.00
0.02
0.04
0.06
0.08
0.10
Rec
Figure 2.16 – Évolution du taux d’am-
plification en fonction du nombre de Rey-
nolds
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Figure 2.17 – Évolution de la fréquence
en fonction du nombre de Reynolds
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Figure 2.18 – Iso-contour de la vitesse perturbée longitudinale Re = 50
Notamment, les figures précédentes montrent que le nombre de Reynolds critique Rec ≈
47 est en accord avec la littérature. De plus, les évolutions des fréquences et des taux
d’amplification, du mode propre le plus amplifié, en fonction du Reynolds sont également
en accord avec la littérature. Enfin, la figure 2.18 représente la forme spatiale de ce mode.
Elle coïncide avec celle observée dans la littérature. Notre outil de stabilité linéaire apparaît
ainsi efficace pour les études d’écoulement de type oscillateur.
2.5.2 Couche limite supersonique
Nous considérons par la suite la stabilité linéaire d’un écoulement de couche limite
supersonique adiabatique. Ce dernier est choisi pour deux raisons. Tout d’abord pour va-
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lider la linéarisation du code dans un régime supersonique. Puis, de manière à identifier la
capacité du code à décrire des écoulements amplificateurs.
Objectif de l’étude :
– Réaliser une étude de stabilité linéaire sur un écoulement convectivement instable.
– Réaliser une étude de stabilité linéaire sur un écoulement supersonique.
2.5.2.1 Configuration
Nous considérons un écoulement uniforme dans la direction x impactant une plaque
plane en (x,y) = (0,0) et s’étalant jusqu’à x = 320. Nous imposons un nombre de Mach en
amont de M = 2.15 et une température d’arrêt de T∞ = 293K. Le nombre de Reynolds est
fixé à Reδ∗ = 780. Il est basé sur l’épaisseur de déplacement en x = 150δ∗. Nous utilisons un
domaine rectangulaire commençant en (x,y) = (−38,0) et allant jusqu’à (x,y) = (320,87)
dont les conditions limites sont les suivantes :
– pour y = 0 et x ∈ [−38,0] nous utilisons une condition de glissement
– pour y = 0 et x ∈ [0,320] nous utilisons une condition de paroi adiabatique
– pour x = −38 et x ∈ [0,87] nous utilisons une condition non réflexion
– pour y = 87 et x ∈ [−38,320] nous utilisons une condition non réflexion
– pour x = 320 et y ∈ [0,87] nous utilisons une condition d’extrapolation
Nous utilisons une grille comprenant, respectivement 560 et 100 points dans les directions
x et y. Le maillage est régulier dans la direction x et raffiné au niveau de la plaque plane,
dans la direction y (voir figure 2.19).
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Figure 2.19 – Représentation du maillage pour l’étude d’une couche limite supersonique
adiabatique.
2.5.2.2 Champ de base
L’écoulement est représenté sur la figure 2.20. On peut noter la présence d’un choc au
niveau du bord d’attaque. On peut également observer sur la figure 2.21 l’évolution des
épaisseurs caractéristiques de la couche limite. Le maillage étudié est suffisamment raffiné
pour que le champ de base ne soit plus dépendant de ce dernier.
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Figure 2.20 – Iso-contour de la vitesse longitudinale de la couche limite M = 2.15 Reδ∗ =
780
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Figure 2.21 – Évolution des épaisseurs de déplacement et de quantité de mouvement de
la couche limite
2.5.2.3 Analyse de stabilité
L’étude de stabilité est réalisée dans les mêmes conditions que le calcul du champ
de base. Une perturbation dans la couche limite, en amont du domaine, nous permet
d’initialiser notre calcul. Le spectre de la Jacobienne est représenté sur la figure 2.22. Nous
pouvons remarquer que ce dernier ne présente que des modes temporellement atténues.
L’écoulement est donc globalement stable. Les figures 2.23,2.24,2.25 et 2.26 montrent les
fonctions propres associées aux modes entourés sur la figure 2.22. Ces modes s’illustrent
sous la forme d’une onde s’amplifiant spatialement le long de la plaque. Ils caractérisent
ainsi un écoulement convectivement instable ou encore amplificateur. La littérature relative
aux ondes d’instabilité pour des écoulements de couche limite adiabatique supersonique
laminaire montrent l’existence d’un équivalent du mode de Tollmien-Schlichting (noté TS)
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pour le régime supersonique (Arnal [7]). Bien que ce dernier soit plus amplifié pour des
ondes obliques dans ce régime, nous pouvons supposer que les modes observés sur la figure
2.22 soient bien associés à des ondes TS, pour diverses fréquences.
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Figure 2.22 – Spectre pour une couche limite M = 2.15 Reδ∗ = 780
Figure 2.23 – Iso-contour de la vitesse
longitudinale du mode TS1
Figure 2.24 – Iso-contour de la vitesse
transversale du mode TS1
Figure 2.25 – Iso-contour de la vitesse
longitudinale du mode TS2
Figure 2.26 – Iso-contour de la vitesse
transversale du mode TS2
Afin de valider cette hypothèse et également nos résultats, nous réalisons une analyse
de stabilité en supposant notre écoulement comme étant parallèle suivant la direction x,
c’est-à-dire une analyse locale. Dans ce cadre, nous pouvons considérer la perturbation de
la forme :
qˆ(y)ei(αx−ωt)
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avec α, le nombre d’onde complexe suivant x et ω la pulsation. Le problème aux valeurs
propres se réduit ainsi à un système ne dépendant que d’une seule direction suivant la
normale à la paroi. Nous utilisons un code de stabilité locale compressible du laboratoire
pour mener cette étude. Nous considérons le mode TS1 du spectre représenté sur la figure
2.22. Par une analyse globale, les taux d’amplification temporels sont dépendant de la
taille du domaine, suivant la direction de propagation des onde. Ce dernier est fixé à zéro
dans l’analyse locale (c-à-d ω est réelle). L’écoulement considéré pour cette étude est pris
à x = 220δ∗. La pulsation est fixée égale à celle du spectre globale ω = 0.17. Le nombre
d’onde obtenu pour le mode TS est α = 0.26− i0.005. Le spectre temporel pour le nombre
d’onde précédent est illustré sur la figure 2.27 (b). Nous pouvons donc bien observer un
mode discret neutre ayant pour pulsation ω = 0.17. Sur la figure 2.27(a), une coupe de
la composante normale de fluctuation de vitesse pour le mode global TS1, à une distance
y = 5δ∗, est représentée. La longueur d’onde du mode aux alentours de x = 220δ∗ est
≈ 24. Ainsi, le nombre d’onde associé est de 2pi/24 ≈ 0.26, ce qui est en bon accord avec le
résultat fourni par l’analyse locale. Enfin, nous traçons sur la figure 2.28, une comparaison
des amplitudes des modes issus de l’analyse locale et globale suivant y/δ∗. Nous observons
également un bon accord entre l’analyse locale et globale. Ces résultats nous confortent
dans la pertinence des modes obtenus par notre code de stabilité linéaire globale en régime
supersonique.
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Figure 2.27 – Comparaison du mode TS1 calculé à l’aide d’une analyse de stabilité linéaire
locale et celui issu de l’analyse linéaire globale. (a) Coupe de la composante normale de
perturbation de vitesse associée à l’analyse de stabilité globale. (b) Spectre issu de l’analyse
locale pour λ = 2pi/α ≈ 24 et associé au profil de vitesse extrait du champ à x = 220. Le
mode de Tollmien-Schlichting est neutre avec ωr = 0.17.
2.5.3 Conclusion
Les études de stabilité linéaire réalisées sur les deux cas précédents nous permettent de
valider les outils que nous avons développés. La prochaine partie sera consacrée à l’étude
d’une interaction entre une onde de choc oblique et une couche limite laminaire superso-
nique. Une dernière partie sera alors dédiée à l’étude des écoulements transsoniques externe
et interne : une interaction choc droit/couche limite sur un profil d’aile et au sein d’une
tuyère plane, respectivement.
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Figure 2.28 – Comparaison de la distribution du module des fonctions propres des compo-
santes longitudinale (|u|) et normale de vitesse (|v|) issue de l’analyse globale (en symboles :
• pour |u| et + pour |v|) et locale (en trait discontinus pour |u| et plein pour |v|) en fonction
de la distance normale à la paroi normalisée par l’épaisseur de déplacement de référence.
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Chapitre 3
Interaction onde de choc oblique
3.1 Introduction
An accurate comprehension of shock wave / turbulent boundary-layer interaction is
needed in many aerospace and aeronautical applications to predict flows around transonic
airfoils, supersonic air intakes, or deflected control surfaces of vehicles at transonic or
supersonic speed. These interactions can lead to an increase of drag, to flow separation being
one of the primary causes of performance degradation. Moreover, shock wave / turbulent
boundary-layer interaction (SWTBLI) generally produces low-frequency unsteadiness of
the shock system. This unsteadiness produces strong constraints on the structure due to
the induced noise and the local heat transfer. It is well known that the flow separation may
be at the origin of this unsteadiness and for a supersonic flow it takes a particular form
when the separation is induced by a shock wave.
Considerable amount of experimental work has been made on SWTBLI to investigate
the steady and unsteady aspects. Experimental research into shock wave / boundary-layer
interaction started in the mid-1940s with the work of Ackeret et al. [1] and since remained
a very active field. Since then, several experiments have been performed to investigate the
shock wave / boundary-layer interactions in detail. Detailed investigations of the pheno-
menon and its dependence on flow and boundary-layer parameters are described in Délery
& Marvin [42] and Dolling [47]. Recent works, initiated by the Supersonic Group of the
IUSTI Laboratory, have characterized the space-time dynamics of OSWTBLI [52, 53] and,
in particular, have tried to understand the physical origin of the low-frequency unsteadi-
ness [55]. More specifically Dupont et al. [52] have shown, when the interaction is strong
enough, that the OSWBLI is the seat of low-frequency unsteadiness, characterized by self-
sustained oscillations of the separated shock around a Strouhal number StLint = 0.03 (see
also Dussauge et al. [55] and Humble et al. [80]). Furthermore, Dupont et al. [53], Souverein
et al. [162, 163] and Jaunet et al. [86], have shown that the low-frequency dynamics, for a
wide set of OSWBLI, is scaled by the interaction length Lint. In a more general way, the
characteristic frequency of the turbulence in the incoming boundary-layer is O (U∞/δ99),
whereas the low-frequency unsteadiness is O (0.01U∞/δ99). This result suggests a robust
and general mechanism to explain the low-frequency dynamics. For several years, scenarios
attempting to model this low-frequency dynamics have been proposed. The first of them is
related to the interaction of large structures upstream of the boundary-layer with the shock
leading to low-frequency response of the shock itself [65]. However, Dussauge & Piponniau
[56] have shown, in oblique shock reflection, that the influence of downstream conditions,
especially in the recirculation zone, is more significant than the upstream conditions with
respect to low-frequencies. Pirozzoli & Grasso [127] suggested that the low-frequency dy-
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namics results from an acoustic feedback loop between the acoustic emission of turbulent
structures through the incident shock and the foot of the separated shock. This scena-
rio can be assessed by a linear stability analysis as it involves a pressure feedback loop.
Piponniau et al. [126] used a qualitative model to find the order of the magnitude of the
Strouhal number for the low-frequency dynamics. This model is based on a mass balance of
the system "shear-layer / separated zone" where the coherent structures in the shear-layer
feed the recirculation zone which increases up to a critical size beyond which it empties.
The latter mechanism causes the breathing of the separated zone and consequently the
movement of the reflected shock. The latter scenario was formulated more recently by Tou-
ber & Sandham [182] showing that the separated shock foot acts as a low-pass filter with
respect to white noise. This result is in qualitative agreement with the results of Ribner
[138] and Robinet & Casalis [144] where shock response is proportional to the frequency
content of the initial forcing. If the separated shock is forced by white noise, the response
of the shock corresponds to a low-pass filter.
From a numerical point of view, the first LES on OSWBLI were performed by Garnier
et al. [68] and Pirozzoli & Grasso [127] where mean and [U+008F]fluctuating velocity
components were found in satisfactory agreement with experimental data of Deleuze [43]
and Laurent [91]. However, these numerical simulations were integrated over a time range
which is too short to allow an analysis of the low-frequency dynamics. The LES simulations
computed by Touber & Sandham [183, 184] allowed this analysis for the first time, showing
a very good agreement with IUSTI experiments [53, 54] for moderate interaction (σ = 8o).
In particular, this study has shown that the low-frequency dynamics is broadband in nature.
Recent numerical simulations have improved the statistical convergence to better determine
some of physical properties of the shock wave / boundary-layer interaction [128], see Priebe
et al. [132], for reflected shock, and Wu & Martin [188], for compression ramp. Priebe
& Martin [131] and Aubard et al. [9] have studied the physical mechanisms that drives
the shock motion. In their simulations, the flow undergoes low-frequency unsteadiness
that leads to flow topology modifications in the interaction region, including the breaking-
up of the recirculation bubble and the shedding of vortical structures. In addition, the
development of energetic turbulent structures in the shear-layer is observed to be modulated
at low-frequency and this could imply a modulation of the shear-layer entrainment rate
which is consistent with the scenario of Piponniau et al. [126]. Priebe & Martin [131] assume
that this low-frequency dynamics could be the signature of a globally unstable mode. This
hypothesis is to our knowledge not proven and serves as motivation for this present paper.
The linear stability analysis of a laminar or transitional shock wave / boundary-layer
interaction has been poorly studied until now in comparison with supersonic boundary-
layer flows. Most of the studies were carried out by local approaches where the flow is
assumed to be weakly non parallel. These approaches have mainly shown that shock wave
boundary-layer interaction develops convective instabilities in the interaction region over
a wide range of Strouhal numbers (0 < fδ?/U∞ < 1). On these instability waves the
compressibility has a stabilizing effect and in supersonic regime the most unstable waves are
three-dimensional [105]. Some examples of linear stability studies for hypersonic shock wave
boundary layer interaction flows are given by Bedarev et al. [16], Pagella et al. [120, 121]
and Balakumar et al. [11]. Although a local stability approach gives results that appear
consistent with some experimental observations, due to the strong non parallelism of the
flow, local approaches are limited to the study of medium and high frequency instabilities.
The low-frequency dynamics analysis requires a global approach.
The notion of global instability was originally formulated for quasi-parallel flows. In this
framework, the flow is globally unstable if there is a sufficiently large absolute instability
60
3.2 Introduction
region in the flow [78, 117]. Examples of recent applications in compressible regime can
be found in Méliga et al. [112] and Weiss et al. [187]. The study of the linear stability
for open and highly non parallel flows was performed for the first time by Jackson [82]
and Zebib [191] around a cylinder in incompressible regime. This method has known an
important development during almost 20 years and has been applied to many flows [171,
174]. The compressible regime and particularly the supersonic regime has been widely less
studied. Shear-driven cavity flows [22, 175, 176, 189], jet flows [67] and afterbody flows
[113] are examples of flows studied by the global stability analysis in subsonic regime. In
supersonic regime, Nichols & Lele [119] and Beneddine et al. [17] have studied the stability
of supersonic cold or underexpanded screeching jets respectively. Furthermore an analysis of
swept flow around parabolic body was also performed by Mack & Schmid [102, 103], Mack
et al. [104]. Regarding the laminar shock wave / boundary-layer interaction only few studies
have been performed. The first global stability analysis was carried out by Robinet [143] and
shows that a separated flow in supersonic regime can develop a three-dimensional steady
global instability close to that observed in subsonic regime [173]. However, this analysis is
incomplete because convective instabilities developing in the separated zone have not been
taken into account. These instabilities are important because they are responsible of the
transition to turbulence. More recently Sansica et al. [154] have investigated the dynamics of
a transitional OSWBLI by direct and linearized numerical simulations. They have shown
that the dynamics of OSWBLI at M∞ = 1.5 is mainly governed by medium-frequency
dynamics and that the amplitude of low-frequency response evolves quadratically with
respect to the amplitude of the forcing, suggesting a non-linear response to this frequency
range.
In this work, we propose to study the global stability of an interaction between an
oblique shock wave and a laminar boundary-layer developing on a flat plate. Several cases
for different incident angles, Reynolds and Mach numbers will be discussed starting from
the Degrez et al. [41] configuration. To keep the computational cost affordable, a two-
dimensional OSWBLI is addressed both for the base flow and for the perturbation. We will
focus on the low and medium-frequency dynamics through a linear stability analysis. A
detailed analysis is realized on the different scales in time and space driving these instabili-
ties. The global response of OSWBLI to a harmonic forcing is then discussed by computing
the global resolvent in order to clarify some results given by the stability analysis. These
results are then compared with the linear and non-linear response of the flow to a localized
forcing (upstream and downstream).
The paper is structured as follows. In the section 3.2, the problem formulation is given,
where the flow configurations are specified and the theoretical background to perform the
stability analysis is presented. The numerical procedure used to perform these analyzes is
detailed in Sec. 3.3 where we will show how a standard CFD numerical code can be used to
extract eigenmodes. In Sec. 3.4, different types of laminar interactions will be considered ;
moreover we will examine the influence of the angle of the incident shock and Reynolds
and Mach numbers on linear stability of OSWBLI. We will show that the flow is globally
stable and the dynamics is a selective noise amplifier problem whose receptivity is mainly
at medium-frequency and localized in the interaction region. Nonlinear dynamics through
a Navier-Stokes (N-S) simulations will also analyzed. In Sec. 3.5, a physical discussion of
the results and their implications is conducted especially for fully turbulent shock wave /
boundary-layer interactions.
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Figure 3.1 – The computational domain and a schematic representation of oblique sho-
ckwave / boundary-layer interaction.
3.2 Simulation setup and governing equations
3.2.1 Flow configuration
In the present study, an oblique shock wave laminar boundary-layer interaction (OSW-
BLI) is considered. The flow configuration is displayed in figure 3.1. To enable a compre-
hensive analysis of the unsteadiness of the structures developing in such a flow, a set of
flow cases are run with parameters referenced in table 3.1. Hereafter, the coordinate sys-
tem is the following : x is oriented in the streamwise direction and y is associated with the
direction normal to the wall. We also note Lsep and Lint the separation and interaction
lengths, respectively.
3.2.2 Governing equations
The two-dimensional compressible Navier-Stokes equations for a compressible perfect
gas are considered. These equations govern the evolution of the system state q = [ρ,ρu,ρE]T
in the conservative form, where ρ, u and E are the fluid density, the velocity vector and
the total energy, respectively. Written in non-dimensional form, these equations are
∂ρ
∂t
+∇ · (ρu) = 0, (3.1a)
∂
∂t
(ρu) +∇ ·
[
ρu⊗ u+ pI− 1
Re
τ
]
= 0, (3.1b)
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Parameters Laminar cases
Free-stream Mach number M∞ ∈ [2.10; 2.20]
Free-stream stagnation temperature Ti,∞ = 287 K
Free-stream stagnation pressure Pi,∞ = 1.07× 104 Pa
Reynolds number Reδ? ∈ [1050; 1950]
Incident shock angle θ ∈ [30.8o; 32o]
Shock generator angle β ∈ [3.81o; 5.19o]
Table 3.1 – Flow parameters for laminar OSWBLIs.
∂
∂t
(ρE) +∇ ·
[
(ρE + p)u− 1
Re
τ  u+ κ
(γ − 1)ReM2∞
∇T
]
= 0. (3.1c)
For an ideal and Newtonian fluid, the non-dimensional pressure p and energy E are related
to the temperature through the equation of state for an ideal gas.
p =
1
γM2∞
ρT, E =
T
γ(γ − 1)M2∞
+
1
2
u · u, (3.2)
τ is the viscous stress tensor and is written as
τ = µ
[
∇⊗ u+ (∇⊗ u)T − 2
3
(∇ · u) I
]
. (3.3)
The dynamics viscosity µ(T ) is computed using Sutherland’s law, i.e.,
µ(T ) = T 3/2
1 + Ts/T∞
T + Ts/T∞
, (3.4)
where Ts = 110.4 K. The coefficient of heat conductivity κ(T ) is given in terms of the
Prandtl number κ(T ) = µ(T )/Pr. Here, M∞ is the freestream Mach number at the inflow
and Reδ? is the Reynolds number based on the freestream velocity downstream of the
separated shock : Ue and the boundary-layer displacement thickness at the theoretical
position where the incident shock impinges the boundary-layer : δ?. The time scales are
normalized with δ?/Ue and pressure with ρ∞U2e . Finally, the specific heat capacity ratio is
equal to γ = 1.4 and the Prandtl number is taken as Pr = 0.72.
In the following, the system (3.1) can be recast in the formal conservative form :
∂q
∂t
= R(q), (3.5)
Where R is the differential nonlinear Navier-Stokes operator.
3.2.3 Compressible global stability analysis
Linear stability analysis assumes the existence of an equilibrium solution to the system
(3.5) referred to as the base flow and defined by R(qb) = 0. In the following, the base flow is
supposed to be two-dimensional qb(x,y). Using the standard small perturbation technique,
the instantaneous flow is decomposed into a base flow and a small disturbance :
q(x,y,t) = qb(x,y) + εq
′(x,y,t), ε 1. (3.6)
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The resulting equations are further simplified by considering that the perturbation is infi-
nitesimal, i.e the nonlinear fluctuating terms are neglected. Finally, compressible Navier-
Stokes equations are transformed into a linear partial differential equations
∂q′
∂t
= J q′, (3.7)
where the vector q′ = (ρ′,ρ′ub + ρbu′,ρ′Eb + ρbE′)
T represents the conservative variables
for the perturbation and J = ∂R/∂q |qb is the Jacobian operator which corresponds to
the linearization of the Navier-Stokes operator R around the base-flow qb.
∂ρ′
∂t
+∇ · (ρ′ub + ρbu′) = 0, (3.8a)
∂
∂t
(ρ′ub + ρbu′) +∇ ·
(
ρbu
′ ⊗ ub + ρbub ⊗ u′ + ρ′ub ⊗ ub + p′I− 1
Re
τ
′
)
= 0, (3.8b)
∂
∂t
(ρ′Eb + ρbE′) + ∇ ·
[
(ρbEb + pb)u
′ +
(
ρbE
′ + ρ′Eb + p′
)
ub
− 1
Re
τ
′  ub − 1
Re
τb  u′
+
κ′
(γ − 1)ReM2∞
∇Tb +
κb
(γ − 1)ReM2∞
∇T ′
]
= 0.
(3.8c)
Where the perturbed stress tensor is given by
τ
′ = µb
[(
∇⊗ u′ +∇⊗ u′T )− 2
3
(
∇ · u′
)
I
]
+ µ′
[(
∇⊗ ub +∇⊗ uTb
)− 2
3
(∇ · ub) I
]
.
(3.9)
The perturbed pression, total energy, dynamics viscosity and heat conductivity coefficient
are written as
p′ =
1
γM2∞
(
ρbT
′ + ρ′Tb
)
, E′ =
T ′
γ(γ − 1)M2∞
+ ub · u
′, µ′ =
∂µb
∂Tb
T ′, λ′ =
µ′
Pr
. (3.10)
3.3 Numerical strategy
3.3.1 Navier-Stokes solver and boundary conditions
All numerical simulations in this paper were run with an in-house CFD solver, named
Phoenix, both to compute the base flow and to solve the linearized and the full Navier-
Stokes equations. The numerical method implemented in our solver is based on the finite-
volume approach and on a cell centered discretization. The code solves the compressible
Navier-Stokes equations on multi-block structured grids and these equations are discretized
in space using an upwind scheme. Roe’s flux difference splitting scheme [146] is employed
to obtain advective fluxes at the cell interface for all N-S equations. The MUSCL approach
extends the spatial accuracy to third order. All viscous terms are centrally differentiated.
For unsteady computations, the dual time stepping method, proposed by Jameson [85],
was used to tackle the lack of numerical efficiency of the global time stepping approach.
The derivative with respect to the physical time is discretized by a second-order formula.
The use of an implicit scheme with respect to the dual time provides fast convergence to
the time accurate solution. Between each time step, the solution is advanced in a dual time
and acceleration strategies developed for steady problems can be used to speed up the
convergence in fictitious time. The implicit time-integration procedure leads to a system
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which can be solved directly or iteratively. The direct inversion can be memory intensive
and computationally expensive. Therefore, an implicit relaxation procedure is preferred
and the point Jacobi relaxation algorithm was chosen. The initialization of the derivative
with respect to the physical time was performed with a first-order formula.
The boundary conditions applied to the computational domain are no-slip velocity,
adiabatic temperature and pressure extrapolation at the wall. The steady two-dimensional
Navier-Stokes solution is imposed at the inflow. To minimize the reflection of waves into
the domain at the outflow and at the upper boundary, characteristic method is used for
the conservative variables. The oblique shock is imposed by the Rankine-Hugoniot jump
relations at the top boundary.
3.3.2 Linearization of discrete Navier-Stokes equations
Equations (3.8) are discretized with the same type of scheme as nonlinear N-S equations
(3.1). However, the spatial schemes as well as boundary conditions have to be adapted to
the new set of equations (3.8). To achieve such a task, the different schemes and boundary
conditions are built by considering the flux function associated with the linearized equations
(3.8). The Roe scheme is adopted in this study. As suggested by Crouch et al. [36], the
Roe scheme adapted for the linearized compressible N-S variables is based on the Jacobian
matrix of the new flux function associated with the linearized equations as discussed above.
The latter matrix being only a function of the base flow, there is no need of Roe average. In
addition, the boundary conditions are also only driven by the base flow yielding to similar
modifications of our CFD solver. Finally the semi-discrete system can be written as
dq′
dt
= Jq′, (3.11)
where J is (n× n) Jacobian matrix and n = dim(q′)× nx × ny.
3.3.3 Stability algorithm
To determine the eigenmodes of discrete linearized Navier-Stokes equations (3.11) the
solution is sought under the form of a normal mode q′(x,t) = q̂(x) exp (λt), the problem
(3.11) becomes an eigenproblem Jq̂ = λq̂ where λ = σ + iω is the eigenvalue and q̂ is the
eigenvector. The sign of the leading eigenvalue’s real part σ then determines whether the
fixed point qb is linearly stable or unstable, whereas its imaginary part ω characterizes the
stationary or oscillatory nature of the associated eigenvector. To solve this eigenproblem,
two types of methods can be used : (i) methods where the Jacobian matrix is explicitly for-
med or (ii) methods wherein the matrix is not directly and fully calculated, these methods
are known as matrix-free methods. In the present configuration, the size of our problem (J
would be approximately a 105 × 105 matrix) is not limiting, the two methods are possible.
Thereafter matrix-free method is selected where snapshots of solution of (3.11) are used
to approximate the Jacobian matrix. In compressible regime, this method has a number of
advantages because it is written in a fully discrete formalism allowing to better take into
account the complex boundary conditions such as the presence or the emission of acoustic
waves while maintaining an accurate description of the hydrodynamic instability. Using
a snapshot method based on the discrete equation (3.11), we solve the following eigenva-
lue problem M(∆ts)q′ = λ̂q′, where M(∆ts) = exp (J∆ts) is the exponential propagator
of the system (3.11). It appears at first sight that this so-called time-stepper approach
[10, 59] does not really simplify the initial problem of memory footprint. Indeed, not only
does exp (J∆ts) is a matrix of very large dimensions as well, but it is well-known that
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computing a matrix exponential can be quite a challenging computational task. The most
interesting feature of such a time-stepper approach however is that, though exp (J∆ts)
is as computationally expensive to construct explicitly as the Jacobian J, the action of
this exponential propagator onto a vector q′0 can easily be approximated by simply time-
marching the linearised Navier-Stokes equations (3.11) with q′0 as the initial condition.
The eigenmodes of M are the same as those of the matrix J if ∆ts is chosen in accordance
with the Nyquist criterion. The dataset length Ns∆ts is sufficient to capture the slowest
frequency of the system by a factor 20 (see Table 3.3). The iterative technique is based on
the orthogonal projection of the large matrix M onto a lower-dimensional Krylov subspace
which is spanned by snapshots taken from flow field q′ separated by a constant time inter-
val ∆ts. The resulting system is a significantly smaller system and it can be solved using
classical direct or iterative method.
Km
(
M,q′0
)
= span
[
q′0,Mq
′
0,M
2q′0, · · · ,Mm−1q′0
]
= span
[
q′0,q
′
1,q
′
2, · · · ,q′m−1
]
. (3.12)
To increase the conditioning of the Krylov basis, Gram-Schmidt orthogonalisation process
is used. The exponential propagator matrix exp (J∆ts) is then projected on this unitary
basis U :
MUk = UkHk + rke
T
k , (3.13)
where Uk is an orthonormal set of vectors, Hk a k× k upper Hessenberg matrix, and rkeTk
is the residual vector indicating how far from an invariant subspace of M is Uk. Because
of its relatively small dimension, the eigenpairs (λ̂H ,X) of the Hessenberg matrix can be
directly computed which are a good approximation of those of M. Since this Hessenberg
matrix is a low-dimensional approximation of the exponential propagator M = exp (J∆ts),
these Ritz pairs are linked to the eigenpairs of the Jacobian matrix J by : λ '
log
(
λ̂H
)
∆ts
q̂ ' UX,
(3.14)
The easiest way to solve the eigenvalue problem for a matrix-free method is (i) to force the
system (3.11) by an impulse-shaped parietal forcing ; (ii) to generate the set of snapshots ;
(iii) to solve the eigenproblem by an Arnoldi method. Although this method is used to
calculate with good accuracy the unstable modes, the stable part of the spectrum is more
difficult to obtain. When the flow is globally stable (selective noise amplifier behavior) this
problem becomes critical. The origin of the problem is twofold. For the open flows, the
linearized evolution operator is often highly non-normal, the eigenvalues are then highly
sensitive to perturbations [158, 185]. In addition, a snapshot method, which is similar to a
signal processing method, is ill conditioned for temporally stable flows because over time
the modes fade, making it more difficult to extract their frequency content. To solve this
problem, the computation of the matrix H from numerical simulations is accomplished by
in-house Arnoldi method [8, 14, 136] directly integrated into the temporal loop of our CFD
solver (see Loiseau et al. [100]).
3.4 Laminar OSWBLI cases
3.4.1 Base flows
Six flow cases will be considered hereafter, referenced as A, B, C, D, E and F in Table
3.2. For all flow cases, a preliminary laminar boundary-layer flow computation without
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θ (deg) M δ?(m) Reδ∗ Lint/δ
∗ Lsep/δ∗ Lsep/H
30.8 | | | 36.7 68 35.77 Case A
31.4 2.15 8.4 × 10−4 1050 50.4 92 30.00 Case B
32.0 | | | 64.1 108 25.98 Case C
2.10 8.0 × 10−4 1010 19.9 37 46.34 Case D
30.8 2.15 8.4 × 10−4 1050 36.7 68 35.77 Case A
2.20 8.7 × 10−4 1090 53.6 93 29.34 Case E
30.8 2.15 8.4 × 10−4 1050 36.7 68 35.77 Case A
| 1.56× 10−3 1950 70.1 109 36.08 Case F
Table 3.2 – Flow parameters for the OSWBLI.
impinging shock is carried out. In the next, we note δ? the displacement thickness at
the position of impact of the incident shock. For flow case A, the flow conditions are
matched to the experimental and numerical investigation of Degrez et al. [41]. The free-
stream Mach number isM∞ = 2.15 and the angle of the incident shock measured clockwise
from horizontal axis is θ = 30.8o (corresponding to a flow deflection angle of 3.81o). The
Reynolds number based on δ? is fixed to Reδ? = 1050. The computational domain D
has dimensions [x0/δ?;xn/δ?] × [y0/δ?; yn/δ?] = [0; 400] × [0; 80] in the streamwise and
wall-normal directions respectively. The total number of points that are clustered in the
normal-to-wall direction as well as in the interaction region is (Nx ×Ny) = (560 × 100).
Numerical validations (not shown here for the sake of conciseness) have proven that it
guarantees grid independency. The dual time-step is switched off and the CFL (Courant-
Friedrichs-Lewy) number is held to 10.
After having reached a steady state for the laminar boundary-layer flow, the incident
shock is introduced at the inflow condition through the Rankine-Hugoniot relations. The
latter shock impinges the boundary-layer which creates a separated flow. It leads thus to
compression waves behind the bubble which coalesce to form the reflected or separated
shock. The converged base flow is shown in Figure 3.2-(a) in terms of streamwise velocity
fields and streamlines. Comparisons with both experimental and numerical results given
by Degrez et al. [41] are displayed in figure 3.3. The latter figure shows that our simulation
is well in agreement with the mean-flow characteristics reported by Degrez et al. [41], both
in terms of friction coefficient and wall pressure measurements.
In order to investigate the influence of various physical parameters (θ,M∞ and Reδ?) on
stability properties, equilibrium states associated with B-F are also computed (see figures
3.2 (b), (c) and (d)).
Figures 3.4-(a) and (b) show the distribution of skin-friction coefficients and dimen-
sionless pressure, respectively, as a function of the streamwise position x for θ varying
from 30.8o to 32o when the Reynolds number and the Mach number are fixed to 1050 and
2.15, respectively. It is observed that when the incident angle increases, the interaction
zone increases almost linearly. The figure 3.4-(a) also shows that for an angle close to 32o,
there is a critical point (around x/δ? ' 99.2) where the skin-friction coefficient becomes
positive. In an incompressible regime, Theofilis et al. [177] and Rodriguez & Theofilis [145]
have shown that the latter behavior is associated with a bifurcation of the flow towards
a three-dimensional state. This behavior has also been observed for supersonic separated
flows by Boin et al. [21] and Robinet [143]. Hence, the figure 3.4-(a) suggests that θ = 32o
is a relevant upper limit when considering a two-dimensional equilibrium state. Similar
behaviour is observed when the Reynolds number and/or Mach number are increased.
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Figure 3.2 – Streamlines and streamwise velocity component of the computed steady base
flow for different values for Reynolds and Mach numbers and incident angles. The incident
shock (1), the reflected shock (2), the expansion fan (3) and compression waves (3) are also
represented.
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Figure 3.3 – Flow case A. (a) Friction coefficient and (b) Wall pressure distribution
normalized by P∞ shown as a function of the streamwise position scaled by δ?. In full
line : our computation. In full circle, the results given by Degrez et al. [41]. Panel (a) : the
dashed-line is associated with the friction coefficient of the laminar boundary-layer without
the impinging incident shock.
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Figure 3.4 – M∞ = 2.15, Reδ? = 1050. Distributions of (a) skin-friction coefficient and
(b) dimensionless pressure as the streamwise position. In full line : θ = 32o , in dashed
line : θ = 31.4o and in dash-dot line : θ = 32o.
3.4.2 Global mode analysis and linear dynamics
3.4.2.1 Linear impulse response
According to Huerre & A. [78], the onset of unsteadiness in open-flows may be clas-
sified into two categories. In particular, the flow behaves either as a noise amplifier or as
oscillator. To emphasize the specificity of the OSWBLI, we first consider its response to a
localized impulse placed close to the inlet. The space and time behaviour of the resulting
wavepacket is illustrated in figures 3.5 and 3.6. Figure 3.5 shows multiple snapshots of
the wavepacket at different times. In this figure, the linear response of the flow exhibits a
transient temporal growth when evolving downstream along the flat plate, characteristic of
a noise amplifier dynamics. Furthermore, the spatial structure of the wavepacket is shown
to be reminiscent of a Kelvin-Helmholtz convective instability along the separated zone.
In addition, while the wave-packets grow along the shear-layer, we observe the emission of
acoustic waves radiated into the expansion fan when the latter crosses the impact point
of the incident shock. The wavepacket dynamics is also illustrated through the space-time
diagram shown in figure 3.6 where the distribution of the integrated kinetic energy along
the wall normal direction E(x,t) =
∫ Ly
y=0 ρ
(
u2 + v2 + w2
)
dy (where Ly is associated with
the upper limit along the direction normal to the wall) is represented as a function of the
streamwise position and time. Figure 3.6 shows that the upstream front velocity of the
wavepacket decreases slowly after the impact point of the incident shock and accelerates
again when it reaches the attached zone. Then, it leaves smoothly the computational do-
main and the flow relaxes to its equilibrium state. In addition, figure 3.6 clearly illustrates
the nonparallel and dispersive effects of the wavepacket space-time dynamics. Cossu &
Chomaz [35] have demonstrated that the convective nature of the wavepacket can be inter-
preted as a consequence of the streamwise non-normality of global modes (see Chomaz [31]
for a recent review). In this context, the noise amplifier behaviour can be captured by a
suitable superposition of global modes that leads to transient energy growth. To illustrate
the observed wavepacket behaviour, the global modes, temporal and spatial scales, are in-
vestigated in the next section which in turn will allow an interpretation of both numerical
and experimental observations of shock wave / boundary-layer interaction dynamics.
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Figure 3.5 – Case A : linear dynamics of the wavepacket resulting from an impulsive
perturbation localized at (a) : t = 64 Ue/δ?, (b) : t = 91 Ue/δ?, (c) : t = 119 Ue/δ?, (d) :
t = 146 Ue/δ
?, (e) : t = 174 Ue/δ? and (f) : t = 202 Ue/δ?. The shaded contours represent
the pressure fluctuations. The line contours represent the spanwise vorticity component of
the velocity fluctuation fields.
∆t CFL ∆ts Ns ‖Mq′j − λ̂Hq′j‖ < εev
1.5 10−7 1 40∆t 400 10−6
Table 3.3 – Numerical setup for the different stability computations. ∆t is the time step-
ping used in linearised Navier-Stokes solver, ∆ts is the time between two consecutive snap-
shots, Ns is the number of snapshots, εev is the minimal eigenvalues convergence.
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Figure 3.6 – Case A : Space-time diagram for the linear dynamics resulting from an
impulsive perturbation localized at x/δ? = 20. The vertical axis is the dimensionless time.
The horizontal axis is the dimensionless streamwise position. The shaded contours represent
the kinetic energy associated with the velocity fluctuation fields.
71
3.4 Laminar OSWBLI cases
0.0 0.1 0.2 0.3
St
−0.8
−0.6
−0.4
σ
×
δ?
/U
e
II
III
I
IV
(d)
(e)
(b)
(a)
(f)
(c)
Figure 3.7 – M∞ = 2.15, θ = 30.8o and Reδ? = 1050 (Case A) : global spectrum showing
the temporal amplification rate σδ?/Ue versus the Strouhal number St = (ωδ?/Ue)/2pi.
Where δ? and Ue are the displacement thickness taken at the impact of the oblique shock
and Ue is the external velocity downstream of separated shock. Each regions show the least
stable eigenvalues belonging to region I : supersonic Kelvin-Helmholtz modes (circles),
region II : subsonic Kelvin-Helmholtz modes (stars), region III : boundary-layer modes
(crosses) and region IV : acoustic modes (+).
3.4.2.2 Features of the global spectrum
The algorithm outlined in section 3.3 is applied to linear simulations of shock wave /
boundary-layer interaction referenced in Table 3.2. Details on the numerical parameters are
given in Table 3.3. Figure 3.7 shows the global spectrum for case A. Additional computa-
tions were carried out for different grids (see Appendix 3.6.1) showing a good convergence
of the eigenspectrum. The growth rate of each eigenvalue is negative. It means that all of
the modes are temporally damped consistently with the noise amplifier dynamics observed
in the previous section. In figure 3.7, we observe that the global modes are grouped in
different regions. Figures 3.8 (a) and (b) show the real part of the perturbation pressure
associated with modes labelled (a) and (b) in figure 3.7. It clearly shows that vortical
structures are mainly localized in the separated area and emit a beam of acoustic radia-
tion into the far field. From its spanwise vorticity component, we observe that the latter
type of modes display typical features of Kelvin-Helmholtz instabilities developing along
the shear-layer. In addition, the figures 3.8 (a) and (b) show that while the structures are
tilted against the shear behind the impact of the incident shock, they are reoriented along
the shear direction afterward.
The shear-layer generated by the separation is composed of an upper- and a lower-
stream, referenced hereafter by •1 and •2, respectively. The relative phase velocity are
defined as
Mr,i =
|ω/αr − Ui|
ai
, (3.15)
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Figure 3.8 – Case A : representatives global modes of regions I ((a), (b), (c)), II ((d)),
III ((e)) and IV ((f)), marked with arrows in figure 3.7. The real part of the normalized
perturbation pressure by the integrated kinetic energy are shown. Contours levels range
from −0.5 to 0.5 in steps of 0.1. In subfigure (a), the real part of the spanwise vorticity
component in the separated zone is vizualized. Contours levels range from −5 to 5 with a
step of 1.
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Figure 3.9 – Case A : the phase speed Mr,1 ( ) and Mr,2 ( ) associated with
modes (a) St = 0.02 and (b) St = 0.08 shown in figures 3.8 (b) and (c), respectively.
with Ui, ai (i = 1, 2) are the streamwise velocity component and the speed of sound
associated with the base flow respectively. The wavenumber of the mode in a curvilinear
coordinates (s) system attached to the shear-layer is αr, its circular frequency is ω. In
particular, as underlined by Cheung & Lele [29], the instability waves are classified as
subsonic or supersonic if Mr < 1 or Mr > 1, respectively. In a global modes framework, as
recently shown by Song et al. [161], the wavenumber can be extracted from the eigenmode
by
φ = tan−1
(
vˆi
vˆr
)
, αr =
dφ
ds
. (3.16)
In figure 3.9 (a) and (b), we show the relative phase speed of modes labeled as (b) and
(c) in figure 3.8. While the modes have a subsonic phase speed in the lower stream, they
exhibit a supersonic phase speed in the upper stream behind the incident shock. Hence, the
instability waves propagate supersonically with respect to the exterior fluid in the upper-
stream and create Mach wave radiation (Tam & Burton [169]) in the localized region
closed to expansion fan. Hence, the modes belonging to region I are referred as supersonic
Kelvin-Helmholtz modes.
Besides supersonic Kelvin-Helmholtz modes, the flow also contains acoustic modes (re-
gion IV) shown in figure 3.8 (f). The latter modes travel downstream at the speed of sound
in the free-stream. In a global stability framework, as recently noted by Nichols & Lele
[119], to visualize the neutrally propagating part of the global acoustic mode traveling
downstream, we have to post-multiply the pressure component by exp (−ki(x− xs)). The
transformation ki = −σ/(U∞ + c0) is used to convert the temporal growth rate σ to the
spatial one −ki where c0 and U∞ stands for the speed of sound and the streamwise velocity
in the free-stream, respectively. In Figure 3.10, we show the neutrally propagating part of
the global mode labeled (d) in figure 3.8. It exhibits a beam of acoustic radiation that is
directive with a shallow emission angle from a source localized close to the impact of the
incident shock. The latter mode are reminiscent of superdirective global modes observed
in a cold supersonic jet by Nichols & Lele [119]. Different computations were carried out
for different domain sizes in the streamwise direction. The results appear independent to
the domain.
In the intermediate frequencies (regions II and III), we observe in figure 3.7 that the
spectrum exhibits two distinct kind of modes. While the least temporally damped modes is
associated with Kelvin-Helmholtz modes that travel with a subsonic relative phase speed
along the shear-layer, the second one consists of boundary-layer modes as shown in figure
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Figure 3.10 – The neutrally propagating part of the pressure component associated with
the global mode shown in figure 3.8 (f).
3.8 (e). Hence, the modes associated with region II and III are referred as subsonic Kelvin-
Helmholtz modes and boundary-layer modes, respectively.
The global spectrum shows that a wide range of physical processes exists, associated
with different families of modes that exhibit a distinct characteristic frequency. In addition,
these characteristic frequencies are seen to be independent of the computational domain
size. It is thus clear that while modes of region I, II and III may play an important role on
the space-time behaviour of the wavepacket associated with a linear impulse (discussed in
the previous section), acoustic modes don’t seem to be involved in such a dynamics.
3.4.2.3 Scaling analysis
As the above discussion suggests, the linear dynamics of a OSWBLI involves a wide
variety of global modes with various frequencies and spatial scales. Of particular interest
is the dependence of characteristic frequencies with representative spatial scales. For that
purpose, we will attempt to define a suitable scaling for both supersonic and subsonic
Kelvin-Helmholtz modes and boundary-layer modes. This will be done by considering the
interaction length (Lint) and the displacement thickness at the impact (δ?). Global spectra
associated with flow cases A, B, C, D, E and F are shown in figure 3.11 where the
frequencies and the temporal amplification rates are scaled by Lint and δ?. Figure 3.11 gives
some evidence that the driving mechanism for the unsteadiness associated with supersonic
Kelvin-Helmholtz modes is based on the characteristic length Lint independently of the
Mach number, the angle of the incident shock or the Reynolds number. In particular, the
separation between regions I and II/III occurs for St × Lint/δ? ≈ 2.8 for all flow cases
considered. In contrast to the latter modes, both the subsonic Kelvin-Helmholtz modes
and boundary-layer modes appears to scale with the local scale δ? for a given Reynolds
number. For cases A, B, C and D, where the Reynolds number is kept nearly constant,
the least damped mode associated with region II oscillates with a frequency St ≈ 0.145
for all Mach numbers and independently of the angle of the incident shock. In addition, as
expected, a slight increase in M∞, Reδ? and θ lead to increase the temporal amplification
rates of modes II. Furthermore, when considering flow cases E and F, we may observe that
an increase of the Reynolds number leads to decrease the dominant frequencies associated
with region II, when the latters are made dimensionless by Lint (see figure 3.11 (f)) To
give further insight about the observed scaling, we provide in figure 3.12 the distribution
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Figure 3.11 – Global spectra showing the temporal amplification rate versus the Strouhal
number. (a), (c) and (e) the frequencies and the growth rate are scaled by Lint and Ue.
(b), (d) and (f) the frequencies and the growth rate are scaled by δ? and Ue. •, +, ×, , ?
and I are associated with flow cases A, B, C, D, E and F, respectively. The vertical lines
correspond to St× Lint/δ? ≈ 2.8 (a,c,e) and St ≈ 0.145 (b,d,f).
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Figure 3.12 – Distribution of integrated kinetic energy along the wall normal direction as
a function of the streamwise position for frequencies associated with global modes for (a) :
flow case A and (b) flow case C. (a) Regions I, II, IV are considered. (b) Regions I, III and
IV are considered. The horizontal lines denote the position associated with the separation
between modes of regions I and II/III and separation between modes of regions II/III and
region IV. Vertical lines denote the separation and the reattachment points.
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Location Forcing Parameters Probes coordinates Pj : (x?j , y
?
j )
x?f Af (ξx,ξy) P1 P2 P3 P4
Linear solver
Upstream F1 (47.4,0.54) 10−4 (0.3,0.3) (66.4,0.54) (111.7,30.7) (105.4,0.54) (175.9,0.54)
Internal F2 (90.2,0.54) 10−2 (0.3,0.3) (66.4,0.54) (111.7,30.7) (105.4,0.54) (175.9,0.54)
Nonlinear solver
Upstream F1 (47.4,0.54) 10−8, 10−4 (0.3,0.3) (66.4,0.54) (111.7,30.7) (105.4,0.54) (175.9,0.54)
Internal F2 (90.2,0.54) 10−6 (0.3,0.3) (66.4,0.54) (111.7,30.7) (105.4,0.54) (175.9,0.54)
Table 3.4 – Linear and Nonlinear regimes : forcing parameters and measurement coordi-
nates.
of the integrated kinetic energy along the wall normal direction for each global mode as a
function of the streamwise coordinate for flow cases A and C. It is interesting to notice
that the energy associated with the region I frequencies (i.e. supersonic Kelvin-Helmholtz
modes) are mainly localized in the separation zone ; whereas frequencies for region II (i.e.
subsonic Kelvin-Helmholtz modes) are strongly concentrated near the reattachment point.
This behaviour tends to be more pronounced with an increase of the separation zone as
observed in figure 3.12-(c). It provides thus more evidence that frequencies for region I are
driven by a scale proportional to the separation or interaction length whereas frequencies
for region II are governed by a local scale δ?. Finally, one may also remark that figures 3.12
(a) and (b) clearly show the spatial separation between subsonic Kelvin-Helmholtz modes
and boundary-layer modes. In particular, the latter modes are spatially amplified in the
attached region downstream the bubble.
3.4.3 Linear regime : noise amplifier dynamics and receptivity
In the previous sections, we have shown that OSWBLI is globally stable for a wide
range of angles of the incident shock, of Reynolds and Mach numbers. The flow behaviour
will thus depend on the receptivity (i.e associated with both the level and the shape of
external noise ; and the way it affects the flow) and a frequency-selective noise amplification
of the external perturbation due to non-orthogonal interactions between the modes (see
Schmid [158] for a review).
To give an insight to the selection frequency process of such a flow, we investigate the
linear flow response to a white noise excitation (i.e the linear version of the CFD code is
used). For that purpose, a spatially localized forcing near the wall is chosen as actuator.
In particular, the latter has a Gaussian envelope :
v′f (x
?,y?) = Af exp
[
−
(
x? − x?f
ξx
)2
−
(
y? − y?f
ξy
)2]
·Wv(t), (3.17)
where x?f = xf/δ
? and y?f = xf/δ
? fix the forcing location and Af accounts for its ma-
gnitude. Its spatial extent along the flat plate is controlled with ξx and ξy. Wv(t) is a
white noise signal varying between [−0.5; 0.5]. The actuator is placed at two locations :
one starting upstream of the separation point and a second one localized at the center of
the recirculation zone (referenced as F1 and F2 respectively). Four pressure probes are
placed at several abscissa to measure the response of the flow. The various parameters are
specified in Table 3.4. The flow response is investigated through the analysis of frequency-
weighted power spectral densities (WPSDs) at various pressure measurement points. The
power spectral density (PSD) is estimated using the overlapping segments technique. Three
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Figure 3.13 –M∞ = 2.15, θ = 30.8o and Reδ? = 1050 (CaseA). Linear regime. Frequency
response to upstream broadband white noise forcing (F1) at the (a) : separating point ;
(b) : separated shock ; (c) : downstream position. The WPSDs normalized by the forcing
amplitude are represented as a function of the dimensionless frequency (St).
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Figure 3.14 –M∞ = 2.15, θ = 30.8o and Reδ? = 1050 (Case A). Linear regime. Frequency
response to internal broadband white noise forcing (F2) at the (a) : separating point ;
(b) : separated shock ; (c) : downstream position. The WPSDs normalized by the forcing
amplitude are represented as a function of the dimensionless frequency (St).
segments with 50% overlapping are used over pressure time series data with a total record
length 1000. The WPSDs associated with the flow response at the separation point (P1),
far from the wall close to the separated shock (P2) and inside the bubble (P3) are shown
in figures 3.13 and 3.14 (for F1 and F2, respectively) as a function of the non-dimensional
frequency St. The choice of the position of the probe P2 allows to evaluate the influence
of the separation shock with respect to the interaction zone. For the upstream broadband
white noise forcing, F1, the WPSDs exhibit a broadband amplification frequency centered
at a non-dimensional frequency in the range of St ∈ [0.05; 0.5] for P1 and P3. This selecti-
vity is mainly due to the shear-layer. Similar results are obtained for P4 (not shown here).
In addition, the figure 3.13 (b) shows that the measurement associated with probe P2 ex-
hibits a low-frequency broadband energy content. In this position, the linearized dynamics
presents no particular selectivity and beyond St ≈ 0.1, all frequencies are attenuated. Dif-
ferent grids has been tested, showing that these features are independent of the numerical
choices.
For the internal broadband white noise forcing, F2, the WPSDs have a low-frequency
broadband content with no particular selectivity for P1 and P2. P3 and P4 display a
selective-frequency response similar to the F1 case. In addition, it is interesting to no-
tice that when the forcing is localized near the separation point, the amplitude of the
response is larger that the one associated with forcing F2 (i.e inside the bubble). These
results are in agreement with those of Sansica et al. [154], only the frequency range involved
is different and can be mainly explained by an effect of the Mach number (1.5 in their case).
To characterize the spatial shape of structures for a single frequency associated with the
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Figure 3.15 – M∞ = 2.15, θ = 30.8o and Reδ? = 1050 (Case A). Linear regime. Fourier
analysis : contours of the pressure fluctuations for (a) mode with St ≈ 0.145 (i.e St ×
Lint/δ
? = 5.52) and (b) mode with St ≈ 0.056 (i.e St × Lint/δ? = 2.05) . In subfigures,
the corresponding spanwise vorticity is represented.
response to a white noise forcing, 10000 every ∆tUe/δ? = 0.148 of streamwise velocity and
pressure fluctuations snapshots are stored and Fourier transformed. In figures 3.15 (a) and
(b), Fourier modes corresponding to St ≈ 0.145 and St ≈ 0.056 are represented for the case
A. On the one hand, Figure 3.15-(a) shows that most amplified frequencies are associated
with not radiating Kelvin-Helmholtz mode reminiscent of subsonic Kelvin-Helmholtz glo-
bal modes. On the other hand, low-frequency Fourier modes exhibit a spatial amplification
of vortices along the separated zone with an emission of acoustic wave into the expansion
fan, similar to supersonic Kelvin-Helmholtz global modes. To further illustrate this, the
Fourier modes are projected into a set of global modes by using an orthogonal projection
that relies on Gram-Schmidt orthonormalization. The procedure is detailed in Song et al.
[161]. Hence, a single Fourier mode may be decomposed as
qFourier(x,y) =
N∑
i=1
Wiqˆi(x,y), (3.18)
withWi being the coefficient of projection onto the global mode qˆi. Hereafter, N = 100 glo-
bal modes are considered. The weighted spectra are shown in figures 3.16 (a) and (b). The
figures show that while the Fourier mode associated with St ≈ 0.145 involves mainly global
modes associated with regions II and III, global modes of region I concentrate more energy
for the Fourier mode corresponding to St ≈ 0.056, consistently with acoustic radiation ob-
served in figure 3.15 (a). Consequently, it is clear from figures 3.15 (a) and (b) that Fourier
modes may be considered as a train of wavepackets beating to a single frequency given
by the Fourier transform. In particular, the latter wavepackets are composed of many fre-
quency components, each of them being associated with a global mode. In addition, figures
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Figure 3.16 –M∞ = 2.15, θ = 30.8o and Reδ? = 1050 (Case A). Linear regime. Contribu-
tions of individual global modes to (a) the single Fourier mode associated with St ≈ 0.145
(see figure 3.15 (a)) and (b) the single Fourier mode associated with St ≈ 0.056 (see fi-
gure 3.15 (b)). The circles are proportional to the corresponding expansion coefficients
associated with the projection of the Fourier modes (referenced as Wi in equation (3.18)).
3.15 (a) and (b) also show the consequence of dispersive effects associated with boundary-
layer modes and Kelvin-Helmholtz modes (region I, II and III, respectively) that travel
with different phase velocities. In particular, one may observe that wavepacket spreads out
for low frequencies in comparison to medium frequencies (as depicted in figures 3.15 (a)
and (b)). From the discussion above, it seems clear that OSWBLI filters and amplifies a
specific range of frequencies, characteristic of a selective noise amplifier (Sipp et al. [160])
and also give a physical explanation of individual global modes as a wavepacket component.
The Fourier analysis shows that actuation in the vicinity of the separation provides a more
efficient response for the most amplified frequencies than an actuation inside the separation
zone. Hence, one may conclude that subsonic Kelvin-Helmholtz global modes have greater
receptivity near the separation point whereas supersonic Kelvin-Helmholtz global modes
are more receptive to a forcing localized inside the bubble. In addition, the predominance
of supersonic Kelvin-Helmholtz global modes for Fourier modes with St ≈ 0.056 provides
physical insight useful to the interpretation of the amplification of lower frequencies mea-
sured with P2 as shown in figures 3.13(b) and 3.14(b). Indeed, in the region near the probe
P2, the flow is mainly driven by acoustic disturbances which are associated with supersonic
Kelvin-Helmholtz modes. The frequency selection observed in figures 3.13(a) and (c) and
3.14(a) and (c), can be explained in a global framework through the analysis of the global
resolvent, R (ω) (see Sipp et al. [160] for the technical details). The latter quantity repre-
sents the maximum response of the flow due to a harmonic forcing at a frequency ω and
is strongly associated with the non-orthogonality of global modes. R (ω) can be approxi-
mated by using the Hessenberg matrix from the Arnoldi algorithm (see Toh & Trefethen
[181]). The relevancy of our approach is discussed in Appendix 3.6.2. In figure 3.17, the
distribution of R is shown as a function of the non-dimensional frequency St for flow cases
A and C. Apart the amplification of a wide range of frequencies between, the latter curve
exhibits a maximum for St ≈ 0.145 consistently with the linear simulation. In addition,
the most amplified Strouhal number is seen to be not affect by an increasing of θ from
30.8o to 32o. This result is in agreement with the scaling for the global spectra analyzed
in the previous section.
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Figure 3.17 – Distribution of the global resolvent as a function of the dimensionless
frequency St for case A (full line) and case C (dashed lines). The maximum amplitude of
R is defined up to a multiplicative constant.
3.4.4 Influence of nonlinearities
To give an insight into the influence of nonlinearities, we investigate the nonlinear
response to a white noise forcing for case A. For that purpose, the same forcing as the one
described in the previous section is used. Besides the linear regime, different simulations
with various amplitudes are carried out. In particular, Af = 10−8 and Af = 10−4 are
considered for F1 and Af = 10−6 is considered for F2. In figure 3.18, the WPSDs associated
with F1 are reported for the probes P1 and P2. It is interesting to notice that the frequency
selection observed in a linear regime is not strongly affected by nonlinearities. In particular,
WPSDs associated with the probe P1 exhibit an energy peak close to St ≈ 0.14 and a wide
range of amplified frequencies between St ≈ 0.05 and St ≈ 0.5 for both Af = 10−8
and Af = 10−4, in agreement with the linear frequency response. However, the figure
3.18 also shows that low-frequencies are energetically more significant when the forcing
amplitude is inscreased for both P1 and P2. This suggests a stronger selectivity on the lower
frequency when nonlinearities have a significant contribution. These results are compatible
with the results obtained by [154]. However, in their work, the influence of the nonlinearity
is more pronounced because the interaction zone is larger that yields to a most intense
nonlinear dynamics of the shear-layer. The WPSDs associated with F2 are displayed in
figure 3.19. In panel (a), the figure shows that the frequency response associated with
pressure measurements in P2 are not affected by nonlinearities. Similar results are obtained
for P1. In panel (b), one may observe an increase of the energy content over the low-
frequencies when increasing the forcing amplitude inside the recirculation zone. On the one
hand, this suggests that the nonlinear receptivity to frequencies associated with regions I
and II (see spectrum 3.7) exhibits a similar behaviour as the one discussed in the section
devoted to the linear regime. In particular, while the nonlinear receptivity of frequencies
for region II are localized near the separation point, frequencies for region I have a greater
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Figure 3.18 – M∞ = 2.15, θ = 30.8o and Reδ? = 1050 (Case A). Frequency response
to upstream broadband white noise forcing for nonlinear Navier-Stokes equations. (a) :
separating point ; (b) : separated shock.
receptivity to a forcing inside the recirculation zone. On the other hand, it is clear from
the figure 3.19 (b) that nonlinearities tend to increase this behaviour. Finally, in figure
3.20, the Fourier mode associated with St = 0.02 (St× Lint/δ? ≈ 0.73) is represented. As
for the linear regime, we may observe that its spatial support is mainly localized in the
separated region. This indicates that nonlinearities tend to favour the emergence of low-
frequency modes strongly associated with the recirculation zone. We can also remark that
no acoustic radiation is observed in figure 3.20-(a). This provides thus evidence that the
mechanism associated with the nonlinear Fourier mode shown in figure 3.19 is distinct from
the one linked to the supersonic Kelvin-Helmholtz modes observed in the linear regime.
3.5 Discussion and conclusion
The interaction between an oblique impinging shock-wave and laminar boundary-layer
developing on a flat plate has been analyzed using a linear stability approach and numerical
simulations. This study was carried out for different values of the incident shock angle and
Reynolds and Mach numbers. The stability analysis has shown that the OSWBLI is globally
stable for this range of parameters. The main consequence is that the OSWBLI behaves as
a selective noise amplifier, its dynamics being driven mainly by receptivity mechanisms and
non modal transient response. The global stability analysis has revealed that the spatial
scales responsible for the Strouhal number range St ∈ [0.05,0.5] are localized mainly in the
interaction zone. The lower the frequency, more the perturbations responsible to these fre-
quencies are located in the separated shock and shear-layer foots. The global resolvent has
shown that the frequency response is multi-modal with a selectivity around St ∈ [0.05,0.5]
and a peak close to 0.14. No particular selectivity is observed at low-frequency. In order to
clarify some receptivity mechanisms, Degrez’s case has been locally forced upstream (resp.
downstream) to the OSWBLI. The linear and non-linear response of the flow has been
analyzed in some chosen points. The linear forcing confirmed the stability analysis results
and more particularly the shape of the global resolvent with the frequency. Nonlinear dy-
namics has shown two different response families. For the medium and high frequencies,
St ∈ [0.05,0.5], the non-linear dynamics is qualitatively close to the linear response. It
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Figure 3.19 –M∞ = 2.15, θ = 30.8o and Reδ? = 1050 (CaseA). Frequency response to in-
ternal broadband white noise forcing for nonlinear Navier-Stokes equations. (a) : separated
shock ; (b) : Downstream.
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Figure 3.20 – Case A : nonlinear regime. Fourier mode for St = 0.02. (a) The pressure
component. (b) the spanwise vorticity component. The black solid line denotes a streamline
above the separation line.
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corresponds to the dynamics of the shear-layer, where Kelvin-Helmholtz-type instabilities
develop. In contrast, the low-frequency dynamics, St ∈ [5× 10−4,0.05], is qualitatively
different to the linearized one. When the amplitude of the forcing or the interaction in-
tensity are strong enough, the amplitude of the response is higher in comparison with the
linear dynamics. An underlying nonlinear mechanism appears to be responsible for this be-
havior. Sansica et al. [154] indicate that this low-frequency response can be driven by the
non-linearities of the shear-layer at the reattachment point. Such a mechanism has already
been found for separated subsonic flows where self-sustained low-frequency oscillations are
observed for a large separation zone [45, 61].
Concerning the scenarios discussed in the introduction, none of these can be definitely
ruled out. The selective-amplifier character of the OSWBLI for two-dimensional distur-
bances does not exclude a forcing of upstream disturbances [65]. However, we have shown
that a forcing in the interaction zone is more effective than an upstream one. Concer-
ning the scenario linked to an acoustic feedback loop [127], we have highlighted various
acoustic emission mechanisms, yet none of them can explain the two orders of magni-
tude between the main flow dynamics (vortex-shedding or shear-layer instabilities) and
the dynamics of the separated shock. The scenario proposed by Piponniau et al. [126]
is probably the most consistent with our observations. Indeed, this scenario proposes to
connect the low-frequency dynamics to the dynamics of the system “shear-layer/separated
bubble”. Our analysis and Sansica’s seem to link the dynamics of the separated zone and
the low-frequency dynamics but this link seems to have a non-linear origin. An interesting
synthesis of these different scenarios is given by Morgan et al. [118].
Although this paper focuses on a strictly laminar interaction, some clues can be given
to better understand the turbulent interaction. Numerical simulations realized by Touber
& Sandham [184], Priebe & Martin [131] and Aubard et al. [9] highlight a dynamics qua-
litatively similar to of a laminar flow. Two frequency scales appear clearly, StLint ≈ 0.5
and StLint ≈ 0.03, matching the dynamics of the shear-layer and the shock of separation,
respectively. However, some quantitative differences are observed. The most obvious diffe-
rence lies in the scale ranges set in. In laminar regime, the Strouhal numbers range related
to the shear-layer dynamics is around StLint ≈ 5 while in the turbulent regime is close
to StLint ≈ 0.5. This difference implies that the instabilities in the turbulent OSWBLI
are larger wavelength than in the laminar case. This difference can be explained by the
different values of displacement thickness (or vorticity thickness). For example a compari-
son between Degrez and IUSTI cases gives : (Lint/δ?)lam ' 36.7 and (Lint/δ?)tur ' 13.2
and δ?tur/δ
?
lam ' 5. Regarding the low-frequencies, the mean separated zone is smaller in
turbulent regime, suggesting that instabilities developing in the interaction region are also
convective in nature. Frequency selection mechanisms could be the same, the interaction
being continuously forced by the turbulent structures that can cause instabilities in the
shear-layer and, by nonlinear mechanisms, may induce low-frequencies inside the interaction
zone. When coherent structures are uncorrelated to disorganized structures, it is possible
to conduct a study of the stability of the mean turbulent flow. In a RANS framework some
analyzes are beginning to be realized [155, 156], suggesting similar mechanisms.
However, this analysis is restricted to the two-dimensional disturbances. Robinet [143]
has highlighted that a laminar OSWBLI could become globally unstable with respect to
three-dimensional disturbances, this bifurcation corresponds to a flow from a 2-D steady
state to a 3-D steady state. However, local mechanisms, convective in nature, may induce
an abrupt transition to turbulence and can be superimposed on this global mechanism. For
supersonic flow, Mack [105] has found that the most unstable convective waves are three-
dimensional. Pagella et al. [121] and Yao et al. [190] have shown that these instabilities can
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Figure 3.21 – M∞ = 2.15, θ = 30.8o and Reδ? = 1050 (case A). • (reference grid) :
(Nx ×Ny) = (560× 60) ;  (fine grid) : (Nx ×Ny) = (650 × 60).
play an important role in the mechanisms of transition to turbulence in laminar SWBLI.
In future work, it would be interesting to study the global stability and receptivity of a
SWBLI for 3-D perturbations.
3.6 Numerical validations
3.6.1 Eigenspectrum
To test the robustness of the eigenspectrum for case A, a finer grid (Nx ×Ny) =
(650 × 60) is used. Fig. 3.21 shows the eigenspectra obtained with the reference grid (the
one used in the paper) and the finer grid respectively. The eigenspectra appear very similar
to each other, the most significant difference is at high frequency. Thus the modes in
region IV (see Fig. 3.7) are less converged and more damped in the reference grid. Further
computations, not presented here, show that the parameters for the Arnoldi algorithm allow
to compute the eigenspectrum with good accuracy for a wide range of Strouhal numbers
St ∈ [7× 10−3; 0.3].
3.6.2 Global resolvent
The global resolvent being computed from the pseudospectra and therefore the modes,
it is important to verify its convergence. Two grids and three dataset lengths have been
tested. Figure 3.22 shows the evolution of the resolvent based on the Strouhal number.
This result shows that the global resolvent is adequately converged.
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Figure 3.22 – M∞ = 2.15, θ = 30.8o and Reδ? = 1050 (Case A). Dependence on global
resolvent with respect to numerical parameters (a) : number of snapshots Ns (Ns = 320 :
full line, Ns = 360 dashed line, Ns = 400 dash-dot line) ,(b) : Grid influence. Reference
grid : (Nx ×Ny) = (560 × 60) in full line ; Fine grid : (Nx ×Ny) = (650 × 60) in dashed
line.
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Chapitre 4
Interaction onde de choc oblique /
couche limite turbulente : cas IUSTI
L’étude laminaire d’une interaction entre onde de choc oblique et une couche limite
nous a permis de mettre en évidence certaines relations entre les caractéristiques spatiales
de l’interaction et les gammes de fréquences des dynamiques observables au sein d’un tel
écoulement. En particulier, il semble que la dynamique à moyenne fréquence soit pilotée par
une grandeur locale, telle que l’épaisseur de déplacement de la couche limite à l’impact du
choc, et que la dynamique à basse fréquence soit pilotée par une grandeur longitudinale,
telle que la longueur d’interaction. Néanmoins, l’étude effectuée montre qu’en l’absence
d’excitation du système, ce type d’interaction ne présente pas de dynamique instationnaire.
En introduction de ce mémoire, nous avons pu observer qu’une interaction entre une onde
de choc couche et une limite turbulente présentait des dynamiques instationnaires dont
les fréquences observées sont de plusieurs ordres de grandeurs inférieures aux fréquences
présentes dans la couche limite turbulente amont. Nous allons dans cette partie réaliser
une étude de stabilité linéaire sur un écoulement de type interaction onde de choc oblique
couche limite turbulente afin d’observer si les conclusions de l’étude laminaire peuvent être
transposées au cas turbulent. Le cas retenu pour effectuer cette étude est celui qui est
réalisé dans la souﬄerie supersonique de l’IUSTI.
4.1 Présentation de l’interaction
La souﬄerie supersonique de l’IUSTI est une souﬄerie continue, hypoturbulente à cir-
cuit fermé. Sa conception permet de réaliser des expériences de plusieurs heures sans dérive
particulière des conditions génératrices de l’écoulement. En effet, la pression génératrice
est régulée à quelques dixièmes de millimètre de colonne de mercure près, et réglable entre
0.51atm, et 0.9atm. La température génératrice est régulée par un bassin de refroidisse-
ment qui ne dérive pas de plus de 0.2°par heure. Les niveaux de turbulence naturelle sont
réduit par des pièges antibruit et des filtres placés dans la chambre de tranquillisation.
Ainsi les fluctuations de vitesse et de température restent inférieures à 0.1%. La veine d’es-
sai utilisée pour réaliser l’interaction onde de choc couche limite possède une hauteur de
120mm pour une envergure de 170mm et permet un écoulement dont le nombre de Mach
est de M = 2.28. Un générateur de choc, positionné sur la paroi supérieure de la veine
d’essai, est utilisé afin de créer un choc oblique venant impacter la couche limite formé
sur la paroi inférieure de la veine. Deux conditions d’interactions ont été particulièrement
étudiées, correspondant à deux angles de déflexion du générateur, 8°et 9.5°.
4.1 Présentation de l’interaction
4.1.1 Organisation de l’écoulement
Une couche limite pleinement turbulente est imposée en amont, avec une épaisseur de
δ.99 = 11mm et une épaisseur de quantité de mouvement δ2 = 0.95mm. Le nombre de
Reynolds basé sur δ2 a pour valeur Reδ2 = 4.5× 103. Les paramètres aérodynamique de la
couche limite turbulente amont de l’expérimentation sont rappelés dans le tableau 4.1.
M Ue δ.99 Reδ2 Cf Tt
2.3 550ms−1 11mm 4.5 × 103 2.1× 10−3 300K
Table 4.1 – Paramètres aérodynamique de la couche limite turbulente amont
Le choc imposé par le déflecteur va impacter la couche limite turbulente, créant ainsi
un gradient de pression adverse, qui suivant l’intensité de ce dernier va entraîner le décol-
lement ou non de la couche limite. La configuration de la zone d’interaction est identique à
celui de l’écoulement laminaire précédemment étudié. On peut observer sur la figure (4.1)
l’organisation de la zone d’interaction au travers d’une visualisation schlieren.
Figure 4.1 – Visualisation Schlieren de
la zone d’interaction pour un angle de dé-
flexion de 9.5°. (Dupont et al. [51]) Figure 4.2 – Représentation géométrique
de l’interaction (Agostini [3])
Agostini [3] propose une illustration géométrique de cette interaction, figure (4.2) qu’il
sépare en plusieurs zones caractéristiques :
0. Écoulement amont au choc incident.
1. Écoulement aval au choc incident.
2. Écoulement compris entre le choc incident et le choc de séparation.
3. Écoulement compris entre le choc incident et le choc de détente.
4. Écoulement compris entre le choc de détente et le choc de recollement.
5. Écoulement aval à la zone d’interaction.
A. Zone voisine du point de séparation.
B. Zone décélérée amont.
C. Zone décélérée aval.
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4.1.2 Principaux résultats connus
Les résultats obtenus à partir des expériences menées à l’IUSTI montrent que quelle
que soit l’intensité du choc imposé, du moment que celui-ci est suffisamment important
pour créer une zone de recirculation, la fréquence adimensionnée du mouvement du choc
vaut St ' 0.03 (figure 4.3). Cette dernière est définie tel que
St = f.Lint/U1 (4.1)
où f est la fréquence, Lint la longueur entre le point de décollement et le point d’impact du
choc avec la plaque plane, et U1 la vitesse de l’écoulement dans la zone 1 de la figure 4.2.
La figure 4.4 nous montre que dans la zone B, le nombre de Strouhal liée à la dynamique
moyenne fréquence décroît le long de l’interaction, or au niveau du point d’impact ce dernier
se stabilise autour de St = 0.5. Cette dernière partie correspond au mécanisme non-linéaire
de lâcher tourbillonnaire appelé "vortex-shedding".
Figure 4.3 – Spectres pré-multipliés des
fluctuations de pression pariétale et des
signaux de quantité de mouvement ac-
quis au fil chaud dans la zone A, pour di-
verses intensités de choc incident (Dupont
et al. [49])
Figure 4.4 – Évolution longitudinale du
nombre de Strouhal le long de l’interac-
tion (Dupont et al. [49])
Ces spectres permettent de montrer que les instationnarités apparaissent principalement
dans deux gammes de fréquences : une pour St ' 0.03 qui est qualifiée de basse fréquence,
et une autre pour St ' 0.5, qualifiée de moyenne fréquence. Des études numériques ont
permis de mettre en évidence l’existence de corrélation entre la position du choc et la
pression dans différentes zone de l’écoulement. Notamment, elles ont permis de mettre en
exergue trois zones, dont deux particulièrement réceptives.
– Une première zone est celle du choc où les fluctuations de pression sont extrêmement
élevées et en opposition de phase avec les mouvements de choc, elle correspond à la
zone A de la figure (4.2).
– Une seconde zone mise en évidence est la partie à l’intérieur de laquelle les fluctuations
de pression sont plus faibles et elles semblent être indépendantes de la position du
choc (zone B de la figure (4.2)).
– Pour finir, la troisième zone identifiée est la région englobant la seconde partie de
la zone décélérée (zone C de la figure (4.2)), la détente et l’écoulement en aval de
l’interaction. Les fluctuations de pression à l’intérieur de cette région sont modérées
et en phase avec les déplacements du choc.
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Les travaux réalisés ont permis de mettre en évidence les régions de l’écoulement à l’origine
des mouvements de choc à basse et à moyenne fréquence, ainsi que le mécanisme permettant
le transfert d’information de ces zones vers le reste de l’écoulement, la zone à l’origine
de ces instationnarités étant la zone décélérée. Il est donc nécessaire pour identifier le
mécanisme à l’origine des battements de choc à basse fréquence de réaliser une étude sur
les phénomènes gouvernant l’organisation spatiale et temporelle de la zone décélérée, aussi
bien à basse fréquence qu’à moyenne fréquence. Piponniau et al. [125] ont mis en place
un modèle qualitatif basé sur un équilibre de masse du système "couche de cisaillement
/ zone de recirculation". Ce dernier propose que les structures cohérentes se développant
dans la couche de cisaillement vont "nourrir" la zone de recirculation entraînant ainsi son
accroissement. La zone séparée va croître jusqu’à obtenir une taille critique au delà de
laquelle elle se délestera créant ainsi un phénomène de "respiration" de la zone décollée et
par la même occasion la mise en mouvement du choc de séparation.
4.2 Analyse de stabilité
Une étude de stabilité linéaire globale a été réalisée afin d’essayer de mettre en lumière
une organisation spatio-temporelle pouvant expliquer les phénomènes à basses et moyennes
fréquences d’une interaction onde de choc couche limite turbulente avec un angle de dé-
flexion de α = 8.0°, dont les paramètres de l’écoulement sont présentés dans le tableau
4.1.
4.2.1 Champ de base
Le domaine de calcul utilisé dans notre étude est une grille cartésienne avec x ∈ [−0.1; 1]
et y ∈ [0; 0.2], composé de 440 points dans la direction longitudinale (x) et 150 points
dans la direction transverse (y). Le maillage est raffiné autour de la zone d’interaction
dans la direction x ainsi qu’au niveau de la paroi dans la direction y afin d’obtenir un
y+ égale à 1 à la paroi. Le modèle de Spalart-Allmaras est utilisé pour fermer le système
d’équations, Dandois [39] montre que l’utilisation d’un modèle de Spalart-Allmaras de type
correction QCR (Quadratic Constitutive Relation) permet d’obtenir une solution RANS
3D cohérente avec les résultats moyens des données expérimentales. Les conditions limites
imposées sont :
– entrée : deux conditions de non-réflexion respectant les relations de saut de Rankine
Hugoniot, afin de réaliser un choc oblique avec le bon angle de déflexion.
– paroi : une première condition limite de paroi glissante est utilisé avant de simuler la
plaque plane par une condition de paroi adiabatique.
– sortie : l’écoulement étant supersonique, une condition d’extrapolation est utilisé en
sortie du domaine.
Le champ obtenu est comparé avec les résultats expérimentaux de l’IUSTI (figure 4.5). Le
résultat du calcul RANS effectué nous permet de retrouver les grandeurs caractéristiques
de l’étude expérimentale, à savoir, l’épaisseur de déplacement de la couche limite turbu-
lente amont, la longueur de séparation de la zone de recirculation ainsi que la longueur
d’interaction.
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Figure 4.5 – Comparaison de la vitesse longitudinale du champ de base obtenue avec les
résultats moyennée de l’expérimentation (ligne)
Le champ de base ainsi obtenu nous permet de réaliser une analyse de stabilité li-
néaire autour de la solution d’équilibre des équations RANS. Le tableau 4.2 nous donne
les grandeurs d’adimensionnement que nous allons utiliser pour l’étude de stabilité linéaire
globale.
Données en m Lint δ∗impact h
Expérimentales 0.046 NC 0.0055
Numériques 0.053 0.004 0.0045
Table 4.2 – Paramètres aérodynamique de l’interaction pour l’adimensionnement.
4.2.2 Résultats de l’analyse de stabilité
Une analyse de stabilité linéaire est réalisée avec les mêmes paramètres que pour l’ob-
tention du champ de base réalisé précédemment. Une approche en considérant une viscosité
turbulente fluctuante est utilisée afin de réaliser la séquence de clichés nécessaire à l’étude
du problème aux valeurs propres. La résolution de ce dernier nous fournis les spectres (4.6)
et (4.7). Les fréquences de ces derniers sont rendues sans dimensions respectivement par
l’épaisseur de déplacement de la couche limites à l’impact du choc δ∗ et par la longueur
d’interaction Lint. Ces spectres montrent que, comme dans le cas de l’étude laminaire, ce
type d’écoulement est globalement linéairement stable.
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Figure 4.6 – Spectre de l’IOCCLT adi-
mensionnée par l’épaisseur de déplace-
ment de la couche limite à l’impact.
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Figure 4.7 – Spectre de l’IOCCLT adi-
mensionnée par la longueur d’interaction.
On remarque que la forme générale du spectre possède une certaine similitude avec le
spectre issu de l’analyse de stabilité de l’IOCCL laminaire, avec notamment la zone II qui
rappelle la séparation entre la branche correspondant à des modes localisés dans la zone
d’interaction et la branche des modes localisés dans la couche limite aval. Une seconde
remarque peut être réalisée au niveau du nombre de Strouhal basé sur la longueur d’in-
teraction, en effet les différentes études numériques ou expérimentales mettent en évidence
l’existence de structures énergétiques dans une gamme dite à moyenne fréquence située
entre St = 0.3 et St = 0.8. L’analyse de stabilité réalisée semble retrouver cette gamme
moyenne fréquence correspondant à la zone II de nos spectres. Notons que dans le cas de
l’IOCCL laminaire, cette dernière correspond à une gamme entre St = 1 et St = 4. La
différence entre le rapport de la longueur d’interaction et l’épaisseur de déplacement de la
couche limite à l’impact de l’interaction turbulente et de l’interaction laminaire, peut-être
à l’origine de cette divergence entre les gammes de nombre de Strouhal. Enfin, on peut
observer sur le spectre (4.6) que les gammes de fréquences adimensionnées par rapport
à l’épaisseur de déplacement de la couche limite à l’impact du choc, sont concordantes
avec celles issues de l’étude laminaire. Cela semble indiquer que la dynamique à moyenne
fréquence de ce type d’écoulement est pilotée par une échelle locale, en l’occurrence, l’épais-
seur de déplacement de la couche limite à l’impact. Les figures 4.8, 4.9, 4.10, représentent
respectivement les parties réelles de la vitesse longitudinale des modes (a), (b) et (c) des
spectres figures 4.6 et 4.7.
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Figure 4.8 – Partie réelle de la vitesse
longitudinale associée au mode (a).
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Figure 4.9 – Partie réelle de la vitesse
longitudinale associée au mode (b).
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Figure 4.10 – Partie réelle de la vitesse longitudinale associée au mode (c).
En comparaison avec les modes issus du calcul de stabilité de l’interaction laminaire,
on peut remarquer que la distinction entre la zone d’interaction et la couche limite aval
n’est pas aussi marquée. Cette dernière peut-être liée au fait que la zone de recirculation de
l’interaction turbulente est nettement moins importante que pour l’interaction laminaire.
Néanmoins, les caractéristiques observées lors de l’étude laminaire sont retrouvées pour
l’étude turbulente :
– le mode (a) (figure 4.8) montre des structures se situant au niveau de la couche de
cisaillement possédant un rayonnement en onde de Mach.
– le mode (b) (figure 4.9) montre une topologie identique au mode (a) mais avec un
rayonnement plus faible.
– le mode (c) (figure 4.10) est principalement localisée dans la couche limite en aval,
et semble posséder un rayonnement acoustique issu de la zone d’interaction.
4.3 Conclusion
Dans le cadre d’une analyse de stabilité linéaire globale, une étude préliminaire d’un
écoulement présentant une interaction entre une onde de choc et couche limite turbulente
a été réalisée. Les résultats obtenus montrent que ce type d’écoulement est globalement
linéairement stable, c’est-à-dire que les mécanismes présent dans ce type d’écoulement
sont de nature convective. L’analyse permet de retrouver des structures de type Kelvin-
Helmholtz se développant au niveau de la couche de cisaillement pour une gamme de
fréquence adimensionnée, basée sur la longueur d’interaction, située entre St = 0.4 et St =
0.7, ce qui est concordant avec les études expérimentales de Dupont et al. [49]. Il semble
exister de grandes similarités entre l’étude laminaire et l’étude turbulente, notamment il
semble que les structures à moyennes fréquences sont pilotées également par une échelle
locale (épaisseur de déplacement de la couche limite à l’impact). La topologie des modes
propres est également assez proche de celle observée pour l’étude laminaire. Une étude
plus approfondie de cet écoulement serait à réaliser, notamment pour voir s’il est possible
d’observer une séparation d’échelle entre les modes localisés dans la zone d’interaction et
les modes situés dans la couche limite aval. Une étude de réceptivité à un forçage amont
et/ou intra-bullaire peut être envisagée dans un cadre linéaire et non-linéaire comme dans
le cas de l’interaction laminaire. Afin de mieux se comparer à l’expérimentation réalisée à
l’IUSTI, il serait également intéressant de réaliser une étude 3D avec parois latérales.
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Chapitre 5
Interaction onde de choc couche
limite pour des écoulements
transsoniques
Dans ce chapitre, nous allons considérer deux nouvelles configurations d’interactions
d’onde de choc couche limite. Nous étudierons deux cas d’écoulement transsonique, où le
décollement de la couche limite est induit par l’apparition d’un choc droit. Dans chacun de
ces cas, une instabilité basse fréquence auto-entretenue du choc peut apparaître pouvant
avoir des conséquences néfastes sur les performances aérodynamiques. Le premier cas est
un écoulement autour d’un profil NACA0012 en régime de tremblement aérodynamique, le
second est un écoulement transsonique au sein d’une tuyère plane en régime de sur-détente.
5.1 le tremblement transsonique autour d’un profil
Un des plus vieux phénomène d’instabilité de choc est associé au phénomène de trem-
blement transsonique que l’on peut observer sur des profils d’ailes. Pour des conditions
d’écoulement transsonique et pour un angle d’attaque supérieur à un angle critique, l’inter-
action créée entre la couche limite et le choc droit est animée d’un mouvement d’oscillation
du choc communément appelé phénomène de buffet. Dans les années 30, ce phénomène
a entraîné le crash d’un avion qui donna la mort à tous ces occupants. À la suite de ce
dernier, les premières études pour comprendre et expliquer ce phénomène ont commencé.
Comme tous les écoulements que nous avons étudié, une zone de recirculation se forme
juste en aval du pied de choc. Cette dernière semble périodiquement s’étendre du pied
de choc jusqu’au sillage du profil créant ainsi un lâcher de structures tourbillonnaires. La
NACA (National Advisory Committee for Aeronautics) mit au point, dans les années
50, des essais en vol pour caractériser le comportement des aéronefs en différents points
de fonctionnement du régime transsonique. Ce type d’essai visait à mettre en évidence un
comportement aéroélastique du phénomène, qui était la principale hypothèse de l’origine
du mouvement du choc. Il faut attendre les années 70 pour commencer à observer des
études uniquement aérodynamique sur le sujet. Pearcey et al. [123] dressent une topologie
des écoulements autour d’un profil pour caractériser l’entrée en tremblement (figure 5.1).
On retrouve deux types d’écoulements. Ceux de type A, correspondent aux écoulements
dont le décollement prenant naissance au niveau du pied de choc va croître pour finale-
ment s’étendre jusqu’à fusionner avec le sillage. La seconde catégorie, de type B, regroupe
les écoulements comprenant, à la fois, un décollement de pied de choc et un décollement
5.1 le tremblement transsonique autour d’un profil
Figure 5.1 – Classification des configurations d’écoulements en entrée de tremblement
suivant Pearcey et al. [123]
de bord de fuite. Cette dernière comprend trois sous catégories suivant l’origine du décol-
lement de bord de fuite. On parlera de type B1 si l’origine est le bulbe de recirculation
du pied de choc ; de type B2 si le choc lui même est responsable ; enfin de type B3 si
son existence précède la formation du choc. Ce classement a son intérêt car pour chaque
type d’écoulement l’entrée en tremblement sera plus ou moins marquée par la divergence
de pression au bord de fuite. Ce critère est en effet classique pour considérer qu’un profil
entre en régime de tremblement. À noter, il est généralement admis que les oscillations
auto-entretenues du système "onde de choc/couche limite" apparaissent lorsque l’écoule-
ment est décollé du pied de choc au bord de fuite (Reberga [137]). Expérimentalement,
deux manières existent pour caractériser l’entrée en tremblement d’un profil, soit on fixe
le nombre de Mach de l’écoulement libre et l’on fait varier l’angle d’attaque du profil. Soit,
on fixe l’angle d’attaque et l’on fait varier la valeur du nombre de Mach de l’écoulement.
Dans ces deux cas, l’écoulement va être caractérisé par une augmentation de la taille de la
bulle de recirculation induisant une diminution du coefficient de portance. Lee [93], illustre
cette évolution, en caractérisant la topologie de l’écoulement autour d’un profil lorsque le
nombre de Mach augmente (figure 5.2). Sauvage [157] et Reberga [137] montrent qu’une
augmentation de la charge arrière du profil peut entraîner une croissance d’un décollement
de bord de fuite. La zone décollée s’étend alors du pied de choc au bord de fuite, soit à
cause de la croissance du bulbe de décollement de pied de choc seul, soit en raison de la
fusion de ce dernier avec le bulbe du décollement de bord de fuite. Cette dynamique est
caractéristique de l’entrée en tremblement. On peut néanmoins repérer trois critères pour
définir l’entrée en tremblement :
– la divergence de la pression au bord de fuite : cette dernière commence avant les
autres critères, probablement à cause de la croissance du bulbe de décollement de
bord de fuite (figure 5.3) ;
– la divergence des coefficients aérodynamiques globaux, comme par exemple le co-
efficient de portance sur la figure 5.3. En même temps que la courbe de portance
moyenne s’éloigne d’une position en prolongement de sa phase linéaire, la portance
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Figure 5.2 – Illustration de l’évolution du coefficient de portance maximal dans le plan
nombre de Mach/incidence. Lee [93]
subit des écarts instantanés par rapport à sa valeur moyenne ;
– le battement de grande amplitude (plusieurs dizaines de pourcents de corde) de l’onde
de choc à la surface du profil.
La visualisation des fluctuations de pression ou du coefficient de pression à la paroi
permet également de caractériser la dynamique. En régime de tremblement établi, la fluc-
tuation de pression pariétale dans la zone de battement du choc est très élevée, comparée
à la zone en aval de cette dernière (figure 5.4). On peut également noter que l’intensité du
phénomène augmente avec l’incidence. Une observation de la contribution des gammes de
fréquences sur les fluctuations de pression de l’extrados en régime de tremblement a été
réalisée par Caruana et al. [25]. On peut observer (figure 5.5) que ce sont les plus basses
fréquences qui sont responsables des fluctuations de pression, alors que les plus hautes
fréquences ne semblent pas affectées l’écoulement du point de vue du tremblement.
Maintenant que la caractérisation du phénomène de buffet a été mise en évidence,
nous allons nous attarder sur deux profils en particulier qui ont fait l’objet d’une étude
de stabilité linaire (Crouch et al. [36], Sartor [155]). Le premier profil, celui que nous
étudierons par la suite, est le NACA0012. Les premières expérimentations sur une aile
de ce type ont été menées par McDevitt et Okuno [111]. Ces auteurs ont déterminé la
frontière d’entrée en tremblement de ce profil pour un nombre de Reynolds Re∞ = 9.9 106
, un nombre de Mach compris entre 0.72 et 0.82 et une incidence comprise entre 0°et
6.0°(figure 5.9). Avec l’amélioration des outils de CFD dans les années 2000, il est apparu
possible de capturer numériquement ce mouvement basse fréquence. Barakos et Drikakis
[12] puis Chung et al. [32] ont essayé de déterminer l’angle critique du phénomène de buffet
de l’expérience de McDevitt et Okuno [111]. La capacité des méthodes RANS à capter le
tremblement transsonique montre que le phénomène n’est pas directement lié au caractère
turbulent de l’écoulement. De ce point de vue, Crouch et al. [36] utilisent une solution
alternative pour d’écrire le phénomène en utilisant une analyse de stabilité global pour un
écoulement autour d’un profil NACA0012. Les résultats qu’ils obtiennent sont en accord
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Figure 5.3 – Expérience sur l’entrée en tremblement par l’incidence sur un profil super-
critique Whithcomb : influence sur les fluctuations du coefficient de portance (cl′), sur la
vitesse du choc (x′s/c) et sur le coefficient de pression au bord de fuite (Cp,te ). Roos [147]
Figure 5.4 – Expériences de tremblement transsonique sur le profil supercritique OAT15A-
CA : moyenne des fluctuations du coefficient de pression pariétale pour deux incidences
(α = 3.0°et α = 3.5°). Reberga [137]
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Figure 5.5 – Tremblement transsonique sur le profil supercritique OAT15A-CA : contri-
bution par bandes fréquentielles sur les fluctuations de pression d’extrados à 90% de corde.
Caruana et al. [25]
avec l’expérimentation de McDevitt et Okuno et montre que le phénomène de buffet est lié
à une instabilité globale linéaire. Une étude similaire a été réalisée par Sartor [155] sur un
profil OAT15A, il montre notamment que le phénomène est globalement instable pour des
angles d’attaques compris entre 3.5°et 6.0°. Ce dernier résultat peut être mis en comparaison
avec la campagne expérimentale réalisée par Jacquin et al. [84], qui ont réalisé plusieurs
combinaisons de nombre de Mach et d’angle d’incidence sur ce profil supercritique. On
peut observer sur les figures 5.6, que la fréquence d’oscillation dépend du nombre de Mach
amont mais pas de l’angle d’incidence. Dans les mêmes conditions d’écoulements, pour
un nombre de Mach de 0.73, l’analyse de stabilité semble légèrement sous estimer l’entrée
en tremblement du profil, qui se situe vers α = 3.25° pour l’expérimentation. Une autre
information importante est à prendre en compte dans l’étude de Sartor [155], au regard
de la figure 5.7(a), on peut observer que l’écoulement est complètement décollé bien avant
l’entrée en tremblement. Cette information semble être en contradiction avec toutes les
illustrations qui ont pu être faite par Pearcey et al. [123] mais sont en accord avec Crouch
[37]. En effet, ce dernier montre que l’apparition du mode globale, à l’origine du phénomène
de buffet, coïncide avec un décollement étendu du pied de choc au bord de fuite (figure
5.7(b)) pour un nombre de Mach de M = 0.76. Néanmoins, il montre aussi que pour un
nombre de Mach de M = 0.8, l’apparition du phénomène de buffet intervient avant un
tel décollement. Ainsi, l’entrée en tremblement ne serait pas liée au caractère décollé de la
couche limite après le choc. Au vu de ces résultats, l’origine du phénomène de tremblement
transsonique autour d’un profil d’aile semble assez difficile à comprendre. Un mécanisme
semble néanmoins faire l’objet d’un intérêt particulier. Il correspond au mécanisme proposé
par Lee [92], dont le principe est illustré figure 5.8. Pour des nombres de Reynolds de l’ordre
de 107, l’écoulement est rapidement turbulent. Lorsque les fluctuations turbulentes arrivent
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(a) Évolution de l’angle d’incidence pour un
nombre de Mach de Ma = 0.73
(b) Évolution du nombre de Mach pour un angle
d’incidence de α = 3.5°
Figure 5.6 – Spectre fréquentielle de la pression pariétale en x/c = 0.45, par Jacquin
et al. [84]
(a) Écoulement autour d’un profil OAT15A,
Rec = 3 · 10
6, Ma = 0.73. Sartor et al. [155]
(b) Écoulement autour d’un profil NACA0012,
Rec = 10
7, Ma = 0.76. Crouch et al. [37]
Figure 5.7 – Coefficient de frottement à la paroi pour différents angles
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au niveau du bord de fuite de l’aile, un phénomène de diffraction survient. Ce dernier
a pour conséquence d’émettre une onde acoustique principalement dirigée vers l’amont.
Lorsque cette dernière impacte l’onde de choc, une perturbation se propage sur la nappe
de choc. Cette perturbation vient forcer, par un mécanisme de réceptivité, le pied de choc
composé d’une couche de cisaillement issue de la zone décollée. Cette dernière développe des
instabilités qui se propagent vers l’aval et renforcent le phénomène d’émission acoustique.
Un cycle auto-entretenu s’installe.
Figure 5.8 – Schéma du mécanisme proposé par Lee [92]
C’est dans un but de validation que nous réalisons donc l’étude de stabilité linaire d’un
écoulement transsonique autour d’un profil d’aile de type NACA0012.
Objectif de l’étude :
– Montrer que notre approche d’analyse de stabilité globale linéaire sans matrice permet
de mettre en évidence le phénomène de tremblement transsonique.
– Tester ces méthodes de stabilité pour un écoulement pleinement turbulent, modélisé
par une méthode RANS.
5.1.1 Caractéristiques de l’écoulement
Afin de pouvoir comparer notre étude à celle de Crouch [36, 37] nous nous plaçons dans
les mêmes conditions. Nous cherchons à caractériser l’angle d’attaque critique du phéno-
mène de buffet pour un écoulement autour d’un profil de type NACA0012 avec un nombre
de Mach M∞ = 0.76, un nombre de Reynolds Rec = 107, la température d’arrêt est de
T = 300°K. La figure (5.9) montre que pour un tel écoulement l’apparition du phénomène
de tremblement ce produit pour un angle d’attaque de α ≈ 3.02°. Pour l’étude nous utili-
sons un maillage en C comprenant 64000 points, figure (5.10), le profil est discrétisé avec
460 points dont 2/3 sont utilisés pour l’extrados du profil. La maillage est raffiné au niveau
de la localisation du choc en x/c = 0.4 pour l’extrados, et au niveau du bord de fuite pour
l’intrados et l’extrados. Nous utilisons 100 points pour discrétiser la direction normal au
profil, en raffinant au niveau de la paroi pour obtenir un critère de y+ = 1 tout autour du
profil. Une étude de convergence en maillage, a montré que le décollement est dépendant de
la taille du domaine. Des conditions limites de non réfléchissantes sont utilisées en entrée et
en sortie du domaine afin de simuler une atmosphère infinie. Une condition de non glisse-
ment adiabatique est utilisée pour la paroi du profil NACA0012. Enfin pour correspondre
à l’étude de Crouch [36], nous utilisons un modèle de Spalart-Allmaras comme équation de
fermeture du système. La convergence des équations RANS nous donne le champ de base
figure (5.11), où l’on peut observer le champ de vitesse longitudinale et le rapport des vis-
cosités turbulente et dynamique. La ligne noire représente la ligne sonique, au centre de ce
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Figure 5.9 – Caractérisation des angles critiques du phénomène de Buffet par McDevitt
et Okuno [111]
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Figure 5.10 – Maillage pour l’étude de tremblement transsonique autour d’un profil
NACA0012
contour l’écoulement est supersonique. La figure (5.12) montre l’évolution des coefficients
aérodynamiques en fonction de l’angle d’incidence du profil. On remarque notamment que
l’écoulement est complètement décollé pour un angle d’incidence de α ≈ 3.5°.
Avant de regarder l’analyse de stabilité linéaire, effectuons quelques remarques. Tout
104
5.1 le tremblement transsonique autour d’un profil
(a) Vitesse longitudinale
(b) Rapport des viscosités
Figure 5.11 – Iso-contour du champ de base pour α = 3.2°
d’abord, l’écoulement autour d’un profil d’aile est marqué par 3 zones caractéristiques :
– Le bord d’attaque qui représente un point d’arrêt. Sartor [155] montre que dans
le cas d’une étude de réponse optimale, que le forçage optimal du mode de buffet est
situé dans la couche limite en amont du choc ainsi qu’au niveau d’une caractéristique
descendante vers le pied de choc. La caractéristique montante vers cette dernière
est issue du bord d’attaque figure (5.13). Ce résultat indique que le mode de buffet
peut être forcé efficacement par le pied de choc et par conséquent, que cette zone est
importante pour la dynamique du tremblement.
– Le bord de fuite qui représente une zone de diffraction des perturbations. Ce dernier
est à l’origine de l’hypothèse de Lee [92], le rayonnement acoustique engendré par la
diffraction de structures au bord de fuite figure (5.8), serait à l’origine du phénomène
de buffet.
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(b) Coefficient de pression
Figure 5.12 – Coefficients caractéristiques pour un nombre de Mach M∞ = 0.76, un
nombre de Reynolds Rec = 107 et α ∈ [3.0,3,8]
Figure 5.13 – Mode adjoint associé au buffet [155]
– La position du choc qui dépend de l’incidence du profil, et qui est responsable du
décollement de la couche limite. Différentes études réalisées sur le phénomène de buf-
fet montre que quelque soit l’incidence, la fréquence d’oscillation est la même figure
(5.14(a)). Autrement dit, il devrait exister une zone fixe quelque soit l’angle d’in-
cidence du profil. Les figures (5.12(b)) et (5.14(b)) montrent que pour deux profils
différents il semble exister un nœud de pression, aux alentours de x/c ≈ 0.55 pour
le NACA0012 et x/c ≈ 0.65 pour le profil OAT15. Une autre observation peut-être
réalisée, Alfano [5] montre l’évolution du coefficient de pression lors d’une période
du mouvement du choc figure(5.15) sur un profil OAT15. On peut notamment ob-
server que lors de cette période le coefficient de pression en x/c ≈ 0.65 semble rester
constant. Toute ces études montrent l’existence d’un noeud de pression associé au
profil.
5.1.2 Analyse de stabilité
Une étude de stabilité linéaire est réalisée pour un angle d’incidence α = 3.2°. Plusieurs
approches ont été envisagées pour évaluer la stabilité linéaire de ce champ de base. La
première, consiste à calculer le champ de base à l’aide des équations RANS puis de réaliser
une étude de stabilité linéaire sans tenir compte de la turbulence pour la perturbation
(µt = 0). Cette première approche, est qualifiée de quasi-laminaire. La deuxième approche
utilise une viscosité turbulente figée, autrement dit, les équations de transport turbulent ne
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(a) spectre des valeurs propres (b) Coefficient de pression
Figure 5.14 – Étude d’un écoulement autour d’un profil OAT15, Sartor [155]
Figure 5.15 – Courbe de cp sur une période de tremblement à différent instant. Étude
d’un profil OAT15, Alfano [5]
sont pas linéarisées. Cela revient à supposer que le mouvement turbulent (correspondant
aux petites échelles de la turbulence) n’influent pas sur le développement des instabilités.
Enfin, la dernière approche consiste à linéariser les modèles de turbulence et de considé-
rer une viscosité turbulente dynamique. C’est par cette approche, que Crouch et al. [36]
et Sartor [155] ont pu montrer que le tremblement transsonique peut-être expliqué par
l’existence d’un mode global. Les premières analyses issues de calculs instationnaires, pour
ces trois approches, montrent que les approches quasi-laminaire et viscosité turbulente dy-
namique présentent une dynamique basse fréquence du choc. L’approche comportant une
viscosité turbulente figée ne permet pas de mettre en évidence une telle dynamique, comme
évoqué par Crouch et al. [36] et Sartor [155]). Les figures (5.16(a)) et (5.16(b)) présentent
respectivement les spectres issus de l’approche quasi-laminaire ainsi qu’avec une viscosité
turbulente dynamique et le spectre issu de l’étude de Crouch et al. [36]. Dans notre étude,
on constate dans ces deux cas qu’il existe un mode globalement instable, les autres modes
correspondent essentiellement à des modes de sillages et sont globalements stables.
La valeur du mode, reportée dans le tableau 5.1, issue de l’étude avec viscosité turbu-
lente dynamique, est consistante avec l’étude réalisée par Crouch et al. [36]. Notons, dans
le cas de Crouch, que la couche limite pour un angle de α = 3.2 est décollée du pied de
choc, jusqu’au bord de fuite, ce qui n’est pas notre cas. Ainsi, on peut en déduire que l’ap-
parition du phénomène de tremblement transsonique n’est pas directement liée à l’aspect
du décollement de la couche limite, ce qui est en accord avec Crouch et al. [37] et Sartor
[155]. La comparaison des normes de la vitesses longitudinales du mode de buffet avec
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viscosité turbulente dynamique
quasi-laminaire
mode de tremblement transsonique
(a) PHOENIX, pour un angle d’incidence α =
3.2°
(b) Crouch et al. [36]
Figure 5.16 – Spectre issu de l’analyse de stabilité globale de l’écoulement autour d’un
profil NACA0012, nombre de Mach M∞ = 0.76, Re = 107
ωr ωi
Crouch et al. 0.28 0.04
quasi-laminaire 0.27 0.005
viscosité turbulente dynamique 0.27 0.06
Table 5.1 – Pulsation et taux d’amplification du mode de buffet pour les différentes études.
l’étude réalisée par Crouch et al. [36], c’est-à-dire en considérant une viscosité turbulente
dynamique, montre une bonne correspondance des modes. Ces résultats nous permettent
de valider notre stratégie numérique pour des écoulements turbulents de type oscillateurs.
(a) PHOENIX (b) Crouch et al. [36]
Figure 5.17 – Comparaison des normes de la vitesse longitudinale du mode de buffet
(M∞ = 0.76, Rec = 107 et α = 3.2)
Les figures (5.18) et (5.19) montrent respectivement les iso-contours de la vitesse lon-
gitudinale et de la pression du mode de buffet et d’un mode de sillage pour ωr = 1.6
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, pour l’approche avec viscosité turbulente dynamique. Ainsi on peut remarquer que le
mode de buffet est localisé au niveau du profil, et notamment au niveau du choc. Alors
que le second mode, plus haute fréquence, semble correspondre à une instabilité de type
Kelvin-Helmholtz, se développant au niveau de la couche de cisaillement et se propageant
dans le sillage du profil. Une première information que nous donnent ces modes, provient
du fait que le mode de buffet ne présente pas d’émission acoustique claire au niveau du
bord de fuite, alors que le second mode en présente. L’hypothèse de Lee [93], selon laquelle,
le rayonnement acoustique engendré par les structures diffractées par le bord de fuite serait
à l’origine du tremblement transsonique ne semble pas pleinement justifiée. On constate
en revanche que le mécanisme à l’origine du tremblement est bien lié à un mécanisme de
feedback sur la pression, où l’échelle caractéristique de longueur semble être liée à la dis-
tance entre le pied de choc et le bord de fuite. Cela explique le fait que la topologie exacte
de la zone décollé ne soit pas nécessairement le paramètre essentiel dans l’apparition du
tremblement.
(a) mode de buffet (b) mode 2
Figure 5.18 – Iso-contour de la partie réelle de la vitesse longitudinale (M∞ = 0.76,
Rec = 10
7 et α = 3.2).
(a) mode de buffet (b) mode 2
Figure 5.19 – Iso-contour de la partie réelle de la pression (M∞ = 0.76, Rec = 107 et
α = 3.2).
5.1.3 Conclusion et remarques
Une étude de stabilité linéaire a été réalisée sur un profil de type NACA0012, dans
le but de valider notre outil sur un cas d’écoulement pleinement turbulent de type oscil-
lateurs. Une première étape a montré que les approches quasi-laminaire et avec viscosité
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turbulente dynamique permettent de mettre en évidence le phénomène de tremblement
transsonique. Une approche en considérant une viscosité turbulente figée ne permet pas de
mettre exergue ce phénomène. Les résultats obtenus sont comparés à l’étude réalisée par
Crouch et al. [36], et montrent un bon accord, ce qui nous permet de valider notre outil de
stabilité linéaire sur un cas d’écoulement pleinement turbulent. Une étude des modes, issus
du calcul de stabilité, montre que le mode lié au phénomène de tremblement transsonique
ne présente pas de rayonnement au niveau du bord de fuite, alors que des modes, stables,
plus hautes fréquences, liés à des instabilités de type Kelvin-Helmholtz naissant au niveau
de la zone décollée, présentent quant à eux une diffraction des structures au niveau du bord
de fuite. Ces résultats semblent en partie invalider l’hypothèse émise par Lee [93].
Une étude paramétrique sur l’angle d’incidence du profil NACA0012 pourrait-être intéres-
sante à réaliser, notamment pour observer si, comme dans le cas du profil OAT15A, le mode
de buffet se stabilise au delà un certain angle. Cette stabilisation pouvant être à l’origine
d’un changement du comportement dynamique de l’écoulement autour du profil. L’analyse
d’une configuration avec recollement vers une configuration sans recollement pourrait faire
partie des perspectives à donner à cette étude.
Il serait intéressant d’approfondir le mécanisme physique responsable de l’apparition du
mode global instable. En particulier de comprendre le mécanisme de rétroaction en pres-
sion, le rôle de la zone de recirculation et du noeud de pression.
Enfin, comme dans le cas précédent, il serait intéressant d’étudier un écoulement 3D de ce
type de phénomène, et notamment pour observer le comportement de la zone de recircu-
lation.
5.2 Analyse de stabilité globale d’un écoulement dans une
tuyère plane en régime de sur-détente
L’objectif de cette section est de donner le contexte de l’étude avant d’aborder l’analyse
de la stabilité. Les principaux résultats expérimentaux obtenus par Sajben et al. seront
largement décrits.
5.2.1 Description et analyse des expériences de Sajben et al.
5.2.1.1 Étude d’un écoulement non forcé
Un grand nombre d’articles issus d’études expérimentales menées par Sajben[27, 151,
168] [19, 20, 81, 149, 153], ont été publiés entre 1977 et 1986. Ces études portent toutes
sur l’étude de tuyères à section rectangulaire et non de tuyères de révolution. Du point
de vue expérimental, il est plus facile de mettre en œuvre des méthodes de mesures et de
visualisation pour ce type de tuyère. Parmi les différentes tuyères étudiées par Sajben, seule
la tuyère appelée dans ces articles “G” va nous intéresser. Les résultats expérimentaux sont
nombreux et bien détaillés. La figure 5.20 montre la forme de la tuyère avec ses différentes
côtes. C’est une tuyère asymétrique avec une paroi inférieure plane et une paroi supérieure
de type convergent-divergent ayant un angle maximal de 9o. Comme la tuyère est à section
rectangulaire, l’écoulement est souhaité strictement (le plus possible) bidimensionnel. Afin
d’assurer ce caractère, des pièges à couche limite ont été prévus, notamment dans les coins
du diffuseur, voir [168]. La figure 5.21 représente les lignes iso-nombre de Mach moyen dans
la section de sortie. Les lignes sont plus ou moins horizontales au centre de la tuyère. On
en déduit, qu’à la précision des mesures près, on peut considérer l’écoulement stationnaire
comme bidimensionnel si ce n’est tridimensionnel. En ce qui concerne la partie fluctuante
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Figure 5.20 – Schéma de la tuyère de type "G" utilisé par Sajben pour ces expérimenta-
tions.
Figure 5.21 – Lignes iso-Mach à la section de sortie de la tuyère de type "G".
de l’écoulement, s’agit-il de perturbations bidimensionnelles ou tridimensionnelles ? Aucun
article n’aborde ce point. Pour ce qui est de la longueur de la tuyère mesurée entre le col
et la section de sortie, différents cas ont été étudiés par Sajben et al. (l/h = 12 à 30.5) où
h est la hauteur du col mais seule la longueur l/h = 14.4 est parfaitement documentée.
L’écoulement subsonique, en entrée de la tuyère, va accélérer dans la partie convergente
du diffuseur et devenir supersonique à partir du col. L’écoulement est ensuite expulsé
par la section de sortie dans l’air ambiant. Du point de vue des conditions limites, cela
revient à caractériser la section de sortie, spatialement et temporellement, par une pression
statique constante. Les conditions de l’écoulement sont principalement caractérisées par le
rapport de pression statique en sortie de tuyère sur la pression totale en entrée de celle-ci :
Rp = p/pt. Ce rapport de pression détermine, parmi d’autres propriétés, la nature du choc
ainsi que le nombre de Mach à l’aval de ce dernier. Différents régimes ont été étudiés par
Sajben et al. , on peut les classer suivant quatre catégories :
◦ si 0.9 < Rp < 1, l’écoulement est partout subsonique.
◦ si 0.8 < Rp < 0.9, la présence du choc et de la zone supersonique est intermittente
(1 < M¯0 < 1.2) ; le choc peut parfois remonter jusqu’au col et disparaître. Cepen-
dant, les expériences menées par Sajben et al. traitent de petites oscillations du choc
autour d’une position d’équilibre et, souvent, ces oscillations sont naturelles. Il n’y a
pas toujours de fluctuation de pression imposée à la sortie (au sens de fluctuations
contrôlées, monochromatiques...). De plus, comme toute la partie en aval du choc os-
cille comme le choc, les perturbations rencontrées s’apparentent à des modes propres
du système.
◦ si 0.75 < Rp < 0.8 (1.2 < M¯0 < 1.3), le choc oscille autour d’une position moyenne
mais ne franchit jamais le col : il y a toujours une zone supersonique et un choc
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présents dans l’écoulement. La couche limite sur la paroi supérieure de la tuyère
présente un décollement, ce décollement est dû au gradient de pression (écoulement
subsonique fortement ralenti en raison de l’évasement de la tuyère) et ne commence
pas au pied du choc.
◦ si Rp < 0.75 (M¯0 > 1.3) le décollement est fixé au pied du choc, le bulbe de décolle-
ment est très important. Pour des valeurs faibles du rapport de pression Rp ' 0.7 le
choc exhibe une structure en lambda importante.
Sur le plan de l’interaction des couches limites et de la zone de fluide parfait, il est
important de noter que cette interaction est très importante pour Rp < 0.75, au point
que les deux couches limites (haute et basse) se rejoignent avant la section de sortie,
raccourcissant ainsi la longueur de la zone de fluide parfait. La figure 5.22 illustre l’évolution
de la longueur de la zone fluide parfait Lσc en fonction du nombre de Mach Mσu. x˜c
représente l’abscisse où les couches limites se rejoignent, x˜σm représente l’abscisse de la
position moyenne du choc et Mσu représente la valeur du nombre de Mach immédiatement
en amont du choc près de la paroi supérieure. Pour une valeur du nombre de Mach inférieure
à 1.27, on constate que la longueur de fluide parfait s’étend jusqu’en section de sortie, alors
que pour une valeur supérieure à 1.27, la zone de fluide parfait est considérablement plus
courte. Dans toute la suite, nous allons considérer le cas où le rapport de pression Rp
Figure 5.22 – Longueur de la “zone fluide parfait” en fonction du nombre de Mach amont
Mσu sur la paroi supérieure de la tuyère de type "G" utilisé par Sajben.
est égal à 0.72 (M¯0 = 1.34). Ce cas est particulièrement bien documenté, et présente des
caractéristiques intéressantes pour une étude de stabilité (voir le spectre de déplacement
du choc (5.25)). Ce rapport de pression, comme nous venons de le voir, correspond à un
choc de forte intensité qui adopte une configuration en lambda près de la paroi.
Dans toutes les expériences de Sajben et al. , des oscillations ont été observées à proximité
du choc ainsi que dans toute la zone en aval de celui-ci, quelle que soit l’intensité du
choc. Par contre, aucune dynamique instationnaire fluctuante n’a été observé en amont
du choc, ni en amont du col ni dans la zone supersonique. Dans ce paragraphe, on ne
s’intéresse qu’aux oscillations "naturelles", dans le sens où les expérimentateurs ne créent
pas volontairement une perturbation, par exemple à la sortie de la tuyère.
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Les figures 5.23 et 5.24 montrent respectivement l’évolution du champ de vitesse moyenne
longitudinale et transversale en aval du choc dans la tuyère de Sajben. Ce type d’écoulement
Figure 5.23 – Lignes d’iso contours de
la vitesse moyenne longitudinale dans la
tuyère de type "G" utilisé par Sajben.
Figure 5.24 – Lignes d’iso contours de
la vitesse moyenne transversale dans la
tuyère de type "G" utilisé par Sajben.
est caractérisé par un décollement important de la couche limite supérieur directement en
aval du choc, avec un point de recollement aux alentours de x/h = 6. On notera que les
couches limites sont importantes, indiquant un fort niveau de turbulence. La zone de fluide
parfait est plus ou moins monodimensionnelle. Le choc présente une configuration "en
lambda" au niveau de la partie supérieur et est quasi-droit au centre de la tuyère. Bogar
et al. [168] donne l’évolution du spectre de déplacement de choc dans la tuyère Sajben pour
Rp = 0.72 et une longueur de tuyère de l/h = 14.4 (figure 5.25). Ce résultat, obtenu en
Figure 5.25 – Spectre de déplacement du choc pour Rp = 0.72 et l/h = 14.4.
utilisant un filtre passe bande [100 − 300] Hz, montre que les fréquences les plus sensibles
sont voisines de 200 Hz. Les oscillations de l’écoulement dans le diffuseur sont cohérentes
sur l’ensemble du champ subsonique, le spectre des différentes grandeurs fluctuantes pris en
différents points présente cette même caractéristique. Bogar et al. [168] indique que lorsque
le rapport de pression Rp est plus élevé (choc plus faible), c’est-à-dire si le décollement de la
couche limite est essentiellement dû au gradient de pression, le spectre possède plusieurs pics
proches des fréquences naturelles prédites par une théorie acoustique monodimensionnelle.
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Dans ce cas, les fréquences varient de manière inversement proportionnelle à la longueur
de la tuyère. Dans le cas où le décollement est engendré par le choc lui-même (notre
cas : Rp = 0.72), le spectre présente un unique pic dont la fréquence est indépendante
de la longueur de la tuyère mais est inversement proportionnelle à la longueur de la zone
fluide parfait. Cette fréquence ne correspond pas aux prédictions acoustiques, pour plus
de détails voir [168]. La figure 5.26 donne l’évolution des fréquences caractéristiques du
mouvement du choc en fonction du nombre de Mach amont. Dans le cas d’un choc de forte
Figure 5.26 – Évolution des fréquences caractéristiques en fonction du nombre de Mach
à l’amont du choc.
intensité, Mσu > 1.27 Sajben et al. [151] font remarquer que cette fréquence est proche du
temps de convection d’une fluctuation de pression traversant cette zone de fluide parfait.
Dans des expériences ultérieures, Bogar et al. [19, 73] ont pu mesurer le champ de vitesse
longitudinale et transversale. Les figures 5.27 et 5.28 illustrent ces résultats.
Figure 5.27 – Lignes d’iso contours de la
vitesse fluctuante longitudinale, haut : mo-
dule, bas : phase.
Figure 5.28 – Lignes d’iso contours de la
vitesse fluctuante transversale, haut : mo-
dule, bas : phase.
Les auteurs constatent que l’amplitude des fluctuations est maximale dans les zones
où les gradient de pression sont les plus abrupts. Cela suggère des oscillations verticale de
l’écoulement au centre de la tuyère entraînant des oscillations dans les couches limites. La
composante verticale du champ des vitesses est plus faible que la composante longitudinale,
surtout au milieu de la zone fluide parfait. Globalement la fluctuation de vitesse est faible :
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moins de 1% de la vitesse moyenne dans la zone fluide parfait et dans la couche limite ; les
structures cohérentes sont, en amplitude, d’un ordre de grandeur plus faible que les niveaux
de turbulence. De plus, Bogar[19] constate que la fluctuation est organisée en une grosse
structure tourbillonnaire. Cette dernière débute au niveau de la fin de la zone décollée puis
est convectée vers l’aval. Après une demi-période, une structure analogue à la première,
mais tournant dans le sens inverse, prend naissance au même endroit et se voit convecter
également vers l’aval. Ce type de mouvement convectif montre bien qu’il ne s’agit pas d’un
phénomène acoustique, en effet pour ce dernier on observerait une remonté des fluctuations
de pression de l’aval vers l’amont. Chen et al. [27] ont montré que dans le cas d’un choc
de faible intensité, les perturbations remontent l’écoulement à grande vitesse, correspon-
dant bien à un mécanisme de type acoustique ; dans le cas de choc de forte intensité, les
perturbations acoustiques existent bien mais sont toutefois masquées par les perturbations
convectées de l’amont vers l’aval à des vitesses lentes. Ils en concluent que le fait que cette
convection soit lente incite à penser que la couche limite joue un rôle important dans ce
type de perturbation. Mais Chen concède que ce rôle est encore mal connu et qu’il n’est
pas certain que ce soit précisément la couche limite qui ait le rôle prépondérant. Bogar[19]
pour sa part pense que l’interface entre la couche limite et la zone de fluide parfait joue un
rôle important ainsi que la variation verticale de hauteur de fluide parfait due à la présence
du décollement.
Dans ce qui va suivre, certains résultats dans la zone fluide parfait vont nous être particu-
lièrement utiles, comme l’évolution suivant x de la pression et de la vitesse longitudinale
fluctuante au centre de la tuyère. Les figures 5.29 et 5.30 illustrent cette évolution. Sur
Figure 5.29 – Comparaison de l’ampli-
tude (haut) et de la phase (bas) de la fluc-
tuation de pression ; ronds noirs : expé-
rience, ronds blancs : calculs
Figure 5.30 – Évolution de la vitesse
longitudinale fluctuante au centre de la
tuyère, haut module, bas phase.
les figures de gauche deux types de résultats sont présentés. Les ronds blancs représentent
le résultat d’un calcul numérique[73] (résolution des équations de Navier-Stokes instation-
naires). Ce type de résultat sera discuté dans la section suivante. Pour ce qui est des
résultats expérimentaux (ronds noirs), on constate que l’amplitude de la fluctuation de
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pression est quasi-constante au centre de la tuyère, et que l’évolution de la phase est mo-
notone croissante indiquant qu’une onde de type acoustique se déplace de l’amont vers
l’aval. Sur la figure de droite, la distribution de la fluctuation de vitesse montre la présence
d’un minimum à x/h = 3.5, un tel comportement suggère la présence d’un nœud d’une
onde stationnaire. Cependant, dans une onde stationnaire conventionnelle, la fluctuation
de phase montre un déphasage brutal de pi à la traversée du nœud. Ce n’est pas le cas ici.
• En résumé :
Pour certaines valeurs du rapport de pression Rp, le choc ainsi que la zone en aval de
celui-ci sont animés d’oscillations, celles-ci sont régulières (à peu près périodiques) dans le
cas des chocs d’intensité faible et forte et apparemment plus aléatoires dans les cas inter-
médiaires. Par ailleurs, il y a deux types de fluctuations : une se propageant vers l’amont à
grande vitesse, une autre vers l’aval, à faible vitesse. Pour un choc d’intensité faible, le mou-
vement propagatif vers l’aval est très faible ; les fréquences caractéristiques correspondent
aux prévisions données par les calculs acoustiques, les longueurs d’onde longitudinales sont
à échelle de la distance entre le choc et la sortie de la tuyère. Pour un choc d’intensité forte,
le mouvement convectif vers l’aval est dominant, les fréquences caractéristiques semblent
correspondre au temps de convection de la fluctuation de pression dans la zone de fluide
parfait. Quant aux dimensions longitudinales caractéristiques, elles semblent s’ajuster avec
la longueur de la zone de fluide parfait qui s’étend entre le choc et l’endroit où les deux
couches limites pariétales se rejoignent. Le maximum pour les oscillations propres corres-
pond généralement à une fréquence de l’ordre de 200 Hz, alors que les fréquences les plus
importantes pour la turbulence sont plutôt proches de 3000 Hz. On note toutefois que,
pour les fréquences basses (50 Hz-300 Hz), l’activité turbulente n’est pas nulle. Aussi, on
peut se demander si le choc ne joue pas un rôle de filtre en fréquence. En effet, nous avons
vu, d’après l’étude réalisée par Touber & Sandham [182] que le choc répond aux excitations
de la couche limite amont à basse fréquence, cette hypothèse a également été formulée par
Culick & Rogers [38]. Dans ces conditions, il n’est pas interdit de penser que la turbulence
de la couche limite peut jouer un rôle d’excitateur vis-à-vis des instabilités dans la zone
de fluide parfait. La turbulence fournit bien plus d’énergie aux hautes qu’aux basses fré-
quences. Dans ce cas, même si les fréquences de la turbulence ne correspondent pas aux
fréquences caractéristiques des oscillations du choc, c’est tout de même la turbulence qui
alimente les structures instationnaires visibles de l’écoulement. Ces constatations montrent
qu’il est important d’avoir une approche turbulente, semblable à celle réalisée dans le cas
du tremblement transsonique.
5.2.1.2 Étude d’un écoulement forcé
L’équipe de Sajben a effectué une étude sur la réponse de l’écoulement étudié précé-
demment à des oscillations forcées [81, 151]. Rappelons que les oscillations du choc et de
toute la partie subsonique en aval du choc envisagées jusqu’ici, que ce soit pour un choc
de faible intensité ou de forte intensité, existent en conditions "naturelles" au sens où elles
sont observées sans provoquer de fluctuations où que ce soit : ce sont des modes propres
du système. Pour engendrer des oscillations forcées, Sajben et al. ont muni la tuyère d’un
système rotatif triangulaire d’axe transverse localisé dans la paroi inférieure à l’abscisse
x/h = 13. La figure 5.31 montre la tuyère avec son dispositif de came tournante. Ce
système permet de générer une perturbation de fréquence fixe en ajustant la vitesse de
rotation de la came. Regardons le cas du choc d’intensité forte (Rp = 0.72). Rappelons que
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Figure 5.31 – Schéma de la tuyère avec le dispositif expérimental de forçage.
dans ce cas la fréquence propre est 217 Hz. Sajben et al. ont utilisé différentes fréquences
de forçage allant de 50 à 350 Hz. Dans cette configuration, on s’attendrait à observer un
phénomène de résonance en s’approchant de la fréquence propre du diffuseur. C’est à dire
qu’aux alentours de 217 Hz, l’amplitude des oscillations devraient devenir très importante.
Or ils constaté une absence totale de mécanisme de résonance entre les oscillations forcées
et la fréquence propre, et cela dans tous les cas de figure. L’explication donnée par Sajben
consiste à supposer que les excitations forcées sont certes à la même fréquence que les
modes propres, mais correspondent à d’autres modes. Ainsi, les auteurs pensent que les
excitations forcées par leur système rotatif n’ont pas du tout la même structure spatiale
que les oscillations propres du système, d’où l’absence totale de résonance.
Cette analyse montre que l’étude d’un système soumis à des oscillations naturelles (modes
propres) et l’étude d’un système soumis à une oscillation forcée sont de natures très dif-
férentes. Cette différence est importante lorsque l’on cherche à calculer numériquement ce
type de phénomène. De plus, en théorie de stabilité, il existe une grande différence entre
ces deux approches. La première correspond à l’étude d’une dynamique de type oscilla-
teurs, le second cas correspond à l’étude de la dynamique de type amplificateur sélectif de
bruit. Dans ce dernier cas, la réponse peut-être fortement dépendante de la forme spatio-
temporelle de la perturbation imposée. Les figures 5.32 et 5.33 donnent l’évolution en
module et en phase de la fluctuation de pression statique et totale au centre de la tuyère.
On constate une différence importante entre les cas non forcé (5.29) et forcé.
Figure 5.32 – Évolution du module de la
fluctuation de pression statique et totale
au centre de la tuyère, symboles noirs : ex-
périence, symboles blancs : calcul.
Figure 5.33 – Évolution de la phase de la
fluctuation de pression statique et totale
au centre de la tuyère, symboles noirs : ex-
périence, symboles blancs : calcul .
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5.2.2 Calculs numériques relatifs aux expériences de Sajben
Les études numériques relatives au problème de Sajben sont nombreuses. Elles portent
à la fois sur des oscillations naturelles et des oscillations forcées.
A la même époque que les expériences de Sajben (milieu des années 80), une approche
numérique a été réalisée essentiellement par M. S. Liou[96–99], T. J. Coakley[33, 34] et
Hsieh [73–76, 167]. Seuls les calculs portant sur les oscillations naturelles seront détaillés.
Ces calculs consistent à résoudre les équations de Navier-Stokes instationnaires bidimen-
sionnelles avec comme modèle de turbulence le modèle k − ω de Wilcox et Rubesin. Deux
types de calculs ont été réalisés : un calcul stationnaire donnant l’écoulement moyen et
un calcul instationnaire déterminant les grandeurs fluctuantes. Les auteurs ont choisi le
rapport de pression Rp = 0.72 et différentes longueurs de tuyère : l/h = 8.6,10,12,14.7.
Différents maillages ont aussi été utilisés : pour le nombre de points en x de 80 à 118, pour
le nombre de points en y de 50 à 98. Dans un premier temps, ils ont cherché à calculer
le champ stationnaire. La comparaison avec l’expérience est bonne, malgré une taille de
la zone décollée trop petite par rapport à l’expérience et une position du choc légèrement
trop en aval[73, 74]. Pour ce qui est du calcul instationnaire, l’accord est nettement moins
bon. Les auteurs constatent une grande sensibilité au maillage (fréquence, évolution des
grandeurs fluctuantes, mouvement du choc sont qualitativement différents). La figure 5.34
montre le spectre de déplacement du choc pour différentes longueurs de tuyère reportées
dans le tableau 5.2. Pour une longueur de tuyère l/h inférieure à 12, on peut observer
Fréquence (Hz) l/h (cas)
300 8.66 (A)
250 10.06 (B)
210 12.08 (C)
310 14.7 (D)
Table 5.2 – Fréquence d’oscillation pour les différentes longueurs de tuyère.
Figure 5.34 – Spectre de déplacement du choc pour différentes longueurs de tuyère, calcul
numérique.
que la fréquence d’oscillation passe de 300 Hz à 210 Hz lorsque la section de sortie l/h
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passe de 8.6 à 12.08. Pour une section de sortie de l/h = 14.7 leurs calculs obtiennent une
fréquence d’oscillation de 310 Hz. Ce dernier résultat n’est pas en accord avec les résultats
expérimentaux (217 Hz) publiés par Sajben et al.[168]. De plus, les résultats expérimentaux
ont montré, pour un rapport de pression Rp = 0.72 que la fréquence était indépendante
de la longueur de la tuyère, mais qu’elle était inversement proportionnelle à la longueur
de la zone de fluide parfait. Il semble que le calcul numérique ne retrouve pas cette ca-
ractéristique. Un autre résultat expérimental intéressant est donné par l’évolution suivant
x de la pression fluctuante au centre de la tuyère, voir la figure 5.29. Dans cette figure,
les résultats expérimentaux sont représentés par des symboles noirs et les calculs numé-
riques de Hsieh et Liou par des cercles évidés. On constate que ces derniers ne retrouvent
pas les résultats expérimentaux de Sajben. L’amplitude expérimentale de la fluctuation de
pression est plutôt constante dans la tuyère alors que l’amplitude calculée est d’une part
supérieure à l’amplitude expérimentale et d’autre part, exhibe un noeud pour x/h = 4
non présent dans l’expérience. De plus, la présence de ce nœud se confirme au niveau de la
phase. La phase calculée présente une discontinuité en x/h = 4 caractéristique d’un nœud
d’une onde stationnaire. La phase expérimentale, quant à elle, est monotone croissante,
typique de la propagation d’une onde de l’amont vers l’aval. En conclusion, les calculs de
Liou, Coakley et Hsieh présentent bien des oscillations auto-entretenues mais le compor-
tement spatio-temporel des grandeurs fluctuantes est assez différent de l’expérience. Des
calculs ont été réalisés avec un forçage monochromatique à 300 Hz en section de sortie, les
résultats numériques sont cette fois qualitativement plus conformes aux résultats expéri-
mentaux. Cela montre, qu’effectivement un forçage sinusoïdal en section de sortie simule
correctement le forçage par un système rotatif du cas expérimental. Cela montre aussi que
les oscillations “naturelles” sont de nature bien différente d’un forçage monochromatique,
comme l’avait suggéré Bogar. Hsieh[73] suggère, au vu des résultats numériques, que les
mécanismes causant les oscillations auto-entretenues changent lorsque l’on passe d’une lon-
gueur de tuyère de l/h = 8.6 à l/h = 14.7. Il postule que le mécanisme dominant serait de
nature convective visqueuse lorsque la longueur de la tuyère est inférieure à l/h = 12 et de
nature acoustique lorsque l/h ≥ 12.
Dans le cadre d’études sur le problème de charges latérales, des calculs ont été réalisés
par Alziary de Roquefort [148] d’une part et Hallard et al. [26] d’autre part. Ces calculs
sur le principe sont peu différents des calculs précédents. Il s’agit de résoudre les équations
de Navier-Stokes instationnaires bidimensionnelles avec différents modèles de turbulence
(k−  bas Reynolds de Chien, Jones-Launder, Launder-Sharma,...). Différents rapports de
pression (Rp) ont été calculés (0.72,0.74,0.76) pour deux longueurs de tuyères différentes
l/h = 8, l/h = 13. Nous ne parlerons que du cas Rp = 0.72. En ce qui concerne le calcul
du champ stationnaire, le résultat est très proche des résultats précédents. Pour le calcul
du champ instationnaire, il est intéressant de s’y attarder un peu car les résultats issus
de ces calculs sont fondamentalement différents des précédents. Les calculs réalisés par les
auteurs sont des calculs où un forçage à 300 Hz est imposé en section de sortie. Leurs cal-
culs montrent que si le forçage est supprimé le caractère instationnaire disparaît. Suivant
les résultats de ce calcul, il n’existe donc pas d’oscillations auto-entretenues. De plus, les
simulations instationnaires (avec forçage donc) montrent une évolution de la pression fluc-
tuante en module et en phase en bon accord avec les résultats expérimentaux de la tuyère
de Sajben sans forçage ! Le module de la fluctuation de pression est quasi-constant en aval
du choc (sans nœud) et la phase est monotone croissante. Les figures 5.35 et 5.36 [148]
illustrent ces résultats. Selon Alziary, les perturbations de pression sont constituées essen-
tiellement par des ondes presque planes se propageant de l’aval vers l’amont. Ces ondes
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Figure 5.35 – Amplitude de la perturba-
tion de pression sur la ligne médiane pour
une excitation à 300 Hz d’amplitude 1.1%
à x/h = 13.
Figure 5.36 – Phase de la perturbation
de pression sur la ligne médiane pour une
excitation à 300 Hz d’amplitude 1.1% à
x/h = 13.
semblent très peu ou pas réfléchies sur le front de choc. Il est intéressant de remarquer que
ce résultat est en accord qualitatif avec celui de Culick & Rogers[38]. Pour un écoulement
ayant un nombre de Mach à l’amont autour de M¯0 = 1,35 et une zone décollée, le coefficient
de réflexion vaut : β = 0.09.
Il semble qu’il y ait une différence d’interprétation dans le sens de propagation des ondes de
perturbation liée à la pente de la phase de la fluctuation de pression. Pour les premiers (Bo-
gar et al. ), une pente monotone croissante caractérise des ondes descendant l’écoulement.
Pour le second (Alziary), cela caractérise une onde remontant l’écoulement.
Au regard de ces résultats numériques contradictoires, il semble intéressant d’investiguer
les différents phénomènes physiques par une analyse de stabilité linéaire. En effet la capacité
de cet outil à caractériser la dynamique basse fréquence du tremblement transsonique peut-
être intéressant pour caractériser celle de ce diffuseur.
Objectif de l’étude :
– L’écoulement dans la tuyère Sajben peut-il être globalement instable, c’est-à-dire
avoir une dynamique auto-entretenue ?
– Compréhension des mécanisme physiques responsables de la dynamique basse fré-
quence.
– Influence de la longueur du diffuseur sur la dynamique.
5.2.3 Caractéristiques de l’écoulement étudié
x-2.5 0 2.5 5 7.5 10 12
Figure 5.37 – Maillage utilisé pour l’étude de la tuyère de Sajben
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Pour caractériser l’écoulement, nous nous basons sur l’étude présentée sur le site :
– http ://www.grc.nasa.gov/WWW/wind/valid/transdif/transdif.html
Les conditions d’entrée du diffuseur sont les suivantes :
– Pression totale : Pti = 1.35 105Pa
– Température totale Tti = 277K
– Nombre de Reynolds basé sur la hauteur d’entrée : Rehi = 8.22 105
– Nombre de Mach Mi = 0.46
Afin de se placer dans la configuration présentant un choc fort, nous choisissons un rapport
de pression Rp = Pti/Pto = 0.72 la pression totale de sortie est donc de Pto = 0.97 105Pa.
Dans cette configuration, le pied de choc est positionné aux alentours de x/H ≈ 2.1 pour
la paroi supérieure et x/H ≈ 2.4 pour la paroi inférieure comme on peut l’observer sur la
figure (5.38). Nous utilisons une condition d’injection avec une vitesse imposée en entrée,
des conditions de non glissement adiabatique pour les parois supérieure et inférieure et une
condition de pression imposée en sortie. Un modèle de turbulence de Spalart-Allmaras est
utilisé comme équation de fermeture des équations RANS.
5.2.3.1 Calcul du champ de base
Le champ de base est recherché comme une solution stationnaire des équations URANS,
dont la méthode de calcul est présentée dans la partie 2.3.2. Les données expérimentales
Figure 5.38 – Iso-contour de la vitesse longitudinale du champ de base
de Sajben et al. [152] sont utilisées pour valider notre champ de base. La distribution de
pression sur les parois haute et basse est présentée sur la figure 5.39(a). La comparaison avec
les données expérimentales donne une bonne validation de notre calcul. Quant aux profils
de vitesse pour différentes sections, ils sont qualitativement retrouvés mais des différences
quantitatives sont observées, en particulier dans les zones décollées. La figure 5.39(b) illustre
cette comparaison. D’une façon plus générale, il semble que les simulations RANS aient
quelques difficultés à déterminer les bons profils de vitesse comme le montre les résultats
de Mohler [116] figure (5.40).
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Figure 5.39 – Comparaison du champ de base avec les données expérimentales de Sajben
et al. [152]
(a) section x/H = 2.9 (b) section x/H = 4.6
(c) section x/H = 6.4 (d) section x/H = 7.5
Figure 5.40 – Profil de vitesse en différente section de l’étude de Mohler [116]
5.2.4 Analyse de stabilité
De façon analogue à l’écoulement autour du profil d’aile NACA0012, une analyse de
stabilité linéaire est réalisée. L’approche quasi-laminaire, l’approche où la viscosité turbu-
lente est figée et enfin l’approche où la viscosité turbulente est dynamique sont utilisées
pour le calcul de stabilité linéaire d’un écoulement pleinement turbulent.
– L’approche quasi-laminaire : dans cette approche les effets de la turbulence sont pris
en compte seulement dans le champ de base et non dans la fluctuation, où cette
dernière est solution des équations de N-S compressibles laminaires. Les résultats
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obtenus seront comparés par la suite avec ceux de l’approche avec viscosité turbulente
dynamique.
– L’approche par viscosité turbulente figée : dans cette approche les effets de la tur-
bulence sont pris en compte dans le calcul du champ de base et dans les équations
pour la perturbation. La viscosité turbulente n’est pas perturbée µ′t = 0. De la même
manière que dans l’étude de l’écoulement autour du profil, cette approche entraîne
la divergence de la simulation instationnaire.
– L’approche par viscosité turbulente dynamique : dans cette approche, les effets de
la turbulences sont pris en compte dans le calcul du champ de base ainsi que dans
les équations pour la perturbation. Ainsi, la viscosité turbulente perturbée est aussi
calculée. Dans ce cas la turbulence peut influencer le développement des instabilités
de façon dynamique.
Les spectres issus de la décomposition aux valeurs propres de notre problème, pour les
approches quasi-laminaire et avec une viscosité turbulente dynamique, sont représentés
figure 5.41. Seuls les modes parfaitement convergés (résidu < 10−5) sont présentés.
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Figure 5.41 – Spectres issus de l’analyse de stabilité globale de l’écoulement dans un
diffuseur, Rp = 0.72, Minflow = 0.46, Rehi = 8.22 105
Les deux spectres prennent la forme d’une branche avec des modes situés dans la même
gamme de fréquence. En revanche, les taux d’amplifications sont différents, l’approche quasi
laminaire voit tous ces modes globalement instables, alors que l’approche en considérant
une viscosité turbulente dynamique est globalement stable. Sartor [155], montre également
un tel comportement dans le cas d’un écoulement comportant une interaction onde de
choc/couche limite turbulente sur la configuration dite "bosse de Délery" (Délery [58]).
Les expériences réalisées par Bogar et al. [19], montrent que la contribution de la dyna-
mique basse fréquence se fait aux alentours de 210Hz. Afin d’investiguer cette dernière,
nous décidons d’étudier le mode, issu de notre étude de stabilité, à 220Hz. Les figures
(5.42) représentent les iso-contours de la vitesse longitudinale de ce mode pour différentes
fréquences pour l’approche avec la viscosité dynamique. On peut observer la formation de
structures naissant au niveau du pied du choc en lambda et s’amplifiant le long de la couche
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de cisaillement. Ces dernières viennent interagir avec les structures liées à la couche limite
de la paroi inférieure au niveau de la fin de la zone de fluide parfait. Ainsi, tout comme
dans le cas de l’interaction onde de choc oblique/ couche limite, des instabilités de type
K-H prennent naissance au niveau du point de décollement, et se voient convecter le long
de la couche de mélange.
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Figure 5.42 – Visualisation des iso-contours des modes issus de la stabilité linéaire pour
différentes fréquences, Rp = 0.72, Minflow = 0.46, Rehi = 8.22 105
Une comparaison entre la moyenne quadratique des vitesses issues de l’expérience et
le module de ces quantités issues de notre étude est proposée sur les figures (5.43) et
(5.44). Un accord satisfaisant est constaté sur la vitesse longitudinale en module et en
phase (figure (5.44)), contrairement à ce qui peut être observé pour la vitesse transverse
(figure (5.44)). Néanmoins, un tel écart est à nuancer : Bogar et al. [19, 73] effectuent la
moyenne temporelle réalisée d’un écoulement 3D, tandis que notre étude est mono-modale
et bidimensionnelle. Par ailleurs l’écoulement étant globalement stable par une approche de
µt dynamique, la dynamique, au moins linéarisée, de l’écoulement est de type amplificateur
sélectif de bruit. De façon identique au cas de l’interaction oblique, la bonne approche pour
caractériser cette dynamique est d’étudier les mécanismes de réceptivité et de sensibilité
de l’écoulement afin d’étudier la réponse de celui-ci à des perturbations de nature et de
propriétés diverses (harmoniques, stochastique, localisées, non localisées). Cette analyse
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n’est pas réalisée dans cette thèse par manque de temps. Il est important de préciser,
lorsque les modes sont globalement stables, que les modes individuels n’ont pas de sens
physique en particulier. Seule la relation de dispersion des modes a un sens. Pour une
dynamique amplificatrice sélective de bruit, la dynamique convective dans une approche
globale est équivalente à l’étude de la dynamique transitoire ou les mécanismes de réponse
fréquentielle.
(a) PHOENIX (b) Bogar et al. [19, 73]
Figure 5.43 – Comparaison des lignes d’iso-contours de la vitesse fluctuante longitudinale
du mode à 220Hz de l’analyse de stabilité et des valeurs rms l’expérience de Bogar et al. [19,
73], haut : module, bas : phase.
(a) PHOENIX (b) Bogar et al. [19, 73]
Figure 5.44 – Comparaison des lignes d’iso-contours de la vitesse fluctuante transversale
du mode à 220Hz de l’analyse de stabilité et des valeurs rms l’expérience de Bogar et al. [19,
73], haut : module, bas : phase.
L’influence de la longueur du diffuseur sur la répartition des modes issus de l’analyse de
stabilité linéaire est une problématique à se poser. En effet, on a pu remarquer dans l’intro-
duction que les études numériques sont très sensibles à ce paramètre, comme le montre le
tableau 5.2. Les différents modes observés dans la figure (5.42), montre un comportement
spatial étendu du choc jusqu’à la section de sortie de la tuyère. Ceci semble indiquer que
les fréquences de ces derniers peuvent être pilotées par la longueur de la tuyère.
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5.2.5 Étude de stabilité pour différentes longueurs de tuyère
Afin d’investiguer la dépendance fréquentielle de la dynamique vis-à-vis de la longueur
du diffuseur, l’étude précédente est reprise pour 3 autres tailles de tuyère. Le rapport de
pression est adapté afin d’obtenir la même position du choc et le même décollement de la
couche limite. La figure (5.45) montre les iso-contours de la vitesse longitudinale du champ
de base, pour les trois longueurs suivantes : L/Hc = 10.0 ; 13 ; 15.0.
Figure 5.45 – Iso-contour de la vitesse longitudinale du champ de base, pour différentes
longueurs de tuyère
L’influence de la longueur de la tuyère sur l’analyse de stabilité linéaire est présentée sur
le spectre figure 5.46. La forme globale du spectre reste identique et prend l’apparence d’une
branche de mode. Le taux d’amplification semble également peu affecté. La répartition, et
notamment l’espace entre deux modes successifs, est quant à elle différente. Notamment,
l’espace entre mode est d’autant plus rapproché que le diffuseur est long comme le montre
le tableau 5.3. Ce type de résultat est cohérent avec le fait que la structure spatiale des
modes soit étendue à tout le domaine comme le montre la figure 5.47. Ce résultat est en
accord avec les précédentes approches numériques réalisées par M. S. Liou[96–99], T. J.
Coakley[33, 34] et Hsieh [73–76, 167], qui montrent des fréquences d’oscillations naturelles
qui diffèrent selon la taille de la tuyère. La structure spatiale des modes reste inchangée
avec la taille de la tuyère. On observe toujours des instabilités de types K-H se développant
au niveau de la couche de mélange.
L/H ∆ωr(Hz)
10 106
13 71
15 63
Table 5.3 – Valeur l’écart entre deux modes successifs en fonction L/H
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Figure 5.46 – Spectres issus de la stabi-
lité globale pour différentes tailles de dif-
fuseur, par une approche avec µt dyna-
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Figure 5.47 – Visualisation des iso-
contours des modes issus de la stabilité
linéaire pour différentes taille de tuyère,
pour un mode aux alentours de 300Hz.
Ces derniers résultats semblent montrer que la dynamique basse fréquence observée
lors des études expérimentales ne semble pas liées à un mécanisme linéaire. En effet, cette
dernière étant pilotée par la taille de la zone de fluide parfait, les fréquences des modes
issus de l’analyse de stabilité linéaire ne devraient pas être affectées par les changements
de taille effectués.
5.2.6 Conlusion
La stabilité linéaire d’une tuyère plane en régime de sur-détente à été étudié. Le choix du
diffuseur a été motivé l’existence d’un régime auto-entretenu basse fréquence du mouvement
du choc mis en avant par les expérimentations de Sajben et al. . La validation du champ
de base avec les données expérimentales montre que les équations RANS bidimensionnelles
sont en mesure de retrouver les principales caractéristiques du champ moyen. L’analyse de
stabilité a ensuite été réalisée en utilisant les trois types de modélisation (quasi-laminaire,
avec µt figé ou dynamique). L’approche avec µt figé ne permet pas de réaliser une analyse
de stabilité linéaire comme dans le cas de l’écoulement autour d’un profil d’aile. Les deux
approches restantes mettent en avant des modes dont la structure spatiale est identique,
et sont représentés par des structures spatialement étendues naissantes au point de dé-
collement qui se propageant le long de la couche de cisaillement de la paroi supérieure.
En revanche, les modes de l’approche quasi-laminaire sont globalement instables alors que
ceux de l’approche avec µt dynamique sont stables. Bien que l’approche quasi-laminaire soit
compatible avec les résultats expérimentaux qui exhibent une oscillation auto-entretenue
autour de 200 Hz, l’approche avec µt dynamique est mathématiquement plus consistante.
Une seconde étude a été réalisée pour regarder l’influence de la longueur de la tuyère sur
l’analyse de stabilité. Les conclusions des études expérimentales de Sajben et al. montrent
que la longueur de la tuyère n’influence pas la dynamique basse fréquence du choc, et que
c’est la longueur de la zone de fluide parfait qui pilote la fréquence. Les études numériques
réalisées par M. S. Liou[96–99], T. J. Coakley[33, 34] et Hsieh [73–76, 167], qui montrent
des fréquences d’oscillations naturelles qui diffèrent selon la taille de la tuyère, tout comme
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notre étude.
Deux hypothèses nous semblent réalistes pour expliquer ces différences. La première consiste
à dire que le désaccord vient de la modélisation de la turbulence elle-même et que le ca-
ractère stable de l’écoulement est lié à une production trop importante du µt et de µ′t qui
stabiliserait artificiellement la dynamique. Cette hypothèse est possible et demanderait à
être approfondie. La seconde hypothèse est que les oscillations auto-entretenues observées
dans les expériences ne soient pas reliées à un mécanisme linéaire et qu’au contraire un
mécanisme non linéaire est à l’origine de ces oscillations basses fréquences. Le même type
de mécanisme a déjà été observé dans Sansica et al. [154].
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Conclusion et perspectives
Ce travail de thèse avait pour objectif d’améliorer la compréhension de la dynamique
d’une interaction entre une onde de choc droite ou oblique et une couche limite laminaire ou
turbulente. En particulier, nous nous sommes intéressés aux mécanismes responsables de
l’apparition d’oscillations auto-entretenues basses fréquences. Ce phénomène survient dans
de nombreux cas applicatifs comme dans des entrées d’air d’avions supersoniques, autour
d’un profil d’aile en régime transsonique et au sein de tuyère en régime de sur-détente.
C’est principalement ce dernier point qui est le cadre et la motivation principale de cette
thèse. En effet, lorsque qu’une tuyère fonctionne en régime de sur-détente, la dynamique
de l’écoulement peut être très complexe et présenter de fortes oscillations auto-entretenues
du système ondes de choc / couches limites turbulentes décollées. Afin d’étudier cette dy-
namique nous avons choisi de développer un outil d’étude des instabilités adapté à des
écoulements turbulents présentant une interaction entre une onde de choc et une couche
limite. Cet outil permet d’évaluer qu’elles sont les fréquences dangereuses pour l’écou-
lement et de connaître la forme des perturbations, leurs localisations spatiales et leurs
amplitudes relatives 1. Le développement d’un outil CFD linéarisé couplé à une méthode
de résolution d’un problème aux valeurs propres par une approche dite sans matrice ou de
"time-stepping", a permis la réalisation d’une telle étude. Après avoir validé notre outil sur
des cas académiques comme l’écoulement autour d’un cylindre en régime incompressible ou
le cas d’une couche-limite se développant sur une plaque plane, nous avons étudié des cas
d’écoulements présentant une interaction entre une onde de choc et une couche limite. Trois
cas en particulier ont été traités. Le premier cas correspond à une interaction entre une
onde de choc oblique impactant une couche limite se développant sur une plaque plane. Ce
cas est généralement qualifié dans la littérature de cas de « réflexion de choc ». Nous nous
sommes limités à une configuration laminaire car le cas turbulent, abordé par le groupe
Supersonique de l’Iusti expérimentalement et numériquement est trop délicat pour une
modélisation RANS/URANS de la turbulence. Une modélisation RANS peut permettre de
reproduire dans une certaine mesure les champs moyens (avoir la bonne dimension de la
zone décollée reste un challenge pour ce type d’approche), mais ne permet pas de reproduire
correctement la dynamique instationnaire. Les deux autres cas abordés dans ce travail ont
été le cas d’un écoulement transsonique autour d’un profil d’aile de type NACA0012 en
régime d’entrée en tremblement aérodynamique et un cas de tuyère transsonique plane de
type Sajben en régime de sur-détente.
Ces cas représentent un véritable challenge car une analyse de stabilité linéaire sans hy-
pothèse fortement simplificatrice comme la notion de parallélisme et pour des écoulements
transsoniques dans des géométries curvilignes et quasiment une première en France. A
notre connaissance, au démarrage de cette thèse (septembre 2011) les seuls travaux publiés
sur des configurations transsoniques sont les travaux de J. D. Crouch [36, 37].
1. Relatives car dans une approche linéarisée seuls des taux d’amplification sont calculés et non la valeur
absolue de l’amplitude.
5.3 L’interaction onde de choc couche limite (IOCCL) par
réflexion de choc
5.3.1 Conclusion
L’interaction entre une onde de choc oblique et une couche limite laminaire issue des
travaux de Degrez et al. [41] se développant sur une plaque plane a été analysée au travers
d’une étude de stabilité linéaire ainsi que par des simulations numériques non linéaires.
Seules des instabilités bidimensionnelles ont été abordées. Cette étude a été effectuée pour
différentes valeurs d’angle d’incidence du choc, de nombre de Reynolds et de nombre de
Mach. Nous avons montré que l’écoulement est globalement stable dans la gamme des pa-
ramètres étudiés. Ce résultat implique qu’une interaction onde de choc / couche limite se
comporte comme amplificateur sélectif de bruit vis-à-vis de perturbations infinitésimales
et bidimensionnelles. Autrement dit, la dynamique d’un tel écoulement peut être carac-
térisée par des mécanismes de réceptivité et par la réponse de l’écoulement vis-à-vis de
perturbations extérieures (environnementales, en amont, en aval, ...). L’analyse de stabilité
linéaire a permis de mettre en évidence une sélectivité en fréquence pour une gamme de
nombre de Strouhal comprise entre St ∈ [10−2,10−1]. Pour cette gamme de fréquence, la
structure spatiale des fonctions propres est localisée principalement au niveau de la couche
de cisaillement. Plus la fréquence des modes est basse, plus la structure spatiale des modes
est localisé dans la zone décollée en particulier au niveau du pied du choc de séparation.
Le calcul du résolvant, issu du pseudo-spectre, montre que l’IOCCL répond principalement
dans la même gamme de fréquence, St ∈ [10−2,10−1], avec un maximum pour St = 0.06,
mais aucune sélectivité à basse fréquence n’est observée.
Afin de confirmer ces résultats, une étude de réceptivité du cas Degrez pour des forçages
en amont et en interne à la zone décollée a été réalisée. La réponse à ces types de for-
çage a été analysée par des simulations linéaires et non-linéaires. Les résultats de l’étude
linéaire confirme les conclusions de l’analyse de stabilité linéaire. L’étude non-linéaire est
en accord avec l’étude linéaire pour les moyennes et hautes fréquences, St ∈ [0.01,0,1],
mais montre des différences significatives à basses fréquences. En effet, pour une amplitude
de perturbation suffisamment importante, l’IOCCL montre une activité à basse fréquence,
St ∈ [10−4,10−2], et notamment lorsque le forçage est réalisé à l’intérieur de la zone de
recirculation. Ce résultat suggère qu’un mécanisme non-linéaire serait responsable de la
dynamique basse fréquence. Sansica et al. [154] supposent que cette dynamique basse fré-
quence peut-être pilotée par les non-linéarités de la couche de cisaillement au niveau du
point de recollement. Un tel mécanisme a déjà été observé pour des écoulements décollés
subsoniques où, dans certains cas, des oscillations basses fréquences auto-entretenues de la
zone décollée sont observées ([48, 61]).
5.3.2 Perspectives
Le travail réalisé dans cette thèse est limité à l’étude de la stabilité globale vis-à-vis
de perturbations bidimensionnelles. Il est nécessaire d’étendre cette analyse à des per-
turbations tridimensionnelles. Une première étude a été menée par [141], qui a montré
qu’une interaction onde de choc / couche limite peut devenir globalement instable vis-à-vis
de perturbations 3-D lorsque l’interaction devient suffisamment intense. La question de
la compétition entre mécanisme convectifs et résonateurs dans le cadre d’une interaction
onde de choc / couche limite reste donc ouverte. Pour des cas d’interactions plus fortes, des
mécanismes locaux, convectif par nature, peuvent provoquer une transition brusque vers
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la turbulence. Il apparaît nécessaire d’étudier les mécanismes de réceptivité à l’origine de
ces instabilités convectives ainsi que des mécanismes de croissances transitoires.
L’extension de notre étude laminaire à un problème d’interaction avec une couche limite
turbulente, pourrait donner des informations supplémentaires sur la dynamique de ce genre
d’écoulement. Observons-nous les mêmes mécanismes que pour un régime laminaire ? Sa-
chant que la zone décollée est nettement moins importante pour une couche limite turbu-
lente, les mécanismes présents doivent vraisemblablement être de nature convective. Ainsi,
le forçage continu instauré par la couche limite turbulente amont ou dans la zone décollée
peut-être à l’origine d’intenses instabilités de la couche de cisaillement, et par des phéno-
mènes non-linéaires, entraîner une dynamique basse fréquence de la zone décollée.
Cette analyse peut-elle nous donner des informations sur des configurations d’interactions
onde de choc / couche limite observées dans une tuyère en régime de sur-détente ? Dans des
tuyères de type TOC (Thrust-Optimized Contoured), au delà d’un certain NPR (Nozzle
Pressure Ratio) la topologie de l’interaction est structurellement modifiée passant d’une
configuration FSS à une configuration RSS. Une interaction RSS est topologiquement équi-
valente au cas abordé dans cette partie de la thèse. Il est vraisemblable qu’une telle inter-
action est de type amplificateur sélectif de bruit. Cependant, dans une tuyère de ce type
la zone d’interaction est juste une zone localisée de l’écoulement, la dynamique globale de
la tuyère peut-être très différente de la dynamique de l’interaction seule. Il est nécessaire
de l’étudier dans sa globalité.
5.4 Le phénomène de tremblement transsonique
5.4.1 Conclusion
Une étude de stabilité linéaire a été réalisée sur un profil de type NACA0012, dans le
but de valider notre outil sur un cas d’écoulement turbulent. Une première étape a montré
que les approches quasi-laminaire et avec viscosité turbulente dynamique permettent de
mettre en évidence le phénomène de tremblement transsonique. En revanche, une approche
en considérant la viscosité turbulente figée ne permet pas de mettre exergue ce phénomène.
Les résultats obtenus sont comparés à l’étude réalisée par Crouch et al. [36], et montre une
bon accord avec ces résultats. Cette configuration nous a permis de valider notre outil de
stabilité globale linéaire pour un écoulement turbulent. Il est important de noter qu’une
analyse de stabilité basée sur une approche RANS est dépendante de la capacité de cette
méthode a capturer les bonnes échelles. L’étude des modes propres montre que le mode
lié au phénomène de buffet ne présente pas de rayonnement acoustique au niveau du bord
de fuite, alors que des modes stables, plus hautes fréquences, sont liés à des instabilités de
type Kelvin-Helmholtz naissant au niveau de la zone décollée puis convectés en aval dans
le sillage. Ces modes présentent quant à eux une diffraction des structures au niveau du
bord de fuite. Ces résultats semblent contredire l’hypothèse émise par Lee [93]. Cependant,
le mécanisme responsable de l’instabilité globale semble être un mécanisme de rétro-action
en pression entre le bord de fuite et le choc. On peut en particulier noter que le décollement
ne semble pas être le moteur du phénomène mais a a priori plutôt un rôle d’amplificateur
du phénomène.
5.4.1.1 Perspectives
Une étude paramétrique sur l’angle d’incidence du profil NACA0012 pourrait être in-
téressante, notamment pour observer si, comme dans le cas du profil OAT15A, le mode de
buffet se stabilise après un certain angle. Cette stabilisation pouvant être à l’origine d’un
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changement du comportement dynamique de l’écoulement autour du profil. Ce changement
correspond au passage entre un décollement restreint en moyenne à un décollement libre.
On peut néanmoins penser qu’une instabilité de type von Kármán peut être susceptible
d’apparaître. Il est sans doute nécessaire d’améliorer la modélisation de la turbulence afin
de capter cette dynamique qui est difficilement accessible par une modélisation URANS.
D’un point de vue plus applicatif, le tremblement aérodynamique transsonique survient
sur une aile en flèche. Dans ce cas, la dynamique est très différente. Au lieu de présenter
des pics en fréquence, le tremblement sur une aile en flèche possède un spectre de Fourier
avec une bosse en fréquence. Par ailleurs, la topologie du décollement est tridimensionnelle,
dans ce cas la dynamique est-elle toujours de type oscillateur ?
5.5 L’écoulement au sein d’un diffuseur
5.5.1 Conclusion
Nous avons ensuite étudié la stabilité linéaire d’une tuyère plane en régime de sur-
détente. La tuyère de Sajben a été choisie car les mesures expérimentales indiquent clai-
rement un régime d’oscillations auto-entretenues du système « onde de choc / couche-
limite »comme on peut le rencontrer dans une tuyère axisymétrique plus réaliste. Le calcul
du champ base comme solution stationnaire des équations RANS bidimensionnelles et sa
comparaison avec les résultats expérimentaux montrent que la méthode permet de raison-
nablement retrouver les principales caractéristiques de l’écoulement moyen. L’analyse de
stabilité a ensuite été réalisée en utilisant les trois types de modélisations (quasi-laminaire,
avec µt figé ou dynamique). La modélisation quasi-laminaire donne un écoulement glo-
balement instable pour de nombreux modes. Ces modes sont essentiellement des modes
spatialement étendus issus de la couche de cisaillement au niveau de la paroi supérieure.
L’approche avec µt figé ne permet pas de réaliser l’analyse de stabilité de façon satisfaisante,
cette caractéristique a déjà été observée pour l’analyse du tremblement transsonique. Avec
l’approche avec µt dynamique, l’écoulement est globalement stable, comme dans l’approche
quasi-laminaire, les modes sont spatialement étendus et issus de la couche de cisaillement
supérieure.
Bien que la méthode quasi-laminaire donne un écoulement instable, ce qui est compatible
avec les résultats expérimentaux qui exhibent une oscillation auto-entretenue autour de
200 Hz. De notre point de vue, l’approche avec µt dynamique est mathématiquement plus
consistante, malgré un désaccord avec l’expérience. Deux pistes sont possibles. La première
consiste à dire que le désaccord vient de la modélisation de la turbulence elle-même et que
le caractère stable de l’écoulement est lié à une production trop importante du µt et de µ′t
qui stabiliserait artificiellement la dynamique. Cette hypothèse est possible et demande-
rait à être approfondie. La seconde piste est que les oscillations auto-entretenues observées
dans les expériences ne soient pas reliées à un mécanisme linéaire et qu’au contraire un
mécanisme non linéaire soit à l’origine de ces oscillations basses fréquences. Le même type
de mécanisme a déjà été observé dans Sansica et al. [154].
5.5.2 Perspectives
Les perspectives à donner à cette étude sont multiples. Il est essentiel de tester da-
vantage de modèles de turbulence et en particulier des approches hybrides RANS/LES où
la modélisation de la dynamique de la turbulence sera mieux appréhendée. Cela permet-
tra d’approfondir le rôle du modèle de turbulence dans les mécanismes de stabilité d’un
écoulement turbulent. Les conclusions actuelles indiquent que l’écoulement est linéairement
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globalement stable. Dans ce cas, la dynamique est convective, transitoire et pilotée par des
mécanismes de réceptivité. Afin de mieux caractériser cette dynamique, il est indispensable
de calculer la réponse de l’écoulement à un forçage harmonique ou stochastique. Il serait
par ailleurs intéressant d’étudier la sensibilité des modes vis-à-vis d’une modification du
champ de base afin de déterminer si l’écoulement peut devenir globalement instable. Une
étude de stabilité en fonction du nombre de Reynolds serait intéressant afin de détermi-
ner s’il existe un nombre de Reynolds critique au delà duquel l’écoulement peut devenir
globalement instable.
5.6 Retour sur les hypothèses sur l’origine de la basse fré-
quence
Comme énoncé dans l’introduction de ce mémoire, un certains nombres d’hypothèses
ont été émises pour expliquer l’origine de la dynamique basse fréquence des écoulements
comportant une interaction onde de choc/couche limite. Nous rappelons ci-dessous les 4
principales hypothèse que nous avons retenues :
– La rétroaction acoustique proposée par Lee [92] et Pirozzoli [127]. Le battement
du choc serait une réponse à une excitation acoustique.
– L’interaction des superstructures proposée par Ganapathisubramani et al. ,
[65][66]. L’interaction entre de large structure de la couche limite amont et le choc
mettrait en mouvement ce dernier.
– Le choc se comporte comme un filtre passe bas, Touber & Sandham [182]. Le
choc répond aux excitations de la couche limite amont à basse fréquence.
– La respiration de la bulle de recirculation proposée par Piponniau et al. [125].
La zone de recirculation, alimenté par les structures tourbillonnaires de la couche de
cisaillement, grossit puis se déleste quand ça taille est trop importante. la respiration
de la zone décollée entraîne le mouvement du choc.
Les études réalisées ne permet pas d’éliminer ces hypothèses. En effet, nous avons pu ob-
server au travers de nos différentes analyses l’existence d’ondes de pression qui peuvent
venir exciter l’onde de choc. Le comportement filtre passe bas du choc ne peut être écar-
ter par notre étude, la réponse à un forçage par un bruit blanc de l’interaction onde de
choc couche limite laminaire montre bien que le choc réfléchi répond uniquement à basse
fréquence. Enfin, lors de la réponse à un forçage intra-bullaire de cette dernière dans un
cadre non-linéaire montre bien un comportement à basse fréquence. Ceci semble indiquer
que l’origine de la basse fréquence peut-être liée à un mécanisme non-linéaire entre les
structures de la couche de cisaillement. Notre étude ne permet de conclure sur l’hypothèse
de Ganapathisubramani et al. [65][66].
5.7 Perspectives générales
L’outil développé au cours de cette thèse a permis de réaliser des études de stabilité
linéaire pour des écoulements turbulents sur des géométries complexes 2D. L’approche
time-stepping utilisée permet de réduire de plusieurs ordres de grandeur les ressources
informatiques (en particulier en mémoire) nécessaires pour résoudre le problème aux valeurs
propres. Avec une telle méthode, il est alors possible de réaliser des analyses semblables sur
des configurations d’écoulements pleinement tridimensionnels. Cependant, de nombreux
points doivent impérativement être améliorés.
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1. Il est impératif d’approfondir la modélisation de la turbulence appliquée à un pro-
blème de stabilité. Une meilleure compréhension des interactions entre les fluctuations
turbulentes, le mouvement cohérent et le champ moyen peut permettre d’améliorer
la modélisation des instabilités dans des écoulements turbulents.
2. Si l’on veut aborder le calcul de stabilité d’un écoulement tridimensionnel, il est
indispensable d’améliorer les performances du code. Plus précisément il est nécessaire
de paralléliser le code.
3. L’étude de la sensibilité et de la réceptivité nécessite le calcul de l’opérateur adjoint.
Il existe deux approches possibles pour calculer l’adjoint : une approche continue et
une approche discrète. Pour le type d’application visée, une approche discrète est
préférable.
Les travaux futurs porteront sur l’étude de la stabilité linéaire d’une tuyère axisymétrique
en régime de sur-détente. Nous pourrons nous intéresser en particulier au régime FSS et
étudier la stabilité d’un décollement de jet. Peut-il être globalement instable en développant
une instabilité de type von Kármán. Quelle est l’influence du confinement lié au diffuseur ?
La perturbation est-elle tridimensionnelle ? Plus précisément a-t-on un mode instable de
type hélicoïdal m = 1, q′(r,z,t) = qˆ(r,z) exp (imθ + λt).
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Annexe A
Équations de Navier Stokes
linéarisées sous forme conservative
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Annexe B
Matrice jacobienne du problème non
visqueux
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ANALYSE DE STABILITÉ LINÉAIRE GLOBALE D’ÉCOULEMENTS COMPRESSIBLES : 
APPLICATIONS AUX INTERACTIONS ONDE DE CHOC / COUCHE LIMITE. 
RESUME : Cette thèse a pour objectif d'améliorer la compréhension de la dynamique d'une interaction 
entre une onde de choc droite ou oblique et une couche limite laminaire ou turbulente. En particulier, nous 
nous sommes intéressés aux mécanismes responsables de l'apparition d'oscillations auto-entretenues 
basses fréquences. Ce phénomène survient dans de nombreux cas applicatifs comme dans des entrées 
d'air d'avions supersoniques, autour d'un profil d'aile en régime transsonique et au sein de tuyère en 
régime de sur-détente. La première partie de ce mémoire traite des différentes études réalisées pour 
déterminer la phénoménologie de ce type de dynamique. Dans un deuxième temps, nous expliquons la 
stratégie retenue pour effectuer notre étude qui consiste à développer un outil dédié à l'analyse des 
mécanismes d'instabilité linéaire, adapté à des écoulements turbulents présentant une interaction entre 
une onde de choc et une couche limite. Le développement d'un outil CFD linéarisé couplé à une méthode 
de résolution d'un problème aux valeurs propres par une approche dite sans matrice ou de « time-
stepping », a permis la réalisation d'une telle étude. Après une étape de validation de notre outil, nous 
avons étudié des cas d'écoulements présentant une interaction entre une onde de choc et une couche 
limite. Trois cas en particulier ont été traités. Le premier, correspond à une interaction entre une onde de 
choc oblique impactant une couche limite laminaire se développant sur une plaque plane. Ce dernier est 
généralement qualifié dans la littérature de cas de « réflexion de choc ». Nous montrons qu'un tel 
écoulement est globalement stable et que sa dynamique  peut être caractérisée par des mécanismes de 
réceptivité et de la capacité de l'écoulement à amplifier des perturbations extérieures. Les deux autres cas 
abordés dans ce travail ont été celui d'un écoulement transsonique autour d'un profil d'aile de type 
NACA0012 en régime d'entrée en tremblement aérodynamique et un cas de tuyère transsonique plane de 
type Sajben en régime de sur-détente. Pour le premier, l'analyse de stabilité nous permet de mettre en 
évidence le phénomène de « buffet » sur le profil NACA0012, ce qui  montre que le phénomène est lié à 
une instabilité globale linéaire. Dans le second cas, l'analyse de stabilité ne permet pas d'expliquer  le 
phénomène auto-entretenu basses fréquences, et montre que l'écoulement est linéairement globalement  
stable. Dans ce cas, la dynamique est convective, transitoire et pilotée par des mécanismes de réceptivité. 
  
Mots clés : Analyse de stabilité linéaire, écoulement compressible, laminaire, turbulent, transsonique, 
supersonique, interaction onde de choc / couche limite,  instabilités, buffet, tuyère sur-détendue, basses 
fréquences. 
GLOBAL LINEAR STABILITY ANALYSIS OF COMPRESSIBLE FLOW : APPLICATION TO 
SHOCK WAVE / BOUNDARY-LAYER INTERACTION 
ABSTRACT : The general purpose of this study is to provide a better understanding of the dynamics of 
an interaction between a shock wave and a laminar or turbulent boundary layer.  In particular, we were 
interested in mechanisms responsible for the emergence of low-frequency self-sustained oscillations. This 
phenomenon arises in numerous industrial cases as in air inlets of supersonic aircrafts, around a profile of 
wing in transonic regime and within over-extended nozzle. The first part of this report handles various 
studies carried out to determine the phenomenology of this kind   of dynamics. Secondly, we explain the 
strategy adopted to make our study which consists in developing a tool of study of the instabilities adapted 
to turbulent flows including an interaction between a shock wave and a boundary layer. The development 
of a linearized CFD tool coupled with a method of resolution of a eigenvalue problem by a free-matrix 
approach ( " time-stepping " approach), allowed the realization of such a study. After a stage of validation 
of our tool, we studied cases of flows including an interaction between a shock wave and a boundary layer. 
Three cases in particular were handled. The first case corresponds to an interaction enter an oblique 
shock wave impacting on a laminar boundary layer developing on a flat plate. This case is generally 
qualified in the literature of case as "reflected shock wave". We show that such a flow is globally stable and 
that the dynamics of such a flow behaves as a selective noise amplifier, the dynamic is mainly driven by 
receptivity mechanisms and by the response of upstream white nose disturbance. Two other cases have 
been studied on this work, the case of a transonic flow around a profile wing of NACA0012 type around the 
onset of buffet phenomenon and the case of transonic nozzle of Sajben type on over-extended regime.  In 
the first case, the global stability analysis allows us to highlight the buffet phenomenon of on the profile 
NACA0012, what shows that the phenomenon is linked to a linear global instability. In the second case, 
the analysis of stability does not allow to explain the self-sustained low frequencies phenomenon, and 
shows that the flow is linearly globally stable. In this case, the dynamics is convective, passing and piloted 
by receptivity mechanisms. 
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