A recent innovation in projective splitting algorithms for monotone operator inclusions has been the development of a procedure using two forward steps instead of the customary proximal steps for operators that are Lipschitz continuous. This paper shows that the Lipschitz assumption is unnecessary when the forward steps are performed in finite-dimensional spaces: a backtracking linesearch yields a convergent algorithm for operators that are merely continuous with full domain.
Introduction
For a collection of real Hilbert spaces {H i } n i=0 , consider the problem of finding z ∈ H 0 such that
where G i : H 0 → H i are linear and bounded operators, T i : H i → 2 H i are maximal monotone operators. We suppose that T i is continuous with dom(T i ) = H i for each i in some subset I F ⊆ {1, . . . , n}. A key special case of (1) is
where every f i : H i → R is closed, proper and convex, with some subset of the functions also being Fréchet differentiable everywhere. Under appropriate constraint qualifications, (1) and (2) are equivalent. Problem (2) arises in a host of applications such as machine learning, signal and image processing, inverse problems, and computer vision; see [4, 6, 7] for some examples.
A relatively recently proposed class of operator splitting algorithms which can solve (1) is projective splitting. It originated with [10] and was then generalized to more than two operators in [11] . The related algorithm in [1] introduced a technique for handling compositions of linear and monotone operators, and [5] proposed an extension to "block-iterative" and asynchronous operation -block-iterative operation meaning that only a subset of the operators making up the problem need to be considered at each iteration (this approach may be called "incremental" in the optimization literature). A restricted and simplified version of this framework appears in [9] . Our recent work in [14] incorporated forward steps into the projective splitting framework, in place of the customary proximal (backward) steps, for any Lipschitz continuous operators, and introduced backtracking and adaptive stepsize rules; see also [21] . The even more recent work [13] derived convergence rates for the method under various conditions.
In general, projective splitting offers unprecedented levels of flexibility compared with previous operator splitting algorithms such as [18, 16, 8, 22] . The framework can be applied to arbitary sums of maximal monotone operators, the stepsizes can vary by operator and by iteration, compositions with linear operators can be handled, and block-iterative asynchronous implementations have been demonstrated. Furthermore the number of times each operator is processed does not need to be equal (either exactly or approximately).
In [14] , we showed that it is possible for projective splitting to process Lipschitz-continuous operators using a pair of forward steps rather than the customary proximal step. In general, the stepsize must be bounded by the inverse of the Lipschitz constant, but a backtracking linesearch procedure is available when this constant is unknown. See also [21] for a similar approach to using forward steps in a more restrictive projective splitting context, without backtracking.
The purpose of this work is to show that this Lipschitz assumption is unnecessary. It demonstrates that, when the Hilbert spaces H i in (1) are finite dimensional for i ∈ I F , the two-forward-step procedure with backtracking linesearch yields weak convergence to a solution assuming only simple continuity and full domain of the operators T i .
1 A new argument is required beyond those in [14] since the stepsizes resulting from the backtracking linesearch are no longer guaranteed to be bounded away from 0.
Theoretically, this result aligns projective splitting with two related monotone operator splitting methods which utilize two forward steps per iteration and only require continuity in finite dimension. These are Tseng's forward-backward-forward method [22] and the extragradient method [15, 12, 3] . These methods apply to special cases of Problem (1) with n = 2, I F = {1}, and G 1 = G 2 = I; the extragradient method also restricts T 2 to be the normal cone map of a closed convex set. While the original extragradient method [15] was applied to variational inequalities under Lipschitz continuity, it was extended in [12] to include a backtracking linesearch that works under continuity alone and in [3] to solve monotone inclusions. In fact, the algorithm of [12, 3] for just one operator is almost the special case of projective splitting applied to Problem (1) with one operator and I F = {1}, the only difference being a stricter criterion to terminate the backtracking linesearch. Tseng's method can also be connected to projective splitting with one operator and I B = {1} following the arguments of [20, Section 5.1] .
All of these methods can be viewed in contrast with the classical forward-backward splitting algorithm [18] . This method utlizes a single forward step at each iteration but requires a cocoercivity assumption which is in general stricter than Lipschitz continuity. Also disadvantageous is that the choice of stepsize depends on knowledge of the cocoercivity constant and no backtracking linesearch is known to be available. Progress was made in a very recent paper [17] which modified the forward-backward method so that it can be applied to (locally) Lipschitz continuous operators with backtracking for unknown Lipschitz constant. The locally Lipschitz continuous assumption is stronger than the mere continuity assumption considered here and in [22, 12, 3] , and for known Lipschitz constant the stepsize constraint is more restrictive.
The rest of the paper is organized as follows: In Section 2, we present notation and some basic background results. In Section 3, we precisely state the projective splitting algorithm and our assumptions, and collect some necessary results from [14] . Finally section 4 proves the main result.
Preliminaries and Notation
As in [14] , will work with a slight restriction of problem (1), namely
In terms of problem (1), we are simply requiring that G n be the identity operator and thus that H n = H 0 . This is not much of a restriction in practice, since one could redefine the last operator as T n ← G * n • T n • G n , or one could simply append a new operator T n with T n (z) = {0} everywhere.
We will use a boldface w = (w 1 , . . . , w n−1 ) for elements of H 1 × . . . × H n−1 . To ease the presentation, we use the following notation throughout, where I denotes the identity operator:
For any maximal monotone operator A we will use the notation prox ρA = (I + ρA)
for any scalar ρ > 0 to denote the proximal operator, also known as the backward or implicit step with respect to A. This means that x = prox ρA (a) =⇒ ∃y ∈ Ax : x + ρy = a. By continuity, we mean in the strong topology defined in terms of the norm of the given Hilbert space. That is, for all g 0 ∈ H i and ǫ > 0, there exists δ(g 0 , ǫ) s.t. whenever
Uniform continuity means that the constant is independent of g 0 , i.e. the above statement holds with δ(g 0 , ǫ) = δ(ǫ).
We use the standard "⇀" notation to denote weak convergence, which is of course equivalent to ordinary convergence in finite dimensional settings.
Algorithm, Principal Assumptions, and Preliminary Analysis
Algorithm 1 presents the algorithm analyzed in this paper. It is essentially the blockiterative and potentially asynchronous projective splitting algorithm as in [14] , but directly incorporating a backtracking linesearch procedure.
The algorithm produces a sequence of iterates denoted by
Define the extended solution set or Kuhn-Tucker set of (3) to be
Clearly z ∈ H 0 solves (3) if and only if there exists w ∈ H 1 ×· · ·×H n−1 such that (z, w) ∈ S. Algorithm 1 is a special case of a general seperator-projector method for finding a point in a closed and convex set. At each iteration the method constructs an affine function ϕ k : H n → R which separates the current point from the target set S defined in (5) . In other words, if p k is the current point in H generated by the algorithm, ϕ k (p k ) > 0, and ϕ k (p) ≤ 0 for all p ∈ S. The next point is then the projection of p k onto the hyperplane {p : ϕ k (p) = 0}, subject to a relaxation factor β k . What makes projective splitting an operator splitting method is that the hyperplane is constructed through individual calculations on each operator T i , either prox calculations or forward steps.
The hyperplane is defined in terms of the following affine function:
See [14, Lemma 4] for the relevent properties of ϕ k . As in [14] , we use the following inner product and norm for H, for an arbitrary scalar γ > 0:
Note that with this inner product it was shown in [14, Lemma 4 ] that
The scalar γ > 0 controls the relative emphasis on the primal and dual variables in the projection update in lines 37-38. Algorithm 1 has the following parameters:
• For each iteration k ≥ 1, a subset I k ⊆ {1, . . . , n}.
• For each k ≥ 1 and i = 1, . . . , n, a positive scalar stepsize ρ k i . For i ∈ I F , ρ k i is the initial stepsize tried in the backtracking linesearch whileρ k i is the accepted stepsize.
• A constant ν ∈ (0, 1) controlling how much the stepsize is decreased at each iteration of the backtracking linesearch.
• For each iteration k ≥ 1 and i = 1, . . . , n, a delayed iteration index d(i, k) ∈ {1, . . . , k} which allows the subproblem calculations to use outdated information.
• For each iteration k ≥ 1, an overrelaxation parameter β k ∈ [β, β] for some constants 0 < β ≤ β < 2. see [14] for more details.
• Sequences of errors {e k i } k≥1 for i ∈ I B , allowing us to model inexact computation of the proximal steps.
There are many ways in which Algorithm 1 could be implemented in various parallel computing environments. We refer to [14] for a more thorough discussion.
Our main assumptions regarding (3) are as follows: 
Each
. . , n − 1 is linear and bounded.
The solution set S defined in (5) is nonempty.
Our assumptions regarding the parameters of Algorithm 1 are as follows, and are the same as used in [5, 9, 14] . 
For some fixed integer
Algorithm 1: Asynchronous algorithm for solving (3) .
We also use the following additional notation from [9] : for all i and k, define
Essentially, s(i, k) is the most recent iteration up to and including k in which the index-i information in the separator was updated. Assumption 2 ensures that 0 ≤ k − s(i, k) < M. For all i = 1, . . . , n and iterations k, also define l(i, k) = d(i, s(i, k)), the iteration in which the algorithm generated the information z l(i,k) and w 
Proof. Follows directly from [14, Lemma 6] , in view of howρ 
If Algorithm 1 runs indefinitely, then p
k − p k+1 → 0.
Lines 37 and 38 may be written as
The assumptions regarding the proximal operator evaluation errors are identical to those in [9] : 
(∀i ∈ I B ) e
The stepsize assumptions differ from [14, 13] for i ∈ I F in that we no longer assume Lipschitz continuity nor that the stepsizes are bounded by the inverse of the Lipschitz constant. However, the initial trial stepsize for the backtracking linesearch at each iteration is assumed to be bounded from above and below: Proof. For k ≥ M, consider any i ∈ I F ∩ I k and assume that
, since backtracking otherwise terminates immediately at line 13. Using the definitions of s(i, k) and l(i, k) and some algebraic manipulation, the condition for terminating the backtracking linesearch given on line 18 may be written as:
For brevity, let ρ = ρ (j,s(i,k)) i > 0. Using lines 10, 11, 16, and 17, the left-hand side of (12) may be written
The numerator of this fraction may be expressed as
Substituting this expression into (13) and applying the Cauchy-Schwarz inequality to the inner product yields that the left-hand size of (12) is lower bounded by
The continuity of T i implies that the above expression tends to +∞ as ρ → 0. Since ρ (j,k) j decreases geometrically to 0 with j on line 21, it follows that (12) must eventually hold.
Lemma 4. Suppose assumptions 1-4 hold, Algorithm 1 produces an infinite sequence of iterates, and both
Then the sequence {(z k , w k )} generated by Algorithm 1 converges weakly to some point (z, w) in the extended solution set S of (3) defined in (5). Furthermore, x k i ⇀ G iz and y 
→ 0 with point (1) and the fact that G i is bounded, we obtain that
The proof is now identical to part 3 of the proof of [14, Theorem 1] . Before commencing with the final two technical lemmas, we need two definitions. Define 
. , n, it holds that
Proof. Using (7) ∇ϕ k
By assumption, {x k i } and {y k i } are bounded sequences, therefore { ∇ϕ k γ } is bounded; let ξ 1 > 0 be some bound on this sequence. Next, we will establish that there exists some ξ 2 > 0 such that
The proof resembles that of [14, Lemma 12] : since the backtracking linesearch terminates in a finite number of iterations, we must have
for every k ∈ N and i ∈ I F . Terms in I B are treated as before in [14, Lemma 12] : specifically, for all i ∈ I B ,
In the above derivation, (a) follows by substitution of (8) and (b) is justified by using (10) in Assumption 3. Combining (18) and (19) yields
which yields (17) with ξ 2 = min{(1 − σ)ρ −1 , ∆} > 0.
We now proceed as in as in part 1 of the proof of [14, Theorem 1]: first, Lemma 2(3) states that the updates on lines 37-38 can be written as
Lemma 2(2) guarantees that p k − p k+1 → 0, so it follows that 0 = lim
Therefore, lim sup k→∞ φ k ≤ 0. Since [14, Lemma 10] states that φ k − ψ k → 0, it follows that lim sup k→∞ ψ k ≤ 0. With (a) following from (17), we next obtain Proof. The argument to is siimlar to those of [14, Lemma 13] and [14, Theorem 1 (part 2)]: the crux of the proof is to establish for all k ≥ M that
Since T i is continuous and defined everywhere, x k i is bounded by assumption, and z l(i,k) is bounded by Lemma 2, the extreme value theorem implies that
is bounded. Furthermore from Lemma 5, lim sup k→∞ ψ k ≤ 0, and
Therefore the desired result follows from (21) .
It remains to prove (21) . For all k ≥ M, we have
In the above derivation, (a) follows by substition of (8) into the I B terms and algebraic manipulation of the I F terms. Next, (b) is obtained by algebraic simplification of the I B terms and substitution of (9) into the two groups of I F terms. Finally, (c) follows by substituting the error criterion (11) from Assumption 3 into the I B terms and dropping the terms from (22) , which must be nonnegative. 
Proof. The argument when the algorithm terminates via line 34 is identical to [14, Theorem 1] . From now on we assume the algorithm produces an infinite sequence of iterates. The proof proceeds by showing that the two conditions of Lemma 4 are satisfied. To establish Lemma 4(1) and Lemma 4(2) for i ∈ I B , we will show that {x k i } and {y k i } are bounded, and then employ Lemmas 5 and 6. This argument is only a slight variation of what was given in [14] . The main departure from [14] is in establishing Lemma 4(2) for i ∈ I F , which requires significant innovation.
We begin by establishing that {x 
Now z l(i,k) and w l(i,k) i are bounded by Lemma 2. Furthermore, since T i is continuous with full domain, G i is bounded, and z l(i,k) is bounded, {T i G i z l(i,k) } is bounded by the extreme value theorem. Thus {x k i } is bounded for i ∈ I F . Now we prove that {y 
Now, using Lemma 1, we have
and therefore
Thus,
and therefore (28) holds for all k ≥ K. Since ǫ > 0 was chosen arbitrarily, it follows that T i G i z l(i,k) − w If H i is not finite dimensional for i ∈ I F , Theorem 1 can still be proved if the assumption on T i is strengthened to Cauchy continuity over all bounded sequences. This is slightly stronger than the assumption given in [22, Equation (1.1)] for proving weak convergence of Tseng's forward-backward-forward method. That assumption is Cauchy continuity but only for all weakly convergent sequences.
