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ABSTRACT
The size of spatial scientific datasets is steadily increasing due to improvements in
instruments and availability of computational resources. Scientific datasets today are often
far too large to fit into a single machine’s memory or even a single disk. However, much
of the research on efficient storage and access to spatial datasets has focused on large multidimensional arrays. In contrast, unstructured grids consisting of collections of simplices
(e.g. triangles or tetrahedra) present special challenges that have received less attention.
Data values found at the vertices of the simplices may be dispersed throughout a datafile,
producing especially poor disk locality. Partitioning multidimensional arrays across several
machines or disks has become increasingly necessary. However, relatively little work has
been done for unstructured grids.
We address this important problem of poor locality in two major ways. First, we
reorganize the unstructured grid to improve locality in both the dataset space and in the data
file on disk using a specialized chunking approach that maintains the spatial neighborhood
relationships inherent in the unstructured grid. This reorganization produces significant
gains in performance by reducing the number of accesses made to the data file. We examine
the effects of different chunking configurations on data retrieval performance. A major
motivation for reorganizing the unstructured grid is to allow the application of iteration
aware prefetching.
Second, we describe a prefetching method that takes advantage of prior knowledge of
the user’s access pattern. Applying this prefetching method to unstructured grids produces
further performance gains over and above the gains seen from reorganization alone.
In addressing the poor locality, we investigated partitioning unstructured grids at the
disk level and its effect on overall system performance. We build upon this and investigate the
ii

effect of an in-memory partitioning performed on top of the existing disk level partitioning.
We also examine the performance benefits of declustering unstructured grids across several
disks. Given this declustered dataset, we describe and explore a parallel data retrieval
method that takes advantage of prior knowledge of a user access pattern. Our test results
demonstrate very significant performance gains. Lastly, we present guidelines for choosing
effective partitionings of datasets when the access pattern is known in advance.
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CHAPTER 1
MOTIVATION
With increased processing power and vast storage space available at an affordable price,
the size of scientific data generated from scientific simulations and real world applications
continue to grow at an exponential rate. A typical dataset size is in the Terabyte and
Petabyte scale. Developing efficient means of storing and retrieving the large amount of
data that is generated, without massive duplication of data is however not growing at an
equivalent rate. Efficiently storing and retrieving large data volumes is an important goal for
the scientific data community. Spatial datasets present special challenges because elements
nearby in the data space may be far apart in the file on disk. The overall size of the data thus
necessitates dividing the data across multiple disks on a single machine or across multiple
machines.
Sample points in unstructured grids are placed arbitrarily throughout the dataset
domain and have some arbitrary number of neighbors. Because there is no pattern to either the geometry or topology of an unstructured grid, they must be represented explicitly.
Rather than listing neighbors directly, unstructured grids are commonly organized into nonoverlapping cells. A scientific application will often need to query the dataset for an arbitrary
location within the domain, rather than restricting queries only to locations corresponding
to sample points. Cells are essential for this purpose, because the cell containing the query
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location is used to interpolate a value from the data associated with the cell vertices. Unfortunately, this operation can be expensive for two reasons. First, finding the cell that contains
the query location can be computationally expensive because a large number of cells must
be tested before the containing cell is found. Second, there is significant I/O cost incurred
when reading the data values associated with the cell vertices. Data values may be spread
over several distant locations in the data file, exhibiting poor locality and requiring separate
read transactions to the underlying storage device.
In order to efficiently solve the problem of locating a cell due to the extremely large
dataset, we require a mechanism that will speed up the process of identifying the candidate
cell and reading the cell from disk into memory. The approach used in this work is to split up
the large dataset into chunks. Partitioning datasets into chunks can cause difficulties when
cells span partition boundaries. It is desirable to make each partition self-sufficient, but
duplicating dataset values between partitions is an unattractive option for large datasets.
An important goal of this research is to prevent excessive duplication of dataset values across
partition boundaries and provide a way to choose the coarseness of the resulting grid after
partitioning.
Due to the nature of regular datasets, partitioning the data is relatively straight
forward and subsets of a much larger dataset can be easily read, unlike for unstructured
grids that have dataset points dispersedly distributed within the data. Prior work [69, 68]
has investigated selecting and reading partial replicas of a large regular dataset. We want to
apply such work to unstructured grids that have data distributed across multiple machines
spanning different geographic locations. This work investigates partitioning of the data from
a single machine perspective and is being developed as part of a much larger system such
as a distributed environment in which the partitions reside on multiple machines spanning
different geographic locations.
The traditional approach is to store such datasets at single sites, and to perform
computation on hardware immediately next to the data. The size of a dataset or computation
2

is then limited by the resources available at a single site, even if suitable resources are
available elsewhere, and even if only a small portion of the data is actually used. We would
like to explore ways to escape such limitations by allowing computation to efficiently access
spatial data that is not necessarily local, and by breaking very large datasets into multiple
partial replicas that can be stored at various sites [69, 68].
We perform a further partitioning in memory of the resulting grid. Determining what
effects the granularity of the in memory partitioning has on the overall system performance
and the manner the data will be accessed is a major motivation of our research. We focus
our efforts, influenced by our results, and prior knowledge of how the data will be accessed
to determine the best way to partition the dataset to facilitate efficient access.
In dealing with unstructured grids, a tempting approach is to simply resample the
data points of the unstructured grid to make it regular, and apply methods used for regular
datasets. This approach will create more problems than solution for large unstructured grids.
Most scientific datasets have data values associated with the sample points and resampling
the data will create extra vertex points and associated data values, which in turn will increase
the overall size of the dataset. Regular grids do not preserve the adaptive resolution that
unstructured grids naturally provide. We do not resample the unstructured grid data because
for these reasons and instead strive to improve the storage representation of the unstructured
dataset.
One of the main motivation is to present a method for dramatically enhancing I/O
performance with unstructured grids by improving locality while correctly handling the problem of triangles or tetrahedra that span chunk boundaries (inherent in the unstructured grid
is the tightly knit relationship that exists between sample points of the domain). We address
and improve the storage efficiency of unstructured spatial data and improve the access time.
A major goal of the work described in this paper is the extension of Iteration Aware
Prefetching (IAP) to the much more difficult case of unstructured grids and fitting unstructured grid to the rod storage model, which allows a series of adjacent elements to be read
3

from file in a single read transaction. Past work [56] has applied IAP caching mechanism to
files that fit the rod storage model, including both linear and chunked [63] files. In doing
so, we can achieve very significant gains in performance by taking advantage of prior knowledge of the access pattern. Merging the data into a single file helps us take advantage of
filesystem prefetching[65], which is only effective when reading from a single file. Merging
the cell groups into a single file also improves the locality of reference in the one dimensional
file space on disk. Many computations access data in the same manner regardless of the
data values themselves. For example, the manner in which visualization applications access
data often depends only on view direction and similar factors, rather than the values being
visualized. Our previous efforts were implemented for regular datasets and we would like to
extend this work to unstructured grids.
Declustering the data and sharing it among several disks and analyzing performance
is an approach we investigate. When the partitioning is very fine grained, our goal is to
improve the overall performance time by amortizing latency costs over multiple partitioning
elements we access in parallel on multiple disks, instead of paying similar costs for each
individual partitioning element. Taking advantage of the parallelism provided by multiple
disks is an attractive option and is a main focus in our work. We hope to extend this method
to a distributed environment, so that even the size of local storage no longer limits feasible
dataset size.
We target some of the most important features of the Big Data problem. Our splitting method addresses unstructured spatial sets with very large volume, allowing access to
data sets much larger than memory. Our prefetching technique addresses velocity, greatly
improving the speed of data access by reducing the frequency of read operations. Lastly,
the work described here is being conducted as part of a larger system which handles many
different varieties of spatial scientific data, while providing scientists with a single intuitive
interface.
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CHAPTER 2
OVERVIEW
Due to the overwhelming size of modern datasets, and that complete datasets will no longer
fit in memory, modern systems have resolved to dividing the data and storing it locally or
across multiple machines that may span multiple geographic locations. Typical scientific
data sets has grown to the terabyte and even petabyte scale with increased processing power
and vast storage space available at an affordable price. Efficiently storing and retrieving
large data volumes is an important goal for the scientific data community. Spatial datasets
present special challenges because elements nearby in the spatial domain are not necessarily
close in the file representation on disk.
This problem is further compounded with unstructured grids or meshes [43, 40]. The
term “unstructured” is overloaded, but in this work, it refers to data in which the spatial
relationship between dataset elements does not follow a regular pattern. We use the term
unstructured grid and unstructured meshes interchangeably. Unlike array based data, unstructured grids require that the location of sample points in the dataset’s spatial domain
(i.e. the geometry) be explicitly represented as a list of coordinate tuples. Similarly, the
neighborhood relationship between sample points (i.e. the topology) must be represented as
a list of simplicial cells, typically triangles or tetrahedra.
In figures 2.1 and 2.2, we show two unstructured spatial datasets. The image shown in
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figure 2.1 shows an unstructured grid representation of an F-16 aircraft containing about 1.4
million cells and over 250,000 vertices. Figure 2.2 is generated from simulation of the 1994
Northridge earthquake in the greater LA basin [41]. This data contains 11.5 million hexahedral elements. These are a few application areas of large unstructured grids in scientific
research.

Figure 2.1. Unstructured tetrahedral grid of F-16 aircraft produced at the NASA Langley
Research Center [5]

Cells are essential for interpolating data values for locations that don’t correspond to
sample points, so efficiently retrieving the data belonging to a cell is of primary importance.
Unfortunately, the data values corresponding to cell vertices may be spread throughout the
data file, perhaps resulting in several file accesses with poor locality.
We develop a mechanism that provide efficient means of storing and retrieving data
while minimizing duplication across partition boundaries. In order to achieve data availability, the data is usually replicated across multiple nodes. The data satisfying a user query,
and that can be quickly located is thus used to resolve such queries. Duplication increases
the overall size of the dataset. Duplication in order to efficiently resolve query is good but,
6

Figure 2.2. Visualization of earthquake simulation courtesy Visualization and Interface Design Innovation (ViDi) research group [7]
less duplication across partition boundaries to resolve the same query is even better. With
structured multidimensional data, partitioning the data is less complicated as point location
can be easily calculated using array indices. unstructured grids presents additional challenges
that makes the partitioning more complicated.
This dissertation presents a method for dramatically enhancing I/O performance
with unstructured grids by splitting the data into chunks with improved locality while correctly handling the problem of triangles or tetrahedra that span chunk boundaries. While
considerable work has been done in the area of graph partitioning [31], we concentrate on
scientific data described by a collection of simplices. Our solution does not require potentially expensive duplication of data between chunks. Extending previous work [56] to apply
to unstructured grids, we further improve performance using a prefetching cache that takes
advantage of prior knowledge of an application’s access pattern. Many computations access
data in the same manner regardless of the data values themselves. For example, the manner
in which visualization applications access data often depends only on view direction and
similar factors, rather than the values being visualized.
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We investigate and develop an efficient means of partitioning large unstructured grids
at different levels of the memory hierarchy that is, on disk and in memory. We provide
efficient means of data retrieval when accessing data using a Least Recently Used (LRU)
cache using the separate reorganized files generated from the partitioned dataset, a merged
file that improves data locality in the underlying one dimensional file and iteration aware
prefetching (IAP) on the merged file. We also investigate the effects and improvements
of applying declustering mechanism to unstructured grids and use IAP to access data in
parallel.
The need for faster access to stored data has led to declustering schemes that not
only provide parallel access to data, but also replicate data across multiple disks for fault
tolerance.
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CHAPTER 3
GRANITE SYSTEM
Scientific data sets are represented in a variety of formats, stored on local disk or distributed
across a collection of machines. There are many examples of middleware that abstract away
the details of storage, allowing users to focus on the science [3, 2, 4]. The Distributed Spatial
Computation and Visualization Environment (DISCoVer) focuses on providing a convenient
model for spatial scientific datasets, allowing scientists to query datasets naturally using the
domain space, shielded from the minutiae of representation. DISCoVer consists of several
components that support both distributed and local access to large spatial datasets.
The Granite component of DISCoVer provides efficient access to spatial datasets
stored on local or remote disks [56, 55]. While much of our previous work on Granite has
focused on regular datasets, the work described here is applied to unstructured grids, which
presents special challenges.

3.1

Regular Data

The placement of sample points within the domain of a regular data set follows a repeating
pattern that typically allows point locations to be calculated from array indices rather than
stored explicitly. Similarly, each point’s relationship with its neighbors is uniform across
the dataset, except perhaps at the boundaries. We refer to the placement of sample points
9

within the domain as the geometry, and the neighborhood relationship that exists between
sample points as the topology.

Figure 3.1. Regular Data
A common example of a regular dataset is a three dimensional grid, where sample
points are evenly spaced, and have neighbors to the north, east, south, west, front, and back
as shown in figure 3.1.

3.2

Unstructured Grids

In contrast to regular data, sample points in unstructured grids are placed arbitrarily
throughout the dataset domain and have some arbitrary number of neighbors. Figure 3.2
depict unstructured grids. Because there is no pattern to either the geometry or topology
of an unstructured grid, they must be represented explicitly. That is, the geometric coordinates of each sample point must be stored directly in the file. Similarly, representing an
unstructured topology requires listing the neighbors of each sample point.
10

Figure 3.2. Unstructured Grid
Rather than listing neighbors directly, unstructured grids are commonly organized
into non-overlapping cells, where each cell is a convex region bounded by a set of sample
points, also referred to as vertices. Cell shapes are often simplices, meaning that the number
of vertices is minimal for a given dataset dimensionality. For two dimensional datasets,
simplicial cells are triangular, while for three dimensions, a tetrahedron is used. In any
case, the dataset can be organized using three lists. A vertex list contains the sample point
locations, while a cell list denotes each cell using a series of indices into the vertex list. Data
values associated with vertices can be stored in a separate data list, or included directly in
the vertex list. Figure 3.3 shows an example for a 2D dataset consisting of triangular cells.
A scientific application will often need to query the dataset for an arbitrary location
within the domain. In this work, we refer to such query as a datum query. Rather than
restricting queries only to locations corresponding to sample points. Cells are essential for
this purpose, because the cell containing the query location is used to interpolate a value from
the data associated with the cell vertices. Unfortunately, this operation can be expensive for
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Figure 3.3. Unstructured grids are organized into lists of cells (a) consisting of references
into a list of vertices and associated data (b).
two reasons. First, finding the cell that contains the query location can be computationally
expensive because a large number of cells must be tested before the containing cell is found.
Second, there is significant I/O cost incurred when reading the data values associated with
the cell vertices. As shown in figure 3.3, data values may be spread over several distant
locations in the data file, exhibiting poor locality and requiring separate read transactions
to the underlying storage device.

3.3

Granite

Granite is a middleware package that provides convenient access to large spatial scientific
datasets. The Granite system is composed of two main layers: the datasource and the lattice
layer. The datasource layer supports array based regular data, while the lattice layer adds
support for unstructured grids.
Prior work [56, 55] describes Granite’s unique Iteration Aware Prefetching (IAP)
mechanism, that creates n-dimensional cache blocks with a shape that is tuned to the user
12

access pattern. The user represents the access pattern in advance as an iterator, after which
the Granite system reads the underlying dataset via the cache blocks, which vastly reduce
the number of reads made to disk.
Those previous efforts were implemented for regular datasets using Granite’s datasource layer. A major goal of the work described in this work is the extension of IAP to
the much more difficult case of unstructured grids. In order to facilitate our explanation
of this work, we now describe some granite specific terminologies and how it relates to well
established spatial data concepts.

3.3.1

Lattice

The lattice layer provides a logical representation of an unstructured grid. The lattice
layer represents topology and geometry information and also provides both topological and
geometrical views of the dataset.
A lattice is able to associate a data value with any location in the dataset domain,
regardless of whether a sample point actually exists for that location. In the very common
case where a query point does not correspond to a sample point, the data value (i.e. datum)
must be generated using an approximator function that computes the value from the data
values associated with the vertices of the cell containing the query point.
If cells were simply contained in a single list for the entire dataset, a very large number
of containment tests would have to be performed in order to find the cell that contains the
query point. Instead, we reorganize the dataset into a grid of cell groups, where each cell
group corresponds to a partition element, and contains all cells that intersect with that
element. When processing a datum query, the lattice can easily map the query point to the
partition element that contains it, and load only that element from disk. It therefore has a
much smaller set of candidate cells to examine for containment, and each cell group can be
read from disk into memory with a single read transaction, vastly reducing the number of
I/O operations required for a lattice datum query.
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Since the grid of cell groups serves as a spatial data structure [27] that speeds the
search for the cell containing the query point, we can use yet another grid of cell groups
in memory to further speed the search once a cell group has been loaded from disk. That
is, the cell group loaded from disk actually contains an in memory grid, which once again
partitions the cells into a grid of cell groups that further reduce the number of containment
tests required.
Once the cell containing the query point has been found, it remains only to apply
the approximator function to produce a data value. The function takes the data values
associated with the cell vertices and the position of the query point within the cell, and
computes a data value to be returned as a result of the query. Many options exist for this
function, and the scientific user is allowed to specify a function suitable for their particular
purposes.

3.3.2

Index Space

An index space is an abstraction of the discrete space formed by array indices. An index
space may be of any dimensionality, and is addressed by cartesian coordinates with integer
values. Granite’s IndexSpaceID class encapsulates these coordinates.
Hyper-rectangular sub-regions of an index space are represented using the ISBounds,
which uses two IndexSpaceID objects to represent two corners of the region. Such regions
can only be isoaligned, meaning that the sides are always parallel to the major axes of the
index space, similar to the Axis Aligned Bounding Box (AABB) commonly used in computer
graphics and related fields [73].

3.3.3

Partitionings

A partitioning or grid divides a space into a set of partition elements which can be viewed
as an index space. For example, a two dimensional RegularISPartitioning divides an index
space into equally sized rectangles, which in turn form another index space. Figure 3.4
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shows a domain split using a regular partitioning. This kind of partitioning plays a key role
in the dataset splitting method described in section 4.1. Non-regular partitionings are also
certainly possible, and may be useful for load balancing and variable resolution applications
in future work.
The shape of the partitioning determines the number of partition elements created.
Figure 3.4a shows a partitioning using a 6 × 6 ISBounds that creates 36 partition elements
and figure 3.4b uses a 21 × 4 ISBounds that creates 84 partition elements.

3.3.4

Geometric Space

For datasets with sample points located in a continuous geometry, we provide facilities
similar to those offered for the discrete index space. The Point class denotes a location
in a continuous space, while the GBounds denotes an isoaligned hyper-rectangular region.
RegularGPartitioning partitions a continuous space in a manner analogous to the RegularISPartitioning class described above.
Creating an efficient partitioning for the dataset is important as it will determine the
number of cell groups created and the eventual cache shape and size. We discuss these issues
later in the paper.

3.3.5

Iterators

Because a major goal of DISCoVer is to improve I/O performance using knowledge of the
access pattern, we use iterators both to represent the access pattern and to perform the
actual iteration through the datasource index space. Iterators have a value that changes
with each invocation of the iterator’s next() method, and this value can be used directly
in both datum and subblock queries. The iteration space is the space traversed by the
iterator. It may be the entire index space of a datasource, continuous domain of a lattice,
or some subset of that space. The iterator’s constructor accepts a reference to the iteration
space and specifies the region to be traversed. This is particularly useful for region queries
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Figure 3.4. Dataset with an upper GBounds of (10.0, 10.0) showing partitioning using (a)
an ISBounds of (6,6) and (b) an ISBounds of (21,4)
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and supports access patterns such as arbitrary rectangular subset, an arbitrary area on an
orthogonal plane, a sub area or the whole domain [39].

Partition (0,0)

Partition (0, 1)

Partition (0, 2)

Partition (0, 3)

Iteration Space

Partition (1, 0)

Partition (1, 1)

Partition (1, 2)

Partition (1, 3)
Domain Space

Partition (2, 0)

Partition (2, 1)

Partition (2, 2)

Partition (2, 3)

Partition (3, 0)

Partition (3, 1)

Partition (3, 2)

Partition (3,3)

Iteration Space

Datum Query Points

Figure 3.5. Iteration space spanning a subset of the geometric domain space showing query
points. The domain has been partitioned using a 4 × 4 ISBounds.

Figure 3.5 shows a data space that has been partitioned using a 4 × 4 ISBounds.
The shaded region is an iteration space whose limits are specified by a GBounds given to
the iterator constructor. In this case, the iterator will iterate over a subset of the domain
space. The iterator performs a datum query at evenly spaced locations as it iterates through
the space. In the case shown, the spacing between locations is quite fine compared to the
partitioning, so the iterator visits every partition within the iteration space. With a coarser
iterator spacing, some partitions might be skipped entirely by the iterator.
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3.3.6

Axis Orderings

An axis ordering is an ordered list of axes, where each axis is identified by an integer. Many
iterators use axis orderings to denote their most (and least) rapidly changing axes, specifying
the manner in which they proceed through space. For example, iteration ordering {2,1,0}
describes an iteration that changes most rapidly along axis 0, and least rapidly on axis 2.
In this example, axis 0 can be called the run axis, while axis 2 could be called the slice axis.
This is particularly useful in visualization applications where data access is dependent on
the view direction. The diagram in figure 3.6 shows the run axis and the slice axis for a 3D
dataset. The image in figure 3.7 uses axis ordering {0, 1, 2} and figure 3.8 uses axis ordering
{1, 2, 0} which varies the view direction on the same dataset.

0 (run axis)

0 (slice axis)

Slice 2

Slice 1

Slice 1

2
(run axis)

Slice 0

2

Slice 0

Slice 2

1 (slice axis)

1

(a)

(b)

Figure 3.6. (a) Axis ordering {0, 1, 2} (b) Axis ordering {1, 2, 0}

For some types of file, axis orderings are also used by the datasource layer to map an
index space to the one-dimensional file space. This is known as a storage ordering.

3.4

Iteration and Storage Orderings

Consider the diagram shown in figure 3.9a where the user’s ordering and storage ordering
are similar. In this case the iterator accesses data in the order it was stored. The access
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Figure 3.7. Internal energy in the Arepo data at z=0.5 using axis ordering (0, 1, 2)
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Figure 3.8. Internal energy in the Arepo data at z=0.1 using axis ordering (1, 2, 0)
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pattern is contiguous both spatially and in the one dimensional file, so the filesystem cache
is very effective.
When the user’s ordering is different from the storage ordering as shown in figure 3.9b,
performance will be poor for an iteration that accesses the data in a column order fashion.
We remedy this problem using the prefetching method described in section 6.3.

Storage Ordering
Datum Query

(a)

(b)

Figure 3.9. (a) Access ordering {0,1} of datum query and storage ordering {0, 1} (b) Access
ordering {1, 0} and storage ordering {0, 1}

Figure 3.6 shows three dimensional access orderings. The access pattern in this case
are synonymous with planes. In figure 3.6a, the ordering {0, 1, 2} means the most rapidly
changing axes are 2, 1 and 0 respectively.
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3.5

Partition Shapes

Another important factor for performance is the shape of the partition elements. Figure 3.4
shows two possibilities for a two dimensional dataset, while figure 3.10 shows some options
for the three dimensional case. Figure 3.10a shows a cubic partition element and the other
forms are as shown in figures 3.10b, 3.10c and 3.10d.
In our results, we present how performance for a given iteration order affects the
storage ordering and partition element shape.

(a)

(b)

(c)

(d)

Figure 3.10. 3D Partition Elements Shapes
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CHAPTER 4
DATA REORGANIZATION
Chunking [63] is the process of dividing a much larger volume into smaller multidimensional
tiles that are stored and accessed together. It is a very effective general-purpose technique
for improving access to multidimensional arrays stored as files. Data that is nearby in the
data space is stored together on disk, improving performance through improved locality
of reference. Chunking has been applied to regular datasets very successfully for decades
[19, 60], but it is not as easily applied to an unstructured grid.
Partition A

Partition B

v0

v2

Q

v1

Partition C

Partition D

Figure 4.1. A cell spanning multiple partition elements
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The main problem is cells that span boundaries. Such cells must be members of more
than one chunk (or partition element), which could require expensive duplication of data.
Consider the diagram shown in figure 4.1 in which a cell made up of vertices v0 , v1 and v2
span multiple partitions. Several data values such as mass, density and pressure, may be
associated with each vertex. This data likely represents the majority of the storage consumed
by the file. During data access, assuming only partition B is loaded into memory and location
Q is queried for density stored at that location. Resolving the query involves interpolating
the density values stored at v0 , v1 and v2 . The neighborhood relationship between vertex v2
and adjacent vertices v0 and v1 would be lost except that we develop a means of maintaining
the topology information across partition boundaries. A naive approach would duplicate
vertices v0 and v1 and the data associated with them and store it all in partition B. The
approach adopted by the Granite system requires no such duplication.
The remainder of this section describes the splitting process and the storage model
we applied to improve locality within the one dimensional file.

4.1

Splitting The Unstructured Grid

In order to split the unstructured grid, we first construct a regular partitioning of the geometric domain, forming an index space for which each location corresponds to an isoaligned
n-rectangular region called a partition element. The splitting process consists of reading each
cell from the original data file and determining which partition element contains it. The simplest case occurs when a cell is wholly contained by a partition element or wholly outside
the partition element. Cells that span partition boundaries present additional challenges.
We use the test provided in Akenine-Möller’s paper [10] to detect the boundary cases.
Figure 4.2a shows a lattice representation for a 2D dataset before it was split and
figure 4.2b shows the same dataset after it has been split into separate partition elements.
We refer to the file representation of the partition elements on disk as the reorganized files.
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(a)

(b)

Figure 4.2. Splitting an unstructured 2D lattice. Many cells span partition boundaries, and
are shown several times in (b). Partitions containing shaded cells in (b) are responsible for
representing all data for those cells, but unshaded cells represent only references to cell data.

4.2

Cell Groups

Each partition element corresponds to a cell group which maintains the set of cells that
intersect that particular partition element. Each cell group contains the vertex information
and data for cells that are contained within that cell group. The data for cells that span the
partition boundary are treated differently.
Due to the size of the datasets we are handling, cell groups need to be occasionally
committed to disk while splitting is being performed. Each cell group is written to its own
separate file, which allows a cell group to be flushed easily to disk as memory limitations
demand.

4.3

Owned and Borrowed Cells

Partitioning datasets into chunks can cause difficulties when cells span partition boundaries.
It is desirable to make each partition self-sufficient, but duplicating data between partitions
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is an unattractive option for large datasets. Our solution to this problem is a compromise in
which the vertex coordinates for all intersecting cells are stored in each partition’s cell list,
but the data associated with the cell vertices is stored in only one partition. This partition
is called the owner of the cell. All cells have exactly one owner. Partitions that intersect
with a cell that is owned by another partition are referred to as borrowers of the cell, as
shown by the shaded cells in figure 4.2b. A cell may have any number of borrowers, always
one less than the number of partitions it intersects with. A cell that has no borrowers is
entirely contained within its owner partition. Borrowed cells are represented on disk using
only the vertex indices necessary for representing the cell, and an identifier that denotes the
owner partition and position in the owner cell list. Since all cells have exactly one owner,
the data associated with the cell need only be stored once. Scientific datasets may contain a
large number of attributes for each point, so this can result in significant space savings over
a full duplication method.

Partition (0,0)

Partition (0,1)

A

B
T

C
Partition (1,0)

Partition (1,1)

Figure 4.3. Handling triangles that span boundaries.

Looking at figure 4.3, we see the triangular cell T overlaps cell groups A, B and
C. The index space occupied by cell group A will have the smallest coordinates in each
dimension (compared to B and C), and is therefore chosen to be the owner of the cell. All
the information pertaining to T, including the cell, vertex, and data values will be recorded
in cell group A. Subsequently, when T is represented in B and C, it is recorded as a borrowed
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cell, so these cell groups will refer to A for complete information about T.

4.4

Efficient Representation of Boundary Cells

We address the boundary cells that span the partition lines by creating a scheme that avoids
unnecessary duplication. We call this scheme the owned and borrowed scheme.
A set S of simplices occur arbitrarily in the dataset domain D in an unstructured
dataset. An n-dimensional partitioning of D will produce partitions Pi such that
N
[

Pi = D

and

i=1

N
\

Pi = Ø.

i=1

Since the data is unstructured, we cannot predetermine or control the number of
simplices that span a partition boundary. If S be the set of simplices that span partition
boundaries such that S ⊆ S. Our goal is to avoid the unnecessary duplication of S across
multiple partitions.
The owner borrower scheme is presented in the following algorithm:
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input : P: Partitions, C: list of simplicial cells
Result: O: List of owned cells, B: List of borrowed cells
for each cell ci in C do
Pb = map bounding box of ci to partitioning grid
for each partition element pi ∈ Pb do
if ci .containedBy(pi ) then
ci .owner = pi ;
ci .hasOwner = true;
add ci to O;
else if ci .intersects(pi ) then
if ci .hasOwner = false then
ci .owner = pi ;
ci .hasOwner = true;
add ci to O;
else
add ci to B;
end
end
end
Algorithm 1: Owner–borrower scheme

If ∆ is the extra storage space we use when we split the data, in the typical case, ∆
is much smaller than the amount of space that would be required to store border simplices,
if the border simplices are duplicated across the multiple partitions.
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4.5

In Memory Subgrids

A subgrid is a further partitioning of each partition element stored on disk and is used to
further accelerate search for cells when they are read into memory. The datum query can be
more quickly resolved due to the much smaller number of triangles intersecting the relevant
subgrid partition element. We perform a more thorogh investigation of the subgrid and how
it affects performance in chapter 5.

4.6

Storage Model

After the splitting process is complete, we require an efficient mechanism for storing the data
to facilitate fast retrieval. Spatial datasets must ultimately be represented as one dimensional
files on disk or a similar storage device. A storage model describes how the n-dimensional
domain of the dataset is mapped to the one dimensional file space [68].

4.6.1

The Rod Storage Model

Some file formats can be described using the rod storage model, which views files as a collection of rods, where each rod is a sequence of elements that are contiguous in both the
n-dimensional data space and the one dimensional file space [56]. For example, the rasters
of a raw image file can be considered rods if the image file is stored in the usual linear order.
Figure 4.4 shows the rod storage model. Since the elements of a rod are contiguous
on disk, they can be accessed with a single read operation. When fulfilling a subblock query,
the query region can be broken into a collection of rod subsets, which each conceptually
represent a single read operation.
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Figure 4.4. Rod Storage Model
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4.6.2

Merged File Format

Our previous work [56] applies the IAP caching mechanism to files that fit the rod storage
model, including both linear and chunked [63] files. The major motivation of the work
described here is to fit unstructured grids to the rod storage model, which allows a series of
adjacent elements to be read from file in a single read transaction. In doing so, we can once
again achieve very significant gains in performance by taking advantage of prior knowledge of
the access pattern. Merging the data into a single file helps us take advantage of filesystem
prefetching[65], which is only effective when reading from a single file. Merging the cell
groups into a single file also improves the locality of reference in the one dimensional file
space on disk. For these reasons, we merge the cell groups created from the splitting phase
back into a single file.

Preamble
Size

Preamble Data

sizeof(long)

m bytes

n-dimensional data

n bytes

Figure 4.5. Resulting file after merging the partition elements

We created a merged file format with a preamble that maintains metadata about the
cell groups stored in the data section using the rod storage model. The merged file is as
shown in figure 4.5. The preamble can be read into memory providing the Granite system
with a description of the complete dataset. A future possibility during the merging process
may be to use a space filling curve for merging the cell groups into a single one dimensional
file.
The implication of the owner borrower scheme and the merged file is presented. Let
D(f ) be the function that produces the data corresponding to f . The data storage space
occupied by the resulting merged file M is given by equation 4.1
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D(M ) = D(S) + D(S) + D(H)

(4.1)

where S is the set of simplices that occur arbitrarily in the dataset domain, S is the
set of simplices that span partition boundaries such that S ⊆ S, and H is the header and
preamble information. The extra storage space ∆ when we use the owner borrower scheme
is given by equation 4.2.

∆ = D(M ) − D(S) = D(S) + D(H)

(4.2)

Our results so far show that very significant improvements can be derived when the
data associated with each vertex is large. In this case, ∆ is negligible. This is because we
are able to improve performance tremendously due to our partitioning mechanism and the
owner borrower scheme. In addition, our scheme reduces the vast amount of hopping around
on disk that would have otherwise occurred.

4.6.2.1

Preamble Information

The preamble contains the metadata for the merged file. It stores information for each cell
group contained in the merged file. The preamble contains the following information per cell
group:
1. Offset: a long integer value written into the preamble indicating the file’s offset within
the merged file.
2. Size: stores information about the file length.
3. Dimension: stores information about the dimensionality of each file.
4. Record Size: writes the size in integer for each record in the file.
5. Number of Fields: Writes the number of fields per record in the file.
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4.6.2.2

Merged n-Dimensional Data

The Index Space iterator (ISIterator ) specifies an integer index space containing grid coordinates that contains the merged data. The user specifies the directory of the files to be
merged and an output directory and file name of the data to be merged. For example, an
ISIterator with a 2x2 dimension will have grids [0,0], [0,1], [1,0] and [1,1]. There are 6 split
files that make up each partition element. They are:
1. Attribute file (.attr): stores point informatiom
2. Borrowed sub grid file (.borrowed.subgrid): stores the borrowed in-memory cells
3. Owned sub grid file (.owned.subgrid): stores the owned in-memory cells
4. The owned triangle (.tri): stores owned cell information
5. The borrowed triangle (.borrowed.tri): stores borrowed cell information
6. The data file (.data): stores the n–dimensional data
Each of the files above has an associated descriptor file in xfdl format.

4.6.2.3

XFDL File Format

The extensible file descriptor language (xfdl) file format was created for the purpose of
describing the data set and can be used to represent both structured and unstructured
multidimensional scientific data. It contains information about the accompanying data such
as dimensionality, number of fields, the record size, range of information, in an XML format.
In this case however, the Granite system will merge the existing data (the split files
created), into a single physical data file using information available in the accompanying
XFDL files.
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CHAPTER 5
IN MEMORY PARTITIONING
Splitting or chunking is a popular approach used to handle large sized data that will not fit
into a single machines memory. Several partitioning techniques [30, 38, 58, 76, 64] have been
thoroughly researched. However, most of the available techniques are not directly applicable
to unstructured grids due to the intricate relationship that exists between the sample points
of the data and the vertices corresponding to a cell can be anywhere in the vertex file. Some
past work [52, 29] related to unstructured grids have been proposed that use edge walking
techniques to partition unstructured meshes. Most of these techniques do not make provision
for the underlying data associated with the vertices and therefore results in duplication of
data across partition boundaries.
We have investigated different partitionings on disk using partitioning configurations
that creates partition elements similar to the one depicted in figure 5.1a and 5.1b. Other
partition element possibilities are shown in figure 5.2. We have analyzed their overall performance when we access the data using iteration aware prefetching and when we do not. The
various partitionings have associated advantages and disadvantages depending on the access
pattern, and has been investigated. From our results, the cubic partitioning configuration
that creates a cubic shaped partition element similar to figure 5.2a, have a relatively average
performance across multiple access patterns when compared to the other partition elements.
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Figure 5.1. Configuration used in partitioning a Lattice determines the shape of the resulting
partition element
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Figure 5.2. 3D In-Memory Partition Elements Shapes Possibilities
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In order to further improve access performance, when a partition element is loaded
into memory, we perform a further partitioning of the partition element in memory. We term
the partitioning performed in memory as the in-memory partitioning, and the partitioning
on disk as the disk level partitioning.
Varying the disk and in-memory partitioning configurations will only create shapes
similar to the ones depicted in figure 5.2, or with slight variations. We gained considerable
insights about the relationship between disk level partitioning and how it affects performance
and present our results in chapter 9. We perform extensive tests to gain further insight into
in-memory partitioning by keeping the disk level partition the same, while varying the inmemory partitioning and analyze the effect on the overall system performance.
If prior knowledge of how the data will be accessed is available, we can recommend
an efficient disk level partitioning that will favor the user specified access pattern. A smaller
shaped partition element is light weight due to its relative size on disk. It has associated with
it characteristics such as low bandwidth and high latency costs due to the frequent loading
and reloading of partition elements during data access. Bigger shaped partition elements are
heavy weight due to their high bandwidth. However, they have lower overall latency costs
because the loading and reloading is performed less frequently.
During data access when a queried cell is not currently in memory, the missing owner
partition needs to be read from disk into memory. After the owner partition has been read,
the data and other information associated with the cell is available and can be used as
required for interpolation or other tasks.

5.1

In-Memory Partitioning

Fast access to data is a primary goal of storage systems. When unstructured spatial datasets
are queried, the query point often does not correspond to an actual vertex in the dataset.
Cells are therefore essential for interpolating the values corresponding to a query point. Our
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partitioning mechanism significantly reduces the number of containment tests that need to
be performed in order to identify the cell containing a query point.
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(3, 1)

(3, 2)

(3, 3)

Partition(2, 2)

Partition(2, 3)

Subgrid Partitioning
Datum Query Point

Figure 5.3. A datum query showing subgrid partitioning within a partition element.

Consider the grid partitioning in figure 5.3 showing a 3 × 3 disk level partitioning that
creates 16 partition elements. Suppose a user queries the lattice representation of the dataset
and the query falls on partition (1,2) as shown in figure 5.3. The partitioning essentially
eliminates 15 partition elements, along with the bandwidth and latency costs associated
with each partition element that we do not have to consider in resolving the query point.
We can then load the cell group corresponding to partition (1,2) into memory and perform
containment tests.
The in-memory partitioning is performed to further speed up the process of identifying
the cell containing or intersecting with a query point. This process significantly reduces the
number of candidate cells that needs to be tested for containment. In chapter 4, we focused
more on how our partitioning mechanism affected performance at the disk level. In this
37

chapter, we investigate and analyze the relationship between the in-memory partitioning
and disk level partitioning, and the overall effect on performance.
When the data is present in memory, we are less concerned about the bandwidth and
latency associated with loading partition elements like we are at the disk level, and more
concerned about what effects the granularity of the in-memory partitioning will have on data
retrieval and the overall system performance. A fine grained partitioning will create more
boundary cell cases across partition lines and also leads to an increase in the overall data size,
while a coarse partitioning will have fewer borrowed cells across multiple partitions as shown
in figure 5.4. Our owner–borrower scheme is also used in memory and significantly reduces
duplication across multiple partition boundaries. Our goal is to balance the partitioning
and reduce the number of borrowed cells across partition boundary such that we are able
to efficiently reduce the number of candidate cells needed for containment tests. We present
our results in chapter 9.
We significantly improve the retrieval performance by keeping in memory the cell
that contained the previous query and testing it first. This minor optimization produces
significant gains in performance because the number of containment tests that would have
been performed is further reduced. When query points are close to each other as in a fine
grained iteration, more query points intersect with the same cell and by keeping the previous
cell in memory, we eliminate the costs of locating and reading that cell from disk.
In figure 5.4a, the partitioning is more coarse and the locality provided by the partitioning is not very effective as there is still a considerable number of candidate cells per
partition element. Figure 5.4d has very fine grained partitioning and provides very high
locality. Each partition is however too fine grained as the number of cells that span the
partition boundary increases considerably. The algorithm is able to quickly determine the
containment test but performance suffers as there are more borrowed cells and retrieving the
data from the owner partition degrades the overall system performance. Figures 5.4b and
5.4c are a tradeoff between both extremes. Deciding the best partitioning and identifying a
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Figure 5.4. Granularity of In-Memory Partitioning
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”sweet spot” is a major motivation and focus of our testing. Using our synthetic data that
has vertices spread out relatively evenly across the dataset, we are able to determine an effective in-memory partitioning for a cubic dataset. This is verified by running the same tests
using real data with uneven vertex distribution and achieved similar results. The results are

time

presented in chapter 9.

“sweet spot”

fineness of partitioning

Figure 5.5. Granularity of in-memory partitioning

Providing a way to choose the coarseness of the resulting grid after partitioning, for
our purposes, a partitioning P can be described as the regular tessellation of a domain PD
into pieces (elements) formed by dividing each axis i into PCi equal intervals. That is, the
length di of each element in axis i is simply

di =

PDi
, i ∈ 0...n − 1
PCi

(5.1)

where PDi is the length of the domain axes and PCi is the number of elements along axis i.
Assuming a uniform distribution of cells across the dataset domain, the disk level
partitioning S divides the set of N cells into groups, where each group corresponds to a
partition element, and has G cells:
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G=

N
|S|

(5.2)

where |S| is defined to be the number of elements in the partitioning S.
It remains to choose M, the in-memory partitioning. We select MCi such that:
G
=n
|M|

(5.3)

where n is the number of simplices per element of M. The ideal choice for n depends on
the characteristics of the hardware. However, we present experimental observations for this
important parameter in our results in chapter 9.
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CHAPTER 6
CACHING AND PREFETCHING
6.1

Prefetching

Prefetching has long been used to speed up execution both at the system and application
level. Over the years, the computing community have tried to improve system throughput by
integrating prefetching into hardware and software systems [23, 16]. The filesystem cache also
prefetches pages following an explicitly accessed page in the hope that the prefetched page
will be accessed next and reads to disk will be reduced. However, filesystem prefetching will
increase the number of inappropriate pages loaded when the user does not proceed through
the file in the manner the filesystem predicts, which degrades performance. Our application level caching mechanism reconciles the user access pattern with filesystem prefetching,
allowing it to work much more effectively to boost performance.
Our approach offers two means by which data can be prefetched. In the first case, we
apply Iteration Aware Prefetching (IAP) to the access method when advance knowledge of
the user’s access pattern is known and data can be prefetched into a cache that maintains
a spatial view of the data. Otherwise, we use a simple Least Recently Used (LRU) cache
when we do not have advance knowledge of the access pattern. Performance is best when
we are able to apply IAP than when we are not able to, because we can conceptually read
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a sequence of partition elements from disk into memory in a single read transaction.

6.2

Least Recently Used (LRU) Cache (No IAP)

When the user specifies an iterator pattern, the granularity can be easily obtained from the
iterator. We have established that the configuration of the partitioning will affect the overall
performance. When prior knowledge of the user access pattern is unknown, we require some
other mechanism for loading partition elements from disk into memory. We use a simple
LRU cache to achieve this. The LRU cache uses n-dimensional cache blocks and maintains
the spatial nature of the data.
Due to the latency and bandwidth costs associated with loading and reloading partition elements from the LRU cache, performance is best when the size of the LRU cache
conveniently contains all the partition elements that will be accessed in a run axis. Thus, if
an iteration continues within the same rod, we do not have to reload partition elements that
are held in the LRU cache.

6.3

Iteration Aware Prefetching

The speed of data retrieval from disk suffers when data is accessed in a manner different from
how the data is stored. The underlying file structure is one dimensional and data is stored
(mostly) contiguously on disk. If the physical file is accessed sequentially, the filesystem
cache performs quite well. When the data is not accessed sequentially, performance degrades
quickly. Several reads may be required for portions of a file that are neighbors in the data
space but not in the one dimensional file space.
Iterator Aware Prefetching is a prefetching approach applicable to situations in which
the access pattern is not data dependent and can be known in advance. An iterator describes
the access pattern and also performs the iteration through the data space. We use a separate
thread for reading partition elements into the IAP cache. Because of this prior knowledge
43

provided by the iterator, we can configure a cache that uses n-dimensional cache blocks with
a shape tuned to the iteration. Because of this block shape, data is never loaded more than
once into an IAP cache, assuming the iterator is used to determine the access pattern [56].

6.4

Out-of-Core Prefetching

The lattice layer, like the datasource layer, uses an out-of-core approach to data access,
loading only necessary subsets of the larger data volume. This capability is made possible
by the partitioning and owned and borrowed cell information. Because of this, we can greatly
reduce the amount of memory needed at one time by only prefetching cell groups that will
actually be used in satisfying user query. Available memory does not limit the size of the
datasets that our system can handle.

6.5

Access Pattern and Cache Blocks

When we create a cache block for use with unstructured grids, we use one or more slices
of the iteration space. A slice is formed by cutting the space with a plane orthogonal to a
specified slice axis. The dimensionality of the resulting slice matches the dimensionality of
the dataset, but has a thickness of one in the slice dimension.
The algorithm for for constructing cache slices is presented in algorithm 2. This
algorithm is a simplification of the IAP algorithm presented in our past work [56] but each
slice contains multiple data values.
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Algorithm A:
Input:
Lower = {l0 , l1 , l2 , ..., ln−1 }: Lower corner of iteration space
U pper = {u0 , u1 , u2 , ..., un−1 }: Upper corner of iteration space
An = {a0 , a1 , a2 , ..., an−1 }: Iterator Ordering

Output:
S = {s0 , s1 , s2 , ..., sn−1 } that represents the shape of a slice of the iteration space that
is tuned to the iteration ordering

begin
for i = 0 up to n − 1
if i != a0 // most significant axis
si = U pperi − Loweri
else
si = 1

end

return S
Algorithm 2: Algorithm A produces cache block slices tuned to the given iteration

In order to create a cache block shape that performs well when used with a particular
iterator, we choose a slice axis that is also the most significant axis of the axis ordering
associated with the iterator (see section 3.3.6). The position of the iterator is monotonically
increasing on this axis, so the iterator is certain never to revisit a slice once it has left it.
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Data in a cache block is therefore never loaded more than once.
Such a scheme cannot work with unstructured grids unless we can quickly and efficiently load the cells corresponding to a slice of the iteration space. Because the merged
data format described in section 4.6.2 makes this possible, we can work with the index space
formed by the lattice partitioning instead of slicing the geometric data space. That is, cache
blocks will consist of collections of partition elements, each containing a cell group and associated data. Better yet, whole sequences of partition elements can be read with a single
transaction, because the rod storage model applies to the merged data format.
After the first row of elements is loaded into the cache, an iterator’s data requirements
would be satisfied from the cache for several rows of the iteration, assuming the spacing of
the iterator’s rows is much smaller than the height of a partition element. Eventually, a new
row of the iteration will be started which falls outside of the first row of partition elements.
This triggers a cache miss, which causes the second row of elements to be loaded into the
cache. The first row will not be needed again during the iteration, which will proceed in
similar fashion until complete.
Behavior in three dimensional datasets is analogous, except the cache will contain
whole slices (i.e. planes) of data, rather than just rows.

6.6

Group List

Whenever we do not use an IAP cache, we require some other mechanism for loading and
maintaining cell groups in memory to improve the data retrieval performance. We introduce
the concept of group lists.
The group list is an LRU cache of cell groups used to satisfy user queries. The
number of cell groups loaded must not exceed available memory, but must be large enough
to effectively improve performance.
Consider the diagram shown in figure 6.1. In figure 6.1a, the size of the group list
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Figure 6.1. 2D dataset showing relationship between the size of the group lists and the rod
storage model. (a) Rod length is 10 and the group list is 10 (b) Rod length is 10 and the
group list is 5

(i.e. the number of cell groups it can hold) corresponds to the length of the rod spanning
the iteration space. In figure 6.1b however, the size of the group list is smaller, and does
not extend through the length of the storage rod. When the application queries data not
contained by the group list, a new cell group that satisfies the query will be loaded from disk
into the list, and the least recently used group will be ejected from the list.
When the LRU cache is not large enough, this behavior could potentially hurt performance when iterating in row by row fashion through the data space, because the recently
ejected group may be required when the iteration returns to the left side. The frequency
with which this occurs is related to the length of the group list as well as the granularity of
the iteration.
We perform tests using the 3D dataset we describe in section 9.1.3. The dataset is
approximately 2GB. We use the partitioning configurations 10x10x10, 10x18x5, 18x10x5,
and 10x10x20. These partitioning configurations create partition element shapes similar to
figure 3.10. We vary the group list size to hold between 5 and 240 cell groups. By varying
the group list size, the size will be less than, equal to and greater than the rod length within
each partitioning configuration. The actual size in bytes of the group list varies for each
partitioning configuration but can be estimated. For example in the 10x10x10 partitioning,
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assuming uniform distribution of data points in the domain, the relative size of each partition
element is approximately 2MB. The group list size in bytes is thus 2MB multiplied by the
number of cell groups.
We present the results in figures 6.2 and 6.3. Figure 6.2 shows the results using the
merged file and figure 6.3 shows the results using the reorganized files. The graphs show the
effect the size of group lists have on the overall performance. In all cases, there is a dramatic
improvement in performance when the group list is large enough to span the iteration space.
Because the larger group list reduces the frequency of group reloading, the overall access
time drops dramatically.
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Figure 6.2. Effect of varying group list length on the merged file. The size of the LRU cache
is determined by the number of cell groups it can hold. In all cases, there is a dramatic
improvement in performance when the group list is large enough to span the iteration space
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Figure 6.3. Effect of varying group list length on the reorganized files. The size of the LRU
cache is determined by the number of cell groups it can hold. In all cases, there is a dramatic
improvement in performance when the group list is large enough to span the iteration space
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6.7

Granularity of Iteration

Larger partitions incur larger bandwidth costs. When choosing the size of the partition
elements for our file format, a range of access patterns should be considered. At one extreme,
completely random access may use only a single datum from a partition element before it
is discarded. In this case, smaller partition elements reduce the volume of unused data,
improving performance.
At the other end of the range, a finely (densely) spaced iteration may use most or
all of the data loaded as part of the element. In this case, the cost of reading the larger
data volume of big partition elements is worth paying. The data is being used before being
discarded, and we are also reducing the total number of read operations required by the
access pattern.
Between these two extremes, we have coarser iterations that skip some of the elements
in the partitioning, as shown in figure 6.4. If the partitioning is sufficiently fine grained
compared to the iteration, then we may avoid loading at least some unneeded data. Figure
6.4 shows the same iteration applied to two different partitionings. The partitioning used
in figure 6.4a will be better suited for a finer iteration that more heavily reuses partition
elements. In figure 6.4b, we skip entire rods of unneeded elements due solely to the partition
shape.
The image shown in figure 6.5 shows the effect of a coarse iteration step of 0.01. This
is a different image, made with the same data as the one depicted in figure 3.7 which uses a
finer grained step of 0.001. The level of detail is very much reduced in figure 6.5.

50

Iteration Query

Skipped Partition

(a)

(b)

Figure 6.4. Skipped partitions using similar iterations on different partitionings
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Figure 6.5. Effect of using a coarse iteration step on visualization. Internal energy in the
Arepo data at z=0.5
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CHAPTER 7
DECLUSTERING
Our partitioning mechanism effectively partitions unstructured grids into disjoint regions
with overlaps handled by the owner borrower scheme. We go one step further and apply
declustering to the dataset in order to take advantage of I/O parallelism. Declustering is a
mechanism that distributes data across multiple disks in order to reduce the overall retrieval
costs. Data declustering is sometimes used to maintain duplicate data in order to perform
different tasks across the data [70]. In this work, we apply declustering to take advantage
of the I/O parallelism and analyze the performance of our approach. IAP is applied to the
declustering mechanism for data access. IAP forms block queries and in this case is broken
up across the disks. We term this case parallel IAP.
Several declustering mechanisms have been proposed [26], [37], [50] and recent research has focused on declustering using replication [13] [54], [70]. Declustering raises a few
concerns caused by skew as a result of the distribution of data within the dataset domain
and how the data is processed. The first is the distribution skew which is more concerned
with load balancing among partitions. Our partitioning mechanism is capable of creating
coarse or fine grained partitions and the bandwidth costs varies due to the size of the created partition element. The second is the processing skew. This tries to ensure that a disk
is not over worked while another available disk is idle. We focus our work in this section
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on improving access performance to unstructured grids. We do not propose a new scheme.
However, we successfully apply an existing declustering mechanism to unstructured grids
which to our knowledge has not been done.
When the disk level partitioning is very fine grained, our goal is to improve the overall
performance time by amortizing latency costs over n partition elements, instead of paying
similar costs for each individual partition element, where n is the number of disks we access
in parallel.
A declustering mechanism is required that will reduce the distribution and processing
skew among multiple disks. The disk modulo (DM) [26] is a popular spatial declustering
technique that assigns partitions (buckets) to disks in a manner that achieves maximum
disk access concurrency for partial queries thereby minimizing response time. The choice
of DM to our approach is based upon analysis of its effectiveness, intuitiveness and yet
simple approach, and its applicability to grid files. It also does not place a restriction on the
attribute dimensionality or the number of disks that may be used, which is a good fit for
our purposes. DM has been shown to be optimal under many conditions that occur in real
world applications [24] and perform well for relatively small number of disks.

7.1

Disk Modulo

Figure 7.1 depicts the DM approach but in our case, each partition element corresponds
to buckets that are stored on multiple disks. DM is highly adaptable to region queries
[75, 22, 48] as it ensures that a single disk is not overworked when reading from a spatial
region since the partition elements are effectively spread out across multiple disks. This
presents an avenue for future work in our declustered approach. We hope to investigate
alternative approaches to assigning partition elements to disk such as space feeling curves
[61, 34] and evaluate the performance.
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Figure 7.1. Mapping of partitioning elemenst to disks using Disk Modulo (DM)

7.2

Parallel IAP

IAP provides advanced knowledge of the user’s access pattern and creates cache blocks with
a shape tuned to the iteration. In the declustering approach, during data access, we prefetch
data in parallel into a spatial cache using information provided by IAP. We are able to read
multiple partition elements from disk into memory and pay retrieval cost for a single read
while in fact performing multiple reads. The pseudocode used in performing parallel IAP is
presented in figure 7.2
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IndexSpaceID[] theBounds = new IntegerIndexSpaceID[iapCacheBounds.volume()];
// cell groups to be accessed in parallel
FileArrayCellGroup[] theGroups;
int amt, amtGreaterThanIndex, amtNeeded;
for(i=0; i<theBounds.length; i+=NUMDISK) {
// map each index space to a cell group
for(k=0; k<NUMDISK; k++) {
theGroups[k]= mapToCellGroup(theBounds[i+k]);
}
Thread[] t = new Thread[]{theGroups};
// start all threads
t.start();
// wait for threads to finish reading before adding to group list
try {
for (Thread ts : new Thread[] {new Thread(theGroups})
for (Thread ts : new Thread[] {t})
ts.join();
} catch (InterruptedException e){
System.out.println("Exception in parallel IAP");
}
//insert cell groups into grouplist
groupList.insert(theGroups);
}
return theGroup;

Figure 7.2. Prefetching partition elements from multiple disks in parallel
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CHAPTER 8
VISUALIZATION
One of the many areas our approach may be utilized is in visualization. Slice visualization
[25] has been around for a while and is used to gain insight into spatial data. The Slicer
application [57] for example, is capable of displaying progressive two dimensional slice planes
of a three dimensional volume.
We wrote a visualizer for the lattice that iterates through the data space querying the
lattice for information that corresponds to the query point. The images shown in figures 3.7
and 8.1 are generated from the Arepo dataset [46] using the Granite systems visualization
capabilities. Figure 3.7 shows energy distribution in the lattice at z=0.5. The image in
figure 8.1 shows an image generated when we use the declustering mechanism to access real
unstructured grids. The image shows energy distribution in the lattice at z=0.3.
We create a lattice from the dataset and use IAP for iterating through the dataset
and map the data value to a color. Sample code for creating the lattice and the visualization
within the Granite system is shown in figure 8.2.

8.1

Determining cell intersection

Several approaches are available for determining if a point falls inside a tetrahedron [8]. In
our current implementation, we evaluate plane equations for each of the four facets at the
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Figure 8.1. Internal energy in the Arepo data at z = 0.3 using the DM declustering mechanism
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// Set up lattice parameters
GBounds geomBounds = new GBounds(lowerGeomBounds, upperGeomBounds);
ISBounds gridBounds = new ISBounds(lowerGridBounds, upperGridBounds);
Approximator approx = new VolumeTetrahedralCellApproximator();
float steps[] = {0.001f,0.001f,0.001f};
int dsorderingarray[] = {0,1,2};
AxisOrdering dsordering = new AxisOrdering(dsorderingarray);
Geometry geometry=new UnstructuredGeometry(gridBounds, geomBounds);
Topology topology=new UnstructuredTopology(geometry, dimensionality);
// Create and activate lattice
Lattice myLattice = new Lattice("Arepo", topology, geometry, approx);
myLattice.activate();
// Generate lattice image
GIterator iter = new GIterator(geomBounds,dsordering,steps);
float dataValues;
for(iter.init(); iter.valid(); iter.next()) {
dataValues = myLattice.simplexDatum(iter);
plotPoint(iter, dataValues);
}

Figure 8.2. Creating and Visualizing a Lattice
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query point. That is, we can view a tetrahedron as a collection of four triangular facets that
each define a plane. For each plane, the tetrahedron is located entirely on one side (the in
side), and not the other. If a query point is found to be on the in side for all four facets,
then it must be inside the tetrahedron.
For this approach to work, we must be able to reliably identify the in side of each facet.
Since each facet is defined by three vertices, we currently do this by noting on which side of
the facet the fourth vertex lies. In future, we also expect to be able to take advantage of a
standard winding order, which would reduce computation, further enhancing the effectiveness
of our I/O optimizations.
q1
d

c
q0

y
z

a

b

x

Figure 8.3. A tetrahedron with query point q0 occurring inside the tetrahedron and query
point q1 occurring outside the tetrahedron

Figure 8.3 illustrates our current approach. It shows a tetrahedron and how the query
point is evaluated for a plane. Evaluating the plane equation for facets {a,b,c}, {a,c,d} and
{a,b,d}, both query points q0 and q1 will have the same sign, either positive or negative.
Query point q0 , which falls inside the tetrahedron, will have the same sign when facet
{b,c,d} is evaluated. When q1 is evaluated the sign is different, indicating that the point is
not located inside the tetrahedron.
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CHAPTER 9
RESULTS
9.1

Disk Level Partitioning Results

We perform our tests on a 64bit Linux machine running Linux version 2.6.18 with Intel
Xeon R processors with 16 cores, each running at 2.4GHz. The system has 24GB of memory,
but our system used a maximum of only 1.6GB. We perform our tests using a dataset of 15GB
for the two dimensional dataset and 25GB for the three dimensional dataset. We generate 2D
and 3D unstructured grids using a seeded random number generator to simulate the vertex
points. The vertices lies within a domain space of 0.0 to 1.0. The delaunay triangulation is
performed with the open source software qhull [14]. The 2D dataset contains over 31 million
tetrahedra, while there are over 67 million tetrahedra in the 3D dataset.
We clear the filesystem cache after each run to ensure fairness across runs. The results
presented are an average of at least three runs.
We perform datum query iterations on partitionings of varying dimensions. We perform three types of query tests. The first query tests are performed on the reorganized files
generated from the splitting process. The second query tests are performed on the merged
file using the LRU cache mechanism and the third query tests are performed on the merged
file using IAP cache. We refer to these tests as reorganized, merged and IAP cache (or simply
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cache) respectively in our results. We use several iteration orderings for the 2D and 3D tests.
We use orderings {0,1} and {1,0} for the 2D partitioning and {0,1,2} and {2,1,0} for the 3D
partitioning.
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Figure 9.1. Datum Iteration with a step of 0.01 and 100x100 partitioning
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Figure 9.2. Datum Iteration with a step of 0.01 and 300x33 partitioning
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Figure 9.3. Datum Iteration with a step of 0.01 and 33x300 partitioning

9.1.1

Datum Query Iteration over 2D Files

We perform datum queries using a two dimensional file with an equal sided partitioning of
100x100 and unequal sides 300x33 and 33x300. We use an 8x8 subgrid partitioning and a
sampling density of 0.01 for the iteration (i.e. we query the domain space at every 0.01
interval). Figures 9.1a, 9.2a and 9.3a show our results for the 100x100, 300x33 and 33x300
partitioning respectively. Figures 9.1b, 9.2b and 9.3b shows only the merged and cache portion
of the results. We perform datum queries using the separate partition files generated from
the data reorganization, the resulting merged file, and the cache mechanism.
The merged file shows significant gain in performance when compared to the reorganized data files both in the orderings {0,1} and {1,0}. With the row wise access, it takes
about 97 minutes to iterate over the reorganized files and about 31 minutes for the merged
file using the 100x100 partitioning. The cache performs far better as it takes about 6 minutes
for the datum query iteration. When iterating in a column wise fashion, the reorganized
data completes in about 94 minutes and the merged file takes approximately 27 minutes.
When we utilize the cache, performance is further improved as the iteration takes about 11
minutes to complete resulting in a speedup of 8.73. Table 9.1 shows the speedup results for
the 2D dataset when we compare against the reorganized files.
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Ordering
Merged
Cache

Row wise
Column wise
100x100 300x33 33x300 100x100 300x33 33x300
3.12
5.43
12.44
3.45
5.54
14.50
16.92
19.75
236.7
8.73
17.79
15.76
Table 9.1. Speedup Results for 2D dataset

In both the 300x33 and 33x300 partitioning, the cache performs better than the
merged file and reorganized approach. The cache shows tremendous speedup particularly in
the 33x300 partitioning when accessing the data in a row wise pattern. This is because the
access ordering is tuned to the storage ordering and more cell groups are loaded per cache
slice exhibiting tremendous performance gain.
Since each cell group is visited at least once, the merged file performs better than
the reorganized files. The increased locality of the merged file allows for reduced disk access
and takes advantage of the filesystem prefetching. Overall, the cache speedup for the row
wise access performs better than the column access because we access the data in a manner
consistent with the storage ordering.

9.1.2

Datum Query Iteration over 3D Files

We also perform datum queries over a cubic 3D file using a cubic partitioning of 10x10x10 and
partition configurations 18x10x5, 10x18x5 and 10x10x20. These partitioning configurations
produce partition elements that are similar in shape to the diagrams shown in figure 3.10.
We perform tests using different subgrid configurations for the dataset partitioning. We use
a subgrid of 2x2x2 and a subgrid of 8x8x8 and use a sampling density of 0.01.
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10x10x10 Partitioning with
step 0.01 Subgrid 2x2x2
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Ordering (0,1,2)
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Ordering (2,1,0)

Figure 9.4. Datum Iteration with a step of 0.01, 10x10x10 partitioning and subgrid 2x2x2
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Figure 9.5. Datum Iteration with a step of 0.01, 10x10x10 partitioning and subgrid 8x8x8
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10x18x5 Partitioning with
step 0.01 Subgrid 2x2x2
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Figure 9.6. Datum Iteration with a step of 0.01, 10x18x5 partitioning and subgrid 2x2x2
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Figure 9.7. Datum Iteration with a step of 0.01, 10x18x5 partitioning and subgrid 8x8x8
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18x10x5 Partitioning with
step 0.01 Subgrid 2x2x2
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Figure 9.8. Datum Iteration with a step of 0.01, 18x10x5 partitioning and subgrid 2x2x2
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Figure 9.9. Datum Iteration with a step of 0.01, 18x10x5 partitioning and subgrid 8x8x8
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10x10x20 Partitioning with step
0.01 Subgrid 2x2x2
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Figure 9.10. Datum Iteration with a step of 0.01, 10x10x20 partitioning and subgrid 2x2x2

10x10x20 Partitioning with
step 0.01 Subgrid 8x8x8
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Figure 9.11. Datum Iteration with a step of 0.01, 10x10x20 partitioning and subgrid 8x8x8
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Figure 9.12. Cache results for partitioning 10x10x10, 10x18x5, 18x10x5 and 10x10x20 subgrid 2x2x2
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Figure 9.13. Cache results for partitioning 10x10x10, 10x18x5, 18x10x5 and 10x10x20 subgrid 8x8x8
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Ordering

Merged
Cache

Row wise
Column wise
2x2x2
8x8x8
2x2x2
8x8x8
Subgrid Subgrid Subgrid Subgrid
2.94
1.69
2.76
1.62
42.44
27.38
7.21
5.19

Table 9.2. Speedup Results for 10x10x10 3D dataset
Ordering

Merged
Cache

Row wise
Column wise
2x2x2
8x8x8
2x2x2
8x8x8
Subgrid Subgrid Subgrid Subgrid
1.73
1.69
1.65
1.60
5.10
5.65
58.46
57.21

Table 9.3. Speedup Results for 10x18x5 3D dataset

Figure 9.4 shows the results for a cubic partitioning of 10x10x10 using a 2x2x2 subgrid
and figure 9.5 shows the results for a cubic partitioning of 10x10x10 using an 8x8x8 subgrid.
The cache and merged file performance are compared to the reorganized file and the speedup
values are shown in table 9.2. Figures 9.6 and 9.7 shows the results for the partitioning
10x18x5 using subgrids 2x2x2 and 8x8x8 respectively. Figure 9.8 shows the results for the
partitioning 18x10x5 using subgrid 2x2x2 and figure 9.9 shows similar result using subgrid
8x8x8. Figures 9.10 and 9.11 shows the results for the partitioning 10x10x20 using subgrids
2x2x2 and 8x8x8 respectively.
We experience a greater speedup value for the cache when we utilize a row wise access
pattern. The 2x2x2 subgrid however tends to perform better than the 8x8x8 subgrid in both
row wise and column wise access patterns. This is because the granularity significantly
decreases in the 8x8x8 subgrid. This introduces some overhead evident in the result when
we perform a datum query. However, the coarse 2x2x2 subgrid performs better as fewer
cells span partition boundaries and the overhead is reduced, therefore showing significant
performance gain. Figures 9.12 and 9.13 compares the cache results of the different 3D
partitioning. The result shows an overall better performance when we utilize a row wise
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Ordering

Merged
cache

Row wise
Column wise
2x2x2
8x8x8
2x2x2
8x8x8
Subgrid Subgrid Subgrid Subgrid
1.62
2.60
1.62
2.46
20.98
16.53
27.92
77.94

Table 9.4. Speedup Results for 18x10x5 3D dataset
Ordering

Merged
cache

Row wise
Column wise
2x2x2
8x8x8
2x2x2
8x8x8
Subgrid Subgrid Subgrid Subgrid
2.53
2.52
2.68
2.55
515.01
595.25
81.52
69.96

Table 9.5. Speedup Results for 10x10x20 3D dataset

access pattern over the column wise access pattern as we access the data following the
ordering the data is stored with.
Overall, the cache outperforms the merged file format and the reorganized files in
both the two dimensional and three dimensional files. Also, the merged file performs better
than the reorganized files in all cases. When using either a row wise or column wise access
pattern, the cache shows significant gain in performance compared to the merged file and
reorganized files. Accessing the data in the manner it is stored results in much greater
performance.

9.1.3

Datum Query Iteration over Real World Data

We apply our approach and perform datum query iteration using real world scientific data.
The data is generated from fluid simulations where space is decomposed based on a Delaunay
tessellation. The mesh generating points are from the Arepo series of simulations described in
Nelson et al [46]. The dataset contains over 11 million particles that represent fluid elements
and have associated fluid density, energy and velocity (x,y,z) data values.
Converting this dataset to our merged format, we generate the tetrahedral mesh,
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containing over 75 million tetrahedra. Since these tetrahedral cells are essential for most
scientific applications, the processing and storage requirements of this mesh are largely unavoidable. However, some further storage is required by our owner–borrower scheme. For
this data set, our scheme increases the storage requirements by 16.5%. However, even this
modest percentage will be further reduced when the number of data attributes per vertex is
increased. For example, assuming the data attribute portion increases by a factor of 10, the
owner–borrower information added will remain the same and the extra storage requirement
percentage required falls to 2.3%.
Figure 9.14 and 9.15 shows our results using subgrids 2x2x2 and 8x8x8 respectively.
Table 9.6 shows the speedup achieved. The cache shows tremendous performance gains
compared to the reorganized files and the merged file.

10x10x10 Partitioning with
step 0.01 Subgrid 2x2x2

Seconds

300
225
150
75
0

Reorganized Merged
Ordering (0,1,2)

Cache

Ordering (2,1,0)

Figure 9.14. Datum Iteration with a step of 0.01, 10x10x10 partitioning and subgrid 2x2x2
using real data
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10x10x10 Partitioning with
step 0.01 Subgrid 8x8x8
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0
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Ordering (0,1,2)

Cache

Ordering (2,1,0)

Figure 9.15. Datum Iteration with a step of 0.01, 10x10x10 partitioning and subgrid 8x8x8
using real data
Ordering

Merged
cache

Row wise
Column wise
2x2x2
8x8x8
2x2x2
8x8x8
Subgrid Subgrid Subgrid Subgrid
1.15
1.07
1.13
1.14
5.69
39.24
2.26
11.34

Table 9.6. Speedup Results for real world dataset

9.1.4

Discussion

The results section does not compare performance between datasets before and after reorganization because access times required before reorganization were impractically large. Even
without the merging step, the improvement in locality provided by partitioning the dataset
into cell groups brought traversal times into feasible range, from more than half a day down
to an hour and a half.
In addition to this fundamental improvement, the partitioning allows us to construct
a slice of the iteration space that is aligned with any of the major axes, and can be read
efficiently in a small number of read transactions from disk. It is this facility that allows the
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creation of an IAP cache, which reconciles the user access pattern with the manner in which
data is stored on disk.

9.2

In Memory Partitioning Results

We perform tests that vary the in-memory partitioning and analyzed the effects on performance. When examining the in-memory partitioning, we analyze performance when we
access data using LRU cache and IAP access methods on the merged file and present our
results in this section. The merged file provides improved locality within the one dimensional file compared to the reorganized file generated from the disk level partitioning. When
evaluating the declustering approach, we must use reorganized files and we compare our
results when we access data using reorganized files and when we use parallel IAP. We are
able to significantly reduce latency costs by paying the cost once while prefetching multiple
partition elements in parallel from multiple disks.
The tests are performed on a 64bit Linux machine running Linux version 2.6.18 with
Intel Xeon R processors with 16 cores, each running at 2.4GHz. The system has 24GB
of memory, but our software used a maximum of only 1.6GB. We perform tests using a
synthetic 3D dataset produced using a seeded random number generator to generate the
vertex points. The delaunay triangulation is performed with the open source software qhull
[14]. The vertices lies within a domain space of 0.0 to 1.0. The dataset is 25GB and contains
over 67 million tetrahedra.
The filesystem cache is cleared after each run to ensure fairness across runs. The
results presented are an average of at least three runs.

9.2.1

In-Memory Results

We performed in-memory partitioning using different configurations starting with a coarser
partitioning of 2x2x2 and progressively finer grained partitioning up till 11x11x11. We use
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a 10x10x10 disk level partitioning. The results are as shown in figures 9.16 and 9.17.
LRU Cache
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3x3x3

4x4x4

5x5x5

6x6x6

Ordering {0,1,2}

7x7x7

8x8x8

Ordering {2,1,0}

9x9x9 10x10x10 11x11x11
In-core Partitioning

Figure 9.16. Effects of varying in-memory partitioning using LRU with the merged file
containing synthetic data

Analyzing the results, performance suffers with coarser partitioning 2x2x2 and 3x3x3.
This is as a result of the large number of candidate cells contained in each partition. As
the partitioning becomes finer grained, we see a much improved performance in both LRU
cache and IAP cases. Performance begins to deteriorate in the LRU cache as the in-memory
partitioning approaches 9x9x9, 10x10x10 and 11x11x11. This is because of the increased
boundary cell cases, as more cells span partition boundaries. The increased boundary cell
cases causes the overall size of the merged file to increase about 0.4% as the in-memory
partitioning increases in granularity. On average, performance is best when the partitioning
configurations 5x5x5 and 6x6x6 are used.
There is a dramatic initial improvement in performance with IAP as the in-memory
partitioning becomes finer grained. However, further increasing the fineness yields diminishing gains in performance and only serves to increase the size of the overall dataset due
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Figure 9.17. Effects of varying in-memory partitioning using IAP with the merged file
containing synthetic data

to the increase in borrowed cells across partition boundaries. IAP is able to maintain good
performance because of the prefetching mechanism and the fact that IAP amortizes the latency cost of reading owner partitions from disk into memory. However, in the LRU cache
case there is more individual loading of owner partitions.

9.2.2

In-Memory Real Data Results

We test our in-memory partitioning using real data. The dataset contains over 11 million
particles that represent fluid elements and have associated fluid density, energy and velocity
(x,y,z) data values and has over 75 million tetrahedra. The results are presented in figures
9.18 and 9.19. Similar results are achieved using the real data as performance is best around
the 5x5x5 and 6x6x6 in-memory partitioning.
In determining an efficient coarseness, there is a tradeoff between the size of the
partition element and the number of cells that span partition boundaries. From our results,
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Figure 9.18. Effects of varying in-memory partitioning using LRU with the merged real data
file
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Figure 9.19. Effects of varying in-memory partitioning by applying IAP to real data
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an efficient number of cells per in-memory partition is around n = 300...400 cells when using
LRU caching. This is the point where we find the best tradeoff between all of the competing
factors, such as the granularity of the partitioning, the cost of dereferencing borrowed cells,
and loading required owner partitions. Dereferencing the borrowed cells involves loading the
owner partition from disk in order to access the data values associated with the borrowed
cell from the owner partition.
The same value for n performs well for IAP, but we can get additional gains by
choosing a finer grid if we know that IAP will be used. In either case, it is easy to experimentally determine n. In the distributed case, we envision being able to tune n to the
storage hardware.

9.3

Varying In-Memory partitioning configuration

Based on our results from the previous section that gives us an idea of the efficient number
for n which is the number cells per in-memory partitioning. We proceed to verify equation 3
and vary the in-memory partitioning configuration from a cubic partitioning to the different
shapes shown in figure 3.10 while maintaining n = 300...400. For clarity, we refer to the
shapes in figures 3.10b, 3.10c and 3.10d as wide, tall and deep respectively.
The results shown in figures 9.20, 9.21 and 9.22 are obtained using a disk level partitioning 10x10x10. The data is accessed using the LRU cache described in section 6.2. The
in-memory partitioning configurations used in figure 9.20 generates a wide shaped in-memory
partition element. We derived the ideal in-memory partitioning for this case using equation
5.3 while maintaining the wide shaped in-memory partitioning. This results in a partitioning
configuration 12x6x3. We vary this partitioning configuration by making it more coarse and
fine grained and the best results are observed when partitioning configuration 12x6x3 is used
in both ordering {0, 1, 2} and {2, 1, 0}.
Similarly, using equation 5.3, we derive in-memory partitioning configurations 6x12x3
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and 5x5x9 for the tall and wide shaped in-memory partition elements and the results are
as shown in figures 9.21 and 9.22 respectively. The partitioning configurations are varied to
create coarser and finer grained partition elements of the same shape. The best results are
observed with the partitioning configurations derived using equation 5.3 using 6x12x3 for the
tall shaped and around 5x5x9 for the deep shaped in-memory partitioning configurations.

LRU Cache WIDE
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13x7x4
14x8x5
In-core Partitioning
Ordering (2, 1, 0)

Figure 9.20. Varying in-memory partitioning that creates a wide shaped in-memory partition
element. n = 300...400 when in-memory partitioning is 12x6x3

When use IAP using the same configurations, our results are shown in figures 9.23,
9.24 and 9.25.
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Figure 9.21. Varying in-memory partitioning that creates a tall shaped in-memory partition
element. n = 300...400 when in-memory partitioning is 6x12x3
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Figure 9.22. Varying in-memory partitioning that creates a deep shaped in-memory partition
element. n = 300...400 when in-memory partitioning is 5x5x9
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Figure 9.23. Varying in-memory partitioning that creates a wide shaped in-memory partition
element and applying IAP. n = 300...400
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Figure 9.24. Varying in-memory partitioning that creates a tall shaped in-memory partition
element and applying IAP. n = 300...400
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Figure 9.25. Varying in-memory partitioning that creates a deep shaped in-memory partition
element and applying IAP. n = 300...400
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9.4

Declustered Results

We perform similar tests and apply the DM declustering mechanism to access partition
elements in parallel using IAP. We use a 10x10x10 partitioning configuration for the disk
level partitioning and map the partition elements to 5 disks. From the insights gained by
the previous in-memory partitioning tests, we vary the in-memory partitioning used for the
declustering mechanism using a larger interval between tests. The results when we apply
the declustering mechanism using ordering {0,1,2} and ordering {2,1,0} is shown in figure
9.26. The shape of the graph demonstrates that there is a sweet spot based on the tradeoffs
of using both extremes of the partitioning.
We compare our declustering results which prefetches partition elements into an IAP
cache with the results of accessing separate partitioned files on a single disk. Our results using
a row wise and column wise access pattern are presented in figures 9.27 and 9.28 respectively.
Table 9.7 shows the speedup values derived from using the declustered mechanism.

Declustered Speedup
Subgrid
ISBounds
Ordering {0, 1, 2}
Ordering {2, 1, 0}

2x2x2 5x5x5 8x8x8 11x11x11
2.78
3.51

2.07
2.06

2.18
2.13

3.58
4.97

Table 9.7. Speedup Results using declustered IAP

The declustering results show a speed up of 2.06 in the worst case and 4.97 speed up
in the best case, which is nearly equal to the number of disks we access in parallel. Overall,
we significantly improve the access time of unstructured grids residing on multiple disks
while varying the granularity of the in-memory partitioning.
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Figure 9.26. Declustered Result using 10x10x10 disk level partitioning and varying the inmemory partitioning
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Figure 9.27. Reorganized Files compared with Declustered IAP Result using row wise access
pattern (Ordering {0,1,2}) and varying the in-memory partitioning while disk level partitioning is kept constant
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Figure 9.28. Reorganized Files compared with Declustered IAP Result using column wise
access pattern (Ordering {2, 1, 0}) and varying the in-memory partitioning while disk level
partitioning is kept constant
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CHAPTER 10
RELATED WORK
Our work involves two main phases. The first phase involves reorganizing the unstructured
grid while maintaining the neighborhood relationship that exists between the vertices of the
dataset and improving the file representation on disk. The second phase entails fast retrieval
of data from disk using advanced knowledge of the user’s access pattern. The rest of this
section describes the related work in these areas.
A lot of research work has gone into handling large data and solving issues relating
to storage and retrieval of spatial data. However, much of the existing literature have been
focused on large multidimensional array data [60, 66]. Data storage and reorganization to
facilitate faster retrieval is an important factor when dealing with unstructured grids. As
the data grows bigger than memory, the partitioning of the data while maintaining the
neighborhood relationship between sample points of the dataset is desirable. Past work by
Ueng et al [72], Lindstrom and Pascucci [36], and Childs et al [20] have developed out-ofcore approaches for visualization of large datasets. However, some of these approaches are
limited due to their on–demand approach to data retrieval. In recent work by Kumar et
al [32], they develop a format for fast access to multi-dimensional scientific datasets and
parallelizing it to further improve performance. They perform some data reorganization to
assist with analysis and visualization. Other work by Ross and Sitaridi [58] propose a method
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for accessing multidimensional data with a partitioned blockmap index, using a bitmap to
achieve minimal space overhead. This work tends to map a bit to a grid which can then
be loaded into memory for mapping purposes. However, this approach assumes the data is
present in memory and bandwidth is not an issue.

10.1

Spatial Partitioning for Regular Data

Data partitioning is a popular technique used to improve performance when working with
very large data sets that will not fit in a single machines memory. Some techniques used in
partitioning unstructured grids have stemmed from some of the ideas used to partition large
regular datasets. Sarawagi and Stonebraker [63] presents methods for configuring chunking,
in which data which is nearby in the domain is stored together in chunks on disk. The work by
Rotem and Otoo [59, 47] presents and analyzes models for chunking of large multidimensional
arrays and provide exact solutions for configuring chunking methods presented by Sarawagi
and Stonebraker [63]. Lofstead et al. [39] discussed several reading patterns for large scale
I/O. They describe a log based storage approach that organizes data into chunks called data
districts that facilitates parallel reading and writing of data to and from storage respectively.
These past work are however focused on regular data. Tian et al. [67] propose a two-level
data reorganization approach similar to what we do, called Smart-IO that improves the
retrieval of multidimensional scientific data. The first level divides the data into data chunks
of different sizes, while the second level involves data reordering and placement based on a
space filling curve. Smart-IO should be applicable to unstructured grids if the chunking it
depends upon is extended to handle the special challenges of unstructured grids. Indeed,
our own work attempts to make methods first developed for regular data applicable to
unstructured grids by addressing these special challenges at the partitioning level.
The disadvantage of such methods that handle multidimensional regular data partitioning is that they may not be easily applied to unstructured grids because of cells that
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span partition boundaries and the neighborhood effect of unstructured grids in the data
space and in the underlying one dimensional file space.
Partitioning large multidimensional arrays has been extensively studied [63, 59, 47,
60, 66]. A large part of the existing work have handled approaches that can be categorized
under disk level partitioning. Recent work by Ross and Sitaridi [58] propose a method
for accessing multidimensional data with a partitioned blockmap index, using a bitmap to
achieve minimal space overhead. Lofstead et al. [39] discussed several reading patterns for
large scale I/O. They describe a log based storage approach that organizes data into chunks
called data districts that facilitates parallel reading and writing of data to and from storage
respectively.
Our past work [9] focused on disk level partitioning and providing efficient storage
and retrieval mechanism for unstructured grids. We investigated prefetching of unstructured
grid from a single disk perspective. In memory partitioning of multidimensional data [77, 11]
has been researched but most of the work has been done at the hardware level to improve
performance. Cignoni et al. [21] present an out-of-core approach for mesh simplification. In
order to improve memory representation, approaches such as iterative improvement [80] and
other forms of multilevel partitioning [62, 33, 44] are used.

10.1.1

Data Storage

The manner in which data is stored on disk is an important factor when dealing with spatial
datasets. The column–oriented approach for data storage has been a topic of significant
research. Tools such as Fastbit [79] and other database management systems such as Vertica
[6], Amazon Redshift [1] and Sybase IQ [42] all use this approach. The work by Harizopoulos
et al [28] proposes a column based approach for data storage as opposed to a row storage. By
prefetching the data, they recorded better disk bandwidth performance, and columns that
are not needed can be skipped, thereby improving bandwidth. This approach is used for
relatively small grid files and will require some modifications in order to be applied to large
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unstructured grids. Alagiannis et al [12] present an adaptive storage and access pattern that
responds to a query. Although this approach can be leveraged for extremely large datasets,
it has not been applied to unstructured grids. The work by Papadomanolakis et al. [49]
implement a reorganization method that reorders the simplices just like we do, but they use
a space filling curve to reorder the simplices in the data file and uses a modified breadth
first search to locate desired simplices. The space filling curve improves locality of access
very significantly, but does not directly provide a mechanism for reading subsets of the data
file. Such functionality is more easily provided by reorganization methods that partition
simplices into chunks that are stored together on disk. With this in mind, mesh partitioning
has been an important research topic for many years [30]. Partitioning unstructured grid is
complicated by cells that span partition boundaries. Data associated with such cells may be
duplicated among several partitions, but at the expense of extra storage.

10.2

Data Retrieval

Prefetching and caching methods have been investigated for years [51, 74, 18] and has long
been used to speed up execution both at the system and application level. Over the years, the
computing community have tried to improve system throughput by integrating prefetching
into hardware and software systems [23, 16]. The filesystem cache also prefetches pages
following an explicitly accessed page in the hope that the prefetched page will be accessed
next and reads to disk will be reduced. However, filesystem prefetching will increase the
number of inappropriate pages loaded when the user does not proceed through the file in the
manner the filesystem predicts, which degrades performance. However, these approaches do
not readily lend themselves to spatial data because they view the dataset as one-dimensional,
missing important neighborhood relationships available in an n-dimensional view of the
dataset. Iteration Aware Prefetching (IAP), first described in [56] is unusual both because
it maintains a spatial view of the data, and because it uses advance knowledge of the access
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pattern expressed as an iterator.

10.3

Data Declustering

Spatial multidimensional declustering has been the focus of considerable research [17]. A
recent work by Rusu et al. [60] provides an extensive overview of array systems and declustering schemes. Some of the early work includes declustering based on hilbert curve [26],
disk modulo [45] and cyclic declustering [53]. In the area of multidimensional declustering,
Lo et al. [38] propose a scheme that is optimal in share nothing environments for partial
match queries. Li et al. [35] created a method that achieves optimum parallelism for high
range multidimensional data if the data distribution is uniform in each dimension. This is
not practical for unstructured grids and thus, not directly applicable to unstructured grids.
Most of the existing work on spatial data is focused on structured multidimensional datasets.
The work by Ray et al [54] presents a mechanism for declustering spatial data and speeding
up spatial join queries. The approach uses structured data stored in a relational database.
Recent work [71] in multidimensional and spatial data declustering takes advantage of the
query history to improve the declustering mechanism. Data replication across disks is however inherent in this approach.

93

CHAPTER 11
CONTRIBUTION
One of our main contributions is the reorganization of unstructured grids into partitions.
Access times required before reorganization were impractically large because reading data
for a certain region in the spatial data results to a considerable amount of hopping around on
disk. We reorganize the data and merge the resulting files to improve the locality of reference
within the one dimensional file. Even without the merging step, preliminary testing shows
that the improvement in locality provided by partitioning the dataset into cell groups brought
traversal times into feasible range, from more than half a day down to an hour and a half.
Different specialized tools have been developed for handling big data. However, available tools don’t take advantage of some characteristics of the data such as the size and
location, to create unique access and storage pattern for the data. The HDFS file system
[15] used in Hadoop [78] for example, is more concerned about data availability and uses
replication to achieve this feat. We are more concerned with preventing unnecessary duplication and improving data retrieval performance. We could choose to add replication for
enhanced availability on top of our existing mechanism, if desired.
We create a mechanism for efficiently storing and retrieving data and characterize the
memory cost and the performance. This helps answer important questions such as; Given
a storage cost (overhead) a user is willing to pay, what is the best performance that can be
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achieved?
Conceptual inputs and outputs are shown below:
Inputs:
• Storage Overhead
• Access Pattern
Outputs:
• Performance
• Partitioning
Our main contributions are:
1. We dramatically enhance I/O performance with unstructured meshes ( a.k.a grids).
2. Improve locality of reference by reorganizing large files using the rod storage model for
unstructured grids.
3. Efficiently handle simplices that span chunk boundaries without duplicating data values.
4. Successfully apply a prefetching cache takes advantage of prior knowledge of the access
pattern and further improves performance.
5. We investigate the relationship between the partition size, the access pattern and the
size of available memory and the effects on the overall system performance.
6. We investigate in memory partitioning of unstructured grids and its effect on performance
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7. Successfully apply the Disk Modulo (DM) declustering mechanism to unstructured
grids and analyze the retrieval performance when we apply Iteration Aware Prefetching
(IAP)
8. Reduce retrieval costs and achieve efficient load balancing when using smaller partitions
by paying bandwidth costs once while performing parallel disk reads
9. We provide big data users with an efficient method for partitioning large unstructured
grids given a user specified access pattern
10. We create a mechanism that can predetermine the best way to partition a dataset for
optimal storage and retrieval performance.
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