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We investigate the analytical solution of a two-level system subject to a monochromatical, linearly
polarized external field that was published a couple of years ago. In particular, we derive an explicit
expression for the quasienergy. Moreover, we calculate the time evolution of a typical two-level
system over a full period by evaluating series solutions of the confluent Heun equation. This is
possible without invoking the connection problem of this equation since the complete time evolution
of the system under consideration can be reduced to that of the first quarter-period.
I. INTRODUCTION
There is hardly any nutshell-like model in theoretical physics which has been so successful in both explaining
experimental observations and providing ground-breaking conceptual insight as the two-level system exposed to a
linearly polarized time-periodic driving force. In the context of magnetic resonance, this system has led to the
development of the famous rotating wave approximation [1], and to the unambiguous identification of those effects
which are not covered by this approximation, such as the Bloch-Siegert shift [2]. The theoretical discussion and
experimental observation by Autler and Townes of the Stark effect exhibited by an effective two-level system in
rapidly varying fields [3] by now has matured into the understanding of the ac Stark shift of atomic and molecular
energy levels in intense laser fields. Applied to the problem of scattering of light by atoms, the driven two-level system
underlies the notion of the Mollow triplet [4, 5]. Shirley’s profound discussion of the solutions to the time-dependent
Schro¨dinger equation of a linearly driven two-level system [6], based on a systematic use of the Floquet theory for
differential equations with periodic coefficients [7, 8], already contains many elements which were encountered again
later when setting up the general framework of quasienergies and Floquet states for periodically time-dependent
quantum systems [9–13]. Indeed, a comprehensive exposition of the mathematics of the periodically driven two-level
system, and of its ramifications for laboratory physics, easily fills a textbook [14].
The recent discovery of closed analytical solutions for monochromatically driven two-level systems [15, 16] therefore
deserves particular attention. Unfortunately, these formal solutions are expressed in terms of confluent Heun functions,
which to physicists are far less familiar than the common hypergeometric functions or confluent hypergeometric
functions, say. Thus, it still remains necessary to explore in detail how the new Heun solutions lend themselves to a
deeper understanding of the actual physics, how known approximations can be recovered, and whether still unknown
relations can be found. The present work is intended as a first step in this direction.
The mentioned analytical solutions also hold for the cases where the angle between the constant field and the
linearly polarized one is arbitrary [15, 16]. These solutions bear on a transformation of the Schro¨dinger equation into
a special confluent Heun differential equation. This differential equation resembles the Razavy equation (A2) in [17]
that was derived in the context of soluble one-dimensional Schro¨dinger equations with a bistable potential. A similar
approach has been applied to the two-level system subject to a magnetic pulse [18–21] and to the quantum Rabi
problem [22–24]. In these papers also the general Heun equation has been employed, see [25] for a recent survey. In
the present context it is interesting that the latter reference [25] shows how to reduce the Schro¨dinger equation of the
Rabi problem with elliptic polarization to a general Heun equation (case III in [25]).
In this paper we will reconsider the analytical solution of the linearly polarized Rabi problem in detail and address
questions connected with the Floquet theory of this problem, namely the complete time evolution and the quasienergy
of the two-level system under consideration. Note that for this problem we have three physical parameters, the
frequency ω of the monochromatical driving, the Larmor frequency ω0 of the constant magnetic field and the amplitude
F of the linearly polarized field. The transformation t 7→ z = sin2 ωt2 , see (39), maps half the time period [0, T/2]
onto the range [0, 1] of the argument z of the confluent Heun function. This raises the question how to describe the
time evolution for the remaining part [T/2, T ]. We solve this question in section II where we will show that it is even
possible to reduce the time evolution to the first quarter-period. In particular, the full monodromy matrix can be
reduced to the “half-period monodromy” and further to the “quarter-period monodromy matrix.”
The solutions of the confluent Heun differential equation admit power series representations at the singular points
z = 0 and z = 1, resp., with a convergence radius of R = 1. It has been argued [16, 25] that the calculation of the
time evolution using confluent Heun functions would require both power series solutions and hence a procedure to
connect these two ones. As remarked in [25], this is exactly what mathematicians call the connection problem for
solutions of second order equations. In contrast, we have found that it is not necessary to resort to the connection
2problem in order to calculate the time evolution and the quasienergy. The relevant auxiliary quantities r and α can
already be determined by the quarter-period monodromy matrix that can in turn be expressed in terms of confluent
Heun functions at the value z = 1/2. We thus obtain an explicit analytical expression for the quasienergy of the
driven two-level system in terms of two Heun functions, see section IV. This expression can be evaluated and shown
to satisfactorily approximate the numerically determined quasienergy in the domain of ω > 3/128. For smaller values
of ω certain parameters for the involved confluent Heun functions become too large and these functions cannot longer
be accurately evaluated by truncations of their series expansions although we are still in the domain of convergence.
It is, however, possible to devise approximate solutions of the Schro¨dinger equation and corresponding expressions of
the quasienergy that hold in the adiabatic limit ω → 0, see, e. g. , [26], but this topic will not be further treated in the
present paper. The other limit ω0 → 0 leads to a well-known approximation of the quasienergy valid for a relatively
small constant field component that has been used in various applications, see section IVA. We will re-derive this
approximation directly from the analytical expression for the quasienergy and the corresponding limit solutions of the
confluent Heun equation. Further, the time evolution of the two-level system is analytically calculated for an example
in section V and shown to agree with the numerical result. We close with summary and outlook in section VI.
II. FLOQUET THEORY AND TIME EVOLUTION OF THE RPL
The Rabi problem with linear polarization (RPL) is defined by the Hamiltonian
H(τ) =
1
2
(
f sin τ ν
ν −f sin τ
)
. (1)
Here τ = ω t denotes the dimensionless time, ω being the frequency of the driving field into z-direction, F = f ω
its amplitude and ω0 = ν ω the Larmor frequency of the constant magnetic field into x-direction. The dimensionless
period is always T ω = 2π. The chosen form of H(τ) follows [16] and turns out to be most convenient for the following
calculations. According to Floquet theory, the general solution of the corresponding Schro¨dinger equation (~ = 1)
i
d
dτ
ψ(τ) = H(τ)ψ(τ) (2)
can be written as
ψ(τ) =
2∑
n=1
an un(τ) e
−i ǫn τ , (3)
with time-independent coefficients an, Floquet solutions un(τ) e
−i ǫn τ , un(τ) being 2π-periodic, and the dimensionless
quasienergies ǫn satisfying ǫ1 + ǫ2 = 0, see, e. g., [26] or [27]. Sometimes it will be necessary to also consider the
quasienergy in full physical dimensions that will be denoted by
E ≡ ~ω ǫ . (4)
In general, the unitary evolution matrix U(τ, τ0) is defined as the solution of
i
d
dτ
U(τ, τ0) = H(τ)U(τ, τ0) (5)
satisfying the initial condition
U(τ0, τ0) = 1 . (6)
For the two-level system the first column of U(τ, τ0) can be viewed as a solution ψ(τ) =
(ψ1(τ)
ψ2(τ)
)
of (2) satisfying the
initial condition ψ(τ0) =
(
1
0
)
. The second column of U(τ, τ0) then is necessarily another solution ψ˜(τ) of (2) orthogonal
to ψ(τ) and satisfying the initial condition ψ˜(τ0) =
(
0
1
)
. This uniquely determines the form of the evolution matrix to
U(τ, τ0) =
(
ψ1(τ) −ψ2(τ)
ψ2(τ) ψ1(τ)
)
, (7)
without using the special form of the Hamiltonian (1). The overline indicates complex conjugation. It follows that
the eigenvalues of the “monodromy matrix ” U(τ0 + 2π, τ0) are of the form e
−2π i ǫn and hence the quasienergies can
3be obtained by diagonalizing the monodromy matrix, taking into account that the ǫn are only defined up to additive
integers.
Now we take into account the special form (1) of the Hamiltonian and set τ0 = 0 such that the monodromy matrix
is written as U(2π, 0). The graph of the sin-function that appears in the Hamiltonian (1) admits an infinite symmetry
group G that is generated by the symmetries
sin(π + τ) = − sin(τ) , (8)
and
sin(−τ) = − sin(τ) . (9)
For example, (8) and (9) imply
sin(π − τ) = − sin(−τ) = sin(τ) . (10)
Obviously, G operates in a natural manner on the set of solutions of the Schro¨dinger equation (2) by means of
(anti-)unitary operators. First, we note that according to the transformation (8) the Schro¨dinger equation (2) is
invariant under the combined operation
T˜ :
 T =
(
0 1
1 0
)
τ 7→ π + τ
, (11)
since after the time translation τ 7→ π + τ the system feels the same magnetic field up to the sign change f 7→ −f
that is, however, exactly compensated by the transposition T . This invariance implies
U(π + τ, π) = T U(τ, 0) T , (12)
and hence the time evolution in the second half-period is completely determined by the time evolution in the first
one. This is relevant for the following sections since the transformation to the confluent Heun equation only holds for
the first half-period. In particular,
U(2π, π) = T U(π, 0) T . (13)
Further we conclude
U(2π, 0) = U(2π, π)U(π, 0) (14)
(13)
= (T U(π, 0) T ) U(π, 0) (15)
= (T U(π, 0))2 . (16)
Hence the monodromy matrix U(2π, 0) is completely determined by the “half-period”monodromy U(π, 0). This result
resembles an argument in the appendix of [27] used to reduce the effort of the numerical computation by a factor of
two. Especially the quasienergies can be obtained as twice the argument of the eigenvalues of T U(π, 0) divided by
the period 2π. The latter is the matrix U(π, 0) with transposed rows.
Second, according to (10) the Schro¨dinger equation (2) is also invariant under the combined operation
C˜ :
{
τ 7→ π − τ
complex conjugation
, (17)
since after the time reflection τ 7→ π − τ the system feels the same magnetic field as before. This invariance implies
U(0, π) = U(π, 0) . (18)
On the other hand, U(0, π) is the inverse (adjoint) of U(π, 0), hence both matrices must be symmetric. Taking into
account the special form (7) of evolution matrices for two-level systems, it follows that the anti-diagonal elements of
U(π, 0) must be purely imaginary, i. e. ,
U(π, 0)12 = U(π, 0)21 = i r, r ∈ [−1, 1] , (19)
4and hence U(π, 0) has the form
U(π, 0) =
( √
1− r2 eiα i r
i r
√
1− r2 e−iα
)
, (20)
with some phase factor eiα, α ∈ [0, 2π). The eigenvalues δ± of
T U(π, 0) =
(
i r
√
1− r2 e−iα√
1− r2 eiα i r
)
(21)
are δ± = i r ±
√
1− r2, independent of α. From the above considerations it follows that the quasienergies are
ǫ± = ± 1
π
arcsin r . (22)
Hence it suffices to know the function r = r(f, ν) in order to calculate the quasienergies. Note further that (16) and
(21) yield the following form of the monodromy matrix
U(2π, 0) =
(
1− 2r2 2 i r√1− r2 e−iα
2 i r
√
1− r2 eiα 1− 2r2
)
. (23)
A further consequence of the invariance (17) is the following equation:
U(
π
2
, 0) = U(
π
2
, π) = U(π,
π
2
)−1 = U(π,
π
2
)⊤ , (24)
where ⊤ denotes the transposed matrix. It follows that the half-period monodromy matrix can already be obtained
from the “quarter-period”monodromy by
U(π, 0) = U(π,
π
2
)U(
π
2
, 0)
(24)
= U(
π
2
, 0)⊤ U(
π
2
, 0) . (25)
Let us write
U(
π
2
, 0) =
(
a −b
b a
)
, (26)
where a ≡ ψ1(π2 ) and b ≡ ψ2(π2 ). Then it follows that
U(
π
2
, 0)⊤ U(
π
2
, 0) =
(
a b
−b a
) (
a −b
b a
)
=
(
a2 + b2 −ab+ ba
−ba+ ab a2 + b2
)
(27)
(25)(20)
=
( √
1− r2 eiα i r
i r
√
1− r2 e−iα
)
. (28)
Comparison of the matrix elements of (27) and (28) yields the auxiliary quantities r and α in terms of the quarter
period data:
r = 2 Im(a b) = 2 Im
(
ψ1
(π
2
)
ψ2
(π
2
))
, (29)
α = arg
(
a2 + b2
)
= arg
(
ψ1
(π
2
)2
+ ψ2
(π
2
)2)
. (30)
Finally we will show that the time evolution in the first half-period can be reduced to the first quarter-period. In
fact, the invariance of the Schro¨dinger equation under (17) implies
U
(π
2
+ τ,
π
2
)
= U
(π
2
− τ, π
2
)
= U
(π
2
,
π
2
− τ
)⊤
. (31)
5Further we conclude
U
(π
2
+ τ, 0
)
= U
(π
2
+ τ,
π
2
)
U
(π
2
, 0
)
(32)
(31)
= U
(π
2
,
π
2
− τ
)⊤
U
(π
2
, 0
)
(33)
=
(
U
(π
2
, 0
)
U
(
0,
π
2
− τ
))⊤
U
(π
2
, 0
)
(34)
= U
(
0,
π
2
− τ
)⊤
U
(π
2
, 0
)⊤
U
(π
2
, 0
)
(35)
= U
(π
2
− τ, 0
)
U
(π
2
, 0
)⊤
U
(π
2
, 0
)
(36)
(25)
= U
(π
2
− τ, 0
)
U (π, 0) . (37)
Together with (12) this means that the time evolution of the RPL can be completely reduced to the time evolution in
the first quarter-period. This is important for the following sections since the calculation of confluent Heun functions
corresponding to the time evolution in the first quarter-period is especially simple.
III. SCHRO¨DINGER EQUATION AND CONFLUENT HEUN EQUATION (CHE)
Following [15, 16] we will transform the Schro¨dinger equation (2) in the following way. First, we consider the second
derivative of ψ1(τ) and, after eliminating ψ2(τ), obtain
d2
dτ2
ψ1(τ) +
(
i
f
2
cos τ +
1
4
f2 sin2 τ +
1
4
ν2
)
ψ1(τ) = 0 . (38)
ψ2(τ) satisfies a similar second order equation that need not be considered here. Passing to a second order equation
enlarges the solution space, but this is harmless as far as the initial conditions for (38) are chosen according to the
first order Schro¨dinger equation (2). Next we consider the transformation
z(τ) = sin2
τ
2
=
1
2
(1− cos τ) , (39)
restricted to a bijective C∞–map z : [0, π]→ [0, 1], and the function y : [0, 1]→ C defined by
y(z(τ)) = exp (−i f z(τ))ψ1(τ) . (40)
It is straightforward to transform (38) into a linear second order differential equation for y(z):
0 =
d2
dz2
y(z) +
(
1
2z
+
1
2(z − 1) + 2 i f
)
d
dz
y(z) +
(
i f (2z − 1)− ν
2
4
)
y(z)
z(z − 1) .
(41)
It has the form of a confluent Heun equation (CHE), see, e. g., [28], 31.12.1,
0 =
d2
dz2
y(z) +
(
1− µ0
z
+
1− µ1
z − 1 + a
)
d
dz
y(z)
+
(
1
2
(1− µ0)(1 − µ1) + a
2
((1− µ0)(z − 1) + (1− µ1)z) + b0 + b1z
)
y(z)
z(z − 1) ,
(42)
where the five complex parameters µ0, µ1, a, b0, b1 are functions of the two physical parameters f, ν:
µ0 = µ1 =
1
2
(43)
a = 2 i f (44)
b0 = −1
8
(
4 i f + 2 ν2 + 1
)
(45)
b1 = i f . (46)
6Here and in what follows we will stick closely to the notation of [29] in order to facilitate the comparison of equations.
Usually, the dependence on the five parameters will be suppressed with the exception of µ ≡ (µ0, µ1). The CHE has
two regular singular points at z = 0 and z = 1 (and an irregular singular point at z = ∞). It is possible to devise
power series solutions around z = 0 and z = 1 that, following [29] (except for a factor), will be written as:
η0(z,µ) =
∞∑
k=0
τ0k (µ) z
k , (47)
and
η1(z,µ) =
∞∑
k=0
τ1k (µ) (1− z)k . (48)
The radius of convergence of both series is R = 1. We set τ00 = 1 which implies
η0(0,µ) = 1 . (49)
Both sets of coefficients satisfy three-term recurrence relations, see [30] or [16], together with the initial values
τ0−1 = 0 and τ
0
0 = 1. Here we explicitly only mention those for τ
0
k (µ) where µ = (
1
2 ,
1
2 ) or µ = (− 12 , 12 ) since the other
ones are not needed in this paper:
µ =
(
1
2
,
1
2
)
: τ0k+1 =
−4if(2k+ 1) + 4k2 − ν2
2(k + 1)(2k + 1)
τ0k +
8ifk
2(k + 1)(2k + 1)
τ0k−1, (50)
µ =
(
−1
2
,
1
2
)
: τ0k+1 =
4(k + 1)(k − 2if)− ν2 + 1
2(k + 1)(2k + 3)
τ0k +
2if(2k + 1)
(k + 1)(2k + 3)
τ0k−1 . (51)
In particular,
τ01
(
1
2
,
1
2
)
= −ν
2
2
− 2 i f . (52)
It is crucial to distinguish between global solutions of the CHE (42) and local series representations as (47) and
(48). In order to simplify the presentation ηn(z,µ), n = 0, 1 will also denote appropriate analytical continuations
of the corresponding series representations (47) and (48). According to [29] there exist two fundamental systems of
global solutions, denoted by (y01, y02) and (y11, y12), that are holomorphic at least in the common domain
H ≡ C\ ((−∞, 0] ∪ [1,∞)) , (53)
i. e. , in the complex plane with two cuts ending at the singular points z = 0 and z = 1. We remark that the authors
of [29] consider a smaller domain since they assume a more general differential equation than the CHE that might
have additional singular points. However, for the CHE the domain H is appropriate, see [30], where H is further
extended into a Riemannian surface. The fundamental systems are defined by:
y01 ≡ η0(z, µ0, µ1), (54)
y02 ≡ zµ0 η0(z,−µ0, µ1), (55)
y11 ≡ η1(z, µ0, µ1), (56)
y12 ≡ (1− z)µ1 η1(z, µ0,−µ1) . (57)
Hence y01 is also holomorphic in the open unit disc with center z = 0 that exceeds H, analogously y11 for z = 1. In
contrast, y02 is the product of a holomorphic function with, in our case, the factor
√
z and hence has a branch point
at z = 0, analogously for y12 at z = 1.
Since we have reduced the time evolution of the RPL to the first quarter-period in section II which corresponds to
the interval z ∈ [0, 12 ] for the arguments of the Heun functions, it will suffice to consider the first fundamental system
(y01, y02) that can be expressed through the Heun functions η0(z,µ) given by the series representation (47). We will
not need to switch to (y11, y12) and hence need not consider the corresponding connection problem, see [29, 30].
7IV. CALCULATION OF THE QUASIENERGY
We reconsider the solution ψ(τ) of the Schro¨dinger equation (2) subject to the initial condition ψ1(0) = 1 and
ψ2(0) = 0. Let Y (z(t)) = exp(−ifz((τ))ψ1(τ) be the corresponding solution of the CHE according to (40). It satisfies
Y (0) = 1 and its derivative is given by
dY
dz
= −i f Y (z) + exp(−i f z)
dψ1
dτ
dz
dτ
. (58)
For τ → 0 both expressions dψ1dτ = −i f2 sin τ ψ1 − i ν2ψ2 and dzdτ = 12 sin τ vanish and we have to calculate the limit of
(58) by L’Hospital’s rule. After some elementary calculations we thereby obtain
dY (0)
dz
= −2 i f − ν
2
2
. (59)
Comparison with (52) yields
Y (z) = η0
(
z,
1
2
,
1
2
)
= y01(z) , (60)
and hence
ψ1(τ) = exp(ifz(τ)Y (z(t)) = exp
(
if sin2(τ/2)
)
η0
(
sin2(τ/2),
1
2
,
1
2
)
, (61)
for t ∈ [0, π) according to the convergence domain of the power series for η0.
Next we consider U(τ, 0)21 = ψ2(τ), see (7), and will determine its initial conditions. By assumption, ψ2(0) = 0
and due to the Schro¨dinger equation (2), dψ2(0)dτ = −i ν2ψ1(0) = −i ν2 . Recall that the second column of U(τ, 0) is a
second solution ψ˜(τ) of (2) that is determined by ψ(τ) via (7) and hence satisfies
ψ˜1 = −ψ2 : (62)
This implies that ψ˜(τ) has the initial values ψ˜1(0) = −ψ2(0) = 0 and
dψ˜1(0)
dτ
= −dψ2(0)
dτ
= −i ν
2
. (63)
Let Z(z(τ)) = exp(−ifz(τ))ψ˜1(τ) be the corresponding solution of the CHE according to (40). It satisfies Z(0) = 0
and its derivative is given by
dZ
dz
= −i f Z(z) + exp(−i f z)
dψ˜1
dτ
dz
dτ
. (64)
In the limit τ → 0 the derivative dZdz diverges since dψ˜1dτ assumes a finite value but dzdτ = 12 sin τ vanishes. Being a
solution of the CHE, Z must be a linear combination of the fundamental system (y01, y02), Z = λ1 y01 + λ2 y02. It
follows that 0 = Z(0) = λ1 y01(0) + λ2 y02(0) = λ1, using (54), (55) and (49), and hence λ1 = 0. This in turn implies
ψ˜1(τ) = λ2 exp(ifz) y02(z) = λ2 exp(ifz)
√
z η0
(
z,− 12 , 12
)
. To determine λ2 we consider
dψ˜1
dτ
=
dz
dτ
d
dz
(
λ2 exp(ifz)
√
z η0
(
z,−1
2
,
1
2
))
(65)
=
1
2
sin τ
(
i f ψ˜1(τ) + λ2 exp(ifz)
1
2
√
z
η0
(
z,−1
2
,
1
2
)
+ λ2 exp(ifz)
√
z
dη0
(
z,− 12 , 12
)
dz
)
. (66)
In the limit τ → 0 only the second last term of (66) survives and yields
lim
τ→0
dψ˜1
dτ
= lim
τ→0
1
2
λ2 exp(ifz(τ)) cos
τ
2
η0
(
z(τ),−1
2
,
1
2
)
(49)
=
λ2
2
. (67)
8Comparison with (63) yields
λ2 = −i ν , (68)
and hence
ψ˜1(τ) = −i ν exp(ifz(τ)) η0
(
z(τ),−1
2
,
1
2
)
, (69)
or, according to (62),
ψ2(τ) = −i ν exp(−if sin2(τ/2)) η0
(
sin2(τ/2),−1
2
,
1
2
)
, (70)
for τ ∈ [0, π).
Next, we choose the special value τ = π2 corresponding to z(τ) =
1
2 and insert (61) and (70) into (29) and (30).
Further we will use the following abbreviations
η++ ≡ η0
(
z,
1
2
,
1
2
)∣∣∣∣
z= 1
2
, (71)
η−+ ≡ η0
(
z,−1
2
,
1
2
)∣∣∣∣
z= 1
2
, (72)
where the dependence on the physical parameters f and ν is usually suppressed. After some elementary transforma-
tions we then obtain the following expressions for the auxiliary quantities
r = −
√
2 ν Re
(
eif η++ η−+
)
, (73)
α = arg
(
eif η2++ −
ν2
2
e−if η−+
2
)
. (74)
In view of (23) this yields the following explicit expression for the dimensionless quasienergies
± ǫ(f, ν) = ∓ 1
π
arcsin
(√
2 ν Re
(
eif η++(f, ν) η−+(f, ν)
))
. (75)
In Figure 1 we have plotted the quasienergy E , see (4), as a function of the three scaled positive variables ω0, ω
and F subject to the constraint ω0 + ω + F = 1 that can be represented by the points of an equilateral triangle, see
[26]. We will shortly explain this representation. The domain of arguments ω0, ω and F of the quasienergy E is the
positive octant P of R3 and a representation of the graph of E would be impossible in three dimensions. But we can
exploit the fact that E is a positively homogeneous function, i. e. ,
E(λω0, λ ω, λF ) = λ E(ω0, ω, F ) (76)
for all λ > 0. Hence it suffices to represent the graph of E for a two-dimensional section of P . As such a section
we choose the intersection of P with the plane defined by ω0 + ω + F = 1, which is just the equilateral triangle
mentioned above. It turns out that the series representation of the confluent Heun functions that enter into (75) is
not sufficiently accurate if the values of ν = ω0ω and f =
F
ω are too large, that means for too small ω. This cannot
be fixed by increasing the number of terms used to approximate the series. Hence we proceeded as follows: First we
have divided the equilateral triangle of scaled variables uniformly into smaller triangles and chosen 32, 385 points in
the interior where the quasienery has been calculated by numerically solving the Schro¨dinger equation. Then we have
chosen a subset of 30, 876 points where the scaled frequency satisfies ω > 3/128. For the points of this subset the
quasienergy has been calculated by using the exact formula (75) and N = 100 terms of the two series involved. It
turns out that the maximal deviation between the two values of the quasienergy calculated as described is smaller than
1.3× 10−4. Hence this deviation is not visible in Figure 1. However, this result shows that it might be advantageous
to use analytical approximations for the quasienergy that are valid in the adiabatic limit ω → 0.
Finally we note that the function E(ω0, ω, F ) gives rise to an infinite variety of derived quasienergy branches of the
form
± E(ω0, ω, F ) + n ~ω, n ∈ Z , (77)
see Figure 2. This corresponds to the choice of different branches of the arcsin-function in (75) for even n. The cases
of odd n are obtained as a consequence of the equation sin(π ǫ + π) = sin(−π ǫ).
9FIG. 1: The quasienergy E as a function of the scaled variables ω0, ω and F subject to the constraint ω0 + ω + F = 1. At the
vertices of the basic triangle the marked variable has the value 1 and the remaining two variables vanish. The black dots are
calculated by numerically solving the Schro¨dinger equation (2). The colored graph of E is calculated by using the analytical
form (75).
A. The limit of the quasienergy for ω0 → 0
In the limit ω0 → 0 the Schro¨dinger equation can be solved in linear order with respect to ω0. The quasienergy
then is obtained as
E = ~ω0
2
J0
(
F
ω
)
+O(ω30) , (78)
where J0 denotes the Bessel function of zeroth order; see, for example, Ref. [26] for a systematic derivation. This
approximation, which was known already to Shirley (see Eq. (27) in Ref. [6]) is of substantial practical importance.
It explains, among other things, the effective quenching of the level splitting of the dressed ground-state doublet
in a periodically driven symmetric double well, and can easily be generalized to describe the narrowing of tightly
bound Bloch bands in lattice potentials under the action of strong time-periodic forcing [31]. The latter effect has
been exploited recently in a number of experiments performed with ultracold atoms in periodically driven optical
lattices [32–37], having become a key instrument of Floquet engineering. Therefore, it is of particular interest to
derive this result directly from the explicit representation (75).
To this end we have to calculate the values of η++(f, ν) and η−+(f, ν) that occur in (75) in the limit ν → 0. For
ν = 0 the CHE (41) assumes the form
0 =
d2
dz2
y(z) +
(
1
2z
+
1
2(z − 1) + 2 i f
)
d
dz
y(z) + i f (2z − 1) y(z)
z(z − 1) . (79)
This differential equation admits the special solution Y (z) = e−2 i f z with the initial conditions Y (0) = 1 and dY (0)dz =−2 if . Comparison with (59) shows that Y is the limit ν → 0 of the first fundamental solution y01 of the CHE and
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FIG. 2: Various branches of the quasienergy derived from E(ω) according to (77) where we have chosen F = 1/2 and ω0 = 1.
The blue curves have been calculated by using (75) and a series truncation of N = 100 terms. Then, for example, the dark
yellow curves are obtained from the blue ones by adding the linear function ω to −E(ω), the green curves by ω + E(ω), etc. .
The inset demonstrates the avoided level crossing between two branches in the neighbourhood of the resonance frequency
ω
(2)
res ≈ 0.355776 that is hardly visible in the original graphics.
hence
η++(f, 0) = Y
(
1
2
)
= e−i f . (80)
In order to calculate η−+(f, 0) we transform the differential equation (79) according to
y(z) = e−2 i f z w(z) (81)
into
0 = 2(z − 1)zw′′(z) + (−4 ifz2 + (2 + 4if)z − 1)w′(z) . (82)
By separation of variables we obtain its general solution
w(z) = A+B
∫
e2 ifz√
(1− z)z dz , (83)
with integration constants A,B. The choice A = 1, B = 0 reproduces the above solution Y (z). The choice A =
0, B = 1 gives the second fundamental solution of (79). Since we have to evaluate it at z = 12 we are lead to the
integral
I(f) ≡
∫ 1/2
0
e2 ifz√
(1− z)z dz (84)
=
∞∑
n=0
(2 if)n
n!
∫ 1/2
0
zn√
(1− z)z dz (85)
=
∞∑
n=0
(2 if)n
n!
B 1
2
(
n+
1
2
,
1
2
)
(86)
=
1
2
πei f (J0(f)− iH 0(f)) , (87)
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FIG. 3: The first component ψ1(τ ) = u1(τ ) + i v1(τ ) of the solution (95) of the Schro¨dinger equation for f = 1/2, ν = 1 and
τ ∈ [0, 2pi] calculated by different methods. The blue curve shows u1(τ ) and the dark yellow one v1(τ ), obtained by numerically
solving the Schro¨dinger equation. The dotted curves are calculated by using two series solutions of the CHE for 0 ≤ z ≤ 1/2
with 1, 000 terms and the equations (91) – (99) that reduce the time evolution to the first quarter-period. Note that v1(2pi) = 0
since ψ1(2pi) is real according to (23).
π/2 π 3π/2 2π
τ
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ψ2
FIG. 4: The second component ψ2(τ ) = u2(τ ) + i v2(τ ) of the solution (95) of the Schro¨dinger equation analogous to Figure 3.
Note that u2(pi) = 0 since ψ2(pi) is purely imaginary according to (19).
where Ba(b, c) denotes the incomplete Beta function andH 0 the Struve function of zeroth order. Resolving the above
definitions we obtain
η−+(f, 0) =
e−if√
2
I(f) =
π
2
√
2
(J0(f)− iH 0(f)) , (88)
12
and, finally,
ǫ =
1
π
arcsin
(√
2 ν Re
(
eif η++(f, 0) η−+(f, 0)
)) (80)(81)
=
1
π
arcsin
(
1
2
πνJ0(f)
)
=
ν
2
J0(f) +O(ν
3) , (89)
in accordance with (78).
V. TIME EVOLUTION
We will put together the results obtained so far in order to describe a typical time evolution of the RPL. To this
end we will assume that for the physical parameters f, ν under consideration the values of the auxiliary quantities r
and α have been determined by means of (73) and (74).
Recall that, according to (12), the time evolution in the second half-period [π, 2 π] is completely determined by the
solution of the Schro¨dinger equation (2) for τ ∈ [0, π]. By evaluating
U(π + τ, 0) = U(π + τ, π)U(π, 0)
(12)
= T U(τ, 0) T U(π, 0) , (90)
and using (7) and (20), we obtain
u1(π + τ) =
√
1− r2 (u1(τ) cosα+ v1(τ) sinα)− r v2(τ) (91)
v1(π + τ) =
√
1− r2 (−v1(τ) cosα+ u1(τ) sinα) + r u2(τ) (92)
u2(π + τ) =
√
1− r2 (−u2(τ) cosα− v2(τ) sinα)− r v1(τ) (93)
v2(π + τ) =
√
1− r2 (v2(τ) cosα− u2(τ) sinα) + r u1(τ) , (94)
where
ψ(τ) =
(
u1(τ) + i v1(τ)
u2(τ) + i v2(τ)
)
(95)
is the solution of the Schro¨dinger equation (2) with the initial condition ψ(0) =
(
1
0
)
.
Analogously, according to (37), the time evolution in the second quarter-period [π/2, π] is completely determined
by the solution of the Schro¨dinger equation (2) for τ ∈ [0, π/2]:
u1
(π
2
+ τ
)
=
√
1− r2
(
u1
(π
2
− τ
)
cosα+ v1
(π
2
− τ
)
sinα
)
+ r v2
(π
2
− τ
)
, (96)
v1
(π
2
+ τ
)
=
√
1− r2
(
u1
(π
2
− τ
)
sinα− v1
(π
2
− τ
)
cosα
)
− r u2
(π
2
− τ
)
, (97)
u2
(π
2
+ τ
)
=
√
1− r2
(
u2
(π
2
− τ
)
cosα+ v2
(π
2
− τ
)
sinα
)
− r v1
(π
2
− τ
)
, (98)
v2
(π
2
+ τ
)
=
√
1− r2
(
u2
(π
2
− τ
)
sinα− v2
(π
2
− τ
)
cosα
)
+ r u1
(π
2
− τ
)
. (99)
Combining the equations (91) – (99) the complete time evolution can be reduced to the first quarter-period. For
example, the time evolution in the fourth quarter-period is given by that in the first quarter-period according to the
following equations:
u1
(
3π
2
+ τ
)
= (1− 2r2)u1
(π
2
− τ
)
+ 2 r
√
1− r2
(
v2
(π
2
− τ
)
cosα− u2
(π
2
− τ
)
sinα
)
, (100)
v1
(
3π
2
+ τ
)
= (1− 2r2)v1
(π
2
− τ
)
+ 2 r
√
1− r2
(
u2
(π
2
− τ
)
cosα+ v2
(π
2
− τ
)
sinα
)
, (101)
u2
(
3π
2
+ τ
)
= −(1− 2r2)u2
(π
2
− τ
)
+ 2 r
√
1− r2
(
v1
(π
2
− τ
)
cosα− u1
(π
2
− τ
)
sinα
)
, (102)
v2
(
3π
2
+ τ
)
= −(1− 2r2)v2
(π
2
− τ
)
+ 2 r
√
1− r2
(
u1
(π
2
− τ
)
cosα+ v1
(π
2
− τ
)
sinα
)
. (103)
In the first quarter-period we can use the equations (61) and (70) where the confluent Heun functions η0
(
z, 12 ,
1
2
)
and η0
(
z,− 12 , 12
)
can be evaluated by the corresponding power series without problems (if ω is not too small, see
section IV).
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We have performed such a calculation for the choice of the physical parameters f = 1/2 and ν = 1, where
r = −0.924176 . . . and α = −1.75978 . . .. It turns out that an approximation of the two power series involved using
1, 000 terms yields satisfactory results for all values of z ∈ (0, 1/2) when compared with the direct numerical solution
of the Schro¨dinger equation, see Figures 3 and 4. It is not necessary to switch to the power series (48) about the point
z = 1 by using the corresponding connection equations.
VI. SUMMARY AND OUTLOOK
Although the analytical solution [15] of the Rabi problem with linear polarization has been published a decade ago
there exist relatively few papers that use this solution. This may be due to the fact that confluent Heun functions
are not so thoroughly investigated as compared with other special functions and that the analytical solution does not
yield a direct access to physically relevant quantities as the quasienergy or resonance frequencies. In this paper we
have tried to make a first step towards the physical analysis of the CHE solution.
We have addressed essentially two questions that belong to this analysis, the complete time evolution and the
explicit analytical form of the quasienergy. For this purpose we have exploited the fact that the RPL Schro¨dinger
equation has certain symmetries due to the harmonic time dependence of the Hamiltonian. Accordingly, it is possibe
to reduce the time evolution to the first quarter-period.
What remains to be done? Recall that the Floquet theory yields a factorization of the time evolution into a periodic
and an exponential part, the latter involving the quasienergy. In this paper we have only investigated the second part;
but the periodic part including its Fourier coefficients should be also expressible in terms of the series coefficients of
the corresponding CHE solutions. Also the issue of resonance frequencies has not yet been treated in this paper.
Another, mainly mathematical problem would be to apply the techniques used in this paper to solve the connection
problem for our special CHE in a more explicit way compared with [29] and possibly also for a larger class of differential
equations. W. r. t. the needs of physics it would also be desirable to analyze the connection between the CHE solution
and the various limit cases of the RPL known from the literature. We have obtained a first result in this direction by
deriving the known limit (78) of the quasienergy directly from the CHE solution in section IVA.
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