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A penalty scheme and policy iteration for nonlocal HJB variational
inequalities with monotone drivers
Christoph Reisinger∗ Yufei Zhang†
Abstract. We propose a class of numerical schemes for nonlocal HJB variational inequalities
(HJBVIs) with monotone drivers. The solution and free boundary of the HJBVI are constructed
from a sequence of penalized equations, for which a continuous dependence result is derived and
the penalization error is estimated. The penalized equation is then discretized by a class of semi-
implicit monotone approximations. We present a novel analysis technique for the well-posedness
of the discrete equation, and demonstrate the convergence of the scheme, which subsequently
gives a constructive proof for the existence of a solution to the penalized equation and variational
inequality. We further propose an efficient iterative algorithm with local superlinear convergence
for solving the discrete equation. Numerical experiments are presented for an optimal investment
problem under ambiguity and a recursive consumption-portfolio allocation problem.
Key words. HJB variational inequalities, monotone drivers, penalization, semi-smooth Newton
methods, optimal investment
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1 Introduction
In this article, we consider a nonlocal Hamilton-Jacobi-Bellman variational inequality (HJBVI)
of the following form:
0 = F (t, x, u,Du,D2u, {Kαu}α∈A, {Bαu}α∈A) (1.1)
=
{
min
{
u− ζ, ut + infα∈A
(− Lαu− fα(t, x, u, (σα)TDu,Bαu))}, (t, x) ∈ QT ,
u(0, x) − g(x), x ∈ Rd,
with the operators Lα := Aα +Kα and Bα satisfying for φ ∈ C1,2(Q¯T ) that
Aαφ(t, x) =
1
2
tr(σα(t, x)(σα(t, x))TD2φ(t, x)) + bα(t, x) ·Dφ, (1.2)
Kαφ(t, x) =
∫
E
(
φ(t, x+ ηα(t, x, e)) − φ(t, x)− ηα(t, x, e) ·Dφ(t, x)) ν(de), (1.3)
Bαφ(t, x) =
∫
E
m
(
φ(t, x+ ηα(t, x, e)) − φ(t, x))γ(t, x, e) ν(de), (1.4)
where we denote QT = (0, T ] × Rd and E = Rn \ {0}. The function f , called the driver of (1.1),
is monotone, possibly non-Fre´chet-differentiable, and of arbitrary growth in its third component
(precise conditions will be specified later).
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Such equations extend the classical HJBVIs with linear drivers, i.e., f(α, t, x, y, z, k) ≡ ℓ(α, t, x)−
r(t, x)y, and play an important role in modern finance, including the following: models for Ameri-
can options in a market with constrained portfolios [13, 12], recursive utility optimization problems
[15], and robust pricing and risk measures under probability model uncertainty [30, 28]. We re-
mark that imposing merely monotonicity assumptions on the drivers allows us to consider several
important non-smooth drivers stemming from robust pricing [30, 14, 28] and non-Lipschitz drivers
arising in stochastic recursive control [23, 27], while including an extra nonlinearity in the oper-
ator Bα enables us to incorporate ambiguity in the jump processes [30]. As the solution to (1.1)
is in general not known analytically, it is important to construct effective and robust numerical
schemes for solving these fully nonlinear equations.
To the best of our knowledge, there is no published numerical scheme covering the generality
of (1.1). However, there is a vast literature on monotone approximations for local HJB equations
(e.g., [6, 1, 24, 7]) and on monotone finite-difference quadrature schemes for nonlocal HJB equa-
tions (e.g., [3, 2]). For works covering specific extensions, we refer the reader to [17, 21, 19, 11, 18]
for penalty approximations to variational inequalities, to [4, 32] for an application of policy it-
eration together with penalization to solve HJB obstacle problems with linear drivers, to [10]
for schemes to HJB obstacle problems with Lipschitz drivers based on piecewise constant policy
time stepping, and to [33] for applying policy iteration to solve (finite-dimensional) static HJB
equations with Fre´chet-differentiable concave drivers and finite control sets.
In this paper, we shall construct a class of monotone schemes for solving (1.1) with a monotone
(possibly non-Fre´chet-differentiable) driver and a compact set of controls. Note that monotonicity
of the scheme is crucial, since it is well-known that non-monotone schemes may fail to converge
or even converge to false “solutions” [7]. By Godunov’s Theorem [16], in general, one can expect
a monotone scheme to be at most first-order accurate.
We emphasize that the non-Lipschitz setting of the drivers prevents us from adopting the
standard Banach fixed-point arguments (see e.g. [10]) to establish the well-posedness and stability
of the discrete approximations of (1.1), and hence new analysis techniques are required. Moreover,
although in practice one can obtain a finite-dimensional equation by localizing the scheme on a
bounded domain, it is important to analyze the discrete equation in an infinite-dimensional setting,
since numerical solutions will behave asymptotically similar to that from the infinite-dimensional
equation as one refines the mesh or enlarges the domain. The non-differentiablility of the driver
in y and its nonlinear dependence on z and k also introduce substantial difficulties in designing
efficient iterative algorithms for solving the discrete equations.
The main contributions of this work are as follows:
• We formulate a penalty approximation to (1.1) with a monotone driver, and establish a
continuous dependence estimate for the penalized equation, independent of the penalty
parameter. We shall demonstrate that as the penalty parameter tends to infinity, the solution
of the penalized equation converges to the solution of (1.1) monotonically from below, at a
rate depending explicitly on the regularity of the obstacle, which extends the results in [21] to
nonlocal equations with monotone drivers and time-dependent obstacles. These convergence
results further lead us to a convergent approximation of the free boundary of (1.1), which
to our best knowledge is new, even in the classical cases with linear drivers.
• We propose a class of semi-implicit monotone approximations to the penalized equations,
which enjoy a stablity condition independent of the penalty parameter. We further present a
novel analysis technique for the well-posedness of the resulting (infinite-dimensional) discrete
equation by constructing Lipschitz approximations of the monotone driver via smoothing
and truncation. The convergence of the scheme is demonstrated, which subsequently gives a
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constructive proof for the existence of a bounded viscosity solution to the penalized equations
and the HJBVI (1.1).
• For practical implementations, we propose an efficient iterative algorithm for a localized
discrete equation with a slantly differentiable driver, and demonstrate the local superlinear
convergence for the value functions, which extends the results obtained in the cases with
linear drivers (see [4, 32]) or with Fre´chet-differentiable concave drivers and finite control sets
[33]. A novel convergence result of control strategies in the Hausdorff metric is established.
We further estimate the control discretization error caused by numerical approximations of
the continuous controls, e.g. by piecewise linearization.
• Numerical examples for an optimal investment problem for jump-diffusion models under
ambiguity and a recursive consumption-portfolio allocation problem with stochastic volatil-
ity models are included to investigate the convergence order of the scheme with respect to
different discretization parameters.
We organize this paper as follows. Section 2 gives standard definitions and assumptions on
the HJBVI (1.1). We shall propose a penalty approximation to the HJBVI in Section 3 and study
its convergence properties. Then we derive a class of fully discrete monotone schemes for the
penalized equations in Section 4.1, and establish their convergence in Section 4.2. A Newton-
type iterative method with local superlinear convergence is constructed in Section 5 to solve
the resulting discrete equations. Numerical examples for an optimal investment problem under
ambiguity and a recursive consumption-portfolio allocation problem are presented in Section 6 to
illustrate the effectiveness of our algorithms.
2 Main assumptions and preliminaries
In this section, we state our main assumptions on the coefficients of (1.1) and introduce related
concepts of solutions. We start by collecting some useful notation which is needed frequently
throughout this work.
For any given function g : Rd1 7→ Rd2 , we define by g+ := max(g, 0) and g− := max(−g, 0) the
(component-wise) positive and negative part of g, respectively. Also for any given signed measure
ν, we denote by ν+ and ν−, respectively, the positive part and the negative part in the Jordan
decomposition of ν, and by |ν| = ν++ν− the total variation of ν. Moreover, for any given positive
measures ν1 and ν2, we define their maximum by
ν1 ∨ ν2 :=
(
dν1
d(ν1 + ν2)
∨ dν2
d(ν1 + ν2)
)
(ν1 + ν2),
where the derivatives denote the corresponding Radon-Nikodym derivatives. Finally, for a function
f : Q¯T → Rd1×d2 we define the following (semi-)norms:
|f |0 = sup
(t,x)∈Q¯T
|f(t, x)|, |f |1 = sup
t∈[0,T ],x,x′∈Rd,x 6=x′
|f(t, x)− f(t, x′)|
|x− x′| , ‖f‖1 = |f |0 + |f |1,
which extend naturally to time-independent functions or vectors.
Now we turn to the standing assumptions on the coefficients of the HJBVI (1.1):
Assumption 1. Let A be a compact subset of a metric space. Moreover, there exists C > 0 and
µ ∈ R such that it holds for any (α, e, t, x, z, k) ∈ A× E × Q¯T × Rd × R and y, y′ ∈ R that:
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(1) bα, σα, ηα are continuous in α, t, and γ, ζ are continuous in t, which satisfy the following
estimates: g(x) ≥ ζ(0, x), γ(t, x, e) ≥ 0, and
‖bα‖1+‖σα‖1+‖ζ‖1+‖g‖1 ≤ C, ‖ηα(·, ·, e)‖1+|γ(·, ·, e)|0 ≤ C(1∧|e|), |γ(·, ·, e)|1 ≤ C(1∧|e|2).
(2) f : A× Q¯T ×R× Rd ×R→ R is a continuous function satisfying the properties:
(a) (Boundedness.) |fα(t, x, 0, 0, 0)| ≤ C.
(b) (Monotonicity.) The mapping y 7→ fα(t, x, y, z, k) is monotone in the sense that there
exists a continuous increasing function ϕ : [0,∞)→ [0,∞) such that
(y − y′)(fα(t, x, y, z, k) − fα(t, x, y′, z, k)) ≤ µ|y − y′|2, (2.1)
|fα(t, x, y, z, k)| ≤ |fα(t, x, 0, 0, 0)| + ϕ(|y|) + C(|z|+ |k|), (2.2)
and k 7→ fα(t, x, y, z, k) is non-decreasing.
(c) (Lipschitz continuity.) f is Lipschitz continuous in x, z and k with the constant C,
uniformly in α, t and y.
(3) m : R→ R is Lipschitz continuous and non-decreasing with m(0) = 0.
Remark 1. Although our discussions focus on the cases with coefficients bα, σα, ζ, g bounded in
x, similar results and analysis are valid for coefficients with polynomial growth as well. Moreover,
as pointed out in [22], there is no loss of generality by assuming f is strictly monotone in y with
µ < 0 in (2.1) (this can be seen by carrying out an exponential time scaling of the solution).
Finally, we remark that for any Lipschitz continuous and non-decreasing function ψ : R→ R,
in particular the functions m and k 7→ fα(t, x, u, p, k), one has ψ(x) − ψ(y) ≤ C(x− y)+ for any
x, y ∈ R, which will be used frequently in our subsequent analysis.
We emphasize that Assumption 1 only requires f to be monotone in y (up to an additive
linear function) and allows the coefficients σα and ηα to vanish at certain points. Therefore, due
to lack of regularization from a Laplacian or fractional Laplacian operator, the solutions of (1.1)
are typically not smooth, and we shall understand the equation in the viscosity sense [22]:
Definition 2.1 (Viscosity solution). An upper (resp. lower) semicontinuous function u is said
to be a viscosity subsolution (resp. supersolution) of (1.1) if and only if for any point x0 =
(t0, x0) and for any φ ∈ C1,2(Q¯T ) such that φ(x0) = u(x0) and u− φ attains its global maximum
(resp. minimum) at x0, one has
F∗(x0, u(x0),Dφ(x0),D
2φ(x0), {Kαφ(x0)}α∈A, {Bαφ(x0)}α∈A) ≤ 0(
resp. F ∗(x0, u(x0),Dφ(x0),D
2φ(x0), {Kαφ(x0)}α∈A, {Bαφ(x0)}α∈A) ≥ 0
)
.
A continuous function is a viscosity solution of the HJBVI (1.1) if it is both a viscosity sub- and
supersolution.
We will demonstrate that (1.1) admits a unique bounded solution under Assumption 1. The
uniqueness follows directly from the comparison principle which we establish below (see Remark 2),
while a continuous bounded solution can be explicitly constructed through discrete approximations
(see Remark 4).
4
3 Penalty approximations for the HJBVI
In this section, we shall propose a penalty approximation for the HJBVI (1.1), which is an
extension of the ideas used for local HJB obstacle problems (with linear drivers) in [21, 32] and
for American options in [18].
For any given parameter ρ ≥ 0, we shall consider the following penalized problem:
0 = F ρ(x, u,Du,D2u, {Kαu}α∈A, {Bαu}α∈A) (3.1)
=
{
uρt + infα∈A
(− Lαuρ − fα(x, uρ, (σα)TDuρ, Bαuρ)) − ρ(ζ − uρ)+, x ∈ QT ,
uρ(0, x) − g(x), x ∈ Rd,
which will be interpreted in the viscosity sense similar to Definition 2.1 by virtue of the possible
degeneracy of the equation.
In the following, we shall focus on the uniqueness of viscosity solutions and investigate their
dependence on the coefficients. The proof for the existence of solutions will be deferred to Section 4,
where we will construct continuous solutions of (3.1) through numerical schemes and demonstrate
they are bounded independent of the penalty parameter ρ (see Remark 4).
The next theorem presents a continuous dependence estimate for the solutions of the penalized
equation, which quantifies the stability properties of solutions with respect to the coefficients. As
the reader will see immediately, this estimate not only implies the uniqueness of viscosity solutions,
but also enables us to derive the convergence rate of the penalty approximation to the HJBVI
(1.1) and construct convergent approximations for the free boundary. Moreover, it will be used
in Sections 4 and 5 to estimate the discretization errors.
The proof of this estimate follows essentially along the lines of the proof of [22, Theorem 4.1],
with extra technicalities arising from the nonlinearities of fα and Bα. We include a detailed proof
in Appendix A for the convenience of the reader.
Theorem 3.1. Consider (3.1) with two sets of coefficients {bαi , σαi , ηαi , νi, ζi, fi}i=1,2, which satisfy
Assumption 1 with the same C, µ and ϕ. Let u1 (resp. u2) be a bounded subsolution (resp. super-
solution) to (3.1) with i = 1 (resp. i = 2), then it holds for any (t, x) ∈ Q¯T that
u1(t, x) − u2(t, x) ≤|(u1(0, ·) − u2(0, ·))+|0 + sup
α∈A
|fα1 (·, ·, ·, 0, 0) − fα2 (·, ·, ·, 0, 0)|Q¯T ×[−ϕ(|u2|0),ϕ(|u2|0)]
+ |ζ1 − ζ2|0 + C sup
α∈A
(
|σα1 − σα2 |
1
2
0 + |bα1 − bα2 |
1
2
0 (3.2)
+
∣∣∣∣
∫
E
|ηα1 − ηα2 |2 (ν1 ∨ ν2)(de)
∣∣∣∣
1
4
0
+
∣∣∣∣
∫
E
max(|ηα1 |2, |ηα2 |2) |ν1 − ν2|(de)
∣∣∣∣
1
4
0
)
.
An immediate consequence of the above continuous dependence estimate is the strong com-
parison principle for the penalized equation, which implies the uniqueness of viscosity solution to
(3.1) in the class of bounded continuous functions.
Corollary 3.2. Let u and v be a bounded subsolution and supersolution to (3.1), respectively,
with u(0, x) ≤ v(0, x), then it holds under Assumption 1 that u(t, x) ≤ v(t, x) for all (t, x) ∈ Q¯T .
Remark 2. One can establish the same estimate (3.2) for the HJBVI (1.1) by adapting the
arguments for Theorem 3.1 (see [21] for a discussion on the classical local HJB obstacle problems),
and hence deduce similar comparison principle and uniqueness result for the obstacle problem (1.1).
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Remark 3 (Modulus of continuity). Compared to the results in [22] that the solutions to classical
HJB/Isaacs equations depend Lipschitz continuously on the local terms (in sup-norm) and nonlocal
terms (in L2 norm), the solutions to (1.1) and (3.1) are only Ho¨lder continuous with respect to
the coefficients with exponent 1/2, mainly due to the additional Lipschitz nonlinearity of f on Du
and Bαu (not the nonlinearity on u). The same modulus of continuity has been demonstrated for
a simpler case in [10] using probabilistic arguments. In the case where the nonlinearity of f on
Du and Bαu admits particular structures (e.g. the nonlinearity can be expressed in a Hamiltonian
form), one can possibly recover the standard Lipschitz dependence.
We now proceed to study the convergence of the penalized equation (3.1) to the HJBVI (1.1).
The following theorem illustrates the monotonicity of uρ in the penalty parameter ρ.
Theorem 3.3. Suppose Assumption 1 holds. Let u and uρ be the viscosity solutions to, respec-
tively, (1.1) and (3.1) with parameter ρ ≥ 0. Then it holds for any ρ1 ≤ ρ2 that uρ1 ≤ uρ2 ≤ u.
Proof. We start with the following two important observations, which can be established directly
from the definitions: (1) If uρ is a subsolution to (3.1) with any ρ ≥ 0, then uρ is a subsolution
to (1.1); (2) If ρ1 ≤ ρ2 and uρ2 is a supersolution to (3.1) with the parameter ρ2, then uρ2 is a
supersolution to (3.1) with the parameter ρ1. Then the comparison principles for (1.1) and (3.1)
enable us to conclude the desired results.
The next result asserts the convergence rate of the penalized equation to the HJBVI, which
depends on the regularity of the obstacle as observed in [21, 32].
Theorem 3.4. Let u and uρ be the viscosity solution to (1.1) and (3.1). Suppose Assumption
1 holds and the obstacle ζ is Ho¨lder continuous in t with exponent µ ∈ (0, 1], then there exists a
constant C0 > 0, independent of the penalty parameter ρ, such that
0 ≤ u(x)− uρ(x) ≤ C0ρ−min(µ,
1
2
), x ∈ Q¯T . (3.3)
If we further assume ζ ∈ C1,2b (Q¯T ), then we have
0 ≤ u(x)− uρ(x) ≤ C0/ρ, x ∈ Q¯T . (3.4)
Proof. The proof follows precisely the steps in the arguments for [21, Theorem 2.1], together
with the continuous dependence estimate as ascertained by Theorem 3.1. The main steps are
establishing (3.4) for regular obstacles, smoothing a general obstacle with the following mollifiers:
̺ε(t, x) = ε
−(d+ 1
1−µ
)
̺
(
ε
− 1
1−µ t, ε−1x
)
,
where ̺ is a positive smooth function supported in {0 < t < 1} × {|x| < 1} with mass one, and
balancing the approximation error in the two cases.
We end this section with a convergent approximation of the free boundary, Γ = {x ∈ Q¯T |
u(x) = ζ(x)}, of the HJBVI (1.1) using the solution of penalized equations. Suppose the estimate
0 ≤ u(x)−uρ(x) ≤ C0ρ−µ holds for some constants C0 > 0 and µ ∈ (0, 1], we then define for each
ρ > 0 the set
Γρ = {x ∈ Q¯T | ζ(x)− C0ρ−µ ≤ uρ(x) ≤ ζ(x)}. (3.5)
It follows directly from the estimates for uρ and u that Γ ⊂ Γρ for all ρ > 0. The next result
demonstrates that Γρ in fact converges to Γ in terms of the Hausdorff metric.
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Theorem 3.5. It holds for any given compact set K ⊂ Q¯T that
lim
ρ→∞
dH(Γρ ∩K,Γ ∩K) = lim
ρ→∞
sup
y∈Γρ∩K
inf
x∈Γ∩K
|x− y| = 0.
Proof. Suppose the statement does not hold for a given compact set K, then there exist a constant
ε > 0 and sequences {ρn} and {yn} = {tn, yn} such that ρn →∞, yn ∈ Γρn∩K and infx∈Γ∩K |x−
yn| ≥ ε. By passing to a subsequence, we can assume that yn → y∗ ∈ K and infx∈Γ∩K |x−y∗| ≥ ε,
which implies that y∗ 6∈ Γ. However, the definition of Γρn gives
u(y∗)− ζ(y∗) = u(y∗)− u(yn) + u(yn)− uρn(yn) + uρn(yn)− ζ(yn) + ζ(yn)− ζ(y∗)
≤ u(y∗)− u(yn) +C0ρ−µn + 0 + ζ(yn)− ζ(y∗)→ 0,
as n→∞, which together with the fact that u ≥ ζ implies y∗ ∈ Γ, and hence a contradiction.
4 Discrete approximations for penalized equations
In this section, we propose a class of semi-implicit monotone approximations for solving the
penalized equation (3.1) with a fixed penalty parameter ρ ≥ 0. We shall construct the schemes in
Section 4.1 and perform their analysis in Section 4.2. In order to derive more accurate estimates
for the truncation error and the stability condition of the schemes, throughout this section we
shall impose the following condition on the Le´vy measure:
Assumption 2. The Le´vy measure ν admits a density k(e) with the following estimate: it holds
for some constants C > 0 and κ ∈ [0, 2) that
0 ≤ k(e) ≤ C|e|−n−κ, |e| < 1, e ∈ E = Rn \ {0}. (4.1)
We emphasize that Assumption 2 is imposed for the sake of preciseness, and will only be used
in Section 4. Without the above estimate, one can still establish the consistency and stability of
the schemes, but with more pessimistic results (see for example [10]).
4.1 Semi-implicit numerical methods
In this section, we shall derive semi-implicit monotone approximations for (3.1). We recall
that it is crucial to construct a monotone discretization, since in general non-monotone schemes
may fail to converge or even converge to false “solutions” (see [7]). For simplicity, we focus on the
uniform spatial grid {xi}i = hZd on Rd and a time partition {tn}Nn=0 with maxn |tn+1 − tn| = ∆t,
but similar results are valid for unstructured nondegenerate grids as well.
We start with the approximation of the nonlocal operators by truncating the small jumps of
the Le´vy measure and compensating it with an additional diffusion term as suggested in [10].
More precisely, for any r ∈ (0, 1), we introduce the truncated Le´vy measure νr(de) = 1|e|>rν(de)
and the modified diffusion coefficient σαr with σ
α
r,ij = σ
α
ij for i 6= j and
σαr,ii(t, x) =
(
(σαii(t, x))
2 +
∫
|e|<ε
|ηαi (t, x, e)|2 ν(de)
)1/2
, i = 1, . . . , d, (t, x) ∈ Q¯T . (4.2)
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Then we shall consider a modified version of (3.1) with the following modified operators:
Aαr φ(t, x) =
1
2
tr(σαr (t, x)(σ
α
r (t, x))
TD2φ) +
(
bα(t, x)−
∫
|e|>r
ηα(t, x, e) ν(de)
) ·Dφ, (4.3)
Kαr φ(t, x) =
∫
|e|>r
(
φ(t, x+ ηα(t, x, e)) − φ(t, x)) ν(de), (4.4)
Bαr φ(t, x) =
∫
|e|>r
m
(
φ(t, x+ ηα(t, x, e)) − φ(t, x))γ(t, x, e) ν(de), (4.5)
for all (t, x) ∈ Q¯T and test functions φ ∈ C1,2(Q¯T ). It is clear that these approximations are
consistent with (3.1) in the sense that for any x = (t, x) ∈ Q¯T ,
|Aαr φ(x)+Kαr φ(x)−Aαφ(x)−Kαφ(x)|+ |Bαr φ(x)−Bαφ(x)| ≤ C
∫
|e|<r
|e|2 ν(de) ≤ Cr2−κ. (4.6)
In fact, suppose uρ and uρr solve the original and modified penalized equation respectively, one
can deduce from Theorem 3.1 and Assumption 2 that for any (t, x) ∈ Q¯T we have:
|ur(t, x)− uρr(t, x)| ≤C sup
α∈A
(∣∣ ∫
|e|<r
(|ηα(t, x, e)|2ν(de)∣∣ 14
0
)
≤ O(r(2−κ)/4).
Since we consider a penalized equation (3.1) with a general nonlinear f , the above estimate may
not be optimal for equations with convex structures (see Remark 3 for details).
The nonlocal operators Kαr and B
α
r are then approximated by a combination of interpolation
and quadrature rules as in [7, 10]. Let Ih be a second-order positive interpolation operator on the
spatial grid {xi}, for instance the linear or multilinear interpolations, such that for all x ∈ Rd,
Ih[φ](x) =
∑
m∈Zd
φ(xm)ωm(x;h), |φ(x) − Ih[φ](x)| ≤ Ch2|D2φ|0, (4.7)
where {ωm(x;h)}m are some basis functions satisfying 0 ≤ ωm(x;h) ≤ 1,
∑
m ωm = 1, ωm(xi;h) =
δmi and suppωm ⊂ B(xm, 2h), we shall approximate the nonlocal terms (4.4) and (4.5) by
Kαr,hφ(tn, xi) =
∫
|e|>r
Ih[φ(tn, xi + ·)− φ(tn, xi)](ηα(tn, xi, e)) ν(de), (4.8)
Bαr,hφ(tn, xi) =
∫
|e|>r
m
(Ih[φ(tn, xi + ·)− φ(tn, xi)](ηα(tn, xi, e)))γ(tn, xi, e) ν(de)
=
∫
|e|>r
m
( ∑
j∈Zd
ωj(η
α(tn, xi, e);h)[φ(tn, xi + xj)− φ(tn, xi)]
)
γ(tn, xi, e) ν(de), (4.9)
which in practice can be further evaluated by using consistent quadrature rules with positive
weights, such as Gauss methods of appropriate order.
We remark that using (4.7), one can express (4.8) in the following monotone form:
Kαr,hφ(tn, xi) =
∑
j∈Zd
kα,nr,h,j,i[φ(tn, xi + xj)− φ(tn, xi)], kα,nr,h,j,i =
∫
|e|>r
ωj(η
α(tn, xi, e);h) ν(de),
(4.10)
while, as we will see in the subsequent analysis, the approximation (4.9) is closely related to the
following coefficients
bα,nr,h,j,i =
∫
|e|>r
ωj(η
α(tn, xi, e);h)γ(tn, xi, e) ν(de), j ∈ Zd, (4.11)
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where we assume without loss of generality that kα,nr,h,0,i = b
α,n
r,h,0,i = 0 for all i ∈ Zd.
The boundedness of η implies that the sums in (4.10) and (4.9) are finite. Moreover, one
can deduce from (4.7) that for any fixed r ∈ (0, 1), these approximations are consistent with the
truncation error
|Kαr,hφ(tn, xi)−Kαr φ(tn, xi)| ≤ C|Dφ2|0h2Γ1(r, κ),
|Bαr,hφ(tn, xi)−Bαr φ(tn, xi)| ≤ C|Dφ2|0h2Γ2(r, κ),
(4.12)
with some constant C independent of r and h, and
Γ1(r, κ) =
∫
|e|>r
ν(de) ≤
{
− log r if κ = 0,
r−κ if κ > 0,
(4.13)
Γ2(r, κ) =
∫
|e|>r
(1 ∧ |e|)ν(de) ≤


1 if κ ∈ [0, 1),
− log r if κ = 1,
r1−κ if κ ∈ (1, 2),
(4.14)
where we have used the density estimate (4.1). Since Godunov’s Theorem in [16] asserts that one
in general can expect a monotone scheme to be at most first order accurate, in the following, we
shall choose r = max(h1/κ, h) to ensure the truncation error (4.12) to be of the magnitude O(h).
We now estimate the summations of coefficients kα,nr,h,j,i and b
α,n
r,h,j,i, which will be essential for
the stability of the scheme. The property
∑
j ωj = 1 leads immediately to the estimate∑
j
kα,nr,h,j,i ≤ Γ1(r, κ),
∑
j
bα,nr,h,j,i ≤ CΓ2(r, κ), ∀i ∈ Zd, n = 0, . . . , N, (4.15)
where Γ1 and Γ2 are defined as in (4.13) and (4.14), respectively. It is worth pointing out that
other upper bounds of these summations can been derived using the approach in [2]. In fact,
suppose the basis functions have the property that |Dωj |0 ≤ C/h, then we can deduce that
∑
j 6=0
kα,nr,h,j,i =
∑
j 6=0
∫
|e|>r
ωj(η
α(tn, xi, e);h) − ωj(0;h) ν(de) ≤ C
h
∫
|e|>r
|ηα(tn, xi, e)|ν(de) ≤ C
h
Γ2(r, κ).
However, the relation r ≥ h clearly implies that (4.15) always gives a sharper upper bound.
We now proceed to consider the modified local operator Aαr , which will be approximated by a
consistent and monotone scheme Aαr,h, such that for any test function φ we have
|Aαr φ−Aαr,hφ| ≤ C|D2φ|0hΓ2(r, κ), (4.16)
Aαr,hφ(tn, xi) =
∑
j∈Zd
lα,nr,h,j,i[φ(tn, xj)− φ(tn, xi)], (4.17)
with some constant C independent of r and h, Γ2(r, κ) defined as in (4.14), and coefficients
lα,nr,h,j,i ≥ 0 for all i, j ∈ Zd and n. The construction of numerical approximations with the above
properties has been discussed thoroughly in [3]. In particular, one can adopt the standard schemes
of Kushner in [24] if the diffusion coefficient is diagonally dominant, and use the semi-Lagrangian
scheme in [7] if the coefficient σ˜a(σ˜a)T is not diagonally dominant.
Finally, we construct numerical approximations for the Lipschitz nonlinearity of f on Du. For
simplicity, we shall focus on the Lax-Friedrichs numerical flux, but it is straightforward to extend
our schemes and analysis to other Lipschitz numerical fluxes, for instance the Godunov flux, which
are monotone and consistent with f (see [6, 26]).
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Let Uni be the discrete approximation of the solution to (3.1) at the node (tn, xi), we denote
by ∆
(l)
+ U
n
i (resp. ∆
(l)
− U
n
i ) the one-step forward (resp. backward) difference of U along the l-th
coordinate for each l = 1, . . . , d, and by ∆Uni = (∆
(1)
+ U
n
i + ∆
(1)
− U
n
i , . . . ,∆
(d)
+ U
n
i + ∆
(d)
− U
n
i )
T the
central difference of U at the node (tn, xi). Then for any given (y, k) ∈ R×R, the Lax-Friedrichs
numerical flux is given by:
f¯α(tn, xi, y,∆U
n
i , k) := f
α(tn, xi, y, σ
α
r (tn, xi)
T ∆U
n
i
2h
, k) +
d∑
l=1
θ
λ
(
∆
(l)
+ U
n
i −∆(l)− Uni
h
)
, (4.18)
where λ = ∆t/h and θ > 0 is a prescribed parameter.
With all these spatial approximations in hand, we are ready to write the fully-discrete scheme
for (3.1). We shall adopt an implicit timestepping for the local term Aαr,h and an explicit timestep-
ping for the nonlocal term Kαr,h. This enables us to enjoy a less restrictive stability condition than
that for fully explicit schemes and avoid solving the dense system resulting from the integral oper-
ator. For the nonlinear terms, we shall perform implicit timestepping for the u term and explicit
timestepping for Du and Bau. As we will see later, by taking advantage of the monotonicity of
the driver and the penalty term on u, our scheme can ensure stability with a less restrictive time
stepsize, especially for a large penalty parameter ρ. Therefore, our semi-implicit scheme shall read
as: U0i = g(xi) for all i ∈ Zd and for any given n = 0, . . . , N − 1:
0 = Gh(tn+1, xi, U
n+1
i , {U b+1a }(a,b)6=(i,n)) (4.19)
= inf
α∈A
(
Un+1i − Uni
∆t
−Aαr,hUn+1i −Kαr,hUni − f˜α(tn, xi, Un+1i ,∆Uni , Bαr,hUni )
)
, i ∈ Zd,
where we wrote f˜α(t, x, y, z, k) = f¯α(t, x, y, z, k) + ρ(ζ(t, x)− y)+ with f¯ defined as in (4.18).
4.2 Well-posedness and convergence analysis
In this section, we shall establish the well-posedness of the discrete equation (4.19) and perform
its convergence analysis, which subsequently leads us to a constructive proof for the existence of
bounded solutions to the penalized equation (3.1) and the HJBVI (1.1). We emphasize that the
non-Lipschitz dependence of f on y requires novel analysis techniques for the well-posedness and
stability of schemes, which are essentially different from the fixed-point arguments in most existing
works (see e.g. [3, 7]). We remark that throughout this section we shall assume without loss of
generality that f is strictly monotone in y with µ < 0 (see Remark 1).
We start by recalling several important properties of the Lax-Friedrichs numerical flux for
Lipschitz continuous Hamiltonian, which have been established in [6] and are essential for the
subsequent analysis.
Lemma 4.1. Let f¯ as in (4.18) and (t, x, u, k) ∈ Q¯T × R2, and suppose Assumption 1 and
the condition θ > C(supα∈A |σα|0)λ hold, where C is the Lipschitz constant of the driver f in
Assumption 1.
(1) (Consistency.) For any test function φ ∈ C1,2(Q¯T ), we have
|f¯α(t, x, u,∆φnj,i, k) − f¯α(t, x, u,Dφ(xnj,i), k)| ≤ O(h2/∆t). (4.20)
(2) (Monotonicity.) If Uni ≥ V ni for all i, n, then we have
∆tf¯α(t, x, u,∆Uni , k) + 2dθU
n
i ≥ ∆tf¯α(t, x, u,∆V ni , k) + 2dθV ni . (4.21)
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(3) (Stability.) For any bounded functions U and V , we have
|(∆tf¯α(t, x, u,∆V ni , k) + 2dθV ni )− (∆tf¯α(t, x, u,∆Uni , k) + 2dθUni )| ≤ 2dθ|U − V |0.
The next proposition presents the monotonicity of the scheme (4.19), which plays an important
role in the stability and convergence analysis of the discrete equation. The proof is an extension
of the standard case allowing for a potentially non-Lipschitz, monotone nonlinearity of the driver
in u and nonlinearity in the jump term, and we include it for the convenience of the reader.
Proposition 4.2. Under Assumptions 1 and 2, the discrete equation (4.19) is monotone, i.e., it
holds for any functions Un+1 and Xni ≥ Y ni , ∀i, n, that
Gh(tn+1, xi, U
n+1
i , {Xb+1a }(a,b)6=(i,n)) ≤ Gh(tn+1, xi, Un+1i , {Y b+1a }(a,b)6=(i,n)),
provided that the following CFL conditions are satisfied:
1−∆tΓ1(r, κ) − 2dθ ≥ 0, θ > C(sup
α∈A
|σα|0)λ, (4.22)
where Γ1 is defined in (4.13), and C is the Lipschitz constant of the driver f in Assumption 1.
Proof. Let Xni ≥ Y ni , i ∈ Zd, n = 0, . . . , N−1, we can deduce from the inequality infα S−infα T ≤
supα(S − T ) and (4.17) that it suffices to establish for any given xni = (tn, xi) that
Xni +∆t
∑
j 6=i
lα,n+1r,h,j,iX
n+1
j +∆tK
α
r,hX
n
i +∆tf¯
α(xni , U
n+1
i ,∆X
n
i , B
α
r,hX
n
i )
− [Y ni +∆t∑
j 6=i
lα,n+1r,h,j,i Y
n+1
j +∆tK
α
r,hY
n
i +∆tf¯
α(xni , U
n+1
i ,∆Y
n
i , B
α
r,hY
n
i )
] ≥ 0,
which by using (4.10) and the fact that lα,n+1r,h,j,i , k
α,n+1
r,h,j,i ≥ 0 can be reduced to showing
(1−∆t
∑
j 6=0
kα,n+1r,h,j,i − 2dθ)(Xni − Y ni ) + ∆t[f¯α(xni , Un+1i ,∆Xni , Bαr,hXni )− f¯α(xni , Un+1i ,∆Xni , Bαr,hY ni )]
+∆t[f¯α(xni , U
n+1
i ,∆X
n
i , B
α
r,hY
n
i ) + 2dθX
n
i − f¯α(xni , Un+1i ,∆Y ni , Bαr,hY ni )− 2dθY ni ] ≥ 0. (4.23)
Suppose the condition θ > C(supα∈A |σα|0)λ is satisfied, we can then deduce from the monotonic-
ity (4.21) and the definition (4.18) of the numerical flux f¯ that it remains to obtain a lower bound
of fα(t, x, u, z,Bαr,hX
n
i )− fα(t, x, u, z,Bαr,hY ni ).
Since f is non-decreasing in k, we shall assume BαhX
n
i ≤ BαhY ni , otherwise the lower bound is
0. Using the Lipschitz continuity of f on k, we obtain for any xni = (tn, xi) that
fα(t, x, u, z,Bαr,hY
n
i )− fα(t, x, u, z,Bαr,hXni ) ≤ C(Bαr,hY ni −Bαr,hXni )
= C
∫
|e|>r
[
m
(∑
j 6=0
ωj(η
α(xni , e);h)[Y
n
i+j − Y ni ]
)−m(∑
j 6=0
ωj(η
α(xni , e);h)[X
n
i+j −Xni ]
)]
γ(xni , e) ν(de)
≤ C
∫
|e|>r
[∑
j 6=0
ωj(η
α(xni , e);h)[(Y
n
i+j −Xni+j)− (Y ni −Xni )]
]+
γ(xni , e) ν(de)
≤ C
∑
j 6=0
∫
|e|>r
ωj(η
α(xni , e);h)γ(x
n
i , e) ν(de)
[
[(Y ni+j −Xni+j)− (Y ni −Xni )]
]+
= C
∑
j∈Ai
bα,nr,h,j,i[(X
n
i − Y ni )− (Xni+j − Y ni+j)],
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with bα,nr,h,j,i defined as in (4.11) and the index set Ai := {j ∈ Zd | Y ni+j − Xni+j > Y ni − Xni }.
Therefore, the above estimate together with (4.23) implies that the discrete equation (4.19) is
monotone provided that
1−∆t
(∑
j 6=0
kα,n+1r,h,j,i + C
∑
j 6=0
bα,nr,h,j,i
)
− 2dθ ≥ 0, (4.24)
which along with the estimate (4.15) and the fact Γ1(r, κ) > Γ2(r, κ) for small enough r lead us
to the desired CFL condition (4.22).
The following proposition establishes a discrete comparison principle for (4.19), which subse-
quently implies the uniqueness of the solution to the discrete equation (4.19).
Proposition 4.3. Suppose Assumption 1 holds. Let {Xn+1i }i and {Y n+1i }i be two bounded func-
tions such that
Gh(tn+1, xi,X
n+1
i , {Xn+1a , Un}a6=i) ≤ Gh(tn+1, xi, Y n+1i , {Y n+1a , Un}a6=i), ∀i ∈ Zd,
then we have Xn+1i ≤ Y n+1i for all i ∈ Zd. Consequently, the discrete equation (4.19) admits at
most one bounded solution.
Proof. We shall consider the quantity m = supi(X
n+1
i − Y n+1i ). Since the desired result holds
if m ≤ 0, we shall assume m > 0, which implies for each small enough ε, there exists an index
i ∈ Zd such that
0 < m− ε < Xn+1i − Y n+1i ≤ m,
from which we can deduce that {Xn+1i }i and {Y n+1i }i satisfy the following inequality:
(Xn+1i − Y n+1i )[(Xn+1i − Uni ) + ∆t inf
α∈A
(−Aαr,hXn+1i −Kαr,hUni − f˜α(tn, xi,Xn+1i ,∆Uni , Bαr,hUni ))
− (Y n+1i − Uni )−∆t inf
α∈A
(−Aαr,hY n+1i −Kαr,hUni − f˜α(tn, xi, Y n+1i ,∆Uni , Bαr,hUni ))] ≤ 0,
which together with the inequality −(infα S − infα T ) ≤ − infα(S − T ) implies that
|Xn+1i − Y n+1i |2 ≤ −∆t inf
α∈A
{
(Xn+1i − Y n+1i )[−(Aαr,hXn+1i −Aαr,hY n+1i )
− (f˜α(tn, xi,Xn+1i ,∆Uni , Bαr,hUni )− f˜α(tn, xi, Y n+1i ,∆Uni , Bαr,hUni ))]}
≤ ∆t sup
α∈A
{−∑
m
lα,n+1r,h,m,i|Xn+1i − Y n+1i |2 +
∑
m
lα,n+1r,h,m,i(X
n+1
m − Y n+1m )(Xn+1i − Y n+1i )
+ (Xn+1i − Y n+1i )
(
f˜α(tn, xi,X
n+1
i ,∆U
n
i , B
α
r,hU
n
i )− f˜α(tn, xi, Y n+1i ,∆Uni , Bαr,hUni )
)
]
}
≤ ∆t sup
α∈A
{−∑
m
lα,n+1r,h,m,i(m− ε)2 +
∑
m
lα,n+1r,h,m,im
2} ≤ O(ε),
and consequently we have (m − ε)2 ≤ O(ε). Letting ε → 0 yields m = 0, which leads to a
contradiction. This completes the proof of the discrete comparison principle for (4.19), from
which we can directly infer the uniqueness of bounded solutions to (4.19).
The next result provides an a priori estimate for the solution to (4.19).
Proposition 4.4. Suppose Assumptions 1 and 2, and the CFL condition (4.22) hold. Let Un+1
be a bounded solution to (4.19), then we have the following a priori estimate:
|Un+1|0 ≤ max{|ζ(tn, ·)+|0, |Un|0 +∆t sup
α∈A
|fα(·, ·, 0, 0, 0)|0}. (4.25)
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Proof. Without loss of generality, we can assume |Un+1|0 > |ζ(tn, ·)+|0. Then for any small enough
ε > 0, we can choose an index i such that |Un+1i | ≥ |Un+1|0 − ε > |ζ(tn, ·)+|0.
Let us first assume Un+1i > 0, which implies ρ(ζ(tn, xi)− Un+1i )+ = 0. We then deduce from
(4.19) and µ ≤ 0 that
|Un+1i |2 = Un+1i [Uni +∆t sup
α∈A
(
Aαr,hU
n+1
i +K
α
r,hU
n
i + f¯
α(tn, xi, U
n+1
i ,∆U
n
i , B
α
r,hU
n
i )
)
]
≤ ∆t sup
α∈A
[
Un+1i
∑
m
lα,n+1r,h,m,i(U
n+1
m − Un+1i ) + Un+1i
(
f¯α(tn, xi, U
n+1
i ,∆U
n
i , B
α
r,hU
n
i )
− f¯α(tn, xi, 0,∆Uni , Bαr,hUni )
)
] + Un+1i [U
n
i +∆t sup
α∈A
(
Kαr,hU
n
i + f¯
α(tn, xi, 0,∆U
n
i , B
α
r,hU
n
i )
)
]
≤ ∆t sup
α∈A
[
∑
m
lα,n+1r,h,m,i|Un+1|20 −
∑
m
lα,n+1h,m,i (|Un+1|0 − ε)2] + Un+1i sup
α∈A
{
∆t
∑
j 6=0
kα,nr,h,j,i[U
n
i+j − Uni ]
+ Uni + [∆tf¯
α(tn, xi, 0,∆U
n
i , B
α
hU
n
i )
)
+ 2dθUni −∆tf¯α(tn, xi, 0, 0, BαhUni )]− 2dθUni
+∆tf¯α(tn, xi, 0, 0, B
α
hU
n
i )−∆tf¯α(tn, xi, 0, 0, 0) + ∆tf¯α(tn, xi, 0, 0, 0)
}
. (4.26)
Since the CFL condition (4.22) is satisfied, we know the numerical flux f¯ is stable in sup-norm,
hence we can use the monotonicity of f on k and bound the above expression by
O(ε) + Un+1i sup
α∈A
{
(1− 2dθ −∆t
∑
j 6=0
kα,nr,h,j,i)U
n
i + (∆t
∑
j 6=0
kα,nr,h,j,i + 2dθ)|Un|0
+∆tC(Bαr,hU
n
i )
+ +∆tfα(tn, xi, 0, 0, 0)
}
. (4.27)
Note by using the properties of m, we can obtain a positive upper bound for BαhU
n
i :
BαhU
n
i ≤ C
∫
|e|>r
(∑
j 6=0
ωj(η
α(tn, xi, e);h)(U
n
i+j−Uni )
)+
γ(tn, xi, e) ν(de) ≤ C
∑
j 6=0
bα,nr,h,j,i(U
n
i+j−Uni )+,
from which, along with the index set Ai = {j ∈ Zd | Uni+j > Uni }, we can further bound (4.27) by:
Un+1i sup
α∈A
{
[1− 2dθ−∆t(∑
j 6=0
kα,nr,h,j,i + C
∑
j∈Ai
bα,nr,h,j,i
)
]Uni +
[(
∆t
∑
j 6=0
kα,nr,h,j,i + C
∑
j∈Ai
bα,nr,h,j,i
)
+ 2dθ
]|Un|0 +∆tfα(tn, xi, 0, 0, 0)} +O(ε),
then by using the CFL condition (4.22) and the estimate (4.26), we obtain for small enough r that
(|Un+1|0 − ε)2 ≤ |Un+1i |2 ≤ |Un+1|0(|Un|0 +∆t sup
α∈A
|fα(·, ·, 0, 0, 0)|0) +O(ε). (4.28)
For the case with Un+1i < 0, we have ρ(ζ(tn, xi) − Un+1i )+Un+1i ≤ 0, and hence one can derive
the same estimate (4.28) similarly by considering −Un+1. Then letting ε→ 0 and dividing both
sides by |Un+1|0 give us the desired result (4.25).
The next lemma shows that the discrete equation (4.19) admits a unique bounded solution
provided that the driver f is Lipschitz in y, which has been established in [10] for m(x) =
x by reformulating the equation into a contraction mapping on the Banach space of bounded
functions on hZd endowed with the sup-norm. The extension to general Lipschitz continuous m
is straightforward and therefore the proof omitted.
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Lemma 4.5. Suppose Assumptions 1 and 2, and the CFL condition (4.22) hold. If we further
assume f is globally Lipschitz continuous in y, i.e.,
|fα(t, x, y, z, k) − fα(t, x, y′, z, k)| ≤ C|y − y′|, ∀y, y′ ∈ R, (t, x, z, k) ∈ Q¯T ×Rd × R,
then the discrete equation (4.19) admits a unique bounded solution.
Now we are ready to demonstrate the existence of solutions to the discrete equation (4.19)
with a general monotone driver. We shall adapt some arguments for monotone backward stochas-
tic difference equations employed in [27], by approximating (4.19) with discrete equations with
Lipschitz drivers, whose solutions subsequently enable us to construct the solution of (4.19).
Theorem 4.6. Suppose Assumptions 1 and 2, and the CFL condition (4.22) hold, then the discrete
equation (4.19) admits a unique bounded solution satisfying the a priori estimate (4.25).
Proof. The uniqueness and the a priori bound have been established in Proposition 4.3 and 4.4,
respectively. We now prove the existence of solution Un+1 to (4.19) with a given Un in two steps.
Step 1: fα(t, x, 0, z, k) is uniformly bounded for all (α, t, x, z, k) ∈ A× Q¯T × Rd × R.
For a family of mollifiers ̺m : R→ (0,∞), which are smooth functions supported in (− 1m , 1m)
with mass one, i.e.
∫
R
̺m(s) ds = 1 for all m ∈ N, we define the regularized drivers:
fαm(t, x, y, z, k) := (f
α(t, x, ·, z, k) ∗ ̺m)(y), (4.29)
which are clearly monotone in y with µ ≤ 0 and globally Lipschitz continuous in x, z, k with the
same Lipschitz constant as f . One can deduce from the uniform boundedness of fα(t, x, 0, z, k) and
the growth condition (2.2) that fαm is locally Lipschitz continuous in y, uniformly with respect to
(α, t, x, z, k). Therefore, for eachm, p ∈ N, by considering the truncated drivers fαm,p(t, x, y, z, k) :=
fαm(t, x,Πp(y), z, k) with
Πp(s) =
inf(p, |s|)
|s| s, s ∈ R,
we can construct a family of globally Lipschitz continuous and bounded drivers satisfying
y(fαm,p(t, x, y, z, k) − fαm,p(t, x, 0, z, k)) =
|y|
inf(p, |y|)Πp(y)(f
α
m,p(t, x, y, z, k) − fαm,p(t, x, 0, z, k)) ≤ 0.
Therefore, using Lemma 4.5 and following the proof of the a priori estimate (4.25), we know for
each m, p ∈ N, there exists a unique solution Um,p (where we omit the superscript n + 1 for
simplicity) solving (4.19) with the numerical flux associated to fαm,p(t, x, y, z, k) and satisfying the
following estimate:
|Um,p|0 ≤ max{|ζ(tn, ·)+|0, |Un|0 +∆t sup
α∈A
|fαm,p(·, ·, 0, 0, 0)|0}
= max{|ζ(tn, ·)+|0, |Un|0 +∆t sup
α∈A
|fαm(·, ·, 0, 0, 0)|0}
= max{|ζ(tn, ·)+|0, |Un|0 +∆t sup
(α,t,x)∈A×Q¯T
∣∣∣∣
∫
[− 1
m
, 1
m
]
fα(t, x, s, 0, 0)̺m(−s) ds
∣∣∣∣}
≤ max{|ζ(tn, ·)+|0, |Un|0 +∆t sup
(α,t,x,y)∈A×Q¯T×[−1,1]
|fα(t, x, y, 0, 0)|},
which is independent of p and m. In other words, for large enough p, the truncation of the driver
fαm has no influence on the solution. Consequently, we can obtain a family of uniformly bounded
functions {Umi }i such that for each m ∈ N, {Umi }i solves the following regularized equation:
inf
α∈A
(
Umi − Uni
∆t
−Aαr,hUmi −Kαr,hUni − f˜αm(tn, xi, Umi ,∆Uni , Bαr,hUni )
)
= 0, i ∈ Zd. (4.30)
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Now the uniform boundedness of the sequence of functions {Um} enables us to extract a
subsequence, which by a slight abuse of notation is still denoted as {Um}, such that for each
index i, Umi converges to some value Ui as m tends to ∞. This defines a function {Ui}i in ℓ∞(Zd)
satisfying the following estimate:
|U |0 ≤ max{|ζ(tn, ·)+|0, |Un|0 +∆t sup
(α,t,x,y)∈A×Q¯T×[−1,1]
|fα(t, x, y, 0, 0)|}. (4.31)
The properties of the mollifier ̺m and the continuity of f imply that f
α
m(t, x, y, z, k) converges
to fα(t, x, y, z, k) as m tends to infinity, uniformly on any compact subset of A×QT ×R×Rd×R.
Also for each given i ∈ Zd, we know the number of terms summed in Aαr,hUmi is finite uniformly
in α. Therefore, we can conclude by using the inequality | infA f − infA g| ≤ supA |f − g| and
passing m→∞ in (4.30) that {Ui} satisfies the discrete equation (4.19).
Step 2: The general case.
We shall approximate the driver f by the following sequence (different from fαm earlier):
fαp (t, x, y, z, k) = f
α(t, x, y, z, k) − fα(t, x, 0, z, k) + Πp(fα(t, x, 0, z, k)), p ∈ N,
which clearly fulfils all the assumptions of Step 1, and converges locally uniformly to fα(t, x, y, z, k).
Thus for each p ∈ N, there exists a function {Upi }i satisfying the following discrete equation:
inf
α∈A
(
Upi − Uni
∆t
−Aαr,hUpi −Kαr,hUni − f˜αp (tn, xi, Upi ,∆Uni , Bαr,hUni )
)
= 0, i ∈ Zd. (4.32)
Moreover, one can deduce from (4.31) and the uniform boundedness of fα(t, x, 0, 0, 0) in Assump-
tion 1 that for large enough p, the sequence of functions {Up} is uniformly bounded:
|Up|0 ≤ max{|ζ(tn, ·)+|0, |Un|0 +∆t sup
(α,t,x,y)∈A×Q¯T×[−1,1]
|fαp (t, x, y, 0, 0)|}
= max{|ζ(tn, ·)+|0, |Un|0 +∆t sup
(α,t,x,y)∈A×Q¯T×[−1,1]
|fα(t, x, y, 0, 0)|}.
Then similar arguments as those in Step 1 enable us to extract a subsequence, which converges
pointwise to a bounded function U . Then we can pass p→∞ in (4.32) and establish that U solves
(4.19) for each i ∈ Zd, which consequently completes our proof for the existence of solutions.
The next result concludes the convergence of the discrete equation.
Theorem 4.7. Suppose Assumptions 1 and 2 hold and the CFL condition (4.22) is satisfied, then
for any fixed ρ ≥ 0, the solution to the discrete equation (4.19) converges to the solution of (3.1)
uniformly on compact sets as h→ 0.
Proof. It is straightforward to derive from the one-step estimate (4.25) and Gronwall’s lemma that
the numerical solutions are bounded uniformly in r, ∆t and h. Also it follows immediately from
(4.6), (4.12), (4.16) and (4.20) that the scheme is consistent with (3.1) as r,∆t, h→ 0. Given the
monotonicity of the scheme as ascertained by Proposition 4.2, we can conclude the convergence
of the numerical solution by adapting the standard arguments in [1] to our current context.
Remark 4. The convergence analysis in [1] does not assume the penalized equation (3.1) admits
a solution. In fact, it considers the semicontinuous envelopes of the discrete solutions and demon-
strates they are viscosity solutions to (3.1). Therefore, the convergence result in Theorem 4.7 and
the a-priori estimate (4.25) subsequently provide us with a constructive proof for the existence of
solutions of (3.1), which are bounded uniformly in ρ. Similar arguments can be carried out to
demonstrate that the obstacle problem admits a bounded viscosity solution.
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5 Policy iteration for the discrete equation
In this section, we propose an efficient method for solving the discrete problem based on policy
iteration. We shall further demonstrate local superlinear convergence by interpreting the scheme
as a nonsmooth Newton method. Since in practice one usually truncates the discrete equation
(4.19) by localizing it onto a chosen bounded computational domain, and specifying the behaviour
of the solution outside the domain, we shall consider the following finite-dimensional problem: for
any given un ∈ RM , we aim to find u ∈ RM such that for each i ∈ I := {1, . . . ,M},
0 = Gn+1h [u]i = infα∈A
(
ui − uni
∆t
−Aαr,hui −Kαr,huni − f˜α(tn, xi, ui,∆uni , Bαr,huni )
)
, (5.1)
where f˜α(t, x, y, z, k) = f¯α(t, x, y, z, k) + ρ(ζ(t, x)− y)+ with the Lax-Friedrichs numerical flux f¯ .
For simplicity, we shall denote (5.1) as G[u] = 0 in the sequel.
We remark that the (finite-dimensional) discrete operators Aαr,h, K
α
r,h and B
α
r,h in (5.1) and the
numerical flux f¯ are in general different from those in (3.1), where the first and last rows of these
discrete operators will need to be modified to take the boundary conditions into consideration.
However, without loss of generality, we can assume that
1. the operators Aαr,h, K
α
r,h, B
α
r,h and f¯
α are continuous in α, and
2. for each α ∈ A, the matrix −Aαr,h admits positive diagonals, nonpositive off-diagonals and
nonnegative row sums,
where the second property is motivated by truncating the monotone form (4.17) of the operator
Aαr,h. Then the well-posedness of (5.1) follows from similar arguments as those in Section 4.2.
In order to design an efficient iterative scheme for solving (5.1), we need to impose the following
regularity conditions on the nonlinear function f :
Assumption 3. There exists a function ∂oyf : A×Q¯T ×R×Rd×R 7→ R, which is bounded above
by some constant µ ∈ R, and satisfies the following properties:
For any (t, x, y) ∈ Q¯ × R and compact subset K of A × Rd × R, there exists a neighbourhood
Uy of y and a constant Cy > 0, such that
1. the family of functions {∂oyf(·, t, x, u, ·, ·)}u∈Uy is equicontinuous and uniformly bounded by
the constant Cy with respect to (α, z, k) ∈ K;
2. the following identity holds uniformly with respect to (α, z, k) ∈ K:
lim
h→0
fα(t, x, y + h, z, k) − fα(t, x, y, z, k) − ∂oyf(α, t, x, y + h, z, k)h
h
= 0. (5.2)
Remark 5. An immediate consequence of Assumption 3 and the continuity of the operators on
α is that for any given un ∈ RM , the nonlinear function G[u] defined in (5.1) is locally Lipschitz
continuous on RM , which is crucial for our subsequent analysis.
It is clear that Assumption 3 is satisfied if f is continuously differentiable and monotone in y.
However, unlike [33], we do not require ∂oyf to be continuous in y and f
α to be Fre´chet-differentiable
in order to enjoy the property (5.2). In fact, (5.2) is closely related to slantly differentiable
functions introduced in [5, 17], which contain piecewise differentiable functions, convex functions
and more generally semismooth functions. Since most problems arising from finance are related to
(5.1) with semismooth drivers (see e.g. [15, 13] and Section 6.1 for details), Assumption 3 applies
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to a wide range of optimal control and stopping problems that are of our interest. For notational
consistency, we shall denote by ∂oyf
α the dependence of ∂oyf on the controls.
Let un be a given solution at the previous discrete time point, α ∈ AM and u ∈ RM . We intro-
duce the diagonal matrix Pα[u] with diagonal entries ∂oyf
αi(tn, xi, ui, σ
αi
r (tn, xi)
T∆uni /2h,B
αi
r,hu
n
i ),
i ∈ I, which are bounded above by µ as stated in Assumption 3. Moreover, to handle the penalty
term ρ(ζ − u)+, for any given u = (u1, . . . , uM )T ∈ RM , we shall introduce the diagonal matrix
V +[u] = {vij [u]} with vii[u] = −ρ1{ζ(tn,xi)−ui>0} for each i ∈ I.
With these matrices in hand, we shall introduce the following mapping Lα : RM → RM×M for
any α ∈ AM , which maps any given u ∈ RM into a matrix Lα[u], whose i-th row is defined as:
Lα[u]i := (I −∆tAαir,h)i −∆t(Pα[u]i + V +[u]i), i = 1, . . . ,M. (5.3)
Now we are ready to present our policy iteration algorithm, which extends the classical Howard
algorithm [4, 32] to the current nonlinear context.
Algorithm 1. Set u(0) = un. Given u(k), k ≥ 0, the next iterate u(k+1) is computed as follows:
Policy improvement step. Compute α(k+1) = {α(k+1)i }Mi=1 such that for each i ∈ I,
α
(k+1)
i ∈ argmin
α∈A
G[u(k)]i. (5.4)
Policy evaluation step. Compute u(k+1) ∈ RM by solving
G[u(k)] + L(k+1)[u(k)](u(k+1) − u(k)) = 0, (5.5)
where L(k+1)[u(k)] is the matrix (5.3) evaluated at the control α(k+1) and the iterate u(k).
We now proceed to investigate the convergence of Algorithm 1 by regarding it as a Newton’s
method to the nonlinear function G, where L(k+1)[u(k)] plays the essential role of the derivative
of G at the point u(k). Since in general G is not Fre´chet-differentiable, we shall interpret the
derivative in the sense of slant differentiability [5]. Recall that given two Banach spaces X and
Y, a function F : X → Y is said to be slantly differentiable in an open set U ⊂ X if there exists a
family of bounded linear operators {L[u]}u∈U from X into Y, called a slanting function for F in
U , such that for all u ∈ U we have
lim
|h|X→0
|h|−1X |F (u+ h)− F (u)− L[u+ h](h)|Y = 0.
We start with the convergence analysis of the optimal controls. For each vector u ∈ RM , we
write Au,i = argminα∈A G[u]i, i = I, and define Au :=
∏M
i=1Au,i to be the set of minimizers of
G[u]. The following result demonstrates the convergence of sets of optimal controls in terms of
the Hausdorff metric, which is defined as
dH(A,B) := max
{
sup
x∈A
inf
y∈B
dA(x, y), sup
x∈B
inf
y∈A
dA(x, y)
}
,
for any given non-empty subsets A and B of the control set A endowed with the metric dA.
Proposition 5.1. Suppose Assumptions 1 and 3 hold. For any given u, u′ ∈ RM , we have that
maxi∈I dH(Au′,i,Au,i)→ 0 as u′ → u.
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Proof. Let u ∈ RM and i = 1, . . . ,M be fixed. We first show that supx∈Au′,i infy∈Au,i dA(x, y)→ 0
as u′ → u. Suppose it does not hold, which means there exists ε > 0, un → u, and αuni ∈ Aun,i,
such that dA(α
un
i ,Au,i) ≥ ε for all n, then by adapting the arguments for Lemma 3.2 in [4], we
can deduce a contradiction using the local Lipschitz continuity of G and the compactness of A.
It then remains to prove supx∈Au,i infy∈Au′,i dA(x, y)→ 0 as u′ → u. Suppose not, then there
exists ε > 0, un → u, αu,n ∈ Au,i and αun ∈ Aun,i such that dA(αu,n, αun) ≥ ε for all n. Note
since un → u, we can obtain from the first part of this proof that dA(αun ,Au,i) → 0 as n → ∞.
Then the triangle inequality
0 = lim inf
n
dA(α
u,n,Au,i) ≥ lim inf
n
(
dA(α
u,n, αun)− dA(αun ,Au,i)
) ≥ ε,
leads us to a contraction, which enables us to conclude the desired result.
Lemma 5.2. Let G as in (5.1) and suppose Assumptions 1 and 3 hold. Then G is slantly differ-
entiable in RM with slanting function Lα[u] defined in (5.3) and α ∈ Au.
Proof. Let un and u be fixed. Since (σαr (tn, xi)
T∆uni /2h,B
α
r,hu
n)α∈A is contained in a compact
subset of Rd ×R, there exists a neighbourhood U of u such that (5.2) holds for this compact set.
For notational brevity, we will denote fα(·, ·, ·,∆uni , Br,huni ) = fα(·, ·, ·, σαr (·, ·)T∆uni /2h,Bαr,huni ).
A similar notation applies to ∂oyf
α(·, ·, ·,∆uni , Br,huni ).
Let h ∈ RM with u+ h ∈ U . Then for any αu ∈ Au, αu+h ∈ Au+h and i ∈ I, we have
G[u]i = (I −∆tAα
u
i
r,h)(u)i −∆tf˜α
u
i (tn, xi, ui,∆u
n
i , B
αui
r,hu
n
i )− uni −∆tKα
u
i
r,hu
n
i
≥ G[u+ h]i − Lα
u+h
i [u+ h](h)i +∆t(A
αui
r,h −A
αu+hi
r,h )(h)i
+∆t
[
fα
u
i (tn, xi, ui + hi,∆u
n
i , Br,hu
n
i )− fα
u
i (tn, xi, ui,∆u
n
i , Br,hu
n
i )
− ∂oyfα
u
i (tn, xi, ui + hi,∆u
n
i , Br,hu
n
i )hi
]
+∆t
[
∂oyf
αui (tn, xi, ui + hi,∆u
n
i , Br,hu
n
i )− ∂oyfα
u+h
i (tn, xi, ui + hi,∆u
n
i , Br,hu
n
i )
]
hi
+∆tρ
[
(ζ(tn, xi)− ui − hi)+ − (ζ(tn, xi)− ui)+ + 1{ζ(tn,xi)−ui−hi>0}hi
]
. (5.6)
Note that (5.6) vanishes for small enough h, so that we can conclude from the identity (5.2), the
equicontinuity of {∂oyf}u∈U in (α, z, k), uniform continuity of Aαr,h in α, and Proposition 5.1 that
G[u+ h]i − G[u]i − Lαu+h [u+ h](h)i ≤ o(|h|0).
On the other hand, we can start with G[u+ h]i and deduce the corresponding lower bound:
G[u+ h]i − G[u]i − Lα
u+h
i [u+ h](h)i ≥ o(|h|0), as |h|0 → 0, (5.7)
which consequently leads to the desired slant differentiability of G.
The following result concludes the local superlinear convergence of Algorithm 1.
Theorem 5.3. Suppose Assumptions 1 and 3 hold. Then for all ∆t with 1 − µ∆t ≥ c0 > 0,
Lα[u] is nonsingular and satisfies |Lα[u]−1|0 ≤ 1/c0. Consequently, the iterates {u(k)} generated
by Algorithm 1 converge superlinearly to the solution u∗ of (5.1) in a neighbourhood of u∗.
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Proof. We can deduce from Assumption 3 and the properties of the matrices −Aαr,h and −V +[u]
that for all α ∈ AM , u ∈ RM and ∆t with 1−µ∆t > 0, Lα[u] = {lα,uij } defined in (5.3) is a strictly
diagonally dominant matrix whose row sums satisfy:
min
1≤i≤M
(
lα,uii −
M∑
j=1,j 6=i
|lα,uij |
)
≥ 1−∆tµ ≥ c0 > 0,
from which, along with Theorem A in [31], we obtain the desired estimate for |Lα[u]−1|0. Then
we can directly infer the local superlinear convergence of Algorithm 1 from [5, Theorem 3.4].
We end this section with an important remark about the implementation of the algorithm.
Recall that at the policy improvement step (5.4), one needs to compute the optimal policy at
each computational node, which may not admit any analytical expression due to complicated
nonlinearities of the PDE coefficients or the approximation operators on the control variable.
In these cases, for each ε > 0, we can approximate the original coefficients of (3.1) by suitable
functions {fαε , σαε , bαε , ηαε } which can be easily optimized, such that the following estimate
|fα(·, ·, ·, 0, 0)−fαε (·, ·, ·, 0, 0)|Q¯T ×[−ϕ(|u|)0,ϕ(|u|)0]+|σα−σαε |0+|bα−bαε |0+|
∫
E
|ηα−ηαε |2 ν(de)
∣∣ 12
0
= O(ε2)
holds uniformly in α ∈ A. Then using the continuous dependence result in Theorem 3.1, we can
infer that this approximation error is of magnitude O(ε). Commonly used approximating functions
can be constructed by discretizing the admissible control set A, and performing piecewise constant
or piecewise linear approximations.
6 Numerical experiments
In this section, we demonstrate the effectiveness of the schemes through numerical experi-
ments. We present two examples, an optimal investment problem with model uncertainty, and
a consumption-portfolio allocation problem with non-Lipschitz recursive utilities. Both examples
are related to non-standard HJB equations, where the first example contains non-smooth con-
vex/concave nonlinearities, while the second one involves monotone drivers of polynomial growth.
6.1 Optimal investment under ambiguity
We study first an optimal investment problem over a time interval [0, T ] in a financial market
with a risk-free asset and a risky asset. For our numerical tests, we assume the interest rate is
zero, and the price of the risky asset follows the jump-diffusion process:
dSt = St−
(
bdt+ σdWt + (1 ∧ |e|) N˜ (dt, de)
)
,
whereW is a Brownian motion and N˜(dt, de) = N(dt, de)−ν(de)dt is an independent compensated
Poisson process defined on a probability space (Ω, {Ft}t∈[0,T ],P).
An investor with initial wealth x > 0 at time t can control their wealth process Xt,x,α through
a selection of the portion αt of wealth allocated in the risky asset, and also the duration of the
investment via a stopping time τ ∈ [t, T ], which leads to the following wealth process:
dXt,x,αs = αsX
t,x,α
s−
(
bds+ σdWs + (1 ∧ |e|) N˜ (ds, de)
)
, s ∈ [t, τ ]; Xt = x,
and the terminal payoff ξt,x,ατ = g(X
t,x,α
τ ).
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The aim of the agent is to maximize the expected performance of the investment by taking
ambiguity into account in the spirit of [30, 14]. More precisely, for given parameters r,R, κ1, κ2 > 0,
we consider the following value function:
u∗(t, x) := sup
τ∈Tt
sup
α∈At
E tτ,∗[ξt,x,ατ ] = sup
τ∈Tt
sup
α∈At
inf
β∈Bt,Q∈M
EQ
[
exp
(− ∫ τ
t
βs ds
)
ξt,x,ατ
]
, (6.1)
over all admissible choices of (α, τ) ∈ At×Tt, where Bt is a class of adapted processes β = (βs)s∈[t,T ]
valued in [r,R], which represent ambiguous discount rates, and M is a family of absolutely con-
tinuous probability measures with respect to P with density
dMπ,ℓt =M
π,ℓ
t−
(
πtdWt +
∫
E
ℓt(e) N˜ (de, dt)
)
; Mπ,ℓ0 = 1,
where (π, ℓ) are predictable processes satisfying |πt| ≤ κ1 and 0 ≤ ℓt(e) ≤ κ2(1 ∧ |e|). In other
words, the nonlinear expectation E tτ,∗[·] represents the worst-case scenario in a market with un-
certainty arising from the discount rate, the Brownian motion, and the random jump source (see
[30, 14]). Similarly, we consider the value function associated to the best-case scenario:
u∗(t, x) := sup
τ∈Tt
sup
α∈At
E t,∗τ [ξt,x,ατ ] = sup
τ∈Tt
sup
α∈At
sup
β∈Bt,Q∈M
EQ
[
exp
(− ∫ τ
t
βs ds
)
ξt,x,ατ
]
. (6.2)
Using the dual representation of E t,∗τ [·] (resp. E tτ,∗[·]), we can characterize the value function
u∗ (resp. u∗) as the viscosity solution to the following HJBVI (see [30, 14, 28, 8]): u(0, x) = g(x)
for x ∈ R, and for (t, x) ∈ (0, T ] × R,
min
{
u(t, x) − g(x), inf
α∈[0,1]
(
ut − Lαu−Ru− + ru+ − ακ1σ|xux| − κ2Bα,∗u
)}
= 0,
(resp. min
{
u(t, x) − g(x), inf
α∈[0,1]
(
ut − Lαu− ru− +Ru+ + ακ1σ|xux|+ κ2Bα∗ u
)}
= 0, )
(6.3)
where the nonlocal operators Lα = Aα +Kα, Bα,∗ and Bα∗ satisfy for φ ∈ C1,2([0, T ] × R) that
Aαφ(t, x) =
1
2
α2σ2x2φxx(t, x) + αbxφx(t, x),
Kαφ(t, x) =
∫
R\{0}
(
φ(t, x+ αxη(e)) − φ(t, x)− αxη(e)φx(t, x)
)
ν(de),
Bα,∗φ(t, x) =
∫
R\{0}
(
φ(t, x+ αxη(e)) − φ(t, x))+(1 ∧ |e|) ν(de),
Bα∗ φ(t, x) =
∫
R\{0}
(
φ(t, x+ αxη(e)) − φ(t, x))−(1 ∧ |e|) ν(de).
(6.4)
We now specify the choice of parameters for our experiments. For the jump component, we
shall consider a symmetric Variance Gamma model (see e.g. [25]) with a Le´vy measure ν(de) =
exp(−µ|e|)/|e|de on R and intensity η(e) = 1∧ |e|, while for the initial condition and the obstacle
of the HJBVI we use the exponential utility function g(x) = 1− 2e−2x, which implies the solution
of (6.3) changes its sign on the domain and hence ensures both u+ and u− in (6.3) have effects
on the solution. We consider the value functions at (T, x0) with the model parameters in Table 1.
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b σ µ r R κ1 κ2 T x0
0.1 0.2 6 0.02 0.04 0.2 0.5 1 1
Table 1: Model parameters for the optimal investment problem under ambiguity.
Now we discuss the implementation details and discretization parameters. The HJBVIs (6.3)
will be localized to the domain (0, 2) with u(·, x) = g(x) for x ∈ R \ (0, 2). Since the singularity
of the measure ν behaves like log(r), r > 0, around zero, we can deduce from the consistency
and stability analysis in Section 4.2 along with the choice of parameters that choosing r = h,
λ = ∆t/h = 1/5, and θ = 1/5 for the numerical flux will lead us to a consistent and stable scheme.
To ensure the monotonicity of the scheme, we discretize the first-order and second-order derivative
by the upwind scheme and the central-difference scheme, respectively, and evaluate the nonlocal
operators by the mid-point quadrature formula. We further discretize the control set A = [0, 1]
with a mesh hε =
1
10 . and stop the policy iteration, at each timestep if the difference between
two consecutive iterates is less than 10−10. We remark that on the basis of our experiments,
this control discretization mesh seems to be sufficiently small, since further refinements lead to
a relative difference less than 10−7 in the value functions, which is negligible compared to other
discretization errors. The effect of the control discretization will be investigated more closely in
the next example.
Table 2 contains, for different mesh sizes and penalty parameters, the numerical solutions of
the value function u∗ at the point (T, x0) and the maximal number of iterations among all time
steps. The line (a) clearly indicates the efficiency of our policy iteration scheme, which solves the
discrete equation (5.1) at the accuracy 10−10 with a small number of iterations. Moreover, we
can infer from the line (b) that for a fixed penalty parameter ρ, the numerical solutions converge
monotonically to the exact solution. The asymptotic magnitude of the approximation error can
be deduced from line (d), which is of O(h)+O(∆t), and seems to be independent of the size of the
penalty parameter ρ. We remark that a similar first-order monotone convergence can be observed
for u∗, for which a detailed discussion is omitted.
h 1/40 1/80 1/160 1/320 1/640
ρ = 103 (a) 4 4 4 4 5
(b) 0.7292780 0.7292918 0.7292987 0.7293021 0.7293038
(c) 13.788 6.879 3.433 1.715
(d) 2.004 2.004 2.002
ρ = 16 × 103 (a) 4 4 4 5 4
(b) 0.7293262 0.7293271 0.7293275 0.7293277 0.7293278
(c) 0.8616 0.4300 0.2146 0.1068
(d) 2.004 2.004 2.009
Table 2: Numerical solutions of the value function u∗ for the optimal investment problem with
different mesh sizes and penalty parameters. Shown are: (a) the maximal number of iterations
among all time points; (b) the numerical solutions Uρ,h at (T, x0); (c) the increments Uρ,h−Uρ,2h
(in 10−6) ; (d) the rate of increments (Uρ,2h − Uρ,4h)/(Uρ,h − Uρ,2h).
We proceed to analyze the impact of computational domains by performing computations on
the domains (0, 2) and (0, 4) with h = 1/640 and ρ = 64 × 103. It can be observed that this
enlarged computational domain has a negligible effect on the numerical solution of value functions
(a relative difference of 3.7 · 10−7 for u∗ and 2.5 · 10−12 for u∗). Moreover, the maximal number
of iterations remains to be 4 for both u∗ and u∗, which seems to be independent of the size M of
the discrete equation (5.1).
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Finally we examine the convergence of value functions in terms of the penalty parameter ρ.
Table 3 presents the numerical results obtained using the domain (0, 2) with a fixed mesh size
h = 1/640 and different penalty parameters. For both u∗ and u∗, we can infer from lines (a) and (b)
a monotone convergence of the numerical solutions, with an approximation error proportional to
the reciprocal of the penalty parameter, as asserted in Theorem 3.3 and 3.4. Then by performing
linear regression of the values in line (a) against the reciprocal of penalty parameters, we can
estimate the constant C0 in (3.4) and construct a convergent approximation of the free boundary
of (6.3) as suggested in (3.5). Figure 1 compares the feedback control strategies for u∗ (i.e., the
best-case scenario) and u∗ (i.e., the worst-case scenario) with ρ = 64×103, where the white region
represents the sets in which the obstacle is active, and otherwise the colour indicates the value of
the optimal control, as presented in the panel on the right. It clearly illustrates that the investor
in general behaves more conservatively in the worst-case scenario.
ρ 103 4× 103 16× 103 64× 103
u∗ (a) 0.75071151 0.75071215 0.75071231 0.75071235
(b) 0.639 0.159 0.040
(c) 3.9998 4.0006
u∗ (a) 0.72930381 0.72932303 0.72932783 0.72932903
(b) 19.215 4.802 1.201
(c) 4.0016 3.9976
Table 3: Numerical results of the value functions u∗ and u∗ for the optimal investment problem
with different penalty parameters. Shown are: (a) the numerical solutions Uρ at (T, x0); (b) the
increments Uρ − Uρ/4 (in 10−6); (c) the rate of increments (Uρ/4 − Uρ/16)/(Uρ − Uρ/4).
Figure 1: Feedback control strategies with ρ = 16 × 103 for the best-case scenario (left) and the
worst-case scenario (right), where the early stopping region is white.
6.2 Consumption-portfolio allocation with recursive utility
As a second example, we shall address a consumption-portfolio maximization problem in terms
of recursive utilities, which extend the classical additive utilities by allowing one’s current well-
being to depend on the expected future utilities in a non-risk-neutral way, and play an important
role in modern mathematical finance (see e.g. [23, 27] and references therein).
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For our numerical examples, we shall consider an economy with a risk-free bond with constant
interest rate r > 0, and a risky asset whose dynamics follows a stochastic volatility model:
dSt = St[(r + λvt)dt+
√
vtdWt],
dvt = (ϑ− κvt)dt+ β√vt(ρdWt +
√
1− ρ2dWˆt), (6.5)
where ϑ, κ, β > 0 are constants, and W , Wˆ are two independent Brownian motions on a filtered
probability space (Ω, {Ft}t∈[0,T ],P).
An agent controls their wealth by deciding the portions invested in stocks and consumed,
which implies the dynamics of the wealth follow the following equation:
dXx,π,ct = X
x,π,c
t [r + πtλvt − (1 + r)ct]dt+
√
vtX
x,π,c
t πtdWt, t ∈ [0, T ]; Xx,π,c0 = x0,
where π, c : Ω × [0, T ] → [0, 1] are the proportion for investment and consumption respectively,
and x0 is the initial wealth.
The preference of the agent between consumption and investment is described by the well-
known (normalized) continuous-time Epstein-Zin utility suggested in [15]. More precisely, suppose
the utility from the terminal wealth at the terminal time T is given by g(Xx,π,cT ), then the Epstein-
Zin recursive utility is defined as
Ec[g(Xx,π,cT )] = Yt and Yt = E
[ ∫ T
t
f(csX
x,π,c
s , Ys) ds + g(X
x,π,c
T ) | Ft
]
, t ∈ [0, T ],
with the following driver:
f(c, y) :=
δ
1− 1ψ
(1− γ)y
[(
c
((1 − γ)y) 11−γ
)1− 1
ψ
− 1
]
, (6.6)
where we follow the standard parametrization by letting δ > 0 be the rate of time preference
and 0 < ψ 6= 1 be the elasticity of intertemporal substitution. The objective of the agent is to
maximize the recursive utility over all admissible choices of α = (π, c):
u(t, x) := sup
α∈At
Ec[g(Xx,π,cT )]. (6.7)
It has been demonstrated in [23, 27] that for certain empirically important parameters, for
instance the coefficients in Table 4, which are taken from [23] and will be used for our numerical
test, this driver (6.6) of the Epstein-Zin utility is non-Lipschitz but monotone in the utility y.
Moreover, one can identify the value function (6.7) (with a change of time variable) as the solution
to the following HJB equation: u(0, x, v) = g(x) for (x, v) ∈ R2, and for (t, x, v) ∈ (0, T ]× R2,
inf
(π,c)∈A
(
ut − 1
2
π2x2vuxx − πβρxvuxv − 1
2
β2vuvv − x[r + πλv − (1 + r)c]ux
− (ϑ− κv)uv − f(cx, u)
)
= 0,
(6.8)
with A = {(π, c) ∈ [0, 1] × [0, 1] | π + c ≤ 1}.
For the purpose of numerical experiments, we shall take the negative exponential utility as
the initial condition g(x) = −e−x/2, and localize the equation on the domain [0, 2]× [0, 0.05]. The
following homogeneous Neumann boundary conditions will be imposed as suggested in [20]:
ux(t, 2, v) = 0, (t, v) ∈ [0, T ]× [0, 0.05]; uv(t, x, 0.05) = 0, (t, x) ∈ [0, T ]× [0, 2],
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while the equation (6.8) itself is set as the boundary condition at x = 0 and v = 0. We remark
that based on our experiments with larger computational domains, the error of the value function
caused by this domain truncation appears to be less than 10−7.
γ ψ δ r ρ λ β κ ϑ x0 v0 T
2 1.5 0.08 0.05 -0.5 0.5 0.25 5 0.1125 1 0.02 0.5
Table 4: Model parameters for the optimal consumption-portfolio allocation problem.
The localized HJB equation (6.8) is then discretized using the implicit linear interpolation
Semi-Lagrangian scheme (Scheme 2 in [29]) with the mesh size hv = hx = h and the time stepsize
∆t = 4h, which is monotone and locally first-order accurate. We shall further discretize the control
set A with a mesh hε, and for each time step, terminate policy iteration once the sup-norm of two
consecutive iterates is within the threshold 10−6.
Table 5 presents the numerical solutions of (6.8) at the grid point (T, x0, v0) with different
spatial mesh size h and a fixed control discretization mesh hε = 1/20. We can observe from line (a)
that our algorithm requires a small number of iterations to obtain an accurate solution. Moreover,
lines (b) and (d) indicate the numerical solution converge monotonically with the convergence rate
O(h) +O(∆t), as the mesh size tends to zero.
h 1/100 1/200 1/400 1/800 1/1600
(a) 3 4 4 3 3
(b) -0.6604205 -0.6581355 -0.6580512 -0.6580101 -0.6579897
(c) 2.2851 0.0843 0.0411 0.0204
(d) 27.120 2.052 2.014
Table 5: Numerical solutions for the consumption-portfolio allocation problem with different mesh
sizes. Shown are: (a) the maximal number of iterations among all time points; (b) the numerical
solutions Uh at (T, x0, v0); (c) the increments Uh − U2h (in 10−3) ; (d) the rate of increments
(U2h − U4h)/(Uh − U2h).
We then investigate the effect of the control discretization by performing computations with
a fixed mesh size h = 1/800 and different control meshes. Numerical results are given in Table 6,
from which we can observe that the control discretization error decreases rapidly as the meshsize
tends to zero, and the control mesh hε = 1/20 already leads to an accurate approximation with a
negligible control discretization error. We further present the optimal investment and consumption
allocation corresponding to (6.7) at t = 0 in Figure 2, where the colour indicates the value of
the optimal feedback control, as shown in the panel on the right. It depicts that the optimal
stock allocation in general decreases with respect to the initial wealth, but less sensitive than
consumption as observed in [23]. Moreover, the consumption is insensitive to the volatility, while
the investment allocation depends explicitly on the initial states of volatility and wealth.
hε 1/5 1/10 1/20 1/40
(a) -0.668535135 -0.660102239 -0.658010097 -0.658005963
(b) 8.4329 2.0921 0.0041
Table 6: Numerical solutions for the consumption-portfolio allocation problem with different
control refinements. Shown are: (a) the numerical solutions Uhε at (T, x0, v0); (b) the increments
Uhε − U2hε (in 10−3).
24
Figure 2: Optimal proportions of wealth for investment (left) and consumption (right).
7 Conclusions
This paper constructs numerical approximations to the solution and free boundary of HJB
variational inequalities with monotone drivers based on the penalty method, monotone schemes,
and policy iteration. We prove the convergence of the numerical scheme and illustrate the the-
oretical results with some numerical examples including an optimal investment under ambiguity
problem and a recursive consumption-portfolio allocation problem.
To the best of our knowledge, this is the first paper which proposes numerical approximations
for a HJBVI with a general monotone driver. Natural next steps would be to establish the
theoretical convergence rate of the discretization schemes and to extend this approach to “double-
obstacle” HJBVIs obtained in [9] and Hamilton-Jacobi-Bellman-Isaacs equations in [2].
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A Continuous dependence estimate for penalized equations
In this section, we establish continuous dependence estimate for the solutions of the penalized
equation (3.1), cf. Theorem 3.1.
Proof of Theorem 3.1. For any given λ, θ and ε > 0, we define the following functions:
φ(t, x, y) = θeλt|x− y|2 + εeλt(|x|2 + |y|2), ψ(t, x, y) = u1(t, x) − u2(t, y)− φ(t, x, y),
for all (t, x, y) ∈ [0, T ]× Rd × Rd and introduce the following quantities:
m0θ,ε = sup
Rd×Rd
ψ(0, x, y)+, mθ,ε = sup
[0,T ]×Rd×Rd
ψ(t, x, y) −m0θ,ε.
The boundedness and semicontinuity of u1, u2, along with the penalization terms, imply that
there exists (t0, x0, y0) ∈ [0, T ]× Rd × Rd, depending on θ and ε, such that
ψ(t0, x0, y0) = sup
[0,T ]×Rd×Rd
ψ(t, x, y) = mθ,ε +m
0
θ,ε.
We further introduce the several nonlinear operators, which are essential for the subsequent anal-
ysis. For any given α ∈ A, κ ∈ (0, 1), φ ∈ C1,2(Q¯T ) and bounded semicontinuous function u, we
define for i = 1, 2 and x = (t, x) ∈ QT that
Kακ,i[φ](x) =
∫
|e|≤κ
(
φ(t, x+ ηαi (x, e)) − φ(x)− ηαi (x, e) · ∇xφ(x)
)
νi(de), (A.1)
K˜ακ,i[u, p](x) =
∫
|e|>κ
(
u(t, x+ ηαi (x, e)) − u(x) − ηαi (x, e) · p
)
νi(de), (A.2)
Bακ,i[φ](x) =
∫
|e|≤κ
m
(
φ(t, x+ ηαi (x, e)) − φ(x)
)
γ(x, e) νi(de), (A.3)
B˜ακ,i[u](x) =
∫
|e|>κ
m
(
u(t, x+ ηαi (x, e)) − u(x)
)
γ(x, e) νi(de). (A.4)
We then focus on deriving an upper bound of mθ,ε by first assuming mθ,ε > 0. This further
implies that t0 > 0 since otherwise we have mθ,ε = supRd×Rd ψ(0, x, y) −m0θ,ε ≤ 0. We shall also
assume µ < 0 in Assumption 1 (see Remark 1).
Now applying the nonlocal version of Jensen Ishii’s lemma [22, Theorem 2.2] and using the
fact infα(a)− infα(b) ≥ infα(a− b), we obtain that for each κ ∈ (0, 1), there exist two symmetric
matrices X,Y ∈ Rd×d satisfying(
X 0
0 −Y
)
≤ 2θeλt0
(
I −I
−I I
)
+ 2εeλt0
(
I 0
0 I
)
, (A.5)
such that the following inequality holds:
λθeλt0 |x0 − y0|2 + λεeλt0(|x0|2 + |y0|2) + inf
α∈A
[
tr(−σα1 (t0, x0)(σα1 (t0, x0))TX + σα2 (t0, y0)(σα2 (t0, y0))TY )
− bα1 (t0, x0)∇xφ(t0, x0, y0)− bα2 (t0, y0)∇yφ(t0, x0, y0)− lαK,1(t0, x0) + lαK,2(t0, y0)
− fα1 (t0, x0, u1(t0, x0), σα1 (t0, x0)T∇xφ(t0, x0, y0), lαB,1(t0, x0))
+ fα2 (t0, y0, u2(t0, x0), σ
α
2 (t0, y0)
T (−∇yφ(t0, x0, y0)), lαB,2(t0, y0))
]
− ρ((ζ1(t0, x0)− ζ2(t0, y0))− (u1(t0, x0)− u2(t0, y0)))+ ≤ 0, (A.6)
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where the nonlocal terms are defined as:
lαK,1(t0, x0) := K
α
κ,1[φ(·, ·, y0)](t0, x0) + K˜ακ,1[u1,∇xφ(·, ·, y0)](t0, x0),
lαK,2(t0, y0) := K
α
κ,2[−φ(·, x0, ·)](t0, y0) + K˜ακ,2[u2,−∇yφ(·, x0, ·)](t0, y0),
lαB,1(t0, x0) := B
α
κ,1[φ(·, ·, y0)](t0, x0) + B˜ακ,1[u1](t0, x0),
lαB,2(t0, y0) := B
α
κ,2[−φ(·, x0, ·)](t0, y0) + B˜ακ,2[u2](t0, y0).
In the case that (ζ1(t0, x0)−ζ2(t0, y0))−(u1(t0, x0)−u2(t0, y0)) ≥ 0, we can deduce from Lipschitz
continuity of ζ1 and ζ2 that
mθ,ε +m
0
θ,ε ≤ u1(t0, x0)− u2(t0, y0) ≤ |ζ1 − ζ2|0 + C|x0 − y0|. (A.7)
Therefore, in the sequel, we shall assume the last term in (A.6) is equal to 0.
A straightforward computation gives us that
∇xφ(t0, x0, y0) = 2θeλt0(x0 − y0) + 2εeλt0x0, −∇yφ(t0, x0, y0) = 2θeλt0(x0 − y0)− 2εeλt0y0,
from which, together with the Lipschitz continuity of the coefficients, we can deduce the following
estimates for the local terms:
|tr(−σα1 (t0, x0)(σα1 (t0, x0))TX + σα2 (t0, y0)(σα2 (t0, y0))TY )|
≤4θeλt0(|σα1 − σα2 |20 + C|x0 − y0|2) + 2εeλt0C(1 + |x0|2 + |y0|2),
|bα1 (t0, x0)∇xφ(t0, x0, y0) + bα2 (t0, y0)∇yφ(t0, x0, y0)|
+|σα1 (t0, x0)T∇xφ(t0, x0, y0)− σα2 (t0, y0)T (−∇yφ(t0, x0, y0))|
≤4θeλt0 |x0 − y0|2 + θeλt0(|bα1 − bα2 |20 + |σα1 − σα2 |20) + εeλt0C(1 + |x0|2 + |y0|2).
(A.8)
Moreover, following the same arguments as those for Theorem 4.1 in [22], we derive that
lαK,1(t0, x0)− lαK,2(t0, y0) ≤ O(κ) + 2θeλt0
[∣∣ ∫
E
|ηα1 − ηα2 |2 (ν1 ∨ ν2)(de)
∣∣
0
+
∣∣ ∫
E
(|ηα1 |2 ∨ |ηα2 |2) |ν1 − ν2|(de)
∣∣
0
]
+ Cθeλt0 |x0 − y0|2 + εeλt0C(1 + |x0|2 + |y0|2). (A.9)
We then proceed to estimate the nonlinear terms fα1 and f
α
2 . For notational convenience, we
denote σα1 (t0, x0)
T∇xφ(t0, x0, y0) and σα2 (t0, y0)T (−∇yφ(t0, x0, y0)) by p1 and p2, respectively, and
deduce that
fα1 (t0, x0, u1(t0, x0), p1, l
α
B,1(t0, x0))− fα2 (t0, y0, u2(t0, y0), p2, lαB,2(t0, y0))
≤fα1 (t0, x0, u1(t0, x0), p1, lαB,1(t0, x0))− fα1 (t0, x0, u1(t0, x0), p1, 0)
+ fα1 (t0, x0, u1(t0, x0), p1, 0) − fα1 (t0, x0, u2(t0, y0), p1, 0)
+ fα1 (t0, x0, u2(t0, y0), p1, 0)− fα1 (t0, y0, u2(t0, y0), p2, 0)
+ fα1 (t0, y0, u2(t0, y0), p2, 0) − fα2 (t0, y0, u2(t0, y0), p2, 0)
+ fα2 (t0, y0, u2(t0, y0), p2, 0) − fα2 (t0, y0, u2(t0, y0), p2, lαB,2(t0, y0))
≤C(lαB1)+ + µ(mθ,ε +m0θ,ε) + C
[|x0 − y0|+ |σα1 (t0, x0)T∇xφ(t0, x0, y0)− σα2 (t0, y0)T (−∇yφ(t0, x0, y0))|]
+ C|σα2 (t0, y0)T (−∇yφ(t0, x0, y0))|+ |fα1 (·, ·, ·, 0, 0) − fα2 (·, ·, ·, 0, 0)|Q¯T×[−ϕ(|u2|0),ϕ(|u2|0)] +C(lαB2)−,
where we have used the fact
u1(t0, x0)− u2(t0, y0) = φ(t0, x0, y0) +mθ,ε +m0θ,ε ≥ mθ,ε +m0θ,ε ≥ 0,
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and the monotonicity of f in u. It follows directly from the boundedness of σα that
|σα2 (t0, y0)T (−∇yφ(t0, x0, y0))| ≤ 2θeλt0C(|x0 − y0|2 + 1) + εeλt0C(1 + |x0|2 + |y0|2). (A.10)
It now remains to bound (lαB1)
+ and (lαB2)
−. One can obtain from the integrability of the
singular measures that
|Bακ,1[φ(·, ·, y0)](t0, x0)|+ |Bακ,2[−φ(·, x0, ·)](t0, y0)| ≤ O(κ).
Moreover, since ψ attains its maximum at (t0, x0, y0), we can deduce by using
ψ(t0, x0, y0) ≥ ψ(t0, x0 + ηα1 (t0, x0, e), y0), ψ(t0, x0, y0) ≥ ψ(t0, x0, y0 + ηα2 (t0, y0, e)),
and the property −C(−x)+ ≤ m(x) ≤ Cx+ of the function m that
m
(
u1(t0, x0 + η
α
1 (t0, x0, e))− u1(t0, x0)
) ≤ θCeλt0(|x0 − y0||ηα1 |+ |ηα1 |2) + εCeλt0(|x0||ηα1 |+ |ηα1 |2),
m
(
u2(t0, y0 + η
α
2 (t0, y0, e)) − u2(t0, y0)
) ≥ −θCeλt0(|x0 − y0||ηα2 |+ |ηα2 |2)− εCeλt0(|y0||ηα2 |+ |ηα2 |2),
which implies that
B˜ακ,1[u1](t0, x0) =
∫
|e|>κ
m
(
u1(t0, x0 + η
α
1 (t0, x0, e))− u1(t0, x0)
)
γ(t0, x0, e) ν1(de)
≤ θeλt0C(|x0 − y0|2 + 1) + εeλt0C(1 + |x0|2),
B˜ακ,2[u1](t0, y0) =
∫
|e|>κ
m
(
u2(t0, y0 + η
α
2 (t0, y0, e))− u2(t0, y0)
)
γ(t0, y0, e) ν2(de)
≥ −θeλt0C(|x0 − y0|2 + 1)− εeλt0C(1 + |y0|2).
Consequently, we can bound C(lαB1)
+ + C(lαB2)
− by (A.10) with an extra term O(κ).
Now we are ready to derive the upper bound of mθ,ε. Substituting (A.7), (A.8), (A.9) and the
above estimate of fα1 − fα2 into (A.6), we can obtain that
λθeλt0 |x0 − y0|2 + λεeλt0(|x0|2 + |y0|2)
≤Cθeλt0 sup
α∈A
[|σα1 − σα2 |20 + |bα1 − bα2 |20 + ∣∣
∫
E
|ηα1 − ηα2 |2 (ν1 ∨ ν2)(de)
∣∣
0
+
∣∣ ∫
E
(|ηα1 |2 ∨ |ηα2 |2) |ν1 − ν2|(de)
∣∣
0
]
+ sup
α∈A
|fα1 (·, ·, ·, 0, 0) − fα2 (·, ·, ·, 0, 0)|Q¯T ×[−ϕ(|u2|0),ϕ(|u2|0)] + µ(mθ,ε +m0θ,ε) + |ζ1 − ζ2|0 +C|x0 − y0|
+ Cθeλt0(|x0 − y0|2 + 1) + εeλt0C(1 + |x0|2 + |y0|2) +O(κ),
from some constant C depends only on the coefficients. Then letting κ → 0, taking λ = C + 1
and maximizing over |x0 − y0|, we have
− µ(mθ,ε +m0θ,ε) ≤
C
θ
+ Cθ + sup
α∈A
|fα1 (·, ·, ·, 0, 0) − fα2 (·, ·, ·, 0, 0)|Q¯T×[−ϕ(|u2|0),ϕ(|u2|0)] + |ζ1 − ζ2|0
+Cθ sup
α∈A
[|σα1 − σα2 |20 + |bα1 − bα2 |20 + ∣∣
∫
E
|ηα1 − ηα2 |2 (ν1 ∨ ν2)(de)
∣∣
0
+
∣∣ ∫
E
(|ηα1 |2 ∨ |ηα2 |2) |ν1 − ν2|(de)
∣∣
0
]
.
We remark that the above estimate is based on the assumption that mθ,ε > 0. In case that
mθ,ε ≤ 0, we obtain from the definition of m0θ,ε, the inequality (x+y)+ ≤ x++y+ and the Lipchitz
continuity of initial conditions that
mθ,ε +m
0
θ,ε ≤ sup
x,y
[|(u1 − u2)+|0 + (C|x− y| − θ|x− y|2)+] ≤ |(u1 − u2)+|0 + C/θ.
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Therefore for any (t, x) ∈ Q¯T and ε, θ > 0, we can deduce from the definition of mθ,ε that
u1(t, x)− u2(t, x) ≤ mθ,ε +m0θ,ε + 2εeλt|x|2
≤|(u1 − u2)+|0 + |ζ1 − ζ2|0 + sup
α∈A
|fα1 (·, ·, ·, 0, 0) − fα2 (·, ·, ·, 0, 0)|Q¯T×[−ϕ(|u2|0),ϕ(|u2|0)]
+Cθ sup
α∈A
[|σα1 − σα2 |20 + |bα1 − bα2 |20 + ∣∣
∫
E
|ηα1 − ηα2 |2 (ν1 ∨ ν2)(de)
∣∣
0
+
∣∣ ∫
E
(|ηα1 |2 ∨ |ηα2 |2) |ν1 − ν2|(de)
∣∣
0
]
+
C
θ
+ Cθ + 2εeλt|x|2,
then minimizing the above expression over θ and passing ε→ 0 lead us to
u1(t, x)− u2(t, x) ≤ |(u1 − u2)+|0 + |ζ1 − ζ2|0 + sup
α∈A
|fα1 (·, ·, ·, 0, 0) − fα2 (·, ·, ·, 0, 0)|Q¯T×[−ϕ(|u2|0),ϕ(|u2|0)]
+C
(
sup
α∈A
[|σα1 − σα2 |20 + |bα1 − bα2 |20 + ∣∣
∫
E
|ηα1 − ηα2 |2 (ν1 ∨ ν2)(de)
∣∣
0
+
∣∣ ∫
E
(|ηα1 |2 ∨ |ηα2 |2) |ν1 − ν2|(de)
∣∣
0
]) 14
,
which enables us to conclude the desired result by using the fact ψ(x) = x1/4 is subadditive.
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