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 人間の大脳の神経回路網を工学的にモデル化した人工ニューラルネットワ
ークは、学習機能を備えているため幅広い分野への応用が期待されている。
例えば、システムの入力及び出力の値からシステムを同定する場合、過去の
時系列データから将来のデータを予測する場合、多数のデータの中に隠れて
いる有効なルールを抽出する場合、あるいは複雑なシステムの制御器を実現
する場合などに人工ニューラルネットワークの学習機能は有効である。これ
等に広く利用されている人工ニューラルネットワークは多層パーセプトロン
が主流であり、その学習方法には誤差逆伝播法が使用されている。多層パー
セプトロンの他にもすでに様々なアーキテクチャと学習方法が提案されてい
るが、最近、これら人工ニューラルネットワークのアーキテクチャの拡張と
その学習性能の向上についての研究が活発に行われている。その中で、教師
あり学習人工ニューラルネットワークの一般化した枠組みを与える一般化学
習ネットワーク（ Universa l  Learn ing  Networks :  ULNs）が 2000 年に提案
されている。一般に人工ニューラルネットワークの性能は、ネットワークの
アーキテクチャに依存した表現能力と学習アルゴリズムに影響されるが、特
にネットワークの表現能力が性能に強い影響を与える。 ULNs は微分可能な
非線形処理ノードが任意の遅れ時間を介してマルチ接続されたアーキテクチ
ャを備えた人工ニューラルネットワークであるため、 ULNs の枠組みを利用
することにより表現能力の高いネットワークの構成が可能になる。  
ULNs の特徴のひとつにノード間に複数のブランチを設置するマルチブラ
ンチ構造がある。従来、マルチブランチはノード間に複数の遅れ時間を設定
し、動的システムを実現するため利用されて来たが、本論文では、ネットワ
ークのさらなる表現能力の向上を目指して、マルチブランチ構造を拡張した
人工ニューラルネットワークのアーキテクチャを提案し評価している。  
第 1 章では、人工ニューラルネットワークのアーキテクチャの研究背景に
ついて述べている。さらに、マルチブランチ構造の人工ニューラルネットワ
ークの利点について他の手法と比較しながら述べ、本論文の内容を要約して
いる。  
第 2 章では、マルチブランチ構造を備えた人工ニューラルネットワークの
基本機能を検証するために非線形和と局在処理に着目した方式の提案と評価
を行っている。マルチブランチ構造ではノード間に複数のブランチを設置で
きるため、各ブランチで非線形処理を行った後に、その和を計算する非線形
和が可能である。これにより、ノードでの非線形処理とは異なる非線形処理
をブランチで行うことができることを明らかにしている。さらに、各ブラン
チで異なる非線形処理を行うことにより局在処理が可能となることを明らか
にしている。マルチブランチ構造における具体的な非線形和と局在処理の機
能を検証するために、各ブランチに正弦波関数を設定して非線形和を実現す
る手法（１）と、これに加えてブランチ制御付きネットワークにより局在処
理を実現する手法（２）を提案し、その性能評価を行っている。ブランチ制
 御付きネットワークとは通常の人工ニューラルネットワークの外部にファジ
ィネットワークを設けて、これによりブランチの入り、切りを制御するネッ
トワークである。関数近似を例題とするベンチマークを用いて、手法（１）
と手法（２）の性能を評価した結果、共に多層パーセプトロンより関数近似
誤差が小さく、また、手法（２）の方がより小さな関数近似誤差を示すこと
を明らかにしている。  
第 3 章では、ラディアル基底関数ネットワークを利用したマルチブランチ
人工ニューラルネットワークを提案し評価している。前章で検討した非線形
和と局在処理の機能をより効率的に実現するため、本質的に局在処理機能を
持っているラディアル基底関数ネットワークを活用している。具体的には、
各ブランチにラディアル基底関数を設定して、前章の外部ファジィネットワ
ークによるブランチ制御を必要とせずにブランチでの局在処理を実現してい
る。また、ラディアル基底関数では、中心およびばらつきなどのパラメータ
の最適化も比較的容易であるため、非線形和と局在処理が効率良く実現でき
る こ と を 示 し て い る 。 性 能 評 価 で は 前 章 で 使 用 し た 関 数 近 似 に 加 え て 、
Mackey -Glass の時系列予測問題および 2 重スパイラル分類問題を用いて、
提案方式を多層パーセプトロンおよびラディアル基底関数ネットワークと比
較している。その結果、提案手法は同一のパラメータ数を持つ多層パーセプ
トロンとラディアル基底関数ネットワークより良好な性能を示している。具
体的には、関数近似問題をパラメータ数 225 個の条件下で平均二乗近似誤差
を比較した結果、提案手法では 1 .56×10 - 5、多層パーセプトロンでは 1 .16×
10 - 3、ラディアル基底関数ネットワークでは 1 .70×10 - 3 となり、また、時系
列予測をパラメータ数 277 個の条件下で平均二乗予測誤差を比較した結果、
提案手法では 5 .87×10 - 6、多層パーセプトロンでは 1 .67×10 - 5、ラディアル
基底関数ネットワークでは 2 .32×10 - 5 となり、提案手法が優れていることを
示している。 2 重スパイラル分類問題では、少ないパラメータ数の場合は提
案手法のみが分類に成功することを示している。また、提案手法では誤差逆
伝播法によりパラメータの学習を行っているが、同じく誤差逆伝播法を用い
ている多層パーセプトロンと比較すると学習のための計算時間が 50～ 65%
程度に削減されることを明らかにしている。これは、同じパラメータ数のネ
ットワークでは、マルチブランチ人工ニューラルネットワークのノード数が
多層パーセプトロンより少なくなり、学習時間はノード数に依存するからで
ある。  
 第 2 章と第 3 章では、静的な人工ニューラルネットワークのマルチブラン
チ構造を検討しているが、第 4 章では動的な人工ニューラルネットワーク
（ Recurrent  Neura l  Networks：RNNs）のマルチブランチ構造の提案と評価
を行っている。特に、 RNNs のマルチブランチ構造ではサイズの小さいネッ
トワークでも表現能力が高いことに着目し、小規模なマルチブランチ RNNs
を１つのモジュールとし、これを複数個備えたマルチモジュール・マルチブ
 ランチ RNNs を提案し評価している。まず、マルチモジュール・マルチブラ
ンチ RNNs ではパラメータ数を大幅に削減可能であることを明らかにしてい
る。次に、Mackey -Glass の時系列予測問題を使用して提案方式を評価した
結果、6 ブランチの提案手法では 1 .40×10 - 6、３ブランチの提案手法では 2 .73
×10 - 6、従来の RNNs では 3 .47×10 - 6 の平均二乗予測誤差となり、提案手法
が優れていることを示している。また、マルチモジュール・マルチブランチ
RNNs では各ブランチに任意の遅れ時間を設定できるため、比較的多数のブ
ランチを使用するマルチモジュール・マルチブランチ RNNs がより良い性能
を示すことも明らかにしている。  
 第 5 章では、前章で提案したマルチモジュール・マルチブランチ RNNs の
実問題への応用例として株価の予測を行い、株の売買支援システムの提案と
評価を行っている。提案方式では翌 5 日間の平均株価と現在株価の差分を教
師信号としてマルチモジュール・マルチブランチ RNNs の学習を行い、学習
後のマルチモジュール・マルチブランチ RNNs を利用して株の買い・売りの
判断を行っている。また、株価が時々刻々変化していく市場に適応するため
に新しい株価データが得られる度に学習する方式を提案している。提案手法
の性能評価を行うため、各業種からランダムに選択した 6 銘柄の 2002 年か
ら 2004 年までの株価データを使用して、株価の予測と株の売買のシミュレ
ーションを行った。その結果、株価の変動によりばらつきはあるが、 3 年間
の平均利益率については、提案方式が Buy and  Hold 手法より約 46％高くな
ることを明らかにしている。  
 第 6 章では、本論文で提案したマルチブランチ構造を備えた静的な人工ニ
ューラルネットワーク及び動的な人工ニューラルネットワークの研究成果を
総括している。なお、提案した人工ニューラルネットワークをさらに多くの
実問題へ展開していくことおよび他のソフトコンピューティング技術との融
合によりアーキテクチャのさらなる拡張を図ることが今後の課題である。  
 以上、本論文はマルチブランチ構造を備えた人工ニューラルネットワーク
のアーキテクチャを提案し、マルチブランチ構造の高い表現能力によって学
習効率及び学習性能が向上することを各種の問題により評価している点で大
きな価値があり、今後のニューラルネットワークの普及に寄与するところが
大きい。よって、本論文は博士（工学）の学位論文として価値あるものと認
める。  
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