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This paper concerns the nonlinear loading and dynamic response of a heaving rectangular
box in two dimensions, using a series of experimental tests in regular and irregular wave
conditions. Nonlinear forcing components are found to make major contributions to both
the excitation problem and the motion response. Two main sources of nonlinearity are
established: the first associated with higher-order wave–structure interactions, and the
second associated with viscous dissipation. The present work quantifies the relative in-
fluence of these two sources. Adopting a series of regular wave cases, the first source,
prevalent in steep wave conditions, is shown to be particularly significant in the diffrac-
tion regime, leading to significant excitation force amplifications. In deep water, these
nonlinearities are primarily driven by interactions between incident and reflected wave
components. The second source, due to vortex shedding, plays a minor role in the ex-
citation problem, but has a major influence on the motion response. Vortex-induced ef-
fects are particularly important when the structure exhibits large motions, for example at
resonance. To characterise the response in irregular waves, experimental data are pro-
vided comprising in excess of 100,000 individual waves, presenting one of the most
substantial data sets of this kind to date. In considering these irregular sea states, the two
aforementioned sources of nonlinearity are again found to be of critical importance. While
wave-induced load amplifications of up to 60% may be observed in the excitation problem,
the motion response is primarily governed by vortex-induced attenuations. In order to
provide practical engineering solutions, two approaches are offered. For nonlinear forcing
predictions, a two parameter Weibull fit is found to be both simple and accurate. In terms
of the heave motion, a computationally efficient time-domain simulation, building upon a
linear hydrodynamic description and a quadratic MOJS type drag term, leads to good
agreement with experimental data.
& 2016 The Authors. Published by Elsevier Ltd. This is an open access article under the CC
BY license (http://creativecommons.org/licenses/by/4.0/).1. Introduction
The accurate description of floating body hydrodynamics is challenging in a number of ways, particularly in the extreme
loading regime. In essence, an extreme loading or motion description must take into account:
(1) the nonlinearity of the incident sea state,
(2) the unsteadiness of the process, which often requires modelling to be undertaken for a statistically significant time
interval (3-h storm), ander Ltd. This is an open access article under the CC BY license
inneken).
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associated vortex shedding.
In recent years, both numerical and experimental evidence have led to significant advances in the understanding of (i)–
(iii) above. For example, the interplay or coupling between wave unsteadiness and wave nonlinearity is now relatively well
established. Where this concerns rapid transient changes in unsteady wave groups, notable contributions include Baldock
and Swan (1994) and Johannessen and Swan (2001, 2003). While the description of short wave groups is of high scientific
interest, many practical problems demand statistical evidence and require long sea simulations with randomised phasing.
An example of this type of approach is given in Latheef and Swan (2013), which specifically addresses the description of the
largest wave crests occurring in steep sea states.
The nonlinear excitation and dynamic motion response of floating structures are also increasingly well understood. If
inviscid and irrotational flow conditions can be justified, second-order (Molin, 1979; Lighthill, 1979; Eatock Taylor and Hung,
1987; Kim and Yue, 1989, 1990; Sulisz, 1993) or fully-nonlinear (Xue et al., 2001; Ferrant et al., 2003; Kashiwagi, 2000; Maiti
and Sen, 2001; Bai and Eatock Taylor, 2009; Zhou et al., 2013; Spinneken et al., 2014) potential flow approaches have often
proven successful. If viscous flow is considered, recent computational formulations have also enabled an increasingly more
accurate description of the flow physics (Chen et al., 2014; Vire et al., 2016).
Despite these successes, the combined occurrence of (i)–(iii) above is not fully explored. From a numerical perspective,
this is extremely challenging since statistically significant simulations place a very high burden on computational cost.
Indeed, of the methods noted above, only second-order potential flow formulations are considered suitable for long irre-
gular sea simulations. In contrast, the time-marching requirement associated with either fully nonlinear potential flow
models or viscous flow formulations renders simulations of this type impractical.
Both wave-induced nonlinearity and vortex shedding are considered to be important components of the problem. In the
absence of any practical numerical formulation, the present investigation relies primarily on experimental evidence.
Nevertheless, in seeking to combine the advantages of numerical and experimental modelling, a twin-tracked approach is
adopted. We first consider steep regular waves, where comparisons are made between new experimental data and the
recently published numerical evidence of Rodríguez et al. (2016); this latter reference being cited as RSS16 hereafter.
Building upon this enhanced understanding of the flow physics, irregular waves with random wave phasing are primarily
considered experimentally, and comparisons are made with results from a simplified and computationally efficient time-
domain simulation.
The present paper describes a quantification of the relative importance of wave-induced load amplifications and motion
damping due to vortex shedding. To enable a generic description of the problem at hand, a simple two-dimensional heaving
rectangular box is considered. The experimental setup is introduced in Section 2. The regular wave investigation, addressing
the (fixed body) excitation problem and the freely heaving case, is considered in Section 3. Irregular waves are subsequently
discussed in Section 4, presenting test cases relating to over 100,000 individual wave events. The engineering applications of
the present findings are briefly highlighted in Section 5, and overall conclusions are listed in Section 6.2. Experimental setup
All experimental data presented were obtained in the Long Wave Flume located in the Hydrodynamics Laboratory within
the Department of Civil and Environmental Engineering at Imperial College London. The wave flume, schematically illu-
strated in Fig. 1, is 63 m long, 2.79 mwide and h¼1.25 m deep. On the left-hand side of the wave flume, four absorbing flap-Fig. 1. Schematic of the wave flume setup: (a) plan view and (b) side elevation.
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demand to all four wavemakers was identical in all test cases. On the right hand side, a highly optimised parabolic beach
minimised wave reflections contaminating the flume, which is particularly relevant in the context of irregular sea
simulations.
A rectangular box was placed approximately in the centre of the wave flume, at x¼29 m, where x¼0 defines the location
of the wavemakers. The experimental investigation seeks to achieve almost two-dimensional flow conditions. For this
purpose, the width of the rectangular box was chosen as 2.76 m, leaving only a very small gap of 0.015 m to either of the
flume's side walls. We consider a single box geometry of beam b¼0.2h, draught d¼b and mass (per unit width) ρ=M bd2 .
This geometry was motivated by the work in RSS16, where the present geometry is referred to as box RB2. In the context of
RSS16, this box geometry led to the observation of very pronounced nonlinearity due to wave-induced forcing. The sub-
merged corners of the box were designed as two plastic sheets intersecting at 90°, with no attempt being made to round the
sharp edges. Whilst this may be unrealistic (and undesirable) for a marine structure, this geometry was chosen to enable
comparison with results from a number of existing investigations including Sulisz (1993) and RSS16. In terms of damping
due to vortex shedding, the sharp corner case may be considered as the limiting or extreme case. Experimental data were
obtained from two distinct box setups: the first related to heave excitation and the second concerned free-heave motion. For
the excitation problem, the box was held fixed and the load was recorded by a pair of S-type load cells. Removing these load
cells allows the box to heave freely, with all other degrees of freedom constrained; the heave motion being recorded by a
high precision laser displacement sensor. Further detail of the heave motion apparatus and the sensor arrangement are
provided in Appendix A.3. Forcing and motion in regular waves
3.1. Introduction and test cases
The regular wave conditions are summarised in Table 1, providing both a set of base cases and an extended set in-
vestigating the effect of the wave steepness. To address a wide range of practically relevant wave conditions, regular incident
waves of ≤ ≤kb0.2 1.2 were considered. The wavenumber k is expressed as the solution to ω = gk khtanh2 , where ω π= T2 /
is the wave frequency and T is the wave period. Denoting the incident wave amplitude as AI, the base cases concern a
steepness of =A k 0.05I and =A k 0.10I . For the purpose of the extended test cases, the steepness is extended up to
=A k 0.18I for kb¼0.6 (Table 1). Some of the cases for low kb could not be achieved, simply due to the stroke limitations of
the wavemakers. Furthermore, the maximum wave steepness ( =A k 0.18I ) was limited by the sizing of the upstream face of
the box as well as the maximum permissible horizontal load. The cases noted in Table 1 are comparable to those in-
vestigated numerically in RSS16, and reference to the corresponding numerical results is made where appropriate.
3.2. Excitation forcing
For the purpose of the excitation problem, the load cells were connected as outlined in Appendix A. Fig. 2 provides
sample time-histories of the normalised vertical excitation force, ρ( ) ( )F t gA b/ I , for three cases: (a) kb¼0.4, (b) kb¼0.7, and (c)
kb¼1.0. In all three cases, the wave steepness is AIk¼0.10. The figure makes a direct comparison between the experimental
data (black lines) and calculations based upon the semi-analytical second-order diffraction solution by Sulisz (1993) (grey
lines). It is evident from the vertical asymmetry of the force traces that significant nonlinearities are present, particularly for
kb¼0.7 and 1.0. Overall, the agreement between the experimental results and the second-order diffraction solution is good.
In fact, the data presented provide an experimental validation of the existence of very pronounced nonlinear forcing termsTable 1
Test cases for regular wave experiments.
Base test cases Effect of steepness
kb AIk kb AIk
0.2 0.05 0.6 0.04
0.3 0.05 0.6 0.06
0.4 0.05, 0.10 0.6 0.08
0.5 0.05, 0.10 0.6 0.10
0.6 0.05, 0.10 0.6 0.12
0.7 0.05, 0.10 0.6 0.14
0.8 0.05, 0.10 0.6 0.16
0.9 0.05, 0.10 0.6 0.18
1.0 0.05, 0.10 – –
1.1 0.05, 0.10 – –
1.2 0.05, 0.10 – –
Fig. 2. Time-history of the vertical excitation force due to regular waves with AIk¼0.10 and (a) kb¼0.4, (b) kb¼0.7 and (c) kb¼1.0 showing
experimental data and Sulisz (1993).
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and numerically in RSS16, but their experimental validation to date was very limited.
The magnitude of the experimental force time-histories is slightly lower than those predicted by the analytical solution.
To investigate these departures further, the first- and second-harmonic components of the experimental force traces were
calculated for all base cases noted in Table 1. The results of this analysis are illustrated in Figs. 3(a,b), concerning the first
harmonic force, ( )F 1 , and the second harmonic force, ( )F 2 , respectively. The corresponding analytical solution of the first- and
second-order problems by Sulisz (1993) is also shown (solid line). Fig. 3 confirms that the magnitude of the experimentally
observed forcing is consistently lower than predicted analytically. To quantify this, the dashed line in Fig. 3(a) represents 90%
of the predicted value of the first-order forcing. This simple approximation can be considered a good fit for ≤ ≤kb0.2 0.8,
whereas the departure is less than 10% in the range < ≤kb0.8 1.2.
The second-harmonic forcing is also compared against 90% of the corresponding analytic prediction (dashed line in Fig. 3
(b)). Within the range ≤ ≤kb0.2 0.8, this latter comparison again provides a convincing fit. As a result, it can be argued that
the relative ratio between the first- and second-harmonic forcing components is maintained. As a consequence, their
magnitude reduces in equal proportions, and not proportionally to their order.
Considering the above evidence, the physics underpinning the force attenuations may be interpreted as follows. First, it
should be noted that the forcing at both the first- and the second-harmonic is directly associated with corresponding
pressure field components. If the total pressure field was attenuated globally (throughout the fluid column), then an at-
tenuation by a factor of 0.9 in the component leading to ( )F 1 should lead to an attenuation of order ( ) =0.9 0.812 in the
component associated with ( )F 2 . However, given that this is not the case, the pressure field components are believed solely to
experience local attenuations. These local attenuations appear to be relatively independent of the order (or harmonic) of the
oscillation.
It should also be noted that the form of Fig. 3(b) is very similar to Fig. 6 in RSS16, and the reader is referred to RSS16 for
additional physical explanation concerning the second-harmonic forcing drivers. Table 2 provides additional quantitative
evidence relating to the extended set of test cases for kb¼0.6 and ≤ ≤A k0.04 0.18I . The table includes both the theoretical
predictions (subscript th) after Sulisz (1993) and the experimental observations (subscript ex), where the latter is expressed
as a percentage difference of the former. For these cases, the experimental first-harmonic force is approximately 10–15%
lower. As the wave steepness increases beyond =A k 0.12I the second-harmonic is attenuated more heavily (Table 2), and
the reduction in the second-harmonic component for the steepest wave case ( =A k 0.18I ) is up to 27.4%. This is likely to be
Fig. 3. Normalised (a) first-harmonic and (b) second-harmonic vertical forces due to incident regular waves of steepness = •A k 0.05I and * 0.10, compared
against Sulisz (1993) and 90% of Sulisz (1993).
Table 2
Comparison of first-harmonic and second-harmonic excitation forces providing the theoretical prediction (subscript th) by Sulisz (1993) and experimental
data (subscript ex) with ≤ ≤A k0.04 0.18I .
A kI ( )Fth
1 [N] ( )Fex
1 % diff ( )Fth
2 [N] ( )Fex
2 % diff ( ) ( )F F/th
2
th
1 ( ) ( )F F/ex
2
ex
1 %
diff
0.04 32.4 15.64 3.52 14.04 0.109 þ1.90
0.06 48.6 13.41 7.92 19.38 0.163 6.90
0.08 64.8 13.62 14.09 18.03 0.217 5.10
0.10 81.0 10.01 22.01 17.07 0.272 7.84
0.12 97.2 12.53 31.69 18.47 0.326 6.80
0.14 113.4 12.90 43.14 21.88 0.381 10.31
0.16 129.6 12.12 56.34 23.20 0.435 12.61
0.18 145.7 11.27 71.31 27.36 0.489 18.14
M. Rodríguez, J. Spinneken / Journal of Fluids and Structures 64 (2016) 107–126 111associated with larger local velocities arising at these higher frequency oscillations, although the exact reasons for this
observation would need to be ascertained through local pressure and velocity measurements. Part of the energy contained
may also be transferred to higher harmonics. Indeed, the magnitude of the third-harmonic forcing frequency for the case
with kb¼0.6 and =A k 0.18I is approximately 5% of the first-harmonic forcing. The total energy balance of the problem will
Fig. 4. Heave Response Amplitude Operator (RAO) showing experimental data due to incident waves of steepness = •A k 0.05I and * 0.10, Linear
potential flow prediction (WAMIT), and TD simulation with =C 350 Ns /mD 2 2 for =A k 0.05I and =A k 0.10I .
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3.3. Heave motion observations
The load cells were now removed as outlined in Appendix A, and the heave motion was recorded for the complete set of
regular wave cases, ≤ ≤kb0.2 1.2. The first harmonic of the heave displacement, ξ( )1 , was used to calculate the RAO as ξ( ) A/ I1 .
This RAO is shown in Fig. 4, where the experimental data (discrete points) are compared against a linear potential flow
prediction (solid line) and a time-domain (TD) simulation incorporating an additional damping term (dashed and dash-
dotted lines). The linear potential flow prediction was obtained by solving the frequency-domain equation of motion using
WAMIT (2013).
For the purpose of the TD simulation, the hydrodynamic coefficients were taken fromWAMIT (2013), and expressed as an
Impulse Response Function (IRF) of the hydrodynamic system (Jefferys, 1984). Adopting a single convolution operation be-
tween this IRF and the heave velocity, the radiation problem may readily be expressed in the time domain. The linear
excitation forcing applied to the TD model was also taken from WAMIT (2013). In the context of regular waves, a damping
term could also be introduced in WAMIT (2013). However, this becomes more difficult in the irregular wave investigation,
Section 4. To ensure that the regular wave data are entirely comparable to the irregular wave investigation, the same TD
simulation approach was adopted for both. Indeed, TD simulations of this form are now commonly adopted in industry,
allowing for a robust treatment of the linearised hydrodynamics, while also incorporating additional nonlinear forcing
terms such as drag. Examples of this type of formulation are given in Alves et al. (2011) or Guérinel et al. (2013).
In considering the RAO in Fig. 4, the agreement between the experimental data and the linear potential flow prediction is
good for cases that are not in proximity of the box resonance frequency. However, for any cases in proximity of the re-
sonance, substantial motion reductions are observed. Under resonance, the buoyancy (spring) and mass (inertia) compo-
nents approximately cancel, and the system dynamics (and motion excursion) are primarily governed by the damping of the
system. The observed motion reductions imply that an additional source of damping is present. The difference between the
two wave steepnesses ( =A k 0.05I with symbol ○ and =A k 0.10I with symbol *) also indicates that this additional damping
term is nonlinear, and increases with A kI .
The effect of reduced motions at resonance is well known and has, for example, been reported by Salvesen et al. (1970),
Downie et al. (1988), Yeung and Ananthakrishan (1992) and Yeung and Jiang (2014). The reduced motion is generally
associated with the formation of vortex structures in the vicinity of the moving body, particularly at sharp edges. A detailed
treatment of the vortex-induced flow field lies outside the scope of the present work. Instead, the analysis that follows
focuses on the importance of nonlinearity in the presence of viscous damping, where the viscous damping term is accounted
for in a MOJS-type approach (Morison et al., 1950). Within the present TD simulation, the viscous damping term was in-
troduced as a force component of the form ξ ξ− |̇ |̇CD , where CD is a damping coefficient and ξ ̇ is the heave velocity. A value of
=C 350 Ns /mD 2 2 (per unit width of box) was determined empirically as a best fit to the experimental data. The good match
of the TD RAO and the experimental data in Fig. 4 indicate that this procedure is indeed adequate. A single constant damping
coefficient CD was used for both wave steepnesses A kI . The difference between the two cases arises due to the increase of
the heave velocity with wave steepness, affecting the damping force as the square of the heave velocity, ξ ξ|̇ |̇.
Fig. 5. Normalised second-harmonic box motion ξ ξ( ) ( )/2 1 subjected to incident regular waves of steepness = •A k 0.05I and * 0.10. Note: The lines represent
a best fit to the numerical data from RSS16 with AI k ¼ 0.05 and 0.10.
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Fig. 5 concerns the ratio of the second to the first harmonic of the box heave displacement. The figure includes both the
experimental data (discrete points) and a numerical prediction presented as polynomial fits (second-order Gaussian) to the
data previously reported as Fig. 13(b) in RSS16. The data representation chosen for Fig. 5, ξ ξ( ) ( )/2 1 , is dimensionless in terms of
units, but not in terms of the order involved. As a result, the data corresponding to cases with AIk¼0.05 (symbol ○) and
=A k 0.10I (symbol *) lie approximately a factor of two apart. The ‘U-shaped’ pattern observed in Fig. 5 is very similar to that
established computationally (Fig. 13(a) in RSS16). Indeed, the experimental results confirm that the second-harmonic
motion content remains small in the intermediate wave regime ( < <kb0.4 0.8) and increases for <kb 0.4 and >kb 0.8. The
second-harmonic content observed in the diffraction regime ( >kb 0.8) is very similar to that established numerically. This
nonlinear motion content accounts for approximately 8–11% of the first harmonic motion, and underpins the importance of
the interaction between the incident and the reflected wave fields as explained in detail by RSS16.
For incident conditions in the long wave regime ( <kb 0.4), the maximum experimentally observed second-harmonic
motion content (4% for AIk¼0.05 and kb¼0.2) is significantly smaller than the corresponding numerical prediction of 12%.
The case with kb¼0.2 and AIk¼0.10 could unfortunately not be undertaken experimentally due to motion limitations of the
experimental setup. Nevertheless, the experimental data relating to kb¼0.2 and kb¼0.3 confirm that the nonlinear motion
content in the long wave regime is much less pronounced than predicted numerically. The discussion of the numerical work
in RSS16 argued that the majority of the second-harmonic motion content in the proximity of kb¼0.2 could be attributed to
a close match of the second-harmonic forcing frequency and the resonant frequency of the box. From Fig. 4, however, it is
evident that large motions (or velocities) in proximity of this resonance are attenuated considerably. This is likely to also
translate to an attenuation of the second-harmonic motion content for ≈kb 0.2, which explains the low content observed
experimentally. In terms of this nonlinear motion content, the effect of the vortex-induced damping appears to be limited to
the range <kb 0.4. Setting aside this issue, the data in Fig. 5 largely confirm the findings by RSS16, underpinning the
physical drivers of nonlinearity identified numerically.
3.5. Wave steepness
Fig. 6 shows the second-harmonic motion content ξ ξ( ) ( )/2 1 for three representative sets of cases with =kb 0.2, 0.6 and 1.0.
The maximum wave steepness possible for each case was again determined by the limitations of the experimental setup
with ( ) =A k 0.075I max for kb¼0.2 and ( ) =A k 0.15I max for kb¼0.6 and 1.0. A first observation of the data in Fig. 6 confirms that
the nonlinear motion content for each value of kb varies approximately linearly with A kI , indicating that the underlying
forcing and motion are primarily driven by second-order effects. The nonlinear motion content remains very small in the
intermediate wave regime, case kb¼0.6 with symbol ▵, where ξ ξ( ) ( )/2 1 is <2% even for =A k 0.15I . This case lies in close
proximity of the box heave resonance (Fig. 4), where the linearly predicted motions were attenuated by up to 30%. As a
consequence, the magnitude of the vortex-induced motion reductions greatly outweighs the wave-induced motion am-
plifications. For both the long wave regime (kb¼0.2 with symbol □) and the diffraction regime (kb¼1.0 with symbol *), the
second-harmonic motion content increases consistently with A kI , and reaches up to 11% for kb¼1.0 and =A k 0.15I . In both
regimes, this second-harmonic motion amplification outweighs the vortex-induced reduction observed in the first-har-
monic motion (Fig. 4); the latter being limited to <3%. As a result, both vortex-induced damping and wave-induced
Fig. 6. Normalised second-harmonic box motion ξ ξ( ) ( )/2 1 as a function of wave steepness with = □kb 0.2, ▵ 0.6 and * 1.0.
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seas being considered next.4. Forcing and motion in irregular waves
4.1. Incident wave conditions
For the purpose of the irregular wave investigation, it is important to represent the underlying energy spectrum by a
realistic distribution. While a number of different distributions may be adopted, the well known JONSWAP spectrum (Has-
selmann et al., 1973) is perhaps the most widely used and consequently adopted throughout the present work. The un-
derlying energy distribution, ω( )ηηS , for a JONSWAP spectrum is given by
ω α
ω
ω
ω
γ( ) = −
( )
ηη β
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟S g exp 54 , 1
p2
5
4
4
where β is defined as
β = ( )
ω ω
ω σ
−
( − )
exp 22
p
p
2
2 2
with σ = 0.07 for ω ω≤ p and σ = 0.09 for ω ω> p. Furthermore, ω π π= =f T2 2 /p p p is the circular peak frequency, fp is the peak
frequency, Tp is the peak period, α is a gain factor, and γ¼3.3 is the peak enhancement factor. The phase of each wave
component in the underlying spectrum was selected randomly from the interval π[ ]0, 2 . The energy associated with the
JONSWAP spectrum was then scaled to yield a certain significant wave height =H m4s 0 , where m0 is the zeroth spectral
moment. The nonlinearity of the incident sea state is expressed through the parameter H ks p
1
2
, where kp refers to the wa-
venumber corresponding to the peak frequency fp. The product H ks p
1
2
may be considered as a steepness similar to A kI in
regular waves (Latheef and Swan, 2013).
In laboratory wave generation it is common practice to introduce a repeat time Tr. By ensuring that each frequency
component is periodic in Tr, the entire sea state is periodic over this time window. As a result, deterministic wave generation
is possible and a harmonic Fourier analysis may be performed with ease. Furthermore, the range of frequency components
in the spectrum must be restricted due to limitations associated with practical wavemaking. The minimum and maximum
frequencies were chosen as =f f /3pmin and =f f3 pmax respectively. To avoid a discontinuity in the tail of the spectrum, the
last 10 wave components were linearly tapered to zero.
For irregular sea simulation, the experiment must be undertaken for a sufficiently long time to obtain statistically sig-
nificant data. Meanwhile, the progressive (small) build-up of wave reflections in the tank renders very long experimental
runs impractical. To overcome this, each experimental run is undertaken for a repeat time of =T 1500 sr . In practice, each
run is undertaken for a slightly extended duration (an additional 50 s) to allow all wave components to reach the box before
data sampling commences. A number of independent runs, each with a unique seed for the random phasing, are then
amalgamated to obtain the overall statistical properties of the sea state. The success of this type of approach has previously
Table 3
Definition of sea state parameters for irregular wave testing.
Effect of steepness Effect of peak frequency
kph H ks p
1
2
kph H ks p
1
2
2.0 0.02 1.5 0.075
2.0 0.05 2.0 0.075
2.0 0.075 2.5 0.075
– – 3.0 0.075
M. Rodríguez, J. Spinneken / Journal of Fluids and Structures 64 (2016) 107–126 115been demonstrated by Latheef and Swan (2013) for the generation of wave crest statistics. Within the present work, suf-
ficient individual runs were undertaken to obtain approximately 10,000 individual waves, leading to probabilities of ex-
ceedance of 104 without the need for extrapolation. This approach led to 10–12 individual runs for each sea state, each of
1550 s duration.
The irregular wave investigation principally concerns the effect of two sea state parameters: (i) the sea state steepness
H ks p
1
2
and (ii) the sea state peak frequency expressed through k hp . Table 3 summarises the set of sea states considered. The
above procedure was adopted for each of the cases noted in Table 3. To confirm the sea state properties in the absence of the
box, a series of incident conditions were also considered. Each of the sea states noted in Table 3 was generated in the
absence of the box, and the measured values of Hs were found to lie within 2% of the prescribed values in all cases.
4.2. Excitation forcing as a function of the sea state steepness
The fixed box with the load cells connected was once again placed at x¼29 m (Fig. 1). Fig. 7 shows a subset of the time-
history of the excitation force for a sea state with =k h 2.0p and =H k 0.075s p12 . An upcrossing analysis was performed on all
time-histories of the heave excitation forces. Fig. 8 shows the probability Q of exceeding a certain excitation force (normalised
by ρgH bs for dimensional consistency) for irregular seas with kph¼2.0 and ≤ ≤H k0.02 0.75s p12 . Within the upcrossing analysis,
both local maxima and local minima were obtained, and are shown by the thin and thick lines respectively. In addition to the
experimental data, the linear potential flow prediction is also shown. Within this linear description, the statistics of the force
maxima and force minima are identical, and this solution is hence shown as a single grey line. In contrast, the presence of
nonlinearity leads to distinctly different force minima and force maxima in the experimental observations.
The force minima (thick lines) clearly lead to the largest overall forces. In considering the smallest amplitude sea state
( )=H k 0.02s p12 in Fig. 8, the absolute values of the measured force minima are between 5 and 10% lower than the linear
predictions. These departures are believed to be due to small local attenuations comparable to the regular wave excitation
problem (Fig. 3). In the fixed box case, these local attenuations are also of comparable magnitude to the flat-plate ex-
periments presented by Stiassnie et al. (1984), where the influence due to vortex shedding was clearly established. As the
significant wave height of the sea state increases ( )= =H k H k0.05 and 0.075s p s p12 12 , the experimentally observed force
minima are consistently larger than those predicted linearly. Due to the presence of significant nonlinear content, the
excitation force time-histories become strongly asymmetric (see example in Fig. 7), such that the local minima increase and
the local maxima decrease. This is consistent with the force traces in Fig. 2 in the context of regular waves, exhibiting much
larger ‘troughs’ than ‘crests’. Considering Fig. 8 further, the smallest amplitude event ( )=H k 0.02s p12 exhibits reductions of
approximately 10% across all Q. In contrast, =H k 0.05s p12 and 0.075 show significant force amplifications. For =
−Q 10 3, the
measured forces in the most nonlinear sea state are up to 35% larger than linearly predicted.
Within Fig. 8, four events are highlighted for the sea state with =H k 0.075s p12 . These events relate to the force minima
and maxima at = −Q 10 1 (symbol ○) and = −Q 10 3 (symbol □). To highlight the nonlinearities associated with these events,
the corresponding experimental time-histories are shown in Fig. 9. In each case, the time-history is time shifted such that
the wave event of interest occurs at =t T/ 0p . Within Fig. 9, parts (a) and (c) correspond to force maxima, and parts (b) andFig. 7. Sample time-history of the heave excitation force in a irregular sea state with =k h 2.0p and =H k 0.075s p12 .
Fig. 8. Probability of exceedance Q of the vertical excitation forces due to sea states with kph¼2 and =H ks p12 0.02, 0.05 and 0.075,
where the thin lines refer to local maxima and the thick lines refer to local minima, and linear potential flow prediction.
Fig. 9. Heave excitation force time-histories for a sea state with =k h 2.0p and =H k 0.075s p12 . The highlighted part of the time-history indicates an event
corresponding to (a) maximum with = −Q 10 1, (b) minimum with = −Q 10 1, (c) maximum with = −Q 10 3 and (d) minimum with = −Q 10 3. Note: all events
were time-shifted so that the event under consideration occurs at =t T/ 0p .
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Fig. 10. Harmonic content of the vertical excitation forces due to sea states with kph¼2.0 and =H ks p12 (a) 0.02, (b) 0.05 and (c) 0.075 showing
ensemble average of experimental data and linear potential flow prediction.
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maxima only increase very moderately. The local force maxima in parts (a) and (c) lie within the range ρ≤ ≤F gH b0.4 / 0.6s
for ≥ ≥− −Q10 101 3. In marked contrast, the corresponding local force minima in parts (b) and (d) are characterised by
ρ≤ | | ≤F gH b0.65 / 1.25s . The extent of this asymmetry is comparable with the observations made in the context of regular
waves, Fig. 2, where the second-harmonic forcing was clearly seen to reduce the force maxima while increasing the absolute
value of the force minima.
Some differences can also be observed in the nature or shape of the irregular wave events in Fig. 9. The force maxima
generally occur in what can be described as a relatively narrow-banded wave event, where the time-history in the proximity
of the event is relatively regular. In contrast, the force minima relate to events where a very rapid evolution of the force
takes place, indicating a significantly more broad-banded behaviour in the vicinity of the event. Within this broad-banded
(or focused wave group like) event, significant higher harmonic content must be present, which leads to very rapid changes
in the force time-history. Importantly, this also leads to larger overall forcing for the force minima.
To investigate the nonlinear content further, a spectral analysis of the excitation forces was performed. Fig. 10(a)–
(c) shows the ensemble average of the harmonic content for each of the three sea states considered. In each case, this
representation is obtained by averaging the harmonic content across each of the individual random phase realisations. This
average harmonic content, shown by the grey line, is compared against the linear prediction, given by the black line. Fig. 10
(a) concerns the smallest amplitude wave case with =H k 0.02s p12 . A reduction in the energy content is evident in the vicinity
of the peak frequency, while a good match can be observed towards higher frequencies. As the significant wave height
increases (Figs. 10(b) and (c)) there is a noticeable increase in energy at frequencies ≥f f/ 2p . This confirms that the me-
chanisms of second-harmonic forcing observed in the context of regular waves are also found in irregular waves. The
occurrence of these higher harmonic force components leads to a local steepening of the largest excitation forces, and
causes the asymmetry and force amplifications observed in Fig. 8.
Fig. 11. Amplification of the local force minima due to sea states with =H k 0.075s p12 and kph¼ 1.5, 2.0, 2.5, 3.0.
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To investigate the effect of nonlinear content in the excitation forces for a wider range of peak frequencies, the range
≤ ≤k h1.5 3.0p with =H k 0.075s p12 was considered experimentally (Table 3). Fig. 11 concerns the heave force probability of
exceedance, expressed as the ratio of the measured force F and the linear prediction Flin for =k h 1.5, 2.0, 2.5p and 3.0. The
nonlinear amplifications in the excitation forces are similar for kph¼1.5 and 2.0. As kph increases, the nonlinear amplification
at = −Q 10 3 increases to approximately 45% for kph¼2.5 and 65% for kph¼3.0. A harmonic decomposition of the force traces
for =k h 2.5p and =k h 3.0p was again undertaken (not shown herein), which revealed the origin of the sharp nonlinear load
increase for =k h 3.0p . As kph increases, the second harmonic content becomes particularly apparent. This is entirely con-
sistent with the trends for regular waves (Fig. 3(b)), where the second-harmonic content was found to increase rapidly with
kh. For kph¼3.0, there is also a notable increase in the energy content at third harmonic.
Taken as a whole, the investigation of the excitation problem in irregular seas confirmed the importance of wave-
induced nonlinearities. Energy dissipation due to vortex-induced damping may lead to some reductions in the forcing;
however, these reductions are greatly outweighed by the forcing increase due to wave-induced amplifications.
4.4. Heave motion probability of exceedance
Once again removing the load cells, the box was now free to heave as described in Appendix A. Adopting the same
incident wave conditions as for the purpose of the excitation problem (Table 3), the heave motion was recorded for the
entire set of sea states. Applying an upcrossing analysis to the heave motion time-histories for all sea states with =k h 2.0p
yields the probability of exceedance Q shown in Fig. 12. This figure concerns three sea states with =H ks p12 0.02 (small-
amplitude), 0.05 (mildly nonlinear) and 0.075 (nonlinear). Each of these sea states was again implemented sufficiently often
to obtain 10,000 individual wave events, so that data up to ≈ −Q 10 4 are available for each case. The linear analytical solution
(grey line) is also shown for reference.
Considering first the smallest amplitude sea state with =H k 0.02s p12 , the agreement between the measured heave dis-
placements and the linear prediction is good (Fig. 12). Indeed, at = −Q 10 3, the experimentally observed motions are only 4%
smaller than predicted linearly. From the corresponding excitation problem, Fig. 8, it is clear that the forcing nonlinearity of
this sea state is very limited. Furthermore, given the small amplitude of the heave motions for =H k 0.02s p12 , the effect of
vortex-induced damping is also very limited. As a result, both forcing nonlinearity and motion damping are small, and the
case with =H k 0.02s p12 closely follows the linear prediction.
As the sea state steepness increases to =H ks p12 0.05 and 0.75, the experimentally observed heave displacements in
Fig. 12 become considerably smaller than the linear predictions. This is in marked contrast to the excitation forcing, Fig. 8,
which clearly increases with sea state steepness. The observation in Fig. 12 presents a critical finding of this investigation.
The excitation force is associated with significant nonlinearity and amplifications (in excess of 30% for kph¼2.0). However,
these amplifications do not translate into the box displacement. In fact, the maximum heave motion decreases with in-
creasing sea state steepness, despite the increasing amount of nonlinear forcing. At = −Q 10 3, the heave motion reduction
compared to the linear base case accounts for up to 7% for =H k 0.05s p12 and 16% for =H k 0.075s p
1
2
. The motion reduction
occurs despite a corresponding force amplification of 15% ( =H k 0.05s p12 ) and 30% ( =H k 0.075s p
1
2
). This latter reduction has
two important drivers. First, the maximum heave forces are associated with considerable higher-harmonic (nonlinear)
content, which does not fully translate into motions, primarily due to the large box inertia. As inertia forcing scales with
Fig. 12. Probability of exceedance Q of the heave motion due to sea states with kph¼2.0 and =H ks p12 0.02, 0.05, 0.075 and
linear potential flow prediction.
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harmonic. Second, large heave motions are associated with significant vortex shedding, which reduces the most severe
motion excursions.
4.5. Viscous motion damping and spectral content
Adopting the TD approach introduced in the context of regular waves (Section 3.3), irregular wave simulations were also
undertaken. For this purpose, the quadratic viscous damping termwas kept identical to that established for the regular wave
RAO (Fig. 4, =C 350 Ns /mD 2 2). Fig. 13 shows the probability of exceedance of the heave motion for (a) =H k 0.02s p12 and (b)
=H k 0.075s p12 . In considering parts (a) and (b) of Fig. Fig. 13, the TD simulation provides a good prediction of the experi-
mentally observed probabilities. In this context, it should be stressed again that this TD simulation does not include any
nonlinear excitation forcing terms; the nonlinearity of the simulation being limited to the term ξ ξ|̇ |̇CD . Apart from this term,
the TD simulation relies entirely on linear potential flow quantities. Given this relative simplicity, the agreement observed in
Fig. 13 is remarkable.
To further establish the influence of the various forcing nonlinearities, the spectral content of the irregular sea motion
response is considered in Figs. 13(c) ( )=H k 0.02s p12 and 13(d) ( )=H k 0.075s p12 . In close similarity to the force comparisons,
an ensemble average is adopted. For dimensional consistency, the square root of the spectral density S was normalised by
the incident significant wave height Hs. For the small amplitude sea state with =H k 0.02s p12 , Fig. 13(c), the agreement
between the experimental and theoretical heave motion spectra is good, except in the range < <f f0.95 / 1.25p . This fre-
quency range is equivalent to < <kb0.37 0.65, corresponding to near resonant conditions (Fig. 4). In the vicinity of this
resonance, large box motions are clearly attenuated.
As the steepness increases, Fig. 13(d), the reduction in the amplitude content in the range < <f f0.95 / 1.25p becomes
more significant. This reduction is also predicted by the TD simulation, which remains in relatively good agreement with the
experimental data. From the data in Fig. 13(c) and (d) it is clear that the largest reductions occur near the resonance of the
structure, and that this motion reduction becomes more pronounced as the sea state steepness increases. At the same time,
the energy content arising at the second harmonic (for example =f f/ 2p for the spectral peak) is practically negligible. Even
for the largest steepness of =H k 0.075s p12 , the higher harmonic motion content remains small, which is in marked contrast
to the corresponding excitation force spectrum (Fig. 10).
The damping introduced by viscous dissipation is closely related to the total energy contained within the box motion. In
the absence of viscous damping, the work done by the excitation forcing would directly translate into potential and kinetic
energy, damped only by wave radiation. Considering the actual energy contained in the box motion can hence serve as an
additional means of quantifying the viscous damping losses. The total motion energy is composed of the kinetic energy
ξ= ̇E Mk 12
2 and the potential energy ξ=E kp 12
2, where k is the spring stiffness. For a simple box geometry, the spring stiffness
due to buoyancy is given by the water plane area which, expressed per unit width, is =A b2 . From the experimental data, Ek
and Ep are readily obtained as functions of time. The total average energy E may be expressed as the average of the sum of Ek
and Ep for the entire sea state, taking into consideration approximately 10,000 wave cycles as before.
Table 4 expresses the experimentally obtained value of E for sea states with =k h 2.0p , normalised over the corre-
sponding value for a linear simulation in the absence of viscous damping, Elin. Furthermore, Table 4 also details the TD
simulation results for =C 350Ns /mD 2 2 and a variation of ±20% around this nominal value. For the smallest amplitude sea
Fig. 13. Sea state with kph¼2.0 with heave motion probability of exceedance for (a) =H k 0.02s p12 and (b) =H k 0.75s p
1
2
and spectral content for (c)
=H k 0.02s p12 and (d) =H k 0.075s p
1
2
, showing linear potential flow prediction, experimental data and TD simulation.
Table 4
Energy contained in box motion.
Steepness
H ks p
1
2
Experimental
E E/ lin
TD E E/ lin with
= ( + − )C 350Ns /m 20%, 20%D 2 2
0.02 0.81 0.84 (0.81, 0.87)
0.05 0.66 0.69 (0.66, 0.74)
0.075 0.59 0.61 (0.57, 0.66)
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experimental observation. A sea state of steepness =H k 0.02s p12 is associated with very limited wave-induced nonlinearity,
but evidently associated with considerable viscous-induced damping (Table 4). The TD simulation confirms the experimental
observation and a nominal value of =C 350Ns /mD 2 2 gives =E E/ 0.84lin . Considering a variation of ±20% around this nominal
value leads to = ( )E E/ 0.81, 0.87lin . Very similar observations apply to the two sea states with =H k 0.05s p12 and 0.075, where
the increased importance of viscous damping leads to E E/ lin as low as 0.59 (experimental) and 0.61 (TD simulation with
=C 350Ns /mD 2 2).
The energy-based comparisons between the TD simulation and the experimental observations confirm that viscous damping
is likely to be the primary driver of motion reductions. A secondary driver may be due to wave energy transfers to higher
harmonics. However, considering the combined evidence of (i) the probability of motion exceedance (Fig. 13 (a)–(b)), (ii) the
absence of higher harmonic box motions (Fig. 13 (c)–(d)) and (iii) the significant reduction in the total box motion energy
(Table 4), suggests that the majority of the motion reductions is due to additional damping. This also agrees with the regular
wave observations in Section 3 and previous evidence such as Yeung and Ananthakrishan (1992) and Downie et al. (1988).
Fig. 14. Heave motion time-histories due to sea states with kph¼2.0. The highlighted part of the time-history indicates an event corresponding to (a)
=H k 0.02s p12 and =
−Q 10 1, (b) =H k 0.075s p12 and =
−Q 10 1, (c) =H k 0.02s p12 and =
−Q 10 3 and (d) =H k 0.075s p12 and =
−Q 10 3. Note: all events where time-
shifted so that the event under consideration occurs at =t T/ 0p .
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The above discussion highlighted that the motion reductions are primarily associated with attenuations close to the
resonance frequency, particularly as the sea state steepness increases. To investigate this further, individual wave events of
the experimental data set were analysed. For this purpose, the motion events corresponding to the local minima at = −Q 10 1
and 103 were isolated from the full sea state simulation. These events are illustrated in Fig. 14, where the left hand side
parts (a) and (c) correspond to =H k 0.02s p12 and the right hand side parts (b) and (d) correspond to =H k 0.075s p
1
2
. All time-
histories were shifted such that the event under consideration occurs at =t T/ 0p .
From a qualitative perspective, there is a marked difference in the events for the two steepnesses. The events relating to
the small amplitude sea state (parts (a) and (c)) resemble focused-like or broad-banded parts of the motion time-history. In
contrast, the events relating to =H k 0.075s p12 (parts (b) and (d)) appear to correspond to a much more narrow-banded,
regular-wave like, part of the sea state. To express this in a more convenient and accessible way, a cross-correlation coef-
ficient, R, expressed as the correlation between the highlighted part of the event and a signal ξ ω− ( )tcosmax was calculated.
The frequency ω was varied over the full range of sea state frequencies, and ξmax was taken as the value at =t T/ 0p .
This correlation coefficient R is presented in Fig. 15, where the order of parts (a)–(d) is identical to that shown in Fig. 14.
Considering the small-amplitude sea state first, parts (a) and (c), the motion response is generally associated with a rela-
tively broad-banded behaviour. The correlation coefficient is largest in the proximity of the spectral peak ( =f f/ 1p ), but also
shows large non-zero values for >f f/ 1p . A second peak appears at ≈f f/ 1.35p , corresponding to the resonance frequency of
the box. As a result, the box motion response for the small amplitude sea state is governed by both large incident wave
amplitudes (the spectral peak) and wave components in the vicinity of the box resonance.
In contrast, the motion response for the most nonlinear sea state, parts (b) and (d) with =H k 0.075s p12 , is primarily
Fig. 15. Cross-correlation coefficient R of the heave motion due to sea states with kph¼2.0 and (a) =H k 0.02s p12 and =
−Q 10 1, (b) =H k 0.075s p12 and
= −Q 10 1, (c) =H k 0.02s p12 and =
−Q 10 3 and (d) =H k 0.075s p12 and =
−Q 10 3.
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excess of 0.9 for =f f/ 1p . The resonance condition is attenuated considerably, with ≤ ≤R0.15 0.2 close to =f f/ 1.35p . Taken
as a whole, the motion response in a nonlinear sea state is determined by non-resonant excitation associated with wave
components in proximity of fp. The lack of large amplitude responses at higher frequencies, particularly around the box
resonance, explains the narrow-banded events observed in Fig. 14 (b) and (d). In physical terms, the reduced significance of
the resonance is associated with the steepness-dependent damping force, ξ ξ|̇ |̇CD .
4.7. Sea state peak frequency
To investigate the effect of the sea state peak frequency, the most nonlinear sea state ( )=H k 0.075s p12 was considered
again for =k h 2.5p and 3.0. For each of the new sea states, a number of long duration simulations were once again gen-
erated, and the local minima of the heave motion time-histories obtained using an upcrossing analysis. Fig. 16 concerns the
ratio of the experimentally observed, the linearly predicted displacements, and =k h 2.0p for reference. For kph¼2.0 and 2.5,
the reduction in the measured heave displacements are in the order of 20–25%, which increases up to 30% for kph¼3.0. This
increase for larger k hp is consistent with the largest departures observed in the RAO in Fig. 4 (kh¼3.0 corresponds to kb¼0.6).
The decrease in heave motion can be attributed to increased vortex-induced damping around the box resonance.
This is further confirmed in Fig. 17, showing the spectral content of the heave motion. As before, an ensemble average of
individual experimental runs was obtained, yielding a single spectrum for each sea state. The regular wave analysis es-
tablished that the energy content in the frequency band < <kb0.4 0.65 experiences the greatest reductions; this range
being indicated by the vertical lines in Fig. 17. In the context of irregular waves, the reduction is seen to be particularly
significant for =k h 2.5p and 3.0, since the majority of the incident wave energy lies in the critical frequency range. The TD
simulation captures the majority of this reduction, although the fit for =k h 3.0p becomes less convincing. For an improved
Fig. 16. Ratio of measured heave displacement to theoretical potential flow prediction for probabilities of exceedance Q due to irregular sea states with
H ks p
1
2
¼0.075 and kph¼ 2.0, 2.5, 3.0.
Fig. 17. Heave motion amplitude spectra (normalised by Hs) for =H k 0.075s p12 and =k hp (a) 2.0, (b) 2.5 and (c) 3.0 showing linear potential flow
prediction, ensemble average of experimental data and TD simulation.
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Fig. 18. Weibull distributions of the heave motions due to irregular sea states with =k h 2.0p and =H ks p12 0.02 (left), 0.05 (centre) and 0.075 (right)
showing experimental data, Weibull fit with n andm chosen independently for each sea state steepness and Weibull fit withm¼2.175
independent of sea state steepness.
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vortex-induced damping is the primary driver for motion reductions, with the second-harmonic motions once again
negligible.5. Towards engineering applications
The present findings are of relevance where large nonlinear forcing and motions are of concern. While the results
presented here are specific to a two-dimensional rectangular box, the methodology established is more general. In day-to-
day engineering practice, simple formulations must be accessible. Fig. 18 provides an example of how a complex experi-
mental data set of the form developed herein may be translated into a convenient empirical formulation.
The figure concerns the heave motion of the rectangular box, but any other quantity could have been selected. AWeibull
distribution with probability density function
( ) = ( )
−
−( )⎜ ⎟⎛⎝
⎞
⎠p y
m
n
y
n
e
3
m
y n
1
/ m
was used to obtain a fit to the data, where y is the variable under consideration (normalised heave motion ξ d/ in this case),
m is a shape parameter and n is a scale parameter. The solid black lines in Fig. 18 show individual Weibull fits to the heave
motion data for increasing sea state steepness. Adopting the average value of m between the three cases shown ( = )m 2.175 ,
yields the dashed lines, which remain in close agreement with the experimental data (grey lines). The scale parameter can
be approximated by a polynomial function of the form ( )= −⎜ ⎟⎛⎝ ⎞⎠n H k H k2.74 5.18s p s p12 12 2. Adopting this polynomial ex-
pression for n and m¼2.175 predicts all experimental data in the range ≤ ≤− Q10 13 within 5%. From an engineering per-
spective, this type of function (two parameter fit) enables a sufficiently accurate and convenient motion prediction.6. Concluding remarks
This paper presented an experimental investigation concerning both the excitation forcing and the heave motion of a
rectangular box. In the context of regular waves, the existence of pronounced second harmonic forcing was demonstrated
even for moderate wave steepnesses. This nonlinear content is particularly important in deeper water, where the second
harmonic may account for up to 50% of the first harmonic force component. The presence of vortex shedding has a limited
influence on the regular wave excitation forces, accounting for a forcing reduction of order 10%. However, considering the
heaving motion in regular waves, the motion response was shown to be substantially lower than predicted using potential
flow theory, particularly close to resonance. This effect is well studied and generally associated with the formation of vortex
structures at sharp corners. In terms of nonlinear heave motion content, the findings established in a recent numerical
investigation were largely reproduced. The presence of vortex-induced terms affected this nonlinear motion content in the
long wave regime, but was shown to have little influence on the motion nonlinearities in the diffraction regime.
M. Rodríguez, J. Spinneken / Journal of Fluids and Structures 64 (2016) 107–126 125Advancing the work to steep irregular sea states, the excitation force time-histories were found to be strongly asym-
metric as the local force minima were larger than the local maxima. For the steepest sea states, nonlinear amplifications in
the measured force minima reached up to 60%. This increase was attributed to considerable higher harmonic content,
dominated by the second harmonic, and leading to rapidly evolving excitation forcing. Despite these force amplifications,
which generally increase with the sea state steepness, the relative heave response in irregular waves generally decreases as
the sea state steepness increases. The reasons for this are two-fold. First, the increase in the excitation forcing is primarily
driven by high forcing frequencies, for which the large box inertia inhibits significant motions responses. Second, the
presence of vortex-induced damping leads to substantial motion reductions, where the associated forcing terms broadly
scale with the square of the heave velocity. On balance, the steepness-dependent damping outweighs the amplifications due
to the excitation forcing nonlinearities, leading to smaller motion responses than predicted by (linear) potential flow. In-
corporating a simple MOJS-type damping term within a time-domain simulation of the box captures the majority of this
effect. However, the nature of this empirical damping term may also be a function of the sea state parameters, including the
spectral peak period. Future work will hence focus on an improved physical understanding of vortex-induced damping, and
how this can be incorporated reliably into day-to-day engineering models.Acknowledgements
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cvfluids@imperial.ac.uk.Appendix A. Experimental box setup
Fig. A1 shows a cross section of the rectangular box setup, where the arrow indicates the direction of wave propagation.
The upstream face or left-hand side of the structure was made sufficiently large to prevent any ingress of water in the largest
incident wave cases.
The experimental setup for the fixed-body excitation problem is as follows. The box is connected to an extruded alu-
minium superstructure fixed to the flume's side wall. The connection between the rectangular box and the superstructure is
made via a set of low friction linear ball bearings (part number 5 in Fig. A1). These bearings are arranged such that the total
heave load is transferred to the load cell shown as part number 7. A universal joint (part number 6) is used to ensure that allFig. A1. Experimental setup for the fixed box problem, where the arrow indicates the direction of the incident waves. Key: (1) extruded aluminium
superstructure, (2) rectangular box, (3) rigid clamp blocks, (4) 20 mm diameter stainless steel shafts, (5) low-friction linear ball bearings, (6) universal joint
and (7) bidirectional load cell.
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precision load cells were placed across the width of the box, with the total heave force resulting as the sum of the two
measurements.
The second setup, appropriate to the heaving box problem, is very similar to that described above. For all test cases
concerning the free-heave motion, the load cells (part number 7) were removed, and an additional set of ball bearings was
introduced to ensure optimal alignment. The heave motion was then recorded using a high-accuracy laser displacement
sensor of range 600 mm and resolution 80 mm.References
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