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Abstract
Machine learning algorithms have been successfully utilized in various systems/devices. They have the
ability to improve the usability/quality of such systems in terms of intelligent user interface, fast
performance, and more importantly, high accuracy. In this research, machine learning techniques are used
in the field of image understanding, which is a common research area between image analysis and
computer vision, to involve higher processing level of a target image to “make sense” of the scene
captured in it. A general probabilistic framework for image understanding where topics associated with (i)
collection of images to generate a comprehensive and valid database, (ii) generation of an unbiased
ground-truth for the aforesaid database, (iii) selection of classification features and elimination of the
redundant ones, and (iv) usage of such information to test a new sample set, are discussed. Two research
projects have been developed as examples of the general image understanding framework; identification
of region(s) of interest, and image segmentation evaluation. These techniques, in addition to others, are
combined in an object-oriented rendering system for printing applications. The discussion included in this
doctoral dissertation explores the means for developing such a system from an image understanding/
processing aspect.

It is worth noticing that this work does not aim to develop a printing system. It is only proposed to add
some essential features for current printing pipelines to achieve better visual quality while printing
images/photos. Hence, we assume that image regions have been successfully extracted from the printed
document. These images are used as input to the proposed object-oriented rendering algorithm where
methodologies for color image segmentation, region-of-interest identification and semantic features
extraction are employed. Probabilistic approaches based on Bayesian statistics have been utilized to
develop the proposed image understanding techniques.
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Chapter 1 Introduction
Research in vision, the most advanced of our senses, that is applied to digital images can be categorized
into three areas as described in [1] (see Figure 1.1). The first research area, digital image processing,
employs low-level features or primitive operations for noise reduction, contrast enhancement, and image
sharpening in the generated image. Notice that the input and output of an image processing system are
images. The second area of research is image analysis. It employs mid-level features to address tasks such
as segmentation (partitioning an image into regions or objects). Image analysis systems usually provides
attributes (reduced form of the data presented in the input image) that are suitable for further computer
processing and classification. That is, edge map, contours, and the identity of individual regions (objects)
are examples of such systems. The third research field is computer vision which involves higher
processing level of the image to “make sense” of the scene captured in it. Computer vision includes
algorithms from machine learning and artificial intelligence to emulate human intelligence. We identify
our research interest as image understanding, which is a common area between image analysis and
computer vision as shown in Figure 1.1.

Algorithms for image understanding are categorized according to the learning methodology to supervised
and unsupervised. In the supervised learning, training data is used to infer a model and apply that model
to test data. Example techniques include Support Vector Machine, Bayesian Networks, and Neural
Networks. It is worth noticing that the goal of the learning algorithm is to minimize the error with respect
to the given inputs (training set). However, unless the training set is comprehensive and preventative of
the original model, learning training set that well is not necessarily the best thing to do. This is a common
problem in supervised learning methodologies which is known as “over-fitting” the data and essentially
memorizing the training set rather than learning a more general classification technique. On the other
hand, in the unsupervised learning, no training data is required. Model inference and application both rely
on test data exclusively. Examples include clustering techniques and Self-organizing map in Neural
Networks. Unsupervised methods require sufficient data and iterative computations to perform well.

System
Input
Digital Image

Digital Image Processing
(Low-level Feature)
Image Analysis
(Mid-level Feature)
Image Understanding
Computer Vision
(High-level Feature)

Figure 1.1: Systems in computational vision

Output
Digital Image
Mask
Attribute
“Making sense”

In this work, a framework for image understanding based on Bayesian Networks is introduced. A
theoretical discussion is included as well as a practical example for identifying region of interest in digital
images. Another example that aims to identify an optimal segmentation map for a target image is
proposed. Furthermore, a system for object–oriented rendering is also discussed in this dissertation. This
chapter serves as an introduction to the dissertation document. It contains sections for problem statement
and motivation, research goals, contributions to the fields of computer vision and image processing, and
lastly, the organization for the following chapters.

1.1 Problem Statement and Motivations
The goal of this research is to develop image understanding algorithms that have wide usability in image
analysis and computer vision fields. Machine learning techniques have been adopted to solve the problem
of identifying region of perceptual interest in digital images. An algorithm that utilizes BN has been
developed and evaluated using multiple image sets. Yet, another algorithm is proposed to address the
problem of selecting the optimal segmentation map that fits a given image from a set of segmentations.
The following subsections illustrate these two problems and serve as the motivation behind this research
study. Figure 1.2 shows the overall system as it has modules for image segmentation, segmentation
evaluation, and region of interest detection.

Figure 1.2: Block Diagram of the Proposed System
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1.1.1 Region of Interest in Digital Images
Figure 1.3 shows an example of a portrait image from the Berkeley segmentation dataset [2]. The Region
Ranking Map (RRM) for this image is also included in the figure. It is a map that quantifies the visual
significance of a particular image region in relation to other regions. In the RRM, light shades mean high
priority regions while dark shades identify background. In the example image, the face region has the
highest importance level, followed by the lady’s hair, shirt, and finally the background. In this research,
we try to simulate such visual understanding for digital images. Developing a RRM is highly subjective
because one human observer would assign the same priority level for the lady’s face and hair (less
number of significance levels) while another would pick the eyes, nose and lips at the first level of visual
significance and the skin-tone of the face at the second level and so on which would result in more levels
of perceptual importance. Note that the proposed analysis does not classify the semantic meaning of the
gray-levels in the RRM. That is, the RRM does not convey any information about the image semantic
class (skin tone, sky, grass, water, among others) of a given region. It only determines a region’s
perceptual priority. Furthermore, the RRM has multiple levels of priority. The number of these levels
(gray-shades) depends on the image content. Simpler images (one main object and smooth background)
would have few levels of visual significance while complex images may contain several of them.

(b) Lighter shades signify higher visual
priority
Figure 1.3: Region Ranking Map

(a) Color Image

While generating a RRM as the one given in Figure 1.2 is suitable for use in some computer vision
applications, developing a binary region-of-interest (ROI) map would add more value to other computer
vision/ image processing applications. Hence, a methodology for quantizing the RRM into two levels
(main object and background) is also proposed. Figure 1.4(b) shows an example where the bear (and the
stick) is identified as the main object (shown in black), while the background region is shown in white.
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(b) Black shows main object and
white stands for background.
Figure 1.4: Region of Interest Binary Map

(a) Color Image

1.1.2 Image Segmentation Evaluation
In the psychophysical experiment in [2], several observers have been asked to manually segment each
image (in a set of images) to generate meaningful maps. Their study yielded several valid segmentations
for any target image given the image content is complex “detailed” enough to be grouped at different
level while keeping the segmentation semantically meaningful. This assumption is more suitable for
natural scene imagery such as the ones used in [2]. Figure 1.5 shows a “segmentation spectrum” of a
target image which describes a few of its possible segmentation maps. The extreme over-segmentation is
to categorize each pixel to be an independent segment and thus such a map would look like an image of
random noise. On the other extreme, the ultimate under-segmented map categorizes all image pixels to
one region. If one thinks of any meaningful segmentation as a valid realization that occurs on the
segmentation spectrum, they would take place when a local minimum in the feature space is found. The
goal of this research is to develop an image understanding algorithm for ranking segmentation maps of an
arbitrary image to different levels according to their usefulness and to identify the optimal “most useful”
one. What is useful depends on the specific “target” application.

Figure 1.5: Segmentation Spectrum
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1.2 Research Goals
The goal of this doctoral study is to develop image understanding algorithms for identifying regions of
visual interest and image segmentation evaluation. The goals are detailed as following:
1- Develop in-depth understanding of the machine learning field while focusing on BN and utilize
such knowledge to develop image understanding algorithms.
2- Develop an image understanding algorithm for identifying region of visual interest in digital
images. This includes collecting image sets, developing ground-truth maps, running
psychophysical experiments, testing the algorithm, and evaluating its performance against stateof-the-art techniques.
3- Develop an image understanding algorithm for image segmentation evaluation. Similar to the
second objective, this includes collecting image sets, developing ground-truth maps, running
psychophysical experiments, testing the algorithm, and evaluating its performance against Stateof-the-art techniques.
4- Utilize the algorithms developed as a part of achieving the second and third objectives to propose
a framework for object–oriented rendering in printing systems. In addition to identifying ROI and
segmentation evaluation modules, this includes modules for document analysis and raster
classification, image stitching, and memory color detection.

1.3 Intellectual Merit and Broader Impacts
The main objective of developing algorithms for image understanding is to add visual intelligence to
systems around us. Two open-problems in computer vision field have been identified; namely: region of
interest detection and image segmentation evaluation. Novel solutions are proposed to address these
issues using machine learning techniques. Furthermore, an imaging system that combines these solutions
is also proposed for real-life application. This research gains its significance from its applicability to
several imaging systems where algorithms for identifying ROI and image segmentation evaluation could
be used at a pre-processing stage for performance enhancement. Developing solutions for computer vision
problems require knowledge from several areas such as psychophysical experiment, mathematical
modeling, and machine learning. Such tools, among others, have been utilized in this research.
Experiments, proposed solutions, and results are published in conference and peer-reviewed journal
papers which will lead to further research in related fields.

The proposed solutions have direct impact of enhancing the performance of imaging systems such as
object-oriented rendering for printing industry and image/video compression. It also could be used at
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intermediate modules in systems for content-based image retrieval, digital libraries, and mobile imagery.
In summary, applications include but not limited to:
•

Image compression [3] where visual quality of salient regions is maintained while high
compression ratio is applied to image background regions.

•

Image summarization [4] and retargeting [5] where a smaller but faithful representation of the
original visual content is generated. A good “visual summary” should contain as much as possible
visual information from the input image while introducing as few as possible new visual artifacts,
that it, preserve visual coherence [6].

•

Image thumbnailing [7] and cropping [8] where the ROI is cropped and down-sampled to be used
an image thumbnail in digital libraries.

•

Picture collage [9] where group of images are automatically arranged on a given canvas, allowing
overlay, while maximizing their visible visual information.

•

Variable data printing [10] where saliency maps ensure high quality on-demand prints while
elements such as text, graphics and images may be changed from one printed piece to the next.

•

Image watermarking [11] where the system embeds watermark information to the least salient
pixels of the image.

•

Assisted content creation [12] where saliency maps are used to retrieve multiple images with
similar content to have them attached to a written document.

In addition, the proposed solutions have broader impacts when used in printing system where resources’
consumption like ink (toner) is reduced while maintaining high quality prints. The proposed solutions also
would save power energy and physical memory space in case they are used in image/video compression
systems while maintaining high quality image and video signals. Furthermore, developing image
understanding algorithms would open doors for new systems such as autonomous navigation which
would turn combat vehicles into autonomous mobile platforms.

1.4 Organization
The rest of this document is organized as follows: Chapter 2 introduces a probabilistic framework for
image understanding. It has subsections on dataset collection, ground-truth generation, and image
processing strategies, feature selection, dimensionality reduction, discretization methods, Bayesian
Networks, and evaluation tools. Chapter 3 describes the proposed algorithm for identifying region of
interest in digital images. It also contains a subsection on background material and literature review on
the topic. Chapter 4 introduces the problem of image segmentation evaluation. The proposed framework
for object–oriented rendering in printing systems is discussed in Chapter 5. A detailed description of our
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page layout classifier, image stitching algorithm, and memory color classifier is also included. In Chapter
6, a summary of the accomplished work is presented and recommendations for future work are also
introduced. It is worth noticing that there is no specific chapter for background and literature review
material as the author found including them in respective chapters is less confusing and ensures the
continuity “flow” of the presented material.
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Chapter 2 Background – General Framework for Image Understanding Using

Bayesian Networks
The field of image understanding using machine learning methods has been developed by scientists’
contributions from different fields such as statistics, mathematics, psychophysics, and computer vision.
The statistical aspect of the problem deals with the collected data and whether or not it is comprehensive
enough to draw sufficient statistics. The mathematical aspect, on the other hand, studies the space
dimensionality of the data and validates the assumptions for generality. Furthermore, psychophysical
researchers’ main objective is to discover the relation between the collected data and the human response
(behavior). Therefore, the computer vision field utilizes the tools (studies) from these various divisions,
among others, to develop algorithms that would behave relationally and make decisions as a human
would do based on visual data (images and video sequences). In this chapter, we introduce a general
framework for image understanding where each section includes a step that contributes to its structure.
Figure 2.1 shows a block diagram of the discussed framework. Two main modules (training and test) are
shown where the training module utilizes the ground-truth data to train a classifier (based on Bayesian
Networks in our case) and the test module uses that classifier to understand the image. Both modules
share steps of feature extraction and discretization as shown in the figure. Moreover, a pre-processing step
(segmentation algorithm) is included in Figure 2.1 to indicate the necessity for such processing in some
image understanding algorithms for generality purposes.

Figure 2.1: Image understanding framework

This chapter is organized as follows. Methods for collecting statistically sufficient and comprehensive
data set (set of images in our case) are discussed in the first section. Methodologies for generating
ground-truth data (by human observers) for the collected image-set are also discussed. In section two,
content- and context-driven techniques in image understanding have been introduced in addition to
discussions on feature selection, feature space, and dimensionality reduction. The third section introduces
the discretization problem which converts the continuous space that the proposed features lives in to a
low-computational discrete form. Furthermore, the Bayesian Network (BN) theory is introduced in the
fourth section where topics like optimum network structure, parameter learning, and inference have been
discussed. Next, the fifth section which is entitled “Evaluation Tools”, discusses several methodologies
for evaluating image-understanding algorithms. Finally, a summary of this chapter is presented in the last
section.

2.1 Dataset
The behavior of machine learning based algorithms is highly correlated to the datasets utilized in its
training and testing. Having a comprehensive and unbiased dataset is essential; furthermore, having a
valid ground-truth for that dataset is extremely critical. In this section, questions about the dataset itself
such as how to collect a dataset, and how to validate that it is comprehensive and statistically sufficient
have been addressed. Furthermore, issues related to ground-truth, in terms for building a ground-truth and
validating it, are also discussed.

2.1.1 Image-Set
In image understanding applications, the test target is usually an image, a set of images, or a video
sequence. However, additional metadata, usually stored in an exchangeable image file format, such as
aperture, exposure time, focal length, date and time taken, and location could be used to help in the
understanding process. Geocoded Photography is an example application that associates the image with
its geographical location at the time of capture. In this work, our main objective is to develop a
framework to process images (without any additional metadata) to gather a better understanding of their
content.

Having access to a numerous number of digital images has become relatively easy with the development
of web search engines and the wide spread use of digital cameras (among other resources). Collecting any
number of such images into a set would generate an image-set (issues related to intellectual property and
ownership are not discussed here but must be considered). However, using such an image-set to develop
reliable image understanding algorithms requires answering several essential questions. Is it a complete
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and comprehensive image-set? Does is it have an unbiased ground-truth data (map) associated with each
image? An attempt to answer the first question is included in the following paragraphs. Furthermore, the
issues related to the ground-truth data are significant and thus have been addressed separately in the
following subsection.

Assume that we consider an image understanding system for identifying the main region of visual interest
in a target digital image as an example application. Ideally such system should identify the main Regionof-Interest (ROI) in any digital image under any capturing and viewing circumstances. However, an ideal
system like this does not exist yet. To this effect, limiting the scope of the algorithm would enhance its
overall performance (maximizing the hits and minimizing the false alarms, for example). Limiting its
scope means defining some assumptions about the type of images used to build and test the algorithm
(vacation, real-life and natural images, medical images, hyperspectral and other remote sensing images, or
infrared images). This specific usage of ROI algorithm would increase its accuracy to acceptable levels.
In other words, one can compromise the completeness of the system (works only on one type of images)
for improved performance. On the other hand, an acceptable framework (an image-set used to train and
test the system) for identifying a ROI in specific type of images should be comprehensive, that is, it
should work fairly in any given image from that type. Comprehensive image-sets should include a large
number of images gathered from different imaging devices under different circumstances. This should
cover variations in images content and context. Finally, another important feature that one should
consider when using an image set is its ability to draw sufficient statistics, that is, no other statistic which
can be calculated from the same sample provides any additional information as to the value of the
estimated parameter.

2.1.2 Ground-truth and Psychophysical Experiments
Having a valid and unbiased human-generated data associated with the image-set is critical to develop
unbiased image understanding algorithms. The ground-truth is any data that could be measured or
generated by human in order to train and validate the performance of image understanding algorithms.
For example, estimating the physical dimension (width and height) of an object from its images could be
compared to the hand-labeled data which is the physical dimensions of the object measured (using a
measuring tape, for example) in the real word. The ground-truth data could be an objective quantity that
could be physically measured (such as height, weight, or distance) or it could be a subjective
understanding that needs to be estimated. Psychophysical experiments and observer studies are usually
used to generate the later type of ground-truth data as the case in identifying the region of visual interest
or the optimal segmentation map of an image.
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Psychophysical experiments in image understanding field investigate the relationship between physical
stimulus which is usually an image (printed or shown digitally on a monitor) and its effects on the human
observer. The experiment could include eye-tracking devices [13] or could be simply a set of questions
that the subject has to answer [14]. Several factors should be considered when developing a
psychophysical experiment for image understanding purposes [15]. First, the main goal of the experiment
should be clear and all the assumptions should be carefully studied. It is the responsibility of the
researchers who conduct the study to explain the instructions (would be limited to written instruction
without any personal contact) to the human subjects. A pilot study is always helpful to make sure that the
instructions are clear and the experiment is well designed to achieve its objectives. The second factor is
the stimuli or the set of images selected for the experiment. The behavior of the human observers could be
affected (distracted) by the number of the test images used in the experiment, the order of showing them,
or the illumination of the surrounding environment. The third factor essential for having a successful
psychophysical experiment, is the human observers (having enough number of observers is also critical).
Their experience and expectations could bias the experiment. The observers age, gender, education,
ethnic, and background could affect their judgment as well. Another thing should be considered is that the
observers should have normal vision (or corrected to normal) with respect to color and visual acuity in
image understanding experiments. The fourth factor is the environment for conducting the experiment. It
is preferable to have fixed setup that is clean of any distractions. Furthermore, items such as lighting
conditions, eye adaptation time, viewing distance, and angle of view should be controlled in the
environment setup. The overall time that any human observer has to run the experiment or to view any
particular stimuli should be considered while developing the study. The final step utilizes a scientific
method to study the collected data from the human observers and draw the experimental findings.
Additional step, which is recommended to be included while developing observer studies, is the
validation of the experimental design using different setups and observers to ensure consistency in the
results achieved.

2.2 Image Processing Strategy and Feature Space
An overview of the processing strategies that have been utilized for image understanding in the literature
is introduced in this subsection. These methods could be limited to the visual data found in the image as
in the case of content-driven techniques or could be extended to include more contextual information as in
context-driven methods. A further expansion on the content-driven techniques has been included to
address the differences between low-level image features and semantic concepts.
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2.2.1 Content- and Context-Driven Techniques in Image Understanding
Content-based image understanding uses visual information found in the image (or in other words, the
value of pixel count) to extract the features used in the system. These features could be purely pixelbased, regional information (regions are developed using image segmentation algorithms) or they could
be semantic concepts (discussed later in this section). On the other hand, the context-driven algorithms
utilized information found in the image-file header to help in the understanding process [16]. Context
information is written to the photos by most consumer digital cameras and it varies from camera to
camera. However, most cameras at least provide information like timestamp, ISO, aperture, exposure, and
if a flash was used. Some cameras also provide the focal length, the orientation and even location
information such as a GPS position [17]. Furthermore, hyped combinations of both methods are also
found in the literature.

The focus of this work is to develop image-understanding algorithms based on the visual content of a
target the image. To this effect, features such as histogram generation, edge detection, similarity analysis,
and face detection are extracted from the image. The type of features used in the content-based image
analysis could further separate them into two different categories. The first one utilizes low-level vision
features to draw an understanding of the image content and to describe its content such as skin, sky,
people, and buildings, among others. This type of analysis is known as the bottom-up approach and it
uses spatial and spectral features. The features are used to process all image pixels and the result is then
used to describe the image content. On the other hand, the top-down approach is a more goal-oriented
process where a hypothesis about the image content is proposed and high-level (semantic concepts)
features are used to test that hypothesis. The top-down approach utilizes image classifiers (indoor versus
outdoor scene) and semantic detectors (such as skin detection) as features.

2.2.2 Feature Space and Dimensionality Reduction
Feature is synonymous of input variable or attribute. It represents the image content in a conceptual space
rather than its color and spatial coordinates. Finding a good data representation is very domain specific
and related to available measurements [18]. In image processing field, attribute can be low-level vision
features or high-level features that represent semantic objects in the scene. In digital video signals,
features can be extended to include the temporal dimension. Feature extraction is a challenging problem
because identifying relevant features leads to better, faster, and easier to understand algorithm.

In general, feature extraction includes two major steps, namely, feature construction and feature selection.
Feature construction deals with the standardization and normalization of the selected features so they are
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compatible in terms of scale and values range. On the other hand, feature selection is primarily performed
to select relevant and informative features. It may also include other objectives like data reduction,
performance improvement, and data understanding. A critical aspect of feature selection is to properly
assess the quality of the features selected. Methods from classical statistics and machine learning could be
used to achieve this goal, in particular, hypothesis testing and cross-validation [18].

The processing level in image understanding algorithm is determined by the objective (desired outcome)
of the system, be it pixel, segment, image, or a set of images. In a pixel-based methodology, a classifier is
employed to determine its semantic class. Secondly, a pre-processing module for image segmentation
could be utilized to classify image pixels to different homogeneous regions. Consequently the
understanding technique is carried out at the segment-level (based on the generated segmentation map).
Thirdly, the desired outcome could be to classify a scene captured in the image as either indoor or outdoor
scenery, for example, where the processing level considers the entire target image. Finally, an ultimate
image understanding process could aim to retrieve a set of images from an image library which are
similar to a given test image as the case of contain-based image retrieval [19] and image libraries. For any
level of processing, a set of features have to be selected to build a classifier tool that would help in
making decisions for understanding purposes. The obtained features represent the image content in a
conceptual space rather than its color and spatial coordinates. The feature space is an abstract space where
each pattern sample (be it pixel, segment, image, or a set of images) is represented as a point in ndimensional space. Its dimension is determined by the number of features used to describe the patterns
where similar samples are grouped together.

However, one should be careful when selecting image features to avoid data redundancy, otherwise, a
further analysis step of feature extraction, a process of reducing the number of random variables under
consideration, would be required. When a feature selection stage is followed by a feature extraction step,
the entire process is known as dimensionality reduction. Reducing the dimensionality of the feature space
helps improve the performance of learning models by: 1) alleviating the effect of the curse-ofdimensionality, 2) enhancing generalization capability, 3) providing faster and more cost-effective
learning procedure, and 4) providing a better understanding of the underlying process that generates the
data [20]. The two most widely used linear dimensionality reduction methods are Principal Component
Analysis (PCA) and Factor Analysis, both of which are based on second-order statistics. For normal
variables (with zero mean), the covariance matrix contains all information about the data. Second-order
methods are relatively simple to implement, as they require classical matrix manipulations. However,
many datasets of interest are not realizations from Gaussian distributions. For such cases, higher-order
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dimensionality reduction methods, using information not contained in the covariance matrix, are more
appropriate such as projection pursuit which is a linear higher-order method. Independent component
analysis is another higher-order linear method. Non-linear principal component analysis can be
considered as a special case of independent component analysis. It uses non-linear objective functions to
determine the optimal weights, but the resulting components are still linear combinations of the original
variables. Random projections method is another dimension reduction technique. More details about these
dimension reduction techniques could be found in the survey by Guyon and Elisseeff [20].

2.3 Discretization Methods
Given that an attribute is either categorical or numerical where values of a categorical attribute are
discrete and values of a numeric attribute are either discrete or continuous, one can define discretization
as the conversion of a numeric attribute to a categorical one [21]. Note that this is a valid definition
irrespective of whether that numeric attribute is discrete or continuous because a categorical attribute
often takes a small number of values. Even for discrete attributes that have a finite but large number of
values, as there will be very few training instances for any one value, it is often desirable to aggregate a
range of values into a single value utilizing a discretization module. The terms categorical or numeric are
usually used to address the type of the attribute in this research area.

Discretizing numeric attributes is recommended at a pre-processing stage prior to the learning process. It
helps fitting the data with better models and it decreases the computational complexity. Unfortunately, the
number of ways to discretize a numeric attribute is infinite. Discretization is a potentially time-consuming
bottleneck, since the number of possible discretizations is exponential in the number of interval in the
domain [22]. The objective of the ideal discretization process is to minimize the number of cut-points that
partition the range of numeric attribute into a small number of coherent classes. However, in reality, a
compromise must be found between information quality (homogeneous intervals) and statistical quality
(sufficient sample size in every interval to ensure generalization). A typical discretization process broadly
consists of four steps [22]: (1) sorting the continuous values of the feature to be discretized, (2) evaluating
a cut-point for splitting or adjacent intervals for merging, (3) according to some criterion, splitting or
merging intervals of continuous value, and (4) finally enforcing termination criteria at some point.

Metric 1
Supervised
Unsupervised

Table 2.1: Categorization of discretization methods
Discretization
Metric 2
Metric 3
Metric 4
Direct
Global
Static
Incremental
Local
Dynamic

Metric 5
Top-down
Bottom-up
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Generally, discretization methods can be categorized using different metrics as shown in Table 2.1:
(1) Supervised versus Unsupervised: A distinction can be made dependent on whether the method takes
class information into account to find proper intervals or not. Discretization methods that do not make
use of class membership information are referred to as unsupervised methods (examples include
methods, such as equal width interval binning and equal frequency binning). In contrast,
discretization methods that use class labels for carrying out discretization are referred to as supervised
methods.

(2) Direct versus Incremental: Direct methods divide the range of k intervals simultaneously (i.e., equalwidth), needing an additional input from the user to determine the number of intervals. Incremental
methods begin with a simple discretization methodology and pass through an improvement process,
needing an additional criterion to know when to stop discretizing.
(3) Global versus Local: Global discretization handles each numeric attribute as a pre-processing step,
that is, before induction of a classifier whereas local methods carry out discretization on-the-fly
(during induction). Empirical results have indicated that global discretization methods often produced
superior results compared to local methods since the former use the entire value domain of a numeric
attribute for discretization, whereas local methods produce intervals that are applied to sub-partitions
of the instance space.
(4) Static versus Dynamic: The distinction between static and dynamic depends on whether the method
takes feature interactions into account. Static methods, such as binning and entropy-based
partitioning, determine the number of partitions for each attribute independent of the other features. In
contrast, dynamic methods conduct a search through the space of possible k partitions for all features
simultaneously, thereby capturing interdependencies in feature discretization.
(5) Top-down versus Bottom-up: Top-down methods consider one big interval containing all known
values of a feature and then partition this interval into smaller and smaller subintervals until a certain
stopping criterion (for example Minimum Description Length) or optimal number of intervals is
achieved. In contrast, bottom-up methods initially consider a number of intervals, determined by the
set of boundary points, to combine these intervals during execution until a certain stopping criterion,
such as a Chi-square (χ2) threshold, or optimal number of intervals is achieved.

As an example, three discretization methods are discussed here, namely: equal width interval binning,
equal frequency binning, and wrapper based methods. The equal-width discretization algorithm
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determines the minimum and maximum values of the discretized attribute and then divides the range into
a user-defined number of equal width discrete intervals. The equal-frequency algorithm determines the
minimum and maximum values of the discretized attribute, sorts all values in ascending order, and
divides the range into a user-defined number of intervals so that every interval contains the same number
of sorted values. The weakness of the equal-width method is that in cases where the outcome observations
are not distributed evenly, a large amount of important information can be lost after the discretization
process. For equal-frequency, many occurrences of a continuous value could cause the occurrences to be
assigned into different bins. One improvement that can be employed is that after continuous values are
assigned into bins, boundaries of every pair of neighboring bins are adjusted so that all duplicate values
are assigned to a single bin. These methods are dominated by sorting and hence, their complexities are of
order O(n log n).

Both equal-width and equal-frequency discretization algorithms potentially suffer much attribute
information loss since number of intervals is determined without reference to the properties of the training
data. Wrapper based methods overcome this drawback by refining the discretization of the continuous
explanatory attributes by taking feedback from an induction algorithm. Error-based methods evaluate
candidate cut points against an error function and explore a search space of boundary points to minimize
the sum of False Positive (FP) and False Negative (FN) errors on the training set. In other words, given a
fixed number of intervals, error-based discretization aims at finding the best discretization that minimizes
the total number of errors (FP and FN) made by grouping together particular continuous values into an
interval. This methodology is mainly used in the feature selection field. In our research, we used the
wrapper approach to find the optimum number of intervals in an equal-frequency discretization
framework.

2.4 Bayesian Networks
A Bayesian Network (BN) is a directed graphical model for probabilistic relationships among a set of
variables [23]. Graphical models represent the relation between probability theory and graph theory where
a complex system could be built by combining simpler components. Probability theory provides the glue
wherein the parts are combined, ensuring that the system as a whole is consistent, and providing ways to
interface models to data. Furthermore, graph theory provides both an intuitively appealing interface by
which humans can model highly-interacting sets of variables as well as a data structure that lends itself
naturally to the design of efficient general-purpose algorithms [24]. Graphical models have been used to
study classical multivariate probabilistic systems in the fields of statistics, systems engineering,
information theory, and pattern recognition [24]. Note that Bayesian networks are also known as directed
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graphical models, belief networks, generative models, and causal models in artificial intelligence and
machine learning communities.

In this section, representation of a BN will be discussed. It aims to show how a graphical model can
compactly represent a joint probability distribution. Second, the inference process in a BN is introduced.
It discusses how to efficiently gather states of a hidden node (variable) in a system, given partial and
possibly noisy observations. Next, a subsection on learning a BN is included where the model’s
parameters and structure are estimated.

2.4.1 Representation
Bayesian networks are graphs in which nodes represent random variables (one node per variable), and
nodes are connected to other nodes using arcs (arrows). The lack of possible arc/connection represents a
conditional independence assumption. For example, if an arrow starts at X and ends into Y, X is parent of
Y and thus X has a direct influence on Y and can be informally interpreted as indicating that X “causes" Y
[24]. Note that any point can have no parent, one parent, or multiple parents; and the same syntax applies
to the child nodes (Y is a child node in the pervious analysis). Furthermore, any node Yi has a conditional
probability distribution given its parents, P(Yi|Parents(Yi)). In the simplest case, if all nodes in the BN are
discrete (categorical) random variables, and further, that the conditional distributions are multinomials,
the conditional probability distributions could be presented as Conditional Probability Tables (CPT)
which are simple to represent, learn and use for inference [24]. Finally, BNs are Directed Acyclic Graphs
(DAG) which means they do not have any directed cycles. Figure 2.2 shows a topology example of a
network that encodes conditional independence assertions where Weather is independent of the other
variables but Toothache and Catch are conditionally independent given Cavity [25]. Note that a DAG
model which includes decision and utility nodes, as well as chance nodes, is known as an influence
(decision) diagram, and can be used for optimal decision making [24].

Figure 2.2: Bayesian network topology.

In summary, a Bayesian network for a set of variables X = {X1, … , Xn} consists of (1) a network
structure S (or a DAG) that encodes a set of conditional independence assertions about variables in X, and
(2) a set P of local probability distributions associated with each variable. Together, these components
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define the joint probability distribution for X. Note that the nodes in S are in a one-to-one correspondence
with the variables X. In particular, given structure S, the joint probability distribution for X is given by:
n

p (X) = ∏ p ( X i | Parents ( X i ))

(2.1)

i =1

Local probability distributions P are the distributions corresponding to the terms in the product of
Equation 2.1. Consequently, the pair (S, P) encodes the joint distribution P(X) [23]. Note that the
probabilities encoded by a Bayesian network may be Bayesian or physical [23]. The probabilities are
Bayesian when the BN is built from prior knowledge; however, these probabilities are physical (and their
values may be uncertain) when the BN is learned from data as shown in the subsequent sections.

2.4.2 Inference
Inference implies estimating the values of hidden nodes, given the values of the observed nodes. It could
be in the form of a diagnosis, or bottom-up reasoning when we observe the “leaves” of a generative
model, and try to infer the values of the hidden causes. On the other hand, if we observe the “roots” of a
generative model, and try to predict the effects, this is called prediction, or top-down reasoning. BNs can
be used for both of these tasks [24]. The inference process is usually used to determine various
probabilities of interest from the model such as p(X|y). This is given that we have constructed a Bayesian
network from prior knowledge, data, or a combination,

p( X | y ) = α ∑ p( X , y, k )

(2.2)

where X represents a set of hidden nodes that we are interested in estimating, y is the observed evidence, k
is the set of irrelevant hidden variables, and α is a scaling factor. The posterior probability in Equation 2.2
can be computed using Bayes' rule. Bayes' rule states that:

p( y | X ) p( X )
p( y )

(2.3)

conditional likelihood x prior
evidence

(2.4)

p( X | y ) =
or in words, this formula becomes

posterior =

There are two kinds of inference: exact and approximate. Exact inference can be found by variable
elimination or message passing methodologies while approximate inference can be estimated by
stochastic simulation or by Markov chain Monte Carlo simulations, as discussed below.
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Exact Inference
Exact inference is only possible in a very limited set of cases, mostly when all hidden nodes are discrete,
or when all nodes (hidden and observed) have Gaussian distributions. Exact inference could be done by a
variable elimination method or by message passing. The chain-rule decomposition (Equation 2.5) of the
joint probability is utilized to carry out summations right-to-left, storing intermediate results to avoid
recompilation. This essentially would “push sums inside products” to marginalize out the irrelevant
hidden nodes efficiently [25],[24]. The chain rule of probability is given by:

p (X ) = p ( X 1 ) p ( X 2 | X 1 ) p ( X 3 | X 1 , X 2 )...

(2.5)

or in its general form [23]:
n

p (X) = ∏ p ( X i | X 1 , X 2 ,..., X i−1 )

(2.6)

i =1

In message passing algorithm, the general inference process is defined in terms of message passing on a
tree (junction tree). The messages may be passed in parallel or sequentially. Message passing method is
efficient for computing all marginals simultaneously which is necessary for learning [24].

One drawback of exact inference algorithms is that their running time is exponential in the size of the
largest cluster (assuming all hidden nodes are discrete); this size is called the induced width of the graph,
and minimizing it is NP-hard (non-deterministic polynomial-time hard). Furthermore, exact inference is
hard to estimate if some of the nodes represent continuous random variables (even in graphs with low
induced width). That is, implementing the integrals associated with the Bayes' rule cannot be performed
in closed form. Therefore, it is necessary to use approximate inference [24].

Approximate Inference
The basic idea of approximate inference is to draw a number of samples from a sampling distribution and
compute an approximate posterior probability. We need to show that the approximate posterior
probability converges to the true probability. Sampling (Monte Carlo) method, Variational method, and
belief propagation technique are popular approximate inference examples. More information about these
algorithms is found in [24] and [25].

2.4.3 Learning
The term “Learning” in a BN context may refer to the process of estimating the optimal graph topology
(network structure) that represents the causal relationships between parameters in a given dataset, the
process of estimating the joint probability distribution over a set of random variables (network
parameters), or both. Training data and prior information such as expert knowledge and casual
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relationships are usually used to help in solving the learning problem. Learning the BN structure is
considered a harder problem than learning the BN parameters. Moreover, another obstacle arises in
situations of partial observability when nodes are hidden or when data is missing. In general, four BN
learning cases are often considered, to which different learning methods are proposed, as seen in Table
2.2 [24].

Case
1

BN Model Structure
Known

2

Known

3

Unknown

4

Unknown

Table 2.2: Learning categories in a BN
Variable Observability
Proposed Learning Method
Full
Maximum-likelihood estimation
Expectation Maximization, Markov chain Monte
Partial
Carlo (MCMC)
Full
Search through model space
Expectation Maximization + Search through
Partial
model space

The first case is the simplest case where the goal of learning is to find the values of the BN parameters (in
terms of CPT) that maximize the log-likelihood of the training dataset. For example, if we assume that
this dataset contains m cases (that are often assumed to be independent). Given training dataset Σ = {x1,
…, xm}, where xl = (xl1,…, xln)T, and the parameter set θ = (θ1,…, θn)T, where θi is the vector of
parameters for the conditional distribution of variable Xi (represented by one node in the graph), the loglikelihood of the training dataset is a sum of terms, one for each node [26]:

log L(Θ | ∑) = ∑∑ logP ( xli | π i ,θ i )
m

(2.7)

n

where the contribution of each node to the log-likelihood can be maximized independently. Note that π is
the set of parents of Xi.
Furthermore, cases 2, 3, and 4 in Table 2.2 are computationally intractable in general. In case 2 where the
BN structure is known and the parameters are partially observed, Expectation Maximization (EM)
algorithm could be used to find a locally optimal maximum-likelihood estimate of the parameters [23].
An alternative approach is to use Markov Chain Monte Carlo (MCMC) to estimate the parameters of the
BN model. In the third case where the parameters are fully available but the structure is unknown, the
goal is to learn the optimal DAG that best explains the data. Note that the number of DAGs on N
variables is super-exponential in N (NP-hard problem). Some assumptions could be utilized to simplify
the problem and thus to limit the search space. One approach is to assume that the variables are
conditionally independent given a class, which is represented by a single common parent node to all the
variable nodes. This structure corresponds to the naive BN, which surprisingly is found to provide
reasonably good results in some practical problems [26]. Another approach is to use the expert knowledge
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to determine the order of the nodes as in K2 algorithm [27]. The last case is the hardest where one has to
marginalize out the hidden nodes as well as the parameters. Since this is usually intractable, it is common
to use an asymptotic approximation to the posterior called the Minimum Description Length (MDL)
approach where a trade-off between the likelihood term and a penalty term associated with the model
complexity is utilized. An alternative approach based on EM algorithm could be used as well [23] [25].

Subjective
Evaluation
Methods

System-level
Analytical

Objective

Unsupervised

Direct
Empirical

Supervised

Figure 2.3: Categorization of evaluation methods

2.5 Evaluation Tools
The outcome of an image-understanding framework can be well-defined as the case in object recognition
(e.g. car, house, animal, airplane, etc.) or ill-defined as the case of image segmentation and region-ofinterest identification. Evaluating algorithms from the former type is easier to perform using subjective
tools; however, assessing algorithms based on ill-defined problems is not an easy task. An interesting
hierarchy of image-segmentation-evaluation methods is found in [28]; however, the hierarchy can be
generalized to any image understanding algorithm. The evaluation methods are fundamentally very
different, and can be partitioned based on four distinct methodologies as shown in Figure 2.3:
(1) Subjective versus Objective: This category indicates the enrollment of a human observer in the
subjective evaluation by judging an outcome image or by any other means. A scientific subjective
evaluation process could utilize a number of observers in a psychophysical experiment framework
(discussed in Section 2.1.2). On the other hand, an objective methodology uses measured features and
calculated metric for evaluation. Subjective evaluation technique could be biased, very tedious and
time-consuming process. Furthermore, such methods cannot be used in a real-time system.

(2) System-level versus Direct Evaluation: Both techniques are objective evaluation methods. The
system-level process indicates that the image-segmentation module serves as one (or multiple)
component of a larger system, and the evaluation is carried on all parts of the system. This could be
when a segmentation algorithm is used at a pre-processing stage in an imaging system, and the
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evaluation process aims to evaluate the segmentation maps generated. Unfortunately, this evaluation
method is indirect. On the other hand, the direct evaluation is performed when the imageunderstanding system is independent.

(3) Analytical versus Empirical Methods: Both methods belong to the direct objective evaluation process.
Analytical evaluation means the method itself has been validated while the empirical method
indicates that the results generated by the understanding algorithm are being examined. In an
analytical process, the algorithms are evaluated based on certain properties such as processing
strategy (parallel, sequential, iterative, or mixed), processing complexity, and resource efficiency.
These properties are generally independent of the quality of an algorithm’s outcome, so analytical
methods are not considered effective at characterizing the image understanding performance.

(4) Unsupervised versus Supervised Methods: Both methods are empirical, direct, and objective
evaluation methods. They are divided on whether the method requires a ground-truth reference image
or not. Supervised evaluation methods, also known as relative evaluation methods or empirical
discrepancy methods [28], requires a ground-truth map (gold standard) to compare the algorithm’s
result against. The degree of similarity between the human and machine generated images determines
the quality of the image understanding technique. However, the process of generating a reference
image is a difficult, highly subjective, and time-consuming task. On the other hand, unsupervised
evaluation methods, also known as stand-alone evaluation methods or empirical goodness methods
[28] do not require a reference image, but instead evaluate an image understanding outcome based on
how well it matches a broad set of characteristics as desired by humans.

2.6 Summary
An approach of image understanding has been introduced in this chapter where essential concepts/steps
for building a computer vision system are discussed. The framework uses machine learning technique
where the system is trained and evaluated using collected data in the form of ground-truth maps. Methods
for feature selection, dimensionality reduction, and discretization methods are discussed. Furthermore,
Bayesian Networks has been introduced as a probabilistic framework that uses a dataset to learn its
structure and to further use that structure in evaluating a test target. Evaluation techniques are also
introduced. Understanding each section of this chapter is essential for building a framework for image
understanding. In the following chapters, two computer vision problems will be introduced and
corresponding solution will be proposed utilizing the general image understanding framework discussed
here.
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Chapter 3 Bayesian Network-Based Approach for Identifying Regions of

Interest in Digital Images
In this chapter, an image understanding algorithm for identifying and ranking regions of perceptually
relevant content in digital images is proposed. Global features that characterize relations between image
regions are fused in a probabilistic framework to generate a Region Ranking Map (RRM) of an arbitrary
image. Features are introduced as maps for spatial position, weighted similarity, and weighted
homogeneity for image regions. Further analysis of the RRM, based on the Receiver Operating
Characteristic (ROC) curve, has been utilized to generate a binary map that signifies Region-of-Interest
(ROI) in the test image. The algorithm includes modules for image segmentation, feature extraction, and
probabilistic reasoning. It differs from prior art by using machine learning techniques to discover the
optimum Bayesian Network structure and probabilistic inference. It also eliminates the necessity for
semantic understanding at intermediate stages. Experimental results indicate an accuracy rate of ~80% on
a set of ~20,000 color images which are publicly available and compare favorably with the state-of-the-art
techniques.

3.1 Background and Literature Review
The primary objective in developing algorithms for identifying regions of visual interest in digital images
is to improve the sophistication of subsequent image processing applications. Different terminologies for
Regions-of-Interest (ROI) such as Main Subject Detection (MSD), Object-of-Interest (OOI), Importance
Map (IM) and Region Ranking Map (RRM) are found to be used interchangeably in the literature. These
algorithms can be utilized by printing companies, for example, to develop smart document rendering
where different regions could be rendered according to their visual significance and content. Furthermore,
ROI algorithms can be employed at a pre-processing stage in adaptive compression and coding systems
where the compression quality of perceptually important regions should be higher than other regions
(background) of the image [29] [30]. Other applications include content-based image retrieval [19] [31]
[32], image indexing [33], automatic image annotation [34], region classification [35], medical imaging
[36], and digital photo cropping [37].

Several techniques have been proposed in the literature to identify ROI, including human Visual
Attention (VA) modeling and saliency maps generation. Algorithms for extracting main objects in low
Depth-of-Field (DOF) images were proposed in [38], [39], and [40]. Low DOF imaging primarily focuses
on recognizing the main object in a scene by capturing its details and blurring the background. This draws

human VA to the object in focus [38], [39]. Methods for detecting ROI in low DOF images employ tools
such as frequency-band filters and wavelet analysis. However, their performance is affected when
background (blurred) regions have high-frequency texture such as grass in outdoor images in which case
background regions could be classified as parts of the OOI. Furthermore, such algorithms ignore the
significance of other low-level vision features such as color and spatial position. In [38], wavelet
transform and statistical analysis have been used to perform context-dependent classification of individual
blocks of the image to background and foreground. A set of 100 low DOF images has been used to
evaluate the algorithm’s performance. The algorithm has been developed with and 3D microscopic image
analysis and biomedical image segmentation in mind. In general, algorithms for automatic object
segmentation in images with low DOF apply thresholding methods in feature space to separate focused
objects and defocused background. This often yields blob-like errors in both focused and defocused
regions. The algorithm in [39] used a block-wise Markov Random Fields (MRF) image model and
watershed algorithm to address this problem. Their experimental results showed that the methodology in
[39] yielded more accurate segmentation than the multiresolution wavelet-based segmentation method.
Another problem that makes detecting OOI in a low DOF image difficult is when the OOI itself has low
frequency component (smooth surface). The technique in [40] addressed this issue by employing
Morphological filter by reconstruction which makes detecting focused smooth regions possible as far as
their boundaries contain high frequency components (i.e., edges).

Algorithms for generating saliency maps that model human visual attention using low-level features are
proposed in [41] and [42]. Low resolution maps of color, intensity and orientation combined into a master
saliency map using different combination strategies have been studied in [43], where methods based on
linear combinations of learned weights yielded promising performance. Low-level vision features used in
[41] and [42] include color channels tuned to red, green, blue and yellow hues, orientation and brightness.
These attributes are extracted from the original color image at several spatial scales, using linear filtering.
Gaussian pyramids which are generated by progressively low-pass filtering and sub-sampling the input
image are used to create these different spatial scales.

Furthermore, other low-level features such as edge information extracted using wavelets analysis, are
used in salient ROI analysis [44]. This approach combines the wavelet modulus maxima edges with the
color regions information of mean shift based segmentation. Another study that combined the detection of
salient objects with image segmentation techniques is found in [45]. Features including multi-scale
contrast, center surrounding histogram, and color spatial distribution have been used in the algorithm to
generate enhanced salient maps. Furthermore, Achanta et al. proposed the use of segmentation maps and
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low-level features of luminance and color to detect ROI. They optimized the algorithm to generate high
quality saliency maps of the same size and resolution as the input image [46]. A more recent methodology
for modeling saliency in digital images has been proposed by Judd et al. [13] where a comprehensive set
of 33 low-level features and semantic clues were utilized. It is designed to simulate eye-tracking such as
gaze tracking paths and fixation locations. However, the algorithm was demonstrated only on a test set of
100 images.

A technique for extracting ROI at the time of image acquisition is proposed in [47]. The methodology
necessitates the user to point the camera at the main subject in the scene. While capturing the image, an
edge detection algorithm is employed and frequency analysis techniques are used to enhance regions of
visual importance while blurring background areas in the captured image [47]. An improved version of
this algorithm was proposed in [48] where the Normalized Cuts method is utilized to improve the result.
These methodologies are computationally efficient but are limited to on-camera use only. Computational
approaches were also proposed to model human visual attention. Ko et al. [49] created an attention
window based on the distribution of salient points in the image where features such as color, texture,
normalized area, location and shape of the segmented regions were used to extract salient regions. The
algorithm used Support Vector Machines (SVM) to update the extracted ROI according to the user's
interaction. In the VA model developed by Stentiford [30] and [50], the dissimilarity between
neighborhoods in an image was used to generate maps of VA. This model has been developed for image
compression applications and was included in the JPEG 2000 coding algorithm [29].

Moreover, techniques utilizing scene global configuration [51] and Markov random field [52] have been
proposed to model the attention mechanisms. In the work of Torralba [51], global scene configuration has
been utilized to guide attention based on contextual cueing. The algorithms used statistics of low-level
features across the whole image to prime the presence or absence of objects in the scene and to predict
their location, scale, and appearance. The proposed architecture for attention guidance included modules
for bottom-up saliency, object-centered features, and contextual modulation of attention. In [52], a
generic model for VA extraction from color images has been proposed where computational visual
attention mechanisms and attention object growing techniques are fused in Markov random field (MRF)
model. Experiment results and subjective studies are used to demonstrate the effectiveness of the
proposed approach on a set of 880 images. The main drawback of these algorithms that they generate ROI
maps with poor edge quality. Integration of more sophisticated object segmentation techniques could to
be used to improve the segmentation results.
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Algorithms that identify the regions of the main subject in a probabilistic framework have also been
explored in literature. An approach based on Bayesian Networks (BN) has been proposed in [53] where
image semantics and low-level vision features were extracted from digital images and used as network
nodes. The method involved region segmentation, perceptual grouping, feature extraction, and
probabilistic reasoning. Although the algorithm showed improved performance, its computational
complexity was high, as many detectors for semantic classes were used. Another drawback of [53], the
BN structure and nodes states have been designed by the authors, which could not reflect the optimum
reasoning relations between network nodes. An algorithm that shows significant regions in an arbitrary
image as an IM has been proposed in [54]. An IM classifies different image regions in relation to their
perceptual importance using low-level vision features such as contrast, size, shape, and location – in
addition to a foreground / background classification module. The approach showed promising results, but
the features in use were not supported by any psychophysical experiment. To this effect, several studies
aimed at signifying the contribution of such features to the human VA model were introduced in [14].
Probability density functions for several low-level features were generated and used to develop the
algorithms in [55] and [56]. Naive Bayes classifiers have been utilized to predict the perceived interest of
objects. However, the assumption of feature independence that underlines the Naive BN may compromise
its performance.

3.2 Proposed Algorithm
An image understanding methodology for identifying regions of perceptual importance in digital images
is proposed. The algorithm includes modules for image segmentation, feature extraction, and probabilistic
reasoning. First, the image segmentation algorithm in [57] is utilized to generate a segmented map of the
target image. Then, global features that signify the relations between different image regions are used in a
Bayesian framework to generate a map of visual importance for image regions. The generated map, called
RRM, was used in order to estimate the probability of a segment being a region of perceptual importance.
Receiver Operating Characteristic (ROC) curve analysis has been employed to generate a binary map that
signifies (single or multiple) ROI in the target image. The proposed algorithm identifies perceptually
important regions in an image by utilizing low-level vision features in a probabilistic framework.
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(a)

(b)
Figure 3.1: Block diagram of the proposed algorithm; (a) supervised learning phase, and (b) unsupervised testing
phase.

The proposed algorithm differs from the work done in [53] and in [56] (BN-based algorithms) by: 1)
employing artificial intelligence techniques to learn the BN structure and reasoning relations between its
nodes from a training dataset (the BN structure in [53] and in [56] is designed by the authors), 2) using a
simple set of image global features to identify the ROI, 3) eliminating the need for semantic classifiers at
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intermediate stages as is the case in [53], 4) removing the human supervision for the interference of ROI
in a target image as is the case in [56] where object category is assigned manually, and 5) generating two
maps for relevant image content (a probabilistic RRM map and a binary ROI map) suitable for different
image processing applications.

A probabilistic framework based on a BN is used to detect ROI in the proposed algorithm where two
phases have been employed, namely: a supervised learning phase and an unsupervised testing module.
The block diagram of the proposed algorithm is shown in Figure 3.1. During the training stage, a groundtruth dataset is manually annotated and utilized to discover the optimum structure of the BN. The
Conditional Probability Tables (CPT) are also estimated. At the testing stage, it employs the developed
BN to rank regions in an arbitrary image according to their perceptual importance and generate a ROI
map. The training and ROI detection phases share some modules for image segmentation and feature
extraction. Three global image features (Spatial Position Map (SPM), the Weighted Similarity Map
(WSM), and the Weighted Homogeneity Map (WHM)) are utilized in the proposed methodology.

The SPM of image regions is used to signify the perceptual importance of segments near the image
center. The second feature generates three WSMs for R, G, and B color channels. The WSMs aim to
identify regions of similar color and texture. Region homogeneity has been modeled in the WHM using
the lightness channel in CIELAB color space. The WHM is the third feature used in our algorithm. The
output images at these intermediate stages of the proposed algorithm are shown in Figure 3.1. An input
image and its ground-truth map (black regions) are shown in the figure. The segmentation map, generated
by the algorithm in [57], is provided where pseudocolors represent different homogenous regions. Lighter
gray levels stand for regions with higher perpetual importance in the feature maps and the RRM.
Furthermore, black color is utilized to signify ROI in Figure 3.1(b).

3.2.1 Supervised Learning Phase
The supervised learning phase includes modules for generating the ground-truth dataset, feature
extraction, discretization, and discovering the optimal structure of the BN used for region ranking. The
individual modules are described in detail in the following section. A block diagram of the supervised
learning phase is illustrated in Figure 3.1(a).

3.2.1.1 Ground-truth dataset
Images acquired from the Berkeley segmentation dataset [2] are used to train and test the BN. A set of
154 images with at least one distinct OOI are used for this purpose. The images were segmented using the
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automatic image segmentation algorithm in [57] (discussed in Section 2.1.2). The segmentation maps and
the original images were used to develop the ground-truth maps. Of the 154 images, a set of 50 images
are used to structure and train the BN while the other 104 images (test dataset) are used for evaluating the
proposed algorithm. The human-generated map is a binary ROI map (see Figure 3.2) that classifies image
regions either to segments of main subject or background areas.

(a) Input Image

(b) Segmentation Map
(c) Ground-truth Map
Figure 3.2: Generating ground-truth map

The image set consisted of a variety of portrait and landscape images. Portrait images refer to face only
images, mug shots, and profiles for males and females of different ages. Landscape images consist of
indoor settings for people and objects, as well as outdoor settings, people, city scenes, and buildings. In
both categories, the images were chosen to establish a diverse dataset ranging from simple to highly
complex ones. Simple images have an obvious main object with a simple background, while complex
images were typically composed of multiple objects of interest with or without a complex background.
Eight human subjects, six males and two females, participated in generating the ground-truth maps for the
image set. They are between 22 and 40 years of age. Three of them have considerable professional
experience in the image processing field. All subjects had either normal or corrected-to-normal visual
acuity.

In order to identify the main ROI in each image, images were color printed out on 8.5 x 11 inches white
copy paper. A colored marker is used to manually outline the perceived segments or regions. The
condition was to use the marker, wherever possible. There was no time restriction to complete the
experiment. Two levels of importance were identified in the following order: outlined regions which
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indicates a ROI and untouched regions (background). The observers were asked to maintain a suitable
reading distance of about 12 inches while performing the experiment, and stimuli were viewed under D65
lighting.

For each image in the data set, a table of all image objects and segments was created. The ranking result
(level) of that object was recorded for all observers that participated in the experiment. The average value
of these readings was utilized as a cutoff threshold to determine the significant objects in each image.
Therefore, regions that had been identified by four observers, or more, in each image are used as the
region of interest at the ground-truth map of that image.

3.2.1.2 Segmentation algorithm
The proposed ROI algorithm is a segment-based technique. It utilizes low-level vision information
captured in the segmentation maps to identify the ROI. The unsupervised color image segmentation
algorithm proposed in [57] has been used in this work (see Figure 3.1 and Figure 3.2). It is a gradientbased technique that uses dynamic generation of clusters to generate an initial segmentation map.
Furthermore, it fuses color information (in CIELAB color space) and texture models (using local entropy)
to group pixels with similar characteristics. A region growth phase followed by a unique multiresolution
merging procedure is used to develop the final segmentation map of the target color image. Different
segmentation algorithms (see [58], [59] for comprehensive surveys) could be utilized at a pre-processing
stage for image segmentation.

3.2.1.3 Spatial Position Map (SPM)
Several psychophysical studies have been proposed in the literature to model regions of relevant content
as SPMs [15], [60], [14]. They all agree that the perceptual priority is the highest at the image center, it
decreases as we move toward image boundaries and significantly reduces at the image corners. Therefore,
to model the relation between preferred spatial positions in digital images and regions of perceptual
significance to the average human observer, an improved version of the SPM found in [60], has been
utilized in the proposed algorithm. The SPM is shown in Figure 3.3 where different image regions are
represented by numbers. The image center has the first level of importance, the middle outer thirds along
the larger dimension (regions 4 and 6) have the second level of importance and the middle thirds along
the smaller dimension (regions 2 and 8) have the third value of priority. Furthermore, corners are the least
important regions in the image. Note that the orientation (portrait-like vs. landscape-like image) of the
image does not affect the SPM since it considers the physical (larger and smaller) dimensions only (see
Figure 3.4).
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Figure 3.3: Spatial position map where white means the highest priority and black means the least priority.

The SPM (given in Figure 3.3) is modeled using six Gaussian distributions with a mean of 127 and a
variance 60 for an 8 bit image. Four Gaussians (set a) are located at the one-third corners (x locations in
Figure 3.3) and the other two (set b) are located along the center of the middle outer thirds of the image
(along the larger dimension at areas 4 and 6 in Figure 3.3). Gaussians at these locations give highest
priority to the center region (consistent with the experimental findings in [15], [60], [14]).

Figure 3.4: Spatial position maps with different orientations where higher visual priority regions are shown in
lighter shades.

The ROI algorithms in [38] and [39] signify the value of high-frequency regions in capturing the human
VA. In order to include this feature in our model, we propose to weight the Gaussians of sets a and b by
their local entropy values as follows:
M1 −1M 2 −1

H =−

∑ ∑ P( x, y) log
x =0 y =0

2

P( x, y )

(3.1)

where P(x,y)is the normalized intensity value for an input image with size M1 x M2. Entropy is a statistical
measure of randomness and takes low values for smooth regions [61]. To utilize the regional entropy
values as weights, the Gaussian distribution located at xi is weighted by the entropy of regions 1, 2, 4 and
5 of the target image. Similarly, the Gaussian distributions located at xj, xk, and xl are weighted by the
entropy of their corresponding neighboring regions. Furthermore, the Gaussians in set b are weighted by
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the entropy of the corresponding regions only. Weighting different image regions by their entropy values
draws more priority to detailed objects in the target image. Note that the SPM module used in this work is
predefined (based on psychophysical experiments in [15], [60], and [14]) and only optimized for the test
image.

3.2.1.4 Weighted Similarity Map (WSM)
This map ranks objects located at the image center with a unique color and texture at the highest priority
level [60]. It assigns different weights to objects in the input image according to their spatial position.
These weights are represented by the SPM as shown in Figure 3.3. The measure of similarity of a region
across the entire image defines the following similarity map. Each color channel is divided into distinct
square sub-block windows of size L x L. The norm of each block (B) is calculated and used as a similarity
measure. For an input image with size M1 x M2, the numbers of blocks are K1 and K2 in M1 and M2
directions, respectively. The norm of B is given by [62]:
B (k1 , k 2 ) = λmax ( B(k1 , k 2 )T B(k1 , k 2 ))

(3.2)

where λmax is the largest eigenvalue, k1 = 0,1,…,K1-1, k2 = 0,1,…,K2-1. This results in three intermediate
maps (Wc) for R, G and B channels. These represent similar regions with the same norm values. For
consistency, the maps are normalized to range from 0 to 255. Therefore, to test the uniqueness of regions
in the image center, SPM and a similarity distance d are included in modeling the WSM. For each
channel, it is found as follows: for each value of ||B(k1,k2)|| in the similarity map, all positions within the
intensity range (||B(k1,k2)||-d, ||B(k1,k2)||+d) are weighted with the corresponding values in the SPM. The
weighted similarity map is defined as their average value as follows:
WSM (k1 , k 2 ) =

where C is the number of pixels in region Wc with

1
C

C

∑ SPM (W )
c

c =1

(3.3)

intensity values in the range (||B(k1,k2)||-d,

||B(k1,k2)||+d), for k1 = 0, 1, …, K1-1, k2 = 0 , 1, …, K2-1. This procedure gives three WSMs for the three
different channels. Furthermore, the WSM for each color channel is resized to the original image size and
the segmentation map is utilized for the computation of an average value of similarity for each segment.
See Figure 3.5 for WSMs in RGB color space.

Figure 3.6 shows an example for computing the WSM. Numerical values for the norm and SPM are used
where an SPM value equal to 10 represents the most important region (image center) while a value of 1
indicates regions with the least priority. For d = 1 and n1 = 25, the positions in the SPM that corresponds
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to norm values in the range 24 – 26 are averaged and stored as the WSM for n1 = 25. The same procedure
is used to illustrate the result for norm value of 4 and d = 1.

(a) Input Image

(b) R Color Channel
(c) G Color Channel
Figure 3.5: WSM for R, G, and B Color Channels

(d) B Color Channel

Figure 3.6: Numerical example shows the Weighted Similarity Map generation, (a) Norm matrix, (b) Spatial
Position Map, (c) Weighted Similarity Map.

3.2.1.5 Weighted Homogeneity Map (WHM)
WHM is a map that identifies smooth (homogeneous) and saliency regions in the image based on a
homogeneity criterion. A weighted Quadtree decomposition [63] of the input image is used to find the
Weighted Homogeneity Map (WHM). It is an improved version of the WHM originally introduced in
[60] where the lightness channel (L* in CIELAB color space) of the input image is utilized. The criterion
that determines the homogeneity of each block in the decomposition is given by:
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max( Block ) − min( Block ) ≤ α

(3.4)

where α is a threshold value. The Quadtree decomposition of a rectangular image results in blocks of
different sizes. A region with larger blocks indicates high homogeneity and hence less information. This
defines a criterion according to which, the smaller the size of the block, the higher its importance weight.
Accordingly, the region near strong edges will have the highest priority. However, the module fails when
an edge occurs near image borders such as the frame of a portrait image. Scaling the weighted Quadtree
image with the SPM overcomes this drawback and provides us with the WHM (scaled in the 0-255
range). Similar to the case of the WSM, the segmentation map is utilized to compute an average value of
homogeneity for image segments. Examples of WHMs for an indicative set of images are shown in
Figure 3.7.

Figure 3.7: WHM for L* Channels

Figure 3.8: Equal-frequency discretization.

3.2.1.6 Discretization
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Features in use (WSMs from R, G, and B channels and WHM from L*) for image segments are
continuously valued. A discretization step based on equal frequency binning [64] is utilized. It employs a
simple unsupervised and univariate discretization methodology that discretizes the continuous valued
attributes based on a specified number of bins. A comprehensive study about different data mining
discretization methods can be found in [64]. Thorough experimental results suggest that quantizing the
continuous features to four discrete regions (see Figure 3.8) provides the best performance in identifying
ROI for our test image set.

3.2.1.7 Region ranking module
A Bayesian network is used in the proposed algorithm to detect regions of perceptual importance. The
ground-truth maps of 50 images (training image set) were used to extract global image features. These
features were employed to discover the optimal BN structure using the algorithm in [27]. The BN
provides a framework for computing the probabilities associated with the network, given the feature
database. The prior space of the network structure is assumed to be uniform. Conditional Probability
Tables (CPT) for the BN are computed using the training features as well.

The Bayesian network structure learning algorithm in [27] is known as the K2 algorithm. Due to the fact
that enumerating all the possible Directed Acyclic Graphs (DAGs) for Bayesian network structure
learning (29,281 possible DAGs for a DAG with five variables) is computationally expensive, heuristic
methods have been utilized to minimize the search space. Since DAGs are acyclic and the parents of the
variables are before children in causal ordering, knowing the ordering of the variables can reduce the
structure space. The K2 algorithm assumes that the total ordering on the nodes is known, and thus,
finding the best structure amounts to picking the best set of parents for each node independently [27]. The
K2 algorithm is a greedy search algorithm that works as follows [65]. Suppose we know the total ordering
of the nodes. Initially each node has no parents. The algorithm then incrementally adds the parent whose
addition most increases the score of the resulting structure. The score is a criterion that is utilized to
evaluate how well a given network matches the given training data in the structure space. When no
addition of a single parent can increase the score, it stops adding parents to the node. Since an ordering of
the nodes is known beforehand, the search space under this constraint is much smaller than the entire
space. Note that there is no need to check for cycles, since the total ordering guarantees that there is no
cycle in the deduced structures.

For the mathematical description of the algorithm, let P(Class|Features) denote the probabilities and the
prior probability of class membership be denoted as P(Ck), k=1,2 where class 1 is region of interest and
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class 2 stands for background region. The features acquired from the discretization step are represented as
a feature vector F and used in the inference. P(F) is the evidence factor. The inferences of the BN are
based on the posterior probability function P(Ci|F) , which is obtained by combining the class-conditional
observation models with the class prior probability according to Bayes law:
P( F | Ci ) P (Ci ) P(Ci , F )
=
= β P (Ci , F )
P( F )
P( F )

P (C i | F ) =

(3.5)

where β is a positive normalizing constant. The joint probability P(Ci , F ) is given as follows (derivation is
provided in [27]):
N

P(Ci , F ) = P(Ci )

Φk

∏∏
k =1 j =1

where N is the number of variables,

Φk

( sk − 1)!
( S kj + sk − 1)!

sk

∏α
l =1

kjl !

(3.6)

is the number of assignments possible to Parents(Xk), where sk is

the number of assignments possible to Xk,

α kjl

is the number of cases in sample where Xk takes its l-th

value and Parents(Xk) takes its j-th value, and finally Skj is the number of cases in the sample where
Parents(X ) takes its j-th value (i.e., ∑
k

sk

α kjl

l =1

). It is worth noting that each of these values is a result of

some counting process and thus, computing P(Ci , F ) becomes straightforward. Several assumptions that
have been utilized in (3.6) (as shown in [27]) hold true in this work. The first assumption states that the
variables in the database are discrete. We employed a discretization module as shown in Figure 3.8 to
address that issue. Secondly, it is assumed that cases occur independently, given a belief-network model.
Images of different scenes are used to build the training image set in the proposed algorithm which
insures their independency. The third assumption states that there are no cases that have variables with
missing values. In the proposed algorithm, the features in use are always defined for a given target image.
The final assumption is about the numerical probabilities to assign to the belief network with certain
structure. We assume equal probabilities for all network structures.

The Bayes Net Toolbox [24] is utilized for the implementation of the BN proposed here. Table 3.1 and
Figure 3.9 show the BN structure as discovered from the training dataset. It is used to find the a posteriori
probability for any segment in the input image. The Maximum a Posteriori (MAP) criterion used for
classification, given by:
Ci = arg max P(Ci | F ), i = 1 & 2

(3.7)

The BN classify every region in an image with a probability of being from either class 1 (ROI) or 2
(Background). However, these values could be relatively insignificant for some computer vision
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applications. Thus, a threshold value (Ta) could be set to eliminate regions with low probabilities. The
optimum value Ta is found using the ROC curve analysis (true-positive rate versus false-positive rate) as
shown in the results section.
Table 3.1. Nodes and states of the BN in use (see Figure 3.9).
Node
Feature
States
F1
WSM of R Channel
4
F2
WSM of G Channel
4
F3
WSM of B Channel
4
F4
WHM of L* Channel
4
Ci
Decision Node
2

Figure 3.9: The Structure of BN in use (see Table 3.1).

3.2.2 Unsupervised Testing Phase
The block diagram of the proposed ROI detection technique is shown in Figure 3.1(b). The system flow is
similar to the training phase shown in Figure 3.1(a). The input image is segmented using the algorithm in
[57]. Features are extracted and discretized as in Section 2.1. The BN shown in Figure 3.9 and Table 3.1
is used to find the probability of each region of being a ROI as shown in the RRM. A new module, named
the thresholding unit, is added to find the optimum threshold to generate a binary ROI map that signifies
the object of interest in the input image.

3.2.2.1 Thresholding module
The proposed algorithm is designed to be used in a pre-processing stage for image processing and
computer vision systems. It represents the importance of image regions as a RRM which identifies
segments of perpetual interest and ranks them into different levels of significance. RRM is a valid result
and could be used in some imaging applications, however, a sharp thresholding value that classifies image
regions to ROI and/or background areas is recommended for other applications. As mentioned before, we
propose to use the ROC curve analysis to estimate the optimum cut-off threshold (Ta,opt) for the training
image set.
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High Perceptual Importance

Low Perceptual Importance
(d)

High Perceptual Importance

Low Perceptual Importance
(e)

(f)
Figure 3.10: Results obtained using the proposed algorithm; (a) Original image from Berkeley dataset [2], (b)
segmentation map (pseudocolor), (c) ground-truth shown in black, (d) region ranking map from Jaber et al. [60], (e)
region ranking map from the proposed algorithm, and (f) ROI map from the proposed algorithm at Ta,opt = 0.78
(shown in black).
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For all images in the training dataset (detailed in the results section), a ground-truth map and a ROI map
acquired from the proposed algorithm are superimposed and compared for true-positive, false-positive,
true-negative and false-negative regions. Following this, the True-Positive Rate (TPR) and the FalsePositive Rate (FPR) are computed [34] using (3.8) and (3.9) as follows:
S

∑ tpk

TPR =

k =1
S

S

∑ tpk + ∑ fnk

k =1

k =1

(3.8)

S

∑ fpk

FPR =

k =1
S

S

∑ fpk + ∑ tnk

k =1

k =1

(3.9)

where tp, fp, tn and fn stand for true-positive, false-positive, true-negative and false-negative,
respectively. The sum runs over all images in the training dataset, S. i.e. k = 1, 2…S. This process is
repeated for several threshold values (Ta) between 0.1 and 1, to generate different values of TPR and
FPR. The threshold value that maximizes the TPR and minimizes the FPR is selected to be the optimum
cut-off threshold (Ta,opt). The ROC curve and the Ta,opt are computed for our training image set and are
provided in the results section.

3.3 Results
The proposed algorithm was tested on a set of 104 color images (different from the training set) from the
Berkeley dataset [2]. Test dataset images were segmented and regions of visual importance were
manually outlined to build the corresponding ground-truth maps. Figure 3.10 and Figure 3.11 show two
sets of images (portrait-like and landscape-like images) from the test dataset. The figures show the
corresponding segmentation and human-generated maps for completeness. The RRM generated by the
algorithm proposed by Jaber et al. [60] is shown as well. The methodology in [60] is a deterministic
approach that identifies and ranks regions of relevant content to different levels of visual priority. It uses
similar global features (WSM and WHM among others) as in the proposed algorithm. It is introduced for
comparison purposes. Finally, the RRM and ROI of the proposed algorithm are shown in Figures 3.10
and 3.11. Lighter gray levels in the RRM stand for regions with higher perpetual importance (white being
the highest) while ROI is shown in black.
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Figure 3.11: Results obtained using the proposed algorithm; (a) Original image from Berkeley dataset [2], (b)
segmentation map (pseudocolor), (c) ground-truth shown in black, (d) region ranking map from Jaber et al. [60], (e)
region ranking map from the proposed algorithm, and (f) ROI map from the proposed algorithm at Ta,opt = 0.78
(shown in black).

Figure 3.10 and Figure 3.11 show images where the ROI is limited to a single object at the image center.
RRMs more complex scenes that include two or multiple objects of interest are shown as well in order to
demonstrate the ability of the algorithm to remain independent of the complexity of the image. Results in
Figure 3.10 and Figure 3.11 are generated using intensity range d = 3 and threshold value α = 27, these
values were determined empirically using the training dataset.
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If we consider the RRM obtained from the algorithm in Jaber et al. (see Figure 3.10(d) and Figure
3.11(d)) and the RRM from the proposed algorithm (see Figure 3.10(e) and Figure 3.11(e)), it shows the
enhancement that we have achieved in the proposed algorithm. The RRM from the proposed algorithm
(Figure 3.10(e) and Figure 3.11(e)) clearly discriminates between the main object and the background
regions. It shows that all regions of the main object have white color while the background regions are
shown in black which indicates their low probability of being a ROI. However, this is not the case in the
RRM obtained from Jaber et al. where some background regions gain higher probability of being a ROI
(lighter gray-levels in the RRM at Figure 3.10(d) and Figure 3.11(d)). Moreover, Jaber et al. algorithm
sometimes fails to identify regions of the main object as in Image 8 in Figure 3.10 and Image 2 in Figure
3.11.

(a)

(b)

Figure 3.12: Performance of the proposed algorithm using the training and testing datasets. (a) Receiver operating
characteristic curve and (b) distance to the ideal performance.

The ROC curve generated from the training dataset is shown in Figure 3.12(a). The threshold value Ta
that minimize the Euclidean distance to the ideal value where the FPR = 0 and the TPR = 1 (upper-left
corner of Figure 3.12(a)) is chosen to be the optimal threshold Ta,opt. The distance of each FPR and TPR
pair at every threshold value Ta is computed and reported in Figure 3.12(b) where Ta,opt, FPR and TPR
values were found to be 0.78, 21.81%, and 75.24% for the training image set, respectively. Furthermore,
the test dataset has been analyzed using the ROC curve technique. It shows that the training and test
datasets have similar behavior in terms of the optimal threshold (both curves in Figure 3.12(b) go to
minimum value at the same threshold Ta). Therefore, the optimal threshold value Ta,opt = 0.78 is robust
and can be generalized to quantize a RRM to ROI for any target image.
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Training image
set
Test image set

Table 3.2. TPR and FPR of the proposed algorithm
Threshold value
Ta,opt = 0.78
Ta = 0.50
21.81
33.38
FPR (%)
75.24
85.62
TPR (%)
29.37
42.19
FPR (%)
76.41
85.48
TPR (%)

Table 3.2 shows the FPR and TPR for the training and testing datasets. The hit-rate of the proposed
algorithm is 85.48% with Ta= 0.5 while the FPR is 42.19% on the test images. The optimal threshold
Ta,opt= 0.78 (found using the training image set) compromises the hit-rate (76.41%) to minimize the falsealarm rate (29.37%). ROI maps obtained from the proposed algorithm with the optimal cut-off value
capture significant parts of the main object in the original image and keep the false-alarm region
minimized (see Figure 3.10 and Figure 3.11). The proposed algorithm has the advantage of generating
multiple ROI maps for the original image at different thresholds.

The proposed algorithm could be used in several image processing systems at a pre-processing stage.
However, some apparatus such as printers and scanners could require changing the orientation of the
input image before processing due to geometrical limitation.

To this effect, image understanding

algorithms should be robust for image orientation. We have tested the proposed algorithm by rotating the
input image before detecting ROI. Table 3.3 shows the hit and false-alarm rates using different rotation
angles for the images in the test dataset. It mainly considers flipping the original image up-side-down
(180o), and changing it from portrait-like to landscape-like orientation and vice versa (rotation angles 90o
and -90o). Comparing the FPR and TPR values for different rotation angles shows that the proposed
algorithm is robust for image orientation. Furthermore, a ROI map of the proposed algorithm has been
generated for two images with Ta,opt using different rotation angles as shown in Figure 3.13. ROI maps for
rotated images are identical which emphasizes the conclusions from Table 3.3. The computation time for
classification is less than one second for pre-segmented images of average size 481 x 321 pixels using
MATLAB 7.6® running on a 3.2 GHz dual core processor computer. The average number of segments per
image in the test dataset is ~ 40.
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0o
180o
90o
-90o
Figure 3.13: ROI map from the proposed algorithm for Ta,opt = 0.78, rotation angles from left to right are 0o, 180o,
90o, and -90o, respectively.
Table 3.3. TPR and FPR for different orientations
Proposed Algorithm
Ta,opt= 0.78

Rotation Angle
0o
180o
90o
-90o

FPR (%)
TPR (%)
FPR (%)
TPR (%)
FPR (%)
TPR (%)
FPR (%)
TPR (%)

29.37
76.41
29.23
75.12
29.18
75.44
29.44
76.86

3.4 Performance Evaluation
In this section, we compare the performance of the proposed algorithm with two algorithms from the
state-of-the-art performance. The first one is the work done by Pinneli and Chandler in [56] where they
used the correlation as a metric for performance evaluation. The second comparison is with the work
proposed in [45] by Liu et al. where a set of 4,000 images is used for performance evaluation.

3.4.1 Comparison with work done by Pinneli and Chandler [56]
Pinneli and Chandler used several low-level features in a Naïve Bayesian structure to identify ROI in
digital images [56]. The correlation has been employed to evaluate the performance of their algorithm
where an average correlation coefficient of 0.7 on a dataset of 50 images selected from the Berkeley
segmentation dataset has been reported in [56]. Hence, for performance comparison, the correlation
between our ground-truth dataset and the ROI maps required from the proposed algorithm at Ta,opt is
utilized. Figure 3.14 shows the histogram distribution of the correlation coefficients vs. number of test
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images. Of the 104 images used in the testing set, 50 images (48% of the test dataset) have a correlation
coefficient greater than 0.8 and the histogram has a peak value of 32 images (30% of the testing images)
with a correlation coefficient greater than 0.9. The average correlation is 0.7 with standard deviation of
0.3. It is worth noting that the correlation is calculated on a pixel-based level while the ROC analysis used
in this chapter is a region/segment-based metric. It is also important to emphasize that our test database is
more comprehensive (104 images) than the one used in [56] (50 images). However, both datasets are a
subset of the Berkeley segmentation dataset.

Figure 3.14: Distribution of correlation coefficients

3.4.2 Comparison with work done by Liu et al. [45]
An algorithm for identifying ROI in digital images has been proposed in Liu et al. [45], wherein two
different image sets were used. Image set A consisted of ~20,000 images and image set B (a subset of
image set A) had 5,000 images. Compared to set A, set B has less ambiguity in identification of the salient
object in the scene [45]. Image sets A and B with their ground-truth are available for public use and has
been utilized for performance evaluation in this section. For set A, the human-generated map for each
image was generated by three observers where regions with majority agreement (two out of three
observers) have been labeled as the salient object rectangle [45]. Moreover, nine human observers
participated in developing the ground-truth for set B where regions with majority agreement (eight out of
nine) have been utilized.
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Our proposed methodology for identifying ROI is a region-based technique, and consequently the images
in sets A and B were segmented in order to generate region-based hand-labeled maps. The process is
described in Figure 3.15 where an input image and its rectangular-based ground-truth map are utilized.
The image is segmented using the algorithm in [57]. Following this, each segment is compared to the
rectangular-based ground-truth map. If a majority portion of its area (arbitrarily chosen as 90%) is within
the saliency rectangle, it is considered as belonging to the ROI, otherwise, it is considered to be part of the
background. This process generates a region-based human-generated map which is not ideal. That is, it
could include background segments that are not contained in the actual VA regions which could affect the
scoring system. These observations can be seen in Tables 3.4 and 3.5 and are discussed in the subsequent
paragraph. The next step is to utilize the proposed algorithm to identify the ROI (using Ta,opt = 0.78). The
generated ROI is compared to the region-based ground-truth map for computing the precision and recall
statistics (defined later in this section). Furthermore, to ensure a fair comparison against rectangle-based
ground-truth, a bounding box is utilized to fit the smallest rectangle containing the object of interest
which generates a rectangle-based ROI.

Figure 3.15: Block diagram for comparing the proposed algorithm with Liu et al. [45]

Table 3.4. TPR and FPR of the proposed algorithm on set A using Ta,opt = 0.78
Distance to the Point of
FPR (%)
TPR (%)
Ideal Performance
Rectangular-based
12.35
83.88
0.2030
Analysis
20.57
79.40
0.2911
Region-based Analysis
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Table 3.5. TPR and FPR of the proposed algorithm on set B using Ta,opt = 0.78
Distance to the Point of
FPR (%)
TPR (%)
Ideal Performance
Rectangular-based
13.54
90.95
0.1629
Analysis
21.27
83.45
0.2695
Region-based Analysis

Tables 3.4 and 3.5 shows the FPR and the TPR on sets A and B for rectangle-based and region-based
analysis using the optimum threshold value Ta,opt. We can notice that the overall performance of the
proposed algorithm on set B is better than the case in set A. However, it is noticeable from Tables 3.4 and
3.5 that the TPR values are larger in the case of rectangular-based analysis while the FPR values are
larger in the case of region-based analysis. This observation can be attributed to three factors. First,
utilizing a rectangle to identify the ROI in a particular image is a greedy presentation because it covers a
larger area than the actual ROI and thus any miss-detection of the ROI at the extra-covered area will not
show as miss-classification in the FPR vs. TPR analysis. The second factor is related to the quality of
segmentation map in use for the target image to generate the region-based ROI. The ROI algorithm
performance is robust when an acceptable segmentation map is used; however, it will yield sub-optimal
performance when an extremely over-segmented or under-segmented (the entire image is labeled as one
segment) map is utilized. Finally, the third factor that affects the values of FPR and TPR in both cases is
the fact that the computation is done at the segment level (the segment has to be classified to the ROI or
to the background image area) in the region-based analysis while it is done on the pixel level (every pixel
is classified independently of its neighbors) in the case of rectangle-based analysis.

The precision, recall, and F-measure analysis is used in [45] for performance evaluation. Precision is a
measure of exactness or fidelity and it is defined as follows:
S

Precision

=

∑ tpk

k =1
S

∑ tpk

k =1

S

+

∑ fpk

k =1

(3.10)

where tp and fp stand for true-positive and false-positive, respectively.
Recall is a measure of completeness (also known as the TPR) and it is given in Equation (3.8).
Furthermore, F-measure (Fβ) is utilized to measure the overall performance. It is a weighted harmonic
mean of precision and recall, with a non-negative β, defined as following [45]:

Fβ

=

(1 + β ) × Recall × Precision
β × Precision + Recall

(3.11)

where a value of β = 0.5 is used as in [45].
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Table 3.6 shows the precision, recall, and F-measure analysis performed using the image set A. The Fmeasure value shows that our algorithm has a comparable performance to [45] in identifying the saliency
object. The values for the algorithm in Liu et al. [45] are estimated and rounded off from their paper
(Figure 12(a) in Liu et al. [45]). Note that the values reported by Liu et al. [45] are for 18,840 images
from the image set A. In [45], 2,000 images randomly selected from set A (not included in the testing
dataset) have been used to train their algorithm. These images were excluded from the testing phase in
[45]. Therefore, the statistics in Tables 3.4 and 3.6 are estimated over 18,840 images, randomly selected,
from the image set A to match the values reported in [45]. Similarly, Table 3.7 shows the precision,
recall, and F-measure analysis performed using the image set B. The statistics in Tables 3.5 and 3.7 are
estimated over 4,000 images, randomly selected, from the image set B to match the values reported in
[45] where 1,000 images randomly selected from set B (not included in the testing dataset) have been
used to train their algorithm.
Table 3.6. Precision, recall, and F-measure analysis of image set A
Proposed Algorithm
Liu et al. [45]
Rectangular-based
Region-based Analysis
Analysis
Precision (%)
86
80.37
80.13
Recall (%)
78
83.88
79.40
F-measure (%)
80
81.51
79.88
Table 3.7. Precision, recall, and F-measure analysis of image set B
Proposed Algorithm
Liu et al. [45]
Rectangular-based
Region-based Analysis
Analysis
Precision (%)
84
75.46
72.72
Recall (%)
82
90.95
83.45
F-measure (%)
80
80.01
75.98

For visual comparison with the algorithm in Liu et al. [45], Figure 3.16 shows a few images from the
image set B. The first column shows the original images with the rectangular-based ground-truth, while
the segmentation map of each image generated by the algorithm in [57] is shown in the second column.
The region-based human-generated, shown in the third column, is generated using the approach in Figure
3.15. The fourth column shows the rectangular-based ROI generated by the algorithm in [45]. These
results are provided by the authors in [45]. Furthermore, ROI maps generated by the proposed algorithm
are shown in the fifth and sixth columns as region-based and rectangle-based, respectively. Note that the
ROI maps are generated using the optimal threshold Ta,opt = 0.78. Furthermore, Figure 3.17 shows our
detected results on a set of sample images from set A. Figures 3.16 and 3.17 show that the ROI generated
by our algorithm matched fairly with human expectation.
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Figure 3.16: Comparison with Liu et al. [45] using image set B; (a) Original image with rectangular-based groundtruth, (b) segmentation map (pseudocolor), (c) region-based ground-truth shown in black, (d) rectangular-based ROI
from the algorithm in [45], (e) region-based ROI generated by the proposed algorithm (shown in black) and (f)
rectangular-based ROI map from the proposed algorithm.
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Figure 3.17: Our detected results on a set of sample images from set A.

3.5 Summary
In this chapter, an image understanding algorithm that identifies regions of perceptual significance in
digital images is proposed. The algorithm uses a set of global low-level vision features in a Bayesian
framework to generate a Region Ranking Map (RRM) and a binary map for Regions of Interest (ROI).
The algorithm was tested on a large dataset and demonstrated competitive performance. It differs from
prior art by using machine learning techniques to discover the BN structure and inference. The proposed
methodology eliminated the need for semantic classifiers at intermediate stages. The algorithm can be
used in systems for intelligent region classification, object identification, scene analysis, image rendering,
and image data compression.
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Chapter 4 Image Segmentation Evaluation Using Bayesian Networks
In this chapter, two methods for unsupervised Image Segmentation Evaluation (ISE) using Bayesian
Networks (BN) are proposed, to be precise, general-purpose and application-specific methodologies. The
former technique is a general ISE system that can be used in various image processing and computer
vision applications while the latter is developed for Region-of-Interest (ROI) detection applications. Both
methodologies are machine learning-based approaches where training and test phases are employed.
Given a set of Segmentation Maps (SMs) that range from over- to under-segmented ones for a target
image, the proposed ISE schemes use low-level features in a BN framework to identify the optimal SM.
Two publicly available image sets were used to train and test the proposed methods. The normalized
probabilistic rand index and statistics such as precision, recall, and FMeasure are used as objective metrics to
quantify our algorithms’ performance along with comparison to the state-of-the-art techniques.
Unsupervised ISE methods can be employed as a pre-processing module in various bottom-up image
understanding frameworks such as content-based image retrieval, object recognition, scene classification,
and ROI identification.

4.1 Background and Literature Review
Many image analysis systems have been proposed in the recent years to develop Segmentation Maps
(SMs). That is, to group image pixels into multiple coherent color and texture regions yielding a
description of the scene constituent components. Different mathematical and physical theories have been
employed to develop these algorithms as summarized in the surveys [59] and [58]. Furthermore,
algorithms for Image Segmentation Evaluation (ISE) are also found in the literature as described in the
overview papers [66] and [28]. The objective of segmentation schemes is to generate semantically
meaningful maps, which ideally correspond to different real-world objects, while the ISE methods aim to
assess (evaluate) the quality of these maps. The evaluation process can be supervised, when ground-truth
(gold standard) segmentation is available, or unsupervised. In practice, ISE algorithms aim to identify an
optimum SM from a set of maps for a given image. These SMs can be generated from various
segmentation methodologies or from a single segmentation method with different parametric settings.

An interesting hierarchy of ISE methods is found in [28]. The evaluation methods are fundamentally very
different, and can be partitioned based on four distinct ideologies, (i) subjective versus objective, (ii)
system-level versus direct evaluation, (iii) analytical versus empirical methods, and (iv) unsupervised
versus supervised methods as shown in Figure 4.1. Subjective evaluation indicates the enrollment of a
human observer in the methodology by judging an outcome SM or by any other means. A scientific

subjective evaluation technique should utilize a number of observers in a psychophysical experiment
framework. On the other hand, an objective methodology which is based on measured features and
calculated metric for evaluation, can be system-level or direct method. The system-level scheme indicates
that the image segmentation module serves as one (or multiple) component of a larger framework, and the
evaluation is carried on all parts of the process. This could happen when a segmentation algorithm is used
at a pre-processing stage in an imaging application, and the evaluation process aims to evaluate the SMs
generated. System-level evaluation is also known as task-based evaluation in [66]. On the other hand, the
direct evaluation is performed when the image segmentation procedure is the final output of the algorithm
(not intermediate map in a larger imaging system).

Direct objective evaluation methodology can be analytical or empirical. Analytical evaluation (also
known as theoretical evaluation in [66]) means the method itself has been validated while the empirical
method indicates that the results generated by the imaging framework are being examined. In an
analytical process, the algorithms are evaluated based on certain properties such as processing strategy
(parallel, sequential, iterative, or mixed), processing complexity, and resource efficiency. Modern
segmentation methods are complex and thus it is hard to model them efficiently by simple mathematical
tools. This restricts the efficiency/accuracy of the analytical (theoretical) evaluation methods.

Image Segmentation Evaluation Method

Subjective

Objective

System-level

Direct

Analytical

Empirical

Supervised

Unsupervised

Figure 4.1: Categorization of evaluation methods [28]

Furthermore, empirical evaluation methods can be either supervised or unsupervised. They differ in
having a hand-labeled reference image involved in the evaluation process. Supervised evaluation
methods, also known as relative evaluation methods or empirical discrepancy methods [28], require a
ground-truth map (or multiple of hand-labeled maps) for comparison purposes. The degree of similarity
between the human- and machine-generated maps determines the quality of the image segmentation
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technique. However, the process of generating a reference image is a difficult, highly subjective, and
time-consuming task. The ISE framework based on the Normalized Probabilistic Rand (NPR) index
proposed in [67] is an efficient and widely used supervised (and also empirical, direct, and objective)
methodology. Other examples of the supervised evaluation schemes based on ground-truth reference
images are found in [68] and [69]. Finally, unsupervised evaluation methods, also known as stand-alone
evaluation methods or empirical goodness methods [28], do not require a reference image, but instead
evaluate an image segmentation outcome based on how well it matches a broad set of characteristics as
desired by humans. Stand-alone evaluation algorithms are mostly based on model-fitting criteria [70],
[71] or on machine learning classifiers as the case in [72], [44], and [73].

In this chapter, two ISE methodologies are proposed, general-purpose and application-specific. The
former is a general-purpose system that is developed to be used in any computer vision or image
processing application while the latter is specified for saliency detection. In addition, the later can be
modified to be used in different applications such as object recognition and scene classification. Based on
the categorization in [28], our first proposed ISE technique is objective, direct, empirical, and
unsupervised method while the latter is system-level and objective ISE scheme. It is known that having an
ideal SM for any given image is highly subjective and impossible to generate using the current
technology. Therefore, we propose the use of machine learning technology to estimate an optimal SM
from several SMs. These maps are generated from the same algorithm [57] where they have different
number of segments which cause them to range from over- to under-segmented ones. They are generated
at different iterations of the region merging procedure [57]. More details on the process of generating a
set of SMs for a target image are given in Section 2. The proposed ISE techniques use global and local
low-level features in a BN framework to identify the optimal SM. Two publicly available image sets were
used to train and test the proposed algorithms, namely: The Berkeley Segmentation Dataset and
Benchmark [2] and the MSRA Salient Object Database [45]. The NPR index [67] and statistics such as
precision, recall, and FMeasure are used as objective metrics to quantitatively evaluate our schemes’
performance in comparison to state-of-the-art methods.

Psychophysical and human studies in the field of image segmentation are used to guide the development
of segmentation techniques in literature. The publically available Berkeley Segmentation Dataset [2]
contains 300 images along with their human-generated maps (1633 hand-labeled maps). Most of these
SM fall towards the under-segmented side of the spectrum. This is due to the fact that humans pay more
attention to the object (semantic) level but not to the small details. This observation has been used in
many segmentation algorithms to enhance their performance [74], [69], [68], [75], [76]. The methods in
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[74] and [69] formulate image segmentation as identifying the single most perceptually salient structure
from an image. Ground-truth SMs are utilized in training the algorithm to detect a closed boundary of the
salient region in a test image. That is, the map in [74] and [69] is reduced to an image bipartitioning or a
boundary-detection problem.

The method used in [68] is an ISE technique that quantifies the performance of an image segmentation
algorithm for identifying multiple objects in an image. This metric is based on object-by-object
comparisons of a machine-generated SM and a human-generated SM (ground-truth). Object’s size, shape,
and spatial position are considered in the evaluation process. The methodology in [75] used a fuzzy
support vector machine to generate a SM of a target image that correlates with the human visual attention.
Finally, the segmentation technique in [76] used boundaries and center of gravity of the segments as
features to generate SMs that are suitable for matching and recognition applications.

In summary, our algorithms differs from the state-of-the-art ISE algorithms by the following (i)
employing machine learning techniques to learn the BN structure and reasoning relations between its
nodes from a training segmentation dataset (for ISE application), (ii) using a simple set of image local and
global (intra- and inter-region) features to identify the optimal SM for general-purpose imaging
applications, (iii) developing a system for identifying the optimal SM for ROI detection applications
(ROI-specific ISE), and (iv) evaluating the performance of the proposed systems on two publically
available datasets for segmentation precision and ROI detection accuracy. The remainder of this chapter
is organized as follows. The proposed algorithms are presented in Section 4.2. Results and performance
evaluation are shown in Section 4.3. Finally, conclusions are provided in Section 4.4.

4.2. Proposed Algorithms
General-purpose and ROI-specific segmentation evaluation methodologies based on machine learning
technology are presented in this section. The algorithms use low-level features in a Bayesian Network
(BN) framework where training and test phases are employed. The supervised training stage includes
generating a training dataset (SMs) and discovering the optimal BN structure that fits the training data.
Moreover, the test phase aims to identify the optimal segmentation from a set of SMs of a target image.
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Segmentation
Algorithm
Feature Extraction

Bayesian Network
Structure Module

Input Image
Ground-truth Maps

Acceptable SM

Impractical SM

(a) Supervised learning phase

(b) Unsupervised testing phase
Figure 4.2: Block diagram of the Proposed General-Purpose ISE Technique.

4.2.1 General-Purpose ISE Technique
The proposed framework (Figure 4.2) is an image segmentation evaluation system that utilizes BN
machinery to estimate the probability of usefulness of a SM for image processing and computer vision
applications. The framework includes modules for image segmentation, feature extraction, and
probabilistic reasoning.

4.2.1.1 Ground-Truth Generation for the General-Purpose ISE Technique
In a psychophysical experiment in [2], several observers were asked to manually segment a set of images
to generate meaningful maps. A variety of simple to complex portrait and landscape type RGB color
images were used in the study. Figure 4.3 shows examples of three images with their hand-labeled SMs.
The experiment yielded several valid segmentations for the target images where they show different
granularity levels. This is mainly because image segmentation is an ill-defined problem which leads us to
the definition of a segmentation spectrum model, which is defined as the range of all possible SMs for a
given image. Figure 4.4 shows the segmentation spectrum of a 2 x 2 pixel gray-scale synthetic image. It
has four different gray-levels, namely: A, B, C, and D. The illustration in Figure 4.4 shows all possible
SMs for this synthesis image. This mainly depends on the partitioning/merging criteria in use. For
instance, if the average gray-level (µ) and the standard deviation (σ) as in Segi ≤ | µ ± k σ | are employed,
different number of segments (Seg) can be generated by varying the scaling factor k. Another factor is the
image content itself; that is, if the image has pixels with similar gray-level values at all locations, greedy
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algorithm (high k value) will generate an under-segmented map while over-segmentation would be
generated using low k value. Figure 4.5 portrays the segmentation spectrum of a real color image. The
algorithm in [57] is utilized to generate this spectrum by showing the SM in every iteration of its merging
module. Notice that only few maps are used to illustrate the segmentation spectrum in Figure 4.5. The
dashed line indicates that many others SMs are not included due to figure size limitations.

(a)
(b)
Input Image
Human-generated Segmentations
Figure 4.3: Ideal segmentations generated by human observers from the Berkeley segmentation dataset [2].

Figure 4.4: Segmentation spectrum of a gray-scale synthesis image.

Figure 4.5: Segmentation spectrum of a real color image.
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A more detailed representation of the segmentation spectrum is found in Figure 4.6 where several SMs of
a given image are shown. Some of these maps are acceptable and the others are impractical. The usability
of these SMs is judged by a human observer. The acceptable ones are either human-generated or
machine-generated while the impractical SMs are all machine-generated. It is worth noticing that the
acceptable and machine-generated maps are located relatively closer to the hand-labeled ones. We have
included this representation of segmentation spectrum to illustrate the ground-truth generation process for
the proposed general-purpose ISE technique. It is an unsupervised machine learning method that is
capable of estimating the usefulness of a given SM. Thus, using ideal SMs for training the proposed
algorithm is not realistic because they may not be available for any test image. We used a range of
acceptable and machine-generated maps as a training set in the proposed methodology.

Figure 4.6: Ideal, acceptable, and impractical segmentation maps.

A set of 1,000 images (randomly selected) from the MSRA Salient Object Database (Set B) are utilized to
train the proposed ISE methodology. These images are segmented using the method in [57]. This method
is an unsupervised color image segmentation algorithm that is based on color gradient computation where
dynamic generations of clusters are used to produce an initial SM. Furthermore, the algorithm fuses color
information (in CIELAB color space) and texture models (using local entropy) to group pixels with
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similar characteristics. A region growth phase followed by a unique iterative multi-resolution merging
procedure is used to develop the final SM of the target color image. The input map to the region merging
module is an initial over-segmented map. The merging module utilizes color and texture information to
merge neighboring segments in an iterative fashion. The segmentation algorithm operates in two modes
based on the maps generated from the merging technique. The first mode (known as single-SM operating
mode in this chapter) yields a single SM that has a fixed number of segments (fixed threshold as shown in
[57]). On the other hand, the multiple-SMs operating mode generates a set of maps that vary from underto over-segmentations where a SM is saved after every iteration of the merging module.

The maps (based on multiple-SMs operating mode) and the original training images from [45] were used
to develop the ground-truth (hand-labeled) maps where two human observers carefully picked one
“acceptable” and one “impractical” maps for each image. The restriction of equal number of acceptable
and impractical maps has been employed to have unbiased training database and thus have equal prior
probability of both classes in the BN. Of the 5,000 images in the MSRA Salient Object Database (Set B),
a set of 1,000 images were used to structure and train the BN while the other 4,000 images (test dataset
that are not included in the training set) were used for evaluating the proposed algorithm as discussed in
Section 4.3. Figure 4.7 shows a set of the ground-truth machine-generated segmentations form the
training database where the acceptable SMs show the details of the image as selected by the observers.

(a)

(b)

Figure 4.7: Ground-truth machine-generated SMs used in the proposed general-purpose ISE technique. (a) Input
image and (b) Acceptable segmentations as selected by the users in our experiment.

4.2.1.2 Feature Extraction
Several global and local image features are used in a probabilistic framework to distinguish between
acceptable and impractical SMs in the ISE module. They are summarized as follows:

Feature 1: The color information of the input image is considered where a global color error metric is
found utilizing the following steps: (i) The RGB color image is converted to CIELAB color space. (ii)
The mean vector for L*, a* and b* channels is computed (µg). (iii) The test SM is superimposed over the
target color image. (iv) In each segment, the mean values of L*, a* and b* channels are computed and
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sorted into a vector (µl). (v) In each segment, the second norm (L2) value between the global mean µg and
the local mean µl is found. Finally, (vi) the weighted sum of L2 values is calculated as in Eq. 4.1:
N

F1 = N ∑ µls − µ g as

(4.1)

s =1

where a is the normalized segment area, and N is the number of segments in the SM. This feature would
have its minimum value when the entire image is considered as one segment (under-segmented map).
Therefore, in order to balance its effect, Feature 2 is proposed.

Feature 2: The color information of the input image is considered where a color error metric is defined as
independent and normally distributed RVs for different image regions. We try to minimize the overall
error such that each segment groups pixels of relatively homogonous colors. The CIELAB color space is
utilized in this module where Feature 2 is generated utilizing the following steps: (i) The RGB color
image is converted to CIELAB color space. (ii) The test SM is superimposed over the target color image.
(iii) In each segment, the mean values of L*, a* and b* channels are computed and sorted into a vector. (iv)
In each segment, the second norm (L2) value between the mean vector of the segment and the CIELAB
values [L*,a*, b*] at each pixel is computed. This generates a grayscale error map. Finally, (v) the
weighted sum of mean values of the error map is calculated as in Eq. 4.2 where es is the mean error value
of each segment.
N

F2 = N ∑ es2 as

(4.2)

s =1

where a is the normalized segment area, and N is the number of segments in the SM. This feature would
have its minimum value when each pixel is isolated in an independent segment (ultimate over-segmented
map), however, weighting the error team by number of segments works as a normalization factor and
maintain an acceptable number of segments in the optimum map. The minimum value of this feature
occurs when every pixel is clustered to an independent segment (over-segmented map). Therefore,
Feature 2 balances the effect of Feature 1 as discussed above.
Feature 3: It is the entropy of the lightness channel (L*) in the CIELAB color space weighted by the
number of regions of the SM. It is defined as follows:
M 1 −1M 2 −1

F3 = N H = − N ∑ ∑ P( x, y ) log 2 P( x, y )

(4.3)

x =0 y =0
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where Ν is the number of segments, H is the image entropy which is a statistical measure of randomness.
P(x,y) in Eq. 4.3 is the lightness value for an input image with size M1 x M2. Feature 3 relates the image
content to the optimal number of segments that would model it.

Feature 4: It is the standard deviation of the normalized area of the image segments weighted by the
number of segments, which is defined as follows:

F4 = N

N
1 N
( xi − µ ) 2 = N ∑ ( xi − µ ) 2
∑
N i =1
i =1

(4.4)

where Ν is the number of segments, x is the normalized segment area and µ is the mean value of the
normalized segment areas. This feature is utilized to balance the number of segments and their relative
size in the target SM. This feature has been developed to mimic the behavior of the human observers.
Most of the human-generated SMs found in the Berkeley database [2] fall towards the under-segmented
side of the spectrum. This is due to the fact that human pays more attention to the object (semantic) level
but not to the small details which yields in segmentation with coherent segment size (low segment-size
variance). Notice that this feature does not depend on the image content but rather on the number and
relative size of the segments.

4.2.1.3 Bayesian Network (BN) Structure
A Bayes-net is a directed graphical model for probabilistic relationships among a set of variables [23].
Graphical models represent the relation between probability theory and graph theory where a complex
system could be built by combining simpler components. Probability theory provides the glue wherein the
parts are combined, ensuring that the scheme as a whole is consistent, and providing ways to interface
models to the given data. Furthermore, graph theory provides both an intuitively appealing interface by
which humans can model highly-interacting sets of variables as well as a data structure that lends itself
naturally to the design of efficient general-purpose algorithms [24]. Graphical models have been used to
study classical multivariate probabilistic processes in the fields of statistics, systems engineering,
information theory, and pattern recognition [23]. Note that BNs are also known as directed graphical
models, belief networks, generative models, and causal models in the artificial intelligence and machine
learning communities.

Bayesian networks are graphs in which nodes represent random variables (one node per variable), and
nodes are connected to other nodes using arcs (arrows). The lack of possible arc/connection represents a
conditional independence assumption. For example, if an arrow starts at X and ends into Y, X is parent of
Y and thus X has a direct influence on Y and can be informally interpreted as indicating that X “causes" Y
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[24]. Note that any point can have no parent, one parent, or multiple parents; and the same syntax applies
to the child nodes (Y is a child node in the previous analysis). Furthermore, any node Yi has a conditional
probability distribution given its parents, P(Yi|Parents(Yi)). In the simplest case, if all nodes in the BN are
discrete (categorical) random variables, and the conditional distributions are multinomial, the conditional
probability distributions could be presented as Conditional Probability Tables (CPT) which are simple to
represent, learn and use for inference. Finally, BNs are Directed Acyclic Graphs (DAG) which means
they do not have any directed cycles. Note that a DAG model which includes decision and utility nodes,
as well as chance nodes, is known as an influence (decision) diagram, and can be used for optimal
decision making [24].

In summary, a BN for a set of variables F = {F1, … , Fn} consists of: (i) a network structure S (or a DAG)
that encodes a set of conditional independence assertions about variables in F, and (ii) a set P of local
probability distributions associated with each variable. Together, these components define the joint
probability distribution for F. Note that the nodes in S are in a one-to-one correspondence with the
variables F. In particular, given structure S, the joint probability distribution for F is given by:
n

P (F) = ∏ p ( Fi | Parents( Fi ))

(4.5)

i =1

Local probability distributions P are the distributions corresponding to the terms in the product of Eq. 4.5.
Consequently, the pair (S, P) encodes the joint distribution P(F) [23].

In our case, the structure of the BN is unknown; therefore, two structures were tested to model the SMs of
the training database. The first is a naïve BN that uses the assumption of independence between the
features while the second is an optimum structure that has been discovered using the K2 algorithm [27].
Notice that these BN structures are found using some assumptions (conditional independence or nodes
order as discussed later in this subsection) to limit the search space. Enumerating all the possible DAGs
for BN structure learning (29,281 possible DAGs for a DAG with five variables) is computationally
expensive. These structures and their effect on the proposed ROI identification algorithm are discussed
here.

Naïve Bayesian Network Structure (NBN)
A Bayes classifier (also known as independent feature model) is a simple probabilistic classifier based on
applying Bayes' theorem with strong (naive) independence assumptions. Bayes' rule states that:

p (C | f ) =

p ( f | C ) p (C )
p( f )

(4.6)
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where C is the class of the SM (acceptable or impractical), and f is the feature in use. In Eq. 4.6, p(C|f) is
posterior probability that we would like to estimate. It shows the probability of the map under
investigation being acceptable or impractical given various features. p(f|C) stands for conditional
likelihood which is used to train the classifier. p(C) is prior probability of a class. It is assumed to be 0.5
that is, any given SM, has equal probability of being acceptable or impractical. Finally, p(f) is the
evidence or prior probability of f, and acts as a normalizing constant.
In our case, f is a set of four features (F = {f1,f2,f3,f4}). Eq. 4.6 can be rewritten as following:

p (C | f1 , f 2 , f 3 , f 4 ) =

p ( f 1 , f 2 , f 3 , f 4 | C ) p (C )
p( f1 , f 2 , f 3 , f 4 )

(4.7)

where the denominator in Eq. 4.7 is a constant value and the numerator is equivalent to the joint
probability p(C,f1,f2,f3,f4) which can be simplified using the “naïve” conditional independence
assumptions as shown in Eq. 4.8.

p (C , f1 , f 2 , f 3 , f 4 ) = p (C ) p ( f1 | C ) p ( f 2 | C ) p ( f 3 | C ) p ( f 4 | C )

(4.8)

Therefore, the conditional distribution over the class variable C can be expressed as:

p (C , f1 , f 2 , f 3 , f 4 ) =

1
p (C ) p ( f1 | C ) p ( f 2 | C ) p ( f 3 | C ) p ( f 4 | C )
Z

(4.9)

where Z (the evidence) is a scaling factor depends only on the feature vector F.
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Figure 4.8: The structure and nodes of the K2-BN used in the proposed general-purpose ISE technique.
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Optimum Bayesian Network Structure using the K2 algorithm (K2-BN)
The K2 algorithm [27] aims to identify the optimal BN structure that best fits the training dataset (features
generated in Subsection 4.3.3.1). As the case in the naïve Bayesian structure where the variables
{f1,f2,f3,f4} are assumed to be conditionally independent given a class, the expert knowledge helps limiting
the search in the space of all possible BN structures. The K2 algorithm requires arranging the features in
order. For example, the order f1, f2, f3, f4 (fi: feature i) means that f2 can be a child of f1, and it can be a
parent of f3 and f4.
The K2 algorithm is a greedy search process that works as follows [65]. Suppose the total ordering of the
nodes is known. Initially, each node has no parents. The system then incrementally adds the parent whose
addition yields the highest the score for the resulting structure. The score is a criterion that is utilized to
evaluate how well a given network matches the given training data in the structure space. When no
addition of a single parent can increase the score, it stops adding parents to the node. Utilizing the known
ordering of the nodes, the search space (under this constraint) is much smaller than the entire space. Note
that there is no need to check for cycles because the total ordering guarantees there is no cycle in the
deduced structures. The K2-BN structure that models the relation between the given features is shown in
Figure 4.8 where the f1, f2, f3, f4 order is used. Notice that an equal-frequency binning discretization
module is employed on the given features to reduce the computational complexity of the overall
algorithm (this is also applied in the naïve BN case). Number of discrete intervals of the used features is
also given in Figure 4.8.

4.2.2 ROI-Specific ISE Technique
In this section, an algorithm for segmentation evaluation is proposed, that is used at a pre-processing stage
in saliency (ROI) detection applications. A block diagram of the proposed framework (ISE and ROI
stages) is shown in Figure 4.9. The proposed framework has four modules: image segmentation, image
segmentation evaluation, region ranking, and thresholding module. As in the general-purpose ISE system,
the algorithm proposed in [57] is used to generate a set of SMs. Next, the ISE module uses a BN to rank
these maps according to their usefulness to the region ranking module. The optimal SM is used (in
addition to the original image) to generate a Region Ranking Map (RRM) via the region ranking module.
In the ROI detection system, our method [77] has been used for identifying salient regions in the test
image. The final module thresholds the gray-scale RRM to generate a binary ROI map for the input
image. The algorithm in Figure 4.9 differs from the work in [77] by identifying the optimal SM from a set
of maps that would improve the saliency detection.
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Figure 4.9: Block diagram of the proposed ROI-specific ISE technique.

4.2.2.1 Region-of-Interest Algorithm in [77]
The methodology in [77] utilizes a single SM in addition to the original image to generate a gray-scale
RRM and a binary ROI map. Global and local regional features that characterize relations between image
segments were fused in a probabilistic framework. Features used in [77] include maps for spatial position,
weighted similarity, and weighted homogeneity for image regions. A set of 50 images from the Berkeley
segmentation dataset [2] were used to structure and train the BN in the region ranking module [77].

4.2.2.2 Ground-Truth Generation for the ROI-Specific ISE Technique
In the proposed ROI-Specific ISE algorithm, the segmentation methodology in [57] is used where it
functions in the multiple-SMs operating mode. The objective of the ISE is to identify the optimum SM
that generates the most acceptable ROI map (has better correlation to the ROI human-generated map than
all ROI maps generated by other SMs). To ensure this relation, a ground-truth dataset is generated using
the setup in Figure 4.10. For any given image in the training set, the segmentation process generates
multiple SMs (Figure 4.10 shows five maps as an example) for the input image. The region ranking and
thresholding method in [77] is used to generate the corresponding ROI maps (five ROI maps generated
based on five SMs in our example). Each ROI map is compared to the ROI ground-truth map (generated
by human observers as discussed in [45]). Precision, recall, and Fα statistics (shown in Eq. 4.10) are used
as objective metrics for comparison. The ROI maps are sorted in descending order based on Fα (higher Fα
indicates better correlation to the GT) and the corresponding SMs are obtained. The SM that corresponds
to the most acceptable ROI map (maximum Fα) is categorized as the “Acceptable SM” while the one that
correspond to the impractical ROI map (minimum Fα) is categorized as “Impractical SM”. These two sets
of maps (for all images in the training image set) are used to train a BN which is finally used as an ISE
module for the ROI identification method. Notice that not all SMs are used to train the BN in the ISE
module, that is, number of acceptable and impractical SMs is less than the number of segmentations
generated by the algorithm in [57] for any given image.

63

Figure 4.10: Generating training data for the proposed ROI-specific ISE technique.

A set of 1,000 images, randomly selected, from Set B [45] was utilized to train the proposed BN for the
ROI-Specific ISE module. For all images in the training dataset, the ROI ground-truth map and every
machine-generated ROI map (as shown in Figure 4.10) are superimposed and compared for true-positive,
false-positive, true-negative and false-negative regions. Following this, the precision, recall, and Fmeasure are computed using Eq. 4.10 as follows:
S

Precision =

S

∑ tpk

k =1
S

∑ tpk

k =1

S

+

∑ fpk

k =1

,

Recall =

∑ tpk

k =1
S

∑ tpk

k =1

S

+

∑ fnk

,

and

Fα =

(1 + α ) × Recall × Precision

α × Precision + Recall

(4.10)

k =1

where tp, fp, and fn stand for true-positive, false-positive, and false-negative, respectively. The sum runs
over all images in the training dataset, S. i.e. k = 1, 2…S. Precision is a measure of exactness or fidelity
while recall is a measure of completeness (also known as the true-positive rate). Furthermore, F-measure
(Fα) is utilized to measure the overall performance. It is a weighted harmonic mean of precision and
recall, with a non-negative α, defined in Eq. 4.10 where a value of α = 0.5 is used.

Figure 4.11 shows the intermediate steps for generating the SMs used to train the proposed ROI-specific
ISE technique using an example image. A set of eight maps is generated using the algorithm in [57]. The
RRMs and ROI maps are then generated using the saliency detection algorithm in [77] as shown in the
figure. Given the ROI ground-truth map that is generated in the observer study [45], each machinegenerated ROI is compared to the hand-labeled ROI using Fα (Eq. 4.10). In this example, the ROI7 scored
the highest Fα value (and visually correlate well with the ROI ground-truth) and thus its corresponding
SM is used as Acceptable SM in the training set while the SM3 is found to be the Impractical map in this
example.
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(a) Input
Image

SM1

SM2

SM3
SM4
SM5
SM6
(b) Segmentation maps generated by the algorithm in [57]

SM7

SM8

(c) Region ranking maps generated by the algorithm in [77]

(d) Region of interest maps generated by the algorithm in [77]

Acceptable ROI (ROI7) and its SM
Impractical ROI (ROI3) and its SM
(e) ROI ground-truth
map [45]
(f) Training Phase as Shown in Figure 4.10
Figure 4.11: Intermediate steps for generating the SMs used to train the proposed ROI-specific ISE technique.

More images and their segmentations are as shown in Figure 4.12. This figure shows the same images
used in Figure 4. 7 for training the proposed general-purpose ISE method. Some of the SMs generated for
the proposed ROI-specific ISE technique are the same as shown in Figure 4.7 while others are not. The
ground-truth SM generation methodology used in the proposed ROI-specific ISE process mainly aims to
identify the most acceptable SM in terms of its corresponding ROI map (the one that correlates well with
a human-generated ROI) as shown in the figure.
(a)

(b)

(c)

Figure 4.12: Input images and their Acceptable segmentations used to train the proposed ROI-specific ISE
technique. Note that the ROI maps are also shown in row (b).

.
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4.2.2.3 Feature Extraction and BN Structure for the ROI-specific ISE technique
The feature set that is discussed in Subsection 4.2.1.2 is used in the proposed ROI-specific ISE method.
Furthermore, the same methods (NBN and K2 algorithm [27]) for identifying the optimal BN structure as
in Subsection 4.2.2.3 are also used in the proposed ROI-specific ISE method. The K2-BN structure that
models the relation between the given features is shown in Figure 4.13 where the f1, f2, f3, f4 order is used.

Nodes and states of the K2-BN in
the ROI-specific ISE technique
Node

States

F1

4

F2

4

F3

4

F4

4

Ci
The structure of BN2
Decision Node
ISE in use.
Figure 4.13: The structure and nodes of the K2-BN in the ROI-specific ISE technique.

4.3. Results and Performance Evaluation
Two methodologies for segmentation evaluation are proposed in this chapter, particularly: generalpurpose and ROI-specific ISE techniques. Each of which has been introduced using NBN and K2-BN
structures which yields four different algorithms. In this section, these proposed systems are evaluated for
performance in terms for identifying an optimal SM from a set of maps in addition to their use to generate
a ROI map. Comparisons with the state-of-the-art segmentation procedures are found in subsection 4.3.1
while performance evaluations in comparison with the state-of-the-art ROI identification schemes are
discussed in subsection 4.3.2.

4.3.1 Performance of the Image Segmentation Evaluation Modules
Figure 4.14 and Table 1 show the performance of the proposed ISE module on the Berkeley database [2]
in comparison with the Gibbs Random Field (GRF)-based segmentation procedure developed by Saber et
al. [78], the ‘J-image’ SEGmentation (JSEG) technique instituted by Deng et al. [79], and the Efficient
Graph-based Segmentation (EGS) method introduced by Felzenszwalb et al. [80].
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Figure 4.14: Proposed image segmentation evaluation systems in comparison to prior art; (a) Original RGB image,
(b) GRF, (c) JSEG, (d) EGIS, (e & f) Proposed general-purpose ISE technique (NBN & K2), and (g & h) Proposed
ROI-specific ISE algorithm (NBN & K2).

Figure 4.14 shows several images that contain a single object or multiple objects of interest in the first
row. The second row shows results from the GRF segmentation algorithm [78] where images with
textured areas are over-segmented. The third row (Figure 4.14(c)) shows SMs generated by the JSEG
system [79]. Its performance correlates better with the human expectation than the cases in GRF,
however, it yields over-segmented maps in case highly textured images. The SMs generated by the graphbased segmentation (EGS) algorithm are shown in Figure 4.14(d) (fourth row). They are more acceptable
SMs in comparison to the pervious discussed ones; however, some over-segmented regions are noticed
around the strong boundaries in the images. SMs selected by the proposed ISE algorithms are shown in
rows (e - h) of Figure 4.14, where maps generated by the proposed general-purpose ISE technique using
NBN and K2-BN are shown in rows (e) and (f) respectively, while the ones generated by the proposed
ROI-specific ISE procedure are shown in rows (g) and (h). In some cases, the four versions identify the
same SM as an optimal SM, however, when they differ, the K2-ISE outperforms the NBN-ISE in
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identifying the optimal map. A visual comparison of results in the last three images of Figure 4.14
confirms that.
Table 4.1: NPR Evaluation of segmentation results using 300 images of the Berkeley database
NPR > 0.7
Segmentation Method
Avg NPR
StdNPR
SNRNPR
(# Images)
0.3589
0.3457
1.0382
39
GRF
0.4396
0.3184
1.3807
65
JSEG
0.4570
0.3244
1.4088
68
EGS
0.4457
0.3387
1.3159
74
Proposed GeneralNBN
Purpose ISE
0.4518
0.3223
1.4018
66
K2-BN
Technique
0.4471
0.3424
1.3058
71
NBN
Proposed ROI-Specific
ISE Technique
0.4615
0.3327
1.3871
71
K2-BN

Table 1 shows an objective evaluation of the proposed ISE modules in comparison to the state-of-the-art
segmentation algorithms used in Figure 4.14. The Berkeley image set (300 images) is used in the
evaluation process and the Normalized Probabilistic Rand index (NPR) [67] is used as a metric. The
objective of this test is to compare the SMs generated the algorithms in Table 1 to a set of 1633 groundtruth SMs generated by human observers. The NPR metric is an objective metric that compares a
machine-generated SM to a set of human-generated SM. The values of the NPR range from -1 to 1 where
-1 indicates no match and 1 is an indication of a perfect match of the machine-generated SM to all
human-generated SMs. This is not physically possible (one machine-generated map cannot match more
than one hand-labeled SM), thus the NPR indices never have the value of 1 [67]. Table 1 shows the
average NPR value (µNPR) for 300 SMs, their standard deviation (σNPR), the Signal-to-Noise ratio (SNRNPR
= µNPR/ σNPR), and number of images that have NPR value greater than 0.7 (correlate well with the humangenerated SMs). The numbers confirm the findings from Figure 4.14. It shows that the proposed generalpurpose NBN-ISE procedure has the highest number of SMs (74) with NPR > 0.7. However, its SNR
value (1.3159) is lower than other algorithms which mean its performance is not consistent. The SNR
value of the general-purpose ISE based on K2-BN equals 1.4018 which is one of the highest in
comparison with other methods. This indicates that its performance consistency. The proposed ROIspecific ISE techniques (NBN & K2-BN) have lower SNR values in comparison with other methods
which are expected since they are optimized to find the SM that yields the optimum ROI map, regardless
of its applicability/usefulness in other imaging applications.
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(a)

(b)

(c)

(d)

Figure 4.15: Intermediate results of the proposed methodology; (a) Original image with ground-truth, (b)
Segmentation map selected by the proposed ROI-specific ISE technique using K2-BN, (c) Region ranking map, and
(e) ROI map.

4.3.2 Using the ISE Algorithms for generating ROI Maps
The proposed ISE methods (general-purpose and ROI-specific) are used to identify a SM from a set of
SMs generated by [57]. The optimal SM, in addition to the original image, is used to identify the ROI
using the saliency detection algorithm in [77]. Figure 4.15 shows some images from the Set B [45] in the
first row. It also shows the ground-truth rectangles as provided in [45]. The second row (Figure 4.15(b))
shows the optimal SM as resulted from the proposed ROI-specific ISE technique based on K2-BN. Next,
Figure 4.15(c) and 4.15(d) show the generated RRM and ROI maps for the test images. It is worth
noticing that the ROI map is presented as rectangle that outlines the ROI segments to make it comparable
to the ground-truth ROI data given in [45].

A test set of 4,000 images from Set B (none of which is included in the training process) is used to
evaluate the performance of the overall ROI detection process. The precision, recall, and F-measure
statistics (Eq. 4.10) are used as an objective metrics in the process of comparing the generated ROI map
to its corresponding ground-truth ROI map. The proposed algorithm is also compared to the saliency
detection state-of-the-art framework in [45] and to the ROI identification procedure in [77]. Table 2
shows that the proposed methods when used at a pre-processing stage for the ROI detection schemes,
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outperform the system in [77]. Moreover, the proposed techniques have similar performance as the
algorithm in [45]. The table shows that the precision, recall, and F-measure statistics are slightly higher in
the case of using K2-BN modules. Notice that the values for the algorithm in Liu et al. are estimated and
rounded off from their paper (Figure 4.12 in Liu et al. [45]).

Table 2 shows the Boundary Displacement Error (BDE) [81] which measures the average displacement
error of boundary pixels between two maps. The error of one boundary pixel is defined as the distance
between the pixel and the closest pixel in the other boundary image. BDE is used to evaluate the
algorithms in Table 2 where the generated ROI maps are compared to the ground-truth and averaged
across the test image set. The K2-BN-based methodologies outperform other schemes by generating the
least BDE as shown in the table.

(a)

(b)

(c)

(d)

(e)

Figure 4.16: Comparison with Liu et al. [45] and Jaber and Saber [77] using image Set B; (a) Original image with
ground-truth, (b) ROI generated by Liu et al., (c) ROI generated by Jaber and Saber, (d) ROI map based on proposed
ROI-specific ISE (NBN), and (e) ROI map using the proposed ROI-specific ISE (K2-BN).
Table 4.2: Precision, recall, and F-measure analysis of 4,000 images from Set B
Precision (%)
Recall (%)
FMeasure (%)
83
81
82
Liu et al. [45]
75.55
79.04
Jaber and Saber [77]
87.09
80.21
79.12
79.84
ROI Based on the Proposed
NBN
General-Purpose ISE
82.15
79.94
81.40
K2-BN
Technique
81.26
79.81
80.77
ROI Based on the Proposed
NBN
ROI-Specific ISE Technique
80.68
K2-BN
83.05
82.24

BDE
21
18.61
18.92
17.66
18.22
17.04
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Furthermore, for visual comparison, Figure 4.16 shows results generated by the ROI algorithm based on
the ROI-specific ISE technique (using NBN & K2-BN), the process in [45] and in [77]. Figure 4.16(a)
shows several images from Set B where the region of interest is outlined (ground-truth data given in [45]).
The results generated by [45] are provided in the second row (Figure 4.16(b)) while the ROI maps
generated by [77] are provided in the third row (Figure 4.16(c)). The ROI maps in Figure 4.16(b) are
provided by the authors of [17] and can be found on their website. The rectangle-based ROI maps
generated from the proposed algorithm using the ROI-specific NBN-ISE and ROI-specific K2-BN-ISE
modules are shown in Figure 4.16(d) and 16(e), respectively. Results in Figure 4.16 subjectively confirm
the findings from Table 2. Furthermore, Figure 4.17 shows more ROI results generated based on the
proposed ROI-specific K2-BN-ISE algorithm. Figure 4.16 and Figure 4.17 indicate that ROI maps
generated by our schemes matched fairly well with human expectation.

Figure 4.17: ROI maps generated using the proposed ROI-specific ISE (K2-BN) on a set of sample images from Set
B.

4.4. Summary
General-purpose and ROI-specific segmentation evaluation methodologies have been introduced in this
chapter. The algorithms use low-level features in a BN framework to identify the optimal SM from a set
of SMs of a target image. Both methodologies were evaluated using a public benchmark database where
the general-purpose method outperformed the ROI-specific segmentation evaluation process.
Comparative results with the state-of-the-art segmentation methods were also presented. Furthermore, the
proposed ISE methods are currently being applied in saliency detection framework. The ROI maps
generated based on the ROI-specific evaluation technique outperformed the state-of-the-art saliency
detection systems on a publically available dataset of 4,000 images.
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Chapter 5 Proposed Framework for Object–Oriented Rendering in Printing

Systems
In the previous chapters, a framework for image understanding was introduced in addition to our
proposed algorithm for identifying region-of-interest in a target image. In this chapter, we propose to use
these solutions, among others, to address the problem of object-oriented rendering in printing system.
This chapter is organized as follows. System overview, assumptions and restrictions are covered in
Section 5.1. A pre-processing module of document layout classification is discussed in Section 5.2 while
pre-processing module of image stitching is introduced in Section 5.3. Section 5.4 introduces a module
for identifying regions-of-interest in digital images and Section 5.5 describes the used technique for
image segmentation evaluation. Semantic information in terms of skin, sky and vegetation memory colors
is extracted in Section 5.6. Finally, a summary of the chapter is given in Section 5.7.

5.1 System Overview
Image understanding algorithms could be used to add intelligence to any image processing system or
application. In this chapter, several image understanding and computer vision techniques have been
developed to be integrated into printing systems wherein the main objective is to develop a methodology
for object-oriented image rendering. The objective is to study the requirement for manipulating/ rendering
different regions of a target image in the printed document to achieve optimal visual quality. Such a
system would be compatible with large printers that can handle several dot resolutions within a single
printed page (and within an image region as well). We assume that enabling more dots per inch at
regions-of-interest in printed images while using a lower resolution for the background regions would
enhance the visual quality of the printed images and hence the printed document. Furthermore, identifying
sky regions (smooth blue areas) verses grass regions (highly textured green areas) would save printer
toner while keeping the visual quality by utilizing lower dots for sky regions and higher dot density for
vegetation regions. A psychophysical experiment for printed documents with mixed dots is essential for
identifying the optimum combinations for different semantic objects; however discussion of such
experiment is out of the scope of this study. Here, the focus is to develop image-processing tools that
make it feasible to identify different image regions, to understand their semantic class, and to extract the
visually important ones.

It is worth noticing that this work does not aim to develop a printing system. It is only proposed to add
some essential features for current printing pipelines to achieve better visual quality while printing

documents that include images/photos. Hence, image regions that are successfully extracted from the
printed document are used as input to the proposed object-oriented rendering algorithm. Modules for
color image segmentation, region-of-interest identification and semantic features extraction are employed.
It is worth to point out that other tools for developing such a system such as color management, halftone
dot design, and dot filling are also recommended to explore, however, they are out of the scope of this
study.

Figure 5.1: Image understanding and processing for rendering in printing systems

Figure 5.1 illustrates a block diagram for the proposed object-oriented rendering system. Page layout
classification module which is a document-level pre-processing step in the proposed system is required to
identify different document regions. This module is capable of distinguishing between bitmaps, text,
lines, “strong edge” areas, and background. The second module is also a pre-processing step; however, it
is at the image-level. Image regions in printed documents are represented as Device Independent Bitmap
(DIB) file format (developed by Microsoft) as an aid to exchange bitmaps between devices and
applications with a variety of internal representations. These images (in DIB file format) present in
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documents are sub-divided to several components when transmitted to the printer which generates a large
spool file. This has often been of significant hindrance in the progress of several applications such as
rendering, enhancement, retrieval etc, as these cannot be carried out without access to document images
as individual whole components. An image stitching algorithm that re-builds the original images in the
printed document is proposed to be used as a pre-processing step (in the second module) in the proposed
framework. The third module partitions the images to meaningful regions utilizing a segmentation
algorithm. Further enhancement of the segmentation process is proposed in the fourth module where a
probabilistic technique for identifying the optimal segmentation map is used. The fifth module shows an
algorithm for ranking image regions to different levels for visual importance and detecting regions of
interest. Finally, the sixth module classifies semantically meaningful regions such as skin, sky and
vegetation.

5.2 Page Layout Classification
Page layout classification methodologies aim to extract text and non-textual regions such as graphics,
photos, or logos. These techniques have applications in digital document storage/retrieval, where efficient
memory consumption and quick retrieval are required [82]. Such classification algorithms can also be
used in the printing industry for selective/enhanced scanning and object-oriented rendering [83].
Additionally, these algorithms can be utilized as an initial step for applications such as optical character
recognition (OCR) or graphic interpretation [84].

In the past two decades, several techniques have focused on identifying text regions in scanned
documents [85] [86]. Furthermore, comprehensive algorithms that aim to identify both text and graphic
regions are also development [87] Lin et al., 2006 [88]. However, these systems are limited to a specific
type of documents such as newsletters or articles where the background region is assumed white [89]
[90]. This assumption not only excludes complex backgrounds and colored documents (e.g. book covers,
advertisements, and flyers) from the scope of the work [91], but also limits practicality and feasibility
when applied to non-ideal (complex) documents.

A page layout segmentation technique is proposed to extract text, image, and strong edge/line regions
[92]. The algorithm consists of four modules (see Figure 5.2 for block diagram): pre-processing stage,
text detection, photo detection, and strong edge/line detection units. First, a pre-processing module which
includes image scaling and enhancement is applied. Color space conversion (RGB to CIELAB) is also
utilized. Second, a text detection module based on wavelet analysis and Run Length Encoding (RLE) is
employed. Photo detection is the third module where a block-wise segmentation technique, which is
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proposed by Won [91], is applied to generate an initial photo map. The generated photo map is improved
using Markov random field optimization and image enhancement techniques. The final module uses
Hough transform, edge detection and edge linkages techniques to identify lines and strong edges. A
detailed formulation can be found in [92]. The algorithm is developed to handle different types of scanned
documents as discussed below. The proposed system is developed to be fast and robust especially while
dealing with several types of scanned documents at different scanning resolutions. In addition, the
proposed document classifier shows enhanced performance independent of the scanning process.

Figure 5.2: Block diagram of the proposed page layout classification algorithm.

The proposed algorithm is evaluated using MediaTeam document database [93] as shown in Figure 5.3,
Figure 5.4, and Table 5.1. Figure 5.3 shows two simple scanned documents where text and strong
edge/line regions are presented. Figure 5.4 illustrates more complex color documents and Table 5.1
summarizes the classification accuracy using confusion matrix.

The proposed algorithm is tested on a large database that contains a variety of simple to complex color
and gray-scale documents. The test data-set includes articles, advertisements, newsletters, business cards
and dictionary documents from the MediaTeam Oulu document database [93]. The generated page layout
segmentation map outlines (as a rectangular box) text and photo regions while detected lines and edges
are shown as in an edge map (see Figure 5.3). The results for photo and text regions are compared to the
human-generated maps and presented as a confusion matrix in Table 5.1. However, strong edge/line
detection results cannot be shown in performance evaluation because their ground-truths are not provided
in the MediaTeam Oulu document database. Therefore, line and strong edges results are only exhibited
visually in Figure 5.3.

75

(a)
(b)
(c)
Figure 5.3: Line detection results:(a) Original image, (b) enhanced L channel, (c) final segmentation map.

Figure 5.3 shows the generated page layout maps for two simple documents where text, lines, and strong
edges are found. The original color documents are shown in Figure 5.3(a). The color space transformation
(RGB to CIELAB) employed in the proposed algorithm eliminates artifacts in background regions as
shown in Figure 5.3(b). The enhanced document enables better detection accuracy as demonstrated in
Figure 5.3(c) where strong edge/line and text regions are colored in yellow and green, respectively. The
documents shown in Figure 5.3(a) have frames (box-lines) that outline the pages and they are detected
fairly accurately in both images. It is worth noticing that the written text with large font-size is extracted
as strong edges as can be observed in the second example page (second row of Figure 5.3(a)).
Additionally, the pictorial structure shown in that document is also well-segmented.

In Figure 5.4 and Figure 5.5, ten different types of scanned documents which are article, advertisement,
business-card, correspondence, dictionary, form, manual, newsletter, phone-book, and outline are
illustrated. Photo regions are represented with blue box and text zones are shown as green in both our
segmentation map and ground-truth. Moreover, cyan regions correspond to a common zone when photo
and text regions overlap. Firstly, a typical article document, that is an example for plain document, is
shown in Figure 5.4(a) where the generated page layout classification map correlates well with the
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human-generated ground-truth. Figure 5.4(b) shows an advertisement document. Although its background
can be considered as complex, the proposed algorithm generates an accurate classification map except for
miss-classifying the small-font text region on top of the photo. Besides this, the very small font-size text
region at the lower-left of the document is also missed. In Figure 5.4(c), text and photo regions in the
business-card document image are well extracted. Furthermore, the correspondence (Figure 5.4(d)) and
the dictionary (Figure 5.4(e)) documents show page layout classifications that fairly match their humangenerated except for some artifacts.

Figure 5.4: Results obtained using the proposed algorithm (Set 1)

Results in Figure 5.5 include form, manual, newsletter, phone-book, and outline type documents. Their
segmentation maps are fairly accurate. Text and photo areas in the phone-book (Figure 5.5(d)) and outline
(Figure 5.5(e)) examples are correctly detected even the background regions are different than white. As a
failure, the algorithm misses the photo body at the left-bottom of the phone-book document. It is worth
noticing that our algorithm generate text-boxes that follow the outline of the paragraphs and classifying
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the regions between them to the background while the ground-truth maps identify the entire region as
text. This is clearly visible in Figures 5.4(b), 5.4(d), 5.5(b), and 5.5(e).

Figure 5.5: Results obtained using the proposed algorithm (Set 2)

Objective evaluations of photo and text regions (compared to the hand-labeled maps) are presented as a
confusion matrix in Table 5.1. The algorithm achieves 78% classification accuracy in text regions while
22% are misclassified. Accurate classification rates for photo and background zones are 85% and 92%,
respectively.
Table 5.1: Confusion Matrix for Page Segmentation.
Proposed
Algorithm
Text
Photo
Ground-Truth
Text
Photo
Background

78.31
1.16
0.03

2.22
84.72
7.69

Background
19.57
14.12
92.28
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In summary, page layout classifier, where text, photo, and line/strong edge regions are identified is
proposed. A variety of simple, complex, colored, and gray-scale documents are used to evaluate the
proposed technique. Experimental results indicate that the proposed algorithm achieves 85% accuracy on
average and more importantly provides consistent results for different types of documents. Future work
includes assigning semantic relations to the classified text, line, photo, and background regions.
Furthermore, improving the overall performance and reducing the computation complexity are our next
steps.

5.3 Image Pre-processing (Image Stitching)
In this section, we present an algorithm for image stitching that avoids performance hindrance and
memory issues in diverse image processing applications/ environments. High-resolution images could be
cut into smaller pieces by various applications for ease of processing, especially if they are sent over a
computer network. Image pieces (from several high-resolution images) could be stored as a single imageset with no information about the original images. We propose a robust stitching methodology to
reconstruct the original high-resolution image(s) from a target image-set that contains components of
various sizes and resolutions. The proposed algorithm consists of three major modules. The first step sorts
image pieces into different planes according to their spatial position, size, and resolution. It avoids sorting
overlapped pieces of the same resolution in the same plane. The second module sorts the pieces from
different planes according to their content by minimizing a cost function based on Mean Absolute
Difference (MAD). The third module relates neighboring pieces and determines output images. The
proposed algorithm could be used at a pre-processing stage in applications such as rendering,
enhancement, retrieval etc, as these cannot be carried out without access to original images as individual
whole components. This section is organized as follows: Subsection 5.3.1 shows the system setup.
Subsection 5.3.2 describes the proposed algorithm. Finally, Subsection 5.3.3 presents some results
generated from the proposed stitching algorithm.

5.3.1 System Setup for Image Stitching
Algorithms for building multiple high-resolution images simultaneously are needed for processing them
in computers with limited physical resources. Several applications cut (partition) these images and
process them as pieces for handling the physical memory efficiently. Furthermore, a similar process of
cutting high-resolution images into pieces may be used if network communication is required. The
procedure of stitching these pieces to reconstruct the original high-resolution images is not always as
straightforward as it is intended. When different high-resolution images are processed at the same time by
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the same application, the image components may be stored as a single image-set without any further
information about the original high-resolution images. Therefore, given a set of target images (subcomponents of original high-resolution images) without any information about the original setup, our
objective is to develop a robust and fast stitching methodology to reconstruct the high-resolution images.
Figure 5.6 illustrates the problem setup for this work where Figure 5.6(a) shows three high-resolution
images as an example. The images are shown in different shades of blue. These images may have same or
different resolutions. Furthermore, they may even be overlapped or next to each other. The example in
Figure 5.6(a) shows overlapped images since this is a more complicated case. Due to limitations imposed
by the physical memory or the bandwidth of communication channel, imaging software may partition the
high-resolution images into several pieces. The cutting process is usually random as shown in Figure
5.6(b), however, in some cases, it would be consistent as in images i and ii of Figure 5.6(c). Building
high-resolution images should not be complicated if the cutting process is tracked, that is, each small
piece is tagged to indicate the corresponding high-resolution image it belongs to. However, this is not the
case in our problem. We only have access to a spool file that contains many image pieces from several (or
one) original high-resolution image(s). No further information about the number of high-resolution
images in the original setup is given to the proposed algorithm.

In this section, an image stitching algorithm is proposed to reconstruct high-resolution images from
several image components using limited information about the original setup. Furthermore, the proposed
algorithm has been developed to be fast and robust especially when dealing with limited physical
resources. Several assumptions have been considered when developing the proposed algorithm. First, the
number of original high-resolution images is unknown; hence the number of pieces that form any highresolution image is also unknown. Furthermore, we assume the high-resolution images have rectangular
shapes and they are cut randomly into rectangular pieces. Next, the size, resolution and starting
coordinates (relative to a reference point) of image pieces are assumed to be known a priori. Moreover,
since the original setup is unknown, the proposed algorithm is developed to handle cases where highresolution images could be side by side in a single plane or on top of each other in different planes.
Additional limitation is the size of the high-resolution images which means building them in memory
during the stitching process is not possible, therefore the proposed algorithm compensates for this
constraint.
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i
ii
iii
(a) Original high-resolution images

i

i
ii

ii
iii

iii

(b) High resolution images with random cut

(c) High resolution with equal cuts

(d) Pieces of images in (b)

(e) Pieces of images in (c)

Figure 5.6: Problem setup; (a) original setup of high-resolution images, (b) and (c) possible cuts of the input
images, (d) and (e) image pieces in the spool file used as possible inputs to the proposed stitching algorithm.

5.3.2 Image Stitching Proposed Algorithm
The proposed algorithm (Figure 5.7) consists of three major modules. The first module (M1) sorts the
image pieces into different planes according to their spatial position, size, and resolution. This
information is sufficient enough to categorize input pieces into sets (planes) of different resolutions.
Furthermore, M1 avoids sorting overlapped pieces of same resolution in the same plane. If all pieces of
one resolution are placed in a single plane by M1, the algorithm proceeds to the third module. Otherwise,
we would have pieces of same resolution at two planes (or more) which means the original setup has
images (of same resolution) on top of each other. The second module (M2) deals with a situation where it
sorts these pieces (from different planes) according to their content. Adjacent pieces with minimum Mean
Absolute Difference (MAD) value, used as a cost function, are assumed to belong to the same highresolution image. The third module (M3) relates neighboring pieces and determines output images where
they are assumed to have rectangular shapes with no holes. To handle memory efficiently, the boundary
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pixels in each piece are used to compute the MAD cost function in M2 and information about their size,
resolution, and start and end coordinates is used in M1 and M3.

Image Stitching Algorithm
Image Pieces

Pre-processing Module

(a) Target image set
Pieces in Plane 1

Pieces in Plane 2

Arrange pieces according to
their spatial position, size, and
resolution (M1)

(b) Planes’ content after M1
Pieces in Plane 1

Pieces in Plane 2

Arrange pieces according to
their content (M2)

Determine the number of
images in each plane (M3)

Number of reconstructed
images

(c) Planes’ content after M2
Raster image 1

Raster image 2

Two images are reconstructed from the target image set

Figure 5.7: Block diagram of the proposed image stitching algorithm.

Pre-processing module
One of the main requirements of the proposed stitching algorithm is to handle limited physical memory
resources efficiently. Thus, processing all pieces in the spool file at once would cause software failure or
high run-time. This limitation is overcome in the proposed algorithm by creating a temporary text file for
each piece. It contains values of top and bottom rows, and the left and right side columns of the image.
The number of rows and columns from each side of the piece that is stored in the text file is decided by an
overlap scalar, MaxOverlap. It is the maximum number of pixels required for running the content test,
that is, it checks if the content of any two neighboring pieces match the content similarity criteria (see
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Section 2.2 for test by content). Figure 5.8 shows the structure of the temporary text files. Note that these
text files have the same names as the corresponding image piece files. The name structure will be
explained in the next paragraph. Now, for any further processing, these text files could be used instead of
the image pieces. The text files have all the information required to proceed with the proposed stitching
algorithm.
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Figure 5.8: Structure of the temporary text files

Another pre-processing step that is convenient to clarify is the structure of the text file’s name. While
explaining the problem setup for the proposed algorithm in the introduction section, we assumed that
information about piece’s size, resolution and starting coordinates (relative to a reference point) are
known a priori. The file name has been structured to include this data as follows:
counter_xo_xE_yo_yE_Rx_Ry_RV.ext, where the counter is used to track how many image pieces are
enclosed in the spool file. The xo, xE, yo, and yE values show the starting and ending locations of pixels of
the target piece. These values are relative to a common/origin point O. It is used as a fixed point of
reference for the geometry of the image pieces in the spool file. In this work, O is selected to be the
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starting coordinates of the upper-left piece. The resolution of the original high-resolution images is
adopted by its pieces. This is illustrated by the variables Rx and Ry to indicate the resolution in x- and ydirections, respectively. Since the input high-resolution images could have different resolution values in
the original setup, the starting and ending locations of different image pieces should be updated to match
one sampling grid. A sampling grid of 600 x 600 pixels per inch is used in this work. Finally, RV is a
random variable and ext stands for file extension.

Spatial information module (M1)
This module utilizes information about each piece starting and ending coordinates in addition to its
resolution to have it placed into a certain plane. Firstly, the resolution (Rx and Ry) of the piece is tested, if
a plane with similar resolution exists, the algorithm places it into this plane, given the location is not
occupied by another piece. Otherwise, it opens a new plane and places the piece there. If the target piece
belongs to a new resolution, the algorithm places it into a new plane. The block diagram of M1 is
illustrated in Figure 5.9. All pieces in the spool file are sorted into different planes at the end of this
module with no overlapped pieces remaining in any of the planes.

The planes in Figure 5.9 are not digital planes in the
memory as they could not be built due to memory
limitation. They have been modeled as classes as shown
in Code 1. After processing all pieces in the spool file,
we end up with a number of classes (planes). Each

Code 1:
Plane(PlaneCount).Res=[Rx Ry]
Plane(PlaneCount).ResLevel=PlaneResCounter
Plane(PlaneCount).XStartOccupied=xo
Plane(PlaneCount).XEndOccupied=xE

plane contains a number of non-overlapping pieces of

Plane(PlaneCount).YStartOccupied=yo

same resolution. Notice that pieces from same

Plane(PlaneCount).YEndOccupied=yE

resolution could be sorted into different planes which
means we have more than one high-resolution images overlapped in the original setup.

In the block diagram shown in Figure 5.9, there is a check if the location is available in the plane under
investigation. Modeling the plane as a class made this test simpler to evaluate without building the image.
Any new piece may contain overlapped pieces in a certain plane for a limited number of possibilities.
These cases are shown in Figure 5.10 where the new piece is shaded with light gray while the pieces
already in the plane are colored in dark gray. Testing any possibility could be carried out using the
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coordinates (xo, xE, yo, and yE) of the new piece and the coordinates of pieces already in the plane. If the
new piece does not overlap with any of the current pieces, it is placed in the current plane (structure).

Figure 5.7 shows an example of evaluating the proposed stitching algorithm on a spool file with 18
pieces. Results of M1 are shown in the figure. Note that all pieces in this example have the same
resolution. In this example, the first high-resolution image has been cut into different pieces. The same
partition grid was applied on the image of the second plane (overlapping image). We can notice that in
Figure 5.7(b) some of the pieces have swapped their locations between the first and second planes.
Module 2 (Section 2.3) which arranges the pieces according to their content has been proposed to handle
this problem.
Spool File

Piece counter = Piece counter +1

Go to M2

Yes

Place target piece
in new plane

Piece counter >
Total_ piece
No

No

New
resolution?

Yes

Test if
location is
available?

Yes

Find plans with similar
resolution

PlaneResCounter =
PlaneResCounter +1

PlaneCount =
PlaneCount+1
&
PlaneResCounter = 1

Place target piece
in current plane

No
Place target piece
in new plane
No

PlaneResCounter
>
Total_Plane_Res

Yes
PlaneCount =
PlaneCount+1
&
PlaneResCounter =
PlaneResCounter+1

Figure 5.9: Block diagram of M1; arrange pieces according to their spatial position, size, and resolution.
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

(j)

(k)

(l)

(m)

(n)

(o)

(p)

Figure 5.10: Possible ways for any two pieces to overlap.

Image content test (M2)
The first module in the proposed stitching algorithm sorts the pieces in the spool file to different planes
(classes) according to their spatial position, size and resolution. Planes that contain pieces of same
resolution are considered for image content analysis (M2). This analysis tests for identifying overlapped
images (if any) in different planes with the same resolution. The goal is to minimize a cost function
among neighboring pieces to generate the original high-resolution setup. The image content test is run
using the boundary information saved in the temporary text files as shown in the pre-processing section
(see Figure 5.8 for the text file structure).
The planes generated in M1 are classified according to their resolution. If pieces from any resolution are
sorted into different planes, these planes are considered for content analysis. This test is only applicable
for pieces that are overlapped and may have been swapped (in the Z-direction) like the case in Figure
5.6(c) i.e. pieces from plane i and plane ii. These pieces have the same spatial position, size and
resolution. If the classes generated from M1 sort them into the wrong plane location (see Figure 5.7(b) for
planes’ content after M1), M2 is proposed to fix that by comparing the target piece boundaries to the
boundary of the neighboring pieces.
Figure 5.11 shows the block diagram of the image content module. It starts by finding planes with the
same resolution, determining if they have overlapped regions and if any pieces are swapped (should have
same location and size). If these conditions are applicable, the content test is applied on the target piece
and neighboring pieces boundary information (boundary data is extracted from the corresponding text
files generated at the pre-processing stage). Furthermore, the overlap regions are determined by the
MaxOverlap scalar defined in the pre-processing module (Section 2.1) as shown in Figure 5.12. The
boundary area between the target piece and neighboring piece B in Figure 5.12(b) is not considered
because there are not enough pixels to run the content test. Figure 5.12(c) shows possible neighboring
pieces and ways to determine the overlap regions. Again, if the overlap region is too small (a few pixels),
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the content analysis test is utilized. Next, the Mean Absolute Difference (MAD) criterion is utilized as the
cost function in this module and is defined as:
MADs =

1
C

∑ | x (i , j ) − s (i , j ) |

(5.1)

i , j∈C

where x is the target piece and s is the neighboring piece. C is the overlapped area between x and s. Note
that the images used in this work are color images. Thus, the MADs is computed for the R, G and B
channels and the average MADs is used. The computed MADs is the error signal between the two pieces,
however, in order to decide about the accepted error (MAD) value, we could set a threshold empirically.
Any MADs value less than that threshold would be accepted and the two pieces would be considered as
neighbors; however, this would require comprehensive testing and training image set. In this module, we
propose a different methodology to determine a threshold. It is by computing a MADR value between the
target piece and a random generated image whose elements are uniformly distributed in the interval
(0,255). The random image has the same size as the overlap area.
MADR =

1
C

∑ | x ( i , j ) − R (i , j ) |

(5.2)

i , j∈C

where R is a random image with same size as the overlap region. If MADs has a value smaller than
MADR, the target and the neighboring pieces belong to the same high-resolution image and the planes are
updated accordantly.

Planes to images (M3)
This module determines how many images are there in each plane. The assumption that all highresolution images in the original setup have rectangular shape is utilized. The main goal of M3 is to look
for rectangular shapes, in other words, to find corner coordinates that constitute rectangular shapes in any
plane. M3 starts by connecting pieces in each plane to one image given there are no gaps between the
pieces (see Figure 5.12). If there are gaps, more than one image could be generated. A methodology
similar to the connected component analysis has been utilized. However, it uses the corner coordinates of
pieces in the plane to determine the connected pieces. Using the connected component analysis directly is
not feasible because it requires building the high-resolution images which can not be done due to memory
limitation as explained earlier.
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Data from M1
Sort planes according to their resolution
PlaneResCounter =
PlaneResCounter+1

Number of planes
with resolution equal
to PlaneResCounter

No

Yes
Go to M3
Do pieces in different
planes overlap?

No

Yes
Yes
PlaneResCounter
>
Total_Plane_Res

Select a target piece with resolution
PlaneResCounter

No

Find all pieces that surround the target
NeighborPiecesCounter =
NeighborPiecesCounter +1

Does the neighboring
piece belong to the same
plane as the target piece?
No

No

Yes

Yes

Read target and neighboring files and
reshape them to rectangular shapes

NeighborPiecesCounter
>
Total_Neighbor_Pieces

Check their relative locations (Figure
7) and the overlap area
Compute MADs, MADR
No
MADs < MADR
Yes
The test piece and the target piece are
from the same image

Figure 5.11: Block diagram of M2; arrange pieces according to their content.
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(a) Target piece and neighboring set

B
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D

(c) Overlap regions with possible
neighboring pieces.

(b) Overlap regions

Figure 5.12: Overlap regions between the target piece and the neighboring pieces.

5.3.3 Results from the Proposed Image Stitching Algorithm
Figure 5.13 illustrates the proposed algorithm where input pieces (the target image set) are shown in
Figure 5.13(a). It shows 50 pieces form three different images. These pieces are arranged into planes
according to their coordinates, resolution and spatial position as shown in Figure 5.13(b). The output
images are sorted into planes by arranging image pieces according to the minimum cost function (content
test). This example shows that images in plane 2 overlap the image in plane 1. It also demonstrates that
the proposed algorithm can reconstruct the original images even though some overlapped pieces had the
same size and starting coordination. In this example, three images are reconstructed from the target image
set. Moreover, a tabular format is used to relate the pieces to the high-resolution images in the original
setup where piece information is shown in addition to a flag value that points to the high-resolution image
as generated by the proposed algorithm. Table 5.2 shows an example.
Table 5.2: Each row represents a piece from the spool file, the last column shows that the first two pieces belong to
one image and the other two pieces belong to a different image.
Counter

xo

xE

yo

yE

Rx
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RV

Image

…

…

…

…

…

…

…

…

…
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…

…

…
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…

…

89

(a) Target image set; 50 pieces in a spool file.

Pieces in Plane 1

Pieces in Plane 2
(b) Planes’ content after M1

Updated Plane 1

Updated Plane 2
(c) Planes’ content after M2

Figure 5.13: Procedures and results of the proposed image stitching algorithm.
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5.4 Region of Interest Detection
Note that the process for identifying regions of interest of a target image is detailed in Chapter 3 of this
dissertation. The reader is recommended to review that chapter for more details; however, the algorithm is
summarized here. An image understanding algorithm for identifying Regions-Of-Interest (ROI) in digital
images is proposed. Global image features that characterize relations between image segments are fused
in a probabilistic framework to generate a Region Ranking Map (RRM) of an arbitrary image. Features
are introduced as maps for spatial position, weighted similarity, and weighted homogeneity for image
regions. Further analysis of the RRM, based on the Receiver Operating Characteristic (ROC) curve, has
been utilized to generate a binary map that signifies Region-of-Interest (ROI) in the target image. The
proposed methodology includes modules for image segmentation, feature extraction, and probabilistic
reasoning. It differs from prior art algorithms by using machine learning techniques to discover the
optimum Bayesian Network structure and probabilistic inference. It also utilizes a computationallyefficient set of global image features to identify the ROI. In addition, it eliminates the necessity for
semantic understanding at intermediate stages which enhances its computational efficiency. Finally, the
proposed algorithm generates two maps for relevant image content (a probabilistic RRM map and a
binary ROI map) that are suitable for different image processing applications.

5.5 Image Segmentation Evaluation
The process for identifying the optimum segmentation map is detailed in Chapter 4 of this dissertation.
Chapter 4 explains two different methods for image segmentation evaluation, namely: general-purpose
and application-specific methodologies. In this section, an image segmentation evaluation for ROI
detection application is used as explained in Subsection 4.2.2.

5.6 Semantic Feature Analysis (Memory Color Extraction)
In this section, a region classification algorithm based on low-level features and probabilistic framework
is proposed where skin, sky, and vegetation memory color classes are detected in digital images. A
region’s low-level features are extracted using a segmentation map of input image. Bayesian Network
(BN) is used to classify memory color regions for smart rendering in printing applications. Other
applications of the proposed technique include image annotation, indexing, and content retrieval. The
algorithm was tested on a large database of color images with 85% classification accuracy. The remainder
of this section is organized as follows: Subsection 5.6.1 describes the proposed memory color classifier,
and Subsection 5.6.2 presents some results and discussions
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5.6.1 Proposed Memory Color Classifier
The objective of the proposed algorithm is to identify and classify regions of memory color, namely, skin,
sky, and vegetation in digital images. A probabilistic framework is proposed where a set of images are
used to discover the structure and compute the conditional probabilities in a Bayesian Network. We
discuss feature extraction, the training phase, and the proposed classifier. The use of BN for region
classification is also presented. The proposed algorithm is a combination of content-driven (bottom-up)
technique that is represented in the segmentation algorithm [57] and context-driven (top-down)
methodology of region classification.

Feature extraction
A set of 450 images of indoor and outdoor scenes were used for training the BN. The color image
segmentation algorithm found in [57] is utilized to segment images in the database and is described in the
following paragraph. Segments corresponding to classes of memory color (skin, sky, and vegetation) are
manually annotated to build the ground-truth maps. Skin class includes African, Asian, and Caucasian
skin tones. Blue, gray (cloudy), and sunset sky regions are covered in the training image set. Similarly,
vegetation includes trees and green and yellow (golden) grass. The image set includes hundreds of
segments of memory color; however, 180 segments from each class were randomly selected and used in
the training phase. This is to ensure that all classes have same apriori probability. Low-level features were
extracted from the annotated regions and used to train the BN (see Table 5.3). A block diagram of the
training process is illustrated in Figure 5.14.

The segmentation methodology in [57] is an unsupervised technique that uses color gradients, dynamic
thresholds, and texture modeling in split and merge frameworks. A dynamic threshold operator is applied
to the gradient map to provide the initial segmentation map where pixels are classified as follows: 1)
pixels without edges are clustered and labeled individually to identify the preliminary image content, and
2) pixels that contain higher gradients are further classified by utilizing an iterative dynamic threshold
generation technique and an appropriate entropy-based texture model. A multimodal-merging approach is
utilized to produce the final segmentation which recognizes objects displaying occlusion and complex
patterns. It is an improved and semantically meaningful segmentation map.
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Figure 5.14: Block diagram of the training phase.
Table 5.3: Features extracted from image regions.
#
Feature
1-3
Average Region’s Color [R, G, B]
4-6
Standard Deviation of Region’s Color
7-9
Average Region’s Color [Y, Cb, Cr]
10-12
Standard Deviation of Region’s Color
13 & 14 Mean & Standard Deviation of Color Gradient
15
Entropy of Y Channel
16
Energy of Y Channel
17 & 18 Center of Segment (Xo, Yo) from Image Center
19 & 20
Equivalent Ellipse (Major & Minor Axes)
21
Normalized Area

The feature vector shown in Table 5.3 is used to train the BN and classify different image regions as well.
Each region’s color is modeled by its average and standard deviation in RGB and YCbCr color spaces.
We found that combining more than one color space improves the accurate classification rates. In YCbCr,
Y is the luminance component and Cb and Cr are the blue-difference and red-difference chrominance
components. The gradient across RGB color channels is used to capture texture variation. Each region’s
entropy and energy are computed using the luminance (Y) channel to help capture more texture
characteristics. The energy is defined as average of squared values of Y. Features 13 to 16 in Table 5.3
represent a simplistic model for texture; however, it is good enough for classifying classes of interest. An
enhanced texture model would increase the computational complexity of the algorithm. Each region’s
location relative to the image center is included. We assumed that skin regions are relatively closer to the
image center than sky and grass regions. Each region’s shape is modeled by finding the major and minor
axes of equivalent ellipse. Region’s area is also included in the feature vector where it is normalized by
the image size.

Region classification algorithm
Region classification is based on different features that are extracted from the target image. Features in
use are a continuous type, and thus a preprocessing step is required to convert them to discrete vectors.
We found that quantizing the continuous features to five discrete regions provides the best classification
rates. Equal frequency separation is used to find the boundaries of regions R1, R2, and R3 as shown in
Figure 5.15. Regions R0 and R4 restrict the minimum and maximum values that any feature can take.
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Figure 5.15: Equal-frequency discretization.

The discrete feature vectors from the training dataset are used to discover the optimum BN structure using
the algorithm in [27]. It presents a framework for computing the probabilities of network-given feature
database. The prior space of the network structure is assumed to be uniform. Conditional Probability
Tables (CPT) for the BN are computed using the training features as well, where the maximum likelihood
is employed. The Bayes Net Toolbox [24] is utilized in implementing the proposed algorithm.

The classifier gives a probability for each segment of the input image of being skin, sky, vegetation, or
another region. The “other” class includes any region that is not of interest in this work. The block
diagram of the proposed algorithm is shown in Figure 5.16 where the input is assumed to be a RGB color
image. Color conversion from RGB to YCbCr color domains is used. The segmentation algorithm in [57]
is utilized to group pixels of homogenous characteristics such as color and texture. The thresholds found
in the training phase (see Figure 5.15) are used to quantize the features. Finding the probability that a
region belongs to a skin, sky, or grass class is found using the BN classifier. The output of the proposed
algorithm is a region classification map that shows the posterior probabilities. Furthermore, to avoid
memory color regions with low probability values in the output map, we used the receiver operating
characteristic (ROC) curve analysis on a set of 50 images to set a threshold value (Ta) for accepted
probabilities. Regions with probabilities less than Ta are assigned to the “others” class. More discussion
on this can be found in the results section.

The mathematical formulation of the proposed algorithm is summarized as follows: Let P denote the
probability, and the prior probability of class membership is denoted as P(Ci), i = {1,2,3,4} where the
index i corresponds to skin, sky, vegetation, and “other” classes, respectively. The features produced from
the discretization step are represented as a feature vector F and used in the inference. P(F) is the evidence
factor. The inferences of the BN are based on the posterior probability function P(Ci|F) , which is
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obtained by combining the class-conditional observation models with the class prior probability according
to Bayes law:
P (Ci | F ) =

P ( F | Ci ) P ( Ci )

(5.3)

P( F )

The BN is used to find the posteriori probability for any segment in the input image. Maximum a
posteriori (MAP), one of the most commonly used criteria in Bayesian classification problems, given by
(5.4) is used.
Ci = arg max P (Ci | F ), i = 1, 2,3, 4

(5.4)

However, before using the MAP function, the posteriori probabilities P(Ci|F) are compared to the
threshold Ta, ∀i = 1,2,3,4, P(Ci | F ) ≥ Ta .

Figure 5.13: Region classification algorithm.

5.6.2 Results from the Memory Color Classifier
The proposed algorithm was tested on a set of 50 images. The dataset contains a variety of portrait- and
landscape-type color images with regions of skin, sky, and vegetation. Test dataset images were
segmented; memory color regions were manually annotated to build the ground-truth maps.

ROC curve analysis has been applied on the test image set to find the possibly optimal Ta where the true
positive rate (TPR on y-axis) is plotted vs. the false positive rate (FPR on x-axis). Each point on the ROC
plot corresponds to a particular decision threshold Ta. A test with perfect discrimination has a ROC plot
that passes through the upper-left corner (100% TPR, 0% FPR). Therefore, the closer the ROC plot is to
the upper-left corner, the higher the overall accuracy of the test. Several threshold values (Ta = 0.02, 0.04
… 0.98) were used in Figure 5.17, which shows the ROC curve for the test dataset. Ta = 0.54 is found to
give the optimal result (closest point to the upper-left corner) where the average TPR is 81.17%, and the
average FPR is 10.91% for all classes.
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Figure 5.17: Receiver operating characteristic curve.

Figure 5.17 shows that the maximum accurate classification rate that the proposed classifier could achieve
is 85.17% on the test database at Ta = 0.48. Table 5.4 shows the values of the TPR and FPR for the
individual classes at Ta = 0.48 & 0.54. Note that the small increase in the cutoff threshold value mainly
minimized the FPR values for all classes with minor affect on the TPR values. TPR and FPR are found by
comparing the classification map to the ground-truth map for all images in the dataset as follows:
∑ kK tp

k
TPR =
,
K
∑ k tp + ∑ kK fn
k
k

FPR =

∑ kK fp

k
K
∑ k fp + ∑ kK tn
k
k

(5.5)

where tp, fp, and tn stand for true positive, false positive and true negative, respectively. The sum runs
over all images in the dataset. k = 1, 2…K where K = 50.

Selected images acquired from the University of California at Berkeley [2] are used to demonstrate the
visual accuracy of classifiers as shown in Figure 5.18 and 5.19. The region classifier uses the RGB color
image and its segmented map as inputs and results in a region classification map. Each region’s color in
the segmentation map is pseudorandom (see Figure 5.18 and 5.19), while each region’s color in the
classification map signifies different classes. The color red is chosen to represent skin tone, blue regions
are sky, and green regions are vegetation. The color black is used to signify regions not of interest in this
work; we called it the “other” class in Section 2.2.

Classification results of outdoor scenes in Figure 5.18(a) and 5.18(b) correlate well with the human
observer where the sky and vegetation are accurately detected. The woman’s face in Figure 5.18(c) is
misclassified; however, the overall result of the algorithm is satisfactory because the sky and grass
regions are accurately detected and cover a relatively large part of the scene. Figure 5.18(d) has false
alarm regions where the buildings are classified as vegetation. Classification results in Figure 5.19(a) and
5.19(b) show skin tone detection that correlates well with the human observer. However, this is not the
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case in Figure 5.19(c) where more regions (hat and shirt) are miss-categorized as skin. Figure 5.19(d)
shows accurate skin tone detection, sky, and vegetation classification. Note that some water regions in
Figure 5.19(d) are sorted as vegetation and sky. Moreover, the sky region is accurately detected, although
it is cloudy and shown as gray color in the input image (Figure 5.19(d)). Accurate classification is
achieved for skin tones such as African, Asian, and Caucasian as shown in Figure 5.19.

Input Image

Segmentation
Map

Region
Classification
Map
(a)
(b)
(c)
(d)
Figure 5.18: Classification results (landscape image set). Colors in segmentation maps are pseudorandom, while
colors in classification map represent vegetation (green), sky (blue), and unknown (black).

Skin
Sky
Veg.
Average

Table 5.4: TPR and FPR for test image set.
Ta = 0.54
Ta = 0.48
FPR (%)
TPR (%)
FPR (%)
TPR (%)
9.89
74.63
9.75
74.62
12.12
88.89
7.80
88.88
38.21
92.00
15.18
80.00
20.08
85.17
10.91
81.17

Considering the overall performance of the proposed classifier (Table 5.4 and Figure 5.18 and 5.19),
results are visually acceptable except for some false alarm regions especially in the vegetation class.
Further analysis of the proposed algorithm would need evaluation of the segmented map of input images.
The performance of the proposed algorithm is affected by the segmentation technique in use. An accurate
segmentation map is assumed to be available for every input image. Thus, poor segmentation would
degrade the performance of the classifier. However, developing enhanced segmentation algorithms for
color images is an active area of research. On the other hand, the strengths of the algorithm are
summarized by its computational complexity and accuracy. To this effect, the computation time of the
segmentation algorithm [57] is less than a minute on average, and it is less than 0.3 second for the
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memory color extraction technique. These times are averaged over a set of 50 images of size 1024 x 768
pixels. Both algorithms are implemented using MATLAB 7.6® running on a 3.2 GHz dual core processor
machine. Moreover, the proposed algorithm shows improved performance for extracting blue, cloudy, and
sunset sky regions, grass and tree areas, and various skin tones from images.

Input Image

Segmentation
Map

Region
Classification
Map

(a)
(b)
(c)
(d)
Figure 5.19: Classification results (portrait image set). Colors in segmentation maps are pseudorandom, while
colors in classification map represent vegetation (green), sky (blue), skin (red), and unknown (black).

5.7 Summary
A system for object-oriented rendering for printing applications is discussed in this chapter. It utilizes the
algorithms developed for identifying region of interest in digital images. It also includes modules for
image segmentation evaluation and semantic image classification. A pre-processing algorithm for image
stitching is also included. Notice that this work does not aim to develop a printing system. It is only
proposed to add some essential features for current printing pipelines to achieve better visual quality
while printing images/photos.
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Chapter 6 Summary and Conclusions
The goal of this doctoral study is to discuss image processing and computer vision requirements for an
automated object-oriented rendering system. Image understanding techniques such as region of interest
identification and image segmentation evaluations, among others, were discussed in this dissertation
work. The research objectives have been previously listed in Section 1.2. These goals have been achieved
as explained below.
1- The first goal was to develop in-depth understanding of the machine learning field while focusing
on Bayesian networks theory and application. A detailed theoretical discussion on how to model
and evaluate an imaging problem using Bayesian networks has been introduced in Chapter 2.
2- The second objective was to develop a system for saliency detection in digital. A probabilistic
approach was introduced to meet this goal where a set of novel low-level vision features were
used in a Bayesian framework. The system was evaluated on a large set of digital image and
showed enhanced performance compared to the state-of-the-art ROI detection techniques.
3- The third goal was to develop a system for image segmentation evaluation. Such a system was
introduced in Chapter 4 where ground-truth maps generation and performance evaluation where
also included.
4- The final objective was to utilize the developed region of interest detection and segmentation
evaluation algorithms in an object–oriented rendering framework for printing systems. Multiple
systems have been developed to meet this goal as shown in Chapter 5.

It is worth mentioning that several publications have been developed in partial fulfillment of the research
objectives. They also represent the contributions made by this thesis work to the fields of image
processing and computer vision:
1- An algorithm for identifying regions of perceptual interest in digital images has been developed.
It is an image understanding methodology that includes modules for image segmentation, feature
extraction, and probabilistic reasoning. The developed algorithm differs from the prior BN-based
algorithms found in the literature by: 1) employing artificial intelligence techniques to learn the
BN structure and reasoning relations between its nodes from a training dataset, 2) using a simple
set of image global and regional features to identify the ROI, 3) eliminating the need for semantic
classifiers at intermediate stages, 4) removing the necessity for human supervision, 5) generating
two maps for relevant image content (a probabilistic RRM map and a binary ROI map) suitable
for different image processing applications, and 6) evaluating the proposed algorithm’s

performance utilizing a set of ~20,000 publicly available color images. The developed algorithm
has been published in:
-

M. Jaber and E. Saber, “A Bayesian Network-Based Approach for Identifying
Regions of Interest Utilizing Global Image Features,” Proceedings of the SPIE
Optical Engineering + Applications Conference, San Diego, CA, Aug. 2010.

-

M. Jaber and E. Saber, “Probabilistic Approach for Extracting Regions of Interest in
Digital Images”, Journal of Electronic Imaging, Vol. 19, 023019, 2010.

2- Several low-level features have been developed for the purpose of identifying and ranking
different image regions into several levels of importance. Novel features that address the
similarity and homogeneity of image regions have been published in:
-

M. Jaber, E. Saber, S. Dianat, M. Shaw and R. Bhaskar, “Identification and Ranking
of Relevant Image Content,” Proceedings of SPIE/IS&T: Electronic Imaging
Symposium, San Jose, CA, Jan. 2008.

3- An algorithm for image segmentation ranking where several low-level vision features are used to
rank a set of segmentation according to their usability to image processing and computer vision
applications has been developed. The paper introduces the concept of segmentation spectrum as
well.
-

M. Jaber, S. R. Vantaram and E. Saber, “A Probabilistic Framework for Evaluating
and Ranking of Color Image Segmentations,” Proceedings of the IEEE Applied
Imagery Pattern Recognition (AIPR) workshop, Washington, DC, Oct. 2010.

4- Two novel methods for image segmentation evaluation have been introduced based on machine
learning theory. The first is a general-purpose segmentation evaluation technique that can be
employed at a pre-processing stage for various image processing and computer vision
applications. It aims to identify an optimal segmentation map from a set of segmentations. The
other method is application-specific; mainly ROI- specific scheme that is trained to work with
ROI and saliency detection algorithms.
-

M. Jaber and E. Saber, “Image Understanding Algorithms for Segmentation
Evaluation and Region-of-Interest Identification Using Bayesian Networks,”
Proceedings of the SPIE Defense, Security, and Sensing Conference, Orlando, FL,
April 2011.

-

M. Jaber and E. Saber, “Framework for Image Segmentation Evaluation Using
Bayesian Networks,” under review for publication in the Journal of Image and
Vision Computing.
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5- An algorithm for page layout analysis and classification in complex scanned documents is
developed. Text, photo, strong edge, and line regions are identified in the proposed system. The
developed algorithm has been published in:
-

M. S. Erkilinc, M. Jaber, E. Saber, P. Bauer, and D. Depalov, “Page Layout Analysis
and Classification in Complex Scanned Documents,” Proceedings of the SPIE
Optical Engineering + Applications Conference, San Diego, CA, Aug. 2011.

-

M. S. Erkilinc, M. Jaber, E. Saber, P. Bauer, and D. Depalov, “Text, Photo and Line
Extraction in Scanned Documents,” under review for publication in the Journal of
Electronic Imaging.

6- An algorithm for image stitching that avoids performance hindrance and memory issues in
diverse image processing applications/ environments has been developed. The proposed
algorithm could be used at a pre-processing stage in applications such as rendering, enhancement,
retrieval etc, as these cannot be carried out without access to original images as individual whole
components. The developed algorithm has been published in:
-

M. Jaber, E. Saber, M. Shaw and J. Hewitt, “A Robust and Fast Approach for
Multiple Image Components Stitching,” Proceedings of SPIE/IS&T: Electronic
Imaging Symposium, San Jose, CA, Jan. 2010.

7- An algorithm for image region classification based on low-level features and probabilistic
framework has been developed. It detects skin, sky, and vegetation memory color regions in
digital images. Applications of the developed technique include smart rendering in printing
systems, image annotation, indexing, and content retrieval. The developed algorithm has been
published in:
-

M. Jaber, E. Saber and F. Sahin, "Extraction of Memory Colors Using Bayesian
Networks," Proceedings of the IEEE SMC International Conference on System of
Systems Engineering, Albuquerque, NM, June 2009.

Recommendations for future work:
1- In our system for identifying saliency in digital images, only the main object/subject has been
considered. That is, the binary ROI map has been utilized in the overall system while the gray
scale region ranking map was not considered. This is due to the lack of quantification metrics and
publically available ground-truth maps for multiple regions/level of interest in digital images. We
have started an experiment to develop such database and having it available to the public. More
details about this work can be found in:
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-

M. Jaber, M. S. Bailly, Y. Wang, and E. Saber, “An Image-set for Identifying
Multiple Regions/Levels of Interest in Digital Images,” Proceedings of the SPIE
Optical Engineering + Applications Conference, San Diego, CA, Aug. 2011.

2- The developed image understanding systems in this research work are mainly based on Bayesian
networks; other machine learning-based schemes such as support vector machine or manifolds
learning can be tested for enhanced performance.
3- Finally, our investigation was limited to using low-level vision features in order to maintain low
computational complexity of the developed system. However, semantic contents can be a
valuable resource for image understanding.
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