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Several inverse problems for the heat equation in a noncylindrical domain are 
studied. The unknown source function ,f’ is recovered under different assumptions 
on the smoothness of input data and f itself. The typical problem is reduced to the 
system of Volterra linear integral equations. The integral transform technique is 
used to establish the uniqueness theorems. @? I989 Acadenuc Press. Inc 
1. INTRODUCTION 
Problems of determining coefficients or other physical parameters in 
differential equations, given additional “experimental” information about 
their solutions, arise quite often in various applications. These problems 
are inverse to the “direct” ones where a differential equation and initial and 
boundary data are given (which explains the name). The important feature 
of inverse problems is their incorrectness in a classical sense. On the other 
hand, the existence of the solution of such problems is often guaranteed by 
a physical nature of the problem, but two questions remain open-the 
uniqueness of the solution and its continuous dependence on the data 
belonging to a functional class (see, e.g., [ 11). 
In this paper we consider four inverse problems of the restoration of a 
source function in the heat equation (( l)-(5) and Remark 4, Part 4). They 
originate from the problem discussed in [2] but are solved under much 
more general assumptions. These inverse problems are related by the same 
unknown function f, noncylindrical domain D, and the technique of 
obtaining theorems of unique restoration of f: in all cases an inverse 
problem is reduced to a separable system of linear integral equations. The 
first ,equation is proved to be uniquely solvable by the method of successive 
approximations and the second equation, of the convolution type, is 
handled by integral transform and some other techniques under different 
conditions on the input data. Here we shall discuss in detail only one such 
problem as a “model case.” 
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2. NONCYLINDRICAL DOMAIN 
Let D be a noncylindrical domain in the (x, y, t)-space 
bounded by the two planes t = 0 and t = T and a lateral surface 
s= {x, y=e, t), t}, --co<x< +a, Is(x,t)l<M,O<r<T, 
sufficiently smooth in order to guarantee the existence of the classical solu- 
tion of the initial-boundary problem below. (For example, we may require 
that for every t the function s(x, t) is continuously differentiable in x and 
S: is locally Holder continuous of exponent 0 < 01< 1 with respect o x (as 
in [3, 6]), or s(x, t) is twice continuously differentiable (as in [S]).) In 
addition we shall require s(x, t) E C’ with respect o t and has a uniformly 
bounded derivative Is:(x, t)l <K (see also [9]). 
By S, and D, we denote the intersection of S and D respectively by the 
t = r plane. 
In addition we consider a noncylindrical surface positioned inside of D: 
f={x,y=y(x,t),t}, --oo<x< +co,O<t<T, 
where y(x, t) > M+ 6 (for some 6 > 0) and y!Jx, t) E C and is uniformly 
bounded in any infinite layer B = { - cc < x < + 00, 0 < t -=c T}. 
3. INVERSE PROBLEM 
We consider in D the heat equation 
(1) 
where the source function f is a priori (from a “physical experiment”) 
known to be independent of the y-coordinate: 
f=fb, t). (2) 
This condition is instrumental in reduction of the inverse problem that 
follows to a separable system of integral equations (see also Appendix 5). 
Additional assumptions on f vary from f(x, t) being a measurable function 
bounded in B up to f being continuous in the infinite layer B and locally 
Holder continuous in x (of exponent 0 < fl< 1) uniformly with respect to 
t as in [6] (or f may be considered twice continuously differentiable with 
all its derivatives uniformly bounded in B as in [4]). 
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The initial-boundary conditions are given in the form 
44 L’, 0) = 0, (3) 
au -= 
afi, A 
lim * (x’, y’, I) = g(x, t), (r~,v~)-(J..~(X,I)) aii, Lx'. .')E s, 
(4) 
where & is the inward normal to S, at the point p,, = (x, s(x, t)) E S,. 
p’ = (x’, y’) approaches p0 = (x, s(x, t)) in a specified way (see below and 
Appendix 2). 
In order to determine the unknown function f(x, t), we need an addi- 
tional measurement of U. Here we assume that the temperature u is 
measured at the time t on a curve y; i.e., the following is given: 
4x7 Y(X, t), t) = Nx, t), h(x, 0) = 0. (5) 
We seek the solution of the problem (l), (3), (4) in the form of the sum 
of two heat potentials U and l’ (see also [2]): 
u(x,I.,r)=U+V=j;dT j;: 2;! 
~e-~~-~‘~/~(~-d~+ V(x, y, t), (6) 
where the volume potential U contains the unknown source function f and 
the single-layer potential V concentrated on S is given by the formula 
with the distance function r(& r; p) = IfI = ([t -xl’ + [s(<, T) - Y]~)‘/~, 
(p= (x, v)), and unknown density function ~(5, r). Vector ? is determined 
by the point p and a variable point (5, ~(5, r)) E S,. 
VE C”(D) n C(D u S) as in the cylindrical domain case. 
Formula (6) represents a solution of Eq. (1) that varies from weak to 
classical depending on the assumed smoothness of the unknown source 
function f (see Remark 3, Part 4 of this paper). Obviously, the initial 
condition (3) is satisfied. 
Substituting (6) into (5) we obtain the first integral equation in the form 
where $(x, t) = h(x, t) - V(x, y(x, t), t). 
We leave most of the technical details to Appendices 1-2 and recall only 
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the “jump relation” for the normal derivative of the single-layer potential 
I/ on S,. That is, if we restrict p’ = (x’, y’) to the finite closed cone K with 
vertex p,, = (x, X(X, t)), such that K belongs to D, + { pO} with its sides non- 
tangent to S, (cf. [S])), then for any p’ -+pO= (x, s(x, t))eS, along any 
curve non-tangent to S, we have 
lim 
P 
‘” (x’, y’, r) = -; v(x, t) 
+p”(p’t K) an, 1 s s +m 45, t)45, t; PO) cos(f,, no) - d7 0 -cc 87c( t - t)’ 
where r2(<, z; po) = IF01 2, f. = (5 - x, ~(5, z) - s(x, t)). 
Application of (4) and (8) to (6) gives us the second integral equation 
in the form 
(9) 
thus reducing the inverse problem to the system of linear integral equations 
(7), (9). 
4. SOLUTION OF THE PROBLEM 
Separating the unknown functions f and v in the 
obtain the following Volterra linear integral equation 
for the density v(x, t): 
system (7), (9) we 
of the second kind 
+m ~(5, z) r(t, 7; PO) cos(~o, fro) 
; v(x, r) = - j’d dr jp ~ 
87c( t - T)~ 
x e-‘2(5,r;p0)‘4(f--r) dt + h’Jx, t) cos(fi,, 2,) - g(x, t) _ s s f dr += V(5,T) cos(fio, &){(5-x)+L(& tMt1 z)-Y(X,f))) 0 --5 8n( r 1 T)’ 
xe -r2(t, r;Pl)/4(f--r) d< 3 (10) 
where p1 = (x, Y(X, t)), r2(5, T; pI) = IF,l’, and F, = (i: -x, ~(5, r) - Y(X, r)). 
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THEOREM 1. Let the surface r be of the kind described in Part 2 and 
cp(x, t) = h’Jx, t) cos(n,, 2,) - g(x, t) be a continuous and uniformly bounded 
function in layer B of any finite thickness T. Then Eq. (10) has a unique 
continuous solution v(x, t) in this layer. 
If the functions h: and g are absolutely integrable in x E ( - W, +co) 
untformly with respect to t E [0, T] then the solution v of Eq. (10) and the 
function $ in (7) are absolutely integrable with respect to x for every t. 
Proof: See Appendix 3. 1 
After we find v(x, t) and $(x, t) the inverse problem is reduced to the 
convolution-type equation (7). Depending on the smoothness of the input 
data and our assumptions concerning the function f(x, t) itself, we have 
here several options. Let us mention some of them. 
We shall start from the minimal assumptions on f (in the theorem that 
follows immediately) and then, gradually increasing its smoothness, we 
prove several uniqueness theorems utilizing different techniques. 
THEOREM 2. Let f(x, t) be bounded in the layer B and its Fourier trans- 
form in x, F,(f )(u, t), be absolutely integrable in x and u, respectively, for 
every t. Let also all the conditions of Theorem I hold (which implies that 
+ E L, in variable x). Then there exists a unique solution of inverse problem 
(l)-(5) ifu2F-,(@)(u, t)E L, in variable ufor every tE [0, T] (in the class of 
functions described above) and this solution can be expressed in closed form 
as 
f(x, t)=(271))3/2 j” [j’: (u,+o+W 
x. 
x L[F.J$)](u, o + iw) er’(o~ra) dw 1 e-‘“” du, 
where o > 0 and L[F.J$)] denotes the Laplace transform of FJ$)(u, t) with 
respect to t (for te(T, oo), FJ$)(u, t) is extended to be identically equal to 
F,($)(u, T)). The formula is valid for t E [0, T]. 
Proof See Appendix 4. 1 
Making additional assumptions on r, f, and its Fourier transform F,(f) 
we obtain the following: 
THEOREM 3. Let the conditions on f and F,(f) of Theorem 2 and all the 
conditions of Theorem 1 hold. In addition we require that rg C ’ in both 
variables, f(x, t) and h;(x, t) be continuous in t for every x, and both f and 
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*i be absolutely integrable in x uniformly with respect to t. Then there exists 
a unique solution of the inverse problem (1 k(5) which can be expressed by 
the formula 
provided that for every t 
a(u, t) = (F,[Ic/](u, t)); + u2Fx[~](u, t) E L,( - 00 < 24 < +a). (11) 
This solution is stable with respect to t in the uniform metric, and with 
respect to x in the L,-metric. 
Proof: As in [IS], this is based on the equation 
s I e -“2”-“F,(f)(u, t) dT = FJ$)(u, t) (12) 0 
obtained by taking the Fourier transform with respect o x from both sides 
of (7) (see also [4,7]), or in the operator form: 
A[@] = Y, where @ = F,(f) and ‘v= Fx(vQ). 
Under the above conditions we can differentiate Eq. (12) in t: 
-“2”-“~x(f)(u, z) dz = (F,[ll/l(u, t)):, (13) 
and after simple manipulations and the application of the inverse Fourier 
transform, provided condition (11) holds, we immediately get the desired 
formula for f: m 
Then, conditions on smoothness off, h and r allow us to prove that for 
every u the integral operator A in (12) is a bounded operator from C[O, T] 
onto CA[O, T], where CA[O, T] denotes a closed subspace of C’[O, T] 
containing functions equal to 0 at t = 0. The uniqueness of the solution 
follows from (13) since A[@] = Y s 0 for YYE R(A) = CA[O, T] 
immediately implies that @(u, t) = 0. 
Stability of the solution in the uniform metric in t is due to the fact that 
the integral operator A in (12) is a closed operator with a closed range 
and, as a result, A-’ exists and is a bounded operator on R(A). Under 
these conditions Eq. (12) is correctly solvable (see, e.g., [lo]), A-’ is 
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bounded away from 0, and for every u the following estimate can be proved 
from the formulas above: 
llF*(fN4 t)llc,o.,..,~w4 IIF,(+)(u~ f)ll,.;(o.,..,> 
where k(u) = max{ 1, u’}. 
(14) 
Stability with respect to x in the &-sense comes from the unitarity of 
the Fourier transform in L,( - co, +co) and the continuity of a(u, t) as a 
function of U, which implies that c1 E I,, n L, and finally 
Remarks. (1) Absolute integrability of f and $; in x uniformly with 
respect to t (which was required in Theorem 3) can be changed. We can 
require F,(f )(u, t) and F,(tj)(u, t) to be continuous and respectively 
continuously differentiable in t. 
(2) Even a stronger statement about I/f 11 can be made if we change 
assumption (11) to the following: 
B(u)=k(u) IIUIcl)(u, Nc;(o<r<+L-x <u-c +m). 
Then, since k(u) is continuous and F,(ll/)(u, t) is uniformly continuous, 
bounded, and +O as JuI -+ 00 (see e.g. [7]), /?(u)E L, n L, and it follows 
from (14) that 





llf(x, t)ll L>(R’)@C(O<rGT)= ~- Ilf(x, ~)112,,O<,<T) dx . 
THEOREM 4. Let r belong to C* and h(x, t) E C2 in x and C’ in t (which 
implies that the right side of Eq. (7) $ = h - VE C2 in x and C’ in t). We 
also assume that f is continuous in the infinite layer B and locally Holder 
continuous in x (of exponent 0 < j3 < 1) untformly with respect to t, as in [6] 
(or, instead, f is twice continuously differentiable with all its derivatives 
uniformly bounded in B, as in [4]). 
Then there exists a unique solution of the inverse problem (l))(5) in this 
class of functions and it is given in the form 
The result follows immediately from the observation that II/ in (7) is at 
least twice continuously differentiable in x and once in t and the left side 
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of (7) represents a volume potential for the one-dimensional (in the space 
variable) heat equation, which is sufficiently smooth to be a classical 
solution of this equation. 
Remarks. (3) In Theorems l-3 the solution (6) of the direct boundary 
value problem is considered in a standard weak sense due to the lack of 
smoothness. Nevertheless, there is no need for a special interpretation of 
u(x, y, t) measured on r since u is at least a continuous function. 
(4) Three additional inverse problems can be solved by the technique 
presented in this paper-( l)-(3) plus one of the following pairs of condi- 
tions (instead of (4)(5)): 
(a) u Is=g(x, t); (b) u Is=&, t); (da, b) 
u I /-= h(x, t); 
au - =h(x, t); 
ah r 
(c) ($+Pu) =g(x,t); 
0 s 
u Ir-=h(x, t); (5c) 
with the same D, S and r as above, reversing roles of S and I- and making 
some “cosmetic” adjustments where necessary. 
APPENDIX 1 
The jump formula (8) for the noncylindrical domain case can be 
obtained by change of variables, thus reducing the case to the general 
parabolic equation in a cylindrical domain (cf. [3, 61). 
APPENDIX 2 
For the proper use of (4) we need to specify some further restrictions (in 
addition to what we already have in connection with (8)) on how the point 
p’ = (x’, y’) is allowed to approach p. = (x, s(x, t)) E S, from within the 




+= (5 -x’) cos(fi,, 2,) 
,!irm, an, Wx’, t) = ,!Fp, o dt _ 5 
4&-q* 
(a.1 ) 
Here we consider two possible ways for p’ to approach p. E S,. 
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(A) x’ =x and p’ = (x, y’) + p0 = (x, s(x, t)), that is, the limit in (a.1) 
is considered along the vertical straight line only (from within the domain 
D,), which automatically complies with the restrictions in (8) above, due to 
the explicit representation for the surface S and its properties. Or 
(B) p’ may be allowed to approach p0 E S, by any pattern (in com- 
pliance with (8)), if in addition the function f(x, t) is considered uniformly 
bounded in the layer B and continuous in x for almost every t E [0, T]. 
If we choose to consider the approach (A), the outcome of the limit in 
(a.1) is evident since U is y-independent. In the case (B) we may use the 
following result: 
LEMMA. Let f (x, t) E M, (a space of functions uniformly bounded in any 
strip ( - CC < x < +co, 0 < t < T) of the finite thickness T) and be continuous 
in x for almost every t E [0, T]. Then the integral in (a.1) is a continuous 
function with respect o xl, a.e. in t. 
Proof follows from the Lebesgue dominated convergence theorem and 
the estimate 
where 
Ilfllr= sup Ifk [)I <cc 
r;re[O, 7-l 
(a.21 
and Q is absolutely integrable in [0, t], i 
APPENDIX 3: PR~~FOFTHEOREM 1 
It can be shown that for a sulkiently small t, (0 d t d t, d T) the 
integral operator in (10) is a contraction operator acting in M,n 
C((-cc < x < +co) x [0, T]) with the norm (a.2). The analytical 
technique is similar to that of [2, 91. We distinguish two types of integrals 
in (10) and represent he equation in the form v = Z,(v) + Z*(v) + F. 
The analysis of Z,(v) can be handled by the techniques similar to the 
cylindrical domain case [3, 51 after the application of the differential mean 
value theorem (with respect o r) to the functions r(t, z; po) COS(F~, no) and 
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r2(<, r; pO). As an immediate consequence (due to the assumption on S) we 
find that 
e -&5. 7; p0)/4(r ~ 7) 6 ce -At. 1; P0)/4(r - 7) 
and 
where the functions r(t, t; po) cos(?,, fi,) and r2(<, t; po) are r-independent. 
The first integral I,,, is a conormal derivative of a single-layer potential 
(see [3], Sections 15, 16) in a cylindrical domain with a frozen boundary; 
i.e., S, E S, for all r < t. The estimate for this potential can be derived from 
the corresponding formula in [3, p. 3981, since solutions of the parabolic 
equation at the moment t depend only on past values of time (prehistory) 
when the boundary was not moving. That is, 
Of course, such an estimate can be also obtained directly from the expres- 
sion for I,,, above (e.g., see [9]), but this approach seems to be more 
elegant. For the second part I,., we find 
and, as a result, 
IZ,(v)l G c1 II4 T (C,,l(E)tE’* + C1,2t1’*). (a.3) 
It can be also shown that the second integral Z2(v) under the assump- 
tions on Z has an integrable singularity. Since S and Z are uniformly 
separated by the value 6, this implies r2( <, r; pi) > (5 - x)” + 62 and 
1z2(“)1 d c, llVllr j; --& e-S2/4cr-r) dz 




e-(t--d2/4(l--) dt . 
--r > 
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Then, straightforward evaluations of ail the integrals (some obvious 
substitutions of variables, as in [S, 91, and formulas 8.250( 1 ), 8.252(6), 
8.359(4) from [ 111 are involved) lead to the final estimate 
Iz2(v)l GG(d) II4 T &exp (-z). (a.4) 
The formulas (a.3)-(a.4) imply the contractability of both linear integral 
operators in (10) for some small t, (e.g., see [6]) and, as a result, the 
method of successive approximations can be used for the solution of the 
equation in the strip ( - cc < x < +co; 0 6 t 6 tI). The process of the con- 
tinuation of the solution for the whole strip of the given thickness T is 
standard for a linear Volterra integral equation (e.g., see [3, 63). The 
smoothness of the solution of the equation (10) depends on that of the 
function cp since, due to the uniform (in the metric (a.2)) convergence of 
the Neumann’s expansion for v, the solution of Eq. (10) preserves proper- 
ties of cp. The proof of absolute integrability of the function $ in (7) can 
be obtained as in [9] and is also quite standard. 
Remarks. (1) The separation of S and r in (4)-(5) (see Part 2) is 
important. As was shown above, it creates a weak (integrable) singularity 
in the second integral in (10). Otherwise, if we allow S= r identically or 
only have one point in common, some technical difftculties arise. We still 
can prove the convergence of the mentioned integral under the assumption 
that VE C2, but the solvability of the equation remains uncertain. 
(2) For the solution of the inverse problem (l)-(3), (4,))(5,) 
(Remark 4, Part 4) we introduce a double-layer potential 
(here ri, is the vector of inward normal to S, at the variable point of 
integration q = (r, s(l, T)) E S,) in place of V in (6). The solution can be 
found in the same way as it was for the model case. In addition we can 
introduce a sufficient condition on S, to belong to the class of curves with 
so called bounded rotation (see [S, 91); that is, uniformly with respect to 
TE [0, T], ss, Ida( < +co, where an elementary arc ds of the curve S, is 
observed from the point (x, s(x, t)) E S, at an angle da(r). Then the process 
of solving an integral equation similar to (10) is simplified. 
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APPENDIX 4: PROOF OF THEOREM 2
Taking the Fourier transformation of (7) with respect o .x we obtain 
K(ll/)(K f) = j; e -u2(f-T)FT(f)(U, z) dr, (a.51 
where Theorem 1 implies that F-J+) exists ($ is also a continuous function 
of t as a sum of h(x, t) and a single-layer potential). Then, applying to (a.5) 
the direct and inverse Laplace transforms in t (or the generalized Fourier 
transforms, see [7]) we find that 
or in the equivalent form: 
Since F,(f)(u, t) is assumed to be absolutely intregrable with respect o 
U, we finally find the unique solution of the inverse problem in the expected 
form. The uniqueness of the solution is guaranteed by the fact that the 
homogeneous equation corresponding to (a.5) has only trivial solutions 
in L,. 
APPENDIX 5 
The original expression for the volume potential U is 
Without assumption (2) U cannot be reduced to the form given in (6) and 
the key functional relations (7), (9) cannot be considered as integral 
equations since f is a function of three variables versus two-dimensional 
input data. 
It can be also proved that if f=f(x, t) I(y) and, as a result, U becomes 
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then for the last integral (and U itself) to be y-independent, it is necessary 
and suflicient for L(y) to be a constant. 
In addition (2) allows us to separate the unknown functions in (7), (9). 
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