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a b s t r a c t
In this paper, the existence and global exponential stability of periodic solutions for
a class of numerical discretization neural networks are considered. Using coincidence
degree theory and the Lyapunov method, sufficient conditions for the existence and global
exponential stability of periodic solutions are obtained. A numerical simulation is given to
illustrate the results.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, we study the existence and stability of a numerical discretization neural network resulting from the Euler
method for neural networks with finite delays and distributed delays:
x˙i(t) = −bi(t)xi(t)+ fi(t, x1(t), . . . , xm(t); x1(t − τi1(t)), . . . , xm(t − τim(t));∫ ∞
0
ki1(s)x1(t − s)ds, . . . ,
∫ ∞
0
kim(s)xm(t − s)ds)+ Ii(t), t ≥ 0, i = 1, . . . ,m. (1.1)
System (1.1) is a more general form of neural networks with delay. Many authors have studied other neural networks
with finite delays [1–6]; most of their systems can be educed from (1.1).
For system (1.1), we make the following assumptions:
(A1) For each i ∈ {1, . . . ,m}, bi(t) > 0 is a bounded, continuous function and bi(t + ω¯) = bi(t) for t ∈ R+. Ii(t) is a
bounded, continuous function and Ii(t + ω¯) = Ii(t) for t ∈ R+. Here ω¯ is a positive constant.






(A3) For each i ∈ {1, . . . ,m}, fi : R+×Rn×Rn×Rn → R is bounded, continuous and there exist nonnegative, bounded
and continuous functions αij(t), βij(t), γij(t) defined on R+ such that





αij(t)|uj − u¯j| + βij(t)|vj − v¯j| + γij(t)|wj − w¯j|
]
, i = 1, . . . ,m
for any (u1, . . . , um), (u¯1, . . . , u¯m), (v1, . . . , vm), (v¯1, . . . , v¯m), (w1, . . . , wm), (w¯1, . . . , w¯m) ∈ Rn.
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For system (1.1), we consider the initial conditions of the form
xi(t) = ϕi(t), t ∈ (−∞, 0], i = 1, . . . ,m (1.2)
where ϕi(t) is bounded and continuous on (−∞, 0].
For convenience in our study, we adopt the following notations: Let Z denote the set of all integers; Z+0 ={0, 1, 2, . . .}; [a, b]Z = {a, a + 1, . . . , b − 1, b} where a, b ∈ Z, a ≤ b; and [a,∞)Z = {a, a + 1, a + 2, . . .} where
a ∈ Z. We begin approximating the continuous-time network (1.1) by replacing the integral terms with discrete sums of
the form∫ ∞
0





















for t ∈ [nh, (n+ 1)h], s ∈ [ph, (p+ 1)h], n ∈ Z+0 , p ∈ Z+, where [r] denotes the integer part of a real number r , h > 0 is a
fixed number denoting a uniform discretization step size satisfies h = ω¯
ω
,ω ∈ N,ωij(h) > 0 for h > 0 andωij(h) ≈ h+O(h2)














satisfy the following properties:
(A4) Hij : Z+ −→ [0,∞),∑∞p=1 Hij(p) = 1,∑∞p=1 Hij(p)p <∞.
This analogue has been employed elsewhere (see, for instance [7–10] in the formulation of discrete-time analogues of
the distributed delay). In view of (1.3) and (1.4), we approximate (1.1) by differential equations with piecewise constant
arguments of the form
x˙i(t) = −bi(t)xi(t)+ fi












































for t ∈ [nh, (n + 1)h], s ∈ [ph, (p + 1)h], n ∈ Z+0 , p ∈ Z+. Noting that
[ t
h
] = n, [ sh ] = p and adopting the notation
u(n) = u(nh), we rewrite (1.5) as
x˙i(t) = −bi(t)xi(t)+ fi
(
t, x1(t), . . . , xm(t); x1(t − τi1(t)), . . . , xm(t − τim(t));
∞∑
p=1





+ Ii(t), t ≥ 0, i = 1, . . . ,m. (1.6)
Using the Euler method for (1.1) over the interval [nh, (n+ 1)h], we get




n, x1(n), . . . , xm(n); x1(n− τi1(n)), . . . , xm(n− τim(n));
∞∑
p=1







i = 1, . . . ,m, n ∈ Z+0 . (1.7)
One can show that (1.7) converges towards (1.1) when h → 0+. In studying the discrete-time analogue (1.7), we assume
that
h ∈ (0,∞), bi : Z→ (0,∞), τij : Z→ Z+0 , i, j = 1, 2, . . . ,m (1.8)
and the function fi satisfies (A1)–(A4). The system (1.7) is supplemented with initial values given by
xi(s) = ϕi(s), s ∈ Z−0 = {0,−1,−2, . . .}, τ = max1≤i,j≤m sup{τij(n), n ∈ Z}.
In what follows, for convenience, we will use the following notations:
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where {u(k)} is ω-periodic sequence of real numbers defined for k ∈ Z and the notations:
αMij = maxn∈Z αij(n), β
M
ij = maxn∈Z βij(n), γ
M
ij = maxn∈Z γij(n).
M = sup
u∈R+×Rn×Rn×Rn
{|fi(u)|, i = 1, 2, . . . ,m},
bi = minn∈Iω{bi(n)}, i = 1, 2, . . . ,m, J
M = max
n∈Iω
{|Ii(n)|, i = 1, 2, . . . ,m}.
2. Existence of periodic solutions
The method we use to prove the existence of periodic solutions, will be the continuation theorem developed from
coincidence degree theory (see [11–13]). For the readers convenience, we shall first summarize below a few concepts and
results from [3] that will be used in this section.
Let X , Z be normed vector spaces, L : Dom L ⊂ X → Z be a linear mapping, and N : X → Z be a continuous mapping.
This mapping Lwill be called a Fredholmmapping of index zero if dimKer L = codim Im L <∞ and Im L is closed in Z . If L is
a Fredholmmapping of index zero and there exist continuous projectors P : X → X and Q : Z → Z such that Im P = Ker L,
KerQ = Im L = Im (I − Q ), it follows that L|Dom L∩Ker P : (I − P)X → Im L is invertible, we denote the inverse of that
map by kP . If Ω is an open bounded subset of X , the mapping N will be called L-compact on Ω if QN(Ω) is bounded and
kP(I − Q )N : Ω → X is compact. Since ImQ is isomorphic to Ker L, there exist isomorphisms J : ImQ → Ker L.
Lemma 2.1. Let L be a Fredholm mapping of index zero and let N be L-compact onΩ . Suppose
(a) For each λ ∈ (0, 1), every solution x of Lx = λNx is such that x 6∈ ∂Ω;
(b) QNx 6= 0 for each x ∈ ∂Ω ∩ Ker L and deg{JQN,Ω ∩ Ker L, 0} 6= 0. Then the equation Lx = Nx has at least one solution
lying in Dom L ∩Ω .
Theorem 2.2. Assume that (A1)–(A4) and (1.8) hold. Then system (1.7) has at least one ω-periodic solution.
Proof. Define









, ∀x ∈ Rm.
Let lω ⊂ lm denote the subspace of all ω-periodic sequences equipped with the norm ‖ · ‖, where ‖x‖ = maxk∈Iω |x(k)|,
for any
x(k) = {(x1(k), x2(k), . . . , xm(k))T, k ∈ Z} ∈ lω.














y = {y(k)} ∈ lω : y(k) = c, h ∈ Rn, k ∈ Z} ,
then it follows that lω0 and l
ω
c are both closed linear subspaces of l
ω and
lω = lω0 ⊕ lωc , dim lωc = n.
Now we define X = Y = lω, (Lx)(k) = x(k+ 1)− x(k), x ∈ X, k ∈ Z, and




n, x1(n), . . . , xm(n); x1(n− τi1(n)), . . . , xm(n− τim(n));
∞∑
p=1







, i = 1, . . . ,m, n ∈ Z+0 . (2.1)
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It is easy to see that L is a bounded linear operator and
ker L = lωc , Im L = lω0 ,
as well as
dim ker L = n = codim Im L.










y(k), y ∈ Y .
It is not difficult to show that P and Q are continuous projectors such that
Im P = ker L and kerQ = Im L = Im (I − Q ).











Clearly, QN and kP(I − Q )N are continuous. Since X is a finite-dimensional Banach space. Using the Arzela–Ascoli theorem,
one can easily to check that kP(I − Q )N(Ω) is compact for any open bounded set Ω ⊂ X . Moreover, QN(Ω) is bounded.
Thus N is L-compact onΩ . Since ImQ = ker L, the isomorphic mapping J from ImQ to ker L is I . We now are in position to
search for an appropriate open, bounded subsetΩ ⊂ X for the continuation theorem.
Corresponding to operator equation Lx = λNx, λ ∈ (0, 1), we have




n, x1(n), . . . , xm(n); x1(n− τi1(n)), . . . , xm(n− τim(n));
∞∑
p=1

















(1− λhbi)|xi(n)| + λh
∣∣∣∣∣fi
(
n, x1(n), . . . , xm(n); x1(n− τi1(n)), . . . , xm(n− τim(n));
∞∑
p=1













|xi(n)| ≤ M + J
M
bi
:= Ai, i = 1, 2, . . . ,m.
Denote A = (∑mi=1 A2i ) 12 +B, where B > 0 is a constant. Clearly, A is independent of λ. Nowwe takeΩ = {x ∈ X : ‖x‖ = A},
thisΩ satisfies condition (a) in Lemma 2.1. When x ∈ ∂Ω ∩ ker L = ∂Ω ∩ Rm, x is a constant vector in Rm with ‖x‖ = A.















h[−bi|xi|2 + |xi|(M + JM)]
≤ −min{b1 · · · bm}h‖x‖2 +
√
m(M + JM)h‖x‖ < 0.
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Therefore, QNx 6= 0 for any x ∈ ∂Ω ∩ ker L. Let ψ(γ ; x) = −γ x + (1 − γ )QNx, γ ∈ [0, 1], then for any x ∈ ∂Ω ∩ ker L,
xTψ(γ ; x) < 0. From the homotopy invariance of Brower degree, it follows that
deg{JQN,Ω ∩ ker L, 0} = deg{−x,Ω ∩ ker L, 0} 6= 0.
Condition (b) of Lemma 2.1 is also satisfied. Then we obtain that Lx = Nx has at least one solution in X , that is, (1.7) has at
least one ω-periodic solution. This completes the proof. 
3. Stability of periodic solutions
In this section, we shall construct an appropriate Lyapunov function to study the stability of periodic solutions for (1.7).


















then the ω-periodic solution x∗(n) = {(x∗1(n), x∗2(n), . . . , x∗m(n))T} of (1.7) is unique and globally exponentially stable in the
sense that there exist constants λ > 1 and δ ≥ 1 such that
m∑
i=1











, n ∈ Z+0 . (3.1)
Proof. Let x(n) = {(x1(n), x2(n), . . . , xm(n))>} be an arbitrary solution of (1.7), and x∗(n) = {(x∗1(n), x∗2(n), . . . , x∗m(n))>}
be an ω-periodic solution of (1.7). Then
|xi(n+ 1)− x∗i (n+ 1)| ≤ |xi(n)− x∗i (n)|(1− bih)+ h
m∑
j=1










Hij(p)|xj(n− p)− x∗j (n− p)|. i = 1, 2, . . . ,m. (3.2)
Now we consider functions βi(·, ·), i = 1, 2, . . . ,m, defined by

















where υi ∈ [1,∞), n ∈ Iω, i = 1, 2, . . . ,m. Since








































using the continuity of βi(υi, n) on [1,+∞) with respect to υi and the fact that βi(υi, n)→ −∞ as υi →∞ uniformly in
n ∈ Iω, i = 1, 2, . . . ,m, we see that there exist υ∗i (n) ∈ (1,∞) such that βi(υ∗i (n), n) = 0 for n ∈ Iω, i = 1, 2, . . . ,m. By















λp+1Hji(p) ≤ 1, n ∈ Iω, i = 1, 2, . . . ,m.















λp+1Hji(p) ≤ 1, i = 1, 2, . . . ,m. (3.4)
Now let us consider




, n ∈ Z, i = 1, 2, . . . ,m. (3.5)
Using (3.2) and (3.5), we derive that

































































































In view of (3.4), we get∆V (n) ≤ 0 for n ∈ Z+0 . From this result and (3.7) we have
m∑
i=1



































































We conclude from (3.1) that the unique periodic solution of (1.7) is globally exponentially stable and this completes the
proof. 
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4. Numerical simulations
Example 4.1.







1+ [x(n− 1)]2 +
100∑
p=1





(eh − 1)e−phx(n− p)
]2 + 5 sin(npi).







1+ [x(n− 1)]2 +
100∑
p=1





(eh − 1)e−phx(n− p)
]2 + 6 cos(npi).







1+ [x(n− 1)]2 +
100∑
p=1





(eh − 1)e−phx(n− p)
]2 + 7 sin(npi).
(4.1)
with initial conditions
(1) ϕ1(n) = 0.5 sin(pinh)+ 7, ϕ2(n) = 1.8 cos(3pinh)+ 1, ϕ3(n) = 2 sin(2pinh)− 15.
(2) ϕ1(n) = 5 sin(2pinh)− 6, ϕ2(n) = 0.8 cos(2pinh)+ 5, ϕ3(n) = sin(4pinh)− 6.
(3) ϕ1(n) = 1, ϕ2(n) = 3 cos(pinh)− 5, ϕ3(n) = 2 sin(2pinh)+ 2
respectively.














and the function Hij(p) satisfy
100∑
p=1




p(eh − 1)e−ph <
+∞∑
p=1
p(eh − 1)e−ph < +∞,












(1− λe−h)2 < +∞.
Thus, by using Theorems 2.2 and 3.1, the system (4.1) has a unique positive 2-periodic solution which is globally
exponentially stable (see Fig. 1).
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Fig. 1. The global exponential stability of a 2-periodic solution (h = 0.025).
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