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1. INTRODUCTION 
The well-known maximum principle for second order ordinary differen- 
tial inequalities has been extended to some cases of fourth order 
inequalities. In [l], the following result was proved. If U(X) is a real valued 
function satisfying 
d4) 2 0, x E (4 b), 
u’(a) 3 0, u’(b) < 0, 
and attains its minimum value at a point c E (a, b), then u is identically 
constant on (a, b). 
The previous result has been extended in [2] to the differential 
inequality 
d4) + f(x) u”’ + h(x) u” 3 0, 
where f(x) and h(x) are bounded on every closed subinterval of (a, b), 
h(x) d 0. 
In the present paper we obtain similar results for a more general class of 
differential inequalities of fourth order and for a wide class of inequalities 
of sixth order. 
The maximum principle has applications to the question of uniqueness 
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and continuous dependence on the boundary values for linear equations 
and, also, to the question of existence for nonlinear equations via 
monotone methods. 
Let us remember two theorems whose proof may be found in [3]. 
THEOREM 1.1. Let Lu = u” +f(x)u’ + h(x)u, wheref(x), h(x) E C”(a, b), 
h(x) < 0. Let u E C’(a, b) satisfy the differential inequality 
LUG0 (20), x E (a, b). (1.1) 
If u(x) assumes a nonpositive minimum (nonnegative maximum) value m at 
a point c E (a, b), then u = m on (a, b). 
THEOREM 1.2. Let Lu= u” +f(x)u’+ h(x)u, where f(x), h(x)E 
CO[a, b], h(x) d 0. Let UE C2(a, b) n C’[a, b] satisfy the differential 
inequality (1.1). If u(x) is nonconstant and assumes its nonpositive minimum 
(nonnegative maximum) value at x = a, then u’(a) > 0 (u’(a) < 0); if u(x) is 
nonconstant and assumes its nonpositive minimum (nonnegative maximum) 
value at x = b, then u’(b) < 0 (u’(b) > 0). 
Remark 1.1. If h(x)=0 on (a, b), then the words “nonpositive” and 
“nonnegative” may be omitted in Theorems 1.1 and 1.2. 
Remark 1.2. The hypothesis of continuity of f(x) and h(x) may be 
relaxed in Theorems 1.1 and 1.2. For example, Theorem 1.1 holds if we 
only suppose f(x) and h(x) bounded on every closed subinterval of (a, b); 
Theorem 1.2 continues to hold if f(x) and h(x) are bounded on [a, b]. 
Remark 1.3. If we replace the condition h(x) 60 by the following 
“there exists a function w(x) E C2(a, b) A C’[a, b] such that w(x) > 0 on 
[a, b] and Lw d 0 on (a, b)” then, results of Theorems 1.1 and 1.2 continue 
to hold if we replace u(x) by u(x)/w(x). Furthermore, if u(a)= u(b)=O, 
then, the restriction h(x) < 0 may be omitted in Theorem 1.2. 
2. OPERATORS OF FOURTH ORDER 
THEOREM 2.1. Let L,u=u”+f,(x)u’+h,(x)u, where f,(x), h,(x)E 
CO(a, b), h,(x) 6 0, and let L,u = u” + f2(x)u’ + h,(x)u, where 
f2(x), b(x) E C2(a, b), h,(x) < 0. S uppose u E C4(a, 6) n C’[a, b] satisfies 
the differential inequalities 
L,L,uBO (GO), XE (a, b) 
u'(a)20 (GO) (2.1) 
u’(b) 6 0 ( z 0). 
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If u(x) assumes zero as a minimum (maximum) value at a point qf’ (a, h), 
then we have u(x) = 0 on [a, h]. Furthermore, if h2(x) also satisfies 
L,h,>O, xe (a, h) (2.2) 
and u(x) assumes a nonpositive minimum (nonnegative maximum) value m at 
a point of (a, b), then u(x) = m on [a, 61. 
ProoJ: Suppose U(X) assumes zero as its minimum value at a point of 
(a, h). Let S= {xE(a, h):u(x)=O}. S is not empty and, by continuity of 
u(x), it is closed relative to (a, h). Let us show that S is open. Suppose 
x0 E S. If L,u > 0 on (a, x,), then (because h2(x) 6 0 and u(x) > 0) we also 
have L,u - h,u > 0 on (a, x,), and 
The latter inequality gives a contradiction because, by assumption, x0 is a 
point of minimum. Hence there is a point 5 E (a, x0) such that L,u(r) < 0. 
Similarly, because 
u.(b)=ev( -If*)j::cxp(ll,)(L,u-h,u)dx 
we can prove that there is 9 E (x,, b) such that L,u(q) ~0. Therefore, if 
v= L,u, by (2.1) we find 
Theorem 1.1 implies v = L,u < 0 on (5, v). But, the latter inequality and the 
assumption that x0 E (r, q) is a point of minimum imply (again by 
Theorem 1.1) U(X) = 0 identically on (& q). Thus S is open, hence 
S = (a, 6). By continuity we have U(X) = 0 on [a, h]. 
Now, suppose (2.2) holds and u(x) assumes a negative minimum value 
m at a point of (a, b). Let z(x) = U(X) - m. The function z(x) assumes zero 
as its minimum value on (a, h) and (in virtue of (2.2)) satisfies 
L,L,z=L,L,u-mL,h,BO, xE(a, b) 
z’(a) 3 0, z’(b) < 0. 
Hence z(x) = 0 and u(x) = m on [a, b]. By applying the previous result to 
-u(x) we get the complete proof of the theorem. 
THEOREM 2.2. Let L,u = u” + fi(x)u’ + h,(x)u, where f,(x), 
h,(x)EC’[a, hl, h,(x)<O, and let L,u=u”+,f,u’+h,(x)u, where f*(x), 
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h*(x) E C2[a, b], h2(X) < 0. Zf UE C4(a, b) n C3[a,b] is nonconstant, 
satisfies the dtfferential inequalities 
i 
L,L,u30 (GO), XE(4b) 
u’(a) = 0 (2.3) 
u’(b)<0 (20) 
and assumes zero as a minimum (maximum) value at x = a, then u”(a) > 0 
( < 0). Zf u E C4(a,b) n C3[a, b] is nonconstant, satisfies (instead of (2.3)) 
the following inequalities 
1 
L,L,u>O (GO), XE(%b) 
u’(a)>0 (60) (2.4) 
u’(b) = 0 
and assumes zero as a minimum (maximum) value at x = b, then u”(b) > 0 
( < 0). Furthermore, suppose h2(x) also satisfies (2.2). vu(x) is nonconstant, 
satisfies (2.3) and assumes its nonpositive minimum (nonnegative maximum) 
value at ~=a, then u”(a)>0 ( <O). Zf ( ) u x IS nonconstant, satisfies (2.4) and 
assumes its nonpositive minimum (nonnegative maximum) value at x = b, 
then u”(b) > 0 ( < 0). 
Proof: Suppose 0= u(a) 6 u(x) on (a, b), u(x) nonconstant. Since u 
assumes its minimum value at x = a and u(a) = u’(a) = 0 (by assumption), 
clearly L,u(a) = u”(a) 20. If L,u > 0 on (a, b), then by Theorem 1.1, u(x) 
attains its maximum value at x = b, but (as u’(b) < 0 by assumption) this 
contradicts Theorem 1.2. Hence there is 5 E (a, b) such that L,u(<) < 0. Let 
v(x) = L,u(x). We have: 
L,v>O, XE(4 0 
v(a) 2 0, 45) < 0. 
By Theorem 1.1, v(x) attains its maximum value at ~=a, hence (by 
Theorem 1.2) v’(a) < 0. By continuity, there exists E > 0 such that v’(x) < 0 
on (a, a + E), from which it follows 
L,u(x) < v(a), x E (a, a + E). (2.5) 
We have already proved that v(a)>O. If v(a) =O, then (by Theorem 1.1) 
(2.5) implies that u(x) attains its minimum value (equal to zero) at x = a, 
but this contradicts Theorem 1.2 (as u’(a) =0 by assumption). Hence 
u”(a) = L,u(a) = v(a) > 0. Similarly, if 0 = u(b) < u(x) on (a, b), u(x) is non- 
constant and satisfies (2.4) then we find v’(b) > 0 and u”(b) > 0. 
Now suppose u(x) is nonconstant and assumes its negative minimum 
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value m at .Y = a (x = h). Let Z(X) = u(x) -mm. The function z(x) assumes 
zero as its minimum value at x = u(x = h) and (in virtue of condition (2.2)) 
satisfies 
L, Lzr30, x E (a,h) 
z’(a) = u’(a) 
z’(b) = u’(b). 
Hence z”(a) = u”(a) > 0 (z”(b) = u”(b) > 0). By applying the previous result 
to -u(x) we complete the proof of the theorem. 
Remark 2.1. If L,h,(x) =0 on (a, b), the words “nonpositive” and 
“nonnegative” may be omitted in Theorems 2.1 and 2.2. 
Remark 2.2. If L,u = u”, Theorems 2.1 and 2.2 have been proved in 
[2]. More precisely, in [2, Theorem 21, it is shown that if U(X) assumes 
its minimum value at x= a, then u”‘(a)<O. By using notations of our 
Theorem 2.2, the previous result is equivalent to u’(a) < 0. 
Remark 2.3. Condition (2.2) cannot be omitted in Theorems 2.1 and 
2.2 if the minimum value m is strictly negative. This is shown by the 
following example: 
i 
(u”-exp(x)u)“>,O 
u’(0) = u’(2n) = 0. (2.6) 
The function u = cos x - 3 satisfies (2.6) and assume a negative minimum 
at x = n. Furthermore, the function (1 - cos x)‘- 20 assumes a negative 
minimum at x = 0 (and at x = 27t), u”(0) ( = u”(27r)) = 0 and satisfies (2.6). 
Of course, this example does not satisfy condition (2.2). 
Remark 2.4. By Theorem 2.1, if L,L,u>O on (a,h), u’(a)>O, 
u’(b) < 0, u(a) 3 0, u(b) > 0, and (2.2) holds, then we get U(X) > 0 on [a, h]. 
We give an alternative proof of this result without making use of condition 
(2.2). 
THEOREM 2.3. Let L,u=u”+f,(x)u’+h,(x)u where fi(x), hl(x)e 
C’[a, b], h,(x) < 0, and let L,u = u” +fi(x)u’ + h,(x)u, where f2(x), 
h,(X) E C2[a, 61, h,(x) < 0. Suppose uE C4(a, b) n C’[a, 61 satisfies the 
differential inequalities 
L,L,u~O, xE(a,b) 
u(a) 3 0, u(b) 3 0 
u’(a) > 0, u’(b) < 0. 
Then u(x) 3 0 on [a, h]. 
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Proof. If U(X) is a constant then the theorem is trivial, so suppose U(X) 
is nonconstant. If there exist x0, x, E (a, b) such that L,u(x,) = L,u(x,) = 0 
and we let u(x) = &u(x), then we have 
L,u>O, X~(XO~Xl) 
u(xJ = u(x1) = 0, 
and Theorem 1.1 implies u = L,u < 0 on (x,, x1). Thus we may consider the 
following five cases only: (1) L2u>0 on (n,b); (2) L,u<O on (a,b); (3) 
Lzu>O on (a,~,) and L,u<O on (x0,6); (4) L,u<O on (a,~,) and 
L2u30 on (x,,h); and (5) L,u>O on (a,~,), L,u<O on (x0,x1) and 
L,u>O on (x,, 6). 
(1) L,u > 0 on (a, b). Since u is nonconstant, by Theorem 1.1 u 
cannot assume any nonnegative maximum on (a, b). Hence, since u(a) > 0, 
u(b) > 0, u assumes its maximum at either x = a or x = 6. As a consequence, 
by Theorem 1.2 we have either u’(a) < 0 or u’(b) > 0, in contradiction to 
our hypotheses u’(u) > 0, u’(b) < 0. Therefore, if L,u > 0 on (a, b), then u 
must be a (nonnegative) constant on (u,6). 
(2) L,udO on (a, b). By Theorem 1.1 we have u(x)>0 on (a, b). 
(3) L,ubO on (a, x0). If there exists CE (a, x0] such that u(u)> u(c) 
then, by Theorem 1.1, U(X) has a nonnegative maximum at x = a. But this 
contradicts theorem 1.2 (because u’(u) 3 0). Hence u(x) > 0 on (a, x,,]. As 
L,udO on (x0, b) and u(xO) 20, u(b) 20, again by Theorem 1.1 we get 
u(x) 3 0 also on (x,, b). 
(4) L,u >/O on (x1, b). Proceeding as in case 3 we can prove that 
~(x)>u(b)>/O on [x,,b). Since (by assumption) L,u<O on (a,~,), 
u(u)>O, u(x,)>O we find (by Theorem 1.1) u(x)20 also on (a,~,). 
(5) L,u 30 on (a, x,,). We find 0 6 u(u) Q u(x) on (a, x,]. On (x,, b) 
we have L,u>O, hence u(x)>u(b) 80 on [x,, b). Finally, L,u<O on 
(x,, x1), u(xO) > 0, u(xl) 20 imply u(x) > 0 also on (x,, xl). The theorem 
is proved. 
Combining Theorems 2.3 and 2.1 we have the following 
COROLLARY 2.1. Under the hypotheses of Theorem 2.3, either u(x) 
vanishes identically or u(x) > 0 on (a, b). 
Remark 2.6. Theorems 2.1 and 2.3 continue to hold if we replace the 
condition h,(x) < 0 by the following “there exists a function w(x) E 
C2(u, b)n C’[u, b] such that w(x) >O on [a, b] and L, w 60 on (a, b).” 
The same remark holds for Theorem 2.2 if we add the restriction w’(a) = 
w’(b) = 0. 
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3. OPERATORS OF SIXTH ORDER 
THEOREM 3.1. Let L,u=u”+J~(x)u’+h,(x)u, where f,(x). hip 
C *” “[a,h], hi(x) i= 1, 2, 3. Jf u~C~(a, h)nC3[a, h] satisjies the 
differential inequalities 
i 
L,L,L,udO, XE (a, h) 
u(a) 3 0, u(b) 3 0 
u’(u) 3 0, u'(b) d 0 (3.1) 
(L, u)’ (a) d 0, (L3 u)’ (6) 3 0, 
then u(x) b 0 on [a, h]. 
ProojI Let v(x) = - L,u(x). We have by (3.1) 
i 
L, L,v>O, XE(Q,b) 
u'(u) B 0, u'(b) 6 0. 
(3.2) 
We proceed in four steps: (1) v(a) >O and v(b) 20; (2) v(a) <O and 
u(b) > 0; (3) v(a) > 0 and v(h) < 0; and (4) u(a) < 0 and v(b) < 0. 
(1) o(a) 2 0, v(b) 2 0. By Theorem 2.3, inequalities (3.2) imply 
v(x) = -L3u(x) 2 0. The latter and the hypotheses u(a) 2 0, u(h) 2 0 imply 
(by Theorem 1.1) U(X) 3 0 on (a, b). 
(2) v(a) < 0, v(b) > 0. We may suppose v(x) < 0 on (a, x,), 0(x0) = 0, 
x0 E (a, b). Obviously o’(x,) 2 0. Thus we have 
L,L,v&O x E (x0,6) 
u(xo) = 0, v(b) > 0 
u’(x,) 3 0, u’(b) < 0. 
Theorem 2.3 implies u(x) >, 0 on (x,, b). Hence, we obtain L,u > 0 on 
(a, x,), L,u < 0 on (x,, 6), u(a) > 0, u(b) 2 0. Following case 3 of the proof 
of Theorem 2.3 we find U(X) > 0 on (a, h). 
(3) v(a)>O, v(b) CO. Let v(x) <O on (x,, b), u(xI) =O, xl E (a, 6). 
Clearly v’(x,) < 0. Therefore we find 
L,L,vBO XE(U,X,) 
v(a) > 0, v(x,) =o 
v’(a) 2 0, v’(x, ) d 0. 
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By Theorem 2.3 it follows u(x) > 0 on (a, x,). Hence we have: L,u < 0 on 
(a, xl), L,u > 0 on (x1, b), u(a) > 0, u(b) >/ 0. Proceeding as in case 4 of the 
proof of Theorem 2.3 we get u(x) > 0 on (a, b). 
(4) v(a) f 0, u(b) 60. If u(x) ~0 on (a, b), then L,u 20 on (a, b). 
Arguing as in case 1 of Theorem 2.3, we find U(X) = 0 on (a, 6). Now, let 
v(x) d 0 on (a, x0), u(xO) = 0, (u’(x,) > 0) and u(x) f 0 on (x1, b), u(xI) = 0 
(u’(x,) < 0), where x0, x1 E (u,b). We have 
L,L,ubO, XE (x0, x1) 
u(x0) = u(x1) = 0 
u’(xlJ 2 0, u/(x,) < 0. 
Theorem 2.3 implies u(x)20 on (x,, x1). Hence we have: L,u>O on 
(a, x0), L,u Q 0 on (x,, x,), L,u > 0 on (x,, b), u(u) > 0, u(b) > 0. Proceed- 
ing as in case 5 of Theorem 2.3 we find U(X) 2 0 on (a, b). If u(u) < 0, 
u(b) =0 we find easily either L,u>O on (a, b) or L,u>O on (a, x0) and 
L,udO on (x,, b). In both cases we get U(X) 20 on (a, 6). The case 
u(u) = 0, v(b) < 0 is similar. The theorem is proved. 
LEMMA 3.1. Let Lu = u” +f(x)u’ + h(x)u, where f(x), h(x) E C”[u, 61, 
h(x) < 0. If u E C2(u, b) n C1 [a, 6) is nonconstant and satisfies 
i 
Lu60, XE (4 6) 
u(u) = u’(u) = 0, (3.3) 
then u’(x) < 0 on (a, 61. Whereas, if UE C2(a, b) n C’(u, b] is nonconstant 
and satisfies 
i 
LukO, x E (4 b) 
u(b) = u’(b) = 0, (3.4) 
then u’(x) <O on [a, b). 
Proof. Suppose U(X) nonconstant and satisfies (3.3). If there is c E (a, b] 
such that u(c) 2 u(u), then (by Theorem 1.1) U(X) assumes zero as its mini- 
mum value (on (a, c)) at x = a, but this contradicts Theorem 1.2 (because 
u’(u) = 0). Hence 0 = u(u) > U(X) on (a, b]. Now, given XE: (a, b], clearly 
Lu<O on (a, x), u(u)=O, u(x) ~0. Hence Theorems 1.1 and 1.2 imply 
u’(x) < 0. Similarly, if (3.4) holds and U(X) is nonconstant, we can prove 
that u(x)>u(b)=O and u’(x)<0 on [a, b). 
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THEOREM 3.2. Let L;u=u” +.f;(x)u’+h,(x)u, where A.(x), ~,(x)E 
C2”~m”[a, h], h,(x)<O, i= 1,2, 3. IfuEC’(a, h)n C3[a, h] satisfies 
L,L,L,ud@ XE (a, b) 
u(a) = u(h) = 0 
u’(a) = u’(b) = 0 (3.5) 
u”(a) = u”(h) = 0 
then u(x) > 0 on [a, b] 
Proof We may suppose U(X) nonconstant. If u(x) = L,L,u(x), then 
(3.5) implies L,o GO. Hence, as in the proof of Theorem 2.3, we may 
consider the following five cases only: (1) u(x) 2 0 on (a, 6); (2) u(x) 6 0 
on (a, 6); (3) v(x)>0 on (a, x,) and V(X) 60 on (x,, b), x, E (a, h); 
(4) u(x)<0 on (a, x0) and v(x)>0 on (x,, b), +,E (a, b); and (5) u(x)<0 
on (a, x,), u(x) 2 0 on (x,, x,) and u(x) d 0 on (x,, b). 
(1) Now we have 
L,L,u>O, x E (a, b) 
u(a) = u(b) = 0 
u’(a) = u’(b) = 0. 
Theorem 2.3 gives U(X) > 0 on [a, h]. 
(2) By assumption and by (3.5) we have 
L,L,u<O, x E (4 h) 
u(u) = u(h) = 0 
u’(a) = u’(h) = 0. 
Theorem 2.3 applied to --u implies u(x) d 0 on [a, b]. Hence u assumes 
zero as its maximum value at ~=a. By Theorem 2.2 it must be u”(a) ~0, 
but this contradicts (3.5). Consequently, if u(x) < 0 on (a, 6), then u must 
be a constant on (a, 6) and this constant must be zero by (3.5). 
(3) We split this case into two subcases: (3,) L,u(x,)<O; (3,) 
L,u(x,) 20. Let us observe that (3.5) imply L,u(a)= L,u(b)=O. 
(3,) We have 
L,L,u 2 0, XE(U, x1) 
L,u(a) =o, LjU(Xl) < 0. 
By Theorem 1.1 it must be L,u < 0 on (a, x,). Because of u(a) = u’(u) = 0, 
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Lemma 3.1 implies that U(X) is decreasing on (a, x,]. Hence u(x,)<O and 
u’(x,) < 0. So we have 
L,L,u<O, XE(Xl,b) 
4x,) co, u(b) = 0 
u’(x,) < 0, u’(b) = 0. 
By Theorem 2.3 applied to -u, we get u(x) < 0 on [a, b]. As a conse- 
quence, u assumes zero as its maximum value at x = b. Hence, by 
Theorem 2.2 we have u”(b) ~0 in contradiction to our hypothesis 
u”(b) = 0. It follows that if u(x) 2 0 on (a, x,), u(x) 6 0 on (xi, b) and u is 
nonconstant on (a, b), then L,u(x,) cannot be negative. 
(3,) In this case we have 
L,L,u<O, xE(x,> b) 
&4x,) b0, L,u(b) = 0. 
Theorem 1.1 gives L,u 20 on (xi, 6). Since u(b) = u’(b) =O, Lemma 3.1 
implies that U(X) is decreasing on [x,, 6). Hence u(x) > 0 on [x,, b) and 
u’(x,) GO. On (a, x,) we have 
L,L,u>O, XE(U, XI) 
u(u) = 0, u(x,)>O 
u’(u) = 0, u’(x,) 6 0. 
By Theorem 2.3 we get u(x) > 0 also on (a, x,). 
(4) Arguing as in case (3,) (but starting from (x,, b)), we find a con- 
tradiction if we suppose L,u(xo) < 0. Whereas, if L,u(x,) > 0, proceeding 
as in case (3*) (but starting from (a, x,)), we find U(X) 20 on (a, b). 
(5) Let us split this case in the following four subcases: (5,) 
L,u(x,)>O and L,u(x,)>O; (52) L,u(x,)dO and L,u(x,)<O; (5,) 
L3u(xo)>0 and L,u(x,)<O; and (54) L,u(x,)<O and L3u(x1)>0. 
(5,) Let 
L,L,u<O, XE (4 x0) 
L,u(u) =o, L, u(xrJ) 2 0. 
By Theorem 1.1, L,uBO on (a, x,,). Since u(u) = u’(u) =O, Lemma 3.1 
(applied to -u) implies that U(X) is increasing on (a, x,,). Hence u(x) 2 0 
on (a, x0) and u’(x,) > 0. On (x,, 6) we have 
L,L,u60, xE(x,, b) 
&4x,) 2 0, L,u(b) =O. 
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Theorem 1.1 gives L,u 2 0 on (x, , h), and Lemma 3.1 implies that u(x) is 
decreasing on (x,, h). Hence u(x) 3 0 on (x, , h) and u’(x,) 6 0. On (xc), x, ) 
we have 
L,L,u10, XE(-%,.Y,) 
4x0) > 0, u(x,)bO 
u’(x,) 3 0, u’(x,) co. 
By Theorem 2.3 we obtain u(x) 3 0 also on (x,, x,), 
(5,) Let us start by (x,, x,). 
L,L,u>O, xc bb x1) 
-&4x,) 6 0, L,u(x,) < 0. 
By Theorem 1.1, L,u < 0 on (x,, x,). Let 5 E [a, x,), q E (x1, b] such that 
L3u<0 on (t;,q) and L3u(t)=L3u(q)=0. Suppose (>a and q<b. We 
have (by assumption) 
L,L,u<O, XE(U3 5) 
L,u(a) = LjU(5) =o. 
By Theorem 1.1, L,u>,O on (a, t). Similarly we find L,u>O on (q, b). 
Proceeding as in case (5 r ), we find that U(X) is increasing on (a, 5) and 
decreasing on (q, b). Since L,u<O on (<, n), we have u(x) 20 on (a, b). 
Also for r = a or q = b, we find U(X) > 0. 
(U Let 
L,L3udO, XE (4 x0) 
L,u(u) = 0, L, u(xJ > 0. 
Theorem 1.1 gives L,u30 on (a,~,). Let 4~(.q,,xr) such that L,u>O on 
(a, 5) and L,u(<) =O. B y L emma 3.1 U(X) is increasing on (a, 5); hence 
u(x) > 0 on (a, 0. By assumption we may write 
L,L,u>O, XE(5,-X,) 
L,u(O = 0, LjU(X1) < 0. 
Theorem 1.1 implies L,u<O on (4, x1). Let 4 E (x,, b] such that L,u<O 
on (5, q) and L, u(q) = 0. Again by assumption we have, if q < b, 
L,L,u go, xE(v>b) 
L3u(q) = L,u(b) = 0; 
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hence L,u b 0 on (q, b). By Lemma 3.1 it follows that U(X) is decreasing 
(thus U(X) 20) on (q, b). Finally, because L,u<O on (5, q), u(t) >O, 
u(q) B 0 we have U(X) 2 0 also on (5, q+). If 4 = b we reach the same conclu- 
sion. 
(54) Proceeding as in case (53) (but starting from (x,, b)) we find 
U(X) 2 0. The theorem is proved. 
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