r Bipolar and amacrine cells presynaptic to the ON sustained α cell of mouse retina provide currents with a higher signal-to-noise power ratio (SNR) than those presynaptic to the OFF sustained α cell.
Introduction
The visual system consists of separate ON and OFF pathways that begin in the retina, travel through the lateral geniculate nucleus, and mix together to form the receptive fields of cortical neurons. An essential distinction between ON and OFF neurons is that they signal opposite contrasts: ON neurons signal positive contrasts (brightening) and OFF neurons signal negative contrasts (dimming). One of the earliest discoveries about the retina was paired ON and OFF neurons with similar functional properties, suggesting a symmetry between ON and OFF pathways (Kuffler, 1953; Peichl & Wässle, 1981) . The α ganglion cells of ON and OFF types are one of the better studied functional pairs that occur in a variety of species. ON and OFF parasol cells in primate retina are another well studied, and perhaps homologous, functional pair. Yet the light responses of these functional pairs show clear asymmetries in receptive field size, temporal kinetics, maintained firing and noise correlations, presumably the result of being constructed of different J Physiol 595.22 interneurons, neurotransmitter receptors and signalling cascades (Chichilnisky & Kalmar, 2002; Zaghloul et al. 2003; Margolis & Detwiler, 2007; Murphy & Rieke, 2008) .
To date, descriptions of how light-adapted retinal circuitry maintains a balance of signal over noise, as signals flow from photoreceptors to ganglion cells, have not differentiated between ON and OFF pathways (although see Pandarinath et al. 2010; Takeshita et al. 2017 for dark-adapted retina). According to this description, signals are conveyed from photoreceptors to ganglion cell by components of the retinal circuit, including transduction molecules, synaptic vesicles, and ionic channels. All of these circuit components behave stochastically and generate noise. As a result, the signal-to-noise ratio decreases from one array of neurons to the next. There is a substantial loss between the arrays of photoreceptors and bipolar cells, and another equally substantial loss between arrays of bipolar and ganglion cells, including a loss from the ganglion cell's spike generating mechanism (Dhingra & Smith, 2004; Borghuis et al. 2009; Ala-Laurila et al. 2011; Freed & Liang, 2014) . Despite these losses, and because of the convergence of signals onto ganglion cells, ultimately ganglion cells have a higher signal-to-noise ratio than photoreceptors, although requiring integration across a larger receptive field.
Here I provide evidence for a loss of signal-to-noise ratio at the penultimate step before spike generation, when ganglion cells combine currents from bipolar and amacrine cell synapses. The cells chosen for this study were ON and OFF sustained α ganglion cells of the mouse retina. These cells respond with similar temporal kinetics that distinguish them from the faster kinetics of the OFF transient α cell (Pang et al. 2003; Margolis & Detwiler, 2007; van Wyk et al. 2009; Marco et al. 2013; Baden et al. 2016) . I measured the signal-to-noise power ratio (SNR) of presynaptic bipolar and amacrine cell arrays and assessed how signal and noise from these arrays are combined into postsynaptic currents at the threshold membrane voltage for spiking. I found a loss of SNR between presynaptic arrays and postsynaptic currents, which was greater for the ON cell than for the OFF cell, evidence of a functional asymmetry between ON and OFF pathways. Yet the arrays presynaptic to the ON cell had a ß3-fold higher SNR than arrays presynaptic to the OFF cell. This meant that, despite the ON cell's lower efficiency, its postsynaptic currents that trigger spikes ultimately have a ß2-fold higher net SNR than do the OFF cell's postsynaptic currents.
Methods

Ethical approval and electrophysiology
All procedures conformed to National Institutes of Health guidelines for animals in research and were reviewed by the University of Pennsylvania Committee for the Care and Use of Animals. A mouse (3-7 months old) was dark adapted for 1.5 h, then anaesthetized with ketamine (100 mg kg −1 I.P.) and xylazine (10 mg kg −1 I.P.). The animal was killed by cervical dislocation and the eyes removed. The retina was removed from an eye under infrared illumination and hemisected; the dorsal half was placed in a chamber on an upright microscope and superfused with Ames' medium gassed with carbon dioxide and oxygen (Sigma-Aldrich, St. Louis, MO, USA).
In initial experiments (22 cells), a transgenic mouse was used whose ganglion cells express green fluorescent protein (eGFP) on a wild-type background under the control of a gene for the transcription factor Isl2 (Triplett et al. 2014) . This allowed large ganglion cell somas to be targeted using fluorescence microscopy, but not significantly better than in subsequent experiments with wild-type retinas (CB57Bl/6J, 49 cells) using interference contrast microscopy (Dodt & Zieglgansberger, 1990) . Experimental results from these two lines of mice were indistinguishable and were therefore combined. A glass patch pipette (ß6 M ) was formed with a Sutter P-87 puller (Sutter Instrument Company, Novato, CA, USA). For voltage clamp recordings, the pipette was filled with a solution of (in mM): 120 caesium gluconate, 8 NaCl, 1 EGTA 4Na, 10 Hepes, and 6 N-(2,6-Dimethyl phenylcarbamoylmethyl)triethylammonium chloride (QX-314 Cl) (Tocris, Avondale, Bristol, UK). With this pipette solution, the calculated liquid junction potential was −14 mV, the calculated reversal potential for chloride conductances was E inh = −58 mV, and for cationic conductances was E exc = 4 mV (Barry, 1994) . For current clamp and conductance clamp recordings, the pipette was filled with a solution of (in mM): 105 KOH, 138 gluconate, 33 NaOH, 7 NaCl, 10 Hepes, 1 EGTA 4Na. With this pipette solution, the calculated liquid junction potential was −14 mV, and the calculated reversal potentials were E inh = −76 mV and E exc = 0 mV. The ionic gradients set up by this pipette solution approximated physiologically normal ones (Homann & Freed, 2017) .
Recordings were acquired with a Multiclamp 700B patch-clamp amplifier and digitized at 10 kHz (Digidata 1440A, pCLAMP 10, Molecular Devices, Downingtown, PA, USA; 4-pole Bessel filter, cutoff frequency 4 kHz). To construct SNR/V and I/V plots, the membrane potentials were corrected after the recording for the liquid junction potential (V LJ ) and for the voltage drop across the access resistance (R a = 20 ± 1 M , mean ± SEM). For current clamp, conductance clamp, or fast switch voltage clamp, the membrane potential was corrected for V LJ before the recording by zeroing the pipette current while clamping at −V LJ . For fast switch voltage clamp, membrane capacitance (C m ) and R a were compensated by 90%.
When an Ag-AgCl electrode is newly immersed in a pipette solution that approximates the low chloride concentrations natural to neurons (5-15 mM), the junction potential between wire and solution drifts for 30 min or less and then stabilizes (Kay, 1992; Shao & Feldman, 2007) . Therefore, after inserting a new pipette, and after placing the tip of the pipette in the bath, drift was observed until it became negligible, and only then was sealing to a ganglion cell attempted.
Visual stimulation
An organic liquid crystal display (Lucivid XC-R; Microbrightfield, Williston, VT, USA) was focused through a ×4 water immersion objective lens, projecting a rectangular raster onto the retina (2.4 mm × 3.7 mm, 600 × 800 pixels, 75 Hz refresh rate). Stimuli were programmed in MATLAB (MathWorks, Natick, MA, USA) using procedures provided by the Psychophysics Toolbox (Brainard, 1997) . The relationship between gun voltage and stimulus intensity was linearized by a lookup table. The intensity of the rectangular raster, which served as the grey background to a flashing spot or a moving bar, was 2.2 nW mm −2 on the retina, which, due to the overlap of stimulus and photoreceptor spectra, caused the following isomerization rates: 2 R = 500 nm) (Carter-Dawson & Lavail, 1979; Wang et al. 2011) .
Equations for the voltage dependence of SNR
The mean amplitude of currents from excitatory and inhibitory conductances is
where: . . . means averaging over stimulus repeats; V m is the membrane potential; E inh and E exc are reversal potentials; and g inh and g exc are conductance changes (Taylor & Vaney, 2002; Manookin et al. 2008) . The variance of the combined current is
and the SNR of the combined current is
In eqns (1)-(3), the conductance g exc is the sum of a voltage-independent conductance g AMPA and a conductance g NMDA that is voltage dependent due to a magnesium block (Cohen & Miller, 1994; Manookin et al. 2010) :
where: [Mg 0 ] = 1.2 mM is the magnesium concentration in Ames' medium; K d = 180 mM is the effective magnesium dissociation constant; and V δ = 15 mV governs voltage dependence (Venkataramani & Taylor, 2010; Stafford et al. 2014) . SNR/V plots were fitted with eqn (3) substituted with eqns (1), (2) and (4) (Levenberg-Marquardt algorithm). The freely fitted parameters were the changes in excitatory and inhibitory conductances and their standard deviations ( g inh , g exc , σ g inh , σ g exc ). Except where noted, the constrained parameters were the reversal potentials of these conductances set by the pipette solution for voltage clamp (E inh , E exc ). There is an ambiguity in the freely fitted values: if they are all multiplied by the same factor, an identical fitted curve results. This ambiguity had no effect on the findings in this paper, which depended only on the form of the fitted curve. Fitting eqn (1) to I/V plots from the same data resulted in unambiguous values for conductances. For the ON cells, fitting I/V plots indicated a small positive inhibitory conductance, and larger positive excitatory conductance (200-500 μm diameter spot, −100 to 100% contrast, g inh = 1.3 ± 0.3 nS, g exc = 3.1 ± 0.4, mean ± SEM). For the OFF cells, fitting indicated a negative inhibitory conductance and a slightly larger positive excitatory conductance ( g inh = −3.0 ± 0.4 nS, g exc = 5.0 ± 0.5).
Covariance functions
The normalized covariance of two currents X(t) and Y(t) at lag time t was calculated as
where: eqn (1) every 20 μs to calculate the current. The amplitudes of conductances were adjusted until the voltage traces resembled those recorded from the same cell during presentation of flashing spots, with similar depolarizations and spike bursts. Typically, the adjusted clamped conductances were 2-3 times larger than the recorded conductances. This is to be expected from the electrotonic structure of a ganglion cell: current is recorded under voltage clamp while dendrites and cell body are equipotential and then converted to conductance; yet in conductance clamp, even more current than this must be injected to depolarize both the cell body and the dendrites. SNR/V plots were fitted by eqn (3) equally well whether the voltage dependency of g NMDA was included or not (χ 2 140,349 ± 443,680 with, and 133,393 ± 413,112 without, mean ± SD, n = 66 cells, t test, P α = 0.05, Levenberg-Marquardt, data points weighted by SD −1 ). Because voltage-dependent conductances were not required to approximate the voltage dependency of SNR, commands to the conductance clamp comprised two voltage-independent conductances: g exc (t) and g inh (t).
Spike threshold was measured from current clamp recordings. Spikes were located where the derivative of the voltage exceeded a threshold (20 V s −1 ). A histogram of membrane voltages at the initiation of spikes was constructed, and spike threshold taken as the average potential in the first (lowest value) bin of the histogram.
Experimental design and statistical analysis
All data analyses were performed using the computer program IGOR (Wavemetrics, Lake Oswego, OR, USA). All statistical analyses were performed using the computer program JMP (SAS Institute, Cary, NC, USA). In Fig. 6 , the SNR of the spike train was analysed using the Wilcoxon Each Pair test, which is a non-parametric multiple comparison and appropriate for data that may not be normally distributed. To achieve statistical significance, the probability that the data came from a distribution with the same mean value as the control condition was less than 0.02, except for the condition labelled g inh (t) in Fig. 6 , for which the probability was less than 0.05.
Results
The SNR from presynaptic arrays is higher for ON cells than for OFF cells
To start an experiment, a pipette tip was sealed against the largest cell bodies in the ganglion cell layer and then spikes were recorded extracellularly (15-25 μm diameter). Cells that responded to a flashed spot with a sustained burst of spikes, and which did not respond selectively to the direction of a moving bar, were identified as sustained α cells and were chosen for further study.
Under light-adapted conditions, ON cells respond robustly to positive contrasts, and only weakly to low negative contrasts; OFF cells are more severely rectified and respond more exclusively to negative contrasts (Zaghloul et al. 2003; . Therefore, a bright spot was used for ON sustained α cells and a dark spot for OFF sustained α cells to detect ON/OFF asymmetries. Both stimuli were flashed for 100 ms on a grey background. The diameter of the spot was adjusted to provide the largest responses (as judged from the extracellularly recorded spike train), which have the highest SNR (100-500 μm, −100 to 100% contrast) (Homann & Freed, 2017) .
To record postsynaptic currents, the patch of membrane under the pipette tip was disrupted, and the cell placed under whole-cell voltage clamp. A cell was stepped to about 25 different potentials (ß−70 mV + 5 mV steps). At each potential, a spot was flashed 10 times ( Fig. 1Aa and Ab) and the SNR of evoked currents was calculated as follows. The average current was measured during two 100 ms intervals, one before the spot was flashed, and another coinciding with the sustained burst of spikes. The difference in mean currents between these two intervals was taken as the evoked current. Evoked current was averaged across flashes, squared, and then divided by the variance across flashes to give SNR.
Plots of SNR against membrane potential were constructed ( Fig. 1Ba and Bb). Usually, less than three blocks of about 25 voltage steps were sufficient to produce a SNR/V plot that smoothly transitioned between voltages. To fit these curves, the standard equation used to fit I/V curves was modified to include parameters for light-evoked conductances and their standard deviations over stimulus repetitions (eqn (3) substituted with eqns (1), (2) and (4), Methods).
Directly from SNR/V curves, it was possible to read off the SNR from each presynaptic array. SNR exc from the bipolar array was the intersection of the curve with the reversal potential for inhibitory conductances (chloride, E inh ), which averaged 154 ± 30 for the ON cells and 47 ± 9 for the OFF cells (mean ± SEM) ( Fig. 1Ca and Cb). SNR inh from the amacrine cell array was the intersection of the curve with the reversal potential for excitatory conductances (cationic, E exc ), which averaged 11 ± 3 for the ON cells and 5 ± 1 for the OFF cells. These values specify SNR after losses due to synaptic transmission, which are significant, and losses due to the gating of ionic channels, which are negligible (Freed & Liang, 2014) . Therefore, for both ON and OFF cells, bipolar cell arrays provide a more than 9-fold greater SNR than amacrine arrays do. Also from the SNR/V curves, it was possible to read off peak SNR (SNR max ), which was 165 ± 32 for ON cells and 52 ± 10 for OFF cells. Therefore, comparing ON and OFF cells, the ON cell's presynaptic arrays provided an approximately 3-fold greater SNR than the OFF cell's arrays did.
Estimates of SNR are not distorted by space clamp
Compartmental modelling of retinal ganglion cells indicates that the voltage at the soma required to reverse inhibitory or excitatory currents from the dendrites can be different from E inh or E exc (Poleg-Polsky & Diamond, 2011) . This discrepancy constitutes a failure of space clamp that would contaminate putative excitatory currents with inhibitory ones and vice versa, leading to a misestimation of their SNRs. To check the quality of space clamp, SNR/V plots were fitted with eqn (3), which gave values for E inh or E exc . Here a spot of 500 μm diameter and of high contrast (−100 or 100%) was chosen to increase both excitatory and inhibitory currents and thus the likelihood of space clamp failure (n = 24 cells) ( Fig. 2A) . Estimated E inh was −56 ± 5 mV (mean ± SD), close to −58 mV that was expected from the Goldman-Hodgkin-Katz equation. Estimated E exc was −1 ± 12 mV, close to an expected 4 mV. E exc was also estimated by another method: blocking the inhibitory conductance, and then measuring the zero-current intercept of I/V curves (n = 8 cells, Fig. 2B-D) . The resulting estimate of E exc was 6 ± 4 mV, close to an expected 4 mV. Therefore, the mean estimated values for E inh and E exc were close to their expected values, which implied that systematic space clamp error was small (Fig. 2E) . The recorded cells have a sparsely branched dendritic morphology that is more likely to be adequately clamped than more complex morphologies such as the ON-OFF directionally selective ganglion cell (Poleg-Polsky & Diamond, 2011) . The estimated values clustered around the expected values, which implied a non-systematic error that could be minimized by fitting SNR/V plots using the expected values for E inh and E exc .
Unlike a SNR/V plot, a conventional I/V plot may not warn of space clamp failure. This is because, when fitting an I/V plot, an error in E inh and E exc can be compensated by erroneous values for excitatory and inhibitory conductances, unless one conductance is blocked. When fitting an SNR/V plot, the parameters are not ambiguous in this way (see Fig. 2 ). For example, early in a previous study (Homann & Freed, 2017) , some SNR/V plots were poorly fitted with eqn (3) using expected values of E inh and E exc . This alerted us to, and allowed us to avoid, an error in membrane potential that was caused by drift in pipette potential (see Methods). Each SNR/V curve had a clear singular maximum, SNR max , that occurred either close to the chloride potential or slightly depolarized to it (Fig. 1) . It can be shown, by taking the derivative of the equation that was used to fit SNR/V plots, that the maximum value of this equation approximates the sum of SNRs from bipolar and amacrine cell arrays (SNR exc + SNR inh ) (Methods section of Homann & Freed, 2017) . Furthermore, it can be shown that the sum of SNRs is the highest SNR that can be derived by combination of two or more sources by any method (Brennan, 1959) . Therefore, to see how closely ON and OFF cells conformed to theory, I measured the peak SNR of each plot (SNR max ) and compared it to the sum of SNRs from bipolar and amacrine cell arrays.
To accomplish this, I expanded the range of spot sizes beyond those that I had used before: the additional stimuli were not optimal because they extended beyond the receptive field centre and thus reduced the evoked current (200-1000 μm) (see Homann & Freed, 2017) . I plotted SNR max against the sum SNR exc + SNR inh and found that the resulting data points lined up close to the diagonal (Fig. 3) . Accordingly, regression fits to the data points had slopes that were close to one: 1.13 for the ON sustained α cell and 1.03 for the OFF sustained α cell. Also, the fits could explain 99.3% of the variance in SNR max for the ON cells and 99.6% for the OFF cells (coefficient of determination, R 2 ). This was evidence that the peak of SNR/V curves closely approximated the maximum SNR that could be derived by combining signals from bipolar and amacrine cell arrays.
The ON cell triggers spikes with postsynaptic currents of submaximal SNR, leading to a loss of SNR So far, it has been demonstrated that the peak of the SNR/V plot approximates the maximum SNR that can be derived from bipolar and amacrine cell arrays, which might imply an efficient integration of signal and noise from these arrays, except for one consideration. Maximum SNR occurs at a particular membrane potential that may not match the potential that triggers spikes. Such a mismatch could reduce the SNR of the spike train. To look for a match or mismatch, a SNR/V curve for each cell was converted from the ionic gradients during voltage clamp to the more natural ionic gradients during current clamp (see Methods). This was accomplished by plotting out eqn (3) using the parameters derived from SNR/V plots under voltage clamp, and by converting the values for E inh and E exc to those that apply under current clamp (Fig. 4) .
The spike threshold was taken from whole-cell current clamp recordings (of the same cells used for dynamic clamping, see below, Methods). Spike threshold was −41 ± 1 mV for ON cells and −50 ± 2 for OFF cells (N = 14 OFF cells and 15 ON cells).
For the ON cells, there was a mismatch between the membrane potential for peak SNR and spike threshold (Fig. 4) . The SNR/V curve descended between the membrane potential for maximum SNR and spike threshold, implying a considerable loss of SNR. For the OFF cells, however, maximal SNR was fairly close to the SNR at spike threshold, implying a smaller loss. To quantify how much of the SNR available from the presynaptic arrays was retained in the currents that trigger spikes, I calculated the ratio of SNR at spike threshold to SNR max as a measure of efficiency (SNR sp /SNR max ). By this measure the ON cell had an efficiency of 0.54 ± 0.06 but the OFF cell had a much greater efficiency of 0.90 ± 0.03. For either ON or OFF cells, there was no significant differences in efficiencies across contrasts, and so contrast had no effect on efficiency. Therefore, the ON cell is less efficient than the OFF cell at retaining the SNR from its presynaptic arrays in the currents that trigger spikes.
Fast switch voltage clamp derives conductances modulated by bipolar and amacrine cells
ON cells trigger spikes with postsynaptic currents of submaximal SNR, but does this affect the SNR of the spike train? To test this, synaptic conductances were recorded and then reintroduced into ON and OFF cells to generate postsynaptic currents of different SNRs to see the effect on the spike train.
To record excitatory and inhibitory conductances, I used the fast switch mode of voltage clamping. Fast switching has the advantage that it can record both currents virtually simultaneously. To record in the fast switch mode, whole cell voltage clamp was established, a flashing spot stimulus was presented and the membrane voltage was switched between E inh and E exc (Cafaro & Rieke, 2010) . Current was measured after each switch when the membrane voltage had settled (within 20 ms). Measurements at E inh contributed the time varying current through the excitatory conductance, and measurements at E exc contributed the current through the inhibitory conductance (Fig. 5A) .
Switching frequency was 100 Hz, which was higher than the bandwidth of signal and noise from the retinal circuit (attenuated 10-fold at 16 and 32 Hz, respectively, Freed & Liang, 2014) . Fast switch currents matched the currents recorded when the membrane voltage was held stationary at either E inh or E exc (Fig. 5B ) indicating that fast switching had captured the overall time course of excitatory and inhibitory synaptic currents. Therefore, each current was divided by the driving force on its permeant ions ((E exc − E inh ) or (E inh − E exc )), to provide time-varying excitatory and inhibitory conductances ( Fig. 6Aa and Ab).
Noise from excitatory and inhibitory currents is sometimes correlated, the result of random fluctuations that are synchronized between the currents, but not synchronized to the stimulus. Under specific conditions, such 'noise correlations' can increase the SNR of the spike train (Averbeck et al. 2006; Cafaro & Rieke, 2010; Franke et al. 2016; Zylberberg et al. 2016) . To show the temporal structure of noise correlations for ON and OFF cells, I calculated the covariance function between excitatory and inhibitory conductances (Fig. 5C, magenta curves) . To show the structure of total noise, I calculated the autocovariance function of each current (Fig. 5C, The diameter and shading of data points represent the size and contrast of stimulus spots (±30, ±60, or ±100% contrast, 100-1000 μm diameter, n = 71 cells).
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the minimum or maximum of the covariance function, was less than one-seventh the amplitude of total noise, taken from the maxima of the autocovariance function (0.07 ± 0.05 for ON cells; −0.14 ± 12 for OFF cells). Because noise correlations depend on random fluctuations, they should not produce noise correlations across trials of the stimulus. To check this, I calculated the 'shuffled' covariance function, which is the covariance between the excitatory current from trial 1, and the inhibitory current from trial 2, and so on. The shuffled covariance function was flat, showing that noise correlations were eliminated by shuffling, as expected (Fig. 5C, cyan curves) . The shuffled covariance function also served as a check on the accuracy of the voltage clamp. If, during fast switching, the membrane had been clamped to potentials different from the reversal potentials, excitatory current would have contaminated inhibitory current, and vice versa, which would have produced a spurious covariance. Such contamination was negligible because shuffling reduced covariance to negligible levels. Vesicular release from photoreceptor terminals produces noise, which travels downstream, diverging into bipolar and amacrine cell arrays, and appears as correlations between excitatory and inhibitory currents in ganglion cells (Ala-Laurila et al. 2011) . Amacrine and bipolar cells form conventional and dyadic synapses onto a ganglion cell, respectively, and accordingly generate noise that is independent and uncorrelated (Freed & Liang, 2014) . Therefore, the finding that noise correlations contribute less than one-seventh the variance that total noise does -where total noise is from the combination of shared and independent sources -implies that noise from the photoreceptors and other shared sources is a small component of all the noise impinging on a ganglion cell.
ON-OFF asymmetry in the transformation from synaptic conductances to spikes
The effects of reintroducing fast switch conductances on the SNR of the spike train could be predicted from SNR/V curves. For the ON cell, the value of the curve at E inh (SNR exc ), which is due to excitatory currents alone, was higher than the value of the curve at intermediate potentials at which both excitatory and inhibitory conductances contribute currents (e.g. Fig. 1Ba) . Therefore, introducing the excitatory conductance alone -omitting the inhibitory conductance -was predicted to increase the SNR of the spike train above the control value with both conductances. For the OFF cell, the value of SNR exc was close to the value of the curve at intermediate potentials (e.g. Fig. 1Bb) . Therefore it was difficult to predict the effect of introducing the excitatory input alone. For both ON and OFF cells, the value of the curve at E exc (SNR inh ), which was due to inhibitory currents alone, was much below the value at intermediate potentials, so introducing the inhibitory conductance alone was predicted to drastically reduce the SNR of the spike train below the control value.
Ganglion cells have standing conductances that are modulated by visual stimulation. These standing conductances set a ganglion cell's resting potential and thus establish its spontaneous firing levels . To re-establish standing conductances, the same grey background that was presented during visual stimulation was presented during dynamic clamping. So as not to disturb standing conductances, the conductances were introduced as stimulus-evoked changes, from which standing conductances had been removed (Fig. 6Aa and Ab).
Dynamic clamping produced a series of depolarizations that triggered spikes ( Fig. 6Ba and Bb) . The SNR of the spike train was calculated similarly to the SNR of currents: spike rate was measured during a 100 ms baseline interval before each depolarization and during the burst of spikes. Evoked spike rate was calculated as the difference in spike rate between these two intervals. Evoked spike rate was A, the membrane potential is switched between E exc and E inh at 100 Hz. Excitatory (green) and inhibitory (red) currents are measured at E inh and E exc , respectively. B, the currents from fast switching (dots) matched currents recorded by holding the membrane potential steady at E inh or E exc (red I inh or green I exc , respectively). C, the covariance function represents correlated noise (magenta) and is smaller than autocovariance functions that represent total noise from excitatory or inhibitory currents (dashed green and red lines, respectively). Shuffling trials to remove noise correlations produces a virtually flat function (cyan). Line thickness represents mean ± SEM. averaged across depolarizations, squared, and then divided by the variance to give SNR.
For the control condition, the excitatory and inhibitory conductances were introduced, trial by trial, just as they had been recorded. The resulting average SNR of the spike train was 28 ± 11 (mean ± SEM) with no significant difference between ON and OFF cells. For the ON cell, introducing the excitatory conductance alone increased SNR above control as expected (Fig. 6Ca) . For the OFF cell, introducing the excitatory conductance alone decreased SNR below control (Fig. 6Cb) . This last result was not predictable from the SNR curve, but not inconsistent with it either, because some of the more hyperpolarized spike thresholds intersected the SNR/V curve at a point slightly higher than SNR exc (Fig. 4, top right panel) . For ON and OFF cells, introducing the inhibitory conductance alone decreased SNR, as expected ( Fig. 6Ca and Cb) . To see if noise correlations had any effect, excitatory and inhibitory conductances were shuffled, but this had no significant effect on the spike train. Therefore, to summarize the dynamic clamp experiments: removing the amacrine-modulated conductance, thus retaining the bipolar-modulated conductance, increased the SNR of the ON cell's spike output but decreased the SNR of the OFF cell's output.
Discussion
The findings are as follows: the maximum SNR (SNR max ) of the SNR/V curves represents the sum of SNR from bipolar and amacrine cell arrays, which is the maximum that can be derived from these arrays after losses of SNR across their synapses. For the ON cell, the SNR at spike threshold (SNR sp ) is much lower than SNR max , and therefore there is a substantial loss of SNR. For the OFF cell, SNR sp is closer to SNR max and therefore there is a more moderate loss of SNR. To quantify how efficiently the SNR from presynaptic arrays is used to trigger spikes, the ratio SNR sp /SNR max was calculated. For the ON cells, efficiency was 0.54, considerably lower than 0.90 for the OFF cells. Yet because the ON cell receives approximately a 3-fold higher SNR from its presynaptic arrays (compare black bars in Fig. 1Ca and Cb), it triggers spikes with currents that have a 3 × 0.54/0.90 2-fold higher SNR.
The ultimate effect of these SNR losses on visual processing downstream of the ganglion cells depends on several factors. OFF cells are more closely spaced than ON cells, so a larger number of OFF cells may encode a given stimulus than ON cells, offsetting their lower SNR (Ratliff et al. 2010; Bleckert et al. 2014) . Also in light-adapted conditions, ON cells encode large increments and small decrements in light intensity, whereas OFF cells encode decrements only . Thus the encoding of small decrements by downstream visual cells may depend on both ON and OFF cells. Finally, many neuronal types at many stages downstream participate in the encoding of a given stimulus, and any asymmetries in how they integrate signal and noise may have important consequences to the processing of visual stimuli. Although how these factors contribute to visual processing is uncertain, it is clear that the higher SNR of ON bipolar cells at the beginning of the ON pathway compensates for losses incurred by the ON ganglion cell's mode of synaptic integration, and improves the processing of positive contrasts.
These losses of SNR within ON and OFF ganglion cells can be compared to losses further upstream in the circuit, toward the photoreceptors. Borghuis et al. (2009) estimated the detection threshold set by the stochastic properties of photons falling on the outer segments of photoreceptors and compared it to the thresholds of horizontal and ganglion cells they recorded from a retinal preparation. They estimated a 4-fold increase in detection threshold from the array of outer segments to the outer plexiform layer. Freed and Liang (2014) , recording from retinal ganglion cells, estimated a 1.3-fold increase in threshold from their arrays of presynaptic bipolar cells to their excitatory postsynaptic currents; this increase in threshold was caused by noise from stochastic vesicular release from the bipolar axon terminals.
To compare the present findings quantitatively to these previous findings, threshold is approximated by the inverse of the square root of SNR. The ON cell's efficiency of 0.54 is equivalent to a 1/Ý0.54 1.4-fold increase in threshold. The OFF cell's higher efficiency of 0.90 is equivalent to a 1/Ý0.90 1.1-fold increase in threshold. Thus the losses in sensitivity that are caused by the integration of signal and noise are significantly different for ON and OFF cells, but overall quite similar to the loss across a synapse (1.3-fold). The loss of sensitivity due to spike generation is somewhat larger, resulting in a 2.5-fold increase in threshold (Dhingra & Smith, 2004) .
For both ON and OFF cells studied here, noise correlations between excitatory and inhibitory conductances are small (about one-fifth of total noise). Therefore, it was not surprising that they have a negligible effect on the SNR of the spike train. That noise correlations are small is also consistent with the finding that the maximum SNR of postsynaptic currents approximates the sum of SNR from amacrine and bipolar cell arrays (SNR inh + SNR exc ), as it is theoretically expected to do. Appreciable noise correlations would cause the total noise variance to exceed the sum of the noise variances of the underlying currents, which would reduce maximum SNR below this expected value (Brennan, 1959) .
Noise correlations between synaptic conductances have been shown to increase the SNR of the ON-OFF directionally selective (DS) cell of mouse retina (Cafaro & Rieke, 2010) . For this cell, feedforward inhibition from amacrine cells serves higher-order stimulus selectivity: the cell receives weaker inhibition for bars moving in its preferred direction, and stronger inhibition for its non-preferred direction. Yet presumably, feedforward inhibition also decreases SNR between presynaptic arrays and postsynaptic currents for the ON-OFF DS cell, as it does for the ON sustained α cell studied here. If so, then the increase in SNR that Cafaro and Rieke measured, after they added back noise correlations to synaptic conductances, was an incremental increase that accrued after a net loss.
For the functional pairs studied here, ON cells showed a 3-fold greater SNR than OFF cells, when measured for their presynaptic bipolar cell arrays. This is similar to the functional pair of parasol ganglion cells in primate retina, where ON cells sometimes have as much as a 3-fold greater SNR than OFF cells, when measured from their spike trains (although this varied between experiments, see Fig. 11 of Chichilnisky & Kalmar, 2002) . It is worth considering what the structural basis for this ON/OFF asymmetry in SNR might be. In primate, mouse and other species of animal, ON ganglion cells tend to have larger dendritic trees than their functionally paired OFF cells, and correspondingly larger receptive fields (rabbit, DeVries & Baylor, 1997; monkey, Chichilnisky & Kalmar, 2002; guinea pig, Ratliff et al. 2010; mouse, Bleckert et al. 2014) . Because the SNR of a postsynaptic current is proportional to the number of synapses that generate it , SNR should also be proportional to the dendritic field area, which sets the number of presynaptic bipolar cells and their synapses. For the functional pair cells studied here, the ON cells have a 1.3-fold larger dendritic area than OFF cells do (Bleckert et al. 2014) . Similarly, for the functional pair of parasol cells, ON cells have a 1.3-fold larger dendritic diameter than OFF cells do, implying a 1.7-fold greater dendritic field area (Dacey & Petersen, 1992) . Therefore, a 1.3-fold asymmetry in dendritic field area can help explain a 3-fold asymmetry in SNR, but only partly. To fully explain a disparity between dendritic field area and SNR, I suggest that a single presynaptic neuron -either amacrine or bipolar cell -provides an intrinsically more noise-free signal to the ON cell than it does to the OFF cell. There is some evidence for this idea from recordings of excitatory postsynaptic currents from functional pairs of β cells in guinea pig: a single bipolar cell synapse provides a higher SNR to the ON cell than it does to the OFF cell ). An alternative explanation is that ON cells pack more synapses in a unit area of dendritic arbor, but actually the opposite seems to be the case: OFF cells are more densely packed than ON cells, so this alternative explanation can be discounted (Morigiwa et al. 1989; Ratliff et al. 2010) . More likely, an ON bipolar cell has a higher SNR than an OFF bipolar cell because it receives signals from photoreceptors and from interneurons by different mechanisms, e.g. they sense glutamate released from photoreceptors with metabotropic versus inotropic receptors.
The dynamic clamp experiments indicate that the loss of SNR in the ON cell results from antagonism between excitatory and inhibitory inputs. For this cell, a bright spot evokes an increase in both excitatory and inhibitory conductances (Fig. 6Aa) . At the potentials that trigger spikes, these conductances provide inward and outward currents, respectively, which are mutually antagonistic. Mutual antagonism would reduce signal, but the noise variances would add, leading to a loss of SNR. The result is that removing the antagonistic inhibitory input increases the SNR of the spike train (Fig. 6Ca) . For the OFF cell, the bright spot evokes an increase in the excitatory conductance but a decrease in the inhibitory one (Fig. 6Ab) . At the spike threshold, both conductances provide inward currents of the same polarity -a push-pull mode of synaptic integration. Therefore, signal and noise add, leading to an SNR closer to SNR max . The result is that removing either the excitatory or disinhibitory input reduces the SNR of the spike train. Thus the dynamic clamp experiments lead to the conclusion that the efficiency of transmission from presynaptic arrays to spike train depends on how excitation and inhibition is combined. Accordingly, the ON/OFF asymmetry found here can be interpreted as an asymmetry between antagonistic and push-pull modes of synaptic integration. This in turn suggests that the mode of synaptic combination may have important consequences in other neuronal systems. Other systems contain antagonistic and push-pull neurons, and might show asymmetries similar to those described here, if they were examined by similar methods (hippocampus, Pouille & Scanziani, 2001; cortex, Hirsch, 2003; lobular plate, Joesch et al. 2008; cortex, Monier et al. 2008) .
