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Estrategias para responder a una pregunta de ESTADÍSTICA: 
Nº de variables implicadas en la interrogación: 
1 variable
2 variables
.- Descripción de la distribución de los valores
.- Tipos de distribución: Sigue ley Normal ?
.- Cálculo de probabilidad  (%) en la distribución.
.- Cálculo de muestras representativas.
Tipo de variable:
Cuantitativa 
Cualitativa
.- Estimación de valores (puntual o intervalo)
Tipo de variables:
Cuantitativa 
Cualitativa
.- Dos variables cuantitativas 
(coeficiente lineal de Pearson)
Si hay relación               Regresión (predicción)
.- Dos variables cualitativas
(Chi-cuadrado)
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1.- Para resumir una distribución se debe responder a lo siguiente: 
 
TIPOS DE INDICADORES 
INDICADORES CÁLCULO INTERPRETACIÓN 
 
Indicadores de 
posición:  
 
 
Cómo se encuentran los 
valores ordenados 
 
 
 
Centiles 
 
Percentiles 
 
Deciles 
 
 Quiere decir que hay un porcentaje por encima o debajo 
del valor del índice de puntuaciones. Indican el lugar que le 
corresponde a un valor concreto respecto al grupo. 
 
Ejemplo: Si obtenemos el valor del percentil 80 de una 
distribución, a partir del valor obtenido por encima se 
encuentra el 20% de las puntuaciones. 
 
¿Qué porcentaje de alumnos están aprobados (valor que 
se debe obtener para aprobar). Porcentaje de suspendidos. 
 
 Indicadores de 
tendencia central:  
 
 
 
Dónde se concentran los 
valores  
 
Media aritmética  
 
 
 
Mediana 
 
 
 
 
Moda 
 
Es el valor promedio. El valor que representa a todos 
los demás. 
 
Es aquel valor que ocupa el valor central de la 
distribución. Que es lo mismo que el percentil 50, el 
Cuartil 2 y el decil 5 (previa ordenación creciente de 
los valores) 
 
Valor que se presenta con mayor frecuencia en una 
distribución. Puede ser unimodal, bimodal o 
multimodal  
 
Statistics  
Edat Edat  
N Valid 20  
Missing 0  
 
Median 42,50  
Mode  32a  
Percentiles 50 42,50  
a .-Existen  múltiples modas. Se muestra el valor más 
pequeño 
 
 
 
 
 
 
 
 
 
C li
n
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i
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?
?
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

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1
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TIPOS DE INDICADORES INDICADORES CÁLCULO INTERPRETACIÓN 
Indicadores de 
dispersión:  
 
 
Que variabilidad existe 
entre los datos 
 
Rango, recorrido o 
Amplitud (R) 
 
Rango intercuartil  (RI) o 
(IQR)  
 
 
 
Varianza  
 
 
 
Desviación 
Estándar/Típica 
 
 
 
 
 
Coeficiente de variación 
de Pearson.  
 
 
 
 
Con intervalos: R = Vmàx – Vmín + 1  
Sin intervalos:    R = Vmàx – Vmín  
 
Es la diferencia entre los cuartiles tercero y primero. 
Nos da básicamente, información sobre el 50% central 
de la distribución     RI = Q3 – Q1  
 
La varianza es el promedio de las diferencias al 
cuadrado de cada valor respecto a la media de la 
distribución 
 
Las unidades de la varianza no son las mismas que 
las de la muestra, ya que estamos elevando las 
diferencias al cuadrado. Esto implica ciertas 
dificultades en interpretar la magnitud de la dispersión 
del grupo. Para superar esta dificultad, disponemos de 
la desviación típica 
 
Es una unidad de medida relativa, no depende de las 
unidades de medida de la variable, por lo tanto, 
permite la comparación entre diferentes muestras. Se 
trata de saber qué media de dos muestras es más 
representativa, en relación a sus desviaciones típicas 
 
 
 
 
 
Indicadores de forma: 
 
 
El tipo de forma que 
presenta el conjunto de 
datos de la distribución 
 
Asimetría  
 
 
 
 
 
 
 Curtosis 
 
Indica la distribución de los valores en torno a la media 
aritmética (a su derecha e izquierda) respecto a la 
moda o mediana. 
 
 
 
 
Es el estudio del apuntamiento de la curva en la parte 
central de la distribución, en relación a la curva normal 
La interpretación del resultado es el siguiente: 
As > 0,5        La distribución es asimétrica a la izquierda 
(asimetría positiva) 
As < -0,5        La distribución es asimétrica a la derecha 
(asimetría negativa) 
-0,5< As < 0,5  Se considera simétrica, porque en muy 
pocas ocasiones el coeficiente será igual a cero.  
 
 
Cu > 0’363  Leptocúrtica (Levantada) 
0’263 < Cu < 0’363  Mesocúrtica (normal) 
Cu < 0’263  Platicúrtica (plana)  
 
100
Sd
CV
X
 
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2.- Probabilidad 
Formulas a utilizar:  
a.- Para conocer la probabilidad, si se tienen los valores de la variable: 
b.- Para conocer los valores de una probabilidad dada:  
 
c.- Si nos dan el área o el porcentaje, el proceso consiste en ver la probabilidad en la tabla (página, 8 de este documento) y buscar el valor de Z 
     correspondiente. 
 
     c-1) Probabilidad de que, si elegimos un alumno al azar, tenga una puntuación igual o menor que 6,8  
                                   
           
      c.2) Id. (Para una probabilidad,) puntuación entre 4,2 y 5,6  
     
         
      c.3) ¿Entre qué valores está comprendido el 95% de la distribución?  
 
 
 
 
 
Sd = Desviación Estándar;   Media aritmética;  
 ix  Valor de la Variable 
 
sd
Z
i 

sdZxi .
sd
Z
i 

sd
Z
i 

sdZxi .
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Ejemplos: (Fuente: Ormazábal, F.J. (coord.) Vila, R.; Mateo, M.; Torrado, M.; Berlanga, V.; el 
Barrio, J.;Ruiz, A. (2012) Probabilitat i estadística aplicada a l’educació.. Barcelona: Universitat de 
Barcelona. Dipòsit Digital: http://hdl.handle.net/2445/21384) 
a.- Probabilidad de obtener un sujeto al azar tanga una puntuación Z igual 
o menor que -1,72  
Planteamiento del problema 
 
 
 
 
 
 
 
Encontramos la solución en la 
Tabla de puntuaciones Z 
(pág. 8):  
 
pr (z ≤ -1,72) = 0,0427 ó 
4,27%) 
 
 
b) Probabilidad de obtener un valor Z igual o mayor que -1,72 
Planteamiento del problema 
 
 
 
 
 
 
 
 
Será el área total (1) menos el 
valor obtenido de la taula 
puntuaciones Z:  
 
pr (z ≥ -1,72) = 1 – 0,0427 = 0,9573 
ó 95,73% 
 
c) Probabilidad de obtener un valor Z comprendido entre - 0,26 i 1,38 
Planteamiento del problema 
 
 
 
 
 
 
 
 
Será el área que queda por 
debajo del valor Z=1,38 menos la 
que queda por debajo de -0,26:  
pr (-0,26 ≥z ≤ 1,38) = 0,9162 – 
0,3974 = 0,5188 ó 51,88%. 
 
 
 
d) probabilidad de obtener un valor comprendido entre 2,02 i 0,85 
Planteamiento del problema 
 
 
 
 
 
 
 
 
Será la probabilidad de un valor 
igual o menor de 2,02 (0,9783) 
menos la probabilidad del valor 
igual o menor que 0,85 (0,8023):  
pr (0,85 ≥ x ≤ 2,02) = 0,9783 – 
0,8023 = 0,176 ó 17,6%. 
 
 
 
e) A partir de que valor Z estará el 20% más alto? 
Planteamiento del problema 
 
 
 
 
 
 
 
 
 Será un valor que deja por 
debajo el 80% (o un área de 
0,8000). Mirando en el cuerpo de 
la tabla de Z, el valor más 
próximo es 0,7995, que 
corresponde a un valor Z = 0,84. 
 
 
f) Entre que valores se encuentra el 95% (central) de la distribución? 
Planteamiento del problema 
 
 
 
 
 
 
 
 
Estará entre el valor Z que deja 
por debajo el 2’5% (0,0250), 
que, según la Tabla de Z, es de   
-1,96 y el que deja por debajo el 
97,5% (0,975) es 1,96. 
 
0 -0’26 1’38 
0 0’85 2’02 
 
20
% 0 Zi=? 
80
% 
2’5
% 
0 Z1=? 
2’5
% 
 
95
% 
Z2=? 
-1’72 Z 0 
0 -1’72 
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2.1 Comprobar si una variable sigue ley normal: (prueba de kolmogorov) 
 
(EN EL SPSS, LA HIPÓTESIS NULA: ES QUE LA VARIABLE SIGUE LEY NORMAL) 
 
1.- Ver cuál es la diferencia máxima obtenida en la muestra (Diferencia máxima observada) para la variable. Este dato lo proporciona el output de Spss. 
Prueba de Kolmogorov-Smirnov para una muestra 
 B1 Dificil B2 Interessant B12 Pesada P3 Edat anys P4 Temps arribar 
Universitat 
N 108 109 108 109 109 
Parámetros normalesa,b 
Media 5,60 4,76 4,68 20,13 49,93 
Desviación típica 1,119 1,121 1,259 2,216 22,812 
Diferencias más extremas 
Absoluta ,269 ,183 ,176 ,282 ,127 
Positiva ,166 ,183 ,130 ,282 ,127 
Negativa -,269 -,153 -,176 -,177 -,089 
Z de Kolmogorov-Smirnov 2,792 1,907 1,825 2,943 1,324 
Sig. asintót. (bilateral) ,000 ,001 ,003 ,000 ,060 
a. La distribución de contraste es la Normal. 
b. Se han calculado a partir de los datos. 
 
2.- Cálculo de la diferencia máxima teórica (en las tablas LILLIEFORS – página 9 de este documento- se aplica cuando se desconocen los parámetros) si la 
muestra es superior a 35, hemos de calcular: 
 
3.- Decisión: En valor absoluto (sin tener en cuenta el signo (+ ó -) 
 
Sigue Ley Normal 
Si la diferencia máxima Observada (la calculada en la muestra) es INFERIOR O IGUAL que la Diferencia máxima 
Teórica obtenida con la tabla de LILLIEFORS. 
Sigue ley Normal 
Si |di máx.| obs.    ≤       |di máx.| teórica 
(INFERIOR O IGUAL) 
No sigue Ley Normal 
Si la diferencia máxima Observada (la calculada en la muestra) es SUPERIOR que la Diferencia máxima Teórica 
obtenida con la tabla de LILLIEFORS. 
NO Sigue ley Normal 
|di máx.| obs.    >     |di máx.| teórica 
(SUPERIOR) 
 
n
0,886
Diferencia máxima observada 
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P R O V A  D E  K O L M O G O R O V  
 
 
Tamany de la 
mostra (n) 
 Massey  Lilliefors 
  = 0,05   = 0,01   = 0,05   = 0,01 
1 
2 
3 
4 
5 
 
6 
7 
8 
9 
10 
 
11 
12 
13 
14 
15 
 
16 
17 
18 
19 
20 
 
25 
30 
 
 
Superior a 35 
0,975 
0,812 
0,708 
0,624 
0,565 
 
0,521 
0,486 
0,457 
0,432 
0,410 
 
0,391 
0,375 
0,361 
0,349 
0,338 
 
0,328 
0,318 
0,309 
0,301 
0,294 
 
0,270 
0,240 
 
n
1,36
 
 
0,995 
0,929 
0,828 
0,733 
0,669 
 
0,618 
0,577 
0,543 
0,514 
0,490 
 
0,468 
0,450 
0,433 
0,418 
0,404 
 
0,392 
0,381 
0,371 
0,363 
0,356 
 
0,320 
0,290 
 
n
1,63
 
 
― 
― 
― 
0,381 
0,337 
 
0,319 
0,300 
0,285 
0,271 
0,258 
 
0,249 
0,242 
0,234 
0,227 
0,220 
 
0,213 
0,206 
0,200 
0,195 
0,190 
 
0,180 
0,161 
 
n
0,886
 
 
― 
―  
―  
0,417 
0,405 
 
0,364 
0,348 
0,331 
0,311 
0,294 
 
0,284 
0,275 
0,268 
0,261 
0,257 
 
0,250 
0,245 
0,239 
0,235 
0,231 
 
0,203 
0,187 
 
n
1,031
 
 
 
MASSEY  Se aplica cuando los parámetros son conocidos. 
 
LILLIEFORS  Se aplica cuando se desconocen los parámetros 
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3.- Estadística Inferencial: Pautas resolución problemas estadísticos 
Pasos a seguir y diagrama de decisión 
1.- Qué tipo de variable presenta el problema (cualitativa o cuantitativa)? 
2.- Decidir que nos demanda el problema, formula a utilizar y condiciones 
Tipo de 
variable 
Qué nos demanda 
el problema 
Formulas a utilizar Valores de alfa, Z y 
Condiciones de aplicación 
 
Cuantitativa 
 
 
 
Estimación puntual 
o 
De Intervalo 
(Estima la MEDIA de la 
población) (Cuantos 
alumnos se podrían 
esperar….,Cuantos 
sujetos se pueden 
esperar) 
La puntual es el estadístico de la muestra 
(media aritmética)  
 
De intervalo: 
 
 
 
 
Valores /2Z (bilateral) 
0.10 
(10%)  
0.05 
(5%)  
0.02 
(2%)  
0.01 
(1%)  
Z = 
1.645  
Z= 
1.96  
Z= 
2.33  
Z= 
2.58  
Calcular una muestra 
(Tamaño de la muestra, 
individuos o sujetos 
necesarios, tamaño 
necesario de la muestra 
etc..) 
 
 
 
 
 
Poblaciones infinitas (No se conoce N) 
 
 
 
 
 
Poblaciones finitas (Se conoce N)  
 
 
 
 
 
 
 
N = Es el parámetro de la 
población. 
 
 
n = Es el estadístico de la 
muestra 
 
Cualitativa 
(categorial) 
 
 
 
 
Estimación puntual 
o 
Intervalo 
(Estima la proporción o el 
porcentaje …) 
 (Cuantos sujetos se 
pueden esperar…..) 
La estimación puntual es el porcentaje o 
la proporción obtenida en la muestra 
 
 
De intervalo 
 
 
 
Condiciones de aplicación:  
 
Muestras grandes,  
Todos los productos n·p, n·q, n·po, 
n·qo.. deben tener un valor mínimo 
de 5.  
 
Calcular una muestra. 
 
(Tamaño de la muestra, 
individuos o sujetos 
necesarios, Tamaño 
necesario de la muestra) 
 
Poblaciones infinitas (Se desconoce N) 
 
 
 
 
Poblaciones finitas (Se conoce N) 
 
 
 
 
 
Si se desconoce P 
 
-Se estiman a partir de les datos 
obtenidos en estudios anteriores.  
 
- Si es desconoce p i q   
- Es realiza un sondeo previo (un piloto)  
- Se escoge el caso más desfavorable o 
máximo:    p = q = 0’5  
 (Ya que el producto p·q es máximo: p·q = 
0’25)  
 
- Se utilizan los valores observados (po 
y qo).  
 (Media aritmètica);     (Desviación estándar);    /2Z (Valor Z -bilateral- del error considerado) 
e  (Precisión o error muestral).
X Z Z
n
X      

 / /2 2
/2 /2po po
p q
p Z p Z
n
  

     
e
n
Z n
Z
e
n
Z
e
     
  

 
/
/ /
2
2
2
2
2
2
2
e
n
N n
N
Z n
N Z
Z e N
 


  

 


 



1 1
2
2
2
2
2
2
2 2
/
/
/ ( )
e Z
p q
n
n
Z p q
e
n p q
Z
e
 

 

  


 
/
/ /
2
2
2
2
2
2
e Z
p q
n
N n
N
n
N Z p q
e N Z p q
 
 

 
 
   




/
/
/( ) ( )
2
2
2
2 2
21 1
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4.- Correlación  y Regresión: Pruebas estadísticas según tipo de variables 
Coeficiente de correlación Variable X Variable Y SPSS 
Pearson (rxy)  Cuantitativa continua (o discreta)  Cuantitativa continua (o discreta)  Analizar > Correlaciones > 
Bivariadas... > Pearson  
Spearman (rs ó ρxy)  Medida con una escala ordinal  Medida con una escala ordinal  Analizar > Correlaciones > 
Bivariadas... > Spearman  
Chi-cuadrado (χ2)  Cualitativa  Cualitativa  Analizar > Estadísticos descriptivos 
> Tablas de contingencia... > 
Estadísticos... > Chi-cuadrado  
Biserial (rb)  Cuantitativa continua (o discreta)  Dicotomizada (cualitativa artificial)  --  
Biserial puntual (rbp)  Cuantitativa continua (o discreta)  Cualitativa dicotómica  --  
Tetracòrica (rt)  Dicotomizada (cualitativa artificial)  Dicotomizada (cualitativa artificial)  --  
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ELEMENTS FONAMENTALS DE CORRELACIÓN Y REGRESIÓN: 
1.- Correlación: Relación entre dos variables de tipo cuantitativo.  
 
 Tabla de Interpretación coeficientes de la correlación línea de Pearson. 
Valor coeficiente Tipo de relación Dirección 
 
r = 0  
 
 
Relación lineal NULA 
Creciente         Si    r = 1 
 
Decreciente     Si   r = -1 
 
 
│r│= 1  
 
 
Relación lineal PERFECTA 
Creciente         Si   r > 0 
 
Decreciente     Si   r < 0 
 
 
0 < │r│ ≥ 0.30 
 
 
Relación lineal MUY DÉBIL 
Creciente         Si   r > 0 
 
Decreciente     Si   r < 0 
 
 
0.30 < │r│ ≥ 0.7 
 
 
Relación lineal DÉBIL 
Creciente         Si   r > 0 
 
Decreciente     Si   r < 0 
 
 
0.70 < │r│ ≥ 0.87 
 
 
Relación lineal MODERADA 
Creciente         Si   r > 0 
 
Decreciente     Si   r < 0 
 
 
0.87 < │r│ < 1 
 
 
Relación lineal FUERTE 
Creciente         Si   r > 0 
 
Decreciente     Si   r < 0 
 
│r│  (En valor 
 
En la prueba de correlación, La Hipótesis nula de inicio de la prueba es que No 
hay relación entre las dos variables. 
 
Ejemplo Interpretación, a partir output Spss:
 
Correlaciones
1 ,824**
, ,003
10 10
,824** 1
,003 ,
10 10
Correlación de Pearson
Sig. (bilateral)
N
Correlación de Pearson
Sig. (bilateral)
N
Test verbal (x)
Examen de llengua (y)
Test verbal (x)
Examen de
llengua (y)
La correlación es significativa al nivel 0,01 (bilateral).**. 
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Observando la Tabla anterior que nos ofrece el programa Spss, vemos como nos muestra lo 
siguiente: Es un Tabla simétrica (contiene información del cruce las dos variables), Nos 
proporciona el tamaño muestra (N), el coeficiente de correlación de Pearson y la significación 
estadística de la relación entre dos variables (siempre es de dos en dos). Con estos datos 
podemos decir lo siguiente: 
 
.- Como la significación bilateral (,003), es inferior a 0,05, por tanto podemos rechazar la H
0
 con un riesgo α de 0,05 
(0,01) y aceptamos la H
1
, con lo que podemos concluir que la correlación entre las variables (0,824) es significativa 
(por tanto, no puede ser explicada únicamente por la influencia del Azar). 
.- Hay una relación positiva (signo positivo del coeficiente de correlación de Pearson), por consiguiente, a  
medida que aumenta una variable la otra también aumenta. A mayor puntuación test verbal, mayor 
puntuación en el examen de lengua. Además, la relación encontrada la podemos calificar de moderada 
(0,824, en el coeficiente de correlación). 
 
Correlación de Spearman:  
Cuando las condiciones de aplicación de Pearson no se cumplen (Nivel de medida de las variables de 
intervalo o continuas, variables siguen Ley normal, Relación lineal, Homocedasticidad (homogeneidad 
de varianzas), Tamaño muestral grande. La interpretación de los resultados es del mismo tipo que el 
que se ha lleva acabo con la correlación de Pearson. 
 
 
 
 
2.- Regressió:  
 
Cuando existe correlación entre dos variables cuantitativas, esto nos permite predecir valores de 
una variable sobre la otra, esto se realiza mediante una prueba de regresión. Por tanto, nos 
permite predecir el valor de la variable dependiente a partir de los valores de la variable 
independiente. 
 
La prueba de regresión nos permite obtener una recta que se denomina de regresión de una 
variable Y sobre X. Dicha recta se utiliza para estimar o predecir los valores de la variable Y a 
partir de los valores de la variable X.  
 
 
 
 
 
 
 
 
Ejemplo: Predecir la puntuación de un examen a partir de la nota de un parcial. 
                X es la variable que hace la predicción, la explicativa o la independiente. (Nota parcial) 
                Y es la variable a predecir, la explicativa o la dependiente (puntuación examen)  
XbaY yxyx ·' 
Ordenada 
en  el origen 
Pendiente de 
la recta 
Variable DEPENDIENTE 
Es en la que obtendré un 
resultado  en función de los 
valores de X.  
Variable INDEPENDIENTE 
Es a partir de la que se realiza  la 
predicción. 
Si se conoce el valor de X podré calcular el 
valor que tendrá Y 
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Ejemplo interpretación output SPSS: Variables Test Verbal y Examen de Lengua. 
 
 
 
R = Coeficiente de correlación. 
 
R
2 
= Coeficiente de determinación. 
 
R
2
corregida = Índice que tiene en cuenta el 
número de variables introducidas en el modelo. 
 
Error típ. de la estimación= Es el valor de la 
raíz positiva de la variancia residual. 
 
 
 
R2 
Es una valoración de la cualidad  del ajuste del 
modelo. 
En nuestro ejemplo: el  valor es de 0.679. Esto 
significa que el modelo explica el 67.9 % de la 
variación de la variable dependiente. En otras 
palabras, indica que el 67.9% de los cambios que 
se dan en el examen de lengua es explicada por las 
diferencias que se dan en el test verbal.  
 
 
 
 
 
Utilizamos la recta de regresión construida a partir de la función de relación lineal (y = a + bx)  
donde X e Y son las variables y a (ordenada en el origen) y b (pendiente de la recta) son 
constantes. 
 
 
 
Resumen del modelo
,824a ,679 ,639 2,505
Modelo
1
R R cuadrado
R cuadrado
corregida
Error típ. de la
estimación
Variables predictoras: (Constante), Test verbal (x)a. 
21 xyxxy rSS 
Coeficientesa
-9,661 4,222 -2,288 ,051
,958 ,233 ,824 4,114 ,003
(Constante)
Test verbal (x)
Modelo
1
B Error típ.
Coeficientes no
estandarizados
Beta
Coeficientes
estandarizad
os
t Sig.
Variable dependiente: Examen de llengua (y)a. 
b = 
a = 
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Si tomamos los valores de la salida que nos proporciona el Spss, tenemos la siguiente función: 
 
De esta manera, si una persona tiene, por ejemplo, una puntuación en el test verbal, el valor más 
probable en el examen de lengua es: (Substituyendo la X, por el valor 20). 
Y’ = -9,66 + 0,958 · 20 = 9,51. 
 
 
Cálculo del intervalo de regresión (con un determinado error): 
 
  
Intervalo de confianza será: (tomando un riesgo 0.05). 
Recordar aquí que tomaremos la fórmula de la estimación de una variable cuantitativa por 
intervalo (ver sección 3, estadística inferencial) 
 
 
Este resultado nos indica que para un individuo que ha obtenido 20 puntos en X (test verbal) lo 
más probable (Y) es que obtenga 9,51 en Y, pero en el 95% de los casos (con un nivel de 
confianza del 95 % o un riesgo de error del 5%) su puntuación oscilará entre un máximo de 
13'90 y un mínimo de 5'12. 
 
 
 
 
 
  
XY ·958,0661,9' 
21 xyxxy rSS 
12'5
90'13
39'451'924'2·96'151'9·2/  yxSZYY 
= 2.505 (Error típ. de la estimación”) ver output  
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3.- Relación entre dos variables cualitativas (categoriales) 
 
La prueba de Chi-cuadrado de Pearson 
Se puede aplicar con cualquier tipo de variables cualitativas (categoriales). No tiene ningún tipo 
de restricción (no hay una n mínima, no es necesario que las distribuciones se ajusten a la curva 
normal, etc..). El valor del coeficiente de chi-cuadrado indica si hay o no correlación pero no el 
sentido ni la intensidad de la correlación. 
 
Coeficientes que indican la intensidad de la correlación a partir de chi-cuadrat: 
 
 
Tablas de 2 per 2 
(V. Dicotómicas) 
Coeficiente phi  
 
 
Tallas de k per l 
(V. politómicas) 
Coeficiente de 
contingencia 
 
 
 
 
 
 
 
 
 
 
 
Toma valores en el 
intervalo: 
 
 
Se interpreta igual que el 
coeficiente de correlación 
Pearson para variables 
cuantitativas, 
 
El cálculo de chi-cuadrado tiene una condición de aplicación que consiste en que como máximo 
un 20% de las frecuencias teóricas (o esperadas) pueden ser inferiores a 5. Si esta condición no 
se cumple entonces se deben reagrupar alguna categoría y volver a hacer el cálculo de la chi-
cuadrado desde el principio. 
 
Si la tabla de contingencia es de 2x2 y hay alguna frecuencia esperada inferior a 5, entonces 
como que ya no se puede reagrupar ninguna categoría, en vez de consultar la "Chi-cuadrado de 
Pearson" que aparece en el output se ha consultar la "Corrección por Continuidad". Esto 
únicamente para las tablas de contingencia de 2 x 2. 
 
 
 
  
11  
2 2
2
2
2
   
   





n
k l
n
C
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El output del Chi cuadrado en Spss: 
 
Los descriptivos de la contingencia: 
 
Tabla de contingencia NIVELL Nivell (curs) * SEXE Sexe 
 SEXE Sexe Total 
1 Home 2 Dona 
NIVELL Nivell (curs) 
1 
Recuento 186 136 322 
Frecuencia esperada 202,7 119,3 322,0 
% dentro de NIVELL Nivell (curs) 57,8% 42,2% 100,0% 
% dentro de SEXE Sexe 54,7% 68,0% 59,6% 
% del total 34,4% 25,2% 59,6% 
2 
Recuento 154 64 218 
Frecuencia esperada 137,3 80,7 218,0 
% dentro de NIVELL Nivell (curs) 70,6% 29,4% 100,0% 
% dentro de SEXE Sexe 45,3% 32,0% 40,4% 
% del total 28,5% 11,9% 40,4% 
Total 
Recuento 340 200 540 
Frecuencia esperada 340,0 200,0 540,0 
% dentro de NIVELL Nivell (curs) 63,0% 37,0% 100,0% 
% dentro de SEXE Sexe 100,0% 100,0% 100,0% 
% del total 63,0% 37,0% 100,0% 
 
Nos proporciona Tabla descriptiva del recuento del cruce de categorías de las variables. Se muestra la 
frecuencia, el porcentaje por fila, porcentaje por columna y la frecuencia esperada. 
 
 
 
Las pruebas de relación: 
 
Pruebas de chi-cuadrado 
 
Valor gl Sig. asintótica (bilateral) Sig. exacta (bilateral) Sig. exacta (unilateral) 
Chi-cuadrado de Pearson 9,245a 1 ,002 
  
Corrección por continuidadb 8,701 1 ,003 
  
Razón de verosimilitudes 9,372 1 ,002 
  
Estadístico exacto de Fisher 
   
,003 ,002 
Asociación lineal por lineal 9,228 1 ,002 
  
N de casos válidos 540 
    
a. 0 casillas (0,0%) tienen una frecuencia esperada inferior a 5. La frecuencia mínima esperada es 80,74. 
b. Calculado sólo para una tabla de 2x2. 
 
En primer lugar se comprueba que el porcentaje de frecuencias esperadas (o teóricas) que hay 
con valores inferiores a 5: en este ejemplo hay un 0%, por lo tanto se cumple la condición de 
aplicación. 
 
El valor de Chi-cuadrado es 9.245 y su significación de 0,002; como esta significación es menor 
que el alfa a 0,05 podemos concluir que el Sexo del alumnado tiene relación significativa con el 
curso en que están los alumnos. 
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Ahora bien, si queremos saber cuan intensa es esta relación, nos fijaremos en el coeficiente Phi, 
que en el ejemplo da -1.131, con una significación estadística de 0,002. 
 
Medidas simétricas 
 Valor Sig. aproximada 
Nominal por nominal 
Phi -,131 ,002 
V de Cramer ,131 ,002 
Coeficiente de contingencia ,130 ,002 
N de casos válidos 540  
 
Se encontró una relación estadísticamente significativa, baja y directamente proporcional ( r  = 
0.131 , p < 0. 05), entre el sexo y el curso de los estudiantes. 
 
