This paper introduces a new and effective algorithm for learning kernels in a Multi-Task Learning (MTL) setting. Although, we consider a MTL scenario here, our approach can be easily applied to standard single task learning, as well. As shown by our empirical results, our algorithm consistently outperforms the traditional kernel learning algorithms such as uniform combination solution, convex combinations of base kernels as well as some kernel alignment-based models, which have been proven to give promising results in the past. We present a Rademacher complexity bound based on which a new Multi-Task Multiple Kernel Learning (MT-MKL) model is derived. In particular, we propose a Support Vector Machine (SVM)-regularized model in which, for each task, an optimal kernel is learned based on a neighborhood-defining kernel that is not restricted to be Positive Semi-Definite (PSD). Comparative experimental results are showcased that underline the merits of our neighborhood-defining framework in both classification and regression problems.
Introduction
As shown by the past empirical works [5, 1, 2, 31, 17] , it is beneficial to learn multiple related tasks simultaneously instead of independently as typically done in practice. A commonly utilized information sharing strategy for MultiTask Learning (MTL) is to use a (partially) common feature mapping φ to map the data from all tasks to a (partially) shared feature space H. Such a method, named kernel-based MTL, not only allows information sharing across tasks, but also enjoys the non-linearity that is brought by the feature mapping φ.
While applying kernel-based models, it is crucial to carefully choose the kernel function, as using inappropriate kernel functions may lead to deteriorated generalization performance. A widely adapted strategy for kernel selection is to learn a convex combination of some base kernels [15, 19] , which combined with MTL, results in the Multi-Task Multiple Kernel Learning (MT-MKL) approach. Such a method linearly combines M pre-selected basis kernel functions k 1 , · · · , k M , with the combination coefficients θ := [θ 1 , · · · , θ M ], which are learned during the training stage in a pre-defined feasible region. For example, a widely used and theoretically well studied feasible region is given by the L p -norm constraint [15] : Ψ(θ) := {θ : θ 0, θ p ≤ 1}. As such, each task features a common kernel function k := M m=1 θ m k m . One such MT-MKL model is proposed in [26] . Besides, a more general MT-MKL approach with conically combined multiple objective functions and L p -norm Multiple Kernel Learning (MKL) constraint is introduced in [21] , and further extended and theoretically studied in [20] . A MT-MKL model that allows both feature and kernel selection is proposed in [12] and extended in [13] . Finally, in [29] , the authors proposed to use a partially shared kernel function, i.e., k t := M m=1 (µ m + λ m t )k m , with L 1 -norm constraints are put on µ and λ. Such a method allows data from the unrelated tasks to be mapped to task-specific feature spaces, instead of sharing feature space with other tasks, thus potentially prevents the effect of "negative transfer", i.e., knowledge transferred between irrelevant tasks, which leads to degraded generalization performance.
Another rather different approach for learning kernels is based on the notion of Kernel Target Alignment (KTA), which is a similarity measure between the input and output (target) kernels. There exist several studies that utilize the kernel alignment [8, 10, 14] or centered kernel alignment [7] as their kernel learning criteria. It has been theoretically shown that maximizing the alignment between the input kernel and the target one can lead to a highly accurate learning hypothesis (see Theorem 13 for classification and Theorem 14 for regression in [7] ). Also, via a series of experiments, the authors in [7] demonstrate that the alignment approach consistently outperforms the traditional kernel-based methods such as uniform or convex combination solutions. As shown in [7] , the problem of learning a maximumly aligned kernel to the target can be efficiently reduced to a simple Quadratic Programming (QP), which in turn is equivalent to considering a Frobenius norm of differences between the input and target kernels.
Inspired by the idea of kernel alignment, in this paper we present a new MT-MKL model in which, for each task t, the "optimal" kernel matrix K t is highly aligned with a "neighborhood-defining" alignment matrixK t , which is dictated by the data itself. In particular, we derive a Rademacher complexity bound for MTL function classes induced by an alignment-based regularization. It turns out that the Rademacher complexity of such classes can be upperbounded in terms of the neighborhood alignment matrices. Based on this observation, we derive a new algorithm where the optimal kernels are learned simultaneously with the alignment matrices, using a regularized Support Vector Machine (SVM) optimization problem. As opposed to the target kernel alignment approach (in which the alignment kernel yy ′ is Positive Semi-Definite (PSD)) , we do not restrict our alignment matrices to be PSD. Therefore, our model enjoys more flexibility in the sense that it allows the optimal kernel to reside in the neighborhood of an indefinite matrix, whenever warranted by the data.
It is worth pointing out that the problem of learning with indefinite kernels has been addressed by many researchers [25, 18, 32, 11, 24] , as it has been shown that in many real-life applications, the PSD-ness constraints on the kernels might limit the usability of kernel-based methods. (see [25] for a discussion). Examples of such situations include using the BLAST, Smith-Waterman or FASTA similarity scores between protein sequences in bioinformatics; using the cosine similarity between term frequency-inverse document frequency (tf-idf) vectors in text mining; using the pyramid match kernel, shape matching and tangent distances in computer vision; using human-judged similarities between concepts and words in information retrieval, just to name a few.
Finally, via a series of comparative experiments, we show that our proposed model surpasses in performance the traditional kernel-based learning algorithms such as uniform and convex combination solutions. As shown by the experiments, our method also improves upon the KTA approach in which an optimal kernel is learned by maximizing the alignment between the target kernelK = yy ′ and the convex contamination kernel K = M m=1 θ m K m . Moreover, we show that our model empirically outperforms some other similar approaches of learning an optimal neighborhood kernel. However, as we discuss later, the similarity between our model and other optimal neighborhood kernel learning models [22, 23] is only superficial.
The remainder of this paper is organized as follows: Sect. 2 contains a formal description of a MTL alignmentregularized learning framework with fixed alignment matrices. Sect. 3 presents a Rademacher complexity bound for the corresponding hypothesis class of alignment-based models presented in Sect. 2. Also in Sect. 4, we present our new MTL model, and further discuss the motivation and subsequent derivation of optimal neighborhood-defining kernels. Experimental results obtained for Multi-Task (MT) classification and regression are provided in Sect. 5 to show the effectiveness of the proposed model compared to some other kernel-based formulations. Finally, in Sect. 6 we briefly summarize our findings.
In what follows, we use the following notational conventions: vectors and matrices are depicted in bold face. A prime ′ denotes vector/matrix transposition. The ordering symbols and stand for the corresponding componentwise relations. Additional notation is defined in the text as needed.
Multi-Task with Neighborhood-defining Matrices
Consider a linear MTL model involving T tasks, each of which is addressed by an SVM model. For each supervised task t, assume that there is a training set x t ). Also,K 1 , . . . ,K T are T neighborhood-defining matrices, which are assumed to be pre-defined at this moment. We will show in Sect. 4 how these matrices can be determined based on the Rademacher complexity of the model. Note that via Tikhonov-Ivanov equivalency, one can show that the Frobenius norm constraint in the set Ψ θ can be equivalently considered as a regularization term in the objective function of the corresponding learning problem of hypothesis class (1) . Furthermore, it can be shown that minimizing over this term can be reduced to a simple QP itself, which in turn, is equivalent to an alignment maximization problem between two kernels K t andK t (see Proposition 9 in [7] ).
With this being said, if one definesK t := y t y ′ t for each task t, then the term (1) reduces to the KTA quantity, which measures the alignment between the kernel K t and target kernel matrix y t y ′ t , derived from the output labels. Obviously, unlike the idea of this paper in which the neighborhood-defining matrix is also learned in a data-driven manner, the target kernel y t y ′ t is fixed. Other approaches in single task context [22, 23] exist that also consider the problem of learning an optimal kernel from a noisy observation. However, these approaches are different in spirit from our approach here. These differences can be summarized as follows: (1) they assume that both the optimal kernel and the noisy one are PSD matrices, (2) they use the neighborhood defining kernel during the training, and the proxy kernel during the test procedure, and therefore past and future examples are treated inconsistently by their model, and (3) more importantly, in both approaches, the feature space is assumed to be induced by the neighborhood-defining kernelK, (and not the original kernel K). One potential reason for this consideration might be related to the fact that assuming a feature space induced by the kernel K leads to the trivial solutionK ≡ K in their formulations.
In the next section, we present Rademacher complexity bound for the hypothesis class in (1), which helps us in designing a new MTL model with a regularization term onK 1 , . . . ,K T based on the complexity of the model.
Rademacher Complexity
Rademacher complexity is a measure of how well the functions in a hypothesis class G correlates with the random noise, and therefore it quantifies the richness of the hypothesis set G. Given a space Z, let S = {z 1 , . . . z n } be a set of data, which are drawn identically and independently according to distribution P . Then, the Empirical Rademacher Complexity of the hypothesis class G := {g : Z → R} is defined aŝ
where σ i s are independent uniform {±1}-valued random variables. Rademacher complexities are data-dependent complexity measures that lead to finer learning guarantees [16, 4] . With some algebra manipulation over the term
, it is not difficult to see that the constraint set Ψ θ for θ is obtained as
where the definition of A, b and c are given as follows:
First, A is a block matrix that is defined as
Here, A 1 ∈ R M×M , whose (m 1 , m 2 )-th element is given as trace
matrix, where the t-th diagonal element is given by a (m1,m2) t , i.e., the (m 1 , m 2 )-th block matrix of A 2 is defined as diag(a (m1,m2) ). Note that it can be easily shown that the matrix A is Positive Definite (PD) whenever the base kernels (K m s) are linearly independent. We assume without loss of generality that matrix A is PD, otherwise we can choose an independent subset of base kernels.
Second, given a matrix B ∈ R M×T , whose (m, t)-th element is defined as b
where 1 T is the T -dimensional all-one vector, and vec ( * ) is the matrix vectorization operator. 
Theorem 1. Let F be the Hypothesis Space (HS) defined in (1). Then, for all f ∈ F and fixed neighborhood-defining
, it holds that the empirical Rademacher complexityR(F ) can be upper-bounded aŝ
with
where
T is a vector whose t-th element is 1 and other elements are 0, and stands for the Kronecker product. Also, D ∈ R M×T is a matrix whose (m, t)-th element is defined as d
The proof of this theorem is provided in the Appendix.
In the next section, we present a new Multi-Task Optimal Neighborhood Multiple Kernel Learning (MT-ONMKL) formulation, which enjoys a data-driven procedure for selecting the optimal kernel from neighborhood alignment matrices. More specifically, our model learns the optimal kernel K by considering an additional regularization term derived based on the Rademacher complexity of the alignment-regularized hypothesis space (1).
The New MT-ONMKL model
Since the Rademacher complexity bounds give guarantees for the generalization error, they are considered as one of the most helpful data-dependent complexity measures in both theoretical analysis and designing of more efficient algorithms in machine learning problems. As an example, in the context of kernel-based learning methods, most algorithm restrict the learning hypothesis class to a constraint on the trace of the kernel, as it has been shown that, for a fixed kernel, the Rademacher complexity of a kernel-based algorithm can be upper-bounded in terms of the trace of the kernel [3, 19, 28] . Here, we also derive an upper bound for Rademacher complexity of alignment-regularized hypothesis classes, similar to (1), and then we design a new MT-MKL based on our derived bound.
Formulation
As we showed earlier, in terms of the neighborhood-defining matricesK t s, the Rademacher complexity of F in (1) can be upper-bounded by the quantity
Thus, we can add this constraint to restrict the hypothesis class F , which leads to a new MTL formulation presented in the sequel. In particular, considering that part of (7) which depends onK t s, we define the following regularizer to learn our neighborhood-defining measuresK t s
whereK := (K 1 , . . . ,K T ). Now, we formulate our new MT-ONMKL model as the following optimization problem
where w := (w 1 , . . . , w T ), b := (b 1 , . . . , b T ); η and β are regularization parameters. Unlike approaches such in [23] and [22] , MT-ONMKL opts to choose the neighborhood-defining matricesK t using optimization problem (10), in lieu of choices that are much harder to justify. The benefits of this particular choice are largely reflected in the experimental results reported in the next section.
Algorithm
First, note that if one considers T inter-related SVM classification problems, then (10) can be equivalently expressed as
where ξ := (ξ 1 , . . . , ξ T ). Note that a very similar formulation can be derived for regression using algorithms such as SVR at this stage. Thus, the algorithm that we present in the following can be easily extended to regression problems with a simple substitution of SVM with SVR. It can be shown that the primal-dual form of (11) with respect to {K, θ} and {w, b, ξ} is given by
where α t is the Lagrangian dual variable for the minimization problem w.r.t.{w t , b t , ξ t }. A block coordinate descent framework can be applied to decompose Problem (12) into three subproblems. The first subproblem which is the maximization problem with respect to α, can be efficiently solved via LIBSVM [6] , and the second subproblem, which is the minimization with respect to θ, takes the quadratic form
where the vector q ∈ R M+MT is given as
Here Q ∈ R M×T is a matrix whose (m, t)-th element is defined as q
where 1 T is the Tdimensional all-one vector, and vec ( * ) is the matrix vectorization operator. As we show later, the matrix A is PSD, and therefore, optimization problem (13) is convex for which any quadratic problem solver can be employed to find the optimal θ in each iteration. The optimization problem w.r.t.K is given as
Using Proposition 1 (in the Appendix), this problem can be reduced to solving the following simple QP
where a = 1 2 ηV θ − βV A −1 d , and Σ = (η − 4β)I T n 2 + β 2 P with P := V V † and V † the Pseudo inverse of
Note that the projection matrix P is PSD. Therefore, the optimization problem (16) is convex inv for η ≥ 4β, and it has the well known analytical solutionv = Σ −1 a.
Experiments
In this section, we demonstrate the merits of MT-ONMKL via a series of comparative experiments. For all experiments, 1 Linear, 1 Polynomial with degree 2, and 8 Gaussian kernels with spread parameters 2 1 , . . . , 2 8 have been utilized as kernel functions for MKL. All kernels are normalized as k(
Note that, in order to derive the need for MTL, we intentionally keep the training set size small as only 20% of the samples we use for each experiment. The rest of data are split in equal sizes for validation and testing. The SVM regularization parameter C is chosen over the set 2 −13 , . . . , 2 13 ; η and β are chosen over the set 1, 2 1 , 2 2 , . . . , 2
40
via cross-validation.
Benchmark Datasets
We evaluate the performance of our method on the following datasets: Landmine Detection dataset consist of 29 binary classification tasks collected from various landmine fields. Each data sample is represented by a 9-dimensional feature vector extracted from radar images and is associated to a binary class label y. The feature vectors correspond to regions of landmine fields and include four moment-based features, three correlation-based features, one energy ratio feature, and one spatial variance feature. The objective is to recognize whether there is a landmine or not based on a region's features.
Spam Detection dataset was obtained from ECML PAKDD 2006 Discovery challenge for the spam detection problem. For our experiments, we used Task B dataset which contains labeled training data (emails) from inboxes of 15 different users. The goal is to construct a binary classifier for each user, detecting spam (+) emails from the non-spam (−) ones. Each email is represented by the term frequencies of the words resulting in 150K features from which we chose the 1000 most frequent ones.
SARCOS dataset is generated from an inverse dynamics prediction system of a seven degrees-of-freedom (DOF) SARCOS anthropomorphic robot arm. This dataset consists of 28 dimensions: the first 21 dimensions are considered as features (including 7 joint positions, 7 joint velocities and 7 joint accelerations), and the last 7 dimensions, corresponding to 7 joint torques, are used as outputs. Therefore, there are 7 tasks and the inputs are shared among all the tasks. for each 21-dimensional observation, the goal is then to predict 7 joint torques for the seven DOF. This dataset involves 48933 observations from which we randomly sampled 2000 examples for our experiments.
Short-term Electricity Load Forecasting dataset which was released for the Global Energy Forecasting Competition (GEFComp2012). This dataset contains hourly-load history of a US utility in 20 different zones from January 1st, 2004 to December 31, 2008. The goal is to predict the 1-hour-ahead electricity load of these 20 zones. For this purpose, we considered predictors consist of a delay vector of 8 lagged hourly loads along with the calendar information including years, seasons, months, weekdays and holidays. Note that we normalized the data to unify the units of different features. Finally, we randomly sampled 2000 (non-sequential) examples per each task for our experiments.
Experimental Results
To assess the performance of our MT-ONMKL, we compared it with some neighborhood kernel approaches reviewed in Sect. 2. In both cases, considering an SVM formulation, the optimization overK leads to the analytical solution
′ which depends on the labels of the training samples. More specifically, the first model in [22] uses a Gaussian kernel matrix K with the spread parameter σ = 4
Note that, as suggested by the authors in [22] , we did cross-validation over k = 1, 2, 3 to choose the best kernel. We will be refereeing to this model as Randomly Pre-specified Kernel Learning (RPKL). The second approach in [23] , dubbed Optimal Neighborhood Joint Kernel Learning (ONJKL), instead of pre-specifying, it learns the kernel K in the form of a linear combination of a set of base kernels. Note that we modified the formulations in [22, 23] to MTL setting. We also compare our approach with a simple KTA model in which the neighborhood-defining matrixK t is fixed, and it is defined as y t y ′ t , for each task t. Moreover, we evaluate the performance of our model against the classical MT-MKL, which considers T interrelated SVM-based formulations with multiple kernel functions, and jointly learns the parameter θ t s of the kernels during the training process. AVeraged Multi-Task Multiple Kernel Learning (AVMTMKL), in which MKL parameters are all fixed and set equal to 1/M , is another method we consider in our comparison study. Finally, an Independent Task Learning (ITL) model is used as a baseline, according to which each task is individually trained via a traditional single-task MKL strategy, and the average performance over all tasks is taken to gauge the effectiveness of this method versus others. 60.01 (5) 87.75
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7.87 Table 1 reports the average performance (accuracy for classification, and MSE for regression) over 20 runs of randomly sampled training sets for each experiment. The superscript next to each value indicates the rank of the corresponding model on the relevant data set, while the superscript next to each model name reflects its average rank over all data sets. Note that we used Friedman's and Holm's post-hoc tests in [9] , using which a model can be statistically compared to a set of other methods over multiple data sets. According to this statistical analysis, we concluded that our model dominates all other methods at the significance level α = 0.05.
Note that, although KTA shows promising results in classification, it fails good results for regression problems. This is even more evident for SARCOS dataset which is considered a challenging problem due to the strong nonlinearity of the model caused by the extensive amount of superpositions of sine and cosine functions in robot dynamics [30] . This might bring one to the conclusion that, in complex prediction problems similar to robot inverse dynamic, using the output kernel might not be the best choice to align the optimal kernel.
For all four alignment-regularized models, the pairwise alignments between the optimal kernels and the neighborhooddefining matrices are shown in Figure 1 . As one can observe, for both classification and regression problems Letter and Load, our optimal kernel for each task t is highly aligned, not only with its own corresponding neighborhood kernel, but also with the neighborhood kernels of other tasks. This would suggest that our model can provide best alignment as well as best performance of the final kernels among all other alignment-based models considered in this study. 
Conclusions
In this work, we proposed a novel SVM-based MT-MKL framework for both classification and regression. Our new algorithm improves over the existing kernel-based methods, which have been demonstrated to be good performers on a variety of classification and regression tasks in the past. Our model, particularly, learns an optimal kernel simultaneously with a neighborhood (possibly indefinite) kernel, based on a Rademacher complexity-regularized model. As opposed to the previous approaches, our MT-ONMKL model identifies the neighborhood defining kernels in a much more principled manner. In specific, they are chosen as the ones minimizing the Rademacher complexity bound of alignment-regularized models. The performance advantages reported for both classification and regression problems largely seem to justify the arguments related to the introduction of this new model.
Supplementary Materials
A useful lemma in deriving the generalization bound of Theorem 1 is provided next. 
Proof. 
where the indices of the last sum run over the set {1, . . . , N }. Since the components of σ are independent Rademacher random variables, it is not difficult to verify the fact that E {σ i σ j σ k σ l } = 1 only in the following four cases: {i = k, j = l, i = l}, {i = j, k = l, i = k}, {i = l, k = j, i = k} and {i = j, j = k, k = l}; in all other cases, E {σ i σ j σ k σ l } = 0. Therefore, it holds that
Substituting (19) into (18), after some algebraic operations, yields the desired result.
Proof of Theorem 1
As mentioned earlier, the Rademacher complexity of function class F is defined aŝ
where σ 
where Ψ θ := θ ∈ R M+MT : θ 0, θ ′ Aθ − θ ′ b + c ≤ ρ . Also, Ψ α is defined as Ψ α := α = (α 1 . . . , α T ) : ∀t, α t ∈ R n :
Instead, consider the relaxed constraint set Ψ αt := α t ∈ R n : α 
and U ∈ R M×T , whose (m, t)-th element is defined as u m t := σ ′ t K m t σ t , Equation (23) becomeŝ
Optimizing w.r.t. θ finally yieldŝ
By applying Jensen's Inequality twice, we obtain
If d is defined as (8) , the first expectation evaluates to
Note that with the aid of Lemma 2, and definition of V in (8) , it can be shown that
Combining (27) , (28) and (29) we conclude that
where we used the Arithmetic-Geometric Mean inequality in the last step. 
is the same as the solution of the optimization problem (15) .
Proof. The proof follows from the fact that A = V ′ V , b = V ′v and c =v ′v . Replacing these quantities in (15) completes the proof.
