IT was proved by M. F. Newman and the second author that there is a constant c such that each nilpotent transitive permutation group of degree d>2 can be generated by [cd/Vlogd] elements. Later J. D. Dixon and the second author showed that, for each field F which has finite degree over its prime subfield, there is a constant c r such that each finite nilpotent irreducible linear group of degree d over F can be generated by [c F d/Vlogd] elements. For a finite group G, let R(G) denote the product of the soluble radical and the generalized Fitting subgroup. Here we extend both results from nilpotent groups to the much wider class of all finite G such that R(G) = G.
Introduction
As was proved in [9] , there is a number c such that each nilpotent transitive permutation group of degree rfs=2 can be generated by [cd/Vlogd] elements. A special case of the first result of the present paper strengthens this by showing that the composition length of the Frattini factor group GI<$>{G) of such a group G is bounded by [crf/Vlogrf]. Given that all finite nonabelian simple groups are 2-generator groups (see the survey [4] by Di Martino and Tamburini), it is not hard to see (cf. Wiegold [15] ) that a direct product of m simple groups (whether abelian or not) can always be generated by max (m, 2} elements. Since the Frattini quotients of quasinilpotent groups are direct products of this kind, it follows that Theorems 1.1 and 1.2 imply similar bounds for the number of elements required to generate the quasinilpotent group in question.
Indeed, these theorems imply bounds for the number of elements required to generate any finite group G whose generalized Fitting subgroup F*(G) admits a faithful transitive or irreducible representation of the relevant kind. Noting that <J>(F(G))=£<J>(R(G)), this can be seen from the next theorem, which is the only one here to depend on the classification of finite simple groups. THEOREM 
If G is a finite group and F*(G)/<I ) (R(G)) has composition length n, then G can be generated by 5n elements.
For terminology, notation and basic facts concerning generalized Fitting subgroups, our reference is § X.13 of [7] ; see also the comments at the end of this introduction.
For soluble G, this theorem answers a question of Reinhard Laue [11] . Since there exist (insoluble) groups G with G > F*(G) = <1>(G), one cannot replace <$>(R(G)) by <t>(G) in this theorem.
The expression d/v log d enters our theorems by way of the following result. THEOREM 1. 4 . There is a number b such that if a partially ordered set P of cardinality d 3= 2 is a cartesian product of chains then no antichain of P can have cardinality greater than £>d/Vlogd. Similar bounds played key roles in [9] and [5] . We are grateful to Professors Z. Fliredi and L. Pyber for pointing out that this result has been known for some time, for example as a consequence of Theorem 43.6 in Anderson [2] , and accordingly we omit our proof of it The key application of Theorem 1. 4 
Here the top projection of H means the image of H in S d under the obvious homomorphism A wr S d -* S d with kernel B
, and the requirement is that this image be soluble and transitive as subgroup of that symmetric group. A subgroup of B normalized by H is termed an //-subgroup; a subset generates it as //-group if it is the smallest //-subgroup to contain that subset. This corollary supersedes the central argument of [9] and provides the step from the easy case of soluble primitive permutation groups to the full generality of the next theorem. THEOREM All our logarithms are to base 2. Throughout, the symbols c and c r stand for numbers with the properties cited above from [9] and [5] , and d stands for a positive integer. When we say that a group can be generated by s elements, we mean that it can be generated by a subset of cardinality no larger than the integer part [s] .
Examples constructed in [9] and [5] show that the bounds discussed (except that in Theorem 1.3) are of the right order even for nilpotent groups, but we have no reason to expect that our methods would be useful in finding optimal constants.
The paper is organized 'linearly', each section giving the proof of one or more of the results stated in this introduction in the order they have appeared here. Some additional comments are left to the last section.
As mentioned above, §X.13 of [7] is our basic reference for quasinilpotent groups, generalized Fitting subgroups, and related matters. In addition, we call a group quasisimple if it is perfect and its central factor group is simple. It follows from the results in that section of [7] that any two different quasisimple subnormal subgroups of a finite group G commute elementwise, and that the subgroup E(G), defined there as the terminal member of the lower central series of the generalized Fitting subgroup F*(G), can also be recognized as the product of the quasisimple subnormal subgroups of G. (In [7] , the quasisimple subnormal subgroups of G are called the components of E(G).) The soluble radical of G, which we denote by S(G), commutes elementwise with E(G). Further, <t(E(G)) = S(E(G)) = Z(E(G)) and, as F*(G) = E(G)F(G), we have R(G) = E(G)S(G). These facts will be taken for granted throughout the paper.
We are greatly indebted to Professor Pyber for several discussions and useful suggestions (one of which appears here as Lemma 7.3), for the references [2] , [8], [11] , and for a preprint of [12].
Quasinilpotent transitive groups
In this section we present the proof of Theorem 1.1. It is straightforward to see that the function jr/Vlogj: is monotone increasing when x>Ve: we shall use this repeatedly, often without reference. The first step is the promised strengthening of the theorem of [9] . This will be based on two simple lemmas. Since m = 2 and mn > 8, we have n s* 5, and then log 2/i « (3/2) log n.
follows. This inequality fails to hold at n = 5, so monotonicity implies that it fails whenever ns=5; we have the contradiction which completes the proof. (F) ). Suppose also that Fis a transitive permutation group of degree d. Then the product need only be taken over the p such that dp > 1, and for those the theorem of [9] may be applied with the conclusion that the composition length of O p (F)/<l>(Op(F)) is at most cd p /V\ogd p : so all we have to add is that ^pd p l^\ogd p =sd/Vlogd follows by repeated application of Lemma 2.1. Not quite, for that lemma is only applicable when mn > 8. Here we apply Lemma 2.1 only with coprime m, n, and then this condition is satisfied unless mn = 6. The nilpotent transitive groups of degree 6 are all cyclic of order 6, so 2 =£ 6c/Vlog 6 is needed to cover the exception. As the defining property of c applied to the noncyclic transitive group of degree 4 and order 4 gives that 2 « 4c/Vlog 4, the required inequality is certainly available.
Note from the last sentence of this proof that c s= 1/Vz The remaining task is the quasinilpotent generalization. We shall need a simple observation which may not be well known. LEMMA Proof. We argue by induction on k. The case k = 1 being obvious, suppose k > 1. Call the group G and write it as G = R X S with 5 simple.
A nontrivial permutation which centralizes a transitive group cannot fix any point (for the set of its fixed points is setwise invariant under that transitive group). Hence if a permutation group centralizes a transitive group then all its orbits must be regular. In particular, if S is transitive then all orbits of R are regular. Since \R\ 5= 60*" 1 > 5*, in this case there is nothing left to prove.
Suppose next that S is not transitive. Its orbits form a system of imprimitivity for G, so G permutes the set of these orbits transitively. Denote by T the kernel of this action, and note that T is the direct product of some of the simple direct factors of G (including S). Let m denote the number of simple direct factors of T: of course then m<k, and GIT is a direct product of k -m simple groups. By the inductive hypothesis, the number of orbits of 5 is at least 5 k~m . The kernels of the action of T on the various orbits of S are conjugate subnormal subgroups of G: given the structure of G, this means that they must all be the same, and then they must all be trivial. Thus T acts faithfully (and obviously transitively) on any one orbit of 5; therefore, by the inductive hypothesis, each orbit of S has length at least 5 m . It follows that the degree of G is at least 5*, as required.
Proof of Theorem 1.1. In addition to these lemmas, we shall use the simple fact that if m>\ then logm =sm/Vlogm (recall that our logarithms are to base 2).
Consider a quasinilpotent group G with a corefree subgroup H of index d, and set E = E(G), F = F(G), and Z = Z(E) = EC\F, noting that £F = G. The first point to establish is that (£ D FH)/Z is corefree in £/Z. Since the minimal normal subgroups of E/Z are the KZ/Z with K a quasisimple normal subgroup, the alternative is that some such K lies in FH: but then by Lemma 2.4 we would have K^H, contrary to the assumption that H is corefree.
As G/Q>(F) is an extension of F/Q>(F) by a group isomorphic to E/Z, what we want to bound is the sum of the composition lengths of these two groups. Set m = \E:(E f~l FH)\ and n = \FH:H\, and denote by k the number of simple direct factors of E/Z (that is, the composition length of E/Z). Then d = mn. From Lemma 2.5, we know that logm 5= k log 5; of course, 1/Iog5<l/V2, and we noted 1/V2«c after the proof of Corollary 2.3; so the inequality mentioned at the beginning of this proof yields that if m > 1 then k <cm/Vlogm. On the other hand, n = \F:(FDH)\; since every normal subgroup of F is normal in G, FDH must be corefree in F; hence if n > 1 then by Corollary 2.3 the composition length of F/<£>(F) is at most c/i/Vlog/i. If m = 1 or n = 1 there is nothing left to do; otherwise m s= 5 and n & 2 so mn > 8, and Lemma 2.1 completes the argument.
Quasinilpotent linear groups
This section will be taken up by the proof of Theorem 1.2. The plan is to imitate the proof of Theorem 1.1 as closely as is possible (and convenient). The easiest step is the analogue of Lemma 2.5. LEMMA 
If a finite group is the product of k quasisimple normal subgroups, then each faithful irreducible linear representation of the group must have degree at least 2\
Proof. If no irreducible representation of the group is faithful, this claim is vacuously true. Otherwise we may take d to be the minimum of the degrees of the faithful irreducible representations of the group over all possible fields, and consider such a representation of degree d. On passing to the algebraic closure of the field, the representation becomes a direct sum of irreducibles which are pairwise Galois-conjugate (see Theorem VII.1.18 and Lemma VII.2.5 in [7] ), so each of them must be faithful: the minimality of d therefore guarantees that in fact the representation remains irreducible. Different quasisimple normal subgroups commute elementwise, so over this algebraically closed field the representation is a tensor product of irreducibles of those quasisimple normal subgroups (Theorem VII.9.14 in [7] ); since the representation is faithful for the group, each tensor factor must be faithful for the relevant quasisimple normal subgroup. Thus each tensor factor has degree at least 2, and d& 2*. This is almost a special case of the next lemma, but not quite, because some quasisimple groups have no noncyclic abelian subgroups. LEMMA Ki 
Clifford's Theorem tells us that pl Ki is a direct sum of copies of p h and then it also follows that p/ must be faithful.
Because of the symmetry of the assumptions, the second claim will follow once we prove that the multiplicity of p x in pl Kl is at least 2"" 1 . For i = 1,...,/», let a t be an irreducible constituent of pj*, •..*,; in particular, let crj = p u and note that a n = p. As in the previous argument, we see that pj,*, ... Kl is a direct sum of copies of a,, so if i<n then l,-*, is also a direct sum of copies of a h We claim that , • • • K t cannot be irreducible. If it were, then by Schur's Lemma the centralizer of (A^ • • • Kt)cr M in the ambient general linear group (that is, in the codomain of a,+ x ) would be the multiplicative group of a skewfield, and so it could have no noncyclic finite abelian subgroup: however, this centralizer contains the isomorphic copy #, +1 o-/+1 of K i+l and therefore does have at least one such subgroup. Differently put, the conclusion is that the multiplicity of 07 in the restriction of <r l+l is at least 2. It follows by induction on i that the multiplicity of p x in <r t [ K is at least 2'" 1 . COROLLJVRY 
// F is any field and X is a subgroup in a group Y such that XC y (X) = Y and Y has a faithful irreducible representation of degree at most d over F, then X also has such a representation.
The case of cyclic groups was trivial in the transitive case but is a problem in the present context: we must prepare for dealing with that. In the rest of this section, F will denote a field whose degree over its prime subfield is finite: that is, F is either a finite field or a finite degree extension of Q. LEMMA 
There is a number q f such that if a finite cyclic group C has a faithful irreducible representation of degree at most d over F then \C\ < qf.
Proof. The F-linear span of the image of such a representation is an extension field, E say, of F, with degree at most d, and the multiplicative group of E contains an isomorphic copy of C. It follows that, when F is finite, q r = |F| will obviously do (and this is best possible). We shall prove that if |F:Q| = m < °° then q r = 3m 2 defines a number with the required properties. As |E:Q|«md, the irreducibility of cyclotomic polynomials over Q implies that <p(|C|)« md where <p denotes Euler's function. Using the multiplicative property of <p, one readily sees that if |C| > 2 then
f
It follows from Stirling's formula that there is a positive number s such that s(n/e)" <n\ for every positive integer n. LEMMA This completes the preparations.
Proof of Theorem 1.2. Let G be a finite irreducible quasinilpotent linear group of degree d over F; set E = E(G); write H for the product of the O P (G) that are cyclic or (possibly generalized) quaternion groups, and K for the product of the other 0 p (G). The composition length of G/*(F(G)) is the sum of the composition lengths of the Frattini quotients of E, H, and K. By Corollary 33, each of these groups has a faithful irreducible representation of degree at most d over F. Lemma 3.1 shows that the Frattini quotient of E has composition length at most logd, which obviously cannot exceed d/Vlogd, while Lemma 3.5 yields that the composition length of the Frattini quotient of H is at most 2 + (dlogeq r + |logs|)/logd, which cannot exceed (2 + loge<7 F + |logs|)d/Vlog<f. The proof will be complete, with c^=3 + loge^F + |logs| + 2c F , if we can show that the composition length of the Frattini quotient of K is at most 2c F d/Vlogd (where c F is as in the Corollary 1.8 of [5] which we quoted in the introduction).
To this end, recall that x/Vlogx is monotonic when x>2, and note that if x 25 4 then x/2 > Vx and therefore 
Groups with small generalized Fitting subgroup
The aim here is the proof of Theorem 1.3. This will be based on the following lemma, which does not depend on the classification of simple groups. LEMMA 
In any finite group G,

= F*(G)/<D(R(G)).
It is an easy corollary that F*(G/N) = F*(G)/N whenever N is a normal subgroup of G contained in 4>(R(G)), but we shall not need that here. Any group G such that G > F*(G) = 3>(G) (for example, G = PSL 2 (Z/5 2 Z): see Lemma 4.2.2 in Wall [14] ) shows that in this lemma, as in Theorem 1.3, one cannot replace <J>(R(G)) by ^(G).
The proof of the lemma needs several preparatory steps. For the rest of this section, we shall write simply £ = E(G), F = F(G), F* = F*(G), 5 = S(G), and fl = R(G). LEMMA 
We always have O(£) = EDS and 0>(R) =
Proof. The first statement was already in the comments at the end of the introduction. It is clear that <!>(£)<I>(S) =s ®(R), so what is left to show is that R/<P(E)<P(S) is Frattini-free (that is, has trivial Frattini subgroup). We shall use that all abelian normal subgroups of (finite) Frattinifree groups are complemented, and direct factors and direct products of (finite) Frattini-free groups are always Frattini-free. 
Since L is perfect, this implies that M « Z(L), whence we see that L is quasisimple and therefore must lie in £. It was assumed that £ does not contain L, so we have a contradiction which completes the proof of the lemma. 
(«). Of course, F(G/*(#)) = F/<P(R)
, and so the claim of the lemma follows. LEMMA 
Let H be a finite group such that F*(H) = F(//), and let H = N 0 >N l >-• • be a chief series of H such that N r = F(//) and N, = $(S(tf)). Then H C H (N,/N t+1 ) = F(H).
Proof. Note that F*(G) = F(G) is equivalent to E(G) = 1. By Lemma 4.4 with H and N, in place of G and N, we may assume without loss of generality that TV, = 1. Since the Fitting subgroup centralizes every chief factor, we assume also that the intersection in question properly contains F(//), and aim for a contradiction. The part of the chief series above F(//) may now be modified if necessary to arrange that A^r_i is contained in that intersection. Then the elements of N r _j induce inner automorphisms on all factors of this chief series, so by the definition of generalized Fitting subgroup they all lie in F*(//). This contradicts that 7V r _i > N r = We shall use the theorem of [10] (which made use of the classification of finite simple groups) through the following result. LEMMA 
Let H be a finite group and V a finite semisimple ZH-module. Denote by n the composition length of V as abelian group. Then H/C H (V) can be generated by In elements.
Proof. We use induction on the number of distinct prime divisors p of \V\. When there is just one such prime, H/C H (V) is a linear group of dimension n over the relevant prime field, and the claim is the theorem of [10] : we have the initial step. For the inductive step, write V as P®Q with P a p-group and Q a p '-group. By Clifford's Theorem, P is semisimple as C w (£))-module; so, by the initial step, \ dim P suitable elements will generate C H (Q)/C H (V). On the other hand, by the inductive hypothesis, \{n -dim P) elements will generate H/C H (Q). Now we come to the one point where the classification directly enters our arguments. LEMMA 
// the socle of a finite group is the direct product of m nonabelian simple groups, then the group can be generated by 5m elements.
Proof. Let N denote the intersection of the normalizers of the simple direct factors of the socle. This is a normal subgroup, and the quotient is a (not necessarily transitive) permutation group of degree m. Like any subgroup of S m , this quotient can be generated by m -1 elements. (This result does not depend on the classification and could indeed be older than that, though the earliest reference we know is 'Jerrum's algorithm' in [8] .) We noted in the introduction that, since each simple group can be generated by 2 elements, it follows along the lines of Wiegold [15] that any direct product of m simple groups can be generated by max {m, 2} elements. It follows that the socle can be generated by m +1 elements. The quotient of N modulo the socle is a subgroup of the direct product of the outer automorphism groups of m simple groups. From the description of the outer automorphism groups of the simple groups given in the Atlas [3] , one can deduce that each subgroup of each such outer automorphism group can be generated by 3 elements; hence each subgroup of the direct product of m such groups can be generated by 3m elements. Let m denote the number of simple direct factors of the central quotient £/(£ fl H) of E, and n the composition length of F*. The socle of G/H is isomorphic to E/(E n H), so it is a direct product of m nonabelian simple groups. By Lemma 4.7, G/H can therefore be generated by 5m elements. The composition length of V as abelian group is n -m, so Lemma 4.6 yields that H/F can be generated by l(n -m) elements, while of course F itself can be generated by n -m elements. The conclusion is that 5m + i(n-m) elements will generate G; as 5m + \(n -m)« 5n, the proof is complete.
Induced modules for soluble groups
We show here how to prove Theorem 1.5 and Corollary 1.6, using Theorem 1. 4 .
Consider an arbitrary finite soluble group H and a composition series Each composition factor NJN^x is cyclic of prime order: say,
W-M) and \N,IN,-i\=Pi-
Each element h of H may then be written as a product of n factors, the /th factor being a power of x t to an exponent which lies between 0 and Pi -1 (inclusive): say,
with 0^h(i)<p,
Subject to these conditions, the exponents h(i) are uniquely determined by h. We may call II ^? (/) the normal form of h.
/-i
In terms of this normal form, we define on H a partial order < and a full order «, as follows. (It will turn out that =s is a refinement of <, but we shall make no use of that.) Let /ij < /i 2 if h x (i) =s h 2 (i) for / = 1,..., n. It is clear that with respect to this partial order H is poset-isomorphic to the cartesian product of n chains of cardinalities p\, • •. ,p n , respectively. Let h 1 <h 2 if there is a ; such that h 1 (j)<h 2 (j) and h 1 (i) = h 2 (i) whenever i>j. It will be useful for us to note that if h^<h 2 and ;' is chosen as above, then to each /i 3 in H the element hi defined by 
,-! = (K n N,)(K n iv,_,)(r n #,_,)
This completes the proof of (3). With i = n, we get // = KT; we have already seen that \T\ = \H:K\\ so it follows that T is a complete set of representatives of the right cosets of H modulo K. Suppose now that t u t 2 , t 3 eT with t x < t 2 < t 3 . As in (1), we get that with j and h such that fj(/) < t 2 (J) and h e A/y_j. Note that By (3), we can write h = kt with k e K and I e THNj^. Define the element r 4 of H by
then ht^h e Kt A . Using that y e J and r 4 (y) < r 3 (y) because r,(y) < t 2 (J), we see that t 4 e T and f 4 < f 3 . It remains to observe that T = II X t shows imJ T to be, as poset with respect to <, a cartesian product of chains. What we have proved may be summed up as follows. 3 . We shall use this to establish a key technical point. LEMMA ) with i<j, and the corresponding linear combination of the elements v,r(u / )~1T(wy) with / <; has the same leading summand as Vj. Consequently, Vj may be either omitted from V or replaced in V by an element with height strictly preceding x(vj) in the full order «, in such a way that the set so obtained from V still generates U'. This procedure can only be repeated finitely many times, and when it is no longer available then the generating set has the required property.
Each submodule of U] H can be generated by a set V of nonzero elements with the following property: no subset W of V whose image r(W) in T is a chain with respect to
We shaU make use of the following direct consequence of a well known theorem of Dilworth (Theorem 3. H as follows: let v < w mean that either T(U) < T(W) or r(u) = T(W) and v precedes w in the full order chosen for the elements of height T(V). Then r is a poset homomorphism which maps incomparable elements to incomparable elements, so no antichain of its domain can have cardinality greater than fed/Vlogd. By Lemma 5.2, each submodule of U\ H has a generating set V which contains no chain of cardinality greater than dim U. By the consequence of Dilworth's Theorem mentioned above, such a generating set V has at most (dim U)bd/Vlog d elements.
Proof of Corollary 1.6. Clearly we can assume that A is nontrivial. Identify A with one of the coordinate subgroups of the wreath product, and let K be the normalizer N w (y4); note that \H:K\ = d. Let /I, be a minimal characteristic subgroup of A, and a x the composition length of A,. This subgroup is normalized by K, and may be viewed as a ^-module of dimension a x over a finite prime field. The base group B is the direct product of the distinct //-conjugates of A; let B t denote the direct product of the distinct //-conjugates of A\. As //-module, B t is generated by the /C-submodule A u and dim/3, = \H:K\ dimA^. this proves (see Corollary 3 on p. 56 of Alperin [1] ) that B t is (isomorphic to) the //-module induced from the /C-module A x .
We are now ready to prove Corollary 1.6 by induction on a. If a = a x , the claim comes directly from Theorem 1.5, and this can serve as the initial step. If a>a t and V is an //-subgroup of B, then Theorem 1.5 gives that as //-group B } f) V can be generated by o^d/Vlogd elements, while by the inductive hypothesis (a -a } )bd/^\ogd elements will generate the //-group B,K/fi,. As V/(B, D V) is //-isomorphic to the claim follows. whenever *5=1. We prove by induction on d that if c' satisfies these conditions with a number b which has the property asserted in Corollary 1.6, then c' has the property asserted in Theorem 1.7. The initial step is to show that if G is a soluble primitive permutation group of degree d then it can be generated by the relevant number of elements. Indeed, we claim more, namely that in this case the composition length of G is less than c'd/Vlogd. Each soluble primitive permutation group is a subgroup of an affine general linear group over a prime field, so d =p" with p prime and a point stabilizer in G is a subgroup of GL{n,p). Since \GL(n,p)\<p"', this implies that log \G\ < (n 2 + n) log/? < (« logp) 2 + n \ogp.
Thus log|G| <x 2 + x where x = logd. The claim then follows from the first defining property of c'.
The inductive step is concerned with imprimitive G. In this case (cf. Theorem 3.3 in Suprunenko's book [13] ), d = mn with m^2, n s* 2, and G is contained in a wreath product A wr S n with A a soluble primitive group of degree m, in such a way that the top projection of G is a (soluble) transitive subgroup of S n . Set x = log m and v = log n, and denote by a the composition length of A: we know from the preceding paragraph that a < x 2 + x. Let B denote the base group of the wreath product, and H a subgroup of G minimal with respect to (B C\G)H = G: then all maximal subgroups of H must contain B C\H, and so B D H is contained in the Frattini subgroup of H. On the other hand, ///(/? fl H) is isomorphic to the top projection of G; by the inductive hypothesis, that can be generated by c '2 y /Vy elements; therefore, so can H. We know from Corollary 1.6 that BC\G, like any other //-subgroup of B, can be generated as //-group by ab2 y /Vy elements. In combination, these arguments yield that G can certainly be generated by ((x 2 + x)b + c')2 y /Vy elements, while what we need to prove is that c '2 x+y /V(x + y) elements will generate it. Using first that y 5s 1 and then the second defining property of c', one gets Proof. This amounts to quoting Suprunenko. Theorem 19.5 in [13] yields that if G is a finite soluble primitive linear group of degree at most d (over an arbitrary field F) then G has an abelian normal subgroup C such that log \G/C\ =s logd 2 + (log d 2 ) 2 . By Lemma 19.1 of [13] , this C lies in the multiplicative group of a field extension of degree at most d. By whenever x > 0. We prove that if c" satisfies these conditions with a number b which has the property asserted in Corollary 1.6 and a c' which has the property asserted in Theorem 1.7, and if q f is as in Lemma 3.4, 2 then Cf = -r-b log q r + c" defines a number with the property asserted in Theorem 1.8.
The first step is to show that if G is a finite soluble primitive linear group of degree d over F then it can be generated by the relevant number of elements. In view of Lemma 6.1, this is immediate from the first defining property of c".
The harder second step is concerned with imprimitive G. In this case (see § 15 in [13] ), d = mn with m s== 1, n 5» 2, and G is contained in a wreath product A wr S n with A a soluble primitive linear group of degree m over F, in such a way that the top projection of G is a (soluble) transitive subgroup of S n . Set jc = logm and y = logn: in these terms, what we have to show is that G can be generated by c' r 2 x+y ly/(x + v) elements. As in the proof of Theorem 1.7, we take a minimal supplement H for B fl G in G and argue (this time using Theorem 1.7 itself rather than an inductive hypothesis) that H can be generated by c'2 y /Vy elements. As there, we shah" also use that v(x + l)>V((x + y)ly) (because v > 1).
2 Consider first the case 3x =sy: then also 77r> V((x +y)/y). By Lemma 6.1, the composition length of A is at most (log q^)2* + Ax 2 + 2x, and so Corollary 1.6 yields that as //-group B C\G can be generated by ((log q f )T + Ax 2 + 2x)b2 y l^/y elements. These facts and the second defining property of c" readily combine to give what we want.
Finally consider the case 3x >y: then 2\x > V(x +y). By Lemma 6.1, A has a cyclic normal subgroup C of small index. There is a homomorphism from -4wrS n onto (A/C)vnS n , with kernel a direct product of 2 y copies of C. The intersection of G with that kernel can obviously be generated by 2 y elements. The image of G under that homomorphism can be seen, by an analogue of the argument above, to be generated by ({Ax 2 + 2x)b + c')2 y /Vy elements. Once more it is the second defining property of c" which is needed to see that the required inequality holds.
Concluding remarks
We begin this section with the proof of Corollary 1.9. Suppose that R(G) = G: then G is the central product of E(G) and S(C). Therefore it follows (cf. Corollary 3.3) from Clifford's Theorem that if G has a faithful irreducible representation of degree at most d over a field F then so do E(G) and S(G). Similarly, if a transitive permutation representation of G is faithful, then E(G) and S(G) are faithful on each of their orbits; thus if G has a faithful transitive permutation representation of degree at most d then so do E(G) and S(G). By the first part of Lemma 4.2, E(G) D S(G) lies in <J>(G), so it suffices to show that the quotient of G over this intersection can be generated by the asserted number of elements. That quotient is the direct product of a perfect group and a soluble group, and it is well known (cf. Wiegold [15] ) that if each of the two direct factors of such a product can be generated by a certain number of elements then so can the product itself.
From our first reference to [15] in the introduction, we see that E(G) can be generated by max {cd/Vlog d, 2} elements in Theorem 1.1, while in Theorem 1.2 it can be generated by max {cfd/^logd, 2} elements. We noted after the proof of Corollary 2.3 that c 5* 1/V2, while if E(G) * 1 then in the permutation representation case ds*5; so cd/Vlogd>2 whenever this is relevant. On the other hand, each GL(2, F) has noncyclic soluble irreducible subgroups, so we always have CpSsl: therefore max {cf, c^/Vlog d =» 2 whenever d 5* 2. In view of Theorems 1.7 and 1.8, Corollary 1.9 now follows.
We conclude the paper with two fragments. The first concerns Theorem 1.5. One may well ask whether this is the right kind of result to aim for in general. For example, it is easy to see that if the characteristic of the ground field does not divide the order of H then each submodule of U\ H can be generated by dim U elements, and the index d = \H:K\ plays no role at all. This shows that we are facing a strictly modular issue: in characteristic p, should we not seek a bound which is independent of the p'-part of the index dl Further encouragement comes from the following (where, as before, d p stands for the p-part of d). LEMMA 
If K is a subgroup of index d in a finite p-soluble group H, and U is a K-module of composition length m over an algebraically closed field of characteristic p, then each submodule of U]
H can be generated by md p elements.
Proof. It is sufficient to prove the claim for simple U. Let V be any simple //-module, and denote by P(U), P(V) the projective covers of U, V, respectively. Note that dim P(t/) > \K\ P while dim P(V) =£ (dim V) \H\ P (because when the restriction of V to a Hall p' -subgroup is induced to H, the result is a projective module which maps onto V), so the KrullSchmidt multiplicity of P{U) in P(V)\ K cannot be larger than ( H = AGL(1, p") and K = 1, so d p =p". Over the complex field, H has p" -1 linear characters and just one other irreducible character, of degree p" -1; over an algebraically closed field of characteristic p, there are only the p" -1 linear characters. The decomposition matrix is an identity matrix augmented by an extra row with all entries 1, whence the Cartan matrix is the sum of the identity matrix and the matrix with all entries 1. The regular //-module is therefore a direct sum of p" -1 summands each of which has at least one trivial section of dimension 1, so the regular module itself has a trivial section of dimension p" -1: thus it has a submodule which cannot be generated by fewer than d p -1 elements.
The example warns against another idea as well. By [9], the regular module for the socle of H has each of its submodules generated by at most 2p n /Vn elements; as we have just seen, the regular module for H has submodules needing p" -1 generators; of course, if n s= 5 then p" -1 > 2p"/Vn. This illustrates that, even if the group is soluble and the induction is from a normal subgroup whose index is prime to the characteristic, the number of elements required for the generation of submodules may increase.
For a finite group G such that F*(G) admits a faithful transitive permutation representation of degree d 5» 2, Theorem 1.1 (applied with F*(G) in place of G) and Theorem 1.3 yield that G may be generated by 5cd/Vlogd elements. The second fragment is adapted from our first proof of the existence of a constant which could play the role of 5c here. We reproduce it because it does seem to have some independent interest. LEMMA 
If G is a finite group and H is a subgroup of index d in G,
then G can be generated by log d elements together with a subnormal log 5 subgroup contained in H.
Proof. This only needs proof if d > 2. By Lemma 7.3 below, if H is a maximal subgroup then the intersection of the G-conjugates of H can serve here as the subnormal subgroup. This provides the initial step for a proof by induction on d. For the inductive step, let H<K<G, \G:K\ = m, \K:H\ = n (so logm + logn = logd), and let 5 be a subnormal subgroup of G contained in K such that G can be generated by 5 and log m further elements. Then HS is a subset (though not necessarily log 5 a subgroup) of K with cardinality \H\ \S\I\H D S\, whence |S:(//nS)|=£ \K: H\ = n < d, so the inductive hypothesis may be applied once more: S has a subnormal subgroup, T say, which is contained in H D 5 and which together with logn elements generates S. It follows that G can be log 5 5 generated by the subnormal subgroup T and log d further elements. log 5 Our superseded proof used a much weaker lemma, with a constant multiple of Vd (log d) 2 in place of log d, with a similar inductive log 5 proof. The initial step for that came from results of Babai and Pyber (see [10] , the quotient modulo the socle can be generated by \k elements, so the group itself is generated by 1 + \k elements. If k SB 2 then l + \k =e log/?*, while if k = 1 then the group can be generated log 5 5 by two elements and of course 2 < . log 5 This seems to be of considerable interest in its own right.
