Abstract Given an undirected and vertex weighted graph G = (V, E, w), the Weighted Feedback Vertex Problem (WFVP) consists of finding a subset F ⊆ V of vertices of minimum weight such that each cycle in G contains at least one vertex in F. The WFVP on general graphs is known to be NP-hard and to be polynomially solvable on some special classes of graphs (e.g., interval graphs, co-comparability graphs, diamond graphs). In this paper we introduce an extension of diamond graphs, namely the k-diamond graphs, and give a dynamic programming algorithm to solve WFVP in linear time on this class of graphs. Other than solving an open question, this algorithm allows an efficient exploration of a neighborhood structure that can be defined by using such a class of graphs. We used this neighborhood structure inside our Iterated Tabu Search heuristic. Our extensive experimental results show the effectiveness of this heuristic in improving the solution provided by a 2-approximate algorithm for the WFVP on general graphs.
Introduction
Given an undirected graph G = (V, E), a Feedback Vertex Set (fvs) of G is a subset F ⊆ V of vertices such that each cycle in G contains at least one vertex in F, i.e. the residual graph induced by the set of vertices V \ F is acyclic. The Feedback Vertex Problem (FVP) consists of finding an fvs of minimum cardinality. When a weight w(v) is associated with each vertex v of G then we have a vertex weighted graph. The Weighted Feedback Vertex Problem (WFVP) on a weighted graph G consists of finding an fvs of minimum weight, where the weight of the set is the sum of the weights of its elements. Both FVP and WFVP are NP-complete problems and have application in several areas of computer science such as circuit testing, deadlock resolution, placement of converters in optical networks, combinatorial cut design. This problem becomes polynomial when addressed on diamond graphs [5] , co-comparability graphs [6] , convex bipartite graphs [6] , permutation graphs [14] , interval graphs [15] . The best known approximation algorithm for WFVP has approximation ratio 2. The MGA algorithm introduced in [3] was the first one having such an approximation ratio. Other approximation algorithms for the WFVS are proposed in [1, 18] for general graphs and in [2, 8, 13] for special graph classes. There are also exact algorithms finding a minimum FVS in a graph on n vertices in time O(1.9053 n ) [17] and in time O(1.7548 n ) [9] .
In this paper we focus on the weighted feedback vertex set problem (WFVP). In particular, we introduce an extension of diamond graphs, namely the k-diamond graphs, and give a linear time algorithm to solve WFVP on it based on a dynamic programming approach. Moreover, we show how this new class of graphs can be used to define a neighborhood structure (namely, the k-diamond Neighborhood) of a given feasible solution and, successively, we show how to solve the problem on general graphs by means of a tabu search technique using the k-diamond neighborhood. Such a class of neighborhood was already introduced in [4] , where, however, the computational complexity of finding an optimum WFVP on a k-diamond graph was left open and a heuristic approach was used to solve the problem. We solve such an open problem (by giving a linear time algorithm) and also show the effectiveness of the chosen neighborhood in improving a given initial feasible solution when explored by means of our exploration strategy. In order to do this, experimental results are given to show how our Iterative Tabu Search can improve the initial feasible solution, returned by the 2-approximate MGA algorithm [3] , when the k-diamond neighborhood is defined and efficiently explored.
The sequel of the paper is organized as follows. Section 2 introduces the basic notation. Section 3 describes the class of k-diamond graphs and contains the main properties to solve WFVP in linear time on this class. The role of k-diamonds to define a neighborhood structure is described in Section 4, together with the proposed Iterated Tabu Search heuristic. Computational results are reported in Section 5. Finally, concluding remarks are discussed in Section 6.
Definitions and Notation
Let G = (V, E, w) be an undirected and vertex weighted graph, where V is the set of n vertices, E is the set of m edges, and, w(v) is a positive weight associated with each vertex v ∈ V . Given a subset X ⊆ V of vertices, let us define its weight W (X) as the sum of the weights of its elements, i.e.
A tree T r rooted in r is an acyclic and connected graph. We define a forest F as a graph where any connected component is a tree. A subset of vertices X is a feedback vertex set of G if and only if G[X] is a forest. From now on we denote by F(G) and F * (G), any feedback vertex set and the minimum weight feedback vertex set of G, respectively. When no confusion may arise we simply denote these sets by F and F * respectively. Moreover, we define Fv a feedback vertex set of G not containing vertex v. A vertex v ∈ F is redundant if and only if F \ {v} is a feedback vertex set of G. Any vertex v ∈ V is said to be appended if it is not included in any cycle of G. Obviously, a set of vertices is an fvs of G if and only if it is an fvs of the graph G ′ obtained from G after deleting all the appended vertices. We say a graph is reduced if it does not contain any appended vertex. The reduction operation of a graph can be performed in linear time. W.l.o.g., from now on we suppose graph G to be a reduced graph. For any additional definition and notation we refer to [7] .
The class of k-diamond graphs
In this section we first recall the definition of the class of diamond graphs introduced in [5] , and successively we formally describe the extended class of k-diamond graphs. Then, we prove the basic properties that are useful to optimally solve WFVP on this new class in linear time.
A weighted diamond D r,z = (V r , E r , w) is an undirected and vertex weighted graph where (i) each vertex v ∈ V r is included in at least one simple path between r and z and (ii) D r,z [z] is a tree. The two vertices r and z are called the upper and lower apex of a diamond D r,z , respectively, and, the subgraph D r,z [z] is referred to as the tree T r rooted in r associated with D r,z . In Figure 1 (a) the diamond D 1,10 with upper apex r = 1 and lower apex z = 10 is shown. Note that by deleting vertex z we obtain the tree T 1 = D 1,10 [10] .
As shown in [5] , WFVP can be solved in linear time on a diamond graph by a dynamic programming algorithm. Let us refer to such an algorithm as DP. In the sequel we show how to use DP to solve WFVP in linear time on a k-diamond. A kdiamond is a generalization of a diamond where multiple upper apices are allowed, formally: Following the definition introduced for diamond graphs, we refer to the set of vertices R and to vertex z of D R,z as the set of upper apices and the lower apex of 
Moreover, it is easy to see that the following property holds:
, with r i ∈ R, having all the same lower apex z.
For instance, the 3-diamond depicted in Figure 1 Observe that, by property 2, a minimum weight feedback vertex set F * (D R ) of D R either contains vertex z or not. Therefore, to find F * (D R ) we can proceed as follows:
can be carried out by finding the fvs F * (D R i ) of minimum weight on each of the k diamonds D r i that compose D R as proven by the following lemma:
be a minimum weight feedback vertex set of diamond D r i not containing vertex z. Then: F
. We need to prove that X is a minimum fvs of D R not containing z, i.e. X = F * z (D R ). From property 3 and by definition of F * z (D r i ), it is evident that X is an fvs of D R therefore we have only to prove that X is minimum. Let us suppose, by contradiction, there exists another fvs, say
From Corollary 1, the problem of finding an optimum WFVS on a k-diamond is reduced to compute F * z (D r i ) on each of the k diamonds that compose D R . These fvs can be computed using the DP algorithm given in [5] . Fig. 2 reports the pseudo-code of our algorithm DP multi that solves WFVP on k-diamonds. Theorem 1 to follow proves that this algorithm runs in linear time.
Procedure: DP multi 
Theorem 1. Given a k-diamonds D
Proof. The computation of F * z (D r i ) carried out in step 1 of DP multi algorithm takes O(|V r i |) time (see [5] ). Since this computation is repeated for each root r i ∈ R, then the total cost of step 1 is equal to O(|V R |) time. The joining operation carried out at step 2 requires O(k) time, while step 3 and step 4 require constant time. Consequently, DP multi runs in O(|V R |) time.
⊓ ⊔ Next sections contain a description of a general neighborhood structure based on the class of k-diamonds and introduce an operator that, using DP multi , efficiently explores such a neighborhood. This operator will be later embedded into our Iterated Tabu Search.
The Neighborhood Structures and the Iterative Tabu Search
The basic paradigm of tabu search is to use information about the search history to guide local search approaches to overcome local optimality. Based on some sort of memory certain moves may be forbidden, we say they are set tabu (and appropriate move attributes are put into a list, the so-called tabu list). The search may imply acceptance deteriorating moves when no improving moves exist or all improving moves of the current neighborhood are set tabu. We implemented an extension of the standard Tabu Search [10, 11, 12] (TS), namely the Iterated Tabu Search [16] (ITS), whose central idea is based on the concept of intensification and diversification. The intensification phase is focused in finding a better (locally optimal) solution in "surroundings", i.e. neighborhood, of the current solution. The ITS method uses the classical TS to achieve such an improvement. The Diversification phase is used whenever the tabu memory indicates that one is trapped in a certain basin of attraction and then allows to escape from the current local optimum and to move towards new regions in the solution space.
In the following subsections the main components of the algorithm are described: (i) the neighborhood structures (namely, the k-diamond neighborhood and the 2-exchange neighborhood), (ii) the corresponding exploration strategies (namely, the Single − Insert and the Double − Insert operators, respectively); (iii) the tabu list and (iv) the diversification phase. The pseudo-code of our Iterative Tabu Search (ITS) is given in Fig. 5 . Let us denote by E (F, z) the collection of all the exchange sets associated with z ∈ F,
The k-diamond Neighborhood
Definition 3. Given a graph G and an fvs F, the k-diamond neighborhood N (F) is the set of all not redundant fvs of G that can be obtained from F through the exchange sets associated with each vertex z ∈ F:
Note that, given a vertex z ∈ F, finding the minimum cost set I z associated with it corresponds to find the minimum weight feedback vertex set on the k-diamond associated with z. Hence, by applying the DP multi algorithm we can perform an implicit exhaustive exploration on the neighborhood to find a local optimum in polynomial time. This exploration is carried out by our first operator Single − Insert that is described next.
The Single − Insert operator
Given a not redundant fvs F of G and the incumbent solution F * , the Single − Insert operator builds, for each z ∈ F, Fig. 3 
Step 1. Insert z in G [F] and reduce the obtained graph to produce the k-diamond D R ;
Step 2.
Step 3. Find the set of redundant nodes O z , add z to O z , and set 
The 2-exchange Neighborhood and the Double − Insert operator
Additional neighborhoods similar to the k-diamond neighborhood above described can be considered if more than one vertex of F is selected to be introduced in
Indeed, a drawback of the Single − Insert operator concerns the diversification of the explored solutions. In fact, when there are not redundant vertices, only one vertex (the lower apex z) is moved from F to F = G [F] . Hence, in the worst case, several applications of the operator Single − Insert are necessary to remove more than one vertex from F. In order to overcome this issue, we consider a new neighborhood, namely the 2-exchange neighborhood, to diversify the explored solutions, that is, we considered the case when two vertices {z i , z j } are selected to be inserted in F . This neighborhood is explored by the operator Double − Insert (see Fig. 4 ) that differs from Single − Insert since it inserts two lower apices {z i , z j } into F , and finds the fvs I z i ,z j by applying algorithm MGA.
MGA is a greedy algorithm that selects at each iteration the vertex v such that the ratio w(v)/d(v) is minimum, where d(v) is the degree of the vertex. When a vertex is selected, it is removed from G and G is then reduced to obtain the subgraph G ′ . The degree of each vertex v in G ′ is updated and for each edge (u, v) that was removed during the reduction process, the weight of its endpoints is decreased by the quantity w(v)/d(v).
The selection of a new vertex is then carried out on G ′ until it is not empty. For more details on MGA the reader can refer to [3] .
Step 1. Insert z i and z j in G [F] and reduce it to obtain G ′ ;
Step 2. Apply MGA to find an fvs I C of G ′ ;
Step 3. Find the set of redundant nodes O C , add z i and z j to O C and set The Single−Insert operator and the Double−Insert operator will be used during the intensification phase of Iterative Tabu Search metaheuristic.
The Tabu list
At iteration t, after a relocation of vertices is carried out according to a resulting exchange set (I z , O z ), the inverse move (O z , I z ) cannot be carried out for the next ∆ iterations, where ∆ is the tabu list size. To implement a fast way for storing each move (O z , I z ) we use a bit mask and an hash-table. Since both I z and O z are vertex sets and each vertex has a distinct ID, we allocate two bit-mask bl and br whose size is |V |. We set the bits in bl and br corresponding to the vertices in O z and I z , respectively, equal to 1. The two strings are then concatenated to generate the string of bits bl-br, that is the key associated with the move. This key, that is unique for each move, is given to the hash function to save the move. To verify if a move is tabu it is sufficient to generate its key and check whether it is inside the hash table. The key generation, the insertion into the hash table and the checking operations require O(|I z | + |O z |) time. The keys are saved inside a FIFO queue whose size is ∆ , hence when the queue is full and a new key has to be inserted, the key on the head is removed from the queue and from the hash table. This operation requires constant time. We used a reactive tabu list, that uses a list whose size is dynamically updated during the computation according to the evolution of the search. The value of ∆ ranges between a lower bound β − and an upper bound β + that are fixed at the beginning of the computation and never change. Given an initial fvs F, we set
. After each iteration t, if the new solution F ′ found during the intensification phase (steps 4-17 in Fig. 5 ) is better than F * , then ∆ is increased by one. Otherwise, if F ′ is worse than F * but better than the solution found at the previous iteration then ∆ is not changed. Finally, if F ′ is worse than the previous one then ∆ is decreased by one.
The Diversification Phase
The diversification phase is implemented using a modified version of the Double − Insert operator (namely the Multi − Insert operator). Given a solution F, Multi − Insert differs from Double − Insert since a subset of vertices P ⊂ F with |P| > 2 is inserted into the forest F = G[F] to obtain a new graph G ′ . There are three main aspects to take into account in the diversification phase: (i) when to apply the diversification and on which solution, (ii) the cardinality of the set P, and, (iii) which vertices to introduce in P. We apply the diversification either to the best solution F * found so far (step 23 in Fig. 5 ) or to the solution F ′ (step 25 in Fig. 5 ) computed during the intensification phase. We keep a counter q that ranges from 1 to θ (that is the maximum number of diversification operations performed by the algorithm)
// Intensification Phase 4:
for h = 1 to σ do 6:
F ← F 1 ; 10:
end if 13:
Save the inverse move into the tabu list. 14:
if q is even then 23:
else 25:
end if 27: end for 28: return F * ;
Fig. 5: Pseudo-code of Iterated Tabu Search
and, as soon as this bound is reached, the ITS stops. The cardinality of P is computed according to the following formula: max { 5,
|F|×(20+5q) 100
} . Finally, to remove vertices from F we consider the last iteration it + (v) when v has been inserted in F: the vertices of F are sorted in increasing order according to it + (v) and the first |P| vertices of F are selected.
Computational Results
The ITS algorithm was coded in C and run on a 2.33 GHz Intel Core2 Q8200 processor. Since there are no available benchmark instances for the WFVP, we generated instances for the following class of graphs: random graphs, squared and not squared grids, taurus and hypercube. Each instance is characterized by the number of vertices, the number of edges, a seed and a range of values for the weight of the (Table 1) : number of vertices (n), number of edges (m), the lower (low) and upper (up) bounds for the weight of each vertex. For the hypercube graphs (Table 2a and 3a) the number of edges is omitted because it depends on the number of vertices. For the remaining graph classes: x is the number of rows and y is the number of columns. The third column in each table reports the solution value returned by MGA. We do not report the computational time of MGA since it is always negligible. Fourth and fifth columns in the tables report the solution value and the computational time (in seconds) of our ITS algorithm. Finally, last column reports the percentage gap between the solution values returned by the two algorithms. This gap is positive if MGA finds a better solution than ITS and negative otherwise. The last line of the tables reports the average value of this gap computed on all the instances of the table. On small instances of random graphs (Table 1) we can see from the gap column that ITS always finds a better solution than MGA and the CPU time is less than half of a second. On the 27 instances of Table 1a , this gap is greater than 5% for 15 instances and in one case (instance 6) it is greater than 10%. On average, the improvement obtained by ITS is around 5%. It is interesting to observe that as the density of graph increases the gap decreases. This reveals that the selection criterion applied by MGA (the ratio between weight and degree of node) is less effective on sparse graphs. This trend is evident on large instances (Table 1b) where (see for example instances with 500 vertices) the gap for sparse instances is more that 2% and it is less that 0.4% on more dense instances. The computational time of ITS is less than 1 minute for the first 33 instances and is less that 4 minutes for the remaining large instances. Consider Table 2 (for small instances) and Table 3 (for large instances) to compare the algorithms on the other types of graph. Let us analyze the small instances for the hypercube graphs. From the gap column, we can see that in three cases (instances 1, 2 and 7) the gap is greater than 5% while on average it is around 4%. This difference becomes more significant on the other three classes of graphs: for taurus graph the average gap is around 5.5%, for the squared grid graphs the average gap is 5.66% and on the not squared grid graphs it is 7.59% (and, except for instance 5, it is always greater than 5%). The CPU time of ITS on these four classes of graphs is negligible being always less than half of a second. Note that, since in these graphs several vertices have the same degree, the selection criterion applied by MGA is essentially led by the weight of the vertices and this probably causes its poor results.
On large instances, there is a sensible reduction of the gap between ITS and MGA for taurus, squared grid and not squared grid graphs, while this gap increases on hypercube graphs. In detail, on the hypercube, the gap is greater than 3% for three instances (instances 1, 4 and 7) with an average value of 4.47%. The computational time of ITS on this class of graphs is, in the worst case, slightly more that 1 minute. On taurus graphs the average gap is equal to 4.15% and on two instances (1 and 4) it is greater than 5%. ITS computational time increases to 5 minutes in the worst case. For half of the squared grid instances, the gap is greater than 5% while the average gap is equal to 5.14%. These graphs ended to be more expensive for ITS in terms of computational time. Finally, as already observed for small instances, the not squared grid graphs are the hardest instances for MGA. Indeed, only in 3 cases (instances 5, 12 and 15) the gap is less than 5% while the average gap is equal to 5.65%.
Conclusions
We addressed a well known NP-complete problem in the literature (the Weighted Feedback Vertex Set Problem) with application in several areas of computer science such as circuit testing, deadlock resolution, placement of converters in optical networks, combinatorial cut design. In this paper we presented a polynomial time exact algorithm (the DP multi algorithm) to solve the problem on a special class of graphs, namely the k-diamond graphs. In addition, we proposed an Iterative Tabu Search algorithm considering two different neighborhood structures one of which is based on the k-diamond graphs where the DP multi algorithm was hugely used for a better exploration. We carried out an extensive experimentation to show the effectiveness of our approach when compared with the well known 2-approximation algorithm MGA. Our approach shows a very good trade-off between solution quality and computational time: our ITS solves the problem in less than 1 second for instances up to 100 vertices with an improvement of the quality of the solution when compared to those returned by MGA. This makes ITS suitable to be embedded on an exact approach, that is object of our future research.
