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Abstract
We are concerned with a general model of size structured population dynamics with the
growth rate depending on the individual’s size and time. In this paper, we shall study the
continuous dependence of the solution on all given data such as aging and birth functions,
growth rate functions and initial data.
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1. Introduction
We are concerned with a general model of size structured population dynamics
with the growth rate depending on the individual’s size and time. The model is





∂tu(x, t)+ ∂x(V (x, t)u(x, t))=G(u(· , t))(x),
x ∈ [0, l), 0 t  T ,
V (0, t)u(0, t)= C(t)+ F(u(· , t)), 0 t  T ,
u(x,0)= ν(x), x ∈ [0, l).
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This model comes from describing the growth of plants in forests or plantations.
The unknown function u(x, t) represents the density of population with respect
to size x at time t , and hence
∫ x2
x1
u(x, t) dx stands for the population with size
between x1 and x2 at time t and l is the maximum size. The mapping F is
called the birth function which expresses the birth process and G is called the
aging function which expresses the mortality process and migration. See Webb’s
book [7] for some examples of F and G. A typical example of F and G is the





for φ ∈ L1, where Pφ = ∫ l0 φ(x) dx . The function V is the growth rate function. It
is reasonable to treat the growth rate depending on the individual’s size and time
because the size is important to capture the light to grow and the environments
(which are also important to grow) change with time. The function C stands for
the inflow of zero-size individuals (newborns) from an external source such as
seeds carried by the wind, and ν is the initial distribution.
Kato and Torikata [5] have shown the local existence and uniqueness of the
solution to (SDP). Further, Kato [3] has investigated the positive global solutions.
In this paper, we will show the continuous dependence of the solution on all
given data, i.e., the aging and birth functions, the growth rate function and the
initial data. It is important to know that the solution is stable with respect to small





∂tun(x, t)+ ∂x(Vn(x, t)un(x, t))=Gn(un(· , t))(x),
x ∈ [0, l), 0 t  T ,
Vn(0, t)un(0, t)= Cn(t)+ Fn(un(· , t)), 0 t  T ,
un(x,0)= νn(x), x ∈ [0, l).
Suppose that Fn, Gn, Vn, Cn and νn converge to F0, G0, V0, C0 and ν0, respec-
tively, in some sense. Then our purpose is to show that the corresponding solutions
un converge to u0.
Our result is a generalization of the one given by Webb [7, Theorem 2.6] for
the age-dependent population dynamics. Note that the particular case V (x, t)≡ 1
is nothing but the age-dependent case. In case of the growth rate V being fixed,
Kato and Sato [4] have shown the continuous dependence result by showing the
exact estimate. To investigate the dependence on V , we encounter the intrinsic
difficulty since the characteristic curves vary together with V .
Our model has a close relation to the one studied by Calsina and Saldaña
[1]. Their model has a nonlinear growth rate depending on the size and the total
population at each time, whereas the aging and birth functions are of the Gurtin–
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MacCamy type. For other related works, we refer to the article [6] by Tucker and
Zimmerman, where a finite number of structure variables are treated.
This paper is organized as follows. In Section 2, we state our assumptions
and the main theorem. In Section 3, we prepare some lemmas which give some
properties of characteristic curves. The main theorem is proved in Section 4,
assuming the essential lemma (Lemma 4.1), which is proved in Section 5.
2. Preliminaries and main theorem
In this section we state our assumptions and our main theorem. Let L1 :=
L1(0, l;RN) be the Banach space of Lebesgue integrable functions from [0, l)
to RN with norm ‖f ‖L1 :=
∫ l
0 |f (x)|dx for f ∈ L1, where | · | denotes the
norm of RN defined by |ξ | = ∑Ni=1 |ξi | for ξ = (ξ1, . . . , ξN ). For T > 0, let
LT := C([0, T ];L1) be the Banach space of L1-valued continuous functions on
[0, T ] with the supremum norm ‖u‖LT := sup0tT ‖u(t)‖L1 for u ∈ LT . Note
that each element of LT is identified with an element of L1((0, l)×(0, T );RN) by
the relation [u(t)](x)= u(x, t) for t ∈ [0, T ], a.e. x ∈ (0, l). See [7, Lemma 2.1].
Let n ∈ N∪ {0}. We assume the following basic hypotheses:
(Fn) Fn :L1 → RN and there is an increasing function c1 : [0,∞)→[0,∞) such
that ∣∣Fn(φ1)− Fn(φ2)∣∣ c1(r)‖φ1 − φ2‖L1
for all φ1, φ2 ∈ L1 with ‖φ1‖L1,‖φ2‖L1  r and n ∈ N∪ {0}.
(Gn) Gn :L1 → L1 and there is an increasing function c2 : [0,∞)→[0,∞) such
that ∥∥Gn(φ1)−Gn(φ2)∥∥L1  c2(r)‖φ1 − φ2‖L1
for all φ1, φ2 ∈ L1 with ‖φ1‖L1,‖φ2‖L1  r and n ∈ N∪ {0}.
(Vn) Each Vn : [0, l)× [0, T ] → (0,∞) has the upper bound V ∗n > 0, i.e., 0 <
Vn(x, t) V ∗n for (x, t) ∈ [0, l)× [0, T ] and Vn(l, ·)= 0 if l <∞. Vn(x, t)
is differentiable with respect to x and there is a constant LV independent of
n such that∣∣Vn(x1, t)− Vn(x2, t)∣∣ LV |x1 − x2|
for all x1, x2 ∈ [0, l), t ∈ [0, T ] and n ∈ N ∪ {0}. For each x ∈ [0, l), the
mapping t → Vn(x, t) is continuous.
(Cn) Cn : [0, T ]→ RN are continuous functions.
Remark 2.1. The local Lipschitz continuities required in (Fn) and (Gn) are the
natural conditions for the birth and aging functions as seen from the typical ex-
ample of Gurtin–MacCamy type and assumed in [7] as well. The hypothesis (Vn)
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says that the individuals are going to grow until the size reaches the maximum
and that the variation of the growth rate with respect to the size is limited by LV
uniformly for time.
We can extend the function Vn(x, t) on (−∞,∞) × [0, T ] by defining
Vn(x, t) := Vn(0, t) for (x, t) ∈ (−∞,0)× [0, T ] and, in case l <∞, Vn(x, t) :=
0 for (x, t) ∈ [l,∞) × [0, T ]. Then x → Vn(x, t) is Lipschitz continuous uni-
formly for t ∈ [0, T ] with Lipschitz constant LV and t → Vn(x, t) is continu-
ous for each x ∈ (−∞,∞); and hence we may regard Vn(· , ·) as a function in
C((−∞,∞)× [0, T ]).
For n ∈ N ∪ {0}, define the characteristic curve ϕn(t; t0, x0) through (x0, t0) ∈
[0, l)× [0, T ] by the unique solution of the differential equation{
χ ′n(t)= Vn(χn(t), t), t ∈ [t0, T ],
χn(t0)= x0 ∈ [0, l). (1)
Let zn(t) := ϕn(t;0,0) denote the characteristic curve through the origin (0,0) in
the (x, t)-plane. The curve zn(t) is the trajectory in the (x, t)-plane of the newborn
individuals at t = 0 and it separates the trajectories of the individuals that were
present at the initial time t = 0 from the trajectories of those individuals born after
the initial time.
For (x, t) ∈ [0, l) × [0, T ] such that x < zn(t), we define the initial time
τn := τn(t, x) of the characteristics through (x, t) implicitly by
ϕn(t; τn,0)= x, or equivalently, ϕn(τn; t, x)= 0. (2)
Define τ ∗n by
τ ∗n (t0, x0)=
{
τn(t0, x0) for x0 < zn(t0),
0 for x0  zn(t0).
(3)
Note that ϕn(t; t0, x0) satisfies the integral equation





ϕn(σ ; t0, x0), σ
)
dσ, t ∈ [0, T ], (4)
and that 0 ϕn(t; t0, x0) < l for every t ∈ [τ ∗a (t0, x0), T ] provided that x0 ∈ [0, l).
(In case of l <∞, the assumption Vn(l, ·)= 0 assures ϕn(t; t0, x0) < l.) For some
properties of the characteristic curves, see Section 3 and [5, Section 3].
Let us consider the solution along the characteristic curves. If un(x, t) satisfies
(SDP)n in a strict way, then un(ϕn(s; t, x), s) is shown to be differentiable for





ϕn(s; t, x), s
)=Gn(un(· , s))(ϕn(s; t, x))
− ∂xVn
(




ϕn(s; t, x), s
)
.
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By integrating this relation over (τ ∗n (t, x), t), we come to the following definition
of a “mild” solution which is an analogue of the age-dependent model [7, (1.49)].
See [5, Definition 2.1].
Definition 2.1. A function un ∈ LT is called a solution of (SDP)n on [0, T ] (with








G˜n(s)(un(· , s))(ϕn(s; τn,0)) ds
a.e. x ∈ (0, zn(t)),
νn(ϕn(0; t, x))+
∫ t
0 G˜n(s)(un(· , s))(ϕn(s; t, x)) ds
a.e. x ∈ (zn(t), l),
(5)
where τn := τn(t, x) is given by (2), and for each t ∈ [0, T ], F˜n(t) :L1 → RN and
G˜n(t) :L
1 → L1 are given by
F˜n(t)(φ) := Cn(t)+ Fn(φ),
G˜n(t)(φ)(x) :=Gn(φ)(x)− ∂xVn(x, t)φ(x), a.e. x ∈ (0, l),
for φ ∈L1, respectively.
Recall that by the local existence and uniqueness results [5, Theorems 2.1,
2.2], under the hypotheses (Fn), (Gn), (Vn) and (Cn), for each n ∈ N ∪ {0}, there
exist Tn > 0 and un ∈ LTn such that each un is a unique solution of (SDP)n on
[0, Tn]. (See also [3, Remark 2.1].)
Our main result is the following theorem.
Theorem 2.1. Let n ∈ N∪ {0}, and suppose that (Fn), (Gn), (Vn) and (Cn) hold.
Let un ∈ LTn be the local solution of (SDP)n on [0, Tn]. Suppose that there exists
T > 0 such that 0 < T  infn∈N∪{0} Tn and that there exists r > 0 such that
‖un‖LT  r for all n ∈ N∪ {0}. Further we assume that
lim
n→∞
∣∣Fn(φ)− F0(φ)∣∣= 0, ∀φ ∈L1, (6)
lim
n→∞





∣∣Cn(s)−C0(s)∣∣ds = 0, (8)
lim
n→∞‖Vn − V0‖C([0,l)×[0,T ]) = 0, (9)
lim
n→∞‖∂xVn − ∂xV0‖L∞((0,l)×(0,T )) = 0, (10)
lim
n→∞‖νn − ν0‖L1 = 0. (11)
Then we obtain limn→∞ ‖un − u0‖LT = 0.
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3. Properties of characteristic curves
First, we recall some basic properties of characteristic curves, which are often
used in the sequel.
Lemma 3.1 [5, Lemma 3.4]. Let x = ϕn(t; τ, η). Then we have:
(i) x is differentiable with respect to τ and
dx
dτ























Lemma 3.2 [5, Lemma 3.3(i)]. For any t ∈ [0, T ], the mapping x → τn(t, x) from
[0, zn(t)] to [0, t] is continuous, decreasing and onto, and hence invertible, and
the inverse function τ−1t,n (·) is continuous from [0, t] onto [0, zn(t)].
The following asserts that the mapping x → τn(t, x) is Lipschitz continuous.
Lemma 3.3. Let Vn,∗∗ := min(t,x)∈[0,T ]×[0,zn(T )] Vn(x, t). Then we have∣∣τn(t, x)− τn(t, y)∣∣ 1
Vn,∗∗
(
1 +LV eLV T T
)|x − y| (12)
for all t ∈ [0, T ], x, y ∈ [0, zn(t)].
Proof. First, we consider the case where x  y . Then by Lemma 3.2, τn(t, x)
τn(t, y). Since x = ϕn(t, τn(t, x),0) and y = ϕn(t, τn(t, y),0),





























ϕn(σ ; t, x), σ
)− Vn(ϕn(σ ; t, y), σ ))dσ
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 Vn,∗∗
(





∣∣ϕn(σ ; t, x)− ϕn(σ ; t, y)∣∣dσ
 Vn,∗∗
(
τn(t, y)− τn(t, x)
)−LV eLV T |x − y|T .
Here, in the last inequality, we have used the following estimate obtained in the








1+LV eLV T T
)|x − y|.
If x < y , then exchanging x and y , we have
Vn,∗∗
(




1+LV eLV T T
)|x − y|.
Thus (12) holds. ✷
For the convergence of characteristic curves, we have the following lemma.
Lemma 3.4. Let ϕn(t; t0, x0) be the characteristics through (x0, t0) ∈ [0, l) ×
[0, T ]. Then we have∣∣ϕn(t; t0, x0)− ϕ0(t; t0, x0)∣∣ eLV T T ‖Vn − V0‖C([0,l)×[0,T ]). (13)

















∣∣ϕn(σ ; t0, x0)− ϕ0(σ ; t0, x0)∣∣dσ
∣∣∣∣∣+ ‖Vn − V0‖C([0,l)×[0,T ])T .
By Gronwall’s lemma, (13) holds. ✷
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∣∣τn(t, x)− τ0(t, x)∣∣= 0, (14)
where a ∧ b := min{a, b}.
Proof. Since z0(T ) > 0, it follows from Lemma 3.4, there is a number N ′ such
that nN ′ implies |zn(T )−z0(T )|< z0(T )/2. Let V∗∗ := min{V0(x, t) | (t, x) ∈
[0, T ] × [0, (3/2)z0(T )]}. Note that V∗∗ > 0 and by (9), we have min{Vn(x, t) |
(t, x) ∈ [0, T ] × [0, (3/2)z0(T )]} V∗∗/2 for nN ′. Let nN ′, t ∈ [0, T ] and















∣∣τn(t, x)− τ0(t, x)∣∣.















∣∣τn(t, x)− τ0(t, x)∣∣.
Thus it follows from Lemma 3.4 that∣∣τn(t, x)− τ0(t, x)∣∣ 2
V∗∗
eLV T T ‖Vn − V0‖C([0,l)×[0,T ]).
Hence by (9), the assertion (14) holds. ✷
4. Proof of Theorem 2.1
For simplicity of notation, we put










Note that fn ∈ C([0, T ];RN) and gn ∈ L1((0, l)× (0, T );RN). Let us introduce
the following function, which is needed in the process of estimating ‖un(· , t)−
u0(· , t)‖L1 :
τ¯n(t, x) :=
{
τ¯ 1n (t, x) if z0(t) zn(t),
τ¯ 2n (t, x) if z0(t) > zn(t),
(15)
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where
τ¯ 1n (t, x) :=
{
max{τn(t, x), τ0(t, x)} if x  z0(t),
τn(t, x) if z0(t) < x  zn(t),
τ¯ 2n (t, x) :=
{
max{τn(t, x), τ0(t, x)} if x  zn(t),
τ0(t, x) if zn(t) < x  z0(t).
Observe that x → τ¯n(t, x) is continuous, decreasing and invertible and the
inverse function which we denote by τ¯−1t,n (·) is continuous and decreasing (cf.
Lemma 3.2).
Let Vn,∗ := min0tT Vn(0, t) (> 0) and let V ∗n be the upper bound as in (Vn).
We will give the essential estimate in the next lemma for the proof of Theo-
rem 2.1. To state the lemma, we define functions Φn(t) as
Φn(t) :=
{
Φ1n(t) if z0(t) zn(t),

















































































∣∣∣ν0(ξ)− ν0(ϕn(0; t, ϕ0(t;0, ξ)))∣∣∣dξ.
















+ ‖∂xVn − ∂xV0‖L∞((0,l)×(0,T ))
T∫
0




∥∥Gn(u0(· , s))−G0(u0(· , s))∥∥L1 ds +‖νn − ν0‖L1 . (17)
Using the above functions, we can state the following lemma, which is es-
sential for the proof of main theorem (Theorem 2.1). The proof requires some
technical complications and it is rather long, and so we will give its proof in the
next section.
Lemma 4.1. For n ∈ N ∪ {0}, let (Fn), (Gn), (Vn) and (Cn) hold. Let un ∈ LTn
be the local solution of (SDP)n on [0, Tn]. Suppose that there exists T > 0 such
that 0 < T  infn∈N∪{0} Tn and that there exists r > 0 such that ‖un‖LT  r for
all n ∈ N∪ {0}. Then we have the following estimate:
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sup
0tT














The following is due to Webb:
Lemma 4.2 [7, (2.41), (2.42)]. Suppose that (Fn), (Gn), (6) and (7) hold. Then
for u0 ∈ LT , we have
sup
0tT
∣∣Fn(u0(· , t))− F0(u0(· , t))∣∣→ 0 as n→∞,
sup
0tT
∥∥Gn(u0(· , t))−G0(u0(· , t))∥∥L1 → 0 as n→∞.
Now, we prove the main theorem:
Proof of Theorem 2.1. Invoking Lemma 4.1, it suffices to show that Ψn and
sup0tT Φn(t) approach to 0 as n tends to ∞. That Ψn → 0 is shown from the
hypotheses (6)–(11) and Lemma 4.2. Let us observe that sup0tT Φn(t)→ 0.
At first, we will show that for any ε > 0, there exists a number N (independent





∣∣∣g0(ξ, s)− g0(ϕ0(s, t, ϕn(t, s, ξ)), s)∣∣∣dξ ds < ε; (19)





∣∣∣g0(ξ, s)− g0(ϕn(s, t, ϕ0(t, s, ξ)), s)∣∣∣dξ ds < ε. (20)
Let ε′ > 0 be fixed arbitrarily. Since g0(ξ, s) ∈ L1((0, l)× (0, T );RN), there
exists a continuous function gˆ0(ξ, s) having a compact support in (0, l)× (0, T )
such that ‖g0− gˆ0‖L1 < ε′, whereL1-norm is the norm of L1((0, l)×(0, T );RN).
Since gˆ0 is uniformly continuous, there exists δ > 0 such that |ξˆ − ξ | < δ and
|sˆ − s|< δ imply that |gˆ0(ξˆ , sˆ)− gˆ0(ξ, s)|< ε′.
By Lemma 3.4, there exists N such that if n  N and z0(t)  zn(t), then
|ϕ0(s, t, ϕn(t, s, ξ)) − ξ | < δ for all s ∈ [0, t], ξ ∈ (ϕn(s; t, τ¯−1t,n (s)), l); and if
n  N and z0(t) > zn(t), then |ϕn(s, t, ϕ0(t, s, ξ)) − ξ | < δ for all s ∈ [0, t],
ξ ∈ (ϕ0(s; t, τ¯−1t,n (s)), l).
We will show that (19) holds. The other case (20) is similar. Let n  N and
z0(t) zn(t). Then we have
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=: I1 + I2 + I3.
Obviously, I1  ‖g0 − gˆ0‖ < ε′. Let [a, b] be the interval which contains the
support of gˆ0. Then I2  ε′T (b − a). To estimate I3, change the variable η =

























by Lemma 3.1. Hence, I3  eLV T ‖gˆ0 − g0‖L1 < eLV T ε′. Consequently, (19)
holds.
Similarly, there exists a number N ′ such that if nN ′ and z0(t) zn(t), then
l∫
0
∣∣∣ν0(ξ)− ν0(ϕ0(0, t, ϕn(t,0, ξ)))∣∣∣dξ < ε;
and if n >N ′ and z0(t) > zn(t), then
l∫
0
∣∣∣ν0(ξ)− ν0(ϕn(0, t, ϕ0(t,0, ξ)))∣∣∣dξ < ε.
Since f0 ∈ C([0, T ];RN) and V0(0, ·) ∈ C([0, T ]), it follows from Corollary 3.1
and Lemma 3.3 that the first, second and third terms in Φ1n(t) and Φ2n(t) converge
to 0 uniformly for t ∈ [0, T ]. For the rest terms, we note that the following con-
vergences hold:
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τ¯−1n,t (s)→ τ−10,t (s), (21)∣∣ϕn(s; t, τ¯−1n,t (s))− ϕ0(s; t, τ−10,t (s))∣∣→ 0 (22)
uniformly for t ∈ [0, T ], s ∈ [0, t]. Indeed, firstly, we have
0 τ¯−1n,t (s)− τ−10,t (s)
∣∣τ−1n,t (s)− τ−10,t (s)∣∣= ∣∣ϕn(t; s,0)− ϕ0(t; s,0)∣∣→ 0
uniformly for t ∈ [0, T ] and s ∈ [0, t] by Lemma 3.4. Then again by Lemma 3.4,
we deduce that∣∣ϕn(s; t, τ¯−1n,t (s))− ϕ0(s; t, τ−10,t (s))∣∣

∣∣ϕn(s; t, τ¯−1n,t (s))− ϕn(s; t, τ−10,t (s))∣∣
+ ∣∣ϕn(s; t, τ−10,t (s))− ϕ0(s; t, τ−10,t (s))∣∣
 eLV T
∣∣τ¯−1n,t (s)− τ−10,t (s)∣∣+ ∣∣ϕn(s; t, τ−10,t (s))− ϕ0(s; t, τ−10,t (s))∣∣→ 0
uniformly for t ∈ [0, T ], s ∈ [0, t]. It follows from (21) and (22) that the rest
terms in Φ1n(t) and Φ2n(t) go to 0 uniformly for t ∈ [0, T ]. Thus we find that
sup0tT Φn(t)→ 0 as n→∞. This completes the proof. ✷
5. Proof of Lemma 4.1
Let n ∈ N and t ∈ [0, T ] be fixed, and we will consider the case that z0(t) 
zn(t). The other case z0(t) > zn(t) is treated in a similar way.




∣∣∣∣Cn(τn)+ Fn(un(· , τn))Vn(0, τn) −








































































=:L1 +L2 +L3 +L4 +L5.
In what follows, we will proceed to estimate each Li (i = 1,2,3,4,5) step by
step.





















To estimate L11, we use the change of variable s = τn = τn(t, x). Put τn(t) :=






For L12 and L13, use the change of variable s = τ0 = τ0(t, x) and then use the







∣∣∣f0(τn(t, ϕ0(t; s,0)))− f0(s)∣∣∣ds,


















































































For L21, using Fubini’s theorem and then using the change of variable ξ = ϕn(s;






∣∣gn(ϕn(s; τn,0), s)− g0(ϕn(s; τn,0), s)∣∣dx ds







∣∣gn(ξ, s)− g0(ξ, s)∣∣dξ ds,
where τ−1t,n (·) is the inverse of x → τn(t, x) for fixed t (see Lemma 3.2).
In order to estimate L22, we use the function τ¯n(t, x) defined by (15). Dividing









































∣∣g0(ϕn(s; τn,0), s)− g0(ϕ0(s; τ0,0), s)∣∣dx ds
=:L221 +L222 +L223,






























∣∣∣g0(ξ, s)− g0(ϕ0(s; t, ϕn(t; s, ξ)), s)∣∣∣dξ ds.



































∣∣∣g0(ξ, s)− g0(ϕ0(s; t, ϕn(t; s, ξ)), s)∣∣∣dξ ds.



























∣∣g0(ϕ0(s; t, x))∣∣ds dx
=:L31 +L32 +L33 +L34 +L35.
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where τn(t) := τn(t, z0(t)) as above. By changing variable ξ = ϕ0(0; t, x), it is
easily seen that

























































∣∣∣g0(ξ, s)− g0(ϕ0(s; t, ϕn(t, s, ξ)), s)∣∣∣dξ ds.
For L35, we get


































































Step 4 (Estimate of L4). The estimate of L4 is done by the change of variable

















∣∣∣ν0(ξ)− ν0(ϕ0(0; t, ϕn(t;0, ξ)))∣∣∣dξ.
Step 5 (Estimate of L5). By Fubini’s theorem and by the change of variable
































∣∣∣g0(ξ, s)− g0(ϕ0(s, t, ϕn(t, s, ξ)), s)∣∣∣dξ ds.
It follows from Steps 1–5 that
e−LV t






































∣∣gn(ξ, s)− g0(ξ, s)∣∣dξ ds









































∣∣∣ν0(ξ)− ν0(ϕ0(0; t, ϕn(t;0, ξ)))∣∣∣dξ.
Now note that if 0  s  τn(t) := τn(t, z0(t)), then τ¯−1t,n (s) = τ−1t,n (s) and
ϕn(s; t, τ¯−1t,n (s)) = 0. In fact, since τ−1t,n (·) is decreasing, we know that z0(t) =
τ−1t,n (τn(t, z0(t))  τ−1t,n (s)  τ−1t,n (0) = zn(t). Hence we find τ¯n(t, τ−1t,n (s)) =
τn(t, τ
−1
t,n (s)) = s which implies τ¯−1t,n (s) = τ−1t,n (s), and also ϕn(s; t, τ¯−1t,n (s)) =
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e−LV t


































































∣∣∣ν0(ξ)− ν0(ϕ0(0; t, ϕn(t;0, ξ)))∣∣∣dξ.
Next, consider |fn(s)− f0(s)| and ‖gn(· , s)− g0(· , s)‖L1 . By (Fn), we have∣∣fn(s)− f0(s)∣∣ ∣∣Cn(s)−C0(s)∣∣+ c1(r)∥∥un(· , s)− u0(· , s)∥∥L1
+ ∣∣Fn(u0(· , s))−F0(u0(· , s))∣∣;
and by (Gn) and (Vn),∥∥gn(· , s)− g0(· , s)∥∥L1  (c2(r)+LV )∥∥un(· , s)− u0(· , s)∥∥L1
+ ∥∥Gn(u0(· , s))−G0(u0(· , s))∥∥L1
+ ‖∂xVn − ∂xV0‖L∞((0,l)×(0,T ))
∥∥u0(· , s)∥∥L1 .
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Therefore, using Φn(t) and Ψn defined by (16) and (17) in the previous section,
we establish the following estimate:
e−LV t
∥∥un(· , t)− u0(· , t)∥∥L1  [Ψn +Φn(t)]




∥∥un(· , s)− u0(· , s)∥∥L1 ds. (23)
In case of z0(t) > zn(t), the same estimate as (23) holds in a similar way. Thus
by Gronwall’s lemma, we establish the desired estimate (18). This completes the
proof of Lemma 4.1. ✷
6. Concluding remarks
We conclude the paper with some comments for further development. The
result here can be used to study the model having the nonlinear growth rate as
in [1]. See the forthcoming paper about this. For the model treated here, it would
be interesting to study the asymptotic behavior of the solution. Since the growth
rate depends on the time, the study of the dynamics would be difficult. Also,
it would be interesting to study the model having delay in the birth and aging
functions as well as the growth rate function.
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