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ABSTRACT 
A partial matrix is a rectangular array consisting of specified entries, which are 
fixed elements of the complex numbers C, and unspecified entries, which are free 
variables over C. Given a partial Hermitian matrix A(z) (in which z is the vector of 
unspecified entries of A), a fixed matrix B, and a fixed vector c, the optimal solution 
of the problem 
maximize 
subject to 
det A(z) 
A(z) positive definite, 
Bz = c 
is unique, provided the problem is feasible, and has a simple characterization. This 
class of problems includes the case in which A(z) is constrained to be Toeplitz. 
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1. INTRODUCTION 
A partial matrix is a rectangular array in which some of the entries are 
specified elements of C, while the rest are unspecified, free to be chosen 
from C. A completion B = (bjk) of a partial matrix A = (aj,) is a conventional 
matrix that agrees with A on all the specified entries; i.e., I>.ik = ajk when- 
ever ajk is specified. If A is square and has the property that an entry ajk is 
specified if and only if akj is, and then the two are complex conjugates of 
one another, then A is said to be a partial Hermitian matrix. The study of 
positive definite completions of partial Hermitian matrices is an area of 
active research (see, e.g., [l, 21). Note that in order for a partial Hermitian 
matrix to have a positive definite completion, each of its fully specified 
principal submatrices must be positive definite. We will refer to a partial 
Hermitian matrix as partial posit& dejinite if it satisfies this obviously 
minimal necessary condition. It should be noted that this condition is in 
general not sufficient, as demonstrated in [2]. 
Let A = (ajk) be an n X n partial Hermitian matrix, and let 9 denote 
the collection of pairs of indices jk, 1~ j ,< k < n, for which a jk is specified; 
that is, 
9=(jk:1,<j<k,<n,ajkisspecified}. 
Similarly, let 
9’ = { jk : 1~ j Q k < n, a,ik is unspecified) 
In the literature on positive definite completions, it is often assumed that all 
the diagonal entries are specified-that is, jj E 9 for j = 1,. . . , n-and we 
maintain this assumption here. Also, let z = (a,ik)jk E .p’ be the collection of 
unspecified entries of A. We will investigate here positive definite comple- 
tions of A when a linear constraint is imposed on Z. Specifically, we will 
characterize the solution to the optimization problem 
maximize 
subject to 
det A(Z) 
A(z) positive definite, 
Bz = c. 
(1) 
in which B is a fixed complex matrix, c a fixed vector, and .z is treated as a 
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vector variable. Let us write 
in which 
s = Re=, 
y = Im Z. 
We will also characterize the solution of the slightly more general problem 
maximize 
subject to 
det A(Z) 
A( 2) positive definite, 
& ZG E, 
(2) 
in which k? and Z are real. The problem (1) may be converted to one in the 
form (2) by setting 
where B = M + iN and c = u + k. However, we should note, a problem of 
the form (2) may not in general be put in the form (1). We will see, though, 
that if either problem is feasible, then the optimal completion has a simple 
characterization in terms of its inverse, reminiscent of one of the main results 
in [2]. 
The unconstrained determinant-maximization problem is a recurrent one 
in areas such as signal processing and entropy methods in statistics and 
physics. In [l] it was shown that when a partial positive definite matrix A is 
bunded -that is, u,~ is specified if and only if 1 j - kl < m, where m is some 
integer-then positive definite completions necessarily exist. Furthermore, it 
was shown that there is a unique positive definite completion with maximum 
determinant (over all positive definite completions), and this determinant- 
maximizing completion is also the unique invertible completion whose 
inverse is banded (in the usual sense) with bandwidth equal to that of the 
original partial matrix. It was also shown that when the banded partial matrix 
is Toeplitz, the determinant-maximizing completion is also Toeplitz. Unfortu- 
nately, this fails for partial Toeplitz matrices in which the specified data is 
not banded. However, it may be interesting to study positive definite 
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Toeplitz completions of partial Toeplitz matrices when the data are not 
assumed to lie within a band, and this is one of our primary motivations. 
EXAMPLE 1. Suppose that A is the (n + l>X(n + 1) partial positive 
definite Toeplitz matrix 
Uk+l 
;k-, ? 
A= 
? ii&, uk-l 
a k+l ? 
I 
a0 a, ... ak-l ? ak+l “’ a, 
a1 a0 ak-l ? 
in which the k th band is unspecified and only Hermitian Toeplitz comple- 
tions are considered. The unspecified set is then 
s’=((O,k),(l,k+l) ,..., (n-k,n)j. 
Our linear constraint has the form 
which may be written in the form Bz = 0, where B is the (n - k > X (n - k + 1) 
matrix 
-1 
. . 
1 -1 
and 
lzOk ’ 
Zl,k+l 
.z \ n-k,n 
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The determinant-maximizing positive completion of such a matrix, as it 
turns out, will not generally be Toeplitz. For example, if A is the partial 
matrix 
A= 
then its maximum-determinant positive definite completion is 
2 ; 1 l\ 
1 f 2 f 1 A,,= ,
7 2 ;’ 
1 1 f 2 
which is not Toeplitz. 
EXAMPLE 2. If we fix a pair of vectors u;, r E C”, then the problem 
maximize 
subject to 
det A(Z) 
A(Z) positive definite, 
A(,_)w = r 
may also be recast in the form (2). For example, if A is the partial matrix 
I 
2 =12 = IO 
A= -;I2 2 =23 
z,:, ze3 2 
and w and r are the fixed vectors 
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then the constraint Aw = r may be written 
2x,, +2iy,, + x13 + Q/,3 = 3, 
Xl, - ZYlZ + x23 + iyzcl = 2, 
x13 - ZYl‘3 +2X,, -2iy,, = 3, 
in which zjl; = xJk + iyik. This is equivalent to the system 
‘210 0 0 0 
101 0 0 0 
012 0 0 0 
000 2 10 
000-l 0 1 
,o 0 0 0 -1 -2 
s,2 
XI3 
x 2:3 
Yl2 
Yl, 
\ Ya.3 
\ 
= 
/ 
13’ 
2 
3 
0 
0 
,O/ 
The problem is thus recast in the form (2); however, this problem cannot be 
written in the form (1). 
The results of [l] were generalized in [2], where the following theorem 
appeared. 
THEOREM 1. Let A he a partial positive definite matrix a11 of whose 
diagonal entries are specified, and suppose that A has positive definite 
completions. Then among all positive definite completions there is a unique 
one with maximum determinant. Furthermore, this determinant-maximizing 
completion is characterized among the positive definite completions by having 
a zero in the inverse in every position in which A has an unspecified entry. 
In other words, let A = (ujkjjk t ,/ be a partial positive definite matrix. 
Then if A has a positive definite completion, there is one with maximum 
determinant. Furthermore, if B is the determinant-maximizing completion 
and B-’ = C = cc,,), then cjk = 0 whenever jk E Y’; in fact B is the only 
positive definite completion of A having this property. Thus we have a 
simple decision procedure that tells whether a given completion is the 
determinant-maximizing completion of some partial positive matrix. If the 
completion is positive definite, invert it; if the inverse has zeros in the proper 
positions, then the completion is optimal. 
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In a linearly constrained problem, such as our Toeplitz example, this will 
not work. However, in the next section we will prove an analogue of 
Theorem 1 that characterizes the constrained determinant-maximizing com- 
pletion in both problems (1) and (2). In Section 3 we will see that our 
general result takes an especially simple form in the Toeplitz case. 
2. MAIN RESULTS 
Let A(;) be a partial Hermitian matrix, where z = (;,ik)jk =,/’ E C” 
denotes the vector consisting of the unspecified entries in A. Clearly, 
p = #Y’ is the number of unspecified entries in A(Z). We denote 
Further, let H(Z) = A(Z)-‘, and define the vector 
(In other words, h is the vector of entries of H in the same positions as the 
unspecified entries of A.) Let us write H(Z) = F(Z)+ iG(=), and define 
f(=> =(_fjk('))jkt.F 
For any matrix B, let 9(B) and J’(B) d enote, respectively, the range 
and null space of B. 
Our main results are the following. 
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THEOREM 2. Let A(z) he a purtial positive definite matrix, B ajxed reul 
matrix und c a fixed real vector. Then, if the problem 
maximize 
subject to 
det A(z) 
A(Z) positive definite, 
BZ = c 
(3) 
is feasible (i.e., the constraint set is nonempty), it has a unique optimal 
solution. Furthermore, the optimal is the unique feasible point z for which 
h(z) E .W(Br>. 
THEOREM 3. Let A(z) be a purtial positive definite matrix, B a fixed 
mutrix and c a fixed vector. Then, if the problem 
maximize 
subject to 
det A(z) 
A(z) positive definite, 
Bz = c 
(4) 
is feasible, it has u unique optimul solution. Furthermore, the optimul solution 
is the unique feasible point z for which h(z) E S%B*). 
The latter result generalizes Theorem 1 in the sense that if B = 0 and 
c = 0, then of course ever-v positive definite completion is feasible, and the 
one for which h(z) E 9:(B*) = (0} is the optimal solution. 
A key idea in the proof of Theorems 2 and 3 will be the observation that 
the positive semidefinite completions of A form a compact, convex set. That 
the set is bounded follows from the fact that the off-diagonal entries must not 
be large enough to make any 2 X2 principal minor negative; since the 
diagonal entries are specified, this clearly imposes bounds on all the entries. 
The boundary of the set is just the set of positive semidefinite completions 
that are not positive definite, and the (relative) interior is the set of positive 
definite completions. That the set is convex is clear, since the positive 
semidefinite matrices form a convex cone; hence any convex combination of 
positive semidefinite completions of a partial matrix will itself be a positive 
semidefinite completion. Other key ideas will be the following lemmas, noted 
in [2]. 
LEMMA 4. The function logdet A is strictly concave over the positive 
definite matrices. 
From this lemma it follows easily that if (1) has a feasible solution, then it 
has a unique optimal solution, since the set of feasible solutions is convex and 
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compact (if we loosen the constraints and allow semidefinite completions, 
which does not really affect the problem). Since logdet A is strictly concave 
on the interior of the feasible region, logdet A attains a unique maximum and 
so, therefore, does det A 
LEMMA 5. Suppose 
Then forj # k, 
A = (ai,) E M, is Hermitian and a,ik = xJk + iyjk. 
$detA=-2(-I)“‘Im[detA(jik)]. 
.I 
in which A(jlk) is the submatrix of A obtained by deleting row j and 
column k. 
Now let us write 
where, using Lemma 5, 
LEMMA 6. Let A(=;) be u par-& Hermitian mutrix, und define H(Z) = 
A(z)-’ when A(z) is invertibze. Then if H(z) exists, 
VdetA(z) =2detA(z)i(z). (5) 
Proof. Again let us write H = F + iG. For any jk E 9’, 
h =(-l) J’“detA(klj) (-l)‘+kdetA(j(k) 
Jk det A = det A ’ 
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Therefore, by Lemma 5, 
--detA, 
1 d 
---detil, ‘jk - det A ayjk 
and Equation (5) follows. n 
Proof of Theorem 2. Let ;;’ d enote the linear variety of solutions to the 
equation 
BZ=c. 
We may write 
where I,, is any element of 1;1’. As previously observed, there is a unique 
optimal solution to (2) that occurs in the interior of the feasible set. By the 
usual first-order necessary conditions for an extremum, this occurs at a point 
for which Vdet A is normal to 9’; that is, we want 
That (6) characterizes the optimal is evident from the strict log-concavity of 
the determinant on the feasible region. Furthermore, from (5) and (6) we see 
that a feasible point z is optimal if and only if 
FL(z) E&?(B’), 
as desired. 
Proof of Theorem 3. If we write B = M + iN, z = x + iy, and c = u + io, 
then as previously noted the equation Bz = c is equivalent to 
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where 
a=(; ;\;y), z=(G), E=(Z). 
Hence, by Theorem 2, a feasible point 2 is optimal if and only if 
which holds if and only if h(z) E %e(B*). n 
3. THE TOEPLITZ CASE 
Let T = (tjk).j:k_O be an (n + l)X(n + 1) partial positive definite Toeplitz 
matrix, and suppose that there are positive definite Toeplitz completions of 
T. What can be said about the determinant-maximizing positive definite 
Toeplitz completion? As noted previously, the global determinant-maximiz- 
ing completion may not be Toeplitz, so our constraint changes the problem. 
We may parametrize T by the numbers t,,, . , t,,, where t, is the number 
down the k th band of the matrix, so it will be convenient for us to think in 
terms of specified and unspecified bands of T. For the Toeplitz problem let 
9 = {k : t, is specified), 
Y = {k : tX is unspecified], 
and assume that 0 E 9. As pointed out earlier, the Toeplitz constraint may 
be written 
t Ok = tl,k+l = . . . = tn-k.,,~ kE.Y’. (7) 
We may write (7) as 
tok -tl.k+l = 0, 
tl.k+l - t&k+2 zz 0, 
tn-k-l,tt-l - t.-k.,,=O. 
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The Toeplitz problem is now easily recast in the form of (1); the matrix B is a 
direct sum of matrices of the form 
B, = 
I 0 1 -1  -1 0 \ 
1’ -I/ 
It is easily seen that a vector x E .%‘(B,*) if and only if erx = 0, where 
e=(l. . . l>T. This means that we need, for all k E Y’, 
n-k 
C hj,jtk = 0. 
j=O 
In other words, the determinant-maximizing positive definite Toeplitz com- 
pletion of T is characterized by having the sum of the elements down the 
k th band of the inverse, where k E 9’, equal to zero. This proves our last 
theorem. 
THEOREM 7. Let T be a partial positive definite Toeplitz matrix having 
positive Toeplitz completions. For any z such that T(z) is invertible, define 
H(z) = T(z)-‘. Then the determinant-maximizing positive definite Toeplitz 
completion is unique and is the unique positive definite Toeplitz completion 
for which 
n-k 
c h.j,jtk = ’ 
j=O 
for every k E 9’. 
Consider once again the partial matrix A of Example 1. The Toeplitz 
matrix 
12 + 1 1 
’ 2 1 A,= ’ ; 
1 ; 2 + 
1 1 + 2 
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is a positive definite completion of A, and its inverse is 
44 3 - 18 - 19 
2 
-I 
3 36 -6 - 18 
105 -18 -6 36 3 
- 19 - 18 3 44 1 
Since the sum of the elements along the first superdiagonal of this matrix is 
zero, Theorem 7 implies that A,, must be the determinant-maximizing 
positive definite Toeplitz completion of A. 
Some interesting questions remain open. For example, how does one 
recognize whether a given problem of the form (1) or (2) is feasible? Even in 
the general positive definite completion problem, in which there are no 
linear constraints, it is not known how to recognize whether a partial positive 
definite matrix has a positive definite completion. (In [2] a partial answer to 
this question was given in terms of the graph of the specified entries of the 
partial matrix.) In particular, it would be nice to find a way of recognizing 
whether a given partial Toeplitz matrix has a positive definite Toeplitz 
completion. 
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