We consider quadratic forms of martingale differences and establish a central limit theorem under mild and easily verifiable conditions. By approximating Fourier transforms of stationary processes by martingales, our central limit theorem is applied to the smoothed periodogram estimate of spectral density functions. Our results go beyond earlier ones by allowing a variety of nonlinear time series and by avoiding strong mixing and/or summability conditions on joint cumulants.
Introduction
Let (X k ) k∈Z be a real stationary process with mean 0 and finite covariances γ(k) = E(X 0 X k ), k ∈ Z. Assume that the covariances are absolutely summable. Then the spectrum or spectral density function
exists and is continuous and finite. A fundamental problem in time series analysis is to estimate f . Given the observations X 1 , . . . , X n , let the periodogram
|S n (λ)| 2 , where S n (λ) = n t=1
X t e tλ √ −1 .
f (λ) [Anderson (1971) , Brillinger (1975) , Brockwell and Davis (1991) , Hannan (1970) , Priestley (1981) among others]. Denote by λ j = λ j,n = 2πj/n, j ∈ Z, the Fourier frequencies. Under suitable conditions on the underlying process (X k ), I n (λ j ) are asymptotically independent at different Fourier frequencies. To obtain a consistent estimate of the spectral density at a given frequency θ ∈ [0, π], one can naturally smooth the periodograms over Fourier frequencies near θ. Namely, the following weighted periodogram estimate can be used:f
where k 0 = nθ/(2π) , K is a nonnegative kernel function and K m = m k=−m K(k/m). Here x denotes the integer part of the real number x, namely x = max{k ∈ Z : k ≤ x}.
Generically (3) 
Under appropriate conditions on (X k ), (4) ensures thatf n is a consistent estimate of f .
As a significant merit,f n can be quickly computed via the fast Fourier transforms. On the other hand, however, it has been a notoriously difficult problem to establish a central limit theorem of the estimate under the natural bandwidth condition (4). Such asymptotic results are certainly needed in the related statistical inference in the frequency domain, such as hypothesis testing and the construction of confidence intervals. In previous results the process (X k ) is assumed to have very special structures. For example, Lomnicki and Zaremba (1959) and Hannan (1970) deal with linear processes; Brillinger (1969) assumes that X k has finite moment of all order, and the joint cumulants of the process are summable of any order; also see Dahlhaus (1985) . Rosenblatt (1984) considers strong mixing processes. See also Bentkus and Rudzkis (1982) for Gaussian processes and Henry (1999) for linear processes with martingale difference innovations.
An important problem in econometrics is to estimate the long run variance, which basically corresponds to the spectral density evaluated at zero frequency. A closely related problem in the multivariate case is to study the so-called heteroskedasticity and autocorrelation consistent (HAC) covariance matrix estimate. Asymptotic results have been obtained by Andrews (1991) , Hansen (1992) , de Jong and Davidson (2000) and Jansson (2002) among others. The HAC estimation plays an important role in various econometrics problems, such as unit root tests, robust hypothesis testing, and cointegration estimation.
For recent developments see Phillips et al. (2006a,b) .
In this paper we obtain a central limit theorem off n for a very general class of stationary processes under conditions stronger than (4) [see (38) and (39)]. In particular, our results allow linear processes and nonlinear processes including threshold, bilinear, exponential autoregressive processes among others. The imposed condition on (X k ) is directly related to the data-generating mechanism of the process and hence is easily verifiable. Additionally, we do not need the summability conditions on joint cumulants and/or strong mixing conditions. Conditions of the latter two types do not seem to be tractable in many applications. We shall study asymptotic properties of the quadratic form
where the weights a n (t, t ), 1 ≤ t, t ≤ n, n = 1, 2, . . ., are (deterministic) real coefficients.
The form of Q n is very general. An important special case of (5) is the smoothed periodogram spectral density estimate (3). Elementary calculations show that (3) is of the form (5) with a n (t, t ) = a n (t − t ), where
It would certainly be impossible to obtain limit theorems for Q n without imposing suitable conditions on a n (t, t ) and (X t ). In Section 2 we assume that the process (X t ) is a stationary martingale difference sequence. Using the idea of martingale approximation, we show in Section 3 that, for stationary processes (X t ) which may not necessarily be martingale differences, the smoothed periodogram spectral density estimation (3) can be approximated by the quadratic form (5) of martingale differences under mild conditions.
The asymptotic problem of Q n has a long history. See Whittle (1964), de Wet and Venter (1973) , ten Vregelaar (1990) , Varberg (1966) , Mikosch (1991) , Basalykas (1994) , Götze and Tikhomirov (1999) and references cited therein. Results of this sort have many applications in statistics. In all those work X k are assumed to be iid and/or the weights a n (t, t ) do not depend on n. Both assumptions are violated in our setting. In particular, in our problem the independence assumption is too restrictive and we have to resort to other powerful and more versatile methods.
In a series of recent papers [see Wu and Mielniczuk (2002) , Wu (2005a Wu ( , 2005b , Wu and Woodroofe (2004) and Hsing and Wu (2004) among others], we argue that the method of martingale approximation is quite useful in a variety of asymptotic problems. In particular, Hsing and Wu (2004) established an asymptotic theory for the weighted U -statistics
for a quite general class of stationary processes including linear processes and many widely used nonlinear time series. However, even though the bivariate function G(u, v) in (7) can be particularly chosen to be the product uv, the results in Hsing and Wu (2004) is not directly applicable to Q n . The major difficulty is that the weights a n (t, t ) in (5) depend on n. The dependence of a n (t, t ) on n makes the asymptotic problem of Q n considerably more challenging. Nonetheless the method of martingale approximation used in Hsing and Wu (2004) sheds new light on asymptotic properties of Q n . In this paper we shall apply a modified version of the method in Hsing and Wu (2004) .
Throughout the paper let ⇒ denote convergence in distribution and N (µ, σ 2 ) the Gaussian distribution with mean µ and variance σ 2 . The notation C stands for a generic constant which may vary from line to line. For a random variable ξ write ξ ∈ L p (p > 0) if
Denote the real part of a complex number a by (a).
Suitable structural assumptions on the process (X k ) are certainly needed. Here we assume that (X k ) is a stationary causal process of the form
where ε k , k ∈ Z, are independent and identically distributed (iid) random variables and g is a measurable function for which X k is a properly defined random variable. The class of processes that (8) represents is huge. The Wiener-Rosenblatt conjecture says that, for every stationary and ergodic process (X k ), there exists a measurable function g and iid random
variables ε k such that the distributional identity (
holds. See Rosenblatt (1971) , Kallianpur (1981) and Tong (1990, p. 204) . The stochastic realization theory concerns the problem of constructing g and ε k based on (X k ) k∈Z . See Borkar (1993) and references cited therein for more details of the stochastic realization theory.
Let the shift process F k = (. . . , ε k−1 , ε k ). For ξ ∈ L 1 define the projection operator
The projection operator plays an important role in the study of Q n . Clearly P i ξ, i ∈ Z, are martingale differences, and hence are orthogonal in
The rest of the paper is structured as follows. Section 2 presents a central limit theorem for Q n for martingale differences. Applications to the smoothed periodogram spectral density estimate (3) is given in Section 3. Some proofs are collected in the Appendix.
Quadratic Forms for Martingale Differences
In this section we assume that X k , k ∈ Z, are martingale differences, namely E(X k |F k−1 ) = 0 almost surely. We are interested in the asymptotic distribution of the quadratic form
where, for each n, the weights a n (j, j ), 1 ≤ j < j ≤ n, are real numbers. A particular interesting special case is that the bivariate function a n (·, ·) can be written in the univariate way, namely a n (j, j ) = a n (j − j ). For smoothed periodogram spectral density estimates, we present in Section 3 a martingale approximation scheme and show that (3) can be reduced to the form (10) even though the process (X k ) itself may not be a martingale difference sequence. Martingale approximations of this type act as a bridge which connects general stationary processes and martingales (Wu and Woodroofe, 2004) .
The following Theorem 1 concerns the asymptotic distribution of T n /σ n under easily verifiable and mild conditions on a n (j, j ), 1 ≤ j < j ≤ n.
Theorem 1. Let the process X k of (8) be a martingale difference sequence and X t ∈ L q for some q > 4. Assume (i)
(ii) for any fixed J ∈ N,
and (iv)
Then we have the asymptotic normality
We now briefly discuss conditions (12)- (15) of Theorem 1. Condition (12) is basically the Lindeberg-type condition. In the important special case a n (t , t) = a n (t − t), we have A t,n ≤ A n,n for 2 ≤ t ≤ n and then (12) indicates that A n,n does not dominate σ 2 n . In this case, (12) is equivalent to the following claim: there exists a δ ∈ (0, 1) such that A (1−δ)n ,n > δA n,n for all sufficiently large n. Condition (13) means that the contribution of a n (j, j )X j X j to T n is negligible if j − j is small. Note that σ 2 n = n−1 j=1 B j,n , by the Cauchy-Schwarz inequality, n (14) indicates that the magnitudes of n n−1 t =1 B 2 t ,n and σ 4 n are comparable. Condition (15) is needed to exclude sequences a n (·, ·) which may lead to non-Gaussian limiting distributions. For example, if a n (j, j ) ≡ 1, then A t,n = t − 1, σ 2 n = n t=2 (t − 1) = n(n − 1)/2 and (12)- (14) are fulfilled, while (15) is violated. In this case, if X k are iid standard normal random variables, then T n /σ n has the non-Gaussian asymptotic Jin (2006a, 2006b ) for more discussion. We are unclear as to what conditions on a n (·, ·) are needed such that T n /σ n has a non-Gaussian limiting distribution.
With trigonometric identities, it is easy to verify (12)- (15) for a n (j) with form (6); see Section 3.2.
Proof of Theorem 1. Without loss of generality we assume X 0 = 1. Note that
are martingale differences with respect to the filter F t , we shall apply the martingale central limit theorem (MCLT, Chow and Teicher, 1988) . By Lemma 1,
q . By the Cauchy-Schwarz inequality, the Lindeberg condition is satisfied since
The last step is due to (12) and q > 4. Applying Lemmas 2 and 3 with W t = E(X 2 t |F t−1 ), it is easily seen that the convergence of conditional variance
where
Lemma 1 is a simple consequence of the Minkowski and the Burkholder inequalities (Chow and Teicher, 1988) . The details of the proof are omitted.
Lemma 2. Assume that the process W t = w(. . . , ε t−1 , ε t ) ∈ L q/2 for some q > 4. Further assume that a n (j, j ) satisfies (12) and (13). Then
Proof. Without loss of generality let E(W 0 ) = 0. For integer I ≥ 1 introduce the truncated process Z t−1,n,I = E(Z t−1,n |F t−I ). Then Z t−1,n,I = 0 if t ≤ I and Z t−1,n,I = t−I j=1 a n (j, t)X j . For 1 ≤ t ≤ n, by Lemma 1,
, where n (J) is the quantity at the left hand side of (13). Let
By the Cauchy-Schwarz inequality, (12) and (13),
Note that the sequence (P t−j W t )Z 2 t−1,n,I , t = 2, . . . , n, form martingale differences. By Lemma 1 and (12), since P t−j W t q/2 ≤ 2 W t q/2 , lim sup
Then under (14) and (15), we have
Proof. For notational convenience we omit the subscript n in a 2 n (t , t), B j,n and Z t−1,n . Write
t . To show (20), we shall apply the martingale decomposition method. By the orthogonality of P k , k = . . . , n − 2, n − 1, and since
Then it remains to show that both terms in the preceding display are of the order o(σ 4 n ). For the first one, let k be a non-positive integer. Since (X j ) are martingale differences,
which by the triangle inequality implies
Hence by the Cauchy-Schwarz inequality and (14),
It is slightly more complicated to deal with the second term in the right hand side of (21).
if t > k. By the Cauchy-Schwarz inequality, Lemma 1 and (15),
For the term I k (t), we have
By (24),
Combining (23) and (26), we have (20). ♦
Smoothed Periodogram Estimates
The central limit theorem presented in Section 2 is only for martingale differences. To obtain asymptotic distribution of the smoothed periodogram spectral density estimate (3) for processes with general forms, we shall approximate S n (θ) = n t=1 X t e tθ √ −1 by martingales so that Theorem 1 is applicable. Such a martingale approximation scheme has been proposed in Wu (2005a) . An explicit construction of approximating martingales is given in Section 3.1. Section 3.2 shows the asymptotic normality of the estimatef n (θ) in (3).
A martingale approximation scheme
Lemma 4. Assume that the process (X k ) defined in (8) satisfies
for some q ≥ 2. Then for every θ ∈ R, the process
exists and is in
Then there exists a constant C > 0, independent of n and λ, such that
Proof. Let p k = P 0 X k q and t ≥ 0. Note that E(X t |F 0 ) = 0 j=−∞ P j X t . By Lemma 1, we have E(X t |F 0 ) 2 q ≤ C 2 q 0 j=−∞ p 2 t−j , which in conjunction with (27) implies that
Note that
Then (30) follows from (31) with C = 2
In Wu and Min (2005) the condition (27) implies that the process (X k ) is L q weakly dependent with order 1. It also implies k∈Z |kγ(k)| < ∞, thus the spectral density function is continuously differentiable; see Lemma 6.1 in Shao and Wu (2005b) . Note that
] is a martingale difference sequence and it is related to the spectral density in an interesting way. By Wu (2005a) , D k (θ) 2 = 2πf (θ). The latter identity gives a probabilistic representation of the spectral density.
Asymptotic normality
Recall that λ j = 2πj/n, j ∈ Z, are Fourier frequencies. 
Let (ε j ) j∈Z be an iid copy of (ε j ) j∈Z . For k ≥ 0 define
Then X k is a coupled version of X k with ε 0 replaced by ε 0 . Our weak dependence condition [cf. (34)] is expressed in terms of the distance between X k and X k .
Theorem 2. Assume that, for some q > 4, 
then (36) holds with ∆ n (0) and D 0 (0) replaced by ∆ n (θ) and D 0 (θ) respectively.
Remark 1. In case (i), s j are assumed to be 0 for −m ≤ j ≤ −1. If otherwise, noting that I n (λ) = I n (−λ), we can let s j = s j + s −j , s −j = 0 for j = 1, . . . , m and s 0 = s 0 . Then the central limit theorem (36) is still applicable.
As in Wiener (1958) and Priestley (1988) , the causal process (8) can be interpreted as a physical system with . . . , ε k−1 , ε k being the inputs, X k being the output and g being a transform or a filter. If g is a linear function, then (X k ) is a linear process. Otherwise (X k )
is a nonlinear process. The condition (34) has the following interesting interpretation. Note that X k is a coupled version of X k by replacing ε 0 in X k by an iid copy ε 0 . If the function g(. . . , ε k−1 , ε k ) does not depend on ε 0 , then X k − X k = 0. Hence the quantity X k − X k q measures the contribution of ε 0 to X k , in other words, the degree of dependence of X k on ε 0 . In this sense (34) means that the weighted cumulative contribution of ε 0 to all future values X k , k > 0, is finite, and hence (34) ensures short-range dependence. See Wu (2005c) for a more detailed discussion on the dependence of stationary causal processes from the nonlinear system theory point of view. Conditions based on the quantity X k − X k q are often easily verifiable since they are directly related to the data-generating mechanism of the process (X k ).
Our dependence condition (34) is very different from the classical strong mixing conditions which may be too restrictive in certain applications (Andrews, 1984) . On the other hand, we avoid summability conditions on joint cumulants that are commonly imposed in the large-sample spectral theory [Brillinger (1975) and Rosenblatt (1984) ]. The verification of the latter is not generally easy for processes that are non-Gaussian and nonlinear. In a companion paper (Shao and Wu, 2005b) , we find an easily verifiable sufficient condition for the absolute summability of q-th (q ∈ N, q ≥ 2) joint cumulants, which is 
and the Jensen inequality. Theorem 2 has the following two immediate corollaries. The first corollary gives a central limit theorem forf n (θ) and the second one has an application in Shao and Wu (2005b) . The latter paper studies the local Whittle estimation of long-memory index for fractionally integrated nonlinear processes. 
Then
Using the Cramér-Wold device, we can show that, for different frequencies
Since the proof of the latter claim is routine and it involves really lengthy and tedious calculations, we omit the details.
Corollary 2. Let s j = 1 + log(j/m) for 1 ≤ j ≤ m and s j = 0 for −m ≤ j ≤ 0. Assume (34) for some q > 4 and
Then (36) holds.
Example 1. (Nonlinear time series) Let ε k , k ∈ Z, be iid random variables and define X n recursively by
where R is a measurable function. Many popular nonlinear time series models, such as threshold autoregressive models (TAR), bilinear autoregressive, autoregressive models with conditional heteroscedascity (ARCH) are of the form (40). Let
Assume that
for some α > 0 and x 0 . Then (40) has a stationary distribution [Diaconis and Freedman (1999) , Wu and Shao (2004) ] and iterates of (40) give rise to (8). Additionally, Wu and Woodroofe (2000) show that (41) implies that there exist β > 0 and r ∈ (0, 1) for which
The above property is called geometric-moment contraction in Hsing and Wu (2004) . Furthermore, if X k ∈ L q for some q > 4, then (42) holds for all β ∈ (0, q) [cf. Lemma 2 in Wu and Min (2005)]. It is easily seen that (42) implies X n − X n β = O(r n ). Hence (34) holds. Recently, Shao and Wu (2005a) showed that GMC holds for various GARCH models, including general asymmetric GARCH(r, s) and nonlinear GARCH(1, 1) models.
For the GMC property of EGARCH model, see Min (2004) .
Example 2. (Nonlinear transforms of linear processes) Let ε k be iid random variables with ε k ∈ L q for some q > 4; let a 0 , a 1 , . . . be a square summable real sequence and U t = ∞ j=0 a j ε t−j be a linear process. Consider the process
Let (ε k ) k∈Z be an iid copy of (ε k ) k∈Z . Then ||U t | − |U t || ≤ |a t ||ε 0 − ε 0 | and consequently
since ε 0 q < ∞, (34) holds. It is easily seen that, for any Lipschitz continuous function G, (43) implies (34) for X t = G(U t ) − E{G(U t )}. The classical central limit theorems on spectral density estimates are not applicable here since they require strong mixing conditions and summability conditions on joint cumulants. As pointed out in Andrews (1984) , the process X t is not strong mixing if ε k are iid with the distribution P(ε k = 1) = P(ε k = −1) = 1/2 and a j = 2 −j , j ∈ N. On the other hand, if G is a nonlinear function, it seems very difficult to verify summability conditions on joint cumulants of X t , due to the nonlinearity nature. The central limit theorem in Hannan (1970, Theorem 5.11 ) is only for linear processes, and hence is not applicable to our X t . The argument in Hannan (1970) does not work either since it heavily depend on the linearity structure.
Appendix
Proof of Theorem 2. Recall Section 3.2 for the definitions of χ m (s), τ m (s), m (s) and ω m (s). For simplicity we abbreviate them as χ, τ , and ω, respectively. By Lemma 4, condition (34) implies that the martingale M n (θ, λ) defined in (29) exists in L q . Recall
It then remains to show (36) with ∆(θ) replaced by Λ n (θ).
(i) Let θ = 0. Then (44) becomes
where a n (l) = m j=−m s j cos(lλ j ).
as a consequence of (34). We now shall apply Theorem 1 to T n by verifying conditions (12)- (15). By Lemma 5,
and
So (12) follows since τ 2 = O(mχ) and m = o(n 2/3 ). Note that for any l, a we have (14) . It is slightly more complicated to verify (15). To this end, for δ ∈ (0, 1/4) let
and c n (k, t) = n j=1+k a n (j − k)a n (j − t). By the Cauchy-Schwarz inequality,
Using the Abelian summation technique,
as n → ∞. Therefore,
which completes the proof of (15) since δ > 0 can be made arbitrarily small.
(ii) Outline of the proof in the case θ ∈ (0, π). The proof for this case can be done in an analogous way as in the case θ = 0 and it does not involve additional methodological difficulties. However, it does involve quite lengthy manipulations. Here we only provide an outline of the arguments. Let
both (A k ) and (B k ) are real, stationary martingale difference sequences with
where a n (l) and b n (l) are real numbers. The quantity Λ n (θ) in (44) can be rewritten as
Similarly as (45), we have 
By (ii) of Lemma 5,
Therefore, since
and D 0 (θ) 2 = A 0 2 + B 0 2 , we have 
The above convergence is a consequence of (47) 
(ii) For a fixed θ ∈ (0, π) and l ∈ Z let a n (l) = cos(lλ j ) cos(lλ j ) and ν n (j, j ) = n l=1 l cos(lλ j ) cos(lλ j ).
Since λ j = jλ 1 , basic trigonometric manipulations imply that µ n (j, j ) = n if j = j = 0; µ n (j, j ) = 0 if j = j ; µ n (j, j ) = n/2 if j = j = 0; ν n (j, j ) = n(n + 1)/2 if j = j = 0; ν n (j, j ) = n/2 if j = j and ν n (j, j ) = n(n + 2)/4 if j = j = 0. Using these trigonometric identities, (49) and (50) 
If j = j , since for sufficiently large n, θ/2 < λ j + θ < θ + (π − θ)/2 uniformly over j = −m, . . . , m, (54) implies that µ n (j, j; θ) = n/2 + O(1). On the other hand, if j = j , we similarly have µ n (j, j ; θ) = O(1) uniformly over j and j . Therefore, 
