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Introduction
Reconstruction of missing data in images arises as a key problem in several fields. In the geosciences, for example, one may have a digital elevation map (DEM) with missing depth values at several map locations. As shown in Figure 2(A) , a large proportion of the DEM image lacks any data. In certain situations, this missing information can be reconstructed from an alternate modality. In this instance, Landsat data, which produces spectral measurements, can act as a surrogate for DEM in the sense that the visual structure in Landsat images are similar to the depth structure. The Landsat image corresponding to the DEM is shown in Figure 2 (B). This image is spatially registered to the DEM data and has structures similar to what we see in the avail- able DEM. Problems of this nature can be called as crossmodal inference problems.
We propose a solution to this spatial inference problem using state and parameter estimation. Parameter estimation refers to the fact that the relationship between the two modalities can be modeled by a function, with parameters that are estimated from available observations of each modality. State estimation refers to the fact that an unknown image, the state, is constructed by combining information from both sources by respecting their uncertainties. We combine these two classical estimation methods into a single framework. We do this because a model is necessary to relate the two modalities, and yet it is difficult to build the perfect model. By combining the two estimation schemes, we are able to compensate for model imperfections. This methodology is related strongly to inverse problems studied in the physical and computational sciences. In a Bayesian sense, our method can be viewed as a MAP estimate of state and parameters, whose uncertainties we model as Gaussian distributions.
The only source of fully-observed information comes from an alternate modality, often from a single image. A key step in this process is to capture the structural correlations in the alternate modality to produce the state estimates. We show that cross-correlation of differential features is a useful way to capture correlation between image structures. This feature cross-correlation forms a useful prior for inference by functioning as an empirical error-covariance of the prior uncertainty. We then show that the covariance can be factorized into a square-root form and therefore need not be computed explicitly. Further we show that a well-ranked square-root can be produced from a single image of the alternate modality, by perturbing it in space (position) and scale-space (smoothness). We call the idea of representing feature responses as a square-root of a prior covariance as an ensemble prior of image structure. By doing so, we are able to solve the estimation problem that would otherwise have been computationally prohibitive. In contrast to other inference methods that simplify complexity of spatial interactions by restricting connectivity in space (e.g. a pair-wise MRF or a tree), our square-root form is a reduced rank representation of the prior's error covariance, and one that preserves long-range correlations in images implicitly.
This framework is based on certain assumptions. First, we suppose that preserving long-range correlations is useful. This would be if we want to spread the adjustments that sparse observations of the primary modality prompt to other locations whose appearance correlates well with it. Second, we assume that correlations in differential features can be a good representation of the similarity we see in visual structures. This assumption is reasonable for differential features have had a long history of use in modeling visual appearance. Third, we assume that differential features are computed at a scale at which correlations are useful. Fourth, we assume that both modalities are spatially registered and if they aren't some algorithm has been applied to register them. This will be demonstrated in examples. Specifically, we demonstrate the cross-modal inference solution on for inferring DEM from sparse observations of DEM and complete observations of Landsat.
Related Work
The inference problem presented here is related to several research threads. Techniques developed for various applications including texture synthesis, texture infilling, inpainting, image quilting [3] and image analogies [9] are related to the present work. In texture synthesis, Heeger and Bergen [8] used histograms of filter responses at multiple scales and orientations. This is useful for representing random textures, but less so for structured textures. De Bonet [2] uses a multiscale procedure that randomizes the fine scale texture patches in a way that preserves the conditional distribution of filter outputs over coarser scale outputs. Portilla and Simoncelli [10] algorithm for texture synthesis uses joint statistics of first and second order wavelet coefficients.
Example-based methods for synthesis, super-resolution and transfer are also related to the present work. We borrow the idea of using the best match as the first guess to the inference problem (see 4) from this work. Efros and Leung [4] synthesize textures one pixel at a time by finding closely matching neighborhoods and randomly choosing one. The evolving context constrains the new choices and provides sufficient "continuity" of the texture, but this algorithm is quite expensive/slow. In example-based superresolution [6] a low-resolution image is used to find similar patches in a dictionary, whose high resolution counterparts are used for inference on a Markov network. Although this isn't directly related, example-based schemes need to solve a spatial inference problem. The Markov assumption in space, in particular, leads to a simplification that stands in contrast to what we do, rank reduction. We posit that long range correlations are easier to represent in our scheme.
Work in image-infilling is related, but only from an application point of view. In one PDE-based infilling framework, Bertalmio et al. [1] , combine Efros and Leung's [4] texture synthesis scheme with an advection scheme. Advection is modulated by the image laplacian, which the isophotes and image brightness values are propagated. Although there is, in general, a relationship between PDE methods and variational formulations, what we propose is different.
From a methodological perspective, the proposed technique is close to the ensemble Kalman filter [5] . As noted in the introduction, our technique may be viewed as restricting rank instead of restricting connectivity in space [] or scale []. Therefore, non-parametric inference on a Markov graph also bears some relation to the proposed method. Our technique is parametric because we assume the distributions are Gaussian. But the parameters of the Gaussians are obtained statistically. A low-rank factorization allows us to solve estimation quite quickly. Of course, if one were to disallow long-range correlations using a decaying kernel, then the proposed method can, in principle, be sped up using a multipole expansion [7] . The proposed method can also be implemented in a multiresolution manner, but these extensions are not a subject of this paper.
Cross-modal Fusion
One way to solve the cross-modal inference problem is via parameter estimation.
We can suppose that we have an observed image of modality B, called ´ µ . This image is assumed to be incomplete and noisy, and therefore we may model the observation via the equation:
This equation states that the observations can be obtained from a true state (or image) of modality B, ´ µ , using additive noise at few locations indicated by the binary incidence matrix H.
We also assume we have an observation of modality A called ´ µ , and an associated state ´ µ . We model the relationship between the two modalities as a function of their states
Where Ö is a vector of unknown parameters. This function is deterministic.
We can write the inference problem by characterizing the posterior density È´ We suppose that the model is linear. In particular, we model it as a convolution, and write Figure 2(D) , the reconstruction is smooth and captures some variability, but there is a significant difference that is not just white noise. We posit that by combining state estimation with parameter estimation we can address model imperfections.
State and Parameter Estimation
The motivation for the proposed approach is that by making adjustments to the state ´ µ in some consistent way, we may be able to compensate for model imperfections. This immediately suggests that the conditional prior È´ ´ µ ´ µ µ is no longer degenerate. We can expand equation 3 now to be:
We have once again assumed that the model is deterministic and we have a uniform prior on r. If we assume the conditional prior is Gaussian, we can derive a quadratic objective:
Here ¾ Á because we assume the noise to be iid. To solve this objective we compute the Euler-Lagrange equations, which lead to the following coupled equations. The first is parameter estimation:
The second is state estimation:
The subscript is used to denote the fact that these coupled equations must be iterated. 
Ensemble Priors
We would like to construct so that it captures the correlation between structures in the image. This way, sparse measurements can be used to update unobserved state elements. If we suppose that visual structures can be represented by some features computed from the image, then we can represent using the feature correlations. One set of features that prove to be good representation of image structures is the differential structure of the image. As an example lets think of an image as a onedimensional vector X, its differential structure is Â AE Ô ¾ Ô ¾ ¡ ¡ ¡ AE Ô AE to some order AE. Please note that here Â AE is a matrix of size Ò ¢ AE where each column of size Ò is the vector of spatial derivatives. In practice we restrict the derivatives to the first two orders, that is use Â ¾ .
So we can now think of
. Computing explicitly in this manner is both space and hence time consuming. For example if the vector X is of size 360000, a 600x600 image, then is ¿ ¼ ¼¼¼ ¢ ¿ ¼ ¼¼¼. It is impractical to construct this matrix, let alone inverting the innovation covariance À À Ì · in equation 8, or using it to solve a linear system. We need a factorization that can be exploited usefully.
We will show that the innovation covariance can be factorized. Â ¾ represents the square root form of the covariance, so one already has a nice factorization of . We can also factorize e . To do this construct an ensemble of observations arranged in a matrix ´ µ . Each column of this matrix is obtained by perturbing ´ µ using the noise model. We need as many columns as Â ¾ has. Then ´ µ´ ´ µ µ Ì where ´ µ is a matrix of observation deviations. If we assume that the observations are uncorrelated, we can write a square-root for the innovation as ÀÂ ¾ · ´ µ and express the posterior covariance À À Ì · Ì . The matrix is small, and singular value decomposition Í Ë Î Ì can be used to invert Ì , without ever computing the latter. This appears to be a nice scheme. The key here was to use the square-root form of the observational noise using samples from the distribution that observations are drawn from. Since is diagonal it is easy to draw random samples, so we don't have a sampling problem per se.
But there is a problem! The number of columns in Â ¾ is too small (2 for 1D or 5 for 2D); and so is a ¿ ¼¼¼¼ ¢ matrix. Its rank is too low to be useful. We are faced with a dilemma. Computing the innovation covariance directly is nearly impossible, it is too big. The square-root form may be too rank deficient unless we use "lots of features" but yet, intuitively we can argue that even the gradient correlations Â ½ Â Ì ½ must provide useful information about image structures to construct a prior covariance.
We propose a solution that represents using ensembles that are perturbations in some space (to be discussed) and its construction is similar to the discussion for .
Let's start with the first derivative. Observe that Â ½ Â Ì ½ can be computed statistically. To see this, write the observed image of modality A as ´ µ´Ô µ and consider a truncated Taylor expansion for a perturbation in position ¡. This perturbation is a normal random variable of two dimensions with mean 0 and some (user specified) standard deviation. All pixels are perturbed by the same amount. The expansion can be written as . Cross-modal fusion on DEM and Landsat images. These color coded images illustrate the performance of the cross-modal fusion algorithm. Image (D) depicts an overlay of DEM data on shape recipe output. Every pixel where DEM data is available is replaces the recipe estimate. Similarly F shows the overlay of DEM on the cross-modal estimate.
