The symbols in Eq. 1.1 have the following meanings: the variable of integration t has the dimensions of time, T is related to the range, B is related to the range rate, u(t) is the complex modulation, i = si-I, and the overscore denotes complex conjugation. The appearance of u(t) in Eq. 1.1 results from writing the physical transmitted signal s(t) as s(t') = Re[u(t , )e 2 '^tl (1.2) where f c is the carrier frequency and t' is the time, and from treating the target as a point scatterer.
The ambiguity function, IX(T, ß)| 2 , has more physical significance than X(T, ß), and the problem presented here is the one of choosing the modulation u(t) so that an acceptable surface, IX(T, ß)| 2 versus T and ß, is obtained. The qualitatively ideal surface is usually taken to be a IX(T, ß)| 2 which is sharply peaked at the origin and relatively small elsewhere. Aside from the "random" phase-reversal signals (Ref. 3, 8) and the associated statistical interpretation of IX(T, ß)l 2 * it appears that a u(t) which yields an ideal IX(T, ß) I
2 has yet to be discovered. As might be expected, the lack of such an ideal modulation has not proved to be crucial. The tactical requirements of the system may admit some ambiguity (Ref. 9) owing to the presence of side lobes (additional peaks and ridges in the IX(T, ß)| 2 surface). Or it may be possible to resolve the ambiguity (1) by observing targets over a sufficiently long period of time (Ref. 10) or (2) by transmitting more than one kind of signal (Ref, 4) . On the other hand, it may be desirable or necessary to eliminate all ambiguities on each transmitted signal. In this last connection, we note that, since arbitrarily large values of IT I and Ißl are not where x, f(x), and v are real, and v is large and positive. The relevance of the stationary phase approximation (SPA) to the signal design problem is due to the fact that the integral in Eq. 1.1, as well as the Fourier integrals for u(t) and its spectrum U(f), and the integral obtained by applying Parseval's formula to the right-hand member of Eq. 1.1 can be cast into the form of the integral in Eq. 1.3. In the case of Eq. 1.1, upon writing the complex modulation u(t) in terms of the amplitude modulation a(t) and the phase modulation ${t).
u(t) = a(t)e 2«i0(l) (1.4)
we obtain where X(T,/S) =f tc A(t:T) dt (1.5)
A(t;r) = a(t)a(t + r)

*(t.T,ß) = 0(t) -0(t + T) -0t
(1.6) (1.7)
and we have changed to finite limits to agree with the fact that we shall be dealing with time-limited modulations:
■MMHMM^aMmiaHMiaHi ^■■^ a(t) = 0; t < ti, t > tj, ( 
1.8)
The SPA also yields some simple, auxiliary results that are useful in signal design. It is in this last respect that the application of the method of stationary phase described and illustrated here differs from previous applications (Ref, 2 to 4, and 11 to 14).
After a brief review of the SPA itself (Section 2), this report develops (Section 3) inequalities involving T and ß which, to within the SPA, specify the domains of the T -ß plane on which IX(T, ß)| 2 is large. 1 We call such a domain a side lobe, since the domain corresponding to the central peak of IX(T, ß)| 2 is excluded from these calculations. It is then ascertained (Section 4), by means of specific examples and some heuristic considerations, the kind of phase modulation d)(t) that results in (1) the displacement of some side lobes outward along the (3-axis so that they lie beyond ^lßl m , and (2) the distribution in azimuth of those that are contiguous to the origin. Finally, the results are summarized and discussed in Section 5.
THE STATIONARY PHASE APPROXIMATION
The SPA is applicable to integrals such as are given by Eq. If f(x) has one stationary point in a < x < ic, namely at x = a, then Although these results will suffice for most of the discussion in the next two sections, a more general theorem is useful (1) for those cases where either f"(a) = 0 or f"(K) = 0 ; (2) for establishing that the righthand members of Eq. 2.2 through 2.4 are, in fact, the dominant terms of an asymptotic expansion; and (3) for obtaining more accurate asymptotic approximations. This theorem is derived by Erdelyi and includes stationary points of a more general character. It is assumed that the number of these more general stationary points in the interval I is finite, and that I is broken up as before except that, for definiteness, '"' ' wm f(x) is monotonic increasing 2 on a < x < x. The theorem reads as follows: / If X. > 0, n > 1; g(x) is N times continuously differentiable for a < x < K; f(x) is differentiable and
where p, a > 1, and fi(x) is positive and N times continuously differentiable for a < x < K; then where and 
The notation The presence or absence of a stationary point within the interval of integration is manifested in the values of p and a. If there is no stationary point, p = (r = 1; otherwise, either p or or, or both, is greater than unity.
GENERAL CONSIDERATIONS
The use of the SPA on Eq. . Since this assumption conflicts with Eq. 3.2, we have to suppose, for the purpose of applying the first three theorems given in the previous section, that a(t) is analytically continued to the left beyond -T/2 and to the right beyond +T/2. The theorems of the previous section then tell us that the SPA will be a good approximation if, aside from stationary points, the phase 2Tr4>(t; T, ß) varies rapidly with t compared to A(t; T) on [-T/2, T/2]. We assume this to be true henceforth, and it then follows from Eq. 3.6 and 3.7 that the phaae modulation ^{t) must vary relative to the amplitude modulation a(t) on [-T/2, T/2]. In a specific case, a factor v can be taken out of 2iT4>(t; T, (3) . These theorems also tell us that the ambiguity function |X(T, ß)l 2 will be larger by a factor v when the stationary point(s) lie within the interval of integration; i. e. , when We shall refer to fi (T) and f2(T) as the terminal curves. When the stationary point tj is within the interval of integration, the loci are given by
from Eq. 3.10. It is obvious that all these loci 3 pass through the origin, T = p = 0. They also intersect at T = T, as may be seen by observing that there is then only one possible value for tj, namely tj = -T/2. Collectively, these loci constitute the side lobe, the boundaries of which will be either certain members of the family of loci which enclose all the others or they will be envelope curves.
In this connection, we consider next the differential 16) which, for fixed T, gives the displacement dß involved in moving from one locus to another which is close by. By looking at the sign of [9 2 4>(t; T, ß)/9t 2 ]t=tj as the stationary point t: moves into the interval of integration, we shall be able to see how the loci (Eq. 3.15) are disposed relative to the terminal curves fi(T) and f2(T). Clearly, the terminal curves and the comments relative to Eq. 3.15 apply to any other stationary points which may exist in addition to tj. Hence, the extent of the side lobe may be determined in this way regardless of how many stationary points are present. However, the existence of more than one stationary point may influence the magnitude of X(T, ß) on the side lobe: by applying Eq. 2.3 and 2.4 to Eq. 3.5, we obtain with t. = tj(T, ß) a solution of Eq. 3.10. It also has the effect of making the SPA less accurate as T -* T from below and the multiple stationary points coalesce (a circumstance which is not considered important, in view of Eq. 3.8).
The simplest situation obtains when 9 2 <t»(t; T, ß)/9t 2 is independent of t and has the same sign on 0 < T < T; say ^iijn >0 , 0<T<T (3.18) 'the fact that a parametric family of curves is generated by varying the stationary point was noted by Sorkin (Rcf. 13) but not developed in detail.
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Suppose now, contrary to the assumption following Eq. 3.8, that the amplitude a(t) has finite discontinuities at t = ±T/2. Such a case
is of interest as a mathematical idealization of certain physical waveforms. Let h(t) be defined by h(t) = a(t)for \t\<^ h(t) = analytic continuation of a(t) for |t| ^ -(3.22)
Then, by using
A(t;T) = h(t)h(t + T) (3.23)
in place of Eq. 3.7, the previous results are again obtained.
When there are finite discontinuities in a'(t), ^(t), $'(t) t etc. , the interval of integration [-T/2, (T/2) -T]
is partitioned so that the points of discontinuity coincide with the limits of the integrals making up Eq. 3.5, and then analytic cc tinuations of a(t) and ${t) are introduced in order that the theorems of Section ?, can be applied to each of the constituent integrals. Of course, the analytically continued functions have a strictly formal role; all that needs to be done in a calculation is to avoid integrating through a discontinuity. Results similar to Eq. 3.11, 3.13, 3.14, 3. 
which follow from Eq. 3.5 and Parseval's formula. Here, A(f) is the spectrum of a{t).
It is natural to inquire into the possibility of attacking the signal design problem synthetically within the present context, i. e. , by specifying the bounding curves of the side lobes, then working toward the modulation, Eq. 1.4. It is easy to convince oneself that this procedure is ambiguous. In particular, the integrations with respect to t that are necessary lead to functions of T which may be specified arbitrarily. Hence, it seems more satisfactory to work toward the placement of the side lobes by trial and error.
SOME EXAMPLES
In this section, the elaboration of the SPA described above is applied to several different phase modulations 6(t). The amplitude modulation a(t) is unspecified, except that it is assumed to be such that the theorems of Section 2 are applicable, and to vary slowly compared to (i)(t) over the duration T of the signal. The supposition that IX{T, p)| 2 is large on the side lobes (stationary points within the interval of integration) and small elsewhere (except for the central lobe) will then be admissible. For convenience, we introduce the function e(t; and a*(t;T.g) at
for the stationary point, Since t does not appear in these equations, there are no stationary points of the ordinary kind, and Eq. 2.3 and 2.4 do not apply. On the other hand, Erdelyi's theorem yields a finite result, which, it turns out, is exact for a rectangular a(t). Now, in the case of a rectangular a(t), IX(T, ß)| 2 decreases in directions orthogonal to the lines It is, therefore, not unreasonable to consider that these equations constitute a degenerate sort of side lobe.
Example 1.
A slightly more complicated phase modulation is
which may be called linear plus quadratic FM. The term linear in t has been omitted because it has no effect on IX(T, ß)| 2 . We have The loci of the terminal curves then are as sketched in Fig. 1 . On the interval 0 < T < T, fifr) < iii-r), and from Eq. 4.12 and 4,17, 9 2 <I'(t; T, ß)/8t 2 > 0. If Eq. 3.16 is now presumed to be applied repetitiously, starting from tj = -T/2 and the curve f 1 (T), we can see that the inequality (3, 20) It follows that the side lobe is specified by f x (T) ^ /3 s f(T), 0< T < T The ambiguity diagram for T > 0 and with the central lobe excluded appears in Fig. 2 . Since the equation for the stationary points, 9*(t; T, ß)/8t = 0, is transcendental, the evaluation of the ambiguity function would be difficult in this case. The ambiguity diagram can, of course, be determined with less effort.
From Eq. 4,39, 4.40, 4.42, 4,43, and 3,16, we can construct the preliminary diagram shown in Fig. 3 where, for definiteness, we have taken c, < 0 which tells us that the point P 1 moves downward to P2 as the parameter tj moves through its allowed range. In order to elucidate matters further, we look for the values t at which 8 2 4>{t; T, ß)/9t 2 vanishes. By so doing, the envelopes of the loci (4,45) can be determined. It is sufficient to look at the time-dependent factor in Eq. 4. .|<t<X-r then using 0 < T < T (Eq. 3.4 and 3.8), we arrive at |2m + l| < 2(l -^j, m = 0, ± 1, ±2, (4.48) This inequality has the solutions m = 0 or -1 for 0 < T < T/2, and no solutions for T/2 < T < T. Upon using these results in Eq. 4.47, then substituting into Eq. 4.41, it is found that a!*£H. = 0at{ = ± X.I, ". T< 1 Hence, for T/2<T< T the sense of the displacements shown in Fig. 3 persists throughout the allowed interval for tj. For 0< T< T/2, the envelope curves are found by substituting t = ±T/4 -T/2 for tj in Eq. 4,45:
5!^liM.|<r<T
MT) = --^T sin IT -
4(T) = -fi(T) (4.50)
The sense of the displacements for 0 < T < T/2 shown in Fig. 3 reverses at these curves.
The results may now be combined so as to obtain the inequalities specifying the side lobe, In the examp considered thus far, the phase modulation ^(t) satisfied the hype eses of the theorems stated in Section 2, i. e. , 4>{z)i with Rez = t, was analytic on an open, simply connected region
containing the t-interval [-T/2, T/2]. In each case, it was found that the ambiguity function IX(T, ß)l 2 had side lobes connected to the origin and extending outward to T = ±T. The discussion in Section 3 following the inequality (3.20) indicates that this sort of result will always be obtained.
We are thus led to consider modulations <j)(t) which are not analytic as a possible means to obtain an ambiguity function all or part of whose side lobes are displaced outward beyond the domain of values of T and P which are expected to occur in practice. As pointed out in Section 1, such a IX(T, ß)l 2 would be a desirable approximation to the ideal. 
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The origin of time has been shifted because a certain unifoimity in some of the expressions which follow is thereby attained. We continue to take T > 0. The sketch in and, as before.
and for T/2 < T < T, X(T^)=J o A(t;T)e ^ dt
A{t;T) = a{t)a(t + T) (4.60)
Were the calculation of IX(T, ß)! 2 to be done completely, it would be necessary to take their relative phases into account when adding up the three terms of Eq. 4.55. This raises the possibility of contriving a destructive interference. However, such an endeavor would succeed only if the constituent side lobes were coincident, which is unlikely, and this course will not be pursued here. Since the functions ^> n {t; r, ß) and $22(t; T » ß) have the same character as the function<|)(t; T, ß) previously dealt with, the side lobes contributed by the first and third integrals in Eq. 4,55 will be similar to those encountered before, except that they will extend outward from the origin only to T It turns out that the number of constants q, (i, j = 1, 2) can be reduced, so as to simplify the algebra, without jeopardizing the result sought. It is noted first that the Cj 0 enter only in Eq. 4.58, and that these constants will therefore play no role in the displacement of side lobes. Stated otherwise, finite discontinuities in the phase modulation (j)(t) are irrelevant to the displacement of side lobes. But since a discontinuity in (j)(t) is nonphysical anyway, the Cj 0 will be retained for the purpose of keeping <fy(t) formally continuous. The cu will be retained for the purpose of studying the effect of a finite discontinuity in 4>'(t), the instantaneous frequency, noting that such discontinuities seem to be in keeping with fundamental limitations upon the signal. Of the remaining constants, either the c^ or the c^ can be put equal to zero without prejudicing our objective. Under the second of these alternatives, the simpler theorems of Section 2 are not applicable because The side lobes corresponding to the first and third integrals in Eq. 4.55, i. e. , to ^JJ and <l>22, are also of interest. By previous results, and under the conditions (4.79).. they appear as sketched in Fig. 8 . The bounding curves are again arcs of parabolas. The fact that the two lobes do not overlap is a desirable state of affairs, since the ambiguity outside the central lobe of IX(T, j3)l 2 but within the region physically interesting values of T and ß tends thereby to be reduced. The contribution of each of these to X(T, ß) is given by the integral The constants CJJ. CJJ are chosen so that the degenerate (linear FM) side lobes corresponding to ^n and «frjj have opposite slopes, and the remaining side lobe for 4) a (t) is displaced beyond +lß| m : eis > 0, C-E < 0, -C' \ß (4.99) For definiteness, we also take |c 12 < lc 321 The resulting ambiguity diagram for (| > a (t) is sketched in Fig. 10 ; as before, the linear FM side lobes are indicated by the dashed lines.
The labeling, {\AT) and g^r), of the terminal curves employed in this example means that the associated phase function is 4»^, with i < j, and chat this is the k*" time Oj. has occurred as T -* T from T = 0 + . The functions i^hr) correspond to the lower, and the functions gjj (T) to the upper, limits of the integrals with which they are connected. : ■ For the side lobes ♦" and * 2J we have, using Eq. 4.98. and by Eq. 3.17, It is now shown that if T and tj are prescribed according to Eq. 4.102, (13) then a ij and a r' satisfying Eq. 4.106 can be found such that We use the continuity of a(t) and work only to within terms which are 0(€/T). By doing the latter, small areas of the side lobes are excluded; these can be taken into account by a continuity argument. We have A(ti ia >;r) = a(t< la >)a(t< l8 > + r) « a(^ -r) a (^) , 0 < T < f In the examples, we considered first those phase modulations which satisfy the hypothesis of the SPA theorems usually employed (Ref. 15 and Section 2): i. e., functions (|>(t) which are analytic over the duration T of the signal. The same was assumed concerning the amplitude modulation a(t). The weaker hypothesis of Erdelyi's theorem was thus satisfied at the same time. It was found that in these cases there were two side lobes (one obtainable from the other by inversion in the origin) connected to the origin and extending outward to T = ±T.
We then considered phase modulations <j)(t) in the form of polynomials which satisfied the theorems only piecewise, with a(t) the same as before, and it was found that (1) some of the side lobes could be displaced outward along the ß-axis beyond the largest expected values of ß, ±|ß| ml and that (2) the remaining side lobes could be distributed in azimuth about the origin. In connection with Item 1, finite discontinuities in <J)(t) were found to be irrelevant, and finite discontinuities in <j>'(t), the instantaneous frequency, were found to be essen- In cases in which a large portion of the ambiguity volume corresponding to a given signal already lies beyond ±lßl m , not much will be gained by the techniques of Examples 4, 5, and 6 unless the signal duration T is divided into many (equal) parts. The result of division will be a signal which is, perhaps, undesirably complicated, or whicu has too large a bandwidth. Let us recall that Eq. 1.1 rests upon the narrow-band approximation, and that this approximation may be a poor one for modulations such that the SPA is valid.
Finally, it is pointed out that specific modulations that are rrived at by means of the methods described here are best considered as candidate signals, because we have made use, both explicitly and implicitly, of just the leading term of an asymptotic expansion. While asymptotic expansions can yield very accurate results, it is necessary to verify their accuracy by looking at more terms in Eq. 2.7 and 2.8. Alternatively, one can resort to numerical integration of Eq. 1.1, or, possibly, to analog simulation of the matched filter which is characterized by X(T, ß).
41
^ --
■ - M yi r :
