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REGULARITY AND SPECTRAL METHODS FOR TWO-SIDED
FRACTIONAL DIFFUSION EQUATIONS WITH A LOW-ORDER TERM
ZHAOPENG HAO, GUANG LIN, AND ZHONGQIANG ZHANG
Abstract. We study regularity and numerical methods for two-sided fractional diffusion equa-
tions with a lower-order term. We show that the regularity of the solution in weighted Sobolev
spaces can be greatly improved compared to that in standard Sobolev spaces. With this regular-
ity, we improve higher-order convergence of a spectral Galerkin method. We present a spectral
Petrov-Galerkin method and provide an optimal error estimate for the Petrov-Galerkin method.
Numerical results are presented to verify our theoretical convergence orders. Regularity and
Pseudo eigenfunctions and Non-uniformly weighted Sobleve spaces and Spectral methods and
Optimal error estimates and Riemann-Liouville fractional operators
AMS Subject Classification (2010) 35B65, 65M70, 65M12, 41A25, 26A33
1. Introduction
Anomalous diffusion has been widely used to investigate transport dynamics in complex systems,
such as underground environmental problem [10], fluid flow in porous materials [4], anomalous
transport in biology [11], etc. Many mathematical models are developed to study anomalous
diffusion. Some of these models are based on a linear equation for diffusion on fractals [24], a
linear differential Fisher’s information theory [29] and Levy description of anomalous diffusion
in dynamical systems[14]. In particular, fractional differential equations (FDEs) can serve as an
accurate model of the anomalous diffusion, e.g. super-diffusion process in [23].
Explicit solutions for FDEs are mostly not available and thus it is essential to develop efficient
numerical methods. Extensive numerical methods have been investigated in recent decades e.g.
finite difference method [9, 17, 22, 28, 31], finite element method [7, 6, 13, 32], spectral method
[5, 7, 16, 20, 12, 34, 35], discontinuous Galerkin method [30], finite volume method [27] etc.
Despite of rich numerical methods for FDEs, regularity of solutions to FDEs is not thoroughly
investigated, especially the regularity well suited for error analysis. In literature, it is assumed
that solutions are sufficiently smooth. However, it has been pointed out in [5, 13, 15, 32] that the
regularity of solutions to FDEs can be very low.
In this paper, we consider the following two-sided fractional diffusion equation with a reaction
term
Lαθ u+ µu = f(x), x ∈ I = (a, b), (1.1)
with homogeneous boundary conditions
u(a) = u(b) = 0, (1.2)
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and a given function f(x), Lαθ := −[θ aD
α
x + (1 − θ) xD
α
b ] with θ ∈ [0, 1] and α ∈ (1, 2). Here aD
α
x
and xD
α
b are left- and right-sided Riemann-Liouville operators, defined as follows (see e.g. [25, 26])
aD
α
xu(x) =
1
Γ(2− α)
d2
dx2
∫ x
a
u(ξ)
(x− ξ)α−1
dξ, x > a, (1.3)
and
xD
α
b u(x) =
1
Γ(2− α)
d2
dx2
∫ b
x
u(ξ)
(ξ − x)α−1
dξ, x < b. (1.4)
Ervin and Roop [6] established uniqueness and existence of the solution to (1.1). Ervin et al.
[7] discussed the regularity of the solution in standard Sobolev space for µ = 0 in (1.1).
This work devotes to the study of regularity and spectral methods for (1.1). From the weakly
singular kernel of fractional derivatives, solutions of fractional differential equations naturally in-
herit weak singularity. According to [7], the solution to (1.1) when µ = 0 can be written as the
product (1−x)γ(1+x)β u˜, γ and β are some constants depending on α and θ in (1.1). Based on the
relation in Lemma 2.1, we expand the function u˜ using Jacobi polynomials and apply Fourier-type
analysis of u˜. For u˜, we show that the solution has a limited regularity, more precisely 2α + 1 in
non-uniformly weighted Sobolev space even for smooth f . This work is motivated by [36] which
gave the regularity for the fractional diffusion equation with fractional Laplacian by Fourier anal-
ysis and bootstrapping technique. We also notice that in [21], a detailed error estimate for a
Petrov-Galerkin method is given when µ = 0. All these works can be considered as special cases
in the current work.
We present a spectral Petrov-Galerkin method which is discussed in [7, 21] where µ = 0 and
also a spectral Galerkin method. Based on the obtained regularity, we prove error estimates of
these methods. For the spectral Galerkin method, an optimal error estimate is obtained in the
case θ = 0.5, similar to that in [36]. We get optimal error estimate for the spectral Petrov-Galerkin
method when µ is small; see Theorem 5.3.
The rest of this paper is arranged as follows. In Section 2, we introduce some basic notations and
recall some properties of Jacobi polynomials and non-uniformly weighted Sobolev spaces. Some
lengthy but important auxiliary materials are presented in Appendix. In Section 3, we present
the regularity of the two-sided fractional diffusion equations using Fourier type analysis and a
bootstrapping technique. We consider a spectral Galerkin method and carry out its error analysis
in Section 4. In Section 5, we present a Petrov-Galerkin method and provide error estimates as
well. Several numerical results are showed to verify the theoretical convergence order in Section 6.
Finally, we make some concluding remarks.
2. Preliminary
We consider the interval I = (−1, 1) for simplicity. Denote by L2ωγ,β (I) the space with the inner
product and norm defined by
(u, v)ωγ,β ,I =
∫
I
uvωγ,βdx, ‖u‖ω,I = (u, v)
1
2
ω,I ,
where ωγ,β = (1−x)γ(1+x)β , γ, β > −1. When γ = β = 0, we will drop ω from the above notations.
We also drop the domain I from the notation for simplicity without incurring confusion.
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The Jacobi polynomials P γ,βn (x) are mutually orthogonal: for γ, β > −1,∫ 1
−1
(1− x)γ(1 + x)βP γ,βm (x)P
γ,β
n (x) dx = h
γ,β
n δnm. (2.1)
Here δnm is equal to 1 if n = m and zero otherwise, and
hγ,βn =
∥∥P γ,βn ∥∥2ωγ,β = 2γ+β+12n+ γ + β + 1 × Γ(n+ γ + 1)Γ(n+ β + 1)Γ(n+ γ + β + 1)n! . (2.2)
To incorporate singularities at the endpoints, we introduce the following non-uniformly weighted
Sobolev space, see e.g. [8],
Bmωγ,β :=
{
u | ∂kxu ∈ L
2
ωγ+k,β+k , k = 0, 1, . . . ,m
}
, m is a nonnegative integer (2.3)
which is equipped with the following norm
‖u‖Bm
ωγ,β
=
( m∑
k=0
|u|
2
Bk
ωγ,β
)1/2
, |u|Bk
ωγ,β
=
∥∥∂kxu∥∥ωγ+k,β+k . (2.4)
When m is not an integer, the space is defined by interpolation, see e.g. [8].
The following pseudo-eigenfunctions for the fractional diffusion operator in [7] are essential to
analyze the regularity.
Lemma 2.1 ([7, 21]). For the n-th order Jacobi polynomial P σ, σ
∗
n (x), it holds that
Lαθ [ω
σ,σ∗(x)P σ,σ
∗
n (x)] = λ
α
θ,nP
σ∗, σ
n (x), (2.5)
Lαθ [ω
σ−1,σ∗−1(x)] = 0, (2.6)
where
λαθ,n = −
sin(πα)
sin(πσ) + sin(πσ∗)
×
Γ(α+ n+ 1)
n!
,
and σ∗ = α− σ and σ is determined by the following equation:
θ =
sin(πσ∗)
sin(πσ∗) + sin(πσ)
. (2.7)
Remark 2.2. To ensure that (2.7) is uniquely solvable, we restrict σ and σ∗ into the interval
(0, 1]. In particular, σ = 1 and σ∗ = α − 1 for θ = 1; σ = α − 1 and σ∗ = 1 for θ = 0, and
λα0,n = λ
α
1,n =
Γ(α+n+1)
n! .
Throughout the paper, C or c denote generic constants and are independent of the truncation
parameter N .
3. Regularity
We present the regularity of the two-sided FDE (1.1).
Theorem 3.1 (Regularity in weighted Sobolev spaces, I). Assume that f ∈ Br
ωσ∗,σ
and u ∈ L∞.
If µ = 0, then ω−σ,−σ
∗
u ∈ Bα+r
ωσ,σ∗
. If µ 6= 0, then ω−σ,−σ
∗
u ∈ Bα∧r+α
ωσ,σ∗
. Here α ∧ r = min{α, r}.
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Proof. For µ = 0, we write u = ωσ,σ
∗ ∑∞
n=0 unP
σ,σ∗
n (x). Then with Lemma 2.1 we have un =
(λαθ,n)
−1fn from the equation L
α
θ u = f and f =
∑∞
n=0 fnP
σ∗,σ
n (x). Then
u = ωσ,σ
∗
∞∑
n=0
(λαθ,n)
−1fnP
σ,σ∗
n (x).
By (A.1) and (A.7), we have
∥∥∥∂kx [ω−σ,−σ∗u]∥∥∥2
ωσ+k,σ∗+k
=
∥∥∥∥∥∂kx
∞∑
n=1
(λαθ,n)
−1fnP
σ,σ∗
n
∥∥∥∥∥
2
ωσ+k,σ∗+k
=
∞∑
n=k
f2n(λ
α
θ,n)
−2
(
dσ,σ
∗
n,k
)2
hσ+k,σ
∗+k
n−k ≈
∞∑
n=k
f2nn
−2α
(
dσ,σ
∗
n,k
)2
hσ+k,σ
∗+k
n−k , (3.1)
where dγ,βn,k =
Γ(n+k+γ+β+1)
2kΓ(n+γ+β+1)
. Recall that we have
∥∥∂kxf∥∥2ωσ∗+k,σ+k =
∥∥∥∥∥∂kx
∞∑
n=1
fnP
σ∗,σ
n
∥∥∥∥∥
2
ωσ∗+k,σ+k
=
∞∑
n=k
f2n
(
dσ
∗,σ
n,k
)2
hσ
∗+k,σ+k
n−k , (3.2)
where dσ
∗,σ
n,k = d
σ,σ∗
n,k and h
σ∗+k,σ+k
n−k = h
σ+k,σ∗+k
n−k by (2.2). By (3.1) and (3.2), we reach the
conclusion from the space interpolation theory.
Now consider µ 6= 0. We use a bootstrapping technique to obtain higher regularity. First, we can
obtain that u = ωσ,σ
∗
u˜ and u˜ ∈ Bα
ωσ,σ∗
. In fact, we have from u ∈ L∞ that f˜ = f − µu ∈ Br∧0
ωσ∗,σ
.
From the equation Lαθ u = f˜ and using the conclusion when µ = 0, we have ω
−σ,−σ∗u ∈ Br∧0+α
ωσ,σ∗
.
Second, by a direct calculation using the definition of weighted space Br∧0+α
ωσ∗,σ
, we have u ∈ Br∧0+α
ωσ∗,σ
.
Finally, by the fact that f˜ = f − µu ∈ Bα∧r
ωσ∗,σ
and the conclusion for µ = 0, we have ω−σ,−σ
∗
u ∈
B
2α∧(α+r)
ωσ,σ∗
. 
Theorem 3.2 (Regularity in weighted Sobolev spaces, II). Assume that f ∈ Br
ωσ∗−1,σ−1
, with r ≥
0. If µ = 0, then ω−σ,−σ
∗
u ∈ Bα+r
ωσ−1,σ∗−1
. If µ 6= 0, ω−σ,−σ
∗
u ∈ B
(α+1)∧r+α
ωσ,σ∗
and Lαθ u ∈ B
r∧(α+1)
ωσ∗,σ
.
Proof. Consider first µ = 0. From Corollary A.2, we have the following relations: for n ≥ 0
P σ−1,σ
∗
−1
n = A
σ−1,σ∗−1
n P
σ,σ∗
n−2 +B
σ−1,σ∗−1
n P
σ,σ∗
n−1 + C
σ−1,σ∗−1
n P
σ,σ∗
n , (3.3)
P σ
∗
−1,σ−1
n = A
σ−1,σ∗−1
n P
σ∗,σ
n−2 −B
σ−1,σ∗−1
n P
σ∗,σ
n−1 + C
σ−1,σ∗−1
n P
σ∗,σ
n , (3.4)
where Aσ−1,σ
∗
−1
n , B
σ−1,σ∗−1
n and C
σ−1,σ∗−1
n are defined in Corollary A.2 and P
γ,β
−2 ≡ P
γ,β
−1 ≡ 0.
Throughout the proof, to simplify the notations but without incurring confusion, we drop the
superscript σ − 1, σ∗ − 1 for An, Bn and Cn and abbreviate λ
α
θ,n as λn. From (3.3), we have
∞∑
n=0
unP
σ−1,σ∗−1
n =
∞∑
n=0
un(AnP
σ,σ∗
n−2 +BnP
σ,σ∗
n−1 + CnP
σ,σ∗
n )
=
∞∑
n=0
(un+2An+2 + un+1Bn+1 + unCn)P
σ∗,σ
n . (3.5)
It follows from Lemma 2.1 that
Lαθ u = L
α
θ (ω
σ,σ∗
∞∑
n=0
unP
σ−1,σ∗−1
n )
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=
∞∑
n=0
un(Anλn−2P
σ∗,σ
n−2 +Bnλn−1P
σ∗,σ
n−1 + CnλnP
σ∗,σ
n )
=
∞∑
n=0
λn(un+2An+2 + un+1Bn+1 + unCn)P
σ∗,σ
n . (3.6)
From (3.4), we have
∞∑
n=0
fnP
σ∗,σ
n =
∞∑
n=0
fn(AnP
σ∗,σ
n−2 −BnP
σ∗,σ
n−1 + CnP
σ∗,σ
n )
=
∞∑
n=0
(fn+2An+2 − fn+1Bn+1 + fnCn)P
σ∗,σ
n . (3.7)
Substituting (3.6) and (3.7) into (1.1) leads to
∞∑
n=0
λn(un+2An+2 + un+1Bn+1 + unCn)P
σ∗,σ
n
=
∞∑
n=0
(fn+2An+2 − fn+1Bn+1 + fnCn)P
σ∗,σ
n . (3.8)
Multiplying by P σ
∗,σ
n over both sides of the last equation (3.8) and by the orthogonality of the
Jacobi polynomials, we arrive at
un+2An+2 + un+1Bn+1 + unCn
=
1
λn
(fn+2An+2 − fn+1Bn+1 + fnCn)
= Fn+2An+2 + Fn+1Bn+1 + FnCn + (
1
λn
−
1
λn+2
)fn+2An+2
−(
1
λn
+
1
λn+1
)fn+1Bn+1, (3.9)
where Fn = fn/λn. Using (3.5) again, we obtain
∞∑
n=0
unP
σ−1,σ∗−1
n =
∞∑
n=0
FnP
σ−1,σ∗−1
n +
∞∑
n=0
(
1
λn
−
1
λn+2
)fn+2An+2P
σ,σ∗
n
−
∞∑
n=0
(
1
λn
+
1
λn+1
)fn+1Bn+1P
σ,σ∗
n . (3.10)
Thus we have
un = Fn +
∞∑
k=n
(
1
λk
−
1
λk+2
)fk+2Ak+2(h
σ−1,σ∗−1
n )
−1(P σ,σ
∗
k , P
σ−1,σ∗−1
n )ωσ−1,σ∗−1
−
∞∑
k=n
(
1
λk
+
1
λk+1
)fk+1Bk+1(h
σ−1,σ∗−1
n )
−1(P σ,σ
∗
k , P
σ−1,σ∗−1
n )ωσ−1,σ∗−1 ,
where hσ−1,σ
∗
−1
n is defined in (2.2). Notice that |Ak| ≤ C and |Bk| ≤ C/k in Corollary A.2. By
Lemma A.3, we have
|un| ≤
|fn|
λn
+ C
∞∑
k=n
(
1
λk
−
1
λk+2
)|fk+2|+ C
∞∑
k=n
(
1
λk
+
1
λk+1
)
1
k
|fk+1|. (3.11)
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When r is an integer, using the Cauchy-Schwarz inequality, we get
∞∑
k=n
(
1
λk
−
1
λk+2
)|fk+2|
≤
[ ∞∑
k=n
(|fk+2|d
σ∗−1,σ−1
k+2,r )
2hσ
∗
−1+r,σ−1+r
k−r
]1/2
×
[ ∞∑
k=n
(
1
λk
−
1
λk+2
)2(dσ
∗
−1,σ−1
k+2,r )
−2(hσ
∗
−1+r,σ−1+r
k−r )
−1
]1/2
≤ |f |Br
ωσ
∗
−1,σ−1
[ ∞∑
k=n
(
1
λk
−
1
λk+2
)2(dσ
∗
−1,σ−1
k+2,r )
−2(hσ
∗
−1+r,σ−1+r
k−r )
−1
]1/2
≤ C|f |Br
ωσ
∗
−1,σ−1
n−r−α. (3.12)
Similarly, we obtain
∞∑
k=n
(
1
λk
+
1
λk+1
)
1
k
|fk+1| ≤ C|f |Br
ωσ
∗
−1,σ−1
n−r−α. (3.13)
Therefor, we have
|un| ≤ (λ
α
θ,n)
−1|fn|+ Cn
−r−α. (3.14)
Similar to the proof of Theorem 3.1 , we have ω−σ,−σ
∗
u ∈ Br+α
ωσ−1,σ∗−1
. When r is not an integer,
we can apply standard space interpolation to obtain the conclusion.
When µ 6= 0, we apply the bootstrapping technique. By Lαθ u = f − µu ∈ B
r∧0
ωσ−1,σ∗−1
and
the conclusion above, we have ω−σ,−σ
∗
u ∈ Br∧0+α
ωσ−1,σ∗−1
, which leads to u ∈ Bα
ωσ∗−1,σ−1
. Thus
Lαθ u = f − λu ∈ B
r∧α
ωσ∗−1,σ−1
and by the conclusion above, we have ω−σ,−σ
∗
u ∈ Br∧α+α
ωσ−1,σ∗−1
, which
further leads to u ∈ Bα+1
ωσ∗,σ
. Therefore, we have Lαθ u = f − µu ∈ B
r∧(α+1)
ωσ∗,σ
. Then by Theorem 3.1,
we have ω−σ,−σ
∗
u ∈ B
r∧(α+1)+α
ωσ,σ∗
. 
4. Spectral Galerkin method and error analysis
The weak formulation is to find u ∈ H
α/2
0 , such that
(Lαθ u, v) + µ(u, v) = (f, v), ∀v ∈ H
α/2
0 , (4.1)
where H
α/2
0 is the standard fractional Sobolev space in [1] with induced semi-norm | · |Hα/2 , and
(H
α/2
0 )
′ is the dual space of H
α/2
0 . From [6], we know that there exits a unique solution u ∈ H
α/2
0
such that ‖u‖Hα/2 ≤ ‖f‖(Hα/2
0
)′
.
We first consider the implementation of the spectral Galerkin method. Define the finite dimen-
sional space
UN := ω
σ,σ∗
PN = Span{φ0, φ1, . . . , φN},
where φk(x) := (1 − x)
σ(1 + x)σ
∗
P σ,σ
∗
k (x), for 0 ≤ k ≤ N and PN is the set of all algebraic
polynomials of degree at most N. The spectral Galerkin method is to find uN ∈ UN such that
(Lαθ uN , vN ) + µ(uN , vN ) = (f, vN ), ∀vN ∈ UN . (4.2)
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Plugging uN =
∑N
n=0 uˆnφn(x) into (4.2) and taking vN = φk(x), we obtain from the orthogonality
of Jacobi polynomials and Lemma 2.1 that
N∑
n=0
Sk,nuˆn + µ
N∑
n=0
Mk,nuˆn = (f, φk), k = 0, 1, 2, · · · , N, (4.3)
where
Sk,n = λ
α
θ,k
∫ 1
−1
(1 − x)σ(1 + x)σ
∗
P σ
∗, σ
n (x)P
σ, σ∗
k (x) dx, (4.4)
Mk,n =
∫ 1
−1
(1− x)2σ(1 + x)2σ
∗
P σ, σ
∗
n (x)P
σ, σ∗
k (x) dx. (4.5)
To find Sk,n and Mk,n, we apply Gauss-Jacobi quadrature rule, e.g.
Mk,n =
∫ 1
−1
(1 − x)2σ(1 + x)2σ
∗
P σ, σ
∗
n (x)P
σ∗, σ
k (x) dx =
N∑
j=0
P σ, σ
∗
n (xj)P
σ∗, σ
k (xj)wj .
Here xj ’s are the zeros of Jacobi polynomial P
2σ,2σ∗
N+1 (x), wj ’s are the corresponding quadrature
weights. The quadrature rule here is exact since n + k ≤ 2N while the quadrature rule is exact
for all (2N + 1)-th order polynomials. The integral in Sn,k can be calculated similarly. To find
fk = (f, φk), we use a different Gauss-Jacobi quadrature rule: fk ≈ f˜k =
N∑
j=0
f(xj)P
σ∗, σ
k (xj)wj .
Here xj ’s are the roots of Jacobi polynomial P
σ∗, σ
N+1 (x), wj ’s are the corresponding quadrature
weights.
Next we focus on the analysis of the spectral Galerkin method.
To show the stability of (4.2), we require the following lemma.
Lemma 4.1. [6] For any v ∈ H
α/2
0 with 1 < α ≤ 2, we have
(Lαθ v, v) = c
α
1 |v|
2
Hα/2 , c
α
1 = − cos(α/2π). (4.6)
Since UN ⊆ H
α/2
0 , the well-posdeness of the discrete problem (4.2) can be readily shown by the
Lax-Milgram theorem.
Before presenting the error estimates, we need the following approximation properties. Define
the L2
ωσ,σ∗
-orthogonal projection Pσ,σ
∗
N : L
2
ωσ,σ∗
→ PN such that (P
σ,σ∗
N u−u, v)ωσ,σ∗ = 0 for any v ∈
PN , or equivalently P
σ,σ∗
N (u)(x) =
∑N
n=0 uˆnP
σ,σ∗
n (x). Denote Π
σ,σ∗
N u := ω
σ,σ∗Pσ,σ
∗
N (ω
−σ,−σ∗u).
Lemma 4.2. Let ω−σ,−σ
∗
u ∈ Bm
ωσ,σ∗
and Lαθ u ∈ B
m
ωσ∗,σ
. Then, for 0 ≤ m ≤ N, we have the
following estimates
‖u−Πσ,σ
∗
N u‖ω−σ,−σ∗ ≤ cN
−m|ω−σ,−σ
∗
u|Bm
ωσ,σ
∗
(4.7)
and
‖Lαθ (u −Π
σ,σ∗
N u)‖ωσ∗,σ ≤ cN
−m|Lαθ u|Bm
ωσ
∗,σ
. (4.8)
Proof. For u˜ = ω−σ,−σ
∗
u ∈ Bm
ωσ,σ∗
(I), we have the expansion as
u = ωσ,σ
∗
u˜ = ωσ,σ
∗
∞∑
n=0
unP
σ,σ∗
n . (4.9)
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Noticing (4.9), we obtain
u−Πσ,σ
∗
N u = ω
σ,σ∗
∞∑
n=N+1
unP
σ,σ∗
n = ω
σ,σ∗(u˜− Pσ,σ
∗
N u˜). (4.10)
By Lemma 2.1, it holds that
Lαθ (u−Π
σ,σ∗
N u) =
∞∑
n=N+1
λαθ,nunP
σ∗,σ
n = L
α
θ u−Π
σ∗,σ
N (L
α
θ u).
Then by the error estimate for the orthogonal projection Pσ,σ
∗
N , e.g. in [19], we reach the conclusion.

In order to show convergence, we also need Hardy-type inequality below.
Lemma 4.3. [18] Let Ω be a convex set and 1 < α < 2. For any v ∈ Hα/2 vanishing on the
boundary, it holds
|v|2Hα/2 ≥ C
∫
Ω×Ω
|v(x) − v(y)|2
|x− y|n+α
dxdy ≥ kn,α
∫
Ω
|v(x)|2
dΩ(x)α
dx, (4.11)
where C and kn,α are positive constants which only depend on dimension n and α, and dΩ(x)
denotes the distance from the point x ∈ Ω to the boundary of the Ω.
With above Lemma, we can obtain the following result.
Lemma 4.4. For any v ∈ H
α/2
0 with 1 < α ≤ 2, we have
‖v‖ω−σ,−σ∗ ≤ C|v|Hα/2 , ‖v‖ω−σ∗,−σ ≤ C|v|Hα/2 . (4.12)
Proof. The fractional Hardy-type inequality in Lemma 4.3 leads to
‖v‖ω−σ,−σ∗ ≤ c‖vω
−α/2‖ ≤ C|v|Hα/2 . (4.13)
The second inequality follows similarly. 
Theorem 4.5. Suppose that u and uN satisfy the problems (4.1) and (4.2), respectively. If f ∈
Br
ωσ∗−1,σ−1
with r ≥ 0, we have the following error estimates:
‖u− uN‖ω−σ,−σ∗ ≤ CN
−γ
∣∣∣ω−σ,−σ∗u∣∣∣
Bγ
ωσ,σ
∗
, γ = (α+ 1) ∧ r + α (4.14)
when θ = 0.5 and
‖u− uN‖ω−σ,−σ∗ ≤ cN
α−γ |Lαθ u|Bγ−α
ωσ
∗,σ
+ CN−γ
∣∣∣ω−σ,−σ∗u∣∣∣
Bγ
ωσ,σ
∗
(4.15)
when θ 6= 0.5.
Proof. Denote ηN = u−Π
σ,σ∗
N u and eN = Π
σ,σ∗
N u− uN , then u− uN = ηN + eN . Combining (4.1)
and (4.2), we can obtain the following error equation:
(Lαθ eN , vN ) + µ(eN , vN ) = −(L
α
θ ηN , vN )− µ(ηN , vN ), ∀vN ∈ UN .
Taking vN = eN leads to
(Lαθ eN , eN) + µ‖eN‖
2 = −(Lαθ ηN , eN )− µ(ηN , eN). (4.16)
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When θ = 0.5, σ = σ∗ = α/2 and the orthogonal property leads to
(Lα0.5(u−Π
α/2,α/2
N u), vN ) = 0, ∀vN ∈ UN = ω
α/2,α/2
PN .
Thus, when θ = 0.5, (4.16) reduces to
(Lα0.5eN , eN) + µ‖eN‖
2 = −µ(ηN , eN). (4.17)
By the norm equivalence (4.6) and fractional Hardy-type inequality (4.12) that
(Lα0.5eN , eN) + µ‖eN‖
2 ≥ C‖eN‖
2
ω−σ,−σ∗ . (4.18)
Combining (4.17) and (4.18), we have
‖eN‖
2
ω−σ,−σ∗ ≤ C‖ηN‖‖eN‖ ≤ C‖ηN‖ω−σ,−σ∗‖eN‖ω−σ,−σ∗ . (4.19)
Thus ‖eN‖ω−σ,−σ∗ ≤ C‖ηN‖ω−σ,−σ∗ . By the regularity in Theorem 3.2 and the projection estimate
in Lemma 4.2, we arrive at
‖eN‖ω−σ,−σ∗ ≤ CN
−γ
∣∣∣ω−σ,−σ∗u∣∣∣
Bγ
ωσ,σ
∗
, θ = 0.5.
We now turn to the case θ 6= 0.5. Using the norm equivalence (4.6) and the fractional Hardy-type
inequality (4.12), we have
cα1 |eN |
2
Hα/2 + µ‖eN‖
2 ≤ ‖Lαθ ηN‖ωσ∗,σ‖eN‖ω−σ∗,−σ + µ‖ηN‖‖eN‖
≤ ‖Lαθ ηN‖ωσ∗,σ · c
α
2 |eN |Hα/2 + µ‖ηN‖‖eN‖
≤
(cα2 )
2
2cα1
‖Lαθ ηN‖
2
ωσ∗,σ +
cα1
2
|eN |
2
Hα/2 +
µ
2
‖ηN‖
2 +
µ
2
‖eN‖
2.
Thus it follows that
C‖eN‖
2
ω−σ,−σ∗ ≤ c
α
1 |eN |
2
Hα/2 + µ‖eN‖
2 ≤
(cα2 )
2
cα1
‖Lαθ ηN‖
2
ωσ∗,σ + c‖ηN‖
2
ω−σ,−σ∗ .
From Theorem 3.2 and Lemma 4.2, we obtain
‖eN‖ω−σ,−σ∗ ≤ cN
α−γ‖Lαθ u‖Bγ−α
ωσ
∗,σ
+ CN−γ‖ω−σ,−σ
∗
u‖Bγ
ωσ,σ
∗
.
For both cases θ = 0.5 and θ 6= 0.5, we arrive at the desired results by the triangle inequality
‖u− uN‖ω−σ,−σ∗ ≤ ‖eN‖ω−σ,−σ∗ + ‖ηN‖ω−σ,−σ∗ . 
By Theorems 3.1 and 4.5, it is straightforward to obtain the following result.
Corollary 4.6. Suppose that u and uN satisfy the problems (4.1) and (4.2), respectively. If
f ∈ Br
ωσ∗,σ
and u ∈ L∞, we have the following error estimates:
‖u− uN‖ω−σ,−σ∗ ≤ CN
−γ
∣∣∣ω−σ,−σ∗u∣∣∣
Bγ
ωσ,σ
∗
, γ = α ∧ r + α (4.20)
when θ = 0.5 and
‖u− uN‖ω−σ,−σ∗ ≤ cN
α−γ |Lαθ u|Bγ−α
ωσ
∗,σ
+ CN−γ
∣∣∣ω−σ,−σ∗u∣∣∣
Bγ
ωσ,σ
∗
(4.21)
when θ 6= 0.5.
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5. Spectral Petrov-Galerkin method and error analysis
The spectral Petrov-Galerkin method is to find uN ∈ UN such that
(Lαθ uN , vN ) + µ(uN , vN ) = (f, vN ), ∀vN ∈ VN . (5.1)
The method is implicitly discussed in [7] and is fully discussed in [21] when mu = 0. Here
we define the finite dimensional space VN := ω
σ∗,σ
PN = Span{ϕ0, ϕ1, . . . , ϕN} and ϕk(x) :=
(1 − x)σ
∗
(1 + x)σP σ
∗,σ
k (x).
For implementation, plugging uN =
∑N
n=0 uˆnφn(x) in (5.1) and taking vN = ϕk(x), we obtain
from Lemma 2.1 and the orthogonality of Jacobi polynomials that
λαθ,kh
σ∗,σ
k uˆk + µ
N∑
n=0
Mk,nuˆn = (f, ϕk), k = 0, 1, 2, · · · , N, (5.2)
where λαθ,k is defined in Lemma 2.1 and
Mk,n =
∫ 1
−1
(1 − x2)αP σ, σ
∗
n (x)P
σ∗, σ
k (x) dx. (5.3)
Here Mk,n and fk = (f, ϕk) can be computed similarly as in the last section.
Now we turn to the analysis of the spectral Petrov-Galerkin method.
Lemma 5.1. Let α ∈ (1, 2). Suppose u satisfies ω−σ,−σ
∗
u ∈ L2
ωσ,σ∗
and ‖Lαθ u‖ωσ∗,σ < ∞. Then
we have
λαθ,0‖u‖ωσ∗,σ ≤ λ
α
θ,0‖u‖ω−σ,−σ∗ ≤ ‖L
α
θ u‖ωσ∗,σ . (5.4)
Proof. For u satisfying ω−σ,−σ
∗
u ∈ L2
ωσ,σ∗
, we write
u = ωσ,σ
∗
∞∑
n=0
unP
σ,σ∗
n . (5.5)
Given the expansion (5.5), we derive from Lemma 2.1 that
‖u‖2ω−σ,−σ∗ =
∞∑
n=0
|un|
2hσ,σ
∗
n , ‖L
α
θ u‖
2
ωσ∗,σ =
∞∑
n=0
(λαθ,n)
2|un|
2hσ
∗,σ
n ,
where by (2.2), we have hσ,σ
∗
n = h
σ∗,σ
n . Noticing the sequence {λ
α
θ,n} is monotonically increasing,
we have
λαθ,0‖u‖ωσ∗,σ ≤ λ
α
θ,0‖u‖ω−σ,−σ∗ ≤ ‖L
α
θ u‖ωσ∗,σ .
This completes the proof. 
Theorem 5.2 (Stability). Assume that |µ| ≤ λαθ,0/2. The problem (5.1) admits a unique solution
uN such that
‖Lαθ uN‖ωσ∗,σ ≤ C‖f‖ωσ∗,σ .
Proof. Take vN = ω
σ∗,σLαθ uN in (5.1). By Lemma 5.1, we get
‖Lαθ uN‖
2
ωσ∗,σ = −µ(uN , ω
σ∗,σLαθ uN) + (f, ω
σ∗,σLαθ uN)
≤ |µ|‖uN‖ωσ∗,σ‖L
α
θ uN‖ωσ∗,σ + ‖f‖ωσ∗,σ‖L
α
θ uN‖ωσ∗,σ
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≤ |µ|/λαθ,0‖L
α
θ uN‖
2
ωσ∗,σ + ‖f‖ωσ∗,σ‖L
α
θ uN‖ωσ∗,σ
≤ 1/2‖Lαθ uN‖
2
ωσ∗,σ + ‖f‖ωσ∗,σ‖L
α
θ uN‖ωσ∗,σ ,
which leads to desired result directly. 
Theorem 5.3 (Convergence order). Suppose that u and uN satisfy the problems (4.1) and (5.1),
respectively. If f ∈ Br
ωσ∗−1,σ−1
with r ≥ 0 and |µ| ≤ λαθ,0/2, then we have the following optimal
error estimate:
‖u− uN‖ω−σ,−σ∗ ≤ cN
−γ |ω−σ,−σ
∗
u|Bγ
ωσ,σ
∗
, γ = (α+ 1) ∧ r + α. (5.6)
Proof. Denote ηN = u−Π
σ,σ∗
N u and eN = Π
σ,σ∗
N u− uN , then u− uN = ηN + eN . Combining (4.1)
and (5.1), we can obtain the following error equation:
(Lαθ eN , vN ) + µ(eN , vN ) = −(L
α
θ ηN , vN )− µ(ηN , vN ), ∀vN ∈ UN .
Taking vN = ω
σ∗,σLαθ eN , and by the orthogonal property, we get
‖Lαθ eN‖
2
ωσ∗,σ = −µ(eN , ω
σ∗,σLαθ eN )− (L
α
θ ηN , ω
σ∗,σLαθ eN)− µ(ηN , ω
σ∗,σLαθ eN )
= −µ(eN , ω
σ∗,σLαθ eN )− µ(ηN , ω
σ∗,σLαθ eN ).
Following a similar derivation in the proof for stability, we obtain
‖Lαθ eN‖ωσ∗,σ ≤ 2µ‖ηN‖ωσ∗,σ .
By Lemma 5.1, we have
‖eN‖ω−σ,−σ∗ ≤ 1/λ
α
θ,0‖L
α
θ eN‖ωσ∗,σ ≤ 2µ/λ
α
θ,0‖ηN‖ωσ∗,σ ≤ ‖ηN‖ω−σ,−σ∗ .
Using the triangle inequality leads to
‖u− uN‖ω−σ,−σ∗ ≤ ‖eN‖ω−σ,−σ∗ + ‖ηN‖ω−σ,−σ∗ ≤ 2‖ηN‖ω−σ,−σ∗ .
Since f ∈ Br
ωσ∗−1,σ−1
with r ≥ 0, we can see from Theorem 3.2 that ω−σ,−σ
∗
u ∈ Bγ
ωσ,σ∗
. Applying
Lemma 4.2 leads to the desired result. 
Remark 5.4. For the spectral Petrov-Galerkin method, we need |µ| ≤ λαθ,0/2. However, this as-
sumption seems to be relaxed to the case for all µ > −λαθ,0/2. The key is to show that (uN , ω
σ∗,σLαθ uN)
is positive for all uN ∈ UN . Unfortunately, we are not able to prove this for technical reasons. How-
ever, when θ = 0.5, the spectral Petrov-Galerkin method coincides with spectral Galerkin method
and we only need µ > −λαθ,0/2.
By Theorems 3.1 and 5.3, it is straightforward to obtain the following result.
Corollary 5.5 (Convergence order). Suppose that u and uN satisfy the problems (4.1) and (5.1),
respectively. If f ∈ Br
ωσ∗,σ
, u ∈ L∞, and |µ| ≤ λαθ,0/2, then we have the following optimal error
estimates:
‖u− uN‖ω−σ,−σ∗ ≤ cN
−γ |ω−σ,−σ
∗
u|Bγ
ωσ,σ
∗
, γ = α ∧ r + α. (5.7)
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6. Numerical results
In this section, we present three examples with different forcing terms f : smooth, weakly singular
at an interior point and weakly singular at boundary. Since exact solutions are unavailable, we use
reference solutions uref , which are computed with a very fine resolution using the same methods
for computing uN . In the computation, we take µ = 1 and measure the error as follows
E1(N) = ‖uref − uN‖ω−2σ,−2σ∗ , E2(N) = ‖uref − uN‖ω−σ,−σ∗ (6.1)
where uN =
∑N
n=0 uˆnω
σ,σ∗P σ,σ
∗
n and uref =: u512.
For the first two examples without boundary singularity, we use E1(N) to measure the error.
As E2(N) ≤ E1(N), the convergence order of E1(N) is at least the order of E2(N). For the third
example, we use E2(N) to measure the error.
Here we present numerical results for θ ∈ [0.5, 1], in particular, θ = 0.5, 0.7, and θ = 1. Since
σ and σ∗ depends on the fractional order α and θ, we find the values of σ, σ∗ numerically using
Newton’s method with a tolerance 10−16. We list in Table 6.1 the values of (σ, σ∗) for different θ’s
and α’s. For illustration, we present only four digits in the table while in computation we keep
fifteen digits for σ and σ∗.
Table 6.1. Numerical values for (σ, σ∗) corresponding to different θ and α
α = 1.2 α = 1.4 α = 1.6 α = 1.8
θ = 0.5 (0.6000, 0.6000) (0.7000, 0.7000) (0.8000, 0.8000) (0.9000, 0.9000)
θ = 0.7 (0.8829, 0.3171) (0.8602, 0.5398) (0.8900, 0.7100) (0.9411, 0.8589)
θ = 1.0 (1.0000, 0.2000) (1.0000, 0.4000) (1.0000, 0.6000) (1.0000, 0.8000)
For spectral Petrov-Galerkin method, we present numerical results for all θ’s listed above while
we present only numerical results of the Galerkin method for θ 6= 0.5 since the method is the same
as the spectral Petrov-Galerkin method when θ = 0.5.
Example 6.1. Consider f = sinx. Here f belongs to B∞
ωσ∗−1,σ−1
. By Theorem 3.2, ω−σ,−σ
∗
u ∈
B2α+1
ωσ,σ∗
.
According to Theorem 5.3, the convergence orders are expected to be 2α + 1 for the spectral
Petrov-Galerkin method (5.1). In Table 6.2, we observe that the convergence orders are 2α+1 for
the spectral Petrov-Galerkin method when the order α = 1.2, 1.4, 1.6, 1.8.
In the light of Theorem 4.5, the convergence orders are expected to be α + 1 for the spectral
Galerkin method (4.2). However, we found numerically the convergence orders lie in between α+1
and 2α + 1; see Table 6.3. For θ = 0.7 in Table 6.3, the observed convergence orders are 2α + 1
when α = 1.4, 1.6, 1.8, instead of α + 1. When α = 1.2, the order is not close to 2α+ 1 but still
larger than α+ 1. For θ = 1, the convergence orders again lie in between α+ 1 and 2α+ 1 except
for α = 1.2. For α = 1.2, the convergence order is around 2 and is smaller than the expected
α + 1 = 2.2. However, the order 2.2 can be observed for α = 1.2 if we take uref = u256 instead of
uref = u512. More precisely, the errors are 3.56e− 04 (N = 16), 9.56e − 05 (N = 32), 2.44e − 05
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(N = 64), 5.36e − 06 (N = 128) and the computed orders are 1.90, 1.97, 2.19. We also observe
that when α = 1.8, the convergence order can match the regularity index 2α+ 1.
In this example, the spectral Petrov-Galerkin method (5.1) has the convergence order 2α + 1,
which suggests that the regularity index 2α+1 for the solution and somewhat verifies Theorem 3.2.
The spectral Petrov-Galerkin method has higher accuracy than the spectral Galerkin method (4.2)
does, especially for small fractional order α when θ 6= 0.5. An improvement in the convergence
order for the spectral Galerkin method will be considered for further research.
Table 6.2. Convergence orders and errors of the spectral Petrov-Galerkin
method (5.1) for Example 6.1 with f = sinx.
α = 1.2 α = 1.4 α = 1.6 α = 1.8
N E1(N) rate E1(N) rate E1(N) rate E1(N) rate
θ = 0.5 16 1.29e-04 1.11e-05 1.43e-06 1.78e-07
32 1.31e-05 3.31 8.81e-07 3.65 8.82e-08 4.01 8.54e-09 4.38
64 1.29e-06 3.34 6.71e-08 3.71 5.17e-09 4.09 3.85e-10 4.47
128 1.25e-07 3.37 4.97e-09 3.75 2.92e-10 4.14 1.66e-11 4.53
Order (Averaged) 3.34 3.71 4.08 4.46
2α+ 1 (Theorem 5.3) 3.40 3.80 4.20 4.60
θ = 0.7 16 3.84e-05 7.39e-06 1.24e-06 1.75e-07
32 3.90e-06 3.30 5.82e-07 3.67 7.68e-08 4.02 8.46e-09 4.37
64 3.80e-07 3.36 4.40e-08 3.73 4.50e-09 4.09 3.83e-10 4.47
128 3.60e-08 3.40 3.23e-09 3.77 2.54e-10 4.15 1.66e-11 4.53
Order (Averaged) 3.35 3.72 4.07 4.46
2α+ 1 (Theorem 5.3) 3.40 3.80 4.20 4.60
θ = 1 16 3.87e-06 1.99e-06 7.04e-07 1.63e-07
32 3.94e-07 3.29 1.56e-07 3.67 4.42e-08 4.00 8.14e-09 4.32
64 3.80e-08 3.38 1.17e-08 3.74 2.61e-09 4.08 3.75e-10 4.44
128 3.55e-09 3.42 8.56e-10 3.78 1.49e-10 4.13 1.65e-11 4.51
Order (Averaged) 3.36 3.73 4.07 4.42
2α+ 1 (Theorem 5.3) 3.40 3.80 4.20 4.60
Example 6.2. Consider f = |sinx| . The function f has a weak singularity at x = 0 and f ∈
B1.5−ǫ
ωσ∗−1,σ−1
for any ǫ > 0. By Theorem 3.2, ω−σ,−σ
∗
u ∈ Bα+1.5−ǫ
ωσ,σ∗
.
According to Theorems 5.3 and 4.5, the convergence orders are expected to be α + 1.5 − ǫ for
the spectral Petrov-Galerkin method (5.1) and 1.5− ǫ for the spectral Galerkin method (4.2).
From Table 6.4, we can observe that the convergence order is α + 1.5 − ǫ for the spectral
Petrov-Galerkin method (5.1), which is in agreement with the theoretical prediction when the
order α = 1.2, 1.4, 1.6, 1.8.
In Table 6.5, we observe that the convergence orders for the spectral Galerkin method lie in
between α+ 1.5− ǫ and 1.5− ǫ. For θ = 0.7, the observed convergence order is α+ 1.5− ǫ when
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Table 6.3. Convergence orders and errors of the spectral Galerkin method (4.2)
for Example 6.1 with f = sinx.
α = 1.2 α = 1.4 α = 1.6 α = 1.8
N E1(N) rate E1(N) rate E1(N) rate E1(N) rate
θ = 0.7 16 3.25e-04 2.22e-05 3.09e-06 5.04e-07
32 5.41e-05 2.59 1.83e-06 3.60 1.86e-07 4.05 2.42e-08 4.38
64 8.66e-06 2.64 1.41e-07 3.70 1.06e-08 4.13 1.08e-09 4.48
128 1.35e-06 2.69 1.04e-08 3.76 5.84e-10 4.18 4.67e-11 4.54
Order (Averaged) 2.64 3.69 4.12 4.47
2α+ 1 3.40 3.80 4.20 4.60
α+ 1 (Theorem 4.5) 2.20 2.40 2.60 2.80
θ = 1 16 3.45e-04 4.77e-05 4.77e-06 5.21e-07
32 9.45e-05 1.87 6.76e-06 2.82 3.51e-07 3.76 2.47e-08 4.40
64 2.48e-05 1.93 9.07e-07 2.90 2.40e-08 3.87 1.09e-09 4.50
128 6.23e-06 1.99 1.17e-07 2.95 1.57e-09 3.93 4.63e-11 4.56
Order (Averaged) 1.93 2.89 3.85 4.47
2α+ 1 3.40 3.80 4.20 4.60
α+ 1 (Theorem 4.5) 2.20 2.40 2.60 2.80
α = 1.8. However, we observed that the convergence orders decrease with α when θ = 0.7 and
θ = 1.
In this example, the spectral Petrov-Galerkin method (5.1) has the convergence order α+1.5−ǫ,
which suggests the regularity index α+1.5−ǫ for the solution and verifies Theorem 3.2. The spectral
Petrov-Galerkin method has higher accuracy than the spectral Galerkin method (4.2), especially
for small fractional order α when θ 6= 0.5. Again better error estimates for the spectral Galerkin
method should be considered for further research.
Example 6.3. Consider f = (1−x2)β sinx. Here f ∈ Bσ∧σ
∗+2β
ωσ∗−1,σ−1
∩ ∈ Bσ∧σ
∗+2β+1
ωσ∗,σ
. From Theorem
3.2, ω−σ,−σ
∗
u ∈ B
α+(σ∧σ∗+2β)∧(α+1)
ωσ,σ∗
and by Theorem 3.1, ω−σ,−σ
∗
u ∈ B
α+(σ∧σ∗+2β+1)∧α
ωσ,σ∗
.
In this example, we measure the error using E2(N) instead of E1(N). We test the different β’s
in Tables 6.6-6.7 (β = 0.5) and in Tables 6.8-6.9 (β = −0.4).
We first test the case β = 0.5 where the forcing term f has weak singularity and vanishes at both
end points ±1. By Theorems 5.3 and 4.5 the theoretical orders for the Petrov-Galerkin method
and the Galerkin method are α+ σ ∧σ∗+1 and σ ∧ σ∗+1. However, we observe in Tables 6.6-6.7
that both methods can have convergence orders as high as α+ σ ∧ σ∗ + 2.
We then consider the singular forcing term f = (1− x2)β sinx where β = −0.4. In this case, we
apply Theorem 3.1 instead of Theorem 3.2 in order to get higher regularity index. From Theorem
3.2, ω−σ,−σ
∗
u ∈ B
α+(σ∧σ∗+2β)∧(α+1)
ωσ,σ∗
and by Theorem 3.1, ω−σ,−σ
∗
u ∈ B
α+(σ∧σ∗+2β+1)∧α
ωσ,σ∗
. For
β = −0.4, ω−σ,−σ
∗
u ∈ B
α+(σ∧σ∗+0.2)∧α
ωσ,σ∗
. According to Corollary 5.5 the convergence orders for
the spectral Petrov-Galerkin method are α + σ ∧ σ∗ + 0.2, which is demonstrated in Table 6.8.
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Table 6.4. Convergence orders and errors of the spectral Petrov-Galerkin
method (5.1) for Example 6.2 with f = | sinx|.
α = 1.2 α = 1.4 α = 1.6 α = 1.8
N E1(N) rate E1(N) rate E1(N) rate E1(N) rate
θ = 0.5 16 1.60e-03 4.88e-04 2.12e-04 1.11e-04
32 2.70e-04 2.56 7.32e-05 2.74 2.85e-05 2.89 1.36e-05 3.03
64 4.28e-05 2.66 1.01e-05 2.85 3.48e-06 3.03 1.49e-06 3.19
128 6.61e-06 2.70 1.35e-06 2.91 4.05e-07 3.10 1.54e-07 3.27
Order (Averaged) 2.64 2.83 3.01 3.16
α+ 1.5− ǫ (Theorem 5.3) 2.70 2.90 3.10 3.30
θ = 0.7 16 1.43e-03 5.05e-04 2.19e-04 1.12e-04
32 2.50e-04 2.51 7.73e-05 2.71 2.98e-05 2.87 1.38e-05 3.02
64 4.00e-05 2.64 1.08e-05 2.84 3.69e-06 3.02 1.52e-06 3.18
128 6.11e-06 2.71 1.44e-06 2.90 4.33e-07 3.09 1.58e-07 3.26
Order (Averaged) 2.62 2.82 2.99 4.15
α+ 1.5− ǫ (Theorem 5.3) 2.70 2.90 3.10 3.30
θ = 1 16 9.36e-04 4.69e-04 2.32e-04 1.17e-04
32 1.69e-04 2.47 7.52e-05 2.64 3.30e-05 2.81 1.47e-05 2.99
64 2.81e-05 2.59 1.10e-05 2.77 4.25e-06 2.95 1.66e-06 3.15
128 4.49e-06 2.65 1.54e-06 2.84 5.20e-07 3.03 1.77e-07 3.23
Order (Averaged) 2.57 2.75 2.93 3.12
α+ 1.5− ǫ (Theorem 5.3) 2.70 2.90 3.10 3.30
From Corollary 4.6, the convergence orders for the spectral Galerkin method are expected to be
σ ∧ σ∗ + 0.2. However, the observed orders are α+ σ ∧ σ∗ + 0.2 in Table 6.9.
In this example, the convergence orders for the two methods are almost the same when the
forcing term f(x) has both weak boundary singularity (β = 0.5) or stronger boundary singularity
(β = −0.4), which suggest the error estimate for the Galerkin method can be improved in the
non-symmetrical case θ 6= 0.5. For the Petrov-Galerkin method, however, the convergence orders
are higher than the theoretical predictions in the case of β = 0.5.
7. Conclusion
In this paper, we discuss the regularity of the two-sided fractional diffusion equations with
Riemann-Liouville operators under the homogeneous Dirichlet boundary conditions. Writing u =
ωσ,σ
∗
u˜, we find that the regularity index of u˜ is shown to be 2α+ 1. We also validate our finding
by considering two numerical methods: spectral Galerkin and Petrov-Galerkin methods. With
the regularity index, we showed the optimal error estimate for both methods when θ = 0.5. For
θ 6= 0.5, we obtained the optimal error estimate when the reaction coefficient µ is small.
The error estimate for the Galerkin method are not optimal and the estimate for the Petrov-
Galerkin method requires some additional condition on µ. Further improvement in the error
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Table 6.5. Convergence orders and errors of the spectral Galerkin method (4.2)
for Example 6.2 with f = | sinx|.
α = 1.2 α = 1.4 α = 1.6 α = 1.8
N E1(N) rate E1(N) rate E1(N) rate E1(N) rate
θ = 0.7 16 1.73e-03 7.77e-04 3.53e-04 1.96e-04
32 4.47e-04 1.96 1.40e-04 2.48 5.18e-05 2.77 2.47e-05 2.99
64 1.06e-04 2.08 2.29e-05 2.61 6.90e-06 2.91 2.80e-06 3.14
128 2.36e-05 2.17 3.56e-06 2.68 8.73e-07 2.98 3.00e-07 3.22
Order (Averaged) 2.07 2.57 2.89 3.12
α+ 1.5− ǫ 2.70 2.90 3.10 3.30
1.5− ǫ (Theorem 4.5) 1.50 1.50 1.50 1.50
θ = 1 16 7.04e-04 7.44e-04 4.28e-04 2.18e-04
32 1.82e-04 1.95 1.79e-04 2.05 7.78e-05 2.46 3.03e-05 2.84
64 5.12e-05 1.83 4.01e-05 2.16 1.30e-05 2.58 3.84e-06 2.98
128 1.44e-05 1.83 8.46e-06 2.24 2.07e-06 2.65 4.62e-07 3.05
Order (Averaged) 1.87 2.15 2.56 2.96
α+ 1.5− ǫ 2.70 2.90 3.10 3.30
1.5− ǫ (Theorem 4.5) 1.50 1.50 1.50 1.50
estimates are needed. The analysis in this paper can be extended to FDEs with different low-order
terms, such as FDEs with an advection term.
Appendix A. Some useful relations of Jacobi polynomials
The following relations hold for Jacobi polynomials Pα,βn (x), see e.g. [2, Chapter 2],
∂xP
α,β
n (x) =
n+ α+ β + 1
2
Pα+1,β+1n−1 (x), α, β > −1. (A.1)
By (A.1), we have
∂lxP
α,β
n (x) = d
α,β
n,l P
α+l,β+l
n−l (x), α, β > −1, n ≥ l, d
α,β
n,l =
Γ(n+ α+ β + l + 1)
2lΓ(n+ α+ β + 1)
. (A.2)
Theorem A.1. The Jacobi polynomials Pα,βn (x) satisfy
Pα,βn = Â
α,β
n ∂xP
α,β
n−1 + B̂
α,β
n ∂xP
α,β
n + Ĉ
α,β
n ∂xP
α,β
n+1, n ≥ 0, (A.3)
where Pα,β
−1 ≡ 0 and
Âα,βn =
−2(n+ α)(n+ β)
(n+ α+ β)(2n+ α+ β)(2n+ α+ β + 1)
,
B̂α,βn =
2(α− β)
(2n+ α+ β)(2n+ α+ β + 2)
, Ĉα,βn =
2(n+ α+ β + 1)
(2n+ α+ β + 1)(2n+ α+ β + 2)
.
The relation (A.1) and Theorem A.1 lead to the following result.
Corollary A.2. The Jacobi polynomials Pα,βn (x) satisfy
Pα,βn = A
α,β
n P
α+1,β+1
n−2 +B
α,β
n P
α+1,β+1
n−1 + C
α,β
n P
α+1,β+1
n , n ≥ 0, (A.4)
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Table 6.6. Convergence orders and errors of the spectral Petrov-Galerkin
method (5.1) for Example 6.3 with f = (1− x2)0.5 sinx.
α = 1.2 α = 1.4 α = 1.6 α = 1.8
N E2(N) rate E2(N) rate E2(N) rate E2(N) rate
θ = 0.5 16 4.00e-05 1.13e-05 3.95e-06 1.57e-06
32 3.32e-06 3.59 7.73e-07 3.87 2.23e-07 4.15 7.32e-08 4.42
64 2.61e-07 3.68 4.93e-08 3.99 1.16e-08 4.29 3.12e-09 4.58
128 1.99e-08 3.71 3.03e-09 4.03 5.76e-10 4.33 1.26e-10 4.63
Order (Averaged) 3.66 3.96 4.26 4.54
α+ σ ∧ σ∗ + 2 3.80 4.10 4.40 4.70
α+ σ ∧ σ∗ + 1 (Theorem 5.3) 2.80 3.10 3.40 3.70
θ = 0.7 16 4.49e-05 1.16e-05 3.96e-06 1.57e-06
32 4.46e-06 3.33 8.57e-07 3.76 2.29e-07 4.11 7.36e-08 4.41
64 4.20e-07 3.42 5.98e-08 3.86 1.23e-08 4.24 3.16e-09 4.57
128 3.83e-08 3.45 4.03e-09 3.89 6.38e-10 4.27 1.29e-10 4.61
Order (Averaged) 3.40 3.82 4.21 4.53
α+ σ ∧ σ∗ + 2 3.52 3.94 4.31 4.66
α+ σ ∧ σ∗ + 1 (Theorem 5.3) 2.52 2.94 3.31 3.66
θ = 1 16 3.04e-05 1.05e-05 3.88e-06 1.56e-06
32 3.28e-06 3.22 8.65e-07 3.60 2.43e-07 3.99 7.53e-08 4.37
64 3.34e-07 3.31 6.73e-08 3.70 1.43e-08 4.11 3.34e-09 4.52
128 3.29e-08 3.34 5.05e-09 3.74 8.10e-10 4.14 1.42e-10 4.56
Order (Averaged) 3.29 3.68 4.08 4.48
α+ σ ∧ σ∗ + 2 3.40 3.80 4.20 4.60
α+ σ ∧ σ∗ + 1 (Theorem 5.3) 2.40 2.80 3.20 3.60
where we let Aα,β0 = A
α,β
1 = B
α,β
0 = 0 and P
α+1,β+1
−2 = P
α+1,β+1
−1 = 0 and
Aα,βn = −
(n+ α)(n+ β)
(2n+ α+ β)(2n+ α+ β + 1)
, Bα,βn =
(α− β)(n+ α+ β + 1)
(2n+ α+ β)(2n+ α+ β + 2)
,
Cα,βn =
(n+ α+ β + 1)(n+ α+ β + 2)
(2n+ α+ β + 1)(2n+ α+ β + 2)
.
Lemma A.3. For any k ≥ n ≥ 0, it holds that |Xnk | ≤ C where
Xnk :=
(Pα+1,β+1k , P
α,β
n )ωα,β
hα,βn
, α > −1, β > −1. (A.5)
and hα,βn is defined in (2.2).
Proof. By (3.3), we get
δnk = A
α,β
k X
n
k−2 +B
α,β
k X
n
k−1 + C
α,β
k X
n
k . (A.6)
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Table 6.7. Convergence orders and errors of the spectral Galerkin method (4.2)
for Example 6.3 with f = (1− x2)0.5 sinx.
α = 1.2 α = 1.4 α = 1.6 α = 1.8
N E2(N) rate E2(N) rate E2(N) rate E2(N) rate
θ = 0.7 16 6.54e-05 1.70e-05 6.14e-06 2.71e-06
32 6.08e-06 3.43 1.25e-06 3.77 3.55e-07 4.11 1.27e-07 4.41
64 5.42e-07 3.49 8.52e-08 3.87 1.90e-08 4.23 5.45e-09 4.54
128 4.74e-08 3.52 5.64e-09 3.92 9.71e-10 4.29 2.23e-10 4.61
Order (Averaged) 3.48 3.85 4.21 4.52
α+ σ ∧ σ∗ + 2 3.52 4.94 4.31 4.66
σ ∧ σ∗ + 1 (Theorem 4.5) 1.32 1.54 1.71 1.86
θ = 1 16 5.52e-05 1.86e-05 6.78e-06 2.77e-06
32 5.10e-06 3.44 1.47e-06 3.66 4.18e-07 4.02 1.33e-07 4.38
64 4.18e-07 3.61 1.09e-07 3.75 2.38e-08 4.13 5.83e-09 4.51
128 3.20e-08 3.70 7.84e-09 3.80 1.31e-09 4.19 2.44e-10 4.58
Order (Averaged) 3.58 3.74 4.11 4.49
α+ σ ∧ σ∗ + 2 3.52 3.94 4.31 4.66
σ ∧ σ∗ + 1 (Theorem 4.5) 1.20 1.40 1.60 1.80
Thus we have
Xnn =
1
Cα,βn
, Xnn+1 = −
Bα,βn+1
Cα,βn+1
Xnn , X
n
k+2 = pkX
n
k+1 + qkX
n
k , k ≥ n.
where pk = −
Bα,βk+2
Cα,βk+2
and qk = −
Aα,βk+2
Cα,βk+2
. Denote Y nk = (X
n
k+1, X
n
k )
⊤ and Ak = (pk, qk; 1, 0). Then we
have Y nk+1 = AkY
n
k . It follows that
‖Y nk+1‖∞ = ‖AkY
n
k ‖∞ ≤ ‖Ak‖∞‖Y
n
k ‖∞ = max{|1, |pk|+ qk}‖Y
n
k ‖∞,
where ‖Y nk ‖∞ = max{|X
n
k |, |X
n
k+1|}. Recalling A
α,β
k , B
α,β
k and C
α,β
k in Corollary A.2, we have for
k ≥ 2
|pk−2| =
|Bα,βk |
Cα,βk
=
|α− β|(2k + α+ β + 1)
(2k + α+ β)(k + α+ β + 2)
=
|α− β|
k
+O(
1
k2
), and
qk−2 = −
Aα,βk
Cα,βk
=
(k + α)(k + β)(2k + α+ β + 2)
(k + α+ β + 1)(k + α+ β + 2)(2k + α+ β)
= 1−
α+ β + 2
k
+O(
1
k2
).
Thus we arrive at
|pk|+ qk = 1−
α+ β + 2− |α− β|
k
+O(
1
k2
) = 1−
2min(α, β) + 2
k
+O(
1
k2
).
Since α > −1 and β > −1, |pk| + qk ≤ 1. Thus for any k ≥ n ≥ 0, we have ‖Yk+1‖∞ ≤ ‖Yk‖∞,
which leads to the desired result. 
The following asymptotic formula for a ratio of two gamma functions holds
lim
n→∞
Γ(n+ δ)
nδ−γΓ(n+ γ)
= lim
n→∞
[1 +
(δ − γ)(δ + γ − 1)
2n
+O(n−2)] = 1. (A.7)
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Table 6.8. Convergence orders and errors of the spectral Petrov-Galerkin
method (5.1) for Example 6.3 with f = (1− x2)−0.4 sinx.
α = 1.2 α = 1.4 α = 1.6 α = 1.8
N E2(N) rate E2(N) rate E2(N) rate E2(N) rate
θ = 0.5 16 4.83e-03 1.03e-03 3.11e-04 1.12e-04
32 1.27e-03 1.92 2.26e-04 2.18 5.67e-05 2.45 1.69e-05 2.72
64 3.28e-04 1.96 4.79e-05 2.24 9.86e-06 2.53 2.42e-06 2.81
128 8.31e-05 1.98 9.92e-06 2.27 1.67e-06 2.56 3.34e-07 2.85
Order (Averaged) 1.95 2.23 2.51 2.79
α+ σ ∧ σ∗ + 0.2 (Theorem 5.3) 2.00 2.30 2.60 2.90
θ = 0.7 16 5.75e-03 1.13e-03 3.20e-04 1.12e-04
32 1.86e-03 1.63 2.73e-04 2.05 6.05e-05 2.40 1.72e-05 2.71
64 5.85e-04 1.67 6.37e-05 2.10 1.09e-05 2.47 2.47e-06 2.80
128 1.80e-04 1.70 1.47e-05 2.12 1.94e-06 2.50 3.45e-07 2.84
Order (Averaged) 1.67 2.09 2.46 2.78
α+ σ ∧ σ∗ + 0.2 (Theorem 5.3) 1.72 2.14 2.51 2.86
θ = 1 16 4.42e-03 1.16e-03 3.43e-04 1.15e-04
32 1.56e-03 1.50 3.15e-04 1.88 7.09e-05 2.27 1.82e-05 2.67
64 5.33e-04 1.55 8.23e-05 1.94 1.40e-05 2.33 2.71e-06 2.74
128 1.78e-04 1.58 2.10e-05 1.97 2.72e-06 2.37 3.95e-07 2.78
Order (Averaged) 1.55 1.93 2.32 2.73
α+ σ ∧ σ∗ + 0.2 (Theorem 5.3) 1.60 2.00 2.40 2.80
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