Quantitative structure-property relationships (QSPRs) for estimating aqueous solubility of organic compounds at 25°C were developed based on a fuzzy ARTMAP and a back-propagation neural networks using a heterogeneous set of 515 organic compounds. A set of molecular descriptors, developed from PM3 semiempirical MO-theory and topological descriptors (first-, second-, third-, and fourth-order molecular connectivity indices), were used as input parameters to the neural networks. Quantum chemical input descriptors included average polarizability, dipole moment, resonance energy, exchange energy, electronnuclear attraction energy, and nuclear-nuclear (core-core) repulsion energy. The fuzzy ARTMAP/QSPR correlated aqueous solubility (S, mol/L) for a range of -11.62 to 4.31 logS with average absolute errors of 0.02 and 0.14 logS units for the overall and validation data sets, respectively. The optimal 11-13-1 backpropagation/QSPR model was less accurate, for the same solubility range, and exhibited larger average absolute errors of 0.29 and 0.28 logS units for the overall and validation sets, respectively. The fuzzy ARTMAP-based QSPR approach was shown to be superior to other back-propagation and multiple linear regression/QSPR models for aqueous solubility of organic compounds.
I. INTRODUCTION
Predictions of aqueous solubilities of organic compounds, without prior knowledge of experimentally determined information, are of particular interest in industrial and environmental applications. For example, aqueous solubility of organic compounds is an important factor for assessing the mass distribution of chemicals in the environment and for determining bioavailability of candidate drugs in drug discovery and development.
As a complement to experimental aqueous solubility data, numerous approaches for estimating aqueous solubility have been proposed in the literature. 1 Most of these approaches rely on correlations of solubility with experimentally derived parameters such as melting and boiling point temperatures, chromatographic retention times, activity coefficient (at infinite dilution) molar volume (derived from liquid density), partition coefficient, or parachor (derived from density and surface tension). Group contribution approaches for estimating aqueous solubility have also been proposed. [2] [3] [4] [5] Other popular methods include quantitative structure-property relationships (QSPRs) whereby molecular structural characteristics (e.g., geometric and electronic), expressed in terms of appropriate molecular descriptors, are correlated with the desired physicochemical properties. Due to the wide range of aqueous solubility, S (mol/L), for organic compounds it is common to report and correlate the aqueous solubility as logS, and this form is also adopted in the present work.
Correlations of solubility with other physicochemical parameters can be useful provided that data for the correlating parameters are available. An example of such an approach was reported by Yalkowsky and Valvani 6 who correlated aqueous solubility, at 25°C, for 167 organic compounds (mono-and polyhalogenated aromatics, alcohols, alkyl p-hydroxybenzoates, and alkyl p-aminobenzoates) using melting point, octanol/water partition coefficient (K ow ), and entropy of fusion as input parameters. The proposed logS correlation, with solubility values ranging over 9 orders of magnitude, performed with an average absolute error of 0.5 logS units. In a later study, Isnard and Lambert, 7 for a set of 300 structurally diverse compounds, developed aqueous solubility correlations for liquids (melting point < 25°C) and solids (melting point > 25°C) using K ow , and both K ow and melting point, respectively, with reported standard deviations for liquids and solids of 0.466 and 0.582 logS units, respectively. Warne et al. 8 used melting point and the approximate sigma electron density term (ASED) to correlate the solubility of a data set of 16 compounds consisting of alkanes, alkyl substituted benzenes, and naphthalenes (-5.1e logSe -1.6) with an average absolute error of about 64%. Correlations of logS with normal boiling points have also been proposed for specific chemical families, such as chlorobenzenes, 9 alkanes, and cycloalkanes. 10 For example, Miller et al. 9 correlated the solubility of 12 chlorobenzenes with boiling point with an average absolute logS error of 7.16%. In a similar study, Yaw et al. 10 proposed a limited logS correlation with boiling temperature for liquid alkanes (at 25°C) with five or more carbon atoms. The correlation, based on 26 alkanes, exhibited an average absolute error and standard deviation of 0.05 (1.04%) and 0.05 (1.1%) logS units, respectively. In another study a linear multiparameter logS correlation, based on 531 heterogeneous compounds (12.79e logSe -0.51), proposed by Ruelle and Kesselring 11 using melting point, molar volume, and an additional term accounting for solvation effects as input performed with an average absolute error of 0.37 l logS units.
Group contribution approaches for estimating aqueous solubility have also been proposed in the literature. [2] [3] [4] [5] For example, Wakita et al. 2 proposed a group contribution correlation based on 40 fragment terms derived from 307 liquid compounds, two additional fragment terms derived from 15 aliphatic solids, and five additional fragment terms derived from 112 aromatic solids. The fragments for solid compounds also included melting point correction factors, one for aliphatics and another for aromatics. Aqueous solubility for 314 aliphatic and aromatic liquids (-5.24 e logS e 0.68) were correlated with a standard deviation and average absolute error of 0.25 and 020 logS, respectively. Predictions for aliphatic solids (-0.01 e logS e 0.17) were with a standard deviation of 0.151 logS units. These authors also reported a solubility correlation for 134 aromatic solids (-10 .49 e logS e 0.34) with a standard deviation and average absolute error of 0.65 and 0.58 logS units, respectively. In another study, Suzuki 3 proposed a correlation for estimating solubilities (-10.49e logSe 1.96) based on octanol/water partition coefficients (logK ow ), which were calculated from 10 individual atom type fragments that were derived from 497 compounds and melting points. Suzuki 3 reported a standard deviation of 0.505 logS units and an average absolute error of 0.39 logS units for the above correlation. Klopman et al. 4 proposed two group contribution models that focused on pharmaceutical drugs, the first consisting of 45 fragments and one constant (based on 496 organic compounds) and the second consisting of 33 fragments (based on 483 compounds containing halogen, nitrogen, sulfur, oxygen). Klopman et al. 4 reported average standard deviations, based on 10 cross-validation test sets, of 0.503 and 0.55 logS units for model 1 and model 2, respectively. A test of the above models 1 and 2 with a 13 and 21 compound data sets, respectively, yielded standard deviations of 0.58 and 1.25 logS units, respectively. Finally, Kühne et al. 5 proposed a logS correlation, with a group contribution term (based on 55 fragments) and two melting point terms derived from a heterogeneous set of 694 organic compounds (-11 .62 e logS e 1.81), that performed with an average absolute error of 0.38 logS units. Kühne et al. 5 compared their group contribution model with those proposed by Wakita et al., 2 Suzuki, 3 and Klopman et al., 4 based on a heterogeneous set of 694 test compounds representing various functional groups. The average absolute aqueous solubility estimation errors for the Wakita et al., 2 Suzuki, 5 and models 1 and 2 of Klopman et al., 5 in terms of logS units were reported to be 0.55 (based on 543 from test set), 0.85 (based on 672 from the test set), 0.50 (based on 614 from the test set), and 0.56 (for the complete test set), respectively. 5 A variety of QSPRs approaches have been reported in the literature to estimate logS for organic compounds. [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] The premise of QSPRs is that there is a unique relationship between molecular chemical descriptors and physicochemical properties. Given a selected set of molecular descriptors, one searches for optimized correlations between the descriptors and the desired chemical specific property using partial leastsquares or artificial neural networks to build the QSPR model. [12] [13] [14] [15] [16] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] Medir and Giralt, 17 for example, correlated the inverse of solubility (i.e. 1/x s ) ln γ ∞ , where γ ∞ is the activity coefficients at infinity dilution and x s is the solute mole fraction at solubility) for hydrocarbons (42 aliphatic, 12 aromatic, and 30 polycyclic aromatic hydrocarbons, PAHs). The correlations were based on molecular input descriptors which included a zero-order molecular connectivity index, dipole moment, number of carbon atoms, and acentric factor. Standard deviations for the above correlation for the aliphatic, aromatic, and polycyclic aromatic hydrocarbons were 0.336 to 1.26, 0.18, and 0.558-0.545 ln γ ∞ u(1/x s ) units, respectively. A simpler linear regression model for logS was proposed by Nirmalakhandan and Speece 18, 19 using as inputs the zero-order valence molecular connectivity index and a polarizability parameter estimated from group contribution. 18, 19 The above model, developed based on a set of 145 compounds, 18 performed with an overall standard error of 0.311 logS. In a later study, Nirmalakhandan and Speece 19 broadened the applicability of the model to include PAHs, PCBs, chlorophenols, dioxins, and ketones by modifying the polarizability parameter. This latter model was tested using a diverse set of 325 compounds (-9.32e logSe -3.03) and performed with an overall standard error of 0.33 logS units. A correlation specific to PCBs, based on 71 compounds, was proposed by Patil, 20 using the first-order valence molecular connectivity index as a molecular descriptor, with a reported average absolute error of 0.45 logS units and logS standard deviation of 9.4%. Patil 20 reported that the inclusion of melting point as an additional parameter offered modest reductions of the average absolute error of 0.30 logS units, corresponding to a 8.7% logS error. Another PCB-specific linear logS correlation was recently proposed by Makino 14 using a set of six descriptors (molecular weight, heat of formation, solvent accessible surface area, ionization potential, electron affinity, and dipole moment), based on a data set of 136 PCB congeners (-10.32e logSe -5.33) with a reported standard deviation and average absolute error of 0.225 and 0.1681 logS units, respectively.
14 A more recent study by Huibers and Katritzky 15 reported a logS correlation for 109 hydrocarbons and 132 halogenated hydrocarbons (-10.41e logSe 0.51) with a set of molecular descriptors that included molecular volume, bonding information content 33 (a topological descriptor encoding both the degree of branching and number of different atom types in the molecule), and atomic charge weighted partial negative surface area 22 (sum of atomic surface areas weighted both by atomic surface charge and partial atomic charge for negatively charged surfaces only); the above model performed with a standard error of 0.386 logS units. In a related study, Katritzky et al. 16 proposed a linear correlation model for logS, based on 411 compounds (-6 .44 e logS e 1.57) using the following six descriptors: a most negative partial charge, relative negative charged surface area, number of electrons, average bond order of nitrogen, zero-order structural information content, and fractional hydrogen donor surface area; the above model performed with a standard error of 0.573 logS units.
In recent years, neural networks (NNs) have gained popularity as an alternative approach to developing QSPRs. The advantage of using artificial neural networks is in their inherent capability of modeling nonlinear relationships between chemical descriptors and physicochemical properties without a priori specification of the analytical form of the QSPR model. 12 ,13.21,27,28 For example, back-propagation neural network based logS QSPR models have been proposed by Huuskonen et al., 21 Sutter and Jurs, 12 and Mitchell and Jurs. 13 Huuskonen et al., 21 using 14 atom-type electropological indices and nine topological indices, developed a logS QSPR model based on a 23-5-1 neural network using a data set of 211 pharmaceutical drugs (-5 .82 e logS e 5.45) with a reported average error, based on a test set of 51 compounds, of 0.53 logS units. Sutter and Jurs 12 proposed a logS QSPR model based on a 9-3-1 neural network architecture, developed using a diverse set of 140 compounds (-10 .83 e logS e 0.28), using electrical, topological, and geometrical descriptors as inputs, with reported root-mean square (rms) errors for cross-validation and predictions sets of 0.282 and 0.222 logS units, respectively. In the above study polychlorinated biphenyls contributed significantly to the rms error; however, upon their removal from the data sets, and with a change in four of the nine original input descriptors, the performance of the retrained neural network-based logS model improved with rms errors for the cross-validation and prediction sets decreasing to 0.151 and 0.166 logS units, respectively. In a more recent study, Mitchell and Jurs 13 presented two models based on a 9-6-1 neural network architecture, for predicting logS for 332 diverse organic compounds (-12 e logS e 2) using two different sets of input descriptors. The molecular descriptors were based on topological, geometric, charge partial surface area, and encoded hydrogen bonding input parameters. The first model, with nine descriptors, resulted in rms errors for the training, cross-validation, and prediction sets of 0.460, 0.455, and 0.446 logS units, respectively. The second model 13 had a lower rms of 0.394, 0.358, and 0.343 logS units, for the training, cross-validation, and prediction sets, respectively. The above study clearly demonstrated that the accuracy of the logS QSPR depends on the selection of input descriptors.
To date, published neural network-based logS QSPRs have been developed using back-propagation neural networks. 12, 13, 21, 27 Recent work by Espinosa et al. 28 suggests that it may be possible to improve neural network-based QSPRs by using a cognitive classifier fuzzy ARTMAP neural network. The approach, which was demonstrated for estimating the boiling point temperatures of aliphatic hydrocarbons, was shown to be superior to the back-propagation neural network approach as well as other statistical QSPR correlations reported in the literature. The application of fuzzy ARTMAP networks for QSPR development has several advantages owing to their capability to classify and analyze noisy information with fuzzy logic and to avoid the plasticitystability dilemma of standard back-propagation architectures. [34] [35] [36] [37] [38] [39] The purpose of the current study was to investigate the feasibility of developing a fuzzy ARTMAP QSPR model for aqueous solubility based on a heterogeneous set of organic compounds using chemical descriptors obtained from PM3 semiempirical MO-theory calculations. The performance of the fuzzy ARTMAP model was compared to a back-propagation neural network based QSPR, developed with the same set of input descriptors, and with other published multiple linear regression (MLR) and backpropagation neural network QSPR models.
II. METHODOLOGY
Data Set and Molecular Descriptors. The method utilized in the present study to develop QSPRs is summarized in Figure 1 . The aqueous solubility data at 25°C for the diverse set of 515 compounds considered in this study were compiled from the literature. [11] [12] [13] [14] [15] [16] 19, 23, 40 The heterogeneous set of compounds includes aromatic (polycyclic aromatic) and aliphatic (normal, branched, cyclic) hydrocarbons, halogens, polychlorinated biphenyls, mercaptans, sulfides, anilines, pyridines, alcohols, carboxylic acids, aldehydes, amines, ketones, and esters (see Table 1 ). Aqueous solubility Table  1 , where S is in units of mol/L. Both the logS solubility data and chemical input descriptors were normalized from 0 to 1, i.e., A n ) (X-X min )/(X max -X min ), in which A n is the normalized variable and X, X min , X max denote the input parameter and the minimum and maximum variable values in each respective input set. The molecular descriptors for each compound were determined from knowledge of the chemical structure. Twodimensional molecular structures were drawn using Molecular Modeling Pro 3.01 41 and then converted to threedimensional molecular structures using the CAChe 3.2 WorkSystem. 42 The geometry of the three-dimensional structures were subsequently optimized using MOPAC, 43 a semiempirical molecular orbital modeling routine, with the PM3 Hamiltonian 44 to arrive at the compounds' minimum energy conformations. The PM3 method is based on the correct inclusion of one-center overlap (i.e. neglecting diatomic differential overlap only). Semiempirical quantumchemical methods have been developed within the mathematical framework of the molecular orbital theory (SCF MO) but based on simplifications and approximations introduced into the computational procedure. For example, experimental data for atoms and prototype molecular systems have often been used to estimate values of the parameters utilized in semiempirical MO calculations.
During the MOPAC energy minimization, quantum chemical descriptors, derived from the PM3 MO theory were also calculated; these included average molecular polarizability, dipole moment, moments of inertia, ionization potential, number of doubly occupied (filled) MO levels, molecular weight, heat of formation, total energy, electronic energy, nuclear-nuclear (core-core), and energy components partitioned into the individual one-center and two-center terms were calculated. The total energy, in terms of the PM3 MO, is the sum of the total one-center and two-center terms. The one-center energy terms include electron-electron repulsion and electron-nuclear attraction. The two-center energy terms include resonance energy, exchange energy, electronelectron repulsion, electron-nuclear attraction, and nuclearnuclear repulsion. The total electrostatic (or Coulombic) interaction is equal to the sum of the following two-center energy terms: electron-electron repulsion, electron-nuclear attraction, and nuclear-nuclear repulsion energy. The resonance energy corresponds to the difference in pi electrons completely delocalized and the pi electrons localized in a double bond. 45 Finally, the exchange energy involves two electrons where the energy of attraction is between the nuclei and the overlap charge in the bond. 45 We note that the total energy calculated by semiempirical methods has been shown to be a suitable descriptor in a number of QSPR studies. [46] [47] [48] Also, the energy partitioned into one-center and two-center terms have been used to develop molecular structurebiological activity relationships of organic compounds. 49 Molecular topological descriptors, generated using Molecular Modeling Pro 3.01, included four valance molecular connectivity indices of orders 1, 2, 3, and 4 ( 1 V , 2 V , 3 V , 4 V ) and the second Kappa shape index, 2 κ. Molecular connectivity indices are topological indices that encode twodimensional structural information into numerical values or indexes. 50, 51 The molecular structure is expressed topologically by a hydrogen-suppressed graph. The carbons (and heteroatoms) are represented as vertices, and bonds connecting atoms are represented as edges. Briefly, the connectivity indices m V are valance-weighted counts of connected subgraphs. The first-order term 1 V is related to the degree of branching and size of the molecule expressed as the number of non-hydrogen atoms. The second-order term 2 2 represents a dissection of the molecular skeleton into "two contiguous bond" fragments. The third-order term 3 V is a weighted count of four atoms (three-bond) fragments representing the potential for rotation around the central bond and is the smallest molecular structure necessary for conformational variability. The 3 V index also reflects the degree of branching at each of the four atoms in the fragment. The fourth-order term, 4 V , represents path, cluster, path/cluster, and cyclic subgraphs of four edges. Structural information from the 4 V index is useful for compounds with at least five carbon atoms in a chain. Finally the kappa 2 shape index, 52 2 κ, is considered for characterizing the level of branching among isomers. The set of input descriptors was selected using a nonlinear variable selection method based on a dynamic neural network genetic algorithm. Variable selection operations were performed on 10 different neural networks to statistically identify the set of descriptors based on a frequency distribution (of the descriptors selected in each run). The 11 descriptors that were selected as the final set of input descriptors for QSPR modeling were all at or above the level of selection of 70%. The final set of input parameters, as listed in Table 1 , includes the first-, second-, third-, and fourth-order valence connectivity indices ( 1 V , 2 V , 3 V , 4 V ), dipole moment (sum of both point charge and hybrid), number of filled doubly occupied MO levels, first-order average molecular polarizability, resonance energy, exchange energy, electron-nuclear attraction (two-center term), and nuclear-nuclear (core-core) repulsion. We note that the dipole moment was the only parameter that was selected in all 10 runs. Valence molecular connectivity indices ranked within the 70th to 80th percentile range, with typically three out-of four indices being selected at a time. A selection frequency of 70% was exhibited for both the number of filled MO levels and first-order average polarizability. Finally, the energy terms ranked within the 70th to 90th percentile.
Fuzzy ARTMAP Neural System. The fuzzy ARTMAP neural network was used in the development of QSPR for aqueous solubility. The fuzzy ARTMAP architecture was introduced by Carpenter et al. 37 as a classifier for multidimensional data clustering. As shown in Figure 2 , the fuzzy ARTMAP network consists of two fuzzy ART modules, artA and artB, that are linked together via an inter-ART module. Each ART system includes a field, F o , of nodes that represent a current input vector; a field F 1 that receives both bottomup input from F o and top-down input from a field F 2 that represents the active code, or category. A fuzzy ARTMAP system actively searches for recognition categories, or hypotheses, for providing acceptable matches among the topdown expectations (based upon clusters of input features that are deemed to be relevant) and input patterns (bottom-up data). [34] [35] [36] [37] [38] The artA module learns how to categorize the input patterns (molecular descriptors), while artB module develops categories of the target patterns (physical property). During supervised learning, artA module receives the molecular descriptors, and artB module receives the correct physical property prediction of the input pattern presented to F o a. The artA module attempts the prediction through the map field of the category to which the current target belongs. The inter-ART module, called a map field, is an associative learning network and an internal controller that is designed to create a minimal number of artA recognition categories, or "hidden units", by following the match tracking rule. It works by increasing the vigilance parameter F a of artA by the minimal amount needed to correct a predictive error at artB. The vigilance parameter calibrates the minimal confidence that artA must have in a recognition category, or hypothesis, that is activated by an input pattern in order for artA to accept that category, rather than search for a better one through an automatically controlled process of hypothesis testing. When the search discovers a category that provides an acceptable match, the system locks into an attentive resonance whereby the input pattern refines the adaptive weights of the category based on any new information that it contains. A category modifies its previous learning only if its top-down expectation matches the input vector well enough to risk changing its defining characteristics. When a prediction is correct, both modules learn their respective inputs by modifying the prototypes of the corresponding category. If a category or hypothesis is not a good or acceptable match, then the selection and learning of another category and top-down expectation is automatically initiated. Otherwise, hypothesis testing selects a new category on which to base learning of a novel event. A predictive failure at artB increases the vigilance parameter F a by the least amount needed to initiate hypothesis testing at artA. The process continues until the network finds either an artA category that predicts the category of the current target correctly or creates a new one and the corresponding map field, with the correctly learned current descriptors-physical property pair.
The fuzzy ARTMAP dynamics are determined by vigilance F a , F b F ab ∈[0,1], learning rate a , b ∈[0,1], and choice R > 0, parameters. The vigilance parameter calibrates how well an input pattern (or exemplar) must match the learned prototype or cluster of input features that the category deems to be relevant, for a category to be accepted. Thus, the vigilance controls the degree of generalization. The rate of learning, which determines how the map field weights change through time, is controlled by the learning rate parameter. We note that rare events are learned with rapid learning ( ) 1). The choice parameter controls the fuzzy subsethood of the category choice function and accounts for the noise in the activation of the F 1 layer. When the choice parameter approaches zero, the choice function measures the degree to which the adaptive weight vector is a fuzzy subset of the input vector. Fuzzy ARTMAP is capable of autonomously calibrating how much compression or generalization should occur in each category (set by a range of fuzzy features that best match the input pattern) and for self-organizing stable recognition categories in response to arbitrary sequences of analogue input patterns.
The fuzzy ARTMAP system was recently modified by Giralt et al. 39 to implement predictive capabilities into this neural classifier. In the current study, this modified cognitive architecture was used to establish QSPR models capable of predicting aqueous solubility as in previous back-propagation models. Fuzzy ARTMAP incorporates predictive feedback to control the hypothesis testing cycle, and this embodies characteristics of a self-organizing production system. The basic learning mechanism of this neural system consists of the creation of new categories (equivalent to hidden units in back-propagation) when dissimilar molecular descriptors and different values of the physical property are encountered. The degree of similarity is determined by threshold indicators such as the vigilance and choice parameters. Additional information about fuzzy ART and fuzzy ARTMAP systems can be found elsewhere. [53] [54] [55] [56] [57] [58] The fuzzy ARTMAP based QSPR for aqueous solubility was developed following the methodology described in Figure 1 . About 85% (437) of compounds in the complete data set were selected for training by the fuzzy ART classifier to ensure that adequate information was provided to the system. The compounds were then classified based on their molecular descriptors and the target physical property, which were all presented to the fuzzy ARTMAP as an input vector. Complement coding was used in fuzzy logic to represent the inverse relationship of the data (or attributes "not present"). The program then generated a complement code of the data set. Training of the fuzzy ARTMAP consisted of presenting the molecular descriptors and target property of the training set to modules artA and artB (see Figure 2) , respectively, to establish input with the output categories and relate them (F 1 ab). After training, the hypothesis components of the artB modules (F o b and F 1 b ) were disconnected, and an output in its category layer F 2 b was implemented; 34-38 the intent is to provide, through the map field module F 1 ab , a prediction for the target physical property for any input of descriptors presented to module artA. The model was then validated using a validation set containing 78 compounds.
Back-Propagation Neural Network System. The normalized aqueous solubility data and molecular descriptors, scaled from 0 to 1, were divided into three data sets: training, test (or recall), and validation (or generalization). To compare the two neural network approaches for estimating aqueous solubility, for the same set of compounds, the validation set for the back-propagation model, containing 78 data points (15% of the complete data set), was taken to be identical to the validation set used for the fuzzy ARTMAP model. The remaining 437 compounds were randomly divided into training and test sets. To retain a sufficient number of compounds for training (∼72% of the data), while maintaining an adequate data set for testing, the test set included the training data (372) and nontraining data (65). During model development, five compounds from the training set (butyraldehyde, di-n-propylamine, difluoromethane, butylamine, and isobutanol) could not be handled by the back-propagation network, possibly due to lack of sufficient compounds in their respective classes. Although solubility estimation errors for these compounds were prohibitively large. they did not affect the quality of training. Therefore, the above four compounds were removed from the data set, and the backpropagation model was built from a training and test set of 367 and 432 compounds, respectively. It is emphasized that the above problem was not encountered with the fuzzy ARTMAP neural network model.
Model building with the back-propagation neural network proceeded with same 11 input descriptors, as used for the fuzzy ARTMAP based model, with aqueous solubility as output. The architecture of the neural network was developed using a cascade method of network construction, together with an adaptive gradient learning rule. 59 The hyperbolic tangent transfer functions were chosen to correlate weighted inputs and outputs of the hidden layer. The performance of the resulting neural network model was subsequently tested and validated using two separate data subsets as described above.
III. RESULTS AND DISCUSSION
The optimal fuzzy ARTMAP/QSPR model was obtained (i.e. training phase) for the following parameter settings: vigilance parameters F a ) 0.0, F b ) 0.999, F ab ) 0.999, learning rate parameters a ) 1, b ) 1, and choice parameter R ) 0.1. The optimal back-propagation neural network solubility QSPR had an architecture of 11-13-1. The estimated aqueous solubilities from the fuzzy ARTMAP and the optimal 11-13-1 back-propagation neural network-QSPR models are summarized in Table 2 and Figures 3-6 . Table 2 also lists, for each model, the absolute error between predictions and the complete data set, training, and validation sets. A summary of the error analysis is provided in Table  3 .
The fuzzy ARTMAP model, which was trained with 437 compounds selected with the fuzzy ART classifier, predicted the aqueous solubility for the complete data set of 515 compounds with average absolute and maximum errors and standard deviation of 0.02, 0.75, and 0.08 logS units, respectively (see Table 3 ). The fuzzy ARTMAP/QSPR, a te ) test set, tr ) training set, val ) validation set, FAM ) fuzzy ARTMAP/QSPR, Bk-Pro ) back-propagation/QSPR. b otl ) outlier identified and removed from back-propagation data sets. which was validated with a vigilance parameter of F a ) 0.9, performed with an average absolute error, maximum absolute error, and standard deviation of 0.14, 0.75, and 0.16 logS units, respectively. Clearly, performance of the fuzzy ART-MAP was excellent for the relatively large heterogeneous compound data set. However, there were several compounds for which solubility errors were significantly higher than the average. Inspection of the fuzzy ARTMAP classification revealed that the errors were linked to the manner by which the network classified the input descriptors. Fuzzy ARTMAP generally tends to group together compounds with similar sets of descriptors. However, in certain cases, parameter sets can be similar for structural isomers, while there maybe significant differences in their aqueous solubilities. For example, 1,4-dimethylnaphthalene, with a logS ) -4.14, was classified with other dimethylnaphthalene isomers, where the predicted aqueous solubility for the group was based on the aqueous solubility of 2,6-dimethylnaphthalene (logS ) -4.89). As a consequence, this classification resulted in an absolute error of 0.75 logS units (for the validation set). Another example is 4-chloro-2-nitrophenol, the only chloronitrophenol in the data set, which could not be properly classified with other chloronitrophenols, thus the associated absolute error was relatively high (0.58 logS units). 4-Chloro-2-nitrophenol, which contains multiple functional groups (a halogen, a nitro group, and a phenol), was classified into a group containing other halogenated aromatic hydrocarbons, the best available category in terms of structural features. In retrospect, since the data set lacked other chloronitrophenols, it could have been more appropriate to place 4-chloro-2-nitrophenol into the training set. Another compound that exhibited a relatively high solubility estimation error was 1,2-diethylbenzene (0.65 logS units) that was classified with sec-butylbenzene, both compounds with a molecular formula of C 10 H 14 . If 1,2-diethylbenzene would have been classified with 1,4-diethylbenzene (logS ) -3.75), the absolute error would decrease to -0.47 logS units. The above examples suggest that, although the overall performance of the fuzzy ARTMAP is as good or better than other previously published approaches, further improvements would necessitate a larger data set that contains multiple compounds per class. Moreover, it may prove useful to explore alternate sets of molecular descriptors for the fuzzy ARTMAP that would allow a greater ability to differentiate among complex or apparently very similar structures.
Performance comparison of the optimal 11-13-1 backpropagation and fuzzy ARTMAP based logS models was accomplished using the data set used for validation of the fuzzy ARTMAP based QSPR. The average absolute and maximum errors and standard deviation for the validation set of the back-propagation/QSPR model were 0.28, 1.1, and 0.26 logS units, respectively. The average absolute and maximum errors and standard deviation for both the training and test sets of the back-propagation model were 0.29, 2.0, and 0.28 logS units, respectively. Compounds from the training set which exhibited the largest average absolute errors included n-pentylamine (2.04 logS units), decachlorobiphenyl (1.8 logS units), diphenylmethane (1.58 logS units), 2-ethylpyridine (1.32 logS units), and 3-ethylphenol (1.26 logS units). For the validation set, the maximum absolute error of 1.12 logS units resulted from 10-ethylbenz-[a]anthracene. 10-Methylbenz[a]anthracene, also present in the validation set, exhibited a large average absolute error of 0.93 logS units. Also, relatively high average absolute errors in the validation set were encountered for 2,2,4-trimethylpentane (1.1 logS units) and triiodomethane (0.97 logS units). We note that dimethylpyridine's (C 7 H 9 N), as a class, exhibited a high absolute error. However, although the average absolute error attributed to the five dimethylpyridine isomers and ethylpyridine in the data set, was 1.0 logS units, the average absolute error attributed to the three methylpyridine isomers was only 0.17 logS units. The relative performance of the fuzzy ARTMAP and back-propagation QSPRs for aqueous solubility are summarized in Table 3 . Overall, the errors were higher for the back-propagation/ QSPR model.
Additional insight into the performance of the present QSPR models is revealed by chemical group-specific errors as given in Table 4 . In general, the quantum chemical descriptors were satisfactory for characterizing the structural information of about 23 different chemical groups in the data set. This was demonstrated by the ability of the fuzzy ARTMAP/QSPR to classify and predict solubility based on the input descriptors. Overall, the quantum chemical descriptors were more suitable for characterizing molecular structure for PCBs, aromatics, alkanes, and PAHs as judged by the more accurate solubility predictions for these compound groups. Average |logS| errors of less than 1% were predicted by the fuzzy ARTMAP/QSPR for PCBs, halogenated aromatic and aliphatic hydrocarbons, amines, PAHs, nitro compounds, and alkanes. For the fuzzy ARTMAP model, average |logS| errors were in the lower 1% range for some of the oxygen containing compounds such as ester, ethers, alcohols, and anilines. Ketones and the 15 heterocyclic ring nitrogen containing compounds (i.e., pyridines, pyrrole) exhibited average |logS| errors around 1.6%. Somewhat higher errors were encountered for phenols, where the average |logS| error was 2%. Similar group-specific analysis of the back-propagation based QSPR revealed a less accurate differentiation among the chemical classes with the same set of quantum chemical descriptors. Based on chemical classes, the back-propagation based QSPR was most accurate for PCBs, aromatics, alkanes, and PAHs with average |logS| errors of 5.3%, 6.53%, 7.45%, and 7.53%, respectively. Reasonable results were also obtained for the amides (carbonyl and nitrogen group), furans (heterocyclic oxygen ring), alkenes, and nitriles (nitrogen with triple bond), where average |logS| errors for the groups were about 9-10%. It is noted that although amides, furans, and nitriles represented less than 0.05% of the data set, the back-propagation logS QSPR predicted solubilities for the group within an average |logS| error of 10%. The average |logS| error for the halogenated aromatic hydrocarbons of 10.6% (0.34 logS units) was slightly lower than the average |logS| error of 16.6% (0.31 logS) for the halogenated aliphatic hydrocarbons. Halogenated aliphatic hydrocarbons, the dominant chemical group, represented 17% of the compounds in the data set. The larger errors in predicted solubilities for this group generally occurred for -7.5e logS e -3.5 and where the data were sparse. Absolute logS errors in the 11% range occurred for alkynes and carboxylic acids, while errors in the 15% range resulted for the mercaptans (sulfur containing compounds) and anilines (aromatic with a nitrogen). Relatively low average absolute solubility estimation errors of 0.19, 0.19, and 0.21 logS units resulted for ketones, aldehydes, and esters, respectively, although the average |logS| errors were in the range of 30%. Nitro containing compounds and ethers also exhibited relatively low average absolute errors of 0.16 and 0.17 logS units, respectively, but relatively high average |logS| errors of 25% and 64%, respectively. The solubility data for the group of ethers were poorly distributed, thus attributing to the higher error during network training. Errors for phenols and alcohols were similar with average absolute and percent logS errors of 0.28 (43%) and 0.24 (59%) logS units, respectively. We note that the solubility data for the amines were not adequately distributed within the solubility domain; thus, the back-propagation based QSPR was less optimal for this group. Amines, representing 3% of the data set, exhibited relatively high average and percent |logS| errors of 0.44 logS and 65%, respectively. Although the data set for the heterocyclic nitrogen compounds, which included pyrrolidine, dimethylpyridine isomers, and methylpyridine isomers, was relatively sparse, errors were only about 0.15 logS units (or 41%), with the highest errors for compounds with molecular formula C 7 H 9 N (i.e. dimethylpyridine). It is emphasized, that reasonable solubility correlations were achieved with the present back-propagation QSPR model. Many of the errors were attributed to those chemical groups whose data sets were either too sparse or too concentrated in a particular region (e.g., amines, ether). These observations reinforce the importance of using a uniformly distributed data set for training to improve the back-propagation network's ability to interpolate correctly.
It is important to recognize that there is significant uncertainty in reported aqueous solubility data. Uncertainties in published experimental aqueous solubility data have been reported to range from 0.01 up to 0.70 logS units. 10, [12] [13] [14] [15] [16] 19, 23, 40 For example, Sutter and Jurs 12 reported that variability of reported aqueous solubility data, compiled from several sources, was as high as 0.34 logS units (or mean absolute difference of 0.11 logS units). 12 Discrepancies in reported aqueous solubility measurements are typically due to large experimental error usually associated with compounds with low solubility. According to Katritzky et al., 16 the average standard deviation of experimental aqueous solubility data (from various references) has been reported to be about 0.58 logS units. 16 In contrast, validation set estimates from the present fuzzy ARTMAP and back-propagation QSPRs had significantly lower standard deviations of 0.16 and 0.28 logS units, respectively.
The range of average estimation errors for published neural network and multiple linear regression/QSPR solubility models [12] [13] [14] [15] [16] 19, 21 are in the range of 0.168 to 0.573 logS units, relative to an average absolute error of 0.16 logS units for the present fuzzy ARTMAP model. Although the performance of the present back-propagation QSPR was inferior to the fuzzy ARTMAP QSPR, the absolute error and standard deviation of 0.28 and 0.26 logS units, respectively, were within the range or lower relative to other previously published models. For example, Mitchell and Jurs 13 reported a 9-6-1 architecture neural network based logS QSPR model which performed with rms error of 0.343 logS units, for a diverse set of 332 compounds (-12 e logS e 2). A multilinear regression model with six molecular descriptors developed by Katritzky et al., 16 based on a diverse set of 411 compounds (-6.44 e logS e 1.57) performed with standard errors of 0.573 logS units. It is noted that training errors are expected to be lower for models that are based on a more homogeneous set of compounds (i.e., containing similar classes). For example, Sutter and Jurs 12 reported an absolute error of 0.222 logS units, based on a 9-3-1 neural network based logS model developed using a less diverse set of 140 compounds (-10 .83 e logS e 0.28), with an even lower error of 0.197 logS units when polychlorinated biphenyls (PCB) were removed from the data set. 12 Specific performance comparisons of the present models to previously published neural network-based QSPRs for aqueous solubility at 25°C, 12, 13, 15, 16 based on a sets of compounds common with the present study, are provided in Table 5 and Figure 7 . The present models were also compared to recent multilinear regression QSPRs developed by Katritzky et al. 16 and Huibers and Katritzky. 15 For the 287 compounds common with the study of Katritzky et al., 16 the present backpropagation QSPR model performed with average and maximum absolute errors of 0.25 and 2.4 logS units, respectively, relative to the corresponding errors of 0.47 and 3.8 logS units for the Katritzky et al. 16 model. The present fuzzy ARTMAP was a significant improvement with average absolute and maximum absolute errors of 0.027 and 0.67 logS units, respectively, for the same 287 compound data set. Finally comparison with the multilinear regression QSPR of Huibers and Katritzky 15 (develop based on a data set of 241 organics), for a set of 172 compounds common with the present study, revealed average and maximum absolute errors of 0.27 and 1.6 and 0.039 and 0.75 logS units, respectively, for the present back-propagation and fuzzy ARTMAP models, respectively, relative to the corresponding errors of 0.34 and 3.3 logS units for the Huibers and Katritzky 15 model. It must be emphasized that model performance is closely linked to the range of chemical classes and abundance of chemicals, within a class, which are presented to the system during training. Therefore, one must view performance comparisons with caution as models developed with heterogeneous data sets, especially where the number of compounds within a class is limited, are not likely to perform with a lower overall accuracy (when compared with a common data set), relative to models developed with a narrower distribution of chemical classes.
In closure, the performance of the fuzzy ARTMAP/QSPR was superior relative to the present back-propagation/QSPR, other published neural network based models, and multilinear regression QSPRs when compared for the same compound classes included in the development of the present models. The overall performance of the presented models suggests that the present set of quantum chemical parameters were satisfactory in characterizing molecular structure and differentiating between chemical groups. Notwithstanding, the presence of some outliers suggests that refinement of the set of chemical descriptors is warranted to improve the accuracy and applicability of the approach.
CONCLUSIONS
The applicability of fuzzy ARTMAP network for developing a QSPR for aqueous solubility was demonstrated using a set of chemical descriptors that included parameters obtained from PM3 semiempirical MO-theory calculations. The set of descriptors obtained from PM3 semiempirical MOtheory calculations represented different forms of threedimensional information for characterizing the various atoms and chemical groups for a set of heterogeneous organic compounds. The fuzzy ARTMAP based model, and for comparison, a companion back-propagation neural network model were developed based on a heterogeneous set of more than 500 organic compounds. For the fuzzy ARTMAP-based QSPR, average absolute errors in aqueous solubility estimations for the overall and validation sets were 0.024 and 0.14 logS units, respectively. In contrast, the 11-13-1 backpropagation/QSPR model performed with average absolute errors for the overall and validation sets of 0.29 and 0.28 logS units, respectively. The present fuzzy ARTMAP neural network-based QSPR model was also shown to be superior to other neural network/QSPR and multilinear regression/ QSPR aqueous solubility models reported in the literature.
The results obtained with the fuzzy ART classifier and the fuzzy ARTMAP cognitive system demonstrate that it is possible to establish a reasonably accurate quantitative structure-property relationships for heterogeneous compounds based on a set of descriptors calculated from quantum mechanics and graph theory. Further optimization and expansion of the set of chemical descriptors is currently underway to better classify isomers and other complex chemical structures.
