In this paper, we propose a new technique for haiftoning color images. Our technique parallels recent work in modelbased haiftoning for both monochrome and color images; we incorporate a human visual model that accounts for the difference in the responses of the human viewer to luminance and chrominance information. Thus, the RGB color space must be transformed to a luminance/chrominance based color space. The color transformation we use is a linearization of the uniform color space L* a* b* which also decouples changes between the luminance and chrominance components. After deriving a tractable expression for total-squared perceived error, we then apply the method of Iterated Conditional Modes (1CM) to iteratively toggle halftone values and exploit several degrees of freedom in reducing the perceived error as predicted by the model.
INTRODUCTION
Much recent activity in the area of monochrome digital halftoning has centered upon the use of models for the human visual system. The techniques described in [1] - [7] all produce textures in which the spectral energy is distributed by taking into account the contrast sensitivity of the human viewer as a function of spatial frequency. Even the original error diffusion algorithm [8J does this, although in this case the filter coefficients were designed by trial and error, not by reference to a specific model for the contrast sensitivity of the human viewer.
Although each of the red, green, and blue components of an original color image may be individually haiftoned using any one of the above methods, it is known that human viewers are less sensitive to lower frequency chromatic errors than to luminance errors of the same frequency [9] . This fact has been exploited with ordered dither in [10] and [11] and with error diffusion in [12] . The techniques proposed in these papers apply separate luminance and chrominance human visual models to properly transformed color image data. The result is to move the easily perceived luminance error to the chrominance band where these errors are less easily seen.
In this paper, we describe a color haiftoning technique that employs a combination of the luminance responses from [1] and [13] and the chrominance response measured in [14] . Our color transformation is a linearized version of the L*a*b* uniform color space; and our error metric is the common squared error criterion which can be minimized using the method described in {2} or by using the method of Iterated Conditional Modes (1CM) described in Sec. 3 .3.
PERCEPTUAL MODEL
This section describes the model for calculating the perceived halftone image. First we define the opponent color space in which minimization of total-squared perceived error will be performed. This color space is a linearization of the uniform color space L* a*b* which also decouples changes between the luminance and chrominance components. The spatial frequency response of the human visual model is then described. This model is a simple channel-independent model that combines elements of several models reported in the literature.
Linearized uniform color space
A number of uniform color spaces have been proposed in the literature. For this work, we chose the CIE L*a*b* color space which is more readily linearized than the CIE L*u*v* uniform space. The L*a*b* color space may be expressed in terms of the CIE XYZ color space as [16] 
where (X , Yn , Z) is the D65 white point for the XYZ color space and -I 7.787x+(16/116), O<r<O.OO8856
A drawback of the L*a*b* color space is the nonlinearity in the transformation to and from RGB coordinates. Nonlinear color transformations distort the spatially averaged tone of the images, thus leading to halftones that have incorrect average value [17] . This is undesirable since these averages must be equal in both the original and halftone images for faithful tone reproduction. To overcome this problem, we chose to linearize the L*a*b* color space about the D65 white point. We denote the linearized color space as and define it as Yy = 116-16,
(1)
where again (X,. , Yr, Z,) is the D65 white point for the XYZ color space.
An added benefit of this linearization is that it decouples the effect of incremental changes in (}', , G, c) at the white point on the (L*, a*, b*) values. This may be seen by evaluating the gradient of the L*a*b* coordinates with respect to the Yr,C'G2 coordinates at the white point:
where I is the identity matrix. Note that the Y component in our color space is proportional to luminance and the C and C2 components are similar to the R -G and B -Y opponent color chrominance components on which Mullen's data [14] are based. This supports the application of a chrominance spatial frequency response based on her data to the G and C color components.
Spatial frequency response
In choosing our model for the spatial dependence of the perception of luminance and chrominance information, we restricted ourselves to a linear, channel-independent model based upon contrast sensitivity measurements for the human viewer. Much experimental data is available for the contrast sensitivity of the human eye in response to spatial variations in luminance. For our luminance model, we used a combination of the models reported by Näsänen and Sullivan ci al [1] [13] . Näsäneri chose an exponential function to model the luminance frequency response:
where L is the average luminance for the display, is the radial spatial frequency, The symmetry parameter w is 0.7; and the angle is defined as
The weighting function s() effectively reduces the contrast sensitivity to spatial frequency components at odd multiples of 45°.
It is well known that the contrast sensitivity of the human viewer to spatial variations in chrominance falls off faster as a function of increasing spatial frequency than does the response to spatial variations in luminance. Our chrominance model reflects this. We used an approximation to the experimental results obtained by Mullen [14] to model the response to chrominance. This approximation to the data is due to Kolpatzik and Bouman [18] , and is given by
where they determined = 0.419 and A = 100. The radial spatial frequency p is again defined as p = (n2 + v2)1/2.
Note that the subscript (C , G) denotes chrominance frequency response. Figure 1 shows plots of the magnitude-squared of the luminance and chrominance frequency responses. Both are lowpass in nature; but only the luminance response is reduced at odd multiples of 45° . This will place more luminance error along diagonals in the frequency domain. The chrominance response has a narrower bandwidth than the luminance response. Using this chrominance response as opposed to identical responses for both luminance and chrominance will allow more lower frequency chromatic error, which will not be perceived by the human viewer.
The linearized color space preserves the relative weighting of the color components in L*a*b*. However, the L*a*b* color space is based on color matching experiments conducted with relatively large color patches. Thus, it is only appropriate for low spatial frequencies. To allow adjustment of the relative weight between the luminance and chrominance responses, we multiplied the luminance frequency response by a weighting factor k. As k increases, more error will be forced into the chrominance components. We investigate the effect of this parameter in Sec. 4.
ERROR MINIMIZATION
This section first introduces some notation and briefly discusses the output device model. We then describe the error metric that is minimized in obtaining the digital color halftone image. This metric is the widely used total-squared error criterion. However, like much recent work in halftoning research, the error is the perceived image error based on the perceptual model described in Sec. 2.2. Thus, the actual error image must be implicitly convolved with the point spread function for the human visual system. After describing the error metric, the methodology for minimizing the perceived error between the original image and the halftone image is briefly outlined.
Notation and device model
Throughout the remainder of this paper, boldface variables will represent vector or matrix valued entities and nonboldface variables will depict scalar entities. The vectors x = (x )T R2 and m = (rn )T e Z2 will specify continuous and discrete spatial coordinates respectively, where an(l Z are the sets of real and integer numbers. We assume that the output display device is characterized by a lattice of addressable points xm = Xm, m E Z2, where 272/SP!EV0!. 1913 x is the periodicity matrix, the columns of which comprise a basis for the lattice. At each point on this lattice, we assume that a spot with intensity profile p(x) can be generated for each of the three RGB primaries. For simplicity, we assume that
where x denotes the unit cell associated with the lattice X. It should be pointed out that at sufficiently large viewing distances or high device resolutions, the exact shape of the output spot profile p(x) will be inconsequential, since it will be dominated by the point spread function associated with the model for the human viewer. The vector f[n] shall denote the continuous-tone digital color image we wish to display and f(x) shall represent a continuous-space version of f[n]. Likewise, the halftone versions will be denoted by the digital image g[n] and the continuous-space image g(x). Note that arguments of functions of continuous-space variables are enclosed in parentheses, whereas arguments of functions of discrete-space variables are enclosed in brackets. Finally, perceived entities will be marked with a tilde and subscripts to the image vectors will denote the color space in which the images are represented. For example, f(Y,c,c)(x) will specify the perceived image in the color space YJCJJCZ.
Error metric
If the output device could render continuous-tone directly, the displayed image would be given by
Since the output device has only bi-level capability with respect to each primary, we must display 
This expression should be interpreted as a matrix-vector product in which each multiplication between elements of w and p is replaced by convolution. Combining (2) and ( 
where
is a matrix for which each element is the convolution of the corresponding element of W(x) with the scalar p(x). Similarly, we may express the perceived halftone image as g(Y,C,G2)(X) = ;: P(x -XI1)g(y,c,c)[nJ.
As a measure of the difference between f(Y,c,c) and g(Y,c,c) we use the total-squared perceived error E = = fx (6) where e(y,C,C)(
A block diagram for the calculation of (6) appears in Fig. 2 .
Error minimization technique
The method we used to minimize (6) was Iterated Conditional Modes (1CM). Starting with a random initial image, we iteratively visit each pixel in the image and toggle g[n()] to each of its eight color possiblities. To determine the effect on the overall error E of changing just g[no}, we substitute (4) and (5) into (7) 
where C p() = I. pT(x)p(x + y)dx is the autocorrelation function of P(x) and Cp p[rnl = Cp (Xm).
Equation (9) is a quadratic function of the error e(y,c,c)[noJ, and thus may easily be evaluated for the eight choices for g [no] . We pick that value which minimizes E, move on to the next pixel, and repeat the process. The algorithm converges when no changes are made to g[no] during a complete pass through the image. Note that this method is similar to DBS. The only differences are that DBS employs a slightly different search heuristic, and uses an efficient lookup-table based implementation to evaluate the effect of changes to g [n] . The key to the 1CM algorithm is the autocorrelation of the visual point spread function. This autocorrelation is obtained by taking the inverse 2-D Discrete Fourier transform of the sampled magnitude-squared frequency response described in Sec. 2.2. In order for the computation in (9) to be tractable, the spatial extent of the autocorrelation must be limited. Simply truncating it leads to large sidelobes in the frequency responses which limit the ability of 1CM to move the spectral error energy into the stophands. This impedes the convergence of 1CM. To rectify this dilemma, we smoothly tapered the autocorrelation with a 2-D Hamming window, thus reducing sidelobes in the luminance and chrominance stop bands. Section 4 demonstrates the importance of the windowing step.
RESULTS
The continuous-tone color original image we chose to halftone was the "Balloon" girl image . To show the texture of the color halftones produced by our 1CM procedure, we present monochrome images containing the Y and G components of the final halftone images. The Y, component is obtained by converting the final halftone to the Yycxcz color space and setting both the G and C components to zero, resulting in (Y , 0, 0). The resulting vector is then transformed back to the RGB space for display. To show only the component of the final halftone images, both the Y, and G components are set to zero. The resulting vector is then transformed back to the RGB space. This resulting RGB vector will not be a monochrome image due to the chromaticity of the G component. Therefore, the RGB components are normalized to the maximum chromaticity C = [0, 1, 0] to be printed in this black and white medium. Note that the C component could also be shown, but similar results would be obtained.
When 1CM is used to produce color halftones, several degrees of freedom play a role in the minimization of the perceived error. One degree comes from the relative weightings in the color transformation in (1). This transformation weights the G component more than the C component; thus this relative weighting will move error from the G component to the component. The frequency responses for both the luminance and chrominance components give another degree of freedom for reducing perceived error. The luminance frequency response described in Sec. 2.2 has the reduced diagonal response that is inherent in many luminance models.
Therefore, some luminance error in the halftones produced by 1CM will he placed along the diagonals. The luminance response is also bandlimited, so error will appear in the high frequencies of luminance. The chrominance response is also lowpass; thus chrominance error will be moved to high frequencies, but not as high as the luminance errors. The last degree of freedom in our model is the weighting factor k between the luminance and chrominance frequency responses. As k increases, more error will be moved from luminance to chrominance. Our experimental results are intended to show how 1CM exploits these degrees of freedom in minimizing the error.
Figures 3-6 compare color images halftoned with error diffusion and 1CM. Figures 3 and 4 show the }', components. In comparing these two figures, we see that the worm-like textures common to error diffused images is not present with 1CM. Surprisingly, the texture in the 1CM image is more visible than that in the error diffusion image in the regions of the dress and the balloon to the left of the girl. At this time, we do not have an explanation forthis phenomenon, although it is interesting to note that these are both high luminance regions of the image. The dress is a bright white and the balloon is a bright yellow. Figures 5 and 6 show the C components for the same two images. When displayed as luminance variation, the texture is much more visible than when shown in proper chromatic form. Comparing Figs. 3 and 5 for error diffusion, we see that both the Y, and G, components exhibit similar texture. In contrast, we see in Figs. 4 and 6 that with 1CM the G component has much lower frequency texture than the Y,, component. When viewed as true color images, the effect is that the overall texture is less visible in the 1CM image than in the error diffusion image, except on the dress and the yellow balloon as noted previously.
Figures 7 and 8 show a similar but more dramatic effect as the weighting k of luminance relative to chrominance is varied. In Fig. 7 which shows the Y, component, we see that the texture steadily decreases with increasing values of k. At the same time, the texture in the G component steadily increases. When viewed in true color, the effect on the balloons is particularly striking. Here the texture shifts from being relatively contrasty and monochromatic to being softer and multihued. Overall, we have found that k = 4 appears to be a good value to use.
The final figure illustrates the importance of the Hamming window. It shows the Y and G components of a color halftone image produced when the autocorrelation function of the visual point spread function is simply truncated rather than being smoothly tapered. Although the algorithm has converged reasonably well over most of the image after 200 iterations, there is a conspicuous artifact in the lower left corner which would only disappear after many more iterations. In contrast, when the Hamming window is applied, satisfactory convergence is obtained with 20 to 30 iterations.
CONCLUSIONS
The color haiftoning technique described herein effectively reduces the total-squared perceived error in both the luminance and chrominance components of the resulting halftone images by implicitly convolving properly color 1 Image provided through courtesy of Eastman Kodak Company.
transformed image data with a visual luminance/chrominance point spread function. The color transformation and separate luminance/chrominance frequency responses offer several degrees of freedom for allocating the error between the continuous-tone original and halftone images to different spatial frequencies in luminance and chrominance. Our experimental results demonstrate that the method of Iterated Conditional Modes (1CM) can effectively exploit these degrees of freedom in minimizing the error. Although this implementation is computationally intensive, the same ideas could be applied with Direct Binary Search (DBS) at a greater cost in terms of complexity in code, but a mitch lower computational cost. The unexplained tendency of 1CM to produce textures at high luminance levels that are more visible than those of error diffusion suggests that further investigation of the visual model is needed. Another possibility is that at high luminance levels the exact display spot profile, which was ignored in this work, becomes more important. This would be consistent with results observed earlier when using DBS to halftone monochromatic images [2] . SPIEVo!. 1913/281
