One fundamental question is what makes two brain states similar. For example, what makes the activity in visual cortex elicited from viewing a robin similar to a sparrow? A common assumption, such as in Representation Similarity Analysis of fMRI data, is that neural similarity is described by Pearson correlation. However, any number of other similarity measures could instead hold, including Minkowski and Mahalanobis measures. The choice of measure is laden with mathematical, theoretical, neural computational assumptions that impact data interpretation. Here, we evaluated which of several competing similarity measures best capture neural similarity. The technique uses a classifier to assess the information present in a brain region and the similarity measure that best corresponds to the classifier's confusion matrix is preferred. Across two published fMRI datasets, we found the preferred neural similarity measures were common across brain regions, but differed across tasks. Moreover, Pearson correlation was consistently surpassed by alternatives.
: Families of similarity measures. (left panel) Similarity measures divide into those concerned with angle vs. magnitude differences between vectors. Pearson correlation whereas Euclidean distance are common angle and magnitude measures, respectively. The magnitude family further subdivides according to distributional assumptions. Measures like Mahalanobis are distributional in that they are sensitive to co-variance such that similarity falls more rapidly along low variance directions. (right panel) The choice of similarity measure can strongly affect inferences about neural representational spaces. In this example, stimuli a, b, and c elicit different patterns of activity across two voxels. When Pearson correlation is used, stimulus a is more similar to b than to c. However, when the Euclidean measure is used, the pattern reverses such that stimulus a is more similar to c than b.
1 Anisotropic measures should not be confused with asymmetric measures; the latter gives different values based on which stimulus is measured first [32, 4] . than a car. In this fashion, we can evaluate competing similarity measures 83 on a per region basis in a manner that is not constrained by verbal report. 84 The insight that similarity is intimately related to confusability has a long 85 and rich intellectual history [36, 37, 38] though has not yet been considered 86 to evaluate what makes two brain states similar. 87 Our method for distinguishing the similarity measure used by the brain 88 involves two basic steps: 89 1. For each ROI, compute a pairwise confusion matrix using a classifier. 90 For each ROI, also compute a similarity matrix for each candidate 91 similarity measure. 92 2. For each similarity measure, correlate its similarity matrix with the 93 confusion matrix using Spearman correlation to avoid scaling issues. 94 The better a similarity measures characterizes what makes two brain 95 states similar, the higher its Spearman correlation with the confusion matrix 96 should be. This analysis uses the confusion matrix as an approximation of 97 what information is present in a brain region.
98
The matrices for each similarity measure were optimized to maximize 99 the Spearman correlation with the confusion matrix by performing feature 100 selection on voxels (see Figure 2 ). See the SI for details on the similarity 101 measures.
Figure 2: Evaluating the similarity profile for a ROI. The confusion matrix from a classifier is used to approximate the information present in the ROI. The similarity matrix from each similarity measure is correlated with this confusion matrix. The pattern of these correlations (i.e., the performance of the various similarity measures) is the similarity profile for that ROI. Similarity profiles can be compared between ROIs, both within and between datasets (see Online Methods section for more details).
As a precursor, we first tested whether similarity measures differed in their 118 performance ( Figure 3a ). Specifically, we evaluated whether certain measures 119 better describe what makes two brain states similar by nested comparison 120 using a mixed-effects model for each study (see Online Methods). For both 121 studies, similarity measures differed in their performance, χ 2 (2) = 1720.331, p 122 < 0.001; χ 2 (2) = 6770.249, p < 0.001, for the GS and NI studies, respectively.
123
We tested whether the similarity profile differed across brain regions 124 within each study. The similarity profiles (i.e., mean aggregate performance 125 across measures) were remarkably alike across ROIs (see Online Methods).
126
High (Pearson) correlations are presented within task for both the GS study or sidestepped by assuming that Pearson correlation captures neural similarity. Here, we made an initial effort to evaluate empirically which of several 180 competing similarity measures is the best description of neural similarity.
181
Our basic approach was to characterize the question as a model selec-182 tion problem in which each similarity measure is a competing model. The 183 various similarity measures (i.e., models) competed to best account for the 184 data, which was the confusion matrix from a classifier (i.e., decoder) that 185 approximated the information present in a brain region of interest. The mo-186 tivation for this approach is that more similar items (e.g., a sparrow and a 187 robin) should be more confusable than dissimilar items (e.g., a sparrow and a 188 moped). Thus, the test of a similarity measure, which is a pairwise operator 189 on two neural representations, is how well its predicted neural similarities 190 agree with the classifier's confusion matrix.
191
Although the similarity measures considered are relatively simple, they 192 make a host of assumptions that are theoretically and practically conse- cated that the neural similarity profile (i.e., the pattern of performance across 204 candidate similarity measures) was constant across brain regions within a 205 study, though strongly differed across the two studies we considered. Fur-206 thermore, Pearson correlation, the de facto standard for neural similarity, 207 was bested by competing similarity measures in both studies.
208
One question is why the neural similarity profile would differ across stud-209 ies. There are host of possibilities. One is that the nature of stimuli drove 210 the differences. The stimuli in the GS study were designed to be psycho- In our technique, we rely on a classifier to provide an estimate of the infor-245 mation present in a brain region. Therefore, it is possible that the choice of 246 classifier could be biased toward certain similarity measures. We recommend 247 the procedure we followed: Consider a variety of classifiers and choose the 
252
In conclusion, we took a step toward determining what makes two brain 253 states similar. Working with two fMRI datasets, we found that the best 254 performing similarity measures are common across brain regions within a 255 study, but vary across studies. Furthermore, we found that the de facto sim-256 ilarity measure, Pearson correlation, was bested in both studies. Although 
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GS Study
Similarity measure z p
Minkowski (5) To pick the best-performing classifier, classification was conducted on 287 the whole-brain (no parcellation into distinct ROIs) for each study indepen-288 dently. All classifiers were trained with leave-one-out k -fold cross-validation, 289 where k was equal to the number of functional runs for each participant in 290 each study (e.g. six runs in the GS study or sixteen runs in the NI study).
291
To do feature selection on voxels, all voxels were ordered according to their been p = 0.5/17 ≈ 0.0029).
394
Data and code availability 395
For open access to the data or code please visit: their performance accuracy, the confusion matrices between classifiers -from 711 the same analysis -were also compared. Although the classifiers are quite 712 distinct algorithmically speaking, extreme differences between their confu-713 sion matrices would be unlikely. Indeed it was the case that the average 714 correlations (averaged across subjects) were all significantly above zero for = 0.037 for the GS study, mean = -0.012 and s.d. = 0.004 for the NI study), 786 and distance correlation (mean = -0.037 and s.d. = 0.026 for the GS study, 787 mean = -0.0009 and s.d. = 0.0038 for the NI study). These statistics were 788 computed across the 110 original ROIs.
789
Below is a list of the equations for each measure considered. The (negative) cosine distance is:
where · 2 denotes the L2 (Euclidean) norm.
801
Minkowski distance 802
The (negative) Minkowski distance is:
For the city-block distance p = 1, for the Euclidean distance p = 2, and 804 for the Chebyshev distance p = ∞. 
where rg(x i ) and rg(y i ) are the ranks of the values x i and y i , respectively.
810
This formulation assumes distinct integer rankings.
811
Mahalanobis distance 812
The (negative) Mahalanobis measure between two random vectors coming 813 from the same multivariate normal distribution is:
where Σ is the n × n covariance matrix between voxels.
815
Bhattacharyya distance
816
The (negative) Bhattacharyya measure between two multivariate normal 817 distributions N (X, Σ X ) and N (Y, Σ Y ), where each voxel covariance matrix 818 Σ X and Σ Y is estimated separately for each class X and Y , respectively, is:
The distance correlation is equal to 1 when X and Y span the same 
where H(X) is the entropy of X and I(X; Y ) is the mutual information 835 between X and Y .
836
For a multivariate Gaussian X, H(X) is: 837 1 2 ln(det(2πeΣ X )) * n where n is the number of observations. The mutual information between
and Σ XY is the between-class voxel covariance matrix. Σ Y X is the trans-841 pose of Σ XY .
842
Covariance matrix regularization 843 Two types of covariance matrix regularization were used for the Maha- where • is the hadamard product (element-wise multiplication) and I is the 848 identity matrix.
849
The distance measure that comes as a result of this type of regularization, 850 when applied to the covariance matrix of the Mahalanobis distance, is also 851 known as the normed Euclidean distance.
852
Ledoit-Wolf regularization 853 Ledoit-Wolf regularization for a covariance matrix Σ was computed as:
854
(1 − shrinkage)Σ + (shrinkage)(µ)I where µ = trace(Σ)/n and the optimal shrinkage parameter is a value 855 between 0 and 1 estimated according to the derivation in [56] . Lateral views of the left and right hemispheres for the GS study (top row) and the NI study (bottom row) displaying t statistics where both the Euclidean measure (blue) and the Mahalanobis(r) measure (red) outperformed the Pearson correlation measure. The t statistics were based on a searchlight analysis of Spearman correlations of each measure with each voxel's SVM confusion matrix (see Online Methods). Only displaying t statistics where p < 0.001 for paired sample t-tests, TFCE corrected; computed with FSL's randomise function with 5000 permutations, using as a mask the 12 ROIs with best accuracy (see Online Methods).
