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a b s t r a c t
In this paper, a numerical method which produces an approximate polynomial solution
is presented for solving the high-order linear singular differential–difference equations.
With the aid of Bessel polynomials and collocation points, this method converts the
singular differential–difference equations into the matrix equation. The matrix equation
corresponds to a system of linear equations with the unknown Bessel coefficients. This
method gives the analytic solutions when the exact solutions are polynomials. Finally,
some experiments and their numerical solutions are given; by comparing the numerical
results obtained from the other methods, we show the high accuracy and efficiency of the
proposed method. All of the numerical computations have been performed on a PC using
some programs written in MATLAB v7.6.0 (R2008a).
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Singular boundary value problems in ordinary differential–difference equations occur in several models of non-
Newtonian fluid mechanics, mathematical physics, astrophysics, etc. [1,2]. For example, the theory of internal structure
of stars, cluster of galaxies, thermal behavior of a spherical cloud of gas acting under the mutual attraction of its molecules
and theories of thermionic currents are modeled by means of singular differential–difference equations.
Themain idea of this paper is to present a numericalmethod for computing the solutions of the high-order linear singular
differential–difference equations (SDDEs) in the form
J−
j=0
m−
k=0
Pjk(x)
x(x− c)y
(k)(αjkx+ βjk) = g(x), 0 ≤ x ≤ c (1)
with the mixed boundary conditions
m−1−
k=0
[aiky(k)(0)+ ciky(k)(c)] = λi, i = 0, 1, . . . ,m− 1, (2)
where αjk, βjk, aik, cik and λi are finite constants, y(0)(x) = y(x) is an unknown function, the functions Pjk(x), g(x) ∈ C(0, c),
and also, the functions Pjk(x), g(x)may be undefined at the points x = 0 and x = c.
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Recently, the solutions of the singular differential equations have been found using various methods such as the finite
difference method [3–5], the Adomian decomposition method [6], the modified Adomian decomposition method [7,8], the
Legendre-spectral method [9], the homotopy perturbation method [10–12], the adjoint operator method [13], the discrete
approximation method [14], the exponential fitted finite difference method [15], the variational approach method [16], the
Hermite functions collocation method [17], the B-spline method [18], the optimal homotopy asymptotic method [19], the
variational iteration method [20–22], the Lagrangian method [23], the Pade series method [24], the Legendre wavelets [25],
the Taylor series method [26] and the modified He’s variational iteration method [27]. In addition, Geng et al. have solved
the singular initial value problems by combining the homotopy perturbation method (HPM) and reproducing the kernel
Hilbert space method (RKHSM) in [28]. Also, Sezer et al. have used the matrix and collocation method [29,30] for solving
linear differential–difference equations.
The Bessel matrix method has been used by Yüzbaşıet al. [31,32] to solve the linear neutral delay differential equations
and the Fredholm integro-differential equations.
In this paper, we will develop the Bessel matrix method given in [31,32] for solving the high-order linear singular
differential–difference equations (SDDEs) in the form of Eq. (1). By aid of the Bessel matrix method, we will find an
approximate solution of (1) expressed in the truncated Bessel series form
y(x) =
N−
n=0
anJn(x) (3)
so that an, n = 0, 1, 2, . . . ,N are the unknown Bessel coefficients. Here, N is any chosen positive integer such that ≥ m,
and Jn(x), n = 0, 1, 2, . . . ,N are the Bessel polynomials of first kind defined by
Jn(x) =

[ N−n2

]−
k=0
(−1)k
k!(k+ n)!
 x
2
2k+n
, n ∈ N, 0 ≤ x <∞.
This paper is arranged as follows.
In Section 2, we give the fundamental matrix relations to find the matrix forms of each term of Eq. (1). The method of
finding an approximate solution is described in Section 3. In Section 4, we illustrate some numerical examples to clarify the
method. Section 5 concludes this article with a brief summary.
2. Fundamental matrix relations
Let us first convert the Bessel polynomials Jn(x) to matrix form as
JT (x) = DXT (x)⇔ J(x) = X(x)DT , (4)
where
J(x) = J0(x) J1(x) · · · JN(x) , X(x) = 1 x1 x2 · · · xN
and if N is odd,
D =

1
0!0!20 0
−1
1!1!22 · · ·
(−1) N−12N−1
2
! N−12 !2N−1 0
0
1
0!1!21 0 · · · 0
(−1) N−12N−1
2
! N+12 !2N
0 0
1
0!2!22 · · ·
(−1) N−32N−3
2
! N+12 !2N−1 0
...
...
...
. . .
...
...
0 0 0 · · · 1
0!(N − 1)!2N−1 0
0 0 0 · · · 0 1
0!N!2N

(N+1)×(N+1)
;
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if N is even,
D =

1
0!0!20 0
−1
1!1!22 · · · 0
(−1) N2N
2
! N2 !2N
0
1
0!1!21 0 · · ·
(−1) N−22N−2
2
! N2 !2N−1 0
0 0
1
0!2!22 · · · 0
(−1) N−22N−2
2
! N+22 !2N
...
...
...
. . .
...
...
0 0 0 · · · 1
0!(N − 1)!2N−1 0
0 0 0 · · · 0 1
0!N!2N

(N+1)×(N+1)
.
Since we find the matrix forms of each term of Eq. (1), we first consider the solution y(x) defined by a truncated Bessel
series (3). Then we can write series (3) in the matrix form
y(x) = J(x)A; A = a0 a1 · · · aNT . (5)
When we substitute relation (4) into Eq. (5), we have the matrix form
y(x) = X(x)DTA. (6)
Also, the relation between the matrix X(x) and its k-th order derivative X(k)(x) is
X(k)(x) = X(x)(BT )k, (7)
where
BT =

0 1 0 · · · 0
0 0 2 · · · 0
...
...
...
. . .
...
0 0 0 · · · N
0 0 0 · · · 0
 .
By aid of relations (6) and (7), we obtain the matrix relation
y(k)(x) = X(x)(BT )kDTA. (8)
Substituting αjkx+ βjk instead of x in the expression (8), we gain the matrix form
y(k)(αjkx+ βjk) = X(αjkx+ βjk)(BT )kDTA. (9)
Similar to relation (7), the relation between the matrix X(αjkx+ βjk) and X(x) is
X(αjkx+ βjk) = X(x)B(αjk, βjk), (10)
where for αjk ≠ 0 and βjk ≠ 0,
B(αjk, βjk) =


0
0

(αjk)
0(βjk)
0

1
0

(αjk)
0(βjk)
1 · · ·

N
0

(αjk)
0(βjk)
N
0

1
1

(αjk)
1(βjk)
0 · · ·

N
1

(αjk)
1(βjk)
N−1
...
...
. . .
...
0 0 · · ·

N
N

(αjk)
N(βjk)
0

and for αjk ≠ 0 and βjk = 0,
B(αjk, 0) =

(αjk)
0 0 · · · 0
0 (αjk)1 · · · 0
...
...
. . .
...
0 0 · · · (αjk)N
 .
With the aid of relations (9) and (10), we find the matrix form
y(k)(αjkx+ βjk) = X(x)B(αjk, βjk)(BT )kDTA. (11)
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3. Method of solution
Since we create the fundamental matrix equation corresponding to Eq. (1), we substitute matrix relation (11) into Eq. (1)
and obtain the matrix equation
J−
j=0
m−
k=0
Pjk(x)
x(x− c)X(x)B(αjk, βjk)(B
T )kDTA = g(x). (12)
By putting in Eq. (12) collocation points defined by
xi = a+ b− aN i, i = 0, 1, . . . ,N, 0 < a ≤ x ≤ b < c, (13)
we get the system of matrix equations
J−
j=0
m−
k=0
Pjk(xi)
xi(xi − c)X(xi)B(αjk, βjk)(B
T )kDTA = g(xi)
or briefly the fundamental matrix equation is
J−
j=0
m−
k=0
PjkXB(αjk, βjk)(BT )kDT

A = G, (14)
where
X =

X(x0)
X(x1)
...
X(xN)
 =

1 x0 x20 · · · xN0
1 x1 x21 · · · xN1
...
...
... · · · ...
1 xN x2N · · · xNN
 , G =

g(x0)
g(x1)
...
g(xN)

and Pjk =

Pjk(x0)
x0(x0 − c) 0 0 0
0
Pjk(x1)
x1(x1 − c) 0 0
.
.
.
.
.
.
. . .
.
.
.
0 0 0
Pjk(xN )
xN (xN − c)
.
We can write fundamental matrix Eq. (14) in the form
WA = G or [W;G]; W =

J−
j=0
m−
k=0
PjkXB(αjk, βjk)(BT )kDT

. (15)
Here, Eq. (15) corresponds to a system of (N+1) linear algebraic equations with unknown Bessel coefficients a0, a1, . . . , aN .
Now, let us find the matrix forms for conditions (2). For this purpose, we substitute relation (8) into Eq. (2) and thus, the
corresponding matrix forms for conditions (2) are obtained as
m−1−
k=0
[aikX(0)+ cikX(c)](BT )kDTA = λi, i = 0, 1, . . . ,m− 1. (16)
Briefly, the matrix forms for the conditions can be written as
UiA = [λi] or [Ui; λi]; i = 0, 1, . . . ,m− 1, (17)
where
Ui =
m−1−
k=0
[aikX(0)+ cikX(c)](BT )kDTA
= ui0 ui1 ui2 · · · uiN , i = 0, 1, . . . ,m− 1.
Finally, to find the solution of Eq. (1) under conditions (2), by replacing the row matrices (17) bym rows of the matrix (15),
we have the new augmented matrix
W˜A = G˜.
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For convenience, if we replace last m rows of matrix (17), the new augmented matrix of the above system is as follows
[29–32]:
[W˜; G˜] =

w00 w01 w02 · · · w0N ; g(x0)
w10 w11 w12 · · · w1N ; g(x1)
w20 w21 w22 · · · w2N ; g(x2)
...
...
...
. . .
...
...
...
wN−m0 wN−m1 wN−m2 · · · wN−mN ; g(xN−m)
u00 u01 u02 · · · u0N ; λ0
u10 u11 u12 · · · u1N ; λ1
u20 u21 u22 · · · u2N ; λ2
...
...
...
. . .
...
...
...
um−10 um−11 um−12 · · · um−1N ; λm−1

. (18)
If rank W˜ = rank [W˜; G˜] = N + 1, then we can write
A = (W˜)−1G˜. (19)
The unknown Bessel coefficients matrix A

A = a0 a1 · · · aNT is uniquely determined by solving this linear system
and a0, a1, . . . , aN is substituted in Eq. (3). Thus we obtain the Bessel polynomial solution
yN(x) =
N−
n=0
anJn(x).
On the other hand, when |W˜| = 0, if rank W˜ = rank [W˜; G˜] < N + 1, then we may find a particular solution. Otherwise if
rank W˜ ≠ rank [W˜; G˜] < N + 1, then it is not a solution.
We can easily check the accuracy of this solution as follows.
Since the truncated Bessel series (3) is the approximate solution of (1), when the function yN(x), and its derivatives are
substituted in Eq. (1), the resulting equation must be satisfied approximately, that is, for x = xq ∈ (0, c), q = 0, 1, 2, . . .
E(xq) =
 J−
j=0
m−
k=0
Pjk(x)
xq(xq − c)y
(k)(αjkxq + βjk)− g(xq)
 ∼= 0
and E(xq) ≤ 10−kq (kq positive integer).
If max 10−kq = 10−k (k positive integer) is prescribed, then the truncation limit N is increased until the difference E(xq)
at each of the points becomes smaller than the prescribed 10−k; see [29–32]. On the other hand, the error can be estimated
by the function
EN(x) =
J−
j=0
m−
k=0
Pjk(x)
x(x− c)y
(k)
N (αjkx+ βjk)− g(x). (20)
4. Numerical examples
In this section, we will give the numerical examples to illustrate the accuracy and effectiveness properties of the method
and all of the numerical computationswere performed on the computer using a programwritten inMATLAB v7.6.0 (R2008a).
In Tables and Figures, y(x), yN(x) and eN(x) = |y(x)− yN(x)| show respectively the exact solution, the approximate solution
and the absolute error function in the given interval.
Example 1. Let us first consider the singular differential–difference equation given by
y(2)(3x− 2)− 2
x(x+ 1)y
(2)(x+ 1)+ 1
x
y(1)(x− 1)− y(x) = −57+ 39x− 24
x+ 1 −
4
x2 + x +
19
x
+ 5x2 − 2x3,
0 ≤ x ≤ 2 (21)
with the initial conditions
y(0) = 1 and y′(0) = 3
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so thatm = 2, P00(x) = −x(x− 2), P10(x) = (x− 2), P20(x) = − 2(x−2)x+1 , P21(x) = x(x− 2), α00 = 1, µ00 = 0,
α10 = 1, µ10 = −1, α20 = 1, µ20 = 1, α21 = 3, µ21 = −2,
g(x) = −57+ 39x− 24
x+ 1 −
4
x(x+ 1) +
19
x
+ 5x2 − 2x3.
Now, let us find the approximate solution
y(x) =
3−
n=0
anJn(x)
by the Bessel polynomials for N = 3. First, the set of collocation points (13) for a = 0.0001, b = 2 and N = 3 is computed
as 
x0 = 110000 , x1 =
2
3
, x2 = 43 , x3 = 2

and from Eq. (14), the fundamental matrix equation of the problem is
P21XB(α21, β21)(BT )2DT + P20XB(α20, β20)(BT )2DT + P10XB(α10, β10)BTDT + P00XB(α00, β00)DT

A = G
where
P00 =
−1 0 0 00 −1 0 00 0 −1 0
0 0 0 −1
 , P10 =
10000 0 0 00 4999/3333 0 00 0 10001/13335 0
0 0 0 1/2
 ,
X =
1 0 0 01 1/3 1/9 1/271 2/3 4/9 8/27
1 1 1 1
 , P20 =
−19998 0 0 00 −1429/794 0 00 0 −1816/2825 0
0 0 0 −1/3
 ,
P21 =
1 0 0 00 1 0 00 0 1 0
0 0 0 1
 , BT =
0 1 0 00 0 2 00 0 0 3
0 0 0 0
 ,
B(α00, β00) = (1, 0) =
1 0 0 00 1 0 00 0 1 0
0 0 0 1
 , B(α10, β10) = (1,−1) =
1 −1 1 −10 1 −2 30 0 1 −3
0 0 0 1
 ,
B(α20, β20) = (1, 1) =
1 1 1 10 1 2 30 0 1 3
0 0 0 1
 , B(α21, β21) = (3,−2) =
1 −2 4 −80 3 −12 360 0 9 −54
0 0 0 27
 ,
DT =
 1 0 0 00 1/2 0 0−1 / 4 0 1 / 8 0
0 −1 / 16 0 1 / 48
 and G =
 149923−2887/1531
3
 .
The augmented matrix for this fundamental matrix equation is calculated as
[W;G] =
 14997 85009/8 −7499 −15003/8 ; 149923−1159/4848 5147/3367 −261/686 −291/785 ; −2887/153−433/504 −501/1445 −634/9001 78/4253 ; 1
−7/12 −47/32 −5/24 23/96 ; 3
 .
The matrix forms for the initial conditions from Eq. (17) are
[U0; λ0] =

1 0 0 0 ; 1 ,
and
[U1; λ1] =

0 1/2 0 0 ; 3 .
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Table 1
Comparison of the exact solution and the approximate solutions for N = 5, 10, 15 of Eq. (22).
xi Exact solution Present method
y(xi) = cos(xi) y5(xi) y10(xi) y15(xi)
0 1 1 1 1
0.2 0.980066577841 0.980290424513 0.980064115676 0.980066583687
0.4 0.921060994003 0.922775428297 0.921042877380 0.921061035829
0.6 0.825335614910 0.830812750204 0.825279752925 0.825335740327
0.8 0.696706709347 0.708867557832 0.696586518252 0.696706971892
1 0.540302305868 0.562334827642 0.540090491684 0.540302756602
Thus, the new augmented matrix based on the conditions from Eq. (18) are obtained as
[W˜; G˜] =
 14997 85009/8 −7499 −15003/8 ; 149923−1159/4848 5147/3367 −261/686 −291/785 ; −2887/1531 0 0 0 ; 1
0 1/2 0 0 ; 3
 .
By solving this system, the Bessel coefficients matrix are gained as
A = 1 6 −38 114T .
Finally, we substitute the elements of the Bessel coefficients matrix A into Eq. (3). Thus, the approximate solution for N = 3
of Eq. (21) is found y3(x) = 2x3 − 5x2 + 3x+ 1, which is the exact solution.
Example 2. Consider the following singular differential–difference equation
y(3)(2x− 1)− 5
x(x+ 1)y
(2)(x+ 2)+ 4
x(x+ 3)y
(1)(x− 1)+ xy(x+ 1)
= sin(2x− 1)+ 5
x2 + x cos(x+ 2)−
4
x2 + 3x sin(x− 1)+ x cos(x+ 1), 0 ≤ x ≤ 1 (22)
with the initial conditions y(0) = 1, y′(0) = 0 and y′′(0) = −1. Here, m = 3, P00(x) = x2, P10(x) = 4(x−1)x+3 , P20(x) =
− 5(x−1)x+1 , P30(x) = x(x− 1), α00 = 1, µ00 = 1, α10 = 1, µ10 = −1, α20 = 1, µ20 = 1,
α30 = 2, µ30 = −1, g(x) = sin(2x− 1)+ 5x2 + x cos(x+ 2)−
4
x2 + 3x sin(x− 1)+ x cos(x+ 1).
From Eq. (13), the set of collocation points for a = 0.001, b = 1 and N = 5 is calculated as
x0 = 11000 , x1 =
251
1250
, x2 = 5341333 , x3 =
601
1001
, x4 = 8011001 , x5 = 1

.
The fundamental matrix equation of Example 2 from Eq. (14) is
{P30XB(α30, β30)(BT )3DT + P20XB(α20, β20)(BT )2DT + P10XB(α10, β10)BTDT + P00XB(α00, β00)DT }A = G.
Thus, by applying the procedure given in Section 3, we find the approximate solutions by the Bessel polynomials of the
problem for N = 5 as
y5(x) = 1− (0.750785447710e− 16)x− 0.5x2 + (0.288700197108e− 1)x3
+ (0.380903256436e− 1)x4 − (0.462551771211e− 2)x5.
Similarly, we obtain the approximate solution by the Bessel polynomials of the problem for N = 10, 15. We give the
numerical results of Example 2 in Tables 1 and 2. Fig. 1(a) displays a plot of the exact solution y(x) = cos(x) and the
approximate solutions N = 5, 10, 15 of Eq. (22). Fig. 1(b) shows the absolute error functions for N = 5, 10, 15. Also, as can
be seen from Table 1 and Fig. 1(a), the result obtained by the Bessel polynomial method for N = 15 is quite close to the
results of the exact solution. Table 2 and Fig. 1(b) indicate that as N increases, the errors decrease.
Example 3 ([17]). Consider the Lane–Emden differential equation
y′′(x)+ 2
x
y′(x)− (4x2 + 6)y(x) = 0, 0 ≤ x ≤ 1 (23)
with the initial conditions y(0) = 1, y′(0) = 0 and the exact solution y(x) = ex2 so thatm = 2, P00(x) = −x(x− 1)(4x2 +
6), P10(x) = 2(x− 1), P20(x) = x(x− 1), α00 = 1, µ00 = 0, α10 = 1, µ10 = 0, α20 = 1, µ20 = 0, g(x) = 0. The collocation
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Table 2
Comparison of the absolute errors for N = 5, 10, 15 of Eq. (22).
xi Present method
e5(xi) e10(xi) e15(xi)
0 0 0 0
0.2 2.2385e−004 2.4622e−006 5.8454e−009
0.4 1.7144e−003 1.8117e−005 4.1826e−008
0.6 5.4771e−003 5.5862e−005 1.2542e−007
0.8 1.2161e−002 1.2019e−004 2.6254e−007
1 2.2033e−002 2.1181e−004 4.5073e−007
(a) Comparison of the exact solution and the approximate solutions.
(b) Comparison of the absolute error functions eN (x).
Fig. 1. For N = 5, 10, 15 of Eq. (22), (a) comparison of the exact solution and the approximate solutions, (b) comparison of the absolute error functions
eN (x).
points are computed for a = 0.001, b = 1 and N = 15, 20 from Eq. (13). Also, the fundamental matrix equation of the
problem from Eq. (14) is
{P20XB(α20, β20)(BT )2DT + P10XB(α10, β10)BTDT + P00XB(α00, β00)DT }A = G.
Table 3 shows the numerical results of the absolute error functions obtained by the present method for N = 15, 20, the
variational iteration method (VIM) [20] for N = 15 and the Hermite functions collocation method (HFCM) [17] for N = 30.
The absolute error functions obtained by the present method, VIM [20] and HFCM [17] are compared in Fig. 2. Now, we
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Table 3
Numerical results of the absolute error functions eN (x) for N = 15, 20, 30 of Eq. (23).
xi VIM [20] HFC [17] Present method
e15(xi) e30(xi) e15(xi) e20(xi)
0 0 0 0 0
0.1 2.2204e−016 1.78e−008 6.7125e−011 8.3156e−013
0.2 4.4409e−016 2.09e−008 8.5151e−011 9.3925e−013
0.5 3.8922e−010 2.62e−008 1.1514e−010 6.9234e−013
0.7 8.7141e−008 3.27e−008 1.4792e−010 4.1545e−013
0.8 7.5112e−007 3.79e−008 1.7225e−010 2.8710e−013
0.9 5.0456e−006 5.48e−008 2.0414e−010 1.8963e−013
1 2.7860e−005 2.51e−009 6.3759e−010 6.5414e−013
Table 4
The maximum absolute error eN for various N of y(x) of Eq. (23).
N 8 12 15 20
eN with the present method 1.8257× 10−4 1.1153× 10−7 6.3759× 10−10 9.3947× 10−13
eN with the Pade series method [24] · · · 2.26× 10−4 · · · 2.73× 10−8
eN with the Legendre-spectral method [9] · · · · · · 1.40× 10−8 3.59× 10−10
Fig. 2. Comparison of the absolute error functions of Eq. (23).
define the maximum absolute error for yN(x) as,
eN = ‖yN(x)− y(x)‖∞ = max{|yN(x)− y(x)|, 0 ≤ x ≤ 1}.
In Table 4, we give the maximum absolute errors eN with the present method, the Pade series method [24] and the
Legendre-spectral method [9] for different values of N . It is seen from Tables 3 and 4 and Fig. 2 that the results obtained by
the present method are better than that obtained by the other methods.
Example 4 ([18]). Let us consider the Lane–Emden differential equationy′′(x)+ 1x y′(x) =

8
8− x2
2
y(1) = 0, y′(0) = 0,
0 ≤ x ≤ 1 (24)
with the exact solution y(x) = 2 log

7
8−x2

so that m = 2, P10(x) = x − 1, P20(x) = x(x − 1), α10 = 1, µ10 = 0, α20 =
1, µ20 = 0 and g(x) =

8
8−x2
2
. Since we find the approximate solutions by the present method for N = 7, 10, 12, we first
calculate the collocation points (13) for a = 0.1, b = 1 and N = 7, 10, 12. From Eq. (14), we write the fundamental matrix
equation of the problem as
P20XB(α20, β20)(BT )2DT + P10XB(α10, β10)BTDT

A = G.
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Table 5
Comparison of the absolute errors of Eq. (24).
xi BSM [18] for h = 1/20 Present method
e7(xi) e10(xi) e12(xi)
0.0 2.6000e−005 1.6012e−006 3.5790e−009 6.1045e−011
0.2 2.6000e−005 1.5665e−006 3.8808e−009 7.4741e−011
0.4 2.4000e−005 1.5577e−006 3.9875e−009 7.9562e−011
0.6 1.9000e−005 1.5524e−006 4.0500e−009 8.2334e−011
0.8 1.1000e−005 1.5519e−006 4.0957e−009 8.4234e−011
0.9 6.0000e−006 1.3845e−006 4.0323e−009 8.4689e−011
Fig. 3. Comparison of the absolute error functions of Eq. (24).
Therefore, by using the method given in Section 3, we obtain the approximate solutions by the Bessel polynomials of the
problem for N = 7, 10 12, respectively,
y7(x) = −0.267061184007+ 0.249993862500x2 + (0.597569579071e− 4)x3 + (0.153607473349e− 1)x4
+ (0.630560580235e− 3)x5 + (0.476690802653e− 3)x6 + (0.539565831656e− 3)x7,
y10(x) = −0.267062781670− (0.262307698002e− 16)x+ 0.250000065625x2 − (0.853682711111e− 6)x3
+ (0.156307028116e− 1)x4 − (0.233907825502e− 4)x5 + (0.136443834476e− 2)x6
− (0.109383372982e− 3)x7 + (0.245498645210e− 3)x8 − (0.830467488323e− 4)x9
+ (0.387508301694e− 4)x10,
and
y12(x) = −0.267062785188− (0.131153849104e− 16)x+ 0.250000003483x2 − (0.531329640412e− 7)x3
+ (0.156254346511e− 1)x4 − (0.228252825589e− 5)x5 + (0.131028404462e− 2)x6
− (0.207051297058e− 4)x7 + (0.159015478591e− 3)x8 − (0.459777993465e− 4)x9
+ (0.506087795797e− 4)x10 − (0.197268429852e− 4)x11 + (0.618418375592e− 5)x12.
We give the absolute errors obtained by the present method for N = 7, 10, 12 and the B-spline method (BSM) [18] in
Table 5. In addition, the absolute error functions obtained by the present method for N = 7, 10, 12 and the B-spline method
(BSM) [18] are shown in Fig. 3. It is seen from Table 5 and Fig. 3 that the results obtained by the present method are better
than that obtained by the B-spline method.
Example 5. Finally, we consider the following singular differential–difference equation
1
x
y(4)(x− 2)− x+ 2
x(x− 1)y
(2)(2x− 1)+ 4
x− 1y
(1)(x+ 1)− 1
x
y(0.5x+ 1)+ 1
x− 1y(x− 0.5)
= 1
x
ex−2 − x+ 2
x− 1e
2x−1 + 4
x− 1e
x+1 − 1
x
e
1
2 x+1 + 1
x− 1e
x− 12 , 0 ≤ x ≤ 1 (25)
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Table 6
The maximum absolute error eN for various N of y(x) of Eq. (25).
N 5 10 15
eN with the present
method
4.1503× 10−3 7.8414× 10−6 2.5956× 10−8
Fig. 4. Comparison of the absolute error functions of Eq. (25).
with the boundary conditions y(0) = 1, y(1) = e, y′(0) = 1, y′(1) = e and the exact solution y(x) = ex. Here,
m = 4, α00 = 0.5, µ00 = 1, α01 = 1, µ01 = −0.5, α10 = 1, µ10 = 1, α20 = 2, µ20 = −1, α40 = 1, µ40 =
−2, P00(x) = −(x−1), g(x) = 1x ex−2− x+2x−1e2x−1+ 4x−1ex+1− 1x e
1
2 x+1+ 1x−1ex−
1
2 , P01(x) = x, P10(x) = 4x, P20(x) = −(x+2)
and P40(x) = x− 1.
From Eq. (14), the fundamental matrix equation of Example 5 is
P40XB(α40, β40)(BT )4DT + P20XB(α20, β20)(BT )2DT + P10XB(α10, β10)BTDT
+ P00XB(α00, β00)DT + P01XB(α01, β01)DT

A = G.
Hence, by following the procedure given in Section 3 for a = 0.001, b = 0.999 and N = 5, we gain the approximate
solution by the Bessel polynomials of Example 5 as
y5(x) = 1+ x+ 0.442799595899x2 + 0.264007791622x3 + (0.167129428938e− 1)x4
− (0.523850195629e− 2)x5.
Similarly, we find the approximate solutions by the Bessel polynomials of the problem for N = 10, 15. In Table 6, we
give the maximum absolute errors eN with the present method for different values of N . Fig. 4 displays the absolute error
functions for N = 5, 10, 15 of Eq. (25). Table 6 and Fig. 4 show that as N increases, the errors decrease.
5. Conclusions
In this study, we have presented a numerical scheme based on the Bessel polynomials of the first kind for solving the
high-order linear singular differential–difference equations (SDDEs). An interesting feature of this method is to obtain
the analytical solution if the equation has the exact solution that is a polynomial function. In Example 1, since the exact
solution is a polynomial function, we have found the exact solution by using the present method. When the exact solution
is not a polynomial function, a good approximation is obtained by the proposed method. In addition, it is seen from Tables
and Figures that as N increases, the errors decrease. The numerical results show that the present method is an accurate
and reliable technique for the high-order linear singular differential–difference equations. Also, in Examples 3 and 4, the
comparisons of the absolute errors obtained by the presentmethod and the othermethods indicate that the presentmethod
is a powerful mathematical tool for SDDEs. One of the considerable advantages of the method is that the approximate
solutions are found very easily by using the computer code written in MATLAB v7.6.0 (R2008a). As an example, we give
the computer code written in MATLAB v7.6.0 (R2008a) of Example 5 in Appendices A–C. The approximate solutions with
the help of this code is obtained in a short time.
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Appendix A
function Example5(N)
D=besselD(N)
D;
format rat
a=0.001;b=0.999;
i=0:N;
col=a+(b-a)*i/N
B=zeros(N+1,N+1);
for i=1:N
B(i+1,i)=i;
end
B
for i=1:N+1
for j=1:N+1
P=zeros(1,j);
P(1,1)=1;
X(i,j)=polyval(P,col(i));
end
end
X
G=zeros(N+1,1);
for i=1:N+1
G(i,1)=1/col(i)*exp(col(i)-2)-1/col(i)*(col(i)+2)/(col(i)-
1)*exp(2*col(i)-1)+4/(col(i)-1)*exp(col(i)+1)-
1/col(i)*exp(1/2*col(i)+1)+1/(col(i)-1)*exp(col(i)-1/2);
end
G
for i=1:N+1
P00(i,i)=-(1/col(i));
end
P00
for i=1:N+1
P01(i,i)=(1/(col(i)-1));
end
P01
for i=1:N+1
P10(i,i)=4/(col(i)-1);
end
P10
for i=1:N+1
P20(i,i)=-(col(i)+2)/(col(i)*(col(i)-1));
end
P20
for i=1:N+1
P40(i,i)=(1/col(i));
end
P40
W=P40*X*Blambdamu(1,-2,N)*B’^{4}*D’+P20*X*Blambdamu(2,-1,N) *B’^{2}*D’
+P10*X*Blambdamu(1,1,N)*B’*D’+P00*X*Blambdamu(0.5,1,N)*D’+P01*X
*Blambdamu(1,-0.5,N)*D’
syms t
for i=1:(N+1);
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xx(i)=t^(i-1);
end
xx
t0=0;yt0=1;
t1=1;yt1=exp(1);
t2=0;yt2=1;
t3=1;yt3=exp(1);
L0=yt0;
L1=yt1;
L2=yt2;
L3=yt3;
U0=subs(xx,t0)*D’
U1=subs(xx,t1)*D’
U2=subs(xx,t2)*(B’)*D’
U3=subs(xx,t3)*(B’)*D’
W(N-2 ,:)=[U0];
W(N-1,:)=[U1];
W(N,:)=[U2];
W(N+1,:)=[U3];
WW=W
G(N-2 ,:)=[L0];
G(N-1 ,:)=[L1];
G(N,:)=[L2];
G(N+1,:)=[L3];
GG=G
A=WW\GG
syms x
for i=1:(N+1)
XX(1,i)=x^(i-1);
end
XX;
y=vpa(XX*D’*A,12)
h=(1/x)*subs(diff(y,4),x-2)-(1/x)*((x+2)/(x-1))*subs(diff(y,2),2*x-1)
+(4/(x-1))*subs(diff(y,1),x+1)-(1/x)*subs(y,0.5*x+1)+(1/(x-1))*subs(y,x-
0.5)-(1/x*exp(x-2)-1/x*(x+2)/(x-1)*exp(2*x-1)+4/(x-1)*exp(x+1)-1/x
*exp(1/2*x+1)+1/(x-1)*exp(x-1/2))
for i=0:0.2:1
ValuesofApproximateSolution=vpa(subs(y,i),12)
end
y1=exp(x);
for i=0:0.2:1
ValuesofExactSolution=vpa(subs(y1,i),12)
end
format short e
for i=0:0.2:1
ValuesofErrorFunctionwithAccuracyofSolution=abs(subs(h,i))
end
for i=0:0.1:1
ValuesofAbsoluteErrorfunction=abs(subs(y-y1,i))
end
Appendix B
function C=BesselD(N)
k=0;
m=0;
p=0;
C=zeros(N+1,N+1);
sg=0;
for i=1:N+1
2302 Ş. Yüzbaşı / Computers and Mathematics with Applications 62 (2011) 2289–2303
p=i-1;
k=i-1;
for j=i:2:N+1
C(i,j)=((-1)^(sg))/(factorial(m)*factorial(p)*2^(k));
m=m+1;
p=p+1;
k=k+2;
sg=sg+1;
end
sg=0;
p=0;
m=0;
end
Appendix C
function C=Blambdamu(a,b,N)
k=0;
C=zeros(N+1,N+1);
for i=1:N+1
for j=i:N+1
C(i,j)=nchoosek(j-1,k)*a^ (k)*b^ (j-1-k);
end
k=k+1;
end
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