Quantum Cluster Variables via Serre Polynomials by Qin, Fan
QUANTUM CLUSTER VARIABLES VIA SERRE POLYNOMIALS
FAN QIN
Abstract. For skew-symmetric acyclic quantum cluster algebras, we express the quan-
tum F -polynomials and the quantum cluster monomials in terms of Serre polynomials
of quiver Grassmannians of rigid modules. As byproducts, we obtain the existence of
counting polynomials for these varieties and the positivity conjecture with respect to
acyclic seeds. These results complete previous work by Caldero and Reineke and confirm
a recent conjecture by Rupel.
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1. Introduction
1.1. Motivation. Cluster algebras were invented by Fomin and Zelevinsky [FZ02] in or-
der to provide a combinatorial approach to canonical bases and total positivity. They are
commutative subalgebras of Laurent polynomial rings. Later, quantum cluster algebras
were introduced in [BZ05]. Therefore, since its very beginning, the theory of (commu-
tative and quantum) cluster algebras is closely related to topics in quantum groups and
canonical bases.
Let us point out another important aspect of quantum cluster theory. Recall that in this
theory a recursive operation called mutation plays the central role. In [KS] Kontsevich and
Soibelman interpreted mutations of quantum cluster algebras in their study of Donaldson-
Thomas invariants of certain triangulated categories of Calabi-Yau dimension 3. This
establishes a remarkable link between quantum cluster theory and triangulated categories.
Moreover, the occurrence of quantum cluster algebras precedes that of commutative
cluster algebras in the study of Donaldson-Thomas invariants. Therefore, quantum clus-
ter algebras are important and interesting despite their combinatorial similarity with
their commutative counterparts.
The author is financially supported by a CSC scholarship.
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1.2. Contents. In the present paper, we keep the role of triangulated categories to a
minimum, and restrict our attention to quantum cluster variables, which are certain
generators of quantum cluster algebras defined recursively by mutations. We refer to
Section 3 for the necessary definitions and a more detailed summary of the main results.
The main theorem: A refined CC-formula via Serre polynomials. Recall that the com-
mutative cluster variables can be expressed in terms of the Euler characteristics of quiver
Grassmannians [CC06]. The expression is given by what we call the (numerical) CC-
formula. Then naturally we ask for a refined CC-formula to compute quantum cluster
variables. Notice that the coefficients of quantum cluster variables are Laurent polyno-
mials in q
1
2 , such that
(1) they specialize to the Euler characteristics of quiver Grassmannians under the
quasi-classical limit q
1
2 → 1, and
(2) they are invariant under the involution q
1
2 7→ q− 12 .
In addition, for an acyclic quiver, the quiver Grassmannians associated to commutative
cluster variables are smooth [CR08]. All these facts remind us of the cohomology of
compact smooth varieties. Accordingly, under the assumption that the quiver is acyclic,
we propose a refined CC-formula via Serre polynomials as below.
Let Q˜ be an ice quiver, i.e. a quiver with frozen vertices. Assume that the matrix of
Q˜ can be completed into a unitally compatible pair, to which we associate a quantum
cluster algebra Aq. Further suppose that the non frozen part Q of Q˜ is acyclic. Endow Q˜
with a generic potential in the sense of [DWZ08] and consider the associated presentable
cluster category D as introduced in [Pla10b].
Definition (Definition 3.2.4, refined CC-formula). For any coefficient-free rigid object
M of D, we denote by m the class of Ext1C(T,M) in K0(modkQ), and associate to M the
following element in the quantum torus T :
XM =
∑
e
E(Gre(Ext
1
C(T,M)))q
− 1
2
〈e,m−e〉X indT (M)−φ(e).
Here the symbol E(Gre(Ext
1
C(T,M))) denotes the Serre polynomial of Gre(Ext
1
C(T,M)).
This variety is smooth and projective (because Q is acyclic and M is rigid) so that we
have
E(Gre(Ext
1
C(T,M))) =
∑
i
(−1)i dimH i(Gre(Ext1C(T,M)))q
1
2
i.
The main theorem (Theorem 3.2.5) claims that all the quantum cluster variables, and
further all the quantum cluster monomials of Aq, take this form.
The ingredients of the proof. Inspired by Katz’s Theorem 2.4.4, which links Serre polyno-
mials to counting polynomials, we follow an indirect approach to prove the main theorem,
which roughly consists of the following steps.
• In the definition of the quantum cluster algebra Aq, we replace the formal pa-
rameter q
1
2 by the number |K| 12 for each finite field K. Then we obtain what we
call the specialized quantum cluster algebra AK. We further notice that there is
a map evK which sends q
1
2 to |K| 12 and the quantum cluster variables of Aq to the
specialized quantum cluster variables of AK.
• We prove an analogue of the main theorem forAK, i.e. we show that the specialized
quantum cluster variables of AK can be expressed in terms of the numbers of K-
points of quiver Grassmannians. To see this, we observe that these numbers
equal sums of Hall numbers, and then use Green’s Theorem [Gre95] to complete
2
the proof following an idea of Hubery [Hub]. As a consequence, these quiver
Grassmannians have counting polynomials, which agree with the coefficients of
quantum cluster variables up to q
1
2 -power factors.
• Theorem 2.4.4 claims that if a scheme has a counting polynomial, then it must be
the Serre polynomial. So the coefficients of quantum cluster variables agree with
the Serre polynomials up to q
1
2 -power factors.
By-products. As by-products of the main theorem, for an acyclic quiver Q, we obtain
that
(1) the quantum F -polynomials can be expressed in terms of Serre polynomials, and
that
(2) the submodule Grassmannians of rigid modules have their cohomology concen-
trated in even degrees, and have their Serre polynomials as counting polynomials.
The above geometric properties of submodule Grassmannians first appeared in a the-
orem of [CR08], though the proof there contains a gap as pointed out by [Nak]. It is
somehow surprising that in the present paper we obtain a proof via quantum cluster
algebras. This might be viewed as a consequence of the link between quantum cluster
algebras and algebraic geometry.
While the author was finishing the present paper, Rupel [Rup10] posed a conjecture
that quantum cluster variables could be expressed in terms of counting polynomials of
quiver Grassmannians, and proved it for those variables which lie in almost acyclic clusters
using combinatorial methods. Notice that this conjecture already appeared in embryonic
form in the introduction of [CC06]. Clearly, at least in the case of non valued quivers,
this conjecture is confirmed by our main theorem, since the Serre polynomials are also
the counting polynomials. Demonet’s work [Dem10] suggests that our techniques may
also be useful in the valued case.
After the first version of this article was posted on Arxiv, Professor Hiraku Nakajima
kindly informed the author about a geometric proof [Nak10] for the vanishing of the odd
cohomology of quiver Grassmannians. That proof is based on the Fourier-Sato-Deligne
transform and the celebrated Decomposition theorem. Details will appear in an updated
version of [Nak].
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2. Preliminaries
2.1. Quantum cluster algebras.
Generalized quantum cluster algebras. Let R be an integral domain (i.e. an integral com-
mutative ring) and let v be an invertible element in R. We shall define generalized
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quantum cluster algebras over (R, v), in analogy with quantum cluster algebras as de-
fined in [BZ05]. In fact, in the present paper, we shall only be interested in the following
cases:
• When (R, v) = (Z, 1), we obtain the usual commutative cluster algebras AZ.
• When (R, v) = (Z[q± 12 ], q 12 ), where q 12 is a formal parameter, we obtain quantum
cluster algebras Aq.
• When (R, v) = (Z[|K|± 12 ], |K| 12 ), where K is a finite field, we obtain what we call
specialized quantum cluster algebras AK.
Let m ≥ n be two positive integers. Let Λ be an m×m skew-symmetric integer matrix
and B˜ an m×n integer matrix. The upper n×n submatrix of B˜, denoted by B, is called
the principal part of B˜.
Definition 2.1.1 (Compatible pair). The pair (Λ, B˜) is called compatible if we have
Λ(−B˜) =
[
D
0
]
(1)
for some n×n diagonal matrix D whose diagonal entries are strictly positive integers. It
is called a unitally compatible pair if moreover D is the identity matrix.
Let (Λ, B˜) be a compatible pair. The component Λ is called the Λ-matrix of (Λ, B˜),
and the component B˜ the B-matrix of (Λ, B˜).
Proposition 2.1.2. [BZ05, Proposition 3.3] The B-matrix B˜ has full rank n, and the
product DB is skew-symmetric.
Let L be a rank m lattice over Z and λ a skew-symmetric bilinear form on L.
Definition 2.1.3 (Quantum torus). The quantum torus T = T (L, λ) over (R, v) is the
R-algebra generated by the symbols Xg, g ∈ L, subject to the relations
XgXh = vλ(g,h)Xg+h
for g and h in L.
Denote the map from L to T sending g to Xg by XT . Notice that the torus T is
contained in its skew-field of fractions, which is denoted by F [BZ05, Appendix]. In the
following statements, we identify the lattice Zm with L by choosing a basis for L.
Definition 2.1.4 (Toric frame). A toric frame is a map X : Zm −→ F , such that for
some automorphism ρ of the skew-field F , and some automorphism η of the lattice Zm,
one has X(c) = ρ(Xη(c)) for all c in Zm.
Denote the operation of matrix transposition by ( )T .
Definition 2.1.5 (Seed). A seed is a triple (Λ, B˜, X), such that
(1) (Λ, B˜) is a compatible pair,
(2) X is a toric frame, and
(3) X(g)X(h) = vg
TΛhX(g + h) for all g, h in Zm.
It is said to be unitally if (Λ, B˜) is.
We often write Λ(g, h) for gTΛh.
Let (Λ, B˜, X) be a seed. We associate to it the following elements in T .
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Definition 2.1.6 (Quantum Cluster variables). The X-variables of the seed (Λ, B˜, X)
are defined as Xi = X(ei), 1 ≤ i ≤ m. The set {Xk, 1 ≤ k ≤ n} is called the cluster;
its elements are called quantum cluster variables. The quantum cluster monomials are
those X(e) such that ei ≥ 0 for 1 ≤ i ≤ n and ej = 0 for j > n.
A sign  is an element in {−1,+1}. Let b be a vector in Zm which does not belong to
the kernel of the form Λ( , ). Then the image of the map taking g ∈ Zm to Λ(b, g) is a
nonzero ideal of Z. Let d(b) denote its positive generator.
Proposition 2.1.7 (Automorphism). [BZ05, Proposition 4.2] For any 1 ≤ k ≤ n and
any sign , the skew-field F has an automorphism ρb, such that
ρb,(X(c)) = (P
|d|
−db,−d)
−dX(c)
for c ∈ Zm, where d = Λ(b,c)
d(b)
, d = signd is the sign of d, and for r ∈ N we put
P rb, =
r∏
p=1
(1 + v(2p−1)d(b)X(b)).
Denote by bij the entry in position (i, j) of B˜. For any 1 ≤ k ≤ n and any sign , we
associate to B˜ an m×m matrix E whose entry in position (i, j) is
eij =
 δij if j 6= k−1 if i = j = kmax(0,−bik) if i 6= k, j = k,(2)
and an n× n matrix F whose entry in position (i, j) is
fij =
 δij if i 6= k−1 if i = j = kmax(0, bkj) if i = k, j 6= k.
Definition 2.1.8 (Seed Mutation). For any 1 ≤ k ≤ n and any sign , we define the
mutated seed (Λ′, B˜′, X ′) = µk(Λ, B˜, X) by
(Λ′, B˜′) = (ET ΛE, EB˜F),
and
X ′(c) = ρb˜k,(X(Ec))(3)
for all c in Zm. Here b˜k is the k-th column of B˜.
One should notice that µk is an involution, and is independent of the choice of .
Obviously, the map X ′ in the above definition is determined by its values on the natural
basis {ei} of Zm. For an integer x, we write [x]+ for max(0, x).
Lemma 2.1.9 (Mutation of quantum cluster variables). The toric frame X ′ in Definition
2.1.8 is determined by
X ′k = X(
∑
1≤i≤m
[bik]+ei − ek) +X(
∑
1≤j≤m
[−bjk]+ej − ek),(4)
X ′k = Xi, 1 ≤ i ≤ m, i 6= k.(5)
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Corollary 2.1.10. We have
XkX
′
k =v
Λ(ek,
∑
1≤i≤m[bik]+ei)X(
∑
1≤i≤m
[bik]+ei)
+ vΛ(ek,
∑
1≤j≤m[−bjk]+ej)X(
∑
1≤j≤m
[−bjk]+ej).
(6)
Lemma 2.1.11 (Involution). Let X be a toric frame. Assume that R is endowed with
an involution sending each element r to r¯, such that v¯ equals v−1.
(1) There is a unique involutive antiautomorphism σX of the ring T such that
σX(X(c)) = X(c) for all c in Zm and σX(r) = r for all r in R.
(2) If (Λ′, B˜′, X ′) is a seed obtained from a seed (Λ, B˜, X) by a mutation, then the
map σX′ equals σX . In particular, we have σX(X
′(c)) = X ′(c) for all c in Zm.
Let T = T (Zm,Λ) be a quantum torus over (R, v) with skew-field of fractions F and
(Λ, B˜) a compatible pair. Let Tn be an n-regular tree with root t0. There is a unique
way of associating a seed (Λ(t), B˜(t), X(t)) with each vertex t of Tn such that we have
(1) (Λ(t0), B˜(t0), X(t0)) = (Λ, B˜, XT ), and
(2) if two vertices t and t′ are linked by an edge labeled k, then the seed
(Λ(t′), B˜(t′), X(t′)) is obtained from (Λ(t), B˜(t), X(t)) by the mutation at k.
Notice that for j > n, the elements Xj(t) do not depend on t.
Definition 2.1.12 (Quantum cluster algebra over (R, v)). The quantum cluster algebra
A over (R, v) is the R-subalgebra of F generated by the quantum cluster variables Xi(t)
for all the vertices t of Tn and 1 ≤ i ≤ n, and the elements Xj(t0) and (Xj(t0))−1 for all
j > n.
Theorem 2.1.13 (Laurent phenomenon). [BZ05, Section 5] The quantum cluster algebra
A is a subalgebra of T .
Quantum F -polynomials and extended g-vectors. We recall and adapt some results in
[Tra09] to our setting.
Definition 2.1.14. [Tra09, Definition 3.7] Let AZ be the commutative cluster algebra
associated with B˜ as in [FZ07]. For each vertex t of Tn and each 1 ≤ l ≤ n, the extended
g-vector associated to t and l is defined as the vector g˜l(t) ∈ Zm, such that the cluster
variable associated to t and l is
XZl (t) = F
Z
l (t)|ye 7→XB˜eX g˜l(t)l ,(7)
where F Zl (t) is the commutative F -polynomial associated to t and l as in [FZ07].
Remark 2.1.15. Assume that the principal part B of B˜ is skew-symmetric. We can find
an m × m skew-symmetric matrix B˜◦ whose left n columns form the matrix B˜. Then
the commutative cluster algebra AZ
B˜◦
associated to B˜◦ contains AZ as a subalgebra. As a
consequence, the extended g-vectors g˜l(t) of AZ equal the usual g-vectors gl(t) of AZB˜◦.
Let B be an n × n integer matrix and D an n × n diagonal integer matrix such that
the product DB is antisymmetric.
Definition 2.1.16. The quantum torus R(DB) associated to the antisymmetric matrix
DB is the Z[q± 12 ]-algebra generated by the symbols ye, e ∈ Zn, subject to the relations
yeyf = q
1
2
eTDBfye+f
for e, f ∈ Zn.
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Theorem 2.1.17. [Tra09, Theorem 5.3, Theorem 6.1, Remark 6.3] Let Aq be the quantum
cluster algebra associated with a compatible pair (Λ, B˜) such that the principal part B of
B˜ is antisymmetric. Let D be as in (1). For any vertex t of Tn and any 1 ≤ l ≤ n, there
exists an element Fl(t) of R(DB) such that we have
Xl(t) = Fl(t)|ye 7→XB˜eX g˜l(t).(8)
The element Fl(t) is called the quantum F -polynomial associated to t and l. It specializes
to F Zl (t) under the quasi-classical limit q
1
2 → 1.
Moreover, the quantum F -polynomial Fl(t) only depends on l, t, B and D (and not on
the non principal part of B˜).
2.2. Specialization maps. Let L be a rank m Z-lattice endowed with a skew-symmetric
bilinear form λ. Associate to (L, λ) the quantum torus T over (Z[q± 12 ], q 12 ), the quantum
torus T Z over (Z, 1), and for each finite fieldK the quantum torus T K over (Z[|K|± 12 ], |K| 12 ).
Notice that the torus T Z is just the Laurent polynomial ring in m variables.
Clearly, there are unique algebra homomorphisms ev1 : T → T Z and evK : T → T K
which send Xg to Xg for g in L and v to 1 respectively |K| 12 . It is easy to see that ev1
induces an isomorphism T /(q 12 −1) ∼→ T Z and evK an isomorphism T /(q 12 −|K| 12 ) ∼→ T K.
Therefore we call ev1 and evK specialization maps.
To a compatible pair (Λ, B˜), associate the quantum cluster algebra Aq over (Z[q± 12 ], q 12 )
with the initial seed (Λ, B˜, XT ), the commutative cluster algebra AZ over (Z, 1) with the
initial seed (Λ, B˜, XT Z), and the specialized quantum cluster algebra AK over (Z[|K|± 12 ],
|K| 12 ) with the initial seed (Λ, B˜, XT K). For any 1 ≤ i ≤ m and any vertex t, denote the
associated (quantum) X-variables of Aq, AZ and AK by Xi(t), XZi (t), XKi (t) respectively.
We have seen in Theorem 2.1.13 that Aq ⊂ T , AZ ⊂ T Z, AK ⊂ T K. Since quantum
tori do not have zero divisors, inductively applying Corollary 2.1.10, we obtain that
ev1(Xi(t)) = X
Z
i (t) and evK(Xi(t)) = X
K
i (t) for any 1 ≤ i ≤ m and any vertex t.
Recall that the B-matrix B˜ is of full rank. Define a partial order on Zm as follows.
Definition 2.2.1. For any elements g and h in Zm, g is said to be strictly larger than h
if there exists some nonzero element e in Zn with non-negative coordinates such that we
have g = h+ B˜e.
Let U =
∑
g∈Zm PgX
g, Pg ∈ R, be an element in a quantum torus over (R, v) as in
Definition 2.1.3. The support of U is the set of elements g of Zm such that Pg is nonzero.
A minimal degree of U is an element of its support which is minimal with respect to the
partial order in the above definition.
Lemma 2.2.2. For any elements U and U ′ of a quantum torus over (R, v), if they both
have a unique minimal degree which we denote by degU and degU ′ respectively, then the
product U · U ′ has the unique minimal degree degU + degU ′.
Proposition 2.2.3. (1) The specialization map ev1 induces a support-preserving bijection
from the set of (quantum) cluster monomials of Aq to that of AZ.
(2) The specialization map evK induces a support-preserving bijection from the set of
quantum cluster monomials of Aq to that of AK.
Proof. (1) We know that the map ev1 is surjective. It remains to show its injectivity.
For this, we adopt the idea of the proof of Theorem 6.1 of [BZ05]. Fix two vertices t
and t′ of Tn and two quantum cluster monomials X(t)(e) and X(t′)(e′) as in Definition
2.1.6 such that they have the same image under ev1. Consider the seeds (Λ(t), B˜(t), X(t))
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and (Λ(t′), B˜(t′), X(t′)) associated to t and t′ respectively. By Section 6 of [BZ05], every
quantum cluster variable Xj(t
′), 1 ≤ j ≤ n, has an expansion of the form Xj(t′) =∑
d∈Zm JdX(t)(d), where the coefficients Jd belong to Z[q±
1
2 ] and can also be written as
subtraction-free rational expressions in q
1
2 . Then this property also holds for X(t′)(e′),
and we can write
X(t′)(e′) =
∑
d∈Zm
PdX(t)(d)
where the coefficients Pd can be written as subtraction-free rational expressions. Then for
any nonzero coefficient Pd, we have ev1(Pd) 6= 0. Now since ev1(X(t′)(e′)) = ev1(X(t)(e))
and since, for fixed t, the monomials XZ(t)(d), d ∈ Zm, are linearly independent over Q,
we have X(t′)(e′) = pX(t)(e) for some p in Z[q± 12 ]. Because of the symmetry between
X(t′)(e′) and X(t)(e), p is invertible. Finally, since quantum cluster monomials are
involution invariant, we obtain that p equals 1.
(2) The proof is the similar to that of (1). 
Assume that the principal part B of B˜ is skew-symmetric. We have the following
result.
Proposition 2.2.4. Every quantum cluster monomial of AK has a unique minimal de-
gree. Moreover, different quantum cluster monomials of AK have different minimal de-
grees.
Proof. Each commutative F -polynomial F Zi (t) has a non-zero constant term, cf. [DWZ].
Therefore the quantum F -polynomial Fi(t) also has a non-zero constant term. By The-
orem 2.3.4 below and Theorem 2.1.17, we see that the cluster variable XZi (t) and the
quantum cluster variable Xi(t) have the same unique minimal degree indTTi(t).
Inductively applying Lemma 2.2.2 which claims that minimal degrees are additive,
we obtain that every quantum cluster monomial X(t)(e) as in Definition 2.1.6 and its
image evK(X(t)(e)) = X
K(t)(e) have the same minimal degree
∑
1≤i≤n eiindTTi(t) =
indTT (t)(e), where we write T (t)(e) for the object ⊕iTi(t)⊕ei . By [Pla10a, Theorem 3.7],
different coefficient-free rigid objects have different indices. In addition, by Theorem
2.3.4 below and Proposition 2.2.3 we have a bijection between the set of coefficient-free
rigid objects and the set of quantum cluster monomials of AK, which sends an object
T (t)(e) to the quantum cluster monomial XK(t)(e). Therefore, different quantum cluster
monomials of AK have different minimal degrees. 
2.3. The CC-formula for commutative cluster variables. Let m ≥ n be two pos-
itive integers and Q˜ a quiver without loops or 2-cycles and with vertex set {1, . . . ,m}.
Denote the subset {n+ 1, . . . ,m} by C. The elements in C are called the frozen vertices
, and Q˜ is called an ice quiver. The full subquiver Q on the vertices 1, . . . , n is called the
principal part of Q˜. Let Q0 denote the set {1, . . . , n} and Q˜0 denote the set {1, . . . ,m}.
Let B˜ be the m × n matrix associated to the ice quiver Q˜, i.e. its entry in position
(i, j) is
bij = ]{arrows i→ j} − ]{arrows j → i}
for 1 ≤ i ≤ m, 1 ≤ j ≤ n. We associate to B˜ the cluster algebra AZ as in [FZ07].
Let the base field k be the complex field C. Let W˜ be a generic potential on Q˜ in the
sense of [DWZ08]. As in [KY], with the quiver with potential (Q˜, W˜ ) we can associate the
Ginzburg algebra Γ = Γ(Q˜, W˜ ). Denote the perfect derived category of Γ by perΓ and
denote the full subcategory of perΓ whose objects are dg modules with finite dimensional
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homology by DfdΓ. The generalized cluster category C = C(Q˜,W˜ ) in the sense of [Ami09]
is the quotient category
C = perΓ/DfdΓ.
Denote the quotient functor by pi : perΓ→ C and define
Ti = pi(eiΓ), 1 ≤ i ≤ m
T = ⊕1≤i≤mTi.
It is shown in [Pla10c] that the endomorphism algebra of T is isomorphic to H0Γ.
For any triangulated category U and any rigid object X of U , we define the subcategory
prU(X) of U to be the full subcategory consisting of the objects M such that there exists
a triangle in U
M1 →M0 →M → ΣM1,
for some M1 and M0 in addX. The presentable cluster category D ⊂ C is defined as the
full subcategory consisting of the objects M such that
M ∈ prC(T ) ∩ prC(Σ−1T ) and dimExt1C(T,M) <∞,
cf. [Pla10b].
We refer to [Pla10b] for the definition of the iterated mutations of the object T . There
is a unique way of associating an object T (t) = ⊕1≤i≤mTi(t) of D with each vertex t of
Tn such that we have
(1) T (t0) = T , and
(2) if two vertices t and t′ are linked by an edge labeled k, then the object T (t′) is
obtained from T (t) by the mutation at k.
Let F ⊂ perΓ denote the full subcategory prperΓ(Γ). The quotient functor pi : perΓ→ C
induces an equivalence F ∼→ prC(T ). Denote by pi−1 the inverse equivalence. For an
object M ∈ prC(T ), we define its index indTM as the class [pi−1M ] in K0(perΓ).
Theorem 2.3.1. [Pla10b] (1) For any vertex t of Tn, the classes [indTTi(t)] form a basis
of K0(perΓ).
(2) For a class [P ] in K0(perΓ), let [[P ] : Ti(t)] denote its ith coordinate in this basis.
Then we have ([indTTi(t) : Tj])1≤j≤m = g˜i(t).
Definition 2.3.2 (Coefficient-free objects). An object M in C is called coefficient-free if
(1) the object M does not contain a direct summand Ti, i > n, and
(2) the space Ext1C(Ti,M) vanishes for i > n.
For a coefficient-free object M ∈ C, the space Ext1C(T,M) is a right H0Γ-module whose
support is concentrated on Q. Thus, it can be viewed as a P(Q,W )-module, where W
is the potential on Q obtained from W˜ by deleting all cycles through vertices j > n and
P(Q,W ) is the Jacobi algebra of (Q,W ). Denote by φ : K0(modP(Q,W )) → K0(perΓ)
the map induced by the composition of inclusions modP(Q,W ) → DfdΓ → perΓ. For
any vertex i of Q˜, it sends [Si] to∑
arrows i→j
[ejΓ]−
∑
arrows l→i
[elΓ],
as one easily checks using the minimal cofibrant resolution of the simple dg Γ-module Si,
cf. [KY].
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Definition 2.3.3 (CC-formula). For any coefficient-free and rigid object M ∈ D, we
denote by m the class of Ext1C(T,M) in K0(modkQ), and associate to M the following
element in T Z:
XZM =
∑
e
χ(Gre(Ext
1
C(T,M)))X
indT (M)−φ(e).(9)
where Gre(Ext
1
C(T,M)) is the submodule Grassmannian of Ext
1
C(T,M) whose C-points are
the submodules of the class e in K0(modP(Q,W )).
The following theorem is a consequence of the results in [Pla10c] and [CK06].
Theorem 2.3.4. Assume that the quiver Q is acyclic. For any vertex t of Tn and any
1 ≤ i ≤ n, we have
XZTi(t) = X
Z
i (t).
Moreover, the map taking an object M to XZM induces a bijection from the set of iso-
morphism classes of coefficient-free rigid objects of D to the set of cluster monomials of
AZ.
2.4. Serre polynomials. Let Sch/C be the category of separated schemes of finite type
over C. For an object X of Sch/C, its Serre polynomial (or E-polynomial) is a certain
element in Z[q 12 ] where q 12 is an indeterminate. We refer the reader to the appendix of
[HV08] for its definition.
Remark 2.4.1. If a scheme X of Sch/C is smooth projective, then we have
E(X) =
∑
i
(−1)i dimH i(X,C)q 12 i.
A spreading out of X is given by a finitely generated Z-algebra R ⊂ C and a separated
scheme XR of finite type over R such that the scheme X is isomorphic to XR ⊗R C.
Definition 2.4.2. An object X of Sch/C is polynomial count with counting polynomial
PX = PX(t) in Z[t] if X has a spreading out (R,XR) such that for each homomorphism
φ : R→ K to a finite field K, we have
]((XR ⊗R K)(L)) = PX(|L|)
for any finite field extension L ⊃ K.
Remark 2.4.3. In this case, the polynomial PX does not depend on the choice of (R,XR).
Theorem 2.4.4 (Katz, appendix to [HV08]). If an object X of Sch/C is polynomial
count with counting polynomial PX = PX(t) in Z[t], then we have E(X) = PX(q) in
Z[q 12 ].
Corollary 2.4.5. Let X be a separated scheme of finite type over Z. If there exists a
polynomial PX = PX(t) in Z[t], such that we have
]X(K) = PX(|K|)
for every finite field K, then E(XC) equals PX(q) in Z[q
1
2 ]. Here the scheme XC is the
extension of X to C.
By combining Remark 2.4.1 and Theorem 2.4.4, we obtain the following result.
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Corollary 2.4.6. If an object X of Sch/C is polynomial count and smooth projective.
Then we have
(1) The cohomology of X is concentrated in even degrees.
(2) The Serre polynomial E(X) is given by
E(X) =
∑
j
dimH2j(X,C)qj.
We conclude this section with the following useful lemma.
Lemma 2.4.7. Let X be a separated scheme of finite type defined over Z. If there exists
an element PX = PX(v) of Z[v±], such that we have ]X(K) = PX(|K| 12 ) for all sufficiently
large finite fields K, then PX belongs to Z[v2].
Proof. Write
PX = f + vg,
where f and g are Laurent polynomials in v whose odd degree coefficients vanish. Suppose
that the polynomial g is nonzero. Then there is a (large) prime number p such that g(p
1
2 )
does not vanish and PX(p
1
2 ) equals ](X(Fp)). In this situation, the number f(p
1
2 ) +
p
1
2 g(p
1
2 ) is not rational, which contradicts the fact that PX(p
1
2 ) is an integer. Therefore,
g must vanish and PX must be a Laurent polynomial in v
2.
We claim that PX is in fact a polynomial in v
2. For this, assume that we have
PX = (v
2)−mh+ l,
where m is strictly positive, h is a nonzero even polynomial in v of degree at most 2m−2
and l an even polynomial in v. Then there exists a (large) prime number p such that we
have 0 < |h(p 12 )| ≤ pm − 1. This implies the inequality
0 < |p−mh(p 12 )| ≤ 1− p−m < 1,
which contradicts the fact that PX(p
1
2 ) and l(p
1
2 ) are integers. 
3. Main results
In this section we present the main results of the paper. We always consider skew-
symmetric quantum cluster algebras and assume that the matrix D in (1) is the identity
matrix. For convenience, we fix the following conventions: We
• always consider right modules,
• denote the complex field by k,
• drop the subscript kQ when expressing homological data in modkQ, and
• often denote objects and their classes in Grothendieck groups by the same symbols.
3.1. Quantum F -polynomials. Let n ≥ 1 be an integer and Q an acyclic quiver with
vertex set {1, . . . , n}. Let B be the associated antisymmetric matrix, i.e. its entry in
position (i, j) is
bij = ]{arrows i→ j} − ]{arrows j → i}.
The Euler form 〈 , 〉 on K0(modkQ) is defined by
〈U, V 〉 = dimHom(U, V )− dimExt1(U, V )
for U , V in modkQ. If we choose the basis of K0(modkQ) to be the set formed by the
classes of the simples Si, 1 ≤ i ≤ n, then B is the matrix of the antisymmetrized Euler
form on K0(modkQ), defined by
〈U, V 〉a = 〈U, V 〉 − 〈U, V 〉
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for U , V in modkQ.
Denote by CQ the cluster category of Q, cf. [BMR+]. Recall that there is a canonical
functor ι : modkQ→ CQ and define
Ti =ι(eikQ), 1 ≤ i ≤ n,
T =⊕ni=1 Ti.
As shown in [BMR+], the endomorphism algebra of T is canonically isomorphic to kQ.
Let Tn be the n-regular tree with root t0. For each vertex t of Tn and each 1 ≤ i ≤ n,
we have an indecomposable rigid object Ti(t) ∈ CQ such that we have
• Ti(t0) = Ti, 1 ≤ i ≤ n, and
• if two vertices t and t′ are linked by an edge labeled l, then the object T (t′) is
obtained from T (t) by the mutation at l.
The quantum torus R(Q) is the Z[q± 12 ]-algebra generated by the symbols ye, e ∈
K0(modkQ), subject to the relations
yeyf = q
1
2
〈e,f〉aye+f
for e, f ∈ K0(modkQ).
Recall that we assume Q to be acyclic and E( ) denotes the Serre polynomial as in
Section 2.4.
Definition 3.1.1. For any rigid object M in CQ, we associate to M the following element
in R(Q):
FM =
∑
e
E(Gre(Ext
1
CQ(T,M)))q
1
2
〈e,e〉ye.(10)
Here Ext1CQ(T,M) is considered as a right kQ-module and we let Gre(Ext
1
CQ(T,M)) de-
note its submodule Grassmannian whose k-points are the submodules with class e in
K0(modkQ).
Theorem 3.1.2 (Quantum F -polynomial). For any vertex t of Tn and any 1 ≤ i ≤ n,
we have
FTi(t) = Fi(t),
where Fi(t) is the quantum F -polynomial associated to t and i as defined in [Tra09].
We postpone the proof to Section 6.
3.2. Quantum cluster monomials.
Quantum cluster algebras. Letm ≥ n be two positive integers and Q˜ an ice quiver without
loops or 2-cycles and with vertex set {1, . . . ,m}, in which n + 1, . . . ,m are the frozen
vertices. Let Q denote the full subquiver on the vertices 1, . . . , n. Let B˜ be the m × n
matrix associated to the ice quiver Q˜, i.e. its entry in position (i, j) is
bij = ]{arrows i→ j} − ]{arrows j → i}
for 1 ≤ i ≤ m, 1 ≤ j ≤ n.
Further assume that there exists some antisymmetric m × m integer matrix Λ such
that
Λ(−B˜) =
[
In
0
]
,(11)
where In is the identity matrix of size n×n. Thus, the pair (Λ, B˜) is unitally compatible.
Consequently the matrix B˜ is of full rank.
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As described in Section 2.2, to the (initial) compatible pair (Λ, B˜), we associate the
commutative cluster algebra AZ, the quantum cluster algebra Aq, and for each finite field
K the specialized quantum cluster algebra AK.
Triangulated categories and bilinear forms. Let W˜ be a generic potential on Q˜. Denote
the Ginzburg algebra Γ(Q˜, W˜ ) by Γ. We have the triangulated categories perΓ and DfdΓ.
We use the notation introduced in Section 2.3.
Definition 3.2.1 (Bilinear form). We define a skew-symmetric bilinear form λ on K0(perΓ)
by
λ(eiΓ, ejΓ) = Λij, 1 ≤ i, j ≤ m.
The following lemma follows from (11) and the definitions of λ and φ.
Lemma 3.2.2. For 1 ≤ i ≤ m and 1 ≤ j ≤ n, we have
λ(eiΓ, φ(Sj)) = δij,
and for 1 ≤ i, j ≤ n, we have
λ(φ(Si), φ(Sj)) = 〈Si, Sj〉a.
From now on, we assume that Q is acyclic. Then we have a canonical isomorphism
H0Γ/(ei|n+ 1 ≤ i ≤ m) ∼→ kQ.
Accordingly there are natural inclusion functors
modkQ ↪→ modH0Γ ↪→ DfdΓ ↪→ perΓ,
from which we obtain maps between the Grothendieck groups
K0(modkQ) ↪→ K0(modH0Γ) ∼→ K0(DfdΓ)→ K0(perΓ)
whose composition is denoted by φ as in Section 2.3.
Remark 3.2.3. For two finite dimensional kQ-modules U and V , the 3-Calabi-Yau prop-
erty of DfdΓ implies the identity
〈U, V 〉a = 〈U, V 〉 − 〈V, U〉 = 〈U, V 〉DfdΓ.
Refined CC-formula. Recall that the quantum cluster algebra Aq is a subalgebra of the
quantum torus T , where T is the Z[q± 12 ]-algebra generated by the symbols Xg, g ∈
K0(perΓ), such that we have
• X [eiΓ] = Xi(t0) is the i-th initial X-variable in Aq, 1 ≤ i ≤ m, and
• XgXh = q 12λ(g,h)Xg+h, g, h ∈ K0(perΓ).
Recall that an object M in C is called coefficient-free if
(1) the object M does not contain a direct summand Ti, i > n, and
(2) the space Ext1C(Ti,M) vanishes for i > n.
For a coefficient-free object M ∈ C, the space Ext1C(T,M) is a right H0Γ-module whose
support is concentrated on Q. Thus, it can be viewed as a kQ-module.
Recall that the quiver Q is acyclic and that E( ) denotes the Serre polynomial as in
Section 2.4.
Definition 3.2.4 (Refined CC-formula). For any coefficient-free rigid object M of D,
we denote by m the class of Ext1C(T,M) in K0(modkQ), and associate to M the following
element in T :
XM =
∑
e
E(Gre(Ext
1
C(T,M)))q
− 1
2
〈e,m−e〉X indT (M)−φ(e).(12)
13
Theorem 3.2.5 (Main theorem). For any vertex t of Tn and any 1 ≤ i ≤ n, we have
XTi(t) = Xi(t).
Moreover, the map taking an object M to XM induces a bijection from the set of isomor-
phism classes of coefficient-free rigid objects of D to the set of quantum cluster monomials
of Aq.
Theorem 3.2.6 (Geometry of quiver Grassmannians). 1 Assume that the quiver Q is
acyclic. For any rigid kQ-module V and each class e of K0(modkQ), the complex variety
Gre(V ) has the following properties:
(1) Its cohomology is concentrated in even degrees.
(2) Its Serre polynomial counts the number of its rational points over any finite field
K.
Remark 3.2.7. As we shall see, our proof of Theorem 3.2.6 uses combinatorial data of
quantum cluster algebras (specialization maps). On the other hand, a purely geometric
proof of part (1) is also available, due to Hiraku Nakajima, where one uses Fourier-
Sato-Deligne transform and the Decomposition theorem. More details of this geometric
approach will appear in a new version of [Nak].
We postpone the proofs of Theorem 3.2.5 and Theorem 3.2.6 to Section 5 and Section
7.
Corollary 3.2.8 (Positivity). The cluster monomials in AZ have non-negative coeffi-
cients in their expansions as Laurent polynomials in the initial variables.
Proof. The map taking an object M to
XZM =
∑
e
χ(GreExt
1
C(T,M))X
indTM−φ(e)
induces a bijection from the set of isomorphism classes of coefficient-free rigid objects
in D to the set of the cluster monomials in AZ, cf. Theorem 2.3.4. In addition, for any
coefficient-free rigid object M the kQ-module Ext1C(T,M) is rigid. Therefore the claim
follows from Part (1) of Theorem 3.2.6. 
3.3. Bilinear form. In this section, let λ be the bilinear form as in Definition 3.2.1. The
quiver Q is not assumed to be acyclic.
Λ-matrices. Let t and t′ be vertices of Tn linked by an edge labeled k. Let Λ(t) and Λ(t′)
be the Λ-matrices in t and t′ respectively.
Lemma 3.3.1. Let X ∈ C be rigid. Then for some sign , we have
[indT (t′)X : Ti(t
′)] =
∑
1≤j≤m
(E)ij[indT (t)X : Tj(t)],
where E is the matrix associated with B˜(t) and k in equation (2).
Proof. 2 Lift T (t) and T (t′) to pi−1T (t) and pi−1T (t′) in F . By [Pla10b, Theorem 2.18] the
objects pi−1T (t) and pi−1T (t′) are linked by a mutation in the sense of [KY]. Therefore,
when we choose the classes [pi−1Ti(t)], 1 ≤ i ≤ m, respectively [pi−1Ti(t′)], 1 ≤ i ≤ m, as
a basis of K0(perΓ), the corresponding change of coordinates matrix equals E for some
sign . 
1This theorem first appeared in [CR08]. But as pointed out by [Nak], the proof there contains a gap.
Nevertheless, the assertion holds true, and we shall give a proof using quantum cluster algebras.
2When (Q˜, W˜ ) is Jacobi-finite, the claim also follows from Section 3 of [DK08].
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Proposition 3.3.2 (Bilinear form). For any vertex t of Tn, the matrix Λ(t) is the matrix
of λ in the basis formed by the classes [pi−1Ti(t)], 1 ≤ i ≤ m.
Proof. Recall that if t and t′ are neighboring vertices of Tn, for any sign , we have
Λ(t′) = ET Λ(t)E. Starting from t = t0 the root of Tn, we inductively deduce the claim
from Lemma 3.3.1. 
Euler form. For an object P of perΓ and an object S of DfdΓ, the spaces HomperΓ(P, S[i])
are finite dimensional and vanish for all but finitely many integers i. Therefore, the Euler
form given by ∑
i∈Z
(−1)i dimHomperΓ(P, S[i])
is a well defined bilinear form, which we denote by
〈 , 〉perΓ : K0(perΓ)× K0(DfdΓ) −→ Z.
We define the support of an object S of DfdΓ to be the set of vertices i such that the
space HomperΓ(eiΓ, S) does not vanish.
Proposition 3.3.3. For an object P of perΓ and an object S of DfdΓ(Q,W ) whose
support is contained in {1, . . . , n}, we have
λ([P ], φ([S])) = 〈[P ], [S]〉perΓ.
Proof. The claim follows from Lemma 3.2.2. 
4. Examples
4.1. A2 with coefficients. Let Q˜ be the ice quiver defined as
1 // 2
  



3
OO
4
OO
where the frozen vertices are 3 and 4. Let B˜ be the 4 × 2 matrix associated to the ice
quiver Q˜. Let B˜◦ be the 4× 4 matrix associated to the ordinary quiver Q˜◦ underlying Q˜.
It is invertible and we define a matrix Λ = (B˜◦)−T . Then the pair (Λ, B˜) is compatible.
Associate to it a quantum cluster algebra Aq.
Denote by F the functor Ext1C(T, ). We associate to the 2-regular tree T2 with root t0
· · · t−1 2 t0 1 t1 2 t2 1 t3 2 t4 1 t5 2 t6 · · ·
the following quantum cluster variables
t i Xi(t) dimF (Ti(t))
t1 1 X(-1,0,1,0)+X(-1,1,0,0) (1,0,0,0)
t2 2 X(-1,-1,1,0)+X(-1,0,0,0)+X(0,-1,0,1) (1,1,0,0)
t3 1 X(0,-1,1,0)+X(1,-1,0,1) (0,1,0,0)
t4 2 X(1,0,0,0) (0,0,0,0)
t5 1 X(0,1,0,0) (0,0,0,0)
Table 1. Quantum cluster variables in case A2 with coefficients.
One easily checks that Theorem 3.2.5 holds for these variables, as every submodule
Grassmannian appearing in our case has at most one C-point.
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4.2. A regular rigid module. Let Q be of extended Dynkin type E˜6 with the following
orientation
5x
4x
3 ←−−− 2 ←−−− 1 −−−→ 6 −−−→ 7.
Let Q˜ be the ice quiver obtained from Q by adding the frozen vertices {8, 9, . . . , 14}
and one arrow i + 7 → i for each 1 ≤ i ≤ 7. Let B˜ be the 14 × 7 matrix associated
to the ice quiver Q˜. Let B˜◦ be the 14 × 14 matrix associated to the ordinary quiver Q˜◦
underlying Q˜. It is invertible and we define a matrix Λ = (B˜◦)−T . Then the pair (Λ, B˜)
is compatible. Associate to it a quantum cluster algebra Aq.
Consider the object T (t) defined as µ1µ6µ4µ2µ1µ7µ5µ3T (t0). Denote the class of
Ext1C(T, T1(t)) in K0modkQ by m. A computer program gives the results in Table 2.
We claim that XT1(t) = X1(t). To see this, recall that we are working with right CQ-
modules, so the only submodule Grassmannian of Ext1C(T, T1(t)) containing more than
one C-point is Gr[S1]Ext
1
C(T, T1(t)). It contributes the only nonzero coefficient other than
1 in XT1(t), which is
E(Gr[S1]Ext
1
C(T, T1(t)))q
− 1
2
〈[S1],[Ext1C(T,T1(t))]−[S1]〉 =E(P1)q−
1
2
=q−
1
2 + q
1
2 .
This coefficient agrees with the only nonzero coefficient other than 1 in X1(t).
4.3. A generic non-rigid module. Submodule Grassmannians do not always have
counting polynomials, even if they happen to be smooth. Let us consider an ice quiver Q˜
1
// ////// 2

3
OO
4
whose principal part Q is the full subquiver supported on the vertex set {1, 2}.
As in Example 3.6 of [DWZ], let M be a generic representation of Q with dimen-
sion vector (3, 4). As shown in [loc. cit.], the submodule Grassmannian consisting of
subrepresentations with dimension vector (1, 1) is smooth. If this variety had a counting
polynomial, applying Corollary 2.4.6 we would obtain the vanishing of its odd cohomology
and thereby the positivity of its Euler characteristic. On the other hand, its Euler char-
acteristic has been computed in [loc. cit.] and turns out to be −4. This contraditiction
shows that this smooth submodule Grassmannian does not have a counting polynomial.
5. Proof for acyclic coefficients
For convenience, for a fixed finite field K and any scheme X of finite type over Z, we
often denote the number of K-points of X by ](X).
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dimm
(2,1,1,1,1,1,1)
Extended g-vector g˜1(t)
−2e1 + e2 + e4 + e6
Commutative F -polynomial F Z1 (t)
1+2y1+y1
2+(y1+y1
2)y2+((y1+y1
2)y2)y3+(y1+y1
2+y1
2y2+
y1
2y2y3)y4+((y1+y1
2+y1
2y2+y1
2y2y3)y4)y5+(y1+y1
2+y1
2y2
+y1
2y2y3+(y1
2+y1
2y2+y1
2y2y3)y4+((y1
2+y1
2y2+y1
2y2y3)y4)y5)y6
+((y1+y1
2+y1
2y2+y1
2y2y3+(y1
2+y1
2y2+y1
2y2y3)y4+((y1
2+y1
2y2
+y1
2y2y3)y4)y5)y6)y7
Quantum cluster variable X1(t)
X(-2,-1,0,-1,0,-1,0,2,0,0,0,0,0,0)+(q−
1
2 +q
1
2 )X(-2,0,0,0,0,0,0,1,0,0,0,0,0,0)
+X(-2,1,0,1,0,1,0,0,0,0,0,0,0,0)+X(-1,-1,-1,-1,0,-1,0,2,1,0,0,0,0,0)
+X(-1,-1,0,-1,-1,-1,0,2,0,0,1,0,0,0)+X(-1,-1,0,-1,0,-1,-1,2,0,0,0,0,1,0)
+X(-1,-1,0,-1,0,0,-1,2,0,0,0,0,1,1)+X(-1,-1,0,0,-1,-1,0,2,0,0,1,1,0,0)
+X(-1,0,-1,-1,0,-1,0,2,1,1,0,0,0,0)+X(-1,0,-1,0,0,0,0,1,1,0,0,0,0,0)
+X(-1,0,0,0,-1,0,0,1,0,0,1,0,0,0)+X(-1,0,0,0,0,0,-1,1,0,0,0,0,1,0)
+X(-1,0,0,0,0,1,-1,1,0,0,0,0,1,1)+X(-1,0,0,1,-1,0,0,1,0,0,1,1,0,0)
+X(-1,1,-1,0,0,0,0,1,1,1,0,0,0,0)+X(0,-1,-1,-1,-1,-1,0,2,1,0,1,0,0,0)
+X(0,-1,-1,-1,0,-1,-1,2,1,0,0,0,1,0)+X(0,-1,-1,-1,0,0,-1,2,1,0,0,0,1,1)
+X(0,-1,-1,0,-1,-1,0,2,1,0,1,1,0,0)+X(0,-1,0,-1,-1,-1,-1,2,0,0,1,0,1,0)
+X(0,-1,0,-1,-1,0,-1,2,0,0,1,0,1,1)+X(0,-1,0,0,-1,-1,-1,2,0,0,1,1,1,0)
+X(0,-1,0,0,-1,0,-1,2,0,0,1,1,1,1)+X(0,0,-1,-1,-1,-1,0,2,1,1,1,0,0,0)
+X(0,0,-1,-1,0,-1,-1,2,1,1,0,0,1,0)+X(0,0,-1,-1,0,0,-1,2,1,1,0,0,1,1)
+X(0,0,-1,0,-1,-1,0,2,1,1,1,1,0,0)+X(1,-1,-1,-1,-1,-1,-1,2,1,0,1,0,1,0)
+X(1,-1,-1,-1,-1,0,-1,2,1,0,1,0,1,1)+X(1,-1,-1,0,-1,-1,-1,2,1,0,1,1,1,0)
+X(1,-1,-1,0,-1,0,-1,2,1,0,1,1,1,1)+X(1,0,-1,-1,-1,-1,-1,2,1,1,1,0,1,0)
+X(1,0,-1,-1,-1,0,-1,2,1,1,1,0,1,1)+X(1,0,-1,0,-1,-1,-1,2,1,1,1,1,1,0)
+X(1,0,-1,0,-1,0,-1,2,1,1,1,1,1,1)
Table 2. Cluster data corresponding to a regular rigid module with a
non-trivial submodule Grassmannian.
5.1. Theorems for acyclic coefficients. If the ice quiver Q˜ is acyclic, then the pre-
sentable cluster category D agrees with C and the usual cluster category of Q˜ as in
[BMR+]. Our main aim in this section is to prove the following two theorems.
Theorem 5.1.1 (Main theorem for acyclic coefficients). Assume that the ice quiver Q˜ is
acyclic. For any vertex t of Tn and any 1 ≤ i ≤ n, we have
XTi(t) = Xi(t).
Moreover, the map taking an object M to XM induces a bijection from the set of isomor-
phism classes of coefficient-free rigid objects of C to the set of quantum cluster monomials
of Aq.
Theorem (3.2.6). Assume that the quiver Q is acyclic. For any rigid kQ-module V and
each class e of K0(modkQ), the complex variety Gre(V ) has the following properties:
(1) Its cohomology is concentrated in even degrees.
(2) Its Serre polynomial counts the number of its rational points over any finite field
K.
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Proofs of Theorem 5.1.1 and 3.2.6. Our strategy is inspired by the counting property of
Serre polynomials in Corollary 2.4.5. Instead of attacking Theorem 5.1.1 directly, we
look for counting polynomials with the help of specialization maps on quantum cluster
algebras. The proof consists of the following steps.
(i) For each finite field K, consider the specialized quantum cluster algebra AK. Recall
that there is a specialization map evK from Aq to AK. We will show in Theorem 5.4.2
that the specialized version of Theorem 5.1.1 is true. Namely, to each coefficient-free
rigid object M , associate an element
XKM =
∑
e
](GreExt
1
C(T,M))|K|−
1
2
〈e,m−e〉X indTM−φ(e).
Notice that the kQ-module Ext1C(T,M) is rigid so that the Grassmannian Gre(Ext
1
C(T,M))
is canonically defined over Z, cf. Section A.1.
We will show that for any vertex t of Tn and any 1 ≤ i ≤ n, we have
XKTi(t) = X
K
i (t),
and that the map taking an object M to XKM induces a bijection from the set of isomor-
phism classes of coefficient-free rigid objects of C to the set of quantum cluster monomials
of AK.
(ii) We proceed to find counting polynomials for submodule Grassmannians. By The-
orem 2.3.4, every cluster monomial takes the form
XZM =
∑
e
χ(GreExt
1
C(T,M))X
indTM−φ(e)
for some coefficient-free rigid object M . Recall from 2.2.3 that the specialization map
ev1 : Aq → AZ induces a support-preserving bijection between the sets of (quantum)
cluster monomials. Since the map φ is injective, we can write the quantum cluster
monomial corresponding to XZM in the form
ev−11 X
Z
M =
∑
e
PeX
indTM−φ(e),
where the coefficients Pe belong to Z[q±
1
2 ] and have subtraction-free rational expressions
in q
1
2 . The specialization map evK : Aq → AK sends ev−11 XZM to the quantum cluster
monomial evKev
−1
1 (X
Z
M) of AK which has the unique minimal degree indTM in the sense
of Section 2.2. Proposition 2.2.4 claims that different quantum cluster monomials of AK
have different minimal degrees. So the quantum cluster monomials evKev
−1
1 (X
Z
M) and
XKM must be the same since they have the same minimal degree, i.e. we have∑
e
evK(Pe)X
indTM−φ(e)
=
∑
e
](GreExt
1
C(T,M))|K|−
1
2
〈e,m−e〉X indTM−φ(e).
Thus, since the map φ is injective, we obtain for each finite field K the identity
Pe(|K| 12 )|K| 12 〈e,m−e〉 = ](GreExt1C(T,M)).
Lemma 2.4.7 implies that Peq
1
2
〈e,m−e〉 belongs to Z[q]. We denote this polynomial by Ee.
(iii) From Corollary 2.4.5 we deduce that the counting polynomial Ee agrees with the
Serre polynomial E(GreExt
1
C(T,M)). So Part (2) of Theorem 3.2.6 and Theorem 5.1.1
hold true.
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(iv) Finally, because X = GreExt
1
C(T,M) is smooth projective, by Remark 2.4.1, we
have
E(X) =
∑
i
(−1)i dimH i(X,C)q 12 i.
Since E(X) is a polynomial in q, the cohomology H i(X,C) must vanish for odd degrees
i, which shows Part (1) of Theorem 3.2.6. 
5.2. Λ-matrices. We proceed to compute some useful Λ-matrices. Assume that the
principal part Q is acyclic.
Lemma 5.2.1. For any coefficient-free rigid object M in D which contains no summands
in addT , and for any classes e, a, b in K0(modkQ), we have
λ(indTM,−φ(e)) = −indTM · e = 〈e,m〉 = 〈e,m− e〉+ 〈e, e〉,(13)
λ(−φ(a),−φ(b)) = 〈a, b〉 − 〈b, a〉.(14)
Here we let m denote the class of Ext1C(T,M) in K0(modkQ), ei denote the ith coordinate
of e under the basis of K0(modkQ) formed by [Si], 1 ≤ i ≤ n, and define the product
indTM · e =
∑
1≤i≤n
[indTM : Ti]ei.
Proof. The equality −indTM · e = 〈e,m〉 is a immediate consequence from Lemma 4.7 of
[Pla10a]. The rest of the assertions follow from Lemma 3.2.2. 
Corollary 5.2.2. For M , L as in the above lemma, we have
1
2
λ(indTM − φ(b), indTL− φ(d))
=
1
2
λ(indTM, indTL) +
1
2
〈d,m〉 − 1
2
〈b, l〉+ 1
2
(〈b, d〉 − 〈d, b〉).
Lemma 5.2.3. For any coefficient-free rigid object M in D, and any class e which is the
class of some submodule of Ext1C(T,M), we have
1
2
〈e, e〉 = −1
2
〈e,m− e〉+ 1
2
λ(indTM,−φ(e))
Proof. Since 〈e, e〉 = −〈e,m− e〉+ 〈e,m〉, it suffices to prove
〈e,m〉 = λ(indTM,−φ(e)).
(i) If the object M contains no summand of addT , the assertion follows from Lemma
5.2.1.
(ii) If the object M belongs to addT , we have m = e = 0 and the assertion holds.
(iii) For an object M in the form M = M1 ⊕M2, where M1 contains no summand of
addT and M2 belongs to addT , since the object M is rigid, we have∑
1≤i≤n
[indTM2 : Ti] ·mi = dimHom(Ext1C(T, τ−1M2),Ext1C(T,M1))
≤ dimExt1C(M2,M1) = 0,
and consequently the identity
λ(indTM2,−φ(e)) = −
∑
1≤i≤n
[indTM2 : Ti] · ei = 0.
Also, step (i) implies the identity
λ(indTM1,−φ(e)) = 〈e,m〉.
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Then the claim follows. 
This Lemma implies the following results.
Definition 5.2.4. For any coefficient-free rigid object M of D, we associate to M the
following element in R(Q):
FM =
∑
e
E(GreExt
1(T,M))q
1
2
〈e,e〉ye.
Proposition 5.2.5. For any coefficient-free rigid object M of D, we have
XM = FM |ye 7→X−φ(e)X indTM .
From now on, assume that the ice quiver Q˜ is acyclic.
Theorem 5.2.6. [BMR+, Theorem 7.5] For any pair of indecomposable rigid objects
L,M ∈ C such that the dimension of the space Ext1C(L,M) equals 1, there exists an
integer 1 ≤ k ≤ n, and two vertices t1 and t2 of Tn linked by an edge labeled k, such that
we have L = Tk(t1), M = Tk(t2).
Accordingly, there are two non-split triangles in C
L→ E →M → ΣL,(15)
M → E ′ → L→ ΣM,(16)
where the second terms are
E = ⊕1≤j≤mTj(t1)[−bjk(t1)]+ ,
and
E ′ = ⊕1≤i≤mTi(t1)[bik(t1)]+ .
Notice that the objects Ti(t1) and Ti(t2) are the same for 1 ≤ i ≤ m, i 6= k.
According to [Pla10b, Proposition 2.21], exactly one of the above triangles lifts to the
fundamental domain F of perΓ. Assume that the triangle (15) lifts. Then we have
indTE =indTL+ indTM,
indTE
′ =indTE + (indTE ′ − indTE)
=indTE +
∑
i
bik(t1)indTTi(t1),
indTE =indTE
′ −
∑
i
bik(t1)indTTi(t1)
=indTE
′ +
∑
i
bik(t2)indTTi(t2).
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Lemma 5.2.7. For the objects L, M as above such that indTE equals indTL + indTM ,
we have
Λ(t1)(ek,
∑
j
[−bjk(t1)]+ej) = λ(indTL, indTE) = λ(indTL, indTM),
Λ(t1)(ek,
∑
i
[bik(t1)]+ei) = λ(indTL, indTE
′) = λ(indTL, indTM)− 1,
Λ(t2)(ek,
∑
j
[bjk(t2)]+ej) = λ(indTM, indTE) = λ(indTM, indTL),
Λ(t2)(ek,
∑
i
[−bik(t2)]+ei) = λ(indTM, indTE ′)
= λ(indTM, indTL) + 1.
Proof. Since the bilinear form λ is skew-symmetric, we have
λ(indTL, indTE) = λ(indTL, indTM),
λ(indTL, indTE
′) = λ(indTL, indTM) + λ(indTL,
∑
i
bik(t1)indTTi(t1)),
λ(indTM, indTE) = λ(indTM, indTL),
λ(indTM, indTE
′) = λ(indTM, indTL)
− λ(indTM,
∑
i
bik(t2)indTTi(t2)).
Applying Proposition 3.3.2 we obtain
Λ(t1)(ek,
∑
j
[−bjk(t1)]+ej) = λ(indTL, indTE),
Λ(t1)(ek,
∑
i
[bik(t1)]+ei) = λ(indTL, indTE
′),
Λ(t2)(ek,
∑
j
[bjk(t2)]+ej) = λ(indTM, indTE),
Λ(t2)(ek,
∑
i
[−bik(t2)]+ei) = λ(indTM, indTE ′),
λ(indTL,
∑
i
bik(t1)indTTi(t1)) = Λ(t1)(ek, b
k(t1)),
λ(indTM,
∑
i
bik(t2)indTTi(t2)) = Λ(t2)(ek, b
k(t2)).
Here b˜k(t1) and b˜
k(t2) are the k-th columns of B˜(t1) and B˜(t2) respectively.
Finally, recall
Λ(t1)(−B˜(t1)) = Λ(t2)(−B˜(t2)) =
[
In
0
]
,
we obtain
Λ(t1)(ek, b
k(t1)) = −1,
Λ(t2)(ek, b
k(t2)) = −1,
and thus complete the proof. 
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5.3. Specialized formula. Recall that the specialized quantum cluster algebra AK is a
Z[|K|± 12 ]-subalgebra of the quantum torus T K, where T K is the Z[|K|± 12 ]-algebra gener-
ated by the symbols Xg, g ∈ K0(perΓ), such that
• X [eiΓ] = Xi(t0) is the i-th initial X-variable in AK, 1 ≤ i ≤ m, and we have
• XgXh = |K| 12λ(g,h)Xg+h, g, h ∈ K0(perΓ).
We fix the following conventions in this subsection:
• We denote the functor Ext1C(T, ) by F .
• We assume that the principal part Q is acyclic.
• We shall use uppercase letters to denote KQ-modules and lowercase letters to
denote their dimension vectors. We choose the the set formed by the [Si], 1 ≤
i ≤ n as a basis of K0(modKQ) and identify the dimension vectors with classes in
K0(modKQ).
We propose the following formula:
Definition 5.3.1 (Specialized formula). For any coefficient-free and rigid object M ∈ D,
we denote by m the class of FM in K0(modkQ), and associate to M the following element
in T K:
XKM =
∑
e
](GreFM)|K|− 12 〈e,m−e〉X indT (M)−φ(e).(17)
In this subsection, we shall prove that the formula XK? above takes direct sums to
products.
Proposition 5.3.2 (Multiplicativity). For any coefficient-free rigid object M ⊕ L of D,
we have
XKM ·XKL = |K|
1
2
λ(indTM,indTL)XKM⊕L(18)
Proof. In order to prove the assertion, we distinguish five cases:
(i) Assume that the object M ⊕ L contains no summands from addT .
For any submodule D of FL and any submodule B of FM , the fact Ext1(FL, FM) = 0
implies that Ext1(D,FM/B) vanishes. Denote by l the class of FL in K0(modkQ). Then
the argument of Lemma 3.8 of [CC06] implies the identity
∑
(b,d):b+d fixed
](GrbFM)](GrdFL)|K|〈d,m−b〉 = ](Grb+dFM ⊕ FL).(19)
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Now look at the desired identity (18). We have
LHS =
∑
b,d
](GrbFM)|K|− 12 〈b,m−b〉X indTM−φ(b)
· ](GrdFL)|K|− 12 〈d,l−d〉X indTL−φ(d)
=
∑
b,d
](GrbFM)](GrdFL)|K|− 12 (〈b,m−b〉+〈d,l−d〉)
· |K| 12λ(indTM−φ(b),indTL−φ(d))X indTM−φ(b)+indTL−φ(d)
=|K| 12λ(indTM,indTL)
∑
b,d
](GrbFM)](GrdFL)|K|〈d,m−b〉
· |K|− 12 〈b+d,m+l−b−d〉X indTM−φ(b)+indTL−φ(d)
=|K| 12λ(indTM,indTL)
∑
b+d
](Grb+dFM ⊕ FL)|K|− 12 〈b+d,m+l−b−d〉
·X indTM⊕L−φ(b+d)
=RHS,
where we have used Corollary 5.2.2 for the third equality.
(ii) Assume that the objects M and L belong to addT . The assertion follows from the
definition of T K.
(iii) Assume that the object M contains no summands in addT and L belongs to addT .
Then we have d=0, l=0. Write L = ⊕1≤i≤nT lii , li ≥ 0. The rigidity of M ⊕ L implies
HomC(M, τL) = Ext
1
C(M,L) = 0, and consequently the space Hom(FM,⊕1≤i≤nI lii ) van-
ishes. Then for any submodule B of FM with dimension vector b, we have indTL · b =∑
1≤i≤n libi = 0. Starting from the left hand side of (18) we obtain
LHS =
∑
b
](GrbFM)|K|− 12 〈b,m−b〉X indTM−φ(b)X indTL
=
∑
b
](GrbFM)|K|− 12 〈b,m−b〉 · |K| 12λ(indTM−φ(b),indTL)
X indTM−φ(b)+indTL
=|K| 12λ(indTM,indTL)
∑
b
](GrbFM)|K|− 12 〈b,m−b〉+ 12 indTL·b
X indTM−φ(b)+indTL−φ(d)
=|K| 12λ(indTM,indTL)
∑
b
](GrbF (M ⊕ L))|K|− 12 〈b,m−b〉
X indTM⊕L−φ(b+d)
=RHS.
(iv) Assume that the object L contains no summands in addT and that M belongs to
addT . The proof is similar to case (iii).
(v) For any objects M , L as in the proposition, write M = M1 ⊕M2, L = L1 ⊕ L2,
where M1, L1 contain no summands in addT , and M2, L2 belong to addT . Using the
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previous cases we obtain
XKMX
K
L =|K|−
1
2
λ([M1],[M2])− 12λ([L1],[L2])XKM1X
K
M2
XKL1X
K
L2
=|K|− 12λ([M1],[M2])− 12λ([L1],[L2])XKM1|K|λ([M2],[L1])XKL1XKM2XKL2
=|K|− 12λ([M1],[M2])− 12λ([L1],[L2])|K|λ([M2],[L1])
· |K| 12λ([M1],[L1])+ 12λ([M2],[L2])XKM1⊕L1XKM2⊕L2
=|K|− 12λ([M1],[M2])− 12λ([L1],[L2])+λ([M2],[L1])+ 12λ([M1],[L1])+ 12λ([M2],[L2])
· |K| 12λ([M1]+[L1],[M2]+[L2])XKM1⊕L1⊕M2⊕L2
=|K| 12λ([M1]+[M2],[L1]+[L2])XKM⊕L
=RHS.

Remark 5.3.3. Let M and L be given as in the above proposition. If for any submodule
Grassmannians GrbFM and GrdFL, there exist some Laurent polynomial Pb and Qd in
q
1
2 , such that over every finite field K we have
Pb(|K| 12 ) = ](GrbFM),
Qd(|K| 12 ) = ](GrdFL),
then it follows from equation (19) that over every finite field K we also have
(
∑
(b,d):b+d fixed
PbQdq
〈d,m−b〉)|
q
1
2 7→|K| 12 = ](Grb+dF (M ⊕ L)).
By comparing this remark with Lemma 2.4.7 and Corollary 2.4.5, we obtain the fol-
lowing result.
Corollary 5.3.4. If all submodule Grassmannians of FM and FL have their Serre poly-
nomials as counting polynomials, then so do those of F (M ⊕ L). Moreover, for the
elements XM , XL, XM⊕L as in Definition 3.2.4, we have
XM ·XL = q 12λ(indTM,indTL)XM⊕L.
5.4. Specialized main theorem. For convenience we fix the following conventions in
this subsection:
• We assume that the ice quiver Q˜ is acyclic.
• We work over a fixed finite field K. The cluster category C is that of KQ, cf.
Section A.3.
• We denote an object of C using a letter with a tilde, e.g. M˜ ∈ C, and denote its
image under the functor
F = Ext1C(T, )
by the same letter without a tilde, e.g. M = F (M˜) ∈ modKQ. And we denote a
morphism of C and its image under F by the same letter.
• For any rigid object L˜ of C = CKQ, we define XKL˜ and indT L˜ to be the element in
Definition 5.3.1 and the index associated with the lift of L˜ to CkQ respectively, cf.
Part a) of Theorem A.3.3.
• Recall that for KQ-modules M , A and B, the Hall number FMAB is the number of
submodules U of M such that U is isomorphic to B and M/U is isomorphic to A.
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Proposition 5.4.1 (Specialized mutation rule). Let M˜ and L˜ be two indecomposable
coefficient-free rigid objects in C such that the dimension of the space dimExt1C(M˜, L˜)
equals 1, and let
L˜→ E˜ → M˜ → L˜[1],(20)
M˜ → E˜ ′ → L˜→ M˜ [1](21)
be two non-split triangles of C. If we have indT L˜ + indTM˜ = indT E˜ as in Lemma 5.2.7,
then the following identity holds:
XK
L˜
·XK
M˜
= |K| 12λ(indT L˜,indT E˜)XK
E˜
+ |K| 12λ(indT L˜,indT E˜′)XK
E˜′ .(22)
We postpone the proof for the moment. Notice that the (exchange) triangles (20) and
(21) of C = CKQ are compatible with those of CkQ by Part b) of Theorem A.3.3.
Recall that the ice quiver Q˜ is acyclic.
Theorem 5.4.2 (Specialized main theorem). For any vertex t of Tn and any 1 ≤ i ≤ n,
we have
XKTi(t) = X
K
i (t).
Moreover, the map taking an object M to XKM induces a bijection from the set of isomor-
phism classes of coefficient-free rigid objects of D to the set of quantum cluster monomials
of AK.
Proof. Recursively applying Proposition 5.4.1 proves the assertion on quantum cluster
variables. Next, inductively applying Proposition 5.3.2, we prove the assertion on quan-
tum cluster monomials. 
We shall divide Proposition 5.4.1 into two cases and prove them in the rest of this
subsection, using standard methods in representation theory and cluster theory as in
[Hub] and [CK06]. We fix the following convention:
• We use the same symbol to denote a module and its isomorphism class.
• As before, we shall use uppercase letters to denote KQ-modules and lowercase
letters to denote their dimension vectors. We choose the the set formed by the
[Si], 1 ≤ i ≤ n as a basis of K0(modKQ) and identify the dimension vectors with
classes in K0(modKQ).
Proof in the generic cases. The following construction follows [Hub, Section 7]. Assume
that the objects M˜ and L˜ contain no summands of T . We write the indecomposable
M = M ′ ⊕ P , such that M ′ contains no projective summand, and P is some projective
module.
Applying the functor F = Ext1C(T, ) to the triangle (20), we obtain a short exact
sequence
0→ L→ E →M → 0.(23)
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For any submodule H of E, we have the following commutative diagram with exact rows
and columns
0 0 0x x x
0 −−−→ C −−−→ G −−−→ A −−−→ 0x x x
0 −−−→ L −−−→ E −−−→ M −−−→ 0x x x
0 −−−→ D −−−→ H −−−→ B −−−→ 0.x x x
0 0 0
(24)
Applying the functor F = Ext1C(T, ) to the triangle (21), we obtain a long exact
sequence in the module category
M
i−→ W ⊕ V p−→ L θ−→ τM ′,(25)
where W and V are defined by
U = Imθ,
0→ V → L θ−→ U → 0,
0→ U → τM ′ → τW ′ ⊕ I → 0,
W = W ′ ⊕ P.
Here I is some injective module. One can prove
E˜ ′ ∼= W˜ ⊕ V˜ ⊕ I˜[−1].
Let N be any submodule of W ⊕V and O the quotient module (W ⊕V )/N . We write
N = NJ,Y and O = OK,X , where the modules are defined by the following commutative
diagram with exact rows and columns
0 0 0x x x
0 −−−→ X −−−→ OK,X −−−→ K −−−→ 0x x x
0 −−−→ V −−−→ W ⊕ V −−−→ W −−−→ 0x x x
0 −−−→ Y −−−→ NJ,Y −−−→ J −−−→ 0.x x x
0 0 0
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Now following [CK06] we can complete the long exact sequence (25) to a commutative
diagram with exact rows and columns
0 0 0
0 // A //
OO
OK,X //
OO
C //
OO
Cokp // 0
M
i //
OO
W ⊕ V p //
OO
L
θ //
OO
τM ′
0 // Keri // B //
OO
NJ,Y //
OO
D //
OO
0,
0
OO
0
OO
0
OO
(26)
where B = i−1(NJ,Y ), D = p(NJ,Y ). Notice that we have
dimCokp = dimL− dim ker θ = dimL− dimV = dimU
dimKeri = dimM + dimL− (dimW ⊕ V + dimCokp)
= dimM − dimW = dimM ′ − dimW ′
Now look at the desired identity (22)
XK
L˜
·XK
M˜
= |K| 12λ(indT L˜,indT E˜)XK
E˜
+ |K| 12λ(indT L˜,indT E˜′)XK
E˜′ .
Applying Corollary 5.2.2, we compute the left hand side as
LHS =
∑
d
](GrdL)|K|− 12 〈d,l−d〉X indT L˜−φ(d)∑
b
](GrbM)|K|− 12 〈b,m−b〉X indT M˜−φ(b)
=
∑
d,b
](GrdL)](GrbM)|K|− 12 (〈d,l−d〉+〈b,m−b〉)
|K| 12λ(indT L˜−φ(d),indT M˜−φ(b))X indT L˜−φ(d)+indT M˜−φ(b)
=
∑
d,b
](GrdL)](GrbM)|K|− 12 (〈d,l−d〉+〈b,m−b〉)|K| 12 (〈b,l〉−〈d,m〉+〈d,b〉−〈b,d〉)
|K| 12λ(indT L˜,indT M˜)X indT L˜−φ(d)+indT M˜−φ(b)
=
∑
d,b
](GrdL)](GrbM)|K|− 12 〈d+b,l+m−d−b〉|K|〈b,l−d〉
|K| 12λ(indT L˜,indT M˜)X indT L˜−φ(d)+indT M˜−φ(b).
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Notice that the number of rational points can be computed as ](GrdL) =
∑
D F
L
CD,
](GrbM) =
∑
B F
M
AB. So we can write
LHS =
∑
B,D
FLCDF
M
AB|K|−
1
2
〈d+b,l+m−d−b〉|K|〈B,C〉
|K| 12λ(indT L˜,indT M˜)X indT L˜−φ(d)+indT M˜−φ(b).
Lemma 5.2.7 implies that the first term of the right hand side is
Σ1 =
∑
H
FEGH |K|−
1
2
〈h,g〉|K| 12λ(indT L˜,indT M˜)X indT E˜−φ(h),
and, since we have
](Grj+yW ⊕ V ) = ](GryV )](GrjW )|K|〈j,v−y〉,
we obtain that the 2nd term is
Σ2 =
∑
J,Y
FWKJF
V
XY |K|〈J,X〉|K|−
1
2
〈j+y,w+v−j−y〉|K|− 12
· |K| 12λ(indT L˜,indT M˜)X indT E˜′−φ(j)−φ(y)
Lemma 5.4.3. For objects fitting into diagrams (24) and (26), we have
−φ(h) + indT E˜ = −φ(b+ d) + indT L˜+ indTM˜
−φ(j + y) + indT E˜ ′ = −φ(b+ d) + indT L˜+ indTM˜
Proof. This is a well known result, cf. [Pal08, Lemma 16], [CK06, Proposition 4.3]. 
According to Lemma 5.4.3, the desired identity (22) follows from identities on Hall
numbers, each of which takes the form∑
B,D
FLCDF
M
AB|K|−
1
2
〈d+b,l+m−d−b〉|K|〈B,C〉|K| 12λ(indT L˜,indT M˜)
=
∑
H
FEGH |K|−
1
2
〈h,g〉|K| 12λ(indT L˜,indT M˜)
+
∑
J,Y
FWKJF
V
XY |K|〈J,X〉|K|−
1
2
〈j+y,w+v−j−y〉|K|− 12 |K| 12λ(indT L˜,indT M˜),
(27)
where all objects should fit into the same diagrams (24) and (26).
A similar identity on Hall numbers has been proved in [Hub] by using remarkable
properties of Hall numbers, namely Green’s Theorem [Gre95]3. We translate that identity
to our setting as follows:∑
B,D
|K|〈B,C〉FLCDFMAB =
∑
H
FEGH +
∑
J,Y
|K|〈m−k,l−y〉FWKJF VXY .(28)
To show that (27) and (28) are equivalent, it suffices to prove the following lemma4.
3There is a gap in [Hub]: The existence of counting polynomials of Hall numbers is unknown. Never-
theless, the gap does not affect the identity on Hall numbers for a given finite field.
4It might be possible to give an alternative proof of Proposition 5.4.1, by proving the following identity
−〈d, a〉+ 〈b, c〉 =1
2
〈b + d,m + l − b− d〉
− 1
2
〈j + y, w + v − j − y〉 − 1
2
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Lemma 5.4.4. One has the following identity
−〈j, x〉+ 〈m− k, l − y〉 =1
2
〈b+ d,m+ l − b− d〉
− 1
2
〈j + y, w + v − j − y〉 − 1
2
.
(29)
Proof. Notice that both sides of the identity (29) are quadratic polynomials in the co-
ordinates of n = j + y and j. Thus, we can expand the polynomials and compare the
coefficients to prove the lemma.
First, expand both sides as
LHS =− 〈J, V − n+ J〉+ 〈M −W + J, L− n+ J〉
=〈J, L− V 〉+ 〈M −W,J〉 − 〈M −W,n〉+ 〈M −W,L〉,
RHS =
1
2
〈B +D,A+ C〉 − 1
2
〈n,W + V − n〉 − 1
2
=
1
2
〈n+ Keri,W + V + Cokp− n〉 − 1
2
〈n,W + V − n〉 − 1
2
=
1
2
〈Keri,W + V + Cokp〉+ 1
2
〈n,Cokp〉 − 1
2
〈Keri, n〉 − 1
2
.
Notice that we have
dimKeri = dimM − dimW = dimM ′ − dimW ′,
dimCokp = dimL− dimV = dimU,
τ dimKeri = dim τM ′ − dim τW ′ = dim I + dimCokp.
In addition, for any dimension vector x, its Auslander-Reiten translation has the property
〈x, 〉 = −〈 , τx〉.
We can deduce the lemma from the following identities:
(i) 〈J, L− V 〉+ 〈M −W,J〉 = 0.
Notice that we have
〈M −W,J〉 = −〈J, τM ′ − τW ′〉 = −〈J, U + I〉.
It suffices to show
〈J, L− V − U〉 − 〈J, I〉 = −〈J, I〉 = 0.
Since the object W˜ ⊕ V˜ ⊕ I˜[−1] is rigid, the Euler form 〈W, I〉 vanishes, and as a conse-
quence we obtain
〈J, I〉 = 0.
(ii) −〈M −W,n〉 = 1
2
〈n,Cokp〉 − 1
2
〈Keri, n〉.
Since Keri = M −W , it suffices to show
−1
2
〈M −W,n〉 = 1
2
〈n,Cokp〉.
First, we have
−〈M −W,n〉 = 〈n, τM ′ − τW ′〉 = 〈n, U + I〉.
We could then use the dichotomy phenomenon in the multiplication formula of cluster characters from
[Pal08]. If we could follow this approach we would not need the result from [Gre95].
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Since the object W˜ ⊕ V˜ ⊕ I˜[−1] is rigid, the Euler form 〈W ⊕ V, I〉 vanishes. Therefore
we obtain
〈n, I〉 = 0.
The identity then follows from dimCokp = dimU .
(iii) 〈M −W,L〉 = −1.
Notice that we have
〈M,L〉 = dimHom(M,L)− dimExt1(M,L)
= dimHom(M,L)− 1
= dimHom(M ′, L) + dimHom(P,L)− 1.
From the rigidity of L˜⊕ W˜ ⊕ V˜ ⊕ I˜[−1] we deduce
〈W,L〉 = dimHom(W,L) = dimHom(W ′, L) + dimHom(P,L).
Consider the following exact sequences
Ext1(L,L)→ Ext1(L,U)→ 0,
Ext1(L,U)→ Ext1(L, τM ′)→ Ext1(L, τW ′ ⊕ I)→ 0.
Notice that we have Ext1(L, τM ′) ∼= DHom(M ′, L),
Ext1(L, τW ′ ⊕ I) = Ext1(L, τW ′) ∼= DHom(W ′, L),
and also Ext1(L,L) = 0. We obtain
Ext1(L,U) = 0,
dimHom(W ′, L) = dimHom(M ′, L).
The desired identity follows.
(iv) 〈Keri,W + V + Cokp〉 = −1.
Apply τ to Keri. It suffices to show
〈L+W,U + I〉 = 1.
From the rigidity of W˜ ⊕ V˜ ⊕ I˜[−1]⊕ L˜, we deduce
〈L+W, I〉 = 0,
〈L+W,U〉 = 〈L,U〉+ 〈W,U〉.
The identity (iv) follows from the following two assertions.
(iv-a) 〈L,U〉 = 1.
Notice that we have a sequence
0→ Hom(L,U)→ Hom(L, τM ′),
and also dimHom(L, τM ′) = 1, 0 6= θ ∈ Hom(L,U). We deduce
dimHom(L,U) = 1.
Consider the sequence
Ext1(L,L)→ Ext1(L,U)→ 0,
Since the object L is rigid, the space Ext1(L,U) vanishes.
Therefore, we obtain
〈L,U〉 = dimHom(L,U)− dimExt1(L,U) = 1.
(iv-b) 〈W,U〉 = 0.
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Notice that we have a sequence
Ext1(W,L)→ Ext1(W,U)→ 0,
and also the rigidity of W˜ ⊕ V˜ ⊕ I˜[−1] ⊕ L˜. We deduce Ext1(W,L) = 0, and further
Ext1(W,U) = 0.
Consider the sequence
Ext1(τM ′, τW ′)→ Ext1(U, τW ′)→ 0.
Since the space Ext1(τM ′, τW ′) vanishes, we find DHom(W ′, U) ∼= Ext1(U, τW ′) to be
zero. Finally consider the sequence
0→ Hom(P,U)→ Hom(P, τM ′) ∼= DExt1(M ′, P ) ⊂ Ext1(M,M) = 0.
We obtain
dimHom(W,U) = dimHom(W ′, U) + dimHom(P,U) = 0.
Therefore, we have
〈W,U〉 = dimHom(W,U)− dimExt1(W,U) = 0.

Proof in the exceptional cases. If both objects L˜ and M˜ belong to addT , then Ext1C(L˜, M˜) 6=
0 contradicts Ext1C(T, T ) = 0.
If M˜ belongs to addT and L˜ is not in addT , by lifting the triangle (20) to F we obtain
a non-split triangle
pi−1L˜→ pi−1E˜ → pi−1M˜ → pi−1L˜[1].
It follows that HomperΓ(pi
−1M˜, pi−1L˜[1]) is nonzero. But since the object pi−1M˜ belongs to
addΓ and pi−1L˜ belongs to prperΓΓ, this contradicts the fact that HomperΓ(Γ,Γ[i]) vanishes
for any i > 0.
So we are left with the case when L˜ = Tk for some 1 ≤ k ≤ n and M˜ /∈ addT . There
are two non-split triangles in the cluster category
Tk → E˜ → M˜( θ−→ I˜k),(30)
(P˜k
φ−→)M˜ → E˜ ′ → Tk.(31)
In addition, Lemma 5.2.7 implies the identities
1
2
λ(indTTk, indT E˜) =
1
2
λ(indTTk, indTM˜),
1
2
λ(indTTk, indT E˜ ′) =
1
2
λ(indTTk, indTM˜)− 1
2
.
By applying the functor F to the triangles (30) and (31), we obtain two exact sequences
0→ E →M θ−→ Ik,(32)
Pk
φ−→M → E ′ → 0.(33)
Following [Hub], define V = Kerθ, I = Cokθ, U = Cokφ, P = Kerφ, and then we have
E˜ = V˜ ⊕ I˜[−1],
E˜ ′ = U˜ ⊕ P˜ [1].
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Now look at the desired identity (22)
XKk X
K
M˜
= |K| 12λ(indTTk,indT E˜)XK
E˜
+ |K| 12λ(indTTk,indT E˜′)XK
E˜′ .
We expand both sides as
LHS =|K| 12λ(indTTk,indT M˜)
∑
B
FMAB|K|−
1
2
〈B,A〉|K| 12λ(indTTk,−φ(b))
X indT M˜−φ(b)+indTTk
=|K| 12λ(indTTk,indT M˜)
∑
B
FMAB|K|−
1
2
〈B,A〉|K|− 12 bkX indT M˜−φ(b)+indTTk ,
RHS = |K| 12λ(indTTk,indT M˜)XK
E˜
+ |K| 12λ(indTTk,indT M˜)|K|− 12XK
E˜′
= |K| 12λ(indTTk,indT M˜)
∑
D
F VCD|K|−
1
2
〈D,C〉X indT V˜+indT I˜[−1]−φ(d)
+ |K| 12λ(indTTk,indT M˜)|K|− 12
∑
O
FUNO|K|−
1
2
〈O,N〉X indT U˜+indT P˜ [1]−φ(o).
According to [CK06, Section 3.2, Lemma 1] or [Pal08], there is a dichotomy phenomenon
in the module category:
(1) When bk (= (dimB)k) vanishes, we have
D ∼= B, (dimD)k = 0,
(2) When bk equals 1, we have
0→ Imφ→ B → O → 0.
Moreover, since φ is non trivial, we have (dim Imφ)k = 1.
It suffices to show that in case (1) we have the identity
−1
2
〈B,A〉 − 1
2
bk = −1
2
〈D,C〉,
and in case (2) the identity
−1
2
〈B,A〉 − 1
2
bk = −1
2
〈O,N〉 − 1
2
.
• Proof in case (1): From the facts
〈B,A〉 − 〈D,C〉 =〈D,M −D〉 − 〈D, V −D〉
=〈D,M − V 〉 = 〈D, Imθ〉,
0→ Hom(D, Imθ)→ Hom(D, Ik),
Hom(D, Ik) = Hom(B, Ik) = 0,
we deduce that 〈B,A〉 − 〈D,C〉 vanishes.
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• Proof of case (2): Notice that by applying the functor F to the triangle (31) we
get a commutative diagram
0 0
A
OO
// N
OO
// 0
Pk
φ // M
OO
// U
OO
// 0
Pk // B
OO
// O
OO
// 0
0
OO
0.
OO
Then the module A is isomorphic to N . As a consequence, we have
〈B,A〉 − 〈O,N〉 = 〈B −O,N〉
= 〈Imφ,N〉.
Consider the short exact sequence
0→ Hom(Pk, Imφ)→ Hom(Pk,M)→ Hom(Pk, U)→ 0.
Since Hom(Pk, Imφ) does not vanish and Hom(Pk,M) is a subset of HomC(τ−1Tk, M˜)
whose dimension is 1, we obtain that Hom(Pk, U) vanishes.
Also, the rigidity of Tk ⊕ E˜ ′ implies that 〈Pk, N〉 vanishes. Consequently we
have
〈Imφ,N〉 = 〈Pk, N〉 − 〈P,N〉 = −〈P,N〉.
The exact sequence
0→ Hom(P,O)→ Hom(P,U)→ Hom(P,N)→ 0
and the inclusion of vector spaces
Hom(P,U) ⊂ HomC(P˜ [1]⊕ U˜ ,Σ(P˜ [1]⊕ U˜)) = 0
imply that 〈P,N〉 vanishes. Therefore we have
〈B,A〉 − 〈O,N〉 = 〈Imφ,N〉
= −〈P,N〉
= 0.
6. Proof of Quantum F -polynomials
In this section, we assume that the ice quiver Q˜ is acyclic and show how Theorem 3.1.2
follows from Theorem 5.1.1.
Because Q˜ is acyclic, there is a bijection between the set of coefficient-free rigid objects
in C and rigid objects in CQ, cf. Section 4 of [IY08]. We denote coefficient-free rigid
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objects in C and their images under the bijection by the same symbols. For any vertex t
of Tn and any 1 ≤ i ≤ n, according to Theorem 5.1.1 and Proposition 5.2.5 we have
Xi(t) =
∑
e
E(GreExt
1
C(T, Ti(t)))q
− 1
2
〈e,[Ext1C(T,Ti(t))]−e〉X indTTi(t)−φ(e)
=
∑
e
E(GreExt
1
C(T, Ti(t)))q
1
2
〈e,e〉X−φ(e)X indTTi(t).
Theorem 2.1.17 yields that
Xi(t) = Fi(t)|ye 7→X−φ(e)X indTTi(t).
Therefore, the quantum F -polynomial Fi(t) equals FTi(t).
7. Proof for arbitrary coefficients
This section is devoted to completing the proof of the main Theorem 3.2.5. For any
vertex t in Tn and any 1 ≤ i ≤ n, denote by F Zi (t) the commutative F -polynomial
associated to i and t, and by Fi(t) the quantum one. According to Theorem 3.1.2, the
element FTi(t) belongs to the set of quantum F -polynomials. We consider the following
map
{Fi(t), t 6= t0} f−→ {F Zi (t), t 6= t0}
FTi(t) 7−→ ev1(FTi(t))
‖
Fi(t) 7−→ F Zi (t).
Because different nontrivial F -polynomials have different highest degrees, the map f is
bijective. Thus, we obtain
FTi(t) = Fi(t)
for t 6= t0. Further, this identity holds for t = t0 as well.
By Proposition 5.2.5, the map in Theorem 3.2.5 takes Ti(t) to the element
XTi(t) = FTi(t)X
indTTi(t).
Thus, we have
XTi(t) = FTi(t)X
indTTi(t) = Fi(t)X
indTTi(t) = Xi(t)
for any 1 ≤ i ≤ n and any vertex t of Tn, where the last equality comes from Theorem
2.1.17.
Next, if we inductively apply Corollary 5.3.4 which claim that X? is multiplicative
under taking direct sums, we obtain Theorem 3.2.5.
Appendix A. On the integral cluster category, by Bernhard Keller
A.1. Integrality of rigid modules. Let Q be a finite quiver without oriented cycles.
Recall that a ZQ-lattice is a ZQ-module which is finitely generated free over Z. A ZQ-
lattice M0 is rigid if the group of its selfextensions vanishes. Part a) of the following
theorem is a consequence of Crawley-Boevey’s results in [CB96]; part b) in addition uses
Schofield’s [Sch92], cf. section 4 of [CB96].
Theorem A.1.1 (Crawley-Boevey). a) The functor which takes M0 to M0⊗ZC induces a
bijection from the set of isomorphism classes of rigid ZQ-lattices to the set of isomorphism
classes of rigid CQ-modules; indecomposables correspond to indecomposables.
b) For each finite field K, the functor which takes M0 to M0 ⊗Z K induces a bijection
from the set of isomorphism classes of rigid ZQ-modules to the set of isomorphism classes
of rigid KQ-modules; indecomposables correspond to indecomposables.
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The theorem shows in particular that for each rigid CQ-module M and each dimension
vector e, the Grassmannian of submodules Gre(M) is canonically the extension to C of
a scheme defined over Z, namely, if M0 is a rigid ZQ-lattice with an isomorphism from
M0⊗Z C to M , then it is the scheme Gre(M0) whose Z-points are the ZQ-sublattices U0
of M0 which have rank vector e and whose inclusion admits a Z-linear retraction.
A.2. Extensions between lattices. Let latZQ denote the category of ZQ-lattices. It
becomes an exact category when we endow it with the class of exact sequences whose
underlying sequences of abelian groups are split exact.
Lemma A.2.1. Let L and M be ZQ-lattices and F a field.
a) For each field F, the canonical morphism in the derived category of F-vector spaces
(34) RHomZQ(L,M)
L⊗Z F→ RHomFQ(L⊗Z F,M ⊗Z F)
is invertible.
b) If L and M are rigid, the groups HomZQ(L,M) and Ext
1
ZQ(L,M) are finitely
generated free and the canonical maps
HomZQ(L,M)⊗Z F→ HomFQ(L⊗Z F,M ⊗Z F) and
Ext1ZQ(L,M)⊗Z F→ Ext1FQ(L⊗Z F,M ⊗Z F)
are isomorphisms.
Proof. a) Let us call stalk lattice a lattice which is concentrated at a single vertex of
Q. Since Q does not have oriented cycles, each lattice has a (finite) filtration whose
subquotients are stalk lattices of rank one and whose inclusions admit Z-linear retractions.
Clearly the assertion holds for stalk lattices of rank one and is preserved under taking
extensions in the first or the second argument. Thus, it holds for all lattices.
b) By Lemma 2 of [CB96], the first assertion holds. The remark immediately preceding
Lemma 2 in [loc. cit.] also yields that the second canonical map is an isomorphism. By
part a), it follows that the first canonical map is an isomorphism. 
A.3. Reduction of cluster categories. Let Db(latZQ) denote the bounded derived
category of the exact category latZQ, cf. [Kel96]. It is a triangulated category. Let S
denote the total derived functor of the tensor product with the bimodule HomZ(ZQ,Z).
Then S is a Serre functor for Db(latZQ) in the sense that we have canonical bifunctorial
isomorphisms
RHomZ(RHomZQ(L,M),Z) ∼→ RHomZQ(M,SL).
Clearly, for each field F and for L in Db(latZQ), we have a functorial isomorphism
(35) (SL)⊗Z F ∼→ S(L⊗Z F) ,
where the S on the right denotes the Serre functor of the bounded derived category of FQ.
We define the integral cluster orbit category CorbZQ to be the orbit category of Db(latZQ)
under the action of the automorphism Σ−2S, where Σ is the suspension functor, cf.
[Kel05]. Clearly, the suspension functor of Db(latZQ) induces an auto-equivalence of
CorbZQ . We still denote it by Σ. We do not know whether the integral cluster orbit category
is triangulated in general and we suspect that this is not the case. However, we can embed
it into a triangulated category using the technique of [Ami09]: Let A be the 3-derived
preprojective algebra Π3(ZQ) as defined in [Kel]. By theorem 6.3 of [Kel], we can describe
the algebra A explicitly as the Ginzburg dg algebra Γ(ZQ, 0). We define Dper(Z)(A) to be
be full subcategory of the derived category D(A) whose objects are the dg A-modules M
whose underlying complex of Z-modules is perfect. Since A is homologically smooth, the
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category Dper(Z)(A) is a full subcategory of per(A). We define the integral cluster category
CZQ as the triangle quotient
CZQ = per(A)/Dper(Z)(A).
Proposition A.3.1. The tensor product ?⊗ZQ A induces a fully faithful functor
CorbZQ → CZQ
and the category CZQ is the closure of its image under extensions.
Proof. The proof uses the technique of Theorem 7.1 of [Kel05]. Details will be given
elsewhere. 
For two objects L and M of the integral cluster category, we define
ExtiCZQ(L,M) = Hom(L,Σ
iM)
for all integers i.
The description of the classical cluster category via the Ginzburg algebra given in
[Ami09] shows that for each field F, the extension of scalars from Z to F induces a
canonical additive functor, the reduction functor
?⊗Z F : CZQ → CFQ.
Let us call an object of CZQ lattice-like if it is a direct sum of images of direct summands
of ΣZQ and of images of ZQ-lattices.
Lemma A.3.2. a) For two rigid lattices L and M , we have a canonical isomorphism
Ext1CZQ(L,M)
∼→ Ext1ZQ(L,M)⊕DZExt1ZQ(M,L) ,
where DZ is the functor HomZ(?,Z).
b) For two rigid lattice-like objects L and M of CZQ, the group Ext1(L,M) is finitely
generated free and for each field F, we have the isomorphism
Ext1(L,M)⊗Z F ∼→ Ext1(L⊗Z F,M ⊗Z F).
Proof. a) Thanks to proposition A.3.1, we can use the orbit category to compute the
morphisms in the cluster category. This computation is similar to the classical one in
[BMR+]. Part b) follows from a) and from part b) of Lemma A.2.1. 
An object L of CZQ is rigid if the group Ext1(L,L) = Hom(L,ΣL) vanishes. Two
objects L and M of CZQ form an exchange pair if they are indecomposable and rigid and
the space Ext1(L,M) is of rank one.
Theorem A.3.3. a) The reduction functor
?⊗Z F : CZQ → CFQ.
induces a bijection from the set of isomorphism classes of lattice-like rigid objects in CZQ
to the set of isomorphism classes of rigid objects of CFQ. Under this bijection, indecom-
posables correspond to indecomposables.
b) Two indecomposable lattice-like rigid objects L and M of CZQ form an exchange
pair if and only if this holds for their images in CFQ. In this case, one of the groups
Ext1ZQ(L,M) and Ext
1
ZQ(M,L) is free of rank one and the other vanishes. If Ext
1
ZQ(M,L)
is free of rank one, there are triangles
L→ E →M → ΣL and M → E ′ → L→ ΣM
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in CZQ whose images under the reduction functor
CZQ → CFQ
are the exchange triangles associated with the exchange pair formed by L⊗ZF and M⊗ZF.
Proof. Part a) follows from the classification of rigid lattices in Theorem A.1.1 and
the computation of extension groups in Lemma A.2.1. Part b) follows from a) and
Lemma A.2.1. 
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