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We show that a special type of measurements, called symmetric informationally complete positive
operator-valued measures (SIC POVMs), provide a stronger entanglement detection criterion than
the computable cross-norm or realignment criterion based on local orthogonal observables. As an
illustration, we demonstrate the enhanced entanglement detection power in simple systems of qubit
and qutrit pairs. This observation highlights the significance of SIC POVMs for entanglement
detection.
PACS numbers: 03.65.Ta, 03.65.Ud, 03.67.Mn
I. INTRODUCTION
Entanglement [1, 2] is one of the most distinctive fea-
tures of quantum theory as compared to classical the-
ory, which is also considered to be a useful resource for
tasks like quantum communication, quantum cryptogra-
phy, and quantum metrology. Thus, developing simple
and efficient criteria for the detection of entanglement in
quantum states is indeed pivotal. However, it has long
been proven that entanglement detection is an NP-hard
problem as the system size increases [3, 4].
A pure state |ψ〉 of two particles is called separable, if
it is a product state |ψ〉 = |u〉 ⊗ |v〉, otherwise it is entan-
gled. More generally, a bipartite mixed state is separable
if it can be written as a convex combination of pure prod-
uct states,
ρ =
∑
i
pi|ui〉〈ui| ⊗ |vi〉〈vi| , (1)
where the pis form a probability distribution, so they
are positive and sum up to one. A state that cannot be
written in the above form is called entangled.
Many criteria on entanglement detection have been de-
veloped. Most of them, however, provide only sufficient
conditions for the detection. A well-known example is the
positive partial transpose (PPT) criterion [5, 6], which is
necessary and sufficient for qubit-qubit and qubit-qutrit
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systems only. For higher dimensions, there exist the so-
called bound entangled states which are PPT and nondis-
tillable. It is still an open question whether the PPT
criterion completely characterizes bound entanglement,
namely, whether all bound entangled states are PPT.
Another popular criterion is the computable cross-
norm or realignment criterion [7–9], often acronymed as
CCNR. Notably, the CCNR criterion is able to detect
the entanglement of many states where the PPT crite-
rion fails. On the other hand, there also exist some states
which are detected by the PPT criterion, but cannot be
detected by CCNR [10]. Therefore, we should not assess
one as either stronger or weaker than the other crite-
rion, but rather complementing each other. There are
also nonlinear extensions of the CCNR criterion using,
for instance, the local uncertainty relations or covariance
matrices [10–13], and other feasible methods [14]. Nev-
ertheless, here we will not consider such extensions.
Empirically, the CCNR criterion can be evaluated by
measuring the correlations between local orthogonal ob-
servables of two parties. Here, we propose an analogous
yet more efficient entanglement detection criterion. In-
stead of using a set of local orthogonal observables, we
use a single generalized measurement, known as the sym-
metric informationally complete positive operator-valued
measure (SIC POVM), for each party. Our criterion is
determined by the correlations between POVM elements
of the two SIC POVMs for the two parties and shares
the simplicity of the CCNR criterion. In addition, it has
at least two notable advantages, which are connected to
the properties of SIC POVMs. First, this criterion can
detect many entangled states (including bound entangled
states) that cannot be detected by the CCNR criterion.
Second, all correlations featured in the criterion can be
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2measured in one go instead of one by one as in the CCNR
criterion. These advantages are expected to have both
theoretical and experimental interests.
Incidentally, Refs. [15, 16] used a different approach,
namely, the sum of the correlation entries, to derive sep-
arability criteria with SIC POVMs. Very recently, Bae et
al. [17] studied entanglement detection via quantum 2-
designs, which include SIC POVMs as a special example;
however, their entanglement criteria are not so closely
related to the properties of 2-designs except for the to-
mographic completeness. Ref. [18] investigated the en-
tanglement properties of multipartite systems with tight
informationally complete measurements, including SIC
POVMs. In addition, Ref. [19] considered a nonlinear en-
tanglement criterion based on SIC POVMs, which turns
out to be equivalent to the criteria using observables in
Refs. [10, 14].
This paper is organized as follows. We will first recall
the CCNR criterion in Sec. II and the basic properties
of SIC POVMs in Sec. III. In Sec. IV, we derive the en-
tanglement criterion based on SIC POVMs. Section V
demonstrates the superiority of the criterion with vari-
ous examples, then we close with a few remarks.
II. THE CCNR CRITERION
The CCNR criterion can be formulated in different
forms. One approach makes use of the Schmidt decompo-
sition of the quantum state in operator space. According
to the Schmidt theorem, any bipartite density matrix ρ
onH = HA ⊗HB with dimension d = dA×dB (assuming
dA ≤ dB) can be written as
ρ =
d2A∑
k=1
λkG
A
k ⊗GBk , λk = 〈GAk ⊗GBk 〉. (2)
Here λk ≥ 0 are the Schmidt coefficients, {GAk } is an
orthonormal basis of Hermitian operators on HA, and
{GBk } is a set of orthonormal Hermitian operators onHB , that is, tr(GAkGAl ) = tr(GBk GBl ) = δkl. In terms of
the Schmidt decomposition, the CCNR criterion can be
stated as follows.
Proposition 1 (CCNR). If a state ρ is separable and
has Schmidt decomposition as in Eq. (2), then∑
k
λk ≤ 1 (3)
has to hold; otherwise, it is entangled.
Proof. See, for instance, the proof in Refs. [7, 8].
Incidentally, the CCNR criterion is closely related to
the linear entanglement witness W = 1 −∑kGAk ⊗GBk ;
see Ref. [20] for another form.
Besides the Schmidt form, the state ρ can also be
decomposed with arbitrary local orthonormal operator
bases, i.e., ρ =
∑
ij cijAi⊗Bj , where {Ai} ({Bj}) forms
an orthonormal basis for the space of linear operators on
HA (HB). It turns out the trace norm of the correlation
matrix [C]ij = 〈Ai⊗Bj〉 = cij is equal to the sum of the
Schmidt coefficients,
‖C ‖tr =
∑
k
λk , (4)
where ‖C ‖tr ≡ tr(
√
CC†) denotes the trace norm. This
equality follows from the fact that the Schmidt coeffi-
cients λk happen to be the singular values of C.
In terms of the correlation matrix, the CCNR criterion
can be formulated as follows: the trace norm of the cor-
relation matrix of any separable state is upper bounded
by one, that is,
‖C ‖tr ≤ 1. (5)
This conclusion can be proved directly as follows. For
any given product state ρ = ρA ⊗ ρB , the matrix ele-
ments of the correlation matrix have the form [C]ij =
〈Ai〉〈Bj〉 = aibj , where ai = 〈Ai〉 and bj = 〈Bj〉. So the
correlation matrix can be expressed as an outer product
C ≡ |a)(b|, where the curly ket |a) ≡ (a1 a2 . . . )T de-
notes the column vector composed of ais, while the curly
bra (b| ≡ (b1 b2 . . . ) denotes the row vector composed of
bis. In addition, we have
‖C ‖tr = (a|a)1/2(b|b)1/2 =
√∑
i
a2i
∑
j
b2j
=
√
tr(ρ2A)tr(ρ
2
B) ≤ 1. (6)
By employing the convexity property of the trace norm
under mixing, we conclude that ‖C ‖tr ≤ 1 for any sepa-
rable state.
III. SIC POVM
In a d-dimensional Hilbert space, a SIC POVM Ms =
{Πk}d2k=1 is composed of d2 outcomes Πk = |ψk〉〈ψk|/d
which are subnormalized rank-1 projectors onto pure
states, with equal pairwise fidelity, that is,
|〈ψi|ψj〉|2 = dδij + 1
d+ 1
, i, j = 1, 2, . . . , d2 . (7)
It is not difficult to verify the completeness condi-
tion, that is,
∑d2
k=1 Πk = 1 . It has been conjectured
that SIC POVMs exist in all finite dimensions [21], al-
though a general proof is still missing. So far ana-
lytical solutions have been found in dimensions d =
2− 24, 28, 30, 31, 35, 37, 39, 43, 48, 124, and numerical so-
lutions with high precision have been found up to di-
mension d = 151; see Ref. [22] for a recent review. Ex-
perimentally, SIC POVMs in low dimensions have been
realized in various quantum systems [23–25].
3(a)
(b)
FIG. 1. (a) Tomographically complete single measurement
setting Ms with d2 outcomes. (b) Employing this type of
measurement setting for each party of a bipartite system, we
have a new paradigm for entanglement detection. Unlike that
for CCNR, only a single measurement setting for each party
is involved, which may help to reduce the experimental com-
plexity.
Given a SIC POVM Ms = {Πk}d2k=1 and a quantum
state ρ, the probability of obtaining outcome k is given
by the Born rule, pk = 〈Πk〉 = tr(ρΠk). Conversely, the
quantum state ρ can be reconstructed from these proba-
bilities as follows,
ρ =
d2∑
k=1
[
d(d+ 1)pk − 1
]
Πk
= d(d+ 1)
d2∑
k=1
pkΠk − 1 , (8)
see Fig. 1(a). Calculation shows that
d2∑
k=1
p2k =
1 + tr(ρ2)
d(d+ 1)
≤ 2
d(d+ 1)
, (9)
where the upper bound is saturated iff ρ is pure.
For the convenience of later applications, we need to
renormalize the elements in the SIC POVM,
Ek ≡
√
d(d+ 1)
2
Πk =
√
d+ 1
2d
|ψk〉〈ψk| . (10)
Let
ek = tr(ρEk) =
√
d(d+ 1)
2
pk ; (11)
then the constraint in Eq. (9) can be formulated as fol-
lows,
(e|e) =
d2∑
k=1
e2k =
1 + tr(ρ2)
2
≤ 1 . (12)
Let {Gk} be an arbitrary Hermitian operator basis and
ak = tr(ρGk). Then (a|a) = tr(ρ2), so we have
(e|e) = 1 + (a|a)
2
. (13)
This equality is instructive to understanding the rela-
tion between our entanglement criterion introduced in
the next section and the CCNR criterion.
IV. ENTANGLEMENT DETECTION VIA SIC
POVMS
Consider a bipartite state ρ acting on the Hilbert space
H = HA ⊗HB with dimension d = dA × dB , and denote
by {EAk }d
2
A
k=1 and {EBk }d
2
B
k=1 the normalized SIC POVMs
for the two respective subsystems; see the schematic
setup in Fig. 1(b). The linear correlations between EA
and EB read
[Ps]ij = 〈EAi ⊗ EBj 〉, (14)
from which we can construct a simple, but useful entan-
glement criterion via SIC POVMs (ESIC).
Proposition 2 (ESIC). If a state ρ is separable, then
‖Ps ‖tr ≤ 1 (15)
has to hold; otherwise, it is entangled.
Proof. For a product state ρ = ρA ⊗ ρB , we have
Ps =
 eA,1eA,2
...
( eB,1 eB,2 · · · ) ≡ |eA)(eB | , (16)
where eA,j = tr(ρE
A
j ) for j = 1, 2, . . . , d
2
A and eB,k =
tr(ρEBk ) for k = 1, 2, . . . , d
2
B ; cf. Eq. (11). Then,
‖Ps ‖tr = (eA|eA)1/2(eB |eB)1/2
=
√∑
j
e2A,j
√∑
k
e2B,k ≤ 1 (17)
according to Eq. (12). Again, by employing the convex-
ity property of the trace norm under mixing, we have
‖Ps ‖tr ≤ 1 for separable states in general.
Proposition 3. The ESIC criterion is independent of
the specific SIC POVMs for systems A and B. In other
words, any pair of SIC POVMs leads to the same crite-
rion.
Proof. Let {EAk }d
2
A
k=1 and {E˜Ak }d
2
A
k=1 be two arbitrary nor-
malized SIC POVMs for system A, while {EBk }d
2
B
k=1 and
{E˜Bk }d
2
B
k=1 are two arbitrary normalized SIC POVMs for
system B. Let Ps be the correlation matrix as defined in
Eq. (14) and
[P˜s]ij = 〈E˜Ai ⊗ E˜Bj 〉 . (18)
To prove the proposition it suffices to prove that
‖P˜s ‖tr = ‖Ps ‖tr. To this end, note that E˜Ai can
be expressed as a linear combination of EAj , that is,
4E˜Ai =
∑
j O
A
ijE
A
j , where O
A
ij are uniquely determined by
{EAk }d
2
A
k=1 and {E˜Ak }d
2
A
k=1, and form an orthogonal matrix.
Similarly, E˜Bi =
∑
j O
B
ijE
B
j with O
B
ij forming an orthog-
onal matrix. Therefore,
[P˜s]ij =
∑
k,l
OAikO
B
jl〈EAk ⊗EBl 〉 =
∑
k,l
OAikO
B
jl [Ps]kl , (19)
that is, P˜s = OAPs(OB)T . Since both OA and OB are or-
thogonal matrices, it follows that ‖P˜s ‖tr = ‖Ps ‖tr, so the
entanglement criterion in Proposition 2 does not depend
on the specific SIC POVMs for systems A and B.
It is not easy to analytically compare the ESIC crite-
rion with CCNR. Nevertheless, through extensive numer-
ical evidence, we find that the ESIC criterion is stronger
than the CCNR criterion. Here we present several obser-
vations and a conjecture. For a product state, we have
‖C ‖tr ≤ ‖Ps ‖tr . (20)
This inequality follows from Eqs. (6), (13), and (17).
Numerical calculations suggest that this inequality also
holds for separable states.
Conjecture 1. If ‖C ‖tr > 1, then ‖Ps ‖tr > 1.
Remark. The converse of the above relation does not hold
in general. However, for the special case of bipartite pure
states, our numerical calculations suggest that
‖C ‖tr − 1 = 2(‖Ps ‖tr − 1) . (21)
The same is true if the bipartite state is a convex com-
bination of a pure state and the completely mixed state.
So the ESIC criterion and the CCNR criterion become
equivalent in this special case. Incidentally, in this case,
they are also equivalent to the nonlinear criteria pre-
sented in Refs. [10, 14]. Note that Eq. (21) can be verified
analytically in the case of two-qubit pure states.
For a bipartite pure state ρ = |ψ〉〈ψ|, the Schmidt de-
composition in Eq. (2) is closely related to the Schmidt
decomposition of |ψ〉. Suppose |ψ〉 has the Schmidt de-
composition
|ψ〉 =
dA∑
k=1
λ˜k|uAk 〉|vBk 〉 , (22)
where λ˜k are the Schmidt coefficients and satisfy∑
k λ˜
2
k = 1. Then the Schmidt coefficicents in Eq. (2)
are given by λ˜iλ˜j for i, j = 1, 2, . . . , dA. Therefore,
‖C ‖tr =
∑
i
∑
j
λ˜iλ˜j =
(∑
j
λ˜j
)2
, (23)
In Fig. 2, we plot the value of ‖C ‖tr − 1 [that is,
2(‖Ps ‖tr−1) according to Eq. (21)] against the two inde-
pendent squared Schmidt coefficients for two-qutrit pure
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FIG. 2. The value of ‖C ‖tr − 1 [or 2(‖Ps ‖tr − 1) accord-
ing to Eq. (21)] with respect to the two independent squared
Schmidt coefficients for two-qutrit pure states. The minimum
(the three fulcrums) corresponds to product states, while the
maximum (top of the surface plot, or center of the contours)
corresponds to the maximally entangled states.
states. All states are entangled, except for the ones cor-
responding to the minimum value (the three fulcrums)
of the surface plot, which are product states. Top of the
surface (or center of the contours) represents the maxi-
mally entangled states. Incidentally, for two-qubit pure
states, the corresponding plot is an arc lying on the plane
formed by one of the horizontal axes and the vertical axis.
In the following section, we use various examples to
demonstrate that Conjecture 1 holds true.
V. EXAMPLES
For the first example, let us consider two-qubit states.
In this case, the PPT criterion [5, 6] is necessary and
sufficient for detecting entanglement. For a randomly
generated two-qubit state ρ2qb, if it is entangled, then
we add white noise to it and get the state
ρ(q) = qρ2qb + (1− q)1
4
, 0 ≤ q ≤ 1. (24)
The threshold value of q at which ρ(q) becomes sepa-
rable can be determined by the PPT criterion ‖ρTB ‖tr.
Then we compare it with the values determined by the
ESIC ‖Ps ‖tr and CCNR ‖C ‖tr criteria, respectively.
The smaller the difference is as compared to the PPT
criterion, the better the criterion is. Figure 3 illustrates
the results on 10 000 entangled two-qubit states which
are generated randomly according to the Hilbert-Schmidt
measure [26]. As can be seen, the ESIC citerion is better
than CCNR in most of the cases. Notably, all states that
are detected by CCNR can also be detected by ESIC.
Moreover, the advantage of ESIC over CCNR is not
only tied to the Hilbert-Schmidt measure. To corrobo-
rate this point, we have considered random mixed states
5generated according to various different measures. In
particular, we have studied induced measures on mixed
states obtained by taking partial trace of the Haar ran-
dom pure states of bipartite systems [27]. For example,
if |Ψ〉 is a Haar random pure state in dimension N ×K,
then taking partial trace over the second system yields
a random mixed state ρ = trK(|Ψ〉〈Ψ|) on the Hilbert
space of dimension N . The resulting induced measure
will be denoted by (N,K). Note that this measure is
equivalent to the Hilbert-Schmidt measure when N = K.
In general, as K increases, the measure gets more biased
towards more mixed states. Here we are interested in the
two-qubit random mixed states, so N = 2 × 2 = 4. Ta-
ble I shows the distinction between ESIC and CCNR for
three different choices of K, namely K = 3, 4, 6. In all
three cases, ESIC can detect more entangled states than
CCNR. In addition, we have considered random states
generated according to the Jeffreys prior over the proba-
bility space [28]. Again, the ESIC criterion is better than
CCNR.
We mentioned early that the CCNR criterion is able
to detect certain bound entangled states, where the PPT
criterion fails completely. In the second example, we con-
sider the family of 3 × 3 bound entangled states intro-
duced by P. Horodecki [29],
ρxPH =
1
8x+ 1

x 0 0 0 x 0 0 0 x
0 x 0 0 0 0 0 0 0
0 0 x 0 0 0 0 0 0
0 0 0 x 0 0 0 0 0
x 0 0 0 x 0 0 0 x
0 0 0 0 0 x 0 0 0
0 0 0 0 0 0 1+x2 0
√
1−x2
2
0 0 0 0 0 0 0 x 0
x 0 0 0 x 0
√
1−x2
2 0
1+x
2

.
(25)
Although these states cannot be detected by the PPT
criterion and are not distillable, they are nevertheless
entangled for 0 < x < 1. Consider the mixtures of ρxPH
with the white noise,
ρ(x, q) = qρxPH + (1− q)
1
9
, 0 ≤ q ≤ 1. (26)
Figure 4 illustrates the parameter range for which the
state ρ(x, q) is entangled and can be detected by the ESIC
(CCNR) criterion. It is clear from the figure that the
ESIC criterion can detect strictly more entangled states
than the CCNR criterion.
For the next example, we consider the 3 × 3 bound
entangled states called chessboard states [30]. They are
defined as
ρcb = N
4∑
j=1
|Vj〉〈Vj | , (27)
with N being the normalization constant, where the un-
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0
0.02
0.04
0.06
0.08
0.1
0.12
FIG. 3. For a randomly generated two-qubit entangled state,
we add white noise to it until it cannot be detected by a par-
ticular criterion. The horizontal (vertical) axis represents the
difference in the threshold value between the ESIC (CCNR)
criterion and the PPT criterion. The smaller the difference
is, the better the criterion is. The plot illustrates the results
on 10 000 entangled two-qubit states which are generated ran-
domly according to the Hilbert-Schmidt measure [26], which
demonstrates that the ESIC criterion is much better than the
CCNR criterion.
TABLE I. Entanglement detection of two-qubit states gen-
erated randomly according to various measures. Altogether
50 000 states are generated in each case, and the numbers
show the fractions of states that are detected. Here the sym-
bol (N,K) denotes the family of measures induced by the
Haar measure on the unitary group U(NK), and in the two-
qubit case N = 4; see Ref. [27] for details. The symbol
“Jeff” represents the online readily-made random samples in
Ref. [28] that are generated according to the Jeffreys prior
over the probability space. As we can see, the ESIC criterion
is better than CCNR no matter what measure we choose to
generate the random samples.
(4, 3) (4, 4) (4, 6) Jeff
PPT 92.93% 75.88% 41.35% 79.27%
CCNR 84.60% 65.77% 33.91% 69.18%
ESIC 85.97% 67.27% 35.09% 70.75%
normalized vectors are
|V1〉 = |m5, 0,m1m3/m6; 0,m6, 0; 0, 0, 0〉 ,
|V2〉 = |0,m1, 0;m2, 0,m3; 0, 0, 0〉 ,
|V3〉 = |m6, 0, 0; 0,−m5, 0;m1m4/m5, 0, 0〉 ,
|V4〉 = |0,m2, 0;−m1, 0, 0; 0,m4, 0〉 . (28)
These chessboard states are characterized by the six real
parameters mks for k = 1, 2, . . . , 6. We compare the
ESIC criterion with the CCNR criterion on randomly
generated chessboard states, where the six parameters
are drawn independently from the normal distribution
with zero mean value and standard deviation of 2. Al-
together 50 000 random states are generated, and the re-
60 0.2 0.4 0.6 0.8 1
0.994
0.995
0.996
0.997
0.998
0.999
1
CCNR
ESIC
FIG. 4. Entanglement detection of ρ(x, q), mixtures of
Horodecki 3× 3 bound entangled states with the white noise.
States above the red solid (blue dashed) curve are detected by
the ESIC (CCNR) criterion. The ESIC criterion can detect
all states detected by the CCNR criterion and some additional
states.
     0%
18.358%
20.366%
PPT CCNR ESIC
 0%
 5%
10%
15%
20%
25%
FIG. 5. Entanglement detection of 3 × 3 chessboard states.
Altogether 50 000 states are generated randomly, and the plot
shows the fractions of states that are detected by three crite-
ria, respectively. Here the PPT criterion fails completely, the
ESIC criterion can detect roughly 2% more states than the
CCNR criterion.
sults are shown in Fig. 5. As we can see, the PPT cri-
terion fails completely in this case. The CCNR criterion
detects 18.36% states, while the ESIC criterion is able to
detect 20.37% states, which is roughly 2% more. Again,
all states that are detected by CCNR can also be detected
by ESIC.
Last but not least, we show that the ESIC criterion
is better than CCNR also for higher dimensions. How-
ever, this conclusion does not mean that the ESIC cri-
terion will get stronger in higher dimensions, as it has
been shown already that each single criterion based on
positive maps detects smaller fractions of states if the di-
mension increases; see Refs. [31, 32]. Altogether 50 000
2 2 3 3 4 4 5 5 6 6 7 7
 0%
10%
20%
30%
40%
50%
60%
70%
80%
1.59%
1.38%
1.22%
1.01%
0.31%
0.018%
FIG. 6. Entanglement detection of dA × dB states with the
ESIC and CCNR criteria. The states are generated randomly
according to the Hilbert-Schmidt measure. In each case, the
ESIC criterion is able to detect more states, which are repre-
sented by the red portion in each bar (value on top).
random states are generated according to the Hilbert-
Schmidt measure in each dimension ranging from 2 × 2
up to 7× 7, respectively, see the results in Fig. 6. In all
these cases, the ESIC criterion is shown to be better than
CCNR, although the differences vary with the dimension.
It is quite surprising that an unusually large percentage
of entangled states is detected in the 3×3 case compared
to other dimensions. Dimension 3 has been known to be
very special in the study of SIC POVMs [21]. The reason
behind such anomaly deserves further study.
VI. CONCLUSION
A SIC POVM represents a special single measurement
setting, which is tomographically complete. In this paper
we show that by using SIC POVMs we can construct a
stronger and more efficient entanglement detection crite-
rion than the CCNR criterion based on local orthogonal
observables. The superiority of our criterion is illustrated
with various examples. The reason behind this superior-
ity is worthy of further study. In passing, we note that
an equivalent criterion can be constructed by replacing
SIC POVMs with the complete sets of mutually unbiased
bases.
For the CCNR criterion, the local uncertainty relation
provides a straightforward construction of nonlinear en-
tanglement witnesses. Then, an interesting open ques-
tion is how to achieve a nonlinear improvement for the
ESIC criterion with SIC POVMs. Note that the non-
linear criterion with SIC POVMs introduced recently in
Ref. [19] is identical to the criterion using observables in
Refs. [10, 14].
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