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Streszczenie
Jednym z badań medycznych stosowanych w diagnostyce chorób przewodu 
pokarmowego jest  bezprzewodowa endoskopia kapsułkowa.  Wynikiem badania 
jest  film,  którego interpretacja  przeprowadzana  przez lekarza  wymaga  dużego 
skupienia uwagi, jest długotrwała i męcząca. Wyniki interpretacji nie są  powta-
rzalne – zależą od wiedzy i doświadczenia konkretnego lekarza.
Przedmiotem  niniejszej  monografii  są  opracowane  przez  autora  metody
numeryczne,  których celem jest  analiza obrazów cyfrowych z endoskopu bez-
przewodowego  zwiększające  powtarzalność,  wiarygodność  oraz  obiektywizm 
diagnozy medycznej. Mają one ograniczyć nakład pracy lekarza podczas ogląda-
nia  filmu,  zautomatyzować  procedurę  interpretacji  oraz  umożliwić  analizę 
ilościową wybranych zmian chorobowych. Zaproponowane rozwiązania pozwala-
ją  między innymi na scharakteryzowanie ruchu własnego endoskopu względem 
przewodu pokarmowego,  automatyczną  regulację  szybkości odtwarzania  filmu, 
rekonstrukcję obrazu powierzchni przewodu pokarmowego, detekcję wybranych 
zmian chorobowych na podstawie cech barwy i tekstury obrazu oraz segmentację 
obrazów w celu wyodrębnienia obszarów objętych zmianami patologicznymi.
Do najważniejszych osiągnięć opisanych w niniejszej monografii należą: mo-
del  deformowalny  do  analizy  ruchu  własnego  kamery,  uniwersalna  metoda 
obliczania naprężeń w modelach deformowalnych oraz nowy, szybki algorytm se-
lekcji cech i klasyfikacji trudno rozdzielnych skupień  wykorzystujący wielotop 
wypukły.  Wszystkie opracowane metody poddano ocenie jakościowej i  ilościo-
wej,  w  szczególności  zbadano  ich  przydatność  do  wspomagania  interpretacji 
filmów endoskopowych. Efektem prowadzonych prac są udostępnione w interne-
cie  programy  komputerowe,  w  których  zastosowano  opracowane  algorytmy: 
WCE Player do analizy ruchu własnego endoskopu i rekonstrukcji powierzchni 
przewodu pokarmowego, a także MaZda do analizy cech barwy i tekstury obra-
zów oraz do klasyfikacji danych.
Wykaz skrótów i oznaczeń
CLD deskryptor rozkładu przestrzennego koloru (ang. color layout descriptor)
COM macierz zdarzeń (ang. co-occurrence matrix)
DCD deskryptor koloru dominującego (ang. dominant color descriptor)
EHD deskryptor histogramów linii brzegowych (ang. edge histogram de-
scriptor)
HMMD przestrzeń koloru (ang. hue min max difference)
HSV przestrzeń kolorów odcień, nasycenie i wartość (ang. hue, saturation,  
value)
HTD deskryptor tekstury homogenicznej (ang. homogeneous texture descrip-
tor)
L*a*b* przestrzeń kolorów objęta normą Międzynarodowej Komisji Oświetle-
niowej
LDA liniowa analiza dyskryminacyjna (ang. linear discriminant analysis)
MAD średnia różnic bezwzględnych (ang. mean absolute difference)
MDF atrybuty najlepiej różnicujące (ang. most discriminative features)
MDR model deformowalny o kształcie koncentrycznych pierścieni (ang. mo-
del of deformable rings)
MI informacja wzajemna (ang. mutual information)
MSE błąd średniokwadratowy (ang. mean square error)
NCC znormalizowana korelacja wzajemna (ang. normalized cross-correla-
tion)
NNCH najbliższy wielotop wypukły (ang. neares neighbour convex hull)
RBFN radialna sieć neuronowa (ang. radial basis function network)
RGB przestrzeń kolorów składowych czerwonej, zielonej i niebieskiej (ang. 
red, green, blue)
RLM macierz długości ciągów pikseli (ang. run-length matrix)
ROI obszar zainteresowania (ang. region of interest)
SCD skalowalny deskryptor koloru (ang. scalable color descriptor)
SFFS sekwencyjne przeszukiwanie w przód (ang. sequential floating forward 
selection)
SMO minimalna optymalizacjia sekwencyjna (ang. sequential minimal opti-
mization)
SOI filtr o skończonej odpowiedzi impulsowej
SVM maszyna wektorów nośnych (ang. support vector machine)
TBD deskryptor przeszukiwania tekstury (ang. texture browsing descriptor)
VSCH wielotop wypukły oparty na wektorach (ang. vector supported convex hull)
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WCE bezprzewodowa endoskopia kapsułkowa (ang. wireless capsule endo-
scopy)
XYZ przestrzeń kolorów objęta normą Międzynarodowej Komisji Oświetle-
niowej
YIQ przestrzeń kolorów standardu telewizji NTSC (ang. National Television  
System Committee)
YUV przestrzeń kolorów wykorzystywana w standardzie telewizji PAL (ang. 
Phase Alternating Line)
∇ operator nabla
a współczynnik skalowania
A zdarzenie losowe
B zdarzenie losowe
Bj wersor j-tej hiperpłaszczyzny o zwrocie do wnętrza wielotopu
bj0 przesunięcie hiperpłaszczyzny względem początku układu współrzęd-
nych zgodnie z wektorem Bj 
C0 środek ciężkości wielotopu
d odległość obrazu od środka przetwornika optoelektronicznego; symbol 
różniczkowania
D średnica pola widzenia w obrazie endoskopowym
E funkcjonał, tzw. energia wewnętrzna aktywnego konturu
Ee składnik energii wewnętrznej modelujący oddziaływanie obrazu
Ei składnik energii wewnętrznej modelujący naprężenia
ek odległość między położeniem węzła a jego położeniem otrzymanym
w wyniku transformacji
EMDR energia wewnętrzna deformowalnych pierścieni
Ep q. energia cząstkowa oddziaływań między węzłami
f  ogniskowa obiektywu kamery
G deskryptor ruchu modelu deformowalnym
(i) numer kolejnego przybliżenia procedury optymalizacji
I(·) funkcja jasności obrazu
Im maksymalna jasność obrazu
jkl elementy macierzy transformacji afinicznej
Js macierz transformacji afinicznej dla sąsiedztwa węzła s
k              indeks, zmienna pomocnicza
l              indeks, zmienna pomocnicza
m indeks, zmienna pomocnicza
n              indeks, zmienna pomocnicza
M macierz stała wykorzystywana do obliczania naprężeń
Mp q energia cząstkowa modelowania oddziaływań obrazu
N wielkość bloku pikseli
Ns liczebność zbioru wektorów cech
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O(.) wskaźnik złożoności obliczeniowej algorytmu
P liczba pierścieni 
p, q parametry powierzchni parametrycznej; indeksy węzłów  modelu dys-
kretnego
P(.) prawdopodobieństwo zdarzenia
Q liczba węzłów w pierścieniu; wskaźniki niedoskonałości odseparowania 
klas za pomocą powierzchni wypukłej
r              promień najmniejszego pierścienia po zainicjowaniu modelu
rD połowa średnicy kapsułki
S droga pokonana przez kapsułkę względem ścian przewodu pokarmowego
s parametr krzywej parametrycznej; indeks węzła modelu dyskretnego
t  czas 
∆t czas prezentacji obrazu sekwencji wideo
tk             element wektora przesunięcia w transformacji afinicznej
Ts wektor przesunięcia w transformacji afinicznej dla sąsiedztwa węzła s
v wektor współrzędnych węzła dyskretnego modelu deformowalnego
v
 wektor współrzędnych węzła dyskretnego w modelu odniesienia
VD, VP estymowana prędkość wzdłużna endoskopu
w stosunek promieni sąsiednich pierścieni
X wektor współrzędnych wszystkich węzłów modelu deformowalnego
x, y współrzędne węzła dyskretnego modelu deformowalnego na płaszczyźnie
xo, yo wersory w kierunkach wyznaczonych przez osie współrzędnych x, y
x , y współrzędne węzła dyskretnego, niezdeformowanego modelu deformo-
walnego
α kąt obrotu
γ kąt widzenia kamery
β kąt określający kierunek rozciągnięcia względem osi poziomej
∆g czas prezentacji obrazu w automatycznym sterowaniu szybkością
odtwarzania filmu
εs błąd średniokwadratowy położenia węzłów 
η parametr określający wielkość sąsiedztwa
Ηs sąsiedztwo węzła s
λ wartości własne macierzy
µ wartość  średnia jasności obrazu
ξ parametr wpływu obrazu na model deformowalny
ρ parametr odporności modelu deformowalnego na deformowanie
ρA parametr podatności modelu na skalowanie
ρR parametr podatności modelu na obrót
ρS parametr podatności modelu na rozciąganie
ρT parametr podatności modelu na przemieszczanie
σ odchylenie standardowe jasności w obrazie
τ parametr odporności aktywnego konturu na rozciąganie
φ kąt pod jakim widziany jest obrazowany obiekt
ψ parametr sterowania szybkością odtwarzania filmu
ω estymowana prędkość obrotowa endoskopu wokół jego osi podłużnej
1. Wstęp
W 1966 roku na ekranach kin pojawił się film Fantastyczna podróż  (Fanta-
stic  Voyage)  [1],  [2] w  reżyserii  Richarda  Fleishera.  Fabuła  oparta  jest  na 
oryginalnym pomyśle – w wyniku wyścigu zbrojeń i rywalizacji dwóch supermo-
carstw  powstaje  technologia  umożliwiająca  zmniejszanie  atomów.  Dzięki  tej 
technologii łódź podwodna pomniejszona do wielkości mikrometra zostaje wpro-
wadzona do ludzkiego ciała, aby wykonać skomplikowany zabieg chirurgiczny. 
Trzydzieści cztery lata później, w „Nature” [3], pojawia się wzmianka o no-
wej technice endoskopowej, w której wykorzystuje się miniaturową kapsułkę do 
obserwacji wnętrza układu pokarmowego człowieka. Kapsułka, co ciekawe, po-
wstała w wyniku badań i projektów inżyniera konstruującego wcześniej pociski 
rakietowe. Jego doświadczenie, zdobyte w zupełnie innej dziedzinie, zostało wy-
korzystane do opracowania narzędzia stosowanego w diagnostyce medycznej [4]. 
Bezprzewodowy endoskop kapsułkowy (ang. Wireless Capsule Endoscope), zwa-
ny też po prostu endoskopem bezprzewodowym lub kapsułkowym, to pierwszy 
krok ku realizacji fantazji z 1966 roku.
Rys. 1.1. Rysunki łodzi podwodnej Proteus z filmu Fantastic Voyage (po lewej) 
i kapsułki endoskopu bezprzewodowego (po prawej)
Przed pojawieniem się  endoskopu bezprzewodowego obrazowanie wizyjne 
wnętrza układu pokarmowego było możliwe tylko dzięki technikom wzierniko-
wym,  gastroskopii  i  kolonoskopii.  Gastroskopia  [5–8] to  metoda  diagnostyki 
górnego odcinka układu pokarmowego, która polega na wprowadzeniu do niego 
giętkiego przewodu ze źródłem światła i układem przesyłającym obraz z wnętrza 
ciała.  Za  pomocą  gastroskopu obejrzeć  można  wnętrze przełyku,  żołądka  oraz 
dwunastnicy. Kolonoskopia  [5] to analogiczna technika umożliwiająca obrazo-
wanie jelita grubego. Gastroskop i kolonoskop nie pozwalają jednak zobrazować 
wnętrza jelita cienkiego. Problem ten częściowo rozwiązuje technika enteroskopii 
dwubalonowej [9], [10], która daje możliwość wizualizacji całości układu pokar-
mowego,  jednakże wiąże się  ona z dużą  uciążliwością  dla  pacjenta – wymaga 
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często znieczulenia ogólnego, jest długotrwała, a jej zastosowanie może prowa-
dzić do powikłań. 
Natomiast  przeprowadzenie  badania  za  pomocą  endoskopu  bezprzewo-
dowego, po pierwsze jest metodą  mało inwazyjną, a po drugie umożliwia kom-
pleksową  wizualizację  całego  przewodu  pokarmowego.  Dodatkowo  należy 
podkreślić fakt, że jest ono mniej uciążliwe dla pacjenta niż badanie wziernikowe, 
gdyż  kapsułka  endoskopu  bezprzewodowego  z  zamontowaną  w  jej  wnętrzu
kamerą jest połykana przez pacjenta i w sposób naturalny wędruje wewnątrz prze-
wodu  pokarmowego.  Wspomniany  wcześniej  film Fantastic  Voyage trwa  sto 
minut –  wynikiem działania kapsułki jest również film, ale trwa on blisko osiem 
godzin, a następne kilka godzin poświęca lekarz gastroenterolog na jego dokładne 
obejrzenie i ocenę.
Podczas analizowania danych lekarz używa komputera ze specjalistycznym 
oprogramowaniem, które umożliwia odtwarzanie zarejestrowanego filmu z róż-
nymi  prędkościami,  zatrzymywanie  go  oraz  cofanie,  oznaczanie  charaktery-
stycznych miejsc przewodu pokarmowego, a także wskazywanie obrazów z odna-
lezionymi  zmianami  chorobowymi.  Dopiero  po  obejrzeniu  całości  nagrania 
gastroenterolog może w pełni ocenić jego jakość i stopień przydatności do celów 
diagnostycznych.  Narzędzia  do automatycznego wykrywania obrazów ze zmia-
nami chorobowymi  dostępne w komercyjnych programach komputerowych są 
niedoskonałe. Przykładowo procedury wskazujące obrazy o dominującym kolorze 
czerwonym,  mające  sugerować  miejsca  potencjalnych  krwawień,  w  praktyce 
przydatne są tylko w niewielkim stopniu. Ilościowa analiza rozległych zmian cho-
robowych,  której  wyniki  stanowią  kluczowy  czynnik  decydujący  o  sposobie 
leczenia także nie jest wspomagana automatycznie.  Niewystarczające są też  in-
formacje dotyczące lokalizacji kapsułki w ciele pacjenta, a sama zawartość poje-
dynczego obrazu ze zmianą chorobową nie pozwala na  wystarczająco dokładne 
wskazanie jej położenia w ciele pacjenta. Wyposażenie omawianych programów 
komputerowych w brakujące elementy automatycznego wspomagania diagnozy 
staje się jednym z bardziej pożądanych działań poprawiających w rezultacie sku-
teczność endoskopii bezprzewodowej.
Szybka lokalizacja  zmian chorobowych,  możliwość  oceny przydatności 
całego filmu przed przystąpieniem do jego analizowania, szybkie przywoły-
wanie  istotnych  fragmentów  filmu,  odrzucenie  nieistotnych  odcinków 
materiału wideo oraz automatyczne  sterowanie  odtwarzaniem filmu mogą 
poprawić efektywność badania, jak i trafność samej diagnozy. 
Niniejsza praca jest poświęcona zagadnieniom komputerowej analizy ob-
razów cyfrowych z endoskopu bezprzewodowego. Jej celem jest opracowanie 
i  walidacja  algorytmów  komputerowych  zwiększających  powtarzalność,
wiarygodność  oraz  obiektywizm  diagnozy  medycznej.  Mają  one  również 
ograniczyć  nakład pracy lekarza podczas  oglądania  filmu endoskopowego 
oraz zwiększyć komfort jego pracy, a ponadto zautomatyzować procedurę in-
terpretacji oraz umożliwić analizę ilościową wybranych zmian chorobowych. 
Zakłada się wykorzystanie endoskopu bezprzewodowego o typowej budowie 
bez wprowadzania w nim zmian konstrukcyjnych i bez stosowania uzupeł-
niających technik obrazowania. 
1. Wstęp 11
Rozwiązanie przedstawionych problemów jest możliwe za pomocą metod 
komputerowej analizy obrazów, takich jak automatyczna detekcja i klasyfi-
kacja  zmian  chorobowych,  segmentacja  obrazów  w  celu  wyodrębnienia 
obszarów tych zmian oraz śledzenie ruchu własnego endoskopu względem 
przewodu pokarmowego. 
Zarówno zmiany konstrukcyjne kapsułki, w szczególności opracowanie napę-
du  i  zdalnego  sterowania,  jak i  stosowanie  dodatkowych metod  obrazowania, 
takich jak ultrasonografia lub tomografia komputerowa, są albo technicznie nie-
wykonalne,  albo  wiążą  się  ze  zwiększeniem  kosztów badania  lub  zwiększają 
dyskomfort pacjenta. 
Osiągnięcie przedstawionych celów wymaga opracowania metod numerycz-
nych przetwarzania i analizy obrazów. Pierwszym krokiem jest analiza kształtu 
geometrycznego  kapsułki  i  charakteru  jej  poruszania  się  wewnątrz  przewodu
pokarmowego. Umożliwia ona sformułowanie założeń upraszczających, które po-
zwalają na zdefiniowanie modelu ruchu kapsułki wewnątrz układu pokarmowego 
i wyprowadzenie przybliżonych zależności wiążących informację niesioną  przez 
film z szybkością przemieszczania się endoskopu. W celu rozwiązania problemu 
analizy ruchu w obrazie i szacowania szybkości opracowano metodę   deformo-
walnych pierścieni  [11–18] należących do rodziny tzw. modeli deformowalnych 
[19–24]. Deformowalne pierścienie charakteryzuje oryginalna budowa, nie wystę-
pująca w innych znanych modelach.  Ponadto,  zastosowano w nich nowatorską 
metodę korekcji kształtu i położenia, która rozwiązuje problem korekcji kształtu 
w sposób ogólny  i  może być  stosowana w innych modelach deformowalnych
o arbitralnie zdefiniowanej budowie. 
Jednym  z  efektów  działania  deformowalnych  pierścieni  jest  opis  ruchu
własnego kapsułki za pomocą deskryptorów. Deskryptory są wielkościami liczbo-
wymi charakteryzującymi wybrane cechy i składowe ruchu kapsułki. Wykazano, 
że deskryptory umożliwiają  rozpoznawanie rodzajów skurczów jelita cienkiego, 
które determinują ruch kapsułki oraz intensywność zmian w rejestrowanym przez 
endoskop obrazie. Wykorzystując zależność pomiędzy wartościami deskryptorów 
a intensywnością zmian w obrazie, opracowano metodę automatycznego doboru 
szybkości odtwarzania  filmu,  dzięki  której  obserwowana  przez lekarza zmiana 
treści obrazu jest bardziej płynna.
Kolejnym efektem działania modelu jest pojedynczy obraz (mapa) będący re-
prezentacją  całego przewodu pokarmowego. Obraz ten umożliwia szybką ocenę 
kompletności  i  jakości  uzyskanego  materiału  wideo  oraz wykrycie  niektórych 
rozległych zmian chorobowych.  Zaproponowana metoda generowania  obrazu-
-mapy na podstawie filmu z endoskopu kapsułkowego stanowi także oryginalne 
opracowanie.
Dla potrzeb detekcji  wybranych zmian patologicznych sformułowano algo-
rytm łączący analizę  tekstury i barwy obrazu oraz selekcję  cech i klasyfikację. 
Zaprojektowana metoda selekcji i klasyfikacji, wykorzystująca wielotop [25] wy-
pukły  wektorów,  będąca  również  własnym opracowaniem autora,  pozwala  na 
szybkie i pełne przeszukanie podzbiorów cech, co nie było możliwe w praktyce 
przy użyciu innych znanych metod selekcji.
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Przedstawione powyżej zagadnienia zaprezentowano w pracy według określo-
nej kolejności.  Informacje dotyczące konstrukcji endoskopu bezprzewodowego, 
charakterystyki uzyskiwanych danych obrazowych oraz narzędzia wykorzystywa-
ne przez lekarza do analizowania danych przedstawiono w rozdziale 2. Przyjęty
w rozważaniach model ruchu endoskopu kapsułkowego oraz metody analizy ru-
chu własnego endoskopu bezprzewodowego i automatycznego doboru szybkości 
odtwarzania filmu, a także algorytm generowania obrazu reprezentującego całość 
powierzchni wewnętrznej układu pokarmowego omówiono w rozdziale 3. 
W rozdziale 5. przedstawiono metody służące do detekcji obrazów ze zmiana-
mi  chorobowymi.  Opisano w nim także przyjętą  metodę  obliczania  lokalnych 
cech  (deskryptorów)  barwy  i  tekstury  obrazu.  Ponadto  scharakteryzowano
algorytmy selekcji cech,  umożliwiające odróżnienie obrazów przedstawiających 
zmiany  chorobowe  od  pokazujących  prawidłowy  stan  powierzchni  przewodu
pokarmowego.
Walidacja metod, opinie lekarzy, ocena ilościowa wyników zastosowania me-
tody w diagnostyce medycznej zawarte są  w rozdziałach 4. i 6. W rozdziale 7. 
sformułowano wnioski oraz podsumowano całość pracy.
2. Problemy, cel i motywacja
2.1. Endoskopia kapsułkowa
W diagnostyce układu pokarmowego wykorzystuje się metody obrazowania 
wizyjnego,  nazywane  ogólnie  metodami  endoskopowymi.  Pierwszym  urzą-
dzeniem  endoskopowym,  umożliwiającym  takie  obrazowanie  w  organizmach
żywych był fiberoskop  [8].  Elementami  fiberoskopu są  wiązka  światłowodów
z układami  optycznymi,  obiektywem na jednym końcu  i  okularem na  drugim
oraz układ oświetlający. Jeden kraniec wiązki, z obiektywem, wprowadza się do 
organizmu pacjenta, wykorzystując do tego naturalne otwory, podczas gdy drugi, 
z okularem, pozostaje na zewnątrz. Źródło światła umożliwia oświetlenie badane-
go narządu, a do przesyłania obrazu wnętrza układu pokarmowego na zewnątrz 
wykorzystuje się  wiązkę  światłowodów, przy czym poszczególne światłowody 
umożliwiają przekazanie pojedynczych elementów obrazu. Fiberoskop należy do 
grupy endoskopów wziernikowych (enteroskopów) – urządzeń, których konstruk-
cja obejmuje półsztywny kabel wpychany do organizmu pacjenta – stąd, używana 
potocznie w języku angielskim, nazwa push-endoscopy.
Miniaturyzacja  kamer wizyjnych spowodowała, że w aparatach endoskopo-
wych stosowanie wiązek światłowodów przestało być  konieczne – obecnie na 
końcu  przewodu  enteroskopu  instaluje  się  miniaturową  kamerę.  Nowoczesne
endoskopy zaopatrzone są  również  w manipulatory i urządzenia umożliwiające 
dokonywanie drobnych zabiegów wewnątrz ciała pacjenta, a także w wewnętrzny 
kanał służący do wprowadzania oraz wyprowadzania powietrza lub płynów.
W przypadku badań układu pokarmowego stosowane są dwie techniki entero-
skopowe  [8],  gastroskopia  [26] oraz  kolonoskopia  [27].  W pierwszej  z  nich, 
enteroskop wprowadzany jest przez usta i umożliwia obrazowanie przełyku, żo-
łądka oraz dwunastnicy. W drugiej technice enteroskop wprowadzany jest przez 
odbyt i umożliwia obrazowanie jelita grubego. Ze względu na ograniczenia tech-
niczne dotyczące długości i giętkości przewodu enteroskopu, klasyczne techniki 
enteroskopowe nie umożliwiają obrazowania jelita cienkiego. Jak wiadomo, prze-
bieg  jelita  cienkiego  charakteryzuje  się  wieloma  zakrętami,  a  długość  jelita
u człowieka wynosi przeciętnie sześć metrów – utrudnia to znacznie obrazowanie 
jelita cienkiego za pomocą enteroskopu. 
Konstrukcja  enteroskopu  do  badania  jelita  cienkiego  została  opracowana
w pierwszych latach XXI wieku [9], [10], [28]. Enteroskop ten składa się z ela-
stycznego przewodu umieszczonego wewnątrz giętkiej rurki –  zarówno na końcu 
przewodu, jak i na końcu rurki znajdują się woreczki (balony), które mogą  być 
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napełniane  sprężonym  powietrzem.  Napełnienie  balonu  powietrzem powoduje 
unieruchomienie końca rurki lub przewodu w wybranym miejscu przewodu po-
karmowego.  Enteroskop,  zwany dwubalonowym,  można  wprowadzić  do  jelita 
cienkiego przez naprzemienne napełnianie i opróżnianie balonów, przy jednocze-
snym naprzemiennym wpychaniu rurki lub przewodu do wnętrza ciała. Technika 
ta umożliwia obserwację wybranych miejsc całego przewodu pokarmowego, ale 
procedura wizualizacji całości jelita cienkiego jest długotrwała – wielogodzinna. 
Istotne jest również to, że badanie tą metodą jest uciążliwe dla pacjenta i zazwy-
czaj wymaga znieczulenia ogólnego. Nie można także bagatelizować faktu zagro-
żenia przypadkowym uszkodzeniem jelita, co w konsekwencji prowadzi do powi-
kłań [29], [30].
Rys. 2.1. Przekrój kapsułki endoskopu bezprzewodowego typu M2A: 1. przeźroczysta 
kopułka, 2. mocowanie soczewki, 3. soczewka, 4. diody oświetlające, 5. przetwornik 
optoelektryczny, 6. baterie, 7. układ mikroprocesorowy, 8. antena nadajnika (ilustracja 
udostępniona przez firmę GivenImaging)
Stosunkowo małoinwazyjną techniką obrazowania wizyjnego jelita cienkiego 
jest bezprzewodowa endoskopia kapsułkowa (ang. Wireless Capsule Endoscopy – 
WCE) [3], [31], [32], znana również jako endoskopia kapsułkowa lub endoskopia 
bezprzewodowa. Umożliwia ona uzyskanie obrazów wizyjnych całego układu po-
karmowego, w tym również jelita cienkiego. Jej niewątpliwą zaletą jest niewielka 
uciążliwość dla pacjenta, gdyż kapsułka ma małe rozmiary, a jej połknięcie nie 
jest tak nieprzyjemne jak poddanie się badaniu enteroskopowemu.
Endoskop bezprzewodowy został wprowadzony na rynek przez izraelską fir-
mę  GivenImaging.  Jak już wspomniano, kapsułka została zaprojektowana przez 
jednego z jej założycieli, którego doświadczenie przy projektowaniu pocisków ra-
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kietowych okazało się bardzo przydatne. W roku 2000 produkt otrzymał aprobatę 
amerykańskiej agencji FDA [3], [33]. Technologia ta (rysunki 2.1 i 2.2) otrzymała 
początkowo  nazwę  handlową  M2A,  potem  gamę  produktów  firmy  nazwano
PillCam, a kapsułkę do badań jelita cienkiego oznaczono skrótem SB (ang. small  
bowel). Obecnie podobne produkty dostarczane są przez japońską firmę Olympus 
pod nazwą  EndoCapsule [34–36], przez koreańską firmę  Intromedic pod nazwą 
MicroCam [36], [37], a także przez chińską  firmę  Chongqingjinshan Science & 
Technology pod nazwą  OMOM [38]. Oryginalną  konstrukcję endoskopu kapsuł-
kowego  o  nazwie  Sayaka [36],  [39–41] (rysunek  2.3a)  zaproponowała  też 
japońska  firma  RF System.  Prace nad  sterowaną  kapsułką  endoskopową  były
również prowadzone w Europie w ramach projektu Vector [39], [42], [43] (rysu-
nek 2.4) oraz Nemo [43], [44].
Rys. 2.2. Elementy systemu endoskopii bezprzewodowej: pas biodrowy,
zestaw anten, odbiornik-rejestrator i kapsułka w opakowaniu
(ilustracja udostępniona przez firmę GivenImaging)
System endoskopii bezprzewodowej obejmuje kapsułkę z wbudowaną kame-
rą,  diodowym  źródłem  światła  białego,  nadajnikiem  sygnału  wizyjnego  oraz 
źródłem  zasilania.  Ponadto  w  skład  systemu  wchodzi  odbiornik-rejestrator,
system anten odbiorczych montowanych na ciele pacjenta oraz komputer z opro-
gramowaniem do analizy otrzymanego filmu. 
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Kapsułka uruchamia się automatycznie w chwili wyjęcia jej z opakowania. 
Jest ona połykana przez pacjenta, po czym przemieszcza się w przewodzie pokar-
mowym  w  sposób  naturalny,  podobnie  jak  pokarm,  wykorzystując  naturalne 
ruchy układu trawiennego oraz w pewnym stopniu siły grawitacji i bezwładności. 
W dostępnych na rynku urządzeniach nie stosuje się mechanizmów napędowych, 
czy też  jakiegokolwiek sterowania przemieszczaniem lub orientacją  endoskopu, 
choć jak wspomniano prowadzone są prace nad bezprzewodowymi endoskopami 
z własnym napędem  [45–50]. Należy zauważyć,  że mankamentem wykorzysty-
wanych  obecnie  systemów  endoskopii  bezprzewodowej  jest  brak  możliwości 
precyzyjnej lokalizacji kapsułki wewnątrz organizmu pacjenta czy też określenia 
jej orientacji. Wady te powodują, że diagnosta nie może w sposób czynny uczest-
niczyć  w  badaniu  i  kierować  endoskopem  bezprzewodowym,  tak  jak  ma  to 
miejsce w  przypadku  technik  wziernikowych.  Niemożliwe  jest  też  precyzyjne 
określenie położenia zmian patologicznych wykrytych za pomocą kapsułki.
                         
a)                                                                 b)
Rys. 2.3. Rysunki kapsułek o specyficznych rozwiązań konstrukcyjnych:
a) Sayaka – z kamerą obrotową skierowaną prostopadle do osi oraz
b) Eso 2 – z dwiema kamerami do obrazowania przełyku
Obrazy wykorzystywane w niniejszej pracy pochodzą  z kapsułki typu  Pill-
Cam SB. Kapsułka ma 26 mm długości, 11 mm średnicy i przesyła do noszonego 
przez pacjenta odbiornika obrazy kolorowe o wielkości 256×256 pikseli z często-
tliwością  dwóch obrazów na  sekundę,  zaś  pole widzenia  kapsułki  jest  okrągłe
o kącie widzenia 140°. Badanie trwa około ośmiu godzin i w tym czasie kapsułka 
jest  w stanie  przemieścić  się  do  jelita  grubego oraz  przesyłać  do  rejestratora
ponad 50 000 obrazów.
kamera
kamera
kamera
2.1. Endoskopia kapsułkowa 17
Rys. 2.4. Wizja artystyczna kapsułek endoskopowych umożliwiających przeprowadzanie 
zabiegów wewnątrz przewodu pokarmowego (ilustracja ze strony projektu Vector [42])
Po zakończeniu badania obrazy z rejestratora kopiuje się na dysk komputera, 
gdzie tworzą one ośmiogodzinny film wideo. Interpretacja tego materiału jest za-
daniem wykwalifikowanego  lekarza  gastroenterologa.  Wymaga  ona  obejrzenia 
całego filmu w celu odnalezienia zmian patologicznych, takich jak krwawienia, 
erozje wewnętrznej powierzchni jelit, wrzody, polipy, nieprawidłowe przewężenia 
światła przewodu pokarmowego i  tym podobne.  Opisany proces diagnostyczny 
wymaga skupienia uwagi, ponieważ  niektóre zmiany mogą  być  niewielkie, wi-
doczne jedynie w pojedynczych obrazach i łatwo jest je przeoczyć. Bardzo duża 
liczba zarejestrowanych obrazów sprawia, że interpretacja filmu zajmuje zazwy-
czaj  około  dwóch  godzin  –  nawet  jeśli  odtwarzanie  materiału  odbywa  się 
częściowo  w  przyspieszonym  tempie.  Właściwa  ocena  materiału  wizualnego
wymaga czasami kilkukrotnego obejrzenia  wybranego fragmentu filmu,  zatrzy-
mywania  oraz  przewijania  wstecz.  Jest  to  wyczerpująca  i  nużąca  praca,  co
w konsekwencji wpływa negatywnie na zdolność koncentracji i może prowadzić 
do  nieścisłej  lub  nawet  błędnej  diagnozy.  Należy  zaznaczyć,  że  odnalezienie 
wszystkich zmian chorobowych,  nawet  tego samego rodzaju,  jest  istotne i  ma 
wpływ na sposób leczenia, gdyż pojedyncze zmiany mogą  być leczone z wyko-
rzystaniem metod enteroskopowych, a liczne lub rozległe wymagają interwencji 
chirurgicznej.
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Rys. 2.5. Okno programu RapidReader z włączonym jednoczesnym podglądem czterech 
kolejnych obrazów filmu
RapidReader [33] (rysunek 2.5) firmy GivenImaging jest przykładem progra-
mu komercyjnego,  który służy do interpretacji  danych wizyjnych z endoskopu 
kapsułkowego. Za jego pomocą możliwe jest odtwarzanie materiału diagnostycz-
nego z różnymi prędkościami w przód i w tył. Program ten jest także wyposażony 
w pasek  zaawansowania,  na  podstawie  którego  można  oszacować,  jaka  część
filmu została już odtworzona. Wskazując miejsce na pasku zaawansowania moż-
na, choć  nieprecyzyjnie, wskazać wybraną  część filmu, którą chce się obejrzeć. 
Dodatkową  funkcją  programu  RapidReader jest  możliwość  jednoczesnego
wyświetlania na ekranie dwóch lub czterech kolejnych obrazów filmu – ta zwielo-
krotniona  prezentacja  pozwala  na  dwu-  lub  czterokrotne  wydłużenie  czasu 
percepcji pojedynczego obrazu przy tej samej szybkości odtwarzania. W doku-
mentacji programu twierdzi się, że ma to wpływ na szybkość uzyskania i jakość 
wyników interpretacji. Innym narzędziem udostępnianym w programie jest detek-
cja obrazów o dużym udziale barwy czerwonej, ma to być w założeniu użyteczne 
w wykrywaniu krwawień wewnątrz przewodu pokarmowego [31], [51–53]. Na-
rzędzie  to  jednak jest  używane przez  lekarzy stosunkowo niechętnie  i  z  dużą 
rezerwą  ze  względu  na  znaczną  liczbę  błędnych  pozytywnych  detekcji  (mała
swoistość).
Przykładem niekomercyjnego programu komputerowego do analizy obrazów 
z endoskopu bezprzewodowego jest CapView [54], [55]. Jego głównym zadaniem 
jest  wskazywanie obrazów przedstawiających wybrane rodzaje zmian chorobo-
wych.  Program jest  wynikiem prac prowadzonych w ramach projektu  badaw-
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czego na Uniwersytecie Aveiro w Portugalii,  którego celem jest  wykorzystanie 
metod  przetwarzania  i  analizy  obrazów  do  wspomagania  interpretacji  filmów
z endoskopu bezprzewodowego. W ramach projektu jest również tworzona kolek-
cja  obrazów przedstawiających różne zmiany chorobowe wraz z odpowiednimi 
opisami. 
Programy wspomagające interpretację filmów z endoskopu bezprzewodowe-
go umożliwiają tworzenie listy tzw. znalezisk (ang. findings). Zadaniem diagnosty 
jest wprowadzenie na listę identyfikatorów obrazów charakterystycznych miejsc 
przewodu pokarmowego (np. początku i końcu jelita cienkiego), obrazów, w któ-
rych wykryto zmiany chorobowe, a także syntetycznego opisu tego, co te obrazy 
przedstawiają.  Tak  sporządzona  lista  staje  się  zazwyczaj  elementem  raportu
z przeprowadzonego badania.
2.2. Niedostatki narzędzi do analizy filmów
Jednym z utrudnień na jakie napotyka lekarz gastroenterolog podczas inter-
pretacji danych obrazowych jest nierównomierność ruchu endoskopu. Ruch ten 
wywoływany jest jedynie przez skurcze przewodu pokarmowego oraz siłę grawi-
tacji, gdyż kapsułka nie ma własnego napędu ani innego układu umożliwiającego 
sterowanie nią.  Sposób jej  przemieszczania  się  jest  więc ściśle uzależniony od 
tego,  jak  poruszają  się  jelita.  W jelicie  cienkim wyróżnić  można  dwa  rodzaje 
skurczy [56]: perystaltyczne oraz odcinkowe, zwane też segmentowymi. Pierwszy 
rodzaj odpowiedzialny jest za przesuwanie pokarmu – jest to skurcz obwodowy, 
przesuwający się  w sposób jednostajny w stronę  odbytu.  Drugi rodzaj skurczu
ma bardziej  chaotyczny charakter  i jest odpowiedzialny za mieszanie pokarmu. 
Skurcze rozdzielone są  w czasie  fazami  bezruchu – odpoczynku mięśni jelita.
W wyniku oddziaływania tego typu bodźców na endoskop bezprzewodowy, uzy-
skiwane obrazy charakteryzują się zróżnicowaną zmiennością. W fazie bezruchu 
kolejne obrazy pokazują ten sam fragment powierzchni jelita i praktycznie się nie 
zmieniają.  Dopiero gdy endoskop jest przesuwany przez skurcze perystaltyczne, 
zmiany obrazu stają się płynne i w sposób jednoznaczny można zaobserwować 
charakter ruchu kapsułki względem otoczenia. Skurcze mieszające natomiast po-
wodują  gwałtowne  zmiany  w  obrazie,  kolejne  sekwencje  obrazów  mogą  się 
znacznie różnić między sobą i pokazywać zupełnie inne fragmenty ścian przewo-
du pokarmowego. Trudno jest wówczas powiązać ze sobą przestrzennie kolejne 
obrazy i określić rodzaj ruchu, w jakim znajduje się endoskop.
Lekarz  dokonujący  oceny  diagnostycznej  materiału  stara  się  przeglądać
fragmenty uzyskane w fazie odpoczynku jelita w przyspieszonym tempie,  a te 
fragmenty, które uzyskano podczas skurczy perystaltycznych zazwyczaj ogląda 
z mniejszą szybkością odtwarzania, natomiast uzyskane podczas skurczy miesza-
jących ogląda  uważnie „klatka  po  klatce”.  W przypadku,  w  którym po fazie 
bezruchu następują  skurcze mieszające,  lekarz nie  jest  w stanie  wystarczająco 
szybko zareagować i musi zatrzymać odtwarzanie, aby przewinąć film wstecz, do 
chwili, w której następuje gwałtowna zmiana widoku z kamery. Należy przyznać, 
że ten sposób pracy z materiałem diagnostycznym wymaga ciągłego skupienia 
uwagi, co w konsekwencji  jest bardzo męczące.
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Zdarza się  także często,  że obraz z kapsułki zostaje przesłonięty przez po-
karm,  przez  co  obserwacja  powierzchni  przewodu  pokarmowego  staje  się 
niemożliwa. W zapisie wideo niektórych badań, długie fragmenty filmu składają 
się właśnie z takich obrazów i są nieprzydatne z punktu widzenia diagnostyki me-
dycznej. Efektywność interpretowania danych mogłaby wzrosnąć, gdyby możliwe 
było wykrycie takich fragmentów jeszcze przed przystąpieniem do oglądania fil-
mu.  Brakuje  jednak  narzędzi  oceny  całości  nagrania  wideo  pod  kątem  jego 
jakości lub kompletności. Ocena taka byłaby możliwa w przypadku innej prezen-
tacji  danych  obrazowych –  nie  w postaci  filmu,  ale  w  postaci  pojedynczego 
obrazu przedstawiającego całość  wewnętrznej powierzchni przewodu pokarmo-
wego.  Opracowania  metody  generowania  takiego  obrazu  podjęła  się  firma
RF System, projektując kapsułkę endoskopową o nazwie Sayaka [41]. W zapropo-
nowanym rozwiązaniu kamera jest skierowana prostopadle i obraca się dookoła 
głównej osi kapsułki, a obrazy są nakładane na siebie tak, aby uzyskać pojedyn-
czy obraz całości przewodu pokarmowego.  Wadą  tego rozwiązania  jest  jednak 
duża złożoność konstrukcyjna, ruchome elementy oraz konieczność zasilania ze-
wnętrznym  polem  elektromagnetycznym.  Koncepcja  tworzenia  pojedynczego 
obrazu przedstawiającego całość powierzchni przewodu pokarmowego jest nato-
miast  warta  bliższej  uwagi  –  w  dalszej  części  pracy  zostanie  przedstawiona 
metoda generowania podobnego obrazu na podstawie filmu z kapsułki o nieru-
chomej kamerze.
W wykorzystywanych obecnie  programach komputerowych do  analizy fil-
mów endoskopowych brakuje także narzędzi analizy ilościowej, nie ma między 
innymi procedur do automatycznej detekcji zmian chorobowych i zliczania liczby 
ich wystąpień. W przypadku występowania rozległych zmian chorobowych, obej-
mujących znaczne powierzchnie, niemożliwe jest obliczenie udziału tych zmian 
w całkowitej powierzchni przewodu pokarmowego. 
2.3. Przegląd kierunków badań
Funkcje programów służących do wspomagania interpretacji filmów z endo-
skopii  bezprzewodowej  należy  uznać  za  niewystarczające.  Poprawa  ich 
funkcjonalności stanowi wyzwanie, ale jest zadaniem możliwym do zrealizowa-
nia.  W tym celu konieczne jest  opracowanie nowych metod numerycznych do 
wspomagania analizy filmów uzyskiwanych za pomocą endoskopu bezprzewodo-
wego.  Ich wynikiem powinno być  skrócenie czasu poświęcanego przez lekarza
na  interpretację  filmu,  zmniejszenie  prawdopodobieństwa  przeoczenia  zmian
patologicznych, zwiększenie komfortu pracy diagnosty oraz umożliwienie prze-
prowadzenia analiz ilościowych. 
Przegląd publikacji naukowych poświęconych temu zagadnieniu pozwala za-
uważyć kilka kierunków, w których są prowadzone badania. Jednym z nich jest 
opracowanie metod klasyfikacji obrazów endoskopowych [52], [57–72] na przed-
stawiające stan normalny, zmiany chorobowe oraz obrazy nieprzydatne z punktu 
widzenia  diagnostyki  medycznej  (np.  obraz treści  pokarmowej  przesłaniającej 
światło i ścianki przewodu pokarmowego). Dzięki temu uwaga gastroenterologa 
może skupić się głównie na interpretacji obrazów zmian chorobowych. Inne po-
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dejście polega na kategoryzacji obrazów ze względu na ich przynależność do kon-
kretnego  odcinka  przewodu  pokarmowego  [55],  [73–80] (przełyku,  żołądka, 
dwunastnicy, jelita cienkiego, jelita grubego) i jeśli tylko wiadomo, w którym od-
cinku  przewodu  pokarmowego  występuje  poszukiwana  zmiana  patologiczna, 
wówczas  oglądanie  filmu  można  ograniczyć  do  obrazów  przedstawiających
właśnie  ten  odcinek.  Trzeci  kierunek  polega  na  wstępnej  analizie  filmu  pod 
względem  intensywności  zmian  kolejnych  obrazów  [11–18],  [81–84],  co  ma 
związek  z nierównomierną  prędkością  przemieszczania  się  endoskopu.  W tym 
przypadku w czasie odtwarzania filmu fragmenty, w których obraz się nie zmie-
nia,  są  odtwarzane  z  większą  szybkością,  natomiast  fragmenty,  w  których 
następują  szybkie zmiany treści obrazu,  są  odtwarzane w zwolnionym tempie. 
Czwarte podejście zaś polega na przetworzeniu filmu do postaci pojedynczego 
obrazu stanowiącego odwzorowanie powierzchni całości  układu pokarmowego 
[11–13],  [15],  [16],  [18],  [41]. Ocena  takiego obrazu zajmuje mniej  czasu niż 
obejrzenie filmu.
Prace nad  sposobami  wspomagania  interpretacji  wideo  z  endoskopii,  pro-
wadzone  przez  niezależne  grupy badawcze,  dotyczą  metod  detekcji  obrazów 
przedstawiających wybrane zmiany patologiczne w układzie pokarmowym, algo-
rytmów do  segmentacji  topograficznej  oraz  analizy  ruchu  własnego  kapsułki.
W pracach  [55], [73–75], [85] deskryptory koloru i tekstury opisane standardem 
MPEG 7 [86–88] zostały wykorzystane do tzw. segmentacji topograficznej, czyli 
klasyfikacji  obrazów  ze  względu  na  ich  przynależność  do  określonej  sekcji
układu pokarmowego.  Podobne podejście zaprezentowano w publikacjach  [64], 
[77–80], w których deskryptory koloru i tekstury wykorzystano między innymi
do detekcji przejścia kapsuły przez odźwiernik żołądka.
W artykułach [81–83] przedstawiono metodę, w której jako znaczących użyto 
cech obrazu, takich jak jasność,  kontrast oraz wybrane parametry geometryczne 
obszarów obrazu poddanego segmentacji. Porównanie wektorów tych cech opisu-
jących kolejne  obrazy filmu  umożliwiło  podział  jego  fragmentów ze względu
na fazy ruchu jelit (skurcz, odpoczynek). Wykazano, że fazy skurczu powodują 
szybsze przemieszczanie się kapsuły wewnątrz układu pokarmowego, a odpowia-
dające im obrazy wymagają większej uwagi podczas interpretacji.
Metody służące do opisu parametrów ruchu własnego kamery endoskopowej 
zostały przedstawione w pracach [89–91]. Wykorzystują one równania geometrii 
epipolarnej w połączeniu z dopasowaniem (tzw. rejestracją) obrazów pochodzą-
cych z endoskopu oraz grafiki komputerowej uzyskanej na podstawie obrazów 
objętościowych tomografii rentgenowskiej lub rezonansu magnetycznego. Wyka-
zano przydatność  tej metody w bronchoskopii (endoskopii dróg oddechowych), 
jednak dla  potrzeb  opisu ruchu własnego endoskopu kapsułkowego opisywany 
sposób jest niewystarczający. Wynika to zfaktu, że w przeciwieństwie do stosun-
kowo sztywnych i  nieruchomych narządów jakimi  są  tchawica i  oskrzela,  dla 
których utworzenie trójwymiarowego modelu wydaje się łatwe, model elastycz-
nego i  giętkiego  jelita  cienkiego,  będącego dodatkowo w ciągłym ruchu,  jest
w praktyce niewykonalny – choć prace nad takim modelem są prowadzone [92], 
[93]. Ponadto nawet gdyby było to możliwe, to pacjentów poddawanych badaniu 
endoskopem bezprzewodowym rzadko bada  się  dodatkowo z wykorzystaniem 
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technik  obrazowania  trójwymiarowego,  gdyż  takie  uzupełniające  badanie  jest 
zbyt kosztowne.
Na podstawie przeglądu publikacji można stwierdzić, że mamy do czynienia 
ze wstępnym stadium badań nad metodami analizy filmów z endoskopu kapsuł-
kowego. Publikacje te wykazują potencjalne możliwości prezentowanych metod, 
pod warunkiem ich dalszego rozwijania i udoskonalania. Wykazuje się związki 
pomiędzy badanymi  cechami  obrazów a występowaniem zmian chorobowych, 
charakterystycznych  miejsc  przewodu  pokarmowego  oraz  fazami  ruchu  jelit.
Prezentowane w literaturze wyniki nie dowodzą jednak, że proponowane rozwią-
zania  mogą  zostać  bezpośrednio  wykorzystane w  praktyce,  a  są  jednocześnie 
obarczone dużymi błędami klasyfikacji lub ograniczają się do niewielkiej liczby 
wybranych przypadków, przez co są  statystycznie niewiarygodne.  Pomimo,  że 
publikowane materiały nie przedstawiają  jeszcze gotowych rozwiązań,  to wska-
zują  na  potencjalne  możliwości  metod  analizy  obrazu  w endoskopii  bezprze-
wodowej. 
2.4. Motywacja i cel badań
Choroby układu pokarmowego występują stosunkowo często i są poważnym 
problemem na całym świecie, w tym również w naszym kraju. Powodzenie lecze-
nia  chorób  nowotworowych  jelita,  choroby  Leśniowskiego-Crohna  [94],  [95]
czy innych chorób wrzodowych układu pokarmowego,  jest  uzależnione od  ich 
wczesnego rozpoznania – wymaga zatem stosowania nowoczesnych metod obra-
zowania  umożliwiających  odnalezienie  i  identyfikację  zmian  patologicznych 
wewnątrz układu pokarmowego.  Potrzebne są  zwłaszcza metody umożliwiające 
badania przesiewowe, które byłyby zautomatyzowane i jednocześnie tanie w za-
stosowaniu.
Metoda badania  z wykorzystaniem endoskopu bezprzewodowego jest  prak-
tycznie nieinwazyjna, a jeśli porównać ją  z klasyczną  enteroskopią,  to jest ona 
również  znikomo uciążliwa dla  pacjenta. Dla wielu objawów wskazujących na 
potencjalne schorzenia jelita cienkiego endoskopia kapsułkowa jest obecnie zale-
cana  jako  podstawowe  badanie  diagnostyczne  w  przypadku  niewyjaśnionych 
krwawień wewnątrz przewodu pokarmowego [32]. Pomimo swoich zalet i poten-
cjału  diagnostycznego  endoskopia  kapsułkowa  jest  mało  znana  i  stosunkowo 
rzadko stosowana. W Polsce takie badanie nie jest refundowane przez Narodowy 
Fundusz Zdrowia, a pacjent zmuszony jest zapłacić za nie około trzy tysiące zło-
tych, przy czym znaczny udział w cenie badania ma praca lekarza.
Autor niniejszej rozprawy opracował wcześniej metody wykorzystujące mo-
dele deformowalne  [23], [24],  [96–102] oraz analizę tekstury i  barwy obrazów 
[103–112].  Uzyskiwane  wyniki  pozwoliły  postawić  hipotezę,  że  właśnie  te
metody umożliwią rozwiązanie problemów występujących podczas oceny diagno-
stycznej  filmów endoskopowych.  We wcześniejszych pracach  wykazano przy-
datność  opracowanych deformowalnych  modeli  siatkowych do  rozpoznawania 
obrazów i  śledzenia  ruchu  [23],  [24],  [96],  [97],  podobne  modele  mogą  być
przydatne w śledzeniu ruchu własnego endoskopu bezprzewodowego. Prace doty-
czące analizy  tekstury  i  barwy  doprowadziły  do  powstania  oryginalnego pro-
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gramu komputerowego  [103–106], w którym zaimplementowane procedury słu-
żące  do  obliczania  cech  obrazów  wykraczają  poza  specyfikację  określoną 
standardem MPEG 7. Program ten z powodzeniem wykorzystano w wielu ośrod-
kach badawczych do analizy obrazów biomedycznych [113–139] i wykazano, że 
zaimplementowane w nim metody są użyteczne do wykrywania lub oceny zmian 
chorobowych. Można więc przyjąć, że będą one równie użyteczne w przypadku 
analizy obrazów endoskopowych. 
Dzięki współpracy z Narodowym Instytutem Standardów i Technologii  (USA), 
Azjatyckim Instytutem Gastroenterologii (Indie) oraz ze Szpitalem Klinicznym 
im.  N.  Barlickiego  Uniwersytetu  Medycznego w  Łodzi,  autor  uzyskał  dostęp
do ponad 70 filmów będących wynikiem badań  przeprowadzonych za pomocą
endoskopu bezprzewodowego. Filmy te poddano interpretacji medycznej, a odna-
lezione  obrazy  zmian  chorobowych  zostały  oznaczone  i  opisane  przez  wy-
specjalizowanych diagnostów. Dostęp do takiego materiału umożliwił przeprowa-
dzenie  wiarygodnej  analizy  statystycznej,  optymalizację  parametrów  propo-
nowanych metod,  wykonanie testów dla  zróżnicowanych,  rzeczywistych przy-
padków  oraz  walidację  zaproponowanych  rozwiązań.  Współpraca  z  gastro-
enterologami z ośrodków medycznych umożliwiła również wykorzystanie opinii 
lekarzy, uzyskanie oceny eksperta-praktyka oraz testowanie metod w warunkach 
zbliżonych do klinicznych.
Celem opisanych tu badań było opracowanie metod komputerowej analizy 
obrazów, użytecznych do wspomagania diagnostyki medycznej przewodu pokar-
mowego z  wykorzystaniem endoskopu bezprzewodowego z  pojedynczą,  nieru-
chomą kamerą zwróconą wzdłuż głównej osi kapsułki. Przyjęto, że cel powinien 
zostać  osiągnięty dla  danych obrazowych pochodzących z obecnie  używanych
endoskopów bezprzewodowych,  bez wprowadzania  w nich zmian konstrukcyj-
nych i bez konieczności używania innych, wspomagających metod wizualizacji
lub lokalizacji.
3. Analiza ruchu endoskopu
3.1. Model ruchu endoskopu
Bezpośrednim wynikiem działania kapsuły endoskopowej jest sekwencja wi-
deo złożona z około 50 000 obrazów. Biorąc pod uwagę, że nie wykorzystuje się 
innych metod obrazowania, film ten stanowi jedyne źródło informacji  o ruchu 
kapsułki względem ścian przewodu pokarmowego. Określenie sposobu porusza-
nia się kamery na podstawie obrazów rejestrowanych przez tę kamerę należy do 
grupy zagadnień analizy ruchu własnego (ang. egomotion). W klasycznym podej-
ściu do rozwiązania tego zagadnienia [140–142] ruch kamery określany jest przy 
założeniu, że porusza się ona w przestrzeni trójwymiarowej w nieruchomym śro-
dowisku. Kamera ma w takim przypadku sześć stopni swobody ruchu względem 
tego środowiska i może się przesuwać w trzech kierunkach: przód-tył, lewo-pra-
wo i góra-dół oraz obracać w osi podłużnej i w osiach poprzecznych poziomej
i pionowej. 
Rozwiązanie problemu ruchu własnego polega na odnalezieniu w dwóch ko-
lejnych obrazach tych samych charakterystycznych punktów sceny. Kiedy znane 
są  właściwości  układu optycznego,  przesunięcia  charakterystycznych punktów 
sceny w czasie oraz ich odległości od kamery,  można sformułować  równania,
w których niewiadomymi są wektor przesunięcia i kąty obrotu kamery. Rozwiąza-
nie tych równań  prowadzi do  opisu  ruchu kamery  względem sceny w sposób 
ilościowy.
W przypadku endoskopu bezprzewodowego problem estymacji ruchu własne-
go  jest  jednak bardziej  złożony,  ponieważ  środowisko,  w którym porusza  się 
kamera,  nie jest nieruchome. W wyniku skurczów jelit  powierzchnia przewodu 
pokarmowego porusza  się  i  zmienia  swój  kształt.  Nie są  też  znane odległości
pomiędzy  punktami  sceny  i  nie  jest  również  możliwe  zmierzenie  odległości
pomiędzy punktem sceny a kamerą. Ponadto należy pamiętać, że obrazy w endo-
skopie SB (ang. small bowel) są generowane z częstotliwością dwóch na sekundę, 
a kolejne obrazy w serii mogą  przedstawiać zupełnie inne fragmenty przewodu 
pokarmowego.  Taka  sytuacja  ma  miejsce  przede  wszystkim  podczas  ruchów
mieszających, które sprawiają,  że w kolejnych obrazach nie występują  te same 
punkty charakterystyczne. 
Rozwiązanie zagadnienia analizy ruchu kapsułki endoskopowej wymaga więc 
sformułowania dodatkowych założeń. W zaproponowanym modelu ruchu zakłada 
się, że kapsułka utrzymuje określoną orientację względem otaczającego ją środo-
wiska,  z  czego  wynikają  ograniczenia  dotyczące  stopni  swobody  jej  ruchu. 
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Ponadto zakłada się,  że przewód pokarmowy, w którym porusza się  endoskop 
bezprzewodowy charakteryzuje się określonym kształtem, rozmiarami oraz wła-
ściwościami mechanicznymi.
a)
b)
Rys. 3.1. Rzutowanie obrazu w endoskopie bezprzewodowym: a) wewnątrz elastycznego 
ścisłego przewodu i b) wewnątrz sztywnej rury
Prędkość i orientacja endoskopu zależą od kształtu i ruchów perystaltycznych 
układu trawiennego. Jednak ze względu na wydłużony kształt kapsułki i stosun-
kowo małe światło jelita cienkiego, które zaciska się wokół niej, przez większość 
czasu jej orientacja jest zgodna z kierunkiem przebiegu jelita. Skurcze perystal-
tyczne  powodują  przepychanie  kapsułki  w  kierunku  zgodnym  z  przebiegiem 
przewodu pokarmowego; biorąc pod uwagę  konstrukcję  endoskopu również  oś 
kamery jest z nim zgodna. W rzeczywistości, w wyniku pofałdowania powierzch-
ni przewodu pokarmowego i ruchów mieszających, endoskop może się ustawić 
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skośnie lub poprzecznie do kierunku ruchu. Można jednak przyjąć, że taka orien-
tacja jest krótkotrwała i występuje stosunkowo rzadko.
Ograniczenia  co do  orientacji  kapsułki  względem przewodu pokarmowego 
powodują, że ruch obserwowany w obrazach z endoskopu bezprzewodowego ma 
specyficzny charakter. Gdy kamera endoskopu zwrócona jest zgodnie ze zwrotem 
wektora jej ruchu, to ściany przewodu pokarmowego w obrazie przesuwają się od 
jego środka na zewnątrz. W odwrotnym przypadku ściany w obrazie przesuwają 
się od zewnątrz do jego środka. Oznacza to, że szybkość przemieszczania się kap-
sułki  endoskopowej można  określić  na  podstawie przemieszczeń  treści  obrazu 
wzdłuż  półprostych o  początkach w środku obrazu.  Dla porównania,  podobne 
rozwiązania związane z ograniczeniem stopni swobody kamery można znaleźć  
w publikacjach [143], [144].
Powiązanie  prędkości  przemieszczania  się  endoskopu  z  ruchem w obrazie 
wymaga przyjęcia jednego z dwóch proponowanych modeli geometrii przewodu 
pokarmowego  [145].  W pierwszym z nich  przyjmuje się,  że ściany przewodu
pokarmowego ściśle przylegają do obudowy kapsułki, w tym również do przeźro-
czystej  kopułki  osłaniającej  kamerę.  W takim przypadku (rys. 3.1a),  ponieważ 
kopułka jest sferyczna, to odległość S, o jaką przesuwa się kapsułka, jest propor-
cjonalna do różnicy kąta φ, pod jakim widoczny jest wybrany punkt otaczającego 
środowiska w kolejnych obrazach. Obraz tego punktu na powierzchni rzutowania 
(przetwornika optoelektrycznego) tworzy się w odległości d od osi układu optycz-
nego  kamery  (środka  przetwornika).  Parametr  d  jest  powiązany  z  kątem  φ 
zależnością d = f tan(φ), gdzie f jest ogniskową obiektywu kamery. Stąd prędkość 
kapsułki można przybliżyć równaniem (3.1.1). 
V D=
r D
∆t tan1d t∆tf tan1d tf  (3.1.1)
Wielkość dt jest odległością obrazu punktu przewodu pokarmowego mierzoną 
od środka powierzchni przetwornika w chwili t. Wielkość dt-∆t jest odległością ob-
razu  tego  samego  punktu  mierzoną  w  czasie  t – ∆t.  Różnica  ∆t  jest  czasem 
pomiędzy uzyskaniem dwóch kolejnych obrazów i w przypadku kapsułki wyko-
rzystywanej w badaniach wynosi 0,5 s.
W drugim modelu zastosowano równania rzutowania perspektywicznego przy 
założeniu, że ściany przewodu pokarmowego są sztywną  rurą  o okrągłym prze-
kroju i znanej średnicy. Przyjęto, że średnica przewodu jest równa średnicy (2rD) 
kapsułki endoskopu. Odległość  S kapsułki od punktu na powierzchni przewodu 
pokarmowego jest w tym przypadku odwrotnie proporcjonalna do odległości ob-
razu tego punktu od środka powierzchni przetwornika. Prędkość kapsułki można 
zatem estymować za pomocą równania (3.1.2).
V P=
rD f
∆t  1dt 
1
d t∆t  (3.1.2)
Z technicznego punktu widzenia problemem jest nieznajomość rozdzielczości 
przetwornika  optoelektrycznego  oraz  ogniskowej  obiektywu.  Producent  nie
udostępnia  niestety  szczegółowych  danych  dotyczących  parametrów  układu 
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optycznego kapsułki. Jednakże na podstawie ograniczonych informacji dotyczą-
cych kąta widzenia γ oraz średnicy obrazu D można oszacować, że:
f = D
tan γ /2 (3.1.3)
Należy podkreślić,  że obydwa  uproszczenia  pozwalają  jedynie  na  zgrubne 
oszacowanie prędkości  endoskopu bezprzewodowego wewnątrz  układu  pokar-
mowego.  Zastosowane  uproszczenia  są  kompromisem pomiędzy  dokładnością 
obliczeń  a prostotą  modelu ruchu. Wynikają  one w dużym stopniu z braku in-
formacji potrzebnych do pełnej analizy ruchu własnego, np. informacji o rzeczy-
wistej odległości punktu sceny od kamery.
3.2. Modele deformowalne
Tradycyjne techniki przetwarzania obrazów wymagają  na  ogół,  aby wyniki 
jednej procedury stanowiły dane wejściowe następnej. Stosunkowo proste techni-
ki  i  algorytmy  łączone  są  kolejno,  tworząc  bardziej  skomplikowane  systemy 
przetwarzania i analizy obrazów. Przykładowo problem śledzenia ruchu lub dopa-
sowywania do siebie treści dwu podobnych obrazów (ang.  image registration) 
tradycyjnie rozwiązuje się, dzieląc go na dwa mniejsze zagadnienia rozwiązywa-
ne kolejno. 
Pierwsze z nich polega na obliczeniu pola ruchu (ang. motion field) lub prze-
pływu optycznego (ang.  optical flow)  [146]. Pole ruchu oznacza rzut wektorów 
ruchu w przestrzeni trójwymiarowej na płaszczyznę obrazu. Przepływ optyczny
z kolei oznacza pole wektorowe określające przesunięcia treści dwóch obrazów 
między sobą i umożliwiające przekształcenie jednego obrazu w drugi. Z punktu 
widzenia  przetwarzania  obrazów oba określenia są  zbliżone i  często przyjmuje 
się, że pole ruchu można estymować przepływem optycznym. Obliczenie przepły-
wu optycznego polega na wyznaczeniu w jednym z obrazów charakterystycznych 
miejsc, a następnie odnalezieniu punktów podobnych do nich w drugim obrazie. 
Poszukiwane wektory przepływu określają przesunięcie między odpowiadającymi 
sobie miejscami w jednym i  drugim obrazie.  Istnieje  szereg  metod  [146–154] 
określających sposób wyboru takich miejsc oraz mierzenia podobieństwa między 
nimi.  Stosuje  się  je  zależnie od konkretnego zagadnienia,  wymaganej  dokład-
ności  czy  rodzaju  obrazów.  Istotne jest,  że w otrzymanym polu  wektorowym
występować mogą  błędy, które wynikają  z niewłaściwego przypisania do siebie 
punktów z jednego i drugiego obrazu. Może to być spowodowane zakłóceniami 
tworzącymi przypadkowo podobne wzory w obu obrazach lub tym, że w obrazie 
występują powtarzające się fragmenty. Przykładowo, różne choć identyczne okna 
jadącego autobusu lub pociągu mogą zostać uznane w kolejnych obrazach za to 
samo okno.
Drugim etapem analizy  obrazu,  po  obliczeniu  przepływu  optycznego,  jest 
uwzględnienie  relacji  przestrzennych  w  obrazie.  Wykorzystuje  się  tu  pewną
wiedzę  wstępną  o tym jakiego rodzaju  przesunięcia  w obrazie  są  możliwe lub 
oczekiwane.  W przypadku sztywnych obiektów przyjmuje się  np.  że ich ruch 
można opisać równaniem transformacji afinicznej, gdzie na podstawie pola wek-
28 3. Analiza ruchu endoskopu
torowego estymowane są  macierz  transformacji  i  wektor  przesunięcia.  Należy 
zwrócić  uwagę,  że przy sekwencyjnym stosowaniu obu metod błędy obliczenia 
pola wektorowego mają istotny udział w obliczonych parametrach transformacji, 
a te nie są wykorzystywane do korygowania błędów podczas obliczania pola wek-
torowego. 
Analiza  obrazów obejmuje często zagadnienia  i  problemy,  których rozwią-
zanie  wymaga  zastosowania  równolegle  kilku  tradycyjnych  sposobów  prze-
twarzania. Takim przypadkiem jest omawiana diagnostyka obrazowa, która wy-
maga zastosowania kilku algorytmów przetwarzania i analizy obrazów. Modele 
deformowalne stanowią  właśnie jedno z możliwych podejść do łączenia  odręb-
nych metod, które funkcjonując łącznie uzupełniają się i korygują efekty swoich 
działań.  Cechą  wspólną  i  wyróżnikiem  modeli  deformowalnych  jest  między
innymi  umożliwienie  połączenia  wybranego  algorytmu  przetwarzania  obrazu
oraz  metody  narzucającej  ograniczenia  wynikające  z  wiedzy  o  zależnościach 
przestrzennych występujących w tym obrazie. Oba elementy działają  w modelu 
współbieżnie  i  wpływają  na  siebie  wzajemnie  w  celu  korygowania  błędów.
Podejście takie prowadzi do powstania jakościowo nowych rozwiązań o zwięk-
szonej  odporności  na  zakłócenia  oraz  mogące  się  pojawiać  błędy  (ang. 
robustness).
Ideę i sposób działania modeli deformowalnych najprościej można przedsta-
wić  na  przykładzie aktywnego konturu  [21],  [100–102],  [155–164].  Model ten 
jest przykładem połączenia algorytmu obliczania gradientu jasności obrazu z wie-
dzą  o  tym,  że  kontur  jest  ciągłą  i  gładką  krzywą.  W matematycznym opisie 
aktywny kontur jest krzywą daną funkcją parametryczną v(s) = [x(s), y(s)]T, gdzie 
v jest wektorem współrzędnych punktów krzywej,  a s ∈ 〈0, 1〉 jest  parametrem. 
Aktywnemu konturowi przypisuje się pewien funkcjonał nazywany energią  we-
wnętrzną (3.2.1). Ta energia jest całką lokalnych gęstości energii liczoną wzdłuż 
konturu. Gęstość energii w każdym punkcie konturu jest sumą dwóch składników. 
Pierwszy, Ee (tzw. energia zewnętrzna), reprezentuje udział tradycyjnego algoryt-
mu  przetwarzania  obrazu.  Drugi  natomiast,  Ei (tzw.  energia  wewnętrzna), 
reprezentuje  wpływ  narzuconych  ograniczeń  wynikających  z  zależności  prze-
strzennych.
E=∫
0
1
Ee s E is ds (3.2.1)
W oryginalnym modelu aktywnego konturu  [21] energia  Ee (3.2.2) jest pro-
porcjonalna do wartości bezwzględnej gradientu jasności I(.) obrazu w punkcie 
v(s) ze znakiem minus. Energia Ei (3.2.3) jest obliczana z wykorzystaniem równa-
nia energii potencjalnej struny. Współczynniki ρ, τ i ξ są parametrami, parametr ρ  
określa odporność modelu na zginanie (sprężystość), parametr  τ  – odporność na 
rozciąganie (rozciągliwość), natomiast ξ – siłę, z jaką oddziałuje obraz. 
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Ee s=ξ∇ I v s (3.2.2)
E i s=τ∣d vd s∣
2
 ρ∣d
2
v
d s 2∣
2
(3.2.3)
Poszukiwanie rozwiązania, w tym przypadku konturu w obrazie,  polega na 
minimalizacji  wartości  funkcjonału  (3.2.1)  przez  modyfikowanie  funkcji  v(s) 
współrzędnych x i y punktów krzywej.
W praktyce problem jest rozwiązywany numerycznie, co wymaga dyskrety-
zacji parametru  s.  Wówczas całka równania (3.2.1) zostaje zmieniona  w sumę 
energii cząstkowych w dyskretnych węzłach modelu. Funkcjonał staje się funkcją 
wielu zmiennych, gdzie zmiennymi są współrzędne poszczególnych punktów za-
łamań krzywej.  Rozwiązanie problemu polega na zmianie tych współrzędnych,
w taki sposób, aby zminimalizować wartość funkcji. Jednym ze sposobów mini-
malizacji funkcji jest zastosowanie optymalizacji gradientowej.
Analizując równania aktywnego konturu można zauważyć, że mają one nastę-
pujące właściwości.  Minimalizacja wielkości  Ei,  a  więc wartości bezwzględnej 
pierwszej i drugiej pochodnej współrzędnych po parametrze s, powoduje wygła-
dzanie  przebiegu  konturu.  Składnik  ten  przeciwdziała  zginaniu  i  rozciąganiu 
konturu. Minimalizacja składnika Ee powoduje lokalne przemieszczanie się punk-
tów konturu (węzłów) do miejsc o dużej wartości bezwzględnej gradientu jasno-
ści obrazu. 
Optymalizacja gradientowa jest metodą iteracyjną – wymaga ona zainicjowa-
nia  konturu,  czyli  arbitralnego  wyboru  jego  wstępnego  kształtu  i  położenia.
W kolejnych krokach uzyskuje się rozwiązania coraz bliższe lokalnego minimum 
funkcji. Metoda ta wymaga obliczenia gradientu minimalizowanej funkcji w każ-
dej  iteracji  –  jest  to  wielowymiarowy  wektor  w  przestrzeni  współrzędnych 
wszystkich węzłów modelu. Rzut tego wektora na podprzestrzeń współrzędnych 
pojedynczego węzła  można  interpretować  jako  siłę  oddziałującą  na  ten  węzeł
i  wywołującą  jego  ruch.  Wizualizacja  kolejnych  etapów  działania  modelu
deformowalnego pokazuje, że przemieszcza się  on i zmienia  kształt pod wpły-
wem sił  oddziałujących na poszczególne węzły.  Model  taki,  zmieniający  swój 
kształt  w  czasie,  nazywany  jest  dynamicznym.  Zmiana  kształtu  i  położenia
modelu w wyniku minimalizacji funkcji energii będzie dalej nazywana  dopaso-
waniem.
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a)                                                        b)
    
c)                                                           d)
Rys. 3.2. Przykłady prób oznaczania konturu lewej komory serca w obrazie 
ultrasonograficznym: a) obraz oryginalny, b) wartość bezwzględna gradientu jasności 
obliczona za pomocą operatora Sobela, c) kontury uzyskane po zastosowaniu filtracji 
medianowej, progowania jasności i obliczania wartości bezwzględnej gradientu jasności 
oraz d) model aktywnego konturu
Właściwością modelu dynamicznego jest to, że w wyniku optymalizacji znaj-
dowane  jest  lokalne  minimum energii.  Minimum to  występuje  w  przypadku,
w którym siły będące wynikiem obliczania gradientu wielkości Ei oraz Ee równo-
ważą  się  w  każdym węźle  modelu.  W modelu  dynamicznym  kształt  konturu 
zmienia  się  więc pod wpływem sił  oddziaływania  obrazu (zewnętrznego pola) 
oraz  sił  oddziaływań  wewnętrznych  nazywanych  naprężeniami.  Wynikowy 
kształt jest więc osiągany po zrównoważeniu się tych sił i zależy między innymi 
od początkowego kształtu modelu. Przykładem zastosowania aktywnego konturu 
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jest segmentacja obrazów ultrasonograficznych (rysunek 3.2) w celu wyznaczenia 
obszaru przekroju komór serca. Wykorzystanie klasycznych algorytmów, takich 
jak  transformacja  za  pomocą  operatora  gradientowego,  filtracji  i  progowania
jasności (rysunek 3.2b i 3.2c) nie prowadzi do uzyskania jednospójnego obszaru, 
tak jak ma to miejsce w przypadku zastosowania aktywnego konturu (rysunek 
3.2d).
  
a)                                                             b)
Rys. 3.3. Interpretacja graficzna modeli deformowalnych: a) powierzchnia do segmentacji 
obrazów trójwymiarowych i b) płaska sieć do śledzenia ruchu w obrazach wideo
Modele  deformowalne  różnią  się  między  sobą  pod  wieloma  względami. 
Pierwszym z wyróżników jest ich zastosowanie i wynikające stąd wymagania do-
tyczące wymiaru przestrzeni, w której są zdefiniowane oraz wymiaru przestrzeni 
parametrów.  Modele konturów są  narzędziami  wykorzystywanymi  głównie do 
segmentacji obrazów, operują w przestrzeni dwuwymiarowego obrazu i są opisa-
ne jednym parametrem. Deformowalna powierzchnia zamknięta [102], [165–171] 
jest  uogólnieniem  modelu  konturu  na  przypadek  przestrzeni  trójwymiaro-
wej.  Powierzchnia  taka jest opisana funkcją  parametryczną  dwóch parametrów.
Jej zastosowaniem jest np. segmentacja obrazów trójwymiarowych rezonansu ma-
gnetycznego,  tomografii  komputerowej  lub  ultrasonografii  trójwymiarowej. 
Modelem w pewnym sensie pośrednim między konturem a powierzchnią jest mo-
del wycinka płaszczyzny [96–99], [172–180]. Opisany jest on parą parametrów, 
podobnie jak w przypadku deformowalnej powierzchni, a operuje w przestrzeni 
dwuwymiarowego obrazu płaskiego, tak jak aktywny kontur. Po dyskretyzacji pa-
rametrów model wycinka płaszczyzny można przedstawić w postaci płaskiej sieci 
połączonych węzłów, umieszczonej na powierzchni obrazu. Modele tego rodzaju 
są  wykorzystywane  do  śledzenia  ruchu  lub  dopasowywania  do  siebie  treści 
dwóch podobnych obrazów.
W przypadku modeli konturu oraz deformowalnej powierzchni opracowano 
modele nieparametryczne wykorzystujące tzw. metodę poziomic [22], [93], [181–
192] (ang. level set method). W metodzie tej jest wykorzystywana funkcja, nazy-
wana poziomicową,  której argumentami są  współrzędne analizowanego obrazu. 
Funkcja  ta  ewoluuje  –  zmienia  się,  pod  wpływam  obrazu  oraz  oddziaływań
wygładzających.  Wynikowy  kontur  (w  przestrzeni  dwuwymiarowej)  lub  po-
wierzchnię  (w  przestrzeni  trójwymiarowej)  wyznaczają  miejsca  zerowe  tej 
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funkcji.  W odróżnieniu od modelu  parametrycznego, zachowującego topologię, 
modele wykorzystujące metodę poziomic mogą topologię modyfikować. W cza-
sie  ewolucji  może  się  zmienić  liczba  konturów  i  mogą  pojawić  się  kontury 
zamknięte wewnątrz innych. 
W przypadku modeli parametrycznych dyskretyzowane są parametry modelu. 
W przypadku  modelu  niesparametryzowanego,  dyskretyzacja  dokonywana  jest
w dziedzinie funkcji poziomicowej, zazwyczaj zgodnie z rastrem analizowanego 
obrazu. 
Innym stosowanym podziałem modeli konturów i powierzchni, zarówno para-
metrycznych, jak i nieparametrycznych, jest podział na modele brzegowo zależne 
(ang.  edge-based)  i  obszarowo  zależne  (ang.  region-based).  Pierwsza  grupa
wykorzystuje  do  sterowania  kształtem modelu  cechy charakteryzujące granice 
między obszarami (np. gradient jasności), w drugiej grupie zmiana kształtu jest 
wywoływana  przez  cechy  wyróżniające  obszary  obrazu  (np.  poziom  jasności
obrazu).
Cechą  wspólną wszystkich wymienionych kategorii modeli deformowalnych 
jest połączenie oddziaływania lokalnych własności obrazu oraz narzuconych wła-
sności modelu. Właściwość ta może być przydatna w analizie ruchu endoskopu 
bezprzewodowego,  gdyż  pozwala wprowadzić  do procesu analizy ograniczenia 
wynikające z przyjętego modelu ruchu. 
3.3. Koncepcja deformowalnych pierścieni
Rozwiązaniem pozwalającym połączyć metody obliczania przepływu optycz-
nego,  ograniczenia  przestrzenne  i  zaproponowany  model  ruchu  endoskopu 
bezprzewodowego,  jest  opracowany model  deformowalny o  kształcie  koncen-
trycznych pierścieni (ang.  model of deformable rings – MDR). Model ten ma za 
zadanie  wstępne  przetworzenie  danych  wideo  z  endoskopu  i  wygenerowanie
dodatkowej informacji, która wspomogłaby ich interpretację.  Jest to model dys-
kretny  wycinka  płaszczyzny  z  dwoma  parametrami,  działający  w  przestrzeni 
płaskiego obrazu. Model ten można przedstawić w postaci płaskiej sieci połączo-
nych węzłów, której oryginalną cechą jest wzajemne rozmieszczenie węzłów oraz 
sposób ich łączenia. 
W zaproponowanym rozwiązaniu  węzły określone parą  indeksów (dyskret-
nych  parametrów)  p = 1, 2,...P i q = 1, 2,...Q wraz  z  połączeniami  tworzą  sieć 
(graf planarny) o kształcie koncentrycznych pierścieni (rys. 3.4a), zdefiniowaną
w dwuwymiarowej przestrzeni analizowanego obrazu. Współrzędne węzłów po 
zainicjowaniu modelu dane są równaniem (3.3.1), parametr r występujący w tym 
równaniu jest promieniem wewnętrznego pierścienia, zaś parametr w jest stosun-
kiem promieni dwóch sąsiednich pierścieni (większego do mniejszego). 
v p q=[x p q y p q ]
T
=r w p1[cos2 pi qQ  sin2 pi qQ ]
T
(3.3.1)
W pracy przyjęto,  że znak  ˆ (daszek)  będzie  oznaczać  wektory i  wartości 
współrzędnych węzłów po zainicjowaniu  modelu,  przed rozpoczęciem procesu 
dopasowania. Są  to współrzędne węzłów w modelu niezniekształconym jeszcze 
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oddziaływaniem obrazu. Przyjęto także, że początek układu współrzędnych znaj-
duje się  w środku analizowanego obrazu.  Parametry  r i  w są  tak dobrane, aby 
zmieścić model wewnątrz pola widzenia kamery endoskopu z zachowaniem pew-
nego  marginesu  dookoła  (rys. 3.4b).  Potrzeba  zapewnienia  tego  marginesu 
wynika stąd, że w czasie procesu dopasowania, punkty węzłowe mogą zmieniać 
swoje położenie, siatka może ulegać deformacjom i może się też powiększać. 
    
a)                                                                                b)
Rys. 3.4. Budowa modelu złożonego z deformowalnych pierścieni: a) schemat połączeń 
węzłów oraz ich indeksowanie, b) model po zainicjowaniu na powierzchni
analizowanego obrazu
Podstawową  zasadę  działania modelu można opisać w następujący sposób: 
dla każdego węzła są zapamiętywane lokalne charakterystyki obrazu występujące 
w jego  aktualnym położeniu.  Po zmianie  obrazu  na  kolejny,  węzły  poszukują
takich miejsc, których charakterystyki są najbardziej zbliżone do zapamiętanych. 
W wyniku tych poszukiwań  węzły  przesuwają  się  w stronę  tych miejsc,  przy 
czym ich ruch jest do pewnego stopnia ograniczony przez naprężenia – narzucone 
ograniczenia dotyczące zmiany kształtu siatki. Wraz z zakończeniem ruchu wę-
złów są  zapamiętywane lokalne charakterystyki aktualnego obrazu  i procedura 
zostaje powtórzona dla kolejnych obrazów sekwencji wideo.
Ruch punktów węzłowych jest wynikiem minimalizacji energii danej równa-
niem (3.3.2). Energia ta jest zdefiniowana dla modelu z dyskretnymi parametrami 
(indeksami) p i q – nie występuje w nim więc całka powierzchniowa, lecz sumy 
składowych energii cząstkowych poszczególnych węzłów oznaczonych parą tych 
indeksów. Składnikami energii cząstkowych są energie wpływu obrazu na położe-
nie węzła Mp q oraz energie naprężeń (korekcji kształtu) Ep q. 
EMDR=∑
p=1
P
∑
q=1
Q
M p qE p q  (3.3.2)
Energia  MDR jest  funkcją  współrzędnych wszystkich punktów węzłowych 
modelu. Model znajduje się w przestrzeni dwuwymiarowej,  więc liczba zmien-
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nych tej funkcji  jest dwukrotnie większa od liczby wszystkich punktów węzło-
wych i jest równa 2PQ. 
Dopasowanie modelu polega na takiej zmianie współrzędnych x i  y wszyst-
kich  węzłów  p q,  aby  zminimalizować  wartość  funkcji  celu  EMDR.  Do  opty-
malizacji tej funkcji można zastosować minimalizację gradientową.  W metodzie 
tej, dla określonego wektora zmiennych X(i) (wektor zawiera współrzędne wszyst-
kich  węzłów)  jest  obliczany  gradient  funkcji.  Indeks  (i)  oznacza  numer
kolejnego  przybliżenia  (kroku,  iteracji)  procedury  optymalizacji.  Następnie  od 
wektora  X(i) jest  odejmowana  wartość  proporcjonalna do obliczonego wektora 
gradientu. Dla wynikowego wektora X(i+1) ponownie jest obliczany gradient mini-
malizowanej funkcji. Procedura ta jest powtarzana wielokrotnie, aż do uzyskania 
odpowiednio małej wartości bezwzględnej wektora gradientu lub do wykonania 
założonej  liczby powtórzeń.  Dla  funkcji  EMDR można  zapisać  równanie (3.3.3) 
modyfikujące wektor jej zmiennych w celu minimalizacji jej wartości.
X i1=X i∇ EMDR X
i  (3.3.3)
∇ E MDR=∇∑
p=1
P
∑
q=1
Q
M pqE p q =∑
p=1
P
∑
q=1
Q
∇ M p q∇ E p q  (3.3.4)
W celu skrócenia czasu koniecznego do przeprowadzenia powyższej minima-
lizacji  przyjęto  uproszczenie  dotyczące  przybliżonego  wyznaczania  gradientu 
funkcji. Można zauważyć, że gradient wielkości Mp q zależy wyłącznie od położe-
nia węzła  p q i nie zależy od położenia pozostałych węzłów. Wpływ obrazu na 
węzły może być więc obliczony indywidualnie dla każdego węzła. Wartość gra-
dientu Ep q zależy natomiast nie tylko od współrzędnych punktu węzłowego p, q, 
ale  również  od  współrzędnych innych węzłów,  z  którymi  węzeł  p q pozostaje
w interakcji. Można jednak przyjąć, że istotny wpływ na wektor gradientu energii 
Ep q mają wyłącznie współrzędne węzła p q, a współrzędne węzłów pozostających 
z nim w interakcji mają wpływ możliwy do pominięcia. Przy takim uproszczeniu 
równanie gradientu funkcji energii można zapisać w postaci (3.3.5). Symbolami 
xop q oraz  yop q oznaczono wersory w kierunkach wyznaczonych przez osie odpo-
wiednich współrzędnych.
∇ E MDR≈∑
p=1
P
∑
q=1
Q
x pqo ∂ M p q∂ x p q y p qo
∂M p q
∂ y pq
x pq
o ∂E p q
∂ x p q
y pq
o ∂ E p q
∂ y p q  (3.3.5)
Ta uproszczona formuła, w której zmienne będące współrzędnymi węzła p, q 
są  modyfikowane wyłącznie  na  podstawie cząstkowych pochodnych wielkości 
Mp q i  Ep q, zależnych – jak się uznaje – wyłącznie od współrzędnych węzła  p q, 
pozwala  wielokrotnie  skrócić  czas  potrzebny  do  obliczenia  gradientu  funkcji 
EMDR. Podczas prowadzonych eksperymentów nie stwierdzono, aby uproszczenie 
to miało istotny wpływ na zbieżność procesu optymalizacji.
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3.4. Wpływ obrazu na MDR
Podstawowym  zadaniem deformowalnych  pierścieni  jest  podążanie  za  ru-
chem ścian przewodu pokarmowego, a to z kolei jest powodowane przez składnik 
Mp q funkcji  celu  EMDR.  Wybór  odpowiedniej  formuły  energii  cząstkowej  Mp q
oraz dobór jej udziału w EMDR ma więc istotny wpływ na sposób działania całego 
modelu.
Jak już  wspomniano, celem modelu jest umieszczenie węzłów w miejscach 
aktualnie analizowanego obrazu, które są podobne do miejsc odnalezionych w ob-
razie poprzednim.  Oznacza to konieczność  wykorzystania  miary podobieństwa 
lub różnicy między porównywanymi fragmentami obrazów. W przypadku MDR 
rozważano wykorzystanie kilku takich miar, wcześniej wykorzystywanych w za-
stosowaniach medycznych do dopasowywania obrazów [151], [152], [193–201] 
oraz w kompresji wideo do kompensacji ruchu [202–209], m.in.: znormalizowaną 
korelację wzajemną (ang. normalized cross-correlation – NCC) [210–212], infor-
mację  wzajemną  (ang.  mutual  information –  MI)  [152],  [197],  [213],  błąd 
średniokwadratowy (ang.  mean square error – MSE)  [214] oraz średnią  różnic 
bezwzględnych (ang. mean absolute difference – MAD) [207–209], [215]. 
Miary MAD i MSE stosowane do kompensacji ruchu określają  różnicę po-
między dwoma blokami  N×N pikseli. Pierwszy z bloków jest konstruowany na 
podstawie obrazu uzyskanego w czasie t-∆t we współrzędnych [xt-∆t,  yt-∆t]T, drugi 
zaś powstaje z użyciem obrazu uzyskanego w czasie t we współrzędnych [xt, yt]T. 
Miary MAD i MSE są  zdefiniowane odpowiednio równaniami (3.4.1) i (3.4.2), 
gdzie N jest liczbą naturalną nieparzystą, a funkcja I(·) reprezentuje jasność obra-
zu we współrzędnych x, y.
MAD  x , y = 1
N 2
∑
m=N 1/2
N 1 /2
∑
n= N1/2
N 1/2
∣It xm , ynIt ∆ t  xt∆ tm , yt∆ tn ∣
(3.4.1)
MSE  x , y = 1
N 2
∑
m=N1/2
 N1/2
∑
n=N1/2
N1/2
It  xm , ynIt∆t  xt∆ tm , yt∆tn 
2
(3.4.2)
Miara podobieństwa NCC dwóch bloków pikseli z kolejnych obrazów wideo 
zdefiniowana  jest  natomiast  równaniem (3.4.3),  w  którym  µ oznacza  wartość 
średnią jasności, a σ jest jej odchyleniem standardowym. Wielkości te są oblicza-
ne wewnątrz odpowiednich bloków obrazu.
NCC x , y =
∑
m=N 1 /2
N 1 /2
∑
n=N 1 /2
 N1/2
 It  xm , ynµt  It ∆t x t∆tm, yt∆ tn µt t 
σ tσ t t
(3.4.3)
µt=
1
N2
∑
m= N1/2
N1 /2
∑
n= N1/2
N1/2
I t xm , yn (3.4.4)
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σ t= 1N  ∑m= N1/2
N 1/2
∑
n=N1/2
N1/2
It
2 xm , yn  µt2 (3.4.5)
µt t=
1
N 2
∑
m= N1/2
N 1/2
∑
n=N1/2
N 1/2
It ∆ t  xt∆ tm , yt ∆tn  (3.4.6)
σ t∆ t= 1N  ∑m= N1/ 2
 N1/2
∑
n= N1/ 2
 N1/2
I t∆ t
2  xt ∆ tm , y t∆ tnµt∆ t2 (3.4.7)
Ostatnia z analizowanych tu miar, informacja wzajemna MI, jest zdefiniowa-
na  równaniem  (3.4.8)  i  traktuje  porównywane  bloki  pikseli  jako  realizacje 
pewnych zmiennych losowych  A oraz  B.  Funkcja  P(A,  B)  oznacza prawdopo-
dobieństwo równoczesnego wystąpienia zdarzeń  A i  B,  P(A) oraz P(B) są odpo-
wiednio  prawdopodobieństwami zdarzenia  A i  zdarzenia  B.  W zastosowaniach 
związanych z analizą obrazów zdarzenia A oraz B oznaczają wystąpienia określo-
nej  jasności  wewnątrz  bloku  obrazu.  Przyjęto,  że  jasność  może  zmieniać  się
od zera do jasności maksymalnej Im, a w takim przypadku funkcje prawdopodo-
bieństw są odpowiednimi histogramami jasności.
MI  A , B=∑
A=0
I m
∑
B=0
I m
P  A , B log P  A , B
P  AP  B
(3.4.8)
P  A= 1
N 2
∑
m=N1/2
N1/2
∑
n=N1/2
N1/2
{1, I t  xm , yn = A0, I t  xm , yn ≠ A (3.4.9)
P B= 1
N 2
∑
m= N1/ 2
 N1/2
∑
n= N1/ 2
 N1/ 2
{1, I t∆ t  xt ∆tm , y t∆ tn=A0, It∆ t x t∆tm , yt∆ tn≠A (3.4.10)
P A , B= 1
N 2
∑
m=N 1 /2
N 1 /2
∑
n=N 1 /2
 N1/2
{1, It  xm , yn =A ∧ I t∆ t  xt∆ tm , y t∆tn=B0, It  xm , yn ≠A ∨ I t∆ t  xt∆ tm , y t∆tn≠B
(3.4.11)
Należy zauważyć, że wartości funkcji MAD i MSE są liczbami wymiernymi, 
większymi lub równymi zeru. Im mniejsze są ich wartości, tym większe jest po-
dobieństwo  pomiędzy  porównywanymi  blokami  obrazów.  Wynika  stąd,  że 
dopasowanie obrazów można uzyskać przez minimalizację wartości tych funkcji. 
W przypadku miar MI i NCC mamy do czynienia z sytuacją odwrotną – wartości 
tych funkcji są tym większe, im większe jest podobieństwo pomiędzy porówny-
wanymi  blokami  obrazów.  Procedura  dopasowania  obrazów wymaga  tu  więc 
maksymalizacji wartości tych funkcji. Jednakże w modelu deformowalnym funk-
cja  energii  podlega  minimalizowaniu  –  przyjęto  więc,  że  postać  energii 
cząstkowej Mp q będzie równa wartościom funkcji MAD lub MSE albo zanegowa-
nym wartościom funkcji  MI lub NCC. Funkcje te są  dodatkowo przemnożone 
przez pewien parametr ξ, którego znaczenie wyjaśniono w dalszej części rozdzia-
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łu. Stąd energię cząstkową  Mp q można zdefiniować  jednym z czterech równań, 
stosowanych opcjonalnie (3.4.12).
M pq=ξMAD xp q , yp q (3.4.12a)
M pq=ξMSE x pq , y p q  (3.4.12b)
M pq=ξMI x p q , y pq  (3.4.12c)
M pq=ξ NCC x p q , ypq  (3.4.12d)
Zagadnieniem o istotnym znaczeniu dla komputerowej implementacji algoryt-
mu dopasowania MDR jest dyskretny charakter współrzędnych  x,  y rastrowych 
obrazów cyfrowych. Z drugiej strony współrzędne węzła modelu deformowalne-
go są w ogólnym przypadku wielkościami rzeczywistymi, przybliżanymi w im-
plementacji  numerycznej za  pomocą  liczb zmiennoprzecinkowych.  Oznacza to 
konieczność interpolacji funkcji określonych w przestrzeni dyskretnej obrazu cy-
frowego oraz, w przeciwną stronę, dyskretyzacji współrzędnych węzłów. W MDR 
zastosowano interpolację biliniową do przybliżania wartości funkcji MAD, MSE, 
MI oraz NCC. W miarach blokowych, fragment obrazu wybierany jest tak, żeby 
piksel środkowy bloku miał współrzędne określone współrzędnymi węzła przy-
bliżonymi liczbami całkowitymi.
  
a)                                          b)                                           c)
Rys. 3.5. Fragment obrazu z endoskopu bezprzewodowego w modelu barw YUV:
a) składowa luminancji Y, b) składowa U chrominancji oraz c) składowa V chrominancji. 
W składowych chrominancji widoczne są efekty kompresji blokowej i kwantyzacji
Kolejnym ważnym aspektem analizowanych  obrazów endoskopowych jest 
fakt, że są to obrazy barwne, gdzie każdy piksel obrazu określony jest wektorem 
trzech wartości składowych koloru:  R  (czerwony),  G (zielony)  i  B  (niebieski). 
Przyjęto, że funkcje miar blokowych są  obliczane dla poziomu jasności obrazu 
wyznaczonego zgodnie z rekomendacją ITU-R BT.601 – równanie (3.4.13). Okre-
ślanie podobieństwa obszarów oddzielnie dla poszczególnych składowych barw 
jest niecelowe, ponieważ jakość składowych chrominancji jest niewystarczająca. 
W  systemie  firmy  GivenImaging składowe  chrominancji  wykorzystywanych
obrazów endoskopowych są  kompresowane metodami stratnymi (Motion Jpeg), 
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czego wynikiem jest występowanie zniekształceń – wyraźny jest podział obrazu 
na bloki (rysunek 3.5b i 3.5c). 
I=0.299 R+0.587 G+0.114 B (3.4.13)
Podsumowując, w niniejszym podrozdziale zaproponowano cztery różne mia-
ry  podobieństwa  lub  różnicy  między  porównywanymi  fragmentami  obrazów, 
które mogą być wykorzystywane do obliczania cząstkowej energii oddziaływania 
obrazu na  węzły.  Udział  tej  energii  w modelu  jest  regulowany parametrem  ξ.
Strategia  doboru  tego parametru,  jak również  wnioski dotyczące zastosowania 
jednej z miar do analizy filmów endoskopowych, stanowią przedmiot rozważań 
rozdziału 4. 
3.5. Obliczanie naprężeń w MDR
Jednym  ze  sposobów  modelowania  naprężeń  w  modelu  parametrycznym 
określonym parą ciągłych parametrów (p,  q) jest zastosowanie równania energii 
potencjalnej membrany (3.5.1)  [24],  [96],  [165], [167], [216], będącego  odpo-
wiednikiem równania  energii  struny  (3.2.3),  wykorzystywanego  w  aktywnym 
konturze.
E=τ[∣∂v∂ p∣
2
∣∂v∂q∣
2
]ρ[∣∂
2
v
∂ p2∣
2
2∣ ∂
2
v
∂ p∂q∣
2
∣∂
2
v
∂q2∣
2
] (3.5.1)
W przypadku modeli siatkowych, do których należy omawiany tu MDR, za-
stosowanie tego  równania  napotyka  kilka  poważnych  trudności.  Po  pierwsze, 
obliczanie pochodnych, lub w modelu dyskretnym odpowiednich ilorazów różni-
cowych,  nie jest  możliwe dla  punktów leżących na brzegu modelu. Po drugie,
w modelu takim jak MDR, przy stałym parametrze p, zmieniający się parametr q 
wykreśla krzywą zamkniętą (pierścień). W przypadku modelu niezdeformowane-
go pierścień ten ma kształt okręgu – w takim przypadku naprężenia nie powinny 
występować,  a funkcja  E powinna być  równa zeru.  W rzeczywistości wartości 
bezwzględne pochodnych są wówczas większe od zera. Jeśli zastosuje się równa-
nie (3.5.1), wówczas nawet w niezdeformowanym MDR wartość funkcji energii 
E będzie większa od zera. Pochodne ulegają wyzerowaniu dopiero wówczas, gdy 
wszystkie węzły modelu znajdą się dokładnie w tym samym położeniu. Okazuje 
się, że próba minimalizacji wartości funkcji E prowadzi do niepożądanego „kur-
czenia  się”  modelu  –  węzły  zbiegają  się  do  jednego  punktu.  W przypadku 
zastosowania równania energii  struny podobny problem „kurczenia” występuje 
również w modelu aktywnego konturu, o krzywej zamkniętej [101]. Problem ten 
został  częściowo  rozwiązany  poprzez  zastosowanie  dodatkowych  składników 
kompensujących niepożądane oddziaływanie naprężeń  [162],  [217]. Po trzecie, 
uważa się [187], [218], że parametry ρ i τ w równaniach energii struny i membra-
ny nie dają pełnej kontroli nad sposobem, w jaki korygowany jest kształt modelu. 
Sposób modelowania naprężeń  z zastosowaniem pochodnych powoduje,  że od-
działywania  korygujące  kształt  mają  charakter  lokalny.  Zwiększanie  wartości 
parametrów zmienia udział energii naprężeń w całkowitej energii modelu, ale nie 
zmienia zasięgu tych oddziaływań. Problem można porównać do filtracji za po-
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mocą filtrów cyfrowych o skończonej odpowiedzi impulsowej (SOI) [24] – rów-
nanie  (3.2.1)  po  dyskretyzacji  parametrów  jest  odpowiednikiem  filtru  SOI
o rzędzie  równym 5,  co  wynika  z  aproksymacji  pochodnych drugiego  rzędu. 
Możliwa jest zmiana wartości współczynników filtru, ale nie jest możliwe zwięk-
szenie jego rzędu.
Dotychczasowe próby opracowania innych metod obliczania naprężeń w mo-
delach deformowalnych [23], [24] nie rozwiązywały wszystkich z wymienionych 
problemów.  Ponadto  większość  z  opracowanych  metod  jest  dedykowana  dla
konkretnego typu modelu albo dla specyficznego rodzaju połączeń pomiędzy wę-
złami. Na potrzeby MDR opracowano oryginalny algorytm obliczania naprężeń, 
nazwany transformacją sąsiedztwa. Algorytm ten, choć zaproponowany do zasto-
sowania w modelu o specyficznym rodzaju połączeń, może być wykorzystywany 
w dowolnym modelu parametrycznym, operującym w przestrzeni dwu- lub trój-
wymiarowej. Co więcej, metoda ta może być stosowana w modelach, w których 
węzły są rozmieszczone nierównomiernie i w arbitralny sposób.
3.5.1. Metoda transformacji sąsiedztwa
Metoda transformacji zakłada, że model deformowalny jest zbiorem węzłów 
rozmieszczonych w przestrzeni analizowanego obrazu. Przyjmuje się tu również, 
że istnieje model w postaci niezdeformowanej, nazywany dalej modelem odnie-
sienia.  Każdy  węzeł  w  modelu  odniesienia  ma  przypisane  stałe  współrzędne 
określające jego położenie w przestrzeni obrazu. Ponadto każdy węzeł w modelu 
odniesienia ma inne współrzędne, co oznacza, że nie występuje więcej niż jeden 
węzeł o takich samych współrzędnych. Model odniesienia jest podstawą do obli-
czania  stopnia  deformacji  w  odpowiadającym  mu  modelu  deformowanym  – 
naprężenia modelu są obliczane na zasadzie porównania modelu zdeformowane-
go z jego modelem odniesienia (niezdeformowanym).
Model deformowalny,  zdefiniowany jako zbiór  węzłów, posiada skończoną 
liczbę elementów. Dla uproszczenia zapisu przyjęto, że węzły identyfikowane tu 
będą  za pomocą  pojedynczego indeksu  s,  niezależnie od topologii modelu czy 
wymiarowości przestrzeni,  w której ten model operuje.  W przypadku deformo-
walnych  pierścieni  parametr  s przyjmuje  wartości  od  1  do  PQ i  może  być 
powiązany z parametrami p, q zależnością s = p+P (q-1). 
Współrzędne  węzłów  w  modelu  odniesienia,  które  pozostają  niezmienne,
są  oznaczane symbolem vs , w odróżnieniu od współrzędnych w modelu defor-
mowalnym,  opisanych symbolem  vs .  W czasie analizowania  obrazu  poszcze-
gólne węzły przesuwają się – w ogólnym przypadku ich współrzędne vsi zmienia-
ją się w kolejnych krokach (i) dopasowania.
Dla każdego węzła definiuje się jego sąsiedztwo, którym jest pewien podzbiór 
innych węzłów modelu, leżących w jego pobliżu, obejmujący również ten węzeł. 
Sąsiedztwo każdego z węzłów może być określane w sposób arbitralny. Istotne 
jest  natomiast,  żeby w skład każdego sąsiedztwa wchodziły  przynajmniej  trzy 
punkty  węzłowe  o  współrzędnych  niezależnych  liniowo  w  przestrzeni  dwu-
wymiarowej lub cztery takie punkty w przestrzeni trójwymiarowej. W MDR pro-
ponuje się wprowadzenie definicji  η-sąsiedztwa (Ηs) węzła  s.  Takie sąsiedztwo 
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jest  zbiorem  wszystkich  węzłów  połączonych  z  węzłem  s za  pomocą  η lub
mniejszej liczby połączeń,  przy czym w skład tego sąsiedztwa wchodzi również 
węzeł s. Przyjmuje się, że połączenie występuje między parą węzłów tylko wtedy, 
gdy jeden  z indeksów  p lub  q ma  tę  samą  wartość,  natomiast  drugi różni  się
o jeden (rys. 3.4a). 
    
a)                                                   b)
    
c)                                                   d)
Rys. 3.6. Ilustracja metody transformacji sąsiedztwa: a) sąsiedztwo węzła p, q w modelu 
deformowalnym i jego modelu odniesienia, b) przesunięcie, c) obrót, skalowanie
i rozciągnięcie oraz d) wynikowy wektor naprężenia
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Położenie  węzłów  wchodzących  w  skład  sąsiedztwa  Ηs węzła  s można,
z pewnym błędem, przedstawić jako transformatę afiniczną współrzędnych tych 
węzłów w modelu  odniesienia.  Innymi  słowy,  dla  każdego  sąsiedztwa  można 
określić stopień jego przesunięcia, obrotu, rozciągnięcia i przeskalowania w sto-
sunku do odpowiadającego mu sąsiedztwa w modelu odniesienia. Transformacja 
afiniczna jest określona za pomocą macierzy transformacji, która niesie informa-
cję o skalowaniu, obrocie i rozciągnięciu, oraz za pomocą wektora przesunięcia. 
Jeśli macierz transformacji sąsiedztwa węzła s oznaczymy jako Js, a wektor prze-
sunięcia jako Ts, to można zapisać równanie (3.5.2) wiążące współrzędne punktu 
węzłowego k należącego do sąsiedztwa Ηs modelu deformowalnego z odpowiada-
jącym mu punktem modelu odniesienia. Zaznaczyć jednak należy, że występuje 
tu pewien błąd oznaczony symbolem ek.
vk=Js vkTse k ; i∈Η s (3.5.2)
Macierz transformacji i wektor przesunięcia są obliczane w taki sposób, aby 
uzyskać minimalny błąd średniokwadratowy długości wektora |ek|. Błąd ten dany 
jest równaniem (3.5.3). 
ε
s
=∑
k∈N s
∣ek∣2= ∑
k∈Η s
∣vkJs vkT s∣2  (3.5.3)
Błąd  εs jest funkcją  elementów macierzy  Js oraz wektora  Ts. Funkcja ta ma 
jedno minimum występujące w przypadku, w którym jej pochodne po każdym
z argumentów (elementów macierzy Js oraz wektora Ts) są równe zeru. Tak więc, 
aby obliczyć elementy macierzy Js oraz wektora Ts minimalizujące funkcję błędu, 
należy  rozwiązać  układ równań  składających  się  z  pochodnych funkcji  błędu 
przyrównanych do zera. 
W ogólnym przypadku transformacji afinicznej przestrzeni dwuwymiarowej, 
macierz  Js jest  macierzą  2×2,  a  wektor  Ts jest  wektorem  dwuelementowym 
(3.5.4). W tym przypadku błąd średniokwadratowy εs można zapisać równaniem 
(3.5.5).  Obliczając pochodne błędu  εs po  zmiennych  t1,  t2,  j11,  j12,  j21 oraz  j22,
a następnie przyrównując te pochodne do zera, otrzymujemy układ sześciu rów-
nań.  Rozwiązaniem tego układu są wartości zmiennych  t1,  t2,  j11,  j12,  j21 oraz  j22, 
dane równaniem (3.5.6).
Js=[ j11 j12j21 j22]; Ts=[
t1
t2] (3.5.4)
ε
s
=∑ xt1 j11 x j12 y 
2
yt2 j21 x j22 y 
2  (3.5.5)
[
j11
j12
t1 ]=M[
∑ x x
∑ y x
∑ x ]; [
j21
j22
t2 ]=M [
∑ x y
∑ y y
∑ y ] (3.5.6)
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M=
[ ∑ y
2∑ 1∑ y 
2
∑ y∑ x∑ x y∑ 1 ∑ x y∑ y∑ y 2∑ x
∑ y∑ x∑ x y∑ 1 ∑ x2∑1∑ x 
2
∑ x y∑ x∑ x 2∑ y
∑ x y∑ y∑ y 2∑ x ∑ x y∑ x∑ x 2∑ y ∑ x 2∑ y2∑ x y 
2 ]
∑ x 2∑ y2∑1∑ y 
2
∑ x 2∑ x y 
2
∑ 1∑ x 
2
∑ y 22∑ y∑ x∑ x y
(3.5.7)
W równaniach  wykorzystano symbole  x oraz  y do  oznaczenia  elementów 
wektora v. Dla uproszczenia zapisu pod symbolami sumowania pominięto zakres 
sumowania, przy czym sumowanie jest wykonywane dla wszystkich punktów wę-
złowych  k należących  do  sąsiedztwa  Ηs.  Pominięto  również  indeks  k  przy 
wektorach współrzędnych. 
Można zauważyć, że w rozwiązaniu (3.5.6) występuje macierz  M o postaci 
danej  równaniem (3.5.7).  Macierz  ta  jest  stała,  ponieważ  zależy wyłącznie od 
współrzędnych węzłów w modelu odniesienia. Oznacza to,  że macierzy  M nie 
trzeba obliczać w czasie dopasowywania modelu. Ma to istotny wpływ na szyb-
kość obliczeniową zaproponowanej metody.
Jeśli zależności przestrzenne między węzłami w sąsiedztwie Ηs są zachowane 
w stosunku do modelu odniesienia, wówczas błędy ek są równe zeru. W szczegól-
ności dotyczy  to  też  błędu  ek obliczanego dla  węzła  s (k = s).  Jeśli  natomiast 
występuje lokalna deformacja w punkcie s, to wówczas ek przy k = s jest różne od 
zera. Błąd  ek=s można więc wykorzystać jako lokalną  miarę deformacji  modelu 
w stosunku do jego modelu odniesienia. 
W proponowanej metodzie energię cząstkową  naprężeń w węźle  s definiuje 
się równaniem (3.5.8). Jest ona proporcjonalna do kwadratu odległości pomiędzy 
rzeczywistym położeniem vs węzła a transformatą afiniczną jego położenia w mo-
delu  odniesienia.  Transformacja  afiniczna  jest  obliczona  dla  sąsiedztwa  tego 
węzła,  zaś parametrem  ρ określa  się  udział energii naprężeń  w energii  modelu
deformowalnego.
Es=ρ∣vsJs vsT s ∣
2 (3.5.8)
Szczegółowe wyprowadzenia macierzy i wektora transformacji, również  dla 
przypadku przestrzeni trójwymiarowej, zamieszczono w załączniku A. W załącz-
niku  tym  rozważono  też  przypadki  transformacji  ograniczonych  do  obrotu
i  przesunięcia  oraz  obrotu,  skalowania  i  przesunięcia.  Przypadki  rozważane
w opisywanym załączniku umożliwiają znaczne ograniczenie kierunkowego roz-
ciągania  modelu  (zachowanie  proporcji)  lub  ograniczenie  skalowania  (zacho-
wanie pola powierzchni lub objętości). 
3.5.2. Podział dopasowania na etapy
W  metodzie  transformacji  sąsiedztwa  możliwe  jest  regulowanie  zasięgu
oddziaływań  naprężeń  poprzez  dobór  parametru  η określającego  wielkość
η-sąsiedztwa. Parametr η ma więc wpływ na sposób, w jaki model przeciwstawia 
się niepożądanym zniekształceniom. Niewielkie wartości parametru η powodują, 
że korygowane są lokalne zniekształcenia, natomiast zmiany kształtu o globalnym 
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charakterze są dopuszczane. Duże wartości parametru η powodują, że zasięg mo-
delowania naprężeń jest większy – jeśli parametr η jest odpowiednio duży, taki że 
sąsiedztwo każdego węzła obejmuje wszystkie węzły modelu, to korygowane są 
deformacje o zasięgu zarówno lokalnym, jak i globalnym. 
Jednym z kluczowych zagadnień w przetwarzaniu obrazów biomedycznych 
jest dopasowanie do siebie treści dwóch obrazów. Obrazy takie zazwyczaj poka-
zują  to  samo  miejsce,  które  zostało  zobrazowane  w  różnym  czasie  albo  za 
pomocą różnych technik. W zależności od potrzeb stosowane są dwa opcjonalne 
podejścia – dopasowanie sztywne (ang.  rigid image registration) lub elastyczne 
(ang. non-rigid image registration). Okazuje się, że metoda transformacji sąsiedz-
twa przy małych wartościach parametru  η, ma cechy elastycznego dopasowania 
obrazów, zaś przy dużych wartościach – sztywnego. 
W metodzie modelowania naprężeń z wykorzystaniem transformacji sąsiedz-
twa  są  obliczane  macierze  Js i  wektory Ts dla  sąsiedztwa  każdego  punktu 
węzłowego s należącego do modelu. Do ich obliczenia konieczne jest wykonanie 
pewnej liczby sumowań i mnożeń proporcjonalnej do liczby wszystkich punktów 
węzłowych  η-sąsiedztwa.  Takie  obliczenia  są  wykonywane  indywidualnie  dla 
każdego z węzłów. Liczba sumowań i mnożeń w pojedynczym kroku dopasowa-
nia  jest  zatem proporcjonalna  do  iloczynu liczby węzłów oraz średniej  liczby 
węzłów w η-sąsiedztwach. Koszt obliczeniowy algorytmu zwiększa się więc wraz 
ze wzrostem wartości parametru η. Jeśli jednak parametr η osiągnie wartość, przy 
której dla każdego punktu węzłowego jego sąsiedztwo obejmuje wszystkie węzły 
modelu, to η-sąsiedztwa poszczególnych węzłów s stają się identyczne. Identycz-
ne są również macierze Js i wektory Ts tych sąsiedztw. Oznacza to, że nie jest już 
konieczne obliczanie parametrów transformacji dla każdego z węzłów indywidu-
alnie. Wystarczy obliczyć  parametry transformacji jednokrotnie w pojedynczym 
kroku procesu dopasowania. W takim przypadku nakład obliczeniowy znacznie 
się zmniejsza. 
Z  powyższych  spostrzeżeń  wynika,  że  istnieje  kilka  sposobów  skrócenia
czasu obliczeń, z których każdy jest obarczony pewną wadą. Pierwszy to zmniej-
szenie liczby wszystkich węzłów modelu, a drugi to zwiększenie liczby węzłów 
sąsiedztwa tak, aby obejmowało ono wszystkie punkty węzłowe modelu. Trzeci 
to redukcja liczby węzłów sąsiedztwa przez zmniejszenie parametru η. 
Pierwszy sposób oszczędza czas obliczeń kosztem szczegółowości – wynika 
to stąd, że im większa jest  liczba wszystkich punktów węzłowych, tym gęściej 
zbierane  są  informacje  z  powierzchni  obrazu.  Zastosowanie  drugiej  metody 
umożliwia szybkie dopasowanie modelu – model taki dopasowuje się w sposób 
sztywny, co nie jest odpowiednie do śledzenia ruchów będących np. wynikiem 
skurczów elastycznego przewodu pokarmowego.  Zastosowanie trzeciej  metody
powoduje, że kształt modelu jest korygowany lokalnie, przy czym proces dopaso-
wania  bywa  wówczas  nieefektywny  w  przypadku  występowania  w  obrazie 
zakłóceń. Niektóre węzły mogą wówczas utkwić w niepoprawnych położeniach – 
lokalnych minimach energetycznych – modelowanie naprężeń o lokalnym zakre-
sie nie jest wówczas wystarczające do ich „wyciągnięcia” z takiego położenia. 
Rozwiązaniem problemu umożliwiającym jednoczesne skrócenie czasu obli-
czeń, przy zachowaniu zalet rejestracji sztywnej i elastycznej, jest podział procesu 
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dopasowania na etapy [24], [98]. W pierwszym etapie model jest dopasowywany
z  sąsiedztwem  obejmującym  wszystkie  węzły,  jako  całość  przesuwa  się  on,
zmienia  orientację,  rośnie lub  maleje.  Po tym etapie  uzyskuje  się  przybliżone
dopasowanie modelu do analizowanego obrazu. W drugim etapie przyjmuje się 
odpowiednio małe η-sąsiedztwo, czego efektem jest lokalna deformacja i dopaso-
wanie modelu do szczegółów obrazu. 
3.5.3. Transformacja z ograniczaniem składowych
Model deformowalny, wykorzystujący metodę transformacji sąsiedztwa z są-
siedztwem  obejmującym  wszystkie  węzły,  ma  swobodę  co  do  zmiany  swej 
wielkości, obrotu, przesunięcia i zmiany proporcji (rozciągnięcia w jednym kie-
runku  i  skurczenia  w  kierunku  do  niego  prostopadłym).  W przypadku  siatki 
deformowalnych pierścieni natomiast nie wszystkie ze stopni swobody są pożąda-
ne, gdyż model ten powinien pozostawać w polu widzenia kamery – nie powinien 
się więc zbyt swobodnie przesuwać poza to pole. Pożądane jest  też utrzymanie 
jego proporcji. Zmiana jego wielkości oraz obrót są natomiast potrzebne w śle-
dzeniu  prędkości  postępowej  i  prędkości  obrotowej  wokół  osi  kamery. 
Praktycznym rozwiązaniem jest  więc tu ograniczenie  pewnych wybranych ele-
mentów swobody modelu – jest to możliwe po przeprowadzeniu dekompozycji 
macierzy transformacji  afinicznej na współczynniki osobno określające stopień 
obrotu,  rozciągnięcia  kierunkowego  i  skalowania.  Składnik  translacji  jest  już
wydzielony  i  określony  wektorem  przesunięcia,  stosując  rozkład  biegunowy
macierzy można wydzielić  czynnik odpowiedzialny za obrót,  stosując rozkład 
własny macierzy można wydzielić czynniki odpowiedzialne za rozciągnięcie kie-
runkowe,  a  obliczając  wyznacznik  macierzy  określić  czynnik  skalowania. 
Szczegóły dekompozycji macierzy transformacji przedstawiono w załączniku A. 
Równanie (3.5.9) jest wynikiem takiej dekompozycji.
J=a[ cosα sinαsinα cosα][cos β sin βsin β cos β ][ λ1 00 λ2][
cos β sin β
sin β cos β] (3.5.9)
Parametry λ są wartościami własnymi macierzy, ich iloczyn jest równy jedno-
ści,  a  proporcje  między  nimi  określają  stopień  rozciągnięcia  kierunkowego. 
Kierunek, w którym model jest rozciągnięty, dany jest kątem β. Parametr α to kąt 
obrotu modelu deformowalnego w stosunku do modelu odniesienia. Parametr  a 
jest  pierwiastkiem kwadratowym wartości bezwzględnej wyznacznika macierzy 
transformacji i określa wielkość modelu deformowalnego względem jego modelu 
odniesienia.
W równaniu (3.5.8), służącym do obliczenia energii naprężeń, zamiast macie-
rzy J można zastosować zmodyfikowaną macierz J' (3.5.10), a zamiast wektora T 
zmodyfikowany wektor T' (3.5.12). 
J '=a ' [ cosα ' sinα 'sinα ' cosα '][cos β ' sin β 'sin β ' cos β ' ][ λ1 ' 00 λ2 ' ][
cos β ' sin β '
sin β ' cos β ' ]
(3.5.10)
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a '=a 
ρ A ; α '= ρR α ; λ1 '=λ1
ρS ; λ2 '= λ2
ρ S (3.5.11)
T '=ρT T (3.5.12)
Komponenty i współczynniki transformacji zostają zmodyfikowane za pomo-
cą parametrów ρA, ρR, ρS i ρT (3.5.11). Parametry te dobiera się w zakresie od zera 
do jedności, a ich wartości określają udział danego komponentu lub współczynni-
ka w wynikowej transformacji. Parametr  ρA jest odpowiedzialny za skalowanie,
ρR za obrót, ρS za rozciągnięcie, natomiast  ρT za przemieszczenie. W MDR para-
metry  ρA i  ρR są  równe  jedności,  natomiast  pozostałe  mają  nieco  mniejsze 
wartości.
3.5.4. Właściwości metody transformacji sąsiedztwa
Metoda transformacji  sąsiedztwa ma  właściwości,  które predestynują  ją  do 
zastosowania w różnych parametrycznych modelach deformowalnych, a nie tylko 
w MDR – umożliwia ona modelowanie naprężeń w modelach o różnych topolo-
giach. Mogą to być kontury otwarte i zamknięte oraz modele siatkowe. Co więcej, 
rozmieszczenie węzłów nie musi już mieć charakteru regularnego, ale może być 
dobrane  arbitralnie.  W przypadku  aktywnego  konturu,  na  podstawie wstępnej 
wiedzy lub oczekiwań, można nadać mu preferowany kształt zbliżony do kształtu 
linii brzegowej poszukiwanego obszaru. Zaznaczyć należy także, że metoda trans-
formacji  sąsiedztwa  otwiera  możliwości  projektowania  nowych,  dotychczas 
nieznanych modeli. Możliwe staje się wtedy np. projektowanie modeli hybrydo-
wych, będących połączeniem modeli siatkowych oraz aktywnych konturów. 
W analogiczny sposób, jak dla przypadku dwuwymiarowego, można wypro-
wadzić  równania dla  przestrzeni trójwymiarowej (załącznik A) – umożliwia  to 
zastosowanie  tej  metody  do  analizy  obiektów przestrzennych,  np.  za  pomocą
deformowalnej powierzchni w obrazach tomografii komputerowej.
Ze względu na liczbę  parametrów, metoda transformacji sąsiedztwa wydaje 
się być bardziej skomplikowana niż metoda wykorzystująca równanie struny lub 
membrany, w których występują tylko dwa parametry modelujące rozciągliwość 
oraz sprężystość. Interpretacja tych parametrów jest jednak niejednoznaczna, a w 
niektórych publikacjach pojawia się stwierdzenie, że nie ma zauważalnej różnicy 
w modelowaniu rozciągliwości i  sprężystości lub że modelowanie sprężystości 
jest  zbędne [187], [218].  W przypadku metody transformacji  sąsiedztwa mamy 
natomiast  do  czynienia  ze zbiorem od dwóch do dziesięciu  parametrów, które 
można jednoznacznie interpretować jako zasięg oddziaływań (η), oporność mode-
lu  na przesunięcie  (ρT),  na zmianę  rozmiaru  (ρA),  na  obracanie (ρR)  itd.  Część
z tych parametrów umożliwia kontrolę zachowań modelu niedostępną  w innych 
metodach modelowania naprężeń.
Złożoność numeryczna algorytmu nie jest znacząco większa od innych sposo-
bów modelowania naprężeń.  Należy zauważyć,  że elementy macierzy M (3.5.7) 
zawierają czynniki związane ze współrzędnymi modelu odniesienia – oznacza to, 
że macierz  taką  dla  określonego modelu  oblicza się  jednokrotnie,  zaś  podczas
całego procesu dopasowania wartości elementów tej macierzy nie ulegają zmianie. 
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W przypadku zastosowania  metod  z  ograniczaniem składowych złożoność 
numeryczna zwiększa się,  ponieważ jest przeprowadzana dekompozycja macie-
rzy  osobno  dla  każdego  sąsiedztwa.  Jeśli  jednak  ograniczyć  stosowanie  tej 
metody do przypadku, w którym sąsiedztwo obejmuje wszystkie punkty węzłowe 
modelu, wówczas dekompozycję trzeba przeprowadzić raz w ciągu pojedynczego 
kroku procesu dopasowania. W takim przypadku złożoność obliczeniowa zwięk-
sza się jedynie w nieznacznym stopniu.
3.6. Dopasowanie MDR
Jak wspomniano, dopasowanie modelu polega na takiej zmianie współrzęd-
nych poszczególnych punktów węzłowych, aby zminimalizować wartość funkcji 
EMDR.  Do jej minimalizacji wykorzystano optymalizację  gradientową,  dla  której 
punktem startowym są  współrzędne węzłów uzyskane w wyniku dopasowania 
modelu do poprzedniego obrazu sekwencji. Dzięki temu wynik dopasowania do 
analizowanego obrazu zależy od wyniku uzyskanego w obrazie poprzednim, co w 
efekcie prowadzi do płynnego podążania  MDR za przemieszczającymi się ele-
mentami obserwowanej sceny.  W praktyce okazało się,  że zastosowanie metod 
minimalizacji  o  globalnym charakterze  powoduje  zwiększenie  wartości  błędu 
oszacowania prędkości ruchu postępowego endoskopu [14]. 
Równanie (3.3.5) pokazuje,  że współrzędne wektora gradientu można obli-
czać  niezależnie dla  energii  cząstkowych  zdefiniowanych  dla  poszczególnych 
węzłów – w takim przypadku równanie iteracyjne (3.3.3) można rozbić na równa-
nia niezależnie opisujące zmianę współrzędnych dla poszczególnych węzłów p, q 
(3.6.1). 
[x p ,q
 i1
y p , q
i1]=[x p, q
i 
y p , q
i ][∂M p ,q
i
∂ x
∂ M p ,q
 i
∂ y ]
T
[∂ E p ,q
 i
∂ x
∂ E p, q
 i
∂ y ]
T
(3.6.1)
Podczas stosowania transformacji sąsiedztwa nie ma potrzeby numerycznego 
obliczania gradientu cząstkowej energii naprężeń w węźle modelu. Jeśli energia ta 
dana jest równaniem (3.5.8), to odpowiedni wektor gradientu można opisać rów-
naniem (3.6.2).
[∂ E p ,q
i
∂ x
∂ E p ,q
i
∂ y ]
T
=2 ρ[x p ,qiy p ,q i ]Jp , qi  [x p ,q
i
y p ,q
i ]T p ,q i  (3.6.2)
Do obliczania energii oddziaływania obrazu zaproponowano miary blokowe 
różnicy lub podobieństwa  fragmentów obrazu,  które są  funkcjami dyskretnych 
współrzędnych obrazu cyfrowego. Do obliczania gradientów takich miar stosuje 
się dyskretne operatory różniczkujące, np. operator Sobela [211], [219]. W wyni-
ku zastosowania tego operatora otrzymuje się dyskretne pole wektorowe. Jak już 
wspomniano, na potrzeby modelu z węzłami o ciągłych współrzędnych, pole to 
jest interpolowane za pomocą interpolacji biliniowej.
W MDR dopasowanie jest podzielone na dwa etapy – w każdym z nich jest 
minimalizowana inna postać funkcji energii modelu. Pierwszy etap, obejmujący 
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pewną  liczbę  iteracji,  jest  przeprowadzany dla postaci funkcji  energii,  w której 
naprężenia są modelowane z  η-sąsiedztwem obejmującym wszystkie węzły mo-
delu. W drugim etapie jest minimalizowana funkcja energii w zmienionej postaci, 
w której naprężenia są modelowane w lokalnych sąsiedztwach.
Proces dopasowania jest powtarzany w kolejnych obrazach sekwencji wideo. 
Położenie i kształt modelu, uzyskane w wyniku dopasowania dla jednego obrazu, 
są  wykorzystywane  jako  początkowe  w  procesie  dopasowania  dla  kolejnego.
Wyjątkiem od tej zasady są przypadki, w których model powiększy się nadmier-
nie lub skurczy. W pierwszym z nich, po zakończeniu dopasowania, zewnętrzny 
pierścień modelu jest usuwany i dodawany jest dodatkowy pierścień wewnętrzny. 
W drugim przypadku jest usuwany pierścień wewnętrzny, a dodawany jest dodat-
kowy pierścień  zewnętrzny. W obu przypadkach wszystkim węzłom są  przypi-
sywane  nowe  wartości  indeksu  p,  tak  aby  wartość  tego  indeksu  była  równa
jeden dla wewnętrznego pierścienia  i rosła dla  kolejnych.  Szczegóły dotyczące 
procedury usuwania i dodawania pierścieni są podane w podrozdziale 3.7.2 doty-
czącym tworzenia mapy przewodu pokarmowego. 
3.7. Dane wynikowe MDR
Zastosowanie modelu deformowalnych pierścieni prowadzi do uzyskania da-
nych  dwojakiego  rodzaju.  Po  pierwsze,  model  generuje  deskryptory  ruchu  – 
wartości liczbowe charakteryzujące ruch kapsułki endoskopu względem przewo-
du pokarmowego oraz w pewnym stopniu ruch samego przewodu. Deskryptory te 
są  obliczane na  podstawie położenia  i  kształtu  MDR po zakończeniu  procesu
dopasowania,  dla  każdego  obrazu  sekwencji  wideo  –  są  więc  one  funkcjami 
zmiennymi w czasie. Po drugie, wynikiem działania MDR jest pojedynczy obraz 
przewodu pokarmowego,  będący złożeniem informacji  wyodrębnionej  z  kolej-
nych obrazów sekwencji. 
3.7.1. Deskryptory ruchu
W wyniku działania MDR, dla każdego obrazu sekwencji wideo oblicza się 
sześć  różnych deskryptorów. Deskryptor  G1 jest  odległością  środka modelu od 
środka obrazu,  G2 jest miarą  globalnej deformacji modelu,  G3 jest miarą  podo-
bieństwa  dwóch  kolejnych obrazów sekwencji  wideo.  Deskryptory  VD (3.1.1)
i  VP (3.1.2) estymują  ruch kapsuły wzdłuż  przewodu pokarmowego.  Obliczana 
jest również prędkość kątowa ω obrotu kapsułki wokół jej osi podłużnej.
Deskryptory  G2 i  G3 są  obliczane na podstawie składowych energii modelu 
wyznaczonych po  zakończeniu  procesu dopasowania.  Deskryptor  G2 jest  obli-
czany  (3.7.1)  jako  średnia  cząstkowych  energii  naprężeń  w  węzłach  modelu
podzielona przez parametr  ρ. Deskryptor  G3 jest obliczany analogicznie (3.7.2) 
jako średnia cząstkowych energii oddziaływania obrazu podzielona przez para-
metr ξ.
G2=
1
ρP Q ∑p=1
P
∑
q=1
Q
E p ,q=
1
P Q ∑p=1
P
∑
q=1
Q
∣v p ,qJ p ,q v p , qTp ,q ∣
2
(3.7.1)
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G3=
1
ξ P Q ∑p=1
P
∑
q=1
Q
M p ,q (3.7.2)
W celu obliczenia wartości pozostałych deskryptorów, po zakończeniu dopa-
sowania,  są  obliczane  macierz  J i  wektor  T transformacji  afinicznej  modelu
w stosunku do modelu odniesienia. Obliczane są one za pomocą równania (3.5.6) 
dla  η-sąsiedztwa  obejmującego  wszystkie  węzły  modelu.  Następnie  macierz 
transformacji jest rozkładana na czynniki (3.5.9), w wyniku czego otrzymywane 
są  parametry  transformacji,  określające,  między  innymi  wielkość  modelu 
∣det J∣  i kąt α obrotu w stosunku do modelu odniesienia. 
Deskryptor  G1 jest odległością środka modelu od środka obrazu, a ponieważ 
przyjęto,  że początek  układu współrzędnych i  środek modelu  odniesienia  leżą
w środku obrazu, to G1 jest długością wektora T (3.7.3). Prędkość kątową można 
obliczyć (3.7.4) jako różnicę kątów α obliczonych dla modelu w aktualnym i po-
przednim obrazie sekwencji, podzieloną przez czas pomiędzy uzyskaniem dwóch 
kolejnych obrazów. Przy czym obliczona różnica kątów jest sprowadzana do za-
kresu (-pi, +pi〉.
G1=∣T∣ (3.7.3)
ω=
αtα t∆ t
∆ t
; piαtα t∆ t≤pi (3.7.4)
Deskryptory VD i VP są obliczane na podstawie porównania względnej wielko-
ści modelu w aktualnym i poprzednim obrazie. Odległości  d z równania (3.1.1)
i (3.1.2) są wyznaczone jako przeciętny promień modelu deformowalnych pier-
ścieni  (3.7.5).  Po  podstawieniu  zależności  (3.6.5)  do  równań  (3.1.1)  i  (3.1.2) 
otrzymuje się równania (3.7.6) i (3.7.7) służące do obliczania wartości deskrypto-
rów VD i VP.
d =rwP1∣det J∣ (3.7.5)
V D=
rD
∆ t tan1r w
P1∣det Jt ∆ t∣
f tan1r w
P1∣det Jt∣
f  (3.7.6)
V P=
rD f
∆ t  1r wP 1∣det Jt∣ 1r wP 1∣det Jt∆t∣ (3.7.7)
Jak już wspomniano, parametr  r jest promieniem wewnętrznego pierścienia
w modelu odniesienia,  parametr  w jest  stosunkiem promieni dwóch sąsiednich 
pierścieni  (większego  do  mniejszego),  f jest  ogniskową  obiektywu  kamery,
a rD jest połową średnicy kapsułki.
3.7.2. Mapa przewodu pokarmowego
W czasie analizowania filmu z endoskopu kapsułkowego model deformowal-
ny  może  się  kurczyć  lub  rosnąć.  Jeśli  zwrot  wektora  prędkości  kapsułki  jest 
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zgodny z wektorem skierowania kamery, to wówczas fragmenty obrazu przesu-
wają  się  od wewnątrz na zewnątrz,  a  model  podążający  za tymi fragmentami 
rośnie. W przypadku, w którym wektor prędkości ma zwrot przeciwny do zwrotu 
kamery, sytuacja jest odwrotna i model się kurczy.
Rys. 3.7. Przykładowe fragmenty mapy przewodu pokarmowego
oraz powiązane z nimi obrazy
Wielkość modelu jest obliczana na podstawie macierzy J (3.5.6) transformacji 
afinicznej modelu w stosunku do modelu odniesienia. Macierz ta jest obliczana 
po zakończeniu dopasowania modelu dla  η-sąsiedztwa obejmującego wszystkie 
jego węzły. Pierwiastek kwadratowy modułu wyznacznika tej macierzy oznacza 
proporcję wielkości modelu deformowalnego do wielkości modelu odniesienia.
MDR jest chroniony przed nadmiernym rozrostem (poza ramy obrazu) oraz 
przed nadmiernym skurczeniem. Jeśli model powiększy się o odległość między 
sąsiednimi pierścieniami, czyli gdy ∣det J∣w , wówczas zewnętrzny pierścień 
modelu jest usuwany i zamiast niego dodawany jest odpowiedniej wielkości pier-
ścień  wewnętrzny.  Jeśli  model  zmniejszy  się  tak,  że  ∣det J∣w1 ,  wówczas 
wewnętrzny pierścień jest usuwany i zamiast niego dodawany jest odpowiedniej 
wielkości pierścień zewnętrzny. Współrzędne węzłów dodawanych pierścieni są 
ekstrapolacją współrzędnych węzłów w dwóch najbliższych pierścieniach.
W obydwu przypadkach, po usunięciu lub dodaniu pierścienia, zapamiętywa-
ne są składowe koloru obrazu odczytane we współrzędnych kolejnych węzłów q 
zewnętrznego pierścienia. Wektory te zostają ułożone w szereg, tworząc pojedyn-
czą  linię  obrazu  cyfrowego.  Poszczególne  linie,  uzyskane  podczas  usuwania
i dodawania pierścieni, składane są kolejno razem, tworząc mapę – obraz będący 
reprezentacją  wewnętrznej powierzchni przewodu pokarmowego. Rozdzielczość 
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poprzeczna mapy może zostać zwiększona przez odczytanie składowych koloru 
dodatkowo pomiędzy węzłami pierścienia. Rozdzielczość podłużną można zwięk-
szyć,  odczytując  składowe  koloru  pomiędzy  dwoma  pierścieniami  modelu,
w obrazach pomiędzy zdarzeniami usunięcia i dodania pierścienia. 
Procedura tworzenia mapy wiąże się z koniecznością przeprowadzenia inter-
polacji dla trzech różnych przypadków. Po pierwsze, odczyt składowych koloru 
pomiędzy węzłami wymaga interpolacji współrzędnych węzłów, funkcji x(·) i y(·), 
których wartości znane są w dziedzinie dyskretnych parametrów p i q. Po drugie, 
składowe koloru RGB są  określone w dyskretnych współrzędnych obrazu,  tak 
więc ich odczytanie w quasi ciągłych współrzędnych (x,  y) wymaga interpolacji 
tych składowych z dyskretnych współrzędnych na quasi ciągłe współrzędne wę-
złów  modelu.  Po  trzecie,  odczyt  składowych  RGB  pomiędzy  pierścieniami 
powinien być dokonywany w czasie pomiędzy kolejnymi zdarzeniami usunięcia
i dodania pierścienia, a to wymaga dzielenia okresów pomiędzy zdarzeniami na 
krótsze, możliwie równe odcinki czasu.
Wraz z każdą linią mapy jest zapisywany kolejny numer obrazu sekwencji wi-
deo, dla którego linia ta została utworzona – informacja ta umożliwia powiązanie 
współrzędnych mapy z obrazami wideo. W procesie interpretacji filmu z endo-
skopu  umożliwia  to  szybkie  przywołanie  jego  fragmentu  poprzez  wskazanie 
wybranego miejsca na mapie.
4. Walidacja MDR
W  celu  walidacji  MDR  i  optymalizacji  jego  działania  przeprowadzono
trzy eksperymenty. Pierwszy z nich umożliwia ocenę działania modelu z wyko-
rzystaniem jednej  z  miar  podobieństwa  lub  różnicy między blokami  obrazów.
W wyniku  tego  eksperymentu  określono  zasady optymalizowania  parametrów 
związanych z obliczeniami wpływu obrazu na MDR. Drugi z eksperymentów wy-
kazuje,  że deskryptory  ruchu obliczane przez  model  umożliwiają  rozróżnienie 
rodzajów skurczów przewodu pokarmowego. Na podstawie uzyskanych wyników 
zaproponowano postać równania umożliwiającego automatyczne sterowanie od-
twarzaniem  filmu  na  podstawie  deskryptorów  ruchu  wygenerowanych  przez 
model. Trzeci z eksperymentów weryfikuje przydatność mapy przewodu pokar-
mowego generowanej przez MDR w praktyce klinicznej.
Model deformowalnych pierścieni został zaimplementowany w języku C++
w postaci filtru w technologii DirectShow (DS) [220–222]. Technologia ta jest do-
stępna w systemach operacyjnych Microsoft  Windows®.  Filtr DS jest modułem 
programowym mającym wykonywać  wybraną  operację przetwarzania sygnałów 
audiowizualnych. Poszczególne moduły mogą  być  zestawiane jeden za drugim, 
umożliwiając  potokowe przetwarzanie  danych.  Rozwiązanie  to zapewnia  dużą 
elastyczność  w wykorzystaniu gotowych filtrów. Umożliwia to między innymi 
wykorzystanie gotowych modułów służących do odczytu danych z plików, roz-
dzielenia danych na strumienie wideo i audio, dekodowania i prezentacji obrazu 
(renderowania).  Korzystanie  z  gotowych modułów,  zazwyczaj  zoptymalizowa-
nych  pod  kątem  szybkości  działania,  pozwala  w  krótkim  czasie  opracować 
sprawnie działający system przetwarzania strumieni danych. Filtr z zaimplemen-
towanym MDR może być wykorzystany bez konieczności ponownej kompilacji 
jego kodu źródłowego.
W opracowanym filtrze można dobierać wartości parametrów modelu – moż-
liwy jest wybór jednej z metod obliczania wpływu obrazu na model oraz podział 
procesu dopasowania na poszczególne etapy. W każdym z nich można niezależnie 
definiować parametry modelu i określić liczbę iteracji procesu dopasowania. 
W dalszych badaniach  modelu  przyjęto  arbitralnie  liczbę  pierścieni  P = 7, 
liczbę węzłów w pierścieniu  Q = 128, początkowy promień wewnętrznego pier-
ścienia r = 70 oraz proporcję między promieniami sąsiednich pierścieni w = 1,04. 
Dobór  parametrów jest  uzasadniony wielkością  obrazu – model z parametrami
o  takich  wartościach  mieści  się  bowiem w polu  widzenia  kamery  endoskopu
z pewnym marginesem pola widzenia dookoła, a odległości między pierścieniami 
oraz węzłami w pierścieniu są porównywalne.
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Działanie modelu testowano na komputerze z procesorem Intel Pentium 4 tak-
towanym zegarem o częstotliwości 3 GHz i  systemem operacyjnym Microsoft 
Windows  XP  Professional.  Badania  przeprowadzono  w  latach  2006-2008,
a  uzyskane wyniki  opublikowano w pracach  [15],  [145].  Wielkości dotyczące 
uzyskiwanych czasów obliczeń podano dla takiej konfiguracji komputera. Algo-
rytm obliczeniowy  został  zaimplementowany  w  pojedynczym  wątku.  Należy 
jednak zwrócić  uwagę,  że energie  cząstkowe obliczane są  niezależnie dla  po-
szczególnych węzłów. Węzły modelu można podzielić na podzbiory i dokonywać 
w nich obliczeń niezależnie, w osobnych wątkach i w osobnych rdzeniach proce-
sorów.  Pozwoli  to  wielokrotnie  przyspieszyć  analizę  filmów  w  stosunku  do 
wyników podanych w niniejszym rozdziale.
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Do obliczania wpływu obrazu w MDR zaproponowano opcjonalne wykorzy-
stanie jednej z czterech miar określających różnicę pomiędzy fragmentami obrazu 
– są to funkcja informacji wzajemnej ze znakiem minus (– MI), funkcja znormali-
zowanej korelacji wzajemnej ze znakiem minus (– NCC), średnia wartość różnicy 
bezwzględnej (MAD) oraz błąd średniokwadratowy (MSE).  W związku z  tym 
przeprowadzono eksperyment  [11], [14], którego celem była walidacja działania 
modelu wykorzystującego zaproponowane metody oraz wybór jednej z nich, naj-
bardziej  przydatnej  w  przetwarzaniu  wideo  z  endoskopu  bezprzewodowego. 
Przyjęto,  że wybrana metoda  przetwarzania  musi spełnić  następujące warunki:
1) wynikowa mapa przewodu pokarmowego musi przedstawiać obraz odpowiada-
jący właściwościom powierzchni przewodu pokarmowego,  2)  model  powinien 
prawidłowo  śledzić  ruch  posuwisty  kapsułki  wzdłuż  przewodu  pokarmowego
w kierunku zgodnym z osią kapsułki, a także ruch obrotowy wokół tej osi, 3) mo-
del musi być odporny na zdarzenia nieprzewidziane w zaproponowanym modelu 
ruchu,  podczas ich  występowania  algorytm nie może przerywać  przetwarzania 
danych, oraz 4) czas wymagany do przeanalizowania filmu powinien być akcep-
towalny  i  nie  przekraczać  czasu  poświęcanego  typowo  na  przeprowadzenie 
badania. Przyjęto także, że do analizy będą  wykorzystane popularne komputery 
klasy PC.
Na potrzeby eksperymentu wygenerowano film przedstawiający syntetyzowa-
ny  obraz  z  kamery  znajdującej  się  wewnątrz  sztywnej  rury  o  średnicy 
odpowiadającej średnicy kapsułki endoskopu bezprzewodowego. Na wewnętrzną 
stronę wirtualnej rury nałożono teksturę,  która barwą i wzorem przypomina po-
wierzchnię  ścian  układu  pokarmowego.  Film  ten  został  wygenerowany  dla 
kapsułki poruszającej się ze stałą prędkością 0,19 mm/s, z osią kamery ustawioną 
równolegle do osi rury i z prędkością obrotową wokół tej osi równą 7,2 °/s. Film 
składa się z sekwencji 101 obrazów, co oznacza, że dla tej sekwencji proces dopa-
sowania  powtarzany  jest  sto  razy.  Do  wygenerowania  filmu  wykorzystano 
program Persistence of Vision Raytracer (POV-Ray) [223]. 
Wygenerowany film jest bardzo dużym uproszczeniem w stosunku do rzeczy-
wistych  filmów  uzyskiwanych  z  endoskopu  bezprzewodowego.  Nie  odzwier-
ciedla on w sposób realistyczny zróżnicowania ruchu endoskopu ani zmienności 
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kształtu przewodu pokarmowego. Celem eksperymentu nie jest jednak wykazanie 
skuteczności działania  proponowanego algorytmu w warunkach rzeczywistych, 
ale ilościowe porównanie jego czterech wariantów do czego nawet tak wyideali-
zowany przypadek jest wystarczający. 
    
Rys. 4.1. Obrazy 15. i 20. wygenerowanej sztucznie sekwencji wideo przedstawiającej 
wnętrze teksturowanej rury
    
Rys. 4.2. Wynikowe mapy uzyskane z wykorzystaniem funkcji MAD, z blokiem obrazu 
3×3 z parametrem ξ = 0,1 (po lewej) i ξ = 0,02 (po prawej). Mapa po prawej stronie 
przedstawia przekrzywioną teksturę, co jest wynikiem zaniżenia wartości prędkości 
kątowej, a także jest krótsza w wyniku zaniżenia wartości szybkości postępowej
Wygenerowany film poddano analizie za pomocą deformowalnych pierścieni. 
Przyjęto,  że dopasowanie modelu  dla  każdego obrazu przebiega  w dwóch eta-
pach. W pierwszym z nich liczba iteracji została ustalona na  Im1 = 10, parametr 
określający wielkość η-sąsiedztwa dobrano tak, aby dla każdego węzła jego η-są-
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siedztwo obejmowało  wszystkie  węzły  modelu.  Parametry  określające sposób
obliczania naprężeń ustalono na ρ = 1, ρS = 0,9 i ρT = 0,95. W drugim etapie obej-
mującym  Im2 = 4  iteracje,  wartości  odnośnych  parametrów  wynosiły  η = 2, 
ρ = 0,5, ρS = 0,9 i ρT = 1.
Dla tak ustalonych parametrów, związanych z obliczaniem naprężeń,  przete-
stowano model dla czterech zaproponowanych metod obliczania wpływu obrazu, 
kilku wartości parametru określającego wielkość bloku obrazu (N = 1, 3, 5, 7 i 9) 
oraz różnych wartości  parametru  udziału  energii  obrazu  ξ.  Zakres  zmienności
parametru ξ był dobierany odrębnie dla każdej badanej metody obliczania wpły-
wu obrazu, w taki sposób, aby uzyskać prawidłowe działanie modelu wewnątrz 
zakresu zmienności tego parametru. Wartość parametru ξ w drugim etapie dopa-
sowania była zmniejszana do połowy. Zróżnicowanie wartości parametrów w obu 
etapach umożliwia zgrubne i szybkie dopasowanie modelu w pierwszym etapie 
oraz bardziej subtelne i szczegółowe w drugim.
W przypadku zastosowania funkcji NCC, MAD i MSE analizowane są obrazy 
w skali szarości o 256. poziomach, kodowane ośmioma bitami na piksel. W przy-
padku miary MI zastosowanie takiej liczby poziomów jasności wymaga długich 
czasów obliczeń, sięgających 2 minut na obraz (dwa miesiące dla filmu złożone-
go z 50 000 obrazów). Dlatego w przypadku funkcji MI liczbę poziomów jasności 
ograniczono do 8. przy kodowaniu jasności trzema bitami na piksel,  co skraca 
czas obliczeń blisko trzydziestokrotnie.
Wynikiem działania opisywanego modelu jest mapa powierzchni wewnętrznej 
oraz  deskryptory  ruchu.  W  przypadku  mapy  dokonano  subiektywnej  oceny
proporcji uzyskanej tekstury oraz jej ciągłości.  W przypadku deskryptorów po-
równano uzyskane wartości prędkości postępowej VP oraz prędkości obrotowej ω 
ze znanymi  wartościami tych  prędkości  wykorzystanymi  podczas generowania 
filmu. Zmierzono również czas obliczeń wymagany do przeprowadzenia procesu 
dopasowania, czyli dla pojedynczego obrazu sekwencji. Rysunek 4.1 przedstawia 
przykładowe obrazy wygenerowanej sekwencji wideo, a na rysunku 4.2 przedsta-
wiono wybrane przykłady map uzyskanych za pomocą  MDR. Na rysunku 4.3 
zamieszczono wykresy prędkości postępowej obliczone dla  testowanych metod 
przy różnych wartościach parametrów N i ξ, a na rysunku 4.4 zamieszczono ana-
logiczne wykresy prędkości obrotowej. Tabela 4.1 przedstawia wartości czasów 
wymaganych do przeprowadzenia obliczeń dla poszczególnych metod przy róż-
nych wartościach parametru N.
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d)
Rys. 4.3. Wykresy estymowanej prędkości postępowej VP w funkcji ξ
uzyskane dla miar: a) MI, b) NCC, c) MAD i d) MSE
b)
d)
Rys. 4.4. Wykresy estymowanej prędkości obrotowej ω w funkcji ξ 
uzyskane dla miar: a) MI, b) NCC, c) MAD i d) MSE
4.1. Dobór metody obliczania wpływu obrazu 59
Tabela. 4.1. Czas analizy jednego obrazu w milisekundach
N MAD MSE MI NCC
1 18 18 N.D. N.D.
3 37 38 132 84
5 75 75 184 214
7 127 132 238 397
9 200 209 327 654
Analiza wyników zamieszczonych na rysunkach 4.3 i 4.4 pozwala zaobser-
wować, że dla wszystkich testowanych metod obliczania wpływu obrazu istnieje 
taka para parametrów N i ξ, dla których wartości prędkości obliczone przez MDR 
są zbliżone do oczekiwanych. W przypadku funkcji MAD, MSE i NCC zaobser-
wować  można pewien zakres parametru  ξ,  dla  którego na wykresach szybkości 
występuje plateau o wartościach bliskich oczekiwanym. Oznacza to, że dla tych 
trzech  metod  istnieje  pewien  zakres  parametru  ξ,  w  którym działanie  modelu 
można uznać za prawidłowe. W przypadku funkcji NCC takie płaskie przebiegi 
wykresu uzyskano dla bloków o wielkości przynajmniej  5×5. Dla funkcji MAD
i MSE płaskie przebiegi bliskie wartości oczekiwanej uzyskano dla  mniejszych 
bloków, a nawet dla „bloków” o wielkości 1×1 (pojedyncze piksele). Jeśli porów-
nać czasy wymagane do przeprowadzenia dopasowania, to są one najkrótsze dla 
funkcji  MAD i MSE. Porównując płaskie  fragmenty  wykresów funkcji  MAD
i MSE można zaobserwować, że są one najszersze dla funkcji MAD. W tym przy-
padku wartości prędkości bliskie  prędkościom oczekiwanym,  z  błędem mniej-
szym niż 5%, uzyskuje się dla parametru ξ w zakresie od 0,03 do 0,2, co stanowi 
ponad sześciokrotną  zmienność.  W przypadku funkcji  MSE zakres zmienności 
parametru ξ, przy którym uzyskuje się wartości bliskie oczekiwanym, jest mniej-
szy – czterokrotny. Dla obu metod, MAD i MSE, wartości funkcji  VP w płaskim 
obszarze wykresu są największe, a poza nim maleją. Jest to istotne spostrzeżenie, 
które umożliwia optymalizację  parametru  ξ dla  rzeczywistych sekwencji wideo 
przez maksymalizację wartość VP. Biorąc pod uwagę te spostrzeżenia, do oblicza-
nia wpływu obrazu na MDR, wybrano funkcję MAD wykorzystującą blok obrazu 
o wielkościach 3×3 piksele. Dla potrzeb analizy filmów endoskopowych parametr 
ξ dobrano tak,  aby maksymalizował wartości funkcji  szybkości postępowej  VP 
w wybranych kilku rzeczywistych filmach uzyskanych z kapsułki endoskopowej. 
W dalszych eksperymentach przyjęto wartość tego parametru równą 0,1 w pierw-
szym etapie i 0,05 w drugim etapie dopasowania.
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a)                                                                               b)
c)
Rys. 4.5. Przykładowe mapy przewodu pokarmowego, wybrane obrazy, dla których 
zostały wygenerowane oraz poglądowe wykresy deskryptorów ruchu: a) bezruch,
b) wynik skurczów perystaltycznych i c) wynik skurczów segmentowych.
Oznaczenia liczbowe przy obrazach oznaczają numer kolejny obrazu w filmie
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Działanie  modelu  zostało  przetestowane  na  kilkudziesięciu  filmach  uzy-
skanych z  endoskopu bezprzewodowego.  We  wszystkich  przypadkach ekspert
gastroenterolog  uznał,  że  wynikowa  mapa  przedstawia  przydatne  informacje,
model śledzi ruch posuwisty i nie przerywa analizy filmu w przypadku występo-
wania innych rodzajów ruchu. 
4.2. Model ruchów jelita
Ruch kapsułki endoskopu bezprzewodowego w jelicie cienkim jest wynikiem 
ruchów  jelita  wywoływanych  skurczami  mięśni  oraz  w  pewnym  stopniu  sił
grawitacji.  Ruch jelita  cienkiego nie jest  jednorodny,  a ze względu na jego in-
tensywność można wyróżnić w nim trzy przypadki. Najbardziej intensywny i cha-
otyczny jest  ruch wywołany skurczami segmentowymi,  mieszającymi pokarm. 
Mniej intensywne ruchy perystaltyczne, których celem jest przesuwanie pokarmu, 
wywołane są skurczem obwodowym, którego miejsce przemieszcza się w sposób 
jednostajny w stronę odbytu. Trzecim przypadkiem jest bezruch, w którym jelito 
pozostaje w stanie spoczynku. 
Rodzaj ruchu jelita ma wpływ na intensywność zmian treści obrazu. W fazie 
bezruchu kolejne obrazy praktycznie się nie zmieniają, podczas ruchów perystal-
tycznych endoskop jest  przesuwany stosunkowo łagodnie,  a obraz zmienia  się 
płynnie i jednostajnie. Skurcze mieszające powodują gwałtowne zmiany w obra-
zie.  Jak wspomniano,  praktyczne zastosowanie analizy ruchu we wspomaganiu 
interpretacji medycznej filmu z endoskopu bezprzewodowego polega na dostoso-
waniu  jego  odtwarzania  do  intensywności  zmian  w  obrazie.  Film może  być 
odtwarzany szybko w przypadku braku zmian w obrazie (faza spoczynku), wol-
niej  w  przypadku  ruchów  jednostajnych  (skurcze  perystaltyczne)  oraz  bardzo 
wolno w przypadku nagłych i chaotycznych zmian obrazu (ruchy segmentowe).
Celem kolejnego eksperymentu [11], [17] było potwierdzenie, że deskryptory 
ruchu obliczane przez MDR umożliwiają  klasyfikację  ruchów jelita  cienkiego.
W eksperymencie wykorzystano 50 filmów pochodzących z badań medycznych 
wykonanych za pomocą endoskopu bezprzewodowego. Filmy te zostały poddane 
analizie za pomocą MDR. Następnie odszukano w nich fragmenty przedstawiają-
ce różne fazy ruchu jelita cienkiego. Po konsultacji z lekarzem, wybrano po sto 
obrazów należących do fragmentów reprezentujących bezruch,  ruch wywołany 
skurczami  przepychającymi  oraz  ruch  wywołany  skurczami  mieszającymi.
Wektory deskryptorów ruchu  VP,  ω,  G1,  G2 i  G3 obliczone dla  tych  obrazów,
z oznaczeniem ich przynależności do klas, poddano liniowej analizie dyskrymina-
cyjnej (ang. Linear discriminant analysis – LDA) [224], [225].
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Rys. 4.6. Rozkład wektorów deskryptorów ruchu. Cyframi oznaczono przynależność
do poszczególnych klas: 1 – bezruch, 2 – skurcze perystaltyczne i 3 – skurcze 
segmentowe
Rys. 4.7. Rozkład wektorów w przestrzeni MDF
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a)                      b)                       c)                      d)
e)                                      f)                                 g)
h)                       i)                        j)                        k)
Rys. 4.8. Przykłady fragmentów map oraz wybrane obrazy, na podstawie których mapy 
zostały wygenerowane. Przykłady pokazują: a) treść pokarmową, b) i c) pianę,
d) prześwietlony obraz, e) wejściowy odcinek żołądka, f) jelito cienkie, g) jelito grube,
h) wrzód w chorobie Crohna-Leśniewskiego, i) krwawienie, j) erozję oraz k) miejsce 
zatrzymania się kapsułki z bliżej nieokreślonego powodu
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Liniowa analiza dyskryminacyjna umożliwia znalezienie liniowej transforma-
cji  przestrzeni  cech  (tutaj  deskryptorów  ruchu)  w  nową  przestrzeń  atrybutów 
najlepiej różnicujących klasy (ang.  Most discriminative features – MDF). Cechy 
MDF  będące  kombinacjami  liniowymi  cech  oryginalnych  są  uporządkowane
w kolejności  określonej  ich  zdolnością  dyskryminacyjną.  Przy  czym pierwsza
z nich najlepiej  różnicuje (dyskryminuje) klasy zdarzeń  (tutaj fazy ruchu),  zaś 
każda kolejna tworzy kierunek ortogonalny w stosunku do wszystkich poprzed-
nich. Określenie „najlepiej różnicujące” odnosi się do kryterium Fishera i oznacza 
maksymalizację  wartości, tzw. współczynnik Fishera  [226], który wyraża zdol-
ność dyskryminacyjną danej cechy jako iloraz średnich wariancji cechy pomiędzy 
klasami do jej średniej wariancji wewnątrz poszczególnych klas. 
Rysunek 4.6 przestawia rozkład wektorów trzech  wybranych deskryptorów 
ruchu |VP|,  G1 i G3. Współrzędne wektorów klasy bezruchu oznaczono cyfrą „1”, 
klasy  skurczy  perystaltycznych  cyfrą  „2”  i  klasy  skurczy  segmentowych
cyfrą „3”. Można zaobserwować, że wartości deskryptorów są najmniejsze w kla-
sie bezruchu i największe w klasie skurczy segmentowych, a także, że wektory 
poszczególnych klas znajdują się w osobnych obszarach przestrzeni parametrów. 
Odseparowanie wektorów należących do osobnych klas jest możliwe – z założe-
niem  pewnego  akceptowalnego  błędu  –  za  pomocą  hiperpłaszczyzny,  czyli 
klasyfikacji liniowej.
Rysunek 4.7 przedstawia natomiast przestrzeń dwóch pierwszych cech MDF 
uzyskanych  za  pomocą  transformacji  liniowej  przestrzeni  wszystkich  pięciu
wymienionych deskryptorów ruchu. Klasyfikacja liniowa z wykorzystaniem wy-
łącznie pierwszej cechy MDF umożliwia prawidłowe przyporządkowanie ponad 
90% wektorów. Wyniki te potwierdzono za pomocą zbioru testowego wektorów 
cech, stosując otrzymany klasyfikator liniowy do klasyfikacji faz ruchu w filmach 
innych niż wykorzystane na etapie jego uczenia. 
4.3. Sterowanie odtwarzaniem filmu
Jednym  z  zastosowań  MDR  jest  wykorzystanie  wygenerowanych  deskry-
ptorów  ruchu  do  sterowania  szybkością  odtwarzania  filmu.  Po  konsultacjach
z gastroenterologiem ustalono, że obrazy przedstawiające intensywny ruch będą-
cy wynikiem skurczy segmentowych powinny być prezentowane przez około pół 
sekundy każdy. Jest to czas wystarczająco długi, aby spojrzeć na obraz, ocenić go 
i ewentualnie podjąć decyzję o zatrzymaniu odtwarzania w celu przeprowadzenia 
dokładniejszej analizy. Ustalono również, że obrazy powstałe podczas jednostaj-
nego i płynnego ruchu, będącego wynikiem skurczy perystaltycznych, mogą być 
odtwarzane szybciej, przez czas około 1/10 sekundy. Z kolei w przypadku obra-
zów uzyskanych podczas  bezruchu  uznano,  że mogą  być  prezentowane przez 
możliwie  krótki  czas  –  ze  względu  na  częstotliwość  odświeżania  typowych 
współczesnych monitorów komputerowych, czas prezentacji pojedynczego obra-
zu wyniesie 1/75 sekundy. 
Do estymacji  zależności między deskryptorami ruchu a czasem prezentacji 
obrazu wykorzystano regresję liniową [227–229], w której zakłada się, że wartość 
oczekiwana funkcji może być przybliżona kombinacją  liniową zmiennych nieza-
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leżnych. Poszukuje się tu takiej kombinacji, która zminimalizuje błąd pomiędzy 
wartością oczekiwaną a jej przybliżeniem. W przypadku estymacji funkcji czasu 
∆g prezentacji obrazu minimalizowano błąd średniokwadratowy. Uzyskaną kom-
binację liniową deskryptorów przedstawia równanie (4.3.1).
∆ g=ψ 0.1332∣V P∣0.0037∣ω∣0.3871G10.0007G20.0135G30.0315 
(4.3.1)
Parametr ψ domyślnie jest równy jeden, jego wartość może być modyfikowa-
na  przez  użytkownika  w  celu  względnego  przyspieszenia  lub  spowolnienia 
szybkości odtwarzania filmu. Ponadto w opracowanym programie wartość ∆g jest 
ograniczona z dołu przez czas odświeżania obrazu wykorzystywanego monitora 
oraz z góry przez wartość pół sekundy.
4.4. Zastosowanie mapy przewodu pokarmowego
MDR przetestowano na blisko 60 filmach z endoskopu bezprzewodowego. 
Dla każdego z filmów wygenerowano mapę przewodu pokarmowego o szeroko-
ści 256 pikseli.  Każdy z  wierszy mapy powstał w wyniku zebrania  informacji
z obrazu we współrzędnych 128 węzłów i w 128 położeniach pomiędzy sąsiedni-
mi  węzłami  w  pierścieniu.  Długość  map  waha  się  pomiędzy 15000  a  25000 
pikseli. 
Przydatność  map została  poddana  subiektywnej  ocenie  diagnostów gastro-
enterologów  [11],  [18] –  stwierdza  się  w  niej,  że mapy umożliwiają  szybkie
rozpoznanie  obszarów  krwawień,  rozległych  owrzodzeń  oraz  fragmentów,
w których powierzchnia jelita jest przesłonięta treścią pokarmową. W czasie in-
terpretacji filmu, dzięki zaproponowanej mapie, można więc pominąć fragmenty 
nieużyteczne z punktu widzenia diagnostyki medycznej i skupić uwagę na istot-
nych obszarach. Ponadto wykres prędkości VP obliczanej przez MDR przydatny 
jest  podczas  lokalizacji  miejsc,  w których kapsułka  się  zatrzymała – może to 
wskazywać na przewężenia lub dysfunkcje przewodu pokarmowego. Spostrzeże-
nia te pozwalają sądzić, że korzystanie z mapy przyspiesza wyszukiwanie zmian 
chorobowych  układu  pokarmowego  lub  zmniejsza  liczbę  zmian  przeoczonych 
przez lekarza podczas interpretacji filmu. 
W celu ilościowej weryfikacji powyższych spostrzeżeń przeprowadzono ba-
dania  doświadczalne  [11],  w  których  udział  wzięło  dwóch  gastroenterologów 
zajmujących się zawodowo badaniami z zastosowaniem endoskopu bezprzewodo-
wego.  Na  potrzeby  eksperymentu  przygotowano  10  nowych  filmów  wideo, 
których lekarze biorący udział w eksperymencie wcześniej nie znali. Wszystkie 
filmy poddano analizie z zastosowaniem MDR, dzieląc je następnie na dwie gru-
py po pięć  filmów.  Pierwszy z lekarzy otrzymał filmy z pierwszej grupy wraz
z odpowiadającymi im mapami przewodu pokarmowego oraz filmy z drugiej gru-
py bez map i dodatkowych informacji wygenerowanych przez MDR. Drugi lekarz 
otrzymał filmy z drugiej grupy wraz z odpowiednimi mapami, natomiast filmy
z pierwszej grupy bez map i dodatkowych informacji.
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Tabela 4.2. Liczby znalezisk i czasy interpretacji
Brak mapy Wykorzystanie mapy
Numer filmu Liczba znalezisk Czas 
interpretacji 
[min]
Liczba znalezisk Czas 
interpretacji 
[min]
Lekarz 1 Lekarz 2
1 9 54 11 38
2 11 32 12 11
3 18 38 6 18
4 22 55 12 24
5 10 35 11 11
Lekarz 2 Lekarz 1
6 14 25 24 44
7 25 45 55 49
8 4 19 14 40
9 16 34 8 65
10 18 30 28 60
Sumarycznie 147 367 181 360
Zadaniem lekarzy była interpretacja otrzymanych filmów, odnalezienie cha-
rakterystycznych  miejsc  przewodu  pokarmowego  –  punktów  orientacyjnych
(ang.  landmarks) – takich jak początek i koniec jelita  cienkiego oraz obrazów 
przedstawiających zmiany chorobowe. Odnalezione punkty orientacyjne i obrazy 
ze zmianami chorobowymi zostały przez lekarzy opisane, a opisy wraz z numera-
mi obrazów umieszczone na tzw. liście znalezisk (ang.  findings).  W przypadku
każdego z filmów zmierzono czas, jaki lekarz poświęcił na jego interpretację. Po 
zakończeniu eksperymentu, wytworzone listy znalezisk zostały wzajemnie zwery-
fikowane  przez  lekarzy  biorących  udział  w  eksperymencie.  Potwierdzili  oni,
że odnalezione obrazy rzeczywiście przedstawiają  punkty orientacyjne,  zmiany 
chorobowe oraz że opisy umieszczone na liście są adekwatne do odwzorowanych 
w tych obrazach informacji medycznych. 
Eksperyment pokazał, że przeciętny czas poświęcony przez lekarzy na prze-
prowadzenie  interpretacji  był  nieznacznie  krótszy  w  przypadku  zastosowania 
mapy aniżeli w przypadku,  w którym nie była  ona wykorzystana.  Sumaryczny 
czas analizy filmów bez zastosowania mapy wyniósł 367 minut, natomiast z jej 
wykorzystaniem 360 minut. Sumaryczna liczba znalezisk dla filmów wyposażo-
nych  w  mapy  przewodu  pokarmowego  wyniosła  181,  natomiast  dla  filmów
bez dodatkowych informacji wygenerowanych przez MDR wyniosła 141. Dane 
szczegółowe  dotyczące  liczby  znalezisk  i  czasu  interpretacji  poszczególnych
filmów przedstawia tabela 4.2.
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Zamieszczone tam wyniki wykazały przydatność mapy przewodu pokarmo-
wego  –  co  prawda  nie  uzyskano  znaczącej  redukcji  czasu  poświęconego  na 
interpretację, zaledwie 2%, ale zwiększenie liczby znalezisk o 20% jest istotnym 
osiągnięciem. Należy zauważyć, że odnalezienie jak największej liczby obrazów 
ze zmianami chorobowymi  umożliwia prawidłową  ocenę  ilościową  schorzenia. 
Ocena ta ma natomiast wpływ na zalecenia dotyczące sposobu leczenia. Tak więc, 
metoda zmniejszająca szanse przeoczenia zmiany chorobowej ma istotne znacze-
nie w uzyskaniu prawidłowej diagnozy.
5. Detekcja zmian chorobowych
Automatyczna  detekcja  zmian  chorobowych  uwidocznionych  w  obrazach
biomedycznych  jest  jednym  z  istotnych  zagadnień  diagnostyki  w  medycynie. 
Przyjmuje się, że obrazy zmian różnią się w znaczący sposób od obrazów przed-
stawiających stan normalny. Metody omawiane w niniejszym rozdziale mają  za 
zadanie  sprecyzowanie co jest istotą tych różnic i określenie cech będących wy-
różnikami między obrazami jednej i  drugiej  grupy.  Cechy takie,  nazywane też 
deskryptorami, muszą zostać zdefiniowane w sposób umożliwiający ich wyodręb-
nienie  metodami  numerycznymi  –  są  one  wartościami  liczbowymi  charak-
teryzującymi obraz w sposób ilościowy. 
Można  wyróżnić  trzy metody poszukiwania  cech znaczących,  czyli  takich, 
które odróżniają obrazy należące do różnych grup – klas obrazów. Są to metody 
wykorzystujące model  obrazu,  transformację  obrazu  oraz analizę  statystyczną.
W pierwszym przypadku opracowywane są  modele obrazów obu klas uwzględ-
niające fizyczne różnice między obrazowanymi tkankami oraz właściwości wyko-
rzystanej techniki obrazowania. Przykładowo, przy detekcji krwawień można roz-
patrywać skład chemiczny krwi, jej cechy optyczne, takie jak barwa i mętność, 
oraz jej cechy fizyczne, jak płynność i zdolność dyfuzji. Następnie, uwzględniając 
charakter układu optycznego i oświetlenia, określa się cechy jakie powinien mieć 
obraz, w którym widoczna jest krew. Cechy takie, np. udział barwy czerwonej od-
powiedniej  dla  hemoglobiny,  można  wykorzystywać  jako  wyróżnik  obrazów 
przedstawiających krwawienie. Drugim podejściem do problemu jest zastosowa-
nie  metod  transformacyjnych.  Wykorzystują  one transformacje  obrazów,  które
w  łatwiejszy  sposób  niż  oryginały  pozwalają  odróżnić  obrazy  należące  do
różnych klas – np. transformata falkowa umożliwia obliczenia składowych czę-
stotliwościowych dla różnych skal obrazu. Trzecim podejściem jest zastosowanie 
metod analizy statystycznej, w których cechami są np. wielkości statystyczne cha-
rakteryzujące histogramy obrazu. 
W dalszej części rozdziału uwagę poświęcono głównie metodom transforma-
cyjnym i  analizy statystycznej oraz zagadnieniom selekcji  cech znaczących za 
pomocą  wybranych metod klasyfikacji  i uczenia  nadzorowanego.  Opracowanie 
modelu obrazu uwzględniającego dużą różnorodność rozważanych zmian choro-
bowych oraz zmienność  warunków pozyskiwania obrazów tych zmian w przy-
padku obrazów z endoskopu wydaje się niecelowe – model taki musiałby być bar-
dzo skomplikowany i byłby trudny w interpretacji. 
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5.1. Tekstura 
Tekstura jest pewnym wzorem w obrazie, często złożonym z powtarzających 
się  regularnie  drobniejszych,  podobnych  do  siebie  elementów.  Obszar  obrazu 
obejmujący taki wzór jest postrzegany przez człowieka jako jednorodny w sensie 
subiektywnie przypisywanych mu cech.  Tekstura w przypadku obrazów wizyj-
nych  może  być  obrazem fakturowanych powierzchni  (np.  tynk,  powierzchnia 
betonu), powierzchni będącej złożeniem drobnych elementów o przypadkowym 
charakterze (trawnik, piasek, żwir, futro) oraz wzorów tworzonych przez połącze-
nie elementów regularnych (ściana z cegły, pleciona tkanina). Człowiek postrzega 
tego typu obszary w sposób całościowy,  nie zwracając uwagi na poszczególne
elementy, które go tworzą. Tekstura ma cechy wynikające z charakteru wizuali-
zowanych obiektów oraz warunków panujących podczas ich wizualizacji. Zazwy-
czaj jest więc charakteryzowana poprzez cechy wizualizowanego obiektu, który 
może mieć określoną granulację (piasek i żwir), cechy kierunkowe (trawa, futro), 
chropowatość  (tynk),  regularność  (ściana  z  cegły)  itp.  Cechami  wynikającymi
z warunków obrazowania jest np. kontrast tworzonego wzoru, który w obrazowa-
niu powierzchni fakturowanych jest po części efektem sposobu ich oświetlenia. 
Patrząc przez pryzmat pojęcia tekstury, obraz można potraktować jako mozai-
kę  obszarów o jednorodnych wzorach.  Jeśli  celem jest  segmentacja tak rozu-
mianego obrazu, to analiza polega na lokalnym określaniu cech tekstury, a następ-
nie oznaczaniu obszarów jednorodnych ze względu na wartości tych cech. Innym 
celem jest rozpoznawanie –  detekcja obszarów charakteryzujących się określo-
nym wzorem – również wymagające wyznaczenia cech, a następnie stwierdzenia 
ich podobieństwa do cech poszukiwanego wzoru.  W obydwu przypadkach ko-
nieczne jest obliczenie cech charakteryzujących teksturę w sposób ilościowy – 
cechy charakteryzujące ją w sposób opisowy lub jakościowy są niewystarczające 
w przypadku stosowania metod numerycznych do ich analizy. 
Publikacje poświęcone ilościowemu opisowi tekstury  [230–237] są źródłem 
wielu algorytmów umożliwiających scharakteryzowanie rozkładu jasności w ob-
razie.  Wśród  nich  są  metody  analizy  statystycznej  histogramu,  metody  trans-
formacyjne,  umożliwiające  analizę  składowych  częstotliwościowych  obrazu
traktowanego  jak  sygnał  dwuwymiarowy,  oraz  oparte  na  modelach  akwizycji
i  ransmisji. Do analizy obrazów z endoskopu bezprzewodowego wykorzystano 
wybrane metody analizy statystycznej,  metody transformacyjne oraz opierające 
się  na  modelu  transmisji obrazu.  Zostały one zaimplementowane w programie 
MaZda  [103–106] i wykazały swoją  przydatność w analizie różnorodnych obra-
zów biomedycznych [113], [116–119], [121], [128], [129], [131–133], [135–139], 
[238–250].  Wyniki uzyskane tymi metodami porównano z  metodami objętymi 
standardem MPEG-7 [86], [87], [251–253], które były wykorzystywane do bada-
nia  obrazów endoskopowych przez inne zespoły badawcze  [75],  [79],  [85] na 
świecie. W dalszej części tego podrozdziału podano krótką charakterystykę metod 
ilościowego opisu tekstury wykorzystywanych w programie MaZda oraz określo-
nych standardem MPEG-7. 
Jedną z metod wykorzystywanych w programie MaZda jest analiza histogra-
mu pierwszego rzędu obrazu monochromatycznego [112], [230]. Histogram jest 
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funkcją określoną w dziedzinie jasności obrazu, która podaje liczbę pikseli o da-
nej  jasności  występujących  w  wybranym  obszarze.  Cechami  są  wielkości 
statystyczne histogramu,  takie jak:  średnia,  wariancja, współczynnik skośności, 
kurtoza oraz kwantyle. Niedoskonałością opisu obrazu za pomocą cech histogra-
mu pierwszego rzędu jest nieuwzględnienie zależności przestrzennych rozkładu 
jasności – cechy obliczone dla obrazu, w którym piksele są pozamieniane miej-
scami,  np.  uporządkowane od najciemniejszego do najjaśniejszego,  będą  miały 
wartości identyczne z obliczonymi dla obrazu oryginalnego. 
Aby ocenić zależności przestrzenne występujące w obrazie można poddać go 
transformacji  i  obliczyć  cechy  statystyczne  współczynników  uzyskanej  trans-
formaty. Jedną z możliwości jest obliczenie wartości bezwzględnej gradientu ja-
sności w każdym punkcie obrazu  [112].  Powstaje w wyniku tego nowy obraz,
w którym są wyeksponowane kontury rozumiane jako znaczące, lokalne zmiany 
jasności pomiędzy jednorodnymi obszarami w obrazie oryginalnym. Gradient ob-
liczany  jest  jako  pierwiastek  drugiego  stopnia  sumy  kwadratów  pochodnych 
jasności w prostopadłych do siebie kierunkach, np. poziomym i pionowym. Po-
chodne w obrazie cyfrowym są  zwykle obliczane jako połowa różnicy jasności 
sąsiednich pikseli po lewej i po prawej (dla kierunku poziomego) oraz od góry
i od dołu (dla kierunku pionowego). Wielkości statystyczne obliczone dla histo-
gramu  wartości  bezwzględnej  gradientu,  w  odróżnieniu  od  cech  histogramu 
obrazu oryginalnego, niosą  już informację o pewnych zależnościach przestrzen-
nych rozkładu jasności. 
Kolejna metoda wykorzystana w analizie tekstury obrazów endoskopowych 
wykorzystuje  macierz  zdarzeń  (ang.  co-occurrence  matrix –  COM,  gray-level
co-occurrence matrix – GLCM) – histogram drugiego rzędu rozkładu jasności
obrazu [235], [254]. Elementy tej macierzy są liczbami par pikseli obrazu o okre-
ślonych  poziomach  jasności.  Piksele  w  parach  znajdują  się  w  określonej 
wzajemnej relacji przestrzennej – jeden z  nich znajduje się  we współrzędnych 
przesuniętych o określony wektor względem współrzędnych drugiego. COM jest 
macierzą kwadratową o wymiarach odpowiadających liczbie poziomów jasności 
obrazu i określa liczbę par pikseli obrazu, w których jeden z pikseli ma jasność 
daną  numerem wiersza, a drugi numerem kolumny. Cechami są wielkości staty-
styczne  macierzy,  takie  jak  energia,  kontrast,  korelacja,  średnia  sumacyjna, 
wariancja sumacyjna i różnicowa oraz entropia i entropia różnicowa. W progra-
mie MaZda cechy mogą być obliczone dla dwudziestu różnych macierzy zdarzeń, 
uzyskanych  dla  różnych  wektorów  przesunięcia  między  pikselami  w  parach: 
[0 k]T, [k 0]T, [k k]T i [k -k]T, gdzie  k przyjmuje wartości naturalne w zakresie od
1 do 5.
W programie MaZda zaimplementowano również  algorytm obliczania  cech 
na podstawie macierzy długości ciągów pikseli (ang.  run-length matrix – RLM, 
grey-level run-length matrix – GRLM) [234]. Macierz ta niesie informację o licz-
bie ciągów pikseli  o  identycznej  jasności i  określonej  długości,  gdzie długość 
dana jest numerem kolumny, a jasność numerem wiersza. RLM jest obliczana dla 
czterech różnych kierunków ciągów pikseli: poziomego, pionowego, 45º i 135º. 
Na jej podstawie są obliczane: moment odwrotny emfazy krótkich ciągów, mo-
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ment emfazy długich ciągów, niejednorodność poziomów jasności, niejednorod-
ność długości ciągów oraz udział powierzchni obrazu w ciągach.
Kolejną grupę cech stanowią parametry modelu autoregresji [231]. Model ten 
zakłada, że obraz jest transmitowany liniami od górnej do dolnej, a każda z linii 
jest przesyłana piksel po pikselu od strony lewej do prawej oraz że jasność piksela 
można przewidywać na podstawie jasności pikseli przesłanych wcześniej. W za-
implementowanym algorytmie są poszukiwane cztery parametry wiążące jasność 
piksela z jego sąsiadami z lewej, z lewej u góry, u góry i z prawej u góry. Parame-
try te są  obliczane tak,  aby dla  uzyskanego równania liniowego,  błąd średnio-
kwadratowy pomiędzy jasnością  przewidywaną  i  rzeczywistą  był  minimalny – 
wartość tego błędu jest piątą cechą.
Program MaZda umożliwia również rozkład obrazu za pomocą transformacji 
falkowej Haara [255], [256] w pięciu różnych skalach. Na podstawie wynikowej 
transformaty jest obliczana energia obrazu w pasmach częstotliwości. Obliczone 
wartości są następnie wykorzystywane jako cechy charakteryzujące teksturę.
Przed obliczeniem cech tekstury,  histogram jasności analizowanego obrazu 
można  opcjonalnie  poddać  normalizacji  na  dwa  sposoby  [112].  W pierwszym 
przypadku zakres jasności obrazu jest zmieniany liniowo tak, aby pełny zakres
jasności, nowego obrazu obejmował zakres od średniej jasności obrazu oryginal-
nego,  pomniejszonej o potrójną  wartość  odchylenia standardowego,  do średniej 
jasności, powiększonej o potrójną wartość odchylenia standardowego. W drugim 
przypadku normalizacja polega na takiej zmianie zakresu jasności, aby pełny za-
kres jasności nowego obrazu obejmował zakres od pierwszego do 99 percentyla 
obliczonych dla histogramu jasności oryginalnego obrazu. W obydwu przypad-
kach wartości jasności wybiegające poza zakres zostają ograniczone wartościami 
minimum i maksimum jasności nowego obrazu. Ponadto w nowym obrazie moż-
na zmodyfikować parametr określający liczbę bitów kodujących poziom jasności 
obrazu, co ma istotny wpływ na wartości cech COM i RLM, ponieważ decyduje o 
rozmiarach tych macierzy. Dodatkowo w przypadku metody RLM zmniejszenie 
liczby bitów zwiększa długości ciągów pikseli o tym samym poziomie jasności. 
Zastosowanie normalizacji i standaryzacji ma w założeniu uniezależnić wartości 
cech od intensywności oświetlenia, co ma znaczenie w analizie obrazów endosko-
powych, w których odległe ściany przewodu pokarmowego są słabiej oświetlone 
od tych znajdujących się blisko. Szczegóły algorytmów obliczania cech tekstury 
obrazu wykorzystanych w programie MaZda zamieszczono w załączniku B. 
MPEG-7 jest  standardem opisu  zawartości  multimediów  (ang.  Multimedia  
Content  Description  Interface),  który  w  założeniu  ma  charakteryzować  treść
obrazów, filmów i dźwięków [86], [87], [251], [252]. Do opisu obrazów są wyko-
rzystywane  między  innymi  cechy tekstury,  należące  do  trzech  różnych  grup: 
deskryptor  tekstury  homogenicznej  (ang.  homogeneous  texture  descriptor – 
HTD),  deskryptor  przeszukiwania  tekstury (ang.  texture browsing  descriptor – 
TBD) oraz deskryptor  histogramów linii  brzegowych (ang.  edge histogram de-
scriptor –  EHD).  W dokumentacji  standardu przyjęto nazewnictwo,  w którym 
deskryptorami są określane grupy cech, a nie pojedyncze cechy. W celu oblicze-
nia deskryptora tekstury homogenicznej obraz jest filtrowany za pomocą zestawu 
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filtrów Gabora o sześciu orientacjach i pięciu skalach, a następnie dla wyniko-
wych pasm częstotliwości są obliczane momenty energii pierwszego i drugiego 
rzędu. Metoda obliczania deskryptora przeszukiwania tekstury wykorzystuje filtry 
Gabora do wyznaczenia dwóch (tzw. dominujących) kierunków filtracji, w któ-
rych energia obrazu jest największa. Metoda cech histogramów linii brzegowych 
analizuje  bloki  pikseli  w poszukiwaniu  konturów pomiędzy obszarami  obrazu
o różnych jasnościach i  przypisuje te kontury do jednej  z  pięciu grup: skiero-
wanych  poziomo,  pionowo,  pod  kątem  45º i  135º oraz  nieokreślonych  (nie-
kierunkowych). Udział ilościowy bloków określonego rodzaju jest cechą charak-
teryzującą  teksturę  obrazu.  Implementacje  metod  do  obliczania  cech  tekstury 
ujętych w standardzie MPEG-7 są łatwo dostępne i mogą  być wykorzystywane 
również w badaniach naukowych – w tym do analizy obrazów z endoskopu bez-
przewodowego, czego dowodem są liczne publikacje [55], [58], [64], [75], [77], 
[85], [88], [257]. 
5.2. Cechy barwy
Kolor  w  wizyjnym  obrazowaniu  przewodu  pokarmowego  jest  informacją 
istotną  z punktu widzenia diagnozowania stanów chorobowych oraz lokalizacji 
endoskopu bezprzewodowego.  Przykładami zmian chorobowych o specyficznej 
barwie są krwawienia (odcienie czerwieni), wrzody zwłóknione (jasnoszare i bia-
łe)  czy  też  nadmierne wydzielanie  żółci  (zabarwienie  żółtobrązowe).  Ponadto 
barwa obrazu zależna jest od tego,  w którym odcinku przewodu pokarmowego 
znajduje się endoskop [55], [73], [77], [80] – oznacza to, że informacja o kolorze 
umożliwia w pewnym stopniu lokalizację kapsułki endoskopowej w poszczegól-
nych odcinkach przewodu pokarmowego. Posiłkowanie się  wyłącznie jasnością 
obrazu endoskopowego może więc być niewystarczające – niezbędna wydaje się 
analiza barwy. 
Jedną z możliwości charakteryzowania obrazu ze względu na barwę jest ana-
liza  jego składowych RGB i może polegać  na  obliczeniu cech niezależnie dla 
poszczególnych składowych.  Przykładowo,  składowa  zielona  niesie informację 
związaną  z krwawieniem, w odróżnieniu od żółto-różowych ścianek przewodu 
pokarmowego, w przypadku krwi udział zieleni jest niewielki. Zauważyć można 
jednak, że każda ze składowych RGB zależna jest proporcjonalnie od intensyw-
ności oświetlenia,  a tym samym od odległości między obrazowanym obiektem
a źródłem oświetlenia zamontowanym w endoskopie. Wartości cech obliczonych 
na podstawie składowych RGB są więc wzajemnie zależne, a to może być nieade-
kwatne  do  celu  analizy.  Słuszne  wydaje  się  więc  (rys. 5.1)  przeprowadzenie 
analizy również w innych przestrzeniach kolorów, w których rozdzielane są skła-
dowe chrominancji – niosące informację o barwie (niezależne od jasności) oraz 
luminancję  (określającą  poziom jasności). Przestrzenie o rozdzielonych składo-
wych luminancji  i  chrominancji  są  uzyskiwane w wyniku transformacji  prze-
strzeni RGB.
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a)                                                      b)                                                      c)
Rys. 5.1. Obraz niewielkiej zmiany wrzodowej w jelicie cienkim: a) oryginalny obraz 
kolorowy, b) obraz monochromatyczny jasności oraz c) obraz składowej Q w przestrzeni 
YIQ eksponującej zaróżowiony obszar otoczenia wrzodu
W programie MaZda zaproponowano metodę łączącą analizę barwy z analizą 
tekstury. Polega ona na zamianie oryginalnego obrazu kolorowego na obraz mo-
nochromatyczny  reprezentujący  jasność  lub  jedną  ze  składowych  wybranej 
przestrzeni koloru. Dla uzyskanego w ten sposób obrazu są obliczane cechy tek-
stury,  w tym cechy statystyczne histogramu.  W programie zaimplementowano 
procedury transformacji przestrzeni RGB [258–261] na przestrzenie YUV, YIQ, 
HSV, CIE L*a*b* oraz CIE XYZ. Ponadto, są też wykorzystywane przestrzenie, 
w  których  składowe  chrominancji  UV oraz  IQ  są  normalizowane  względem
poziomu jasności Y – uniezależnia to zakres zmienności tych składowych od in-
tensywności oświetlenia. Przykładowo można obliczyć cechy macierzy RLM dla 
obrazu monochromatycznego będącego reprezentacji składowej Q w przestrzeni 
YIQ. Równania opisujące zależności między zastosowanymi przestrzeniami barw 
a przestrzenią RGB zamieszczono w załączniku B.
Standard MPEG-7 definiuje pięć deskryptorów koloru  [86], [87], [251–253] 
oraz dwa zestawy parametrów, dla  których deskryptory te są  obliczane.  Pierw-
szym deskryptorem jest  kolor  dominujący (ang.  Dominant Color Descriptor – 
DCD), który wskazuje położenie maksimum funkcji histogramu obrazu określo-
nego  w  trójwymiarowej  przestrzeni  koloru  oraz  podaje  jej  wartość.  Kolejny 
deskryptor  to skalowalny deskryptor  koloru (ang.  Scalable Color Descriptor – 
SCD), który jest zbiorem współczynników transformaty Haara histogramu koloru 
w przestrzeni HSV. Jego skalowalność polega na możliwości modyfikowania licz-
by współczynników przez zmianę sposobu dyskretyzacji przestrzeni kolorów lub 
zmianę liczby bitów wykorzystywanych do kodowania ich wartości. Deskryptor 
rozkładu  przestrzennego  koloru  (ang.  Color  Layout  Descriptor –  CLD)  jest
z kolei zbiorem współczynników dyskretnej transformaty kosinusowej obliczonej 
dla  obrazu pomniejszonego do rozmiaru 8×8 pikseli,  uszeregowanych zgodnie
z zasadami porządkowania zygzakowego.  Ostatni z deskryptorów – deskryptor 
struktury kolorów (Color-Structure Descriptor – CSD) opisuje histogram struktu-
ralny kolorów w przestrzeni HMMD (ang. Hue Min Max Difference). Deskryptor 
koloru dominującego zależy od parametrów określających przestrzeń koloru (ang. 
Color Space) oraz sposób kwantyzacji tej przestrzeni (ang. Color Quantization). 
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5.3. Obszary zainteresowania i mapy cech
Obszar zainteresowania (ang.  Region of Interest  – ROI) jest zbiorem pikseli 
wyznaczających fragment obrazu, który ma być poddany analizie. Wstępne ozna-
czenie  takiego  fragmentu  umożliwia  skoncentrowanie  działania  algorytmów 
obliczeniowych w miejscu istotnym dla osiągnięcia zakładanych celów analizy,
a to z kolei pozwala uniknąć zbędnych obliczeń dla pozostałej, nieistotnej części 
obrazu. Oznaczanie obszarów zainteresowania jest szczególnie ważne w obrazach 
biomedycznych, gdzie obiektem zainteresowania jest wybrany organ, tkanka lub 
struktura, a pojedynczy obraz przedstawia również inne, nieadekwatne elementy. 
Aby wyodrębnić  cechy związane wyłącznie z określonym obiektem zaintereso-
wania,  należy  ograniczyć  działanie  algorytmu  analizy  obrazu  do  obszaru 
zainteresowania odpowiadającego wyłącznie temu obiektowi.
  
a)                                                                              b)
Rys. 5.2. Obrazy drobnych zmian chorobowych: a) wrzód i b) angiektazja
Niektóre zmiany chorobowe przewodu pokarmowego mają  charakter  miej-
scowy,  są  drobne i  zajmują  niewielki  fragment  obrazu  endoskopowego.  Przy-
kładem takich zmian (rys 5.2) są drobne owrzodzenia, wybroczyny i angiektazje 
(widoczne prześwitujące naczynia krwionośne, podskórne zaczerwienienia), które 
w przedstawiającym je obrazie mogą  obejmować kilkanaście do kilkudziesięciu 
pikseli – stanowi to mniej niż tysięczną część całej jego powierzchni. Obliczenie 
cechy tekstury lub koloru dla całego obrazu spowodowałoby, że charakteryzowa-
łaby ona w znacznie większym stopniu obszar otaczający schorzenie niż  samą 
zmianę chorobową. Z tego powodu niecelowe jest analizowanie obrazu w całości 
– bardziej odpowiednie wydaje się podzielenie go na mniejsze fragmenty w taki 
sposób, aby udział powierzchniowy uwidocznionej zmiany chorobowej we frag-
mencie  stał  się  znaczący,  a  następnie  przeprowadzenie  analizy  indywidualnie
w każdym z nich.
Obliczenie cechy obrazu w pewnym niewielkim obszarze zainteresowania, są-
siedztwie pojedynczego piksela powoduje,  że jej wartość ma charakter lokalny, 
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powiązany z pewnym konkretnym miejscem. Jeśli wartość takiej cechy zostanie 
obliczona w sąsiedztwie każdego piksela analizowanego obrazu, to wynikiem bę-
dzie funkcja wartości tej cechy określona w dziedzinie współrzędnych obrazu – 
mapa cechy. Jeżeli wartość cechy zostanie przedstawiona w postaci poziomu ja-
sności, to odwzorowanie funkcji staje się obrazem monochromatycznym. Obraz 
ten można z kolei poddać dalszej analizie – np. zastosować metodę segmentacji 
przez progowanie jasności, co w efekcie umożliwi wydzielenie obszarów tekstur 
jednorodnych (rys. 5.3). Wyzwaniem jest znalezienie odpowiedniej cechy, której 
mapa skontrastuje różne tekstury jednorodne i umożliwi ich rozróżnienie.
 
a)                                                                      b)
 
c)                                                                      d)
Rys. 5.3. Segmentacja obrazu zawierającego tekstury homogeniczne: a) maska określająca 
obszary teksturowania, b) sztucznie wygenerowany obraz zawierający dwie jednorodne 
tekstury, c) mapa entropii macierzy zdarzeń eksponująca różnice między obszarami,
d) obraz po segmentacji – wynik progowania mapy poprzedzony filtracją medianową
Możliwość obliczania wartości cech teksturowych i barwowych w obszarach 
zainteresowania jest zatem przydatną techniką analizowania obrazów biomedycz-
nych. Po pierwsze, umożliwia obliczanie cech w obszarach obrazu powiązanych
z konkretnym przedmiotem analizy. Porównanie wartości cech obliczanych w ta-
kich obszarach oraz poza nimi warunkuje odnalezienie wśród nich takich, które są 
charakterystyczne dla wybranego obiektu i umożliwiają  jego rozpoznawanie. Po 
drugie, zawężenie obszaru analizy do małych fragmentów obrazu pozwala obli-
czać cechy w taki sposób, aby charakteryzowały one drobne zmiany chorobowe, 
których udział powierzchniowy w całym obrazie jest niewielki. Po trzecie, obli-
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czenia wykonywane w małym obszarze zainteresowania, przemieszczającym się 
we współrzędnych obrazu,  pozwalają  wyznaczyć  mapę  cechy,  a za jej pomocą 
segmentację obrazu na obszary jednorodnej tekstury.
Porównując opisane wcześniej narzędzia generowania cech tekstury i koloru, 
należy  więc  wziąć  pod  uwagę  ich  możliwości  związane  z  obliczaniem  cech
w  obszarach  zainteresowania.  Można  zauważyć,  że  jest  to  możliwe  zarówno
w  przypadku  programu  MaZda,  jak  i  w  przypadku  implementacji  standardu 
MPEG-7.  W  przypadku  metod  opisanych  standardem  MPEG-7  stosowanie
obszarów zainteresowania napotyka jednak wiele ograniczeń.  Nie przewidziano 
stosowania obszarów innych niż jednospójne prostokątne, a ponadto do oblicze-
nia HTD wymagany jest  obszar nie mniejszy niż  128×128 pikseli. Obszar taki 
stanowi  33%  powierzchni  pokrywającej  pole  widzenia  kamery  endoskopu
bezprzewodowego.  Obliczenie  cechy  w  tak  dużym  obszarze  umożliwiającej
identyfikację  drobnych zmian  chorobowych wydaje  się  mało  prawdopodobne.
W programie MaZda natomiast obszar zainteresowania może być zdefiniowany
w sposób arbitralny, może on mieć  dowolnie nieregularny kształt (jednospójny, 
wielospójny lub  niespójny)  i  wielkość.  Program udostępnia również  procedurę 
umożliwiającą automatyczne obliczenie map wybranych cech tekstury i barwy.
5.4. Selekcja cech i redukcja wymiarowości ich przestrzeni
Metody obliczania cech tekstury i barwy obrazu są na tyle złożone, że inter-
pretacja  wartości  cech  polegająca  na  odniesieniu  ich  wartości  do  tego  jak 
człowiek postrzega  obraz jest  bardzo trudna.  Duża liczba i  różnorodność  cech 
oraz zależności  występujące między ich  wartościami  powodują,  że  określenie
a-priori przydatności danej cechy do rozróżniania różnych rodzajów (klas) obra-
zów jest praktycznie niemożliwe. Przyjęto zatem metodę polegającą na obliczeniu 
wielu  różnych  cech,  automatycznym  wyborze  spośród  nich  cech  znaczących 
(umożliwiających rozróżnienie obrazów ze względu na prezentowaną  przez nie 
treść), a następnie określeniu reguł klasyfikowania danych obrazowych na podsta-
wie wartości wybranych cech.
Detekcja zmian chorobowych wymaga określenia związku pomiędzy warto-
ściami obliczanych cech a tym, czy obraz przedstawia rozważaną zmianę czy też 
nie. Obrazy z endoskopu bezprzewodowego wykorzystywane w badaniach zosta-
ły wstępnie ocenione przez diagnostów pod kątem rodzaju występujących w nich 
zmian  chorobowych  –  oznaczyli  oni  również  obszary  obejmujące  te  zmiany. 
Dzięki temu możliwe stało się  powiązanie zbiorów cech wygenerowanych we 
fragmentach  obrazów z informacją  o  tym co  te fragmenty przedstawiają.  Tak 
przygotowane dane (zbiór uczący) umożliwiają zastosowanie metod nadzorowa-
nego  uczenia  maszynowego  [228],  [262],  [263],  wynikiem którego  są  reguły 
klasyfikacji  danych –  zasad przypisywania znaczeń  „stan normalny” lub  „stan 
chorobowy”.
Liczba cech obliczanych w obszarze zainteresowania jest znaczna i w przy-
padku  wykorzystania  algorytmów  zaimplementowanych  w  programie  MaZda 
może  sięgać  kilku  tysięcy.  Uporządkowany  zbiór  cech  tworzy  wektor,  który
w sposób ilościowy i wielowymiarowy opisuje taki obszar. Rozróżnienie (dyskry-
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minacja)  wymaga  przeprowadzenia  analizy  rozkładów takich  wektorów w ich 
wielowymiarowej przestrzeni. Biorąc pod uwagę, że przestrzeń ma kilka tysięcy 
wymiarów,  jej  analiza  wymaga  dużych  nakładów  obliczeniowych.  Ponadto,
z punktu widzenia możliwości ludzkiej percepcji, analiza taka jest złożonym pro-
blemem – uzyskane wyniki trudno jest  świadomie ocenić,  poddać  krytyce lub 
wnioskować na ich podstawie. Celowa jest zatem redukcja wymiarowości prze-
strzeni cech, czyli zmniejszenie liczby cech wykorzystywanych do dyskryminacji.
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Rys. 5.4. Rozkłady wektorów wybranych cech dwóch klas (wektory należące do klas 
oznaczono różnymi symbolami): a) wektory obu klas przemieszane – cechy nieprzydatne 
w dyskryminacji, b) wektory tworzą osobne skupiska, które można rozdzielić płaszczyzną 
– możliwość zastosowania klasyfikacji liniowej oraz c-d) wektory jednej klasy tworzą 
skupisko otoczone przez wektory drugiej klasy – wymagana jest klasyfikacja nieliniowa
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Istnieją dwie metody umożliwiające redukcję wymiarowości przestrzeni cech: 
pierwsza polega na selekcji cech, a druga na rzutowaniu ich przestrzeni  [264]. 
Okazuje  się  zazwyczaj,  że ograniczony podzbiór  cech (tzw.  cech  znaczących)
niesie  informacje istotne z  punktu widzenia  dyskryminacji.  Pozostałe cechy są 
nieistotne,  można je odrzucić i nie brać pod uwagę. Zabieg polegający na wybo-
rze cech znaczących i  odrzuceniu  pozostałych  nazywany jest  selekcją.  Drugą 
metodą jest  ekstrakcja cech polegająca na rzutowaniu przestrzeni cech na nową 
przestrzeń  o mniejszej liczbie wymiarów. Wymaga to obliczenia  pewnej liczby 
nowych cech, których wartości są funkcjami wartości cech oryginalnych. Liczba 
nowych cech powinna być znacząco mniejsza od liczby cech oryginalnych, przy 
czym nowy zbiór cech powinien się charakteryzować niezmniejszoną lub jedynie 
nieznacznie zmniejszoną zdolnością dyskryminacyjną. 
Zazwyczaj cechy wybierane są przy założeniu, że zostaną one wykorzystane 
w konkretnym rodzaju klasyfikatora – algorytmie klasyfikacji. Cechy wybierane 
są  tak, aby maksymalizować zdolność dyskryminacyjną, przy czym zdolność ta 
musi być wielkością  liczbową,  zdefiniowaną  dla  wybranego typu klasyfikatora, 
mierzącą poprawność jego działania. Jedną z metod redukcji wymiarowości prze-
strzeni  cech  jest  liniowa  analiza  dyskryminacyjna  omówiona  w rozdziale  4.2,
w której jako kryterium zdolności dyskryminacyjnej zastosowano liniowy dyskry-
minator  Fishera.  Dyskryminator  ten  można  również  wykorzystać  w  procesie 
selekcji cech, wybierając taki podzbiór cech, który zapewni jego dużą  wartość. 
Należy być jednak świadomym, że wybrane w ten sposób cechy będą, przy pew-
nych założeniach, optymalne dla klasyfikatora liniowego [225], [262], natomiast 
mogą nie być właściwe do zastosowania w innej metodzie klasyfikacji. 
W ogólnym przypadku selekcja cech dla wybranego typu klasyfikatora polega 
na: 1) wybraniu pewnego podzbioru cech, 2) optymalizacji parametrów (uczeniu) 
klasyfikatora dla tego podzbioru oraz 3) ilościowej ocenie działania klasyfikatora 
(obliczeniu zdolności dyskryminacyjnej). Proces ten jest powtarzany wielokrotnie 
dla różnych podzbiorów cech. Wybierany jest ten podzbiór, dla którego uzyskana 
zdolność dyskryminacyjna jest największa. Należy zwrócić uwagę, że jeśli celem 
selekcji jest wybór optymalnego podzbioru  k cech ze zbioru  n cech (k  <  n), to 
liczba wszystkich możliwych podprzestrzeni równa jest liczbie  k-elementowych 
kombinacji bez powtórzeń ze zbioru n-elementowego. 
C n
k=nk= n!k !nk  ! (5.4.1)
Przykładowo, w przypadku liczby cech n = 3000 i k = 3 oznacza to koniecz-
ność powtórzenia procesu uczenia klasyfikatora blisko 27 miliardów razy.
5.5. Metoda powierzchni wypukłej
Jeśli przyjrzeć się obrazom wnętrza układu pokarmowego nie przedstawiają-
cych widocznych zmian chorobowych, to widać że są one bardzo zróżnicowane. 
Mogą one przedstawiać powierzchnię wewnętrzną przełyku, żołądka, jelita cien-
kiego lub grubego, mogą przedstawiać zróżnicowaną zawartość, jak niestrawiony 
pokarm,  pianę,  soki  trawienne itp.  Natomiast  w przypadku obrazów wybranej 
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zmiany chorobowej ich różnorodność nie jest tak duża – poszczególne przypadki 
są do siebie podobne. Wynika stąd, że wartości cech w przypadku obrazów bez 
zmian chorobowych mają duży zakres zmienności, a w przypadku obrazów wy-
branej  zmiany  chorobowej  mniejszy  i  często  zawierający  się  wewnątrz  tego 
pierwszego.  W przestrzeni o ograniczonej liczbie wymiarów rozkład wektorów 
cech dla wybranej zmiany chorobowej może mieć charakter skupiska o stosunko-
wo niewielkich rozmiarach, otoczonego przez rozproszone wektory obliczone dla 
pozostałych obrazów. W takim przypadku dyskryminacja danych za pomocą kla-
syfikatora  liniowego nie jest możliwa,  ponieważ  nie można rozdzielić  obydwu 
grup obserwacji za pomocą hiperpłaszczyzny (rys. 5.4). 
Przestrzenie cech, w których wektory jednej klasy stanowią skupisko otoczo-
ne  przez  wektory  drugiej  klasy,  można  analizować  za  pomocą  metod,  takich
jak maszyna wektorów nośnych (ang. support vector machine – SVM) z radialną 
funkcją  bazową  [263],  [265] lub  radialna  sieć  neuronowa  (ang.  radial  basis
function network – RBFN) [266–268]. W metodach tych, w odróżnieniu od stan-
dardowej  SVM  oraz  perceptronowej  sieci  neuronowej,  liniowe  równania,  na 
podstawie  których  są  rozdzielane  wektory  obu  klas  zamieniano  na  równości 
z funkcjami radialnymi. Funkcja radialna to taka, której wartość zależy wyłącznie 
od odległości od pewnego wybranego punktu. Ograniczeniem obu metod jest ko-
nieczność  normalizacji  zakresów zmienności cech.  Ponadto w procesie uczenia 
wymagają  one równolicznych zbiorów obu klas do uzyskania optymalnego roz-
wiązania.  W przypadku wykorzystywanych danych,  liczność  zbioru  wektorów 
cech obliczonych dla obrazów z wybranymi zmianami chorobowymi jest znacz-
nie mniejsza niż zbioru uzyskanego dla obrazu bez widocznych zmian. Należy też 
zauważyć, że obie metody w procesie uczenia – optymalizacji klasyfikatora – wy-
korzystują  algorytmy  iteracyjne  wymagające  znacznych  nakładów  oblicze-
niowych.  Dodatkowo,  zastosowanie funkcji  radialnych wiąże się  z  dodatkową
koniecznością ich parametryzacji.
Celowe wydaje  się  więc  zastosowanie metody selekcji  cech  i  klasyfikacji
danych umożliwiającej analizowanie rozkładów, w których wektory jednej klasy 
tworzą skupisko otoczone przez wektory innej klasy,  niewymagającej równowa-
żenia  liczności  zbiorów  oraz  nie  wymagającej  długotrwałego,  iteracyjnego 
procesu  uczenia  klasyfikatora.  Rozwiązaniem spełniającym te  wymagania  jest 
opracowana przez autora metoda analizy przestrzeni cech za pomocą powierzchni 
wypukłej opartej na wektorach (ang. vector supported convex hull – VSCH) [65], 
[66], [70]. Dane wejściowe metody to zbiory  n-wymiarowych wektorów dwóch 
klas.  Poszukiwana  jest  k-wymiarowa  podprzestrzeń  przestrzeni  n-wymiarowej,
w której wektory klasy pierwszej formują skupisko otoczone przez wektory klasy 
drugiej. Dla każdej testowanej podprzestrzeni tworzony jest wielotop (dla k = 2 – 
wielokąt,  dla  k = 3  –  wielobok)  wypukły wektorów klasy pierwszej  (rys. 5.5).
Następnie zliczane są  wektory klasy  drugiej  zawarte  wewnątrz  uzyskanej  po-
wierzchni. Wybierana jest ta podprzestrzeń, w której liczba Q1 zliczonych w ten 
sposób wektorów jest  najmniejsza. Jeśli istnieje więcej niż  jedna taka podprze-
strzeń,  wówczas wykorzystuje się dodatkowe kryterium oceny. Określa ono jak 
bardzo można powiększyć  wielotop wypukły wokół jego środka ciężkości, aby 
nie  obejmował  dodatkowych wektorów drugiej  klasy.  Powiększanie  wielotopu 
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polega na jego skalowaniu, przy czym środek ciężkości jest punktem stałym prze-
kształcenia.  Skala  a powiększenia  wielotopu jest  podstawą  drugiego kryterium 
decydującego o wyborze podprzestrzeni cech – im jest ona większa, tym większe 
jest odseparowanie wektorów jednej kasy od drugiej.
    
a)                                              b)                                              c)
Rys. 5.5. Ilustracja graficzna algorytmu obliczania zdolności dyskryminacyjnej za pomocą 
powierzchni  wypukłej  opartej  na wektorach:  a) wektory jednej  klasy tworzą  skupisko 
otoczone przez  wektory drugiej klasy,  b)  wielobok  wypukły utworzony na  wektorach 
jednej z klas, wielobok obejmuje jeden z wektorów klasy drugiej (Q1 = 1), c) wielobok 
maksymalnie powiększony wokół jego środka ciężkości C, tak aby nie obejmować innego
                                                        wektora drugiej klasy
Na podstawie obu kryteriów można zdefiniować pojedynczą  wartość liczbo-
wą  zdolności  dyskryminacyjnej  VSCH.  Można  zauważyć,  że  liczba  Q1 jest 
nieujemną  liczbą  całkowitą.  Skala a jest wielkością  rzeczywistą większą  niż je-
den. Odwrotność skali Q2 = a- 1 jest zatem wielkością ułamkową z zakresu (0, 1). 
Suma  obu  wielkości  Q = Q1 + Q2 jest  wskaźnikiem niedoskonałości  odseparo-
wania klas.  Zatem odwrotność  wskaźnika  Q- 1 może być  wykorzystywana jako 
zdolność dyskryminacyjna VSCH.
Wielotop  k-wymiarowej przestrzeni [269] oparty na skończonej liczbie wek-
torów  jest  określony  za  pomocą  układu  m liniowych  nierówności  (5.5.1),
w których wektor Bj jest wersorem j-tej (j = 1, 2, … m) hiperpłaszczyzny (ścian-
ki) zwróconym do wnętrza wielotopu, a bj0 określa przesunięcie hiperpłaszczyzny 
względem początku układu współrzędnych w kierunku wyznaczanym przez wek-
tor  Bj,  ale  o  przeciwnym zwrocie.  Wektory  Bj i  parametry  bj0 są  uzyskiwane
w wyniku rozwiązania  równania (5.5.2) dla  k liniowo niezależnych wektorów 
cech leżących na brzegu wielotopu, przy czym rozwiązanie musi spełniać waru-
nek  (5.5.3)  oraz  nierówność  (5.5.1)  dla  wszystkich  wektorów  cech  klasy 
pierwszej.
B j
T
xb j0≤0 (5.5.1)
B j
T
xb j0=0 (5.5.2)
∣B jT∣=1 (5.5.3)
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Metoda  VSCH  umożliwia  konstrukcję  prostych  reguł  klasyfikacji  danych.
W tym celu uzyskany wielotop wypukły wektorów klasy pierwszej jest powięk-
szany wokół swojego środka ciężkości w skali  √a.  Powiększony w ten sposób 
wielotop obejmuje wektory klasy pierwszej, tworząc dookoła nich pewien margi-
nes i jednocześnie zachowując odległość od niezawartych w nim wektorów klasy 
drugiej. Powiększony wielotop opisany jest układem nierówności (5.5.4), w któ-
rych  C0 jest  wektorem współrzędnych jego środka  ciężkości.  Spełnienie  przez 
wektor wszystkich nierówności tego układu oznacza jego przynależność do klasy 
pierwszej, niespełnienie przynajmniej jednej z nich oznacza jego przynależność 
do klasy drugiej.
B j
T
xBT C0 A1 b j0 a≤0 (5.5.4)
Do wyznaczania wielotopu wypukłego wykorzystano szybki algorytm, które-
go czasowa złożoność obliczeniowa wynosi  O(Ns1 log Ns1)  [270–272], gdzie  Ns1 
oznacza liczność wektorów klasy pierwszej. Dla porównania złożoność oblicze-
niowa SVM zawiera się  w przedziale od  O(Ns2) do  O(Ns3)  [265], gdzie  Ns jest 
licznością  wektorów obu klas. Ponadto, SVM w przeciwieństwie do VSCH jest 
optymalizowany w sposób iteracyjny, co dodatkowo wydłuża czas obliczeń. 
Podsumowując,  zaproponowana  metoda,  należąca  do grupy klasyfikatorów 
nieliniowych, umożliwia analizę specyficznych rozkładów wektorów, w których 
wektory jednej klasy tworzą skupisko otoczone przez wektory klasy drugiej. Uzy-
skiwane wyniki nie zależą  od wstępnej normalizacji lub standaryzacji zakresów 
danych ponieważ podstawą obliczania zdolności dyskryminacyjnej jest skalowa-
nie  wielotopu,  którego  długość  wzdłuż  wybranej  osi  przestrzeni  jest  propor-
cjonalna do zakresu zmienności cechy w klasie pierwszej. Metoda charakteryzuje 
się stosunkowo niewielką złożonością obliczeniową i, co ważne, złożoność ta za-
leży od liczby wektorów klasy pierwszej, a nie od liczby wektorów obydwu klas 
– VSCH jest  więc tym bardziej  efektywna im większy jest  stosunek liczności 
wektorów klasy drugiej do ich liczności w klasie pierwszej. 
Idea wykorzystania powierzchni wypukłych w klasyfikacji nie jest nowa i zo-
stała  wykorzystana  w  klasyfikatorze  najbliższej  powierzchni  wypukłej  (ang. 
nearest convex hull classifier – NCHC) [273], [274] oraz w podobnej metodzie 
najbliższego sąsiada powierzchni wypukłej (ang. neares neighbour convex hull –  
NNCH) [275]. Jednakże NNCH buduje wielotopy wypukłe dla wektorów wszyst-
kich rozważanych klas i nie zapewnia poprawnej klasyfikacji w przypadku gdy 
jeden z wielotopów zawiera się wewnątrz drugiego. W takim przypadku NNCH 
wymagałby zastosowania radialnych funkcji bazowych, podczas gdy VSCH wy-
korzystuje  naturalną  właściwość  pojedynczego  wielotopu  do  rozgraniczania 
wektorów w rozważanym tutaj przypadku. Poza tym w obu metodach nie zapro-
ponowano miary zdolności dyskryminacyjnej  klasyfikatora, która umożliwiłaby 
jego zastosowanie do selekcji cech.
6. Walidacja metod analizy tekstury i barwy
W poprzednim rozdziale  opisano metody analizy  obrazów wykorzystujące 
obliczane numerycznie  cechy tekstury  i  barwy,  selekcji  cech  znaczących oraz 
uczenia nadzorowanego. Wydaje się, że właśnie one mogą być przydatne do de-
tekcji zmian chorobowych przewodu pokarmowego w obrazach endoskopowych. 
W celu walidacji tych metod oraz dla potwierdzenia hipotezy o ich przydatności 
do analizy obrazów z endoskopu bezprzewodowego przeprowadzono trzy ekspe-
rymenty.  Eksperymenty te opisano w kolejnych podrozdziałach.  W pierwszym
z nich wykorzystano program MaZda do wygenerowania cech tekstury i barwy 
opisujących wybrane obszary obrazów endoskopowych. Dokonano selekcji tych 
cech oraz uczenia nadzorowanego, w wyniku czego sformułowano reguły klasy-
fikacji obrazów na przedstawiające stan zdrowy i patologiczny przewodu pokar-
mowego.  Następnie  za  pomocą  tych  reguł  sklasyfikowano  obrazy,  a  wyniki 
poddano ocenie jakościowej i ilościowej. W drugim eksperymencie wykorzystano 
cechy  barwy  i  tekstury  zdefiniowane  w  standardzie  MPEG-7.  Podobnie  jak
w pierwszym eksperymencie określono reguły klasyfikacji obrazów oraz dokona-
no  oceny  uzyskanych  wyników.  Przeprowadzenie  obu  eksperymentów  umo-
żliwiło  również  porównanie  zdolności  dyskryminacyjnej  cech  generowanych 
przez program MaZda oraz opisanych standardem MPEG-7. Celem trzeciego eks-
perymentu była weryfikacja hipotezy, że mapy cech i reguły wykorzystywane do 
detekcji zmian chorobowych mogą również być wykorzystane do segmentacji ob-
razów – pozwolą wydzielić obszary zmian chorobowych oraz ocenić ich wielkość 
obiektywnie i w sposób ilościowy.
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Celem pierwszego eksperymentu była ocena zdolności dyskryminacyjnej ge-
nerowanych przez program MaZda cech tekstury oraz barwy w zastosowaniu do 
obrazów endoskopii bezprzewodowej. W ramach eksperymentu oceniono również 
działanie metody VSCH służącej do selekcji cech. Porównano wyniki klasyfikacji 
wykorzystującej cechy wyselekcjonowane tą metodą oraz cechy wyselekcjonowa-
ne za pomocą innych uznanych algorytmów, takich jak RBFN czy SVM.
W wyniku konsultacji  z lekarzami,  ekspertami w zakresie diagnostyki me-
dycznej  układu  pokarmowego,  skupiono  się  na  czterech  rodzajach  anomalii 
występujących  w  przewodzie  pokarmowym:  krwawieniach,  wybroczynach,
drobnych  wrzodach  o  charakterze  skupionym  oraz  rozległych  owrzodzeniach 
zwłókniałych.  Anomalie  te  są  efektem  chorób  wrzodowych,  między  innymi
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choroby Leśniewskiego-Crohna  [8], [26], [94] – przewlekłego, nieswoistego za-
palenia  jelita  cienkiego.  Etiologia  choroby nie  jest  znana, a  efekty leczenia  są
zależne od jej wczesnego zdiagnozowania. Dlatego opracowanie techniki wykry-
wania wymienionych zmian chorobowych wydaje się ważne i potrzebne.
 
a)                                                    b)
 
c)                                                    d)
Rys. 6.1. Przykłady obrazów z widocznymi zmianami chorobowymi: a) krwawienie 
(obszar o czerwonym zabarwieniu), b) owrzodzenie rozległe i zwłókniałe (biały obszar
o postrzępionym brzegu), c) drobny wrzód oraz d) wybroczyny
Spośród ponad 50 filmów, którymi dysponowano w eksperymencie, zidenty-
fikowano trzy, w których zaobserwowano owrzodzenia o rozległym i zwłóknia-
łym charakterze – wyodrębniono z nich 52 obrazy tego typu zmian, z czterech 
innych filmów wyselekcjonowano 32 obrazy wrzodów obejmujących niewielki 
obszar,  w  trzech  innych  filmach  zidentyfikowano  23  obrazy  przedstawiające
miejsca krwawień, a w pięciu filmach 50 obrazów drobnych, punktowych wybro-
czyn i  angiektazji.  Dodatkowo,  dla celów porównawczych,  wylosowano ponad
500 obrazów bez widocznych zmian chorobowych – przedstawiających prawi-
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dłowy stan ścianek przewodu pokarmowego, pianę lub treść pokarmową. Gastro-
enterolodzy  biorący  udział  w  badaniu  potwierdzili  występowanie  określonej 
zmiany patologicznej lub brak takich zmian w wyselekcjonowanych obrazach. 
Ponadto w każdym z obrazów przedstawiających zmianę chorobową  oznaczyli 
objęty nią  fragment – dokonując tym samym ręcznej segmentacji obrazu. Przy-
kłady  obrazów  wykorzystanych  w  eksperymencie  przedstawiono  na  rysun-
kach 6.1 i 6.2. 
  
a)                                            b)                                            c)
Rys. 6.2. Przykłady obrazów klasy referencyjnej: a) obraz prawidłowej powierzchni 
przewodu pokarmowego, b) piana i c) treść pokarmowa przypominająca
owrzodzenia
Dla każdego obrazu utworzono po 48 kolistych, równomiernie rozmieszczo-
nych w polu  widzenia,  nakładających się  obszarów zainteresowania  (rys.  6.3) 
obejmujących po 2009 pikseli każdy. Za pomocą  programu MaZda, w poszcze-
gólnych  obszarach  zainteresowania  każdego  z  wyselekcjonowanych  obrazów, 
obliczono  cechy tekstury  i  barwy.  Cechy obliczono  dla  monochromatycznych
reprezentacji obrazów, takich jak luminancja, składowe przestrzeni kolorów RGB, 
CIE L*a*b* i XYZ, składowe chrominancji przestrzeni YUV, YIQ, HSI oraz skła-
dowe  UV i  IQ  znormalizowane  względem  wartości  luminancji.  Dla  każdego
z otrzymanych obrazów monochromatycznych obliczono cechy histogramu, para-
metry statystyczne gradientu jasności, cechy macierzy zdarzeń, macierzy ciągów 
pikseli oraz parametry modelu autoregresji (załącznik B). W przypadku luminan-
cji histogram obrazu poddano wstępnej normalizacji oraz dodatkowo obliczono 
wartości energii  w pasmach częstotliwościowych transformaty falkowej  Haara.
W wyniku obliczeń,  dla każdego z obszarów zainteresowania, uzyskano wektor 
cech składający się z 3049. elementów opisujących ten obszar pod względem bar-
wy i tekstury.
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Rys. 6.3. Kształty i rozkład obszarów zainteresowania,
w których obliczono cechy koloru i tekstury za pomocą programu MaZda.
Kolorem czerwonym oznaczono wybrany, pojedynczy obszar zainteresowania
W przypadku obrazów przedstawiających rozległe owrzodzenia  oraz krwa-
wienia, do dalszej analizy wybrano wektory cech, które obliczono w obszarach 
zainteresowania całkowicie zawartych w obszarach obejmujących zmianę choro-
bową. W przypadku drobnych wrzodów oraz wybroczyn i angiektazji do dalszych 
analiz wybrano wektory cech obliczonych w obszarach zawierających w sobie 
zmianę chorobową. W efekcie uzyskano 283 wektory cech obszarów aktywnych 
krwawień (oznaczone jako klasa B – ang. Bleeding), 533 wektory cech obszarów 
angiektazji i wybroczyn (klasa P –  ang. Petechia), 312 wektorów dla  wrzodów 
drobnych (klasa F –  ang. Focal ulcer), 392 dla rozległych zwłókniałych owrzo-
dzeń  przewodu  pokarmowego  (klasa  E  –  ang.  Extensive  ulcer)  oraz  ponad
20 000 wektorów dla obszarów bez widocznych zmian zwyrodnieniowych (klasa 
R – ang. Reference). W przypadku wektorów cech klas B, F, P i E wylosowano po 
128 wektorów wykorzystywanych następnie w procesie uczenia oraz po 100 wek-
torów na potrzeby testowania uzyskanych reguł klasyfikacji. W przypadku klasy 
R wylosowano odpowiednio 1024 wektory zbioru uczącego i 100 wektorów zbio-
ru testującego.
W następnym etapie eksperymentu dokonano selekcji cech za pomocą  opra-
cowanej  metody  VSCH.  Obliczono zdolność  dyskryminacyjną  tej  metody dla 
wszystkich dwu- i trójwymiarowych podprzestrzeni cech (wszystkich par i trójek 
cech), przy czym wielotop wypukły był budowany na wektorach jednej z klas B, 
F, P albo E, podczas gdy wektory klasy referencyjnej R miały go otaczać. Selekcji 
cech dokonano więc osobno dla wektorów poszczególnych klas zmian chorobo-
wych w odniesieniu do klasy referencyjnej. Wyniki selekcji uzyskane za pomocą 
VSCH  porównano  z  wynikami  uzyskanymi  za  pomocą  metod  odniesienia  – 
RBFN oraz SVM z radialnymi funkcjami bazowymi. Ze względu na większą zło-
żoność  obliczeniową  i związany z tym dłuższy czas analizy, w przypadku obu 
tych  metod  zastosowano  przeszukanie  podprzestrzeni  dwuwymiarowych  oraz 
przeszukanie przestrzeni trójwymiarowych za pomocą  suboptymalnego algoryt-
mu  sekwencyjnego przeszukiwania  w przód (ang.  sequential  floating  forward 
selection – SFFS) [276], [277].
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Aby  porównać  szybkość  działania  algorytmów  selekcji  cech  wykonano
niżej opisany eksperyment. Wybrano dwie klasy po 128 wektorów składających 
się z 3049. cech każdy. Następnie dokonano pełnego przeszukania dwuwymiaro-
wych  podprzestrzeni  cech  za  pomocą  każdej  z  trzech  testowanych  metod. 
Eksperyment przeprowadzono wykorzystując komputer klasy PC z procesorem 
Intel Core 2 Duo taktowanym zegarem o częstotliwości 2.8 GHz i zainstalowa-
nym  systemem  operacyjnym  Windows  XP  Professional.  Algorytm  VSCH 
zaimplementowano w pojedynczym wątku w języku programowania C++ i wyko-
rzystano  w nim kod  źródłowy  szybkiego algorytmu konstruowania  wielotopu 
wypukłego [270], [278]. W przypadku algorytmów RBFN i SVM wykorzystano 
ich implementacje dostępne w programie Weka [279]. W przypadku metod SVM 
oraz  RBFN uzyskano  czas  analizy  równy odpowiednio  2240  i  2630  sekund.
W przypadku metody VSCH analiza zajęła 420 sekund – obliczenia trwały 5 razy 
krócej. 
W przypadku podprzestrzeni trójwymiarowych,  spośród których starano się 
docelowo  wybrać  podzbiór  cech  znaczących,  pełne  przeszukanie  za  pomocą
metody VSCH zajęło 2  tygodnie.  Mierząc czas  przeszukania  przestrzeni  cech
o mniejszej wymiarowości oszacowano, że pełne przeszukanie przestrzeni 3049. 
wymiarowej za pomocą RBFN lub SVM zajęłoby ponad dwa miesiące. Uznano, 
że czas ten jest nieakceptowalnie długi i podjęto decyzję o zastosowaniu wspo-
mnianego wcześniej algorytmu przeszukiwania SFFS.
Tabela. 6.1. Wyniki selekcji cech
Przedmiot 
detekcji
Metoda 
selekcji 
Wyselekcjonowane cechy
Krwawienia VSCH qCZ5D5SumAverg, iD5GrNonZeros, uMean
SVM vMean, Skewness, RMean
RBFN vPerc99, Mean, qCH1D5SumAverg
Wrzody 
rozległe
VSCH XCZ1D5DifEntrp, Perc90, GPerc90
SVM GPerc90, QPerc01, SZ2S5DifEntrp
RBFN ZCH1D5Contrast, vPerc50, UMean
Wrzody 
drobne
VSCH hCV3D5DifEntrp, UCH1D5DifEntrp, hCV3D5InvDfMom
SVM RCZ1D5DifEntrp, GCH5D5DifEntrp, SCHD5InvDfMom
RBFN GCH3D5InvDfMom, WavEnLH1, SCH1D5InvDfMom
wybroczyny VSCH qPerc99, GCZD5DifEntrp, qCH3D5DifEntrp
SVM qGrKurtosis, hPerc90, qMean
RBFN qMean, XCZ5D5InvDfMom, HPerc90
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W tabeli 6.1 przedstawiono trójki cech będące wynikiem selekcji przeprowa-
dzonej  metodami  VSCH,  SVM  oraz  RBFN.  Można  zauważyć,  że  wynikowe 
trójki są  różne dla  różnych metod selekcji. Trójki te najlepiej spełniają  kryteria 
dyskryminacji  definiowane przez te metody.  Poszczególne trójki  cech przezna-
czone do detekcji  różnych klas anomalii  również  różnią  się  między sobą.  Nie 
występuje zatem taka trójka cech,  która  z punktu widzenia  więcej niż  jednego 
kryterium selekcji byłaby optymalna do detekcji więcej niż jednego rodzaju zmia-
ny chorobowej.
Tabela. 6.2. Wyniki klasyfikacji zbiorów uczących i testowych
VSCH SVM RBFN
Przedmiot 
detekcji
Wskaźnik Zbiór 
uczący
Zbiór 
testowy
Zbiór 
uczący
Zbiór 
testowy
Zbiór 
uczący
Zbiór 
testowy
Krwawienia swoistość 1,000 0,990 0,980 0,970 1,000 0,990
czułość 1,000 0,980 1,000 1,000 1,000 1,000
Wrzody 
rozległe
swoistość 0,990 1,000 0,950 0,880 0,960 0,760
czułość 1,000 0,840 0,910 0,980 0,970 0,930
Wrzody 
drobne
swoistość 0,960 0,960 0,920 0,890 0,980 0,870
czułość 1,000 0,880 0,970 0,970 0,970 0,940
Wybroczyny swoistość 0,970 0,770 0,940 0,940 0,890 0,870
czułość 1,000 0,820 0,990 0,900 0,980 0,920
Zastosowane algorytmy selekcji cech są  metodami uczenia  nadzorowanego, 
umożliwiającymi nie tylko selekcję cech, ale również sformułowanie reguł klasy-
fikacji danych. Reguły uzyskane za ich pomocą wykorzystano w związku z tym 
do klasyfikacji  wektorów zbioru uczącego oraz zbioru testowego.  W tabeli  6.2 
przedstawiono  wartości  swoistości  (stosunek  liczby  prawidłowych  zaliczeń
do  klasy  referencyjnej  do  rzeczywistej  liczby  wektorów  klasy  referencyjnej)
i czułości (stosunek liczby prawidłowych zaliczeń do klasy zmiany chorobowej 
do  rzeczywistej  liczby  wektorów  klasy  chorobowej)  obliczonych dla  zbiorów 
uczących oraz  testowych.  Wyniki  zamieszczone w tabeli  potwierdzają  właści-
wość klasyfikatora VSCH, który dla zbioru uczącego gwarantuje uzyskanie mak-
symalnej  wartości  czułości.  Co  ciekawe,  dla  trzech  spośród  czterech  anali-
zowanych przypadków anomalii klasyfikator ten umożliwił  uzyskanie wskaźni-
ków swoistości o wartościach większych niż w przypadku klasyfikatorów SVM
i RBFN. Ponadto klasyfikacja  krwawień  za  pomocą  VSCH charakteryzuje się 
wartościami  swoistości  i  czułości  równymi  jedności,  co  oznacza  bezbłędny
wynik. Okazuje się jednak, że w przypadku klasyfikacji wektorów zbiorów testo-
wych wskaźnik czułości jest  dla  VSCH mniejszy niż  dla  klasyfikatorów SVM
i RBFN. Jednocześnie wskaźniki swoistości uzyskane za pomocą  klasyfikatora
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VSCH w trzech przypadkach przewyższają wskaźniki uzyskane za pomocą metod 
SVM i RBFN. Natomiast w czwartym przypadku, detekcji wybroczyn, wskaźnik 
swoistości  VSCH jest  znacząco  mniejszy  niż  wskaźniki  uzyskane  za  pomocą
pozostałych klasyfikatorów – VSCH „wykrywa” zmianę chorobową w obrazach, 
w których ona nie występuje. Metoda klasyfikacji, która maksymalizuje wskaźnik 
czułości  dla  danych  uczących,  w  przypadku  danych  testowych  wykazuje  się
stosunkowo małą czułością przy jednocześnie dużej wartości wskaźnika swoisto-
ści  klasyfikacji.  Wyniki  te  potwierdzają  przydatność  zaproponowanej  metody 
selekcji  i  klasyfikacji  danych  pokazując,  że  w  niektórych  przypadkach  umo-
żliwia  ona  znalezienie  reguł  klasyfikacji,  które  pod  względem  swoistości
i  czułości są  porównywalne lub przewyższają  te uzyskiwane za pomocą  SVM
i RBFN.
Na rysunkach 6.4 i 6.5 przedstawiono wybrane rozkłady wektorów zbiorów 
uczących i  testowych w przestrzeniach wyselekcjonowanych trójek cech.  Kąty 
rzutowania przestrzeni trójwymiarowej starano się dobrać tak, aby w najlepszy 
sposób  wyeksponować  rozdzielenie  wektorów  należących  do  poszczególnych 
klas. Wektory obliczone dla obrazów zmian chorobowych oznaczono czerwonymi 
krzyżykami, natomiast wektory klasy referencyjnej – zielonymi kółeczkami. Su-
biektywna ocena rozkładów wektorów potwierdza, że uzyskane wyniki selekcji są 
porównywalne dla wszystkich zastosowanych metod.
Ogólnym wnioskiem z przeprowadzonego eksperymentu jest to, że metody 
analizy tekstury i  barwy obrazu oraz metody selekcji  i  klasyfikacji cech umo-
żliwiają  detekcję  zmian  chorobowych  przewodu  pokarmowego  w  obrazach
z endoskopu bezprzewodowego. Szczególnie w przypadku krwawień i rozległych 
owrzodzeń zaproponowane podejście umożliwia ich wiarygodną detekcję z czuło-
ścią  oraz swoistością  większą  niż  90%. Należy zwrócić  uwagę,  że krwawienia
i rozległe owrzodzenia  widoczne są  zazwyczaj w kilku kolejnych obrazach se-
kwencji wideo, co dodatkowo minimalizuje ryzyko ich przeoczenia, szczególnie 
w przypadku czułości klasyfikacji  na  poziomie 0,98-0,99.  Wartości swoistości
na poziomie 0,94-0,99 również  wydają  się być satysfakcjonujące. Wartość swo-
istości 0,94 oznacza, że 6% obrazów przedstawiających normalny stan przewodu 
pokarmowego może zostać  błędnie wskazanych jako przedstawiające anomalie. 
W przypadku filmu składającego się  z  50000 obrazów oznacza  to zbiór  3000 
zdjęć. Ich przejrzenie nadal jest uciążliwe, lecz wydaje się mniej pracochłonne niż 
przejrzenie całego filmu.
6.1. Detekcja zmian chorobowych – program MaZda 89
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Rys. 6.4. Rozkłady wektorów cech klas B (oznaczone o) i R (oznaczone +) 
wyselekcjonowanych metodą: a) VSCH – zbiory uczące, b) VSCH – zbiory testowe,
c) SVM – zbiory uczące, d) SVM – zbiory testowe, e) RBFN – zbiory uczące
oraz f) RBFN – zbiory testowe
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Rys. 6.5. Rozkłady wektorów cech klas E (oznaczone o) i R (oznaczone +) 
wyselekcjonowanych metodą: a) VSCH – zbiory uczące, b) VSCH – zbiory testowe,
c) SVM – zbiory uczące, d) SVM – zbiory testowe, e) RBFN – zbiory uczące
oraz f) RBFN – zbiory testowe
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W poprzednim teście przeprowadzono selekcję trójek cech (trójwymiarowych 
podprzestrzeni przestrzeni cech) umożliwiających najlepszą dyskryminację wek-
torów należących do różnych klas.  Ciekawe jest,  czy  w przypadku algorytmu 
VSCH możliwe jest  uzyskanie  lepszych wskaźników klasyfikacji  dla  podprze-
strzeni cech o innej wymiarowości.  Kolejny test  przeprowadzono więc w celu 
określenia zależności wskaźników swoistości oraz czułości klasyfikatora VSCH 
od wymiaru podprzestrzeni cech. Przeprowadzono sprawdzian krzyżowy w taki 
sposób, że każdy ze zbiorów wektorów analizowanych klas podzielono na pięć 
możliwie równolicznych podzbiorów. Cztery połączone podzbiory wykorzysty-
wano w procesie uczenia  (selekcja cech oraz formułowanie reguł klasyfikacji),
a pozostały zbiór do testowania uzyskanego klasyfikatora. Eksperyment powtó-
rzono pięciokrotnie tak, że za każdym razem inny z podzbiorów wykorzystano
do testowania. 
W eksperymencie wykorzystano cztery klasy obrazów, w tym trzy klasy obra-
zów ze zmianami chorobowymi, krwawieniami, wrzodami rozległymi i drobnymi 
oraz  klasę  referencyjną.  Celem  było,  tak  jak  w  poprzednim  eksperymencie,
uzyskanie reguł klasyfikacji umożliwiających oddzielenie wektorów cech obra-
zów  zmian  chorobowych  od  wektorów  cech  obrazów  przedstawiających stan 
normalny.
Selekcji pojedynczych cech oraz par cech (podprzestrzenie jedno i dwuwy-
miarowe)  dokonano  za  pomocą  pełnego  przeszukania  wszystkich  możliwych 
podprzestrzeni  przestrzeni  cech.  Aby ograniczyć  czas  analizy,  selekcję  trójek, 
czwórek  i  piątek  cech  przeprowadzono w  przestrzeni  pięćdziesięciu  wstępnie
wyselekcjonowanych  cech,  które  wykazały  się  największą  zdolnością  dyskry-
minacyjną obliczoną podczas selekcji podprzestrzeni dwuwymiarowych. 
W każdym z kolejnych pięciu eksperymentów sprawdzianu krzyżowego uzy-
skano różne kombinacje wyselekcjonowanych cech oraz nieznacznie różniące się 
wartości wskaźników czułości i swoistości. Uśrednione wartości tych wskaźni-
ków zamieszczono w tabeli 6.3. Wynika z niej, że w przypadku zbiorów uczących 
wartość  swoistości rośnie wraz ze wzrostem wymiarowości analizowanej pod-
przestrzeni  cech.  W przypadku zbiorów testowych uzyskano podobny efekt  – 
swoistość wzrasta wraz z wymiarowością  przestrzeni. Zauważyć można jednak, 
że czułość, która przy klasyfikacji zbiorów uczących jest zawsze równa jedności, 
w przypadku klasyfikacji zbiorów testowych maleje wraz ze wzrostem wymiaro-
wości wyselekcjonowanych cech. 
Porównując wyniki uzyskane w metodzie VSCH dla trójek cech w tabelach 
6.2  i  6.3  można  zauważyć,  że  uzyskane wartości uzyskanych  wskaźników  są 
mniejsze w przypadku danych w tabeli 6.3. Może to wynikać z przyjętej metody 
niepełnego przeszukiwania zbioru cech.
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Tabela. 6.3. Uśrednione wyniki klasyfikacji za pomocą VSCH walidacji krzyżowej
dla podprzestrzeni cech o wymiarowości od 1 do 5
Zbiory uczące
Przedmiot 
detekcji
Wskaźnik VSCH-1D VSCH-2D VSCH-3D VSCH-4D VSCH-5D
krwawienia swoistość 0,962 0,999 1,000 1,000 1,000
czułość 1,000 1,000 1,000 1,000 1,000
wrzody rozległe swoistość 0,666 0,916 0,986 0,999 1,000
czułość 1,000 1,000 1,000 1,000 1,000
wrzody drobne swoistość 0,601 0,859 1,000 1,000 1,000
czułość 1,000 1,000 1,000 1,000 1,000
Zbiory testowe
Przedmiot 
detekcji
Wskaźnik VSCH-1D VSCH-2D VSCH-3D VSCH-4D VSCH-5D
krwawienia swoistość 0,958 0,997 0,997 0,999 0,999
czułość 0,991 0,969 0,956 0,943 0,921
wrzody rozległe swoistość 0,665 0,909 0,978 0,996 0,993
czułość 0,996 0,956 0,684 0,522 0,675
wrzody drobne swoistość 0,602 0,838 0,989 0,998 0,998
czułość 0,982 0,794 0,263 0,246 0,241
6.2. Detekcja zmian chorobowych – deskryptory MPEG-7
Celem kolejnego eksperymentu była ocena zdolności dyskryminacyjnej cech 
generowanych przez program eXperimentation Model (XM) [252] implementują-
cy  algorytmy zdefiniowane standardem MPEG-7 oraz porównanie uzyskanych 
wyników z wynikami pierwszego eksperymentu. Cechy obliczono dla  obrazów 
zmian  chorobowych wykorzystanych w pierwszym eksperymencie.  Konieczne 
jednak okazało  się  zdefiniowanie obszarów zainteresowania  o innym kształcie
i wielkości.  Inaczej  niż  w pierwszym eksperymencie nie przeprowadzono tutaj
selekcji cech, a podczas procedury uczenia klasyfikatora wykorzystano wszystkie 
obliczone deskryptory. Przeprowadzenie eksperymentu było przedmiotem pracy 
[280].
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a)                                                   b)
Rys. 6.6. Rozkład kwadratowych obszarów zainteresowania w obrazie, w których 
obliczono deskryptory koloru i tekstury standardu MPEG-7: a) zestaw pierwszy
i b) zestaw drugi. Kolorem czerwonym oznaczono wybrane, pojedyncze obszary 
zainteresowania
Algorytmy zaimplementowane w programie XM umożliwiają obliczanie cech 
(deskryptorów) tekstury i barwy w prostokątnych obszarach zainteresowania.Ob-
szary zainteresowania nie mogą być zbyt małe – większość metod wymaga, aby 
rozmiar obszarów był co najmniej kwadratem o rozmiarach 64×64 pikseli, a do 
obliczenia  deskryptorów tekstury homogenicznej (HTD) jest  wymagany obszar 
128×128 pikseli.  W związku z tym przygotowano dwa zestawy kwadratowych, 
nakładających się  na  siebie  obszarów zainteresowania.  W pierwszym zestawie 
określono cztery obszary o rozmiarach 128×128 pikseli – ich rozkład w obrazie 
przedstawia rysunek 6.6a.  W obszarach tego zestawu obliczono wszystkie  de-
skryptory tekstury i barwy zdefiniowane standardem MPEG-7 – włącznie z HTD. 
W  drugim  zestawie  określono  dwanaście  kwadratowych,  nakładających  się
obszarów o  rozmiarach  64×64 pikseli,  ich  rozkład  przedstawia  rysunek 6.6b.
W obszarach drugiego zestawu możliwe było obliczenie deskryptorów tekstury
i barwy zdefiniowanych standardem z wyjątkiem HTD. 
Wygenerowane wektory cech podzielono losowo na zbiory uczące i testowe, 
przy czym w skład zbiorów uczących weszło około  2/3,  a w skład testowych
około 1/3 wszystkich wektorów. Do klasyfikacji  danych wykorzystano metody 
zaimplementowane w programie Weka  [279]. Najlepsze wyniki pod względem 
wskaźników swoistości i czułości uzyskano stosując nieliniowy klasyfikator SVM 
wykorzystujący do  rozdzielania  wektorów różnych klas funkcje wielomianowe 
drugiego stopnia.  W procesie  uczenia  nadzorowanego  wykorzystano algorytm
minimalnej optymalizacji sekwencyjnej (ang. Sequential Minimal Optimization – 
SMO) [276], [277]. Należy nadmienić, że w drugim eksperymencie nie przepro-
wadzono wstępnej selekcji  cech,  a w procesie uczenia  i  klasyfikacji  wykorzy-
stywano  komplet  wygenerowanych  deskryptorów.  Było  to  możliwe  ponieważ 
liczba  deskryptorów  barwy  i  tekstury  generowanych  przez  program  XM jest
o rząd wielkości mniejsza niż liczba cech generowanych przez program MaZda. 
Wyniki klasyfikacji zbiorów testowych przedstawiono w tabeli 6.4. 
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Tabela. 6.4. Wyniki klasyfikacji zbiorów testowych
Zbiory testowe
Przedmiot 
detekcji
Wskaźnik Obszary 128×128 Obszary 64×64
krwawienia swoistość 0,570 0,870
czułość 0,570 0,870
wrzody rozległe swoistość 0,670 0,670
czułość 1,000 1,000
wrzody drobne swoistość 0,750 0,910
czułość 0,800 1,000
wybroczyny swoistość 0,630 0,940
czułość 0,870 0,880
Analizując  uzyskane  wskaźniki  można  zaobserwować,  że  są  one  większe
w przypadku zastosowania mniejszego obszaru zainteresowania – pomimo nie-
wykorzystania  w tym przypadku deskryptorów tekstury homogenicznej (HTD). 
Potwierdza to hipotezę, że istotne jest obliczanie cech w stosunkowo małych ob-
szarach  zainteresowania,  dzięki  czemu  drobne  zmiany  chorobowe  reprezen-
towane  są  w  większym stopniu.  Porównując  wyniki  uzyskane  w  pierwszym
(tabela  6.2 – klasyfikator SVM) i drugim eksperymencie (tabela 6.4 –  obszary 
64×64) można zauważyć,  że w przypadku krwawień i wybroczyn lepsze wyniki 
detekcji  uzyskano wykorzystując program MaZda.  Przykładowo dla  krwawień 
uzyskano czułość = 1 i swoistość = 0,97, podczas gdy stosując deskryptory stan-
dardu MPEG-7, uzyskano czułość i swoistość równe 0,87. W przypadku detekcji 
drobnych wrzodów wartości czułości i swoistości są natomiast większe w przy-
padku  zastosowania  deskryptorów  MPEG-7.  Należy  jednak  zwrócić  uwagę,
że w pierwszym eksperymencie (podrozdział 6.1) do klasyfikacji wykorzystano 
jedynie trójkę wybranych cech, podczas gdy w eksperymencie opisanym w niniej-
szym  podrozdziale  wykorzystano  wszystkie  deskryptory  tekstury  i  koloru 
standardu MPEG-7 z wyjątkiem HTD. 
6.3. Wykorzystanie map cech do segmentacji obrazów
Celem trzeciego eksperymentu była odpowiedź na pytanie, czy cechy tekstury 
i koloru są przydatne do segmentacji obrazów endoskopowych. Jeśli takie cechy 
przedstawić w postaci map i dla każdego piksela zastosować reguły klasyfikacji, 
to  powinno  to  umożliwić  podział  obrazu  na  rozłączne  obszary  określające
powierzchnię zdrową oraz zmienioną chorobowo. Jeśli tak jest w istocie, to do-
stępne  staje  się  narzędzie  pozwalające  opisać  zmianę  chorobową  w  sposób 
ilościowy pod względem zajmowanego przez nią pola powierzchni. 
W kolejnych podrozdziałach przedstawiono wyniki uzyskane dla  zestawów 
cech wyselekcjonowanych na dwa różne sposoby. W podrozdziale 6.3.1 wykorzy-
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stano cechy tekstury i koloru wyselekcjonowane do detekcji schorzeń w pierw-
szym  eksperymencie  (tabela  6.1).  W podrozdziale  6.3.2  zaproponowano  od-
mienne podejście zarówno co do sposobu generowania cech, jak i ich selekcji.
6.3.1. Segmentacja za pomocą cech wybranych do detekcji
Na potrzeby eksperymentu  wybrano po szesnaście  obrazów przedstawiają-
cych  krwawienia,  wrzody  drobne  oraz  wrzody  rozległe,  a  także  64  obrazy,
w których nie stwierdzono zmian chorobowych. Następnie za pomocą programu 
MaZda dla każdego z obrazów wygenerowano mapy tych cech, które zostały wy-
selekcjonowane metodą VSCH w pierwszym eksperymencie (tabela 6.1). Cechy 
obliczano  w  obszarach  zainteresowania  w  kształcie  zbliżonym  do  koła  skła-
dającym się  z  2009  pikseli,  to jest  identycznych jak  obszary  zainteresowania
z pierwszego eksperymentu (podrozdział  6.1).  Następnie,  wykorzystując odpo-
wiednie  trójki  cech  oraz  reguły  klasyfikacji  otrzymane  za  pomocą  VSCH 
dokonano segmentacji obrazów – klasyfikacji poszczególnych pikseli ze względu 
na ich przynależność do obszarów zmiany chorobowej lub fragmentu obrazu nie 
mającego  charakteru  takiej  zmiany.  Uzyskane  wyniki  segmentacji  porównano 
z wynikami ręcznej segmentacji wykonanej przez ekspertów gastroenterologów.
Tabela. 6.5. Porównanie obszarów wyznaczonych automatycznie z obszarami 
oznaczonymi przez eksperta
Obszary Wskaźnik Średnia (±odchylenie standardowe)
krwawień dokładność 0,597 (±0,221)
kompletność 0,946 (±0,126)
wsp. Jaccarda 0,353 (±0,238)
wrzodów 
rozległych
dokładność 0,929 (±0,061)
kompletność 0,306 (±0,248)
wsp. Jaccarda 0,268 (±0,208)
wrzodów 
drobnych
dokładność 0,576 (±0,134)
kompletność 0,608 (±0,286)
wsp. Jaccarda 0,043 (±0,036)
Na rysunku 6.7 przedstawiono przykładowy obraz oraz obliczone dla niego 
mapy cech służące do klasyfikacji krwawień.  Rysunek 6.8 przedstawia wybrane 
obrazy zmian chorobowych wraz z wynikami segmentacji ręcznej i automatycz-
nej,  natomiast rysunek 6.9 przedstawia obrazy,  w których lekarz nie stwierdził 
występowania zmian chorobowych, natomiast zaproponowany algorytm wskazał 
obszary domniemanego stanu chorobowego. W tabeli 6.5 zamieszczono uśrednio-
ne wskaźniki  ilościowe porównania  obszarów zaznaczonych ręcznie  i  automa-
tycznie, takie jak kompletność, dokładność oraz współczynnik Jaccarda. Współ-
czynniki  te  obliczono  analizując  wyniki  klasyfikacji  31417  pikseli  zawartych
w kole znajdującym się w środku obrazu endoskopowego. Pole powierzchni tego 
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koła stanowi około połowy powierzchni całego obrazu. Obejmuje ono piksele, dla 
których możliwe było obliczenie cech tekstury wewnątrz obszarów zainteresowa-
nia całkowicie zawartych w polu widzenia kamery endoskopu bezprzewodowego. 
Wskaźnik dokładności obliczono jako stosunek liczby pikseli uznanych jednocze-
śnie za należące do obszaru zmiany chorobowej przez zastosowany algorytm klasy-
fikacji oraz eksperta do liczby pikseli obszaru uznanego przez algorytm za zmie-
niony chorobowo.  Kompletność  jest  stosunkiem liczby pikseli  części wspólnej 
porównywanych obszarów zmiany chorobowej do liczby pikseli należących do 
obszaru tej zmiany wskazanego przez eksperta. Współczynnik Jaccarda jest nato-
miast  stosunkiem  liczby  pikseli  części  wspólnej  porównywanych  obszarów 
zmiany chorobowej do liczby pikseli należących do przynajmniej jednego z tych 
obszarów.
 
  
a)                                            b)
  
c)                                            d)                                           e)
Rys. 6.7. Segmentacja obrazu krwawienia: a) obraz endoskopowy, b) obszar krwawienia 
zaznaczony przez lekarza (zielony i żółty) oraz wynik segmentacji automatycznej 
(czerwony i żółty), c) mapa cechy qCH1D5DifEntrp, d) mapa cechy uMean
oraz e) mapa cechy vCN3D5SumAverg
Współczynniki Jaccarda dla krwawień i wrzodów rozległych wynoszą odpo-
wiednio 0,353 i 0,268. Wartości te oznaczają, że przeciętnie jedynie około jedna 
trzecia powierzchni obu obszarów jest dla nich wspólna. W przypadku segmenta-
cji  wrzodów  drobnych  wartość  współczynnika  Jaccarda  jest  wyjątkowo  mała
i wynosi średnio 0,043. Liczby te świadczą  o tym, że wyselekcjonowane cechy
i reguły klasyfikacji opracowane do detekcji zmian chorobowych nie mogą  być 
bezpośrednio zastosowane do wiarygodnej segmentacji takich obrazów.
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Z czego mogą  wynikać  tak znaczne różnice między wynikami uzyskanymi 
dla  detekcji  i  segmentacji?  Prawdopodobnych  przyczyn  może  być  kilka.  Po 
pierwsze, w procesie uczenia wykorzystano wektory cech klasy odniesienia (R) 
wygenerowane dla obrazów innych niż obrazy przedstawiające zmianę chorobo-
wą.  Wydaje  się,  że  aby  dokonać  procesu  uczenia  na  potrzeby  segmentacji, 
wektory  cech  klasy  odniesienia  powinny  zostać  wygenerowane  również  dla
obszarów niezmienionych chorobą występujących w obrazach przedstawiających
takie zmiany. 
  
a)                                                   b)                                                   c)
  
d)                                                   e)                                                   f)
  
g)                                                   h)                                                   i)
Rys. 6.8. Obrazy endoskopowe oraz obszary zmiany chorobowej, obszar zielony i żółty 
wskazany przez lekarza oraz obszar czerwony i żółty wyznaczony automatycznie (żółty 
oznacza część wspólną): a-c) krwawienie, d-f) wrzód drobny, g-i) rozległy wrzód 
zwłókniały. W środkowej kolumnie (b, e, h) zamieszczono wyniki segmentacji za pomocą 
cech wyselekcjonowanych do detekcji, w prawej kolumnie (c, e, i) za pomocą cech 
wyselekcjonowanych do segmentacji.
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a)                                                   b)                                                   c)
  
d)                                                   e)                                                   f)
  
g)                                                   h)                                                   i)
Rys. 6.9. Obrazy endoskopowe z domniemanymi obszarami zmian chorobowych 
wyznaczonymi automatycznie – ekspert takich zmian nie stwierdził: a-c) domniemane 
krwawienie (oznaczony na czerwono) i drobne owrzodzenie (obszary niebieskie), d-f) 
domniemany wrzód drobny (obszary niebieskie) i zwłókniały (obszary zielone) oraz g-i) 
domniemany wrzód zwłókniały (oznaczony na zielono). W środkowej kolumnie (b, e, h) 
zamieszczono wyniki segmentacji za pomocą cech wyselekcjonowanych do detekcji,
w prawej kolumnie (c, e, i) za pomocą cech wyselekcjonowanych do segmentacji.
Po drugie, wektory cech drobnych wrzodów były obliczane w obszarach zain-
teresowania obejmujących powierzchnię takich wrzodów, przy czym sam obszar 
zainteresowania był zazwyczaj większy od obszaru wrzodu. Spowodowało to sy-
tuację, w której podczas segmentacji jako zmienione chorobowo były oznaczane 
również  te  fragmenty,  które  znajdują  się  odpowiednio  blisko  rzeczywistego 
owrzodzenia. Potwierdzają  to wyniki segmentacji,  w których pola  powierzchni 
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wyznaczone automatycznie były znacznie większe od obszarów zmiany wskaza-
nej przez lekarza i  zazwyczaj je obejmowały.  Potwierdzają  to również  wyniki 
ilościowe segmentacji obrazów krwawień (duża kompletność równa 0,946) oraz 
w pewnym stopniu wyniki segmentacji drobnych wrzodów (kompletność 0,608). 
Ciekawym  przykładem  jest  obraz  z  rysunku  6.7a  –  obszar  oznaczony  przez
lekarza nie obejmuje fragmentu obrazu, w którym krew jest obecna, choć rozrze-
dzona. Procedura automatycznej segmentacji oznaczyła również ten fragment. 
Po  trzecie,  wyselekcjonowane  cechy  mogą  charakteryzować  nie  tyle  sam
obszar zmiany chorobowej, co pewne otoczenie tej zmiany. Potwierdzającym to 
przypadkiem jest  wynik segmentacji  z rysunku 6.7b. Część  wspólna obszarów 
obejmuje pierścień otaczający owrzodzenie, algorytm automatycznej segmentacji 
nie oznacza wnętrza wrzodu, rozciąga się natomiast na otaczającej go powierzch-
ni.  Może  to  oznaczać,  że  wyselekcjonowane  cechy  oraz  opracowane  reguły 
detekcji drobnych wrzodów wykrywają  raczej strefę  przejściową  pomiędzy po-
wierzchnią  zdrową  a  zmienioną  chorobowo.  Nie stanowi to problemu podczas 
detekcji, natomiast prowadzi do błędów w przypadku segmentacji.
Po czwarte, w przypadku rozległych owrzodzeń wektory cech charakteryzują-
cych tę zmianę były obliczane w obszarach zainteresowania całkowicie zawartych 
wewnątrz  takich  obszarów  zmienionych  chorobowo.  Odwrotnie  zatem  niż
w przypadku drobnych owrzodzeń,  wyznaczane tu obszary mogą  być mniejsze 
niż rzeczywiste obszary zwyrodnień,  przy czym powinny się one w nich zawie-
rać.  Potwierdzają  to  duża  dokładność  (0,929)  przy  jednoczesnej  małej  kom-
pletności (0,306). 
W eksperymencie dokonano również segmentacji 64. obrazów, w których nie 
stwierdzono występowania anomalii. Pomimo braku zmian chorobowych zasto-
sowane  algorytmy  segmentacji  oznaczyły  obszary  domniemanych  krwawień
w czterech,  obszary owrzodzeń  zwłókniałych  w trzech oraz obszary wrzodów 
drobnych w dwudziestu jeden obrazach. Analizując oznaczone obszary domnie-
manych krwawień można zauważyć, że rzeczywiście występują w nich fragmenty 
zaczerwienione. W jednym z nich oznaczony obszar  pokrywał się z zaczerwie-
nionym  konturem  widocznym  pomiędzy  silnie  oświetloną  fałdą  przewodu 
pokarmowego a ciemnym tłem – prawdopodobnie wynik aberracji chromatycznej 
układu  optycznego soczewki.  W pozostałych  obrazach występowały czerwone 
punkty będące prawdopodobnie wynikiem zakłóceń  lub defektów przetwornika 
optoelektrycznego – przykładem czego jest obraz z rysunku 6.8b. W przypadku 
błędów  segmentacji  polegających  na  oznaczeniu  fragmentów  domniemanych 
owrzodzeń  przyczyną  były  jasne  obiekty  treści  pokarmowej  przypominające 
owrzodzenie (rysunek 6.8e) lub prześwietlone fragmenty obrazu (rysunek 6.8h). 
Wydaje się, że tego typu błędów nie da się wyeliminować analizując obrazy sta-
tyczne. Lekarz weryfikuje, czy dany element jest  wrzodem obserwując jego ruch 
względem ścianek przewodu pokarmowego. Jeśli obiekt przesuwa się względem 
nich, to nie stanowi części przewodu pokarmowego i nie jest uznawany za owrzo-
dzenie.  Oznacza  to,  że  aby  prawidłowo  dokonać  detekcji  lub  segmentacji, 
niezbędna jest analiza ruchu obszaru domniemanej anomalii  względem ścianek 
układu trawiennego – co stanowi postulat dla  przyszłych opracowań i ekspery-
mentów. 
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6.3.2. Segmentacja za pomocą cech wybranych do segmentacji
Celem kolejnego badania było uzyskanie odpowiedzi na pytanie, czy i w ja-
kim stopniu  możliwe  jest  poprawienie  wyników segmentacji  po  zastosowaniu 
cech specjalnie do tego celu wyselekcjonowanych. Różnice w procedurze genero-
wania i selekcji cech w stosunku do eksperymentu opisanego w podrozdziale 6.1 
są  następujące: (1) Wygenerowano nowy zbiór  uczący wektorów cech.  W tym 
celu w sposób przypadkowy wybrano punkty należące oraz nienależące do obsza-
rów  zmian  chorobowych  wskazanych przez  lekarzy.  Cechy  zostały  obliczone
w otoczeniach tych punktów bez względu na to jak duża część  tego otoczenia 
była zawarta w obszarze zmiany chorobowej. (2) Zbiór cech obliczanych w oto-
czeniach o kształcie koła  składającego się  z 2009 pikseli uzupełniono o cechy 
średnich oraz wariancji składowych kolorów obliczane w otoczeniach o kształcie 
kwadratu 3×3 piksele. (3) Zbiór uczący został uzupełniony o wektory cech wyge-
nerowane  dla  punktów  z  obszarów  niezmienionych  chorobowo,  w  obrazach 
przedstawiających takie zmiany.  Wektory te oznaczono jako należące do klasy
referencyjnej – bez zmiany chorobowej.
Tabela. 6.6. Wyniki selekcji cech do zastosowania w segmentacji
Obszary Wyselekcjonowane cechy
Krwawień QPerc90(B), uD5CZ3AngScMom(B), GMean(S)
Wrzodów rozległych GD5CN1InvDfMom(B), qHMean(S), BMean(S)
Wrzodów drobnych GD5CV5DifEntrp(B), HMean(B), ATeta2(B)
Do wyselekcjonowania cech znaczących wykorzystano metodę VSCH – na-
zwy  wybranych  trójek  cech  zamieszczono  w  tabeli  6.7,  natomiast  rozkłady 
wektorów zbioru uczącego w wynikowych podprzestrzeniach cech przedstawiono 
na rysunku 6.10. W nazwach cech wymienionych w tabeli i na rysunku literą (B) 
oznaczono,  że cecha została obliczona w otoczeniu o kształcie koła,  natomiast
litera (S) oznacza, że zastosowano otoczenie 3×3 piksele. 
Segmentacji poddano te same obrazy, które wykorzystano w eksperymencie 
opisanym w podrozdziale 6.3.1. Wykorzystano mapy wyselekcjonowanych cech
z tabeli 6.6 oraz reguły klasyfikacji otrzymane za pomocą metody VSCH. Podob-
nie  jak  w  poprzednim  przypadku  uzyskane  wyniki  porównano  z  wynikami 
ręcznej segmentacji wykonanej przez ekspertów gastroenterologów. W tabeli 6.7 
zamieszczono  wskaźniki  ilościowe  porównujące  obszary  zaznaczone  ręcznie
i automatycznie, takie jak kompletność, dokładność oraz współczynnik Jaccarda. 
Na rysunku 6.11 przedstawiono przykładowy obraz z widocznymi krwawieniami, 
obliczone  dla  niego mapy  cech  oraz  wynik  segmentacji.  Zarówno  mapy,  jak
i wynik segmentacji można porównać z wynikiem segmentacji tego samego przy-
padku z zastosowaniem cech wyselekcjonowanych do detekcji zamieszczonego 
na rysunku 6.7. Ponadto wybrane wyniki segmentacji przedstawia prawa kolumna 
obrazów na rysunkach 6.8 i 6.9. 
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c)
Rys. 6.10. Podprzestrzenie cech . Rozkłady wektorów cech wyselekcjonowane do celów 
segmentacji obrazów. Podprzestrzenie cech wyselekcjonowano do segmentacji obrazów 
a) krwawień, b) owrzodzeń rozległych oraz c) wrzodów drobnych. Wektory zmian 
chorobowych oznaczone o, wektory klasy referencyjnej oznaczone +
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Tabela. 6.7. Porównanie obszarów wyznaczonych: automatycznie oraz przez eksperta (A), 
automatycznie oraz przez innego eksperta (B), przez obu ekspertów
Średnia (odchylenie standardowe)
Obszary Wskaźnik A B C
krwawień dokładność 0,605 (±0,226) 0,682 (±0,382) 0,461 (±0,296)
kompletność 0,732 (±0,177) 0,485 (±0,291) 0,797 (±0,385)
wsp. Jaccarda 0,487 (±0,179) 0,447 (±0,277) 0,459 (±0,277)
wrzodów 
rozległych
dokładność 0,905 (±0,101) 0,656 (±0,219) 0,859 (±0,244)
kompletność 0,669 (±0,184) 0,653 (±0,231) 0,638 (±0,263)
wsp. Jaccarda 0,621 (±0,172) 0,513 (±0,209) 0,604 (±0,250)
wrzodów 
drobnych
dokładność 0,267 (±0,114) 0,688 (±0,241) 0,289 (±0,103)
kompletność 0,696 (±0,257) 0,514 (±0,167) 0,981 (±0,050)
wsp. Jaccarda 0,235 (±0,142) 0,395 (±0,133) 0,287 (±0,101)
Kolumna A tabeli 6.7 zawiera wielkości porównania obszarów wydzielonych 
automatycznie oraz obszarów referencyjnych oznaczonych przez jednego z eks-
pertów.  Po  przeprowadzeniu  segmentacji  automatycznej  poproszono  innego 
gastroenterologa  o  ponowne,  niezależne oznaczenie  obszarów zmian  chorobo-
wych  w  obrazach  wykorzystywanych  w  eksperymencie.  Wyniki  porównania 
obszarów wydzielonych automatycznie oraz oznaczonych przez drugiego z eks-
pertów zawiera kolumna B tabeli. W kolumnie C zamieszczono wskaźniki będące 
wynikiem porównania obszarów wskazanych przez obie osoby. Uzyskane wyniki 
pokazują,  że rozbieżności pomiędzy obszarami wskazanymi przez ekspertów są 
porównywalne z  rozbieżnościami  pomiędzy obszarami wyznaczonymi automa-
tycznie a wskazanymi przez lekarzy.
Ponadto można zauważyć, że wyniki segmentacji obrazów przedstawiających 
zmiany chorobowe są dokładniejsze w przypadku zastosowania cech wyselekcjo-
nowanych specjalnie dla celów segmentacji. Potwierdza to zarówno subiektywna 
ocena  kształtu  i  położenia  otrzymanych obszarów (przykłady  z  rysunku  6.8),
jak i wskaźniki ilościowe (porównanie danych w tabelach 6.5 oraz 6.7). W przy-
padku  współczynnika  Jaccarda  uzyskano  wartości  ponad  dwukrotnie  większe
w przypadku segmentacji obrazów krwawień i wrzodów rozległych oraz ponad 
pięciokrotnie większe w przypadku wrzodów drobnych.
Tak jak i w poprzednim eksperymencie, dokonano segmentacji 64 obrazów,
w których nie stwierdzono występowania anomalii. Pomimo braku zmian choro-
bowych zastosowane algorytmy segmentacji  oznaczyły obszary domniemanych 
krwawień w czterech, obszary owrzodzeń zwłókniałych w 28 oraz obszary wrzo-
dów drobnych w 23 obrazach. Dla przypomnienia w poprzednim eksperymencie 
uzyskano liczby odpowiednio czterech, trzech i 21 takich przypadków. Uzyskany 
wynik jest więc gorszy. Oznacza to, że gdyby cechy wyselekcjonowane do seg-
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mentacji wykorzystać  w detekcji  zmian chorobowych,  swoistość  takiej  metody 
byłaby stosunkowo niewielka. 
  
a)                                                b)
    
c)                                                  d)                                                 e)
Rys. 6.11. Segmentacja obrazu krwawienia: a) obraz endoskopowy, b) obszar krwawienia 
zaznaczony przez lekarza (zielony i żółty) oraz wynik segmentacji automatycznej 
(czerwony i żółty), c) mapa cechy QPerc90(B), d) mapa cechy uD5CZ3AngScMom(B) 
oraz e) mapa cechy GMean(S)
Czy możliwa jest  poprawa jakości segmentacji  statycznych obrazów endo-
skopowych?  W przypadku  zastosowania  proponowanych  metod  selekcji  cech
i  uczenia  nadzorowanego  wymagałoby  to  przeprowadzenia  nowych  obliczeń 
wektorów cech – prawdopodobnie w znacznie większej liczbie niż miało to miej-
sce  w  pierwszym  eksperymencie,  optymalizacji  wielkości  obszaru  zaintere-
sowania oraz optymalizacji parametrów algorytmów obliczania map cech, takich 
jak normalizacja i standaryzacja histogramu jasności czy też dobór liczby pozio-
mów jasności.  Proces taki  byłby pracochłonny,  długotrwały i wymagający pod 
względem obliczeniowym. Dlatego w [67–69] zaproponowano inne podejście do 
problemu segmentacji obrazów endoskopowych. Wykorzystano w nim mapy cech 
statystycznych (średniej, wariancji, skośności i kurtozy) histogramów składowych 
przestrzeni kolorów RGB, YUV i HSV. Następnie przeprowadzono segmentację 
obrazów na podstawie wygenerowanych map, wykorzystując algorytm k-średnich 
(ang. k-means) [210], [281] należący do grupy metod uczenia nienadzorowanego 
– analizy skupień, tzw. klasteryzacji danych (ang.  cluster analysis) [210], [282]. 
Jeśli potraktować każdy piksel analizowanego obrazu jako osobne zdarzenie opi-
sane wektorem cech,  to algorytm ten umożliwia segmentację  obrazu na pewną 
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liczbę  różniących  się  istotnie  między  sobą  obszarów.  Okazuje  się,  że  kształt
i położenie uzyskiwanych obszarów w istotny sposób są powiązane z kształtem
i położeniem obszarów zmian chorobowych. Ocena przynależności danego obsza-
ru  do  klasy  anomalii  lub  klasy  prawidłowego  stanu  przewodu  pokarmowego 
może być następnie przeprowadzona metodami uczenia nadzorowanego i klasyfi-
kacji, np. za pomocą wyselekcjonowanych cech i klasyfikatorów VSCH, RBFN 
lub  SVM.  Wstępne,  obiecujące  wyniki  segmentacji  obrazów  endoskopowych
za pomocą metod uczenia nienadzorowanego przedstawiono w [68]. 
Podsumowanie
W pracy przedstawiono wyniki działania  oryginalnych algorytmów analizy
i przetwarzania obrazów cyfrowych, których celem jest wspomaganie diagnostyki 
medycznej  przewodu  pokarmowego wykorzystującej  technikę  endoskopii  bez-
przewodowej.  W rozdziale  trzecim przedstawiono  nowatorską  metodę  analizy 
ruchu w filmie endoskopowym, która umożliwia również utworzenie pojedyncze-
go obrazu będącego reprezentacją  całego przewodu pokarmowego.  W rozdziale 
czwartym przedstawiono wyniki oceny metody. Wyniki testów o charakterze za-
równo  jakościowym,  jak  i  ilościowym  wykazały,  że  umożliwia  ona  szybką 
lokalizację wielu rodzajów zmian chorobowych oraz ocenę  przydatności całego 
filmu jeszcze przed przystąpieniem do jego analizowania. W szczególności meto-
da  ta  umożliwia  szybką  identyfikację  obszarów  krwawień,  owrzodzeń  oraz 
fragmentów filmu nieprzydatnych do celów diagnostycznych ze względu na wi-
doczną treść pokarmową przesłaniającą powierzchnię przewodu pokarmowego. 
Wyniki  analizy  ruchu  zastosowano  do  sterowania  szybkością  odtwarzania
wideo. Dzięki zastosowanemu rozwiązaniu fragmenty filmu, w których ruch en-
doskopu był powolny są  przewijane z  większą  szybkością,  natomiast  te,  które 
charakteryzuje szybkie przemieszczanie się  kapsułki  endoskopu lub wzmożona 
aktywność  ruchową  jelit  są  wyświetlane w spowolnionym tempie.  Zwalnia  to 
osobę oglądającą film od konieczności ręcznego sterowania szybkością odtwarza-
nia  i  pozwala  uniknąć  konieczności  przewijania  filmu  wstecz  w  przypadku 
nagłego  wystąpienia  skurczów  mieszających –  w  przypadku  takich  skurczów
film należy oglądać bardzo wnikliwie, obraz po obrazie. Wyniki ilościowe porów-
nujące efekty procesów diagnostycznych z  zastosowaniem i  bez  zastosowania 
proponowanej metody wykazały zwiększenie efektywności procesu w przypadku 
jej zastosowania – nastąpiło nieznaczne skrócenie czasu poświęcanego na diagno-
zę  oraz  wyraźny,  bo  dwudziestoprocentowy,  wzrost  liczby zidentyfikowanych 
zmian chorobowych oraz miejsc charakterystycznych układu trawiennego. 
W celu detekcji wybranych rodzajów anomalii zaproponowano algorytm łą-
czący analizę  tekstury i barwy obrazu oraz selekcję  cech obrazu i  klasyfikację
z wykorzystaniem metod uczenia nadzorowanego.  Zaproponowano też zastoso-
wanie uzyskanych reguł klasyfikacji  do segmentacji  obrazów endoskopowych, 
której celem miało być wydzielenie obszarów zmienionych chorobowo. Aspekty 
techniczne zaproponowanych rozwiązań przedstawiono w rozdziale piątym, nato-
miast  ich  walidacja  stała  się  przedmiotem  rozdziału  szóstego.  Wykazano,  że 
zaproponowane  metody  są  przydatne  do  detekcji  krwawień  oraz  owrzodzeń 
zwłókniałych, zarówno rozległych, jak i drobnych. Uzyskano także satysfakcjo-
nujące  wyniki  detekcji  obrazów przedstawiających wybroczyny i  angiektazje.
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Zastosowanie metod klasyfikacji z wykorzystaniem cech barwy i tekstury umożli-
wiło również segmentację obrazów i wyodrębnienie obszarów wybranych zmian 
chorobowych.  Uzyskane  wyniki  segmentacji,  choć  nie  w  pełni  zadowalające,
dały podstawy do wnioskowania o właściwościach obrazów z endoskopu bez-
przewodowego i wskazały kierunki dalszych badań. 
Z przeprowadzonych testów wynika, że opracowane metody komputerowej 
analizy obrazów cyfrowych z endoskopu bezprzewodowego pozwalają  zmniej-
szyć nakład pracy lekarza podczas oglądania filmu endoskopowego oraz zwięk-
szają komfort jego pracy, ponadto automatyzują one procedurę interpretacji filmu, 
a także umożliwiają analizę ilościową wybranych zmian chorobowych. W bada-
niach  wykorzystano filmy uzyskane z  endoskopu bezprzewodowego wykorzy-
stywanego w praktyce klinicznej, nie wprowadzono w nim żadnych zmian kon-
strukcyjnych ani nie wykorzystano żadnych uzupełniających metod obrazowania. 
Wykazano zatem, że zwiększenie efektywności diagnostyki jest możliwe wyłącz-
nie poprzez opracowanie odpowiednich algorytmów komputerowych.
Opracowane metody numeryczne są oryginalnymi rozwiązaniami. Ich zasto-
sowanie nie ogranicza się wyłącznie do analizy obrazów z endoskopu bezprze-
wodowego, chociaż ich powstanie było wynikiem takiej właśnie potrzeby. 
Do analizy ruchu własnego kamery znajdującej się wewnątrz przewodu po-
karmowego opracowano model deformowalny o kształcie połączonych ze sobą 
koncentrycznych pierścieni. Do obliczenia szybkości postępowej wykorzystywa-
no uproszczone równania uzyskane przy założeniu  ograniczeń  stopni swobody 
ruchu kapsułki endoskopu. W modelu deformowalnym oryginalna jest nie tylko 
koncepcja jego kształtu połączeń, ale również metoda obliczania stopnia deforma-
cji  i  tzw.  naprężeń.  Metoda ta  jest  na tyle ogólna i  uniwersalna,  że może być 
zastosowana w modelach o innym kształcie i topologii, takich jak aktywny kon-
tur, deformowalny wzorzec czy powierzchnia trójwymiarowa. Co istotne, jest ona 
pozbawiona  wad dotychczas  wykorzystywanych metod  bazujących na  równa-
niach  struny lub  membrany oraz umożliwia  nadanie  modelowi  preferowanego 
kształtu, który może wynikać ze wstępnych oczekiwań lub wiedzy a-priori. 
Opracowane algorytmy analizy filmu endoskopowego zostały zaimplemento-
wane  w  programie  komputerowym  WCE  Player.  Wykorzystano  w  tym  celu 
środowisko programistyczne Visual Studio, język programowania C++ oraz tech-
nologię multimedialną DirectShow.
Kolejnym oryginalnym osiągnięciem jest  propozycja  połączenia  w jednym
algorytmie transformacji przestrzeni kolorów, obliczania cech tekstury oraz ucze-
nia nadzorowanego i klasyfikacji. Porównanie wygenerowanych tą metodą  cech 
obrazu z deskryptorami standardu MPEG-7 wykazało ich przewagę  w przypadku 
analizy  obrazów  endoskopowych.  Zaproponowany  algorytm  analizy  obrazów
kolorowych  zawierających  teksturę  zaimplementowano  w  programie  kompu-
terowym MaZda. Wykorzystano w tym celu środowisko programistyczne Embar-
cadero  RAD  Studio® oraz  biblioteki  OpenGL,  OpenCV  i  qhull.  Należy 
nadmienić, że możliwości programu MaZda nie ograniczają się wyłącznie do ana-
lizy obrazów płaskich – umożliwia on także analizę obrazów sekwencji wideo 
oraz tekstur przestrzennych w obrazach trójwymiarowych, np. w tomografii kom-
puterowej.
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W programie MaZda zaimplementowano również metodę selekcji cech wyko-
rzystującą  wielotop  wypukły.  Jej  opracowanie jest  wynikiem prac związanych
z analizą  obrazów endoskopowych,  jednak jej  zastosowanie nie  ogranicza  się
wyłącznie  do tego zagadnienia.  Metoda ta  umożliwia wyselekcjonowanie cech
o dużej zdolności dyskryminacyjnej w celu ich późniejszego zastosowania do kla-
syfikacji  danych.  Wyniki  selekcji  uzyskane za  jej  pomocą  okazały  się  równie 
dobre jak te, które uzyskano za pomocą maszyny wektorów nośnych i radialnej 
sieci neuronowej.  Jednocześnie okazała się ona od nich bardziej efektywna, co 
umożliwiło  wyselekcjonowanie  cech  znaczących w  znacznie  krótszym czasie.
Ponadto w przeciwieństwie do maszyny wektorów nośnych i radialnej sieci neu-
ronowej nie wymaga ona standaryzacji zakresów danych i może być stosowana
z powodzeniem w sytuacji, w której zbiory wektorów różnych klas są nierówno-
liczne. 
Obydwa programy, zarówno MaZda, jak i WCE Player, zostały udostępnione 
w  Internecie  [283–285] i  mogą  być  wykorzystywane  bezpłatnie.  Opracowane
algorytmy  i  programy  komputerowe  wzbudziły  zainteresowanie  i  okazały  się 
przydatne w badaniach naukowych prowadzonych w różnych ośrodkach badaw-
czych  na  świecie.  Metoda  analizy  obrazów  endoskopowych  wykorzystująca 
deformowalne pierścienie stała się przedmiotem przeglądu w pracach [76], [77], 
[92], [286]. Program MaZda natomiast jest wykorzystywany w wielu ośrodkach 
badawczych na świecie nie tylko do analizy obrazów biomedycznych (wymienio-
nych w podrozdziale  5.1),  ale również  obrazów żywności  [110],  [111],  [127], 
[240], [287–290]. 
Podsumowując,  do najważniejszych osiągnięć  tej  pracy należy zaliczyć 
opracowanie oryginalnego modelu deformowalnego do analizy ruchu własne-
go  kamery,  uniwersalną  metodę  obliczania  naprężeń  w  modelach  defor-
mowalnych,  nowy,  szybki algorytm selekcji cech i klasyfikacji trudno roz-
dzielnych  skupień,  wykorzystujący  wielotop  wypukły,  a  także  programy 
komputerowe WCE Player oraz MaZda udostępnione w internecie i cytowa-
ne w literaturze.  Zastosowanie opracowanych algorytmów umożliwia auto-
matyczną regulację  szybkości odtwarzania filmu, ułatwia dostęp do wybra-
nych fragmentów filmu, zwiększa liczbę wykrytych zmian chorobowych oraz 
wiarygodność  i powtarzalność  wyników diagnozowania.  Należy nadmienić, 
że ich stosowanie nie wymaga wprowadzania zmian konstrukcyjnych w en-
doskopie  oraz  nie  wymaga  zastosowania  dodatkowych  sposobów  obra-
zowania.
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Załącznik A
Symbole
.
vs 
– wektor współrzędnych punktu węzłowego w modelu odniesienia, stały,
– wektor współrzędnych punktu węzłowego w modelu deformowalnym,
x, y – współrzędne, elementy wektora v,
Ns – n-sąsiedztwo punktu węzłowego s,
Js – macierz transformacji n-sąsiedztwa punktu węzłowego s, 
Ts – wektor translacji n-sąsiedztwa punktu węzłowego s,
εs – błąd średniokwadratowy odległości  między rzeczywistym położeniem 
węzłów a położeniem obliczonym na podstawie transformacji,
Σ – symbol sumowania po wszystkich punktach węzłowych sąsiedztwa Ns.
Transformacja skalowania, rozciągania, obrotu i przesunięcia
W transformacji afinicznej składającej się ze skalowania, rozciągania i obrotu 
macierz Js oraz wektor Ts mają następującą postać:
Js=[ j11 j12j21 j22 ]; T s=[
t1
t 2]
Dla tego przypadku błąd εs można zapisać w następującej postaci:
εs=∑ xt1 j11 x j12 y 2yt 2 j21 x j22 y 2 
a po przekształceniu:
ε
s
=∑ x 22 xt 1t12y22 yt 2t2 2 j11 x 
2
 j21 x 
2
 j12 y 
2
 j22 y 
2 
2∑  j11 j12 x y j21 j22 x y j11 x t1 x j21 yt 2 x j12xt1 y j22 y t2 y 
Pochodne błędu błąd εs po zmiennych t1, t2, j11, j12, j21 oraz j22 mają postać:
∂ ε s
∂ j11
=2∑  j11 x2 j12 x yx xt1 =0
∂ ε
s
∂ j12
=2∑  j12 y2 j11 x yy x t1=0
v s
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∂ ε s
∂ j21
=2∑  j21 x 2 j22 x yx yt2 =0
∂ ε
s
∂ j22
=2∑  j22 y 2 j21 x yy yt2 =0
∂ ε s
∂ t1
=2∑ t1x j11 x j12 y =0
∂ ε
s
∂ t2
=2∑ t2y j21 x j22 y =0
Tym samym otrzymujemy układ równań, które można przedstawić w postaci ma-
cierzowej:
[∑
x
2 ∑ x y ∑ x
∑ x y ∑ y2 ∑ y
∑ x ∑ y ∑ 1 ][
j11
j12
t1 ]=[
∑ x x
∑ y x
∑ x ]
[∑
x
2 ∑ x y ∑ x
∑ x y ∑ y2 ∑ y
∑ x ∑ y ∑ 1 ][
j12
j21
t 2 ]=[
∑ x y
∑ y y
∑ y ]
Rozwiązaniem tego układu równań są:
[
j11
j12
t1 ]=M [
∑ x x
∑ y x
∑ x ] ;   [
j21
j22
t 2 ]=M[
∑ x y
∑ y y
∑ y ]
gdzie:
M=
[ ∑ y
2∑ 1∑ y 
2
∑ y∑ x∑ x y∑ 1 ∑ x y∑ y∑ y2∑ x
∑ y∑ x∑ x y∑ 1 ∑ x2∑1∑ x
2
∑ x y∑ x∑ x2∑ y
∑ x y∑ y∑ y2∑ x ∑ x y∑ x∑ x2∑ y ∑ x2∑ y2∑ x y
2 ]
∑ x2∑ y2∑1∑ y
2
∑ x2∑ x y
2
∑ 1∑ x
2
∑ y22∑ y∑ x∑ x y
Transformacja skalowania, obrotu i przesunięcia
W transformacji składającej się ze skalowania, obrotu i przesunięcia, w której 
przestrzeń transformowana nie jest rozciągana kierunkowo, macierz Js oraz wek-
tor Ts mają następującą postać:
Js=[ j11 j12 j12 j11 ]; T s=[
t1
t2]
Dla tego przypadku błąd εs można zapisać w następującej postaci:
εs=∑ x 22 x t1t12y 22 y t2t22 j11 x 2 j12 x 2 j12 y 2 j11 y 2
2∑  j11 j12 x y j12 j11 x y j11 xt1  x j12 yt2  x j12 xt 1 y j11 yt2 y 
Pochodne błędu błąd εs po zmiennych t1, t2, j11 oraz j12 mają następującą postać:
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∂ ε s
∂ j11
=2∑  j11 x2y 2x xt1 y y t2 =0
∂ ε
s
∂ j12
=2∑  j12  x 2y2 y xt1 x yt2 =0
∂ ε s
∂ t1
=2∑ t1x j11 x j12 y =0
∂ ε
s
∂ t2
=2∑ t2y j12 x j11 y =0
Tym samym otrzymujemy układ równań, które można przedstawić w postaci:
j11 ∑ x 2∑ y2 t 1∑ xt2∑ y∑ x x∑ y y=0
j12 ∑ x 2∑ y 2t1∑ yt2∑ x∑ x y∑ y x=0
j11∑ x j12∑ y t1∑ 1∑ x=0
j11∑ y j12∑ x t2∑1∑ y=0
lub w postaci macierzowej:
[
∑ x2∑ y2  0 ∑ x ∑ y
0 ∑ x 2∑ y2  ∑ y ∑ x
∑ x ∑ y ∑1 0
∑ y ∑ x 0 ∑ 1
][
j11
j12
t1
t 2
]=[
∑ x x∑ y y
∑ y x∑ x y
∑ x
∑ y ]
Rozwiązaniem układu równań jest:
[
j11
j12
t1
t2
]=
[
∑ 1 0 ∑ x ∑ y
0 ∑ 1 ∑ y ∑ x
∑ x ∑ y ∑ x 2∑ y 2 0
∑ y ∑ x 0 ∑ x2∑ y2
]
∑ x 2∑ y2 ∑ 1∑ x 
2
∑ y 
2 [
∑ x x∑ y y
∑ y x∑ x y
∑ x
∑ y ]
Transformacja obrotu i przesunięcia
W transformacji składającej się z obrotu i przesunięcia, w której przestrzeń 
transformowana nie jest skalowana oraz rozciągana kierunkowo, macierz Js oraz 
wektor Ts mają następującą postać:
Js=[cos α sinαsin α cos α ]; Ts=[t 1t2]
Jeśli  dla  przestrzeni dwuwymiarowej  v i=[x , y ]T  oraz  vi=[ x , y ]T ,  to  błąd  εs 
można zapisać w następującej postaci:
ε
s
=∑ xt1x cos αysin α 
2
y t2x sinαy cos α 
2 
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Sumowanie wykonywane jest dla wszystkich węzłów i należących do sąsiedztwa 
węzła s. Po przekształceniu otrzymuje się:
ε s=∑ x 22 xt 1t12y22 yt 2t22 x 
2
y 
2
2∑ xt1 x cos αyt2  x sinα xt1  y sinαyt 2 y cosα 
Pochodne błędu błąd εs po zmiennych t1, t2 oraz α mają następującą postać:
∂ ε
s
∂ t1
=2∑ t1xx cosαy sinα =0
∂ ε s
∂ t2
=2∑ t2yxsinαy cosα =0
∂ ε s
∂α
=2∑  y xt 1x yt 2cos αx xt1 y yt2 sinα=0
a po przekształceniu:
cos α∑  y xx y t1 cos α∑ y t2 cos α∑ x
sin α∑  x xy y t 1sinα∑ xt 2 sin α∑ y=0
cosα∑ xsinα∑ yt1∑ 1∑ x=0
cosα∑ ysinα∑ xt2∑ 1∑ y=0
Po wyznaczeniu niewiadomych t1 i t2 w drugim i trzecim równaniu układu:
t1=
∑ xcos α∑ xsinα∑ y
∑ 1
t2=
∑ ycos α∑ ysin α∑ x
∑ 1
oraz po podstawieniu ich do równania pierwszego, otrzymuje się:
∑ 1 cosα∑  y xx y sinα∑ x xy y 
cosα∑ ysin α∑ x ∑ xcosα∑ xsinα∑ y 
cosα∑ xsinα∑ y ∑ ycosα∑ ysinα∑ x =0
po dalszych przekształceniach:
cosα ∑ y xx y ∑ 1∑ y∑ x∑ x∑ y
sinα ∑ x xy y ∑ 1∑ x∑ x∑ y∑ y 
2∑ x∑ y sin2 αcos2α =0
Korzystając z tożsamości tzw. jedynki trygonometrycznej, otrzymujemy:
sin α=
2∑ x∑ ycosα ∑ y xx y ∑ 1∑ y∑ x∑ x∑ y 
∑ x∑ x∑ y∑ y∑  x xy y ∑ 1
a następnie równanie kwadratowe z niewiadomą cos α:
1cos2α=2∑ x∑ ycos α ∑  y xx y ∑ 1∑ y∑ x∑ x∑ y ∑ x∑ x∑ y∑ y∑  x xy y ∑ 1 
2
Rozwiązując to równanie,  a  następnie wyznaczając niewiadome sin  α ,  t1 i  t2, 
otrzymuje się dwa rozwiązania:
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sinα=R QPP
2
Q 2R2
P 2Q2 ; cos α=
 R PQ P2Q2R2
P2Q2
oraz
sinα=R QPP
2
Q 2R2
P 2Q2 ; cos α=
 R PQ P2Q2R2
P2Q2
gdzie:
P=∑  y xx y ∑ 1∑ y∑ x∑ x∑ y
Q=∑  x xy y ∑ 1∑ x∑ x∑ y∑ y
R=2∑ x∑ y
Wyboru rozwiązania dokonuje się po sprawdzeniu, dla którego z rozwiązań war-
tość błędu εs jest mniejsza.
Dekompozycja macierzy transformacji
Przyjmijmy, że obliczona została macierz Js dla wariantu transformacji skalo-
wania,  rozciągania,  obrotu  i  przesunięcia.  Dla  uproszczenia  zapisu  w  dalszej 
części indeks s zostanie pominięty. 
Macierz J można przedstawić jako iloczyn dwóch macierzy U i S.
J=U S
Macierz U jest macierzą ortonormalną (ang. unitary matrix), natomiast macierz S 
jest macierzą symetryczną. Rozkład macierzy J na macierze U i S nazywa się roz-
kładem biegunowym (ang. polar decomposition).
Własnością macierzy U jest, że 
U1=UT
Jeśli rozpatruje się przypadek przestrzeni dwuwymiarowej, wówczas macierz  U 
można zapisać w postaci:
U=[cos α sinαsinα cosα ]
gdzie α jest kątem obrotu w transformacji. 
Stąd wynika, że:
S=U1 J=UT J=[ j11cos α j21sin α j12cos α j22sin αj21cos α j11sin α j22 cosα j12sin α ]
Ponieważ macierz S jest symetryczna, to:
j12 cos α j22 sinα= j21cos α j11sin α
a po przekształceniu:
 j21 j12 cos α= j11 j22 sin α
Umożliwia to obliczenie kąta α jako nachylenia wektora [ j21 j12 j11 j22 ]
T
:
α=∠[ j21 j12j11 j22 ]
T
przy czym kąt α podawany jest w zakresie od –pi do +pi.
Macierz S jest obliczana za pomocą równania:
S=UT J
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Macierz symetryczną S można z kolei przedstawić w postaci:
S=Q1 D Q
gdzie macierz D jest macierzą diagonalną, natomiast macierz Q jest macierzą or-
tonormalną. Macierz ortonormalną Q można przedstawić w postaci:
Q=[cos β sin βsin β cos β ]
Do rozkładu macierzy S na macierze Q oraz D stosuje się rozkład własny ma-
cierzy  (ang.  eigen  decomposition).  Wiersze  macierzy  Q złożone  są  ze 
znormalizowanych wektorów własnych macierzy  S,  natomiast  wartości własne 
macierzy S stanowią elementy diagonali macierzy D. Wartości własne macierzy S 
dla przypadku przestrzeni dwuwymiarowej można obliczyć jako:
λS1=traceStrace S
2
4det S
λS2=traceStrace S
2
4det S
gdzie trace S = s11+s22 oznacza ślad macierzy S, a det S oznacza jej wyznacznik.
Macierz D ma postać:
D=[λS1 00 λS2 ]=∣det D∣[
λS1
∣det D∣
0
0
λS2
∣det D∣
]=A[λ1 00 λ2 ]
Aby wyznaczyć kąt β oraz macierz Q można zauważyć, że:
QS=D Q
co można zapisać jako:
[cos β sin βsin β cos β ][s11 s12s21 s22 ]=[
λ 1 0
0 λ2 ][
cos β sin β
sin β cos β ]
Oznacza to, między innymi, że:
s11 cos βs21 sin β=λ1 cos β
co umożliwia obliczenie kąta β jako:
β=∠ [ j11λ1 j21 ]
T
Finalizuje to rozkład macierzy J do postaci:
J=a[cos α sinαsinα cos α ][cos β sin βsin β cos β ][ λ1 00 λ2][
cos β sin β
sin β cos β ]
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Nazwy cech barwy i tekstury w programie MaZda 5.0
Obliczanie cech w programie MaZda obejmuje trzy etapy. W pierwszym ob-
raz  kolorowy  jest  zamieniany  na  obraz  monochromatyczny.  W  programie 
zaimplementowano kilkanaście algorytmów takiej konwersji do wyboru. Drugim 
etapem jest  modyfikacja  histogramu  obrazu  monochromatycznego obejmująca 
opcjonalną  standaryzację  lub  normalizację  zakresów jasności,  a  także  zmiany 
liczby  bitów kwantyzacji  poziomów  jasności.  Trzecim etapem jest  obliczenie 
cech dokonywane w oznaczonych obszarach zainteresowania o arbitralnie wybra-
nych kształtach. W programie zaimplementowano osiem algorytmów obliczania 
takich cech.
Przyjęto, że nazwy wygenerowanych cech powinny być unikatowe ze wzglę-
du  na  zastosowane algorytmy i  parametry zastosowanych algorytmów.  Nazwa 
każdej  cechy  składa  się  zatem ze znaków  alfanumerycznych identyfikujących 
sposób konwersji na obraz monochromatyczny, sposób modyfikacji zakresów ja-
sności  i  liczby  bitów  kwantyzacji,  użyty  algorytm  obliczeniowy  oraz  nazwę 
cechy. Przykładowo nazwa SN5CHDifVrnc oznacza cechę uzyskaną po konwersji 
do obrazu monochromatycznego wskazującego nasycenie koloru (litera S), w któ-
rym histogram został poddany normalizacji (N), kwantyzacji za pomocą  pięciu 
(cyfra 5) bitów na piksel, cecha została wygenerowana za pomocą macierzy zda-
rzeń  (C)  w  kierunku  poziomym  (H),  dla  której  to  macierzy  obliczono 
współczynnik wariancji różnicowej (DifVarnc). 
Dalsze części załącznika przedstawiają opis metod stosowanych do obliczania 
cech w programie MaZda oraz definiują kody wykorzystywane do identyfikacji 
tych metod w nazwach cech.
Konwersja do obrazu monochromatycznego
Danymi  wejściowymi  programu MaZda  są  obrazy  monochromatyczne nie 
wymagające konwersji lub obrazy kolorowe,  w których każdy piksel dany jest 
wektorem  trzech  składowych  kolorów  czerwonego  (ang.  red –  R)  zielonego
(green – G) i niebieskiego (blue – B). Przyjmuje się, że zakres zmienności składo-
wych kolorów oraz zakres zmienności wynikowego obrazu monochromatycznego 
to 0-255. Obrazy kolorowe są zamieniane na monochromatyczne I zgodnie z jed-
nym z  poniższych równań.  Pierwszy znak nazwy cechy (przedrostek)  określa 
rodzaj przeprowadzonej konwersji.
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Brak przedrostka – jasność (ang. brightness)
I=
299 R587 G114 B
1000
Przedrostek R – składowa czerwona
 I = R
Przedrostek G – składowa czerwona
 I = G
Przedrostek B – składowa czerwona
 I = B
Przedrostek U – składowa U przestrzeni YUV
 I = (886 B – 587 G – 299 R + 886‧255) / 1772
Przedrostek V – składowa V przestrzeni YUV
 I = ( – 114 B – 587 G + 701 R + 701‧255) / 1402
Przedrostek H – składowa H (ang. hue) przestrzeni HSB
I=
255
2 pi arg886 B – 587 G – 299 R886  j – 114 B– 587G – 701 R701 
Przedrostek  S –  składowa  nasycenia  barwy  S (ang.  saturation)  przestrzeni 
HSB
I=0,937886 B – 587G – 299 R886 
2
– 114 B – 587 G – 701 R701 
2
Przedrostek I – składowa I przestrzeni YIQ
I = (– 3213 B – 2744 G – 5957 R + 5958‧255) / 11916
Przedrostek Q – składowa Q przestrzeni YIQ
I = ( – 3111 B – 5226 G + 2115 R + 5226‧255) / 10452
Przedrostek u – składowa U przestrzeni YUV znormalizowana względem jasności
I=29,07 886 B – 587G – 299 R 299 R587G114 B1 1
Przedrostek v – składowa V przestrzeni YUV znormalizowana względem jasności
I=76,245 114 B587 G701 R 299 R587G114 B11
Przedrostek i – składowa I przestrzeni YIQ znormalizowana względem jasności
I=53,006321,3 B522,6 G– 211,5 R 299 R587 G114 B1 2,8185
Przedrostek q – składowa Q przestrzeni YIQ znormalizowana względem jasności
I=70,457311,1 B522,6 G211,5 R299 R587 G114 B1  0,8903
Przedrostek h – składowa H przestrzeni HSB obrócona o kąt półpełny
I=
255
2 pi arg886 B – 587G – 299 R886  j – 114 B – 587G – 701 R701 
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Przedrostek X – składowa X przestrzeni CIE XYZ 
I=105,163 R91,188G46,0275 B
gdzie
R={
1
1,055  R2550,055
2,4
,
R
2550,04045
 R255 112.92 , R255≤0,04045
G={
1
1,055  G2550,055
2,4
,
G
2550,04045
 G255 112.92, G255≤0,04045
B={
1
1,055  B2550,055
2,4
,
B
2550,04045
 B255 112.92, B255≤0,04045
Przedrostek Y – składowa Y przestrzeni CIE XYZ 
I=54,213 R182,376G18,411 B
Przedrostek  – składowa Y przestrzeni CIE XYZ 
I=4,5162 R27,8928G222,417 B
Przedrostek L – składowa L* przestrzeni CIE L*a*b*
I=2550,2126 R0,7152 G0,0722 B 
1
3
Przedrostek a – składowa a* przestrzeni CIE L*a*b*
I=376,130,4339 R0,3762G0,1899 B
1
30,2126 R0,7152G0,0722 B
1
30,3390
Przedrostek b – składowa b* przestrzeni CIE L*a*b*
I=159,230,2126 R0,7152G0,0722 B 
1
30,0177 R0,1095G0,8728 B 
1
30,8007
Modyfikacja histogramu obrazu monochromatycznego
Zakres poziomów jasności w obszarze zainteresowania (ang.  region of inte-
rest  –  ROI)  obrazu  monochromatycznego  może  zostać  poddany standaryzacji
lub normalizacji. W związku z tym dla oryginalnego obrazu monochromatyczne-
go są  obliczane cechy histogramu  Mean,  Variance,  Perc01 i  Perc99 (definicje 
podano w dalszej  części  załącznika).  Zakres  jasności  nowego obszaru  zostaje 
wówczas zmieniony tak, aby odpowiadał zakresowi jasności obrazu oryginalnego 
w następujący sposób.
Litera N – normalizacja
〈Perc01 , Perc99 〉
Litera S – standaryzacja
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〈Mean3Variance , Mean3Variance〉
Litera D – zakres jasności pozostaje niezmieniony
Liczba występująca po literze D, N lub S określa liczbę bitów wykorzysta-
nych do kwantyzacji poziomu jasności piksela. 
Algorytmy obliczania cech tekstury
Do obliczania cech tekstury obrazu wykorzystywanych jest sześć algorytmów, 
analizy statystycznej histogramu jasności, analizy macierzy zdarzeń, analizy ma-
cierzy  długości  ciągów  pikseli,  statystyki  histogramu  wartości  bezwzględnych 
gradientu  jasności,  obliczanie  parametrów  modelu  autoregresji  oraz  energie
transformaty falkowej Haara. Wszystkie cechy obliczane są  w arbitralnie zdefi-
niowanym obszarze zainteresowania ROI (ang. region of interest).
Cechy statystyczne histogramu
Podstawą  obliczania cech jest znormalizowany histogram p(k) jasności ROI 
obrazu. Zmienna k = 1, 2,...Ng oznacza poziom k – 1 jasności obrazu. Parametr Ng 
jest wartością maksymalną zakresu jasności obrazu zależną od liczby bitów bpp 
kwantyzacji Ng = 2bpp – 1. Histogram jest obliczany dla oryginalnego obrazu mo-
nochromatycznego z niezmienionym zakresem jasności – stąd w nazwach cech 
statystycznych histogramu nie występuje litera oznaczająca rodzaj zmiany zakre-
su jasności ani liczba bitów kwantyzacji poziomu jasności.
Mean=∑
k=0
N g
k p k 
Variance=∑
k=0
N g
kMean 2 p k 
Skewness=Variance

3
2∑
k=0
N
kMean 3 p k 
Kurtosis=Variance2∑k=0
N
kMean4 pk 3
Perc01=min K : ∑
k=1
K
p k ≥0,01
Perc10=min K : ∑
k=1
K
p k ≥0,10
Perc50=min K : ∑
k=1
K
p k ≥0,50
Perc90=min K : ∑
k=1
K
p k ≥0,90
Perc99=min K : ∑
k=1
K
p k ≥0,99
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Cechy mapy wartości bezwzględnych gradientu jasności
Cechy statystyczne wartości bezwzględnej gradientu jasności są obliczane na 
podstawie obrazu mapy gradientu |G(x,y)|. Do nazw cech tej grupy po przedrostku 
oznaczającym rodzaj konwersji jest dodawana litera „G”. 
Mean=
1
Area ∑x , y∈ROI
∣G x , y∣
Variance=
1
Area ∑x , y∈ROI
∣G x , y∣Mean 2
Skewness=Variance

3
2 1
Area ∑x , y∈ROI
∣G  x , y ∣Mean 3
Kurtosis=Variance2
1
Area ∑x ,y∈ROI
∣G x , y ∣Mean 
4
3
gdzie 
∣G x , y∣=I  x , y1I  x , y12I  x1, yI  x1, y 2
Area= ∑
x , y∈ROI
1
Cechy macierzy zdarzeń
Cechy tej  grupy są  obliczane na  podstawie znormalizowanego histogramu
jasności drugiego rzędu  nazywanego macierzą  zdarzeń (ang.  gray-level co-oc-
currence matrix COM, GLCM).  Do nazw cech  po przedrostku  oznaczającym 
rodzaj konwersji dodawana jest litera „C”.  Macierz określa  zależności jasności 
pomiędzy pikselami w parach, przy czym zależność przestrzenna pikseli w parze 
jest określona. Element  p(k,l) macierzy oznacza liczbę par, w której jeden z pik-
seli ma jasność  k–1, a drugi  l–1 podzieloną  przez podwojoną  liczbę wszystkich 
par pikseli branego pod uwagę obszaru. W programie MaZda przyjęto, że zależ-
ność  przestrzenna  pomiędzy  pikselami  w  parze  może  być  określona  jednym 
z czterech kierunków („H”,  „V”,  „Z” lub  „N”)  oraz jedną  z  pięciu  odległości 
(d = 1, 2, 3, 4, 5).  W zależności od  wybranego kierunku i  odległości po literze 
„C” w nazwie cechy występuje oznaczenie składające się z odpowiedniej litery
i cyfry.
Oznaczenie Hd – kierunek poziomy, w parze jeden piksel przesunięty względem 
drugiego o wektor [d, 0]T
Oznaczenie Vd – kierunek pionowy, w parze jeden piksel przesunięty względem 
drugiego o wektor [0, d]T
Oznaczenie Zd – kierunek 45º, w parze jeden piksel przesunięty względem dru-
giego o wektor [d, d]T
Oznaczenie Nd – kierunek 135º, w parze jeden piksel przesunięty względem dru-
giego o wektor [d, -d]T
AngScMom=∑
k=1
N g
∑
l=1
N g
p2 k , l
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Contrast=∑
m=1
2Ng
m2 pdifm 
Correlat= 1
ρk ρl
∑
k=1
N g
∑
l=1
N g
k l p k , l µk µl 
SumOfSqs=∑
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∑
l=1
N g
k µk 
2
p k , l
InvDfMom=∑
k=1
N g
∑
l=1
N g
p
k , l 
1kl 2
SumAverg=∑
m=1
2Ng
m psumm 
SumVarnc=∑
m=1
2Ng
mSumAverg 2 psumm 
SumEntrp=∑
m=1
2Ng
psumm  log psumm
Entropy=∑
k=1
N g
∑
l=1
N g
p k , l log p k , l 
DifVarnc=∑
m=1
N g1
iµdif
2
pdif m
DifEntrp=∑
m=1
N g
pdif m  log pdif m 
gdzie
µk=∑
k=0
N g
∑
l =0
N g
k p k , l 
µl=∑
k=0
N g
∑
l=0
N g
l pk , l 
σ k=∑
k=0
N g
∑
l=0
N g
kµk
2 p k , l 
σ l=∑
k=0
N g
∑
l=0
N g
 lµl
2 pk , l 
p
sum
m =∑
k=1
m1
p k , mk 
pdifm={∑k=1
N gm
 p k , mk p mk ,k   , m≠0
∑
k=1
N gm
p k ,k   , m=0
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µdif=∑
m=0
2 N g
m pdifm 
Cechy macierzy długości ciągów pikseli
Cechy tej grupy są  obliczane na podstawie macierzy długości ciągów (ang. 
run-length matrix – RLM).  Do nazw cech po przedrostku oznaczającym rodzaj 
konwersji jest dodawana litera „R”. Element p(k,l) macierzy oznacza liczbę grup 
pikseli  o  jasności  k–1  tworzących  w określonym kierunku  nieprzerwany ciąg
o długości l. Kierunki, w których są mierzone długości ciągów oznaczane są literą 
(„H”, „V”, „Z” lub „N”) występującą po literze „R”, analogicznie jak w przypad-
ku cech obliczanych na podstawie macierzy zdarzeń.
A=∑
k=1
N g
∑
∀ l
p k , l
ShrtREmph= 1
A∑k=1
N g
∑
∀ l
pk ,l 
l2
LongREmph= 1
A∑k=1
N g
∑
∀ l
l2 p k , l 
GLevNonUni=
1
A∑k=1
N g
∑∀ l p k , l
2
RLNonUni=
1
A∑∀ l ∑k=1
N g
pk ,l 
2
Fraction=
∑
k=1
N g
∑
∀ l
p k , l
∑
k=1
N g
∑
∀ l
l p k ,l
Parametry modelu autoregresji
W modelu autoregresji zakłada się, że w przypadku obrazu, w którym piksele 
zostały zapisane  sekwencyjnie, jasność piksela zależy od jasności pikseli poprze-
dzających. W przypadku obrazu, w którym piksele w linii zapisano w kolejności 
od lewej do prawej i dla kolejnych linii zależność ta dana jest liniowym równa-
niem w postaci:
I  x , y =θ1 I x1, y µ θ2  I  x , y1 µθ3  I  x1, y1µ
θ4 I x1, y1µ µe  x , y 
gdzie 
µ=
∑
x , y∈ROI
I x , y 
∑
x , y∈ROI
1
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θ1, θ2, θ3 i θ4 są parametrami, a e(x, y) jest funkcją błędu. Parametry  θ1, θ2, θ3 i θ4 
są obliczane w taki sposób, aby uzyskać minimalną możliwą wartość σ – średnią 
kwadratów błędu e w całym analizowanym obszarze zainteresowania. Parametry 
modelu są  wykorzystywane jako cechy obszaru odpowiednio o nazwach  Teta1, 
Teta2,  Teta3,  Teta4 oraz Sigma. Do nazw cech po przedrostku oznaczającym ro-
dzaj konwersji jest dodawana litera „A”.
Energie w pasmach częstotliwościowych transformaty falkowej Haara
Cechy tej grupy są obliczane na podstawie obrazów będących wynikiem dys-
kretnej  transformaty  falkowej  Haara.  Obraz  jest  traktowany  jako  sygnał 
dwuwymiarowy a obliczane cechy odzwierciedlają  udział energii obrazu w po-
szczególnych pasmach częstotliwościowych.  Obraz zarówno w pionie,  jak i  w 
poziomie podlega filtracji rozdzielającej jego składowe górno- (H) i dolnoczęsto-
tliwościowe (L). W wyniku transformacji uzyskuje się cztery obrazy oznaczane 
jako HH, HL, LH i LL, przy czym pierwsza litera oznacza pasmo będące wyni-
kiem filtracji w poziomie, a druga w pionie. Wynikowy obraz LL jest ponownie 
poddawany transformacji, która w odróżnieniu od pierwszej jest nazywana trans-
formacją  drugiej  skali (lub drugiego poziomu). Proces transformowania obrazu 
jest powtarzany dla kolejnych skal, do piątej włącznie. Dla każdego uzyskanego 
obrazu jest obliczana tzw. energia obrazu.
WavEn=
∑
x , y∈ROI
I 2 x , y
∑
x ,y∈ROI
1
gdzie I(x, y) oznacza jasność piksela wynikowego obrazu transformaty falkowej.
Do nazwy cechy WavEn są dodawane litery oznaczające pasmo częstotliwo-
ściowe  („HH”,  „HL”,  „LH”  lub  „LL”)  i  cyfra  oznaczająca  skalę,  dla  której 
dokonano transformacji. 
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Abstract
Wireless capsule endoscopy is one of the medical tests used in diagnosis of 
gastrointestinal disorders. A result is a video of internal lumen of gastrointestinal 
tract which interpretation carried out by an expert gastroenterologist requires a lot 
of attention and is time consuming. The final diagnosis is rarely reproducible – it 
depends  on  the knowledge and experience of  the diagnostic  experience of  the
expert.
The  subject  of  this  monograph  is  presentation  and  validation  of  novel
algorithms for wireless endoscope video analysis whose purpose is to improve the 
reproducibility,  reliability and objectivity of  medical diagnosis. The algorithms 
are  designed  to  reduce  amount  of  work  devoted  to  watching  the  movie,  to
automate the procedure of the data interpretation and to enable a quantitative de-
scription  of  selected  lesions.  The proposed  methods  allow to  characterize the 
endoscope’s  egomotion  (using  a  dedicated deformable model),  reconstruct  the
intestine’s  internal  surface,  detect  selected  lesions  (based  on color  and texture 
analysis), segment images in order to identify areas of pathological changes and 
dynamically adapt playback speed.
The key achievements presented in this monograph include deformable model 
of  rings  for  analysis  of  endoscopic  camera  egomotion  passing  through  the 
gastrointestinal tract, versatile method for calculating tensions in the deformable 
model grid and an efficient algorithm using convex polytopes for feature selection 
and classification of specifically-shaped clusters. All the developed methods were 
implemented in a computer programs, and thereafter evaluated qualitatively and 
quantitatively. The computer programs – WCE Player for egomotion estimation 
and MaZda for  image classification based on color  and texture analysis – are 
available from the internet.
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