We present simulation studies of solid solutions formed upon compression of mixtures of Lennard-Jones (LJ) particles with diameter ratios 2:1 and 3:1. Grand canonical Monte Carlo (GCMC) and Gibbs-Duhem integration were used to determine the compositions of coexisting solid and liquid phases at several pressures and fixed temperature. Concentrations of small particles dissolved in interstitial sites of the largeparticle lattice, under liquid-solid coexistence conditions, were determined directly from GCMC simulations. Indirect methods were used to calculate levels of small particles dissolved substitutionally, either singly or in plural, with the average number of small solutes occupying a lattice site vacated by a large particle increasing with higher pressure. In the cases studied, the fraction of small solutes occupying these substitutional sites was found to be small (2% or lower, depending on the mixture and conditions), but to stay roughly constant with increasing pressure. Structural and dynamic characteristics of the solid solutions are described and compared with reported characteristics of the related interstitial solid solution formed by hard spheres.
Introduction
Solid solutions or alloys, mixtures in which one component is distributed in a disordered arrangement throughout an otherwise regular crystal structure, have been widely studied due to their applications in photonics, optics, semiconductors and structure design [1] [2] [3] [4] [5] . In a substitutional solid solution (SSS), impurity particles occupy some fraction of lattice sites in place of the majority component particles; the prototypical example is bronze, which contains tin substituted within a copper lattice. In an interstitial solid solution (ISS) the impurity component occupies some fraction of the interstitial positions of the crystalline lattice of the first species; the prototypical example is steel, with carbon atoms occupying interstitial sites in an iron lattice 6 . The presence of the impurities may have important effects on the mechanical behaviors, phase diagrams, and electrical properties of the solids, and the ability to tune the a) jkindt@emory.edu 2 properties by adjusting the amount and nature of the minority components have made solid solutions tremendously important in technology.
One obvious distinction between substitutional and interstitial localization of impurities is that the former is more likely for impurities that are similar in size to the primary component, while the latter is more likely for impurities that are significantly smaller. It is natural to speculate, then, about whether a dimer or cluster of small impurities can play the role of a large impurity and form plural substitutional defects within a primarily interstitial crystal. Colloidal crystals have been predicted and synthesized in which icosahedral clusters of 13 small "B"
spheres occupy sites similar (though not identical) to large "A" spheres 7 , although this is a compound with a fixed stoichiometry of AB13 and not an alloy. Density functional theory (DFT) calculations suggest that vacancy sites within carbon steel will be occupied by a carbon dimer 8 .
Vacancy occupation by one or more impurity particles present interstitially and the equilibrium thermodynamics of vacancy levels has been addressed in the recent metallurgical literature 9 , and appears to have implications for design of advance materials with many thermodynamic and kinetic properties like High Entropy Alloys (HEAs) with much better resistance to radiation damages.
To gain some general perspective on whether interstitial and plural substitutional impurities might appear in the same phase we have investigated size-asymmetrical binary Lennard-Jones (LJ) solid solutions, with the smaller particle the minority component, at coexistence with the binary liquid mixture. The composition at the coexistence point is of interest as represents the highest impurity content that the solid can absorb at a given pressure and temperature without becoming unstable with respect to phase separation.
Binary mixtures of LJ solids have been studied for decades [10] [11] [12] [13] [14] [15] [16] . However, only few studies focus on the ISS phase of LJ solids, which treat the species in interstitial places as impurity [17] [18] . There are multiple approaches to study the solid-liquid phase coexistence for LJ systems. [26] [27] .
Here, we employ a variation of Gibbs-Duhem integration to track the coexistence points at different pressures with fixed temperature. We start from the coexistence point for a pure large species LJ system whose phase coexistence data is available from the literature 1 , then used Gibbs-Duhem integration to get the new coexistence point at higher pressure with some small species present using grand canonical Monte Carlo simulation (GCMC). The solid phases would actually describe an ISS phase in which the large species forms a face centered-cubic (fcc) lattice while the small impurity species primarily occupy the interstices, but may also occupy the main lattice positions either singly or in clusters. Three systems were studied in this work. The mixtures in two cases have the same but different sizes, with ratios 1:2 and 1:3.
(system S2 and S3 as shown in Table (Ⅰ) ). In the third case (system E2 as shown in Table   ( Ⅰ)) the large particles are more strongly attractive than the small component ( ratio 1:2, ratio 1:1.5), mirroring the typical trend in experimental systems like neopentane/methane 28 .
For all systems, we studied the coexistence points under three pressures (6.0, 8.0 and 10.0 / 3 ) and performed structural analysis on the liquid phase and solid phase. To investigate the substitution behavior by the small components, we created a vacancy in the large-particle lattice manually, and observed the occupation of the vacancy by small particles at the chemical potential determined for the system at coexistence. Using standard approaches to estimate the free energy of vacancy formation [29] [30] , we then used the occupation statistics to estimate the concentration of all vacancies (substituted or empty) for each system.
Methods

Determination of solid-liquid coexistence points
The Gibbs-Duhem integration method is commonly applied to track how the pressure at coexistence between two phases varies with temperature 25 , and has also been applied to find the variation of coexisting compositions with changing T (at fixed pressure) in a binary mixture 27 . Here we consider the application of the same strategy while fixing T and varying pressure.
The solid-liquid phase coexistence point of LJ system can be accessed via various methods 1 .
With the densities of solid and liquid phases at coexistence at a specified temperature and 4 pressure P0 obtained from the literature, Grand Canonical Monte Carlo (GCMC) can be used to determine the chemical potential of the liquid state (and by extension, the solid).
Given the Gibbs-Duhem equation:
variations in pressure and composition in a binary mixture at constant are related by:
where the subscripts designate small (S) and large (L) particles. If we make the approximation that in the solid phase is a constant and small particles partition strongly to the liquid phase ( ) ≪ ( ), the large component's chemical potential at higher pressure P > P0
can be obtained without further information about the small component's behavior:
Substituting the chemical potential as fugacity = exp (βμ), with the de Broglie thermal wavelength set to 1, we have:
Since the approximations that produce Eq. (3) and Eq. (4) are not ultimately satisfied, we rely on these equations for a first approximation only. For each pressure P of interest, the liquid phase is first simulated using GCMC with fixed obtained from Eq. (4) and varying to find the value that produces a pressure P in the mixture (Fig. (1) ). In principle, simulation of the solid phase at constant fS, fL, and V would produce an equilibrated state whose pressure could be compared with P to test the assumptions made above. However, the rigidity of the lattice structure and the need for the lattice spaces to be commensurate with the periodicity imposed by the simulation box make this unreliable. Instead, the solid phase is simulated by GCMC, either at constant P, NL, and fS, or at constant P, fL and fS, in which case the kinetic barrier to changing the lattice structure imposes an effective fourth constraint on number of cells in the system. Through the simulations at constant P, fL and fS, we saw it is a rare event for solid phase having a vacancy, therefore, for efficiency concern, we manually create a vacancy in crystal structure (remove a large particle in simulation box) and run simulations at constant P, NL, and fS to find the small species partition in solid phase (Table. (Ⅰ)). The manually created vacancy is implemented in all the following results except the discussions on phase diagrams, small species absorption and radial distribution function (RDF). In any case, we cannot rely on particle exchange moves to ensure that the fugacity of large particles in the solid phase is in fact equal to the fL of Eq. (4), so we rely again on the Gibbs-Duhem equation. At fixed pressure, Gibbs-Duhem equation gives:
Therefore, in order to calculate the ∆ to make the correction at , we need to rewrite first.
We find empirically that (in the solid phase, at fixed pressure and NL) can be related to by the function:
in which and are two constants.
Differentiating Eq. (6):
So can be rewritten as:
From Eq. (6), we have:
Rewriting Eq. (8) 
The new corrected (lower) calculated from Eq. (11) can then be used in the first step, simulation of the liquid. An increase in the small-particle content of the liquid will then be needed to bring the liquid pressure up to P, and the small-particle fugacity in the solid will also increase. This process is repeated until self-consistency is reached.
Implementation details
Pairs of particles interact via the Lennard-Jones potential:
The following mixing rule is applied when calculating the cross term of potential energy:
The potential is simply truncated at the cutoff distance = 4 . Different are used for three interactions (two interactions among small and large, one cross term of interaction). Periodic boundary conditions with long-range corrections are applied.
In the liquid phase, the equilibration and production periods each consisted of at least 10 6 MC cycles for liquid phase. Each MC cycle contains 50 insertion or removal trials for small species and 150 insertion or removal trials for large species. For solid phase, the equilibration and production periods each consisted of at least 5 10 7 single insertion and removal moves. In both phases, each move was followed by 100 translation moves attempts for small and large species, respectively. The initial solid phase is constructed by 864 LJ particles formed into a fcc lattice. The maximum distance for translation move is set to 0.05 and 0.01 for small and large species, respectively. The maximum volume change is set to 0. 
Results and discussion
Solid-liquid phase coexistence and interstitial absorption
Compositions of liquid and solid solutions of small particles at coexistence (Fig. (2) ) have been determined for three systems S2, S3 and E2 (Table (Ⅰ)) at three pressures using the Gibbs-Duhem integration method described above. The most pronounced difference is that in system S3 ( ratio 1:3) the solubility of small particles in the solid phase is much greater than in systems S2 or E2 ( ratio 1:2). The mole fraction of small species in solid phase in system S3 are even comparable to the fractions in liquid phases at coexistence in system S2 and E2. It is interesting to compare this system with the interstitial solid solution of hard spheres (HS) of diameter ratio 0.3:1 studied by Filion and Dijkstra 5 . As in the HS mixture, the small LJ particles primarily occupy octahedral sites in the fcc lattice of the larger particles. Insight into the thermodynamics of absorption into the solid phase can be derived from the variation of fugacity with composition. If the interstitial sites behave as independent single-occupancy sites (as in the Langmuir adsorption isotherm, although this case involves absorption and not adsorption), then the fugacity would increase non-linearly as these sites fill:
Fig . (3) shows that in the case of system S3, the absorption of small particles within the solid follows a more nearly ideal dependence than predicted from the single-occupancy model. In fact, the radial distribution function (Fig. (4) ) for the solid phase mixture of system S3 (and system S2) contains a peak in ( ) at distances nearer than the nearest small-large neighbor reduction in that attraction (system E2) appears to suppress it. We have not accessed high enough pressures to determine whether the interstitial solid solution remains stable up to (or beyond) a mole fraction xs = 0.5 as was seen in the hard-sphere system 5 ; an additional data point at * =12 generated for system S3 alone yielded xS of 0.306 in the solid phase at coexistence (Fig. (2) ).
The presence of the small particles expands the lattice spacing of the large particles slightly (Table (Ⅱ) ). Since the lattice spacing change is very small ( 1%), it is still reasonable to approximately estimate the vacancy concentration through the method discussed in next section 3.2. Higher pressure will suppress the lattice spacing in both pure large systems and mixtures ( in Table (Ⅱ)) ; the lattice spacing difference between the mixture and pure large system is bigger at higher pressure (∆ in Table (Ⅱ)) due to the presence of more small species in solid solutions. 
Substitutional absorption
Although the small particles appear to favor interstitial sites, we sought to characterize and quantify the substitutional absorption in this system, particularly the possibility of plural substitution, with more than one of the small species occupying a lattice position vacated by a large particle (Fig. (5) ). In simulations initiated with a large particle vacancy defect, the average number of dopants occupying the vacancy at coexistence with the mixed liquid is on average greater than one (Table (Ⅰ) ). The distribution of occupancy numbers is shown in Fig. (6) . We can clearly see the trend that the vacancy tends to have greater occupancy at increasing system pressure. It is somewhat surprising that reducing the dopant diameter from 1/2 to 1/3 of the larger component does not increase the average number of dopants occupying the vacancy at low pressure (although it does increase the occupancy at * =10.0). These very small dopants are easily accommodated in the interstitial spaces, where they interact with 6 large particle neighbors without causing steric strain. A single S3 system dopant in the vacancy can only be near to ~3-4 large neighbors simultaneously, and the second or third dopants to occupy a single vacancy are not optimally positioned to interact both with the lattice and with each other (so adsorption to the vacancy is not cooperative). In contrast, the dopants in systems S2 and E2
can fit more easily into the vacancy than into interstitial sites, and successive occupying dopants will be in position to attract each other and the large particles simultaneously. We sought then to determine the absolute levels of substitutional absorbates in these systems at coexistence. In principle, we could find vacancy concentrations in the doped solids directly from GCMC, using large particle exchange moves at the fugacities fL and fS determined in section 3.1. We found that conventional single-particle insertion and removal moves were more efficient for this purpose in these systems than the solvent-repacking Monte Carlo algorithm [32] [33] , but that the overall levels of substitutional defects were too low to obtain good statistics during reasonable simulation times. Instead we used our knowledge of the equilibrium between empty vacancies and singly-or multiply-substituted vacancies under coexistence conditions, along with estimates of the un-substituted vacancy levels in the pure solid obtained by standard methods [29] [30] . Specifically, after defining a spherical subvolume with a diameter of 1.06 , which is centered at the empty lattice site in a crystal, trial insertion and removal are performed in this subvolume with acceptance probability ( ) and ( ), respectively. The expression for free energy of vacancy formation is then
in which Λ is de Broglie wavelength and is system dimension. The vacancy concentrations can thus be calculated from free energy , and the vacancy concentrations for pure large species are listed in the first row of Table (Ⅲ) . These are very small and decrease exponentially with increasing pressure.
The possibility of substitution shifts the total equilibrium vacancy concentration (including vacancies occupied by one or more dopant) to higher values compared to the pure solid; a dopant residing in a vacancy will prevent it from being filled by a large particle 34 . The total vacancy concentration (including substituted vacancies) in the doped systems then is the concentration of unoccupied vacancies divided by the equilibrium fraction of vacancies that are unoccupied in the doped system, for a given dopant type and system pressure ( Fig.   (7) ). To check the reliability of this method, we compared its predictions with the results of direct GCMC simulation incorporating large-particle insertion/removal moves for one test case (system S2 at pressure 6.0) and found an average vacancy concentration of 1.46 10 -4 , in satisfactory agreement with the value of 1.75 10 -4 found through the indirect method. The agreement suggests that the free energy of forming an unoccupied vacancy is the same, to a fair approximation, in the doped solids as is calculated for the pure solid.
The combined concentration of empty and substituted large-particle vacancies, shown in Table ( The total concentration of substitutional dopants is then the product of the total combined vacancy concentration and the average vacancy occupation, which is shown in Fig. (8) along with the total concentration of interstitial dopants. Although the probability of occupation of interstitial sites is not as large as for vacancies, the much larger number of these sites makes interstitials the majority dopant type. At most, the fraction of dopants in substitutional sites 
Dynamical and structural analysis of solutes in solid solution
We took some configurations of our GCMC simulations and run only the regular translation MC moves on these configurations for system S2 at different pressures to investigate the dynamics of small-particle diffusion. Small particles in interstice have some mobility (green trajectories in Fig. (9) ; particles migrate between neighboring interstitial sites, similar to the behavior found in hard sphere ISS system 5 . We also observed a decrease in this mobility upon increasing the pressure, which leads to a more compact octahedron and tetrahedron hole in interstice. These trajectories were initiated with 4 small particles in a substitutional site. Small particles occupying vacancies explore the volume vacated by the large particle as well as the six neighboring octahedral holes, creating a 4-pointed star when projected on the x-y plane (red trajectories in Fig. (9) . Few transitions from the vacancy zone into neighboring octahedral holes were observed, all of which returned to the vacancy during the period of observation, and (like transitions between interstitial sites) all passing through the tetrahedral sites. In some cases (like Fig. (9b) ), the interstitial particle enters into the vacancy and remains there. In additional tests (not shown) we have found that interstitial particles will enter a vacancy, or leave a vacancy that is occupied by an excessive number of particles, at comparable rates to the migration between interstitial sites. So, the vacancy site appears to act as a stable trap for small particles without a particularly high barrier to enter. Fig. (10) shows a close look at the probability distribution of small species in the defect site of system S2 at * =10.0. The probability distribution for the small species confined by the vacancy has an octahedral shape, even when there is only one small particle present (Fig. (10a) ).
However, when there are more particles presented (Fig. (10b) ), the density distribution splits into some high probability regions and low probability regions, which indicates some structure in the arrangements of multiple small species in the defect site. The distribution of angles in the 3-fold occupied system shows most of time they formed a triangle with a maximum angle 16 smaller than 90° (Fig. (11) ). When moving up to the case that 4 particles occupying the vacancy, a highly symmetrical tetrahedral structure would be optimal in terms of attractions between the small particles. Therefore, the orientational tetrahedral order parameter is employed to analyze the configurations [35] [36] :
in which is the angle formed by the lines joining the average position of four particles in consideration and the small particles and . For a regular tetrahedron, will equal 1. Fig.   (12) shows the major configuration is a tetrahedron as we predicted. Interestingly, there is also a second probable configuration (the second peak in Fig. (12a) ), associated with a planar structure. Fig. (12b) shows the distribution of distances between the particles in the tetramer and their center of mass, whose peak is slightly above the distance (0.343 ) for a perfect tetrahedron with edge lengths at the potential minimum of 1.12 .
A widely used order parameter developed by Steinhardt et al. 37 is employed to identify the cluster structure of 6-fold occupied system. is defined as:
where is the number of lines joining the six particles in vacancy and their average position, ( , ) is a spherical harmonic, and and are the angular coordinates of the th particle with respect to some reference frame. Fig. (13) shows the 4 and 8 in our system deviates from the values in regular octahedron, although the 6 and 10 fit the regular value quite well. We therefore cannot conclude the most probable structure in vacancy is octahedral.
From visualization of the clusters in vacancy, we do see many distorted structures; only a few can be identified as the configuration close to the regular octahedron. We did not analyze the case more than 6-fold occupied system, due to the complexity of the cluster analysis when there are more particles, and the fact that it is a rare case to have an occupation larger than 6 for system S2 (Fig. (6a) ). 
Conclusions
While interstitial and 1:1 substitution are well-studied modes of solution for small particles in the solid crystal formed by a larger particle type, we have quantified and characterized the degree of plural substitution in Lennard-Jones solid solutions at coexistence with fluid mixtures.
The number of smaller solutes or dopants that occupy insterstitial sites was significantly greater than the number absorbed substitutionally for the three cases studied, with diameter ratios 1:2 
