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Abstract
In theoretical computer science, researchers usually distinguish between feasible problems (that can
be solved in polynomial time) and problems that require more computation time. A natural question
is: can we use new physical processes, processes that have not been used in modern computers, to make
computations drastically faster – e.g., to make intractable problems feasible? Such a possibility would
occur if a physical process provides a super-polynomial (= faster than polynomial) speed-up.
In this direction, the most active research is undertaken in quantum computing. It is well known that
quantum processes can drastically speed up computations; however, there are proven super-polynomial
quantum speedups of the overall computation time.
Parallelization is another potential source of speedup. In Euclidean space, parallelization only leads
to a polynomial speedup. We show that in quantum space-time, parallelization could potentially lead to
(provably) super-polynomial speedup of computations.
c
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1

Which Problems Are Feasible: Brief Reminder

In theoretical computer science (see, e.g., [8]), researchers usually distinguish between:
• problems that can be solved in polynomial time (i.e., in time that is bounded by a polynomial P (n) of
the length n of the input) and
• problems that require more computation time.
Problems solvable in polynomial time are usually called feasible, while others are called intractable.
Of course, this deﬁnition is not a perfect description of the intuitive notion of feasibility. For example, an
algorithm that requires 10100 · n steps is polynomial time but not practically feasible. However, this is the
best available deﬁnition of feasibility.

2

Is Speedup Possible?

The big challenge is that some computational problems are intractable – i.e., require algorithms which are
too slow. At ﬁrst glance, if a problem is intractable in this sense, there is not much we can do about it.
However, there is hope. Traditional notions of computational complexity are based on the assumption
that we only use the physical processes which are traditionally used in computers. So, a natural question is:
what if we use new physical processes, processes that have not been used in modern computers? Will the
use of these physical processes enable us to make computations drastically faster? Will these new physical
processes make intractable problems feasible?
Such a possibility would occur if a physical process provides a super-polynomial (= faster than polynomial)
speedup.
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Quantum Computing: A Possible Path to a Super-Polynomial
Speedup

In this direction, the most active research is undertaken in quantum computing. It is well known that quantum
processes can speed up computations; see, e.g., [7].
For example:
• in non-quantum computing, a search in an un-sorted list of size N requires, in the worst case, at least
N computational steps,
• in contrast,√in quantum computing, Grover’s algorithm enables us to search in an un-sorted list of size
N in time N .
Grover’s algorithm can be applied to problems for which, currently, no algorithm is known which is drastically
faster than exhaustive search. A good example of such a problem is the well-known propositional satisﬁability
problem SAT:
• Given: a propositional formula F (x1 , . . . , xn ), i.e., an expression that is formed from variables x1 , . . . , xn
by applying the propositional connectives & (“and”), ∨ (“or”), and ¬ (“not”).
• Find: values x1 , . . . , xn ∈ {false, true} = {0, 1} that make the given formula F (x1 , . . . , xn ) true – or, if
no such values exist, return the corresponding message.
In principle, this problem can be solved by exhaustive search, i.e., by trying all 2n possible combinations of
truth values xi = 1 (“true”) and xi = 0 (“false”). This exhaustive search requires
2n computational steps.
√
n
n
By using Grover’s algorithm, we can reduce the computation time from 2 to 2 = 2n/2 .
This is a drastic speedup, but this speedup is still polynomial, it does not allow us to replace the original
longer-than-polynomial time with a polynomial one. Speciﬁcally, in this case,√
if we denote by Tc (n) the
non-quantum computation time, then the quantum computation time is Tq (n) = Tc (n). So, if the quantum
computation time Tq (n) is polynomial, so is the non-quantum computation time Tc (n) = Tq2 (n).
Some known quantum algorithms are exponentially faster than the best known non-quantum ones. A
known example of such a situation is Shor’s algorithm for factoring large integers. However, it is still not
clear whether a similar fast non-quantum algorithm is possible.
In general, there are no proven super-polynomial quantum speedups of the overall computation time.

4

Parallelization – Another Potential Source of Speedup

Parallelization is another potential source of speedup: if we have several computers working in parallel, then
we can perform computations faster.
Parallelization in Euclidean space. In the usual (Euclidean) space, parallelization only leads to a polynomial speed-up; see, e.g., [3, 4, 6]. The main reason for this limitation is that, according to modern physics,
the speed of all the physical processes is bounded by the speed of light c. Thus, in time T , we can only reach
computational units at a distance not exceeding R = c · T . In other words, within time T , we can only use
computational devices located inside the sphere of radius R = c · T .
In the Euclidean space, the volume V (R) of this area (inside of the sphere of radius R = c · T ) is equal to
V (R) =

4
4
· π · R3 = · π · c3 · T 3 ,
3
3

and is, thus, proportional to T 3 . So, if we denote by ∆V the volume of the smallest possible computational
V (R)
device, we can conclude that for computations that last time T , we can use no more than ≤
∼ T3
∆V
computational elements.
If we denote by ∆t, the smallest time of a single computational operation, we can conclude that during time
T
T , each computational element can perform ≤
∼ T computational steps. Thus, all ∼ T 3 computational
∆t
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elements can perform ≤ T 3 · T = T 4 computational steps. So, if we simulate this parallel computer elementby-element on a sequential computer, we will thus be able to perform the same computations in time ∼ T 4 .
Thus, if a parallel computer can perform computations in polynomial time T ≤ P (n), the same computations can be performed on a sequential computer in time ≤ C · T 4 ≤ C · (P (n))4 which is still polynomial. In
other words, parallelization in Euclidean space can only lead to a polynomial speedup.
Parallelization in non-Euclidean space. It is well known (see, e.g., [5]) that the actual space is not
Euclidean, it is curved. Interestingly, in some non-Euclidean spaces – e.g., in Lobachevsky space, historically
the ﬁrst non-Euclidean space model – volume V (R) grows exponentially with the radius:
V (R) ∼ exp(R) ≫ Polynomial(R).
Thus, in principle, we can ﬁt exponentially many processors within a sphere of radius R = c · T – and hence
get a drastic (exponential) speed-up [4, 6].
The problem is that while there are physically reasonable space models that allow such an exponential
speedup, these models are very hypothetic. The space models corresponding to mainstream cosmological
models do not have this exponential growth and thus, only allow polynomial parallelization speedup.

5

Quantum Space-Time Models: a New Possibility of Speedup

Main idea.

So far, we have described two separate approaches to computation speedup:

• use of quantum eﬀects, and
• use of curved space-time.
In physics, the corresponding quantum and space-time eﬀects are related. Speciﬁcally, non-quantum spacetime is only an approximate description. A more accurate description of space-time requires that we take into
account quantum eﬀects, i.e., that we consider quantum space-time models.
Thus, it is reasonable to combine the two above approaches to computation speedup, and consider the
use of quantum space-time models for computations. To do that, let us recall how quantum eﬀects aﬀect
space-time; for details, see, e.g., [2, 5].
How quantum eﬀects aﬀect space-time: qualitative description. The main reason why quantum
eﬀects aﬀect space-time is Heisenberg’s Uncertainty Principle. Its most well-known form is that we cannot
simultaneously measure the coordinate x and the momentum p with absolute accuracy:
• the accuracy ∆x with which we can determine the coordinate x and
• the accuracy ∆p with which we can determine the momentum p
are related by the inequality ∆p · ∆x ≥ ~, where ~ is Planck’s constant, one of the fundamental constants
behind quantum physics.
A similar (less well-known) inequality holds for energy E and time t:
• the accuracy ∆E with which we can determine the energy E and
• the accuracy ∆t with which we can determine the time t
are related by the inequality ∆E · ∆t ≥ ~. As a result, when we restrict ourselves to a region of spatial size
ε, i.e., to times ∆t ≈ ε/c, we get the energy uncertainty ∆E ∼ ~ · ε−1 .
When ε → 0, we get ∆E → ∞. So, when size ε of the region is small, a lot of energy enters this region.
According to the famous relativity theory formula E = m · c2 , this energy has the mass m = E · c−2 , and
this mass causes a gravitational ﬁeld. According to General Relativity theory, the gravitational ﬁeld means
curving space-time, so we can say that the energy ∆E curves the space-time.
The smaller the scale ε, the more energy we have, so the more the space-time is curved. Hence, on a small
scale, space-time is very curved (“foam”-like) [5].
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How quantum eﬀects aﬀect space-time: quantitative description. The above qualitative description
can be transformed into a quantitative one [2].
Indeed, as we have mentioned, the total energy of all the ﬂuctuations in area of size ε is equal to E ∼ ~·ε−1 .
To ﬁnd out how many ﬂuctuations of smaller size k · ε (k < 1, k ≈ 1) can ﬁt into this area, let us estimate
the energy δE of a single ﬂuctuation of this smaller size.
For that, we need to take into account that in modern physics, all fundamental physical equations are
determined by minimizing action, crudely speaking,
∫ a product of energy and time; see, e.g., [1]. In Einstein’s
General Relativity, action is proportional to
L
=
R dV dt, where R is a scalar curvature [1, 5]. Since action
∫
is energy times time, we have δE · ∆t ∼ R dV ≈ R · V · ∆t, hence, by dividing both sides by δt, we get
δE ∼ R · V. For a ﬂuctuation of linear size k · ε ∼ ε, volume is V ∼ ε3 and curvature – which is inverse
proportional to the square of the linear size – is R ∼ ε−2 . Thus, we conclude that δE ∼ ε.
So, the total number n of ﬂuctuations of size k · ε in an area of size ε can be determined by dividing the
total energy E of such ﬂuctuations by the energy δE of a single ﬂuctuation of size k · ε:
n=

E
∼ ~ · ε−2 .
δE

Comment. The above physical derivations are described, in detail, in [2].
Application to speedup: analysis. What we are interested in is how many processors Nq (ε) of size ε can
we ﬁt in a given region?
Ideally, we may be able to ﬁt one processor (once it is suﬃciently small) in each ﬂuctuation. In this case,
the desired number of processors is equal to the number Nq (ε) of regions of size ε that can ﬁt into a given
region.
In every region of spatial size ε, we can ﬁt n ∼ ~ · ε−2 regions of size k · ε. Thus, the total number Nq (k · ε)
of regions of size k · ε is equal to the total number Nq (ε) of regions of size ε times n ∼ ~ · ε−2 :
Nq (c · ε) ≈ ~ · ε−2 · Nq (ε).
Let us use this functional equation to ﬁnd N (ε). By substituting ε = 1, ε = k, ε = k 2 , etc., into the above
formula, and taking into account that Nq (1) ≈ 1, we conclude that:
• Nq (k) ≈ ~ · k −2 ;
• Nq (k 2 ) ≈ ~ · k −4 · Nq (k), hence Nq (k 2 ) ≈ ~2 · k −(2+4) ;
• Nq (k 3 ) ≈ ~ · k −6 · Nq (k 2 ), hence Nq (k 3 ) ≈ ~3 · k −(2+4+6) ;
• ...
• Nq (k m ) ≈ ~m · k −(2+4+...+2m) .
Here,
2 + 4 + . . . + 2m = 2 · (1 + 2 + . . . + m) = 2 ·

m · (m + 1)
≈ m2 ,
2

so Nq (k m ) ≈ ~m · k −m .
To get the expression for Nq (ε), we need to ﬁnd the value m for which k m = ε. This value is m ∼ ln(ε).
Substituting this value into the above formula, we conclude that
2

Nq (ε) ∼ exp(α · ln2 (ε))
for some real value α.
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How does this formula translate into a speedup?
As we have mentioned, in modern physics,
the speeds of all the processes are limited by the speed of light. Thus, the time of performing a single
computational operation on a processing unit of linear size ε is ≥ ε/c. So, to make computers faster, we
need to make computational units smaller. The linear size ε of the computational unit can thus serve as the
description of a technological level.
To ﬁnd out how much speedup we can achieve by using quantum space-time, for the same technological
level ε, we need to compare:
• parallel computations in non-quantum space-time, and
• parallel computations in quantum space-time.
In non-quantum space-time, we have units of volume ε3 , so within the region of volume V0 we can ﬁt
Nn (ε) ∼

V0
∼ ε−3
ε3

such units.
In quantum space-time, the number Nq (ε) of computational units is equal to Nq (ε) ∼ exp(α · ln2 (ε)). In
order to describe Nq in terms of Nn , we need to express ε in terms of Nn and then substitute the resulting
−1/3
expression into the formula for Nq . From the formula for Nn , we conclude that ε ∼ Nn . Therefore,
ln(ε) ∼ ln(Nn ). Substituting these expressions for ε and ln(ε) into the formula for Nq , we conclude that
Nq ∼ exp(β · ln2 (Nn )) = Nnβ·ln(Nn ) .
This expression grows faster than any polynomial. Hence, in quantum space-time, parallelization can
potentially leads to super-polynomial speedup of computations.
Comments.
• This result was ﬁrst announced in [9].
• From the practical viewpoint, parallelization it is not suﬃcient to guarantee the computational speedup:
in order to gain speed by parallelization, one must have a strategy how a particular input is distributed
among multiple processors. Our suggestion is to follow a strategy outlined – for a similar situation – in
[4].
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