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La logique contextuelle 
IA : le temps est-il venu d’enterrer les langages formels ? 
 
Arnaud Kohler 
 
Résumé 
Soient c une pensée et f la phrase qui l’exprime. Je propose de formaliser la relation entre ces 
notions par la formule c ⊨ f. Son application aux langages formels génère un nouveau 
formalisme : la logique contextuelle Lc. Adossée à une sémantique des croyances, elle a la 
singularité d’être monotone syntaxiquement (si {f} produit g, alors {f, h} produit g) et non 
monotone sémantiquement (g peut être crédible selon {f} et ne pas l’être selon {f, h}).  Lc 
contourne ainsi le dogme de l’adéquation (ce qui est produit est vrai) et de la complétude (ce 
qui est vrai est produit), et le principe d’explosion (une contradiction produit tout et son 
contraire). Cela lui apporte une expressivité étendue dans deux dimensions sur lesquelles les 
langages formels sont réputés être en difficulté : la modélisation de connaissances 
incohérentes, avec exception, paradoxales ou aléthiques d’une part, et la production de 
nouvelles connaissances par induction d’autre part. 
 
Abstract 
Be c a thought and f the phrase that expresses it. I propose to formalize the relation between 
these notions by the formula c ⊨ f. Its application to formal languages generates a new 
formalism: the contextual logic Lc. Against a semantics of beliefs, it has the singularity of 
being monotonous syntactically (if {f} produces g, then {f, h} produces g) and not 
monotonically semantically (g can be credible according to {f} and not be according to {f, 
h}). It thus circumvents the dogma of adequation (what is produced is true) and completeness 
(which is true is produced), and the principle of explosion (a contradiction produces 
everything and its opposite). This gives him an extended expressiveness in two dimensions on 
which formal languages are deemed to be in difficulty: the modeling of incoherent 
knowledge, with exception, paradoxical or alethic on the one hand, and the production of new 
knowledge by induction on the other hand. 
 
Introduction 
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Considérons un tableau peint. Nous le pensons comme un tout, dans le sens défini par R. 
Descartes : Par le nom de pensée, je comprends tout ce qui est tellement en nous que nous en 
sommes immédiatement connaissant. Et nous le décrivons par un ensemble de phrases. 
Toutefois, quand bien même cette description serait idéalement complète et parfaite, nous 
sommes immédiatement connaissant du fait qu’elle n'est pas le tableau qu'elle décrit. 
 
Pour modéliser ce constat, je propose d’exprimer ce tableau par 2 expressions syntaxiques : 
une proposition élémentaire c, qui symbolise la pensée qu’on en a, et une combinaison de 
symboles f, qui reproduit les phrases qui le décrivent. Cela conduit à devoir définir une 
relation entre c et f. Je propose : 
 
Soit L un langage muni de la règle d'interprétation sémantique ⊨. Soit c une pensée, 
et f  la formule qui exprime c dans L. Alors c est une proposition élémentaire de L, et 
la relation dans L entre c et f est donnée par : c ⊨ f. 
 
Selon cet énoncé, l'agent ne mémorise ni la pensée c ni sa modélisation f, mais la conscience 
qu'il a d’exprimer c par f. Je rejoins ainsi L. Wittgenstein, lorsqu’il affirme : Nous ne devons 
pas dire : Le signe complexe aRb dit que a se trouve dans la relation R avec b, mais : 
Que a se trouve dans une certaine relation R avec b dit que aRb. 
 
Dans ce cadre, je fais l’hypothèse que, pour toute phrase f, il existe une pensée c qui porte sa 
sémantique. L’application de cette assertion aux langages formels génère un nouveau 
formalisme : la logique contextuelle Lc. 
 
Avant de donner son formalisme, je présenterai au travers d’un exemple son mode de 
fonctionnement. J’indiquerai ses propriétés comportementales, singulières dans le cadre d’un 
langage formel : nous constaterons que la logique contextuelle a la particularité de ne pas 
pouvoir être d’une grande utilité : elle nécessite de s’adosser à un mécanisme complémentaire 
pour s’exprimer. Je terminerai par une incursion dans les sciences cognitives, qui proposent 
des éléments de réponse à cette question. 
 
Dans la suite de cet article, j’utilise les connecteurs de négation, de disjonction, de 
conjonction, d'implication et d'équivalence, notés respectivement ¬, ∨, ∧, → et ↔. 
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Découverte de la logique contextuelle par un exemple 
 
L'exemple que j’utilise dans ce paragraphe est un cas d'école. Bien qu'apparemment trivial, il 
illustre de nombreuses difficultés qu'on rencontre en révision des croyances. Son propos est 
de modéliser la connaissance que, si la plupart des oiseaux volent, certains ne volent pas. 
L'objectif est alors d'identifier les mécanismes qui permettent de déduire que Tweety, qui est 
une autruche, ne vole pas, mais que Titi, dont on sait seulement qu'il est un oiseau, vole. 
 
La difficulté est d'obtenir ces conclusions en faisant l'économie de l'analyse exhaustive des 
exceptions : Titi n'est pas une autruche, n'est pas un pingouin, n'est pas un cagou, n'a pas une 
aile cassée, etc. Ce contrôle entraînerait une explosion des temps de calcul. Pour cela, 
plaçons-nous dans le cadre de la syntaxe de la logique propositionnelle, et considérons un 
ensemble initial contenant les connaissances suivantes : 
 
A ⊨ ( Oiseau → Voler ) 
B ⊨ ( Oiseau → Herbivore ) 
C ⊨ ( Oie → Oiseau ) 
D ⊨ ( Autruche → Oiseau ) 
E ⊨ ( Vautour → Oiseau ) 
 
La première formule, par exemple, se lit : la pensée A dit que les oiseaux volent. Par 
convention de langage, appelons : 
 
- une expression de la forme A ∧ B ∧ C un contexte. Un contexte est donc un ensemble 
de pensées. Notons-le {A,B,C}, 
- une formule produite par un contexte une croyance. Par exemple, la croyance Les oies 
volent est produite par le contexte {A,C}, 
- une expression comme contexte → croyance une connaissance. 
 
On remarque que la modélisation retenue permet de trouver immédiatement un modèle qui 
satisfait l'ensemble des connaissances : il suffit de considérer que toutes les pensées sont 
fausses. {¬A,¬B,¬C,¬D,¬E} est donc un modèle possible. Supposons toutefois que le 
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contexte {A,B,C,D,E} soit vrai. On en déduit la croyance que les oies, les autruches et les 
vautours sont des oiseaux, herbivores, qui volent. Ce n'est pas tout à fait exact. Notamment, 
les autruches ne volent pas. Modélisons cette nouvelle information : 
 
A ⊨ ( Oiseau → Voler ) 
B ⊨ ( Oiseau → Herbivore ) 
C ⊨ ( Oie → Oiseau ) 
D ⊨ ( Autruche → Oiseau ) 
E ⊨ ( Vautour → Oiseau ) 
F ⊨ ( Autruche → ¬ Voler ) 
 
Le contexte {A,D,F} produit la croyance que les autruches volent et ne volent pas - donc, 
selon les règles syntaxiques de la logique propositionnelle, qu'elles ne sont pas (¬ Autruche). 
Faisons toutefois l'hypothèse que Autruche est vrai. On distingue alors 2 contextes 
d'interprétations : 
 
- {A,D,F} : A, D et F ne sont pas interprétables. En effet, {Autruche,A,D,F} produit 
¬ Autruche, ce qui est incohérent avec l'hypothèse. Donc, si on suppose que 
l’hypothèse est vraie, au moins une des propositions A, D ou F est fausse - mais la 
base de connaissances ne contient pas d'information permettant de choisir laquelle (ou 
lesquelles), 
- {B,C,E} est, par contre, un contexte crédible : il ne produit pas d'incohérence, et il n'a 
pas d'intersection avec le contexte incohérent {A,D,F} - donc toutes les croyances 
qu'il génère (par exemple que les oies sont des herbivores) sont crédibles. 
 
L'incohérence relevée sur {A,D,F} provient de A : en réalité, tous les oiseaux ne volent pas. 
Pour modéliser cette nouvelle information, exprimons le fait que A est à la fois vrai et faux : 
 
- A ⊨ ( Oiseau → Voler ) 
- B ⊨ ( Oiseau → Herbivore ) 
- C ⊨ ( Oie → Oiseau ) 
- D ⊨ ( Autruche → Oiseau ) 
- E ⊨ ( Vautour → Oiseau ) 
5 
 
- F ⊨ ( Autruche → ¬ Voler ) 
- A' ⊨ ( A ) 
- B' ⊨ ( ¬ A ) 
 
A' et B' expriment une méta connaissance sur A et, indirectement, sur D et F. Par convention 
de langage, nous dirons que : 
 
- les propositions Oiseau, Voler, Herbivore, Oie, Autruche, etc., sont de rang 0, 
- une proposition est de rang i+1 si le plus haut rang des propositions qu’elle porte est i. 
Par exemple, A' est une proposition de rang 2. 
 
A' et B' suggèrent l'existence de 2 contextes d'interprétations, distinguant lorsque A est vrai et 
lorsque A est faux. Restons sur l'hypothèse que Autruche est vrai : 
 
- si A' est vrai, alors A est vrai, B' est faux et {D,F} n'est pas interprétable. Donc le 
contexte crédible est {A',A,B,C,E}, 
- si B' est vrai, alors A' et A sont faux, {D,F} est interprétable (parce que A est faux, ce 
qui résout l'incohérence), et le contexte crédible est {B',B,C,D,E,F}. 
 
Chacun de ces contextes produit des croyances : le premier que les oies et les vautours sont 
des oiseaux qui volent et sont herbivores par exemple, et le second que les autruches sont des 
oiseaux herbivores qui ne volent pas. 
 
Le cumul des croyances issues de chacun des 2 contextes forme un tout cohérent, et produit 
toutes les informations qu'il est possible d’obtenir de cet ensemble de connaissances. Par 
contre, la conjonction formelle des 2 contextes générerait une incohérence (Autruche et 
¬ Autruche par exemple). 
 
Ce petit exemple présente des applications d'apprentissage (de nouvelles informations sont 
intégrées dans la base initiale), de règles avec exception (certains oiseaux ne volent pas), 
d'informations aléthiques (A' et B' affaiblissent la crédibilité de A) et d'informations 
paradoxales (A est vrai et faux). Il illustre les mécanismes de modélisation et de raisonnement 
de la logique contextuelle : 
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- les connaissances n'expriment pas une pensée (les oiseaux volent, par exemple), mais 
la connaissance d'avoir exprimé cette pensée par une formule (Oiseau → Voler), 
- une croyance ne s'interprète pas en fonction de l'ensemble des connaissances, mais en 
fonction d’un ensemble de pensées (un contexte). 
 
Etendons la base de connaissances en introduisant une seconde exception, et décrivons les 
étapes de l'interprétation de différentes hypothèses. L’exercice a été fastidieux à rédiger, il 
l’est tout autant à lire. Il me semble toutefois utile pour bien s’approprier - et, accessoirement, 
vérifier - les mécanismes mis en œuvre dans Lc. 
 
A ⊨ ( Oiseau → Voler ) 
B ⊨ ( Oiseau → Herbivore ) 
C ⊨ ( Oie → Oiseau ) 
D ⊨ ( Autruche → Oiseau ) 
E ⊨ ( Vautour → Oiseau ) 
F ⊨ ( Autruche → ¬ Voler ) 
G ⊨ ( Vautour → Carnivore ) 
H ⊨ ( Vautour → ¬ Herbivore ) 
I ⊨ ( Autruche → ¬ Oie ) 
J ⊨ ( Autruche → ¬ Vautour ) 
K ⊨ (Oie → ¬ Vautour ) 
A' ⊨ ( A ) 
B' ⊨ ( ¬ A ) 
C' ⊨ ( B ) 
D' ⊨ ( ¬ B ) 
 
G et H indiquent que les vautours ne sont pas des herbivores, mais des carnivores. C' et D' 
indiquent que B n'est pas toujours vrai (tous les oiseaux ne sont pas des herbivores). Enfin, I, J 
et K indiquent que les autruches ne sont ni des oies ni des vautours, et que les oies ne sont pas 
des vautours. Interprétons ces données selon plusieurs hypothèses. 
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Supposons que Autruche (Tweety) est vrai. {A,D,F}est dans ce cas un contexte incohérent. La 
combinatoire donne 4 contextes possibles sur le rang 2. 
{A',C'} produit ¬ B', ¬ D', A et B. Le contexte crédible est {A',C',A,B,C,E,G,H,I,J,K}. 
{A',D'} produit ¬ B', ¬ C', A et ¬ B. Le contexte crédible est (A',D',A,C,E,G,H,I,J,K}. 
{B',C'} produit ¬ A', ¬ D', ¬ A et B. Le contexte crédible est {B',C', B,C,D,E,F,G,H,I,J,K}. 
{B',D'} produit ¬ A', ¬ C', ¬ A et ¬ B. Le contexte crédible est {B',D',C,D,E,F,G,H,I,J,K}. 
Les autruches sont des oiseaux, ce ne sont ni des oies ni des vautours, elles sont herbivores et 
elles ne volent pas. 
 
Supposons que Vautour est vrai. {B,E,H} est dans ce cas un contexte incohérent. La 
combinatoire donne 4 contextes possibles sur le rang 2. 
{A',C'} produit ¬ B', ¬ D', A et B. Le contexte crédible est {A',C',A,B,C,D,F,G,I,J,K}. 
{A',D'} produit ¬ B', ¬ C', A et ¬ B. Le contexte crédible est (A',D',A,C,D,E,F,G,H,I,J,K}. 
{B',C'} produit ¬ A', ¬ D', ¬ A et B. Le contexte crédible est {B',C',B,C,D,F,G,I,J,K}. 
{B',D'} produit ¬ A', ¬ C', ¬ A et ¬ B. Le contexte crédible est {B',D',C,D,E,F,G,H,I,J,K}. 
Les vautours sont des oiseaux, ce ne sont ni des oies ni des autruches, ils sont carnivores, non 
herbivores, et ils volent. 
 
Supposons que Oie est vrai. Dans ce cas, il n'y a pas de contexte incohérent. La combinatoire 
donne 4 contextes possibles sur le rang 2 :  
{A',C'} produit ¬ B', ¬ D', A et B. Le contexte crédible est {A',C',A,B,C,D,E,F,G,H,I,J,K}. 
{A',D'} produit ¬ B', ¬ C', A et ¬ B. Le contexte crédible est (A',D',A,C,D,E,F,G,H,I,J,K}. 
{B',C'} produit ¬ A', ¬ D', ¬ A et B. Le contexte crédible est {B',C', B,C,D,E,F,G,H,I,J,K}. 
{B',D'} produit ¬ A', ¬ C', ¬ A et ¬ B. Le contexte crédible est {B',D',C,D,E,F,G,H,I,J,K}. 
Les oies sont des oiseaux, ce ne sont ni des autruches ni des vautours, elles sont herbivores et 
elles volent. 
 
Supposons que Oiseau (Titi) est vrai. Les contextes crédibles sont alors les mêmes que ceux 
obtenus avec l'hypothèse Oie est vrai, et on obtient : l'oiseau vole, il est herbivore, et il n'est ni 
une autruche ni un vautour. 
 
Selon chaque hypothèse, on obtient l'ensemble cohérent et complet des croyances qu'il est 
possible de produire à partir de l'ensemble des connaissances.  
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L’objet de cet article n’est pas de rentrer dans le sujet des algorithmes. Remarquons juste que, 
en tous cas pour cet exemple, l'obtention d'un contexte crédible n'est pas nécessaire pour 
arriver à la conclusion que Titi vole : la preuve se construit directement par {Oiseau,A',A}. 
J’atteins donc bien le but que je m’étais fixé au début de ce paragraphe : 
 
- un langage qui permet de modéliser le fait que la plupart des oiseaux volent, 
- et un mécanisme qui déduit, en faisant l'économie de l'analyse exhaustive des 
exceptions, que Titi (Oiseau) vole et que Tweety (Autruche) ne vole pas. 
 
Deux principes semblent ressortir : d’une part appliquer systématiquement c ⊨ f, et d’autre 
part interpréter la base de connaissances au travers des contextes, en considérant que les 
croyances produites de 2 contextes distincts ne sont pas les croyances qui seraient issues de la 
conjonction formelle de ces 2 contextes. 
 
En fait, le premier principe induit le second : c1 ∧ c2 est une formule du langage formel, et j’ai 
pris l’hypothèse que la sémantique n’est portée que par les pensées. La somme f1 ⋃ f2 des 
croyances issues séparément de 2 contextes c1 et c2 n'est donc pas l'ensemble des croyances 
issues du contexte c1 ∧ c2. Formellement : 
 
Si c1 ⊨ f, si c2 ⊨ g, et si f ∧ g → h, alors, un agent intelligent peut penser c1 et c2, et ne 
pas croire h. 
 
Je relève enfin un comportement singulier de la logique contextuelle. Les oies ont elles aussi 
des particularités : certaines volent et d'autres ne volent pas. Si on modélise cette exception 
dans la base de données, on obtient l'interprétation suivante (j’invite le lecteur à faire 
l’exercice) : Autruche n'est pas et Vautour n'est pas et Oie n'est pas. 
 
Dans la mesure où toute règle admet probablement au moins une exception, et en supposant 
l’ensemble théorique exhaustif des connaissances, on déduit que, sans hypothèse, la logique 
contextuelle interprète que rien est, hors les 3 principes d'Aristote ((A est A), (A ou non A) et 
(non (A et non A))) qui restent toujours vrais. C'est la confrontation à une hypothèse qui initie 
les mécanismes du raisonnement dans Lc et permet de produire des croyances. 
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Le formalisme de la logique contextuelle 
 
Le travail de thèse que j’ai présenté en 1995 sur la logique contextuelle portait essentiellement 
sur sa dimension syntaxique, et sur ses relations avec les autres formalismes dits non 
monotones. La présentation ci-dessous complète cette étude, en finalisant la théorisation des 
aspects sémantiques.  
 
Le langage 
 
Le langage de Lc est celui de la logique propositionnelle Lp. Les connecteurs de négation, de 
disjonction, de conjonction, d'implication, et d'équivalence, sont notés respectivement ¬, ∨, ∧, 
→ et ↔. Lc utilise les symboles classiques de parenthèses. L'ensemble infini dénombrable des 
propositions atomiques p est noté PLc. Il est décomposé en une infinité d'ensembles infinis 
dénombrables disjoints de propositions atomiques, notés PLci, pour i un nombre entier. i est 
appelé le rang de p dans Lc. p est noté pi. Par convention, PLc0 est considéré comme étant 
l'ensemble des propositions atomiques de PLp. 
 
La syntaxe 
 
La syntaxe de Lc est celle de la logique propositionnelle. La règle d'inférence valide de Lc est 
celle de Lp, notée ⊢Lp. Une formule contextuelle est une formule de la forme pi+1 → fi : 
 
- pi+1 ∈ PLci+1, 
- fi est une formule construite sur des propositions atomiques appartenant à ⋃ j=0...i PLcj. 
On dit que fi décrit pi+1. 
 
L'ensemble des formules contextuelles, noté WLc, forme l'ensemble des formules bien formées 
de Lc. Lc propose des définitions formelles pour les termes connaissance, contexte, hypothèse 
et croyance : 
 
- une connaissance dans Lc est un ensemble non vide de formules contextuelles, 
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- un contexte dans Lc est une conjonction finie de propositions atomiques appartenant à 
PLci, pour i > 0. Le rang d'un contexte est le plus haut rang des propositions atomiques 
qui participent à sa composition. Le rang du contexte vide est égal à 0, 
- une hypothèse dans Lc est une formule, 
- une croyance dans Lc est une formule. 
 
La syntaxe de Lc garantit le maintien de la cohérence syntaxique d’une base de connaissances 
contextuelles. Elle peut donc être étendue à n’importe quelle règle de production en plus de la 
règle classique du modus ponens. Parmi les possibles, je propose la règle de production par 
induction suivante : 
 
Soient f, g et h trois formules bien formées. S’il existe dans la base deux connaissances 
pour deux pensées distinctes A ⊨ f → g et B ⊨ f → h, alors est produite par induction 
la nouvelle connaissance C ⊨ g ↔ h, pour C une nouvelle pensée. 
 
Cette définition s’appuie sur les hypothèses suivantes : 
 
- A et B indiquent que g et h sont vraies si f est vraie. L’application du principe 
d’induction proposée consiste à généraliser la relation entre les 2 formules, 
- une pensée est un tout, dans le sens où elle porte nativement toute pensée qu’elle 
induit. Une nouvelle pensée ne peut donc se créer qu’à partir d’aux moins deux 
pensées distinctes. 
 
Appliquée systématiquement, cette règle conduit à un étouffement combinatoire, ce qui n’est 
pas souhaitable. Il en est de même, dans une moindre mesure toutefois, avec modus ponens : 
le raisonnement humain n’est pas absolu, dans le sens où il ne produit pas systématiquement 
toutes les inférences qu’on obtient par application du modus ponens. Ce sujet sera abordé dans 
le dernier paragraphe de ce document. 
 
La sémantique 
 
La sémantique de Lc étend la sémantique de Lp en définissant une fonction de méta 
interprétation des croyances. Soient : 
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- E un ensemble de connaissances, 
- H une hypothèse, 
- {c0 , ... , ci}, pour i un nombre entiers, un ensemble de contextes dits de référence, 
- {f0 , ... , fi} pour chaque fj la description du cj concerné dans E. 
 
Une croyance c est dite : 
 
- fausse dans {E , H , c0 , ... , ci} si, et seulement si, il existe 0 ≤ j ≤ i tel que 
{H , fi}⊢Lp ¬ c. Si c est un contexte, il est dit faux minimal si tout contexte qu'il inclue 
strictement est vrai, 
- vraie dans {E , H , c0 , ... , ci} si, et seulement si, il existe 0 ≤ j ≤ i tel que {H , fi}⊢Lp c. 
Si c est un contexte, il est dit vrai maximal s'il existe au moins un contexte faux dans 
lequel il est inclus, et il est dit crédible s'il n'a aucune intersection avec un contexte 
faux minimal, 
- non interprétable dans {E , H , c0 , ... , ci} sinon. 
 
La sémantique de Lc profite des propriétés de Lp pour garantir son adéquation et sa 
complétude au sens mathématique : la bijection est complète entre le mécanisme de 
production et le mécanisme d’interprétation. 
 
Les contextes de référence 
 
La sémantique de Lc ne propose pas de solution pour déterminer, parmi l'ensemble des 
contextes possibles, ceux qu'il faut retenir comme contextes de référence. Cette absence est 
volontaire : selon Lc, ce choix, déterminant, est lié aux propriétés du raisonnement qu'on 
souhaite modéliser. Dans le cadre de l’IA, je postule que le mécanisme de sélection des 
contextes de références est dépendant des seuils constatés par les travaux en sciences 
cognitives. J’aborde ce point plus loin dans ce document. 
 
Dans le cadre de l'exemple développé dans le premier paragraphe, j’ai adopté une définition à 
des fins pédagogiques. Elle n’utilise pas la règle de production par induction, et exploite l'idée 
que les propositions de rang i expriment une méta connaissance sur les contextes de rang 
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inférieur. Dans ce cadre, un contexte crédible privilégie les propositions du plus haut rang i, 
puis les propositions du rang i-1, etc., jusqu'au rang 1 (un contexte ne contenant pas de 
proposition atomique de rang 0). Il se construit de la manière suivante : 
 
Soit i le plus haut des rangs dans l'ensemble des connaissances : 
 
- ci est tel que : 
o il n'est pas un contexte faux dans {∅ , E ∧ H , ∅}, 
o il ne contient que des propositions de rang i, 
o son extension par une proposition atomique de rang i le rend faux dans {∅ , E 
∧ H , ∅}, 
- pour 2 ≤ j ≤ i,  cj-1 = cj ∧ cj-1' tel que : 
o cj-1 n'est pas un contexte faux dans {∅ , E ∧ H , ∅}, 
o cj-1' ne contient que des propositions de rang j-1, 
o il n'est pas en intersection avec un contexte faux minimal dans {∅ , E ∧ H ∧ cj , 
∅} qui ne contient que des propositions de rang j-1. 
 
Cette définition est constructive, et les contextes peuvent être construits indépendamment les 
uns des autres. Cette remarque est utile pour optimiser des algorithmes de production de 
preuve, en cherchant à construire uniquement le contexte crédible répondant à la question 
posée. 
 
Les propriétés comportementales de la logique contextuelle 
 
Les langages formels sont réputés être en difficulté notamment sur deux dimensions : la 
modélisation de connaissances incohérentes, avec exception, paradoxales ou aléthiques d’une 
part, et la production de nouvelles connaissances par induction d’autre part. La littérature fait 
état de nombreux travaux en la matière, qui ont attaqué le problème frontalement ou 
indirectement. On les trouve dans la grande famille des logiques dites non classiques ou non 
monotones : les logiques paracohérentes, les logiques modales, les logiques de 
circonscription, les logiques des défauts, les logiques multivaluées, etc. Mais aucune approche 
n’a donné totalement satisfaction. La raison est technique : elles se heurtent, à un moment ou 
à un autre, au dogme de l’adéquation (ce qui est produit est vrai) et de la complétude (ce qui 
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est vrai est produit), et au principe d’explosion (une contradiction produit tout et son 
contraire). 
 
La logique contextuelle les contourne, en décorrélant les mécaniques du raisonnement des 
mécaniques de l’interprétation. Cela apporte au formalisme une propriété singulière. Il est à la 
fois monotone syntaxiquement (si {f} produit g, alors {f, h} produit g) et non monotone 
sémantiquement (je peux croire g relativement à {f} et ne pas croire g relativement à {f, h}). 
C’est cette propriété qui apporte à Lc une réponse aux problèmes d’expressivité du langage, et 
qui lui ouvre la porte aux règles de production par induction. 
 
La logique contextuelle a par ailleurs des comportements singuliers. Ils sont la conséquence 
de l’intégration de la notion de pensée dans le formalisme : 
 
- l’unique certitude est la conscience (dans le sens d’une intériorisation dans le langage) 
des relations entre les pensées et les formules qui les décrivent, 
- l’ensemble des propositions élémentaires contient les pensées et un sous-ensemble, qui 
forme le vocabulaire atomique du langage. Les pensées sont symbolisées, mais ne se 
disent pas. Elles s’expriment par des relations logiques entre les propositions 
élémentaires. Cela modélise la notion de méta-pensée, concept qui joue un rôle 
essentiel dans le mécanisme d’interprétation du langage, 
- la syntaxe porte les mécaniques de production logique. Elle est vide de sens. La 
sémantique est portée par les contextes : la pensée a se trouve dans une certaine 
relation R avec b dit aRb. Pris isolément, aRb est un ensemble de signes qui ne dit 
rien, 
- l’interprétation sémantique est sensible à la modélisation de la connaissance. À un 
instant t, l’ensemble des croyances d’un agent intelligent n’inclue pas 
systématiquement toutes les croyances que cet ensemble produit syntaxiquement. Une 
base contenant deux pensées A ⊨ f et B ⊨ g permet de croire f et g, et de ne pas croire 
h même si (f ∧ g) produit h. L’interprétation peut être différente lorsque la base 
contient la pensée C ⊨ f ∧ g, 
- la possibilité de modéliser un paradoxe (du type f est à la fois vrai et faux) est 
nécessaire au processus d'interprétation : une pensée peut être simultanément vraie 
relativement à un contexte et fausse dans un autre. Une pensée intrinsèquement 
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contradictoire est vraie et fausse par rapport à un contexte intrinsèquement 
contradictoire, et fausse par rapport à tout autre contexte, 
- le doute est immanent au langage. Toutes mes pensées sont fausses est un modèle 
acceptable de toute base de connaissances contextuelles. Dans le même temps, chaque 
pensée est possible, 
- en supposant la base théorique des connaissances exhaustives, si aucune hypothèse 
n’est forcée, le raisonnement produit la négation de toutes les propositions du 
vocabulaire atomique. Il conclut que hors les pensées rien est. 
 
La logique contextuelle et les sciences cognitives 
 
Selon de nombreux auteurs, l’affaire est entendue : le raisonnement humain ne relève pas que 
du raisonnement formel. Je cite par exemple Daniel Andler : si la logique semble commander, 
en fait ou en droit, le raisonnement, il se pourrait … qu’il n’en soit rien … nous sommes 
encore très ignorants sur la nature du raisonnement … nous prenons conscience du rôle clé 
de l’inférence non démonstrative … ce qu’est une inférence non démonstrative, nous n’en 
savons encore pas grand-chose. 
 
Le travail que je viens de présenter propose des éléments de réponse. Daniel Andler a théorisé 
différents arguments en faveur de la nouvelle alliance anti logiciste (à laquelle il n’adhère pas 
complètement, il me semble utile de le préciser). Je propose qu’on les visite (l’argumentaire 
de Daniel Andler est très riche, je me limiterai à une première approche dans le cadre de cet 
article) : 
 
- primo, les difficultés rencontrées par l’intelligence artificielle première manière : le 
fait que l’expérience des langages de 5ième génération ait été un fiasco est avéré. 
L’échec d’une expérience ne vaut toutefois pas preuve. L’histoire de l’IA est récente, 
elle a une centaine d’années environ. Cela invite à relativiser la pertinence des 
premières conclusions en la matière, et à remettre l’ouvrage sur le métier, 
- secondo, la prolifération de « logiques » développées pour la modélisation du 
raisonnement « naturel » … « La » logique, à supposer qu’il convienne encore de s’y 
intéresser, serait d’ailleurs, de l’aveu même des logiciens vraiment modernes, mal 
nommée : il n’y a que des logiques, en quantité indéfinie, qui sont comme les outils 
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d’une trousse de bricoleur : nous avons vu par un exemple pratique que la logique 
contextuelle s’accommode des informations incohérentes, paradoxales, avec défauts 
ou aléthiques. Cela n’a pas nécessité d’enrichissement syntaxique, mais un 
développement de la fonction d’interprétation sémantique. Sa couverture exhaustive 
des autres langages formels est à prouver. On peut toutefois sans prétention démesurée 
considérer que la porte est entrouverte vers un formalisme fédérateur. Sur cet 
argument aussi, il conviendrait de remettre l’ouvrage sur le métier, 
- tertio, l’émergence d’une solution de rechange possible… l’outil technique et 
conceptuel des réseaux de neurones formels : cette approche a en effet donné ces 
dernières décennies des résultats étonnants. Ils doivent leur succès notamment à deux 
raisons : d’une part l’explosion de la puissance de calcul des outils informatiques 
(mais de cela l’approche par les logiques formelles auraient dû en profiter aussi), et 
d’autre part surtout parce que les réseaux neuronaux bénéficient d’une mécanique de 
production par induction. En exploitant l’outil statistique, ils créent de nouvelles 
connaissances par généralisation de cas particuliers. L’induction était jusqu’à présent 
interdite aux langages formels. Ce défaut est maintenant corrigé, et rend possible 
l’existence d’une éventuelle inférence non démonstrative. Toutefois, dire cela, c’est 
supposer que l’inférence non démonstrative est modélisable – c’est donc lui prêter un 
caractère au moins explicatif à défaut d’être démonstratif au sens du modus ponens, 
- et enfin, un considérable ensemble de recherches relevant de la psychologie 
expérimentale… a mis en évidence des écarts systématiques entre les performances 
observées et les réponses dictées par les normes logiques. 
 
Sur ce dernier point, Daniel Andler s’arrête longuement et propose une analyse percutante : 
les logiques formelles, utilisées de manière absolue, ne reproduisent pas le raisonnement 
humain. Il conclut de cette affirmation le principe de l’inférence non démonstrative. Mais si 
on fait l’hypothèse de la non invalidité des langages formels, alors le principe de 
l’étouffement combinatoire (qui fait écho à la théorie de la rationalité limitée) que j’ai évoqué 
précédemment est un candidat potentiel. C’est la raison pour laquelle je me suis gardé de 
proposer une définition définitive des contextes de référence dans le paragraphe de 
présentation du formalisme contextuel : c’est ce concept qui fait la jonction entre les langages 
formels et les sciences cognitives, et plus largement entre le raisonnement naturel et les 
raisonnements formels. 
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Rappelons-nous que la logique contextuelle affirme qu’il n’y a pas de vérité, mais uniquement 
des croyances en fonction de contextes de références. Synthétiquement, cela veut dire qu’elle 
ne dit rien, et qu’elle ne sait pas produire seule un raisonnement qui soit capable de conclure 
quoi que ce soit - si ce n’est que rien est, ce qui, en plus d’être anxiogène, n’est pas vraiment 
satisfaisant. 
 
Sans entrer dans le détail (riche et complexe) des modèles cognitifs, une passerelle est 
immédiate entre la logique contextuelle et les notions de MLT (la Mémoire à Long Terme, 
base contenant l’ensemble des connaissances) et de MCT (la Mémoire à Court Terme, sous-
ensemble des connaissances utilisées à un instant t pour réagir à un stimulus). 
Conceptuellement, la MCT a d’évidentes similitudes avec celui des contextes de référence. 
 
La logique contextuelle conforte ce schéma, et affirme l’existence d’une fonction d’extraction 
des connaissances propres à la MCT. Cette fonction reste à définir, en s’appuyant sur les 
études expérimentales réalisées. Elles ont notamment conduit à identifier des seuils cognitifs, 
qui bordent le principe d’étouffement combinatoire : 
 
- le changement minimal (le contenu de la MCT évolue a minima entre deux instants), 
- le critère d'évolution (ou enracinement épistémique: la MCT privilégie la convocation 
des connaissances les plus récentes ou primitives par exemple), 
- les seuils d'incapacités techniques (la MCT ne peut exploiter simultanément qu’un 
nombre limité de connaissances), 
- les seuils sémantiques: les travaux de Jacques Pitrat laissent à penser qu'un humain 
n'est pas capable de raisonner sur plus de quatre niveaux de méta-connaissances. 
 
Conclusion 
 
Dans le cadre de l’IA, il n’est pas encore temps d’enterrer les langages formels. Il manque à 
l’approche classique (j’inclus dans ce terme les langages dits non classiques ou non 
monotones et les réseaux neuronaux) la notion de pensée. Le sujet de fond n’est pas la 
syntaxe, c’est la charge sémantique (des mots, des formules, des phrases, et plus généralement 
du support de communication). Intégrer la pensée dans le formalisme est nécessaire pour 
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quitter la dimension du raisonnement purement mathématique, qu’il soit adossé à la logique 
ou à la statistique. De nombreuses pistes ont déjà été empruntées autour de la sémiotique, 
d’autres restent à défricher. Nous venons d’en parcourir une, qui nous a conduit au carrefour 
des langages formels et des sciences cognitives. 
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