Introduction {#Sec1}
============

Detecting infection with confidence in individuals can be difficult when diagnostic tests are imperfect because the true state of infection is not, or is only partially, determinable^[@CR1]^. Cryptic populations of wild animals add an extra layer of complexity because they are often unobserved for long periods and may be difficult to catch and sample. This poses a problem because infectious diseases in cryptic populations can be immensely important: the majority of emerging infectious diseases originate in wildlife^[@CR2],\ [@CR3]^. Methods for detecting infection in such populations need to try to account for hidden or uncertain processes if they are to reveal the true dynamics of disease and help us to develop effective disease control interventions.

Capture-recapture (CRC) methods were originally developed to gain insights into human demographic data^[@CR4]^, and have since been used extensively in the ecological sciences to estimate demographic parameters in wild animal populations^[@CR5]^. Such methods use information gleaned from sequences of detections and non-detections to estimate the number of missing individuals and hence allow adjustment for undercounting in population surveys^[@CR6],\ [@CR7]^. In epidemiology, the use of CRC was initially limited to estimating the number of infected individuals that were unrecorded ('missed cases'), an application which has been popular for more than 30 years in the study of chronic and infectious diseases in humans^[@CR8]^ and, more recently, in livestock^[@CR9]^. The use of CRC to estimate disease transmission parameters to gain insights into the dynamics of infectious diseases is a more recent development^[@CR10]--[@CR13]^.

The potential effects of heterogeneity in state-specific detection probabilities on estimates of disease prevalence were demonstrated by Jennelle *et al*.^[@CR14]^ in a study of *Mycoplasma gallisepticum* infection in house finches (*Carpodacus mexicanus*). In this system, detection probabilities of uninfected finches were generally higher than of infected individuals^[@CR14]^. Rossi *et al*.^[@CR12]^ used a multi-state CRC model^[@CR15]^ to estimate rates of infection and immunity in relation to classical swine fever virus in wild boar. Diagnostic inaccuracy due to imperfect test sensitivity and specificity was not addressed, creating an unresolved problem when individuals tested negative (uninfected or susceptible) after previously testing positive (infected) because in real life animals infected with classical swine fever virus are known to either die or recover with immunity, but never to revert to a susceptible state^[@CR12]^. Lachish *et al*.^[@CR11]^ examined the impact of devil facial tumour disease in Tasmanian devils on age- and sex- specific apparent survival rates as well as variation in the rate of transition from healthy to diseased state. Misclassification of disease status occurred because diagnosis was based solely on the observation of clinical signs, leading to limited sensitivity due to a long latent period when infected individuals show no signs of disease^[@CR11]^. These examples of infection state misclassification are sources of bias that may impact considerably on the interpretation of disease dynamics and the success of management interventions.

The problem of imperfect state observation (which includes false positive and false negative diagnostic test results) was discussed by Conn and Cooch^[@CR10]^. They used a multi-event CRC modelling framework to incorporate data from uncertain or unknown states, a process they claimed increased the precision of disease dynamic parameter estimates^[@CR10]^. Although such a method may help deal with uncertainty in ascertaining state, it doesn't deal with misclassification bias because of the implicit assumption that the state of an individual (e.g. its infection status) is determined accurately if information on state is obtained at all^[@CR10]^. This bias remained unaddressed in a recent study of host--pathogen dynamics in rabbit populations^[@CR13]^ although the authors claim its impact was likely to have been negligible due to diagnostic test sensitivity and specificity both being at least 98%. However, diagnostic tests for many problematic infectious diseases -- such as tuberculosis in cattle and badgers^[@CR16],\ [@CR17]^ -- are less accurate, and hence the problem of imperfect state observation needs addressing.

One potential way to improve diagnostic accuracy is to use multiple tests in series or parallel^[@CR18]^. For example, combined use of three different diagnostic tests for tuberculosis in live badgers increases detection of infection with *Mycobacterium bovis* ^[@CR19]^, particularly when interpreted at the social group level^[@CR20]^. A potentially major limitation of such analyses, however, is that a diagnosis is frequently based on just one sampling event. Hence any previous test results from the same individual are not accounted for in the diagnosis. This wastes potentially useful information for inferring current infection status in individuals that are repeatedly sampled over time (for example, those with a chronic or recurring infection), particularly given the imperfect performance of diagnostic tests.

Although imposing a binary classification of disease status -- where an individual is considered to be either infected or not -- may be the norm, it is problematic when information on state is imperfect. One possible solution is to consider the move from uninfected to infected as a continuum such that an individual can be partially infected, perhaps based on a spectrum of immune responses^[@CR21]^. This is not entirely satisfactory, however, and a more intuitive approach is to consider that state may be discrete but our certainty about it is not. Hence, a probability is associated with an individual's infection status at any given point in time, depending on prior and current knowledge.

In the present study we use data from a longitudinal field study of wild badgers in south-west England to explore the challenges described above. Empirical data from this cryptic population includes the results of three different imperfect diagnostic tests for *M. bovis* infection, accumulated during sequential captures of individually-marked badgers over many years. Within this dataset it is not uncommon to find test-positive individuals subsequently testing negative (using the same diagnostic test) at the next sampling event^[@CR19]^. Graham *et al*.^[@CR22]^ incorporated prior test result information from these animals using multi-state capture-recapture models^[@CR15]^, although they did not account for imperfect diagnosis arising from the combined use of a serological and a culture test^[@CR19]^. In the current study, we use a multi-event capture-recapture approach^[@CR23]^ to model imperfect observations of true epidemiological states. Our objective is to estimate the probability that any individual badger is truly infected using information from the whole of its capture history and any combination of previous diagnostic test results. Of course, we do not usually know an individual's true infection status: rather, we have a set of diagnostic test results and from these we wish to infer the probability of an individual being infected. Here, we show how to do this in an approach where the parameters reflecting the capture, testing, and epidemiological state transition processes are first estimated by fitting multi-event capture-recapture models to capture and testing history and then combined to produce estimates of the probability of a badger being infected given its capture and testing history.

The inclusion of historic sampling patterns and previous diagnostic test results in the interpretation of current diagnostic test results would be expected to reduce the uncertainty on the true infection status of individuals. Such information could then be used to improve the reliability of decisions made to manage disease in populations where diagnostic test results are available from the same animals over a period of time. This could provide new insights into infectious disease dynamics, particularly in cryptic populations.

Results {#Sec2}
=======

From July 2006 to October 2013, 541 different badgers were captured and sampled during 28 capture sessions. Badgers were often caught multiple times (median: 3, range: 1 to 18 times per badger) giving a total of 2,022 sampling events during the study period. At every sampling event, three tests (StatPak, interferon-gamma assay, and culture) were performed on samples collected from each badger. All eight possible combinations of test results were observed (Table [1](#Tab1){ref-type="table"}) because each of the diagnostic tests was imperfect, and because each test targeted a different measure of infection or immune response and therefore was potentially identifying animals at different stages of disease progression.Table 1Observed frequencies of the eight possible combinations of results from three diagnostic tests used in 2,022 sampling events involving 541 different badgers.Test 1−Test 1+Test 2−Test 2+Test 2−Test 2+Test 3−1437 \[1\]164 \[3\]208 \[2\]165 \[5\]Test 3+3 \[4\]3 \[7\]6 \[6\]36 \[8\]Numbers in square brackets identify each of the possible test result combinations referred to in Fig. [5](#Fig5){ref-type="fig"}.Test 1 = StatPak; Test 2= interferon-gamma assay; Test 3 = Culture; += positive test result; −=negative test result.

The model presenting the best compromise between its goodness of fit and its complexity indicated that the capture probability varied significantly according to badger sex and infection status, season, year, and the interaction between sex and season. The probability of transition from the uninfected to the infected state was shown to be influenced only by season and year. The probability of being infected at first capture was only dependent on the year of first capture. Parameters associated with the first year (2006) and the last year (2013) for recapture probability and transition probability were estimated at the boundary with extremely large confidence intervals. This was most likely due to lack of data for the first year and identifiability issues for the last year, both of which are common problems in time-dependent models. Such models require substantial amounts of data, which means it is often not possible to separately estimate parameters referring to the last time step of a survey (e.g. the last transition and recapture parameters). Rather, only quantities that combine them, such as products of the parameters, can be estimated^[@CR24],\ [@CR25]^. Consequently, results hereafter refer to the five-year period between 2007 and 2012.

Re-capture probability {#Sec3}
----------------------

Re-capture probability was systematically higher for males than females (odds ratio \[OR\] = 1.70; 95% confidence interval \[CI\] = 1.23 to 2.38). Infected badgers were far less likely to be re-captured than were uninfected badgers (OR = 0.26; 95% CI: 0.20 to 0.34). Significant seasonal and annual variations were also detected, with re-capture probabilities increasing in spring and summer (Fig. [1](#Fig1){ref-type="fig"}). The significant interaction between sex and season highlighted greater seasonal variation in re-capture probability amongst females than males, with a marked reduction in re-capture probability of females in winter. Overall, the probability of re-capturing a male badger, given that the badger was alive and available to be caught, varied between 0.2 and 0.9 (depending on its epidemiological state, the year and the season) whilst for females it varied between 0.05 and 0.6 (Fig. [1](#Fig1){ref-type="fig"}).Figure 1Temporal dynamics of the recapture probability for uninfected (solid lines) and infected (dotted lines) badgers at Woodchester Park from 2007 to 2012. Upper graph: males. Lower graph: females. Circles and bars indicate point estimates and 95% confidence intervals, respectively.

Dynamics of transmission of *M. bovis* infection among badgers {#Sec4}
--------------------------------------------------------------

The probability of being infected at first capture was associated only with the year of capture (ranging from 0.06 (95% CI: 0.02 to 0.18) in 2007 to 0.40 (0.20 to 0.64) in 2011: Supplementary Table [S1](#MOESM2){ref-type="media"}). Note that at every capture session after the first one, a portion of badgers had been sampled previously, and hence the population that could be captured for the first time was not representative of the badger population. This means that the probability of being infected at first capture is not an accurate reflection of the prevalence of infection in this population.

The probability of transition from the uninfected to the infected state between capture sessions varied with season and year (Fig. [2](#Fig2){ref-type="fig"}). While the probability of becoming infected between capture sessions in either summer or autumn and the following session was negligible, it varied between 5% and 39% during winter and spring. The spring seasons of 2010, 2011 and 2012 were associated with the highest transition probabilities of the whole study period (30%, 25% and 39%, respectively), indicating that about one quarter to one third of the uninfected badgers in the population at that period were likely to become infected. The sex of the badger was not found to be significantly associated with transition probability.Figure 2Temporal dynamic of the probability that an uninfected badger becomes infected between two capture sessions. Blue shading indicates 95% confidence intervals. The y-axis is on the log-scale. W: winter; Sp: spring; Su: summer; A: Autumn.

Probability of observing the test results given infection status {#Sec5}
----------------------------------------------------------------

The probabilities of obtaining each of the eight possible combinations of test results were estimated as functions of the infection status of each captured badger by fitting the multi-event model to the capture and test result histories of each individual (Table [2](#Tab2){ref-type="table"}). The most likely test result combination for an *uninfected* badger was for all three tests to be negative (combination 1), with a probability of 0.94 (95% CI 0.91 to 0.96). However, for *infected* badgers, the probability of testing negative on all three tests (0.27 \[95% CI 0.22 to 0.33\]) was the same as the probability of testing positive on just one test (combination 2: StatPak, probability = 0.27 \[95% CI 0.23 to 0.31\]) and similar to the probability of testing positive on two tests (combination 5: StatPak and the interferon-gamma assay, probability = 0.23 \[95% CI 0.20, 0.27\]).Table 2Probability of observing each combination of diagnostic test results given the true epidemiological status as uninfected or infected.Combination of test resultsTest 1 (StatPak)Test 2 (inter-feron-gamma assay)Test 3 (Culture)Probability of the combination of test resultsIf uninfectedIf infectedpoint estimate95% CIpoint estimate95% CI1−−−0.940.91, 0.960.270.22, 0.332+−−0.020.01, 0.030.270.23, 0.313−+−0.040.03, 0.060.160.13, 0.204−−+\<0.01−\<0.01−5++−\<0.01−0.230.20, 0.276+−+\<0.01−0.010.00, 0.027−++\<0.01−\<0.01−8+++\<0.01−0.050.04, 0.06CI = confidence interval; + = positive test result; −= negative test result.

It should be noted that the sensitivity and specificity of the three diagnostic tests are not set to known values in the multi-event capture-recapture model. Instead, the multi-event capture-recapture model includes parameters related to the sensitivity and specificity of the diagnostic tests and which are estimated (and not set to any previously known values). These parameters are the 16 probabilities of observing a given test result combination given the true epidemiological status of the badger (the eight combinations presented in Table [1](#Tab1){ref-type="table"} for both infected and uninfected animals). The estimations produced by the multi-event capture-recapture model for these parameters are given in Table [2](#Tab2){ref-type="table"}, and may be used to derive estimates for the sensitivity and specificity of each diagnostic test. For instance, an estimation of the sensitivity of the StatPak test (the first test in the notation of the test results combination) can be obtained by summing the estimations of P(+ + +\|inf), P(+ − +\|inf), P(+ + −\|inf) and P(+−\|inf) in Table [2](#Tab2){ref-type="table"}. Likewise, the specificity of the StatPak test can be obtained by summing the estimations of P(−\|uninf), P(−+\|uninf), P(− + −\|uninf) and P(− + +\|uninf). By doing so, one obtains for sensitivities: 0.56 for StatPak, 0.44 for the interferon gamma assay, and 0.06 for culture. And for specificities: 0.98 for StatPak, 0.96 for the interferon gamma assay, and 1.00 for culture.

Probability of infection status given observations {#Sec6}
--------------------------------------------------

Notwithstanding the above, an individual's true infection status is usually unknown. Rather, we have a set of diagnostic test results from which we wish to infer the true infection status of the individual. This can be achieved by combining the individual capture histories with the probabilities of capture, being infected at first capture, becoming infected (transitioning from uninfected to infected) and of obtaining each combination of diagnostic test results, as estimated from the multi-event capture-recapture model. Figure [3](#Fig3){ref-type="fig"} shows the capture and diagnostic test result histories for a selection of badgers, and illustrates the effect of sex, capture history and current and historical diagnostic test results on the probability of being truly infected given any diagnostic test result. For example, a female that was sampled only once in winter 2010 and tested negative on all three tests (see badger 014F in Fig. [3](#Fig3){ref-type="fig"}) would nonetheless have a 11% probability of in reality being infected but undetected owing to the insensitivity of the tests. Obtaining one or more positive test results increased the probability that a badger was truly infected at its most recent capture (see badgers 016 K, 037 K and 044 K in Fig. [3](#Fig3){ref-type="fig"}). In contrast, badgers that were caught many times over several years and consistently tested negative were unlikely to be truly infected, although this probability never reached zero (see badger 015P in Fig. [3](#Fig3){ref-type="fig"}); this is likely due to the imperfect sensitivity of the testing regime and the background prevalence of infection in the population - which was estimated in a recent paper to have reached 30% in 2005, just prior to the start of this study^[@CR26]^.Figure 3Examples showing variation in the probability of being infected with *M. bovis* at the time of last capture for a selected sample of badgers, given each individual's history of capture and test results. The probability of a badger being truly infected varied with its sex, capture history and current and historical diagnostic test results. From July 2006 to October 2013 there were 28 time steps (seasons) when trapping and sampling of badgers occurred. A set of three diagnostic test results appears on a badger's timeline if it was captured and tested at that time step. Hence badger 015P (top row) was caught and sampled 19 times during the study and on every one of these occasions it tested negative on all three tests. Our model estimated that the probability of it being truly infected at the time of its last capture in 2013 was 0.006 (indicating that despite consistently testing negative over a long time period, the insensitivity of the testing regime and the background prevalence of infection in the population meant this badger nevertheless had about a one in 170 chance of being infected). At the other end of the scale, high probabilities of infection can result from a single positive result if that test has very high specificity (e.g., badger 044 K, which tested positive for *M. bovis* using the highly-specific culture test) or from repeated positive results to less specific tests (e.g., badger 014N). The probabilities shown were estimated using a multi-state capture-recapture model described in the main text.

Whilst 38% of captured badgers had less than 5% probability of being truly infected at their most recent sampling event, 32% of captured badgers had more than 95% probability of being truly infected (Fig. [4](#Fig4){ref-type="fig"}). Consequently, 30% of badgers were in an epidemiological state that could not be ascertained with more than 90% certainty. This is demonstrated in Fig. [3](#Fig3){ref-type="fig"} by badgers 045 K and 016 K, which were estimated to have a 61% and an 87% probability of being infected, respectively. Both of these individuals were sampled only once and each animal generated a positive result on a (different) single test. Badger 045 K had a notably lower probability of infection than did badger 016 K which is likely to be at least in part because of the difference in season when each animals was first caught; the probability of being infected at first capture in winter 2012 (badger 045 K) was lower than that for animals first caught in autumn 2011 (badger 016 K). Since the estimates for the probability of infection were updated each time an individual was caught and sampled, certainty about infection status tended to increase for animals caught on more than one occasion (Fig. [3](#Fig3){ref-type="fig"}).Figure 4Distribution of the probability of being infected in the Woodchester Park badger population at the time of last capture of each individual, given its capture and testing history. Approximately 70% of subjects in the study population had probabilities of being infected at their last capture that were higher than 0.95 (black bar) or lower than 0.05 (white bar), meaning that the infection status of the remaining 30% of badgers was less certain. Note that the 5% and 95% thresholds are used here arbitrarily: any cut-off could be selected depending on the degree of certainty required.

Discussion {#Sec7}
==========

In this study we used a unique long-term empirical dataset of badger capture and testing histories to estimate the probability of infection with *M. bovis*, for each individual badger, given any combination of results from three imperfect diagnostic tests, and accounting for each animal's capture and test result history. In doing so, we reduced the impact of bias associated with imperfect diagnostic test performance and cross-sectional sampling, by expressing the likelihood of infection at an individual level rather than categorising an animal as either infected or uninfected. Although such an approach does not remove the need for interpretation in order to make decisions on how to manage infection in an individual (or population), it does create opportunities to vary the level of confidence associated with such decisions depending on the circumstances. The desired threshold of confidence will depend on the implications of making the wrong decision (e.g. of mistakenly removing an individual which is in fact uninfected). For long-term surveillance of disease in this population, applying a probabilistic approach to infection status represents a clear improvement on current practice where a positive or negative diagnosis is usually based on imperfect tests applied at a single sampling point^[@CR26],\ [@CR27]^. Our findings suggest it is possible to gain a much deeper insight into the true infection status of individual badgers by interpreting longitudinal diagnostic test results and accounting for uncertainty in biological and behavioural processes. In the present study, these processes included the probabilities of badgers being captured and becoming infected, both of which varied with season and year. We suggest that such sources of uncertainty should not be ignored when attempting to evaluate population infection dynamics, particularly in cryptic wild animal populations.

Capture probability was strongly associated with infection status, such that infected badgers were four times less likely to be re-captured than were uninfected badgers. A higher probability of detecting uninfected (compared to infected) individuals has also been shown in house finches infected by *Mycoplasma gallisepticum* ^[@CR14]^. There are several important potential consequences of this finding. When the detection probability of uninfected individuals is higher than infected individuals, apparent prevalence will be negatively biased. In the present study, the heterogeneity in detection of infected versus uninfected individuals provides further support to the suggestion that there may be behavioural consequences of infection. In previous studies, *M. bovis* infection in badgers has been associated with differences in ranging behaviour^[@CR28]^, likelihood of visits to farm buildings^[@CR29]^, sett use and social network position^[@CR30]^. However, none of these studies were able to ascertain whether infection affected behaviour or vice versa. The results of the present study suggest that infection may affect subsequent behaviour, because it is hard to imagine how the act of being captured could influence infection risk. The proposition that infected badgers may be more difficult to capture in cage traps would clearly have significant implications for disease control interventions that employed this approach. In the case of cage trapping to cull, it would mean that uninfected animals were preferentially removed, which would reduce the effectiveness of the operation. This phenomenon could potentially have contributed to the increase in *M. bovis* prevalence observed over sequential culls during the Randomised Badger Culling Trial^[@CR31]^. By contrast, in the case of cage trapping to vaccinate, the preferential capture of uninfected animals would be expected to increase cost-effectiveness as vaccination does not appear to have any therapeutic effect in infected individuals^[@CR32],\ [@CR33]^. These findings could also be significant for other research studies using cage trapping, as ignoring differential capture rates for infected and uninfected individuals would result in biased estimation of epidemiological parameters. However, the possibility that infected animals may be less likely to be cage-trapped warrants further investigation before we can determine whether it is a substantial and widely applicable phenomenon.

Our method of data collection was based on trapping and sampling; the amount of movement of badgers between the three data collection zones was not measured. The vast majority of badgers (98.5%) were trapped in only one of the three zones within a season. While it is possible that some of these badgers may have travelled to (but not been trapped in) other zones, this will not have affected the study's findings or our interpretation of results because the model explored the emergent properties of the whole system rather than speculating on the possible mechanisms that underlie it. In the present study, badgers were much more likely to be caught in spring and summer than in winter. This corroborates previous findings that the probability of capturing badgers varies by season^[@CR22],\ [@CR34]^. This is likely to arise owing to fluctuations in weather conditions affecting food availability and foraging behaviour^[@CR35],\ [@CR36]^ in addition to cubs becoming independent (and therefore more readily trappable) in the summer^[@CR37]^. Trapping effort during the long term study at Woodchester Park has remained constant from one year to the next^[@CR26]^ and therefore should not have influenced these estimates. Our model output indicated very clear seasonality of *M*. *bovis* transmission in badgers, with most transfer from an uninfected to an infected state occurring during winter and spring, and very little in the summer and autumn. It is possible that this pattern could be related to increased social contact associated with breeding and the birth of cubs, or to the seasonal aggregation of social group members at the main sett which might lead to increased transmission through shared airspace, grooming or aggression, but further research would be needed to test these hypotheses.

There is a high level of uncertainty associated with conventional methods of interpreting diagnostic test results in live badgers, due to the tests' inherent insensitivity and imperfect specificity^[@CR20]^. Current methods of interpretation often assume that a badger is infected from the point at which it produces its first positive diagnostic test result, although this is likely to miss several cases of infection due to limitations in test sensitivity. Diagnostic accuracy can be improved by interpreting several tests together^[@CR19]^ and can be further improved by also incorporating information gained from previous testing of the same animal. The results of the present study indicate that the probability of a badger being identified as truly infected depends upon, among other things, its sex, the duration of follow-up, gaps in capture history (as infected badgers are less likely to be captured), the availability of previous test results and the probability that the tests will correctly give a positive or negative diagnosis. It therefore makes sense to incorporate as much of this information as possible into the diagnostic process. Our results suggest that the likely infection status of a badger that tested negative a long time ago and hasn't been caught since should perhaps be considered differently to a badger that has recently been caught and tested negative: the former will have a higher probability of being infected according to our model, as not all negative test results are equal! Hence, when considering data from the long term study at Woodchester Park, although it might seem reasonable to consider that a badger trapped several times and always yielding a negative test result was likely to be uninfected, our new approach indicates that in many cases there would be a high likelihood that it was infected (especially if it had not been sampled for a protracted period).

This novel approach to considering ecological and epidemiological data in combination may aid decision-making in the management of disease in a wide range of species by providing a framework for diagnostic test data to be integrated with other information. Our method generates an infection probability value for each individual, so different thresholds for intervention (e.g. removal of an animal from the population) could be set according to the circumstances. An example of operational use would be as part of the exit from a management strategy which had been successful in reducing the prevalence of infection in the target population, and hence where a high level of confidence was required to remove the relatively low number of remaining infected animals. The approach would be of even more value where further removal of uninfected animals would be highly undesirable, as would be the case following any vaccination campaign. In the case of managing TB in badgers, both conditions would apply during an exit strategy at the end of a test, vaccinate or remove (TVR) campaign. As a research tool, the probability-based approach described here provides better prediction of infection status at the individual and population levels and hence produces more confidence in the outputs of the analysis of epidemiological data. Our method could be adapted to include other test results, for example environmental samples^[@CR38]^. Incorporation of test results at the badger social group level^[@CR20]^ could also be a useful refinement to account for the spatial aggregation of infection observed in this population^[@CR27]^. Possible wider applications might include the interpretation of results from regular testing of farm animals for diseases affecting production^[@CR9]^, and the results of testing humans for high-impact diseases^[@CR39]^.

Our model gives a different interpretation for each possible combination of diagnostic test results. In doing so, we move diagnosis away from the traditional binary classification of infection status (infected versus uninfected) towards a probabilistic interpretation where the probabilities are updated each time the subject is re-tested. This encourages us to change the way we think about what it means to be infected. It may take a little time to comprehend what it means to say that a subject has a '90% chance of being infected' but this interpretation is inherently more useful than a simple binary diagnostic classification because it acknowledges and quantifies the small chance that the subject may in fact be uninfected. Our results suggested that about 70% of badgers in the study population could be assigned as being either infected or uninfected with at least 90% confidence, meaning that the infection status of the remaining 30% of badgers was less certain. Previous methods of interpretation would have assigned these latter individuals as either infected or uninfected. Hence our model allows us to accommodate rather than ignore uncertainty and account for the possibility of false positive and false negative test results.

In conclusion, we have demonstrated a multidimensional approach for inferring individual-level probabilities of infection from longitudinal testing data in a cryptic population. We have applied it to the interpretation of diagnostic test results for *M. bovis* infection in live badgers, where not every individual is available for testing and the available diagnostic tools are imperfect. This method has enabled us to uncover some of the underlying biological complexities influencing several epidemiological parameters, as well as our measurement of these parameters, and paves the way for the application of similar models to better understand the epidemiology of other diseases in species where longitudinal data are currently underexploited.

Methods {#Sec8}
=======

Ethics statement {#Sec9}
----------------

Badger capture and sampling was carried out in accordance with licences from Natural England and the UK Home Office. The protocols were approved by local ethical review within the Food and Environment Research Agency and the Animal Health and Veterinary Laboratories Agency (now the Animal and Plant Health Agency).

Study area and data collection {#Sec10}
------------------------------

Data originated from fieldwork undertaken from July 2006 to October 2013 at Woodchester Park, Gloucestershire, UK (51° 43*′* N, 2° 16 W). This 7 km^2^ study area is home to a population of wild badgers that has been the subject of long-term research into badger ecology and TB epidemiology^[@CR26]^. For trapping purposes, the study area was divided into three zones of approximately equal size, each of which was usually subject to four seasonal trapping sessions per year (Supplementary Table [S2](#MOESM2){ref-type="media"}). Each trapping session lasted for three consecutive nights: in the rare instances where the same badger was captured twice during the same capture session, data from only the first capture was included in the analysis. Data from all three trapping zones were aggregated into one during each season, since badgers rarely were trapped in more than one zone (between July 2006 and October 2013, eight of 541 trapped individuals (1.5%) were trapped in more than one zone within a season). Trapping was suspended from February to April inclusive each year to avoid the capture of new-born cubs and their separation from lactating females.

Badgers were captured in the immediate vicinity of their setts in peanut-baited cage traps and transported to a sampling facility to be anaesthetised and sampled^[@CR26]^. On first capture each badger was sexed and given a unique identifying tattoo on its ventral abdomen^[@CR40]^ which allowed subsequent identification. Samples of blood, oesophageal and tracheal aspirate, urine, faeces, and swabs of any wounds were collected from each badger at every capture event. After recovery, all badgers were released at the point of capture.

Three independent diagnostic tests for *M. bovis* infection were performed on the samples collected. Test 1 was a commercially-available immunoassay (BrockTB StatPak; Chembio Diagnostic Systems, New York, USA) used to examine serum for IgM and IgG antibodies to the *M. tuberculosis*--complex antigens MPB83, ESAT-6 and CFP10^[@CR41],\ [@CR42]^. Test 2 was an interferon-gamma assay of cell-mediated immunity based on the stimulation of lymphocytes in whole-blood culture and the subsequent detection of interferon-gamma by sandwich ELISA^[@CR43]^. Test 3 was culture of all samples except blood for mycobacteria using standard techniques^[@CR44]^. Full details of all tests appear in Drewe *et al*.^[@CR19]^. The capture history of each badger was summarised from the first to the last capture session as a series of numbers from zero to eight, where zero indicated that it was not captured on that occasion, and values from 1 to 8 corresponded to the eight possible combinations of diagnostic test results (Table [1](#Tab1){ref-type="table"}).

Multi-event capture-recapture model {#Sec11}
-----------------------------------

A multi-event capture-recapture model^[@CR23]^ was fitted to the whole dataset of capture histories, with infection status as the latent variable. Briefly, it was considered that at first capture, each badger could be in one of two epidemiological states: uninfected \[susceptible\] or infected. It was further assumed that transition from the uninfected to the infected state could occur between any successive capture sessions. However, consistent with the epidemiology of *M. bovis* in badgers, the model did not allow any reversion of the epidemiological state from infected to uninfected^[@CR27]^. Given the true epidemiological state of a badger that was captured, each combination of diagnostic test results could be observed with estimable probabilities depending on the sensitivity and the specificity of each test (Table [2](#Tab2){ref-type="table"} and Supplementary Table [S3](#MOESM2){ref-type="media"}).

The likelihood of a given capture history can be expressed as a function of the probability of the epidemiological state at first capture (*π*), the probability of capture (*C*), the probability of transition from uninfected to infected states between two capture sessions (*T*), and the probabilities of obtaining the different combinations of diagnostic test results for each epidemiological state (*P* ~*inf,k*~ and *P* ~*uninf,k*~). The model was extended to account for potential variation in probabilities *π*, *C* and *T* according to the sex of the badger, year and season of the capture session. The association between the probability of capture and the infection status at the individual level was also examined. An interaction between sex and season was included in the capture probability to account for the possibility that the capture pattern for males may differ across seasons from that of females due to reproductive and breeding behaviours. Finally, because capture sessions were not implemented perfectly regularly, the model was extended to account for unequal time intervals between capture sessions^[@CR45]^. Individual capture histories were right-censored after the last capture, so that all individual capture histories were conditional on the survival of the badger throughout the observation period. This was included because the objective of the study was to estimate the probability of an individual being infected at the time of its last (most recent) capture. Model parameters to be estimated are precisely defined in Supplementary Table [S4](#MOESM2){ref-type="media"}, and a multinomial tree diagram of the probability structure of the model is presented in Fig. [5](#Fig5){ref-type="fig"}. The likelihood of an individual capture history can be obtained by summing the probability of all possible paths leading to that capture history. The likelihood of a given path can be obtained by multiplying the probabilities appearing along this path. The likelihood of the whole dataset can be obtained by multiplying the probability of all individual capture histories.Figure 5Multinomial tree diagram of the probability structure of the model at first and second capture. π~s,i~ is the probability of being infected at first capture at capture session s (characterised by the external variables year and season) for individual i (characterised by the external variable sex). T~s,i~ is the probability of transitioning from the uninfected to the infected state between capture sessions s and s + 1 for individual i. Finally, C~s,i,inf~ and C~s,i,sus~ are the capture probabilities at capture session s for individual I, for infected and uninfected badgers, respectively. Probabilities associated with the dashed arrows can be expressed as the product of the corresponding capture probability (C~s,i,inf~ or C~s,i,sus~) and the probability of observing the associated diagnostic test result combination given the epidemiological state (Supplementary Table [S3](#MOESM2){ref-type="media"}). The red arrows highlight all pathways that could lead to the observation (3, 0): (the badger was infected at its first capture and the diagnostic test results showed combination 3 AND the badger was still infected at the following capture session when it was not captured) OR (the badger was not infected at its first capture and the diagnostic test results showed combination 3 AND (the badger was still not infected at the following capture session when it was not captured OR the badger was infected at the following capture session when it was not captured)).

Parameter estimation was conducted using the maximum likelihood approach implemented in the programme E-SURGE version 1.8^[@CR45]^. Further details of this procedure can be found in the Supplementary Information file. The most complex model was fitted to the data and non-significant variables were removed following a backward elimination procedure based on the Akaike Information Criterion adjusted for over-dispersion (QAIC), until the removal of each remaining variable increased the QAIC by more than 2 points^[@CR46]^.

Estimation of the true epidemiological state of an individual at the time of its last capture {#Sec12}
---------------------------------------------------------------------------------------------

Using the parameters estimated by the best fit multi-event capture-recapture model, we applied the generalised Viterbi algorithm^[@CR47]^ to compute, for each badger, the probability *P*(*Inf*\|*Hist*) of being infected at its most recent capture given its history of observations^[@CR48]^. With *s* ~*first*~ and *s* ~*last*~ being respectively the first and the last capture sessions at which it was caught, *P*(*Inf*\|*Hist*) was computed for each captured badger as follows:$$\documentclass[12pt]{minimal}
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                \begin{document}$$P(Inf|Hist)=\,\frac{P(Inf{\cap }^{}Hist)}{P(Inf{\cap }^{}Hist)+P(Uninf{\cap }^{}Hist)}.$$\end{document}$$

The event "*Uninf*" (the badger was uninfected at its most recent capture) corresponding to the single event "*the badger was uninfected at its first capture and never subsequently became infected*", $\documentclass[12pt]{minimal}
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                \usepackage{amssymb} 
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                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$P(Uninf\cap Hist)$$\end{document}$ can be calculated as$$\documentclass[12pt]{minimal}
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                \begin{document}$$P(Uninf)=(1-{\pi }_{{s}_{first},i})\prod _{s={s}_{first}}^{{s}_{last}-1}(1-{T}_{s,i})$$\end{document}$$and *P*(*Hist*\|*Uninf*) expressed as a function of the probabilities of obtaining each test result combination given the individual is uninfected.

Calculating $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
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                \usepackage{upgreek}
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                \begin{document}$$P(Inf{\cap }^{}Hist)$$\end{document}$ needs integrating over all possible state histories that could lead to the event "the badger was infected at the last session in which it was caught", i.e. over all possible transitions from the uninfected to the infected state before the last session at which it was caught. These state histories include all events from "the badger was already infected at first capture" to "the badger became infected just before its last capture". Therefore, it can be expressed as$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{array}{rcl}P(Inf\cap Hist) & = & P(already\,Inf\,at\,{s}_{first}\cap Hist)\\  &  & +P(was\,first\,Inf\,at\,({s}_{first}+1)\cap Hist)\\  &  & +\sum _{{s}_{inf}={s}_{first+2}}^{{s}_{last}}P(was\,first\,Inf\,at\,{s}_{inf}\cap Hist)\end{array}$$\end{document}$$with$$\documentclass[12pt]{minimal}
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                \begin{document}$$P(was\,first\,Inf\,at({s}_{first}+1)\cap Hist)=(1-{\pi }_{{s}_{first}})\ast {T}_{{s}_{first}}\ast P(Hist|was\,first\,Inf\,at\,({s}_{first}+1))$$\end{document}$$and$$\documentclass[12pt]{minimal}
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                \begin{document}$$P(was\,first\,Inf\,at\,{s}_{inf}\cap Hist)=(1-{\pi }_{{s}_{first}})\ast [\prod _{s={s}_{first}}^{{s}_{inf}-2}(1-{T}_{s,i})]\ast {T}_{{s}_{inf}-1}\ast P(Hist|was\,first\,Inf\,at\,\,{s}_{inf}).$$\end{document}$$

Using the information presented in Supplementary Table [S3](#MOESM2){ref-type="media"}, it is straightforward to express *P*(*Hist*\|*already Inf at s* ~*first*~), *P*(*Hist*\|*already Inf at* (*s* ~*first*~+1)) and *P*(*Hist*\|*was first Inf at s* ~*inf*~) as functions of the probabilities of obtaining each test result combination given the epidemiological state of the individuals.

The end result was a numerical estimate of the probability of infection for each individual, ranging from zero (definitely uninfected) to 1.00 (definitely infected).

Electronic supplementary material
=================================

 {#Sec13}

Supplementary Information file Supplementary Data file

Svetlana N. Buzdugan and Timothée Vergne contributed equally to this work.

**Electronic supplementary material**

**Supplementary information** accompanies this paper at doi:10.1038/s41598-017-00806-4

**Publisher\'s note:** Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

This research was funded by the UK Department for Environment, Food and Rural Affairs (project number SE3265). RVC manuscript number PPH_01151.

R.J.D. and J.A.D. conceived the study. S.N.B., T.V. and V.G. performed the analyses. All authors interpreted and discussed the results, and wrote and reviewed the manuscript.

Competing Interests {#FPar1}
===================

The authors declare that they have no competing interests.
