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CORTICAL AND BEHAVIORAL SIGNATURES OF RESPONSE BINDING
DURING SEQUENTIAL SKILL LEARNING
Patrick Leininger Beukema, PhD
University of Pittsburgh, 2018
Sequence learning plays a central role in motor skill acquisition. One of the algorithms that
is essential to the consolidation process is binding, where multiple movements are driven by
a single motor command. Here we show that this binding process originates from learning
the transitional probabilities between sequential movements. To determine how binding im-
pacted the neural population patterns which control the movements, we generated unbiased
encoding networks of the movement representations at multiple levels of the motor hierarchy.
The representational geometries associated with individual movements and movement sets
were readily dissociable. In addition, the set network comprised a subset of the individual
movement network. However, extensive training by human participants on a sequence learn-
ing task did not result in any shift of the representational geometries. This suggests that
the representations associated with expert performance are rapidly constructed and highly
stable.
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1.0 PREDICTING AND BINDING: INTERACTING ALGORITHMS
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1.1 INTRODUCTION
Many everyday behaviors depend on our ability to effortlessly produce complex, serially
ordered actions. For example, typing the word “brain” on a keyboard requires serially
pressing the “b”, “r”, “a”, “i”, and “n” keys as quickly and accurately as possible. Novices
execute each key press slowly, planning each successive movement independently. In contrast,
experts can perform the same series of keystrokes in rapid succession, executed as a fluid,
unified action. This ability to execute a unified set of serially ordered actions represents one
example of a more general form of skill learning known as sensorimotor sequence learning.
Sensorimotor sequence learning has fascinated cognitive science for over sixty years [2]
and is thought to play a central role in a wide range of intelligent behaviors, including
language learning (see [3] for a review). Initial research sought to characterize this form
of learning as a singular process [4] or as a single learning system operating at different
representational levels [5]. Now, overwhelming evidence supports the hypothesis that the
consolidation of sequential motor skills relies on multiple interacting systems that learn
different parts of the serial ordering problem at different timescales. Here we show how
these systems can be segregated into two general categories of learning processes, based on
the computational goals they serve: fast prediction of serial ordered events and slow binding
of responses into sets of unified actions (Fig. 1). These two interacting computational
mechanisms operate along a learning continuum, between sensory and motor levels, working
together to sculpt behaviors over time to maximize the complexity of produced actions while
minimizing the computational costs of planning and executing them.
1This chapter is reproduced from previously published work [1].
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Figure 1: Continuum of sensorimotor sequence learning. Schematic of the temporal and
representational spaces occupied by processes that learn to predict transition probabilities
between serially ordered events (magenta) and processes that learn to bind actions together
into unified sets (blue). Insets indicate summary features of each learning process that are
described in detail in text. MTL, medial temporal lobe; BG, basal ganglia.
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1.1.1 PREDICTING SERIAL ORDERS OF EVENTS
Early in learning, a novice typer will show faster and more accurate responses to frequently
paired serial actions than to infrequently paired actions. For example, repeatedly typing
the word “brain” leads to faster “r” key presses when they follow a “b” key press, but
pressing the “r” key would be slower if the preceding letter was something unusual, such
as “q”. In this way, the brain associatively learns the transition probabilities between se-
quential stimulus-response events over the course of only a few minutes of practice [4, 6]. In
the context of language development, this same process is referred to as statistical learning
[7]. Classically, statistical learning refers to the phenomenon whereby neural and behav-
ioral responses become more efficient to serially repeated sensory events than to unexpected
events. This learning happens very quickly and can be detected within the course of a single
training session (for a review of statistical learning, see [8]). In this way, over the course
of several minutes of repeated exposure, the brain learns to estimate the conditional prob-
ability of an upcoming sensorimotor plan, X(t+1), given the immediately preceding plans,
P (X(t+1)|Xt, X(t−1), . . . , X(t−n)), to make faster and more accurate responses.
This predictive process is evident in very early sensory processing [9, 10]. For example,
neurons in the inferotemporal cortex (IT), a visual processing area, learn to modulate their
responses to serially presented visual stimuli depending on the transition probability between
cues [10]. Yet IT neurons do not simply track the co-occurrence of stimuli, but also appear
to track the conditional probabilities of events, as their activity is attenuated when the
conditional probabilities are modified [11]. Of course, learning transition probabilities may
not be restricted to predicting sensory cues. For example, in a classic study, Mushiake and
colleagues [12] showed that cells in the macaque dorsal premotor cortex (PMd) were tuned to
the transition probability between sequentially cued movements [12], suggesting that motor
systems also track the transitions between serial actions. Although given the extensive
training required to get the animals to learn the task, this may reflect a probabilistic variant
of chunking, rather than true statistical learning (see 1.1).
Mechanistically, recent evidence suggests that this fast detection of serial ordering may
rely, at least in part, on the medial temporal lobe, particularly the hippocampus [13, 14, 15,
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16, 17, 18, 19]. A sub-population of hippocampal cells shows tuning for the temporal associ-
ations between sequences of events [20, 21, 22], suggesting that the hippocampus may track
serial probabilities and bias cortical sensory and motor processing via top-down signals. This
hypothesis is bolstered by several other lines of evidence. For example, the consolidation
of complex response sequences is improved following a normal sleep cycle [16, 23, 24, 25],
a classic signature of hippocampal-dependent learning. Co-activation of hippocampal and
striatal networks is observed during sequence learning [26, 27], particularly when learning the
temporal structure of sequential events [28]. Finally, patients with damage to the hippocam-
pus show impairments in single-session sensorimotor sequence learning [29, 30], particularly
during the initial acquisition phases of learning when declarative mechanisms are crucial for
picking up transition probabilities between stimuli [31].
Taken together, the emerging evidence suggests that fast associative mechanisms learn
first-order transition probabilities between both sensory cues and actions early in learning
(see also [32]). This ability to reliably predict upcoming events speeds up the ability to
resolve a stimulus-response mapping and thus results in faster responses, likely through
adjusting the threshold for evidence needed to initiate a response (for review see [33]).
1.1.2 BINDING
Relying solely on learning first order transition probabilities limits the capacity of producing
complex sequential actions. This is because the number of events, n, that can be included
in the estimate of the conditional probability, P (X(t+1)|Xt, . . . , X(t−n)), is constrained by
working memory capacity [34]. One way to overcome this memory limitation is to learn the
hierarchical organization of movements and bind sequences of actions into sets or “chunks”
[35]. Returning to the typing example, after extensive practice the plan to execute the
set of key presses “b”, “r”, “a”, “i”, and “n”, can be represented internally as a single
action decision “b-r-a-i-n”, where actions are coarticulated together in a unified manner
(Fig. 2B). While each action within the bound set carries its own execution noise, the action
initiation decision shifts from waiting for individual sensory cues to automatically triggering
one item after another without reliance on sensory cues. Using an optimal control theory
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framework, Ramkumar et. al. [36] demonstrated that as animals become more experienced
at a sequential skill, efficiency increases as the number of chunks decreases, reflecting more
bound elements in each chunk, while simultaneously minimizing the overall computational
cost during learning [36]. Therefore, binding actions into sets or chunks may represent a
critical step in the optimal solution to the problem of complex sequential movements, where
action sets can themselves be formed at multiple levels of movement hierarchy (e.g., goals,
plans, execution).
The organization of serially ordered behaviors into unified sets is often controlled exper-
imentally by making the transition probabilities between cued actions completely determin-
istic. This can be done by explicitly presenting the sequential order before production [37]
or through extensive practice on short action sequences [38]. Behaviorally both approaches
lead to slower responses to the first item in the set than to subsequent items in the series
[38, 39, 40, 41, 42, 43]. This slowing could be due to the fact that the first item in the set
has no preceding event with which to estimate the transition probability or the result of the
increased time associated with loading the motor buffer [38]. While this first item slowing
has classically been used as a behavioral signature for sensorimotor “chunking”, it is not sen-
sitive to detecting whether the responses within the set are bound together under a shared
motor decision, nor does it easily allow for looking at the natural evolution of sensorimotor
sets during learning.
More recent research has focused on the concept of binding by looking at correlations
between temporally adjacent movements within a common set. Several studies in both
human and non-human primates show that it takes days of practice or longer to detect
the emergence of binding between serial actions under a shared motor command [36, 44,
45]. For example, the and colleagues [45] found a dissociation between simple decreases
in response time during sequence production, observed during a single session of training,
versus correlations in response times between serially ordered actions, that did not emerge
until after several days of training [45]. The binding hypothesis predicts this correlation
as the result of multiple bound movements originating from a common generative motor
command.
The ability to detect binding in sequential responses, as opposed to demarcation of chunk
5
Figure 2: Dual algorithm model of sequence learning. A) Learning transitional probabilities.
Typing the word ”brain” on a keyboard is a temporally organized series of responses. Each
letter key (e.g. “b”) is a stimulus, U, that corresponds to a particular internal sensorimotor
plan represented as a latent state (X), that initiates a response, Y, at time t. With train-
ing, learning transition probabilities between events increases the efficiency of sensorimotor
processing for subsequent events, leading to increased speed and more accurate selections
when the expected event occurs. B) Building action sets. Over time, once the transition
probabilities between serially ordered items (e.g. “b”, “r”, “a”, “i”, “n” in “brain”) becomes
deterministic, it is computationally efficient to group sensorimotor decisions into unified sets,
e.g., a “chunk”, where the entire set is represented as a single, generative sensorimotor de-
cision, W, and sequences of bound sets of actions can then be the target of learning, i.e.,
P (W2|W1).
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boundaries with the first item slowing, opens the door to ask questions about where in the
sensorimotor hierarchy this binding occurs over the course of learning. Recently, Lynch
and colleagues [46] adopted a novel remapping paradigm that dissociates learning ordered
sets of visual cues, across days of training, from learning ordered sets of finger movements
[46]. Relying on the same correlation measure as Verstynen et al. (2012), we found that
action binding was stronger when sequences were learned in the sensory domain than when
they were learned motorically. Importantly, the level of explicit awareness of the sequence,
and thus reliance on declarative processes, was not affected by whether a visual or motor
sequence was learned. Of course this does not necessarily exclude the possibility that binding
occurs in motor representations [47]. Multivariate pattern analysis approaches have recently
opened the door to exploring the nature of action representations with neuroimaging tools
like fMRI. Using this approach, Wiestler and Diedrichsen (2013) showed that cued sequence
sets, akin to explicitly cued chunks, can be reliably decoded from population-level activity
in higher order motor cortical areas, such as the supplementary motor area (SMA) [48].
Later work by the same group showed that, while the patterns of activity for individual
fingers are organized in the primary motor cortex (M1) according to the natural statistics
of everyday hand use [49], the population level activity of M1 itself does not appear to
distinguish well-learned sets of actions [50]. Instead, the patterns of task-related activity in
upstream premotor regions, such as the dorsal premotor cortex, more reliably distinguished
between learned sets of actions [50] (see also [51]).
Mechanistically the implementation of this binding process appears to rely, in part, on
basal ganglia (BG) pathways (but see [52]). For example, patients with Parkinson’s Disease
(PD) have deficits in chunking ability when they are in low dopamine states [53]. At the
neural level, cells in the striatum, the main input nucleus to the BG, become tuned to
bracketing segments of sequential actions over time, particularly as action sequences become
habitual [54, 55]. Based on the variety of action sequence-linked cell types in the striatum, Jin
and colleagues [56] proposed that during learning, the striatum facilitates concatenating, or
binding actions together. As this binding process unfolds and action sets become established,
a subset of cells in the striatum, likely in more executive regions, become sensitive to the
initiation of the bound set of actions [57, 58, 59, 60]. Since the BG are thought to gate motor
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responses, this onset sensitivity of striatal cells is consistent with the notion that the entire
sequence set becomes a unique action decision that gets triggered by BG pathways.
The emerging behavioral and neuroscientific evidence points to an interacting set of al-
gorithms that contribute to the long-term consolidation of sequential skills. Fast associative
processes estimate the transition probabilities between serially ordered events so as to im-
prove the speed and efficiency of stimulus-response gating. These associative mechanisms
appear to primarily target the processing of sensory signals, but may also impact downstream
motor processes. As the transition probabilities between actions become deterministic, com-
putational complexity is reduced by having reinforcement learning processes unify sets of
actions and initiate the bound set as a single decision. Thus the initiation of subsequent
actions no longer depends on sensory cues, but on the state of the preceding actions in the
set. Signatures of this binding mechanism are primarily found to impact motor computa-
tions, but can be moderated by upstream sensory processing as well (e.g., [46]). Rather
than reflect serial stages of processing, these associative and binding mechanisms appear
to interact during the consolidation process to support balancing goals of making fast and
accurate responses while also reducing computational complexity.
1.2 OPEN QUESTIONS
Thus far, the field has focused on understanding sensorimotor sequencing learning by fo-
cusing mostly on the fast, predictive associative mechanisms, but less so on the process of
binding. One challenge is that the longer time scales necessary to detect the emergence of
bound movements together are more costly to study in laboratory environments compared
to prediction and associative mechanisms that operate on much faster time scales. There-
fore, less is known about the behavioral markers and neural mechanisms associated with
the prolonged refinement of sequential motor skills that results from binding. Our review
of the current literature suggests two potential avenues. First, as the brain learns transi-
tion probabilities so that series of actions become deterministic, it can begin to bind actions
together. This means that binding should reflect the learned statistical regularities. This
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predicts correlated responses according to the transition probabilities between elements of a
sequence. Second, binding should coincide with changes to the relations between movement
representations in cortical motor areas.
To better understand neural mechanisms associated with sequential skill learning, neu-
roimaging studies have usually examined what regions of the brain show more or less ac-
tivation after training. Greater activation is typically inferred to reflect increased recruit-
ment [61, 62, 63], while reduced activation is often thought to reflect increased efficiency
[64, 65, 66, 67]. However, these inferences are tenuous at best. It is equally plausible that
greater activation could be the result of non-skill-specific increases in performance (e.g., re-
sponse speed) while reduced activation could be the result of reduced involvement rather
than increased efficiency [68]. It is also possible for metabolic activity to reduce without
any change in neuronal firing [69]. These observations make it difficult to interpret changes
in the magnitude of the BOLD signal after sequence learning, insofar as understanding the
consequences of plasticity on neural representations.
Any successful account of the binding mechanism during sequential skill learning will ne-
cessitate understanding how sequential information is represented, and how the underlying
representations change from before to after learning. Therefore, rather than examining the
average magnitude of activation, which ignores fine grained spatial information, it is neces-
sary to examine the representational patterns themselves. One emerging method of examin-
ing neural activation patterns is representational similarity analysis (RSA) [70, 71, 72, 73],
illustrated in Fig. 3. RSA compares different conditions, such as individual finger movements
(Fig. 3A), in terms of their representational similarity. These representational patterns are
the measurement of the brain activity during each of these conditions (Fig. 3B). The mul-
tivariate pattern of activity across measurement channels (Fig. 3C) are the representations
of each condition within a particular area. The similarity between these representation is
computed using one of several distance metrics [71]. The pairwise similarities between all of
the conditions are then summarized in a representational dissimilarity matrix (RDM) (Fig.
3D). In the context of RSA, each representation can be thought of as a point in a high
dimensional space spanned by the measurement channels (e.g. voxels). The relationship
between all of these points specifies a representational geometry [74, 75]. Because represen-
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tational geometries are thought to remain stable across a wide range of BOLD amplitudes
[76], they are especially useful in studies of motor skill acquisition where movement speed
can confound BOLD interpretations. Therefore, representational geometries are a promising
tool to investigate the neural plasticity associated with binding.
How should sequence learning, and specifically response binding, impact representational
geometries? Since patterns are inherently of much higher dimensionality than BOLD signal
magnitude, it is not clear how plasticity should be characterized in terms of representational
change. In visual cortex, plasticity is characterized by a shift of the representational geometry
due to certain patterns of activation becoming more or less similar to one another [17].
Representational geometries have also been shown to shift in somatosensory cortex, for
example, following a 24 hr intervention where two fingers were yoked together [77]. These
findings in sensory regions suggest that long term consolidation of a sensorimotor sequence
may also be reflected in the representational geometries of actions in sensorimotor areas.
A movement sequence is composed of individual sub-movements that each generate some
pattern of activity, or representation, across various motor cortical regions, in addition to
subcortical structures. Therefore, the representational geometry associated with a sequence
describes the similarity between sub-movements that comprise the sequence. Plasticity as-
sociated with representational geometries would entail a reorganization of the elemental
movements that make up a sequence. To quantify the change in representational geometry,
we summarized the RDM in terms of the average distance across all conditions (Fig. 3D).
This measure was used as a neural plasticity marker for all the neuroimaging analyses. We
examined the representational geometries associated with sequential movements, before and
after training, using two different experimental tasks.
In the first task (Aim 1), we explore the impact of binding during sequence learning on
the representations of individual elements of the sequence (i.e., individual cue-finger pairs).
We hypothesized that the representational distances between more frequently paired actions
would decrease due to the fact that they become bound in a common motor command (Fig.
4A). Since this would decrease behavioral flexibility in primary motor areas [2], we suggest
that this process would only result in representational changes in higher order planning
regions.
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Figure 3: Illustration of representational similarity analysis (RSA). A. RSA is used to com-
pare how different conditions are represented and related to one another in the brain. The
illustrated conditions are four different finger movements: index, middle, ring, and little
finger movements (mvt.). B. Images of the brain are recorded during the different condi-
tions. C. Each condition will generate a neural activation pattern, or representation. These
representations are activity measurements at different measurement channels in the brain
(e.g. voxels in fMRI). D. Computing the similarity between all the conditions results in a
representational dissimilarity matrix which summarizes the pairwise distances between all
conditions. The average similarity over all pairs (H) can be used as a summary statistic for
tests of encoding and plasticity. In ch.2 and ch.3, this statistic was examined throughout
the entire cortical surface, using a searchlight, to test for encoding of the conditions.
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We have previously shown that sequences can be learned in different modalities, such
as cue and motoric [46]. Therefore, in the second task (Aim 2), we explore the impact of
binding during sequence learning on the representations of sets of actions within specific
modalities (i.e. visual vs. motoric sequences). If binding of actions within a set refines the
relative representation of that set, then this should lead to an increase of distances between
sets of actions. Importantly, this should only happen within the modality that the set was
trained in (Fig. 4B).
1.3 SPECIFIC AIMS
1.3.1 Aim 1
Aim 1 examines the nature of binding and its influence on cortical motor representations
of individual actions. We trained human subjects for 25 days on a complex finger move-
ment sequence to determine if responses were bound after training and whether binding
reflected the transitional probabilities of the sequence. Then, using RSA, we examined the
plasticity of the population representations of single finger movements. Hypothesis 1.1 The
nature of binding in movements will reflect the temporal structure of the learned sequence.
Hypothesis 1.2 Cortical movement representations of individual movements will remain sta-
ble in primary motor cortex but will change in higher order motor planning areas. Aim 1 is
addressed in Chapter 2.
1.3.2 Aim 2
Aim 2 examines the influence of binding on cortical motor representations of sets of actions
in two different representational spaces. Previous work from our lab has shown that sets of
actions can be learned in both visual and motor reference frames, and that each of these
types of sets are learned differently [46]. Here we identified the cortical networks that rep-
resent sequence sets in visual and motor modalities to determine whether modality-specific
training impacts these representations. We used RSA to isolate the representational pat-
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terns associated with cue and movement sets. Next, we trained human subjects for ten days
on either cue or motor sequences by remapping the cue-response pairs on each day [46] to
determine whether there was an advantage in acquisition for sequences represented as cues
or represented as actions. Hypothesis 2.1 Different cortical networks will encode sequences
in different modalities (i.e., sensory sequences and motor sequences are learned along orthog-
onal channels). Hypothesis 2.2 Modality specific training will increase the representational
distances for different sequences set in those networks that encode for that sequence modality.
Aim 2 is addressed in chapter 3.
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Figure 4: Visualization of the impact of binding on representational distances for both indi-
vidual actions and action sets. A. Hypothesized distance changes for individual movements
in Aim 1. Each circle represents the location of a pattern of activity across voxels. The
distances between frequently paired movements should decrease with training moreso than
the distances between infrequently paired fingers. This would result in a decrease in the
average distance H. B. Hypothesized distance changes for sets (visual or motoric) in Aim 2.
Each square represents the location of a pattern of activity across voxels. After training, as
you refine the learned sets, each set becomes more distinguishable. This results in a greater
distance between sets after training. For clarity, only two dimensions are shown, in reality
the points occupy a higher dimensional space.
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2.0 BINDING AND INDIVIDUAL ACTIONS
1
2.1 INTRODUCTION
Being able to combine simple movements into coordinated sets of actions is critical to many
everyday skills, such as typing on the computer or driving a manual transmission car [2].
Over the course of evolution the brain has solved this sequencing problem multiple times,
resulting in many interacting algorithms that facilitate the consolidation of complex skills
(for review see [78]). One of these algorithms is the process of set building, also known as
chunking or binding [38]. Binding serial actions into sets improves computational efficiency
during the production of complex actions by representing multiple movements under a single
selection command [36]. To illustrate this process, consider the graphical model presented in
Fig. 5A-B. On each trial, the manual response to a visual cue occurs through a hierarchical
system of perception, selection (e.g., key), and motor planning (e.g., finger movement), that
are all represented as latent states with their own independent sources of noise. In this
example, the serial order of cues across trials follows a deterministic sequential order. Prior
to training, each response is planned independently of the preceding trial. Once the order
of cues is learned, the brain can consolidate the selection process so that a set of motor
plans is represented under a single selection state. This selection state is triggered by the
presentation of the first stimulus in the series, after which subsequent motor commands are
cued by the internal state, rather than by the visual cues. This results in faster production
of responses to items within a set, as well as a correlation in responses within bound sets
due to their shared upstream command (Fig. 5C; [45, 44, 46]).
Many forms of non-sequential motor learning rely on the reorganization of movement
1This chapter is reproduced from previously published work [1].
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representations in motor networks [79]. Therefore, it is possible that action binding during
sequence learning also alters internal motor representations of individual movements; how-
ever, this effect has been largely unexplored. Recent advances in representational analysis
now allow precise quantification of the relationship between the cortical activity patterns
for single finger movements using fMRI [73]. Using this approach, previous work has shown
that the structure of individual fingers in primary motor cortex is organized in a way that
is consistent with their co-articulation during natural hand movements [49]. Furthermore,
artificial manipulations of pairwise finger correlations, by physically yoking two fingers to-
gether, alters the distance between finger representations in primary somatosensory cortex
[77]. This suggests that elementary sensorimotor representations may be plastic and sub-
ject to changes over time and that multivariate pattern analyses on fMRI data are sensitive
enough to detect these changes.
If individual actions are bound under a common motor command, then the internal
representations of those actions, at some level of the motor hierarchy, should change over
time in these areas that binding occurs. The na¨ıve version of this model is that if two
movements are executed repeatedly in a close temporal sequence, then the activation of one
finger movement may already pre-activate the following movement. In the extreme, this
model makes the prediction that two fingers that are regularly paired together in everyday
actions will become enslaved together over time, thereby reducing behavioral flexibility [2]. It
is therefore more likely that the process of binding alters the representation of contextually
cued actions in upstream regions linked to more abstract response selection [47], such as
the dorsal premotor cortex (PMd) or motor regions along the intraparietal sulcus. Wherever
this binding process happens, the multivariate activity pattern for the two bound movements
should become more similar in that region (Fig. 5D).
Here we tested the plasticity of individual action representations using a combination
of behavioral analysis and event-related fMRI. Binding was measured behaviorally by look-
ing at the degree of correlation between successive behavioral responses after training on
a unimanual 32-item sequence. We also measured the population-level representations of
visually-cued single finger movements in the cortex both before and after five weeks of train-
ing on the complex sequence. The simple plasticity hypothesis states that binding of serial
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actions after consolidation of a motor sequence should make the neural representations for
those actions more similar, thereby decreasing the representational distance between them.
2.2 RESULTS
Participants executed sequences in a serial reaction time task [4] on a laptop keyboard, in
which each finger press was cued by a unique fractal image (Fig. 6A). Subjects learned the
mapping of cue to finger press prior to the first day of training through visual feedback (red
flash for incorrect responses). After a key press, the response time, measured as the elapsed
time between cue onset and key press, was recorded and the next cue was presented following
a 250 ms interval. Each day, participants were tested on trial blocks of random sequences
(blocks 1,2,6) or trial blocks composed of a specific 32-element sequence (blocks 3,4,5,7). An
additional control group received the same amount of training as the trained group - but
here all blocks consisted of random sequences.
2.2.1 Behavior
To assess how training impacted performance, we compared the evolution of response times
and accuracy across days for the Trained and Control groups. Fig. 6B illustrates all trial-wise
responses during a single day for a subject in the Trained group. While responses during
random trial blocks (black dots) remained relatively constant, the response times during
sequence trial blocks (green dots) get steadily faster with training. The last two trial blocks
were used to probe learning across time. On average both the Control (dashed line, Fig. 2C)
and Trained subjects (dashed line, Fig. 6D) exhibited a general improvement in response
speeds during the final random trial block (block 6). This general across-session speeding of
responses during a trial block with random sequences likely reflects the improved learning of
the cue-response mapping across days. During the final sequence block (block 7), however,
sequence-specific responses in the Trained group also decreased rapidly across training days.
Repeated measures ANOVA indicated a significant block x time effect: F(368,23) = 15.366,
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Figure 5: The process of response binding A. One each trial, (t), a visual stimulus (s)
triggers an appropriate finger response (y), in this case reflecting a response time (RT). In
the case of unbound actions, the visual perception (u), selection (w), and motor planning
(x) processes are all represented as latent states that operate independently across trials.
B. With training, the intermediary process of selection binds multiple motor plans together
as a set. Each set of actions, τ , is triggered by the visual stimulus of the first item in the
set. Subsequent actions are then internally triggered, rather than relying on external visual
cues. This example shows two bound sets, a three item set followed by a two item set.
C. The autocorrelation function of response times for bound actions (cyan) should exhibit
a significant correlation across trials, while unbound actions (black) should not exhibit a
temporal autocorrelation. D. A schematic of four hypothetical voxels in cortical sensory
motor networks during the execution of either the index or middling finger, with darker colors
reflecting stronger movement-evoked responses. Before training, each finger representation
is associated with a unique neural activation pattern. After training, the representations of
bound finger movements share more activation and the neural activation patterns are more
similar.
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Figure 6: Task design and behavioral performance. A. Participants practiced a serial reaction
time task in which each finger movement was prompted by a unique cue. B. Representative
reaction time plot from Day 12. Each dot represents the response time on one trial. C.
Reaction times for the Control group for random trials on blocks 6 and 7. D. Reaction times
for the Trained group for the random trials (block 6) and sequence trials (block 7). E. Mean
z-scored reaction times as a function of day for the Control group (blue) and Trained group
(peach). F. Mean accuracy (correct trials/total trials) in the final trial block, as a function
of day, for the Control group (blue) and Trained (peach) group. Shaded regions in panels
C-F show standard error.
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p = 7.93 x 10-41, with average response times dropping just below 200ms at the end of
training (solid line, Fig. 6D). As expected, this effect was not observed in the Control
group, F(368,23) = 0.77, p = 0.76, where the final trial block did not contain an embedded
sequence (solid line, Fig. 6C). In order to capture sequence-specific changes in response
speed, we normalized the mean response time for the final trial block (sequence in Trained
group, random in Control group) by the mean and variance of response times during trial
block 6 (random in both groups; see Methods). This analysis depicts a steady improvement
in sequence specific response times across the 5 weeks for the Trained group, with sequence
block responses approximately 4 standard deviations faster than the random trial blocks at
the end of training (Fig. 6E). Repeated measures ANOVA indicated a significant group by
time effect, F(368,23) = 12.79, p = 1.67 x 10-34. Unlike response speed, average accuracy
during the final trial block gradually rose at a steady rate for both groups, saturating at
around 90% for the Trained group and 85% for the Control group, with no significant between
group differences F(368,23) = 0.36, p = 0.99.
There are several ways that responses could get faster during the sequence blocks [78].
The binding hypothesis (Fig. 5B), however, makes the specific prediction that serially suc-
cessive actions that are bound under a shared motor plan should exhibit a correlation in
their responses over time, as a consequence of arising from a common, high-level motor plan
(Fig. 5C). For an index of binding, we used the autocorrelation of RTs during the last trial
block for both groups [45]. Fig. 7 shows the autocorrelation functions for early (Day 1),
middle (Day 12), and late (Day 24) stages of practice for the Trained (Fig. 7A) and Control
(Fig. 7) groups separately. Participants in the Trained group showed no evidence of an
autocorrelation in their RTs at Day 1. However, by the middle of training, a pronounced
autocorrelation of temporally adjacent responses emerged that remained steady by the last
day of practice. As expected, the Control group did not show any autocorrelation structure
in RTs at any point during training, indicative of a lack of binding across responses.
We next examined the RT correlations of responses to each item in the 32-item sequence
on each cycle of the sequence production. Before practice, this 32x32 correlation matrix
does not show much structure, with all items approximately equally uncorrelated (Fig. 7C).
After training, a clear structure in the correlations emerged, with local clusters of correlated
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Figure 7: Binding in behavioral responses. A,B Mean autocorrelation function for lags 1-31
during early (day 1), middle (day 12) and late training (day 24) for the Control group (A)
and Trained group (B). Shaded regions show standard error of the mean. C,D. Average
correlation between each element in the sequence during the final trial block for the Trained
group, during Day 1 (C) and Day 24 (D). E. The 32 element sequence showing frequency of
each finger transition (i-index, m-middle, r-ring, l-little) F. Pairwise frequencies between each
finger G. Average observed correlations between fingers at the end of training collapsed across
subjects. H. The MSE between the pairwise frequencies (panel F) and observed correlation
matrix computed separately for each subject. Smaller numbers indicate increased similarity
to the expected pairwise frequencies (panel F). Shaded regions show standard error.
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responses found along the diagonal of the matrix (Fig. 7D). If these clusters of correlated
responses in the sequence reflect the inter-finger transition probabilities (Fig. 7E), then the
pairing frequency of individual fingers should determine the degree of similarity between
finger responses. The similarity between the observed correlations and expected correlations
based on the pairwise frequencies (Fig. 7F) was computed using the mean squared error
(MSE). The mean observed correlation matrix across all subjects on the final day of training
is shown in Fig. 3G. There was increased similarity between the observed and expected
correlations across days (Fig. 7H) in the Trained group, but the structure in the Control
group remained unchanged, resulting in a significant group by time interaction, F(368,23) =
1.90, p = 0.0079.
2.2.2 Movement and cue set representations
In order to directly measure multivariate cortical representations of the individual cued
movements, we used a rapid-event-related fMRI design consisting of presentations of each
cued finger press followed by a period of fixation (Fig. 8A). A regions of interest (ROI)
analysis was performed on the cortical motor network including primary motor cortex, M1;
primary somatosensory cortex, S1; dorsal premotor cortex, PMd; ventral premotor cortex,
PMv; supplementary motor area, SMA; and the superior parietal lobule, SPL. These regions
were anatomically localized using Brodmann areas extracted from Freesurfer (see Methods).
These regions are shown on the group average surface (Fig. 8C). In each of the cortical
motor ROIs, we quantified the activity pattern related to each cued finger movement and
then calculated a cross-validated Mahalanobis distance (crossnobis) between the activity
patterns for each cued finger pair. If two cued fingers generate the same cortical activity
patterns, then the corresponding distance between them will be 0. However, if two finger
movements consistently generate dissimilar finger patterns, then the corresponding distance
will be positive (Fig. 8B). Cross-validation across independent scanning sessions allows us to
test the value of the distance estimates directly against zero (see [73, 72, 80]). The distances
between every possible pair of fingers is summarized in a representational dissimilarity matrix
for each ROI (Fig. 8D).
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The representational structure we observed in primary motor and primary somatosensory
cortex qualitatively matches previous reports [49], such that the index finger is furthest
from the little finger, while the middle and ring fingers are close together. This pattern
of representational distances is also similar to what is observed in the other cortical motor
regions, although the overall between effector distances are smaller in these premotor regions
(Fig. 8D). To confirm that each region has reliably different representations for the fingers,
we computed the average cross-validated pairwise distance between all finger movements
(Fig. 8B, see eq. 2.1). Average H scores greater than 0 indicate above-chance encoding
[73]. Fig. 8E shows the mean H distribution computed from the surface-based searchlight
(see eq. 2.2) across all voxels as kernel density estimates averaged across subjects (one
distribution per subject for each ROI). In a control region, primary auditory cortex (A1),
distances are symmetrically distributed about zero, indicating that one would not be able
to reliably decode the cued-finger movement from this region. In sensorimotor regions, the
distances were positively skewed, indicative of cued-finger movement encoding. In order to
estimate the reliability of this encoding across subjects, we extracted the median distance
value from each distribution for each subject and ROI. A one-sample t-test on those median
values (one median per subject), after adjusting for multiple comparisons using a Bonferonni
correction, found significant separation of cued finger representations (i.e., positive average
distances) in the cortical sensorimotor areas, but not the A1 control region (Table 1). Thus,
consistent with previous studies [49], the patterns of activity in the motor network can
reliably discriminate individual effectors.
2.2.3 Stability of representational geometries
To determine whether the emergence of binding in the behavioral responses coincides with
alterations of these representational distances of individual cued actions, we measured how
average distances changed for each cortical motor ROI before and after training. More
specifically, if binding results in the representations of frequently paired actions becoming
more similar (Fig. 5D), then distances between frequently paired movements would decrease
after practice only in the Trained group. When looking at all pairwise distances (Fig. 9A)
23
Figure 8: Multivariate activity patterns during cued finger movements. A. fMRI task
schematic. Participants executed single finger movements on the button glove following
a variable period of fixation. The cue-finger mapping was identical to that used during
the training. B. Example of a representational dissimilarity matrix showing similar finger
patterns that result in small distances and dissimilar finger patterns that result in large
distances. The average crossnobis similarity (H) was used as a test statistic for assessing
decoding in each ROI and for assessing representational plasticity. C. Regions of interest
masks overlaid in blue on the group average surface. D. Average representational dissimi-
larity matrices for each region. Each colored square within the RDM indicates the distance
between those two fingers (i=index, m=middle, r=ring, l=little) E. Average kernel density
estimates of H across all subjects and all voxels in primary motor cortex (M1), primary
somatosensory cortex (S1), premotor dorsal cortex (PMd), premotor ventral cortex (PMv),
superior parietal lobule (SPL), supplementary motor area (SMA), and primary auditory cor-
tex (A1). F. Violin plots show the distributions of median H values across subjects. Black
circles inside plots show individual data. Asterisks indicate significance at α = 0.05 after
correcting for multiple comparisons (Bonferonni).
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Table 1: Column “mean” indicates the average median H value in each region. T-statistics
computed from one-sided t-test.* indicates significance after correcting for multiple compar-
isons.
Region Mean t(17) p-value 95% CI
M1 4.92 7.91 *4.23 x 10-7 3.61, 6.23
S1 5.23 10.13 *1.28 x 10-8 4.14, 6.3
PMd 1.07 5.30 *5.83 x 10-5 0.64, 1.49
PMv 1.66 12.06 *9.21 x 10-10 1.37, 1.95
SMA 0.57 4.08 *7.75 x 10-4 0.28, 0.87
SPL 1.57 8.44 *1.74 x 10-4 1.18, 1.97
A1 0.57 2.78 0.013 0.14, 1.01
we were unable to find a reliable influence of sequence training on the average pattern
distances in any cortical motor region (Fig. 9B). In most areas, the distances decreased only
marginally for both Trained and Control groups together, but the finger patterns remained
largely separable, with patterns exhibiting a high degree of stability. Across all regions, we
failed to detect a reliable interaction between group and time that would be indicative of a
training effect in representational distances (all p>0.26, full statistics reported in Table 1).
In order to evaluate the evidence in support of the null hypothesis that the interaction is
not present, we conducted a JZS Bayes Factor (BF) ANOVA with uniform prior across all
models [81] and found evidence supporting the null model that training does not influence
distances. The BF’s ranged from 0.33-0.36 (Table 2), which can be considered positive
evidence in support of the Null hypothesis [82].
Of course, changes in overall representational distances may not be sensitive enough to
pick up changes in the representational distances of only a few finger pairs. The simple
plasticity model we proposed in the introduction predicts that the greatest plasticity should
be observed in the finger pairs most often executed together in the sequence (Fig. 4). If
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Figure 9: Stable representational distances after training. A. Pairwise finger distances in-
cluded in overall distance analysis. B. Bar plots show mean ROI H values in the pre- and
post-training scans separately for each group. Error bars show standard error. Gray circles
are individual data points. C. Finger pair frequencies were asymmetrically distributed in
the trained sequence (see Fig. 7F). Some finger pairs, e.g. index and little were infrequently
paired, whereas other finger pairs e.g. index and middle were frequently paired. D,E. Bar
plots show mean H for frequent pairs B (panel D) and infrequent pairs (panel E) in the Pre
and Post scans separately for each group. Error bars show standard error. Gray circles are
individual data points. No comparison was found to be statistically significant at α = 0.05.
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Table 2: F-statistics and p-values for testing significance of interaction effect (group x time)
from repeated measures ANOVA for mean distances. Inclusion Bayes Factor (BF) is the
ratio of the posterior over the prior probability of the model including the interaction term.
BF<1 provide evidence that interaction effect is not present.
Region F(1,16) p-value Inclusion BF
M1 1.35 0.26 0.348
S1 0.086 0.77 0.349
PMd 0.74 0.40 0.349
PMv 0.066 0.80 0.367
SMA .042 0.84 0.333
SPL 0.34 0.57 0.35
the distances decreased for the more frequently paired effectors but increased for the less
frequently paired effectors, this may result in a net change for the overall average distance
near 0. To explore this possibility, we re-analyzed the distance changes by looking at the
frequently and infrequently occurring finger pairs in the sequence structure itself (Fig. 9D,E).
Based on the pairing frequencies, we identified four frequent finger pairs and two infrequent
pairs (Fig. 9C). However, much like the overall distance patterns, we were unable to resolve
focal changes in representational distances in either of the most frequently (Fig. 9D) or
infrequently (Fig. 9E) paired effectors. Across all regions, two way repeated measures
ANOVA indicated no significant group-by-time interaction for either frequently paired (all
p > 0.26, full statistics provided in Table 3) or infrequently paired fingers (all p > 0.13, full
statistics provided in Table 4). The Bayesian ANOVA revealed anecdotal evidence in favor
of the null hypothesis for both the frequently (BFs: 0.68-0.89, Table 3) and infrequently
(BFs: 0.53-0.60, Table 4) paired fingers.
27
Table 3: F statistics and p-values for testing significance of interaction effect (group x time)
from repeated measures ANOVA for frequently paired fingers. Inclusion Bayes Factor (BF)
is the ratio of the posterior over the prior probability of the model including the interaction
term. BF<1 provide evidence that interaction effect is not present.
Region F(1,16) p-value Inclusion BF
M1 1.36 0.26 0.87
S1 0.00065 0.98 0.86
PMd 1.27 0.28 0.89
PMv 0.27 0.61 0.68
SMA 1.05 0.32 0.83
SPL 2.86 0.11 0.84
Table 4: F statistics and p-values for testing significance of interaction effect (group x time)
from repeated measures ANOVA for the infrequently paired fingers. Inclusion Bayes Factor
(BF) is the ratio of the posterior over the prior probability of the model including the
interaction term. BF<1 provide evidence that interaction effect is not present.
Region F(1,16) p-value Inclusion BF
M1 1.16 0.30 0.54
S1 0.69 0.42 0.60
PMd 0.07 0.80 0.54
PMv 0.083 0.78 0.53
SMA 1.05 0.32 0.56
SPL 2.53 0.13 0.54
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2.3 DISCUSSION
Here we examined whether the binding of serial actions during long-term sequence learn-
ing alters the cortical representations of individual cue-response pairings. We found that,
during sequence production, temporally adjacent responses develop a high degree of cor-
relation in their response speeds. This is consistent with participants binding multiple re-
sponses together under a unified command so as to reduce computational complexity (see
also: [45, 36, 46]). Using a multivariate pattern analysis approach, based on the cross-
validated Mahalanobis estimator, we also replicated previous studies showing that cortical
motor areas reliably distinguish between activation patterns of individually cued finger re-
sponses [49]. We were, however, unable to find evidence for learning-related changes in
this representational structure of cued finger responses in any of the cortical regions tested.
Taken together, these findings show that the process of binding actions into chunked sets dur-
ing long-term skill learning does not impact the representations of individual cued actions,
suggesting that binding relies on changing more complex levels of representation beyond
individual movements.
At first glance, the absence of plasticity in population level representations of individual
actions that we observed appears to be incompatible with previous reports of plasticity in
sensorimotor cortex. Kolansinki and colleagues [77] found that the representational distances
of individual fingers shifted in S1 after physically yoking two fingers together for a period
of 24 hours. In their study, the sensory representations of the two yoked fingers remained
spatially and temporally identical, but the unyoked fingers altered their distances, suggesting
a possible compensatory effect in the sensory representations themselves. In contrast, our
task relied on training associations between temporally independent movements in a specific
context. It is possible that, had we trained on chord-like movements, where multiple fingers
are simultaneously engaged [83], for a longer period of time, we might have observed similar
changes in cortical sensorimotor representations, a hypothesis that is left open to future
studies.
Alternatively, there is a strong rationale for why single effector representations would
remain stable in cortical sensorimotor networks, particularly motor execution areas like M1,
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after long-term sequence learning. First, binding responses at the execution level may be
a maladaptive strategy for maintaining a flexible movement repertoire [2]. For example,
if index finger movements were consistently bound with middle finger movements because
a single daily task required them to work together in sequential fashion, then they might
exhibit a prepotent response in inappropriate contexts. In order to maximize flexibility, it
would be beneficial for the movements to be bound at a more abstract motor planning stage,
upstream from execution processes [84].
Of course, it is possible that there is plasticity in the representations of individual sen-
sorimotor effectors during long-term sequence learning, but limitations in our experimental
design may preclude identifying those changes. First, while the duration of training we used
was longer than many sequence learning experiments in humans, five weeks may still not be
enough time to lead to measurable representational changes in primary motor cortex. This
concern is tempered by the fact that we were able to show strong evidence of action binding
in the behavioral responses. Second, we could not look at finger representations in the stria-
tum, where there is some evidence for binding [56, 85] as the voxel sizes in this study were
too large to examine those the more fine grained subcortical representations. Future studies
at a higher MRI field strength (e.g., 7T) may afford a better spatial resolution for picking
up plasticity of sensorimotor representation in the striatum. Despite these limitations, our
experiment clearly shows that five weeks of training on a complex unimanual sequence task
does not alter the sensorimotor representations of individual effectors despite clear evidence
of binding in the motoric actions. This suggests that execution level representations remain
stable during learning and that proficiency is likely controlled by a higher level within the
motor hierarchy.
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2.4 MATERIALS AND METHODS
2.4.1 Participants
Eighteen right-handed participants (6 female, mean age: 26 years) were recruited locally
from Carnegie Mellon University (CMU) and the University of Pittsburgh. Two authors
(PB and TV) were included in the sample. All participants provided informed consent and
were financially compensated for their time. All experimental protocols were approved by
the Institutional review board at CMU.
2.4.2 Serial reaction time task
Participants were trained for 25 nonconsecutive days on a variant of the serial reaction time
task [4]. All experimental procedures were performed on a laptop running Ubuntu 14.04. At
the beginning of each training session, participants were instructed to place their right hand
over the “h” (index), “j” (middle), “k” (ring), and “l” (pinky) key. Each trial consisted of
a presentation of one of four unique fractal cues appearing on a black background. Each
cue was uniquely mapped to one of four keys on the keyboard (Fig. 2A). The trial ended
either when the participant executed a response or once the maximum response window
expired (see below), depending on which event happened first. After a trial termination,
the next cue was presented after a 250 ms inter-trial interval. Each trial block consisted
of 256 trials and was followed by a rest period where the mean response time (RT) and
accuracy for that block was provided to the participant. On each training day, participants
completed 1792 trials, separated into 7 trial blocks. RT was calculated as the delay between
stimulus presentation and a key press. Stimulus presentation and recording was controlled
with custom written software in Python using the open source Psychopy package [86]. The
software used for training is available on GitHub (CoAxLab, n.d.). Prior to the first session,
subjects were assigned to either a Trained group (n=9) or a Control group (n=9). For
participants in the Trained group, trial blocks were separated into two types: blocks of
pseudo randomly ordered cues (Random; blocks 1,2,6) or blocks of deterministically ordered
cues following an embedded 32-element sequence (Sequence; blocks 3,4,5,7). Fig. 2B shows
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the blockwise structure for a single subject in the Trained group. Trials during the Random
blocks were constrained such that repeated presentations of the same cue were excluded.
This was done so that Random trial blocks would appear more similar to the Sequence trial
blocks. The 32 element sequence presented on Sequence blocks consisted of the following
key presses: 3-4-2-3-1-4-2-1-3-4-3-4-1-3-4-2-1-2-4-2-3-1-2-1-2-4-3-1-3-1-2-4 using the mapping
(1-index finger, 2-middle finger, 3-ring finger, 4-little finger). Each Sequence block began in
a random position of the sequence. For the first 2 blocks, the response threshold for each
trial was set to 1000 ms. To encourage faster responses, the response window of blocks 3-5
was adaptively controlled such that the response window on one trial block was the mean
plus one standard deviation of the RTs from the previous trial block. If that value fell
below 200 ms or if the accuracy on the preceding block was less than 75%, the threshold
was reset to 1000 ms. The threshold was removed for the final probe blocks (6 and 7) so
that participants could move as quickly as they chose. For the Control group, the procedure
was nearly identical to the Trained group, with the exception that all 7 blocks consisted of
pseudorandomly ordered trials, i.e. there was no exposure to Sequence blocks.
2.4.3 Analysis of training data
Python code and source data to generate all figures is publicly available at GitHub. All
behavioral analysis during training focused on responses during the last two trial blocks
(probe blocks) when no adaptive response window was applied: Random and Sequence
conditions for the Trained group, Random and Random conditions for the Control group.
Differences in response time (RT) and accuracy (percent correct responses) were measured
as the difference in the means between the last two blocks, normalized by the standard
deviation of values in trial block 6, i.e., z-scored difference in performance [45]. In the
Trained group this reflects the sequence specific change in performance on each day. Since
3 subjects completed 24/25 days of training, average group visualizations are presented for
day 24 so as to evaluate the same state of learning for all subjects. Binding was measured by
computing the autocorrelation of the series of RTs within each probe trial block. The first
32 trials were excluded to remove the exponential decay as it distorts the autocorrelation
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analysis [45]. The linear trend was then removed by regression and the residuals were used to
calculate the autocorrelation function for lags 1 through 31, following the same procedure as
described in [45, 46]. Since the autocorrelation function measures general associations across
all sequential lags, it is not sensitive to specific associations between individual elements,
and therefore cannot be used to measure binding between specific finger pairs. Therefore,
we conducted a secondary analysis on the same data but examined pairwise correlations
between each distinct element (1-32) in the sequence. Average correlations, ordered by
sequence element, are shown in Fig. 7C-D. Binding between successive elements is reflected
by increases in correlations before compared to after training. To measure how much the
correlation between finger responses matches the statistical structure of the trained sequence,
we collapsed the elementwise correlation matrices by finger identity (index, middle, ring,
pinky), forming 4x4 observed correlation matrices. To measure the similarity of the observed
binding structure to the expected binding structure, we computed the mean squared error
between the finger pairing frequencies of the sequence and observed correlations. This gives
a normalized similarity measure for how well the pattern of correlations in the behavioral
responses matches the pairwise similarities of the trained sequence.
2.4.4 Imaging acquisition
Before and after training, all participants were scanned at the Scientific and Brain Research
Center at Carnegie Mellon University on a Siemens Verio 3T magnet fitted with a 32-channel
head coil. High-resolution T1-weighted anatomical images were collected for visualization
and surface reconstruction (MPRAGE, 1 mm isotropic, 176 slices). A fieldmap with dual
echo-time images (TR: 746 ms, TE1: 5.00 ms, TE2: 7.46 ms, 66 slices, 2 mm isotropic) was
acquired to correct for fieldmap inhomogeneities. For the functional imaging sessions, we
acquired 241 T2* weighted echo-planar imaging volumes (2 mm isotropic, TR: 2000ms, TE:
30.3 ms, MB factor: 3, 66 slices, A >> P, FoV: 192 mm, interleaved ascending order, flip
angle: 79 deg, matrix size: 96x96x66, slice thickness: 2.00 mm). For the finger mapping task,
we collected a total of 6 runs resulting in 1446 volumes. Functional images were oriented so
as to maximize coverage of the entire cortex and cerebellum.
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2.4.5 Neuroimaging tasks
We collected a set of finger mapping runs to estimate the activation patterns evoked by
performing each distinct cue-response pair in isolation (i.e. not embedded within a sequence).
The same stimuli from the behavioral experiments were projected on an MR-compatible
LCD screen mounted at the rear of the scanner. Participants could see this screen through
a mirror mounted on the head coil. Responses were recorded on a five-key MR compatible
response glove (PST Inc.) placed under the right hand. Each effector (e.g., individual cue-
response pairing) was presented in isolation on each trial with no structured order between
trials. Thus, the paradigm only measured responses to individual cued movements, not the
sequence itself. Each trial type was repeated 12 times per run totaling 72 trials per session.
Subjects were instructed to press the cued key several times following stimulus presentation
until the cue disappeared from the screen (1 second). Between runs, subjects were given the
option to take several minutes of rest.
2.4.6 Imaging analysis
Functional imaging data were analyzed using SPM8 and custom Matlab and Python func-
tions. Raw functional EPI images were realigned to the first volume. No slice time correction
was applied. These realigned images were then corrected for field distortions using the field
maps. All analyses were performed in native functional space. Structural T1 images were
used to reconstruct the pial and white surfaces using Freesurfer [87]. All custom code is
publicly available (CoAxLab, n.d.). Raw imaging data is publicly available for download at
https://openneuro.org/datasets/ds001233.
All analyses of task-related responses were performed using a region of interest (ROI)
approach. Anatomical ROIs were defined separately for each subject, using the surface based
Brodmann areas extracted from Freesurfer [88] following similar conventions as described in
[68]. The hand voxels of the primary motor cortex (M1) were defined as the surface nodes
with the highest probability of belonging to Brodmann area (BA) 4, 1 cm above and below
the hand knob [89]. S1 was defined as the nodes in BA1 BA2, BA3a, or BA3b, 1 cm above
and below the hand knob. Premotor cortex was defined as the nodes belonging to BA6 medial
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(PMv) or lateral (PMd) to the medial frontal gyrus. Supplementary motor area (SMA) was
defined as the voxels in BA6 along the medial wall. The Freesurfer atlas was used to define
the superior parietal gyrus, as it is not defined by a unique Brodmann area. As a control
ROI, we extracted the voxels belonging to primary auditory cortex as this region would not
be expected to exhibit any significant decoding of the visually-cued finger patterns. Each
surface based ROI was projected back into native functional space.
Analysis for effector representations was performed using representational similarity anal-
ysis (RSA) using the crossnobis estimator [70, 71, 72]. A GLM with regressors for each ef-
fector was fit for each mapping run, along with the six head motion regressors (x, y, z, pitch,
yaw, roll). Omissions and incorrect key presses were regressed out of the model. Raw time
series were orthogonalized by eigenvector decomposition and projected into the principal
component space to minimize model bias in the decoding. To estimate the differences be-
tween finger patterns, we used a cross-validated Mahalanobis distance between prewhitened
regression coefficients for each effector [50, 72]. The cross-validated Mahalanobis distance
has the advantage over other distance measures in that it is unbiased, since noise is orthogo-
nalized across runs, resulting in an expected distance of 0 if a voxel or region does not reliably
distinguish two finger patterns [49]. The estimated distance (dˆ) between the patterns (u) of
two fingers (i, j) was averaged across every pair (m, l) of runs (M) resulting in (6 choose 2)
= 15 folds using the following equation:
dˆ2i,j =
1
M
M∑
m,l:m 6=l
(umi − umj )T (uli − ulj) (2.1)
The pairwise distances between each of the fingers are summarized in a representational
dissimilarity matrix (Fig. 8B). To test for encoding and plasticity within each voxel or ROI,
we extracted the average distance between each pair of fingers pattern (K = 4) using the
following equation:
H =
K∑
k=1
d2i,j
K(K − 1) (2.2)
To examine the extent of finger representations across all of cortex, we conducted a
surface-based searchlight [90], assigning every surface node an H value based on the local
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(p=160) patterns surrounding an approximately 10 mm radius. Values for the number of
voxels (p) and radius were chosen based on previous studies [50]. This searchlight approach
enabled us to examine the entire H distribution across all voxels in each of the ROIs to
confirm that each region reliably discriminated individual effectors. Due to the observed
positive skew, we extracted the median H for all regions across all subjects and conducted
a one sample t-test against 0, in order to establish whether a region reliably decoded the
single finger movement representations. For tests of plasticity, changes in representational
distances were compared using the patterns across the top 150 voxels from each ROI, rank-
ordered by average distance, similar to the number of voxels used in previous studies [48],
because representational geometries are highly sensitive to the number of voxels that make
up a pattern [90]. We computed H separately for the pre and post training sessions and
each ROI. A repeated measures ANOVA was used to examine the influence of training on
distances in each ROI. Bayesian repeated measures ANOVA with a JZS prior over all models
was used to determine the inclusion Bayes Factor to measure the extent to which the data
supported inclusion of the interaction effect [81]. The guidelines in [82] were used to interpret
the weight of the evidence in support of the null hypothesis.
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3.0 BINDING AND SETS OF ACTIONS
3.1 INTRODUCTION
A sequence, such as a piano sonata, can be represented in multiple reference frames, including
spatially (e.g., extrinsic, visual space) and motorically (e.g., intrinsic, joint space) [5, 91, 92,
93]. For example, a sequence of notes in a melody can be represented visually as positions
of the keys on the keyboard, or they can be represented as individual finger movements.
Indeed, converging empirical evidence suggests that natural sequence skill learning relies on
learning serial orders in multiple modalities [94]. This is because representing sequences in
each modality offers different advantages. For example, learning a sequence as a series of
goals, e.g., the letters “f-t-w”, confers advantages when the same goal needs to extend across
different environments, e.g., a computer keyboard versus a keypad on a phone. On the other
hand, learning a sequence as a series of actions, e.g., outstretch the arm and sweep the hand
in a clockwise manner, allows for maximizing execution efficiency even when the end goal
may be different, e.g., waxing a car or blocking a karate blow. Thus sequential skill learning
is not a unitary process, but rather a learning process that can occur along multiple distinct
channels.
While the idea that sequence learning can occur in multiple modalities is not new [5],
it remains unclear to what degree binding is associated with reorganization of the underly-
ing movement representations, as opposed to the goal representations. There is extensive
behavioral evidence that sets of movements are bound with practice to reduce the compu-
tational load during execution, but the reference frame this occurs in [36, 46] is unknown.
Both binding movements and binding goals could lead to the observed performance im-
provements. However, these two mechanisms entail different plasticity in the underlying
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population representations.
Here we mapped the networks that encode sequences of movements and sequences of
visual cues using a remapping paradigm that allows for independently presenting serial orders
of visual cues and serial orders of finger movements [46]. Representational similarity analysis
(RSA) [70] was used to resolve where each set type was encoded. This approach enabled
probing for modality specific plasticity of the underlying population representations after
human participants reached high levels of proficiency and demonstrated robust behavioral
evidence of binding. We predicted that the distances between elements of the bound set
would converge resulting in increased dissimilarity between sets (see Fig. 4). This increased
dissimilarity would alter the representational geometries by increasing the average between
set distance in a modality specific way.
3.2 RESULTS
3.2.1 Dissociating visual and motor set encoding
We first isolated how cue and movement sets are differentially encoded within cortical net-
works. Participants executed 4-element finger movement sequences on a button glove with
their right hand while laying in an MRI scanner. Each scan lasted 90 minutes. Participants
were scanned on 2 consecutive days to avoid fatigue. The task schematic is shown in Fig.
10. Between each of eight independent scanning runs, participants learned a novel mapping
of visual cue to movement that was rehearsed until threshold performance (95% accuracy)
over the previous 20 trials was achieved (after a minimum of 100 trials), which required
approximately 2-4 minutes. The resulting cue and movement combinations associated with
movement and cue sets over each of the 8 runs is shown in Table 3.2.1. Without remapping
between individual runs, the movements and the cues are colinear, which means that the
associated BOLD patterns of activity could carry information related to the movement, the
visual cue, or some mixture of the two (as the representations did in the analysis of the
individual movements in ch. 2). With remapping between runs, the patterns of activity
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Figure 10: fMRI task used to dissociate movement and cue set representations. Prior to
each imaging acquisition run, participants learned a mapping of finger movement to cue by
practicing the pairings until 95% accuracy over the preceding 20 trials (after a minimum of
100 trials) was achieved. Following this practice, participants executed the various 4 element
sets during the scan. During each trial, 4 of the stimuli were presented simultaneously on
the screen. A correct response resulted in the stimulus dissapearing. An incorrect response
resulted in that cue flashing red. After all 4 movements were completed correctly, or when the
time on that trial exceeded 6 seconds, the fixation cross reappeared. Each set was executed
once during a trial. Responses were recorded on a button glove. Variable periods of fixation
between each set presentation were drawn from an exponential with a mean of 6 seconds. For
each of the runs, the mapping of movement to cue was randomly assigned, which required
relearning a novel mapping. This broke the colinearity between the movement and cue,
such that the executed sets across runs were composed of either identical movements with
different cues or identical cues with different movements. This permitted assessing each of
the resulting networks in isolation. The movement and cue set mappings for every run is
provided in Table 3.2.1.
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associated with the movements and the cues are dissociable, due to the fact that, across
runs, movements sets are associated with distinct cues and cue sets are associated with
distinct movements. This allows for dissociating the patterns of activity related to either
cue or movement sequences. These patterns were analyzed with two approaches. The first
approach consisted of a whole brain cortical searchlight to identify any differences in encod-
ing and the second approach consisted of a more targeted region-of-interest based analysis
to more precisely characterize the representational geometries within anatomically defined
regions of interest spanning motor and visual areas.
3.2.2 Movement and cue sets are distinctly represented
In order to resolve the overall discriminability of each sequence type throughout the cortex,
we conducted a surface-based cortical searchlight [90]. The searchlight indicates the crossno-
bis distance at each voxel between each of the sets for either the cue or response type (Fig.
11). Positive H values indicate that the patterns of activity encompassing that voxel were
reliably dissimilar across runs, and therefore can be used as a test for encoding.
Encoding of movement sets encompassed a broad set of areas in the left hemisphere
contralateral to the executing hand. The greatest dissimilarity between movements sets
was observed in a cluster spanning primary motor (M1) and primary somatosensory (S1)
cortex around the hand representation within the central sulcus (Fig. 11A). Within that
same cluster, encoding of movement sets extended anteriorally along the precentral gyrus
into premotor cortex (PMD). The next largest cluster showing movement set encoding was
observed within the superior parietal lobule (SPL). Several smaller clusters showing weaker
encoding were observed within the motor cingulate, the posterior parietal cortex, and insular
cortex.
In contrast to movement set encoding, cue set encoding was partially bilateral, specifically
around the occipital pole (OCPOLE) in the left and right hemisphere (Fig. 11B). In the
left hemisphere, encoding of the cue sets extended laterally from the occipital pole into the
inferior frontal sulcus (ITS), at the approximate location of the lateral occipital complex
(LOC) but extending more anterior. In addition, we observed two cue encoding regions
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Table 5: Movement cue mapping associated with scanning runs 1-4 (day 1) and scanning
runs 5-8 (Day 2). This ordering is shown for a single subject. The orderings were randomized
across subjects, such that all participants experience the same remapped set but in different
orders. Key: Index: 2, Middle: 3, Ring: 4, Little: 5. Movement set: MS, Cue set: CS
Movement: Mvt.
Day 1 Set Mvt. Cues Day 2 Set Mvt. Cues
Run1 MS1 2,3,5,2 C,D,B,C Run5 MS1 2,3,5,2 C,A,D,C
MS2 4,5,3,5 A,B,D,B MS2 4,5,3,5 B,D,A,D
MS3 3,2,4,3 D,C,A,D MS3 3,2,4,3 A,C,B,A
MS4 5,4,2,4 B,A,C,A MS4 5,4,2,4 D,B,C,B
CS1 4,5,3,4 A,B,D,A CS1 3,4,5,3 A,B,D,A
CS2 2,3,5,3 C,D,B,D CS2 2,5,4,5 C,D,B,D
CS3 5,4,2,5 B,A,C,B CS3 4,3,2,4 B,A,C,B
CS4 3,2,4,2 D,C,A,C CS4 5,2,3,2 D,C,A,C
Run2 MS1 2,3,5,2 B,D,A,B Run6 MS1 2,3,5,2 B,D,C,B
MS2 4,5,3,5 C,A,D,A MS2 4,5,3,5 A,C,D,C
MS3 3,2,4,3 D,B,C,D MS3 3,2,4,3 D,B,A,D
MS4 5,4,2,4 A,C,B,C MS4 5,4,2,4 C,A,B,A
CS1 5,2,3,5 A,B,D,A CS1 2,5,3,2 A,B,D,A
CS2 4,3,2,3 C,D,B,D CS2 4,3,5,3 C,D,B,D
CS3 2,5,4,2 B,A,C,B CS3 5,2,4,5 B,A,C,B
CS4 3,4,5,4 D,C,A,C CS4 3,4,2,4 D,C,A,C
Run3 MS1 2,3,5,2 C,B,D,C Run7 MS1 2,3,5,2 C,B,D,C
MS2 4,5,3,5 A,D,B,D MS2 4,5,3,5 A,D,B,D
MS3 3,2,4,3 B,C,A,B MS3 3,2,4,3 B,C,A,B
MS4 5,4,2,4 D,A,C,A MS4 5,4,2,4 D,A,C,A
CS1 4,3,5,4 A,B,D,A CS1 3,2,5,3 A,B,D,A
CS2 2,5,3,5 C,D,B,D CS2 4,5,2,5 C,D,B,D
CS3 3,4,2,3 B,A,C,B CS3 2,3,4,2 B,A,C,B
CS4 5,2,4,2 D,C,A,C CS4 5,4,3,4 D,C,A,C
Run4 MS1 2,3,5,2 B,D,C,B Run8 MS1 2,3,5,2 D,C,A,D
MS2 4,5,3,5 A,C,D,C MS2 4,5,3,5 B,A,C,A
MS3 3,2,4,3 D,B,A,D MS3 3,2,4,3 C,D,B,C
MS4 5,4,2,4 C,A,B,A MS4 5,4,2,4 A,B,D,B
CS1 4,2,3,4 A,B,D,A CS1 5,4,2,5 A,B,D,A
CS2 5,3,2,3 C,D,B,D CS2 3,2,4,2 C,D,B,D
CS3 2,4,5,2 B,A,C,B CS3 4,5,3,4 B,A,C,B
CS4 3,5,4,5 D,C,A,C CS4 2,3,5,3 D,C,A,C
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along the superior frontal sulcus (SFS), anterior to PMD. Two other smaller clusters were
observed, one within the angular gyrus, and another within the anterior cingulate.
Based on these observations, no region appeared to encode both sets irrespective of
modality (i.e., movement and visual cue). To explore this further, we performed a comple-
mentary analysis examining integration of set encoding at the individual subject level. For
every voxel, we counted how many subjects showed encoding (H > 0) of both movement
and cue sets. Across the entire cortical surface, we observed only small clusters showing at
maximum 60% of subjects encoding both sets at any voxel (Fig. 12). Together, these two
analyses strongly support the idea that cue and movement set encoding does not overlap in
their cortical representations.
3.2.3 Region of interest analysis
To study the representational structures associated with cue and movement sets, we defined
eight anatomical regions of interest, largely independently of the searchlight results. Five
anatomical regions, including M1, S1, PMD, SMA, and SPL were chosen based on a previous
MVPA neuroimaging study that showed sequential encoding within these regions [48]. In
addition to these regions, we added the OCPOLE, the ITS, and the SFS, which broadly
encompassed the areas showing cue set encoding in the searchlight 11. This approach did
not exhaustively test every small cluster that showed encoding at the group level in the
searchlight, due to the fact some of the smallest clusters were not well defined anatomically.
The pairwise distances were summarized in a representational dissimilarity matrix in
each anatomically defined region of interest, for the movement and cue (Fig. 13). To test
whether a region differentially encoded cue and movement sets, we conducted pairwise t-tests
of the average cue and movement distances. Follow-up 1-sample, 1-sided t-tests compared
the average distances to 0 to confirm significant encoding (i.e. H > 0).
3.2.4 Representational dissimilarity matrices of sets
Movement set encoding but not cue set encoding was observed in M1, S1, PMD, and SPL
(Fig. 13A). Within M1 and S1, the distances systematically differed between pairs. For
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Figure 11: Whole brain surface searchlight showing distinction of movement set and cue set
encoding. A. The flattened cortical surface from the left hemisphere showing the average
discriminability across movement sets (red) and cue sets (blue). B. Same as A but right
hemisphere. Significance was assessed using a t-test (H > 0) with FDR correction at 0.05
and cluster extent threshold of 30mm. Major sulci are indicated with arrows, inferior frontal
sulcus: IFS, central sulcus: CS, superior temporal sulcus: STS, intraparietal sulcus: SPS.
Anatomically defined regions of interest from a single subject and projected to the group
surface are shown with dotted lines. Occipital pole: OCPOLE, inferior temporal sulcus: ITS,
superior parietal lobule: SPL, primary somatosensory cortex: S1, dorsal premotor cortex:
PMD, supplementary motor area: SMA, superior frontal sulcus: SFS. Left hemisphere: LH,
right hemisphere: RH.
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Figure 12: Flat maps showing encoding of showing the number of subjects which encoded
both cue and movement sets across all of cortex computed using a surface searchlight. Left
Hemisphere (LH), Right hemisphere (RH).
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example, compared to the other pairwise distances, Set1 and Set3 and Set2 and Set4 exhibited
higher similarity. This could potentially reflect the constituent movements of those specific
sets. For example Set1 begins with index→middle and Set3 begins with middle→index,
while sets Set2 begins with ring→little and Set4 begins with little→ring (see 3.2.1). That
is, these sets begin with the same two fingers but in a different order. For other set pairs
(e.g. Set1 and Set4) this symmetry is not present. The representational structure within
PMD appeared qualitatively similar to what was observed in M1 and S1, but overall showed
smaller distances between all pairs. The distances between sets within SPL appeared more
similar.
Cue set encoding but not movement set encoding was observed along the ITS, and
the OCPOLE by assessing the differential encoding of each set type as above (Fig. 13B).
Encoding at the occipital pole is nearly uniformly distant, and may reflect a simple encoding
of low level visual features of the stimulus, rather than anything due to set structure.
The SFS and SMA were not found to reliably encode either movement or cue sets. Lack
of encoding within SMA was not surprising given the lack of any observed clusters within
this region in the searchlight. Lack of encoding within the SFS, where there is a significant
cluster, may be the result of its small size, since the representational distances were extracted
across the entire region.
Overall, the representational structures computed from the anatomically defined regions
of interest largely confirmed what was observed in the whole brain searchlights, with move-
ment set encoding and cue set encoding being entirely independent.
3.2.5 Distinguishing first item effects
One potential confound concerning the previous observations is the fact that, for a given run,
each set started with a unique cue and a unique finger (Table 3.2.1). Therefore, it is not clear
if the consistency of the first item is driving the observed encoding or the consistency of the
entire set. This distinction is crucial because if an area is truly encoding sequence structure,
the discriminability of patterns of activity across sets must be due to the consistency of the
entire set and not simply the first item. The logic of this argument arises from recently
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published work that has suggested that sequence-related activity in primary motor cortex
can be fully explained by a linear weighting of the component movements, especially the first
finger, suggesting that M1 does not encode a genuine sequence representation [95]. Therefore,
while we observe encoding of the movement sets in M1 (Figs. 11A, 13A), this could be due
to the individual response patterns being driven by a strong weighting on the first finger.
This study was not designed to specifically address this question, but it is possible to use
the other modalities sets as a control analysis to test whether the consistency of the entire
set matters or only the consistency of the first item in the set.
Therefore we investigated the RDMs associated with the first items (either first fingers,
or first cues). To assess first finger RDMs, for each run, we re-categorized the cue sets
according to what finger each cue set began with. This was possible because each cue set
began with a unique cue, and thus was initiated by a unique finger. Similarly, to assess the
first cue RDMs, for each run, we re-categorized the movement sets according to what cue
each set began with. Thus, across runs, the cue sets were used as a control for the movement
set’s first finger consistency effect, and the movement sets were used as a control for the cue
set’s first cue effect. If the consistency of the set did not matter, and the encoding results
were being driven by first item effects, then we would expect to see reliable structure in
the first item RDMs, and significant (H > 0) distances. However, unlike for the sets of
movements, the first item RDMs did not show any reliable structure related to either the
first finger or the first cue, displaying overall insignificant distances between all pairs in every
ROI and for each set type (Fig. 14). This result is consistent with the idea that the observed
discriminability between sets (Fig. 13) is driven by the consistency of the entire set, and not
just a single item.
3.2.6 Cue and movement sequence learning
Having established that independent networks encode sequences in different modalities, we
next asked whether sequence training selectively increased the representational distances
between sets in a specific modality. To answer this question, we split the same participants
into two groups and trained the first group on a sequence composed of the cue sets and
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Figure 13: Representational structures of movement sets and cue sets in anatomically de-
fined regions of interest. A. Representational dissimilarity matrices of both movement and
cue sets within regions that showed movement set encoding but not cue set encoding. B.
Representational dissimilarity matrices of both movement and cue sets within regions that
showed cue set encoding but not movement set encoding C. Representational dissimilarity
matrices of both movement and cue sets in regions that did not show encoding of either type.
Abbreviations as in Fig. 11.
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Figure 14: Representational structures of first items in anatomically defined regions of in-
terest. A. Representational dissimilarity matrices of first finger and first cues within regions
that showed movement set encoding but not cue set encoding in Fig. 13. B. Represen-
tational dissimilarity matrices of first finger and first cues within regions that showed cue
set encoding but not movement set encoding in Fig. 13. C. Representational dissimilarity
matrices of first finger and first cues within regions that did not show any encoding Fig. 13.
Abbreviations as in Fig. 11.
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the second group on a sequence composed of the movement sets. We modified the training
paradigm described in ch.2 to focus on specific sets, because here we were interested in the
representations of sets and not the representations of individual movements.
Similar to the task design used in ch.2, participants executed sequences in a serial reaction
time task [4] on a laptop keyboard, in which each finger press was cued by a unique fractal
image. Subjects learned a novel mapping of cue to finger press prior to each day, before
testing, as in the between run remapping sessions of the imaging experiment (see Fig. 10).
This remapping procedure was designed in order to maintain consistency across days of
the serial ordering of either the movements, but not the cues, or the cues, but not the
movements. Sequence-specific response time was measured as in ch.2 (i.e. by normalizing
the mean response time for the final trial block by the mean and variance of response times
during trial block 6). As in ch.2, training consisted of 7 blocks, each of which consisted of
256 trials. Blocks 1, 2, and 6 were composed of random trials and blocks 3, 4, 5, and 7 were
composed of a specific 16-element sequences. Importantly, during the training blocks (1-5),
there was a one second pause between every 4th element. This pause was used to encourage
participants to selectively bind 4 element sets. This pause was omitted during the final
probe blocks (6 and 7) to observe performance and set boundaries during more naturalistic
sequence production. It is these final blocks that were used for analysis. If the subjects were
binding sets in groups of 4 elements, as intended, then there should be lag 4 peaks during
natural sequence production. Reaction times demonstrating the block and trial structure
from a representative subject in the cue group is shown in Fig. 15. The cue group executed
a 16 element sequence composed of the 4 cue sets that were previously tested during the
imaging experiment, and the movement group executed a 16 element sequence composed of
the 4 movement sets. Training lasted approximately 30 minutes each day for 10 days, after
which the participants returned to be scanned under the same imaging protocol as before to
assess the plasticity of the trained sets.
We first confirmed that both groups showed evidence of learning by comparing the evolu-
tion of response times and accuracy across days. Both groups successfully learned to perform
the target sequence with high accuracy and speed. Accuracy for both groups exceeded 95%
during the final day of training, and sequence specific response times were performed ap-
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Figure 15: Representative reaction time plot from Day 5 from a participant in the cue set
group. Each circle shows a single cue-response trial (1756 trials total). Response times for
the sequence trials (orange circles) show increasing speed on block 3, indicating learning of
the seequence, but relatively constant times for the random trials (blue circles). On blocks
1-5, there was a 1 second pause between every 4th element, which encouraged participants
to group the sequence in sets of 4 elements. This pause was removed for blocks 6 (random
trials) and 7 (sequence trials). This pause is excluded from the measurement of reaction
time, which is computed from the onset of the cue (which occurs after the pause) and the
onset of the key press.
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proximately 3 standard deviations faster than the random trials by the end of training.
Repeated measures ANOVA indicated a significant main effect of time for both accuracy,
F (9, 189) = 3.88, p = .00015, and RT F (9, 189) = 16.06, p < .00001, indicating a signifi-
cant increase in both accuracy and response time throughout the training period. However,
there was no group x time interaction effect in terms of either accuracy (F (9, 189) = 1.51,
p = 0.14), or RT (F (9, 189) = 1.47, p = 0.15). Together these results indicate that both types
of sequences were performed with a high degree of accuracy and speed, with no significant
group difference detected.
We next examined whether there was any emergence of binding in either group, using
the same autocorrelation method as before (ch.2). Both groups showed non-zero correlations
suggestive of binding (Fig. 17). In addition, there was a pronounced peak in the correlation
function every 4th lag that was especially evident in the cue group and whose magnitude
appeared to decrease with training. These peaks were expected due to the fact that par-
ticipants were trained during the practice blocks with pauses every 4 trials. Therefore, the
participants learned to execute the sequence in sets of 4 elements. When considering all
lags, we did not detect a significant group x time interaction in the magnitude of correlation
(F (9, 189) = 0.741, p = 0.67), suggesting that binding indices across the two groups did not
differ. Followup tests on the average of the first three lags (F (8, 189) = 0.966, p = 0.470),
and the 4th lag (F (9, 189) = 0.517, p = 0.861), did not result in any significant differences
between groups (Fig. 18). Thus, there was no detectible difference in binding using these
measures across 10 days of practice between groups that learned a sequence composed of cue
sets, and a group that learned a sequence composed of movement sets.
3.2.7 Effects of training on the set representations
To determine whether binding in the behavioral responses coincides with altered represen-
tational distances between sets of actions, we measured how the average pairwise distances
changed for each cortical ROI before and after training. We hypothesized that if the move-
ments within a set are bound, then there should be an increase in the average distance
between set pairs, due to the fact that the patterns generating a particular set became more
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Figure 16: Both cue and motor sets were learned and executed with high speed and accuracy.
Boxplots show quartiles (box), medians (horizontal lines), 95% CI of the median (notch) and
outliers (diamonds) for accuracy (A) and z-scored reaction time (B) averaged across all 256
trials during the final sequence probe block, separated by group, across each of the 10 days
of training.
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Figure 17: Both the group trained on the motor sets and the group trained on the cue sets
showed emergence of binding. The correlation was computing by comparing the sequence
of response times during the final probe block with lagged copies of itself. A. Movement
group: correlation between lags 1-15 of the 16 element sequence shown for each day of
training separated by training day. B. Same as A for the cue group. Peaks in the correlation
functions at lag 4 are the result of training the sequence in 4 element sets (see methods:
serial reaction time task). Error bars show standard error.
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Figure 18: Binding measurements of the average of the first three lags and the 4th lag (17)
did not significantly differ. A. The average of the correlation function over the first three
lags plotted on each day for both groups separately. B. Same as A for the 4th lag (peaks in
17). Plotting conventions as in 16.
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distinct from one another (Fig. 4B). In addition, this should occur in a modality specific
manner, with increases in the cue set (CS) distances for the cue group and an increase in the
movement set (MS) distances for the motor group. If correct, this would result in a change
in the magnitude of the average between pair distance (H).
Fig. 19 summarizes the average distances across all the cortical regions of interest both
before and after the 10 days of training. The distances between sets within a specific modality
were computed in order to separate the potential effects of training on that modality. Across
all regions, the average movement set separability and the average cue set separability was
similar before and after training. We observed a slight increase in the average separation for
some of the conditions, for example within the OCPOLE for the cue group between cue sets.
However, the cue group also showed an increase in separability of the movement sets (which
were untrained) in M1. When looking at all pairwise distances (Fig. 19) we were unable to
find a reliable influence of sequence training on the average pattern distances in any of the
regions of interest for either the cue (Fig. 19A) or the movement group (Fig. 19B).
Table 3.2.7 shows the results of both frequentist and Bayesian repeated measures ANOVA
for the main effects of training (pre-post), modality (mvt-cue) and the interaction between
training and modality (Int.) in each of the regions of interest. This testing was conducted
on each training group separately. The first column shows the results of testing for the
presence of a main effect of training, which would indicate a change in set separability. The
2nd column shows the main effects of movement versus cue separability, which indicates a
difference in modality encoding within a particular region. Those tests recapitulated the
results of the previous section (3.2.2). The third column indicates the results of testing
for an interaction effect between training and modality, which would be an indicator of
modality specific plasticity. None of the interaction effects were significant (after Bonferonni
correction). Thus, there was no evidence that between set distances within these regions of
interest changed with learning in either group. In the cue group, the Bayes Factors revealed
mostly anecdotal to mixed evidence for the null, with the greatest amount of evidence in
support of plasticity of the untrained modality within M1. For the movement group, across all
regions, the Bayes Factors supported the null with anecdotal evidence in SPL, and moderate
to strong evidence in all other regions.
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Figure 19: Average distances (Hmean) did not significantly change before and after training.
A. Average distances across all subjects within the cue group before and after training shown
for each anatomically defined region of interest (Fig. 3.2). B. Same as A for the movement
group. Error bars show standard error. Movement sequence: MS, cue sequence: CS. Circles
are individual data points. ROI abbreviations as in Fig. 11.
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Table 6: F statistics and p-values for main effects of differences in encoding of movement and
cue sets (TrainedModality), differences in pre and post training encoding (prepost), and the
interaction between set type and training (Int.), computed using repeated measures ANOVA.
Log Bayes Factors (BF) indicate the ratio of the posterior over the prior probability of the
model including that effect.
Cue group prepost TrainedModality Int.
F(1,9) p-value logBF F(1,9) p-value BF F(1,9) p-value logBF
OCPOLE 1.289 0.286 -0.692 9.68 0.012 4.11 1.125 0.317 -0.374
ITS 0.607 0.456 -0.827 34.99 0.0002 8.702 0.852 0.38 -0.449
SPL .00018 0.989 -0.85 23.068 0.001 9.144 3.797 0.083 0.061
S1 0.614 0.45 -1 32.005 0.0003 16.7 1.644 0.232 -0.45
M1 1.838 0.208 0.275 12.457 0.006 4.819 6.957 0.027 1.07
PMD 1.79 0.213 -0.494 4.867 0.55 -0.191 0.015 0.904 -1.07
SMA 2.222 0.17 -0.164 1.003 0.343 -0.812 1.909 0.2 -0.852
SFS 0.249 0.63 -1.233 1.102 0.321 -0.865 1.683 0.227 -1.227
Mvt group prepost TrainedModality Int.
F(1,9) p-value logBF F(1,9) p-value BF F(1,9) p-value logBF
OCPOLE 0.484 0.504 -0.977 7.311 0.024 3.257 0.24 0.636 -0.845
ITS 0.057 0.817 -1.314 62.968 0.000025 10.394 0.045 0.837 -1.027
SPL 1.13 0.316 -0.704 17.653 0.002 4.334 0.829 0.386 -0.211
S1 0.065 0.805 -1.134 35.113 0.00022 12.85 0.023 0.883 -0.998
M1 0.76 0.406 -0.964 16.378 0.003 9.264 0.619 0.452 -0.654
PMD 1.797 0.213 -0.521 4.867 0.055 -0.209 0.015 0.904 -1.044
SMA 0.061 0.81 -1.392 3.816 0.083 -0.615 0.05 0.282 -1.825
SFS 1.797 0.213 -0.957 4.867 0.055 -1.041 0.015 0.904 -0.873
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3.3 DISCUSSION
Here, using a novel paradigm that dissociates visual and motor responses, we identified two
systems that represent visual and motoric sequence sets separately. Cue set encoding was
observed along the ventral visual stream, while a dorsal stream and cortical motor areas
appeared to encode motoric sets. Two separate groups that were trained for 10 days on
either cue sets or movement sets exhibited largely similar behavioral patterns in terms of
improvements in accuracy, increases in speed, and measurements of binding. Despite clear
evidence of learning in both groups, the average representational distances between sets did
not significantly differ following training. This suggests that our hypothesis regarding a
reorganization of sets does not explain the binding mechanism.
Our results on movement set encoding are consistent with a long line research that has
implied a role of M1, S1, PMd and SPL in sequence learning and execution (for reviews, see
[96, 97]). In addition, we detected several smaller clusters showing movement set encoding
within regions that have also been shown to be involved in hand and motor control including
motor cingulate [98], posterior parietal cortex [99], and insular cortex [100]. At the same
time, we did not detect any movement set encoding within SMA (Fig. 11A, Fig. 13A), which
is an area that has previously been implicated in the execution of sequences [101] as well as
the chunking of movements into sets. One possible explanation is that SMA only encodes
set representations when the visual stimuli and the corresponding movement are consistent.
Cue set encoding was partially bilateral, specifically around the occipital pole. It is likely
that encoding in primary visual areas is driven by low level visual features and not necessarily
the sequence itself, since the cued sets were presented as a single image. We also observed
cue set encoding extending ventrally from a region approximately situated within the lateral
occipital complex, known to be tuned to visual statistics [14], but extending anteriorly as well.
The two visual regions anterior to dorsal premotor cortex are situated at the approximate
location of the frontal eye fields [102], which could be the result of stereotyped saccades for
specific sets. We also observed encoding within the angular gyrus, and within the anterior
cingulate, which could be related to the attentional demands of the task [103].
Perhaps most importantly, we did not observe any overlap in movement or cue set encod-
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ing in either the searchlight analysis, nor in the region of interest analysis, suggesting that
learning motor sets and cue sets may occur through primarily independent channels. There-
fore, there is no single sequence learning area but multiple areas that represent sequences in
different ways.
The null findings that we observed with respect to the stability of the average within-set
distances suggest that our hypothesis – that reorganization of the movement representations
is a mechanism underlying binding – is incorrect. If the absence of plasticity after modality-
specific sequence learning in those set representations is accurate, then it suggests that
the mechanisms underlying binding and sequential skill learning do not rely on altering or
impacting initial representations that are established early during learning.
At the same time, it is possible that the specific type of RSA that we conducted is
insensitive to detecting changes in cortical representations after sequences become bound into
unified sets. The foundation of our approach is the cross-validated Mahalanobis (crossnobis)
distance measure [70, 74, 75]. The crossnobis distance measure has many useful properties,
such as a meaningful 0 point, as positive crossnobis distances indicate that two conditions
are reliably different from one another [73]. We chose this measure because we did not
have a strong prior on the representational structure of either visual or motor sets. Indeed,
exploring the representational structures of the visual and motor sets was one of the goals
of this study. Alternative approaches based on pattern component modeling are capable of
revealing more detailed insights about the representational structure of a given region, for
example whether a region encodes a linear combination of individual finger movements [95].
Our study design was suboptimal for this type of analysis, due to the fact that we did not
test multiple sequences with the same combination of finger presses or cue presentations with
different orderings. While each sequence began with a unique cue or finger across runs, some
sequences included fingers that were not used in other sets. In addition, we did not have
multiple sequences that began with the same cue or finger, but differed in the subsequent
key presses/cues. However, we did find that the consistency of the entire set, and not the
first item specifically, was necessary to obtain reliable encoding.
A final limitation is the fact that we did not examine the representational structures
within subcortical areas, like the basal ganglia, that have been shown to be involved se-
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quential skill learning, particularly the representation of set boundaries e.g: [56, 57, 85]. It
is possible that the basal ganglia do encode both types of sequences (i.e. independent of
modality). Our analysis was restricted to cortical areas because the signal to noise ratio for
this particular task is high in cortex and the analysis method has been validated [49]. The
basal ganglia are small and we lacked the appropriate spatial resolution with 3T fMRI to
sample at a high enough spatial resolution to resolve representational patterns in this sub-
cortical area. Ongoing investigations at higher resolution (7T) will hopefully overcome this
limitation and extend the investigation of sequence representations into crucial subcortical
nuclei that regulate motor skill consolidation.
3.4 MATERIALS AND METHODS
3.4.1 Participants
20 healthy adults (mean age: 26, 9 females) were recruited from the Pittsburgh population.
All participants provided informed consent and were financially compensated for their time.
Experimental protocols were approved by the Institutional review board at Carnegie Mellon
University.
3.4.2 Scanner Task
Participants executed sets of four visually cued finger movements, which were recorded on
a button glove while in the scanner. The cue to response mapping was randomized on each
run, such that the collinearity between cue and response was minimized. Between each
imaging session (n=8), participants learned a new mapping, and were required to reach 95%
accuracy before the next scan would begin.
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3.4.3 Serial reaction time task
Participants were trained for 10 non-consecutive days on a variant of the serial reaction time
task [4]. All experimental procedures were performed on a laptop running Ubuntu 14.04. At
the beginning of each training session, participants were instructed to place their right hand
over the “h” (index), “j” (middle), “k” (ring), and “l” (pinky) key. On each day, each cue was
uniquely mapped to one of four keys on the keyboard such that every day consisted of a novel
mapping between cues and responses, analagous to the between run procedure used during
the fMRI acquisition. Participants learned this mapping through several repeated cycles
with the appropriate key to press visually presented on the screen. Participants then had to
reach 95% accuracy on a set of trials during which the visual feedback was not presented.
This ensured that participants were not attempting to perform the sequence task without
knowing the mapping, which would have confounded the results.
Each day of training consisted of 1792 trials separated into 7 blocks. Each trial consisted
of a presentation of one of four unique fractal cues appearing on a black background. The
trial ended either when the participant executed a response or once the maximum response
window expired, depending on which event happened first. After a trial termination, the
next cue was presented after a 250 ms inter-trial interval. Each trial block consisted of 256
trials and was followed by a rest period where the mean response time (RT) and accuracy
for that block was provided to the participant. RT was calculated as the delay between
stimulus presentation and a key press. Stimulus presentation and recording was controlled
with custom written software in Python using the open source Psychopy package [104, 86].
The software used for training is available on GitHub (CoAxLab, n.d.).
Prior to the first session, subjects were assigned to either a cue group (n=10) or a
movement group (n=10). Blocks 1, 2, and 6 consisted of randomly ordered trials and blocks
3, 4, 5, and 7 consisted of deterministically ordered cues following an embedded 16-element
sequence. This sequence was composed of either the 4 cue sets (cue group), each set consisting
of 4 cues, or the 4 movement sets (movement group), again each consisting of 4 movements.
Sequence blocks 3, 4, and 5 included a prolonged gap (1000ms) between every 4th element,
in order to encourage specific binding of that group of movements or cues. This gap was
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removed during the final block (block 7), such that participants could execute the entire
sequence with their preferred timing. The final block was the sole block used to analyze the
response times, accuracy, and binding.
3.4.4 Analysis of training data
Differences in response time (RT) and accuracy (percent correct responses) were measured as
the difference in the means between the last two blocks, normalized by the standard deviation
of values in trial block 6, i.e., z-scored difference in performance [45]. Accuracy was measured
as the percentage correct trials during the final block. Binding was measured by computing
the autocorrelation of the series of RTs within each probe trial block. The first 16 trials were
excluded to remove the exponential decay, as it distorts the autocorrelation analysis [45]. A
5th order polynomial was fit to the remaining RTs and the residuals from that fit were used
to calculate the autocorrelation function for lags 1 through 15, following the same procedure
as described in [45, 46]. It was found that a 5th order polynomial produced a better fit than
the linear fit and generated less trend in the residuals.
3.4.5 Imaging acquisition
Participants were scanned on two consecutive days at the Scientific and Brain Research
Center at Carnegie Mellon University on a Siemens Verio 3T magnet fitted with a 32-channel
head coil. On the first day, high-resolution T1-weighted anatomical images were collected for
visualization and surface reconstruction (MPRAGE, 1 mm isotropic, 176 slices). Fieldmaps
with dual echo-time images (TR: 746 ms, TE1: 5.00 ms, TE2: 7.46 ms, 66 slices, 2 mm
isotropic) were acquired both days to correct for fieldmap inhomogeneities. For each of the
functional imaging sessions, we acquired 241 T2* weighted echo-planar imaging volumes (2
mm isotropic, TR: 2000ms, TE: 30.3 ms, MB factor: 3, 66 slices, A >> P, FoV: 192 mm,
interleaved ascending order, flip angle: 79 deg, matrix size: 96x96x66, slice thickness: 2.00
mm). Scans were oriented to incorporate all of the cortex and as much cerebellum as allowed.
4 runs were collected on each day resulting in 8 total runs (1928 volumes total).
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3.4.6 Imaging data analysis
Functional imaging data were preprocessed using SPM8. Raw functional EPI images were
realigned to the first volume and corrected for field map inhomgenities using the voxel
displacement map generated from the field maps, separately for each day. Statistical analyses
were performed at the individual subject level in native functional space. No slice timing
correction was applied. For visualization, a 2x2x2 FWHM kernel was applied on the group
level distance maps (Fig. 11).
3.4.7 Representational Similarity Analysis
Analysis of movement and cue set encoding was performed using representational similarity
analysis using the crossnobis estimator [70, 71, 72]. Three separate GLMs were used to
evaluate set encoding, first finger effects and first cue effects. For the analysis of set encoding,
a GLM with regressors for each cue (4 regressors) and movement (4 regressors) set was fit
for each run, along with nuisance regressors for head motion (x,y,z, pitch, yaw, roll). Two
additional GLMs with regressors for each finger movement (index, middle, ring, little) or
each cue (A, B, C, D), along with the nuisance regressors were also fit to evaluate the
strength of encoding sets relative to the first item effects, which are thought to account
for some portion of the hemodynamic response in primary motor cortex [50]. Distances
were estimated between the patterns of prewhitened beta coefficients (ui) in each ROI or
surrounding a particular voxel for the surface searchlight using the crossnobis estimator
across runs (M). Distances were normalized by the number of voxels (P) in each ROI which
varies across participants due to differences in brain size and curvature.
dˆ2i,j =
1
MP
M∑
m,l:m6=l
(umi − umj )T (uli − ulj) (3.1)
The representational dissimilarity matrices shown in Fig. 13 show these distances be-
tween each cue or motor set pair. For the searchlights shown in Fig. 11 and for tests of
statistical significance, we computed the average distance (H) across all pairs (K) using the
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following equation:
H =
K∑
k=1
d2i,j
K(K − 1) (3.2)
3.4.8 Whole brain searchlight
To examine the extent of modality specific set encoding across all of cortex, we performed
a surface-based searchlight [90], assigning every surface node an H value based on the local
p=160 patterns surrounding an approximately 10 mm radius. Individual encoding maps
were smoothed with a 2x2x2mm FWHM Gaussian kernel, and projected to the average
surface. Significance was assessed at each voxel using a one sample t-test on the distances
(H > 0). Multiple comparisons correction was applied using FDR (q < 0.05). Clusters were
thresholded at a 30mm extent.
3.4.9 Regions of interest
Regions of interest were selected similarly to previously published reports [78]. The hand
voxels of the primary motor cortex (M1) were defined as the surface nodes with the highest
probability of belonging to Brodmann area (BA) 4, 1 cm above and below the hand knob
[89]. S1 was defined as the nodes in BA1 BA2, BA3a, or BA3b, 1 cm above and below the
hand knob. Premotor dorsal cortex was defined as the nodes belonging to BA6 lateral to
the medial frontal gyrus. Supplementary motor area (SMA) was defined as the voxels in
BA6 along the medial wall. The Freesurfer atlas was used to define the superior parietal
lobule, the occipital pole, the superior frontal sulcus, and the inferior frontal sulcus. For
each region of interest, we extracted the patterns across all voxels within that roi. These
patterns were compared using equation 3.1 and 3.2 in order to generate the average RDMs
for each ROI and the average distances across all patterns to statistically compare cue and
motor set encoding in each region.
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3.4.10 Statistical testing
We conducted both classical ANOVA and Bayesian ANOVA as both tests provide useful in-
formation, and Bayesian ANOVA is especially useful to interpret non-significant effects and
the evidence for interaction and main effects across different models. Repeated measures
ANOVA was conducted to compare the main effects of cue and response set encoding, train-
ing effects on the representations, and the interaction effect between set type and training.
Bayesian repeated measures was conducted in R using JASP [81]. The reported inclusion
log Bayes Factors are calculated using the ratio of the posterior over the prior probability of
the model including the effect of interest.
3.4.10.1 Software Accessibility Code to reproduce all analyses is available on GitHub
[105]. The software for reproducing the experimental tasks in the scanner was written in
python using Psychopy [104]. The code for reproducing the figures is available as a jupyter
notebook [105]. The raw imaging data was preprocessed using custom SPM8 scripts.
3.4.10.2 Data Availability All the data for recreating the figures is available on GitHub
[105]. The raw imaging data will be made available at https://openneuro.org/.
65
4.0 SUMMARY AND CONCLUSIONS
4.1 FINAL SUMMARY
The ability to bind multiple movements into unified sets is a central mechanism underly-
ing the ability to consolidate habitual sequential skills. In the previous two chapters, we
examined different features associated with binding before, during, and after reaching ex-
pert level performance at a sequence production task. In two separate studies, we observed
clear evidence that robust correlations between reaction times of temporally independent
actions during sequence production emerges with training (see also [45, 46]). Importantly,
these emergent correlational patterns between temporally independent actions appeared to
operate on distinct time scales compared to the simple reductions in reaction time or im-
provements in accuracy that also accompany sequential skill learning [45]. The emergence of
correlations in sequential movements is consistent with the movements falling under a new
common motor command that initiates multiple movements together, as depicted in Fig.
2. In chapter 2, we showed that the correlational structure of bound movements appears
to follow the first order transition probabilities between movements in the sequence. We
also showed that the cortical representations of the individual movements were stable after
prolonged training. In chapter 3, we showed that these correlations in sequential responses
can be detected when sequences are represented in both visual and motoric modalities; how-
ever, unlike our previous work [46] we did not detect an advantage for training in the visual
modality over the motoric modality. In the cortical networks linked to visually-cued move-
ment production, we found a clear dissociation of networks that encode movement sets and
visual cue sets. While this apparent independence of networks that encode sensory and
motor sequences has been previously postulated [5], it has never directly tested within the
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same subjects. This result suggests that there is no central sequence representation common
across sequence modalities, but multiple representations of a sequence in different reference
frames.
4.2 METHODOLOGICAL LIMITATIONS
While our behavioral findings were robust and clear, there are several possible reasons that
could explain why we failed to detect any training-related changes of movement representa-
tions in cortical motor networks. One concern, for example, is the reliance on the crossnobis
estimator [73]. While this estimator is unbiased [80], the variance on some of the analyses
reported here appears to be high. This fact, coupled with variability in performance, sug-
gests that that the average distances may only appear stable when in fact a subtle change
in representational relationships occurs. Tempering this criticism is the fact that one of the
properties of the crossnobis estimator is a meaningful zero point. This means that the ex-
pected average distance of a region that does not encode a particular task condition is zero.
In regions where we had a strong prior for encoding, such as M1 and PMd, the distances
between conditions were positive. In regions where we had no strong prior for encoding, such
as primary auditory cortex, the expected distances were zero. This provides confidence that
we are reliably measuring encoding of action representations in these areas. In addition, the
Bayes Factors provide some support that the effect we hypothesized is not present, rather
than that the data were too noisy to detect it. Together, the signal-to-noise ratio seemed
adequate to answer our main question by showing that the training paradigm did not alter
the cortical representations.
A second methodological limitation for both neuroimaging analyses is the lack of power
to observe what is likely a relatively modest effect size. However, previous studies of sensory
representational plasticity provide a reasonable measure of the true effect size, suggesting we
are reasonably powered [77]. While it is true that the number of samples in both studies was
comparatively low for a typical univariate functional imaging study (at 10 participants per
group), several design choices alleviate this concern. First, we collected a substantial amount
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of data per subject. In study 1 (chapter 2), each subject was scanned for approximately 2
hours before training, and 2 hours after training, with 6 identical and independent imaging
sessions per run. In study 2 (chapter 3), each subject was scanned for approximately 3
hours before and after training, each involving 8 independent imaging sessions per run. This
relatively large volume of data per subject enabled us to obtain robust estimates of the
population patterns of interest. Second, due to the fact that we had independent estimates
of these patterns for each individual subject, we were also capable of treating each subject
as their own experiment, similar to non-human primate studies that report estimates for a
handful of animals. Individual subject data were analyzed with non-parametric permutation
tests for both imaging studies, and the results of those tests did not alter our conclusions.
Thus, while the number of subjects was modest, we do not believe that our results are simply
the result of insufficient power.
A third methodological limitation is the focus on the cortical motor representations.
Notably, we did not examine subcortical representational plasticity. This is a concern given
the fact that a lot of evidence, in both electrophysiological [56, 57, 54, 55] and imaging
[85, 106] studies, points to the striatum as being a location where motor sets may be built (for
a review see [107]). The main reason that we did not examine the representations within the
striatum is that we did not observe robust separation of the digits as we did throughout the
cortical motor network. Therefore, the signal-to-noise ratio for these particular experiments
and imaging protocol is insufficient to address questions about binding within the basal
ganglia. Future studies in our lab at 7T MRI, with much higher spatial resolution, should
be sufficient to resolve the topography within and address this question.
A final methodological limitation is the reliance on the average distance H as the sole in-
dicator of representational plasticity. There are several alternative measures that could have
been used. One possibility is that the geometries are stable, but that the overall representa-
tional extent increases. If a greater neuronal population is recruited for a given task, such as
executing a set of finger movements, that would not necessarily be reflected in a change in
the distance. Indeed, it has been shown that practice expands the cortical representations of
trained sequences compared to untrained sequences [48]. We did not report on this type of
analysis because it is not as clearly related to binding as to sequence learning, more broadly
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construed. Another alternative indicator of plasticity would be identifying changes in repre-
sentational connectivity. For example, one could measure the RDM correlation throughout
the motor network, to determine if higher order motor planning regions are more dynamic.
This correlation is again somewhat tangential to the main question of a binding mechanism,
and thus we did not address it here.
4.3 INSIGHTS
Fig. 20 summarizes the similarities between the cortical networks shown to encode individual
cued-movements (chapter 2) and the cortical networks that encoded action sets represented
in the two modalities (chapter 3). The set maps (panel B) show clusters that occupy what
is almost a strict subset of the areas encoding individual cued-movements (panel A), for
example, in the right hemisphere ipsilateral to the executing hand. This is consistent with the
idea that learning sequential actions is a specialty function of visuomotor planning. This fact
also raises the possibility that the set encoding is simply a weighted combination of individual
movements. However, the covariance patterns associated with the action sets did not appear
to be copies of the first finger or first cue effects (compare Fig. 13 & Fig. 14). Therefore,
in order to obtain reliable encoding, the entire set had to be consistent, and not just the
first item within that set. A recent paper that explored sequence representations in primary
motor cortex found that the local patterns of activity could be sufficiently explained by a
linear combination of the component finger movements [95]. In our data, the representational
structure of the sets is suggestive of a genuine sequence representation even within primary
motor cortex, but the study design lacks the appropriate detail to do such an analysis. Future
analyses will examine the extent to which the representational structures of sets (Fig. 13 &
Fig. 14) can be predicted by the single finger representations.
The behavioral findings reported in chapters 2 and 3 are not the first reports of an emer-
gent autocorrelative structure in sequential movements [45, 46]; however, we have advanced
the current understanding of this effect by showing that naturalistic binding follows the sta-
tistical structure of the trained sequence. In addition, we showed that training on explicit
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Figure 20: Difference in individual movement encoding and movement set encoding across
the entire brain. A. Average distance between individual cue-response pairs (chapter 2). B.
Average distance between cue (shown in blue) or movement (shown in red) sets (chapter 3).
Distances were computed at each voxel using a surface based searchlight and projected onto
a flat map of the average surface. Panel B shows the same data as Fig. 11. Note that the
scales between panels are not identical.
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set structures in either the visual or motor modalities does not have an observable effect in
terms of degree of binding. The fact that we did detect an advantage in the visual group in
[46] but not here may be accounted for by differences in training regimens between the two
studies. Unlike in [46] where natural boundaries of subsets of the sequence were required to
be learned in a similar way as done in chapter 2, in the experiment reported in chapter 3 we
included pauses between every 4th movement in order to facilitate binding specific to those
4 element sets. Thus, by explicitly demarcating a substructure of the sequence, we may have
removed an advantage for learning to bind items together that we previously observed for
sequences represented in a visual modality.
The emergence of a correlation in response times across movements suggests the existence
of a skill representation that generates a common motor command at some, likely interme-
diate, level of the motor hierarchy. Based on previous studies [45, 46], we hypothesized that
binding would involve a reorganization of the neural population patterns that encode the
individual actions. In particular, we hypothesized that binding would involve a shift in the
representational geometries of either individual movements (reduced distances after training)
or sequential sets (increased distances after training) (Fig. 4). A major part of this disser-
tation consisted of investigating the representational structures, in cortical motor networks,
associated with both individual movements (chapter 2) and movement sets (chapter 3) both
before and after extensive sequential training. As stated in the specific aims, we postulated
that the population patterns of the elemental movements that compose bound sets would
converge, and that this convergence would alter the representational geometry associated
with those sets. Importantly, we presumed that this training-related change would happen
in higher level motor planning areas and not low level execution areas like primary motor
or primary somatosensory cortex. Such a reorganization would have been suggestive of the
neural mechanism underlying binding, which is not currently understood. However, we did
not detect any consistent changes in the representational geometries associated with either
individual movements or movements sets. This fact suggests that binding may not be as-
sociated with a plasticity mechanism that alters the relative patterns of representation of
movements.
One reason for this stability in the cortical representations of actions may simply be
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the limited scope of training. The cortical representational geometries that we observed for
individual movements within M1 and S1 (Fig. 8) were consistent with previous reports that
have indicated the organizational structure of the hand is best explained by the covariance
patterns associated with everyday use [49]. Since 30 minutes of training constitutes only
a small proportion of the total hand use time throughout the day, such training does not
significantly alter the natural statistics of hand use. In addition, noted in chapter 2, binding
movements together at this level of the motor hierarchy could reduce behavioral flexibility
[2]. Perhaps it is not that surprising that the representational structures within primary
motor and somatosensory cortex are therefore stable. It is perhaps more surprising that the
geometries were also stable in higher order planning regions, such as PMd and SMA, where
the geometries are not as well described by natural statistics (Fig. 8). In any event, while
the training time was limited, there was robust behavioral evidence of learning as well as
the emergence of binding, which should have moved the representations if our hypotheses
concerning the binding mechanisms were correct.
Even before training, the representational patterns associated with particular movement
sets were highly dissimilar (Fig. 11). This result is consistent with previous research that
has shown both trained and untrained sequences are encoded in both primary motor and
higher order planning regions such as PMd, PMv and IPS [48]. Given that this pretraining
discriminability requires consistent pairwise differences across imaging runs, one explanation
as to why we did not observe set plasticity is that the representations are very quickly
constructed and remain stable regardless of how training occurs.
While binding was clearly visible in the behavior of both experiments, the consequence
of this plasticity does not appear to impact the representational geometries in cortical motor
networks, suggesting that the mechanism underlying binding does not involve a reorganiza-
tion of representational patterns of movements. This finding is somewhat puzzling in light of
the substantial body of work that has shown represetnational geometries do change in other
learning contexts, for example in category learning [17, 108] and somatosensory perception
[77]. What could acccount for the fact that representational geometries are known to be
plastic in other contexts and not here? One possible clue as to why these representations
exhibit such high stability is recent research using brain computer interfaces to investigate
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motor learning in non-human primates. Neural activation patterns occupy low dimensional
subspaces, or intrinsic manifolds, within motor cortex, presumably resulting from the under-
lying circuitry. These intrinsic manifolds have been shown to constrain the degree of learning
in point to point reaching tasks such that within manifold perturbations are much easier to
learn than perturbations orthogonal to the manifold [109]. Furthermore, when learning does
occur, the existing neural population patterns are stable, but the same population patterns
become reassociated with different movements [110]. In the context of RSA, this result could
mean that the average distance between all neural population patterns, which we used as
a summary statistic, would remain constant. While a direct link between intrinsic mani-
folds and the representational geometries requires a thorough analysis of the voxel-by-voxel
covariance matrices across different conditions, the absence of plasticity we reported would
be consistent with the reassociation learning strategy. This would suggest not looking for
changes in the average distance (H), but changes in which patterns are associated with what
movement.
4.4 CONCLUSION
Together, the findings from these studies show that, after extensive practice of a motor se-
quence, the brain learns to bind temporally adjacent actions. This binding process naturally
arises from learning the temporal order of associations between sequentially repeated ac-
tions, regardless of whether sequences are represented as sets of movements or sets of visual
cues. Neurally, binding appears to have little impact on the macroscale cortical patterns of
activity associated with either individual movements or isolated movement sets represented
in either a motor or sensory modality. Despite robust impacts of skill learning on behavior,
binding does not coincide with fundamental changes in the underlying relationships between
sensorimotor representations.
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