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Abst rac t - -Neura l  networks are widely used in many applications including astronomical physics, 
image processing, recognition, robotics, and automated target tracking, etc. Their ability to ap- 
proximate arbitrary functions is the main reason for this popularity. In this paper, we discuss the 
constructive approximation on the whole real line by a neural networks with a sigmoidal activation 
function and a fixed weight. Using the convolution method, we show neural network approximation 
with a fixed weight to a continuous function on a compact interval. Also, we demonstrate a compu- 
tational work that shows good agreement with theory. @ 2004 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
An artificial neural network is a mechanism for carrying out a highly parallel computation of 
functions of several real variables. Loosely speaking, an artificial neural network computes func- 
tions that are linear combinations of a single simple nonlinear function (called an "activation 
function") composed with affine functionals. In this paper, we focus our attention on an artificial 
neural network called a "feedforward network with one hidden layer". The basic component of a. 
neural network is called a "neuron". The neurons are organized in layers. A feedforward neural 
network with one hidden layer has three layers: input layer, hidden layer, and output layer. A 
feedforward network with one hidden layer computes functions of the form 
n 
x ~ Ec~a(a~"  x + b~), 
i=1 
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where a is a univariate activation function, x and weights ai E R s, and ci and thresholds bi E I~. 
There are some examples of activation functions. 
o-(x) = (1 -t- e-X) -1 
a(x) = (1 +x2)O a 
: Izl 2 -1, q E N 
and 
(the squashing function), 
(generalized multiquadrics), 
(thin plate splines), 
a(x) = exp (-Ix12) (the Gaussian function). 
A sigmoidal function which is defined as 
Iim a(x) = 1 and lim a(x) = 0 
plays an important role as an activation function. 
In approximation by neural networks, we have two main problems. The first is the "density" 
problem of determining the conditions under which an arbitrary target function can be approxi- 
mate arbitrary closely by a neural network with one hidden layer. The second is the "complexity" 
problem and it is almost the same as the problem of degree of approximation [1]. The possi- 
bility of approximating an arbitrary continuous function on a compact subset of ~ by a neural 
network with a sigmoidal activation function has been studied in recent years [2-9]. Cybenko [5] 
and Funahashi [6] established that any feedforward neural network with a continuous igmoidal 
function in the hidden layer can approximate any continuous function to any degree of precision 
on compact subsets of R s, provided that an unlimited number of neurons is permitted. Chui 
and Li [4] proved that a neural network with a sigmoidal function having integer weights and 
thresholds can approximate an arbitrary continuous function on a compact subset of R. Ito [7] 
established a density result for continuous functions on a compact subset of R by neural net- 
works with a sigmoidal function having unit weights. Chen and Chen [3] extended the results 
of Cybenko and Fnnahashi by proving that any continuous function on a compact subset of R s 
can be approximated by a feedforward network with a bounded sigmoidal activation function on 
the hidden layer. They showed that the activation function need not be continuous. In previous 
papers [3-6], the weights in neural networks vary and so the results are very difficult to be applied 
in engineering and other applications. 
In this paper, we present some more specific results by feedforward neural networks. In fact, 
we show that a neural network with a fixed weight can approximate any function in Co on JR, 
where Co denotes the collection of all continuous functions that converge to 0 as Ix] approaches c~. 
Using the convolution method, we show that any continuous function over a compact interval 
can be approximated by a neural network with a fixed weight. From the numerical results by 
neural network approximation, we suggest he relation between the number of neurons and the 
approximation order. 
2. THEORETICAL  RESULTS 
In general, it is impossible to approximate an arbitrary continuous function over R by a neural 
network with a sigmoidal activation function. For example, f (x )  = x is a continuous function 
on ]R and If(x)l -* ~ as [x[ ~ oo. f cannot be approximated by a network with a sigmoidal 
functions over R with respect o the sup norm. Thus, we need some assumptions on the target 
function. 
THEOREM 1. Let a be a bounded sigmoidM function on R and let e > 0 be given. I f  f is a 
continuous function on R such that liml~l_~ f (x )  = O, then there exist constants bi, ci E R and 
positive integers K, N such that 
f¢) 
i= l  
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PROOF. It  is not  difficult to prove that  f is uni formly cont inuous on R. Hence, there exists 
5 > 0 such that  I f (x)  - f (Y) l  < e/(81lal!) for any x ,y  E R with Ix - Yl < 5, where Ilalt := 
sup~ I~(z)l. Then,  Ilall >_ 1. Since liml~l_.o~ f (x )  = 0, there exists a posit ive integer L 
such that  I f (x) l  < e/(811~ll) for txl >_ L. Let  N := max{L,  [1/5] + 1}, where [.1 is the Gauss 
function. We divide the interval  I -N ,  N] into 2N 2 equal subintervals by means of points xi, 
where -N  = zo < . . .  < X2N= = N.  Define b~ := (xi + z i+ l ) /2  for 0 < i < 2N 2 - 1. Since cr is a 
s igmoidal  funct ion there exists r E R such that  la(x) - 11 < 1 /N  2 for x >_ r and ]cr(x)l < 1/N 2 
for z _< - r .  Choose a posit ive integer K such that  K/ (2N)  > r. Now, we construct  a network 
2N 2 
G(x)  :-- Z( f (x i )  - f (x1 -1) )a (K(x  - bi)). 
i=l 
If x < -N ,  then K(x -  bi) < - r ,  and hence, l a (K (x -  bi))I <_ 1 /N  2 for i = 1 , . . . ,2N 2. 
If(z) - a(z)l _< l/(z)l + la(z)l 
2N 2 
(-- 8~T~ ~- Ei=l 'f(xi) - f (xi-1) l  N2 
c 2e 
-< ~ + 811<--/ 
<{.  
If x C [ -N ,  N], then x E [x~o_l,X~o] for some io with 1 < io _< 2N 2. Note that  K(x  - b~) > r 
for i = 1 , . . . ,  io - 1 and K(x  - bi) <_ - r  for i = io -t- 1 , . . . ,  2N 2. F rom the fact that  
io--1 io--1 
Z ( f (x i )  - f (x i _ t ) )c r (K (x -  bO) = ~ (f(x~) - f (x , _ l ) ){7(K(x -  b~) - 1) - f(x~o_ 1 ) + f (xo) ,  
i= i  i=1 
we have 
f (x )  io-1 
I f (x )  - G(x)I  = - Z (f(x~) - f (x~_ l ) )Cr(K(x  - b~)) 
i=1  
2N~ bd) +(f (X io+l )  - -  f (Xio))Cr(K(x - bio)) + E ( f (x~) - f (x i -1 ) )a (K(x  - 
i= io+1 
io-- i 
<_ I f (x)  - / (X~o-1) l  + I f ( -N) l  + ~ If(xd - f (x~-~) l  [o-(K(z - b~)) - 1 I 
i=1  
2N 2 
+ If(z~0+l) - f(m~o)l I~(K(x - b~o))l + ~ If(x d - f (z~-1) l  I~(K(z  - bd)l 
i= io+1 
e e 2e ~ 2e 
-< ~ + ~ + ~ + 811~ II<t + 811<--7 
({ .  
If x _> N,  then K(x  - bi) ~ r, and hence, la (K(x  - b~)) - 11 _< 1/N 2 for i = 1 , . . . ,  2N 2. Then, 
f(~) ~N~ ~N~ 
I f (x)  - G(z)[  = - ~(f (x i )  - f (x~_ l ) )a (K(x  - b~) - 1) + ~(f (x~)  - f (x~- l ) )  
'= i=1 
2N 2 
= [f(x) l  + I f (N)[  + [ f ( -N) [  + ~ ]f(x~) - f (x~- l ) ]  I c r (K (x -  b~) - 1)t 
i=1  
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e e e 2e 
< + + + SH l--  
Thus, we complete the proof. 
For two functions f and g defined on R, their convolution is defined by 
( f  * g)(x) := f~ f(y)g(x - y) dy. 
For x E R, we define 
ee 1/(1-x2) if Ixl < 1, 
H(x)  := ' (1) 
0, if Ix[ _> 1, 
where c is chosen so that f~ H(x) dx = 1. Then, H C C~.  For each positive integer k, we define 
Hk(x) := kH(kx). (2) 
Then, fa Hk(x) dx = 1 and Hk e C~ for any positive integer k. 
LEMMA 2. I f  f iS a uniformly continuous function on ~[, then Hk * f converges uniformly to f 
on R. 
PROOF. Let e > 0 be given. Then, there exists a positive integer N such that If(x) - f(y)[ < e 
for any x, y E ]R with [x - y[ < 1/N, since f is uniformly continuous. For any x E N and any 
integer k with k > N, we have 
[(Hk * f)(x) - f(x)[ = f~ kH(ky)( f (x  - y) - f(x)) dy 
/2 < e ]g(z)t dz 1 
This shows the uniform convergence of Hk * f to f on R. | 
Using the convolution method, we show that a bounded sigmoidal function with a fixed weight 
is sufficient for the neural network approximation of a continuous function on a compact subset 
of JR. The corresponding theorem is as follows. 
THEOREM 3. Let f be a continuous function on a bounded closed interval [a, b] of R. If a is a 
bounded measurable sigmoidM function on ~, then there exist constants hi, c~ C R and positive 
integers K, N such that 
f(x) N b~) - ~ cic~(Kx + < e, 
i= l  
a<x<b.  
PROOF. We use H and/ark in (1) and (2). We construct a uniformly continuous function f on NI 
such that f = f on [a, b] and f = 0 outside of [a - l ,  b+l]. By Lemma 2, Hk*f  uniformly converges 
to f on JR, and hence, Hk * f uniformly converges to f on [a, b]. Since f Hk(x -- y)f(y) dy < c~ 
for each positive integer k, the convolution/ark * f is approximated by a 1Riemann sum. For each 
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positive integer k, there exist a positive integer Mk and constants Yi, ci for i = 1, . . . ,  Mk such 
that 
Mk 
i=1 
where y~ E ~ for i = 1, . . . ,  Mk. Since Hk E Co, by Theorem 1, there exist constant c~j,k,flj,k E R 
and a positive integer L such that 
Hk(x - Yi) - ~ -- Yi) + aj,k) 
Now, we choose a positive integer k such that 
From (3)-(5), we have 
+ 
6 
< -5" (4) 
f (x )  M~ aj,k) - E cj(y,) Z Z j (L (x  - y,) + 
i=1  j , k  
M~ 
i=1 
i~  M~ + ~j,k) 
~ciHk(x -y~) f (y~) -~c i f (y~)~f l j , k (7 (L (x -y~)  < e. 
i= l  i=1  j , k  
Therefore, we complete the proof. 
(5) 
3. NUMERICAL  RESULTS 
We only focus on a numerical approximation to a continuous function over a compact set since in 
engineering and other applications, continuous functions over compact sets are usually described 
as target functions [10,11]. We prove in Theorem 3 that any continuous function over [a,b] 
can be approximated by a neural network with a fixed weight and we suggest a constructive 
approximation in Theorem 1. We demonstrate our theoretical result using different sigmoidal 
functions and suggest he error bound of neural network approximation. All computations were 
done in Microsoft Visual C++ with double precision arithmetic. 
We select a polynomial function f (x )  = x 3 + X 2 - -  5X -~- 3 as the target function and investigate 
the sigmoidal neural network approximation to f (x )  over the compact interval [-1, 1]. 
CASE 1. We choose the Heaviside function c,(x) as a sigmoidal function, cr(x) is defined as 
follows 
1, if x > 0, 
:-- 
0, if x < 0. 
By the property of the Heaviside function, K = 1 is a good example of a fixed weight, since 
for any r > 0, la(z) - 11 < 1 /Y  2 for x > r and i~(x)l < 1IN 2 for x < - r  and so we select r 
satisfying K/2N = 1 /2N > r for a given natural number N. Then, the neural network G(x) is 
simply reduced to 
2N 2 
G(x) = ~( f (x i )  - f(x~_l))cr((x - b~)) 
i= l  
0, if x < bl, 
= f (x i ) - f (xo) ,  i fb i<_x<bi+ l ,  for l< i<2N 2 -1 ,  
0, if b2N2 ~_ x, 
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where xi and bi are defined exact ly the same as before. Therefore,  the error is 
If(x)l, 
f (b i+ l )  - ( f (x i )  - f (xo) ) ,  
= f (XN2)  -- ( : (XN2)  -- f (Xo) ) ,  
f (b , )  - ( f (x i )  - f (xo) ) ,  
If(x)l, 
I f (~)  - G(x ) l  
if x < bl, 
i fb~<x<bi+l ,  fo r l< i<N 2 -1 ,  
if bN2 < x < bN2+l ,
i fb¢<x<b~+l ,  fo rN  2+1 <i<2N 2 -1 ,  
if b2N= <_ x. 
The following Table 1, F igure 1, and F igure 2 show numerical  results for N = 2, 4, 8, 16. 
(6) 
Table 1 The Heaviside function as a sigmoidal function. 
N 
2 
4 
8 
16 
Number of Neurons (2N 2) Maximum Error 
8 0.666016 
32 0.165262 
128 0.041331 
512 0.010333 
~.  ,,% ~ 
£ 
i , , , , t 
-0 .$  0...5 1 
Figure 1. The target function and the Heaviside functions with N = 2,4. 
-£  -0 .5  0 0.$  1 
Figure 2. The target function and the Heaviside functions with N = 8, 16. 
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CASE 2. We choose the squashing function or(x) = (1 + e-X) -1 as a sigmoidal function. Unlike 
the Heaviside function, we cannot compute the theoretical error bound like (6). In the case of the 
Heaviside sigmoidal function, any positive constant can be a good candidate for a fixed weight. 
But, for the squashing sigmoidal function, we have to choose a sufficiently large number K as a 
fixed weight because it should satisfy K/(2N) > r for a given N and r where r C IR is a number 
satisfying let(x) - 1[ < 1/N 2, for x >_ r and IcrCx)l < 1/N 2, for x _< - r .  Thus, we select K = 1000 
for a numerical computation for N = 2, 4, 8, 16 to ha~e numerical results in Table 2. 
Table 2. The squashing function as a sigmoidal function. 
2 
4 
8 
16 
Number of Neurons (2N 2) Maximum Error 
8 0.630483 
32 0.139000 
128 0.021926 
512 0.001990 
We omit the graphs of squashing neural network since the graphs are almost the same as 
Figures 1 and 2. 
4.  CONCLUSION 
In Section 2, we prove the density result by neural networks with a fixed weight. We conclude 
numerically that any sigmoidal neural network with a suitable fixed weight can approximate any 
cont inuous  funct ion over a compact  interval if we  have  sufficient 2N 2 neurons .  We expect  that  
we  can  obta in  the similar results for the nonpo lynomia l  cont inuous  target functions. Moreover ,  
numer ica l  results show us that  the "worst"  error between the target funct ion and  neura l  network  
w i th  a fixed we ight  depends  on  the number  of neurons.  Intriguingly, as shown in Sect ion 3, the 
approx imat ion  order is looking like (9(1/n)  or higher and this leads us to study the complexi ty 
problem by neural  networks with a fixed weight in the future. 
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