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Nomenklatur
β Unbekannter Erwartungswert beimOrdinary Kriging Ver-
fahren
δ Kronecker Delta
κ Konditionszahl
λ Diagonalaufschlag
Cov Kovarianzmatrix
R Korrelationsmatrix
σ2 Varianz
cov(X) Kovarianz der Zufallsvariable X
var(X) Varianz der Zufallsvariable X
~θ Hyperparameter einer Korrelationsfunktion
~F Der Vektor entspricht beim Ordinary-Kriging ~1 und beim
Gradient-Enhanced-Kriging sind die ersten n−m Einträge
Eins und für die restlichen m Einträge Null
~h Euklidischer Abstandsvektor
~r Korrelationsvektor
~x Ortsvektor
~ys Vektor, welcher alle bekannten Stützstellen enthält
Ξ Eigenwert einer Matrix
c(X, Y ) Korrelationsfunktion zwischen denZufallsvariablen X und
Y
E(X) Erwartungswert der Zufallsvariable X
F (~x) Fehlerfunktion an der Stelle ~x
L Likelihood Funktion
iv
N Multivariate Normalverteilung
wi Gewichte eines Kriging Modells
y (~x) Bekannter Funktionswert oder Stützstelle an der Stelle ~x
y∗ (~x) Geschätzter Funktionswert an der Stelle ~x
k Anzahl der freien Variablen eines Members
l Index, welcher eine freie Variable bezeichnet
m Anzahl der gegebenen partiellen Ableitungen
Member Ein Satz freier Variablen mit dazugehöriger Zielfunktion,
bspw. ein Satz geometrischer Parameter mit berechnetem
Wirkungsgrad als Zielfunktion
n Anzahl der beprobten Stützstellen, auchMember oder Samp-
les genannt
p Index, welcher eine freie Variable bezeichnet
Kurzfassung
Zur Erfüllung der im europäischen Strategiedokument „Flightpath 2050“ [N.A11] de-
finierten Ziele in Hinblick auf die Reduzierung des Treibstoffverbrauchs und der CO2-
Emission ist eine weitere Steigerung des Wirkungsgrades von Verdichtern als zentrale
Triebwerkskomponente erforderlich. Das Ziel ist die Auslegung und das Design von
effizienten Verdichtern mit verbesserten und neuen Auslegungstechniken sowie Simu-
lationsverfahren. Diese sind elementar mit der Qualität der Auslegung und der Zerti-
fizierung verknüpft. Gerade durch das immer stärkere Ausloten und Ausnutzen der
technischen Grenzen und Detailgestaltungen steigen die Anforderungen an die Ausle-
gungswerkzeuge und die rechnerische Simulation erheblich an. Insbesondere die au-
tomatisierte Mehrzieloptimierung der Verdichterkomponenten ermöglicht dabei das
Auffinden der optimalen Geometrien unter Berücksichtigung aller wesentlichen Aus-
legungskriterien.
Am Institut für Antriebstechnik wird daher ein solcher Optimierer namens AutoOp-
ti entwickelt. Um eine Optimierung möglichst effizient zu gestalten, werden Ersatz-
modelle verwendet, welche die Zielfunktion modellieren und damit den Optimie-
rungsprozess beschleunigen. Eines der am häufigsten verwendeten Ersatzmodelle ist
das Kriging Verfahren, welches beim Institut für Antriebstechnik bereits zum Einsatz
kommt. Da dieses Verfahren immer mehr an Bedeutung gewonnen hat, sollte es in-
nerhalb des Rahmens dieser Arbeit komplett neu entwickelt werden. Ziel dieser Neu-
entwicklung war es, den Code zu modularisieren, um das Verfahren schnell erweitern
und verändern zu können. Zudem war es ein wichtiges Ziel, das Verfahren zu be-
schleunigen.
Um den Code für zukünftige Anwendungen modularer zu gestalten, wurde das ge-
samte Programm objektorientiert in C++ geschrieben. Außerdem wurde die Boost Bi-
bliothek verwendet um mehr Möglichkeiten bei der Programmierung zu haben, bei-
spielsweise bietet diese Bibliothek sehr flexible Funktionsobjekte. Durch Einsatz dieser
Mittel und moderner Software Engineering Methoden war es möglich, den neuen Co-
de so weit zu modularisieren, dass nahezu alle Teile des Programms austauschbar und
einfach erweiterbar sind.
Der Code konnte um den Faktor 2 beschleunigt werden, dies wurde durch Minimie-
rung der Speicherzugriffe und durch Nutzung effizienter CPU-Befehle erreicht. Zu-
dem war es möglich, ein neues Trainingsverfahren höherer Ordnung zu implemen-
tieren. Die Verwendung dieses Trainingsverfahrens beschleunigte den Code nochmals
um den Faktor 3.
Um die Ergebnisse zu validieren, wurde ein Test und Benchmark durchgeführt, in dem
die Ergebnisse und auch der Geschwindigkeitszuwachs bestätigt werden konnten.
vi
1 Einleitung
Diese Arbeit entstand am Deutschen Zentrum für Luft- und Raumfahrt im Institut für
Antriebstechnik - Abteilung Fan und Verdichter in Köln. In diesem Kapitel werden die
Hintergründe und die Motivation der Masterarbeit erklärt. Im ersten Teil werden die
Grundlagen von Flugzeugtriebwerken erläutert, da sich das Institut für Antriebstech-
nik hauptsächlich mit der Optimierung bestehender Triebwerke und der Entwicklung
neuer Konzepte beschäftigt. Im zweiten Teil geht es dann um den Optimierungspro-
zess, wie er im Institut bisher durchgeführt wird undwo bei diesem Prozess Ersatzmo-
delle eine Rolle spielen. Im dritten Teil wird die Aufgabenstellung und Entwicklungs-
umgebung spezifiziert.
1.1 Grundlagen Gasturbinen und Flugzeugtriebwerke
In diesem Abschnitt soll anhand von Abbildung 1.1 der grundlegende Aufbau eines
einfachen Flugzeugtriebwerks erklärt werden. Die entsprechenden Baugruppen wer-
den der Reihe nach beschrieben.
Verdichter
Durch den Verdichter erhält die strömende Luftmasse Energie in Form von Druck.
Dies geschieht in den diffusorförmigen Zwischenräumen der Kompressorschaufeln,
Abbildung 1.1: Schematischer Querschnitt eines Turbojet Triebwerks,
http://commons.wikimedia.org/wiki/File:Turbojet_operation-axial_flow-es.svg
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Eintritts äche
Austritts äche
Abbildung 1.2: Beispielhaftes Verdichterschaufelgitter mit entsprechender qualitativer
Druckverteilung
siehe 1.2. Nach dem Bernoullischen Gesetz erhöht sich in einem Kanal, welcher an
Querschnittsfläche zunimmt, der statische Druck, bei sinkender Strömungsgeschwin-
digkeit. In 1.2 strömt die Luft von links nach rechts und die Eintrittfläche zwischen
2 Schaufelprofilen ist geringer als die Austrittsfläche, daher die statische Druckerhö-
hung.
Die nun verlorene kinetische Energie wird in einer Rotorstufe durch Rotation der Schau-
feln wieder zugeführt. Eine komplette Verdichterstufe eines Axialverdichters besteht
also aus einer Rotorstufe, in der sowohl Druck und Temperatur als auch die Geschwin-
digkeit steigen und einer Statorstufe, in der der Druck zu Ungunsten der Geschwin-
digkeit steigt.
Quellen: [Brä04, Lon08, Cum04]
Brennkammer
Durch die starke Verdichtung, steigt auch die Temperatur der Luft an und strömt an-
schließend in die Brennkammer, wo der Luft Kraftstoff zugemischt wird. Das Gemisch
wird beim Triebwerksstart durch eine Zündung entflammt, danach ist die Verbren-
nung kontinuierlich. Durch die Verbrennung steigen die Temperatur und Druck stark
an und Temperaturen von bis zu 1800 Kelvin belasten das Material erheblich. Um die-
sen Belastungen stand zu halten, müssen hochbelastbare Materialien verwendet und
die Brennkammerwände gekühlt werden. Dies erfolgt durch Einleitung von Verdich-
terluft in die Brennkammer, die sogenannte Sekundärluft. Durch diese entsteht ein
dünner Luftfilm, welcher die Brennkammerwände zusätzlich kühlt.
Quellen: [Brä04, Lon08]
Turbine
Die heißen Gase aus der Brennkammer treffen schließlich auf die Turbine. Die Energie
im Gas wird in mechanische Energie umgewandelt und über eine Welle wiederum an
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den Kompressor übertragen und treibt diesen an. Insbesondere die ersten Turbinenstu-
fen müssen hohen thermischen Belastungen standhalten. Aus diesem Grund werden
die Schaufeln mit Sekundärluft gekühlt und hoch wärmebeständige Materialien ver-
wendet.
Quellen: [Brä04, Lon08]
1.2 Automatisierte Optimierung im DLR
Da der weltweite Flugverkehr sich seit dem Jahr 2000 fast verdreifacht hat, ergeben
sich besondere Problemstellungen z.B. die Brennstoffknappheit, die Kapazitäten der
Flughäfen und -routen sowie die steigende Umweltbelastung durch Lärm- und Schad-
stoffemissionen. Diese stehen immer mehr im Interesse der Öffentlichkeit. Um den
genannten Problem gewachsen zu sein, sind weitreichende Forschungen in den ver-
schiedensten Gebieten notwendig. Immer häufiger werden automatisierte Optimie-
rer eingesetzt, um Triebswerkskomponenten hinsichtlich der genannten Ziele zu op-
timieren. Im Institut für Antriebstechnik des DLR wurde ein solcher automatisierter
Optimierer namens AutoOpti [Voß08, Voß10] entwickelt, welcher mittlerweile auch
für Optimierungen außerhalb des Verdichterdesigns eingesetzt wird. Da die aerody-
namische Auslegung von Triebswerkskomponenten immer einen Kompromiss zwi-
schen den unterschiedlichsten Anforderungen darstellt, wurde bei der Entwicklung
von AutoOpti besonderer Wert auf die Möglichkeit zur simultanen Optimierung meh-
rerer Zielfunktionen gelegt. Ein typisches Optimierungsziel / Zielfunktion für einen
Verdichter wäre z.B. die simultane Maximierung des Wirkungsgrads (Verhältnis von
nutzbarer Energie zu genutzter Energie) bei gleichzeitiger Maximierung des Druckver-
hältnisses (Verhältnis vom Druck am Eintritt des Verdichters zum Druck am Austritt
des Verdichters). Um die Zielfunktion(en) zu optimieren, kann der Optimierungsalgo-
rithmus eine bestimmte Anzahl von freien Variablen verändern. Bei einem Verdichter
wären das typischerweise Parameter, welche die Schaufelgeometrien variieren, bei-
spielsweise die Länge der Schaufel oder die Dicke. In einer realen Optimierung wer-
den oftmals hunderte von freien Variablen verwendet. Ein Satz von freien Parametern
mit der entsprechenden Zielfunktion bezeichnet man als Member. Eine automatisierte
Optimierung, wie sie im Institut für Antriebstechnik in Köln ausgeführt wird, basiert
grundsätzlich auf einer Evolutionsstrategie [Rec94]. Da die Optimierung meist auf ei-
nem Rechencluster ausgeführt wird, ist es sinnvoll, die Arbeit in verschiedene Prozes-
se einzuteilen, damit diese auf unterschiedlichen Rechnern verteilt werden können. In
diesem Fall gibt es zwei verschiedene Arten von Prozessen, einen Root Prozess und
mehrere Slave Prozesse.
• Der Root Prozess ist für die Verwaltung und Steuerung der Optimierung zustän-
dig und läuft auf nur einem Rechner.
• Die Slave Prozesse, werden am Anfang der Optimierung durch den Root Pro-
zess gestartet. In der Regel läuft jeder Slave Prozess auf einem anderen Rechner,
da diese Prozesse den größten Teil der Arbeit übernehmen. Die Slave Prozesse
bekommen vom Root Prozess freie Variablen gesendet und berechnen die da-
zugehörige Zielfunktion. Wie diese Berechnung abläuft, ist von Optimierung zu
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Abbildung 1.3: Prozesskette des genetischen Algorithmus in AutoOpti
Optimierung unterschiedlich und kann vom Benutzer vorher in einer Prozess-
kette festgelegt werden. Meist werden Strömungslöser oder Programme zur me-
chanischen Berechnung gestartet.
Die Optimierungen laufen i.d.R. auf einem Cluster, wobei der Root Prozess auf einem
Knoten ausgeführt wird und die Slaves jeweils einen eigenen Knoten zur Berechnung
der Prozesskette bekommen.
Der grundsätzliche Ablauf einer Optimierung mit AutoOpti läuft folgendermaßen ab
(siehe Abbildung 1.3):
1. Vor der eigentlichen Optimierung müssen initial einige Member erzeugt werden.
Hierfür werden oftmals zufällig die freien Variablen variiert und die Zielfunktio-
nen berechnet und dann in die Datenbank eingetragen. Dies wird solange durch-
geführt, bis eine gewisse Anzahl von Membern in der Datenbank steht.
2. Der Root Prozess wählt aus der vorhandenen Datenbank eine gewisse Anzahl
von Membern als Eltern aus.
3. Der Root Prozess wendet Vererbungsoperatoren auf die Eltern an (Mutation,
Kreuzungen usw.) und erzeugt so einen neuen Satz freier Variablen also einen
neuen Member.
4. Der Root Prozess verschickt den neuen Member zur Berechnung an einen freien
Slave X. Falls kein Slave frei ist, wartet der Root Prozess bis dies der Fall ist.
5. Der Slave Prozess X startet mit den empfangenen freien Variablen die Prozess-
kette und wartet bis diese beendet ist.
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6. Ist die Prozesskette durchlaufen, wertet der Slave Prozess X die Ergebnisse der
Prozesskette aus und berechnet daraus die Zielfunktion. Meist werden die Er-
gebnisse der Berechnung einfach direkt als Zielfunktion übernommen. Manch-
mal sind aber Normierungen oder andere Transformationen notwendig, daher
der Zwischenschritt der Zielfunktionsberechnung.
7. Der Slave Prozess schickt die berechneten Zielfunktionen und weitere physikali-
sche Parameter an den Root Prozess zurück und ist im Status bereit. Die weiteren
physikalischen Parameter können beispielsweise für eine Nebenbedingung oder
aber für den Benutzer zur Überwachung der Optimierung verwendet werden.
8. Die berechneten Zielfunktionen gehen zurück an den Root Prozess. Dieser be-
stimmt anhand der bestehenden Datenbasis und der Zielfunktion einen Güte-
wert. Danach wird derMember, gemäß seiner Güte, in die Datenbank einsortiert.
Vorteile dieser Strategie:
• Die Suche nach dem Optimum wird global durchgeführt.
• Die Zielfunktion muss nicht differenzierbar sein, was die Umsetzung dieser Stra-
tegie stark vereinfacht.
• Die Zielfunktion muss nicht immer bewertbar sein, beispielsweise bei nicht Kon-
vergenz.
• Die Strategie ist sehr gut parallelisierbar, z.B. die oben genannte Einteilung in
Root und Slave Prozesse.
Nachteile:
• Der größte Nachteil ist die Geschwindigkeit. Da die Prozesskette in der Regel
sehr aufwendig zu berechnen ist, möchte man mit möglichst wenig erzeugten
Membern zum Optimum der Zielfunktion gelangen. Allerdings müssen bei der
Erzeugung über Vererbungsoperatoren sehr viele Member generiert werden, bis
man zu einem zufriedenstellenden Ergebnis gelangt. Insbesondere aerodynami-
sche Berechnungen sind extrem rechenintensiv. Diese nehmen trotz hoher Paral-
lelisierung mehrere Stunden bis Tage auf mehreren Knoten in Anspruch.
Um den Prozess zu beschleunigen, versucht man die Membererzeugung des Root Pro-
zesses (Punkt 2 und 3) zu verbessern. Insbesondere versucht man Member zu erzeu-
gen, die eine möglichst große Verbesserung der Zielfunktion aufweisen. Da die Er-
zeugung in der Evolutionsstrategie durch z.B. Mutation oder Kreuzung von Membern
zufallsbasiert ist, sind die einzelnen Verbesserungen der Member eher klein und viele
Iterationen und damit auch reale Funktionsauswertungen (z.B. Strömungslösungen)
notwendig, um das gewünschte Ziel zu erreichen. Ersatzmodelle wie z.B. das Kriging
Modell approximieren oder interpolieren anhand der vorhandenen Daten die Ziel-
funktion. Bei jeder Iteration muss ein solches Modell trainiert werden. Das Training
ist in der Regel der zeitaufwendigste Teil der Verwendung eines Ersatzmodells, im
Vergleich zu einer Strömungslösung ist der Aufwand allerdings zu vernachlässigen.
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Nach dem Training können Funktionswerte an beliebigen Stellen vorhergesagt wer-
den. Die Vorhersage von Funktionswerten durch ein Ersatzmodell ist meist auch um
einige Größenordnungen schneller als die echte Funktion, bspw. ein Strömungslöser.
Die Ersatzmodelle werden dann herangezogen, um mit den Vorhersagen neue Mem-
ber zu erzeugen. Die Erzeugung kann dann z.B. durch eine kleine Optimierung auf
dem Ersatzmodell erfolgen. Der von dem Ersatzmodell beste vorhergesagte Member
wird als neuer Member verwendet und anschließend mit der echten Funktion (bspw.
ein Strömungslöser) nachgerechnet. Durch dieses Verfahren lassen sich die Anzahl der
echten Funktionsauswertungen stark reduzieren, wie stark hängt natürlich von der
Güte des verwendeten Modells ab.
Abbildung 1.4 zeigt den veränderten Root Prozess (die Slave Prozesse wurden aus
Platzgründen ausgeblendet). Die Punkte 2 und 3 werden dabei durch folgenden Ab-
lauf ersetzt:
1. Das Ersatzmodell wird mit der bereits vorhandenen Datenbank trainiert. Das
Training stellt auch den aufwendigsten Teil der Nutzung des Modells dar.
2. Danach wird eine eigene Optimierung auf dem Ersatzmodell gestartet, wobei
das Ersatzmodell hier den Teil der Prozesskette ersetzt und eine Approximation
dieser darstellt. Da die Funktionsauswertungen auf dem Ersatzmodell erheblich
schneller sind als die Prozesskette selbst, geht dieser Schritt relativ schnell.
3. Nach der Optimierung muss eine Auswahl der vom Ersatzmodell vorhergesag-
tenMember vorgenommen werden. Hierfür gibt es diverse Ansätze, im einfachs-
ten Fall würde man den Member mit der niedrigsten vorhergesagten Zielfunkti-
on nehmen.
4. Der Root Prozess schickt die ausgewählten Member nun an einen Slave Prozess.
Der Slave Prozess berechnet dann die echte Zielfunktion, sodass diese dann auch
mit der Vorhersage des Ersatzmodells verglichen werden kann.
In AutoOpti verwendete Ersatzmodelle sind bayesisch trainierte Neuronale Netzwer-
ke [Mac91] und Kriging.
1.3 Aufgabenstellung und Entwicklungsumgebung
Das bisher implementierte Kriging Modell soll in Zukunft stark erweitert werden. Ins-
besondere ist ein Co-Kriging geplant, welches den Daten verschiedene Vertrauens-
stufen zuordnet und so Daten verschiedener Güte verarbeiten kann. Das bisherige
Kriging ist in C geschrieben. Ein objektorientierter Ansatz eignet sich allerdings für
die wachsenden Anforderungen deutlich besser. Beispielsweise soll im Co-Kriging die
Möglichkeit bestehen, für verschiedene Vertrauensstufen verschiedene Korrelations-
funktionen zu verwenden. Zudem wären grundsätzlich verschiedene Minimierungs-
verfahren denkbar, die austauschbar sein sollten. Aufgrund dieser und anderer An-
forderungen macht es zukünftig Sinn, auf ein objektorientiertes Modell umzusteigen,
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Abbildung 1.4: Nutzung eines Ersatzmodells im Optimierungsprozess
da viele der Problemstellungen sehr gut durch Generalisierungen und gemeinsame
Interfaces lösbar sind. Als neue Programmiersprache wurde C++ gewählt, da die Pro-
grammiersprache C den anderen Entwicklern geläufig ist und hauptsächlich genutzt
wird, sollte der Umstieg so einfacher ausfallen. Ein Refactoring kommt bei der Anzahl
an notwendigen Änderungen nicht mehr in Frage, daher wird der Code im Rahmen
dieser Arbeit komplett neu entwickelt.
Zusätzlich soll das Gradient Enhanced Kriging Verfahren implementiert werden. Da-
durch ist es möglich, neben den Datenpunkten und Zielfunktionswerten auch Gradi-
enten an den Datenpunkten vorzugeben. In Abbildung 1.5 ist das Prinzip qualitativ
erläutert, auf der horizontalen Achse ist eine freie Variable aufgetragen und auf der
vertikalen Achse die dazugehörige Zielfunktion. Die reale Funktion, welche approxi-
miert werden soll, ist in diesem Fall eine einfache Parabel.
Als Trainingsmuster für das Kriging Modell sind zwei Punkte gewählt worden. Das
Ordinary Kriging Verfahren legt in diesem Fall eine Ausgleichsgerade durch die zwei
Punkte, da sonst keine Information über den weiteren Verlauf der Funktion bekannt
ist.
Beim Gradient Enhanced Kriging werden zusätzlich zu den Datenpunkten noch die
entsprechenden Ableitungen nach der freien Variable an den zwei Punkten vorgege-
ben. Dadurch kann das Verfahren die Parabel deutlich besser approximieren. Für die
Optimierung ist dies deshalb interessant, da moderne aerodynamische Strömungslö-
ser mit relativ wenig Aufwand die Gradienten approximieren können und die Vorher-
sagen der Ersatzmodelle erheblich besser werden.
Das Ersatzmodell soll in AutoOpti eingebunden werden und eine Testoptimierung zur
Validierung durchgeführt werden.
Entwicklungsumgebung
Die verwendete Sprache war C++ und der verwendete Compiler war Gnu C++ Com-
piler (gcc) Version 4.5.3. Zusätzlich wurde das Programm auch mit der Version 4.3.4
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Abbildung 1.5: Qualitative Darstellung der verschiedenen Kriging Verfahren
getestet, da diese von einigen Industriepartnern verwendet wird. Der Gnu Compi-
ler ab Version 4.2 enthält standardmäßig OpenMP, diese Bibliothek wurde zur Thread
Parallelisierung verwendet. Außerdem wurden aus der Boost Bibliothek Version 1.49
einige String Funktionen und Funktionsobjekte verwendet. Die Funktionsobjekte wur-
den hier als Schnittstelle zwischen einer C Library mit Minimierungsalgorithmen und
dem C++ Code verwendet. Dies wurde gemacht, da verschiedene Minimierungsal-
gortihmen aus der C Bibliothek verwendet werden, diese allerdings keine einheitli-
che Schnittstelle aufweisen. Mit den Boost Funktionsobjekten ließen sich die alten C
Funktionen quasi “umbauen”. In Kapitel 5 wird dies im Detail erklärt. Zusätzlich wur-
de eine Matrix Klasse verwendet, welche die hier benötigten Matrix Operationen wie
z.B. Multiplikation, Addition, Invertierung von quadratisch symmetrischen Matrizen
bereitstellt. Diese Klasse ist ebenfalls über OpenMP parallelisiert und verwendet den
Streaming SIMD Extensions 2 Befehlssatz aktueller Prozessoren. Die Klasse wurde im
Rahmen dieser Arbeit entwickelt und wird in Kapitel 3 genauer dargestellt. Als Syntax
Editor wurde “Eclipse (Kepler) for Parallel Application Developers” verwendet, dieser
unterstützt C/C++ und bietet einige zusätzliche Funktionen für OpenMP Programme
an. Um die entsprechenden Versionen zu verwalten, wurde der institutseigene SVN
Server verwendet.
2 Grundlagen Kriging
Unter Kriging versteht man statistische Verfahren zur Interpolation vonWerten an un-
beprobten Orten. Der Name des Verfahrens stammt von dem südafrikanischen Berg-
bauingenieur Daniel Krige (1951), dieser versuchte eine optimale Interpolationsme-
thode für den Bergbau zu entwickeln, die auf der räumlichen Abhängigkeit von Mess-
punkten [Kri53] basiert. Das Verfahren wurde später nach ihm benannt. Der französi-
scheMathematiker Georges Matheron (1963) entwickelte aus Kriges Arbeit, schließlich
die Kriging Theorie[Mat63]. Das Kriging Verfahren hat heute in den Geowissenschaf-
ten sowie vielen anderen Forschungsbereichen Verwendung gefunden.
Die Vorteile von Kriging gegenüber anderer Methoden, wie z.B. Inverser Distanzwich-
tung [She68], insbesondere bei der Nutzung innerhalb eines Optimierungsverfahrens,
wie es im Institut für Antriebstechnik existiert, sind:
• Die Initialisierung ist sehr einfach, d.h. das Verfahren liefert so gut wie immer
gute Ergebnisse unabhängig von irgendwelchen Startparametern. Bei Neurona-
len Netzwerken z.B. muss vor dem Training die Netztopologie, also die Anzahl
der Gewichte und die Struktur des Netzes angegeben werden. Werden diese Pa-
rameter ungünstig gewählt, liefert das Neuronale Netz schlechte oder gar keine
Ergebnisse.
• Das Extrapolationsverhalten ist bei einer Optimierung sehr vorteilhaft. Da man
bei einer Optimierung sehr schnell in Bereiche kommt, wo das Ersatzmodell ex-
trapolieren muss, sollten die vorhergesagten Werte möglichst sinnvoll sein. Beim
Ordinary Kriging liefert dasModell bei einer Extrapolation den Erwartungswert.
Ein Neuronales Netzwerk bspw. würde hier zufällige Werte vorhersagen, dies
könnte bei einer Optimierung zu Schwierigkeiten führen.
• Kriging ist ein BLUE Schätzer [Pla50], Best Linear Unbiased Estimator. Also ein
linearer Erwartungstreuer Schätzer minimaler Varianz. Im nächsten Abschnitt
wird dies genauer erläutert.
• Viele nichtstatistische Verfahren, wie z.B. die Inverse Distanzwichtung [She68],
beachten eine lokale Häufung von Stützstellen nicht. Bei einer lokalen Häufung
von Stützstellen sollten diese weniger stark gewichtet werden. Ein statistisches
Verfahren wie Kriging beinhaltet die gesamte räumliche Verteilung der Stützstel-
len [Krü12].
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2.1 Grundlegender Ansatz bei Kriging Verfahren
Im Folgenden sei D ⊆ Rk das Untersuchungsgebiet. Der zu schätzende Wert an der
Stelle ~x0 ∈ Rk sei y∗ (~x0). Zudem sind y (~x1) ..y (~xn) bereits bekannte Werte oder auch
Stützstellen. Da Kriging ein statistisches Interpolationsverfahren ist, welches für den
räumlichen Zusammenhang von beprobten Stützstellen statistische Begriffe wie Er-
wartungswert und Varianz verwendet, werden die raumbezogenen Daten als Realisa-
tion von Zufallsvariablen modelliert [Krü12]. Die Stützstellen werden also als Reali-
sierung von Zufallsvariablen Z (~x1) ..Z (~xn) betrachtet. Der zu schätzende unbeprobte
Wert y∗ (~x0) wird ebenfalls als Realisierung der Zufallsvariable Z (~x0) betrachtet, be-
sitzt also einen Erwartungswert und eine Varianz.
Eine grundlegende Annahme bei Kriging ist, dass der zu schätzendeWert y∗ (x0) durch
eine gewichtete Summe berechnet werden kann. Diese Summe wird gebildet aus den
Stützstellen y (~x1) ..y (~xn) und den zu bestimmenden Gewichten w1...wn.
y∗ (~x0) =
n∑
i=1
wiy (~xi) (2.1)
Durch die Annahme, dass die beprobten und unbeprobten Werte als Realisierungen
von Zufallsvariablen dargestellt werden, kommt man auf folgende Formulierung:
Z∗ (~x0) =
n∑
i=1
wiZ (~xi) (2.2)
Best Linear Unbiased Estimator
In diesem Abschnitt sollen einige grundlegende Annahmen getroffen werden, über
diese und weitere Annahmen können dann die eigentlichen Gewichte bestimmt wer-
den. F sei die Fehlerfunktion
F (~x0) = Z (~x0)− Z
∗ (~x0) = Z (~x0)−
n∑
i=1
wiZ (~xi)
Kriging ist ein erwartungstreuer Schätzer, was bedeutet, dass der Schätzfehler im Mit-
tel 0 ist. E [X ] stellt hier den Erwartungswert der Variable X dar.
E [F (~x0)] = 0 (2.3)
⇔E [Z (~x0)]−E [Z
∗ (~x0)] = 0
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Abbildung 2.1: Beispiel für eine Kriging Interpolation, die Rauten stellen Stützstellen
y (xi) , i ∈ {1...n} am Ort xi, i ∈ {1...n} im Untersuchungsgebiet D ⊆ Rk und die
Interpolation durch das Ordinary Kriging Verfahren
⇔ E [Z∗ (~x0)] = E [Z (~x0)]
Der Krige Schätzer soll ein bestmöglicher Schätzer sein. Daraus folgt, dass die Varianz
des Schätzfehlers minimal ist.
var [F (~x0)] = min
w1,...,wn
var
[
Z (~x0)−
n∑
i=1
wiZ (~xi)
]
(2.4)
Aus diesen Bedingungen ergibt sich, dass der Krige Schätzer ein sogenannter BLUE
(Best Linear Unbiased Estimator) Schätzer ist. Das Best ergibt sich aus 2.4, Linear aus
der gewichteten Summe 2.1 und unbiased aus der Erwartungstreue 2.3.
2.2 Ordinary Kriging
Die Annahme beim Ordinary Kriging ist, dass der statistische Prozess Z (~x) einen kon-
stanten aber unbekannten Erwartungswert hat, hier β ∈ R.
E [Z (~x)] = β
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Durch diese Annahme kann die Erwartungstreue aus Gleichung 2.3 umformuliert wer-
den zu:
E [F (x0)] = 0
E
[
Z (~x0)−
n∑
i=1
wiZ (~xi)
]
= 0
E [Z (~x0)]−
n∑
i=1
wiE [Z (~xi)] = 0
β −
n∑
i=1
wiβ = 0
β
(
1−
n∑
i=1
wi
)
= 0
1 =
n∑
i=1
wi
Bestimmung der Gewichte
Die Varianz des Schätzfehlers kann wie folgt umformuliert werden:
var [F (~x0)] = var [Z (~x0)− Z∗ (~x0)] = E
[
((Z (~x0)− Z
∗ (~x0))− E [Z (~x0)− Z
∗ (~x0)])
2]
= E
[
((Z (~x0)− Z
∗ (~x0))− (E [Z (~x0)]−E [Z
∗ (~x0)]))
2]
= E
[
((Z (~x0)−E [Z (~x0)])− (Z
∗ (~x0)−E [Z
∗ (~x0)]))
2]
= E
[
(Z (~x0)− E [Z (~x0)])
2]
−E [2 ∗ (Z (~x0)− E [Z (~x0)]) (Z
∗ (~x0)− E [Z
∗ (~x0)])]
+E
[
(Z∗ (~x0)− E [Z
∗ (~x0)])
2]
= E
[
(Z (~x0)− E [Z (~x0)])
2]
−2 ∗ E [(Z (~x0)− E [Z (~x0)]) (Z
∗ (~x0)− E [Z
∗ (~x0)])]
+E
[
(Z∗ (~x0)− E [Z
∗ (~x0)])
2]
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= var [Z (~x0)]− 2 ∗ cov (Z (~x0) , Z∗ (~x0)) + var [Z∗ (~x0)]
Setzt man nun die Formulierung 2.1 für Z∗ (~x0) und var [Z∗] = E
[
(Z∗ − E [Z∗])2
]
kommt man nach einiger Rechnung zu folgender Gleichung. Die Kovarianzfunktion
wird im Folgenden als gegeben und differenzierbar angesehen.
var [F (~x0)] = var [Z (~x0)]− 2
n∑
i=1
cov (Z (~x0) , wiZ (~xi)) +
n∑
i=1
n∑
j=1
wiwjcov (Z (~xi) , Z (~xj))
In Matrix Schreibweise ergibt sich die folgende Formulierung, wobei ~w ∈ Rn den Ge-
wichtsvektor, Cov ∈ Rn×n die Kovarianzmatrix und −→cov∈ Rn darstellt:
var [F (~x0)] = var [Z (~x0)]− 2
−→cov (Z (~x0) , Z (~x))
T ∗ ~w + ~wT ∗Cov ∗ ~w (2.5)
Die Minimierungsaufgabe stellt sich nun also wie folgt:
{
minw1,...,wn var [Z (~x0)−
∑n
i=1wiZ (~xi)]∑n
i=1wi = 1
(2.6)
Mit dieser Formulierung kann nun die Minimierungsaufgabe aus Gleichung 2.6 ge-
mäß der Multiplikatorenmethode von Lagrange gelöst werden [BS08]. Als Lagrange
Funktion Λ (w, λ)mit dem Lagrange Multiplikator λ ergibt sich:
Λ (w, λ) := var [F (~x0)] + λ
(
n∑
i=1
wi − 1
)
Die notwendige Bedingung für das Minimum ist:
∇λ,w
(
var [F (~x0)] + λ
(
n∑
i=1
wi − 1
))
= ~0
Setzt man Gleichung 2.5 ein, erhält man das folgende Gleichungssystem:
∇w
(
var [Z (~x0)]− 2
−→cov (Z (~x0) , Z (~xi))
T ∗ ~w + ~wT ∗Cov ∗ ~w + λ
(
n∑
i=1
wi − 1
))
= ~0
∧ ∇λ
(
var [Z (~x0)]− 2
−→cov (Z (~x0) , Z (~xi))
T ∗ ~w + ~wT ∗Cov ∗ ~w + λ
(
n∑
i=1
wi − 1
))
= ~0
(2.7)
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Einschub Korrelation
Da die Kovarianzfunktion beliebig große Werte annehmen kann, ist es für die spätere
Modellierung günstiger diese zu normieren. Die normierte Kovarianz ist die Korre-
lation und der Zusammenhang zwischen Kovarianz und Korrelation sieht wie folgt
aus:
c (X, Y ) =
cov (X, Y )√
var (X)
√
var (Y )
(2.8)
Zudem soll der räumliche Zusammenhang zwischen zwei Zufallsvariablen nicht von
seiner absoluten Lage im Raum abhängig sein, sondern nur von deren Abstandsvektor
h ∈ Rn = {x1 − y1, ..., xn − yn}
Die Kovarianz zwischen zwei gleichen Zufallsvariablen ist per Definition die Varianz
dieser Zufallsvariable:
cov (Z,Z) = var (Z)
Da die Kovarianz allerdings nur vom Abstandsvektor abhängig ist und der Abstands-
vektor bei zwei gleichen Zufallsvariablen immer ~0 ist, kann man daraus folgern, dass
die Kovarianz zwischen zwei gleichen Zufallsvariablen immer konstant ist.
cov (Z,Z) = cov
(
h = ~0
)
= const.
Und somit ist auch die Varianz konstant:
=⇒ var [Z] = σ2 = const. (2.9)
Durch die Gleichungen 2.8 und 2.9 kann man die Kovarianzfunktion durch die Korre-
lationsfunktion ersetzen
c (X, Y )σ2 = cov (X, Y )
Und somit auch die Kovarianzmatrix durch die Korrelationsmatrix R ∈ Rn×n
Cov = σ2R
Damit lässt sich Gleichung 2.7 umformulieren, wobei der Korrelationsvektor mit ~r ∈
R
n = (c [Z (~x0) , Z (~x1)] , ..., c [Z (~x0) , Z (~xn)])
T
, ~x ∈ Rk bezeichnetwird. Dieser beschreibt
die Korrelationen zwischen dem Funktionswert, der vorhersagt werden soll und dem
Stützstellenvektor ~ys. Da der Funktionswert y (x0) nicht bekannt ist, hängt die Korre-
lationsfunktion nur von dem Abstandsvektor ~h ∈ Rk = {x0 − x1, ..., xk − xk} ab. Der
Korrelationsvektor ergibt sich damit zu ~r ∈ Rn = (c [~x0, ~x1] , ..., c [~x0, ~xn])
T
, ~x ∈ Rk. Wie
eine solche Korrelationsfunktion konkret umgesetzt wird, folgt in Kaptitel 3.3.
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Fortsetzung vom Gleichung 2.7:
Es ergibt sich folgendes Gleichungssystem:
σ2∇w
(
1− 2~rT ∗ ~w + ~wT ∗R ∗ ~w
)
+∇w
(
λ
(
n∑
i=1
wi − 1
))
= ~0
∧ σ2∇λ
(
1− 2~rT ∗ ~w + ~wT ∗R ∗ ~w
)
+∇λ
(
λ
(
n∑
i=1
wi − 1
))
= ~0
Aufgelöst:
σ2
(
∇w
(
−2~rT ∗ ~w
)
+∇w
(
~wT ∗R ∗ ~w
))
+∇w
(
λ
(
n∑
i=1
wi − 1
))
= ~0
∧ σ2∇λ
((
−2~rT ∗ ~w
)
+∇λ
(
~wT ∗R ∗ ~w
))
+∇λ
(
λ
(
n∑
i=1
wi − 1
))
= ~0
Da cov (X, Y ) = cov (Y,X) muss die Korrelationsmatrix R symmetrisch sein. Die Ab-
leitung der quadratischen Form ∇w
(
~wT ∗R ∗ ~w
)
ergibt sich somit zu 2R ∗ ~w
σ2 ((−2~r) + 2R~w) + λ~F = ~0
∧
n∑
i=1
wi − 1 = ~0
wobei Fi = 1 für i = 1...n und Fi = 0 für i > n
R~w +
λ~F
2σ2
= ~r
∧ ~F T ~w = 1
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In Matrix Schreibweise:
(
R ~F
~F T 0
)(
~w
λ
2σ2
)
=
(
~r
1
)
⇔
(
~w
λ
2σ2
)
=
(
R ~F
~F T 0
)−1(
~r
1
)
(2.10)
Die Inverse der Blockmatrix ergibt sich nach [Tho06] zu:
(
R ~F
~F T 0
)−1
=
(
R
−1 − R
−1 ~F ~FTR−1
~FTR−1 ~F
R
−1 ~F
~FTR−1 ~F
~FTR−1
~FTR−1F
− 1~FTR−1 ~F
)
Eingesetzt in 2.10:
(
~w
λ
2σ2
)
=
(
R
−1 − R
−1 ~F ~FTR−1
~FTR−1 ~F
R−1 ~F
~FTR−1 ~F
~FTR−1
~FTR−1F
− 1~FTR−1 ~F
)(
~r
1
)
Daraus ergibt sich die folgende Formulierung der gesuchten Gewichte:
~w = R−1~r −
R
−1 ~F ~F TR−1
~F TR−1 ~F
~r +
R
−1 ~F
~F TR−1 ~F
(2.11)
Der zweite Term für λ
2σ2
wird hierbei ignoriert, da nur die Formulierung der Gewichte
gesucht war. Wird der Gewichtsvektor auf diese Weise berechnet, dann ist die Varianz
var [F (x0)] unter der geforderten Nebenbedingung minimal.
Krige Schätzer
Setzt man diese Formulierung in Gleichung 2.2 ein, erhält man die Formel des Krige
Schätzers, wobei der Vektor ~ys ∈ Rn die bekannten Funktionswerte enthält.
Z∗ (~x0) =
n∑
i=1
wiZ (~xi)
E [Z∗ (~x0)] =
n∑
i=1
wiE [Z (~xi)]
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E [Z∗ (~x0)] = ~w
T~ys
E [Z∗ (~x0)] =
(
R
−1~r −
R
−1 ~F ~F TR−1
~F TR−1 ~F
~r +
R
−1 ~F
~F TR−1 ~F
)T
~ys
E [Z∗ (~x0)] =
(
R
−1~r
)T
~ys −
(
R
−1 ~F ~F TR−1
~F TR−1 ~F
~r
)T
~ys +
(
R
−1 ~F
~F TR−1 ~F
)T
~ys
E [Z∗ (~x0)] = ~r
T
R
−1~ys − ~r
T R
−1 ~F ~F TR−1
~F TR−1 ~F
~ys +
~F TR−1~ys
~F TR−1 ~F
β =
~F TR−1~ys
~F TR−1 ~F
E [Z∗ (~x0)] = ~r
T
R
−1~ys − ~r
T
R
−1β ~F + β
E [Z∗ (~x0)] = ~r
T
R
−1
(
~ys − β ~F
)
+ β
~F entspricht hier dem Einsvektor.
Vorhersage der Varianz
Setzt man die Formulierung der Gewichte 2.11 in Gleichung 2.5 ein, dann erhält man
eine Gleichung für die Vorhersage für die Varianz des Kriging Modells. Die Zwischen-
schritte wurden hier aus Platzgründen weggelassen.
var [F (~x0)] = σ2
(
1− rT ∗R−1 ∗ r +
1
F TR−1F
[
rTR−1F − 1
]2)
(2.12)
Quellen: [Kri53, Aul12, Mat63]
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2.3 Gradient Enhanced Kriging
Das Gradient Enhanced Kriging ist eine Erweiterung des Ordinary Kriging. Beim GEK
gehen partielle Ableitungen in der Form ∂y(x)
∂x
an einigen beprobten Orten mit in die
Bildung des Modells ein. Der Trainingsvektor ~ys ∈ Rn+m kann in diesem Fall also die
folgende Form annehmen:
~ys =
(
y (~x1) , ..., y (~xn) ,
∂y(~xn+1)
∂xj
, ...,
∂y(~xn+m)
∂xj
)
, j ∈ {1, ..., k} , wobei der obere Index von
x die Variable darstellt, nach der abgeleitet wird und m ist die Anzahl der gegebenen
partiellen Ableitungen. Beim Aufstellen der Korrelationsmatrix R müssen also auch
Kovarianzen/Korrelationen zwischen den Gradienten und den Funktionswerten ge-
bildet werden können. Die Kovarianzfunktion zwischen zwei Zufallsvariablen ist wie
folgt definiert:
cov(Z (~x1) , Z (~x2)) =E [(Z (~x1)−E [Z (~x1)]) (Z (~x2)− E [Z (~x2)])] (2.13)
Um im Kriging Modell partielle Ableitungen verarbeiten zu können ist es notwendig,
dass die Kovarianzfunktionen in der folgenden Form gebildet werden:
cov(
∂Z (~x1)
∂x
p
1
,
∂Z (~x2)
∂xl2
), p, l ∈ {1, ..., k} (2.14)
cov(
∂Z (~x1)
∂x
p
1
, Z (~x2)), p ∈ {1, ..., k} (2.15)
cov(Z (~x1) ,
∂Z (~x2)
∂xl2
), l ∈ {1, ..., k} (2.16)
Per Definition aus Gleichung 2.13 ergibt sich für Gleichung 2.14:
cov(
∂Z (~x1)
∂x
p
1
, Z (~x2)) =E
[(
∂Z (~x1)
∂x
p
1
− E
[
∂Z (~x1)
∂x
p
1
])
(Z (~x2)− E [Z (~x2)])
]
(2.17)
Die Korrelationsfunktion ist im Kriging vorgegeben ( Kapitel3.3 ). Im Folgenden soll
gezeigt werden, dass die Kovarianzfunktion cov(∂Z(~x1)
∂x
p
1
, Z (~x2)) auch durch einfaches
Differenzieren von 2.13 bilden lässt.
∂
∂x
p
1
cov(Z (~x1) , Z (~x2)) =
∂
∂x
p
1
(E [(Z (~x1)− E [Z (~x1)]) (Z (~x2)− E [Z (~x2)])])
=E
[
(Z (~x2)− E [Z (~x2)])
∂
∂x
p
1
(Z (~x1)− E [Z (~x1)])
]
+ E
[
(Z (~x1)− E [Z (~x1)])
∂
∂x
p
1
(Z (~x2)− E [Z (~x2)])
]
2. Grundlagen Kriging 19
=E
[
(Z (~x2)− E [Z (~x2)])
∂
∂x
p
1
(Z (~x1)− E [Z (~x1)])
]
+ E
[
(Z (~x1)− E [Z (~x1)])
∂
∂x
p
1
(Z (~x2)− E [Z (~x2)])
]
Es gilt ∂
∂x
p
1
(Z (x2)− E [Z (x2)]) = 0, da der Ausdruck unabhängig von x1 ist.
=E
[
(Z (~x2)−E [Z (~x2)])
(
∂
∂x
p
1
Z (~x1)−E
[
∂
∂x
p
1
Z (~x1)
])]
Dieser Ausdruck entspricht Gleichung 2.17, also gilt:
cov(
∂Z (~x1)
∂x
p
1
, Z (~x2)) =
∂
∂x
p
1
cov(Z (~x1) , Z (~x2)) (2.18)
für die Gleichungen 2.14 und 2.16 gilt entsprechendes:
cov(
∂Z (~x1)
∂x
p
1
,
∂Z (~x2)
∂xl2
) =
∂
∂x
p
1∂x
l
2
cov(Z (~x1) , Z (~x2))
cov(Z (~x1) ,
∂Z (~x2)
∂xl2
) =
∂
∂xl2
cov(Z (~x1) , Z (~x2))
Da die Korrelationsfunktion vorgegeben ist, kann diese entsprechend abgeleitet wer-
den (sofern diese differenzierbar ist) und man erhält den nötigen Zusammenhang zwi-
schen den Funktionswerten und Gradienten. Beispiele für Korrelationsfunktionen und
deren Ableitungen werden in Kapitel 3.3 behandelt.
Auf die Herleitung des Krige Schätzers und der Vorhersage der Varianz soll hier im
Weiteren nicht eingegangen werden, da diese im Wesentlichen der Herleitung des Or-
dinary Kriging entsprechen. Der Leser sei aber auf [Krü12, HGZ09] verwiesen. Die
Bildung des Korrelationsvektors ~r und des Erwartungswertvektors β ~F sieht wie folgt
aus:
~F ∈ Rn =

1, ..., 1︸ ︷︷ ︸
n
, 0, ..., 0︸ ︷︷ ︸
m

T
~r ∈ Rn+m =
(
c [~x0, ~x1] , ..., c [~x0, ~xn] ,
∂c [~x0, ~xn+1]
∂xj
, ...,
∂c [~x0, ~xn+m]
∂xj
)T
, ~x ∈ Rk, j ∈ {1, ..., k}
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Wobei erwähnt sei, dass die Ableitungen nach x auch nur teilweise vorhanden sein
können. Es muss also nicht für jedenMember jede Ableitung nach jeder freien Variable
gegeben sein.
Die Bildung derMatrixRwird in Kapitel 3 erläutert, da die softwaretechnische Umset-
zung stark von der Bildung der Matrix abhängt und dies im Zusammenhang erläutert
werden soll.
2.4 Andere Kriging Verfahren
Neben dem bereits erwähnten Ordinary Kriging gibt es eine Reihe anderer Kriging
Verfahren. Diese unterscheiden sich meist durch die verschiedenen Annahmen, die
im Modell getroffen werden und durch die Art der Daten, welche für das Training
verwendet werden können. So war z.B. eine Annahme beim Ordinary Kriging, dass
der Erwartungswert für alle Zufallsvariablen konstant aber unbekannt ist.
E [Z (~x)] = β
Ein weiteres Verfahren ist das Simple Kriging. Bei diesem ist die Bedingung das der
Erwartungswert für alle Zufallsvariablen 0 ist.
E [Z (~x)] = 0
Die Daten werden beim Simple Kriging meist auf einen Mittelwert von 0 skaliert:
1
n
n∑
i=1
yi = 0
Der reale Erwartungswert ist jedoch meist unbekannt und muss deswegen geschätzt
werden.
Das Simple Kriging ist daher auch die einfachste Form der Kriging Annahmen, aber
auch die am wenigsten allgemeine.
Universal Kriging ist eine Erweiterung des Ordinary Kriging. Der Erwartungswert
β (~x) ist nun nicht mehr konstant, sondern kann durch eine beliebige Funktion be-
schrieben werden.
E [Z (~x)] = β (~x)
Einen anderen Ansatz verfolgen Variable Fidelity Methods (VFM). Diese Verfahren
sollen Daten verschiedener Güte nutzen können. Das kann beispielsweise in der Strö-
mungssimulation durch unterschiedlich feine Rechennetze von Vorteil sein. Sehr grobe
Rechennetze liefern ungenauere Ergebnisse, dafür in deutlich kürzerer Zeit. Die Funk-
tionen von groben und feinen Netzen sind sich vom Verlauf her sehr ähnlich, aber
nicht identisch. Zudem vertraut man dem höherwertigen Modell mehr. Um dies zu er-
reichen, gibt es verschiedene Ansätze. Beispielsweise über eine additive Brückenfunk-
tion. Hierfür würde ein Krigingmodell für die Daten höherer Güte trainiert yhf (~x) und
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ein Modell auf die Differenz zwischen den Daten niedrigerer Güte ylf (~x) und denen
höherer Güte ydiff (~x) = ylf (~x) − yhf (~x). Die sich daraus ergebende Brückenfunktion
yb (~x)würde dann eine Addition aus demModell höherer Güte und demDifferenzmo-
dell sein yb (~x) = ylf (~x) + ydiff (~x). Neben dieser Brückenfunktion existiert auch noch
ein Co-Kriging Verfahren, welches diesen Ansatz in einem Modell vereint [FSK07].
Zusätzlich zu den bereits erwähnten Kriging Verfahren, gibt es noch diverse andere
Verfahren, die in dieser Arbeit aber nicht erwähnt werden. Der Leser sei auf [D+09]
verwiesen.
3 Bildung der Korrelationsmatrix
In diesem Kapitel soll die Softwaretechnische Umsetzung des Algorithmus zur Bil-
dung der Korrelationsmatrix dargestellt werden. Da in den Algorithmen sehr viele
Matrix Operationen verwendet werden, wurde eine Matrix Klasse eingeführt. Diese
wird am Anfang des Kapitels erläutert.
Im nächsten Abschnitt wird dann die Bildungsvorschrift der Matrix gezeigt und dar-
auf folgend eine häufig genutzte Korrelationsfunktion und deren softwaretechnische
Umsetzung erläutert.
Der letzter Abschnitt zeigt dann den eigentlichen Algorithmus zur Bildung der Korre-
lationsmatrix.
3.1 Klasse zur Berechnung von Matrix Operationen
Da für das Training und Vorhersagen des Kriging Ersatzmodells hauptsächlich Ma-
trix Operationen verwendet werden, ist es sinnvoll diese in einer Klasse zusammen-
zufassen. Außerdem sind für die Matrix Operationen verschiedene Implementierun-
gen möglich, z.B. könnte es eine Klasse für OpenMP parallelisierte Operationen geben
und eine andere Klasse wo dieselbenOperationen über eine GPU (Graphics Processing
Unit) berechnet werden. Daher werden die gemeinsamen Elemente in einer Superklas-
se Matrix zusammengefasst, siehe Abbildung 3.1. In dem UML Diagramm sind noch
zwei andere Klassen erkennbar, eine Superklasse SaveableOnServer und eine Spezia-
lisierung namens OpenMPMatrix.
SaveableOnServer sollte in einer modernen objektorientierten Programmiersprache
wie z.B. Java ein kontextspezifisches anbietendes Client/Server Interface [SFK12] sein.
Dies ist zur Verdeutlichung nochmals als UMLDiagramm inAbbildung 3.2 dargestellt.
In C++ muss ersatzweise eine abstrakte Klasse verwendet werden. Das Interface Sa-
veableOnServer muss implementiert werden, um in späteren Anwendungen eine pro-
zessweite Parallelisierung über eine Parallelisierungsbibliothek vornehmen zu kön-
nen. Diese Parallelisierungsbibliothek wurde ebenfalls im Institut für Antriebstechnik
entwickelt, allerdings außerhalb des Rahmens dieser Masterarbeit und soll daher nicht
näher erläutert werden.
Die Matrix Klasse besitzt genau drei Attribute, welche als protected deklariert sind.
Das erste Attribut “elements” stellt ein eindimensionales Array dar und beinhaltet
die Matrixelemente. Da eine Matrix einem zweidimensionalen Array entspricht, wird
das eindimensionale Array auf ein zweidimensionales Array übersetzt. Dies wird ge-
macht, da so ein linearer Aufbau des Arrays garantiert gewährleistet wird und dies
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Abbildung 3.1: UML Diagramm der Matrixklasse mit einer Spezialisierung (OpenMP-
Matrix) und der abstrakten Klasse SaveableOnServer, welche prinzipiell ein Interface
darstellt. Interfaces weden in C++ jedoch nicht unterstützt, daher wird eine abstrakte
Klasse verwendet.
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kann in einigen Systemen Geschwindigkeitsvorteile bringen. Der Aufbau des Array
“elements” sieht wie folgt aus:
Elementnr. Funktion
1 Zeilenanzahl
2 Spaltenanzahl
3 Dummy
4 Dummy
5 bis Spaltenanzahl Erste Zeile der Matrix
Spaltenanzahl bis x*Spaltenanzahl x’te Zeile der Matrix
Die Anzahl der Zeilen und Spalten sind also ebenfalls im Array gespeichert. Dies wird
gemacht, um die Daten als einen Block zu serialisieren und damit als einen Datenstrom
über das Netzwerk verschicken zu können.
Zusätzlich sind die Anzahl der Zeilen und Spalten als Attribut in der Klasse Matrix ge-
speichert, da auf diese Attribute sehr oft lesend zugegriffen wird und der Zugriff auf
eine einzelne Variable schneller ist, als der Zugriff auf die beiden ersten Elemente des
Arrays. Da die Attribute nur über Getter und Setter Methoden zugreifbar sind, kann
immer gewährleistet werden, dass diese identisch sind. Die Übersetzung auf ein zwei-
dimensionales Array wird dadurch erreicht, dass man den “[]” Operator der Matrix
Klasse in folgender Weise überlädt:
T∗ operator [ ] ( i n t row) {
re turn th i s−>elements + 4 + ( row ∗ th i s−>getColumnSize ( ) ) ;
}
Bei einem Zugriff auf den “[]” Operator wird also ein Zeiger auf das erste Element
der entsprechenden Zeile zurückgegeben. Dies wird in C++ als ein Array interpretiert
und das Array kann über den Operator “[]” die entsprechende Spalte liefern. Die Ver-
wendung ist also dieselbe wie bei einem “normalen” zweidimensionalen C Array oder
C++ Vektor.
Zusätzlich gibt es noch die Methoden saveAsAscii und parseAscii, welche es ermög-
lichen die Daten in eine Textdatei zu speichern und auszulesen. Zur Änderung der
Größe der Matrix gibt es die Methode resize, welche die Matrix entsprechend vergrö-
ßert oder verkleinert. Die Methode appendMatrix hängt eineMatrix an die bestehende
an und zwar an die letzte Zeile. Dies geht also nur, wenn die Spaltenanzahl identisch
ist. Um eine Submatrix als Block in eine bestehende Matrix zu integrieren, gibt es die
Funktion insertSubMatrix. Diese fügt die als Parameter angegebene Matrix in die Be-
stehende ein.
In Abbildung 3.1 ist zusätzlich noch eine Spezialisierung namens OpenMPMatrix ein-
gezeichnet, diese nutzt OpenMP zur Thread Parallelisierung und wird auch für das
Kriging Modell verwendet. Im Wesentlichen wird in der Klasse OpenMPMatrix die
Superklasse Matrix durch verschiedene Operatoren zur Addition, Multiplikation usw.
erweitert und stellt so alle nötigen Operationen für das Kriging Modell bereit.
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Abbildung 3.2: UMLDiagramm derMatrix Klasse, wobei SaveableOnServer in diesem
Fall durch ein kontextspezifisches Client Server Interface dargestellt wird.
Cholesky Zerlegung
Die Methode chodec() stellt eine Cholesky Zerlegung für positiv definite und symme-
trische Matrizen bereit, für die Matrix Rmuss also gelten:
R = RT
und
−→v ∗R ∗ −→v > 0 fu¨r alle V ektoren−→v
Bei der Cholesky Zerlegungwird dieMatrixR in ein Produkt aus einer unteren Dreicks-
matrix und deren Transponierten zerlegt:
LL
T = R
Die Zerlegung kann nun verwendet werden, um durch Vor- und Rückwärtseinsetzen
lineare Gleichungssysteme in der FormR−→x = b zu lösen. Hierfür wird zuerst vorwärts
eingesetzt:
L
−→y =
−→
b
und dann durch Rückwärtseinsetzen kann der gesuchte Vektor −→x erhalten werden:
L
T−→x = −→y
=⇒R−→x = LLT−→x = L−→y =
−→
b
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ersetzt man nun −→x durch R−1 und
−→
b durch die Einheitsmatrix E, kann man mit der
Zerlegung die Inverse der Matrix R berechnen.
Nach diesem Schritt können die Vor- und Rückwärtssubstitutionen spaltenweise durch-
geführt werden. Diese lassen sich sehr gut parallelisieren, da jede CPU einfach einen
Vektor der Inversen berechnet.
Ein weiterer Vorteil der Zerlegung ist, dass die Determinante der Matrix R mit der
Zerlegung einfach durch Multiplikation der Diagonalelemente der zerlegten Matrix
gewonnen werden kann:
det (R) =
n∏
i=1
L2i,i
Der verwendete Algorithmus ist in [Pre07, Gil07] nochmals detaillierter beschrieben.
Quadratische Form
Da bei dem Training eines Kriging Modells häufig quadratische Formen ~vTR~v berech-
net werden müssen, lohnt es sich diese zu beschleunigen. Dies wird dadurch gemacht,
dass die Multiplikationen nicht nacheinander durchgeführt werden, sondern beide
Multiplikationen in einer doppel-Schleife behandelt werden.
n∑
i=1
(
vi
n∑
j=1
Ri,j ∗ vj
)
= ~vTR~v
Der Algorithmus ist im folgenden Listing gezeigt:
#pragma omp pa r a l l e l f o r reduct ion ( + : r e t )
f o r ( s i z e _ t row=0; row < matrix−>getRowSize ( ) ; row++){
double sum=0 . ;
f o r ( s i z e _ t co l =0 ; co l < matrix−>getColumnSize ( ) ; co l ++){
sum += matrix [ row ] [ co l ] ∗ vec [ co l ] ;
}
sum ∗= vec [ row ] ;
r e su l t +=sum;
}
In der ersten Zeile wird eine Schleifenparallelisierung über OpenMP initialisiert, wo-
bei das Aufsummieren von result nicht parallelisiert werden darf. Dies würde sonst
zu unvorhersehbaren Fehlern führen, da mehrere Threads gleichzeitig in die Variable
result schreiben möchten.
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3.2 Bildungsvorschrift der Korrelationsmatrix
Die Korrelationsmatrix R beschreibt den paarweisen linearen Zusammenhang aller
Stützstellen untereinander. Im Folgenden ist der allgemeine Aufbau einer Korrelati-
onsmatrix zwischen zwei Membern mit den entsprechenden Korrelationen zwischen
den Zufallsvariablen Z (−→x1) und Z (−→x2) an den Orten −→x1,−→x2 ∈ Rk dargestellt. Zusätz-
lich zu den Funktionswerten sind hier noch zwei partielle Ableitungen nach der ersten
freien Variablen z.B. ∂Z(~x2)
∂x1
2
gegeben, wobei der obere Index von x die Variable nach der
abgeleitet wird angibt und der untere Index die Membernummer. Die Korrelationsma-
trix wurde hier aus Platzgründen nur mit zwei Membern gebildet und kann natürlich
Korrelationen zwischen beliebig vielen Membern und partiellen Ableitungen enthal-
ten. Die erste Spalte und erste Zeile geben jeweils an, zwischen welchen Variablen die
Korrelation gebildet wird, z.B. Spalte zwei Z (−→x2) und Zeile eins Z (−→x1) würden eine
Korrelation c (Z (−→x1) , Z (~x2)) ergeben.
R =


Z (~x1) Z (~x2)
∂Z(~x1)
∂x1
1
∂Z(~x2)
∂x1
1
Z (~x1) c (Z (~x1) , Z (~x1)) c (Z (~x1) , Z (~x2)) c
(
x1,
∂Z(~x1)
∂x1
1
)
c
(
x1,
∂Z(~x2)
∂x1
2
)
Z (~x2) c (Z (~x2) , Z (~x1)) c (Z (~x2) , Z (~x2)) c
(
x2,
∂Z(~x1)
∂x1
1
)
c
(
x2,
∂Z(~x2)
∂x1
2
)
∂Z(~x1)
∂x1
1
c
(
∂Z(~x1)
∂x1
1
, Z (~x1)
)
c
(
∂Z(~x1)
∂x1
1
, Z (~x2)
)
c
(
∂Z(~x1)
∂x1
1
,
∂Z(~x1)
∂x1
1
)
c
(
∂Z(~x1)
∂x1
1
,
∂Z(~x2)
∂x1
2
)
∂Z(~x2)
∂x1
1
c
(
∂Z(~x2)
∂x1
2
, Z (~x1)
)
c
(
∂Z(~x2)
∂x1
2
, Z (~x2)
)
c
(
∂Z(~x2)
∂x1
2
,
∂Z(~x1)
∂x1
1
)
c
(
∂Z(~x2)
∂x1
2
,
∂Z(~x2)
∂x1
2
)


Da für einen voherzusagenden Wert der Funktionswert unbekannt ist, die Korrelati-
on aber zwischen diesem und den bekannten Membern berechnet werden muss, be-
schreibt man die Korrelation nur noch in Abhängigkeit vom Abstand der Stützstellen
untereinander. Der Korrelationswert ist also unabhängig von den Funktionswerten.
Dies stellt allerdings nur eine Schätzung der Korrelation dar, für die verschiedenste
Ansätze existieren, einige davon werden in Kapitel 3.3 beschrieben.
c (Z (~x1) , Z (~x2)) = c (~x1, ~x2)
Die Korrelation zwischen Funktionswerten und partiellen Ableitungen, bzw. zwischen
partiellen Ableitungen und partiellen Ableitungen können wie in Gleichung 2.18 um-
geformt werden zu
c(
∂Z (~x1)
∂x
p
1
, Z (~x2)) =
∂
∂x
p
1
c(Z (~x1) , Z (~x2))
die Korrelation soll ebenfalls nur abhängig vom Abstand im Parameterraum sein
=
∂
∂x
p
1
c(~x1, ~x2)
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Die anderen Korrelationen für die partiellen Ableitungen sind in Kapitel 2.3 zu finden.
Mit diesen Annahmen ergibt sich die allgemeine Form der Korrelationsmatrix zwi-
schen zwei Membern zu
R =


Z (~x1) Z (~x2)
∂Z(~x1)
∂x1
1
∂Z(~x2)
∂x1
1
Z (~x1) c (~x1, ~x1) c (~x1, ~x2)
∂c(~x1,~x1)
∂x1
1
∂c(~x1,~x2)
∂x1
2
Z (~x2) c (~x2, ~x1) c (~x2, ~x2)
∂c(~x2,~x1)
∂x1
1
∂c(~x2,~x2)
∂x1
2
∂Z(~x1)
∂x1
1
∂c(~x1,~x1)
∂x1
1
∂c(~x1,~x2)
∂x1
1
∂c(~x1,~x1)
∂x1
1
∂x1
1
∂c(~x1,~x2)
∂x1
1
∂x1
2
∂Z(~x2)
∂x1
1
∂c(~x2,~x1)
∂x1
2
∂c(~x2,~x2)
∂x1
2
∂c(~x2,~x1)
∂x1
2
∂x1
1
∂c(~x2,~x2)
∂x1
2
∂x1
2


Konkrete Korrelationsfunktionen, welche in dieser Software umgesetzt wurden, wer-
den in Kapitel 3.3 beschrieben. Die Korrelationsfunktionen sollen innerhalb der Matrix
austauschbar sein, was im entsprechenden Algorithmus zur Aufstellung der Matrix
beachtet werden muss.
3.3 Korrelationsfunktionen
Um die Korrelationsmatrix aufzustellen, ist es nötig, einen Korrelationswert zwischen
allen bekannten Stützstellen zu berechnen und auch zwischen den Stützstellen und de-
ren partiellen Ableitungen. UmdiesenWert zu berechnen, wird eine Korrelationsfunk-
tion verwendet. Wie bereits in Kapitel 3.2 beschrieben, kann die Korrelationsfunktion
nur angenähert werden und ist abhängig vomAbstand zweier Stützstellen zueinander.
In diesem Abschnitt soll eine sehr häufig verwendete Korrelationsfunktion beschrie-
ben und deren softwaretechnische Umsetzung gezeigt werden. Da diese Korrelations-
funktion einer gaußschen Normalverteilung sehr ähnlich ist, wird diese im Folgenden
als gaußsche Korrelationsfunktion bezeichnet. Die Formel sieht wie folgt aus:
c (~x1, ~x2) = e
− 1
2
l<k∑
l=1
(eθl |x1l−x2l|2)
(3.1)
Die Vektoren ~x1, ~x2 ∈ Rk stellen hier die Ortsvektoren der Stützstellen dar. Die Funkti-
on liefert immer Werte zwischen Null und Eins, wobei eine Eins bei zwei identischen
Stützpunken und eine Null bei unendlich weit entfernten Stützstellen herauskommen
würde. Der Vektor ~θ ∈ Rk (auch Hyperparameter genannt) legt fest, wie stark die Kor-
relation mit steigendem Abstand der Stützstellen zueinander abfällt, wobei ein hoher
Wert einen stärkeren Abfall bewirkt. In Abbildung 3.3 ist eine beispielhafte Korrelati-
onsfunktion mit zwei verschiedenen θ Werten zu sehen, wobei die Stützstellen in der
Abbildung jeweils nur eine freie Variable haben. Auf der X-Achse des Diagramms ist
die Differenz der beiden Stützstellen zueinander aufgetragen und auf der Y-Achse der
entsprechende Korrelationswert. Die rote durchgezogene Kurve zeigt die Korrelations-
funktion mit einem θ = 0.01 und die grüne gestrichelte Kurve hat ein θ = 0.1. Nimmt
man eine Differenz der beiden Stützstellen von z.B. ∆x = −5 an, dann ergeben sich
für einen Hyperparameter von θ = 0.01 ein Korrelationswert von 0.53 und für θ = 0.1
ein Korrelationswert von 0.08. In dem einen Fall wird also eine stärkere Abhängigkeit
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Abbildung 3.3: Beispiel einer Gauss Korrelationsfunktion mit einer freien Variable und
zwei unterschiedlichen θ Einstellungen und deren Einfluss auf den Korrelationswert
der beiden Stützstellen angenommen und im anderen Fall eine sehr schwache Abhän-
gigkeit. Für das gesamte Kriging Modell gibt es genau einen ~θ Vektor, die Bestimmung
dieser Werte ist Aufgabe des Trainings.
In Abbildung 3.4 wird eine Korrelationsfunktion zwischen zwei Stützstellen ~x1, ~x2 ∈
R
k mit zwei freien Variablen k = 2 gezeigt. Für diesen Fall hat der Vektor ~θ ∈ Rk eben-
falls zwei Komponenten. Auf der X-Achse ist die Differenz zwischen den beiden ersten
Komponenten der beiden Stützstellen aufgetragen, auf der Y-Achse die Differenz zwi-
schen den zweiten Komponenten der Stützstellenvektoren und die Z-Achse zeigt den
entsprechenden Korrelationswert.
Die programmiertechnische Umsetzung ist sehr simpel und sieht wie folgt aus:
f o r ( s i z e _ t i =0; i <point1 . getNumVars ( ) ; i ++){
co r r e l += fmath : : exp ( the t a s [ i ] ) ∗ sqr ( point1 . getVarsRef ( i ) − point2 . getVarsRef ( i ) ) ;
}
c o r r e l =fmath : : exp (−0.5∗ co r r e l ) ;
Da diese Funktion während eines Trainings sehr häufig aufgerufen wird, macht es
Sinn, diese zu beschleunigen. Um dies zu erreichen, wurden SSE (Streaming SIMD Ex-
tensions) CPU Befehle verwendet. Die Lesbarkeit des Codes leidet zwar recht stark
darunter, da sich diese Methode zukünftig aber kaum noch ändern wird, ist dies ver-
tretbar.
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Abbildung 3.4: Beispiel einer Gauss Korrelationsfunktion mit zwei freien Variablen
Streaming SIMD Extensions (SSE)
Die Streaming SIMD Extensions (SSE) sind eine von Intel entwickelte Befehlssatzer-
weiterung der x86-Architektur. Mit Einführung des Pentium-III-(Katmai)-Prozessors
wurde diese 1999 vorgestellt. Aufgabe der SSE Befehle ist es Programme durch Par-
allelisierung auf Instruktionslevel zu beschleunigen, auch SIMD (Single Instruction
Multiple Data) genannt. Die SSE-Befehlssatzerweiterung umfasst ursprünglich 70 In-
struktionen und 8 neue Register, genannt XMM0 bis XMM7. Ursprünglich wurden die
128 Bit breiten Register allerdings nicht in einem Schritt verarbeitet. Bei heutigen CPUs
(z.B. Intel Core CPUs) werden die Register in einem Schritt verarbeitet, zudem wurde
die Anzahl der Register von 8 auf 16 erhöht.
Es gibt zahlreiche Umsetzungen der SSE Befehle. Diese reichen von SSE bis SSE5, wo-
bei ab SSE3 AMD und Intel jeweils eigene Implementationen der SSE Architektur vor-
nahmen. Der Nachfolger von SSE heißt AVX (Advanced Vector Extensions) und ver-
breitert die Register auf 16x 256 Bit.
Innerhalb dieser Arbeit wurden nur SSE 1 Befehle verwendet, da diese praktisch von
allen aktuellen CPUs und auch Compilern unterstützt werden. Durch die neuen 128 Bit
Register können nun in einemRechenschritt vier float (32 Bit) oder zwei double (64 Bit)
Werte gleichzeitig verarbeitet werden. Um diese Funktionen zu nutzen, müssen im
C++-Code spezielle SSE Befehle verwendet werden [Fog13, K.A11]. Das folgende Lis-
ting zeigt die Umsetzung der Gauss Korrelationsfunktion mit SSE Befehlen:
1 __m128d varDif f ;
2 __m128d var1 ;
3 __m128d var2 ;
4 __m128d the t a s ;
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5 __m128d corre lSSE = _mm_setzero_pd ( ) ;
6 double t [ 2 ] , tmp [ 2 ] ;
7 s i z e _ t s i ze = ( point1 . getNumVars()%2==0) ? point1 . getNumVars( )/2 : ( point1 . getNumVars()−1)/2;
8 fo r ( s i z e _ t i =0; i < s i ze ; i ++){
9 var1 = _mm_loadu_pd(&( point1 . getVarsRef ( i ∗ 2 ) ) ) ;
10 var2 = _mm_loadu_pd(&( point2 . getVarsRef ( i ∗ 2 ) ) ) ;
11 tmp[ 0 ] = fmath : : expd ( th i s−>the t a s [ 0 ] [ i ∗ 2 ] ) ;
12 tmp[ 1 ] = fmath : : expd ( th i s−>the t a s [ 0 ] [ i ∗2+1 ] ) ;
13 the t a s = _mm_loadu_pd(&(tmp [ 0 ] ) ) ;
14 varDif f = _mm_sub_pd( var1 , var2 ) ;
15 corre lSSE = _mm_add_pd( correlSSE , _mm_mul_pd ( the t a s , _mm_mul_pd ( varDiff , varDif f ) ) ) ;
16 }
17 _mm_stream_pd ( t , corre lSSE ) ;
18 _mm_empty ( ) ;
19 co r r e l = ( t [0 ]+ t [ 1 ] ) ;
20 i f ( point1 . getNumVars( )%2 !=0 ) {
21 co r r e l +=fmath : : expd ( th i s−>the t a s [ 0 ] [ point1 . getNumVars()−1])∗
22 sqr ( point1 . getVarsRef ( point1 . getNumVars()−1)−point2 . getVarsRef ( point1 . getNumVars ( ) − 1 ) ) ;
23 }
24 co r r e l =fmath : : exp (−0.5∗ co r r e l ) ;
In den Zeilen 1-5 werden verschiedene Variablen definiert vom Typ “__m128d”, dieser
Typ stellt zwei 64 Bit double Werte dar. In Zeile 5 wird die Variable correlSSE mit der
_mm_setzero_pd() Funktion auf Null gesetzt. Da in einem Schritt immer zwei Befehle
gleichzeitig ausgeführt werden, muss die Anzahl durch zwei teilbar sein. Ist dies nicht
der Fall, muss der Rest mit normalen Befehlen durchgeführt werden. Zeile 7 setzt die
Anzahl der Schleifendurchläufe auf die Anzahl der freien Variablen geteilt durch zwei.
Ist die Anzahl der freien Variablen ungerade, wird eins subtrahiert und dann durch
zwei geteilt. Die Zeilen 8-16 stellen die Summation aus der Gauss Formel dar. Zuerst
wird in den Zeilen 9-10 zwei Werte der Stützstellen in die SSE Variablen geladen. Dies
geschieht mit der Funktion _mm_loadu_pd(). Als Parameter erwartet die Funktion
eine Speicheradresse und transferiert dann 128 Bit ab dieser Adresse in die entspre-
chende SSE Variable. In den Zeilen 11-12 wird die Exponentialfunktion der Hyperpa-
rameter berechnet. Dies geschieht auf konventionelle Weise, da es keinen SSE Befehl
für die Exponentialfunktion gibt. Die beiden berechneten Werte werden dann in Zeile
13 ebenfalls in eine SSE Variable geladen. Die Differenz der Stützstellenkomponenten
wird anschließend in Zeile 14 vorgenommen. Hier werden wie bereits erwähnt, direkt
zwei Differenzen gleichzeitig berechnet. In Zeile 15 wird dann die Differenz quadriert,
mit den Hyperparametern multipliziert und aufsummiert, alles mit SSE Befehlen.
Ist der Schleifendurchlauf beendet, wird in Zeile 17 das Ergebnis in eine normale Va-
riable zurück transferiert und in den restlichen Zeilen wird (falls die Anzahl der freien
Variablen nicht durch zwei teilbar war) das letzte Element mit konventionellen Metho-
den berechnet. Die gemessenen Geschwindigkeitsvorteile lagen bei ca. 20 % - 30 %.
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3.4 Algorithmus zur Bildung der Korrelationsmatrix
BeimAufstellen der Korrelationsmatrix müssen alle Korrelationen zwischenMembern
berechnet werden. EinMember wird durch die Klasse Point beschrieben, in Abbildung
3.5 ist das UML Diagramm der entsprechenden Klasse dargestellt.
Point
-fit: B
-partialDerivatives: map<size, B>
-vars: T
-type: string
+print(): void
+operator==(Point): bool
B : Real = double
T : Matrix = OpenMPMatrix
Abbildung 3.5: UML Diagramm der Klasse Point, welche einen Member/Stützstelle
beschreibt
Die Klasse verwendet zwei Template Parameter. Zum einen den Parameter B, dieser
gibt den verwendeten Fließkommazahlentyp an und zum anderen gibt es den Para-
meter T, welcher den verwendeten Matrix Typ darstellt. Der Matrix Typ muss ein
Subtyp der Matrix Klasse aus Kapitel 3 sein. Die Point Klasse besteht aus vier Attri-
buten und zwei öffentlichen Methoden. Das Attribut fit beschreibt den Funktionswert
des Members. PartialDerivatives beinhaltet die vorgegebenen partiellen Ableitungen
eines Members. Der Typ des Attributs ist eine map (Hashtabelle), wobei der Schlüs-
sel die Nummer der Variable darstellt, nach der abgeleitet wurde. In vars werden die
Variablenwerte desMembers gespeichert, der Typ des Attributs ist eineMatrix. Eigent-
lich wird nur ein Vektor als Typ benötigt, da man aber gerne die Matrix Operationen
nutzen möchte, wird vars als einspaltige Matrix verwendet, was letztlich wieder ei-
nem Vektor entspricht. Das Attribut type beinhaltet den Typ des Members, dies ist für
Variable Fidelity Methods ( siehe Kapitel 2.4 ) wichtig. In diesem Attribut wird dann
über einen Identifier angegeben, ob es sich z.B. um einenMember handelt, welcher mit
hoher Güte berechnet wurde oder niedriger.
Eine Korrelationsfunktion soll zwischen zwei solcher Point Objekte einen Korrelati-
onswert bestimmen. Daher macht es Sinn, eine gemeinsame abstrakte Superklasse
einzuführen, der Aufbau ist in Abbildung 3.6 dargestellt. Da jedes Point Objekt auch
die partiellen Ableitungen enthält ist es sinnvoll, dass die Korrelationsfunktion alle
Korrelationen zwischen zwei Point Objekten zurück gibt, also auch die Korrelationen
zwischen partiellen Ableitungen und Funktionswerten. Zu diesem Zweck wird die
Korrelationsmatrix durch Zeilen- und Spaltentausch umsortiert, um die Korrelationen
zwischen zwei Point Objekten direkt als Submatrix in die Gesamtmatrix einzufügen:
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R =


Z (~x1)
∂Z(~x1)
∂x1
1
Z (~x2)
∂Z(~x2)
∂x1
1
Z (~x1) c (~x1, ~x1)
∂c(~x1,~x1)
∂x1
1
c (~x1, ~x2)
∂c(~x1,~x2)
∂x1
2
∂Z(~x1)
∂x1
1
∂c(~x1,~x1)
∂x1
1
∂c(~x1,~x1)
∂x1
1
∂x1
1
∂c(~x1,~x2)
∂x1
1
∂c(~x1,~x2)
∂x1
1
∂x1
2
Z (~x2) c (~x2, ~x1)
∂c(~x2,~x1)
∂x1
1
c (~x2, ~x2)
∂c(~x2,~x2)
∂x1
2
∂Z(~x2)
∂x1
1
∂c(~x2,~x1)
∂x1
2
∂c(~x2,~x1)
∂x1
2
∂x1
1
∂c(~x2,~x2)
∂x1
2
∂c(~x2,~x2)
∂x1
2
∂x1
2


(3.2)
Durch diese Anordnung stehen alle Korrelationen zwischen zwei bestimmten Punk-
ten immer zusammen, dies vereinfacht den Algorithmus zum Aufstellen der Matrix
erheblich.
CorrelationFunction
+getName(): string
+getAllCorrelation(P1: Point, P2: Point, corrMat: T, diagAdd: B, i: int, j: int, eqMemb: bool): void
+getAllCorrelationPartDer(P1: Point, P2: Point, corrMat: T, corrMatDer: T, diagAdd: B, i: int, j: int, eqMemb: bool, varNr: int): void
B : Real = double
T : Matrix = OpenMPMatrix
CorrelationFunctionGauss
-Thetas: T
+getName(): string
+getAllCorrelation(P1: Point, P2: Point, corrMat: T, diagAdd: B, i: int, j: int, eqMemb: bool): void
+getAllCorrelationPartDer(P1: Point, P2: Point, corrMat: T, corrMatDer: T, diagAdd: B, i: int, j: int, eqMemb: bool, varNr: int): void
-calcCorrelation(Point1: Point, Point2: Point): B
-calcCorrelationPartialDerivative(Point1: Point, Point2: Point, correlation: B, nrVar: size): B
B : Real = double
T : Matrix = OpenMPMatrix
CorrelationFunctionSpline
-Thetas: T
+getName(): string
+getAllCorrelation(P1: Point, P2: Point, corrMat: T, diagAdd: B, i: int, j: int, eqMemb: bool): void
+getAllCorrelationPartDer(P1: Point, P2: Point, corrMat: T, corrMatDer: T, diagAdd: B, i: int, j: int, eqMemb: bool, varNr: int): void
-calcCorrelation(Point1: Point, Point2: Point, p: vector): B
-calcCorrelationPartialDerivative(Point1: Point, Point2: Point, correlation: B, nrVar: size, withoutProduct: bool): B
B : Real = double
T : Matrix = OpenMPMatrix
Abbildung 3.6: UML Diagramm der abstrakten Klasse CorrelationFunction mit zwei
Subklassen, diese stellen spezifische Korrelationsfunktionen dar
Die Methode CreateCorrelationMatrix
Das UML Diagramm in Abbildung 3.6 zeigt die abstrakte Superklasse Correlation-
Function mit zwei Spezialisierungen namens CorrelationFunctionGauss und Correla-
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tionsFunctionSpline. Die Spezialisierungen stellen jeweils verschiedene Korrelations-
funktionen dar. Die Umsetzung der Gauss Korrelationsfunktion wurde im Abschnitt
3.3 dargestellt, auf die Beschreibung der Spline Funktion wird hier verzichtet. Die Me-
thode getAllCorrelation schreibt alle Korrelationswerte zwischen den Stützpunkten
P1 und P2 in die ebenfalls übergebene Korrelationsmatrix corrMat. Da die Korrelati-
onswerte zwischen zwei Stützstellen eine Submatrix der Korrelationsmatrix darstellen
(siehe Formel 3.2), wird der Methode getAllCorrelation die entsprechende Stelle der
Submatrix in der Korrelationsmatrix über die Indizes i und j mit angegebenen. Die
beiden Parameter stellen hier die Position der ersten Zeile und Spalte der Submatrix in
der Korrelationsmatrix dar. Es wird also im ersten Schritt die Korrelation zwischen den
beiden Punkten bestimmt, dann die Korrelationen der partiellen Ableitungen, daraus
wird dann die entsprechende Submatrix gebildet und diese in die Korrelationsmatrix
eingefügt.
Das folgende Programmlisting zeigt die Funktion, welche unter Benutzung der ab-
strakten Klasse CorrelationFunktion, eine Korrelationsmatrix mit Werten befüllt. Der
gezeigte Code ist der Originalcode in C++, auf Pseudocode wird hier verzichtet da ei-
nige Besonderheiten von C++ eine recht große Rolle in der Programmierung spielen.
Einige Zeilenumbrüche wären in C++ in der Form nicht zulässig, aus Platzgründen
ließen sich diese allerdings nicht vermeiden.
1 template < c l a s s T , c l a s s B>
2 void crea t eCor re la t ionMat r ix (
3 T &corre la t ionMat r ix ,
4 vector <Point <T , B> > &points ,
5 map<s t r ing ,map<s t r ing , Corre la t ionFunct ion<T , B>∗>> correlat ionMap ) {
6
7 T tmp( conf ig : : numSamplesDerivatives , conf ig : : numSamplesDerivatives ) ;
8 cor re l a t ionMat r ix = tmp ;
9 #pragma omp pa r a l l e l f o r schedule ( dynamic )
10 fo r ( s i z e _ t i =0; i <poin t s . s i ze ( ) ; i ++){
11 fo r ( s i z e _ t j = i ; j <poin t s . s i ze ( ) ; j ++){
12 i f ( i == j ) {
13 correlat ionMap [ poin t s [ i ] . getType ( ) ] [ poin t s [ j ] . getType()]−> ge tA l lCor re la t ion (
14 poin t s [ i ] ,
15 poin t s [ j ] ,
16 corre la t ionMatr ix ,
17 0 . 0 ,
18 conf ig : : ma t r i xPos i t i on s [ i ] ,
19 conf ig : : ma t r i xPos i t i on s [ j ] ,
20 t rue ) ;
21 cor re l a t ionMat r ix [ conf ig : : ma t r i xPos i t i on s [ i ] ] [ conf ig : : ma t r i xPos i t i on s [ j ] ]
22 += fmath : : expd ( conf ig : : diagonalAddit ion ) ;
23 }
24 e l s e {
25 correlat ionMap [ poin t s [ i ] . getType ( ) ] [ poin t s [ j ] . getType()]−> ge tA l lCor re la t ion (
26 poin t s [ i ] ,
27 poin t s [ j ] ,
28 corre la t ionMatr ix ,
29 0 . 0 ,
30 conf ig : : ma t r i xPos i t i on s [ i ] ,
31 conf ig : : ma t r i xPos i t i on s [ j ] ,
32 f a l s e ) ;
33 }
34 }
35 }
36
37 #pragma omp pa r a l l e l f o r
38 fo r ( i n t i =cor re la t ionMat r ix . getColumnSize ()−1; i >0; i−−){
39 fo r ( i n t j =i −1; j >=0; j −−){
40 cor re l a t ionMat r ix [ i ] [ j ] = cor re l a t ionMat r ix [ j ] [ i ] ;
41 }
42 }
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43 }
Die Funktion createCorrelationMatrix hat genau drei Parameter. Der erste Parameter
ist eine Referenz auf die eigentliche Korrelationsmatrix. Um unnötiges Kopieren zu
vermeiden, wird eine Referenz verwendet, weil die Daten direkt in dieMatrix geschrie-
ben werden sollen. Da die Matrizen sehr groß werden können (20000x20000 sind keine
Seltenheit) und während des Trainings sehr häufig gebildet werden müssen, können
solche Überlegungen erhebliche Unterschiede in der Geschwindigkeit ausmachen.
Der Parameter Points vom Typ Point (Abbildung 3.5) ist ein eindimensionaler Vektor,
welcher alle Member/Stützstellen beinhaltet.
CorrelationMap ist eine zweidimensionale Hashtabelle, die beiden Indizes sind strings
und beschreiben die Typen (vgl. Attribut type aus Abbildung 3.5) der entsprechenden
Stützstellen. Durch diese Hashtabelle ist es möglich, jedem Paar von Stützstellen ver-
schiedene Korrelationsfunktionen zuzuordnen. Dies ist bei der weiteren Entwicklung
des Verfahrens von großer Bedeutung, insbesondere für Variable Fidelity Models (sie-
he Kapitel 2.4). Der Wert der Hashtabelle ist vom Typ CorrelationFunction (siehe 3.6),
dieser kann also durch jeden Subtyp der abstrakten Klasse CorrelationFunction über-
laden werden. Eine solche correlationMap könnte z.B. folgendermaßen aufgebaut sein:
Typ1 Typ2 CorrelationFunction
“low” “low” correlationFunctionGauss
“low” “high” correlationFunctionSpline
“high” “high” correlationFunctionGauss
Würde man mit dieser correlationMap z.B. folgenden Aufruf machen, so würde man
die Methode getAllCorrelation des SubTyps CorrelationFunctionGauss (siehe 3.6) auf-
rufen.
correlat ionMap [ " low" ] [ " low"]−>ge tA l lCor re la t ion ( . . . ) ;
Genau diesen Aufruf findet man in den Zeilen 13 und 25.
In Zeile 7 und 8 wird eine neue Matrix vom Template Typ T allokiert und der Parame-
ter correlationMatrix damit überschrieben. Der Wert config::numSamplesDerivatives
beschreibt hier die Anzahl der Stützstellen plus die Anzahl der gegebenen partiellen
Ableitungen.
In den Zeilen 9 bis 11 wird eine doppelte for Schleife über alle Stützstellen gestartet,
um die Korrelationen von allen Stützstellen zu allen Stützstellen zu berechnen. Das
“#pragma omp parallel for” ist eine einfache Schleifenparallelisierung von OpenMP.
Die Indizes werden automatisch in Bereiche eingeteilt und dann in einzelnen Threads
abgearbeitet. Die Anzahl der maximalen Threads wird direkt zu Anfang über ein Pa-
rameterfile festgelegt. Der zusätzliche Befehl “schedule(dynamic)” gibt an, wie der
OpenMP Scheduler die Arbeit auf die Threads verteilt, es gibt prinzipiell drei Vari-
anten:
• static: Jede Teilschleife besitzt eine feste Anzahl von Durchläufen, diese Durchläu-
fe werden dann reihum an die Threads verteilt. Dieses Vorgehen ist, bei gleicher
Lastverteilung der Teilschleifen optimal. Im Normalfall gibt es soviele Teilschlei-
fen wie Anzahl Threads.
• dynamic: Hier werden die Teilschleifen dynamisch an die Threads verteilt, um
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das zu erreichen, werden die Teilschleifen kleiner gewählt als z.B. bei static. Dies
ist sinnvoll, wenn die Last stark variiert, allerdings ist der Verwaltungsaufwand
für die OpenMP Laufzeitumgebung höher.
• guided: Bei diesem Fall werden die Teilschleifen während der Laufzeit exponenti-
ell von groß zu klein verändert. Dies ist ein Spezialfall von dynamic und reduziert
den Verwaltungsaufwand.
Welche der drei Varianten für einen Fall geeignet ist, lässt sich oftmals nur durch Tes-
ten gut bestimmen. Bei der Belegung der Korrelationsmatrix scheint zuerst die Option
static sinnvoller zu sein, da der Aufwand für einen Schleifendurchlauf in etwa gleich
bleibt. Allerdings war die Option dynamic in Tests ca. 10 % schneller. Das könnte durch
interne Compiler Optimierungen und die Verwendung des If- Else Blocks innerhalb
der Schleife zu erklären sein.
Der If- Else Block ist dazu da, um zwischen der Berechnung der Korrelation zwischen
zwei gleichen Stützpunkten und der Berechnung der Korrelation zwischen zwei ver-
schiedenen Punkten zu unterscheiden. Dies ist sinnvoll, da sich die Korrelation zwi-
schen zwei gleichen Stützpunkten durch Vereinfachungen der mathematischen For-
mulierung deutlich schneller berechnen lässt. Eine solche Vereinfachungwird im nächs-
ten Abschnitt genauer beschrieben. Zusätzlich kann auf die Diagonalelemente der Ma-
trix, ein Diagonalaufschlag addiert werden (Zeile 21-22). Dies wird verwendet um die
Matrix für die Invertierung numerisch stabiler zu machen, in Kapitel 5.2 wird der Dia-
gonalaufschlag genauer erläutert.
Innerhalb des If- Else Blocks wird die Methode getAllCorrelation der entsprechenden
Subklasse von CorrelationFunction (siehe Abbildung 3.6) aufgerufen. Zwei wichtige
Parameter dieses Methodenaufrufs sind “config::matrixPositions[i]” und
“config::matrixPositions[j]”, diese Arrays enthalten eine Tabelle, welche zu einer gege-
benen Membernummer die entsprechende Position der Member in der Korrelations-
matrix zurückgeben soll. Da einMember in der Korrelationsmatrix durch eine kleinere
Submatrix beschrieben wird, stellt die Position immer die erste Zeile bzw. Spalte der
Submatrix in der Korrelationsmatrix dar. Die Methode getAllCorrelation wird im fol-
genden Abschnitt genauer erläutert.
Da die Korrelationsmatrix symmetrisch ist, wird nur die rechte obere Dreiecksmatrix
belegt und in den Zeilen 37-43 wird diese dann auf die linke untere kopiert. Dadurch
wird die Geschwindigkeit des Algorithmus nochmals erhöht.
Die Methode getAllCorrelation
Die Methode getAllCorrelation, welche in Subklassen des Typs CorrelationFunction
(siehe Abbildung 3.6) definiert ist, soll alle Korrelationswerte zwischen zwei Stütz-
stellen berechnen. Diese werden in die Korrelationsmatrix eingetragen und von der
Funktion createCorrelationMatrix (siehe Kapitel 3.4) aufgerufen. Das folgende Listing
zeigt den Originalcode in C++.
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1 template < c l a s s T , c l a s s B>
2 in l i n e void Correlat ionFunct ionGauss <T , B > : : ge tA l lCor re la t ion (
3 Point <T , B> &point1 ,
4 Point <T , B> &point2 ,
5 T &corrMatrix ,
6 B diag ,
7 s i z e _ t iMatrix ,
8 s i z e _ t jMatrix ,
9 bool equalMember ) {
10
11 typename map<s ize_ t , B > : : i t e r a t o r de r I t ;
12 typename map<s ize_ t , B > : : i t e r a t o r derI tCol ;
13 s i z e _ t freevarNr=0 , freevarNr2 =0;
14 i f ( equalMember ) {
15 corrMatr ix [ iMatr ix ] [ jMatr ix ]= 1 . 0 ;
16 fo r ( s i z e _ t i =0; i <point2 . getNumPartDerivatives ( ) ; i ++){
17 freevarNr= i ;
18 corrMatr ix [ iMatr ix+ i +1] [ jMatr ix+ i +1] = fmath : : expd ( the t a s [ 0 ] [ freevarNr ] ) ;
19 }
20 } e l s e {
21 corrMatr ix [ iMatr ix ] [ jMatr ix ] = calcSimpleGauss ( point1 , point2 ) ;
22 s i z e _ t i =0;
23 s i z e _ t j =0;
24 fo r ( der I tCol=point2 . getAllPartDervsRef ( ) . begin ( ) ;
25 derI tCol != point2 . getAllPartDervsRef ( ) . end ( ) ; der I tCol ++){
26
27 freevarNr=derItCol−> f i r s t ;
28 corrMatr ix [ iMatr ix ] [ jMatr ix+ i +1] = ca lcGEKPart ia lDer ivat ive ( point1 , point2 ,
29 corrMatr ix [ iMatr ix ] [ jMatr ix ] , freevarNr ) ;
30
31 i ++;
32 }
33 i f ( corrMatr ix . getRowSize ( ) >1 ) {
34 i =0;
35 fo r ( der I tCol=point1 . getAllPartDervsRef ( ) . begin ( ) ;
36 derI tCol != point1 . getAllPartDervsRef ( ) . end ( ) ; der I tCol ++){
37
38 freevarNr=derItCol−> f i r s t ;
39 corrMatr ix [ iMatr ix+ i +1] [ jMatr ix ] = −ca lcGEKPart ia lDer ivat ive ( point1 , point2 ,
40 corrMatr ix [ iMatr ix ] [ jMatr ix ] , freevarNr ) ;
41 i ++;
42 }
43 i =0;
44 fo r ( der I tCol=point1 . getAllPartDervsRef ( ) . begin ( ) ;
45 derI tCol != point1 . getAllPartDervsRef ( ) . end ( ) ; der I tCol ++){
46 freevarNr=derItCol−> f i r s t ;
47 j =0;
48 fo r ( de r I t =point2 . getAllPartDervsRef ( ) . begin ( ) ;
49 de r I t != point2 . getAllPartDervsRef ( ) . end ( ) ; d e r I t ++){
50
51 freevarNr2 = derI t−> f i r s t ;
52 i f ( i == j )
53 corrMatr ix [ iMatr ix+ i +1] [ jMatr ix+ j +1]= ca lcGEKPart ia lDer ivat ive2 ( point1 ,
54 point2 ,
55 corrMatr ix [ iMatr ix ] [ jMatr ix ] ,
56 freevarNr ) ;
57 e l s e
58 corrMatr ix [ iMatr ix+ i +1] [ jMatr ix+ j +1] = ca lcGEKPart ia lDer ivat ive2 ( point1 ,
59 point2 ,
60 corrMatr ix [ iMatr ix ] [ jMatr ix ] ,
61 freevarNr ,
62 freevarNr2 ) ;
63 j ++;
64 }
65 i ++;
66 }
67 }
68 }
69 }
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Die Methode wird mit sieben Parametern aufgerufen. Die ersten beiden Parameter
sind Referenzen auf zwei Objekte vom Typ Point. Zwischen diesen beiden Stützstellen
sollen alle entsprechenden Korrelationswerte berechnet werden. Der nächste Parame-
ter corrMatrix ist eine Referenz auf die Korrelationsmatrix, in welche die entsprechen-
den Korrelationswerte geschriebenwerden sollen.Wie bereits im vorherigen Abschnitt
ist der Parameter diag, ein Diagonalaufschlag für die Korrelationsmatrix. Dieser wird
auf die Hauptdiagonale der Matrix addiert und kann für die numerische Stabilität der
Invertierung von Bedeutung sein, in Kapitel 5.2 wird der Diagonalaufschlag genauer
erläutert. Die nächsten beiden Parameter iMatrix und jMatrix geben an, bei welchen
Indizes in der Korrelationsmatrix die neuen Korrelationen eingefügt werden sollen.
Der letzte Parameter equalMember ist ein bool’scher Wert und gibt an, ob es sich bei
den beiden Stützstellen um dieselben Punkte handelt. Ist dies der Fall, kann die Be-
rechnung der Korrelationswerte stark vereinfacht werden.
In den Zeilen 11-13 werden einige Variablen deklariert. Insbesondere zwei Iteratoren,
welche zum iterieren über die partiellen Ableitungen der beiden Stützstellen dienen.
Dies ist nötig, da die partiellen Ableitungen als map gespeichert sind und eine map in
C++ nur über Iteratoren durchlaufen werden kann.
Die Zeilen 14-19 werden ausgeführt, wenn die beiden Stützstellen identisch sind. Dann
vereinfachen sich die Korrelationswerte für eine Gauss Korrelation wie sie in Kapitel
3.3 beschrieben wurde zu:
c (~x1, ~x1) = 1
∂c (~x1, ~x1)
∂x
p
1
= 0
∂c (~x1, ~x1)
∂x
p
1∂x
j
1
=
{
0 p 6= j
eθk p = j
Übertragen auf das Beispiel aus Gleichung 3.2, vereinfacht sich die entsprechende Kor-
relationsmatrix dann zu:
R =


Z (~x1)
∂Z(~x1)
∂x1
1
Z (~x2)
∂Z(~x2)
∂x1
1
Z (~x1) 1 0 c (~x1, ~x2)
∂c(~x1,~x2)
∂x1
2
∂Z(~x1)
∂x1
1
0 eθk ∂c(~x1,~x2)
∂x1
1
∂c(~x1,~x2)
∂x1
1
∂x1
2
Z (~x2) c (~x2, ~x1)
∂c(~x2,~x1)
∂x1
1
1 0
∂Z(~x2)
∂x1
1
∂c(~x2,~x1)
∂x1
2
∂c(~x2,~x1)
∂x1
2
∂x1
1
0 eθk


Diese Vereinfachung gilt nur für die Gauss Korrelationsfunktion, für andere Korrelati-
onsfunktionen ergeben sich aber ähnliche Vereinfachungen.
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Handelt es sich bei den beiden Stützstellen allerdings nicht um dieselben, wird der
else-Fall ab Zeile 21 aufgerufen. In dieser Zeile wird dann der einfache Korrelations-
wert der Matrix gebildet und in die gesamte Korrelationsmatrix eingetragen. Der Co-
de für die private Methode calcSimpleGauss ist identisch mit dem Code für die Gauss
Korrelationsfunktion aus Kapitel 3.3.
In den Zeilen 24-32 wird die Ableitung der Korrelationsfunktion zwischen den Stütz-
stellen gebildet, abgeleitet wird nach den Parametern der zweiten Stützstelle. Die Schlei-
fe geht alle freien Variablen durch, an denen es eine partielle Ableitung gibt. Die eigent-
lichen Korrelationswerte werden in der privaten Methode calcGEKPartialDerivative
berechnet und danach in die gesamte Korrelationsmatrix geschrieben, in der oberen
Beispielmatrix würde das demWert ∂c(~x1,~x2)
∂x1
2
aus der rechten oberen Ecke entsprechen,
da es in dem Beispiel nur eine freie Variable gibt. Der Methode calcGEKPartialDeri-
vative werden anschließend die beide Punkte übergeben. Der genaue Funktionsablauf
soll hier aus Platzgründen nicht weiter aufgeführt werden.
Die Abfrage in Zeile 33 prüft, ob es sich bei der Korrelationsmatrix um einen Vektor
handelt. Ist dies der Fall, sind nachfolgenden Berechnungen nicht notwendig.
In den Zeilen 35-42 wird wie bereits in den Zeilen 24-32 die Ableitung der Korrelati-
onsfunktion berechnet. In diesem Fall allerdings für die erste Stützstelle, dies würde in
der Beispielmatrix demWert ∂c(~x1,~x2)
∂x1
1
entsprechen.
In den Zeilen 44-66 werden die zweiten Ableitungen der Korrelationsfunktion gebil-
det. Dafür muss über die freien Variablen von beiden Stützstellen iteriert werden, an
denen sich partielle Ableitungen befinden. Die Berechnung der Ableitungen findet in
der privaten Methode calcGEKpartialDerivative2 statt. Es gibt zwei verschiedene Im-
plementationen der Methode, einmal eine für den Fall, dass die freien Variablen, nach
denen abgeleitet wird für beide Punkte gleich sind und einmal für den Fall, dass sich
diese unterscheiden. In der Beispielmatrix würde die Ableitung demWert ∂c(~x1,~x2)
∂x1
1
∂x1
2
ent-
sprechen. Zudem besitzen die beiden Punkte jeweils nur eine freie Variable und auch
nur jeweils eine partielle Ableitung. Daher ist die Nummer der freien Variablen nach
denen abgeleitet wird, in beiden Fällen eins und damit würde die entsprechende Im-
plementation aus den Zeilen 52-56 aufgerufen werden.
Diese Methode stellt einen recht allgemeingültigen Algorithmus auf, welcher alle not-
wendigen Korrelationswerte zwischen zwei Stützstellen in die korrekten Positionen
einer Korrelationsmatrix einfügt. Im UMLDiagramm 3.6 wurde zusätzlich zur Metho-
de getAllCorrelation eine Methode getAllCorrelationPartialDer gelistet. Diese soll die
Ableitungen der Korrelationsfunktion nach den Hyperparametern zurückgeben. Dies
ist für das Training, welches in Kapitel 5 erklärt wird, wichtig. Die eigentliche Methode
ist der Methode getAllCorrelation allerdings relativ ähnlich und soll daher nicht näher
dargestellt werden.
4 Bestimmung der Hyperparameter
durch die Maximum Likelihood
Methode
Wie in den vorherigen Kapiteln gezeigt wurde, hängen die einzelnen Korrelations-
werte der Korrelationsmatrix maßgeblich von den verwendeten Hyperparametern ab
und damit die Güte des Kriging Modells. Ziel eines Kriging Trainings ist es daher,
die optimalen Hyperparameter zu finden. Um dies zu erreichen, wird die Maximum
Likelihood Methode verwendet.
Im ersten Teil des Kapitels soll die Maximum Likelihood Methode anhand eines sim-
plen Beispiels erklärt werden. Im Anschluss daran wird die Umsetzung dieser Metho-
de für das hier verwendete Kriging Modell gezeigt.
Der letzte Abschnitt behandelt dann die softwaretechnische Umsetzung dieser Metho-
de.
4.1 Maximum Likelihood Methode
Um die optimalen Hyperparameter für das Kriging Modell zu finden, wird die Maxi-
mum LikelihoodMethode verwendet. Diese Methode soll in diesemAbschnitt anhand
eines einfachen Beispiels erklärt werden und im nächsten Abschnitt die Umsetzung
dieser Methode für das Kriging Verfahren. Grundsätzlich ist die Maximum Likelihood
Methode ein parametrisches Schätzverfahren in der Statistik. Es werden die Parameter
gewählt, die bei einer vorgegebenen Verteilung am plausibelsten erscheinen.
Es wird von einer Zufallsvariablen X ausgegangen, die Dichtefunktion dieser Zufalls-
variablen f hängt von einem oder mehreren Parametern ab. Die könnten z.B. bei einer
Normalverteilung der Erwartungswert und die Standardabweichung sein. Der Ein-
fachheit halber wird im folgenden ein Parameter p verwendet. Liegt nun eine einfache
Stichprobe mit n Proben x1..xn vor, lässt sich die Dichtefunktion in folgender Form fak-
torisieren, die dabei entstehende Funktion Lwird auch Likelihood Funktion genannt:
L (p) =
∏
i=1
f (xi, p) (4.1)
Wird diese Funktion nun in Abhängigkeit von q maximiert, erhält man die Maximum-
Likelihood-Schätzung für q. Man erhält also die Dichtefunktion bei der dieWerte x1..xn
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Abbildung 4.1: Zwei Normalverteilungen bei gegebenen Stichproben, die Stichproben
wurden gemäß der gestrichelten Normalverteilung erzeugt.
die größte Dichte unter Abhängigkeit von q haben und welche damit auch am plausi-
belsten erscheint.
In Abbildung 4.1 ist ein einfaches Beispiel dargestellt. Es wurden für das Beispiel zu-
fällig 9 Punkte erzeugt (bekannte Funktionswerte). Hierfür wurde ein Zufallsgenera-
tor verwendet, welcher der schwarzen gestrichelten Verteilung folgt. Dieser stellt al-
so die optimale Verteilungsfunktion für die Stichprobe dar. Aufgabe einer Maximum-
Likelihood-Schätzung wäre es nun, die plausibelste Normalverteilung für die gegebe-
ne Stichprobe zu finden. Die Parameter für die Schätzung wären hier die Standard-
abweichung σ und der Erwartungswert µ einer Normalverteilung. In Abbildung 4.1
wurden zwei Normalverteilungen mit zwei verschiedenen Parametersätzen gebildet,
wobei die schwarze gestrichelte Linie die richtige und die durchgezogenen orangene
die falsche Normalverteilung darstellen. Berechnet man nun die Likelihood Funktion
(Gleichung 4.1) für beide Verteilungen, so sieht man bereits anhand der Grafik, dass
bei der falschen Verteilung so gut wie alle Funktionswerte kleiner sind als die Funk-
tionswerte bei der richtigen Verteilung. Daher wird auch das Produkt dieser Funkti-
onswerte bei der richtigen Verteilung größer sein und den höheren Likelihood Wert
bekommen.
4.2 Maximum Likelihood für Kriging Modelle
Um die Maximum Likelihood Methode für das Kriging Modell zu nutzen, wird ange-
nommen, dass die Funktionswerte normalverteilt sind. Daraus ergibt sich eine multi-
variate Normalverteilung mit konstantem Erwartungswert:
N =
1
(2π)
n
2 det (Cov)
1
2
e−
1
2(~ys−~Fβ)
T
Cov-1(~ys−~Fβ)
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Abbildung 4.2: Multivariate Normalverteilung mit zwei Funktionswerten. Links mit
hoher Korrelation zwischen den Funktionswerten und rechts mit niedriger Korrelati-
on.
Wobei der Vektor ~F beimOrdinary-Kriging demVektor~1 entspricht und beimGradient-
Enhanced-Kriging sind die ersten n−m Einträge Eins und für die restlichenm Einträge
Null. Unter der Annahme einer globalen Varianz σ2 ergibt sich:
N =
1
(2π)
n
2 σ2n det
(
R
(−→
θ
)) 1
2
e−
1
2(~ys−~Fβ)
T
1
σ2
R(
−→
θ )
-1
(~ys−~Fβ)
Die Matrix R wird wie in Kapitel 3 beschrieben durch Korrelationsfunktionen einer
echten Korrelationsmatrix angenähert und ist somit von Hyperparametern ~θ abhängig.
Der Maximum Likelihood Schätzer muss die Hyperparameter finden, die den Dichte-
funktionswert der Normalverteilung N maximieren. In Abbildung 4.2 sind zwei bei-
spielhafte Normalverteilungen gezeigt. Es gibt in diesen Verteilungen jeweils zwei ver-
schiedene Funktionswerte, der Vektor ~ys beinhaltet also genau zwei Werte. Die Funk-
tionswerte befinden sich in der Grafik in der rechten oberen Ecke, der Schwarze Punkt
markiert die entsprechende Stelle. Ein Maximum Likelihood Schätzer müsste in die-
sem Fall den höchsten Dichtefunktionswert für den schwarzen Punkt finden. Um dies
zu veranschaulichen wurden auf der linken Seite die Hyperparameter so eingestellt,
dass eine sehr hohe Korrelation zwischen den Werten angenommen wurde. Der Dich-
tefunktionswert beträgt hier 0,33. Bei der rechten Grafik wurden die Hyperparameter
so eingestellt, dass so gut wie keine Korrelation zwischen den beiden Funktionswerten
angenommen wurde. Der Dichtefunktionswert beträgt hier nur 0,13. Der Maximum
Likelihood Schätzer würde hier also die Hyperparameter aus der linken Funktion be-
vorzugen.
Da in der Realität meist hunderte oder tausende Funktionswerte vorhanden sind, wird
die Normalverteilung N numerisch maximiert. Um dies so effizient wie möglich zu
gestalten, lässt sich die Normalverteilung N noch auf folgende Weise vereinfachen.
Der Logarithmus ist eine monotone Funktion. Daher ist das Maximum von N und
log(N) an der selben Stelle im Parameterraum.
log(N) = log(1)−
(
n
2
log(2π) +
1
2
log
(
σ2n det(R)
))
−
1
2
(
~ys − β
−→
F
)T 1
σ2
R
−1
(
~ys − β
−→
F
)
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Da das Maximum der Funktion bestimmt werden soll, können die Konstanten igno-
riert werden:
log(N) =−
1
2
log
(
σ2n det(R)
)
−
1
2
(
~ys − β
−→
F
)T 1
σ2
R
−1
(
~ys − β
−→
F
)
log(N) =−
n
2
log
(
σ2
)
−
(
1
2
log (det(R))
)
−
1
2
(
~ys − β
−→
F
)T 1
σ2
R
−1
(
~ys − β
−→
F
)
(4.2)
Der Maximum Likelihood Schätzer der globalen Varianz σ2 für eine multivariate Nor-
malverteilung ist:
σ2 =
1
n
(
~ys − β
−→
F
)T
R
−1
(
~ys − β
−→
F
)
Setzt man dies in den rechten Teil von Gleichung 4.2 ein, erhält man die vereinfachte
Form:
log(N) = −
1
2
(
log
(
σ2
)
n+ log (det(R)) + n
)
(4.3)
Dieser Term ist nur noch abhängig von den Hyperparametern ~θ, welche zur Bildung
der Korrelationsmatrix R und σ2 benötigt werden:
L
(
~θ
)
= −
1
2
(
log
(
σ2
(−→
θ
))
n+ log
(
det(R
(−→
θ
)
)
)
+ n
)
Um diesen Maximum Likelihood Term zu minimieren bzw. zu maximieren, gibt es
zahlreiche numerische Verfahren. Innerhalb dieser Arbeit wurden die beiden Verfah-
ren RPROP (Resilient Propagation) und Quasi Newton verwendet. Diese Verfahren
werden in Kapitel 5 genauer erläutert. In diesem Zusammenhang ist allerdings wich-
tig zu wissen, dass für beide Verfahren der Gradient ∇L
(
~θ
)
der Funktion bekannt
sein muss. Da die Funktion allerdings die beiden Funktionen σ2, β enthält und diese
ebenfalls von ~θ abhängig sind, ergibt sich laut Kettenregel:
∇L
(
~θ
)
=
∂L
∂R
∂R
∂~θ
+
∂L
∂β
∂β
∂~θ
+
∂L
∂σ2
∂σ2
∂~θ
(4.4)
Der globale Erwartungswert β wird ebenfalls über einen Maximum Likelihood Schät-
zer für eine multivariate Normalverteilung bestimmt:
∂ (log(N))
∂β
=
∂
∂β
[(
~ys − β
−→
F
)T 1
σ2
R
−1
(
~ys − β
−→
F
)]
= 0
∂ (log(N))
∂β
= 0 = −
−→
F R−1
(
~ys − β
−→
F
)
−
(
~ys − β
−→
F
)T
R
−1−→F
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=⇒ β =
~yTs R
−1 ~F
~F TR−1 ~F
Da σ2 und β durch die MLH Schätzung selbst optimale Werte darstellen, werden die
entsprechenden partiellen Ableitungen in Gleichung 4.4 Null und es bleibt:
∇L
(
~θ
)
=
∂L
∂R
∂R
∂~θ
Da die hier verwendeten numerischen Verfahren minimieren und nicht maximieren,
wird die Funktion vom Vorzeichen umgedreht:
min
(
L
(
~θ
))
= −max
(
L
(
~θ
))
Bildet man nun die partielle Ableitung nach ∂θl der Likelihood Funktion, wobei
∂ det(R)
∂θl
= det(R)Spur
(
R
−1 ∂R
∂θl
)
und ∂R
−1
∂θl
= −R−1 ∂R
∂θl
R
−1
∂L
(
~θ
)
∂θl
=
1
2
[
Spur
(
R
−1∂R
∂θl
)
−
1
σ2
(
~ys − β
−→
F
)T
R
−1∂R
∂θl
R
−1
(
~ys − β
−→
F
)]
(4.5)
Mit dieser Ableitung ist es nun möglich, die numerischen Minimierer effizient zu nut-
zen, um die optimalen Hyperparameter zu bestimmen.
4.3 Softwaretechnische Umsetzung
Um den Likelihood Term und seine partiellen Ableitungen zu bilden, wird eine eige-
ne Klasse vorgesehen. Da mehrere Likelihood Funktionen denkbar wären, wird eine
abstrakte Klasse namens DensityFunction eingeführt. Abbildung 4.3 zeigt die Umset-
zung der Klasse als UML Diagramm, Getter und Setter Methoden wurden hier aus
Platzgründen ausgelassen. Bisher ist nur die Likelihood Funktion umgesetzt (siehe Ka-
pitel 4.2). Der Likelihood Term (Gleichung 4.3) wird in der Methode calcDensity() be-
rechnet und die entsprechende Ableitung (Gleichung 4.5) in calcDensityDerivative().
Denkbar wären allerdings auch andere Likelihood Funktionen, welche auf anderen
Verteilungen basieren.
Ziel der Klassenstruktur ist es, die beiden Gleichungen 4.3 und 4.5 so effizient wie
möglich zu lösen. Die dort verwendeten Matrizen sind in der Regel sehr groß und voll
besetzt, was eine effiziente Berechnung sehr wichtig macht. Allerdings sind die Ma-
trizen symmetrisch und positiv definit, was wiederum einige Optimierungen zulässt.
Zur Vereinfachung werden einige Terme der Gleichungen zusammengefasst:
~Rf = R
−1−→F (4.6)
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frf = ~F
T ~Rf (4.7)
−→e = (~ys − β ∗
−→
F ) (4.8)
−→
d = R−1−→e (4.9)
Die Terme werden in diese Form auch in der entsprechenden Klasse (ReducedNormal-
Distribution) einmal berechnet und dann gespeichert. Da diese sehr häufig wiederver-
wendet werden, muss man diese Termen nur einmal berechnen und eine Änderung
ist nur notwendig, wenn die Hyperparameter verändert wurden. Über die Attribute
corrMatUpdate und vecUpdate wird festgelegt, ob die Matrizen und Vektoren neu be-
rechnet werden müssen oder nicht. Sie werden nur dann neu berechnet, wenn die Hy-
perparameter verändert wurden. Da die Hyperparameter nur über Getter und Setter
Methoden zugänglich sind, kannman bei jedem Setter Zugriff auf die Hyperparameter
die Attribute corrMatUpdate und vecUpdate auf true setzen.
Viele der Attributnamen entsprechen den hier verwendeten Bezeichnungen für die
Vektoren/Matrizen, z.B. der Vektor ~Rf entspricht dem Attribut rf. Das Attribut log-
DeterminantR entspricht dem Logarithmus der Determinante der Korrelationsmatrix
log (det(R)). Aufgrund dieser Ähnlichkeit werden daher nicht alle einzeln aufgeführt.
Wie bereits in Kapitel 3.1 beschrieben, lässt sich die Determinante durch eine Choles-
ky Zerlegung sehr effizient berechnen. Insbesondere da die Zerlegung ebenfalls für
die Invertierung der Matrix sinnvoll ist. Die Korrelationsmatrix wird in der Methode
createAndInvertCorrelmat aufgestellt, zerlegt und dann invertiert. Die zerlegte Matrix
wird in decomposedMatrix gespeichert, die invertierte Matrix in inverseCorrMatrix.
Die benötigten Vektoren werden in der Methode calcVectors() berechnet und in den
Attributen der Klasse gespeichert. Die Methoden predict() und predictVariance() be-
rechnen dann unter Vorgabe eines Ortsvektors eine Schätzung der gesuchten Funktion
y∗ (~x0) (siehe Gleichung 2.1) und der Varianz (Gleichung 2.12).
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Abbildung 4.3: UML Diagramm der abstrakten Superklasse DensityFunction und der
Subklasse ReducedNormalDistribution
Schritte für die Berechnung eines Likelihood Terms:
In diesem Abschnitt soll die Methode zur Berechnung des Likelihood Terms (calcDen-
sity()) nochmals genauer erklärt werden. Das folgende Listing zeigt die Methode im
Originalcode:
1 template < c l a s s T , c l a s s B>
2 B ReducedNormalDistribution<T , B> : : ca lcDens i ty ( ) {
3 t ry {
4 i f ( t h i s−>corrMatUpdate ) {
5 th i s−>createAndInvertCorrelMat ( ) ;
6 th i s−>corrMatUpdate = f a l s e ;
7 }
8 i f ( t h i s−>vecUpdate ) {
9 th i s−>ca l cVec to r s ( ) ;
10 th i s−>vecUpdate = f a l s e ;
11 }
12 }
13 catch ( ChodecNotPosDef& e ) {
14 cout <<" ca lcDens i ty ( ) MatrixExcept ions : "<<e . what() << endl ;
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15 conf ig : : diagonalAddit ion = log ( 2 . 0∗ exp ( conf ig : : diagonalAddit ion ) ) ;
16
17 th i s−>getCorre la t ionMatr ixRef ( ) . saveAsAscii ( " corrMatFailed " ) ;
18 th i s−>get InverseCorre la t ionMatr ixRef ( ) . saveAsAscii ( " corrMat InverseFai led " ) ;
19 re turn ( conf ig : : numSamples ∗1000 . 0 ) ;
20 }
21 catch ( . . . ) {
22 cout <<" ca lcDens i ty ( ) Except ion "<<endl ;
23 cout <<"−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−"<<endl ;
24 re turn ( conf ig : : numSamples ∗1000 . 0 ) ;
25 }
26 re turn 0 . 5∗ ( log ( sSqr )∗ conf ig : : numSamples + logDeterminantR + conf ig : : numSamples ) ;
27 }
In Zeile 4 wird zuerst überprüft, ob die Korrelationsmatrix neu aufgestellt werden
muss oder nicht. Dies geschieht, wie bereits beschrieben, mit demAttribut corrMatUpdate-
Ist dieses true, dann wird die Korrelationsmatrix wie in Zeile 5 über die Methode crea-
teAndInvertCorrMat() erzeugt, eine Cholesky Zerlegung durchgeführt und dann in-
vertiert. Nach erfolgreichem Aufruf der Methode wird das Attribut corrMatUpdate
wieder auf false gesetzt. Ansonsten werden die Matrizen im Puffer verwendet, also
correlationMatrix, decomposedMatrix und inverseCorrMat.
Auf dieselbe Weise wird mit den Vektoren (Gleichungen 4.6-4.9) in den Zeilen 8-10
verfahren. Diese werden durch die Methode calcVectors erzeugt und dann in den At-
tributen der Klasse gespeichert. Durch die verwendete Matrix Klasse ist die Berech-
nung der einzelnen Vektoren/Matrizen sehr simpel. Das folgende Listing zeigt dies
exemplarisch an der Methode zur Erzeugung von Vektor ~d.
template < c l a s s T , c l a s s B>
void ReducedNormalDistribution<T , B > : : calcDVec ( ) {
dVec = inverseCorre la t ionMatr ix . mat r ixMult ip l ica t ionTranspose ( eVec ) ;
}
Die Methode ist Mitglied der Klasse ReducedNormalDistribution (siehe Abbildung
4.3) und wird durch die Methode calcVectors() aufgerufen. Das Attribut inverseCorre-
lationMatrix ist vom Typ Matrix und beinhaltet die inverse Korrelationsmatrix. Diese
wird mit dem transponierten Vektor −→e = (~ys − β ∗
−→
F ) multipliziert, die Transpo-
sition wird innerhalb der Multiplikation vorgenommen. Die anderen Methoden zur
Berechnung der Dichtefunktionswerte usw. beinhalten prinzipiell nur andere Matrix
Operationen und werden daher nicht alle aufgeführt.
Die Methode InitAllThetas() der Klasse DensityFunction und deren Subklassen soll al-
le Hyperparameter mit möglichst sinnvollen Werten initialisieren. Die verschiedenen
Intialisierungsmöglichkeiten und deren Umsetzung werden in Abschnitt 5.2 noch ge-
nauer erläutert.
Da die Cholesky Zerlegung nur für positiv definite symmetrische Matrizen funktio-
niert, kann es bei der Zerlegung zu einer Exception vom Typ ChodecNotPosDef kom-
men, dies wird in Zeile 13 abgefangen. Ist diese Exception aufgetreten, wird der Dia-
gonalaufschlag (siehe Kapitel 5.2) erhöht und ein sehr hoher Likelihood Wert zurück-
gegeben (Zeile 19), damit dieser in der Minimierung nicht mehr berücksichtigt wird.
Zusätzlich wird innerhalb derMatrix Klasse nach erfolgreicher Invertierung eine kurze
Überprüfung der invertierten Matrix gemacht. Dies wird durch folgende Gleichung
erreicht:
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Spur
(
RR−1
)
= n
Das Produkt der Inversen und der Korrelationsmatrix, ergibt die Einheitsmatrix. Da
die Einheitsmatrix n Diagonalelemente besitzt, welche alle den Wert 1.0 haben, muss
die Spur der multiplizierten Matrizen n ergeben. Gibt es numerische Ungenauigkeiten
innerhalb der Invertierung, wird dieser Wert wahrscheinlich von n abweichen. Dies
wird überprüft und bei Überschreitung eines Grenzwertes wird ebenfalls eine Excep-
tion geworfen. Diese wird mit allen anderen unbekannten Exceptions in Zeile 21 ge-
fangen und als Reaktion ein sehr hoher Likelihood Wert zurückgegeben.
Nachdem alle Vektoren und Werte berechnet sind, wird in Zeile 26 die eigentliche Li-
kelihood Funktion berechnet (siehe Gleichung 4.1) und zurückgegeben.
5 Minimierungsverfahren/Training
Im Kapitel 4.2 wurde die Maximum Likelihood Methode vorgestellt. Als Ergebnis die-
ses Kapitels erhielt man zwei Gleichungen zur Berechnung des Likelihood Terms und
der dazugehörigen Ableitung. Ziel ist es, für den Likelihood Term die optimalen Hy-
perparameter zu finden. Dieser Vorgang ist das eigentliche Training des Modells. Zu
diesem Zweck werden zwei numerischeMinimierungsverfahren vorgestellt. BeideMi-
nimierungsverfahren waren bereits in einer institutseigenen Bibliothek vorhanden. Die
entwickelte Minimierungsklasse sollte beide Verfahren nutzen können. Hierfür wur-
de ein spezielles Klassenmodell unter Benutzung von Boost Funktionsobjekten entwi-
ckelt.
Das Training bringt einige zusätzliche Probleme mit sich, z.B. müssen die Hyperpara-
meter anfangs initialisiert werden. Zudem kann die Korrelationsmatrix schlecht kon-
ditioniert sein, für beide Probleme wurden Lösungsansätze entwickelt, welche hier
vorgestellt werden.
5.1 Diagonalaufschlag und Vermeidung negativer Hyper-
parameter
In diesem Abschnitt soll darauf eingegangen werden, welche Probleme negative Hy-
perparameter hervorrufen und wie man diese vermeiden kann.
Zudem wurde in vorherigen Kapiteln bereits ein Diagonalaufschlag erwähnt, dieser
wird auf die Diagonalelemente der Korrelationsmatrix addiert und soll die Kondition
der Matrix verbessern. Die genaue Vorgehensweise soll in diesem Abschnitt erläutert
werden.
Negative Hyperparameter
Während der Minimierung der Likelihood Funktion kann es je nach gewähltem Mini-
mierungsverfahren oftmals dazu kommen, dass die Hyperparameter negativ werden
können. Bei der Gauss Korrelationsfunktion würde dies dazu führen, dass bei großen
Abständen zwischen den Membern auch große Korrelationen vorhergesagt werden
würden. Die Korrelationen könnten so auch einenWert über Eins erhalten, was keinen
Sinn macht. Daher sind negative Hyperparameter bei der Gauss Funktion zwingend
zu vermeiden.
Eine einfache Möglichkeit dies zu tun, wäre während der Minimierung die Hyperpa-
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rameter nach unten zu begrenzen. Dies kann bei einigenMinimierungsverfahren aller-
dings zu schwerwiegenden Problemen führen, sodass diese nicht mehr konvergieren
würden.
c (~x1, ~x2) = e
− 1
2
l<k∑
l=1
(θl|x1l−x2l|2)
Wünschenswert wäre es also, dass der gesamte Bereich der reellen Zahlen verwen-
det werden könnte. Um dies zu erreichen, wurde als erstes versucht, das Quadrat der
Hyperparameter zu verwenden:
c (~x1, ~x2) = e
− 1
2
l<k∑
l=1
(θ2l |x1l−x2l|
2)
Diese Formulierung führte allerdings zu einem unerwünschten Verhalten und zwar
sieht die partielle Ableitung dieser Funktion wie folgt aus:
∂c
∂θl
= c (~x1, ~x2)
(
−θl |x1l − x2l|
2)
Das Problem hierbei ist, dass wenn der Hyperparameter während der Optimierung
Null wird, auch die entsprechende partielle Ableitung Null wird. Während eines Mi-
nimierungsverfahrens kann es also passieren, dass die partiellen Ableitungen der Hy-
perparameter alle zu Null werden und die Minimierung als beendet angesehen wird.
Um dieses Problem zu vermeiden, wurde die Exponentialfunktion verwendet:
c (~x1, ~x2) = e
− 1
2
l<k∑
l=1
(eθl |x1l−x2l|2)
∂c
∂θl
= c (~x1, ~x2)
(
−
1
2
eθl |x1l − x2l|
2
)
Diese Formulierung der Gauss Korrelationsfunktion hat sich bisher als vorteilhaft her-
ausgestellt, da der gesamte Raum der reellen Zahlen verwendet werden kann. Zudem
ist die Funktion stetig und differenzierbar.
Diagonalaufschlag einstellen über eine maximale Konditionszahl
Während des Trainings kann es passieren, dass Hyperparameter eingestellt werden,
die eine schlechte Konditionierung der Korrelationsmatrix hervorrufen. Dies kann bei
der Cholesky Zerlegung problematisch werden. Umdie Konditionszahl zu verbessern,
wird ein Diagonalaufschlag auf die Hauptdiagonale der Matrix addiert. Die Gauss
5. Minimierungsverfahren/Training 51
Korrelationsfunktion würde sich damit wie folgt ändern (δi,j beschreibt hier das Krone-
cker Delta und λ den Diagonalaufschlag):
c (~xi, ~xj) = e
− 1
2
l<k∑
l=1
(
eθl|xi,l−xj,l|
2
)
+ eλδi,j
Es stellt sich allerdings die Frage, wie groß dieser Diagonalaufschlag im Einzelfall sein
muss und inwiefern dieser das Ergebnis beeinflusst bzw. die Kondition verbessert.
Grundsätzlich sollte dieser so klein wie möglich gewählt werden, um die Ursprungs-
matrix so wenig wie möglich zu verändern. Um einen optimalen Wert zu ermitteln,
gibt es zwei verschiedene Möglichkeiten.
Die erste Möglichkeit wäre, die Likelihood Funktion (siehe Gleichung 4.1) nach dem
Diagonalaufschlag zu differenzieren. Die Ableitung ist in diesem Fall sehr simpel, da
alles außer dem Diagonalaufschlag wegfällt:
∂c (~xi, ~xj)
∂λ
= eλδi,j
Die Ableitung der Korrelationsmatrix nach dem Diagonalaufschlag ergibt also eine
Einheitsmatrix multipliziert mit dem Diagonalaufschlag:
∂R
∂λ
= eλE
Damit ergibt sich die Ableitung der Likelihood Funktion nach dem Diagonalaufschlag
zu:
∂L
∂λ
=
eλ
2
[
Spur
(
R
−1
)
−
1
σ2
(~ys − β ∗
−→
F )TR−1R−1(~ys − β ∗
−→
F )
]
Mit dieser Formel wäre es nun möglich, den Diagonalaufschlag einfach als zusätzli-
chen Hyperparameter zuminimieren. Allerdings bedeutet dies natürlich einen zusätz-
licher Aufwand. Es soll daher nach einer einfacheren Methode gesucht werden.
Ein anderer möglicher Ansatz ist die Konditionszahl der Matrix. Diese ist definiert als
Quotient aus maximalem und minimalem Eigenwert der Korrelationsmatrix:
κ =
∣∣∣∣Ξmax (R)Ξmin (R)
∣∣∣∣
Überlegt man sich nun, welche Korrelationsmatrix am schlechtesten konditioniert wä-
re, kommt man auf die Einsmatrix:
R =

 1 ... 1... ... ...
1 ... 1


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Die minimalen und maximalen Eigenwerte der Einsmatrix sind bekannt:
Ξmin (R) = 0
Ξmax (R) = n
Dies würde einer unendlichen Konditionszahl entsprechen:
κ =∞
Addiert man nun den Diagonalaufschlag, bekommt man folgende Korrelationsmatrix:
R =

 1 + eλ ... 1... ... ...
1 ... 1 + eλ


Daraus ergeben sich die folgenden neuen maximalen und minimalen Eigenwerte:
Ξmin (R) = e
λ
Ξmax (R) = e
λ + n
Und die entsprechende Konditionszahl verbessert sich zu:
κ =
∣∣∣∣eλ + neλ
∣∣∣∣
Da die Matrix positiv definit sein muss und damit nur positive Eigenwerte hat, kann
der Betrag weggelassen werden:
κ =
eλ + n
eλ
Wählt man nun für die Konditionszahl eine obere Grenze, bekommt man eine Unter-
grenze für den Diagonalaufschlag:
κmax >
eλ + n
eλ
eλ >
n
(κmax − 1)
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Eine geeignete Grenze für die obere Grenze der Konditionszahl ist aus der Erfahrung
bekannt und liegt bei ca. 109, dieser Wert kann im Einzelfall natürlich angepasst wer-
den. Der daraus resultierende Diagonalaufschlag würde bei einer üblichen Matrixgrö-
ße von 5000x5000, 5 ∗ 10−6 betragen und es ist davon auszugehen, dass dieser so gut
wie keinen Einfluss auf das Endergebnis haben sollte.
Diese Art der Berechnung des Diagonalaufschlags wird momentan im Code verwen-
det. Die entsprechende Ableitung der Likelihood Funktion ist im Code bereits umge-
setzt, wird momentan allerdings nicht verwendet, da bisherige Tests dafür noch keine
Notwendigkeit zeigten.
5.2 Initialisierung der Hyperparameter
Um einen Minimierungsalgorithmus starten zu können, ist eine geeignete Initialisie-
rung der Hyperparameter von großer Bedeutung. Diese kann die Konvergenz und
auch die Stabilität der Minimierung stark beeinflussen. Innerhalb dieser Arbeit wur-
den mehrere Ansätze entwickelt, um eine geeignete Initialisierung zu finden.
Abschätzung konstanter Hyperparameter
Eine sehr einfache und schnelleMöglichkeit die Hyperparameter für eine Gauss Vertei-
lung zu schätzen, wäre einen Erwartungswert für die Einträge in der Korrelationsma-
trix zu wählen. Da die Korrelation grundlegend zwischen Eins und Null liegen sollte,
ist dies recht einfach. Angenommen der Mittelwert der Korrelationsfunktion soll bei
einemWert von cerw = {cerw ∈ R|0 ≤ cerw ≤ 1} liegen.
cerw =
1
n2
i<n∑
i=1
i<k∑
j=1
e
− 1
2
l<k∑
l=1
(
eθl |xi,l−xj,l|
2
)
Nimmtmanweiterhin an, dass die einzelnen Korrelationswerte nahezu identisch sind:
cerw = e
− 1
2
l<k∑
l=1
(
eθl |xi,l−xj,l|
2
)
log (cerw (~xi, ~xj)) = −
1
2
l<k∑
l=1
(
eθl |xi,l − xj,l|
2)
Nimmt man ferner an, dass x eine Realisierung einer Zufallsvariablen ist und bildet
den Erwartungswert:
log (cerw (~xi, ~xj)) = E
[
−
1
2
l<k∑
l=1
(
eθl |xi,l − xj,l|
2)]
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Als weitere Vereinfachung sollen alle Hyperparameter den gleichen Wert haben:
log (cerw (~xi, ~xj)) = −
1
2
eθE
[
l<k∑
l=1
(
|xi,l − xj,l|
2)]
Die beiden Variablen werden als Zufallsvariablen angenommen und der Betrag wird
aufgrund des Quadrats vernachlässigt:
log (cerw) = −
1
2
eθE
[
l<k∑
l=1
(xi,l − xj,l)
2
]
log (cerw) = −
1
2
eθ
l<k∑
l=1
(
E
[
x2i,l
]
− E [2xi,lxj,l] + E
[
x2j,l
])
Nimmt man nun an, dass die Zufallsvariablen unabhängig sind, gilt E [2xi,lxj,l] = 0
log (cerw) = −
1
2
eθ
l<k∑
l=1
(
E
[
x2i,l
]
+ E
[
x2j,l
])
Die Varianz einer Zufallsvariable X ist definiert durch var (X) = E [X2] − E [X ]2. Die
im Modell verwendeten Daten werden grundsätzlich auf einen Erwartungswert von
Null und eine Standardabweichung von Eins normiert.
E [X ] = 0
var [X ] = 1
Daraus ergibt sich folgende Formel für das verwendete Modell für die Varianz der
Stützstellen:
var [X ] = E
[
X2
]
Also
E
[
x2i,l
]
= var
[
x2i,l
]
= 1
und analog dazu:
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E
[
x2j,l
]
= var
[
x2j,l
]
= 1
Daraus folgt:
log (cerw) = −
1
2
eθ
l<k∑
l=1
(1 + 1)
log (cerw) = −
1
2
eθ2k
log
(
−
log (cerw)
k
)
= θ (5.1)
Mit dieser Formel hat man nun eine Möglichkeit die Hyperparameter zu schätzen.
Aufgrund der vielen Annahmen und Vereinfachungen ist dieses Verfahren als heuris-
tisch einzustufen. Die Hyperparameter haben dann allerdings alle denselben Initial-
wert. Zudem ist der erwartete Korrelationswert cerw unbekannt, dies kann leicht durch
einfaches Ausprobieren gelöst werden, da der Wertebereich bekannt ist. Man würde
also cerw von 0 bis 1 variieren, damit einen Hyperparameter erhalten und mit diesem
Hyperparameter die Likelihood Funktion berechnen. Letztlich wählt man den Hyper-
parameter, welcher den besten Likelihood Wert aufweist.
Reduktion der Stützstellen
Eine weitere Möglichkeit eine Initialisierung für die Hyperparameter zu finden ist, die-
se zufällig zu Erzeugen und die entsprechende Likelihood Funktion zu berechnen. Es
würden die Hyperparameter gewählt, welche die beste Likelihood Funktion haben.
Die zufällige Erzeugung ist extrem zeitaufwendig, da für jeden Satz zufälliger Hyper-
parameter die Likelihood Funktion ausgewertet werdenmuss. UmdiesenAufwand zu
reduzieren, kann man einfach Stützstellen weglassen. Die Likelihood Funktion sollte
sich im Vergleich zumindest ähnlich verhalten. Statt einer zufälligen Veränderung der
Hyperparameter kann man auch ein Minimierungsverfahren mit reduzierter Stütz-
stellenzahl verwenden. Dies wurde im Code auch umgesetzt. Die möglichen Minimie-
rungsverfahren sind dieselben wie sie für das eigentliche Training verwendet werden
und werden im nächsten Abschnitt beschrieben.
Reduziert man die Anzahl der Stützstellen wird die Korrelationsmatrix dementspre-
chend kleiner. Dadurch sinkt der Aufwand für die Invertierung und die Matrix Multi-
plikationen erheblich. Tests zeigten, dass die Initialisierung durch solch ein Verfahren
zwar langsamer ist, allerdings konvergiert das Minimierungsverfahren durch die bes-
sere Initialisierung deutlich schneller. Da bei dem Minimierungsverfahren wieder die
volle Anzahl der Stützstellen notwendig ist und zusätzlich noch die Ableitungen der
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Korrelationsmatrix berechnet werden müssen, bietet dieses Verfahren durch die besse-
re Initialisierung für das gesamte Training betrachtet eine deutliche Beschleunigung.
Allerdings konnte auch beobachtet werden, dass die Initialisierung häufiger zu lokalen
Minima führt. Eine Begründung für dieses Verhalten wurde noch nicht gefunden und
sollte weitergehend untersucht werden.
5.3 Minimierungsverfahren
Innerhalb des Kriging Modells wurden zwei verschiedene mehrdimensionale Mini-
mierungsverfahren eingesetzt. Beide Verfahren waren bereits in einer institutseigenen
Software Bibliothek verfügbar.
Minimierungsverfahren angelehnt an Resilient Backpropagation
Das erste hier verwendete Minimierungsverfahren ist angelehnt an ein Trainingsver-
fahren für Neuronale Netzwerke, genannt RPROP (Resilient Backpropagation) [RB93,
HS11] und ist ein Verfahren erster Ordnung. Besonderheit des Verfahrens ist, dass es
nur das Vorzeichen der partiellen Ableitungen verwendet und nicht den Wert selbst.
Die Änderung der Hyperparameter θi für den nächsten Iterationsschritt t + 1 ergibt
sich aus der Schrittweite γi. Diese wird für jeden Hyperparameter einzeln bestimmt
und in jeder Iteration geändert. Die Änderung hängt nur von dem Vorzeichen der ent-
sprechenden partiellen Ableitung ∂f
∂θi
zum Zeitpunkt t der zu minimierenden Funktion
f ab.
θt+1i = θ
t
i − γ
t
isgn
((
∂f
∂θi
)t)
Die Schrittweite wird in jedem Iterationsschritt für jeden Hyperparameter einzeln an-
gepasst. Dies wird über zwei Multiplikatoren erzielt η+ = {η+ ∈ R|1 < η+} und η− =
{η− ∈ R|1 > η−}. Ist die entsprechende partielle Ableitung aus dem letzten Schritt mul-
tipliziert mit dem jetzigen Schritt größer als Null, wird die Schrittweite erhöht, indem
die Schrittweite γti multipliziert wird mit η
+. Wenn die partielle Ableitung aus dem
letzten Schritt multipliziert mit dem jetzigen Schritt kleiner als Null ist, dann wird die
Schrittweite verkleinert durch Multiplikation mit η−. Für die Schrittweite wird zudem
eine Unter- und Obergrenze (γmin, γmax) festgelegt.
γt+1i =


min (γtiη
+, γmax) wenn
(
∂f
∂θi
)t (
∂f
∂θi
)t−1
> 0
max (γtiη
−, γmin) wenn
(
∂f
∂θi
)t (
∂f
∂θi
)t−1
< 0
γti sonst
Bei sehr flachen Bereichen der zu minimierenden Funktion, wo die partiellen Ablei-
tungen nur sehr klein sind, würden andere Gradientenverfahren nur sehr langsam
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bis gar nicht mehr vorwärts kommen. Da dieses Verfahren allerdings die Größe der
Gradienten überhaupt nicht berücksichtigt, kann dies nicht passieren. Das ist bei der
Likelihood Funktion von besonderem Vorteil, da diese bereits durch Ihre Definition
sehr viele flache Gebiete aufweist.
Quasi Newton
Das zweite implementierte Minimierungsverfahren ist ein Verfahren höherer Ordnung
namens Quasi Newton. Basis für diese Art der mehrdimensionalen Minimierung ist
eine Taylor Approximation zweiten Grades, wobei t der Iterationsschritt ist undH die
Hesse Matrix:
f
(
~θ
)
≈ f
(
~θt
)
+
(
~θ − ~θt
)T
∇f
(
~θk
)
+
1
2
(
~θ − ~θt
)T
H
(
~θt
)(
~θ − ~θt
)
Die entsprechende Ableitung dieser Funktion muss im Minimum oder Maximum der
Funktion Null ergeben:
∇f
(
~θ
)
≈ ∇f
(
~θt
)
+H
(
~θt
)(
~θ − ~θt
)
= 0
Besonderheit bei der Quasi Newton Methode ist, dass die Hesse MatrixH, nicht direkt
berechnet werden muss, sondern sukzessive über die Gradienten angenähert wird.
Vorteil des Verfahrens ist, dass es deutlich schneller konvergiert als das bereits vorge-
stellte Verfahren erster Ordnung. Allerdings ist es weniger robust und kann in flachen
Gebieten der Funktion langsam bis gar nicht konvergieren. Die exakte Umsetzung des
Algorithmus und weitere Details können in [Pre07, GMW81, Gil07] gefunden werden.
5.4 Softwaretechnische Umsetzung
Klasse für die Steuerung des Trainings
In diesem Abschnitt soll der Ablauf und die dazugehörige Klasse für ein Training ei-
nes Kriging Modells erklärt werden. Das UML Diagramm 5.1 zeigt die Klasse Trainer,
welche das Training steuern und verwalten soll.
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Abbildung 5.1: UML Diagramm der Trainer Klasse, welche das Training des Kriging
Modells steuert
Die Methoden und auch Attribute der Trainer Klassen sollen am Ablauf des Trainings
erläutert werden. Ein Training besteht im Wesentlichen aus den folgenden Schritten:
1. Der erste Schritt besteht aus der Erzeugung eines Trainer Objekts. DemKonstruk-
tor müssen drei Parameter übergeben werden: Der Name der Konfigurationsda-
tei (configFile), der Name der Datenbankdatei (DataBaseFile) und die zu trainie-
rende Funktion. Der Parameter objectString gibt an, welcher der Funktionswerte
aus der Datenbankdatei verwendet werden soll, diese kann zu einem Variablen-
satz mehrere verschiedene Funktionen beinhalten. Innerhalb des Konstruktors
werden dann einige Schritte ausgeführt, um das Kriging Modell zu initialisieren.
(a) Einlesen der Datenbankdatei.
(b) Einlesen der Konfigurationsdatei durch die Methode readConfig(), an die-
ser Stelle werden auch die zu verwendendenKorrelationsfunktionen gesetzt
(Attribut correlationMap, siehe Kapitel 3.3 ). Zudem wird ein DensityFunk-
tion Objekt erzeugt und in dem Attribut densityFunction gespeichert, siehe
Kapitel 4.2.
(c) Normalisierung der Stützstellen und der dazugehörigen Funktionswerte (mit
der Methode normalizeData())
(d) Initialisierung der Hyperparameter, siehe Kapitel 5.2.
2. Starten der train() Methode des Trainer Objekts.
(a) Erzeugung eines Minimierer Objekts, je nach gewähltem Minimierer Typ.
Die entsprechende Klassenstruktur wird im nächsten Abschnitt behandelt
(b) Starten des Minimierers
3. Nach erfolgreichem Training wird eine XML Datei geschrieben, in der im We-
sentlichen alle Ergebnisse des Trainings stehen. Es werden die gefundenen Hy-
perparameter, die Korrelationsmatrix, einige Vektoren usw. gespeichert um bei
einer späteren Vorhersage diese Werte nicht mehr berechnen zu müssen. Diese
XML Datei beinhaltet also ein fertiges Kriging Modell.
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Klassenstruktur zur Steuerung der Minimierungsverfahren
In Abbildung 5.2 wird das UMLDiagramm der Klassenstruktur für die Minimierungs-
verfahren gezeigt. Es gibt eine abstrakte Superklasse MinimizerInterface, welche hier
als Interface zu verstehen ist. Diese schreibt die notwendigen Methoden für die Sub-
klassen vor. Die Subklassen sollen dann die konkreten Minimierungsverfahren reali-
sieren. Die einzige öffentliche Methode callMinimizer ist dazu da, um von außen den
entsprechenden Minimierer aufzurufen und die Minimierung zu starten. In der Me-
thode function muss die zu minimierende Funktion berechnet werden. Die Rückgabe
des berechneten Funktionswertes wird über eine Referenz des Parameters functionVa-
lue gemacht, eine Referenz wird aus Performancegründen verwendet. Der Parameter
variables vom Typ vector, soll die entsprechenden Variablen beinhalten. Zu diesen Va-
riablen wird dann der Funktionswert berechnet. Wie die Berechnung vor sich geht und
was genau berechnet wird, ist den einzelnen Subklassen überlassen, diese müssen sich
nur an die Interface Spezifikation halten.
Die Methode functionDerivative soll den Gradienten des Funktionswertes abgeleitet
nach den Variablen berechnen. Der Gradient wird über die Referenz auf den Parame-
ter derivatives zurückgegeben. Zusätzlich soll es möglich sein, Nebenbedingungen für
die Minimierung vorzugeben. Dies wird über die Methode constraintFunction umge-
setzt. Die Nebenbedingungmuss so formuliert werden, dass diese bei einemWert grö-
ßer oder gleich Null eingehalten wird und unter Null nicht eingehalten wird. Zudem
muss der Gradient der einzelnen Nebenbedingungsfunktionen bereitgestellt werden
und zwar über die Methode constraintFunctionDerivative.
Umdie Konvergenz des Verfahrens festzustellen, wird dieMethode convergenceCheck
verwendet. DerMethodemüssen drei Parameter übergebenwerden, der erste Parame-
ter ist ein vector mit den Funktionswerten der bisher durchgeführten Iterationen. Der
zweite Parameter ist ein mehrdimensionaler vector, welcher alle Variablenwerte der
bisherigen Iterationen beinhaltet und der letzte Parameter der Methode ist die Num-
mer der aktuellen Iteration. Das entsprechende Konvergenzkriterium muss dann in-
nerhalb der Funktion umgesetzt werden. Beispielsweise könnte man das Verfahren als
konvergiert ansehen, wenn die Funktions- und Parameterwerte sich seit einigen Itera-
tionen nicht mehr verändert haben oder die Veränderung unterhalb einer bestimmten
Schwelle liegt.
Die Methode saveFunction stellt eine Art von Rettungsfunktion dar. Diese soll auf-
gerufen werden, wenn das Verfahren in irgendeiner Form numerisch instabil wird.
Beispielsweise könnte eine einfache Maßnahme sein, die Funktionswerte zufällig zu
verändern, in der Hoffnung auf ein anderes (globaleres) Minimum zu treffen.
Die jeweiligen Subklassen implementieren in diesem Fall noch ein Attribut vom Typ
DensityFunction, da diese die LikeliHood Funktion minimieren sollen und die Klasse
DensityFunction alle nötigen Methoden für die Berechnung dieser liefert, siehe Kapitel
4.
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Abbildung 5.2: UML Diagramm der Klassenstruktur der Minimierungsalgorithmen
Das folgende Listing zeigt die Umsetzung der Methode function in der Subklasse Mi-
nimizerInterfaceRPROP. Die Methode ist in diesem Fall vereinfacht dargstellt, einige
Ausgabefunktionen wurden aus Platzgründen entfernt. Die wichtigen Teile der Me-
thode sind allerdings unverändert. Der Methodenkopf entspricht dem aus dem UML
Diagramm. In Zeile 5 werden die aktuellen Variablen (in diesem Fall die Hyperpa-
rameter) dem Objekt densityFunction zu Berechnung der Likelihood Funktion über-
geben. In den Zeilen 7-18 wird dann die eigentliche Likelihood Funktion innerhalb
eines try-catch Blocks berechnet, um eventuelle Exceptions fangen zu können. Wird
eine Exception geworfen, so wird eine Fehlermeldung ausgegeben und eine -1 als zu-
rückgegeben. Zusätzlich kann wie in Zeile 15 die entsprechende Korrelationsmatrix
bei Auftreten einer Exceptions ausgegeben werden, in diesem Fall wird die Matrix in
eine Datei geschrieben.
1 in t MinimizerInterfaceRPROP <T , B> : : funct ion ( vector <double> &hyperparameter ,
2 double &l ike l ihood ,
3 s i z e _ t ∗ i t e r a t i o n ) {
4
5 densityFunct ion−>setAllHyperparameter ( hyperparameter ) ;
6
7 t ry {
8 l ike l ihood = densityFunct ion−>calcDens i ty ( ) ;
9 }
10 catch ( InvCholNotIdent ity &e ) {
11 cout <<"RPROP Func ( InvCholNotIdent ity ) : "<<endl ;
12 re turn −1;
13 }
14 catch ( ChodecNotPosDef &Except ion ) {
15 densityFunct ion−>getCorre la t ionMatr ixRef ( ) . saveAsAscii ( " CorrMatFailed_sav " ) ;
16 cout <<"RPROP Func ( ChodecNotPosDef ) : "<<endl ;
17 re turn −1;
18 }
19
20 }
Ein zusätzliches Problem bei der Implementierung der Minimierungsverfahren war,
dass diese in einer externen Bibliothek in Form von C Funktionen vorlagen und diese
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Funktionen Funktionspointer als Parameter erwarten. Die zu übergebenden Funktio-
nen entsprechen den Funktionen aus der MinimizerInterface Klasse, also z.B. function
oder functionDerivative.
quasiNewton ( nrHyperparam ,
nrConst ra in t s ,
var iab les ,
funct ion ( ) ,
func t ionDer iva t iv es ( ) ,
cons t ra in tFunc t ion ( ) ,
const ra inFunct ionDer ivat ive ( ) ,
convergenceCheck ( ) )
rprop ( nrHyperparam ,
nrConst ra in t s ,
var iab les ,
variablesLowerLimit ,
variablesUpperLimit ,
funct ion ( ) ,
func t ionDer iva t iv es ( ) ,
cons t ra in tFunc t ion ( ) ,
const ra inFunct ionDer ivat ive ( ) ,
convergenceCheck ( ) )
Die Schwierigkeit ergibt sich in diesem Fall dadurch, dass die Funktionspointer in C++
eine Zuordnung zu dem entsprechenden Objekt zu dem die Funktionen gehören, be-
nötigen. Das folgende Listing soll das Problem verdeutlichen:
1 MinimizerInterfaceRPROP t e s tOb j e c t ;
2 i n t ( MinimizerInterfaceRPROP : : ∗ ptr2 ) ( vector <double> &, double &, s i z e _ t ∗ ) =
3 &MinimizerInterfaceRPROP : : funct ion ;
4 ( t e s tOb j e c t .∗ ptr2 ) ( var iab les , funct ionValue , i t e r a t i o n ) ;
In Zeile 1 wird ein Test Objekt vom Typ MinimizerInterfaceRPROP erzeugt (der Kon-
struktoraufruf wurde hier absichtlich vereinfacht). In den Zeilen 2-3 wird ein Funk-
tionspointer namens ptr2 erzeugt, dieser zeigt auf eine Methode der Klasse Minimi-
zerInterfaceRPROPmit den entprechenden Parametern derMethode function. Zusätz-
lich erfolgt in diesen Zeilen eine Zuweisung des Pointers der Methode durch “&Mini-
mizerInterfaceRPROP::function”.
In Zeile 4 wird ein beispielhafter Aufruf des Funktionspointers auf demObjekt testOb-
ject gemacht. Dieses Beispiel würde so funktionieren. Das eigentliche Problem besteht
aber nun darin, dass man in Zeile 2 statt der Subklasse MinimizerInterfaceRPROP die
abstrakte Klasse MinimizerInterface verwenden möchte. Da diese Funktionspointer
Parameter einer Funktion darstellen, wäre dieses Verhalten sehr wichtig, weil so alle
Methodenpointer der Subtypen von MinimizerInterface angenommen werden wür-
den. Andernfalls müsste man die Funktion rprop oder quasiNewton für jeden Subty-
pen von MinimizerInterface neu implementieren. Leider sind die Möglichkeiten po-
lymorpher Programmierung in C++ stark begrenzt und solch ein Konstrukt wird von
der Sprache nicht unterstützt.
Um dieses Problem zu umgehen, werden Funktionsobjekte [Dou04] der Boost Biblio-
thek verwendet. Mit dieser Bibliothek ist es möglich, die entsprechendenMethoden als
Objekt an die entsprechenden externen Funktionen (z.B. rprop und quasiNewton) zu
übergeben. Das folgende Listing soll die prinzipielle Funktionsweise von Boost Funk-
tionsobjekten erklären:
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1 c l a s s X {
2 publ ic :
3 i n t foo ( i n t ) ;
4 } ;
5
6 boost : : funct ion < in t (X∗ , i n t )> f ;
7
8 X x ;
9
10 f = &X : : foo ;
11 f (&x , 1 0 ) ;
In diesem Beispiel soll ein Funktionsobjekt der Methode foo der Klasse X erzeugt wer-
den. Zu diesem Zweck wird ein Funktionsobjekt in Zeile 6 initialisiert, wobei inner-
halb der eckigen Klammern zuerst der Rückgabewert int und danach die Parameter
der Funktion (X*, int) übergeben werden. Der Parameter X* muss vorhanden sein, da
innerhalb C++ der erste Parameter einer Methode immer das Objekt selbst ist. Im Nor-
malfall wird dies jedoch automatisch umgesetzt und ist daher unsichtbar für den Pro-
grammierer. Die Zuweisung der Methode auf das Funktionsobjekt erfolgt dann in Zei-
le 10. Der Aufruf des Funktionsobjekts erfolgt nach normaler C++ Syntax, siehe Zeile
11.
Für die Klasse MinimizerInterfaceRPROPwürde ein solches Funktionsobjekt wie folgt
aussehen:
boost : : funct ion < in t ( MinimizerInterfaceRPROP ∗ , vector <double> &, double &, s i z e _ t ∗)> fPo in t e r ;
Das Problem dass das Funktionsobjekt unabhängig vom Subtyp der Klasse Minimi-
zerInterface sein soll, bleibt allerdings bestehen. Um dies nun zu umgehen, kann man
boost::bind verwenden. Mit dieser Funktionalität ist es möglich, Parameter von Funk-
tionen zu verändern.
Das nächste Listing soll dies verdeutlichen, es handelt sich hier um ein stark verein-
fachtes Beispiel um die grundlegende Funktionalität zu erklären.
1 void external_rprop ( boost : : funct ion < in t ( vector <double> &, double &, s i z e _ t ∗)> fPo in t e r ) { . . . }
2
3 c l a s s MinimizerInterfaceRPROP : publ ic Min imizer In ter face {
4 publ ic :
5 void ca l lMin imizer ( ) {
6 boost : : funct ion < in t ( vector <double> &, double &, s i z e _ t ∗)> fPo in t e r ;
7 fPo in t e r = boost : : bind(&MinimizerInterfaceRPROP : : funct ion , (∗ t h i s ) , _1 , _2 , _3 ) ;
8 external_rprop ( fPo in t e r ) ;
9 }
10 pr iva t e :
11 i n t funct ion ( vector <double> &vars , double &f , s i z e _ t ∗ i t ) { . . . }
12 }
In Zeile 1 ist eine Funktion definiert, welche einer externen Bibliotheksfunktion ent-
spricht, beispielsweise einem externen RPROP Algorithmus. Dieser Algorithmus be-
nötigt nun ein Funktionsobjekt, mit dem er die zu minimierende Funktion berechnen
kann. Wie man sehen kann, benötigt das hier definierte Funktionsobjekt als ersten Pa-
rameter nicht mehr das aufrufende Objekt selbst.
Analog zum Originalcode wird als nächstes ist die Subklasse MinimizerInterfaceR-
PROP definiert, welche Subklasse der abstrakten Klasse MinimizerInterface ist. Diese
Klasse besitzt nun eine öffentliche Methode namens callMinimizer. Diese Methode soll
von irgendeinem Clienten ausgeführt werden können, um den Minimierungsalgorith-
mus starten.
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Der erste Schritt innerhalb der Methode callMinimizer ist die Erzeugung eines boost
Funktionsobjekts, auch hier ist der erste Parameter nicht mehr das aufrufende Objekt
selbst (also MinimizerInterfaceRPROP*). In Zeile 7, wird nun ein Funktionsobjekt mit
boost bind erzeugt. Mit bind ist es Möglich, die Methodenparameter zu verändern.
Dies wird dazu verwendet das Funktionsobjekt quasi unabhängig von der aufgeru-
fenen Klasse zu machen. Dem ersten Parameter für bind wird der Funktionspointer
übergeben, der zweite Parameter ist das Objekt selbst. Mit boost bind ist es nun mög-
lich, das Objekt einfach standardmäßig über den this Zeiger fest zu binden. Dieser
taucht im kreierten Funktionsobjekt nicht mehr auf und man hat die gewünschte Un-
abhängigkeit erreicht. Die nächsten drei Parameter _1,_2,_3 sind Platzhalter für die
später nötigen Parameter des Funktionsobjekts (also vector<double> &, double &, si-
ze_t *).
In der nächsten Zeile wird das Funktionsobjekt an die externe Bibliotheksfunktion
übergeben und diese kann die Funktion nun nach belieben verwenden.
6 Validierung
In diesem Kapitel soll das entwickelte Kriging Modell validiert werden. Dazu wird
zuerst eine in der Optimierung übliche Testfunktion verwendet. Mit dieser Funktion
wird zufällig eine Datenbasis generiert, welche Stützstellen und deren Ableitungen
enthält. Auf Basis dieser Daten wird ein Kriging Modell erzeugt und mit der Test-
funktion verglichen. Zusätzlich soll ein Geschwindigkeitsvergleich zwischen dem al-
ten Kriging Verfahren und dem neuen Kriging Verfahren angestellt werden.
Da das neue Kriging Modell verschiedene Initialisierungsmöglichkeiten undMinimie-
rungsverfahren bietet, sollen diese hier ebenfalls getestet und verglichen werden, ins-
besondere in Bezug auf Geschwindigkeit und Genauigkeit.
Außerdem konnte im Rahmen einer Projektarbeit eines Studenten der Universität der
Bundeswehr München das entwickelte Gradient Enhanced Kriging Verfahren bereits
erfolgreich verwendet und validiert werden, weitere Informationen gibt es in [Eif13].
6.1 Validierung
In diesem Abschnitt soll das neue Verfahren anhand einer für Optimierungsverfahren
üblichen Testfunktion [ZDT00] getestet werden. Die Testfunktion f (~x)mit der Variable
~x ∈ Rk wird wie folgt berechnet:
f (~x) = h (~x) ∗ g (~x) (6.1)
g (~x) =
(
1 +
9
k − 1
k∑
i=2
(xi − 0.5)
2
)
h (~x) =
(
2−
√
x1
g
)
−
x1
g
sin (10πx1)
In Abbildung 6.1 ist die Testfunktion dargestellt, es wurden zwei Variablen
~x =
{
~x ∈ Rk|k = 2
}
verwendet. Bei der Funktion handelt es sich um einen Paraboloid
mit überlagerter Sinusschwingung.
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Abbildung 6.1: Plot der Testfunktion mit zwei Variablen
Als erstes soll das neue Kriging Verfahren anhand dieser Testfunktion validiert wer-
den. Hierfür werden zufällig Stützstellen erzeugt, entsprechende Datenbasen generiert
und ein Ordinary Kriging Modell damit trainiert. In Abbildung 6.2 sind die Ergeb-
nisse der verschiedenen Testfunktionen gezeigt. Es wurden jeweils verschieden vie-
le Stützstellen für das Training der Modelle verwendet, welche als schwarze Punkte
eingezeichnet sind. Die Farben der Fläche stellen den Funktionswert der Testfunktion
dar. Bei 25 Stützstellen (Abbildung 6.2a), welches die geringste Anzahl ist, wird die
Funktion nur ansatzweise wiedergegeben, die vorhandene Information ist noch nicht
ausreichend. Der grundsätzliche Verlauf der Funktion und einzelne Minima können
aber erkannt werden. Bei Erhöhung der Anzahl auf 50 Stützstellen wird die Funktion
bereits sehr gut wiedergegeben, bei einer weiteren Steigerung verbessert sich das Bild
stetig. Das Ergebnis scheint dahingehend plausibel zu sein.
Zusätzlich soll die Annahme überprüft werden, ob das Modell gegen einen konstan-
ten Erwartungswert läuft. Der Erwartungswert sollte β aus Kapitel 2 entsprechen. Um
dies zu testen, wurde ein Kriging Modell mit 500 Stützstellen trainiert und das β aus
dem Modell ausgelesen und sollte für das hier verwendete Modell β = 9.15 betragen.
Die Funktion wurde wieder mit dem Kriging Verfahren vorhergesagt, allerdings in ei-
nem deutlich weiteren Bereich. Dieser Bereich überschreitet die Trainingsdaten und
das Verfahren sollte, da es keine anderen Daten in diesem Bereich hat, auf den berech-
neten Erwartungswert β = 9.15 extrapolieren.
Abbildung 6.3 zeigt das entsprechende Kriging Modell. Der Bereich, in dem Stütz-
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(a) Ordinary Kriging mit 25 Stützstellen (b) Ordinary Kriging mit 50 Stützstellen
(c) Ordinary Kriging mit 100 Stützstellen (d) Ordinary Kriging mit 250 Stützstellen
(e) Echte Testfunktion
Abbildung 6.2: Vergleich zwischen den Kriging Modellen der Testfunktion mit ver-
schieden vielen Stützstellen und der realen Funktion. Die Farben entsprechen dem
Funktionswert selbst und die schwarzen Punkte stellen die Stützstellen dar.
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Abbildung 6.3: Extrapolationsverhalten des Ordinary Kriging Modells der Testfunkti-
on.
stellen vorhanden sind, liegt im Intervall ~x =
{
~x∈ Rk|0 ≤ x0..k ≤ 1
}
. Außerhalb des
Bereichs läuft die angezeigte Funktion auf den erwarteten Wert.
Neben dem Ordinary Kriging Verfahren soll das implementierte Gradient Enhanced
Verfahren getestet werden. Um dies zu bewerkstelligen, wurde die Testfunktion mit
25 Stützstellen (siehe Abbildung 6.2a) verwendet. Zusätzlich zu den 25 Stützstellen,
wurden noch die Gradienten an den Punkten vorgegeben. Die Ableitung der Funktion
f (~x)wird hier aus Platzgründen nicht gezeigt. Durch die zusätzliche Gradienteninfor-
mation ist zu erwarten, dass die Funktion deutlich besser dargestellt werden kann. In
Abbildung 6.4 sind die Ergebnisse der beiden Kriging Modelle dargestellt. Die Stütz-
stellen sind bei beiden Modellen dieselben und wie erwartet, sieht das Gradient En-
hanced Kriging mit 25 Stützstellen der originalen Funktion deutlich ähnlicher und der
Fehler wurde stark reduziert.
Die Verfahren konnten somit alle durch einen ersten Test erfolgreich validiert werden.
Außerdem konnte das Verfahren innerhalb einer externen Projektarbeit erfolgreich va-
lidiert werden, siehe [Eif13].
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(a) Ordinary Kriging mit 25 Stützstellen (b) Gradient Enhanced Kriging der Testfunk-
tion mit 25 Stützstellen, an jeder Stützstelle ist
zusätzlich ein Gradient vorgegeben.
Abbildung 6.4: Vergleich zwischen Ordinary und Gradient Enhanced Kriging
6.2 Benchmark
Im folgenden Abschnitt soll ein Benchmark des Kriging Modells durchgeführt wer-
den. Es sollen hierbei die Trainingszeiten des alten Codes mit dem neuen Code vergli-
chen werden. Zuerst soll ein Vergleich zwischen den Ordinary Kriging Verfahren und
danach zwischen den Gradient Enhanced Verfahren durchgeführt werden. Zusätzlich
dazu sollen bei dem neuen Verfahren die verschiedenen Trainingsalgorithmen und In-
itialisierungen getestet werden.
Ordinary Kriging Benchmark
Es soll zuerst das Ordinary Kriging Verfahren getestet und die Laufzeit für das Trai-
ning mit dem alten Code verglichen werden. Die zu interpolierende Funktion ist die-
selbe wie im Abschnitt vorher (siehe Gleichung 6.1), allerdings wurden für diesen Test
80 Stützstellen zufällig erzeugt und die Stützstellen hatten 11 Variablen
~x =
{
~x ∈ Rk|k = 11
}
. Daher lässt sich diese grafisch auch nicht mehr darstellen. Es
wurden mehr Variablen verwendet, um die Interpolation komplexer und somit zeit-
aufwendiger zu machen. Dies ermöglicht einen einfacheren Vergleich, da so die rei-
ne Rechenzeit im Vergleich zum Overhead (In- und Output usw.) deutlich höher ist.
Schwankungen durch bspw. Systemprozesse, welche auf das Dateisystem zugreifen,
sollten so verringert werden. Gerechnet wurde der Test auf einem Intel(R) Xeon(R)
CPU E5640 mit 8 Kernen bei jeweils 2,67 GHz, wobei nur 6 Kerne verwendet wurden,
um dem System noch genügend Rechenleistung übrig zu lassen.
Um den alten Code mit dem neuen vergleichen zu können, wurde dieselbe Initialisie-
rung und dasselbe Minimierungsverfahren (siehe Kapitel 5.3) verwendet. Zusätzlich
wurde der Test bei dem neuen Code mit dem QuasiNewton Trainingsverfahren (siehe
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Minimierer Zeit neuer Code Zeit alter Code
RPROP 2.0 s 3.9 s
QN 0.52 s -
Tabelle 6.1: Vergleich der Trainingszeit zwischen altem und neuem Code für ein Ordi-
nary Kriging der Testfunktion mit 11 Variablen
Kapitel 5.3) gerechnet. Da der alte Code diese Verfahren nicht unterstützt, konnte hier
kein Vergleich angestellt werden. Nach erfolgreichem Training wurden alle Ergebnisse
mit der Originalfunktion verglichen und der Fehler zwischenModell und echter Funk-
tion war grundsätzlich für beide Codes ähnlich. Eine Vergleichbarkeit der Ergebnisse
wurde damit sichergestellt.
Tabelle 6.1 zeigt die Ergebnisse. In der ersten Spalte wird die Art des Minimierers an-
gegeben, wobei RPROP und Quasi Newton den Verfahren aus Abschnitt 5.3 entspre-
chen. Die zweite Spalte stellt die Zeit in Sekunden für ein komplettes Training des
neuen Codes dar und die dritte Spalte die Zeit, die der alte Code benötigt hat, um
dasselbe Ergebnis zu erreichen. Vergleich man nun den alten mit dem neuen Code,
so kann man sehen, dass der neue Code in etwas doppelt so schnell war. Verwendet
man bei dem neuen Code das Quasi Newton Trainingsverfahren, stellt sich sogar eine
7,5-fache Beschleunigung dar. BeimOrdinary Kriging Verfahren konnte also eine deut-
liche Beschleunigung erreicht werden. Welche Teile des Codes diese Beschleunigung
verursachen, konnte im Nachhinein kaum festgestellt werden, da durch die komplet-
te Neuentwicklung zu viele strukturelle Unterschiede zwischen den Codes bestehen.
Einige grundsätzlichen Unterschiede können aber genannt werden:
Bei der Entwicklung des neuen Codes wurde sehr stark auf minimierte Speicherzugrif-
fe und effiziente CPU Befehle zurückgegriffen. Außerdem konnten viele zeitkritische
Strukturen und Operationen gekapselt werden. Dadurch mussten diese nur an einer
Stelle im Code verändert bzw. optimiert werden. Im alten Code wurden mehr Code
Redundanzen festgestellt, einige redundante Teile waren weniger stark optimiert als
andere. Die Thread Parallelisierung wurde im neuen Code grundsätzlich in der Ma-
trix Klasse umgesetzt. Innerhalb des alten Codes wurde die Parallelisierung an ande-
ren Stellen vorgenommen. Möglicherweise konnten dadurch die vorhandenen Kerne
besser genutzt werden.
Gradient Enhanced Kriging Benchmark
In diesem Abschnitt soll ein Benchmark des Gradient Enhanced Kriging Verfahrens
erstellt werden. Getestet wird dieselbe Funktion wie im Ordinary Kriging Benchmark,
allerdings mit dem Unterschied, dass an jeder Stützstelle der Gradient als Zusatzin-
formation enthalten ist. Tabelle 6.2 zeigt die Ergebnisse der Rechnungen. Dargestellt
ist der Vergleich der Dauer für das Training zwischen altem Code und neuem Code.
Grundsätzlich ist die Dauer für das Training deutlich höher mit Gradienten als ohne,
dies kommt hauptsächlich durch die größere Korrelationsmatrix.
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Code Time
Alter Code 91.99 s
Neuer Code 50.82 s
Tabelle 6.2: Vergleich Gradient Enhanced Kriging zwischen altem und neuem Code
Der neue Code benötigt ca. die Hälfte der Zeit für das Training bei selber Initialisierung
und demselben Trainingsverfahren.
Folgend sollen die verschiedenen Minimierungsverfahren und Initialisierungen mit-
einander verglichen werden. In Tabelle 6.3 sind die Ergebnisse der Messung.
Minimierer Initialisierung Stützstellen Init. Iterationen Init. Zeit Zeit Init.
Alter Code Const 91.99 s -
QN Const 19.48 s 0.091 s
QN Random 10 400 18.64 s 1.15 s
QN RPROP 15 200 16.18 s 0.19 s
QN QN 30 20 16.97 s 1.64 s
RPROP Const 50.82 s 0.18 s
RPROP Random 10 400 44.23 s 1.31 s
RPROP RPROP 15 200 42.25 s 2.02 s
RPROP QN 30 20 34.94 s 4.25 s
Tabelle 6.3: Verschiedene Trainingszeiten für ein Gradient Enhanced Kriging der Test-
funktion mit 11 Variablen und verschiedenen Initialisierungen und Trainingsmetho-
den. Alle Zeiten wurden mit dem neuen Code gemessen.
Die erste Spalte beschreibt hier das eigentliche Minimierungsverfahren, welches nach
der Initialisierung mit voller Anzahl der Stützstellen verwendet wird. Die zweite Spal-
te beschreibt das Verfahren für die Initialisierung. Const beschreibt das Verfahren aus
Kapitel 5.2 und entspricht dem Initialisierungsverfahren, welches im alten Code ver-
wendet wurde. Die anderen Verfahren basieren grundsätzlich auf einer temporären
Reduktion der Stützstellen (siehe Kapitel 5.2) mit darauf folgender Minimierung. Ran-
dom würde die Hyperparameter zufällig setzen, die Stützstellen reduzieren und den
entsprechenden Likelihood Wert berechnen. Die Hyperparameter, welche den nied-
rigsten Likelihood Wert haben, werden als Initialisierung für das eigentliche Minimie-
rungsverfahren verwendet. RPROP und QN würden dann im Initialisierungsschritt
eine entsprechende Minimierung mit reduzierter Stützstellenanzahl durchführen.
Die Spalten 3 und 4 geben an, wie viele Stützstellen für die Initialisierung verwendet
und wie viele Intitalisierungsiterationen durchgeführt worden sind. In den Spalten 5
und 6 ist dann die gemessene Gesamtzeit für das Training und die Initialisierungszeit
angegeben.
Das Ergebnis des alten Codes ist in der ersten Zeile als Referenzwert angegeben. Man
sieht sehr schnell, dass grundsätzlich die Rechnungen mit Quasi Newton als Minimie-
rungsverfahren am schnellsten konvergiert sind. Dieses Ergebnis war auch zu erwar-
ten.
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Alle hier erwähnten Verfahren boten eine bessere Initialisierung als die konstante Schät-
zung der Hyperparameter, dies wird in der kürzeren Trainingszeit deutlich.
Die Inititialisierung durch das zufällige Bestimmen der Hyperparameter bei reduzier-
ter Stützstellenanzahl bringt einen leichten Geschwindigkeitsvorteil. Dieser kann auf-
grund des Verfahrens aber zufällig variieren. Vorteil des Verfahrens ist, dass die In-
itialisierung eine globale Suche darstellt und somit unter Umständen andere Minima
erreichen kann.
Die Verwendung des Quasi Newton oder RPROP Verfahrens für die Initialisierung
brachte bei anschließender Minimierung mit dem Quasi Newton Verfahren nahezu
keine Vorteile, aber auch keine Nachteile.
Verwendete man für die anschließendeMinimierung allerdings das RPROP Verfahren,
so konnten sehr große Unterschiede festgestellt werden. Setzte man vor der eigentli-
chen Minimierung eine Minimierung mit dem RPROP bei reduzierter Stützstellenzahl
an, konnte die benötigte Gesamtzeit um ca. 17 % verkürzt werden. Verwendete man
für die Initialisierung das Quasi Newton Verfahren, so konnte die Gesamtzeit um ca.
31 % reduziert werden.
7 Fazit und Ausblick
Ziel dieser Arbeit war es, ein Gradient Enhanced Kriging Modell in einer objektori-
entierten Programmiersprache umzusetzen. Das Modell sollte für zukünftige Anwen-
dungen möglichst modular aufgebaut sein. Besonders wichtig war es, die Korrelati-
onsfunktionen, welche für die Aufstellung der Korrelationsmatrix verwendet werden,
austauschbar zu machen. Theoretisch sollte es möglich sein, für jeden Eintrag in der
Korrelationsmatrix eine eigene Korrelationsfunktion nutzen zu können. Dieses Ziel
konnte mithilfe von polymorpher Programmierung erreicht werden.
Zusätzlich sollte es möglich sein, für das Training verschiedeneMinimierungsalgorith-
men verwenden zu können. Dies wurde ebenfalls erreicht und es wurde ein zusätzli-
ches Minimierungsverfahren höherer Ordnung verwendet (Quasi Newton), welches
die Trainingszeit stark reduziert. Bei dieser Art von Minimierungsalgorithmus muss-
te sichergestellt werden, dass die Hyperparameter nicht negativ werden können. Eine
einfache Begrenzung während des Trainings war hier nicht ausreichend, daher wurde
die verwendete Korrelationsfunktion so umformuliert, dass negative Hyperparameter
ohne Probleme verwendet werden konnten.
Die Initialisierung der Hyperparameter für das Training des Modells war ebenfalls ein
wichtiger Punkt. Es wurden hier verschiedene Möglichkeiten implementiert und ein
Benchmark für die verschiedenen Initialisierungen durchgeführt.
Der Code wurde grundsätzlich geschwindigkeitsoptimiert. Es wurden die Speicher-
zugriffe und CPU Befehle minimiert. Der Code ist komplett Thread parallelisiert und
bietet Schnittstellen zu einer späteren prozessweiten Parallelisierung. UmdieMöglich-
keiten moderner CPUs zu nutzen, wurden zudem SSE Befehle verwendet, was einen
Geschwindigkeitszuwachs von ca. 20 % brachte. Die Optimierungen wurden am Ende
auch in der Gesamtheit mit einem alten Kriging Code verglichen und brachten eine
ungefähr doppelt so hohe Geschwindigkeit bei gleichen Einstellungen. Wählte man
zusätzlich noch einen Minimierungsalgorithmus höherer Ordnung lag der Geschwin-
digkeitszuwachs ungefähr bei einem Faktor von 6.
ImRahmen einer Projektarbeit [Eif13] eines Studenten der Universität der Bundeswehr
München wurde das hier entwickelte Gradient Enhanced Kriging Verfahren bereits er-
folgreich verwendet und validiert.
Zukünftig soll das Co-Kriging Verfahren implementiert werden. Dieses ermöglicht es
Trainingsdaten verschiedener Güte in einemModell zu verarbeiten. Außerdem soll das
Modell in den automatisierten Optimierer AutoOpti eingebaut und dann innerhalb
zukünftiger Optimierungen genutzt werden.
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DieMatrix Klasse, welche hier verwendet und erweitert wurde, soll um eine Subklasse
zur Berechnung einiger wichtiger Matrix Operationen auf einer GPU (Graphics Pro-
cessing Unit) erweitert werden. Durch Portierung einzelner Operationen auf die GPU
erhofft man sich eine deutliche Beschleunigung der Rechenzeit.
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