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Abstract
Phylogenetics is the study of the evolutionary relationships among species. It is derived from the
ancient greek words, phylon meaning "race", and genetikos, meaning "relative to birth". An important
methodology in phylogenetics is a cladistics methodology (parsimony) applied to the study of taxonomic
classification. Modern study includes as source data aspects of molecular biology, such as the DNA
sequence of homologous (orthologous) genes. The algorithms used attempt to reconstruct evolutionary
relationships in the form of phylogenetic trees, based on the available morphological data, behavioral
data, and usually DNA sequence data (Fitch W. M., 1971).
The topic of this thesis is the parallel implementation of an existing algorithm called Maximum
Parsimony, a search for a guaranteed optimal tree(s) based the fewest number of mutations required for
tree construction. The algorithm grows linearly with the increase in DNA sequence length and
combinatorially with the number of organisms studied (Felsenstein J. , The number of evolutionary trees.,
1978). The algorithm may take hours to complete. The limitations of the current implementations such as
PAUP are that they are limited to just one core on the CPU, even if 8 are available. This parallel
implementation may use as many cores as are available. The method of research is to replicate the
accuracy of existing serial software, parallelize the algorithm to many cores without losing accuracy,
optimize by various methods, then attempt to port to other hardware architectures. Some time is spent on
the implementation of the algorithms onto GPUs and Clusters.
The results are that, while this implementation matches the accuracy of the current standard, and
speeds up in parallel, it does not presently match the speed of PAUP for reasons yet to be determined.
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Chapter 1 - Intro
The topic and goal of this thesis is the research in, and subsequent coding of, a parallel
implementation of the Maximum Parsimony Phylogeny search. A phylogenetic tree is a graphical
representation of the evolutionary path of one species into several species, as a function of time, in the
form of a tree (Cohen, 2004). A phylogeny search is a search of many or all possible phylogenetic trees
for those that fit a certain criterion. A maximum parsimony phylogeny search is a search of all possible
trees for the most parsimonious, that is, the tree requiring the least number of mutations required to
reconstruct the evolutionary path of the species in question. The above search is usually implemented to
run on one and only one processor in a computer. A parallel implementation of the search would run on
several processors, concurrently, with resulting speedup in time to completion of the search. Given that a
serial search could take hours, running in parallel on an 8 core machine could cut the run time down to
minutes. Given that the available implementations are usually serial, having the opportunity to run the
code in parallel is an improvement. It is the goal of thesis to provide that parallel implementation and thus
that improvement.

1.1 Topic
Modern biology usually requires information on the evolutionary relationship between different
species under study. If a scientist is studying let us say, iguanas, he might find that two of the species in
question have a similar trait, perhaps a skin pigment. That trait is a homology, a sameness, and is either
an orthology or a paralogy (Koonin, 2005) (Sonnhammer, 2002). If the two species are closely related
and all similar species have the same trait, the trait is likely orthologous, that is, one ancestor species
originated the trait and all subsequent species have inherited the same trait through an orthologous gene.
If the species are found to be distantly related, and closely related species lack the trait, the trait is likely
paralogous, that is, it originated separately in two different species from a duplication of the same gene
and was inherited independently by separate descendents, possibly from paralogous genes. It could also
be analogous in that it was evolved separately from unrelated genes. The reason that this is necessary
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information is that the subsequent research would be in different directions. Other studies may involve
the geographical dispersion of a several species, and distantly related species in the same area may
imply that many species migrated independently at some time in the past instead of one species
migrating once and producing several closely related species.
The concept of a phylogeny search is the use of, let us say, DNA sequences of a particular gene,
isolated in several species, used to determine the evolutionary relationship of species. The main criterion
of the search is that the relationships are likely, and that the relationships are caused by genetic mutation
(de Queiroz K. , 1988). The algorithms for searching for the evolutionary relationship usually interpret
that criterion as some combination of 1) the mutations have a likelihood 2) happen at a particular rate 3)
and the least number of mutations occurred. The implementation of the algorithm usually constructs most
if not every possibly evolutionary relationship in the form of binary trees, with the leaves of the trees
corresponding to the species in question. The scoring of each tree is based on the criterion, keeping the
best trees. The computation time usually grows linearly with the length of the DNA sequence, and in the
case of this type of exhaustive search, combinatorially with the number of species. So, 3 times the length
of a sequence takes 3 times as long to run. However, going from 3 species to 4 takes 3 times as long,
and 3 to 5 takes 3*5=15 times as long, and 3 to 6 takes 3*5*7=105 times. The source of those multipliers
is explained later. Once you hit about 22 species, the multiplier of 1.3x10^25 is on the order of the
number of atoms in your morning coffee. If a computer scored 1 billion trees per second, it would take
415 million years to complete.
The Maximum Parsimony (MP) search uses as the criterion, number 3 above, the least number of
mutations occurred. The algorithm used is the Fitch scoring algorithm, which simply determines the
minimum number of mutations that must have occurred, and is relatively naive about when in the
evolutionary path they occurred. The MP search is a form of exhaustive search. Every tree is both
constructed and scored, or the tree is excluded from scoring based on a mathematical assuredness that
the tree must score worse than other trees. The exclusion algorithm being used is the Branch and Bound
algorithm. In contrast, other search methods are usually heuristic based, they may search a large
number of trees, find and keep trees with very good scores, but they are not sure that the trees that they
find are the absolute best trees possible as they have not searched them all exhaustively. Exhaustive
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searches are slow, thorough, and exact, heuristic searches are fast, statistical, and approximate.
Maximum Parsimony is one of the slow, thorough, exact ones.
Many of the present implementations of a Maximum Parsimony Phylogeny search are serial in
implementation. They run on one computational core and start searching the list at the beginning, carry
on through the middle, and stop at the end. All other computational resources are ignored. This is a bit
of an impediment since 1) most every computer sold today has at least 2 and as many as 8 cores, and 2)
the computation may take days. Presently, running the serial software implementation may result in one
core running full out at 100% and several other cores idling at 2%.
So to recap, the biologists need to reconstruct evolutionary paths as phylogenetic trees, the
calculation is computationally intensive and may take hours to perform a thorough search, and the
present software doesn't use all of the resources at its disposal.

1.2 Goals
The main goal of this thesis is to provide scientists, namely Dr. Buckley at RIT, and others with a
piece of code superior to the code available in phylogenetics. The previous codes have either been serial
implementations written by the researchers themselves, such as PAUP, and do not use all of the currently
available computing resources such as multi-core CPUs, or have been ported to parallel platforms or
clusters that are generally unavailable, or are limited in scope and capabilities. Hopefully this code would
overcome some of those shortcomings.
The method of providing code would involve definition of the existing algorithm implemented in
serial. The code would be completely rewritten and implemented in another language, Java, to help in
debugging and portability. The code would then be tested for accuracy and speed compared to existing
code such as PAUP. When the code was reasonably stable, accurate, and fast, the code would be
modified to run the same algorithm in parallel. The search space of the original serial implementation
would be partitioned, and the search algorithm modified to search each separate partition in a separate
thread and run on a different core. The code would then be retested for accuracy and speed. The code
would then be re-optimized, and modified to run on different architectures. The intent of the code is to
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outperform the existing serial implementation called PAUP. The intent may be elusive since the existing
code is closed source, and thus the implementation is secret. If the existing code has an undocumented
trick up its sleeve, the new code might not outperform it.
It is also the intent of the project to build a framework of software to help implement the same
algorithm on different platforms and to implement related algorithms on all of the platforms. The writing of
the code in Java should help alleviate some of the work involved in porting the work to other platforms.
The Java code stays the same and the portability issues are absorbed by the Java Runtime Environment
installed on the various platforms, and the upkeep of that is a problem for IT specialists and the
corporation which presently owns Java. The implementation of the scoring algorithm as a separate entity
allows for the writing of different scoring algorithms to be implemented and connected to the existing GUI
and integrated tools.
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Chapter 2 - Motivation
The study of evolutionary relationships, phylogenetic research, requires the implementation of a
relatively straightforward algorithm. Create an evolutionary relationship, in the form of a tree, which
requires the least number of mutations (Fitch M. &., 1967). Given the amount of data, and the
tediousness of the algorithm, let a computer do it. However, as the number of species in question
increases, the amount of calculations required increases exponentially. The computational intensiveness
of the algorithm is causing a computational bottleneck in the research; the algorithm may take longer to
run than the researcher is willing to wait. The problem may be alleviated by spreading the work out over
several processors. The work is feasible as previous researchers have implemented similar algorithms
on other platforms. The platform of choice for this thesis is a multi-core desktop machine which is
commonly available. The availability of the platform may provide more opportunities for use of the
resulting software.

2.1 Phylogenetic Analysis
As mentioned above in the introduction, the biologists need to reconstruct evolutionary paths as
trees. The trees in question are not the tall, woody plants outside of your window. The trees are
graphical representations of evolutionary relationships. The species in question are represented by name
in a phylogenetic tree, even though the data used in the algorithm to construct the tree uses the DNA
sequence of one representative of the species. What defines a species is the capacity to interbreed and
produce fertile offspring. So two horses can interbreed and are members of the same species. A
Clydesdale and a Percheron, both types of horses, create a living fertile offspring. A horse and a donkey
create a living offspring; the offspring is called either a mule or a hinny, it is frequently not fertile due to
inheriting a different number of chromosomes from each parent. The horse and the donkey are different
species. A horse and a gazelle do not produce any offspring, they are different species.
To form an analogy for a phylogeny tree, the leaves of the tree are the species in question, the
root of the tree is a common ancestor of all of the organisms or species, and the branches represent
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intermediate steps in evolution. The points where the branches split into two branches are the
divergence points or the speciation points. If a species is separated by location, migration, or behavior,
the two groups continue to accumulate genetic variations, and at some point, the two groups can no
longer successfully interbreed. The failure to interbreed is the point of speciation. The branches of the
trees always split into two branches at a point. While evolution itself may have other plans and cause
more interesting occurrences, the algorithm for calculating binary branching does not provide an obvious
extension to cope with non-binary branching. Polytomies, the branching where the number of branches is
greater than 2, can be reconstructed from the binary trees after the determination of the binary trees.
All of this calculation and modeling is done without much information to go on with respect to the
actual ancestry species. The data of choice for the algorithm is DNA (Day, 1986). DNA in storage may
only last a few decades, species rarely provide researchers with DNA samples frozen in glaciers or
permafrost, and fossils are missing any trace of DNA. So there are some assumptions in the
reconstruction of the trees. There is more on that later. The trees may provide insights to the spread of
and mutations of a virus, or migration patterns of Central American iguanas, or some other line of
research. Many today have a personal computer and access to the most popular phylogeny software.
Not everyone has the experience to install or run it. To replace it requires more computing power and a
new program. Not everyone has a personal computing cluster, or the time and experience to program it.
However, most everyone has a multi-core computer, access to the internet, and software such as the
subject of this thesis.

2.2 Computational Intensity
As mentioned previously, the algorithm, to be examined in detail in later chapters, requires
enough computer memory to store the sequence data. The data may be 1000 base pairs long multiplied
by a few dozen species. Thus the memory requirements are on the order of 100,000 bytes of data. That
is more than 4 orders of magnitude less than the 4 gigabyte of memory that a computer usually comes
with. Computer memory is not a problem.
The length of the data is also not a problem, if the sequences are twice as long, each tree
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generated takes twice as long to score, the same number of trees are scored, and the total calculation
takes twice as long. The computation complexity as a function of length is linear, X times the sequence
length, X times as long to run the algorithm. Algorithms with such simple complexity are preferred as they
scale well.
The problem is the number of species, or taxa, in the data. Twice the number of species causes
a VAST increase in the number of computations. To properly grasp the size of the problem, a few
examples of smaller problems are explained, as is order of N, O(N), notation (Day, 1986).
Start with 50 index cards, one for each state in the US, with the name of the state on it. Flip thru
them and count the number of cards starting with a vowel, for instance Alabama, Alaska, Arizona, and
eventually Oregon and Utah, each get a point. You will search 50 cards, and perform 50 operations,
where the operation is to read the card and count. If there were 10 states, you would perform 10
operations. If there were 100 states, you would perform 100 operations. This type of search has linear
complexity, if there are N objects, there are N operations, it is of order O(N).
Now, start with the same 50 cards with the 50 state names, except each card has the name of a
large city in that state on it. This time count the number of states with the city of the same name as
another state. For instance, if New York and Minnesota both have Rochester, add 1 point. You will
search about 2500 cards, that is, start with the first card, and compare it to the other 49, then pick up the
second card and compare to the other 49, ... 50 cards each compared to each of the other 49 cards,
about 2500 operations. If there were 10 states, you would perform about 100 operations. If there were
100 states, you would perform about 10,000 operations. This type of search has quadratic complexity, if
2

there are N objects there are N^2 operations, it is of order O(N ).
Now, start with the same 50 cards with the 50 states and city names. This time count the number
of states with the city of the same name as 2 other states. For instance, if North Carolina, Ohio, and
Wisconsin all have Columbia, that gets 1 point. You will search about 125,000 cards, that is, start with the
first card and second card and compare it to the other 48, then pick up the first card and third card and
compare to the other 48, ... 50 cards paired with one of the other 49 cards, each set compared to each of
the other 48 cards, about 125,000 operations. If there were 10 states, you would perform about 1,000
operations. If there were 100 states, you would perform about 1,000,000 operations. This type of search
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has cubic complexity, if there are N objects there are N^3 operations, it is of order O(N ).
Now last example, this time you are planning a trip to each of the 50 states, by the shortest route.
Same cards as before, except they each have a list of distances starting at the major city on the card and
ending in each of the other major cities. So the New York card has Rochester. On the New York card,
Rochester New York to Rochester Minnesota is 1000 miles, Rochester New York to Columbia South
Carolina is 825 miles, Fort Lauderdale is 1400 miles, and Erie Pennsylvania is only 160 miles. The
search involves starting at the first card, picking a second card, measure distance, pick third card, add
distance, and on and on until picking the 50th card, this gives a total distance. By example, Rochester
New York to Erie Pennsylvania is 160 miles, look at the card for Pennsylvania and find Columbia South
Carolina is an additional 660 miles. The South Carolina card gives you an additional 620 miles to Fort
Lauderdale, Florida makes 1440 miles so far with 46 states to go. That sounded easy. Now to get the
shortest distance, search every possible path, that is, for each first state, pick a second state from the
remaining 49, pick a third state from the remaining 48, fourth from 47, ... 50th state from the one state left.
Just to show the progression by itself,
Number of states
Equation
Total
chosen
1
50
50
2
50x49
2,450
3
50x49x48
117,600
4
50x49x48x47
5,527,200
…
…
…
50
50x49x48x47x…2x1
3.04x10^64
Table 1 - Number of paths as a function of number of states chosen

If there were 10 states, you would perform 3,628,800 operations. If there were 100 states, you
would perform 9.33 x 10^157 operations (9 followed by 157 zeros). This type of search has combinatorial
complexity, if there are N objects there are N!(factorial) operations.
2

3

The first 3 examples were of polynomial (P) complexity, that is, N or N or N . The fourth
example is of non-polynomial (NP) complexity, order O(N!), and is called the Travelling Salesman
problem (MacGregor, 1996).
Those 4 examples were to give some basis for the size of a computation. The phylogenetic
search algorithm is larger than the Travelling Salesman problem, above. The number of species (taxa) is
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the issue. Additional taxa vastly increase the run time. The algorithm requires an exhaustive search of
each and every possible tree. Some trees can be skipped if there is a mathematical assurance that a
search is not necessary. The problem is that the number of trees that are possible grows combinatorially.
Start with an initial tree, with 3-taxa at the end of 3 branches, connected to a common point. The
addition of a 4th taxa to the middle of any of the branches adds an additional branch for the 4th taxa and
a new branch from breaking an existing branch in two.
So, start with a 3-taxa tree. A 4th taxa can be added in 3 different places producing 3 possible
trees. Each of those trees has 5 branches. That is a total of 3 trees.
For each of the 4-taxa trees, a 5th taxa can be added in 5 different places producing 5 possible
trees. Each of those trees has 7 branches. That is a total of 15 trees.
For each of the 5-taxa trees, a 6th taxa can be added in 7 different places producing 7 possible
trees. Each of those trees has 9 branches. That is a total of 105 trees.
Additional numbers of taxa are listed below.
Taxa
3
4
5
6
7
8
9
10
15
20
30
40
50
60

Equation
Trees
1
1
1x3
3
1x3x5
15
1x3x5x7
105
1x3x5x7x9
945
1x3x5x7x9x11
10,395
1x3x5x7x9x11x13
135,135
1x3x5x7x9x11x13x15
2,027,025
1x3x5x7x9x11x13x15x…x25
7,905,853,580,625
1x3x5x7x9x11x13x15x…x35
2.21x10^20
1x3x5x7x9x11x13x15x…x55
8.68x10^36
1x3x5x7x9x11x13x15x…x75
1.31x10^55
1x3x5x7x9x11x13x15x…x95
2.83X10^74
1x3x5x7x9x11x13x15x…x105
5.00x10^94
Table 2 - Number of unrooted trees as function of taxa

So, adding another taxa multiplies the number of trees by an ever increasing odd integer. Every
taxa after the 7th gains you more than an order of magnitude. By the time there are 60 taxa, the number
of trees exceeds the number of atoms in the universe. This is where the problem blows up, simply
crunching through the trees, or finding a reason to skip them, is the overriding problem.
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2.3 Computational Bottleneck
Running a dataset on a computer is relatively simple, load the file, then run the program. The
problem is that with a modest number of taxa, that "run" may take 1 minute or 1 day, depending on how
closely related the taxa are and how many taxa are in consideration. This provides a bottleneck; a
scientist is stuck waiting for results to finish his research. It may take several hours to sequence a gene
in a new species. After he has 10 species, he runs the phylogeny software; it takes a second to run it.
The next day he sequences the gene in another species, adds it to his data set, and runs the software.
Given the mathematical progression explained above, 11 species takes 19 times longer to run, so it takes
19 seconds. Next day is the 12th species. Running it takes 21 times as long. Not 21 times the 1 second,
it takes 21 times the 19 seconds to run. That is 399 seconds or equivalently 3 minutes 39 seconds. The
13th species takes 2.5 hours, the 14th takes 2.6 days, and further taxa take weeks to run.
Granted, a very fast computer chip could knock that first time of one second down to a 1/10th or
1/1000th of a second. That just delays the inevitable. The run taking a week is just pushed out to the
18th taxa. Further refinement of the software, such as Branch and Bound, can knock several orders of
magnitude off the time, and the proper initial score could help the Branch and Bound algorithm knock it
down even further. Those, too, just further delay the inevitable. The week long run is pushed out to the
20th or 30th taxa.
The refinement of using the Branch and Bound and/or initial scoring causes a nondeterministic
speedup. If an entire room of students is running a search on the same number of different taxa, one
search on each computer, one student may complete in 15 minutes another may take several hours. If
there were an internet server or supercomputer available to run the software faster than a desktop
computer, the server would become swamped under the attempt of an entire room of students each
starting a separate search at the same time.

2.4 Multi-core CPU/GPU/Clusters
In the afore mentioned computational bottleneck, the basic functional problem is that the
computer, whether desktop, laptop, or server, that is taking minutes to hours to complete a calculation, is
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not even using all of the computational resources at its disposal.
First of all, the present code runs on one core, and only one core, at a time. If you set it to run on
2 cores, it will take turns on each core, never overlapping. Modern computers have as many as 8 cores
on 1 CPU and sometimes multiple CPUs are available (Creeger, 2005). If all 8 cores were used, a one
core calculation of a minute would take 8 seconds and daylong run would take 3 hours.
Secondly, the CPU is not the only part of a computer that does computation. Modern video cards
have between 96 and 480 cores capable of simple math (Sanders, 2011). Even if the cores were only
half as fast as the CPU, a calculation of between a minute and day would take between 1 second and 6
minutes.
Thirdly, a person or organization usually has more than one computer available and idle. Those
other computers have the same multi-core CPU and video cards, and could knock even the day long
calculation down to a few seconds.

2.5 Previous Work
External to RIT, there are several phylogenetic programs available, such as PAUP by David
Swofford, PHYLIP by Felsenstein, MacClade, Beast, TNT, and others. The first two are industry
standards, and very much one core implementations. The last two won't install properly on my computer,
so their performance and capabilities are not readily measureable. Some of these became apparent after
the start of this thesis, and may run code in a parallel implementation. The parallel Branch and Bound
algorithm has already been studied on clusters (Yu, 2009). Maybe this thesis has become obsolete as
others have released code before me, however, I am already well into it and intend to finish, even if this
thesis topic has become redundant.
This line of research is a repeating meme at RIT (Garnham, 2007) (Howard, 2005) (Jacoby,
2004) (O'Brien, 2006). There are at least 4 other attempts to implement parallel phylogeny searches
within the last 7 years, 2 of which involve my thesis advisor Dr. Buckley. Most of them were on computing
clusters that few have any access to, if they still exist in the required configuration. One of them came up
in my High Performance Computing class years ago, with Dr. Tymann. The thesis was by Kenn Jacoby.
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The code was tinkered with by, then student now alumni, Kevin Galen and several others, with little effect.
The code had a massive design flaw; it actually runs out of memory, on a cluster of computers, with as
few as 9 taxa. The design problem is easier to find in retrospect than it may have been at the time. I
intend to outperform the Kenn Jacoby implementation. I intend to outperform the other three by
implementing the code on a desktop instead of a cluster, thus making the running of the code available to
anyone with a multi-core desktop computer.

2.6 Feasibility
Threads are a commonly available capability in several computer languages. One "program"
starts another program, and both programs run concurrently. The problem is not one of starting and
stopping threads, it is more of an administrative problem keeping track of them all (Lee, 2006). The
algorithm lends itself to having the search space of trees partitioned, into separate and mutually exclusive
lists of trees to search, that together form an exhaustive list of trees. Each thread would receive a
partition, and merrily go on its way scoring trees, with each thread on a different core. The originating
thread would administrate the division of labor and the launching of threads, and the collation of the
results.

2.7 Uses
Basically anyone who uses PAUP or an equivalent piece of software now would find this thesis
useful. While the original intended audience is Dr. Buckley in the Biology department of RIT, anyone in a
biology class or any researcher with access to a desktop may find this code useful. If someone had the
interest and inclination to, they could rewrite the scoring code to implement any other scoring algorithm,
Bayesian, likelihood, protein folding, ... The parallelization is the same, partition the search space, give a
different partition to each thread, and wait for all threads to complete.
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Chapter 3 - Bioinformatics
Bioinformatics is the joining of computational resources, computer science, and biology. The
history of Bioinformatics is rather short as computers and DNA research have only been around for the
past few decades. However, given modern sequencing and computational resources, the field is growing
exponentially. The raw data of choice is the sequence of DNA in the nuclei of cells. The assumption of
the field is that the sequence of the DNA determines shape of and the resulting function of the
corresponding protein. A further assumption is that the sequences evolve over time, and the path of the
evolution can be recreated by the use of certain algorithms. Maximum parsimony is just one of the
available methods. The algorithms can achieve performance gains with the further application of an
algorithm called Branch and Bound. There are multiple existing implementations of the algorithms, some
are serial as they run on only one processor at a time, and some are parallel as they run on several
processors concurrently.

3.1 History
Biology is relatively new, at a few hundred years old, compared to mathematics which has been
around for a few millennia. A great deal of math, logic, physics, and engineering of objects that could be
seen, felt, counted, and measured with human senses was required before mankind had a chance of
understanding the unseen of chemistry, genetics, and evolution. Those are prerequisites for delving into
the biochemistry and DNA sequences required for phylogenetic research.
The field of bioinformatics didn't get going until about 30 years ago (Hogeweg, 2011). The term
bioinformatics was first used in 1978 by Paulien Hogeweg and Ben Hesper to describe the joining of
computational informatics and biology. The use of computer capabilities, the use of databases of data,
and the use of algorithms and statistical techniques to compare and contrast large amounts of
biochemical sequence data, is one of the definitions of Bioinformatics (Luscombe, 2001).
As a brief history of the biology of Bioinformatics, DNA structure wasn't even determined until
Watson and Crick proposed a structure based on the X-Ray data of Franklin and Wilkins in 1953
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(Watson, 1953). The first method for sequencing DNA was 1977 by Maxam, Gilbert, and Sanger
(Maxam, 1977). The first gene sequence, 5386 bases long, was 1980.
A brief history of the technology of Bioinformatics starts with the first integrated circuit with a
silicon transistor invented by Jack Kilby in 1958 at Texas Instruments (Kilby, 1976). The basic protocol
for connecting computers, corporate or academic ones at that, in to a network (TCP/IP & Internet) was in
1974 by Cerf and Kahn (Cerf, 2009) and implemented on scale by 1983. The first personal computers
came out in the early 1980s. Multi-core CPUs were common in personal computers by 2008 (Creeger,
2005).
The biology and technology didn't get together until the first biological database, SWISS-PROT in
Geneva in 1986, concurrent with the release of several algorithms over the next decade with the
popularization of personal computers. Most algorithms were implemented in serial form since clusters
were rare and personal computers did not have multiple core CPUs at the time. The 1990s saw the
sequencing of several organisms followed by the Human Genome in 2001 (Venter, 2001).

3.2 Modern
Twenty years ago, sequencing DNA required a lab tech a month to manually prepare some
samples and carry out all of the biochemistry with pipettes and test tubes. Reading sequence required
holding developed photographic film up to a light source and writing the sequence on it manually with a
marker. The process was rife with the chance of human errors. Several scientists could collectively
sequence a gene a month, if they knew where the gene was. Modern methods of determining
biochemical sequence data are now automated. Automated to the point that dozens of specimens are
prepared on a grid work of sample slides, and robots carry out the actions of determining the DNA
sequence of the slides, and computers translate the data. One person can now sequence several genes
in an afternoon.
The latest integrated circuits sport billions of transistors, several parallel processing cores, and
speed measured in billions of computations per second. The basic internet protocol connects nearly
every computer, cell phone, land line phone, car, airplane, and satellite, at millions of characters of data
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per second. The number of items connected has exceeded 2^32, which is roughly 4.2 billion, and the
protocol has been revised to carry trillions more. The latest DNA sequencing technology, developed by
454 Sequencing, is called Pyrosequencing (Huse, 2007). It can sequence 500 million bases in a 10 hour
run and could sequence a genome in a day. The database of biological sequence data now contains
260,000 entire genomes and 200 billion base pairs.
The bottleneck may become, not the lack of data and resources, but the torrential flood of it
(Goldman, 2008).

3.3 Input Data
The basic data in question is the DNA sequence. Each organism has a unique DNA sequence
(excepting identical twins and single celled organisms) composed of strands on connected nitrogenous
bases, namely, adenine (A), cytosine (C), guanine (G), and thymine (T). Each of those letters
abbreviates the chemical name of a base in the DNA sequence. A human sequence is about 3 billion
bases long, spread out over 23 pairs of chromosomes. Within that sequence are about 30,000 genes.
There is a fair amount of unused sequence, on the order of 90% of it. So statistically, each gene may be
a few thousand bases long and resemble a longer version of the following fictitious sequence.

AUG ACT TAG CAT ACG CAT AGT CTA GAG GCT TAG ATC TAT UGA.

Inside a cell, the sequence is used by a ribosome to construct a protein from amino acid building
blocks. Each triplet in the above data, except the last one, codes for a particular amino acid, and the
ribosome will construct the protein from the amino acids in that order. Each triplet of bases corresponds
3

to a codon for a particular amino acid. As there are about 20 amino acids and 4 , or 64, possible codons,
there are amino acids with several corresponding codons (Nirenberg, 1963). In the above fictional
sequence, AUG means start with the amino acid Methionine, ACT means add Threonine, CTA ->
Leucine, and jumping to the end, UGA means stop. UGA does not actually code for any amino acid, it
literally means stop adding amino acids. There is an entire codon lookup table in many biology texts
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(Russel, 2002).
The protein will likely have a particular use that corresponds to the sequence. One sequence
may code for insulin, another may code for muscle fibers called myosin, another may code for an enzyme
that digests hydrogen peroxide into water and oxygen.
In the case of bioinformatics, the literal DNA molecule inside a cell is of little use to a computer.
The sequencing technology available uses the molecule to provide the information, usually text based in
the form of A, C, G, and T. Each letter corresponds to the actual DNA sequence. The Bioinformatics
software requires a text file that is simply a string of characters composed of A, C, G, and T. The formats
available are usually FASTA and NEXUS (Maddison, 1997). FASTA provides a species name followed
by the sequence uninterrupted, followed by the next name followed by the corresponding sequence
uninterrupted, and on and on. NEXUS provides a more readable format. The top of the document
explains the number of sequences and the length of the sequences, followed by the sequences
interleaved at about 60 characters per line. The effect is that the sequences appear aligned to each
other. The code for this thesis will use NEXUS file format for input data.
An abbreviated example file, derived from Dr. Buckley’s iguana data, is included below. It
contains 120 bases for each of 5 taxa. A real file could contain 1000’s of bases for each of a hundred
taxa (Buckley, 2008-2011).
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#NEXUS
[MacClade 4.08 registered to Dr. Buckley, Rochester Institute of Technology]
BEGIN DATA;
DIMENSIONS NTAX=5 NCHAR=120;
FORMAT DATATYPE=DNA MISSING=. GAP=MATRIX
[
[
Anolis
Basili
Chalar
Gambel
Leioce

10
.

30
.

40
.

50
.

60]
.]

ATGACAATTACACGCAAATCCCACCCAATTTTCAAAATTATTAACGACTCCTTTATTGAT
ATGACAATCCTACGAAAATCCCACCCAATCCTTAAAATAATCAACTCTTCATTCATCGAC
ATGACAATCATCCGAAAAACACACCCAATTTTCAAAATTGTAAACGACTCATTCATTGAC
ATGACAATCACACGAAAATCCCACCCGATCATCAAAATCGTAAACAACTCATTTATTGAC
ATGACAATCACACGAAAAACTCACCCACTATTTAAAATCATCAATAACTCCTTTATTGAC

[
[
Anolis
Basili
Chalar
Gambel
Leioce
;
END;

20
.

INTERLEAVE ;

70
.

80
.

90
.

100
.

110
.

120]
.]

CTTCCAACCCCCTCAAACATCTCAGCCTGATGAAACTTCGGATCCCTTCTAGGCATCTGC
CTCCCAACCCCATCTAACATTTCCGCATGATGAAACTTCGGCTCACTACTAGGGCTATGC
CTCCCAACACCATCCAACATCTCAGCATGATGAAACTTTGGCTCCCTACTAGGAGCCTGC
CTGCCCACCCCATCCAACATTTCAGCATGATGAAACTTTGGCTCACTACTAGGAACATGC
CTCCCAACCCCATCAAACATTTCCGCCTGATGAAACTTTGGATCATTACTTGGCTTATGT

BEGIN CODONS;
CODONPOSSET * CodonPositions =
N: 1-60;
CODESET * UNTITLED = Universal: all ;
END;

BEGIN ASSUMPTIONS;
OPTIONS DEFTYPE=unord PolyTcount=MINSTEPS ;
END;

BEGIN TREES;
TRANSLATE
1
2
3
4
5
;

Anolis_cybotes,
Basiliscus_vittatus,
Chalarodon_madagascariensis,
Gambelia_wislizenii,
Leiocephalus_personatus,

END;
Figure 1 - Example Nexus file
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[60]
[60]
[60]
[60]
[60]

[120]
[120]
[120]
[120]
[120]

3.4 Assumptions
One of the basic assumptions of the thesis is that a gene for let us say, myosin, in a human is
similar if not identical in sequence to that of another animal such as a chimpanzee. The finding of the
gene in the chimpanzee may actually involve sequencing the entire chimp genome (the entirety of its
DNA sequence) and simply looking for any sequence that is arbitrarily similar to the human gene.
The above assumption stems from the fact that the present theory for the creation of the many
different and varied organisms on earth is due to accumulations of favorable genetic mutations as was
covered in the book "Origin of the Species" by Charles Darwin (Darwin, 1859). The theory states that any
organism alive now shares a common ancestor with every other organism on the planet, and that the
differences now obvious were caused by random mutation and natural selection.
By example, Humans and Chimps may share a common ancestor a few million years ago that
resembled a tree climbing primate (Arnason, 1998). As populations of the primate spread, groups
became isolated by distance or barrier from each other. During the isolation, genetic mutation continued
randomly, and the isolated populations mutated in different directions. The proto-chimps climbed trees,
and mutations that were useful in climbing were kept by survival of the fittest. The proto-humans walked
upright to other food sources, and mutations useful in walking and balance were kept by survival of the
fittest. Eventually, enough genetic mutations were kept by each group that hybrids became infertile or
non-viable, and the groups further diverged as two separate species. This is an example of allopatric
divergence (Hennig, 1965), as compared to sympatric speciation, which is when the speciation was not
caused by geographic isolation (Dieckmann, 1999).
The underlying assumption of the above evolutionary theory is that the genetic sequence, the
genome of the average individual in a population of a species, mutates randomly at a constant rate. That
is, a human and a chimp may have X differences in a gene at random locations, and that the protohuman/chimp had about X/2 differences from each of the human and the chimp. It would further imply
that the ancestor of the proto-human/chimp and the proto-ape was located between those two.
The problem is that such a simplistic approach has been somewhat discredited, genes usually do
not mutate with the regularity of a molecular clock (Schwartz, 2006). Each location in a genome mutates
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at a different rate, some proteins mutate faster than others, some parts of a protein must remain almost
exactly the same, and others can have wide variation. The mutation of the third base in a triplet usually
does not even change the corresponding amino acid. Any mutation that changes a base to another and
then back again later is hidden.
The causes of the mutation also vary. There could be a release of radioactive nuclides, or
carcinogens, into the environment or a massive solar flare releasing massive amounts of either ionizing or
electromagnetic radiation (Muller, 1932). Those could cause specific bases to change. There could be a
bottlenecking event, such as flood, fire, famine, pestilence, hurricane, which nearly causes extinction.
The survivors have an over-representation of useless genetic variations that would not normally have
survived the process of natural selection. A retrovirus could spread which causes massive sequence
disruptions. None of these are easily modeled.
So, the model is not entirely representative of the actual behavior of reality. The model presumes
there is a progression of stereotypical individuals progressing through time with clockwork independent
random mutations and instantaneous speciation events. There is not an obvious way to model all of the
possible events of each and every individual in every species with respect to sequence data over spans
of millions of years. If there were, it may require much more computational resources than are available
at present. Though, if we throw the model assumptions out completely, we are left with nothing to work
with. So we continue with them.

3.5 Phylogenetic Trees
As mentioned above in the section on motivation for this line of research, the biologists need to
reconstruct evolutionary paths. The representation of the evolutionary paths is as phylogenetic trees
(Fitch M. &., 1967). The trees relate species. A species is defined as a group that can only breed with
each other and produce viable fertile offspring. If groups of a single species are separated by location,
migration, or behavior, the two groups continue to accumulate genetic variations over time, and at some
point, the two groups can no longer successfully interbreed. The failure to interbreed is the point of
speciation. Cats are one species, dogs are another species. Cats and dogs could conceivably copulate
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with each other, however, they would not produce any offspring. Though, 20 million years ago, the
ancestors of the two species may still have been able to interbreed. Usually a representative individual of
an existent species is selected, and a DNA sample retrieved from that individual. The sequence derived
is then used as an example of the species in the construction of a phylogenetic tree.

Descendants (leaves)

Ancestors (root)
Figure 2- Example of a binary tree

The phylogenetic trees model gradual sequence change as a flow of time. The single root of the
tree is one common ancestor in the distant past. Each living descendent species is a leaf on the tree,
and is referred to as a taxa (de Queiroz K. &., Phylogenetic Taxonomy, 1992). Each branch leading to
the descendent species is an ancestor of that species. For humans, humans are a leaf on the tree.
Stone Age man is on our branch closer to the root. Australopithecus man is on our branch even closer to
the root. Chimpanzees are also on the tree, as a different leaf. Their ancestors are on their branch. Our
branch joins with the chimpanzee branch at point on our branch before Australopithecus man. That point
may have been a few million years ago on the tree (Arnason, 1998).
That joint Human/Chimp branch proceeds farther back in time and presumably joins with an ape
or a baboon branch, that joint primate branch proceeds further back and joins with a branch of some
other mammals, perhaps felines. Ultimately, all of the mammals are on the same ancestor branch, nearer
the root, at a point representing a time of 65 million years ago. The phylogenetic tree model may not
calculate the exact amount of time that has passed between the branching of the species; however, it
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does provide a relative measure. The primates and felines parted ways far in the past. The chimps and
humans parted ways more recently.
To sum up, the leaves of the tree are the species in question, the root of the tree is a common
ancestor of all of the species, and the branches represent intermediate steps in evolution. The points
where the branches split into two branches are the points where one species separates in to two.
The branches of the trees always split into two branches, not three or more, which would be a
polytomy. While events in the past may have caused simultaneous isolation of a species into several
groups, and the tree could have polytomies, the scoring algorithm for calculating the number of necessary
mutations does not know how to handle the possibility of polytomies. Polytomies can be reconstructed
from the binary trees after the determination of the binary trees.
The above discussion is of idealistic conditions, and requires knowledge of events that happened
a long time ago. As for implementation, the calculation and modeling is done with data from existing
species. There may be fossils of Stone Age man, Australopithecus man, or the ancestor of modern
primates. Fossils do not contain DNA. So there are assumptions used in reconstruction of the trees.
All of this may to lead to a model that lends itself to a binary model. The models that we use are
that the species in question are related to and diverge binarily from common ancestors. Human and
chimp diverged from proto species simultaneously. Humans, chimps, apes, baboons, etc, did not. This
lends the model of evolution to binary trees.
Ancestors are nearer the root, descendents are nearer the leaves. The leaves on the tree
represent the species in question. The branches which lead to the leaves represent evolutionary distance
and equivalently show flow of time. The nodes of the binary tree are equivalent to the speciation points in
the phylogenetic model. The root of the tree represents the ancestor to which all the species originate.
Given the lack of actual DNA sequences in the fossil record, the possibilities of the sequences of
ancestor organisms are derived from the present samples. That is, we calculate the number of mutations
necessary to explain the evolution, however, we lack enough information to reconstruct the order in which
the mutations happened or the actual original sequence. It is like calculating where something was
yesterday by measuring where it is now and having information on how it moves. There are more
variables than can be measured presently, so the model is overly simplified.
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3.6 Methods
Each method to construct a phylogenetic tree has strengths and weaknesses. UPGMA and
Neighbor joining are very fast, and almost always wrong, or at least somewhat distant from the truth.
They also derive one tree using an algorithm, as compared to other algorithms that create trees and
score them. Maximum Parsimony is accurate to its assumptions, easy to implement with integer math,
and noticeably slower. Usually every tree is searched in one way or another. Maximum Likelihood and
Bayesian are fiendishly more complicated to implement with fractions and probabilities, though they may
produce an answer closer to the truth, as their models may more closely resemble the truth. They are
usually implemented heuristically, not every tree is searched, and thus the tree(s) found may not actually
be the best tree(s).

3.6.1 UPGMA
UPGMA is an acronym for "Unweighted Pair Group Method with Arithmetic mean" (Sokal, 1958).
It is a method of generating a phylogenetic tree using a pair wise distances between each sequence as a
starting point in the algorithm. The comparison of each sequence to each other sequence creates a
matrix of values, a distance matrix, with all entries either positive or zero. Zero means the sequences are
identical. The lowest value denotes closer relation and thus which sequences to merge. The two
sequences are merged and distances recalculated, the lowest value denotes the sequences to merge,
and so it goes, until one sequence is left. Each merged sequence in the matrix corresponds to a node, a
speciation point, in the phylogenetic tree. The answer is fast and usually not completely accurate as it
presumes a, usually not valid, constant rate of evolution put forth in the molecular clock hypothesis. It
creates one tree from the application of an algorithm; it does not search every tree. It may be used as a
starting point for further methods that require a bootstrap or a starting tree. The method was developed
by R. Sokal and C. Michener in 1958 and later improved by F. Murtagh in 1984.
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3.6.2 Neighbor Joining
Neighbor Joining (NJ) is a method of generating a phylogenetic tree using a function of the
differences between each sequence as a starting point in the algorithm (Gascuel, 1967) (Saitou, 1987).
The main difference between NJ and UPGMA is the complexity of the distance calculation. UPGMA is
satisfied with a distance matrix calculated by comparing each sequences pair wise, NJ calculates a Q
matrix based on statistical analysis of the entire distance matrix. The calculation produces a matrix of
either zeros or negative numbers. The most negative value denotes which sequences to merge. The two
sequences are merged and distances recalculated, the lowest value denotes the sequences to merge,
and so it goes, until one sequence is left. Each merged sequence in the matrix corresponds to a node in
the phylogenetic tree. As with UPGMA, the answer is fast and usually not completely accurate. It
provides a better tree than UPGMA as it does not presume a constant rate of evolution put forth in the
molecular clock hypothesis. It was proven in 1997 that under certain conditions NJ will produce the
2

actual correct tree, in polynomial time(n ), that more involved algorithms like MP, ML, and Bayesian would
in combinatorial time(n!) (Atteson, 1997). It creates one tree from the application of an algorithm; it does
not search every tree. It may also be used as a starting point for further methods that require a bootstrap
or a starting tree. Present implementations of this algorithm are RapidNJ (Simonsen, 2008) and NINJA
(Wheeler, 2009). The method was developed by Naruya Saitou and Masatoshi Nei in 1987

3.6.3 Maximum Parsimony
Maximum Parsimony is based on the input sequences, and the least number of mutations
necessary to relate them in a tree. This is in contrast to distance methods such as UPGMA and Neighbor
Joining, which are only concerned with the number of differences between sequences, and the probability
based methods such as Maximum Likelihood, which are concerned with the probability that the tree fits
the data. Maximum Parsimony just generates each tree and counts the least number of mutations that
had to have happened to generate the tree. The tree(s) with the least number of mutations are kept.
There is a method of speeding it up called Branch and Bound. Maximum Parsimony is covered in depth
later in this chapter.
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3.6.4 Maximum Likelihood
Maximum Likelihood is similar to, yet much less complicated than Bayesian Analysis. Calculating
the likelihood of a sequence is less computationally intensive that calculating the probability (Felsenstein
J. , Evolutionary trees from DNA sequences: a maximum likelihood approach., 1981). To calculate the
probability of a sequence requires counting the number of possible combinations that fit the criterion and
dividing by the total number of possible combinations. Calculating the total number of possible
combinations of mutations is the intensive part. Likelihood simply calculates the number of times a
mutation has happened in model data and calls it likelihood. A tree may have likelihood twice that of
another tree; even in the probability of each is not known. The search criterion is likelihood. The tree(s)
that has the highest likelihood is kept. A limiting factor in the accuracy of the algorithm is the type of
model used. If the likelihood model of mutations is inaccurate, the criterion is inaccurate and the results
are thus inaccurate. The algorithm is usually implemented as a heuristic and does not generate every
possible tree. If it does search each tree, it takes longer than Maximum Parsimony.

3.6.5 Bayesian
Bayesian Analysis is based on the prior probability of a tree to the model and the posterior
probability of the tree to the data (Yang, 1997). The trees are put through a simulation using calculations
involving Markov Chains. The algorithm is similar to Maximum Likelihood; however, the probability
calculations are far more intricate and require numerical integration. The results are affected by the
choice of model and the probabilities selected, thus there is an inherent circular reasoning or bias in the
criterion. The algorithm is heuristic and does not generate every possible tree; it simply keeps generating
representative trees until it has either searched a predetermined number of trees or is close enough to
the correct answer.
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3.7 Maximum Parsimony
Maximum Parsimony, is the central topic of this thesis, and the word parsimony is pronounced
(par - see - moe - knee), if you pronounce it (par - si - mi - knee), you are talking about a fruit. The basic
implementation of the Maximum Parsimony search is to construct each and every complete tree, score
each and every tree, and keep only the trees with the lowest score (Swofford, 1993). Or, more efficiently,
systematically generate each and every tree, one at a time, and either keep the tree or delete it. That
means the algorithm just keeps a few dozen really good trees and forgets the rest. The criterion for
determining the "goodness" of a tree is usually the Fitch algorithm, or one of the others such and the
Sankoff or Wagner scoring algorithms. Fitch penalizes the tree for each change regardless of the
change. The other two rely on a small matrix of penalties and each change is penalized differently. The
algorithms do not differentiate between highly conserved regions with few changes, and other highly
variable insensitive areas. It doesn't care if the changes are adjacent to each other. If, in actuality, a
base changes to another base then changes back, the algorithm misses it entirely.
To give an example of using maximum parsimony in a tree, consider forming a tree with a sample
of mammals. Some of the mammals are land dwellers like humans, chimps, and apes, and a few are sea
dwellers such as dolphins and whales. A commonality of the mammals is having lungs. Since they all
have lungs and presumably their ancestors had lungs, having lungs is an uninformative piece of data.
However, if we consider fins, the sea dwellers have fins, the land dwellers don't.
So, in forming a tree, some ancestor had either fins or not. Since that first ancestor, there was at
least one mutation. If the ancestor had fins, some of his descendents did not, or, he didn't have fins,
some of his descendents did. A maximum parsimony search searches all of the possible trees for a tree
which has the least number of mutations. In this case the best tree would have a proto-dolphin/whale
with fins and the tree would have a proto-human/chimp/ape without fins. Whether the first ancestor had
fins or not is irrelevant. The relevant piece of data is that there was only one mutation between that first
creature and the two groups of descendants. He either had fins and the land dwellers lost them, or he did
not have fins and the sea dwellers gained them.
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Figure 3 - Mammals, ancestor with fins, land dwellers lose fins, score = 1

Figure 4 - Mammals, ancestor without fins, sea dwellers gain fins, score = 1

There is more than one best tree, the sea dwellers are on one side, the land dwellers on the other
side. The few best trees are generated by the fact that there is more than one possible tree with
human/chimp/ape. The 1) human and chimp have a common ancestor the human/chimp, and that
ancestor has a common ancestor with the ape, or 2) human/ape have a common ancestor with the
chimp, or 3) chimp/ape have a common ancestor with the human. All three trees have the same score of
one mutation with respect to fins.
All other trees put a land dweller with the sea dwellers, or put a sea dweller with the land
dwellers, or both. In doing that, at least one additional mutation is required. Consider putting one of the
land dwellers in with the sea dwellers. That implies that there was one mutation to separate the land
dwellers form the sea dwellers involving fins. After that, the sea dwellers had fins, and there had to be
another mutation for that land dweller to lose the fins again. Therefore the tree score is at least two, and
the tree is not the best tree, as the three previously considered trees have a score of one.
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Figure 5 - Mammal, if a chimp is placed with sea creatures, score = 2

Other characteristics may be misleading. For instance, looking at tails, the chimps, dolphins, and
whales have tails. If the tree were based on tails, the chimp is on the side of the tree with the sea
dwellers. Presumably that tree is wrong. Consider the tail characteristic to be noise in the information.
There are several other characteristics that are more obviously right that would score considerably worse
if the chimp on the side of the tree with the sea dwellers, and the resulting chimp/whale/dolphin tree
would not be found to be the best tree.
Another type of mutation is uninformative; it is one that only appears once in the data. Consider
humans are the only ones in the above group of mammals that walk upright. It does not matter where the
human is in any tree, by parsimony the mutation happened once, right before the human, and the tree
score is one.
Thus it is helpful to remove the two types of uninformative sites, and if possible to swamp the
misleading noise sites with as many informative sites as possible. It is also helpful to use data that is
more scientific than the term "tail" or "fin". Maybe the data should be of the gene that controls the
formation of the appendage. If the underlying mutations happened in DNA sequences, then the search
should be for mutations in the DNA sequences and the model should involve base pairs for comparative
regions of DNA, such as homologous genes. That would remove the human interpretation of a “tail” and
replace it with a more objective standard of measurement such as a quantifiable chemical sequence.
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3.7.1 Fitch
The simplest of the scoring algorithms starts at the leaves of the tree, the sequences. Consider
just one location in each sequence, let us say, the first location. The original sequences have a particular
base in that position. The algorithm is concerned with assigning the possible values of the parent node.
The assignment is based on the descendent sequences, and the score is adjusted accordingly. The
intersection of the values is calculated. If the intersection is empty, the score is incremented and the
union is calculated. This is called Fitch Scoring (Fitch W. M., 1971).
We can clarify that by explaining some set theory. A set is a group of things, where the things are
unique. Unique, in this context, means the things are not listed multiple times. {A} is a set, {A,C} is a set,
{} is a set called an empty set as it has no things in it, {A,C,C} is not a set because the “C” is listed
multiple times. A union of sets is created by joining sets together into a set and keeping all unique things,
and is referred to as a logical OR operation. If {A} and {C} are sets, the union is {A,C}. If {A,C} and {C,G}
are sets, the union is {A,C,G}. The redundant C is removed. An intersection of sets is created by
keeping only the things that are in both sets and removing the others. If {A} and {C} are sets, the
intersection is {}, the empty set. If {A,C} and {C,G} are sets, the intersection is {C}. The “C” is the only
thing in both sets. Now, we return to Fitch scoring.
By example, the two sequences on the far right of the following figure each have an {A}, the
intersection of {A} and {A} is {A}. The parent node is assigned the set {A}, and the score is not altered.
The two sequences on the far left differ, one has an {A} and the other has a {G}, the intersection is {} or
empty. Since the intersection is empty, the parent node is assigned the union of the sets {AG}, and the
score is incremented, as denoted by the asterisk(*) next to the node.

Figure 6 - Fitch Scoring, score = 2

28

Farther towards the root of the tree, the intersection of the sets may become more complicated,
but the scoring remains the same. The ancestor node has two descendent nodes with the sets {AG} and
{AC}. The parent is assigned the intersection of the sets and the intersection of {AG} and {AC} is the set
{A}, the score is not changed. The total score for the tree is 2, since a union was used twice. If,
hypothetically, the sets were {AC} and {GT}, the intersection of the sets is empty {}, and the parent node
is assigned the union of the sets {ACGT}, and the score is incremented.
Worse case scenario, a tree with X sequences has X-1 internal nodes and the algorithm
penalizes the tree at most of them. A better case scenario is that the tree only penalizes the tree at a few
of them. If the algorithm does not penalize the tree at all, all the sequences had the same character at
the same location, and the location was uninformative with respect to the forming of the trees. In the
interest of efficiency, such sites are edited out of the sequence to remove a pointless calculation.
The above explanation was with regard to just one location in all of the sequences. The algorithm
th

creates a tree and scores the n entry of each sequence in that tree, and sums the scores; the sum is the
score for that tree. Each tree is generated and scored, and the lowest scoring tree(s) is the best tree.
However, the scoring is easier for a computer if the set operations are done in binary. Included
below is a lookup table for the conversion of DNA base pairs to binary, decimal, and hexadecimal. The
assignment of the binary bits to the particular bases is an arbitrary assignment.

DNA Base set
Binary – base 2
Decimal – base 10 Decimal – base 16
{}
0000
0
0
{A}
0001
1
1
{C}
0010
2
2
{AC}
0011
3
3
{G}
0100
4
4
{AG}
0101
5
5
{CG}
0110
6
6
{ACG}
0111
7
7
{T}
1000
8
8
{AT}
1001
9
9
{CT}
1010
10
a
{ACT}
1011
11
b
{GT}
1100
12
c
{AGT}
1101
13
d
{CGT}
1110
14
e
{ACGT}
1111
15
f
Table 3 - Lookup Table for DNA Bases and Corresponding Integers
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The bases are replaced by the corresponding numbers and the set operations of intersections
and unions are replaced by OR and AND operations, respectively. Consider the set operations below.
Sequence 1 ACGT
As DNA
A,
C,
G,
T
As decimal
1,
2,
4,
8
As binary 0001,0010,0100,1000

Sequence 2 AT(CG)(AG)

(the 3rd and 4th entries are sets)

As DNA
A,
T, CG, AG
As decimal
1,
8,
6,
5
As binary 0001,1000,0110,0101

Intersection DNA
decimal
binary
1.
A, C, G, T
1, 2, 4, 8
0001,0010,0100,1000
2.
A, T,CG,AG
1, 8, 6, 5
0001,1000,0110,0101
------------------------------------------------------------3.
A, -, G, 1, 0, 4, 0
0001,0000,0100,0000

Union
DNA
decimal
binary
1.
A, C, G, T
1, 2, 4, 8
0001,0010,0100,1000
2.
A, T,CG,AG
1, 8, 6, 5
0001,1000,0110,0101
------------------------------------------------------------3.
A,CT, G,AGT
1,10, 6,13
0001,1010,0110,1101
Figure 7 - Example of intersections and unions
If the source data was in DNA base format, the intersections and unions would require rather
large lookup tables or extensive If-Then-Else statements to cover all possible combinations. In contrast,
the corresponding operations in binary are either AND or OR functions that are one line assignments
which complete in one clock cycle. For example, consider when two sequences are merged, that is a
consensus sequence is formed using the Fitch algorithm, as below. The computer would perform about
16 operations, that is, 4 ANDs, 4 checks for empty sets, 4 array pointer increments, 2 ORs, and 2 score
increments, all together taking about 16 one-billionths of a second.
Merge
DNA
decimal
binary
1.
A, C, G, T
1, 2, 4, 8
0001,0010,0100,1000
2.
A, T,CG,AG
1, 8, 6, 5
0001,1000,0110,0101
------------------------------------------------------------3.
A,CT, G,AGT
1,10, 4,13
0001,1010,0100,1101
(the 2 unions underlined increment the score by 2).
Figure 8 - Example of a merge using Fitch algorithm
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3.8 Branch and Bound
The naive interpretation of the Maximum Parsimony algorithm is to construct each and every
complete tree, score each and every tree, and keep only the trees with the lowest score. The first
problem is a computer memory problem. The computer memory might not hold all of the billions of trees.
The first implementation optimization is to construct one tree, score it, and keep it. Then construct the
next, score the next, keep the one(s) with the lowest score, and delete the others. That means the
computer only holds onto the best score and a few dozen best trees. This optimization is just good
coding practice. It also requires systematically way of making each and every tree once and only once.
The next obvious optimization is to try to figure out which trees are not worth constructing and
scoring. This is done by scoring a partially completed tree, and comparing it to the best score. If the
partial tree score is higher than the best complete tree, the partial tree is thrown out of the search space,
as are all trees derived from it. The reason for this is that if the partial tree has a higher score than the
best complete tree, the addition of more taxa to the partial tree either keeps the partial tree the same
score or increases it with more mutations. Either way, the partial tree and all derived trees must score
worse than the best complete tree and are thus out of consideration mathematically before they are even
constructed. This has the potential to decrease the search space by orders of magnitude, and cause a
corresponding orders of magnitude speedup. This optimization is the Branch and Bound algorithm.
As an example, 3 taxa create the simplest tree, a 4th taxa generates 3 additional trees, a 5th taxa
generates 5 additional trees for each of the previous 3 trees. So in total, for 5 taxa there are 15 complete
5 taxa trees and 4 partial trees ( 1 3-taxa tree + 3 4-taxa trees ). By Maximum Parsimony, just score the
15 complete trees and keep the best scoring tree(s). However, by Branch and Bound, score the first 5
complete trees and get a best score, then score the other 2 4-taxa trees. If the 4-taxa trees score worse
than the best score, do not score the corresponding 5-taxa trees derived from them. Worst case
scenario, you score 15 complete trees and 2 partials, best case you score 5 complete trees and 2
partials. The effect becomes more pronounced with more taxa. Exhaustive search of 6 taxa is 105, worst
case is 105 complete trees and 18 partials, best case is 7 complete and 6 partials making 13.
The main strength of this optimization is that the algorithm may prune orders of magnitudes of
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trees from the search space.
A main drawback of this optimization is that the pruning is non-deterministic. If the algorithm finds
a low scoring complete tree early, many later trees are pruned. If the algorithm finds the low scoring tree
later, many unnecessary trees were already scored and time was wasted. So the speedup is a nontrivial
function of the order of the input sequences, and the order of the search of all possible trees.
Another drawback of the optimization is that the application of the Branch and Bound (B&B)
algorithm requires the scoring of partial trees in addition to the complete trees. While a summation of all
of the partial trees is less than the number of complete trees, it is quite a number of trees. If the B&B
algorithm scores one partial tree and used the information to skip hundred of complete trees, is has
increased efficiency. If, however, the partial trees do not cause the skipping of any complete trees, the
efficiency is decreased by the increase in the number of partial trees to score.

3.8 Parallel Speedup
The entire point of programming an algorithm in parallel is to get to the answer faster. However,
computer scientists would like a more exacting measurement than just “faster”. To get there, we need to
define a few things such as speedup(Eager, 1989).
If there is some algorithm to run, its speed of the algorithm is the reciprocal of the time it takes to
run the algorithm. As a more conventional example, the speed of your car is measured in miles per hour,
or equivalently, distance per time. In computers, distance is measured in computing operations, and thus
the following speed of a run of the algorithm is measured in one run of the algorithm per time. If it takes 4
seconds to run the algorithm, the speed is 0.25 runs per second.

Equation 1

Speed = 1 / Time

The simplest interpretation of speedup is the number of times faster the code runs on many
processors compared to one. If you want the algorithm to complete 10 times as fast, you will need to use
a system with a speedup of 10. The speedup is the speed of the parallel implementation running on
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many processors divided by the serial implementation running on one.

Speedup = Speedparallel / SpeedSerial

Equation 2

It is usually easier to run a job on one processor and measure the time, then run the same job on
many processors and measure the time. Instead of calculating the speed and then substituting, it is
easier to substitute the first equation into the second, producing the Speedup as a function of time.

Speedup = Timeserial / Timeparallel

Equation 3

The simplest interpretation of efficiency is the Speedup divided by the number of processors used
to perform the speedup. For instance if the speedup for 10 processors is 10, the efficiency is 100%. If
the speedup for 10 processors is 6, then the efficiency is 60%. Efficiencies are usually less than 100%.

Efficiency = Speedup / (# of processors)

Equation 4

Thus, if you want a speedup of 10 and your system has an efficiency of 50%, 10 processors
would only give you a speedup of 5; you would actually need 20 processors.
As a final issue, some parts of an algorithm are not parallelizable. If an algorithm required 100
th

seconds to run on 1 processor, theoretically it should possible to break it into 100 pieces each 1/100 the
size and take 1 second to run on 100 processors. In reality, there are calculations that are not performed
in parallel, such as administrative work to control the threads during the parallel run and collating the
results. The actual run on 100 processors may take 2 seconds, 1 second is the parallel part and 1
second is the non parallelizable part. If there were resources to throw 100,000 processors at it, it would
th

not take 1/1000 of a second; it would take 1.001 seconds, due to 1 second of non parallelizable work.
This is referred to as Amdahl’s Law (Gustafson, 1988). It can be overcome by Sizeup, an
increase in the amount of data used in the parallel portion making the serial portion negligible.
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Chapter 4 - Serial Implementation
This implementation was done first. To help contrast the serial versus parallel implementations,
this chapter of the serial and the next chapter on parallel were written with the same subchapter layout.

4.1 Previous work
Previous work in the field of phylogenetic reconstruction is mainly that of the software PAUP,
Phylogenetic Analysis Using Parsimony, written by David Swofford. Another major contender is PHYLIP,
PHYLogeny Inference Package, written by Joseph Felsenstein. Together they form the foundation of the
software available over the last few decades on the field of phylogenetic research. However, their source
code is hard to find, and possibly not available. Newer software packages include MEGA (Molecular
Evolutionary Genetic Analysis), Mesquite, Nona, RAxML-HPC, and T-REX. Most of those are
downloadable executables; one is a service on a server. In order to keep this thesis on track and to avoid
the side issue of comparing each of these packages to each other, the PAUP software was chosen as the
standard of performance and accuracy, as it is a defacto standard in the field of study.

4.2 Resources
The hardware resources for the research started with an unused Gigabyte motherboard from Dr.
Buckley, and a relatively inexpensive AMD dual core chip. The dual core was used since the follow up
research in parallel implementation would require at least 2 cores to run in parallel, it was also
inexpensive, and about all that the motherboard could handle.
The software resources for developing the Java code was 2 downloads from the Sun
Corporation, the JRE (Java Runtime Environment), and the JDK (Java Development Kit). The JRE
allowed for the running of compiled code on the computer. Most computers have a version of it. The
JDK is a set of utilities and documentation for creating Java code. Most notably is the compiler named
“javac” and a webpage on a disk that provides documentation for every java class available in the JDK.
Not to be left out, the test data was iguana sequence data from Dr. Buckley.
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4.3 Approach
The scoring of each tree is completely independent of every other tree. The first approach was to
implement the proper generation of each and every tree identifier (explained below) in order. Fake
sequence data was generated to provide sequences to score. An algorithm was written to build a tree
model from each tree identifier, then score it using the Fitch scoring algorithm. After each and every tree
model and score was manually double checked on a small data set, the algorithms were altered to carry
out the Branch and Bound algorithm.
After that worked, code was written for the proper importation of the sequence data. The same
data was run thru a copy of PAUP, and the output was made to conform to Newick format and to match
PAUP. After that, simply matching outputs with PAUP was sufficient for testing.

4.4 Architecture
Given that the code was the first attempt at code, the overriding design spec was simplicity. The
code was all in one Java thread, one Java class, and in one function. Once it was found to produce the
proper results, the code was properly broken up into function calls, and separate classes for such things
as file importation and formatting of the output in Newick format.

4.4.1 Generality of Design
The code was written with the theory that the scoring code called by the tree generator would be
separate enough that it could be broken off and replaced with a different scoring algorithm. The front end
of the tree generator was written such that either 1) It could be called as a standalone Java class that
would read its own input files, or 2) it could be called by some other code and given the data from the
input files. The code would be called by other code in the parallel implementation, and other changes
necessary could be added then.
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4.4.2 Partition of Work
The code was to run in serial. There was only one piece of code running, so there was only one
partition, namely, the entire search space. So, to be clear, partitioning was not necessary at this point.

4.5 Input Preprocessing
Luckily someone had already gathered DNA samples from a large number of iguanas, and used
a DNA sequencer to derive, from the DNA samples, the corresponding DNA sequence digitally in a nice
text file. The process of sequencing DNA is not directly relevant and not covered in this thesis. The
resulting text file contained lots of irrelevant data, tabs, and carriage returns. The file was read into the
software as a string of characters and changed into numbers more conducive for performing calculations
upon. Redundant data and non-informative sites were removed. The sequence data was run thru a
UPGMA scorer to get a quick estimate of the best initial score, the tree generated by the UPGMA scorer
itself was ignored.

4.5.1 Input file
The text files in question, whether FASTA or NEXUS format, have the name of the species and
the corresponding sequence for that species, in the file, just in a different order. The entire file was
loaded into the software. The irrelevant data was removed, and the sequences collated into a 2
dimensional array of characters, each row was a species, and each column of the row was an element of
the sequence for that species. The data was a field of ACGTs. An example of a NEXUS file was
included in the previous chapter.
The data was not useful in the format of ACGTs. In order to carry out the set arithmetic described
above in the Fitch scoring section, the bases were recoded as integers in binary. {A} became 0001, {C}
became 0010, {G} became 0100, and {T} became 1000. Sets are easily represented by combining
integers. If {A} = 0001, and {C} = 0010, then {AC} = 0011. {AG} = 0101, and {ACGT} = 1111.
The advantage of this replacement was that the intersection and union functions are carried out
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easily by doing a Boolean operation of an "AND" or an "OR" on the relevant integers. Consider at any
given node there is one ancestor and two descendents. Assign the ancestor = descendent1 AND
descendent2. If ancestor = 0000, assign the ancestor = descendent1 OR descendent2, and increment
the variable containing the score.
During debugging of the code it was easier to display the bases in decimal, base 10, instead of
binary, base 2. The following is a lookup table for conversions (Russel, 2002), used to convert the input
file character abbreviations into binary for calculations and to convert the binary into decimal for display.

Abbreviation – Name DNA Base set
Binary – base 2
Decimal – base 10
{}
0000
0
A – Adenosine
{A}
0001
1
C – Cytosine
{C}
0010
2
M - aMino
{AC}
0011
3
G – Guanine
{G}
0100
4
R – puRine
{AG}
0101
5
S – Strong
{CG}
0110
6
V – not T
{ACG}
0111
7
T – Thymidine
{T}
1000
8
W – Weak
{AT}
1001
9
Y – pYrimadine
{CT}
1010
10
H – not G
{ACT}
1011
11
K – Ketone
{GT}
1100
12
D – not C
{AGT}
1101
13
B – not A
{CGT}
1110
14
N – aNy
{ACGT}
1111
15
Table 4 - Lookup Table for file entries of DNA Bases and Corresponding Integers

4.5.2 Non-informative sites
Once the data was in the form of integers, the data was easier to work with. It is easier to
compare numbers with Boolean operations than characters. The next processing of the data was the
removal of non-informative sites. A scoring algorithm would be used during the running of the search.
Any scoring algorithm would penalize a mutation by some amount. In order for there to be a mutation,
there must be a sequence with a different entry. Each tree could score differently, depending on the
mutations of the sequences. If the mutations were grouped together on adjacent child nodes, they would
group together, and the score would be 1. If there were not adjacent, they would score one for each
occurrence. However, if the same site in each sequence was the same, that particular 1 element tree

37

would score 0, for every possible tree. Thus there would be very little use in scoring that particular entry.
In fact, for sites with only one occurrence of a different base, the score for that mutation was
always 1 for that base. For instance, given a 10 taxa tree, a site with 9 of {A} and 1 of {C} would score 1
for all possible trees, and a site with 7 of {A} and 1 of each of the other 3 bases would score a 3 in all
trees. Thus the input data was further pruned by removing sites that did not have at least two
occurrences of at least two different bases. The sum of the scores of the other sites was kept around as
the "uninformative" score, as it was a constant for each and every tree, however, the sites were removed
from consideration by the algorithm.
Below is an example from the above NEXUS file. The columns followed with a dash are
uninformative and contribute nothing to the score of a tree. Columns with an integer are uninformative
but add to the score by the value of the integer. The columns followed with pound signs are informative,
and the contribution to the score is a function of the tree generated. Of 60 sites only 10 are informative.
An additional 13 add to the score with a constant value of their sum of 15. Each tree scored would have
an initial score of 15. Only the 10 informative sites would be accessed by the scoring algorithm.

Anolis
Basili
Chalar
Gambel
Leioce

ATGACAATTACACGCAAATCCCACCCAATTTTCAAAATTATTAACGACTCCTTTATTGAT
ATGACAATCCTACGAAAATCCCACCCAATCCTTAAAATAATCAACTCTTCATTCATCGAC
ATGACAATCATCCGAAAAACACACCCAATTTTCAAAATTGTAAACGACTCATTCATTGAC
ATGACAATCACACGAAAATCCCACCCGATCATCAAAATCGTAAACAACTCATTTATTGAC
ATGACAATCACACGAAAAACTCACCCACTATTTAAAATCATCAATAACTCCTTTATTGAC
--------11#1--1---#-2-----11-#2-#-----##-#--1#11--#--#--1--1
Figure 9 - Example scoring of uninformative sites

Anolis CTTCTATGCT
Basili TTCTAACTAC
Chalar TATCTGAGAC
Gambel CTCCCGAAAT
Leioce CAATCACACT
Figure 10 - Example above with uninformative sites removed

2882818428
8828112812
8182841412
2822241118
2118212128
Figure 11 - Example above converted to decimals
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[60]
[60]
[60]
[60]
[60]

4.5.3 Initial Score
Performance of the Branch and Bound algorithm requires that the next tree is compared to the
"best" tree score. The performance was expected to improve the closer the initial score was to the actual
and ultimate best score. The proper selection of the initial best score would improve the Branch and
Bound algorithm by allowing it to prune high scoring trees earlier, without having to find a representative
low scoring tree first. The limitation was that the initial best score was greater than or equal to the
ultimate best score. If not, the Branch and Bound algorithm would systematically prune each and every
completed tree out of the search space and return without any trees at all. Since the UPGMA and NJ
algorithms guarantee producing trees with a score equal to or higher than the best tree, and the Branch
and Bound algorithm needs as a best score greater than or equal to the best tree, the solution was to run
either the UPGMA or the NJ algorithm first in order to get a good initial guess at the best score.
Initially the best score was the score of the first tree constructed. Then to simplify the code, and
since computers do not like the concept of infinity, the initial score was set to a million. Presumably few
searches have a score of anything more than one million. In the latest version the user could enter a
better score, or use a UPGMA scorer to find a score that was "better" but most likely not the best. The
UPGMA scorer kept the score as the initial guess and disregarded the tree it produced.

4.6 Trees
The trees used in bioinformatics are usually graphical or in Newick format. Neither of those
formats is particularly amenable to manipulation in a computer. The enumeration of each and every tree
is accomplished with a format called a Tree Identifier, and is composed of a list of numbers, each number
relaying the branch to which the corresponding taxa is grafted. The building of each tree is accomplished
by using the Tree Identifier and a second array of numbers called the Tree Model. The Tree Model array
is two less than twice the length of the tree identifier. The pairs in the array correspond to the
corresponding internal node connecting them. The Tree Identifier is used to “count” through the trees.
The Tree Model is used later in the scoring.
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4.6.1 Tree IDs and Generation
An absolute requirement of performing an exhaustive search of every possible tree is to 1)
unambiguously "name" each and every tree with a unique name or number and 2) to have a method of
going through in an orderly fashion every single tree in order without missing any. The original attempt to
produce every tree using a binary tree model produced a computer memory usage problem. A similar
problem confronted another grad student, Kenn Jacoby, in his thesis, and the model overwhelmed him.
He literally implemented a full binary tree, including any and all possible intermediate nodes, in memory.
The memory requirements of a full binary tree grow as a binary power, so 3 taxa took 8 spaces, 4 took
16, 5 took 32, 10 took 1024, and 20 took about a million. That is a million spaces for the binary tree, with
only 20 of them occupied with data. His code sort of blew up. I made an independent attempt along
those lines with a non-full binary tree. The space requirement dropped to about twice the number of
spaces as there were sequences, 20 sequences took about 40 spaces in computer memory. The
algorithm of systematically going through every tree became a logistical problem.
Then it occurred to me, create the name of the tree as a representation of the algorithm of adding
taxa to the tree. Later, further research found that Curtis Howard also created a tree identifier called
treeID, with similar behavior. That may have been derived from Felsenstein (Felsenstein J. , The number
of evolutionary trees., 1978), who may have derived it from Cayley who worked on the problem in 1856.
If the simplest tree has 2 taxa connected to each other with a third added in only 1 possible location, the
simplest tree, the 3 taxa tree, was named [0][0][1]. The first two zeros were for the first 2 taxa having no
choice in where to connect. The third number, the 1, was for the third taxa having only one location to
connect. Since the fourth taxa could break any of the three branches in the 3 taxa tree, the 3 possible 4
taxa trees were [0][0][1][1], [0][0][1][2], and [0][0][1][3]. By adding a fifth taxa, each if those trees could
produce 5 trees, such that [0][0][1][1] produces [0][0][1][1][1] thru [0][0][1][1][5], [0][0][1][2] produces
[0][0][1][2][1] thru [0][0][1][2][5], and [0][0][1][3] produces [0][0][1][3][1] thru [0][0][1][3][5], and so on. That
is,
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[0][0][1]

produces

[0][0][1][1]
[0][0][1][2]
[0][0][1][3]

[0][0][1][1]

produces

[0][0][1][1][1]
[0][0][1][1][2]
[0][0][1][1][3]
[0][0][1][1][4]
[0][0][1][1][5]

[0][0][1][2]

produces

[0][0][1][2][1]
[0][0][1][2][2]
[0][0][1][2][3]
[0][0][1][2][4]
[0][0][1][2][5]

[0][0][1][3]

produces

[0][0][1][3][1]
[0][0][1][3][2]
[0][0][1][3][3]
[0][0][1][3][4]
[0][0][1][3][5]

Figure 12 - Initial version of tree identifiers
These models could be stored directly by the computer software as they are written. By
allocating an array of 5 integers in a row, and assigning 0 to the first, 0 to the second, 1 to the third, 3 to
the fourth, and 4 to the 5th, the tree [0][0][1][3][4] is designated. Furthermore, given the way the trees are
constructed, the tree [0][0][1][3][4] is constructed using the [0][0][1][3] tree, so the trees are derivative,
easily by their name. Construct the tree [0][0][1] first, using [0][0][1] construct [0][0][1][3], then using
[0][0][1][3] construct [0][0][1][3][4]. Also, by arbitrarily defining it as such, a tree designator ending in
zeros could be equivalent to itself truncated. By example, [0][0][1][3][0] is equivalent to [0][0][1][3]. This
allows the names of the trees to be derivative and in numeric order, simultaneously. Derivative trees
follow their respective parent trees numerically.
Consider the numbering scheme above, the lowest tree 5-taxa tree is [0][0][1][0][0]. The highest
tree is [0][0][1][3][5]. Counting thru them involves incrementing the zeros to the right of the 1 from left to
st

right, each time you are adding a taxa to the 1 branch. When they are all ones, increment the right most
number until it is larger than the same entry in the highest tree, that is, move the last taxa to each
possible location. Set it to zero, increment the number to the left, and repeat recursively, that is, when
the last taxa has been everywhere, move the previous taxa to the next location, and place the last again.
Thus the above counting can be listed as in the following figure.
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[0][0][1][0][0]
[0][0][1][1][0]
[0][0][1][1][1]
[0][0][1][1][2]
[0][0][1][1][3]
[0][0][1][1][4]
[0][0][1][1][5]
[0][0][1][2][0]
[0][0][1][2][1]
[0][0][1][2][2]
[0][0][1][2][3]
[0][0][1][2][4]
[0][0][1][2][5]
[0][0][1][3][0]
[0][0][1][3][1]
[0][0][1][3][2]
[0][0][1][3][3]
[0][0][1][3][4]
[0][0][1][3][5]
Figure 13 - Tree Identifiers, constant width

4.6.2 Tree Model Generation
Given the above discussion on Tree Identifier generation, that is, counting the trees, the next step
is generating a tree from the Tree Identifier. The Tree Model needs to model an actual binary tree, that
is, some string of numbers in the computer need to represent both the Tree Identifier and the graphical
representation of the tree. It would be helpful if the model was efficient at actually helping the scoring
algorithm.
As a clarification about representing numbers is a computer, integers take a small amount of
space, less than a floating point number. Also, an ordered group of numbers is called an array. So
[0][0][1][3][5] is a five element array. One more twist, computers refer to locations in the array by counting
th

th

the offset from the 1st element. While there are 5 elements, they referred to as the 0 thru the 4

element. Later on in this discussion, this information may be useful in understanding a reference to the
th

th

0 element or the 0 pair in a list. This is a common numbering technique used in Computer Science.
Consider starting with a tree with 2 nodes. We start with two numbers, 1 and 2, as below, the
corresponding Tree Identifier, the Tree Model, and the graphical representation Tree Graph.
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Tree Identifier

Tree Model

[0][0]

(1)(2)

Tree Graph

Figure 14 - Tree with 2 taxa

In order to give meaning to the numbers, the positive numbers correspond directly with the taxa
number. The internal nodes do not correspond to the taxa, so we use negative numbers. We add the
third taxa by breaking the branch at the second number, namely the (2), and replacing it with the node (1), the 1st internal node. The node (-1) has been split into 2 leaves, (2) and (3). They are added at the
end,

Tree Identifier

Tree Model

[0][0][1]

(1)(-1)(2)(3)

Tree Graph

Figure 15 - Tree with 3 taxa
st

Just to clarify the meaning of the (-1) entry, it is the name of the 1 internal node of the graph,
and it represents the pair of numbers in the model offset by 1, namely the pair (2) (3). The 3rd taxa (3),
rd

was grafted into the 1st location, the location occupied by the (2). The 3 taxa was placed there because
rd

rd

st

the 3 number in the Tree Identifier, [0][0][1], assigns the 3 taxa to the 1 location.
The next three trees derived from the tree identifier [0][0][1], and are [0][0][1][1], [0][0][1][2], and
[0][0][1][3], listed below.
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Tree Identifier

Tree Model

Tree Graph

[0][0][1]

(1)(-1)(2)(3)

[0][0][1][1]

(1)(-2)(2)(3)(-1)(4)

[0][0][1][2]

(1)(-1)(-2)(3)(2)(4)

[0][0][1][3]

(1)(-1)(2)(-2)(3)(4)

Figure 16 - Trees with 4 taxa
Just to clarify the meaning of the (-2) entry, it is the name of the 2nd internal node of the graph. It
th

st

nd

represents a pair of numbers in the model, offset by 2. The 4 taxa was grafted to either the 1 , 2 , or
rd

3 location in the Tree Model, depending on the Tree Identifier, thus the 2
st

nd

rd

the 1 , 2 , or 3 location. The number the 2

nd

nd

internal node (-2) is in either

th

node replaced and the 4 taxa are added to as another

pair to the end of the Tree Model.
Larger trees are created by such derivation. Creating the tree [0][0][1][2][4][7] is as follows,

Tree Identifier

Tree Model

[0][0][1]

(1)(-1)(2)(3)

[0][0][1][2]

(1)(-1)(-2)(3)(2)(4)

[0][0][1][2][4]

(1)(-1)(-2)(3)(-3)(4)(2)(5)

[0][0][1][2][4][7]

(1)(-1)(-2)(3)(-3)(4)(2)(-4)(5)(6)
Figure 17 - Tree Model Derivation
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Each time a new node is added, an internal node or leaf is replaced by the new node, and the
replaced item and the new taxa are placed at the end.
The above algorithm actually makes for a very fast creation of a tree model, and is amenable to
scoring, since the model points directly to the taxa in the original sequence, and clearly delineates taxa
with positive numbers and internal nodes as negative numbers.

4.7 Scoring
The Scoring algorithms require a Tree Model. The Tree Model has been created using a
corresponding Tree Identifier. The Tree Model is composed of pointers to the original data and to internal
nodes. The simplest scoring algorithm is Fitch. Sankoff, Wagner, and others are more complicated
variations. The total number of trees scored can be decreased by the Branch and Bound algorithm which
scores partially completed trees and used the information to decide whether to score the many trees
derived from that tree.

4.7.1 Fitch Scoring
In the above explanation of Tree Identifier generation, an identifier for each tree is generated, in
numerical order. The Tree Model is constructed from the Tree Identifier. Computer memory is allocated
for the scoring algorithm. The amount of room is an amount equal to twice the original sequence. As an
example, an arbitrary sequence for 5 taxa, in DNA bases and decimal representation is as follows.
Taxa
1.
2.
3.
4.
5.

DNA Sequence
CCGT
ACTT
AGGA
AGCT
CGGG
Figure 18 - Scoring Example Sequence

Decimal Sequence
2248
1288
1441
1428
2444

We pick a Tree Identifier as [0][0][1][2][4], and we make the Tree Model,
Tree Identifier
Tree Model
[0][0][1][2][4]
(1)(-1)(-2)(3)(-3)(4)(2)(5)
Figure 19 - Scoring Example Tree Info
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Given the tree model, and the fact that the only proper pair of leaves is (2) and (5), the others
have negative numbers and thus unscored internal nodes. We score the (2) and (5) together and place
rd

the answer in row 6 after the original sequence, and remember that the pair correspond to the 3 pair and
thus connect to node (-3). Doing the math, (6) equals (2) AND (5). Below, the term “Merge” means to
perform a binary AND, if set is empty, perform a binary OR, as was explained in chapter 3 on scoring.

Merge
2.
1,2,8,8
5.
2,4,4,4
--------------------------6.
3,6,12,12 ( 4 unions makes a score of 4 ).
Sequence
1.
2,2,4,8
2.
1,2,8,8
3.
1,4,4,1
4.
1,4,2,8
5.
2,4,4,4
6.
3,6,12,12 with score 4
Tree Model
(1) (-1) (-2) (3) (-3) (4) (2) (5) replace (-3) with (6) becomes
(1) (-1) (-2) (3) (6) (4) (2) (5).
Figure 20 – Scoring Example – Merge Row 2 & 5 into 6
We repeat the process by merging the next positive pair (6) and (4) into (7), and get
Merge
6.
3,6,12,12 with score 4
4.
1,4,2,8
--------------------------7.
1,4,14,8 ( 1 unions makes a score of 1 plus previous 4 )
Sequence
1.
2,2,4,8
2.
1,2,8,8
3.
1,4,4,1
4.
1,4,2,8
5.
2,4,4,4
6.
3,6,12,12
7.
1,4,14,8

with score 4
with score 5

Tree Model
(1) (-1) (-2) (3) (6) (4) (2) (5)
becomes
(1) (-1) (7) (3) (6) (4) (2) (5).
Figure 21 - Scoring Example - Merge Row 6 & 4 into 7
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We repeat the process again with (7) and (3) into (8) and get
Merge
7.
1,4,14,8
with score 5
3.
1,4,4,1
--------------------------8.
1,4,4,9 ( 1 unions makes a score of 1 plus previous 5 )
Sequence
1.
2,2,4,8
2.
1,2,8,8
3.
1,4,4,1
4.
1,4,2,8
5.
2,4,4,4
6.
3,6,12,12
7.
1,4,4,8
8.
1,4,4,9

with score 4
with score 5
with score 6

Tree Model
(1) (-1) (7) (3) (6) (4) (2) (5)
becomes
(1) (8) (7) (3) (6) (4) (2) (5).
Figure 22 - Scoring Example - Merge Row 7 & 3 into 8
We repeat the process a final time for this tree and get
Merge
1.
2,2,4,8
8.
1,4,4,9
with score 6
--------------------------9.
3,6,4,9 ( 2 unions makes a score of 2 plus previous 6 )

Sequence
1.
2,2,4,8
2.
1,2,8,8
3.
1,4,4,1
4.
1,4,2,8
5.
2,4,4,4
6.
3,6,12,12
7.
1,4,4,8
8.
1,4,4,1
9.
3,6,4,9

with
with
with
with

score
score
score
score

4
5
6
8 <----final score

Tree Model
(1) (8) (7) (3) (6) (4) (2) (5)
becomes
(9) (8) (7) (3) (6) (4) (2) (5).
Figure 23 - Scoring Example - Merge Row 1 & 8 into 9
Long story short, the score for that tree is 8.
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4.7.2 Branch and Bound
This is kind of a neat trick created by the way the identifiers are generated. First of all, we define
a few terms. Scanning the depth of a tree is to add more taxa to a tree. Scanning the width of a tree is to
systematically move taxa to a different branch.
As mentioned above the identifiers are generated in numerical order, as listed below in the first
column. The numerical order contains all of the complete trees, and also contains all the partial trees
listed just before all of their derivative trees are listed. The generator starts the search by scanning the
depth of the first tree until it has a completed tree. The generator makes [0][0][1][0][0] a 3-taxa tree, then
increments the 4th element from 0 to 1 to make [0][0][1][1][0], a 4-taxa tree. Then increment the 5th
element to make [0][0][1][1][1], a 5-taxa tree. When it gets to the 5-taxa trees, it does not dig any deeper,
there are no more taxa to add.
At this point it has a score of a completed tree, [0][0][1][1][1], and thus its first best score. It then
switches to scanning the width of the available trees by scoring each tree from [0][0][1][1][2] to
[0][0][1][1][5]. After [0][0][1][1][5], there is no more width to scan, all branches have been tested. So it
backs up one level. It switches to scanning the width of the available trees by clearing the 5th element to
0 and incrementing the 4th element again. The result is [0][0][1][2][0], which is a 4-taxa tree.
The search apply the Branch and Bound at points like this. It can scan the depth of the current
tree or the width of it. If the score of [0][0][1][2][0] is lower than the best score yet, the algorithm can dig
deeper by going to [0][0][1][2][1]. If the score is larger, the algorithm skips the deeper and derivative trees
and scans the width by just incrementing the current 4th element, and creating [0][0][1][3][0].
We can omit the square brackets for the next few paragraphs for readability.
So the best case is to scan scores 00111 thru 00115, then 00120, then 00130. It is done after
scoring 7 trees. Worst case 00111 thru 00115, 00120, 00121 thru 00125, 00130, 00131 thru 00135, and
it is done after 17 trees. With Branch and Bound, it may search only the first few complete trees above.
Without using Branch and Bound, it searches and scores all 15 complete trees.
By example,
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[0][0][1][0][0]
[0][0][1][1][0]
[0][0][1][1][1]
[0][0][1][1][2]
[0][0][1][1][3]
[0][0][1][1][4]
[0][0][1][1][5]
[0][0][1][2][0]
[0][0][1][2][1]
[0][0][1][2][2]
[0][0][1][2][3]
[0][0][1][2][4]
[0][0][1][2][5]
[0][0][1][3][0]
[0][0][1][3][1]
[0][0][1][3][2]
[0][0][1][3][3]
[0][0][1][3][4]
[0][0][1][3][5]

partial tree, goto next or [0][0][1][2][0]

partial tree, goto next or [0][0][1][3][0]

partial tree, goto next or exit

Figure 24 - Tree Identifiers with Branch and Bound opportunities

You may wonder why bother with so much work to skip 10 trees. The algorithm is fractal. Every
partial tree is an opportunity to skip all derivative trees. If there were 10 taxa, an exhaustive search of all
complete trees means scoring 34,459,425 trees. If the partial tree 0011111120 scores worse than the
best score, the algorithm skips to 0011111130, skipping 17 trees without scoring any of them. If,
however, the partial tree 0012000000 scores worse than the best score, the algorithm skips to
rd

0013000000, which removes 1/3 of the trees from consideration, skipping 11,486,475 trees without
scoring any of them. In theory, the algorithm could find the best tree in the first 17 10-taxa trees. It could
find every subsequent partial tree scores worse, work its way from 0011111120 to 0012000000 to
0013000000 and skipping over about 34,000,000 trees in a few dozen partial trees scoring operations.
The performance of the Branch and Bound algorithm is a function of the similarity of the data, the
noise in the data, and the order of the data. If the taxa are so similar that all completed trees have scores
within a few percent of each other, the Branch and Bound decision at the partial trees may cause another
depth search at every opportunity, causing a majority of the trees to be searched. If there is a lot of noise
in the data, the scores are also within a few percent of each other. If the taxa are input into the file in an
order that will cause the best score to be found with the early trees, the later trees get pruned. If the best
tree is the last tree created, the algorithm may have searched a majority of the trees before finding it.
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4.8 Output
The results of the algorithm are accumulated in tree identifier format inside the algorithm. For
compatibility to common standards, the results are then translated into Newick format, and written to a file
similar to that which PAUP generates.

4.8.1 Results in Newick
The algorithm manipulates the taxa and the corresponding tree representations in Tree Identifier
format. While the Tree Identifier format is useful and easy to manipulate inside the algorithm, the users
are used to a different format, the Newick format.
The Newick tree format, or Newick notation, represents trees in a string of characters. It was
developed by several people including Felsenstein and Swofford back in 1986 (Felsenstein J. , The
Newick Tree Format). The meeting held place in Newick's restaurant, Dover, New Hampshire, thus the
name Newick format. The characters involved are characters of the alphabet, commas, and matched
pairs of parentheses. They are in the form "(character1, character2)". The simplest tree with just 2
branches, A and B, is represented by (A, B). As shown below,

Figure 25 - Newick Tree (A,B)
In binary trees, and the tree model explained previously, each internal node is where a previous
leaf was replaced by a pair of leaves. In Newick format, any leaf can be replaced with a string of the form
"(character, character)". So if in the above tree (A,B), the leaf C was added by splitting B into B and C in
the form "(B,C)", the resulting tree would be of the form "(A,(B,C))". This can be applied recursively, add
D by splitting B split into B and D, makes (A,((B,D),C)). The letter E could be added to the node (B,D) by
replacing (B,D) with ((B,D),E) making (A,(((B,D),E),C)). As shown below,
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Figure 26 - Newick trees (A,(B,C)) & (A,((B,D),C) & (A,(((B,D),E),C))

As a convention in phylogeny, the names of the taxa in question are replaced with sequential
letters. So, the taxa of ape, chimp, human, whale, dolphin, are replaced with A, B, C, D, and E could
generate a tree ((A,(B,C)),(D,E)). As several trees are equivalent, that tree could also be shown as
(((B,C),A)),(E,D)), where the nodes have been pivoted around the commas.
There are additional variants on the Newick format, usually involving distances. Each character,
or closing parenthesis which replaced a character, is followed by a semicolon and a numerical distance.
A tree could have the form (A:0.5,(B:0.6,C:0.9)). In the case of PAUP, the distances are omitted, and the
sequential characters are replaced by their corresponding sequential numbers. From the above list of
ape, chimp, human, dolphin, whale, go from A, B, C, D, E, to 1, 2, 3, 4, 5. The corresponding tree goes
from ((A,(B,C)),(D,E)) to ((1,(2,3)),(4,5)).

4.8.2 Output File
The algorithm keeps all of the trees with the best score. It keeps them in tree identifier format,
explained above. So the best 5 taxa tree might be [0][0][1][1][4]. The user may be used to the output
created by PAUP, which is a Newick format such as (A,(((B,C),E),D) or (1,(((2,3),5),4). The generation of
the Newick format from the tree identifiers is similar to the way the scoring code generates the tree
representations. It is the derivation of trees from [0][0] to [0][0][1][1][4].
Start with the simplest tree [0][0], that generates (A,B). The next tree in the derivation is tree
[0][0][1]. The last number is 1. The 0th node = A, and the 1st node = B. Split the 1th node into itself and
C, thus (A,(B,C)).
From [0][0][1] generate [0][0][1][1]. The last number of [0][0][1][1] is 1. Given the tree (A,(B,C)),
the 0th node = A, the 1st node = (B,C), the 2nd node = B, and the 3rd node = C. Split the 1st node into
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itself and D, thus (A,((B,C),D).
From [0][0][1][1] generate [0][0][1][1][4]. The last number of [0][0][1][1][4] is 4. The 0th node = A,
th

th

the 1st node = ((B,C),D), the 2nd node = B, the 3rd node = C, the 4 = (B,C), and the 5 = D. Split the
4th node into itself and E, thus (A,(((B,C),E),D).
Then convert the tree (A,(((B,C),E),D) into the equivalent numerical tree (1,(((2,3),5),4).
While the above derivation may seem somewhat unclear where the umpteenth node is derived
from, it is actually rather straightforward in code to implement.
At the end of the run, the algorithm takes the one or several best trees in tree identifier format and
translated them into numerical Newick format. If several trees are returned, each is entered into the
output file on its own line. As with PAUP, it is up to the user to look up the taxa corresponding to the
numbers in the corresponding input file.
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Chapter 5 - Parallel Implementations
This is where the point of the thesis is worked on. The above serial implementation was split into
pieces. The data preprocessing went one way, the Tree Identifier generator and scoring went another. A
piece of code called ThreadController was written to run the data preprocessing first, make multiple
copies of the processed data, create threads called ThreadRunners, give the data to the ThreadRunners,
launch them, and wait for them to complete.

5.1 Previous work
There were 4 previous RIT theses concerning parallel phylogeny searches. The first was By
Kenn Jacoby in 2004 (Jacoby, 2004), the second was by Curtis Howard in December 2005 (Howard,
2005), the third was by Terence O’Brien in September 2006 (O'Brien, 2006), and the fourth was by Janine
Garnham in August 2007 (Garnham, 2007). There were parallel implementation available for download
over the internet, but they rarely came with source code or a thesis behind them.
The Kenn Jacoby thesis, to be brutally honest, had a basic design flaw. He had started with a
model of a tree based on a full binary tree. A full binary tree branches fully at each level. One root
creates 2 nodes, those 2 create 4 nodes, those 4 create 8, and on. The full tree was then populated with
the taxa at either leaf nodes or internal nodes. Two flaws were created. The first was that the model
used too much memory, if there were 10 taxa, the tree needed 10 levels, and the number of leaves was
2^10, or about 1024. Twenty taxa would need over a million. The second flaw was that the model did not
leave a clear way to count through the possible trees, and thus did not leave a clear way to partition the
trees across parallel processors. An additional flaw showed up later in that the algorithm kept all trees in
memory before proceeding to the next taxa, thus the previous memory usage issue was further amplified.
Curtis Howard was on the right track, and created a treeID arrays similar to the Tree Identifier
design in my thesis. He numbered the trees differently and did not number partial trees in a way which
allowed them to be intermingled with complete trees. However he did use a few optimizations such as
removing uninformative sites, and Branch and Bound. He used his treeID arrays to generate strings of
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characters in Newick format, and scored using the Newick string.
Terence O’Brien was not very clear in his thesis on the specifics of how his code counted or
modeled trees. His written thesis resembled a list of things to do, or an outline of high points on the topic.
It explained what certain pieces of code did, but not how or why they did it. He did, however, have lots of
results.
By comparison, Jeanine Garnham seemed to execute existing code called fastDNAml and let
several instances of it run simultaneously. Upon closer inspection, she was implementing a Maximum
Likelihood search and not a Maximum Parsimony search. Her written thesis was even longer.
While these were interesting reading material, and supplied information as to which road to take
or not to take, the code included was usually an intractable to reverse engineer or compile, as they ran
only on clusters that were either unavailable or no longer in existence.

5.2 Resources
The hardware resources for the parallel implementation research started with the hardware listed
previously for the serial implementation. The dual core chip allowed some development. It could run two
threads at once. It did not have enough cores to test the speedup of the code as a function of cores. The
resulting graph would have had 2 data points, 1 core running and 2 cores running. The dual core was
replaced with a 6-core chip. To test the CUDA implementation, an inexpensive Nvidia 8800 was bought,
followed later by a more expensive Nvidia 240 card.
The software resources for the parallel implementation research started with the software listed
previously for the serial implementation, namely, the Java code used 2 downloads from the Sun
Corporation, the JRE (Java Runtime Environment), and the JDK (Java Development Kit).
The software resources for the C code and the CUDA development involved getting Microsoft
Visual Studio, and several drivers and software development kits from Nvidia, then Windows7, then more
drivers, more development kits, then debuggers. Eventually the study was stopped from lack of funds
and a need to actually finish this thesis in a timely manner.
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5.3 Approach
The scoring of each tree is completely independent of every other tree, so a set of trees can be
sent to each parallel thread, and the best results merged at the end of the run. Each thread can be run in
ignorance of each other, and thus separate threads can run with different best scores. Thread 1 could
have found the best score was 100 and finished early due to Branch and Bound, thread 2 could still be
laboring under the assumption that the best score is 500, and still be working. Or, each thread could
have access to the latest best score and thus adjust immediately to better best scores and all threads
running could end earlier by Branch and Bound. By splitting the work into small enough pieces, many or
all of the cores could be kept busy consistently.

5.4 Architecture
The architecture of the parallel code required code that could run in several places at once. The
code could also be run on generic CPUs with several cores, more specialized GPUs with many more and
much simpler cores, and also on a network of many computers with CPUs and GPUs. The CPUs are
Central Processing Units, the main part on the motherboard of most desktop computers, and are
programmed with languages such as Java or C. The GPUs are the Graphical Processing Units, the main
part of the video rendering daughter card of most desktops, and are programmed with the CUDA
programming language. There is also a way of networking computers together called a Condor Cluster,
any computer with the proper software can join the Condor cluster, and the "Flock" of Condor computers
is programmed with Java or C and a few files called scripts.
Normal serial code has a clearly defined starting point, namely the instruction directly after the
word "main ( ) {" in the text of the code. After that are usually additional lines of code that are followed in
the order in which they are listed. The code stops at the line right before the matching closing curly brace
"}". Start at main, carry on thru the middle, stop at the end. The instructions by themselves do not have a
command to tell the computer to do 2 things at once. If the computer has 8 processing cores, one of
them is going thru this list of instructions, one at a time, until it is done. The other 7 cores are doing
nothing.
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However, a program can start a thread. A thread is another list of instructions. The original
program can run at the same time as the new thread, thus 2 cores are in use. The original program has
only limited control of the new thread. It can start it, check to see if it is done, and read some data that
the thread may have left. The original program could call 7 threads, have all of the cores busy, and wait
until they are all done. It could actually call more threads than there are cores. The Java Runtime
Environment will simply queue up the other threads and hand them out later when there is an idle core.
In the case of CUDA, there is actually a C programming language command which tells the
CUDA language to run many instances of the code simultaneously on as many cores as it wants.
In the case of Condor, a few lines in a script file tell the cluster to run many copies of the included
code on as many computers on the network.
So, the commonality in the architecture is that, many an instance of working code could be
launched in a thread on the CPU, the GPU, or the Cluster, each with a different partition of the work. A
copy of the code already worked, in serial.

5.4.1 Generality of Design
Given that the serial code worked, the serial code was not changed much. The serial code was
wrapped in a separate piece of code called a ThreadRunner. The ThreadRunner was simply a thread
that called an instance of the serial code. The originating code was called the ThreadController. It
created an object called a ThreadPacket, with the necessary sequence data in it. It also created all of the
ThreadRunners necessary to complete the assignment, gave them each a ThreadPacket, started a few of
them at a time, and waited for the results for each of them. When the ThreadRunners completed their
piece of the work, they put the answer in the ThreadPacket and promptly disappeared.
The design has 4 levels, the Scorer, the ThreadRunners, the ThreadController, and the GUI. The
GUI was called TreeDarling. The GUI just provides a graphical user interface for the labyrinthine
command line switches for the ThreadController. The ThreadController just digests the input file and
gives a copy of the data to each ThreadRunner, starts a few threads up, keeps a few in play at any given
time, and collates the results. The ThreadRunners call the appropriate Scorer, either SliceCalcCPU or
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SliceCalcCEXE, which generates each tree, implements Branch and Bound, and scores. The Scorer
scores the tree given the search criterion.
The replaceable part is what the ThreadRunners call, the Scorer. The ThreadRunners could call
Java, C, CUDA, or a Condor process. The Scorer can implement another scoring algorithm. One Scorer
could do Fitch scoring, another Sankoff, another Wagner, another maximum likelihood, though
presumably not concurrently during the same search.
A version of thread was created for studies of CUDA, the Java thread wrote the sequence data to
a file, called a C based executable program, and waited for results. Given that version, the scorer could
be replaced by new executable which is either implemented on new technology, (CUDA or CONDOR), or
has a different scorer implementing Wagner, or maximum likelihood.

5.4.2 Partition of Work
Each thread might get a partition of equal size. Given the previous discussions of generating
trees, there seemed a few obvious ways to divide tree space.
A different tree could be sent to each separate thread. When the threads are done they ask for
another tree. Given that the number of calculations for scoring a tree may be on the order of thousands,
and the number of trees in the trillions, that solution seemed to have too much administrative work, and
too little actual work. Besides something still had to compare scores for the Branch and Bound, which
implied even more administrative work.
A countable number of trees could be sent to each thread, perhaps a million. The administrator
would send the starting and ending tree numbers, the number 1 and the number 1,000,000 to the 1st
thread. The administrator sends the number 1,000,001 and the number 2,000,000 to the 2nd thread.
That would increase the amount of actual work compared to administrative work. The obvious problem
became converting the one millionth tree into a Tree Identifier. Also, if there were quintillions of trees to
search, the umpteenth thread needs to search the quintillionth tree. The administrator needs to send the
number 1 quintillion to that thread. Computers do not like to manipulate really big integers.
So, the obvious solution is to divide the trees as a function of their name. There are 3 4-taxa
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trees. Perhaps, 00110 goes to the first thread, and it searches until it stops 1 short of 00120. The second
thread starts at 00120 goes until it stops 1 short of 00130. The third thread starts at 00130 goes until it
runs out of trees at 00135. This works for any number of taxa. 5 taxa or 50 taxa can both be divided by
3. The first thread gets 00110....00 thru 00120....00, etc. If 3 divisions are not enough, divide at the 15 5taxa trees or the 105 6-taxa trees. The threads don't need to count the trees, they just need to apply the
generating algorithm above, either exhaustive or Branch and Bound, on the name given them until the
numbers in the tree identifier roll over to the start of the next partition.

5.5 Data Preprocessing
Luckily someone wrote the code to do this before, and it was the same guy that did the serial
implementation. In fact, it is the same code as the serial implementation.

5.5.1 Input file
This involves the same discussion as in the serial implementation.

5.5.2 Non-informative sites
This involves the same discussion as in the serial implementation.

5.5.3 Initial Score
This involves the same discussion as in the serial implementation. The main difference is that all
of the threads are generated with the initial score entered into the best score value, and the first few
threads are actually started with the initial score in the best score location. As soon as any of the threads
find a better score, all of the threads get the update. So any threads started after the first few threads find
better scores, are started with even better initial scores. In order to test the amount of improvement
provided by score updates between threads, the updating could be turned off.
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5.6 Trees
This involves the same discussion as in the serial implementation. A smaller subset of the
original amount of trees is generated in each partition. Each partition is given a different starting point and
ending point. The generation and modeling of the trees remains the same.

5.6.1 Tree IDs and Generation
The algorithm for generating trees hasn't changed much since the above discussions of
exhaustive or Branch and Bound algorithms. The difference is the starting points and end points. Instead
of starting at 001000 and stopping at 001357, a thread would scan through a partition of that and could
start at 001200 and stop at 001257. Other threads would start at 001100 and 001300 to provide
complete coverage of the search space.

5.6.2 Tree Model Generation
This involves the same discussion as in the serial implementation.

5.7 Scoring
This involves the same discussion as in the serial implementation.

5.7.1 Fitch Scoring
This involves the same discussion as in the serial implementation.

5.7.2 Branch and Bound
This involves the same discussion as in the serial implementation. The only variation is
that the Branch and Bound for the serial implementation may decrease the number of trees in the one
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large partition. The parallel implementation uses a Branch and Bound in each of the partitions
concurrently. The separate partitions may keep the latest best score to themselves, or they may use
some message passing to alert other partitions about a new best score. There may be performance
changes. Without message passing, the partitions may continue pointless searches and waste time.
However, the lack of communications does not require much computer resources. With message
passing, the searches may go faster, as the lowest score of any of them is then used on all of them. The
amount of data, frequency of messages, and number of concurrent partitions may require more computer
resources.

5.8 Output
This involves the same discussion as in the serial implementation, except a bit more work is done
to generate results in the same order as the serial implementation.

5.8.1 Results Newick
This involves the same discussion as in the serial implementation.

5.8.2 Output File
This involves the same discussion as in the serial implementation. The main difference is the
collation of the results. The serial implementation ran the Branch and Bound algorithm in numerical order
on the entire search space. If newer trees with lower scores were found, the previous trees with higher
scores were discarded. If multiple trees of the same score were found, they were found in numerical
order. In the parallel implementation, the search space is partitioned into non overlapping pieces, one in
each thread. When they are launched, they are launched in numerical order, and the partitions are also
in numerical order. However, as the Branch and Bound algorithm alters the run time of each partition, it is
possible that the threads complete in non-numerical order. It is also possible that the threads end with
different best scores. Thus after the completion of all of the threads, the ThreadController that controls
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the other threads, runs thru the threads in numerical order, retrieving the data in numerical order,
removing the higher scoring trees from higher scoring threads as they are found. In theory, the results
should match the results from the serial implementation.

5.9 Parallel Implementation Specific
Specific to the parallel implementation of the code is the need to have message passing between
the concurrently running threads. The messages may contain score update information. The many
threads also need a GUI, a Graphical User Interface, to allow the user control of the granularity of the
work sent to each thread, and to manage the load balancing of the work across the available cores.

5.9.1 Message Passing
The parallel code is composed of several threads running concurrently. One thread may interrupt
second thread, if the first thread has a pointer or a reference to the second thread. In this instance, the
first thread in the parallel implementation is called the ThreadController. The other threads are called the
ThreadRunners. The ThreadController creates and starts the ThreadRunners, and gives each of them a
ThreadPacket. A ThreadPacket is a bundle of data such as the sequences, the starting tree, the best
score, and a reference to the ThreadController itself. The ThreadController has a reference to all of the
ThreadRunners, as it created them. Each of the ThreadRunners has a reference to the ThreadController
that created them all. So the ThreadController can use its reference to each of them to start them. Each
of the ThreadRunners can use their reference to the ThreadController to interrupt it and tell it the latest
best score. The ThreadController can use that interruption, and its own list of references to rebroadcast
the latest best score to all ThreadRunners. The ThreadRunners can also use the reference to tell the
ThreadController that they are done with their assignments and that the ThreadController should start
another ThreadRunner.
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5.9.2 Score Updating
As soon as a ThreadRunner finds a better score, it interrupts the ThreadController, and the
ThreadController immediately updates the entire list of ThreadRunners. The rest of the time the
ThreadController is basically asleep, waiting for the next interruption.

5.9.3 Grain Size
The grain sizes of the partitions are all equal, or at least they are assigned the same number of
trees to search. Due to the nature of the Branch and Bound, it is possible that not all of the trees are
searched. So even though the partitions are exactly the same number of trees, the search of each
partition may take radically different amounts of time. The partitions are generated by deciding on a
number of predetermined taxa to send to each thread. Due to the way that the partitions are generated,
the numbers of partitions are fixed at certain integers, namely,

Number of Taxa
Equation
Number of Trees
4
3
3
5
3x5
15
6
3x5x7
105
7
3x5x7x9
945
8
3x5x7x9x11
10345
Table 5 - Grain Size - Number of Equal Sized Partitions
The thread was given the # of taxa determined, and which of the threads it was, and with that
data determined the starting and ending trees. By example, given 4 taxa, there are 3 trees, and given 5
taxa there are 15.

Thread
1
2
3

Start
End
[0][0][1][1][0][0][0]…
[0][0][1][1][5][7][9]…
[0][0][1][2][0][0][0]…
[0][0][1][2][5][7][9]…
[0][0][1][3][0][0][0]…
[0][0][1][3][5][7][9]…
Table 6 - Grain Size - Partition at 4th taxa
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Thread
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15

Start
End
[0][0][1][1][1][0][0]…
[0][0][1][1][1][7][9]…
[0][0][1][1][2][0][0]…
[0][0][1][1][2][7][9]…
[0][0][1][1][3][0][0]…
[0][0][1][1][3][7][9]…
[0][0][1][1][4][0][0]…
[0][0][1][1][4][7][9]…
[0][0][1][1][5][0][0]…
[0][0][1][1][5][7][9]…
[0][0][1][2][1][0][0]…
[0][0][1][2][1][7][9]…
[0][0][1][2][2][0][0]…
[0][0][1][2][2][7][9]…
[0][0][1][2][3][0][0]…
[0][0][1][2][3][7][9]…
[0][0][1][2][4][0][0]…
[0][0][1][2][4][7][9]…
[0][0][1][2][5][0][0]…
[0][0][1][2][5][7][9]…
[0][0][1][3][1][0][0]…
[0][0][1][3][1][7][9]…
[0][0][1][3][2][0][0]…
[0][0][1][3][2][7][9]…
[0][0][1][3][3][0][0]…
[0][0][1][3][3][7][9]…
[0][0][1][3][4][0][0]…
[0][0][1][3][4][7][9]…
[0][0][1][3][5][0][0]…
[0][0][1][3][5][7][9]…
Table 7 - Grain Size - Partition at 5th taxa

The algorithm for generating the starting points involved taking the thread number, dividing by the
number of trees possible at a given level, and keeping the remainder of the division for the value of the
next level. This was a managable calculation because the number of possible threads that a computer
could manage well was, in practice less, than a million. So, the number of predetermined trees was
usually 8 or less.

5.9.4 Load Balancing
Proper load balancing requires having enough partitions to search compared to the number of
cores available. If the work is parted into 3 pieces and sent out to 8 cores, well, 5 cores will have nothing
to do. If the work is parted at the next higher offset and has 15 partitions, 7 cores will likely get 2
partitions, and 1 core will get 1 partition. At the next higher offset 105 partitions, each core will get about
a dozen partitions, one at a time. The ThreadController will hand out another partition as soon as any
available core finishes a partition. Given that, all of the cores are nearly saturated at 100%, as long as
the ThreadController has any partition left to send out. When there are no more threads to hand out, the
cores would go from 100% to near 0%, one at a time, as the respective cores finish the threads that they
are working on. The partitions are sent out in numerical order. However, each partition may take a
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different amount of time to run, due to Branch and Bound. The runtime environment may send a thread
out to whichever core it deems appropriate.

5.9.5 GUI
The GUI just provides a graphical user interface for the labyrinthine command line switches for
the thread controller. It allows the user to browse for the input file, browse for the output file, enable or
disable CPU or other scorer implementations, turn on and off UPGMA initial guessing, enter the number
of partitions to create, and thus the number of threads to make, and enter the number of threads to allow
to run at any given time. Lastly, it shows a progress bar, and a running tally of the best score and number
or trees with that best score. It is explained in more detail in the appendix, and shown below

Figure 27 - Graphical User Interface.
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Chapter 6 - Optimizations
A few optimizations were attempted. Performance was checked by either counting the number of
trees created, or measuring the elapsed time on the system clock. Some optimizations worked, some did
not.

6.1 RealTime Scoring
During the debugging of the parallel implementation, it was noticed that the separate threads
were converging to the best score at different rates and thus taking different times to finish. The thread
with the lower best score usually ran the fastest. The other threads usually had a higher score and were
running slower. With some work, a way of sending messages to the thread controlling software was
written, and upon a thread finding a new best score, all threads were told of it immediately. The message
passing was only used in the parallel implementation. The serial implementation did not need it, it would
have only had itself to tell, and it already knew the message. In the parallel implementation, there was
improvement.

6.2 Compiling the code
The code was designed and tested on with the JDK and JRE provided by Sun Microsystems.
The JDK compiles the code in to a form that a JRE can run. A version of the JRE is usually already
installed on the computer and deals with any differences between computers. The code is compiled just
once and run on any computer with a JRE on it. In comparison, other languages like C are compiled
separately for each and every type of computer.
The code was compiled with 2 different compilers which would produce an executable which did
not need the JRE installed on a computer to run. The compilers were JNC and JET. JNC worked slower
than the JRE, JET worked faster.
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6.3 Initial Score UPGMA
Given that there are a finite number of trees, and each tree has a finite integer score, the entire
set of trees has a highest score and a lowest score. A tree either has the highest score, the lowest score,
or somewhere in between. So, no matter what the initial score is set to, the scoring of the first tree will put
the best score between the highest and lowest score, inclusive. Since the Branch and Bound algorithm
removes trees from consideration based on the best score, and the lower the best score the more trees
are removed, and as more removed trees is a good thing, the lower the starting best score the better.
Originally, the best score was set to 1 million, arbitrarily. The scoring of the first tree would bring
it into more reasonable bounds. By trial and error of changing the initial best score, the code ran faster
the closer the initial score was to the final score. After talking to Dr. Buckley, it was considered that
running a UPGMA search would provide a score very close to if not the same as the final best score. So,
a UPGMA scorer was installed and set to run by default at the beginning of each run. The UPGMA
scorer was installed into both the serial and parallel implementations. There was barely noticeable
improvement.

6.4 Several Attempts did not work
1) One attempt at speeding up the code was to reorder the taxa imported from the input file.
Code was written to reorder the taxa into every possible permutation, and to run the serial implementation
on each of them as they were created. Each run was timed and the number of trees scored counted.
The results were not stellar. In one test of 5 taxa and the 120 orders created, the results times were
within a few percent of each other. The few that ran faster did not have an obvious property that would
allow the creation of an algorithm to systematically reorder the inputs of all possible data. Also, the
reordering of the taxa created a logistical problem of un-reordering them at the end of the run.
2) A second attempt was to modify the Branch and Bound algorithm. Usually, the Branch and
Bound algorithm compared partial trees to the best completed tree. I suspected that the partial trees
could be compared to the other partial trees generated. So, if there are 15 5-taxa trees, the modified
Branch and Bound would only investigate the trees derived from a tree if the tree had a score less than or
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equal to all previously scored partial trees. That didn't work. The best tree did not necessarily exist in a
tree derived from the lowest scoring partial trees. Some work was put into finding better partial tree
scores, deriving them from a distance matrix. In order for the scores to be high enough to allow the best
tree to win, the partial scores were so high that they did not prune any trees. Thus they became useless
and were removed.
3) Another attempt was to modify the scoring algorithm with a lookup table instead of a Boolean
statement, that slowed the scoring, and the code was removed.
4) An attempt to optimize the code on the GPU would either not produce the correct results or
would crash. The GPUs allow for starting a small CUDA thread for each entry in an array. The sequence
data is an array, and as many threads were started. Whatever was supposed to synchronize the threads
did not work and was not well documented. That code was removed.
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Chapter 7 - Difficulties
I had expected to run into difficulties, poorly behaving software, perhaps a hardware glitch, and
even a few lines of research that went nowhere. I got what I expected with Java, the research at times
was tedious. However, I could easily work on code for many hours, and leave some new function
working properly for further research the next day. The GUI took a day to create, plus a few hours over
the course of the next few weeks to add some new GUI function that was not planned for in the original
version. With C, the work would last until a glitch showed up that was just frustrating enough that I would
walk away from the computer, and get back to the C coding later. CUDA was a constant stream of
malfunctions and frustrations, usually punctuated by having to drive to RIT, download a few hundred
megabytes of driver, or to a computer store to buy an extra video card. At any given time, the state of the
CUDA code was either non-functional or barely functional.

7.1 Java Works
The Java Development Kit (JDK) is free, compilation involves typing “javac” and the file name.
Java Runtime Environment (JRE) is free, running a file involves typing java and the filename. Both kits
are a few dozen megabytes is size and install on anything. If anything screws up, the JDK and the JRE
provide copious error messages in English with references to the line number and nature of error.
Debugging involves the same error messages, and print statements can print to the screen any variable,
and value, and any data whenever you want it. The Java language is massively documented in every
detail, from implementation, to proper software design, and including the thorough definition of every one
of their massive number of available function calls.

7.2 C Sort of Works
Any C compiler that was free was tried, and usually didn't work. The Microsoft Visual Studio is
free to college students, it is however a few gigabytes in size. Compilation involves a pull down menu,
and setting up settings that are not trivial to setup. Running a file involves typing the executable filename.

68

If anything screws up, the compiler will give you error messages in files you likely do not have access to.
The executable will silently crash if not actually cause a blue screen, providing to you of course no error
messages at all. Debugging involves the same lack of error messages, and print statements can print to
the screen any variable, and value, and any data whenever you want it. That is unless the code crashes
or the operating system has an issue. The C language is under-documented in many details, including
the uninformative definition of many of their moderate number of occasionally hard to find available
function calls.

7.3 CUDA Has Severe Issues
CUDA development kit is free, and a few gigabytes in size. Compilation involves having
Microsoft Visual Studio installed, taking existing examples, and editing them. Running a file involves
typing the executable filename. If anything screws up, the compiler will provide error messages in a
language known only to the guy who wrote the compiler. The executable will silently crash, each and
every time locking up your video card, as it is running on your video card, and requiring a system reboot.
This provides to you of course no error messages at all. Debugging is impossible in every detail, involves
the same lack of error messages, and there are no print statements at all. You cannot print to the screen
any data, at all, ever. The language does not allow it even though the code runs on the video card. The
code usually freezes, the screen then crashes, and the operating system frequently has an issue. The
CUDA language is described by PowerPoint presentations. If you find a group of slides on the CUDA
homepage, the words are misspelled, sentences are incomplete, and the descriptions are circular.
Circular, in that, 1) a thread is a part of a grid, and 2) a grid is composed of threads. Video
demonstrations are composed of people stuttering in confusion as they read the same slides verbatim,
without ever showing the act of compiling and running code. There is no clear and concrete explanation
of any detail, definition, or concept, or even a clearly defined example. From implementation to proper
software design there is a total lack of coherence, including the total lack of definition of every one of their
minute number of available function calls.
I found 1 book explaining CUDA; it included samples that did not work, as they referenced
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functions that are not readily available. In comparison, I have 3 Java books available just from previous
classes from RIT, one of which was written by one of my professors a few years back (Tymann, 2004).
To start the line of research, I installed all of the drivers and compilers seemingly required for
CUDA. I ran a simple piece of code provided by Nvidia, the creators of CUDA. I made a few changes to
the code, got some predictable responses. The next stage was to connect java to CUDA, and change the
CUDA code into phylogeny code.
The first attempt was to use basic interfaces provided with Java, interfaces that worked fine
many times with C, interfaces that would crash randomly with CUDA. After much research, the problem
was explained deep in the internet, that C calls CUDA is such a way that any threads that call it are
crashed. The entire code set had already been written in Java with threads. So, that line of research was
dropped.
The second attempt was to use code provided by a published scientist. The code was called
JCUDA, and was specifically described as connecting Java to CUDA directly. The JCUDA
documentation was incomplete, the install required a new version of Java, and eventually failed to work
properly due to a driver it could not find. So, that line of research was dropped.
The third attempt was to have the Java code write the relevant data to a file and call a C program.
The C program would read the file, and run the maximum parsimony phylogeny search in C. The C code
worked, it ran as fast as Java, and produced the right answers. I wrote another C program, one that
would read the file, and hand it over to CUDA. The CUDA code was changed to the maximum parsimony
phylogeny search. This worked.
So, after some months, some code ran on CUDA, the code even produced the correct answers.
Though, it was poor programming design to have Java code create a Java thread, a thread that would
call an executable in another language, and that would call another library in yet another language on
another piece of hardware. The problem which quickly became obvious was the code took 6 minutes to
run on 96 cores of the GPU, code that took 4 seconds on one core of a CPU. The code was line by line
the exact same code used on the CPU, both coded in C. There was no obvious reason why there was
such a discrepancy in performance.
After an internet search, I found a debugger/performance-measuring piece of software from
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Nvidia called Parallel Nsight, downloaded it, and installed it. Installation failed. It needed Windows 7.
Windows 7 was found and installed. All previous software and development kits were reinstalled. Nsight
was installed again, installation failed as it needed 64 bit drivers. All software was reinstalled again;
Windows to drivers, using 64 bit everything. Debugger didn't work. Further internet research showed that
the debugger requires 2 video cards. A second video card bought and installed. It took several days to
get to this point. The debugger still did not work, and the performance software was not installed.
Further research stated that the system needed a newer compiler (a few hundred dollars), newer
versions of video cards with more memory (a few hundred dollars more each), and get this, the
performance measuring capabilities are only available in the professional version of the software (500
dollars more). Given the uphill struggle thus far, the fact that the debugger still didn’t work, and the lack
of documentation to work with, I was unwilling to spend nearly a thousand dollars for hardware just for an
experiment to see if the performance hardware would install properly.
After careful retesting of the somewhat working code, and another review of CUDA design
material, it was found that the chips had a subtle design feature/flaw and were inherently incapable of
performing the search. The chips may have had 96 “processors” and 4 gigabytes of memory. However,
the chips really had 12 processor clusters and each had 8 sub-processors. Each sub-processor had 4
kilobytes of memory, and shared access to the main memory. Thus each processor did not have enough
of its own memory to even hold the sequence data, and while the main memory was more than large
enough, shared access was orders of magnitude slower than a CPU. The code could not run fast on a
GPU for reasons hardwired into its design.
I would have been better served by spending the above referenced time attempting to run the
code on the Condor cluster at RIT. That is, until I had found that the Condor cluster had been
inadvertently uninstalled when RIT migrated the available lab computers to Windows 7. Instead of 1000
nodes, the present configuration has about 20.
My final attempt to salvage the thesis topic was to keep the C code version of the scoring code
and use it as a speed comparison with the Java code. It was found that the call to a C executable only
works in the JRE. The 2 non JRE compilers did not allow the code to call another program. They
produced no error messages concerning the reason for that failure.
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Chapter 8 - Results
The results were as expected. The thesis code sped up with the number of cores put to the task.
Inter-process communication of the score sped up the performance slightly. Altering grain size affected
load balancing and administrative overhead. Also, some compilers are better than others at compiling
Java code. Some platforms performed poorly or were not available. The code behaved differently with
different data of the same size. The thesis code did not outperform the PAUP code. There is some
programming trick that the PAUP code has that was not reproduced in the thesis code. The next section
containing the Discussion material is set up in nearly the same order as the results section.

8.1 Experimental Conditions
The code was run on a machine with an AMD Phenom II 6-core CPU running at 2.8 GHz, on a
Gigabyte motherboard, and using 2 modules of DDR3 1600 ram with 2 GB each in capacity. The hard
drive was a Western Digital 1 TB Sata with 7200 RPM. The operating system was Microsoft Windows XP
Professional, Version 2002, with Service Pack 2. The Java Development Kit was version 1.6.0_24 and
the Java Runtime Environment was version 1.5.0_22.
The experimental data are based on the Dr. Larry Buckley “Iguanas_Cytb” file with 167 taxa and
sequence of 1140 base pairs. As most any phylogeny software is overloaded by such a large data set,
the data is truncated in the following tests by taking the full length of the first 10 or so taxa and removing
the rest of the taxa. A few tests are discussed later which used fake data to show a point.

8.2 Verify Versus PAUP
The code was implemented to the definition of the Fitch algorithm and the Branch and Bound
algorithm. In all cases where PAUP did not produce as an answer a polytomy, the same trees and
scores were produced as with PAUP. The sequence data tested was at first random data generated to
test the code. Later, the Dr. Buckley iguana_cytb data was used with the number and length of the taxa
truncated to control the run time. Number of taxa was varied from 5 to 15, and the length was either the
original 1140 or a multiple of 60 (1 line in the file). Given that the answers matched to the character and
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the test data would be voluminous, they were not included below.
A polytomy was introduced much earlier in this thesis and it is a case where a binary tree
branches in a non-binary way, such as a node producing 3 leaves instead of the usual 2. While the Fitch
scoring algorithm does not have a way of scoring them and the tree generators in the software do not
generate non-binary trees, they are not a usual product of a search. PAUP seems to produce them as an
abbreviation of multiple similar trees. The software of this thesis did not produce polytomies, it was not
given the capability to do that. PAUP did have a habit of condensing multiple trees into polytomies and
the capability could not be easily turned off. The following is an example of the polytomy discrepancy.

taxa_1
AAAAAAAAAA
taxa_2
TTTTTTTTTT
taxa_3
TTTTTTTTTT
taxa_4
TTTTTTTTTT
Figure 28 - Example Polytomy Producing Data

tree PAUP_1 = [&U] (1,(2,3,4));
Figure 29 - PAUP Result with Polytomy

Results with score = 10
(1,((2,3),4))
(1,((2,4),3))
(1,(2,(3,4)))
Figure 30 - TreeDarling Result without Polytomy

While the “correct” answer with 3 trees is listed as the output of the thesis code, PAUP
abbreviates the variations around the nodes 2, 3, & 4 as a polytomy.
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8.3 Speedup CPU/GPU/Cluster
The speedup of the code as a function of the number of cores used was tested. The three pieces
of software tested were PAUP, the software in Java, and the software in C. The data file had 10 taxa.
The inter-thread communication for the Java implementation was turned off. There was near linear
speedup on the multicore CPUs, with the C implementation slightly outperforming the Java by a few
tenths of a second at a few data points. None of the implementations outperformed PAUP.
The performance of the GPU was off the top of the chart, by a factor of about 6, for one core.
However, the GPU test was technically of different hardware running at a different frequency. The GPU
code also crashed if more than one instance was started. The cluster implementation was not
implemented, since the Condor cluster was not fully functional at RIT.
The same data is presented in 3 different ways, as runtime in seconds, as speedup, and as
efficiency of speedup, all as a function of the number of cores.

2
3
4
5
6
Cores
1
PAUP
3.41
Java
83.1
42.9
29.6
24.4
19.6
17.0
C
82.7
42.1
29.9
24.3
19.7
16.8
Table 8 - Run Time (Seconds) of 10 Taxa versus Number of Cores, w/o Communication

Figure 31 - Run Time of 10 Taxa versus number of cores, without Communication.
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Figure 32 - Speedup of 10 Taxa versus number of cores, without Communication.

Figure 33 - Efficiency of 10 Taxa versus number of cores, without Communication.
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8.4 Sizeup
The sizeup response of the code to larger datasets was tested. The runtime of the code was
tested as a function of the number of taxa in the search. By increasing the number of taxa, the code
would need to search a larger search space. Each program was run on one core, without inter-processor
communication, and with files containing 8, 9, 10, or 11 taxa. Both sets of runtimes increased
exponentially for each increase in the number of taxa.
By dividing the runtimes of Java by those corresponding in PAUP, it is shown that the Java code
required an increase in runtime of a factor of 10 for the smallest file of 8 taxa and a factor of 40 for the
largest file of 11 taxa. By dividing the runtimes by the runtime of using 1 less taxa, it is shown that the
branch and bound algorithm causes an increase in runtime less than the expected increase in runtime.
th

th

That is, instead of the runtimes increasing by 13, 15, and 17 as would be expected for the 9 , 10 , and
th

11 taxa, the increases actually decrease from the mid teens to nearly single digits.

9
10
11
Taxa
8
Java
0.2
4
70.3
841.7
PAUP
0.02
0.28
3.55
21.56
Table 9 - Run Time (Seconds) versus Number of Taxa, 1 Core

Figure 34 - Run Time (Seconds) versus Number of Taxa, 1 Core.
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Figure 35 - Run Time (Seconds) versus Number of Taxa, 1 Core.

Figure 36 – Increase in Run Time (Seconds) over 1 Less Taxa, 1 Core.
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8.5 Realtime Update
The three pieces of software tested for inter-thread communication were PAUP, the software in
Java without inter-thread communication, and the software in Java with inter-thread communication.
There was near linear speedup on the multi-core CPUs, with the communicating implementation
outperforming the non-communicating by about 20% at all data points. None of the implementations
outperformed PAUP. This test was run on the Java implementation of the scorer. The implementation in
C did not have the capability to communicate between threads. PAUP did not have the capability of
running in parallel. The results were not impressive.
The same data is presented in 3 different ways, as runtime in seconds, as speedup, and as
efficiency of speedup, all as a function of the number of cores.

Cores
1
2
3
4
5
6
PAUP
3.41
Java with
69.7
35.5
24.3
20.6
16.2
13.8
Java w/o
83.1
42.9
29.6
24.4
19.6
17.0
Table 10 - Run Time (Seconds) of 10 Taxa versus number of Cores, with Communication

Figure 37 - Run Time of 10 Taxa versus number of cores, with Communication.
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Figure 38 - Speedup of 10 Taxa versus number of cores, with Communication.

Figure 39 - Efficiency of 10 Taxa versus number of cores, with Communication.
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8.6 Grain Size and Load Balancing
A test was run that compared the runtimes versus the number of partitions for different values of
the number of the cores. As long as there were more partitions than there were cores, the cores were
saturated at 100% load. There was a particularly noticeable difference at the values of 1 partition with 2,
3, or 6 cores. The performance drops to the runtime of only using 1 core. The data for 3 cores does not
reach its stride until there are at least 3 partitions, and the 6 core does not until there are 15 partitions.
At the end of a run, as soon as there were not enough threads to go around, unused cores
dropped back to idle, and an imbalance was noticed. The imbalance at the end was less pronounced
when more initial threads were started. If 6 cores were used and there were 15 partitions, usually all 6
cores completed 2 threads at about the same time, 3 worked on the last 3, and 3 went idle. That is 3
cores got 2 partitions, and 3 cores got 3 partitions. If the partitions had similar run times, 3 of the cores
were idle 33% of the time. With 105 threads, there was still an uneven load at the very end, but it was
shorter in duration due to the smaller size of each partition. Again given similar run times, 3 cores had 18
partitions, 3 cores had 17 partitions. There is still an imbalance, just a smaller one.
At the other end of the data, when a large number of partitions were used, especially the 135,135
partition runs, the performance of all the numbers of cores was affected negatively. When there were a
large number of threads run and the test data was not large enough, there was a point where several
threads were started and stopped each second. For instance, during tests when about 10,000 threads
ran and the search time was under a minute, several threads per second came and went. At those
points, the sheer number of threads seemed to slow down the computation. Possibly the JRE does not
handle starting and stopping massive numbers of partitions.
Included is a graph of the runtime a 10 taxa run for multiple values of partitions and for several
values of cores in use. Also included is a graph of the same data reorganized as a graph of efficiency.
Notice the sweet spot of efficiency between 105 and 945 partitions that seems to maximize efficiency for
all core usage values.
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Partitions
1
3
15
105
945
10395
135135
1 Core
69.2
69.6
69.3
69.4
69.6
73
115.3
2 Cores
68.9
45.8
37.2
35
34.9
37.6
61.2
3 Cores
69
23.1
22.9
23.1
23.1
24.9
41.8
6 Cores
69
23
15.3
13.8
13.6
14.7
31
Table 11 - Run Time (Seconds) of 10 Taxa versus Number of Partitions, various Numbers of Cores

Figure 40 - Run Time (Seconds) of 10 Taxa versus Number of Partitions, various Numbers of Cores

Figure 41 - Efficiency of 10 Taxa versus Number of Partitions, various Numbers of Cores
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8.7 Compiled Java
The code was usually run in the Java Runtime Environment. The Java code was compiled with 2
different compilers to check for any performance difference. One produced a noticeable increase (Jet),
the other a noticeable decrease in performance (JNC). Both compiled without errors, however, neither
implemented a call to the alternative C code properly, nor provided any debugging information concerning
the reason for the failure.
The same data is presented in 3 different ways, as runtime in seconds, as speedup, and as
efficiency of speedup, all as a function of the number of cores.

2
3
4
5
6
Cores
1
PAUP
3.41
Jet
31.3
15.9
10.6
9.4
7.4
6.3
Java
69.4
35.0
23.1
20.6
16.2
13.8
JNC
96.1
50.1
33.9
30.3
24.2
21.1
Table 12 - Run Time (Seconds) of 10 Taxa versus number of Cores, various compilers.

Figure 42 - Run Time of 10 Taxa versus Number of Cores, various compilers.
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Figure 43 - Speedup of 10 Taxa versus Number of Cores, various compilers.

Figure 44 - Efficiency of 10 Taxa versus Number of Cores, various compilers.
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8.8 Prescore UPGMA
There were no noticeable improvements in speedup when the initial score was computed by
UPGMA versus guessed by user. The completion times were the same down to the tenths of a second.
During initial testing of the accuracy of the code, the initial score did create a performance gain;
however, the data used during initial testing was a file of random bases. That difference may provide
evidence that the nature of the data set affects the performance of the code.

Score
Runtime

1464
1465
1470
1475
1480
1500
1463
69.7
70.0
70.0
69.9
69.9
70.0
70.0
Table 13 - Run Time (Seconds) of 10 Taxa versus number of Cores, various compilers.

Figure 45 – Runtime versus Initial Score.
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2000
70.0

8.9 Graphs Using Other Data
The graphs thus far are based on the Dr. Larry Buckley “Iguanas_Cytb” file with 167 taxa and
sequence of 1140 base pairs. While that is relevant to the real world, as it is real data, there is something
to be learned by generating fake data with certain properties to provide performance comparisons.
Repeated here for convenience is a sample of data from Dr. Buckley with the uninformative sites
removed and the sequence severely shortened. The data seems random.
Anolis ATGCT
Basili ACTAC
Chalar GAGAC
Gambel GAAAT
Leioce ACACT
Figure 46– Example real data with uninformative sites removed.

Creating a similar amount of manufactured data, using a field of A’s with a diagonal of T’s
produces the following, which seems much less random.
Sample1 AAAAA
Sample2 AAAAT
Sample3 AAATT
Sample4 AATTT
Sample5 ATTTT
Figure 47 - Example fake data with uninformative sites removed.

To test the performance of the code as a function of the type of data used, the real data was
shortened to 60 bases which produced about 10 informative sites. The fake data was extended to the
th

th

same number of taxa as the real data for each of the taxa from 10 to 16. In the real data the 13 thru 15
th

taxa are nearly identical to the 12 taxa which may have caused the flat response at those taxa for the
real data. The fake data outperforms the real data at all points.

Taxa
Real
Fake

10
11
12
13
14
15
0.3
0.9
11.5
11.6
11.6
12.1
0.0
0.0
0.0
0.1
0.5
1.5
Table 14 - Run Time (Seconds) versus Number of Taxa, 1 Core
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16
52.0
4.4

Figure 48 - Runtime versus Initial Score.
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8.10 Several Failures
As mentioned in the difficulties, CUDA was an abject failure, due to a late discovered hardware
limitation. The cluster implementation was not even attempted considering the state of the available
clusters and the learning curve in programming for them.
Reordering the input taxa to more rapidly trip the Branch and Bound condition was attempted with
little improvement. It is possible that the lack of improvement had more to do with the nature of the data
than the soundness of the theory. Taxa that are very similar to each other seem to score many trees at
very close scores, the Branch and Bound does not throw out a tree until the complete trees are scored. If
a the algorithm runs thru data for 10 taxa, and at every 9 taxa partial tree it scores less than the best tree
score, the code would default to scoring every tree. The Branch and Bound never had reason to exclude
any tree.
There seemed to be an inherent flaw in the way that the trees were scored. Every tree that was
scored was scored completely from scratch. So, if a tree scoring required scoring taxa 1 and 2 together
for each and every tree in a partition, and the partition had 2 million trees in it, taxa 1 and 2 were
rescored against each other 2 million times. A method of keeping track of and removing such
redundancy was not readily apparent.
Given that the performance of the software was within a factor of 10 of PAUP, and within a factor
of 2 when running of 6 cores, the solving of any of these problems may have been able to push the
performance over the top and outperform PAUP.
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Chapter 9 – Discussion
The experimental platform was limited to a single multi-core machine to avoid the effect of
comparing chipsets instead of code performance. The code performed well compared to PAUP in the
metric of accuracy, the code did not outperform PAUP in the metric of speed. The code sped up well
from 1 to 6 cores, and with the inclusion of inter-processor communication. The code performed the
same between C and JRE, slower in JBC, and faster in Jet. The code sized up well, though not as well
as PAUP. The code also load-balanced well when the grain size was on the order of between 15 and
10395 partitions, less starved a few cores, and more overwhelmed the JRE.

9.1 Experimental Conditions
The code could have been run on many different platforms for comparison. However, such a set
of runs would have shown the effect of irrelevant issues such as the speed of the bus on the respective
motherboards, the cache behavior of the RAM subsystems, and the relative integer math capabilities of
AMD versus Intel. The choice of and version of operating systems should not have had an effect on the
speedup of the code as very few system calls were made to the operating system. The hard drive
capabilities should have also been irrelevant as once the file was loaded, data should have been cached
in RAM.
The number of cores and the speed of the CPU would only affect the overall speed of the code
not the speedup. A faster clock speed would have proportionally sped up the serial and parallel versions
creating the same speedup, and running the code on an 8 core machine would have caused the same
speedup when only 6 of the cores were called upon. The only gain that using an 8 core machine would
have provided was the possibility of data points for 7 and 8 cores. The algorithm was not limited by the
amount of RAM, the entire process during a run would only use about 20 Megabytes to run all of the JRE;
the amount used by the code would have been less than that and 2 orders of magnitude less than the
amount of RAM installed.

88

9.2 Verify Versus PAUP
The results were usually the exact same tree, except for a need of PAUP to produce polytomies
with some data sets as compared to the explicit exhaustive binary tree list produced by the thesis code.

9.3 Speedup CPU/GPU/Cluster
The speedup of the code on the 6 cores was as expected with a modest 3.8 second lingering
serial portion in any run, and the rest of the run speeding up linearly. The lack of performance compared
with PAUP was not expected. The complete lack of performance of the GPU was also not expected. In
hindsight, the hardware was not built to perform calculations with these memory requirements, modest as
they were. Also in hindsight I expected more documentation with respect to performance in the coding of
a MP search. The references to original source material were from the 1970’s. More recent attempts
were simply RIT students working from the same source material as part of their theses.
The nearly identical performance of the C code with the Java code was an interesting
development. I wrote the code in the expectation that a compiled language such as C would run many
times faster than a “just-in-time” compiled language such a Java. They performed the same almost down
to the tenth of a second. Thus the nature of the computer language used does not seem to have an
effect on the performance of the code. Also the nature of the compiler may have an effect on the
performance of the code. As the performance was the same to within less than ½%, I suspect that there
is more than a coincidence. The compiler used by Java and Microsoft Visual Studio either use the same
algorithm or are in some way the same code.

9.4 Sizeup
The Sizeup of the code was also as expected. If the code had implemented an exhaustive
search, the increase in runtime would have likely matched the previous tables of multipliers such that
th

adding the 11 taxa would have caused the runtime to increase by exactly 17 over the 10 taxa case. The
Branch and Bound algorithm would have likely lowered the multiplier. In the tests, the multiplier seemed
th

th

held around 12 for the 11 taxa over the 10 taxa. More interesting, the multiplier actually decreased as
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the number of taxa increased. Presumably that is an artifact of the Branch and Bound search; more taxa
provide more opportunities for the Branch and Bound search to skip trees.
The other result is that the thesis code required 10 times the runtime as PAUP for the 8 taxa
case, and close to 40 for the 11 taxa case. If the multiplier had held at a constant 10, the issue could
have been an inefficient compiler of code that required 10 times the number of operations to score a tree.
However, the code became even slower as the taxa increased, thus the problem is likely an algorithm
problem. The thesis code is fundamentally scoring differently, and is perhaps literally scoring every tree
completely where the PAUP code is scoring partial trees and using the partial trees to jumpstart the
scoring of the complete trees.
So, by example, the thesis code is scoring a 10 taxa tree from nothing and is calculating 9
internal nodes times the length of the sequence. The PAUP code may be using a previously fully scored
9 taxa tree and rescoring only the 4 or so internal nodes that are affected by the additional taxa times the
sequence length. The number of internal nodes calculated by the thesis code is always the number of
taxa minus 1. The PAUP code may only calculate a number of affected internal nodes that is a logarithm
of the number of taxa, and thus almost always less than the number of taxa minus 1.

9.5 Realtime Update
After a fairly complicated development cycle to include the possibility of inter-processor
communication, the increase in performance was modest. Some of the effect could be caused by the
nature of the data. If the data was remarkably flat, where flat implies that every possible completed tree
scored within a few percent of each other, the Branch and Bound algorithm would not have ever kicked-in
in any of the threads because the best score would not have been low enough, and the threads would
have done a nearly exhaustive search of each partition. If the data were far less flat, where every
possible completed tree or partition varied wildly in score, the B&B algorithm would have kicked-in in all
threads due to the new low score in one thread, and the overall run time would have been strongly
affected.
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9.6 Grain Size and Load Balancing
As long as there were more threads than there were cores, the cores were saturated at 100%.
There was a relatively flat region in the graph starting at 15 partitions to 10395 partitions where increasing
the number of partitions did not seem to affect the run time. The increase in run time at the lower
numbers of 1 and 3 seemed mainly due to the lack of available partitions for the full complement of cores.
At the other end of the graph, when the number of partitions hit 135135, the run time increased by about
50%. That may have been due to the JRE having to create and destroy on the order of 1000 threads per
second. If the same 135135 partitions were started for a job that lasted thousands of seconds instead of
hundreds, the run time may have remained flat.

9.7 Compiled Java
The code was usually run in the Java JRE. The Jet compiler created code that ran 50% faster,
the JNC compiler created code that ran 50% slower. The speed discrepancy remained across the
number of cores used. So either the JDK does not compile code efficiently, or the JRE does not run the
code efficiently. Either way, they combine to produce code that closely matches Microsoft C compiled
code, which is quite a coincidence. This also makes for an odd conundrum. If the Microsoft C compiler
th

creates code that runs at the same speed as the JRE down to the 10 of a second, and the Jet compiler
makes code that runs 50% faster than the JRE, then the Jet compiler can make Java code run 50% faster
that the Microsoft compiler can make C code run. Given that, the obvious conclusion is that the obscure
JET compiler produces code that runs twice as fast as the industry standard Microsoft Visual Studio C
compiler, making JET a far better compiler, which seems farfetched, yet blatantly obvious.
The JNC compiler had the advantage of not costing any money; it had the massive drawback of
not working on Windows 7, working only on Windows XP, and slowly at that. The Jet compiler has the
massive advantage of working faster than the others and working on both versions of Windows; it has the
massive drawback of only working for evaluation for a few months and costing 1000’s of dollars
afterword. Neither implemented a call to the alternative C code properly, nor provided any debugging
information concerning the reason for the failure.
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9.8 Prescore UPGMA
Given the Buckley iguana data, the prescoring with UPGMA did not help. However in contrast,
random data points during the initial testing phase an improvement in performance. That leads one to
believe that there is a property, perhaps ill defined as of yet, that real iguana data has that random data
points do not have. I suspect that it is what I have referred to previously as the flatness of the data. If all
of the completed trees score within a few percent of each other and of the final best tree, the B&B
algorithm and the initial score have little effect on the runtime; the algorithm degrades into an exhaustive
search.

9.9 Graphs Using Other Data
The graphs thus far are based on the Dr. Larry Buckley “Iguanas_Cytb” file with 167 taxa of
closely related iguanas. When the code was run on data that was fake and somewhat blatantly organized
in a particular order, the code ran much faster. The fake data had a strong divergence in the scores
between trees. Sequence 1 and 2 would have 1 difference between them, 1 and 16 would have 15
differences between them. Most of the real data sequences were nearly identical. A poorly scoring tree
from the fake data may have several bad pairings in it where there is a score of 10 instead of 1, and have
a final score an order of magnitude to big. The real data usually ran with the score moving by only a few
percent over the course of the entire run. The fake data would have an opportunity to use the Branch and
Bound algorithm, the real data less so.
The difference in the “flatness” of the data could be found by some property of the distance matrix
between the sequences, the same type of distance matrix used in UPGMA. If the matrix has an even
distribution of values, then some trees are much worse than others and the B&B code could kick in. If the
distance matrix is a field of 1’s, the search may degrade into an exhaustive search and performance may
suffer.
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Chapter 10 - Conclusions
It is possible to create a piece of code that performs the Maximum Parsimony Phylogeny search
accurately. It is even possible to program it in parallel, and in Java. However, it is also possible that it will
not outperform the standard software, PAUP. While several methods were tried to increase performance,
such as initial score generation, inter-process communication, and variations in grain size, they did not
provide much in the way of performance gains. The reasons for the lack of performance could be a lack
of technique in modeling the data in computer memory or in the algorithm to process it. Calculations
could be done redundantly in the scoring, or the lack of doing a calculation to preprocess the data could
cause unnecessary calculations later. It is also possible that the code does not port to other hardware
due to hardware limitations.

10.1 Recap
Creating a parallel version of a Maximum Parsimony Phylogeny search is possible. However,
there are performance issues. It does clearly outperform the serial version of itself, it does not outperform
PAUP. PAUP is closed source and it is not readily apparent what technique was used internally to cause
it to outperform the serial version of this thesis code. If the technique could be found to cause the serial
version of this code to be on par with PAUP, the parallel version would clearly outperform PAUP.

10.2 Learned
It is tough to work out the inner processes of an undocumented piece of software or hardware.
Since PAUP is a commercial piece of software, the owner would not like the secret of the performance to
get out. The CUDA was a different matter entirely. The capabilities were so poorly, or confusingly,
documented that it was several months work before finding out that the hardware was physically
incapable of the function required. The software bugs and crashing problems were secondary, and
masked the primary problem. The cluster problem was one of availability and required learning more
languages as the Condor cluster uses a different method of running code as the cluster built to replace it.
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10.3. Future Work
If I had enough time, money, resources, and design specs, I believe that is would be easy to
outperform PAUP. The time allotted for Graduate research is running short, I am doing the research
without a grant, the resources are limited to the computer on my desk, and the design specs are not
readily available. The following are just a few avenues that could be researched if the above limitations
were in abundance.

10.3.1 Preprocess file
Simply because the reordering of the input taxa did not improve performance with the data used,
does not mean that the idea is without merit. It is possible that the data used in this thesis has a property
that cancels out any performance gain. Perhaps the sequences are too closely related.

10.3.2 Score Faster
While several variations of the brute force method of scoring were tried to find the fastest one, the
brute force method includes an inherent redundancy. Usually, the same 2 taxa are scored against each
other many times in many trees, redundantly, in similar trees. If there were a way to score and save
partial trees in a way that was tractable, the algorithm would just look up the previous scoring instead of
redoing it millions of times.

10.3.3 Compilers and Runtime Environment
The Java Runtime environment is functional and can be installed on most computers. It can be
outdone by the Jet compiler. The Jet compiler is not free. The JRE is not outdone by the Java Native
Compiler and the JNC does not run on Windows 7. Neither compiler seems to allow the calling of nonJava code which is required for the alternate scoring function in the thesis code.

94

Chapter 11 - Appendix
The Graphical Users Interface provides several parameters to control the search. The code is
composed of about a dozen java files. The code should be available in the included CD. The code can
be run using the JRE or available Java compilers. The code is intended for academic research. The
code is limited by runtime instead of available RAM.

11.1 Program Users Guide
The Graphical Users Interface, the GUI, has a top part for entering parameters, a middle part for
checking progress, and a bottom part for displaying results. If the user is interested enough to try to use
the command line to run any of the files using command line parameters, then they are presumably
interested enough to read the source code to figure out what the command line parameters are.
The GUI parameters are as follows:
Input Filename – The filename of the file used to supply the sequence data. The code expects
the file to exist and to be in NEXUS format. It behaves poorly if those conditions are not met.
Output Filename – The filename of the file used to store the output, in the form of Newick Trees.
The code does not ask permission to overwrite a file, it does so unconditionally.
Executable Filename – The name of the executable file, which will be started by the Java code,
and will read a file of the proper format containing sequence data, and will output in the proper format.
The format is supplied with the source code
st

1 Guess – The integer input by the user, that the code will use as a first guess at the best tree
st

score. If the number of too low, the code will find zero trees. If the UPGMA button is on, the 1 Guess
area is grayed out as the UPGMA will supply the initial best score.
# CPU Threads – This is the number of CPU threads that the code will keep in play at any one
time. It is suggested that the number chosen is less than the number of cores available by 1. If the
number is equal to or greater than the number of cores, the entire computer will run at 100% and the
Operating System will likely freeze until code completes the run.
# EXE Threads – Same as above, except that the code run is the executable code corresponding
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to the Executable Filename listed above. The CPU code and the EXE code can run concurrently. For
the same performance reasons listed above, the total number of threads should be less than the total
number of cores.
# Slices - This controls the granularity of the parallelization. The search space is divided into this
number of slices. This number should exceed the total number of threads started.
UPGMA:ON/OFF - This controls the initial guess of the best score. By default, the code uses a
st

UPGMA algorithm to find the best initial guess. If it is turned off, the value in the 1 Guess area will be
used.
Update:ON/OFF – This controls the inter-processor communication of the Java code only, not
the behavior of the code run in the Executable Filename. With Update on, the code usually runs faster.
Start – Starts the code. There is presently 2 ways to stop, wait for the code to complete or exit
the program.
The progress bars and the results area should be self explanatory.
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11.2 Program Programmers Guide
The code comes in several parts:
Newicker.java – Converts the tree identifiers used internally in the code to the standard Newick
Tree format used by scientists.
NewickGenerator.java – Code used to test the code in the Newicker code above by supplying
every possible tree identifier and calculate the corresponding Newick Tree.
SeqReader.java – Takes a filename and produces a ThreadPacket object to contain the data
relevant to the sequence data
SliceCalcCEXE.java – Uses the data in a ThreadPacket to calculate the best tree(s) in a
particular partition using the scorer provided in the Java code.
SliceCalcCPU.java - Uses the data in a ThreadPacket to calculate the best tree(s) in a particular
partition using the scorer provided in the code in the file Executable Filename.
ThreadController.java – The TreeDarling GUI calls this to perform the search. The search can
also be performed with a command line call to this code.
ThreadPacket.java – A container class for keeping all of the data and state information
concerning a sequence data set.
ThreadRunner.java – Used by the ThreadController to control each partition using the data in
the ThreadPacket and using either the SliceCalcCEXE or the SiceCalcCPU code to search.
TreeDarling.java – The main program and GUI is here. The code can also be run from the
command line using the ThreadController.
UPGMAScorer.java – The code takes sequence data and performs a UPGMA scoring on it. It
keeps the score of the tree generated, but does not keep the actual tree.
Util.java – The type of code used identically in several files was moved here. Functions such as
printing an array, accessing a file, or loading a tree identifier are located here.
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11.3 Program Install/Use/Limits
Presently, the code is supplied as several java files and the corresponding class files. Having the
latest Java Runtime environment, the JRE, on the computer and by typing the phrase “Java TreeDarling”
at the command prompt should start the program. There may be issues with whether the JRE, the
supplied code, and the data used are in the path used by the operating system to find files.
Also supplied is the compiled version “TreeDarling.exe”, compiled using the JNC Compiler. The
compiled code is of limited use since the Java Native Compiler, the JNC compiler, actually produces code
that runs slower than that run in the Java Runtime Environment. The JNC code has the additional
drawback of not allowing the running of the C language scorer. As the code is supplied, and the JNC
compiler is possibly still available on the internet, the user may work that issue themselves.
The Excelsior Jet compiler is not supplied as the code produced and the compiler have a 90 day
evaluation period that causes their destruction at the end of it. If the user wants to work out that problem
with the Excelsior Jet Company themselves, they may need to bring about $500 dollars to actually buy
the full compiler.
Limits of the code extend from the way that the code deals with the data. A normal dataset with
10 taxa and 1000 base pairs may run in a few minutes. Computer memory usage is proportional to the
taxa multiplied by the length. The above set may use on the order of 10,000 bytes of memory, and most
computers have several billion bytes available. The runtime should be proportional to the length of the
data; 2000 bases versus 1000 bases should only take twice as long to run. The runtime is combinatorially
proportional to the number of taxa; 20 taxa versus 10 taxa may take months to run.
Usage of the code is intended for use in academic research. It is also under the protection of a
copyright. This code took a year to produce, at my expense, for the purpose of finishing a Master’s
Thesis. If you would like to use it or alter it for a purpose other than academic, contact me for a license.

© 2011 Andrew Darling
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