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The purpose of this paper is to provide a constructive proof for the 
existence of the classical canonical form of linear operators on finite 
dimensional linear spaces. One of the main advantages of the approach 
to be described is that it is also useful in the practical construction of 
canonical forms. A similar technique has been described in a previous 
publication [l]. There, however, the results were restricted to operators 
defined on linear spaces over the field of complex numbers, and the 
algebraic closedness of this field played a strong role. 
Consider a linear operator T that is represented by an n x n matrix 
over some commutative field F. We can compute the inverse of AI - T 
and, using the general construction of inverses by adjoint matrices, we find 
o(L) is the characteristic polynomial of T, namely, detll1 - T/, and each 
pij(2) is a polynomial of degree at most n - 1. It is possible to factor 
A(2) as follows: 
A@) = fi [Pl@)P. 
I=1 
Each $,(A) is an irreducible manic polynomial over the field F of degree 
d,. It is now possible to decompose each rational term in (1) into partial 
fractions : 
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(3) 
where each qi,i,r,r(l) is a polynomial of degree less than a,. A full discussion 
of the partial fraction technique for such rational functions may be 
found in the text by van der Waerden [2]. 
It follows that we can represent (1) in the form 
dl-1 
where each Bl,,,t is an n x n matrix over F. From (4) we obtain 
d,-1 li-1 
Representing $,(A) as 
Ii-1 
Pm = Id’ - 2 41$> 
I=0 




2 Bt,,..tjZt+l = &,,J~-IP,@) + 2 LB,,,,,-, + ULt~--ll~t~ 
t=o t=0 
(7) 
where the obvious convention Bl,,,_l = 0 is employed. Now (5) can 
be rewritten in the form 
2 [Bt,,,t-1 + qdt,r,+ - TBo.tW 
[PO) I’ 
(8) 
In (8) we see that the degree of each numerator is less than d,. Since (8) 
is an identity and such a partial fraction decomposition is unique, we 
conclude that 
2 [B,+t-1 + qd4,kl,dl--l - T&,,l,tl~t = 0, 
t=0 
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t; [BL-L-1 + uL4.dl_1 - TB,,,_l,,W = - Bl,r.dt_l, 
r = 2,3,. . . , k,, (9) 
I=1 
Z,l,dl-1 = I. (10) 
From (9) we can conclude in fact that every coefficient of every At must 
vanish. In this fashion we are led to a system of recursion formulas 
involving the matrices Bz,7,t for each value of 1. It follows that the cor- 
responding column vectors of each Bl,,,t satisfy the same recursion 
formulas. 
We now focus our attention on a particular value of 1 and denote a 
system of column vectors by Cl,r,t. To keep the notation simple, for the 
nonce, we suppress the subscript 1. The first of the equations in (9) now 
leads to 
C,,,-i + qtCksd-l - TC,,t = 0, t=0,1,..., d-l. (11) 
The second equations in (9) leads to 
Cv.t--l + &r.d-1 - T&n, = - Cr+l,d-l&.O, t=0,1,..., d-l, 
r = 1,2,. . . ) k - 1, (12) 
where 6t,o = 0 for t # 0, and 6o,o = 1. 
We now claim that the set of all such vectors for all permissible choices 
of 1, r, t form a basis. For, if they do not form a basis, all columns of all 
B 1,r.t are linearly dependent on a set of fewer than n independent vectors. 
In that event there exists a nonvanishing vector C such that B,,,,,C = 0 
for all I, r, t. Now, using (lo), we see that 
0 = E &J+lC = c, 
l=l 
which is a contradiction. 
Finally we compute the representation of T relative to the columns 
satisfying (11) for all choices of 1. This representation is the so-called 
classical canonical form. 
We now represent each C,,t by the canonical unit vector Sck_-rJd+t+l. 
The vector aj has vanishing components, except for the jth, which is 
unity. Relative to these, (11) and (12) reduce to 
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T& = qi-16, + di-1, i = I, 2,. . . ) a, (13) 
Tdjd+l = qodcj+l)d + 6~) 
Tdid+i = Qi-ld(j+l)d + djd+i-l> j-l,2 ,. . .,k - 1, i = 2, 3,. . . , d. 
(14) 








0 I 0 (16) 
and T, is the companion matrix associated with the irreducible polynomial 
p(n), namely, 
(17) 
and all other terms in (15) vanish. 
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So far, I has been held fixed, but obviously similar considerations 
apply to all systems of recursion formulas that result from (9). It follows 
that the canonical form of T is given by 
T= (18) 
where each Si is of the form (15) and all other terms in (18) vanish. 
To illustrate this technique, consider 
! 
1 2 0 0 
0 0 1 2 
T= 
’ 0 0 1 
1 0 0 1 2 0 (19) 
where F is the set of integers mod 3. The characteristic polynomial in 
factored form is 
d(1) = A(13 + AZ + A -t 2), 
and a calculation shows that 
@I - ! 0  2 0 0 1T)-1 = 0  1 
Iz 
,L 0 1 0 1 0 2 o- 0 1 _ a2 + 
t- 
= fJl -a+ B,A2 + B,A + B, R+P+;I+2- 
2 
w 
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where the Bi are obviously defined in (20). It follows by multiplication 
that 
TBII I=B,+B,-- 
+ (B, - B, - TB,)12 + (B, - B, - TB,)I + (B, - TB,) 
13+x+4+2 
so that 
TB, = 0, 
TB, = B,, 
TB, = B3 - B,, 
TB, = B, - B,. 
From B,, B,, Bz, B, we now select -- 
0 1- o- 0 
0 1 2 0 L![1[1[1 1 1 2 0 1 1 1 1 
as a basis. Denoting them, respectively, by S1, &, d3, a,, we see that 
Tdl = 0, 
Ta2 = 6,, 
TcY3 = d2 + 24, 
T6, = a3 + 24, 
and 
(21) 
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&, &, 6, are the fourth columns of B,, B,, B,, respectively. In fact, 
the set of first, second, or third columns could have been used just as well. 
(21) is obviously of the form (18) with 
s, = (0)) 
0 1 0 
s,= 0 0 1 . 
/ I 1 2 2 
Two special cases of some interest are the following. If F is the field 
of complex numbers, all irreducible divisors of O(A) are linear. In that 
case (15) is of the form 
i 40 - 40 1 1 ..,,-.,. 1 40_ 
(22) 
where all Td and N, are one-dimensional blocks. 
If F is the field of real numbers, all irreducible divisors of d(A) are 
either linear or quadratic. Then (15) reduces to (22) if d = 1; or, if 
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