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Abstract—Internet of things wireless networking with long-
range, low power and low throughput is raising as a new
paradigm enabling to connect trillions of devices efficiently. In
such networks with low power and bandwidth devices, localiza-
tion becomes more challenging. In this work we take a closer look
at the underlying aspects of received signal strength indicator
(RSSI) based localization in UNB long-range IoT networks such
as Sigfox. Firstly, the RSSI has been used for fingerprinting
localization where RSSI measurements of GPS anchor nodes
have been used as landmarks to classify other nodes into one
of the GPS nodes classes. Through measurements we show that
a location classification accuracy of 100% is achieved when the
classes of nodes are isolated. When classes are approaching
each other, our measurements show that we can still achieve
an accuracy of 85%. Furthermore, when the density of the GPS
nodes is increasing, we can rely on peer-to-peer triangulation and
thus improve the possibility of localizing nodes with an error
less than 20m from 20% to more than 60% of the nodes in our
measurement scenario. 90% of the nodes is localized with an
error of less than 50m in our experiment with non-optimized
anchor node locations.
Index Terms—IoT, UNB, Localization, RSSI, Fingerprinting,
SVM, Regression
I. INTRODUCTION
Wireless technologies penetrate all layers of our daily lives.
Concepts such as ”Internet of Things (IoT)” and ”Location-
Based Services” are rising as new communication paradigms.
The IoT is meant to enable objects of our daily life to
become an integral part of the internet by equipping them
with computation and communication services [1]. In such
networks location information can be exploited in different
layers, from communication aided purposes to the application
level where location information is needed to meaningfully
interpret any physical measurements collected by sensor nodes
[1], [2].
In order to enable connectivity for hundreds of nodes, the
currently deployed IoT networks are using long-range, low
power and low throughput communications such as Sigfox
and LoRa[3], [4]. These characteristics make the localization
problematic. On one hand, it is too expensive to integrate a
GPS receiver in each node and, on the other hand, ranging-
based localization techniques lack of accuracy because of
low bandwidth and long distances [5]. While Sigfox enables
reception by multiple base stations, these are typically far
away, in a region where the RSSI (Received Signal Strength
Indicator) resolution or sensitivity of the pathloss might not be
sufficient. A localization method for IoT is introduced in [6]
which can satisfy diverse requirements for indoor and outdoor
scenarios. However, long-range IoT networks have not been
considered.
An alternative promising method is fingerprinting-based
localization [7]-[10]. Fingerprinting localization usually works
in two phases: an offline (training) phase and an online
(localization) phase. During the training phase, RSSI mea-
surements (i.e., signatures or fingerprints) are collected at
known locations and stored in a database. During the online
phase, a node can be localized by comparing its real-time
RSSI measurements with the entries in the database [9].
The comparison process is usually performed using machine
learning algorithms. A comparison between such algorithms
is presented in [10]. It has been shown that support vector
machines (SVM) and decision tree J48 (DTree) are among
the most accurate algorithms for this range of problems [8],
[10]. SVM have shown good classification properties also in
cases where the training dataset and the number of features are
relatively small [8], [11]. This type of classification problems
is encountered in low throughput networks considered in this
work. An other way to exploit the RSSI measurement is by
using it for distance estimation [9],[12],[13]. Yet, distance es-
timation using RSSI yields low accuracy in long distances [9],
[13]. However, none of the mentioned works has considered
the localization problem in long-range communications and
this was an open problem, to the authors’ best knowledge.
The contributions of this paper are twofold; firstly a mea-
surement based localization approach that leverages the ex-
istence of some GPS nodes (i.e., anchor nodes) by using
their fingerprinting in a real Sigfox deployment is proposed
and discussed. This technique suits scenarios where classes
(anchored by GPS nodes) are separated, such as for instance
airports or other large sites. For many practical applications,
it is sufficient to know in which airport your suitcase is,
as an example, and it can be assumed that classes are not
overlapping or not even nearby. Secondly, enhancement of the
localization accuracy by relying on peer-to-peer short range
communication is introduced as Sigfox nodes, which rely on
TD modems, have by default a short-range communication
technology on board. This enables localization within a class,
when there are multiple GPS-enables peer-to-peer nodes in the
class area.
The rest of the paper is organized as follows. In Section
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II, we provide the system model including the standards used
in the experiments. Then, a clarification of the localization
problem in Ultra Narrow Band (UNB) IoT networks is pre-
sented in section III. In section IV we introduce our local-
ization approach, that includes distance estimation for short
distances and fingerprinting for long distances. We present our
experiments results for a real Sigofx and TD-LAN deployment
in Section V. Finally, we conclude our work in Section VI.
II. SYSTEM MODEL
In this section we first introduce Sigfox as an UNB technol-
ogy for low power wide area networks (LPWAN); secondly
we introduce a TD network protocol to be used for local area
networking (TD LAN). Nodes that have TD NEXT modems,
which support communication over both Sigfox and TD LAN,
are considered in this work. We consider a network of three
elements:
1) Base stations (BS): Long-range IoT networks can cover
an entire city with very few base stations [3]. These base
stations can enable connectivity for millions of nodes where
the outdoor coverage of a single base station is up to 40km. All
base stations are connected to a centralized back-end where
the data and measurements can be processed.
2) Nodes: Nodes have TD modems which support commu-
nication over both Sigfox and TD-LAN standards in 868MHz
ISM-Band with a transmit power up to 25mw.
3) GPS enabled nodes: Some nodes are equipped with a
GPS-receiver and therefore, they can send their coordinates
with messages. Moreover, these nodes can receive messages
from other nodes. This feature will be used in order to increase
the localization accuracy based on the fact that in peer-to-peer
cases the communication range is much shorter.
A. Sigfox
Sigfox [3], is a IoT network operator using UNB (100Hz)
channels for transmission. Binary phase shift keying (BPSK) is
used as a bandwidth efficient modulation technique with a bit
rate fixed to 100 bps (payload up to 12 bytes). The bandwidth
of 40kHz is split into 400 orthogonal channels and a node
selects a random one for transmission [14]. Moreover, the ISM
869 MHz band is used for outdoor communication, therefore,
the MAC layer limits the number of messages to 140 messages
a day (due to power-emission regulations in the ISM band).
Sigfox is a cellular based network where the uplink data flow
from nodes to base stations is assumed to be 97% of the overall
traffic. However, in some cases a hybrid network can be used
where nodes forward data to a gateway which, in turn, sends
the data to base stations [15]. One way to implement this
shorter link relay is by using TD-LAN.
B. TD LAN
Alongside the ability of sending Sigfox messages, the con-
sidered nodes are also capable of short range communication.
Therefore, peer-to-peer communication can be enabled to build
a TD LAN network [15]. The TD LAN is an energy-efficient
local area network that enables nodes to transmit data over
narrow bandwidth channels (25 kHz), with a payload up to
17 bytes per second. Time devision duplex (TDD) is used
in order to save power where nodes alternately transmit and
receive data packets over the same radio channel. Moreover,
nodes can transmit 9600 bps while using Gaussian minimum
shift keying (GMSK) modulation. TD LAN uses the same ISM
869 MHz radio band (868.0 to 869.7 MHz) as Sigfox. A star
topology can be formed by fixing a certain node in receive
mode while its neighbors transmit upon request.
III. PROBLEM DEFINITION AND MOTIVATION
Since long-range IoT networks are cellular based, one may
suggest to use multilateration ranging-based techniques for
localization. Since each base station covers a relatively large
area (long-range base station can cover up to 40km [14]), using
multilateration will lead to a relatively large uncertainty zone.
Precisely since multilateration is a ranging based technique,
the accuracy depends on the estimated distances between base
stations and nodes. The distances between base station and
nodes can be computed using RSSI and/or time of arrival
(ToA). The Crame´r-Rao lower bound (CRLB) of an estimated
distance dˆ derived from RSSI is provided by the following
inequality [5] √
V ar(dˆ) > ln 10
10
σsh
np
d (1)
where V ar{·} is the variance, d is the actual distance between
the base station and the node, np is the path loss exponent and
σsh is the standard deviation of the zero mean Gaussian ran-
dom variable representing the log-normal channel shadowing
effect. From Eq. (1) we observe that increasing the distance d,
which is the case in long-range communication, will decease
the estimation accuracy by increasing the variance.
If ToA is used in ranging-based techniques, the best achiev-
able accuracy for a distance estimate dˆ satisfies the following
inequality [5]√
V ar(dˆ) > c
2
√
2pi
√
SNRβ
(2)
where c is the speed of light, SNR is the signal-to-noise
ratio, and β is the effective signal bandwidth. Unlike RSSI
ranging technique, the accuracy of ToA depends on the signal
bandwidth. In contrast, long-range communication is mainly
based on ultra-narrow-band (UNB) transmission [3]. There-
fore, this UNB (100Hz) property leads to extremely low time
resolution (1-2 seconds per message) which in turn degrades
the localization accuracy.
IV. LOCALIZATION IN UNB IOT NETWORKS
In this section we present a long-range localization ap-
proach, which consists of two steps: region partition and local-
ization upgrading. The basic idea of this approach is to split
the wide region between transmitter and receiver into smaller
classes using some GPS nodes where other nodes can be
classified into one of these classes using fingerprinting classifi-
cation. Afterwards, within each class, we upgrade the location
accuracy using a regression process for distance estimation.
The limitations of both time-based and RSSI based localization
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Fig. 1: RSSI as a function of distance (m)
have been mentioned in the previous section. Nevertheless,
RSSI has the important characteristic of presenting distinctly
different behavior when the receiver is placed close to the
transmitter, rather than further away as shown in Fig. 1. From
this measurement-based figure it is visible that for very short
distances the RSSI curve changes rapidly while as the distance
keep increasing (>100m) the slope decreases asymptotically
since the distance’s influence on the RSSI starts decreasing.
RSSI measurements can then be used in two different ways for
localization purposes, distance estimation and fingerprinting.
For short distances, a regression process can give a good
estimation of the separation between the base station and the
node as small variations in distance bring high change in RSSI
values. On the other hand, as shown in Fig. 1, there are some
fluctuation in the RSSI curve as distance increases. It is then
possible to leverage these variations to distinguish between
positions by classifying the nodes’ locations based on other
nodes’ fluctuations in RSSI values. Fingerprinting is thus a
classification framework which allows to separate the nodes
in different classes by using some anchor nodes with known
location (e.g., the GPS nodes).
A. Fingerprinting - Classification
In this work, the objective is to exploit the GPS nodes
as fingerprinting devices, therefore, messages sent from GPS
nodes are used as landmarks (training data).
TABLE I: RSSI collected by GPS nodes at a given location l
RSSI (dBm)
Time index BS(1) BS(2) . . . BS(N)
t = 1 RSSI(1)1 RSSI
(2)
1 . . . RSSI
(N)
1
...
...
...
. . .
...
t = T RSSI(1)T RSSI
(2)
T . . . RSSI
(N)
T
The RSSI sample collected by a given GPS node at base
station n at time index t is given by RSSI(n)t where
n = 1, 2, ..., N and t = 1, 2, ..., T . Table I presents RSSI
measurements in a T×N matrix for a given location l Assume
L GPS nodes at L different locations, the measurements can
be stored in a three dimensional matrix T × N × L. In a
classification problem model this gives us a T × L set of
training examples with N different features. An efficient way
to solve this kind of classification problems is by using SVM
[8].
SVM is a classification algorithm with two main compo-
nents: a kernel function and a set of support vectors [11].
The support vectors are obtained via the training phase given
the training data and are chosen in order to maximize decision
margins. Real-time data is classified using a simple calculation
engaging the kernel function and support vectors only. The
kernel function considered in this work is the Gaussian kernel
due to its empirical effectiveness [8], [12]. Let C denote the
class of a given GPS node and C ′ indicate the class to be
determined for some test examples. The classes C and C ′ are
represented by a set of RSSI measurements. Consequently, the
Gaussian kernel function can be written as:
K(C,C ′) = exp
(
− ‖C − C
′‖2
2σ2
)
(3)
where ‖.‖ is the l2 norm. σ2 is the variance of the kernel
function which characterizes the smoothness of the function.
High σ2 implies that the RSSI values are varying smoothly
allowing more possible values for a given set of RSSI. On
the other hand, low σ2 leads to less smooth variation in the
considered set of RSSI values within a given class.
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Fig. 2: Histogram of RSSI measurements at different distances
from the receiver
Considering the RSSI histogram shown in Fig. 2, a kernel
function with low σ2 (≈ 0.001) is suitable for short distances
where the RSSI is varying sharply (e.g., d = 10m and d =
30m). On the contrary, a kernel function with high σ2 (≈ 2)
is reasonable for longer distances where the RSSI values
are varying smoothly. However, it is worth to mention that
increasing σ2 will lead to a SVM with a simple decision
boundary while decreasing σ2 gives a SVM with a complex
decision boundary.
Intuitively, the RSSI data collected by nodes in an unknown
class C will be classified to one of the known GPS nodes
classes. This means that when an error occurs, the minimum
error is equal or greater than the minimum distance between
all known classes with values given by
e = ‖Cˆ − C‖2 (4)
where the distance D between two classes (i.e., distance
between two GPS nodes) is the minimum possible error
D = min e = min
i,j,i 6=j
‖Ci − Cj‖2 (5)
If the average distance between any node and the GPS node in
a given class is R, then, we need D  R in order to minimize
the classification error.
B. Distance estimation - Regression
A further step to exploit the benefits of having GPS nodes is
to use them for peer-to-peer communication with other non-
GPS nodes. This can be done by building a radio map for
distance estimation [9], [12]. In other words, instead of only
classifying the nodes to one class of the GPS nodes we can
further estimate the location of the node within the class by
estimating the distances between the node and different GPS
nodes. While this process requires at least 3 GPS nodes in each
class, it can increase the localization accuracy considerably. To
reduce the cost and the effort of collecting a full radio map,
the regression process can be used to estimate the distance as a
function of RSSI. What a regression process does is interpolate
discrete data and generate a continuous output function that
can be used to estimate the distance from any given RSSI
value. Given the RSSI samples at L different distances from
every GPS node, one can model the regression problem as
argmin
a
{( L∑
l=1
Ψ(RSSI l)− dl
)2}
(6)
where dl is the distance of the l-th location from the base
station. Assume polynomial regression is used we have
Ψ(RSSI l) = a0 + a1RSSI l + a2RSSI
2
l +
· · · +aNRSSInl (7)
where aj (with j = 0, 1, 2, ..., n) are the coefficients of the
polynomial and l = 1, 2, ..., L. Polynomial regression has
been chosen since polynomials dominate the interpolation
theory−Weierstrass’s theorem and they are easy to evaluate
[13]. In order to overcome the effect of small scale fading
we have collected multiple RSSI measurements from every
location and averaged them over time. Once Ψ(RSSI l) has
been defined, the estimated distance of a new RSSIm value
at unknown distance is given by
dˆ = argmin
dl
{(
Ψ−1(dl)−RSSIm
)2}
(8)
However, the function Ψ(RSSI l) will not fit the data perfectly.
Thus, an estimation error is expected. In case of multiple test
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Fig. 3: Map with nodes’ positions
data of length M . The RMS error for an error vector of length
M is defined as
erms =
√√√√ 1
M
M∑
m=1
‖dˆm − dm‖2 (9)
This is for a distance estimation between a given node and
one GPS node. In order to estimate the position of a node
using distance estimation we need at least 3 GPS nodes. Note
that in case of regression the function Ψ−1(dl) is continuous.
Therefore, the estimated distance dˆ can take any non-negative
value.
V. EXPERIMENTS AND RESULTS
In this section experiments using nodes that support com-
munication over both Sigfox and TD-LAN are presented. The
experiments have been conducted in two different scenarios.
In the first one, we only consider communication over Sigfox
network. The object of this scenario is to use the GPS nodes
to split the wide coverage area into smaller classes. In the
second scenario we enabled the peer-to-peer communication
over TD-LAN network to increase the localization accuracy.
A. Communication over Sigfox
In this scenario we investigated the achieved localization
accuracy using Sigfox network where all nodes directed their
messages to the base stations. In the first test setup six nodes
in different positions have been used where each node has
sent 100 messages. A map of the nodes positioned on top of
two different buildings in Arenberg campus (i.e., two different
classes) is shown in Fig. 3a.
In this setup the average distance R between any node (Nd)
and the GPS node (GPS-Nd) within one class is 10m. The
RSSI measurements at the nearest base station versus device
ID is presented in Fig. 4. Obviously, since D  R (i.e.,
D = 10R), one can see that the RSSI values of the two
groups are separated by 23 dB. With this test setup nodes
can be easily classified into two classes using simple machine
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Fig. 4: The characteristics of RSSI measurements vs node ID
learning algorithms such as DTree. As shown in Fig. 6, only
1-2 training messages from each GPS node are enough to get
a 100% correctly classification of the 100 messages from the
other 3 nodes. However, as R approaches D, the minimum
number of message will increase since more training data will
be needed to learn the class of each node.
Another test setup with 16 nodes with D ≈ 2.5R is shown
in Fig. 3b. Using this setup we can investigate the effects of
node density (i.e., varying R and D) on the classification accu-
racy. To this end, the nodes have been classified into the GPS
nodes’ classes. Each node has sent 100 messages from which
the RSSI values are measured at all base stations that have
received the messages. As mentioned earlier, the messages
received from the GPS nodes will be used as training data in
order to classify the other nodes. In this case the classification
problem will be more challenging as the measurements of
every group will be less correlated. Therefore, choosing σ2
is crucial. Classification accuracy of 100 messages from each
node using 100 messages from GPS nodes as training data
as a function of σ2 is illustrated in Fig. 5. It can be seen
that σ2 ≈ 4 gives the best classification accuracy. Therefore, a
kernel function with σ2 = 4 is used in the SVM algorithm. The
classification accuracy for both SVM and DTree with different
number of training data is presented in Fig. 6. As shown in
the figure, the best achievable classification accuracy is 78%
when classifying messages one-by-one.
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Fig. 5: The classification accuracy as a function of σ2
A possible improvement can be earned by decreasing the
RSSI randomness that occurs due to channel fluctuation by
averaging the RSSI values. By averaging the messages 10-
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Fig. 6: Percentage of correctly classified messages for both
SVM and decision tree algorithms
by-10 we can get a classification accuracy of 87% using a
SVM classifier. A wrongly classified message means that the
estimated location of the node will be in another class. The
distance error, in this case, is the distance between the correct
and the estimated class. The fingerprinting discussed in this
section is then able to give good localization accuracy when
D  R. In order to improve on these results, the impact of
a TD-LAN network between the nodes within each class is
further presented.
B. Peer-to-Peer enabled for higher accuracy
In case of TD-LAN enabled nodes, signal powers can
be collected in the near zone where the RSSI values have
better resolution. This resolution is high enough to estimate
the distance of the node from its RSSI at the receiver. In
order to estimate the changing of RSSI values with distance,
three nodes 10m apart on a line have been used as receivers.
Transmitters have been placed at different distances from 10
to 200m with increments of 10m, orthogonal to the line made
by the three receivers. We note that this configuration is not
optimal to cover a certain area, as this would require the
receiving nodes to be placed on the corners of the considered
area or line. The current results hence represent a lower bound
on the accuracy.
Fig. 7 illustrates the average RSSI from transmitters placed
at different distances. Obviously, the RSSI is decreasing with
the distance. However, as shown in Fig. 8, as we go further
the influence of the distance on the RSSI starts decreasing. In
addition to the RSSI measurements, Fig. 8 presents the output
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Fig. 7: Average RSSI values at three different receivers sepa-
rated by 10m from each other in a TD LAN network
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Fig. 8: Power regression and polynomial regression for the
collected data at different distances
curve of polynomial regression and power series regression.
An order three polynomial regression and a two-terms power
series regression have been used. The output curve of the
regression process has been used for distance estimation of
the nodes in the testing phase. Fig. 9 shows the cumulative
distribution function (CDF) of the location error for both
polynomial and power series regression algorithms. It can
be seen that polynomial regression provides slightly better
performance than the power series regression. The figure also
illustrates the difference between fingerprinting and a distance
estimation approach. While distance estimation provides lower
error with probability of 85%, fingerprinting localization error
is always limited by the distances between classes. Therefore,
estimating the position of nodes in distances larger than 200m
from the receiver leads to high errors (> 60m). Thus, we
limited the use of the distance estimation approach to classes
with area of radius less than 200m.
VI. CONCLUSION
This paper provides localization methods for UNB IoT
networks by exploiting GPS nodes to estimate the location
of other nodes. Two different implementations have been
investigated. Firstly, only the communication over Sigfox has
been considered. In this case we have proposed the use of
fingerprinting of RSSI measurements where the meta-data
of messages of the GPS nodes are used as a source for
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Fig. 9: Localization error of regression vs fingerprinting
training data. This implementation provides the localization
service for free, since the GPS nodes have to send their own
messages anyway. On the other hand, enabling peer-to-peer
communication can provide higher localization accuracy. This
high accuracy can be achieved by using distance estimation
for short distances. However, the cost comes as offline mea-
surement necessity, with extra power and extra traffic only for
the purpose of localization.
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