We develop a new dimension reduction method for large size ODE systems obtained from a discretization of partial differential equations of viscous single and multiphase fluid flow. The method is also applicable to other large size classical particle systems with negligibly small variations of particle concentration. We propose a new computational closure for mesoscale balance equations based on numerical iterative deconvolution. To illustrate the computational advantages of the proposed reduction method, we use it to solve a system of Smoothed Particle Hydrodynamic ODEs describing single phase and two-phase layered Poiseuille flows driven by uniform and periodic (in space) body forces. For the single phase Poiseuille flow driven by the uniform force, the coarse solution was obtained with the zero-order deconvolution. For the single phase flow driven by the periodic body force and for the two-phase flows , the higher-order (the first-and second-order ) deconvolutions were necessary to obtain a sufficiently accurate solution.
Introduction
Many diverse mathematical models of natural and technological systems have a common feature: their discrete approximations are systems of ordinary differential equations (ODEs), which can contain an enormous number of unknowns. Direct simulation of these models can be extremely expensive. This necessitates development of advanced algorithms for model (or dimension) reduction.
One classical approach to model reduction is volume averaging. Volume averaging can be applied to systems of ODEs describing Newtonian particle dynamics (e.g., [1] ) and to partial differential equations (PDEs) (e.g., [2] ). In the former case, the volume averaging reduces a system of ODEs to the system of PDEs describing the dynamics of the system averages. In the latter case, the system of PDEs describing a continuous process on one scale can be replaced by the system of PDEs describing the process on a larger scale (e.g., averaging of NavierStokes equations describing a pore-scale flow in a porous medium to obtain Darcy equations describing flow in the porous medium treated as a continuum). The resulting PDEs for averages usually contain non-local terms in the form of volume integrals of functions of the microscale variables, and the non-local PDEs do not present any computational advantage since a direct solution of such equations also requires solving the microscale equations. If an efficient and accurate closure could be found, the computational advantages of the volume averaging methods are achieved due to the fact that the averages vary slower in space and time than the original variables and PDEs for averages can be solved on a coarser grid and with a larger time step than the corresponding finer-scale ODEs or PDEs.
Development of the effective (closed) equations is the ultimate goal of any dimension reduction method as those equations provide the most computationally efficient method for a multiscale problem under consideration. Under certain length scale constraints (the constraints relating characteristic length scales of the derivatives of fine-scale variables, the characteristic length scales associated with averages, and the length scale of the domain), a closure can be obtained analytically [2] . Unfortunately, these constraints are usually satisfied for a relatively simple linear problems only. Examples of such problems include linear deformations of heterogeneous solids or single phase flow in porous media. For linear problems, PDE homogenization theory [3] also can be used to derive closed-form averaged PDEs. For non-linear problems, the application of homogenization methods becomes more difficult [4] , [5] . Consequently, there are no homogenization results for many problems of practical interest, including multiphase flows with moving boundaries, nonlinear elastic wave propagation, and granular flows. Standard ad hoc closures for the PDEs obtained via volume averaging or homogenization were shown to fail for a number of nonlinear problems including crack-propagation and multicomponent reactive transport in porous media [6] [7] [8] [9] .
For the multiscale systems with time scale separation (e. g., a small number of very heavy particles moving in a bath of very light particles), methods based on ODE perturbation theory and time homogenization can be employed. The patched dynamics and the equation-free method [10] [11] [12] [13] could be used to estimate dynamics of averages if the closed-form PDEs for averages are not available. In the equation free-method, the averages are calculated from short bursts of fine-scale simulations in small parts of a computational domain. Other mathematical methods for dimension reduction include the optimal prediction methods [14, 15] based on the projection operator formalism [16, 17] , renormalization group analysis [18] , stochastic mode elimination [19] , and cluster expansions [20] [21] [22] [23] . Additional references on ODE dimension reduction and time homogenization can be found in a recent book [24] .
In general, these methods produce reasonable results for ODE systems of the statistical mechanical type, characterized by fast mixing, short relaxation times, and approximate ergodicity. A statistical mechanical system quickly forgets the initial conditions and, during the observation time, tends to reach most points on the constant energy surface in phase space. In contrast, many discrete models of practical interest, such as metastable particle systems, are slowly mixing. There is also a large class of systems arising as discretizations of PDE models of heterogeneous media. For such models, the smallest relevant scale is still much large than larger than the average distance between molecules. Thus relaxation times may be comparable to observation time, especially if the observation time is chosen arbitrarily (this is often the case for PDE problems, while most ODEspecific tools are designed for studying long-time behavior). Despite significant progress in multiscale methods, development of effective closures for non-linear heterogeneous problems with arbitrary relaxation times remains an open issue. Many current effective models for non-linear phenomena rely heavily on phenomenological closures. For example, in models of flow and reactive transport in porous media, phenomenology is used to describe the dependence of soil and rock permeability and capillary pressure on saturation of fluid phases and the relationship between effective reaction and dispersion coefficients on flow, diffusion, and reaction rates [25] . Due to heavy reliance on phenomenology, error estimates in these models are difficult to obtain. This paper is devoted to developing a dimension reduction method for large size ODE models that define fluid flow at the microscale. At the heart of the method is a computational closure based on an iterative deconvolution for estimation of fine-scale variables from the corresponding averages. The main advantage of the proposed closure is that it is not based on the assumption of fast mixing, short relaxation times, and approximate ergodicity. As a result, the method can be applied to investigating transient phenomena, as well as simulating hydrodynamic behavior of non-ergodic systems including flows of multiphase fluids.
The starting point of the proposed dimension reduction method is the non-local balance equations obtained by spatial averaging of a system of ODEs for Newtonian particle dynamics [26, 1] .
While in many dimension reduction methods only a small subset of (slow varying) unknowns of the original (large) ODE system is simulated, here we consider an evolution of a suitable set of functionals-space hydrodynamic averages. This is a natural choice because these quantities are experimentally measurable and can be related to continuum mechanics.
The proposed dimension reduction method consists of the following basic steps:
(1) Choose a mesoscale by selecting space and time resolution parameters. The spatial resolution parameter generates a mesoscopic mesh. The number of mesh nodes, though large, is much smaller than the number of particles. This fact leads to computational savings. The problem geometry and relevant length scales are shown in Figure 1 . (2) Write down evolution balance equations (these are typically PDEs) for primary variables. In the typical situation of negligible thermal effects, the primary variables are mesoscale density and mesoscale velocity. Some of the evolution PDEs contain fluxes. The main example of such flux is a stress tensor in the momentum balance equation. The fluxes have explicit formulas expressing them as functions of particle positions and velocities. These formulas are exact but not useful for computation, because using them requires solving the original, large size ODE system. (3) Use a numerical closure -numerically estimate the non-local fluxes. This is the key part of the proposed dimension reduction method. The computational closure is based on a regularized deconvolution. The deconvolution produces stable approximations of the interpolants of particle positions and velocities from the given values of the corresponding averages. At each time step, particles are uniformly or randomly distributed such that the particle densities correspond to the mesoscale density and the particle velocities are found from the regularized deconvolution of the mesoscale velocities. Then, the particle positions and velocities are used to calculate the non-local fluxes, and new mesoscale variables are found from the time integration of the evolution PDEs. The important fact here is that the operation count is determined by the mesoscale resolution. Thus it is much smaller that the number of operations needed to solve the original ODEs.
We use the model reduction method to solve a system of Smoothed Particle Hydrodynamic (SPH) ODEs describing single phase and two-phase layered Poiseuille flows driven by uniform and periodic (in space) body forces. We show that for the single phase Poiseuille flow driven by the uniform force, the accurate coarse so- lution can be obtained with the zero-order deconvolution. For the single phase flow driven by the periodic body force and for the layered flow driven by the uniform force, the higher-order (first-and second-order) deconvolutions are necessary to obtain the accurate solution. The second-order deconvolution
The paper is organized as follows. In Section 2, we formulate the microscale model and recall the derivation of mesoscale balance equations. Section 3 is devoted to integral approximations of discrete sums that appear in the definitions of averages. In Section 4, we outline the basics of iterative deconvolution method for closure, and discuss the simplest zero-, first-and second-order approximations of microscale velocities. Section 5 contains an application of the zero-order closure to coarse graining of SPH discretization of the gravity-driven Poiseuille flow equations. In Section 6, the first-order closure is applied to coarsening of the Poiseuille flow driven by a spatially periodic body force. In the section 7, the meso-scale balance equations with the second-order closure are used to coarsegrain SPH multiphase flow equations. Conclusions are given in Section 8. The paper also contains several appendices, providing details of explicit calculations and deriving partial error estimates.
Mesoscale Evolution Equations

Microscale problem
To define the averages, we first formulate the microscale ODE problem. The positions q i (t ) and velocities v i (t ) of particles P i satisfy a system of Newton equations:q
2) with the initial conditions
Here, m i is the mass of particle i , and f 
Mesoscale hydrodynamics of space-time averages
Our goal is to approximate dynamics of various mesoscopic space averages (density, velocity, stress etc). The averages are functions of the particle positions q j and velocities v j .
Since averages are scale-dependent, we define three length scales: -macroscopic length scale L is a typical size (diameter) of Ω; -mesoscopic length scale η = ηL, where η is a parameter characterizing mesoscale spatial resolution; -microscopic length scale ε = εL with 4) where N is the number of particles, and d is the dimension of the physical space, usually 1, 2, or 3.
To ensure scale separation, we require:
To obtain the non-local evolution balance equations for the primary variables, we use a space averaging approach pioneered by Noll [27] , and further developed in [26, 1, 28] . In this subsection we briefly recall the basic points of the method and introduce the relevant notation. The averages on the scale η are generated by a smooth function ψ η (x) that satisfies the normalization condition: 6) and decays sufficiently fast as |x| → ∞, where x is the Euclidean coordinate vector in a bounded domain Ω. Many choices of ψ are possible, but, here, we prefer to work with the Gaussian function:
Then, it is possible to define the primary continuum variables on the scale ηL [1] . These variables are the mesoscale density: 8) and the mesoscale velocity:
In this notation, the overbar emphasizes that the mesoscale variables are obtained via space averaging. Differentiating ρ η and ρ η v η in time and using the ODEs (2.1) and (2.2), one can obtain mesoscopic PDEs (MPDEs) describing conservation of mass [1] : 10) and conservation of the linear momentum [1] :
The stress T η is expressed by [28] :
The summation in j , k is over all pairs of particles ( j , k) that interact with each other. The external force is given by:
Discretizing MPDEs on the mesoscopic mesh yields a discrete system of equations, called the meso-system, written for mesh values of ρ
The number of grid points in the mesoscale mesh is
of the meso-system is much smaller than the dimension of the original ODE problem, since J N . However, at this stage, we still have no computational savings, since the meso-system is not closed. This means that the stress values T η j in MPDEs are functions of the microscopic positions and velocities. We emphasize that the system of MPDE equations (2.10)-(2.14) is exact (assuming that the microscale ODE model is exact), but solving it directly is prohibitively expensive because it requires solving the complete microscale system (2.1), (2.2). To achieve computational savings, one has to approximate mesoscopic fluxes, such as T η j , using only the values of other mesoscopic quantities, such as the average density and velocity. We refer to the procedure of generating these approximations as a computational closure method.
Integral Approximations of Averages
The first step toward computational closure is to approximate sums by integrals in the formulas for stress and kinematic averages. For general particle dynamics ODE, this process is far from straightforward. The sums in Eqs. (2.8), (2.9), (2.12) and (2.13) do resemble Riemann sums. However, particle positions change in time, and particles are not periodically distributed in space. Because of this, a generic flow domain partition generated by positions q j will be non-uniformcells corresponding to different particles would have different volumes. In fact, existence of a uniform partition for each t seems to be a restriction that should be imposed on dynamics. Otherwise, the integral approximation should include the Jacobian of the microscopic flow map associated with the ODE dynamical system. We shall not pursue these interesting questions here, leaving them to future publications.
Instead, we take advantage of the fact that discretizations of fluid flow PDEs can be generated so that this difficulty is not present. Fluid problems are typically written in spatial (Eulerian) description, and at each time the choice of discretization is up to us. As such, we can choose discretization nodes on a spatially uniform mesh. Of course, nodes that are uniformly spaced at the moment t 1 , will be advected by the flow and not be (in general) uniformly spaced at t 2 > t 1 . Thus, working with periodic meshes, at each time we actually change the physical identity of fluid particles, but this is not important as long as we wish to work only with spatial averages. In this paper we do not work with time averages, so we can make a standing assumption that the current particle positions are nodes of the periodic mesh, for example, a square mesh in two spatial dimensions with the mesh size L/ε, where
Next, we note that
is the microscale density and |Ω j | is the volume associated with particle j ) and interpret the sums in Eqs (2.8), (2.9), (2.12) and (2.13) as Riemann sums corresponding to the uniform partition of Ω with the partition cell volume |Ω|/N = |Ω j | ( j = 1, ...N ). This yields the integral approximation for meso-scale density:
and mesoscale momentum (dependence on t is suppressed for notational simplicity):
where V ε is a suitable microscopic velocity interpolant. For fluids with uniform density, we have:
The convectional component of the stress tensor is then:
and the interaction component of the stress is: 6) where the function f is defined by the equation describing interparticle forces via
and n = N |Ω| is the particle concentration (number density).
Closure
Closure via regularized deconvolution. General approach
Our approach to constructing closures is based on a simple idea: the integral approximations of the averages are related to the corresponding microscopic quantities via convolutions with the Gaussian kernel ψ η . These convolutions relate the primary mesoscopic variables, e.g., density and momentum, with microscopic quantities. Therefore, taking the values of primary variables provided by the mesoscale solver, we can recover the microscopic quantities by numerically inverting convolution operators. The results are inserted into equations for flux(es), such as stress in the momentum balance. This yields closed-form equations for primary variables. Simulating these new equations can be done efficiently on coarse grids in space-time.
Define an operator R η by:
It is easy to check (using Fourier transform, for example) that R η with a Gaussian kernel is injective. As such, there exists a single-valued inverse operator R
η is unbounded. This is the underlying reason for the popular belief that averaging destroys the high-frequency information contained in the microscopic quantities. In fact, this information is still there (inverse operator exists), but it is difficult to recover in a stable manner, because of unboundedness. This does not make the situation hopeless. Reconstructing f from the knowledge of R η [ f ]) is a classical example of an unstable ill-posed problem (small perturbations of the right-hand side may produce large perturbations of the solution). The exact nature of the ill-posedness and methods of regularizing the problem are well investigated both analytically and numerically [29] [30] [31] [32] [33] . Accordingly, we interpret R −1 η as a suitable regularized approximation of the exact operator. Many regularizing techniques are currently available: Tikhonov regularization, iterative methods, reproducing kernel methods, maximum entropy method, dynamical system approach, and others. It is fortunate that this vast array of knowledge can be used for dimension reduction. On the conceptual level, our approach makes it clear that instability associated with ill-posedness is a fundamental difficulty in the process of closing continuum mechanics equations.
Recently, the classical Landweber iterative deconvolution method [34] , [35] attracted attention as a means to achieve sub-scale resolution in large eddy simulation methods [36] , [37] , [38] of turbulence. A related method was proposed in [39] . In the simplest version of the Landweber method, approximations g n to the solution of the operator equation
are generated by the formula
The number n of iterations plays the role of regularization parameter. In (4.3), I denotes the identity operator. The first three low-order approximations are:
Another classical method is Tikhonov regularization (see e.g. [30] ), where the solution of (4.2) is approximated by g α that solves
Here α is a regularization parameter, and C is a stabilizing operator. In practice, C can be an identity, or a a suitable differential operator such as Laplacian.
Computational implementation of deconvolution
The discretized version of the integral equation (4.2) is a linear system
The ill-posedness of the integral equation (4.2) is reflected in the spectral (for square A), or singular value (for rectangular A) decomposition. For instance, for a square A, the spectrum has no gaps, the smallest eigenvalues are close to zero, while the largest eigenvalue is nearly 1. The condition number of A is typically large, and can be as large as the reciprocal of machine precision. The actual value of the condition number depends on the choice of ψ (smoother window functions such as Gaussian lead to larger condition numbers), and the size of the meshes used for discretization. A good reference for problems of this type is the book [40] . It is important to keep in mind that discretization introduces a minimal length scale for the features that can be reconstructed. The details of smaller size are lost. Because of ill-posedness, one can rarely achieve this maximal possible resolution. However, using sufficiently fine meshes in (4.8), one can always achieve the so-called sub-filter scale resolution, that is, recover the details that are smaller than the meso-scale ηL. When the averages are inspected visually, such details would be partially, or even completely, obscured. Deconvolution restores these details and thus improves the accuracy of a meso-scale simulation.
In this study we use (4.8) for approximating microscopic velocity. In this case, x is the microsopic velocity interpolant, rendered on a suitable uniform mesh, and b is the discretized average velocity, rendered on the coarse mesh. For discretizing microscopic velocity one could either use the same coarse mesh, or choose a finer mesh, even the finest mesh with N nodes.
In this work we use Landweber iteration because it is simple and useful for modeling. The drawback of this method is its rather slow convergence. Within the Landweber method, the first (zero-order) approximation is always the average itself. Subsequent iterations enhance higher frequency content. The low order discrete approximations corresponding to (4.4)-(4.6) are
For computational efficiency, the averages should be rendered on the coarse mesh. Then x n in (4.9) are also rendered on the coarse mesh. To facilitate the computation of the stress, we interpolated these approximations to the fine mesh.
Linear interpolation was used on b, and the terms containing powers of A were interpolated by replacing A with the coarse-fine quadrature of the convolution kernel. To give an example, the interpolated representation of Ab is
where h is the fine mesh size, y j are fine mesh points, and x i are coarse mesh points.
Since x is a micro-scale quantity, a natural way to represent it is by using the fine mesh. Discretizing x on the coarse mesh introduces additional error, but greatly improves efficiency. The operation count of the deconvolution in this case depends only the number of coarse mesh points determined by the choice of η. Therefore, for very large N , the operation count will be independent of N and will remain fixed as long as η is fixed. This "coarse-coarse" discretization can be used for fast preliminary assessment and selective visualization of streaming data generated by a much slower ODE solver. Using a coarse mesh for the right hand side and a fine mesh for the solution is typically more accurate and at the same time more expensive. The computational cost scales roughly as O(N ). Using the fine mesh for both right hand side and the solution leads to even higher computational cost is of the order O(N 2 ). This high cost does not necessarily corresponds to a better reconstruction, since discretization refinement generally increases the condition number of A.
Low-order closure equations for velocities
Let us consider the zero (V ε(0) ) and first-order (V ε (1) ) approximations of the microscopic velocity interpolant V ε . The microscopic velocity interpolant is related to the average velocity v η via:
The zero-order approximation corresponding to (4.4) is simply:
This means that the actual microscopic velocities are approximated by the mesoscopic average velocity at the same spatial points. Since mesoscopic average will be typically calculated on the mesoscale (coarse) grid, interpolation of the mesoscale velocity is needed for actual numerical implementation. The zeroorder approximation is used in the paper to close mesoscopic algorithm for simulating Poiseuille flow driven by the uniform body force.
The first-and second order approximations are obtained from (4.5) as:
The first-order velocity fluctuations
This means that microscopic velocity fluctuations are approximated by the convolution I −R η applied to the average velocity. Consider the kernel of this convolution operator. Its Fourier transform,
is nearly zero for frequencies |ξ| close to zero, and increases to 1 as |ξ| goes to infinity. Therefore, I − R η acts as a filter damping low frequencies, emphasizing higher frequency content of the signal. For larger n, the approximations
will increasingly boost the high-frequency content.
This suggests that larger velocity fluctuations should be handled with higherorder approximations. The first-order deconvolution is used here to close mesoscopic algorithm for simulating Poiseuille flow driven by the spatially periodic body force.
Coarse-Scale Solution of Smoothed Particle Hydrodynamics ODEs for SinglePhase Poiseuille Flow
SPH ODEs
To illustrate the proposed method, we present a coarse-grained solution of a system of SPH ODEs. In SPH, fluids are represented by material particles whose dynamics are governed by Eqs. (2.1)-(2.3). The interaction force in SPH can be obtained from a Lagrangian with added symmetric dissipation term [41] :
T are particle positions, v i (t ) are velocities, µ is the fluid viscosity, and n i are the number densities. The fluid pressure P i is related to the number density through an equation of state, P i = P (n i ). Further, w ε is the smoothing function generating an SPH discretization. The smoothing function should have a compact support on the order of ε, satisfy the normalization condition:
and approach the Dirac delta function in the limit of |x| → 0. Different forms of w ε are discussed in [41] .
Monaghan [41] showed that if the system of ODEs is obtained in this manner, then the particle system behaves as a Newtonian fluid. Under certain approximations, a system of ODEs also can be obtained from the Navier-Stokes equations [41] [42] [43] [44] .
Here, we consider a system of SPH ODEs that simulates a two-dimensional laminar flow of an incompressible fluid between two parallel plates located at y = 3η and y = L y − 3η . The SPH discretization is obtained by placing particles on a square lattice (with the lattice size equal to ε ) in the domain [0, acting in x-direction. To simulate the noslip boundary conditions at the plates, the velocities of the fluid particles outside the channel are set to zero [45] :
Initial velocities of all fluid particles are set to zero. A periodic flow (and the periodic pressure field) is assumed in the x direction.
Coarse-scale solution of the SPH ODEs using exact expression for the interaction stress
Under the conditions previously described, the y component of the mesoscale velocity is identically zero, and the mesoscale solution of the SPH equations is given by the MPDEs: A finite differences discretization of Eq. (5.8) subject to the boundary conditions (5.6) is: where
To estimate the interaction stress at time t + ∆t , the particle velocities and particle positions should be found from the averages ρ η i j (t + ∆t ) and v η i j (t + ∆t ). In SPH, particle positions are discretization points, and the natural choice is to place the particles uniformly in each lattice of the mesoscale mesh with the number of particles in the i j -lattice given by For the incompressible flow, the particle density in Eq. (2.13) is constant and, for the considered SPH discretization, is equal to:
The pressure P * = P (n * ) is the corresponding (constant) pressure, and the total number of the SPH particles is then equal to N = L x L y n * . The integral in Eq. 18) subject to the boundary conditions:
and
The figure shows an excellent agreement between the analytical and numerical results for small η /L y . The accuracy of the meso-scale method slightly decreases as η /L y increases. In the simulations shown in Figure 2 , the zero-order deconvolution, Eq. (4.11), is used. It turns out to be quite accurate. We also demonstrate that in this example the velocity fluctuations are small (goes to zero as η 2 )(see Appendix B). This is done by computing the convective stress , which is essentially the covariance matrix of velocity fluctuations. The trace of this matrix is (essentially) the kinetic energy of velocity fluctuations. Smallness of kinetic energy is the underlying reason for a good accuracy obtained from the zero-order approximation.
Coarse-scale solution of the SPH ODEs using coarse approximation of the interaction stress
In the previous example, the interaction stress was found from Eq. (2.13). Unfortunately, this equation is expensive to evaluate, since it involves summing up about N terms for the short-range interactions f i j . This is the same number of operations (per time step) as in the SPH method, and the only (but significant) computational advantage over the direct SPH simulations in this example is achieved via an increase in the time step. The time steps in SPH and the dimensional reduction method are controlled by the Courant-Friedrichs-Lewy (CFL)condition and the constraint due to the viscous term: To further reduce the computational cost of the dimension reduction method, a coarse approximation of T
is introduced. For the SPH interaction forces (5.1), the integral form of the interaction stress is:
We start by introducing new variables:
and re-writing the integral interaction stress (5.23) as: 25) where
An important observation about (5.25) is that the integration in R is still over the whole computational domain Ω, but integration in ρ is over a much smaller domain D ε , which is the support of the microscale smoothing function w ε . In case of non-compactly supported, but fast decreasing w ε , such as Gaussian, we can take D ε to be the ball of radius 3ε centered at zero. Such approximation can be easily justified using standard localization arguments. Another important observation is that the function ψ η depending on R is a mesoscale quantity and, thus, varies slowly compared to ρ-dependent functions. For low-compressible and incompressible fluids, the pressure and density are also slowly varied functions (or constants) in space. The velocity interpolant V ε is not slowly varying, but it is approximated by a low-order (zero-or first-order) deconvolution, which does vary slowly. If one uses higher-order deconvolutions, defined in Eq. (4.3), the velocity approximations are still slowly varying, compared to ρ-dependent functions.
To make use of this, we suggest using different grids for different integrals: the integral in R is discretized on a coarse mesh with a grid size on the order of η , while ρ-integral is discretized on the fine mesh with a grid size on the order of ε . Denote the nodes of the mesoscale mesh by
where J is the number of fine-scale mesh points surrounding a mesoscale mesh node and |D ε | is the area of D ε . An efficient way of implementing this partition is to use the original fine-scale mesh for discretizing the ρ-integral. In that case:
ing the integral (5.25) with its Riemann sum yields:
The operation count of (5.27) depends on N C and ζ, but not on N . Indeed, instead of summing up about N terms in (2.13), we now have N C J summations, and N C N , while J is independent of N . For fixed N C , the asymptotics of the operation count in (5.27) is O (1) as N → ∞ compared to O(N ) in Eq. (2.13). As a consequence of comparative smallness of gradients of R-dependent quantities in (5.27), the accuracy of this approximation is quite good. Figure 3 shows In the computational examples presented above, the zero-order deconvolution was used to calculate SPH velocities. In the following section, we show the coarse approximation of the interaction stress is also accurate for the first-order deconvolution. In Appendix C, we present the analytical error estimates quantifying the accuracy of the coarse approximation of the interaction stress.
First-Order Deconvolution for Poiseuille Flow Driven by Periodic Body Force
Here, we consider a flow of incompressible fluid driven by the periodic body force:
subject to the same initial flow and boundary conditions as the Poiseuille flow with a uniform body force, described in the previous section. As before, the fluid was discretized with SPH particles, and the SPH ODEs were solved using the dimension reduction method. To describe oscillatory behavior of solution caused by the periodic body force, here we use the first-order deconvolution. Figure 4 shows the comparison of the solutions obtained with the zero-and first-order deconvolutions and the analytical solution (see Appendix D). The comparison shows that the first-order solution is more accurate than the zero-order solution. These results also show that the coarse approximation of the interaction stress with N /N C = 64 does not introduce a significant error into the first-order solution.
Coarse-Scale Solution of Smoothed Particle Hydrodynamics ODEs for TwoPhase Flow
Finally, we apply the dimension reduction method to multi-scale multi-phase flow. We consider two-fluid system in a two-dimensional channel where thin layers of less viscous fluid are randomly distributed in a more viscous fluid. All layers are oriented parallel to the walls of the channel of the width L. The mesoscale length in the simulations is set to η = L/16, or η = 1/16. The microscale length is ε = L/192 (ε = 1/192). To make the problem multiscale, we consider three different flows with the layers with thickness much smaller than the width of the channel. In Cases 1 and 2, the layers width is 3η /4 and in Case 3 the width of the layers is 9η /4. The distribution of layers in the three cases is shown in Fig  5 .
In Case 1, the distance between some of the layers is on the order of the width of the layers. In Cases 2 and 3, the distance between all layers is much larger than the width of the layers. In the SPH multiphase flow model [44] , different fluids are modeled by separate sets of particles. The dynamics of each set of particles is governed by Eqs (2.1), (2.2) and (5.1) that are closed with the van der Waals equation of state [44] :
In the equation of state, k B is the Boltzman constant, T is the temperature (assumed here to be constant) and c 1 and c 2 are the van der Waals constants (assumed here to be the same for all fluids). The parameter k i j is set to 1 when interacting particles i and j are of the same fluid and to k * < 1 for interaction between particles of different fluids. The surface tension between two fluids increases with decreasing k * . We assume that the two fluids have the same density (masses of all particles are set the same). The viscosity ratio is set to two. The distributions of layers in the three considered cases are shown in Fig 5 where the viscous fluid has density of 200 (in the model units) and less viscous fluid has viscosity of 100 (in the model units). The initial velocity of the particles is set to zero and flow is initiated by applying a uniform constant body force in the direction parallel to the walls of the channel. We set the surface tension large enough (k * is small enough) so that, in the absence of initial perturbations in the layers geometry, no Kelvin-Helmholtz instability developed and flow remained laminar and stable for the entire time in the SPH simulations. The direct solutions of SPH equations for the three cases are depicted in Figs 6 -8.
It should be noticed that in all three cases the widths of the layers are smaller than the size (diameter) of the averaging window that is equal to 6η , and in the coarse scale calculations the layers of the less viscous fluid represent a sub-scale feature, the feature that cannot be explicitly resolved on the coarse scale. Fur-thermore, the micro-scale flow is a mixture of two non-Newtonian fluids. Therefore, the effective rheology on the meso-scale is unknown at present, though it is likely to be non-Newtonian as well. Because of this, the closed form of the coarse scale momentum conservation equations is not available. Consequently, direct coarse scale simulations are not possible.
In the coarse solution, obtained with the dimension reduction method, the flow is assumed incompressible and the average velocities are found from Eqs (5.11)-(5.14). The coarse approximation, Eq (5.27), of T i nt is used in the coarse-scale solution. The second order deconvolution is used in the simulations, because the lower order deconvolutions were found to produce significantly less accurate results. The coarse solutions of SPH equations, obtained with the dimension reduction method, are shown with diamond symbols. For times close to the initial moment, the coarse solutions agree with the direct solutions of the SPH equations for all cases. For later times, at which the solutions are almost reached the steady state, the agreement is the best ( Fig 6, the maximum error is within 2%) for Case 3 and the worse ( Fig 8, the maximum error is within 10 %). In the second case the maximum error is within 6%. The error is calculated as a relative difference between maximum velocities obtained from coarse and direct solutions of SPH equations at the time when the flow is assumed to reach the steady state (the time after which solution changes by less than 0.001% after 1000 time steps). The dimension reduction method is the most accurate when the smallest continuum feature, which needs to be resolved, has a characteristic length greater or equal to η . In Case 3, the width of the layers is 2.25η and the dimension reduction method has the smallest error of 2%. In Case 2, the layer width is slightly smaller than η but the distance between the layers is much larger than η and this results in the error of 6%. In Case 1, when both the width of the layers and the distance between some of the layers is smaller than η the error is the highest (10%). Our results show that in all considered cases the error decreases with decreasing η but this leads to the increasing computational cost.
Conclusions
We developed a dimension reduction method for large size ODE systems arising as discretization of fluid flow models. The proposed method is applicable to other Newtonian particle dynamics ODEs, both conservative and dissipative, with nearly constant particle concentration, such as periodic lattice problems modeling small amplitude vibrations. The method relies on a computational closure of evolution balance equations, obtained by space averaging of the ODEs. averages are related to the corresponding microscopic quantities via a convolution operator. These convolutions relate the primary mesoscopic variables, e.g., density and momentum, with microscopic quantities. Therefore, taking the values of primary variables provided by the mesoscale solver, we can approximately recover the microscopic quantities by iteratively inverting the convolution operator. Computational savings are produced by increasing the time step (the time step for integration of balance equations is much larger than the time step for integration of the underlying ODEs), and reducing the number of operations at each time step.
To illustrate the computational advantages of the proposed reduction method, we used it to solve a system of Smoothed Particle Hydrodynamic ODEs describing single-and two-phase layered Poiseuille flows driven by uniform and periodic (in space) body forces. For the single-phase Poiseuille flow driven by the uniform force, the accurate coarse solution was obtained with the zero-order deconvolution. For the single-phase flow driven by the periodic body force, the first-order deconvolution was necessary to obtain the accurate solution. In the two-phase flow problem we studied the layered flow of two fluids with the width of the layers of the less viscous fluid being much smaller than the size of the channel. We found that an accurate coarse scale solution was possible to achieve with the meso-scale parameter on the order of the size of the layers using the second-order deconvolution. It should be emphasized that the coarse scale solution was obtained without any assumptions on the effective rheological properties of the two-fluid system at the meso-scale.
The deconvolution-based closure is a general idea that can be used, in principle, for more general Newtonian particle models exhibiting mixing and strong inhomogeneity of particle distribution. Another promising area of application is development of fast numerical simulations of mesoscale behavior of mixtures of several fluids, flows with fluid-solid interactions and other models of highly heterogeneous continuum systems. Our preliminary results do not allow us to comment on the possible accuracy of the method for these type of problems, but they do show that the method can be accurate for multiscale problems with non-uniform distribution of particle properties on the meso-scale.
A Integral in the Interaction Component of the Meso Stress
The integral of the weighting function in 
B Convectional Stress
For the Poiseuille flow driven by the uniform body force, the only non-zero component of the convectional stress (3.4) is the T xx component:
The (only non-zero) x component of the steady state mesoscale velocity can be found by performing analytical integration of Eq (3.3) with V ε given by the analytical steady-state solution for the Poiseuille flow. The steady state mesoscale velocity is given by:v
2)
The last integral in Eq. (B.1) can be evaluated analytically, resulting in the following expression for the steady state convectional stress:
C Error Estimate of the Coarse Discretization of Zero-Order Interaction Stress
Here, we estimate the error incurred by replacing the fine-scale discretization (2.13) of the interaction stress with a coarse-scale discretization (5.27). We only deal with a one-dimensional case. Generalizing to higher dimensions is straightforward. The inter-particle force formulas are taken from the SPH equations (5.1).
First, introduce some notation. Pick a number c ∈ (0, 1) and let q β be coarse mesh points β = 1, 2, . . . , B . The computational domain in Ω = (0, L), and the coarse mesh step size is:
The number of these points is:
The corresponding coarse-scale cells C β are intervals of length ∆ c . Each cell contains several fine-scale cells C β,i , i ∈ I β , where I β denotes the set of indices of the included cells. The number of fine-scale cells within a coarse-scale cell is:
In one-dimension and a uniform pressure field, Eq. (5.1) reduces to:
In the zero-order approximation,
tively. The fine-scale discretization of the interaction stress in the zero-order approximation is (compare with (2.13)): 
where
The coarse discretization of the interaction stress is:
Next, we write,
where To estimate the error, we need to estimate S i , i = 1, 2, 3. To do this, we assume two bounds on the average velocity:
with M 1 independent of c, ε, η; and
where ω(h) is a positive, continuous, decreasing function with lim h→0 ω(h) = 0, independent of c, η, ε.
Estimating S 1 . By (C.8):
Thus,
Recall that ψ η is an even, positive, compactly supported function that has maximum at zero and decreases away from this maximum (a cut-off Gaussian is an example of such function). Using these properties of ψ η , we deduce:
Finally, setting ρ j = ερ j , we arrive at:
where M 2 is independent of c, η, ε. Combining (C.10), (C.11), and (C.12) to obtain:
Estimating S 2 . First, set ∆R i = cη∆R i and note that:
Using this inequality and (C.7), we obtain:
Finally using (C.12), we find:
where M 1 , M 2 are constants from (C.7) and (C.12), respectively.
Estimating S 3 . Use of (C.8) yields:
This sum is exactly as the one that appeared in estimating S 2 . Therefore, we can use (C.14) and (C.12) to find:
Now, combining estimates (C.13), (C.15) and (C.16) yields the overall error bound:
(C.17) This inequality means that the error can be made small by choosing c and ε/η sufficiently small. We are interested in the situation when η ∈ (0, 1) is fixed and ε → 0. Then, the second and third terms in the right-hand side go to zero, and the first term can be made arbitrarily small by choosing c small enough, or, equivalently, decreasing the coarse mesh size. This increases computational cost, and our estimate can be used to achieve a desired balance between cost and accuracy. Integrating the flow equations twice and applying the boundary conditions yields the analytical expression for the velocity:
(D.3)
