Abstract---
INTRODUCTION
ATA MINING is the extraction of implicit, previously unknown and rotationally useful information from data. Also it is extraction of large database into useful data or information and that information is called knowledge. Data mining is always inserted in techniques for finding and describing structural patterns in data as a tool for helping that data and make prediction.
Data mining consists of five major elements. First, extract, transform, and load transaction data onto the data warehouse system. Second, store and manage the data in a multidimensional database system. Third, provide data access to business analysts and IT professionals. Fourth, analyze the data by application software. Fifth, present the data in a useful format, such as a graph or table. Many data mining techniques are closely related to some of machine learning. Others are related to techniques that have been developed in statistics, sometimes called exploratory data analysis.
We survey many techniques related to data mining and data classification techniques. We select clustering algorithm k-means to improve the training phase of Classification. Learning classification methods in data mining can be classified into three basic types: Supervised, unsupervised and reinforced.
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Supervised Learning
It is error based learning. In this, every input pattern that is used to train the machine is associated with an output pattern, which is the target or the desired pattern [1] . A teacher is assumed to be present during the learning process, when a comparison is made between the computed output and the correct expected output to determine the error [2] . The error can then be used to change parameters, which result in an improvement in performance.
Unsupervised Learning
In this learning method, the target output is not presented to the machine. It is as if there is no teacher to present the desired patterns and hence, the system learns of its own by discovering and adapting to structural features in the input [3] .
Reinforced Learning
It is output based learning. In this method, a teacher though available, does not present the expected answer but only indicates if the computed output is correct or incorrect [4] . The information provided helps the machine in its learning process.
II. AVAILABLE CLASSIFICATION TECHNIQUES
There are so many techniques are available for data classification. For this research we had consider only four well known techniques: a. Neural Networks include the most popular architecture: a single hidden layer preceptor with optional short cut connections. We restrict the sodefined model class (which also includes the linear model) to architectures with at least one hidden unit and no short cut connections to prevent a "fall-back" to LDA [5] 
Algorithm Selection
Once preliminary testing is judged to be satisfactory, the classifier (mapping from unlabeled instances to classes) is available for routine use. The classifier's evaluation is most often based on prediction accuracy (the percentage of correct prediction divided by the total number of predictions).
There are at least three techniques which are used to calculate a classifier's accuracy. One technique is to split the training set by using two-thirds for training and the other third for estimating performance. In another technique, known as cross-validation, the training set is divided into mutually exclusive and equal-sized subsets and for each subset the classifier is trained on the union of all the other subsets. The average of the error rate of each subset is therefore an estimate of the error rate of the classifier. Leave-one-out validation is a special case of cross validation. All test subsets consist of a single instance. This type of validation is, of course, more expensive computationally, but useful when the most accurate estimate of a classifier's error rates required.
Training a standard decision tree leads to a quadratic optimization problem with bound constraints and one linear equality constraints. Training support vector machines involves a huge optimization problem and many specially designed algorithms have been proposed. We used an algorithm called "Decision Tree Induction" that accelerates the training process by exploiting the distributional properties of the training data, that is, the natural clustering of the training data and the overall layout of these clusters relative to the decision boundary of support vector machines.
Sub Process
A fast training algorithm called DTInduction whose idea is to speed up the training process by reducing the number of training data. This is accomplished by partitioning the training data into pair-wise disjoint clusters, each of which consists of either only support vectors or only non-support vectors, and replacing the cluster containing only non-support vectors by a representative. In order to identify the cluster that contains only non-support vectors, the training data is first partitioned into several pair-wise disjoint clusters and an initial support vector machine is trained using the representatives of these clusters [6] .
Based on this initial decision tree, we can judge whether a cluster contains only nonsupport vectors or not. For the cluster that contains both support vectors and non-support vectors, based on the decision boundary of the initial decision tree, we can split it into two subclusters such that, approximately, one contains only non-support vectors and the other contains only support vectors. This process is then repeated if one of the subclusters contains both support vectors and non-support vectors. The training time of this strategy scales with the square of the number of support vectors and, as shown by experiments, an approximate solution can be found even faster.
III. KNN (K-MEANS ALGORITHM)
K-means is the simplest and most popular classical classification and clustering method that is easy to implement. The method called k-means since each of the K clusters is represented by the mean of the objects within it. It is also called the centroid method since at each step the centroid point of each cluster is assumed to be known and each of the remaining points are allocated to the cluster whose centroid is closest to it. Once this allocation is completed, the centroids of the clusters are recomputed using simple means and the process of allocating points to each cluster is repeated until there is no change in the clusters [7] .
The K-means algorithm proceeds as follows. First, it randomly selects k of the objects, each of which initially represents a center. For each of the remaining objects, an object is assigned to the cluster to which it is the most similar, based on the distance between the object and the cluster. It then computes the new mean for each cluster. This process iterates until the criterion function converges.
The K-Means algorithm is well known for its efficiency in clustering large data sets. K-means clustering is a method of cluster analysis which aims to partition n samples of dataset into k clusters in which each sample belongs to the cluster with the nearest mean. Given a set of sample (x1, x2, …, xn), where each sample is a d-dimensional real vector, then kmeans clustering aims to partition the n samples into k sets (k < n) S={S1, S2, …, Sk} so as to minimize the within-cluster sum of squares S:
The most common algorithm uses an iterative refinement technique. The basic step of k-means clustering is simple. K means algorithm will do the three steps below until convergence Iterate until stable (= no object move group):
1. Determine the centroid coordinate 2. Determine the distance of each object to the centroids 3. Group the object based on minimum distance Given an initial set of k means m1 (1) ,…,mk (1) , Which may be specified randomly or by some Heuristic, the algorithm proceeds as follows.
Input:
k: the number of clusters D: a data set containing n objects
Output:
A set of clusters
The algorithm is guaranteed to have converged when the assignments no longer change. Although the K-means method is most widely known and used [8] , there are a number of issues related to the method as given below.
The K-means method needs to compute Euclidean distances and means of the attribute values of objects within a cluster. The classical algorithm is suitable for continuous data. The K-means method implicitly assumes spherical probability distributions. The results of the K-means method depend strongly on the initial guesses. The K-means method can be sensitive to outliers. The K-means method does not consider the size of the clusters. Some clusters may be large and some very small. The K-means method does not deal with overlapping clusters. How can we make the k-means algorithm more scalable? A recent approach to scaling the k-means algorithm is based on the idea of identifying three kinds of regions in data. Regions that are compressible, regions that can be maintained in the main memory, and regions that are discard able. An object is discarding if its membership in a cluster is ascertained. An object is compressible if it is not discarding but belongs to a tight sub cluster. A data structure known as a clustering feature is used to summarize objects that have been discarded or compressed. If an object is neither discard able nor compressible, then it should be retained in main memory [9, 10] .
To achieve scalability, the iterative clustering algorithm only includes the clustering features of the compressible objects and the objects that must be retained in main memory, thereby turning a secondary memory based algorithm into a main memory based algorithm [11] . An alternative approach to scaling the k-means algorithm explores the micro clustering idea, which first groups nearby objects into micro clusters and then performs k-means clustering on the micro clusters [12] .
i. Advantages
The K-means is an iterative improvement of greedy method. Ability to deal with noisy and missing data. Ability to deal with large problems. Ability to deal with a variety of attribute types and magnitudes. It is sensitive to noise and outlier data points.
IV. DECISION TREE
It is flow-chart like tree structure, where each internal node denotes a test on an attribute, each branch denotes an outcome of test, and each leaf node holds a class label. The topmost node in a tree is the root node [14] . Given a tuple, X, for which the associated class label is unknown, the attribute values of the tuple are tested against decision tree. A path is traced from the root to a leaf node, which holds the class prediction for that tuple.
Decision tree is useful because construction of decision tree classifiers does not require any domain knowledge. It can handle hidimensional data. The learning and classification steps of decision tree induction are simple and fast. Their representation of acquired knowledge in tree form is easy to assimilate by users. Decision tree classifiers have good accuracy [15] .
Mining Classification Rules
Every data classification project is different but the projects have some common features. Data classification requires some rules [16] . This classification rules are given below
The data must be available The data must be relevant, adequate, and clean There must be a well-defined problem The problem should not be solvable by means of ordinary query The result must be actionable
Proposed Decision Tree Algorithm
The decision tree algorithm is a top-down induction algorithm. The aim of this algorithm is to build a tree that has leaves that are homogeneous as possible. The major step of this algorithm is to continue to divide leaves that are not homogeneous into leaves that are as homogeneous as possible.
Steps of this algorithm are given below.
Input:
Data partition, D, which is a set of training tuples and their associated class labels. Attribute_list, the set of candidate attributes. Attribute_selection_method, a procedure to determine the splitting criterion that "best" partitions the data tuples into individual classes. Output: A decision tree.
Decision Tree Rules
There are a number of advantages in converting a decision tree to rules. Decision tree make it easier to make pruning decisions. Since it is easier to see the context of each rule. Also, converting to rules removes the distinction between attribute tests that occur near the root of the tree and those that occur near the leaves. These rules are easier to read and to understand for people. The basic rules for decision tree are as below.
Each path from the root to the leaf of the decision tree therefore consists of attribute tests, finally reaching a leaf that describes the class. If-then rules may be derived based on the various paths from the root to the leaf nodes. Rules can often be combined to produce a smaller set of rules. For example: If result = "distinction %" then credit rating = excellent If stream = "arts" and result = "70 %" then credit rating = average. Once all the rules have been generated, it may be possible to simplify the rules. Rules with only one antecedent (e.g. if result = "distinction") can not be further simplified. So we only consider those with two or more antecedents. Eliminate unnecessary rule antecedents that have no effect on the conclusion reached by the rule. In some cases, a number of rules that lead to the same class may be combined.
Generation of Standard Decision Tree
For generating decision tree, first we require data table that is given in table-2 as following.
As, shown in given table-2, we see that there are four attributes (e.g. outlook, temperature, humidity, wind) to decide that tennis should be played or not. For result (play tennis), there are two classes such as Yes of No.
These attributes may be increased or decreased. But if the numbers of attributes are more than data classification can be done with more accuracy. The decision tree for above data can be generated as shown in figure-1. Table 2 Result , father occupation etc. and base on that I have try to find the knowledge with help of both the above mention technique like KNN and decision tree. Finally I found with graph in terms of accuracy and complexity both decision trees are better than K-Means.
Experimental Table of Dataset
As shown in above table-3, there are seven attributes for selection. You can choose any number of attributes from given set. First we have to choose the best attribute. From above set, the best attribute may be student qualification. Student may be of 10 th and 12 th standard. Here, with one attribute, classification can be achieved with lower accuracy. So, with more and more attributes, higher accuracy can be achieved for data classification but increase in number of attributes for classification also increases complications.
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Experimental Results
In this section, this project reports derived results of our reformulated decision tree with standard decision tree. Table-4 shows that if complexity increases from 0% to 80%, the results obtained with datasets so that it is possible to reduce the training set even up to 90% without significant effect upon the classification results. Also, these result shows that if number of attributes increase then both the accuracy and complexity increase. 
Performance Analysis
In this section, it compares reformulated decision tree with standard decision tree for dataset. Our comparison is from threshold (complexity) from low to high with reference to the testing accuracy. We took the threshold 35%, 45%, 60% and 80%. The result shows that our method gives better accuracy with decision tree rather than K-Means. The dataset is of type text and number. As the threshold is increased, the time taken to train decision tree is to be decreased. Figure 4 we can say that when number of attributes increases then complexity increases slowly, accuracy increases highly, and as a result of accuracy level of prediction goes to high. Although, it is fact that 100 % prediction is not possible with any system because ultimately the God is great.
As stated earlier that, information gain measures the information. We use the data from table to calculate information measure. Let us consider using main attribute (stream) as a candidate to split sample.
VI. CONCLUSION
As per the implementation of this project, data classification with decision tree is easy with compared to other method. Because of previous records and pictorial view, the task of categorization of data becomes easy. Once the result obtained, it can be reused for next research. This research depicts on compares reformulated decision tree with standard decision tree for dataset. Our comparison is from threshold (complexity) from low to high with reference to the testing accuracy. With this research a set of threshold taken to show that our method gives better accuracy with decision tree rather than K-Means. The dataset is of type text and number. As the threshold is increased, the time taken to train decision tree is to be decreased. The advantage of decision tree is that it provides a theoretical framework for taking into account not only the experimental data to design an optimal classifier, but also a structural behavior for allowing better generalization capability.
