This paper investigates the robust consensus tracking problem of fractional-order multiagent systems (FOMASs) subject to the iteration-varying initial state shifts. For the FOMASs including one leader agent and multiple follower agents, the PD α -type ILC protocol with the rectifying action is proposed. By improving the existing average operator and choosing the suitable variables, the leaderfollowing FOMASs under the proposed protocol are rewritten as a two-dimensional (2D) dynamical model. Based on the 2D analysis approach, the sufficient conditions are presented for the consensus of FOMASs. It is shown that due to the improved average operator, the derived sufficient conditions are more relaxed. With the increase of iteration step, the output of each follower agent will converge, and as the iteration step goes to infinity, and the limit output of each follower agent can be formulated in terms of the output of leader agent, the mean values of the initial output tracking errors, the learning gain matrices, the fractional order and the structure of communication graph. Finally, two numerical simulation examples are presented to demonstrate the effectiveness of the proposed method.
I. INTRODUCTION
With the research of the integer-order multi-agent systems (IOMASs) [1] - [5] and the development of the fractional calculus [6] , numerous researchers turn their attention to the fractional-order multi-agent systems (FOMASs) . It has been found that many physical systems are suitable to be described by the fractional-order equations [7] and some phenomena can be explained by FOMASs [8] , [9] . Among various researches about the FOMASs, the consensus control problem is critical and its object is to design the distributed control protocol such that the states or outputs of all agents reach an agreement on the shared information [10] . Recently, many consensus results of FOMASs have been obtained from various perspectives, such as heterogeneities [11] , uncertainties [12] , [13] , and group consensus [14] . In addition, the time delay is divided into information processing delay and information transmission delay [15] , and such two kind The associate editor coordinating the review of this manuscript and approving it for publication was Mahammad A. Hannan . of time delays have been investigated in the framework of FOMASs [16] , [17] .
The mentioned literatures have investigated the asymptotic or finite-time consensus of FOMASs, while some practical coordination control tasks including satellite trajectory maintaining require that the consensus is maintained during the overall process of executing the given tasks. Here the consensus maintaining refers to the phenomena that the states or outputs of all followers exactly achieve consensus on those of the leader in a finite time interval. The iterative learning control (ILC) method is suitable for this kind of consensus maintaining problems, because the ILC method can generate the appropriate control inputs for the controlled systems with any target trajectory in a finite time interval. To the best of authors' knowledge, the ILC method has not been used to address the consensus maintaining problems of FOMASs until now, yet there have existed some literatures about the ILC consensus of IOMASs. [18] and [19] have proposed the ILC protocols for the consensus control and the formation control of IOMASs, respectively. It is indicated in [20] VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ that the convergence rate of consensus can be enhanced by input sharing among agents. Further, the consensus tracking problem of IOMASs with output saturation is solved by a distributed ILC algorithm [21] . Recently, to obtain the better performance of consensus control, the ILC scheme is combined with the event-triggered control method [22] . In the above ILC consensus literatures, the strict identical initial conditions (IICs) are required and the contraction mapping (CM) method is used to analyze the learning convergence process. However, the strict IICs may not be practically implementable because they require the perfect resetting or repositioning after each iteration. To relax the requirement of the strict IICs, [23] and [24] propose the ILC consensus protocol with the initial state learning laws. Moreover, the alignment condition is considered as another method alleviating the limitations of the strict ILCs, and some instructive results have been obtained for the consensus of IOMASs, such as first-order agents [25] , second-order agents [26] and high-order agents [27] . The observer-type ILC protocols with the alignment action are designed for the consensus maintaining of IOMASs with the unmeasurable states [28] , [29] . Based on the assumption of the alignment condition, [30] propose the fully distributed adaptive ILC protocol for the consensus tracking problems of IOMASs with second-order dynamics.
The alignment conditions are merely suitable for the spatially closed reference trajectories, because in the alignment conditions the initial states/outputs of the current iteration are required to be the same as the final states/outputs of the previous iteration. The noise or unidentified friction in the repeatable systems may generate the iteration-varying initial state/output shifts, which will result in that the alignment conditions can't be satisfied. Thus, it is necessary to address the iteration-varying initial state/output shift problem for the ILC consensus of FOMASs. The iteration-varying initial state/output shift problem for the system including one leader and one follower has been addressed [31] - [33] . Nevertheless, there still exist the obvious difference between the consensus convergence condition in [31] , [32] and that in [33] . For example, ρ(I − CB) < 1 in [31] , [32] , while ρ(I − CB) < 0.5e −η in [33] , where the notation ρ(·) denotes the spectral radius of matrix (·). The difference has not been effectively addressed up to now, thus need to be further investigated. Moreover, there is no report about the consensus maintaining for the multi-agent systems (MASs) subject to the iterationvarying initial state/output shifts, especially for FOMASs. Due to the invalidation of the well-known Leibniz rule in the fractional derivatives and the particularities of the consensus maintaining problems, the existing ILC consensus results for IOMASs or the existing asymptotic/finite-time consensus results for FOMASs are hard to be directly extended to the consensus maintaining problems for FOMASs. Thus, it is still a challenging to design an ILC protocol for the consensus maintaining of the FOMASs subject to the iteration-varying initial state/output shifts.
Inspired by the existing ILC consensus research of
FOMASs and the obvious differences between the existing consensus convergence conditions [31] - [33] , we investigate the robust consensus tracking problem of leader-following FOMASs subject to the iteration-varying initial state shifts. Firstly, the consensus tracking problem of such kind of FOMASs is formulated. Secondly, by improving the existing average operator, the PD α -type ILC consensus protocol with the rectifying action is designed and the leader-following FOMASs are rewritten as a two-dimensional (2D) model, thereby the more relaxed consensus convergence conditions can be derived based on the 2D analysis approach. Finally, two numerical examples are presented to validate the theoretical results. The main contributions of this paper can be summarized as follows:
(1) Addressing the consensus tracking problem of FOMASs subject to the iteration-varying initial state shifts. The existing ILC literatures have investigated the consensus of IOMASs subject to the strict identical initial states/outputs [18] - [22] , the fixed initial state/output shifts [23] , [24] and the initial alignment conditions [25] - [30] , while the iteration-varying initial states/output shifts haven't been considered in the MASs framework. In the existing studies about FOMASs, the asymptotic consensus or the finite-time consensus has been considered, while there has been no report about the consensus maintaining of FOMASs.
(2) By improving the existing average operator and designing a new rectifying function, then introducing them into the ILC law, the average-operator based PD α -type ILC consensus protocol with the initial rectifying action is proposed. By selecting the suitable variables, the leader-following FOMASs under the proposed protocol are rewritten as a 2D dynamical model. Based on a 2D analysis approach, both the solution to the 2D dynamical model and the sufficient conditions of consensus are derived.
(3) The derived consensus convergence condition is more relaxed than the existing consensus convergence condition in [33] . The limit output of each follower agent can be formulated in terms of the output of leader agent, the mean values of the initial output tracking errors, the learning gain matrices, the fractional order, and the structure of communication graph. By selecting the appropriate learning gain matrices, the learning process with good transients is derived and the consensus tracking errors can be effectively reduced.
The rest of this paper is organized as follows. At first, in Section 2, notations and some existing results on the fractional-order calculus are presented. The output consensus tracking problem of the iterative FOMASs is formulated and the PD α -type ILC protocol with the rectifying action is proposed. Subsequently, the iterative FOMASs are rewritten as a 2D dynamical model, the solution to which is analyzed by the 2D analysis approach, and the consensus criterions are derived in Section 3. Moreover, two numerical examples are presented in Section 4. Finally, the conclusions are drawn from the present studies in the last section.
II. BACKGROUND AND PRELIMINARIES
In this section, some basic notations, lemmas about the fractional calculus and the algebraic graph theory as well as the model of FOMASs subject to the iteration-varying initial state shifts are presented.
A. NOTATIONS
Let R, R m×n and Z + be the set of real numbers, the set of m × n real matrices and the set of nonnegative integers, respectively. The superscript T denotes the transposition of vector or matrix, ⊗(I m ) denotes the Kronecker product (the m × m identity matrix), and 1 n (O n ) denotes a column vector with all entries equal to one (zero); · denotes the Euclidean norm of vectors or the spectrum norm of matrices, and the notation M > 0 (M < 0) indicates that the matrix M is positive (negative) definite. Matrices, if not explicitly stated, are assumed to have appropriate dimensions. Moreover, G = (V, E, A) denotes a weighted directed graph with the set of vertices V = {1, 2, · · · , N }, the set of edges E ∈ V × V, and the adjacency matrix A = a kj ∈ R N ×N . In particular, a kk = 0, and a kj = 1 if (j, k) ∈ E, and a kj = 0 otherwise. The detailed description about graph theory can refer to [10] and [20] .
B. SOME DEFINITIONS AND LEMMAS
To derive the main results in the following section, the following definitions and lemmas are needed.
Definition 1 [34] , [35] : Let α ∈ (0, 1). For an arbitrary integerable function f (t) : [0, ∞) → R, the left-sided and right-sided Riemann-Liouville fractional integrals are respectively defined by [34] , [35] : Let α, β > 0. If f 1 (t) and f 2 (t) are continuous on the interval t ∈ [0, T ], then the following relations hold: [32] : Let α, β ∈ (0, 1). The solution to the fractional-order time
A and B denote the state, control intput, system matrix and input matrix, respec-
(αi+β) is the state transition matrix and satisfies the relations:
Lemma 2 presents the solution to the fractional-order timeinvariant system, and will be also used to derive the consensus convergence condition in the following section.
C. PROBLEM FORMULATION
Consider the FOMASs consisting of one leader agent and N follower agents, which work in a repeatable control environment. The leader agent, which is labeled as d, is described by
where α ∈ (0, 1) and t ∈ [0, T ]. x d (t) ∈ R n and y d (t) ∈ R m are the state and output of the leader agent, and A ∈ R n×n and C ∈ R m×n are the state matrix and output matrix of the leader agent.
The follower agents are labeled by j, j ∈ {1, 2, · · · , N }, and the interaction topology among all the follower agents is described by the iteration invariant graph G = (V, E, A), where V = {1, 2, · · · , N }. E and A are the edge set and the weighted adjacency matrix of G, respectively. Thus, the interaction topology among all agents can be described by the graphḠ = (V,Ē,Ā), whereV = {0, 1, 2, · · · , N },Ē and A are the edge set and the weighted adjacency matrix ofḠ, respectively.
At the kth iteration, the dynamics of follower agent j take the following form
are the state, output, control input and input matrix of the system (2), respectively.
To simplify the analysis, the following assumptions are needed.
Assumption 1:
The initial state of follower agent j satisfies the inequality
wherex k,j (0) represents the average of the initial state from all previous k iterations of follower agent j and is defined in Definition 2. κ j ∈ R n is any constant vector. β, γ and η are positive scalar constants, and γ and η satisfy γ > 2 and γ e −η < 1.
Definition 2 [31] - [33] : For a sequence consisting of the initial state from all previous k iterations for the follower agent j, its average is described bȳ
Assumption 2: The communication graphḠ at least contains a spanning tree with the leader being the root.
Remark 1: The existing assumptions [31] , [33] of initial state shifts only require that the average of the initial states satisfies the inequality x k,j (0) − κ j ≤ βe −ηk , j = 1, 2, · · · , N , where β, η and κ j are the same as those in Assumption 1, while Assumption 1 requires that both (3) and (4) are satisfied simultaneously. Compared to the existing assumptions [31] , [33] , the additional requirement (4) for the initial state shifts can effectively relax the consensus convergence condition, which can be seen from Theorem 1, Remark 5 and the simulation results.
Remark 2: Compared to the existing MASs subject to the strict identical initial conditions [18] - [22] , the fixed initial state/output shifts [23] , [24] and the initial alignment conditions [25] - [30] , in this paper, each follower agent can take arbitrary iteration-varying initial states satisfying Assumption 1.
Let ξ k,j (t) denote the information received by the follower agent j at the kth iteration. More specifically,
where a j,k is the (j, k) th entry of the adjacency matrix A, N j is the neighborhood set of the follower agent j. d j = 1 if there is an edge from the leader agent to the follower agent j, and d j = 0 otherwise.
Let the output tracking error e k,j (t) = y d (t) − y k,j (t). Thus, (6) can be rewritten as
Letx k,j (t),ȳ k,j (t),ū k,j (t),ξ k,j (t), andē k,j (t) be defined in the same way asx k,j (0). Note that the average operator is linear, from (2) and (7), we have
whereē
. For convenience, we define λ j as the jth eigenvalue of H . It should be pointed out that according to the above definitions,ū k,j (t) is represented asū k, (8) is expressed as the form of continuous time state-space equations, in which the statex k,j (t), outputȳ k,j (t) and control inputū k,j (t) are respectively the averages of the states
Remark 3: Equation
the information from all previous k iterations. According to [33] , the tracking performance of (8) can reflect that of (2) if the average of the consensus tracking errors converges exponentially along the iteration axis for all t ∈ [0, T ]. Thus, we can accomplish the 2D analysis of average operator based ILC by considering the system (8) . Moreover, to solve (8), the initial conditionx k,j (0) is used, which is different from the case that the initial condition x k,j (0) is used to solve a classical continuous time state-space equations.
To overcome the ill effects of the iteration-varying initial state shifts and to obtain the consensus of FOMASs (1) and (2), a PD α -type ILC updating law is designed as
where u k+1,j (0) = 0.The learning gain matrices ∈ R p×m , P ∈ R p×m and R ∈ R p×m will be designed later and R is the column full rank. The rectifying function µ h (t) is defined as
It is easy to know that µ h (t) satisfies
where D α−1
is used. Remark 4: By iteratively adjusting the input signals from one iteration to the next, the PD α -type ILC updating law (10) can create a two-dimensional process including time axis and iteration axis and achieve the consensus of FOMASs in a finite time interval. These are different from the existing consensus results of FOMASs [8] - [14] , [16] , [17] , where the asymptotic consensus or the finite-time consensus is achieved and the controllers are merely related to time t. Moreover, since the controller (10) uses the control inputs and the consensus tracking errors from all previous k iterations, the controller (10) is actually a high-order iterative learning controller and can effectively deal with the problem of iteration-varying initial state shifts.
Based on (10), we havē
Letū
wherey
Control objective: Let the leader-following FOMASs (1) and (2) satisfy Assumptions 1-2 simultaneously. This paper will design the learning gain matrices R, P and such that the output of each follower agent converges with the increase of the iteration step in the finite time interval t ∈ [0, T ], and as the iteration step goes to infinity, the limit output of each follower agent can be formulated in terms of the output of leader agent, the mean values of the initial output tracking errors, the learning gain matrices, the fractional order, and the structure of communication graph.
III. MAIN RESULTS

Define a variable θ k (t) as
Then, it can be derived from (8) and (14) that θ k (t) satisfies
where
Subtractingē k (t) fromē k+1 (t) and noticing (16), we havē
From (17) and (18), we have
From (16) and (19), we have
It is easy to know from Assumption 1, (15) and (17) that the boundary condition θ k (0) = 0 holds for all k ∈ Z + , and for all t ∈ [0, T ], ϕ 0 (t) is finite and satisfies
where e 0 (t) = 1 N ⊗ y d (t) − (I N ⊗ C)x 0 (t). θ k (t) is a function of state x k (t) and describes the dynamic behaviors of the controlled FOMASs (2), while ϕ k (t) is the function of output consensus tracking error e k (t) and represses the process of the iterative learning. Thus, by using the variables θ k (t) and ϕ k (t), the leader-following FOMASs (1) and (2) under the ILC protocol (10) can be rewritten as the 2D model (20) , which can reflect the dynamics of the controlled FOMASs and the iterative learning process of tracking error system.
According to [33] , the solution to (20) is
where T ij is the state transition matrix and is defined as
, for i = 0, l = 0; T 1,0 T i−1,l + T 0,1 T i,l−1 , for i ≥ 0, l ≥ 0(i + l = 0); 0, for i < 0, or / and l < 0;
with
The state transition matrix T il satisfies [33] T 0k = (T 01 ) k and
where k, i, l ∈ Z + . Define k (t) and k (t) as follows
Thus, by (24), ϕ k (t) in (22) can be rewritten as
Since the learning matrix R is column full rank, the matrix R T R is invertible. Thus, from (17), we have
Since the rectifying function µ h (t) is a piecewise function, the solution to (26) should be separately discussed for t ∈ [0, h] and t ∈ (h, T ].
(1) If 0 ≤ t ≤ h, then µ h (t) = h −1 t 1−α (2−α) . By solving (26), we havē
ς k (t) and ζ k (t) are given by
and
For simplicity, the proof of (27) is provided in Appendix A.
Based on the mean theory of definite integral, it is easy to know that there exists an instant
By (32), (27) can be rewritten as
where φ α,1 (t) is given in (28) . By solving (26) and noticing (34), we havē
where φ α,α (t), ς k (t) and ζ k (t) are given by (29) , (30) and (31), respectively. The proof of (35) is provided in Appendix B for simplicity. Thus, by combining (27) and (35), we havē
The matrix (t) indicates the deviation between the output trajectory of leader agent and the output trajectories of the follower agents, thus its value should be reduced as much as possible.
Based on the previous results, the following theorem can be obtained.
Theorem 1: Consider the leader-following FOMASs (1) and (2) satisfying Assumptions 1 and 2, and let the ILC updating law (10) with the rectifying function (11) is applied. If there exist learning gain matrix R and a positive number ρ 0 such that the inequality
is satisfied, then
The proof of Theorem 1 has been given in Appendix C. Remark 5: If (4) is removed, by the similar way to the proof of Theorem 1, we can derive the consensus convergence condition:
By comparing (40) to (38), it is easy to know that (38) is more relaxed. Hence, by imposing the restriction (4) on (3), the consensus convergence condition (40) can be relaxed. This method can be also used to relax the consensus convergence conditions in [33] . Moreover, since the convergence condition (38) is dependent on H that represents the global information of communication graph, (38) isn't fully distributed. [30] has designed the fully distributed adaptive ILC protocol for the consensus tracking problems of IOMASs with secondorder dynamics, in which the alignment initial conditions are adopted and the composite energy function method is used to analyze the convergence of learning process. Due to the existence of iteration-varying initial state shifts and the invalidation of the well-known Leibniz rule in the fractional derivatives, the composite energy function method isn't suitable for the robust consensus problem of FOMASs in this paper. Thus, it is still a challenging to design the distributed ILC protocol for the consensus of FOMASs subject to iteration-varying initial state shifts by 2D analysis approach. Remark 6 [32] : has proposed the one-order and secondorder PD α -type ILC controllers to achieve the stabilization of fractional-order system including one node. The Lebesgue-p norm based contraction mapping method is used to analyze the convergence of learning process and the derived convergence conditions have nothing to do with the structure of graph. In contrast, in this paper, the consensus control problem is investigated for the FOMASs, which consist of one fractional-order leader agent and multiple fractionalorder follower agents interacted with each other through a connected graph. The proposed PD α -type controller is the high-order ILC controller, and the 2D analysis approach is used to analyze the convergence of learning process, and the derived consensus criterion depends on the structure of the communication graph.
Remark 7: [4] and [5] have proposed the distributed controllers merely related to time t to achieve the fixed-time group consensus tracking of IOMASs including multiple leaders. In contrast, in this paper, the robust consensus tracking problem is investigated for FOMASs including one leader agent, and the proposed PD α -type iterative learning controller is related to both time t and iteration step k. Moreover, if the model of FOMASs and the communication graph are redefined in the similar ways to [4] , [5] , [14] , the results in this paper can be extended to the case of multiple leaders. However, since the consensus of multiple leaders is another topic, we will do another study about it.
Remark 8: (i) If κ j = x d (0), j = 1, 2, · · · , N , then according to (37) and (39), y k,j (t) converges to y d (t) in the time interval t ∈ [0, T ] as the iteration step goes to infinity.
However, by selecting the appropriate value of h and designing the learning gain matrices P, R and , we can effectively reduce the value of (t) such that the limit trajectory of each follower agent can approach the trajectory of leader agent in the time interval t ∈ [0, T ], which will be also demonstrated by the numerical simulations in Section 4.
It is easy to known from Theorem 1 that the consensus convergence condition (38) is independent on the learning gain matrices P, and the rectifying function µ h (t), thus the ILC consensus protocol (10) can still work even without P or . Besides the effects of reducing the deviation (see Remark 8) , the learning matrix P can well improve the transient performance of iterative learning process, which will be demonstrated by the numerical simulations in Section 4.
Moreover, if α = 1, then the FOMASs (1) and (2) will degenerate into the corresponding IOMASs. In this case,
Thus, based on Theorem 1, we can state the following results.
Corollary 1: Assume that Assumptions 1 and 2 simultaneously hold for the FOMASs (1) and (2) with α = 1. If the ILC updating law
is applied and there exists a positive number ρ 0 such that (38) is satisfied, then where
Corollary 1 can be considered as a special case of Theorem 1 when α = 1. By substituting α = 1 into (37) and (39), (42) and (43) can be derived immediately. Hence, the proof of Corollary 1 is omitted.
Remark 9: The above results show that Theorems 1 has broader applicability in the robust output consensus control of FOMASs. The FOMASs in this paper are subject to the iteration-varying initial state shifts. The robust consensus problem of the FOMASs with time delays [15] should be a further investigated topic, but it is still a challenging to design the ILC protocol for the consensus of FOMASs in the presence of both iteration-varying initial state shifts and time delays.
IV. SIMULATION RESULTS
A. EXAMPLE 1 (SINGLE-INPUT SINGLE-OUTPUT FRACTIONAL-ORDER FOMASs)
In this section, to demonstrate the effectiveness of the proposed methods, the FOMASs consisting of one leader agent and three follower agents are considered over the fixed communication graph in Figure 1 . It is easy to verify that the communication graph in Figure 1 j ∈ {1, 2, 3}, k ∈ Z + , respectively. The initial state of leader agent is set as x d (0) = [−1, 1] T , while the initial states of follower agents are variable and satisfy
where δ k,j 1 and δ k,j 2 vary randomly in [−0.5, 0.5], κ 1 1 = κ 2 1 = κ 3 1 = 0, κ 1 2 = 0.3, κ 2 2 = 0.4 and κ 3 2 = 0.5. Thus, Assumption 1 is satisfied. The zero initial control input for each follower agent is adopted, and the terminal time T = 3.5. The consensus protocol (10) with the rectifying function (11) is applied and the learning gain matrix R is set as R = 2.6. It is easy to verify that (38) is satisfied. According to Theorem 1, we can conclude that the output of each follower agent converges with the increase of the iteration step in the finite time interval t ∈ [0, 3.5]. For comparison, the consensus convergence condition (40) is also verified. The results show that (40) can't be satisfied. Thus, (38) is more relaxed than (40).
By setting P = −8.9, R = 2.6, = 0.1 and h = 0.1, the consensus protocol (10) with the initial rectifying function (11) is applied to the leader-following FOMASs (1) and (2) . Figure 2 .a and Figure 2 .b show that the output trajectories of agents at the 60th iteration and the maximum absolute errors between e k,j (t) and j (t)(j = 1, 2, 3) versus different iteration steps, respectively. In these figures, the output trajectory y k,j (t) of follower agent j(j = 1, 2, 3) converges to the output trajectory y d (t) of leader agent with a deviation j (t) with the increase of iteration step, where (t) = [ 1 (t), 2 (t), 3 (t)] T . Thus, the simulation results further confirm the conclusion that the ILC process converges.
The role of learning gain matrix P becomes clear in the following comparisons. By setting R = 2.6, = 0.1 and h = 0.1, Figures 3 and 4 show the simulation results with P = 0 and P = −14.9, respectively. According to Theorem 1, such two ILC processes are stable. As shown in Figure 3 .a, there exist some fluctuations in the iterative learning process and the consensus convergence rate is slower. It can be seen from Figure 3 .b that the high-overshoots (as much as 480) are generated before the learning process converges. Thus, it can be seen from Figures 2 and 3 that the transient performance of ILC process can be improved by selecting the appropriate values of P.
To illustrate the effects of learning gain matrix , Figure 4 shows the trajectories of the deviation 1 (t) for different values of . By comparing the results with = 10 to those with = 0, it is easy to see that the existence of learning gain matrix can effectively reduce the consensus tracking errors.
B. EXAMPLE 2 (MULTIPLE-INPUT MULTIPLE-OUTPUT INTEGER-ORDER IOMASs)
The communication graph is the same as that in Example 1, and the parameters in leader-following FOMASs (1) and (2) satisfy
The states of leader agent and follower agents are denoted as
The initial state of leader agent is set as x d (0) = [1, 0, −0.2] T , while the initial states of follower agents are variable and satisfy
where δ k,j 1 , δ k,j 2 and δ k,j 3 vary randomly in [−0.5, 0.5]. κ 1 2 = κ 2 2 = κ 3 2 = κ 1 3 = κ 2 3 = κ 3 3 = 0, κ 1 1 = 1.3, κ 2 1 = 1.1 and κ 3 1 = 1.0. Thus, Assumption 1 is satisfied. The zero initial control input for each follower agent is adopted, and the terminal time T = 2. By setting P = diag{−12, −12}, R = diag{3.9, 3.9}, = I 2 and h = 0.2, the consensus protocol (10) with the initial rectifying function (11) is applied to the leader-following FOMASs (1) and (2) . Figure 5 .a and Figure 5 .b show that the output trajectories of agents, while Figure 5 .c and Figure 5 .d show the maximum absolute errors e k,j 1 (t) − j 1 (t) ∞ and e k,j 2 (t) − j 2 (t) ∞ (j = 1, 2, 3). As shown in these figures, the output trajectory y k,j 1 (t) (y k,j 2 (t)) of follower agent j(j = 1, 2, 3) approaches the output trajectory y d 1 (t) (y d 2 (t)) of leader agent with a deviation j 1 (t) ( j 2 (t)), where
T . Thus, the proposed method is still suitable for the consensus of IOMASs subject to the iteration-varying initial state shifts.
V. CONCLUSION
In this paper, the output consensus tracking problem of FOMASs subject to the iteration-varying initial state shifts is discussed. Based on the improved average operators, the PD α -type ILC protocol with the rectifying function is proposed and the more relaxed consensus convergence conditions are derived by the 2D analysis approach. Both theoretical study and simulation results show that the proposed consensus protocol can effectively deal with the iterative varying initial state shifts and achieve the consensus objective. Future work should be to improve and apply related results, or to extend the results to the group consensus of FOMASs.
APPENDIXES APPENDIX A PROOF OF EQUATION (27)
By Lemma 1, the solution to (26) is expressed as Lemma 2, and (12) , the second term of (A.1) is rewritten as
Similarly, the third term of (A.1) is rewritten as
where (25) and the relation ''D 1−α t D α t f 1 (t) = df 1 (t) dt , α ∈ (0, 1)'' in Property 1 are used.
By Lemma 2, we have
From (22), we have
Substituting (A.7) into the first equation of (24), we obtain k (t). Then, substituting k (t) into (A.5), we have
,
Similarly, substituting (A.8) into the second equation of (24), we obtain k (t). Then, substituting k (t) into (A.6), we have
Substituting (A.2), (A.4), (A.9) and (A.10) into (A.1), we obtain (27) .
APPENDIX B PROOF OF EQUATION (35)
where k (0)=0, (12), Property 1, Lemma 1 and Lemma 2 are used.
where χ 1 = M 1 1 e 2 T 10 T α + 1 . From Assumption1, we have
Let 2 = φ α,1 (t) . Taking the norm on both sides of (31), and noticing Assumption 1, (23) and (C.7), we have . Subtracting (t) fromē k (t), we havē e k (t) − (t) = φ α,1 (t)(ē k (0) −y d (0)) + ς k (t)
Based on the definitions ofē k (0) andy d (0), we have Let K 2 = I N ⊗ ((R T R) −1 R T P) . Taking the norm on both sides of (C.10) and noticing (C.6), (C.9) and (C.11), we have ē k (t) − (t) = φ α,1 (t)(ē k (0) −y d (0)) + ς k (t)
+ ζ k (t) = 2 C βγ k e −ηk + K 1 χ 1 2 k e −ηk + 2 tK 1 K 2 χ 1 2 k e −ηk + χ 2 γ k e −ηk ≤ ( 2 C βγ k + K 1 χ 1 2 k + 2 TK 1 K 2 χ 1 2 k +χ 2 γ k )e −ηk = f (k)e −ηk .
(C.12)
where f (k) 2 C βγ k + K 1 χ 1 2 k + 2 TK 1 K 2 χ 1 2 k + χ 2 γ k .
Sinceē 0 (t) = e 0 (t), we have e k (t) = (k + 1)ē k (t) − kē k−1 (t), ∀k ≥ 1. Noticing (C.15-C.17) and taking the limit k → +∞ on both sides of (C.14), we have lim k→∞ e k (t) − (t) = 0, which is equivalent to lim k→∞ e k (t) = (t). Thus, we have lim k→∞ y k (t) = 1 N ⊗ y d (t) − (t).
This ends the proof of Theorem 1.
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