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We construct complete sets of (open and closed string) covariant coherent state and mass eigen-
state vertex operators in bosonic string theory. This construction can be used to study the evolution
of fundamental cosmic strings as predicted by string theory, and is expected to serve as a self-
contained prototype toy model on which realistic cosmic superstring vertex operators can be based
on. It is also expected to be useful for other applications where massive string vertex operators are
of interest. We pay particular attention to all the normalization constants, so that these vertices
lead directly to unitary S-matrix elements.
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2I. INTRODUCTION
The study of cosmic strings, see e.g. [1, 2] and ref-
erences therein, has flourished in recent years, following
the discovery [3] (but see also [4]) [5–7], that such ob-
jects may be produced in string models of the early
universe, thus providing an observational signature for
Superstring theory [8–10].
The possibility that superstrings of cosmological
size may have been produced in the early universe was
first contemplated by Witten [11] who (based on current
knowledge of the time) concluded that had they been
produced they would either not be observable (they
would be produced before inflation and diluted away
by the cosmological expansion), they would be unstable
(they would disintegrate into smaller strings long be-
fore reaching cosmological scales in the case of Type I
strings, or in the case of Heterotic String theory they
would arise as boundaries of domain walls whose ten-
sion would cause the strings to collapse), and in any
case they would nevertheless be excluded by experimen-
tal constraints, requiring string tensions, Gµ ∼ 10−3
(with G the four-dimensional Newton’s constant and
µ = 1/(2πα′) the fundamental string tension), while it
was clear that strings with Gµ > 10−5 had already been
ruled out. Much has changed since then, the discovery
of dualities [12] and D-branes [13, 14] having completely
revolutionized our understanding of string theory.
These new developments opened many new avenues
for model building [15] and string cosmology, such as the
brane inflation scenario [5, 16–20] in the context of large
extra dimensions [21–23], where macroscopic strings
have been found to be produced [3, 4, 6, 9, 24] with
string tensions in the range [6], 10−12 ≤ Gµ ≤ 10−6.
In these scenarios it is difficult to obtain a sufficient
amount of inflation [25, 26] and in [26] this problem is
evaded by considering instead a warped compactifica-
tion [27, 28], a concrete example of which is the well
known KLMT scenario [26, 29]. It has since been real-
ized [8] that it is possible in these theories to construct
macroscopic non-BPS as well as BPS strings which are
stable [30] and potentially observable.
Unfortunately, no completely satisfactory string
model of the early universe exists yet: although all mod-
uli are stabilized in the brane inflation scenario [26, 29]
it suffers from a reheating problem where all the reheat-
ing energy arising from the D3/D3-annihilation goes
into a massless U(1) gauge field that lives on the stabi-
lizing D3-brane instead of going into the standard model
fields, for a brief elaboration on this see [31]. Further-
more, in the context of large extra dimensions there is
no known mechanism to stabilize the moduli. Neverthe-
less, these drawbacks may be specific to the models con-
sidered to date and it is plausible that in more general
constructions these problematic features are absent.
For an overview of cosmic strings in the pre- and
post-“second superstring revolution” era see [1] (as well
as the older more extensive reviews [32, 33]) and [2, 34–
40] respectively, and for an excellent review which also
contains many introductory remarks and computational
details associated to the latter see [41].
A. Brane Inflation
It is possibly rather natural to suspect there to have
been a multitude, or a gas, of D-branes of various dimen-
sionalities in the early universe. The branes of higher
dimensionality will annihilate first and produce lower
dimensional branes and branes that are present today.
As an example, in the most concrete (almost viable)
scenario, namely the KLMT scenario [26], one studies
the relative motion of a remaining D3-brane and D3-
brane, which are separated in the transverse space in a
throat of a Calabi-Yau (CY) three-fold. There is a U(1)
gauge symmetry on each of these branes. Cosmological
inflation is driven by the attractive interaction poten-
tial associated to the D3- and D3-brane which approach
each other in the higher dimensional bulk space.
The two branes eventually collide and annihilate
via tachyon condensation, see e.g. [42]. Due to the
Kibble mechanism [43], when a U(1) gauge symmetry
becomes broken during the evolution of the universe,
defects (and in particular cosmic strings) will be pro-
duced. The crucial observation of [6] was that the low
energy string dynamics at the end of brane inflation is
described by U(1) symmetry breaking in the tachyon
field, and therefore one expects the formation of defects
which are seen as cosmic strings by observers on the (or
one of the) remaining higher dimensional branes. It has
been argued that the production of other defects such
as monopoles and domain walls is suppressed [5]. These
defects are identified [44, 45] with D1-branes, which
follows from computing the conserved charges. Nev-
ertheless, both D-strings and F-strings are expected to
arise [8, 9] in this process, even though the standard
language of string creation associated to a spontaneous
breaking of a U(1) symmetry is not appropriate for F-
strings (unless gs ≫ 1). The standard model particles of
strong and weak interactions correspond to open string
modes confined to a remaining D-brane with 3 large
non-compact dimensions, and the closed string modes
(e.g. the graviton, radions and massive excitations) cor-
respond to bulk modes.
The presence of cosmic strings is likely to be a fairly
generic feature of any string model of the early universe
and in the present article we shall assume that such a
model can be found and focus instead on the cosmic
strings themselves. We shall focus in particular on the
fundamental cosmic strings which have an exact pertur-
bative (in the string coupling gs = e
〈Φ〉 and the funda-
mental string length squared α′) description in terms of
vertex operators.
3B. Cosmic String Evolution
The basic properties which collectively determine
the evolution are string inter-commutations and recon-
nections [46–50], quantum or classical string decay [51–
61] and the presence of junctions [62–67], and possible
instabilities [8, 11, 54]. Collectively, these properties
and cosmological considerations (such as the expansion
rate of the universe, density inhomogeneities, and so
on) determine the various observational signatures from
cosmic strings.
An initial distribution of long strings is formed via
the Kibble mechanism, the shape of any one such string
resembling a random walk. The expansion of the uni-
verse stretches these strings which intercommute and
reconnect producing kinks (i.e. points on the string at
which the spacetime embedding tangent vectors associ-
ated to left and right-movers are discontinuous). Any
one of these kinks then separates into two kinks run-
ning along the string in opposite directions. When left-
and right-moving modes meet on any given section of
a string gravitational radiation is produced. There will
also be long strings that self-intercommute and produce
loops which subsequently are expected to decay into
smaller loops, massive, and massless (including gravita-
tional) radiation.
There is general consensus on the large scale evolu-
tion of cosmic strings. Here the string network evolves
towards a scaling regime, a regime in which the charac-
teristic length scale of the configuration evolves towards
a constant relative to the horizon size [32, 33]. Recently,
there has also been some progress in understanding the
small scale structure [31, 68–71], see also [72]. Here one
of the most important questions is: what is the typical
size at which loops are produced from long string. There
has been large disagreement in the literature with esti-
mates differing by over fifty orders of magnitude. This
is an important question and further investigation is re-
quired. Another very important question which is also
related to the previous one is: what is the importance
of gravitational backreaction on the evolution of cosmic
strings, see also below.
C. Gravitational Radiation and Backreaction
Cusps are generic in loops [73] and are expected to
lead to very strong gravitational wave signals [74, 75],
although the presence of extra dimensions is likely to
weaken the detected signal [76]. Cusps on strings with
junctions have also been argued to be generic in [65].
Recent evidence [77] suggests that kinks on strings with
junctions also provide a very strong gravitational wave
signal – the signal from kinks on string loops with junc-
tions is found to be stronger than the signal due to
cusps. It is very important to test the robustness of
all these computations to gravitational backreaction ef-
fects. In fact, it is likely that gravitational backreaction
can be important for even order of magnitude estimates
[78], and developing the necessary tools that enable one
to study this problem systematically has been one of
the main purposes of the present article.
Furthermore, and most importantly, it has been
suggested [78–80] that gravitational backreaction sets
the scale for the smallest relevant structures in cosmic
string evolution, as well as the long sought-after loop
production scale. It is therefore of vital importance to
understand gravitational backreaction and develop the
necessary tools where such questions can be addressed
most naturally – in perturbative string theory backre-
action effects can be taken into account very naturally,
as first pointed out in [81].
D. Massive Radiation
Apart from the possibility of gravitational back-
reaction playing a significant role in string evolution, a
string theory computation is also required when there is
the possibility of massive closed string states being emit-
ted – this might be expected to occur close to cusps and
kinks and this massive radiation would presumably be
invisible or difficult to calculate in the effective field the-
ory [185]. That massive radiation may dominate over
gravitational radiation was suggested in [82, 83], and
this was motivated by the observation that loops seemed
to be produced at the smallest scales, see also [84, 85],
namely at the numerical simulation cutoff scale which
is identified with the string width, although their con-
clusions relied on extrapolation of numerical results be-
yond the region of validity. There have also been some
interesting results on massive radiation in a quantum-
mechanical setup in the case of mass eigenstate vertex
operators, see [86] and references therein. Whether a
significant amount of massive radiation is emitted is cer-
tainly still an open question – this can be addressed in
the vertex operator construction of the current article
which is expected to provide a definite answer to this
question. If one is interested in the emission of arbitrar-
ily massive radiation one may proceed along the lines
of [52, 53, 55–61].
E. Observational Signatures
Signals that have been confirmed to arise from cos-
mic string sources have to date not yet been detected.
There is a wide range of constraints from gravitational
waves [74, 75, 87–92] (classical gravitational wave emis-
sion from loops and infinite strings has been computed
in [93, 94] and [70, 80, 95, 96] respectively and from
strings with junctions in [97]), strong and weak lens-
ing from strings without [98–103] (but see also [104])
and with [104–106] junctions, and the CMB [92, 107–
114]. Future missions searching for a polarization B-
mode in the CMB will provide even stronger constraints
4[70, 115–118]. Signals from cosmic strings may also
show up in ultrahigh-energy cosmic rays [119, 120], ra-
dio wave bursts [121], and also diffuse X- and γ-ray
backgrounds [120]. There is also the potential to obtain
constraints on the underlying compactifications [122].
Even though cosmic strings can only account for a small
contribution to the CMB power spectrum, they could
instead be a significant source of its non-Gaussianities
and are expected to dominate over inflationary pertur-
bations at small angular scales, see [40] and references
therein.
F. Vertex Operators as Cosmic Strings
Given the inherently quantum-mechanical nature
of fundamental cosmic strings, the only available han-
dle on such macroscopic objects at present that is ca-
pable of accounting for the evolution on the smallest as
well as largest scales is given in terms of vertex opera-
tors [12, 123] which completely characterize the string
under consideration. For example, a vertex operator
description would be required for cosmic string configu-
rations involving a string theory analogue of cusps (i.e.
points on the string that reach the speed of light at
discrete instants during the loop’s motion) and kinks,
as presumably the effective field theory or classical de-
scription would break down close to these points.
With a vertex operator construction of cosmic
strings one can address various questions, such as what
is the decay rate of a given cosmic string configura-
tion, the intercommutation and reconnection probabili-
ties, junction decay rates, emission of massless and mas-
sive radiation and so on. The already existing quantum
decay rate computations carried out in [52, 53, 55–61]
for instance make use of mass eigenstate vertex oper-
ators (with only first harmonics excited) and it is not
known at this point whether these are appropriate for
the description of cosmic strings. In [59] for instance it
was concluded that the spectrum of a particular mass
eigenstate does not reproduce the classical gravitational
wave spectrum, and one might expect this to be the case
also for general mass eigenstates.
It is likely that cosmic strings being macroscopic
and massive should have a classical interpretation. If
this is the case, the appropriate vertex operators are
expected to have coherent state-like properties (from
our experience with standard harmonic oscillator coher-
ent states), and so we should be searching for coherent
state vertex operators, which would be expected to have
a classical interpretation. The analogous computations
as the ones described above with coherent states instead
of mass eigenstates would be more desirable and would
probably represent a much more realistic description of
cosmic strings.
A quantum-mechanical approach to computing the
decay process for macroscopic and realistic cosmic
string loops is highly desirable as we must also check
the usual assumption that the process is classical. Fur-
thermore, the classical computation is not well under-
stood, as calculations based on field theory and the
Nambu-Goto approximation differ, and gravitational
back-reaction is not taken into account. Back-reaction
can be included very naturally in perturbative string
theory.
Finally let us mention that it is very important to
find tests which distinguish fundamental strings from
solitonic strings; a major difference is the quantum na-
ture of F-strings (which for instance leads to a reduced
probability for the reconnection of intersecting strings
[48], see also [124] for an alternative approach). Thus
it seems that string theory computations will certainly
be required in order to distinguish fundamental from
solitonic strings in experiments.
G. Classicality of Cosmic Strings
Let us now say a few words concerning the classi-
cality of quantum-mechanical string vertex operators.
Consider first mass eigenstates. These are specified
by certain quantum numbers, the relevant one here
being the level number N , and a necessary (but not
sufficient) condition for classicality is that these take
large values. This dates back to Niels Bohr who used
this argument when he postulated that any quantum-
mechanical system should satisfy the correspondence
principle. Typically the quantum numbers of interest
in a given quantum system appear in the combination
(N~) thus showing that the classical limit ~ → 0 is
related to the large quantum number limit N → ∞
with the combination N~ held fixed. For example,
this can be seen in the energy spectrum of the hydro-
gen atom, EN ∼ const./(N~)2, the harmonic oscillator,
EN ∼ const.(N~), and also the string spectrum [186],
EN ∼ const.
√
(N~). Vertex operators present in the
large quantum number limit may in some sense there-
fore be referred to as being quasi-classical. The extent
to which mass eigenstates can have a classical interpre-
tation is not well understood. In [125] for example, it
was shown that mass eigenstates are not truly classical
in the sense that they are not expected to have classi-
cal expectation values with small uncertainties, and [59]
one does not expect the spectrum of gravitational radia-
tion to match the classical computation – whether mass
eigenstates can have a classical interpretation or not is
a very important issue and deserves further attention.
Coherent states on the other hand can (as we show
below) easily be made macroscopic and are expected
to possess classical expectation values with small un-
certainties, e.g. 〈Jµν〉 = Jµνcl , 〈Xµ〉 = Xµcl, (with Jµν
the spacetime angular momentum and Xµ the target
space map of the worldsheet into spacetime). It is
likely that coherent states therefore should be identified
with fundamental cosmic strings. There are subtleties
however concerning the naive classicality requirement
5〈Xµ〉 = Xµcl (with Xµcl non-trivially obeying the clas-
sical equations of motion, ∂∂¯Xµcl = 0) and it turns
out [125] that this requirement (in the closed string
case) is not compatible with the Virasoro constraints
(when states are invariant under spacelike worldsheet
rigid translations). Suffice it to say here that this is a
gauge problem and says nothing about the classicality
of the underlying states. We elaborate on this in detail
later where we also propose a solution: an alternative
to the 〈Xµ〉 = Xµcl classicality condition which is com-
patible with the string symmetries. We will also see
that it is possible for closed string (coherent) states to
satisfy 〈Xµ〉 = Xµcl in lightcone gauge when the under-
lying spacetime manifold is compactified in a lightlike
direction, X− ∼ X− + 2πR−, with X+ non-compact,
because this compactification breaks the invariance un-
der spacelike worldsheet shifts.
H. Vertex Operator Constructions
Various prescriptions have been given for the con-
struction of covariant vertex operators, e.g. the con-
struction due to Del Giudice, Di Vecchia and Fubini
(DDF) [126–129] but see also [130], the path integral
construction based on symmetry [131–133] and factor-
ization [134–136] and operator constructions [137, 138]
among others. A powerful method which applies in gen-
eral backgrounds is given in [139], (although explicit
results for high mass states are seemingly rather dif-
ficult to obtain in more general backgrounds, see also
[140, 141]). To carry out the map from classical solu-
tions to covariant vertex operators we shall make use
of the DDF construction. The power of the DDF con-
struction lies in the following: it generates the entire
physical Fock space, and it can be used to translate
light-cone gauge states into the corresponding covari-
ant vertex operators, where the standard technology for
amplitude computations [123, 142] can be used. This is
clearly very useful indeed given that in the construction
of vertex operators for cosmic strings we would like to
know what the corresponding classical state is, but ex-
plicit general classical solutions are best understood in
lightcone (not covariant) gauge – the DDF construc-
tion provides the appropriate bridge between classical
lightcone gauge string solutions and covariant vertex
operators.
Using these tools, in the current article we con-
struct of a complete set of covariant vertex operators,
i.e. vertices for arbitrarily massive (closed and open)
strings, for both mass eigenstates and open and closed
string coherent states. We also discuss the correspond-
ing lightcone gauge realization and provide an explicit
map from these to general classical (lightcone gauge)
solutions. We restrict our attention to bosonic string
theory and it is likely that all results generalize to the
superstring.
I. Outline
Sec. II is mainly a review and is intended to provide
the link between vertex operators and observable quan-
tities, by making precise the link between the string
path integral and S-matrix elements. We discuss in
particular the normalization of vertex operators that
is appropriate for scattering amplitude computations,
in the sense that a string path integral with such ver-
tex operator insertions can be directly interpreted as a
dimensionless S-matrix element. We also discuss tree
level S-matrix unitarity and present some useful light-
cone coordinate results that are used throughout the
rest of the article.
In Sec. III we discuss the construction of a com-
plete set of normal ordered mass eigenstate vertex op-
erators using the DDF formalism, which can be used
to translate light-cone gauge states into fully covariant
vertex operators. The Virasoro constraints are solved
completely and the resulting covariant vertex operators
are physical for arbitrary polarization tensors that cor-
respond to irreducible representations of SO(25). In the
process we show that all covariant vertex operators can
naturally be written in terms of elementary Schur poly-
nomials.
In Sec. IV we show that the construction of physi-
cal covariant coherent states becomes clear in the DDF
formalism. We construct both open and closed co-
herent states. These fundamental string states are
macroscopic and have a classical interpretation, in the
sense that expectation values are non-trivially consis-
tent with the classical equations of motion and con-
straints. We present an explicit map which relates three
classically equivalent descriptions: arbitrary solutions
to the equations of motion, the corresponding lightcone
gauge coherent states, the corresponding covariant co-
herent states. We gain further evidence supporting this
equivalence by showing that all spacetime components
of the angular momenta in all three descriptions are
identical. We suggest that these quantum states should
be identified with fundamental cosmic strings.
The work considered in this article has immediate
applications to cosmic strings but the considerations are
more general and may serve to capture a wide range of
phenomena where massive string vertex operators are
relevant.
A short summary of the closed string coherent state
section can be found in the companion article [143].
II. STRING S-MATRIX, UNITARITY AND
NORMALIZATION: A BRIEF REVIEW
Before moving on the discuss the general DDF con-
struction of vertex operators it will be useful to elabo-
rate on the precise connection of vertex operators to
the string S-matrix, as this will in turn enable us to
normalize vertex operators correctly, i.e. in such a way
6that the resulting S-matrix elements are unitary. We
will follow the general approach of [123, 131, 136, 144]
although the reasoning here will be largely independent
of these references and self-contained. We will concen-
trate on mass eigenstates, although these results will go
through essentially untouched in the case of coherent
states (Sec. IV) as well.
A. S-Matrix = Path Integral
Our objective is to use a normalization for vertex
operators that is appropriate for scattering amplitude
computations, and so we first discuss the precise rela-
tion between the string path integral and the S-matrix.
The proper way of constructing a scattering exper-
iment is to first construct vertex operator wave pack-
ets for the external string states of interest and then
normalize each one of them to “one string in the uni-
verse”, in direct analogy to the corresponding field the-
ory prescription. Rather than use wavepackets, we may
also use momentum eigenstates instead, in which case
(due to the uncertainty principle, the infinite spacetime
spread of momentum eigenstates) we need to truncate
the volume of spacetime at, say, Vd−1, the case of inter-
est for the bosonic string being d = 26 and for the su-
perstring d = 10. According to standard practice [145],
we hence identify momentum delta-functions with vol-
ume elements and energy delta functions with the time,
T , during which the interaction is “turned on”,
(2π)d−1δd−1(p′ − p) ≡ Vd−1,
(2π)δ(E′ − E) ≡ T.
(1)
By putting the system in a box of size Vd−1, the ver-
tex operator normalization condition is changed from
“one string in the universe” to “one string in volume
Vd−1” [146]. Of course, physical observables (cross sec-
tions, decay rates, etc. . . ) should not depend on Vd−1,
although we formally think of taking Vd−1 →∞ at the
end of the computation.
The “one string in volume Vd−1” normalization
prescription leads to an S-matrix such that if an initial
state of a system is denoted by |i〉, the final state will be
a superposition,
∑
f |f〉〈f |S|i〉. Therefore, |Sfi|2, with
Sfi ≡ 〈f |S|i〉, is interpreted as a transition probability
associated to going from |i〉 to |f〉,
Prob(f ← i) = |Sfi|2. (2)
Conservation of probability, equivalently S-matrix uni-
tarity, requires that,
S†S = 1.
In particular, in terms of Sfi, unitarity corresponds to
the statement:∑
n
S†nfSni = δfi, or
∑
n
SfnS
†
in = δfi, (3)
with δfi a Kronecker delta; working in the Heisenberg
picture, δfi ≡ 〈f |i〉. Setting f = i it is seen that unitar-
ity enforces conservation of probability,
∑
f |Sfi|2 = 1.
To make the connection with the string path in-
tegral, it is conventional and convenient to define a T -
matrix which contains the non-trivial contribution to
the S-matrix, S = 1 + iT . Taking matrix elements of
both sides and extracting the momentum and energy
conserving delta functions leads to,
Sfi = δfi + i(2π)
dδd(Pf − Pi)Tfi. (4)
In terms of Tfi the unitarity constraint (3) reads,
Tfi − T †if = i
∑
n
(2π)dδd(Pn − Pi)T †nfTni (5)
with Pi or Pf the total momentum associated to the in
or out states respectively. With these conventions, the
S-matrix is given directly by the string path integral,
〈f |(S − 1)|i〉 =
∞∑
h=0
∫
E×Mh
DgDXe−S[g,X]V (1) . . . V (N)
= i(2π)dδd(Pf − Pi)Tfi.
(6)
where we sum over the genus h of Riemann surfaces. It
is to be understood that the integrals are over a single
gauge slice, i.e. over all worldsheet embeddings, E , into
spacetime and over all worldsheet metrics (or moduli
spaceMh), such that no two configurations in the inte-
gration domain are related by a symmetry. Appropriate
integrations over worldsheet insertions are also implic-
itly included, as are the corresponding Fadeev-Popov
determinants.
To interpret the sum over final states in (3) or (5),
note that the number of “one string in volume Vd−1”
states in a momentum space volume element, dd−1p, is:
Vd−1
dd−1p
(2π)d−1
, (7)
because this is the number of sets {n1, n2, . . . , nd−1}
(with nj ∈ Z) for which the momentum
p =
2π
L
(n1, n2, . . . , nd−1), with Vd−1 ≡ Ld−1,
lies in the momentum space volume dd−1p around p. If
there are additional discrete/continuous quantum num-
bers that label the states under consideration, we would
have to sum/integrate over these. For example, in the
case of coherent states, as we shall see, we would have
to include a (dimensionless) integral over polarization
tensors [187]. In particular, there will in general be
a number of kinematically allowed channels and so we
should also include a sum over a complete set of states
– we use the compact notation,
∑∫
, to denote a sum over
states and the associated quantum numbers, so that the
7sum over one-particle states in the final state will be de-
noted by:
∑
f
=
∑∫
Vd−1
∫
dd−1p
(2π)d−1
. (8)
Both sides of this equation are dimensionless. In rel-
ativistic scattering experiments there is also the possi-
bility that the number of strings in the initial and final
states is different. Thus, we require the corresponding
phase space of multi-particle free states, which will be
a sum over products of the single string phase space,
∑
f
=
∞∑
Nf=0
Nf∏
a=1
(∑∫
a
Vd−1
∫
dd−1pa
(2π)d−1
)
, (9)
with a labeling the string whose phase space we are sum-
ming/integrating over, and d is the dimensionality of
spacetime in which the strings are allowed to propagate
in (d ≤ 26 or 10 for the bosonic or superstring theory).
The phase space sums (8) or (9) are not Lorentz invari-
ant, but of course Lorentz invariance will be restored
in physically observable quantities. This is the price of
wanting to construct dimensionless S-matrix elements,
Sfi, that can be directly interpreted as probabilities.
B. Vertex Operator Normalization
The normalization of the path integral (or S-
matrix) and the normalization of vertex operators is
completely determined in terms of the normalization of
a single vertex operator by the unitarity constraint (5)
and the identification (6). The normalization of this
single vertex operator can in turn be fixed by the “one
string in the universe” normalization condition, by mak-
ing contact with the corresponding field theory, and we
describe this next.
A useful quantity to consider in bosonic string the-
ory is the tachyon vertex operator, because it is the
basic building block of higher mass vertex operators.
Working in the flat Minkowski background,
Gµν(X) = ηµν , Bµν(X) = 0, and Φ(X) = 〈Φ〉,
with 〈Φ〉 a constant, the tachyon vertex operator reads,
V (z, z¯) = N eip·X(z,z¯). (10)
We shall eventually relate the normalization of the
tachyon to the normalization of all other vertex opera-
tors.
To compute the normalization constant N , we no-
tice that V satisfies the equation of motion,(
∇2 + 4
α′
)
V = 0,
with the derivative taken with respect to the zero mode
xµ. The low energy field theory corresponding to the
tachyon will therefore be that of a scalar field with mass
m2 = −4/α′ [139],
S[V ] = − 1
(α′)
d−2
2
∫
ddx e−2〈Φ〉
(1
2
(∇V )2+1
2
m2V 2+. . .
)
,
(11)
where we have taken into account the fact that the dila-
ton (even if it is constant in this case) couples univer-
sally as shown [139], and we ignore all interaction terms
because we are interested in the case when the string
under consideration is asymptotically free and onshell,
as required by conformal invariance [131]. We have
found it convenient to include an appropriate power
of α′ (with [α′] = L2) such that V is dimensionless,
[V ] = 1. (This will ensure that the S-matrix is dimen-
sionless independently of the number of vertex opera-
tors.) Furthermore, an overall dimensionless constant
in S[V ] is immaterial because it can be absorbed into a
shift in 〈Φ〉.
As discussed above, the overall normalization of the
S-matrix and of all vertex operators other than, say, the
tachyon are fixed by unitarity. Unitarity will thus relate
the normalization of all vertex operators to that of the
tachyon. It is convenient to define:
gc ≡ e〈Φ〉(α′) d−24 , and gs ≡ e〈Φ〉. (12)
Now, the “one string in Vd−1” constraint can be
solved by requiring that the total energy, H , in vol-
ume Vd−1 is that of a single string, p0 =
√
p2 +m2
(with m2 = −4/α′). We plug the plane wave so-
lution, V (x) = N eip·x + N ∗e−ip·x, into the Hamil-
tonian associated to (11), which is given by H(t) =∫
Vd−1
dd−1x[(∂0V ) ∂L∂(∂0V ) − L ] (with S[V ] =
∫
dtL ),
and make the link with the string theory vertex opera-
tor by identifying N here with the N in (10). It follows
that, H(t) = |N |22(p0)2Vd−1g−2c , implying that there
will be one string in volume Vd−1 if:
H(t)
p0
= 1, or, equivalently, N = gc√
2p0Vd−1
.
(13)
That is, the “one string in volume Vd−1”-normalized
tachyon vertex operator is,
V (z, z¯) =
gc√
2p0Vd−1
eip·X(z,z¯), (14)
with E =
√
p2 +m2 (and m2 = −4/α′). Although
we will not prove this here, it is not too hard to show
that this is precisely the normalization required by: (i)
Lorentz invariance of the unitarity constraint of the S-
matrix; (ii) Lorentz invariance of the scattering cross
section; (iii) the requirement that S-matrix elements,
Sfi, be dimensionless, so as to interpret |Sfi|2 as a prob-
ability, as in (2).
Notice now that the normalization of the tachyon
vertex is such that the most singular term in the oper-
8ator product expansion is,
V (z, z¯) · V (0, 0) ∼=
(
g2c
2EVd−1
)
1
|z|4 + . . . . (15)
This suggests that we may be able to normalize arbitrar-
ily massive bosonic string vertex operators by requiring
that (15) is satisfied. This is indeed the case, and it
can be shown (although we shall not do so here) that
this statement is compatible with unitarity (5). Notice
that the normalization condition (15) ensures that ver-
tex operators are dimensionless.
C. S-Matrix Unitarity and Factorization
It is often more convenient to work with vertex
operators normalized according to [188],
V (z, z¯) · V (0, 0) ∼= g
2
c
|z|4 + . . . , (16)
instead of (15). Starting from the original normalization
(15), we extract the factors of 1/
√
2EVd−1 out of every
vertex operator and, for N asymptotic states in total,
define M(1, . . . , N) according to,
Tfi ≡ T (1, . . . , N) ≡ M(1, . . . , N)√
2E1Vd−1 . . .
√
2ENVd−1
, (17)
with Tfi defined in (4). When vertex operators are nor-
malized according to (16), the path integral yields in-
stead,
i(2π)dδd(Pf − Pi)M(1, . . . , N)
=
∞∑
h=0
∫
E×Mh
DgDXe−S[g,X]V (1) . . . V (N),
(18)
and so according to (6) and (17) we need to divide (18)
by the factors
√
2E1Vd−1 . . . to get an S-matrix element
[189],
Sfi = δfi + i(2π)
dδd(Pf − Pi)
× M(1, . . . , N)√
2E1Vd−1 . . .
√
2ENVd−1
.
(19)
In terms ofM(1, . . . , N), the unitarity constraint (5) in
the case where the intermediate strings in the sum over
states are single string states then reads:
M(1, . . . , N)−M∗(1, . . . , N) = i
∑∫
a
∫
dd−1pa
(2π)d−1
1
2Ea
(2π)dδd(pa − Pi)M(1, . . . , a)M∗(−a, . . . , N), (20)
with the sum/integral being over a complete set of
states, written symbolically as a, and their associated
quantum numbers. There is an obvious generalization
for multi-string intermediate states. (Because of world-
sheet duality it is also necessary to sum over both (say)
s- and t-channel contributions in the case of N = 4,
and their natural generalizations for N > 4.) It is thus
clear that the volume factors have cancelled out and
the factors of
√
2Ei have combined to make the unitar-
ity constraint (20) Lorentz invariant. Thus, the factors√
2Ei in the vertex operator normalizations are required
for Lorentz invariance when the corresponding quanti-
tiesM(1, . . . , N) are Lorentz invariant, which is indeed
the case in string theory; recall that d
d−1p
(2π)d−1
1
2Ep
is the
Lorentz invariant phase space, with Ep =
√
p2 +m2.
Using
∫
ddp
(2π)d
(2π)δ(p2 + m2)θ(p0) = d
d−1p
(2π)d−1
1
2E and
2πi δ(x) = 1x−i0 − 1x+i0 , it is an elementary exercise
to show that tree level unitarity (20) is guaranteed if
the following factorization formula holds true,
iM(1, . . . , N) =
=
∑∫
a
iM(1, . . . , a) · −iθ(k
0
a)
k2a +m
2
a − i0
· iM∗(−a, . . . , N),
(21)
and
M(1, . . . , a)M∗(−a, . . . , N)
=
[M(1, . . . , a)M∗(−a, . . . , N)]∗. (22)
This last condition is true for N = 4, given that
M(1, 2, a)M∗(−a, 3, 4) is indeed real for string ampli-
tudes, but is not in general true for N > 4. Notice
that
−iθ(k0)
k2 +m2 − i0 ,
is the propagator (in the (− + + . . . ) signature) for a
scalar particle of massm2 with the correct analytic con-
9tinuation for a Minkowski process. Given the normal-
ization of the tachyon, the formula (21) can be used
to derive the normalization of the tree level S-matrix
and of all other vertex operators. (Some examples can
be found in Polchinski [123], where i(2π)26δ26(Pf −
Pi)M(1, . . . , N)here = S(1, . . . , N)there and gherec =
gtherec when the dilaton expectation value in (12) has
been shifted appropriately.)
D. Lightcone Coordinates
It is sometimes more convenient (especially in the
case of coherent states) to use lightcone coordinates,
{p±, pi} with i = 1, . . . , d− 2 and p± = 1√
2
(p0 ± pd−1).
In lightcone coordinates, (1) is replaced by:
(2π)δ(p±′ − p±) ≡ V∓,
(2π)d−2δd−2(p′ − p) ≡ Vd−2.
(23)
The momentum phase space analogous to (7) is:
Vd−1 d
d−2p
(2π)d−1
dp+
2π
, with Vd−1 ≡ Vd−2V−. (24)
For the sum over single string states (8) we thus have,
∑
f
=
∑∫
Vd−1
∫
Rd−2
dd−2p
(2π)d−1
∫ ∞
0
dp+
2π
, (25)
and similarly for the multi-string case (9). We next need
the statements analogous to (14) and more generally
(15) in the case of lightcone gauge coordinates.
In direct analogy with the procedure described
in the paragraph containing (14), we compute
the lightcone coordinate Hamiltonian associated to
the action (11), which is given by H(x+) =∫
dd−2xdx−[(∂+V ) ∂L∂(∂+V )−L ] (with S[V ] =
∫
dx+L ),
and enforce the “one string in volume Vd−1” con-
straint by truncating the region of integration in H(x+)
to Vd−1 and requiring that H(x+)/p− = 1. Here
p− = 12p+ (p
2 + m2), is the tachyon onshell condition
which yields the lightcone energy associated to a single
tachyon (here m2 = −4/α′). Plugging the plane wave
solution, V (x) = N eip·x +N ∗e−ip·x, into the Hamilto-
nian H(x+) and requiring that there is one string in
volume Vd−1, i.e. H(x+)/p− = 1, thus determines N ,
N = gc√
2p+Vd−1
. (26)
We make the link with the string theory vertex operator
by identifying thisN with that found in (10), so that the
“one string in volume Vd−1”-normalized tachyon vertex
operator in lightcone coordinates is,
V (z, z¯) =
gc√
2p+Vd−1
eip·X(z,z¯). (27)
This normalization is such that the most singular term
in the operator product expansion is,
V (z, z¯) · V (0, 0) ∼=
(
g2c
2p+Vd−1
)
1
|z|4 + . . . , (28)
and, in direct analogy to the above, this normalization
can be used for arbitrarily massive bosonic vertex oper-
ators [190].
Again, as discussed above, see (16), it is sometimes
more convenient to work with vertex operators normal-
ized according to,
V (z, z¯) · V (0, 0) ∼= g
2
c
|z|4 + . . . , (29)
instead of (28). From (28), this implies that we should
extract the factors of 1/
√
2p+Vd−1 out of every vertex
operator and, as in (17), for N asymptotic states in
total define:
Tfi ≡ T (1, . . . , N) ≡ M(1, . . . , N)√
2p+1 Vd−1 . . .
√
2p+NVd−1
. (30)
As in (18), when vertex operators are normalized ac-
cording to (29), the path integral yields,
i(2π)dδd(Pf − Pi)M(1, . . . , N) =
=
∞∑
h=0
∫
E×Mh
DgDXe−S[g,X]V (1) . . . V (N),
(31)
but now we need to divide (18) by the factors√
2p+1 Vd−1 . . .
√
2p+NVd−1 to get an S-matrix element,
and in particular,
Sfi = δfi+i(2π)
dδd(Pf−Pi) M(1, . . . , N)√
2p+1 Vd−1 . . .
√
2p+NVd−1
.
(32)
The unitarity statement analogous to (20) in light-
cone coordinates can be derived directly from (20) since
(20) is Lorentz invariant, or it can be derived from (5)
and (30). It reads,
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M(1, . . . , N)−M∗(1, . . . , N) = i
∑∫
a
∫
Rd−2
dd−2pa
(2π)d−1
∫ ∞
0
dp+
2π
1
2p+a
(2π)dδd(pa − Pi)M(1, . . . , a)M∗(−a, . . . , N),
(33)
and the result is (as above) independent of the volume
Vd−1. To see this let us consider the relativistic phase
space integral,
∫
ddk
(2π)d
(2π)δ(k2 + m2)θ(k0) (which as
mentioned above is equivalent to
∫
dd−1k
(2π)d−1
1
2Ek
) with
[191] m2 = 2N − 2. In lightcone coordinates (where
dk− ∧ dk+ = dk0 ∧ dkd−1), let us redefine the integra-
tion variable (with i = 1, . . . , 24):
k− = p− +
N
p+
, k+ = p+, ki = pi. (34)
This removes the N -dependence from the δ-function,
δ(k2 + 2N − 2) = δ(p2 − 2), and dk− ∧ dk+ = dp− ∧
dp+. Ignoring the tachyon, so that θ(k0) = θ(p+), the
Lorentz invariant phase space now reads,∫
ddk
(2π)d
(2π)δ(k2 + 2N − 2)θ(k0) =
=
∫
ddp
(2π)d
(2π)δ(p2 − 2)θ(p+)
=
∫
Rd−2
dd−2p
(2π)d−2
∫ ∞
0
dp+
2π
1
2p+
,
(35)
where we have integrated out p−, so that p− = 12p+ (p
2−
2), the tachyon onshell condition. Therefore,∫
Rd−1
dd−1k
(2π)d−1
1
2Ek
=
∫
Rd−2
dd−2p
(2π)d−2
∫ ∞
0
dp+
2π
1
2p+
,
where it is understood that the integrands are taken
onshell; the aforementioned unitarity statement (33) is
proven.
E. Tree Level Operator Statements
It is sometimes desirable to compute expectation
values of various operators, such as the angular mo-
mentum Jµν ,
〈Jµν〉 ≡ 〈V |Jµν |V 〉 ≡ Jµνcl , (36)
as this enables one to associate classically computed
quantities, such as Jµνcl that is in one-to-one corre-
spondence with solutions of ∂z∂z¯X
µ = 0, to quantum-
mechanical vertex operators that exhibit these classical
characteristics (in the expectation value sense). It is
convenient to work in the operator formalism here[192]
and absorb the α′ and e〈Φ〉 dependence of V (z, z¯) into
|0, 0; p〉, recall that gc = e〈Φ〉α′
d−2
4 , and in particular,
|0, 0; p〉 ≃ gc eip·X(z,z¯). (37)
At tree level, the factors of e〈Φ〉 (in gc in each of the
two vertex operators in e.g. 〈V |Jµν |V 〉 and the Euler
characteristic e−χ(Σ)〈Φ〉 = e−2〈Φ〉) cancel. If we then
normalize the state and expectation values in a rela-
tivistically invariant manner,
|V 〉 = 1√
2EpVd−1
|0, 0; p〉,
〈0, 0; p′|0, 0; p〉 = 2Ep(2π)d−1δd−1(p′ − p),
(38)
then, according to (1), such states have unit norm,
〈V |V 〉 = 1.
The dimensionality of gc is precisely that required to
make the relativistic normalization shown possible. In
lightcone coordinates we have similarly the following
relativistic normalization,
|V 〉 = 1√
2p+Vd−1
|0, 0; p〉,
〈0, 0; p′|0, 0; p〉 = 2p+(2π)δ(p+′ − p+)
× (2π)d−2δd−2(p′ − p).
(39)
As we shall elaborate on extensively in the follow-
ing section, higher mass (mass eigen-)states with unit
norm can be constructed by acting on the tachyon ver-
tex with DDF operators [126, 127], Ain and A¯
i
n, which
satisfy [Ain, A
j
m] = nδ
ijδn+m,0:
|V 〉 = 1√
2EpVd−1
Cξi...,j...A
i
−n . . . A¯
j
−n¯ . . . |0, 0; p〉,
The combinatorial constant C, defined in (48), is chosen
such that
〈V |V 〉 = 1,
remains true for arbitrarily massive states. There is a
similar result in lightcone coordinates with 2p+Vd−1 re-
placing 2EVd−1, with the corresponding normalization
of the tachyonic lightcone vacuum implied as shown in
(39). Furthermore, the corresponding lightcone gauge
quantities can be obtained by replacing Ain and A¯
i
n by
αin and α˜
i
n respectively. Similarly, we will see that the
closed string covariant coherent states are of the form,
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|V 〉 = 1√
2p+Vd−1
Cλλ¯
∫ 2π
0
ds exp
{ ∞∑
n=1
1
n
einsλn ·A−n
}
exp
{ ∞∑
m=1
1
m
e−imsλ¯m · A¯−m
}
|0, 0; p〉, (40)
see (139), which again has unit norm,
〈V |V 〉 = 1,
as do the mass eigenstates. Notice that, as mentioned
above, for coherent states lightcone coordinates are
more convenient.
Similar results hold for open strings, with go and
|0; p〉 replacing gc and |0, 0; p〉, both vacua being nor-
malized in the same manner, as in (38) or (39) de-
pending on the choice of coordinates. In addition, in
the case of open strings left- and right-movers are re-
lated and hence one can construct states using only, say,
the holomorphic quantities Ain or α
i
n. The closed and
open string couplings, gc and go, are related by unitar-
ity [123], e.g. by factorizing the annulus diagram on a
closed string pole; in d = 26, g2o = 2
18π25/2α′6gc, and
in our conventions, see (12), where gc = e
〈Φ〉α′6,
go = 8π
1
4 (2πα′)6e〈Φ〉/2. (41)
Note that the dimensionality of both gc and go is the
same. Below we will consider both open and closed
string vertex operators in detail.
III. ARBITRARILY MASSIVE VERTEX
OPERATORS
Before we can hope to understand the covariant
vertex operator description of cosmic strings we must
first understand how to construct arbitrarily massive
covariant vertex operators, and this is the question we
address in the present section. We base our exposition
on the general (yet practical) approach of Del Giudice,
Di Vecchia and Fubini [126, 127] (henceforth referred
to as DDF), see also [128–130, 147], although we will
adopt a somewhat more modern viewpoint.
The geometrical string picture underlying the DDF
vertex operator construction is as follows. Arbitrary
vertex operators can be extracted from a certain factor-
ization of an n-point scattering amplitude. The setup
we have in mind is the following: a string in its vacuum
state absorbs some number of massless excitations, re-
sulting in an excited state – the resulting excited vertex
operator is what we wish to extract. The first non-
trivial statement is that a complete set of vertex opera-
tors can be obtained from the factorization of a diagram
with an arbitrary number of massless open string ver-
tex operator insertions and a vacuum insertion. When
the vertex operator we wish to extract is an open string
state the appropriate factorization is shown in Fig. 1.
It turns out that (as we shall show) a complete
set of states can be obtained if the ith massless photon
vertex operator has momentum kµ(i) = −niqµ and polar-
ization tensor ξj(i) with q
2 = 0 and ni a positive integer.
All photons therefore approach the vacuum string state
from the same angle of incidence with momenta that
are only allowed to differ by some integer multiple of
a so far arbitrary null vector qµ. Conformal invariance
enforces the vector qµ to be transverse to all photon
polarization tensors, ξj(i), and this leads to spacetime
gauge invariance [147]. The vacuum vertex operator,
eip·X , which absorbs these photons has momentum pµ
and is tachyonic in the bosonic string, p2 = 1/α′.
Let us now become more explicit. This procedure
is to be thought of in a step-wize sense: first consider a
single photon absorbed by an open string vacuum state.
Vertices produced in this process are then given by the
residue of the OPE (operator product expansion) as
these two initial states approach on the boundary of
the worldsheet,
V
(1)
excited(w)
∼=
∮
w
dz1 V
(1)
massless(z1) · Vground
state
(w).
The resulting state, V
(1)
excited(w) has momentum (p −
n1q)
µ with n1 a positive integer of our choice.
V
(1)
excited(w) is then brought close to an additional pho-
ton, V
(2)
massless(z), the residue of this OPE now giving rise
to a new state,
V
(2)
excited(w)
∼=
∮
w
dz2 V
(2)
massless(z2) · V (1)excited(w),
with momentum (p− n1q − n2q)µ and so on. Carrying
this out r times gives rise to a general vertex operator,
V
(r)
excited(w)
∼=
∮
w
dzr V
(r)
massless(zr) . . .
∮
w
dz2 V
(2)
massless(z2) ·
∮
w
dz1 V
(1)
massless(z1) · Vground
state
(w),
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FIG. 1: The DDF construction of a complete set of open string physical covariant vertex operators.
where it is to be understood that the rightmost integrals
are carried out first so as to respect the order with which
the photons are absorbed by the vacuum. To ensure
that the internal strings (see Fig. 1) are onshell we must
require that (p − Nq)2 = (1 − N)/α′ for N = ∑i ni,
which will be satisfied provided:
p · q = 1/(2α′).
The choice of integers {n1, n2, . . . , nr} determines the
mass level N of the vertex operator of the final state and
(p − Nq)µ is the corresponding momentum of this ex-
cited state. Defining Ain =
√
2
α′
∮
dz ∂zX
i(z)einq·X(z),
the above state can be equivalently written as,
V
(r)
excited(w)
∼= go√
2p+Vd−1
Cξi...jA
i
−n1 . . . A
j
−nr ·eip·X(w),
(42)
with C a to-be-determined normalization constant and
formally write ξij... = ξi(1)ξ
j
(2) . . . . We have included the
factor of go√
2p+Vd−1
that we computed (by the ‘one string
in volume Vd−1’ condition) in Sec. II that ensures that
S-matrix elements transform correctly under Lorentz
transformations. Recall from above, see (41), that we
denote the open string coupling by go.
The Ain are the so called DDF operators [126, 127].
After carrying out the contour integrals the resulting
vertex operator, V (w) ≡ V (r)excited(w), will be composed
of a linear superposition of normal ordered terms of
the form ζµν...∂#X∂#X . . . with an overall factor of
ei(p−Nq)·X(z) (we shall compute these explicitly). The
polarization tensors ζµν... will be composed of the quan-
tities, ξij..., pµ, and qµ. There is clearly a one-to-
one correspondence between vertex operators V (w) and
lightcone gauge states,
|V 〉lc = 1√
2p+Vd−1
C′ξi...jαi−n1 . . . α
j
−nr |0; p+, pi〉,
with C′ an a priori different normalization constant to
C. It is determined by the condition 〈V |V 〉lc = 1 and,
writing |0; p〉 = |0; p+, pi〉,
〈0; p′|0; p〉 = 2p+(2π)δ(p+′ − p+)(2π)d−2δd−2(p′ − p).
Therefore, we reach the important conclusion that co-
variant vertex operators extracted via factorization of a
scattering amplitude with photons and a ground state
tachyon form a complete set. A rather non-trivial state-
ment is that V (w) has the same mass and angular mo-
menta as |V 〉lc (we prove this later for arbitrary co-
herent states), and we take this correspondence further
and conjecture that V (w) and |V 〉lc also share identical
interactions.
Note that the above construction is covariant [130],
although not manifestly so: even though the ξj(i) do
not contain any timelike directions (as is also the case
for the lightcone gauge states) the resulting polariza-
tion tensors ζµν... potentially have all components non-
vanishing, thus restoring manifest covariance – we shall
prove this with some examples below. We have not
enforced any constraint, e.g. X+ ∝ τ , on the target
space coordinates in the vertex operator V (w), and so
the path integral with vertex insertions V (w) includes
a measure
∫
E DX0 . . .DX25e
i
~
S[X]. Making covariance
manifest is of course not required in order to plug such
vertices into covariant path integrals. The correspon-
dence with the lightcone gauge states suggests also the
following: the quantity ξij... that appears in the covari-
ant vertex operators are to be identified with tensors
corresponding to irreducible representations of SO(25),
the little group of SO(25,1) for massive states: that is,
ξij... have the symmetries of Young tableaux [148].
A good consistency check is the following. Given
that the DDF operators are integrals of photon vertex
operators, i.e. integrals of (1,0) conformal primary op-
erators, they must be gauge invariant: [Ln, A
i
m] = 0.
Therefore, V (w) must satisfy the Virasoro constraints:
the operator Ln>0 will commute through to hit the
vacuum, eip·X , which will be annihilated if it is phys-
ical, i.e. if p2 = 1/α′. The L0 operator similarly
commutes through to hit the vacuum and given that
L0 · eip·X ∼= eip·X , the full vertex operator V (w) satis-
fies the Virasoro constraints automatically:
L0 · V (w) ∼= V (w), and Ln>0 · V (w) ∼= 0.
In direct analogy to the lightcone gauge states, the ver-
tices V (w) are transverse to null states [128] as one
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would expect given the underlying geometrical string
picture on which the construction is based.
For the construction of closed string vertex opera-
tors it turns out that the naive expression, namely,
V (z,z¯) =
gc√
2p+Vd−1
Cξij...,kl...
×Ai−n1Aj−n2 . . . A¯k−n¯1A¯l−n¯2 . . . eip·X(z,z¯),
(43)
with the DDF operators Ain and A¯
i
n defined in (50), is
also the correct expression. The lightcone gauge real-
ization of this state is the expression [128, 129],
|V 〉lc = gc√
2p+Vd−1
Cξij...,kl...
× αi−n1αj−n2 . . . α˜k−n¯1 α˜l−n¯2 . . . |0, 0; p+, pi〉.
(44)
We as usual need to introduce the constraint, N = N¯
by hand [193]. The closed string constraints analogous
to the open string case are p2 = 4/α′, p · q = 2/α′,
q2 = 0 and q ·ξ = 0. The DDF operators commute with
the Virasoro generators and so (43) again satisfies the
Virasoro constraints. The normalization of the vacuum
is again:
〈0,0; p′|0, 0; p〉 =
= 2p+(2π)δ(p+
′ − p+)(2π)d−2δd−2(p′ − p), (45)
and determine C by the condition 〈V |V 〉lc = 1, see
Sec. II.
Caution however is needed in interpreting this ex-
pression as a vertex arising in a scattering experiment
of massless states and a vacuum (as we did above for
the open string). If for example, the vacuum and the
corresponding massless states in a string scattering ex-
periment are all bulk vertex operators then a com-
plete set of states would not be generated: e.g., ver-
tices with an asymmetry corresponding to the lightcone
gauge states αi−1α
j
−1α˜
k
−2|pi, p+; 0, 0〉 could not be gen-
erated in a closed string scattering experiment of mass-
less vertices and a tachyon. It is likely that rather ver-
tex operators (43) can instead be created in an open
string scattering experiment: factorization of a (one
loop open string) scattering amplitude involving pho-
tons and a closed string tachyon should give rise to an
arbitrary closed string vertex operator of the form (43).
It might be worth mentioning that a closed string scat-
tering experiment in a lightlike compactified spacetime,
X− ∼ X−+2πR− with R− = α′2 q−, of massless vertex
operators (with lightlike winding) and a tachyon (with-
out lightlike winding) would generate a complete set of
vertex operators of the form (43), without the need of
introducing open string interactions.
Crucially, the above prescription for extracting ver-
tex operators results in explicit polarization tensors
for which there are no additional constraints to be
solved, which is a common serious drawback of many
other approaches to vertex operator constructions, see
e.g. [131, 132, 138, 142, 149–151] among others.
A. Momentum Phase Space
We now examine a subtlety related to the fact that
the operatorsAin depend on the momenta q
µ. The ques-
tion we want to address here is: when we compute ex-
pectation values, can different vertex operators be la-
belled by different null vectors qµ? DDF operators sat-
isfy an oscillator algebra, [Ain, A
j
m] = nδ
ijδn+m,0, which
is identical to the algebra associated to the αin oper-
ators, [αin, α
j
m] = nδ
ijδn+m,0. In general, one might
expect however that different vertex operators should
be constructed out of DDF operators which in turn are
defined with different qµ – different choices of qµ for
different vertices corresponds to different choices of mo-
mentum, kµ = pµ −Nqµ. It would then seem that the
relevant commutator is [Ain, A
j
m
′
] rather than [Ain, A
j
m]
with Ain
′
a DDF operator constructed out of q′. To ex-
amine this possibility, let us analyze the constraints and
momentum phase space.
Consider the case of open strings with both ends
attached to a single Dp-brane, and take p = 25. In this
case, we can write down results that hold for both open
strings and closed strings when the choice α′ = 1/2 and
α′ = 2 is made respectively. As discussed above, in
the DDF formalism, the momentum of a level N mass
eigenstate is:
kµ = pµ −Nqµ.
Two 26-dimensional vectors pµ, qµ are therefore needed
to specify the momentum of the state, but there are
only 3 constraint equations: p2 = 2, p · q = 1, and
q2 = 0, so that there remain, 2 × 26 − 3 = 49 free
parameters. Given that kµ has only 26 parameters, one
of them being eliminated by making use of the mass
shell condition, it follows that only 25 of the 49 free
parameters are needed in order to completely specify the
momentum of a state. Therefore, we can fix 49−25 = 24
of the 2 × 26 parameters in pµ, qµ while still spanning
the full the phase space. Use this freedom to set
qi = 0, for i = 1, . . . , 24,
for all states constructed by DDF operators. Substitut-
ing this into the constraint equations (62), leads to the
positive energy solution [194],
pµ =
( c
2
(
p2 − 2)+ 1
2c
,p,− c
2
(
p2 − 2)+ 1
2c
)
,
qµ =
(− c, 0, . . . , 0, c). (46)
As required, this choice satisfies −(p − Nq)2 ≡ m2 =
2N − 2 for any pi, c. In terms of p+ we have c =
1/(
√
2p+), and k− = 12p+ (p
2 + 2N − 2). The posi-
tive energy condition requires c > 0 (for non-tachyonic
states, N ≥ 1), and the full phase space (neglecting the
tachyon) is:
−∞ ≤ p ≤ ∞ and p+ > 0,
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with p+ = −1/q− [195]. We reach the important con-
clusion that different vertex operators may indeed be
labelled by different qµ when their momenta differ, but
that all vertices may be taken to have qi = q+ = 0 while
spanning the full phase space. For instance, when we
compute the inner product of two covariant vertex op-
erators of the form (42), we may take one vertex to
be constructed out of DDF operators with q
′− 6= 0,
q
′i = q
′+ = 0 and a vacuum with momentum p
′µ and
the other to be constructed from DDF operators with
q− 6= 0, qi = q+ = 0 and a vacuum with momentum pµ.
The important point is now that
q · q′ = 0,
and it is due to this fact that [A
′i
n , A
j
m] = nδ
ijδn+m,0,
with A
′i
n and A
i
n the DDF operators constructed out of
q′ and q respectively. Therefore, different vertex oper-
ators can be constructed out of different qµ provided
q · q′ = 0, which in the coordinate system shown above
is equivalent to saying that different vertex operators
can be labelled by {p, p+}, which can be taken to be
independent for every vertex operator, as required.
In the next two sections we summarize what we
have learnt and fill in the details on some of the finer
points. We first discuss the closed string and then the
modifications required for the open string.
B. Closed String Mass Eigenstates
As discussed above, the DDF formalism provides
a dictionary which relates every light-cone gauge state
to the corresponding covariant gauge vertex operator.
Writing N =
∑
j nj and N¯ =
∑
j n¯j with N = N¯ , a
general light-cone gauge mass eigenstate state is of the
form
|V 〉lc = 1√
2p+Vd−1
Cξij...,kl...
× αi−n1αj−n2 . . . α˜k−n¯1 α˜l−n¯2 . . . |0, 0; p+, pi〉,
(47)
with |0, 0; p+, pi〉 an eigenstate of p+, pi and annihilated
by the (dimensionless) lowering operators αin>0, α˜
i
n>0,
normalized according to (39). If the polarization tensor
ξij... ,kl... is normalized to unity,
ξij... ,kl...ξ
ij... ,kl... = 1,
then the combinatorial normalization constant, C, con-
tains [123] a factor of 1√
n
for every αi−n that appears
and factors of 1√
µn,i!
, with µn,i the multiplicity of α
i
n
in the above product. Similar factors are required for
the anti-holomorphic sector; in total [196],
C ≡ 1√∏
r nr
∏
n,i µn,i!
× 1√∏
s n¯s
∏
n¯,i µ¯n¯,i!
. (48)
To every light-cone gauge state (47) there corresponds
[130] the correctly normalized covariant vertex operator
of momentum k,
V (z,z¯) =
gc√
2p+Vd−1
Cξij...,kl...
×Ai−n1Aj−n2 . . . A¯k−n¯1A¯l−n¯2 . . . eip·X(z,z¯),
(49)
with the (dimensionless) DDF operators, Ain, A¯
i
n, de-
fined by,
Ain ≡
√
2
α′
∮
dz ∂zX
i(z)einq·X(z),
A¯in ≡
√
2
α′
∮
dz¯ ∂z¯X
i(z¯)einq·X(z¯).
(50)
The indices i are understood to be transverse to qµ.
In accordance with the above considerations the null
spacetime vector qµ and the (tachyonic) vacuum mo-
mentum pµ are such that,
p2 =
4
α′
, p · q = 2
α′
, and q2 = 0. (51)
The quantity kµ ≡ pµ − Nqµ, as discussed above is
identified with the momentum of the vertex operator
(49): from the definitions of p and q we can confirm
that the mass shell condition is automatically satisfied
if N is identified with the level number, N =
∑
i ni,
kµ = pµ −Nqµ, and k2 = 4
α′
(1−N). (52)
As an example, it is also useful to note that one can
always Lorentz boost to a frame where (for simplicity
here α′ = 2),
p =
(
c− 1/(2c), 0, . . . , 0, c+ 1/(2c)),
q =
(
c, 0, . . . , 0, c
)
,
(53)
given that these satisfy p2 = 2, p · q = 1 and q2 =
0 as required for any c, see Sec. III. As an example,
let us boost to the rest frame where the ki = 0 and
k0 =
√
2N − 2. p and q are determined completely,
with c−1 = −√2N − 2.
The vertex (49) is not yet normal ordered and can
be brought into a manifestly normal ordered form by
bringing the operators in the integrands close to the
vacuum, summing over all Wick contractions using the
standard sphere two-point function for scalars,
〈
Xµ(z, z¯)Xν(w, w¯)
〉
= −α
′
2
ηµν ln |z − w|2, (54)
and evaluating the resulting contour integrals so as to
extract the residues which correspond to the physical
states. The contour integrals in (49) are to contain the
ground-state vacuum. We are to bring the rightmost
operators close to the vacuum first so as to respect the
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order with which these hit the vacuum. When the right-
most DDF operator is brought close to the vacuum we
evaluate the associated contour integral (with all other
insertions placed outside the contour). We then bring
the next DDF operator close to the resulting object,
evaluate the operator products and the associated con-
tour integral and so on, see Fig. 1. The procedure is
analogous to the usual procedure of extracting vertex
operators from Fock space states [151].
Using the operator product interpretation of the
commutators (see Appendix A) it is seen that the DDF
operators satisfy an oscillator algebra and annihilate the
vacuum when n > 0 in direct analogy with the corre-
sponding oscillators αn and α˜n,[
Ain, A
j
m
] ∼= nδijδn+m,0, and Ain>0 · eip·X(z,z¯) ∼= 0,
(55)
In addition, they commute with the Virasoro generators
[197], Lm · An ∼= L¯m · A¯n ∼= L¯m · An ∼= Lm · A¯n ∼= 0,
for all m,n ∈ Z and the (tachyonic) vacuum on which
the DDF operators act has conformal dimension (1, 1)
and is therefore an L0, L¯0 eigenstate, L0 · eip·X(z,z¯) ∼=
L¯0 · eip·X(z,z¯) ∼= eip·X(z,z¯). It follows that V (z, z¯) is a
physical vertex operator given that, (L0− 1) ·V (z, z¯) ∼=
0, Lm>0 ·V (z, z¯) ∼= 0, and (L¯0− 1) ·V (z, z¯) ∼= 0, L¯m>0 ·
V (z, z¯) ∼= 0.
An important point that can be mentioned here
is that level matching, (L0 − L¯0) · V (z, z¯) ∼= 0, is sat-
isfied even for states with asymmetrically excited left-
and right-movers, one such state being e.g. V (z, z¯) =
ξi,jA
i
−nA¯
j
−me
ip·X(z,z¯) with n 6= m and positive. In fact,
when we normal order this expression it will be seen that
the presence of such states requires a lightlike compact-
ification of spacetime – we will have more to say about
this later on when we discuss covariant coherent states
for closed strings.
We suggest that the states (47) and (49) are dif-
ferent descriptions of the same state. This is supported
from various points of view: (a) there is a one-to-one
correspondence between (47) and (49), and the light-
cone gauge states (47) describe a complete set of states
for the bosonic string; (b) the lightcone and covariant
expressions have the same mass and angular momenta;
(c) the first mass level states are identical. We conjec-
ture and work on the assumption that the lightcone
and covariant states share identical correlation func-
tions (provided these are gauge invariant).
As discussed above, that (49) is covariant is not
manifest due to the explicit presence of transverse in-
dices. However, when the operator products and con-
tour integrals are carried out the resulting object can be
given a manifestly covariant form [130] – we will show
this explicitly with a couple of examples (and in partic-
ular, (66) and (75)).
In the next section we fill in the details for the
open string covariant vertex operator construction be-
fore discussing the normal ordered expression of the
closed string vertex operators.
C. Open String Mass Eigenstates
The open string vertex operator construction pro-
ceeds in a similar manner, but there are certain dif-
ferences that we mention here. First of all note that
our open string conventions are presented in Appendix
B. We restrict our attention to open strings with both
ends attached to a single Dp-brane (with p ≥ 1 [152]),
although such vertex operators are also relevant in scat-
tering amplitude computations involving open string
vertices stretched between parallel Dp-branes, the so
called p-p strings. The construction may be generalized
to p-p′ string vertex operators that stretch between a
Dp- and a Dp′-brane along the lines of [153] by making
use of the notion of a twist field.
Consider the case of p-p vertex operators where a
string worldsheet is attached to two parallel Dp-branes.
In a direction transverse to the brane the string satisfies
Dirichlet boundary conditions [14],
X |∂Σ = x(s),
with x(s) parametrizing the boundary of the world-
sheet, Σ, which is fixed to the brane. For a world-
sheet conformally transformed to the upper half plane
with the boundary on the real axis, an example would
be a vertex inserted on the real axis at Im z = 0 and
Re z = y, in which case the Dirichlet boundary condi-
tions become,
X = 0 for Im z = 0 Re z < y,
X = L for Im z = 0 Re z > y,
for the two parallel branes separated by a distance L. A
useful formula has been given in [152] for the functional
integral,
∫
X|∂Σ=x(z)
DXe−S[X] . . .
=
∫
X|∂Σ=0
DXe−S[X] exp
{
1
(2πα′)2
∮
∂Σ
ds
∮
∂Σ
ds′x(s)x(s′)∂⊥∂′⊥GD(z, z
′)
}
. . . ,
(56)
with S the Polyakov action, the normal derivatives ∂⊥ acting on the Green’s function with Dirichlet bound-
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ary conditions, GD(z, z
′) = 〈X(z, z¯)X(z′, z¯′)〉 with the
normalization convention ∂z∂z¯G(z, w) = −πα′δ2(z −
w) + πα
′gzz¯∫
Σ
d2z
√
g
and GD(z, z
′)|z∈∂Σ = 0, and the dots
“. . . ” denoting vertex operator insertions. This expres-
sion shows [152] that we may restrict our attention to
the construction of vertex operators with both ends at-
tached to a single brane, say at X i|∂Σ = 0, keeping
in mind that one is to include the above exponential
factor as appropriate for p-p strings stretching between
parallel branes in the various scattering amplitude com-
putations.
Spacetime directions tangent to the Dp-brane are
labelled by lower case latin letters from the beginning
of the alphabet, Xa, with a = 0, . . . , p, and directions
transverse to the brane by upper case latin letters from
the middle of the alphabet, XI , with I = p + 1, . . . 25.
It is sometimes useful to work in lightcone coordinates
in both covariant and lightcone gauge as this enables
us to make the correspondence between the two gauges
explicit. Assuming the associated lightcone directions
satisfy Neumann boundary conditions we may define,
X± = 1√
2
(
X0 ±Xp).
Note that it is necessary [152] for the X± directions
to lie in the Neumann directions in order to make the
correspondence with lightcone gauge for which X+ =
(2α′)p+τM, with τ = iτM, as this is not compatible
with Dirichlet boundary conditions, see (58). To place
the lightcone directions in the Dirichlet directions one
needs to instead reformulate lightcone gauge quantiza-
tion with X+ = (2α′)p+σ. A general spacetime direc-
tion is as always labelled by Greek lower case letters,
Xµ. To summarize,
Xa = {X±, XA}, with A = 1, . . . , p− 1,
X i = {XA, XI}, with I = p+ 1, . . . , 25,
Xµ = {X±, X i}.
(57)
and so the directions XA satisfy Neumann bound-
ary conditions, whereas directions XI satisfy Dirichlet
boundary conditions. In the Euclidean worldsheet co-
ordinates, z = e−i(σ+iτ), z¯ = ei(σ−iτ) with σ ∈ [0, π]
and τ ∈ (−∞,∞), (considering only the case of NN
and DD strings) Neumann and Dirichlet boundary con-
ditions read respectively,
N : ∂σX
a|∂Σ1,2 = 0 and D : ∂τXI |∂Σ1,2 = 0.
(58)
Note that, ∂σ = i(z¯∂¯ − z∂) and ∂τ = z¯∂¯ + z∂. In the
(z, z¯) coordinates the open string physical worldsheet,
Σ, is conformally mapped to the upper half plane with
the identification, z ∼ z¯. The associated fixed point,
the real line z = z¯, defines the open string boundaries.
Using the doubling trick we can as usual write
the various expressions needed in terms of holomor-
phic quantities only [123]: one identifies antiholomor-
phic quantities in the upper half plane with holomor-
phic quantities in the lower half plane and therefore
one may just as well work with holomorphic quantities
only provided one works in the full complex plane. The
open string vertex operators are inserted on the real
axis. We assume that both ends of the string satisfy
the same boundary conditions for any given direction,
we thus consider the cases of NN and DD directions
only and do not consider mixed boundary conditions
ND and DN.
The relevant DDF operators now read,
AAn =
√
2
α′
∮
dz ∂XA(z)einq·X(z),
AIn =
√
2
α′
∮
dz ∂XI(z)einq·X(z),
(59)
for oscillators parallel or transverse to the brane respec-
tively and the closed contour integrals are to contain the
operators they act on, which are on the real axis. In a
Minkowski signature worldsheet the integrals are along
the boundary of the worldsheet which is coincident with
the Dp-brane. The null vectors qµ are restricted to lie
within the D-brane worldvolume and are transverse to
the DDF operators:
qA = qI = 0.
In direct analogy to the closed string case we create
open string vertex operators with fluctuations in the
XA orXI directions by acting on the vacuum with DDF
operators see also Appendix B),
V (z, z¯) =
go√
2p+Vd−1
Cξij...A
i
−n1A
j
−n2 . . . e
ip·X(z),
(60)
the vacuum, eip·X(z) being restricted to the worldsheet
boundary (e.g. the real axis in the complex z-plane) and
the combinatorial normalization constant C,
C ≡ 1√∏
r nr
∏
n,i µn,i!
. (61)
The vertex operators (60) are mass level N =
∑
i ni
states with momenta kµ = pµ − Nqµ, the onshell con-
straints now reading,
p2 =
1
α′
, p · q = 1
2α′
, and q2 = 0, (62)
so as to ensure that m2 = −(p−Nq)2 = (N − 1)/α′ as
appropriate for open strings. The contractions appear-
ing in (62) are with respect to all spacetime indices µ.
The boundary conditions require in addition, pI = 0,
see Appendix B.
Normal ordered vertex operators are obtained from
(60) by bringing the operators in the integrands close to
the vacuum, summing over all Wick contractions using
e.g. the upper half plane two-point function for scalars
(given in (B6) in Appendix B for completeness) for Neu-
mann (N) or Dirichlet (D) directions, and evaluating the
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resulting contour integrals so as to extract the residues
which correspond to the physical states. In evaluating
the operator products we are to restrict the integrands
of the DDF operators to the real axis . Only after the
operator products have been computed are we to an-
alytically continue in the variable of integration so as
to circle the tachyonic vacuum in order to extract the
residue. This is best understood by realizing that the
vertex operator (60) can be thought of as being cre-
ated in a sequence of open string scattering events as
explained in the introduction and depicted in Fig. 1.
The massless states, V
(i)
massless, that are absorbed
by the ground state string, Vground state = e
ip·X(z), are
the integrands of the DDF operators polarized in some
direction, ξi, of our choice, and the final excited state
V
(r)
excited is given by the vertex operator (60) after nor-
mal ordering, when a sequence of r DDF operators have
acted on the vacuum. In what follows we compute this
normal ordered expression for a complete set of such
open string covariant vertex operators. We give explicit
results for the closed string and consider the open string
explicitly when we construct coherent states. Open
string vertices constructed from the AAn operators are
related by T-duality to vertices constructed out the AIn
[14, 154, 155]. The latter are interpreted as ripples in
the D-brane worldvolume. The remaining possibility
is vertex operators with excitations associated to both
transverse and tangent directions to the D-brane, and
these may be interpreted as the usual Neumann bound-
ary condition vertices with excitations within the D-
brane worldvolume which in addition generate ripples
of the D-brane. In the open string coherent state sec-
tion we shall consider vertices constructed from the AAn .
As in the closed string case there is a one-to-one
correspondence with the lightcone gauge states,
|V 〉lc = 1√
2p+Vd−1
Cξij... α
i
−n1α
j
−n2 . . . |0; p+, pi〉,
(63)
with |0; p+, pi〉 an eigenstate of p+, pi and annihilated
by the (dimensionless) lowering operators, αin>0, where
αµn =
√
2
α′
∮
dz ∂Xµ(z) zn.
and defined so that (39) holds true.
The fact that the covariant gauge vertex operators
(60) are in one- to one correspondence with the light-
cone gauge states (63) proves that the former comprise
a complete set. We conjecture and work on the assump-
tion that the states |V 〉lc and V (z, z¯) are identical states
in the sense that they share identical masses, angular
momenta and interactions. We shall obtain evidence
supporting this conjecture as we go along.
We next discuss the correspondence between light-
cone gauge states and covariant gauge vertex operators,
and consider the issue of normal ordering in detail. We
start from the graviton and subsequently move on to
arbitrarily excited vertex operators.
D. The covariant equivalent of αi−1α˜
j
−1|0, 0; p+, pi〉
We wish to obtain the covariant equivalent of the
lightcone gauge graviton (or other massless) state,
|V 〉lc = 1√
2p+Vd−1
ξi,j α
i
−1α˜
j
−1|0, 0; p+, pi〉.
Here m2 = 0, and so from (52) kµ = pµ − qµ. We
see from (47) and (49) that the light-cone to covariant
vertex map is realized by:
ξi,j α
i
−1α˜
j
−1|0, 0; p+, pi〉 → ξi,j Ai−1A¯j−1eip·X(z,z¯),
(64)
with ξ · q ≡ 0. To bring this into a manifestly covariant
form we substitute into the right hand side the defini-
tions (49). Using the operator products we bring the
integrands close to the vacuum and evaluate the result-
ing contour integrals as explained below (50). For the
graviton this procedure can be seen to lead to [198]:
ξi,j A
i
−1A¯
j
−1e
ip·X(z,z¯) =
2
α′
ξi,j
∮
z
dw ∂wX
i(w)e−iq·X(w)
∮
z¯
dw¯ ∂w¯X
j(w¯)e−iq·X(w¯) eip·X(z,z¯)
∼= 2
α′
ξi,j
(
δiµ −
α′
2
piqµ
)(
δjν −
α′
2
pjqν
)
∂Xµ(z)∂¯Xν(z¯)ei(p−q)·X(z,z¯).
(65)
With the identification ζµ,ν = ξi,j(δ
i
µ − α
′
2 p
iqµ)(δ
j
ν −
α′
2 p
jqν), we find the manifestly covariant and normal-
ordered expression for the graviton vertex [130],
V (z, z¯) =
gc√
2p+Vd−1
2
α′
ζµ,ν ∂X
µ(z)∂¯Xν(z¯)eik·X(z,z¯),
(66)
which has been derived from the corresponding light-
cone gauge graviton via the DDF formalism. Note
that we could just as well have written gc√
2EkVd−1
(with
Ek = |k|) instead of gc√
2p+Vd−1
, provided the momen-
tum phase space in S-matrix elements is taken to be (7)
instead of (24), as discussed in Sec. II. This remark ap-
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plies also to the other mass eigenstate vertex operators
given below as well, but does not apply in the case of
coherent states (see later).
The polarization tensor ζµ,ν is transverse to the
graviton momentum kµ as can be explicitly verified
[199]. Notice that depending on our choice of ξ, p and
q all entries of the covariant polarization tensor, ζµ,ν ,
may be non-vanishing in general. Whether or not the
corresponding polarization tensor is traceless depends
on our choice of ξi,j .
The above procedure generalizes to arbitrarily mas-
sive vertices and given that the DDF operators generate
the complete set of physical states [128, 129] it is clear
that all arbitrarily massive vertices in covariant gauge
may be extracted via this method. The fact that the
physical content of the light-cone gauge states (where
there are no ghost excitations) is clearer than covariant
gauge vertex operators has been one of the great virtues
of the light-cone gauge approach – it is seen that this
virtue is also present in the covariant gauge if one makes
use of the DDF formalism.
E. The covariant equivalent of αi−N α˜
j
−N |0, 0; p+, pi〉
Consider now a not so obvious example which in
fact, as will become apparent in the next subsection, is
the basic building block of all vertex operators whose
polarization tensors are traceless. In this subsection
we derive the normal ordered covariant vertex operator
corresponding to the lightcone state
|V 〉lc = 1√
2p+Vd−1
1
N
ξi,j α
i
−N α˜
j
−N |0, 0; p+, pi〉, (67)
with the normalization C = 1/N , see (48). Here the
mass, m2 = 4(N − 1)/α′, and so from (52), kµ = pµ −
Nqµ. Following the DDF prescription, we consider the
state
V (z, z¯) =
gc√
2p+Vd−1
1
N
ξi,j A
i
−N A¯
j
−Ne
ip·X(z,z¯). (68)
As in the graviton example, we use the definitions of
the DDF operators and carry out the relevant operator
products. Let us consider the holomorphic sector and
shift the vertex to z = 0. This leads us to consider,
Ai−N · eip·X(0) =
√
2
α′
∮
0
dw ∂X i(w)e−iNq·X(w) · eip·X(0)
∼=
√
2
α′
∮
0
dw
iw
(
piw−N +
∞∑
r=1
i
(r − 1)! ∂
rX i(0)wr−N
) ∞∑
m=0
wmSm(Nq; 0) e
i(p−Nq)·X(0)
=
√
2
α′
(α′
2
piSN (Nq; 0) +
N∑
m=1
i
(m− 1)! ∂
mX i(0)SN−m(Nq; 0)
)
ei(p−Nq)·X(0),
(69)
with the definition,
Sm(nq; z) ≡ Sm(a1, . . . , am), (70)
when the following identification is made,
as = − inq · ∂
s
zX
s!
.
The elementary Schur (or complete Bell) polynomials,
Sm(a1, . . . , am), are in turn defined in general by:
Sm(a1, . . . , am) ≡ −i
∮
0
du u−m−1 exp
m∑
s=1
asu
s (71a)
=
∑
k1+2k2+···+mkm=m
ak11
k1!
. . .
akmm
km!
. (71b)
Similar remarks hold for the anti-holomorphic sector,
see Appendix A5. Note that
∮
0
dw
2πiw = −
∮
0
dw¯
2πiw¯ =
1, and we have made use of the standard correla-
tor on the complex plane (54), as well as the onshell
constraints (52). The elementary Schur polynomials
arise from the Taylor expansion (inside the normal or-
dering) of e−iNq·X(z) =
∑∞
m=0 z
mSm(Nq; 0)e
−iNq·X(0)
which can be derived from Faa` di Bruno’s for-
mula [156] for the mth derivative of the exponential,
(eiNq·X(z)∂me−iNq·X(z))z=0. As a preliminary consis-
tency check note that the subscript N on SN (Nq)
denotes the total number of derivatives and so the
level number on both sides of the equation is the
same. We have noted also the corresponding expression,
S¯m(nq; z¯), for the anti-holomorphic sector. Shifting the
insertion back to z, z¯ we conclude that the level N light-
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cone state 1N ξi,j α
i
−N α˜
j
−N |0, 0; p+, pi〉 has the covariant
manifestation:
V (z, z¯) =
gc√
2p+Vd−1
:
1
N
ξi,jH
i
N (z)H¯
j
N (z¯)e
i(p−Nq)·X(z,z¯) :
(72)
We have found it convenient to define the polynomials
HiN (z), H¯
i
N (z¯), in ∂
#X and ∂¯#X respectively,
HiN (z) ≡
√
α′
2
piSN (Nq; z) + P
i
N (z), (73a)
H¯iN (z¯) ≡
√
α′
2
piS¯N (Nq; z¯) + P¯
i
N (z¯), (73b)
with P iN (z), P¯
i
N (z¯) in turn defined by,
P iN (z) =
√
2
α′
N∑
m=1
i
(m− 1)! ∂
mX i(z)SN−m(Nq; z),
(74a)
P¯ iN (z¯) =
√
2
α′
N∑
m=1
i
(m− 1)! ∂¯
mX i(z¯)S¯N−m(Nq; z¯).
(74b)
These polynomials are the fundamental building blocks
of normal ordered covariant vertex operators when these
correspond in lightcone gauge to a traceless state as we
shall see [200]. In the rest frame we are to replace,
HiN (z), H¯
i
N (z¯) with, P
i
N (z), P¯
i
N (z¯), respectively as in
this case the momenta, kµ = pµ−Nqµ, are transverse to
the polarization tensors and consequently ξ...i...p
i = 0.
Some examples for N = 0, 1 and 2 have been given
in Appendix A. We next give an explicit example
for m2 = 4/α′, mass levels, where N = 2, to illus-
trate that the vertices generated in this manner are
the standard covariant vertex operators [149], see also
[131, 138, 151, 157], with polarization tensors that range
over the entire range of spacetime indices. The differ-
ence to the traditional approach (taken in the above
cited papers) is that here physical polarization tensors
are automatically generated – there are no additional
constraints to be solved. First of all note that for N = 1
we recover the graviton (or in general the massless) ver-
tex operator(s) [201]. ForN = 2, we have kµ = pµ−2qµ.
The covariant vertex operator which is equivalent to the
lightcone state 1√
2p+Vd−1
1
2ξi,j α
i
−2α˜
j
−2|0, 0; p+, pi〉 fol-
lows as a corollary of (72),
|V 〉 = 1√
2EkVd−1
1
2
(
χµνα
µ
−1α
ν
−1 + ζµα
µ
−2
)
× (χ¯ρσα˜ρ−1α˜σ−1 + ζ¯ρα˜ρ−2)|0, 0; kµ〉,
(75)
where we have made use of the operator-state cor-
respondence, αµ−n ≃
√
2
α′
i
(n−1)!∂
nXµ(z), |0, 0; kµ〉 ≃
gc e
ik·X(z,z¯), and have written |V 〉 ≃ V (z, z¯), in order
to make manifest the differences to the equivalent light-
cone gauge state. We have chosen to write (75) in the
more conventional coordinates used in covariant gauge,
where the vacuum is normalized according to (38) and
Ek =
√
k2 +m2. From (72) one can derive (by ex-
panding out the various polynomials for N = 2) the
manifestly covariant polarization tensors,
ζµ = ξi
(
δiµ − α
′
2 p
iqµ
)
χµν =
√
α′
2 ξi
(
α′piqµqν − δiµqν − δiνqµ
)
,
(76)
with the properties |ζ|2 = |ξ|2 (with |ξ|2 = 1 so that
the lightcone state is correctly normalized), χµν =
χνµ, |χ|2 = ζ · k = χµµ = χµνkµkν = 0. As a
consistency check note that these polarization tensors
solve the physical state conditions, 2ζµ + k
νχµν = 0,
2kµζ
µ + ηµνχµν = 0, which were derived by completely
different methods in [138]. There are similar expressions
for ζ¯µ, χ¯µν with ξ¯i replacing ξi. One thing to notice is
that all components of these polarization tensors may
be non-vanishing in general so that the resulting states
really are covariant in the usual sense even though the
state (68) from which (75) was derived seems to break
spacetime covariance by the explicit choice of transverse
indices.
There has been some confusion concerning a state
of the form (75) in the literature [138, 151] where it
is concluded that such a state may satisfy the Vira-
soro constraints but has zero norm. We disagree in
that we find that the state |V 〉 has positive norm [202],
〈V |V 〉 = 1, while satisfying all the Virasoro constraints,
Ln>0|V 〉 = 0, L0|V 〉 = |V 〉 and is hence physical. In
fact, all covariant states generated by the DDF formal-
ism are positive norm physical states. The reason as to
why there is disagreement with [138, 151] is because the
constraints on the polarization tensors ζµ, χµν obtained
there do not have a unique solution; the solution iden-
tified there corresponds to a zero norm state but there
is the additional solution, namely (76), which gives rise
to the positive norm state (75).
What we learn from the above exercises is that the
DDF vertex operators (49) are fully covariant, they all
have a lightcone gauge equivalent which can be iden-
tified explicitly, and last but not least they generate
a complete set of physical states (given that they are
in one-to-one correspondence with the light-cone gauge
states).
F. The covariant equivalent of
αi−n1α
j
−n2 . . . α˜
k
−n¯1 α˜
l
−n¯2 . . . |0, 0; p+, pi〉
We next generalize the result of the previous sub-
section and discuss the covariant manifestation of a gen-
eral lightcone gauge state,
|V 〉lc = 1√
2p+Vd−1
Cξij...,kl...
× αi−n1αj−n2 . . . α˜k−n¯1 α˜l−n¯2 . . . |0, 0; p+, pi〉,
(77)
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which according the DDF prescription is given by,
V (z, z¯) =
gc√
2p+Vd−1
Cξij...,kl...
×Ai−n1Aj−n2 . . . A˜k−n¯1A˜l−n¯2 . . . eip·X(z,z¯).
(78)
Here the relevant level numbers associated to left- and
right-moving modes are N =
∑
ℓ nℓ and N¯ =
∑
r n¯r,
and for non-compact spacetimes we are to enforce [203]
N = N¯ . The associated momentum is then, kµ = pµ −
Nqµ, and the mass shell constraint, k2 = 4(1−N)/α′.
Writing formally ξij...,kl... = ξij...ξ¯kl... we first con-
sider the case when the polarization tensors ξ and ξ¯ are
traceless,
ξ...i...j...η
ij = ξ¯...i...j...η
ij = 0,
but with ξ...j...k
j , ξ¯...j...k
j non-vanishing in gen-
eral. The normal ordered vertex operator cor-
responds to a straightforward generalization of
(72),
∏
r A
ir−nre
ip·X(z) ∼= ∏rHirnrei(p−Nq)·X(z)
for the holomorphic sector. Therefore, the co-
variant normal ordered vertex operator asso-
ciated to a general traceless lightcone state
Cξi1i2...,j1j2... α
i1
−n1α
i2
−n2 . . . α˜
j1
−n¯1α˜
j2
−n¯2 . . . |0, 0; p+, pi〉 is,
V (z, z¯) ∼= gc√
2p+Vd−1
: Cξij...,kl...
×Hin1(z)Hjn2(z) . . . H¯kn¯1(z¯)H¯ ln¯2(z¯) . . . ei(p−Nq)·X(z,z¯) :
(79)
with C as given in (48). Without referring explicitly
to the lightcone state we see that C contains a factor
of 1√
n
for every Hin that appears and factors of
1√
µn,i!
,
with µn,i the multiplicity of H
i
n.
We can always boost to a frame where ξ...i...k
i = 0
(e.g. the rest frame) given that there are no timelike
directions in the lightcone gauge polarization tensor, ξ,
in which case the above vertex simplifies to,
V (z, z¯) ∼= gc√
2p+Vd−1
: Cξij...,kl...
× P in1(z)P jn2(z) . . . P¯ kn¯1(z¯)P¯ ln¯2(z¯) . . . ei(p−Nq)·X(z,z¯) :
We therefore learn that when the polarization ten-
sor of a given light-cone state is traceless we can build
the corresponding normal ordered covariant vertex op-
erator by making the following replacements,
αi−n
α˜i−n¯
|0, 0; p+, pi〉
→
→
→
Hin(z)
H¯in¯(z¯)
gc e
i(p−Nq)µXµ(z,z¯)
(80)
with an overall combinatorial normalization constant C
given in (48), and the lightcone operator vacuum nor-
malized as in (45). If the lightcone states in addition
to ξ...i...j...η
ij = 0 satisfy ξ...j...k
j = 0 (and similarly for
the anti-holomorphic sector), the above identification
simplifies to, αi−n ∼ P in(z) and α˜i−n ∼ P¯ in(z¯). The
resulting covariant vertex operator formed in this way
is normal ordered. Note that the normalization of the
lightcone state carries over to the covariant vertex un-
altered because the normalization for the DDF states is
set by the DDF commutation relations (55) which are
identical to those of the usual creation and annihilation
operators.
We next construct covariant normal ordered vertex
operators in the case when the polarization tensors of
the corresponding lightcone gauge states are arbitrary,
for which in general,
ξ...i...j...η
ij , ξ¯...i...j...η
ij , ξ...i...k
i, ξ¯...i...k
i,
need not vanish. We start from the simplest non-trivial
case and then move on to more general cases. Proceed-
ing by induction we then obtain the general result.
For this purpose we’ll be needing the following local
dimensionless polynomial functionals of q ·∂#X(z), and
q · ∂¯#X(z¯) respectively,
Sm,n(z) ≡
n∑
r=1
rSm+r(mq; z)Sn−r(nq; z), (81a)
S¯m,n(z¯) ≡
n∑
r=1
rS¯m+r(mq; z¯)S¯n−r(nq; z¯), (81b)
with the elementary Schur polynomials, Sm(nq; z),
S¯m(nq; z¯), defined in Appendix A. In (69) we showed
that normal ordering of Ai−n · eip·X(z) leads to,
Ak−n · eip·X(z) ∼= Hkn(z) ei(p−nq)·X(z). (82)
Let us apply an additional DDF operator from the left
to this expression and normal order the resulting object.
We find,
Aj−mA
k
−n · eip·X(z)
∼=
[
HjmH
k
n + δ
jk
Sm,n
]
(z) ei[p−(m+n)q]·X(z).
(83)
Proceeding in a similar manner we apply another DDF
operator to the resulting expression and normal order
the right-hand-side. An important point to note now
is that Sm,n(z) commutes with the DDF operators, A
i
ℓ,
because Sm,n(z) is a functional of q · ∂#X and [Ain, q ·
∂#X ] = 0. We find,
Ai−ℓA
j
−mA
k
−n · eip·X(z) ∼=
[
HiℓH
j
mH
k
n + δ
ij
Sℓ,mH
k
n
+ δik Sℓ,nH
j
m + δ
jk
Sm,nH
i
ℓ
]
(z) ei[p−(ℓ+m+n)q]·X(z)
(84)
By induction it follows from the above that the general
normal ordered expression reads,
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Ai1−n1 . . . A
ig
−ng · eip·X(z) ∼=
∼=
⌊g/2⌋∑
a=0
∑
π∈Sg/∼
a∏
ℓ=1
δiπ(2ℓ−1)iπ(2ℓ) Snπ(2ℓ−1),nπ(2ℓ)(z)
g∏
q=2a+1
H
iπ(q)
nπ(q)(z) e
i(p−∑r nrq)·X(z),
(85)
with Sg the permutation group of g elements and the
equivalence relation ∼ being such that πi ∼ πj with
πi, πj ∈ Sg when they define indistinguishable terms
in (85). In all terms where Sni,nj appears we are to
only include permutations which preserve the inequality
i ≤ j. Furthermore, the notation ⌊·⌋ in the summation
indicates that the upper limit saturates the inequality
a ≤ g/2. The number of terms in the sum over permu-
tations at fixed a is
2−ag!
a!(g − 2a)! . (86)
For every lightcone gauge state |V 〉 =
Cξi1i2...ξ¯j1j2... α
i1
−n1α
i2
−n2 . . . α˜
j1
−n¯1α˜
j2
−n¯2 . . . |0, 0; p+, pi〉,
with C is as given in (48), there exists a covariant
normal ordered vertex operator
V (z, z¯) =
gc√
2p+Vd−1
CU(z)U¯(z¯). (87)
The normal ordered chiral half U(z) is equal to the right
hand side of (85) when contracted with the lightcone
gauge polarization tensor, ξi1...ig , which corresponds to
an arbitrary irreducible representation of SO(25) (or
SO(24) for massless states).
U(z) =
⌊g/2⌋∑
a=0
∑
π∈Sg/∼
× ξi1...ig
a∏
ℓ=1
δiπ(2ℓ−1)iπ(2ℓ) Snπ(2ℓ−1),nπ(2ℓ)(z)
×
g∏
q=2a+1
H
iπ(q)
nπ(q)(z) e
−i(∑gr=1 nr)q·X(z).
(88)
There is a similar expression for U¯(z¯) with ξ¯ij...,
S¯n,m(z¯), H¯
i
n¯(z¯) and e
i(p−∑r n¯rq)·X(z¯) replacing ξij...,
Sn,m(z), H
i
n(z) and e
i(p−∑r nrq)·X(z) respectively. If the
underlying spacetime manifold is not compactified in a
lightlike direction we are to enforce in addition:
∑
r
nr =
∑
r
n¯r;
we elaborate on this in the closed string coherent state
section in detail.
When the polarization tensor is traceless,
ξ...i...j...δ
ij = 0, U(z) reduces to the result ob-
tained in (79), the chiral half of which reads,
ξi1...isH
i1
n1 . . . H
is
nse
i(p−∑r nrq)·X(z). In the rest frame,
ξ...i...p
i = 0, all the Hin(z) in U(z) in turn reduce to
P in(z).
There are specific and very interesting examples
where the sum over permutations may be carried out
explicitly. In fact, this is precisely possible in the case
of coherent states. In particular, we construct coherent
states below, we will be interested in expressions of the
form: 1g!
(∑∞
n=1 λn ·A−n
)g
eip·X(z). Clearly, in this case
the indices on the A−n are dummy variables, and hence
from (85) and (86) we deduce that:
1
g!
(∑
n>0
1
n
λn · A−n
)g
eip·X(z) ∼=
∼=
⌊g/2⌋∑
a=0
1
a!(g − 2a)!
( 1
2nm
∑
n,m>0
λn · λm Sn,m e−i(n+m)q·X(z)
)a(∑
n>0
1
n
λn ·Hn e−inq·X(z)
)g−2a
eip·X(z).
(89)
When we sum over g (from 0 to ∞) such a object has
an interpretation of the chiral half of a closed string co-
herent state or an open string coherent state as we shall
demonstrate in Sec. IV, where we discuss string coher-
ent states in great detail. The corresponding lightcone
gauge state is exp(
∑
n>0
1
nλn · α−n)|0, p+, pi〉, which is
an eigenstate of αin>0 with eigenvalue λ
i
n and λ
∗
n = λ−n.
The covariant gauge expression is not an eigenstate of
αµn>0 but nevertheless satisfies the definition of a coher-
ent state (which is given in the opening lines of Sec. IVA
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or Sec. IVB).
Note finally that all vertex operators in this section
have been normalized to ‘one string in volume Vd−1’ as
discussed in Sec. II. Therefore, for instance, the nor-
malization of the general lightcone state (77) is such
that:
〈V (p′)|V (p)〉lc = δp′,p,
with δp′,p a Kronecker delta which reduces to unity
when p+
′
= p+ and p′ = p and vanishes otherwise.
The associated covariant vertex operator (78) or (87),
is normalized by the most singular term in the operator
product expansion (28):
V †(z, z¯) · V (0, 0) ∼=
( g2c
2p+Vd−1
) 1
|z|4 + . . . ,
the dimensionless coefficient having been fixed by
Lorentz covariance and unitarity of the S-matrix. We
have made use of the relation between operator product
expansions and commutators. (Recall that for arbitrary
operators of the form,
A =
∮
dz a(z), B =
∮
dw b(w),
there exists the interpretation, see e.g. [158],
[A,B] ∼= A · B =
∮
0
dw
∮
w
dz a(z) · b(w),
[A, b(w)] ∼= A · b(w) =
∮
w
dz a(z) · b(w),
(90)
with ‘·’ denoting operator product expansion.) With
this normalization the string path integral yields the
S-matrix directly, see (6).
IV. STRING COHERENT STATES
It is possible that cosmic strings being macroscopic
and massive should have a classical interpretation. If
this is the case, one may suspect that the appropriate
vertex operators for the description of cosmic super-
strings (from our experience with standard harmonic
oscillator coherent states) would have coherent state-
like properties. With this motivation in mind we will
be searching for coherent state vertex operators, which
from the standard coherent state properties would be
expected to have a classical interpretation.
The states we have considered in the previous sec-
tions are mass eigenstates. The dictionary described
above, which identifies the states (47) and (49), is tailor-
made for light-cone to covariant mass eigenstate maps.
Coherent states however are not mass eigenstates in
general [204]. In the construction of string coherent
states one normally proceeds in direct analogy with the
construction of coherent states in the harmonic oscil-
lator, whereby coherent states are constructed by ex-
ponentiation of the creation operator, e−|λ|
2/2eλa
† |0〉,
with a|0〉 = 0 and [a, a†] = 1. In the string case there
is an infinite number of creation operators and the vac-
uum depends on the center of mass momentum. The
usual approach is to proceed in lightcone gauge where
the constraints are solved automatically and the open
string construction is trivial, see e.g. [159]. Rather than
drop spacetime covariance we shall make use of the spec-
trum generating DDF operators which can be used to
generate covariant physical states.
In the current section we construct covariant and
lightcone gauge open and closed coherent states and
show that these states have a classical interpretation by
associating them to general classical solutions. Let us
primarily define what we mean by a quantum state with
a classical interpretation:
- String states with a classical interpretation should
possess classical expectation values (with small
uncertainties modulo zero mode contributions)
provided these are compatible with the symme-
tries of string theory. These classical expectation
values should be non-trivially consistent with the
classical equations of motion and constraints.
Starting with the open string we begin by defining a
string coherent state and using DDF operators proceed
by analogy to the harmonic oscillator. The definition
of a coherent state that we adopt is very general but
standard [160] which we minimally extend to include
the string theory requirements [205] (see the opening
lines of Sec. IVA below). After establishing that the
coherent state properties are satisfied for the states un-
der consideration we go on to show that the covariant
and lightcone gauge states share identical angular mo-
menta and present the explicit map to general classical
solutions. We show that these coherent states indeed
possess classical expectation values, thus proving that
the above definition of classicality is satisfied.
We then go on to discuss the construction of closed
string coherent states. Here the naive construction
leads to the requirement of a lightlike compactification
of spacetime, X− ∼ X− + 2πR−. We show that all
states considered are indeed physical and single-valued
under translations around the compact direction, X−.
We are then, according to the above definition of
classicality, led to search for classical expectation values.
In the closed string case the string symmetries forbid
[125] the naive expectation that 〈Xµ(z, z¯)〉 = Xµcl(z, z¯)
[206] should be satisfied by a state with a classical in-
terpretation. We elaborate on this and discuss various
definitions of classicality and their range of applicabil-
ity. Here we provide a new classicality requirement (in
accordance with the above definition) that applies in
all the usual gauges of interest (e.g. lightcone and co-
variant, but not in static gauge for instance) where the
vertices are invariant under spacelike worldsheet shifts
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where the naive definition 〈Xµ〉 = Xµcl does not apply.
Finally, we construct coherent closed string states
in fully non-compact spacetimes by projecting out the
lightlike winding states in the underlying Hilbert space
and go on to show that all the coherent state proper-
ties are satisfied by the projected states as well, and
therefore that the projected states have a classical in-
terpretation. We also compute the angular momenta
of the projected states in both lightcone and covariant
gauge and show that they are both identical to the angu-
lar momentum associated to the corresponding classical
solutions which we identify explicitly.
For a good overview of coherent states (but not
explicitly in the context of string theory) see Klauder
and Skagerstam’s book [160] and the excellent review
article by Zhang, Feng and Gilmore [161].
A. Open String Coherent States
We define an open string coherent state, V (λ) ∼=
|V (λ)〉, to be a state that:
(a) is specified by a set of continuous labels λ = {λin};
(b) produces a resolution of unity,
1 =
∑∫ ∫
dλ
∣∣V (λ, . . . )〉〈V (λ, . . . )∣∣; (91)
(c) transforms correctly under all symmetries of
bosonic (or super-) string theory.
We also allow for the possibility that the state de-
pends on other discrete or continuous quantum num-
bers (such as momentum), denoted by “. . . ”, which are
to be summed or integrated over respectively – this
is what is meant by the symbol Σ
∫
[207]. The mea-
sure associated to the continuous labels explicitly reads
dλ = 1N
∏
n,i d
2λin with N an appropriate normalization
(to be determined) and as usual d2λin = idλ
i
n∧dλ∗in (no
sum over i). The labels n and i will be related to the dis-
tribution of harmonics present and spacetime directions
respectively. The requirements (a,b) are the minimal re-
quirements for a state to be termed coherent [160] and
to these we add the minimal string theory requirement
(c).
As we discussed in Sec. III C, we may construct
open string vertex operators using the AAn and A
I
n DDF
operators for excitations in spatial directions tangent
and transverse to the Dp-brane respectively with A =
{1, . . . , p−1} and I = {p+1, . . . , 25}. (Note that p ≥ 1,
see Sec. III C, and our open string conventions are given
in Appendix B). We shall here consider the construction
of coherent state vertex operators with excitations in
the directions tangent to the brane. Let us then consider
the normalized open string DDF vertex operator,
V (λ) =
go,p√
2p+V‖
Cλ exp
( ∞∑
n=1
1
n
λAnA
A
−n
)
eipaX
a(z),
(92)
with a = {0, 1, . . . , p}. with a = {0, 1, . . . , p}. We have
found it convenient to define [208]:
go,p ≡ go√
V⊥
, with Vd−1 ≡ V⊥V‖,
with V⊥ the volume of spacetime transverse to the Dp-
brane, and V‖ the volume tangent to the brane (so that
V⊥V‖ is the total volume of spacetime transverse to x+).
[209] In parallel to (23) in particular, we thus define:
V‖ ≡ lim
p′→p
(2π)δ(p
′+ − p+)(2π)p−1δp−1(p′ − p),
V⊥ ≡ lim
p′→p
(2π)d−1−pδd−1−p(p′ − p).
(93)
The total volume of spacetime is Vd = V+Vd−1. The
kinematic pre-factor and the normalization Cλ is cho-
sen such that the vertex operator is normalized to ‘one
string in volume Vd−1’ as shown in (28) for the case of
closed strings.
pa is the (tachyonic) vacuum momentum of the
string, the DDF operators, AAn , defined in (59) and the
normalization constant,
Cλ ≡ exp
(
−
∞∑
n=1
1
2n
|λn|2
)
,
chosen such that the operator product expansion has
the leading singularity V †(λ; z)·V (λ; 0) ≃ ( g2o,p2p+V‖ ) 1|z|2+
. . . , corresponding to ‘one string in volume V‖’ as re-
quired by unitarity of the S-matrix.
The vertex operators associated to ripples of the
brane are related by T-duality [14, 154] to the vertices
(92). The onshell constraints are given by (62), re-
peated here for convenience: p · q = 1/(2α′), q2 = 0,
and p2 = 1/α′. The polarization complex vectors {λAn }
are defined such that λn · q = 0, λ∗n = λ−n, and require
[159] that
∑
n |λn|2 < ∞ to ensure that the vertex is
well behaved.
First of all we show that the vertex operator (92)
is a coherent state. To prove this recall that a coher-
ent state must by definition satisfy three properties:
(a) it must be labelled by a set of continuous param-
eters, these here being {λAn }, (b) there must exist a
completeness relation of the form (91), and (c) it must
transform correctly under the symmetries of string the-
ory. (a) is trivially satisfied and the state remains cor-
rectly normalized for arbitrary values of the λAn when∑
n |λn|2 < ∞. To prove that a completeness relation
exists it is convenient to write (92) in operator form,
|V (λ, p)〉 = 1√
2p+V‖
Cλ exp
( ∞∑
n=1
1
n
λAnA
A
−n
)
|0; pa〉,
(94)
with the correspondence |0; pa〉 ≃ go,p eipaXa and we
use the relativistic normalization:
〈0; pa′|0; pa〉 = 2p+(2π)δ(p′+−p+)(2π)p−1δp−1(p′−p).
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Note primarily that from the DDF operator commuta-
tion relations, V (λ) is an eigenstate of the annihilation
operators, AAn>0 · V (λ) ∼= λAn>0V (λ), from which on ac-
count of (92) it follows that states are not orthogonal,
the inner product of two states being given by,
〈
V (λ, p′)|V (ζ, p)〉 = δp′,pCλCζ exp(∑
n>0
1
n
λ∗n · ζn
)
.
The factor CλCζ exp
(∑
n>0
1
nλ
∗
n · ζn
)
reduces to unity
when λAn = ζ
A
n , for all n,A, so that,〈
V (λ, p)|V (λ, p)〉 = 1.
Recall that coherent states are (when we choose qi =
q+ = 0) eigenstates of momentum in the k+ and k
directions (but not in the k− direction). So, as one
would expect, these coherent states are over-complete,
the overlap between any two being non-zero for a wide
range of λin, ζ
i
n. From this expression we then deduce
(by forming appropriate inner products and integrating)
that there exists the completeness relation,
1 = V‖
∫ ∞
0
dp+
2π
∫
Rp−1
dp−1p
(2π)p−1
∫ (∏
n,A
d2λAn
2πn
)
× ∣∣V (λ, p)〉〈V (λ, p)∣∣,
(95)
with d2λAn = idλ
A
n ∧ dλ∗An . Finally, that the ver-
tex operator (92) is physical (requirement c) follows
from the fact that Ln∈Z commutes with all the DDF
operators, Ln>0 annihilates the vacuum e
ip·X(z) and
L0 ·eip·X(z) ∼= eip·X(z). Therefore, V (λ) satisfies the Vi-
rasoro constraints, (L0− 1) · V (λ) ∼= 0, Ln>0 · V (λ) ∼= 0
and is hence physical. Recall from Sec. III that in ad-
dition all states formed from DDF operators are trans-
verse to null states. We conclude that the string coher-
ent state defining properties (a-c) are satisfied.
1. Functional Representation
Let us now consider the corresponding local nor-
mal ordered representation of V (λ), which in practice
means subtracting all self contractions from the vertex
(92). The vacuum eip·X(z) is already normal ordered
and so the remaining self-contractions that need to be
subtracted are those associated to contractions with one
leg in the DDF operators and one leg in the vacuum. In
Sec. III we computed the normal ordered representation
of arbitrary covariant states. For the above coherent
state this is obtained by using the integral representa-
tion of the DDF operators (50) in (92) and carrying out
the operator products on account of the onshell con-
straints (given below (92)) and the property λn · q = 0.
The integrands of the DDF operators are to lie on the
real axis as they are brought close to the vacuum which
is also on the real axis, z = z¯, and so the relevant prop-
agator takes the form,
〈Xa(z)Xb(w)〉 = −(2α′)ηab ln(z − w). (96)
From Fig. 1 where the open string DDF construction is
exhibited it can be seen that this is the correct proce-
dure – in the figure we have conformally mapped to the
disc with boundary zz¯ = 1 (instead of the upper half
plane) where the propagator is again of the form (96) on
the boundary (up to terms that drop out of correlation
functions). We then compute all Wick contractions and
subsequently analytically continue in the variable of in-
tegration and choose an integration contour that circles
the vacuum. The same procedure can then be repeated,
with additional DDF operators which may be brought
close to the resulting state in the same manner as above
and so on. The resulting normal ordered vertex assumes
a particularly simple form when we assume in addition,
λn>0 · λm>0 = 0, see (85). In this case the normal or-
dered open string coherent states are given by a linear
combination of the traceless mass eigenstates (79),
V (λ) =
go,p√
2p+V‖
Cλ
× exp
( ∞∑
n=1
1
n
λn ·Hn(z) e−inq·X(z)
)
eip·X(z),
(97)
the difference being that for open strings the dimension-
less quantity Hn(z) reads,
HAN (z) ≡
√
2α′pASN (Nq; z) + PAN (z), (98a)
PAN (z) =
√
2
α′
N∑
m=1
i
(m− 1)! ∂
mXA(z)SN−m(Nq; z).
(98b)
The general result for arbitrary (but of course trans-
verse) λin follows directly from (89),
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V (λ) =
go,p√
2p+V‖
Cλ exp
(∑
n>0
1
n
λn · A−n
)
eip·X(z)
∼= go,p√
2p+V‖
Cλ
∞∑
g=0
⌊g/2⌋∑
a=0
1
a!(g − 2a)!
×
( 1
2nm
∑
n,m>0
λn · λm Sn,m e−i(n+m)q·X(z)
)a(∑
n>0
1
n
λn ·Hn e−inq·X(z)
)g−2a
eip·X(z),
(99)
which of course reduces to (97) when λn · λm = 0 (for
n,m > 0). The quantities Sn,m(z) are related to ele-
mentary Schur polynomials, SN (nq; z), and have been
defined in (81). For later reference, define the quantity
U(λ) in (99) by the expression,
V (λ) ≡ go,p√
2p+V‖
CλU(λ)e
ip·X(z).
2. Open String Coherent State Properties
Series expanding the exponential in (97) it is
seen that the mass eigenstates in the underlying
Hilbert space are polynomials in ∂#X , multiplied by
ei(p−
∑
n nsnq)·X(z), for some sequence of positive inte-
gers, {s1, s2, . . . }, with
∑
n nsn equal to the level num-
ber. Also, V (λ) is an eigenstate of momentum in the
directions transverse to qµ; given that q2 = 0 one
may take for example, q+ = qA = qI = 0 and q−
non-vanishing (see also the discussion in Sec. II), in
which case one learns that pˆA · V (λ) = pAV (λ) and
pˆ+ · V (λ) = p+V (λ), with pˆµ = 1α′
∮
dz ∂Xµ. The full
momentum expectation value is in turn given by,
〈pˆa〉 = pa − 〈N〉qa, 〈pˆ2〉 = − 1
α′
(〈N〉 − 1), (100)
where we have identified an effective level number,
〈N〉 ≡
∞∑
n=1
|λn|2,
in direct analogy to the generic DDF state momentum
(52). (These tree level operator statements are to be
interpreted as 〈A〉 = 〈V †AV 〉 for an operator A (with
〈V †V 〉 = 1), and V † is obtained from V by reversing
the momenta and complex-conjugating the polarization
tensors. Note also that pˆµ = pˆµopen =
1
α′
∮
dz ∂Xµ in
this section; in the rest of the paper, pˆµ = pˆµclosed =
2
α′
∮
dz∂Xµ.)
The above considerations imply that V (λ) carries
an effective mass associated to 〈N〉, which is in agree-
ment with the usual open string mass shell constraint,
m2 = (N − 1)/α′, when N is identified with 〈N〉. No-
tice that 〈N〉 is a continuous function of the |λn| as
required from the definition of a coherent state, not
necessarily an integer. Therefore, coherent states can
in particular have masses which are non-zero, but yet
much smaller than the string scale (a common draw-
back of mass eigenstates), or, in the opposite extreme,
they may have large mass and represent macroscopic
string states; although we have not yet proven that the
states constructed are macroscopic.
From the well known properties of coherent states
[160] we expect the limit |λn| ≫ 1 to be associated
to the macroscopic or long string limit. To show that
this is indeed the case we next consider the open string
coherent state (92) in lightcone gauge. Using the map
discussed in Sec. III we immediately write down the
lightcone gauge analogue of the covariant state (92),
|V (λ)〉lc = 1√
2p+V‖
Cλ exp
( ∞∑
n=1
1
n
λn · α−n
) ∣∣0; p+, pA〉.
(101)
This is also an eigenstate of p+, pA, as was the covari-
ant state above (when q+ = qA = 0). The contrac-
tions are associated to indices, A, and are transverse to
the longitudinal, ±, directions (with v± = 1√
2
(v0 ± vp)
for some generic spacetime vector vµ). This state is an
eigenstate of the annihilation operators, αAn>0|V (λ)〉lc =
λAn |V (λ)〉lc and so the lightcone gauge position expec-
tation value is given by (B5),
〈XA(z, z¯)− xˆA〉lc = (XA(z, z¯)− xA)cl,
with,(
XA(z, z¯)− xA)
cl
= −iα′pA ln |z|2
+ i
(α′
2
)1/2 ∞∑
n6=0
λAn
n
(
zn + z¯−n
)
,
(102)
where we have identified 〈pˆA〉 with pA (given that
qA = 0). Equation (102) is the general solution to the
equations of motion, ∂∂¯XAcl (z, z¯) = 0, the constraints,
(∂Xcl)
2 = (∂¯Xcl)
2 = 0 having been solved by the gauge
choice:[210] X+cl (z, z¯) = −iα′p+ ln |z|2, reached by the
conformal map z = e2iq·X(z), z¯ = e2iq·X(z¯) (recall that
q ·p = 1/(2α′) for open strings). The corresponding lon-
gitudinal components of the position expectation value
are likewise computed. On account of the operator
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equation,
√
2α′α−n =
1
2p+
∑
ℓ∈Z : α
i
n−ℓα
i
ℓ : (for n 6= 0),
and the fact that the coherent state is an eigenstate of
αAn>0 with eigenvalue λ
A
n one learns that,〈
X−(z, z¯)− xˆ−〉
lc
=
(
X−(z, z¯)− x−)
cl
,
with
(
X−(z, z¯)− x−)
cl
= −i 1
p+
(
α′p2 +
∞∑
n=1
|λn|2 − 1
)
ln |z|2
+ i
∑
n6=0
1
n
∑
r∈Z
1
4p+
λn−r · λr
(
z−n + z¯−n
)
,
(103)
with the definitions λA0 ≡
√
2α′pA, p2 = pApA. Recall
that for open strings,
X−(z, z¯)− x− = −iα′pˆ− ln |z|2
+ i
(α′
2
)1/2∑
n6=0
α−n
n
(
z−n + z¯−n
)
.
(104)
Finally, in the Dirichlet directions, on account of
(B5), it follows that,〈
XI(z, z¯)− xˆI〉
lc
=
(
XI(z, z¯)− xI)
cl
= 0,
with
XI(z, z¯) = xI − iα′wI ln z
z¯
+ i
√
α′
2
∑
n6=0
αIn
n
( 1
zn
− 1
z¯n
)
,
which shows that the open string coherent state vertex
operators we have constructed are restricted to lie on a
single Dp-brane, and that for vertices stretched between
two parallel D-branes of the same dimensionality one
can still work with these vertex operators provided the
exponential factor given in (56) is inserted into the path
integral.
The position operator is not a gauge invariant
quantity and so the corresponding covariant gauge po-
sition expectation value, although of the form (102),
would be a more complicated expression whose polar-
ization tensors are not independent, being subject to the
constraints (∂X)2 = (∂¯X)2 = 0. Therefore, the covari-
ant position expectation value is not a particularly use-
ful quantity in practice because the classical solutions
we want to match vertex operators to are not known in
covariant gauge. The angular momentum on the other
hand is a gauge invariant operator, [Ln, J
µν ] = 0, and
so a good consistency check is to show that both the
covariant, 〈Jab〉cov, and the lightcone, 〈Jab〉lc, angular
momentum expectation values are equal (in the unit
norm representation) to the classical angular momen-
tum, Jabcl . Such an equivalence would support the con-
jecture that (92) and (101) are different manifestations
of the same state and correspond classically to the light-
cone gauge solution (102). The total angular momen-
tum operator is the integral of the current associated to
Lorentz invariance over a spacelike curve, say |z|2 = 1
in the coordinates z = e−i(σ+iτ), z¯ = ei(σ−iτ), that cuts
once across the string worldsheet [147]. For the open
string,
Jµν =
2
α′
∮
dzX [µ∂Xν],
Sµν = −i
∞∑
ℓ=1
1
ℓ
(
αµ−ℓα
ν
ℓ − αν−ℓαµℓ
)
,
(105)
with a[µν] = 12 (a
µν−aνµ) and Jµν = Lµν+Sµν . Due to
the anti-symmetry there are no normal ordering ambi-
guities. Lµν is the zero mode contribution [211] and we
have used the doubling trick [123]. Notice furthermore
that Sµν =
∑∞
ℓ=1
2
ℓ Im
(
αµ−ℓα
ν
ℓ
)
. For simplicity focus
on these non-zero mode components, Sµν , and consider
first the components, SAB. For the lightcone gauge clas-
sical computation we find, SABcl =
∑
n>0
2
n Im
(
λ∗An λ
B
n
)
,
which follows from (102) and (105). In the lightcone
gauge the quantity
〈SAB〉lc ≡ 〈V (λ)|SAB |V (λ)〉lc,
is computed using SAB =
∑
ℓ>0
2
ℓ Im
(
αA−ℓα
B
ℓ
)
, and
(101). Given that |V (λ)〉lc is an eigenstate of the annihi-
lation operators it follows immediately that 〈SAB〉lc =∑
n>0
2
n Im
(
λ∗An λ
B
n
)
. Finally, the covariant gauge quan-
tity
〈SAB〉cov = 〈V (λ)|SAB |V (λ)〉cov,
is also computed using SAB =
∑
ℓ>0
2
ℓ Im
(
αA−ℓα
B
ℓ
)
, and
we are to identify V (λ) with the covariant vertex oper-
ator (92), or, equivalently the operator state (94). For
this computation one may readily derive the following
commutators [162],[
αAm, A
B
n
]
= mδA,BBnm, [A
A
n , B
m
ℓ
]
= 0 = [Bnm, B
ℓ
r],
with Bnm ≡ −i
∮
dz zm−1 einq·X(z), see Appendix A. Us-
ing these one can show primarily that
αAm>0 · V (λ) ∼=
∞∑
n=1
m
n
λAnB
−n
m · V (λ). (106)
From the definition of B−nm and [A
A
n , B
m
ℓ
]
= 0 follows
the operator product,
B−nm · V (λ) ∼= : Sn−m(nq; z) e−inq·X(z)V (λ) :
From this latter expression and the properties (see Ap-
pendix A5 and A), S0 = 1 and Sn<0 = 0, we find that
B−nm annihilates V (λ) when m > n and shifts the vac-
uum momentum, pa → pa − nqa, leaving the state oth-
erwise unaltered, when n = m. From (B−nm )
† = Bn−m
we find that terms with m > n similarly annihilate
the out state, V (λ)†, in the expectation value 〈SAB〉cov
where similar considerations apply. Therefore, only
the term n = m survives in the sum over n in (106).
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We thus find the covariant gauge expectation value,
〈SAB〉cov =
∑
n>0
2
n Im
(
λ∗An λ
B
n
)
. Collecting the classi-
cal, lightcone gauge and covariant gauge computations,
we have shown that,
〈SAB〉cov = 〈SAB〉lc =
∑
n>0
2
n
Im
(
λ∗An λ
B
n
)
= SABcl .
(107)
The angular momentum components in the longi-
tudinal directions are similarly computed. For the light-
cone gauge computation,
〈SA−〉lc = 〈V (λ)|SAB |V (λ)〉lc,
one can use the commutator [α−ℓ , α
A
−n] =
nαAℓ−n/(
√
2α′p+), but since |V 〉lc is an eigen-
state of αAn>0 with eigenvalue λ
A
n it is ad-
vantageous to use the expression,
√
2α′α−ℓ =
1
2p+
∑
m∈Z : α
A
mα
A
ℓ−m :, in S
A−. This then leads
to, 〈SA−〉lc = 1√2α′p+
∑
ℓ>0
∑
m∈Z
1
ℓ Im
(
λ∗Aℓ λm ·λℓ−m
)
,
with λA0 ≡
√
2α′pA as above. For the covariant gauge
computation,
〈SA−〉cov = 〈V (λ)|SAB |V (λ)〉cov,
to match to the lightcone gauge we use lightcone co-
ordinates where, q+ = qA = 0 and q− = −1/(2α′p+)
(which solve the constraints q2 = 0 and p ·q = 1/(2α′)).
One can readily derive the commutators [162],
[
α−m, A
A
n
]
= n
√
2α′q−DAm,n,
[
AAℓ , D
B
m,n
]
= ℓδABEℓ+nm ,
and
[
AAℓ , E
n
m
]
= 0, with DAm,n and E
n
m defined in Ap-
pendix B, from which follows the operator product,
α−ℓ · V (λ) ∼=
√
2α′q−
∞∑
n=1
(
− λn ·Dℓ,−n
+
∞∑
m=1
1
2
λn · λmE−n−mℓ
)
· V (λ).
(108)
Consider the second term in this expression. Given that
[Aℓ, E
n
m] = 0 we may commute the E
−n−m
ℓ through to
hit the vacuum, eip·X(z), where the following operator
product is required,
E−n−mℓ · eip·X(z) ∼=
:
√
2α′q ·Hn+m−ℓ
(
(n+m)q; z
)
ei(p−n−m)·X(z) :,
(109)
with
√
2α′q · H0 = 1 and q · Hm<0 = 0, the polyno-
mial Hm having been defined in Appendix A5. (See
also comments below (B13).) In the expectation value,
〈V †SA−V 〉, this implies that we should only bring
E−n−mℓ to the right to hit V (λ) if n + m − ℓ ≤ 0.
Of these, the n + m − ℓ = 0 subset will shift the
vacuum momentum, p → p − (n + m)q, leaving the
state otherwise unaltered, and the n + m − ℓ < 0
subset will annihilate it. Therefore of the terms with
n + m − ℓ ≤ 0 in the sum over m only the m =
ℓ − n term will contribute. The remaining terms with,
n + m − ℓ > 0, will not contribute either. These are
to be commuted through to the out-state, V †, which
is annihilated by them. In doing so these latter terms
first encounter αA−ℓ from S
A−. We here use the fact
that 〈V |αA−ℓ =
(
αAℓ |V 〉
)† ∼= (∑∞n=1 ℓnλAnB−nℓ |V 〉)† =∑∞
n=1
ℓ
nλ
∗A
n 〈V |Bn−ℓ, and [Bn−ℓ, E−mr ] = 0, so that the
quantities, E−n−mℓ , with n+m− ℓ > 0 commute freely
through to hit and annihilate the out state, V †, and
so indeed only the term m = ℓ − n will survive in the
second term in (108) in the computation of 〈SA−〉.
Next consider the first term in (108). On account
of the operator product,
DAℓ,−n · eip·X(z) ∼= : HAn−ℓ(nq; z)ei(p−nq)·X(z) : ,
and the properties, HA0 = p
A and HAn<0 = 0, we will
commute the DAℓ,−n through to hit the e
ip·X(z) vac-
uum when n − ℓ ≤ 0. Of these the subset of DAℓ,−n
for which n − ℓ = 0 shifts the vacuum momentum,
pa → pa − nqa, leaving the state otherwise unaltered,
whereas the subset satisfying n − ℓ < 0 annihilates
it. The Daℓ,−n terms with n − ℓ > 0 are to be com-
muted through to the out state, V †, in the expecta-
tion value 〈V †SA−V 〉, just like we did above for the
E−n−mℓ terms with n + m − ℓ > 0. From the com-
mutators,
[
AAℓ , D
B
m,n
]
= ℓδABEℓ+nm and
[
AAℓ , E
n
m
]
=
0 we find that,
[
DAℓ,−n, exp
(∑
m>0
1
mλm ·A−m
)]
=∑
m>0 λ
A
mE
−n−m
ℓ . For the terms with n − ℓ ≤ 0, for
whichDAℓ,−n ·eip·X ∼= : δn,ℓ
√
2α′pA ei(p−n)·X(z):, we find,
λn·Dℓ,−n · V (λ) ∼=
∑
m>0
λn · λmE−n−mℓ · V (λ)
+ : δn,ℓ
√
2α′λn · p e−inq·X(z)V (λ) : (n ≤ ℓ)
(110)
Now, the same argument that applied to the second
term in (108) applies to the first term in (110) and so
again only the m = ℓ − n term will contribute in the
sum overm to the expectation value 〈SA−〉. Finally, for
the first term in (108), for which n−ℓ > 0, we commute
λn · Dℓ,−n through to the out state V † using the fact
that [Bnm, D
A
ℓ,−n] = 0 and V
† ·DAℓ,−n ∼=
∑
m>0 λ
A
−mV
† ·
E−n+mℓ . The same argument as above applies and only
the term m = n − ℓ contributes in the sum over m
(which is consistent with n− ℓ > 0 as m is positive).
Identifying −q− with 1/(2α′p+), the above consid-
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erations are summarized in the expression,
〈
V †SA−V
〉
cov
=
1√
2α′p+
∑
ℓ>0
2
ℓ
Im
〈(
λ∗Aℓ B
ℓ
−ℓ
)
×
(1
2
ℓ∑
n=1
∑
m>0
λn · λmδn+m,ℓE−ℓℓ + λℓ · λ0e−Aℓq·X(0)
+
∞∑
n=ℓ+1
∑
m>0
λn · λ−mδn−m,ℓE−ℓℓ
)〉
=
1√
2α′p+
∑
ℓ>0
∑
m∈Z
1
ℓ
Im
(
λ∗Aℓ λm · λℓ−m
)
,
(111)
and this is in agreement with the lightcone gauge and
classical computation. In going from the first to the
second equality in (111) there are a number of steps.
Let us write f(n,m) = λn · λmE−ℓℓ . Focus on the sec-
ond parenthesis and recall from (109) that one may re-
place e−iℓq·X in the second term with E−ℓℓ , which iden-
tifies the second term as f(ℓ, 0). The delta function
in the first term restricts the summations appearing,
1
2
∑ℓ
n=1
∑
m>0 f(n,m)δn,ℓ−m =
1
2
∑ℓ−1
m=1 f(ℓ − m,m),
and when the resulting expression is combined with the
second term,
∑ℓ−1
m=1 →
∑ℓ
m=0. Similarly, the delta
function in the third term restricts the summations ap-
pearing according to
∑∞
n=ℓ+1
∑
m>0 f(n,−m)δn,ℓ+m =∑
m<0 f(ℓ−m,m). The second parenthesis in (111) is
therefore equal to 12
∑ℓ
m=0 f(ℓ −m,m) +
∑
m<0 f(ℓ −
m,m), half of the second term of which can be absorbed
into the first term leading to 12
∑ℓ
m=−∞ f(ℓ−m,m) +
1
2
∑
m<0 f(ℓ − m,m). After a change of variables in
the second term, m′ = m − ℓ with m′ ∈ [ℓ + 1,∞),
these two terms can be combined into the expression
1
2
∑
m∈Z f(ℓ − m,m). On account of the fact that
〈V †Bℓ−ℓE−ℓℓ V 〉 = 1 it follows that the first equality in
(111) implies the second.
Collecting the classical, lightcone gauge and covari-
ant gauge computations, we have shown that the longi-
tudinal components of the angular momentum for the
classical, lightcone gauge and covariant gauge compu-
tations are in agreement,
〈S−A〉cov = 〈S−A〉lc = S−Acl
=
1√
2α′p+
∑
ℓ>0
∑
m∈Z
1
ℓ
Im
(
λ∗Aℓ λm · λℓ−m
) (112)
The non-zero mode contributions to the angular mo-
mentum components involving S+−, and S+A, are all
vanishing in the chosen coordinate system where q+ = 0
(and q− = −1/p+). Recall furthermore that λi0 ≡√
2α′pi.
We have shown that there is a one-to-one corre-
spondence between the covariant vertex operators (92),
lightcone gauge states (101) and classical macroscopic
string evolution (102) and (104). The preceding angular
momentum computations provide further support for
the conjecture that the covariant and lightcone gauge
descriptions are different manifestations of the same
state, both of which have a classical interpretation.
B. Closed String Coherent States
In close analogy to the open string case above, we
define a closed string coherent state, V (λ, λ¯, . . . ), to be
a state that [212]:
(a) is specified by a set of continuous labels (λ, λ¯) =
{λin, λ¯in} (with λ and λ¯ associated to the left- and
right-moving modes respectively of the string);
(b) there must exist a resolution of unity,
1 =
∑∫ ∫
dλdλ¯
∣∣V (λ, λ¯, . . . )〉〈V (λ, λ¯, . . . )∣∣,
so that the V (λ, λ¯, . . . ) span the string Hilbert
space, H;
(c) it must transform correctly under all symmetries
of the bosonic (or super-) string.
The dots “ . . . ” in V (λ, λ¯, . . . ) allow for the possibil-
ity that the vertex operator depends on additional con-
tinuous or discrete quantum numbers and these are
all to be summed over in the completeness relation.
(We will often not exhibit these latter labels explic-
itly, and hence write instead V (λ, λ¯), or even Vλλ¯, all
of which refer to the same object V (λ, λ¯, . . . ).) The
unit operator on the left is defined with respect to H
[213], 1 · ∣∣V (λ, λ¯)〉 ≡ ∣∣V (λ, λ¯)〉. The measures for the
case of interest explicitly read dλdλ¯ =
∏
n,i
d2λind
2λ¯in
N
with N a to-be determined normalization and as usual
d2λin = idλ
i
n ∧ dλ∗in (no sum over i), and so on.
In the next two subsections we construct two real-
izations of closed string covariant coherent states that
satisfy the above definition.
C. DLCQ Coherent States
We next construct closed string coherent states
that satisfy the above definition. Our first approach
will be naive and we will discover that internal con-
sistency requires the underlying spacetime manifold be
lightlike-compactified:
X− ∼ X− + 2πR−.
Quantization on a lightlike compactified background
is known as ‘discrete lightcone quantization’ (DLCQ)
[163–166]. In the following section we shall make the ap-
propriate refinements and construct coherent states in
a fully non-compact Minkowski spacetime background.
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The closed string coherent state candidate that we
consider in this section is obtained by joining two copies
of the open string state (92),
V (λ, λ¯) =
gc√
2p+Vd−1
Cλλ¯ exp
( ∞∑
n=1
1
n
λn ·A−n
)
× exp
( ∞∑
m=1
1
m
λ¯m · A¯−m
)
eip·X(z,z¯),
(113)
with the normalization,
Cλλ¯ = exp
( ∞∑
n=1
− 1
2n
|λn|2 − 1
2n
|λ¯n|2
)
,
chosen such that if we write V (z, z¯) = V (λ, λ¯, p), the
most singular term in the operator product expansion
is as in (28),
V (z, z¯) · V (0, 0) ∼=
( g2c
2p+Vd−1
) 1
|z|4 + . . . , (114)
corresponding to ‘one string in volume Vd−1’ as required
by unitarity of the S-matrix, which was discussed in
Sec. II. In operator language, we have:
〈V (λ, λ¯, p)|V (λ, λ¯, p)〉 = 1, |0, 0; p〉 ∼= gc eip·X(z,z¯).
This corresponds to a relativistic unit norm normaliza-
tion with, see (39),
〈0, 0; p′|0, 0; p〉 = 2p+(2π)δ(p+′−p+)(2π)d−2δd−2(p′−p).
Furthermore, (λ, λ¯) = {λin, λ¯in}, are the polarization
tensors, defined by, λn · q = 0, λ∗n = λ−n, and∑∞
n=1 |λn|2 <∞, and similarly for the anti-holomorphic
sector {λ¯in}. The real vectors pµ and qµ are as usual
subject to the constraints (51), repeated here for con-
venience: p · q = 2/α′, q2 = 0, and p2 = 4/α′.
First let us prove that the vertex operator (113)
is a coherent state by showing that the defining prop-
erties (a-c) above are satisfied. (a) is trivially satis-
fied, the state is specified by the set of continuous la-
bels (λ, λ¯) = {λin, λ¯in} and remains normalized for ar-
bitrary values provided [159]
∑∞
n=1 |λn|2 + |λ¯n|2 < ∞.
To prove that (b) is satisfied note that primarily that
V (λ, λ¯) is an eigenstate of the annihilation operators,
Ain>0 · V ∼= λinV and A¯in>0 · V ∼= λ¯inV , which follows
from the DDF operator commutation relations (55) and
the corresponding anti-holomorphic expression with A¯n
replacing An. Therefore, we find the following inner
product,〈
V (λ, λ¯, p′)|V (ζ, ζ¯, p)〉 =
= δp′,pCλλ¯Cζζ¯ exp
(∑
n>0
1
n
λ∗n · ζn +
1
n
λ¯∗n · ζ¯n
)
,
(115)
which reduces to unity when (λ, λ¯) = (ζ, ζ¯) and p′ = p.
Note that δp′,p is a Kronecker delta which reduces to
unity when p+
′
= p+ and p′ = p and vanishes other-
wise. By then forming appropriate inner products and
integrating we find that there exists the completeness
relation,
1 = Vd−1
∫ ∞
0
dp+
2π
∫
R24
d24p
(2π)24
×
∫ (∏
n,A
d2λAn
2πn
)(∏
n,A
d2λ¯An
2πn
)∣∣V (λ, λ¯, p)〉〈V (λ, λ¯, p)∣∣,
(116)
with n = {1, 2, . . . ,∞} [214]. The phase space integrals
are precisely as anticipated from Sec. II, and in partic-
ular (25), for the sum over single string states. In the
case of closed string coherent states therefore we see
that the additional sums over quantum numbers in (25)
correspond to integrals over the polarization tensors:
∑∫
=
∫ (∏
n,A
d2λAn
2πn
)(∏
n,A
d2λ¯An
2πn
)
.
Finally, to show that (c) is satisfied we must prove
that V (λ, λ¯) satisfies the Virasoro constraints, L0 · V ∼=
V , Ln>0 ·V ∼= 0. These are trivially satisfied given that:
the DDF operators commute with the Ln, L¯n for all n,
and the vacuum eip·X(z,z¯) is physical, L0 · eip·X ∼= eip·X ,
Ln>0 · eip·X ∼= 0. Similar results hold for the antiholo-
morphic sector with L¯n replacing Ln. Therefore, the
vertex (113) is a coherent state and respects the string
theory symmetries.
1. Functional Representation
We postulated that closed string covariant coherent
states are described by the vertex operator (113). These
vertices however are not what we are looking for, and
to see why let us normal order V (λ, λ¯). To simplify the
computation we initially assume that λn>0 · λm>0 = 0
and similarly for the antiholomorphic sector, and then
generalize the result. The normal ordering procedure
has been explained in great detail in Sec. III for arbi-
trary mass eigenstates, the difference here being that
the coherent state V (λ, λ¯) is instead a linear superpo-
sition of mass eigenstates. As in the open string, the
normal ordered version of (113) is obtained by using
the integral representation of the DDF operators (50),
the integration contour being taken around the vacuum
eip·X(z) and eip·X(z¯) for the holomorphic and antiholo-
morphic sectors respectively. Holomorphy then allows
us to shrink the contours and hence the computation
only requires knowledge of the leading behaviour of the
integrand close to the vacuum, which is determined by
operator product expansions using the scalar propaga-
tor, 〈Xµ(z, z¯)Xν(w, w¯)〉 = −α′2 ηµν ln |z−w|2. This pro-
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cedure leads to,
V (λ, λ¯) =
gc√
2p+Vd−1
× Cλλ¯ exp
( ∞∑
n=1
1
n
λn ·Hn(z)e−inq·X(z)
)
× exp
( ∞∑
m=1
1
m
λ¯m · H¯m(z¯)e−inq·X(z¯)
)
eip·X(z,z¯).
(117)
More generally, (i.e. had we not assumed that λn>0 ·
λm>0 = 0) we would have found instead:
V (λ, λ¯) =
gc√
2p+Vd−1
Cλλ¯U(λ)U¯ (λ¯)e
ip·X(z,z¯),
with U(λ) defined below (99),
U(λ) =
∞∑
g=0
⌊g/2⌋∑
a=0
1
a!(g − 2a)!
( ∑
n,m>0
1
2nm
λn · λm Sn,m e−i(n+m)q·X(z)
)a(∑
n>0
1
n
λn ·Hn e−inq·X(z)
)g−2a
,
and U¯(λ¯) given by a similar expression with λ¯im, z¯,
S¯m,m(z¯) and H¯
i
m(z¯) replacing the corresponding holo-
morphic quantities. Note that the positive integers n,m
need not be equal.
2. DLCQ Coherent State Properties
The underlying Hilbert space consists of the states
we are superimposing in order to construct the closed
string coherent states. These can be obtained by series
expanding the exponentials which leads to an expression
of the form,
V (λ,λ¯) ∝
∞∑
{s1,s2,... }=0
Pol[∂#X ]ei(p−
∑
n nsnq)·X(z)
×
∞∑
{s¯1,s¯2,... }=0
Pol[∂¯#X ] ei(p−
∑
mms¯mq)·X(z¯),
(118)
with Pol[∂#X ] and Pol[∂¯#X ] being certain polynomi-
als of the arguments which depend on the sets of un-
correlated positive integers {s1, s2, . . . } and {s¯1, s¯2, . . . }
respectively. Let us write N =
∑∞
n=1 nsn and N¯ =∑∞
n=1 ns¯n for an arbitrary sequence of positive inte-
gers {s1, s2, . . . } and {s¯1, s¯2, . . . } respectively. We learn
that the left- and right-moving momenta associated to
a given mass eigenstate in (118) satisfy, kµL − kµR =−(N − N¯)qµ, the associated total momentum being
kµ = 12 (k
µ
L+k
µ
R). It is therefore clear that we are super-
imposing mass eigenstates with asymmetric left-right
momenta and so the manifold in which the coherent
states live is in fact compact. This is an S1 compactifi-
cation in a direction specified by the null vector qµ. We
can read off the radius of compactification directly from
kL − kR or equivalently one may compute it by apply-
ing the operator,
∮ (
dz ∂Xµ+ dz¯ ∂¯Xµ
)
, (that measures
the total change in Xµ(z, z¯) in going once around the
string [123]) to a mass eigenstate and identify the cor-
responding eigenvalue with Rµw, with w the winding
number. This leads to w = N − N¯ and Rµ = −α′2 qµ
and therefore: R2 = 0. We learn that the underlying
spacetime manifold is compactified in a light-like space-
time direction, that is we are considering the DLCQ
[163] of string theory. Lightlike compactifications show
up in the connection of M(atrix) models to string the-
ories: DLCQ of M-theory has been conjectured [164]
to be equivalent to U(N) super Yang-Mills at finite N.
(See for example, [163–166] and also [167–169].) Al-
though lightlike compactifications are in general rather
non-trivial [166], various properties of a vertex operator
in a lightlike compactified spacetime can be extracted
rather straightforwardly as we show next.
To become more explicit go to a frame where q+ =
qi = 0 and q− = − 2α′R− which implies the identification
(with X+ non-compact),
X− ∼ X− + 2πR−. (119)
This is shown schematically in Fig. 2. Let us go to
the rest frame (in the lightcone gauge sense) where in
addition, pi = 0. With this and the above ansatz for
qµ we can solve the constraints p2 = 4/α′, p · q = 2/α′
and q2 = 0 which lead to the following expressions for
the total momentum of a lightlike compactified mass
eigenstate,
k0 =
1√
2
( 1
R−
+m2R−
)
, kD =
1√
2
( 1
R−
−m2R−
)
,
(120)
and ki = 0, with m2 = 2α′ (N+N¯−2), the mass squared
of the particular mass eigenstate in the superposition
(118). That m2 does not depend on R− naively seems
to imply that lightlike compactification does not change
the mass spectrum of the uncompactified theory. How-
ever, the L0− L¯0 Virasoro constraint is already satisfied
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FIG. 2: Lightlike spacetime compactification. The two-dimensional plane X0-XD is shown. In the figure on the right we are
to identify the parallel grey lines such that X− ∼ X− + 2πR−. The future lightcone of a given spacetime event is specified
by the dashed lines. The aforementioned identification leads to the equivalent S1×R spacetime cylinder on the left. Signals
slower than the speed of light and lightlike signals in the negative XD direction always propagate up the cylinder in the
positive X+ direction. Lightlike signals in the positive XD direction are stuck at X+ = const hypersurfaces. Causality is
not violated (the spacetime is marginally causal).
by the above state and so N need not equal N¯ : the
Hilbert space, H, contains all the usual states where
N = N¯ (and hence w = 0) but also includes additional
states for which N 6= N¯ (and w 6= 0) without breaking
conformal invariance.
The Hilbert space H admits the orthogonal decom-
position,
H =
⊕
w∈Z
Hw,
such that vertices Vw ∈ Hw wind around the lightlike
direction with winding number w [215]. Given that
winding number is conserved (i.e. commutes with the
worldsheet Hamiltonian, [L0 + L¯0 − 2, Wˆ ] · Vw ∼= 0),
suggests that we can project out the winding states and
thus obtain a vertex operator, V0 ∈ H0, with (as we
show below, see p. 35) coherent state properties which
can be embedded in fully non-compact spacetime [216].
Given that (120) is not of the standard form, k =
n/R, for the total momentum in a compact dimension
of radius R [123], one may wonder whether the cor-
responding wavefunctions are still single-valued [217] –
single-valuedness of the wavefunction is the reason as to
why one enforces k = n/R in the first place. That they
are single valued can be seen as follows. Translations
along a compact dimension whose direction is speci-
fied by the vector Rµ are generated by, exp
(
2πiR · pˆ) :
Xµ(z, z¯)→ Xµ(z, z¯)+2πRµ, with pˆµ the total Noether
momentum, pˆµ = 1α′
∮ (
dz ∂Xµ(z) − dz¯ ∂¯Xµ(z¯)). The
excitations that appear in V (λ, λ¯) (i.e. the polynomials
of ∂#X, ∂¯#X) commute with pˆ and so single-valuedness
of the vertex operator amounts to showing that:
exp
(
2πiR · pˆ) exp (ikL ·X(z) + ikR ·X(z¯))
=exp
(
ikL ·X(z) + ikR ·X(z¯)
)
,
for any mass eigenstate in the superposition. Carrying
out the operator products on the left hand side (with the
contour integrals encircling z, z¯ and kL = p−Nq, kR =
p−N¯q) it follows that the above statement holds true for
the individual mass eigenstates with lightlike winding
and hence is also true for the closed string coherent
states. We conclude that V (λ, λ¯) is indeed single-valued
under translations around the compact direction [218].
Curiously, lightlike compactification seems to be in-
visible at the classical level when,
∞∑
n=1
|λn|2 =
∞∑
n=1
|λ¯n|2,
which is none other than the statement of “classical level
matching”, 〈N〉 = 〈N¯〉, because
〈N〉 =
∞∑
n=1
|λn|2 and 〈N¯〉 =
∞∑
n=1
|λ¯n|2
are none other that the expectation values of the num-
ber operators, N =
∑
n>0 α−n ·αn and N¯ =
∑
n>0 α˜−n ·
α˜n. Furthermore, classical level matching is required for
consistency (see below). One way of seeing that lightlike
compactification is invisible at the classical level is by
directly computing the expectation value
〈
pˆ−L
〉 − 〈pˆ−R〉
(with respect to the state (113)) and showing that it
vanishes, as this would imply that 〈X−(z, z¯) − x−〉 =
−i〈pˆ−L 〉 ln z− i〈pˆ−R〉 ln z¯+ . . . is single valued as one tra-
verses a spacelike direction of the worldsheet which is
classically only possible if X− is non-compact, i.e. if
〈X−(z, z¯)− x−〉 = −i〈pˆ−〉 ln |z|2 + . . . .
On account of (115), it follows that [219],〈
X−(z, z¯)− x−〉
= −i
(〈
N
〉− 1)R− ln z − i(〈N¯〉− 1)R− ln z¯. (121)
Notice that only zero modes contribute to the position
expectation value in the covariant gauge version of the
state (113) for a reason that was first realized in [125],
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and which we expand on in the following paragraph.
For the X+ direction we find,
〈
X+(z, z¯)− x+〉 = −α′
2
i
R−
ln |z|2. (122)
Recall that the operator L0−L¯0 generates spacelike
worldsheet translations,
[
L0 − L¯0, Xµ(z, z¯)
]
=
(
z∂ − z¯∂¯)Xµ(z, z¯), (123)
and that one of the physical state conditions is that
states be invariant under such translations,
exp[−iǫ(L0 − L¯0)] · V ∼= V ;
infinitesimally, |ǫ| ≪ 1, we have (L0− L¯0) ·V ∼= 0. Com-
puting the expectation value,
〈[
L0 − L¯0, Xµ(z, z¯)
]〉
=(
z∂− z¯∂¯)〈Xµ(z, z¯)〉, with respect to a physical state V
it then follows that
(
z∂ − z¯∂¯)〈Xµ(z, z¯)〉 = 0
must be satisfied by any such state. This in turn ex-
plains why there are only zero mode contributions in
(121) and (122) (non-zero mode contributions would
violate this condition), and secondly enforces classical
level matching,
〈N〉 = 〈N¯〉, (124)
so as to ensure that the operator
(
z∂ − z¯∂¯) annihilates
(121). Given that V (λ, λ¯) has an effective mass given
by 〈m2〉 = 2α′ (〈N〉 + 〈N¯〉 − 2) it follows that the full
momenta are given by, 〈pˆ−〉 = 12 〈m2〉R−, 〈pˆ+〉 = 1/R−,
enabling one to write:
〈
X±(z, z¯)− x±〉 = −iα′
2
〈p±〉 ln |z|2. (125)
This implies that indeed as claimed above lightlike com-
pactification seems to be invisible at the classical level.
However, this result is not unique to lightlike compact-
ifications. In particular, notice that the reasoning fol-
lowing (123) also applies in the case of spacelike com-
pactifications, xi ∼ xi + 2πR. In this latter case, in
particular, one finds the consistency requirement:
〈piL〉 = 〈piR〉.
Curiously, this seems to imply that toroidal compactifi-
cation in general is invisible in such expectation values.
That only zero modes contribute to the expectation
values (121) and (122) of course does not mean that the
coherent state (113) does not have a classical interpreta-
tion, but rather implies that the condition for classical-
ity,
〈
Xµ(z, z¯)
〉
= Xµcl(z, z¯), with ∂∂¯X
µ
cl(z, z¯) = 0 is not
compatible with the symmetries of closed string theory
when the gauge choice (covariant gauge in this example)
does not fix the invariance under spacelike worldsheet
translations [125]. Note that any covariant vertex oper-
ator must satisfy
(
z∂ − z¯∂¯)〈Xµ(z, z¯)〉 = 0, whether or
not it has a classical interpretation. To get round this,
one may fix the invariance of the state under such trans-
lations (as done in [125]) but this is somewhat messy
and not practical for general states. Alternatively, one
may pick a gauge that explicitly breaks the invari-
ance under such translations from the outset, e.g. static
gauge. To see this notice that [220] in static gauge,
e.g. X0 = α′p0τ , XD = Rσ and XD ∼ XD+2πR, from
the outset where it is manifest that spacelike worldsheet
translation invariance, σ → σ+s, is broken by the gauge
choice. Here 〈X i(σ, τ)〉 = X icl(σ, τ) can be satisfied
non-trivially because in static gauge states of the form
eλ
i
nα
i
−neλ¯
i
nα˜
i
−n |0, 0; pi, pDL , pDR 〉 are physical without re-
quiring the existence of a lightlike compactification. Un-
fortunately, it is not known how to quantize the string
in static gauge unless (starting from the Nambu-Goto
action) one restricts to small fluctuations transverse to
X0, XD with R large, in which case the leading term
in the action becomes quadratic in the fields X i and
the path integral can be carried out perturbatively in
1/R. We would like to discuss the construction of quan-
tum states which correspond to arbitrary classical solu-
tions (e.g. solutions with cusps where the above expan-
sion would presumably not suffice) and so this is not
the approach we shall take here. A better solution is
possibly to instead replace the definition of classicality,〈
Xµ(z, z¯)
〉
= Xµcl(z, z¯), with [221],
〈
:Xµ(σ′, τ)Xν(σ, τ) :
〉
=
∫ 2π
0
dsXµcl(σ
′−s, τ)Xνcl(σ−s, τ),
(126)
modulo zero mode contributions (recall that z =
e−i(σ+iτ), z¯ = ei(σ−iτ)). Rather than fixing the invari-
ance under σ-translations on the quantum side (as done
in [125]) we average over σ-translations on the classical
side.
The definition for classicality (126) is appropri-
ate for states in any gauge (e.g. covariant or lightcone
gauge) that does not fix the invariance under spacelike
worldsheet translations and we will be making use of it
when we present the construction of coherent states in
non-compact spacetimes. For the states (113) however
there is yet another solution which is even simpler – the
solution is to go to lightcone gauge, because in lightcone
gauge the presence of lightlike compactification breaks
the invariance under such translations thus making the
classical-quantum map,
〈
Xµ(z, z¯)
〉
= Xµcl(z, z¯), possi-
ble.
Before we elaborate on the lightcone gauge con-
struction, we would like to point out that one should be
careful in drawing conclusions from statements of the
form (125) when the expectation value is evaluated in
covariant gauge. One can argue that it is not permissi-
ble to compute the expectation value of (123) given that
Xµ(z, z¯) is not a well defined conformal operator [123].
In lightcone gauge there is no such subtlety because the
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constraints associated to quantum conformal symmetry
are satisfied automatically by the gauge choice.
Above we mentioned that lightlike compactifica-
tion breaks the invariance under worldsheet spacelike
translations. To understand why this is the case recall
that [147] in lightcone gauge the constraints (∂X)2 =
(∂¯X)2 = 0 reduce to the operator equations α−0 =√
2
α′
1
p+
(
L⊥0 − 1
)
, and α˜−0 =
√
2
α′
1
p+
(
L¯⊥0 − 1
)
, with
L⊥0 , L¯
⊥
0 the transverse Virasoro generators [222]. There-
fore, level matching in lightcone gauge corresponds to
the statement,
(α−0 − α˜−0 )|V 〉lc =
√
2
α′
1
p+
(L⊥0 − L¯⊥0 )|V 〉lc, (127)
from which it follows that states compactified in a light-
like spacetime direction, for which α−0 6= α˜−0 (recall
that α−0 and α˜
−
0 are the left- and right-moving momen-
tum operators,
√
α′
2 p
−
L and
√
α′
2 p
−
R repsectively), are
not invariant under spacelike worldsheet shifts, (L⊥0 −
L¯⊥0 )|V 〉lc 6= 0. Therefore, the above argument which
led to
(
z∂ − z¯∂¯)〈X i(z, z¯)〉 = 0 does not apply in light-
like compactified spacetimes, X− ∼ X− + 2πR−, thus
implying that the classical-quantum map,
〈
Xµ(z, z¯)
〉
=
Xµcl(z, z¯), may be realized. We show next that indeed
the lightcone gauge realization of the coherent states
(113) can be mapped in this way to arbitrary general
classical solutions.
According to the discussions in Sec. III the light-
cone gauge version, |V (λ, λ¯)〉lc, of the vertex (113) is ob-
tained by the mapping, Ai−n → αi−n and gc eip·X(z,z¯) →
|0, 0; p+, pi〉, so that
∣∣V (λ, λ¯)〉
lc
=
1√
2p+Vd−1
Cλλ¯ exp
( ∞∑
n=1
1
n
λn · α−n
)
× exp
( ∞∑
m=1
1
m
λ¯m · α˜−m
)
|0, 0; p+, pi〉.
(128)
This is similar to the open string case (101); it is an
eigenstate of the annihilation operators, αin>0, α˜
i
n>0,
with eigenvalues λin, λ¯
i
n, and of the momenta pˆ
+, pˆi with
eigenvalues p+, pi, respectively. The vacuum is normal-
ized as in (39),
〈0, 0; p′|0, 0; p〉 = 2p+(2π)δ(p+′−p+)(2π)d−2δd−2(p′−p).
The position expectation value in the transverse direc-
tions is therefore given by,
〈
X i(z, z¯)− xˆi〉
lc
=
(
X i(z, z¯)− xi)
cl
,
with
(
X i(z, z¯)− xi)
cl
= −iα
′
2
pi ln |z|2 + i
√
α′
2
∑
n6=0
1
n
(
λin z
−n + λ¯in z¯
−n).
(129)
Furthermore, from the operator equations, α−n =
1
p+
(
L⊥n − δn,0
)
, we learn that in the longitudinal di-
rections [223],
〈
X−(z, z¯)− xˆ−〉
lc
=
(
X−(z, z¯)− x−)
cl
,
with
(
X−(z, z¯)− x−)
cl
=
− i 1
p+
(α′
4
p2 +
〈
N
〉− 1) ln z − i 1
p+
(α′
4
p2 +
〈
N¯
〉− 1) ln z¯ + i∑
n6=0
1
n
∑
r∈Z
1
2p+
(
λn−r · λrz−n + λ¯n−r · λ¯r z¯−n
)
,
(130)
with the definitions
λi0 ≡
√
α′
2
pi, λ¯i0 ≡
√
α′
2
pi,
and pipi = p2, and as discussed above we are to enforce
classical level matching, 〈N〉 = 〈N¯〉. For completeness
we note also that (in lightcone gauge),
X+(z, z¯) = −iα
′
2
p+ ln |z|2.
Notice that in the rest frame, pi = 0, the zero mode
contribution in (130) is identical to that found in the
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covariant gauge (121) when p+ = 1/R−. The quantities
(129) and (130) are none other than the general solu-
tions to the equations of motion, ∂∂¯Xµ = 0, in light-
cone gauge [170]. We therefore conclude that indeed the
classical-quantum map, 〈Xµ(z, z¯)〉lc = Xµcl(z, z¯), can be
realized in a spacetime with lightlike compactification
when this map is carried out in lightcone gauge. This is
in accordance with the above considerations. Note that
this is specific to lightlike-compactified spacetimes and
does not apply in spacelike compactifications, because
this conclusion relied on the left-hand-side of (127) be-
ing non-vanishing.
Finally, before we construct closed string coherent
states in fully non-compact spacetime let us show that
the angular momentum of the covariant gauge, lightcone
gauge and classical descriptions are all identical, as we
did in the open string case (107) above. For the closed
string,
Jµν =
2
α′
(∮
dzX [µ∂Xν] −
∮
dz¯X [µ∂¯Xν]
)
,
= Lµν + Sµν ,
(131)
with the zero mode contribution denoted by Lµν (given
in a footnote on p. 53) and Sµν = Sµν(α) + Sµν(α˜)
with Sµν(α) = −i∑∞ℓ=1 (αµ−ℓανℓ −αν−ℓαµℓ ) and a similar
expression for the antiholomorphic sector, Sµν(α˜). We
shall concentrate on the non-zero mode part: Sµν . The
derivation is almost identical to the open string case and
so we do not repeat it here, the only difference being
that the open string normalization of the momentum is
half that of the closed string: 12pc = po (although we
don’t bother to keep the subscripts when the context is
clear). We find that for the transverse directions,
〈Sij〉cov = 〈Sij〉lc = Sijcl =
∑
n>0
2
n
Im
(
λ∗in λ
j
n + λ¯
∗i
n λ¯
j
n
)
,
(132)
and for the longitudinal components,
〈S−i〉cov = 〈S−i〉lc = S−icl =√
2
α′
∑
m>0
∑
ℓ∈Z
1
mp+
Im
(
λ∗m−ℓ · λ∗ℓ λim + λ¯∗m−ℓ · λ¯∗ℓ λ¯im
)
,
(133)
with in addition all components involving the + direc-
tion equal to zero. This correspondence provides further
evidence for the conjecture that the covariant gauge ver-
tex operator (113) and the lightcone gauge state (128)
describe the same physics (share identical correlation
functions) and are different manifestations of the same
state which classically have a lightcone gauge descrip-
tion given by (129) and (130).
Before delving into the coherent state construc-
tion in non-compact spacetimes it is worth noting that
the requirement of a lightlike compactified background
in the naive construction of the current section is the
cost of working in a standard gauge, namely lightcone
or covariant gauge where all the string technology for
amplitude computations is well developed. It is also
possible to construct closed string coherent states in
a modified lightcone gauge [171], where the require-
ment of a lightlike compactified background, X− ∼
X− + 2πR−, gets replaced by the requirement of a
spacelike compactified background, XD ∼ XD+2πRD.
Here, instead of making the lightcone gauge identifica-
tion X+(z, z¯) = −iα′2 p+ ln |z|2, one chooses X+(z, z¯) =
−iα′2 p+L ln z − iα
′
2 p
+
R ln z¯, which in turn solves the con-
straints in a manner similar to the lightcone gauge case.
Here however, with the additional freedom of choosing
p+L and p
+
R independently it becomes possible to rotate
the spacetime coordinate system in such a way that the
resulting coherent states propagate in a spacelike rather
than a lightlike compactified spacetime [224].
D. Coherent States in Minkowski Space
We next construct coherent states in fully non-
compact spacetimes. We showed above that the coher-
ent state (113),
V (λ, λ¯, p) =
gc√
2p+Vd−1
Cλλ¯ exp
( ∞∑
n=1
1
n
λn · A−n
)
× exp
( ∞∑
m=1
1
m
λ¯m · A¯−m
)
eip·X(z,z¯),
(134)
satisfies all the coherent state defining properties but
only when the underlying spacetime manifold is com-
pactified in a lightlike direction of spacetime. Below
(120) we concluded that in addition to the usual states
in the underlying Hilbert space which satisfy N = N¯ ,
there were additional states for which N 6= N¯ and these
correspond to states with lightlike winding. This sug-
gests that starting from (134) we may truncate the un-
derlying Hilbert space and project out all states with
N 6= N¯ . The resulting states will be manifestly level-
matched and will propagate consistently in fully non-
compact (but also compact) spacetimes.
To project out all states with N 6= N¯ , thus leav-
ing only N = N¯ states in the underlying spectrum, we
define a projection operator,
Gw =
∫ 2π
0
ds eis(Wˆ−w), Wˆ ≡ α
′
2
(pˆ+L pˆ
−
L − pˆ+R pˆ−R),
(135)
with pˆµL =
2
α′
∮
dz∂Xµ, pˆµR = − 2α′
∮
dz¯∂¯Xµ, and Wˆ
the lightlike winding number operator. The Virasoro
constraints associated to level matching read,
L0−L¯0 =
(α′
4
pˆ2L +N
)
−
(α′
4
pˆ2R + N¯
)
= −α
′
2
(pˆ+L pˆ
−
L − pˆ+R pˆ−R) +
α′
4
(
pˆ2L − pˆ2R
)
+N − N¯
= 0,
(136)
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from which the origin of the projector, Gw, becomes
clear: when Gw is applied to arbitrary vertices it
projects out all states in the underlying Hilbert space
except for those with lightlike winding number w. In
the case of interest when there are no transverse com-
pact directions, p2L = p
2
R = p
2, we can equivalently
write the covariant expression
Wˆ = −α′p · wˆ,
where pµ = 12 (p
µ
L+p
µ
R) is the momentum of the vacuum,
p2 = 4/α′, p · q = 2/α′, and wˆµ = 12
(
pˆµL − pˆµR
)
is the
winding vector (see Appendix A). Notice for example
that for some generic vertex operator,
Wˆ · P (∂#X, ∂¯#X)ei(p−Nq)·X(z)ei(p−N¯q)·X(z¯)
= (N − N¯)P (∂#X, ∂¯#X)ei(p−Nq)·X(z)ei(p−N¯q)·X(z¯),
(137)
with P (∂#X, ∂¯#X) the oscillator contribution that
commutes with Wˆ . Then, covariant vertex operators
without lightlike winding will be given by,
V0(λ, λ¯) ∼= G0 · V (λ, λ¯), (138)
the dot denoting operator product contractions. Taking
V (λ, λ¯) to be the coherent state (134) we are to com-
mute G0 through the DDF operators, the relevant term
giving eisWˆ e
∑∞
n=1
1
n
λn·A−n = e
∑∞
n=1
1
n
einsλn·A−neisWˆ
with a similar relation for the anti-holomorpic sec-
tor, with e−ins replacing eins. This follows from the
Baker-Campbell-Hausdorff formula, the commutators[
Wˆ ,Ai−n
]
= nAi−n,
[
Wˆ , A¯i−n
]
= −nA¯i−n , and the ele-
mentary Schur polynomial representation (A12a) with
as =
1
s!
∑∞
n=1(ins)
s 1
nλn ·A−n. The resulting vertex op-
erators are then the candidate quantum states to repre-
sent arbitrary classical loops in non-compact Minkowski
spacetime:
V0(λ,λ¯; p) =
gc√
2p+Vd−1
Cλλ¯
∫ 2π
0
ds exp
{ ∞∑
n=1
1
n
einsλn ·A−n
}
exp
{ ∞∑
m=1
1
m
e−imsλ¯m · A¯−m
}
eip·X(z,z¯), (139)
with:
Cλλ¯ =
[ ∫ 2π
0
ds exp
( ∞∑
n=1
1
n
|λn|2eins+1
n
|λ¯n|2e−ins
)]−1/2
(140)
a normalization constant. The normalization as usual
fixed by the ‘one string in volume Vd−1’ condition, which
leads to a unitary S-matrix. As discussed in Sec. II, this
is equivalent to fixing the most singular term in the op-
erator product expansion as in (114), which in our con-
ventions, as discussed there, is equivalent to requiring
that the state have unit norm,
〈V0(λ, λ¯; p)|V0(λ, λ¯; p)〉 = 1, |0, 0; p〉 ∼= gc eip·X .
Note that the out state V0(λ, λ¯)
† is given by V0(λ, λ¯)
with {λ∗n}, An and −p replacing {λn}, A−n and p re-
spectively (corresponding to Hermitian conjugation in
Minkowski signature worldsheet), and similarly for the
anti-holomorphic sector.
We first check that (139) satisfies the defining prop-
erties (a-c) of a string coherent state as laid out in the
beginning of this section. The properties (a,c) are triv-
ially satisfied because the state is still specified by a set
of continuous labels and the projection operator (135)
does not alter the states in the underlying Hilbert space,
H. The Hilbert space is instead truncated [225] and so,
given that any linear combination of physical states is
also a physical state, the vertex (139) must be physical.
To check that (b) is satisfied, i.e. that a completeness
relation exists for the projected states, we start from
the completeness relation associated to the unprojected
states [226], the existence of which was established on
p. 29,
1 = Vd−1
∫ ∞
0
dp+
2π
∫
R24
d24p
(2π)24
×
∫ (∏
n,A
d2λAn
2πn
)(∏
n,A
d2λ¯An
2πn
)∣∣V (λ, λ¯)〉〈V (λ, λ¯)∣∣.
Apply a projection operator, Gw, on either side of this
expression to find that:
1w =
∫
dµ(p)dλdλ¯
∣∣Vw(λ, λ¯)〉〈Vw(λ, λ¯)∣∣, (141)
where we write dµ(p) = Vd−1 dp
+
2π
d24p
(2π)24 , dλ =
∏
n,i
d2λin
2πn ,
d2λin = idλ
i
n ∧ dλ∗in , and similarly for the anti-
holomorphic sector, dλ¯, with λ¯in replacing λ
i
n. We have
defined, Gw ≡ 1w, asGw is none other than the unit op-
erator, 1w, with respect to the truncated Hilbert space,
Hw, which consists of all states with lightlike winding
number w. To show this note that |Vw〉 = Gw|V 〉 and
G2w = Gw (recall that Gw is Hermitian). From the lat-
ter two expressions it follows that
Gw|Vw〉 = |Vw〉,
and so indeed Gw = 1w. Thus, there exists a complete-
ness relation for the projected states also, as required
from the definition of a coherent state.
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Note that if we sum over w in (141) we learn that,
1 =
∫
dµ(p)dλdλ¯
∞∑
w=−∞
∣∣Vw(λ, λ¯)〉〈Vw(λ, λ¯)∣∣,
with 1 the unit operator with respect to the larger
Hilbert space H, and this serves as a consistency check.
The Hilbert space of interest here isH0 which is the
coherent state Hilbert space associated to non-compact
spacetimes. From the above considerations we conclude
that (141) is indeed a resolution of unity with respect
to Hw, and have thus shown that the string coher-
ent state defining properties are satisfied by the states
Vw(λ, λ¯; p). Next notice that because winding number is
conserved,
[
Hˆ, Wˆ
]·Vw(λ, λ¯; p) ∼= 0, with Hˆ = L0+L¯0−2
the worldsheet Hamiltonian, the Hilbert space decom-
position, H = ⊕w∈ZHw, is indeed orthogonal; when
all quantum numbers other than winding number are
equal, 〈Vm|Vn〉 = δm,n for vertices, Vm ∈ Hm. We con-
clude that vertex operators,
V0(λ, λ¯; p) ∈ H0,
can propagate in fully non-compact spacetimes, and
have shown in particular that the vertex operator (139)
is a closed string coherent state that can be consistently
embedded in non-compact flat Minkowski spacetime.
In a scattering amplitude that involves say n co-
herent states V0 and any number of non-coherent states,
one can drop the G0’s in n− 1 of these vertices. To see
this let us look at an example, say the elastic massive
string forward scattering amplitude from an arbitrary
closed string coherent state, V0,〈
V †0 U
†UV0
〉
=
〈
(G0V )
†U †U(G0V )
〉
=
〈
V †U †UG20V
〉
=
〈
V †U †UV0
〉
,
(142)
with, U = P (∂#X, ∂¯#X)eik·X(z,z¯), a vertex operator
without lightlike winding, and we have used the fact
that G0 is Hermitian, commutes with U and squares to
itself.
The inner product associated to the projected
states can be derived from the properties,
Ain · V0 ∼= λinVn, A¯in · V0 ∼= λ¯inVn,
valid for n > 0, and,
〈V †nVm〉 = δn,m,
which follow from the DDF operator commutation re-
lations. From these it follows that the constructed co-
herent states are as usual over-complete,
〈
V0(λ, λ¯; p
′)|V0(ξ, ξ¯; p)
〉
= δp′,pCλλ¯Cξ,ξ¯
×
∫ 2π
0
ds exp
(∑
n>0
1
n
λ∗n · ξn eins +
1
n
λ¯∗n · ξ¯n e−ins
)
,
(143)
and this reduces to unity when (λ, λ¯) = (ξ, ξ¯). We have
again made use of the fact that G20 = G0. Note that
δp′,p is a Kronecker delta which reduces to unity when
p+
′
= p+ and p′ = p, with p and p′ the momenta of the
vacua associated to the in and out states, as above.
1. Functional Representation
The normal ordered version of V0(λ, λ¯) analogous
to (117) can be derived from (117) by computing the op-
erator product, V0(λ, λ¯) ∼= G0·V (λ, λ¯). In the particular
case that λn>0 ·λm>0 = 0, one finds an expression iden-
tical to (139) with Hin(z)e
−inq·X(z), H¯in(z¯)e
−inq·X(z¯) re-
placing Ai−n, A¯
i
−n respectively, with an overall integral
over s,
V0(λ, λ¯) =
gc√
2p+Vd−1
Cλλ¯
∫ 2π
0
ds exp
( ∞∑
n=1
1
n
einsλn ·Hn e−inq·X(z)
)
exp
( ∞∑
m=1
1
m
e−imsλ¯m · H¯m e−imq·X(z¯)
)
eip·X(z,z¯).
(144)
This follows from the general result (85) and (139), and
the polynomials Hn(z) have been defined in (73), see
also (70), (71) and (74). Notice that this is still an
eigenstate of pˆ+, pˆi if we make the choice q+, qi = 0
and q− non-zero, as was the unprojected state V (λ, λ¯).
Recall also that in the rest frame in addition to taking
pi = 0 we are to take Hn(z) → Pn(z) as discussed in
Sec. III. When the polarization tensors are arbitrary,
subject only to the constraints λn ·q = 0 (for all n ∈ Z),
we have instead:
V0(λ, λ¯) =
gc√
2p+Vd−1
Cλλ¯
∫ 2π
0
dsU0(λ)U¯0(λ¯)e
ip·X(z,z¯),
(145)
with U0(λ) given by:
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U0(λ) =
∞∑
g=0
⌊g/2⌋∑
a=0
1
a!(g − 2a)!
( ∑
n,m>0
ei(n+m)s
2nm
λn · λm Sn,m e−i(n+m)q·X(z)
)a(∑
n>0
eins
n
λn ·Hn e−inq·X(z)
)g−2a
,
and U¯0(λ¯) given by a similar expression with λ¯
i
m, z¯,
S¯m,m(z¯) and H¯
i
m(z¯) replacing the corresponding holo-
morphic quantities, and e−iNs replacing eiNs for any
integers N . The explicit form for U0(λ) has been de-
rived from the general result (85) and (139).
It is possibly useful at this point to give an ex-
ample. The simplest coherent state vertex operator is
when only λi ≡ λi1 is non-vanishing and λ · λ = λ¯ · λ¯ =
λin6=±1 = λ¯
i
n6=±1 = 0. From (144) and find that,
V0(z, z¯) =
gc√
2p+Vd−1
Cλλ¯
×
∫ 2π
0
ds exp
(
ieisζ · ∂X e−iq·X(z)
)
× exp
(
ie−isζ¯ · ∂¯X e−iq·X(z¯)
)
eip·X(z,z¯),
(146)
with
ζµ ≡ λi(δiµ − α
′
2 p
iqµ), ζ¯
µ ≡ λ¯i(δiµ − α
′
2 p
iqµ),
and
|ζ|2 = |λ|2, |ζ¯|2 = |λ¯|2.
It is manifest that the s-integral serves to set the to-
tal number of holomorphic and anti-holomorphic world-
sheet derivatives to be equal in every term of the series
expansions of the exponentials.
2. Closed String Coherent State Properties
We next derive various properties of the projected
coherent states. Proceeding in a similar manner to the
open string case, we map to the lightcone gauge states
corresponding to (139) or equivalently (145), which are
given by,
∣∣V0(λ, λ¯)〉lc = 1√2p+Vd−1 Cλλ¯
×
∫ 2π
0
ds exp
( ∞∑
n=1
1
n
einsλn · α−n
)
× exp
( ∞∑
m=1
1
m
e−imsλ¯m · α˜−m
)
|0, 0; p+, pi〉.
(147)
Let us consider the lightcone gauge classical solutions,
Xµcl(z, z¯), corresponding to this state. Having projected
out the lightlike winding states, worldsheet translation
invariance is restored (in both lightcone and covariant
gauges) and according to the discussion on p. 32 the
condition for classicality 〈Xµ(z, z¯)〉 = Xµcl(z, z¯) is re-
placed by (126), rewritten here for convenience in the
(z, z¯) = (e−i(σ+iτ), ei(σ−iτ)) coordinate system with the
zero mode contributions explicitly subtracted,〈
:
[
Xµ(z′, z¯′)− xˆµ][Xν(z, z¯)− xˆν] :〉 =∫ 2π
0
ds
[
Xµ(z′eis, z¯′e−is)− xµ]
cl
[
Xν(zeis, z¯e−is)− xν]
cl
.
(148)
Given that we know the classical solution, i.e. the right-
hand-side of (148), in lightcone gauge, see (129) and
(130), we establish (148) for the projected states in
lightcone gauge. For the transverse directions, i, j, to
evaluate the left hand side of (148) in the state (147),
we make use of the closed string mode expansion,
X i(z, z¯)− xˆi = −iα
′
2
pˆi ln |z|2
+ i
√
α′
2
∑
n6=0
1
n
(
αin z
−n + α˜in z¯
−n), (149)
and the fact that:
αin>0|Vw〉lc = λin|Vw−n〉lc,
α˜in>0|Vw〉lc = λ¯in|Vw+n〉lc,
(150)
and 〈Vn|Vm〉lc = δn,m, which follow from the oscil-
lator commutation relations, [αin, α
j
m] = nδn+m,0δ
ij ,
[α˜in, α˜
j
m] = nδn+m,0δ
ij and G†w = Gw, G
†
wGm =
δw,mGm. Furthermore, we have 〈Vw |αi−m = λ∗im〈Vw−m|
and pˆi|V0〉 = pi|V0〉. From these expressions we learn
that,〈
:
[
X i(z′, z¯′)− xi][Xj(z, z¯)− xj] :〉 =
−
(α′
2
)2
pipj ln |z′|2 ln |z|2 + α
′
2
∑
n6=0
1
n2
[
λinλ
∗j
n
( z
z′
)n
+ λ¯inλ¯
∗j
n
( z¯
z¯′
)n
− λinλ¯jn
( 1
z′z¯
)n
− λ¯inλjn
( 1
z¯′z
)n]
(151)
It is trivial to show that this expression is identical to
the right-hand side of (148) when,
(
X i(z, z¯)− xi)
cl
= −iα
′
2
pi ln |z|2
+ i
√
α′
2
∑
n6=0
1
n
(
λin z
−n + λ¯in z¯
−n), (152)
thus proving that the definition of classicality (126) is
satisfied by the projected coherent states, at least for the
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transverse directions. For the longitudinal directions, to
evaluate the left-hand side of (148) in the state (147),
we make use of mode expansions,
X−(z, z¯)− xˆ− = −iα
′
2
pˆ− ln |z|2
+ i
√
α′
2
∑
n6=0
1
n
(
α−n z
−n + α˜−n z¯
−n)
X+(z, z¯) = −iα
′
2
pˆ+ ln |z|2
(153)
We find that,〈
:
[
X−(z′, z¯′)− x−][Xj(z, z¯)− xj] :〉
= −
(α′
2
)2
〈pˆ−〉pj ln |z′|2 ln |z|2
+
α′
2
∑
n6=0
1
n2
[
λ−n λ
∗j
n
( z
z′
)n
+ λ¯−n λ¯
∗j
n
( z¯
z¯′
)n
− λ−n λ¯jn
( 1
z′z¯
)n
− λ¯−n λjn
( 1
z¯′z
)n]
,
(154)
where we have found it convenient to write,
λ−n =
1√
2α′
∑
r∈Z
1
p+
λn−r · λr,
with a similar expression for λ¯−n with λ¯n replacing λn.
This is computed using the fact that the α−n are de-
termined entirely in terms of the αin, according to (for
n 6= 0),
α−n =
1√
2α′
1
p+
∑
r∈Z
: αin−rα
i
r :,
and similarly for α˜−n with αn replacing α˜n, which follows
from the relations (150), and from the commutation
relations [L⊥n , α
i
m] = −nαin+m and [L¯⊥n , α˜im] = −nα˜in+m
with L⊥n =
√
α′
2 p
+α−n and L¯
⊥
n =
√
α′
2 p
+α˜−n (for n 6= 0).
The n = 0 term yields the lightcone gauge Hamiltonian,
pˆ− = 1√
2α′
(
α−0 +α˜
−
0
)
, with α−0 =
√
2
α′
1
p+
(
L⊥0 − 1
)
, and
α˜−0 =
√
2
α′
1
p+
(
L¯⊥0 − 1
)
, or:
pˆ− =
1
α′p+
(
L⊥0 + L¯
⊥
0 − 2
)
.
The expectation value of the lightcone gauge Hamilto-
nian is in turn given by,
〈pˆ−〉 = 1
α′p+
(α′
2
p2 +
∑
n>0
|λn|2 +
∑
n>0
|λ¯n|2 − 2
)
,
exactly as for the DLCQ coherent states, and there is
again thus an effective level number for the left- and
right-movers 〈N〉∑n>0 |λn|2 and 〈N¯〉 =∑n>0 |λ¯n|2 re-
spectively. For the right-hand-side of (148), the com-
putation is the same as for the transverse directions,
given that the integrals do not see the polarization de-
pendence, and so the result is as in (151) but with λ−n
replacing λin in accordance with the above result.
Similarly, for the X−X− directions, the result is:〈
:
[
X−(z′, z¯′)− x−][X−(z, z¯)− x−] :〉
= −
(α′
2
)2
〈: (pˆ−)2:〉 ln |z′|2 ln |z|2
+
α′
2
∑
n6=0
1
n2
[
λ−n λ
∗−
n
( z
z′
)n
+ λ¯−n λ¯
∗−
n
( z¯
z¯′
)n
− λ−n λ¯−n
( 1
z′z¯
)n
− λ¯−n λ−n
( 1
z¯′z
)n]
,
(155)
whereas for the X−X+ and X iX+ directions only
the zero modes contribute, because 〈Xµ − xµ〉 =
−iα′2 〈pˆµ〉 ln |z|2 (with µ = {±, i}),〈
:
[
Xµ(z′, z¯′)− xµ][X+(z, z¯)] :〉
= −
(α′
2
)2
〈pˆµ〉p+ ln |z′|2 ln |z|2.
(156)
We have thus proven that (148) is indeed satisfied for
the lightcone gauge coherent states (147), in all space-
time directions.
Furthermore, from (151) it follows that the rms
transverse distance from the center of mass to an arbi-
trary point on the string, r =
√〈(X(z, z¯)− x)2〉, in the
rest frame, p = 0, is given by,
r2 =
α′
2
∑
n>0
1
n2
(
|λn|2 + |λ¯n|2 − 2Re
(
λn · λ¯ne−2inτM
))
,
(157)
where we have Wick rotated back to a Minkowski sig-
nature worldsheet, τ = iτM. The vertex operator (147)
and by extension (144) clearly represents a macroscopic
string when λn and λ¯n satisfy,
∑
n>0
1
n2
(
|λn|2 + |λ¯n|2 − 2Re
(
λn · λ¯ne−2inτM
))≫ 1.
Recall that we are to enforce
∑
n>0 |λn|2 <∞ and sim-
ilarly for the antiholomorphic sector in order to ensure
that the coherent state vertex operators are well be-
haved [159].
Let us compare the result (157) for the size of a
string with the naive estimate for the length or size
of a string, ℓ ∼ √α′〈N〉, which follows from, m2eff ∼
4〈N〉/α′ and meff ∼ µℓ (with meff = 〈m〉, µ = 1/(2πα′)
the string tension and ℓ its length). Recall that 〈N〉 =∑
n>0 |λn|2, and therefore,
r2
α′〈N〉 ∼
∑
n>0
1
n2 |λn|2∑
n>0 |λn|2
≤ 1.
For an arbitrarily excited cosmic string where arbitrar-
ily large harmonics, n, contribute to 〈N〉,
ℓ≪
√
α′〈N〉,
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and so the naive estimate ℓ ∼ √α′〈N〉 breaks down
when the contribution of high harmonics is significant.
This is of course to be expected, because the presence
of high harmonics implies also that greater amounts of
energy are concentrated in a smaller region of space.
We next show that the non-zero mode components
of the angular momentum, Sij , and Si− associated to
the covariant gauge coherent vertex operator (139), that
associated to the corresponding lightcone gauge state
(147) and that of the classical solutions (152) are all
equal to the expressions found for lightlike compactified
states (132) and (133), re-written here for convenience:
for the transverse directions,
〈Sij〉cov = 〈Sij〉lc =
∑
n>0
2
n
Im
(
λ∗in λ
j
n + λ¯
∗i
n λ¯
j
n
)
= Sijcl ,
(158)
and for the longitudinal components,
〈S−i〉cov = 〈S−i〉lc = S−icl
=
√
2
α′
∑
m>0
∑
ℓ∈Z
1
np+
Im
(
λ∗m−ℓ · λ∗ℓ λim + λ¯∗m−ℓ · λ¯∗ℓ λ¯im
)
,
(159)
with in addition all components involving the + direc-
tion equal to zero. The derivation of these expressions
is almost identical to that described in the open string
coherent state section. The three modifications that are
worth mentioning are: (a) the covariant and lightcone
gauge projected vertex operators are not eigenstates of
the annihilation operators, there being instead the re-
lations (150) for the lightcone gauge and,
αim>0 · V0(λ) ∼=
∞∑
n=1
m
n
λinB
−n
m · V−m(λ). (160)
for the covariant gauge; (b) there is a single s-integral
due to the property mentioned with an example in (142)
and so we do not need the relation analogous to (160)
for the longitudinal direction; and (c) there exist the
orthogonality relations, 〈V †nVm〉cov = δn,m, 〈Vn|Vm〉lc =
δn,m in covariant and lightcone gauge respectively.
V. CONSISTENCY CHECK
In this section we would like to check that the co-
herent state vertex operators (144) have the correct sin-
gularity structure (i.e. that required by conformal in-
variance) when two vertices approach on the worldsheet,
namely:
lim
z→w
〈〈
V †(z, z¯)V (w, w¯)
〉〉 ∼
∼ i(2π)dδd(0)
( g2c
2p+Vd−1
) 1
|z − w|4 ,
(161)
with the expectation value defined in terms of a path
integral over embeddings,
〈〈
V †(z,z¯)V (w, w¯)
〉〉 ≡
(
4π2α′∫
Σ
d2z
√
g
det′∆(0)
)d/2
×
∫
E
DXe−S[X] V †(z, z¯)V (w, w¯),
(162)
with S[X ] = 12πα′
∫
d2z∂zX ·∂z¯X the usual Polyakov ac-
tion, the worldsheet Laplacian, ∆(0) = −2gzz¯∂z∂z¯ , and
the measure defined according to:
∫ DXe−‖X‖2/4πα′ ≡
1 with ‖δX‖2 = ∫
Σ
d2z
√
gδX · δX . This will in turn
confirm that the normalization of the functional rep-
resentation of the coherent state (139), namely (144),
is consistent with that obtained by operator methods,
namely (140). Note furthermore, that the statement
(161) is equivalent to the CFT statement (28) that was
derived by the ‘one string in volume Vd−1’ requirement
that leads to correctly normalized S-matrix elements.
To simplify the computation we will consider the case
when there is only a single harmonic present (in the cor-
responding lightcone gauge state) and work in the rest
frame, where the vertex operator interest is of the form,
V (z,z¯) = C
∫ 2π
0
ds exp
( 1
n
einsλn · Pn e−inq·X(z)
)
× exp
( 1
m
e−imsλ¯m · P¯m e−imq·X(z¯)
)
eip·X(z,z¯).
(163)
We are to choose the normalization constant C such
that (161) is satisfied. From the definitions of the di-
mensionless quantities Pn(z) and P¯m(z¯), defined (we
use units where α′ = 2 in this section) in (74), it follows
that we can equivalently write,
V (z,z¯) = C
∫ 2π
0
ds
∞∑
a,b=0
ei(na−mb)s
a!b!
×
a∏
i=1
(
λn ·D(n)i X
) b∏
j=1
(
λ¯m · D¯(m)j X
)
× ei
∫
d2z′J(z′,z¯′)·X(z′,z¯′),
(164)
provided we define the operators:
D
(n)
j ≡
1
n
∮
dwj
2πiwj
n∑
ℓ=1
w
−(n−ℓ)
j
i
(ℓ − 1)! ∂
ℓ
z , (165a)
D¯
(m)
j ≡ −
1
m
∮
dw¯j
2πiw¯j
m∑
ℓ=1
w¯
−(m−ℓ)
j
i
(ℓ− 1)! ∂
ℓ
z¯, (165b)
and, taking into account the constraint enforced by the
s-integral, na = mb,
Jµ(z′, z¯′) ≡ δ2(z − z′)
(
pµ − naqµ
− naqµ
∞∑
s=1
∑a
j=1 w
s
j
s!
∂sz −mbqµ
∞∑
s=1
∑b
j=1 w¯
s
j
s!
∂sz
)
.
(166)
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Using the generating function,
〈〈
ei
∫
d2zJ(z,z¯)·X(z,z¯)〉〉 =
i(2π)dδd(J0)e
− 12
∫
d2z
∫
d2z′J(z,z¯)·J(z′,z¯′)G′(z,z′), with
G(z, w) the closed string propagator, it follows that
the path integral over embeddings reads:
〈〈
V †(z, z¯)V (w, w¯)
〉〉
= |C|2
∫ 2π
0
ds
∞∑
a,b=0
ei(na−mb)s
(a!b!)2
×
∑
π∈S2a+2b/∼
i(2π)dδd(0)
2a+2b∏
q=1
Dπ(2q−1) · Dπ(2q)G(zπ(2q−1), zπ(2q))e(2−na−na
′)G(z,z′),
(167)
where we have taken into account the fact that in the
rest frame λ¯m · p = λn · p = 0, and of course λ¯m · q =
λn · q = 0 holds in all frames. SI is the symmetric
group of degree I [148], the group of all permutations
of I = 2a+2b elements, and the equivalence relation ∼
is such that πi ∼ πj with πi, πj ∈ SI when they define
the same element in (167). We have also defined:
Dj ≡
{
P†n(z), . . . ,P†n(z)︸ ︷︷ ︸
a
, P¯†m(z¯), . . . , P¯†m(z¯)︸ ︷︷ ︸
b
,
Pn(w), . . . ,Pn(w)︸ ︷︷ ︸
a
, P¯m(w¯), . . . , P¯m(w¯)︸ ︷︷ ︸
b
}
.
(168)
with the operators Pn(w) and P¯n(w¯), given by:
Pn(w) ≡ λn 1
n
n∑
ℓ=1
Sn−ℓ(n,w) i
(ℓ − 1)! ∂
ℓ
w
P¯m(w¯) ≡ λ¯m 1
m
m∑
ℓ=1
S¯m−ℓ(m, w¯) i
(ℓ − 1)! ∂
ℓ
w¯,
(169)
with similar expressions for P†n(z) (and P¯†m(z¯)) with
−λ∗n (and −λ¯∗n) replacing λn (and λ¯m) in Pn(z)
(P¯m(z¯)). The modified elementary Schur polynomials
are defined in (A17). Carrying out the sum over permu-
tations, and using the fact that the modified elementary
Schur polynomials (A17) in the appropriate limit are of
the form,
Sn−ℓ(n, z)
∣∣
z→w ≃
n!
(n− ℓ)!ℓ! (z − w)
−(n−ℓ),
Sn−ℓ(n,w) = (−)n+ℓSn−ℓ(n, z),
(170)
with a similar result for the antiholomorphic quantities,
with z¯, w¯ replacing z, w, one can show that the most
singular term of the two-point function (167) in the limit
z → w is:〈〈
V †(z, z¯)V (w, w¯)
〉〉∣∣
z→w ≃ i(2π)dδd(0)|C|2
×
∞∑
a,b=0
δna,mb
a!b!
( |λn|2
n
)a( |λ¯m|2
m
)b
|z − w|−4. (171)
Recall that the multi-loop scalar propagator is of the
form,
G(z, w) = − ln |E(z, w)|2+2π Im
w∫
z
ωI (ImΩ)
−1
IJ Im
w∫
z
ωJ ,
(172)
where the prime form, E(z, w), has the unique property
that for any two points on a genus h Riemann surface,
limz→w E(z, w) ≃ z −w+ . . . ; the zero mode contribu-
tion is non-singular in this limit. Furthermore, we have
made use of the identity:
n∑
ℓ,r=1
(−)ℓ+r n!
ℓ!(n− ℓ)!
(n− 1)!
r!(n− r)!
(ℓ+ r − 1)!
(ℓ − 1)!(r − 1)! = 1.
From (171) we see that if we choose the vertex op-
erator normalization,
C = gc
[ ∫ 2π
0
ds exp
(eins
n
|λn|2 + e
−ims
m
|λ¯m|2
)]−1/2
,
(173)
the fundamental requirement (161) is satisfied. This
is precisely the vertex operator normalization expected
from the operator formalism (140) when we identify
gc e
ip·X(z,z¯) ≃ |0, 0; p〉, when the relativistic normaliza-
tion 〈0, 0; p′|0, 0; p〉 = 2p+(2π)δ(p′+ − p+)(2π)d−2(p′ −
p) is used, and the vertex operator is written in terms
of DDF operators, as discussed above. With these
conventions, the corresponding state has unit norm,
〈V |V 〉 = 1.
Note that we are required to interpret the quantity,
lim
z→w
2π Im
w∫
z
ωI (ImΩ)
−1
IJ Im
w∫
z
ωJ ,
in order to reach the conclusion (171). This limit is
not single-valued and it is to be understood that we
choose to take the limit such that it vanishes (which
is trivially true at one-loop, but not in general true at
higher genus, and the corresponding result in that case
is path dependent).
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VI. DISCUSSION
We have presented a construction of a complete set
of mass eigenstate covariant normal ordered vertex op-
erators and a complete set of (open and closed string)
covariant coherent state vertex operators with all con-
straints solved completely. The construction became
possible by making use of DDF operators which enable
one to translate between lightcone gauge states and co-
variant vertex operators. The coherent state vertex op-
erators are potentially macroscopic and are in one-to-
one correspondence with a classically evolving string –
this suggests that they be identified with fundamental
cosmic strings.
In the next few paragraphs we briefly discuss and
elaborate on the underlying structure that has been
uncovered. We start with a discussion of the general
covariant mass eigenstate vertex operators, and this is
followed by a discussion of the more elaborate coherent
state vertex operators.
A. Mass eigenstate vertex operators
One of the key features we have uncovered is that
elementary Schur polynomials (equivalently complete
Bell polynomials), Sm(nq; z), and the related polyno-
mials, Hin(z) and Sm,n(z), all of which are defined in
Appendix A, play a fundamental role in the construc-
tion: arbitrary flat space vertex operators can be repre-
sented in terms of elementary Schur polynomials as we
have shown explicitly in (87) and (85). The traceless
subset of these is given by the vertex operators (79).
These polynomials have useful integral representations
which facilitate path integral computations.
Building on the observations of D’Hoker and Gid-
dings [130], the use of DDF operators has enabled us to
present an explicit one-to-one map between the light-
cone gauge states and covariant normal ordered vertex
operators. In the case of traceless polarization tensors
there is a simple prescription: to construct the normal
ordered covariant vertex operator corresponding to a
given lightcone gauge state we make the replacements
(80),
αi−n
α˜i−n¯
|0, 0; p+, pi〉
→
→
→
Hin(z)
H¯in¯(z¯)
gc e
i(p−Nq)µXµ(z,z¯)
In the general case (when the polarization tensors are
not traceless), the corresponding map has been iden-
tified in Sec. III F. The spacetime vectors, pµ, qµ, are
defined for the closed string in (51) and for the open
string in (62), qµ is transverse to all oscillator indices
and the overall normalization and polarization tensors
are then the same on both sides of the correspondence.
States on both sides of this map have identical masses,
angular momenta and we conjecture that they also share
identical interactions. It would be useful to check this
conjecture, possibly by performing amplitude computa-
tions on both sides of the correspondence and checking
that there is agreement.
Due to the explicit presence of transverse indices
on the resulting covariant vertex operators, one may
wonder whether these are truly covariant (in the space-
time sense). The answer is that they are covariant but
not manifestly so. This is made clear by the two exam-
ples (66) and (75) (the first of which has already been
given in [130]), which have been re-written in such a way
that the resulting polarization tensors and momenta can
have all spacetime components non-vanishing, not just
the transverse ones. These vertices can be inserted into
covariant path integrals [123, 142] and one need not
make the covariance manifest in order to do so.
B. Coherent state vertex operators
The DDF construction has also enabled us to con-
struct a complete set of closed and open string coher-
ent state covariant vertex operators, i.e. states charac-
terized by continuous labels (namely the polarization
tensors λin, λ¯
i
n), which transform correctly under all
symmetries of bosonic string theory [227]. The precise
definition of a coherent state vertex operator, that we
suggest is appropriate in the context of superstring the-
ory, can be found in the opening lines of Sec. IVA and
Sec. IVB, for the open and closed string respectively
[228]. One of the most important features of these ver-
tex operators is that they have a classical interpretation
– what we mean by a state with a classical interpretation
has been explained in the opening lines of Sec. IV. The
rms transverse distance from the center of mass to an
arbitrary point on the string, see (157), is arbitrary and
specified by the magnitude of the polarization tensors
λin, λ¯
i
n – when |λn|2 ≫ 1 these strings are macroscopic
with expectation values evolving according to the classi-
cal equations of motion, and may therefore be identified
with a toy model version of the macroscopic fundamen-
tal cosmic strings. A more realistic version would be the
corresponding superstring construction with an appro-
priate compactification of the extra dimensions – this is
currently under investigation.
C. Open string coherent states
The open string coherent states (92) are con-
structed from a linear superposition of the open string
mass eigenstates of Sec. III. The spacetime set-up we
have in mind here corresponds to a vertex operator for
an open string attached to a single Dp-brane or two
parallel Dp-branes (of the same dimensionality), the so
called p-p string vertex operators NN and DD. The con-
struction of the more general p-p′ vertex operators with
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possibly mixed boundary conditions ND and DN would
also be interesting, see e.g. [153]. We have concentrated
on strings with excitations within the D-brane worldvol-
ume (i.e. polarization tensors with non-zero components
in directions parallel to the brane), the corresponding
transverse excitations which have the interpretation of
ripples of the brane being related to these via T-duality
[14, 154]. Apart from these, there are also open strings
with excitations in both the transverse and tangent di-
rections relative to the brane.
We have also provided a one-to-one correspondence
between every open string covariant coherent state ver-
tex operator, the corresponding lightcone gauge descrip-
tion and finally the classical solutions to which these
vertex operators correspond to. We computed the an-
gular momentum and mass of these states and showed
that there is agreement between these three descrip-
tions, see (107) and (112).
D. DLCQ closed string coherent states
The closed string coherent states we have consid-
ered are composed of two copies of the open string.
The construction (113), of Sec. IVC, with the corre-
sponding lightcone gauge expression [229] (128), is only
consistent in a spacetime with lightlike compactification,
X− ∼ X− + 2πR−, see Fig. 2. The normal ordered ex-
pression has been given in (117) for the case of traceless
polarization tensors. Although these states are presum-
ably not phenomenologically relevant (at least if they
are interpreted as cosmic strings because lightlike com-
pactification breaks 4-dimensional Lorentz invariance),
they serve as a good starting point for the more refined
closed string coherent state construction of Sec. IVD.
The lightlike compactified coherent states, nev-
ertheless, have many interesting features and may
have other applications: lightlike compactification also
known as Discrete Lightcone Quantization (DLCQ)
[163, 166] of M-theory (which reduces to type IIA su-
perstring theory when the radius of the 11th dimen-
sion is taken to zero) has been conjectured [164] to be
equivalent to finite N U(N) super Yang-Mills, see also
[165, 172, 173] and [167–169] [230]. Therefore, there
should be a one-to-one correspondence of the (super-
string version of the) DLCQ vertex operators of the
current paper, to the U(N) super Yang-Mills spectrum
of states. A concise overview of these developments
can be found in [174]. Although the present article is
specific to the bosonic string, many of these results go
through to the superstring as we hope to show in a
forthcoming article. The DLCQ coherent states have
been shown to have certain perhaps surprising features:
even though X− ∼ X− + 2πR− the expectation value
is single-valued: 〈X−(σ + 2π, τ)〉 = 〈X−(σ, τ)〉 with
all spacetime components being non-trivially consistent
with the classical evolution, ∂z∂z¯〈Xµ(z, z¯)〉 = 0, see
(129), (130) and (124). This presumably implies that
lightlike compactification is a quantum-mechanical ef-
fect which is invisible at the classical level – it may be
interesting to understand what the corresponding im-
plications are.
There are certain subtleties here, related to
whether the vertex operators are invariant under space-
like worldsheet shifts or not: when vertex operators
are invariant under such shifts, the expectation value
〈Xµ(z, z¯)〉 cannot satisfy the classical equations of mo-
tion non-trivially [125]. This seems to be a gauge depen-
dent issue that is not related to whether vertex opera-
tors have a classical interpretation or not. For example
in lightcone gauge, lightlike compactification breaks the
invariance under spacelike worldsheet shifts (while pre-
serving conformal invariance) and this is why the expec-
tation values are compatible with the equations of mo-
tion (129) and (130). Indeed, for every classical solution
to the equations of motion there is a lightlike compact-
ified coherent state with expectation values consistent
with these equations of motion. These are subtle issues
and have been explained in great detail in Sec. IVC.
For example, the covariant gauge version of the coher-
ent state (113) is invariant under spacelike worldsheet
shifts and so does not satisfy the equations of motion
non-trivially: there is only the zero mode contribution
(125) with a similar expression for the transverse in-
dices.
We suggest that states with a classical interpreta-
tion that are invariant under spacelike worldsheet shifts
should satisfy the equation (126), which may be inter-
preted as a definition of classicality for such states. In
fact, this definition is relevant for most states with a
classical interpretation: all states in lightcone or covari-
ant gauge in a spacetime without lightlike compactifi-
cation are invariant under such shifts, whether or not
they have a classical interpretation. Static gauge on
the other hand breaks the invariance under shifts and
so instead the definition 〈X〉 = Xcl is appropriate.
Another interesting feature is the mass-shell con-
straint, which is identical to the usual expression for
non-compact spacetimes, m2 = 2(N + N¯ − 2)/α′, but
with N not necessarily equal to N¯ (without breaking
conformal invariance): the radius of compactification,
R−, does not appear in this expression. Furthermore,
there is a rather curious dependence of the total zero
mode momentum on R−, see (120).
Finally, as a consistency check we have also shown
that the covariant vertex operator (113) and the light-
cone gauge state (128) have identical angular momenta
in all spacetime directions which is in agreement with
the corresponding classical computation, see (133) and
(132). This, together with the fact that there is a
one-to-one correspondence between the covariant and
lightcone gauge states, supports our conjecture that the
lightcone gauge states (128) and the covariant vertex
operators (113) are different manifestations of the same
states and therefore share identical interactions.
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E. Minkowski space closed string coherent states
Consistency in the above closed string coherent
state construction led to the requirement of a lightlike
compactification of spacetime, which led us to identify
these vertex operators with DLCQ coherent state ver-
tex operators. Our main objective has been to con-
struct covariant coherent state vertex operators that
may be identified with the fundamental cosmic strings,
and therefore the requirement of a lightlike compact-
ification is possibly too constraining. In Sec. IVD we
have shown that, with an appropriate projection, closed
string coherent states can consistently be embedded in
a spacetime without lightlike compactification: start-
ing from the DLCQ coherent states we project out the
lightlike winding modes and end up with a vertex op-
erator (139) that satisfies the definition of a coherent
state, see Sec. IVB, and has a classical interpretation.
The corresponding normal ordered vertex operator is
given in (144) for the case of traceless polarization ten-
sors. By projecting out the winding states, translation
invariance is restored in both lightcone and covariant
gauges and so the relevant definition of classicality is
(126), which as we have shown (151) is satisfied by the
projected states.
F. Outlook
An immediate application for the coherent state
vertex operators is in fundamental cosmic string evo-
lution: it is likely that these are then the correct ver-
tex operators for the description of cosmic strings and
it is now possible to search for discrepancies between
the classical computations and the string theory pre-
dictions. Here the coherent states are useful not only
because they correspond to an exact perturbative de-
scription of an arbitrarily excited macroscopic cosmic
string, but because gravitational backreaction which is
almost always neglected in the classical computations
is automatically taken into account in string perturba-
tion theory. In a forthcoming article we hope to present
the first such computation of the gravitational radia-
tion from cosmic string loops, including the effects of
gravitational backreaction.
A particularly interesting set-up is the gravita-
tional radiation from strings with cusps which classi-
cally have been shown [74, 75] to lead to strong signals
that may be detected in the gravitational wave experi-
ments Advanced LIGO and LISA. It is likely [76] that
the effect of extra dimensions can play a significant role
in the damping of the cusp signal, although it is also im-
portant to better understand how the size of the extra
dimensions constrains the statistically favorable config-
urations of long strings. Cusps are likely to be a generic
feature of string with junctions as well [65]. Recent evi-
dence [77] also suggests that for string loops with junc-
tions the kink signal plays a more significant role than
does the gravitational wave signature from cusps, al-
though one might expect the number of loops with junc-
tions to be smaller than the number of loops without
junctions. It might be that gravitational backreaction
plays a significant role in all these computations [78],
especially close to cusps and kinks on cosmic strings
and therefore it is very important to carry out the cor-
responding string theory computations and check that
there is agreement. In any case, given the quantum na-
ture of fundamental cosmic strings, it is important to
check that the evolution is predominantly classical and
that quantum effects are small.
Another interesting avenue is the comparison of
mass eigenstates and coherent states. A number of de-
cay rate computations of mass eigenstate vertex opera-
tors have been carried out, see e.g. [52, 53, 55–61], al-
though explicit results have been limited to vertices on
the leading trajectory (i.e. first harmonics only excited),
where for example one does not expect to find non-
degenerate cusps. At the qualitative level these are in
line with one’s geometrical classical expectation: mass
eigenstate vertex operators corresponding classically to
rotating circular loops are more stable than vertex op-
erators corresponding to collapsed rotating loops for ex-
ample [57], thus showing that these states do share at
least certain characteristics of the classical evolution.
However, the spectrum of gravitational radiation from
mass eigenstates does not match the corresponding clas-
sical computation [59]. It will be interesting to deter-
mine how the mass eigenstate amplitude computations
compare with the corresponding coherent state vertex
operator computations.
Finally, we mention also an analogy with standard
point particle quantum mechanics. An important fea-
ture of harmonic oscillator coherent states is that in the
presence of interactions an initial coherent state, |ψ(0)〉,
remains a coherent state when the Hamiltonian is lin-
ear in the operators of the Heisenberg-Weyl group, H4,
e.g. a, a†, 1 and a†a with [a†, a] = 1. That is to say,
if Hˆ(t) = ~ωa†a+ j(t)a† + j∗(t)a and j(t) 6= 0, the so-
lution to the Schrodinger equation, i∂t|ψ〉 = Hˆ(t)|ψ〉,
reads [161], |ψ(t)〉 = exp(λ(t)a† − λ∗(t)a)|0〉e−iη(t),
with λ(t) = −ie−iωt ∫ t0 dτeiωτ j∗(τ) and η(t) = 12ωt +∫ t
0 dτRe[j(τ)λ(τ)]. Therefore, in the presence of inter-
actions the resulting state is a coherent state for all t, in
accordance with the above statement. It is conceivable
that this remains true in string theory, i.e. that coherent
states evolve into coherent states at least at weak cou-
pling, and it would be interesting to establish whether
this is indeed the case. In the cosmic string context
this is related to the question of what the final state
of a radiating cosmic string is, or whether interactions
preserve the classical nature of cosmic strings, questions
that can be addressed using the coherent state vertex
operators that we have constructed.
The developments presented here are expected to
lead to greater insight into the observational prospects
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of cosmic strings, and in a wider sense of string theory.
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Appendix A: Closed String Conventions
Consider a worldsheet cylinder with coordinates
0 ≤ σ ≤ 2π and −∞ < τ < ∞, and the identification
σ ∼ σ+ 2π. We usually work in the conformally equiv-
alent coordinates on the complex plane, z = e−i(σ+iτ)
and z¯ = ei(σ−iτ), where the string at asymptotic infin-
ity τ = −∞ is mapped to a point at the origin. Un-
less otherwise noted we work in the coordinate system
(z, z¯). States are then specified by local functionals on
the complex plane, V (0, 0), which by translation invari-
ance is shifted to some generic point, V (z, z¯). We use
a Euclidean signature worldsheet unless specified oth-
erwise, where τ = (τ)Euclidean = i(τ)Minkowski. For easy
reference we note that i∂σ ≡ z∂z − z¯∂z¯ , ∂τ ≡ z∂z + z¯∂z¯
and 2τ = ln |z|2. It is sometimes useful to work in the
coordinate system, w = σ + iτ and w¯ = σ − iτ with
∂w ≡ 12 (∂σ − i∂τ ) and ∂w¯ ≡ 12 (∂σ + i∂τ ).
1. Closed String Mode Expansion
Recall that for the closed string the mode expan-
sion for the position operator reads,
Xµ(z, z¯) = xˆµ − iα
′
2
pˆµL ln z − i
α′
2
pˆµR ln z¯
+ i
(α′
2
)1/2∑
n6=0
1
n
(
αµn z
−n + α˜µn z¯
−n), (A1)
with xˆµ = xˆµL + xˆ
µ
R, total momentum pˆ
µ = 12
(
pˆµL + pˆ
µ
R
)
,
and winding vector wˆµ = 12
(
pˆµL − pˆµR
)
. If we define
dz = dz/(2π), αµ0 =
√
α′
2 pˆ
µ
L and α˜
µ
0 =
√
α′
2 pˆ
µ
R, the
dimensionless mode expansion operators are given by
[123],
αµn =
√
2
α′
∮
dz ∂Xµ zn,
α˜µn = −
√
2
α′
∮
dz¯ ∂¯Xµ z¯n,
with (αµn)
† = αµ−n and the zero modes are given by
[136],
xˆµ =
∮ ( dz
2πiz
− dz¯
2πiz¯
)
Xµ(z, z¯),
pˆµ =
1
α′
∮ (
dz ∂Xµ − dz¯ ∂¯Xµ
)
.
The angular momentum operator reads,
Jˆµν =
2
α′
∮ (
dzX [µ∂Xν] − dz¯X [µ∂¯Xν]
)
,
the integrals being along a spacelike curve, e.g. |z|2 = 1,
and a[µν] = 12 (a
µν − aµν).
2. Operator Products and Commutators
Recall that for two operators
A =
∮
dz a(z), B =
∮
dw b(w),
there exists the interpretation, see e.g. [158],
[A,B] ∼= A ·B =
∮
0
dw
∮
w
dz a(z) · b(w),
[A, b(w)] ∼= A · b(w) =
∮
w
dz a(z) · b(w),
(A2)
the dot denoting an operator product expansion (OPE),
where for a free scalar contractions are taken with re-
spect to the propagator,
〈
Xµ(z, z¯)Xν(w, w¯)
〉
= −α
′
2
ηµν ln |z − w|2.
Formally factorizing the position operator according to
Xµ(z, z¯) = Xµ(z) +Xµ(z¯) then leads to the standard
commutation relations,
[
αµn, α
ν
m
]
= nηµνδn+m,0, [x
µ, pν ] = iηµν ,[
Xµ(z), ∂τX
ν(z′)
]
= ηµνδ(σ − σ′), (A3)
and similarly for the corresponding antiholomorphic
quantities.
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3. Closed String DDF Operators and Covariant
Commutators
The relevant components of the DDF operators are
defined according to,
Ain =
√
2
α′
∮
dz ∂X ieinq·X(z),
A¯in = −
√
2
α′
∮
dz¯ ∂¯X ieinq·X(z¯).
(A4)
The spacetime vector qµ is transverse to the spacelike
indices i, and q2 = 0. These satisfy an oscillator algebra,
[
Ain, A
j
m
] ∼= nδijδn+m,0, and [A¯in, A¯jm] ∼= nδijδn+m,0
(A5)
from which it follows that (Ain)
† = Ai−n. We define a
vacuum according to, αµn>0 · eip·X(z,z¯) ∼= 0 and Ain>0 ·
eip·X(z,z¯) ∼= 0 with,
p2 =
4
α′
, p · q = 2
α′
, and q2 = 0.
From the above definition of the commutators we learn
that,
[
αµm, A
i
n
]
= mδµ,iBnm + n
√
α′
2
qµDim,n,
[
αµℓ , B
n
m
]
= n
√
α′
2
qµBnm+ℓ,
[
αµℓ , D
i
m,n
]
= ℓδµ,iBnm+ℓ + n
√
α′
2
qµDim+ℓ,n,
[
αµm, E
n
ℓ
]
= m
√
α′
2
qµBnm+ℓ − n
√
α′
2
qµEnm+ℓ,
where following [162] we have defined,
Bnm =
∮
dz
iz
zm einq·X(z),
Dim,n =
√
2
α′
∮
dzzm∂X ieinq·X(z),
Enm =
∮
dzzmq · ∂Xeinq·X(z).
From these commutators and (αµn)
† = αµ−n, (A
i
n)
† =
Ai−n, it follows that (B
n
m)
† = B−n−m, (D
i
m,n)
† = Di−m,−n
and (Enm)
† = E−n−m. In addition we learn that,[
Aiℓ, D
j
m,n
]
= ℓδijEℓ+nm ,[
Di−ℓ,n, D
j
ℓ,−m
]
= δij
(
nEn−m0 − ℓBn−m0
)
,
with
[
Brℓ , D
i
m,n
]
=
[
Ain, B
ℓ
m
]
=
[
Ain, E
ℓ
m
]
= 0 and
[Bnm, B
ℓ
r] = [E
n
m, E
ℓ
r] = [B
n
m, E
ℓ
r] = 0.
On the chiral half of a (tachyonic) vacuum state,
eip·X(z), one can readily compute the operator products,
B−nm · eip·X(z) ∼= Sn−m(nq; z) ei(p−nq)·X(z), (A6a)
Dim,−n · eip·X(z) ∼= Hin−m(nq; z)ei(p−nq)·X(z), (A6b)
E−nm · eip·X(z) ∼=
√
α′
2
q ·Hn−m(nq; z)ei(p−nq)·X(z),
(A6c)
where the polynomials Sn−m(nq; z) and Hin−m(nq; z)
have been defined below and we have made use
of the Taylor expansion, e−inq·X(w) =
∑∞
a=0(w −
z)aSa(nq; z)e
−inq·X(z). Note that in (A6c) we have ex-
tended the definition of Hin−m(nq; z), to include also
longitudinal indices, Hµn−m(nq; z), without changing
the form of the polynomial.
4. Gauge Invariant Position Operator
The position operator is not a gauge invariant
quantity, [Ln, X
µ(z, z¯)] 6= 0, and so cannot be inserted
into covariant path integrals. It is sometimes useful
to have a operator that is gauge invariant that does in
many respects have the properties of a position operator
and we discuss this next. Motivated by the isomorphism
of the algebras satisfied by αµn and A
i
n and by the fact
that [Ln, A
i
m] = 0, let us by direct analogy to (A1) de-
fine the following position-like gauge invariant operator
for the transverse indices [175, 176],
X
i(z, z¯) = xˆi − iα
′
2
pˆi ln |z|2
+ i
(α′
2
)1/2∑
n6=0
1
n
(
Ain z
−n + A¯in z¯
−n).
(A7)
Here pˆi = Ai0 = α
i
0 and x
i = α
′
2 qµJ
iµ with the lightlike
vector qµ and the angular momentum operator J iµ as
defined above. On account of (A2) one finds,
[
Ain, A
j
m
]
= nδijδn+m,0, [x
i, pj ] = iδij[
X
i(z), ∂τX
j(z′)
]
= δijδ(σ − σ′), (A8)
in direct analogy to (A3). Unlike the standard position
operator, X(z, z¯), however, the quantity (A7) is gauge
invariant given that the DDF operators and the zero
modes xˆi and pˆi commute with the Virasoro generators,[
Ln,X
i(z, z¯)
]
= 0, and [Ln, xˆ
i] = [Ln, pˆ
i] = 0, for all
n ∈ Z (and similarly for L¯n), and therefore define sensi-
ble operators that may be inserted into covariant path
integrals.
In fact, Xi(z, z¯) can in some sense be thought of as
the covariant version of the lightcone quantity X i(z, z¯):
the Ain reduce to the α
i
n when one restricts to lightcone
gauge in which case (A7) reduces to (A1). We can use
qµ to define a lightcone time q · X(z, z¯) = −i ln |z|2 to
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find that (at least classically),
Ain
∣∣
l.c.
=
√
2
α′
∮
dz ∂X i(z)einq·X(z)
∣∣∣
l.c.
=
√
2
α′
∮
dz ∂X i(z) zn
= αin,
where we have formally factorized q · X(z, z¯) into q ·
X(z) = −i ln z and q ·X(z¯) = −i ln z¯. We hence deduce
that at least at the classical level,
(
X
i(z, z¯)− xi)∣∣
l.c.
= X i(z, z¯)− xi.
We conjecture that this be elevated to a quantum-
mechanical statement:
〈
V
∣∣F (Xi(z, z¯)− xi)∣∣V 〉
cov
=
〈
V
∣∣F (X i(z, z¯)− xi)∣∣V 〉
lc
,
(A9)
for some well behaved functional F (A) of the argument
A. Here by |V 〉cov ∼= V (z, z¯) we mean the covariant
vertex operator (49),
V (z, z¯) = Cξij...,kl...
Ai−n1A
j
−n2 . . . A¯
k
−n¯1A¯
l
−n¯2 . . . e
ip·X(z,z¯),
(A10)
and |V 〉lc represents the corresponding lightcone gauge
state (47),
|V 〉lc = Cξij...,kl...
αi−n1α
j
−n2 . . . α˜
k
−n¯1α˜
l
−n¯2 . . . |0, 0; p+, pi〉.
(A11)
The expression (A9) follows from the isomorphism of
lightcone (in terms of the αin, α˜
i
n) and covariant states
(in terms of the Ain, A¯
i
n), the isomorphism of the light-
cone gauge and gauge invariant position operators, the
fact that the states (A10) and (A11) have the same
mass and angular momenta, the isomorphism of the
corresponding oscillator algebras and finally from out
main conjecture that the lightcone and covariant states,
(A11) and (A10), share identical correlation functions
(provided these are gauge invariant).
For example, (A9) implies that the expectation
value of the gauge invariant position operator in some
covariant state tells us about the position expectation
value of the lightcone gauge description of this covariant
state.
5. Closed String Polynomials
Elementary Schur polynomials [177] are defined by
the generating series [231],
∑∞
m=0 Sm(a1, . . . , am)z
m =
exp
∑∞
n=1 an z
n and read explicitly:
Sm(a1, . . . , am) =
∑
k1+2k2+···+mkm=m
ak11
k1!
. . .
akmm
km!
(A12a)
= −i
∮
0
dww−m−1 exp
m∑
s=1
asw
s
(A12b)
with dw ≡ dw/(2π), S0 = 1 and Sm<0 = 0. When
as = − 1s! inq · ∂sX(z), with qµ defined in (51) we write
Sm(nq; z) ≡ Sm(a1, . . . , am). For instance, when as =
− 1s! inq · ∂sX(z) or as = − 1s! inq · ∂¯sX(z¯),
Sm(nq; z) =
∮
0
dw
2πiw
w−m exp
(
− inq ·
m∑
s=1
ws
s!
∂szX(z)
)
,
(A13a)
S¯m(nq; z¯) = −
∮
0
dw¯
2πiw¯
w¯−m exp
(
− inq ·
m∑
s=1
w¯s
s!
∂sz¯X(z¯)
)
,
(A13b)
and when there is no ambiguity we shall write instead
Sm(nq) for the same object, and similarly for S¯m(nq).
The following Taylor series is useful,
e−inq·X(z) =
∞∑
a=0
zaSa(nq; 0)e
−inq·X(0).
Elementary Schur polynomials, Sm, are related
to the complete Bell polynomials, Bm, according to,
Sm(a1, a2, . . . , am) =
1
m!Bm(a1, 2!a2, . . . ,m!am). Prop-
erties of the latter have been studied in [156, 178–181].
The following polynomials in ∂#X and ∂¯#X are
the fundamental building blocks in normal ordered co-
variant vertex operators and are recorded here for easy
reference,
P in(z) =
√
2
α′
n∑
m=1
i
(m− 1)! ∂
mX i(z)Sn−m(nq; z),
(A14a)
P¯ in(z¯) =
√
2
α′
n∑
m=1
i
(m− 1)! ∂¯
mX i(z¯)S¯n−m(nq; z¯).
(A14b)
which when ξ...i...p
i is non-vanishing generalizes to
Hin(z) ≡
√
α′
2
piSn(nq; z) + P
i
n(z), (A15a)
H¯in(z¯) ≡
√
α′
2
piS¯n(nq; z¯) + P¯
i
n(z¯). (A15b)
When necessary we shall also note the argument of the
Schur polynomials by writing P in(mq; z) and H
i
n(mq; z)
although usually n = m which is why we have writ-
ten instead Pn(z) and Hn(z). For vertex operators
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whose lightcone gauge representation is not traceless,
ξ...i...j...δ
ij 6= 0, the following polynomials appear,
Sm,n(z) ≡
n∑
r=1
rSm+r(mq; z)Sn−r(nq; z), (A16a)
S¯m,n(z¯) ≡
n∑
r=1
rS¯m+r(mq; z¯)S¯n−r(nq; z¯), (A16b)
see (85). These polynomials have the properties,
S0(nq; z) =
√
α′/2 q · H0(nq; z) = 1, and Hi0(nq; z) =√
α′/2 pi and vanish when the subscripts are negative.
Explicitly, for the first few level numbers, P i0(z) = 0,
P i1(z) = i∂X
i(z), P i2(z) = 2∂X
iq · ∂X(z) + i∂2X i(z),
and so on, where we have taken α′ = 2 for simplicity;
also, S0(Nq) = 1, S1(Nq) = −iNq · ∂X , S2(Nq) =
2(Nq · i∂X)2 −Nq · i∂2X ,. . .
Also the following elementary Schur polynomials
also appear in the final section,
Sn−ℓ(n, z) =∮
du
2πiu
u−(n−ℓ) exp
(
− n
∞∑
s=1
us
s!
∂szG(z, w)
)
S¯m−ℓ(m, z¯) =
−
∮
du¯
2πiu¯
u¯−(m−ℓ) exp
(
−m
∞∑
s=1
u¯s
s!
∂sz¯G(z, w)
)
,
(A17)
obtained from the usual elementary Schur polynomials
(A13) by the replacement:
inq ·X(z)→ nG(z, w).
Appendix B: Open String Conventions
We label the spacetime directions tangent to the
Dp-brane by lower case latin letters from the beginning
of the alphabet, Xa, with a = 0, . . . , p, and directions
transverse to the brane by upper case latin letters from
the middle of the alphabet, XI , with I = p + 1, . . . 25.
In lightcone coordinates and assuming the associated
lightcone directions satisfy Neumann boundary condi-
tions we may define,
X± = 1√
2
(
X0 ±Xp).
This is necessary [152] in order to establish the cor-
respondence between covariant and lightcone gauge:
recall that in lightcone gauge X+ = 2α′p+τM (with
τ ≡ τEuclidean = iτMinkowski ≡ iτM), which is compatible
with Neumann and not Dirichlet boundary conditions,
see (B1). A general spacetime direction is as always
labelled by Greek lower case letters, Xµ. In summary,
Xa = {X±, XA}, with A = 1, . . . , p− 1,
X i = {XA, XI}, with I = p+ 1, . . . , 25,
Xµ = {X±, X i},
with the scalar product of two general vectors in compo-
nents being, UµVµ = −U−V +−U+V −+UAV A+U IV I .
The directions, XA, therefore satisfy Neumann bound-
ary conditions, whereas directions transverse to the
brane,XI , satisfy Dirichlet boundary conditions. In the
Euclidean worldsheet coordinate [232] z = e−i(σ+iτ),
z¯ = ei(σ−iτ) with σ ∈ [0, π] and τ ∈ (−∞,∞), (consid-
ering only the case of NN and DD strings) Neumann
and Dirichlet boundary conditions read respectively,
N : ∂σX
a|∂Σ1,2 = 0 and D : ∂τXI |∂Σ1,2 = 0.
(B1)
It is useful to note furthermore that, ∂σ = i(z¯∂¯ − z∂)
and ∂τ = z¯∂¯ + z∂. In the (z, z¯) coordinates the open
string physical worldsheet, Σ, is conformally mapped to
the upper half plane with the identification, z ∼ z¯. The
fixed point of this identification (the real line, z = z¯)
defines the open string boundaries,
∂Σ1 ≡ {z | z = eτ ,−∞ < τ <∞},
∂Σ2 ≡ {z | z = −eτ ,−∞ < τ <∞}. (B2)
1. Open String Mode Expansion
In the open string conventions, the general solu-
tion to the equations of motion, ∂∂¯Xµ = 0, is given by
Xµ(z, z¯) = Xµ(z) +Xµ(z¯), with
Xµ(z) = xµL − iα′pµL ln z + i
√
α′
2
∑
n6=0
1
n
αµn
zn
,
Xµ(z¯) = xµR − iα′pµR ln z¯ + i
√
α′
2
∑
n6=0
1
n
α˜µn
z¯n
,
and the momentum is half that of the closed string,
αµ0 =
√
2α′pˆµL, α˜
µ
0 =
√
2α′pˆµR. If we define the total
momentum and winding vectors respectively by,
pµ =
1
2
(pL + p
µ
R) and w
µ =
1
2
(pµL − pµR), (B3)
it follows that the boundary conditions (B1) require,
wa = 0, αan + α˜
a
n = 0, (B4a)
pI = 0, αan − α˜an = 0, (B4b)
reflecting the fact that open strings cannot wind in the
Neumann directions and that the centre of mass mo-
mentum in the transverse directions vanishes. There-
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fore, the string mode expansions take the form,
NN : X±(z, z¯) = x± − iα′p± ln |z|2
+ i
√
α′
2
∑
n6=0
α±n
n
( 1
zn
+
1
z¯n
)
,
NN : XA(z, z¯) = xA − iα′pA ln |z|2
+ i
√
α′
2
∑
n6=0
αAn
n
( 1
zn
+
1
z¯n
)
,
DD : XI(z, z¯) = xI − iα′wI ln z
z¯
+ i
√
α′
2
∑
n6=0
αIn
n
( 1
zn
− 1
z¯n
)
,
(B5)
with the two string endpoints located respectively at
(switching back to a Minkowski worldsheet, τ = τE =
iτM),
Xa(z, z¯)|∂Σ1 = xa + (2α′)paτM + i
√
2α′
∑
n6=0
αan
n
e−inτM ,
XI(z, z¯)|∂Σ1 = xI ,
and
Xa(z, z¯)|∂Σ2 = xa + (2α′)paτM + i
√
2α′
∑
n6=0
(−1)nα
a
n
n
e−inτM ,
XI(z, z¯)|∂Σ2 = xI − (2α′)wIπ.
With the definition dz = dz/(2π), the dimensionless
mode expansion operators are as in the closed string
[123],
αµn =
√
2
α′
∮
dz ∂Xµ zn,
α˜µn = −
√
2
α′
∮
dz¯ ∂¯Xµ z¯n,
with (αµn)
† = αµ−n, and using the open string constraints
(B4) one may work with the holomorphic quantity, αµn,
only. The zero modes and angular momentum are given
by [147],
xˆµ =
∮ ( dz
2πiz
− dz¯
2πiz¯
)
Xµ(z, z¯),
pˆµ =
1
α′
∮
dz ∂Xµ,
Jˆµν =
2
α′
∮
dzX [µ∂Xν],
and we have used the doubling trick [123] so that the
integrals are along a spacelike curve, e.g. |z|2 = 1,
and a[µν] = 12 (a
µν − aµν). The physical worldsheet is
in the upper half plane – one identifies antiholomor-
phic quantities in the upper half plane with holomor-
phic quantities in the lower half plane and therefore
one may just as well work with holomorphic quanti-
ties only in the full complex plane. For example, pˆµ =
1
2α′
∫
C+
(
dz ∂Xµ − dz¯ ∂¯Xµ) = 12α′ ( ∫C+ + ∫C− )dz ∂Xµ
and
∫
C+
+
∫
C−
=
∮
, so that C+ represents an open
spacelike contour in the upper half (stretching from
σ = 0 to π), C− represents the corresponding quan-
tity in the lower half plane (stretching from σ = π to
2π), and C represents a closed contour, C = C− ∪ C+.
2. Open String DDF Operators and Vertex
Operators
The relevant propagators on the upper half plane
are,
N :
〈
X+(z, z¯)X−(w, w¯)
〉
=
α′
2
(
ln |z − w|2 + ln |z − w¯|2
)
,
N :
〈
XA(z, z¯)XB(w, w¯)
〉
= −α
′
2
δAB
(
ln |z − w|2 + ln |z − w¯|2
)
,
D :
〈
XI(z, z¯)XJ(w, w¯)
〉
= −α
′
2
δIJ
(
ln |z − w|2 − ln |z − w¯|2
)
,
(B6)
for the Neumann (N) or Dirichlet (D) direc-
tions respectively, with the normalization conven-
tion ∂z∂z¯G(z, w) = −πα′δ2(z − w), and G(z, w) =
〈X(z, z¯)X(w, w¯)〉.
To construct vertex operators we now distinguish
between excitations tangent or transverse to the brane
respectively,
AAn =
√
2
α′
∮
dz ∂XA(z)einq·X(z,z¯),
AIn =
√
2
α′
∮
dz ∂XI(z)einq·X(z,z¯),
(B7)
and these act on the open string vacuum, eip·X(z,z¯),
which is restricted to the real axis, z = z¯. This pro-
cedure gives rise to vertex operators of the form,
V (z, z¯) = Cξij...A
i
−n1A
j
−n2 . . . e
ip·X(z,z¯), (B8)
as explained in the main text. Self-contractions are sub-
tracted using the correlation functions (B6). The inte-
grands of the DDF operators are to be restricted to the
real axis, z = z¯, and only after the normal ordering
has been carried out are we to analytically continue the
integrand in the complex plane so as to perform the
contour integrations shown in (B7). At this point the
integrations should all be analytic in z.
Given that open string vertex operators live on the
boundary of the worldsheet it is sometimes useful to
represent them as holomorphic functions of a single vari-
able, z. In the main text we concentrate on open string
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vertex operators with excitations in the directions tan-
gent to the Dp-brane, and so it is possible to construct
vertex operators using instead of (B7) the DDF opera-
tor,
AAn =
√
2
α′
∮
dz ∂XA(z)einq·X(z), (B9)
with the corresponding vertex operators given by,
V (z, z¯) = CξAB...A
A
−n1A
B
−n2 . . . e
ip·X(z), (B10)
in which case to obtain the normal ordered expres-
sion, the self-contractions are to be subtracted using
the propagator,
N :
〈
Xa(z)Xb(w)
〉
= −(2α′)ηab ln(z − w), (B11)
which follows from (B6) by restricting the worldsheet
arguments to the real axis. To carry out the contour
integrations shown in (B9) we analytically continue in
z around the real axis and the contour is to contain the
vacuum.
On a Minkowski signature worldsheet the DDF in-
tegrals are along the boundary of the worldsheet which
is coincident with the Dp-brane. The vacuum momenta
pµ and null vectors qµ are restricted to lie within the D-
brane worldvolume, see (B4), and the qµ are transverse
to the DDF operators:
qA = qI = pI = 0.
The onshell constraints for the open string are,
p2 =
1
α′
, p · q = 1
2α′
, and q2 = 0, (B12)
so as to ensure that the vertex operators (B8) are onshell
with mass spectrum m2 = −(p−Nq)2 = (N − 1)/α′ as
appropriate for open strings. The contractions appear-
ing in (B12) are with respect to all spacetime indices
µ.
3. Open String Covariant Commutators
In direct analogy to the closed string case above we
learn that,[
αµm, A
i
n
]
= mδµ,iBnm + n
√
2α′qµDim,n,[
αµℓ , B
n
m
]
= n
√
2α′qµBnm+ℓ,[
αµℓ , D
i
m,n
]
= ℓδµ,iBnm+ℓ + n
√
2α′qµDim+ℓ,n,[
αµm, E
n
ℓ
]
= m
√
2α′qµBnm+ℓ − n
√
2α′qµEnm+ℓ,
where we have defined,
Bnm =
∮
dz
iz
zm einq·X(z),
Dim,n =
√
2
α′
∮
dzzm∂X ieinq·X(z),
Enm =
∮
dzzmq · ∂Xeinq·X(z).
From these commutators and (αµn)
† = αµ−n, (A
i
n)
† =
Ai−n, it follows that (B
n
m)
† = B−n−m, (D
i
m,n)
† = Di−m,−n
and (Enm)
† = E−n−m. In addition we learn that,
[
Aiℓ, D
j
m,n
]
= ℓδijEℓ+nm ,[
Di−ℓ,n, D
j
ℓ,−m
]
= δij
(
nEn−m0 − ℓBn−m0
)
,
and,
[
Brℓ , D
i
m,n
]
=
[
Ain, B
ℓ
m
]
=
[
Ain, E
ℓ
m
]
= 0 and
[Bnm, B
ℓ
r] = [E
n
m, E
ℓ
r] = [B
n
m, E
ℓ
r] = 0.
On the chiral half of a (tachyonic) vacuum state,
eip·X(z), one can readily compute the operator products,
B−nm · eip·X(z) ∼= Sn−m(nq; z) ei(p−nq)·X(z), (B13a)
Dim,−n · eip·X(z) ∼= Hin−m(nq; z)ei(p−nq)·X(z), (B13b)
E−nm · eip·X(z) ∼=
√
2α′q ·Hn−m(nq; z)ei(p−nq)·X(z),
(B13c)
where the polynomials Sn−m(nq; z) and Hin−m(nq; z)
have been defined below and we have made use
of the Taylor expansion, e−inq·X(w) =
∑∞
a=0(w −
z)aSa(nq; z)e
−inq·X(z). Note that in (B13c) we have ex-
tended the definition of Hin−m(nq; z), to include also
longitudinal indices, Hµn−m(nq; z), without changing
the form of the polynomial.
4. Open String Polynomials
In the open string sections of the main text we give
explicit results for normal ordered vertex operators with
excitations in the directions, A = 1, . . . , p − 1, tangent
to the Dp-brane. The various polynomials that appear
in the open string analogous to (A14), (A13), (A15) and
(A16) of the closed string are in holomorphic language
given respectively by,
SN (nq; z) =
∮
0
dw
2πiw
w−N exp
(
− inq ·
m∑
s=1
ws
s!
∂szX(z)
)
,
HAN (z) ≡
√
2α′pASN (Nq; z) + PAN (z),
PAN (z) ≡
√
2
α′
N∑
m=1
i
(m− 1)! ∂
mXA(z)SN−m(Nq; z),
Sm,n(z) ≡
n∑
r=1
rSm+r(mq; z)Sn−r(nq; z),
and further properties and examples for N = 0, 1 and
2 of these are given in Appendix A. The α′ = 2 results
there correspond to α′ = 1/2 results here.
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in lightlike compactified backgrounds in detail when
we construct closed string coherent states.
[194] Here for notational simplicity α′ = 1/2, or α′ = 2
for the open or closed string case respectively. Also,
p = (p1, . . . , p24) and as usual p± = 1√
2
(p0 ± p25), or
in the case of open strings attached to a Dp-brane,
p± = 1√
2
(p0 ± pp).
[195] As an example, if we boost to the rest frame where the
ki = 0 and k0 =
√
2N − 2, the vectors pµ and qµ are
determined completely, and c−1 =
√
2N − 2.
[196] The constant C should not be confused with that ob-
tained in the previous sections. Throughout the rest
of the section C will be defined according to (48). For
coherent states (in later sections) C will again be dif-
ferent.
[197] Recall that the Virasoro generators read, Ln =∮
dz
2pii
zn+1
( − 1
α′
∂X · ∂X), and L¯n =
∮
dz¯
2pii
z¯n+1
( −
1
α′
∂¯X · ∂¯X).
[198] We use the convention X(z, z¯) = X(z) + X(z¯) which
can be used inside correlation functions in the absence
of sources [150].
[199] Recall that ξi,j is transverse to q
µ.
[200] For vertices that correspond to lightcone states whose
trace is non-vanishing there is an additional polyno-
mial, Sn,m(z), see below. All these polynomials how-
ever are ultimately composed of elementary Schur
polynomials, Sm(nq; z).
[201] Recall that in the CFT language there is no Ricci
scalar in the dilaton vertex, see Polchinski [150].
[202] Here we have included the ‘one string in volume Vd−1’
normalizing factor 1√
2EkVd−1
and use the relativistic
normalization 〈0, 0; k′|0, 0; k〉 = 2Ek(2π)d−1δd−1(k′ −
k).
[203] The L0−L¯0 Virasoro constraint is satisfied without the
requirement N = N¯ but as we discuss later this is only
possible in a spacetime with lightlike compactification
given that for N 6= N¯ we have kL − kR = −(N − N¯)q
with q2 = 0.
[204] The coherent states constructed here are eigenstates of
momentum however in the spacetime directions trans-
verse to qa as we shall see.
[205] The naive definition, that a coherent state should be
an eigenstate of the annihilation operators is not in
general compatible with the string theory symmetries.
[206] Here Xµcl(z, z¯) is an arbitrary non-trivial solution of
the wave equation, ∂∂¯Xµcl(z, z¯) = 0.
[207] We will normally not exhibit these additional labels
explicitly, and hence write V (λ) instead of V (λ, . . . ),
or even V (z) when there is no possibility for confusion
with the mass eigenstates of the previous section.
[208] The index p on go,p denotes the dimensionality of the
Dp-brane in which the string is propagating and should
not be confused with the momentum of the vacuum pa.
[209] The dimensionalities are such that [go,p] =
L
d−2
2 L−
d−1−p
2 = L
p−1
2 , so that [go,p/
√
2p+V‖] = 1 as
required by unitarity.
[210] Recall that τ = (τ )Euclidean = i(τ )Minkowski, z =
e−i(σ+iτ), z¯ = ei(σ−iτ).
[211] In particular, in covariant gauge, Lµν = xµpν − xνpµ
and in lightcone gauge, Lij = xipj − xjpi, L−i =
x−pi− 1
2
(
xip−− p−xi), L−+ = 1
2
(
x−p+ + p+x−
)
and
Li+ = xip+ which may be interpreted either classically
or quantum-mechanically.
[212] We are adopting the rather general definition of a co-
herent state as given in [160] and minimally extend
it to include the string theory requirements. For in-
stance, under this definition, coherent states need not
(in general) be eigenstates of the annihilation oper-
ators, αµn>0, α˜
µ
n>0, in order for this definition to be
satisfied.
[213] We are being pedantic here for a subtle reason that
will become clear later. Recall that the Hilbert space
H is in general a background dependent quantity, and
so the explicit realization of the unit operator, 1, is
also background dependent.
[214] We shall occasionally write Vλλ¯(p), V (λ, λ¯), V (λ, λ¯; p),
or even V (z, z¯) (with z, z¯ the worldsheet location
where the vertex is inserted) to denote the same object
V (λ, λ¯, p).
[215] The decomposition is orthogonal in the sense that
〈Vm|Vn〉 = δm,n.
[216] DS would like to thank Joe Polchinski for suggesting
that the projected states should also have coherent
state properties.
[217] The authors would like to thank Diego Chialva for
raising this question.
[218] This proves that the solution to the single-valuedness
requirement that one normally considers, k = n/R,
must be generalized in lightlike compactified space-
times.
[219] For completeness we note also that α
′
2
〈
pˆ−L
〉
=
[〈
N
〉− 1]R−, α′
2
〈
pˆ−R
〉
=
[〈
N¯
〉 − 1]R− and 〈pˆ+L
〉
=〈
pˆ+R
〉
= 1/R− with pˆµ = 1
2
(
pˆµL + pˆ
µ
R
)
and pˆ±L,R =
1√
2
(
pˆ0L,R ± pˆDL,R
)
.
[220] The following was suggested by Ashoke Sen and DS
would like to thank him for extensive very helpful dis-
cussions of these issues.
[221] This was suggested by Joe Polchinski and the authors
are very grateful to him for this suggestion.
[222] Recall that the transverse Virasoro generators read,
L⊥0 =
α′
4
pˆ2L + N
⊥, L¯⊥0 =
α′
4
pˆ2R + N¯
⊥, and N⊥ =∑
n>0 α
i
−nα
i
n, N¯
⊥ =
∑
n>0 α˜
i
−nα˜
i
n.
[223] Recall that L⊥n =
1
2
∑
r∈Z : α
i
n−rα
i
r :.
[224] The authors would like to thank Kostas Skenderis and
Marika Taylor for bringing [171] to their attention.
[225] The picture we have in mind here is, H = ⊕w∈ZHw,
with Gw such that, Gw : H → Hw, and Gw : Hw →
Hw.
[226] We occasionally write Vλλ¯(p), V (λ, λ¯), V (λ, λ¯; p), or
even V (z, z¯) (with z, z¯ the worldsheet location where
the vertex is inserted) to denote the same object
V (λ, λ¯, p).
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[227] We have thus overcome the problems in the covariant
coherent state construction encountered by Calucci
[182], see also [125, 183] among others.
[228] Note that the naive definition that coherent states
should be eigenstates of the annihilation operators
is not in general compatible with the symmetries of
string theory [125], as this would imply that 〈X〉 =
Xclassical, and this is not possible when states are in-
variant under spacelike worldsheet translations, see
comments below (122).
[229] A similar expression has appeared already in the liter-
ature, e.g. [184].
[230] DS would like to thank Sanjaye Ramgoolam for a very
interesting discussion on the Matrix Model – string
theory correspondence.
[231] Elementary Schur polynomials, Sm(x), are not to be
confused with the Schur polynomials, Sλ(x). Given a
partition λ = {λ1 ≥ λ2 ≥ . . .} these are related how-
ever, Sλ(x) = det(Sλi−i+j(x))1≤i,j,≤|λ|.
[232] Our conventions are mostly in agreement with Polchin-
ski [123].
