












AUTOMATED PLANT DIAGNOSIS SYSTEM USING IN-FIELD LEAF IMAGES FOR APPLICATION 
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An accurate, easy and low-cost automated diagnosis system for plant diseases have been called. In this 
paper, we develop an accurate and practical automated plant diagnosis system using transfer learning. We 
use a total 9,000 original in-field cucumber leaf images (seven typical viral diseases, Downy mildew, and 
healthy) including initial symptoms in this experiment and classify them in each class; namely nine class 
classification. We also visualize the key regions to be the basis of the diagnosis for Downy mildew. Our 
system attains high score in average accuracy under the 10-fold cross validation and we confirmed that our 
system captures important feature for diagnosis Downy mildew appropriately.  























[3-5]. 例えば，Yao	ら	[3]	は稲の病害診断に support 
vector machines (SVM)	を用いることで正解率 92.7%	を達
成した.	また，Bashish	ら	[4]は，茎や葉の情報をもと
に neural networks(NN)によって 5種の病害と健全の診断
をし，約 93%の精度を達成した．Pujari ら	[5]	は NN	を










に対して convolutional neural networks(CNNs)を用いて識











である WDD2017 データセット（計 9,230 枚７クラス）
に対して， fully convolution network [10] を用いて解析し
識別率最大 97.95%を達成すると共に，病変部位の提示も
可能にしている．Fuenates [8]らは，トマトのオリジナル











































キュウリのウイルス (MYSV: melon yellow spot virus, 
ZYMV: zucchini yellow mosaic virus, CCYV: cucurbit 
clorotic yellows virus, CMV: cucumber mosaic virus, PRSV: 
papaya ring spot virus, WMV: watermelon mosaic virus and 
KGMMV: kyuri (=cucumber) green mottle mosaic virus)と
糸状菌病の一種である Downy Mildew に単一感染した葉
と健全葉の画像各 1,000 枚計 9,000 枚の画像から構成さ




とは別の圃場で撮影された MYSV 感染葉 106 枚，ZYMV
感染葉 138 枚，CCYV 感染葉 3 枚，Downy Mildew 感染葉
5 枚，健全葉 36 枚の計 288 枚の画像から構成される(デー





























































像群をデータセット A-2 とした．データセット A-1 を構
築する際のフローを Fig.3 に示す．また，背景候補領域
の除去のフローを Fig.4 にそれぞれ示す． 
 
 





















まず，データセット A-1 を用いて VGG-19 の畳み込み
層の重みを固定し，全結合のみを再学習する（提案手法）
ことで構築した識別器の診断精度を 10-fold cross 
validation のもとで評価した．また，提案手法との精度比
較のため，従来手法の識別器構成で，重みの初期値を平
均 0 標準偏差 1 の正規分布にしたがう乱数に設定し学習
した識別器も合わせて構築した．なお，VGG-19 のモデ




その後，スポットに病徴が現れる Downy Mildew の画
像に対して浅い層で得られた識別根拠となる箇所の
heat-map を Grad-CAM を用いて作成し，視覚的に評価を







が難しいとの判断により，本実験では Downy Mildew の
みを対象とした． 
加えて，データセット A-2 を用いて提案手法と従来手
法の精度比較を 10-fold cross validation のもとで行った． 






	 まず，データセット A-1 により構築した識別器の精
度を Table 1 に示す．	
次に，べと病の画像とその heat-map，heat-map の中で強
い値を示している領域を学習画像の平均画素値で置換し
た画像をまとめて Fig.4 に示す．なお，各層での heat-map
を確認した結果，入力に近い畳み込み層での heat-map が
解析に向いていると考えられたため，VGG-19 の 4 つ目






















































Fig. 6 マスク領域を変化させ作成したマスク画像を 
識別器に入力した時の平均識別結果の推移 
 














ットA-2 で構築した識別器をデータセット B により評価
した結果を比較したものを Table 3 に示す． 
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