Abductive inference in Bayesian belief networks (BBN) is intended as the process of generating the K most probable con®gurations given observed evidence. When we are only interested in a subset of the network variables, this problem is called partial abductive inference. Due to the noncommutative behaviour of the two operators (summation and maximum) involved in the computational process of solving partial abductive inference in BBNs, the process can be unfeasible by exact computation even for networks in which other types of probabilistic reasoning are not very complicated. This paper describes an approximate method to perform partial abductive inference in BBNs based on the simulated annealing (SA) algorithm. The algorithm can be applied to multiple connected networks and for any value of K. The evaluation function is based on clique tree propagation, and allow to evaluate neighbour con®gurations by means of local computations, in this way the eciency with respect to previous algorithms (based on the use of genetic algorithms (GAs)) is improved. Ó
Introduction
Bayesian belief networks (BBNs) [23, 15] are frequently used as the kernel of Probabilistic Expert Systems, because they provide an ecient representation of the joint probability distribution, and allow us to calculate probabilities by means of local computation, i.e., only relevant information is considered when a probability has to be calculated.
Although the most commonly used type of inference in BBNs is probabilities (or evidence) propagation, in this paper we are interested in another type of inference, known as abductive reasoning (also known as diagnostic reasoning because it is in the ®eld of diagnostic where abductive reasoning has its most clear application [12, 24, 25] ).
Abduction is de®ned as the process of generating a plausible explanation for a given set of observations or facts [26] , and in the context of probabilistic reasoning, abductive inference corresponds to ®nding the maximum a posteriori (MAP) probability state of the system's variables, given some evidence (observed variables) [22] . The increasing attention received by abductive inference in BBNs over the last decade has yielded as a result the development of both exact [4, 9, 21, 22, 28, 31] and approximate solution methods [10, 11, 19, 27, 34] . However, only some of these algorithms [11, 21, 27, 28, 34] do not have any limitation on the structure of the network and are able of searching for the K most probable con®gurations instead of only the best one.
When we are interested in obtaining the K most probable con®gurations only for a subset of the network variables called explanation set [20] , the problem is known as the Partial Abductive Inference or MAP hypothesis. Although this problem seems to be more useful in practical applications (because we can select the relevant 1 variables as the explanation set) than total abductive inference it has received much less attention.
Our goal in this paper is to approach the partial abductive inference problem in BBNs by means of a search algorithm based on the well known simulated annealing (SA) scheme. The rest of the paper is organised as follows: In Section 2 we brie¯y recall some concepts about BBNs and abductive inference. In Section 3, the SA technique is described. In Section 4 we present our algorithm. In Section 5 the experiments carried out are described, and ®nally, in Section 6, we consider the conclusions.
Bayesian belief networks and abductive inference
A Bayesian belief network [15, 23] is a directed acyclic graph (DAG) where each node represents a random variable, and the topology of the graph shows the (in)dependence relations among the variables. The quantitative part of the model is given by attaching to each variable X i a probability distribution P X i jpaX i , where paX i contains the parents of X i in the graph. If X U fX 1 ; . . . ; X n g is the set of variables in the network, then the joint probability can be calculated as:
Eq. (1) is known as the chain-rule.
Abductive inference in BBNs, also known as the most probable explanation problem (MPE), corresponds to ®nding the MAP probability state of the network, given the observed variables (the evidence). In a more formal way: if X O is the set of observed variables and X U is the set of unobserved variables, we aim to obtain the con®guration x Ã U of X U such that: x Ã U arg max
where X O x O is the observed evidence. Usually, x Ã U is known as the MPE. It is well known that the MPE can be found using probabilities propagation methods but replacing summation by maximum in the marginalisation operator (due to the distributive property of maximum with respect to multiplication) [4] . Therefore, the process of searching for the MPE has the same complexity as probabilities propagation. However, in order to search for the K MPEs more complex methods have to be used; for example, in [21] clique tree propagation is combined with a divide and conquer algorithm that iteratively identi®es the K MPEs.
In partial abductive inference, if we denote the explanation set by X E & X U , then the goal is to obtain the con®guration x Ã E of X E such that: x Ã E arg max
where X R X U n X E . In general, x Ã E is not equal to the projection of the con®guration x Ã U over X E , so we need to obtain x Ã E directly (Eq. (3)). The process of ®nding the con®guration x Ã E is more complex than that of ®nding x Ã U , because not all clique tree obtained from the original BBN is valid. In fact, because summation and maximum have to be used simultaneously and these operations do not show a commutative behaviour, the variables of X E must form a sub-tree of the complete tree (we will refer to this kind of trees as valid clique trees). Xu [33] gives a method for transforming the initial tree into another one containing a clique in which the variables of X E are included. The problem of this method is that if X E contains many variables, then the problem could be intractable due to the size of the probability table (potential) associated with the clique containing X E . Nilsson [21] outlines how to slightly modify Xu's algorithm in order to allow (when possible) the variables of X E to constitute a sub-tree and not a single clique. An alternative approach [6] is to obtain a valid clique tree directly, by using constrained deletion sequences in the triangulation step. However, trying to solve the problem of partial abductive inference by using these methods can be impossible (or too expensive in time and space) even for networks in which probabilities propagation or the total abductive inference problem can be solved eciently. To illustrate this situation we give the following example: Example 2.1. Let us consider the moral graph (or interpret it as a fragment of a bigger one) shown in Fig. 1(a) . This graph is already triangulated and we can see that it contains six cliques:
2 fX 1 ; E 1 g; fX 1 ; E 2 g; fX 1 ; E 3 g; fX 1 ; E 4 g; fX 1 ; E 5 g; and fX 1 ; E 6 g.
This set of cliques can be structured in several ways. Thus, Figs. 2(a) and (b) show two possibilities. If we consider that all the variables can take ®ve different states, then the probability table (potential) associated with every clique has 25 entries. We will refer to this data as the clique size, that is, for us the size of a clique is the size of its associate potential (size of state space representation). The size of a clique tree is obtained by summing the size of all the cliques it contains. In this case, the size of the clique tree is 150. If the number of cases for each variable were 10, then the size of each clique would be 100 and the size of the whole tree would be 600. Therefore, the propagation over these clique trees will be very ecient, because they have a small size (150 or 600). Now, let us consider a partial abductive inference problem over the same graph by taking X E fE 1 ; . . . ; E 6 g as the explanation set. Below we examine the eect of applying the exact techniques cited above to this problem: · Methods based on the variable elimination algorithm [9, 18] or methods based on a direct search of a valid clique tree [6] . In both methods the ordering in which the variables are going to be eliminated must contain the variables not in X E in the ®rst positions, so, in this case the ®rst variable to remove is X 1 . To eliminate variable X 1 the ®rst step is the combination of all the probability tables containing X 1 . Thus, a probability Fig. 2(c) ). · Methods based on the modi®cation of the clique tree [21, 33] . Fig. 2(d) shows the eect yielded by the application of Xu's method. As we can see, a clique containing the variables fX 1 ; E 1 ; E 2 ; E 3 ; E 4 ; E 5 ; E 6 g is included in the tree. The size of this clique is 78,125 or 10,000,000 depending on the number of dierent states per variable (5 or 10). In this case the modi®cation introduced by Nilsson does not have any eect over the obtained tree. To give an idea of the dierence, let us suppose that a new variable E 7 is introduced in the explanation set, and that variable is connected only with E 6 in the moral graph. Then, the method proposed by Xu will introduce a clique fX 1 ; E 1 ; E 2 ; E 3 ; E 4 ; E 5 ; E 6 ; E 7 g into the clique tree, while the modi®cation proposed by Nilsson will introduce the following sub-tree: 
which clearly has a smaller size. The reader can check that the same situation is obtained when the moral graph in Fig. 1(b) is considered.
With the previous example we have shown that the problem of partial abductive inference can be intractable even for networks in which probabilities propagation or total abductive inference can be solved eciently. The following example tries to deepen in this situation by showing the eect of the explanation set cardinality in the size of the obtained valid clique tree.
Example 2.2. To illustrate the increment of the clique tree size with respect to the number of variables in the explanation set (jX E j), we have carried out the following experiment: we randomly generated explanation sets containing 1, 7, 13, 19, 25, 31, and 37 variables for the Alarm network [1] (which has 37 variables). Then, valid clique trees were obtained for every generated explanation set. The results are shown in Table 1 , where: · the ®rst row (#nodes) shows the number of nodes in the explanation set, · the second row (CT size) shows the size of the obtained valid clique tree (averaged over 100 explanation sets), and · the third row (LC size) shows the size of the largest clique in the tree (also by average). Therefore, for this network exact partial abductive inference may require to deal with a clique tree of size 10e5 or 10e6 approximately, while exact total abductive inference or probabilities propagation requires to deal with a clique tree of size 10e3 approximately. If the size of the largest clique in the tree is considered, then it passes from 10e2 to values close to 10e6.
We can see, then, that given the increment in the clique tree size, the use of approximate methods for partial abductive inference in BBNs is even more necessary than for total abductive inference.
In the literature we can ®nd approximate algorithms based on the reduction of the probability tables size involved in computations, as in [10] , where it is shown how the mini-buckets scheme can be applied to the search of the best explanation, although this method only search for the best explanation and not for the K best. Another approach is based on the use of optimisation metaheuristics, as the genetic algorithm (GA) designed for searching the best K con®gurations presented in [5] .
The exercise of dealing with partial abductive inference using optimisation methods could seem easier than that of dealing with total abductive inference, because the size of the search space in the partial case is considerably smaller than in the total abductive inference problem. However, this is not the case because of the increasing complexity of the evaluation (fitness) function. In fact, as P x U jx O is proportional to P x U ; x O , this value can be used to rank the dierent con®gurations, and so in the total case the chain rule can be applied in order to evaluate a con®guration [11, 27, 34] . Thus, in the total case, to evaluate a con®guration jX U j multiplications are carried out.
Nevertheless, in the partial case, as we must remove (by addition) the variables in X R , the chain rule cannot be used to evaluate a con®guration x E because of the large number of necessary operations (additions and multiplications). For example, if we have a network with jX U j 50; jX E j 15; jX R j 30 and jX O j 5, the number of operations is bounded by 2 30 additions and 50 Â 2 30 multiplications. Clearly, this is computationally intractable given the large number of evaluated individuals in this kind of algorithms. Because of this, in [5] the ®tness P x E ; x O of a con®guration x E is computed by the process described in Algorithm 1, where T fC 0 ; C 1 ; . . . ; C t g is a rooted clique tree, being C 0 the root.
Algorithm 1 (Evaluation function).
1. Enter the evidence x O in T, 2. Enter (as evidence) the con®guration x E in T, 3. Perform CollectEvidence from the root (C 0 ) (i.e., an upward propagation), and 4. P x E ; x O is equal to the sum of the potential stored in the root (C 0 ). Therefore, to evaluate a con®guration an exact propagation is carried out, or more correctly half propagation, because only the upward phase is performed and not the downward one (see [15] for details about clique tree propagation). Furthermore, for this propagation we can use a clique tree obtained without constraints and so its size is much smaller than the clique tree used for exact partial abductive inference. In addition, in [5] it is shown how the tree can be pruned with respect to the explanation set, reducing (on the average) its size about 20% in our experiments. The following paragraph outlines the prunning process.
Because the propagation is performed in a bottom-up way, it can be observed that independently of the con®guration being evaluated some computations are always the same. Concretely, if a leaf node in the tree does not contain any variable belonging to X E in its residual set (variables to be removed by addition), then the message sent from this node is the same for every con®guration x E of X E . This kind of message is calculated only the ®rst time, then it is combined with the potential stored in its parent clique and the leaf node is deleted. The process is repeated (from leaves to root) until no more``leaf'' nodes can be deleted. So, the complexity of the precomputation process is equivalent to perform an upward propagation.
The following example shows the eect of the prune operation.
Example 2.3. Let us consider the moral graph in Fig. 3(a) , which is obtained by adding fX 2 ; . . . ; X 7 g to the moral graph considered in Fig. 1(a) . A clique tree for this graph is shown in Fig. 3(b) , where the links are labelled with the separator set. Now, if we consider fE 1 ; . . . ; E 6 g as explanation set, then we can prune all the cliques below the dashed line. Therefore, the tree used to evaluate con®g-urations has a smaller size.
Given that propagation is a time-expensive process, it would be desirable to avoid the need of performing a whole upward propagation each time a distinct 3 individual has to be evaluated. Following this idea, in [7] the authors developed speci®c genetic operators that allow us to take advantage of the calculations previously carried out when a new individual is being evaluated. Thus, in the mutation operator only the computations involving ancestor cliques of the one containing the mutated variable(s) have to be carried out, while the rest of computations can be retrieved from previous evaluations. In the crossover operator the situation is similar: as the parents interchange the genes contained in a sub-tree of the clique tree, then if C is the root of the inter- changed sub-tree, only the computations involving ancestor cliques of C have to be carried out. By using these speci®c operators the need of performing a whole upward propagation is avoided, although more memory is needed because the messages sent during the propagation of the population individuals are stored (details can be found in [7] ).
In this paper we will try to show that if we change the metaheuristic from GAs to SA [16, 32] , then it is possible to evaluate a new con®guration by carrying out only the computations that involve one clique and its neighbours. Therefore, by using this way to evaluate an individual the calculations are performed more locally than in the improved GA [7] .
Simulated annealing
Simulated annealing [16, 32] is an optimisation technique to solve (NP-hard) combinatorial optimisation problems, inspired in the physical annealing process of solids, and has been successfully applied to solve other NP-hard problems in Bayesian networks, as decomposition of BBN [17] , convex set of probabilities propagation [2] , or causal orderings approximation [8] .
The problem to solve is the optimisation of a cost function costx in a search space W de®ned for a set of random variables N. The way to proceed is similar to a hill climbing algorithm, but some times the algorithm accepts costfunction increases, in order to avoid to be trapped at local optima. The probability of accepting cost-function increases is controlled by a parameter t, called temperature. Initially, the temperature is high and cost-increases are accepted easily, but in successive iterations the temperature is decreased according to a cooling procedure, and the probability of accepting cost-increases also decreases. Concretely, if we are minimising costx the algorithm changes from con®guration x to another con®guration x H with probability e Àcostx H Àcostx=t . If f t is the cooling function and N x represents the neighbourhood of x, i.e., con®gurations obtained by applying a small perturbation to x, then the structure of the simulated annealing algorithm is shown below. Under theoretical conditions the algorithm converges to the global optimum [13] , but this ideal annealing has an excessive time complexity. Therefore, in order to get more ecient implementations some convergence conditions are relaxed. Thus, our cooling procedure will be based on the simple scheme introduced in [16] , that is, a geometric decreasing of the temperature according to the formula: t i1 a Á t i , with a P 0:8; 1.
The proposed simulated annealing algorithm
It is clear that we can implement a SA program for solving our problem by using the structure described in Algorithm 2 (modifying the acceptance criterion to e
ÀcostxÀcostx H =t given that we want to maximise P x E ; x O ), and the evaluation function in Algorithm 1. However, our goal is to take advantage of the SA structure in order to evaluate the con®gurations by means of local computations.
Local computation of neighbour con®gurations
Consider the rooted clique tree in Fig. 4(a) , and the explanation set X E fA; C; E; G; Hg. Variables inside brackets represent the separator of a clique with its clique parent (intersection), and variables outside brackets are the residual set. Variables in the explanation set have been underlined for a clearer identi®cation. Fig. 4 shows the state (messages) of the tree after the evaluation = (A=a, C=¬c, E=e, G=g, H=h) of con®guration x 1 a; c; e; g; h using the procedure described in Algorithm 1, where the message labels represent the information contained in the message related to the con®guration being evaluated. As we know, N x is the set of con®gurations that can be obtained from x by means of a small perturbation. To make possible the evaluation of x neighbours by local computation, we de®ne N x as the set of con®gurations that can be obtained from x by modifying the state of one variable contained in an adjacent clique to the one actually being considered as root (or more precisely in a clique such that there is no clique containing an explanation variable in the path connecting it to the root). In the example, the actual root is C 0 and the only clique connected with it is C 1 , so N x 1 contains only the con®gurations that dier from x 1 only in the state taken by C. If we suppose that all the variables can take two states, then N x 1 fa; Xc; e; g; hg. R1. To avoid the need of reloading (or recalculating) the initial clique potentials, the computations are performed without modifying them, that is:
where adjC i is the set of adjacent cliques to C i , denotes combination (pointwise multiplication), and 5 A denotes marginalisation (summation over variables not in A).
R2.
For the same reason as in the previous point, the con®guration being evaluated cannot be entered in the clique potentials. To avoid this diculty we modify the marginalisation operator in the following way:
where x 5A denotes the con®guration obtained from x by removing the literals not in A (notice the double use of the 5 operator, projection for con®gurations and marginalisation for potentials). That is, if we use 5 cfX E x E g with x E the con®guration actually being evaluated, we are working as if the configuration x had been entered in the clique tree. Keeping this in mind and for the sake of simplicity we will abbreviate 5 cfX E x E g by 5 c .
R3
. If the next root is previously known, then the computations in R1 can be simpli®ed. Note that a great deal of the computations carried out during the calculation of P x E ; x O in C nr , are repeated in the calculation of the message sent from C nr to C fr (the future root), as we can see in the following expression:
However, if we know the future root when computing P x E ; x O , then these repetitions can be avoided by using a temporal potential wT , and structuring the computations in the following way:
In order to know the next root in advance, the solution adopted has been the use of a sequence of cliques (r) to drive the iterative process. The sequence must verify the following conditions: (i) r0 is the clique used as root in the initial topology of the rooted clique tree (C 0 ). This is necessary because of the (bottom-up) evaluation of the ®rst con®guration.
(ii) Vj; 0 6 j < jrj, it holds that rj and rj 1 mod jrj are adjacent cliques in the tree.
(iii) All the cliques in the tree are in r (some of them more than once in order to guarantee the previous condition). Therefore, the algorithm uses an index that iteratively goes through this sequence to select the root cliques. So, the next root is always known. This sequence is computed in runtime just before starting the SA iterations.
An additional consequence of using a sequence r to drive the iterative process is that it avoids the possibility that the process gets stuck in a clique. In fact, by using r we are sure that all the cliques will be visited in a near future, and so the probability of every con®guration to be visited is greater than zero, which is a required condition by SA convergence properties.
Example 4.1. Let us consider the rooted clique tree shown in Fig. 3(b) in its pruned version. Let us also identify each clique by the index of the explanation variable contained by it (that is, C 1 for fE 1 ; X 1 g, C 2 for fE 1 ; X 2 g, etc.). Then, r can be computed as C 1 ; C 2 ; C 3 ; C 2 ; C 4 ; C 2 ; C 1 ; C 5 ; C 6 ; C 5 .
R4.
After precomputing the clique tree, we are sure that all the leaves contain at least one variable belonging to the explanation set. However, this may not be the case for all the inner cliques. When one of these cliques is selected as root, the process is exactly the same as for the rest, except that the current con®g-uration does not change.
R5.
As we are interested in the K best con®gurations and not only in the best one, when a new con®guration is evaluated, it is studied whether it must be included in K best (an array containing the K best con®gurations found until this moment). When the algorithm ®nishes, if X O T Y the probability associated to the con®gurations in K best is divided by P x O in order to get P x E jx O .
R6.
A modi®cation that can improve the eciency of the SA algorithm was proposed by Greene and Supowit [14] . According to it, when jN xj is small, and so we can calculate the cost of all its members, then instead of selecting a con®guration of N x randomly, it is better to choose a con®guration, x H P fN x fxgg, with probability proportional to e Àcostx H =t . In our case, if we restrict N x to N H x, with N H x being the set of con®gurations x H , such that, only the state of variables in the actual root changes with respect to x, jN H xj is small. Furthermore, given that Vx H P N H x; costx H can be computed from the potential stored in the actual root by using 5 c , this modi®cation can be used in our algorithm.
As we search for the K MPEs and not only for the best one, the implementation of the modi®cation proposed by Greene and Supowit could be specially interesting for us, because it allows us to explore the neighbourhood of good con®gurations.
On the other hand, this modi®cation makes more probable the re-sampling of some con®gurations. In order to avoid re-evaluating the same con®gurations over and over again, we use a hash table in which pairs hcon®guration, probabilityi are stored, so, when a previously visited con®guration has to be evaluated its probability is (eciently) retrieved from the hash table.
About the cooling procedure
As we have said in Section 3 our cooling procedure will be based on the expression t i a Á t iÀ1 . So, two parameters have to be selected: the cooling factor (a), and the initial temperature (t 0 ). In general, the selection of a does not represent a dicult problem, because it is known that values in the interval [0.9, 0.99] are good choices. However, we have detected some problems related with t 0 .
Theoretically, the initial temperature, t 0 should be set to some large value, such that the probability to accept a worse con®guration is close to 1. However, very often it is enough to take an initial temperature such that worse con®gurations are accepted with high probability. In related problems [2, 8] usual values for t 0 are 0.5, 1.0, 2.0; . . . ; and so values in these ranges were our ®rst choice. However, the results were not good and after a preliminary study we discovered that under these conditions the algorithm needs too many iterations before the search is focused (that is, before the probability of accepting bad moves is small).
In fact, as we use P x E ; x O as cost function, P x O can be used as an upper bound for the value taken by a con®guration x E . In general, this upper bound can be a very small value, because very often the evidence represents states rarely taken by the observed variables. So if we set t 0 to values as 1.0, 2.0, . . ., the number of iterations to carry out until t is close to the values taken by the cost function is too high. To dismiss these large number of iterations we set t 0 to P x O , but the result did not improve very much because the large distance between P x O and P x E ; x O ± for the majority of con®gurations x E ± made the number of iterations to perform very large. Because of this we normalised the cost function using the actual con®guration, that is, if x is the actual con®g-uration then we use e Cx H =Cx=t instead of e Cx H =t to calculate the probability of accepting x H as the new con®guration. With this change and using an initial temperature t 0 that allows us to accept worse con®gurations (than the actual) with a large probability (t 0 1:0; 2:0; . . .), the accuracy and eciency of the algorithm has been improved signi®cantly.
Experimental evaluation
In order to evaluate our algorithm we have performed seven experiments. For the ®rst six experiments we have used the Alarm belief network [1] , and two arti®cially generated networks (artificial3 and artificial5). Some of these networks have been used to test the genetic algorithms proposed in [5, 7] . The Alarm network has 37 variables which can take 2, 3 or 4 dierent states. Both arti®cial networks have 25 variables, each one taking three dierent states in artificial3 and 5 in artificial5.
We have carried out two experiments over each network. In the two experiments over the Alarm network, four variables were selected (randomly) as evidence. In the experiments over the networks artificial3 and artificial5 three variables (fX 22 ; X 23 ; X 24 g) were selected as evidence. In all the experiments the observed states were selected in a random way. The K 50 MPEs were calculated using (1) an exact algorithm ± giving it enough time and memory ±, (2) the improved GA presented in [7] , and (3) our SA algorithm. Table 2 shows some data about the experiments.
At the end of each experiment several statistics were obtained. · top1. % of runs in which the best MPE was obtained. · top10. % (in average) of MPEs found between the second and the tenth. For example, top10 33.3% means that three explanations in the range 2±10
were found. However, the positions are not considered, so (2, 3, 6) or (7, 8, 9) yield the same value for top10. · top25. Similar to top10 but with the range 11±25. · top50. Similar to top10 but with the range 26±50. · mass1. If p 1 is the probability of the real true MPE, andp 1 is the probability of the best MPE found by the algorithm, then mass1 p 1 Á 100=p 1 . · massT. Similar to mass1, but taking Respect to the stopping condition, the algorithm is run N 50 iterations in the outer cycle and n Á jrj in the inner one. In the experiments, n was set to 2 (exp. 1±4), and 8 (exp. 5 and 6). The value of a depends on the number of iterations in order to ensure that the algorithm ®nishes with a small value of t. In our case we have selected t f 0:1. When t t f the probability of accepting a con®guration 10 times worse than the actual is lower than 5e À 5. In order to be sure that the algorithm ends with t t f , we have calculated a as t f =t 0 1=N . Tables 3±8 show the results obtained by the SA algorithm averaged over 100 runs. Table 9 shows the results obtained by the GA.
From these results we can see that the algorithm has a high accuracy, obtaining similar results to the GA. In fact, some improvement can be observed over the GAs, but not by an overwhelming margin. From Tables 3±8 we can see that the algorithm ®nds the MPE in almost all the runs, ®nding another high quality solution in the rest (see column mass1). Furthermore, the algorithm is able to ®nd the majority of the K best explanations (columns top10, top25, top50 and massT). With respect to the eciency of the proposed algorithm, it is more ecient in memory than the GA presented in [5] and much more ecient than the GA presented in [7] (because this algorithm needs to store the messages ± potentials ± sent during the evaluation of each individual actually included in the population). Time requirements are heavily dependent on the parameters N and n for SA, and number of generations and population size for GAs. For the results presented here the proposed SA algorithm needs (rougly speaking) between the 25% and the 35% less time than the optimised GA proposed in [7] , and less than half the time than the GA presented in [5] .
Once we have analysed the results and the accuracy of the SA algorithm has been tested in problems for which exact results were also calculated (requiring lot of time and space in some of them), we have carried out another experiment. An arti®cial network that we have called extreme100 has been arti®cially generated. The network has 100 variables which can take two dierent states. The probabilities have been generated as follows: two random uniform numbers, x and y are generated, and the probability of the two values (marginals for root nodes and conditionals for the rest) of a variable are determined by normalising x 5 and y 5 , which give rise to extreme probabilities. Table 10 shows some data about the experiment performed over the network extreme100. As we can see 30 variables were selected as the explanation set, in the following way: several sets containing 30 variables were randomly generated and then that being more dicult to be solved by exact computation was choosen. Six variables were randomly selected as evidence, ®xing them to their less probable state (the probability of the evidence was 7.41e)12). We have not been able to solve this problem in our computer (an Intel Pentium III (500 MHz) with 384 MB of RAM), because of memory requirements. Exact computation was feasible with subsets of the whole explanation set containing the ®rst 3, 6, 9, 12, 15, 18 and 24 variables. To give you an idea of the problem complexity, the time employed by the exact algorithm (implemented in Java, virtual machine jdk 1.2) searching for the best explanation when all the unobserved variables are selected as the explanation set was 9 s, while the time employed when the ®rst 24 variables of the explanation set are selected as the explanation set was 4420 s.
We have run the SA algorithm presented here and the GA presented in [7] 100 times over the problem, using the same parameters as for the artificial5 network. As we do not know the exact results the statistics calculated for the six ®rst experiments cannot be calculated now. Figs. 5 and 6 show the histogram of the 5000 (50 Â 100) con®gurations found by both algorithms, where the height of each bar corresponds to the number of times of the 100 repetitions in which the con®guration with that probability was found.
Although we cannot be sure if we have really found the best 50 MPEs, given the obtained results and the accuracy exhibited by both algorithms (SA and GA) in the six ®rst experiments, we can be almost sure that the best explanations have been found. Respect to the obtained results, the SA algorithm (clearly) shows a better performance than the the method based on GAs, ®nding the three most probable con®gurations in all the runs. With respect to the computation time required by both algorithms (implementation in C), was 152 s for SA and 250 s for GAs. Of course, with respect to memory requirements the comparison is clearly advantageous for the SA approach.
Concluding remarks
The problem of performing partial abductive inference in BBNs has been studied. This type of probabilistic reasoning has the disadvantage that depending on the selected explanation set, exact inference can be unfeasible even for networks in which exact inference is feasible for others types of probabilistic reasoning (like probabilities propagation or total abductive inference).
We have presented a SA algorithm for partial abductive reasoning in BBNs. The algorithm has an anytime performance, i.e., it can continue the search while time is available or can be stopped at any time to yield the K MPEs found until this moment. The experiments have revealed that the algorithm has a high accuracy, improving in some cases the results obtained by previous methods based on GAs.
With respect to the eciency of the proposed algorithm, it is more ecient in memory than the GA presented in [5] and much more ecient than the GA presented in [7] . With respect to time requirements, the SA approach is clearly faster than the previous approach based on GAs, even for the optimised GA presented in [7] which take advantage of the individuals previously evaluated by means of speci®c genetic operators.
The algorithm is general in the sense that as it is based on clique tree propagation, it can be applied to multiple connected networks, and it does not impose any constraint about the number of MPEs to be found.
The algorithm is approximate in the sense that we cannot be sure that the optimum has been really found, but as the evaluation function used here is based on exact propagation, we can be sure of the probability assigned to each explanation, so if explanation e 1 is ranked before explanation e 2 , then e 1 is (really) more probable than e 2 .
The two previous remarks are good consequences of using an evaluation function based on clique tree propagation. However, this implies to assume that the network is such that an exact probabilistic propagation is feasible. In the future we plan to relax this assumption by evaluating con®gurations using approximate techniques.
