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Semi-Fredholmness of Weighted Singular
Integral Operators with Shifts and Slowly
Oscillating Data
Alexei Yu. Karlovich, Yuri I. Karlovich and Amarino B. Lebre
Abstract. Let α, β be orientation-preserving homeomorphisms of [0,∞]
onto itself, which have only two fixed points at 0 and ∞, and whose
restrictions to R+ = (0,∞) are diffeomorphisms, and let Uα, Uβ be the
corresponding isometric shift operators on the space Lp(R+) given by
Uµf = (µ
′)1/p(f ◦ µ) for µ ∈ {α, β}. We prove sufficient conditions
for the right and left Fredholmness on Lp(R+) of singular integral op-
erators of the form A+P
+
γ + A−P
−
γ , where P
±
γ = (I ± Sγ)/2, Sγ is
a weighted Cauchy singular integral operator, A+ =
∑
k∈Z akU
k
α and
A− =
∑
k∈Z bkU
k
β are operators in the Wiener algebras of functional
operators with shifts. We assume that the coefficients ak, bk for k ∈ Z
and the derivatives of the shifts α′, β′ are bounded continuous functions
on R+ which may have slowly oscillating discontinuities at 0 and ∞.
Mathematics Subject Classification (2010). 45E05, 47A53, 47G10, 47G30.
Keywords. Right Fredholmness, left Fredholmness, slowly oscillating
shift, Wiener algebra of functional operators, weighted singular integral
operator, Mellin pseudodifferential operator.
1. Introduction
Let B(X) denote the Banach algebra of all bounded linear operators acting
on a Banach space X . Recall that an operator A ∈ B(X) is said to be left
invertible (resp. right invertible) if there exists an operator B ∈ B(X) such
that BA = I (resp. AB = I) where I ∈ B(X) is the identity operator on
X . The operator B is called a left (resp. right) inverse of A. An operator
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A ∈ B(X) is said to be invertible if it is left invertible and right invertible
simultaneously. We say that A is strictly left (resp. right) invertible if it is
left (resp. right) invertible, but not invertible. If the operator A is invertible
only from one side, then the corresponding inverse is not uniquely defined.
We refer to [10, Section 2.5] for further properties of one-sided invertible
operators acting on Banach spaces.
Let K(X) be the closed two-sided ideal of all compact operators in
B(X), and let Bπ(X) := B(X)/K(X) be the Calkin algebra of the cosets
Aπ := A + K(X) where A ∈ B(X). Following [4, Chap. XI, Definition 2.3],
an operator A ∈ B(X) is said to be left Fredholm (resp., right Fredholm) if
the coset Aπ is left invertible (resp., right invertible) in the Calkin algebra
Bπ(X). An operator A ∈ B(X) is said to be semi-Fredholm if it is left or
right Fredholm. We will write A ≃ B if A−B ∈ K(X).
Let Cb(R+) denote the C
∗-algebra of all bounded continuous functions
on the positive half-line R+ := (0,+∞). Following Sarason [30, p. 820], a
function f ∈ Cb(R+) is called slowly oscillating (at 0 and ∞) if
lim
r→s
sup
t,τ∈[r,2r]
|f(t)− f(τ)| = 0 for s ∈ {0,∞}.
The set SO(R+) of all slowly oscillating functions is a C
∗-algebra. This alge-
bra properly contains C(R+), the C
∗-algebra of all continuous functions on
the two-point compactification R+ := [0,+∞] of R+.
Suppose α is an orientation-preserving homeomorphism of R+ onto it-
self, which has only two fixed points 0 and ∞, and whose restriction to R+
is a diffeomorphism. We say that α is a slowly oscillating shift if logα′ is
bounded and α′ ∈ SO(R+). The set of all slowly oscillating shifts is denoted
by SOS(R+). By [15, Lemma 2.2], an orientation-preserving diffeomorphism
α of R+ onto itself belongs to SOS(R+) if and only if α(t) = te
ω(t) for t ∈ R+
and a real-valued function ω ∈ SO(R+)∩C
1(R+) is such that the function ψ
given by ψ(t) := tω′(t) also belongs to SO(R+) and inft∈R+
(
1+ tω′(t)
)
> 0.
The real-valued slowly oscillating function
ω(t) := log[α(t)/t], t ∈ R+,
is called the exponent function of α ∈ SOS(R+).
Through the paper, we will suppose that 1 < p < ∞ and will use the
following notation:
B := B(Lp(R+)), K := K(L
p(R+)).
It is easily seen that if α ∈ SOS(R+), then the weighted shift operator defined
by
Uαf := (α
′)1/p(f ◦ α)
is an isometric isomorphism of the Lebesgue space Lp(R+) onto itself. It is
clear that U−1α = Uα−1 , where α−1 is the inverse function to α. For k ∈ N,
we denote by U−kα the operator (U
−1
α )
k. Let WSOα,p denote the collection of all
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operators of the form
A =
∑
k∈Z
akU
k
α (1.1)
where ak ∈ SO(R+) for all k ∈ Z and
‖A‖WSOα,p :=
∑
k∈Z
‖ak‖Cb(R+) < +∞. (1.2)
The set WSOα,p is, actually, a Banach algebra with respect to the usual opera-
tions and the norm (1.2). By analogy with the Wiener algebra of absolutely
convergent Fourier series, we will call WSOα,p the Wiener algebra.
Let ℜγ and ℑγ denote the real and imaginary part of γ ∈ C, respectively.
If γ ∈ C satisfies
0 < 1/p+ ℜγ < 1, (1.3)
then the operator
(Sγf)(t) :=
1
pii
∫
R+
(
t
τ
)γ
f(τ)
τ − t
dτ, (1.4)
where the integral is understood in the principal value sense, is bounded on
the Lebesgue space Lp(R+) (see, e.g., [29, Proposition 4.2.11]). Put
P±γ := (I ± Sγ)/2.
This paper is a continuation of our recent works [8, 9, 19, 20] (see also
references therein). Let α, β belong to SOS(R+) and ak, bk ∈ SO(R+) for
all k ∈ Z. In [19, 20] we found criteria for the Fredholmness and a formula
permitting to calculate the index of the weighted singular integral operator
of the form
M := (a0I + a1Uα)P
+
γ + (b0I + b1Uβ)P
−
γ .
In this paper we assume that
A+ :=
∑
k∈Z
akU
k
α ∈W
SO
α,p , A− :=
∑
k∈Z
bkU
k
β ∈W
SO
β,p (1.5)
and consider the weighted singular integral operator of the form
N := A+P
+
γ +A−P
−
γ . (1.6)
Criteria for the Fredholmness of the operator N in the particular case of
α = β and γ = 0 were obtained in [9]. The proof of the sufficiency portion is
based on the Allan-Douglas local principle and follows ideas of [15]. In this
paper we will show that the localization technique is flexible enough to treat
also the case of the left and right Fredholmness for arbitrary shifts α, β and
arbitrary γ satisfying (1.3), provided that there are one-sided inverses of A+
and A− belonging to the Wiener algebras W
SO
α,p and W
SO
β,p , respectively. We
show that the required result on one-sided inverses can be obtained from [8].
By M(A) we denote the maximal ideal space of a unital commutative
Banach algebra A. Identifying the points t ∈ R+ with the evaluation func-
tionals t(f) = f(t) for f ∈ C(R+), we get M(C(R+)) = R+. Consider the
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fibers
Ms(SO(R+)) :=
{
ξ ∈M(SO(R+)) : ξ|C(R+) = s
}
of the maximal ideal space M(SO(R+)) over the points s ∈ {0,∞}. By [22,
Proposition 2.1], the set
∆ :=M0(SO(R+)) ∪M∞(SO(R+))
coincides with closSO∗R+ \ R+, where closSO∗R+ is the weak-star closure of
R+ in the dual space of SO(R+). Then M(SO(R+)) = ∆ ∪ R+. In what
follows we write a(ξ) := ξ(a) for every a ∈ SO(R+) and every ξ ∈ ∆.
With the operators A± defined by (1.5), we associate the functions a±
defined on R+ × R by
a+(t, x) :=
∑
k∈Z
ak(t)e
ikω(t)x, a−(t, x) :=
∑
k∈Z
bk(t)e
ikη(t)x, (1.7)
where ω, η ∈ SO(R+) are the exponent functions of α, β, respectively. Since
the series in (1.5) converge absolutely, we have a±(·, x) ∈ SO(R+) for all
x ∈ R. With the operator N we associate the function n defined on R+ × R
by
n(t, x) = a+(t, x)p
+
γ (x) + a−(t, x)p
−
γ (x),
where
p±γ (x) := (1 ± sγ(x))/2, sγ(x) := coth[pi(x+ i/p+ iγ)], x ∈ R. (1.8)
Since a±(·, x), n(·, x) ∈ SO(R+) for every x ∈ R, taking the Gelfand trans-
form of n(·, x), we obtain for (ξ, x) ∈ (∆ ∪ R+)× R,
n(ξ, x) := a+(ξ, x)p
+
γ (x) + a−(ξ, x)p
−
γ (x), (1.9)
which gives extensions of the functions n(·, x) to M(SO(R+)).
Theorem 1.1 (Main result). Let 1 < p < ∞ and let γ ∈ C satisfy (1.3).
Suppose ak, bk ∈ SO(R+) for all k ∈ Z and α, β ∈ SOS(R+). If
(i) the functional operators
A+ :=
∑
k∈Z
akU
k
α ∈W
SO
α,p , A− :=
∑
k∈Z
bkU
k
β ∈ W
SO
β,p
are left (resp., right) invertible on the space Lp(R+);
(ii) for every ξ ∈ ∆, the function n defined by (1.7)–(1.9) satisfies the in-
equality
inf
x∈R
|n(ξ, x)| > 0; (1.10)
then the operator N = A+P
+
γ +A−P
−
γ is left (resp., right) Fredholm on the
space Lp(R+).
We conjecture that conditions (i) and (ii) of Theorem 1.1 are also nec-
essary for the one-sided Fredholmness of the operator N .
The paper is organized as follows. Section 2 contains some auxiliary
results. In Section 3, on the basis of recent results from [8], we show that if
an operator A ∈ WSOα,p is left (resp., right) invertible, then at least one of its
left (resp., right) inverses belongs to the same algebra WSOα,p .
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Section 4 is devoted to the algebra A generated by the identity operator
I and the operator S0. We recall that A is the smallest Banach subalgebra
of B that contains all operators similar to Mellin convolution operators with
continuous symbols. In particular, the algebra A contains the operator Sγ
and the operator Rγ with fixed singularities defined by
(Rγf)(t) :=
1
pii
∫
R+
(
t
τ
)γ
f(τ)
τ + t
dτ, (1.11)
where the integral is understood in the principal value sense. We also recall
the description of the maximal ideal space of the algebra Aπ := (A+K)/K.
In Section 5, we recall a version of the Allan-Douglas local principle
suitable for the study of one-sided invertibility in subalgebras of the Calkin
algebra Bπ = B/K (see [3, Theorem 1.35(a)]). Following [15, Section 6], we
consider the algebra Z generated by A∪K and the operators of the form cR0,
where c ∈ SO(R+). We recall that the maximal ideal space of Z
π := Z/K is
homeomorphic to the set {−∞,+∞}∪(∆×R). Further, we consider the alge-
bra Λ of operators of local type that consists of all operators A ∈ B such that
AC − CA ∈ K for all C ∈ Z. Since Zπ is a commutative central subalgebra
of Λπ := Λ/K, we can apply the Allan-Douglas local principle to Λπ ⊂ Bπ
and its central subalgebra Zπ. In particular, an operator T ∈ Λ is left (resp.,
right) Fredholm if certain cosets T π + J πξ,x, T
π + J π+∞, and T
π + J π−∞ are
left (resp., right) invertible in the corresponding local algebras Λπξ,x, Λ
π
+∞,
and Λπ−∞. Here (ξ, x) runs through ∆ × R. This result is applicable to the
operator N because it belongs to the algebra Fα,β generated by the operators
S0, U
±1
α , U
±1
β and the multiplication operators cI with c ∈ SO(R+). In turn,
this algebra is contained in the algebra Λ of operators of local type.
In Section 6, we recall the definition of the algebra E(R+, V (R)) of
slowly oscillating functions on R+ with values in the algebra V (R) of all
absolutely continuous functions of finite total variation. This algebra is im-
portant for our purposes because Mellin pseudodifferential operators with
symbols in E(R+, V (R)) commute modulo compact operators. Moreover, if
α ∈ SOS(R+), then UαRγ is similar to a Mellin pseudodifferential opera-
tor with symbol in E(R+, V (R)) up to a compact operator. These results
are important ingredients of the proof of two-sided invertibility of the cosets
Nπ + J πξ,x in the quotient algebras Λ
π
ξ,x for (ξ, x) ∈ ∆ × R under condition
(ii) of Theorem 1.1.
In Section 7, we prove Theorem 1.1. Since, according to Section 3, there
are left/right inverses of A+ (resp., A−) belonging to W
SO
α,p ⊂ Λ (resp.,
WSOβ,p ⊂ Λ), the left/right invertibility ofA± implies the left/right invertibility
of the coset Aπ±+J
π
±∞ = N
π +J π±∞ in the local algebra Λ
π
±∞. Finally, with
the aid of the results of Section 6, we show that condition (ii) of Theorem 1.1
is sufficient for the two-sided invertibility of the cosets Nπ+J πξ,x in the local
algebras Λπξ,x for all (ξ, x) ∈ ∆ × R. To complete the proof of Theorem 1.1,
it remains to apply the Allan-Douglas local principle (see Section 5).
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Finally, in Section 8 we formulate criteria for the two-sided and one-
sided invertibility of a binomial functional operator with shift in the form
A = aI − bUα, which were obtained in [18]. These results together with
Theorem 1.1 imply more effective sufficient conditions for the left, right, and
two-sided Fredholmness of the operator (aI − bUα)P
+
γ + (cI − dUβ)P
−
γ with
a, b, c, d ∈ SO(R+) and α, β ∈ SOS(R+).
2. Auxiliary results
2.1. One-sided invertibility of operators on Hilbert spaces
Lemma 2.1. Let H be a Hilbert space and A ∈ B(H).
(a) The operator A is left invertible on the space H if and only if the operator
A∗A is invertible on the space H. In this case, one of the left inverses
of A is given by AL = (A∗A)−1A∗.
(b) The operator A is right invertible on the space H if and only if the
operator AA∗ is invertible on the space H. In this case, one of the right
inverses of A is given by AR = A∗(AA∗)−1.
This statement is known, although we are not able to provide a precise
reference. The proof of the sufficiency portion of part (a) is a trivial compu-
tation. Now assume that 〈·, ·〉 is the inner product of H and AL ∈ B(H) is a
left inverse of A. Then for every f ∈ H,
‖f‖2 ≤ ‖AL‖2‖Af‖2 = ‖AL‖2|〈Af,Af〉| = ‖AL‖2|〈A∗Af, f〉|.
In view of the previous inequality, the invertibility of the operatorA∗A follows
from the Lax-Milgram theorem (see, e.g., [33, Chap. III, Section 7]). This
completes the proof of part (a). The proof of part (b) is reduced to the
previous one by passing to adjoint operators.
Another proof of the above lemma can be obtained from general results
for C∗-algebras contained in [24, § 23, Corollaries 2–3].
Lemma 2.1 can also be deduced from more general results on the Moore-
Penrose invertibility of operators on a Hilbert space (see [13, Example 2.16]
or [2, Theorem 4.24]). Notice that the operator AL (resp., AR) is the Moore-
Penrose inverse of the operator A.
2.2. Fundamental property of slowly oscillating functions
Lemma 2.2 ([22, Proposition 2.2]). Let {ak}
∞
k=1 be a countable subset of
SO(R+) and s ∈ {0,∞}. For each ξ ∈ Ms(SO(R+)) there exists a sequence
{tn}n∈N ⊂ R+ such that tn → s as n→∞ and
ak(ξ) = lim
n→∞
ak(tn) for all k ∈ N. (2.1)
Conversely, if {tn}n∈N ⊂ R+ is a sequence such that tn → s as n → ∞ and
the limits limn→∞ ak(tn) exist for all k ∈ N, then there exists a functional
ξ ∈Ms(SO(R+)) such that (2.1) holds.
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2.3. Properties of iterations of slowly oscillating shifts
In this subsection we collect some properties of iterations of slowly oscillating
shifts. For t ∈ R+ and k ∈ N, let
α0(t) := t, αk(t) := α[αk−1(t)], α−k(t) := α−1[α−k+1(t)].
Lemma 2.3 ([16, Corollary 2.5]). If α ∈ SOS(R+), then αk ∈ SOS(R+) for
every k ∈ Z.
Lemma 2.4 ([15, Lemma 2.3]). If c ∈ SO(R+) and α ∈ SOS(R+), then c ◦ α
belongs to SO(R+) and
lim
t→s
(c(t) − c[α(t)]) = 0 for s ∈ {0,∞}.
Lemma 2.5 ([17, Lemma 2.6]). Let α ∈ SOS(R+) and α−1 be the inverse
function to α. If ω and ω−1 are the exponent functions of α and α−1, respec-
tively, then ω(ξ) = −ω−1(ξ) for all ξ ∈ ∆.
Lemma 2.6. Let α ∈ SOS(R+) and let ω be its exponent function. If k ∈ Z
and ωk is the exponent function of αk, then ωk(ξ) = kω(ξ) for every ξ ∈ ∆.
Proof. For k = 0, 1, the statement is trivial. If k > 1, then
ωk(t) = log
αk(t)
t
= log
k−1∏
j=0
α[αj(t)]
αj(t)
 = k−1∑
j=0
ω[αj(t)], t ∈ R+. (2.2)
Since ω ∈ SO(R+), we deduce from Lemmas 2.3–2.4 that for every integer
j ∈ {0, . . . , k − 1}, the function ω ◦ αj belongs to SO(R+) and
lim
t→s
(ω(t)− ω[αj(t)]) = 0, s ∈ {0,∞}. (2.3)
Fix s ∈ {0,∞} and ξ ∈ Ms(SO(R+)). By Lemma 2.2, there is a sequence
{tn}n∈N ⊂ R+ such that tn → s as n→∞ and
ω(ξ) = lim
n→∞
ω(tn), (ω ◦ αj)(ξ) = lim
n→∞
ω[αj(tn)]. (2.4)
Equalities (2.3)–(2.4) imply that for j ∈ {0, . . . , k − 1},
(ω ◦ αj)(ξ) − ω(ξ) = lim
n→∞
(ω[αj(tn)]− ω(tn)) = 0.
We derive from (2.2) and the above equalities that
ωk(ξ) =
k−1∑
j=0
(ω ◦ αj)(ξ) = kω(ξ),
which completes the proof for k > 1.
If k < 0, then we have ω−k(ξ) = −kω(ξ) by the statement just proved.
On the other hand, we deduce from Lemma 2.5 that ωk(ξ) = −ω−k(ξ). Thus,
ωk(ξ) = −(−k)ω(ξ) = kω(ξ) for all ξ ∈ ∆. 
8 Alexei Yu. Karlovich, Yuri I. Karlovich and Amarino B. Lebre
3. Weak one-sided inverse closedness of the algebra W SO
α,p
3.1. Inverse closedness of the algebra WSOα,p in the algebra B
Let A ⊂ B be two Banach algebras with the same unit element. Recall that
the algebra A is said to be inverse closed in the algebraB if for every element
a ∈ A invertible in the algebra B its inverse a−1 belongs to the algebra A.
We say that the algebra A is weakly left (resp., right) inverse closed in
the algebra B if for every element a ∈ A, which is left (resp., right) invertible
in the algebra B, there exists at least one its left (resp., right) inverse a(−1)
that belongs to the algebra A.
Theorem 3.1 ([8, Theorem 7.4]). For every p ∈ (1,∞), the algebra WSOp,α is
inverse closed in the algebra B.
3.2. One-sided inverses belonging to the algebra WSα,p
A function f ∈ L∞(R+) is said to be essentially slowly oscillating (at 0 and
∞) if for each (equivalently, for some) λ ∈ (0, 1),
lim
r→s
ess sup
t,τ∈[λr,r]
|f(t)− f(τ)| = 0, s ∈ {0,∞}.
Fix α ∈ SOS(R+) and τ ∈ R+. Consider the semi-segment γ ⊂ R+
with the endpoints τ and α(τ) such that τ ∈ γ and α(τ) /∈ γ. Following
[8, Section 3.2], let S denote the C∗-subalgebra of L∞(R+) consisting of all
functions on R+ that are continuous on every semi-segment αn(γ) with n ∈ Z,
have one-sided limits at the points αn(τ) for n ∈ Z, and are essentially slowly
oscillating at 0 and ∞. Let WSα,p be the unital Banach algebra of operators
of the form (1.1) with ak ∈ S for all k ∈ Z and the norm
‖A‖WSα,p =
∑
k∈Z
‖ak‖L∞(R+) <∞.
From [8, Theorems 6.3–6.4] we get the following.
Theorem 3.2. Let 1 < p < ∞, α ∈ SOS(R+), ak ∈ SO(R+) for all k ∈ Z,
and
A =
∑
k∈Z
akU
k
α ∈ W
SO
α,p .
If A is left (resp. right) invertible on Lp(R+), then there exists a left inverse
AL (resp. right inverse AR) of A such that AL ∈ WSα,p (resp. A
R ∈ WSα,p).
3.3. Weak one-sided inverse closedness of the algebra WSOα,p in B
We will show that the algebra WSOα,p is weakly left and right inverse closed
in the algebra B. For every operator A ∈ WSOα,p of the form (1.1), define its
formally adjoint A⋄ by
A⋄ :=
∑
k∈Z
(ak ◦ α−k)U
−k
α ∈W
SO
α,p .
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Theorem 3.3. Let 1 < p < ∞, α ∈ SOS(R+), ak ∈ SO(R+) for all k ∈ Z,
and
A =
∑
k∈Z
akU
k
α ∈ W
SO
α,p .
(a) If A is left invertible on Lp(R+), then the operator A
⋄A is invertible on
the space Lp(R+), the operator A
L := (A⋄A)−1A⋄ is a left inverse of A,
and AL ∈WSOα,p .
(b) If A is right invertible on Lp(R+), then the operator AA
⋄ is invertible
on the space Lp(R+), the operator A
R := A⋄(AA⋄)−1 is a right inverse
of A, and AR ∈WSOα,p .
Proof. Along with the operator Uα acting on L
p(R+), consider the operator
Uα,2 acting on L
2(R+) and defined by the same rule Uα,2f = (α
′)1/2(f ◦ α).
Then we can define the canonical isometric isomorphisms of Banach algebras
ΨS :W
S
α,p →W
S
α,2, ΨSO :W
SO
α,p →W
SO
α,2
by the formulas
ΨS
(∑
k∈Z
ckU
k
α
)
=
∑
k∈Z
ckU
k
α,2, ΨSO
(∑
k∈Z
ckU
k
α
)
=
∑
k∈Z
ckU
k
α,2,
respectively.
If A ∈WSOα,p is left invertible on the space L
p(R+), then by Theorem 3.2,
there exists an operator A˜L ∈ WSα,p such that A˜
LA = I on Lp(R+). Hence
ΨS(A˜
L)ΨS(A) = I on L
2(R+). Therefore, the operator
A2 := ΨSO(A) = ΨS(A) ∈ W
SO
α,2
is left invertible on L2(R+). Hence, in view of Lemma 2.1, the operator A
∗
2A2
is invertible on L2(R+). Observe that A
∗
2 ∈W
SO
α,2 and A
⋄ = Φ−1SO(A
∗
2) ∈W
SO
α,p .
Since A∗2A2 ∈ W
SO
α,2 , we deduce from the inverse closedness of the algebra
WSOα,2 in the algebra B (see Theorem 3.1) that (A
∗
2A2)
−1 ∈ WSOα,2 . Then
Ψ−1SO((A
∗
2A2)
−1) ∈WSOα,p . Now it is easy to check that
(A⋄A)−1 = Ψ−1SO((A
∗
2A2)
−1).
Hence AL = (A⋄A)−1A is a left inverse to A. Part (a) is proved.
(b) The proof of part (b) is reduced to the previous one by passing to
adjoint operators. 
4. Algebra A of singular integral operators
4.1. Fourier and Mellin convolution operators
Let F : L2(R)→ L2(R) denote the Fourier transform,
(Ff)(x) :=
∫
R
f(y)e−ixydy, x ∈ R,
and let F−1 : L2(R) → L2(R) be the inverse of F . A function a ∈ L∞(R)
is called a Fourier multiplier on Lp(R) if the mapping f 7→ F−1aFf maps
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L2(R) ∩ Lp(R) into itself and extends to a bounded operator on Lp(R). The
latter operator is then denoted by W 0(a). We let Mp(R) stand for the set
of all Fourier multipliers on Lp(R). One can show that Mp(R) is a Banach
algebra under the norm
‖a‖Mp(R) := ‖W
0(a)‖B(Lp(R)).
Let dµ(t) = dt/t be the (normalized) invariant measure on R+. Consider
the Fourier transform on L2(R+, dµ), which is usually referred to as the Mellin
transform and is defined by
M : L2(R+, dµ)→ L
2(R), (Mf)(x) :=
∫
R+
f(t)t−ix
dt
t
.
This operator is invertible, with inverse given by
M−1 : L2(R)→ L2(R+, dµ), (M
−1g)(t) =
1
2pi
∫
R
g(x)tix dx.
Let E be the isometric isomorphism
E : Lp(R+, dµ)→ L
p(R), (Ef)(x) := f(ex), x ∈ R. (4.1)
Then the map
A 7→ E−1AE (4.2)
transforms the Fourier convolution operator W 0(a) = F−1aF to the Mellin
convolution operator
Co(a) :=M−1aM
with the same symbol a. Hence the class of Fourier multipliers on Lp(R)
coincides with the class of Mellin multipliers on Lp(R+, dµ).
4.2. Continuous and piecewise continuous multipliers
We denote by PC the C∗-algebra of all bounded piecewise continuous func-
tions on R˙ = R ∪ {∞}. By definition, a ∈ PC if and only if a ∈ L∞(R) and
the one-sided limits
a(x0 − 0) := lim
x→x0−0
a(x), a(x0 + 0) := lim
x→x0+0
a(x)
exist for each x0 ∈ R˙. If a function a is given everywhere on R, then its total
variation is defined by
V (a) := sup
n∑
k=1
|a(xk)− a(xk−1)|,
where the supremum is taken over all n ∈ N and
−∞ < x0 < x1 < · · · < xn < +∞.
If a has a finite total variation, then it has finite one-sided limits a(x−0) and
a(x+ 0) for all x ∈ R˙, that is, a ∈ PC (see, e.g., [25, Chap. VIII, Sections 3
and 9]). The following theorem gives an important subset ofMp(R). Its proof
can be found, e.g., in [1, Theorem 17.1] or [6, Theorem 2.11].
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Theorem 4.1 (Stechkin’s inequality). If a ∈ PC has finite total variation
V (a), then a ∈Mp(R) and
‖a‖Mp(R) ≤ ‖SR‖B(Lp(R))
(
‖a‖L∞(R) + V (a)
)
,
where SR is the Cauchy singular integral operator on R.
According to [6] or [1, p. 325], let PCp be the closure in Mp(R) of the
set of all functions a ∈ PC with finite total variation on R. Following [1,
p. 331], put
Cp(R) := PCp ∩ C(R),
where R := [−∞,+∞]. It is easy to see that PCp and Cp(R) are Banach
algebras.
4.3. Maximal ideal space of the algebras A and Api
Let A be a Banach algebra and C be a subset of A. Following [3, Section 3.45],
we denote by algAC the smallest closed subalgebra of A containing C and by
idAC the smallest closed two-sided ideal of A containing C.
Put A := algB{I, S0}. Obviously, the algebra A is commutative. Con-
sider the isometric isomorphism
Φ : Lp(R+)→ L
p(R+, dµ), (Φf)(t) := t
1/pf(t), t ∈ R+.
The following result is well known. It is essentially due to Duduchava
[6, 7] and Simonenko, Chin Ngok Minh [31]. It can be found with a proof in
[5, Section 1.10.2], [12, Section 2.1.2], [29, Sections 4.2.2-4.2.3].
Theorem 4.2. (a) The algebra A is the smallest closed subalgebra of B that
contains the operators Φ−1Co(a)Φ with a ∈ Cp(R).
(b) The maximal ideal space of the commutative Banach algebra A is home-
omorphic to R. In particular, the operator Φ−1Co(a)Φ with a ∈ Cp(R)
is invertible if and only if a(x) 6= 0 for all x ∈ R. Thus A is an inverse
closed subalgebra of B.
(c) The operator Φ−1Co(a)Φ with a ∈ Cp(R) belongs to idA{R0} if and
only if a(−∞) = a(+∞) = 0.
(d) If γ ∈ C satisfies (1.3), then the function sγ given by (1.8) and the
function rγ defined by
rγ(x) := 1/ sinh[pi(x + i/p+ iγ)], x ∈ R,
belong to Cp(R) and
Sγ = Φ
−1Co(sγ)Φ, Rγ = Φ
−1Co(rγ)Φ.
Let us describe the quotient algebra
Aπ = (A+K)/K.
By [29, Proposition 4.2.14], a Mellin convolution operator is Fredholm on
the space Lp(R+, dµ) if and only if it is invertible on this space. Hence,
Theorem 4.2 implies the following.
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Corollary 4.3. (a) The algebra Aπ is commutative and its maximal ideal
space is homeomorphic to R.
(b) The Gelfand transform of the coset (Φ−1Co(a)Φ)π ∈ Aπ for a ∈ Cp(R)
is given by [
(Φ−1Co(a)Φ)π
]̂(x) = a(x) for x ∈ R.
4.4. Some operator relations
Lemma 4.4 ([14, Lemma 2.4], [20, Lemma 4.2]). Let 1 < p <∞ and γ, δ ∈ C
be such that 0 < 1/p+ ℜγ < 1 and 0 < 1/p+ ℜδ < 1. Then
P+δ − P
+
γ = P
−
γ −P
−
δ =
1
2
sinh[pii(γ − δ)]RγRδ, P
−
γ P
+
δ = −
eiπ(δ−γ)
4
RγRδ.
4.5. Compactness of commutators of singular integral operators and
functional operators
Fix α, β ∈ SOS(R+) and consider the Banach algebra of functional operators
with shifts and slowly oscillating data defined by
FOα,β := algB{Uα, U
−1
α , Uβ, U
−1
β , cI : c ∈ SO(R+)}.
Lemma 4.5 ([17, Lemma 2.8]). Let α, β ∈ SOS(R+). If A ∈ FOα,β and
B ∈ A, then AB ≃ BA.
5. Allan-Douglas localization
5.1. The Allan-Douglas local principle
Let A be a Banach algebra with identity. A subalgebra Z of A is said to be a
central subalgebra of A if za = az for all z ∈ Z and all a ∈ A.
The proof of the following result is contained, e.g., in [3, Theorem 1.35(a)].
Theorem 5.1 (Allan-Douglas). Let A be a Banach algebra with identity e
and let Z be a closed central subalgebra of A containing e. Let M(Z) be the
maximal ideal space of Z, and for ω ∈ M(Z), let Jω refer to the smallest
closed two-sided ideal of A containing the ideal ω. Then an element a is left
(resp., right, two-sided) invertible in A if and only if a + Jω is left (resp.,
right, two-sided) invertible in the quotient algebra A/Jω for all ω ∈M(Z).
The algebra A/Jω is referred to as the local algebra of A at ω ∈M(Z).
5.2. Algebras of singular integral operators with shifts and algebras
of operators of local type
Following [15, Section 6.3], we consider the following sets:
Z := algB{I, S0, cR0,K : c ∈ SO(R+), K ∈ K},
Λ := {A ∈ B : AC − CA ∈ K for all C ∈ Z}.
By [15, Lemma 6.7(a)], the set Λ is a closed unital subalgebra of the algebra
B, which is usually called the algebra of operators of local type.
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For α, β ∈ SOS(R+), put
Fα,β := algB({S0} ∪ FOα,β).
By a minor modification of the proof of [15, Theorem 6.8] with the aid
of Lemma 4.5, we get the following.
Theorem 5.2. We have K ⊂ Z ⊂ Fα,β ⊂ Λ.
5.3. Maximal ideal space of the algebra Zpi
It follows from Theorem 5.2 that the quotient algebras Zπ := Z/K and
Λπ := Λ/K are well defined. Clearly, Zπ lies in the center of Λπ.
Theorem 5.3 ([15, Theorem 6.11]). For the commutative Banach algebra Zπ
the following statements hold:
(a) the maximal ideal space M(Zπ) of Zπ is homeomorphic to the set
{−∞,+∞}∪ (∆× R);
(b) any coset Zπ ∈ Zπ is of the form
Zπ = (c+P
+
0 )
π + (c−P
−
0 )
π + lim
n→∞
mn∑
k=1
(cn,kHn,k)
π (5.1)
where c± ∈ C, cn,k ∈ SO(R+), Hn,k ∈ idA{R0}, and mn ∈ N;
(c) the Gelfand transform of the coset Zπ ∈ Zπ defined by (5.1) is given
for a point (ξ, x) ∈ ∆× R by
(Zπ)̂(ξ, x) = c+p+0 (x) + c−p−0 (x) + limn→∞
mn∑
k=1
cn,k(ξ)(H
π
n,k)̂(x),
where (Hπn,k)̂(x) is the Gelfand transform of a coset Hπn,k ∈ Aπ, which
is calculated in Corollary 4.3(b).
5.4. Semi-Fredholmness of operators of local type
Let J π+∞, J
π
−∞ and J
π
ξ,x for (ξ, x) ∈ ∆× R be the closed two-sided ideals of
the Banach algebra Λπ generated, respectively, by the maximal ideals
Iπ+∞ := idZpi
{
(P−0 )
π, (gR0)
π : g ∈ SO(R+)
}
,
Iπ−∞ := idZpi
{
(P+0 )
π, (gR0)
π : g ∈ SO(R+)
}
,
Iπξ,x :=
{
Zπ ∈ Zπ : (Zπ)̂(ξ, x) = 0}
of the algebra Zπ, and let
Λπ+∞ := Λ
π/J π+∞, Λ
π
−∞ := Λ
π/J π−∞, Λ
π
ξ,x := Λ
π/J πξ,x
be the corresponding quotient algebras (see also [15, Section 6.6]).
Obviously, an operator T ∈ Λ is left Fredholm (resp., right Fredholm)
on the space Lp(R+) if the coset T
π := A + K is left invertible (resp., right
invertible) in the quotient Banach algebra Λπ ⊂ Bπ. Applying now Theo-
rem 5.1 with A = Λπ and Z = Zπ, we immediately obtain the following.
Theorem 5.4. An operator T ∈ Λ is left (resp., right) Fredholm on the space
Lp(R+) if the following three conditions are fulfilled:
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(i) the coset T π+J π+∞ is left (resp., right) invertible in the quotient algebra
Λπ+∞;
(ii) the coset T π+J π−∞ is left (resp., right) invertible in the quotient algebra
Λπ−∞;
(iii) for every (ξ, x) ∈ ∆×R, the coset T π+J πξ,x is left (resp., right) invertible
in the quotient algebra Λπξ,x.
It follows from Theorems 4.2(d) and 5.2 that N ∈ Fα,β ⊂ Λ. Thus,
Theorem 5.4 is applicable to N . Hence, our next aim is to study one-sided
invertibility of the cosets Nπ + J π+∞, N
π + J π−∞ and N
π + J πξ,x in the cor-
responding local algebras Λπ+∞, Λ
π
−∞ and Λ
π
ξ,x for all (ξ, x) ∈ ∆× R.
6. Mellin pseudodifferential operators and their symbols
6.1. Mellin PDO’s: overview
Mellin pseudodifferential operators are generalizations of Mellin convolution
operators. Let a be a sufficiently smooth function defined on R+ × R. The
Mellin pseudodifferential operator (shortly, Mellin PDO) with symbol a is
initially defined for smooth functions f of compact support by the iterated
integral
[Op(a)f ](t) = [M−1a(t, ·)Mf ](t)
=
1
2pi
∫
R
dx
∫
R+
a(t, x)
(
t
τ
)ix
f(τ)
dτ
τ
for t ∈ R+. (6.1)
Obviously, if a(t, x) = a(x) for all (t, x) ∈ R+ × R, then the Mellin pseudo-
differential operator Op(a) becomes the Mellin convolution operator
Op(a) = Co(a).
In 1991 Rabinovich [26] (see also [27]) proposed to use Mellin pseudo-
differential operators with C∞ slowly oscillating symbols to study singular
integral operators with slowly oscillating coefficients on Lp spaces. Namely,
he considered symbols a ∈ C∞(R+ × R) such that
sup
(t,x)∈R+×R
∣∣(t∂t)j∂kxa(t, x)∣∣(1 + x2)k/2 <∞ for all j, k ∈ Z+ (6.2)
and
lim
t→s
sup
x∈R
∣∣(t∂t)j∂kxa(t, x)∣∣(1 + x2)k/2 = 0 for all j ∈ N, k ∈ Z+, (6.3)
where Z+ = N ∪ {0} and s ∈ {0,∞}. Here and in what follows ∂t and ∂x
denote the operators of partial differentiation with respect to t and to x. No-
tice that (6.2) defines nothing but the Mellin version of the Ho¨rmander class
S01,0(R) (see, e.g., [23, Chap. 2, Section 1] for the definition of the Ho¨rmander
classes Sm̺,δ(R
n)). If a satisfies (6.2), then the Mellin PDO Op(a) is bounded
on the spaces Lp(R+, dµ) for 1 < p < ∞ (see, e.g., [32, Chap. VI, Proposi-
tion 4] for the corresponding Fourier PDO’s). Condition (6.3) is the Mellin
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version of Grushin’s definition of symbols slowly varying in the first variable
(see, e.g., [11], [23, Chap. 3, Definition 5.11]).
The idea of application of Mellin PDO’s with considered class of symbols
was exploited in a series of papers by Rabinovich and coauthors (see [28,
Sections 4.6–4.7] for the complete history up to 2004). On the other hand,
the smoothness conditions imposed on slowly oscillating symbols are very
strong. In particular, they are not applicable directly to the problem we are
dealing with in the present paper.
In 2005 the second author [21] developed a Fredholm theory for the
Fourier pseudodifferential operators with slowly oscillating symbols of limited
smoothness in the spirit of Sarason’s definition [30, p. 820] of slow oscillation
adopted in the present paper (much less restrictive than in [27] and in the
works mentioned in [28]). Necessary for our purposes results from [21] were
translated to the Mellin setting, for instance, in [16] with the aid of the
transformation defined by (4.1)–(4.2). For the convenience of readers, we
reproduce the results required in what follows exactly in the same form as
they were stated in [16], where more details on their proofs can be found.
6.2. Boundedness of Mellin PDO’s
If a is an absolutely continuous function of finite total variation on R, then
its derivative belongs to L1(R) and
V (a) =
∫
R
|a′(x)| dx
(see, e.g., [25, Chap. VIII, Sections 3 and 9; Chap. XI, Section 4]). The set
V (R) of all absolutely continuous functions of finite total variation on R forms
a Banach algebra when equipped with the norm
‖a‖V := ‖a‖L∞(R) + V (a) = ‖a‖L∞(R) +
∫
R
|a′(x)| dx. (6.4)
Let Cb(R+, V (R)) denote the Banach algebra of all bounded continuous
V (R)-valued functions on R+ with the norm
‖a(·, ·)‖Cb(R+,V (R)) = sup
t∈R+
‖a(t, ·)‖V .
As usual, let C∞0 (R+) be the set of all infinitely differentiable functions of
compact support on R+.
Theorem 6.1 ([16, Theorem 3.1]). If a ∈ Cb(R+, V (R)), then the Mellin
pseudodifferential operator Op(a), defined for functions f ∈ C∞0 (R+) by the
iterated integral (6.1), extends to a bounded linear operator on the space
Lp(R+, dµ) and there is a number Cp ∈ (0,∞) depending only on p such
that
‖Op(a)‖B(Lp(R+,dµ)) ≤ Cp‖a‖Cb(R+,V (R)).
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6.3. Products of Mellin PDO’s
Consider the Banach subalgebra SO(R+, V (R)) of the algebra Cb(R+, V (R))
consisting of all V (R)-valued functions a on R+ that slowly oscillate at 0 and
∞, that is,
lim
r→s
max
t,τ∈[r,2r]
‖a(t, ·)− a(τ, ·)‖L∞(R) = 0, s ∈ {0,∞}.
Let E(R+, V (R)) be the Banach algebra of all V (R)-valued functions a
in the algebra SO(R+, V (R)) such that
lim
|h|→0
sup
t∈R+
∥∥a(t, ·)− ah(t, ·)∥∥
V
= 0
where ah(t, x) := a(t, x+ h) for all (t, x) ∈ R+ × R.
Theorem 6.2 ([16, Theorem 3.3]). If a, b ∈ E(R+, V (R)), then
Op(a)Op(b) ≃ Op(ab).
Lemma 6.3 ([16, Lemma 3.4]). If a, b, c ∈ E(R+, V (R)) are such that a depends
only on the first variable and c depends only on the second variable, then
Op(a)Op(b)Op(c) = Op(abc).
6.4. Applications of Mellin pseudodifferential operators
We immediately deduce the following assertion from [14, Lemma 4.1].
Lemma 6.4. Suppose f ∈ SO(R+) and γ ∈ C satisfies (1.3). Then the func-
tions
f(t, x) := f(t), sγ(t, x) := sγ(x), rγ(t, x) := rγ(x), (t, x) ∈ R+ × R,
belong to the Banach algebra E(R+, V (R)).
Lemma 6.5. If b ∈ E(R+, V (R)), then the operator Φ
−1Op(b)Φ belongs to the
algebra Λ.
Proof. Let c ∈ SO(R+). It follows from Lemma 6.4 that the functions
c0(t, x) := c(t)r0(x), s0(t, x) := s0(x), (t, x) ∈ R+ × R,
belong to the algebra E(R+, V (R)). Since E(R+, V (R)) ⊂ Cb(R+, V (R)), The-
orem 6.1 implies that B := Φ−1Op(b)Φ ∈ B. We infer from Theorem 6.2 that
Op(s0)Op(b)−Op(b)Op(s0) ∈ K(L
p(R+, dµ)), (6.5)
Op(c0)Op(b)−Op(b)Op(c0) ∈ K(L
p(R+, dµ)). (6.6)
On the other hand, by Theorem 4.2(d) and Lemma 6.3,
S0 = Φ
−1Co(s0)Φ = Φ
−1Op(s0)Φ, (6.7)
cR0 = cΦ
−1Co(r0)Φ = Φ
−1Op(c0)Φ. (6.8)
Combining (6.5)–(6.8), we conclude that S0B −BS0, (cR0)B −B(cR0) ∈ K.
Hence B ∈ Λ. 
Applying [14, Lemma 4.4] and making minor modifications in the proof
of [16, Lemma 4.5], we get the following.
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Lemma 6.6. Let γ ∈ C satisfy (1.3). Suppose α ∈ SOS(R+), ω is its exponent
function, and Uα is the associated isometric shift operator on L
p(R+). Then
the operator UαRγ can be realized as the Mellin pseudodifferential operator
up to a compact operator:
UαRγ ≃ Φ
−1Op(c)Φ,
where the function c, given by
c(t, x) := eiω(t)xrγ(x) for (t, x) ∈ R+ × R,
belongs to the Banach algebra E(R+, V (R)).
7. Sufficient conditions for the semi-Fredholmness
7.1. One-sided invertibility in the quotient algebras Λpi
+∞
and Λpi
−∞
The next lemma shows that the operator N can be written as a paired oper-
ator with respect to the pair (P+0 , P
−
0 ).
Lemma 7.1. Let 1 < p <∞ and let γ ∈ C satisfy (1.3). Suppose ak, bk belong
to SO(R+) for all k ∈ Z, α, β belong to SOS(R+), the operators A+ ∈W
SO
α,p
and A− ∈ W
SO
β,p are given by (1.5), and the operator N is given by (1.6).
Then the operator N can be represented in each of the forms
N = A+P
+
0 + C−P
−
0 = C+P
+
0 +A−P
−
0 , (7.1)
where
C+ := A+ + 2 sinh(piiγ)e
πiγ(A+ −A−)P
−
γ ,
C− := A− + 2 sinh(piiγ)e
−πiγ(A+ −A−)P
+
γ .
Moreover, all operators DP+0 − P
+
0 D and DP
−
0 − P
−
0 D, where D belongs to
the set {A+, A−, C+, C−}, are compact on the space L
p(R+).
Proof. Both representations follow from Lemma 4.4. The compactness of the
commutators DP±0 − P
±
0 D is a consequence of parts (a) and (d) of Theo-
rem 4.2 and Lemma 4.5. 
The following statement generalizes [15, Theorem 8.1] from the case of
two-sided invertible binomial functional operators A+ and A− to the case of
one-sided invertible operators A+ ∈ W
SO
α,p and A− ∈ W
SO
β,p . This generaliza-
tion is possible thanks to Theorem 3.3, although the proof follows the same
lines as in [15].
Theorem 7.2. Let 1 < p < ∞ and let γ ∈ C satisfy (1.3). Suppose ak, bk
belong to SO(R+) for all k ∈ Z, α, β belong to SOS(R+), the operators
A+ ∈ W
SO
α,p and A− ∈ W
SO
β,p are given by (1.5), and the operator N is given
by (1.6).
(a) If the operator A+ is left (resp., right) invertible on the space L
p(R+),
then the coset Nπ + J π+∞ is left (resp., right) invertible in the quotient
algebra Λπ+∞.
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(b) If the operator A− is left (resp., right) invertible on the space L
p(R+),
then the coset Nπ + J π−∞ is left (resp., right) invertible in the quotient
algebra Λπ−∞.
Proof. Recall that FOα,β ⊂ Fα,β ⊂ Λ in view of Theorem 5.2. By Lemma 7.1,
the operator N is represented in each of the forms (7.1), where
A+ ∈W
SO
α,p ⊂ FOα,β ⊂ Fα,β ⊂ Λ, A− ∈W
SO
β,p ⊂ FOα,β ⊂ Fα,β ⊂ Λ,
and C+, C− ∈ Fα,β ⊂ Λ.
(a) Take A+ ∈ W
SO
α,p . If A+ is left (resp., right) invertible in B, then it
follows from Theorem 3.3 that there exists a left (resp., right) inverse A
(−1)
+
of A+ such that A
(−1)
+ ∈ W
SO
α,p ⊂ Fα,β ⊂ Λ. Hence the coset A
π
+ = A+ + K
is left (resp., right) invertible in the quotient algebra Λπ, which implies the
left (resp., right) invertibility of the coset Aπ+ +J
π
+∞ in the quotient algebra
Λπ+∞. Hence we infer from (7.1) that
Nπ + J π+∞ = (A+P
+
0 + C−P
−
0 )
π + J π+∞
= Aπ+ + [(C− −A+)P
−
0 ]
π + J π+∞ = A
π
+ + J
π
+∞
because (P−0 )
π ∈ Iπ+∞ ⊂ J
π
+∞. Thus, the left (resp. right) invertibility of
the operator A+ in B implies the left (resp., right) invertibility of the coset
Nπ + J π+∞ in the quotient algebra Λ
π
+∞. Part (a) is proved.
(b) The proof is analogous. 
7.2. Invertibility in the quotient algebras Λpiξ,x with (ξ, x) ∈ ∆× R
By a literal repetition with minor modifications of the proof of [15, Lemma 7.4],
we get the following.
Lemma 7.3. Let γ ∈ C satisfy (1.3). Suppose α ∈ SOS(R+) and ω is its
exponent function. If ξ ∈ ∆ and
a(t, x) := eiω(t)x(rγ(x))
2 for (t, x) ∈ (∆ ∪ R+)× R,
then there exists a function bξ ∈ E(R+, V (R)) such that
a(t, x)− a(ξ, x) = (ω(t)− ω(ξ))bξ(t, x)rγ(x) for (t, x) ∈ R+ × R.
Lemma 7.4. Let γ ∈ C satisfy (1.3). Suppose α is a slowly oscillating shift,
ω is its exponent function, and Uα is the associated isometric shift operator
on Lp(R+). If (ξ, x) ∈ ∆× R, then
(UαR
2
γ)
π − eiω(ξ)x(rγ(x))
2Iπ ∈ J πξ,x.
Proof. The proof is developed by analogy with [15, Lemma 8.3]. In view of
Lemma 6.6,
UαRγ ≃ Φ
−1Op(cω,γ)Φ, (7.2)
where cω,γ ∈ E(R+, V (R)) is given by
cω,γ(t, y) := e
iω(t)yrγ(y) for (t, y) ∈ R+ × R.
On the other hand, in view of Theorem 4.2(d) and Lemma 6.4,
Rγ = Φ
−1Co(rγ)Φ = Φ
−1Op(rγ)Φ, (7.3)
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where rγ ∈ E(R+, V (R)) is given by
rγ(t, y) = rγ(y) for (t, y) ∈ R+ × R.
It follows from (7.2)–(7.3) and Lemma 6.3 that
UαR
2
γ ≃ Φ
−1Op(a)Φ, (7.4)
where
a(t, y) = cω,γ(t, y)rγ(t, y) = e
iω(t)y(rγ(y))
2 for (t, y) ∈ R+ × R.
Since a(·, y) ∈ SO(R+) for every y ∈ R, taking the Gelfand transform of
a(·, y), we obtain
a(t, y) = eiω(t)y(rγ(y))
2 for (t, y) ∈ (∆ ∪ R+)× R.
Fix (ξ, x) ∈ ∆× R. Let us represent the function a in the form
a(t, y) =a(t, y)− a(ξ, y) + cω,γ(ξ, y)rγ(y)
=[a(t, y)− a(ξ, y)] + [cω,γ(ξ, y)− cω,γ(ξ, x)]rγ(t, y)
+ cω,γ(ξ, x)[rγ(t, y)− rγ(t, x)] + a(ξ, x), (7.5)
where (t, y) ∈ R+×R. Further, we deduce from Lemma 7.3 that there exists
a function bξ ∈ E(R+, V (R)) such that
a− a(ξ, ·) = (ω − ω(ξ))bξrγ .
Hence, we infer from the above equality and Lemmas 6.4 and 6.3 that
Φ−1Op(a− a(ξ, ·))Φ = Φ−1Op((ω − ω(ξ))bξrγ)Φ
= (Φ−1Op(ω − ω(ξ))Φ) · (Φ−1Op(bξ)Φ) · (Φ
−1Op(rγ)Φ).
The latter equality, Theorem 6.2 and equality (7.3) imply that
Φ−1Op(a− a(ξ, ·))Φ ≃ (ω − ω(ξ))Rγ(Φ
−1Op(bξ)Φ). (7.6)
Applying Theorem 5.3(c) and Corollary 4.3(b), we obtain
([(ω − ω(ξ))Rγ ]
π)̂(ξ, x) = (ω(ξ)− ω(ξ))rγ(x) = 0.
Therefore [(ω−ω(ξ))Rγ ]
π ∈ Iπξ,x. On the other hand, since bξ ∈ E(R+, V (R)),
we conclude from Lemma 6.5 that Φ−1Op(bξ)Φ ∈ Λ. Then, taking into ac-
count (7.6) and the definition of the ideal J πξ,x, we infer that
[Φ−1Op(a− a(ξ, ·))Φ]π = [(ω − ω(ξ))Rγ(Φ
−1Op(bξ)Φ)]
π ∈ J πξ,x. (7.7)
Taking into account the definition of the norm (6.4) in the algebra V (R), it
is easy to see that the function cω,γ(ξ, ·) belongs to V (R), where
cω,γ(ξ, y) = e
iω(ξ)yrγ(y) for y ∈ R+.
Then, by Stechkin’s inequality (Theorem 4.1), cω,γ(ξ, ·) ∈ Cp(R). Hence, it
follows from Theorem 4.2(a) that Φ−1Co(cω,γ(ξ, ·))Φ ∈ A. By Theorem 5.3(c)
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and Corollary 4.3(b),
([Φ−1Op(cω,γ(ξ, ·)− cω,γ(ξ, x))Φ]
π)̂(ξ, x) =
= ([Φ−1Co(cω,γ(ξ, ·))Φ]
π)̂(ξ, x) − ([cω,γ(ξ, x)I]π)̂(ξ, x)
= eiω(ξ)xrγ(x) − e
iω(ξ)xrγ(x) = 0.
Therefore
[Φ−1Op(cω,γ(ξ, ·)− cω,γ(ξ, x))Φ]
π ∈ Iπξ,x.
By this observation, Lemma 6.3 and equality (7.3), we obtain
[Φ−1Op((cω,γ(ξ, ·)− cω,γ(ξ, x))rγ)Φ]
π =
= [Φ−1Op(cω,γ(ξ, ·)− cω,γ(ξ, x))Φ]
π [Φ−1Op(rγ)Φ]
π
= [Φ−1Op(cω,γ(ξ, ·)− cω,γ(ξ, x))Φ]
πRπγ ∈ J
π
ξ,x. (7.8)
Finally, in view of (7.3), Theorem 5.3(c) and Corollary 4.3(b), we deduce
that
([Φ−1Op(rγ−rγ(x))Φ]
π)̂(ξ, x) = ([Rγ−rγ(x)I]π)̂(ξ, x) = rγ(x)−rγ(x) = 0.
Hence
cω,γ(ξ, x)[Φ
−1Op(rγ − rγ(x))Φ]
π ∈ Iπξ,x ⊂ J
π
ξ,x. (7.9)
Combining (7.4)–(7.5) with (7.7)–(7.9), we arrive at the relation
(UαR
2
γ)
π − eiω(ξ)x(rγ(x))
2Iπ = [Φ−1Op(a)Φ− a(ξ, x)I]π ∈ J πξ,x,
which completes the proof. 
Now we are in a position to prove that condition (ii) of Theorem 1.1 is
sufficient for the invertibility of the coset Nπ + J πξ,x in the quotient algebra
Λπξ,x.
Theorem 7.5. Let 1 < p < ∞ and let γ ∈ C satisfy (1.3). Suppose ak, bk
belong to SO(R+) for all k ∈ Z, α, β belong to SOS(R+), the operators
A+ ∈ W
SO
α,p and A− ∈ W
SO
β,p are given by (1.5), and the operator N is given
by (1.6). If n(ξ, x) 6= 0 for some (ξ, x) ∈ ∆ × R, where the function n is
defined by (1.7)–(1.9), then the coset Nπ +J πξ,x is two-sided invertible in the
quotient algebra Λπξ,x.
Proof. We follow the main lines of the proof of [15, Theorem 8.4].
Fix (ξ, x) ∈ ∆× R and consider the operators
H± :=
p±γ (x)
[rγ(x)]2
R2γ . (7.10)
Then it follows from Theorem 5.3(c) and Corollary 4.3(b) that
(Hπ±)̂(ξ, x) = p±γ (x). (7.11)
Therefore, taking into account Corollary 4.3(b) once again, we get
(P±γ −H±)
π ∈ Iπξ,x
and [
A+(P
+
γ −H+) +A−(P
−
γ −H−)
]π
∈ J πξ,x,
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whence
Nπ + J πξ,x = (A+H+ +A−H−)
π + J πξ,x. (7.12)
We know from Theorem 4.2(d),(a) that H± ∈ A. Hence, we infer from
Lemma 4.5 that for all k ∈ Z,
(UkαH+)
π = (H+U
k
α)
π, (UkβH−)
π = (H−U
k
β )
π. (7.13)
Taking into account (7.11), it is easy to see that for all k ∈ Z,[
(akH+)
π − (ak(ξ)H+)
π
]̂(ξ, x) = 0, [(bkH−)π − (bk(ξ)H−)π]̂(ξ, x) = 0.
Hence
(akH+)
π − (ak(ξ)H+)
π , (bkH−)
π − (bk(ξ)H−)
π ∈ Iπξ,x ⊂ J
π
ξ,x, (7.14)
Applying (7.13) and (7.14), we obtain for all k ∈ Z,
(akU
k
αH+)
π − (ak(ξ)U
k
αH+)
π = [(akH+ − ak(ξ)H+)U
k
α]
π ∈ J πξ,x, (7.15)
(bkU
k
βH−)
π − (bk(ξ)U
k
βH−)
π = [(bkH− − bk(ξ)H−)U
k
β ]
π ∈ J πξ,x. (7.16)
Then it follows from (7.12) and (7.15)–(7.16) that
Nπ + J πξ,x =
∑
k∈Z
(
ak(ξ)U
k
αH+ + bk(ξ)U
k
βH−
)π
+ J πξ,x. (7.17)
In view of Theorem 5.3(c) and Corollary 4.3(b), it is easy to see that([
(rγ(x))
−2R2γ − I
]π)̂(ξ, x) = 0.
Hence
Hπ± − p
±
γ (x)I
π ∈ Iπξ,x ⊂ J
π
ξ,x. (7.18)
By Lemmas 2.3, 2.6, and 7.4, we deduce for all k ∈ Z that
(UkαR
2
γ)
π − eikω(ξ)x(rγ(x))
2Iπ, (UkβR
2
γ)
π − eikη(ξ)x(rγ(x))
2Iπ ∈ J πξ,x.
The above inclusions together with (7.10) imply for every k ∈ Z that
(UkαH+)
π − eikω(ξ)xp+γ (x) I
π ∈ J πξ,x, (7.19)
(UkβH−)
π − eikη(ξ)xp−γ (x) I
π ∈ J πξ,x. (7.20)
Combining (7.18)–(7.20), we arrive at the equality
Nπ + J πξ,x = n(ξ, x)I
π + J πξ,x,
where n(ξ, x) is given by (1.8)–(1.9). If n(ξ, x) 6= 0, then one can check
straightforwardly that (1/n(ξ, x))Iπ+J πξ,x is the inverse of the cosetN
π+J πξ,x
in the quotient algebra Λπξ,x. 
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7.3. Proof of Theorem 1.1
The proof is analogous to that of [15, Theorem 1.2]. We know from Theo-
rem 4.2(d) and Theorem 5.2 that N ∈ Λ. If condition (i) of Theorem 1.1 is
fulfilled, that is, if the operators A+ and A− are left (resp., right) invertible,
then by Theorem 7.2 the coset Nπ+J π+∞ is left (resp., right) invertible in the
quotient algebra Λπ+∞ and the coset N
π+J π−∞ is left (resp., right) invertible
in the quotient algebra Λπ−∞. On the other hand, if condition (ii) of Theo-
rem 1.1 holds, then in view of Theorem 7.5, the coset Nπ +J πξ,x is two-sided
invertible in the quotient algebra Λπξ,x for every pair (ξ, x) ∈ ∆ × R. Then,
by Theorem 5.4, the operator N ∈ Λ is left (resp., right) Fredholm. 
8. Semi-Fredholmness of weighted singular integral operators
with coefficients being binomial functional operators
8.1. Criteria for the two-sided and strict one-sided invertibility of aI−bUα
Suppose a, b ∈ SO(R+) and α ∈ SOS(R+). For s ∈ {0,∞}, put
L∗(s; a, b) := lim inf
t→s
(|a(t)| − |b(t)|), L∗(s; a, b) := lim sup
t→s
(|a(t)| − |b(t)|).
Fix a point τ ∈ R+ and put
τ−,α := lim
n→−∞
αn(τ), τ+,α := lim
n→+∞
αn(τ).
Then either τ−,α = 0 and τ+,α = ∞, or τ−,α =∞ and τ+,α = 0. The points
τ+,α and τ−,α are called attracting and repelling points of α, respectively.
We say that the triple {α, a, b} satisfies conditions (I1), (I2), (LI), (RI)
if
(I1) L∗(τ−,α; a, b) > 0 and L∗(τ+,α; a, b) > 0 and inf
t∈R+
|a(t)| > 0;
(I2) L∗(τ−,α; a, b) < 0 and L
∗(τ+,α; a, b) < 0 and inf
t∈R+
|b(t)| > 0;
(LI) L∗(τ−,α; a, b) < 0 < L∗(τ+,α; a, b) and for every t ∈ R+ there is an
integer kt such that b[αk(t)] 6= 0 for k < kt and a[αk(t)] 6= 0 for k > kt.
(RI) L∗(τ+,α; a, b) < 0 < L∗(τ−,α; a, b) and for every t ∈ R+ there is an
integer kt such that b[αk(t)] 6= 0 for k ≥ kt and a[αk(t)] 6= 0 for k < kt.
Theorem 8.1 ([18, Theorems 1.1–1.2]). Let a, b ∈ SO(R+), α ∈ SOS(R+),
and let the binomial functional operator A be given by
A := aI − bUα.
(a) The operator A is invertible on the Lebesgue space Lp(R+) if and only
if the triple {α, a, b} satisfies either condition (I1), or condition (I2).
(b) The operator A is strictly left invertible on the space Lp(R+) if and only
if the triple {α, a, b} satisfies condition (LI).
(c) The operator A is strictly right invertible on the space Lp(R+) if and
only if the triple {α, a, b} satisfies condition (RI).
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8.2. Sufficient conditions for the semi-Fredholmness
Combining Theorem 1.1 and Theorem 8.1, we arrive at the following.
Corollary 8.2. Let 1 < p < ∞ and let γ ∈ C satisfy (1.3). Suppose a, b, c, d
belong to SO(R+), α, β belong to SOS(R+), and ω, η ∈ SO(R+) are the
exponent functions of the shifts α, β, respectively. Consider the operator
M := (aI − bUα)P
+
γ + (cI − dUβ)P
−
γ
and the corresponding function m defined for (ξ, x) ∈ (R+ ∪∆)× R by
m(ξ, x) := (a(ξ)− b(ξ)eiω(ξ)x)p+γ (x) + (c(ξ) − d(ξ)e
iη(ξ)x)p−γ (x),
where the functions p±γ are defined by (1.8).
(a) If each of the triples {α, a, b} and {β, c, d} satisfies either condition (I1)
or condition (I2) (but not necessarily the same condition), and
inf
x∈R
|m(ξ, x)| > 0 for every ξ ∈ ∆, (8.1)
then the operator M is Fredholm on the space Lp(R+).
(b) If each of the triples {α, a, b} and {β, c, d} satisfies only one of condi-
tions (I1), (I2) and (LI) (but not necessarily the same condition), and
condition (8.1) is fulfilled, then the operator M is left Fredholm on the
space Lp(R+).
(c) If each of the triples {α, a, b} and {β, c, d} satisfies only one of condi-
tions (I1), (I2) and (RI) (but not necessarily the same condition), and
condition (8.1) is fulfilled, then the operator M is right Fredholm on the
space Lp(R+).
Another (more involved) proof of Corollary 8.2(a), relying on criteria
for the Fredholmness of Mellin pseudodifferential operators (see [21] and [16,
Theorem 3.6]), is given in [19, Theorem 1.3]. The converse statement to Corol-
lary 8.2(a) is proved in [20, Theorem 1.2]. The statements of parts (b) and
(c) in Corollary 8.2 are new.
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