Abstract: We consider a class of age-structured control problems with nonlocal dynamics and boundary conditions. For these problems we suggest Arrow-type sufficient conditions for optimality of problems defined on finite as well as infinite time intervals. We examine some models as illustrations (optimal education and optimal offence control problems).
Introduction and the general model
Age-structured optimal control theory serves to study problems arising in different areas such as epidemiology [1] , harvesting [2, 3] , investment in capital goods [4, 12, 13] , investment in human capital [22] , and marketing [11, 16] . Solutions of these problems are often obtained by applying necessary optimality conditions of Pontryagin type. For the most general age-structured model, in which the individuals have finite lifetimes, these types of optimality conditions are obtained in [14] . An earlier contribution, which is addressed to a particular case of the general age-structured model, can be found in [7] (see [7, 14] for references to applications).
Two basic approaches are used to supplement a necessary optimality condition when solving an optimization problem. One of them consists of proving the existence of a solution, in the case of age-structured optimal control such a result can be found for example in [2, p. 68] . The other approach is to find sufficient conditions that guarantee that the solution is indeed optimal. For optimal control problems for ODEs, such conditions can be found in [23, 24] . As in optimal control for ODEs, in age-structured control, convex and concave functions are often used for modelling practical problems. For that reason in this paper we suggest analogues of the sufficient optimality conditions known from [23, 24] . We show that under certain additional conditions, such as convexity of sets of the control values, concavity of some functions, and additive decomposition of the integrands of the objective functional, the conditions from [14] are necessary and sufficient for optimality.
We consider the following general control problem: 
subject to the dynamic equations
the initial condition (0 ) = ψ( ( )) for
the boundary condition ( 0) = ( ( ) ( )) for ∈ [0 T (6) and the control constraints ( ) ∈ U( ) ( ) ∈ V ( ) ( ) ∈ W ( ) for ∈ [0 T and
The variable is usually interpreted as the age in applications. We denote the time by , running in a given interval [0 T , which is the finite interval [0 T ] if T < ∞, or the infinite interval [0 ∞) if T = ∞. By ( ) we denote any pair of state (phase) variables = ( ) and control variables = ( ). In the infinite horizon case we assume that the objective functional does not depend on (T ), hence ( ) is not involved in (1) .
Let us suppose that the sets U( ), V ( ) and W ( ) which contain the control values are independent of and and that the time horizon T is finite. In this case, the model we consider is a special case of the model for which a necessary optimality condition is obtained in [14] . Here the integrand L, which is used in [14] , is represented by the equation
Sufficient optimality conditions for age-structured optimal control problems are proposed in [19] . However, these conditions are not applicable to some new models such as those considered in [1, 12, 22] , due to the presence of initial control ( ) and nonlocal state variables ( ) and ( ). In fact, the model for which sufficient optimality conditions are proposed in [19] , includes a special type of nonlocal phase variable ( ), but it occurs only in the boundary condition.
The rest of the paper is organized as follows. In Section 2, we present the detailed formulation of the model and introduce the corresponding Hamiltonians and adjoint variables. In Section 3, we formulate and prove a sufficient optimality condition for the finite horizon control problem, while the infinite horizon control problem is addressed in Section 4. In Section 5, we apply the sufficient conditions to an optimal education problem and to an optimal offence control problem.
Statements and suppositions
Let us denote by Q = [0 T × [0 ω] the domain in which we consider the problem. The sets in which the controls are constrained are U( 
are Carathéodory (measurable with respect to and continuous with respect to the rest of the variables), locally essentially bounded, and differentiable with respect to ( ). Their partial derivatives are measurable with respect to , continuous with respect to the rest of the variables, and locally essentially bounded.
We will refer to the vector = (1 1) as the characteristic direction of the differential operator ∂/∂ + ∂/∂ , and call the operator the directional derivative along , i.e. 
Definition 2.1.
Let Γ ⊂ Q be an arbitrary continuous curve. Let each characteristic segment {( ) ∈ Q : − = const} of Q intersect Γ at a single point. For each point of intersection γ we denote by S(γ) the interval of all values such that γ + belongs to the characteristic segment (and therefore γ + belongs to Q).
A solution of (2)-(4), which corresponds to an admissible control ( · · ) and satisfies the condition
is a triple of measurable and locally bounded functions on Q ([0 T respectively) such that
holds for a.e. γ = ( 0 0 ) ∈ Γ and a.e. ∈ S(γ), (3) and (4) hold for a.e. ( ) ∈ Q ( ∈ [0 T , respectively).
The solution to (2)-(4) which satisfies the conditions (5) and (6) will be called the admissible state (phase) trajectory. In addition, we will assume that for any admissible control there exists a unique solution to the system (2)-(6) on Q.
For the general problem, we define the distributed Hamiltonian
the initial Hamiltonian
and the boundary Hamiltonian
The maximized distributed Hamiltonian is
In the above definitions of the Hamiltonians (8)- (10) we used the adjoint vector functions ξ ∈ L ∞ loc (Q; R ), η ∈ L ∞ loc (Q; R ) and ζ ∈ L ∞ loc ([0 T ; R ), which are the solution to the adjoint system of equations introduced in [14] ,
and we define the notion of solution to this system as in Definition 2.1.
Sufficient conditions for optimality of the finite horizon control problem
Consider the problem (1)- (7) in which the length of the time interval T is a finite number. In order to prove the main result of this section we need the following lemma.
Lemma 3.1.
Let ( ) ∈ L 1 (Q) be absolutely continuous along the characteristic direction and let
Then the following equality is fulfilled:
Proof. This is a reformulation of [14, Lemma 2] and naturally it is proven in a similar way. Let us define the function ( ) = ω 0 ( ) , which after transformation to characteristic coordinates by the change = − is ( ) = −ω ( − ) . The derivative of this function with respect to in the previous coordinates iṡ
Integrating with respect to over the interval [0 T ] we obtain (15).
Theorem 3.2.
Let ( ) be an admissible pair of state and control variables and (ξ η ζ) the corresponding solution to the adjoint system (12)- (14) . Suppose the following four assumptions hold.
(i) The necessary conditions for local maximum of the side Hamiltonians with respect to the corresponding controls and the condition for maximum of the distributed Hamiltonian:
(ii) The transversality conditions: Proof. We use the same ideas as in [23, 24] . In the proof of this theorem and further, for convenience in writing formulas, we omit the arguments and in the functions depending on them. Such functions are ( ), ( ), ( ), ( ), ( ), ξ( ), η( ), ( ), ( ), ζ( ), ( ), and the reference representatives of these functions, denoted with "hats".
The existence and uniqueness of the solution to the adjoint system (12)- (14) subject to the conditions (19) and (20) are proved in [14] . Further, concavity of H 0 and H (assumption (iii) of the theorem) yields, see [5, p. 103] ,
Let ( ) be an arbitrary admissible pair of state and control variables. Let us denote ∆ = J( ) − J( ). To prove the theorem, we must show that ∆ ≥ 0. From the definition (1) of the objective functional, the difference
is a sum of three integrals, which we denote by I 1 I 2 and I 3 . We evaluate each of these integrals. Before that, as in [24, p. 108], first we will prove the following inequality:
for almost each ( ) ∈ Q. Let us fix a point ( ) ∈ Q. First from the definition of H and from (18) it follows that
The concavity of the maximized Hamiltonian H with respect to = ( ) ∈ R × R × R yields the existence of a supergradient (
for each = ( ) ∈ R × R × R . Note that if H is strictly concave then the above inequality is strict for = . From the inequalities (24) and (25) when = we obtain
Let us introduce the function Φ(
From the last inequality we see that Φ reaches its maximum at = , = and = . We obtain from the differentiability of Φ that ∂Φ(
This, together with the inequalities (24) and (25), proves the inequality (23).
Now let us return to the evaluation of the integrals I 1 I 2 and I 3 . First, using the definition of the distributed Hamiltonian, we estimate consecutively the integral I 1 ,
This series of evaluations is obtained: a) from the evaluation of the distributed Hamiltonian (23) and from the dynamic equations (2)- (4); b) from the adjoint equations (12)- (14); c) from the product rule for derivatives and from Lemma 3.1; d) from the initial condition (5) and the boundary condition (6). Now we evaluate the integral I 2 ,
We have obtained this evaluation using: a) the definition of the initial Hamiltonian (9) and concavity of the function ( ) with respect to ; b) inequality (21) . Evaluating the integral I 3 we obtain
This sequence of evaluations we have obtained by: a) the definition of the boundary Hamiltonian (10); b) inequality (22) . Adding the right-hand sides of the inequalities (26)-(28) by which we have evaluated the integrals I 1 I 2 and I 3 , and canceling the terms with opposite signs we obtain the following evaluation for the difference ∆:
From this and from the conditions for local maximum and transversality, (16) , (17), (19) and (20), it follows that ∆ ≥ 0.
Remarks 3.3.
Obviously, if any of the Hamiltonians H(
) is strictly concave with respect to ( ), and ( ) respectively, then ( ) is the unique solution to the general model. Theorem 3.2 gives sufficient conditions when we are looking for a maximum of the objective functional. If we are looking for a minimum, we must replace the relations "≥" and "≤" in (16)- (18) with the opposite ones, the requirements for concavity of the Hamiltonians and the function with requirements for convexity and maximization in (11) with minimization. In this case H will be a minimized distributed Hamiltonian.
Denote by H 0 ( ), H ( ) and H( ) respectively the initial, boundary and distributed Hamiltonians, introduced in [14] . Then the relations with the Hamiltonians, introduced here, are
where C 0 C and C do not depend on the controls and respectively. We see that if the sets U( ), V ( ) and W ( ) which restrict the controls are independent of and , the conditions of Theorem 3.2 are necessary and sufficient for optimality of the pair ( ).
Sufficient conditions for optimality of the infinite horizon problems
In this section we consider the age-structured control problem (1)- (7), in which the time interval is infinite, that is T = ∞. As we have already noted, in this case the objective functional (1) does not depend on terminal values of state variables, therefore the integrand ( ) is not involved in the problem. In the literature devoted to the infinite horizon optimal control problems, one encounters two classes of definitions of optimality. One of these classes, related with the limiting objective functional, is based on the asymptotic behavior of the objective functional, while the other one, related with the finite-horizon solutions, is based on comparisons of the solutions of corresponding finite horizon problems with increasing terminal times, see [9] or [8] . The Pontryagin type necessary conditions for optimality obtained in [14] are formulated for the finite horizon age-structured control problems. As far as we know, this result is still not developed for the infinite horizon case. So this result is useful for finding optimal solutions satisfying any of the definitions from the second class (the finite horizon solutions), more precisely, for finding candidate solutions. For example, in [13] , Feichtinger et al. have found a decision horizon optimal solution of a vintage capital model using the optimality condition obtained in [14] .
After these comments let us return to the consideration of sufficient optimality conditions. We know from the optimal control of ODEs that the sufficient conditions for optimality of the finite horizon problems are easily extended to the class of limiting objective functional-type definitions of optimality as in [23] . Here we are going to do the same for age-structured optimal control problems. Let us first recall some definitions of optimality from this class, according to [23] .
Definitions of optimality.
Let ( ) be an admissible pair of state and control variables which we are testing for optimality and ( ) be an arbitrary admissible pair. We define the truncated difference
The pair which we are testing is called:
• overtaking optimal, if for each admissible pair ( ) there is a number τ , eventually depending on ( ) such that for each τ ≥ τ the inequality ∆(τ) ≥ 0 holds true;
• catching up optimal, if for each admissible pair ( ), lim inf τ→∞ ∆(τ) ≥ 0;
• sporadically catching up optimal, if for each admissible pair, lim sup 
Proof. In the same way as in the proof of Theorem 3.2, instead of inequality (29) we obtain the inequality
and by using the conditions for local maximum (16) and (17), and transversality (20), we obtain
(i) Obviously, from the last inequality it follows that if the condition (30) is fulfilled for some positive number τ then ∆(τ) ≥ 0 for each τ ≥ τ .
(ii) Let = lim inf Proof. From the assumptions for each sufficiently large τ we have
Since the right-hand side tends to zero as τ → ∞, we obtain from here that lim inf
Applications
The sufficient conditions for optimality obtained here can be applied for example for the models in [11-13, 16, 22] . For some of these models, however, there are alternative methods for proving optimality of the controls found by the Pontryagin type necessary conditions. In [12] this is done by referring to a theorem for the existence of optimal control, and in [13] the sufficient condition obtained in [19] is applied. As illustrations of the sufficient conditions obtained here for age-structured control, in the next subsections we consider in detail two examples. In subsection 5.1 we apply Theorem 3.2 to prove the optimality of control in a case of the optimal education model considered in [22] . In subsection 5.2 we use Theorem 4.1 to prove the existence of catching up optimal solution to the offence control problem considered in [18] .
Optimal education problem
In order to find the optimal workforce-education policy at the macro level, Prskawetz et al. in their paper [22] suggest a model in which the output depends on the aggregate supply of labor, heterogeneous with respect to its age and qualification skills. With regard to the second feature, the workers are divided into two categories: low-skilled and high-skilled. The numbers of workers of age at time from each of the categories are L( ) and H( ) respectively. The educational policy is represented by the control function ( ) which represents the intensity of the educational effort (rate) for the workers of age at time .
By applying the Pontryagin type necessary conditions for optimality obtained in [14] , an educational rate is proposed which is a candidate for a solution of the considered model. Here we show that in the case of perfect substitutability across ages and skills, and boundedness of the educational rate, this candidate satisfies the sufficient conditions of Theorem 3.2, therefore the proposed rate is indeed optimal.
In order to implement the necessary conditions, the proposed model is presented in the following form in Appendix B of that paper: Maximize the functional
subject to the dynamics
and the restriction on the control function
As initial and boundary data, the positive functions L( 0), H( 0), L(0 ) and H(0 ) are given. The control variable in the model is and the state variables are = (L H) and = (L H P). The full description of this model and the economic interpretation of the constants and functions used can be found in [22] . We use the same notations, with the exception of age, for which we use instead of . 
The boundary Hamiltonian is
. It does not depend on the state variables, therefore it is obvious that the condition for concavity imposed on it is satisfied. The distributed Hamiltonian is
We obtain that ζ P ( ) = − − from the adjoint equation (14) . Thus we see that the distributed Hamiltonian is strictly concave with respect to and therefore it has a unique maximizer ( ) for any fixed solution of the other adjoint equations. So the maximized distributed Hamiltonian corresponding to any fixed adjoint functions is H (
L H L H P) = H L H L H P ( ) .
Let and be fixed. In the case λ L = λ H = 1 (perfect substitutability across age groups) only the first term of H is nonlinear with respect to the phase variables, hence in this case H is concave if and only if the first term is concave. But it is well known that the function
defined for non-negative values of its arguments L and H is concave. Hence the condition for concavity of H is fulfilled.
The situation is different in the case of non-perfect substitutability across the age groups. Proof. Here we will consider the function
is concave, then each of its second directional derivative must be nonpositive. We will show that this is not true. Consider the curve γ :
Recall [10, p. 35 ] that the directional derivative of a function along a vector at a point is the derivative of that function at that point along a curve γ, provided is the tangent vector at that point of the curve γ.
Let (L H) be a point with positive coordinates. Then the first and second directional derivatives of Y at that point along the tangent vector of γ are
We see that the second directional derivative of the function Y (L H) is positive, whence this function is not concave.
Thus, from the above proposition we can see that in the case of non-perfect substitutability across the age groups Theorem 3.2 is not applicable. From the previous considerations, it follows that in the case of perfect substitutability across the age groups, the age-structured control problem (34)- (40) is equivalent to the problem of finding an admissible control and corresponding state variables, and adjoint variables ξ L ξ H ζ L ζ H , for which maximizes the distributed Hamiltonian corresponding to these variables. We shall see that in the case of perfect substitutability across ages and across qualifications (ρ = λ L = λ H = 1), and if the educational rate ( ) is bounded, there exists a solution to the second problem and hence there exists a solution to the control problem too.
Assume the educational rate ( ) does not exceed a sufficiently large number N, and consider the optimal education problem in which ρ = λ L = λ H = 1 and instead of condition (40), the condition
is imposed. From the standing assumptions it follows that the derivative ( ) is invertible with respect to . Denote by 
Note that the function defined above is continuous with respect to and Lipschitz continuous with respect to . Note also that this function is bounded and
As in [22, Section 3] we conclude that the unique maximizer of the distributed Hamiltonian (41) with respect to under the condition (42) is
where
The adjoint variables ξ L and ξ H are the solution of the Cauchy problem
and one can obtain from here, see [22, Section 3] , that the Cauchy problem for ∆( ) is
Proposition 5.2.
Under the conditions of perfect substitutability across ages and across qualifications (ρ = λ L = λ H = 1) the control defined in equation (43) is optimal for the problem (34)-(39), (42).
Proof. We obtain from the adjoint equations (14) 
Substituting the control from (43) into the differential equation of (45) we receive the following Cauchy problem for the variable ∆ which corresponds to the maximizer :
where the functions π and are
Since the functions involved in the upper definitions are non-negative, bounded and continuous, the functions and π are also non-negative, bounded and continuous on Q × R and is bounded and continuous on Q.
As we have noted before, we must prove the existence of adjoint and state variables, corresponding to the maximizer from (43). First we will prove that the problem (46) has a global solution on Q. Converting the problem (46) to characteristic coordinates ( ) by introducing the variable = − , we obtain the following Cauchy problems for ODEs:
These Cauchy problems are equivalent to the integral equations
where Θ = + ω if ≤ T − ω and Θ = T otherwise, see for example [21, p. 15] .
Let us fix the value of . Since π and are bounded functions, and is nonnegative function, it follows from (48) that ∆ is bounded. From Lipschitz continuity and boundedness of the function
+ it follows that the righthand side of the differential equation from (47) is Lipschitz continuous with respect to ∆. Therefore for any initial condition the differential equation from (47) corresponding to the fixed has a local solution. Since any local solution leaves every compact, from the boundedness of ∆ it follows that the Cauchy problem (47) corresponding to the considered has a global solution. This is true for any ∈ [−ω T ], therefore the problem (46) has a global solution on Q.
Let ∆( ) be the solution of (46). Then (43) uniquely determines the maximizer ( ) of the distributed Hamiltonian corresponding to ∆( ). We can obtain the state trajectories L( ), H( ), L( ), H( ) and P( ) corresponding to ( ) from the dynamic equations (35) 
Optimal offence control problem
The optimal trade-off between preventing offences and treating offenders is studied by Hartl et al. in [18] , where the authors suggest an age-structured optimal control model. The objective in this model is to minimize the discounted stream of social costs consisting of the damages caused by the offenders and the costs for the prevention of offences and treatment of offenders. The suggested model is as follows:
the initial and the boundary conditions
and the control constraints
The control variables in the model, ( ) and ( ), represent the treatment rate of offenders of age at time and the prevention rate against offences respectively. If ( ) ≡ , as it is in [6] , ( ) and ( ) can be interpreted as the expenditures on treatment and prevention programs respectively. The state variable ( ) is the number of offenders of age at time . (This variable is denoted by in [18] .) We assume in our analysis that the functions used are sufficiently smooth, all the derivatives that we introduce will be continuous. In the paper [18] The function is the impact of treatment relative to the number of offenders. Our model will be economically meaningful if is a non-negative, strictly increasing and concave function, hence we assume that (0) = 0, > 0 and ≤ 0. Therefore is invertible, let us denote the inverse function by η. From the properties of inverse functions, see [15, p. 516] , it follows that η > 0 and η ≥ 0. The other functions which are used in the model are continuous and positive, and the constants used are also positive. Their descriptions can be found in [18] .
We will assume that the control variables and are bounded, so let 0 ≤ ≤ M and 0 ≤ ≤ M for some sufficiently large number M. For mathematical convenience we will replace the argument / of the function by /( + ε) for sufficiently small positive ε as it is done in [6] . It turns out that it is more convenient to use ( · · ) = ( · · )/( ( · · )+ε) instead of ( · · ) as a control variable and we will see that is positive. From the boundedness assumption on it follows that the new control variable is bounded too. Expressing by we obtain that = η( )( + ε). So in the end we obtain the following modification of the model (49)-(52):
Here the interval [0 N] is the image of the function → ( /ε) for ∈ [0 M]. In addition we will need the function → (η( )( + ε)) to be strongly convex when > 0. Therefore we will assume that either both ≥ const > 0 and η ≥ const > 0, or both ≥ const > 0 and η ≥ const > 0 hold true. Due to the change of the control variable, the state variable ( ) is a solution of a Cauchy problem for a linear differential equation with a positive forcing function and positive initial and boundary data. Consequently each admissible state trajectory is positive as we have mentioned before. Note also that from the dynamics we can see that the phase speed becomes negative when ( ) is near to the total population ( ); therefore, 0 < ( ) < ( ).
The initial Hamiltonian for the model (53)- (56) (8) we will use the following substitute:
Note that if we transform the model into a model for the maximization of the objective functional, then the distributed Hamiltonian will be H( ) = H( ξ( )), where the adjoint variable ξ( ) is a solution to the following Cauchy problem:
and the positive bounded functions and are
Since all admissible state trajectories are bounded, in order to apply Theorem 4.1 we should prove that ξ( ) → 0 uniformly on ∈ [0 ω] when → ∞. For any fixed pair of admissible controls and the solution of (58) for the adjoint variable is
Hence it follows that for some positive constant C the next estimation is fulfilled:
and this proves the uniform convergence of ξ.
Since → ψ( ) is a strictly convex and → (η( )( + ε)) is a strongly convex function, H is a strictly concave function with respect to and when 0 < < ( ) and ξ < 0. Therefore the controls which maximize this substitute of the distributed Hamiltonian are uniquely determined. In the intervals in which ∈ (0 M) ( ∈ (0 N) respectively), the equality ∂H/∂ = 0 (∂H/∂ = 0 respectively) must be fulfilled. The partial derivatives of H are
Hence the admissible maximizers ( ξ) and ( ξ) of the Hamiltonian H can be determined implicitly by the
Here we use the notation
Indeed, from the assumption that ψ ( ) > 0 it follows the function → ψ ( ) is invertible. From the strong convexity assumption on → (η( )( + ε)), it follows that the function → (η( )( + ε)) η ( )( + ε), which can also be written as → (η( )( + ε))/ , is also invertible. Keeping the properties of the two invertible functions considered here, we can extend them to negative values of the arguments and so that the image of the function → ψ ( ) will be (−∞ 0) and the image of the function → (η( )( + ε))/ will be (0 +∞). Consequently the second equations of (61) and (62) Proof. We will show that Theorem 4.1 is applicable for this problem. Obviously, the conditions for concavity of the side Hamiltonians are satisfied. We have proven in the former considerations that all admissible phase trajectories are bounded and that any adjoint variable ξ( ) vanishes uniformly on [0 ω] when → ∞. Therefore the inequality (31) is satisfied. It remains for us to prove the existence of the state and adjoint variables which correspond to the maximizers and from (61) and (62). It is obvious that if we find such variables ( ) and ξ( ), the controls ( ) ξ( ) and ( ) ξ( ) will maximize the distributed Hamiltonian H which corresponds to the found variable ξ( ). Besides the maximized distributed Hamiltonian will be concave with respect to .
Substituting the maximizers and to equations (54) and (58), and converting to characteristic coordinates, we obtain the following boundary value problem for and ξ: In order to prove that this problem has a solution, let us replace the terminal condition of (65) with an initial one. So instead of (65) we consider the following differential equation with the initial condition:
where 0 = 0 if −ω ≤ ≤ 0, 0 = if ≥ 0, and π is a real parameter.
Note that F and G are bounded, positive, continuous with respect to and Lipschitz continuous with respect to both and ξ functions. It is known from the ODE theory, for example see [20] , that for each value of the parameter π there exists a solution of the problem (63), (66) 
From the above representation and from the properties of F and G we see that we can find two values for the parameter π for which ξ( + ω) will be positive and negative respectively. But then from Bolzano's intermediate value theorem it follows that there exists a value of π for which ξ( + ω) = 0. Consequently, the problem (63), (65) has a solution.
This is true for any fixed ≥ −ω, therefore the problem (54), (55), (58), (61), (62) has a solution. This solution satisfies all conditions of Theorem 4.1, hence it is the catching up optimal solution for the problem (53)-(56).
