Minimization of seminorms on a topological vector space duality and characterization theorems  by Ubhaya, Vasant A
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 46, 635-657 (19%) 
Minimization of Seminorms on a Topological Vector Space 
Duality and Characterization Theorems 
VASANT A. UBHAYA* 
Department of Computer Science, Washington University, 
Saint Louis, Missouri 63130 
Submitted by C. L. Dolph 
1. INTRODUCTION 
Let X be a topological vector space and let d(f), for f in X, be a non- 
negative function defined on it. Consider the following problem. Given a 
convex set K and an element g in X, find an element h in K, if one exists, 
such that d(g - h) minimizes d(g -f) f  or all f in K. We establish duality 
rest&s for this and similar problems. Roughly speaking, these duality results 
point out that the infimum of d(g - f) for f in K equals the supremum of 
certain functions of continuous linear functionals defined on X. We also 
derive conditions for characterizing an h that minimizes d(g - f) for f in K, 
if such a one exists. 
We take d to be a seminorm (pseudonorm), that is, a nonnegative function 
defined on X satisfying 
4fl + f2) G 4fJ + 4fJ and 45fI) = I 5 I 4flh 
where 5 is an element of the field and fi , fi E X. We assume that there exists 
a suitable set M of continuous linear functionals defined on X such that d is 
given by d(f) = supHeM 1 x*( f )I for f E X. This assumption is made with 
certain applications in mind. If  X is a normed linear space with norm !I . 11 
and M is the closed unit ball in the dual space X* of X (space of continuous 
linear functionals on X), then it can be shown that d(s) = I/ . II (see Sect. 2). 
It follows that the results for a normed linear space can be derived as a 
special case of the results of this article. Moreover, these results can also be 
applied in a more general topological vector space which is not normed. 
Investigations by several workers have led to certain elegant results for 
the case of a normed linear space when d(.) = 11 . II and K = V, a vector 
subspace of X (see, e.g. [2; 11; 16 and references therein]). We show in 
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Section 2 that similar results can be obtained in a more general setting of a 
topological vector space for the function d and, by taking M to be the closed 
unit ball of the dual space X*, several known results on a normed linear space 
can be derived; hence, it is not necessary to restrict such investigations, as 
is often the case, to a normed linear space. In Section 3 we obtain duality 
results when K is a convex cone, and it is defined in terms of a subset L of X*, 
specifically, when K equals the set of all f in X satisfying Re(x*( f)) < 0 for 
each x* in L. Approximation, by monotone and convex functions discussed in 
Section 3 involves this setting, and we show how to obtain lower bounds on 
d(g - f ), with f in K, for these problems. In Section 4 we use a property 
of the extreme points of absolutely convex extensions of compact sets in a 
Hausdorff locally convex topological vector space to characterize an h 
satisfying d(g - h) = inf(d(g - f)) for f E K. 
In Section 5 we consider dual problems on X*. Let Q C X* and define 
a function d*: X* + [0, co] by d*(x*) = supfeo 1 zc*( f)l . Given a convex 
set G in X* and a y* in X*, the problem is to find a .a*, if one exists, such 
that d*(y* - a*) equals the infimum of d*(y* - x*) for x* in G. This 
problem has a somewhat different topological structure than the one discussed 
in Section 1. We show that certain known duality results follow from the 
results of this section. 
2. MINIMIZATION OF A CONTINUOUS SEMINORM ON A CONVEX SET: 
A DUALITY THEOREM 
In this section we define the problem, derive a relevant duality theorem, 
and indicate its applications. Throughout this article we shall use several 
concepts from the theory of topological vector spaces. They are available in 
standard books such as Dunford and Schwartz [4], Horvith [6], Kelley and 
Namioka [8], and Kothe [9]. 
2.1. The Notation and the Problem 
Let X be a topological vector space (with topology r) over the real or 
complex field F whose elements will be called scalars. For 5 E F, we denote 
by 1 5 ) , the norm of 5. Let X* be the dual or the adjoint space of X, i.e., the 
space of all continuous linear functionals on X. Let a(X*, X) denote the 
weak* topology for X* (or the X topology for X*). We consider X* together 
with the topology 0. 
For E C X, we denote by Cl(E), the closure of E. E C X is called a balanced 
(circled) set if (f E E for all scalars 5 such that / 5 1 < 1 whenever f E E. 
EC X is called an absolutely convex set if it is both convex and balanced. 
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The absolutely convex extension of E C X, denoted by at(E), is the smallest 
absolutely convex set containing E, i.e., the intersection of all absolutely 
convex sets containing E. Similarly, the closed absolutely convex extension of 
E C X, denoted by at(E), is the smallest closed absolutely convex set con- 
taining E. It can be easily shown that at(E) is the set of all finite linear 
combinations x:i &fi, with xi j & 1 < 1 and each fi E E. Also, 
G(E) = Cl(ac(E)). 
These remarks are also applicable to subsets of X*. 
Let MC X* be a nonempty equicontinuous set. Define a function 
d: X-t [0, co) by 
4f I= ;sg I x*(f )I forf E X. (2-l) 
It can be easily shown that d is a continuous seminorm; that is, d is a con- 
tinuous real function satisfying 
4fl) 3 0, 4f, + fJ d 4fA + d(f,), 
and 
WJ = I 5 I 4fJ 
for all scalars 5 and all fi , fi E X. Laurent [lo] considers a similar function 
on a normed linear space. 
Let K be any convex subset of X. We consider the following problem. 
Given a g E X, find an h E K, if one exists, such that 
d(g - h) = i$d(g - f) = do . (2.2) 
An h satisfying (2.2), if one exists, is called a best approximation tog out of K 
with respect to d. It can be easily shown that the set of all such h is a convex 
set. 
The following observations point out certain special cases of the function d. 
Remark 1. If  for each f E X, f # 0, there exists some x* E M such that 
x*(f) # 0, then obviously d is a norm. In particular, if X is a Hausdorff 
locally convex space and M is absorbing, then d is a norm. This follows 
since, if f # 0, then by a well-known corollary to the Hahn-Banach theorem 
[6, p. 180, Proposition 21, there exists an x* E X* such that x*(f) # 0. But 
then, since M is absorbing, lx* E M for all sufficiently small 1 5 1 , where 5 is 
a scalar. Hence, d(f) > 0, and thus d is a norm. 
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Remark 2. Suppose X is a normed linear space (over the real or complex 
field) with norm // . /j . It is known that the dual X* with the norm /I . /I on it, 
defined by 
11 x* II =,y~+~(l ~*(f)liiifll) for x* E X*, (2.3) E I 
is a Banach space. In this case MC X* is equicontinuous if and only if M 
is bounded in the norm on X*; i.e., I/ x* jj < 0 for all x* EM for some 0 > 0 
(see [8, p. 171, Corollary 18.61). S ince a normed linear space is a Hausdorff 
locally convex space, the conclusions of Remark 1 are applicable to it. 
Let 
s* = ix* E x*: Ij x* I/ < 1} (2.4) 
be the closed unit ball in X*, S* is equicontinuous and weak* compact. 
When M = S*, we have 
d(f) = Fey* I x*(f)1 = llfll forfE X. (2.5) 
To verify (2.5), let x* E S*; then / x*(f)1 < II x* I/ llfji < llfll. Also, if 
f # 0, then by a corollary to the Hahn-Banach theorem [4, p. 65, Corollary 
141, there exists an x* ES* such that x*(f) = llfli and 11 x* 11 = 1. 
2.2 A Duality Theorem 
In this section we state and prove a duality theorem. We shall need the 
concepts of internal and bounding points of a set, and the reader is referred 
to Dunford and Schwartz [4, p. 4101 f or a discussion of the same. Define for 
each x* E X* 
ff*(x*) = ~g Wx*(f>), (2.6) 
where Re([) denotes the real part of a scalar 5. 
THEOREM 1 (A Duality Theorem). 
If the injimum in (2.7) is attained for some h E K, then 
and 
d(g - h) = x*(g - h) (2.8) 
Re(z*(h)) = H*(z*), (W 
(2.7) 
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where z* in G(M) maximixes the right side of (2.7). If 
d,, = $d(g -f) > 0, 
then such a maximixer z* is a bounding point of Z(M). 
Proof of Theorem 1. We shall need the following lemmas. 
LEMMA 1. 
d(f) = sup I x*(f )I = sup I x*(f>l . (2.10) 
x*eac(M) x*~z(M) 
Proof. If x* E at(M), then x* = & &xi*, where & are scalars satisfying 
xi”=, I ci 1 < 1 and xi* E M. Then for f  E X we have 
From this and the fact that MC at(M), the first equation in (2.10) follows; 
the second is obvious. 
The reader may easily show that G(M) is equicontinuous and weak* 
compact. (See [6, p. 201, Theor. I].) 
LEMMA 2. Suppose y* E X* and 1 y*(f)/ ,< d(f) for all f E X; then 
y* E Z(M). 
Proof. Supposey* $ E(M). Then, since the weak* topology is a HausdorfI 
locally convex topology, it follows from Dunford and Schwartz, [4, p. 417, 
Theorem 2.101 that there exists a weak* continuous functional K on X*, 
such that 
Re(K(y*)) = c > c - 6 > Re(k(x*)) for all x* E Z(M), 
where E > 0. We conclude that 
1 k(y*)I 3 Re(K(y*)) = c > c - E 3 sup Re(k(x*)) 
**EC(M) 
= sup I +*)I 7 
x*GF(M) 
which is the last equality following from the fact that E(M) is balanced. 
From Dunford and Schwartz, [4, p. 421, Theorem 3.91 it follows that there 
exists some f’ E X such that K(x*) = x*( f ‘) for all x* E X*. Hence, using 
Lemma 1, we have 1 y*( f ‘)I 3 c > c - E 3 d( f ‘), which is a contradiction 
to the hypothesis. 
409/46/3-7 
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To prove Theorem 1, without loss of generality assume that g = 0, since 
the result for the case g # 0 can be derived by translation. Suppose x* E Z?(M) 
and f  E K; then H*(x*) > Re(x*( f)). Hence, using Lemma 1, we have 
d(-f) 3 Re(x*(-f)) = -Re(x*(f)) 3 -H*(x*). 
It follows that 
da = inf d(--f) > sup (-H*(x*)). (2.11) 
feK x*Z(M) 
I f  d,, = 0, then, since the null functional 0* is in G(M) and H*(O*) = 0, 
equality holds in (2.11). Now assume that da > 0 and define 
u = {fE x: d(f) < do). 
Since d is continuous and do > 0, U is a nonempty open set. Clearly 
U n K = m. It is easy to verify that U is a convex circled set. By Kelly 
and Namioka [8, p. 118, Theor. 14.21, there exists a non-identically-zero 
functional y* E X* such that suppEvRe(y*( f)) < b and Re(y*( f)) > b for 
all f~ K. Since U is balanced, b > 0 and we may assume that b = do . We 
conclude that 
The first equality follows since U is balanced. We now assert that 
1 y*(f) < d(f) for all f  E X. Suppose on the contrary that there exists some 
fa E X such that 1 y*(fJj > d(f,). Then, for some 01 > 0 we have 
I y*(h)1 > 01 > Wd, and hence for B = do/~, I y*(Pfd > 4 > 4%) 
holds. From the definition of U, it follows that /3fo E U, and this contradicts 
(2.12). Hence, Iy*(f)l < d(f) f  or all f E X, and it follows from Lemma 2 
that y* E Z(M). Since Z(M) is balanced, -y* E Z(M). Again, (2.12) shows 
that --H*(-y*) 3 do, and hence equality holds in (2.11). 
To show (2.Q we observe that Re(x*(h)) < H*(x*) holds since h E K. 
Hence from (2.7) it follows that 
d(g - h) < Re(z*(g) - z*(h)) = Re(z*(g - h)) < 1 z*(g - h)l . (2.13) 
On the other hand, since z* E G(M), by Lemma I, we have 
d(g - h) > I z*(g - h)l . 
Hence equality holds in (2.13) and (2.8) follows. From (2.7) we have 
d(g - h) = Re(z*(g)) - H*(z*)). 
This together with (2.8) implies (2.9). 
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Suppose d,, = Re(x*(g) - H*(z*)) > 0 and z* is an internal point of 
Z(M). Then for some E > 0, (1 + E) z* E Z(M). From (2.7) we have 
4, 2 Re((l + E) z*(g) - N*((l + E) z*) 
= (1 + 6) Re(x*(g) - H*(z*)) = (1 + c) d, , 
which is a contradiction. Hence, x* is a bounding point of Z(M). The proof 
of Theorem 1 is now complete. 
2.3 Implications of the Duality Theorem I 
a. (i) The Case of a Convex Cone K 
We call K a convex cone (with vertex 0) if a1fi + cczfi E K for all 01~ ,01a > 0 
whenever fi , fs E K. Define 
K(X*) = {x* E X*: Re(x*( f )) < 0 for all f E K). (2.14) 
K(X*) is known as the conjugate or dual cone of K (see e.g. [5] and [7]). It is 
closed and nonempty since the zero functional is in it. Since f~ K implies 
aft K for all 01 > 0, it can be easily seen that 1 23*(x*)1 < co for x* E X*, 
if and only if x* E K(X*), and in this case 23*(x*) = 0. Hence we may restate 
the duality theorem for a cone K by replacing (2.7) of Theorem 1 with 
Fid(g -f) = max R+*(g))- (2.15) E 2*EaM)nKM*) 
Note that G(M) n K(X*) # 0, since the null functional 0* is in this set. 
(ii) The Case of a Vector Subspace V of X. 
When K = V, it is easily seen that 1 H*(x*)l < cc for x* E X* if and only 
if x* E Vl(X*), where 
VL(X*) = {x* E X*: x*(f) = 0 for all f 6 V}. (2.16) 
In this case H*(x*) = 0. By using the fact that Z(M) n Vi(X*) is balanced, 
it can be deduced from Theorem 1 that 
inf d(g -.f) = 
,*E&f~l(x*,‘X*(g)‘- 
(2.17) 
fEV 
Again G(M) n V(X*) # 0, since the null functional 0” is in this set. 
b. The Case of a Normed Linear Space X (over the Real or Complex Field) 
with Norm I/ . 11 
As was observed in Remark (ii) of Section 2.1, when M = S*, Z(M) = S* 
and d( f) = jl f /I . For this case we replace d(g - f) in (2.7) and d(g - h) in 
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(2.8) by jig -f/l and 11 g - h // , respectively. Also, (2.15) and (2.17) 
respectively become 
and 
gir ‘9 - f II = r*&(g-q$x*,,<l R+*(g)) (2.18) 
where )I x* I/ is the norm of x* given by (2.3). When g E X - Cl(K), we 
have d, = inffeK Ij g - f  11 > 0. Th eorem 1 shows that in this case the maxi- 
mum of the right side of (2.7) occurs on the set (zc* E X*: /I x* II = l}, which 
is the set of bounding points of S*. We may therefore replace (2.7) by 
(2.20) 
and (2.18), (2.19) by 
and 
$$ll g -flI = x~EK~~~~~fO, Wx*k)lll x* II), (2.21) 
j$IIR -fll = x*EvL~x~~x*+o*(l ~“~Nll x*!l>* (2.22) 
respectively. 
Expression (2.19) is well known, appearing frequently in literature (see 
e.g. [2, 13, and 161). The case when K is a convex set and d(a) = (( . 11 is 
given in Nirenberg [l 11. 
3. DUALITY THEOREMS FOR A CONE DEFINED BY LINEAR FUNCTIONALS 
3 .I. A Dualit?, Theorem 
We assume the setting of Section 2.1. Let L C X* be a nonempty set and 
define KCXby 
K = {f~ X: Re(x*( f)) < 0 for all x* EL}. (3.1) 
It is easy to verify that K is a closed convex cone. We consider the problem 
of Section 2.1 formulated by (2.2). Our intention is to obtain duality 
theorems analogous to (2.15) and (2.21) in terms of L. 
Given a nonempty P C X*, define Cc(P) to be the smallest closed convex 
cone (with vertex 0*) in X* containing P. In other words, 
G(P) = n {N: X* r) N 1 P, where N is a closed convex cone with 
vertex O*>. 
(3.2) 
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It is easy to verify that 
Z(P) = cl(owl*: 01 3 0 and x* E co(P)}, (3.3) 
where co(P) is the convex hull of P. 
We now prove 
LEMMA 3. 
Proof. We may write 
K(X*) = E(L). (3.4) 
K = {f~ X: Re(x*(f)) < 0 for all x* E=(L)}. (3.5) 
Obviously, Cc(L) C K(X*). Suppose now y* E K(X*) - E(L). Then, 
arguing as in Lemma 2, we have anf’ E X such that 
sup Re(x*(f’)) = c < c + E < Re(y*(f’)), 
S*sqL) 
where c is a real number and E > 0. Since O* E Z(L), we must have c > 0. 
If  c > 0, then there exists a x* E Cc(L) such that Re(z*( f’)) > c/2 > 0 and, 
since m* E Cc(L) for all 01 > 0, we have from (3.6) that Re(y*(f’)) 3 (a~)/2 
for all 01 > 0, which is a contradiction. It follows that c = 0. Then (3.6) and 
(3.5) imply that f’ E K. Again, (3.6) h s ows that Re(y*(f’)) > E > 0, which 
is a contradiction since y* E K(X*) and f’ E K. Hence, (3.4) is established. 
Now from (2.15) we may derive the following. 
THEOREM 2. 
(3.7) 
Suppose now that X is a normed linear space and M = S*, given by 
(2.4). Then d(f) = j/fll . Using (3.3) with P = L and (3.4), we may derive 
from (2.21) the following result for the case of a normed linear space. 
THEOREM 2’. suppose g E x - Cl(K); then 
Theorem 2’ also gives us a lower bound on 11 g - f/l forf E K, as follows, 
jyg -flI 2 sup Re(x*(g)lll x* II>, E x*EL,x*#o* (3.9) 
where g E X - Cl(K). (3.9) also follows from (2.21) since L C K(X*). 
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3.2. Examples 
We now give several examples to which the setting of Section 3.1 applies. 
Equation (3.8) is useful in establishing lower bounds on the “degree of 
approximation, inf // g - f 11 for f E K,” when a given function g is approxim- 
ated by those in a cone K of functions. 
(i) Isotone Optimization 
Let T be a partially ordered set with partial order <. Let 92 = g(T) be 
the linear space of all bounded real functions on T. A function f E B is called 
an isotone function if f  (x) < f(y) w eneverx,yETandx<y.LetKCa h 
be the convex cone of all isotone functions. Let w E: 5? with w(x) > 6 > 0 
for all x E T be a given weight function, Define a generalized uniform norm 
on 2# by 
II f  l!w = ;:g w(x) If  (xl forf Ei?-i7. 
Given g E X = 2?, the problem is to find an h E K which minimizes jl g - f  jjw 
for f  E K. Let 
r=((x,y)~T x T:x,yETandx<y), 
where x < y  is understood to mean x < y  but x # y. For each (x, y) E T, 
define a lmear functional x5,,, by 
x?&,(f) =f(x) -f(Y) forfE@. (3.10) 
We now determine the norm of this functional. Since both w(x) 1 f  (x)1 
and w(y) / f(y)1 do not exceed llflj,, we have 
Ixc*,d(f)l G IfW + If( G WC4 + W(r))iif lIw. 
We conclude that 
II 4x/) II G l/44 + l/W(Y). 
Now define f’ E L4Y by 
We then have 
otherwise. 
llf'llw = 1 
It follows that 
and xt,?h(f’) = I/w(x) + Wu(Y). 
II 4.Y) II = l/w(x) + W(Y)* (3.11) 
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The set K of monotone functions is given by (3.1) with 
L = b4,Y): @,Y) E u, (3.12) 
and (3.8) holds with L given by (3.12). Using (3.1 l), we conclude from (3.9) 
that, for g $ K, 
This problem and a more general one on a measure space, are extensively 
discussed in [17, 181. There it is shown that equality indeed holds in (3.13). 
(ii) Almost Monotone L,(I) Approximation, 1 <p < cc 
Let 1 be a finite or an infinite interval of the real line, and let p and v be 
Lebesgue measures on 1 and I x 1, respectively. Consider L, = L,(I), the 
vector space of all real p-measurable functions (equivalence classes) f defined 
on I, such that 
Let 
A ={(x,y)~I x I:x,yEIandx <y}, 
and for f EL, define 
A, = {(x, Y> E A:f(4 > f(r)>- 
We say that f EL, is almost monotone (nondecreasing) if v(A,) = 0. Let 
K CL, be the convex cone of almost monotone functions and, given 
g E X = L, , consider the problem of minimizing jJ g - f/j, for f in K. 
Let &’ be the set of all pairs (A, A‘) where A, A’ are p-measurable subsets 
of 1 such that A x A’ CA and 03 > p(A) = p(A’) > 0. We assert that f is 
almost monotone if and only if 
s AxA’ u-(x> -f(Y)> VW dY) G 0 for all (A, A’) Ed. (3.14) 
Iff is almost monotone, then (3.14) clearly holds sincef(x) <f(y) V, a.e. on 
A x A’. If f is not almost monotone, then v(A,) > 0. Let {r,}~=r and {s~}~=r 
be enumerations of rationals in I and (-co, co), respectively; then 
A = fi ((x~I:x<r,) x (y~I:y >T~>) (3.15) 
T&=1 
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lb> Y) E 1 x 1: f(x) > f(Y)) 
= Gl lx E 1: f(x) > 4 x {Y E 1: f(Y) -=c 4. 
(3.16) 
Since A, is the intersection of the two sets given by the left sides of (3.15) and 
(3.169, it follows that we may write 
for some p-measurable P, , Qn C I, such that P, x Q,, C d. Hence, v(d,) > 0 
implies that, for some n, v(Pn x Qn) = p(P,) . p(QJ > 0. Then we may 
extract an (A, A’) E G’ with A C P, and A’ C Qll . Since f(x) > f(y) for all 
x E A and y E A’, the left side of (3.14) is positive. The assertion is thus 
established. 
For each (A, A’) E &, define a linear functional x$~,) on L, by 
44.A’)(f) = s,,,, (f(x) -f(Y)> 4dx x dY) forf EL,. (3.17) 
We now determine the norm of this functional. 
Noting that A n A’ = 0 and using the well known Holder inequality (see 
Dunford and Schwartz [4]), we have 
I $4,A’,(f)l G PW jA I f(x)1 CL@4 + P.(A) jA, I f(Y)1 PVY) 
= fdA) s,“,, I f(4l PW 
= P(A) (j 
AuA’ 
I JW Pbq ( jA"A, 1 . Pw)l'* 
< 21’~[&4)11+1’q II f IIP 3 
where l/p + l/q = 1. Hence, we have 
/I $,A’) /I -< 2""[/4A)11+1'Q- 
Now define f ' EL, by 
I (211(A))-llP, if XEA, f’(x) = -(2p(A))-l/p, if XEA’, 0, otherwise. 
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Then lif’ Ii9 = 1 and 
I $4,A')(f')l = PCL(A') j fW PW - CL(A) j ,.fYY) P@Y) 
We have thus established that 
11 XG,J) jl = 21’q[&4)]1+r’V. 
The set K of almost monotone functions is given by (3.1) with 
(3.18) 
L = {x&J): (A, A’) Ed}. (3.19) 
Theorem 2’ may now be applied with L given by (3.19). (3.9) becomes 
j$g -fll, 
> sup [j (A,A')Ed AXA' M4 -dYN@X x dY)] i~'%44~1'"'">-' 
- sup [j P(4PW - SA,R(Y)tL(dy)]{21'*[1*(A)11'*}-1, 
(A,A’bY A 
where g EL, - K. 
The case for which p = 2 and K is the convex cone of monotone functions 
is found to have applications to statistical estimation. There exists an elegant 
characterization of an h satisfying (2.2) for this case (see e.g. [12; 1, and 
references therein]). 
(iii) Approximation by Convex Functions 
Let D C Rn be a nonempty convex set and .SY = S(D) be the linear space 
of all bounded real functions on D. Let K C9 be the convex cone of all 
convex functions, i.e., functions f E a which satisfy the relation 
f(m + (1 - 4Y) G d(x) + (1 - df(Y) (3.20) 
for all x, y E D and all ac, 0 < 01 < 1 (see [19]). We consider the uniform 
norm on S? given by 
For each (x, y, a) ED x D x [0, I], we define a linear functional xT~,~,=, by 
4&Af) =f(mx + (1 - 4Y) - 64 - (1 - 4f(Y) forfE 9’. (3.21) 
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It is easy to show that jl x$~,~, /1=2wheneverxfyandO<ol<l. 
However, if x =y or pi = 0 or 1, we have xT~,~,~, = O*. The set of all 
x$Z,~,~~ for (x, y, m) ED x D x [0, l] determines K, and we may apply 
Theorem 2’ as before. Equation (3.9) gives, for g E g - K, 
Wg -fll 3 4 (*,y,a)y~D, [o ,] Max + (1 - 4Y) - Td4 - (1 - 4dYN. 
(3.22) 
Let now %? = V(D) be the set of all bounded continuous functions on D, 
and let K C V be the set of all continuous convex functions. K can be shown 
to be (see [19]) the set of all f E @? satisfying the following inequalities, 
which are simpler than (3.20): 
f ((x + Y)/2) G if (4 + 4 f(Y). 
Hence, while approximating g E %? by functions in K, we may consider, 
instead of (3.21), the following set of linear functionals: 
x&,(f) = f ((x + Y)/2) - Bf(x) - Bf(Y> for(x,y)ED x D. 
4. CHARACTERIZATION OF A BEST APPROXIMATION 
In this section we characterize a best approximation h satisfying (2.2). 
THEOREM 3. h E K is a best approximation to g E X with respect to d if 
and only z. there exists a z* E G(M) satisfying (2.8) and (2.9). If 
d, = $$d(g - f) > 0, (4.1) 
then such a x*, is always a bounding point of aC(M). 
Proof. Necessity of (2.8) and (2.9) follows from Theorem 1. To show 
sufficiency let (2.8) and (2.9) hold and let f E K. Then from (2.9) we 
have 
Re(x*(h)) = H*(z*) > Re(z*(f)). 
Hence. 
d(g - h) = x*(g - h) = Re(z*(g - h)) f Re(z*(g - f )) < d(g - f). 
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It follows that h is a best approximation. The assertion concerning z* as a 
bounding point of G(M) is proved in Theorem 1. 
THEOREM 4. h E K is a best approximation to g E X with respect to d ;f 
and only if for every f E K there exists an xr* E X* and a scalar & such that 
6) xf* is an extreme point of Cl(M) and 
I i-1 = 1, (4.2) 
(ii) Re(Sfxf*(h -f)) 2 0, (4.3) 
and 
(iii) &x,*(9 - h) = d(g - h). (4.4) 
Proof. From the Alaoglu-Bourbaki theorem (see [6, p. 201, Theorem I]) 
it follows that Cl(M) is compact; hence, from Dunford and Schwartz [4, 
p. 439, Lemma 21, Cl(M) has extreme points. To show the necessity, define 
D g,h = (x* EZ(M): x*(g - h) = d(g - h)}. 
By theorem 3, Ds,h # o. Dg,& is an extremal subset of G(M). For, if 
x* E Do, and x* = axi* + (1 - a) xa*, where 0 < 01< 1 and xi* E Z(M) 
for i = 1,2, then 
d(g - h) = x*(g - h) = al*(g - h) + (1 - a) x,*(g - h). 
Since xi*(g - h) < d(g - h), it follows that x,*(g - h) = d(g - h) and 
xi* E Ds,h . Dg,, > being a closed subset of compact E(M) is also compact. 
Now fix an f  E K. Define a function r: X* -+ % by z(x*) = x*(h -,f). 
r is linear and weak* continuous, and hence +D,,J is a compact subset of s. 
When .F is the complex field, define 
A = {[ E 9: Re(<) > O}. 
By Theorem 3, and (2.9), there exists a z* E G(M) such that 
Re(z*(h)) = H*(z*) > Re(z*(f)), 
i.e. Re(z*(h - f) 3 0. It follows that there exists a support line h of n(Dgeh) 
parallel to the line (5: Re({) = 0) such that X C (1. This support line contains 
a 0 E 9 which is an extreme point of ST(D~,J and Re(0) > 0. In case F is 
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the real line, a similar argument shows the existence of an extreme point 
6’ > 0. From Kiithe, [9, p. 333, result 91, it follows that there exists an extreme 
point yf*  of Do,& such that yj*(h - f) = 0. But since D,,h is an extremal 
subset of Z(M), yf*  is also an extreme point of Z(M). 
Since at(M) is weak* compact, by Kijthe [9, p. 332, Result 81, there 
exists a &E .F such that 1 z;I 1 = 1 and yj* = &xr*, where xf* is an extreme 
point of Cl(M). Clearly, (4.2)-(4.4) of Theorem 4 hold. 
Suppose now (4.2)-(4.4) hold, then for anyf’ E K we have 
d(g - 4 = ih*(g - 4 = R+h*(g - h)) < W’,xf*(g -.f) < 4g -f) 
since xf* E Z(M). The proof is now complete. 
By arguments similar to those used in Section 2.3 we may conclude that, 
for the cases of a cone and a vector subspace V, (2.9) may be replaced by 
Re(z*(h)) = 0 and z*(h) = 0, respectively. It is interesting to note, however, 
that (4.3) and (4.4) remain unchanged. The results for a normed linear space 
may be obtained by letting M = S* in Theorems 3 and 4. In this case 
S* = Cl(S*) and x* is an extreme point of S* if and only if lx* is an extreme 
point of S* for every 5 E 9 such that 1 5 / = 1. Hence (4.3) and (4.4) hold 
with & = 1 for all f  E K and d = // . I/ . The versions of Theorems 3 and 4 
for the case of a subspace V of a normed linear space and d = I/ . /I appear in 
Singer [14-161. A part of our proof of Theorem 4 follows closely a proof in 
Choquet [3] and Singer [16] for this case, and for a history of the proof the 
reader is referred to the latter book. Theorem 4 for the case of a normed linear 
space and d = /I . /I appears in the works of Garkavi. His articles in Russian 
have been referenced in Singer [16]. 
5. DUALITY THEOREMS ON X* 
In this section we establish duality theorems in X*. In Section 5.1 we 
derive a result from Theorem I, using the relationship between X and X**. 
In Section 5.2 we establish independent results in a more general situation. 
5.1 
We assume the setting of Section 2.1. For simplicity, let X be a normed 
linear space (over the real or complex field) with norm II * 11 and let B C X 
be a bounded (in the norm) nonempty subset of X. Define a function 
p*: X* -+ [0, co) by 
p*(x*) = 21 I all * (5.1) 
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It is easy to show that p* is a seminorm, continuous in the norm topology on 
X*, since 
p*@*) G ‘El llfll) II x* II * 
Let G C X* be a convex subset. The problem is the following: Given 
y* E X*, find a z* E G, if one exists, such that 
p*(y* - z*) = in& p*(y* - x*) = p,*. (5.2) 
Let, for each fc X, 
H(f) = pg Re@*(fN. (5.3) 
The following theorem will be established by using Theorem 1. 
THEOREM 5. 
inf P*(Y* - x*) = fzavB) Re(y”(f) - ff(fN* (5.4) 
JC*EG 
If the injimum and supremum in (5.4) are attained at some .z* E G and h E at(B), 
respectively, then 
p*(y* - z*) = (y* - x*) (h). (5.5) 
Proof. Let T: X + X** be the isometric isomorphism given by 
T(f) (x*) = x*(f )7 for all x* E X* and fEX. (5.6) 
It is known that (see [4]) 
II 4f )I1 = llf II . 
We may, as in Lemma 1, show that 
(5.7) 
p*(x*) = ,~y)&n*(f)l * 
It is easy to see that W = at(B) is bounded, and it follows from (5.7) that 
T(W) is also bounded in the norm on X **. We conclude from Remark 2 
of Section 2.1 that T(W) is equicontinuous for the norm topology on X*. 
We may now write that 
p*b*) = TPww, I ~**@*I for x* E X*. 
Analogous to (2.6) and (5.3) define for each x** E X** 
II**(x**) = ;sg Re(x**(x*)). 
It follows easily that H**(T( f )) = H( f ). 
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Clearly, T(W) is an absolutely convex subset of X* *; hence, 
iqT(W)) = C1(7(W)), 
where the operations ac and Cl are with respect to the topology a(X**, X*). 
Using Theorem 1 as applied to X* and X**, we may conclude that 
,??~GP*(Y* - x*1 = x’I*E~l~~w)) Re(x**(y*) - H**(x**N 
(5.8) 
= sup Re(x**(y*) - H**(x**)). 
X**Er(W) 
The last equality in (5.8) is easy to establish. From (5.6) equivalence of (5.4) 
and (5.8) follows. (5.5) may be established as in Theorem 1. The proof of 
Theorem 5 is now complete. 
Remarks. Implications of Duality Theorem 2 
Remark 3. As in Section 
expression (5.4) given below 
(9 G is a convex cone. 
2.3, we may derive the special cases of the 
inf p*(y* - x*) = 
fssc~~G(x) Re(y*m3 x%G 
(5.9) 
where 
G(X) = (f~ X: Re(x*(f)) < 0 for all x* E G). (5.10) 
(ii) G is a vector subspace. 
inf p*(y* - x*) = sup I r*(f )I 9 
XfEG .f~aC(l?)nG~(X) 
(5.11) 
where 
Gl(X) = {f~ X: x*(f) = 0 for all x* E G}. (5.12) 
Remark 4. Let 
s = UC x: llfll < 1) (5.13) 
be the closed unit ball of X. When B = S, we have p*(x*) = (1 x* Ij , the 
norm of x* defined by (2.3). For this case, when y* E X* - Cl(G), (5.9) 
takes the form 
also, (5.11) takes the form 
(5.14) 
inf 11 Y* - x* II = f~G~~~) f+. (I Y*(f)I/llfll). (5.15) s*sG 
MINIMIZATION OF SEMINORMS 653 
Remark 5. When G = (0}, (5.15) clearly gives (2.3). By using this fact, 
examples may be easily constructed to show that, in general, the supremum 
operation in (5.4) cannot be replaced by the maximum even if at(B) is 
replaced by Z(B). 
(5.2) 
In this section we derive duality theorems on the dual of a topological 
vector space. Let X be a topological vector space and let other definitions as 
in Section 2.1 hold. Let Q C X be a neighborhood of the origin, 
Define a function d*: X* ---f [0, co] by 
d*(x*) = ~8 I x*(f)1 for x* E X*. (5.16) 
Clearly, d* > 0 may take the value co and d*(x*) = 0 if and only if x* = O*. 
Also, d*(xi* + xs*) < d*(x,*) + d*(x,*) and d*(lx,*) = 1 5 1 d*(x,*) for all 
scalars 5 and all x1*, x2* E X*. It may be noted that this function is different 
from p * as defined in Section 5.1. 
Let PC X* be a nonempty set. Let G(P) be defined by (3.2) and P(X) 
by (5.10) with G = P. We have the duality 
THEOREM 6. 
m& d*(y* - x*) = 
feac;;!&,Re(Y”(f))- 
(5.17) 
X’ECC(P) 
If the suprtmum in (5.17) is attained for some h E at(Q) n P(X), then 
d*(y* - z*) = (y* - x*) (h), 
where z* E cc(P) minimizes the left hand side of (5.17). 
Proof of Theorem 6. We need 
(5.18) 
LEMMA .5. 
cc(P) = {x* E X*: Re(x*(f)) < 0 for allfE P(X)} 
= P(X) (X”). 
(5.19) 
The third term in (5.19) is the mathematical symbol for the second term as 
given by (2.14). A proof of this lemma may be established by using arguments 
similar to those in the proof of Lemma 3. 
It is easy to show that 
d*(x*) = ,ZVQ) I x*(f )I for x* E X*. (5.20) 
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To prove Theorem 6, suppose x* E Cc(P); then by Lemma 5, we have 
Re(x*(f)) < 0 for all f E at(Q) n P(X). Note that at(Q) n P(X) # o as 0 
is in this set. Let f E at(Q) n P(X); we then have 
d*(y* - x*> 2 KY* - x*1 (f)l 3 WY* - x*) (f)) 3 Re(y*(f)). 
It follows that 
If the right-hand side term of (5.21) equals co, then do* = co. Hence, if 
x* E=(P), then d*(y* - x*) = a. Thus (5.17) holds with “minimum” 
attained at any x* E Cc(P). Now suppose the right-hand side of (5.21) is 
finite and equals 6. If S = 0, then, since Q and therefore at(Q) is absorbing 
and P(X) is a convex cone, we have Re(y *( f)) < 0 for all f E P(X). By 
Lemma 5, y* E Cc(P) and hence d,, * = 0 = 6. Now suppose 0 < S < co. 
We generalize an argument appearing in the proof of Theorem 2’ of Nirenberg 
[I 1, p. 391. Let Q’ be the interior of at(Q). Obviously, 0, # O. Define 
and 
E = {f E P(X): Re(y*(f)) = S} 
F = {-f: f E P(X), Re(y*(f)) = -S} 
D = co(Q’ u F) 
where co(A) denotes the convex hull of A. We assert that E # 0, for, there 
exists some f’ in P(X) such that Re(y*( f ‘)) = 6’ > 0; hence 
f v = (S/S’) f’ E P(X) and Re(y*( f “)) = 8. 
Thus f” E E. F could possibly be empty. Now E n Q’ = ,EY, for, iffr E E n Q’, 
then Re(y*(f,)) = S and fi E Q’. Since A = Q’ @ {-fi} is a neighborhood 
of 0, it is absorbing. There exists some 77 > 0 such that T& E A, and hence 
(1 + r)) fi E Q’ C at(Q). Now (1 + 7) fi E P(X), since P(X) is a cone. Thus, 
(1 + 4fi E NQ) n P(X) and Re(y*((l + v)fA) = (1 + rl) 6 > 6, which 
contradicts the definition of 6. Now we claim that D n E = ,u. Otherwise, 
there exist gr E Q’, -g, EF, and an 01(0 < 01 < 1) such that 
g, = a + (1 - 4 (-A E E. 
EnQ)‘=EnF= .@ implies O<a<l. Now 
S = Wy*k3)) = a Re(y*kA) + (1 - 4 Re(y*(-g2b 
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and since Re(y*(-g,)) = 6 it follows that Re(y*(g,)) = S. Since g, and g, 
are in the convex cone P(X), it follows that g, = (g, + (1 - a) g,)/cr is in 
P(X). Thus g, E E, which is a contradiction to E n Q’ = 0. Thus, 
D n E = m. Since E and D are convex and interior (D) # GJ by Kelley 
and Namioka [8, p. 118, Theor. 14.21, there exists u* E X* such that 
c = sg Re(u*(f>) < gj R+*(f)>. (5.22) 
Since Q’ C D, we have c > 0. Hence, assume c = S. It follows from (5.20) 
and the fact that Q’ is dense in at(Q) (See [4, p. 413, Theor. 11) that 
d”(u’) = y&, wu*m 
(5.23) 
= ;F; R+*(f)> < y-g R+*(f)) = 6. 
E 
The first equation in (5.23) holds since at(Q) is balanced. 
We now define z:* = y* - u* and show that z* E Cc(P) or, equivalently 
by Lemma 5, 
WY*(f)) G Re(u*(fN for allf E P(X). (5.24) 
Then, since da* < d*(u*), (5.23) together with (5.21) will establish (5.17). 
To prove (5.24), suppose f~ P(X) and Re(y*(f)) = T. If 77 < 0, then 
(S/T)~EFCD and from (5.22) with c = 6 we have 6 > (S/T) Re(u*(f)), 
which shows that (5.24) holds. The case when 7 > 0 is similarly proved. 
Finally, (5.24) holds for 7 = 0 by continuity ofy*. 
(5.18) may be easily established. The proof of Theorem 6 is now complete. 
Let R C X be a nonempty set in X. We may then, using a similar method 
of proof as that of Theorem 6, derive the following. 
THEOREM 8. 
where R(X*) isgiven by (2.14) with K = R and 
cc(R) = fl {U: X 2 U 1 R, where U is a convex cone with vertex O.} (5.26) 
In other words cc(R) is the smallest convex cone in X (with vertex 0) containing R. 
Again an expression similar to (5.18) holds. 
ew/46/3-8 
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Remarks. Implications of the Duality Theorems 5 and 6 
Remark 6 (The Case of a Vector Subspace). I f  P is a closed vector sub- 
space of X*, then (5.17) reduces to 
min d*(y* - x*) = sup 
x*EP fEac(Q)nPW) 
I Y”(f )I 9 (5.27) 
where P’(X) is given by (5.12) with G = P. Again, if R = V is a vector 
subspace of X, then (5.25) reduces to 
xee;jk*, d*(y* - x*) = $tQnJ y*(f )I ’ (5.28) 
where Vl(X*) is given by (2.16). 
Remark 7 (The Case of a Normed Linear Space). When Q = S as 
given by (5.13), d* = 11 ./I and the corresponding versions of (5.17), (5.25), 
(5.27), and (5.28) can be obtained. In particular, (5.28) reduces to 
min lly*--*II = 
.eEV+Y) &jp*(f)I . 
[5.29) 
This expression appears in [2] and [I 11. Th e corresponding version of (5.25) 
when R is a cone appears in Nirenberg [l 11. 
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