For dynamic rupture problems, numerical simulation methods, such as the finite-difference method, the finite-element method and the boundary integral element method, usually produce spurious high-frequency oscillations that are mainly generated by discontinuities in the friction law and poor resolution of the breakdown zone. Techniques have been developed to reduce the oscillations; for example, the application of a damping coefficient, the introduction of a Green's function with higher accuracy and the use of a high-frequency filter. Presently, the spectral element method (SEM) is an important method used to simulate strong ground motion because of its high precision in calculations and flexibility in gridding media. Its greatest advantage is that it applies the orthogonal property of Gauss-Lobatto-Legendre points to form a diagonal mass matrix and is thus suitable for parallel computation that greatly reduces the computational time. However, comparisons made in the SCEC/USGS Spontaneous Rupture Code Verification Project show that the SEM has larger high-frequency oscillations than some other numerical methods for dynamic rupture problems. In this paper, we propose a new time-marching scheme of the SEM that has the frequency response of suppressing high-frequency oscillations for the slip-weakening friction law. Computation in rupture problem illustrates that the scheme greatly reduces spurious high-frequency oscillations. Furthermore, in the Appendix of the paper we provide some formula derivation to distinguish our scheme from generalized velocity schemes.
that can be used to calculate the rupture of complex media (e.g. Archuleta & Frazier 1978; Oglesby et al. 1998 Oglesby et al. , 2000a Oglesby & Day 2001a,b; Aagaard et al. 2001; Anderson et al. 2003; Duan & Oglesby 2006) . Furthermore, the spectral element method (SEM) has been widely applied in the simulation of seismic waves and deserves mention (Komatitsch & Vilotte 1998; Komatitsch et al. 2004; Mercerat et al. 2006; Komatitsch et al. 2010; Zhou & Chen 2010) . The advantage of the SEM is that it can simulate seismic waves in complex media with a flexible mesh and a high precision of calculation. What's more, the SEM has a diagonal mass matrix that allows parallel computation with high calculation efficiency. This method has also been applied to dynamic rupture problems (Ampuero 2002 (Ampuero , 2008 Festa 2004; Festa & Vilotte 2005; Vilotte et al. 2006; Kaneko et al. 2008; Kaneko & Lapusta 2010) .
For the dynamic rupture problem, all numerical methods produce more or less spurious high-frequency oscillations. Galis et al. (2010) explained in detail one cause of the spurious high-frequency oscillations, stating that a steep discontinuity in the friction law produces a broader spectrum of the shear stress and slip rate. Rojas et al. (2009) and Kaneko et al. (2008) demonstrated that the linear slip-weakening friction law yields larger spurious high-frequency oscillations than the rate-and-state friction law. The poor resolution of the breakdown zone is another main cause of spurious high-frequency oscillations (de la Puente et al. 2009 ). Some techniques have been applied to reduce the oscillations, for example, techniques using the artificial damping coefficient, the weighted average algorithm and filtering. Day (1982a) , Day & Ely (2002) and Dalguer & Day (2007) applied an artificial viscosity to suppress oscillations obviously. However, the viscosity affects the accuracy of the solution in that it delays the rupture time and reduces the peak of the slip rate. Galis et al. (2010) developed an adaptive smoothing algorithm to reduce spurious high-frequency oscillations. They applied a weighted average filter to the value of traction and thus reduced high-frequency oscillations of the slip rate without obviously affecting rupture propagation. If spurious high-frequency oscillations do not affect the development of the rupture, they can be removed using a low-pass filter (de la Puente et al. 2009 ). However, it is difficult to ensure that the propagation of a rupture is unaffected by the oscillations.
The SCEC/USGS Spontaneous Rupture Code Verification Project has made many comparisons of dynamic rupture research employing different methods. Among these benchmarks, Kaneko's results from SEM have large spurious high-frequency oscillations, although an iteration scheme was used to obtain a dynamic rupture solution (Kaneko et al. 2008 , Kaneko & Lapusta 2010 . For some models, the spurious high-frequency oscillations generated by the SEM are obviously larger than those generated by other methods. The high-frequency oscillations affect the time history of the slip rate (de la Puente et al. 2009 ).
This paper proposes a time scheme for the SEM that can be used to obtain suitable results which suppresses spurious oscillation and does not affecting the propagation of rupture obviously. The scheme simply uses its own character of the frequency response to suppress oscillations instead of applying an artificial damping coefficient, a weighted average algorithm or filtering. The suppression of oscillations is illustrated by making comparisons with benchmark models provided by the SCEC/USGS Spontaneous Rupture Code Verification Project.
T H E O R E T I C A L F O R M U L AT I O N

Formulation of the SEM
A seismic wave propagating in an underground medium is usually described by wave equations with initial conditions and boundary conditions in the computing domain:
where u and are σ , respectively, the displacement vector and stress tensor, C is the stiffness tensor, ρ is the density, f is the density of the external force and ε is the strain tensor. Dot-multiplying the expression in eq. (1) with an arbitrary test vector w and integrating the product by parts over the volume gives the weak equation
where is the boundary and T is the traction vector on boundary including fault plane, artificial boundary or free surface. Eq. (2) is equivalent to the strong formulation (1). In the ordinary procedure of the SEM, the computational region needs to be meshed into unfold quadrangular element for the two-dimensional problem or hexagonal element for the three-dimensional problem; that is, minor elements of e . All elements are then mapped to a regular reference region [−1, 1] using the local coordinate. In each element e , Gauss-Lobatto-Legendre (GLL) points are used to integrate eq. (2) according to GLL rules. Finally, eq. (2) can be rewritten in matrix form as
where {U} is the unknown displacement vector, [M] and [K] are, respectively, the mass matrix and stiffness matrix and {F} is the force density vector. 
Formulas of stress and displacements on the fault surface
If a rupture occurs on a surface imbedded in media, boundary conditions are applied to control the rupture process and wave propagation. Correctly dealing with these conditions is the key problem in solving dynamic rupture. First, we simplify a fault as a split surface; that is, computation nodes on the same points of the fault are assigned to elements on different sides of the fault. The displacements on each split node are denoted u + and u − . Thus, the slip and slip rate can be expressed as
where X + and X − are the positions of arbitrary nodes on the two sides of the surface.
Next, we use the boundary relations (shown in eq. 5) to compute the displacement on both sides of the fault. For the convenience of description, we use the stress and displacement in the strike, dip and normal directions of the split node in eq. (2) instead of x, y and z directions:
where ν denotes the three directions (strike, dip and normal directions) of the fault, T ijk and T 0ijk are, respectively, the total traction and pre-stress at the node, a ± νi jk are the volume coefficients associated with displacements (see ρw ·üd in eq. (2)) and a ± νi jk is surface integration coefficients associated with stress on the node (see w · Td in eq. (2)), S ± νi jk is the volume integration of stress, displacement and the density of the external force (see ∇w : C : ∇ud and w · fd in eq. (2)). In order to obtained the normal stress, it is necessary to divided eq. (5) by a ± ni jk respectively. Thus, we got eq.
Because the normal acceleration is continuous on the fault which is derived from the continuity of the normal displacement, subtraction of the above equation in the normal direction yields the normal stress
where the node number is omitted. If T n is larger than zero, let T n equal zero to avoid a fault crack along the normal direction (Day et al. 2005) . To obtain the shear stress T ν , we use the slip-weakening friction law which is expressed as
with
where τ c is the shear strength, μ s and μ d are, respectively, coefficients of static and dynamic friction and d 0 is the critical slip-weakening distance. Before solving the rupture, we need to evaluate T ν , where ν denotes the strike (s) direction or dip (d) direction. As Day et al. (2005) did, a trial tractionT ν of T ν is introduced, which can be computed from eq. (5) with the enforced continuity of the tangential velocity; that is,
Taking the procedure of eq. (6) and omitting the node number, we obtained the form ofT ν
Thus, T ν at time step (n + 1) can be obtained as
Substituting T n and T ν into eq. (5), we obtain the acceleration, velocity and displacement at the (n + 1) time step on each split node. Using the coordinate transformation, we obtain the corresponding dynamic rupture in the coordinate system of x, y and z.
Time scheme
As previously described, there are usually spurious high-frequency oscillations in the simulation results of dynamic rupture. In this section, we choose a fault model to show the oscillations. The model is a circular fault with a short radius of 3 units imbedded in a homogeneous medium, which was studied by Aochi et al. (2000) and Madariaga et al. (1998) with a radius of 30 units. All parameters are dimensionless in the computation. The stress drop is defined as 1 unit in the shear direction. The P-and S-wave velocities in the medium are 1.732 and 1, respectively. The density is 1 unit. Ruptures occur everywhere in the circle instantaneously. There is high-frequency oscillation at the boundary of the circle. Because the circle is small, the oscillations at the boundary affect the rupture of the whole circle and the slip thus oscillates strongly (this is why we employ model with radius of 3 units instead of 30 units. Larger radius weaker oscillations occur in slip). The nature of this model is appropriate for testing the ability of a time scheme to reduce oscillations. Here we applied three types of time scheme of the SEM to the model and examined the extent of oscillation; that is, the centre-difference time scheme, the prediction Newmark scheme (Komatitsch & Vilotte 1998; Zienkiewicz & Taylor 2000; Haney et al. 2007 ) and the fourth-order Runge-Kutta scheme (Hu et al. 1996; Zhang & Chen 2006c) . The centre-difference scheme for the SEM has the form
where t is the time interval. The equation shows the displacement at t n+1 can be obtained from the displacements at t n and t n−1 . In the prediction Newmark scheme, the displacement and velocity at t n+1 are first predicted as
where u n andu n are, respectively, the displacement and velocity at t n . ∼ denotes the predicted value. Taking this predicted displacement into eq. (3), the accelerationü n+1 at t n+1 can be obtained. Finally, the displacement u n+1 and velocityu n+1 at t n+1 can be obtained as
The fourth-order Runge-Kutta time scheme gives the displacement at t n+1 in two steps.
Step 1 is the calculation of the velocity from displacement u n at t n according to
where L is the function given by eq. (3), v is the velocity and α i (i = 2, . . . , 4) and β j (j = 1, . . . , 4) are constants of the fourth-order Runge-Kutta scheme.
Step 2 is the calculation of the displacement from the former solution of v n+1 : Fig. 1 shows the slip solutions across the centre of the circle in the stress drop direction of the model from the former three schemes. Clearly, there are very strong oscillations for all slips. Although the three solutions have similar forms, they have different amplitudes and yielding points. The strong oscillations thus affect the validity of the solutions. We also tried other time schemes to solve this problem; for example, arbitrary difference precise integration (Jia et al. 2003) . However, strong oscillations made results divergent. These adverse effects of oscillation reveal that it is necessary to eliminate spurious oscillations to obtain accurate solutions.
Formulation of the weighted velocity Newmark scheme
To suppress the spurious oscillation described in the previous section, we carefully studied each scheme mentioned in the previous section and found that making changes to the prediction Newmark scheme (Haney et al. 2007 ) can result in great improvements. Obviously, the displacement u n+1 at the (n + 1) step expressed by eq. (14) has a relation with the predicted displacementũ n+1 , predicted accelerationü n+1 and the predicted velocityu n+1 . To some extent, we can say that the predictedũ n+1 andü n+1 equal the values at some time between t n+1 and t n but not at t n , whereas the velocityu n+1 is equal to the valueu n at t n . It may thus not be reasonable to compute u n+1 directly usingu n . To get the velocity between t n+1 and t n , we applied [θu n + (1 − θ )u n+1 ] instead ofu n to eq. (14), where θ ∈ [0, 1] ; that is,
In the case of θ = 1, the scheme becomes the prediction Newmark scheme. A different θ in eq. (17) means that velocityu n+1 and velocitẏ u n have different effects on the displacement u n+1 at t n+1 . Thus, this new scheme is referred to as the weighted velocity Newmark scheme. In its form, the scheme appears similar to generalized velocity schemes (Komatitsch & Vilotte 1998 ), yet they are different. The Appendix of the paper illustrates their differences. Fig. 2 shows the slip in the stress direction for different θ for the circle model described earlier. It is clear that the results become more stable as θ decreases. When θ is less 0.25, there is little oscillation in the slip. These results demonstrate that the new scheme reduces the oscillation greatly.
Analysis of the weighted velocity Newmark scheme
A scheme is usually assessed in terms of its stability and ability to suppress noise, which can improve efficiency and accuracy. However, these two aspects of performance cannot be satisfied at the same time. The following discusses the two aspects for the weighted velocity Newmark scheme and thus clarifies the schemes ability to suppress spurious high-frequency oscillations. 
Stability
For convenience, we only discuss the scheme stability for a wave in a homogeneous medium. Usually discussing stability is only done on the homogeneous equation. So we need to remove the force term from eq. (3) first. Thus we obtain eq. (18), that is,
The general solution to eq. (18) can be expressed as a Fourier series:
where n is the order, exp (ω i t), (i = 1, . . . , n) is the ith-order harmonic andū i is the Fourier amplitude of the ith-order harmonic. Furthermore, substituting eq. (19) into eq. (18) yields
If there is a solution to eq. (20), the following must then be hold
For the eigenvector of eq. (21) to be solved, for the scheme of eq. (17) it must hold that
The corresponding critical time interval t c is
where ω max is the maximum circular frequency. The prediction Newmark scheme (i.e. θ = 1) requires that
for stability. Fig. 3 shows the relation between the critical condition t c ω max and θ . It is seen that the critical time interval and thus the efficiency increases with increasing θ. Time interval of the weighted scheme with θ = 0 is smaller 30 per cent than that of the scheme with θ = 1.
Frequency response
The frequency response is an important characteristic of a time scheme. It is given by the relative amplitude difference (i.e. error) between the numerical solution and the exact solution (Zienkiewicz & Taylor 2000) :
where A n is the amplitude of the numerical solution and A ex is the amplitude of the exact solution. Because eq. (18) has the exact solution
and the numerical solution whereC 1 ,C 2 , a, b, C 1 and C 2 are appropriate coefficients, the relative amplitude error of the weighted velocity Newmark scheme can be written as
where
Fig . 4 shows the relative amplitude error for different θ . An amplitude error equaling to 1 means not that the amplitude is accurate but only that the envelope of the amplitude has not changed. The lateral axis in Fig. 4 denotes the frequency if the time interval t is fixed, because T is the period. In multifrequency systems, the frequency response for t/T ≥ 0.1 is usually inaccurate and should be suppressed (Zienkiewicz & Taylor 2000) . This means that the amplitude response for t/T < 0.1 should be held near 1 and it should be far less than 1 for t/T ≥ 0.1. Fig. 4 shows that, under stable conditions, the prediction Newmark scheme (Haney et al. 2007 ) gives a unit response for each frequency, whereas the new weighted velocity Newmark scheme (θ < 1) suppresses the high-frequency responses more successfully at t/T ≥ 0.1. In the rupture problem, the oscillation is a type of high-frequency noise that belongs to t/T ≥ 0.1. Thus, the frequency response of the new weighted velocity Newmark scheme (θ < 1) shows that it can suppress spurious high-frequency oscillations greatly.
VA L I DAT I O N
Section 2 presented a theoretical analysis of the weighted velocity Newmark scheme. To evaluate the scheme objectively, we need to test its performance for more fault rupture models. Here three models are applied. Kostrov (1964) model of a circular rupture with a fixed rupture speed is applied to validate our scheme and two models of a dynamic rupture within a rectangular zone are applied to demonstrate the schemes ability to suppress spurious high-frequency oscillations.
Kostrov model
We adopt Kostrov (1964) model as a reference to validate our scheme. The model has the analytical slip solution
where τ is the stress drop, v r is the rupture velocity, β is the velocity of the shear wave, μ is the shear modulus, c is a constant associated with v r and r is the distance from centre. We set ρ as 2.75 g cm −3 , β as 3.2 km s −1 , v r as 0.9 times of β and c as 0.8137. The stress drop was held as 10 MPa. Left column in Fig. 5 compares the simulation results with θ = 0 and analytic slip at three distances from the centre in the stress drop direction (e.g. r = 1 km; r = 3 km; r = 5 km). Good agreement is clearly seen, with our slip results being almost the same as the analytical solution. The comparison thus demonstrates that our method provides an accurate solution to the rupture problem. At the same time the right column of Fig. 5 shows comparisons of results from our scheme with θ = 0.0, 0.5 and 1.0 for the same model. The spurious oscillation in slips with θ = 1.0 is clear, whereas other two results have less oscillation and are almost same to each other. These comparisons illustrate that scheme employing less θ can suppress spurious oscillation greatly.
Rupture in a rectangular zone
The SCEC/USGS Spontaneous Rupture Code Verification Project has provided many fault models and associated rupture results obtained using many numerical methods, which can be found at http://scecdata.usc.edu/cvws. This is an excellent resource for validating the performance of a new numerical method. Here, we choose two fault models TPV5 and TPV6 to show the performance of our scheme in suppressing spurious high-frequency oscillations. Model TPV5 is a vertical right-lateral strike-slip planar fault embedded in a homogeneous half-space medium, where Vp is 6000 m s −1 , Vs is 3464 m s −1 and density is 2670 kg m −3 . The fault reaches the Earth's surface and the rupture is allowed within a rectangular area that is 30 km long and 15 km deep and surrounded by a strong barrier. The nucleation starts in a square patch that has dimensions of 3 km × 3 km and is located in the centre of the rectangular zone. Failure occurs following a linear slip-weakening friction law. Halfway between the nucleation patch and the right end of the fault, there is a square patch with lower initial shear stress. Halfway between the nucleation patch and the left end of the fault, there is a square patch with higher initial shear stress. Both patches have a side length of 3 km and are centred at 7.5 km in the dip direction and 7.5 km from the centre of the plane in the strike direction. The model is shown in Fig. 6 . Table A1 gives the initial computation parameters of the fault. Fig. 7 compares our results and Kaneko's results at the points on the fault having a depth of 7.5 km and distances of ±7.5 km in the along-strike direction. The left plots are the comparison for the point P1 at −7.5km and the right plots are the comparison for the point P2 at 7.5 km. For both the vertical shear stress and vertical slip rate, the oscillations of Kaneko's results are strong and distinctive as shown by the black line. The red line denoting our results passes through these oscillations as the mean value of oscillations. Clearly, our scheme reduces the oscillations greatly. Fig. 8 compares the horizontal component at the same points. The agreement for the horizontal shear stress is good for the two results, and there is no obvious oscillation. However, the horizontal slip rate in the results of Kaneko has strong oscillation. Comparisons of Kaneko's vertical results and our results with θ = 0 at points having depth of 7.5 km and located ±7.5 km in the along-strike direction. The left column shows the comparisons at point P1 (−7.5 km, 7.5 km). The right column shows the comparisons at point P2 (7.5 km, 7.5 km). All subplots share the same legend. Figure 8 . Comparisons of Kaneko's horizontal results and our results with θ = 0 at points having depth of 7.5 km and located ±7.5 km in the along-strike direction. The left column is the comparisons at point P1 (−7.5 km, 7.5 km). The right column is the comparisons at point P2 (7.5 km, 7.5 km). All subplots share the same legend.
Particularly for the point P2, the oscillation exceeds half of the peak value in the time series. Our results denoted by the red line almost agree with the centre of oscillation, thus demonstrating again a large reduction in oscillation. Fig. 9 shows the comparison of the velocities at the point P0 on the ground surface located 3 km from the fault plane and at −12 km in the strike direction. The comparisons are the velocities in three components from four methods: our method, Kaneko's SEM, Yuko Kase's FDM and Duan's FEM, which are represented as red, blue, green and orange, respectively. Kaneko's results obviously feature largest oscillations. Yuko Kase's results also have strong oscillations. Our results are more similar to Duan's results which has fewer fluctuations. Regardless of oscillations, Kaneko's and Yuko Kase's results Comparisons of the horizontal results obtained using scheme with θ = 1, 0.5 and 0 at points located at a depth of 7.5 km and ±7.5 km in the along-strike direction. The left column shows the comparisons at point P1 (−7.5 km, 7.5 km). The right column shows the comparisons at point P2 (7.5 km, 7.5 km). All subplots share the same legend.
are consistent with ours and Duans results too. The agreements between these four methods validate each other, in other words, they show the validity of our method. Moreover, we present further comparisons (Figs 10 and 11) for the same two points as in Figs 7 and 8 between the prediction Newmark scheme (Haney et al. 2007 ; i.e. the weighted velocity Newmark scheme with θ = 1), and our scheme with θ = 0 and 0.5 (because the results with θ = 0.25 is almost same as that with θ = 0.0 and difficult to be distinguished, it is omitted). It is clear that the oscillation in the stress and slip rate obtained with our scheme θ = 0 and 0.5 is greatly weaker than that with θ = 1.0. In the enlarged comparisons in Fig. 12 which correspond to the horizontal slip rate from 5 to 6 s in Fig. 10(b) , the oscillation with θ = 0.5 is also apparent. It is necessary to be pointed out that Fig. 12 shows the largest difference of Figs 10(a)-(d) and 11(a)-(d) . In the other parts of Figs 10 and 11, Figure 11 . Comparisons of the vertical results obtained using scheme with θ = 1, 0.5 and 0 at points located at a depth of 7.5 km and ±7.5 km in the along-strike direction. The left column shows the comparisons at point P1 (−7.5 km, 7.5 km). The right column shows the comparisons at point P2 (7.5 km, 7.5 km). All subplots share the same legend. the differences are very small. These comparisons not only illustrates that with θ reducing, the spurious oscillations drop greatly, but also shows the scheme with θ less 0.5 can provides the quite satisfied results.
The second comparison model is TPV6 (http://scecdata.usc.edu/cvws). TPV6 is a biomaterial problem in which the material properties are homogeneous on each side of the fault, but change across the fault (Fig. 13) . The fault is a vertical right-lateral strike-slip planar fault that reaches the Earth's surface and separates the media into two parts. On the far side of the fault plane, the velocity of the P wave is 3.750 km s −1 , the velocity of the S wave is 2.165 km s −1 and the density is 2225 kg m −3 . On the near side of the fault plane, the velocity of the P wave is 6.000 km s −1 , the velocity of the S wave is 3.464 km s −1 and the density is 2670 kg m −3 . In contrast to the fault of TPV5, the fault of TPV6
is uniform and has no patch of low or high initial stress. The computation parameters are given in Table A2 . (Fig. 13) on the fault that has a depth of 7.5 km and is located −12.0 km in the along-strike direction. The three below subplots are the parts during 8-10 s of the corresponding above graphs which enlarged the above comparisons. All subplots shear the same legend.
Fig. 14 compares our results with θ = 0 and Kaneko's slip rates at the point P2 on the fault (Fig. 13 ) that has a depth of 7.5 km and is at −12.0 km in the along-strike direction. The upper plots show the horizontal rate, normal rate and vertical rate. To show clearly the differences between our results and Kaneko's results, sections of the upper plots corresponding to times of 8-10 s are redrawn as the lower plots. The horizontal rate of Kaneko's results has obvious fluctuation, while our results pass through the centre of the fluctuation almost without oscillation. For the normal rate, Kaneko's results have weak oscillation and our results again have no obvious oscillation. The two results for the three directions have almost the same shapes throughout. For the vertical rate, the oscillation in Kaneko's results is greater than that in our results. Fig. 15 compares the stress in the three directions at the same point. As for Fig. 14 , the lower plots in Fig. 15 are sections of the upper plots for the time range of 8-10 s. For the stress in three directions, our results have no obvious oscillations while the vertical shear stress in Kaneko's results has strong oscillation in contrast to the small absolute value. Our results of the vertical shear stress pass through Kaneko's oscillations smoothly. Clearly, there is good agreement between the results obtained with the two schemes from a macroscopic view.
In our computation for the above two models, the time interval is fixed as 0.01 s and the size of the element is fixed as 1 km with seven GLL points. The mean grid distance is thus 166 m, which is larger than the distance of 100 m for Kaneko's elements.
C O N C L U S I O N S
Seismologists are concerned with not only wave propagation but also wave motivation associated with a fault. With the improvement of computation techniques and computation equipment, the spontaneous rupture problem can be accurately simulated. Numerical methods have been used to solve the problem; for example, the FDM and FEM. In numerical computation, there are often spurious high-frequency Figure 15 . Comparison of our stress and Kaneko's at the point P2 (Fig. 13) on the fault that has a depth of 7.5 km and is located −12.0 km in the along-strike direction. The three below subplots are the parts during 8-10 s of the corresponding above graphs which enlarged the above comparisons. All subplots shear the same legend.
oscillations generated by discontinuities in the friction law and the poor resolution of the breakdown zone. Techniques have been developed to reduce these oscillations; for example, the application of a damping coefficient and a high-frequency filter. For the SEM, an iteration method is employed to suppress the oscillations and provide suitable results. However, application of the iteration method reduces the computing efficiency and does not obviously suppress oscillations. In this paper, to reduce oscillations, we proposed a new scheme based on the Newmark scheme. In Section 2.3, we discussed the stability and frequency response of the new scheme, thus explaining the reduction of oscillation which shows that the less θ, the less oscillation is. Moreover, the scheme was validated using Kostrov (1964) model by comparing with analytical solution, and using TPV5 model by comparing with the results of Duan et al. Additionally, we compared the results obtained with our proposed scheme for the TPV5 and TPV6 models with that of other works to illustrate that the new scheme greatly suppresses spurious high-frequency oscillation. What's more, from the comparisons in Figs 2, 5, 10, 11 and 12 we can also conclude that the scheme with θ < 0.5 can obviously suppress oscillations. In practice computation one can apply one scheme with θ between 0.0 and 0.5, such as θ = 0.25, to obtain the satisfied results considering time interval. Apparently this suppression improves the stability of the computation and the accuracy of the results, thus we believe that application of our proposed scheme in future work will further demonstrate the advantages of the scheme.
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A P P E N D I X : C O M PA R I S O N S O F G E N E R A L I Z E D V E L O C I T Y S C H E M E S A N D O U R S C H E M E
There are two main types of Newmark time-marching scheme: generalized velocity schemes (Komatitsch & Vilotte 1998) and generalized acceleration schemes (Chaljub et al. 2007 ). There is a clear difference between our scheme and the generalized acceleration schemes (Chaljub et al. 2007 ). However, our scheme and the generalized velocity schemes appear to have the similar form, and it is thus necessary to show the difference between the two schemes. Using our Newmark scheme, the following phases must be applied to compute the displacement and velocity at t n+1 from eq. (3).
Predictor phase:
Solution phase:
Corrector phase:
Substituting the predictor phase and solution phase into the corrector phase yields the forms of the displacement and velocity at t n+1
with θ = 0 and
with θ = 1. Eq. (A5) is the final results from the prediction Newmark scheme (Haney et al. 2007 ). The implementation sequence of the generalized velocity schemes (Komatitsch & Vilotte 1998) without iteration is as follows. 
