Abstract. It is shown that all nontrivial elements in higher K-groups of toric varieties over a class of regular rings are annihilated by iterations of the natural Frobenius type endomorphisms. This is a higher analog of the triviality of vector bundles on affine toric varieties.
to be explained below. Here we remark that by a minor modification of the proofs of [Gu6, Propositions 3.5 and 4.7] these implications can be shown to hold for arbitrary fixed regular ground ring R. On the other hand there has not been known until now a single example of a coefficient ring for which the nilpotence conjecture is true.
In this paper we prove the nilpotence conjecture for a class of regular rings. We expect that this result eventually leads to the verification of Conjecture 1.1 for all regular coefficient rings containing Q, see Remark 11.3. Theorem 1.2. Let Q ⊂ k be an algebraic extension of fields, i and d be non-negative integral numbers, and R be any localization of the polynomial ring k[t 1 , . . . , t d ]. Then for arbitrary commutative cancellative torsion free monoid M without non-trivial units, arbitrary sequence c = (c 1 , c 2 , . . . ) of natural numbers ≥ 2, and arbitrary element x ∈ K i (R [M] ) there exists an index j x ∈ N such that (c 1 · · · c j ) * (x) ∈ K i (R) for all j > j x .
The present work constitutes the concluding step in the long process, stretched over the series of papers [Gu1] - [Gu6] . At this point we would like to summarize the course of the development, which has been influenced by a number of outstanding K-theoretic results of many people. To this end we are going to explain the diagram above. ' Step one' is done in [Gu1] where we proved the triviality of algebraic vector bundles on arbitrary affine toric variety. There our starting point had been Quillen's solution [Q2] to Serre's problem on projective modules over polynomial rings (solved also by Suslin [Su1] ), together with the techniques developed during the years preceding this event. It is clear that the main result of [Gu1] (rather, its stable version for higher dimensional regular coefficient rings [Sw2, Corollary 1.4] ) implies the nilpotence conjecture for i = 0. Actually, we have the equivalence and the south-west arrow in our diagram refers to the corresponding implication: if for a (commutative) ring R the multiplicative action of N on K 0 (R [M] ) is nilpotent for all monoids M as in Conjecture 1.1 then K 0 (R) = K 0 (R [N] ) for all normal (even seminormal) monoids N. This is proved in [Gu6, Proposition 3.5(a, b) ].
The next step was done in [Gu2] , establishing the K 1 -variant of Conjecture 1.1, and shortly thereafter in [M] , treating the K 2 -variant. More precisely, what was shown in [Gu2] and [M] is the aforementioned typical case of the nilpotence conjecture for K 1 and K 2 . The point of departure for us in [Gu2] had been Suslin's work on the structure of the special linear group of a polynomial ring [Su2] -a K 1 -analog of Serre's problem.
That the naive higher analog of [Gu1] is not possible was made clear by the result of Srinivas [Sr] on the non-triviality of SK 1 -group of the simplest toric singularity x 2 = yz. Later, in [Gu3] , we proved that the SK 1 -groups are never trivial for simplicial affine toric varieties in arbitrary dimension unless the variety is an affine space A n R . The reason for such a dramatic failure of the direct higher analog of [Gu1] , as explained in [Gu3] , is the lack of the excision property for the Bass functor K 1 -a phenomenon observed by Swan [Sw1] . The examples of Swan have been studied in detail by Dennis and Stein [DS] . The latter work plays a crucial rôle in [Gu3] . This, i. e. the third step explains why the nilpotence conjecture is natural.
The work [Gu4] , which we view as the fourth step, uses Suslin-Wodzicki's solution [SuW] to the excision problem in algebraic K-theory. There we proved the nilpotence conjecture for simplicial affine toric varieties. It should be mentioned right away that there is a big difference between the simplicial and general cases because, as observed in [Gu4] , from the point of view of Conjecture 1.1 the simplicial case is essentially the case of affine spaces. In [Gu4] we also established the process of 'reduction to interior' (see Lemma 3.1(b) below), essential in our proof of Theorem 1.2. One of the corollaries in [Gu4] is the implication indicated by the north-west arrow in the diagram above (see also [Gu6, Proposition 3.5(c) ]), which can be viewed as a higher analog of Vorst's result [V2] on Serre's problem for discrete Hodge algebras.
The fifth and a crucial step towards Theorem 1.2 is our previous work [Gu6] which, using Thomason's Mayer-Vietoris sequence for singular varieties [TT] and virtually all of our previous results, 'almost proves' the nilpotence conjecture when the coefficient ring is a field. This 'almost proves' is made precise in Section 4 below. That for a restricted class of nonsimplicial toric varieties -the bipyramidal toric varieties -over number fields the 'almost proof' can be converted into an actual proof was also shown in [Gu6] . This has been achieved with the use of the BlochStienstra-Weibel action of the big Witt vectors on the nil-K-theory ( [Bl] [St] [W] ) -an idea suggested by Burt Totaro, and Goodwillie's rational isomorphism between relative K-groups and relative cyclic homology groups for a nilpotent ideal [Go] (used also here in the proof of Proposition 5.2).
In [Gu6] we also remarked that with the use of Thomason's aforementioned localglobal technique the nilpotence conjecture extends to all quasiprojective toric varieties -the north-east arrow in our diagram. This should be viewed as a further evidence that the conjecture is a natural and, in a sense, optimal higher analog of the triviality of vector bundles on affine toric varieties. For instance, we have shown in [Gu7] that even for projective simplicial toric varieties the Grothendieck group of vector bundles can be 'immeasurably' larger than the Grothendieck group of coherent sheaves, contrary to the previously existed conjecture on the rational isomorphism between the two groups [BV] , [Cox, §7.12] .
Finally, the south-east arrow in our diagram says that Quillen's fundamental equality
, on which all of the theory is based, is recovered by the nilpotence conjecture. This is shown by an easy argument based on transfer maps [Gu6, §1] .
The aforementioned action of the big Witt vectors has lead us to a question on certain filtration on certain relative K-groups, which, if answered in the positive, completes the proof of Conjecture 1.1 when the coefficient ring is a characteristic 0 field ( [Gu6, Question 10.2] ). The main body of the present work is centered around the arithmetic case and only at the very end (Section 11) we derive the result for the the coefficient rings as in Theorem 1.2. What is achieved in this work -the sixth step -is a finiteness result on the aforementioned filtration when the coefficient ring is a number field, and this suffices to complete the proof of Conjecture 1.1 in the arithmetic case. Such a progress was made possible by the recent proof of the GellerWeibel KABI conjecture [GW] by Cortiñas [Cor] , converting our relative K-groups into cyclic homology groups whose ranks are amenable to control.
---------Other possible higher K-theoretical analogs of [Gu1] are mentioned in [Gu5, Conjecture 2.4]. For a systematic account on many other aspects of the interplay between affine monoid algebras and polyhedral geometry the reader is referred to [BrGu] .
Organization of the paper. In Section 2 we recall the polyhedral geometry, relevant to affine monoids and their monoid rings. In Section 3 we describe a geometric reduction in Conjecture 1.1 -the pyramidal descent. It is a basic combinatorial tool that puts the polyhedral/combinatorial complexity of the nilpotence conjecture in the paradigm of the existing algebraic techniques. Arithmetic analog of the main result of [Gu6] and that of the link to the action of big Witt vectors [Gu6, Section 10] are developed in Sections 4 and 5. In Section 7, after a technical Section 6, the arithmetic case of the problem is interpreted in terms of cyclic homology. Using Connes' periodicity sequence in Section 8, this interpretation becomes a question on Hochschild homology. Finally, after a preparatory Section 9, this question is settled in Section 10 by a thorough analysis of the relevant Hochschild complexes. In Section 11 we show how the arithmetic case implies Theorem 1.2.
Polytopes, cones, and monoids
For the proofs of the general facts on polytopes and cones we use below the reader is referred to [O] and [Z] .
For a subset W of an Euclidean space conv (W ) refers to the convex hull of W , i. e. the minimal convex subset of R n containing M. In a formula:
If we drop the condition 0 ≤ a 1 , . . . , a k ≤ 1 what we get then is called the affine hull of W .
The convex hull of a finite set is called a polytope. Polytopes are exactly the bounded sets which can be represented as the intersections of finite systems of closed half-spaces. The dimension of a polytope P is that of the affine hull of P .
A polytope is called a simplex if the number of its vertices equals its dimension +1.
If P ⊂ R n is a polytope and H ⊂ R n is a half-space, containing P , whose boundary is a hyperplane ∂H, then P ∩ ∂H is called a face of P . The 0-dimensional faces of P are called vertices, 1-dimensional faces are called edges, and (dim P −1)-dimensional (that is, codimension 1) faces are called facets.
For a polytope P the union of its proper faces is called the boundary of P . It is denoted by ∂P . The subset P \ ∂P is called the relative interior of P and is denoted by int(P ). Since we will only consider relative interiors the adjective 'relative' will be omitted.
The combinatorial type of a polytope is the vertex-face incidence matrix. If two polytopes have the same vertex-face incidence matrices up to a bijection between their vertex sets then we say that the polytopes are of the same combinatorial type. Two polytopes of the same combinatorial type have the same number of equidimensional faces. In particular, such polytopes have the same dimension.
A polytope P ⊂ R n is called rational if its vertices belong to Q n . A subset C ⊂ R n is called a convex cone if C is a convex set and ax ∈ C whenever x ∈ C and a ∈ R + , the set of nonnegative real numbers.
All cones, considered in this paper, are assumed to be convex. Moreover, they are assumed to be positive dimensional, finite-polyhedral and pointed. Here "finitepolyhedral" means "the intersection of a finite system of closed half-spaces whose boundaries contain the origin O ∈ R n " and "pointed" means "containing no affine line".
A cone is called simplicial if its edges are spanned by linearly independent vectors. As in the case of polytopes one can introduce the notion of a face, the boundary, the relative interior, and the combinatorial type of a cone.
Given a cone. Then its only vertex is the origin O and the edges (the 1-dimensional faces) are the extremal rays containing the origin O. A cone is the convex hull of its edges. In a sense, the edges for a cone are the same as the vertices for a polytope.
We say that a cone is rational if its edges contain rational (equivalently, integral) points of R n . All monoids M considered in this paper are assumed to be commutative, cancellative and torsion free. In other words, we assume that the natural homomorphisms M → gp(M) → Q ⊗ gp (M) are injective, where gp (M) refers to the universal group associated to M (the Grothendieck group, or the group of differences of M). Equivalently, our monoids can be thought of as additive submonoids of real spaces (M → R ⊗ gp (M) ). This enables us to use polyhedral geometry in their study. Our conditions on a monoid M are equivalent to the condition that k [M] is a domain for some (equivalently, arbitrary) field k.
If a monoid M is finitely generated, then it is called an affine monoid.
When we treat monoids separately, i. e. not within their monoid rings, the monoid operation is written additively. In monoid rings we switch to the multiplicative notation.
For a monoid M its group of units (i. e. the maximal subgroup of M) is denoted by U(M). The affine monoids for which U(M) = 0 are called positive monoids.
We put rank M = rank gp (M) where, as usual, for an abelian group A its rank is by definition dim Q Q ⊗ A.
A monoid M is called normal if the submonoidM := {x ∈ gp(M) : nx ∈ M for some natural n} ⊂ gp(M) coincides with M. In general, the monoidM may be larger than M. We call it the integral closure of M. It is well known fact that a monoid M is normal if and only if the monoid algebra k [M] is integrally closed domain for some (equivalently, arbitrary) field k.
Given an affine positive monoid M. Upon fixing an embedding M → R⊗gp(M) ≃ R n , n = rank (M) and making the identification gp(M) = Z n we can view the monoid M as a set of integral points in R n . The convex hull C = conv(M) is then an ndimensional rational cone in R n and the normality condition translates into the equality M = C ∩ Z n . Conversely, for a cone C ⊂ R n the submonoid C ∩ Z n is a normal affine positive monoid. The finite generation part of this claim is the classical Gordan Lemma [Gor] .
For a nonzero affine positive monoid M ⊂ Z n we put
The monoid M * is never affine, unless rank M = 1 in which case M * = M. The rings below, unless specified otherwise, are assumed to be commutative and with unit. c = (c 1 , c 2 , . . .) will always denote a sequence of natural numbers ≥ 2. As usual, N = {1, 2, . . .} and Z + = {0, 1, 2, . . .}.
Sufficiency of pyramidal descent
In this section we make a combinatorial reduction in Conjecture 1.1. We need the following 
(c) Conjecture 1.1 is true for arbitrary affine simplicial monoid.
Proof. (a) and (b) together constitute a reformulation of [Gu6, Lemma 3.4 ] and the observations on K-theoretical excision in [Gu6, §3] ; (c) is [Gu6, Theorem 6.4] .
A polytope P ⊂ R n is called a pyramid if it is a convex hull of its facet F ⊂ P and a vertex v ∈ P , not in the affine hull of F . In this situation F is a base of P and v is its apex, and we write P = pyr(v, F ). For instance, arbitrary simplex is a pyramid whose every facet is a base and every vertex is an apex.
The complexity of a d-dimensional polytope P ⊂ R n (d ≤ n) is by definition the number c(P ) = d−i, where i is the maximal non-negative integral number satisfying the condition: there exists a sequence P 0 ⊂ P 1 ⊂ · · · ⊂ P i = P such that P j is a pyramid over P j−1 for each 1 ≤ j ≤ i.
The complexity is an invariant of the combinatorial type and simplices (of arbitrary dimension) are exactly the polytopes of complexity 0. In fact, we have the equality c(pyr(v, P )) = c(P ).
For a cone C ⊂ R n there exists a hyperplane H ⊂ R n \ {O} such that the intersection Φ(C) = H ∩ C is a polytope. Moreover, H can be chosen to be rational. This follows, for instance, from the easily checked fact that C can be embedded into the positive orthant R n + . In this situation R + Φ(C) := {ax : a ∈ R + , x ∈ Φ(C)} = C and Φ(C) is a rational polytope whenever C is a rational cone.
Of course, the polytope Φ(C) depends on the choice of H and is, therefore, only defined up to a projective transformation. But the combinatorial types of Φ(C) and C determine each other.
Clearly, a cone C is simplicial if and only if Φ(C) is a simplex. When we consider the Φ-polytopes simultaneously for several cones contained in a single cone it is always assumed that these polytopes live in the same rational hyperplane H that has been chosen for the ambient cone.
For a cone
Given two polytopes P ⊂ Q, P = Q. Assume P is obtained from Q by cutting off a pyramid at a vertex v ∈ Q. In other words,
In this situation we say that P ⊂ Q is a pyramidal extension. Observe, that P ⊂ Q is a pyramidal extension of polytopes then these polytopes are automatically positive dimensional.
We recall from [Gu6] that an extension of monoids M ⊂ N is called pyramidal if M and N are non-zero affine positive normal monoids, gp(M) = gp(N), and
The following lemma is a key combinatorial fact. Let P ⊂ R n be a polytope. Call a sequence of polytopes P = P 0 , P 1 , P 2 , . . . admissible if the following conditions hold for all indices k: (1) P k ⊂ P and (2) either P k+1 ⊂ P k is a pyramidal extension or P k ⊂ P k+1 . (Observe, dim P k = dim P in an admissible sequence.)
For arbitrary open subset U of a polytope P there exits an admissible sequence of polytopes P = P 0 , P 1 , P 2 , . . . such that P j ⊂ U for all sufficiently big indices j. Moreover, if P is rational the polytopes P j can be chosen to be rational too.
Given a pyramidal extension of monoids M ⊂ N. It will be called an extension of complexity c if c Φ(N) \ Φ(M) = c, where X refers to the Euclidean closure of a subset X ⊂ R n . In this situation we will write c(M ⊂ N) = c. Given a regular ring R, a natural number i, and a pyramidal extension of monoids L ⊂ M. We say that the pyramidal descent holds for these objects if for every element
) for all j > j x . We say that the pyramidal descent of type c holds (for R and i) if the pyramidal descent holds for the K i -groups of the monoid R-algebras, corresponding to all pyramidal extensions of monoids L ⊂ M with c(L ⊂ M) = c. If we require the latter condition only for rank r monoids we say that the pyramidal descent of type c holds for monoids of rank r. The pyramidal descent, without referring to the complexity and the rank, just means the corresponding condition for all pyramidal extensions (for R and i). Also, if R and i are clear from the context we will usually skip them.
Next is a refined version of Lemma 5.2 in [Gu6] . 
is true for the monoid ring R[N] if the pyramidal descent of type < c(N) holds for monoids of rank rank(N).
Proof.
Fix a rational simplex ∆ ⊂ P 0 , dim ∆ = dim P 0 . By Lemma 3.2 there is an admissible sequence Q 0 = P 0 , Q 1 , Q 2 , . . . of rational polytopes such that Q t ⊂ ∆ for all t ≫ 0. Then the sequence of polytopesQ t = conv(v 1 , . . . , v i , Q t ) is an admissible sequence of rational polytopes such thatQ 0 = Φ(N) andQ t are contained in the simplex∆ = conv(v 1 , . . . , v i , ∆) for t ≫ 0. Moreover, if Q t+1 ⊂ Q t is a pyramidal extension then we have c Q t+1 \Q t ≤ c(N) − 1. By Gordan's Lemma the monoids R +Qt ∩ gp(N) are all affine, normal, and positive.
Pick an element x ∈ K i (R[N]). Assume the pyramidal descent of type ≤ c(N) − 1 holds for rank r monoids. Then there exists a sequence of elements
such that the following conditions hold:
• ifQ t ⊂Q t+1 then k t = k t+1 and x t+1 is the image of x t under the map
. In this situation we have
for all j ≫ 0 and we are done by Proposition 3.1(c).
By induction first on complexity and then on rank, Propositions 3.1(a) and 3.3 imply the following proposition, in the formulation of which we assume that the regular ring R and the K-theoretical index i are both fixed. Remark 3.5. The implication, mentioned in Proposition 3.4, has 'almost been shown' in [Gu5] , see the next section. The reason we introduced the notion of complexity for pyramidal extensions is that it allows a more subtle passage from rank < n monoids to rank n monoids. Without such an approach the inductive step on the monoid rank would raise the transcendence degree of the coefficient field and, by the same token, we would run into the class of non-arithmetic fields.
Almost pyramidal descent
Throughout this section we fix a natural number i, a sequence c = (c 1 , c 2 , . . .), and a field k of characteristic 0.
We now develop a version of the main result of [Gu6] , adapted to the arithmetic situation.
Consider the following construction. Let M ⊂ N be a pyramidal extension of rank n monoids. We make the identification gp(N) = Z n and, hence, R ⊗ gp(N) = R n . Assume we are given a cone
, and a nonzero element t ∈ (R + v) ∩ Z n ≃ Z + . To these objects we associate the following non-commutative ring
where
Theorem 4.1 (Almost Pyramidal Descent). Assume Conjecture 1.1 holds for the monoid k-algebras of all affine normal positive monoids of rank < n and assume it holds for all affine normal positive monoids of rank n and complexity < c(N).
, and a nonzero element t ∈ (R + v) ∩ Z n , such that:
for all j ≫ 0.
Remark 4.2. (a) We call this theorem 'almost pyramidal descent' (over k) because of the following. The ring Λ is generated as a k-algebra by monomials, i. e. by 2 × 2-matrices whose entries are all zero except only one which is an element of N. The set of monomials in Λ which are not in the matrix subring
finite -this is so because D ⊂ R + M * . If we knew that these exceptional monomials did not contribute to the K-theory of k[N] in the following sense:
then we would have the pyramidal descent for the extension
. In other words, we only need to show that the mentioned finite set of monomials can always be eliminated.
(b) Actually, [Gu6, Theorem 9 .3], on which Theorem 4.1 is based, is proved for fields of arbitrary characteristic and, moreover, it even says that there is only one monomial to be eliminated. But what is really relevant to the issue is the finiteness of the set of 'critical' monomials.
A word on one notation to be used below. For arbitrary (not necessarily affine)
) is a split monomorphism and, therefore, K i (k) can be thought of as a direct summand of
Assume we are given two submonoids
We have the obvious equivalence
Before we embark on the proof of Theorem 4.1 we recall [Gu6, Theorem 9 .3] and the part of its proof to be adapted to the new situation.
Given
In fact, the only difference between the assumptions in Theorem 4.1 and the assumptions in [Gu6, Theorem 9.3 ] is that in [Gu6] we require that Conjecture 1.1 holds for the monoid algebras of all rank < n monoids without non-trivial units and for arbitrary coefficient fields. On the other hand there is no mention in [Gu6, Theorem 9 .3] on the complexity on the pyramidal extension M ⊂ N (and the monoidL is actually of very special type -s. c. polarized monoid ). But we remark that it is exactly the class of affine positive normal monoids what is used in the proof of [Gu6, Theorem 9.3] . It is essential to notice that the proof in [Gu6] only uses the fields k and k(T ) -a rational function field in one variable.
Assume we have shown how to circumvent the use of the field k(T ) in the situation of Theorem 4.1. By Proposition 3.1(b) there is no loss of generality in assuming that
. Changing x by x − x(0) we can further assume that x is the image of an element z ∈ K i (k[N * ])/K i (k) and, therefore, extendingL to the monoid L := D ∩ Z n and, correspondingly,Λ to the ring
we get what we want.
Next we describe where and how the field k(T ) is used in the proof of [Gu6, Theorem 9.3] .
It is used in Step 2 in that proof, where we have the following situation. We are given:
Moreover, for arbitrary real number ε > 0 (and fixed z) the objects D z , v z , t z and L z can be chosen in such a way that:
is within the ε-neighborhood of ∂Φ(N).
Notice: The element t z , the polytope Φ(D z ), and the monoid L z are respectively the pole t, the polytope Γ 1 , and the monoid N 1 (Γ 1 ) in the proof of [Gu6, Theorem 9.3] . In particular,
′ of rank n−1, -a general observation on inversion of extremal elements of a normal positive monoid (see, for instance, [BrGu, §2.1]) . Under this isomorphism t z maps to (1, 0). Furthermore, we can fix an isomorphism Gu6, Corollary 2.5 ]. We will simply identify Z + ⊕ L ′ with its image in Zt z + L z under such an isomorphism. Because of the condition (ix) we can assume that
Let z 1 be a preimage of z and let z 2 be the image of
. The field k(T ), being identified with the fraction field of k[Z + t x ], is used to show that the following condition holds:
where for a natural number c we denote by c • the endomorphism of
In particular, Theorem 4.1 is proved once we know how to achieve the condition (x) above, working exclusively over the field k. Since the choice of the preimage z 1 is irrelevant in the proof of [Gu6, Theorem 9 .3] we will now make a more careful choice with the use of the condition on complexities.
Proof of Theorem 4.1. Let w denote the vertex of Φ(N) not in Φ (M) . We fix arbitrarily a rational point
In other words, ξ is an interior rational point of the facet of Φ(M) visible from w. For a rational number 0 < λ < 1 we let Φ(N) λ denote the homothetic image of Φ(N), centered at ξ and with factor λ. By first choosing a rational number 0 < λ < 1 close enough to 1 and then choosing correspondingly a real number ε > 0 small enough we can achieve that the following conditions hold:
λ denote the image of w under our homothetic transformation. The intersection of the cone, spanned by the polytope Φ(N) λ (in Aff(Φ(N))) at its vertex w λ , and the pyramid Φ(Z + t z + L ′ ) is a rational polytope. Denote it by P and consider the monoid N(P ) = R + P ∩ Z n . We have: • if ε > 0 is small enough then P is a rational pyramid with apex at w λ , having the same combinatorial type as
We fix λ and ε in such a way that all these conditions are satisfied.
, and z 3 ∈ K i (k[N(P )]) be the corresponding images of z 0 . Then z 1 (0) = 0, z 2 (0) = 0 and z 3 (0) = 0 by (1).
Since c(N(P )) = c(M ⊂ N) and z 3 (0) = 0, by the assumption of Theorem 4.1 we have (c 1 · · · c j ) * (z 3 ) = 0 for j ≫ 0. (As usual, for a natural number c the endomorphism of K i (k[N(P )]), induced by the monoid endomorphism N(P ) → N(P ), n → n c , is denoted by c * .) Since z 2 is the image of z 3 it follows that (c 1 · · · c j )
Here we use the same notation c * (c ∈ N) for the endomorphism of
Therefore, to prove (x) for our element z 2 it only remains to show that
For a natural number c we have the equality c * = c
a free rank c module over itself. Therefore, by the transfer map for K i we get c · ζ = 0 whenever c is a natural number and ζ
is an element such that c * (ζ) = 0. Now the implication (2) follows from the general fact which we borrow from the next section (see Proposition 5.1(a)): for a graded not necessarily commutative kalgebra A = A 0 ⊕ A 1 ⊕ · · · and its ideal A
is a k-vector space and, hence, has no nontrivial torsion.
Notice, we use the condition char k = 0 only at the very end of the proof above. By Proposition 3.4 and Theorem 4.1 we get Proposition 4.3. In order to prove Conjecture 1.1 for monoid k-algebras it is enough to show that the almost pyramidal descent over k implies the pyramidal descent for arbitrary pyramidal extension of monoids.
Graded structures
We again assume that k is a field of characteristic 0, M ⊂ N is a pyramidal extension of monoids, and i ∈ N. We also fix a rational cone
and a nonzero element t ∈ (R
) denote the corresponding subring, as in Section 4. Given a (not necessarily commutative) graded k-algebra A = A 0 ⊕ A 1 ⊕ · · · . Its ideal generated by the elements of positive degree will be denoted by A + . For a non-negative integral number s we put
. From the action of the big Witt vectors Witt(k) on the relative K-groups (the Bloch-Stienstra operations on Nil-K-theory, generalized by Weibel to the graded noncommutative situation, [Bl] [St] [W] ) one derives (see [Gu6, Section 10] ) the following Proposition 5.1. The following hold in the category of k-vector spaces:
this decomposition is functorial with respect to graded k-algebra homomorphisms, (b) Im
Since N can be embedded into a free monoid Z 
(We will use the same notation Λ j for something else in Sections 9 and 10.) Clearly,
Moreover, we have
(See Remark 4.2(a).)
The bigger ring Λ ⊂ Λ ′ also carries the induced graded structure 
and, hence, the homomorphisms 
for all j ≫ 0. (Here we use the equality K i (R) = K i (M 2×2 (R)) for arbitrary ring R.)
Step 2. By changing x to x − x(0) we can achieve
. By Proposition 5.1(a) we have the k-vector space decompositions:
+ is a nilpotent ideal by Goodwillie's theorem [Go] we have
the group on the right being a finite dimensional Q-vector space. In particular, (6) W t = 0 for all t ≫ 0 depending on s.
For each natural number s the exact sequence 0 → (
+ → 0 gives rise to the long exact sequence
which, together with (6), shows
for all t ≫ 0, depending on s.
By the very definition of the endomorphism c * :
) and the condition x(0) = 0 we have
Therefore, by Proposition 5.1 we have
for all indices j. The latter inclusion and (7) imply
for all j ≫ 0, depending on s. Simultaneously, by the inclusions (8) and Proposition 5.1(b) we have
Step 3. Fix a natural number s big enough to satisfy the following conditions:
+ ):
restricts (through the canonical embedding) to a filtration on the group
which we denote by
for all t ≫ 0. Fix such a natural number t. By (9) we have (c 1 · · · c j ) * (x) ∈ G for j ≫ 0. Therefore, (10) implies that if j is big enough with respect to t then (c 1 · · · c j ) * (x) ∈ G t . In particular, by (11) we see that
for all sufficiently big natural numbers j. We are done because Λ
Control on dimension
To ease references in Sections 7 and 8 we now list some elementary facts on the relationship between the dimensions of vector spaces in certain commutative diagrams.
The vector spaces below are rational vector spaces, although everything generalizes straightforwardly to modules over arbitrary integral domain (after substituting the rank of a module for the vector space dimension).
Call a homomorphism ψ : V → V ′ between two vector spaces an almost isomorphism if dim Ker(ψ) < ∞ and dim Coker(ψ) < ∞. For instance, a homomorphism between finite dimensional vector spaces is vacuously an almost isomorphism.
Consider the following three types of commutative diagrams of vector spaces:
where in the diagrams of type (D 2 ) and (D 3 ) we assume that the rows are exact sequences.
Lemma 6.1. 
Proof. (a) That Ker Ker(f ) → Ker(g) and Coker Coker(f ) → Coker(g) are finite dimensional is straightforward. If dim Coker Ker(f ) → Ker(g) = ∞ then there exists an infinite dimensional subspace W ⊂ Ker(g) for which W ∩ Im(Ker(f )) = 0. Since α is an almost isomorphism it embeds an infinite dimensional subspace V ⊂ V 1 into W . The condition W ∩ Im(Ker(f )) = 0 implies V ∩ Ker(f ) = 0 and, thus, f embeds V into V 2 . On the other hand (β • f )(V ) = 0 and this is a contradiction because β, being an almost isomorphism, cannot annihilate the infinite dimensional subspace f (V ) ⊂ V 2 . Now assume dim Ker Coker(f ) → Coker(g) < ∞. Then there is an infinite dimensional subspace V ⊂ V 2 such that V ∩ Im(f ) = 0 and β embeds V into Im(g). Since α is an almost isomorphism the subspace
The claims (b), (c) and (d) are straightforward, while (e) follows from the corresponding Ker − Coker exact sequence.
For (f) we can assume that
and that the exact rows consist of the first coordinate embeddings and the second coordinate projections. Then β = α 0 δ γ and
for some homomorphisms δ : U 3 → V 1 and δ : V 3 → W 1 and the claim follows from the inclusion
Remark 6.2. The implications in Lemmas 6.1(d) and 6.1(e) cannot be reversed. This is shown respectively by the diagrams
where V is arbitrary infinite dimensional vector space, g (u, v) = (v, 0), ϕ : V → V ⊕ V is arbitrary isomorphism, and ψ = 0 1 • ϕ. Lemma 6.1(f) should be thought of as a 'weak inverse' to the implication in Lemma 6.1(d). It turns out that this weak version suffices for our purposes.
Cyclic homological interpretation
Assume we are given a number field k and arbitrary ring extension Λ ⊂ Λ ′ as in Section 5. Define the bicomplexes CC * (Λ, s) and CC * (Λ ′ , s) from the exact se-
where CC * (−) refers to the cyclic bicomplex [Lo, Chapter 2] .
Proposition 7.1. In order to prove Conjecture 1.1 for the monoid k-algebras it is enough to show that
Notice. Although we could only state the condition (12) for s ≫ 0 (in the spirit of Proposition 5.2) but we will actually prove (12) for arbitrary s ∈ Z + .
Step 1. For s ∈ Z + we let ϑ s and ϑ ′ s be the same homomorphisms as in the diagram (5), and let α s be the same natural homomorphism Coker(ϑ s ) → Coker(ϑ ′ s ). By Proposition 5.2 it is enough to show that rank Im(α s ) < ∞ for s ≫ 0.
We let F i (for all i ∈ Z + ) denote either the functor K i or HC i . Then for arbitrary number s ∈ Z + we have the commutative diagram with horizontal long exact sequences
where the birelative K-groups are defined using homotopy fibers of the mappings between the spaces that give the relative K-groups, and the birelative cyclic homology groups are defined using the shifted (by +1) mapping cones of the chain homomorphisms between the bicomplexes that give the relative cyclic homology groups (see [GW, §1] ).
In the case F 0 = K 0 , F 1 = K 1 , . . . from (13) we derive the commutative squares with horizontal embeddings Coker(ϑ s )
In particular, we have the embeddings
and by Proposition 5.2 it is enough to show that
By Cortiñas' result [Cor] we have natural isomorphisms
In particular, the condition (14) is equivalent to the condition
Step 2. By the diagram (13) (for F 0 = HC 0 , F 1 = HC 1 , . . .) and by the definition of the bicomplex CC * (Λ, s) we have the two types of short exact sequences for all indices i, s ∈ Z + :
(As usual, we assume HC −1 (−) = 0.) Clearly, we also have the similar short exact sequences for the ring Λ ′ , which we denote respectively by A(Λ ′ , i, s) and B(Λ ′ , i, s).
+ are finite dimensional for all indices i ∈ Z + . In particular, the long homological sequences, associated with the exact sequences
and with the similar short exact sequences for Λ ′ , show that for all i, s ∈ Z + the homomorphisms:
are almost isomorphisms. By Lemma 6.1(a) we arrive at
Claim. The homomorphisms
and the similar homomorphisms for Λ ′ are almost isomorphisms.
Step 3. Consider arbitrary intermediate ring Λ ⊂ Λ ′′ ⊂ Λ ′ of the same type as Λ and Λ ′ with respect to the same element t ∈ N and a new rational cone
Everything that has been said above about the ring extension Λ ⊂ Λ ′ remains true for the extensions Λ ⊂ Λ ′′ and Λ ′′ ⊂ Λ ′ . Let A(Λ ′′ , i, s) and B(Λ ′′ , i, s) denote the corresponding short exact sequences. We have the two series of transformations of short exact sequences
The condition (12) and Lemma 6.1(d), applied to B(Λ, Λ ′′ , Λ ′ , i, s), imply that the side homomorphisms in B(Λ, Λ ′′ , Λ ′ , i, s) have the finite dimensional images for every i, s ∈ Z + . Then, by Lemma 6.1(b) and Claim in Step 2 above, the side homomorphisms in A(Λ, Λ ′′ , Λ ′ , i, s) also have finite dimensional images for every i, s ∈ Z + . Finally, Lemma 6.1(f) shows that the composite of the middle homomorphisms in A(Λ, Λ ′′ , Λ ′ , i, s) also has the finite dimensional image for every i, s ∈ Z + . Remark 7.2. If there existed natural homomorphisms f i,s :
for i, s ∈ Z + , which would define the transformations of short exact sequences
with side mappings the canonical ones, then by Claim in Step 2 and Lemma 6.1(e) the homomorphisms f i,s and g i,s would have been almost isomorphisms. In this situation Lemma 6.1(b) would complete the proof.
However, there is no obvious reason that such homomorphisms f i,s and g i,s exist. Therefore, we need to invoke Lemma 6.1(f) to circumvent the difficulty. In the proof of Proposition 8.1 below we will need once more to use the same Lemma 6.1(f).
Switch to Hochschild homology
Let k be a number field and Λ ⊂ Λ ′ be a ring extension as in Section 7. We define the complexes C * (Λ, s) and C * (Λ ′ , s) from the exact sequences
where C * (−) refers to the Hochschild complex [Lo, Chapter 1] .
We have the following passage to the Hochschild homology.
Proposition 8.1. In order to prove Conjecture 1.1 for the monoid k-algebras it is enough to show that
Proof. By Proposition 7.1 it is enough to show that (16) implies (12). This will be done by induction on the homological index i, assuming s is a fixed non-negative integral number. For convenience we consider the homology groups also for negative values of i when these groups vanish by convention.
Both conditions (12) and (16) hold vacuously for the negative i. Let i be a non-negative integral number. Assume we have shown (12) for all homological indices j < i. We want to show (12) for i.
At this point we invoke Connes' periodicity exact sequence [Lo, §2.2] , adapted to the homologies of CC * (Λ, s) and C * (Λ, s). Consider the following commutative diagram of bicomplexes whose first two columns are exact sequences and the third column is defined by the requirement that the rows in this diagram are also exact sequences:
Here for a bicomplex B we denote by B {2} * (−) the bicomplex of the first two columns of B and (B[0, 2]) pq refers to the degree shift B p−2q .
The embedding of C * (−) into CC {2} * (−) as the first column is a quasi-isomorphism because the quotient is the bar resolution of Λ ( [Lo, §1.1.12] ). Therefore, the third column in the diagram above, which is also an exact sequence, yields a long exact sequence whose spot is
Consider the groups
and
Then we have the short exact sequence
Clearly, we also have the exact sequence (in the self-explanatory notation)
Consider arbitrary intermediate ring Λ ⊂ Λ ′′ ⊂ Λ ′ of the same type as Λ and Λ ′ (with the same element t ∈ N), associated to a rational cone
It gives rise to a short exact sequence of the same type and the free sequences fit into the commutative diagram
Now the condition (16), the induction assumption, and Lemma 6.1(c) altogether imply that the side vertical maps in this diagram have finite dimensional images. Therefore, Lemma 6.1(f) implies that the composite of the middle vertical maps has a finite dimensional image too.
Setup for the proof in the arithmetic case
In this preparatory section we setup the notation and prove several technical lemmas to be used in the proof of (16), that is in the next section.
For this and the next section we fix: (i) a pyramidal extension of monoids M ⊂ N, identifying gp(N) with Z n , (ii) a number field k and a basis B(k) ⊂ k of k as a rational vector space, 
vii) a system of natural numbers γ 0 , . . . , γ i satisfying the condition specified below (see (vii)-Continued ).
To each cone D j , 0 ≤ j ≤ i and the element t we associate the subring Λ j ⊂ M 2×2 (k[N] ) in the same way as in Section 5. Clearly, Λ 0 ⊂ · · · ⊂ Λ i . All these rings carry the graded structure induced by that of k[N].
We will also use the notation
is a basis of Λ j as a rational vector space. We denote this basis by B(Λ j )
Lemma 9.1. For every natural number γ there exists a natural number γ ′ such that arbitrary system of homogeneous elements λ 1 , . . . , λ p ∈ Λ of degree > γ ′ admits representations of the type 
The second part of the lemma is obvious.
By applying Lemma 9.1 to the successive ring extensions Λ i ⊃ Λ i−1 , . . ., Λ 1 ⊃ Λ 0 we can choose the natural numbers γ j so that the following condition holds: (vii) (Continued ) s = γ i < γ i−1 < · · · < γ 0 and for every index 1 ≤ j ≤ i and every system of elements λ 1 , . . . , λ s ∈ B(Λ j−1 ) of degree > γ j−1 there exist representations of the type
are elements of degree > γ j and λ ′ is a nonzerodivisor. We will think of the l-th component
(the tensor products being considered over Q) where ξ k ∈ Q, λ k0 , . . . , λ kl ∈ B(Λ j ) and
The subset
is a basis of the rational vector space C l (Λ j ). For an element z ∈ C l (Λ j ) (0 ≤ j ≤ i) its canonical Q-linear expansion in this basis will be called just canonical. Clearly, the grading on Λ j induces that on
Convention: For a natural number l, an integral number p, and a system of objects * 0 , . . . , * l , enumerated this way, we let p l+1 ∈ {0, . . . , l} denote the remainder after dividing p by l + 1 and let * p = * p l+1 .
Assume j ∈ {0, . . . , i} and l ∈ N.
we let l j (λ) and r j (λ) denote the nonnegative integral numbers determined by the conditions:
• l j (λ) (equivalently, r j (λ)) is the smallest possible number satisfying the preceding conditions. If deg(λ l ′ ) > γ j for all indices 0 ≤ l ′ ≤ l then we put l j (λ) = 0 and r j (λ) = l. The numbers l j (λ) and r j (λ) are not defined if deg
We always have 0 ≤ l j (λ) ≤ l and 0 ≤ r j (λ) ≤ 2l − 1. We put δ j (λ) = r j (λ) − l j (λ) if the numbers on the right exist. In this situation 0 ≤ δ j (λ) ≤ l. In the remaining situation deg(λ 0 ), deg(λ 1 ), . . . , deg(λ l ) ≤ γ j we put δ j (λ) = −1.
Finally, for a non-zero element z ∈ C l (Λ j ), whose canonical expansion is z = k ξ kλk , ξ k ∈ Q, we put δ j (z) = min k (δ j (λ k )) (this may be −1). We also assume δ j (0) = −1.
Because s ≤ γ j for all 0 ≤ j ≤ i by (17) we have the implications
We say that two elements
with the property δ j (λ) ≥ 0 and δ j (λ ′ ) ≥ 0 are of the same format if the following hold:
The corresponding equivalence class ofλ will be denoted by F(λ). Recall, the lth differential of the complex
, 0 ≤ r ≤ l are the canonical homomorphisms between the vertical Cokernels in the diagrams
For arbitrary index 0 ≤ r ≤ l and an elementλ ∈ B ⊗(l+1) (Λ j ) ∩ C i (Λ j , s), such that d r (λ) = 0, the elements of B(Λ j ) ⊗l involved in the canonical expansion of d r (λ) are of the same format. (Recall, we think of C l (Λ j , s) as certain rational vector subspace of C l (Λ j ).) Therefore, the numbers l j (d r (λ)) and r j (d r (λ)) can be defined in a natural way, and the format F(d r (λ)) is by definition that of any of the elements of B(Λ j ) ⊗l involved in the canonical expansion of d r (λ).
Notice. That the canonical expansion of d r (λ) may involve more than one summand is a consequence of the fact that the basis B(Λ j ) is not a multiplicatively closed set for, say, the matrix 0 0 0 1 = 0 0 1 0 0 1 0 0 is never in B(Λ j ). Also, B(k) is in general far from being multiplicatively closed.
Let − τ refer to the cyclic operator (λ 0 ⊗ · · · ⊗ λ l ) τ = λ l ⊗ λ 0 ⊗ · · · ⊗ λ l−1 . The proof of the following lemma is straightforward Lemma 9.2. Given:
• j ∈ {0, . . . , i} and l ∈ N, •λ,μ ∈ B ⊗(l+1) (Λ j ) ∩ C l (Λ j , s) such that δ j (λ) > 0 and δ j (μ) > 0, • u ∈ {l j (λ), l(λ) + 1, . . . , r j (λ) − 1}, • v ∈ {l j (μ), l(μ) + 1, . . . , r j (μ) − 1}. (e) l j (λ) = l j (μ) + 1, r j (λ) = r j (μ) + 1, r j (λ) ≥ l + 2, u ≥ l + 1, v ≤ l,
Given a natural number l and a non-empty set of integral numbers S = {i 1 , . . . , i #S }, i 1 < · · · < i #S , representing different residue classes modulo l + 1. For an element
we putλ
In the special case δ j (λ) ≥ 0 and S = {l j (λ), l j (λ) + 1, · · · , r j (λ)} we will use the notationλ| δ j =λ| S .
More generally, assume k ξ kλk is the canonical expansion of a non-zero element z ∈ C l (Λ j ). Then we put
If δ j (z) ≥ 0 and the elementsλ k are all of the same format then we put In particular, if F(λ 1 ) = · · · = F(λ k ) and δ j (λ 1 ) ≥ 0 then for arbitrary rational numbers ξ 1 , . . . , ξ m we have the equivalence
Proof. A permutation of the tensor factors yields an automorphism of the rational vector space C l (Λ j ). This automorphism respects the basis B(Λ j ) ⊗(l+1) ⊂ C l (Λ j ). There is, therefore, no loss of generality in assuming that S = {0, 1, . . . , m} for some 0 ≤ m ≤ l. We can also assume that m < l for otherwise there is nothing to prove.
The Hochschild complex C * (Λ j ) is isomorphic to the free algebra of non-commutative polynomials over Q having no nonzero constant terms, whose variables are labeled by elements of B(Λ j ). The set B(Λ j ) ⊗(l+1) corresponds to the set of monomials of degree l + 1 (with respect to the grading when the variables have degree 1). Therefore, the lemma translates into the following obvious equivalence 
Finite dimensional images in Hochschild homology
By Proposition 8.1 the following theorem implies Conjecture 1.1 for the monoid k-algebras.
Theorem 10.1. dim Q Im H i (C * (Λ, s)) → H i (C * (Λ ′ , s)) < ∞.
Step 1. For s = 0, 1 we have C * (Λ, s) = 0. Also, C 0 (Λ, s) = Λ/Λ [s] is a finite dimensional rational space. Therefore, there is no loss of generality in assuming that s ≥ 2 and i ≥ 1, as mentioned in the condition (v) in Section 9. We let Z i (Λ j , s) and B i (Λ j , s), 0 ≤ j ≤ i denote respectively the rational spaces of cycles and boundaries in C i (Λ j , s).
First we show that Theorem 10.1 follows from the following Next we consider the case of a polynomial coefficient ring k[Z R [M c ] admits a Z c + -grading whose zero component is R. Therefore, Proposition 11.2 applies to (27) and we get K i (R [M c ]) = K i (R).
Remark 11.3. Let n be a natural number. Lindel, in his proof of the Bass-Quillen conjecture in the geometric case [Li] , showed the following crucial implication:
• It is natural to expect that Lindel's technique of etale neighborhoods has an appropriate higher K-theoretic analogue which eventually leads to the verification of the nilpotence conjecture for arbitrary regular coefficient ring, essentially of finite type over a field of characteristic 0. Then by Popescu's approximation theorem [Sw3] such a result would automatically extend to all regular rings containing Q.
