1. Introduction. The approximation of a zero of a polynomial P by an iterative method generally consists of two parts: Obtain a "good" approximation to the zero of interest and then iterate to a solution. Furthermore the classical iteration functions possess a property which may be illustrated by the Newton-Raphson iteration function, <p -t -PIP . This function is not defined at infinity or at the zeros of P'.
We introduce a class of new iteration functions which are ratios of polynomials of the same degree and hence defined at infinity. The poles of these rational functions occur at points which cause no difficulty.
The classical iteration functions are given as explicit functions of P and its derivatives. The new iteration functions are constructed according to a certain algorithm. This construction requires only simple polynomial manipulation which may be performed on a computer.
We shall treat here only the important case that the zeros of P are distinct and that the dominant zero is real. The extension to multiple zeros, dominant complex zeros, and subdominant zeros will be given in another paper. We shall restrict ourselves to questions relevant to the calculation of zeros. Certain aspects of our investigations which are of broader interest will be reported elsewhere.
2. Brief Survey of Results. The G polynomials are defined as the remainder of a division process. Their importance in our work is due to the property exhibited in (3.4) . A simple recursion for their calculation is given by (3.7) . The coefficients of the G polynomials are also of interest. Two of their important properties are given by (3.17) and (3.18) .
The generalized G polynomials are introduced in Section 4. They are most conveniently generated using (4.7) and (4.8). A determinantal formula is given by (4.19) . The G polynomials and the generalized G polynomials are used to form iteration functions in Section 5. Some insight into these new iteration functions may be obtained from the discussion at the end of the section. The order and asymptotic error constant are given in Section 6.
The main result of this paper is the theorem of Section 7 which essentially states that the sequence of approximants is guaranteed to converge. A bound on the error after i iterations is developed at the end of this section. Theorems concerning the monotonicity of the convergence are given in Section 8.
A method of normalized calculation which is important for numerical application is described in Section 9. Algorithms for the accelerated calculation of the G polynomials are described in Section 10. The iteration functions yield globally convergent approximation sequences only if a certain parameter is chosen sufficiently large. Then the iteration function cannot be prescribed as an explicit function of P and its derivatives. For small values of this parameter the iteration function can be explicitly given and this leads to an interesting set of iteration functions which are given in Section 11.
In Section 12 we show that many classical methods (nonglobal) may be obtained as special cases of our formulation. A brief survey of the literature ends this section.
Appendix A contains a very brief discussion of computer implementation and gives a number of numerical examples. Important formulas are summarized in Appendix B while notation is summarized in Appendix C.
3. The G Polynomials. Let n (3.1) P(t) = 2>"-/, ao = 1.
We assume that P(t) has real coefficients but this is not essential. Let P have distinct zeros px, P2, ■ • • , o" , with | px \ > | p,11, j = 2, 3, • • • , n. Thus the dominant zero is real. Let B(t) be any polynomial of degree m < n such that B(px) ^ 0. Let X be a non-negative integer and define polynomials G(\, t, B) and Q(\, t, B) as the remainder and quotient of the division oí B(t)t by P(t). Thus (3.2) B(t)tx = G(\ t, B) + P(t)Q(X, t, B).
For many purposes we need not indicate the dependence of G and Q on B and we write G(X, i) and Q(\, t). Clearly (?(X, t) and Q(\, t) are of degrees n -1 and m + X -n respectively, with Q(\, t) = 0 if m + X -n < 0. The G polynomials play a basic role in our work ; the Q polynomials play only an auxiliary role.
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Let (8(X) be the weighted power sum
Let E be the displacement operator
Eh(\) = h(\ + 1).
Then from (3.4)
Clearly /3(X) is just the leading coefficient of G(X, t) which we label a0(X). Since G(0, t, B) = .6(0, we have the recursion (3.7) (?(0, t, B) = B(t), G(\ + l,t,B) = tG(\,t,B) -a0(\)P(t).
This provides a simple recursion for forming the G(\, t) on a machine or by hand.
It is clear that
Forming G(X, t) by the recursion (3.7) is far simpler than using the recursion (3.8).
In hand calculation, the G(\, t) may be computed by a method of detached coefficients using a movable strip of paper on which the coefficients of -P have been written. A method for calculating C7(2X, t) directly from G(X, t), G(\ + 1, t), ••• , G(X + n -1, t) is described in Section 10.
We obtain a number of additional properties of the G(X, t). From (3.3), (3.9) G(X, t, B) = £ oy(X)r*-', where (3.10) a.(X) =¿^p>Ai(p1).
•-i " (pi) (We should write ay(X, B) but will not do so in order to simplify notation.) The Aj(t) are the "associated polynomials" of P (Traub [28] ) given by (3.11) Aj(t) = ¿a^/.
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We may also write (3.12) a,(X) = Aj(E)ß(\).
The expansion of the G polynomials in terms of the associated polynomials of P is given by
In tenns of the coefficients ay(X), the recursion on (?(X, /) becomes
We note two important properties of the a,(X) for the case B = 1. Consider the homogeneous linear difference equation 
3=0
That is, the <Xj(X) are the weights of the starting conditions in the general solution.
Also, (3.18) p,x = £ P;"~Way(X),
Hence the «¿(X), which may be expressed as polynomials in the coefficients of P, are the coefficients in the formula for an arbitrary power of a zero of P in terms of the first n -1 powers. Let h(t) denote the polynomial h(t) divided by its leading coefficient. Thus G(X, t) = G(X, t)/ß(\) and from (3.3) and (3.5), (3.19) limO(X,0 -
From (3.10), Differentiation of (4.1) yields
The Vk(t) may be calculated recursively bŷ
The Vk(t) may also be written in terms of Bell polynomials (Traub [25] ) as
where the t/*,i , the coefficients of the feth Bell polynomial, are defined by *-=0 (,P -1 -K)\ Equations (4.7) and (4.8) give a very practical method for calculating GP(X, t, B) on a computing machine. Generalization of the GP(X, t) to the case of X and p negative will be discussed in a later paper.
We develop a number of relations involving the GP(X, t). From (4.2), (4.13) or (4.14)
(i -E)GP(X, t) = Gp-x(X, t)P(t) GP(X + 1, t) = tGP(X, t) -GP_i(X, t)P(t).
Since (?o(X, i) = ß(X) = a0(X), this generalizes (3.7) and is valid for p = 1, 2, • From (4.13),
Z (-iyC(p,j)GP(X+j, »IT* = ß(X)P*(t),
One may easily show that GP(X, t) satisfies the determinantal formula,
Expanding this determinant in elements of the last row shows that (4.20) Gp(X,t) = P'Gp-x(X,t) -t-PGp-2(X,t)
Expansion of the determinant in terms of the first column must yield (4.7). We derive a number of limit relations for Gp(\, t). From (4.2), it follows that GP(X, t) = GP(X, t)
0(X)
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5. The Formation of Iteration Functions. For X and p fixed, define
We will often not indicate the dependence of <p on B explicitly. <f>P(X, t) will be used as an iteration function. That is, we define a sequence by
This exhibits <pP(X, t) in "canonical form" for an iteration function. It permits the calculation of each member of the sequence as a small correction to the preceding member. In particular,
For purposes of comparison (but not for calculation) this may be written as
This iteration function may be compared to the Newton-Raphson iteration function ip(t) = t -u(t). One may also write
This exhibits ip2(X, t) as the Newton-Raphson function plus terms of order u (t). Similarly the third order iteration function, which is given in Appendix B, may be viewed as a generalization of Halley's function (Traub [24, p. 91 
We obtain insight into the new iteration functions by observing that if Qx(t) = P(t)/(t -px), then (5) (6) (7) pi = l -m■ Qx(t) is not known but we approximate it as well as we can. Let
Pit) <p(t) = t -H(t)
be a general iteration function. In the Newton-Raphson iteration function we take H(t) = P'(t) and hence
That is, H(t) and Qx(t) are equal only at the zero. On the other hand if we choose then lim H(X, t) = Qx(t) for all t. Hence for X sufficiently large, H(t) approximates Qx(t) for all t.
6. The Order and Asymptotic Error Constant. We study the convergence of the iteration in the neighborhood of px . Convergence in the large is studied in Sections 7 and 8. 
Thus the order of <pP(X, t) is p and the asymptotic error constant CP(X) is given by the right side of (6.4). In particular,
If we assume that
We consider some special cases. It is easy to show that <p2(0, t, 1 ) is the NewtonRaphson function. We have
One may show that the right side of (6.8) is identical with P (px)/[2P (px)\, which is the standard result. If n = 2, then
In particular,
while the corresponding result for Newton-Raphson is just 1/P (pi). Hence for this special case, C has been decreased precisely by (pi/px) ■ 7. Proof of Global Convergence. We shall prove the following Theorem.
Let the zeros pi of the polynomial P be distinct with | px \ > | p,\, i = 2, 3, •'• , n. Let t0 be an arbitrary point in the extended complex plane such that to 7a P2, ps, •■• , pn and let U+1 = <pP(X, <<), Then for all sufficiently large but fixed X the sequence r, ?s defined for all i and ti --> px .
Remark. Since px is real, one would in practice take io real. Remark. Since ^p(X, pf) = p¡, j = 1, 2, • • • , n, we have an Alternative Formulation. Let the zeros px of the polynomial P be distinct with
. Then for all sufficiently large but fixed X the sequence U is defined for all i and i¿ -► p¡ for some j.
Before proving the theorem we prove a number of simple lemmas. It is convenient to introduce the following notation. Let K be a circle of radius ß centered at pi so that no other zeros of P lie within or on K and let S = {t\\t-px\<R}. We have Lemma 1. For all sufficiently large X, <pP(X, «) Ç S.
One can clearly choose X so large that | <pP(X, °o) -pi | < R.
Lemma 2. Let U ^ °°, P2, pz, ■ ■ • , pn . For all sufficiently large X, GP(X, to) y^ 0.
Proof. From (4.2),
where Qx(t) = P(t)/(t -pi) and where e(X, t0) is defined for any to ^ p2, ■ • ■ , pn and lim e(X, io) = 0.
X-»oo i
Hence the expression in brackets does not vanish for X sufficiently large. Since Qi(io) does not vanish, GP(X, to) does not vanish for sufficiently large finite X.
Lemma 3. Let U ^ °°. For all sufficiently large X, <Pp(X, io) € S. Proof.
to-piV to -Pi/ One can clearly choose X so large that | <pp(x, io) -pi | < R.
Lemma 4. For all sufficiently large X, GP(X, t) 9^ 0 for any t Ç. S. Proof. Consider any i £ S. Then
where Qi(i) = P(t)/(t -px) and where e(X, i) is defined for all t € S and limx-oo e(X, i) = 0. Hence the expression in brackets does not vanish for X sufficiently large. Since Qi(i) does not vanish for i £ »S, GP(X, i) ^ 0 for sufficiently large finite X.
Lemma 5. For all sufficiently large X and for all t 6 S, (7.1) \<pP(X, t) -pi| g L\t-pi 1, L < 1.
Proof. Since ¥>P(X, pi) = pi, the result is true for t = pi. Assume i ^ pi. Then
+ê w (^y For all sufficiently large X the right side of this inequality may be made as small as desired. The uniform bound specified in (7.1) therefore holds for all i in S. Proof of Theorem. If io = °° apply Lemma 1. Hence it is sufficient to consider the case where i0 is finite. From Lemmas 2 and 3 we may choose X so large that <PP(X, to) is defined and <pP(X, to) 6 S. By Lemmas 4 and 5 we choose X so large that >p(X, i) is defined for all i g S and if i G S, <pP(X, t) 6 S. Hence the sequence U is defined for all i and since | i<+i -pi | ^ L \ U -px \, L < 1, we conclude that U -» pi.
In Section 6 we examined the asymptotic behavior of the error. We now obtain bounds on the error | í¿ -pi | for all i.We use the same notation as in the proof of the preceding theorem. By Lemmas 1 and 3 we may assume that X is sufficiently large so that i, Ç S for all i > 0. Hence We assume that i0, the initial approximant, is real and not equal to one of the subdominant zeros. By Lemmas 1 and 3 of Section 7 we may choose X so large that ii lies in an open disk S centered at pi which contains no other zeros of P. By Lemma 5 of Section 7 we may choose X so large that for all i Ç S, tpp(X, t) -px^ L < 1. Rather than pursuing all possible cases we content ourselves with the statement of two typical results. The importance of these results is that the type of convergence may be chosen at pleasure. First we assume pi > 0, p2 > 0. This is not a serious restriction for we need only calculate a bound on the magnitude of the real zeros by, say, Lagrange's method (Dickson [7] , p. 24) and introduce a change of variables that ensures that all real zeros are positive. Using (8.2) and (8.3) it is easy to prove Theorem. Let px > 0, p2 > 0, B(t) = P (t). Let X be sufficiently large. Then if p is even, U f pi ; if p is odd, U converges alternatingly to px.
We turn to an example of a theorem where conditions are imposed on p and X.
We have Theorem. Choose p and X even and let X be sufficiently large. Let B(t) = P (t). // pi/p2 > 0, the coefficients of GP(X, t) converge to the coefficients of [P(t)/(t -pi)]p monotonically as X -> oo, while if pxlpi < 0 they converge alternatingly.
9. Normalized Calculations. We noted in Section 3 that if any of the zeros of P have magnitude greater than unity, then the coefficients of G(X, t) increase without limit. On the other hand, if all the zeros of P lie within the unit circle, G(X, t) converges to the zero polynomial. Let h(t) denote the polynomial h(t) divided by its leading coefficient. We observed that G(X, i) -» P(t)/(t -pi). Hence G(X, i) has well-behaved coefficients. As we shall see, GP(X, t) is just as easy to calculate as GP(X,t). To start the computation, we note that G(n, i, 1) = in -P, or (10.12) aj(n) = -aj+x, j = 0, 1, • ■ • , n -1.
Algorithm I may be summarized as follows. Initially compute the first column of A(n) by (10.12). After this initialization the remaining columns of A are computed by (10.11) while the next first column is computed by (10.12). After r steps G(2Tn, t) has been computed.
It is easy to see that the computation of G(2X, i) from G(X, t) by Algorithm I requires about 2n2 multiplications as contrasted with the Xn multiplications required if recursion (10.1) is used. Hence if X > 2n, it is cheaper to use Algorithm I. On the other hand, extra routines and memory are required.
We turn to Algorithm II which is based on (10.8). Observe that B is independent of X and need be formed just once for any problem. Algorithm II may be summarized as follows. Compute the first column of B by (10.12) and the remaining columns by (10.11) with X = n. Square G(n, t) = i" -P(t) and use the coefficients to calculate G(2n, t) by (10.13). Square this polynomial (which is again of degree n -1) and use the coefficients to calculate G(4n, i), etc.
It is easy to see that the computation of G(2X, i) from G(X, 0 by Algorithm II requires about f n multiplications per step, where multiplications by the number 2 have been neglected. The calculation of B requires about n multiplications but this need be done only once. Thus Algorithm II requires fewer multiplications than Algorithm I but requires a polynomial squaring routine.
11. Iteration Functions for Small Values of X. By the Theorem of Section 7 we know that for X sufficiently large and fixed the iteration functions we have studied generate sequences which are guaranteed to converge. These iteration functions are not given by explicit formulas depending on P and its derivatives. In this section we confine ourselves to values of X á n, and B = 1. These iteration functions are given by explicit formulas. Naturally these methods will not be globally convergent.
The case X = 0, which leads to standard methods for solving polynomial and transcendental equations, is considered in Section 12. We turn to the case X = n, 0 < Tj á n -1. Since G(n, t, 1) = f we have
tp(t)[tp'(t) -vp(t)] t*T(t) -r,tP(t)P'(t) + h(v -l)P*(i) '
T(t) -[P'(t)}2 -\P(t)P"(t), r, > 1.
We would usually take the largest permissible value of n, namely v = n -1. We consider the case X = n. Then G(n, i, 1) = i" -P(t) and we have
Observe the similarity among (11.1), (11.3) and the Newton-Raphson function ip -t -P(t)/P'(t). Although (11.1) and (11. By assigning certain values to X, p, i we obtain many classical methods for solving equations as special cases of (12.1).
We consider first the case B = 1, X = 0. From (4.7),
(1/P)(P"2) ,(p-i)
This permits <pp(0, i, 1) = t -P(i)C7p_i(0, i, 1)/GP(0, i, 1) to be expressed in terms of determinants. Some insight into these iteration functions can be achieved by observing that
If i is sufficiently close to pi, then all but the first term in the numerator and denominator may be ignored and we have <f>P(0, i, 1 ) ~ Pl . Although these processes are of pth order, they are guaranteed to converge to pi only for i sufficiently close to px. The advantage of «¿>P(X, i) is that for X sufficiently large, >pP(X, t) ~ pi for i arbitrary.
Next, we observe that We propose to calculate the sequence of polynomials G(X, t) by G(X + 1, Í, B) = tG(X, t, B) -a0(X)P(t), G(0, t, B) = B(t).
However, the G(X, t) could also be calculated by the recursion P(E)G(X, t) = 0. Indeed it is easy to prove that for G(0, t) arbitrary there exist unique polynomials 2/oU), yi(t), • • • , yn-x(t) of degree at most n -1 such that if
Hence the G(X, i), which play such a vital part in our work, may be thought of as a Bernoulli sequence whose initial terms depend on i.
For certain special choices of B(t), we can easily calculate the corresponding y"(t). If B = 1, then y»(t) = f. If B(t) = P'(t), then
where s(r) is the Newton sum s(r) = £"=i pl.
We indicate some of the important papers concerning the solution of polynomial equations which are related to our material. It is remarkable considering the variety of motivating ideas for methods of solving polynomial equations that so many may be formulated in terms of the power series expansion of ratios of polynomials. (Many of the papers concern themselves with the calculation of the zeros of analytic functions rather than polynomials.) The theorem underlying these methods, which is due to König [14] , concerns the coefficients of a function which has just one simple pole on its circle of convergence.
In the method of Bernoulli (D. Bernoulli [5] [2] . In an interesting series of papers, Bauer [3] , [4] obtains related results from a different point of view. Sebastiäo e Silva, Aparo, and Bauer do not construct iteration functions.
There is an extensive literature (Jacobi, Furstenau, Hadamard, Aitken, Se-bastiäo e Silva, Rutishauser, Bauer) on the calculation of equimodular and subdominant zeros which we do not review here.
Appendix A. Numerical Examples
The approximation of zeros by the methods of this paper is a two step process. First an iteration function is formed and then a sequence of approximants is calculated. The iteration function is easily constructed on a computer. All that is required are a few subroutines for performing simple manipulations of polynomials such as differentiation, addition, and multiplication.
The programming may be done in any of a number of convenient procedure oriented languages. The examples reported here were obtained from a program written in FORTRAN.
The only choices of B(t) which have been tried are B(t) = 1 and B(t) = P'. The appropriate choice of X depends on the ratio of the magnitude of the largest subdominant zeros to the dominant zero. In the following numerical examples X was chosen as a fairly small integral multiple of n. License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use is = 8.00000000064
ii" = 8.000000000061. For the convenience of the reader who is primarily interested in using the new iteration functions, we summarize the important formulas. 
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