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CLOSED FORM SOLUTION AND PERFORMANCE ANALYSES FOR 
REGULARIZED LEAST SQUARES ESTIMATION OF RETINAL 
VASCULAR OXYGEN TENSĠON USING PHOSPHORESCENCE LIFETIME 
IMAGING 
SUMMARY 
Regular oxygenation of retinal tissue is vital to continue its normal activities. 
Abnormalities in retinal tissue oxygenation potentially serve as a sign of some 
devastating eye diseases such as glaucoma, age related macular degeneration. 
Therefore, accurate estimation of retinal oxygen tension is desired for early diagnosis 
of eye diseases and for preventing possible vision loses. 
Estimation of oxygen tension inside the retinal vessels is obtained using the 
phosphorescence life time imaging model. In this model, a phenomenon is exploited 
that response of a phosphorescent substance to light changes according to variation 
of its stimulant such as glucose, oxygen so forth. In this regard, a phosphorescent 
compound affected by oxygen is injected into body in order to form an appropriate 
media for imaging the retinal oxygenation. After forming the phosphorescent media, 
a light beam is directed towards eye retina and reactions of retina to the light beam 
are measured. Following that, the data acquired from measurements are processed 
and estimation of oxygen tension inside the retinal and choroidal vessels is obtained.  
As in almost every estimation, noise is inescapable and it causes undesirable 
distortions and artifacts. Therefore, improved estimates are needed in order to 
suppress such undesirable effects of the noise. 
Traditionally, the least squares (LS) estimation method was used for measuring 
oxygen tension inside the retinal vessels. The LS estimation method is 
computationally efficient, but it produces high variance and artificial peaks in the 
estimates. Therefore gives values outside of the physiological range. This can be 
attributed to not to be using a suitable prior model for the data. When the LS 
estimation is used, occurrence of such shortcomings is unavoidable and improved 
estimation methods are needed therefore.  
To overcome these shortcomings and utilize knowledge of the prior distribution of 
the parameters, regularization of the LS estimation constitutes an effective solution. 
In the regularized least squares (RLS) estimation method, the physiology of retinal 
tissue in which oxygen tension of a retinal vessel does not vary rapidly in a small 
neighborhood was used. This physiological information was exploited by assuming 
that mean value of a pixel value in an oxygen tension map of retinal blood vessel is 
equal to weighted mean of oxygen tension values of its neighboring pixels. The RLS 
estimation method was shown to be much better than the conventional LS estimation 
in many senses such as robustness to the presence of noise and generating much less 
variance and smoother oxygen tension maps. However, to realize the RLS 
estimation, a gradient-based iterative procedure was used and a closed form solution 
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for the RLS cost function was not provided.  In the absence of a closed form 
solution, bias and variance performance analyses of the estimation cannot be done 
effectively and require Monte Carlo simulations which give approximate results. In 
the RLS estimation, there are some system pre-set variables, such as the number of 
phosphorescence intensity images and regularization variables, such as regularization 
coefficient. These variables have different effects on the performance of the RLS 
estimation. Analyses of these variables’ effect on the performance are significant 
because preferable ranges of these variables can be given by their examination in 
order to enhance the estimation. When a closed form solution is not provided, 
analyses of these variables’ effects on the performance are rather difficult and 
approximate.  
In this dissertation, we develop a closed form solution for the RLS estimation of 
oxygen tension inside the retinal vessels. Using the closed form solution, the 
performance analyses of the RLS estimator are done analytically without the need of 
Monte Carlo simulations as opposed to the iterative approach. We also show the 
effects of several regularization and system pre-set variables so as to find preferable 
ranges for these variables. 
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FOSFORESANS IġILDAMASI GÖRÜNTÜLEME TEKNĠĞĠ 
KULLANILARAK ELDE EDĠLEN RETĠNA DAMARLARININ OKSĠJEN 
TANSĠYONUNUN DÜZENLĠLEġTĠRĠLMĠġ EN KÜÇÜK KARELER 
KESTĠRĠMĠNĠN KAPALI FORM ÇÖZÜMÜ VE PERFORMANS ANALĠZĠ 
ÖZET 
Vücudumuzdaki her dokuda olduğu gibi göz yapımızdaki ışığa hassas ve böylece  en 
önemli doku olan retinanında normal fonksiyonlarını yerine getirmesinde düzenli 
oksijenlenmenin çok önemli bir yeri vardır. Retina dokusundaki oksijenlenmenin 
düzensizliği ise  göz tansiyonu ve diyabetik retinopati benzeri zararlı sonuçlara ve 
hatta görme kaybına sebep olabilecek çeşitli hastalıkların işareti olabilir. Bu sebeple, 
her hangi bir göz muayenesinde, söz konusu dokunun oksijenlenme miktarının 
ölçülmeside gözde var olan veya olabilecek hastalıkların teşhisinde ve tedavisinde 
muayenenin  kalitesine katkı sağlayacaktır. Tabi ki, her ölçümde olduğu gibi, retinal 
dokunun oksijen tansiyonu ölçümündede ölçümün kalitesi ise son derece önemlidir. 
Retinal damarlarda oksijenlenme miktarı ya da oksijen tansiyonunun ölçümünde 
fMRI ve spektral görüntüleme gibi bazı teknikler kullanılabilsede bunlar arasında 
öne çıkan metod ise fosforesans ışıldaması görüntüleme metodudur. Bu metotda, 
fosforesant bir ortamın ışığa karşı tepkisinin ortamda bulunan glikoz ve oksijen gibi 
etken maddelerin yoğunluğuna göre değişmesinden faydalanılmıştır.  
Canlı dokularda fosforesant ortamın oluşturulması ve ölçümün yapılabilmesi için 
vücuda palladium-porphyrin türevi etken maddesi oksijen olan fosforesant bir 
karışım vücuda zerk edilir. Uygun ortamın sağlanabilmesi için belirli bir süre 
beklenerek, maddenin vücuttaki difüzyonu sağlanır ve ardından ölçüm işlemi başlar. 
Ölçüm işleminde, belirli bir dalga boyuna sahip bir ışık hüzmesi göz retinasına 
uygun bir biçimde doğrultulur ve oksijene karşı fosforesans özellik kazanmış olan 
dokunun ışıga karşı tepkilerinin gözlemi yapılır. Elde edilen bu gözlem bilgileri 
işlenerek oksijenlenme miktarının ölçümü yapılmış olur. 
Her ölçümde olduğu gibi fosforesans ışıldaması metoduyla yapılan oksijen 
tansiyonunun ölçümündede ortamdaki gürültüden kaynaklanan istenmeyen 
bozulmalar oluşur. Bu gürültünün etkilerini bastırmak ve bozulmaları düzeltebilmek 
için ise ölçümlerde elde edilen gözlemlerin daha itinalı bir şekilde ele alınarak 
işlenmesi gerekmektedir. 
Geleneksel olarak, retinal damarlardaki oksijen tansiyonu ölçümünde en temel 
kestirim yöntemi olan  en küçük kareler (EKK) metodu kullanılır. Bu metodda, 
sistem parametreleri, gözlem bilgileri vede bunlar arasındaki bağıntıları kullanarak 
elde edilen bir karesel tutar veya hata fonksiyonu tanımlanır. Bu tutar/ hata 
fonksiyonunda, sistem parametrelerinin gözlem bilgileri karşısında fonksiyonunu 
minimum yapan noktaları aranır ve bulunan sonuç ise ölçüm kestiriminde 
kullanılacak işlenmiş veridir. EKK kestirim methodunda kestirim sadece gözlem 
verilerine dayanılarak yapılır ve bilindiği gibi bu gözlemler ise ortamdaki gürültü 
tarafından bozulur ve buda ölçümün kalitesini bozar. Bir çok kestirim parametresi 
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kendisiyle ilişkili bir ön bilgi kümesine sahiptir. Fakat, EKK kestirim methodunda 
sadece gürültü tarafından bozulmuş gözlem bilgisi kullanıldığı için, bu ön bilgi 
kümesinden faydalanılmaz. Buda EKK kestirimin gürültü tarafından istenmeyen 
boyutlarda etkilenmesine yol açar. Gürültünün gücü arttıkça sistemin ölçüm kalitesi 
şiddetli bir biçimde azalır. Ölçümün varyansı ortam gürültüsünün gücü ile doğrudan 
ilişkili ve onun değerleriyle belirlendiği için, artan ortam gürültüsü gücü ölçüm 
varyansınıda artırır. Ölçümün varyansı sistemin ölçümünün kalitesinin belirleyici ana 
unsurudur ve yüksek varyans değerleri ise sistemin ölçümünün kalitesini ve 
güvenirliğini azaltır. 
EKK metodunun yukarda açıklanan olumsuz taraflarını azaltmada, düzenlileştirilmiş 
en küçük kareler (DEKK) metodu etkin bir çözüm sunar. Bu metodun gerçeklenmesi 
için elimizde yukarda bahsini ettiğimiz ön bilgi kümesinin mevcud olması gerekir. 
DEKK kestirim metodundada tıpkı EKK metodunda olduğu gibi bir tutar/hata 
fonsiyonu vardır. Bu tutar fonksiyonu ise gözlem bilgilerini taşıyan EKK tutar/hata 
fonksiyonu ve dolaylı yada doğrudan eldeki ön bilgi kümesiyle ilişkili olan bir ek 
fonksiyon veya fonksiyon grubu bulundurur. Bu fonksiyonların adları ise literatürde 
sırasıyla; gözlem güvenirlik terimi ve düzenlileştirme terimi olarak anılır.  
Bahsedildiği gibi, DEKK tutar/hata fonksiyonunun gözlem güvenirlik terimi gözlem 
bilgisini, düzenlileştirme terimi ise eldeki ön bilgi kümesinden elde edilen 
matematiksel ifadeleri ihtiva eder ve uygun katsayılarla bunlar arasındaki ağırlık 
oranı belirlenir. Bu ağırlık oranı ise genellikle ortam gürültüsünün gücüne göre 
bellirlenir; eğer gürültü gücü yüksek ise kestirim ağırlığı düzenlileştirme terimi’ ne 
verilir. Bunun sebebi ise; artan ortam gürültüsü gücü, gözlem bilgisinin kalitesini 
azaltır ve bu bilgiyi ağırlıklı kullanmak ise kestirim hatasında artışa sebep olur. 
Ortam gürültüsü gücünün az olduğu durumlarda ise tam tersi bir durum söz 
konusudur; ağırlık gözlem güvenirlik terimi’ ne verilir, çünkü gözlem gürültü 
tarafından az miktarda etkilenir ve bu sebeple gözlem bilgisi güvenilirdir. Ayrıca 
kestirimde gürültü tarafından bozulmuş gözlem bilgisinin kullanımı sınırlandığı için 
kestirim varyansında gözle görülür bir düşüş olur. Bu ise ölçümün güvenirliğine ve 
kalitesine çok büyük katkı sağlar. DEKK kestirim metodu, retinal damarlardaki 
oksijenlenme miktarının ölçümünde geçen bir kaç yıl içinde yerini bulmuştur ve 
DEKK kestirim metodu yardımıyla, ilerleyen aşamalarda gösterileceği gibi, etkin 
sonuçlar elde edilmiştir. 
Bilindiği gibi, bir çok parametre değerleri canlı olan aynı doku yapısında bir 
noktadan yakın olan bir diğer noktaya büyük fark göstermez ve belirli bir dereceye 
kadar, etraftaki değerlerin ortalamasına eşittir. Örneğin, eğer yapıda bir anomali yok 
ise, herhangi bir doku yapısı içindeki iki yakın noktada ihtiva edilen madde 
yoğunluğu göz ardı edilecek bir farkla eşittir. Bu durum retinal doku ve dokudaki 
damarlar tarafından içerilen oksijen miktarı içinde geçerlidir. Yani kısacası 
diyebiliriz ki; oksijenlenme miktarı yakın noktalar arasında büyük değişim göstermez 
ve bir nebzeye kadar çevresindeki değerlerin ortalamasına eşittir. DEKK kestirim 
methodunun tutar/hata fonksiyonu oluşturulurken, retinal doku ve damarlarının bu 
fizyolojik yapısının bilgisi gözden geçirilir ve tutar/hata fonksiyonunun 
düzenlileştirme terimi bu bilgiye dayanılarak oluşturulur.  
Anlatılan bu üstün taraflarını bir tarafta tutarsak, geçmiş çalışmalarda DEKK 
tutar/hata fonksiyonunun kompleks bir yapıda olması sebebiyle, çözümler gradyan 
azaltımına dayanan iteratif yaklaşımlarla elde edilebiliyordu. Iteratif yaklaşımlarda, 
DEKK tutar/hata fonksiyonunda aktif rol oynayan değişkenlerin kestirim başarımı 
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üzerindeki etkileri doğrudan incelenemez. Bu değişkenlerin kestirim başarımı 
üzerindeki etkilerinin incelenmesi önemlidir çünkü etkilerin titiz bir şekilde ele 
alınmasıyla ilgili değişkenlerin tercih edilebilir aralıkları bulunabilir. Böylece 
değişkenlerin verilen aralıklarda tutularak kestirimin yapılması ile daha iyi sonuçlar 
edilebilir. Örneğin, yukarda bahsi geçen düzenlileştirme terimine verilen ağırlığın 
başarım üzerine etkisi incelenerek, tercih edilebilir ağırlık değeri aralığı elde 
edilebilir ve kestirimin bulunan aralıkta yapılması ile daha kaliteli sonuçlar elde 
edilebilir. 
Bu tezde retinal damarlarda  oksijenlenme miktarının DEKK metoduyla ölçümünün 
kapalı form çözümü sunulmuştur. Kapalı form çözüm kullanılarak, DEKK 
kestiriminde etkili olan değişkenlerin kestirim başarımı üzerindeki etkileri analitik 
olarak incelenmiştir. Elde edilen sonuçlardan yararlanılarak kestirimde kullanılan 
değişkenlerin tercih edilebilir aralıkları verilmiş, DEEK ve EKK kestirimlerinin 
başarım karşılaştırması yapılmış ve bütün sonuçlar sunulmuştur. 
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1 
1.   INTRODUCTION 
Retinal blood circulation supplies retinal tissue with oxygen and other essential 
nutrients. Insufficiency in retinal oxygenation is believed to play a significant role in 
common eye diseases such as glaucoma, diabetic retinopathy and age related macular 
degeneration (AMD) [1-2]. However, current knowledge of oxygen’s function in 
many retinal diseases is incomplete. Accurate assessment of oxygen tension in the 
retinal vasculature is therefore important to establish the role of oxygen in the 
development of retinal disease and to aid in the onset or presence of hypoxia.  
Retinal oxygenation has been investigated using different techniques such as oxygen 
sensitive micro electrodes [3-12], multi-wavelength reflectance spectrophotometry 
[13-21] or magnetic resonance imaging [22-26]. Phosphorescence lifetime imaging 
(PLIM) model has also become available for retinal vascular oxygen tension 
estimation [27-29]. The oxygen tension is estimated from phase-delayed 
phosphorescence intensity images using a linear model developed earlier for the 
purpose of estimating fluorescence lifetime values [30]. In PLIM, estimation was 
made with the Least Squares (LS) estimation method and it was shown that the LS 
estimation, to some extent, gives satisfactory estimates. The LS estimate, 
nevertheless, is too sensitive to noise generates high variance in the estimates and 
unacceptable spikes on the oxygenation maps.  
To overcome undesirable effects of the noise, a regularized least squares (RLS) 
estimation method was proposed [31]. In this RLS estimation method, estimates were 
obtained using a gradient based iterative approach. 
In this dissertation, considering [31], we develop the exact closed form solution for 
the RLS estimation of oxygen tension in retinal blood vessels. Using the closed form 
solution, we also derive closed form solutions for bias and variance of the RLS 
estimator which are rather useful in performance analyses. Moreover, we show the 
effects of the system pre-set and regularization variables on bias, variance and mean 
absolute error (MAE) performances of the RLS oxygen tension estimation. 
2 
1.1 Motivation  
In the previous works, estimation of oxygen tension was obtained using the LS and 
RLS estimation methods. As the effect of noise increases on the observations, the LS 
method results in high variance in the estimates which causes having oxygen tension 
values which are not within the acceptable range. Therefore, it becomes very difficult 
to have a reliable analysis of retinal oxygenation.  
In order to have reliable measurement of retinal oxygenation, Yildirim et al. 2009 
[31] proposed an RLS estimation method. They used a gradient-based iterative 
approach to realize the RLS estimation. 
However, they did not provide a closed form solution for the RLS estimation. 
Without the closed form solution, the estimation’s bias and variance which are 
helpful in performance analyses of the estimates cannot be acquired analytically.  
1.2 Overview of Research Contributions 
In this dissertation, we provide closed form solution for the RLS estimation of 
oxygen tension in retinal vessels. Furthermore, we derive closed form solutions for 
bias and variance of the estimation. Using these, we make performance analyses of 
the estimation to examine effects of the variables playing active role in the 
estimation. Finally, considering such performance analyses, we give preferable 
ranges for the variables. 
1.3 Organization  
The organization of this dissertation is as follows: 
In Chapter 2, we mention about phosphorescence lifetime imaging system, 
phosphorescence lifetime imaging model, estimation of oxygen tension using LS and 
RLS estimations. 
Chapter 3 is devoted to the discussion of bias, variance and mean squared error 
(MSE) as performance analysis criteria and their interrelations. Additionally, 
Cramer-Rao lower bound for the LS estimation of oxygen tension is provided. 
Following that, ML, MAP, LS and RLS estimations and their relations with each 
other are considered in this Chapter. In Chapter 4, closed form solution of the RLS 
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estimation method is provided. Using this closed form solution, analytical equations 
for bias and variance are derived and performance analyses of the RLS estimation 
method are made. Finally, the dissertation is concluded in Chapter 5. 
 
 
4 
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2.  BACKGROUND AND RESEARCH OVERVIEW 
In this Chapter, the phosphorescence lifetime imaging systems is summarized, 
phosphorescence lifetime imaging model (PLIM) and LS estimation of the model 
parameters are described. Regularization is also discussed in this Chapter.  
2.1 Phosphorescence Lifetime Imaging Systems 
Phosphorescence is a particular type of photoluminescence and is strictly related to 
fluorescence. The important difference between fluorescence and phosphorescence is 
that, unlike fluorescence, a phosphorescent material does not immediately re-emit the 
radiation that it absorbs (http://en.wikipedia.org/wiki/Phosphorescence). 
Principles of the phosphorescence life time imaging systems are very similar to those 
of the fluorescence. Similarly, in mathematical sense, phosphorescence lifetime 
imaging is almost equal to the fluorescence lifetime imaging (FLIM) [30]. Therefore, 
a mathematical model proposed for the FLIM is applied to PLIM. 
An innovative phosphorescence lifetime imaging system developed in an earlier 
work in [27] is first described. The system in Figure 2.1 works as follows: 
intravenous injection of an oxygen sensitive phosphorescent probe is made and its 
diffusion is waited. A diode laser emitting 532 nm light beam is used for excitation 
of the probe. A neutral- density filter is placed in front of the laser to lower its power 
to a desired extent. Following that, the filtered laser beam is passed through a 
spinning optical chopper operated at 1600Hz frequency to modulate it. Spherical and 
cylindrical lenses are placed on the path of the modulated laser beam to form a 
focused line on the retina. The modulated light beam is then directed to a line at an 
oblique angle on the retina.   
Before entering the optics of a slit-lamp bio-microscope, light beam is passed 
through an infrared filter. Following that, in order to form an image of the retina on a 
digital intensified charge coupled device (ICCD) camera, the optics of a slit-lamp 
bio-microscope is used. Ten phase-delayed optical section phosphorescence images 
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from spatially adjacent locations are acquired. The optical section phosphorescence 
images are then combined to generate oxygen tension map of the retinal vasculatures 
in the retinal plane using an image reconstruction technique described in [27]. 
 
Figure 2.1 Schematic diagram of the optical section phosphorescence imaging 
instrument developed for measurement of oxygen tension in the     
chorioretinal vasculatures [27]. 
2.2 Phosphorescence Lifetime Imaging Model 
In phosphorescence life time imaging model, a linear model developed earlier for the 
fluorescence life time imaging [30] is used. The intensity of the emitted 
phosphorescence, denoted by I (t), is given as: 
 ( )        (    ),         (2.1) 
where    is the maximum intensity at time zero and τ is the lifetime of the 
phosphorescence. 
The relationship between the phosphorescence lifetime and density of the quenching 
agent, which is oxygen, is given by the Stern-Volmer expression: 
  
 
       ,   -,       (2.2) 
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where ,   - (mmHg) is the oxygen tension,    is the quenching constant, and    is 
the lifetime in zero oxygen environments. 
Considering (2.2) and for given constants   and   ,   first must be determined in 
order to find ,   -. The intensity depends on the phase angle between the modulated 
excitation laser light and the emitted phosphorescence, denoted by   Therefore, the 
lifetime can be calculated from the distribution of intensity values in different 
modulation phase images. 
The relation between   and  , the phase angle of the phosphorescence, is given by; 
         ,             (2.3) 
where   is the modulation frequency. If the modulation frequency and modulation 
phase delay are respectively   and    then the integrated phosphorescence intensity 
at each pixel is: 
 (  )   ,  -(  
 
 
       (    ))         ,          (2.4) 
where k, [Pd] and m are unknown and mn is the known modulation profile. S is 
number of measurements at each pixel for different phase values of   . 
Using the trigonometric identity, 
   (      )       ( )    (  )       ( )    (   )         (2.5) 
The intensity values in (2.4) can be written as: 
 (  )   ,  -  
 
 
 ,  -   (   ( )    (  )      ( )    (  )) (2.6) 
Defining       ,  -,     (   ) ,  -      ( ), and 
    (   ) ,  -      ( ), we can re-write (2.6) as: 
 (  )                (  )          (   )            (2.7) 
 
From equations above, the phase angle θ in (2.6) is obtained as: 
       (     )     (2.8) 
Using equations (2.2), (2.3), and (2.8), the oxygen tension values at each observation 
location can therefore be obtained from only    and   . 
In the absence of noise, the observed intensity vector for each pixel, by using (2.7), 
can be given as: 
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where      (   )  ,   is n-th phosphorescence intensity observation, and S 
denotes the number of observation per pixel. 
In the presence of additive noise, (2.9) becomes; 
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  (2.10) 
The noise contaminated observation data in the phosphorescence lifetime images is 
modeled by (2.10). As can be seen explicitly, this estimation requires at least three 
observations for each location. 
2.3 Estimation of Oxygen Tension from the LS Estimates of the Model 
Parameters 
Considering the equation (2.10) for i-th pixel and defining A,   ,     and    as: 
  |
|
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        (  )     (  )
|
|
              (2.11) 
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    (2 .14) 
We can re-write (2.10) as          . 
We model the additive noise as i.i.d. Gaussian and then the cost function can be 
given as: 
   ‖      ‖
 
    (2.15) 
Using this cost function, the LS estimate of x can be given as: 
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 ̂            ,      (2.16) 
where Q is the pseudo inverse matrix of A,  (   )    . 
From the equations (2.2), (2.3), (2.8) and (2.10), we see that assessment of oxygen 
tension values requires estimation of    and   .  
 ̂ 
  and  ̂ 
  are respectively equal to  ̂ ( ) and  ̂ ( ) and using equations (2.2), (2.3), 
(2.8) and (2.16) oxygen tension for the i-th pixel can be given as:  
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/   (2.17) 
2.4 Regularization 
The LS estimation is computationally efficient but it suffers from high variance of 
the estimation error which adversely affects the quality of the estimates. This can be 
attributed to the lack of an appropriate prior model for the parameters to be estimated 
and ill-posedness of the model to be used. To overcome these shortcomings and 
utilize knowledge of the prior distribution of the parameters, regularization of LS 
estimation method constitutes a useful solution.  
2.4.1 Applications of regularization  
Regularization has been extensively used in several fields such as image processing 
[35-44], biomedical imaging [45-47], and astronomical imaging [48]. 
Min-Cheol Hong et al. 1997 [35] propose an iterative regularized approach to 
increase the resolution of a video sequence. A mathematical model of multiple inputs 
is described by using the point spread function between the original and bilinearly 
interpolated images in the spatial domain, and motion estimation between frames in 
the temporal domain.  Considering this mathematical model, they define a multiple 
input smoothing convex function to obtain a globally optimal high resolution video 
sequence. In their approach, the regularization parameter is updated at each iteration 
step from the partially restored video sequence. 
Juan Liu et al. 1998 [37] propose the use of complexity regularization in image 
restoration. In their study, they formulate universal complexity penalties in terms of 
the wavelet coefficients of the unknown image and solve the resulting optimization 
problem using numerical relaxation. Their multiscale relaxation algorithm is 
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applicable to regularization techniques using any locally computable penalty, such as 
an Lp penalty on the wavelet coefficients. 
Russell C. Hardie et al. 1997 [38] propose a technique for estimating a high-
resolution image, with reduced aliasing, from a sequence of undersampled frames. In 
their work, a maximum a posteriori (MAP) framework for jointly estimating image 
registration parameters and the high-resolution image are presented. Several previous 
approaches rely on knowing the registration parameters a priori or utilize registration 
techniques not specifically designed to treat severely aliased images.  
P. Blomgren et al. 1998 [39] propose an image denoising method for color images in 
red–green–blue (RGB) color space using total variation (TV) based regularization.  
In their study, they define a multi-dimensional TV regularization term which 
includes red-green-blue (RGB) maps’ TV simultaneously in the RLS cost function. 
In their study, they define regularized cost function as follows; 
  ‖         ‖ 
   ‖    ‖   ,     (2.18) 
where     ,      and   stand for RGB noisy image, RGB image to be denoised and 
regularization coefficient, respectively. 
With regard to regularization term in (2.22), total variation of an image layer is given 
as follows; 
  ( )  ∑ ∑ √(           )
 
  (           )
 
       
   
     
 ∑ √(           )  
   
    ∑ √(         )
         ,         (2.19) 
where P andQ denote row and column size of an image under consider. Considering 
all image layers, say RGB layers, ‖    ‖   is given as follows; 
‖    ‖   √  (  )    (  )    (  )         (2.20) 
After minimazing the cost function (2.22), the denoising process of the RGB color 
image is done.   
Jeffrey A. Fessler et al. 2006 [46] propose a regularization method for estimation of 
field map in MRI. In their study, they exploit the information that field maps tend to 
be spatially smooth, and constructed a regularized likelihood estimator of phase map 
in this regard. 
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2.5 Estimation of Oxygen Tension from the RLS Estimates of the Model 
Parameters 
Successful applications of regularization in many image processing and imaging 
problems motivated Yildirim et al. 2009 [31] to develop an RLS estimation method 
in the estimation of oxygen tension in retinal blood vessels using PLIM. In their 
study, they considered the physiology of retinal tissue in which oxygen tension of a 
retinal vessel does not vary rapidly in a small neighborhood. They utilized this 
physiological information by assuming that a pixel value in an oxygen tension map 
of retinal blood vessel is almost equal to weighted mean of oxygen tension values of 
its neighboring pixels. Regularization term in their RLS cost function was developed 
based on this assumption and this cost function is used to estimate the model 
parameters. Their approach was shown to be much better than the conventional LS 
estimation approach in many senses such as robustness to the presence of noise and 
generating much less variance and smoother oxygen tension maps. 
2.6 Summary 
In this chapter, phosphorescence lifetime imaging system and model were discussed. 
Following that, the LS estimation method for the oxygen tension in retinal vessels 
using PLIM was given. Regularization of estimations was discussed and several 
examples of regularization were considered briefly. Finally, we briefly discussed the 
regularized LS estimation of oxygen tension using PLIM.  
12 
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3.  PERFORMANCE BOUNDS ON ESTIMATIONS 
There are two key parameters to analyze the performance of an estimator: (1) bias, 
(2) variance. In this Chapter, we briefly discuss bias and variance of an estimator 
initially. Following that, we discuss maximum likelihood (ML) estimation, 
maximum a posteriori (MAP) estimation, LS estimation and RLS estimation by 
giving relationships between them. We finally provide Cramer-Rao inequality for LS 
estimation as a least possible variance of the LS estimation in [27].  
3.1 Bias, Variance and Mean Squared Error of an Estimator  
3.1.1 Bias 
Bias is a measure of how much the expected value of an estimator differs from the 
real value of the parameter being estimated. Mathematically, it is expressed as: 
 ( ̂)   * ̂+   ,    (3.1) 
where  ̂ is estimator of x which is a deterministic parameter. 
An estimator is called biased if its bias is not equal to zero. Otherwise it is called an 
unbiased estimator. 
3.1.2 Variance 
Variance of an estimator is a measure of how far the estimates diverge from the 
expected value of estimator.  
Variance of an estimator is expressed as: 
   ( ̂)   *( ̂   * ̂+) +   * ̂ +   ( ̂) ,  (3.2) 
where  ̂ is estimator of x which is a deterministic parameter. 
3.1.3 Mean squared error (MSE) 
The mean squared error of an estimator is given by the equation below; 
      *( ̂   ) +        (3.3) 
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Which defines mean square of divergence of the estimate from the real value of the 
parameter under estimation. As the MSE of an estimator increases, the reliability of 
the estimator decreases. In other words, there is an inverse proportion between the 
MSE and the performance of the estimator. 
The MSE can be expressed in terms of the bias and variance. Using (3.1), (3.2) and 
(3.3),  
     *( ̂   ( ̂)   , ̂-) + 
  *( ̂   ( ̂)) +    , ̂- {( ̂   ( ̂))}   , ̂- , 
where   {( ̂   ( ̂))} is equal to zero, and the MSE becomes, 
     *( ̂   ( ̂)) +   , ̂-     ( ̂)   ( ̂) .     (3.4) 
As a result, a direct measure of the performance can be given by the MSE of the 
estimation.  
3.2 Cramer- Rao Lower Bound Inequality for Variance of an Estimator 
For a linear unbiased estimator, lower bound for the variance of the estimator can be 
found using the Cramer-Rao inequality and any estimator achieving this lower bound 
is called efficient in terms of the variance performance. The Cramer-Rao lower 
bound (CRLB) inequality gives the lowest possible value for the variance of an 
unbiased estimator. Variance of an estimator is inversely proportional to the 
performance of it. Therefore, since the Cramer-Rao lower bound inequality gives the 
lowest possible value for the variance of an unbiased estimator, it also implicitly 
gives the maximum possible value for the variance performance of the estimator. In 
this regard, it constitutes a useful reference in assessing the performance of an 
unbiased estimator. 
Cramer-Rao lower bound for an estimator is given as follows:  
       or   
     ,        (3.5) 
where    stands for covariance matrix of the estimator under consideration and 
    *     ( (   ))(     ( (   )))
 +    {  
    ( (   ))} , (3.6) 
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where y and x are respectively noise corrupted observation and data to be estimated. 
The matrix    is also named as Fisher information matrix. (The Nature of 
Mathematical Modeling, Gershenfeld, 1999) [47]. 
3.3 Maximum Likelihood (ML), Maximum a Posteriori (MAP), LS and RLS 
Estimation Methods 
3.3.1 ML and LS estimation methods  
    +n            (3.7) 
ML estimation yields the value of y that is most likely to have been produced by x 
(Kamen and Su, 1999) [48]. The ML estimate of x is found by maximizing the 
conditional distribution function of y given x, which is also called the likelihood 
function. 
 ̂           (   )        (3.8) 
If the additive noise is modeled as zero mean i.i.d. Gaussian, the ML estimation 
becomes identical to the LS estimation.  
 ( )  ( (    
 )   ⁄ )     (  
 
   
  
  ),       (3.9) 
where d denotes the dimension of the noise vector. Since     +n, the conditional 
distribution function of y can be written as: 
 (   )  ( (    
 )   ⁄ )     (  
 
   
 (    )
 (    )), (3.10) 
where A  is system matrix mapping x to y. 
Taking logarithm of (3.10), we obtain the log-likelihood function of the x. Since the 
logarithm is a monotonic function, the point at where the function is maximum 
remains the same. It is obvious that maximum of the log-likelihood function is equal 
to the minimum of ‖    ‖ 
 .  Therefore, the ML estimation can be reduced into 
the LS estimation if we model the noise as i.i.d. Gaussian. 
 ̂    ̂            (   )         ‖    ‖ 
   (3.11) 
To minimize ‖    ‖ 
 , we get gradient of it and equalize to zero: 
 ‖    ‖ 
                       (3.12) 
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Finally, we get estimation of the parameter x:  
  ̂  (   )          +Qn                (3.13) 
Q is named as pseudo-inverse matrix of A. 
Since the noise assumed to be zero mean i.i.d. Gaussian, expectation of the 
estimation is equal to parameter to be estimated. That is to say,  ̂    and  the 
estimator is unbiased. 
3.3.2 MAP and RLS estimation methods 
If some prior knowledge about the parameter to be estimated is available, the ML 
estimation can be improved by exploiting the prior knowledge in the estimation 
model. MAP estimation is obtained by maximizing the a posteriori probability 
density function which is the conditional distribution function of x given y: 
            
 (   ) ( )
 ( )
   (3.14) 
Taking the logarithm and omitting the terms that do not depend on x, we get: 
            *   ( (   ))      ( ( ))+  (3.15) 
If the prior distribution of x is uniform, the MAP estimation becomes equivalent to 
the ML estimation in the domain where  ( ) > 0. (H. V. Poor, An Introduction to 
Signal Detection and Estimation. New York: Springer-Verlag, 1994) [49].  
If the noise is modeled as i.i.d. multivariate Gaussian and the distribution of x is 
modeled as multivariate Gaussian, the equation resolves into: 
            2
 
   
 (    )
 (    )   
 
   
 (    )
 (    )3, (3.16) 
where   
  is variance or power of the signal. 
Following that, the MAP estimation becomes equivalent to the RLS estimation: 
             ‖     ‖ 
   ‖      ‖ 
  ,     (3.17) 
where β, y, x, A and     are respectively ratio of noise and signal variance, 
observation data, data to be estimated, the matrix mapping x to y and mean value of 
the x.  
Considering the equation (3.16) and (3.17), it should be stressed that the coefficient β 
is theoretically equal to inverse of noise power.  
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To minimize ‖     ‖ 
   ‖      ‖ 
  , we get gradient of it and equalize to 
zero: 
 ‖      ‖ 
   ‖      ‖ 
          (      )          (3.18) 
Finally, we get estimation of the parameter x:  
  ̂  (      )  (        ),   (3.19) 
where I denotes identity matrix. 
With regard to bias of the RLS estimation, since the observation is noisy, we can 
rewrite (3.19) as follow: 
 ̂  (      )  (           )     (3.20) 
Taking expectation of the estimator, we get: 
 * ̂+  (      )  (         )    (3.21) 
Which is different from the real value of the parameter. In other words, the RLS 
estimator is biased. The bias of the estimator is given as follows: 
    * ̂+    (      )  (         )      (3.22) 
3.4 Cramer-Rao Lower Bound for the LS Estimation of Oxygen Tension 
Using the generalized Cramer-Rao lower bound inequality, we are able to give 
performance limits of the LS estimation of oxygen tension. As mentioned before, we 
modeled the noise as i.i.d. Gaussian having   
  variance. 
In this regard, the conditional probability density function for the LS estimation of 
the PLIM model parameters can be given as follows: 
 (   )  ( (    
 )   ⁄ )     (  
 
   
 (    )
 (    )), (3.23) 
where y the observation data, x is the model parameter vector to be estimated and A 
is the system matrix given as follows: 
  |
|
           (  )      (  )
 
         (  )     (  )
 
        (  )     (  )
|
|
,   (3.24) 
where      (   )   and S denotes the number of observation per pixel.  
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If we take the logarithm of (3.23) and omit the parts which are independent of the x, 
we get: 
  ( (   ))    
 
   
 ( 
               )  (3.25) 
Using (3.6), we find    or in other words Fisher information as: 
      {  
   ( (   ))}  
 
  
  
    .    (3.26) 
Finally, using (3.5), we get the lower bound for the LS estimation of model 
parameters as (see Appendix A): 
  
     
 (   )            (3.27) 
  
     
 |
     
     
     
|          (3.28) 
3.5 Finding Bias and Variance in the Absence of Closed Form Solution 
In many regularization problems, closed form solution cannot be found due to certain 
limitations such as value constraints on parameters, nonlinearities, discontinuities of 
the cost function. In the absence of the closed form solution, in finding bias and 
variance of the estimator, the Monte-Carlo simulations (or Monte-Carlo experiments) 
may be used. Monte-Carlo experiments are a class of computational algorithms that 
rely on repeated random sampling to compute the desired parameter [50]. 
3.6 Summary 
 In performance analysis of an estimator, mean square error (MSE), bias and variance 
are significant parameters. As demonstrated above, the mean square error (MSE) is 
equal to the sum of the variance and square of the bias. The lower bound value for 
the variance of an unbiased estimator can be given by the CRLB. We demonstrated 
the CRLB for the LS estimation of oxygen tension in retinal vessels. Due to a priori 
information used in the estimations, the RLS estimation is not an unbiased estimator 
and the CRLB analysis for it is unavailable. The bias and variance of an RLS 
estimator are found using the closed form solution if available. If not, the Monte-
Carlo simulations are conducted to find the bias and variance of the estimator with 
approximation. 
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4.  CLOSED FORM SOLUTION FOR REGULARIZED LEAST SQUARES 
ESTIMATION OF RETINAL VASCULAR OXYGEN TENSION 
4.1 Introduction 
Closed form solution of regularized estimation methods in some image processing 
and imaging problems have been derived. Levin et al. [43] proposed a closed-form 
solution to natural image matting. To construct the cost function for obtaining value 
of the foreground opacity, they exploited the assumption that foreground and 
background colors have local smoothness. In their paper, they also examined 
properties of the proposed solution thanks to positive side of the closed form solution 
mentioned above. 
Chiang et al [51] proposed a closed form estimator for assessing distance 
distributions in electron spin pairs directly from the dipolar time evolution of the 
pulsed electron spin resonance (ESR) signals. 
On the other hand, in many regularization problems, closed form solution cannot be 
found due to certain limitations such as value constraints on parameters, 
nonlinearities, discontinuities of the cost function.  
In [52], J. Fessler proposed an approximate method to find mean and variance of an 
implicitly defined estimator of unconstrained continuous parameters using chain rule, 
implicit function theorem, and the Taylor expansion.  
Pektas et al. used Fessler’s approach to find covariance matrix of kinetic parameters 
with dynamic PET [53].  
Additionally, some closed form solutions require inversion of a sparse matrix whose 
computation is much heavier than a normal iteration process. In this regard, iterative 
approaches become more preferable than the closed form solution [40-42, 38]. 
With respect to our study, in the formation of the closed form solution for the RLS 
estimation of the retinal oxygen tension, we define a quadratic RLS cost function 
which includes a sparse matrix defining interrelationships between pixels. Inversion 
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of this sparse matrix is required to form the closed form solution, and this inversion 
process lasts longer than a normal gradient-based iteration process. Fortunately, once 
the inversion of this matrix is obtained and stored in the memory, it can be used for 
every estimation without any further computation process, and there remains only a 
linear computation of the observed data using the closed form solution matrix. That 
is, once the estimator matrix is formed and registered, fast estimations are achieved. 
Additionally, using the closed form solution, we provide analytical derivations of 
bias and variance values of the RLS estimator and we realize performance analyses 
of the estimation straightforwardly.  
Further improvements on the RLS estimation require examination of effects of 
phosphorescence intensity observation number and regularization variables on the 
performance of the estimation. In the RLS estimation, regularization variables are 
regularization coefficient, weighting window size and weighting coefficients in the 
weighting window defining mean average of a pixels value using neighboring pixels’ 
value. We show effects of these variables and phosphorescence intensity observation 
number on the estimation performance. 
4.2 Methodology 
4.2.1 Past relevant works 
The RLS approach in [31] using phosphorescence lifetime imaging model [27] will 
be briefly described here. 
In [31], the RLS cost function for     parameter was defined as follows; 
   
  (  
   ̂ 
 )   (  
   ̅ 
 ) ,      (4.1) 
where   is the regularization parameter, and   ̅ 
  denotes the mean value of the 
parameter to be estimated for the i-th pixel considering 3x3 neighborhood relation. 
 ̂ 
  is the LS estimate of the parameter    for i-th pixel defined by (2.6) and (2.7). 
Their assumption depends on that variation of oxygen tension values in a small 
neighborhood of 3x3 sizes within the retinal arteries and veins should physiologically 
be minimal. 
Additionally, it can be seen from the equation (4.1) that there is no pixel-wise 
solution. This is because for a pixel, regularization term in the cost function includes 
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mean average of neighboring pixels’ value. Therefore, the problem must be globally 
handled for all pixels in the oxygen tension map. The globalized cost function for the 
parameter    is given as follows: 
     ∑    
  
   ,     (4.2) 
where M denotes number of pixels in the map. 
In [31], a gradient-based iterative approach was used to find minimum points of the 
global cost function. The iterative algorithm starts with an initial choice of the 
parameter values, which is the classical LS estimate. Next, the gradient of the cost 
equation is computed and used to determine the search direction for the unknown 
parameters. 
The updated value is then obtained as follows:  
  (   )    ( )   ( )    ,   (4.3) 
where  ( ) is step size at the k-th step that is found with a line search and      is the 
estimate of the gradient of the cost function. Subsequently, the same way for 
estimating the parameter    is followed and finally the RLS estimation is achieved. 
4.2.2 Derivation of the closed form RLS estimator for oxygen tension in retinal 
vessels 
Before introducing our approach, a point must be notified that in our notation, 
images are shown in vector form by reordering matrix elements column wise. 
As mentioned before, only values of    and    are needed because lifetime depends 
on ratio of     and   . In closed form estimation of these parameters, cost functions 
of    and    are defined for the i-th pixel as follows; 
   
   (  ( )   ̂ ( ))
   (  ( )      (   )  )
 ,     (4.4) 
   
   (  ( )   ̂ ( ))
 
  (  ( )      (   )  )
 ,     (4.5) 
where    ,   ,   ( ) and   ( ) are vectors of  the parameters   ,    and their i-th 
units, respectively.  ̂ ( ) and  ̂ ( ) are i-th components of  ̂  and  ̂  parameter 
estimates. M and   denote number of pixels in oxygen tension map and 
regularization coefficient, respectively.  ̂  ( (   ) )
 ,  ̂  ( (   ) )
  where 
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 (   ) and  (   ) denote second and third rows of the pseudo-inverse of the system 
matrix in (2.11).  
Y is noise corrupted phosphorescence intensity observation matrix. i-th  column of 
the Y is observed intensity vector for the i-th pixel. 
  |        |            (4.6) 
where    is phosphorescence intensity observation vector for i-th pixel defined by 
(2.12) and M is number of pixels in the oxygen tension map.  
  is a symmetric Toeplitz matrix defining neighborhood relation between pixels and 
formed considering for both 3x3 and 5x5 weighting window sizes (see Appendix B). 
As mentioned above, variation among the oxygen tension values in a small 
neighborhood within the retinal arteries and veins is physiologically minimal. In this 
regard, the neighborhood relation matrix K is formed in order to suppress rapid 
variation of the    values in a small neighborhood. K here basically finds sample 
mean for the i-th pixel using its neighbor pixel values. 
As can be seen from the cost functions (4.4) and (4.5), for a pixel, RLS estimate 
values of parameters    and    are dependent of    and    parameter values of its 
neighbors. Therefore, there is no pixel-wise solution and the problem must be 
handled for all pixels in the image. 
In this respect, we define the global cost functions for    and    as   
     ∑    
  
    ‖    ̂ ‖ 
   ‖      ‖ 
   
   
       
  ̂      ̂    
  ̂      (  
       
       
     )(4.7) 
     ∑    
  
    ‖    ̂ ‖ 
 
  ‖      ‖ 
   
   
       
  ̂      ̂    
 
 ̂      (  
       
       
     )(4.8) 
As can be seen, the global cost functions of a1 (4.7) and b1 (4.8) are in quadratic form 
which has only one minimum. 
Taking gradient of the cost functions above and equalizing the gradient to zero, we 
find the optimum point or, in other words, the RLS estimate of    ; 
              ̂       (   
    )            (4.9) 
 ̂      (   (   
    ))   ̂       (4.10) 
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Similarly for   ; 
 ̂      (   (   
    ))   ̂       (4.11) 
To abbreviate notation, we define a new matrix L as follows; 
     (   (   
    ))  ,   (4.12) 
where   and I respectively stand for the regularization parameter and the identity 
matrix.  
Using the matrix L, 
 ̂        ̂           (4.13) 
Here, it should be stressed that the matrix L must not be an ill-posed matrix for 
existence of a solution. Ill-posedness of a matrix can be researched by examining 
behaviors of a matrix’s eigenvalues. If there is an extremely high difference between 
the maximum and minimum eigenvalues of a matrix, that matrix can be said ill-
posed. 
As can be seen from the Figure 4.1, even for high values of the beta there occurs no 
extreme difference between maximum and minimum eigenvalues, and therefore ill-
posedness of the matrix L. Additionally, if the matrix L is registered in the memory, 
it can be used for every estimation whenever the regularization coefficient   does not 
change.  
In the Chapter 3, we saw that the regularization coefficient    is theoretically equal to 
the inverse of SNR and if it is not chosen sufficiently large, the RLS estimation 
method results in high variance in the                estimates. On the other hand, 
if it is chosen too large, the estimates suffer from over-smoothing, which obviously 
causes lost of the local variation. Therefore, it should be selected carefully. 
Here it should be stressed that the RLS estimation of the PLIM parameters given by 
the equation (4.13) is not in usual RLS estimation form due to form of the data 
fidelity term in the cost function.  
Proposition: although the equation (4.13) is not in the usual RLS estimation form, it  
is equal to the usual RLS estimation in the mathematical sense and generate the same 
results with it when the regularization coefficient is scaled appropriately. 
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Figure 4.1: Ratio of maximum and minimum eigenvalues of the matrix 
L for given beta values 
The proof is given below. 
For i-th pixel, the RLS cost function is given as follows: 
    
   ‖       ‖
 
 
  ‖      ̅ ‖
 
 
,  (4.14) 
where   and  ̅  stand for regularization coefficient and average mean of the 
parameter   , which is defined as    [  
      
      
 ]
 
for this problem. 
Considering definition of the regularization term given by the equations (4.4) and 
(4.5): 
 ̅  , (   )      (   )      (   )   -
 ,  (4.15) 
where    ,    and    are vectorized parameter values.  
Since the regularization term in the cost function includes neighboring pixels’ 
parameter values, there exist no pixel-wise solution and the problem must be handled 
for all pixels. 
The total cost function is: 
      ∑     
  
   ,             (4.16) 
where M is number of pixels in the oxygen tension map. 
Let         , ‖ ‖  is called as Frobenius norm in 
    space and  
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  ‖ ‖  √  (   )  √  (   )  √∑ ∑        
 
   
 
   ,           (4.17) 
where tr() denotes trace of inner matrix. The operation   (   ) is called as 
Frobenius inner product [54]. 
Following that, the global cost function using Frobenius inner product can be given 
as follows: 
     ‖     ‖ 
   ‖     ̅‖ 
 ,       (4.18) 
where A is the system matrix,   is the regularization coefficient and: 
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|
,    (4.19) 
where   
  and S are respectively pth phosphorescence intensity observation for ith 
pixel and number of observation per pixel. 
Considering the definition of the X, equations (4.15) and (4.18) can be rewritten as 
follows: 
 ̅  ( (   )   ) ,      (4.20) 
     ‖     ‖ 
   ‖    (    ) ‖ 
 .    (4.21) 
For the PLIM parameters, the regularization term in the cost function (4.21) can be 
fragmented as follows: 
‖    (    ) ‖ 
  ‖       ‖ 
  ‖       ‖ 
  ‖       ‖ 
  .(4.22) 
The data fidelity term in equation (4.21) can be rewritten  as: 
‖     ‖ 
    (   )     (    )    (      ).   (4.23) 
Since     is as follows: 
    |
   
     
     
|,             (4.24) 
where S is number of observation per pixel,   (      ) becomes: 
  (      )     
    
 
 
  
    
 
 
  
   .   (4.25) 
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Additionally, from the definition of the Frobenius inner product,   (    ) can be 
rewritten as follows: 
  (    )    (    )    
    (   )    
    (   )    
    (   ).  (4.26) 
Considering the equations above, the global cost function can be given as: 
       ( 
  )    
 .      
  (   )/ 
   
 (
 
 
     
  (   ))    
 (
 
 
     
  (   ))  
  (‖       ‖ 
  ‖       ‖ 
  ‖       ‖ 
  ).  (4.27) 
Finally, after taking gradient of the cost function with respect to parameters to be 
estimated and equalizing the gradients to zero, we get the RLS estimates of the 
parameters.  
        .      
  (   )/    (       )    .  (4.28) 
Assuming that       , we can rewrite equation (4.28) as follows: 
                .      
  (   )/    (       )    . 
Finally, we get   ̂      as: 
 ̂      (   (      
 ))  (
 
 
   (   )).  (4.29) 
The same way can be followed for the parameter   : 
        .      
  (   )/     (       )    .  (4.30) 
Finally, we get   ̂      as: 
 ̂      (   (      
 ))  (
 
 
   (   ))).  (4.31) 
Considering the definition of     (see Appendix A) and its inverse, it is explicit that 
(
 
 
   (   )) and (
 
 
   (   )) are the LS estimates of the    and    parameters, 
respectively. Therefore, we can rewrite the RLS estimates of     and    parameters 
as follows: 
 ̂      (   (   
       )   ̂    ,      (4.32) 
 ̂      (   (   
       )   ̂    .      (4.33) 
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To abbreviate the notation, we define a new matrix L as: 
     (          ),    (4.34)  
where, I stands for the identity matrix.  
Using the matrix L, the RLS estimates of the parameter    and    can be rewritten in 
a simpler form as: 
 ̂       
   ̂    ,      (4.35) 
 ̂       
   ̂    .     (4.36) 
Which proves the equivalence of the two approaches for the problem at hand. 
4.2.3 Calculation of bias 
We showed in the Chapter 3 that the LS estimation is unbiased. That is to say 
 * ̂ +    .  
Following this fact and using the equation (4.13), we can define the bias vector of the 
RLS estimation as; 
        * ̂     +      *  ̂ +    (4.31) 
         * ̂ +      (4.32) 
Since  * ̂ +    , the bias is; 
           (   )            (4.33) 
4.2.4 Calculation of variance 
Oxygen tension depends on ratio of b1 and a1. However, variance of this ratio cannot 
be found since ratio of two Gaussian distribution does not have a defined variance 
value [55] (or see Appendix C). In this regard, we only consider variances of    and 
   individually, and this gives a loose information about the variance of the 
estimation. 
We modeled noise as zero mean i.i.d. Gaussian. Therefore, covariance matrices 
of             parameters are equal for every pixel.   
We define the LS estimate of parameter vector 
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 ̂  |
 ̂ 
 
 ̂ 
 
 ̂ 
 
|    (   ),    (4.34) 
where i denotes pixel number under consideration. 
Since we modeled noise as i.i.d. Gaussian having   
  variance and addition of a 
constant to this noise does not change the variance of the observations, variance 
matrix of the observation vector is equal to the variance matrix of the noise. 
Additionally, it is also a diagonal matrix.  
   * (   )+     {|
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,  (4.35) 
where  (   ) and   
  denote i-th column of the matrix Y in (4.6) and additive noise of 
the first phosphorescence intensity observation for the i-th pixel, respectively. 
   { ̂ }    *  (   )(  (   )) +       * (   )+    (4.36) 
Since the    * (   )+    
  , 
   { ̂ }    
       
 (   )     (   )     
 (   )     
 (   )   
   { ̂ }    
 |
     
     
     
|   (4.37) 
Full derivation of the equation above is given in Appendix A and S here denotes 
number of observation per pixel. 
Considering parameters of  i-th  pixel, as can be seen from    {  } , cross-
covariances of  ̂ 
 ,  ̂ 
  and  ̂ 
  are equal to zero and their auto-covariances are   
   , 
   
    and    
    , respectively. This means that for the i-th  pixel, variance of the 
 ̂ 
  and  ̂ 
  are equal to    
   . 
Since there is no relationship between pixels in the LS estimation, we can give 
pixels’ covariance in respect of   ̂  parameter as; 
   * ̂ +  (   
   )    ,           (4.38) 
where   is the identity matrix. 
Turning our attention to the RLS estimation, as shown above,  ̂      is equal to   ̂ .   
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Using this, we can write variance of   ̂       as; 
   * ̂     +      * ̂ + 
  (   
   )     (4.39) 
In the next Chapter, we give detailed results of the bias and variance values of the 
estimator. In these results, we give variance in terms of SNR and compare the RLS 
and LS estimators’ performance. 
4.3 Results 
In this dissertation, performance analyses of the proposed method were made by 
comparing results of the LS method and the proposed RLS method, and variance, 
bias and mean absolute error (MAE) are considered as performance criteria.   
Definition of the MAE in our analyses is as follows; 
    
 
 
∑ |   
    ̂ 
 |  ,         (4.40) 
where P,    
  and   ̂ 
  stand for number of pixels having non-zero values, real value 
of the oxygen tension and its estimate’s value, respectively. 
In the performance analyses, we utilized a phantom oxygen tension given in Figure 
4.2 in retinal vessels. In formation of the phantom, we considered feature and 
topology of real retinal vessels discussed in [56]. With regard to our study, zero 
mean i.i.d. Gaussian noise, for different SNR scenarios, is added to the phantom 
oxygen tension map’s phosphorescence intensity images and performance 
comparisons of results of the LS and proposed RLS methods were made according to 
variances and MAE of their results. 
Furthermore, performance of the proposed RLS method is also examined for 
different values of the regularization coefficient, regularization window size and 
window weighting coefficients by regarding variance, bias and MAE as performance 
criteria. 
In the Figure 4.2 and Figure 4.3, visual results and MAE performances of the LS, the 
RLS implemented iteratively and the proposed RLS are given. In the RLS estimation 
implemented iteratively, we followed the standard gradient descent algorithm 
discussed in the Chapter 4.2.1 to minimize the RLS cost functions of the parameters 
   and   . Since the cost functions have a quadratic form, the iterative approach 
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converges to the closed form approach with negligible errors. The results of the 
iterative solution (c in the Figure 4.2) and the closed form solution (d in the Figure 
4.2) are visually same. As to their MAE performances, for the values of the 
regularization coefficient equal to 5 and the SNR equal to 20, mean absolute errors of 
the proposed RLS (RLS-cl(20dB) in Figure 4.3) and the RLS implemented by 
iterative approach (RLS-it(20dB) in Figure 4.3) are 5.0633 and 5.0638, respectively. 
That is to say, their performances are almost same. This can be also seen from the 
Figure 4.3 for different values of the regularization coefficient when the SNR is 
equal to 15 and 20. Since the two approaches generate almost the same outcome, in 
the following parts, results of the iterative approach will not be included in the 
performance analyses. Additionally, if the converse is not stated, pre-set values of the 
phosphorescence observation number, window size and SNR are respectively 10, 
3x3 and 20dB. 
Figure 4.2 shows phantom of retinal vessels’ oxygen tension and its estimation maps 
acquired using the LS, the iterative RLS and the proposed RLS method, respectively. 
In the given map, the upper vessel represents an artery and the other represents vein 
in retina. As seen from the figure, the LS estimation method results in artificial peaks 
in the tension map owing to the noise. It is also explicit from the figures that variance 
of the LS estimation is higher than those of the iterative and proposed RLS methods.  
We examined performances of the LS and RLS methods by comparing them in the 
MAE sense. In comparisons, we found MAE values for different regularization 
parameter (beta) and fixed SNR values in order to underline how the regularization 
affects MAE performance of the estimation method. Figure 4.3 gives detailed 
information about mean absolute errors of the estimation methods for 15 and 20 dB 
SNR values.  
As seen from the Figure 4.3, regularization of the LS method results in considerably 
more accurate estimates, and there is an increase in accuracy as a result of increasing 
values of the regularization parameter, say beta. However, as mentioned before, if 
the beta is chosen too high, the RLS estimates suffer from over smoothing and local 
variation is suppressed extensively. Additionally, as will be demonstrated below, 
increasing values of beta results in increasing values of the bias in estimates which is 
an undesirable result. Therefore, the beta must be selected carefully.  
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Figure 4.2: (a) Original simulated     map (40x50 pixels) and its 
estimates in the presence of noise with 20 dB SNR and 10 
beta using the (b) LS, (c) iterative RLS method and (d) 
proposed closed form RLS method,   respectively. The color 
bar represents     values. 
 
Figure 4.3: MAE of estimation approaches for different regularization 
coefficient Beta values and 15dB and 20dB SNR values. 
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In order to express effects of the SNR on the MAE performances of the estimation 
methods for given beta values 6 and 10, we also compared the LS and RLS methods. 
As can be seen from the Figure 4.4, for low SNR values, performance of the RLS 
method is considerably high compared with the LS method. However, for high 
values of the SNR, performance superiority of the RLS method over the LS method 
decreases. This is because, for high values of SNR, noise effect on the observations 
diminishes, and dependability of the observations increases. 
Thanks to closed form solution proposed in this paper, we are able show covariance 
of estimations for a pixel without need of Monte Carlo simulation. Here a point 
should be underlined that the RLS covariance matrix in (4.39) shows relationships 
between the pixels in the oxygenation map for the parameter   , and since we are 
interested only in an isolated pixel’s variance, we considered auto-covariance or 
diagonal parts of the matrix in (4.39). 
 
Figure 4.4: MAE of estimation approaches for different SNR   values 
and 6 and 10 regularization coefficient Beta values. 
Figure 4.5 shows the auto-covariances of the estimates for a pixel for 3x3 
regularization window considering different regularization coefficient (beta) values. 
We got results using both the closed form solution and empirical trials which can be 
named as the Monte-Carlo simulation. In finding empirical results, we realized 400 
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trials for a regularization coefficient value.  In the Figure 4.5, var(ls), var(rls), 
var(ls)-em and var(rls)-em denote variances of the LS and RLS acquired from using 
closed form solution and empirical trials, respectively. From the Figure 4.5, we see 
that both empirical trials and closed form solution, more or less, provide the same 
results as expected. Additionally, we see that increasing values of the beta result in a 
decrease in the variance of the RLS estimation which is an explicit increase in the 
variance performance of the estimator. Here, it should be underlined that, in graphs, 
we used relative variances which are proportional to the noise variance in order to 
facilitate visualization of bias-variance graphs. As shown in the methodology 
Chapter, bias of the proposed estimation is given for every pixel in vector format 
with (4.34). In this regard, for the given tension map, we define a scalar bias as 
normalized absolute of vectorial bias of     to show bias in figure for different 
regularization coefficient values. The normalized scalar is found as follows: 
    (   )      (4.41) 
     (∑ |   ( )|
 
   ) (∑ |  ( )|
 
   )                (4.42) 
 
Figure 4.5: Relative variances of the LS and RLS estimation versus 
the regularization parameter beta for 3x3 regularization 
window. 
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In Figure 4.6, normalized biases of the RLS estimation for different values of the 
regularization coefficient are given. In the figure, bias and bias_ls denote normalized 
bias values acquired from the closed form solution and empirical trials, respectively.  
Additionally, in Figures 4.7 and 4.8, we give bias-variance values for 3x3 and 5x5 
regularization windows, respectively. From the figures 4.6, 4.7 and 4.8, we see that 
results of the closed form solution and empirical trials concur with each other very 
well as expected.  
Here it should be underlined that increasing values of the regularization coefficient 
beta lead to increase in the bias as expected which is also an undesirable condition. 
Additionally, increasing values of the regularization coefficient also cause increase in 
the variance performance which can be seen from the figures 4.5, 4.7 and 4.8.  
 
Figure 4.6: Normalized biases versus the regularization coefficient 
Beta for 3x3 regularization window. 
In Figure 4.9, we give analytical biases and variances of the RLS methods 
implemented using 3x3 and 5x5 regularization windows in order to compare the two 
regularization windows’ bias-variance performance.  
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Figure 4.7: Relative variances and normalized biases of RLS 
estimation for 3x3 window size versus regularization 
coefficient Beta. 
 
Figure 4.8: Relative variances and normalized biases of RLS estimation for 
5x5 window size versus regularization coefficient Beta 
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From the Figure 4.9, we see that there is a slight superiority of 5x5 window size over 
3x3 window size in the variance performance of the RLS estimations. However, it is 
explicit that there is a considerable inferiority of 5x5 window to 3x3 window in the 
bias performance. To sum up, for the 5x5 window size, bias of the estimator 
increases rapidly when there exists minor decrease in the variance. In this regard, 3x3 
regularization window is more preferable than 5x5 regularization window.  
Moreover, from the Figure 4.3 and Figure 4.9, we see that, for values of the beta 
greater than 5, there exists no valuable increase in the MAE and variance 
performances of the estimation.  
On the other hand, it is plain that, for values of the beta greater than 5, there exists a 
considerable decrease in the bias performance. Therefore, the regularization 
parameter should not be chosen greater than 5. 
Needless to say, in an estimation, observation number is a key factor determining the 
performance of the estimator. In Figure 4.10, mean absolute errors of the LS and 
RLS estimations are provided for the regularization coefficient’s 6 and 10 values. 
Additionally, in Figure 4.11, we demonstrate the LS and RLS estimations’ relative 
variances which are acquired from closed form solution (var(ls) and var(rls)) and 
empirical trials (var(ls)-em and var(rls)-em). As mentioned in the methodology 
Chapter, at least three observations for different gain modulation phases must be 
made to estimate    and   . Therefore, the graph below begins from three for 
observation number. 
As can be seen from the Figure 4.10 and Figure 4.11, increasing values of the 
observation number result in an increase in the MAE and variance performances of 
the estimation methods under consideration, which is an expected result.  
Nevertheless, it should be stressed that increasing values of the observation number 
also result in higher estimation cost and this conflict should be handled suitably. 
We can see from the Figure 4.10 and Figure 4.11 that there is no rapid change in 
performances of the LS and RLS estimations for observation number greater than 10 
which is not a high value for observation number. Therefore, we can maintain that 
10, as an observation number, is a good selection. 
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Figure 4.9: Comparison of relative variances and normalized biases of the 
LS and RLS estimations for 5x5 and 3x3 window sizes versus 
regularization coefficient beta 
 
Figure 4.10: Mean absolute errors of the LS and RLS methods 
versus observation number 
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Figure 4.11: Relative variances of the LS and RLS estimation versus 
observation number 
As for performances of the LS and RLS estimations, even for higher values of 
observation number, there remains a big gap between the variance and MAE 
performances of the LS and RLS method. 
We also examined performance of the proposed method for different values of 
weighting coefficients in the regularization window (see Appendix B). In the figures 
given below, (1) and (2) denote configuration numbers of the regularization widows 
whose l, p and q coefficients have respectively        √   and       
relationships.  
From the Figure 4.12 and Figure 4.13, we see that considering MAE and variance 
performances of the estimations for two distinct regularization windows, there are 
mere differences between them. On the other hand, looking at the Figure 4.13, bias 
performance of the estimation using the second type window decreases faster than 
the estimation using the first type window for increasing values of the regularization 
coefficient beta. Therefore, the first type window becomes more preferable in 
comparison with the second type window. Considering bias-variance analysis in the 
Figure 4.13, empirical results concur with analytical results very well, and we do not 
consider empirical results in order to facilitate visualization of the graph. 
39 
 
Figure 4.12: MAE performance of the proposed method for 
different regularization window weighting 
coefficients l, p and q.  
 
Figure 4.13: Bias and variance performances of the proposed method for 
different regularization window weighting coefficients l, p 
and q. 
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4.4 Summary 
In this Chapter, the results of the LS and the RLS were compared both analytically 
and empirically. The RLS estimation method provided much better estimates in the 
MAE and variance sense when compared with the LS estimation method as 
expected. Initially, the closed form solution for the RLS estimation of retinal 
vascular oxygen tension was given. Using this closed form solution, the bias and 
variance of the RLS estimator were analytically derived and the effects of the 
variables in the RLS cost function and the effects of the experimental set up variables 
on the performance of the RLS estimator were analyzed. Following these analyses, 
preferable points for the mentioned variables were provided.  
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5.  CONCLUSION 
In this dissertation, we derived the closed form solution for RLS estimation method 
of retinal vascular oxygen tension using phosphorescence life-time imaging. 
Regularization of the LS estimation method of retinal vascular oxygen tension was 
proposed before. However, iterative methods were used to obtain minimum of the 
RLS cost functions and closed form solutions of the RLS cost functions were not 
provided.  Using the iterative methods, analysis of some desired parameters such as 
the bias and variance of the parameter estimates requires further computations using 
the Monte Carlo simulations. Additionally, to analyze the effects of pre-set variables 
and on the performance of the estimation is rather tough when the closed form 
solution is not available. 
In order to find the variance and bias of the RLS estimator under several conditions, 
we derived the closed form solution of the RLS estimation method. Using the closed 
form solution, we also examined the effects of the parameters in the RLS cost 
function and experimental set up variables on the performance of the estimation.  
As discussed in the Chapter 4, increasing values of the regularization parameter beta 
helps having better performance in the sense of variance and MAE of the estimator. 
However, increasing values of the beta causes poorer bias performance of the 
estimator. There exists a bias-variance tradeoff. Therefore, the beta cannot be 
selected arbitrarily large. For the beta greater than 5, bias performance of the RLS 
method decreases rapidly whereas there is a relatively slow improvement in the 
variance performance. In this regard, the beta values greater than 5 may not be 
recommended. 
Between two different window sizes, we see that there is a slight superiority of 5x5 
window size over 3x3 window size in the variance performance of the RLS 
estimation method. However, the normalized bias of the RLS method for 3x3 
window size is considerably better than the one for 5x5 window size. Therefore, in 
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the sense of bias-variance performance of the RLS estimation method, 3x3 window 
size is more preferable than 5x5 window size. 
Increasing values of the phosphorescence intensity number helps having better 
estimates in terms of both bias-variance and MAE senses. On the other hand, 
increasing values of the phosphorescence intensity number effects adversely the data 
acquisition cost. Since the change in the performance of the RLS estimation method 
gets less noticeable after the phosphorescence intensity number 10, it may be 
selected between 10 and 15 depending on the experimental cost. 
We also examined performance of the proposed method for different values of 
weighting coefficients in the regularization window configurations. Two different 
regularization widows whose l, p and q coefficients are respectively (1):      
  √   and (2)         are examined in the MAE, bias and variance performance 
senses. In terms of the MAE and variance performances of the RLS estimation 
method, there is a negligible difference between the two different regularization 
window configurations. On the other hand, for increased beta, the bias performance 
of the RLS estimator using the second window decreases faster than the one using 
the first window. Therefore, the first configuration of window is more preferable 
when compared with the second configuration. 
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Appendix A 
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If    is choosen as      (   )   which satisfies the requirements for a classical 
Fourier transform, then from the orthogonal properties of Fourier transform 
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where   
  and S denote noise variance and observation number per pixel, 
respectively.  
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Appendix B 
For 3x3 interrelation window size K is formed as follows:  
          (   )    
                                      (   )     
                                            (   )    
otherwise  (   )   . 
Where K(j,k) denotes weight coefficient of the k’th pixel on j’th pixel on the image 
or vice verca, and M denotes the number of rows. l, p and q denote weight of pixel to 
itself, weight of direct adjacent pixels and weight of cross adjacent pixels to the pixel 
under consideration, respectively. In order for mean of the weighting window to be 
one, we  equalize these coefficients as; 
    (  (   )   ) ,     (  (   )   ) ,     (  (   )   ).  
(B.1) 
As seen, l, p and q are proportional to a, b and c, respectively, and for a logical 
choice, a, b and c mus thave a>b>c relationship. 
For the interrelation window having 5x5 size, same way for the 3x3 window size is 
followed. 
 
Appendix C 
We modeled the noise as i.i.d. Gaussian and showed that    and    are uncorrelated 
random variables (see Appendix B). Therefore, the variance of     ⁄  can be derived 
as: 
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Then for k > |   | > 0, 
  0∫ ( (   ⁄    ) )    (  
  
 
     
))   
  
  
1
 
   
 ,∫ ( (   ⁄    ) )    (  
  
     
))   
  
  
-    (C.3) 
Then, 
  ,    (  
  
     
)) ∫ ( (   ⁄    ) )   
  
  
- ,  (C.4) 
where, 
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Since k > |   | , the integral above and therefore  *    ⁄ +
  does not exist. 
Further, let us consider the second moment of the fraction under consideration. 
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For   |   |, the integral in (C.8) diverges. Therefore, there exists no second 
moment of the fraction under consideration. 
As a consequence, variance of such a fraction cannot be found. 
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