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‎چکیده
، جانمايي ختلف مانند تخمین دبي رسوب عبوریاز جهات ممعلق ورد صحیح غلظت رسوب آبر هیدرولیک رسوب،در 
بیني  مدلسازی و پیش برایدر اين مطالعه ، با توجه به اهمیت موضوعمي باشد. غیره مهم  و  هیدرولیکیی ها سازه
بدين منظور . شداستفاده ) PLM/NNAعصبي مصنوعي پرسپترون چند لايه( از شبکهغلظت رسوب رودخانه کارون 
، نزديکترين فاصله از ساحل، نقطه ای ، سرعتنزديک کفغلظت صحرايي اندازه گیری شده شامل  دادهسری  127از 
مانند با استفاده از پارامترهای آماری مورد استفاده   استفاده شد. کارايي مدل جرياننقطه ای عمق کل جريان و  عمق 
نتايج اين مورد ارزيابي قرار گرفت. )ESMR(مطلق یريشه میانگین مجذور خطا، میانگین خطا) و 2Rضريب تبیین(
غلظت در مدلسازی را بهترين ساختار ، نرون 1ويید و مسیگتابع ، با يک لايه میاني PLMمدل نشان داد،  پژوهش
 3/913) برابر ESMR) و خطای ريشه میانگین مربعات خطا(2Rضريب تبیین( مقدار .اندرسوب رودخانه کارون داشته
سنجي  لیتر در مرحله صحتمیلي گرم بر  932/23و  3/211میلي گرم بر لیتر به ترتیب در مرحله آموزش و 93/19و 
دهد کمترين و بیشترين . همچنین آنالیز حساسیت انجام شده بر روی پارامترهای ورودی مدل نشان ميبوده است
 ساحل و عمق جريان در يادگیری شبکه عصبي مصنوعي داشتند.  فاصله ازدو پارامتر تاثیر را 
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‎مقدمه‎.1
شوند،  به کلیه مواد جامدی که توسط آب حمل مي
توان به دو  ميگردد. مواد رسوبي را  رسوب اطلاق مي
مواد معلق  بندی نمود. گروه بار معلق و بار بستر تقسیم
در بسیاری از رودخانه ای از کل رسوبات را  بخش عمده
غلظت اين نوع رسوبات  دهند. تشکیل ميهای آبرفتي 
در نزديکي بستر آبراهه زياد بوده و به طرف سطح آب 
در جريان آشفته، حرکت  گردد. از غلظت آن کاسته مي
های  المانهای آب هنگامیکه موقعیتشان را بین لايه
غلظت و دهند، باعث بروز تغییرات  جريان تغییر مي
گردند. در همان زمان،  رسوب در جريان ميدانه بندی 
ذرات رسوب، بخاطر وزن مخصوص بیشتر تمايل به 
کنند.  نشیني داشته و به سمت بستر حرکت مي ته
ديکي بستر نسبت به نتیجه اينکه، غلظت رسوبات در نز
بیشتر است. بدلیل گراديان غلظت ايجاد   ،نقاط دورتر
شده، المانهايي از جريان که حرکت رو به بالا دارند، 
مقدار بیشتری از رسوبات را نسبت به جريان رو به 
کنند. بنابراين مبادله بین جريانهای رو  پايین حمل مي
رآيندی به بالا و پايین المانهای آب در حجم ثابت، ب
بصورت جريان خالص رسوب رو به بالا دارد. اين مقدار 
شار رسوب رو به بالا، متناسب با گراديان غلظت موجود 
. ()0002( ujaRagnaR .G.K & .J.R draG(است
 مي دهد.غلظت را نشان عمقي ) پروفیل 7(شکل
 قائمبرای تفسیر توزيع از جمله تئوريهای موجود 
است که بر تئوری پخشیدگي رسوبات، غلظت بار معلق 
اساس آن روابط متعددی توسط دانشمندان مختلف 
غلظت بار معلق در  قائماگر پروفیل ارائه شده است. 
حالت تعادل باشد، فرآيند پخشیدگي رسوب ماندگار و 
را معادله پخشیدگي  حالتين چنیيکنواخت است. در 
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اساس تئوری پخشیدگي و با در نظر گرفتن توزيعهای 
سرعت و نیز فرضیات متفاوت، معادلات ديگری بدست 
آوردند که از جمله آنها میتوان به روابط تاناکا و 
و  akanaTساجیموتو و نیز رابطه مک تیگو اشاره کرد. 
otomijuS
در  تنش برشيتغییرات واقعي با استفاده از   
يک رابطه جديد عمق جريان و در نظر گرفتن  برابر
تغییرات سرعت(برای 
yd
بصورت زير  رابطه خود را، )ud
 بیان نمودند:
 
)1(





























wuk
dda a
dda
ddy
ddy
c
c
 /
 
عمق جريان را به دو ناحیه دروني و  نیز، وگتی اکم
لايه دروني شامل از نظر وی بیروني تقسیم کرد. 
و لايه بیروني در بالای لايه  0.2dای از کف تا  ناحیه
دروني قرار داشته و تا سطح  آب ادامه دارد. بنابراين 
معادله توزيع غلظت را برای نواحي ذکر شده بصورت 
 :زير بیان کرد
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مقادير 
ضرايبي هستند که وی با استفاده از  kk,21
را برای 53.0و  11.0مقاديربه ترتیب نتايج آزمايشات 
 )).0002( ujaRagnaR .G.K & .J.R draGآنها ارائه کرد(
ات مقدار رسوب تخمینبرای ديگری نیز متعددی  روابط
در آنها  شده است که کاربرد توسط محققین ارائه
تواند با اطمینان کامل صورت گیرد و  ها نمي رودخانه
بیني مقدار رسوب يک رودخانه با  هنوز امکان پیش
درجه اطمیناني که برای اکثر اهداف مهندسي 
بخش باشد وجود ندارد. اين امر به دلیل  رضايت
پیچیدگي مسائل رسوب و عدم تطابق کامل فرضهای 
شناخت  سايل عملي در انتقال رسوب است.تئوری و م
ات فرآيند معلق شدن ذرات و بررسي توزيع رسوب
نقش بسیار مهمي در مطالعات رسوب و تعیین معلق، 
در اين  .کند ضوابط مربوط به انتقال رسوبات ايفا مي
تحقیق سعي بر آن است تا با استفاده از مقادير غلظت 
ضي متفاوت از در مقاطع عراندازه گیری شده ای  نقطه
توانايي مدلسازی و رودخانه کارون، به بررسي 
بیني غلظت عمقي رسوبات معلق در رودخانه  پیش
مانند های هوشمند مصنوعي کارون با استفاده از شبکه
 .شبکه عصبي مصنوعي پرداخته شود
‎
‎ها‎مواد‎و‎روش-2
شبکه عصبي مصنوعي يک روش شبیه سازی مي باشد 
شبکه عصبي موجودات زنده الهام که از مطالعه سیستم 
). يکي از متداولترين 6002، .la te kayaNگرفته است(
شبکه های عصبي مورد استفاده، شبکه عصبي 
). اين 4991، nikyaHپرسپترون چند لايه مي باشد(
شبکه از يک لايه ورودی، يک لايه خروجي و يک يا 
چند لايه بین آنها که مستقیما به داده های ورودی و 
 تايج خروجي متصل نیستند، تشکیل يافته اند.ن
واحدهای لايه ورودی وظیفه توزيع مقادير ورودی ها 
به لايه بعد و لايه خروجي نیز پاسخ سیگنالهای 
خروجي را ارائه مي دهد. در اين دو لايه، تعداد نرونها 
برابر با تعداد ورودی ها و خروجي ها مي باشد و لايه 
ه ارتباط لايه های ورودی به يا لايه های پنهان وظیف
لايه های خروجي و به دست آوردن روابط خطي و 
 .B .A dna ,.B ,ynsaniMغیرخطي را بر عهده دارند(
yentarBcM
ساختار پرسپترون چند لايه به  ).2002،  
توابع غیرخطي نیاز دارد که به طور پیوسته مشتق پذير 
اين  اغلب اوقاتباشد و به عبارت ديگر هموار باشد. 
تانژانت  ری، سیگمويید،نبه شکل تابع بايتابع 
در و سکانت هیپربولیک  هیپربولیک خطي يا گوسي
ترين نوع  ترين و معمول ). ساده2(شکل نظر مي گیرند
شبکه عصبي مصنوعي که در بسیاری از علوم مهندسي 
های  گردد شبکه و از جمله پژوهش حاضر استفاده مي
عصبي چند لايه پیشخور همراه با ناظر است که از 
گیرد. اين  کمک مي روش پس انتشار خطا برای آموزش
شده پیشنهاد  3837،la te trahlemuR روش توسط
 باشد:بصورت زير مي  PLMاست. ساختار رياضي مدل 
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 غلظتپروفیل 
آبادان  -کیلومتری جاده اهواز 32فارسیات واقع در 
لازم به ذکر است اين محدوده بدلايل مختلف  باشد. مي
متری، تعدد طرحهای ازجمله وجود دو ايستگاه هیدرو
کشاورزی و به تبع آن؛ کانالها، ايستگاههای پمپاژ آب و 
نیز سهولت دسترسي بیشتر به آن انتخاب گرديده 
است.
 
 شماتیک پروفیل غلظت و سرعت قائم .7شکل
 
سری داده صحرايي  127ابتدا برای انجام مدلسازی، 
شامل غلظت نزديک کف(میلیگرم بر لیتر)، سرعت 
نقطه ای(متر بر ثانیه)، نزديکترين فاصله از  
ساحل(متر)، عمق کل جريان(متر) و عمق نقطه ای 
جريان(متر)، در رودخانه کارون اندازه گیری شد. در 
خلاصه آماری پارامترهای مورد استفاده آمده 7جدول
 است.
سازی  ی انجام مدل سازی در ابتدا به منظور يکسانبرا
ها بر اساس  های ورودی و خروجي، داده مجموعه داده
 فرمول زير بین صفر و يک نرمال گرديدند:
nim  )  1(
nim xam
N
x x
x
x x



  
سنجي  به دو دسته آموزش و صحتها  سپس داده
ها و در  % داده38ند. در مرحله آموزش تقسیم شد
به شبکه معرفي شد. ها  % داده32سنجي  صحتمرحله 
پس از يادگیری در هر دو مرحله آموزش و 
افزار  های محاسبه شده توسط نرم سنجي، داده صحت
گیری شده مقايسه شد. های اندازه با داده 0002TENQ
برای تعیین بازده ساختارها برای گزينش بهترين و 
از بیني غلظت بار معلق  برای پیشترين خروجي  صحیح
، 7مجذور خطامیانگین های آماری ريشه  شاخص
                                                           
1
 )ESMR( rorrE erauqS naeM tooR 
استفاده  9و ضريب همبستگي 2میانگین خطای مطلق
 شد. 
 
‎نتایج‎‎-3
های عصبي مصنوعي تحت تاثیر ساختار بهینه شبکه
ها در لايه پنهان، توابع پارامترهايي مانند تعداد نرون
باشد. پنهان ميهای ها و تعداد لايهمحرک بین گره
يافتن ساختار بهینه نیازمند انجام کار سعي و خطا 
 يابي به ساختار بهینه شبکهباشد. لذا برای دستمي
 3تا  1های مختلف ( از عصبي مصنوعي، تعداد نرون
تانژانت  سیگمويید،نرون) در لايه پنهان، توابع محرک (
-و سکانت هیپربولیک) و تعداد لايه گوسي، هیپربولیک
) مورد استفاده قرار گرفت. در 8تا  7های پنهان(از 
مدل  237مجموع برای بدست آوردن ساختار بهینه 
بر اساس حداقل میزان مربعات  اجرا و بهترين مدل
خطا، برای هر ساختار تعیین گرديد. اجرای مدل با 
دهد زماني استفاده از توابع محرک ذکر شده نشان مي
د، خطای ريشه میانگین که تابع محرک سیگمويید باش
میلي  932/23و  93/19) برابر با ESMRمربعات خطا(
سنجي   گرم بر لیتر به ترتیب در مرحله آموزش و صحت
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بوده است. به عبارت ديگر تغییر تابع محرک موجب 
سنجي  به مقدار  در مرحله صحت ESMRکاهش خطا 
درصد نسبت به حالتي که از توابع  3/1و  1/3، 21
، و سکانت هیپربولیک ژانت هیپربولیکتان، گوسي
نتايج حاصل از  2استفاده شده است گرديد. جدول 
 دهد.اجرای مدل با توابع فوق الذکر را نشان مي
همانطوريکه گفته شد، علاوه بر تاثیر تابع محرک در 
يادگیری شبکه عصبي مصنوعي، تعداد لايه میاني نیز 
-ثیر معنيتا PLMتواند بر فرآيند يادگیری شبکه مي
با لايه   PLMداری داشته باشد. بدين منظور شبکه 
، 9اجرا گرديد که جدول 8تا  7های میاني مختلفي از 
اجرای مدل با تابع محرک سیگمويید و تغییرات لايه 
دهد. نتیجه بدست آمده را نشان مي 8تا  7پنهان از 
باشد،  7بیانگر آن است در حالتي که تعداد لايه میاني
میلي گرم  932/23و  93/19به ترتیب  ESMRمقدار 
سنجي بدست آمده  بر لیتر در مرحله آموزش و صحت
های میاني است. همچنین برای حالتي که تعداد لايه
و  78/19به ترتیب  ESMRباشد، مقدار  8برابر با 
میلي گرم بر لیتر در مرحله آموزش و  312/18
ها لايهباشد. به عبارتي افزايش تعداد سنجي مي صحت
تر شدن شبکه گرديد و قدرت يادگیری موجب پیچیده
آن در مرحله آموزش کاهش و متعاقبا دقت مدل در 
مرحله صحت سنجي برای برآورد غلظت رسوب را 
کاهش داده است. همچنین اجرای مدل با تعداد 
نرون) در لايه پنهان  3تا  1های مختلف ( از  نرون
و  حداقل خطا( نشان داد که بهترين ساختار مدل
بالاترين ضريب تبیین) حالتي است که مدل  با 
 1استفاده از يک لايه میاني، تابع محرک سیگمويید و 
عصبي دارای  باشد. در مجموع مدل بهینه شبکهنرون 
و همچنین ريشه میانگین  3/11و  3/13ضريب تبیین 
به  932/123و  93/19) برابر با ESMR( مربعات خطا
سنجي بوده و بهترين  آموزش و صحت ترتیب در مرحله
عملکرد در میان ساير ساختارهای مورد بررسي را 
، نمودار 1و  1 هایداشته است. همچنین شکل
سنجي   پراکندگي داده ها را در مرحله آموزش و صحت
 دهد.بر اساس بهترين ساختار بدست آمده نشان مي
 
 پارامترهای آماری داده های مورد استفاده .7جدول 
 پارامتر حداقل متوسط حداکثر
غلظت  33 77/139 3817
رسوبات 
 معلق
رع  19/3 38/3 8/7
غلظت  387 331 3817 نقطه ای
نزديک 
 بستر
نزديکترين  3 37/137 872
فاصله از 
 ساحل
عمق نقطه  33/3 17/2 8/3
ای (فاصله 
 از سطح)
 عمق کل 8/7 12/1 1
‎
برای تعیین همبستگي هر يک از پارامترهای ورودی بر 
يادگیری شبکه و ارتباط آن با غلظت رسوب تخمین 
زده شده، از آنالیز حساسیت استفاده شد. بدين منظور 
شبکه عصبي که بالاترين دقت را در  PLMمدل 
 تخمین غلظت رسوب داشته است استفاده شده است.
هر يک از پارامترها را با انجام اين روش مي توان نقش 
مشخص کرده و قدرت آنها را در يادگیری مدل 
محاسبه کرد و درصورت ناچیز بودن تاثیر پارامتر 
‎توان آن را حذف کرد.ورودی در يادگیری مدل مي
   
  . بررسي تاثر توابع انتقال در يادگیری شبکه عصبي مصنوعي2جدول
 شماره تابع انتقال آموزش  تست
R
2
R  )l/gm(EAM )l/gm(ESMR 
2
   )l/gm(EAM )l/gm(ESMR 
 7 .giS  31/01  03/20  3/072   173/07  037/773  3/72
 2 .ssuaG  32/23  372/27  3/3   223/32  372/73  3/23
 9 .H .naT  21/10  13/30  3/772    273/32  237/33  3/32 
 1 .H .ceS  77/21  72/72  3/202    303/27  337/22   3/13
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 سیگمويیدبا استفاده از تابع  ر لايه میانيیبررسي تاث .9جدول
 آموزش تست 
  های میانيتعداد لايه
R
2
R  )l/gm(EAM )l/gm(ESMR 
2
 )l/gm(EAM )l/gm(ESMR 
 7  31/91  93/19  3/913   127/92  932/123  3/211
 2  31/83  13/11  3/313   117/31  992/11  3/371
 9  31/38  93/28  3/13   317/71  112/17  3/33
 1  21/71  11/33  3/193   117/32  112/71  3/971
 1  11/18  21/98  3/13   327/13  312/23  3/813
 3  81/71  91/19  3/13   127/72  312/91  3/213
  3/193   797/91  812/73  3/713
 
 0
 
 1  23/23  81/11
 8  13/13  78/19  3/793   197/18  312/18  3/823
 
 
 
 
 درگیری شده و برآورد شده  اندازه هایهداد . پراکندگي1شکل 
 آموزش مرحله 
  
کم کرردن تعرداد متغیرهرای ورودی بره مردل اگرچره 
ممکن است دقت مدل را کاهش دهد(البته تا حد قابرل 
گیرری توانرد هزينره انردازهقبرول) ولري از طرفري مري
يرابي ورودی را کاهش دهد.  بررای دسرت پارامتر(های) 
به ايرن هردف، آنرالیز حساسریت برر روی پارامترهرای 
 1ورودی انجام شد که نترايج بدسرت آمرده در جردول 
 . نشان داده شده است
 
 
 
گیری شده و برآورد شده  اندازه هایهداد . پراکندگي1شکل 
 صحت سنجي درمرحله 
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اساس نترايج حاصرل، حرذف ترک ترک پارامترهرای  بر
ورودی(غلظررت کررف، سرررعت، نزديکترررين فاصررله از  
ساحل، عمق کل جريان و  عمق جريان) موجب کاهش 
باشرد. مي 3/373تا   3/11ضريب تبیین و مقدار آن از 
به عبارتي نتیجه بدسرت آمرده بیرانگر اهمیرت نسربتا 
د. در يکسان پارامترهای ورودی برر خروجري مردل دار 
و  عمرق دهرد مجموع نتیجه بدسرت آمرده نشران مري 
 3/193و  3/373جريان با داشتن ضريب تبیرین سرعت 
برا در يادگیری مردل در پریش بینري را  تاثیربیشترين 
داشتند در حالي که کمترين همبسرتگي غلظت رسوب 
برود. افرزايش  نزديکتررين فاصرله از  سراحل مربوط به 
درنتیجره  سررعت جريران موجرب آشرفتگي جريران و
گرردد کره ايرن امرر برا افزايش قدرت حمل رسوب مي
نتیجررررره بدسرررررت آمرررررده همخرررررواني دارد. 
 
 آنالیز حساسیت پارامترهای ورودی در نتیجه شبکه عصبي مصنوعي .1جدول 
 تست
 رديف ساختار مدل
 )l/gm(EAM )l/gm(ESMR 2R
 7 ورودی (سرعت، فاصله، ....) 1مدل با   127/92  932/123  3/11
 2 مدل بدون پارامترغلظت کف 117/81  232/127  3/393
 9 مدل بدون پارامتر سرعت  197/39  292/33  3/193
 1 ساحل مدل بدون پارامتر نزديکترين فاصله از  197/22  117/93  3/313
 1 مدل بدون پارامتر عمق کل  327/11  172/18  3/813
 3 مدل بدون پارامتر عمق جريان  917/777  837/33  3/373
 
‎و‎نتیجه‎گیری‎بحث‎.۴
معلق پیش بیني غلظت  انتقال رسوبات، مباحثدر 
اين . با توجه است و کاربردی بسیار مهم جريان
شبکه مدل هوش مصنوعي در تحقیق حاضر  ،موضوع
) برای PLM/AAN( مصنوعي چند لايهعصبي 
مورد استفاده قرار گرفت. غلظت رسوب معلق مدلسازی 
 غلظت کف، سرعت شاملهای صحرايي از داده
 ساحل، عمق کل جريان و ، نزديکترين فاصله ازای نقطه
برای آموزش و صحت سنجي  جرياننقطه ای عمق 
 PLM/NNAاستفاده از مدل مدل استفاده گرديد. 
غلظت دهد مدل مذکور توانايي شبیه سازی نشان مي
توان برای مي را بنابراين اين مدل ؛را داردرسوب معلق 
مورد غلظت رسوب معلق يابي و پیش بیني میان
ساختارهای  مدلسازی با. استفاده قرار داد
 خطا با توجه به معیارهای PLM/NNAمختلف
، مدل مذکور دهدنشان ميEAM و   ESMR ،2Rمانند
دارای نرون،  1و پنهان  يک لايه ،تابع سیگمويیدبا 
و کمترين خطا نسبت به ساير بالاترين دقت 
همچنین آنالیز حساسیت . باشد ساختارهای شبکه مي
غلظت انجام شده بر روی پارامترهای ورودی به مدل(
ساحل،  رعت نقطه ای، نزديکترين فاصله ازسکف، 
دهد  نشان مي جريان)عمق نقطه ای  عمق کل جريان و
ساحل بیشترين و  و فاصله ازنقطه ای عمق دو پارامتر 
 کمترين تاثیر را در يادگیری شبکه عصبي مصنوعي
با توجه به تاثیر نیروی ثقل و گراديان رو به داشتند. 
پايین غلظت ذرات رسوب و نیز اثر نیروی محرک 
تاثیر مشاهده میشود؛  جريان که در پروفیل سرعت هم
بالاتر سرعت و عمق جريان قابل توجیه است. ضمنا 
بستر نیز به عنوان عامل محدود کننده غلظت نزديک 
حداکثر غلظت در هر محور قائم، قاعدتا از پارامترهای 
بسیار تاثیر گذار خواهد بود. به نظر میرسد با توجه به 
رودخانه مستقیم  های بازهمقاطع عرضي که همگي در 
انتخاب شده بودند، فاصله از ساحل بدلیل عدم وجود 
موثر واقع  کمتر از ساير پارامترها ،جريانهای عرضي
 .شده است
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Abstract 
Accurate estimation of sediment concentrations in hydraulic sediment transport from different 
viewpoint such as sediment discharge estimation of river, selection of hydraulic structures and 
etc. are important. With respect to importance of this issue in this study for prediction of 
sediment concentration of Karun river multi-layer perceptron artificial neural network (ANN / 
MLP) was used. For this purpose 125 field data including bottom concentration, flow 
velocity, nearest distance from the beach, and the total depth of flow and flow depth was used. 
Three statistical metrics namely mean absolute error (MAE), root mean square error (RMSE) 
and coefficient of determination (R
2
) were used to evaluate the performance of ANN model. 
The result shows that MLP model with one hidden layer, Sigmoid transfer function and 5 
neurons have best structure in the modeling of sediment concentration of Kroon River. The R
2
 
and RMSE value is equal to 0.953 and 63.37 mg/l in training stage and 0.752 and 203.02 mg/l 
in testing stage, respectively. Finally, the sensitive analysis also showed that the nearest 
distance from the beach and flow depth had the most and the least effect on the sediment 
concentration, respectively. 
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