Abstract. Automated negotiation has been of particular interest due to the relevant role that negotiation plays among trading agents. This paper presents two types of agent architecture: Case-Based and Fuzzy, to model an agent negotiation strategy. At each step of the negotiation process these architectures fix the weighted combination of tactics to employ and the parameter values related to these tactics. When an agent is provided with a Case-Based architecture, it uses previous knowledge and information of the environment state to change its negotiation behaviour. On the other hand when provided with a Fuzzy architecture it employs a set of fuzzy rules to determine the values of the parameters of the negotiation model. In this paper we propose an evolutionary approach, applying genetic algorithms over populations of agents provided with the same architecture, to determine which negotiation strategy is more successful.
Introduction
Negotiation in multi-agent systems is one of the main research lines in multiagent systems [18] and has been studied from different points of view: economics [22] , dialectics [27] or coordination [4] . Recent growing interest in autonomous agents and their application in areas such as electronic commerce has given more importance to the problem of automated negotiation. Agents negotiate to coordinate their activities and come to a mutual agreement. In many cases, this automated negotiation requires different behaviours for different negotiation situations. We not present any experiments results, we only made an outline proposal.
We explore an existing model of negotiation [15] based on a set of mutually influencing two-parties, many-issues negotiation. This model relies on strategies and tactics to define the agent's negotiation behaviour (i.e. to determine which offers should be accepted and which rejected, what counter-offers should be generated and when). The model has been already applied upon a real-world business process management system [15] in which the agents need to agree as to who should perform a particular service under what terms and conditions. Since this model can operate in a wide range of environments and has a large number of parameters, Genetic Algorithms (GA) appear to be a good means of determining its performance through an empirical evaluation (see previous results in [19] ).
In this paper we extend this previous work by exploring the combination of an evolutionary approach with two types of agent architecture: Case-Based and Fuzzy. Both architectures determine, at each step of the negotiation, which combination of tactics is more useful and which are the best tactic parameters. Over a family of agents with the same architecture we use an evolutionary approach to determine which individual instantiation of each type of architecture is preferred.
Case-Based Reasoning has received a lot of attention over the last years, and has been employed with good results in many areas, including negotiation [24] . We use this technique to determine the combination of tactics and the parameter values to use at each moment of the negotiation by looking at the similarity of the current negotiation to previous cases kept in a case base. The successful negotiations that an agent performs following a specific role (seller or buyer) are kept in the case base for later retrieval. The most similar case is adapted to the current situation by a set of adaptation fuzzy rules.
As an alternative route, we propose agents that use a set of fuzzy rules to model the strategy of the negotiation process for an agent. A subset of these rules determines the general behaviour of the agent, and the other adjusts the weights and the parameters of the tactics considering the information of the agent's mental state. With the combination of both kind of rules we obtain a weighted combination of tactics and their associated parameter values.
Over these architectures we make an evolutionary approach using GAs to analyse the behaviour of both kinds of agents architecture. This approach was chosen because GAs have been shown to find good solutions for problems of this nature [3] . The long term goal of this research is to study the dynamics of agents populations.
This paper presents a preliminary view of these two types of architectures, not the experimental results and is structured as follows: Section 2 summarises the service-oriented negotiation model presented in [23] . Section 3 gives an example of scenarios in which we apply this model. Sections 4 and 5 describe the two agent architectures. Section 6 describes the general steps of the GA. Section 7 places our work in context and Section 8 outlines the avenues of further research.
The service-oriented negotiation model
This section outlines the main components of the service-oriented negotiation model presented in [23] . The majority of the justification for particular design choices and much of the detailed explanation of the negotiation behaviour has been omitted.
This multi-lateral negotiation model is based on a set of mutually influencing two-parties, many-issues negotiations. In service-oriented negotiations, agents can adopt two possible roles that are, in principle, in conflict. Let Agents denote the set of agents in the system and let the conflicting roles be denoted by the set of agents: Sellers and Buyers.
Negotiations can range over a number of quantitative (e.g. price, duration, and cost) and qualitative (e.g. type of reporting policy, and nature of the contract) issues. The set of issues used by each agent can change during the negotiation process, increasing or decreasing the number of issues. Quantitative issues in negotiation are defined over a real domain (i.e x[j] ∈ D j = [min j , max j ]). Qualitative issues are defined over a totally ordered domain (i.e
where n is the total number of issues), it rates it by using a function that combines the scores of the different issues. For the purposes of this paper we can see it as a linear combination:
where w Offers and counter-offers are generated by lineal combinations of functions called tactics. A tactic generates a value for a single negotiation issue based upon a single criterion: time remaining, resources remaining and/or the behaviour of the opponent. If multiple criteria are important in determining the value of a negotiation issue, then multiple tactics can be applied to the issues. In this case, the tactics are assigned a weight to indicate their relative importance. As the negotiation proceeds, new criteria may become relevant and the relative importance of existing criteria may vary. To reflect this fact, an agent has a strategy which varies the weights of the different tactics over time in response to various environmental and negotiation cues (section 2.3).
Quantitative Case
Time-dependent tactics These tactics model the fact that the agent is likely to concede quicker as the deadline for the negotiation approaches. We model the offer of agent a to agent b for issue j at time 0 ≤ t ≤ t a max , by a function
is increasing A wide range of functions can be defined simply by varying the way in which α a (t) is computed. Here we use a family of polynomial functions parameterised by a value β ∈ R + that determines the convexity of the curve:
This expression represents an infinite number of possible tactics, one for each value of β. However, to better understand their behaviour, we have classified them into two sets which show clearly different patterns of behaviour: Boulware (don't start conceding until the deadline is nearly up) with β 1, and Conceder (start giving ground fairly quickly) with β 1.
Resource-dependent tactics These tactics generate counter-offers depending on how a particular resource, in this case the time, is being consumed; they become progressively more conciliatory as the quantity of resource diminishes:
Behaviour-dependent or Imitative tactics These tactics base their actions on the behaviour of their negotiation opponent [2] . The new offer is calculated in the following way:
The tactics differ depending on which aspect of the opponent's behaviour they imitate and to what degree, determine by the factor P .
1. Relative Tit-For-Tat (Relative-TFT) The agent reproduces, in percentage terms, the behaviour that its opponent has performed δ ≥ 1 steps ago:
2. Absolute Tit-For-Tat (Random-TFT) The same as Relative TFT except that the behaviour is imitated in absolute rather than percentage terms.
3. Averaged Tit-For-Tat (Average-TFT).
The agent uses the average of the percentage change in a window of size λ ≥ 1 of its opponents history to determine its offer.
Qualitative Case
In this work we admit only ordered qualitative variables 
the transformation is the following:
For the qualitative case, each tactic give as a result an score value,
In the next section we explain how the agent conform the qualitative offer.
Strategies
The aim of a negotiation strategy is to determine the best course of action to reach an agreement. When agent a receives an offer from agent b, it becomes the last element in the current negotiation thread between the agents. If the offer is unsatisfactory to a, the agent a generates a counter-offer. In generating its counter-offer, a may use the information of mental state and different weighted combinations of tactics for each of the negotiation issues. More formally, an agent (a) has a representation of its mental state (M S t a ) at time t, which contains information about its beliefs, its knowledge of the environment (time, resources, etc.), and any other attitudes (desires, goals, obligations, intentions, etc.). 
defined in the following way: 
This pseudo inverse function give the traditional inverse value if exist and the qualitative value that has the score more near to the x tn+1 a→b value. Given a set of tactics, different types of negotiation behaviour can be obtained by weighting the tactics in a different way. That is, by changing the matrix Γ -particular to each negotiation thread.
A Negotiation Strategy for agent a is any function f such that, given a's mental state at time t n , M S tn a , and a matrix of weights at time t n , Γ tn a→b , generates a new matrix of weights for time t n+1 , i.e.
The main point in every step of the negotiation process is then to determine both, which weighted combination of tactics to employ and the value of the parameters associated with these tactics. Our goal is to make an evolutionary study of how two different agent architectures allow us to create a negotiation strategy and determine which strategy is more successful. In this paper we study two of these architectures: Case-Based and Fuzzy. In figure 1 their schemes are presented.
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Negotiation in a Real Estate Agency
In this section we describe a real domain, a Real Estate Agency, that will be used to exemplify our negotiation model. In a Real Estate Agency there is a set of properties that need to be sold. In this domain there are two main agent roles, seller that represents the interests of a Real Estate Agency and buyer that represents the interests of a customer. Seller agents need to sell a house (preferable the one with higher profit for the agency) and buyers want to buy a house with specific features. In this example, artificial agents represent the interests of a human buyer or seller. If a person needs to buy a house he wants to visit as few properties as possible; this is why the person might be willing to instruct an agent with a set of features that represent his desires in order to obtain a house that meets his needs. The coordination of different buyer agents negotiating at the same time with different Real Estate Agencies is not treated here.
The agents so delegated negotiate over a set of issues that describe the characteristics of the house, for instance:
The seller agent has a complete information of all the properties on sale at the Real Estate Agency. However, in some cases the buyer agent does not have a clear opinion on his preferences on the mentioned issues. The seller agent, during the negotiation, usually includes new issues to enrich the description of a house. Then, the buyer uses this new information to compare and discriminate better among the different offers made by the seller. That is, its utility function gets extended to consider the new issues introduced. In so doing, the buyer tries to obtain a complete description of the properties, negotiating over the set of issue mentioned before. Usually the agents try to adjust either the issues related to the description of the house and later the price issue. They negotiate until they obtain an agreement, in this case a property that satisfies both sides, if any exists, or one of them withdraws.
Case-Based Negotiating Agents
Case-based reasoning solve a new problem by adapting a previous similar situation [1, 25] . Using CBR terminology, a case in negotiation can be thought of as a negotiation process that has been stored in a specific way and that can be reused in solving new negotiation processes. The main tasks that a case-based negotiating agent has to deal with are the representation of the negotiation cases in its case base, the retrieval of a past case similar to the new one and the adaptation of its solution to the current negotiation process. In figure 1 we are described the main components old a CB reasoner. From the memory of cases the most similar case to the actual negotiation is retrieval. This selected case is then adapted considering the environmental information. Then the new offer is calculated using the weighted combination and the parameters gave by this case.
We denote by CB the Case Base. In CB we only keep track of the negotiation processes that reach an agreement, that is, that have the following final thread:
, accept } where t n = t deal + 1. Now we analyse in detail the main parts of the CBR cycle.
Case Representation
The Case Base for any agent a, is composed of a set of cases that represent past negotiation processes. This Case Base is extended by the negotiations performed by agent a and the negotiations performed by other agents with the same role as a (seller or buyer). An agent can communicate successful cases to agents following the same role when meeting during the evolutionary computation (see section 6). The cases that belong to other agents will be considered like a negotiation performed by agent a and, to simplify, we incorporate then in the case base by substituting the name of the other agent by a. We represent a case as a vector that keeps values of the following components:
1. Problem Description -Good: the good which was negotiated.
-t deal : the time that negotiation takes.
-t max : the maximum time for the negotiation, t max ≥ t deal .
-Init: this value determines who began the negotiation, 1 if agent a started, 0 otherwise. -Issues: the vector of the subsequent sets of issues involved in each step of the negotiation process, i.e. paring the utility of final deal with the utility at the Nash equilibrium point [5] . a→b , accept } where:
The sign = in the negotiation thread represents that the value of the component at this position is the same as the previous one in the vector. Then the representation of this negotiation process in the Case Base of agent a would be: The vector P ar i = (0.02, 5, 2) contains the value of the parameters related with the tactics employed by agent a, in this case (β boulware , β conceder , δ relative ). In the last step of the negotiation, agent a behaves in a more boulware way for all the issues for which it agrees on the value (agent a doesn't want to change these values) and only concentrates in adjusting the price of the house. That is shown in the value of the Γ matrix, [0.9, 0.05, 0.05]. The value ? for an issue j is handled like a don't care value which has scoring zero, V a j (?) = 0.
Case Retrieval
The case retrieval process is executed concurrently with the other activities of a case-based agent. When an agent sends an offer, it immediately begins to retrieve those cases that are more similar to the current negotiation from its Case Base. When it receives a counter-offer to its offer it is incorporated into the negotiation thread and used to finally select the most similar case from those that were obtained in the meantime. We denote by N the current negotiation represented in the same format used for the cases stored in the Case Base CB . The goal of this task is to find the case in CB most similar to N . We can see a graphical representation of this process in figure 2 . Filtering Not all cases stored in CB can be compared with N for different reasons. For instance, because the set of issues considered in each step of the negotiation and the duration of the negotiation are different. This is why we build a subset F selecting from CB those cases that satisfy all the following criteria:
1. Class of t deal . We divide CB into two classes that depend on the value of t deal with respect to a cut value θ:
The rationale here is that the negotiation strategies are radically different depending on how much time is available. 2. Duration of negotiation. With t being the time consumed so far in the current negotiation, we select the cases with a duration longer than the value of t, but not longer than the t max defined in N . This is an important criterion, again because the negotiation strategies strongly depend on the time that the agent has to negotiate [10] . These conditions can be expressed by:
. Sets of Issues. We select the cases from CB that contain at least the set of issues of N for each step of the negotiation, to make the comparison between them possible.
where S is a function that transforms a vector into a set. 4. Who began the negotiation? Only the cases in which the agent that began the negotiation is the same as in N are considered.
Hence, we define F as the set of cases that satisfy all criteria, that is,
Final Selection The cases that satisfied all the aforementioned criteria compose the set F from where we will select the most similar case with respect to the current negotiation. The similarity at time t between the case N and all the cases C ∈ F is measured in the following way:
In this similarity measure we take into account three factors:
-The similarity between the offers of both cases for all previous instance k of the negotiation (Sim Step(N, C, k) ∈ [0, 1]). With the factor 2k t * (t+1) 3 we concede an increasing importance to the similarity of the offers in the last steps of the negotiation. The factors ρ i ∈ [0, 1], i = 1, 2, 3, determine the relative relevance of the three elements mentioned in the similarity measure and satisfy: ρ 1 + ρ 2 + ρ 3 = 1. The similarity of cases will change by varying the value associated with each ρ i , for example: if we give more importance to ρ 3 , associated with the C[U tility], we prefer cases which are better off in the negotiation, i.e. whose scoring was better or nearest to the scoring at the Nash equilibrium point.
The similarity degree between two offers takes into account the similarity between the issues of both cases and is defined as:
In this function we take into account:
-The similarity between the vector Thread for both cases. We consider a quotient between the scoring value for issue j in the step k and the scoring for the same issue in the step k +1. This quotient is computed for both cases, N and C, and then the quotient of both is the argument of the function AE = Almost Equal that shows how close to 1 was the result. For example,
We give more importance to the similarity between those issues that agent a considers more relevant in the current step of negotiation. -The similarity between the vectors of weights of the case C and N (Sim W eight(N, C, k, j) ∈ [0, 1]). The relative importance that the agents gave to the issues under the negotiation determine in some way how similar the strategies to adopt in each step of this process can be. For this reason we consider the similarity between the vectors of weights as a factor in the overall step similarity. We prefer cases with a similar importance to the issues. The similarity between the vectors of weight is calculated in the following way:
The sets of issues for both cases are not necessarily the same. We compute the similarity related with the set of issues involved in the case N . For that reason we must normalise the weights of that set of issues for the case C, that is the factor ℵ(N, C, k).
Incremental Computation of Similarity
We use an incremental way of computing the similarity between cases in F and the current case N . This is done for efficiency reasons. Immediately after agent a sends an offer at time t, it begins to compute a provisional similarity (Sim(N, C, t)) to profit from the waiting time. When the counter part answers, the agent incorporates the new information, the offer just received, by actualising its thread and adjusting the similarity of the cases stored in F with the objective of selecting the most similar case.
The similarity between N and all the cases C ∈ F is then computed in the following way:
Where Sim Step(N, C, t) is as mentioned before. The value Sim(N, C, t) is kept by each agent and is used in the next step t to avoid calculate the same quantity.
Adaptation
The case with the highest similarity contains the vector of Parameters t+1 and the Γt+1 matrix; these elements are to be used in the next step of the negotiation process. However, this solution can be improved by adapting the values of the Parameters t+1 and the Γt+1 to the current mental state (M S t+1 a ). This adaptation process is modelled by a set of Adaptation Fuzzy Rules. These rules represent conditions of the environment in which the agent acts and determine variations in the value of the parameters of the tactics and the γ ij 's. In general these rules follow the following pattern:
RULE i : IF x 1 is A i1 and ... and x n is A in THEN y is B i where x 1 , · · · , x n and y are the mental state variables and A i1 , · · · , A in , B i are linguistic labels of the variables x 1 , · · · , x n , y in the universe of discourse U 1 , · · · , U n , V of the variables. An example of linguistic labels could be:{high, medium, low}. These linguistic labels are characterised by their membership functions
and have a trapezoidal shape. For more details see [26] .
In general the rule conditions express a state of the environment and the negotiation tactics. The rule consequents change the weighted combinations and the tactic parameters. A variation in a γ ij generates automatically a normalisation of the rest of gammas. The linguistic labels positive high represents a big positive number and negative small a small negative number. If the first rule applies, the agent will behave in a more boulware fashion in all issues by decreasing its β boulware value. On the contrary (second rule) if a park is near the house and the agent's attitude to the price is mainly boulware, it will become more conceder, i.e. the γ price,conceder related to the conceder tactic increases the value and via the normalisation process γ price,boulware will decrease.
Example
Retain
If the result of the negotiation is satisfactory, i.e. last(X tn N ) = accept , the new case is stored in CB . Moreover, the Valuation of all C ∈ CB is updated by assigning a positive reinforcement to the cases that contributed to steps of the solution (r = 0) and negative reinforcement if not (r = 1):
is the final deal, and x Nash N represents the deal that would be made at the Nash equilibrium point and k = 0.001 is a reduction factor. Like explained before the function tanh keeps the value of the quotient in [0, 1].
Fuzzy Rules
Systems based on fuzzy rules [8, 7] have proved to be an important tool to model complex systems. We had defined a type of agents that use a family of fuzzy rules to model the negotiation strategy. At each step of the negotiation process (figure 1) a set of fuzzy rules is applied to the parameters of the tactics involved in the negotiation step and the weighted combination of these tactics.
Each agent interacts in a specific domain; this is why they must represent this domain in a way that permits the interaction with other agents in the same domain. In other words, they need to use an ontology [12] that permits the representation of objects, concepts that exist in that domain and also relations between them. We assume, for the purpose of using GA as will be seen later in section 6, that this ontology is common, and that the fuzzy rules are built on top of it using the same syntax for all agents.
Similar to the adaptation fuzzy rules of the case-based agents, the rules follow the following pattern: In general we can divide the set of fuzzy rules in two classes:
-Rules of general behaviour. These rules define the general conduct of the agent. They determine how an agent reacts during a negotiation, i.e. with a more boulware, conceder or imitative behaviour. -Rules of the Mental State. These rules analyse the environment to adjust the parameters and the weighted combination of tactics. The mental state rules have a higher priority because are more specific, that is, more informed.
Example:
In the domain of the Real Estate Agency we could have the following rules:
1. Rules of general behaviour. Like in the adaptation fuzzy rules of the Case Base architecture, these rules change the value of the γ i,j 's and the value of the parameters associated with each tactic. However, these rules take into account other aspects such as the general conduct of the agent. For instance, the following rules describe the behaviour (the dominant tactic) depending on the current of negotiation stance and the behaviour of the opponent.
-IF remaining time is medium THEN γ j,tft is positive high
If the remaining time that the agent has to negotiate is medium then the possibilities to interact with the contrary are bigger. Under these conditions the imitative tactics have more opportunities to assess their opponents' behaviour and to respond appropriately, hence we increment the value of the γ j,tft for all issues j.
-IF average(last opponent offers) is high conceder and γ j,conceder is high
THEN β conceder is negative small
The agent analyses the last offer received and if the opponent, in average, has conceded, and if the conceder tactic is the domain tactic for all issues j, then the agent carries out a small decrease in its conceder behaviour to try to exploit the opponent.
Rules of the Mental State.
These rules cause variations on the weighted combinations and the parameter values depending on the knowledge of the agent about the negotiation context. If the Real Estate Agency is going bankrupt and we are not very tough in negotiating price, we change it by making the agent behave in a more boulware way, because it has, in such conditions, a higher opportunity of getting a lower price for a property.
-IF time on sell is long and γ j,tft is high THEN γ j,boulware is positive high
If the Real Estate Agency has a property that wasn't sold for a long period we can obtain more profit by not conceding in the same way as the agency, because if the house has not been sold for a long time, means probably that its price is far beyond the reasonable one. In other words we should not imitate the conceding steps of the agency in the same amount, hence we increase our boulware behaviour for all issues.
-IF w bright is high and house is bright and γ surface,boulware is medium THEN
The agent behaves less boulware if it gives a lot of importance to brightness and it is a feature of the house being offered. The handling of this set of rules is done by the following steps (see Figure  3 ):
1. Fuzzification. The membership functions of the input variables about the current negotiation thread and the weighted tactics are applied to their actual values to determine the truth degree of each condition. 2. Rule Evaluation. In this process the truth value of the premise of each rule is propagated to the conclusions. The result of this process is the assignment of a fuzzy subset to some output variables.
3. Defuzzification. Our goal is to determine a new matrix Γ and values for the parameters associated to each tactic, for this reason we need to obtain an exact value for these variables. There are several defuzzification methods to obtain a crisp value from a fuzzy subset and its associated truth degree, but we employ the centroid method, where the crisp value of the output variables corresponds to the value of the centre of gravity of the membership function of the fuzzy value [26] . 4. Normalisation. Finally, a normalisation of the values of gamma, Γ , obtained by defuzzification is done.
Evolving the negotiation strategies
GAs generate a sequence of ever improving ("fitter") populations as the outcome of a search method modelled by a selection mechanism, crossover (recombining existing genetic material in new ways) and mutation (introducing new genetic material into the population by random modifications) [11] . In our case we employ the GA to make an evolutionary approach of the Fuzzy Rules, of fuzzy agents, and the Case Base and the Adaptation Fuzzy Rules associated with Cased-Based agents. We form a population, where each agent becomes an individual, and model as genetic material the different sets of rules and/or the case base. The overall aim of the search in all cases is to find a set of rules and a base of cases which are optimally adapted for particular negotiation situations. Even though we have two kinds of populations to analyse, Fuzzy and Case-Based, (see Figure 4 ) the general steps for the GA are the same. 
Fig. 4. Types of Populations
In this section we develop its basic schema -indicating how rules and cases are encoded as genes (section 6.1), how the fitness of the agents is computed (section 6.2), and how the search algorithm operates in detail (section 6.3).
Codification
Fuzzy. Every fuzzy agent has a set of Fuzzy Rules. Each individual in a population represents an agent, and the genes that conform it are the codification of the linguistic labels involved in the set of rules (the ontology of the agent) followed by the codification of its fuzzy rules (see Figure 5 ). Linguistic labels have the form of trapezoidal-shaped functions, and for each one we represent the
where p is the maximum number of linguistic labels on the ontology, and
The dimension of the set of fuzzy rules differs from one agent to another. We consider the length of the individual's genetic code to be equal to the cardinality of the biggest set of rules in the current population and denote it by r = max
t is the population in the generation t. If the number of rules of an agent is smaller than r the remaining positions of the vector codifying them are filled in with zeros.
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Case-Based.
Case-based agents have a Case Base and a set of Adaptation Fuzzy Rules; both components evolve in the genetic process. Each individual in the population represents an agent and the genes are past cases stored in C B, the codification of the linguistic labels involved in the set of rules (the ontology of the agent) followed by the codification of the adaptation fuzzy rules. We represent the past cases by an identifier and we codified the ontology of the agent and the set of adaptation fuzzy rules in the same way as mentioned for the Fuzzy agents.
For the Case Base we have fixed a maximum number of cases (M Cases). We controlled the number of cases in C B selecting those cases with the best Valuation. Cases stored in the Case Base are genes of the individuals in the population. The dimension of the Case Base differs between agents. We consider the length of the individuals' genetic code to be equal to the cardinality of the biggest Case Base in the current population 
Measuring a strategy's fitness
An agent's fitness value indicates how well it performs in comparison to others in the same population. Following basic evolutionary ideas, fitness also determines the agent's chance of surviving to the next population generation -the higher the value, the more likely the agent will be to reproduce. To compute an agent's fitness we play a round-robin tournament in which each buyer b ∈ Buyers negotiates with each seller s ∈ Sellers. Then, we score each agent with a value that measures how well it performed and this score becomes the agent's fitness. The fitness function compares the utility associated with the deal and the utility associated with the Nash equilibrium point (the point at which the sellers' and the buyers' scoring functions are equal [5] ). The more positive the difference, the more successful the agent's behaviour. The cost involved in attaining a deal is taken into consideration by associating a charge with each message interchange -the more messages exchanged in coming to a deal, the higher the associated cost. With these two components in place, a non-subjective, cost-adjusted fitness function (f a ) can be defined: 
Algorithm steps
The GA 's basic operation can be characterised by the following schema: 1. Generation of the first population. The initial population represents the search's starting point and it is created by taking the set of fuzzy rules or adaptation fuzzy rules defined by the expert and a case base for each agent. 2. Selection Process. All GAs use some form of mechanism to chose which individuals from the current population should go into the mating pool that forms the basis of the next population generation. To be effective, the selection mechanism should ensure that as diverse a range of fit agents make it into the mating pool as possible (especially in the early stages). A selection mechanism which is known to work well in such circumstances is Tournament Selection [6] . Tournament selection works in the following way: k individuals are randomly chosen from the population. The individual with the highest fitness among the selected k is placed in the MP. This process is repeated N times, where N is the size of the population. k is called the tournament size and it determines the degree to which the best individuals are favoured [20] . For this reason, it is the mechanism we employ to select from P t those individuals that will reproduce. Tournament selection works in the following way: t individuals are randomly chosen from the population. The individual with the highest fitness among the selected t is placed in the mating pool. This process is repeated N times, where N is the size of the population. t is called the tournament size and it determines the degree to which the best individuals are favoured [20] . Once the mating pool has been created, H individuals with the highest fitness in the pool are selected. These individuals will definitely form part of the new population. The rest of individuals in the next population, R, are created by applying crossover and mutation to the remaining individuals in the mating pool. Thus, the next generation (P t+1 ) is composed of the H best individuals of the old population plus a number of newly created ones.
3. Crossover Process. This mechanism exchanges genetic material between individuals. We randomly select two individuals from the population. c crossover points are then randomly chosen and sorted in ascending order. Then, the genes between successive crossover points are alternately exchanged between the individuals. For the characteristics of our codification, for fuzzy agents we set two crossover regions, one where the ontology of the agent is codified and the other where the fuzzy rules are codified (in Figure 5 the two regions are separated by |||). We give a different crossover probability to each region, that is P ontology and P rules . We made this distinction because we want to make less variations (exchange) in the ontology of the agents, P ontology < P rules . Similarly for the case-based agents we define P cases , P ontology and P rules . These regions are separated by ||| (see Figure  6 ). 4. Mutation Process. Mutation is another technique to create individuals in new generations. For the Case Base we do not apply mutation because any variation in a component of a case will most probably produce an undesirable strategy.
In the case of fuzzy rules, the genes related with the linguistic variables of an individual, that is, the ontology, are given a chance P m of undergoing mutation. When a gene is selected for mutation we change the scaling factor of one linguistic label involved in the set of rules. This kind of variation affects directly all the rules that contain that particular linguistic label as part of a condition or in the conclusion. Thereby we consider a low probability of mutation. 5. Stopping Criterion. The simulations stop when the population is stable (95% of the individuals have the same fitness) or the number of iterations is bigger than a pre-determined maximum.
The concrete values for the probability of mutation and crossover are not mentioned in this paper because we are still at the experimental phase and we have not completely adjusted these values.
Related Work
In this paper we mention several topics from different research areas like negotiation, case-based reasoning, fuzzy logic and genetic algorithms. A complete review of all related literature is not possible here. Many works have been developed in each one of these areas, but up to our knowledge none combines these techniques to obtain a better performance for an agent during a negotiation process.
Research in negotiation models have been pursued in different fields like, game theory, social sciences and artificial intelligence, making assumptions that were pertinent for the objective of their study. Our interests lay in the study of the negotiation process among the agents and not on the outcome. In this work we employ a negotiation model and we concentrate on how can we find the best strategies in that model. For this propose we used case-based reasoning and fuzzy rules to model strategies.
In the area of case-based reasoning there are several works related with negotiation. For instance, Sycara [24] presented a model of negotiation that combines case-based reasoning and optimisation of the multi-attribute utilities of the agents. She provided a model of goal conflict resolution through negotiation implemented in the PERSUADER system, a program that resolves labour disputes, and tested her system using simulations of such domains. Our approach differs from this previous work in that we employ case-based reasoning to determine in each step of the negotiation the best performance of the agent by selecting the weighted proposal combinations and the parameters associated with a set of tactics. We also make to evolve the case base and the adaptation fuzzy rules trying to find the best performance. With this evolutionary process the agents interchange cases and rules to find an optimal set of cases and rules that allow to obtain a better scoring during the negotiations.
Many researchers have explored the use of genetic algorithms to tune fuzzy logic controllers. One of the pioneers on this was C. Karr [16] , who used GAs to modify the membership function in the term sets of the variables used by a fuzzy controller. In the same line Herrera, Lozano and Verdegay [14] , used a real encoding for a four-parameter characterisation of a trapezoidal membership value in each term set. Each rule used by the fuzzy control was represented by the concatenation of the membership values. The population was the concatenation of all rules so represented. In our case we use GAs to make evolve a set of fuzzy rules that model negotiation strategies in one case or that adapt the solution obtained by a case-based agent. We make genetic evolution over the linguistic labels (the ontology) of the agent and also, during the genetic process, the agents interchange rules to find an optimal performance.
Others researchers have also attempted to use GAs and co-evolutionary programming to find optimal interaction strategies. For example, Oliver [21] does consider negotiation strategies where each negotiating agent is a chromosome and the parameters of the negotiation model are genes in the chromosome. However, his negotiation model is much simpler. (Offers are accepted if they have a utility over a preset threshold and he encodes counter-offers as part of the genetic material which means they have limited sophistication.) The extra complexity required by our model means additional work was needed when designing the population evolution mechanism.
Conclusions and Further Work
In this paper we presented the main technical ideas of our current work on automated negotiation. We presented two agent architectures for negotiation, CaseBased and Fuzzy. Three basic techniques: Case-Based Reasoning, Fuzzy Sets and Genetic Algorithms are used as the basis to make an evolutionary analysis of negotiation strategies. Case-based agents, in each step of the negotiation, use it past information (case base) to retrieve a similar case to the current negotiation and adapt it by means of fuzzy rules. Fuzzy agents conduct their behaviour by means of a set of fuzzy rules. Over both architectures we make an evolutionary study applying GA, to determine the best strategy for the negotiation model mentioned in this paper.
Many aspects of these architectures need to be studied and adjusted during the experimental process that is currently ongoing. We think that this combination technique is a step forward the design of flexible and accountable trading agents.
