The rectangular assignment problem is a generalization of the linear assignment problem (LAP): one wants to assign a number of persons to a smaller number of jobs, minimizing the total corresponding costs. Applications are, e.g., in the fields of object recognition and scheduling. Further, we show how it can be used to solve variants of the LAP, such as the kcardinality LAP and the LAP with outsourcing by transformation. We introduce a transformation to solve the machine replacement LAP.
Introduction
The linear assignment problem (LAP), also denoted as the weighted bipartite matching problem, is well known and intensively studied. It is defined on two equally sized node sets N 1 and N 2 , and a set of feasible assignments A = {(i, j) | i∈N 1 , j∈N 2 }, where each arc (i, j)∈A has a cost c ij . The objective is to assign each node in N 1 to exactly one node in N 2 , such that the total cost is minimized. For convenience we refer to nodes in N 1 as persons and in N 2 as jobs; we denote | N 1 | as n 1 and | N 2 | as n 2 . Allowing n 1 ≠ n 2 , say n 1 < n 2 It is well known to solve the RLAP by extending it to a (square) LAP by adding dummy variables, see, e.g., [4] . The transformation increases the computational time by increasing the size of the problem and introduces degeneration into it, i. e., each optimal solution of the original problem instance corresponds generally to (n 2 -n 1 )! optimal solutions of the extended instance. Hence LAP algorithms have been modified for rectangularity -see, e. g., [2] or [15] .
(R)LAP is a relaxation of problems as the traveling salesman, the quadratic assignment and vehicle routing. Application fields are, e.g., 1. scheduling and 2. object recognition.
1. Scheduling: [12] formulates the single machine problem with unit processing times as an RLAP that minimizes the sum of the earliness and tardiness costs.
[13] considers parallel scheduling to minimize the completion time (i.e., all jobs are ready), e.g., programs on computer processors. Let n jobs to be processed on one of m machines, with p ij the time to process job i on machine j. The completion time of all the jobs assigned to machine j is found by multiplying the processing times, of the last job by 1, of the second last job by 2, etc., and then by summing these values. One can assign a job i in n × m ways, to one of the machines and to one of the k th to last positions on the machine, with cost c ij = kp ij . Thus the problem is an RLAP of size n μ nm.
Object recognition: We mention two applications:
Handwriting recognition: In (Chinese) handwriting, each character can be viewed as a set of, line segments to be used in a similarity measure between an unknown input character and a reference character, to find an optimal matching among their sets of line segments, say Γ 1 and Γ 2 . By comparing the input character to all reference characters, it is recognized as the one with the highest similarity (or lowest cost) if this similarity exceeds a given threshold, and rejected otherwise. The problem to find an optimal match reduces to a LAP, see [8] , with the cost of assigning line segments i∈Γ 1 and j∈Γ 2 , depending, e.g., on their lengths and their angles. The problem is an RLAP if | Γ 1 | ≠ | Γ 2 | .
Multi-object tracking in air traffic control or radar tracking, links targets with tracks. One can partition sensor observations into tracks in some optimal way, to accurately estimate the real tracks. Two sensors located at different sites provide each a line an object must lie on; the intersection of the two lines determines the location of the object in 3-dimensional space. To locate the objects in time, each sensor provides a set of lines. Taking measurements at distinct times, the new sensor measurements, the targets, must be matched with the predicted positions of the existing tracks. Due to false alarms, missed detections and inaccuracy some measurements cannot be matched to (say n 2 ) targets, see [1] . With say n 1 (< n 2 ) remaining measurements, one can solve the problem as an RLAP of size n 1 μ n 2 .
The following LAP variations can be solved by transforming them to an RLAP:
• k-LAP, i.e., the k-cardinality LAP, see [5] and
• LAPout, i.e., the LAP with outsourcing, see [14] ).
We introduce a transformation to solve
• k-LAPrep, i.e., the problem of replacing (at most) k machines, see [3] .
In [15] LAPJV has been adapted to solve the RLAP; we denote this algorithm as RJV: rectangular LAPJV. It is based on the easy to implement algorithm LAPJV, see [9] .
According to [6] and to [17] it is one of the fastest to solve dense LAP instances. We study the RLAP exploiting the properties of these applications to develop codes that perform well.
We describe several implementations and compare their results to (special) known codes for these applications.
Section 2 focuses on how to improve the RJV algorithm and gives computational results, just as in the sections 3, 4 and 5, which discuss adapted RJV codes for k-LAP, LAPout and kLAPrep. Finally, we draw conclusions.
Implementation improvements
We treat and discuss improvements of RJV, the rectangular variant of LAPJV.
Computational results are given to show their efficiency.
The first step of LAPJV, standard reduction of the columns of the cost matrix, is deleted in RJV, as no longer each job has to be done. Thus persons are still free and the second step of RJV reduction transfer is void, as it is only valid for assigned persons. The augmentation reduction, the last step of the initialization, can be applied to RJV as long as the node potentials v are initially 0, because after terminating RJV the v-values are non positive and the v-values of the free jobs are still 0. Thus RLAP has the following optimality conditions (the reduced costs defined as
An assignment X is optimal, if there exist node potentials (u, v) for all (i, j)∈A with
The augmentation phase finds alternating shortest paths from free persons to free jobs.
The optimality conditions remain satisfied during this step, as the v-values of the free jobs remain 0 and the v-values of the assigned jobs never increase.
We first discuss three implementations to improve the algorithm's performance.
• Partitioning the job sets (see appendix A for the code)
We partition the set N 2 (i) of jobs in N 2 that can be assigned to person i into the sets P(i) of assigned jobs and Q(i) of free jobs. By storing Q(i) as a minimum heap, its root is the job with the lowest cost when assigned to person i. It is sufficient to create the heap when a person is selected and Q(i)
is not yet created and to update the heap only if its root job is assigned. It turned out to be inefficient to create all heaps at the start of the algorithm and to update them if an additional job is assigned. It is needless to maintain P(i) for each single person as it is the same for all persons. Therefore, an array of length n 2 stores all the jobs.
The implementation of the partitioning in the augmenting row reduction step appeared to be fruitless.
• β-best implementation (see appendix B for the code)
The β-best implementation can bring down the number of scans in N 2 (i), see [7] . The two best jobs for a person i can remain the same in two successive iterations of i in the augmenting row reduction step. While N 2 (i) is scanned to find the lowest and second lowest net values, we can determine the β smallest net values (with β ≥ 3 some integer). We can also store the largest • Examine the free persons in a reverse order
If many persons are still free after the augmenting row reduction phase, the instance at hand can be considered as hard. Then the row minimum can occur more often at the same job for more persons. Reversing the order in which the free persons are examined may be better, as these persons may decrease more substantially the v-values of the specific jobs, making them less attractive for the subsequent persons.
These three implementations appear to give significant better results, with β = 6 independent of the problem size. The next two ideas appeared to be fruitless.
• Examine the n 1 cheapest jobs. For each free person i in an RLAP we only have to examine the n 1 cheapest jobs from N 2 (i). The proof is straightforward and therefore omitted. It appeared that finding the n 1 cheapest jobs is too time expensive.
• Examine assigned jobs last, and assign free jobs earlier in case of ties.
The two phases in the RJV algorithm allows us to check the "difficulty" of the problem after the augmenting row reduction procedure and act accordingly. The number of free persons, say f, is checked; if f ≤ 0.8*n 1 then the instance at hand is considered as easy and solved by the existing augmentation procedure, else the procedure AUGMENTATION_P, augmentation with partitioning of the job set, (appendix A) is used. In addition, in this new procedure the free persons are examined in backward order. The rectangular LAPJV with the described improvements (summarized in figure 1 ) is referred to as RJVI.
We will compare RJVI on the following randomly generated problem classes and a benchmark class, all with dense cost matrices and created by the random generator of [10] .
The classes are: Geometric: In this class, see [6] , two sets A and B, are generated, each with n 1 + n 2 integer values, uniformly drawn in a given interval. We set c ij as the truncated Euclidean distance between two points, i.e., 
Machol-Wien ( [11] ) defined a famous benchmark class of difficult (deterministic) instances by c ij = i * j + 1 (i∈N 1 , j∈N 2 ).
Randomized Machol-Wien:
Dell'Amico and Toth ( [6] ) introduced this variant of the previous class with c ij an integer value uniformly generated in [1, 
The tables to come report the average CPU times (in milliseconds), neglecting times to generate the cost matrices, since they are equal for all the algorithms. The improvement factor φ is given as the improvement of the new results relative (in %) to the old ones. The RLAP algorithms were coded in Delphi 6 and run on a personal computer (AMD 1 GHz processor with 384 MB RAM, with Windows XP as operating system). They have been tested with the sizes n 2 ∈{1000, 1500, 2000} and n 1 ∈{0.25, 0.50, 0.75, 0.90, 0.99}*n 2 . We solved 10 random instances for each pair of (n 1 , n 2 ), except the deterministic Machol Wien class.
We compare RJVI with RJV on rectangular instances and with LAPJV on square instances. We left out results of the naïve transformation into a square LAP (with n 2 -n 1 dummy nodes with 0-cost for all arcs connected to the jobs of N 2 ). It is about 2 times (n 1 ≈ n 2 )
up to about 30 times slower than RJVI, we think because reduction transfer fails on the dummy rows and more persons (n 1 is larger) have to be assigned.
The results in Table 1 show that for the uniform random and the geometric class, the running times of RJVI often do not grow with larger cost ranges in contrast to RJV. Instances with the largest range are even solved as fastest for n 1 ≤ 0.9 n 2 , and always faster than the [1, 10 6 ] in particular to be due to the β-best implementation and to their structure having more likely jobs competing for a smaller number of about equally desirable persons. The algorithm RJVI is robuster and performs often much better than RJV on all tested rectangular instances. On square instances, RJVI is even up to about 50 % faster on average than LAPJV with only a loss of at most 10 % for the uniform random class on range [1, 10 3 ] and n ≤ 1500.
The random Machol Wien instances (Table 2) show about the same gain up to size 2000.
RJVI is faster for the randomized and the deterministic cases and appears to be even the best one (transforming the computing times for the used computers) in the randomized n = 1000
case in the tests of [6] .
The next sections focus on the problems associated with the transformation applications. 
The k-cardinality LAP
The k-LAP with k a given positive integer (k ≤ n), is the problem to assign only k persons to k jobs, minimizing the total cost, i. e., the k-LAP is a LAP with the extra constraint The (refined) transformation of [16] enables to solve the k-LAP as an equivalent RLAP:
define m = n 2 and add n 1 -k dummy jobs to N 2 , with costs (see figure 2) 1 1 for { |1,..., } and 1,..., and , 0 otherwise.
Now we can initially assign all persons in I to the dummy jobs with zero costs. As the original row minima equal the second lowest row values in the transformed matrix, we can set the node potentials v for all dummy objects j to v(j) = -ρ i , the reverse of the original row minima.
The transformed matrix has a structure that we exploit for an advanced transformation, which aims to enable more initial assignments. We first examine the subproblem of the k persons in FREE. Clearly, assignments have to be cheaper than assigning one of the first n 1 -k persons. This can be achieved by taking into account the smallest row minimum of these persons, denoted by ρ We first tested algorithm kRJV, the refined transformation of [16] solved with RJV. We introduce kRJVI (figure 3) as the version of RJV that combines the advanced transformation with preprocessing, β-best implementation, partitioning, and exploits the sparsity of the cost matrix. Two implementation details for this code are (1) due to the preprocessing and (2) due to the transformation;
(1) it appeared to be best to do the k-best augmenting procedure only once instead of twice;
(2) with f the number of free persons, ratio f / k determines the augmentation procedure to use.
It appeared to be best to solve the remaining problem by the existing augmentation procedure, if less than 0.1*k persons (instead of 0.8*n in kRJV) are still free after the augmenting row reduction phase
We exploit the sparsity of the cost matrix (figure 2) of kRJVI to improve the performance, especially if k / n á 1. It is stored whether it is sufficient for a certain person to examine all or only one dummy job. Since assigning a person to a dummy costs 0, it is sufficient to examine the corresponding potentials v. So, fewer elements have to be scanned, which often compensates the related extra work.
The algorithm kRJVI is often 2 -4 times faster than kRJV for the uniform random instances ( Table 3 ). The instances with k = 0.8*n, and n 1 = 1500, range [1, 10 3 ] appear to be harder, maybe as more row minima are equal. Compared to RLAP, the problem is generally harder to solve on larger cost ranges; possibly the β-best implementation is then less effective.
We make a rough comparison with the special algorithm of [5] . They concluded for the uniform random class that kLAP instances are much harder to solve than LAP instances, as they observed that their special algorithm is about a factor 5 slower than LAPJV for k ≥ 0.9*n and cost range [1, 10 5 ]. kRJVI gives a (much) smaller factor: using our fastest algorithms for square LAP instances (see and indeed harder to solve on the other two ranges. However, the factors are much smaller, from 1.15 to 1.65 for k = 0.8*n and 0.9*n; and about 1 for k = 0.99*n.
The results of kRJV and kRJVI on the Machol-Wien classes (Table 4 ) vary strongly. We think that the randomized class is hard to solve, because less than 2.5% of the k to be assigned persons are assigned in the augmenting row reduction phase in contrast to at least 96% in RLAP. The best results of the randomized class (k = 0.2*n and k = 0.99*n) are remarkably close.
We make a more refined comparison of kRJVI to the special algorithm of [5] . The results Table 5 . The entrances are ratios of times of kRJVI and the algorithm of Dell'Amico and Martello [5] ; a ratio > 1 indicates that kRJVI is faster.
of the Machol-Wien instances (which are exactly the same instances) are obtained about 9
times faster compared to the results of [16] , confirmed by averaging the results of the refined transformation for the uniform class with n = 500. He obtained the results on an AMD K6 333 MHz processor, indicating a ratio of about 3 to the personal computer used in our research; he assumed that his results are obtained about a factor 18 faster than the special algorithm. We think that the additional speed up is due to the programming language (Delphi 6 versus Turbo Pascal) and to the allocations of the data structures (static versus more dynamic pointers). Thus, to fairly although roughly compare the solution times of the algorithms to each other we divided all computing times of the special algorithm by a factor of 162 (= 9 × 18) and rounded them to integers. Table 5 shows this comparison between the special algorithms and kRJVI for n = 500. On these problem instances, kRJVI is much faster for almost all uniform random instances. The rather large ratio of k = 0.2*n and the range [1, 10 2 ] may be due to the small computation times, making them less precise. For the Machol-Wien instances the special algorithm is faster if k ≤ 0.6*n and kRJVI is faster if k > 0.6*n. We finally note that kRJVI is easier to implement than the special algorithm.
The LAP with outsourcing
To allow for the alternative of sourcing or contracting out internal jobs to external machines 
where i° represents all external persons to which jobs can be assigned to and j° represents all external jobs to which persons can be assigned to. Each internal person can either be assigned to an available internal job or outsourced to an external job. Similarly, each internal job can either be assigned to an available internal person or outsourced to an external person. We assume that | N 1 ( j°) | = | N 2 ( i°) | = n 1 -1. Hence, in any feasible solution of APEX, arc (i°, j°) has a flow from j° to i° that is one less than the number of persons (or jobs) that are assigned externally. If no person is assigned externally, there is a unit flow from i° to j°. In general the flow on arc (i°, j°) is implicitly bounded by the other constraints: -(n -2) ≤ x i°j°≤ 1.
We can solve the APEX by standard LAP algorithms, while keeping the special structure of APEX. We replace person i° by n 1 -1 persons and job j° by n 2 -1 jobs, and duplicate all the associated arcs. We refer to the resulting model as LAPout, the LAP with outsourcing. In Alternatively, we can reduce the size of the cost matrix of LAPout by transforming it into the matrix of a problem denoted as LAPout', while maintaining the special structure as follows: Subtract first c 00 from the last n 1 -1 rows, then c 0j -c 00 from the first n 2 -1 columns and finally c i0 from the first n 1 -1 rows. As the costs in the last n 1 -1 rows are 0 or ∞, it makes no difference to assign these external persons to an internal job or to an external one;
thus it is sufficient to solve an RLAP on the LAPout' matrix ( figure 5 ).
The following theorem shows the similarity between APEX and LAPout': The times (msec) are averages of the ten instances. 11  01  10  00  21  02  10  00  1  0  10  00   21  01  20  00  22  02  20  00  2  0  20  00  1   1  01  0  00  2 the kRJVI algorithm, the sparsity is exploited in both augmentation procedures. The LAPout' transformation is clearly less efficient than the FAP algorithms for instances with c 00 = 0, the opposite holds for instances with c 00 = R, while FAPI performs poorly on these instances.
In FAP we set c ij = min {c ij , c i0 + c 0j -c 00 }, so for large c 00 -values the second term is often dominating. FAPI starts at once with augmenting row reduction; as a result, for each row the first and the second row minimum often occur at the same jobs; . Therefore, reduction transfer often fails, and many persons must be assigned in the more time-consuming augmentation phase. FAP, however, begins with column reduction, in which the node potentials v are given values. As a result, the first and the second row minima less often occur at the same jobs in the augmenting row reduction step.
After the LAPout' transformation, c ij := c ij -c i0 -c 0j + c 00 . It is likely that row minima occur at similar jobs in the case that c 00 is small. Though, in this case reduction transfer does take place, but only by small values. When c 00 is larger, the external job can be more often the 
The (k-)LAP for replacement
Suppose the manager of a plant has the funds to replace k among the n 2 machines, by newer ones. He wants to optimally assign tasks to machines under maximal production or equivalent, minimal production cost. In [3] this problem is denoted as the replacing k machines linear assignment problem (k-LAPrep), given that new machines are more efficient than older ones. They assume to replace exactly k machines, even if this gives worse results.
We formulate the more general case omitting the latter restriction and where old machines may be more or less efficient than new ones. We develop a transformation that enables to solve it as a RLAP. Table 7 gives computational results on the realistic case that new machines produce cheaper than old ones, although the production costs on new and old machines can be arbitrary. We generated uniform random production costs with c ij for processing task i on old machines are actually replaced and that for higher values of k the replacement percentage drops to a minimum of 72%. The average improvement factor φ of kRJVrepI is 47.6 % and the results are less sensitive to hard instances, i.e., φ is larger than average for most of the hardest instances. Averaging over the times, kRJVrepI is more than 3 times faster than kRJVrep. Instances with k = 0.25*n are on average the hardest to solve.
Summary and conclusions
We considered the rectangular LAP, i. e., the number of persons differs from the number of jobs and improved an existing algorithm to solve it more efficiently, resulting in the algorithm RJVI. As RJVI can detect hard problem instances during the execution of the algorithm, it can solve such instances faster by partitioning the job set in assigned and in free jobs. The algorithm RJVI also uses a β-best implementation, which appears to increase robustness over various cost ranges. It is able to efficiently solve both rectangular and square LAP instances.
We have described and implemented preprocessing by exploiting the structure of the cost matrices to further improve the performance of RJVI on the transformation applications kLAP, LAPout and kLAPrep. The special structures of the cost matrices allow additional improvements, which enable to solve these applications efficiently, using general and easy to implement codes. The computational results showed that one can efficiently solve the three considered variants of the LAP by applying suited transformations and that our codes are often even much faster than existing special algorithms.
We conclude that solving the considered LAP variants by means of transformations to a RLAP appears to be flexible and efficient.
