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 8 
Environmental Context 9 
Airborne fine particles affect local, regional and global air quality, and deteriorate the 10 
environment.  Therefore comprehensive information on the locations and strengths of particle 11 
sources is critical for the development of strategies for mitigating the adverse effects of 12 
aerosols. The multivariate data analysis techniques used in this paper allowed the benefits of 13 
a previous control measure to be assessed and provided vital information for the application 14 
of further pollution reduction strategies to this and other areas of the world.  15 
 16 
Abstract 17 
Airborne fine particles were collected at a suburban site in Queensland, Australia between 18 
1995 and 2003. The samples were analysed for 21 elements, and Positive Matrix 19 
Factorisation (PMF), Preference Ranking Organisation METHods for Enrichment Evaluation 20 
(PROMETHEE) and Graphical Analysis for Interactive Assistance (GAIA) were applied to 21 
the data. PROMETHEE provided information on the ranking of pollutant levels from the 22 
sampling years while PMF provided insights into the sources of the pollutants, their chemical 23 
composition, most likely locations and relative contribution to the levels of particulate 24 
pollution at the site. PROMETHEE and GAIA found that the removal of lead from fuel in the 25 
area had a significant impact on the pollution patterns while PMF identified 6 pollution 26 
sources including: Railways (5.5%), Biomass Burning (43.3%), Soil (9.2%), Sea Salt 27 
(15.6%), Aged Sea Salt (24.4%) and Motor Vehicles (2.0%). Thus the results gave 28 
information that can assist in the formulation of mitigation measures for air pollution. 29 
 30 
Keywords: Source Apportionment, PMF, PM2.5, Leaded Petrol, PROMETHEE. 31 
 32 
Introduction 33 
Epidemiological studies conducted around the world have shown that poor air quality can 34 
increase morbidity.[1] Fine particles contribute to visibility impairment and acid deposition[2] 35 
and have potential health concerns for the public. They may penetrate the lungs due to their 36 
size and exacerbate conditions such as asthma and bronchitis.[3, 4] In Brisbane, exposure to air 37 
pollution was found to result in increased incidences of hospital visits for asthma, respiratory, 38 
cardiovascular and digestive disorders.[5] Therefore, it is important to identify the sources of 39 
air pollutants, in order to reduce the risk of widespread exposure in the population. Fine 40 
particles can have anthropogenic (eg. combustion processes) or natural origins (e.g. soil and 41 
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sea spray). Their residence times, which may be of the order of days to weeks can mean that 1 
local conditions can have a global impact.[6] 2 
 3 
To redress the adverse effects of air pollution on the community and the environment, the 4 
National Environmental Protection Measures for Ambient Air Quality standards were 5 
established in 1998 with the goal of reducing air pollution levels Australia-wide.[7] In 2003, 6 
additional standards for Particulate Matter with an aerodynamic diameter less than 2.5µm 7 
(PM2.5), were established and defined as 25 μg m-3 averaged over one day and 8 μg m-3 8 
averaged over 1 year.[8]  9 
 10 
The Queensland Department of Environment and Resource Management (QDERM) currently 11 
has 23 stations that monitor air quality and meteorological data around the State.  To fully 12 
understand the underlying structures of the data, multivariate data analysis techniques are 13 
required. For example, Preference Ranking Organisation METHods for Enrichment 14 
Evaluation (PROMETHEE) and Graphical Analysis for Interactive Assistance (GAIA), 15 
which provide guidance and rationale for making decisions, could be employed. These multi-16 
criteria decision making methods (MCDM) have been used in a variety of fields in the past 17 
and a comprehensive literature review of these applications was recently performed by 18 
Behzadian et al.[9] It is apparent from the review that there has been limited application of 19 
these methods to ambient air quality data. The only air pollution studies that have used these 20 
methods to date include: indoor and outdoor air quality in the micro-environments of 21 
residential houses in Brisbane,[10] and the chemical composition of ambient air in Brisbane.[11, 22 
12] Preliminary application of  the methods to the current data was also reported by Ayoko 23 
and El-tahir.[13] The purpose of the current paper is to combine analysis by MCDM and 24 
Positive Matrix Factorisation (PMF), in order to better understand the possible sources of the 25 
pollutants, the contribution of each source to the receptor site and the most likely location of 26 
each source in order to facilitate the formulation of mitigating measures.  27 
 28 
PROMETHEE and GAIA provide trends and relationships within the data but do not 29 
determine quantitative information about the sources. Thus PMF was used to find: (i) the 30 
sources of pollution, and (ii) the contributions of these sources to the pollution at the receptor 31 
site. While receptor oriented models have been used to examine air quality data in various 32 
locations in the past,[14-18] there have been limited applications of receptor models to air 33 
quality data collected in Queensland. Air quality studies which used receptor models include 34 
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the application of PMF to air quality data at an inner city site in Brisbane,[12] the application 1 
of target transformation factor analysis.[19] and recently Chan et al.[20] applied PMF to 2 
multiple composition data types.  3 
 4 
To facilitate the identification of the possible location of pollutant sources, meteorological 5 
information has been incorporated into the results obtained from receptor modelling. For 6 
example, Conditional Probability Function (CPF) has previously been used to locate the 7 
sources of air pollutants in: Cleveland, Ohio,[21] Atlanta, Georgia,[22] Seoul, Korea,[23] Erfurt, 8 
Germany[24] and in the Ohio River Valley.[25] In this study, CPF analysis was combined with 9 
PMF results to determine the probable locations of the pollutant sources.  It was hoped that 10 
the comprehensive information provided in this paper, about the receptor site, would aid the 11 
development of appropriate measures for controlling and reducing the potential effects of air 12 
pollution in the area.  13 
 14 
Experimental Methods 15 
Sampling Program 16 
The site is located in South-East Queensland (SEQ), Australia, where a rapidly increasing 17 
population has led to amplified anthropogenic activities. Air pollution is also affected by the 18 
complex topography of the greater Brisbane region, which is characterised by temperature 19 
differences between the land and the sea surface, frequent temperature inversions, day-night 20 
stable wind cycles and industries situated upwind from urban areas. These conditions as well 21 
as prevailing wind directions and speeds combine to prevent the dispersion of airborne 22 
pollutants.[26] 23 
 24 
In this study, data was collected by QDERM at a suburban air monitoring site located in a 25 
suburban site at latitude -27.5441º and longitude 152.9987º. Figure 1 shows a map of the 26 
local area, along with possible local influences on air pollution, such as thoroughfares for 27 
commercial and private vehicles, the Brisbane Markets complex, farming fields, and 28 
waterways, including the Brisbane River and Pacific Ocean to the east (not shown on the 29 
map). Railway lines and residential areas are also located nearby. Between 1998 and 2000, 30 
leaded petrol was phased out in Australia and this may have had an effect on the motor 31 
vehicle emissions. Therefore, monitoring air pollution at this site provides the characteristic 32 
profiles of the types of sources identified around South East Queensland. 33 
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 1 
The monitoring program was conducted by QDERM to collect PM2.5 particles on 2 
Wednesdays and Sundays between April 1995 and December 2003 from midnight to 3 
midnight resulting in 914 days of sampling. An IMPROVE cyclone system adapted for the 4 
Aerosol Sampling Project (ASP) with Teflon filters located ~1.5m above the ground was 5 
used for collection. The samples were analysed by the Australian Nuclear Science and 6 
Technology Organisation, Sydney using Ion Beam Analysis.[6, 27] The 21 elements measured 7 
were: Al, Br, Ca, Cl, Co, Cr, Cu, Elemental Carbon (EC), Fe, H, K, Mn, Na, Ni, P, Pb, S, Si, 8 
Ti, V, and Zn. Many of these elements were measured because they are characteristic of air 9 
pollution sources (e.g. Na and Cl from marine aerosol). The EC concentrations were 10 
generally high, indicating the presence of a significant amount of airborne carbon at the site. 11 
However, NO3- and Organic Carbon were not measured. This limited the ability to determine 12 
sources containing such species (e.g. secondary nitrate). The summary statistics of the data 13 
are provided in Table 1.  14 
 15 
In Brisbane wind travels from different directions throughout the year: January – May, wind 16 
travels from the south-east, April – August wind can travel from south-west, and in July – 17 
February from the north-east. There can be many directions from which the prevailing wind 18 
travels each month of the year and this affects both local and regional sources. Significant 19 
differences in the wind stability and strength can also occur. During the cooler part of the 20 
year (May – October), dry winds and low wind speeds brought relatively low rain falls. In the 21 
absence of wet deposition or quick dispersion, pollutants tended to stay in the atmosphere for 22 
longer periods of time during the cooler months. Additionally, the formation of inversion 23 
layers due to a combination of the terrain and the stable wind conditions was also a common 24 
feature of the area.[28] Thus the concentrations of many of the elements (e.g. Pb, H, BC, Na, 25 
Cl, and K)  displayed marked seasonal variations during the sampling period.  26 
 27 
PROMETHEE/GAIA 28 
For the PROMETHEE/GAIA analyses, the average concentrations of the 21 elements, and 29 
the nine sampling years were compared and ranked. The annual averages were used instead 30 
of the full data set because the size of the data input was restricted by the processing power of 31 
Visual Decision Lab 2000 (Executive edition) software.  32 
 33 
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PROMETHEE is a non-parametric method that is able to rank the sampling years on the basis 1 
of the measured elements.[29] In this method each element was separately modelled and 2 
optimised (i.e. ranked top-down (higher concentrations are ranked higher, called maximised) 3 
or bottom-up (lower concentrations are ranked higher, called minimised)) and in this study, 4 
the concentrations of the pollutants were “minimised” (i.e. lower concentrations were 5 
preferred). PROMETHEE ranked the years on the basis of a “preference function” that is the 6 
mathematical definition of how a year is preferred to another. The user has a choice of six 7 
preference functions.[10] Unlike the earlier study[13] where the “Usual Preference” was used, 8 
in the current work, the ‘V-shaped’ function, in which the highest concentration for each 9 
element was set as a threshold value was used. If a year was lower than this threshold, it was 10 
ranked on the basis of how low it was compared to the threshold. Thus, all years were 11 
compared pairwise for each of the elements in all possible combinations which led to a 12 
difference value, d, defined for each comparison. If the difference between the values of an 13 
element, m, for different years X and Y is d = m(X) – m(Y), the preference function, P (X, Y), 14 
translates the difference into a degree of preference ranging from 0 to 1, such that when P (X, 15 
Y) is 1, year X is strongly preferred to year Y and when P (X, Y) is zero X is not preferred to 16 
Y.  When the years were compared for all of the elements, positive and negative outranking 17 
flows (Φ) were calculated based on how a year outranks all others and how it is outranked by 18 
other years respectively.[30] The final outcome is a complete outranking flow in which all 19 
years are ranked from the least to the most preferred.  20 
 21 
The GAIA plane is a special type of Principal Component Analysis (PCA) that provides 22 
information on the elements responsible for the ranking of the years in PROMETHEE and the 23 
relationships among the years and elements. It is a visual representation of the PROMETHEE 24 
results along two orthogonal principal components, and its outcomes were interpreted 25 
according to the guidelines described previously.[31] However, GAIA cannot provide 26 
information on the locations or the contributions of each source to air pollution at the 27 
sampling site. Therefore, a receptor model was also applied to the data. 28 
 29 
Positive Matrix Factorisation (PMF) 30 
PMF has been described in detail in the literature.[32-34] The applicable equation for a set of m 31 
elements, n samples and p independent sources is: 32 
 p 33 
χij =  ∑ gik  fkj + eij 34 
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 k=1           1 
(i = 1,…,n; j = 1,…,m; k = 1,…,p)      Equation 1 2 
 3 
where χij is the jth species concentration in the ith sample, gik is the particle mass 4 
concentration from the kth source contributing to the ith sample, fkj is the jth species mass 5 
fraction from the kth source, and eij is the residual associated with the jth species 6 
concentration measured in the ith sample.[35]  7 
 8 
The objective of receptor modelling is to resolve the number of p independent sources, as 9 
well as the values of gik and fkj that best fit the concentration data, χij. Because of rotational 10 
ambiguity, the number of possible solutions to this type of factor analytic problem is 11 
infinite.[36] To reduce the rotational freedom and produce physically realistic solutions, gik 12 
and fkj are constrained to have non-negative values. Thus, no sample can have a negative 13 
source contribution.  The PMF analysis was performed using PMF3.0 (developed by the 14 
United States Environmental Protection Agency), and errors in the final fkj results are 15 
determined by performing bootstrap analysis. 100 bootstrap runs were performed with a 16 
minimum r value for base-boot factor mapping of 0.6 as suggested by the EPA.[37]  17 
 18 
An advantage of the PMF model is that data points can be weighted individually, based on 19 
their uncertainties. For this study, a sample was excluded if all of the elemental 20 
concentrations were missing (not measured).[38] Of the initial 914 samples collected, 33 were 21 
excluded due to no sampling and 7 samples were excluded due to extreme outlier values. 22 
Prior to PMF analysis, further data pre-treatment was carried out to determine the most 23 
reasonable results. For example, the signal-to-noise ratios (S/N) of all elements were 24 
calculated and examined.[39] If the S/N values were between 0.2 and 2 the elements were 25 
defined as “weak” and down-weighted in the PMF model by multiplying the uncertainties by 26 
3.[39] In this study,  Five elements (Na, V, Cr, Co and Ni) were defined as “weak” due to large 27 
percentage missing/below MDL. 28 
 29 
The optimum number of factors for PMF analysis can be determined in various ways,[17] 30 
including the use of an object function (Q) produced by the model:[40] 31 
   n     m 32 
Q = ∑ ∑ (eij / sij)2  33 
   i=1  j=1         Equation 2 34 
 35 
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where sij is an uncertainty estimate of a data point with the jth element measured in the ith 1 
sample and eij , as defined in the equation 4 below, is the amount of measured mass that was 2 
not explained by the model.[16]  3 
 4 
Also, the optimum number of factors can be found in various ways: (a) comparing the Q 5 
value with a theoretical Q (total number of elements in the data matrix),[32]  (b) minimising 6 
the parameter FPEAK, to control rotations and produce more physically realistic results,[41] 7 
(c)  calculating the regression source scores and comparing them with the total mass 8 
measured followed by the determination of the regression coefficients to evaluate when they 9 
become negative,[42] and  (d) ensuring as much as possible, that the standardised residuals for 10 
each element is normally distributed and lie between 3 and -3. In addition, the identified 11 
sources should be compared with measurements taken directly at similar sources to those in 12 
the area and to previous source apportionment results to determine the most physically 13 
reasonable sources that agree with known information about potential sources. The robust 14 
PMF mode was used in this study. These measures are used to determine a unique rotational 15 
solution to PMF. Once the number of independent sources has been determined, the source 16 
profile compositions (F-factors) and the source contribution concentrations (G-factors) were 17 
calculated using the following equation: 18 
        p 19 
χij = ∑ (skgik) (fkj/sk) 20 
       k=1          Equation 3 21 
 22 
where sk is determined by regressing total PM2.5 mass concentration in the ith sample against 23 
estimated source contribution values.[35]  24 
 25 
The average seasonal (defined as: summer (Dec – Feb), autumn (Mar – May), winter (Jun – 26 
Aug), and spring (Sep – Nov)) and weekly (Wednesday and Sunday) contributions (in 27 
concentration units) were calculated and statistical significance tests (T-Test and ANOVA) 28 
were conducted to evaluate the seasonal and weekly variations. Lastly, the percentage 29 
contribution of each source to the receptor site was calculated. The results obtained were 30 
combined with meteorological data during the CPF analysis described below. 31 
 32 
Conditional Probability Function (CPF) analysis 33 
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Conditional Probability Function (CPF) was used to identify the likely location of each of the 1 
pollutant sources. This was achieved by combining the source contribution results produced 2 
from the PMF analysis with the wind speed and direction data measured at the receptor site, 3 
as described by Lee and Hopke.[43] The equation used for the analysis is shown below: 4 
 5 
CPF =          Equation 6 6 
 7 
where mΔө is the number of events from wind sector Δө which are greater than the 75th 8 
percentile of the fractional contribution from each source, and nΔө the total number of events 9 
from the same wind sector.[44] In this study, the wind direction bins (Δө) were set at an angle 10 
of 24 degrees, resulting in 15 wind sectors and if insufficient samples (to obtain a reasonable 11 
CPF value) were contained within a bin, it was discarded. Wind data was supplied as hourly 12 
measurements while particulate matter measurements were made over 24 h. For this analysis, 13 
the 24 h contributions were assigned to each hour of the day for the CPF.[44] Calm wind speed 14 
samples (<1m/s) were excluded from the analysis. By combining the CPF results with the 15 
knowledge of the local area, it was possible to determine the likely location of the sources.  16 
 17 
Results and Discussion 18 
Ranking Analysis 19 
The PROMETHEE procedure ranked the annual average concentrations of the elements from 20 
the best to the worst, with the results shown in Table 2. The overall rank order was broadly 21 
similar to but not identical to those obtained when the “usual preference’ was used.[13] As in 22 
the previous report,[13] the earlier years of the sampling period (1995, 1996, 1997, and 1998) 23 
were generally ranked lower than the later years (1999, 2000, 2001, 2002, and 2003). A likely 24 
explanation for the decreased pollution from 1995 to 2003 is the removal of lead from petrol, 25 
which began in 1999 and was completed by 2002.  26 
 27 
The GAIA planes shown in Figures 2 and 3 indicate the relationships among the years and 28 
the elements as well as the position of the decision axis (i.e. direction in which the most 29 
preferred objects are positioned). When the elements are grouped together they provide 30 
similar information about the site, whereas if the elements are on the opposite side of the 31 
decision axis they provide different information.[31] In this study, the relationship between the 32 
years and elements was reversed due to the use of the “minimized” option for the elements 33 
(i.e. lower pollutant concentrations are preferred). As shown in Figure 2, which presents the 34 
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average yearly pollutant concentrations, the results of the GAIA analysis agreed with the 1 
PROMETHEE analysis, in that the sampling period could be separated into two clusters 2 
(Group A: 1999-2003 and Group B: 1995-1998). This is indicated by the positioning of the 3 
later years together as Group A while the earlier years (Group B) were separated from Group 4 
A as well as each other, with the decision axis, pi, pointing towards Group A, which 5 
complements the PROMETHEE ranking information.  6 
 7 
In order to identify those species that influence the positions of the years in Figure 2, Figure 3 8 
shows an additional GAIA plane for the elements alone. Overall, 3 groups of species are 9 
visibly identifiable - Group C: Na and Cl, Group D: Al, Si, Ca, Ti and Fe, and Group E: Zn, 10 
Pb, Br, Ni and EC. This result is quite different from,[13] the six different sources identified 11 
using classical Principal Component Analysis. Group D species are associated with soil. In 12 
contrast, Group C species are indicative of sea salt aerosols while Group E species may 13 
indicate a motor vehicle source. In relation to Group E, it is possible that the gradual phasing 14 
out of leaded petrol, which occurred during the sampling period contributed to the lowering 15 
of Group E species (namely Pb and Br) over this period. Given the lengths and directions of 16 
the vectors for Pb and Br in the GAIA plane, this may also be the reason for the separation of 17 
the two different groups (A and B) observed in Figure 2.  18 
 19 
Although PROMETHEE and GAIA analysis provided ranking information on the level of 20 
pollution from one year to another and the correlation of the elements with one another, they 21 
were unable to provide any quantitative data in relation to the contribution of the sources to 22 
the pollutant concentrations detected at the receptor site. Therefore, a receptor model was 23 
also applied to the data and the results are presented in Section 3.2. 24 
 25 
Source Apportionment and Identification 26 
The optimum number of sources was found to be six, based on several methods including: the 27 
closeness of Q values to the theoretical Q value, FPEAK of zero, comparison of the measured 28 
total mass of the samples with the total mass determined by the model, the observation that 29 
the standardised residuals were fairly normally distributed between 3 and -3, and by 30 
examining the results to see whether they are reasonable for the area around the site. If 5 31 
factors were nominated as the number of factors, two of the sources were combined together. 32 
While if 7 factors were nominated, an extra source that was difficult to interpret was added, 33 
10 
 
this extra source had a <1% contribution, while the same six sources identified in the 6- 1 
factor solution persisted. All of these evaluations combined to support the 6-factor solution. 2 
 3 
Table 3 summarises the PMF results as well as the seasonal and weekly variations, which 4 
were tested for statistical significance by applying one-way ANOVA and two-sample t-test 5 
with unequal variance and alpha of 0.05 respectively. The source profile results are provided 6 
in Figure 4 with the CPF results in Figure 5.  7 
 8 
The first source was identified by the elements that had the highest concentrations in the 9 
source profile (Fe, Elemental Carbon, Zn, and H) to be a railway source. Kim et al.[45] 10 
identified a railway source in Atlanta that was attributed to a railroad yard nearby. It is well-11 
known that EC, Zn, and Fe are characteristic of emission from railway tracks.[46] Iron 12 
particles have been attributed to wear of tracks and wheels.[46] Source contributions to the 13 
detected mass were examined over the sampling period and the averages of these values for 14 
each of the seasons were used to find trends in the data. For this source, a statistically 15 
significant difference at 95% level was found between the seasons, with a high winter trend 16 
that is consistent with low rain falls and dry, low wind speeds, which typically cause less 17 
dispersion of pollutants from the area. Contributions that occurred during the representative 18 
weekday (Wednesday) were averaged and compared to those that occurred on the weekend 19 
(represented by Sunday), in order to provide an indication of the nature of the source. 20 
Wednesdays were found to have significantly higher contributions to this source, which is 21 
consistent with a railway source, given that passenger trains travel more frequently during the 22 
week (Monday to Friday). CPF plots also indicated a south-east direction with a spike to the 23 
north-west, which was the same direction in which a railway line was located. The railway 24 
lines run either side of the sampling site and so it is difficult to explain the preference of one 25 
direction over others. Finally, by comparing the total combined contributions from this source 26 
to the detected mass during the entire sampling period, along with the contributions from all 27 
of the combined sources, the percent contribution was determined. In this case, the 5% 28 
contribution obtained indicated that the source was relatively unimportant in terms of its 29 
contribution to the overall pollution levels in the area.  30 
 31 
The elements, K, H, and EC, along with sulphur, were found to have the highest 32 
concentrations in the second source. These species are distinctive markers for biomass 33 
burning and the combustion of organic material, which can be from either an indoor or 34 
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outdoor source.[16] The highest average concentration during the sampling period was found 1 
to be during the winter season; however the relatively warm temperatures which occur in the 2 
area throughout most of the year suggests that indoor wood burning is unlikely to be a 3 
significant source. On the other hand, forest fires are a common problem during summer, 4 
when on some days the conditions can be dry and winds are strong. Thus, controlled burning 5 
is often performed during the winter time in order to reduce the probability of bush fires 6 
during the summer. Controlled burning had a significant impact on the detected mass, not 7 
only because combustion aerosols generally contain small particles, but also because burning 8 
is often performed during the winter months when wind conditions are relatively stable. 9 
Prescribed burns have been linked to potentially significant exposure for particulate matter, 10 
and Henderson et al. discussed the impact of prescribed burns on local particle 11 
concentrations.[47] The 44.7% contribution from this source supports the importance of the 12 
source, as does a report produced by the Queensland Government, which indicated that when 13 
pollution standards are exceeded in the region, it is usually because of biomass burning.[48] As 14 
expected for such a source, the weekday and weekend averages were not significantly 15 
different. CPF indicated a dominant northerly direction for the emissions, with a lesser 16 
indication of emissions in all other directions. Given that there were several parks and forests 17 
around the area, this may have been due to minor localised wood burning [23] or preventative 18 
forest burning conducted on a regional scale. Generally the wind does not travel from the 19 
north during winter but the seasonal variation shows that spring was also much higher than 20 
autumn/summer. The wind direction during Aug – Nov generally does travel sometimes from 21 
the north or north-east.  22 
 23 
Soil was identified as another source, based on the characteristic elements: Al, Si, K, Ca, Ti, 24 
and Fe.[17] Hwang et al. identified soil as a source with similar trends in Oregon, US.[14] H 25 
and EC were also found, indicating the possible influence of road dust in this study. The 26 
difficulties with identifying road dust sources using PMF has recently been discussed by 27 
Amato et al.[49] The source contribution plot did not indicate a pattern of high soil events 28 
during the sampling period, but the average winter concentration was found to be 29 
significantly higher than the average summer concentration, possibly as a result of the dry 30 
stable conditions. Average contributions during the weekdays were significantly higher than 31 
on weekends, which may be a further indication of the influence of road dust (resuspended by 32 
vehicles), given that vehicle traffic is often higher on weekdays. Almeida et al.[50] identified a 33 
similar trend in mineral elements and attributed the difference to anthropogenic sources 34 
12 
 
including industrial processes, building construction and re-suspension of road dust. In the 1 
CPF analysis, west and north-west were indicated as the directions of the emission source, 2 
which may relate to parkland areas in the region or resuspended soil particles from the local 3 
roads.[23] The percentage contribution was found to be 9.1%, and the fourth highest for the 4 
site, after biomass burning and the two sea salt sources. 5 
 6 
High concentrations of S, Na, and EC indicated that the fourth source was a combination of 7 
secondary sulphate and aged sea salt,[41] which occurs when chloride ions in marine aerosols 8 
that have existed in the atmosphere for long periods of time undergo chemical reactions and 9 
are replaced with sulfate ions. Secondary sulphate is formed when a primary source reacts in 10 
the atmosphere to produce sulphate. Hwang et al.[14] identified separate secondary sulphate 11 
and aged sea salt sources. Both contained high concentrations of sulphate, hydrogen, and 12 
sodium. In this study, there were slight statistically significant differences between the 13 
seasonal averages for this source. This supports the hypothesis that the source is secondary, 14 
since it is a long-range natural source that would not be significantly affected by local 15 
conditions. The CPF analysis indicated a wide spread area for the source, ranging from north-16 
east to west. Therefore, a distinctive location cannot be determined which is consistent with a 17 
secondary source that may have a regional origin. However, the Pacific Ocean and the 18 
Brisbane River are likely to be responsible for aged sea salt or regional power stations for the 19 
secondary sulphate. 22.4% contribution was observed for this source. 20 
 21 
The fifth source was identified as sea salt, because of the prominence of Na and Cl in the 22 
source profile.[17] Kim et al. identified both sea salt and aged sea salt sources in southern 23 
California.[51] Summer consistently showed a significantly higher contribution than winter, 24 
which was expected given that marine aerosols are more readily formed when the 25 
temperature is higher, and because the land is warmer than the sea, the wind direction 26 
changes so that the emissions move away from the ocean and towards the land. CPF results 27 
indicated that the most prominent direction in which the source is likely to be found is the 28 
Pacific Ocean located to the east of the site. A percentage contribution of 16% was 29 
determined for this source and this was the third highest contributor to the site.  30 
 31 
Motor vehicle emissions were identified as the final source, based on the high concentrations 32 
of EC, Zn, Br, Pb and H in the source profile. EC and H are distinctive markers for a 33 
combustion source and the other elements indicate a motor vehicle source.[16] A significantly 34 
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higher average contribution was found during the winter, possibly due to the stable wind 1 
conditions during the cold season. A trend was also observed, whereby the contribution was 2 
found to decrease over consecutive sampling years, until it had almost disappeared 3 
completely in 2001, which corresponds to the complete removal of lead from petrol in 4 
Queensland. Weekday average contributions were significantly higher than on weekends, 5 
which is consistent with heavier vehicle traffic during this time. CPF analysis showed peaks 6 
to be wide spread around the site, which can be attributed to local roads in the area, with a 7 
major road to the north-east. The percentage contribution for this source was 2.9%, which is 8 
not unexpected, since the site was located in a field that is not particularly close to a major 9 
road. 10 
 11 
The trend in the motor vehicle source that was attributed to the removal of lead from petrol 12 
was further examined by performing PMF on the data collected from 1995 – 2000 and from 13 
2001 – 2003. These years were chosen to correspond with the complete removal of lead. 14 
Figures 6 and 7 show the source profile and source contribution results for each of the three 15 
analyses. For the 2001 – 2003 data, the motor vehicle source was combined with the biomass 16 
burning source in the results. The source profiles showed some differences but the distinctive 17 
elements of Zn, Br, Pb, and EC were consistently present. Source contributions in the 18 
separated analyses agreed with the overall analyses. 19 
 20 
The six sources that have been identified and described above give an indication of the most 21 
important sources in the area. The strategies for reducing the level of pollution as well as its 22 
impact on health and the environment should target these sources. While some of them (e.g 23 
sea salt) are natural sources that cannot be easily controlled, the successful reduction of the 24 
lead from petrol that occurred during the sampling period because of the switch from leaded 25 
to unleaded petrol illustrate the positive effect that carefully considered source control can 26 
have on the level of air pollutants. 27 
 28 
Conclusions 29 
The Multicriteria Decision Methods provided information on the ranking of  pollutant 30 
concentrations which occurred over the period that the fleet was changed from vehicles 31 
powered by leaded to those powered by unleaded fuel. It also give an insight into some of the 32 
prominent sources at the site. However, detailed source identification and source 33 
14 
 
apportionment was only achieved by the use of PMF coupled with CPF analyses, which 1 
identified 6 sources including: Railways, Biomass Burning, Soil, Sea Salt, Aged Sea Salt and 2 
Motor Vehicles and their likely locations. Overall, the outcomes agree with previous 3 
reports[48] which showed that biomass burning is the highest contributor to pollutant 4 
concentrations in South East Queensland. Thus any attempt to improve air quality in this 5 
region must target this and other controllable sources. Finally, although the current results 6 
provided information only about the sources of air pollutants at this site, the study illustrated 7 
the usefulness of advanced multivariate data analysis techniques in identifying pollution 8 
sources that should be controlled and reduced in order to improve ambient air quality. 9 
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Fig. 1. Map of Rocklea Receptor Site. 2 
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Table 1. Summary statistics for data collected at the Rocklea site. 1 
Variable Arithmetic Mean (ng/m3) Geometric Mean (ng/m3) Standard Deviation (ng/m3) Geometric Standard Deviation (ng/m3) Percentage  Missing 
Mass 6636.12 5698.14 4387.17 1.68 0% 
H 240.03 186.62 215.20 1.98 0% 
Na 380.86 340.84 237.54 1.26 51.1% 
Al 27.45 17.56 29.58 2.72 0.3% 
Si 81.59 57.73 82.28 2.36 0% 
P 4.99 3.72 3.83 2.32 5.4% 
S 324.70 278.17 186.41 1.68 0% 
Cl 247.08 95.23 332.84 3.71 0.6% 
K 62.05 49.86 49.60 1.92 0% 
Ca 28.46 22.77 22.42 1.96 0% 
Ti 6.45 4.05 8.06 2.71 0.3% 
V 0.61 0.50 0.41 1.98 39.4% 
Cr 0.76 0.59 0.61 1.68 22.9% 
Mn 3.52 2.13 3.76 3.03 4.3% 
Fe 54.10 36.12 52.50 2.52 0% 
Co 0.62 0.51 0.44 1.96 40.8% 
Ni 0.62 0.45 0.69 2.19 32.3% 
Cu 2.84 1.69 4.32 2.34 2.9% 
Zn 18.95 11.63 21.01 2.61 0.1% 
Br 9.19 5.50 10.85 2.80 1.9% 
Pb 26.20 14.36 30.90 3.11 1.8% 
EC 1447.35 1176.09 1186.28 1.87 0% 
 2 
 3 
 4 
 5 
 6 
 7 
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Table 2. The PROMETHEE ranking results for the Rocklea site sampled between 1995 and 1 
2003. Φ indicates the net preference flow used for the ranking. 2 
 3 
Rank Year Net Outranking Flow (Φ) 
1 1999 0.17 
2 2003 0.15 
3 2001 0.12 
4 2000 0.09 
5 2002 0.05 
6 1998 -0.07 
7 1996 -0.08 
8 1997 -0.21 
9 1995 -0.22 
 4 
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 13 
 14 
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 1 
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Fig. 2. GAIA plane showing the separation of the years that sampling was conducted. pi 3 
indicates the decision axis. PC is Principal Component. Group A consists of: 1999, 2000, 4 
2001, 2002, and 2003. Group B consists of: 1995, 1996, 1997, and 1998. 5 
PC1 
PC2 
A
B
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 1 
 2 
 3 
Fig. 3. GAIA plane showing the separation of the elements detected during sampling. pi 4 
indicates the decision axis. Red circles indicate correlations of species in the area. PC is 5 
Principal Component. Group C consists of: Na and Cl. Group D consists of: Al, Si, Ca, Ti, 6 
and Fe. Group E consists of: Zn, Pb, Br, Ni, and Elemental Carbon (EC). 7 
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Table 3. Summary of the PMF results.  
# statistically significantly higher at 95% confidence interval. * not statistically significantly higher.. Weekday samples were collected on 
Wednesday and weekend samples were collected on Sundays. 
 
 
 
 
Factor  Source Assignment  Characteristic 
Elements 
Seasonal 
Variation 
Weekly 
Variation 
Direction of Source (CPF) Percentage 
Contribution 
1  Railway Fe, Zn, H and EC Winter# Weekday# South‐East / North‐West   5.5%
2  Biomass Burning  H, K, and EC Winter# Weekend# North‐West to North‐East 43.3% 
3  Soil Al, Si, K, Ca, Ti, and Fe Winter# Weekday# West / North‐West 9.2%
4  Secondary Sulphate / 
Aged Sea Salt 
Na, S and EC Slight Spring* Weekday# West to North‐East 24.4%
5  Sea Salt Na and Cl Summer# Weekend# North‐East to South 15.6%
6  Motor Vehicle  EC, Zn, Br, and Pb Winter# Weekday# West to North‐East 2.0%
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Fig. 4. Graph of source profile results produced by PMF analysis of data collected at the Rocklea site. Error bars 
produced by bootstrapping. 
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Fig. 5. Graphs of the Conditional Probability Function (CPF) results for the factors determined from PMF at the 
Rocklea site. 
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Fig. 6. Source profile of motor vehicle sources from PMF analysis of the Rocklea site of data collected between 
1995-2003 then separated into 1995-2000 and 2001-2003. Error bars produced by bootstrapping. 
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Fig. 7. Source contributions of motor vehicle sources produced from PMF analysis of the Rocklea site data 
collected from 1995-2003 then separated into 1995-2000 and 2001-2003.  
 
 
 
 
 
 
 
 
 
 
 
