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Abstract
In this article we present a method to generate random objects from a large variety of
combinatorial classes according to a given distribution. Given a description of the combina-
torial class and a set of sample data our method will provide an algorithm that generates
objects of size n in worst-case runtime O(n2) (O(n · log(n)) can be achieved at the cost of a
higher average-case runtime), with the generated objects following a distribution that closely
matches the distribution of the sample data.
1 Introduction
When testing an algorithm one is often confronted with the problem of generating suitable input
data. Since the possible inputs can usually be modeled as combinatorial classes the desire for
procedures that generate the objects from these classes arises.
It is however usually neither feasible to test algorithms with all possible inputs nor does one
know which of the possible inputs are the most interesting ones. Hence it is common practice to
test with random input data. This immediately leads to the problem of generating random objects
from a combinatorial class, usually of a preliminarily fixed size in order to get results which can
be easily compared with each other.
Because of its importance this problem has been studied for quite some time and many results
have been achieved both in terms of procedures for specific classes (see [3] or [15] for examples,)
as well as more general approaches ([9], [10]).
A restriction common to all of these procedures is that they do not allow to specify a distribu-
tion among the objects of the considered combinatorial class, i.e. objects are generated according
to a uniform distribution. This usually is no problem as long as only the correctness of the tested
algorithm is considered. If, however, we want to do simulations to gather information about real-
life behaviour of our algorithms (e.g. concerning runtime) we need to generate objects according
to distributions observed on real-life data.
For those combinatorial classes which can be described by context-free grammars there exist
algorithms to train the distribution of a given set of objects into the grammar and use the resulting
stochastic context-free grammar to generate more data with a distribution similar to the one of
the sample data. “However, they do not allow the user to fix the length of these sequences.”([13])
In this paper we will present a method to combine the advantages of both approaches, that
is to generate objects of a previously fixed length according to the distribution of a given set of
sample data.
The general proceeding of our method is in two steps: First we equip the productions of
a context-free grammar with probabilities such that the induced distribution on the generated
language models the distribution of the sample data as closely as possible. Methods for doing so
are well known; one of them is presented in Section 2.2.
After being trained this way, the (now weighted) context-free grammar is translated into an
admissible specification. Admissible specifications, presented in Section 2.1 and extended for our
purpose in Section 3.1, are a framework for specifying combinatorial classes, that immediately
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yields generating algorithms for the specified classes. The translation is presented in Sections 3.2
and 3.3.
2 Known Results and Basic Definitions
2.1 Random Generation
In order to generate objects from combinatorial classes we wil use unranking algorithms, that is,
algorithms that, given k and n, generates the k-th object of size n from the class according to a
previously fixed order. Obviously by drawing k at random this can be used to generate random
objects.
We do this by extending an approach introduced by Flajolet, Zimmermann and Van Cutsem
in [4] for the (uniform) random generation and adapted to the problem of unranking by Mart´ınez
and Molinero. Their results are collected in [10].
The basic principle of the approach is to decompose a combinatorial class into simpler classes
(or, viewed the other way around, construct more complex classes from simpler ones) by using
so-called admissible constructions. Formally:
Definition 2.1 ([5]). Objects of size 0 are called neutral objects or tags, a class consisting of a
single neutral object  is called a neutral class. We will denote neutral classes by E (E, E1, E2, . . .
if we need to distinguish multiple neutral classes containing the objects , 1, 2, . . . respectively).
A class consisting of a single object of size 1 is called an atomic class. We will denote atomic
classes by Z (Za,Zb, . . . to distinguish the classes containing the atoms a, b, . . .).
Definition 2.2 ([5]). The counting sequence of a combinatorial class A is the sequence of integers
(an)n≥0 where an = card(An) is the number of objects in class A that have size (=̂ number of
atoms) n.
Definition 2.3 ([5]). Assume that Φ is a construction that associates to a finite collection of
classes B, C, . . . a new class
A := Φ[B, C, . . .],
in a finitary way: each An depends on finitely many of the {Bi}, {Cj}, . . . Then Φ is admissible iff
the counting sequence (an) of A only depends on the counting sequences (bi), (cj), . . . of B, C, . . .
In order to represent context-free grammars we will need two well-known admissible construc-
tions.
Definition 2.4 ([5]). If A1, . . . ,Ak are combinatorial classes and 1, . . . , k are neutral objects,
the combinatorial sum or disjoint union A1 + . . .+Ak of A1, . . . ,Ak is defined as
A1 + . . .+Ak := (E1 ×A1) ∪ . . . ∪ (Ek ×Ak),
where ∪ denotes set theoretic union.
If A1 and A2 are combinatorial classes, the cartesian product A1×A2 of A1 and A2 is defined
as
A1 ×A2 := {(α1, α2)|αi ∈ Ai}.
The size |(α1, α2)| is defined to be |α1|+ |α2|.
Now to be able to come up with unranking algorithms we need to specify an ordering on
the objects of the same size that belong to the considered combinatorial class. We will do this
recursively, following the structure of the class’ admissible specification:
Definition 2.5 ([10]).
• Neutral and atomic classes contain only one element, hence there is only one possible order-
ing.
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• If B = A1 + . . .+Ak and β, β′ ∈ Bn
β <Bn β′ ⇔(β ∈ (Ai)n and β′ ∈ (Aj)n and i < j) or
(β, β′ ∈ (Ai)n and β <(Ai)n β′).
• If B = A1 ×A2 and β = (α1, α2), β′ = (α′1, α′2) ∈ Bn
β <Bn β′ ⇔|α1| < |α′1| or
(j = |α1| = |α′1| and α1 <(A1)j α′1) or
(α1 = α
′
1 and α2 <(A2)n−j α
′
2).
The order used above for products is called lexicographic order. It leads to unranking algorithms
with a worst-case time complexity in O(n2), n the size of the objects to be generated. This worst-
case complexity can be improved to O(n · log n) by using the boustrophedonic order at the cost of
increasing average-case runtime. Details can be found in [10].
Now the actual unranking algorithms are quite straightforward:
For neutral and atomic classes we simply return the single object from the class, if the param-
eters of the call are correct ([10]).
Given a disjoint union we first determine the correct subclass by succesively adding up their
sizes until this sum would exceed the given rank and then compute the rank among this class by
subtracting the sizes of the precedent classes (Algorithm 1).
Algorithm 1 Unranking of disjoint unions ([10])
object function unrank(A1 + . . .+An, n: size, i: rank)
c := 0;
j := 1;
d := size(Aj , n);
while c+ d ≤ i do
c := c+ d;
j := j + 1;
d := size(Aj , n);
end while
return unrank(Aj , n, i− c);
Note 2.1. We do not return the tags that would be added according to Definition 2.4, since this
behaviour is usually more convenient in practice and if one actually needs the tags, they can easily
be added by changing the specification accordingly.
In cartesian products the objects are primarily ordered according to the sizes of their con-
stituent objects, hence we first determine these sizes in the same way we determined the correct
subclass in unions. Having found these sizes and the rank among all objects with the same sizes,
the actual ranks in the subcalsses can easily be determined using div and mod (Algorithm 2).
The sizes required for the algorithms above can be computed using the following recursion:
size(A, n) :=

1 A is atomic and n = 1,
0 A is atomic and n 6= 1,
1 A is neutral and n = 0,
0 A is neutral and n 6= 0,∑k
i=1 size(Bi, n) A = B1 + . . .+ Bk,∑n
i=0 size(B, i) · size(C, n− i) A = B × C.
(1)
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Algorithm 2 Unranking of cartesian products ([10])
object function unrank(A× B, n: size, i: rank)
c := 0;
j := 0;
d := size(A, j) · size(B, n− j);
while c+ d ≤ i do
c := c+ d;
j := j + 1;
d := size(A, j) · size(B, n− j);
end while
i′ := i− c;
b := size(B, n− j);
α := unrank(A, j, i′ div b);
β := unrank(B, n− j, i′ mod b);
return (α, β);
2.2 Weighted Context-Free Grammars
Combinatorial classes can be modeled as formal languages. We will use this analogy in Section 3
to transfer results on how to train weights for formal languages onto combinatorial classes. Hence
we will introduce the required definitions and results.
We assume the reader has basic knowledge of the notions concerning context-free languages.
An introduction can be found in [7].
Definition 2.6 ([11]). A weighted context-free grammar (WCFG) is a 5-tuple G = (I, T,R, S,W ),
where I (resp. T ) is an alphabet (finite set) of intermediate (resp. terminal) symbols (I and T
are disjoint), S ∈ I is called axiom, R ⊂ I × (I ∪ T )∗ is a finite set of production rules and
W : R → R+ is a mapping such that each rule f ∈ R is equipped with a weight wf := W (f). In
the sequel we will write A
wf→ α instead of f = (A,α) ∈ R,wf = W (f).
If G is a WCFG, G is a stochastic context-free grammar (SCFG) iff the additional restrictions
∀f ∈ R : W (f) ∈ (0, 1],
∀A ∈ I :
∑
f∈R,Q(f)=A
wf = 1,
hold, where Q(f) denotes the premise of the production f , that is, the first component A of a
production rule (A,α) ∈ R. (We will call the second component the conclusion of (A,α).)
Words are generated as for usual context-free grammars, the product of the weights of the used
production rules gives the weight of a parse tree ∆, the sum of the weights of all possible full-parse
trees of a word w gives the weight of w. We will write W (∆) resp. W (w) for these weights.
Definition 2.7. If G,G′ are WCFGs, G and G′ are said to be word-equivalent iff L(G) = L(G′)
and for each word w ∈ L(G) : W (w) = W ′(w). If additionally there exists a bijection f from the
full-parse trees of w in G to the full-parse trees of w in G′ such that for each tree ∆: W (∆) =
W ′(f(∆)) we will call G and G′ (derivation-)equivalent.
A WCFG G is called loop-free, iff there exists no nonempty derivation A
+⇒ A,A ∈ I. It is
called -free, iff 6 ∃(A, ) ∈ R,A 6= S and 6 ∃(A,α1Sα2) ∈ R, where  denotes the empty word.
The following result shows that given a CFG G and a set of full-parse trees to that grammar
distributed according to some unknown distribution of L(G) we can model the distribution by
setting the weights on the grammar to relative frequencies with which the productions occur in
the set of parse trees. This is based on the concept of maximum likelihood as introduced by Fisher
in 1912-1922 ([1]).
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Definition 2.8 ([14]). For a given treebank, i.e., for a non-empty and finite corpus of full-parse
trees, the treebank grammar G = (I, T,R, S,W ) is a SCFG defined by
1. I (resp. T ; R) consist of exactly the intermediate symbols (resp. terminal symbols; produc-
tions) appearing in the treebank; S is the root of all the full-parse trees,
2. ∀p = (A,α) ∈ R : W (p) = f(r)∑
p′=(A,α′)∈P f(p′)
,
where f(p) denotes the number of occurrences of p in the set of full-parse trees.
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Theorem 2.1 ([14]). Let ft be a non-empty and finite corpus of full-parse trees and let G be the
treebank grammar read off from ft. Then the weights induced on the full-parse trees by G are a
maximum-likelihood estimate of the probability model of the unweighted context-free grammar G′
corresponding to G on ft.
3 Results
3.1 Weighting as an Admissible Construction
In order to encode the distribution into the combinatorial class we will equip the objects from our
combinatorial class with weights.
For practical reasons we restrict ourselves to integral weights, modeling an object with weight λ
as λ copies of the respective element. This can easily be achieved by introducing a new admissible
construction:
Definition 3.1. If A is a combinatorial class and λ is an integer, the weighting of A by λ, λA,
is defined as
λA := A+ . . .+A︸ ︷︷ ︸
λ times
.
We will call two objects from a combinatorial class copies of the same object iff they only differ
in the tags added by weighting operations.
In order to unrank (resp. count) the objects of a class whose specification involves weighting,
we could replace any weighting constructions by unions according to Definition 3.1, and use Al-
gorithm 1 (resp. equation (1)). It is, however, especially if λ is large, more convenient to use a
specialised algorithm, that takes into account that all the classes united are equal (Algorithm 3).
For the size we find: size(λA, n) = λ · size(A, n).
Algorithm 3 Unranking of weighted classes
object function unrank(λA, n: size, i: rank)
return unrank(A, n, i mod size(A, n));
Since weighting a class can be replaced by a disjoint union the results from [10] concerning
worst-case time complexity hold for classes whose specification involves weighting, meaning the
unranking algorithms generated will have a runtime in O(n2).
To conclude the introduction of this new construction we will have a look at the behaviour of
weighted classes with respect to union and product as introduced in Section 2.1:
Lemma 3.1. If A1, . . . ,An,B are combinatorial classes, B = A1 + . . . + An and Ai contains λ
copies of an object α, then B contains λ copies of (i, α).
If A1, . . . ,An,B are combinatorial classes, B = A1 × . . .×An and each Ai contains λi copies
of an object αi, then B contains
∏n
i=1 λi copies of β = (α1, . . . , αn).
Proof. Immediate from Definition 2.4.
3.2 Reweighting WCFGs
Since the weighing of classes allows only integral weights while the training as described in Sec-
tion 2.2 introduces rational weights we have to reweight the grammars before we can transform
them into admissible secifications.
As we will see in Section 3.3, the combinatorial objects we want to unrank in the end correspond
to the full-parse trees in our grammar, objects of the same size corresponding to full-parse trees of
words of the same length. Hence we have to make sure, that the relative weights of full-parse trees
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of words of the same length do not change, in order to guarantee, that the resulting unranking
algorithms will produce the objects according to the distribution trained into the grammar.
If all productions are scaled by the same factor c, the weight of a derivation will scale by ck, k
being the number of steps in the derivation. Hence if all derivations of words of the same length
involve the same number of steps, this operation will maintain the relative weights of these words.
This is e.g. the case, if the grammar is in Chomsky normal form:
Theorem 3.2. Let G be a WCFG in Chomsky normal form with all the weights appearing in
G being rational; let c be the common denominator of the weights appearing in G, and G′ be
derived from G by multiplying all weights by c. Then all the weights in G′ are integral and for
w1, w2 ∈ L(G), |w1| = |w2| and ∆i a full-parse tree of wi, i ∈ {1, 2}, in G and G′
W ′(∆1)
W ′(∆2)
=
W (∆1)
W (∆2)
holds.
Proof. The first property follows immediately from the definition of c. If |wi| = 0, i ∈ {1, 2}, then
w1 = w2 =  and ∆1 = ∆2 consists of the single rule S → . Thus both fractions evaluate to 1
and the second property holds.
Now let |wi| ≥ 1, i ∈ {1, 2}. Since G is in Chomsky normal form, ∆i involves |wi| − 1 applications
of productions of the form A→ BC,A,B,C ∈ I, and |wi| applications of productions of the form
A→ a,A ∈ I, a ∈ T . Thus W ′(∆i) = W (∆i) · c2|wi|−1, i ∈ {1, 2}, and the second property follows
immediately.
If we are given a non-ambiguous SCFG, we can preprocess it in order to be able to use Theorem
3.2:
Theorem 3.3 ([8]). If G is a SCFG, there exists a SCFG G′ in Chomsky normal form that is
word-equivalent to G, and G′ can be effectively constructed from G.
The construction given in [8] assumes that G is -free. It can however be extended to non--free
grammars by adding an additional step after the intermediate grammar G1 has been created:
• For each production A λ1→  remove this production and for each instance of A in the con-
clusion of a production B
λ2→ β1Aβ2 add a new rule B λ1·λ2→ β1β2.
• If A occurs multiple times in a single conclusion, there has to be one new production for
each combination of As removed, the weight being λ2 · λl1 if l instances of A are deleted.
In principle the former two theorems already suffice for many practical purposes. However the
transformation of Theorem 3.3 provides only word-equivalence while in some cases derivation-
equivalence is needed. Hence we will present another method for reweighting.
Instead of scaling all productions by the same factor and ensuring that derivations are of
equal length for words of the same size, we will scale the productions according to how much
they contribute to the length of the word, that is, productions lengthening the word by k will be
scaled by ck. Since we consider context-free grammars, the lengthening of a production is given
by “length of conclusion−1”.
However, this rule leads to productions with a conclusion of length 1 not being reweighted,
hence we have to assure, that all those productions already have integral weights in order to get
a grammar with only integral weights after reweighting.
Additionally productions with a conclusion of length 0, i.e. -productions, would be rescaled
by 1c and thus they have to be avoided completely.
Obeying these restrictions would however make it impossible to generate words of length 0
or 1 with appropriate weights. Thus, to circumvent this problem, we will modify the required
structure of the grammar a bit:
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The axiom does not occur in any conclusion and any production having the axiom as premise
has a conclusion of length 0 or 1. All other productions obey the restrictions stated above. This
assures, that each derivation includes exactly one application of a production having the axiom as
premise and, unless the word generated is the empty word, this application doesn’t influence the
length of the sentential form. Thus these productions can be reweighted seperately. Formally:
Definition 3.2. If G = (I, T,R, S,W ) is a WCFG, G is said to be in reweighting normal form
(RNF) iff
1. G is loop-free and -free;
2. ∀A→ α ∈ R,A = S : |α| ≤ 1;
3. ∀A→ α ∈ R,A 6= S : |α| > 1 or W (A→ α) ∈ N;
4. ∀A ∈ I∃α ∈ (I ∪ T )∗ : A→ α ∈ R.
The last condition, that any intermediate symbol occurs as premise of at least one production,
is not required for reweighting. It is, however, necessary for the translation of the grammar into
an admissible specification later on.
Theorem 3.4. Let G be a WCFG in RNF with all the weights appearing in G being rational; let
s be the common denominator of the weights of productions with premise S in G, c be the common
denominator of the weights of the remaining productions and G′ be derived from G by multiplying
the weights of productions with source S by s, and by multiplying the weights of productions A→
α,A 6= S by c|α|−1. Then all the weights in G′ are integral and for w1, w2 ∈ L(G), |w1| = |w2|
and ∆i a full-parse tree of wi, i ∈ {1, 2}, in G and G′
W ′(∆1)
W ′(∆2)
=
W (∆1)
W (∆2)
holds.
Proof. Since A → α ∈ R,A 6= S implies |α| > 1 the first property follows immediately from the
definition of s and c.
If |wi| = 0, i ∈ {1, 2}, then w1 = w2 =  and ∆1 = ∆2 consists of the single rule S → . Thus
both fractions evaluate to 1 and the second property holds.
Now let |wi| ≥ 1, i ∈ {1, 2}. Since G is in RNF ∆i involves 1 application of a production of
the form S → α, |α| = 1 and k applications of productions of the form Ai,j → αi,j , Ai,j 6= S.
Thus
∑k
j=1 (|αi,j | − 1) = |wi|, i ∈ {1, 2}, and we find W ′(∆i) = W (∆i) · s ·
∏n
j=1 c
|αj |−1 =
W (∆i) · s · c|wi|, i ∈ {1, 2}, and the second property follows immediately.
Now, what remains to be done in this section is to transform arbitrary WCFGs to equivalent
grammars in reweighting normal form. The proof of the following theorem describes how this can
be done.
Theorem 3.5. If G is a loop-free, -free WCFG, there exists a WCFG G′ in RNF that is equivalent
to G and G′ can be effectively constructed from G.
Proof. Let CH denote the set of all quadruples (A,A1A2 . . . An, λ0·λ1·. . .·λn, B) withA,A1, . . . , An ∈
I,B ∈ I ∪ T, λi ∈ R such that
A
λ0→ A1 λ1→ . . . An λn→ B
(for n = 0, we get (A, , λ,B) ∈ CH whenever A λ→ B is a rule with B ∈ I ∪ T and n = −1 results
in (A, , 1, A) ∈ CH for A ∈ N). Since G is loop-free, CH is finite.
Now define G′ as follows: G′ contains the same terminals as G. The nonterminals are those
from G, a new start symbol S′ and the set CH. The rules are as follows:
• (A, γ, λ,B) 1→ B for (A, γ, λ,B) ∈ CH,
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• A λ0λ1···λn→ w0(A1, γ1, λ1, B1)w1(A2, γ2, λ2, B2) . . . (An, γn, λn, Bn)wn
for A
λ0→ α = w0A1w1A2 . . . Anwn a rule from G with |α| ≥ 2, wi ∈ T ∗ and Ai ∈ I,
• S′ λ→ (S, γ, λ, a) for (S, γ, λ, a) ∈ CH,
• S′ λ→ , if S λ→  is a rule in G.
From this construction it is obvious that G′ satisfies conditions 1–3 of Definition 3.2. Condi-
tion 4 can be obtained by removing all nonterminals that violate it along with the productions
containing them. Since these symbols and productions can not appear in any full-parse tree this
removal does not influence derivation equivalence.
Since CH can easily be computed from G, G′ can be constructed effectively.
It remains to be shown that G and G′ are actually derivation-equivalent.
Claim. For each full-parse tree ∆′ : S ∗⇒ w,w ∈ T ∗ in G′ there exists a full-parse tree ∆ : S ∗⇒ w
in G with W (∆) = W ′(∆′).
Proof. If w =  then ∆′ consists of the single rule S′ λ→  and ∆ consisting of the single rule S λ→ 
is a full-parse tree for w in G with W (∆) = W ′(∆′).
If |w| = 1, ∆′ consists of the rules S′ λ→ (S, γ, λ, a) and (A, γ, λ, a) 1→ a and ∆ consisting
of the rules that led to the inclusion of (S, γ, λ, a) in CH is a full-parse tree for w in G with
W (∆) = W ′(∆′).
Otherwise ∆′ consists of one instance of the rule S′ 1→ S and several groups of rules A λ0λ1···λn→
w0(A1, γ1, λ1, B1)w1(A2, γ2, λ2, B2) . . . (An, γn, λn, Bn)wn, (Ai, γi, λi, Bi)
1→ Bi. For each of these
groups there is in G a production A
λ0→ α = w0A1w1A2 . . . Anwn and if Ai 6= Bi the set of
productions that led to the inclusion of (Ai, γi, λi, Bi) in CH. Additionally by construction of CH
and G′ the product of weights is the same for both groups. Thus by combining the groups of
productions from G derived from the groups of productions in ∆′ we get a full-parse tree for w in
G with W (∆) = W ′(∆′).
Claim. For each full-parse tree ∆ : S
∗⇒ w,w ∈ T ∗ in G there exists a full-parse tree ∆′ : S ∗⇒ w
in G′ with W (∆) = W ′(∆′).
Proof. By applying the argumentation from the above proof in reverse.
Together the proofs of the two claims give the bijection required for derivation-equivalence.
Neither of the requirements in Theorem 3.5 may be dropped without losing derivation-equiva-
lence:
• Concerning -freeness consider the set of productions {S → , S → A,A→ } where  ∈ L(G)
has two different full-parse trees while in an -free grammar  can only have the single
derivation S → .
• Concerning loop-freeness note that if A +⇒ A is a loop in G and A appears in a derivation
of w ∈ L(G), w has infinitely many full-parse trees in G while in a loop-free grammar any
word w has only finitely many parse trees.
To transform a grammar to a word-equivalent loop-free, -free grammar, the ideas used in the
proof of Theorem 3.3 can be applied. Note, however, that eliminating loops with a weight ≥ 1,
will result in infinite weights.
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3.3 Transforming WCFGs into Admissible Specifications
To get the transformation from WCFGs to admissible specifications, we note how the elements of
grammars can be modeled by elements of specifications:
• The empty word is modeled as neutral class.
• Terminal symbols are modeled as atomic classes, containing the respective symbol.
• Intermediate symbols are modeled as classes that contain all words that can be derived from
the symbol.
• Productions are modeled as classes containing the cartesian product of all symbols of the
conclusion.
• Weights of productions are modeled by weighting the respective classes.
• Multiple productions with the same source are modeled as disjoint union of the classes
modeling the (weighted) productions.
Formalizing this, we get:
Theorem 3.6. Let G = (I, T,R, S,W ) be a WCFG with integral weights. For each A ∈ I let
{A λA,j→ αA,j,1 . . . αA,j,nA,j |1 ≤ j ≤ nA} denote the complete set of productions with premise A, nA
being the number of such productions. Let T be constructed as follows:
• For each a ∈ T add an atomic class Za.
• For each A ∈ I add a class A.
• For each A λA,j→ αA,j,1 . . . αA,j,nA,j ∈ G, 1 ≤ j ≤ nA, add a class Aj and an equation
Aj = βA,j,1 × . . . × βA,j,nA,j where βA,j,k = Za if αA,j,k = a ∈ T and βA,j,k = B if
αA,j,k = B ∈ I.
If nA,j = 0 add the equation Aj = E instead of Aj = βA,j,1 × . . .× βA,j,nA,j .
• For each A ∈ I add an equation A = λA,1AA,1 + . . .+ λA,nAAA,nA .
Then T is an admissible specification and for each w ∈ L(G) there exists a bijection f between the
full-parse trees ∆ of w in G and those objects in S|w| that contain the atomic classes Za1 . . .Za|w|
in the same order as the terminal symbols ai appear in w such that S|w| contains W (∆) copies of
f(∆).
Proof. The first property follows immediately from the construction of T .
Considering the second property we will first show the following lemma:
Lemma 3.7. Let T be constructed as in Theorem 3.6, ∆ = A ∗⇒ w, w ∈ L((I, T,R,A,W )),
λ = W (∆). Then there are λ copies of an object o ∈ A|w| that contains the atomic classes
Za1 . . .Za|w| in the same order as the terminal symbols ai appear in w.
Proof. Let n denote the number of steps in the derivation of w, A
µ→ α1 . . . αk be the first produc-
tion used in ∆, B be the class introduced for this production and B be the tag associated with B
in the equation for A.
n = 1: Then λ = µ and w = α1 . . . αk and by construction of T :
(α1, . . . , αk) ∈ B and thus ∀1 ≤ i ≤ λ : (B , (i, (α1, . . . , αk))) ∈ A where the i are intro-
duced during the weighting operation λB. Hence the Lemma holds.
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n > 1: Assume the Lemma holds for all derivations of lengths < n.
The derivations αi
∗⇒ wi, where wi ∈ T ∗, w = w1 . . . wk, all have lengths < n hence if αi ∈ I
we may set oi to the object corresponding to the derivation αi
∗⇒ wi. If αi ∈ T we set
oi = αi. Then by construction of T :
(o1, . . . , ok) ∈ B and thus ∀1 ≤ i ≤ λ : (B , (i(o1, . . . , ok))) ∈ A where the i are introduced
during the weighting operation λB. Using the induction hypothesis and Lemma 3.1 the
Lemma follows.
It remains to be shown that conversely each object o ∈ S models a derivation:
From the construction of T , we get that each o ∈ A, A added for A ∈ I, must be of the form
o = (j , (l, (o1, . . . , ok))), where each of the oi, 1 ≤ i ≤ k, is either a terminal symbol or oi ∈ Bi,
Bi added for Bi ∈ I and oi is smaller than o. Hence assuming that for smaller oi there exist
corresponding derivations, we get a derivation corresponding to o by concatenating A→ α1 . . . αk,
αi = oi if oi ∈ T , αi = Bi if oi ∈ Bi with the derivations for those oi not in T . The property
follows by induction.
It is easy to verify that the above transformation can also be applied inversely to get a CFG from
an admissible specification involving only disjoint unions and cartesian products. Additionally the
admissible construction of sequence generation can also be transformed into productions of a CFG,
translating R = SEQ(S) into R 7→ |RS.
4 Example of Application
As a simple example we have used our method to generate random RNA secondary structures.
These are typically modelled as correctly parenthesized words over the alphabet {[, |, ]}, where
corresponding brackets represent bases paired with each other and | denotes an unpaired base. (A
more thorough introduction to the topic can be found in [2].)
Using a simple grammar for these words and training it using the data from [16] we arrived at
the following:
1 : S → R, 0.31 : R→ T , 0.69 : T → |,
0.69 : R→ TR, 0.31 : T → [R].
Since this grammar is loop-free and -free, we can use the procedure from Theorem 3.5 to
transform it to RNF.
We find CH = {(S, , 1, S), (S, , 1, R), (S,R, 0.31, T ), (S,RT, 0.21, |), (R, , 1, R), (R, , 0.31, T ),
(R, T, 0.21, |), (T, , 1, T ), (T, , 0.69, |)} and thus after reducing get the new grammar
1 : S′ → (S, , 1, R), 0.69 : R→ (T, , 1, T )(R, , 1, R),
0.31 : S′ → (S,R, 0.31, T ), 0.21 : R→ (T, , 1, T )(R, , 0.31, T ),
0.31 : S′ → (S,RT, 0.31, |), 0.14 : R→ (T, , 1, T )(R, T, 0.21, |),
0.31 : T → [(R, , 1, R)], 0.48 : R→ (T, , 0.69, |)(R, , 1, R),
0.10 : T → [(R, , 0.31, T )], 0.15 : R→ (T, , 0.69, |)(R, , 0.31, T ),
0.07 : T → [(R, T, 0.21, |)], 0.10 : R→ (T, , 0.69, |)(R, T, 0.21, |),
1 : (A, γ, λ,B)→ B, (A, γ, λ,B) ∈ CH, B 6= S.
Since replacing each of the (A, γ, λ,B) by B in the conclusions does not lead to two of the
rules becoming identical, this transformation is derivation equivalent for our grammar and gives
the more readable version
1 : S′ → R, 0.69 : R→ TR, 0.48 : R→ |R, 0.31 : T → [R],
0.31 : S′ → T , 0.21 : R→ TT , 0.15 : R→ |T , 0.10 : T → [T ],
0.31 : S′ → |, 0.14 : R→ T |, 0.10 : R→ ||, 0.07 : T → [|].
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Applying Theorem 3.4 we find the smallest common denominators to be s = 100 and c = 100
and thus the reweighted set of productions is:
1 : S′ → R, 69 : R→ TR, 48 : R→ |R, 3100 : T → [R],
31 : S′ → T , 21 : R→ TT , 15 : R→ |T , 1000 : T → [T ],
31 : S′ → |, 14 : R→ T |, 10 : R→ ||, 700 : T → [|].
Applying Theorem 3.6, we get the following specification:
S1 = R, R1 = T ×R, R4 = Z| ×R, T1 = Z[ ×R×Z],
S2 = T , R2 = T × T , R5 = Z| × T , T2 = Z[ × T × Z],
S3 = Z|, R3 = T × Z|, R6 = Z| ×Z|, T3 = Z[ ×Z| ×Z],
S = 100S1 + 31S2 + 21S3,
R = 69R1 + 21R2 + 14R3 + 48R4 + 15R5 + 10R6,
T = 3100T1 + 1000T2 + 700T3.
We have implemented the resulting algorithm as well as an algorithm for uniform generation of
RNA secondary structures in the computer algebra system Maple and used these implementations
to generate 1000 objects of size 150 with each of the algorithms. The resulting ratios of unpaired
bases are shown in Table 1.
Structures Ratio of unpaired bases
Generated unweighted 45,1%
Genrated weighted 53,2%
From database 52,2%
Table 1: Ratio of unpaired bases for the generated structures.
As was to be expected, the structures generated with the weighted algorithm closely match
the structures in the database concerning this parameter.
Concerning other parameters, such as the free energy of the molecules, the results generated
by our weighted unranking algorithm aren’t as good. This is due to the fact, that the grammar
we started with is too simple (i.e. it has too few free variables) to model these parameters and
hence there is no way to train their properties into this grammar.
This problem can however be circumvented by using a more sophisticated grammar. In [12] such
a grammar is given for RNA secondary structures and it is shown that applying our approach to
this grammar yields an algorithm that generates secondary structures with free energies distributed
very similar to the distribution observed for real RNA molecules.
5 Concluding Remarks
In this paper we have shown, how to get algorithms for the random generation of combinatorial
objects of a fixed size according to an arbitrary distribution, given a context-free grammar that
models the class or an admissible specification of the class that can be transformed into such a
grammar and given the distribution either as weights on the grammar or as a set of sample objects,
distributed accordingly.
We have done so by extending the popular framework of admissible specifications of combi-
natorial classes to also include the specification of weights, allowing for the generic creation of
algorithms that generate objects from combinatorial classes according to a non-uniform distribu-
tion and by furthermore showing, how weighted context-free grammars can be transformed into
admissible specifications, hence allowing to use the well-known procedures for training the weights
on context-free grammars to be used for the training of weights in admissible specifications.
However, we had to restrict ourselves to use only integral weights. Hence the weights re-
turned by the training algorithms had to be rescaled, which in turn required a rather complex
transformation of the grammar.
12
This transformation is however, as well as all other steps involved, easily automateable. Thus
it appears to be a sensible task, to develop a tool that, given a specification or grammar and a set
of sample objects, generates the corresponding unranking algorithm.
The algorithms presented generate objects of size n with a worst-case runtime in O(n2). In
their work [6], Flajolet, Fusy and Pivoteau show how algorithms for the uniform random generation
of combinatorial objects that have a worst-case runtime linear in the size of the object generated
can be automatically created from admissible specifications if one weakens the restriction for the
algorithms to create objects of exact size n to the creation of objects with expected size n.
We believe it to be possible to combine their results with the results presented here in order
to get algorithms for the weighted generation that yield a runtime linear in the size of the created
objects. It remains to be seen, however, how exactly this can be achieved.
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