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Abstract
This is a continuation of the paper (J Number Theory 79 (1999) 217) on saturated distin-
guished chains (SDCs) over a local ﬁeld K. Here, we give a “canonical” choice of the next
element 1 in a SDC for  = 1 + 1 considered in (Ota, 1999) for wildly totally ramiﬁed
Galois extensions, and this leads us to consider a tower of ﬁelds, K ⊂ K1 ⊂ K2 ⊂ . . ., where
K1 =K(1) and Kn/K is wildly totally ramiﬁed. The union of these ﬁelds K =
⋃∞
n=1Kn is
particularly interesting, for its conductor over K is very small, close to 1. Moreover, in some
cases K is uniquely determined up to isomorphism over K for any such extensions of the same
type. We also consider SDCs for an element  = 1 + 12 + · · · + 12 · · ·n for totally
ramiﬁed Galois extensions of type (m,m, ..., m), where m is a power of the characteristic of
the residual ﬁeld of K.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
This paper is a continuation of the paper [6] on saturated distinguished chains (SDCs)
over a local ﬁeld, where we showed that SDCs are closely related to the ramiﬁcation
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theory. For a separable element  over a local ﬁeld K with  ∈ K , a SDC for  over K
is a sequence (, 1, . . . , n) of separable elements such that i+1 is of minimal degree
over K with
v(i − i+1) = RK(i )
for each i, 0 in − 1 and that n belongs to K, where for a separable element 
over K
RK() = inf{  ∈ R | [K() : K][K() : K] for any  with v(− ) }
and v is the unique valuation on the algebraic closure of K with v(K×) = Z. Here for
any  not in K, there exists a separable element  with
[K() : K] < [K() : K] such that v(− ) = RK(),
so the degree of i over K in a SDC decreases, and ﬁnally we have n ∈ K . This n
is called the length of a SDC.
In [6], we ﬁrst considered SDCs for  with K() tamely ramiﬁed over K, and
obtained a general theorem (cf. [6, Theorem 3.10]). For a tamely ramiﬁed case, all the
elements 1, 2, . . . in a SDC (, 1, . . .) of  over K stay in K(), and ﬁelds {K(j )}j
are uniquely determined for  independently of the choice of SDCs. Next we treated
the wildly ramiﬁed case, where situations are quite different from the tamely ramiﬁed
one.
For the wildly ramiﬁed case, we have to think what kind of extensions or what kind
of elements we should consider. For example, if we take a prime element  of a totally
ramiﬁed extension over K, then (, 0) is a SDC for  over K, so nothing is interesting.
On the other hand, if we take an arbitrary element  with K() wildly ramiﬁed over
K, then there seems no way to ﬁnd a SDC for  in general, contrary to the tamely
ramiﬁed case. Therefore we ought to restrict ourselves to certain cases.
In [6], we considered a totally ramiﬁed Galois extension of degree a power of p with
a proper intermediate ﬁeld, where p is the characteristic of the residual ﬁeld of K. More
precisely, let L/K be a totally ramiﬁed Galois extension with [L : K] a power of p
and M an intermediate ﬁeld, K ⊂= M ⊂= L, and set m = [L : M] and k = [M : K].
By taking prime elements 1 and  of M and L, respectively, we considered a SDC
for  = 1 + 1 over K. In this case, L = K(), and RK() is a fraction determined
only by k and m, and the length of the SDC is 2 if k is a power of m, and 3 otherwise
(cf. §3, Theorem 3.1). Also for any conjugate ′ of  over K we have
v(− ′) > RK()
and this implies especially that L(1)/K is totally ramiﬁed and [L(1) : K] =
[L : K] · [K(1) : K](cf. §2, Proposition 2.6). Thus, L(1)/K(1) is also a totally
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Fig. 1.
ramiﬁed Galois extension with its Galois group Gal(L(1)/K(1)) isomorphic to
Gal(L/K).
Based on this observation, in this paper, we consider towers of ﬁelds
K ⊂ K1 ⊂ K2 ⊂ · · · , M ⊂ M1 ⊂ M2 ⊂ · · · and L ⊂ L1 ⊂ L2 ⊂ · · ·
such that Li/Ki is obtained from Li−1/Ki−1 just as L1/K1 is done from L/K , where
L1 = L(1), M1 = M(1) and K1 = K(1). Namely, to obtain L2/K2, take a prime
element 1 and  of M1 and L1, respectively, and set
B1 = 1 + 1 (1.1)
similarly to . Then RK1(B1) = RK(), and if A2 denotes the next element of B1
in a SDC for B1 over K1, then L1(A2)/K1(A2) is again a totally ramiﬁed Galois
extension with Gal(L1(A2)/K1(A2)) isomorphic to Gal(L1/K1). Set L2 = L1(A2),
M2 = M1(A2) and K2 = K1(A2). Then similarly from L2/K2 we obtain L3/K3, and
so on (cf. Fig. 1 for n = 2).
But in order to obtain interesting towers of ﬁelds, we need to have a concrete
description of 1. This is done in §3, where we have a deﬁning equation for 1,
when 1 = NL/M() (cf. Proposition 3.3). The deﬁning equation for 1 looks quite
satisfactory, for all the coefﬁcients involve only a prime element 0 = NL/K() of K
and we can also separate 0 from the variable. For example, if k is a power of m,
K. Ota / Journal of Number Theory 111 (2005) 86–143 89
say k = mb, then the deﬁning equation for 1 is given by
Sm,b(X)
set= X
mb
(−1)b+1Xmb−1+mb−2+···+m+1 + (−1)bXmb−1+mb−2+···+m + · · · + (−1)2Xmb−1 + 1
= 0.
From this, in order to construct L2/K2, the next element A2 of B1 deﬁned by (1.1)
with NL1/K1() = 1 can be obtained by a solution to
Sm,b(X) = 1 so to the equation Sm,b ◦ Sm,b(X) = 0.
Then L2 = L1(A2) and K2 = K1(A2). Similarly, Ln/Kn is obtained by considering a
solution An to
(
Sm,b
)n
(X) =
n times︷ ︸︸ ︷
Sm,b ◦ Sm,b ◦ · · · ◦ Sm,b(X) = 0 with Sm,b(An) = An−1.
So in the construction of towers of ﬁelds, they are completely determined from 0.
Furthermore, if we set K =⋃∞n=1Kn, then K is unique up to isomorphism over K for
any extension of the same type. More precisely, if we have a totally ramiﬁed Galois
extension L˜/K and an intermediate ﬁeld M˜ with [L˜ : M˜] = m and [M˜ : K] = k,
then by choosing a suitable prime element ˜ of L˜ and setting ˜ = ˜1 + ˜1˜ with
˜1 = NL˜/M˜(˜), the ﬁeld K˜ obtained from ˜ is isomorphic to K for  over K (cf.
Theorem 3.6(iv)) and Fig. 1 for K.
Also Kn/K is a very mildly wildly ramiﬁed extension, so c (K/K), the conductor
over K, is very small, which is just m
m−1 . And the valuation of the discriminant of L/K
is decomposed as
d(L/K) = lim
n→∞
{
1
kn1
d(Ln/Kn)
}
+ (N − 1)c (K/K) (1.2)
or in terms of conductors
c(L/K) = lim
n→∞
{
1
kn1
c(Ln/Kn)
}
+ c (K/K), (1.3)
where N = [L : K] and k1 = [K(1) : K] (cf. Theorem 3.11).
From these aspects, we can say that this choice of 1 is canonical.
The results in §3 hold for L/K with an arbitrary intermediate ﬁeld M, but if we
restrict ourselves to those totally ramiﬁed Galois extensions with only one proper higher
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ramiﬁcation group, then those data from SDCs and the ﬁeld K may be quite important
to describe and classify them.
In §4, we treat totally ramiﬁed Galois extensions of type (m,m, . . . , m) for m a power
of p. Here, we mean by type (m,m, . . . , m) that L is a totally ramiﬁed Galois extension
of K whose higher ramiﬁcation groups G ⊃= H1 ⊃= H2 ⊃= · · · ⊃= Hn−1 ⊃= Hn =
{1} satisfy [Hi : Hi+1] = m for each i. By taking a prime element n of L and setting
j = NL/Mj (n), where Mj is the corresponding subﬁeld to Hj , we consider a SDC
for
 = 1 + 12 + · · · + 12 · · ·n.
A SDC for this  is quite short, i.e., the length is 2, and if (, 1, 0) is a SDC, then
1 can be taken as a solution to the equation
Xm − 0X − 0 = 0 or to T (X) set= X
m
X + 1 = 0,
where 0 = NL/K(n) (cf. Proposition 4.1). For this case, we can also obtain similar
canonical results to those in §3 (cf. Theorem 4.3). Here, the ﬁeld K is uniquely
determined for any such extensions of type (m, . . . , m) as long as a number of m is
bigger or equal to 2. At the end, we give an example of such an extension of type
(q, q, . . . , q) by the Lubin–Tate construction, where q denotes a number of elements
of the residual ﬁeld of K.
As written above, the data from SDCs and the ﬁeld K may be quite important to
analyze wildly ramiﬁed extensions of a local ﬁeld, but to obtain more concrete results
we need some further study. Also the meaning of the decomposition (1.2) of d(L/K)
or (1.3) of c(L/K) should be investigated. We note that the data on SDCs for totally
ramiﬁed Galois extensions of degree a power of p with exactly two proper higher
ramiﬁcation groups have been obtained (cf. [7]).
2. On SDCs and some prerequisite results
In this section we ﬁrst give a brief review of SDCs, and then give some results which
will be needed in the subsequent sections. See [4–6,8] for details on SDCs. Here we
ﬁnd that in [4], Okutsu considered SDCs without giving any names to construct integral
basis for global ﬁelds long time before Popescu and Zaharescu deﬁned a SDC in [8].
Let K be a local ﬁeld, so K is a ﬁnite extension of either Qp or Fp((T )) for some
prime p. Here Fp denotes the ﬁnite ﬁeld of p elements. We ﬁx this prime p throughout
the paper.
Take the discrete valuation v = vK on K normalized by v(K×) = vK(K×) = Z.
We ﬁx an algebraic closure K of K and denote the unique extension of v to K by
v = vK . Also set v = v(K×). For any ﬁnite extension M over K, K ⊂ M ⊂ K ,
we denote the valuation on K normalized by vM(M×) = Z, the valuation ring, the
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maximal ideal, the unit group and the group of principal units by vM , OM , PM , U(M)
and U1(M), respectively. Also let us denote degM() = [M() : M] for  in K , and
especially we denote deg = degK() = [K() : K]. For a ﬁnite extension E of M,
e(E/M) and f (E/M) denote the ramiﬁcation index and the residual degree of E over
M, respectively, NE/M is the norm map from E to M, and N(E/M) denotes the norm
group for E over M. We also denote the valuation of the discriminant of E over M by
d(E/M). For a Galois extension F over M, Gal(F/M) denotes its Galois group.
Let Ksep be the separable closure of K in K . Since v is of rank one, we can deﬁne
a minimal pair for any  in R as follows.
Deﬁnition 2.1. A pair (, ) in Ksep×R is called a minimal pair with respect to K if
for any  in K with v(− ) we have [K() : K][K() : K].
We note that in the deﬁnition of a minimal pair we can restrict  to an element in
Ksep, when char(K) = p.
For  in Ksep, set
() = K() = sup{vK(− ′) | ′ is a conjugate of  over K different from }.
Then by Krasner’s lemma (cf. [2, (16.8)]), (, ) is a minimal pair with respect to K
for any  > K(). It is easy to see that if (, ) is a minimal pair with respect to
K, then for any ′  , (, ′) is minimal with respect to K. So for  in Ksep, we set
R() = RK() = inf{ ∈ R | (, ) is a minimal pair with respect to K}.
When there is no danger of confusion, we omit the subscript K in the notation. If  is
in K itself, (, ) is minimal with respect to K for any  in R, so we set R() = −∞.
Remark 2.2. We list some properties of R∗().
(1) R()() for any  in Ksep.
(2) When  is not in K, then R()v(), so we have v()R()().
(3) v(− )R() for any  with deg < deg .
(4) For  in Ksep and c in K, R(c + ) = R(), and R(c) = v(c)+ R() for c = 0.
(5) For any conjugate ′ of  over K, R() = R(′).
(6) R() = −∞ if and only if  ∈ K .
(7) For any  in 	v , there exists  ∈ Ksep such that R() = .
(8) If M is an intermediate ﬁeld, K ⊂ M ⊂ K(), then RK() 1e RM(), where
e = e(M/K).
(9) For  not in K, (, R()) is not a minimal pair with respect to K.
From Remark 2.2(9), there exists 1 in Ksep such that
v(− 1) = R() and [K() : K] > [K(1) : K].
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Similarly, there exists 2 in Ksep such that
v(1 − 2) = R(1) and [K(1) : K] > [K(2) : K].
Continuing this process, we get a sequence {i} such that
v(i − i+1) = R(i ) and [K(i ) : K] > [K(i+1) : K] for any i.
Here we set 0 = , and eventually we get n−1 /∈ K and n ∈ K for some n. We
note that R() ∈ v for any  ∈ Ksep −K.
Deﬁnition 2.3. We call such a sequence (, 1, . . . , n) an R-sequence of  over K,
that is,
(, 1, . . . , n) is an R-sequence if


v(i − i+1) = R(i ),
deg i > deg i+1 for 0 in− 1
and
n ∈ K.
An R-sequence is called a saturated distinguished chain (SDC) for  over K if n is the
smallest among R-sequences of  over K, and n is called the length of  over K and
denoted by &() = &K() = n.
The following proposition gives the basic properties about SDCs.
Proposition 2.4.
(1) For an R-sequence (, 1, . . . , n) of  over K,
this is a SDC over K ⇐⇒ R() > R(1) > · · · > R(n−1) > R(n) = −∞.
(2) Let (0, 1, . . . , n) be a SDC for  = 0. Then v(0) = v(1) = · · · = v(n−1),
e(K(j )/K) | e(K(j−1)/K) and f (K(j )/K) | f (K(j−1)/K).
Hence in particular, deg(j ) | deg(j−1) for 1jn.
(3) Let (,1, . . . ,n) be another SDC for . Then for 1jn
e(K(j )/K) = e(K(j )/K),
f (K(j )/K) = f (K(j )/K) and R(j ) = R(j ).
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From Proposition 2.4, we ﬁnd that e
(
K(j )/K
)
, f
(
K(j )/K
)
and R(j ) for 0j
&K() − 1 are independent of the choice of SDCs, so these are invariants for . Also
we note that if K() is totally ramiﬁed over K, then so is K(i ) for each i.
Deﬁnition 2.5. Let  ∈ K and F a local ﬁeld in K . For a conjugate ′ of  over F
with ′ = , vF (− ′) is called an -value over F.
The following is used in [6] without being stated as a proposition, but this is a
fundamental result, so we make it as a proposition and give a proof.
Proposition 2.6. Let  ∈ Ksep, and assume that K()/K is a totally ramiﬁed Galois
extension of degree a power of p. Let c1, c2, . . . , cl be all the -values over K with
c1 > c2 > · · · > cl . If 1 is the next element of  in a SDC for  over K, then
clR() ⇐⇒ R() ∈ 1deg() deg(1)Z−
p
deg() deg(1)
Z.
Proof. We use Lemma 2.10 in [6]. Set N =deg() and k1 =deg(1) for simplicity.
Then N and k1 are both powers of p.
Suppose that clR(). Then in Lemma 2.10, ms = N and
1 =
ms
N/k1
R() = k1 · R().
Since the smallest positive integer a satisfying a · 1 ∈ v(K(1)×) is equal to N/k1,
we must have
R() ∈ 1
Nk1
Z− p
Nk1
Z.
Next suppose that
c1 > c2 > · · · > csR() > cs+1 > · · · > cl and R() = r
Nk1
with (r, Nk1) = 1.
Then
1 =
ms
N/k1
R()+
l∑
j=s+1
cj
(
tj
m
)
= msk1
N
r
Nk1
+
l∑
j=s+1
cj
(
tj
m
)
,
where m = N/k1 and tj /m ∈ Z. Since K()/K is a Galois extension, cj ∈ 1NZ for
each j. Hence, the smallest positive integer a satisfying a · 1 ∈ v(K(1)×) = 1k1Z is
equal to N/k1 only if ms = N . Hence clR(). 
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Since R() = v( − 1), from this we know that K(, 1) = K( − 1) is totally
ramiﬁed over K with K() ∩ K(1) = K and K(, 1)/K(1) is a Galois extension
with Gal(K(, 1)/K(1)) isomorphic to Gal(K()/K).
Now, we give some results which will be needed in the subsequent sections. We
assume that p > 2, and from Lemma 2.7 to Proposition 2.13, F denotes a local ﬁeld
in K .
Lemma 2.7. Let E/F be a totally ramiﬁed Galois extension in K with r = [E : F ]
a power of p. Take a prime element 
 of E and set 
1 = NE/F (
). Then
vF (
r − 
1)1+
p
r
for r > p
and
1+ p − 1
p
for r = p.
Proof. First, we note that under our assumptions
vF (
− 
′) 2
r
for any conjugate 
′ of 
 over F.
Let
g(X) = Xr + ar−1Xr−1 + · · · + a1X − 
1
be the minimal polynomial of 
 over F. Then we know that
vF (aj )1 for any j with 1jr − 1.
Consider the derivative of g(X) and compute vF (g′(
)). Then
vF (g
′(
)) =
∑
∈Gal(E/F)
 =1
vF ((
)− 
) 2
r
(r − 1) = 1+ r − 2
r
.
On the other hand,
g′(
) =
r∑
j=1
j aj
j−1 and vF (jaj
j−1) ≡ j − 1
r
(modZ). (2.1)
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Since from (2.1) each term jaj
j−1 has a distinct valuation, we conclude that
vF (g
′(
)) = vF (lal
l−1) for some l with 1 lr.
Hence
vF (g
′(
)) = vF (lal
l−1)1+ r − 2
r
,
so in particular, we must have
vF (a1)2, vF (a2)2, . . . , vF (ap−2)2 for r = p
and
vF (a1)2, vF (a2)2, . . . , vF (p−1)2 otherwise.
Hence
vF (
r − 
1) = vF (ar−1
r−1 + · · · + a1
)1+
p − 1
p
for r = p
and
1+ p
r
for r > p. 
We recall that for a ﬁnite totally ramiﬁed separable extension L of F, d(L/F) is
given by
d(L/F) = [L : F ] · vF (f ′()), (2.2)
where  is a prime element of L and f (X) is the minimal polynomial of  over F
(cf. [9, III §6]).
Lemma 2.8. Let m be a power of p, and let E/F be a ﬁnite totally ramiﬁed separable
extension of degree mb such that for a prime element 
 of E, 1
mb−1(m− 1) is the only

-value over F. (Hence d(E/F) = mb +mb−1 + · · · +m.)
Then for any intermediate ﬁeld M, E ⊃ M ⊃ F , we have
[M : F ] = mj for some j and d(M/F) = mj +mj−1 + · · · +m.
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Proof. Let [E : M] = s and [M : F ] = t , so that st = mb. From the assumption, for
any conjugate 
′ of 
 over M with 
′ = 
 we have
vM(
− 
′) = t 1
mb−1(m− 1) .
Hence from (2.2)
d(E/M) = ts(s − 1)
mb−1(m− 1) =
m(s − 1)
m− 1 .
Since (m,m − 1) = 1, m − 1 has to divide s − 1. Now m and s are both powers of
p, so s has to be a power of m. Hence t is also a power of m, say t = mj . Also
d(E/M) = m(mb−j−1)
m−1 .
From the identity
d(E/F) = d(E/M)+mb−j d(M/F),
we conclude that
d(M/F) = mm
j − 1
m− 1 = m
j +mj−1 + · · · +m. 
Lemma 2.9. Let E/F be a ﬁnite totally ramiﬁed extension with [E : F ] a power of
p. If 
0 is any prime element of F, then

0U1(F ) ∩N(E/F) = .
Proof. Suppose that the residual ﬁeld of F has q elements, and let q−1 denote the
group of (q − 1)th roots of 1 in F.
We claim that q−1 ⊂ N(E/F).
For let  ∈ q−1 and k the smallest positive integer such that k ∈ N(E/F). Then
k | q − 1. On the other hand, from the local class ﬁeld theory we know that
F×/N(E/F) ∼= Gal(E ∩ F ab/F ),
where F ab is the maximal abelian extension of F (cf. [3, §6.3]), so especially k | [E :
F ]. Hence k must be 1, and q−1 ⊂ N(E/F) as claimed.
Since E/F is totally ramiﬁed, there exists a prime element 
˜0 in N(E/F), which
can be written as

˜0 = 
0 with  ∈ q−1 and  ∈ U1(F ).
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Hence

0 = 
˜0−1 ∈ N(E/F)
as we wanted. 
Lemma 2.10. Let m and j be powers of p with 1j < m, and b a positive integer.
Take a prime element 
0 of F, and consider an equation
f


j
0 ,b
(X)
set= Xmb + (−1)b
j0Xmb−1+mb−2+···+m+1
+(−1)b−1
j0Xmb−1+mb−2+···+m + · · · + (−1)
j0Xmb−1 − 
j0 = 0.
We assume that f


j
0 ,b
(X) is irreducible over F, and let  be a solution to it. We also
assume that for any conjugate ′ of  over F with ′ = 
vF (− ′) = j
(m− 1)mb−1 .
Then for any u ∈ U1(F ), there exists a solution  to
f


j
0u,b
(X) = Xmb + (−1)b
j0uXmb−1+mb−2+···+m+1
+(−1)b−1
j0uXmb−1+mb−2+···+m + · · · + (−1)
j0uXmb−1 − 
j0u = 0
such that
F() = F() and  =  v with v ∈ U1(F ()).
Proof. Let us set
g(X) = f


j
0u,b
(X)
for simplicity. We note that for any solution  to g(X) = 0
vF () = vF () = j
mb
and F () = j
(m− 1)mb−1 ,
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as  has only one -value over F.
(a) Suppose that there exists a solution  to g(X) = 0 such that vF ( − ) > F ().
Then from Krasner’s lemma we have
F() ⊂ F() so F() = F().
Also we see that if we write
 = v then v ∈ U1(K()).
For vF (− ) ∈ 1mbZ implies that vF (− ) j+1mb .(b) Suppose that for any solution  to g(X) = 0, we have
vF (− )F () = j
mb−1(m− 1) .
Fix , and set c = vF ( − ). Then mb c mjm−1 < j + 1, so by using deﬁning
equations for  and 
mb c = vF ((− )mb) = vF (mb − mb + A) = vF (mb − mb)
= v((−1)b
j0umb−1+mb−2+···+m+1 + · · · + (−1)
j0umb−1 − 
j0u
−{(−1)b
j0m
b−1+mb−2+···+m+1 + · · · + (−1)
j0m
b−1 − 
j0 })
= j + vF ((−1)b(ud − d)+ · · · + (−1)(umb−1 − mb−1)− (u− 1)),
(2.3)
where the term A can be eliminated and d = mb−1 +mb−2 + · · · +m+ 1.
Now vF (u−1)1, and ul−l = (u−1)l+(l−l ) implies that (2.3) becomes
mb c = j + vF ((−1)b(d − d)+ · · · + (−1)(mb−1 − mb−1)). (2.4)
We claim that
(*) vF (d − d) = c + j (d − 1)
mb
and
(**) for l with 1 lb − 1
vF (m
b−1+···+ml − mb−1+···+ml ) = ml c + j (m
b−1 + · · · +ml+1)
mb
.
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As for (*), ﬁrst we note that vF (− ) > jmb . Assume the contrary. Then c = jmb ,
so mb c = j > j from (2.4), a contradiction. Hence vF (/− 1) > 0, so(


)d−1
+ · · · +
(


)
+ 1 ≡ 1+ 1+ · · · + 1 ≡ d ≡ 0 (modPK),
where PK = {x ∈ K | v(x) > 0 }.
Thus
vF (d − d) = vF (− )+ vF (d−1)+ vF
((


)d−1
+ · · · +
(


)
+ 1
)
= c + j (d − 1)
mb
as claimed.
As for (**),
vF (m
b−1+···+ml − mb−1+···+ml ) = vF ((mb−1−l+···+m+1 − mb−1−l+···+m+1)ml + B)
with vF (B)1+ j (mb−1+···ml)mb . Here from (*)
vF ((m
b−1−l+···+m+1 − mb−1−l+···+m+1)ml )
= ml · vF (mb−1−l+···+m+1 − mb−1−l+···+m+1)
= ml
{
c + j (m
b−1−l + · · · +m)
mb
}
= ml c + j (m
b−1 + · · · +ml+1)
mb
< 1,
so the term B can be eliminated, and (**) holds.
Hence from (2.4)
mb cj +min
{
c + j (m
b−1 +mb−2 + · · · +m)
mb
, mc
+ j (m
b−1 +mb−2 + · · · +m2)
mb
, . . . , mb−1c
}
.
If we assume that c < j
mb−1(m−1) , then this minimum is attained at m
b−1c. So we
must have
mbc = j +mb−1c which gives c = j
mb−1(m− 1) ,
a contradiction. Hence c = j
mb−1(m−1) .
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This means that for any solution  to g(X) = 0, we have
vF (− ) = j
mb−1(m− 1) .
Hence m − 1 | [F(, ) : F ], so m − 1 | [F(, ) : F()]. Now let g1(X) be the
minimal polynomial of  over F(). Then m− 1 | deg(g1(X)) and
g(X) = g1(X)h1(X) for some h1(X) ∈ F()[X].
Let’s take a solution 1 to h1(X) = 0. Then again we have m− 1 | deg(g2(X)) and
h1(X) = g2(X)h2(X) for some h2(X) ∈ F()[X],
where g2(X) is the minimal polynomial of 1 over F(). So we are led to have a
decomposition of g(X) as
g(X) = g1(X)g2(X) · · · gr(X) with m− 1 | deg(gi(X)) for each i.
Hence m− 1 | deg(g(X)) = mb, a contradiction.
So the case (b) does not occur, and this completes the proof. 
Let GF be the Galois group of F sep over F. For each w ∈ [−1,∞), we write G(w)F
for the wth ramiﬁcation subgroup of GF in the upper numbering. We write F (w) for
the ﬁxed ﬁeld of G(w)F .
Deﬁnition 2.11. For any separable extension L of F, the conductor c(L/F) is deﬁned
by
c(L/F) = inf {w ∈ [0,∞) |L ⊂ F (w−1)}
(cf. [1]).
For the computation of c(L/F), the following proposition is very useful.
Proposition 2.12 (cf. Coates and Greenberg [1, Lemma 2.1]). Let L be an arbitrary
ﬁnite extension of F in F sep. Then the different (L/F) is given by (L/F) = Pa(L/F)L ,
where
a(L/F) = e(L/F)
∫ ∞
−1
(
1− 1[L : L ∩ F (w)]
)
dw.
K. Ota / Journal of Number Theory 111 (2005) 86–143 101
Proposition 2.13. For a ﬁnite totally ramiﬁed Galois extension E/F , c(E/F) and
d(E/F) are related as
c(E/F) = d(E/F)[E : F ] + F (),
where  is a prime element of E.
Proof. This seems to be a classical result, or we can check it directly by using Propo-
sition 2.12. 
Now, we consider a type of elements that will be studied in §3 and §4.
Let L/K be a totally ramiﬁed Galois extension with [L : K] a power of p. Let M1,
M2,. . . , Mn−1 be intermediate ﬁelds such that
L ⊃= Mn−1 ⊃= Mn−2 ⊃= · · · ⊃= M1 ⊃= M0 = K,
[L : Mn−1] = mn, [Mn−1 : Mn−2] = mn−1, . . . , and [M1 : K] = m1
and set N = [L : K] = m1m2 · · ·mn. Take prime elements n and j from L and Mj ,
respectively, and set
 = 1 + 12 + · · · + 12 · · ·n. (2.5)
Lemma 2.14. Under these conditions, L = K(), and for  ∈ Gal(L/K) with  = 1
we have
v(()− ) = 1
m1
+ 1
m1m2
+ · · · + 1
m1m2 · · ·mn−1 + v((n)− n). (2.6)
Proof. If we can show that (2.6) is true, then  becomes a generator of L over K, as
n is.
Take an element  from Gal(L/K), and assume that
 ∈ Gal(L/Mj )− Gal(L/Mj+1) for j with 0jn− 1.
Then
()−  = 12 · · ·j {(j+1)+ (j+1)(j+2)+ · · · + (j+1)(j+2) · · ·(n)}
−12 · · ·j (j+1 + j+1j+2 + · · · + j+1j+2 · · ·n),
102 K. Ota / Journal of Number Theory 111 (2005) 86–143
so
v(()− ) = v(12 · · ·j )+ v(((j+1)− j+1)+ ((j+1)(j+2)− j+1j+2)
+ · · · + ((j+1)(j+2) · · ·(n)− j+1j+2 · · ·n)). (2.7)
Now for l with j + 1 ln we have
v((j+1) · · ·(l )− j+1 · · ·l )
= v(((j+1)− j+1)(j+2) · · ·(l )+ j+1((j+2)− j+2)(j+3) · · ·(l )
+j+1j+2((j+3)− j+3)(j+4) · · ·(l )
+ · · · + j+1j+2 · · ·l−1((l )− l )).
For k with j + 1k l
v((k)− k) =
∑
∈Gal(L/K)
|Mk=|Mk
v((n)− n)v((n)− n)+ 2
N
(mk+1 · · ·mn − 1)
= v((n)− n)+ 2
m1m2 · · ·mk −
2
N
,
as v((n)− n) 2N for any  ∈ Gal(L/K) (cf. [6, Proof of Lemma 4.1]). Hence
Al,k
set= v(j+1j+2 · · ·k−1((k)− k)(k+1) · · ·(l ))
 v((n)− n)+ 2
m1m2 · · ·mk −
2
N
+ 1
m1 · · ·mj+1 + · · · +
1
m1 · · ·mk−1
+ 1
m1 · · ·mk+1 + · · · +
1
m1 · · ·ml .
So for l and k with j + 1k l < n we have
Al,k > v((n)− n)+ 1
m1m2 · · ·mj+1 + · · · +
1
m1m2 · · ·mn−1
= v(j+1j+2 · · ·n−1((n)− n)), (2.8)
where the inequality is given by the fact that for m positive integers a1, . . . , am with
each ai3 the inequality
a1 + a1a2 + · · · + a1a2 · · · am−1 < a1a2 · · · am − 2
holds. This can be checked by the induction argument on m.
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For l and k with j + 1k < l = n, (2.8) also holds. Hence, the smallest valuation
in the second term of the right-hand side of (2.7) comes from (j+1) · · ·(n) −
j+1 · · ·n, which is equal to v(j+1 · · ·n−1((n)− n)).
Hence
v(()− ) = 1
m1
+ 1
m1m2
+ · · · + 1
m1m2 · · ·mn−1 + v((n)− n)
as required. 
Now we consider the following two assumptions:
(a) Let c1 > c2 > · · · > cl be all the -values over K. Then assume that
clR().
With this assumption, we can conclude from Proposition 2.6 that
R() ∈ 1
Nk1
Z− p
Nk1
Z and L ∩K(1) = K,
where 1 is the next element of  in a SDC and k1 =deg(1). Also L(1)/K(1) is
a totally ramiﬁed Galois extension whose Galois group is isomorphic to Gal(L/K),
and there are intermediate subﬁelds Mj(1) such that [Mj(1) : Mj−1(1)] = mj
for each j.
(b) Assume that for  given by (2.5), R() and k1 are completely determined from m1,
m2, . . . , mn (cf. Theorem 3.1 and Proposition 4.1 below). This means especially
that under the assumption (a) if we consider an element  (similar to ) such that
 = 1 + 12 + · · · + 12 · · · n,
where n and j are prime elements of L(1) and Mj(1), respectively, then
RK(1)() = R(), so RK(1)() ∈
1
Nk1
Z− p
Nk1
Z
and degK(1)(1) = k1 = deg(1) if 1 is the next element of  in a SDC for 
over K(1).
Therefore if we assume (a) and (b) and set L1 = L(1), Mj,1 = Mj(1) and
K1 = K(1), then
L1 = K1() and K1(,1) = K1(− 1), [K1(,1) : K1] = Nk1
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and L1(1)/K1(1) is also a totally ramiﬁed Galois extension with its Galois group
isomorphic to Gal(L1/K1), and so to Gal(L/K). Set L2 = L1(1), Mj,2 = Mj,1(1)
and K2 = K1(1). By continuing this process we obtain a tower of ﬁelds
L ⊂ L1 ⊂ L2 ⊂ · · · and K ⊂ K1 ⊂ K2 ⊂ · · ·
such that Lj/Kj is a totally ramiﬁed Galois extension obtained from Lj−1/Kj−1,
whose Galois group is isomorphic to Gal(L/K) (cf. §1, Fig. 1).
Proposition 2.15. Let L/K and  satisfy the assumptions (a) and (b). Set
R() = 1
m1
+ 1
m1m2
+ · · · + 1
m1m2 · · ·mn−1 +
1
N
+ a
Nk1
with k1 = deg(1).
Then the following holds:
d(L/K) = lim
m→∞
{
1
km1
d (Lm/Km)
}
+ (N − 1)k1 + a − 1
k1 − 1 .
Or in terms of conductors
c(L/K) = lim
m→∞
{
1
km1
c(Lm/Km)
}
+ k1 + a − 1
k1 − 1 .
(Note that from Remark 2.2(3) we have
R()  v(− {1 + 12 + · · · + 12 · · ·n−1})
= 1
m1
+ 1
m1m2
+ · · · + 1
m1m2 · · ·mn−1 +
1
N
.
Also since R() has Nk1 as a denominator in the reduced fraction, a must be a positive
integer.)
Proof. Set D0 = d(L/K) and Dm = d(Lm/Km) for each m. Consider an element
x =  − 1. If we take a conjugate x′ of x over K1 with x′ = x, then from Lemma
2.14 we have
v(x − x′) = v(− ′) = + v(n − ′n), (2.9)
where  = 1
m1
+ 1
m1m2
+ · · · + 1
m1m2···mn−1 .
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On the other hand, since v(x) = R() set= r
Nk1
with (r, Nk1) = 1, if  is a prime
element of L1, then v(x − x′) = v(− ′)+ r−1Nk1 (cf. [6, Lemma 4.3]). So from (2.9)
we have
+ v(n − ′n) = v(− ′)+
r − 1
Nk1
, (2.10)
which gives
∑
′n over K
′n =n
{+ v(n − ′n)} =
∑
′ over K1
′ =
{
v(− ′)+ r − 1
Nk1
}
. (2.11)
By multiplying N to (2.11) and using (2.2), we obtain
N(N − 1)+ d(L/K) = 1
k1
d(L1/K1)+ 1
k1
(r − 1)(N − 1),
so
D0 = 1
k1
D1 + (N − 1)k1 + a − 1
k1
. (2.12)
Similarly, let us consider L1/K1. Then by assumptions (a) and (b), we can do the
same thing, and obtain
D1 = 1
k1
D2 + (N − 1)k1 + a − 1
k1
.
Thus
D0 = 1
k1
{
1
k1
D2 + (N − 1)k1 + a − 1
k1
}
+ (N − 1)k1 + a − 1
k1
= 1
k21
D2 + (N − 1)k1 + a − 1
k1
(
1+ 1
k1
)
.
By continuing this process m times, we shall obtain
D0 = 1
km1
Dm + (N − 1)k1 + a − 1
k1
{
1+ 1
k1
+ · · · + 1
km−11
}
.
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Since 1 + 1
k1
+ · · · + 1
km−11
strictly increases and has a limit k1
k1−1 as m → ∞, 1km1 Dm
strictly decreases and has a limit. Hence we obtain the result.
Also from Proposition 2.13
c(L/K) = 1
N
d(L/K)+ K(n) = 1
N
D0 + K(n). (2.13)
Also from (2.10)
K1() = k1 · K(n)−
k1 + a − 1
N
.
Thus
c(L1/K1) = 1
N
d(L1/K1)+ k1 · K(n)− k1 + a − 1
N
. (2.14)
Hence by substituting (2.13) and (2.14) into (2.12), we have
c(L/K) = 1
k1
c(L1/K1)+ k1 + a − 1
k1
from which the result is obtained. 
Remark 2.16. As we shall see later, the value k1+a−1
k1−1 is equal to the conductor c(K/K)
of K over K in some cases, where K = ⋃∞m=1Km. Also assumptions (a) and (b) are
satisﬁed for the extensions and ’s considered in §3 and §4.
Lemma 2.17. For  = 1+12+ · · ·+12 · · ·n given by (2.5), assume that (a) is
satisﬁed. Then if 1 is the next element of  in a SDC for  over K, and K1 = K(1)
and L1 = L(1), then for x ∈ K×1
NK1/K(x) ∈ N(L/K) ⇐⇒ x ∈ N(L1/K1).
Proof. From the assumption, we have
L ∩K1 = K and Gal(L1/K1) ∼= G(L/K).
From the local class ﬁeld theory
K×1 /N(L1/K1) ∼= Gal(L1/K1)ab and K×/N(L/K) ∼= Gal(L/K)ab,
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so we have an isomorphism
K×1 /N(L1/K1) ∼= K×/N(L/K),
where the isomorphism map is given by NK1/K .
Hence we obtain the result. 
3. Wildly totally ramiﬁed Galois extensions with only one proper higher
ramiﬁcation group
In this section, we consider totally ramiﬁed Galois extensions of degree a power of
p with only one proper higher ramiﬁcation group. Although we are interested in the
ramiﬁcation theory, the results actually hold for more general situations, so we work
without referring to higher ramiﬁcation groups.
Let L be a totally ramiﬁed Galois extension of K with [L : K] = N a power of
p, and G = Gal(L/K). We assume that p > 2. Let M be an intermediate ﬁeld such
that K ⊂ M ⊂ L, K = M and M = L. We take prime elements 1 and  for M and
L, respectively. Set m = [L : M] and k = [M : K], so that N = mk. The following
theorem is a main result of §4 in [6].
Theorem 3.1. Set  = 1 + 1, and let (, 1, . . .) be a SDC for  over K. Then
(1) For k = mb with b1, we have deg(1) = k = mb,R() = 1
k
+ 1
N
+m
b−1 +mb−2 + · · · +m+ 1
N mb
,
R(1) = 1
k
and (, 1, 0) is a SDC for  over K. So &() = 2.
(2) For k = mb t with 1 < t < m and b0, we have deg(1) = mb+1,
R() = 1
k
+ 1
N
+ m
b +mb−1 + · · · +m+ 1
N mb+1
and
R(1) = 1
k
+ 1
N
+ m
b−1 +mb−2 + · · · +m+ 1
N mb
.
If b = 0, then (, 1,1, 0) is a SDC for  over K and R(1) = 1
k
.
If b1, then (, 1, 2, 0) with 2 = 1 is a SDC for  over K and R(2) = 1
k
.
In both cases, we have &() = 3.
Remark 3.2. In [6], for the above theorem we assumed that the minimum -value
over K is bigger than or equal to 3/N . But this assumption is actually unnecessary.
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Proposition 3.3. In addition to the conditions for Theorem 3.1, we assume that 1 =
NL/M(), and set 0 = NL/K(). Let (, 1, . . .) be a SDC for  over K. Then the
next element 1 can be taken as follows:
(1) For k = mb with b1, suppose that 1 and 0 satisfy
v(m
b
1 − 0) > mb R() = 1+
1
m
+ 1
m2
+ · · · + 1
mb+1
. (3.1)
Then 1 can be taken as any solution to the equation
f0,b(X) = Xm
b + (−1)b0Xmb−1+mb−2+···+m+1 + (−1)b−10Xmb−1+mb−2+···+m
+(−1)b−20Xmb−1+mb−2+···+m2 + · · · + (−1)0Xmb−1 − 0 = 0.(3.2)
In this case, for any conjugate ′1 of 1 over K with ′1 = 1, we have
v(1 − ′1) =
1
mb−1(m− 1) and d(K(1)/K) = m
b +mb−1 + · · · +m.
(2) For k = mbt with 1 < t < m and b0, suppose that 1 and 0 satisfy
v(k1 − 0) > mb t R() = 1+
1
m
+ 1
m2
+ · · · + 1
mb+2
. (3.3)
Then 1 can be taken as any solution to the equation
fj0,b+1(X) = X
mb+1 + (−1)b+1j0Xm
b+mb−1+···+m+1 + (−1)bj0Xm
b+mb−1+···+m
+(−1)b−1j0Xm
b+mb−1+···+m2 + · · · + (−1)j0Xm
b − j0 = 0, (3.4)
where j = m/t .
In this case, for any conjugate ′1 of 1 over K with ′1 = 1, we have
v(1 − ′1) =
1
t (m− 1)mb−1 .
Also if  is a prime element of K(1), then for any conjugate ′ of  over K with
′ =  we have
v(− ′) = 1
mb(m− 1) and d(K(1)/K) = m
b+1 +mb + · · · +m.
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Proof. The proof becomes easier for the case char(K) = p as we shall see from now,
so we assume that char(K) = 0.
(1) From Theorem 3.1(1), we know
R() = 1
k
+ 1
N
+ m
b−1 +mb−2 + · · · +m+ 1
N mb
.
Let 1 be a solution to Eq. (3.2), and consider I = v(( − 1)mb). Since deg(1)
<deg(), from Remark 2.2(3) we have
I = mbv(− 1)mbR() = 1+ 1
m
+ 1
m2
+ · · · + 1
mb+1
< 2. (3.5)
So
I = v(mb − mb1 + A) = v(m
b − mb1 ),
as v(A)2. Hence by using (3.2)
I = v(mb1 (1+ )m
b + {(−1)b0mb−1+mb−2+···+m+11 + · · · + (−1)0m
b−1
1 − 0}).
Now
v(m
b
1 (1+ )m
b
) = v(mb1 (1+ m
b + B)) = v(mb1 (1+ m
b
)),
as v(m
b
1 B)2, so
I = v((mb1 − 0)+ (m
b
1 − 0)m
b + 0(mb − mb−11 )+ 0m
b−1
1
+{(−1)b0mb−1+mb−2+···+m+11 + · · · + (−1)0m
b−1
1 }). (3.6)
Now
v(m
b − mb−11 ) = v((m − 1)m
b−1 + C)
with v(C)1+ 1
m
. Also from Lemma 2.7
v(m − 1) 1
mb
(
1+ p − 1
m
)
,
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so
v(m
b − mb−11 )
1
m
(
1+ p − 1
m
)
 1
m
+ 2
m2
. (3.7)
Hence from (3.7) together with the assumption (3.1), the terms mb1 −0, (m
b
1 −0)m
b
and 0(m
b − mb−11 ) can be eliminated in (3.6), and we obtain
I = v(0mb−11 + (−1)b0m
b−1+mb−2+···+m+1
1 + · · · + (−1)0m
b−1
1 )
= 1+ v(mb−11 + (−1)bm
b−1+mb−2+···+m+1
1 + · · · + (−1)m
b−1
1 ).
Next set
J = v((mb−11 + (−1)bm
b−1+mb−2+···+m+1
1 + · · · + (−1)m
b−1
1 )
m),
so I = 1+ 1
m
J . Then as before we have
J = v(mb1 + (−1)bm
b+mb−1+···+m
1 + · · · + (−1)m
b
1 +D) with v(D)2.
From (3.5) we know that J1+ 1
m
+ 1
m2
+ · · · + 1
mb
. Thus the term D drops, and by
using (3.2) again
J = v((mb1 − 0)+ 0 + {(−1)bm
b−1+mb−2+···+m
1 + · · · + (−1)2m
b−1
1 + (−1)}
×{−(−1)b0mb−1+mb−2+···+m+11 − · · · − (−1)0m
b−1
1 + 0}). (3.8)
Now, by multiplying terms out in the right-hand side of (3.8), we have
{(−1)bmb−1+mb−2+···+m1 + · · · + (−1)2m
b−1
1
+(−1)}{(−1)b+10mb−1+mb−2+···+m+11 + · · · + 0m
b−1
1 + 0}
= −0 + (−1)b0mb−1+mb−2+···+m+11 + (terms with 02m
b−1
1 ).
Hence from this and (3.1) we ﬁnd that the smallest valuation in J comes from the term
(−1)b0mb−1+mb−2+···+m+11 , so
J = v((−1)b0mb−1+mb−2+···+m+11 ) = 1+
mb−1 +mb−2 + · · · +m+ 1
mb
.
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Hence
I = 1+ 1
m
J = 1+ 1
m
+ 1
m2
+ · · · + 1
mb+1
= mbR(),
so v(− 1) = R(). Since deg 1 = mb = k, (, 1, 0) is a SDC for  over K.
Let us denote the polynomial f0,b(X) in (3.2) by f (X) for simplicity. Then since
1 is a prime element of K(1), from (2.2) we have
d(K(1)/K) = mb · v(f ′(1))
= mbv((−1)b0(mb−1 +mb−2 + · · · +m+ 1)× mb−1+mb−2+···+m1 )
= mb +mb−1 + · · · +m.
Now to compute the 1-values, let us set
c = min{v(1 − ′1) | ′1 is a conjugate of 1 over K}.
Then we know that c(mb − 1)mbd(K(1)/K) = mmb−1m−1 , so
c 1
mb−1(m− 1) . (3.9)
Here the equality holds only if c is the only 1-value over K.
Take a conjugate ′1 such that c = v(1 − ′1). Then we have by using the deﬁning
equation f (X) = 0 for 1 and ′1
mb c = v((1 − ′1)m
b
) = v(mb1 − ′m
b
1 + A˜) = v(m
b
1 − ′m
b
1 )
= v((−1)b0(mb−1+mb−2+···+m+11 − ′m
b−1+mb−2+···+m+1
1 )
+(−1)b−10(mb−1+mb−2+···+m1 − ′m
b−1+mb−2+···+m
1 )
+ · · · + (−1)0(mb−11 − ′m
b−1
1 )), (3.10)
where A˜ drops because mb c m
m−1 by (3.9) and v(A˜)2.
We claim that
(*) v(d1 − ′d1 ) = c +
d − 1
mb
, where d = mb−1 +mb−2 + · · · +m+ 1 (3.11)
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and
(**) for j with b − 1j1
v(m
b−1+···+mj
1 − ′m
b−1+···+mj
1 ) = mjc +
mb−1 + · · · +mj+1
mb
. (3.12)
These can be proved similarly to (*) and (**) in the proof of Lemma 2.10, as v(1 −
′1) = v(1 − + − ′ + ′ − ′1)R() > 1mb .
Thus from (3.11) and (3.12)
mbc = mbv(1 − ′1)1+min
{
c + m
b−1 +mb−2 + · · · +m
mb
,mc
+m
b−1 +mb−2 + · · · +m2
mb
, . . . , mb−1c
}
.
If we denote this minimum by mic + mb−1+···+mi+1
mb
with 0 ib − 1, then
mbc1+mic + m
b−1 + · · · +mi+1
mb
,
which implies that
c 1
mb−1(m− 1) .
Hence c = 1
mb−1(m−1) , and this is the only 1-value over K.
(2) Suppose that k = mb t . So N = mb+1t , and the degree of the next element of 
in a SDC is mb+1 by Theorem 3.1(2).
Let 1 be a solution to Eq. (3.4). Then we know from Remark 2.2(3) that v( −
1)R(). Hence if we consider I = v((− 1)mb+1), then
I = mb+1v(− 1)mb+1R() = j + 1
t
+ 1
mt
+ · · · + 1
mb+1t
< j + 1. (3.13)
Now since v() = v(1) = jmb+1 ,
I = v(mb+1 − mb+11 + A) with v(A)1+ j.
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Hence A can be eliminated, and by using the deﬁning Eq. (3.4) for 1 we have
I = v(mb+11 (1+ )m
b+1 + (−1)b+1j0m
b+mb−1+···+m+1
1
+(−1)bj0m
b+mb−1+···+m
1 + · · · + (−1)j0m
b
1 − j0).
Here v(mb+11 (1+)m
b+1
) = v(mb+11 +m
b+1
1 
mb+1+B) with v(B)j +1. So B drops,
and
I = v((mb+11 − j0)+ (m
b+1
1 − j0)m
b+1 + j0(m
b+1 − mb1 )+ j0m
b
1
+(−1)b+1j0m
b+mb−1+···+m+1
1 + (−1)bj0m
b+mb−1+···+m
1
+ · · · + (−1)j0m
b
1 ). (3.14)
Now
v(m
b+1
1 − j0) = v((k1 − 0)j + C)min{j · v(k1 − 0), 1+ j}.
From the assumption (3.3) we have j · v(k1 − 0) > mb+1R(), so
v(m
b+1
1 − j0) > mb+1 · R(). (3.15)
Also we have v(j0(m
b+1 − mb1 )) = j + v((m− 1)m
b +D) with v(D)1+ mb
k
, and
from Lemma 2.7
v((m − 1)mb) = mb · v(m − 1)mb 1
k
(
1+ p − 1
m
)
= 1
t
+ p − 1
mt
 1
t
+ 2
mt
.
Hence the ﬁrst, the second and the third terms in the right-hand side of (3.14) can be
eliminated, and we have
I = j + v(mb1 + (−1)b+1m
b+mb−1+···+m+1
1 + · · · + (−1)m
b
1 ).
Let set
J = v((mb1 + (−1)b+1m
b+mb−1+···+m+1
1 + · · · + (−1)m
b
1 )
m),
so I = j + 1
m
J . Then
J = v(mb+11 + (−1)b+1(m
b+mb−1+···+m+1)m
1 + · · · + (−1)m
b+1
1 + E)
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with v(E)1+ j . Since by (3.13) Jj + 1
t
+ 1
mt
+ · · ·+ 1
mbt
< j + 1, the term E can
be eliminated. Hence by using (3.4) again
J = v(mb+11 + {(−1)b+1m
b+mb−1+···+m
1
+(−1)bmb+mb−1+···+m21 + · · · + (−1)2m
b
1 + (−1)}
×{−(−1)b+1j0m
b+mb−1+···+m+1
1 − (−1)bj0m
b+mb−1+···+m
1 − (−1)b−1
×j0m
b+mb−1+···+m2
1 − · · · − (−1)j0m
b
1 + j0})
= v((mb+11 − j0)+ (−1)b+1j0m
b+mb−1+···+m+1
1 + (terms with j02m
b
1 )).
Now from (3.15) mb+11 − j0 drops, and we obtain
J = v((−1)b+1j0m
b+mb−1+···+m+1
1 ) = j +
mb +mb−1 + · · · +m+ 1
k
.
Hence
I = j + 1
m
J = j + 1
t
+ 1
mt
+ · · · + 1
mb+1t
= mb+1R(),
so v( − 1) = R() as required. We note that 1 ∈ Ksep and (3.4) is the minimal
polynomial of 1 over K, since the next element  in a SDC for  over K is of minimal
degree with v(− ) = R() in general, and we know that deg() = mb+1.
Next we compute d(K(1)/K). We do the similar computation to that of Proposition
2.15. Let us set x = − 1, so
v(x) = R() set= r
m2b+2t
, where r = mb+2 +mb+1 +mb + · · · +m+ 1.
Take a prime element  of L(1). By considering a conjugate x′ of x over K(1), we
have by (2.6)
v(x − x′) = v(− ′) = 1
k
+ v(− ′) = v(− ′)+ r − 1
m2b+2t
(cf. (2.10)). Hence by summing up over all the conjugates x′ over K(1) with x′ = x
and multiplying N, we obtain
m(N − 1)+ d(L/K) = 1
mb+1
d(L(1)/K(1))+ r − 1
mb+1
(N − 1). (3.16)
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Next consider a conjugate x′ over L. Since v(1 − ′1) = v((1 − ) + ( − ′) +
(′ − ′1))R() > v(1), by applying Lemma 4.3 in [6] we ﬁnd that
v(x − x′) = v(1 − ′1) = v(− ′)+
r − 1
m2b+2t
.
Thus
X1
set=
∑
′1 over K
′1 =1
v(1 − ′1) =
∑
′ over L
′ =
v(− ′)+ r − 1
m2b+2t
(mb+1 − 1).
Hence we have
Nmb+1X1 = d(L(1)/L)+ (r − 1)(mb+1 − 1). (3.17)
On the other hand, the following holds:
d(L(1)/K) = N · d(K(1)/K)+ d(L(1)/K(1))
= d(L(1)/L)+mb+1d(L/K). (3.18)
Hence by substituting (3.16) and (3.17) into (3.18), we get
N · d(K(1)/K) = Nmb+1X1 +N(mb+1 +mb + · · · +m)
−(m2b+3 +m2b+2 + · · · +mb+3). (3.19)
Now we need to compute X1. In order for that, let us consider the minimal polyno-
mial of 1 over K given by (3.4), and set g(X) = fj0,b+1(X) for simplicity. Then
X1 = v(g′(1)) = v(mb+1mb+1−11 + (−1)b+1
×j0(mb +mb−1 + · · · +m+ 1)m
b+mb−1+···+m
1
+(−1)bj0(mb +mb−1 + · · · +m)m
b+mb−1+···+m−1
1 + · · · + (−1)j0mbm
b−1
1 ).
In the right-hand side,
v(mb+1m
b+1−1
1 ) b + 1+ m
b+1−1
mbt
> j + 1 if b > 0,
and
1+ j − 1
t
> j if b = 0.
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Also
v((−1)bj0(mb +mb−1 + · · · +m)m
b+mb−1+···+m−1
1
+ · · · + (−1)j0mbm
b−1
1 ) > j + 1,
but
v((−1)b+1j0(mb +mb−1 + · · · +m+ 1)m
b+mb−1+···+m
1 )
= j + m
b +mb−1 + · · · +m
mbt
< j + 1 if b > 0,
= j if b = 0.
Hence in both cases we ﬁnd that
X1 = v((−1)b+1j0(mb +mb−1 + · · · +m+ 1)m
b+mb−1+···+m
1 )
= j + m
b +mb−1 + · · · +m
mbt
. (3.20)
Hence from (3.19) and (3.20) we obtain
d(K(1)/K) = mb+1 +mb + · · · +m.
Next we compute the 1-values over K. So let us set
c˜ = min{v(1 − ′1) | ′1 is a conjugate of 1 over K}.
Since X1 =
∑
′1 over K
′1 =1
v(1 − ′1), from (3.20) we have
(mb+1 − 1) c˜  j + m
b +mb−1 + · · · +m
mbt
,
so
c˜  1
t (m− 1)mb−1 .
Note that the equality holds only if c˜ is the only 1-value over K.
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Let us take ′1 with v(1 − ′1) = c˜, so
v((1 − ′1)m
b+1
) = mb+1 c˜  m
2
t (m− 1) .
Now v((1−′1)m
b+1
) = v(mb+11 −′m
b+1
1 + A˜) with v(A˜)1+ m
b+1
mbt
= 1+ m
t
> m
2
t (m−1) .
Hence the term A˜ can be eliminated, and by using the deﬁning equation g(X) = 0 for
1 and ′1
v((1 − ′1)m
b+1
)
= v(mb+11 − ′m
b+1
1 ) = v((−1)b+1j0′m
b+mb−1+···+m+1
1 + · · · + (−1)j0′m
b
1
−{(−1)b+1j0m
b+mb−1+···+m+1
1 + · · · + (−1)j0m
b
1 })
= j + v((−1)b+1(′mb+mb−1+···+m+11 − m
b+mb−1+···+m+1
1 )
+(−1)b(′mb+mb−1+···+m1 − m
b+mb−1+···+m
1 )+ · · · + (−1)(′m
b
1 − m
b
1 )).
Now as (3.11) and (3.12) we can show that
v(′m
b+···+ml
1 − m
b+···+ml
1 ) = ml
(
c˜ + m
b−l + · · · +m
mb t
)
and
v(′m
b+mb−1+···+m+1
1 − m
b+mb−1+···+m+1
1 ) = c˜ +
mb +mb−1 + · · · +m
mbt
.
Thus
mb+1c˜ = v((1 − ′1)m
b+1
)j +min
{
c˜ + m
b +mb−1 + · · · +m
mbt
, m c˜
+m
b +mb−1 + · · · +m2
mbt
, . . . , mb c˜
}
.
From this we conclude that
c˜  1
t (m− 1)mb−1 .
Thus c˜ = 1
t (m−1)mb−1 , and this is the only 1-value over K.
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Next to compute the -values over K for  a prime element of K(1), let us set
c = min{v(− ′) | ′ is a conjugate of  over K }.
From c(mb+1 − 1)mb+1d(K(1)/K) = mmb+1−1m−1 , we see that
c 1
mb(m− 1) .
Here, the equality holds only if c is the only -value over K.
Since v(1) = jmb+1 , we set
1 =  · j with some unit  in K(1).
Take a conjugate ′ such that v(− ′) = c. Then
1 − ′1 = j − ′′j = (j − ′j )+ ′j (− ′).
Here v(j − ′j ) = v((− ′)j + B˜) with v(B˜)1+ j
mb+1 . But v((− ′)j ) = jc < 1,
so we have
v(j − ′j ) = v((− ′)j ) = jc.
Also it is easy to see that v(− ′)v(− ′) = c. Hence
c˜ = v(1 − ′1)min
{
jc,
j
mb+1
+ c
}
.
If we assume that c˜ j
mb+1 + c, then
c  j
mb+1(m− 1) <
1
mb+1
= v(),
a contradiction.
Hence c˜ = jc, so c = 1
mb(m−1) and this is the only -value over K. 
Remark 3.4. From Lemma 2.7, the assumption (3.1) is satisﬁed for b = 1, and also
the assumption (3.3) is satisﬁed for b = 0. In fact, we have a stronger result than
Lemma 2.7, and (3.1) and (3.3) are both satisﬁed, when M is Galois over K (cf. [7,
Lemma 2.9]).
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Now we will consider towers of ﬁelds
K ⊂ K1 ⊂ K2 ⊂ · · · , M ⊂ M1 ⊂ M2 ⊂ · · · and L ⊂ L1 ⊂ L2 ⊂ · · ·
for  = 1 + 1 as in the last part of §2 (cf. §1, Fig. 1). We note that in this case
the assumptions (a) and (b) before Proposition 2.15 are satisﬁed.
First we treat the case (1), i.e., assume that
k1 = mb with b1,
and set
Sm,b(X)
= X
mb
(−1)b+1Xmb−1+mb−2+···+m+1 + (−1)bXmb−1+mb−2+···+m + · · · + (−1)2Xmb−1 + 1 .
From Proposition 3.3(1), the next element 1 of  in a SDC can be taken as a solution
to
Sm,b(X) = 0.
Also since NK(1)/K(1) = 0, 1 is in the norm group N(L(1)/K(1)) from Lemma
2.17. So take a prime element 1 of L(1) such that
1 = NL(1)/K(1)(1)
and consider B1 = 1,1 + 1,11, where 1,1 = NL(1)/M(1)(1). Also set A1 = 1,
L1 = L(1), M1 = M(1) and K1 = K(1). If 1,1 and A1 satisfy the condition (3.1)
replaced 1, 0 and K by 1,1, A1 and K1, respectively, i.e.,
vK1(
mb
1,1 − A1) > mb · RK1(B1) = mb · R(),
then the next element A2 to B1 in a SDC for B1 over K1 can be taken as a solution
to the equation Sm,b(X) = A1. Then again we know that
A2 ∈ N(L1(A2)/K1(A2)),
so let a prime element 2 of L1(A2) satisfy
A2 = NL1(A2)/K1(A2)(2).
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Set L2 = L1(A2), M2 = M1(A2), K2 = K1(A2) and B2 = 2,1 + 2,12, where
2,1 = NL2/M2(2).
If 2,1 and A2 satisfy the condition (3.1) replaced 1, 0 and K by 2,1, A2 and
K2, respectively, i.e.,
vK2(
mb
2,1 − A2) > mb · RK2(B2) = mb · R(),
then the next element A3 to B2 in a SDC for B2 over K2 can be taken as a solution
to the equation Sm,b(X) = A2.
By continuing this process, if the corresponding condition to (3.1) is satisﬁed at each
stage, we get elements A1, A2,. . ., and ﬁelds L1, L2,. . ., M1, M2, . . . and K1, K2,. . .
such that Aj is a solution to the equation
(
Sm,b
)j
(X)
def= Sm,b ◦ · · · ◦ Sm,b︸ ︷︷ ︸
j times
(X) = 0 with Sm,b(Aj ) = Aj−1
and
Lj = Lj−1(Aj ), Mj = Mj−1(Aj ) and Kj = Kj−1(Aj ).
Then we have the following:
Proposition 3.5. Let Aj , Lj , Mj and Kj be as above, assuming that the corresponding
condition to (3.1) is satisﬁed at each stage. Then
(i) Lj = Kj(), Mj = Kj(1) and Kj = K(Aj ) . Lj/Kj is a totally ramiﬁed Galois
extension such that Gal(Lj/Kj ) ∼= Gal(L/K) .
(ii) Kj/K is totally ramiﬁed of degree mjb, and d(Kj/K) = mjb +mjb−1
+ · · · +m2 +m = mm
jb − 1
m− 1 .
(iii) Aj has only one Aj -value over K, which is 1
mjb−1(m− 1) .
Proof. (i) Since Aj is a prime element of Kj and Kj/K is totally ramiﬁed, we have
Kj = K(Aj ).
As for Lj , we can show inductively that
Lj = Lj−1(Aj ) = Kj−1()(Aj ) = Kj().
Similarly, we have
Mj = Mj−1(Aj ) = Kj−1(1)(Aj ) = Kj(1).
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Also from the observation just before Proposition 2.15, the statement for Lj/Kj is
true.
(ii) Each Kj/Kj−1 is totally ramiﬁed of degree mb, so Kj/K is also totally ramiﬁed
and its degree is mjb. As for d(Kj/K), we show it by induction on j.
For j = 1, from Proposition 3.3(1) we know that d(K1/K) = mb+mb−1+· · ·+m.
Suppose that it holds for j. Then since
d(Kj+1/K) = d(Kj+1/Kj )+mb · d(Kj/K)
and d(Kj+1/Kj ) = mb +mb−1 + · · · +m, it holds also for j + 1.
(iii) This will be shown again by induction on j.
For j = 1, from Proposition 3.3(1) it holds.
As for j2, assume that it holds for j − 1. Let us set
c = min{v(Aj − A′j ) | A′j is a conjugate of Aj over K }.
Then we have
c (mjb − 1)mjb  d(Kj/K) = mm
jb − 1
m− 1 ,
so
c  1
mjb−1(m− 1) .
We note that the equality holds only if c is the only Aj -value over K.
Take a conjugate A′j such that v(Aj − A′j ) = c. Then v((Aj − A′j )m
b
) = v(Ambj −
A
′mb
j + A) with v(A)1+ m
b
mjb
. Since
v((Aj − A′j )m
b
) = mbc m
b
mjb−1(m− 1) < 1,
the term A drops. Hence by using equations that Aj and A′j satisfy, we have
mb c = mbv(Aj − A′j ) = v(Am
b
j − A′m
b
j )
= v({(−1)bA′j−1A′m
b−1+mb−2+···+m+1
j + · · · + (−1)A′j−1A′m
b−1
j − A′j−1}
−{(−1)bAj−1Amb−1+mb−2+···+m+1j + · · · + (−1)Aj−1Am
b−1
j − Aj−1})
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= v((−1)b(A′j−1A′m
b−1+mb−2+···+m+1
j − Aj−1Am
b−1+mb−2+···+m+1
j )+ · · ·
+(−1)(A′j−1A′m
b−1
j − Aj−1Am
b−1
j )− (A′j−1 − Aj−1)).
Suppose that A′j−1 − Aj−1 = 0. Then we claim that
(*) v(A′j−1A′dj − Aj−1Adj ) =
1
m(j−1)b
+ c + d − 1
mjb
, where d = mb−1 +mb−2 + · · · +
m+ 1, and
(**) for l with 1 lb − 1
v(A′j−1A
′mb−1+···+ml
j − Aj−1Am
b−1+···+ml
j ) =
1
m(j−1)b
+ml c + m
b−1 + · · ·ml+1
mjb
.
As for (*), we have
A′j−1A′dj − Aj−1Adj = (A′j−1 − Aj−1)A′dj + Aj−1(A′dj − Adj ).
Now, similar to (*) in the proof of Lemma 2.10 or (3.11) we can show that
v(Aj−1(A′dj − Adj )) =
1
m(j−1)b
+ c + d − 1
mjb
. (3.21)
Also by the induction hypothesis
v((A′j−1 − Aj−1)A′dj ) =
1
m(j−1)b−1(m− 1) +
d
mjb
. (3.22)
By comparing two values (3.21) and (3.22), we ﬁnd that
v(A′j−1A′dj − Aj−1Adj ) =
1
m(j−1)b
+ c + d − 1
mjb
as claimed.
As for (**), similarly we have by setting t = mb−1 + · · · +ml
A′j−1A′tj − Aj−1Atj = (A′j−1 − Aj−1)A′tj + Aj−1(A′tj − Atj ).
Now we can show analogously to (**) in the proof of Lemma 2.10 or (3.12) that
v(A′tj − Atj ) = ml c +
mb−1 + · · · +ml+1
mjb
,
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so
v(Aj−1(A′tj − Atj )) =
1
m(j−1)b
+ml c + m
b−1 + · · · +ml+1
mjb
. (3.23)
Also
v((A′j−1 − Aj−1)A′tj ) =
1
m(j−1)b−1(m− 1) +
t
mjb
. (3.24)
By comparing two values (3.23) and (3.24) we ﬁnd that
v(A′j−1A′tj − Aj−1Atj ) ==
1
m(j−1)b
+ml c + m
b−1 + · · ·ml+1
mjb
as claimed.
Hence we have
mb c  min
{
1
m(j−1)b
+ c + m
b−1 +mb−2 + · · · +m
mjb
,
1
m(j−1)b
+mc
+m
b−1 +mb−2 + · · · +m2
mjb
, . . . ,
1
m(j−1)b
+mb−1c, 1
m(j−1)b−1(m− 1)
}
. (3.25)
For the case A′j−1 = Aj−1, similarly we have
mb c  min
{
1
m(j−1)b
+ c + m
b−1 +mb−2 + · · · +m
mjb
,
1
m(j−1)b
+mc
+m
b−1 +mb−2 + · · · +m2
mjb
, . . . ,
1
m(j−1)b
+mb−1c
}
. (3.26)
If we assume that
c <
1
mjb−1(m− 1) ,
then the minimum in the right-hand side of (3.25) or (3.26) is attained at
1
m(j−1)b
+mb−1 c. So, we must have mbc = 1
m(j−1)b + mb−1c in both cases, which
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leads to c = 1
mjb−1(m−1) , a contradiction. Hence
c = 1
mjb−1(m− 1) ,
and this is the only Aj -value over K. 
Theorem 3.6. Under the same notations and assumptions as in Proposition 3.5, set
L =⋃∞j=1 Lj and K =⋃∞j=1Kj . Then the following hold:
(i) L = K() and L/K is a Galois extension with
Gal(L/K) ∼= Gal(L/K).
(ii) For any positive integer n, N(Kn/K) = K×, so K∩Kab = K , where Kab denotes
the maximal abelian extension of K.
(iii) For any positive integer n,
K(w) ⊃ Kn if w > 1
m− 1 ,
and
K(w) ∩Kn = K if − 1w 1
m− 1 ;
So
c(Kn/K) = c (K/K) = m
m− 1 .
(iv) This K can be taken isomorphically over K for any extension L˜/K of the same type.
Namely, if L˜/K is a totally ramiﬁed Galois extension and M˜ is an intermediate
ﬁeld, L˜ ⊃ M˜ ⊃ K , such that
[L˜ : M˜] = m and [M˜ : K] = k = mb,
then by choosing a suitable prime element ˜ of L˜ and setting ˜ = ˜1 + ˜1˜ with
˜1 = NL˜/M˜(˜), the corresponding ﬁeld K˜ for ˜ is isomorphic to K over K. Here,
we need to assume that the corresponding condition to (3.1) is also satisﬁed for
this ˜ at each stage.
Proof. (i) It is obvious that L = K() from Proposition 3.5(i).
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Now take the minimal polynomial g(X) for  over K. Since g(X) ∈ K[X], there
exists l ∈ N such that g(X) ∈ Kl[X]. Now Ll = Kl() and [Ll : Kl] = N imply that
deg(g) = N . Hence [L : K] = N , and L/K is a Galois extension such that
Gal(L/K) ∼= Gal(L/K).
(ii) In order to prove N(Kn/K) = K×, it sufﬁces to show that N(K1/K) = K×.
Let us consider the equation f0,b(X) = 0 that 1 satisfy. Then, we know that from
Proposition 3.3(1) 1 has only one 1-value over K, which is 1mb−1(m−1) .
Take a principal unit u in K, and consider the equation
f0u,b(X) = 0.
Then from Lemma 2.10, we know that there exists a solution  to the equation
f0u,b(X) = 0 such that K(1) = K(). Since 0u = NK(1)/K() and 0 = NK(1)/K(1),
we obtain that
u ∈ N(K(1)/K), so U1(K) ⊂ N(K1/K).
Let q denote a number of elements in the residual ﬁeld of K. As in the proof of
Lemma 2.9, we see that q−1 ⊂ N(K1/K).
Hence we have
N(K1/K) = K×, so N(Kn/K) = K×.
Also from this we ﬁnd that
Kn ∩Kab = K for any n.
We note that this can be also shown by using the Hasse–Arf theorem that all the jumps
in the ﬁltration {G(i)(F/K)}i for a ﬁnite abelian extension F/K are integers (cf. [9,
IV §3]). From (iii) we know that c(Kn/K) is only mm−1 .(iii) To compute c(Kn/K), we use Proposition 2.12. If we apply it to Kn/K , we
have
a(Kn/K) = d(Kn/K) and e(Kn/K) = [Kn : K] = mnb.
Let K ⊂= M1 ⊂= · · · ⊂= Ml ⊂= Kn be all the subﬁelds which appear as Kn ∩K(w),
and set [Kn : Mj ] = sj for each j. Then there exist real numbers a1, a2, . . . , al, al+1
such that −1 < a1 < a2 < · · · < al < al+1,
Kn ∩K(w) = K for −1wa1,
Kn ∩K(w) = Mj for aj < waj+1 with j = 1, 2, . . . , l
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and
Kn ∩K(w) = Kn for al+1 < w.
We note that c(Kn/K) = al+1 + 1.
Assume that l1. Then from Proposition 2.12 we have
d(Kn/K)
= mnb
{∫ a1
−1
(
1− 1
mnb
)
dw +
∫ a2
a1
(
1− 1
s1
)
dw + · · · +
∫ al+1
al
(
1− 1
sl
)
dw
}
= mnb
{(
1− 1
mnb
)
+
(
1
s1
− 1
mnb
)
a1 +
(
1
s2
− 1
s1
)
a2
+ · · · +
(
1− 1
sl
)
al+1
}
. (3.27)
Now consider Ml/K . Then we have
Ml ∩K(w) = Kn ∩K(w) = Mi for ai < wai+1 with i l − 1,
and
Ml ∩K(w) = Ml for w > al.
Hence
d(Ml/K) = m
nb
sl
∫ ∞
−1
(
1− 1[Ml : Ml ∩K(w)]
)
dw
= m
nb
sl
{∫ a1
−1
(
1− 1
mnb/sl
)
dw +
∫ a2
a1
(
1− 1
s1/sl
)
dw
+ · · · +
∫ al
al−1
(
1− 1
sl−1/sl
)
dw
}
= m
nb
sl
− 1+mnb
{(
1
s1
− 1
mnb
)
a1 + · · · +
(
1
sl−1
− 1
sl−2
)
al−1
+
(
1
sl
− 1
sl−1
)
al
}
. (3.28)
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On the other hand, from Proposition 3.5(iii) An has only one An-value over K which
is 1
mnb−1(m−1) , so by applying Lemma 2.8 we ﬁnd that [Ml : K] is a power of m, and
d(Ml/K) = m
m− 1
(
mnb
sl
− 1
)
. (3.29)
Hence by substituting (3.28) into (3.27) and using (3.29), we have
d(Kn/K) = m(m
nb − 1)
m− 1 = m
nb
(
1− 1
mnb
)
+ d(Ml/K)
−
(
mnb
sl
− 1
)
+mnb
(
1− 1
sl
)
al+1
= m
m− 1
(
mnb
sl
− 1
)
+mnb
(
1− 1
sl
)
(al+1 + 1).
Hence from this we ﬁnd that al+1 = 1m−1 . Then since a1 < · · · < al < 1m−1 , from(3.27) we have
d(Kn/K) < m
nb − 1+mnb
{(
1
s1
− 1
mnb
)
+ · · · +
(
1
sl
− 1
sl−1
)
+
(
1− 1
sl
)}
1
m− 1
= m(m
nb − 1)
m− 1 = d(Kn/K),
a contradiction.
Hence we conclude that l = 0. So from (3.27) we ﬁnd that a1 = 1m−1 , which means
Kn ∩K(w) = K for − 1w 1m−1 ,
and
K(w) ⊃ Kn for w > 1
m− 1
and
c(Kn/K) = m
m− 1 .
Thus
K ∩K(w) = K for − 1w 1
m−1
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and
K(w) ⊃ K for w > 1
m− 1 ,
so c (K/K) = m
m−1 .(iv) First, we note that if we construct a different series of elements A′1, A′2, . . . such
that A′1 is a solution to Sm,b(X) = 0 and
A′j is a solution to Sm,b(X) = A′j−1 for each j2,
then K(An) and K(A′n) are isomorphic over K. This is because An and A′n are both
solutions to
(
Sm,b
)n
(X) = 0.
Next, we show that if we start with a solution B1 to
Sm,b(X) = 0 u for some u ∈ U1(K)
and construct a series of elements B1, B2, . . . by taking a solution Bj to the equation
Sm,b(X) = Bj−1 for each j, then K(Bn) and K(An) are isomorphic over K.
From Lemma 2.10, there exists a solution B ′1 to Sm,b(X) = 0 u such that
K(A1) = K(B ′1) and B ′1 = A1v1 with some v1 ∈ U1(K(A1)).
Since K(B1) and K(B ′1) are conjugate over K, so are K(A1) and K(B1).
Next consider equations
Sm,b(X) = A1 and Sm,b(X) = B ′1 = A1v1 over K(A1).
Then again by Lemma 2.10 there exists a solution B ′2 to Sm,b(X) = B ′1 such that
K(A2) = K(B ′2) and B ′2 = A2v2 with some v2 ∈ U1(K(A2)).
Here K(B2) and K(B ′2) are conjugate as noted above, so are K(A2) and K(B2).
Next consider equations
Sm,b(X) = A2 and Sm,b(X) = B ′2 = A2v2 over K(A2).
Again there exists a solution B ′3 to the equation Sm,b(X) = B ′2 such that
K(A3) = K(B ′3) and B ′3 = A3v3 with some v3 ∈ U1(K(A3)).
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Then K(A3) and K(B3) are conjugate over K. By continuing this process, we ﬁnd that
for any n, K(An) and K(Bn) are conjugate over K.
Now, consider any totally ramiﬁed Galois extension L˜/K with an intermediate ﬁeld
M˜ of the same type as L/K , so [L˜ : M˜] = m and [M˜ : K] = k. From Lemma 2.9,
we can ﬁnd a prime element ˜0 of K such that
˜0 ∈ 0 U1(K) ∩N(L˜/K).
So let’s take a prime element ˜ of L˜ such that
N
L˜/K
(˜) = ˜0 and set ˜ = ˜1 + ˜1˜,
where ˜1 = NL˜/M˜(˜). Then the next element ˜1 of ˜ in a SDC for ˜ over K can be
taken as a solution to the equation
Sm,b(X) = ˜0 = 0 u with some u ∈ U1(K).
So from the above observation, we conclude that the ﬁeld K˜ obtained for ˜ is isomor-
phic to K over K, and this completes the proof. 
Remark 3.7. In the above construction, Kn is obtained by adding a solution An of
(Sm,b)
n(X) = 0 to K compatibly chosen as Sm,b(An) = An−1. Here, the deﬁning
equation is completely determined by a prime element 0 of K. And as seen from the
proof of (iv), we can ﬁx a prime element 0 and use it to construct K for all such
extensions. In this sense, K seems to be quite a basic object for the type of extensions
L/K with [L : M] = m and [M : K] = mb.
If we restrict ourselves to those extensions L/K that have only one proper higher
ramiﬁcation group with the prescribed index and order, then K may be a very important
ﬁeld to study all those extensions.
Next we consider the case (2), i.e.,
k = mb t with 1 < t < m and b0.
As in the case (1), we will construct a tower of ﬁelds
K ⊂ K1 ⊂ K2 ⊂ · · · , M ⊂ M1 ⊂ M2 ⊂ · · · and L ⊂ L1 ⊂ L2 ⊂ · · ·
such that Ki ⊂ Mi ⊂ Li and Li+1/Ki+1 is obtained from Li/Ki as L(1)/K(1) was
from L/K . Namely, we take a prime element i of Li , and set
i,1 = NLi/Mi (i ) and i,0 = NLi/Ki (i ).
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Here we put 0 = , 0,1 = 1 and 0,0 = 0. Also set Bi = i,1+i,1i , and consider
a SDC for Bi over Ki .
If i,1 and i,0 satisfy the condition (3.3) replaced 1, 0 and K by i,1, i,0 and
Ki , respectively, i.e.,
vKi (
k
i,1 − i,0) > mb t · RKi (Bi) = 1+
1
m
+ 1
m2
+ · · · + 1
mb+2
,
then as the next element Ai+1 to Bi in a SDC for Bi over Ki we can take a solution
to
Sm,b+1(X)
= X
mb+1
(−1)b+2Xmb+mb−1+···+m+1 + (−1)b+1Xmb+mb−1+···+m + · · · + (−1)2Xmb + 1
= (i,0)j ,
which is obtained from (3.4) replaced j0 by (i,0)j , where j = mt as before.
Set
Li+1 = Li(Ai+1), Mi+1 = Mi(Ai+1) and Ki+1 = Ki(Ai+1).
Then we have the following:
Proposition 3.8. Let Ai , Li , Mi and Ki be as above, assuming that the corresponding
condition to (3.3) is satisﬁed at each stage. Then
(i) Li = Ki() and Mi = Ki(1) . Li/Ki is a totally ramiﬁed Galois extension such
that Gal(Li/Ki) ∼= Gal(L/K) .
(ii) Ki/K is totally ramiﬁed of degree mi(b+1), and d(Ki/K) = mi(b+1) +mi(b+1)−1
+ · · · +m = m(m
i(b+1) − 1)
m− 1 :
(iii) Ai has only one Ai-value over K, which is
j
mi(b+1)−1(m− 1) =
1
t mi(b+1)−2(m− 1) ,
where j = m/t .
Also for a prime element i of Ki , i has only one i-value over K, which is
1
mi(b+1)−1(m− 1) .
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Proof. (i) These are proved similarly to Proposition 3.5(i).
(ii) This is proved also by induction on i. For i = 1, it is given in Proposition
3.3(2).
For i2, by using the identity
d(Ki/K) = mb+1d(Ki−1/K)+ d(Ki/Ki−1),
it holds for i.
(iii) We prove this also by induction on i.
For i = 1, this holds by Proposition 3.3(2).
Let i2, and assume that this holds for i − 1. If we set i−1 = i−1,0, then Ai is
a solution to the equation
fji−1,b+1(X) = X
mb+1 + (−1)b+1ji−1Xm
b+mb−1+···+m+1 + (−1)bji−1Xm
b+mb−1+···+m
+ · · · + (−1)ji−1Xm
b − ji−1 = 0. (3.30)
Let i be a prime element of Ki , and set
c = min{v(i − ′i ) | ′i is a conjugate of i over K }.
Then
c (m(b+1)i − 1)mi(b+1)d(Ki/K) = m
m− 1 (m
i(b+1) − 1),
which implies that
c  1
mi(b+1)−1(m− 1) . (3.31)
Take a conjugate ′i such that v(i − ′i ) = c. Since v(Ai) = jm(b+1)i , Ai is written as
Ai =  · ji with some unit  in Ki.
Then
Ai − A′i = ji − ′′ji = (ji − ′ji )+ ′ji (− ′).
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Now v(ji −′ji ) = v((i−′i )j +A) with v(A)1+ jm(b+1)i , and v((i−′i )j ) = j c < 1
implies that
v(ji − ′ji ) = v((i − ′i )j ) = j c.
Also we have v(− ′)v(i − ′i ) = c. Hence
v(Ai − A′i )min
{
j c,
j
m(b+1)i
+ c
}
.
Now assume that j c j
m(b+1)i + c. Then this contradicts to (3.31). Hence jc <
j
m(b+1)i + c, and we obtain that
v(Ai − A′i ) = j c. (3.32)
Next consider v((Ai − A′i )m
b+1
). We have
mb+1v(Ai − A′i ) = v((Ai − A′i )m
b+1
) = v(Amb+1i − A′m
b+1
i + B)
with v(B)1 + jmb+1
mi(b+1) , so the term B drops. Thus, by using the deﬁning Eq. (3.30)
and its conjugate for Ai and A′i , respectively
mb+1v(Ai − A′i ) = v(Am
b+1
i − A′m
b+1
i ) = v((−1)b+1′ji−1A′m
b+mb−1+···+m+1
i
+ · · · + (−1)′ji−1A′m
b
i − ′ji−1 − {(−1)b+1ji−1Am
b+mb−1+···+m+1
i
+ · · · + (−1)ji−1Am
b
i − ji−1})
= v((−1)b+1(′ji−1A′m
b+mb−1+···+m+1
i − ji−1Am
b+mb−1+···+m+1
i )+ · · ·
+(−1)(′ji−1A′m
b
i − ji−1Am
b
i )− (′ji−1 − ji−1)).
Suppose that ′ji−1 − ji−1 = 0. Then we claim that
(*)
v(′ji−1A
′d
i − ji−1Adi ) =
j
m(i−1)(b+1)
+ j c + j (d − 1)
mi(b+1)
= j c
+j (m
b+1 +mb + · · · +m)
mi(b+1)
,
where d = mb +mb−1 + · · · +m+ 1, and
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(**) for l with 1 lb, by setting t = mb +mb−1 + · · · +ml
v(′ji−1A
′t
i − ji−1Ati) = mlj c +
j (mb+1 +mb + · · · +ml+1)
mi(b+1)
.
These are shown similarly to (*) and (**) in Proposition 3.5.
Hence from (*) and (**) and by the induction hypothesis we have
mb+1v(Ai − A′i )
= mb+1jcmin
{
jc + j (m
b+1 +mb + · · · +m)
mi(b+1)
, jcm
+j (m
b+1 +mb + · · · +m2)
mi(b+1)
, . . . , jcmb + jm
b+1
mi(b+1)
,
j
m(i−1)(b+1)−1(m− 1)
}
.
From this, similarly to Proposition 3.5(iii) we ﬁnd that c = 1
mi(b+1)−1(m− 1) .
For the case ′ji−1 = ji−1, we can also show that c =
1
mi(b+1)−1(m− 1) .
Hence in both cases c is the only i-value over K, so from (3.32)
v(Ai − A′i ) = jc =
j
mi(b+1)−1(m− 1)
is the only Ai-value over K. 
Theorem 3.9. Under the same notations and assumptions as in Proposition 3.8, set
L =⋃∞i=1 Li and K =⋃∞i=1 Ki . Then the following hold:
(i) L = K() and L/K is a Galois extension with Gal(L/K) ∼= Gal(L/K) .
(ii) For any positive integer n, N(Kn/K) = K×, so K ∩Kab = K .
(iii) For any positive integern,
K(w) ⊃ Kn if w > 1
m− 1
and
K(w) ∩Kn = K if − 1w 1
m− 1 .
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So
c(Kn/K) = c (K/K) = m
m− 1 .
Proof. Proofs are similar to those of Theorem 3.6, so we omit them. 
Remark 3.10. For the case (2), we cannot say that K is completely determined from
K, as Aj−1 and Aj are not related in general.
The next theorem is for both cases (1) and (2).
Theorem 3.11. For  = 1 + 1, under the assumption (3.1) or (3.3) at each stage,
we have the following identity:
d(L/K) = lim
n→∞
{
1
kn1
d(Ln/Kn)
}
+ (N − 1)c (K/K).
Or in terms of conductors
c(L/K) = lim
n→∞
{
1
kn1
c(Ln/Kn)
}
+ c (K/K).
Proof. We can apply Proposition 2.15 to this , since assumptions (a) and (b) are
satisﬁed.
From Theorem 3.1, for k = mb, we have k1 = mb and a = mb−1+mb−2+· · ·+m+1,
and for k = mb t , we have k1 = mb+1 and a = mb + mb−1 + · · · + m + 1. Hence in
both cases, we obtain
k1 + a − 1
k1 − 1 =
m
m− 1 = c (K/K). 
4. Totally ramiﬁed Galois extensions of type (m,m, . . . ,m)
In this section, we consider a totally ramiﬁed Galois extension L/K of type (m,m,
. . . , m), where m is a power of p. Namely, L/K is a totally ramiﬁed Galois extension,
and if G is the Galois group of L/K , and H1, H2,. . .,Hn−1 are all the distinct higher
ramiﬁcation groups, G ⊃= H1 ⊃= H2 ⊃= · · · ⊃= Hn−1 ⊃= {1}, then we have
[G : H1] = [H1 : H2] = · · · = [Hn−2 : Hn−1] = |Hn−1| = m.
So the corresponding subﬁelds M1, M2,. . ., Mn−1 with K ⊂ M1 ⊂ M2 ⊂ · · · ⊂
Mn−1 ⊂ L satisfy
[L : Mn−1] = [Mn−1 : Mn−2] = · · · = [M1 : K] = m,
so [L : K] = mn. We set N = mn (=a power of p).
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Let n be a prime element of L, and set
j = NL/Mj (n) for each j and 0 = NL/K(n).
Denote
 = 1 + 12 + · · · + 12 · · ·n,
and consider a SDC for  over K. From Lemma 2.14 we know that L = K(), and
v(− ′) = 1
m
+ 1
m2
+ · · · + 1
mn−1
+ v(n − ′n) (4.1)
for any conjugate ′ of  over K with ′ = .
We have the following:
Proposition 4.1. For the above  with n2, the degree over K of the next element of
 in a SDC is m, and
R() = 1
m
+ 1
m2
+ · · · + 1
mn+1
.
Moreover, if we let 1 be a solution to the equation
f0,1(X) = Xm − 0X − 0 = 0,
then (, 1, 0) is a SDC for  over K, so &() = 2.
Proof. We prove it by induction on n.
For n = 2, this is already proved in Theorem 3.1(1).
Let n3, and assume that the results hold for n− 1. Let c1, c2, . . ., cn be all the
n-values over K such that c1 > c2 > · · · > cn. We note that Mn−1/K and L/M1 are
both of type (m,m, . . . , m︸ ︷︷ ︸
n-1 times
).
Let (, 1, · · · , t , t+1) be a SDC for  over K. Then from Proposition 2.4(2) and
Remark 2.2(3)
v() = · · · = v(t ) = 1
m
, R(t )v(t − 0) = 1
m
.
Since t+1 ∈ K and v(t+1) ∈ Z, we conclude that
R(t ) = v(t − t+1) = 1
m
.
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So we can take t+1 = 0. Also if we assume that deg(t ) > m, then
R(t )v(t − 1) = v(t − + − 1) = v(− 1) = 1
m
+ 1
m2
as v(t − ) = R(t−1) > R(t ), which is a contradiction. Hence deg(t ) = m.
Let us set
 = 1 + 12 + · · · + 12 · · ·n−1 and  = 2 + 23 + · · · + 23 + · · ·n,
so  = + 12 · · ·n = 1(1+ ).
From the induction hypothesis we know that
RK() = RM1() =
1
m
+ 1
m2
+ · · · + 1
mn
and &K() = &M1() = 2.
So let (,1, 0) be a SDC for  over K. Then deg(1) = m, and we take 1 to be a
solution to f0,1(X) = 0. Then
R(t−1)v(t−1 − 1) = v(t−1 − + − + − 1)
1
m
+ 1
m2
+ · · · + 1
mn
. (4.2)
Also we know from Remark 2.2(4) that
RM1() = vM1(1)+ RM1() = 1+
1
m
+ 1
m2
+ · · · + 1
mn
, (4.3)
and
RM1()vM1(− t ) = m · v(− t ) = m · R(t−1). (4.4)
Hence from (4.2)–(4.4) we ﬁnd that
1
m
+ 1
m2
+ · · · + 1
mn
R(t−1)
1
m
+ 1
m2
+ · · · + 1
mn+1
. (4.5)
Here for any conjugate ′t−1 of t−1 over K with ′t−1 = t−1 we have by (4.1)
v(t−1 − ′t−1) = v(t−1 − + − ′ + ′ − ′t−1)min{v(t−1 − ), v(− ′)}
 min
{
R(t−2),
1
m
+ 1
m2
+ · · · + 1
mn−1
+ cn
}
> R(t−1),
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as cn 2N = 2mn . Hence applying Proposition 2.6 to t−1 we have
R(t−1) ∈ 1deg(t−1) deg(t )Z−
p
deg(t−1) deg(t )
Z,
where deg(t−1)deg(t ) = m·deg(t−1)mn+1. If m·deg(t−1) < mn, then equalities in
(4.5) do not hold. Set m·deg(t−1) = mr s with 1s < m, so rn−1. By multiplying
m·deg(t−1) to (4.5), we have
(an integer A)+mr s
(
1
mr+1
+ · · · + 1
mn
)
< mr s · R(t−1) < (A)
+mr s
(
1
mr+1
+ · · · + 1
mn+1
)
< (A)+ 1.
Since mr s · R(t−1) ∈ Z, this is a contradiction. Hence m·deg(t−1)mn.
Set deg(t−1) = mn−1l. Then 1 lm. By multiplying mnl to (4.5) again, we ﬁnd
that
l(mn−1 +mn−2 + · · · +m+ 1)mnl · R(t−1) l(mn−1 + · · · +m+ 1)+ l
m
.
Since the denominator of R(t−1) in the reduced fraction is mnl, we must have l = 1
or l = m, where in the ﬁrst case R(t−1) = 1m + 1m2 + · · · + 1mn , and in the second
case R(t−1) = 1m + 1m2 + · · · + 1mn+1 .
Now assume that l = 1, i.e., deg(t−1) = mn−1, so R(t−1) = 1m + 1m2 + · · · + 1mn .
By the induction hypothesis deg(1) = m, so
R(t−1)  v(t−1 − 1) = v(t−1 − + − + − 1)
 min
{
R(t−2), v(− ), R()
}
= 1
m
+ 1
m2
+ · · · + 1
mn
= R(t−1)
hold. Hence v(t−1 − 1) = R(t−1), and we can take t = 1.
So let t be a solution to f0,1(X) = 0, so that
mt = 0(t + 1). (4.6)
Consider I = v((− t )m). Then
I = m · v(− t ) = m · R(t−1) = 1+ 1
m
+ 1
m2
+ · · · + 1
mn−1
. (4.7)
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On the other hand, I = v(m−mt +A) with v(A)2 > I , so the term A drops. Here,
we note that for char(K) = p the proof becomes easier as that of Proposition 3.3, so
we assume that char(K) = 0 in this proof.
Now
I = v(m − mt ) = v(m1 (1+ )m − 0(t + 1))
= v(m1 (1+ m + B)− 0(t + 1)) = v((m1 − 0)+ m1 m − 0t + m1 B),
where v(m1 B)2 > I and v(m1 − 0)1+ p−1m > I from Lemma 2.7. Hence
I = v(m1 m − 0t ).
Now, set  = 2(1+ 3z), so z = 1+ 4 + 45 + · · · + 45 · · ·n. Then
m1 
m = m1 m2 (1+ 3z)m = m1 m2 (1+ m3 zm + C)
with v(m1 
m
2 C)2, so
I = v(m1 m2 (1+ m3 zm)− 0t )
= v((m1 − 0)m2 (1+ m3 zm)+ 0(m2 − 1)(1+ m3 zm)
+01(1+ (m3 − 2)zm)+ 012zm − 0t ). (4.8)
Since by Lemma 2.7
v((m1 − 0)m2 (1+ m3 zm))1+
p − 1
m
+ 1
m
> I, v(0(m2 − 1)(1+ m3 zm))
1+ 1
m
(
1++p − 1
m
)
> I
and
v(01(m3 − 2)zm)1+
1
m
+ 1
m2
(
1+ p − 1
m
)
> I,
(4.8) becomes
I = v(01 + 012zm − 0t )
= v(01 + 012(1+ 4 + · · · + 4 · · ·n)m − 0t ).
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Similarly, we have
I = v(01 + 012(1+ m4 + · · · + (4 · · ·n)m)− 0t )
= v(01 + 012 + 012(m4 − 3)+ 0123
+012(m4 − 3)m5 + 0123(m5 − 4)+ 01234
+023(m4 − 3)m5 m6 + 0123(m5 − 4)m6
+01234(m6 − 5)+ 012345
+ · · · + 012 · · ·n−2(mn − n−1)
+01 · · ·n−1 − 0t ).
Since those terms with ml − l−1 are eliminated by using Lemma 2.7, we get further
I = v(01 + 012 + · · · + 01 · · ·n−1 − 0t )
= 1+ v(− t ) = 1+ v(− 1) = 1+
1
m
+ 1
m2
+ · · · + 1
mn
, (4.9)
which contradicts to (4.7). (Here, we note that the above computation for I = v((−
t )m) with t satisfying (4.6) works, if we know that I is small enough like (4.7).)
Hence we must have l = m, so deg(t−1) = mn = N . Thus t = 1 and &() = 2, and
also
R() = R(t−1) = 1
m
+ 1
m2
+ · · · + 1
mn+1
.
Now deg(1) <deg() implies that
v((− 1)m) = m · v(− 1)mR() = 1+
1
m
+ 1
m2
+ · · · + 1
mn
,
which is small enough to do the similar computation to I (cf. (4.7)), and we ﬁnd that
m · v(− 1) = 1+
1
m
+ 1
m2
+ · · · + 1
mn
= m · R()
(cf. (4.9)). Hence, we can take 1 = 1, which is a solution to the equation Xm −
0X − 0 = 0.
This completes the induction argument. 
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Remark 4.2. From Proposition 4.1, we ﬁnd that the assumptions (a) and (b) before
Proposition 2.15 are satisﬁed in this case. Also if we take 1 as a solution to f0,1(X) =
0, then it is easy to see as in Proposition 3.3(1) that
d(K(1)/K) = m and v(1 − ′1) =
1
m− 1
for any conjugate ′1 over K with ′1 = 1.
From this, by applying Lemma 2.8 we know that K(1)/K has no proper interme-
diate ﬁeld.
Next, we consider a tower of ﬁelds for this L/K and  as in §3.
Let us set
L1 = K(1),Mj,1 = Mj(1) for each j and K1 = K(1).
Also set
T (X) = X
m
X + 1 .
Then 1 is a solution to T (X) = 0. From Lemma 2.17, we know that
1 ∈ N(L1/K1),
so take a prime element 1,n of L1 such that
NL1/K1(1,n) = 1.
If we set
1,j = NL1/Mj,1(1,n) and B1 = 1,1 + 1,11,2 + · · · + 1,11,2 · · · 1,n,
then the next element A2 to B1 in a SDC for B1 over K1 can be taken as a solution
to
T (X) = A1, so to the equation T (T (X)) = 0,
where A1 = 1.
Continuing this process, if we let
Ai be a solution to T i(X) = T ◦ · · · ◦ T︸ ︷︷ ︸
i times
(X) = 0
satisfying T (Ai) = Ai−1, (4.10)
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then
Li = Li−1(Ai), Mj,i = Mj,i−1(Ai) for each j and Ki = Ki−1(Ai)
(cf. §1, Fig. 1).
Theorem 4.3. Under the above notations and the assumption that n2, let us set
L =⋃∞i=1 Li and K =⋃∞i=1Ki . Then the following hold:
(i) Li = Ki(n) = L(Ai), and Mj,i = Ki(j ) = Mj(Ai) for each j and Ki = K(Ai) .
Li/Ki is a totally ramiﬁed Galois extension such that Gal(Li/Ki) ∼= Gal(L/K) .
Ki/K is totally ramiﬁed of degree mi , and
d(Ki/K) = mi +mi−1 + · · · +m
and Ai has only one Ai-value over K, which is
1
mi−1(m− 1) .
(ii) L = K(n) and L/K is a Galois extension with
Gal(L/K) ∼= Gal(L/K).
(iii) For any positive integer n, N(Kn/K) = K× and c(Kn/K) = m
m− 1 , so
K ∩Kab = K and c(K/K) = m
m− 1 .
(iv) d(L/K) is decomposed as
d(L/K) = lim
k→∞
{
1
mk
d(Lk/Kk)
}
+ (N − 1)c (K/K).
Or in terms of conductors
c(L/K) = lim
m→∞
{
1
mk
c(Lm/Km)
}
+ c (K/K).
(v) This K is uniquely determined up to isomorphism over K for any totally ramiﬁed
Galois extension of type (m,m, . . . , m), whenever a number of m is bigger or
equal to 2. Namely, for any such extension L˜/K of type (m,m, . . . , m︸ ︷︷ ︸
r times
) with r2,
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we can choose ˜ = ˜1+ ˜1˜2+· · ·+ ˜1˜2 · · · ˜r (which means that we can choose
a prime element ˜r of L˜) such that the corresponding K˜ is isomorphic to K
over K.
Proof. Proofs are analogous to those of Proposition 3.5 and Theorem 3.6, so we omit
them. 
Remark 4.4. Similarly to the case (1) in §3, K is completely and canonically deter-
mined from K. As is seen from (4.10), the deﬁning equation is rather simple this time,
and again K seems to be quite an important object to study all the extensions of type
(m,m, . . . , m).
Now we give an example of an extension of type (q, q, . . . , q).
Example 4.5 (Lubin–Tate type, cf. Iwasawa [3, §7.3]). Let q be a number of elements
of the residual ﬁeld of a local ﬁeld K0, and ˜ a prime element of K0. Consider two
polynomials
g(X) = Xq + ˜X and f (X) = {
n times︷ ︸︸ ︷
g ◦ · · · ◦ g(X)}q−1 + ˜ =
{
g(n)(X)
}q−1 + ˜
and take solutions 0 and n of g(X) = 0 and f (X) = 0, respectively. Set
L = K0(n) and K = K0(0).
Then L/K is a totally ramiﬁed Galois extension of type (q, q, . . . , q︸ ︷︷ ︸
n times
). The valuation
of the discriminant is given as follows:
d(L/K) = nqn(q − 1) = (qn − 1) q
q − 1
+q{nqn − (n+ 1)qn−1 − qn−2 − · · · − q − 1},
where q{nqn− (n+1)qn−1−qn−2−· · ·−q−1} corresponds to lim
n→∞
{
1
qn
d(Ln/Kn)
}
.
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