We consider the infinite horizon risk-sensitive problem for nondegenerate diffusions with a compact action space, and controlled through the drift. We only impose a structural assumption on the running cost function, namely near-monotonicity, and show that there always exists a solution to the risk-sensitive Hamilton-Jacobi-Bellman (HJB) equation, and that any minimizer in the Hamiltonian is optimal in the class of stationary Markov controls. Under the additional hypothesis that the coefficients of the diffusion are bounded, and satisfy a condition that limits (even though it still allows) transient behavior, we show that any minimizer in the Hamiltonian is optimal in the class of all admissible controls. In addition, we present a sufficient condition, under which the solution of the HJB is unique (up to a multiplicative constant), and establish the usual verification result. We also present some new results concerning the multiplicative Poisson equation for elliptic operators in R d .
Introduction
Optimal control under a risk-sensitive criterion has been an active area of research for the past 30 years. It has found applications in finance [9, 27, 43] , missile guidance [47] , cognitive neuroscience [44] , and many more. There are many situations which dictate the use of a risk-sensitive penalty. For example, if one considers the risk parameter to be small then it approximates the standard mean-variance type cost structure. Another reason that the risk-sensitive criterion is often desirable is that it captures the effects of higher order moments of the running cost in addition to its expectation. To the best of our knowledge, the risk-sensitive criterion was first considered in [32] . We also refer the reader to [49, 50] for an early account of risk-sensitive optimal controls. For discrete state space controlled Markov chains, the risk-sensitive optimal control problem is studied in [15-18, 20-22, 34, 48] . For optimal control problems where the dynamics are modeled by controlled diffusions, we refer the reader to [4-6, 10-12, 14, 24-26, 35, 41, 42] .
In this paper we deal with nondegenerate diffusions, controlled through the drift, with the control taking values in a compact metric space (see (1.1) ). The goal is to minimize an infinite horizon average risk-sensitive penalty, where the running cost is assumed to satisfy a near-monotonicity hypothesis (Definition 1.1). We study the associated Hamilton-Jacobi-Bellman (HJB) equation and characterize the class of optimal stationary Markov controls. In [26] a similar control problem is studied under the assumption of asymptotic flatness, and existence of a unique solution to the HJB is established. This work is generalized in [42] , where the authors impose some structural assumptions on the drift and cost (e.g., the cost necessarily grows to infinity, the action set is a Euclidean space, etc). Risk-sensitive control problems with periodic coefficients are studied in [41] . Risk-sensitive control for a general class of controlled diffusions is considered in [10] [11] [12] , under the assumption that all stationary Markov controls are stable. However, the studies in [10] [11] [12] neither establish uniqueness of the solution to the HJB, nor do they fully characterize the optimal stationary Markov controls. One of our main contributions in this article is the development of a basic theory that parallels existing results for the ergodic control problem.
The dynamics are modeled by a controlled diffusion process X = {X t , t ≥ 0} which takes values in the d-dimensional Euclidean space R d , and is governed by the Itô stochastic differential equation dX t = b(X t , U t ) dt + σ(X t ) dW t .
(1.1)
All random processes in (1.1) live in a complete probability space (Ω, F, P). The process W is a d-dimensional standard Wiener process independent of the initial condition X 0 . The control process U takes values in a compact, metrizable set U, and U t (ω) is jointly measurable in (t, ω) ∈ [0, ∞) × Ω. The set U of admissible controls consists of the control processes U that are non-anticipative: for s < t, W t − W s is independent of F s := the completion of σ{X 0 , U r , W r , r ≤ s} relative to (F, P) .
We impose the standard assumptions on the drift b and the diffusion matrix σ to guarantee existence and uniqueness of solutions. For more details on the model see Section 1.2. Let c : R d × U → [1, ∞) be continuous, and locally Lipschitz in its first argument uniformly with respect to the second. For U ∈ U we define the risk-sensitive penalty by where U SM is the class of stationary Markov controls. For v ∈ U SM we also let Λ v = Λ v (c) = inf x∈ R d Λ v x (c). A stationary Markov control v which satisfies Λ v < ∞, is called stabilizing, and we let U stab denote this class of controls.
Unless Λ * is finite, the optimal control problem, is of course ill-posed. For nonlinear models as in the current paper, standard Foster-Lyapunov conditions are usually imposed to guarantee that Λ * < ∞. However, the objective of this paper is different. Rather, we impose a structural assumption on the running cost function c, and investigate whether this is sufficient for characterization of optimality via the risksensitive HJB equation. We need the following definition.
Definition 1.1 (Near-Monotone).
A continuous map g : R d ×U → R is said to be near-monotone relative to λ ∈ R if there exists ǫ > 0 such that the set
is compact (or empty). We extend the same notion to a Borel measurable f : X → R, by requiring that for some ǫ > 0, and a compact set K ǫ ⊂ R d it holds that ess inf K c ǫ (f − λ − ǫ) ≥ 0. We let K := ∩ ǫ>0 K ǫ . We also say that a function g or f as above is inf-compact if it is near-monotone relative to all λ ∈ R.
Note that the concept of near-monotonicity in the literature is often stricter-a function f is sometimes called near-monotone if it is near-monotone relative to all λ < f ∞ [3] .
For an inf-compact running cost c, which is what we most often see in applications, near-monotonicity is of course equivalent to the statement that Λ * < ∞. Therefore, for a inf-compact running cost, nearmonotonicity is also necessary for the optimal control problem to be well posed. There are clearly two tasks for this class of models. First, establish that the class of stabilizing Markov controls U stab is nonempty, and then solve the optimal control problem. This paper addresses the second task.
The main results of the paper can be divided into two groups. Those concerning the risk-sensitive control problem, and those concerning the multiplicative Poisson equation (MPE) for (uncontrolled) diffusions.
For the risk sensitive control problem, there are two sets of results. First, under the hypothesis that the running cost c is near-monotone relative to Λ * , and an assumption on the drift that limits but not precludes transience of the controlled process (see Assumption 1.1), we establish existence of a solution to the risksensitive HJB equation, and also existence of a stationary Markov control which is optimal over the class of all admissible controls (see Proposition 1.1). We wish to point out the optimality over nonstationary controls is very hard to obtain for the risk-sensitive problem without blanket geometric ergodicity hypotheses. For this reason, the optimal control problem is often restricted to stationary Markov controls (see the analogous study in the case of denumerable controlled Markov chains in [15] ).
If the running cost is near-monotone relative to Λ * m , then, without any additional assumptions on the drift, we show in Proposition 1.3 that there exists a pair (V * , Λ * m ) ∈ C 2 (R d ) × R solving the HJB equation and any measurable selector of the HJB is a stable control, and is optimal in the class of stationary Markov controls. Under the same near-monotonicity hypothesis, together with the assumption that c is inf-compact, the risk-sensitive problem for denumerable Markov decision processes is treated in [15] , where a dynamic programming inequality is established.
Concerning uniqueness of the solution to the HJB we identify a rather generic sufficient condition which amounts to strict monotonicity on the right for Λ * m with respect to the running cost c, i.e., that c c
. Under this condition, we show in Theorem 1.2 that there exists a unique solution to the HJB equation (up to a multiplicative constant), and we have the usual verification result that states that a stationary Markov control is optimal only if it is an a.e. measurable selector from the minimizer of the HJB. In addition, this condition is necessary and sufficient for the solution of the HJB to be the minimal solution of the MPE over the class of optimal stationary Markov controls.
The second set of results, which comprises a significant portion of the paper, concerns the MPE. Here, the running cost takes the role of a potential f which satisfies the near-monotonicity hypothesis in Definition 1.1 relative to the principal eigenvalue Λ * (f ). We present a comprehensive study of the relationship between the solutions of the MPE and their stochastic representations, and the recurrence properties of the so called twisted process (see [36] ) which is associated with eigenfunctions of the principal eigenvalue Λ * (f ). In the quantum mechanics literature this eigenfunction is called the ground state, and the twisted process is described by a diffusion which we refer to as the ground state diffusion (see (1.17) ). The key results are in Theorems 1.5-1.6. These should be compared with the results for countable Markov chains in [3] . An important contribution of this paper is the sharp characterization of the recurrence properties of the ground state diffusion in terms of the monotonicity of the principal eigenvalue as a function of the potential.
The notation used in the paper is summarized in Section 1.1. The assumptions on the model are in Section 1.2, followed by a summary of the main results in Section 1.3. followed by a description of the model in Section 2 contains various results on the multiplicative Poisson equation, which lead to the proof of Theorems 1.5-1.8. In Section 1.4 we summarize some basic results from the theory of second order elliptic partial differential equations (pde) used in this paper. The proofs of the results concerning the risk-sensitive control problem are in Section 3.
Notation
The standard Euclidean norm in R d is denoted by | · |, and · , · denotes the inner product. The set of nonnegative real numbers is denoted by R + , N stands for the set of natural numbers, and 1 denotes the indicator function. Given two real numbers a and b, the minimum (maximum) is denoted by a ∧ b (a ∨ b), respectively. The closure, boundary, and the complement of a set A ⊂ R d are denoted byĀ, ∂A, and A c , respectively. We denote by τ(A) the first exit time of the process {X t } from the set A ⊂ R d , defined by
The open ball of radius r in R d , centered at the origin, is denoted by B r , and we let τ r := τ(B r ), and 
In general, if X is a space of real-valued functions on Q, X loc consists of all functions f such that f ϕ ∈ X for every ϕ ∈ C ∞ c (Q), the space of smooth functions on Q with compact support. In this manner we obtain for example the space W 2,p loc (Q). For a continuous function g :
We also let C g (R d ) denote the Banach space of continuous functions under the norm
We adopt the notation ∂ i := ∂ ∂xi and ∂ ij := ∂ 2 ∂xi∂xj for i, j ∈ N. We often use the standard summation rule that repeated subscripts and superscripts are summed from 1 through d. For example,
The model
The following assumptions on the diffusion (1.1) are in effect throughout the paper unless otherwise mentioned.
(A1) Local Lipschitz continuity: The functions
are locally Lipschitz in x with a Lipschitz constant C R > 0 depending on R > 0. In other words, we have
We also assume that b is continuous.
(A2) Affine growth condition: b and σ satisfy a global growth condition of the form
for some constant C 0 > 0, where σ 2 := trace σσ T .
(A3) Nondegeneracy: For each R > 0, it holds that
and for all ξ = (ξ 1 , . . . ,
In integral form, (1.1) is written as
The third term on the right hand side of (1.3) is an Itô stochastic integral. We say that a process X = {X t (ω)} is a solution of (1.1), if it is F t -adapted, continuous in t, defined for all ω ∈ Ω and t ∈ [0, ∞), and satisfies (1.3) for all t ∈ [0, ∞) a.s. It is well known that under (A1)-(A3), for any admissible control there exists a unique solution of (1.1) [2, Theorem 2.2.4]. We define the family of operators
, where u ∈ U plays the role of a parameter, by
Let U SM denote the set of stationary Markov controls. It is well known that under v ∈ U SM (1.1) has a unique strong solution [30] . Moreover, under v ∈ U SM , the process X is strong Markov, and we denote its transition kernel by P t v (x, · ). It also follows from the work in [13] that under v ∈ U SM , the transition probabilities of X have densities which are locally Hölder continuous. Thus L v defined by
, is the generator of a strongly-continuous semigroup on
u , u ∈ U, defined in the preceding paragraph. We let P v x denote the probability measure and E v x the expectation operator on the canonical space of the process under the control v ∈ U SM , conditioned on the process X starting from x ∈ R d at t = 0. We denote by U SSM the subset of U SM that consists of stable controls, i.e., under which the controlled process is positive recurrent, and by µ v the invariant probability measure of the process under the control v ∈ U SSM .
Main results
Consider the following assumption on the drift of (1.1). Assumption 1.1. The coefficients b and σ of L u in (1.4) are bounded, σ is Lipschitz continuous, and for some constant C we have
In addition we assume that
Recall the definitions in (1.2). We let C • denote the class of nonnegative functions in C 0 (R d ) which are not identically equal to 0. We also define
and
Proposition 1.1. Let a and b satisfy Assumption 1.1 and c be near-monotone relative to Λ * and bounded. Then the HJB equation
, and the following hold:
is stable, and is optimal, i.e., Λ
(iii) It holds that
Proof. Existence of a solution and parts (i)-(ii) of the proposition follow by Theorem 3.4 in Section 3. Part (iii) follows by Theorem 1.5 and Lemma 3.3, together with the fact that a diffusion with Lipschitz continuous diffusion matrix and a drift having at most linear growth is regular. 
It is clear from the proof that the result of Lemma 3.2 in Section 3 holds under this assumption. It is also evident that (1.5) may be replaced by the more general hypothesis that E U x |X t | ∈ o(t) under any U ∈ U, which is the conclusion of Lemma 3.2 on which the proof of Theorem 3.4 is based. Note that when the coefficients b and σ are bounded, it is always the case that E U x |X t | ∈ O(t). 
Then there exists a unique pair (V, Λ) ∈ V which solves
and v ∈ U * SM if and only if it satisfies (1.7). In addition, the function V * in Proposition 1.1 has the stochastic representation 10) for all r > 0, and
Proof. The proof is in Section 3.
Without imposing any restrictions on the coefficients, we have the following result. 
is stable, and is optimal in the class U SM , i.e., Λ 
for all r > 0, and v ∈ U * SM . Conversely, if v ∈ U * SM satisfies (1.11) for some r > 0, then
The proof of Proposition 1.3 is in Section 3. * is constructed. It should be kept in mind that Λ * ≤ Λ * m , in general, and therefore we cannot follow the path of Proposition 1.1 to prove Proposition 1.3. Instead, a fixed ǫ-optimal stationary Markov control is imposed at '∞' to guarantee that the solution is bounded away from zero, and then a limit is taken as ǫ ց 0. This has the effect of restricting optimality over the class U SM . For more details on this see Remark 3.2 in Section 3.
The proofs of these results depend heavily on properties of the multiplicative Poisson equation (MPE), which are summarized next.
Results concerning the multiplicative Poisson equation
We consider an uncontrolled diffusion 12) where σ and b satisfy (A2)-(A3), σ is locally Lipschitz (as in (A1)), and b is measurable. We let E x denote the expectation operator induced by the strong Markov process with X 0 = x, governed by (1.12), and
with a := σσ T . Let f : R d → R + be measurable and locally bounded, and define
(1.14)
We assume Λ(f ) < ∞. We say that (Ψ, Λ) ∈ W 2,p 
We refer to Λ as an eigenvalue of the MPE. Consider the following hypothesis.
(H1) The diffusion in (1.12) is recurrent, and f : R d → R + is a locally bounded measurable map which is near-monotone relative to Λ(f ).
Implicit in the statement in (H1) is of course the requirement Λ(f ) < ∞. We have assumed f ≥ 0, for simplicity, but all the results are valid with f bounded below in R d . We compare the definition in (1.14) with the following definitions for the principal eigenvalue, commonly used in the pde literature [7] :
We have the following theorem.
Proof. The proof is in Section 2.1. 16) and let ψ := log Ψ. We introduce the stochastic differential equation (sde)
where W * is, as usual, a standard Wiener process. We denote by L * the extended generator of (1.17), given by
The sde in (1.17) is well known. Recall the Feynman-Kac semigroup corresponding to L + f , given by
The function f is referred to as the potential in the study of the Feynman-Kac semigroup for symmetric Markov processes, and the eigenfunction Ψ is called a ground state. The ground state semigroup is given by 20) and it turns out that L * is its generator [45, 51] . In [3, 36] T Ψ t called the twisted kernel. In addition, elliptic equations with L * have been studied extensively in [35] , albeit under smoothness assumptions on the coefficients.
Since the drift of (1.17) does not necessarily satisfy (A2), existence and uniqueness of a solution for this equation is not guaranteed. Diffusions with locally bounded drift have been studied in [30] , and under the assumption that the diffusion matrix σ is locally Lipschitz and nonsingular, existence of a unique strong solution up to explosion time has been established. Recently, similar results have been obtained for locally integrable drifts [39] . Moreover, if the diffusion in (1.17) is positive recurrent, it is well known that it has a unique invariant probability measure, with a positive density [13] .
We say that the diffusion in (1.17) is regular, if it has a unique strong solution which exists for all t > 0.
In addition, the following are equivalent:
(ii) For some r > 0, we have
r .
Moreover, in (ii)-(iii) "some" may be replaced with "all".
It is clear by Theorem 1.5 (ii) that if the process X * in (1.17), corresponding to some positive solution Ψ of (1.16), is recurrent, then there exists a unique positive solution Ψ ∈ W Proof. These results are contained in individual lemmas in Section 2.2. The first assertion follows by Lemmas 2.4 and 2.5. That (i) ⇔ (ii) and (i) ⇔ (v) follow by Lemmas 2.6 and 2.11, respectively. Theorem 2.8 asserts that (iii) ⇒ (ii), while (i) ⇒ (iii) follows by Lemma 2.9. It is easy to see that (v) ⇒ (iv), and by Lemma 2.11, (iv) ⇒ (i). Theorem 1.6. Under (H1), the following are equivalent.
(i) The process X * in (1.17) is geometrically ergodic.
(ii) For some r > 0, there exists δ r > 0, such that
Proof. This follows by Theorem 2.12 and Corollary 2.14 in Section 2.3.
Remark 1.4. Strict monotonicity of the principal eigenvalue, i.e., f
, holds for bounded domains (see also Lemma 2.2 (b) in Section 2). However, this property does not hold in unbounded domains in general [7, Remark 2.4] . Under the near-monotone hypothesis in (H1), Theorems 1.5-1.6, provide the following characterization: Let X * be the process in (1.17) corresponding to a solution of (1.16) for f . Then f f ′ implies Λ(f ′ ) < Λ(f ) if and only if X * is geometrically ergodic, and X * is recurrent if and only
f . Generally speaking, not much is known for the principal eigensolutions in R d of the class of elliptic operators L considered in this paper. Compare with Sections 8-9 in [7] . Therefore we feel this characterization will be of interest to a wider audience. Remark 1.5. It is evident by Theorem 1.5 (iv) and (iii) ⇒ (i) in Theorem 1.6 that if the ground state diffusion corresponding to f is recurrent, then the ground state diffusion corresponding to f + h is geometrically ergodic for any h ∈ C • .
It is also interesting to note that, under (H1), there always exists h ∈ C • such that the ground state diffusion in (1.17) corresponding to f + h is geometrically ergodic. In fact such an h may be selected in C c (R d ) with a given support. This assertion follows by the proof of Lemma 2.11.
Consider the following hypothesis.
(H2) There exists a smooth function ψ 0 such that
In Theorem 1.7 stated below, we do not assume that the running cost is inf-compact, or even nearmonotone in the sense of [3, p. 126] . Nor do we assume that Λ(αf ) < ∞ for some α > 1, as is common in the literature. This should be compared with [3 [36, 37, 51] . Theorem 1.7. Under (H1)-(H2), the sde in (1.17) has a unique strong solution X * which exists for all t > 0 and is a strong Markov process. Moreover, it is positive recurrent, and its unique invariant probability measure µ * has positive density. In addition, for any g ∈ C b (R d ), the following hold:
where E * x denotes the expectation operator associated with the solution X * of (1.17). In particular, the limit
is the unique positive solution of the MPE in (1.16) which satisfies µ
Proof. These results are contained in Theorem 2.13 and Lemma 2.15 in Section 2.3.
Remark 1.6. The diffusion in (1.17) is studied extensively in [35] . A diffusion of the form
is treated, whereψ is a solution of (compare with (1.26))
The assumptions imposed are that a,â, b and f are smooth and for some constant C > 0 it holds that
In addition they assume (1.21). Under these assumptions, they show that the set of λ for which (1.23) has a solution is of the form [λ * , ∞), and that when λ = λ * the solution of (1.23) is unique and (1.22) is positive recurrent. In addition, for λ > λ * , (1.22) is transient.
In comparing their results with ours, it is evident that (1.23) is more general than the Poisson equation considered here and there are no assumptions concerning near-monotonicity for f . On the other hand, we do not require any smoothness of the coefficients, nor do we require (1.24).
Next, we consider the following hypothesis.
(H3) For some ε > 0, Λ (1 + ε)f < ∞, and f is near monotone relative to
If f is inf-compact, then (H3) is equivalent to the statement that Λ (1 + ε)f < ∞. On the other hand, since
, it follows that (H3) ⇒ (H1). It thus follows from Definition 1.1, that under (H3) (1 + ε)f is near-monotone relative to Λ (1 + ε)f . We have the following theorem, whose proof is at the end of Section 2. Theorem 1.8. Under (H1) and (H3), the diffusion in (1.17) is geometrically ergodic, and there exist positive constants γ, κ * and β * , depending on ε, such that if g :
Moreover, if f is inf-compact then γ can be chosen arbitrarily close to ε.
Proof. The proof of this theorem is in Section 2.3.
Remark 1.7. Hypothesis (H3) is often used in the literature [3, 51] . As seen from Theorem 1.8, under (H3) the ground state diffusion (1.17) is geometrically ergodic with a 'storage function' Ψ γ for some γ > 0. Nevertheless, even under (H2) the ground state diffusion is geometrically ergodic as can be seen by (2.45). The situation seems to be different for denumerable Markov chains where unless (H3) holds the twisted kernel cannot be geometrically ergodic [3, Theorem 5.1 (ii)].
In closing this section, let us mention that it is a direct consequence of Jensen's inequality that under (H1), the risk sensitive value Λ(f ) is not less that the ergodic value µ(f ), where µ is the invariant probability measure of (1.12). The difference Λ(f )−µ(f ) can be quantified as the following lemma shows. To accomplish this we use the equation arising from (1.15) under the transformation ψ = log Ψ, which takes the form 27) where µ is the invariant probability measure of (1.12).
Proof. By Itô's formula, we obtain from (1.26)
Since f is near-monotone relative to Λ(f ), (2.3) takes the form LΨ ≤ k 0 − k 1 Ψ for some positive constants k 0 and k 1 . It then follows by [2, Lemma 3.7.2] , that any h ∈ o(Ψ) satisfies
Since f is bounded below, we may assume without loss of generality that it is nonnegative. We first take limits as n → ∞ in (1.28), using (1.29) with ψ ∈ o(Ψ) and monotone convergence for the integrals, then divide by t and take limits as t → ∞, using again (1.28) and Birkhoff's ergodic theorem to obtain (1.27).
Some basic results from the theory of second order elliptic pdes
In this paper we use some basic properties of elliptic pdes which we describe next. The first is Harnack's inequality that plays a central role in the study of elliptic equations, and can be stated as follows [29 
). Then there exists a constant C H depending only on R, d, the constants C R+1 and C 0 in (A1)-(A3), and h ∞ such that
Relative weak compactness of a family of functions in W 2,p loc (B R+1 ) can be obtained as a result of the following well-known a priori estimate [19, Lemma 5.3] 31) with the constant C depending only on d, R, C R+1 , and C 0 . This estimate along with the compactness of the embedding
We also frequently use the weak and strong maximum principles in the following form [29, Theorems 9.5 and 9.6, p. 225]. The weak maximum principle states that if ϕ, ψ ∈ W
On the other hand, the strong maximum principle states that if ϕ ∈ W 
In this paper, we use the theory of elliptic pdes to obtain limits of sequences of solutions to (1.15) as follows:
is a sequence of nonnegative functions satisfying
where {λ n } and {α n } are bounded sequences of nonnegative real numbers, and f n is locally bounded and converges to some f ∈ L ∞ loc (R d ) uniformly on compact sets. Suppose also that {ϕ n (0)} is a bounded sequence of positive numbers. Then by the extension of the Harnack inequality for a class of superharmonic functions in [1] (see also [2, Theorem A.2.13]) it follows that sup n∈N ϕ n ∞,BR < ∞ for every R > 0. Thus, by the a priori estimate in (1.31) and the compactness of the embedding
, the sequence {ϕ n } along with its first derivatives are Hölder equicontinuous when restricted to any ball B R . Thus, given any diverging sequence {k n } ⊂ N we can extract a subsequence also denoted as {k n } along which ϕ kn converges to some ϕ ∈ W 2,p loc (R d ), p > d, and λ kn and α kn converge to some constants λ and α respectively, and satisfy
In view of this convergence property, when we refer to a "limit point" of {ϕ n } we mean a limit obtained as in the above procedure.
Completely analogous is the situation with solutions of (1.6). Moreover, since under the current assumptions, the map x → min u b(x, u), ∇ψ(x) + c(x, u)ψ(x) , is locally Hölder continuous, for any ψ ∈ C 
Proofs of the results on the multiplicative Poisson equation
In this section we establish basic properties of the MPE through lemmas that lead to the proof of Theorems 1.5-1.8. Throughout the rest of the section f : R d → R is a locally bounded measurable function, and L is as defined in (1.13) . Also, as mentioned earlier, we assume that for the sde in (1.12), σ and b satisfy (A2)-(A3), σ is locally Lipschitz (as in (A1)), and b is measurable.
Some basic results on the MPE
Some well known properties of the MPE are summarized in the following lemma.
Lemma 2.1. Let f be near-monotone relative to Λ, and
(e) The diffusion (1.12) is geometrically ergodic, i.e., it is positive recurrent with invariant probability measure µ, and there exist positive constants κ and β, such that if g : R d → R is any locally bounded measurable function satisfying g Ψ < ∞, it holds that
Proof. Let B be a bounded ball and δ > 0 a constant, such that f − Λ > δ in B c . Then withτ ≡ τ(B c ) we have
If (a) holds, then since inf B Ψ > 0 by the Harnack inequality, and x → E x e δτ 1{τ < ∞} is inf-compact, by Assumption (A2), then both (c) and (d) follow, and of course either (c) or (d) imply (b). Thus to complete the proof it suffices to show that (b) implies (e) and (f) and that (g) implies (a).
Suppose inf R d Ψ > 0. Then since LΨ < −δΨ on B c , (e) follows (see [23, 28] ). Also, by (1.15) and Fatou's lemma we have
and (f) follows by taking log, dividing by T and letting T → ∞.
It is obvious that (f) ⇒ (g). We next show that (g) ⇒ (a), and this completes the proof. Using Jensen's inequality we have lim sup
A standard argument then shows that any limit point of ergodic occupation measures along some sequence T n → ∞ in P(R d ∪ {∞}), i.e., the set of probability measures on the one point compactification of R d , takes the form ρµ + (1 − ρ)δ ∞ , with ρ ∈ (0, 1) and that µ is an invariant probability measure of (1.12) (see Lemma 3.4.6 and Theorem 3.4.7 in [2] ). This of course implies that (1.12) is positive recurrent.
The following lemma summarizes some results from [7, 8, 46] 
Moreover, solution has the following properties:
(a) The map r →λ r is continuous and strictly increasing. We refer to the pair ( Ψ r ,λ r ) in Lemma 2.2 as the Dirichlet eigensolution of the MPE on B r . We also call Ψ r , andλ r , the Dirichlet eigenfunction and eigenvalue on B r , respectively.
(ii) If Λ(f ) < ∞, then every sequence {r n }, with r n → ∞ contains a subsequence also denoted as {r n }, along which (
(iii) If the diffusion in (1.12) is recurrent and f is near-monotone relative to
Proof. Since Ψ r = 0 on τ r = τ(B c r ), applying Itô's formula to (2.2) we obtain
Therefore, we have
which proves part (i). Part (ii) is as in [11, Lemma 2.1]. Supposeλ rn →λ along some sequence r n ր ∞. By part (ii) there exists a subsequence also denoted as {r n } along which Ψ rn → Ψ ∈ W 
Then, necessarily inf R d Ψ > 0 by Lemma 2.1. Unless stated otherwise, we use the symbol Ψ to denote a positive solution of (2.3).
We continue with the proof of Theorem 1.4.
Proof of Theorem 1.4. Let ǫ > 0 and 
Throughout this section we assume (H1). Recall the definition in (1.19). We start with the following lemma.
Lemma 2.4. Let
is a martingale if and only if
Proof. Recall that ψ = log Ψ. We use the first exit times from B n , i.e., τ n as localization times. Since the drift of (1.12) satisfies (A2), it is well-known that τ n → ∞ as n → ∞ P x -a.s. Applying the Itô-Krylov formula [38, p. 122] to (1.12) we obtain
By (2.6) we have
Thus choosing an increasing sequence g m ∈ C b (R d ) which converges to Ψ, uniformly on compact sets, we obtain
by monotone convergence. It follows that E x M t∧τn = 1, so that M t , F X t is a local martingale. Next consider g ∈ C c (R d ). By (2.7) we obtain
for all sufficiently large n, and therefore also
by monotone convergence. Thus evaluating (2.8) on some increasing sequence g n ∈ C c (R d ) which converges to 1, uniformly on compact sets, and taking limits as n → ∞, using again monotone convergence and (2.5), we obtain 10) where in the last line we use Cameron-Martin-Girsanov theorem [40, p. 225] . By the second equality in (2.10) we have
be a continuous function which is equal to 1 on B n−1 , and vanishes on B c n . Evaluating (2.11) on g = hΨ we obtain P *
is a martingale, then with τ ∞ := lim n→∞ τ n , we have P *
which shows that the diffusion is regular.
The same argument shows that P * x (t < τ n−1 ) ≤ E x M t 1 {t≤τn} , from which it follows that if the X * process is regular, then M t , F X t is a martingale. This completes the proof.
Lemma 2.6. If process X * in (1.17) is recurrent, then, for any r > 0, we have
Conversely, if (2.12) holds for some r > 0 then the process X * is recurrent.
Proof. Let r > ǫ > 0, and h : R d → [0, 1] be a continuous function which equals 1 onB r and vanishes on B c r+ǫ . Using (2.10) with g = hΨ and localized atτ r ∧ t ∧ τ n , and then taking limits as ǫ ց 0, we obtain
(2.13) By Fatou's lemma we have
and therefore, taking limits in (2.13) first as t → ∞, and then as n → ∞, we obtain
(2.14)
Note that for fixed n one can justify the limit as t → ∞ of the term on the left hand side of (2.13) by dominated convergence. If X * is recurrent (and regular) then P * x (τ ∞ = ∞) = 1, and P * x (τ r < ∞) = 1 for any r > 0, and thus (2.12) follows by (2.14). Now suppose that (2.12) holds for some r > 0. Then P * x (τ r < τ ∞ ) = 1. We claim that this implies that the process is regular, i.e., P * x (τ ∞ = ∞) = 1. To prove the claim, let s 0 = 0, and for k = 0, 1, . . . define inductively an increasing sequence of stopping times by
It is clear that P * x (τ r < τ ∞ ) = 1 implies that P * x (s k < τ ∞ ) = 1. It follows that s n ր ∞, P * x -a.s., by a standard argument used in the proof of [2, Lemma 2.6.6]. This proves the claim. Since the coefficients of L * are locally bounded, Harnack's theorem applies, and thus a classical argument due to Hasminskii shows that P * x (τ r < ∞) = 1 for some r > 0 implies that the same holds for all r > 0 [31, Lemma 2.1, p. 111]. This completes the proof.
We have the following continuity property (compare with [7, Proposition 9.2]), even though it is not used in the proof of the main results. (2) . Let Ψ be any limit point of Ψ n as n → ∞, along some subsequence along which Λ(f n ) converges toΛ. Then we obtain LΨ + f Ψ =ΛΨ , and Ψ satisfies inf R d Ψ = infK ǫ Ψ. Then by Lemma 2.1 (f) we have Λ(f ) ≤Λ which contradicts the original hypothesis.
Proof. Suppose not. Then we have lim inf
Theorem 2.8. Suppose that for somex ∈ R d we have
for some ball B.
Proof. Let θ > 0 be any positive constant such that f is near monotone relative to Λ(f ) + 2θ, and fix some α ∈ (0, θ). In order to simplify the notation we define
Fα(Xs) ds dt .
Without loss of generality we assumex = 0. Moreover, Γ α (0) is finite follows from the fact that
Fα(Xs) ds ≤ e −αt inf
Recall the eigenvalues {λ n } in Lemma 2.2. Sinceλ n < Λ(f ), the principal eigenvalue of the operator −L − F α on every B n is positive. Thus by Proposition 6.2 and Theorem 6.1 in [8] , for any n ∈ N, the Dirichlet problem By Itô's formula we obtain from (2.17) that
for all (T, x) ∈ R + × B n , where we use the property that ϕ α,n = 0 on ∂B n . Let Ψ be any positive solution of (2.3), satisfying Ψ(0) = 1. Writing (2.3) as
and using Itô's formula and Fatou's lemma we obtain 19) for any α ≥ 0. By Itô's formula and Fatou's lemma, we have from (2.3) that
Therefore,
Thus taking limits in (2.18) as T → ∞, using monotone convergence for the second integral, we obtain
Fα(Xs) ds dt , which implies by (2.19) that
It therefore follows by (1.31) that {ϕ α,n } is relatively weakly compact in W 2,p (B n ), for any p ≥ 1 and n ∈ N, and as explained in Section 1.4, ϕ α,n converges uniformly on compact sets along some sequence n → ∞ to a nonnegative Φ α ∈ W 2,p loc (R d ), for any p ≥ 1, which solves
It is clear by the strong maximum principle and since also Γ −1
By (2.18) and dominated and monotone convergence, we obtain
for all T > 0 and x ∈ R d , and since (2.18) holds with T replaced byτ r , we also have
Fα(Xs) ds dt (2.22) for all x ∈ B c r and r > 0. It also follows by letting T → ∞ in (2.21) that Φ α (0) = 1. Recall the constant θ > 0 in the beginning of the proof, and the set K θ in Definition 1.1. Let B be a ball containing K θ . Withτ = τ(B c ), and integration by parts, we obtain
It follows by (2.15) that Γ −1 α (0) is bounded uniformly over α ∈ (0, 1). Thus, the assumptions are met for the Harnack inequality for a class of superharmonic functions in [1] , and we obtain by (2.20) that
for some constant C H . It then follows by (2.22), (2.23), and (2.24) that the collection {Φ α , α ∈ (0, 1)} is locally bounded, and thus also relatively weakly compact in W 2,p (B R ) for any p ≥ 1 and R > 0, by (2.20) . Taking limits along some sequence α ց 0, we obtain a positive function Φ ∈ W Also by Fatou's lemma we have
This shows by the comparison principle (see the same argument detailed below) that Ψ = Φ and hence (2.16) holds. We next prove uniqueness. Let B be a ball that contains K in Definition 1.1 and letτ = τ(B c ). IfΨ is any positive solution of (2.3) withΨ(0) = 1, theñ
by Itô's formula and Fatou's lemma. This together with (2.16) implies that
It follows thatΨ − Ψ attains a global minimum onB. Which means that we can scale Ψ until it touchesΨ from below in at least one point inB. Since
it follows by the strong maximum principle thatΨ = Ψ on R d . This completes the proof.
We next prove the converse statement. 
and Φ(0) = 1. By (2.22) and (2.23) we have
Combining this with (2.24) and Lemma 2.6 we deduce that
We also have
t -supermartingale, and thus converges a.s. Since the X * process is recurrent the limit must be a constant, which implies that Ψ = Φ. This of course is only possible if Γ −1 (0) = 0, which is a contradiction. This completes the proof.
Lemma 2.10. Under (H1), the following hold:
for all large enough n ∈ N. (ii) Suppose that for some ball B ⊂ R d and a constant δ > 0, we have
Then the solution Ψ of (2.3) satisfies
Proof. Letf := f − δ1 Br , andλ n (f ),λ n (f ) denote the Dirichlet eigenvalues on B n corresponding tof , f , respectively. By the strict monotonicity of the Dirichlet eigenvalue in Lemma 2.2 (a), we haveλ n (f ) <λ(f ) for all n ∈ N. It then follows by the continuity of the Dirichlet eigenvalue with respect to the radius of the ball, again in Lemma 2.2 (a), that there exists a ball B rn ⋑ B n such thatλ rn (f ) <λ n (f ). Define δ n :=λ n (f ) −λ rn (f ) > 0. Let Ψf rn ,λ rn (f ) , and Ψ n ,λ n (f ) , denote the Dirichlet eigensolutions on B rn forf , and on B n for f , respectively. In the interest of simplifying the equations, we drop the explicit dependence on n, and adopt the following simplified notation:
a.e. x ∈ D , and Ψ(0) = 1 , Ψ ∂D = 0 .
(2.26)
Applying Dynkin's formula to the first equation in (2.26), for the stopping time T ∧ τ ∧τ r , we obtaiñ
Therefore we have
Thus, applying Dynkin's formula to the second equation in (2.26), we obtain 28) where for the first limit we use (2.27), for the second limit we use monotone convergence, while for the last equality we use the property that Ψ = 0 on ∂D. This proves part (i). Now we prove (2.25). Applying Fatou's lemma to (2.28) we obtain, withτ = τ(B c ) that
We write (2.28) as
Note that sinceλ n ր Λ(f ), the first term on the right hand side of (2.30) is finite for all large enough n by Lemma 2.3(iii). Let
The second term on the right hand side of (2.30) has the bound
By the convergence of Ψ n → Ψ as n → ∞, uniformly on compact sets, and since Ψ n is bounded away from 0 in B r , uniformly in n ∈ N by the Harnack inequality, we have κ n → 0 as n → ∞. Therefore, the second term on the right hand side of (2.30) vanishes as n → ∞. Also, sinceλ n is nondecreasing in n, andλ n ր Λ(f ), we have
by monotone convergence. Thus taking limits in (2.30) as n → ∞, and using (2.29) and (2.31) we obtain (2.16). This implies that (2.25) holds for any r > 0 by Lemma 2.6. This completes the proof. Proof. Let A ∈ R d be a bounded measurable set, and B and open ball containing A. We setτ = τ(B c ). Recall the eigenvalues {λ n } in Lemma 2.2. Sinceλ n < Λ(f ), the principal eigenvalue of the operator −L − (f − Λ(f )) on every B n is positive. Thus by Proposition 6.2 and Theorem 6.1 in [8] , for any n ∈ N, and α n ≥ 0, the Dirichlet problem 32) with ϕ n = 0 on ∂B n , has a unique solution ϕ n ∈ W 2,p loc (B n ) ∩ C(B n ), for any p ≥ 1. In addition, provided α n ≥ 0, then by the refined maximum principle in [8, Theorem 1.1] ϕ n is nonnegative. Letα n > 0 be such that the Dirichlet problem Lφ n + (f − Λ(f ))φ n = −α n 1 A in B n , withφ n = 0 on ∂B n , satisfiesφ n (0) = 1. We set α n = min (1,α n ) in (2.32). Thus, the assumptions are met for the Harnack inequality for a class of superharmonic functions in [1] , and we have
for some constant C H depending on n. Thus the collection {ϕ n , n ∈ N} is relatively weakly compact in W 2,p (B R ) for any p ≥ 1 and R > 0, and taking limits along some sequence n → ∞, we obtain a positive function Φ ∈ W 2,d loc (R d ), which solves
on R d , for some nonnegative constant α. If α > 0 then Φ is positive on R d by the strong maximum principle. On the other hand, if α n ց 0, then the definition of α, ϕ n (0) = 1 along this sequence, except for a finite number of terms, since ϕ n (0) = 1 whenever α n < 1. Thus, in either case, the solution Φ is positive. By Itô's formula applied to (2.32), withτ = τ(B c ), we obtain
With ( Ψ n ,λ n ) denoting the Dirichlet eigensolutions in (2.2), and Itô's formula, we obtain
Thus, we have
and all x ∈ B n , and it follows that the second term on the right hand side of (2.34) vanishes as T → ∞. Therefore, taking limits as T → ∞ in (2.34), we have 35) and taking again limits as n → ∞ in (2.35), we obtain
Suppose that X * in (1.17) is not recurrent. Then we claim that α > 0. Indeed, if α = 0, then Φ is a ground state corresponding to f , and Lemma 2.6 together with (2.36) imply that X * is recurrent, which contradicts the hypothesis. Therefore, writing (2.33) as
and letting ǫ := inf B αΦ −1 , it follows that Λ(f + ǫ1 A ) = Λ(f ). Next assume X * in (1.17) is recurrent, and suppose that Λ(f + ǫ1 A ) = Λ(f ) for some ǫ > 0. We repeat the construction in the first part of the proof, starting from the Dirichlet problem
with ϕ n = 0 on ∂B n , to obtain positive function Φ ∈ W 
for some α ≥ 0, and satisfies (2.36). Since X * is recurrent, the ground state Ψ corresponding to f satisfies (2.36) by Lemma 2.6. Thus
and by scaling Φ so that it touches Ψ at one point from above, and using the strong maximum principle we deduce that Ψ = Φ. This of course is impossible unless ǫ = 0 and α = 0, hence we reach a contradiction. The proof is complete.
Results concerning Theorems 1.6-1.8
We start with the following theorem.
Theorem 2.12. Under (H1) the following are equivalent.
(a) For some ball B ⊂ R d and a constant δ > 0, we have
(c) For every r > 0, there exists δ r > 0, such that
Proof. The proof (a) ⇒ (b) is by contradiction. Without loss of generality suppose that B contains the support of h, and definef = f − h. It is clear that Λ(f ) ≥ Λ(f ), so suppose that Λ(f ) = Λ(f ). LetΨ be a positive solution to
If Ψ is a positive solution to (2.3), then we have
By (a) and Lemma 2.10, we havẽ
Therefore, as in the proof of uniqueness in Theorem 2.8, we have
which means that we can scale Ψ until it touchesΨ from above in at least one point in B. Since
it follows by the strong maximum principle that Ψ =Ψ on R d . However, Ψ solves LΨ = (Λ(f ) − f )Ψ on R d , and this implies that hΨ = 0 a.e. This, of course, is not possible sinceΨ is positive. Thus we reached a contradiction, and the proof of part (a) is complete.
Let r > 0, andΨ be a positive solution of (2.3) corresponding tof = f − 1 Br . By part (b), we have δ r := Λ(f ) − Λ(f ) > 0. Applying Itô's formula and Fatou's lemma toΨ, we obtain (2.38). This shows (b) ⇒ (c), and since it is clear that (c) ⇒ (a) the proof is complete.
Recall that E * x denotes the expectation operator associated with X * in (1.17), while E x and µ denote the expectation operator and invariant probability measure associated with the solution of (1.12), respectively. Theorem 2.13. Assume (H1), and suppose that the sde in (1.17) has a unique strong solution X * which exists for all t > 0. The following hold for any function g ∈ C b (R d ), and all (t, x) ∈ R + × R d :
where Ψ is a positive solution of (2.3). In particular, we have
Suppose that X * is positive recurrent and let µ * denote its invariant probability measure. Then
In particular, Ψ * defined by
is a positive solution of the MPE and satisfies µ * (Ψ
Proof. Recall (2.10), which we repeat here as
Let g ∈ C c (R d ), and note that since Ψ is inf-compact, the term inside the expectation in the right hand side of (2.43) is bounded uniformly in n. Thus letting n → ∞ in (2.43), we obtain
This proves (2.39) for g ∈ C c (R d ), and also for g ∈ C b (R d ) by monotone convergence over an increasing sequence g n ∈ C c (R d ). Applying again monotone convergence to (2.44) we obtain (2.40). By Lemma 2.5, M t , F X t is a martingale, and thus (2.41) follows by Lemma 2.4.
Since X * is ergodic, we obtain from (2.40) that
by Birkhoff's ergodic theorem. Then (2.42) follows by an application of [33, Theorem 4.12] . This completes the proof. Proof. We first show necessity. By Theorem 2.12, for any r > 0, we have δ :
LetΨ be the positive solution of the MPE 
Thus (2.37) follows by letting n → ∞ in (2.46), and using the fact that inf R d Ψ > 0. This completes the proof.
Lemma 2.15. Under (H1)-(H2) the ground state diffusion in (1.17) is geometrically ergodic.
Proof. By (H2) there exist a nonnegative constant κ 0 and an inf-compact function g 0 :
Thus, with Ψ 0 = e ψ0 we obtain
The argument used in the proof of Lemma 2.1 shows that Ψ 0 is inf-compact, and therefore inf R d Ψ 0 > 0. Let B be a ball such that g 0 ≥ κ 0 − Λ(f ) + δ on B c , for some δ > 0. By Itô's formula and Fatou's lemma we obtain, withτ = τ(B c ) that
The result then follows by Corollary 2.14.
We conclude this section with the proof of Theorem 1.8. 
• .
Under the hypothesis for some ε > 0, εf is near monotone relative to Λ (1+ε)f −Λ(f ) and so ε(f −Λ(f )) is near-monotone relative to Λ (1 + ε)f − (1 + ε)Λ(f ). Thus, we can select some δ • such that f − Λ(f ) is near monotone relative to θ(ε) which is defined as
Let B • be a bounded ball centered at the origin such that
• , and a straightforward application of the Itô formula shows that
(2.47)
We write
and apply Hölder's inequality to obtain
.
(2.48)
Let Ψ ǫ denote a positive solution of (2.3) for (1 + ε)f and Λ((1 + ε)f ). Then by Fatou's lemma we have
The claim then follows by (2.47), (2.48), and (2.49). Let ε > 0 be as in (H3) and Ψ ε denote the solution of the MPE for (1 + ε)f . It is straightforward to show using Hölder's inequality together with the stochastic representation equation in (2.41) that F := Ψ ε Ψ −1 is inf-compact. Indeed if εf is near monotone relative to Λ (1 + ε)f − Λ(f ), this implies that for some ball B and constants δ > 0 and γ > 0 we have
c , where we also use the property that f is near monotone relative to Λ(f ). By (2.50) and Jensen's inequality, and lettingτ =τ(B c ), we obtain
Therefore, by (2.41) and (2.51) we have
with
By (2.4) and (2.50) we obtain
The Foster-Lyapunov equation in (2.53) implies of course that the diffusion is geometrically ergodic. The estimate in (1.25) is obtained as the one in (2.1) using (2.52) and (2.53).
Proofs of the results on the control problem
For the proof of Proposition 1.1 we need some auxiliary lemmas. The lemma which follows is the nonlinear Dirichlet eigenvalue problem studied in [46] , combined with a result from [11, Lemma 2.1].
Lemma 3.1. For each n ∈ N, there exists a unique pair
on B n , V n = 0 on ∂B n , and V n (0) = 1, which solves
Moreover,λ n <λ n+1 < Λ * for all n ∈ N.
Let us add here that, as shown in [46] , the non-linear elliptic operator in Lemma 3.1 has two principal eigenvalues. In the setting of [46] , −λ n is the principal eigenvalue in B n with negative principal eigenfunction − V n . Then strict monotonicity ofλ n follows from [46, Remark 3] (or by the strong maximum principle). Then,
Proof. We claim that for each ε > 0 there exists a positive constant C ε such that εC ε → 0, as ε ց 0, and
Indeed, if f is nonnegative and f (x) ∈ o(|x|), we write
which proves the claim since ε R ց 0 as R ր ∞. Applying Itô's formula in (1.3), under any control U ∈ U, we have
where C ′ ε also satisfies εC ′ ε → 0, as ε ց 0. Let ϕ(t) denote the right hand side of (3.1). Theṅ
which implies thatφ (t)
Integrating (3.2), we have ε −2 + ϕ(t) ≤ εC ′ ε t + ε −2 + |x| 2 and using (3.1), we obtain
Since (3.3) holds for all ε > 0, the result follows.
We need the following lemma.
Suppose that b and σ are bounded and σ is Lipschitz continuous. Then there exists a constantC such that
Since the coefficients b, σ and h are bounded, the Harnack constant C H in (3.4) does not depend on x. Again, applying (1.31) and the Sobolev embedding theorem mentioned in the beginning of Section 3, we obtain sup
where the constantC does not depend on x. Hence the result follows.
Theorem 3.4. Suppose Assumption 1.1 and (1.5) hold, and that c is near-monotone relative to Λ * and bounded. Then
then Λ = Λ * , and inf R d V > 0. In addition, any measurable selector from the minimizer of (3.5) belongs to U SSM and is optimal, i.e.,
Proof. As shown in [11, Lemma 2.1], any limit point, (V * , λ
Clearly then, V * > 0 on R d , V * (0) = 1, and λ * ≤ Λ * by Lemma 3.1. Since b, σ, and c are bounded, and ∇(log V * ) = ∇V * V * , then by Lemma 3.3 there exists a constant κ > 0 such that
Let v be a measurable selector from the minimizer of (3.6). A straightforward application of Fatou's lemma on the stochastic representation of the solution V * of (3.6) shows that
Evaluating (3.8) at x = 0, taking the logarithm on both sides, applying Jensen's inequality, dividing by T , and rearranging terms, we obtain
Hence, since log V * (X T ) ≤ κ 1 + |X T | by (3.7), it follows by Lemma 3.2 that lim sup
Therefore, by (3.9) we obtain lim sup
Since λ * ≤ Λ * , it follows that v is stable by the argument used in the proof of (g) ⇒ (a) in Lemma 2.1. Also V * is inf-compact, and Λ v (c) ≤ λ * by Lemma 2.1 (d), and (f), respectively. Thus we have shown that
Therefore, we have λ
by the definition of Λ * . This proves part (i). The proof of parts (ii) follows by the same arguments as in the preceding paragraph.
In order to simplify the notation, we definē
The proof in Lemma 2.1, (f) ⇒ (a), shows that any v ∈ U * SM is a stable Markov control. In the two lemmas which follow we do not impose Assumption 1.1. 
If for some ball B ∈ R d it holds that
Proof. By Itô's formula and the Fatou lemma, we have
Therefore we can scale V v , by multiplying with a positive constant, so that it touches V from above at some point in B. Since (3.10) implies that
and thus,
the result follows by the strong maximum principle.
Lemma 3.6. Let c be near-monotone relative to Λ * m , and suppose that Λ *
Proof. Letṽ be a minimizing selector of
, and thusṽ ∈ U * SM and Λṽ(c) = Λ * m . If (3.12) is not an equality, then for some measurable set A of positive Lebesgue measure we have
Thus Λṽ(c + 1 A ) ≤ Λ * m by Lemma 2.1 (f). However, if (1.8) holds, then by Theorem 1.5 we have
which is a contradiction. Thus (3.12) holds.
It follows by Lemma 3.6 that, if Λ *
We continue with the proof of Theorem 1.2.
Proof of Theorem 1.2. In view of Theorem 3.4 (ii) it suffices to prove uniqueness in the class V • . Also recall that Λ * = Λ * m . Since the Dirichlet eigenvalues in Lemma 3.1 satisfyλ n < Λ * for all n ∈ N, the Dirichlet problem min u∈U L u ϕ n (x) + c(x, u) − Λ * ϕ n (x) = −α n 1 B (x) a.e. x ∈ B n , ϕ n = 0 on ∂B n , (3.13) with α n > 0, has a unique solution ϕ n ∈ W 2,p loc (B n ) ∩ C(B n ), for any p ≥ 1 [46, Theorem 1.9] (see also [52, Theorem 1.1 (ii)]). We choose α n as in Lemma 2.11. Namely ifα n > 0 is such that the solution ϕ n of (3.13) with α n =α n satisfies ϕ n (0) = 1, we set α n = min(1,α n ). Passing to the limit to obtain a positive solution Φ ∈ W It also follows by elliptic regularity that the restriction of V vε n in B n is in C 2 (R d ). Letv n ∈ U n,vε SM be a measurable selector from the minimizer of (3.18). Sincev n agrees with v ε on B c n , any Lyapunov function for the diffusion under the control v ε is also a Lyapunov function under the controlv n . It follows thatv n ∈ U SSM . Let B be a bounded open ball such that c(x, u) > Λ * m + ε 0 for all (x, u) ∈ B c × U. Applying Itô's formula to (3.18) , and using Fatou's lemma, we obtain, withτ ≡ τ B c , that has a unique nonnegative solution ϕ α,n ∈ C 2 (B n ) ∩ C(B n ). It is clear by the strong maximum principle that ϕ α,n is positive in B n . For v ∈ U * SM , let V v ∈ W for any α ≥ 0, and we use this as in the proof of Theorem 2.8 to deduce that
and for all v ∈ U * SM . As explained in Theorem 2.8, this allows us to pass to a limit along some sequence n → ∞, to obtain a positive function Φ α ∈ C and for all v ∈ U * SM , where we use the property that ϕ α,n = 0 on ∂B n . Since V v (x) ∀ x ∈ B n \ B r , ∀ r, T > 0 , using dominated convergence for the first term on the right hand side of (3.26), and monotone convergence for the second term, we first take limits as T → ∞, and then as n → ∞ to obtain for all x ∈ B c r , r > 0, and v ∈ U * SM . We next show that inf R d Φ α ≥ M for some constant M > 0 and all α > 0 sufficiently small. Let θ > 0 be such that c is near monotone relative to Λ(f ) + 2θ, and let K θ be as in in Definition 1.1. Ifv ∈ U SM is a selector from the minimizer of (3.25), then by Itô's formula and Fatou's lemma we obtain 28) since the running cost c is nonnegative. From now on, we select ζ α so that Φ α (0) = 1. Thus ζ α ≤ Λ * m + α by (3.28) . Since ζ α is bounded, the pde in (3.25) satisfies the assumptions for the Harnack inequality for a class of superharmonic functions in [1] . This implies that if B is some fixed ball containing K θ , then
for some constant C H . We leave it to the reader to verify that the assertions in Lemma 2.1 are true for any supersolution of (1.15). Therefore, since inf R d Φ α > 0, it follows from (3.25) that inf
for all α ∈ (0, θ).
On the other hand, as in (2.23), for any v ∈ U * SM , we obtain 30) where B is the ball in the preceding paragraph, and V v is as in (3.24) . It then follows by (3.27) , (3.29) , and (3.30) that the collection {Φ α , α ∈ (0, 1)} is locally bounded, and thus also relatively weakly compact in W 2,p (B R ) for any p ≥ 1 and R > 0, by (2.20) . Thus passing to the limit in (3.25) as α ց 0 along some sequence, we obtain a positive V ∈ C 2 (R d 
