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Abstract
The intracranial hypertension is the medical name for high intracranial pres-
sure, a condition that can be dangerous for the patient’s health. This increase
of intracranial pressure (ICP) may be caused by a congenital or acquired
pathology (i.e. the hydrocephalus) as well as by the increasing volume of a
cranial mass lesion, among others.
Considering that some of these pathologies are chronic, it is necessary to
develop automatic drainage systems, so the human help is not needed (or at
least reduced) in an emergency situation.
This thesis will deal with the design, implementation and improvement of
an algorithm that predicts the intracranial pressure. It could be useful, for
example, to able a device drain the cerebrospinal fluid (CSF) automatically
when the pressure suddenly increases, common problem in Hydrocephalus
patients. The cardiovascular model (R. Mondal et al.) will be used in or-
der to emulate a patient and obtain an intracranial pressure estimation from
aortic pressure measurements. Both signals will be processed with a Kalman
filter variant (Unscented Kalman Filter), due to the cardiovascular model’s
non linearities, to obtain a prediction of the ICP.
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Resum
La hipertensio´ intracranial (HTIC) e´s la condicio´ en que` la pressio´ intracra-
nial creix de manera que pot ser perjudicial per a la salut del pacient. Aquest
augment de PIC (pressio´ intracranial) pot ser tant donat per una patologia
conge`nita o adquirida (per exemple, la hidrocefa`lia) com per una massa creix-
ent fruit d’una lesio´ cranial.
Tenint en compte que algunes d’aquestes patologies poden ser cro`niques, e´s
necessari dissenyar sistemes de drenatge automa`tic de manera que no sigui
necessa`ria la intervencio´ humana en cas d’emerge`ncia.
Aquest treball es centrara` a dissenyar i implementar un algoritme de prediccio´
de la pressio´ intracranial. Podria ser u´til, per exemple, per fer possible el
drenatge de l´ıquid cefaloraquidi quan es doni un augment sobtat de pressio´,
problema habitual en pacients amb Hidrocefa`lia. S’usara` el model cardio-
vascular (R. Mondal et al.) que servira` per emular un pacient, i obtenir una
estimacio´ de la pressio´ intracranial a partir de mesures de la pressio´ ao`rtica.
Ambdo´s senyals seran tractats amb una variant del filtre de Kalman (Un-
scented Kalman Filter), donada la no linearitat del model cardiovascular, per
obtenir una prediccio´ de la pressio´ intracranial.
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Resumen
La hipertensio´n intracraneal (HTIC) es la condicio´n en la que la presio´n
intracraneal crece de manera que puede ser perjudicial para la salud del pa-
ciente. Este aumento de PIC (presio´n intracraneal) puede ser bien dado por
una patolog´ıa conge´nita o adquirida (como por ejemplo la hidrocefalia) como
por una masa creciente fruto de una lesio´n craneal.
Teniendo en cuenta que algunas de estas patolog´ıas pueden ser cro´nicas,
es necesario disen˜ar sistemas de drenaje automa´tico de forma que no sea
necesaria la intervencio´n humana en caso de emergencia.
Este trabajo se centrara´ en disen˜ar e implementar un algoritmo de prediccio´n
de la presio´n intracraneal. Podr´ıa ser u´til, por ejemplo, para hacer posible
el drenaje de l´ıquido cefalorraqu´ıdeo cuando se de un aumento esponta´neo
de presio´n, problema habitual en pacientes con Hidrocefalia. Se usara´ el
modelo cardiovascular (R. Mondal et al.) que servira´ para emular en mod-
elo, y obtener una estimacio´n de la PIC a partir de medidas de la presio´n
ao´rtica. Ambas sen˜ales sera´n tratadas con una variante del filtro de Kalman
(Unscented Kalman Filter), dada la no linealidad del modelo cardiovascular,
para obtener una prediccio´n de la presio´n intracraneal.
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Chapter 1
Introduction
This chapter is intended to introduce the intracranial pressure estimation
and prediction project.
The human brain is immersed in the so-called cerebrospinal fluid, which
protects the brain from mechanical stress, helps support its weight through
buoyancy1 and also serves as a nutrient supplier for the brain.
Hydrocephalus is a condition in which there is an abnormal accumulation
of cerebrospinal fluid within the brain. As a consequence, the intracranial
pressure (ICP) increases, situation that can lead to serious damages like un-
cal2 and/or cerebral tonsil herniation, which can result in a life-threatening
brain stem compression. Specially dangerous in such a situation are the
Lundberg A waves, the so-called Plateau waves, which are known for its high
ICP rise for several minutes.
For this reason, this thesis will deal with the design, implementation and
improvement of an algorithm that predicts the intracranial pressure. It could
be useful, for example, to able a device drain the cerebrospinal fluid (CSF)
automatically when the pressure suddenly increases, common problem in
Hydrocephalus patients. So, the patient’s danger is greatly reduced without
need of human interaction.
For the predictor will be used a variant of the Kalman Filter, the Unscented
Kalman Filter (UKF), due to the nonlinearities presented by the human
biologic transformation from the aortic pressure to the intracranial one, em-
ulated with the cardiovascular model (R. Mondal et al.). This model will be
1Upward force exerted by a fluid that opposes the weight of an immersed object.
2Common subtype of transtentorial herniation
1
useful for emulating the patient biologic signals as well as for creating the
transformation that the UKF uses.
Note: Usually a model describes the behavior of some nature. In this thesis,
instead, the word model will be used to name some nature emulations, even
though they have not exactly the same behavior.
1.1 Thesis goals
• Extend the current model in form of a non-linear intracranial compli-
ance to improve the vascular system emulation for a better intracranial
pressure estimation.
• Reduce the vascular model’s number of states in order to get a suitable
transformation for the UKF.
• Integrate the vascular model with the UKF in order to predict the
intracranial pressure from the measurements of the cardiovascular one.
• Validate the final model with data provided by Uniklinik (the university
hospital) in Aachen.
1.2 Workplan
At the beginning of the project, as usual, a workplan has been done in order
to clarify the time distribution for the thesis. During the thesis, and due to
some contingencies, the time distribution has been altered. A visual way to
describe this type of document is with the Gantt diagram. Figure 1.1 shows
the updated time distribution in form of a Gantt diagram.
2
Figure 1.1: Gantt Diagram of the project.
3
Chapter 2
Background
2.1 Unscented Kalman Filter
The prediction systems in nowaday’s electronics have become essential. The
possibility of prediction have been rapidly extending to areas like economics,
engineering, physics, etc. And now, this project.
In this thesis, the Kalman filter will be implemented using as transformation
the cardiovascular model’s one. So, the filter’s input will be the aortic pres-
sure, and its output will be the prediction of the intracranial pressure. More
of this will be explained in the third chapter: the integration of the vascular
model with the predictor.
2.1.1 Kalman Filter
The Kalman Filter is an algorithm developed by Rudolf E. Kalman in 1960.
Essentially is a set of mathematical equations that implement a predictor-
corrector type estimator that is optimal (in the sense that it minimizes the
estimated error covariance) when some presumed conditions are met. Since
it was created, the Kalman filter has been subject of extensive research and
application, particularly in autonomous or assisted navigation. [7]
State estimation using observer
Assume a discrete, linear, time-varying, dynamical system. The estimation
of its state is, in much cases, necessary and important. However, the param-
eters of this system may not be clear or are not exactly known. In this case
a dynamic state observer with a feedback mechanism, to recursively correct
the state’s estimation error, is needed. Additional terms may be included in
4
order to ensure that the model’s estimated states converge to the real states
or, in the same way, the estimation error converges to zero.
When this estimation error is multiplied by a matrix L and then added
to the equations for the state observer, the so-called Luenberger observer
(figure 2.1) is created. [1]
Figure 2.1: Luenberger State Observer System. [1]
If the system is observable, then its guaranteed the convergence of the
estimated state to the actual state (using a proper feedback gain). Hence,
the initial conditions don’t have to be known.
In actual systems, though, sensors signals are always corrupted with noise. If
stocasthic properties of these noise sources are known, then state estimation
may be performed as well, and more effectively than simply not taking the
noise in account and estimating the state based on noise-free state transition
model.
State-Space Modelling of Random Processes
Taking in account the noise, the eq. 2.1 resumes the expression of an esti-
mated state. Where xt ∈ Rnx1 is the state vector and xt+1 its estimation,
ut ∈ Rrx1, At, Bt and Gt matrix with proper dimensions and wt ∈ Rnx1 a
white noise with 0-mean.
xt+1 = Atxt +Btut +Gtwt (2.1)
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Since wt is a random process, the state xt is a random process. The term
Btut is deterministic, so the influence upon the state xt is predictable and
therefore, it can be eliminated without loss of generality (eq. 2.2).
xt+1 = Atxt +Gtwt (2.2)
If the states are noisy, then the output is also noisy, as shown in the eq. 2.3:
yt = Htxt + vt (2.3)
where vt ∈ Rlx1 is the 0-mean measurement noise.
This results in the electrical model shown in fig. 2.2:
Figure 2.2: Linear time varying system with process noise and measurement
noise. [1]
Optimal State Estimation Problem
Rudolf E. Kalman’s goal was to obtain the optimal state vector xt’s esti-
mation based on measurements yt(t = 1, 2, ..., t) that minimizes the mean
squared error (eq. 2.4):
J t = E[(xˆt − xt)T (xˆt − xt)] (2.4)
subject to the equations 2.2 and 2.3.
The Discrete Kalman Filter Algorithm
The algorithm used for the discrete Kalman Filter is shown in fig. 2.3.
6
Figure 2.3: Kalman Filter Algorithm. [1]
With knowledge of previous outputs yt−i, ..., yt−2, yt−1, the state xt−1 can
be estimated. Then, the expected state transition is calculated (eq. 2.5):
xˆt|t−1 = E[At−1xˆt−1 +Gt−1wt−1]
E[wt−1]=0
=⇒ xˆt|t−1 = E[At−1xˆt−1] (2.5)
Through the estimated state, the output can be, as well, estimated (eq. 2.6):
yˆt = Ht · xˆt|t1 (2.6)
The correction of the estimation is a crutial part in the recursive prediction
systems. In this case, the feedback is multiplied by a matrix K, the so-called
Kalman Gain, calculated as shown in eq. 2.7
Kt = Pt|t−1 ·HTt [Ht · Pt|t−1 ·HTt +Rt]−1 (2.7)
where P is the error covariance of the a priori state estimation (eq. 2.8).
Pt|t−1 ≡ E[εt · εTt ] = E[(xˆt|t−1 − xt)(xˆt|t−1 − xt)T ] (2.8)
The last step is to estimate the actual state (eq. 2.9).
xˆt = xˆt|t−1 +Kt( yt −Ht · xˆt|t−1) (2.9)
7
A central and vital operation performed in the Kalman Filter is the prop-
agation of a Gaussian Random Variable (GRV) through the system dynam-
ics. The EKF1 linearizes the state distribution (via Taylor expansion) and
is approximated by a GRV, which is then propagated through the first-order
linearization of the non-linear system. The UKF2 solves this problem by
using a set of deterministic sampling points, called Sigma points. The state
distribution is, again, approximated by a GRV, but now using as a pattern
the transformed sigma points.
2.1.2 EKF vs. UKF
The figures 2.4 and 2.5 shows how the EKF and UKF transforms work. As
explained in [8] the EKF takes the current mean and uses it as a linearization
point for the function G. Once it has been linearized, the gaussian distribution
can be mapped.
Figure 2.4: Simplified schematic of the Extended Kalman Filter transform.
In the other hand, the UKF takes a set of points (called Sigma Points) and
transform them. The transform using a non-linear function of this points will
able the reconstruction of the Gaussian distribution. Every sigma point has
its own weight, which helps obtain the best possible signal reconstruction.
1Extended Kalman Filter
2Unscented Kalman Filter
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Figure 2.5: Simplified schematic of the Unscented Kalman Filter transform.
Obviously, if a Gaussian is transformed through a non-linear function, it
won’t be a Gaussian anymore, but the UKF just wants to achieve the best
Gaussian approximation of this transformed distribution.
2.1.3 Sigma Points
The sigma points are the part of the Unscented Transform that really makes
the difference from the Extended Kalman Filter. To choose these points some
constrains have to be followed:
1. The weights w of the sigmas χ have to sum up to 1.
2. The reconstructed mean has to be equal to the original mean.
3. The reconstructed covariance matrix has to be equal to the original
covariance matrix.
∑
iw
i = 1
µ =
∑
iw
[i]χ[i]
C =
∑
iw
[i](χ[i] − µ)(χ[i] − µ)T
(2.10)
There is no unique solution for χ[i], w[i] and there is more than one way
to obtain them.
The number of sigma points depends directly on the dimensionality of the
distribution to study. There is always one sigma point that represent the
distribution’s mean and, for every dimension, 2 more sigma points have to
be chosen. So, for example, with a 2-dimensional Gaussian distribution, 5
sigma points have to be chosen: the mean and 2 points per dimension.
9
2.1.4 The Unscented Kalman Filter Algorithm
Let’s define a signal x with mean µ, covariance matrix C, and a nonlinear
system g(·). The UKF’s first step is to define the appropiate sigma points
χ[i] for the distribution of x. Once the sigma points have been defined, they
are transformed through g(·). Now the mean and the covariance matrix can
be reconstructed as shown in equations 2.11 and 2.12 respectively.
µt =
2n∑
i=0
w[i]g[χ[i]] (2.11)
Ct =
2n∑
i=0
w[i](g[χ[i]]− µt)(g[χ[i]]− µt)T +Rt (2.12)
The figure 2.6 shows the algorithm used by the UKF.
10
Figure 2.6: Unscented Kalman Filter Algorithm.
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As shown in the figure, the UKF algorithm consists in:
1. Initializing with x0 and P0.
2. The sigma points χ[i] are computed based in the predicted belief.
3. Transform the sigma points with the state function f(·) to obtain its
prediction (eq. refeq:sigmaPointsToPredictedSigmas).
χt+1 = f(χt, t) (2.13)
4. Transform the sigma points with the function h(·), which maps to the
state of observations (eq. 2.14).
Zt+1 = h(χt, t) (2.14)
5. Compute the mean and the uncertainty for this transform observation
(eq. 2.15 and 2.16).
zˆt =
2n∑
i=0
w[i]m · Z [i]t (2.15)
St =
2n∑
i=0
w[i]c (Z
[i]
t − zˆt)(Z [i]t − zˆt)T +Qt (2.16)
6. Compute the Kalman Gain matrix Kk (eq. 2.17)
Kt = C
x,z
t · S−1t = CtHTt (HtCtHTt +Qt)−1 (2.17)
where C
x,z
t is the cross-correlation between the sigmas and the mea-
surement estimations:
C
x,z
t =
2n∑
i=0
w[i]c (χ
[i]
t − µt)(Z [i]t − zˆt)T (2.18)
7. Then the mean is computed and the covariance (eq. 2.19 and 2.20)
µt = µt +Kt · St ·KTt (2.19)
Ct = Ct −Kt · St ·KTt (2.20)
8. Finally, return µt and Ct. The mean µt represents the mean of the
predicted signal distribution. Therefore, it will be understood as the
state prediction xˆ(k + 1|k).
12
The effect of the linearization is directly correlated with the variance of
the gaussian signal. That is, the higher gaussian variance the worse approx-
imation is acomplished with linearization. The next figure (2.7) shows the
effect of estimating two signals with different variances using the Extended
Kalman Filter and the Unscented Kalman Filter. The EKF’s linearization
produce bigger errors for signals with higher variance. This effect can be seen
in the next figure 2.7a, where the estimation is better accomplished using the
UKF rather than the EKF.
(a) High-variance gaussian. (b) Low-variance gaussian.
Figure 2.7: Comparison between UKF and EKF realizations for a high and
low variance gaussian. The solid lines represent the gaussian distribution
and its true mean and the dashed ones are the estimation and the estimated
mean. As it can be seen in 2.7a, the estimated gaussian using the UKF
represents much better the original (in terms of its mean and variance) than
the one estimated using the EKF. In fig. 2.7b, as the original gaussian’s
variance is much lower, the estimation did by both of the filters are pretty
similar, remaining the UKF as the best estimator.
2.1.5 Conclusions
The figure 2.8 shows the comparison of the estimation between the Extended
Kalman Filter, the Unscented Kalman Filter and the real signal after the non-
linear system. Is easy to notice that UKF approximates the real signal much
better than the linearization did by EKF.
The unscented transform is an alternative to linearization, is a better ap-
proximation than Taylor expansion. The UKF uses UT3 in the prediction
3Unscented Transform
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and correction step.
The results using UKF or EKF are the same for linear systems, but a better
approximation is accomplished by UKF with nonlinear ones. Even though
no jacobians are needed for the UKF, the algorithm is slightly slower than
the EKF. Both of them, nevertheless, are still restricted to Gaussian distri-
butions.
Figure 2.8: Comparison between the real signal and the estimations of EKF
and UKF. Extracted from [2].
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2.2 Vascular Model
This chapter is intended to describe the extended vascular model (developed
by Rajib Mondal et al. [5]).
Through the years of brain research (Hydrocephalus, Alzheimer among oth-
ers) the possible solutions had passed through animals after being tested in
different electrical or virtual models. Since the technology and the society
consciousness (with respect to animal treatment) are developing, new, more
precise and faster models have to be implemented.
Nowadays is not possible to assure the non-testing on animals, but it can
be minimized creating systems that model the phisiology of the human body
as good as possible.
Blood flow is transfered into the brain through the vascular system. Hence,
there exist a dependency between the pulsatile pressure waves in the blood
and the intracranial pressure waves. In the study of abnormal intracranial
pressure, these ICP4 waves are of special interest.
2.2.1 Intracranial pressure waves
Each intracranial pressure wave has three upstrokes: P1 (Percussion wave)
which represents the arterial pulsation, P2 (Tidal wave) which represents the
intracranial compliance and P3 (Dicrotic wave) which represents the venous
pulsation.
Depending on the waveform, some pathologies can be diagnosed. For ex-
ample: usually P1 is bigger than P2 and P2 is bigger than P3. A P2 bigger
than P1 may indicate intracranial hypertension. A prominent P2 though, as
the one in fig. 2.9, might be indicating other pathologies.
4Intracranial Pressure
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Figure 2.9: Intracranial pressure wave in a non compliant cranium. It may
indicate an increasing volume of a mass lesion, abnormal intracranial com-
pliance or just a inspiratory breath hold.
Plateau Waves
The Plateau waves (also called Lundberg’s A waves) are a subtype of Lund-
berg waves specially dangerous for raised ICP patients. They consist in a fast
and steep growth of the ICP mean, which can rise to more than 50mmHg.
After the wave, which can last from 5 to 20 minutes, the ICP usually falls
below baseline level and cerebrospinal compensatory reserve improve for fi-
nally returning to a normal status.
The figure 2.10 shows the ICP, the CPP5 and the RAP6. The wave is caused
by rising cerebrovascular volume due to vasodilatation (Lundberg) which
cause a decrease in CPP. It consists in 4 phases:
1. Drift phase: Decrease in CPP caused by vasodilatation.
2. Plateau phase: Vasodilatation also causes rising ICP.
3. Ischemic response phase: Decrease in CPP cause brain ischemia7, which
cause brainstem vasomotor center to regulate blood pressure causing a
cushing reflex8.
5The cerebral perfussion pressure, or CPP, is the net pressure gradient caused by
cerebral blood flow to the brain. It is defined as the difference between Mean Arterial
Pressure (MAP) and the ICP.
6Correlation coefficient (R) between amplitude (A) and mean pressure (P).
7Ischemia is a condition in which the blood supply is restricted to tissues, causing a
shortage of oxygen and glucose needed for cellular metabolism.
8Also referred to as the vasopressor response, is a physiological nervous system re-
sponse to high ICP that results in ”Cushing’s triad”: Increase of blood pressure, irregular
breathing and bradycardia (slow heart rate).
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4. Resolution phase: The cushing reflex cause a restoration in CPP.
Figure 2.10: ICP, CPP and RAP evolution during a Plateau wave. It can
be seen how the cerebral perfussion pressure decreases causing an ICP incre-
ment, which lasts more or less 10 inutes. The ICP level is restored once the
CPP increases. Extracted from [3]
.
Figure 2.11 shows the spectral density of the ICP signal. As it can be ob-
served, the ICP waveform is formed by, at least, 3 frequential components:
(1) the slow waves, (2) the respiratory component (related to the frequency of
the respiratory cycle: 8-20 cycles per minute) and (3) the pulse wave (formed
by the signal’s fundamental frequency and its harmonics). This fundamental
component is the same as the heart’s rate.
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Figure 2.11: Spectral density of a ICP wave. Extracted from [3].
The physiological range of ICP varies with age, being 1.5-6 mmHg for
term infants, 3-7 mmHg for children and up to 15 mmHg for adults. Never-
theless, the thresholds for initiating treatment for intracranial hypertension
vary according to aetiology9 and even so there is a debate about the appropi-
ate upper limit.
2.2.2 The Vascular System
The brain consumes up to 20% of the total inhaled oxygen. At low physical
activity, the physiological blood flow is about 40-50ml per 100g of brain tis-
sue and per minute. This corresponds to approximately 700ml/min, which
is 15% of the total blood volume pumped by the heart through the body in
a minute.
The head and the brain have four large supply arteries (fig. 2.12a): Carotid
Arteries (internal and external) and the vertebral arteries (Arteria Verte-
bralis). The external carotid artery supplies blood to the outside of the head
while the internal provides the brain.
One characteristic system in the cerebral blood supply is the circle of Willis
(fig. 2.12b), a circulatory anastomosis10 named after Thomas Willis (1621–1675).
9Cause or origin of a disease.
10Connection between two blood vessels: two arteries, two veins or artery-brain.
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This vascular ring is composed of the following arteries: Anterior cerebral
(left and right), anterior communicating, internal carotid (left and right),
posterior cerebral (left and right), posterior communicating (left and right).
[5]
(a) Vascular system towards the brain. (b) Circle of Willis.
Figure 2.12: Cerebral vascular system. Extracted from [9]
2.2.3 Anatomical structure of the human brain
The brain is still the most complex organ in the human body. It forms, to-
gether with the spinal cord, the central nervous system (CNS) which assumes
all elementary tasks of the organism and processing of information. It consist
mainly of nerve tissue and weighs about 1400gr. on average.
The brain is protected by the skull and immersed in the so-called cere-
brospinal fluid. This liquid rests in the subarachnoid space (anatomic space
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between the arachnoid mater11 and the pia mater12, as shown in fig. 2.13).
Figure 2.13: Anatomical structure of the brain layers. The CSF rests between
the Arachnoid and Pia mater meninges. Extracted from [10]
The cerebrospinal fluid protects the brain from mechanical stress, helps
support its weight and reduce the shocks through buoyancy13 and also serves
as a nutrient supplier for the brain. It consists on 99% of water and small
proportions of leucocytes14, ions and proteins.
The Monro-Kellie doctrine describes not only how the intracranial volume
can be sumarized by the brain volume, the CSF volume, the blood volume
and a possible mass lesion volume (as shown in eq. 2.21), but also that
this intracranial volume remains constant due to the brain’s compensatories
mechanisms.
VICV = VBRAIN + VCSF + VBLOOD + VMASS−LESION (2.21)
where VICV is the intracranial volume, which remains constant.
The compensatory reserve, also called compliance, depends on the patient’s
anatomy. The lower the compliance, the weaker the compensatory mecha-
nisms. Therefore, patients with poor cranial compliance could be at much
greater risk than others suffering from the same disease.
11Centermost layer of the meninges
12Innermost layers of the meninges.
13Upward force exerted by a fluid that opposes the weight of an immersed object.
14White blood cells
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2.2.4 Mathematical model and linearization
The general Navier-Stokes equation (eq. 2.22) is the basis for the mathe-
matical description of the blood flow. The equation shows the relationship
between the inertial forces (1), the pressure forces (2), the viscous forces
(3) and the external forces applied to the fluid (4). It is always solved to-
gether with the continuity equation (eq. 2.23) and, while the Navier-Stokes
equations represent the conservation of momentum, the continuity equation
represents the conservation of mass.
ρv˙︸︷︷︸
1
= ρ[
δv
δt
+ (v×∇)v] = −∇p︸ ︷︷ ︸
2
+ η∆v + (λ+ η)∇(∇v)︸ ︷︷ ︸
3
+ f︸︷︷︸
4
(2.22)
δv
δt
+∇ · (ρv) = 0 (2.23)
In (2.22) η describes the viscosity of the fluid, v denotes the velocity of a
particle in the fluid, λ is the first Lame´ constant, ρ is the blood density and
the vector f describes the influence of a force acting on the fluid from outside.
This equation describes the flow of a Newtonian fluid15 and, since blood is
not a Newtonian fluid, some approximations have been made.
A more precise study of the blood dynamics, which goes beyond the scope
of this work, was carried by Womersley. Fig. 2.14 shows why the approxi-
mation is permissible.
This velocity profiles has been constructed using the typical carotid flow
pulse (data extracted from [11] and [12]).
15Liquids or gases with a linear viscous flow behavior.
21
Figure 2.14: Comparison of the normalized flow profiles of a Newtonian fluid
(Hagen-Poiseuille) and blood (Womersley) [4].
Linearizing through some assumptions, R. Mondal validates the electrical
circuit diagram (see fig. 2.15) as the equivalent circuit of any blood vessel of
length ∆l.
−
+
pk
Rk Lk
Ck
qk qk+∆l
+
−
pk+∆l
Figure 2.15: Electrical model of a blood vessel of length ∆l.
2.2.5 Model structure
Once the electrical equivalent circuit (fig. 2.15) has been applied to the
blood vessels towards the brain, the system shown in fig. 2.16 comes up.
Is important to notice that it includes the arms’ circulatory systems, since
the reflections coming from these blood vessels have an effect on the systolic
pressure.
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Figure 2.16: Schematic of the structure of the vascular model. It can be
observed that the blood vessels below the heart are not modelled, since it
would not have a significant effect on the brain’s pressure. Extracted from
[5].
The input of the model is the Aortic pressure, while the output is the ICP
estimation. The pressure at the vena cava is assumed to be constant and is
equal to the right atrial pressure, the blood pressure in the right atrium of
the heart.
After the study and research of the arterial and venous structure, the Circle
of Willis, the CSF production-resorption processes and the coupling of both
models, the model came up.
The cardiovascular model describes the vascular coupling from the heart
up to the brain. Mondal assures in his thesis that the effect of the vascu-
lar compartments below the heart on the brain pressure can be neglected.
Since the blood flow is treated as pressure waves, reflections belonging to
past waves also affect the current ones. Because of this, the veins from the
brain back to the heart and the blood vessels from the arms are considered in
this model. Evidently, the CSF16 flow has also been taken into account, since
an abnormal production-resorption process is the major cause of increased
intracranial pressure.
Fig. 2.17 shows the visual schematic low-order circuit, where the pressure is
modelled by a voltage source, the flow resistance by resistors and the compli-
ance by capacitors. There are two connections which are controlled by diodes
since the flow inside them must be unidirectional: the liquor production and
resorption systems.
16Cerebrospinal Fluid
23
The intracranial pressure, the output of the overall model, is modelled as
the voltage differential between the capacitor Ccran terminals, which emu-
lates the intracranial compliance.
Figure 2.17: Electrical equivalent of the vascular coupling between the heart
and the brain. Extracted from [5]
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Chapter 3
Vascular Model Modifications
This chapter is intended to describe the modifications applied to the vascular
model.
On one hand, the full order model (cardiovascular model) is currently as-
suming a constant intracranial compliance, which is emulated with a capaci-
tor. As explained, an abnormal intracranial compliance can cause abnormal
intracranial pressure. So improving its emulation may lead to more accurate
and interesting results.
On the other hand, the full order model has to be reduced so it can be
used for the UKF as Unscented Transform (UT) to perform the ICP pre-
diction. Even though the vascular model could be used as UT, its wideness
would lead to huge delays in the prediction, which has to be in real-time. For
this reason, and since the UKF will improve the deteriorated results caused
by this reduction, it is necessary to reduce the full order model.
Sumarizing there are two main modifications: (1) the expansion of the model
to a nonlinear intracranial compliance and (2) the reduction of the states of
the cardiovascular model.
3.1 Expansion to nonlinear ICC
The estimation of the ICP from the aortic pressure is the main goal of the
vascular model. In the electrical model of the vascular system the intracra-
nial pressure is modelled by the voltage differential between the terminals of
the capacitor which emulates the intracranial compliance.
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Figure 3.1 shows the normal VPR1 in the cranial cavity. The slope of the
curve is known as the elastance ε, which its invertion leads to the cranial
compliance C. [13]
C =
1
ε
=
∆V
∆P
(3.1)
Figure 3.1: Pressure volume relationship realization. It determines the elas-
tance (slope of the curve) and the compliance (inverse of elastance). [3]
1Volume-Pressure Ratio
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Figure 3.2: Single realization of the relationship between ICP (Intracranial
Pressure) and ICC (Intracranial Compliance).
The intracranial compliance is currently modelled by a capacitor, which
has a linear δV
δt
− I relationship. But, as shown in fig. 3.2, the intracranial
compliance decreases as the pressure increases, until a certain critical value.
Hence, the intracranial compliance model has to be improved to emulate
this non-linear response. Since there exists electronically controlled capaci-
tors (capables of vary its capacitance), the main solution resort to using the
voltage differential between the capacitor’s terminals (the intracranial pres-
sure) to vary its capacitance.
The exact curve depends on each patient, therefore, it has to be determined
individually for each one. This is often taken by means of a bolus or infu-
sion test. A certain volume (about 1-2ml) is repeatedly added or removed
to the intracranial compartment, resulting in a change of the ICP. After this
test has been carried out on different work points, a good approximation
of the real volume-pressure characteristic can be calculated by means of ex-
ponential regression. Physiologically, the intracranial compliance is about
0.009 cm
5
dyn
≈ 0.12 ml
mmHg
[5].
Figure 3.3 shows the implemented circuit to assure the compliance adap-
tativeness. It has been used a ”Look-up table” component, which maps
every input to an specified output (emulating the VPR curve in fig. 3.2).
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Figure 3.3: Adaptative intracranial compliance driven by the intracranial
pressure.
With the aortic pressure signal provided, the intracranial compliance re-
sults in fig. 4.6. Since the compliance is related with the pressure by a
monotonically decreasing function, its waveform keeps a lot of relationship.
3.2 States Reduction
Model reduction is an indispensable tool for computational-based design and
optimization, statistical analysis, embedded computing, and real-time opti-
mal control.
In this aspect, nonlinear model reduction is much desired due to the sev-
eral areas that treat with nonlinear systems. A mostly used strategy is to
first linearize the system and then apply the reduction, but this lineariza-
tion does not alwats give a good estimation of the nonlinear system. Even
though there are other (and sometimes better) solutions to nonlinear model
reduction, in this project has been preferred to split the system in two: (a)
linear and (b) nonlinear part and reduce the first one. One of the reasons to
the split is the smallness of the nonlinear system.
The cardiovascular model is a system of order 197. It was expected to be a
high order model, due to the biological complexity of the vascular system.
Nevertheless, and since one of its goals is to be used as Unscented Transform
by the UKF, a reduction is clearly necessary. Even though the UKF could
work with such a wide system, its computational time would be increased.
For all these reasons, the system has to be reduced as much as possible.
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This section’s goal then, would be to minimize the number of states of the vas-
cular model. The minimum number of states can be approximated through
visual inspection from the bode plot of the system (shown in fig. 3.4). As-
suming this zero-poles approximation, it can be estimated that the minimum
number of states for the linear part of the vascular system is around 12.
Figure 3.4: Poles and zeroes estimation through visual inspection of the bode
plot. Poles are represented with a cross, whereas zeros are represented with
circles.
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3.2.1 System Identification Model Reduction
System identification is a commonly used technique to estimate unknown
systems using as data both input and output signals.
Unknown System
Modeling Filter
x(n)
y(n)
yˆ(n)
+
−
e(n)
Figure 3.5: System identification schematic. The output of the real system is
substracted to the estimated one, to obtain the error. The estimated system
will recursively try to reduce the error.
The modeling filter would be self-modified recursively, to reduce the er-
ror. If it has as many coefficients as the unknown system, and this latter is
linear, the estimation will be perfect and the error’s mean will be reduced to 0.
Even though there are more algorithms to compute that, it has been pre-
ferred to study the LMS or Least Mean Square.
Least Mean Square Algorithm
The LMS is an adaptative filter algorithm to find the coefficients that allow
to obtain the expected mean squared error (MSE), defined as the square of
the difference between the estimator and what is estimated.
The algorithm consists in 3 steps:
1. Calculate the system’s output: y[n] =
∑N−1
n=0 x[n]w[n]
2. Compute the estimation error: e[n] = d[n]− y[n]
3. Correct the filter coefficient’s weights: w[n+ 1] = w[n] + µx[n]e[n]
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The term µ is the so-called step size which indicates the size of the correction
step applied to the coefficients. If µ is too big, the next coefficient’s weights
will produce a higher error and the algorithm will be unstable. In eq. 3.2 is
shown the stability condition for the LMS algorithm.
0 < µ <
2
Px
(3.2)
where Px stands for the input signal power: Px = E{x[n]T · x[n]}.
Considering the lack of both input and output signals (essential for this
type of reduction), it has been preferred to reduce the model by using the
Hankel Singular Values, explained in the next section.
3.2.2 Hankel Singular Values Model Reduction
In control theory, Hankel singular values, named after Hermann Hankel, pro-
vide a measure of energy for each state in a system. It rests in the concept
of balanced model reduction, in which low energy states are discarded while
high energy states are retained. The reduced model retains the important
features of the original model.
As explained in [14], the Hankel norm of a system S = (A,B,C,D) ∈ Hinf
is defined by:
‖G2‖H := sup
u∈L2(−∞,0]
∫∞
0
y(t)2dt∫ 0
−∞ u(t)
2dt
, y(t) =
∫ 0
−∞
CeA(t−s)Bu(s)ds (3.3)
The Hankel norm tells how much energy can be transferred from past inputs
into future outputs through the system G. Basically puts a signal x ∈ L2 for
times t < 0 and evaluate the output for t > 0. This is defined (fig. 3.4) as
the Hankel operator ΓG:
ΓG : L2(−∞, 0]→ L2[0,∞) : (ΓGu)(t) =
∫ 0
−∞
CeA(t−s)Bu(s)ds, t > 0.
(3.4)
One useful property of ΓG is that its rank is finite, being equal to the minimal
number of states n required to realize the input-output map G,
Rank ΓG = n. (3.5)
To compute the HSV2, the controllability Gramian (WC) and the observ-
ability Gramian (WO) have to be extracted.
2Hankel Singular Values
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The controllability Gramian of (A,B) is defined as:
Wc(0, tf ) =
∫ tf
0
e−AtBBT e−A
T tdt (3.6)
Theorem 3.2.1 The pair (A, B) is controllable (reachable) on [0, tf ] if and
only if the controllability Gramian Wc(0, tf ) is positive definite
Complete controllability (or state controllability) describes the ability of an
external input to move the internal state of a system from any initial state to
any other final state in a finite time interval. Note that controllability does
not mean that once a state is reached it can be maintained, but that any
state can be reached.
In the same way, the observability Gramian of (A,C) is defined as:
Wo(t) =
∫ t
0
(eAτ )TCTCeAτdτ
A stable−−−−→ Wo(t) =
∫ ∞
0
(eAτ )TCTCeAτdτ (3.7)
Theorem 3.2.2 The pair (A, C) is observable (constructible) on [0, tf ] if
and only if the observability Gramian Wo(0, tf ) is positive definite.
Observability is the ability of, without knowing the initial state, given the
input and the ouput, determine the current state of a dynamic system. As
Prof. Gajic of Rutgers University says roughly, ”In order to see what is going
on inside the system under observation, the system must be observable”.
Now, the HSV of the system are calculated as the square roots {σi ≥ 0 ∀i =
1, ..., n}, of the eigenvalues {λi ≥ 0 ∀i = 1, ..., n}, for the product of Wc and
Wo.
State space representation of the model
In control systems there are different ways to represent a system (state space
equations, transfer function, etc). Each representation is useful depending on
the system itself. Since a lumped parameter model has been chosen for this
project, a state space representation will be used. For further knowledge, in
the appendix 6.1 is attached the conversion from state space representation
to the already known transfer function.
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This representation consists in a state matrix A ∈ Rnxn, the input matrix
B ∈ Rnxp, the output matrix C ∈ Rqxn and the direct transmission matrix
D ∈ Rqxp.
As the cardiovascular system is a SISO3 system, q = p = 1, so D ∈ R is
a scalar value and B ∈ Rnxp and C ∈ Rqxn are vectors. These matrices are
the key stones to build the so-called state-space representation, which relates
the current state x(k) and input u(k) to the current output y(k) or future
state x(k + 1), as shown in eq. 3.8 and 3.9.
x(k + 1) = A(k)x(k) + B(k)u(k) (3.8)
y(k) = C(k)x(k) + D(k)u(k) (3.9)
As already explained, a reduction by Hankel singular values basically empha-
sizes on the states which contribute less with the energy. As it can be seen
in fig. 3.6, the maximum reduction possible is down to 88 states since the
model has unstable poles that lead to unstable modes. Therefore, approaches
to erase this behavior have to be explored.
3Single Input Single Output
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Figure 3.6: Hankel singular values of the linear system. It cannot be reduced
to less than 88 states.
Simplifying the Bode response
Evaluating the frequency response of the system, shown in fig. 3.7, the
idea of eliminating the 4th frequency response peak appeared. This peak
adds meaningless information (due to its placing in the frequency domain)
to the output signal. Furthermore, its sharp shape must be caused by a
great number of zeros and poles, so its deletion will reduce the states which
contribute with meaningless data.
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Figure 3.7: Bode plot of the linear part of the cardiovascular system. The
4th peak is marked with a datatip.
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Figure 3.8: Bode plot of both fast and slow components of the linear vascular
system. The meaningless peak has been separated to simplify the response.
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The split produce 2 systems, the fast component (placed at the higher
frequencies) and the low component (at the lower ones). Is intuitive to see
how the original system, the slow component, has been reduced significantly,
from 197 states to 148. Hence, the fast component gathered 49 states.
Nevertheless, the HSV have been presenting unstable states, which cannot
be erased. A real pole in the right-half of the S-plane corresponds to an
exponentially increasing component, which turns it unstable. So, applying
the conversion in eq. 3.10, the problem is in the lower frequencies.
s = σ + jω (3.10)
Splitting the bode again at f = 1 ·10−9Hz, and erasing the lower component,
a new system, which only has 1 unstable state (for one unstable pole) is
obtained. Therefore, it has been abled the reduction down to 1 state, as
shown in fig. 3.9.
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Figure 3.9: Hankel Singular Values of the splitted system.
Model reduction
Bode simplification is the first step of the reduction. As predicted, the Han-
kel Singular Values dropped off (as can be seen in fig. 3.9), allowing the
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system to be reduced to, at least, 1 state. The system has been reduced to
a 7-order model due to the fact that it was which gave less error keeping in
mind the states wanted.
Since the low frequencies have been eliminated in the previous procedure,
the predicted signal has an erroneous mean. In other applications this could
be not important but, since the problem is about pressure, the mean is some-
how critical.
Fortunately, the magnitude of the erased frequency ranges was flat (did not
change with the frequency), so the error will be the same for all the frequen-
cies up to the 1Hz (where it was separated). Due to that, the erroneous
mean can be corrected and the predicted signal reconstructed. In figure 3.10
is shown the original system’s output and the reconstructed prediction after
adding the mean error. Is also noticeable the fact that the ”high” frequencies
are well estimated, good enough to distinguish any type of pressure waves.
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Figure 3.10: Comparison between the original output and the output from
the 7-states (reduced) system once applied the error correction.
The final step to confirm that this system is well reduced is to check
its observability, as explained in 3.7. The Observability Gramian matrix
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extracted was:
Wo =

1.27 0 0 0 0 0 0
0 1.23 0 0 0 0 0
0 0 0.68 0 0 0 0
0 0 0 0.67 0 0 0
0 0 0 0 0.25 0 0
0 0 0 0 0 0.24 0
0 0 0 0 0 0 1.44

(3.11)
Since its a diagonal matrix, is easily to notice its full rank and that the sin-
gular values are equal to the values in the diagonal. It can be seen how the
lowest one is 0.24, which is not close to 0. The fact that all the singular
values are relatively far from zero means that the reduction is well achieved.
Said in a simple way, if a singular value would have been close-to-zero, then
there would be a state which is close-to-meaningless.
Up to this point, the full order model has been reduced to a reduced (7th
order) cardiovascular model. The UKF will use this model, through its state
space representation, as the Unscented Transform, as explained in section
2.1. Keeping in mind that the reduced order model outputs (as the full order
one) the pressure in the intracranial artery, because the intracranial com-
pliance has not been included, there is a need for a block which transforms
this pressure to ICP. This block has been called Intracranial Dynamics block
(ICD), which will be explained in the next chapter.
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Chapter 4
Integration of the Vascular
Model with the UKF
This chapter is intended to describe the integration process of the vascular
model with the predictor.
Keeping in mind the final goal of the project, an algorithm to drain CSF
whenever the ICP raises, the next step after considering both systems, is the
integration of them.
As explained at the beginning of the thesis, the full order model will be
useful to emulate a patient, from which the pressure will be measured. It
also will be used to find the transformation used by the UKF as UT.
4.1 Procedure
The ICP prediction procedure will go as follows: It will be measured the aor-
tic pressure PAORT and the intracranial pressure PICP of the patient. Then,
using PAORT (k) as the input u(k) and PICP (k) as the measurement z(k),
the next intracranial pressure value PICP (k + 1) will be estimated by the
Unscented Kalman Filter. The UKF will use as UT the reduced system’s
transform, which will realize the nonlinear mapping. Figure 4.1 shows the
schematic of the whole circuit.
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Figure 4.1: Schematic of the whole model (UKF + Vascular Model).
Previously, in this thesis, it has been explained the Unscented Kalman
Filter. However, the identification of each UKF’s parameter to the project’s
parameters has not been done. The UKF starting point was:
xk+1 = f(uk, xk, vk) (4.1)
yk = h(xk, nk) (4.2)
where f(·) and h(·) are respectively the state update and measurement func-
tions, uk is the input, yk the output, vk and nk the additive noise, and xk is
the current unobservable state.
So, the first step has been to identify both f(·) and h(·). As explained in
chapter 1, the two of them come from the state space representation.
xk+1 = Axk +Buk (4.3)
yk = Cxk +Duk
D=0−−→ yk = Cxk (4.4)
Since the UKF works with discrete signals, the unscented transform have to
work with discrete signals as well. Hence, the reduced order model, repre-
sented by the matrix A, B and C has to be discretized.
4.1.1 Discretization of the state space
There are several methods of system discretizations. The underlying of the
discretization methods are basically:
• Based on having a zero order hold element on the input of the system.
• Using an integral numerical approximation, typically Euler’s methods
or Tustin’s method.
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Discretization with zero order hold
Assuming a continuous state space, it can be shown that having a zero order
hold element on its input (see fig. 4.2), the following discrete-time state space
expresses how the state x evolves along a discrete time axis. [6] [15].
Figure 4.2: Zero Order Hold on the input discretization method. Extracted
from [6].
x(k + 1) = Adx(k) +Bdu(k)
y(k) = Cdx(k) +Ddu(k)
(4.5)
where
Ad = e
ATs ≈ I + ATs + A
2T 2s
2!
+ ...+
AnT ns
n!
(4.6)
Bd =
∫ Ts
0
eAτdτ ·B ≈ (ITs + AT
2
s
2!
+ ...+
An−1T ns
n!
)B (4.7)
Cd = C (4.8)
Dd = D (4.9)
Discretization using Euler’s and Tustins numerical approximations
The basis of these methods is to get a discrete-time model which hopefully
behaves similar to the original continuous-time state space model.
• Euler’s forward method
x(k + 1) = (I + ATs)x(k) +BTsu(k) (4.10)
• Euler’s backward method
x(k) = (I − ATs)−1x(k − 1) + (I − ATs)−1BTsu(k) (4.11)
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• Tustin’s method
x(k) = (I−ATs
2
)−1(I+
ATs
2
)x(k−1)+(I−ATs
2
)−1
BTs
2
[u(k)+u(k−1)]
(4.12)
Since the intention is to predict the future value of the states, the Euler’s
forward method has been chosen.
4.1.2 Intracranial Dynamics Block
Considering that the reduction has been done to just the linear part of the
whole model, which outputs the pressure in the intracranial artery (PICA)and
does not take into account the IC, now the transform from PICA to PICP has
te be found.
The transformation performed by the adaptative intracranial compliance had
been expected easy to analyze. However, looking at it from the anatomical
point of view and once studied the brain’s biology, the addition of a com-
pliance parameter will change all the pressure waves due to its reflection-
transmission nature. Therefore, other approaches, as explained in the next
section, have to be explored.
4.2 Solutions to unexpected contingencies
During the work there has been some contingencies which have made the
thesis change its estimated path. In this section, these contingencies and
their proposed solution are explained.
4.2.1 UKF theory
Some contingencies ocurred when trying to predict the pressure in the cra-
nium and since the Unscented Kalman Filter is often used to predict state
(non observable) variables, the documentation did not talk about this trou-
ble. The pressure was predicted as the mean of the measurement sigmas. The
problem was solved when the measurement function h(·) was also applied to
the predicted states after its correction through the Kalman Gain.
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Figure 4.3: (In yellow) Last added step to the UKF algorithm, which will
output the transformation of the corrected states.
4.2.2 ICP estimation
Furthermore, there exists a problem when trying to estimate the ICP through
the reduced model. As already explained, the reduced model outputs the
pressure in the intracranial artery, taking into account no compliance. Since
the thesis deals with pressure waves, the addition of the compliance produces
changes in every reflected or transmitted wave.
The original idea was to find the relationship between this pressure and
the real ICP, but this transformation is hard and probably more difficult to
achieve than finding an alternative solution. Moreover, as it has been done
and studied recently, repeating the reduction have been easy.
Dynamic flow
Mondal explains in his work the relationship between the intracranial flow,
compliance and pressure as the one between (respectively) current, capacity
and voltage:
PICP =
1
C
∫
(qbloodIn − qbloodOut) + (qliqProd − qliqResp)dt (4.13)
where C represents the intracranial compliance and q the flow. So, the al-
ternative solution has been to output the dynamic flow in order to estimate,
through eq. 4.13 the intracranial pressure.
Keeping in mind the full model schematic in fig. 2.16, the dynamic flow
has been extracted using current sensors and placing them in the ascending
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blood vessels (arteries1) to obtain the incoming blood flow and in the de-
scending blood vessels (the intracranial vein) to obtain the outcoming blood
flow as well as in both CSF production and resorption circuits. Its difference
results in the dynamic flow, shown in the appendix (fig. 6.5).
Using the circuit shown in the appendix 6.3, and as a test to check the
dynamic flow extraction, a comparison between the real ICP and the one es-
timated through eq. 4.13 has been done through the simulink environment.
Since the flow signal is discrete, the integration has been performed using
a cumulative sum. Each sample of the integrated flow is divided by the in-
tracranial compliance sample, which also changes over time.
As can be observed in the figure 4.4, the correlation between the patient’s
intracranial pressure and the one obtained through the dynamic flow is quite
good.
1Common carotid left and right, vertebral arteries left and right
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Figure 4.4: Comparison between the original ICP and the ICP estimation
done through the dynamic flow.
The full order model up to this point accepts the aortic pressure as an
input and outputs the dynamic flow in the cranium.
Model reduction and UKF transformations
The steps done in section 3.2 have been followed again in order to get a valid
transformation for the Unscented Kalman Filter. So, once the system has
been modified to output the dynamic flow in the cranium space, it must be
reduced.
Since the steps to reduce the systems are exactly the same followed in the
section previously commented, it will be skipped.
Once reduced the new full order model, the next state space representation
comes up:
x(k + 1) = Ax(k) + B · PAORT (k) (4.14)
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y(k) = qdyn(k) = Cx(k) (4.15)
PICP must remain as the reduced model’s output, since it must be compared
with the real one in order to able its correction and further prediction. So,
to get the pressure as an output, it must be understood as a new state.
Joining both eq. 4.14 and 4.15 with eq. 4.13, an extended state space
representation is obtained:

x1(k + 1)
x2(k + 1)
...
x7(k + 1)
PICP (k + 1)
 =

A7x7
0
0
...
0
1
ICC
C1x7 0


x1(k)
x2(k)
...
x7(k)
PICP (k)
+
[
B7x1
0
]
PAORT (k)
PICP (k) =
[
0 0 · · · 0 1 ]

x1(k)
x2(k)
...
x7(k)
PICP (k)

where the former is the state function f(·) and the latter the measurement
function h(·).
It can be seen how the input (aortic pressure) is used to get the states which
the dynamic flow rely on. Using these states, the intracranial pressure is cal-
culated using eq. 4.13 and stored as a new state. The measurement function
is just outputting this system’s new state (after the state update function).
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Figure 4.5: Comparison between the original ICP and the UKF prediction
using the reduced model plus its new state (the ICP) as Unscented Transform.
The mean squared error of an estimator is defined as the average of the
squares of the errors. It has been used to see the quality of the prediction:
MSE(PˆICP , PICP ) = 2 · 10−06
As it can be seen with the obtained MSE, which corresponds with the fig.
4.5, the ICP prediction is good and seems compliant with the expected one.
Changes in the intracranial compliance or vascular compliance have a great
impact on ICP waveform. This can be seen in fig. 6.6 in appendix, where
the system has been estimulated with an increasing blood pressure (using a
ramp signal with slope m = 20). As the blood pressure rises, the intracranial
pressure rises as well, what causes a reduction on intracranial compliance
and the subsequent distortion on the ICP waveform.
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4.2.3 Improving the prediction:
The pressure-compliance relationship
The intracranial compliance is, up to this point, reduced to a constant in
the UKF’s transformation. But in order to minimize the error, it must be
modelled in some kind of way.
As it has been already explained, the intracranial pressure drives the compli-
ance through the VPR curve. Since this curve leads to a ICC-ICP monotonously
decreasing relationship both ICP and ICC waveforms have a high cross-
correlation. As the relationship is decreasing, when the ICP increases, the
ICC decreases. Furthermore, the VPR shows that the intracranial compli-
ance changes are much slower than the pressure ones. Hence, the intracranial
compliance is estimated to have a waveform which changes oppositely to the
ICP one and much smaller than this latter.
Figure 4.6 shows the intracranial compliance waveform, it can be seen how
it follows the same pattern as the pressure wave in fig. 4.5, with opposite
changes and smaller values, as expected.
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Figure 4.6: Intracranial compliance signal obtained from the full order model.
Applying the transformation to the last intracranial pressure value, the
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MSE has been reduced to MSE = 1.50 ·10−10, which is even better than the
one obtained using the intracranial compliance’s mean in the UKF transform.
Figure 4.7: (In yellow) Last added step to the UKF circuit. Final circuit
once added the flow-to-pressure stage and the ICC estimation through the
VPR curve.
Note: It has to be said that the previous figure is merely representative
and its goal is to make the circuit easy to understand. Actually the UKF
output, after modifying the state and output matrices (A and C), is the ICP.
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Chapter 5
Discussion and Further
Research
5.1 Discussion
This thesis has developed the algorithm to predict the intracranial pressure’s
future value of a patient.
The state of art in this line of work was the vascular model, which has
helped to find the state space representations for further reduction as well as
to emulate the patient’s vascular system for the subsequent UKF simulation.
This work could be used, as explained in the beginning, to able CSF extrac-
tion through an extraventricular drainage (EVD) automatically, whenever
the ICP rises to an abnormal level. This is a common known problem for the
Hydrocephalus patients, when dealing, for example, with a Plateau wave.
5.2 Conclusions
In this thesis we have been able to: (1) extend the current model in form of
a non-linear intracranial compliance, which helped to improve the vascular
system emulation for a better intracranial pressure estimation, (2) reduce the
vascular model’s number of states in order to able it to be used as Unscented
Transform and (3) integrate the vascular model with the UKF in order to
predict the intracranial pressure from the measurements of cardiovascular
pressure.
Although there was an expected simulation stage with data provided by
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Uniklinik (Aachen, Germany), the recent transfer of the institute’s contact
doctor to Ko¨ln as well as the lack of time experienced has make it not pos-
sible to be performed.
Nevertheless, and once studied the nature of the intracranial pressure waves,
the prediction results seem to be compliant with the emulated signals and
its expected output.
5.3 Further research
Before further research, extensive tests with real data and different patient
segments (male, female, young, old, etc.) would be desirable to perform in
order to validate, or even improve, the results in this thesis. The nature of the
pressure signals is linked to the biology of each person, and even though it’s
been tested with the different signals, it is not possible to assure its proper
working when being estimulated with any other.
The simulations with real data will probably not include the aortic pressure,
but the arm’s one. Therefore, a research about the transformation from the
aortic’s pressure to the left arm’s pressure, should be necessary. See [16]
For future development, I would suggest the implementation of a system
which would track the VPR curve to estimate the intracranial compliance,
as explained in 3.1. This curve can change over time, due to, for example,
increasing abnormal masses produced for traumas or cancer. Hence, what
nowadays is done manually, should be automatically done periodically.
Currently, the best prediction error achieved MSE is placed at 1.5 · 10−10.
However, this error is expected to increase when used with real patients,
for the reasons already explained. So, even though now may seem not nec-
essary, the intracranial compliance update through time may lead to error
improvement.
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Chapter 6
Apendix
6.1 From State Space to Transfer Function
Considering the next State Space:
x˙ = Ax(t) +Bu(t)
y = Cx(t) +Du(t)
(6.1)
And, assuming zero the initial conditions, its Laplace transformation:
sX(s) = AX(s) +BU(s)
Y (s) = CX(s) +DU(s)
(6.2)
Solving the state equation for Q(s):
Q(s) = (sI − A)−1BU(s) = Φ(s)BU(s) (6.3)
where Φ(s) is called the State Transition Matrix.
Now replacing Q(s) into the output’s transformed equation Y (s):
Y (s) = (CΦ(s)B +D)U(s) (6.4)
Hence,
H(s) =
Y (s)
U(s)
= CΦ(s)B +D = C(sI − A)−1B +D (6.5)
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6.2 Simulink model
6.2.1 Unscented Kalman Filter
Figure 6.1: UKF circuit in Simulink R© environment. Color description pro-
vided in fig. 6.2.
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Figure 6.2: Legend for the circuits’ colors.
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Figure 6.3: Implemented circuit to estimate the ICP by using the flow.
55
6.3 Figures
1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6 6.5 7
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
Order
A
b
so
lu
te
M
ag
n
it
u
d
e
Singular values of the Observability Gramian
Figure 6.4: Singular values of the Observability Gramian.
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Figure 6.5: Dynamic flow extracted from the full order model.
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Figure 6.6: Real and predicted ICP with an increasing vascular pressure
input signal.
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Figure 6.7: Intracranial pressure wave.
58
Bibliography
[1] Kalman Filtering. University Lecture Notes. [Online]. Avail-
able: https://ocw.mit.edu/courses/mechanical-engineering/
2-160-identification-estimation-and-learning-spring-2006/
lecture-notes/
[2] E. A. Wan and R. van der Merwe, “The unscented kalman filter for non-
linear estimation,” in Kalman Filtering and Neural Networks, Oregon
Graduate Institute of Science and Technology, Mar. 2002.
[3] M. Czosnyka and J. D. Pickard, “Monitoring and interpretation of in-
tracranial pressure,” vol. 75, p. 813–821, 2004.
[4] F. N. van de Vosse and N. Stergiopulos, “Pulse wave propagation in the
arterial tree,” vol. 43, pp. 467–499, 2010.
[5] R. Mondal and B. Misgeld, “Entwicklung eines erweiterten Hy-
drozephalus Modells unter besonderer Beru¨cksichtigung der kardio-
vaskula¨ren Kopplung (German) [Development of an extended hydro-
cephalus model with special consideration of the cardiovascular cou-
pling],” B.S. Thesis, Rheinisch-Westfa¨lische Technische Hochschule
(RWTH), Aachen, Germany, 2014.
[6] F. Haugen. Discrete-Time Signals and Systems. [Online]. Available:
https://goo.gl/9ES70G
[7] G. Welch and G. Bishop. An Introduction to the Kalman Filter.
University Lecture Notes. [Online]. Available: http://www.cs.unc.edu/
∼tracker/media/pdf/SIGGRAPH2001 CoursePack 08.pdf
[8] Unscented Kalman Filter. University Lecture Notes. [Online]. Available:
http://ais.informatik.uni-freiburg.de/teaching/ws13/mapping/
[9] Circle of Willis on Wikipedia. [Online]. Available: https://es.wikipedia.
org/wiki/C%C3%ADrculo arterial cerebral
59
[10] Meninges on Wikipedia. [Online]. Available: https://es.wikipedia.org/
wiki/Meninges
[11] F. N. van de Vosse and N. Stergiopulos, “Characterization of common
carotid artery blood-flow waveforms in normal human subjects,” vol. 20,
p. 219–240, 1999.
[12] D. W. Holdsworth, C. J. D. Norley, R. Fraynek, D. A. Steinman, and
B. K. Rutt, “Characterization of common carotid artery blood-flow
waveforms in normal human subjects,” vol. 20, pp. 219–240, 1999.
[13] C. J. J. Avezaat, J. H. M. V. Eijndhoven, and D. J. Wyper, “Cere-
brospinal fluid pulse pressure and intracranial volume-pressure relation-
ships,” vol. 42, pp. 687–700, 1979.
[14] Optimal Model Order Reduction in the Hankel Norm. University
Lecture Notes. [Online]. Available: https://people.kth.se/∼hsan/
modred files/L7.pdf
[15] G. F. Franklin, J. D. Powell, and M. L. Workman, Digital Control of
Dynamic Systems. Reading, MA: Addison-Wesley, 1972.
[16] A. L. Pauca, M. F. O’Rourke, and N. D. Kon, “Prospective evaluation
of a method for estimating ascending aortic pressure from the radial
artery pressure waveform,” vol. 38, pp. 932–937, 2001.
60
