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In this paper, we propose a new approach to reduce Feynman integrals. Instead of traditional
integration-by-part (IBP) identities, identities between Feynman integrals in the parametric repre-
sentation are constructed. This method has several advantages over the traditional IBP technique.
By using the parametric representation, one needn’t to expand tensor integrals in terms of scalar
integrals. The integrands are functions of Lorentz scalars, instead of four momenta. The complexity
of a calculation is determined by the number of propagators that are present rather than the number
of all the linearly independent propagators. Since all the indices of the propagators are nonnegative,
an algorithm to solve those identities can easily be developed, which can be used for automatic
calculation.
I. INTRODUCTION
Nowadays high precision calculation is more and more important in high energy physics, which relies on calculations
of multi-loop Feynman integrals. A standard strategy to calculate Feynman integrals is to reduce a large number
of integrals to a smaller set of master integrals and then to calculate the master integrals either analytically or
numerically. A widely used technique to reduce Feynman integrals is the integration-by-part (IBP) method [1, 2].
Combining with various algorithms to solve IBP identities [3–9], IBP method proves to be very powerful in practice.
Many published programs that implement these algorithms can be found [10–16].
Nevertheless, there are some disadvantages for the traditional IBP method. A Feynman integral is a function of
Lorentz invariants, while the integrand is not. Thus the original Feynman integral contains redundant information,
of which Lorentz-invariance identities [17] are direct consequences. In order to reduce the number of independent
external momenta, one has to reduce tensor integrals into a set of scalar integrals before using the IBP technique.
However, for tensors with high ranks, the reduction by itself is very complicated. Furthermore, in order to construct
IBP identities, all the linearly independent propagators should be considered, though some of them may not be present
in the integrals to be reduced.
These problems can be solved by considering Feynman integrals in the parametric representation. In this paper,
we show that various identities between Feynman integrals in the parametric representation can be constructed. The
integrals can be reduced to master integrals by solving these identities, just as in the traditional IBP method.
This paper is organized as follows. In section II, we construct identities between Feynman integrals in the parametric
representation. The detail derivation of these identities can be found in appendix B. In section III, we present a naive
algorithm to solve these identities.
II. IDENTITIES BETWEEN FEYNMAN INTEGRALS IN THE PARAMETRIC REPRESENTATION
It is well-known that a dimensionally regularized L-loop Feynman integral with n propagators can be parametrized
by integrals of the following structure (see, for instance, ref. [18]):
I =
Γ(−λf )∏n
i=1 Γ(λi + 1)
∫
dΠ(n)UλuFλf
n∏
i=1
xλii , λ /∈ Z
−. (1)
Here dΠ(n) ≡ dx1dx2 · · · dxnδ (
∑
i |xi| − 1), where the sum in the delta function runs over any nontrivial subset of
{x1, x2, · · ·xn}. U and F are homogeneous polynomials of x of degrees L and L + 1 respectively. By using Mellin
transformation, we may rewrite the integral in eq. (1) in the following form:
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2I =
Γ(−λu − λf )
Γ(−λu)
∏n
i=1 Γ(λi + 1)
∫
dxn+1dΠ
(n)(Uxn+1 + F )
λu+λfx−λu−1n+1
n∏
i=1
xλii
≡
Γ(−λF )∏n+1
i=1 Γ(λi + 1)
∫
dxn+1dΠ
(n)FλF
n+1∏
i=1
xλii , λ /∈ Z
−.
It’s easy to prove that the sum in the delta function in dΠ(n) can be extended to include xn+1. Thus we have
I =
Γ(−λF )∏n+1
i=1 Γ(λi + 1)
∫
dΠ(n+1)FλF
n+1∏
i=1
xλii ≡
∫
dΠ(n+1)I(−n−1), λ /∈ Z−, (2)
where I(−n−1) is a homogeneous function of x of degree −n− 1.
Tenor integrals can be parametrized in the standard procedure by parametrizing the denominators by Gauss in-
tegrals, shifting the loop momenta, and replacing loop momenta in the numerator by a sum of products of metric
tensors. Alternatively, they can be parametrized by the generator method developed in appendix A (cf. eq. (A8)).
According to the derivation in appendix B, we have the following identities:
0 =
∫
dΠ(n+1)
∂
∂xi
I(−n) + δλi0
∫
dΠ(n) I(−n)
∣∣∣
xi=0
, 1 ≤ i ≤ n+ 1, λ /∈ Z−, (3)
where δλi0 is the Kronecker delta. It should be noted that eq. (3) is essentially different from the integration-by-part
identities in the parametric representation [3, 19]. This is obvious from the derivation in appendix B. The former is
free of surface terms. We make no restriction on the values of the indices, except that they shouldn’t be negative
integers. Thus eq. (3) can be used for a practical reduction.
By applying eq. (3), integrals associated with subdiagrams may arise, some of which may be scaleless. Scaleless
integrals can be identified by the criterion that equation
n∑
i=1
kixi
∂ F|xn+1=1
∂xi
= F|xn+1=1 (4)
has a nontrivial x-independent solution for k [20].
III. THE ALGORITHM
In this section, we give a brief description of the algorithm we used to solve identities eq. (3). The detail algorithm
will be described elsewhere [21]. We use an algorithm similar to that in ref. [5] combined with the application of
symbolic rules, as is suggested by ref. [13].
An ordering for the integrals is prescribed. Integrals with the highest priority is solved first. By fixing the values of
λ in eq. (3), they can be solved symbolically. These solutions play the role of symbolic rules. For one-loop integrals,
these symbolic rules are complete, in the sense that any one-loop integral can be reduced to master integrals by
applying these rules. Thus the reduction of one-loop integrals is extremely fast by using this algorithm. While for
multi-loop integrals, those symbolic rules are not complete. In this case, we have to reduce the remnant integrals by
solving eq. (3) with the explicit values of λ substituted in. These identities can be solved by Gauss elimination.
For convenience, we may express a parametric integral by a standard Feynman integral defined in dimension
D = −2λF ≡ d + m, where d is the space-time dimension and m is a nonnegative integer. This kind of integrals
can be numerically evaluated by using FIESTA [22]. Among identities eq. (3), some are recurrence relations between
integrals defined in different dimensions [5, 23]. In order the process to terminate, we use an explicit cut-off: D ≥ d.
As an example, we consider the reduction of the following two-loop massless double-box integral:
Mµν =
∫
ddl1d
dl2P (−1,−1,−1,−1,−1,−1,−1)l
µ
1l
ν
2 ,
3where
P (i1, i2, i3, i4, i5, i6, i7) ≡ l
2i1
1 l
2i2
2 (l1 + k1)
2i3 (l1 − k2)
2i4(l1 + l2 + k1)
2i5(l1 + l2 − k2)
2i6 (l1 + l2 − k2 − k3)
2i7 .
We put (k1 + k2)
2 = 8, (k1 + k3)
2 = −1, and the regularization scale µ = 1. By expressing parametric integrals in
terms of standard Feynman integrals, the result reads:
Mµν =
1
16d− 58
[7(d− 3)kµ1 k
ν
2 + (d− 4)k
µ
2 k
ν
2 + 8(d− 4)k
µ
3 k
ν
2 + 7(d− 11)k
µ
1k
ν
3 + (d− 11)k
µ
2 k
ν
3
+8(d− 11)kµ3 k
ν
3 − 28g
µν − 49kµ1 k
ν
1 − 56k
µ
3 k
ν
1 ]
∫
ddl1d
dl2P (−1,−1,−1,−1,−1,−1,−1)
+
d− 3
(8d− 29)pi2
[
1
8
(3d− 14)gµν +
7
64
(1− 2d)kµ1 k
ν
1 +
1
64
(29− 8d)kµ2 k
ν
1 +
1
64
(−68d2 + 10d+ 119)kµ1k
ν
2
+
1
448
(−62d2 + 10d+ 91)kµ2 k
ν
2 +
1
8
(1− 2d)kµ3 k
ν
1 +
1
56
(−62d2 + 10d+ 91)kµ3 k
ν
2
+
1
32
(5d2 − 38d+ 49)kµ1 k
ν
3 +
1
224
(5d2 − 38d+ 49)kµ2 k
ν
3 +
1
28
(5d2 − 38d+ 49)kµ3 k
ν
3
]
×
∫
dd+2l1d
d+2l2P (−1,−1,−1,−1,−1,−1,−1)+ . . . ,
where ellipsis represents contributions of subdiagrams, which are too complicated to be presented here.
IV. DISCUSSION
In this paper, we propose a new approach to reduce Feynman integrals. Instead of the standard Feynman inte-
grals, Feynman integrals in the parametric representation are considered. Identities between parametric integrals are
constructed. Feynman integrals are reduced to master integrals by solving these identities. This method has many
advantages over the traditional IBP technique, as is discussed at the very beginning of this paper. Symbolic rules
can be derived from these identities. One-loop integrals can be reduced to master integrals merely by applying these
rules. However, for multi-loop integrals, these rules are not complete. Thus we can not get rid of the Gauss elimina-
tion, which is less efficient. Though the symbolic rules are not complete, the reduction is as complete as that of the
traditional IBP method in the sense that numbers of master integrals obtained by these two methods are the same.
This is confirmed by a large amount of nontrivial examples (such as the double-box integral presented in section III.).
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Appendix A: Generator of Tensor Integrals
It is well-known that a propagator 1Di ≡
1
p2i−m
2
i+iδ
can be parameterized by
1
Dλi+1i
=
e−
λi+1
2
ipi
Γ(λi + 1)
∫ ∞
0
dxi e
ixiDixλii , Im{Di} > 0.
A cut propagator can be parametrized similarly:
−2piiδ(Di) = e
− 1
2
pii
∫ ∞
−∞
dxi e
ixiDi .
4By virtue of the identity
lµ1i1 l
µ2
i2
· · · lµmim =
i(−1)m
Γ(m+ 1)
[
∂
∂pi1,µ1
∂
∂pi2,µ2
· · ·
∂
∂pim,µm
∫ ∞
0
dy exp
[
−iy
(
1 +
L∑
i=1
pi · li
)]]
pµi =0
,
a d dimensional L-loop rank m tensor integral with n propagators can be generated by
Mµ1µ2···µm(d, λ1, λ2, · · · , λn) ≡µ
L(d0−d)
∫
ddl1d
dl2 · · · d
dlL
lµ1i1 l
µ2
i2
· · · lµmim
Dλ1+11 D
λ2+1
2 · · ·D
λn+1
n
=
(−1)m
Γ(m+ 1)
[
∂
∂pi1,µ1
∂
∂pi2,µ2
· · ·
∂
∂pim,µm
Mp(d, λ1, λ2, · · · , λn)
]
pµi =0
,
(A1)
where d0 is the space-time dimension without dimensional regularization, µ is the regularization scale, and the
generator
Mp(d, λ1, λ2, · · · , λn) ≡iµ
L(d0−d)
∫
dy
n∏
i=1
(
dxi
xλii e
− ipi
2
(λi+1)
Γ(λi + 1)
)∫ L∏
j=1
ddlj exp
[
i
n∑
i=1
xiDi − iy
(
1 +
L∑
i=1
pi · li
)]
≡iµL(d0−d)
∫
dy
n∏
i=1
(
dxi
xλii e
− ipi
2
(λi+1)
Γ(λi + 1)
)∫ L∏
j=1
ddlj exp

i

 L∑
i,j
Aij lilj + 2
L∑
i=1
Bi · li + C




=µL(d0−d)s−L/2g pi
Ld/2e
ipi
2 (
Ld
2
+1)
∫
dy
n∏
i=1
(
dxi
xλii e
− ipi
2
(λi+1)
Γ(λi + 1)
)
× det(A)−
d
2 exp

i

C − L∑
i,j
Bi(A
−1)ijBj



 .
Here sg is the determinant of the dimensionally regularized spacetime metric. For instance, in four dimensional
Minkowski spacetime, we have sg = e
ipi(d−1), and in four dimensional Euclidean space, we have sg = e
ipi(d−4) (instead
of 1). To simplify the above integral, we insert a trivial integral
∫∞
0
dα(α − E(x)) into it, where E(x) is a positive
homogeneous function of xi’s of degree 1. In this paper, we choose E(x) =
∑
i |xi|, where the sum in the delta function
runs over any nontrivial subset of {x1, x2, · · ·xn}. Rescaling the variables of integration by xi → αxi, and y → αy,
and integrating over α, we get
Mp(d, λ1, λ2, · · · , λn) =µ
L(d0−d)s−L/2g pi
Ld/2eipiλf
Γ(1− λf )∏n
i=1 Γ(λi + 1)
×
∫
dy
n∏
i=1
(
dxix
λi
i
)
δ(1− E(x))U1−
d
2
−λfF (p, y)λf−1
=µL(d0−d)s−L/2g pi
Ld/2eipiλf
Γ(d2 )
Γ(λf +
d
2 − 1)
∏n
i=1 Γ(λi + 1)
×
∫
dy
n+1∏
i=1
dxiδ(1 − E(x))F(p, y)
− d
2 x
λf+
d
2
−2
n+1
n∏
i=1
xλii
≡µL(d0−d)s−L/2g pi
Ld/2eipiλf
Γ(d2 )
Γ(λn+1)
∏n
i=1 Γ(λi + 1)
×
∫
dydΠ(n+1)F(p, y)−
d
2 x
λn+1−1
n+1
n∏
i=1
xλii ,
(A2)
where λf ≡
1
2dL − n−
∑n
i=1 λi, U ≡ det(A), F (p, y) ≡
(∑L
i,j Bi(A
−1)ijBj − C
)
U , F(p, y) ≡ Uxn+1 + F (p, y), and
dΠ(n) is the one defined in eq. (1).
5Generally, F(p, y) is of the form
F(p, y) = F(0, 0) + yU + y
L∑
i=1
bi · pi +
L∑
i,j
cijy
2pi · pj , (A3)
where b and c are polynomials of x’s. That is bµi = b
µ
i (x1, x2, · · · , xn), and cij = cij(x1, x2, · · · , xn). Setting p
µ = 0,
the integration over y for M can easily be carried out by shifting the variable xn+1 → xn+1 − y.
M0(d, λ1, λ2, · · · , λn) =µ
L(d0−d)s−L/2g pi
Ld/2eipiλf
Γ(d2 )
Γ(λn+1)
∏n
i=1 Γ(λi + 1)
×
∫ ∞
0
dxn+1
∫ xn+1
0
dy
∫
dΠ(n)F(0, 0)−
d
2 (xn+1 − y)
λn+1−1
n∏
i=1
xλii
=µL(d0−d)s−L/2g pi
Ld/2eipiλf
Γ(d2 )∏n+1
i=1 Γ(λi + 1)
∫
dΠ(n+1)F(0, 0)−
d
2
n+1∏
i=1
xλii
≡µL(d0−d)s−L/2g pi
Ld/2eipiλf
∫
dΠ(n+1)I(d, λ1, λ2, · · · , λn)
≡µL(d0−d)s−L/2g pi
Ld/2eipiλf I(d, λ1, λ2, · · · , λn)
(A4)
Similarly we can calculate the following integral:
Γ(d2 )
Γ(λn+1)
∏n
i=1 Γ(λi + 1)
∫
dydΠ(n+1)F(0, y)−
d
2 yδyx
λn+1−1
n+1
n∏
i=1
xλii = Γ(δy + 1)I(d, λ1, λ2, · · · , λn). (A5)
And obviously we have
∫
dΠ(n)xδii I(d, λ1, λ2, · · · , λn) =
δi∏
j=1
(λi + j)I(d, λ1, λ2, · · · , λi + δi, · · · , λn) = R
δi
i I(d, λ1, λ2, · · · , λn), (A6)
where Ri is a operator applying on I such that RiI(d, λ1, λ2, · · · , λi, · · · , λn) ≡ (λi+1)I(d, λ1, λ2, · · · , λi+1, · · · , λn).
Similarly we define R0I(d, λ1, λ2, · · · , λn) ≡ I(d+ 2, λ1, λ2, · · · , λn). We define the operator
Pi,µ ≡ −
∂
∂pµi
+
[
bi,µ(R1, R2, · · · , Rn) + 2
L∑
j=1
pj,µcij(R1, R2, · · · , Rn)
]
R0, (A7)
where b and c are defined in eq. (A3). Then by virtue of eqs. (A1) to (A3), (A5) and (A6), it’s easy to see that
Mµ1µ2···µm(d, λ1, λ2, · · · , λn) = µ
L(d0−d)s−L/2g pi
Ld/2eipiλfPµ11 P
µ2
2 · · ·P
µm
m I(d, λ1, λ2, · · · , λn). (A8)
Notice that the factor of 1Γ(m+1) in eq. (A1) is canceled by the factor Γ(δy + 1) in eq. (A5), because after applying
the differential operators to Mp and putting p
µ = 0, the degree in y of the integrand in eq. (A2) is exactly m.
Appendix B: Derivation of eq. (3)
By virtue of the homogeneity of the integrand I(−n−1) in eq. (2), rescaling of the variables of integration leads to
6∫
dΠ(n+1)FλF
n+1∏
i=1
xλii
=
∫
dx1dx2 · · · dxn+1δ (xn+1/α− 1)F
λF
n+1∏
i=1
xλii
=
∫
dx1dx2 · · · dxn F
λF
∣∣
xn+1=α
αλn+1+1
n∏
i=1
xλii
≡G(α), λ /∈ Z−.
Obviously G(α) should be independent of α. Thus we have
0 =α
∂G(α)
∂α
=
∫
dx1dx2 · · · dxnα
∂
∂α
[
FλF
∣∣
xn+1=α
αλn+1+1
n∏
i=1
xλii
]
=
∫
dx1dx2 · · · dxn+1δ(xn+1/α− 1)
∂
∂xn+1
[
FλF x
λn+1+1
n+1
n∏
i=1
xλii
]
=
∫
dΠ(n+1)
∂
∂xn+1
[
FλF x
λn+1+1
n+1
n∏
i=1
xλii
]
, λ /∈ Z−.
Since λ /∈ Z−, λn+1 + 1 6= 0. Replacing λn+1 + 1 by λn+1, we get
0 =
∫
dΠ(n+1)
∂
∂xn+1
I(−n), λn+1 6= 0, λ /∈ Z
−.
Similarly, for a general xi, we have
0 =
∫
dΠ(n+1)
∂
∂xi
I(−n), λi 6= 0, λ /∈ Z
−. (B1)
It’s easy to prove that this equation still holds in the case where the domain of integration of xi is (−∞,∞).
We consider the limit λi → 0. By using the formula
1
x1−λ
= 1λδ(x) +O(λ
0), we get
0 = lim
λi→0
∫
dΠ(n+1)
∂
∂xi

FλF xλii
n+1∏
j 6=i
x
λj
j


=
∫
dΠ(n+1)
∂
∂xi

FλF n+1∏
j 6=i
x
λj
j

+ ∫ dΠ(n) FλF ∣∣
xi=0
n+1∏
j 6=i
x
λj
j , λ /∈ Z
−.
Then we have
0 =
∫
dΠ(n+1)
∂
∂xi
I(−n) +
∫
dΠ(n) I(−n)
∣∣∣
xi=0
, λi = 0, λ /∈ Z
−. (B2)
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