Kendall rank correlation coefficient is used to measure the ordinal association between two measurements. In this paper, we introduce the Concordance coefficient as a generalization of the Kendall rank correlation, and illustrate its use to measure the ordinal association between quantity and quality measures when two or more samples are considered. In this sense, the Concordance coefficient can be seen as a generalization of the Kendall rank correlation coefficient and an alternative to the non-parametric mean rank-based methods to compare two or more samples. A comparison of the proposed Concordance coefficient and the classical Kruskal-Wallis statistic is presented through a comparison of exact distributions of both statistics.
Introduction
A parametric inference can be sometimes inappropriate. Assuming that the observations (samples) come from a certain distribution may not be very appropriate, since we may not have any type of information about the variable under study or evidence that implies a certain distribution in the observations. Parametric statistics may also not be appropriate if the observations do not meet any of the basic assumptions for their use, for example; normality of data or having just a small number of observations. Violation of the necessary assumptions in parametric statistics necessitates the use of non-parametric statistics. Non-parametric tests do not depend on the definition of a distribution function or statistical parameters such as mean, variance, etc. The use of non-parametric tests is also adequate when there are not enough observations available or when we are analyzing ordinal or nominal data.
Although the first steps in non-parametric statistics began earlier, it was in the 1930s when a systematic study in this field appeared. Fisher (1935) introduced the permutation test or randomization test as a simple way to compute the sampling distribution for any test statistic under the null hypothesis that does not establish any effect on all possible outcomes. Over the next two decades some of the main non-parametric tests emerged, Friedman (1940) ; Kendall (1938b,a) ; Kruskal (1958) ; Kruskal and Wallis (1952) ; Mann and Whitney (1947) ; Pitman (1937) ; Wilcoxon (1945) , among others.
The main advantages of the nonparametric test are: the data can be nonnumerical observations while they can be classified according to some criterion, it is usually easy to calculate and does not make a hypothesis about the distribution of the population from which the samples are taken. We can also cite two drawbacks, the non-parametric test is less precise than other statistical models and it is based on the order of the elements in the sample and this order will likely stay the same even if the numerical data change.
There are many non-parametric tests in the literature, which can basically be classified into four categories depending on whether: it is a test to compare two, three o more related samples or a test for comparing related or unrelated samples. Examples of the most used non-parametric tests in the literature for each of these four situations are the following: the Wilcoxon signed-rank test (Wilcoxon (1945) ) for comparing two related samples, the Mann-Whitney (Wilcoxon) test (Mann and Whitney (1947) ) for comparing two unrelated samples, the Friedman test (Friedman (1940) ) for comparing three or more related samples, the Kruskal-Wallis test (Kruskal and Wallis (1952) ) for comparing three or more unrelated samples.
It is also possible to measure the degree of association of two variables through a non-parametric approach, in that sense we can mention the Kendall rank correlation coefficient (Kendall (1938a) ) and the Spearman rank correlation coefficient (Spearman (1904) ).
In (Aparicio et al. (2020) ), the authors introduce the Kendall-τ partition ranking; given a ranking of elements of a set and given a disjoint partition of the same set, the Kendall-τ partition ranking is the induced linear order of the subsets of the partition which follows from the given ranking of elements of a set.
In this work we propose to use the distance Kendall-τ as a concordance measure between the different samples in an ordered set of observations. In this sense, the measure we propose can be considered as an extension to the Kendall correlation coefficient when more than two samples are considered. The main difference between the proposed measure and the previous ones is the consideration of the Kendall distance instead of ranks, which use classical methods. We also propose a significance test in order to determine when more than two samples come from the same distribution, and a comparison to the classical Kruskal-Wallis methods is presented.
The remainder of this paper is organized as follows. Section 2 presents the main features of the Kendall correlation coefficient and the Kruskal-Wallis test.
In Section 3, we introduce the Concordance coefficient while in Section 4 the related statistical test is presented. Section 5 presents some details of how the p-values have been calculated. Conclusions follow in Section 6. Appendix A presents an example of the probability distribution of the Concordance coefficient, and Appendix B deals with a comparison between the distributions of the Concordance coefficient and the Kruskal-Wallis statistic. Finally, critical values and exact p-values for the Concordance coefficient are presented in Appendix C.
The main advantages of the Kendall Rank Correlation coefficient are: the data can be non-numerical observations if they can be ordered, it is easy to calculate, and, the associated statistical test does not assume a known distribution of the population from which the samples are taken.
Kruskal Wallis Statistic
The Kruskal Wallis test is a non-parametric statistical method to study whether different samples come from the same population. The test is the extension of the Mann-Whitney Test when we have more than two samples or groups. The following example illustrates the Kruskal Wallis test when comparing three samples.
Example 1. . Let us assume that the effectiveness of three different treatments (A, B, C) has been measured for 6 individuals, two individuals assigned to each of the treatments, with the effectiveness of each treatment being measured ordinally. We could obtain the result shown in the following table, where, for example, the effectiveness of treatment A has been rated in first and third place.
A B A C C B
Rank 1 2 3 4 5 6 The Kruskal-Wallis statistic is determined by the difference between the ranks of the individuals in each category with the average range, so for example the average range of the test in this example is R = 3.5, while the average range of each of the three treatments are R A = 2, R B = 4 and R C = 4.5. The Kruskal Wallis statistic (KW) s based on the calculation of the distance of each range to the average range, which can be expressed as follows: where n is the number of observations in the k samples, n i the number of observations in the ith sample and R i the sum of the ranks in the ith sample.
In our example we can see the value of the statistic: 
The Concordance coefficient τ
In (Aparicio et al. (2020) ) the authors introduce the Kendall-τ partition ranking; given a ranking of elements of a set and given a disjoint partition of the same set, the Kendall-τ partition ranking is the induced linear order of the subsets of the partition which follows from the given ranking of elements and C rank 6.5, 4.5 and 4.6 respectively. The Kendall-τ partition ranking is the problem to find the closest permutation to π which verifies that all the elements belonging to the same subset of the partition are consecutively listed,
where the distances are measured with the Kendall-τ distance formula. In this example, the Kendall-τ distance is 8 (d K-τ = 8), the less number of pairwise disagreements form π that allows all the elements belonging to the same subset of the partition to be consecutively listed, ρ = (c|c|c|c|c|b|b|a|a). The Kendall-τ distance from a permutation π is given
This distance is also called the disorder of permutation π. For the calculation of the disorder of a permutation of elements, in Aparicio et al. (2020) the authors establish that the distance or disorder of a permutation of elements π = (a|a|b|b|a|c|a|b|c| · · · |c|a|b) is given by the solution of the Linear Ordering The authors (Aparicio et al. (2020) ) present the properties of the Kendallτ partition ranking and compare it with a classical mean and median-based rank approaches. Those properties are extracted form social choice theory and adapted to a partition ranking, see (Arrow (1951) ; Kemeny (1959); Zahid and Swart (2015) ) . Two of these properties are only true for the Kendall-τ partition ranking: the Condorcet and Deletion Independence properties. The Condorcet property establishes that the most preferred subset must be listed before any other in any ranking; and the Deletion Independence property establishes that if any subset is removed, then the induced order of subsets does not change.
In permutation π = (c|c|c|b|b|a|a|c|c) the set C is a condorcet winner, the most preferred set, but B has a lesser mean rank value than set C if set A is not considered in the comparison, therefore, the permutation π = (c|c|c|b|b|a|a|c|c)
gives an example where ranking subsets from ranks is no very reliable.
From Aparicio et al. (2020) , the maximum number of disagreements that may occur into a permutation of n elements (where the elements are classified in
This maximum number of disagreements (the maximum disorder) in a permutation π of elements allows us to define a relative disorder coefficient of
. Definition 1. We define the Concordance coefficient (τ ) of permutation π as
.
The Concordance coefficient (τ ) provides a measure of independence in the k samples, where τ is a value between 0 and 1, taking the value of 1 when there is a total order between the samples and 0 when the disorder is maximum. In this sense, the Concordance coefficient τ can be seen as a generalization of the Kendall Rank Correlation Coefficient when we have more than two samples.
Example 1 (Cont.). Continuing with the data in Example 1, the results of the experiment provide the following order or permutation of the treatments π = (a|b|a|c|c|b|).
Given the order of individuals π = (a|b|a|c|c|b|), the ordering between individuals that leaves individuals with the same treatment together is ordination (a a b b c c ) or the ordination (a a c c b b ). Both ordinations only need 3 pairwise disagreements from the permutation π. In order to find the permutation of elements (equal elements listed consecutively) closer to a given permutation, it is sufficient to solve the Linear Ordering Problem (LOP) with the preference matrix defined above, in this example said matrix is:
where each element of the matrix m ij represents the number of times an individual of a treatment i precedes an individual of the treatment j. The solution of the LOP is the permutation of treatments, which maximizes the preferences of order in the experiment, that is, in this example, the permutations of treatments (A B C) or (A C B) retain 9 preferences expressed in the order of individuals represented by the permutation π. Therefore, the permutation distance π to a total order between treatments is i<j n i n j − 9 = 3. At this distance, the number of pairwise disagreements needed in a permutation of elements to reach a permutation that establishes a total order between treatments, the authors of the work (Aparicio et al., 2020 ) denominate disorder of permutation. 1 Then, the relative disorder of permutation π can be evaluated as 
Notice that no set of this example has odd cardinality, therefore the pentagonal number GP 0 = 0. Table 3 shows the probability distribution of the disorder and the Concordance coefficient for 3 treatments with 2 patients each, and Figure 1 compares the probability distribution of the Kruskal-Wallis statistic and the Concordance coefficient, for 3 treatments with 2 patients each.
Kendall Concordance Test
In this section, we present the Concordance Test in order to evaluate when different samples come from the same population distribution. The randomization test introduced by Fisher (1935) establishes a framework for the statistical test based on permutations, see also (Box, 1980; Stern, 1990; Welch, 1990 ).
If all the samples provide from the same distribution then all possible ways to rank n observations divided into k samples have the same probability of occurring. If a result of the experiment provides an order of the observations with a high disorder, it will support the idea that all observations come from the same population, on the contrary, a result with a small disorder will go against the claim that the observations come from the same population. In this way, we propose to consider samples that come from the same distribution as null hypothesis, while the alternative hypothesis is that some of the samples come from another distribution.
H 0 : There is no difference among the k populations.
H a : At least one of the populations differs from the other populations.
The decision rule is to reject the null hypothesis if the disorder in the permutation of observations is small, equivalently if the concordance coefficient τ is close to one. We reject the null hypothesis H 0 at the significance level α if τ is greater than the percentile (1 − α)% of probability distribution of τ . 
Concordance Test
The experiment ranks the patients in the following ranking If we perform the contrast using the disorder statistic or the correlation coefficient τ , we must calculate the permutation of treatments that maximizes the order between patients obtained in the experiment. The matrix of preferences between treatments observed is as follows: at a level of significance less than 5% we can reject the null hypothesis of equality in treatments.
Kruskal-Wallis Test
The treatments A, B, and C have average ranks of 7.3, 14.2 and 9 respectively, and the sum of ranks R A = 73, R B = 71 and R C = 27 respectively.
The Kruskal-Wallis statistic is given by:
In (Meyer and Seaman, 2015) the exact values for the Kruskall Wallis contrast and different levels of significance are found. We can conclude by looking at the tables that the p-value of the K statistic is greater than 0.05, therefore, we cannot reject the null hypothesis that the treatments are equally effective.
The comparison of both methods, Concordance and the Kruskal-Wallis test providew similar results about the statistic but the conclusion differs. Figure 2 shows the exact probability function for both distributions, and the first conclusion is that the Concordance statistic τ presents a more symmetric distribution than the Kruskal-Wallis statistic. Appendix B presents the density probability functions for several experiments, where sample sizes varying form N = (4, 4)
to N = (5, 5, 4, 4, 4, 4, 4) .
Concordance Test with ties
Example 3 (continuation). Suppose you have the same experiment but with ties. Ties are in bold. where the elements grouped in the order indicates that they tie. There are 8 different possibilities in order to undo ties in the ranking of elements, if the same probability is assumed for all of them, the expected preference matrix between treatments is given distributing with the same weight the preference in the comparison of repeated observations, that is, assigning the value 0.5 to each of the treatments when two tied units are compared. The preference matrix for this example would be as follows: The order between treatments that maximizes the order between patients corresponds to the order (A C B), satisfying 73.5 of the 95 preferences contained in the matrix, where 73.5 is the solution of the linear ordering problem. Therefore, 21.5 = 95-73.5 is the expected number of pairwise disagreements necessary to order the samples and obtain the order (A C B) , that is the disorder is 21.5 or equivalent and the concordance coefficient is τ = 1 − 21.5/48 = 0.5521, a value with a significance greater than 0.05, p − value > 0.05. In this case the observed data do not show significant evidence in favor of a difference in the effectiveness of treatments.
Hours

Kruskal-Wallis Test with ties
The treatments A, B, and C have average ranks of 7.45, 14 and 8.83 respectively, and the sum of ranks R A = 74.5, R B = 70 and R C = 26.5 respectively.
The Kruskal-Wallis statistic is given by: K = −3(n+1)+ 12 n(n + 1) R 2 i n i = −3(18+1)+ 12 19(19 + 1) 74.5 2 10 + 70 2 5 + 26.5 2 3 = 5.074
If we make the adjustment in the statistic for ties, we get:
In this case, the Kruskal-Wallis provides the same conclusion as the Concordance test; uncertainty being greater when we have ties.
Computing p-values
In order to compute the probability distribution for the Concordance coefficient statistic, the enumeration of all the permutations of elements from a order is required. Note for example that if we have 4 samples with 6 elements each N = (6, 6, 6, 6), the number of possible results in the experiment is 24!/6!6!6!6! = 2.15433 · 10 20 . The total computational time to compute the Concordance coefficient for all 2.15433 · 10 20 possibilities was more than 60 days in n Intel Intel(R) Xeon (R) processor CPU E5-2650 v3 @ 2.30 GHz, 20 cores and RAM 64 GiB. Algorithm 1 presents the recursive function used to evaluate the concordance coefficient probability distribution.
Appendix C presents the critical values and exact p-values for three different significance levels, 0.10, 0.05 and 0.01 and different sample sizes. Sample Size= (6, 6, 6, 6, 6, 6) Sample Size= (5, 5, 5, 5, 5, 5) Sample Size= (5, 5, 4, 4, 4, 4, 4) Appendix C. Kendall Tau Tables 1 0.875000 0.057143 0 1.000000 0.028571 5 1 5 2 0 1.000000 0.095238 5 3 1 0.857143 0.071429 0 1.000000 0.035714 5 4 2 0.800000 0.063492 1 0.900000 0.031746 5 5 4 0.666667 0.095238 2 0.833333 0.031746 0 1.000000 0.007937 6 1 6 2 0 1.000000 0.071429 6 3 2 0.777778 0.095238 1 0.888889 0.047619 6 4 3 0.750000 0.066667 2 0.833333 0.038095 0 1.000000 0.009524 6 5 5 0.666667 0.082251 3 0.800000 0.030303 1 0.933333 0.008658 6 6 7 0.611111 0.093074 5 0.722222 0.041126 2 0.888889 0.008658 7 1 7 2 0 1.000000 0.055556 7 3 2 0.800000 0.066667 1 0.900000 0.033333 7 4 4 0.714286 0.072727 3 0.785714 0.042424 0 1.000000 0.006061 7 5 6 0.647059 0.073232 5 0.705882 0.047980 1 0.941176 0.005051 7 6 8 0.619048 0.073427 6 0.714286 0.034965 3 0.857143 0.008159 7 7 11 0.541667 0.097319 8 0.666667 0.037879 4 0.833333 0.006993 8 1 8 2 1 0.875000 0.088889 0 1.000000 0.044444 8 3 3 0.750000 0.084848 2 0.833333 0.048485 8 4 5 0.687500 0.072727 4 0.750000 0.048485 1 0.937500 0.008081 8 5 8 0.600000 0.093240 6 0.700000 0.045066 2 0.900000 0.006216 8 6 10 0.583333 0.081252 8 0.666667 0.042624 4 0.833333 0.007992 8 7 13 0.535714 0.093862 10 0.642857 0.040093 6 0.785714 0.009324 8 8 15 0.531250 0.082984 13 0.593750 0.049883 7 0.781250 0.006993 9 1 9 2 1 0.888889 0.072727 0 1.000000 0.036364 9 3 3 0.769231 0.063636 2 0.846154 0.036364 0 1.000000 0.009091 9 4 6 0.666667 0.075524 4 0.777778 0.033566 1 0.944444 0.005594 9 5 9 0.590909 0.082917 7 0.681818 0.041958 3 0.863636 0.006993 9 6 12 0.555556 0.087912 10 0.629630 0.049550 5 0.814815 0.007592 9 7 15 0.516129 0.090734 12 0.612903 0.041783 7 0.774194 0.007867 9 8 18 0.500000 0.092719 15 0.583333 0.046401 9 0.750000 0.007898 9 9 21 0.475000 0.093912 17 0.575000 0.039984 11 0.725000 0.007775 10 1 10 2 1 0.900000 0.060606 0 1.000000 0.030303 10 3 4 0.733333 0.076923 3 0.800000 0.048951 0 1.000000 0.006993 10 4 7 0.650000 0.075924 5 0.750000 0.035964 2 0.900000 0.007992 10 5 11 0.560000 0.099234 8 0.680000 0.039960 4 0.840000 0.007992 10 6 14 0.533333 0.093407 11 0.633333 0.041958 6 0.800000 0.007493
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