Il calcolo della domanda di trasporto - "Ridotto" (Capitolo 4) by Lupi, Marino
IL CALCOLO DELLA  DOMANDA DI 
TRASPORTO
(Capitolo 4)
TECNICA ED ECONOMIA DEI TRASPORTI 
Anno Accademico: 2010/11
Facoltà di Ingegneria - Università di Bologna
Docente: Marino Lupi
M. Lupi, "Tecnica ed Economia dei Trasporti" - A.A. 2010/11 - Università di Bologna 2
( ) ijjiij FPPd lnlnln 321 βββ ++=
Modello descrittivo per il calcolo della domanda di trasporto 
aereo fra due città
Faccio il seguente esperimento:
- Introduco nel membro di destra  i valori delle variabili esplicative 
osservate in un certo anno, le indico con: ,ln,ln , ijji FPP
∧∧∧


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- Introduco nel membro di sinistra il valore                 della 
domanda verificatosi in quell’anno
ln d ij
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ijjiij FPPd lnlnln 321 βββ
Scarto aleatorio 
dovuto agli attributi 
trascurati e 
semplificazioni
introdotte nel modello
ije
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In generale ho T equazioni:
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In forma compatta scrivo: eXβy +=
matrice delle variabili esplicative od indipendenti, gli 
elementi di      sono quantità deterministiche.
:)( KT ×X
X
:)1( ×Ty è il vettore aleatorio dei dati campionari.
:)1( ×Kβ è il vettore dei coefficienti (parametri) del 
modello (sono quantità deterministiche). 
:)1( ×Te è il vettore aleatorio degli “errori”.
In fase di calibrazione del modello il vettore      e la matrice       
sono quantità note.
y X
Le quantità non note sono:
:β vettore dei coefficienti  da stimare (quantità deterministiche).
:e vettore di variabili aleatorie non osservabili.
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Ipotesi base del modello di regressione lineare eXβy +=
1° ipotesi 
( ) cKKccc xxxyE βββ +++= .......2211E ec( ) = 0 c∀⇔
2° ipotesi 
2)var()var( σ== cc ye In base a questa ipotesi il modello si 
dice omoscedastico
3° ipotesi 
( ) ',0,cov
'
ccyy cc ∀= ( ) ',0,cov ' ccee cc ∀=
Le variabili     ,   come le variabili       ,    sono indipendenticeyc
4° ipotesi La matrice        (TxK) è composta da variabili 
deterministiche ed ha pieno rango colonna.
X
65° ipotesi (questa ipotesi non è necessaria in sede di calibrazione, lo 
sarà invece nella fase di corroborazione). 
Queste sono le ipotesi fondamentali del modello di regressione 
lineare omoscedastico:
Per la variabile aleatoria    ,  "errore", si fa l’ipotesi che sia 
distribuita secondo una variabile aleatoria normale. Infatti    è
l'effetto risultante della somma di numerosi fattori non specificati 
nel modello,  pertanto, basandosi sul teorema del limite centrale si 
ipotizza che sia distribuita secondo una normale. (Teorema del 
Limite Centrale: la somma di n variabili aleatorie, fra loro 
indipendenti, al crescere di n, tende ad una variabile aleatoria 
normale), 
ce
ce
Se   le variabili aleatorie         sono distribuite in modo normale 
anche le        sono variabili aleatorie normali .
ce
yc
7Caso di un’unica variabile indipendente e di un’unica variabile 
dipendente (ci permette di illustrare il modello)
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⇒ eXβy +=
La prima colonna della 
matrice         è costituita da 
tutti 1.
X
1×T 2×T 12× 1×T
•
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ccc exy ++= 21 ββIntercetta
(ordinata 
all’origine)
Coefficiente 
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Ho T equazioni:
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iKKiii xbxbxbyMin
( )( )XbyXby −− 'Min
)1( T× )1( ×T
( ) yXXXb '' 1−= è l ‘estimatore dei minimi quadrati 
(ordinario). (“Ordinary Least Squared
Estimator”, OLSE). 
b
Determino quel vettore     tale che sia minima la sommatoria del 
quadrato degli scarti fra quello che dà il modello ed il dato 
sperimentale  (considero il quadrato per evitare che gli scarti 
positivi e negativi si compensino): 
b
Indico con         la stima del vettore       .βb
9( )
1
1
1
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Proprietà dell’estimatore dei minimi quadrati
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eXβy +=
è un operatore lineareE
[ ] βb =E L’estimatore dei minimi quadrati è un
estimatore corretto
b è un vettore aleatorio perché è 
funzione di y che è un vettore aleatorio 
(1° ipotesi del modello)
0=
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θˆ è un estimatore 
corretto di θ
è un estimatore 
distorto di θ
θˆ
11
b è un vettore aleatorio, invece di parlare di varianza come nel 
caso di uno scalare parlo di matrice di covarianza (detta anche 
matrice di varianza-covarianza).
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XX Matrice di covarianza dell’estimatore 
dei minimi quadrati b
(dimostrazione sulle dispense)
Nel caso del vettore b:
Nel caso di un  vettore generico z:
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( ) yXXXb '' 1−=
[ ] 2σ=bV ( ) 1−XX'
Riassumiamo le proprietà dell’estimatore dei minimi quadrati 
E’ un estimatore lineare: ossia ottenuto con 
una trasformazione lineare del vettore 
aleatorio     (                dove                          ) y Ayb = ( ) '' 1 XXXA −=
[ ] βb =E
b
E’ un estimatore corretto: la media coincide 
con il vettore dei parametri da stimare     .β
La matrice di covarianza ha questa espressione
- Teorema di Gauss-Markov
L’estimatore dei minimi quadrati     è il migliore estimatore lineare 
corretto di .
b
β
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- Classe degli estimatori lineari, ossia del tipo: 
Ayβ =ˆ (Nel caso dell’estimatore  dei minimi quadrati 
ordinario      :                            )b ( ) '' 1 XXXA −=
- Classe degli estimatori corretti: 
[ ] ββ =ˆE
Nell’ambito della classe degli estimatori lineari corretti      è il 
migliore nel senso che: 
b
ib ii ∀≤ )ˆvar()var( β
Ogni altro estimatore 
lineare corretto ha una 
varianza maggiore, al più 
uguale, a quella 
dell’estimatore dei minimi 
quadrati, ma mai minore.
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è un estimatore  più efficiente 
di 
θˆ
θˆˆθˆ(      e     sono entrambi 
estimatori  corretti di        )θ
θˆˆ
15
Il teorema di Gauss- Markov (risultato teorico rigorosamente 
dimostrato) insieme alla ragionevolezza dell’approccio, minimizzo 
il quadrato degli scarti fra modello e dati sperimentali, oltre al 
collaudato utilizzo, spiegano il diffuso utilizzo dell’estimatore dei
minimi quadrati.
si stima attraverso l’estimatore: 2σ
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Xbye −=ˆdove
è un estimatore corretto di           in quanto (si dimostra che):2σ2ˆσˆ
è  il vettore dei residui
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Le fasi di messa a punto di un modello di domanda sono tre:
- Specificazione
- Calibrazione
- Corroborazione
Fase di corroborazione nel caso di un modello di regressione 
lineare
Una volta stimato il vettore dei parametri del modello       
con il vettore dei minimi quadrati       :b
β
Calcolo il coefficiente di determinazione: 2R
eXβy +=
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(valori forniti 
dal modello )
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 totale variazione
modello dal spiegata variazione2
=R Coefficiente di determinazione 
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10 2 ≤≤ R
02 ≅RSe Il modello non funziona perché la variazione spiegata dal 
modello è bassa rispetto alla variazione totale.
12 ≅RSe Il modello (da questo punto di vista) “va bene” perché 
la variazione spiegata dal modello è circa uguale alla 
variazione totale.
x
y
x
yy =ˆ
yyi −
yyi −ˆ
iii yye ˆˆ −=
12 <<R
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xx
y
y
12 →R
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[ ( ) ] ijijjiij eTPPd +++= lnlnln 321 βββ
Esempio- Domanda di trasporto aereo fra due città
Dopo calibrazione considerando 35 coppie di città (dati 
campionari, non serie storica)
( ) ijjiij TPPd ln767,0ln925,0568,4ln −+−=
774,02 =R
tt
vp
t TIPId 76,0ln99,162,3ln −+=
Nel modello (macromodello) che avevamo visto a proposito 
del traffico di veicoli pesanti in autostrada: 
97,02 =R
22
Il coefficiente di determinazione         è un indice di corroborazione 
globale del modello.
2R
Serve però anche un indice puntuale: che ci dica se ciascuna 
variabile indipendente (attributo) “spiega”( e in quale misura) la 
variabile dipendente (domanda). 
))'(,( 12 XXβb −σ∼
è un vettore 
normale multivariato (5° ipotesi del 
modello di regressione lineare).
( ) yXXXb '' 1−=



−12 XX )'(
matrice  della  jj Elemento
σ
12 XX −jj)'(σ ),( jj Nb β∼
Ossia la generica componente j-esima,      , di         è una variabile 
normale 
bjb
∼b j j
jj
−
−
β
σ2 1( ' )X X
)1,0(N
2σ non lo conosco, ma lo posso stimare
KTKT
eee T
−
=
−
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=
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12σ
Se pongo al posto di 2σ la sua stima:
ottengo una variabile t di Student con T-K gradi di libertà:
j
jj
jj
jj
s
bb ββ −
=
−
−1)'( XX
è una variabile t di Student con T-K 
gradi di libertà (una variabile t di 
Student, con DF gradi di libertà, è una 
variabile aleatoria, a media nulla, che 
“assomiglia” tanto più ad una normale
standard quanto più è alto il numero di
gradi di libertà)
2σˆ
js( è la stima della 
deviazione standard 
di )jb
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Test di ipotesi sui parametri del modello
0=jβ IPOTESI NULLA (la variabile esplicativa j-esima 
“non pesa” nello spiegare la variabile dipendente)
0≠jβ IPOTESI ALTERNATIVA (la variabile esplicativa j-esima “pesa” nello spiegare la variabile dipendente)
KKbbb xxxy 1 +++= ...........ˆ 221
Seconda colonna della matrice 
Es.

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
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

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..........
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2
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Per esempio nel caso j=2
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j
jj
s
b β− È la statistica del test  (come è stato detto è una t di 
Student con T-K gradi di libertà)
Se l’ipotesi nulla è vera (ossia       non è statisticamente significativa 
nello spiegare la y)
jx
j
j
s
b
è una t di Student con T-K gradi di libertà. 
(Se per esempio nel modello ho 20 equazioni e tre 
parametri da stimare T-K=20-3=17   gradi di libertà)
26
Fisso una dimensione del test. Per esempio 01,0   oppure ,  0,05 == αα
j
j
KT
s
b
t =
−
ˆ
Calcolo il valore della t di Student con T-K 
gradi di libertà in corrispondenza dei miei dati.
Considero la t di Student con T-K gradi di libertà (è simile 
ad una normale standard)
(Se 
 0,05=α e  T-K=17 )11,2025,0172/ ==− tt KTα
L’evidenza campionaria mi fa respingere l’ipotesi nulla: la 
variabile       è statisticamente significativa per spiegare y.jx
2/α
KTt −
Area uguale 
a 0,025Area uguale 
a 0,025
KTt −ˆ
27
Se                  l’evento è possibile, ma improbabile0=
j
β
2/α
KTt −
Area uguale 
a 0,025Area uguale 
a 0,025
KTt −ˆ
Se invece si verifica questo caso accetto l’ipotesi nulla di 
non significatività statistica della variabile 
2/α
KTt −
Area uguale 
a 0,025Area uguale 
a 0,025
KTt −ˆ
j
x
28
2/α
KTt −
Area uguale 
a 0,025Area uguale 
a 0,025
KTt −ˆ
L’”analista” spera che si verifichi questo caso:  l’ipotesi nulla viene 
respinta con forza; la variabile è statisticamente significativa nello 
spiegare la variabile dipendente ( la domanda). In questo caso vuol dire 
che è stata scelta bene la variabile esplicativa (indipendente) j-esima. 
Il test t di Student sui parametri del modello mi permette di
selezionare le variabili esplicative ad una ad una. Invece con il 
coefficiente          le promuovo, o le “boccio”, in blocco (il 
coefficiente di determinazione è una misura sulla “bontà” globale del 
modello). 
2R
29
tt
vp
t TIPId 76,0ln99,162,3ln −+=
42,13ˆln15 =t
IPIt 88,3ˆ15 −=t
Tt 131,2ˆ 025,015 =t
Italia – Anni: 1970-1992 - Traffico aereo interno
ttt TSEd ln67,0ln89,11,17ln −+−=
td = passeggeri imbarcati in un anno/popolazione
=tSE prodotto interno lordo pro capite nell’anno  (espresso in lire 
1992)
=tT rapporto fra gli incassi totali e i pass-km realizzati (espresso in 
cents/pass-km con valore 1992)
55,10ˆln19 =t
SEt 33,2ˆln19 −=t
Tt 093,2ˆ 025,019 =t
96,02 =R
Traffico autostradale italiano 1983/2000 (veicoli pesanti)
97,02 =R
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Metodi utilizzati per la calibrazione di un 
modello di domanda
Modelli descrittivi Estimatore dei minimi 
quadrati
Modelli 
comportamentali
Estimatore di massima 
verosimiglianza 
∑
=
=
K
1
)(
j
n
ijj
n
i
n
i xV βX
Vettore degli attributi 
dell’i-esima alternativa 
per l’n-esimo utente (K 
componenti)
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Calibrare il 
modello 
Determinare il vettore dei 
parametri incogniti (stimare 
i parametri incogniti)
β
Metodo della massima verosimiglianza
Intervisto N utenti
Per ogni utente n ho un vettore di attributi            
(che conosco facendo le interviste)
n
iX
nIi ∈∀
Ogni utente n sceglie un’unica alternativa i
Introduco la variabile niy
= 0 se l’utente non scegli i
= 1 se l’utente scegli i
32
Ammettiamo che:





auto
treno
aereo
=
nI
Ammettiamo che l’utente n scegli l’alternativa aereo, sarà:
1=naereoy 0=
n
trenoy 0=
n
autoy
La probabilità di scelta dell’alternativa aereo (alternativa 
effettivamente scelta dall’utente) secondo il modello la posso 
scrivere così:
( ) ( ) ( ) ( ) ( ) ( ) nautontrenonaereo ynautoyntrenoynaereonautontrenonaereo pppppp =001
( ) ni
n
y
Ii
n
ip∏
∈
= Forma compatta
33
( )∏∏
= ∈
N
n
y
Ii
n
i
n
i
n
p
1
Probabilità congiunta di osservare le scelte 
campionarie
Nel caso di un 
modello logit ∑
∈
=
n
n
j
n
i
Ij
n
i
e
ep
Xβ
Xβ
'
'
n
ip dipende dal vettore β da stimare 
( ) ( )∏∏
= ∈
=
N
n Ii
yn
i
n
n
ipL
1
K21 ,...., βββ
Funzione di verosimiglianza 
(likelihood). Esprime la 
probabilità congiunta di 
osservare le scelte campionarie
E’ una funzione che ha come variabili indipendenti le componenti del 
vettore    .β
Il metodo della massima verosimiglianza consiste nell’assumere 
come stima di      quel vettore dei parametri      che massimizza la 
funzione di verosimiglianza.
β βˆ
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Per semplificare i calcoli, invece di massimizzare la funzione di 
verosimiglianza (“likelihood”) massimizzo il suo logaritmo (funzione 
denominata”log-likelihood”).
( ) ( )K21K21 ,....,ln,...., ββββββ L=L
Essendo la funzione logaritmo una funzione strettamente crescente 
i due punti di massimo (della funzione di “likelihood” e ”log-
likelihood”) coincidono.
( ) ∑∑
= ∈
=
N
n
n
i
Ii
n
i py
n1
lnβL
Ho una sommatoria, invece di avere 
una produttoria come nella  funzione 
di “likelihood”.
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L’estimatore di massima verosimiglianza gode di buone proprietà 
asintotiche: ossia valgono rigorosamente quando  l’ampiezza 
campionaria N , in pratica (per un ingegnere) basta che N
“sia grande”. 
∞→
- L’estimatore di massima verosimiglianza è un estimatore 
consistente : all’aumentare dell’ampiezza campionaria, N, si 
distribuisce con varianza sempre più bassa intorno al parametro da 
stimare. 
- L’estimatore di massima verosimiglianza è un estimatore 
efficiente (minima varianza).
- L’estimatore di massima verosimiglianza è distribuito in modo 
normale.
36
Nel caso dell’estimatore dei minimi quadrati riesco ad “esplicitare” 
l’estimatore:                    . Nel caso dell’estimatore di massima 
verosimiglianza non riesco ad arrivare ad una formula esplicita
dell’estimatore 
( ) yXXXb '' 1−=
( ) ∑∑
= ∈
==
N
n
n
i
Ii
n
i py
n1
lnmaxargmaxargˆ ββ L
Devo risolvere il problema il seguente problema di massimo ( il 
problema della stima di massima verosimiglianza si riduce a 
risolvere un problema di massimo, non vincolato, di una funzione
a più variabili):
La funzione è strettamente concava (inoltre non ho 
vincoli sui parametri       ).jβ
Esistono dei procedimenti iterativi per risolvere il suddetto 
problema di massimo.
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Corroborazione di un modello di utilità aleatoria
Calcolo la statistica           (è analoga a        del modello di 
regressione lineare) 
2ρ 2R
( )
( )0
β
L
L ˆ1−=2ρ 0 12≤ ≤ρ
02 =ρ ( ) ( )0β LL =ˆ⇒ I parametri sono tutti nulli
ealternativ n.
1
1..........11
1
'
'
=
+++
==
∑
∈ n
n
j
n
i
Ij
n
i
e
ep
Xβ
Xβ
Il modello non fornisce nessuna ulteriore informazione rispetto ad 
una ipotesi di equiprobabilità delle alternative.
38
=
nI





auto
treno
aereo
3
1
=
n
aereop 3
1
=
n
trenop 3
1
=
n
autop
0=niy per le alternative non scelte dall’utente
0ln1
1
=∑
=
N
n
n
ip ⇒
Il modello prevede (per ogni 
utente) una probabilità di scelta 
pari ad 1 per l’alternativa 
effettivamente scelta dall’utente: 
modello “perfetto”.
1=nip n∀
12 =ρ ⇒ ( ) 0ˆ =βLSe invece:
i
( ) 0ln1ln
11
=== ∑∑∑
== ∈
N
n
n
i
N
n
n
i
Ii
n
i ppy
n
βL
: alternativa 
effettivamente scelta 
dall’utente
i
Quanto più                   tanto più il modello funziona.12 →ρ
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- Test t di  Student sui parametri del modello 
Verifica puntuale sui parametri di un modello
Voglio verificare la significatività dell’ attributo       nello 
spiegare le scelte effettuate dagli utenti. Faccio un test di ipotesi 
sul parametro (analogo a quello utilizzato nella fase di 
corroborazione di un modello di regressione lineare)
jX
jβ
0=jβ IPOTESI NULLA (la variabile esplicativa j-esima 
“non pesa” nello spiegare le scelte degli utenti)
IPOTESI ALTERNATIVA (la variabile esplicativa j-
esima “pesa” nello spiegare le scelte degli utenti)0≠jβ
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),(ˆ 2
ˆ jjj
N βσββ ∼
La matrice di covarianza dell’estimatore di 
massima verosimiglianza si stima con:  
[ ] 1ˆˆ −−= )βH(Ω La stima è valida in termini asintotici (in 
pratica per N, ampiezza campionaria, 
“grande”)
j
j
βσ
β
ˆ
ˆ
0ˆ − E’ una t di Student con N-K gradi di libertà (in 
pratica, dato l’alto numero di gradi di libertà, è una 
variabile aleatoria normale standard).
Ω
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Dimensione del test 0,05
Rifiuto l’ipotesi nulla
96,12/ ≅
−
α
KTt
Area uguale 
a 0,025Area uguale 
a 0,025
j
j
βσ
β
ˆ
ˆ
ˆ
Accetto l’ipotesi nulla
96,12/ ≅
−
α
KTt
Area uguale 
a 0,025Area uguale 
a 0,025
j
j
βσ
β
ˆ
ˆ
ˆ
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