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Abstract
Advances in autonomy, in the fields of control, estimation, and diagnosis, have improved immensely,
as seen by spacecraft that navigate toward pinpoint landings, or speech recognition enabled in
hand-held devices. Arguably the most important step to controlling and improving a system, is to
understand that system. For this reason, accurate models are essential for continued advancements
in the field of autonomy. Hybrid stochastic models, such as JMLS and LPHA, allow for representa-
tional accuracy of a general scope of problems. The goal of this thesis is to develop a robust method
for learning accurate hybrid models automatically from data. A robust method should learn a set
of model parameters, but should also avoid convergence to locally optimal solutions that reduce
accuracy, and should be less sensitive to sparse or poor quality observation data. These three goals
are the focus of this thesis.
We present the HML-LPHA algorithm that uses approximate EM for learning maximum like-
lihood model parameters of LPHA, given a sequence of control inputs {u}0o, and outputs, {y}lT+
We implement the algorithm in a scenario that simulates the mechanical wheel failure of the MER
Spirit rover wheel and demonstrate empirical convergence of the algorithm.
Local convergence is a limitation of many optimization approaches for multimodal functions,
including EM. For model learning, this can mean a severe compromise in accuracy. We present the
kMeans-EM algorithm, that iteratively learns the locations and shapes of explored local maxima
of our model likelihood function, and focuses the search away from these areas of the solution
space toward undiscovered maxima that are promising apriori. We find the kMeans-EM algorithm
demonstrates iteratively increasing improvement over a Random Restarts method with respect to
learning sets of model parameters with higher likelihood values, and reducing Euclidean distance
to the true set of model parameters.
Lastly, the AHML-LPHA algorithm is an active hybrid model learning approach that augments
sparse, and/or very noisy training data, with limited queries of the discrete state. We use an
active approach for adding data to our training set, where we query at points that obtain the
greatest reduction in uncertainty of the distribution over the hybrid state trajectories. Empirical
evidence indicates that querying only 6% of the time reduces continous state squared error and
MAP mode estimate error of the discrete state. We also find that when the passive learner, HML-
LPHA, diverges due to poor initialization or training data, the AHML-LPHA algorithm is capable
of convergence; at times, just one query allows for convergence, demonstrating a vast improvement
in learning capacity with a very limited amount of data augmentation.
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Chapter 1
Introduction
1.1 Motivation
Increased attention to pushing the envelop in the field of autonomous systems has led to an explosion
of more capable systems. In recent history we have seen space missions that owe their successful
landings to onboard systems that pinpoint landing targets, advances in speech recognition that allow
us to communicate with GPS systems or even dial contacts on our mobile phones, and autonomous
navigation systems that can steer unmanned underwater to areas of scientific interest.
Central to the improved performance and accuracy of these systems is the ability to handle
the uncertainties inherent to the environment they work in. In order for autonomy to be useful in
a practical setting, these systems must be capable of handling disturbances, component failures,
unknown system dynamics, and unknown locations of science targets and/or obstacles. In addition,
autonomous systems often cannot directly observe their own state resulting in uncertainty in its
current state estimates. The answer to many of these challenges comes via a more flexible and
representative model of the environment and of the system itself.
Stochastic models account for the uncertainty of real-world environments in which these sys-
tems must operate. Furthermore, hybrid stochastic models are sufficient to model a general class
of systems that exhibit both continuous and discrete dynamic behaviors. Jump Markov Linear
Systems (JMLS) are a class of models that model transitions between discrete states as a Hidden
Markov Model (HMM) where the transitions are stochastic and assume the Markov property. The
continuous state is modeled by a set of Linear Differential Equations assigned to each discrete state.
However, these models assume independence between discrete state transitions and the continuous
state, which, is often limiting. A schematic drawing of a JMLS for a system with two discrete
modes is shown in Figure 1-1.
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Figure 1-1: A schematic representation of a JMLS with two discrete modes.
In many cases the continuous state of a system may actually have a large influence on the
discrete state. This was the case for one of the NASA 2003 Mars Exploration Rover (MER)
vehicles, Spirit, which experienced intermittent mechanical failure in one of its wheels, Figure 1-2.
The wheel would transition between two operational modes where sometimes it would stick, and
other times it would work nominally. It was found that driving the wheel backwards would lessen
its tendency to stick. A JMLS model of the rover wheel subsystem would be capable of modeling
the two discrete modes, nominal and stuck, as well as the continuous dynamics of the angular
velocity of the wheel, 6, but would not model the higher probability of transitioning into the stuck
mode during forward operation of the wheel, when 6 < 0.
We can extend JMLS to include discrete mode transition dependence on the continuous state.
We refer to these models as Linear Probabilistic Hybrid Automata (LPHA). Figure 1-3 shows
a schematic of the rover wheel subsystem modeled as a LPHA where the transition probabilities
between discrete states are conditioned on the continuous state 6. We call this conditioning a guard,
C, that is satisfied, C = T, or not satisfied, C = F. In this example the guard is of the form of an
inequality where C = T if 6 < 0.
Because of their generality and ability to accurately represent such a wide spectrum of physical
phenomena, JMLS and LPHA have enjoyed the attention of research in areas as diverse as activity
Figure 1-2: Image of the NASA Mars Exploration Rover, Spirit, which experienced mechanical
failure in one of its wheels causing it to stick. Photo credit: NASA/JPL-Caltech/Cornell
recognition in machine vision, fault detection and diagnosis, and econometrics [10, 32, 31, 21, 7,
19]. However, this improvement comes at significant cost - the difficulty of modeling. This is
a substantial barrier that research in these areas must tackle before benefiting from the great
potential in representation accuracy and increased robustness to uncertainty offered by this rich
class of models and the algorithms that employ them.
Acquiring an accurate model of complex systems is a challenging, and often times manual,
task. These systems also change or degrade with time such that the initial specifications of the
discrete and continuous behaviors become obsolete. Manually re-deriving accurate models can be
expensive and even impossible in most cases, particularly if the system itself is overly complex or
has limited accessibility, as in the case of the MER rover. As a result, we loose the ability for high
fidelity control of the system, along with many other important capabilities that rely on accurate
system models. With the Spirit wheel failure, scientists and engineers at JPL had to devise new
methods of driving the rover with a handicapped wheel by trial and error in a mock-up testbed;
while loosing precious time and project money that would have been better spent exploring science
targets on Mars. What we would like to do, is to be able to autonomously learn hybrid system
models from input and output data. This thesis addresses the challenge of model learning for LPHA
by introducing methods for learning these models automatically from data.
0.3 c=F
,~ 0
0.7, c=F
i V ., C=T
V.0 C= 
- 0.7 c=F
0.3 c=,
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Figure 1-3: Schematic drawing of an LPHA model for MER rover's wheel subsystem. The twodiscrete modes represent the nominal mode and the failed stuck mode.
1.2 Background
The key factors that make the problem of hybrid model learning most challenging are 1) partially
observable state 2) noisy observations and 3) multi-dimensional model parameter space. Previous
work addressed the issue of hybrid state estimation for JMLS [14, 29] and LPHA [19, 18]. An Active
Estimation approach extended this work to incorporate the addition of control sequences that would
further disambiguate the current hybrid state, thus making the hybrid estimation problem easier
[7, 28]. Hybrid estimation itself is an important area for localization, fault detection, diagnosis, and
is an integral part of hybrid model learning. An Expectation Maximization Approach for model
learning of non-switching Linear Dynamical Systems (LDS) was introduced where the continuous
model parameters for these systems is learned automatically from data [35, 15]. This approach was
later extended to the JMLS case [16, 11, 4].
Model learning and estimation for JMLS and LPHA is particularly difficult because of the
magnitude of the hybrid trajectory space. The number of unique hybrid states grows exponentially
in time, making any exact learning algorithm for the model parameters intractable with current
computational limitations. In response to this difficulty, existing hybrid model learning techniques
are forced to incorporate approximations and sometimes tracking of only the most likely state
trajectory [18, 9, 16].
0.2 c=T
1.3 Contributions
The goal of this thesis is to present a robust learning capability for hybrid discrete-continuous
systems. A robust method should learn a set of model parameters, but should also avoid convergence
to locally optimal solutions that reduce accuracy, and should be less sensitive to sparse or poor
quality observation data. These three goals are the focus of this thesis. We develop:
1. A principled approach to LPHA model learning based on approximate, soft-EM.
2. A guided restart method that avoids getting stuck in locally optimal solutions, and instead
explores new hills by learning the bounds of its explored parameter space, converging to
optimal or near-optimal learned model solutions.
3. A query based active learning method for augmenting sparse or very noisy observation data
that would otherwise lead to poor quality of the learned LPHA.
We present a hybrid model learning algorithm that we refer to as HML-LPHA. This algorithm
yields the maximum likelihood parameter estimates for both the discrete and continuous model
parameters. This approach extends previous approaches in that it is capable of handling the
dependence of discrete transitions on the continuous state, learning the dependence on continuous
control inputs, and uses an k-best approach that tracks several most likely hybrid state trajectories,
referred to as soft EM. However, similar to many other hybrid model learning capabilities and EM-
based optimization methods, it is susceptible to convergence to local maxima of the log-likelihood
function. This can lead to severe compromises of accuracy of the learned model, particularly if the
starting guess of parameters is far from the global maximum and the objective function has many
local maxima.
To address the limitation of local convergence, we develop an algorithm that iteratively learns
the shapes and locations of explored local maxima of the log-likelihood function, and uses this map
to focus the search away from visited areas of the solution space. By identifying new sets of model
parameters that seem a priori promising, and that are outside of the bases of explored hills, we
avoid being stuck in any single local maximum and target learned models that are the optimal, or
near-optimal solutions to the maximization of the likelihood function. We present this algorithm
as the kMeans-EM algorithm.
Another limitation of many hybrid learning capabilities is a reduction in quality of a learned
model due to sparsity of training data, and/or very noisy observations. In these cases, the accuracy
of the learned models can suffer substantially, and in the worse case, the learning algorithm can
diverge altogether. Our final technical contribution focuses on this problem by augmenting sparse
or poor quality data with a modest amount of labeled data obtained via queries of the discrete
state of the LPHA. These queries are limited and are carefully chosen to be only at time instances
when the action of querying the discrete state reduces uncertainty in the state estimate the most.
The ability of the learner to choose which data to add to its training set is referred to as Active
Learning [12]. We develop an active model learning approach for hybrid systems that we refer to
as the Active Hybrid Model Learning for LPHA (AHML-LPHA) algorithm.
In the following sections we summarize the contributions of this thesis by introducing the three
algorithms HML-LPHA, kMeans-EM, and AHML-LPHA, the precise problem statement of each of
these and pertinent results.
1.3.1 Hybrid Model Learning for LPHA
Having an accurate model for a hybrid system is necessary for making inferences, controlling, or
task planning for that system. As motivated in Section 1.1 with the MER rover, losing an accurate
representation of the system we are trying to control can result in wasted resources such as project
time or money, and in the worse case, total loss of the system. Our objective for the HML-LPHA
algorithm is to automatically learn the continuous and discrete model parameters, 0 = [Oc U Od], for
Linear Probabilistic Hybrid Automata, or JMLS with Autonomous Mode Transitions, from noisy
data. Figure 1-3 demonstrates the MER rover wheel subsystem modeled as a LPHA. Our problem
statement becomes:
Problem Statement: Given a set of continuous observations yT +1 and a sequence of con-
trol inputs uT , determine the set of model parameters that maximize the likelihood of the data,
f(0) = p (yT+1 ). Where y T+ is the observation sequence y from time t = 1 to t = T + 1. More
specifically, find
9 = argmaxop (yT+1 )
We perform this objective by employing an iterative local optimization technique, Expectation
Maximization (EM). The EM algorithm is used to find a set of model parameters that maximizes
the likelihood of its probabilistic model. This algorithm is particularly useful for situations where
direct maximization of the objective function is hard or impossible due to the presence of unobserved
(latent) variables. This is the case for many non-trivial maximization problems. The algorithm
treats the available data (observations y) as incomplete. It assumes that the complete data z is
partially hidden and is generated by the probability distribution p (z l). In our application for
hybrid model learning, the latent variables are the hidden hybrid states xt = [Xd, Xc]t over the
time trajectory that we are interested in, and the objective function is f(O). The EM algorithm
is composed of an initialization stage and two steps that are iterated until convergence to a local
maximum of f (0):
1. Initialization: Initialize the current guess of parameters 0k, k = 0
Iterate until convergence of the log-likelihood:
2. Expectation Step: Given Ok, calculate the lower bound h (010 k ) = E [logp (z0) ly, 0k]
3. Maximization Step: Given the lower bound h (0 10 k), maximize to find a new guess of
parameters Ok+ 1
Ok + 1 = arg maxo h (0 10k)
k=k+l
Figure 1-4 shows the iteration steps in EM for convergence. At each iteration, k, a lower bound
to the objective function g(O) is constructed in the E-step. The lower bound h(I00k) is maximized
in the M-step to find a new guess of model parameters, 8k+1 for the next iteration. This process
repeats until convergence to a local maximum of g(O) is achieved.
Because the number of unique hybrid state trajectories grows exponentially in time, exact
hybrid estimation in the E-step becomes intractable, instead we employ an approximate E-step.
Many hybrid estimation methods in the literature approximate by either collapsing or pruning the
possible trajectories [19, 9, 16]. We use an k-best approach that tracks only the k most likely hybrid
state trajectories and assigns the probability of all other trajectories to zero.
We find that in practice, the majority of the probability mass lies within the first few trajectories
and thus in many cases k-best is a good approximation. In fact, our empirical results show that the
£~t\* -l*\r~r
iterate
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Figure 1-4: Figure demonstrating convergence of EM to local maximum of f(O).
number, k, of trajectories does not have a significant influence on squared error in the continuous
state or MAP mode estimation error.
The approximate EM method does not share the proof of local convergence as in classical EM,
due to the approximation over the distribution of the hybrid state. However, we do show empirical
convergence of the algorithm through a tracking the change in the lower bound at each iteration.
The HML-LPHA algorithm unfortunately shares some of the less desirable properties inherent to
many non-convex optimization techniques, including convergence to local maxima and sensitivity
to initialization.
We implement our HML-LPHA algorithm on a simulation scenario inspired by the intermittent
mechanical failure of the wheel on the MER rover Spirit. We model the wheel subsystem as a
LPHA as shown in Figure 1-3. We use an autonomous guard conditioned on the angular velocity
of the wheel to reflect the dependence of the discrete mode transition on the direction of motion of
the wheel.
1.3.2 K-Means Clustering for Jumping out of Local Maxima in EM
Many optimization methods for multi-modal functions, where the function itself has many local
maxima, are susceptible to local convergence and sensitivity to initialization. Often times a locally
optimal solution can be far from the global maximum. For model learning of hybrid systems, this
can result in a severe compromise in accuracy and a learned set of model parameters that are of
little practical use. Local convergence and sensitivity to initialization proved to be the case for our
i
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Figure 1-5: Schematic drawing of hypothetical three-dimensional objective function, showing local
convergence and sensitivity to initialization of EM.
hybrid model learning algorithm, HML-LPHA. See figure 1-5.
A standard stochastic method for jumping out of these local maxima is a restart method that
samples from a distribution over the model parameters to find a new initialization point for the
local optimization algorithm. This Random Restarts method has no way of guiding the search
away from explored regions of the search space, resulting in the wasted computational expense of
re-discovering the same local solutions. Figure 3-2 shows a schematic diagram of random restarts
leading to convergence of the same local maxima of the log-likelihood objective function, g(O).
Hence, the key technical challenge is to select restart points that seem a priori promising, but lie
outside of the bases of hills that have already been discovered. This would lead to an algorithm that
has a higher probability of discovering model parameter estimates that are optimal, or near-optimal
solutions to the maximization of g(O).
Problem Statement: Iteratively learn the shapes and locations of discovered local maxima of
the log-likelihood objective function, g(8), and use this as a map to guide the search toward new
maxima that are a priori more likely to be optimal solutions. We target the learning of continuous
model parameters, Oc, that are the optimal or near-optimal solutions to the maximization of the
log-likelihood function g(O) = log(p(yl))).
Wouldtake many iterationsto find a peaky
global maximum, particularlyif local maxima
... have wide bases. For a larger search-space,
may be like lookingfor a needle in a haystack.
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Figure 1-6: Schematic drawing of hypothetical two-dimensional log-likelihood objective function,
g(0), showing initialization points leading to repeated discovery of same local maxima.
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Figure 1-7: Schematic drawing of hypothetical two-dimensional log-likelihood objective function,
g(0), with explored local maxima approximated by Gaussian clusters.
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We propose an algorithm that combines two optimization methods, Expectation Maximization
and K-Means Clustering, for allowing a thorough search over the space of model parameters and a
systematic method of forcing EM to jump away from local maxima of the log-likelihood function.
This algorithm iterates three phases, a clustering phase, an optimization phase, and a labeling
phase. These phases are described below:
1. Initialization Phase: In the initialization phase, EM is used to provide an initial labeling
for a pool of different sets of parameters {Ooi}I 1 where n is the total number of models and
the label is a converged set of model parameters, Of,. We set the number of clusters, k, to 1.
2. Clustering Phase: In the clustering phase, the labeled parameters, {Ofi i=1, are clustered
into k groups where the clustering uses Euclidean distance between sets of model parameters.
Each of these clusters is defined by a Gaussian distribution whose mean is the centroid of
the cluster, and whose variance is the empirical variance calculated over the members of each
cluster. The resulting Gaussian clusters are used as representations of local maxima hills of
the log-likelihood function, g(O). See Figure ??
3. Optimization Phase: The goal of this phase is to find a new set of model parameters that is
an a priori likely set of model parameters and that has a low probability of converging to any
of the explored local maxima of g(O). We can frame this as a maximization problem over the
function s(O) that uses the Gaussian cluster information and the prior over model parameters
to produce a locally optimal solution, 0o, that is both a likely set of model parameters and is
not likely to converge to known local maxima.
4. Labeling Phase: This phase uses EM to label the new initialization point o --* Of. If Of
belongs to a new cluster, then augment the number of known clusters, k = k + 1. Return to
the clustering phase.
We use an Autonomous Underwater Vehicle (AUV) simulation in Matlab to implement the kMeans-
EM algorithm, where the true AUV dynamics model is a model of the AUVs used at the Monterey
Bay Aquarium Research Institute in California,USA. Our algorithm is applied to learning the
linearized longitudinal dynamics of this AUV using noisy observations of the true continuous state
trajectory.
We demonstrate empirical evidence that the kMeans-EM algorithm outperforms a Random
Restarts method with regards to finding learned sets of model parameters that have higher average
likelihood values. This improvement increases at each iteration as the algorithm learns a better
map of the likelihood function and updates its prior over model parameters. We also find that the
kMeans-EM algorithm finds learned model parameters that are closer to the global optimum in the
Euclidean sense, than a Random Restarts method. Finally, we find that clustering accuracy influ-
ences the performance of the kMeans-EM algorithm, however, even with a non-optimal clustering
scheme, the algorithm outperforms a Random Restarts method.
1.3.3 Active Hybrid Model Learning for LPHA
Learning models for stochastic, partially observable systems, such as JMLS or LPHA, is a chal-
lenging problem. This problem combined with sparse training data, or very noisy observations, can
cause divergence of a hybrid learning algorithm altogether, which makes learning an accurate model
of the hybrid system an impossibility. Unfortunately, many systems that we are interested in mod-
eling, rely on instruments to produce observation data, and these instruments can also degrade over
time, which, leads to poorer quality data. In the field of machine vision, JMLS and LPHA are often
used to model the dynamics of an object being tracked or performing some activity [32, 10, 36].
The data used to acquire the model, or make inferences about the system, can be obtained from
video sequences whose pixel quality is also affected by noise.
Our final technical chapter focuses on this problem by augmenting sparse or poor quality data
with a modest amount of labeled data obtained via queries of the discrete state of the LPHA.
Queries are strategically chosen at time instances where they can provide the most reduction in
uncertainty of the distribution over the hidden state; resulting in higher quality learned models.
The ability of the learner to select training data that would most reduce a cost objective, in this
case uncertainty of the current distribution over the hybrid state, is referred to as active learning
[12]. We present an active learning approach to hybrid model learning for the model parameters of
LPHA. We refer to this algorithm as Active Learning Hybrid Model Learning for LPHA (AHML-
LPHA).
Problem Statement: To improve the accuracy of parameter model learning for LPHA via active
learning. Active Learning in this context includes the ability to query the discrete state of the sys-
tem, or add labeled data, to enhance learning capability.
Given an observation sequence y T + 1 and a control input sequence uT
1) find the time points t* where the information gain from querying is highest
t* = arg max VOI
and
2) find the Maximum Likelihood set of model parameters given the optimal queries Q(t*) = q,
q E [1,..., m] and m is the total number of discrete states.
Query based active learning has many applications in estimation and model learning where
the query is a request for additional information about the discrete state of the system. This
information can be provided by a human supervisor; an example in activity recognition from video
sequences may be the answer to a query "was the person running or walking at time t = 100?" A
query may be the result of a specialized measurement as with active probing in the fields of medical
or hardware diagnosis [33], or a query may be a request for GPS coordinates for localization [20].
Performing a query however, can be expensive, and thus we must limit the number of queries
made while choosing each query such that we maximize the amount of information obtained. The
definition of "maximum value" is problem dependent. For our problem we use an entropy-based loss
function such that queries with the maximum value correspond to those that reduce the entropy,
or uncertainty, in the hidden state distribution. Each query is labeled with its associated Value of
Information(VOI). An entropy based VOI takes the form of the mutual information between the
distribution over the hybrid state trajectory and the result of performing a query at time t, Qt.
VOI(Qt) =7i(w) - H(rlQt)
=h-(Qt) - 7(Qtlir) by symmetry of mutual information (1.1)
S= [Xdt, Xct+ 1]t= 0 is a state trajectory
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Figure 1-8: Schematic diagram of a discrete HMM where the VOI of a query would be high due to
maximum uncertainty in the distribution over the discrete state.
Anderson and Moore [1] present a query and VOI-based active learning approach for purely
discrete systems, or HMMs. The reduction in entropy of the distribution over the discrete states
after obtaining the result of a query is shown in Figure 1-8 for a two-state HMM where observing
"Green" results in a uniform posterior distribution over the hidden states.
We are able to extend active model learning for the purely discrete case to hybrid model learning
by making the key observation that given the discrete state at time t, the exact posterior distribution
over the continuous state is provided via a Kalman Smoother. Thus, we can perform hybrid active
learning effectively while only querying the discrete component of the state, which reduces cost
over having to query the full hybrid state.
The main steps in the AHML-LPHA algorithm are sketched below:
1. FOR all observations Yt, t C [1,...,T]:
2. Evaluate the, VOI(Qt), the value of making a query at time t.
3. Store all maximum value queries in {Q*}
4. ENDFOR
5. FOR all optimal queries in {Q*}
I
6. Update the distribution over the hybrid state trajectories,p(xco, Xd q, y, ), to re-
flect the result of the query Q*(t).
7. Run a backwards pass on the data to obtain the full posterior distribution over hybrid state
trajectories, p(Xc + , Xdo {Qt }, yTl, 9)
8. ENDFOR
9. M-Step Maximization: Maximize f (0) = fp(xc T+ 1, X, y T+IQ = q, 8)dXddxc w.r.t. 0 using
EM to yield maximum likelihood model parameters 0*
We implement our algorithm on a simulated exploration vehicle that is driving over different
types of terrain in a testbed and is autonomously learning a LPHA model of its dynamics when its
wheels are slipping or not slipping. Empirical results indicate, that with as little as 6% of the total
observations are used for queries, we obtain a reduction in squared error between the estimated
continuous state trajectory and true continuous state trajectory. The same is true for a reduction
in MAP mode estimation error in the estimated discrete state trajectory. We also find that when
the EM-based hybrid model learning technique diverges due to poor initial conditions, in some
cases, as little as one query of the discrete state prevents divergence and vastly improves learning
ability.
1.4 Thesis Roadmap
The thesis is organized such that each chapter describes the problem statement, technical approach,
and empirical results for each algorithm discussed. Chapter 2 presents the HML-LPHA algorithm,
Chapter 3 presents the kMeans-EM algorithm, and Chapter 4 presents the AHML-LPHA algo-
rithm. Finally, we conclude the thesis with Chapter 5.

Chapter 2
Expectation Maximization for Hybrid
Model Learning
In this chapter we review the basic theory behind the Expectation Maximization optimization
method, then we present the application of Expectation Maximization for Parameter Estimation
of linear dynamical systems, and finally we present the extension of Expectation Maximization to
Switching Linear Dynamical Systems. We present simulation results of parameter estimation for
switching linear dynamical systems and discuss some of the limitations of this approach, including
local convergence, and initialization sensitivity. This section of the thesis was part of a joint work
with Lars Blackmore and many of the derivations can be found in his PhD thesis, [8], and in our
joint paper, [6].
2.1 Introduction to Hybrid Model Learning
We begin by presenting motivations, the problem statement, and definitions for our problem. The
use of Switching Linear Dynamical Systems has been become more prevalent for modeling many
phenomena, from tracking in machine vision [32], to economic growth models [21], and diagnosis
[19, 7]. A Switching Linear Dynamical System (SLDS) provides a framework for modeling hybrid
discrete-continuous systems where the discrete and continuous system behaviors are coupled. SLDS
combine Hidden Markov Models (HMM) and Linear Dynamical Systems (LDS), to form a gener-
alized modeling capability for systems exhibiting both discrete and continuous behaviors. We will
provide a formal definition of Switching Linear Dynamical Systems in the next section. For many
problems of interest, the actual hybrid state of the system is not directly observable, or hidden,
and the evolution of the hidden state is stochastic, as modeled by the HMM. An accurate model
for a hybrid system allows for the ability to perform inference, and also allows for the application
of optimal controllers and/or adaptive control, amongst many other applications.
There is a body of literature in the areas of estimation and control of these stochastic hybrid
discrete-continuous models [29, 4, 2]. However, the effectiveness and feasibility of these methods
relies on accurate models of the hybrid system. Thus, in this chapter of the thesis we present a
method for learning the Maximum Likelihood parameter estimates for Switching Linear Dynamical
Systems using an approximate Expectation Maximization (EM) approach.
2.1.1 Previous Work and Relation to this Thesis
Previous work developed methods for learning Maximum Likelihood parameter estimates for the
continuous case of a Linear Dynamical System via EM [15]. In this case, EM can be applied exactly
and thus the characteristics of EM, ie. proof of convergence to a local maximum of the objective
function, hold. The extension of EM applied to hybrid models for parameter estimation has also
been an active topic of research. Much work has been done in this area for Jump Markov Linear
Systems, which are the combination of Linear Dynamical Systems (LDS) with Hidden Markov
Models (HMM), where the continuous and discrete state are assumed to be independent [16, 4].
The extension of Jump Markov Linear Systems for the incorporation of dependence of the discrete
transitions on the continuous state have also been investigated. We refer to these models as Linear
Probabilistic Hybrid Automata. Estimation of the hybrid state for these systems [19], as well as
hybrid model learning for these systems using heuristic approaches and approaches where only the
most likely state trajectories are tracked [18], have also been considered. The contribution that we
present in this thesis extends previous work in the following ways:
1. We allow for the dependence of the discrete state on the continuous state through guarded
transitions. We refer to this dependence as autonomous mode transitions,
2. We learn the effects of control inputs on the system, and
3. We consider soft EM, where we track the k-best or most likely trajectories, as opposed to
hard EM where only the single most likely trajectory is tracked.
We demonstrate our approach in simulation and present and discuss results as well as limitations
of our method.
Definitions
In this section we provide formal definitions for Hidden Markov Model, Linear Dynamical System,
Switching Linear Dynamical System, and Autonomous Mode Transition.
Hidden Markov Model: A Hidden Markov model [23] is a tuple (xd, y, T, B) where Xd E
{1,..., m} is a set of m non-observable discrete states, y is a set of possible discrete observations,
T E R m x m is the transition probability between discrete states p (xd dj), and B is the observation
probability p (ydi Ixd).
Linear Dynamical System: A Linear Dynamical System [3] is a system whose continuous
state xc E Rnxl evolves in time according to a linear set of equations
xct+l = Axc, + But + wt
yt = Cxct + Dut + vt
where
* xc, E Rnxl is a vector containing the continuous state at time t.
* yt E Rp x n where p E 1,..., n is a vector of continuous observations at time t.
* ut E Rqxl where q E 1,... , n is a vector of continuous control inputs at time t.
* wt E Rnxl is the process noise assumed to be white and zero mean Gaussian with covariance
Q E Rnxn.
* vt E Rnxi is the measurement noise assumed to be white and zero mean Gaussian with
covariance R E Rnxn.
* A E R n x n is a matrix relating xct+l to Xct.
* BE R nx q is a matrix relating x, to the control inputs.
* C E Rpxn is a matrix relating xc,, to yt.
* D E R nxq is the feedthrough input matrix.
Switching Linear Dynamical System: A Switching Linear Dynamical System has both
a continuous and discrete state. We denote this hybrid state as x = [xc, Xd] The discrete state
is modeled by a Hidden Markov Model and the discrete state transitions are conditioned on the
continuous state via Autonomous Mode Transitions, that are defined below. Each discrete state
has its own set of Linear Dynamical Equations that govern the evolution of the continuous state.
In particular,
xc,+ = A(xd,)xc, + B(xd,)ut + Wt
Yt = C(xd,)Xc0 + D(Xd,)Ut + vt
where the definitions for continuous state, observation, control inputs, and noise vectors are the
same as for LDS, except that the matrices A(xd,), B(xd,), C(xd,), D(Xdt), and the noise covariances
Q(xad) and R(xd,) have an explicit dependence on the discrete state xa. In turn, the discrete state
transitions also depend on the continuous state. As a result of this definition, we find that the
distributions over the continuous state and continuous observation are both Gaussian. We also
define the distribution over the discrete state Xd,.
p (xct +1 ,, Xdt , Ut) - (A(xAdt)xct + B(xdt )Ut, Q(xdt))
P (Ytc, Xac,Xdt, ut) - An (C(xd,)xc, + D(ZdX)ut, R(xd,))
p (xdo, Xco) is the distribution over the initial hybrid state and is a sum of Gaussians,where
p (xco Ido) ~ - (P (xdo) , V (Xdo))
Autonomous Mode Transitions: We define guard conditions ci E g, where each guard
condition has an associated guard region Ci C R'n and a transition probability matrix Ti such that
T (i,) p (Xdt + = ilXdt = j). The guards form a partition of the space R n . In this thesis, we
consider guards that are defined over regions of the continuous state. The guard itself is a boolean
variable that indicates whether it is satisfied or not and this is conditioned on the continuous state.
The regions of satisfiability, Ci, can be general. An example would be a linear guard, or satisfaction
of an inequality. Autonomous Mode Transitions are depicted in Figure 1-3.
Linear Probabilistic Hybrid Automata (LPHA): We refer to LPHA [19] as SLDS or
Jump Markov Linear systems that incorporate Autonomous Mode Transitions. In other words, we
generalize SLDS to allow for the dependence of discrete state transitions on the continuous state.
Model Parameters 0: We define 0 to be model parameters. For the hybrid case 0 = 0c U
Od, where c = (A(xdt), B(xdt), C(xdt), D(xd,), Q(xdt), R(dt), V(Xdt), I(xd)) are the continuous
model parameters and Od = (Ti) are the discrete model parameters where the transition matrix Ti
is defined for the guard condition ci E g.
2.1.2 Problem Statement
Our objective is to learn the continuous and discrete model parameters, 0, for Linear Probabilistic
Hybrid Automata (LPHA). Formally, given a sequence of control inputs u , and a set of continuous
observations y l , determine the set of model parameters 0 that maximize the likelihood of the
data p (y 0). We define uT to be the sequence from = 0 to t = T. More specifically, find
8 = argmaxo p (y+lo).
Note that the learning of the guard regions is not in the scope of this thesis. Learning the
guard regions requires integration over a multivariate Gaussian distribution, that represents your
continuous state estimate, for an arbitrary guard region. For many forms of the guard region, this
integration does not have a closed-form solution. There are numerical methods for computing this
integration, and an efficient such method would have to be used for learning the guard regions.
This is a topic of future research.
2.2 Review of Expectation Maximization
In this section we review the basic theory behind Expectation Maximization optimization meth-
ods. We introduce fundamental tools and mechanisms that will be used throughout the chapter. A
common approach to computing Maximum Likelihood (ML) estimates of model parameters is to
maximize the probability distribution of the observations available given the set of model parame-
ters, p(y 1), with respect to the unknown model parameters. This can be achieved by differentiating
the probability distribution with respect to the parameter of interest and setting this derivative to
zero. This results in equations that are hard and intractable to solve for many non-trivial prob-
lems. The Expectation Maximization algorithm was designed as an optimization method for such
cases [13]. This algorithm is an iterative procedure that exploits the structure of the probability
distribution to efficiently search for a local maximum of this function. The algorithm treats the
available data, or observations y, as incomplete data and assumes that the complete data z is
partially hidden, that is, non-observable. The complete data is assumed to be generated by the
probability distribution p (zI0). We wish to compute the ML estimate of the parameter 0 given the
observed data y. We can write the distribution over our observations as a marginalization over the
hidden variables x, where the complete data z = [x, y].
f (0) Ap (y O) = p (xy, ) p (y O) dx (2.1)
We are looking to maximize the objective function f(O). The log of this function is monotonic
and thus will have the same maximum as the function itself. Taking the log of both sides of
Equation (2.1)
g(0) 4 log p (y) = log f p (xy, ) p(yO) dx (2.2)
This integral is hard, or intractable to compute in the general case. However, we can find a
lower bound to this equation via an application of Jensen's inequality that is tractable to work
with.
g(O) =log p (ylO) = log p (xy, 9) p (yO) dx (2.3)
> p(x y, Ok) log P(yX) dx (2.4)p(xly, Ok)(2.4)
- h(0|9 k ) (2.5)
Where Ok denotes the guess of model parameters, 0, at iteration k of the EM algorithm. The
lower bound, h(OIOk), to our objective function, g(0), can be rewritten in terms of an expectation
plus an entropy term.
h(O Ok) = Ep(xy,ok)[log p(zIO)] + 7-1 (2.6)
where H represents the entropy term. This bound constitutes the tightest possible bound to
g(O) in that at the current guess of model parameters, the value of this bound equals the value
of g(0). See Figure 1-4. Because h(OIOk) is a tight lower bound to g(O), maximizing h(8OOk)
at each iteration of EM guarantees a solution set of model parameters Ok+1 that increases the
value of the true objective function g(O). The EM algorithm stops when the value of the objective
function reaches a local maximum [25]. In summary, the EM algorithm is an iteration between
two simple and intuitive steps, the E-Step and M-Step, where a cost function, the expectation of
the logarithm of the complete data is maximized. The advantage of EM is that many times this
objective cost function is easier to maximize than maximizing the likelihood function itself p (y l).
Below we summarize the steps in the EM algorithm:
1. Initialization: Initialize the current guess of parameters 0 k, k = 0
Iterate until convergence of the log-likelihood:
2. Expectation Step: Given Ok, calculate the lower bound h (091k)
3. Maximization Step: Given the lower bound h (0 10k), maximize to find a new guess of
parameters 0 k+1
k+1 - arg maxo h (010k)
k=k+1
2.3 Expectation Maximization for Switching Linear Dynamical
Systems
In the previous section we introduced EM and its underlying theory. We also discussed some
of the properties of EM that make it so effective and applicable, 1) the ability to maximize a
tractable lower bound of an intractable objective function, and 2) guarantee of convergence to a
locally optimal estimate for the parameters of interest. In this section we present Expectation
Maximization applied to parameter estimation of Switching Linear Dynamical Systems. Previous
work in this area includes Expectation Maximization for parameter estimation of non-switching
Linear Dynamical Systems where the state is purely continuous [5, 15, 35]. In Section 2.3.1 we
discuss the application of exact EM to learning the model parameters for the switching case, in
Section 2.3.3 we argue that exact EM is actually not possible in the switching case, and in Section
A.0.1 we propose an approximate EM approach to learning the ML parameter estimates for the
hybrid model case that we refer to as the HML-LPHA algorithm. In the last sections of this chapter
we present empirical results and discussion of these results for the HML-LPHA algorithm presented
in A.0.1 and also discuss limitations.
2.3.1 Exact EM for Hybrid Model Learning
We now apply the framework of EM presented in 2.2 to learning the model parameters for Linear
Probabilistic Hybrid Automata. The reader is also referred to [6, 8] for many of the analytical
derivations presented in this section. Per the problem statement, our objective is to find a set of
model parameter estimates, 9, for a LPHA that maximizes the function f (0) = p (yT+1 1). Thus
we can use EM as a tool to perform this maximization. For the hybrid case, our hidden state is
defined as x = [xc, Xd]. The hidden state sequence is comprised of the continuous state sequence,
c+ 1 , and the discrete state sequence XdT , the observed data consists of the observation sequence
yT+. The bound in this case is written as
h (0k) =E [logp (z 9)] + 7 (2.7)
=E [logp (yT+,1 xT+l Zd +7)] (2.8)
Where the expectation is taken with respect to the distribution over the hidden state, p (xc T +', Xd T yT+, Ok)
2.3.2 Summary of Approach and Theoretical Results
In this section of the thesis, we summarize the theoretical results of the E-step and the M-step
for EM applied to model learning for LPHA as achieved by the HML-LPHA algorithm. The full
technical details of these results can be found in [6, 8] and in the appendix of this thesis.
First we present results of the E-step applied to the problem of model parameter learning.
We find that in the case of a LPHA, the number of unique hybrid states grows exponentially in
time. This exponential growth causes an intractability in the calculation of the distribution over
the hidden state, p (iX , x yT+ I , ok). As a result, we can no longer compute the exact bound
h(O8k) presented in Equation (2.8). This explosion of the hybrid state space is well-known and well
documented in the literature [16, 18, 19, 9]. We propose a solution to this intractability by pruning
the space of state trajectories and tracking only the k most likely trajectories. The results in an
approximate EM algorithm for hybrid model learning that we call the HML-LPHA algorithm. We
provide a more in-depth discussion of the intractability of exact EM for hybrid models in Section
2.3.3.
Following the discussion on the intractability of exact EM for model parameter learning of
hybrid systems, we present the main results for the approximate E-step, and the approximate M-
step, for the HML-LPHA algorithm. The detailed derivations and equations for these sections can
be found in the appendix of this thesis.
2.3.3 Intractability of Exact EM for Hybrid Models
As mentioned in the previous section, exact EM cannot be implemented for model learning in the
hybrid case. Instead, we can use the EM framework to implement an approximate version for which
we can still obtain parameter estimates for LPHA. The exponentially growing number of unique
state trajectories prevents us from being able to calculate the lower bound presented in (2.8).
For the purposes of clarity and discussion, we briefly discuss the application of dynamic pro-
gramming approaches to a similar problem of exponential trajectory growth in the purely discrete
case. If our state definition had only a discrete component, we would still be in the realm of prob-
lems where the number of unique trajectories grows exponentially in time. This is a well-known
phenomena encountered with many HMM applications, such as those solved by Forward-Backwards
type algorithms, the Viterbi, and Baum Welch algorithms to name a few. In the case of a purely
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Figure 2-1: Diagram of a Purely Discrete System with a Constant Trellis
discrete state, however, although the number of unique trajectories explodes in time, the trellis
diagram, or the number of unique states at each time remains constant. Figure 2-1 depicts the
Trellis structure for a discrete system with two discrete states, 1 and 2, over time. Exploiting this
structure, dynamic programming approaches are able to provide closed form solutions for problems
such as finding the Maximum A Posteriori state trajectory, or the Maximum Likelihood model
parameters for the underlying HMM.
The distinction between the aforementioned case where the state is discrete and has a constant
trellis structure and the current case of the hybrid state, is that the fact of the state having a
discrete and continuous component does not allow for a constant trellis structure where the number
of unique states per timestep is constant. In contrast, for the hybrid case, the trellis structure itself
is growing exponentially in time, as do the unique number of hybrid states.
In the next section we propose an approximation to exact EM that allows us to follow the
framework provided by EM while handling the intractability of the exponentially growing number
of trajectories.
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Figure 2-2: Diagram of a Hybrid System with a Non-Constant Trellis
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2.3.4 Approximate EM for Hybrid Model Learning
Approximate E-Step for Hybrid Model Learning
In order to address the problem of the exponentially growing number of trajectories, we restrict our
attention to a subset of the trajectories S where we include in S only the k most likely trajectories.
We call this k-best enumeration. We therefore approximate the lower bound in (2.8) by restricting
the summation to be over all sequences Xdo E S. The probability assigned to all sequences falling
outside of the set S will be set to zero, and thus posterior probability of each sequence within S
cannot be evaluated exactly. This is a well-known problem in approximate inference and a standard
approach is to choose the factor such that the sequences remaining in S sum to one. We therefore
find our approximate distribution over the discrete state sequences to be
A1 TI, o)
p(xd) l(d [l 0) (2.9)
c= Z p(Xdy yT+1 , )  (2.10)
XdOES
and our resulting approximation to the lower bound in (2.8) to be
( (Xd yT+, O )k ST+11 , k) * ogp yT o T+1 X T+1 T d T+1
(T0 1 ) JP ( 0c 0 1 0 O 1) /
XdT ES
(2.11)
As a result of our approximation, we no longer achieve the tightest possible lower bound of
the log-likelihood function g(O) and thus the analytical proof of local convergence does not extend
to our method. However, we do demonstrate empirical convergence of our method and in the
vast majority of cases a large amount of the probability mass over the discrete trajectories can be
captured by the k-best trajectories. We demonstrate empirical results in 2.3.5 that analyze more
in depth the impact of k on algorithm performance.
Approximate M-Step for Hybrid Model Learning
The maximization step involves a maximization of the bound h(0|[k) with respect to 0. We can
break this maximization up into two main parts, one being maximization of the lower bound with
respect to the continuous model parameters, Oc, and the other being the maximization of the lower
bound with respect to the discrete model parameters, Od. We present the results of the approximate
M-step here and include the derivations in the Appendix.
A. Maximization Step for Continuous Model Parameters
In order to find the next guess of continuous model parameters, Ck + 1, we must find the set of
parameters Oc that maximizes the lower bound expression in A.9. To find the maximum of h(08 k)
we look for its extremum by setting its derivative with respect to Oc to zero. We can write this
derivative as a summation over the derivative for each mode sequence [6]:
&h(OIok) (( iYT1 k)
aOc T , dO IT+1
* Tl p(xcT+1 XdTT+l, Ok)
To T+1 TI  T+ I
* log p(y , xc I XdJlO)dxco = 0. (2.12)
The optimal values for A(xd) and B(Xd) are found by performing weighted sum of the LTI
results from [11] over the mode sequences in S to give the following equations:
S((xdTI Ok) Pt+l,t(xd))-
Xdo ES tcF(X d)
A*(Xd) s ((xdYTT+1,k ) Pt(xd))
XT ES tET(XdTo)
+ B*(Xd) ((xdryrtOk) utI:Ct+l(xdr)) (2.13)
XdO ES t-F(Xdo)
T I YT+1,9k)
B*(do) z (d T1k) ) (2.14)XdoS teEST(o)
where E(Xd T ) is the set of time steps in the sequence Xd T for which the mode is Xd. Solving the
set of linear equations (2.13), (2.14) yields the optimal values for A(xd) and B(xd). Similarly, the
equations yielding the optimal values for the remaining continuous parameters are provided below.
C(xd) and D(xd) are obtained by solving the following set of linear equations:
A*((Xd0 E T +1 ok) 1 Yt±k+1 (d0))
Xd 0  ttE(Xd
T )
C*(Xd) d ( F(XdT T+1 k) Pt+(Xd))
XdES te (Xd~)wee Xd)i C*x d )f time steps in he sequence Xd T for which the mode is Xd. Solving the+D*set of linear equations (2.13), (2.14) yields the optimal values for At(Xd) and B(d)(2.15) Similarly, the
XdoS t&:F(xdo)> T(Xd T+1 ) > t+1U' =XdE tE.F(dd)
C*(xd) (xdYT+1k) > t+1(xd)U)Xd ES tE(xd )
+D* )(xd> ( dYT+1,k) >3 U . (2.16)xd SES tE((xdXo
C*(Xd) otm ns 1ties (XdO
XdT ES tF(Xdo
The optimal noise covariance matrices are
z(P(xdT'IyT+I, 0k)Q*(Xd) S X 1(x dy)
xd ES (Xd
-A*(Xd )Pt,t+l(XdT) 
- B*(Xd)Utt+ '(Xd)))
R*(xd)= 1 (xAd T)I E Yt+1
XdT ES l7(xd )
CXd d) - D*(xd)u
-C* ( X d )t+lx - Xd)Ut ) Ytxt •
Finally, the parameters specifying the distribution over the initial state are
p*(Xd)= - Y 1
(Xd lXd0=-Xd
V*(xd) =
{Xd XdO-Xdd
d T + I , Ok)Xo(Xd T ) and
(Xd T I T + 1 , ok)o,o(xd T),P-(XdO I1 0,0(Xd
In the above equations, we let
ktT(xd) =E [xt |xd ,fT+l, k] and
Ptl,t2 (Xd T ) =E [xtl xt 2 'lXd0, T+ , k]. (2.20)
This concludes the M-Step for learning the optimal continuous model parameters Oc. We now
focus on the M-Step for learning the optimal discrete model parameters.
B. Maximization Step for Discrete Hybrid Model Parameters
In this section we demonstrate maximization of the lower bound in A.9 with respect to Od to
yield the optimal discrete model parameters. We first note that the discrete model parameters are
defined for each guard condition ci E 9. Each guard condition has a corresponding transition matrix
Ti. In order for our transition probability matrices to be valid, we must perform a constrained
T)(Pt+ 1(Xd
(2.17)
(2.18)
(2.19)
optimization using a Lagrangian Multiplier for all of the possible discrete states Xd E Xd. The result
of this optimization yields the optimal transition probabilities between discrete states conditioned
on the current continuous state. See Appendix for accompanying derivation.
Completing the optimization we obtain the optimal value of Ti(j, Xd):
T*(j, Xd) =
Xd (ES P(Xd T 1  k teF(Xd ) (2.21)
Zxd EXd (Xd ES P(XdYT 1  k T)) PC (Xd
This Maximum Likelihood solution takes into account Autonomous Mode Transitions, and can
be interpreted as a weighted number of transitions from a source mode xt-1 to a target mode xt
for each guard condition ci .
2.3.5 Simulation
In this section we present results from typical runs of our learning algorithm. We consider the
subsystem consisting of a motor and a wheel. An intermittent fault causes the wheel to 'stick' at
random, and the probability of the wheel sticking is different depending on whether the wheel is
being driven forwards or backwards. When stuck, the wheel experiences increased friction. The
wheel subsystem is modeled as a LPHA with two modes. In Mode 1 the wheel operates normally,
while Mode 2 the wheel is stuck. The hidden continuous state x is [i ] T where i is the current
in the motor and 6 is the angular velocity of the wheel. Noisy observations y of the wheel velocity
are available through an encoder. The input u is the voltage applied to the driver circuit.
The true continuous parameters are given by:
[ -0.0044 -0.0203 0.92
A (1) = B(1) =
0.0366 0.1665 0.81
[-0.0032 -0.0142 0.93A(2) = B(2) =
0.0256 0.1106 0.71
C(1) = C(2)= 0 1] C(1) = D(2)=0. (2.22)
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Figure 2-3: Schematic Diagram of Rover Wheel Subsystem as a LPHA
The true guard conditions are given by:
C1 = [-oo 0] T =.2
0.1 0.8
C2 = [0 00] T2 = 0.1 (2.23)
0.5 0.9
where the guard regions C1 and C2 are defined over 6.
2.3.6 Results and Discussion
Because of the intractability of this problem as imposed by the exponentially growing number
of trajectories we are no longer able to track the value of the log-likelihood and thus we show
empirical convergence of the algorithm by tracking the change in the lower bound of the log-
likelihood objective function, Figure 2-4. We find that in most cases, the learned transition
probabilities converge close to the true transition probabilities for each guard region as shown for a
typical run in Figure 2-6. We also find that the mean squared error in the continuous state estimate,
and the MAP mode error decreases with iteration number, further supporting convergence, 2-7.
We find that there is no clear correlation between the number of trajectories tracked and the
MAP mode error for the discrete state sequences 2-8. Although this result seems non-intuitive,
closer examination shows that for many cases the majority of the probability mass over the discrete
trajectories lies in the first few trajectories, more than half of which is placed on the first trajectory.
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Figure 2-4: Emprical Convergence of the HML-LPHA Algorithm
This was shown in Figure 2-5. This result motivates cruder approximations, such as using hard
EM where only the most likely trajectory is used for model learning.
We also show a strong empirical validation of the sensitivity of EM to model initialization.
We find that in the approximate EM case, this sensitivity can be particularly detrimental to the
performance, causing divergence of the transitions probability matrices and MAP mode estimation
errors as show in Figures 2-9 and 2-10. The reason for which our approximate EM approach is
particularly sensitive to initialization has to do with the pruning of the trajectory space where a
low observation probability resulting from a poorly chosen initialization set can cause pruning of
the true trajectory early on in the EM process. Subsequent chapters of this thesis, in particular
Chapter 4 discusses how to improve the difficulty of the learning problem by taking advantage of
available information in an efficient manner, and Chapter 3 discusses how to improve the chances
of converging to the global maximum of the log-likelihood function by enabling a more expansive
search of the parameter space.
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Figure 2-5: Distribution over Fifty Most Likely Trajectories, Averaged over 100 Runs
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2.4 Conclusions
We have demonstrated in simulation a new approach to learning the hybrid model parameters of
LPHA using an approximate Expectation Maximization algorithm. This approach
1. Incorporates Autonomous Mode Transitions which allow for the dependence of the discrete
state transitions on the continuous state
2. Allows for learning the effects of control inputs on the system.
3. Considers soft EM where we track the k-best or most likely trajectories, as opposed to hard
EM where only the single most likely trajectory is tracked.
A summary of the main results of this chapter are found below:
* We have presented a new approximate EM approach for learning the hybrid model parameters
for LPHA
* We demonstrate empirical convergence of our approximate EM method
* We use a best k-search, where only the k most likely trajectories are tracked, to allow for a
tractable E-step in the hybrid case
* We find that the MAP mode estimation error and MSE continuous state error do not show
a clear correlation with number of trajectories tracked. We find that a major contributing
factor for this result is that on average about 65% of the probability mass is contained in the
most-likely trajectory, thus supporting cruder approximations such as hard EM where only
the most-likely trajectory is tracked.
Chapter 3
K-Means Clustering for Jumping out
of Local Maxima in EM
As discussed in the previous chapter, Expectation Maximization based model learning techniques
provide promising methods that converge to a locally optimal set of model parameters. EM itself
however, does not guarantee globally optimal solutions for problems like hybrid parameter estima-
tion in which the likelihood function g(O) = p(yl1) is multimodal, where, conceptually the function
has multiple hills or local maxima. In this case, an EM-based parameter estimation technique
can get stuck at the top of a local maximum hill of the likelihood function, far from the best pa-
rameter estimate. In our experiments, this proved to be the case for the EM-based HML-LPHA
algorithm (see discussion in section 2.3.6). Figure 3-1 shows a hypothetical three-dimensional
objective function where EM will climb to the top of the local maximum hill whose base contains
the initialization parameters.
A standard stochastic method for jumping out of these local maxima is a restart method that
samples from a distribution over the model parameters, often a uniform distribution, to find a new
initialization point for the local optimization algorithm; in our case, Expectation Maximization.
Restarting can be effective in general, if there is a high likelihood that the restart will jump to
a new hill and that this hill has a higher peak than those discovered thus far. Our experimen-
tation with a random restart method that selects a new set of initialization parameters from a
uniform distribution resulted in many initializations to the same local maximum. In other words,
much computational effort was expended on re-discovering the same hills in our g(O), or objective,
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Figure 3-1: Plot of a hypothetical three-dimensional g(O) function with many local maxima and
one global maximum, showing local optimization performed by EM.
function. See Figure 3-2.
Hence, the key technical challenge is to develop a restart method that has a high likelihood of
generating restart points, or initialization parameters, that lead to maxima outside of those already
explored. Our approach is to select restart points that seem a priori promising, but lie outside of
the bases of hills that have already been discovered. This would lead to an algorithm that has
a higher probability of discovering model parameter estimates that are optimal, or near-optimal
solutions to the maximization of the likelihood function. To do this we introduce an approach that
uses k-means clustering to learn the probability that a point is within the base of a hill that has
already been explored. We then propose a probabilistically based method for updating our prior
probability of a promising initialization point based on our learned distributions of the discovered
maxima hills.
3.1 Overview of Technical Approach and Chapter Organization
We propose an algorithm that combines approximate Expectation Maximization and K-Means
Clustering that allows for a thorough search over the space of model parameters and a system-
atic method of forcing EM to jump away from local maxima of the log-likelihood function. This
Would take many iterationsto find a peaky
global maximum, particularly if local maxima
.. havewide bases. For a larger search-space,
may be like lookingfor a needle in a haystack.
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With a Random Restarts method, computational resources
are expended on re-discoveringthe same local maxima.
Figure 3-2: Schematic drawing of hypothetical two-dimensional log-likelihood objective function,
g(O), showing initialization points leading to repeated discovery of same local maxima.
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Figure 3-3: Schematic drawing of hypothetical two-dimensional log-likelihood objective function,
g(O), with explored local maxima approximated by Gaussian clusters.
g(E
algorithm consists of an initialization phase followed by three additional phases that are iterated
to completion: a clustering phase, an optimization phase, and a labeling phase. We consider the
algorithm to have reached completion either when the search space has been exhausted, or when
a certain measure of performance has been met; such as a bound on squared error or a cluster
with a desired g(O) value has been found. We provide a skeleton of this process below and the full
kMeans-EM algorithm in Figure 3.3.2.
1. Initialization Phase: In the initialization phase, EM is used to provide an initial labeling
for a pool of different sets of parameters { Ooij}=l where n is the total number of models and
the label is a converged set of model parameters, Of,. We set the number of clusters, k, to 1.
2. Clustering Phase: In the clustering phase, the labeled parameters, {0fi}~l
, 
are clustered
into k groups where the clustering uses Euclidean distance between sets of model parameters.
Each of these clusters is defined by a Gaussian distribution whose mean is the centroid of
the cluster, and whose variance is the empirical variance calculated over the members of each
cluster. The resulting Gaussian clusters are used as representations of local maxima hills of
the log-likelihood function, g(0).
3. Optimization Phase: The goal of this phase is to find a new set of model parameters that is
an a priori likely set of model parameters and that has a low probability of converging to any
of the explored local maxima of g(0). We can frame this as a maximization problem over the
function s(O) that uses the Gaussian cluster information and the prior over model parameters
to produce a locally optimal solution, 00, that is both a likely set of model parameters and is
not likely to converge to known local maxima.
4. Labeling Phase: This phase uses EM to label the new initialization point 0o -4 Of. If Of
belongs to a new cluster, then augment the number of known clusters, k = k + 1. Return to
the clustering phase.
Figure 3-4: Sketch of kMeans-EM Algorithm
We assume that the log-likelihood function, g(O), that we are trying to map via Gaussian
clusters, is smooth and that initializations that are closer to the peak of one local maximum, say
0*1, will converge to this local maximum versus another, 0*2, that is farther away. This phenomenon
is common for smooth, non-convex but bounded variance objective functions and the convergence of
EM to a local maximum hill that is nearest to its initialization point is well documented and is often
referred to as "Initialization Sensitivity". Generally, this is not a desired property of EM, however
in the kMeans-EM algorithm we take advantage of this. For this reason we choose Euclidean
distance as a measure for clustering model parameters into a common group. We also choose
Gaussian distributions to approximate the shape and location of local maxima in g(O) because a
Gaussian distribution will assign a higher probability mass to the event of a set of model parameters
0 converging to 0*1 if it is closer to this maximum point in the Euclidean sense. There are other
distributions that may also achieve this effect, however we choose Gaussian because the large body
of existing results for Gaussian distributions make them easier to work with in many cases.
The last phase of the algorithm requires one to determine whether or not Of belongs to a new
cluster. Currently, we use properties of the clustering algorithm to determine whether or not this is
the case. One can compute the silhouette value of a cluster, or the normalized separation between
clusters, to determine degree of accuracy in the groupings. A positive silhouette value between 0
and 1 indicates the confidence value of the current cluster arrangement. This value can be used as
a rule of thumb to determining the correct number of current clusters. Other approaches include
evaluating the probability of the labeled set of parameters, Of, belonging to any of the existing
clusters and declaring a new cluster if this value is below some threshold.
We discuss the clustering part of the algorithm in Section 3.3 where we discuss how we cluster
the data using K-Means clustering, our definitions of a cluster, and the Gaussian distribution that
we define for each cluster. The optimization phase of the algorithm is discussed in Section 3.3.4
where we present the criteria for a suitable s(O) objective function and derive three such objective
functions. The last phase consists mainly of using the EM algorithm to provide a labeling, or a
mapping to a converged set of model parameters, 00 - Of. This was discussed in Chapter 2, section
2.2. Empirical results for the clustering and optimization phases, as well as aggregate results that
characterize the performance of the kMeans-EM algorithm against a Random Restarts method are
found in Section 3.4.
3.2 Background on Stochastic Methods for Jumping out of Local
Maxima
Our problem with EM being stuck in a local maximum hill whose peak corresponds to a suboptimal
parameter estimate is an instance of the general problem of finding a global optimum for non-convex
objective functions. Because convergence to local maxima of the objective function is so prevalent
in numerical optimization methods, there exist a large array of methods to combat this problem.
Amongst these are random restart methods, Genetic Algorithms, and Simulated Annealing type
methods [22, 26]. Random restart methods typically incorporate a uniform sampling of the search
space. The idea is that, being lucky enough, one could find a set of initialization parameters that
is at the foot of a global maxima of the objective function that one is optimizing. One pitfall
of this method is that many starting points lead to local maxima that have already been found
and thus much computation time is wasted. Simulated Annealing is another restart method that
attempts to converge to the global maximum of the objective function by climbing its hills while
allowing for systematic jumps to other areas of the search space. The rate at which these jumps are
allowed are regulated by the annealing temperature and other such parameters. Other optimization
techniques, such as Genetic Algorithm (GA) based or Simultaneous Perturbation approaches (SP)
are also promising for finding local or global maxima of the objective function [37]. However, these
referenced algorithms, along with many others, require evaluations of the objective function and/or
evaluations of the gradient of the objective function, both of which are not available in the case of
hybrid model learning.
The current chapter presents a new stochastic optimization method that does not rely on
evaluating the objective function, g(O) = log(p(y 0)), but provides guidance of the search away
from explored local maxima of the objective function. Thus, the method does not suffer from the
wasteful computational expense of sampling from within searched regions of the parameter space
as do Random Restarts, and does not require evaluations of the objective function that in many
cases is hard or impossible to evaluate. For the case of LPHA, evaluation of the objective function
log(p(ylO)) is indeed intractable as discussed in Chapter 2 of this thesis.
3.3 K-Means Clustering and EM
3.3.1 Review of K-Means Clustering
This section provides a succinct overview of k-means clustering. A comprehensive exposition of
k-means clustering can be found in [17]. The goal of k-means clustering is to group data into
clusters where each of these clusters is characterized by a mean and a variance.
K-Means Clustering Problem Statement:
Given a set of n data points in d-dimensional space Rd, and an integer k, determine a set of k
centroid points cj,j E [1,..., k] in Rd so as to minimize the mean squared distance from each data
point in a set S to its nearest center cj where j E 1,..., k}.
An outline of the k-means clustering algorithm is presented below:
1. WHILE (centroids c's keep moving)
2. FOR i E S where S is the set of all data points xi,i E {1, ..., n}
3. Assign Gj -- i where Gj is the group of data points containing cj such that cj -
arg mincik U) - c 2
4. ENDFOR
5. When all i's have been assigned, recalculate the positions of the centroids cj, j E [1,..., k].
6. ENDWHILE
Figure 3-5: K-Means Clustering Algorithm
Thus, k-means clustering is an iterative algorithm that repeatedly calculates cluster centers by
finding the data point cj E Gj that minimizes the distance from it to any other data point i E Gj,
where j E [1,..., k].
Assuming that the data points are generated independently from k different multivariate dis-
tributions in Rd, let {X} = [x1 , x 2 ,, , xn] denote a random vector from this distribution. We can
group this data into k clusters each with mean uj and covariance Aj. Furthermore, we can evaluate
the pdf of this distribution for any data point xn:
p(Xn) = exp(-(Xn - -tj)TA-1(x, - ,j))
The value of the pdf at xn gives us an idea of how likely xn is to belong to the Gaussian cluster
with mean pj and covariance Aj. This is an important observation and is key for our application
of k-means clustering to jumping out of local maxima in EM. We present the extension of k-means
clustering to the EM local convergence problem in the next section.
3.3.2 K-Means Clustering Applied to the Local Convergence Problem in EM-
based Model Learning
In this section we combine a k-means clustering approach with Expectation Maximization for Lin-
ear Dynamical Systems as presented in 2.3. The extension of this method to Linear Probabilistic
Automata (LPHA) will be discussed in 3.4.3. On the highest level, this algorithm iterates between
two recursive steps:
for each data point i E S
1. Estimate Probability: Given the parameters of the Gaussian clusters, compute the prob-
ability that i belongs to each of the k Gaussians
2. Estimate Model: Given the set of data points {i}j belonging to cluster j where j E
{1,..., k}, estimate the mean and variance of each of the k Gaussians.
We wish to use k-means clustering to identify when an initialization 00 will converge to the
same 0f and thus, to the same local maxima of the log-likelihood function. The initial estimate
for the Gaussian model generating the data will be provided via EM and then k-means clustering
will be utilized as a means of iterating through the two steps presented above. A more explicit
description of the algorithm is presented below:
The first step consists of running EM n times, once for each set of initialization parameters.
The generation of the initial set of parameters {80 }i 1 is independent of the rest of the algorithm.
One way of producing this initial set is via a uniform distribution over the parameter space. The
reader is referred to 2.3 for implementation details for the EM algorithm in step 1. Initially, k = 1,
meaning that we assume the existence of only one cluster. As the algorithm iterates, the number of
clusters will change to reflect the number of local minima identified in the log-likelihood function.
Steps 2,3, and 4 are key components in uniting the EM for parameter estimation and k-means
clustering algorithms to form the KMeans-EM algorithm. These steps include fitting k Gaussian
clusters to the {0 fi 1, and generating Wo such that running EM on Wo would converge to a /
corresponding to a local maxima of the log-likelihood function that had not previously been visited.
These steps are discussed more in detail in the subsequent sections.
1. Set k=l. Run EM on many different initializations to label, or map, each initialization with
a corresponding converged set of parameters Of
001 O 2
So, -* Ofn
2. Apply k-means clustering algorithm to group {0f }1 into k clusters each with centroids cj
and covariances Aj
3. Generate a new guess of parameters Oo that is likely to converge to a new local maxima of
g(O) by maximizing the objective function s(O)
4. If 80 has a low probability of belonging to any of the existing k clusters, go to step 5, else
return to step 3.
5. Run EM using 0o as initial guess of parameters to find Of. Set n = n + 1 and k = k + 1 and
go to step 2.
Figure 3-6: The kMeans-EM Algorithm
3.3.3 Clustering the {Ofi i=
The goal in this section is to provide a characterization of a cluster defined over sets of parameters
{ 0fi }i
Definition of a Cluster over a Set of Parameters:
We define a cluster Gj over a set of parameters to be a Gaussian distribution with a mean Pj
and a covariance Aj such that
pj = cj = centroid for cluster j
Aj = empirical covariance for cluster j
The mean of each cluster is equivalent to the centroid of each cluster computed using the standard
k-means clustering algorithm 3.3. We now discuss the calculation of the empirical covariance.
In Section 2.3 we defined the set of parameters 0 to be composed of various matrices A, B, C, D, Q, R.
In this section, we must define a vector of parameters 0 that decomposes all matrices component-
wise so that we can compute the empirical variance of each cluster.
Definition: 0
We define the vector of parameters 0 such that
= [all, a12 , a. bll,..., bl, cll,l2, dn, n,,12 c ,..., d,  ,...,qnn, rllr1 2,. .,r nn]T
where A E Rnxn, B E R n x l, C E R n x n, D E Rnxl , Q E Rnxn, and R E Rnxn
If we view each set of parameters 0 as a vector 0 and we have n such vectors, we now have
n observations of each parameter value and can compute the empirical variance. This calculation
becomes
ij n- (0; - (Pj) )- T)
Knowing the mean and covariance of each Gaussian cluster, we can now evaluate the pdf of a
given cluster Gj for any vector set of parameters 00
p 01 e(p 00 oP - (Aj) -  -
3.3.4 Generating o that Converge to new Local Maxima
In the last subsection we discussed how to cluster sets of parameters into Gaussians whose means
and covariances approximate the peak of, and width of, the local maxima of the log-likelihood
function respectively. We can use this as a blueprint of where the discovered local maxima hills are
and as a guide for where to look for any unexplored maxima. We can develop different heuristics
as guides for searching the space of possible model parameters. The properties that we wish to
embody in any heuristic are the following
1. Search Outside of Explored Local Maxima: We wish to seed the next iteration of our
model learning algorithm with a set of model parameters that have a high probability of
not converging to the same local maxima of the log-likelihood function g(0) = log(p(y|9)).
This way we can perform a thorough search of the solution space while minimizing waste of
computational resources. In order to achieve this, we use a heuristic that takes into account
cluster shape and covariance.
2. Constrain search to Be Within Feasible Areas of the Search Space: If our only
goal was to find a set of model parameters far from visited local maxima of the log-likelihood
function, we could trivially achieve this by always choosing a set of parameters at the edges
of the search space, no matter how infeasible these solutions may be. For this reason we need
to enable a constraint that will guide the optimization toward areas of the search space that
are likely to be valid sets of model parameters.
In this section of the thesis we develop three heuristics that have these desired properties. We
first derive a principled approach to computing an objective function whose maximization yields
a set of parameters 00 that has a high probability of not belonging to any of the existing clusters
while maximizing the probability of belonging to a prior distribution over valid model parameters.
We then develop two approximations to this objective function, one being a function of rational
polynomials and the other being a quadratic function, that also embody these properties but may
in certain cases be easier to work with.
Minimizing the Probability of Belonging to an Existing Local Maximum
In this section we develop an approach for finding a set of parameters o00 that minimizes the
probability of belonging to any existing cluster. We assume the probability of 0o belonging to any
cluster is independent of any other cluster. We define the probability that a certain set of model
parameters 0 belongs to cluster j as qj(0).
qj(O) = P {0 E Gj} (3.1)
where Gj denotes cluster j
We wish to minimize the probability of 0 belonging to any of the existing clusters and we can
thus phrase this as a maximization of the probability that 0 belongs to none of the clusters. Thus
we define our objective function to be s(O) and our optimization problem becomes
k
Oo = arg maxs(0) = arg max (1 - qj(0)) (3.2)
j=1
If we attempt to perform this maximization we quickly find that the resulting 00 is always at the
edge of the search space and this is not what we are looking for. In order to bias our maximization
to search in areas that are not at the edges of the search space we introduce a prior distribution
to our objective function s(O). We use a Gaussian prior that is updated at each iteration of the
kMeans-EM algorithm where the mean is an average over all converged sets of model parameters
labeled by EM. This prior is constructed using no prior knowledge of where valid model parameters
lie, but instead uses information that is updated during each use of EM where converged model
parameters are labeled and high log-likelihood areas of the search space are identified. If more
a priori information is available about where valid model parameters can be found in the search
space, this can be used to focus the search via the prior. If we denote our prior distribution over
parameters to be po(O), our maximization becomes
k
s (0) = arg maxpo(0) (1 - qj(0)) (3.3)
j=1
0o = arg max s(0) (3.4)
where
po(0) -n(I, A) (3.5)
The prior distribution po(O) can have a large influence on the result of the maximization and
thus one should be careful when choosing a suitable distribution. The influence of the prior can
be gradually diminished by adjusting the covariance to be arbitrarily large. This will be discussed
in further detail in the subsection regarding objective function evaluation. We now discuss how to
evaluate the probability of 0 belonging to any cluster j where j E [1,..., k].
p,,(0) = c exp (-
S+ 2
Figure 3-7: Gaussian cluster with mean pi and covariance Ai. The area of the Gaussian within the
black ellipse passing through 0 and centered at pi is the compliment of the probability that the set
of parameters 0 belongs to cluster j.
Finding qj(O): the Probability of Belonging to Cluster j
In order to find qj(0) we integrate over the pdf of the Gaussian cluster j. We define S, an ellipse
that is centered at the mean of the cluster, passes through the point 0, and whose major and minor
axes are the eigenvectors of the covariance matrix for Gaussian cluster j. Note that in the special
case where the covariance matrix for cluster j is a multiple of the identity matrix, this elliptical
region becomes a circle. The integral of the pdf of cluster j over this elliptical region becomes the
probability that 0 does not belong to that cluster. This makes sense if we think in the asymptotic
sense where 0 is at infinity and thus the probability that 0 does not belong to cluster j approaches
1. We define qj(O) mathematically as
qj (0)= jp (0) (3.6)
where
pj(0) A/(mj,Kj) (3.7)
Integrating over Gaussians cannot generally be done in closed form, however, integrating a
Gaussian over the area of a disc or ellipse (for elliptical Gaussians) is possible in closed form. We
take advantage of this to compute qj(0) in closed form.
i
a
o
t
We begin with the simpler case of integrating a two-dimensional Gaussian over a disc of radius
a.
fv+v<a 27 exp-21 exp- v2ldvV 2  (3.8)
fO[0,27r] frEO,a] exp (3.9)
= 1 - exp2e2 (3.10)
Note that we integrate assuming that the Gaussian cluster has zero mean and we integrate
over r G [0, a]. This does not affect the integration and a non-zero Gaussian mean can be easily
accounted for after performing the integration. We now extend this analysis to the case where our
Gaussian is multi-dimensional and we are integrating over the elliptical area denoted by E.
P {0 being outside of cluster j} = f( (x)dx (3.11)
1 -1XT A-x
() = (27r)ddet(A)exp (3.12)
A = UTEU where E is diagonal, and U is an orthogonal matrix (3.13)
8 = { x" xTA-'2 < OTA-O} (3.14)
and d is the dimension of x
We make the following substitutions.
T A-1x
= XTUTE-1UX
= yTE-ly
YlA- 1 -1 y2A- 1 for the two-dimensional case
Our integral becomes
TA (2)ddet() exp dyl .dyn (3.15)
(3.16)
Expanding out the above integral for the two-dimensional case, our integral becomes:
1 _ 1
ex p 2X1 exp 2\2 dyldy2  (3.17)
where
a = OTA-10 as before
Completing the integral in polar coordinates and generalizing to the multivariate Gaussian case
with non-zero mean pj we find the probability of any set of parameters 0 belonging to cluster j,
which we denote Gj.
P {0 Gj([, Aj)} = exp[ (0-p)T A (0-p )]= q(O) (3.18)
Thus we find a closed form solution for the probability of a set of parameters 0 being in cluster
j. We can now use this result in our objective function expression.
Evaluating the Objective Function s(O)
In order to find a new guess for initial model parameters, 00, we must maximize our objective
function. Using the results of the last subsection we can write our maximization as:
k
s(0) = Po(0) (1 - exp [(O-i)A-1(0-,)] 2 ) (3.19)
i=1
0o = arg max s(0)
0
Our objective function is of the form of a Gaussian prior multiplying a product of exponential
functions. The form of this objective function makes an analytical solution very challenging. Al-
though a closed form solution is not available, an off-the-shelf numerical optimization algorithm
does provide a local solution. It is also important to note that the maximization of this objective
function provides a heuristic for guiding the search of the next initialization set of parameters.
Other objective functions can be used that also capture the local maxima information provided
by the Gaussian clusters and may be easier to maximize than the objective function presented in
(3.20). Two such options will be investigated in the next subsection but for now we will focus on
the objective function s(O). We will also discuss the role of the prior distribution po(O) in s(O).
We demonstrate a few plots of s(O) for the case where we have two elliptical Gaussian clusters
centered at x = 5, y = 0 and x = 0, y = 5 respectively, and a Gaussian prior centered at x = 0, y = 0.
For the first plot, figure 3-8, we allow for the Gaussian prior to have a covariance of A0 = 51, where
I E R 2 x2 is the identity matrix. Keeping in mind that we wish for our next set of initialization
parameters Oo to be far from the center of the Gaussian clusters, but close to our Gaussian prior
Po(O), we mark the areas that we wish our objective function to have local maxima. This plot is
shown in figure 3-9.
We show the plotted objective function in figure 3-10 and show that indeed the local maxima
of the function can be found in the areas where the Gaussian cluster pdf values are low and the
Gaussian prior pdf value is high. This plot also shows the influence of the Gaussian prior on s(O).
In particular, solutions near the mean of the Gaussian prior are largely favored. This may not
be the desired effect of the Gaussian prior if one does not have an idea a priori where the true
set of model parameters may be, which is likely the case. However, because a reason for which
we use a prior is to avoid the maximization always returning solutions that are at the edge of the
search space, we can make our Gaussian prior have a covariance that is arbitrarily large. A large
covariance for the Gaussian prior allows for the effect of the prior to be gradually diminished as
the relatively high peaks of the Gaussian clusters now have a much higher repelling effect than the
attracting effect of the prior. This is shown in plot 3-11 where the Gaussian prior was assigned to
have a covariance of A0 = 501. The local maxima of the objective function are now located farther
from the Gaussian clusters and cover a wider portion of the search space.
Figure 3-12 shows a plot of the objective function when the Gaussian prior is assigned to have
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Figure 3-8: Schematic of two possible Gaussian Clusters centered at x = 5, y = 0 and x = 0, y = 5
with a Gaussian prior centered at x = 0, y = 0.
an even larger covariance of A0 = 5001. In this case we see that this effect of the objective function
favoring solutions that are more spread out amongst the search space and farther from the Gaussian
clusters, is even more dramatic. In conclusion, we can allow the Gaussian prior to have a large
influence on the search for the next set of initialization parameters if we have a good idea of where
we wish to focus the search, or if we do not have a good guess for an a priori distribution over
likely model parameters then we can diminish this effect by widening our Gaussian prior and thus
approaching a more uniform prior over model parameters.
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Figure 3-9: Contour plot of hypothetical Gaussian clusters with prior demonstrating areas (marked
with purple ellipses) where we wish to focus the search for new model parameters.
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Figure 3-10: Contour plot of the objective function s(O) whose maximization yields a new guess of
model parameters away from existing clusters and toward a priori interesting areas of the search
space as indicating by the Gaussian prior over model parameters.
0
Objective Function s(theta) where Gaussian Prior has Large Covariance x 10-3
2.5
20
1 1
1.5
1
0.5
0
-20 '-20 X
Figure 3-11: Contour plot showing the influence of the Gaussian prior on the objective function,
s(O). A wider prior covariance of A0o = 501 produces maxima of s(O) that are widely spread over
the search space.
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Figure 3-12: Second contour plot showing the influence of the Gaussian prior on the objective
function, s(0). A very wide prior covariance of A0 = 5001 begins to approximate the effect of a
uniform distribution over the feasible search space region.
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Approximations to the Objective Function s(O)
In the previous section we derived an objective function, s(O), whose local maxima are outside of
explored maxima of the log-likelihood function, g(O) = log(p(ylO)), and are in the feasible areas of
the search space as indicated by the Gaussian prior over model parameters. We also investigated
the effect of the Gaussian prior on the objective function. In this subsection we present two ap-
proximations, or alternatives, to this objective function.
i. Using Rational Functions of Polynomials as the Objective Function
The expression for our objective function s(O) is composed of a Gaussian prior distribution
multiplying a product of exponential functions. We repeat this definition here for convenience.
k
s(O) = po(O) J (1 exp [(-pj)TAi 1 (0/Oj)]
2
j=1
We emphasize that this objective function is not unique and that we can find an objective
function that is of the form of a rational function of polynomials that has comparable performance to
s(0). We choose a rational function of second-order polynomials to approximate our Gaussian prior,
and a rational function of first-order polynomials to approximate the exponential functions. We
choose the form of these rational functions such that the function is constrained to remain between
0 and 1. For the rational function replacing the exponential, we further desire that the function
approach 1 as the argument of the function approaches infinity. We present this approximation
function as sR(0).
1 + ( o2 
- ai
where
aT- 2 o (t o c)T At (e -h ) (3.21)
-The plot of this objective function evaluated using the same descriptions for the Gaussian clus-
The plot of this objective function evaluated using the same descriptions for the Gaussian clus-
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Figure 3-13: This contour plot shows the resulting approximation to the objective function sR(O),
evaluated for two Gaussian clusters with means x = 5, y = 0 and x = 0, y = 5 respectively, and a
Gaussian prior centered at x = 0, y = 0. We allow for the Gaussian prior to have a large covariance
of A0 = 501.
ters and prior as in the previous s(O) plots, figure 3-8, is found in figure 3-13. Note that for this
plot we allow for the Gaussian prior to have a covariance A0 = 501. As can be seen by a quick
comparison of the plots from the original objective function s(O), figure 3-11, and the approximated
objective function sR(O),figure 3-13, the locations of the local maxima of these functions are similar.
ii. Using a Quadratic Objective Function
We can also design an objective function that is of the form of a quadratic function. The
advantage to maximizing a quadratic objective function is that quadratic programming software is
widely available and can provide exact solutions to the maximization. One limitation however, is
that the constraints that are provided for the optimization must be linear. The objective function
sQ(O) that we will develop is subject to quadratic, not linear constraints. However, because of the
convex nature of a quadratic constraint, one can approximate this by a union of linear constraints
and still use quadratic programming to solve the optimization problem. We do not show how to
do this as part of this thesis. We define sQ(0) as
sQ(0) = Il0 - Ai A-1 (3.22)
So that our optimization now becomes
0o = arg max sQ(0) (3.23)
subject to
Ili - ii A =I - Ij -0 ji 2- Vj c [1, ., k], j i (3.24)
where
I10i - lti 2_1 - (0 - i)TA-l(0 - ipi) (3.25)
In words, this objective function finds the set of model parameters that is equidistant to all
identified clusters. In this context the term equidistant takes into account the shape of the Gaussian
clusters as well as the mean of each of the clusters. The norm operator is defined with respect to
the covariance, specifically, the norm is taken in the coordinate system defined by the eigen vectors
of the covariance matrix. The effect of taking this norm is that the shape and width of each cluster
is respected when finding a suitable candidate of parameters 0o. As an example, given two clusters
where one of them has a very small covariance and thus has a peaky distribution, and the second
cluster has a very large covariance and is thus flatter, a naive way to choose the set of parameters
that is equidistant from both clusters is to choose the mean between the two cluster centers. This
would likely result in a solution that is still within the area of the wider cluster and will thus
converge to the same local maxima of this discovered hill. If instead a new set of parameters is
chosen by taking the point that is equidistant in the sense presented in equation (3.25), then the
fact that one cluster is wider than the other is taken into account and the chance of converging
to either of the two known hills is minimized. Also, because you are always finding the point
equidistant to all clusters, the optimization will not return a set of parameters that is at the edge
of the search space.
3.4 Simulation Results and Discussion
In this section we present simulation results for the kMeans-EM algorithm. We use an Autonomous
Underwater Vehicle (AUV) simulation in Matlab where the true AUV dynamics model is a model
of the AUVs used at the Monterey Bay Aquarium Research Institute in California,USA. The
AUV dynamics model is derived and explained in full in [24]. The linearized AUV discrete time
longitudinal dynamics are used for the purposes of this simulation. As discussed in [24], the
linearized equations of motion for the AUV are split into a fourth order sway/yaw set, and a fourth
order heave/pitch set. These equations are linearized about the solution for a constant AUV speed.
We refer the reader to the MBARI AUV reference for further information on the AUV dynamics
model.
We provide empirical results that demonstrate the resulting accuracy of Gaussians fit to clus-
tered sets of model parameters, the result of optimizing the objective function s(O) to find a new
initialization point, and aggregate results characterizing the performance of the overall kMeans-EM
algorithm. Our aggregate results are averaged over several trials and are plotted against algorithm
iteration number. We find that the kMeans-EM algorithm consistently outperforms a Random
Restarts method in the areas of best achieved log-likelihood value, and in minimizing Euclidean
distance to the true model parameters. We also find that there is a positive trend in performance
with iteration number of the kMeans-EM algorithm. This is because the algorithm gains a better
understanding of where the existing local maxima are located, and thus generates W that help guide
the search toward unexplored regions of the search space. In turn, as more area of the search space
is explored, optimal or near-optimal solutions are found. Aggregate results plots presented in this
section support this trend of improvement in performance with iteration number of the kMeans-EM
algorithm, demonstrating discovery of better learned model parameters. In contrast, the Random
Restarts method produces similar or fluctuating performance with iteration number, demonstrating
inefficient rediscovery of the same local maxima hills or discovery of non-optimal local maxima.
We find that the normalized separation between clusters fluctuates around the average value of
0.6 which indicates that the clusters may not be currently separated in an optimal manner. Ideally
we would like this value to be closer to 1. We note that severe mis-classification of clusters would
negatively influence the accuracy of our objective function s(0) and could lead to performance
reduced to that of a Random Restarts method. How to improve or optimize the effectiveness of the
clustering algorithm is a topic of future work. Our aggregate results demonstrate however, that
the kMeans-EM algorithm outperforms a Random Restarts method for our application, even if the
clustering is non-optimal.
3.4.1 Clustering of Model Parameters and Finding New Bo
Our empirical results, Figure 3-14, demonstrate that the Gaussian distributions formed over each
cluster, with an empirical mean and covariance, are good approximations to the actual model
parameters. These Gaussian distributions capture the locations and shapes of the clusters of
converged model parameters; this is necessary for obtaining an accurate objective function s(0)
whose maximization corresponds to a new set of initialization model parameters 00. Figures 3-
15,and 3-16 are example plots of the new initialization point, 00, resulting from the maximization
of s(O) for a typical iteration of the kMeans-EM algorithm. These plots show that 00, shown as a
purple star, lies outside of the Gaussian distributions defined over identified cluster regions while
staying in the active area of the search space for model parameters as desired. The "active area"
of the search space in this context is used to refer to the area of the search space as defined by the
Gaussian prior po that contains higher likelihood model parameters and is not at the edges of the
search space.
3.4.2 Aggregate Results Characterizing Performance of kMeans-EM Algorithm
Log-Likelihood Value: g(O) We also demonstrate aggregate results that characterize the performance
of the kMeans-EM algorithm compared against a Random Restarts method, averaged over several
trials. The first performance criteria that we use is log-likelihood value, g(O). Figure 3-18 shows
the best log-likelihood value achieved versus iteration number for kMeans-EM and a Random
Restarts method. This plot shows that for our application, the kMeans-EM algorithm consistently
outperforms the Random Restarts method and demonstrates improvement in the best log-likelihood
value achieved with iteration number. We would hope to see this positive correlation in performance
with iteration number of the kMeans-EM algorithm.
Euclidean Distance from True Model Parameters We are also interested in monitoring Euclidean
distance of the best model parameters found and the true model parameters versus iteration num-
ber. Because EM is known to converge to the local maximum of g(0) that is nearest to its point
of initialization, we are interested in the Euclidean distance between the best model parameters
found thus far, and the true model parameters. For continuous functions whose local maxima can
be approximated by Gaussian distributions, as we believe g(0) to be, we assume that Euclidean
distance is a good measure of proximity between the current set of model parameters and its nearest
hilltop. We also assume that the true set of model parameters will be the global optimum of g(0).
Figure 3-17 demonstrates the Euclidean distance between the true model parameters and the best
set of learned model parameters versus iteration number. This plot shows a positive trend in a
decrease of Euclidean distance with iteration number for the kMeans-EM algorithm. The Random
Restarts method does not show the same positive trend and seems to fluctuate about a consistent
value of Euclidean distance.
Normalized Separation Between Clusters Lastly we present a plot of the normalized separation
between clusters that we call the silhouette plot. The silhouette value over clusters is an indication
of the confidence level of the current clustering scheme. Two clusters that are not well separated
will have a low silhouette value, indicating that there is likely to be a more appropriate clustering
scheme with more or less clusters than currently present. In Figure 3-19 we present a plot of
the silhouette values versus iteration number, averaged over twenty runs. The silhouette value
fluctuates about the value 0.6. Ideally we would like the silhouette value to be as close to 1 as
possible. This plot demonstrating an average silhouette value of 0.6 indicates that the clustering
portion of the algorithm may not be as effective at creating accurate clusters of model parameters.
How to improve the effectiveness of the clustering algorithm is a topic of future work. Our presented
aggregate results demonstrate however, that the kMeans-EM algorithm outperforms a Random
Restarts method for our application, even if the clustering is non-optimal.
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Figure 3-16: Plot of two clusters (yellow and red) with the optimal initialization point, found via
a maximization of s(0), shown as the purple star. Note that the new initialization lies outside of
existing clusters, while remaining inside high probability areas of the search space.
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Figure 3-17: Euclidean distance between best learned model and true model versus iteration num-
ber, averaged over 100 trials.
3.4.3 Conclusion and Extension to the Switching Case
In this chapter we presented a kMeans-EM algorithm for avoiding being stuck in locally optimal
solutions characteristic of the Expectation Maximization Algorithm. The kMeans-EM avoids con-
vergence to a locally optimal solution by learning the approximate locations and shapes of the
log-likelihood function, g(0), and seeds the next iteration of EM with a set of model parameters
outside of these regions of the search space. In this manner, the kMeans-EM algorithm explores a
larger area of the feasible search space and seeks global, or near-optimal solutions. Our empirical
results indicate that the kMeans-EM algorithm performs better than a Random Restarts method,
and that performance of the algorithm improves with number of iterations. This positive trend in-
dicates that the algorithm learns a better map of the search space with each iteration and performs
a more thorough search over time.
Chapter Summary
We summarize the main results and conclusions of the chapter.
1. Identifying Local Maxima through Gaussian Clusters: We use a kMeans clustering
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Figure 3-18: Plot of the average likelihood value of the best learned set of model parameters versus
iteration number, for 50 clusters averaged over 20 trails.
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Figure 3-19: This plot shows the normalized separation between clusters, or mean silhouette value,
averaged over 50 clustering iterations and 20 trials of the kMeans-EM algorithm.
algorithm to assign Gaussian clusters to the sets of model parameters {10f}=1 learned by the
EM-based model learning algorithm. These Gaussian clusters provide an approximate map
for the location and shape of explored local maxima of the log-likelihood function g(O).
2. Finding Bo that Converge to New Local Maxima: We derive an objective function
s(O) that takes into account the Gaussian cluster information, and a Gaussian prior over
feasible model parameters. The maximization of this function yields a locally optimal guess
for the next set of initialization model parameters,o0, for the EM portion of the algorithm.
The resulting 0o has the property that it maximizes the probability of being within the
feasible region of model parameters as designated by the Gaussian prior, while minimizing
the probability of belonging to an existing Gaussian cluster.
3. Non-Uniqueness of the Objective Function: We derive alternatives to the objective
function s(O) that we call sR(O) and sQ(O). These alternative functions may be easier to
optimize in some cases, and the quadratic function sQ(O) can be solved using a quadratic
programming approach by linearizing the quadratic constraints.
4. Influence of Gaussian Prior on Optimization: We find that the kMeans-EM algorithm
is greatly influenced by the Gaussian prior assigned over the model parameters. This is
not desirable in the case where little or no information is available with regards to feasi-
ble, or likely, model parameters. We demonstrate however, that even with an ad hoc prior,
constructed over labeled data using no a priori information, the kMeans-EM algorithm con-
sistently outperforms a Random Restarts Method with respect to log-likelihood value, and
Euclidean distance to the true model parameters. If more information is available a priori,
this can be incorporated into the prior distribution to improve performance.
5. Influence of Clustering Efficiency on kMeans-EM Algorithm: The performance of
the kMeans-EM algorithm is highly dependent on the effectiveness of the clustering algorithm
and thus is subject to all of the limitations inherent to kMeans clustering. In the case
that the clustering does not perform well, the algorithm performance reduces to that of a
random restarts method. We demonstrate an average normalized separation between clusters
of around 0.6. While we would prefer a value closer to 1, our positive empirical results of
comparison to a Random Restarts method demonstrate that non-optimally clustered data still
produces good results. We believe however, that improved clustering would further improve
performance of the algorithm.
6. Empirical Results:
a. We demonstrate empirically that with respect to improving the average log-likelihood
value, and Euclidean squared distance between learned model parameters and true model
parameters, the kMeans-EM algorithm performs better than a Random Restarts method.
We also found that the performance of the kMeans-EM algorithm improves steadily with
iteration number, indicating that the algorithm learns a better map of local maxima of the
log-likelihood function and produces learned sets of model parameters that are closer in
optimality to the global maximum than a Random Restarts method.
b. We find that the kMeans-EM algorithm is sensitive to clustering accuracy, however, Figure
3-19 and Figure 3-18 demonstrates even with a sub-optimal silhouette value, or normalized
separation between clusters, the kMeans-EM algorithm demonstrates superior performance
to a Random Restarts method. We expect performance to increase further with more effective
clustering techniques.
Extension to the Switching Case
Extension of this algorithm to the switching case where the model to be learned is hybrid as in
the other two chapters of this thesis is straightforward. The hybrid case introduces new challenges
because of the fact that evaluation of the log-likelihood value for a set of parameters is not possible.
This algorithm however, is based solely on Euclidean distance between model parameters and thus
does not rely on the evaluation of g(O). The values of the log-likelihood for sets of model parameters
were used in this chapter as a means of evaluating algorithm performance. Therefore, the theory
presented in this chapter should carry over to the switching case. This however, is a topic of future
research.

Chapter 4
Active Hybrid Model Learning
The methods presented throughout this thesis are focused on autonomously and accurately learning
LPHA dynamical models. In Chapter 2 of the thesis we presented the HML-LPHA algorithm, a
framework for hybrid model learning that assumes knowledge of only a sequence of control inputs
and the resulting sequence of observations. In Chapter 3 we introduced the kMeans-EM algorlithun
that improves the quality of learned model parameters by avoiding being trapped in locally optimal
solutions typical of EMI-based algorithms. We haven't however, addressed the effect of sparsity of
training data and very noisy observations, on the quality of the learned model. In these cases,
the accuracy of the learned models can suffer substantially, and in the worse case, the learning
algorithm can diverge altogether.
Our final technical chapter focuses on this problem by augmenting sparse or poor quality data
with a modest amount of labeled data obtained via queries of the discrete state of the LPHA. Queries
are strategically chosen at time instances where they can provide the most reduction in learning
uncertainty; resulting in higher quality learned models. The ability of the learner to select training
data that would most reduce a cost objective, in this case uncertainty of the current distribution
over the hybrid state, is referred to as active learning [12]. We present an active learning approach
to hybrid model learning for the model parameters of LPHA. We refer to this algorithm as Active
Learning Hybrid Model Learning for LPHA (AHML-LPHA).
We show that the AHML-LPHA algorithm greatly improves learned model accuracy over the
HML-LPHA algorithm, even when the number of requests for additional information are as few as
6% of the total number of timesteps, and when the answer to the query itself is noisy. In fact, we
show that in some cases we are able to converge to an accurate model of the hybrid system when
the HML-LPHA algorithm diverges.
First we provide an introduction to the chapter where we define our problem statement. Second
we define the concept of active learning, and provide a review of active learning for discrete systems.
Finally, we present the extension of active learning for discrete systems to active learning for LPHA
where we allow for a limited number of noisy queries of the discrete state, chosen at time points
with high Value of Information (VOI). We also discuss simulation results.
4.1 Related Work
For many learning problems there is a natural source of information that, if used efficiently, can
greatly improve learning performance. This is true for many machine vision tasks, such as Human
activity recognition [32, 10, 30], and clustering during text classification tasks [27]. It is also true
for modcling in the field of cconometrics [21], and for supervised tasks, such as tcsting planctary
rovers in a sandbed. These tasks share the common goal of accurately identifying a model in the
form of a Switching Linear Dynamical System or LPHA, from which to perform inference about
the underlying system.
Active learning for state estimation of hybrid systems has been investigated in the form of
selection of a particular control sequence that used for disambiguating the current state [7, 28].
This is often referred to as Auxilliary Signal Design, of Detection Signal design and has applications
in failure detection or model selection. Extending this to model learning for the SLDS or LPHA
case in an interesting area and a topic of future research. In this chapter we focus on active hybrid
model learning via querying of the discrete state.
When the learning task is made more challenging due to sparsity of training data, or large
amounts of observation noise, the quality of the learned model may be severely compromised. In
these cases, if additional information is available, for example the answer to a query, the learn-
ing task becomes substantially easier and the resulting learned model can be far more accurate.
Furthermore, if this additional information is provided at critical time points, for example, when
the algorithm is most uncertain, the learning algorithm has a much higher potential for better
performance.
For some learning problems, the concept of answering a query is a natural one. Take the example
of human activity recognition and tracking. Much attention has been dedicated to this field where
data is collected via video sequences and the task is to infer the state of the person or object
filmed [32, 10]. When learning activity models, if information is requested about a certain time
instant, say "was the person running or walking at time t=100," a human supervisor can inspect
the video and provide an answer. These types of queries, where input is requested from a human,
are also common in facilitating other learning tasks, such as in text classification. Other types of
queries may not involve humans and instead may require the use of expensive to operate sensors;
an example being requesting GPS coordinates for a localization task [20]. Due to the additional
expense of querying, we would like to limit the amount of additional information requested and only
request that information that would be most beneficial. [1] developed an Active Learning approach
for learning of discrete systems modeled as HMMs, that utilizes the concept of "queries" and "Value
of Information." In this chapter we extend to hybrid discrete/continuous systems, namely, SLDS.
4.1.1 Problem Statement
To recapitulate, our goal is to improve the accuracy of parameter model learning for hybrid discrete-
continuous linear dynamical models via active learning. Active Learning in this context consists
of the ability to query the system, ie. add labeled data, to enhance learning capability. There is
a significant cost to answering queries, hence, the challenge is to identify time instances in which
querying is most valuable. The Value of Information (VOI) of a query q can be defined in terms
of a cost that we are attempting to minimize, for example, uncertainty in the state estimate. The
VOI is the resulting minimization of this cost given the answer to the query q. We wish to select
to query at time instances where the VOI is maximized.
Problem Statement:
Given an observation sequence y +l and a control input sequence u w
1) find the time points t* where the information gain from querying is highest
t* = arg max VOI
t
and
2) find the Maximum Likelihood set of model parameters given the optimal queries Q(t*). We
formally define Value of Information (VOI) and queries for hybrid systems in section 4.4.
4.2 Active Learning
The field of active learning is defined by Cohn as the study of the closed-loop phenomenon of a
learner selecting actions or making queries that influence what data are added to its training set
[12]. Active learning is an integral component for many natural learning tasks, as well as medical
and hardware diagnosis tasks via active probing [33].
A contrast can be made to distinguish active learning from passive learning. Passive learning is
an attempt at the learning task by processing and using only available data. The learning algorithm
presented in chapter 2 is an example of passive learning where the hybrid model is learned using
only the provided data, observations y and control inputs u. The majority of learning tasks in the
fields of machine learning and autonomy are passive. Some examples of using active learning to
enhance a learning task are selecting torques or joint angles to learn the kinematics of dynamics of
robotic arm, querying an oracle for robot localization [20], or selecting a control input sequence for
hybrid state estimation [7].
4.3 Review of Active Learning for Discrete Systems
Anderson and Moore [1] presented an active learning approach for Hidden Markov Models using
the concept of queries and Value of Information (VOI). Discrete queries are defined as follows:
Discrete Query Qdt: A discrete query is an unavailable observation of the current discrete,
or otherwise hidden, state whose value can be requested at specific time steps. The revelation of
a query value can incur cost and/or be noisy. A noisy query refers to an observation that has
imperfect information about the state at the time a query is made. In the case of a perfect query,
bi(i) = 1. The probability of a query taking the value q at time t, given the discrete state xd at
Figure 4-1: Schematic diagram showing the relationship between a sequence of queries {Qdt},
hidden discrete state {Xdt}, and observations {Yt}.
time t
P(Qdt = qIXd = i, ) = bi(q) (4.1)
In the discrete setting, a query at time t provides information about the discrete mode at the
specified time instant. Figure 4-1 shows the relationship between the query variables for each
discrete state, the observations for each discrete state, and the discrete states themselves. From
this diagram one can see that the query at time t, Qdt, is independent of all other queries and
states given the state at time t. In the next section we demonstrate how this idea of a query for
purely discrete Markov Models is extended to hybrid Markov Models.
The main purpose of active learning for discrete systems is to identify those queries for which
the greatest benefit can be obtained for the learning task, and then use the results of these queries
to improve the performance of the learner. We define a concept of "usefulness", or VOI of a query
at time t. There are many different ways to define the VOI of a query, which is more appropriate
depends on the problem. In cases where one is particularly concerned with error reduction, one
may choose a VOI that selects queries that are expected to reduce future classification error the
most [34]. Alternatively, one may choose to select data that minimizes learner variance [12], or
maximizes Kullback-Leibler Divergence between two competing hypothesis densities [38]. For our
goal of hybrid model learning, we choose an entropy based VOI definition that chooses queries at
time instances where the uncertainty in the current hybrid state estimate is highest. An interesting
future topic of research would be to contrast and compare different VOI definitions for the hybrid
model learning case. Before we can formally define VOI, we must first introduce the concept of a
loss function.
Loss Function L(p): The function L(p) is a general function that is defined to capture the
element of the problem that we wish to minimize. For example, if one wishes to reduce uncertainty,
then L(p) may be defined as the entropy over the discrete state distribution.
Now that we have introduced loss functions, we can formally define VOI.
Value of Information VOI: The value of information of a query is the expected gain, as
measured by the reduction in the loss function, that is obtained by performing the query. It is the
loss function minus the expected value of the loss function given the result of the query.
VOI(Q;p) = L(p) - EQ[L(plQ = q)] (4.2)
For entropy based VOI, the loss function takes the form of the entropy of the distribution over
the hidden state Xd. Specifically,
VOI(Q; p) =l(p(Xd)) - EQ [7(p(XdIQ = q))]
=H(X) - H(XJQ) (4.3)
We motivate active learning for discrete systems with a simple Hidden Markov Model example.
One of the important learning tasks associated with HMMs is determining the state of the HMM
at each timestep. The goal in this problem is to correctly determine as many probabilistic states
in a given state sequence as possible given an observation sequence. Consider an HMM with two
discrete states A and B where state A activates a green light, and state B has a non-zero probability
of activating a green or a red light. Given an observation sequence of red and green lights, one can
say with certainty that a red light indicates being in state B, however, observation of a green light
does not offer such a clear conclusion. Figure 4-2 shows the setup of our HMM problem.
In terms of entropy, given a red light, the state is uniquely determined to be B and there is
zero entropy associated with the hidden state. However, given a green light observation, we are
no longer sure of which state we are in and thus there is a higher entropy associated with the
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Figure 4-2: HMM with two discrete states and "Red" or "Green" observations. The problem is to
infer the hidden state given a sequence of observations.
hidden state. In the most unfortunate case, the posterior probability distribution over the discrete
states given the green light observation can be uniform, indicating maximum uncertainty and thus
a maximum entropy value of 1. Thus, querying the discrete state at this point would give us extra
information about the distribution over the two states; this would be indicated by a high VOI. In
contrast, it is also easy to see that querying the discrete state given a red light observation would
be a waste of a query and in fact would result in a VOI value of zero.
This simple problem motivates the need to query intelligently, and gives us the intuition for why
querying only a small fraction of the total number of timesteps can provide enhanced an learning
ability.
4.4 Active Model Learning for Switching Linear Dynamical Sys-
tems
In the previous section we introduced the key concepts of active learning using queries and VOI,
by reviewing active learning for purely discrete systems. We now use these tools to develop an
active learning approach for hybrid model learning. The reader interested in a more comprehensive
p(s lo)
sl s2 sl s2
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Figure 4-3: Schematic diagram of a discrete HMM where the VOI of a query would be high due to
maximum uncertainty in the distribution over the discrete state.
presentation of active learning for HMMs or a broader discussion of different types of loss functions
is referred to [1].
In a straightforward generalization of the above approach to hybrid HMMs, a query should
provide information on the complete hybrid state, both the continuous and discrete components.
This would be quite difficult in general. To illustrate, consider the example of tracking a person
walking vs. jogging, where the task is to identify the dynamics of certain points on the person's
body and to identify transition probabilities for the two discrete modes; walking, or jogging. One
could visually identify the discrete hidden state at a query point by observing the video sequence,
but if asked to additionally provide values for the noisy continuous state, say position and velocity
of each of the tracked points, this task would become much more difficult. For complex systems with
large numbers of continuous hidden states, the task of answering a query can become significantly
more challenging. Thus, for any system whose discrete hidden state may be more easily identified
than the continuous hidden state, active model learning for hybrid systems would be much more
cost effective if a query of the complete state was not necessary. This observation motivates our
key intuition for extending active model learning to hybrid systems.
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4.4.1 Key Intuition for Active Hybrid Model Learning
Key Intuition: We can perform hybrid active learning effectively while only querying the discrete
component of the state.
The reason that querying only the discrete state is sufficient is that given the discrete state, the
Kalman Filter utilized in the E-step of the HML-LPHA algorithm, will provide an exact estimate
of the continuous state distribution for the given time step. Referring back to the Expectation
Maximization Algorithm in Chapter 2, we see that the distribution over the state trajectory
p(xd0, xT+1 lyT+I, 0) is calculated by the E-step. This is the distribution over which the expectation
is taken to find the lower bound to the log-likelihood function. We repeat the definition of the lower
bound to the log-likelihood function here for convenience.
h(0 Ok) E [log(p(xd xT+ ly T +1 , o))] + 7 (4.4)
4.4.2 Queries, VOI, and Belief-State Update for Active Hybrid Model Learning
Next we develop an algorithm for performing active hybrid model learning for LPHA, we define
queries, VOI, and belief-state update for this hybrid case.
Queries
Hybrid Query: A query for a SLDS on the discrete component of the hybrid state. The probability
of a query at time t given the state at time t is
p(Qt = qTx+, = i, sc+, y ) = bi(q) (4.5)
where i, q E {1, ..., m} with m being the total number of discrete states
Notice that q is conditioned on the hybrid state X. Also notice that we only require knowledge
of the discrete component, Xdt = i, while the distribution for x,,+, is found via the Kalman Filter.
For the perfect query case, bi(q) = 1.
Value of Information VOI for the Hybrid Case: Recall we use an entropy based VOI
definition. For the case where the cost function is the entropy, the VOI at time t takes the form of
the mutual information between the query at time t and the hybrid state trajectory.
VOI(Qt) =-(r) - H(r|rQt)
=N(Qt) - H(QtIwr) by symmetry of mutual information
d, +1 t=0 is a state trajectory
Note that to compute VOI(Qt), we must compute two key values, (Qt), and 1(Qtlr).
(Qt) = - p(Qt = qIyT ', o)log(p(Qt = q yT', 0))
p(Qt = q I ,e) =
T+I1 TXcO Xd 0
0 Xd Xdt iXdt+l ,
T7+1 7'xC 0  ,Xdo :9'dt=
x p(xc Xd ,d Xdt = i 1 Xd t+I ' 0)
The query Qt is independent of all other variables given Xdt so p(Qt yT+ 1 , 0) becomes
(,.1 )hT- 
S 
-(Q1 i 'X  T IT+I O)
i T+I T
vcO , Xd 0 :dtj
We compute the distribution over hybrid state trajectories p(xc 1 , xdT+ 1 T -, 0).
p(Xc T + I , Xd T+1, 0) -p(xd yT+1 , O)(XcT + 1 Xd, +1, 9) (4.12)p(xdTlyX 1 = P(y+ 1 0 xd )p(1d2)
P(Xd +IYT, ) -T > d O)P T 1d (4.13)0dT P(Yl1 JXd , O)p(Xd T IO)
Where the distribution over the continuous state trajectory, p(xc T+lIxd , yT+1, 0), is computed by
the Kalman Smoother in the E-step of the EM algorithm.
The second key term in our VOI(Qt) calculation is the entropy of a query Qt, given the trajectory
over the hybrid state, -(Qtllr). Recalling that r = [x ,T+xd1 T]
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(4.6)
(4.7)
(4.8)
(4.9)
(4.10)
p(Qt d= qx Tcl T ad , ,T ) TyT 1 0)0 1 Xdo Z 0 Y 1 I )P(Xco'g ,, X dY
-( I!JT + I 0)
T + T ) - (XCT+I, T I )pT + I , dT) ogP(qlXcT + 1 T )H(Qtlxco'g ,xdO') -o 0 X 1 0 0
T+1 T q
XCO ,Xdo
(4.14)
-E x(e T+1Xd T T,-T+ o)x
XCO Xdo Xdt -i
x Ep(Qt = qlxdt = i) log(p(Qt = qlXdt = i)) (4.15)
q
We've now presented how to compute the VOI for the case of Switching Linear Dynamical Sys-
tems. Evaluating the VOI for possible queries at each timestep identifies optimal queries. However,
we have not yet discussed how to incorporate the result of making a query on the distribution over
the hybrid state trajectories. This is the topic of the next subsection.
Updating the Distribution Over Hybrid State Trajectories
In this subsection, we present the update to the distribution over hybrid state trajectories given
the result of a query Qt = q. We compute this update using Bayes Rule:
+ T+1 T )p(xcT+l T T+1)
P, lQt 1 P(Qt = q, y[ 1 xcl Xcd, O)p(Xo xd O yT, ) (4.16)
0 d q,y 1  1 ) ZXc 0+1 0 d0 = .16)co I do G =  +1 T+1 T +p XT+ y 8)
Where p(xcT 1 T IyT+1 , 0) is the original distribution over our hybrid trajectories that was pre-
sented in Equation (4.13)
Putting these pieces together, our algorithm for Active Hybrid Model Learning for SLDS, or
LPHA is:
4.4.3 Simulation Results and Discussion
In this section we discuss the results of implementing our Active Hybrid Model Learning algorithm
in simulation 1. We use the example of the rover from Chapter 2 where this time the rover is
driven through different types of terrain and thus can experience wheel slippage. Therefore, the
two discrete states of our system are slipping and not slipping. Our continuous state is composed of
i, the current supplied to the wheels of the rover, and 0, the angular velocity of the wheels. In the
'The empirical results of this chapter were obtained with the help of John Nham.
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1.Initialization
k=1
Ok= 00
2.WHILE:Not converged
3.p(xdo, XcOT+I YT, k) -- Compute E-Step
4. FOR(t = 1: T)
5.VOI(t) = -L(Qt) - I(QtlXt)
ENDFOR
6.0k - Compute M-Step
ENDWHILE
7.Q* , VOI(Qt) > threshold % Keep track of maximum VOI points
8.FOR(t = 1: T)
9.FOR(q = Q*)
10.doBeliefUpdateForward % Update hybrid belief for all max VOI po
11.FOR(s = t* : -1: 0)
12.doBeliefUpdateBackward % Smooth hybrid belief for max VOI poil
ENDFOR
ENDFOI
ENDFOR
13.Return 0*, the learned hybrid model
ints
nts
Figure 4-4: Active Hybrid iModel Learning Algorithin
mode not slipping, the current supplied increases the angular velocity of the rover, whereas in the
slipping mode, the angular velocity will actually be greater for the same amount of current, due to
slippage. We can also incorporate autonomous mode transitions to help us model the problem. If we
place a guard condition on the angular velocity, 8, we can specify that the transition probabilities
between the modes are such that mode slipping is more likely if 0 is 2 tolerance. Where the
tolerance value can be arbitrarily chosen.
As a means of comparison, we ran the simulations under four conditions, using (1) No Queries,
(2) All Queries, (3) Random Queries, and (4) Queries with highest VOI value. We use the "All
Queries" case as a benchmark for comparison because in this case the algorithm is given information
about the discrete state at every timestep. The "No Queries" case corresponds to the passive
learning algorithm presented in Chapter 2. For the case where we use highest VOI points we
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Figure 4-5: Schematic diagram of AHML-LPHA simulation setup with two discrete modes, slipping
and not slipping, and continuous being current I, and angular velocity 6 of the wheel.
choose to query at only those points whose VOI value was above the threshold of 0.5 where this
threshold was chosen arbitrarily. The "Random Queries" case queried the same amount of times
as the VOI case, but did not use information from the VOI to choose queries intelligently.
Figure 4-6 shows a plot of the VOI values at each timestep for a typical run. This figure
shows the sparsity of the VOI graph where only about 2% of the total number of timesteps had a
VOI value above the threshold of 0.5. For a case where the VOI graph is so sparse, there seems
to be a clear advantage to choosing queries intelligently versus choosing queries randomly as in
the "Random Queries" case. This graph also motivates the conclusion that Active Hybrid Model
Learning can be performed with only a small amount of queries because the queries with VOI< 0.5
offer little value to the learning task.
Figure 4-7 shows the MAP mode estimation error of each run of the active learning algorithm
averaged over 100 trials. The MAP mode estimation error reflects the number of wrong bit transi-
tions in the Maximum A Posterior discrete mode trajectory. The "All Queries" case has zero MAP
mode estimation error for all iterations of the algorithm because it was given perfect information of
the discrete state at each timestep. This plot demonstrates an improvement in MAP mode error of
the VOI case over the Random Queries case and a more significant improvement over the passive
learning case shown in red. For the data gathered in these plots, only 5 out of 150 timesteps were
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Figure 4-6: Plot of the VOI value for each timestep for a typical run.
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Figure 4-7: Comparison plot of the MAP mode estimation error for all four types of runs.
queried. The VOI plot shows an average of 10% improvement over the passive learner for only 3%
of the total number of timesteps used for queries. Both the "Random Queries" and the "VOI" case
use the same number of queries during each run, the main difference is that the "VOI" case uses
the VOI information to query only at points of highest uncertainty.
Figures 4-8 and 4-9 plot the squared error in the continous state estimate vs. iterations of
the AHML-LPHA algorithm, averaged over 100 trials of the AHML-LPHA algorithm. These plots
show an improvement of the "VOI" case over the "Random Queries" case, and a more significant
improvement over the "No Queries" case. In the cases where querying is allowed, the average
squared error in the continuous state estimate reduces dramatically.
The comparison plot for the transition probability convergence 4-10 shows that the "All
Queries" case performs best as expected from a baseline measure. We see that the "VOI" case
performs slightly better than the "No Queries" and "Random Queries" cases that have comparable
performance to each other.
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Figure 4-8: Comparison plot of the squared error for the continuous state
types of runs, averaged over 100 trials of the AHML-LPHA algorithm.
estimate of 0 for all four
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Figure 4-9: Comparison plot of the squared error for the continuous state estimate of I for all four
types of runs.
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Figure 4-10: Comparison plot of the transition probability convergence for the two guard conditions.
The guard was set at 9 > threshold
Active Hybrid Model Learning Convergence when EM Diverges
Figure 4-11 shows a case where the initial conditions were poor enough to cause a divergence of the
EM algorithm. We also show that the use of active learning allows for convergence of the algorithm
even in the case of poor initialization so that the HML-LPHA algorithm, or "No Queries" case,
diverges. These diverged EM results were obtained by perturbing the continuous parameters by
100% of their true values to seed EM, and the initial discrete parameters, or transition probabilities,
were chosen uniformly in [0, 1]. Figure 4-11 shows the "No Queries" case diverging to the single
mode case where transition probabilities tend to zero. The VOI case shown in this plot used only
one query point and shows a vast improvement over the "No Queries" case. Moreover, with just
one query, the "VOI" case shows comparable performance to the "All Queries" motivating the
conclusion that even minimal information seems to be "good enough". We also show similar results
in the continuous state estimate error plots.
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Figure 4-11: Comparison plot of the transition probability convergence for the two guard conditions.
This plot shows divergence of the algorithm in the "No Queries" case due to poor initialization
conditions.
4.5 Conclusions
In this chapter we presented an approach to active learning for hybrid models with autonomous
mode transitions. We used entropy of the distribution of the hybrid state as a loss function for
which the resulting VOI is the mutual information of the query and the hybrid state. We were able
to extend active learning for the purely discrete case with HMMs to the hybrid case with SLDS,
this employs the key intuition that in the hybrid case, we need only to query the discrete state,
because given the discrete state, we can a Kalman Smoother to provide us with an exact estimate
of the continuous state. We implemented our algorithm in simulation and presented the empirical
results. Below we summarize the important findings of this chapter:
1. We presented an approach for active hybrid model learning that incorporates autonomous
mode transitions where the discrete state transitions are dependent on the continuous state.
2. We utilized the concept of queries and Value of Information where we query only the dis-
crete state at timesteps where the VOI value is high, where VOI takes the form of Mutual
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Figure 4-12: This plot shows the squared error in the continuous state xcl. This plot shows
divergence of the algorithm in the "No Queries" case due to poor initialization conditions.
Information for our problem.
3. We find that in many cases the VOI plot is sparse, meaning that the number of values for
which the VOI is high are few compared to the number of total timesteps. This motivates
the conclusion that random querying is as effective as not querying at all for these cases,
and that a moderate amount of well-chosen queries can be sufficient for performing active
hybrid model learning. Our plots however, show that VOI and Random Querying can have
comparable performance in some cases, motivating further investigation of an appropriate
loss function.
4. We find that by querying only 3% of the time, and by choosing these queries to be optimal,
such that the VOI is maximized, we gain an improvement in MAP mode estimation error
and squared error of the continuous state trajectory over the "Random Queries" case and a
more significant improvement over the purely passive, or "No Queries" case. Our empirical
evidence bolsters the idea that augmenting sparse or very noisy observations with even a
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Figure 4-13: This plot shows the MAP Mode Estimation error. This plot shows divergence of the
algorithm in the "No Queries" case due to poor initialization conditions.
modest number of well-chosen queries can greatly improve quality of the learned model.
5. In cases where hybrid model learning is particularly sensitive to diverging, such as poor initial
conditions or large amounts of noise, we find that active hybrid model learning is capable of
converging and in fact demonstrates performance comparable to the "All Queries" case. In the
extreme case, we found that for these particularly troublesome runs, even one query is enough
to prevent divergence of the algorithm and vastly improve learning ability. However, we note
that poor initialization conditions and large amounts of noise may also affect the accuracy of
the VOI calculation and thus this may also introduce some difficulties for performing active
hybrid model learning.
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Chapter 5
Summary and Future Work
5.1 Summary
In this thesis we have presented algorithms for learning models of systems that exhibit both con-
tinuous and discrete dynamic behaviors. We also allow for modeling of systems whose transition
probabilities between discrete modes is conditioned on the continuous state via Autonomous Mode
Transitions. In the first chapter we presented a hybrid model learning algorithm for these Linear
Probabilistic Hybrid Automata that we call the HML-LPHA algorithm. We find that this algo-
rithm, while successfully demonstrating empirical convergence via a tracking of the change in the
lower bound to the objective function, g(0), is susceptible to convergence to local maxima of g(0)
and often converges to local maxima that are close to the initial guess of model parameters. This
is not a desirable property for practical applications where a locally optimal set of learned model
parameters may be far from the true model parameters of the system being modeled. Therefore, we
dedicate the rest of the technical focus of the thesis, chapters 3 and 4, to developing the kMeans-
EM and Active Hybrid Model Learning for LPHA algorithms that address these limitations of the
HML-LPHA algorithms. Our kMeans-EM algorithm is an approach for learning continuous model
parameters that aims to avoid being trapped in locally optimal estimates to which the HML-LPHA
algorithm is prone. By learning the area of the known maxima of g(0) and jumping to potential
solutions in the parameter space outside of these hills, the kMeans-EM algorithm is less susceptible
to converging to locally optimal solutions. The Active Hybrid Model Learning algorithm aims to
improve the accuracy of parameter model learning for LPHA via active learning. Active Learning
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in this context includes the ability to query the discrete state of the system, or add labeled data,
to enhance learning capability and accuracy.
We demonstrate empirically that both the kMeans-EM and AHML-LPHA algorithms show
improvements in the accuracy of the learned model parameters and in sensitivity to initialization.
The kMeans-EM algorithm consists of clustering a set of model parameters that were initially
labeled by the EM portion of the algorithm. Once these parameters are clustered, the algorithm
derives Gaussian distributions that approximate the means and covariances of these clusters. We
show empirically that these derived Gaussians provide accurate fits to the clustered parameter data.
These Gaussian clusters provide a map of the shape and location of the explored local maxima of
the log-likelihood function g(O) = p(ylO), where y is a sequence of noisy observations that we
are learning from. We derive an objective function s(O) that incorporates a Gaussian prior over
feasible model parameters and the Gaussian cluster distributions. Maximization of s(O) provides
a new set of initialization parameters 80 that is within the feasible region of the search space of
model parameters, while maximizing the probability that Oo0 will not converge to any of the local
maxima of g(0) that have already been discovered.
We demonstrate empirically that the kMeans-EM algorithm outperforms EM-based model learn-
ing that is initialized using a random restarts method. We present aggregate results that demon-
strnte that with each iteratio.n, the kIMeans-EM lgorihlu lear1i, sets of model !nraleter7s with
higher average likelihood values, whereas the random restarts method rediscovers the same local
maxima and provides solutions with the same likelihood values on average . We also present ag-
gregate results that demonstrate a reduction in Euclidean distance from the true set of model
parameters in the case of the kMeans-EM algorithm. We find that the algorithm is sensitive to the
accuracy of the clustering of model parameters, all of our presented results were obtained using
clusters that were sub-optimal with a normalized separation between clusters of only about 60%.
Our positive results indicate that even with sub-optimal clustering schemes of the model parame-
ters, kMeans-EM performs better than a Random Restarts method with regards to obtaining higher
likelihood solutions, and solutions that are closer to the global maximum in the Euclidean sense.
The Active Hybrid Model Learning algorithm learns the hybrid model parameters, both discrete
and continuous, for LPHA. This algorithm takes as input a sequence of noisy observations, a
sequence of control inputs, and the results of noisy queries of the discrete state performed at a
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limited number of timesteps. We choose the timesteps for performing these queries by maximizing
an entropy based Value of Information function. We derive an entropy based VOI function for the
hybrid model learning case. This VOI function is of the form of the Mutual Information between
the current hybrid state distribution and the query at time t. We also derive an update to the
current hybrid belief state given the result of the query and run a Kalman smoothing step to find
the updated probabilities of the hybrid state trajectories.
We find that in many cases the VOI plot is sparse, meaning that the number of values for which
the VOI is high are few compared to the number of total timesteps. This motivates the conclusion
that a moderate amount of well-chosen queries can be sufficient for performing active hybrid model
learning. Empirical results bolster our conclusion that a minimal number of queries, querying as
little as 6% of the time, demonstrate improvement in squared error of the continuous state and
We find that performing even less queries, 3% of the time, we find an average error reduction of
10% over the no queries case. We find that using entropy-based VOI to choose the queries does
not demonstrate vast improvement over the randomi queries case, although querying, wvhether using
VOI or random, does provide vast improvement over the no queries case. This motivates a further
investigation of an appropriate VOI definition for hybrid model learning. For situations where
hybrid model learning is particularly sensitive to diverging, such as poor initial conditions or large
amounts of noise, we find that active hybrid model learning is capable of converging to a set of
learned parameters. In the extreme case, even one query is enough to prevent divergence of the
algorithm and vastly improve learning ability. However, we note that poor initialization conditions
and large amounts of noise may also affect the accuracy of the VOI calculation and thus this may
also introduce some difficulties for performing active hybrid model learning.
5.2 Future Work
The work performed in this thesis brought to light many interesting areas for extensions and future
work. Because of the generality and widespread applicability of Jump Markov Linear Systems and
Linear Probabilistic Hybrid Automata, attention to the important problem of accurately learning
these models is well warranted. Below we suggest a few areas of future work in this area of research
that were brought to our attention as a result of working on the Hybrid Model Learning problem.
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1. Applying Sampling Methods to the E-step in the HML-EM Algorithm: One of the most chal-
lenging aspects of this work is the exponential growth of the hybrid state space due to the
switching nature of the underlying model. This forces the use of some approximative method
for finding the distribution over hybrid state trajectories and prevents the calculation of a
tight bound to the log-likelihood function g(0) in the E-step of the algorithm. This approx-
imation may work well in practice but prevents one from providing a theoretical proof of
convergence as in the classic EM algorithm. There exist algorithms, such as Monte Carlo
EM [ref:MCEM, SEM], that replace the E-step with a sampling method for situations where
the E-step is intractable. To our knowledge, this has not been applied to the hybrid case
where the log-likelihood function g(O) itself cannot be evaluated. Sampling techniques such
as the Metropolis Hastings algorithm allows convergence to the true distribution from which
the samples are drawn. The hybrid model learning algorithm can substitute the E-step with
a MH-type algorithm that allows for convergence to the true hybrid state distribution. Given
the true distribution, g(() can be evaluated and proof of converence to local maxima, of this
function can be preserved from classic EM.
2. Constraining the M-step in the HAIL-EM Algorithm: An additional challenging aspect of
hybrid model learning is the wealth of system matrices that can be used to describe a linear
dynamical system. There is literally an infinite nmber of model parameters that can describe
the same dynamical system. This makes the optimization more challenging. One avenue
of possible improvement would be to constrain the M-step to learn model parameters of a
constrained form. For example, if all of the parameters were constrained to be in modal form,
one guarantees that there is only one set of modal form model parameters that represent the
same dynamical system. This can facilitate model learning. The interested reader should
consult literature in the area of constrained EM methods.
3. Extending the kMeans-EM Algorithm to Learn Discrete Model Parameters: Currently the
kMeans-EM algorithm provides a method for learning the continuous model parameters.
This is because by not applying kMeans-EM to the switching case, we maintain the ability to
evaluate the log-likelihood of each learned model parameters and thus have an extra criteria
from which to judge algorithm performance. The kMeans-EM algorithm itself does not use
log-likelihood values, it uses Euclidean distance between parameters for clustering. Therefore,
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we believe that extension from its current form, to incorporating learning of the discrete model
parameters as well would be a straightforward extension. However, there is a possibility for
a greater rate of algorithmic divergence in the switching case, and thus future work in this
area would need to address this.
4. Providing Optimal Clusters for the kMeans-EM Method: Because the kMeans-EM method
utilizes k-means clustering for clustering the labeled model parameters, it is subject to the
same limitations as the k-means algorithm. This includes sub-optimal clustering in some
cases. Because the kMeans-EM algorithm relies on accurately clustered data for deriving
its objective function s(O), inaccurate clustering of the model parameters can negatively
influence its performance. How to cluster model parameters as accurately as possible is a
topic for future research.
5. Active Hybrid Model Learning Using Control Inputs: In this thesis we demonstrated an al-
gorithm for Active Hybrid Model Learning using the notion of querying the discrete state
at timesteps of high Value of Information. This algorithm has applications in areas where
the discrete state of the system can be inferred visually, as in many fields of miachine visionl
including activity recognition and tracking where a human interpreter can provide informa-
tion of the discrete state upon request. An example of this could be an activity recognition
schcme \vhere the gait of a pcrsoni is to be inferr ed f1o11 a video seqi [cle and the difincit,
gates correspond to the discrete state. Applications where the discrete state is unobservable,
as in fault detection and diagnosis, are not suited for AHML as we have derived it in this
thesis. For these applications, an active learning approach where a control sequence can be
designed to disambiguate the hybrid model would be better suited. These control sequences
are often referred to as diagnostic signals, or auxiliary signals in the literature.
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Appendix A
Appendix
In this appendix we present the derivations of the results for learning the hybrid model parameters
of Linear Probabilistic Hybrid Automata. The results of this chapter were part of a joint work with
Lars Blackmore and can also be found in [8, 6].
Expectation Step for Hybrid Model Learning
Our objective in the E-Step is to construct the lower bound h (010k). The expectation in the
lower bound can now be written as an iterated expectation where the inner expectation is over
the continuous mode sequence conditioned on the discrete mode sequence, observation sequence,
and the current guess of model parameters, and the outer expectation is over the discrete mode
sequence also conditioned on the observation sequence, and the current guess of model parameters.
h (0o k ) = TYT+1 Ok ) P c T + 1 T+1 k T+1 T+1 T cT+1
Xdo
(A.1)
where
T-1
p(y ,x , d0 ) = (o, Xdo ) J p(Xdt+l. Xct, dt, O) (A.2)
t=O
T
* p(yT+l Ict+1, Oa , X)p(xct+l1 ct, Xdt, 0) (A.3)
t=o
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by the Markov properties of LPHA, and using our definition of Linear Dynamical Systems:
p(Xct+llXct, dtA) = (27)-7- Q(xdt) l expQ-Q(xdt)
6p = xct+l - A(xdt)xct - B(xdt)Ut. (A.4)
p(yTlIXct+l, Xdt, ) (27)- 2 (R(xdt) e- !'R (Xdt)6o
0o = YT+I - C(Xdt)Xct+l - D(xdt)Ut (A.5)
The initial probability distribution p(xco, Xdo) is given by:
p(.co, Xdo o) = p(Zd0)(2-) 2 IV(xdo) *
exp- 2[zCo(xo) v 1 (Xdo) [xc() i(xro) (.)
The distribution p(XC , xdIy +I, Ok) is referred to a hidden state estimation for hybrid sys-
tomus. Altho gh i the coitinIuouS 11d disciete coIU)olents of the ste trc i(tI(('Iii )ll 15' t !( r ou
SLDS definition, we can view the continuous state at the next timestep t + 1 as being fully defined
once given information about the previous continuous state at time t and the previous discrete
state also a time t. Therefore, given a sequence of discrete states and a sequence of observations,
an exact estimate for the continuous state can be found via the Kalman Filter. For the case of
state estimation, we are only interested in using observations yo where t is the current timestep.
However, for the problem of parameter estimation, we must take advantage of the entire sequence of
observations and thus the E-step utilizes a Kalman Filter Smoothing procedure which performs and
forwards and backwards pass through the data, yielding a distribution over the continuous state
that is conditioned on the entire observation sequence and a particular discrete mode sequence,
p(XcT+1 jyT+1 dT ) .
co 1 , Zd1 '
The observation likelihood p(yT1 +Ixd, 9) is obtained through the Kalman Filter residuals.
Given this distribution, one can obtain the likelihood of a particular discrete sequence Xd T via an
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application of Bayes' Rule where
p(yT+ l xdT' O)p(xdIO) (A.7)P(x + 1 p(yT+, Xd T)p( o 9) (A.7)
Combining the continuous state distribution with the discrete state distribution, we arrive at
the joint distribution over our hybrid state.
p(Xc T + I , d y T+I o k ) = pX T+I yT+1, dT Ok)P(xd TyT+1 k )  (A.8)
A.0.1 Approximate EM for Hybrid Model Learning
Approximate E-Step for Hybrid Model Learning
+ (A.9)
Approximate M-Step for Hybrid Model Learning
B. Maximization Step for Discrete Hybrid Model Parameters
In this secapproximation to the lower bound in A.9 with respect to be:d
to yield the optimal discrete model parameters. We first note that the discrete model parameters
are defined for each guard condition ci E g. Each guard condition has a corresponding transition
matrix Ti. Because the guard conditions are placed upon the continuous state estimate, we have
implicitly taken into account the dependence of the discrete state transitions on the continuous
state estimate. We will highlight what we deem to be the most important steps in the derivation
of the optimal discrete model parameters [6, 8]. In order for our transition probability matrices to
be valid, we must perform a constrained optimization using a Lagrangian Multiplier for all of the
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possible discrete states xd E Xd:
Maximize over Ti(j, xd), i = 1,..., I Xd (A.10)
h(01Ok)
Subject to:
I Xd
Ti(j, Xd) = 1. (A.11)
j=1
This maximization involves setting the following expression to zero in order to solve for T* (j, Xd)
Dh(OlOk)
T (j, Xd) aTi(j, Xd) (J Ix 0T 1, T )
xdES
T
P(Xt-1 IY ' I, Xd', 0 :) log p(xdt Xdt_-1, Xt-_, 0)xt- 1  (A.12)
t=l
has an explicit dependence on the continuous state xt- 1 . The key insight that allows us to simplify
this expression is that the distribution p(xdlJxdl,xt-1,0 ) is actually constant for each guard
condition ci. Therefore, we can rewrite the integral over xt-1 as a sum over guard conditions.
&h(00 k) a
aT (j, xd) =T (j, Xd) 1 (XdyT+' k)
Xd0 ES
T
* E Pci (Xd) log Ti(xdt, Xdt-1), (A.13)
t=1 ciEG
where Pc, (xdT ) is the probability that guard condition ci is satisfied given the discrete mode
sequence Xd T , the observation sequence yT+l and the current guess of the parameters Ok.
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Pc(Xd T ) = P(Xt 1 yT+1 ,T, Ok)dxt-1, (A.14)
We've used Ci to denote the region of xt-1 over which the guard ci is satisfied. Completing the
optimization we obtain the optimal value of Ti (j, Xd):
Ti*(j, Xd) -
E o Xd IYT+1 , k) e (xdT) Pci (Xd
ZXd ES (Xd Tl Ok) tF(xd Pc(xd) (A.15)
Zxd EXd (EXdT (Xd yT+ 1 k) E(dT) Pc (Xd
Therefore, we have just demonstrated how to obtain the ML discrete model parameters for our
hybrid system by using a constrained optimization approach involving Lagrange multipliers that
also handles Autonomous Mode Transitions. This Maximum Likelihood solution can be interpreted
as a weighted number of transitions from a source mode xl,- 1 to a target mode it for each guard
condition ci.
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