Abstract-Support Vector Regression is one of the promising contenders in predicting the 111 time series of the NN3 Neural Forecasting Competition. As they offer substantial degrees of freedom in the modeling process, in selecting the kernel function and its parameters, cost and epsilon parameters, issues of model parameterization and model selection arise. In lack of an established methodology or comprehensive empirical evidence on their modeling, a number of heuristics and ad-hoc rules have emerged, that result in selecting different models, which show different performance. In order to determine a lower bound for Support Vector Regression accuracy in the NN3 competition, this paper seeks to compute benchmark results using a naive methodology with a fixed parameter gridsearch and exponentially increasing step sizes for radial basis function kernels, estimating 43,725 candidate models for each of the 111 time series. The naive approach attempts to mimic many of the common mistakes in model building, providing error as a lower bound to support vector regression accuracy. The in-sample results parameters are evaluated to estimate the impact of potential shortcomings in the grid search heuristic and the interaction effects of the parameters.
I. INTRODUCTION
T 1 ime series forecasting with computational intelligence 1has received increasing attention in theory and practice.
However, in order to prove their efficacy in forecasting their accuracy must be evaluated against established statistical forecasting methods on empirical datasets [1, 2] . The 2007 NN3 Forecasting Competition for computational intelligence methods provides this opportunity on a dataset of 111 empirical time series and a reduced subset of 11 time series in order to establish the forecasting accuracy of computational intelligence methods on business data.
Recently, the method of Support Vector Regression (SVR) has shown promising performance in various scientific forecasting domains [3] [4] [5] [6] [7] , offering a nonparametric, data-driven and self-adaptive method that learns linear or nonlinear functional relationships directly from training examples [2, 4] . However , recent experiments have demonstrated that despite the promise of automatically estimating optimal predictors using statistical learning theory, SVR offer substantial degrees of freedom in forecasting, requiring a data dependent selection of the kernel function and its parameters from a set of potential functions, and two metric scaled parameters to control the Sven F. Crone is with the Department of Management Science, Lancaster University Management School, Lancaster LAI 4YX, United Kingdom (+44.1524.5-92991, e-mail: sven.f crone ocrone.de).
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cost and epsilon-insensitive margin. Hence, support vector regression share common and well known problems with competing forecasting methods such as artificial neural networks, offering near endless degrees of freedom in the choice of architecture parameters to be selected based upon their performance on short and noisy time series. Due to the lack of an established methodology, a number of modeling heuristics and ad-hoc rules-of-thumb have emerged in order to guide architecture decisions in SVR modeling. As different heuristics may lead to distinct models and varying performance, they require a systematic evaluation.
To further investigate the capability of SVR in time series forecasting, SVR is applied to forecast the 111 time series of the NN3 competition. In order to determine a lower bound for SVR predictions in the competition, this study seeks to compute benchmark results using a naive methodology of a fixed parameter grid-search with exponentially increasing step sizes. The heuristic is limited to a radial basis function kernel, using a simple preprocessing of input-data, and following a simple 'pick-the-best' approach in model selection of the candidate with the lowest cross-validation mean squared error (MSE) [8] and estimates a function f (x) that minimizes the forecasting error on a training data set ((x, Y).(X , )) C (x y)' while keeping 1-4244-1 380-X/07/$25.00 ©2007 IEEE the functional form as flat as possible [4, 9, 10] . SVR is formulated as convex optimization problem with slack variables , to allow for model errors [11, 12] minimize 1 ||w| + Cy(lI
IYi-(W-Xi-b=c+di (1) subject to (w xi)+b-yi =E+ > 0 which controls the trade-off between overfitting and model complexity through a regularization parameter C>A [8] .
We employ g-SVR, using an g-intensive loss function, that assigns an error only to those observations > 2 0 outside the g-insensitive tube [13, 14] , named support vectors [15] , using the loss function q:l£ {qO-else (2) To handle non-linear functional relationships in forecasting problems, the data are mapped using a kernel function + into a high dimensional feature space F, where they may be solved linear regression, which corresponds to nonlinear regression in a lower dimensional input space [5] .In this study the radial basis kernel function (RBF) is applied, as it is commonly used in g-SVR using just one parameter y that to determined the RBF width a priori [3, 4, 16] . For the RBF, the number of centres, location of the centres, the weights and the thresholds are all determined whilst training [17] . Various basic tutorials exist to provide an introduction on the background and the mathematical properties of support vector machines [17] and SVR in particular [4] . In forecasting with SVR, the input vector contains the lag structure of the time series, which results in dot products after combining them with the support vectors in the kernel function. The quadratic optimization problem is solved to determine Lagrangian multipliers a1,ai* that are used to determine the weights v = a a-* [4] . The dot products are then weighted byv =a a* to calculate the one-step-ahead prediction value together with the threshold b [4] . The forecasting process can be visualised as in figure 2 .
B. Methodologies in specifying SVR parameters SVR is a data-driven and self-adaptive methods, which is capable of approximating linear and nonlinear functional relationships from data, unlike traditional model-based statistical methods [2, 4] . For applying g-SVR in forecasting, a number of parameters must be determined a priori by determining the Costs C, the width of the epsilon-insensitive loss function g, the kernel function and its kernel parameters y [18] and the number and lags of independent variables to specify the input vector as a rolling window of fixed size over a time series. Recent experiments have shown that the forecasting performance of the g-SVR is significantly impacted by an adequate a priori selection of their parameters [19] , they are considered to be semi-parametric In order to determine the g-SVR parameters various modelling heuristics exist. Gao, Gunn, Harris and Brown determine SVR parameters using a Bayesian framework for Gaussian SVR [20] . Chu, Keerthi and Ong follow another Bayesian approach, that combines the merits of SVR with the advantages of Bayesian methods for model adaptation [21] . Chang and Lin derived leave-one-out bounds for SVR parameters [22] . Heuristics can also lead to parameter combinations with inferior performance the even a simple parameter grid search [23] , as in comparing a grid search with a Bayesian approach in Lin and Weng [24] . Momma and Bennett perform model selection by pattern search to reduce the number of parameter combinations that need to be tested [18, 25] . Kwok and Tsang [26] as well as Smola, Murata, Scholkopf and Muller [27] determine the parameter E as a linear dependency on the noise of the training data, which requires a priori knowledge of the noise level [22] . In contrast, Cherkassky and Ma analyse the parameter interaction to limit the number of relevant parameters. The suggest that for a given c, the value of C has only negligible effects on the generalization performance as long as C is larger than a certain threshold that can be determined from the training data [18] .
A simple method to determine suitable g-SVR parameters for each time series follows a systematic grid search over the parameter space [23, 28] . Instead of evaluating every possible parameter combination, which would be intractable for parameters of interval scale, a grid using equidistant steps in the parameter space limits the computational effort. However, different grids are applicable, using linear step sizes, exponential increasing sequences as in Hsu [23] or Luxburg [29] or logarithmic sequences as in Chang and Lin [22] . In addition, stepwise refinements of the grid size in parameter space are feasible, leading to an analytically simple yet computationally expensive parameter selection approach. In this study we seek to explore the simple gridbased approach, using a brute-force, exhaustive enumeration of a representative parameter space. [2] or using spectral analysis to detect multiple overlying seasonal patterns. To pursue a naive modelling approach we select a simple heuristic decision rule based on the observation interval of the time series, using a constant lag structure of the past 12 monthly observations in a year to account for possible seasonality of the months or quarters. The same lag structure was used for all 111 time series, despite the possibility of different lag structures for different time series, the necessity to include 13 lags for seasonal integrated autoregressive C. SVR training andparameters We employ a simple grid search of costs C, epsilon E and the parameter of a Gaussian kernel y with exponentially growing sequences that cover a vast range of value combinations. Figure 2 shows an example grid with exponentially growing sequences. However, employing a grid search methodology requires the setting of valid and reliable lower and upper parameter bounds that define the search space of the grid.
The regularisation parameter C determines the trade-off between the model capacity, reflected in the flatness of the approximated function, and the amount to which deviations larger then the s-insensitive tube are tolerated [13] . A larger value for C reduces the error contribution but yields a more complex forecasting function that is more likely to overfit on the training data [18] . Hence it appears reasonable to evaluate parameters of C between a very small lower bound to create SVR-models with simple, flat functions to handle strong noise and a large upper bound to also consider SVRmodels that describe more complex time series structures. In other experiments, Chang and Lin used parameter bounds between eK8<C<e8 [23] while Hsu and Lin used bounds between 2-2<C<212 [30] . To follow an exhaustive approach, and hence the number of support vectors and the error contributions of observations lying outside it [9, 15] . As E corresponds to the level of noise in a time series, large values of E allow an approximation of the structure of the underlying functional relationship of a time series with high noise as opposed to overfitting to the noise. Chang and Lin [22] use margin values of eK8<F<e-', with Lin and Weng using similar margins [24] . We extend these search spaces and use a lower margin of 2-8 with an upper margin of 20.
We use exponential grid steps of 20.25, evaluating 32 parameter values of g= [2] [3] [4] [5] [6] [7] [8] 27 75 ..,20] for different noise.
The kernel parameter y defines the width of the kernel to reflect the range of the training data in feature space and therefore the ability of an SVR to adapt to the data [17, 18, 31] . Chang and Lin [22] used parameter bounds of e-8<y<e8 and Lin and Weng [24] In total we evaluate 43,725 parameter combinations for each time series. As a grid search of this magnitude is a time intensive approach of parameter selection, we reduce the training time by applying a shrinking technique to speed up the decomposition used to solve the SVR optimization problem. It iteratively removes bounded components, so that reduced problems are solved [28, 30] . See Fan Chen and Lin for details [32] . To summarise, a total of 4,853,475 g-SVR candidate models are computed on the 111 time series using YALE [33] and the LIBSVM libraries [28] D. Selection ofSVR candidate models Depending on the combination of model parameters, a SVR is capable of approximating the underlying data generating process of a time series to different degrees of accuracy, permitting overfitting to the training data though the combination of sub-optimal parameters and therefore limiting its ability to generalize on unseen data [4] , see Hence the selection of a robust SVR candidate for each time series requires particular attention. To select the 'best' SVR candidate model from the different parameter setups, which are 43,725 per time series in this study, each time series is split into two subsets of 65% training data and 35% validation data [34] . Considering the length of the series the validation set is selected to roughly match the undisclosed test set in length, serving as a first estimate of a quasi-outof-sample accuracy. Each candidate g-SVR is trained exclusively on the training data and is selected on its validation dataset.
As only a short validation dataset is used for selecting the best candidate model for that time series, overfitting on the validation set frequently occurs if the validation subset does not adequately represent the true data generating process, which cannot be expected from small data sub-samples. Multiple approaches are feasible to avoid overfitting to the validation data set in model selection and to derive an unbiased estimator on unseen data. Comprehensive methods for data sub-sampling may be considered, including k-fold cross validation using different numbers of data folds or leave-one-out cross validation [35] To adhere to the naive approach, while avoiding the grave mistake of selection of the best candidate model on the training data itself, we compute only single cross-validation errors and select the best model on the prefixed validation set. So all SVR candidates are parameterised exclusively on the training set, while the forecasting capability of the models is evaluated on the validation set and the candidate model with the lowest validation error is selected [36, 37] .
Empirical simulation experiments have proven that error measures play an important role in calibrating and refining, model selection and ex post evaluation of competing forecasting models in order to determine the competitive accuracy and rank candidate models [36, 38] . Although they should be selected with care, we apply the quadratic error measure of the root mean squared error (RMSE), weighting each error deviation by the quadratic distance using:
Using quadratic error measures emphasises the influence of large forecast errors over small ones, e.g. from outliers, and should normally be avoided in the evaluation of model performance, but according to Armstrong and Collopy [38] practitioners and academicians used the RMSE frequently to draw conclusions about forecasting methods. Furthermore, they are frequently used due to their relation with conventional least-squares-estimators and their mathematical simplicity. This is also noteworthy, as the selection criteria diverges from the final forecasting error metric in the NN3 competition, which is using a symmetric mean absolute percent error (SMAPE) [38, 39] :
The model with the lowest RMSE on forecasting 18 t+± step-ahead forecasts on the validation set is selected and applied to predict the next 18 data points as multiple-stepahead forecasts t+l, t+2, ..., t+18 on the NN3 competition data sets. It is apparent, that this gives rise to another mismatch, as a method may show adequate accuracy on forecasting one step into the future, yet another set of parameters may perform better in forecasting multiple steps ahead. As this is commonly not aligned in previous studies, we comply with this malpractice in the naive methodology, introducing further potential for misspecification errors.
No true observations for the final 18 data points of the NN3 competition are available, so no evaluation of out-ofsample accuracy may be conducted. More thorough evaluations of the naive methodology would be feasible by splitting the available data into training, validation and test set, but these are not conducted due to the obvious suboptimality of the naive approach. This limits the following investigation to an analysis of correlation between training and validation data and the ranges of 'optimal' parameters.
IV. EXPERIMENTAL RESULTS
To derive insight about the potential quality of the estimated SVR models, we investigate the one-step-ahead predictions for all time series on training and validation data using the SMAPE. Table 1 shows the SMAPE for the 11 
