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Abstract
The aim of this thesis is to investigate a framework to design and optimise magnetostatic
systems. Over the course of the last decades the range of applications of permanent magnets
expanded considerably, thanks to the development of powerful rare-earth permanent magnets.
Concurrently, the research on methods to optimise permanent magnet based magnetic systems
intensified. The increase in computational power, and the emergence of new optimisation
algorithms provided new instruments for the design of magnetic systems. All these factor
contribute in making the optimisation of magnetic systems a very lively sector of modern
research.
The main focus of this work are magnetic systems based on permanent magnets, although
hybrid systems combining permanent magnets with electromagnets are also considered. Many
optimisation approaches presented here are derived within a framework based on the reciprocity
theorem. This theorem formulates an energy equivalence principle with several implications
concerning the optimisation of objective functionals that are linear with respect to the mag-
netic field. Linear functionals represent different optimisation goals, e.g. maximising a certain
component of the field averaged over a region of space. In general, a linear functional can be
expressed as the integral over a given region of the scalar product between the magnetic field
and an arbitrarily defined objective vector field. It has been known for some time that the
reciprocity theorem can be used to determine the optimal remanence distribution with respect
to a linear objective functional.
Additionally, it is shown here that the same formalism can be applied to the optimisa-
tion of the geometry of magnetic systems. Specifically, the border separating the permanent
magnet from regions occupied by air or soft magnetic material can be optimised within this
framework. Since in the practice most structures are realized by assembling uniformly magne-
tized pieces of permanent magnet, it is relevant to address the question of how a given region
of space is best subdivided. This problem is investigated here within the framework of the
reciprocity theorem. Analytical derivations will be used to show that, for segmentations con-
trolled by a single parameter, the globally optimal solution to this problem can be determined
for almost arbitrary geometries. The case of segmentations depending by two parameters has
been approached employing a heuristic algorithm, which led to new design concepts. Some
of the procedures developed for linear objective functionals have been extended to non-linear
objectives, by employing iterative techniques.
Even though most the optimality results discussed in this work have been derived ana-
lytically, the different approaches have been implemented in combination with finite element
methods, resulting in flexible and computationally efficient algorithms. Most of the optimisa-
tion approaches could only be proven under the assumption of linear magnetic behavior. The
last part of this thesis also investigates some of the effects on the performance of magnetic
systems, due to non-linear magnetic phenomena. In particular, the non-linear demagnetization
effects caused by the finite coercivity of the permanent magnet material will be examined.
All the optmisation techniques will be illustrated with example magnetic systems for dif-
ferent applications, thus showing the versatility and efficacy of the various approaches. The
Halbach cylinder geometry, relevant for many applications, will be often used as example, also
because of the many symmetries and optimality properties exhibited by this geometry. Despite
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the fact that this system has already been subject of many publications, some of the aspects
considered in this thesis have not been investigated before. The ultimate goal of the PhD
project is to apply the optimisation techniques developed during this research to the design
of the magnetic system for the prototype of heat pump based on the magnetocaloric effect.
Magnetic systems for room temperature magnetic refrigeration will thus frequently be used as
illustrative examples along the course of this thesis.
Primarily because of the theoretical relevance of linear functionals, the results presented here
lead to a deeper understanding of the magnet optimisation process. One of the perspectives
considered in this work is the trade-off between field intensity and field quality, as the choice
of a particular optimisation approach may favour one or the other. The general framework
discussed here provides a set of useful tools aiding the magnet design process. This research
also opened new scientific questions which would be worth investigating in future studies.
Resume´ (Danish)
Ma˚let med denne afhandling er at undersøge rammerne for design og optimering af magne-
tostatiske systemer. I løbet af de sidste a˚rtier er anvendelsesmulighederne for permanente
magneter udvidet betydeligt takket være udviklingen af stærke sjælden-jordarts permanente
magneter. Samtidig er forskningen i metoder til at optimere permanent magnet-systemer in-
tensiveret. Væksten i computerkraft, samt udviklingen af nye optimeringsalgoritmer har givet
nye muligheder for designet af magnetiske systemer. Alle disse faktorer bidrager til at gøre
optimeringen af magnetsystemer til en livlig aktivitet i moderne forskning.
Hovedfokus i dette arbejde er magnetsystemer baseret p˚a permanente magneter, men hy-
bridsystemer hvor permanente magneter kombineres med elektromagneter betragtes ogs˚a. Mange
af optimeringstilgangene preseneret her er afledt i rammen af reciprocitetsteoremet. Dette
teorem formulerer et energiækvivalensprincip med adskillige implikationer for optimeringen
af objekt-funktioner, som er lineære med hensyn til magnetfeltet. Lineære objekt-funktioner
repræsenterer forskellige m˚al for optimeringen, fx maksimering af en bestemt komponent af fel-
tet, midlet over et volumen. Generelt, kan en lineær objekt-funktion udtrykkes som skalarpro-
duktet af magnet feltet med et arbitrært defineret objekt vektorfelt integreret over en given
region. Det har været kendt i nogen tid at reciprocitetsteoremet kan benyttes til at finde den
optimale remanensfordeling med hensyn til en lineær objekt-funktion.
Derudover vises det her at den same formalisme kan anvendes til optimering af geometrien
af magnetiske systemer. Specifikt kan grænsen der adskiller regioner med permanent magnet
fra regioner med luft eller blødt magnetisk materiale optimeres. Idet de fleste magnetstrukturer
realiseres ved at samle blokke af uniformt magnetiseret magnetmateriale er det relevant at un-
dersøge hvordan et omr˚ade bedst opdeles i blokke. Dette problem undersøges her i rammerne af
reciprocitetsteoremet. Analytiske udledninger bruges til at vise at for segmenteringer afhængig
af en enkelt parameter kan den globalt optimale løsning findes for næsten vilk˚arlige geometrier.
Det tilfælde hvor segmenteringen afhænger af to parametre gribes an med en heuristisk algo-
ritme, hvilket fører til nye designkoncepter. Nogle af procedurerne som er udviklet til lineære
objekt-funktioner er blevet udvidet til ikke-lineære objekt-funktioner, ved at bruge en iterativ
teknik.
Selvom de fleste optimerings resultater der diskuteres i dette arbejde er afledt analytisk er
de forskellige tilgange implementeret i kombination med finite element metoder hvilket resul-
terer i fleksible og beregningsmæssigt effektive algoritmer. De fleste af optimeringstilgangene
kunne kun bevises under antagelse af magneter med en lineær opførsel. I den sidste del af denne
afhandling undersøges nogle af de effekter p˚a ydelsen fra et magnetsystem, som skyldes ikke en
ikke-lineær opførsel af magnet materialet. Specifikt undersøges den ikke-lineære demagnetiser-
ing der skyldes den endelige koercivitet i virkelige magnet materialer.
Alle optimerings teknikker illustreres med eksempler p˚a magnetsystemer fra forskellige an-
vendelser, for s˚aledes at vise alsidigheden og effektiviteten af de forskellige tilgange. Halbach-
cylinderen, som er relevant for mange anvendelser, benyttes ofte som et eksempel p˚a grund
af de mange symmetrier og optimalitets egenskaber af denne geometri. Selvom dette system
allerede har været belyst i mange publikationer indeholder denne afhandling aspekter der ikke
er belyst før. Det ultimative m˚al for dette ph.d. projekt er at anvende de udviklede opti-
merings teknikker til at designe et magnetsystem til en varmepumpe prototype baseret p˚a den
vi
magnetokaloriske effekt. S˚aledes vil magnetsystemer fra stue temperatur magnetisk køling ofte
anvendes som illustrative eksempler i denne afhandling.
Primært p˚a grund af den teoretiske relevans af lineære objekt-funktioner fører resultaterne
præsenteret her til en dybere forst˚aelse af magnetsystem optimerings processen. Et af de
perspektiver der betragtes her er afvejningen imellem feltstyrke og kvaliteten af feltet, idet
valget af en optimerings tilgang kan favorisere enten den ene eller den anden. De generelle
ideer der diskuteres her giver et set nyttige værktøjer der hjælper magnet designprocessen.
Denne forskning har ogs˚a a˚bnet op for ny videnskabelige spørgsm˚al som vil kunne belyses i
fremtidige studier.
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Chapter 0
Notations and units
0.1 Units
In thesis it is adopted the International System of Units. In particular, the magnetic flux
density B will be expressed in teslas (symbol T), and the magnetic field H and magnetization
M will be expressed in ampere over meters (symbol A/m). However, it will be often more
convenient to consider the product of H with the vacuum permeability µ0. This product can
be expressed in teslas, and similarly for µ0M . Many of the results will be presented in terms
of adimensional relative quantities.
0.2 Notation
This section briefly introduces the mathematical notation used in this work.
Vectors, and vector fields:
H (1)
Norm of vector:
H = ‖H‖ (2)
Normalized vectors:
Hˆ =
H
H
(3)
Rank-2 tensors, and tensor fields:
µ (4)
Cartesian coordinates
x, y, z (5)
Cartesian coordinates unit vectors:
eˆx, eˆy, eˆz (6)
Cylindrical coordinates:
ρ, φ, z (7)
Cylindrical coordinates unit vectors:
eˆρ, eˆφ, eˆz (8)
Functionals having a scalar or vector field as input argument and a real number as output:
S[H] (9)
Operators having a scalar or vector field as input argument and output.
F[H] (10)
xvi Chapter 0. Notations and units
0.3 Notation used in the figures
Figure 1 has the purpose of illustrating the notation used in many of the figures presented in
this thesis. Both the panels represent two dimensional systems. Two dimensional geometries
will be described in Cartesian coordinates x and y, or in polar coordinates ρ and φ. The
coordinate z indicates the direction going out of the plane. Figure 1a represents a square
magnet delimited by the thick black lines. The remanent flux density vector, introduced in
section 2.2.2, is indicated by the black arrow. The filed lines of the magnetic flux density are
represented as thin black lines. The colour of the background indicates the norm of the flux
density according to the colour-scale shown on the bottom of the figure: white corresponds
to zero, and the darker shades correspond to higher values of the norm. Figure 1b shows a
pair of two dimensional electromagnets with circular cross section, delimited by the black thick
lines. For two-dimensional systems, the only relevant component of the current density is the
z component. The value of the z component is indicated by the colour scale shown on the
bottom of the figure. The shades of red indicate the direction pointing out of the plane, while
the shades of blue indicate the direction pointing into the plane. The colour grey corresponds
to zero current density.
This notation will be employed for many figures shown in this thesis, usually representing
results of Finite Element Methods (FEM), calculations.
Flux density norm
0
(a)
Current density z component
In Out
(b)
Fig. 1: Illustration of the notation which is going to be used to illustrate the magnetic structures
presented in this work.
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Chapter 1
Introduction
Magnetic systems play a crucial role in many important scientific and technological applications.
Optimising these systems is always important, especially for energy conversion systems, where
achieving a high efficiency is crucial, and for emerging or developing technologies, such as
magnetic levitation or magnetic refrigeration.
The purpose of this thesis is to study a general framework for the optimisation of magneto-
static systems. While the field of design and optimisation of magnetic systems has been subject
of intense scientific investigation over the course of the years, the shifting technological land-
scape keep introducing new questions and provides new possibilities, thus creating the necessity
for new research. In particular, the range of applications of permanent magnet flux sources
has been constantly broadening during the last decades, as new powerful magnetic materials
have been developed. This thesis addresses permanent magnet based systems or hybrid systems
including permanent magnets combined with electro magnets.
Rather than focusing on the optimisation of a specific magnetic system, the perspective
adopted in this work is to derive general results and illustrate the resulting optimisation ap-
proaches using example magnetic systems from applications in different fields, although with a
special focus on magnetic refrigeration.
1.1 Background
1.1.1 Rare earth permanent magnets and applications
Before the discovery of rare earth based permanent magnets revolutionized the sector in the
1970s, ferrites and Ni-Co based alloys were among the most frequently used permanent magnet
materials [3]. The study of rare earth based compounds led to the development of modern
permanent magnet materials, such as Sm-Co magnets and Nd-Fe-B magnets [3, 2, 1]. Besides
having a larger remanent flux density than previously known magnets, these materials greatly
surpass their predecessors for what concerns anisotropy field, coercivity, energy product and
temperature stability [1]. All together this set of qualities unlocked the use of permanent
magnets for applications which were previously unfeasible [4]. Dysprosium is another rare-
earth element which is important for the magnet industry since its addition to the composition
of Nd-Fe-B magnets can increase its coercivity and temperature stability [1, 17].
The design of magnetic systems exploiting these new possibilities has been subject of intense
research during the last decades. As it is stressed in [28], a grand part of the electrical energy is
produced with and consumed by rotary devices performing electromechanical energy conversion.
For their ability of generating magnetic fields at no energy-cost, permanent magnets are crucial
for the development of a sustainable and efficient energy system [67]. Because of the precision
and stability of the fields, magnetic actuators [29, 71], magnetic gears [23, 20, 73, 23], and
2 Chapter 1. Introduction
magnetic bearings [21, 22] realized with permanent magnets are also reaching many other
industrial applications, especially with the ongoing advancements in the fields of automation and
robotics. Nuclear magnetic resonance is applied in many scientific techniques, most notably for
medical imaging, and the usage of permanent magnets for this application has been considered
by different scientific publications [31, 32]. In the field of beam physics permanent magnets
are being used for beam focusing [35, 37] because of their ability to efficiently deliver stable
and precise multipole fields, and are also present inside insertion devices such as wigglers and
undulators [36].
Among the emerging technologies employing permanent magnets, room temperature mag-
netic refrigeration is particularly relevant with respect to this thesis. The PhD project has
been in fact carried out within the magnetic refrigeration research group of the Technical Uni-
versity of Denmark, with the ultimate goal of designing the magnetic system for the prototype
of a heat pump based on the magnetocaloric effect1. Refrigerators and heat pumps exploiting
the magnetocaloric effect are being investigated as alternatives to conventional devices based
on vapour-compression thermodynamic cycles [98]. The main motivation behind this research
is the attempt of reducing the negative impact on the environment associated with green-
house gases and ozone-depleting gases frequently used as refrigerants in conventional devices
[27, 26]. Currently, the challenge is to achieve the same levels of performance reached by vapour-
compression refrigeration [99, 103]. It is worth mentioning that the magnetocaloric materials,
i.e. the materials exhibiting the magnetocaloric effect, are frequently rare earth compounds as
well [100].
Achieving sustainability is certainly the most important objective that modern society
should confront. As mentioned above, rare-earth materials became crucial for clean energy
applications. It is therefore important to consider some strategic issues with the production
and availability of these materials. Particularly after 2011, the price of rare earth materials
has been subject to sharp fluctuations [17]. The global production of these materials is vastly
dominated by the Chinese output, which is limited by export quotas. This situation raises
concerns over the supply risk associated with these materials. It is essential to consider also
the ecological footprint associated with mining and processing rare earth elements, as many of
the industrial processes involved have a negative effect on the environment [19].
Because of these reasons, the newest trend of the research is also to investigate strategies
to diversify the supply and to limit the use of the most critical materials, such as Neodymium
and Dysprosium [19]. Among the possibilities being explored, research on recycling end-of-life
rare earth magnets is currently ongoing [14, 15, 16]. It is also being studied the possibility
of replacing the use of these materials with alternatives which are not interested by the same
issues [18].
The field of design and optimisation of magnetic systems is also affected by this relatively
new trend. One of the priorities is to minimise the amount of permanent magnet used in a
given magnetic system. Another challenge is to design the magnetic systems such that they
can be realized with rare-earth free [69] or recycled [68] permanent magnet materials, which
are generally less versatile.
1The PhD project is in fact a work package of the ENOVHEAT project (link to the project website), which
involves a collaboration between DTU and other universities and companies.
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1.1.2 Magnet optimisation approaches
The field of magnet design and optimisation has been subject of important innovations over
the course of the last decades.
The computational power available for scientific computations has been steadily improv-
ing, thus expanding the range of application of numerical approaches, such as finite element
methods, to more complex physical systems. The main advantage of numerical techniques over
analytical approaches is in fact the capacity to predict the behaviour of systems characterized by
complex geometries, interplay between different physical processes, and non-linear phenomena.
Starting from the 1960s different numerical simulation programs were developed and became
available as open source or commercial packages. The availability of these computational tools
is one of the factors that simplified the implementation of optimisation algorithms for design
problems.
Another significant break-through came from the development of a new class of optimisa-
tion algorithms inspired by physical or biological processes. Some examples include genetic
algorithms, simulated annealing, machine learning approaches, and artificial-colony-type algo-
rithms [43]. These algorithms are usually of heuristic nature. Deterministic gradient-based
algorithms are another possible way to address an optimisation problem when an exhaustive
sampling of the search space is infeasible. This class of algorithms, such as steepest descent,
exploits the information given by the gradient of the objective function to gradually converge
to a stationary point [45]. The main disadvantage of gradient-based algorithms compared to
heuristic algorithms is the risk of convergence to a locally optimal point instead of the desired
globally optimal solution. One of the purposes of heuristic algorithms is to avoid this problem
by employing effective strategies to explore a larger region of the search space with a relatively
limited number of evaluations of the objective function. Many scientific studies investigated
the application of these approaches to magnet design and optimisation problems.
Topology optimisation is a class of optimisation approaches that has also been considered
for the purpose of designing magnetic systems. Since in topology optimisation the arrangement
of materials with different properties is not constrained by a predefined topological configura-
tion, this family of methods potentially leads to novel design concepts. As the implementation
usually relies on numerical approaches to simulate the magnetic system, topology optimisation
approaches are versatile and do not require imposing restrictive assumptions about the phys-
ical behaviour of the system. The optimisation scheme may be performed by gradient based
methods [58, 59, 60] or heuristic approaches [61, 66, 62, 63], such as genetic algorithms. Even
though in principle topology optimisation can be applied to any magnet design problem, this
optimisation method has yet to reach its full potential. One limitation is the trade-off between
computational time and the resolution of the mesh underlying the simulation. Moreover, some
care has to be taken in order to avoid solutions characterized by finely subdivided or jagged
shapes, which may sometimes be produced as result of the topology optimisation procedure.
It is important to stress that the rise of new promising numerical optimisation techniques did
not diminish the relevance of more well-established approaches based on analytical derivations.
In some cases it is possible to derive closed form expressions of the physical quantities that
are relevant to the optimisation problem, expressed as function of the optimisation parameters
to be varied. These expressions can only be obtained starting from simplifying assumptions,
which are generally more idealized than the assumptions required for numerical procedures.
However, finding the optimal set of parameters with respect to the optimisation objective is
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considerably easier when closed-form expressions are available. The analytical calculation of the
field may be based on solving the partial differential equation governing the magnetic potential
[72, 73, 54, 55, 56], often by means of spectral methods. Alternatively, the calculation might be
based on a simplified model of the magnetic system [52, 53, 70], such as the lumped parameter
magnetic circuit model.
Fig. 1.1: Halbach cylinder.
An important landmark in the design of permanent magnet based systems is the invention of
a novel geometrical arrangement of permanent magnet blocks which generates a field with many
desirable features [64]. These geometrical arrangement are currently known as Halbach arrays
or Halbach cylinders [65]. In the ideal scenario of smoothly varying magnetization direction,
these configurations are theoretically able to produce multipole fields of arbitrary intensity and
precision, provided that a sufficiently large volume of magnet is used. The Halbach arrays
have been developed employing analytical approaches, originally under the assumption that
the permanent magnet material is characterized by zero magnetic susceptibility [65]. This
simplified model, which would have been an unrealistic description if applied to pre-70s magnetic
materials, is surprisingly accurate when applied to rare-earth based permanent magnets whose
development initiated around the same time of the invention of the Halbach cylinder. Variations
of Halbach-type designs have been used extensively. Some of the applications include [4]: NMR
spectroscopy [40, 32, 30, 31], cyclotrons [33], electric motors and actuators, generators, magnetic
levitation, and magnetic refrigeration [98, 27, 92].
In more recent times an analytical framework starting from similar assumptions has been
employed to derive conditions obeyed by the maximally energy-efficient magnetization distri-
bution which generates a given magnetic field [86]. These insightful results also provide a way
to calculate the optimal magnetization distribution whose norm and direction are smoothly
varying functions of the position. The same authors investigate the generation of a perfectly
uniform field inside a closed cavity by combining uniformly magnetized wedges [87, 89].
Of particular relevance with respect to the optimisation approaches considered in this thesis,
is the application of the energy equivalence relation known as reciprocity theorem [74] to magnet
optimisation problems. This perspective proves to be insightful from a theoretical point of view,
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and practically useful for the optimisation of real magnetic systems [80, 81]. Many ramifications
of the reciprocity theorem concerning the optimal geometry of magnetic systems have not been
explored by previous works.
1.2 Scope of this work
As stressed above, many factors contribute in stimulating the research in the field of design
and optimisation of magnetic systems, leading to a vast variety of techniques. The strategy
adopted in this thesis is to break down the optimisation procedure into easier problems which
can then be tackled by relatively simple approaches. The idea of starting with the easier
questions is applied by introducing rather restrictive assumptions and by initially addressing
the most fundamental optimisation problems. The results derived within these assumption
provide the starting point to generalize the optimisation procedures to more complex cases. In
this thesis some of the implications of the theoretical approaches mentioned in the last part of
section 1.1.2 will be explored in greater depth. As will be shown, this framework has important
implications with respect to the optimisation of the flux sources and the geometry of magnetic
systems [105, 106].
One of the fundamental assumptions adopted in this work, is that the magnetic systems
under consideration are described by the equations of magnetostatics. Despite the name this
mathematical description is applicable, at least to some extent, to the analysis of magnetic
systems including moving parts or slowly varying currents.
(a) Prototype previously developed at DTU.
(b) Prototype being developed for the
ENOVHEAT project.
Fig. 1.2: Rotary devices for room temperature magnetic refrigeration.
The different methods will be illustrated with examples of magnet optimisation problems
from different scientific and technological fields. These examples have the purpose of clarifying
the procedures and showing the efficacy and flexibility of the optimisation methods. A detailed
analysis of the technical issues concerning specifically the different applications goes beyond
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the scope of this thesis. Because of its relevance for many different applications, the Halbach
cylinder geometry is considered many times through the thesis under different perspectives and
in relation with different optimisation strategies. This geometry exhibit several symmetries,
and many calculations can be performed analytically for this case. The Halbach cylinder is
thus a particularly convenient example for illustrating various concepts [104].
The other group of recurrent examples which will be analysed through the thesis comes from
the field of room-temperature magnetic refrigeration. The focus will be on design concepts for
rotary devices. The purpose of these magnetic system is to cyclically vary the intensity of
the field experienced by the magnetocaloric material which is collected in many independent
cassettes. This is accomplished by rotating the permanent magnet with respect to the cas-
settes enclosing the magnetocaloric material. Two different design concepts will be analysed
in particular. The first design corresponds to a prototype previously developed by the mag-
netic refrigeration research group at DTU [103]. Figure 1.2a shows a picture of the prototype
whose geometry is inspired by the Halbach cylinder. During this work, the field produced by
the magnetic system of figure 1.2a has been measured and compared with the finite element
method calculation.
The second design concept is illustrated in figure 1.2b, and presents similarities with the de-
signs discussed in [25, 24]. The figure represents the drawing of the prototype of the heat-pump
device currently being designed within the ENOVHEAT project by the magnetic refrigeration
research group. As optimising the magnetic system for this device is the ultimate goal of the
PhD project, this system occupies a central role among the examples considered in this thesis.
Chapter 2
Framework
This section introduces the mathematical framework describing the magnetic systems discussed
in this work. The fundamental equations governing magnetostatic phenomena are introduced in
section 2.1. The following section describes the magnetic properties of the materials considered
in the thesis.
2.1 Fundamental equations
Electromagnetic phenomena in the macroscopic scale are described by a set of four fundametal
equations, known as macroscopic Maxwell’s equations. The macroscopic Maxwell’s equations
expressed in differential form are given by:
Gauss’s law:
∇ ·D = ρfree (2.1)
Gauss’s law for magnetism:
∇ ·B = 0 (2.2)
Maxwell-Faraday equation:
∇×E = − ∂
∂t
B (2.3)
Ampe`re’s law with Maxwell’s addition:
∇×H = J free + ∂
∂t
D (2.4)
Where the vector fields E, D, B, and H denote the electric field, electric displacement field,
magnetic flux density, and magnetic field, respectively. The symbols ρfree and J free denote,
respectively, the electric charge density and current density not associated with the collective
response of macroscopic bodies.
The macroscopic Maxwell’s equations imply the continuity equation, which expresses con-
servation of electric charge:
∇ · J free = − ∂
∂t
ρfree (2.5)
This equation is derived by applying the divergence operator to equation 2.4, and using equation
2.1. The interaction between macroscopic bodies and electromagnetic fields is due to complex
collective phenomena happening at the nano-scale, which can only be analysed within the theory
of quantum mechanics. The macroscopic equations reduce the complexity of these phenomena
to the relation between the macroscopic fields D and H and the microscopic field E and
B. These relations are called constitutive relations. The difference between macroscopic and
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microscopic fields is due to microscopic distributions of polarization charges and magnetization
currents within the bodies, which are not included in the quantities ρfree and J free. The response
of macroscopic bodies to electromagnetic field may be predicted employing a statistical quantum
description of the material, or based on phenomenological models.
The focus of this thesis is on steady state magnetostatic phenomena, described by a set
of two equations derived from Maxwell’s equations. The steady state regime is expressed by
the requirement that the free currents are not varying with time, and the time derivative D is
null, thus generating a static magnetic field. In this regime the electric equations for E and D
decouple from the magnetic equations for B and H, leading to the equations of magnetostatics:
Gauss’s law for magnetism:
∇ ·B = 0 (2.6)
Ampe`re’s law:
∇×H = J free (2.7)
The simplified continuity equation which is consistent with the steady state requirement, can
be derived from Ampe`re’s law:
∇ · J free = 0 (2.8)
The constitutive relation between H and B describes the magnetic behaviour of macroscopic
bodies, and is often expressed in functional form as B = f(H). The formalism is commonly
based on the introduction of the auxiliary field M , called magnetization, and defined by:
M =
1
µ0
B −H (2.9)
Where µ0 denotes the vacuum magnetic permeability, given by µ0 = 4pi × 10−7 N/A2. The
magnetization expresses the density of magnetic dipoles in a magnetic material.
As can be immediately derived from equations 2.6 and 2.7, if the geometry is rescaled
isometrically by a factor λ the flux densities and magnetic field spatial distributions rescaled
by the same factor are still a valid solution:
B(x)→ B(λx); H(x)→H(λx) (2.10)
Here x denotes a generic point of space. The vector fields M and J free scale in the same
way. Exploiting this invariance, the geometrical parameters describing the magnetic systems
analysed in this thesis will often be expressed in terms of relative lengths and volumes, rather
than reporting the particular values used for the calculations. When the actual size of the
system is relevant, the absolute geometrical parameters will be explicitly reported.
2.2 Materials
As mentioned in the previous section, the magnetic response of a material is described by a
constitutive relation. The simplest relation is direct proportionality, expressed as:
B = µH (2.11)
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where the proportionality factor µ is the magnetic permeability characterizing the material.
Introducing the magnetic susceptibility χm, and writing µ as µ0(1 + χm), the definition of M
given by equation 2.9, implies the following direct proportionality between M and H:
M = χmH (2.12)
The ratio between the permeability of a material and the vacuum permeability is called rel-
ative permeability, and denoted by µr = µ/µ0. Relation 2.11 can be generalized to the case
of anisotropic response by considering the rank-2 permeability tensor denoted as µ and the
corresponding susceptibility tensor χ
m
. Even considering the anisotropic case, the behaviour
described by equation 2.11 does not apply to all cases, as will be discussed in sections 2.2.2 and
2.2.3.
2.2.1 Non magnetic materials
The vacuum permeability, introduced in the previous section, describes the magnetic behaviour
of empty space, thus given by:
B = µ0H ⇐⇒ M = 0 (2.13)
Non magnetic materials are characterized by the same constitutive relation as vacuum space.
This implies that the relative permeability is equal to 1 and the susceptibility is zero. Many
materials are characterized by a null or almost null magnetic response. Since the relative
permeability of air is only very slightly greater than 1, the parts of a magnetic systems that
are filled with air have almost the same magnetic behaviour as if they were completely empty.
Similarly, the relative permeability of copper is only very slightly smaller than 1, and the same
is true for other weakly magnetic metals, such as aluminium or non-magnetic steel. Copper
is relevant for hybrid magnetic systems involving electro-magnets, as their coils are generally
composed of this highly conductive material. Aluminium and steel are also relevant since the
weight bearing and structural elements of magnetic structures are often composed of these
materials.
2.2.2 Permanent magnets
Permanent magnets are materials that exhibit a magnetic behaviour even in absence of an
applied field. For their ability to generate an external magnetic flux density they are also called
permanent magnet flux sources.
In the data-sheets provided by the magnet manufacturers the non-linear properties of a
permanent magnet material are usually described by the B-H curve for the easy axis of magne-
tization. The assumption behind this model is that the non-linear effects are negligible in the
transverse directions, which is a good approximation as long as the transverse field is not too
intense [5]. An example of B-H graph and the corresponding M -H graph are shown in figures
2.1a and 2.1b, respectively. The graph represents a hysteresis loop, shown as thick lines, and
the virgin curve that is the thinner line passing by the point (0, 0). The graphs of the magne-
tization relations are also called intrinsic curves, while the graphs of the flux density relations
are called normal curves. Figure 2.1a also shows an example load line and the corresponding
working point of the B-H curve [76], shown in grey.
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Fig. 2.1: Prototypical B-H curve, 2.1a, and M -H curve, 2.1b, representing the magnetic be-
haviour of permanent magnets along the easy axis of magnetization. Different geometrical
features of the curves are associated with parameters commonly reported in permanent magnet
data sheets.
The most relevant part of the graph for modelling of permanent magnet based system is
usually the demagnetization curve, indicated in figure 2.1b, and the corresponding curve of the
B-H graph of figure 2.1a. If memory effects play an important role and the permanent magnet
is subject to an oscillating field, the trajectory of the working point on the B-H plane describes
minor hysteresis loops, enclosed by the major loop [76]. A detailed analysis of this situation
requires more complex models [7]. However for modern rare earth permanent magnets these
effects are usually less significant [76].
Some of the parameters reported by the data-sheets of permanent magnets correspond to
geometrical features of the curves.
• The remanent flux density, or remanence, is denoted by Br. In figure 2.1a this parameter
corresponds to the intersection point between the demagnetization B-H curve and the
H = 0 axis.
• The coercive force, or coercivity, is denoted by Hc. In figure 2.1a this parameter corre-
sponds to the intersection point between the demagnetization B-H curve and the B = 0
axis.
• The recoil permeability is denoted by µrec. In figure 2.1a this parameter corresponds to
the slope of the line indicated as recoil line, which is the tangent to the demagnetization
B-H curve at its point of intersection with the H = 0 axis1.
• The intrinsic coercive force, or intrinsic coercivity, is denoted by Hci. In figure 2.1b this
parameter corresponds to the intersection point between the demagnetization M -H curve
and the M = 0 axis.
1If minor loops are taken into account the recoil line intercepts the major hysteresis loop [76].
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• The saturation magnetization is denoted by Ms and is the value of magnetization corre-
sponding to the horizontal asymptote shown in figure 2.1b as a dashed line.
• The point of maximum energy product is denoted by (BH)max and is the point of the
demagnetization B-H curve indicated by a square marker in figure 2.1a.
There is a wide variety of commercially available permanent magnet materials with different
magnetic characteristics. The curves of figures 2.2a and 2.2b are representative of some of the
features exhibited by real materials. The values of the parameters that describe these curves
are listed in table 2.1, and are within the range of commonly used materials [10, 12, 13]:
µrec/µ0 Br [T] µ0Hc [T] µ0Hci µ0Ms[T ]
Mat. 1 1.05 1.4 0.95 1.05 1.45
Mat. 2 1.05 1.2 1.05 1.59 1.28
Mat. 3 2.00 0.7 0.10 0.10 0.80
Mat. 4 997 0 0 0 1.77
Air 1 0 0 0 0
Table 2.1: Parameters of the magnetic materials
For the purpose of numerical computations it is sometimes convenient to describe the B-H
relations using a phenomenological model function [6], such as:
M(H) =
2Ms
pi
arctan
(
H +Hci
∆H
)
(2.14)
The arctangent functions approximately reproduces the behaviour of magnetization curves, but
other choices of sigmoid functions could have been possible. This model function is controlled by
the three parameters Ms, ∆H, Hci, determining respectively the vertical scale, the horizontal
scale, and the horizontal shift, determining the intersection between M(H) and M = 0. The
parameters Ms and Hci are often included in the permanent magnet data sheets, while the
parameter ∆H can be fixed by imposing some additional condition, such as the slope of the
corresponding B(H) curve at H = 0, given by µrec, or the intersection of the B(H) curve with
B = 0, given by Hc. The same model function could also have been parametrized in terms of
different quantities, such as Br instead of Ms. However, the variety of possibilities is limited
by the number of free parameters. For example is not possible to modify the hardness of the
knee-point without altering other geometrical features of the graph. More elaborate model
functions with additional degrees of freedom would increase the range of possibilities.
We will now discuss some general features exhibited by real permanent magnet materials,
by considering the prototypical curves shown in figure 2.2a. The slope of the demagnetization
B-H curve of materials 1 and 2 is constant over a wide region of the second quadrant around
the point of intersection with the axis H = 0. This property is typical among modern rare-
earth based hard permanent magnets such as Sm-Co and Nd-Fe-B magnets. In many cases it
is justifiable to linearise the B-H curve around this point:
B = µrecH +Brem (2.15)
This linear relation describes the recoil line indicated in figure 2.1a. If the recoil permeability
is very close to µ0 as in these two example materials, the relation can be approximated even
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Fig. 2.2: B-H curves, 2.2a, and M -H curves, 2.2b, representing the magnetic behaviour of the
prototypical materials whose properties are listed in table 2.1. These curves correspond to the
phenomenological model function given by equation 2.14. As discussed in the text, the different
features of the curves are important to determine which materials might be suitable for a given
application.
more by assuming:
µ→ µ0 (2.16)
This is for many purposes a fairly accurate model of hard permanent magnets [65, 87]. In this
limit the M -H curve is reduced to a horizontal line and χm → 0. Using this approximation
may simplify significantly the mathematical difficulties of modelling a magnetic system. The
demagnetization B-H curve of material 1 presents a knee point in the second quadrant of the
graph and therefore might exhibit a non-linear behaviour more easily than material 2 that has
the knee point in the third quadrant. For material 3 linearising the B-H curve around its point
of intersection with the H = 0 axis would not be very realistic approximation. The magnetic
behaviour due to non linearity of the B-H curve for the easy axis of magnetization will be
considered in section 7.1. The three dimensional generalization of equation 2.15 is expressed
by the following equation:
B = µH +Br (2.17)
The remanent flux density vector, denoted by Br is oriented along the easy axis and has
norm equal to Br. The rank-2 permeability tensor, µ, describes the general linear dependence
between H and B. This general relation may include, e.g., different permeabilities along the
easy axis and the hard axes. When the slope of the B-H curve remains constant inside the
second quadrant, i.e. when the knee point is in the third quadrant, the permeability for the
easy axis, denoted by µ‖, can be expressed in terms of Br and Hc:
µ‖ =
Br
Hc
(2.18)
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The permeability for the hard axes, denoted by µ⊥ is related to the anisotropy field HA. The
following relation is often a good approximation [65]:
µ⊥ = µ0 +
Br
HA
(2.19)
Typical values of anisotropy field for modern rare earth permanent magnets range from ≈ 5 T
to ≈ 40 T [4, 65], making these materials quite stable with respect to transverse fields. Often
using a scalar permeability provides a sufficiently realistic model.
It is worth mentioning that the versatility of a given permanent magnet material depends on
other physical properties as well. Thermal stability is an extremely important factor, especially
for applications such as electric motors. Since the magnetic behaviour is due to the ordering
of the magnetic spins within the crystal lattice, thermal fluctuation may obscure the relatively
small energy advantage of the ordered state. A too high temperature will cause the material to
completely loose its magnetic properties. Increasing the thermal stability of permanent magnet
materials is one of the most studied aspects of the research on permanent magnet materials [1].
Thermal coefficients describing the temperature dependence of the magnetic properties are often
reported in the permanent magnet data sheets [10], and can also be included in numerical models
of magnetic systems [6]. Electrical conductivity must also be considered when the material is
subject to time varying fields, which would induce electromotive forces. Depending on its
conductivity, eddy currents may establish inside the permanent magnet material and the Joule
heating associated with such currents would have a harmful effect on the magnetic properties.
Typical values of electrical resistivity for Neodymium magnets are around 140µΩ cm [13].
2.2.3 Soft magnetic materials
Soft ferromagnets are widely used as passive element inside magnetic structures, since they are
excellent magnetic conductors. Even though the magnetic effects exhibited by these materials
in absence of an external field are usually negligible, they are extremely useful for their ability of
channelling, shielding, or shaping the field generated by permanent magnets or electromagnets.
Iron is a prototypical material belonging to this category, broadly used in the applications
because of its magnetic properties and relatively low price.
Soft magnetic materials are characterized by a very small value of coercivity. If the effects
of magnetic hysteresis are completely neglected, corresponding to the limit Hc → 0, the B-H
relation for soft magnetic materials exhibits approximately the behaviour of material 4, shown
in figures 2.2a and 2.2b. In this limit the remanent flux density is also zero. It has to be stressed
that the behaviour of soft magnetic materials is usually nearly isotropic. If the magnetic field
is decomposed into its norm H and its direction, given by the unit vector Hˆ, the isotropic non
linear relation can be expressed in vector form as:
B = Hˆf(H) (2.20)
Generally it is desirable to avoid the phenomenon of magnetic saturation, corresponding to the
almost flat regions of the B-H curve. This implies that is generally advantageous to increase
the magnetic saturation of soft magnetic materials. When the working point is expected to
remain in the nearly vertical region of the curve, i.e. far from the saturation magnetization of
the material, the non linearities play a minor role, and it is thus justified to approximate the
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B-H relation with a linear dependence, expressed by:
B = µH (2.21)
As mentioned, this relation describes the B-H curve in its region of highest slope. The values
of permeability of soft magnetic materials are in fact by several order of magnitude larger than
the values of hard permanent magnets. As can be seen from table 2.1, the relative permeability
parametrizing the B-H curve of material 4 is 997, which is a typical value for materials com-
monly used in magnetic structures. Materials specifically designed for high permeability can
reach even higher values [11]. For modelling purposes, and especially when using analytical
techniques, the high values of permeability justify the use of the approximation [85, 86]:
µ→∞ (2.22)
This approximation has important consequences from the theoretical point of view, which will
be exploited in different derivations discussed in this work. Section 7.2 presents an example
of how the generated field may be distorted because of the saturation of the soft magnetic
material.
The development eddy currents due to time varying fields is usually a more important
issue for soft magnetic materials than it is for permanent magnets. For example, the joule
dissipation associated with the eddy currents inside the iron cores may decrease significantly
the performance of an electrical machine or a transformer. One possible solution is to laminate
the cores combining layers of ferromagnet separated by thin layers of electrical insulator which
have the purpose of breaking the current loops. The orientation of the layers has thus to be
determined from the distributions of induced currents inside the different parts of magnetic
structure. However the choice of orientation must also be based on the path described by the
field lines of the magnetic flux density, since laminations that are transversal to the field lines
might decrease the total flux across the part. Even when the layers are parallel to the field
lines an over-reduction of the cross-section area filled with ferromagnet might induce magnetic
saturation, thus again reducing the flux.
2.2.4 Insulators
Magnetic insulators could in principle have a symmetrical role with respect to the role of soft
magnetic materials for the design of magnetic structures. This symmetry is highlighted by the
discussion of section 4.1.3. Unfortunately, the permeability of conventional room temperature
materials can be only slightly below µ0, making their insulating properties almost negligible.
The picture changes drastically if superconductivity is considered. In the superconducting
regime the field lines cannot penetrate the surface of a superconductor, meaning that the
magnetic permeability is almost exactly zero. This unlocks many possibilities, such as the
impressive results presented by Prat-Camps et al. in [8, 9] which consider combining layers of
superconductor alternated with layer of ferromagnetic material to realise a metamaterial with
highly anisotropic magnetic properties. Thanks to these properties it is possible to perfectly
channel the magnetic flux, making these metamaterials ideal for the purposes of magnetic
cloaking and flux concentration. Since superconducting magnets are not within the scope of
this work, these possibilities are not explored in this thesis.
Chapter 3
Magnetic Circuit Model
3.1 Introduction
The magnetic circuit model is an approximate description of the behaviour of a magnetic
system. It often provides the most intuitive way to understand a magnetic system. Different
scientific studies apply this framework to magnet design problems [52, 53].
The magnetic circuit model approximates a magnetic system with a collection of intercon-
nected components, analogously to the lumped element model approximation of an electrical
system. As will be discussed in sections 4.1 and 4.2, an exact calculation of the spatial depen-
dence of the magnetic field in a magnetic system requires solving a partial differential equation.
This calculation cannot always be performed analytically, and it is often necessary to resort
to numerical approaches such as finite element methods. With the magnetic circuit model the
problem is reduced to a discrete set of algebraic equations. If the constitutive relations of all
the materials in the system are assumed to be linear, the problem is represented by a system of
linear equations. Not all the magnetic systems can be realistically described by the magnetic
circuit model. The fundamental assumption is that the magnetic flux is constrained into a
series of interconnected channels, such that the flux across their lateral surfaces is zero. This is
an adequate model of structures mostly composed by high-permeability material, such as iron,
surrounded by a medium of very low permeability, typically air.
Figure 3.1a shows a simple example of such a structure. As can be seen from the figure, the
magnetic circuit is composed by a permanent magnet block connected to two iron cores. A small
air gap located in the right side of the loop separates the two iron cores. Figure 3.1a represent a
realistic situation, calculated with FEM analysis. Figure 3.1b represents the idealized situation
described by the magnetic circuit model. As can be noticed from figure 3.1a, the field lines are
not perfectly constrained within the different components of the circuit. Particularly around
the air gap, the magnetic flux leaks into the regions which the magnetic circuit model would
assume to be perfectly insulated. In section 3.4 we will examine more realistic examples of
magnetic circuit, which incorporate leakage across the lateral surfaces of the structures. For
now this effect will be neglected. As can be seen from the circuit diagram on the top-right
corner of figure 3.1b, the magnetic system has be modelled with a single loop magnetic circuit
composed by four elements all connected in series: the permanent magnet, the two iron cores,
and the air gap.
It is assumed that the geometry of each component is characterized by its length L, measured
along the direction of the field lines, and its cross-sectional area S. The magnetic field and
magnetic flux density are always oriented in the direction of the length of the component, and
their norm is constant. The field H and the flux density B are thus related by a scalar equation
B = f(H). This leads to a relation between the magnetic flux Φ = BS through the component
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Fig. 3.1: Single loop magnetic circuit composed by four component connected in series: the
permanent magnet, two iron cores, and an air gap. 3.1a: FEM calculation taking into account
magnetic flux leakage across the lateral surfaces of the circuit. 3.1b: illustration of the funda-
mental assumption on which the magnetic circuit model is based, i.e. the magnetic flux cannot
leak from the circuit. The circuit diagram is shown on top right corner of figure 3.1b.
and the magnetomotive force F = HL across it:
Φ = S f(F/L) = F (F) (3.1)
Flux and magnetomotive force are the analogous of the electric current flowing through a
component and the voltage across it, respectively. Gauss’s law for magnetism leads to the
magnetic equivalent of Kirchhoff’s current law: it implies that the algebraic sum of the magnetic
fluxes Φk of all the components connected to the same node is zero:∑
k
Φk = 0 (3.2)
Ampe`re’s law leads to the magnetic equivalent of Kirchhoff’s voltage law: it implies that the
directed sum of the magnetomotive forces Fk across the components that form a closed loop is
equal to the total electric current I flowing through the loop.∑
k
Fk = I (3.3)
The mathematical techniques that are normally applied to analyse electrical circuits can
also be applied to the analysis of magnetic circuits. It is possible to combine two components
in series or in parallel, and calculate the Φ-F relation for the series or parallel combination. Two
components, labelled by A, and B are considered, and the component obtained by connecting
A and B in series is labelled by C. The following two equations relate flux and magnetomotive
force for component C, with the corresponding quantities for A and B.
ΦC = ΦA = ΦC ; FC = FA + FB (3.4)
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Fig. 3.2: Graphical interpretation of the parallel and series composition between two circuit
elements. The left and middle panel represent the series sum and parallel sum, respectively. The
right panel shows how to graphically determine the solution for a single loop circuit composed
by two elements. This lead to the concept of load line, which is shown in the figure.
Therefore the relation between the magnetomotive force across C and its flux is given by:
FC = F−1(ΦC) = F−1A (ΦC) + F−1B (ΦC) (3.5)
The left panel of figure 3.2 shows the geometric interpretation of this equation on the Φ-F
graph. The curve ΦC-FC , plotted in black, is obtained by summing horizontally point by point
the two curves corresponding to the components A and B, plotted in red and green, respectively.
If C denotes instead the component obtained by connecting A and B in parallel, it is possible
to apply a similar argument as long as the current flowing through the loop formed by A and
B is zero.
ΦC = ΦA + ΦC ; FC = FA = FC (3.6)
The magnetic response of component C is then given by:
ΦC = F (FC) = FA(F) + FB(F) (3.7)
The middle panel of figure 3.2 shows the geometric interpretation of this equation on the Φ-F
graph. The curve ΦC-FC , plotted in black, is obtained by summing vertically point by point
the two curves corresponding to the components A and B.
Let us now consider a simple circuit, only composed by a component labelled by A connected
to a component B as shown in the right panel of figure 3.2. The component B represents a
permanent magnet and the component A, represents the rest of the circuit attached to it, which
we will call load. For the illustrative example of figure 3.1, the component A would be the series
sum of the air gap with the two iron cores. If the current flowing through the loop formed by
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A and B is zero, the following two relations must be satisfied:
ΦA = −ΦB ; FA = FB (3.8)
The black curve of the third panel of figure 3.2, labelled Load Line, has been obtained from
the ΦA-FA curve by reflecting it around the horizontal axis, Φ = 0. The actual values of ΦB
and FB when B is connected to A are given by the intersection of the load line with the curve
ΦB-FB . This point is shown as a black circle in the right panel of figure 3.2. The corresponding
point of the B-H curve of component B is referred to as working point, or operating point. If a
current I is flowing through the loop formed by A and B, Ampere’s law is modified, resulting
in the following relations:
ΦA = −ΦB ; FA = FB + I (3.9)
Geometrically this correspond to horizontally translating the load line by a distance that is
equal to the current I. The translated curve is shown as a black dashed line, and the new
working point is indicated by a white circle.
For a linear material with zero remanence the relation between B and H is:
B = µH (3.10)
Defining the magnetic reluctance R of the component as R = LµS , the relation between F and
Φ can be written analogously to Ohm’s law:
Φ =
1
RF (3.11)
As for an electrical circuit, the total reluctance RC of two components A and B connected in
series is the the sum of the two individual reluctances RA and RB :
RC = RA +RB (3.12)
For two components connected in parallel, if the current flowing through the loop formed by
the two components is zero, the total reluctance RC is given by:
R−1C = R−1A +R−1B (3.13)
If equation 3.10 is modified to include the remanence of the permanent magnet, i.e. B =
µH +Br, equation 3.11 modifies accordingly.
3.2 Single-Loop magnetic circuit
It is instructive to analyse in more detail the simple magnetic circuit introduced in the previous
section. As mentioned, the geometry is decomposed into four components: the permanent
magnet, labelled by the letter m, the air gap, labelled by g, and the upper and lower parts of
the iron core, labelled by I1 and I2, respectively. For a single loop circuit, the magnetic flux
Φ, which is conserved, has the same value for all the components. Applying equation 3.3 leads
to:
Φ =
BrLm/µm
Rm +Rg +RI1 +RI2 (3.14)
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The remanence of the permanent magnet is indicated by Br, and the reluctance R of each com-
ponent is defined in terms of the area S of the cross section, the length L, and the permeability
µ. The volume of each component is denoted by V and given by the product between length
and cross-section area. The sum of the reluctances of all the components except the permanent
magnet is indicated by RLoad:
RLoad = Rg +RI1 +RI2 (3.15)
It is interesting to consider the optimization problem of maximizing the flux Φ, with respect
to the geometric proportions of the magnet, while keeping the total magnet volume Vm constant.
Since the ratio Lm/Sm is proportional to the reluctance Rm, the optimization problem is
equivalent to optimizing Rm for a fixed Vm. Starting from equation 3.14, it is possible to show
that the optimal reluctance Rm is equal to the total reluctance RLoad of the rest of the circuit.
This implies that the magnetic flux density inside the permanent magnet is exactly half of its
remanence. We define the quantity Um, related to the magnetic energy associated with the
permanent magnet:
Um = −BmHm Vm (3.16)
The point of the B-H curve corresponding to the maximum value of Um is given by:
H = − 1
2µ
Br ; B =
1
2
Br (3.17)
This is the same working point leading to the maximum flux across the magnet. This gives:
Um ≤ 1
4µ
B2r Vm (3.18)
Maximizing the magnetic flux through a magnet with a given volume with respect to its aspect
ratio is equivalent to maximizing its energy product.
Since the permeability of the iron is very high, the corresponding reluctance is generally
much smaller than the reluctance Rg of the air gap. This means that it is possible to consider
the following approximation:
RLoad ≈ Rg = Lg
µgSg
(3.19)
Within this approximation the air gap flux density Bg generated with the optimal magnet
reluctance, Rm = Rg, obeys the following relation:
M = Vg B
2
g
VmB2r
=
1
4
(3.20)
The efficiency figure of meritM is a measure of the amount of magnetic energy that is associated
with the field that the magnet generates outside of itself. Since Vg is assumed to be constant,
maximising the flux Φ across the circuit is equivalent to maximising the quantity Vg B
2
g , related
to the magnetic energy associated with the air gap field. Moreover, since Vm and Br are also
constant, maximizing Φ is also equivalent to maximizing M. In conclusion, maximising the
energy product inside the permanent magnet also results in the maximum air gap energy. In
fact the principle that a well designed magnetic system utilizes the permanent magnets as close
as possible to their maximum energy point is widely known.
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These results, derived within a very simple model, have to be interpreted as an upper limit
to the performance of real magnetic systems. As it is shown in [86], and will be discussed
in section 5.2.1, the inequality M ≤ 1/4 is always verified. Also the equivalence between
maximising the permanent magnet energy product and maximising the magnetic energy stored
outside the magnet applies to general magnetic systems.
3.3 Application to magnetocaloric heat pump
In this section we will consider a magnetic circuit composed by two loops, and in particular its
application for a magnetocaloric device. Some of the general concepts introduced here apply
to all the magnetocaloric devices which will be used as illustrative examples in the course of
the thesis. The magnetic circuit considered here is a hybrid system combining a permanent
magnet with electromagnets. This section mostly reproduces the discussion reported in the
paper attached in section B.6.
Conventional active-regenerator magnetocaloric devices include moving parts, with the pur-
pose of generating an oscillating magnetic field in the magneto-caloric material, placed inside
the regenerator. In this section a different design concept is analysed, for application in a mag-
netocaloric heat pump. In this design all the parts of the machine are static and the oscillating
field is generated by varying the currents of the electromagnets included in the hybrid magnetic
assembly. The use of different permanent magnet materials is compared with the perspective
of maximizing the coefficient of performance of the device.
Magnetic assemblies designed for magnetocaloric refrigeration are necessarily realized with-
out using electromagnets, since the heat produced by the Joule effect would decrease the overall
performance of the device. In order to work, any magnetocaloric device must produce a time
oscillating magnetic field inside the magnetocaloric material. When the magnetic assembly is
realized without the use of electromagnets, there are two main options to produce the field os-
cillation inside the material [93]: rearrange different parts of the magnetic assembly to modify
the field, or displace the material itself in different positions characterized by different values
of magnetic field. Both the options present some disadvantages: additional design challenges
are introduced, the lifespan of some components of the machine is reduced because of friction
and vibrations associated with the motion. A magnetocaloric heat pump does not share this
limitation with the refrigerators and the use of a hybrid magnetic assembly, which includes also
electromagnets, is feasible. The Joule dissipation in the coils of the electromagnets will generate
an additional heating output. Moreover a new option is available to produce the oscillating
field inside the magnetocaloric material: the coil-current of the electromagnets can be varied to
alter the magnetic field while all the parts of the device are stationary. This design solution is
not affected by the disadvantages of moving machines, and would also result in a minor noise
production. One prototypical geometry for a static machine with hybrid magnetic assembly
will be analysed, with the perspective of maximizing the net performance of the magnetocaloric
heat pump.
Here we consider one prototypical geometry for static machines with hybrid magnetic assem-
bly and describe the methods we employed to model this system. The geometry is schematically
illustrated in 3.3a and consists in a high-permeability material (iron) core composed by two
loops (left and right loop). A permanent magnet magnetized in the vertical direction is placed
in the central branch of the circuit. Two air gaps, which will host the magnetocaloric regen-
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erators, are located in the middle of the left and right branches. Finally, two electric coils are
wrapped around the left and right branches of the circuit. The circuit diagram representing
this magnetic structure is shown in figure 3.3b. Because of the symmetry of the circuit, without
coils the magnetic flux generated by the permanent magnet would split equally between the
two loops.
The investigation discussed in this section has the main purpose of showing the usefulness
of the magnetic circuit approach, and to illustrate how this framework can be applied for the
analysis of magnetocaloric devices. The results given by the magnetic circuit model are less
realistic than what could be obtained with a finite element analysis of the geometry, but the
computational cost is much lower, making it a suitable tool for a preliminary analysis. The
specific values of the parameters used for the calculation are not relevant for this qualitative
discussion, and will not be reported here.
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(b) Equivalent magnetic circuit diagram.
Fig. 3.3: Double loop magnetic system, applied in a static magnetocaloric heat pump. The
geometry, shown in figure 3.3a, can be represented by the magnetic circuit diagram shown in
figure 3.3b. The system involves a single permanent magnet block, located in the central branch,
and two coils wrapped respectively around the left and right branches of the iron core. The
magnetocaloric material is collected inside the two symmetrical regenerators shown in figure
3.3a. In a given moment, one of the regenerators is in the high field state and the other one
is in the low field state. The time varying current applied to the coils switches the high field
region from the left regenerator to the right regenerator or vice-versa.
For this analysis it is important to model the non linear characteristics of the B-H curves
of different possible permanent magnet materials, and to solve the circuit equations for the
diagram shown in figure 3.3b. This has been achieved by developing a Matlab routine, applicable
to any circuit that can be solved using a series-parallel analysis. The B-H curves of the
prototypical materials used for the calculations are shown in figure 3.4. It is also considered
the possibility of entirely replacing the permanent magnet with iron.
The operation of the device (i.e. the time dependence of the coil-currents) is determined
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Fig. 3.4: B-H relations of the three materials considered for this study. It is also investigated
the possibility of entirely replacing the permanent magnet with iron, leaving the coils as the
only flux source. As we will see, the coercivity of the material is one of the parameters having
the greatest influence on the final performance of the device considered here.
by the characteristics of the thermodynamical cycle of the magnetocaloric material. The focus
of this study will be on cycles for which the materials spend half of the cycle time in high-field
state and the other half in a low-field state. For half the duration of a cycle, the coils augment
the field in one of the air gaps while simultaneously reducing it in the other one. During the
other half of the cycle the high-field and low-field air gaps are switched.
The current flowing in the left and right coils are indicated by IL and IR, respectively. The
two currents are parametrized by φI and ITot, according to the following relations:
IL = ITot cos(φI) (3.21)
IR = ITot sin(φI) (3.22)
In this way the net power, W˙Joule, spent by the machine by Joule dissipation, is not dependent
on the current-angle ΦI , but only on the square of the current-amplitude, i. e. I
2
Tot = I
2
L + I
2
R.
Denoting the resistance of each coil by R, the power is given by W˙Joule = RI
2
Tot. The top-left
panel of figure 3.5 shows the dependence on φI of the magnetic flux densities of the left and
right coil, denoted by BL and BR, respectively. As can be noticed from the graph, for the
choice of ITot corresponding to this curve the field can be reduced to zero by some particular
values of φI , depending on the permanent magnet material. As we will see, this is a desirable
situation for the performance of the device. The cooling power provided by the heat pump can
in fact be expressed as [101, 102]:
Q˙C = γC
(
〈B2/3High〉 − 〈B2/3Low〉
)
(3.23)
The symbol 〈B2/3High〉 denotes the average norm of the flux density inside the regenerator in
the high field state, and 〈B2/3Low〉 the average for the low field regenerator. The proportionality
factor γC depends on the geometrical and operating characteristics of the regenerators, and
on the magnetocaloric material collected inside them. The 2/3 exponent realistically models
the dependence on B of the cooling power provided by devices employing Gadolinium [101].
3.3. Application to magnetocaloric heat pump 23
0
500
1000
1500
2000
C
oo
lin
g 
P
ow
er
 [W
]
0
0.2
0.4
0.6
0.8
1
A
ir 
G
ap
s 
Fl
ux
 D
en
si
ty
 [T
]
10−1 100 101 102 460 W
Coil Joule Heating [W]
0 pi pi pi pi pi pi pi pi2
Current Angle [rad]
1
4
1
2
3
4
5
4
3
2
7
4
Material
Loop side
Left Coil
Right Coil
Alnico
Nd-Fe-B
Iron
= 460 W
Fig. 3.5: The left panels show the dependence of flux density B and cooling power Q˙c, on the
parameter φI , which controls how the current is subdivided between the left and right coil. The
optimal values φI with respect to Qc are indicated by the vertical dashed lines, corresponding
to the different materials. The left and right panel correspond to a particular choice of total
coil power W˙Joule. The location of the optimal points is also affected by the total power. The
bottom right panel shows the dependence of the optimal cooling power on the coil power W˙Joule.
This material is widely used as benchmark magnetocaloric material for room temperature
applications. The dependence of Q˙C on φI is shown in the bottom-left panel of figure 3.5. The
optimal value of φI with respect to Q˙C is indicated for the three materials by the vertical dashed
lines which are also shown in the top-left panel. As can be noticed, the 2/3 exponent implies
that the optimal point always corresponds to the field being zero in one of the regenerators. The
extra available coil power is then spent to increase the field intensity in the other regenerator.
The bottom-right panel shows the dependence of Q˙C on W˙Joule, plotted on a logarithmic scale.
The curves for Nd-Fe-B and Alnico show a knee point corresponding to the minimum value of
coil power necessary to complete cancel the field in one of the regenerator. Because of its lower
coercivity, Alnico presents the knee point at a lower power. The curve for iron does not show
this feature since without current the field is zero on both sides, which is also the reason why
iron gives a better cooling power at low currents.
The performance of the device is expressed by the Coefficient Of Performance, COP, which
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Fig. 3.6: The right panel shows the dependence of the COP on the coil power W˙Joule. The
COP is affected by the base power W˙0 which is consumed by the remaining components of the
device; the right panel corresponds to a particular choice. The optimal value of W˙Joule with
respect to the COP depends on W˙0 and on the choice of material. The left panel shows the
dependence of the optimal COP on the base power W˙0. As can be seen, depending on this
parameter, it might be more convenient to select a material or another one.
is defined as the ratio between the output heating power and the input power [99, 103]:
COP =
Q˙C + W˙0 + W˙Joule
W˙0 + W˙Joule
(3.24)
The symbol W˙0 denotes the power spent by the machine in other parts than the electric coils,
such as the pump for the heat-exchange fluid. This contribution to the total power will be
called base power. The bottom right panel of figure 3.6 shows the dependence of the COP on
the coil power, for a particular value of W˙0. These curves can be used to select the optimal
value of W˙Joule, with respect to the COP. As can be noticed the optimal coil power, indicated
by the vertical dashed lines, is also affected by the choice of material. The dependence of the
optimal COP on the value of W˙0 is shown in the left panel of figure 3.6. Depending on the base
power one material or another may give the best performance.
3.4 Flux leakage
The magnetic circuit model can also be used to estimate the magnetic leakage in a given
structure, provided that the geometry is not too complex. However, the assumption at the
base of the circuit model is that the flux across the lateral surfaces of the circuit component
is zero. The leakage can only be estimated by including in the circuit diagram extra elements
describing the leakage paths. Let us consider the example shown in figure 3.7b. The purpose of
this magnetic system is to focus the field generated by the two permanent magnet blocks. The
objective is thus to maximise the field inside the central square region delimited by the dotted
lines, which is represented in figure 3.7a as a blue shaded region. The focussing is achieved by
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the two trapezoidal iron poles visible in both the figures. The circuit closes from the left to the
right side, due to the periodic boundary condition imposed at this border, which is indicated
by the vertical grey lines.
(a) Magnetic Circuit Model (b) FEM simulation
Fig. 3.7: Magnetic system corresponding to the purpose of focusing the field generated by the
magnet blocks inside the central square region, indicated in figure 3.7a by the blue shaded
area. The focusing is accomplished by means of the two trapezoidal iron poles located on the
sides of the air gap. Periodic boundary conditions are imposed at the left and right borders,
as symbolically indicated by the vertical grey lines. Figure 3.7b shows the result of the FEM
calculation, while figure 3.7a shows the diagram including the different leakage paths.
As can be seen from these figures, the leakage field lines go through two different paths:
either bypassing the air gap on its sides, or backstreaming on the sides of the magnet. Using
the techniques described in [51] it is possible to include these leakage paths in the magnetic
circuit diagram. The permeability of the iron poles by far exceeds the permeability of the other
parts of the system, which essentially means that their reluctance is negligible. In practice
they can be modelled as nodes of the magnetic circuit. Let us now consider the particular
channel, indicated in figure 3.7a as a red shaded region connecting the two iron poles. The
flux density is assumed to be oriented along this channel, which approximately reproduces the
behaviour visible in figure 3.7b. The cross-section area of the pink-shaded path is constant, and
its length can easily be calculated. All the analogous channels can thus be added in parallel,
while considering the specific length of each of them. In the continuous limit, the closed form
expression of the total reluctance of that region is calculated by integrating “in parallel” the
individual infinitesimal paths.
Figure 3.8a shows the circuit diagram including the various leakage paths corresponding to
the different regions. For this analysis the magnetic behaviour of the permanent magnets is
modelled using a linear B-H relation with Br = 1 and µ = 1.05µ0. The two permanent magnets
adjacent to the left and right boundaries are square blocks with side 2L. The horizontal length
and the larger base of the trapezoidal iron poles have the same size as the side of the magnet
blocks. The length of shorter base of the trapezoids is denoted by a2. As mentioned, the goal
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Fig. 3.8: 3.8a: circuit diagram corresponding to the decomposition shown in figure 3.7a. The
circuit elements corresponding to the square region between the iron poles are indicated by the
light blue border and labelled as “Mid” and “Side”. The various leakage paths are indicated by
the grey border and are labelled as “Leak” or “Back”. 3.8b: comparison between the results
calculated with the FEM analysis, indicated by the blue crosses, and the results given by the
magnetic circuit model, indicated by the red and blue lines. The solid black line indicates the
prediction given by the magnetic circuit model when the flux leakage is not taken into account.
is to focus the field inside the square blue shaded region, whose side is equal to L. We will
consider how the field is affected by length of the shorter base of the trapezoid, a2. When a2 is
equal to L, the shorter base of the trapezoids has the same size as the side of the square blue
shaded region.
The prediction given by the magnetic circuit model has been compared with the result of the
finite element method calculation. In particular, we will consider the norm of the flux density
B averaged over the blue shaded region. The closed form expression given by the magnetic
circuit analysis is very complicated and not particularly insightful, and is not reported here.
The results are shown in figure 3.8b, as function of a2/L. The FEM calculation is shown as
blue crosses, and the magnetic circuit model calculation is represented by the blue and red solid
lines. The two different colours separate the regions a2 < L and a2 > L. The circuit diagram
is different when a2 > L, since the two components labelled as Side in figure 3.8a, belonging
to the blue shaded region, are not present. The black solid line shown in figure 3.8b represents
the prediction given by the magnetic circuit model when the leakage is not considered, i. e.
when all the components labelled as Leak or Back are removed from the diagram of figure
3.8a. When the leakage is considered, the magnetic circuit model only slightly overestimates
the result of the FEM calculation, and the qualitative dependence on a2 is reproduced correctly.
Disregarding the flux leakage leads to a gross overestimation of the field intensity. This example
shows that the magnetic circuit model can be used to obtain quite realistic results, with all
the advantages brought by a closed form expression. However, some care must be taken to
correctly include the different leakage paths in the circuit diagram.
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3.5 Cogging torque minimization
Forces and torques between different magnetizable parts of a magnetic structure can also be
calculated within the magnetic circuit model. In this section we will consider a simple magnetic
system which will be used to investigate the phenomenon of cogging torque. Rotary magnetic
machines are composed by a stationary part, called stator, and a rotating part, called rotor.
If the system includes flux sources, the two parts will experience a relative torque, attempting
to minimise the total reluctance of the magnetic circuit, thus increasing the total flux. If
the part that is moving with respect to the flux sources presents a periodic structure, the
torque will exhibit a corresponding periodic behaviour. This phenomenon is called cogging
torque, and is generally disadvantageous for different reasons. The vibrations induced by this
oscillatory torque increase the noise, and are harmful for lifespan of the machine. Especially at
low frequencies this effect can be very important and decrease the resulting performance of a
magnetic device.
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Fig. 3.9: Illustration of the prototypical magnetic system used to predict the qualitative depe-
dence of the cogging torque amplitude on the paramters controlling the geometry. The figure
shows three independent magnetic circuits, i. e. Nm = 3, including two permanent magnets,
and two iron poles each. The horizontal air gap between the rectangular iron poles is filled by
an array of equally spaced iron slots, which are allowed to move horizontally. Periodic boundary
conditions link the top border with the bottom border, as indicated by the light red horizontal
lines. Similarly, the light blue vertical lines indicate a periodic boundary condition linking the
left border with the right border.
Figure 3.9 shows the geometry of the system used for this analysis, which represents a
rotary magnetic structure. The angular coordinate, φ, corresponds to the horizontal axis, and
the vertical coordinate, z, to the vertical axis. The radial direction is not considered in this
model. Periodic boundary conditions connect the left border with the right border, and the
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top with the bottom, as it is highlighted by the light blue and light red lines shown in the
figure. The structure is composed by Nm = 3 independent magnetic circuits, each including
two vertically magnetized permanent magnet blocks and two iron cores. An array of Ns = 11
equally spaced iron slots partially occupies the air gap of the magnetic circuits. All the slots
belong to the same part, and move rigidly with respect to each other. The rotation of the slots
with respect to the magnets is represented in figure 3.9 as an horizontal shift, as indicated by
the white horizontal arrow. The angle spanned by each slot is indicated by Ws, and can assume
values in the interval [0,∆φs = 2pi/Ns]. Similarly, the angle spanned by each magnet satisfies
the relation: Wm ∈ [0,∆φm = 2pi/Nm].
The magnetic behaviour of this system has been analysed using the magnetic circuit model.
The circuit diagram includes different leakage paths, whose reluctances have been calculated
using the methods described in the previous section. As explained in [76], the torque can be
calculated from the dependence of the coenergy W ′ on the rotation angle θ. The mathematical
procedure described in [76] for systems including permanent magnets, involves the addition of
a fictitious excitation current I in the magnetic system. The value of fictitious current which
would reduce the magnetic flux Φm to zero is used in the calculation, and will be denoted by
I0:
I0 : Φm(I0) = 0 (3.25)
The coenergy is is thus expressed in terms of I0:
W ′ =
∫ 0
I0
Φ(I) dI (3.26)
The torque T (k) between each magnetic circuit and the part containing the slots is finally
calculated as the derivative of the coenergy with respect to the rotation angle θ:
T (k)(θ) =
∂W ′
∂θ
(3.27)
The vector representing the torque is oriented in the z direction. For a single loop linear
magnetic circuit the torque can be expressed in terms of the reluctance of the magnet, indicated
by Rm and the reluctance of the rest of the circuit, indicated by Rload:
W ′ =
1
2
(
BrLm
µm
)2
1
Rm +RLoad(θ) (3.28)
Where Lm represents the vertical length of the magnets, µm their permeability, and Br the
remanence. It has to be stressed that, even though each of the three magnetic circuit is solved
independently, the slots are not counted multiple times. Each circuit is only linked with the
portions of slots which are closer than the middle point of its distance with the following circuit.
For example the middle circuit its only linked with the portions of slots inside the blue shaded
area. Clearly the dependence of T on θ is characterized by a periodic behaviour with period
given by ∆φs. Since the three magnets are also assumed to be mechanically connected to
each other, the total torque between these and the slots is obtained by summing the three
independent contributions: TTot(θ) =
∑3
k=1 T
(k)(θ). In general the contributions from the
different magnetic circuits can superimpose constructively or destructively, thus resulting in a
signal with higher or lower amplitude, respectively. The amplitude of the total signal can in
fact be used to quantify the total effect of the cogging torque. The order of magnitude of the
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(a) Ns = 6, Nm = 2
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(b) Ns = 7, Nm = 2
Fig. 3.10: Dependence of the order of magnitude of the cogging torque amplitude on the
parameters fs and fm. These parameters represent respectively the angular sector spanned by
each slot and each magnet, expressed as a function of the maximum available angles. Both
the figures correspond to the case of two magnets, i. e.: Nm = 2. Figure 3.10a corresponds
to Ns = 6, while figure 3.10b corresponds to the case Ns = 7. The figures show the existence
of special values of fs and fm for which the torque is drastically reduced. The case of figure
3.10b presents more options, and the torque is generally lower. This is due to the fact that
with Nm = 2 is convenient to have an odd number of slots.
cogging torque will be evaluated as the logarithm of the root mean square amplitude of the
total signal TTot(θ).
Figures 3.10a and 3.10b show the dependence of the order of magnitude of the cogging torque
on the angular sectors occupied by the magnets and the slots, expressed as fm = Wm/∆φm and
fs = Ws/∆φs, respectively. These results correspond to a geometry with only two magnetic
circuits: Nm = 2. Figure 3.10a corresponds to the case Ns = 6, while figure 3.10b shows the
case Ns = 7. As can be noticed the amplitude decreases at the borders fs = 0 or fs = 1, which
corresponds to the disappearance of the angular dependence when the slots are either absent
or fill the whole 2pi angle . Similarly, the signal is zero for fm = 0 or fm = 1. The interesting
feature of this graph is the presence of particular values of fs and fm leading to a very small
torque amplitude. These values correspond to a perfectly destructive superposition between
the torques associated with the two magnetic circuits. This indicates that the cogging torque
can be reduced by finely tuning the angular sectors spanned by the magnets or the slots [50].
The case of an odd number of slot, i. e. figure 3.10b, allows more options, and the torque is
generally lower. This is due to the fact that Ns and Nm are mutually prime. As mentioned in
[50] and [49], it is advantageous to minimise the greatest common divisor between Ns and Nm.
We will now consider different combinations of these two values. In order to proceed sys-
tematically, for each pair (Ns, Nm) the results are evaluated on a grid of combinations of the
relative angles fs, and fm. This grid spans the whole region [0, 1] × [0, 1], represented in fig-
ures 3.10a and 3.10b. The results for all the different points of the grid are then averaged to
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Fig. 3.11: Order of magnitude of the amplitude of the cogging torque for different combinations
of number of magnets and number of slots. Each tile of this table corresponds to an average
over different combinations of fs and fm. As can be noticed, the best result correspond to
mutually prime numbers.
evaluate when a choice of (Ns, Nm) is better than another. This average is shown in figure
3.11 for different combinations of Ns and Nm, ranging from 2 to 13. As expected, the worst
combinations are the ones where the greatest common divisor is large. The blue background
giving a small torque corresponds to mutually prime numbers.
The simple model discussed in this section provides some insight in the causes leading to
the emergence of cogging torque, and also suggest some possible solutions. The problem of
eliminating this detrimental effect has been investigated extensively, and many approaches are
available. One of the most frequently used solutions consists in skewing the permanent magnet
blocks.
For rotary magnetocaloric devices the slots could represent different regenerators enclosing
the magnetocaloric material. During the operation of the devices, the temperature of the mag-
netocaloric material inside a given regenerator varies with its angular position. The magnetic
response of the magnetocaloric material is affected by its temperature, thus producing a net
torque which includes a non-oscillating term. The power associated with this constant term
is provided by the electric motor performing the rotation, and is the essential (unavoidable)
power contribution entering in the expression of the COP of rotary magnetocaloric devices.
3.6 Boundaries and surface current
We have seen that the circuit analysis can include the effect of flux leakage across the lateral
surfaces of the iron parts or the permanent magnets. Application of Ampe`re’s law at the bound-
ary between two different regions implies that as long as the free current is zero everywhere the
tangential component of the field H must be conserved across the surface. Denoting by nˆ the
unit vector normal to the surface and by H1 and H2 the field on the two sides, the boundary
condition is written as: nˆ × (H1 −H2) = 0. Because of the high permeability of the iron
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Fig. 3.12: Rotary device for room temperature magnetic refrigeration. The purpose of this
comparison is to illustrate a possible way to completely eliminate the flux leakage across the
lateral surfaces of the different components of the structure. This can be accomplished by
strategically placing electromagnets at the external borders of the various parts. The current
must be selected so that the tangential component of the magnetic field is conserved, which
means that is not necessary to include the coils at the borders of the iron parts. Figure 3.12a
shows the simulation performed without coils, and thus exhibiting leakage, while figure 3.12b
shows the effect of introducing the electromagnets.
parts, H is very small inside these regions, and the circuit can quite realistically be considered
insulated from the surrounding air. Inside the permanent magnets, whose permeability is often
quite low, the field is given by (B −Br)/µ, implying that when B is near to Br the error of
not including the leakage is smaller. The greatest discrepancy is reasonably given by the lateral
surfaces of the air gap, since assuming that the field suddenly becomes zero when crossing the
imaginary line delimiting the air gap is of course unrealistic. If a free surface current is present
on the separating surface, the boundary condition is modified as nˆ× (H1 −H2) = K, where
K represents the free surface current density.
This suggests a practical way to achieve almost perfect insulation of the magnetic circuit.
This can be accomplished by analysing the system with the magnetic circuit model, and then
introducing the proper current densities which will correct the violation of the boundary condi-
tions across the interfaces [83]. As example, we consider the magnetic structure shown in figure
3.12a. This system represents a rotary device for magnetic refrigeration. The magnetocaloric
material is located in the air gap between the external structure, which includes the permanent
magnets, and the central iron core. The purpose of this assembly is to create in the air gap
alternating regions of low and high field intensity, each spanning an angle of 90◦. The borders
between the high and low field regions are represented in figure 3.12a as the four radial dashed
lines. As can be seen from this result, calculated with the FEM method, the structure is far
from being insulated from its surroundings. Moreover, a significant fraction of the total flux
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leaks into the low field regions, thus decreasing the final performance of the device. Both these
discrepancies between the FEM calculation and the idealized situation can be corrected by
means of strategically placed coils. For what has been explained above, it is not necessary to
place coils around the borders of the iron parts. As can be seen from figure 3.12b, the final
result exhibits an almost perfect insulation. The out of the plane currents are indicated by
in blue or red, corresponding to the two opposite directions. As expected, the currents at the
borders of the high field regions are more intense than the currents at the lateral surfaces of
the permanent magnets.
It must be stressed that, since the regenerators must be allowed to rotate inside the cylin-
drical air gap, the internal coils can only be located between two adjacent regenerator cassettes.
This issue could be solved by including multiple copies of the coils. In a given moment the
only active coils would be the ones that are closer to the borders between low and high field
regions. The current being constant, the power consumed by the coils is inversely proportional
to their cross section area. On the other hand, increasing the cross-section area of the coils
would reduce the portion of the air gap that can be filled with magnetocaloric material. The
angular sector spanned by each coil can be optimised to find the optimal thickness with respect
to this trade-off.
Chapter 4
Magnet design and optimisation
An optimisation algorithm maybe characterized by (a) the technique used to calculate the
magnetic field for a given configuration, (b) the underlying assumptions about the magnetic
behaviour of the materials in the system, (c) the possible restrictions to the class of objectives
it can be applied to, (d) the extent of the search space that is considered, i.e., the possible
allowed configurations, and finally (e) the optimisation strategy used to search for the optimal
configuration among those allowed.
While a complete review of optimisation algorithms for magnet design is beyond the scope of
this thesis, in this chapter we will analyse the general building blocks of optimisation methods,
and define a framework to compare strengths and limits of different approaches. The optimi-
sation methods described in the following chapters are discussed starting from the concepts
introduced here.
4.1 Magneto-static equations
As mentioned in section 2.1, the field of magnetostatics is based on two fundamental equations.
Gauss’s law for magnetism:
∇ ·B = 0 (4.1)
Ampe`re’s law:
∇×H = J (4.2)
It is important to notice that for systems that are in the steady state regime, Ampe`re’s law
implies directly the following continuity equation:
∇ · J = 0 (4.3)
This is easily verified by applying the divergence operator to both sides of equation 4.2. Any
current density field not obeying equation 4.3 would exhibit a corresponding variation of the
electric charge density, therefore violating the steady state requirement that all the physical
quantities are time independent.
Gauss’s law for magnetism implies that the component of B that is normal to the interface
between two different materials is conserved across the interface. If the flux densities on the
two sides of the surface are labelled by 1 and 2 respectively, and the unit vector normal to the
surface is denoted by nˆ, this continuity property is expressed as:
nˆ · (B2 −B1) = 0 (4.4)
Ampe`re’s law implies that the components of H that are tangential to the interface are con-
served. Denoting the surface current density flowing on the boundary surface by K, and
labelling the fields on the two sides by 1 and 2, the continuity property is expressed as:
nˆ× (H2 −H1) = K (4.5)
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4.1.1 Scalar potential formulation
In absence of free currents Ampere’s law reduces to ∇×H = 0. This means that the magnetic
field H is an irrotational field and implies that is always possible to write it as gradient of a
scalar potential, Φ, which is called magnetic scalar potential :
H = −∇Φ (4.6)
If the magnetic scalar potential Φ is modified by adding a constant scalar constant Φ0, its gradi-
ent does not change and the corresponding magnetic field H is the same. This transformation
is called gauge transformation and is expressed by the following formula:
Φ→ Φ + Φ0 (4.7)
The partial differential equation obeyed by Φ is derived by plugging the general constitutive
relation, B = f(H), into Gauss’s law for magnetism:
∇ · f(−∇Φ) = 0 (4.8)
Using the definition of magnetization M , the equation can be formally simplified:
∇ ·∇Φ = ∇ ·M (4.9)
When the linear relation expressed by B = Br +µH is considered, Gauss’s law for magnetism
leads to:
∇ ·
(
µ∇Φ
)
= ∇ ·Br (4.10)
Equation 4.9 leads to interpreting the quantity ρM = −∇ ·M as an effective magnetic
charge density. In fact, if the magnetization is known, equation 4.9 is Poisson’s equation:
∇2Φ = −ρM .
At the boundary between two materials the magnetization may be modeled as if it was
discontinuous, leading to an effective magnetic charge surface density σM = nˆ ·M , where nˆ is
the unit vector normal to the discontinuity surface at each point.
4.1.2 Vector potential formulation
Gauss’s law for magnetism means that the magnetic flux density B is solenoidal, and this
implies that is always possible to write B as the curl of a vector field, denoted by A and called
magnetic vector potential :
B = ∇×A (4.11)
If the magnetic vector potential A is modified by adding the gradient of a scalar field Λ,
its curl does not change and the corresponding magnetic flux density B is the same. This
transformation is called gauge transformation and is expressed by the following formula:
A→ A+∇Λ (4.12)
The freedom deriving from this family of possible transformations can be removed by imposing
some additional condition on A, an operation that is referred to as gauge fixing. An example
of gauge condition is the Coulomb gauge, expressed by: ∇ ·A = 0.
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It is assumed that the general constitutive relation, B = f(H), is invertible, and the
inverse of the function f is denoted by f−1. Ampere’s law is then written in terms of the
vector potential:
∇× f−1(∇×A) = J (4.13)
Using the definition of magnetization M , the equation can be formally simplified:
1
µ0
∇×∇×A = J +∇×M (4.14)
With the linear constitutive relation, B = µH +Br, equation 4.13 is written as:
∇×
(
(µ)−1 (∇× (A))
)
= J +∇×
(
(µ)−1Br
)
(4.15)
The effective magnetic current density is defined as JM = ∇ ×M . If the magnetization
is known, equation 4.14 in the Coulomb gauge is the vector analogous of Poisson’s equation:
∇2A = −(J + JM ).
At the interface between two materials the effective magnetic surface current density is
defined as KM = −nˆ ×M , where nˆ is the unit vector normal to the discontinuity surface at
each point.
4.1.3 Boundary Conditions
The equations for Φ and A admit a unique solution, once appropriate boundary conditions are
fixed. For example it is considered Poisson’s equation, ∇2Φ = −ρM , and the problem of solving
this equation on the region of space delimited by a closed bounded surface S. The condition
of specifying the value of Φ on all the points of the surface S is called Dirichlet boundary
condition. The condition of specifying the value of the component of the gradient of Φ that
is normal to the surface S is called Neumann boundary condition. It is possible to show that
Poisson’s equation admits a unique solution with Dirichlet or Neumann boundary conditions.
Different conditions need to be introduced if the domain of the potentials is the whole space,
for example imposing that the fields are square integrable vector functions implies that all the
derivatives of the potentials vanish at infinity.
It is interesting to consider the boundary conditions that describe the magnetic behaviour
at the boundary of a perfect magnetic conductor, or a perfect magnetic insulator.
Equation 4.5 implies that on the external side of the boundary S of a perfect magnetic
conductor (infinite permeability), the field is normal to the surface: H ⊥ S. This means
Φ = const., since the gradient is normal to the level surfaces. In the vector potential formulation
this condition is written nˆ×H = nˆ×f−1(∇×A) = 0. The boundary condition for Φ implies
that for an arbitrary magnetic system, it is possible to start with a closed surface characterized
by Φ = const., and replace with perfect magnetic conductor all the material on one side of the
surface without affecting the solution on the other side of the surface.
Equation 4.4 implies that on the external side of the boundary S with a perfect magnetic
insulator (zero permeability), the flux density is parallel to the surface: B ‖ S. This means
A× nˆ = 0, since a closed line integral of A on the surface is equal to the flux of B through the
portion of the surface enclosed by the loop. In the scalar potential formulation this condition is
written: nˆ ·B = nˆ · f(−∇Φ) = 0. The boundary condition for A implies that for an arbitrary
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magnetic system, it is possible to start with a closed surface characterized by A × nˆ = 0,
and replace with perfect magnetic insulator all the material on one side of the surface without
affecting the solution on the other side of the surface.
4.2 Solving the equations
In section 4.1, the magnetic scalar potential and magnetic vector potential have been intro-
duced, and the partial differential equations obeyed by these potential have been derived from
the fundamental equations of magnetostatics. In section 4.2 we will focus on analytical and
computational techniques that can be used to solve these partial differential equation.
4.2.1 Formal solution
The method of Green’s function can be applied to derive the formal solutions to the equations
of magnetostatics [75, 42]. It is considered a linear differential operator L acting on the scalar
field Φ. The starting point is the following non-homogeneous linear equation for Φ, involving
the scalar field ρ as constant term:
L[Φ(x)] = ρ(x) (4.16)
The Green’s function G for the linear operator L is defined as the function of x and x′, satisfying
the following equation:
L[G(x,x′)] = δ3(x− x′) (4.17)
The Green’s function can be interpreted as the generalization to the infinite dimensional case of
the matrix expansion of the operator L−1. The formal solution of equation 4.16 can be written
in terms of the Green’s function G:
Φ(x) =
∫
d3x′ G(x,x′)ρ(x′) (4.18)
It is important to notice that the function G is not completely determined since it is defined
by the differential equation 4.17. This additional freedom is removed by combining equation
4.16 with a set of boundary conditions.
If the magnetization is known, equation 4.9 is Poisson’s equation with −ρM as constant
term. For the three dimensional Laplace operator L = ∇2 the Green function G(x,x′) given
by:
G(x,x′) = −
(
1
4pi
)
1
‖x− x′‖ (4.19)
The formal solution for the magnetic scalar potential Φ is then given by:
Φ(x) =
(
1
4pi
)∫
d3x′
ρM (x
′)
‖x− x′‖ (4.20)
The solution can be expressed in operator notation as Φ = FΦρ [ρM ].
However, the magnetization M is not always known in advance since in general it is de-
pendent on the field H. The same mathematical techniques can be applied to derive a formal
solution to equation 4.10. In this case the differential operator L depends on the permeability
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tensor field µ(x) so the Green’s function G is not known in general. However the linear consti-
tutive relation B = µH +Br assumes that remanent flux density field Br(x) is independent
from H and it is justified to use ∇ ·Br as constant term of the differential equation 4.16. The
solution for the magnetic scalar potential Φ can then be expressed in the integral form given by
equation 4.18 which shows the linearity of Φ with respect to the source Br. Using H = −∇Φ
and the linear constitutive relation, it is possible to express the field and flux density generated
by a given remanence in operator notation:
H = FHr [Br], and B = F
B
r [Br] (4.21)
The operators FHr and F
B
r are both linear.
The Green’s function approach can be used for the case of a vector differential equation
such as:
L[A(x)] = J(x) (4.22)
For this equation G(x,x′) is in general a 3 × 3 matrix (rank-2 tensor) acting on the vector
J(x′). The formal solution is:
A(x) =
∫
d3x′ G (x,x′)J(x′) (4.23)
The formal solution to equation 4.14 is:
A(x) =
(µ0
4pi
)∫
d3x′
J(x′) + JM (x′)
‖x− x′‖ (4.24)
The solution is expressed in operator notation as: A = FAJ [J + JM ]. The Biot-Savart law is
obtained from equation 4.24 using B = ∇×A:
B(x) =
µ0
4pi
∫
d3x′
(
J(x′) + JM (x′)
)
× (x− x′)
‖x− x′‖3 (4.25)
This solution is only useful if M is known, i.e. when M does not depend on H. For
the case of the linear constitutive relation equation 4.14 is replaced with equation 4.15. The
Green’s function for the differential operator appearing in the left-hand side of equation 4.15
is not known in general, but the source terms J and Br are assumed to be independent from
H. It is possible to separate the field generated by the current term from the field generated
by the remanence term and to write the formal solution in operator notation:
H = FHJ [J ] + F
H
r [Br], and B = F
B
J [J ] + F
B
r [Br] (4.26)
All the operators appearing in equation 4.26 are linear. This property is extremely useful for
the purpose of magnet design and optimisation and is fulfilled as long as the linear relation
B = µH + Br is assumed, with pre-determined permeability, µ(x), and sources, J(x) and
Br(x).
In this case the magnetic field generated by the different sources is the superposition of the
fields generated by the individual sources.
38 Chapter 4. Magnet design and optimisation
4.2.2 Analytically solvable geometries - Halbach cylinders
The geometry of some magnetic systems are very simple or highly symmetrical, which makes it
possible to employ analytical approaches to derive the exact solution to the partial differential
equations. We consider a system for which all the materials are characterized by a linear B-H
relations. Let us start with equation 4.10 that is obeyed by the scalar potential Φ. As any
linear non-homogeneous equation, the solution can be decomposed into the general solution
of the homogeneous equation plus a particular solution of the non-homogeneous equation. A
unique solution is then obtained by applying proper boundary conditions. Spectral methods
can be used to get the general solution to the homogeneous equation.
For simplicity, we focus on a geometry that is subdivided into several regions and we assume
that the permeability tensor is uniform over each of these regions. Since the permeability is
piece-wise constant, in each region equation 4.10 reduces to Poisson’s equation:
∇2Φ = (µ)−1∇ ·Br (4.27)
The corresponding homogeneous equation is Laplace’s equation: ∇2Φ = 0. The general solution
of Laplace’s equation for each region can be expanded as a linear combination of orthogonal
eigenfunctions of the Laplace operator∇2. The continuity equations 4.4 and 4.5 must be applied
at each interface between two adjacent regions. These are expressed as equations involving the
coefficients of expansion of Φ for the two regions. The unique solution for the whole geometry
is then obtained by applying the boundary conditions at the external border of the domain of
Φ .
Many of the examples that will be analysed in the following sections are parametrized by
cylindrical coordinates ρ, φ and z. Moreover, if the geometry is invariant with respect to a
translation in the z direction, the z coordinate is irrelevant. For these cases it is relevant to
consider the general solution of Laplace’s equation in polar coordinates ρ and φ. If the potential
Φ is required to be continuous at any point, except possibly for the origin or infinity, the general
solution is given by:
Φ(ρ, φ) = Φ0 + a0 log(ρ) +
+∞∑
n=1
(c(In)n ρ
n + c(Out)n ρ
−n) cos(nφ) +
+∞∑
n=1
(s(In)n ρ
n + s(Out)n ρ
−n) sin(nφ)
(4.28)
The constant term Φ0 expresses the gauge freedom and does not have any physical consequence.
The fields generated by the coefficients c(In) and s(In) are called interior cylindrical multipole
fields and the fields generated by the coefficients c(Out) and s(Out) are called interior cylindrical
multipole fields.
It is possible to use these techniques to derive the solution for the Halbach cylinder geometry
[91, 102], which is broadly used in magnetic systems for different applications [4, 93]. The
geometry of this system can be modelled as an infinitely long hollow cylindrical shell, with
internal radius denoted by RI and external radius denoted by RO. The permanent magnet
material filling the region between these two radii is characterized by a linear B-H relation,
with isotropic permeability µ. The remanent flux density field Br depends only on the angular
coordinate φ according to the following equation:
Br, p(ρ, φ) = Br
(
cos(p φ) eˆρ + sin(p φ) eˆφ
)
(4.29)
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(a) p = +1 (b) p = −1
(c) p = +2 (d) p = −2
Fig. 4.1: Halbach cylinders corresponding to different values of p. The positive values of p
correspond to self-insulated cylinders generating a filed in their inner cavity, while the negative
values correspond to cylinder generating the field in the external region. These ideal remanence
distributions always generate a perfect multi-pole field, the cases p = ±1 corresponding to
dipole fields, and p = ±2 to quadrupole fields. Increasing the ratio between external radius
and internal radius, i.e. RO/RI , increases the intensity of the produced field.
The integer parameter denoted by p determines the multi-pole moment of the field generated by
the magnetic structure. The exact solution can be determined also in presence of two cylindrical
surfaces of perfect magnetic conductor with radii Rc ≤ RI and Re ≥ RO. When these cylinders
are not present, and for the special case of a permanent magnet with µ = µ0, the flux density
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B assumes a particularly simple expression:
B
(In)
p>0(ρ, φ) = Br fp ρ
p−1
(
cos(−pφ) eˆρ + sin(−pφ) eˆφ
)
(4.30)
B
(Out)
p<0 (ρ, φ) = Br fp ρ
p−1
(
cos(−pφ) eˆρ + sin(−pφ) eˆφ
)
(4.31)
The notation B
(In)
p>0 is used to indicate the flux density generated by a cylinder with p > 0 in the
region ρ ≤ RI , since the flux density is null in the region ρ ≥ RO. Similarly, B(Out)p<0 indicates
the field generated by a cylinder with p < 0 in the region ρ ≥ RO, and the flux density is null
in the region ρ ≤ RI . For p = 0 the flux density is null in both the regions. In all cases the
solution does not exhibit singularities, since the norm of the flux density goes to zero in the
limits ρ → 0 and ρ → +∞. The scaling factor denoted by fp is determined by p, RI and RO
according to the following expressions:
fp>1 =
(
p
p− 1
)(
1−
(
RI
RO
)+p−1)(
1
RI
)p−1
(4.32)
fp<0 =
(
p
p− 1
)(
1−
(
RI
RO
)−p+1)(
1
RO
)p−1
(4.33)
fp=1 = log
(
RO
RI
)
(4.34)
The fact that the radii RI and RO affect the solution only by determining the multiplicative
factor fp, gives an analogous to the gravitational shell theorem: the field generated by a hollow
cylinder with p < 0 in the external region is equivalent to the field of a point multi-pole placed
in the origin. and the filed in the internal region is zero. For cylinders with p > 0 the result
is reversed: the field in the internal region is an internal multi-pole field and the filed in the
external region is zero.
It is very interesting to notice another symmetry exhibited by this geometry: the field
generated by a cylinder with a given p is proportional to the remanence of the cylinder with
opposite p:
Bp ∝ Br,−p (4.35)
This can be also noticed by comparing the flux lines indicating B in the left panels with the
black arrows indicating Br in the right panels or vice versa.
The case of p = 1 is particularly relevant for the applications since the field inside the cylin-
drical bore in this configuration is perfectly uniform and its norm is given by Br log(RO/RI),
which means that in this ideal situation is possible to achieve a field with the desired magnitude
by adjusting the ratio RO/RI .
4.2.3 Finite Element Method
When it is not possible to determine the solution the partial differential equations governing the
potentials Φ or A, we may resort to numerical techniques to calculate an approximate solution.
As an example, it is considered the linear differential equation:
L[Φ] = −f (4.36)
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Where Φ ∈ L2(Ω) is a square integrable function defined over the domain Ω. The starting point
[44] is expressing equation 4.36 in weak form, that is: requiring that the equation (LΦ,Ψ)2 =
−(f,Ψ)2 is satisfied for all the test functions Ψ belonging to a sufficiently large1 functional
space X : ∫
Ω
d3x
(
L[Φ](x)
)
Ψ(x) + f(x)Ψ(x) = 0, ∀Ψ (4.37)
For the example of the Poisson’s equation ∇2Φ = −f with the boundary condition that Φ is
zero on the boundary of Ω, we can require that the test function Ψ is differentiable and also
vanishes on the border of Ω. Application of Green’s theorem gives:∫
Ω
d3x
(
∇2Φ(x)
)
Ψ(x) = −
∫
Ω
d3x∇Φ(x) ·∇Ψ(x) (4.38)
Which leads to the weak formulation of Poisson’s equation:∫
Ω
d3x∇Φ(x) ·∇Ψ(x) =
∫
Ω
d3x f(x)Ψ(x) (4.39)
If the set of test functions ψn(x) is an orthonormal basis for the Hilbert space L2(Ω), then the
functions Φ, and f , and the operator L can be expanded, according to the following expressions:
Φn = (Φ, ψn)2 =
∫
Ω
d3xΦ(x)ψn(x) (4.40)
fn = (f, ψn)2 =
∫
Ω
d3x f(x)ψn(x) (4.41)
Lnm = (L[ψm], ψn)2 =
∫
Ω
d3x
(
L[ψm](x)
)
ψn(x) (4.42)
Equation 4.37 can be written in terms of these coefficients:∑
m
Lnm Φm = −fn, ∀n (4.43)
The matrix A is referred to as stiffness matrix and the column vector f as force vector, or load
vector. Note that the stiffness matrix for the problem expressed by equation 4.39 is symmetric.
The basis ψn might be chosen with the purpose of simplifying the matrix equation 4.43.
This is often the case when the set ψn is the set of eigenfunction of some Hermitian operator
defined on L2(Ω). Let us consider the case of the Poisson’s equation on a rectangular domain
Ω. Since the Fourier basis is the set of eigenfunctions of the Laplace operator itself, the matrix
A is diagonal on this basis and equation 4.43 can be solved immediately simply by calculating
the Fourier expansion of the source term f . This class of methods goes under the name of
spectral methods.
Since the basis of the Hilbert space is in general composed by an infinite number of elements,
the equation is not easy to handle except for special cases. For numerical computations it is
convenient to consider a finite set of functions {ψn}n=1,...,N , which allows us to approximate
1The properties required for the space X are described in [44].
42 Chapter 4. Magnet design and optimisation
the true solution Φ. Equation 4.43 can be projected on the vector subspace X (N) spanned by
the finite set {ψn}. This is called Galerkin approximation:
N∑
m=1
Lnm Φ
(N)
m = −fn, forn = 1, . . . , N (4.44)
where Φ(N) denotes the solution of the approximate equation. By subtracting equation 4.44
from equation 4.43 we notice that the only terms of the expansion of the error ∆ = L[Φ]−L[Φ(N)]
are those for n > N . In other words: ∆ is normal to X (N).
It is possible to choose the finite set of functions {ψn} such that each of the ψn(x) has
support only in a neighborhood of a point xn belonging to some discretisation of the domain
Ω. This leads to the class of methods known as finite element methods (FEM).
Let us consider again the case of Φ vanishing on the border of Ω, but with the differential
equation 4.10:
∇ · (µ∇Φ) = ∇ ·Br (4.45)
corresponding to L[Φ] = ∇ ·
(
µ∇Φ
)
and f = −∇ ·Br. The stiffness matrix L and the force
vector f are then given by:
Lnm = −
∫
Ω
d3xµ(x)∇ψm(x) ·∇ψn(x) (4.46)
fn = −
∫
Ω
d3x (∇ ·Br(x))ψn(x) (4.47)
It is worth mentioning that stiffness matrix and the force vector are used in many topology
optimisation procedures based on FEM simulations. It is considered an optimisation problem
for which the objective functional S can be expressed in terms Φ, which naturally covers all the
functionals depending on the field. The geometrical arrangement of materials having different
magnetic properties is controlled by a number of design variables ξi which could be, e.g., the
value of a certain control field ξ(x) at the point xi. The derivative of S with respect to the
design variables ξi is then calculated by:
dS
dξi
=
∑
n
∂S
∂Φn
∂Φn
∂ξi
(4.48)
Since the potential Φ satisfies
∑
n LnmΦm = fn, the derivatives
∂Φm
∂ξi
can be expressed in terms
of the inverse of the stiffness matrix, denoted by L−1:
∂Φm
∂ξi
= (L−1)mn
dfn
dξi
+
(
dL−1
dξi
)
mn
fn (4.49)
If the design variable ξi does not affect the remanence Br then equation 4.47 implies that
dfn
dξi
= 0. Similarly, if ξi does nor affect the permeability µ then equation 4.46 implies that
dL−1
dξi
= 0. When the inverse of the stiffness matrix is known, it is possible to easily calculate
the sensitivity of S with respect to the design variable ξi. This calculation can be applied in
iterative approaches such as sequential linear programming.
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4.2.4 Validation
This section discusses strategies adopted to evaluate the accuracy and precision of the results of
FEM simulations. As FEM simulations are used extensively in this thesis, it is important to be
able to rely on the results calculated with this method. This means verifying that the numerical
integration of the differential equations leads to the correct result, and that the mathematical
model corresponding to these equations is a realistic description of the behaviour of a real
magnetic system.
As mentioned in section 4.2.2, the analytical solution for the Halbach cylinder geometry
is available also for the case of a permanent magnet material characterized by a general per-
meability µ. The solution can be calculated analytically even when an internal core and an
external yoke of infinite permeability are introduced in systems at the radii Rc ≤ RI and
Re ≥ RO, respectively. Many different cases have been considered and simulated with finite
element methods. The results always exhibited a perfect agreement between the numerical
simulation and the analytical calculations.
As long as the susceptibility is zero at any point, it is also straightforward to use analytical
methods, e.g. equation 4.20, to calculate the field generated by a two-dimensional uniformly
magnetized polygon of arbitrary shape, representing an infinitely long prism. Some examples of
randomly generated polygonal prism have been simulated with finite element methods, showing
again a perfect match with the theory.
These validations however, only prove that the finite element methods calculations are
correct. The only way to evaluate if the mathematical model is a faithful description of the
real magnetic system is by means of experimental validation. For this purpose, it is considered
the rotary device for magnetic refrigeration previously developed by the magnetic refrigeration
group of the Technical University of Denmark, represented in figure 1.2a. The three-dimensional
model and the middle cross-section transversal to the z axis are shown in figure 4.2a and 4.2b,
respectively. The geometry presents mirror symmetry with respect to all the planes x-y, y-
z and z-x, passing by the central point, which is also the origin of the axes. In order to
reveal the inner part of the system, one octant of the geometry is not displayed in figure 4.2a.
The magnetic system is composed by two separate coaxial cylinders. The external cylinder
includes 12 permanent magnet blocks, (NdFeB, grade N50), and two iron parts allowing a
return path for the magnetic flux. The inner cylinder is an iron core which allows the flux from
the left half, to the right half. The magnetocaloric material experiencing the field is collected
in cassettes located in the air gap between the two cylinders. The cassettes, not included
in this model, remain stationary with respect to the inner iron core, as the external cylinder
rotates thus shifting the high field regions to different angular sectors of the air gap. The
effect of the rotation is thus to cyclically vary the intensity of the field experienced by each
cassette. The high field regions are the two angular sectors spanning an angle of 90◦ each,
which are delimited in figure 4.2b by the radial dotted lines. As can be noticed from figure
4.2b, the magnetic circuit describing this system is the single loop realized by combining in
series the two permanent magnets and the two air gaps corresponding to the left and right
halves, respectively. The procedure leading to the design of this device and the values of some
of the parameters describing its geometry are discussed in [103]. Many examples analyzed in
this thesis consider a geometry inspired by this magnetic system, as the examples represented
in figures 6.3b, 6.7a and 6.25a.
The magnetic system has been modelled with FEM simulation, by assuming that the per-
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Fig. 4.2: Rotary device for room temperature magnetic refrigeration. The model corresponds
to the prototype shown in figure 1.2a. Figure 4.2a shows the three-dimensional model, while
4.2b represents the middle section. The purpose of this system is to create a field inside the
air gap characterized by two high field regions spanning an angle of 90◦ each, separated by two
low field regions spanning the same angle. The borders between these regions are indicated in
figure 4.2b by the radial dotted lines. The magnetic field of the prototype has been measured
in different positions of the cylindrical surface S which corresponds to the middle radius of the
air gap.
manent magnet material is characterized by the linear relation B = µH + Br with µ = 1
and Br = 1.4 T. The iron parts have been modelled with the non-linear isotropic B-H rela-
tion included in the material library of the commercial software Comsol. The B-H curve is
characterized by a magnetic saturation of around 2 T.
The magnetic field in the air gap has been measured in different angular and vertical posi-
tions of the cylindrical surface S indicated in figures 4.2a and 4.2b by the black dashed lines.
This surface is coaxial with the geometry and its radius RS corresponds to the middle radius
of the air gap. The characterization has been performed using a three-axis Hall probe (Arepoc
s. r. o. AXIS-3) which measures each of the three components of field separately. The mea-
surement spans the full 360◦ angle, and all the vertical positions from the bottom border to
the top border of the magnetic structure, i.e. z ∈ [−50 mm,+50 mm]. The vertical grid is
composed by 21 points spaced by 5 mm each, the angular grid is composed by 250 points for
a total of 21× 250 = 5250 data points. Figure 4.3a shows the results for one quarter of the air
gap, corresponding to the angular sector φ ∈ [−90◦,+90◦] of the upper half of the air gap, i.e.
z ∈ [0 mm,+50 mm]. The norm of the flux density, expressed in teslas, is plotted as function of
φ for 6 different vertical positions. the experimental data is indicated by the dashed lines, and
the FEM simulation is indicated by the solid lines. Figure 4.3b, shows the dependence on the z
coordinate evaluated at the angular position φ = 0◦. The results show a satisfactory agreement
between the model and the measurement. In order to quantify the difference between the two
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Fig. 4.3: 4.3a: the flux density B in the air gap of the system shown in figure 4.2a is plotted
as function of the angular position φ for different values of vertical position z. The results
of the experimental measurement with a three-axes Hall probe are compared with the FEM
calculation. The experimental data and the numerical calculations are represented as dashed
lines and solid lines, respectively, while the color indicates the vertical position. 4.3b: vertical
dependence of the flux density norm evaluated at φ = 0◦. The comparison shows a good
agreement between the two data sets.
data sets, it is considered the parameter ∆, defined as the average norm of the vector difference
between the experimental data BExp. and the FEM data BFEM:
∆ =
∫
S
dz dφ
∥∥BExp.(z, φ)−BFEM(z, φ)∥∥∫
S
dz dφ
(4.50)
Numerical evaluation of the integrals appearing in 4.50 over the 21× 250 grid mentioned above
leads to an average error of ∆ = 0.064 T, which is a reasonable accuracy for this case.
This difference might be due to different factors. One of the sources of error is the un-
certainty on the values of φ and z corresponding to the experimental data-points. Because of
engineering tolerances, the geometry of the real structure is not exactly identical to the geome-
try of the model. The model used to describe the magnetic behaviour is judged to be a realistic
description of the real behaviour of the magnetic materials in the structure. However, the value
of µ = 1 used for the permeability of the permanent magnets might be slightly different than
the real slope of the B-H curve around its working point, which is usually around 1.03− 1.05
for typical Neodymium magnets. Moreover, as different parts of the magnets are experiencing
different demagnetization fields, the working point of small areas of the geometry might be
in the region of the B-H curve where the linear approximation is not a completely realistic
description. Some of these effects are discussed in chapter 7. Small non-linear effects might
also be present along the directions transversal to the easy axis of magnetization. Similarly,
the real B-H curve of the iron parts of the structure might be slightly different from the one
included in the material library. The FEM simulation introduces some numerical noise. This
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is supposed to be a minor source of error, as the mesh underlying the simulation is extremely
fine with respect to the complexity of the geometry, and the integration tolerances have been
selected adequately. However, in the vicinity of sharp edges FEM simulations might be un-
stable with respect to mesh refinement, thus slightly overestimating the intensity of the field
in the adjacent region. Besides being a source of numerical instability, sharp edges are also
one of the differences between the geometry of the model and the real structure, as the edges
are filleted during the manufacturing. Finally, the measurement itself is always affected by a
certain degree of imprecision. Because of the precision and reliability of the equipment used
for the measurement this is also presumed to have a relatively small on the total error.
Determining the relative contribution of all the potential sources of error mentioned above
would require further investigations and measurements, going beyond the scope of this thesis.
The difference between the experimental measurement and the simulation is small enough to
rely on the other FEM results considered in this work.
4.3 Theorems
In this section we will derive different reciprocity theorems which are the foundations of the
some of the optimisation methods presented in the following sections.
4.3.1 Remanence Reciprocity theorem
In order to formulate the reciprocity theorems[74], we need to start with a few assumptions:
• Localized Fields: we can always define a set Ω large enough such that every surface integral
defined on the border ∂Ω will lead to a null value (normally Ω coincides with the whole
space and the set ∂Ω is at infinite distance).
• Steady State: The time derivatives of B and H are both null.
• No currents: the current density J is null everywhere. This implies that the magnetic
field H is irrotational, i.e.: can be expressed as the gradient of a scalar field: H = −∇Φ,
referred to as magnetic scalar potential.
• Linear materials: the relation between B and H in every point of the space can be
written as B = µH +Br, where the vector Br is referred to as remanent flux density.
Br and µ can be function of the position x both are independent from H. This implies
that M can be written as M = 1µ0Br(x) + χm(x)H.
The flux density B is a solenoidal vector field, and can always be expressed as the curl of a
vector field denoted by A and referred to as magnetic vector potential: B = ∇×A.
The first three assumptions are already enough to prove the following equation:∫
Ω
d3xH1 ·B2 = 0 (4.51)
where H1 and B2 are any couples of magnetic field and magnetic flux density which satisfy all
the requirements stated above. Expressing B2 as ∇×A and H1 as −∇Φ, and integrating by
parts: ∫
Ω
d3xH1 ·B2 =
∫
∂Ω
Φ ((∇×A) · dS)−
∫
Ω
Φ∇ · (∇×A) (4.52)
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The first integral on the right side vanishes because of the localized fields hypothesis, and the
second integral vanishes since the divergence of a curl is always null. More in general: the
integral over the whole space of the scalar product between an irrotational vector field H1 and
a solenoidal vector field B2 is always null if the two vector fields are localized.
Using the definition of the magnetization M , we can re-write H1, as
1
µ0
B1−M1. Together
with equation 4.51 we get the M -B reciprocity theorem:∫
Ω
d3xM1(x) ·B2(x) =
∫
Ω
d3xM2(x) ·B1(x) (4.53)
Similarly, using B2 = µ0H2 + µ0M2 together with equation 4.51 we get the M -H reciprocity
theorem: ∫
Ω
d3xM1(x) ·H2(x) =
∫
Ω
d3xM2(x) ·H1(x) (4.54)
This result is not useful for magnet design as it is, since, except for hard magnets, we have no
direct control over the magnetization. However, using the fourth hypothesis of linear materials
and the additional hypothesis that the susceptibility χm(x) is the same for both the systems,
we can replace M1 and M2 in equation 4.54 with M i =
1
µ0
Br i(x) + χmHi, and we get to
the remanence reciprocity theorem, that is at the core of powerful optimisation approaches that
will be described in the following sections:∫
Ω
d3x Br 1(x) ·H2(x) =
∫
Ω
d3x Br 2(x) ·H1(x) (4.55)
It can be noticed that the integration domain on each side of this equation can be reduced
to the region in which the corresponding remanence is not null. Moreover, if the two magnet
regions are disconnected, it is possible to replace Hi with
1
µBi on both sides.
The theorem has been introduced for the isotropic case, for which the χ and µ are scalar
numbers. However the reciprocity theorems expressed by equation 4.55 remains true even in
the anisotropic case, as long as the susceptibility tensor is symmetric, that is: χ = χT .
It is insightful to express equation 4.55 in operator notation:∫
Ω
d3x1 Br 1 · FHr [Br 2] =
∫
Ω
d3x2 Br 2 · FHr [Br 1] (4.56)
We can express the theorem in very simple terms, by saying that the operator FHr is symmetric.
Once it is expressed in this form that automatically excludes the field generated by any current
that might be present in the systems, the no-currents assumption can be removed. This is a
consequence of the linear materials assumption which implies that the field generated by the
free currents is independent from the field generated by the magnetization currents.
4.3.2 Current reciprocity theorem
It is possible to derive another reciprocity theorem that is satisfied in presence of current
densities J1 and J2 in the two systems. This is done by removing the third assumption from
the bullet-point list of section 4.3.1. Starting from the integral over the set Ω of the product
H2 · J1, and replacing J1 with ∇×H1, we get to the following identity:∫
Ω
d3xH2(x) · J1(x) =
∫
Ω
d3x∇ ·
(
H2(x)×H1(x)
)
+H1(x) ·
(
∇×H2(x)
)
(4.57)
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The first term of the right-hand side is removed by applying the divergence theorem together
with the localized fields hypothesis. If the quantity ∇×H2 is replaced with J2, the equation
leads to the current reciprocity theorem:∫
Ω
d3xH1 · J2 =
∫
Ω
d3xH2 · J1 (4.58)
This theorem can be written in operator notation:∫
Ω
d3x FHJ [J1] · J2 =
∫
Ω
d3x FHJ [J2] · J1 (4.59)
This theorem is satisfied even if the permeability fields of the systems 1 and 2 are not the
same. It is important to notice an important difference between equation 4.58 and equation
4.55: in order for the current reciprocity theorem to be satisfied, the current densities J1 and
J2 must be solenoidal fields as they must comply with Ampere’s law. The theorem expressed
by equation 4.55 on the other hand does not require to formulate any additional conditions on
the remanences Br 1 and Br 2.
4.4 Objectives
The general formulation of the optimisation problems that are approached in sections 5 and 6,
is expressed by objective functionals S that are defined in terms of the magnetic field H:
S[H]→ R (4.60)
The objective usually depends only on the characteristics of the magnetic field over some limited
region of space which is referred to as working area. This region of space, which might also
not be simply connected, will also be called air gap and denoted by Rg. The region occupied
by the parts of the magnetic system that are being optimised is referred to as design area, and
denoted by Rm.
It is important to point out that formulating the optimisation problem with equation 4.60,
and assuming the equations of magnetostatics as physical model, means that the interactions
due to other physical mechanisms are not considered. Some of the most relevant effects with re-
spect to the analysis of magnetic structures are electrical and thermal conductivity, particularly
for what concerns eddy currents inside the soft magnetic materials and temperature stability
of permanent magnets. The mechanical behaviour of the materials in the systems is also im-
portant, because of the forces due to the magnetic interaction between different parts. The
analysis of the interdependence between these effects is generally carried out with numerical
methods.
4.4.1 Linear Objectives
An important class of optimisation objectives is expressed by linear objective functionals L,
satisfying the following property:
L[α1H1 + α2H2] = α1L[H1] + α2L[H2] (4.61)
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The optimisation of linear objective functionals has a central role in the following chapters. In
particular, we will focus on objective functionals expressed in integral from:
L[H] =
∫
Ω
d3xH(x) · u(x) (4.62)
The vector field u can be interpreted as an objective vector field, since maximizing L with respect
to the direction of H is equivalent to maximizing the alignment with u. The contributions to
the value of a linear functional from the field in different points are independent. Moreover,
the result does not depend on the value of H in the points where u = 0. For example, the
objective of maximizing the x component of the field, averaged over a certain region Rg, is
expressed by an objective vector field u that is equal to eˆx inside Rg, and null outside. The
integration domain can thus be reduced to the region Rg.
H H H
u u u
Hu
H∆ H⊥
max
(∫
H · u
)
min
( ∫
‖H∆‖2
)( )1/2
min
( ∫
‖H⊥ ‖2
)( )1/2
Fig. 4.4: Symbolic representation of the objective functionals defined in equations 4.62, 4.66 and
4.70, shown in the left, middle and right panels, respectively. The three directions represent
the first three components of the expansion of the magnetic field over a basis of orthogonal
functions. It is assumed that the first function of the basis coincides with the desired field u,
the remaining terms representing the field distortion. The three directions are indicated by the
small vector diagram on the bottom-right corner of each panel: the green arrow corresponds
to u. Each of the grey surfaces represents magnetic field distributions that would lead to the
same value of the objective. Darker shades indicate better configurations with respect to the
optimisation problem. The black point represents the zero field, and the light green and blue
arrows represent u and H, respectively. In the middle and right panel the bright red arrows
represent the component of the field penalizing the objective.
As long as u is allowed to be a generalized function of x, any functional obeying equation 4.61
can be expressed in the integral form of equation 4.62. For example the functional expressing
the x derivative of the x component of H in the point x = 0 corresponds to the following
integral form:
L[H] =
(
∂Hx
∂x
)
x=0
=
∫
Ω
d3xH(x) · d
dx
(
δ3(−x)
)
eˆx (4.63)
It is interesting to consider the case when u is a physically realizable magnetic field satisfying
∇×u = 0. It is assumed that the field H can be expanded over a set of orthonormal functions,
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and that the field u is, after normalization, the first element of this basis. Because of the
orthogonality between these functions, only the first component of the expansion has an effect
on the value of the functional L defined in equation 4.62. This is symbolically represented in the
left panel of figure 4.4. The three orthogonal directions indicate the first three components of
the expansion ofH over the basis, the remaining terms of the expansion are not considered. The
direction of first component, proportional to u, is indicated by the green arrow in the diagram
located on the bottom-right corer, while the second and third components are indicated by the
red arrows. Each of the grey planes represents a surface corresponding to field distributions
giving the same value of L, darker shades indicating higher values. The black dot represents
the null field, while the field H and its projection on u are represented by the blue arrow
and dark green arrow, respectively. This diagram symbolically represents the fact that linear
functionals correspond to the problem of maximizing the intensity along the desired direction.
The deviation of the field from the distribution u has no effect. In the next section we will
consider another class of optimisation functionals which describe the problem of minimizing
the field distortions.
It is worth to mention here another important property which may characterise an objective
functional, namely p-homogeneity with respect to the field. This property is expressed by the
following equation:
S[αH] = αp S[H] (4.64)
For this objectives the scaling of the solution with respect to the global factor α is known, thus
simplifying the optimisation procedure. The particular case of quadratic functionals, corre-
sponding to the case p = 2, is particularly relevant, as forces due to the magnetic interactions
are expressed by this class of functionals [72, 91]. The integral form is given by the following
expression:
S[H] =
∫
Ω
d3x
∫
Ω
d3x′H(x) ·A(x,x′)H(x′) (4.65)
Where A denotes a linear transformation which depends on x and x′. As can be noticed
the integrand in equation 4.65 depends simultaneously on the magnetic field at two different
locations x and x′.
4.4.2 Magnetic Inverse problem
In some studies the procedure of designing a magnetic structure is formulated as an inverse
problem [79, 81]. The magnetic inverse problem consists in finding a distribution of sources
generating a field H equal to a given vector field u. This optimisation problem is also relevant
for measuring techniques concerning detection and characterization of magnetizable bodies
[78]. A relaxed version of the inverse problem consists in minimizing the norm of the difference
between H and u, evaluated as:
D[H] =
(∫
Ω
d3x ‖H(x)− u(x)‖2
)1/2
(4.66)
The target field u(x) can be any physically consistent field such as, e.g., a perfectly uniform field
or a perfect quadrupole field. If we are only interested in the charateristics of the field inside a
particular region Rg, the integration domain can again be reduced to this region. The middle
panel of figure 4.4 represents this class of objectives using the same symbolic visualization
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employed for linear functionals. The objective field u, the magnetic field H, and the difference
H∆ = H − u are represented by the green, blue and red arrows, respectively. Each of the
grey surfaces represents magnetic field distributions that would lead to the same value of D,
darker shades corresponding in this case to lower values of D, as the objective is to minimise
the functional. It is apparent that the minimum attainable value is zero, and it is only given by
the case H = u. However, there might be different distributions of magnetization generating
the same field in the region Rg [79, 86]. As pointed out in [44], usually the more well-posed is
a forward problem, the more ill-posed is the corresponding inverse problem, and this concept
also applies to the magnetic forward and inverse problems.
The objective functional expressed by equation 4.66 is not homogeneous with respect to
the field H, even though it is absolute homogeneous with respect to the vector difference
H∆. Removing the 1/2 exponent in the expression of ∆ makes the functional quadratic with
respect to H∆, while representing a similar optimisation problem. This formulation, also called
least square deviation criterion, may be advantageous for the implementation since gradient
based methods can reduce the discrete version of this non-linear minimisation problem to a
system of linear equations which can be solved with approaches of linear algebra [77, 78]. A
similar optimisation problem is formulated by expanding the field into a series of orthogonal
functions Hn(x), such as the fields generated by the different coefficients of the expansion
cylindrical multipoles given in equation 4.28. This set of function must be a complete basis for
the integration domain of the objective functional. The series expansion will be denoted by:
H(x) =
∑
n
Hn(x) (4.67)
Without loss of generality we can assume that the objective field u is proportional to the first
component of the expansion, i.e. H1. The objective to minimize all of the components of the
expansion except for H1(x) is expressed by:
D∗[H] =
∫
Ω
d3x
∥∥∥∑
n 6=1
Hn(x)
∥∥∥2
1/2 (4.68)
This expression shows the absolute homogeneity of D∗ with respect to H:
D∗[αH] = |α| D∗[H] (4.69)
The same functional can also be expressed in another form which highlights its similarity with
the functional of equation 4.66:
D∗[H] =
(∫
Ω
d3x ‖H(x)−H1(x)‖2
)1/2
(4.70)
This functional is illustrated in the right panel of figure 4.4, using the same symbolic visualiza-
tion introduced above. The symbol H⊥ represents the sum of the undesired components of the
field, i.e. H −H1 =
∑
k 6=1Hk. As suggested by a comparison between the middle panel and
the right panel, the difference between D∗ and the functional of equation 4.66 is that D∗ does
not penalize or favour a solution H which is proportional everywhere to the target field u, but
has a different intensity. This functional is in this sense the opposite of a linear functional, as it
tries to minimize the field distortion without rewarding the intensity of the desired component,
while a linear functional rewards the intensity of the desired component without penalizing the
field distortion.

Chapter 5
Flux Sources Optimization
This chapter introduces the magnet optimisation techniques based on the formalism introduced
in the previous section. The perspective adopted in this chapter consists in optimising the
sources of the field, while keeping a fixed geometry. This means that the distribution of different
materials in the geometry is assumed to be determined in advance. We will consider permanent
magnet flux sources, electro magnets, and hybrid systems combining permanent magnets with
electromagnets.
5.1 Pre-segmented systems
The topic of this section are magnetic system whose geometry is subdivided into a set of pre-
determined coils and uniformly magnetized permanent magnets blocks of different shapes. The
following section considers remanence distributions with a continuous spatial dependence. This
section covers the results reported in the paper attached in section B.7.
5.1.1 Permanent magnet systems
Let us start by considering permanent magnet flux sources. The magnetic field distribution can
be calculated using FEM analysis, even for very complex magnetic system. The search space
corresponding to the problem of finding the optimal remanence direction for a finite set of
uniformly magnetized blocks has a relatively low size. Many optimisation algorithms, however,
require a large number of evaluations of the objective functional and each evaluation requires
the solution of the magnetic field equations for the considered geometry. As mentioned, in some
situations this can only be done by employing computationally expensive FEM calculations,
and therefore many optimisation algorithms are infeasible. The method discussed in this section
is based on the linearity of the magnetic field H with respect to the remanent flux density Br
producing it. As discussed in section 4.2.1, this property is only verified for system characterized
by a linear magnetic behaviour.
It is considered a pre-determined geometry, and a permanent magnet that is divided into
N uniformly magnetized segments. The nth segment is then characterized by one remanence
vector, denoted by Br n. The collection of all the N remanence vectors is simply denoted by
Br ≡ {Br 1, . . . ,Br N}. The field generated by the nth segment in any point of space is a
linear combination of the x, y and z components of its remanence vector Br n. The total field
H = FHr [Br] is then given by the superposition of the individual fields generated by each
segment.
The field generated by the nth segment when its remanence is equal to the vector Br n, will
be denoted by FHr n(Br n). The use of round brackets instead of square brackets highlights the
fact that the argument of FHr n is not a vector field but a simple vector; the output of F
H
r n is
54 Chapter 5. Flux Sources Optimization
Iron core
(a) Field generated by the x component of Br n
Iron core
(b) Field generated by the y component of Br n
Fig. 5.1: Field generated by a magnet block included in a magnetic structure which contains
a c-shaped iron core. The permeability distribution µ(x), determined by the arrangement of
materials, affects the field generated by the magnet. Figures 5.1a and 5.1b show the field gen-
erated by the x and y component of the remanence, respectively. Since the magnetic behaviour
is assumed to be linear, it is possible to apply the superposition principle.
a spatially dependent vector field. Applying the superposition property the total field H is
written as:
H = FHr [Br] =
N∑
n
Br n xF
H
r n(eˆx) +Br n yF
H
r n(eˆy) +Br n zF
H
r n(eˆz) (5.1)
The field generated by the nth segment when the remanence is Br n = eˆx can be calculated
in advance, and similarly for the x, y, and z components of all the segments. Unless the
permeability is equal to µ0 everywhere, the field generated by a given segment is affected by
the permeability field µ(x) in all the points of space and it is not always possible to compute it
with analytical approaches. Figure 5.1 shows a two-dimensional example geometry. The field
generated by the x and y components of the remanence of one of the segments is shown in
figures 5.1a and 5.1b, respectively. It is interesting to notice how the presence of the c-shaped
iron core affects the field generated by the square permanent magnet segment.
This concept has been implemented by performing the calculations using FEM techniques.
For a three-dimensional system with N permanent magnet segments the pre-computation of
the individual fields requires 3N FEM simulations. After performing these simulations it is
possible to solve numerically the optimisation problem without the need for any additional
simulation. This approach reduces the computational time for any optimisation algorithm that
requires to simulate more than 3N different configurations.
It is considered the objective functional S[H], defined in terms of the magnetic field H.
Once the pre-computations have been performed, the derivative of S with respect to each of
the independent components of the remanence of each segment is easily calculated. Since the
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functional S is non-linear, the derivative may depend on the point at which it is evaluated.
In other words, the optimal direction of the remanence of a given segment is affected by the
remanence of the other segments.
∂S
∂Br n x
[Br] = lim
ε→0
S
[
FHr [Br] + ε F
H
r n(eˆx)
]
ε
(5.2)
In practice it is possible to evaluate this quantity numerically by evaluating the finite difference
corresponding to a small ε. Once all the derivatives have been numerically computed, it is
possible to implement the following iterative optimisation scheme.
B(k)r n x = B
(k−1)
r n x + γ
∂S
∂Br n x
[B(k−1)r ] (5.3)
This iterative algorithm is referred to as gradient descent [45] and consists into moving in
the direction of the gradient of S, i. e.: the direction giving the maximum rate of variation of S.
The small real parameter denoted by γ expresses the step size of each iteration. The approach
has been implemented into a Matlab program which allows the user to choose between different
optimisation algorithm besides gradient descent. In particular, it is possible to use the built-in
optimisation functions based on simulated annealing, genetic algorithms and the NelderMead
method. However, the gradient descent can some times prove more insightful as it brings a
mental picture of the “energy landscape” underlying the optimisation problem.
In many magnet design problems it is desirable to determine in advance the norm of the
remanence of each uniformly magnetized segment. Since the norm of the remanence is deter-
mined by the choice of material, this is equivalent to deciding the permanent magnet material
of each segment. The optimisation algorithm is then modified by parametrizing each remanence
vector and constraining the norm of each segment. For two dimensional geometries this is done
by expressing each remanence vector in polar coordinates:
Br n = Br n
(
cos(ψn)eˆx + sin(ψn)eˆy
)
(5.4)
The norm and angle of the Br n are denoted by Br n and ψn, respectively. The derivatives of
S with respect to all of the angles ψn are evaluated numerically, and the iterative optimisation
scheme will affect only the angle of each remanence vector. In the following examples of
optimisation problems the norm of the remanence is required to have the same value for all the
segments.
As example of the interplay between geometry and objective functional, we consider the
geometry of figures 5.2a and 5.2b, optimised respectively for field intensity in the x direction
averaged over the air gap, and field uniformity. The two objectives depend only on the value of
the field inside the circular air gap that is in the center of the magnetic system and is denoted
by Rg. The geometry is identical for the two examples and is composed by a permanent magnet
subdivided into N = 16 uniformly magnetized segments, and an external iron yoke, indicated
in the figures. The only difference between the two examples is the objective functional of
the optimisation problem. For the example of figure 5.2a the objective is to maximize the
x component of the field averaged over the region Rg. This optimisation problem is then
equivalent to maximizing the following linear functional:
L[H] =
∫
Rg
d2xH(x) · eˆx (5.5)
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Iron Yoke
(a) Maximum average field
Air Gap
Iron Yoke
(b) Uniform field
Fig. 5.2: Cylindrical Halbach array with an external iron yoke. The configuration shown in
figure 5.2a has been optimised with respect to the x component of the field averaged over the
central air gap. The configuration shown in figure 5.2b has been optimised for the quality of the
field, with respect to a perfectly uniform field oriented in the x direction. Despite the presence
of the yoke, this objective leads to the conventional Halbach cylinder solution given by equation
4.29.
For the example of figure 5.2b the goal is to obtain inside region Rg a magnetic field oriented
in the x direction and as uniform as possible. This problem is formulated by the objective
functional D∗ expressed by equation 4.70, with H1 being a uniform field in the x direction.
It is interesting to notice that the optimised configuration for the second problem is identical
to the dipole Halbach cylinder, described by equation 4.29 with p = 1. The permanent magnet is
self insulated and removing the iron yoke would change the solution only slightly: the magnetic
flux density inside the iron yoke is minimal and is only due to the differences with respect to the
ideal case. On the contrary, if the objective is to maximize the average field without rewarding
its uniformity the optimised configuration is quite different from the Halbach case and the field
inside the iron yoke is very intense. The remanences of the segments that are magnetized in
the ±x directions are the same between the two examples, since the two axes of symmetry are
present in both cases. The difference between the two configurations is only due to the slightly
different orientation of the remanence of the remaining segments. The trade-off between field
intensity and uniformity for this prototypical geometry will be investigated in more details in
section 6.2.1.
5.1.2 Hybrid systems
The procedure outlined in the previous section does not change significantly when it is applied
to the optimisation of hybrid magnetic systems which include electro-magnets combined with
permanent magnets. This is due to the linearity of the field with respect to the sources that
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generate it which is a consequence of assuming a linear B-H relation for all the materials in
the system.
It must be kept in mind, however, that it is not possible to freely choose a current density
field J(x) as it is done with the remanent flux densityBr. The reason is that the current density
must obey the continuity equation that is applied to steady-state magnetism: ∇ ·J = 0. When
formulating a three-dimensional optimisation problem for hybrid magnetic systems, it is only
meaningful to search the optimal configuration among the physically acceptable solutions.
This can be done by decomposing the geometry into a set of M independent coils. The
current density Jm(x) for any point x inside the region occupied by the m
th coil is pre-
determined and is consistent with the continuity equation. If the current density of the mth
coil is multiplied by the factor Im, it will still be consistent with the continuity equation. The
scale factor Im determines the field generate by the coil in any point of space, which we will
denote by FHjm(Im). The optimisation problem is then to find the optimal set of currents
I = {I1, . . . , IM}, with respect to the desired features of the field that they will generate.
The field generated by each coil is affected by the permeability distribution µ(x), as it is
schematically illustrated in figure 5.3a.
Iron core
Rg
(a) Field generated by the mth coil.
Iron core
Rg
(b) Optimized configuration
Fig. 5.3: 5.3a: field generated by a coil with square cross section. The field is affected by the
presence of the c-shaped iron core shown in the figure. 5.3b: hybrid magnetic system optimised
with respect to the gradient of the squared norm of the field averaged over the rectangular area
delimited by the black dashed line shown in the figure.
As for permanent magnet based systems, the contributions to the total field due to the
different sources are independent: it is possible to compute in advance the field generated by
each coil and each component of the vectors Br n, and obtain the field for an arbitrary config-
uration by combining all the individual fields. For a two dimensional system the superposition
is expressed as:
H =
N∑
n
Br n xF
H
r n(eˆx) +Br n yF
H
r n(eˆy) +Br n zF
H
r n(eˆz) +
M∑
m
ImF
H
jm(1) (5.6)
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Following a procedure analogous to the one described in the previous section, the derivatives
of the objective S with respect to each current factor Im is calculated at a given configuration.
The currents and remanences are subsequently modified following an iterative optimisation
algorithm. In many cases it is useful to apply a constraint on the total power PJ [I] dissipated
by the coils because of the Joule effect:
PJ [I] =
M∑
m
REq.m I
2
m (5.7)
The symbol REq.m denotes the proportionality factor between the power dissipated by the m
th
coil and the square of its current factor Im. For the two dimensional examples that will be
considered the shape and resistivity of each coil is the same, and this implies that the factors
REq.m are all equal.
The example shown in figure 5.3b is optimised to maximize the y component of the force
experienced by magnetizable bodies when they are placed in the region Rg, enclosed by the
black dashed line. Mathematically this is equivalent to maximizing the following functional
[57]:
S[H] = −
∫
Rg
eˆy ·∇
(‖H‖2) (5.8)
The small asymmetry of the filed lines shown in the figure is due to the small numerical
approximations inherent to the numerical implementation. However, the final configuration is
evidently accomplishing the goal of maximising the gradient.
5.1.3 Linear Objectives
The procedure is particularly simple if the objective functional is linear. As was mentioned in
section 4.4.1 any functional L that is linear with respect to the field H can be expressed as
the integral over the whole space of the scalar product between H and another vector field u
which will be referred to as objective vector field:
L[H] =
∫
d3xH(x) · u(x) (5.9)
The linearity of L can be used to simplify its expression, which for a two-dimensional hybrid
system is written as:
L[H] =
N∑
n
Br n x L
[
FHr n(eˆx)
]
+
N∑
n
Br n yL
[
FHr n(eˆy)
]
+
M∑
m
ImL
[
FHjm(1)
]
(5.10)
This expansion implies that the globally optimal solution can be determined directly, i. e.:
without the need for an iterative algorithm. The remanences and current factors are given by:
Br n ∝ eˆx L
[
FHr n(eˆx)
]
+ eˆy L
[
FHr n(eˆy)
]
(5.11)
Im ∝ L
[
FHjm(1)
]
(5.12)
Applying the constraints on ‖Br n‖ and
∑M
m R
Eq.
m I
2
m leaves only one possible solution, which
is easily calculated through normalization.
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As pointed out in [80], the reciprocity theorem has deep implications for the optimisation of
linear objective functionals. Assuming that ‖Br‖ = 1, the expression of the optimal remanence
of the nth magnet block is given by:
Br n = eˆx
∫
d3x FHr n(eˆx) · u(x) + eˆy
∫
d3x FHr n(eˆy) · u(x) (5.13)
The integration domain could be reduced to the region where u is not zero. It is possible to
apply the reciprocity theorem expressed by equation 4.55, to modify the previous expression:
Br n = eˆx
∫
R(n)
d3x eˆx · FHr n[u] + eˆy
∫
R(n)
d3x eˆy · FHr n[u] =
∫
R(n)
d3x FHr n[u] (5.14)
The new domain of integration is the region occupied by the nth magnet block, which is denoted
by R(n). The quantity FHr n[u] expresses the field generated by a magnet whose remanence is
equal to u(x). The optimal orientation of the remanence of a magnet is then obtained by aver-
aging FHr n[u] over the area occupied by the magnet. This correspondence will be investigated
in section 5.2.2 in the context of optimisation of continuously varying remanence distributions.
This symmetry cannot be applied to the optimisation of currents without involving the third
dimension. Moreover, as stressed in section 4.3.2, the current reciprocity theorem would require
the objective u to be consistent with the continuity equation.
In some cases it is convenient to approach a non-linear optimisation problem by initially con-
sidering a suitable linear objective. The globally optimal configuration for the linear objective
can be calculated directly and can be used as initial configuration for the iterative procedure.
As long as the linear functional has been selected to closely represent the original non-linear
objective, the convergence will be facilitated.
5.1.4 Illustrative examples
As examples of applications of the techniques introduced in the previous section we consider
the magnetic systems shown in figure 5.4. The geometry of figure 5.4a represents a quadrupole
magnet composed by triangular prismatic blocks. The system also includes an external iron
yoke, and a set of coils located between the permanent magnets and the air gap. The first
step of the optimisation procedure has been to calculate the globally optimal solution with
respect to a linear objective expressed in integral form. The objective vector field u is a perfect
quadrupole field located in the air gap. The second step of the optimisation procedure consists
into applying the gradient descent scheme to the following non linear objective:
S[H] =
∫
Rg
‖H(x)−H Q(x)‖2 (5.15)
The symbol H Q denotes the quadrupole component of H. As mentioned in section 4.4.2, this
objective corresponds to the problem of minimising the field distortions with respect to the
required distribution, without rewarding or penalizing its intensity. As can be seen from figure
5.4a, the current is zero for the four coils located at the angles φ = 45◦, 135◦, 225◦ and 315◦.
The second example, shown in figure 5.4b, represents a rotary device for magnetic refriger-
ation, and is analogous to the structure shown in figure 4.2. The air gap between the coils and
the inner iron core is subdivided into two high field regions and two low field regions, spanning
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High eld
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(b) Magnetic refrigeration
Fig. 5.4: Two examples of pre-segmented hybrid systems optimised with respect to non linear
objectives. 5.4a: structure designed to create a quadrupole filed inside the central cylindrical
air gap. 5.4b: rotary magnetocaloric device analogous to the system represented in figure 4.2.
In both cases, the starting configuration of the iterative optimisation scheme is the optimal
solution of a suitable linear problem.
an angle of 90◦ each. The union of the two high field regions is denoted by RHigh. The objective
vector field describing the preliminary linear optimisation step is zero everywhere, except for
the set RHigh. One this domain u is defined by: u = sign(x)eˆρ. The symbol eˆρ represents
the unit vector oriented in the radial direction. The non-linear objective is represented by the
following functional, linked to the cooling power provided by the device [101, 102]:
S[H] =
∫
RHigh
‖H(x)‖2/3 −
∫
RLow
‖H(x)‖2/3 (5.16)
As can be seen from figure 5.4b, the final configuration manages to create a field with the
desired features, i. e.: alternating angular sectors of high and lowe field intensity.
5.1.5 Cylinders segmentations
In this section, a systematic comparison between different ways to segment the Halbach cylinder
geometry is presented. It is assumed that the permeability µ is equal to µ0 everywhere, which is
a good approximation for many modern permanent magnet materials. It is considered the case
of the Halbach cylinder designed to create a uniform field inside the cavity, corresponding to the
case p = 1. The four different segmentations shown in figure 5.5 are compared by calculating
the x component of the magnetic flux field averaged over the cylindrical air gap Rg . This is
equivalent to the following linear objective functional:
S[H] =
∫
Rg
d3xH · eˆx (5.17)
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(a) Circular sectors (b) Polygonal sectors
(c) Triangles (d) Circles
Fig. 5.5: Four possible ways to segment the Halbach cylinder geometry. The different segmen-
tations present peculiar advantages and disadvantages which are addressed in the text.
The remanence is normalized, uniform inside each of the segments and its direction is
determined by maximizing the objective functional S using the approach introduced in section
5.1.3. All the considered shapes of segments are symmetrical with respect to the radial line
passing by their center. Denoting by φk the angular coordinate of the center of the k
th segment,
the optimal direction of the remanence is given by 2φk. This can be verified by checking the
solution reported in equation 4.31 for the case p = 1. The four families of segmentations have
different advantages and disadvantages:
• The most common way to subdivide this geometry is the segmentation into identical
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sectors, as the one shown in figure 5.5a. As will be shown in this section, and will be
proved rigorously in section 6.4.1, this is the subdivision method that maximizes S for a
given volume and a given number of segments NSegments.
• Another possibility, shown in figure 5.5b, is to use pieces with trapezoidal cross-section.
Since all the faces of each segment are flat polygons this might be advantageous from the
point of view of the manufacturing costs.
• A similar argument applies to the segmentation into pieces with triangular cross section.
This family of possible segmentation will be parametrized by the number of radial layers,
denoted by Nr, and the number of segments for each radial layer, denoted by Nφ. The case
of figure 5.5c corresponds to the case Nρ = 2 and Nφ = 14, i. e.: NSegments = 2× 14 = 28
pieces in total.
• The other possible option that is compared in this section is shown in figure 5.5d: it uses
cylindrical rods with remanence vector transverse to the axis. This geometry presents the
unique advantage that it is possible to modify the field even after assembling the magnetic
system [93, 90]. This is done by rotating each rod around its axis to reach the desired
configuration. Using this method it is possible to switch between, e. g., the zero field and
any of the multipole fields given by other values of p. As in the case of triangular prism,
the total number of pieces is NSegments = Nρ ×Nφ.
For the cases of circular-segments polygonal-segments and triangles the inner radius and
the magnet volume can be decided independently. For the case of circles, however, the inner
radius together with Nρ and Nφ automatically determines the magnet volume because of the
close-packing condition.
In order to compare the different configurations the value of the objective functional intro-
duced in equation 5.17 is modified by dividing by the cavity volume Vg, to obtain the average
field. The average is then normalized by the (uniform) field HIdeal generated by an ideal
Halbach cylinder with the same inner radius, RI , and the same volume of permanent magnet:
S →
µ0
∫
Rg
d3xH · eˆx
VgHIdeal
(5.18)
The inner radius RI is always given by the largest circle that can be inscribed in the cavity. For
the cases of figures 5.5b and 5.5c the central circle is tangent to the inner sides of the polygons
delimiting the cavity.
The normalized flux density is plotted in figure 5.6a as a function of the total number
of segments NSegments. For the cases of the circles and triangles the tick lines correspond to
configurations having the same number of radial layers, which is indicated in the graph. The
thin lines connect configurations having the same number of segments for each layer. For the
case of circular sectors the average field 〈H〉 can be calculated analytically, and is given by [65]:
〈H〉 = HIdeal NSegments sin(2pi/NSegments)
2pi
(5.19)
This relation corresponds to the thick grey line shown in the figure. As can be noticed, the green
line, corresponding to the FEM calculation of the same geometry, is perfectly overlapped with
the theoretical prediction. The field generated by the polygonal sectors is almost as intense as
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Fig. 5.6: Quantitative comparison of the different segmentations. 5.6a: average x component
of the field normalized by the field generated by an ideal Halbach cylinder having the same
volume. 5.6b: deviation from a perfectly uniform field, quntified by the parameter ∆ defined
in equation 5.20. For the segmentations using triangles and circular rods, the thick lines
connect configurations having the same number of radial layers, while the thin lines connect
configurations having the same number of segments for each layer. Figure 5.6a also shows the
theoretical prediction for the case of the circular sectors, which can be checked to be perfectly
overlapped with the corresponding FEM calculation.
the field of the circular sectors, while the other two possibilities, i.e. circles and triangles, are
significantly inferior. It can also be noticed that increasing the number of radial layers while
keeping the total number of segments constant always leads to a lower average intensity. The
segmentation based on circular rods produces the lowest intensity because of the inevitable gaps
between the different rods. This configuration is mainly advantageous because of its ability to
modify the field.
It is interesting to evaluate the deviation from a perfectly uniform field. The non-homogeneity
of the flux density in the air gap, denoted by ∆, is evaluated as the average norm of the ’error’
flux density divided by the average norm of the flux density.
∆ =
〈(Bx − 〈Bx〉)2 + (By − 〈By〉)2〉
〈B2x +B2y〉
(5.20)
This expression is analogous to the objective functionals discussed in section 4.4.2. The depen-
dence of ∆ on NSegments is shown in figure 5.6b, expressed in percentage. For what concerns
the uniformity, the polygonal sectors give a better results than the circular sectors. As ex-
plained above, intensity and homogeneity are evaluated inside the circle that is tangent to the
segments. This implies that for the case of polygonal sectors the radial separations between
adjacent magnet segments are not directly in contact with the inner circle. Since the field
distortion is higher in the vicinity of these separations, the homogeneity is better for the case
of polygonal sectors. A similar argument applies to the case of the triangular segments. As
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shown in [82] and [89], for the case of triangular magnets the radial coordinate separating the
different layers can be chosen in a particular way which results in a perfectly uniform field.
These kinds of structures will be discussed in section 6.4.4. However, for the cases studied in
this section the radial separations between the different layers are logarithmically spaced.
The systematic comparison performed here for the case of the dipole Halbach cylinder can
be extend to multi-pole cylinders by replacing eˆx in equation 5.17 with the multi-pole fields
expressed by equation 4.30. The normalization condition is generalized the same way. It is
also possible to evaluate the field quality by considering the family of functionals introduced in
section 4.4.2.
5.2 Continuously varying remanence field
The focus of this section is the optimisation of continuously varying remanence distributions.
It is assumed that the geometry is pre-determined. This also implies that the region where the
remanence field is not zero will be decided in advance. The approach discussed here provides
the starting point for the development of the geometry optimisation techniques discussed in
the next chapter.
5.2.1 Abele’s approach
Because of its relevance in connection with optimisation approached described in the following
sections, we examine the framework introduced by Abele et al. in [86, 89], employing the
notation adopted in the present work.
M =
∫
Rg
d3x ‖B(x)‖2∫
Rm
d3x ‖Br(x)‖2 (5.21)
The inequality M ≤ 1/4, is always satisfied, and in [86] this is shown to be a consequence of
the following inequality:
µ0
2
∫
Rg
d3x ‖H(x)‖2︸ ︷︷ ︸
Uext
≤ 1
4
1
2µ
∫
Rm
d3x ‖Br(x)‖2︸ ︷︷ ︸
U0
(5.22)
Where Uext is the energy associated with the field generated by the magnet outside of itself,
and U0 is the upper limit of the energy associated with the field generated by the magnet in
the whole space.
The energy figure of merit M can also be expressed in terms of the integral of energy
product (−B ·H) over the permanent magnet region Rm:
M = µ0
∫
Rm
d3x (−B ·H)
4µ
∫
Rm
d3x (−B ·H)max
(5.23)
Where (−B ·H)max denotes the maximum possible value of the energy product (−B ·H),
given by:
(−B ·H)max =
1
4µ
‖Br‖2 (5.24)
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Maximizing the fraction of energy that associated with the field generated by magnet outside
of itself, is thus equivalent to maximizing the integral of the energy product (B ·H).
Abele’s optimisation approach assumes that the whole space is composed by two non-
overlapping regions, denoted here byRm andRg. The regionRm is occupied by permanent mag-
net material. It is assumed that the permanent magnet obeys a linear relation B = µH +Br,
where the permeability µ is uniform, but the remanence Br may vary both in norm and ori-
entation. Inside Rg the permeability is equal to µ0, and the field is assumed by to be equal
to a pre-determined distribution H0(x). As none of the regions Rm and Rg is required to be
a connected set, the border between Rm and Rg may be composed by many closed interfaces,
denoted by ∂i, which are disconnected from each other. The geometry may also include regions
occupied by ferromagnetic material whose permeability is assumed to be infinite. In the limit
of infinite permeability these regions are equivalent to infinitely thin hollow shells of infinite
permeability filled with air. This means that they may be considered as part of Rg, with zero
internal flux density. To fix the ideas let us consider the example of the Halbach cylinder geom-
(a) Yoke-less cylinder (b) Yoked cylinder
Fig. 5.7: Maximally efficient remanence field generating a uniform field in the central cylindrical
cavity. Figure 5.7a shows the case of a cylinder without iron yoke. Except for the radial
dependence of the norm of the remanence, this distribution is equivalent to the conventional
Halbach cylinder. Figure 5.7b shows the case of a cylinder with an external iron yoke of infinite
permeability. The optimal remanence distribution is different, but the air gap field is identical
to the one of figure 5.7a.
etry with infinite length, parametrized with polar coordinates ρ and φ. The magnet region Rm
extends between the internal radius RI and the external radius RO. The region Rg consists of
the union between the two remaining disconnected regions: the internal cavity, with ρ < RI
and the external region, with ρ > RO. The field H0 inside the internal cavity is required to be
equal to H0eˆx, where eˆx denotes the unit vector of the eˆx coordinate. The field in the external
region is required to be zero, which corresponds to a perfectly self-insulated magnetic system.
Two possibilities are considered: the yoke-less case and the yoked case. In the yoked case an
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infinitely thin ferromagnetic shell is introduced at the border ρ = RO.
Among all the possible remanence distributions in Rm which are able to generate in Rg the
required field H0, the distribution referred to as ideal remanence is the one that maximizes
the figure of merit M. The ideal remanence is denoted by BId.r , and is constrained by a set of
equations, formally derived in [86], which guarantees its optimality with respect to M. These
equations, together with the requirement that BId.r generates H0, completely determine B
Id.
r .
The ideal remanence is both solenoidal and irrotational:
∇ ·BId.r = 0 ; ∇×BId.r = 0 (5.25)
Being irrotational, the ideal remanence can always be defined in terms of a scalar potential
ΦId.r :
BId.r = −∇ΦId.r (5.26)
The requirement that BId.r is also solenoidal implies that the potential Φ
Id.
r is harmonic, as it
obeys Laplace’s equation:
∇2ΦId.r = 0 (5.27)
Additionally, the net magnetic charge on each border ∂i separating Rm from Rg must be zero:∫
∂i
d2x BId.r · nˆ = 0 (5.28)
Finally, the ideal remanence is always normal to the borders between Rm and the regions
occupied by ferromagnetic materials.
BId.r × nˆ = 0 (5.29)
This implies that the potential ΦId.r is constant on each independent border separating Rm from
the regions occupied by ferromagnetic material. The flux density BId. and magnetic field HId.
associated with the ideal remanence BId.r , satisfy the following relation inside Rm:
BId. = µHId. +BId.r (5.30)
As it is assumed that the permeability µ is constant over the region Rm, B
Id. and HId. are
solenoidal and irrotational: { ∇ ·BId. = 0 ; ∇×BId. = 0
∇ ·HId. = 0 ; ∇×HId. = 0 (5.31)
As for BId.r , they can be defined in terms of scalar potentials:{
BId. = −∇ΦId.B
HId. = −∇ΦId.H
(5.32)
These potentials are also harmonic:
∇2ΦId.B = ∇2ΦId.H = 0 (5.33)
The problem is reduced to solving in the region Rm the two partial differential equations
governing the potentials ΦId.B and Φ
Id.
H . The boundary conditions obeyed by the two potentials
5.2. Continuously varying remanence field 67
at the borders ∂i are determined from the field H0 inside Rg by imposing the conservation that
the tangential component of HId. and the normal component of BId. across the interfaces ∂i.
The remaining degrees of freedom are removed by applying equations 5.28, and 5.29.
Since the flux density BId. is solenoidal everywhere, the flux through each of the closed
borders δi is zero: ∫
∂i
d2x
(∇ΦId.B ) · nˆ = 0 (5.34)
This also implies that equation 5.28 applies independently to HId.:∫
∂i
d2x
(∇ΦId.H ) · nˆ = 0 (5.35)
The field HId., is always normal to the boundaries between Rm and the regions occupied by
ferromagnetic material: (∇× ΦId.H )× nˆ = 0 (5.36)
This implies that equation 5.29 applies independently to BId.:(∇× ΦId.B )× nˆ = 0 (5.37)
For the example of the Halbach cylinder we can calculate ΦId.B and Φ
Id.
H starting from the most
general form of continuous harmonic potential, given by equation 4.28, which we report here:
Φ(ρ, φ) = Φ0 + a0 log(ρ) +
+∞∑
n=1
(c(In)n ρ
n + c(Out)n ρ
−n) cos(nφ) +
+∞∑
n=1
(s(In)n ρ
n + s(Out)n ρ
−n) sin(nφ)
(5.38)
Using 5.32 the flux density BId. and the field HId. can then be expressed in terms of the
coefficients of expansion appearing in 5.38. Application of equations 5.35 and 5.35 implies that
the coefficient a0 is zero for both Φ
Id.
B and Φ
Id.
H . For the yokeless case we just have to match
the tangential component of H and the radial component of B with the required distributions
at ρ = RI and ρ = RO. This results in all the coefficients being zero, except for c+1 and c−1.
The continuity conditions at RI and RO are written for these two coefficients as a system of
two linear equations which is easily solved, leading to the following expression for ΦId.r :
ΦId.r = H0
(
R2I
R2O −R2I
)[
µ0
(
R2O
ρ
+ ρ
)
+ µ
(
R2O
ρ
− ρ
)]
cos(φ) (5.39)
For the yoked case the procedure is similar, except for the fact that the condition on the radial
component of BId. at RO is replaced with the condition that Φ
Id.
B is constant at ρ = RO. As
mentioned above, this means that BId. is normal to the boundaries of Rm with the regions
filled with ferromagnetic material. The expression for ΦId.r , for the yoked case is:
ΦId.r = H0
(
R2O
ρ
− ρ
)[
µ0
(
R2I
R2O +R
2
I
)
+ µ
(
R2I
R2O −R2I
)]
cos(φ) (5.40)
The study presented in [86] derives an important theorem concerning the geometry of the
regions occupied by ferromagnetic material. If the field H0 is zero inside a certain subset R
0
g of
Rg, than completely insulating R
0
g from Rm with ferromagnetic material will lead to the greatest
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possible value ofM. Therefore self-insulated magnetic structures are more energetically efficient
when they are fully yoked. Moreover, as mentioned in [86, 85, 84], the level surfaces of the
magnetic scalar potential are efficiently used as separating interface between permanent magnet
and soft magnetic material with µ → ∞. This idea, which ultimately is consequence of the
invariance properties discussed in section 4.1.3, will be exploited extensively in this thesis. In
particular, section 6.2 discusses the link between this concept and the reciprocity theorem.
5.2.2 The virtual magnet method
The connection between the reciprocity theorem and linear objective functionals has been
introduced in section 5.1.3. This formalism derived from this theorem is readily applied to
smoothly varying remanence distributions. As long as the permeability tensor is symmetric
and is the same in any point for system 1 and 2, the theorem can be expressed as:∫
d3x Br 1(x) ·H2(x) =
∫
d3x Br 2(x) ·H1(x) (5.41)
The reciprocity theorem can be used to solve magnet design problems by considering an empty
air gap, and by aligning the remanence everywhere with the field generated by a virtual magnet
placed in this air gap. When expressed in integral form a linear functional is written as:
S[H1] =
∫
d3xH1(x) · u(x) (5.42)
where u is an arbitrarily defined objective vector field. The integration domain can be reduced
from the whole space to the region where the objective vector field u is non-zero, denoted by
Rg.
If the objective vector field u is used as the remanent flux density Br 2 of a virtual magnet,
equation5.41 implies that S is also equal to:
S[Br 1] =
∫
d3xH2(x) ·Br 1(x) (5.43)
where H2 is the field generated by the virtual remanence Br 2, and Br 1 is the remanent flux
density of the real magnet, that is associated with the real field H1. The functional S has the
dimensions of an energy. Again, the integration domain can be reduced to the region of space
where the remanence of the real magnet is non-zero. This region, denoted by Rm and called
the magnet design region, is assumed not to overlap with Rg. Equation (5.41) applies since
Rm, (Rg), will be the only region in which Br 1, (Br 2), is not zero. The use of the reciprocity
theorem for the optimisation of a magnetic system is schematically illustrated in figure 5.8.
The theorem provides the solution to the following problem: determine the optimal direction
of the remanent flux densityBr 1 in any point of the region Rm such that the fieldH1 generated
by Br 1 maximizes the integral of Eq. (5.42). The answer is evidently: the optimal remanence
Br 1 should be aligned in every point with the virtual field H2 generated by Br 2. To illustrate
this result we consider a simple example in which we wish to maximize the field in a given
direction inside a cylindrical region with infinite length. This region will then be occupied by a
virtual magnet with uniform remanent flux density. If the direction of the virtual remanence is
transversal to the axis of the cylinder, for example in the positive x direction, the field generated
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(b) The virtual system
Fig. 5.8: 5.8a: The use of the reciprocity theorem for magnet optimisation is illustrated by
considering a uniform objective field u, oriented in the positive y direction and defined over
the rectangular air gap Rg. 5.8b: The air gap Rg is filled with a virtual magnet, magnetized
in the same direction of the objective vector field u. The reciprocity theorem implies that the
optimal remanence is aligned with the field generated by the virtual magnet in any point of the
design area Rm. The flux lines of the virtual field H2 are shown in figure 5.8b.
by it will lead to the well-known Halbach cylinder solution[65], which in cylindrical coordinates
is given by:
Br 1(r, φ) ∝ cos(2φ) eˆx + sin(2φ) eˆy (5.44)
This case of the Halbach cylinder case is discussed in detail in section 6.4.1.
For simplicity, most of the examples analysed in this thesis represent two dimensional ge-
ometries. This approximation is a realistic description of systems for which the length along
one direction, e. g. z, is considerably larger than along the other two directions. It is also
required that the characteristics of the system are constant along this direction. Almost all
the methods present in this work are easily generalized to three-dimensional geometries. We
will now consider two simple examples of applications of the virtual magnet method to three-
dimensional systems. The geometry, shown in figure 5.9, consists in both cases of a spherical
magnet with a central cavity of the shape of a rectangular box. The virtual remanence Br 1
is zero everywhere except for inside this cavity. One quarter of the spheres is not displayed in
order to reveal the inside of the structure. For the case of figure 5.9a the virtual remanence is
a uniform field oriented in the positive vertical direction. For the case of figure 5.9b the virtual
remanence is given by a quadrupole field oriented in the x-z plane. The norm of the remanence
is constant in both cases.
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Fig. 5.9: Two examples of application of the virtual magnet method to three-dimensional
geometries. In both cases, the permanent magnet region is a sphere with an air gap of the
shape of a rectangular box. The objective of figure 5.9a is to generate inside the air gap a
dipole field oriented in the z direction. The objective of figure 5.9b is to generate a quadrupole
field oriented along the x-z plane.
5.2.3 Energy considerations
The virtual magnet method also suggests a practical technique for assembling systems composed
of different pieces of permanent magnet. As it is explained in ref. [41] for the case of the
Halbach cylinder geometry, if a permanent magnet, called the anchor, is temporarily placed
in the central air gap region it will exercise a force on the surrounding pieces of permanent
magnet which will automatically align them in the Halbach configuration. The central anchor
magnet plays the same role in this case as the virtual magnet in the optimisation procedure
presented here, and the value of S corresponds to the mutual energy between the anchor
magnet and the surrounding segments. This fabrication method can be extended to many
different cases besides the Halbach cylinder geometry, as long as the forces resulting from the
mutual interaction between the different magnet pieces are negligible compared to the force
due to the anchor magnet .
Furthermore, by allowing configurations where the norm of the remanence is not uniform,
the algorithm can provide solutions that are also maximally efficient, in the sense that they
maximize the fraction of magnetic energy that the permanent magnet is able to generate outside
of itself[86]. More specifically, among all of the possible remanence distributions Br 1 in Rm
able to generate the same field B1 in Rg, the ideal remanence maximizes the figure of merit
M, introduced in section 5.2.1.
M =
∫
Rg
d3x ‖B1(x)‖2∫
Rm
d3x ‖Br 1(x)‖2 (5.45)
From the discussion of section 5.2.1, it is clear that the sufficient conditions for maximal energy
5.2. Continuously varying remanence field 71
efficiency to occur are:
• The magnet design region Rm and the air gap region Rg are not overlapping.
• The union of Rg with Rm is equal to the whole space, except for the regions enclosed by
material with infinite permeability
• Inside Rg the permeability is equal to µ0
• Inside Rm the permeability µ is uniform
• The real remanent flux density is chosen to be not only aligned, but proportional to the
virtual field H2.
When the last two conditions are satisfied, the real remanent flux density is both solenoidal and
irrotational, thus satisfying the ideal remanence equations of ref. [86]. When all the conditions
above are satisfied the magnetic structure in Rm is maximally energy efficient.
5.2.4 Non-Linear Objectives
In this section we consider an iterative gradient based procedure which can be applied to
non-linear objective functional. The method investigated here presents similarities with the
algorithms discussed in [81], applied to the magnetic inverse problem expressed by the functional
of equation 4.66. The technique described in this section can instead be applied to a general
non linear objective. The approach is based on the reciprocity theorem, and applies to the
optimisation of a smoothly varying remanence distribution Br(x). However, the numerical
implementation which employs FEM analysis, consists in optimising the expansion of of Br(x)
on a discrete grid. For simplicity, we consider the case of two dimensional magnetic systems.
The non-linear objective objective functional is denoted by S. The value of S is determined
by the magnetic field distribution H(x) over a certain region Rg. We consider a very fine grid
of points xi ∈ Rg, and the magnetic field Hi = H(xi) in each of these points. The notation
S = S(H) will therefore be used to express the dependence of S on all the vectors Hi.
The procedure starts with a certain initial configuration, corresponding to the field values
H
(0)
i . The first step is consist in computing the linear approximation to S, evaluated at the
initial configuration H(0). For a two-dimensional system this is written as:
S(H) ≈ S(H(0)) +
∑
i
(
∂S
∂Hi x
)
H(0)
(Hi x −H(0)i x ) +
∑
i
(
∂S
∂Hi y
)
H(0)
(Hi y −H(0)i y ) (5.46)
It is convenient to write the previous expression in a more compact form:
S(H) ≈ S(H(0)) + L0(H)− L0(H(0)) (5.47)
The linear function L0 is defined as:
L0(H) =
∑
i
(
∂S
∂Hi x
)
H(0)
(Hi x) +
∑
i
(
∂S
∂Hi y
)
H(0)
(Hi y) (5.48)
It is convenient to introduce the vectors u
(0)
i , defined by:
u
(0)
i x =
(
∂S
∂Hi x
)
H(0)
and u
(0)
i y =
(
∂S
∂Hi y
)
H(0)
(5.49)
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Fig. 5.10: : rotary device for magnetic refrigeration, analogous to the system shown in figure 4.2.
The objective is expressed by the functional of equation 5.54. The optimisation is performed
with an iterative procedure. Figures 5.10a and 5.10b show the initial and final configurations,
respectively. As desirable, the air gap field intensity increased in the high field regions and
decreased in the low field regions.
The linear function L0 can thus be written as
L0(H) =
∑
i
u
(0)
i ·Hi (5.50)
If the gradient descent method was applied to the field itself, instead of the remanence, it would
result in the following iterative scheme:
H(k) = H(k−1) + γ u(k−1) (5.51)
The small parameter γ controls the step size, and its sign determines if the iteration will
converge towards maxima or minima. However, the purpose of the procedure is to optimise S
with respect to the remanence Br which generates the magnetic field H.
We can now use the reciprocity theorem to express L0 in terms of the remanence field Br:
L0(H) =
∑
i
u
(0)
i ·Hi →
∫
Rg
u(0) ·H =
∫
Rm
v(0) ·Br (5.52)
The vector field v(0)(x) is the magnetic field that would be generated if u(0) was used as
remanence of a virtual magnet. In the numerical implementation this vector field is defined
on the same grid as H and u. Having calculated the vectorsvi, we can apply the following
iterative scheme on Br:
B(k)r = B
(k−1)
r + γ v
(k−1) (5.53)
Thanks to the reciprocity theorem this procedure only requires two FEM computations for each
step of the iteration: one to calculate the field H(k) generated by the remanence B(k)r , and one
to calculate the virtual field v(k) generated by the virtual remanence u(k).
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In reality, many of the objectives of practical interest are p-homogeneous with respect to the
field for some exponent p. This implies that the iterative procedure would never stop, leading
to higher and higher values of the norm of the remanence (if p > 1), or smaller and smaller
values (if p < 1). Moreover, it is often more interesting to consider remanence distributions
with constant norm Br. The homogeneity of S allows us to rule out the norm of the remanence
from our procedure, and apply the iteration to modify the orientation ψ of the remanence at
each point. The homogeneity guarantees that the optimal distribution ψ(x) does not depend
on Br.
As illustrative example we consider a rotary device for magnetic refrigeration. The geometry
is analogous to the system shown in figure 4.2. The optimisation problem is to maximise the
non linear objective functional S expressed by:
S[H] = 1
VHigh
∫
RHigh
d3x ‖µ0H(x)‖2/3 − 1
VLow
∫
RLow
d3x ‖µ0H(x)‖2/3 (5.54)
Here RHigh and RLow denote the high and low field regions respectively. As was introduced in
section 3.3 this functional is related to the cooling power provided by the device. The starting
configuration is given by the remanence distribution of the Halbach cylinder with p = 1, which
is shown in figure 5.10a. As can be noticed, because of the central iron yoke, this system is
not perfectly self insulated. The final configuration is shown in 5.10b. The largest deviation of
the final remanence distribution with respect to the initial on, is observed in the proximity of
the borders between the high and low field regions. The field simultaneously increases in the
high field region and decreases in the low field region. Moreover, the whole structure is better
insulated from its surroundings. Quantitatively, the value of the objective increases by 20%.

Chapter 6
Geometry Optimization
The topic of this chapter is the introduction of techniques that allow us to optimise the ge-
ometry of magnetic systems, i.e.: subdividing the magnetic systems into regions occupied by
materials with different magnetic properties. This problem presents more challenges than the
one approached in the previous section. We will start by considering the implications of the
reciprocity theorem with respect to this problem. As mentioned in section 5.2.2, this framework
can only be applied under two main limitations: the linearity of the objective functional with
respect to the magnetic field, and the linearity of the B-H relations describing the magnetic
behaviour at each point.
We will see that starting with these somehow restrictive assumptions pays off, as will allow
us to derive several interesting results. Besides their immediate relevance concerning magnet
optimisation problems directly described by a linear functional, these results provide insight
about general properties of magnetic systems.
The objective functional S will always be expressed in terms of the virtual field H2, as in
equation 5.43:
S[Br 1] =
∫
Rm
d3xH2(x) ·Br 1(x) (6.1)
6.1 Air-magnet border
We now consider the external border of the magnet. An important observation regarding
Eq. (5.43) is that the different pieces of magnet contribute independently to the value of the
objective functional S: the optimal direction of the remanence in each point remains the
same regardless of how the remanence has been chosen elsewhere. The independence is a
consequence of the fact that H1 is linear with respect to Br 1, and S is linear with respect
to Br 1. Moreover, once Br 1 has been aligned to H2 at a point x, the integrand of equation
5.43 becomes ‖H2(x)‖‖Br 1(x)‖ ≥ 0. This means that the contribution from that point of the
magnet to the value of S is proportional to the norm of the virtual field which can thus be
interpreted as a weight factor of the corresponding site in the magnet design area [80]. This
fact can be used to predict the optimal border between hard magnets and air.
As is explained in section 4.3.1, in order for Eq.(5.41) to be true, the magnetic susceptibility
χm must be the same for the real and the virtual system, implying that it is not possible to
determine the optimal susceptibility field, i.e. the optimal distribution of materials. However, if
the susceptibility of the permanent magnet material is zero, as is approximately true for, e.g.,
rare-earth hard magnets, we are not forced to decide in advance which areas of the magnet
design region are to be filled with magnet and which areas are to be filled with air. Instead,
we can determine the optimal border between magnet and air using the amount of available
permanent magnet material Vm as a constraint.
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(a) ‖H2‖ level curves. (b) Optimal border for given volume Vm
Fig. 6.1: Illustration of the technique to determine the optimal border between permanent
magnet and air. The idea is illustrated for the example of a two-dimensional system designed
to maximize the y component of the field averaged over the internal rectangular cavity. 6.1a:the
virtual magnet is shown as the pink shaded area and its remanence is indicated by the red arrow.
The blue curves are levels of ‖H2‖ which, for a permanent magnet with χm = 0, are the optimal
borders between magnet and air. 6.1b: FEM simulation of the real system. One of the ‖H2‖
level curves have been selected as border, thus determining the total volume of permanent
magnet of the real system.
As the contribution to the value of S from a point of the design region is equal toH2 = ‖H2‖,
it is better to utilize the permanent magnet material in areas where the norm of the virtual
field H2 is larger. This implies that the optimal borders between hard magnet and air are
given by the level surfaces of the scalar field H2(x).
Figure 6.1 illustrates this approach for the case of a two-dimensional system designed to
maximize the y component of the field averaged over the internal rectangular cavity. Figure
6.1a shows the virtual system and some level curves of ‖H2‖. Figure 6.1b shows the FEM
simulation of the real system corresponding to one of the possible borders. As this choice
determines the amount of permanent magnet present in the real system, the selection of the
border can match a given constraint on the magnet volume.
For the case of the Halbach cylinder with p = 1 the norm H2 of the virtual field H2
depends only on the radial coordinates, and is proportional to 1/r2. This implies that the
optimal external border of the magnet is always a cylindrical surface which is co-axial with
the inner cylindrical cavity. It is insightful to consider in this respect the general expression
of a continuous harmonic scalar potential expressed in polar coordinates, reported in equation
4.28. If we consider the field generated outside of itself by a two-dimensional permanent magnet
which occupies a bounded subset of the x-y plane, the requirement that the field vanishes at
infinity implies that the coefficients of the expansion corresponding to positive powers of ρ must
be zero, as well as the coefficient of the log(ρ) term. Since, among the terms with negative
6.1. Air-magnet border 77
powers of ρ, the higher multipole terms vanish more quickly than the lower multipole terms,
far enough from the magnet the behaviour is dominated by the lowest external multipole term,
which is denoted by n0. As long as the other terms can be neglected the levels of the norm H2
of the field of the virtual field are again given by cylindrical surfaces. Thus, far enough from a
two-dimensional bounded virtual magnet the optimal borders are given by coaxial cylindrical
surfaces, as can be noticed from figure 6.1a. Similarly, for three-dimensional systems the optimal
borders become spherical surfaces having the same center. It is worth mentioning that in this
limit, the improvement in the value of S from increasing the magnet volume by dVm is entirely
determined by the order of the lowest multipole term n0.
Iron (stator)
Iron (rotor)
Virtual Magnet Design Area (stator)
Br 2
(a) ‖H2‖ level curves.
Iron (rotor)
Virtual Magnet
Br 2Air
Permanent Magnet
(b) Optimal border for given Vm
Fig. 6.2: Magnetic system designed to create a sinusoidal radial field in the air gap between
stator and rotor. The virtual magnet indicated in figure 6.2a as a pink shaded area, and the
virtual remanence is indicated by the red arrows. 6.2a: FEM simulation of the corresponding
real magnetic system. It can be noticed that the virtual field is null in four points adjacent to
the internal iron core. Since a constraint is applied on the total volume of permanent magnet,
the regions surrounding these points are filled with air. The optimal shape of the border of
these four regions is given by contours of ‖H2‖. The segmentation of this geometry is shown
in figure 6.24a.
Another interesting consequence of the results above concerns iron yokes, iron cores or
similar soft magnetic structures, which are often present in magnetic assemblies. If the magnet
design region Rm is adjacent to a region containing a material with very high permeability,
e.g. iron, the virtual field H2 in Rm will be almost normal to the border between the magnet
and the highly permeable material (it will be exactly normal in the limit µ→∞). Thus, it is
never optimal to have permanent magnet border an iron region and magnetized in a direction
that is not normal to the border itself, as this would create a short-circuit for the flux lines to
close without passing through the air gap region. Therefore, the optimal remanence is always
normal to the border between magnet and iron. Figure 6.2 shows a magnetic system which
includes an external iron yoke (rotor), and an internal iron core (stator). The magnet design
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area is adjacent to the iron core, but is not adjacent to the inner border of the iron yoke. The
virtual remanence Br 2, defined over the air gap between the yoke and the magnet area, is
directed radially and depends sinusoidally on the angular coordinate φ. In polar coordinates
the virtual remanence is expressed by: Br 2 = sin(2φ) eˆρ. This geometry is a simplified model
for a permanent magnet electric motor with two poles, and will be discussed in more details
in section 6.4.5. The virtual magnet is indicated in figure 6.2a as the pink shaded area and
the virtual remanence is indicated by the red arrows. Figure 6.2b shows the FEM of the
corresponding real system. As can be noticed from the figures, there are four points adjacent
to the iron core where the virtual field is zero. This is an inevitable consequence of the fact
that the virtual field “tries to be tangent” to the interface with the iron in those points. From
the previous discussion it is evident that the efficiency, with respect to S, of permanent magnet
material placed in these points would be zero. Constraining the magnet volume to a smaller
value than the total volume of the magnet design region, results in the exclusion of the regions
adjacent to these points, as can be seen from figure 6.2b.
In many of the examples that will be presented in section 6.4 it is assumed that the sus-
ceptibility of the permanent magnet material is zero. However, it should be stressed that
this requirement is only necessary for the purpose of determining the optimal border between
magnet and air. All the remaining optimality results presented in this work remain true for
any tensor permeability field µ(x) which is symmetric. Moreover, the susceptibility of most of
modern rare earth based permanent magnets is in fact very close to zero.
6.2 Iron-magnet border
In this section we consider the problem of determining the border between permanent magnet
and soft ferromagnetic material, such as iron. We assume that permeability of the soft fer-
romagnetic material is so high that it can practically be regarded as if it was infinite. This
idealization, commonly used in the literature, is a surprisingly realistic description of many
magnetic systems: it is often desirable to avoid magnetic saturation inside the ferromagnetic
material, meaning that in the region of the B-H curve around the working point the perme-
ability of these material exceeds by several order of magnitude the permeability of air and
of permanent magnet materials. As we will see in section 7.2, as long as the iron parts are
dimensioned correctly, the results of simulations performed with a more realistic model which
also accounts for the non-linear behaviour are extremely close to the results obtained within
the infinite-permeability approximation. The observations reported in section 4.1.3 provide the
starting point to approach the problem of determining the border between permanent magnet
and soft ferromagnetic material.
Let us consider the example two-dimensional magnetic system shown in figure 6.3. The
geometry of the virtual system is illustrated in figure 6.3a. The purpose of this system is to
create alternating high field and low field regions in the air gap between the internal iron core
and the magnet design area, which is adjacent to the external iron yoke. This magnetic system
which is a model for a rotary device for magnetic refrigeration, will be discussed in more details
in section 6.4.6. The blue curves indicate levels of the virtual magnetic scalar potential Φ2.
As mentioned in section 4.1.3 and discussed in [86], if the space on either side of one of those
curves is filled with ferromagnetic material with infinite permeability, the solution on the other
side of the curve would not change. From another point of view, the virtual field would remain
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(a) Φ2 level curves.
Iron
Permanent Magnet
(b) Optimal border for given Vm
Fig. 6.3: Magnetic system designed to create alternating low and high field region in the air gap
between the magnet design area and the central iron core. 6.3a: the virtual magnet is shown as
the pink shaded area and its remanence is indicated by the red arrows. The blue lines indicate
level curves of the virtual scalar potential Φ2. The part of the magnet design area outside of
one pair of symmetrical level curves is filled with iron. Figure 6.3b shows the result of the FEM
simulation of the corresponding real magnetic system. The segmentation of this geometry is
shown in figure 6.25a.
normal to the border with iron, as we have seen to be optimal. For three-dimensional systems
the levels of Φ2 are surfaces, but the concept is the same. Even though the solution does not
change on the side of the Φ2 level that is not filled with ferromagnetic material, the portions
of the air gap on the wrong side of the level curve would be modified as well. As the air gap
is not part of the magnet design area, the resulting geometry would not anymore represent the
original optimisation problem.
However, for this example we can use the same idea in an approximate way, and check if
the final optimised configuration is satisfactory with respect to our original objective functional
or, more in general, with respect to the purpose of the magnetic system. The approximation
consists in filling with iron only the area between a Φ2 level curve and the border of the magnet
design area. The level curve can be selected to match a given constraint on the total magnet
volume Vm. Figure 6.3b shows the result of the FEM simulation of the real system. It can be
noticed that the resulting real flux density B1, indicated by the field lines, reproduces with a
good approximation the virtual remanence, indicated in figure 6.3a by the red arrows.
It is worth mentioning that the external iron yoke that is present in the virtual system
confines the Φ2 level curves, thus affecting the resulting optimised configuration. The most
external pair of contour curves is given by two adjacent semicircles having the same radius as
the inner border of the yoke. This also shows that the last areas to be included in the permanent
magnet region are the regions surrounding the highest and lowest points of the inner border of
the yoke. As we approach these points the direction of the virtual field would become tangent
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to the border itself, and therefore the norm of the virtual field goes to zero. This also indicates
that the advantage of filling parts of the design area with iron instead of magnet is that the
permanent magnet is only used close to the region where the objective vector field is not zero.
The remaining gap is filled with iron, thus allowing a convenient path for the return flux lines
to close. In general, as mentioned in section 5.2.1, the energy efficiency of a magnetic system
is highest if the the parts of the geometry where the desired field is zero are insulated from the
permanent magnet.
In practice, it is rarely useful to entirely fill with iron the space on one side of a Φ2 level
curve, as usually the curves are either unbounded or they invade the virtual magnet region,
which is where we are interested in creating the field. Besides, there might be regions where
the desired field is zero, but must remain accessible for practical reasons. This is the case of the
low field regions of the air gap of the magnetic system of figure 6.3. However, as we will show
with many realistic examples, applying the same idea in an approximate way produces results
which, from many points of view, are superior to the corresponding “conventional” magnetic
system. Moreover, similar concepts are already widely applied, as is mentioned in section 6.2.2.
It is also interesting to mention that a similar approach would allow to determine the
borders of regions filled with perfect magnetic insulator, starting with surfaces characterized
by A × nˆ = 0. However, this perspective is less relevant for applications relating to non-
superconducting magnetic systems, as the lowest permeability of room-temperature diamagnets
is only very slightly smaller than µ0.
6.2.1 Yoked Halbach cylinders
We consider the application of the technique described above to the case of the Halbach cylinder
with infinite length and p = 1. The purpose of the magnetic system is to create in the inner
cylindrical cavity, whose radius is denoted by RI , a uniform field oriented in the positive x
direction. As in the illustrative example mentioned before, the geometry of the virtual system
includes an iron yoke that is coaxial with the cylindrical cavity and its radius is denoted by
RO. The design area extends between the external border of the central cavity and the internal
border of the iron yoke. Its cross section area is thus given by VDesign = pi(R
2
O − R2I). Figure
6.4a shows the result of the FEM simulation of the optimised real system corresponding to the
case where the magnet fills the whole design area, i.e. Vm = VDesign, and with external radius
given by RO = 2.3RI .
The virtual fieldH2 is different with respect to the analogous yoke-less geometry. Moreover,
the yoke confines the level curves of the virtual potential Φ2. Any of these curves can be
used as border between permanent magnet and iron. Filling with iron the region outside one
symmetrical pair of these curves reduces the volume of permanent magnet. For the example of
figure 6.4b half of the volume of the design area has been filled with iron. One notices that in
both the examples of figure 6.4 the field in the inner cavity is still quite homogeneous, although
not perfectly as in the case of the yoke-less Halbach cylinder, shown figure 4.1a, or in the cases
of the yoke-less and yoked cylinder optimised with Abele’s approach, shown in figure 5.7. The
field distortion for the case of figure 6.4b is primarily located close to the equatorial region of
the air gap, close to the intersections between the magnet-iron border and the border of the
air gap. As we will show the advantage of these designs over the yoke-less Halbach cylinder is
that the field is on average more intense when compared to a conventional cylinder having the
same total volume of permanent magnet.
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Iron Air gap
Permanent Magnet x
y
(a) RO/RI = 2.3; Vm/VDesign = 1
Iron Air gap
Permanent Magnet x
y
(b) RO/RI = 2.3; Vm/VDesign = 0.5
Fig. 6.4: Magnetic system optimised with respect to the x component of the field averaged
over the inner cylindrical cavity, of radius RI . For the example of figure 6.4a the design area
between the inner cavity and the external iron yoke, with radius RO, is entirely filled with
permanent magnet. For the example of figure 6.4b half of the design area has been filled with
iron. The border between magnet and iron has been selected among the level curves of the
virtual potential Φ2 to match this volume constraint.
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Fig. 6.5: Different combinations of magnet volume, expressed as Vm/VDesign and external radius,
expressed as RO/RI . 6.5a: level curves of the efficiency figure of merit M, normalized by the
efficiency MYokeless of a yoke-less Halbach cylinder with the same volume. 6.5b: level curves
of the inhomogeneity measure η.
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We consider different combinations of magnet volume, expressed as Vm/VDesign and external
radius, expressed as RO/RI . For each combination the value of the efficiency figure of merit
M is divided by the efficiencyMYokeless of a yoke-less Halbach cylinder with the same volume.
The external radius of a cylinder with the same volume depends on the volume fraction, and
is given by:
R′O = RI
√√√√( Vm
VDesign
)((
RO
RI
)2
− 1
)
+ 1 (6.2)
The efficiency for the yoke-less Halbach cylinder is given by [94]:
MYokeless(R′O) =
(
log (R′O /RI)
)2
(R′O /RI)
2 − 1 (6.3)
The homogeneity of the field in the air gap is evaluated by the parameter η (see equation
4.68). The results are shown in figures 6.5a and 6.5b as level curves of M/MYokeless and η,
respectively. The labels indicating the level curves are expressed in percentage for both the
quantities.
As can be noticed from figure 6.5a the normalized efficiencyM/MYokeless is always greater
than 100 %. Even when the design area is entirely filled with permanent magnet, correspond-
ing to Vm/VDesign = 1, the value of 100 % is only reached in the limit RO/RI → ∞. The
normalized efficiency increases as either RO/RI or Vm/VDesign are decreased. Unfortunately
the inhomogeneity roughly exhibits the same behaviour, as can be seen from figure 6.5b. There
is a trade-off between field quality and field strength, as the most homogeneous configurations
are also the least efficient. At the end of the spectrum we find the traditional yoke-less Halbach
cylinder which generates a perfectly homogeneous field, but is always less efficient than the
yoked designs. The point at the intersection between the two thick dashed lines correspond
to the example shown in figure 6.4b. The choice RO/RI = 2.3 is also extremely close to the
optimal radius with respect to the efficiency of a yoke-less Halbach cylinder. The configurations
with RO/RI ≥ 2.3 and Vm/VDesign ≥ 0.5 are mainly characterized by η ≤ 2 %, which would be
acceptable for many applications when the field homogeneity is not critical.
6.2.2 Multipoles pole-pieces
The practice of using the level surfaces of the scalar potential as shape of the iron parts of a
magnetic system is not new [37, 38]. In fact, the shape of multi-pole elements commonly found
as beam-focusing devices in particle accelerators is usually determined from the corresponding
term of the expansion of the potential in internal cylindrical multi-poles given in equation 4.28.
In cylindrical coordinates the potential is given by:
Φ(ρ, φ) = c(In)n ρ
n cos(nφ) (6.4)
The level curves of this potential may be parametrized by their minimum value of radius,
denoted by ρ0:
ρ(φ) = ρ0
(
cos(nφ)
)−1/n
(6.5)
Note that, since n > 1, the radius goes to infinity as cos(nφ) goes to 0. This means that, as
already noticed for other cases, one is forced to restrict to a finite portion of the level curves.
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Fig. 6.6: Magnetic systems designed to create a quadrupole field. 6.6a: the field is created in
the internal region. 6.6a: the field is created in the external region. In cases the shape of the
iron poles is
Let us consider the two-dimensional example of figure 6.6a, which represents a magnetic
system designed to create a quadrupole field in the central cylindrical area delimited by the
dashed line. The shape of the iron parts adjacent to this region have been determined using
equation 6.5 with n = 2. As φ→ ±pi/4 or φ→ pi±pi/4, the border of these parts would go to an
infinite distance from the center, which is of course not realizable in practice. The only way to
use this design concept is therefore to neglect the parts of the level curves which are further than
a certain limit from the center, and to complete the magnetic circuit with the flux sources and
the iron yoke which allows the flux lines to close. The flux sources may be permanent magnets,
as in the example of figure 6.6a, electro-magnets or a combination of both. The quality of
the field in the air gap increases as the volume of the iron poles increases. Moreover, the
manufacturing of this kind of geometries is facilitated by the fact that the permanent magnets
can be simple blocks with rectangular cross section. This is advantageous as the machining of
soft ferromagnetic materials is generally less challenging than it is for, e.g., sintered Neodymium
permanent magnet. The aspect ratio of the permanent magnet blocks can be optimised with
respect to the air gap field intensity.
The main drawback of this design concept is that, since the intensity of the internal multi-
pole fields increases with increasing distance from the center, we cannot avoid a large fraction
of the magnetic energy to be stored in the field that is outside the cylindrical cavity. This
means that from the point of view of field strength and energy efficiency this design concept is
over-performed by yoked Halbach cylinder with the corresponding value of p.
Figure 6.6b shows a magnetic system designed following an analogous procedure, but having
the purpose of creating a quadrupole field in the region outside the dashed line. Such a system
could be applied, e.g., as element of a magnetic gear. The border of iron poles has the same
expression given by equation 6.5, but with n = −2. The same strengths and weaknesses
described for the system of figure 6.6a applies to the system of figure 6.6b.
84 Chapter 6. Geometry Optimization
6.2.3 Three dimensional designs
In this section we consider two examples of three-dimensional magnetic systems for magnetic
refrigeration. The geometry of the systems is shown in figure 6.7.
Iron core
Permanent magnet
Air gap
Iron yoke
yx
z
(a) Design with vertical air gap
Iron
Permanent Magnet
Regenerator slots
Iron
yx
z
(b) Design with horizontal air gap
Fig. 6.7: Rotary devices for magnetic refrigeration. In both cases the permanent magnets are
completely surrounded by iron, except for their border with the high field region. The surfaces
separating magnet from iron coincides with a level surface of the virtual scalar potential Φ2.
Topologically the two systems are equivalent. The principal difference is that for the case of
figure 6.7a the air gap has the shape of a vertical pipe, while for the case of figure 6.7b the air
gap, hosting the regenerator slots, has the shape of a disk. In both cases the axis of rotation is
the z axis. The system of figure 6.7a is analogous to the device shown in figure 4.2.
In both cases the objective is to create a field with alternating intensity inside the magne-
tocaloric material. The magnetocaloric material is collected inside cassettes which rotate with
respect to the part of the magnetic system that includes the magnet. For the geometry of figure
6.7a the magnet is incorporated in the external cylindrical part, while for the case of figure 6.7b
is located in the top part. In both cases there is another part of the geometry composed by
iron, which has the purpose of allowing the flux lines to close from the left side to the right side.
For the case of figure 6.7a this part is the central iron core, while for the case of figure 6.7b it is
the bottom part. In both cases the magnetocaloric material is located in the air gap between
the part incorporating the permanent magnet and the other iron part. The difference is that
for the case of figure 6.7b the bottom iron part is also moving with respect to the permanent
magnet, while in the system of figure 6.7a it makes no difference, since the central iron core is
rotationally symmetrical. The air gap has the shape of a pipe for the system of figure 6.7a and
the shape of a disk for the system of figure 6.7b. For the case of figure 6.7a the magnetocaloric
material is only located in the region delimited by the dashed line, while for the case of figure
6.7b is located in the regions labelled as regenerator slots. In both cases there are two high
field regions, spanning an angle of 90◦ each, alternated by two low field regions, also spanning
an angle of 90◦ each.
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The magnetic systems have been optimised with the virtual magnet method. The virtual
magnets are located in the high field regions of the air gap, and the virtual remanence Br 1 is
directed radially for the case of figure 6.7a and vertically for the case of figure 6.7b. In both
cases the virtual remanence of a point of the left half has opposite direction with respect to
the remanence of the symmetrical point of the right half. This means that the magnetic circuit
describing these systems is a single loop, where the two magnets and the two air gaps from the
left and right side are all connected in series, and alternated by iron parts. The remanence of
the real system is normalized and aligned at any point with the virtual field. The geometry of
the virtual system also includes iron shells at the borders of the magnet design regions, which
have the purpose of confining the level surfaces of the virtual potential Φ2. The border between
the permanent magnet and the iron has been determined by selecting the symmetrical pair of
contour surfaces of Φ2 matching a given constraint on the total magnet volume Vm. The space
enclosed between these surfaces and the iron shells delimiting the design regions is thus filled
with iron.
These design concepts will be analysed in more details in sections 6.3.4, 6.4.6 and 6.4.7 by
considering how to subdivide the permanent magnet into uniformly magnetized blocks.
6.3 Optimal Segmentation
In sections 5.2.2 we saw how the reciprocity theorem is the foundation of the virtual magnet
method, which allows us to calculate the optimal spatial dependence of the remanence field
Br 1(x) with respect to a linear objective functional. In sections 6.1 and 6.2 we considered
within the same framework the optimisation of the border of permanent magnet region. Real
magnetic assemblies are realized by combining blocks of uniformly magnetized material.
In this section we investigate how the optimal remanence field Br 1(x), calculated within
the virtual magnet method, is the starting point to address the problem of how to design a
segmented magnetic system whose segmentation is optimal with respect to a linear objective
functional. Some of the following subsections reproduce the discussion reported in the paper
attached in section B.3.
6.3.1 Segment-segment border
In this section we focus on the border between adjacent uniformly magnetized segments. For
simplicity, the results will firstly be derived for a two-dimensional magnetic system. In section
6.3.2 we will see how the results presented in this section are generalised to three-dimensional
systems.
We will show that an optimal segmentation of a two dimensional system consists of segments
whose mutual borders are lines of constant direction of the virtual field. This we will do by
showing that any segmentation which have a curve section R(ψ) of constant ψ divided between
two segments can always be replaced by a segmentation which assigns R(ψ) completely to one
segment and which is at least as good as the original segmentation.
We start with the objective functional S, defined in equation 5.42 in terms of the field H1,
and expressed in terms of the remanence Br 1 as:
S[H1] =
∫
d2x Br 1(x) ·H2(x) (6.6)
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where H2 is the virtual field. The optimisation for the continuous case is immediate: we simply
choose a remanence which in all points of the design region is aligned with H2. Assuming
that the remanence is constant in magnitude (and setting this magnitude equal to unity for
convenience), we get the optimised value of the functional:
SContinuous =
∫
Rm
d2x ‖H2(x)‖ (6.7)
We now consider the segmentation of the design area Rm into N segments. We introduce
the characteristic functions φn(x) that determine to which segment the point x is assigned.
They can only assume the values 0 or 1. If a given point x is assigned to the kth segment,
φk(x) = 1 while φn 6=k(x) = 0. The objective functional S corresponding to the segmentation
{φn} is then given by:
S[{φn}] =
N∑
n=1
Br 1(n) ·
∫
d2x φn(x)H2(x), (6.8)
since Br 1(n) is constant on segment n. Now, the direction of the optimal remanence B
Opt
r 1 (n)
for the nth segment is clearly aligned with
∫
d2x φn(x)H2(x). As before, we can then write S
as:
S[{φn}] =
N∑
n=1
∥∥∥∥∫ d2x φn(x)H2(x)∥∥∥∥ . (6.9)
Thus, the problem of finding an optimal segmentation is equivalent to finding a set of charac-
teristic functions {φn} which maximizes the value of S in Eq. (6.8).
To proceed we make a change of integration variables. Let us assume for now that each
set Rm(ψa) = {x : ψ(x) = ψa} ∩ Rm, defined by a particular value of ψa, corresponds to a
finite-length segment of a single curve of constant direction of the virtual field. In reality the
same direction ψ can often be found in non contiguous parts of the geometry. We will exclude
this scenario for now, and analyse this point in details in section 6.3.6. The curve segment
Rm(ψa) can be parametrized by some coordinate λ of finite range. We can then perform the
coordinate transformation x → (ψ, λ), as illustrated in figure 6.8a. One possible choice for λ
is the curve length along Rm(ψ) from the external border of the design area. It is possible to
show that, if the permeability is uniform over the design area, the contour lines of ψ are also
field lines of ∇H2. This implies that H2 is monotonic along each Rm(ψ) and is another possible
choice for the parameter λ. We now write H2(x) as H2(x)eˆψ, where eˆψ = cos(ψ)eˆx+sin(ψ)eˆy.
We denote by R′m(ψ) the range of values of λ parametrising the set of points Rm(ψ). Then the
functional S can be written as:
S =
N∑
n=1
∥∥∥∥∥
∫
dψ eˆψ
∫
R′m(ψ)
dλ φn(x(ψ, λ))H2(x(ψ, λ))g(ψ, λ)
∥∥∥∥∥ , (6.10)
where g(ψ, λ) is the absolute value of the determinant of the Jacobian of this transformation.
Let us now define h(ψ) as the total contribution to S from the set of points Rm(ψ):
h(ψ) =
∫
R′m(ψ)
dλ H2(ψ, λ)g(ψ, λ) (6.11)
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We also define hn(ψ) as the amount of h(ψ) that is assigned to the n
th segment:
hn(ψ) =
∫
R′m(ψ)
dλ φn(ψ, λ)H2(ψ, λ)g(ψ, λ) (6.12)
Using the definition of the functions φn it can immediately be seen that hn(ψ) ≥ 0 for all n,
and that the following relation holds for all ψ:
N∑
n=1
hn(ψ) = h(ψ) (6.13)
The functional S to be optimised can then be written as:
S[{φn}] =
N∑
n=1
∥∥∥∥∫ dψ hn(ψ)eˆψ∥∥∥∥ (6.14)
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Fig. 6.8: 6.8a: the coordinate transformation x→ (ψ, λ) is illustrated on an example geometry.
6.8b: A convex set A and the value of the convex function S over a line segment traced between
two points, h
(a)
n (ψ) and h
(b)
n (ψ), belonging to the boundary of A. This illustrates that the either
S[h(a)] or S[h(b)] is greater or equal to the value of S for any other point on the line segment.
The only dependence of S on φn is through the functions hn(ψ). Finding an optimal
segmentation is then equivalent to finding a set of optimal functions hn(ψ). This makes the
search space X equal to the space of all the N -dimensional vector functions defined over the
interval of the real axis spanned by the values of ψ, subject to the conditions of non-negativity
and the sum rule expressed in 6.13. The sum between two elements h(a) and h(b) of X is defined
in the usual way:
if h(c) = h(a) + h(b), then h(c)n (ψ) = h
(a)
n (ψ) + h
(b)
n (ψ), ∀ψ, n (6.15)
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Similarly, multiplication of h(a) by the scalar c is defined through:
if h(c) = c h(a) then h(c)n (ψ) = c h
(a)
n (ψ), ∀ψ, n (6.16)
These operations satisfy all the necessary properties that make X a vector space.
We can show that the functional S is convex with respect to hn(ψ). By definition, this
means that if we consider two arbitrary vectors h
(a)
n (ψ) and h
(b)
n (ψ) and a scalar parameter
t ∈ [0, 1], the following property is always obeyed:
S[t h(a) + (1− t)h(b)] ≤ (t)S[h(a)] + (1− t)S[h(b)] ≤ max(S[h(a)],S[h(b)]) (6.17)
This can be shown by considering each member of the summation over n appearing in Eq. (6.14)
and applying the absolute homogeneity property of the norm and the triangle inequality.
We now restrict the search to a set A ⊂ X defined by the conditions of non-negativity and
the sum rule of Eq. (6.13):
A =
{
hn(ψ) :
N∑
n=1
hn(ψ) = h(ψ)︸ ︷︷ ︸
Equality
, hn(ψ) ≥ 0︸ ︷︷ ︸
Inequality
, ∀ψ
}
(6.18)
We observe that the set A is convex, since for any two points h
(a)
n (ψ) and h
(b)
n (ψ) belonging to
the set and a value of t ∈ [0, 1], all the points on the line segment t h(a) + (1− t)h(b) also belong
to the set.
Let us then consider a particular solution h
(c)
n for which there is at least one value of ψ,
denoted ψ′, for which Rm(ψ′) is subdivided between more than one segment. This means
that there exists an n′ for which h(c)n′ (ψ
′) is strictly between 0 and h(ψ′). We now define two
additional points h(a) and h(b) which for ψ 6= ψ′ are equal to h(c)n . For ψ = ψ′ we set
h
(a)
n′ (ψ
′) = 0; h(a)n 6=n′(ψ
′) = h(ψ′)
h
(c)
n (ψ′)∑
j 6=n′ h
(c)
j (ψ
′)
(6.19)
and
h
(b)
n′ (ψ
′) = h(ψ′); h(b)n 6=n′(ψ
′) = 0. (6.20)
Evidently the point h(a) corresponds to a segmentation identical to h(c) except that Rm(ψ
′)
is assigned entirely to the segment n′. Similarly, h(b) has nothing of Rm(ψ′) assigned to n′.
The line segment th(a) + (1− t)h(b), for t ∈ [0, 1], is entirely inside the set A, but for t < 0 or
t > 1 we would be outside of A. The points h(a) and h(b) are thus on the boundary of A, and
the original point h(c) is an interior point of the segment, corresponding to t = h
(c)
n′ (ψ
′)/h(ψ′).
Because of the convexity of S, Eq. (6.17) is obeyed for all the points on the line segment.
Moreover, tS[h(a)] + (1− t)S[h(b)], which is the right-hand side of Eq. (6.17), is always smaller
than or equal to its value at one of the end points, h(a) or h(b). This argument is illustrated
in figure 6.8b and shows that either h(a) or h(b) gives a value of S that is greater or equal to
S[h(c)]. Therefore, for any solution in which the set Rm(ψ′) is partially assigned to the segment
n′, there is a solution giving a greater or equal value of S, for which Rm(ψ′) is either entirely
assigned to the segment n′, or not at all.
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Thus, it was shown that assigning each set Rm(ψ) entirely to a single segment gives a value
of S which is equal to the maximum possible value achievable with N segments.
We are now left with the problem of determining how to assign each Rm(ψ) to one of the N
segments. However, until this point we never enforced that the segments should be connected
regions. This requirement implies that each segment corresponds to a single interval [ψn−1, ψn]:
hn(ψ) = h(ψ), ∀ψ ∈ [ψn−1, ψn] (6.21)
The border between the segments n and n + 1 is thus given by the contour line Rm(ψn), and
the problem is reduced to the determination of the optimal splitting angles ψn. The approach
described in section 6.3.5 will provide the answer to this problem.
6.3.2 Segment-segment border - three dimensional case
We will now consider how the results derived in the previous section generalize to three-
dimensional systems. The change of variables for this case includes two orientation angles
determining the direction of the virtual field H2 in the point x. The azimuthal angle, denoted
by ψ, and the inclination angle ϑ. The remaining degree of freedom is parametrized by the
generic coordinate λ, which, as explained in the previous section, may be chosen in different
ways. The virtual field H2 is then expressed as:
H2(x) = H2(ψ, ϑ, λ)
(
sin(ϑ) cos(ψ)eˆx + sin(ϑ) sin(ψ)eˆy + cos(ϑ)eˆz
)
= H2(ψ, ϑ, λ)eˆψ ϑ (6.22)
Where eˆψ ϑ denotes the unit vector whose direction is determined by ψ and ϑ. The set
Rm(ψa, ϑa) is a curve segment of constant direction of the virtual field defined as:
Rm(ψa, ϑa) = {x : ψ(x) = ψa, ϑ(x) = ϑa} ∪Rm (6.23)
The symbol R′m(ψa, ϑa) will denote the range of values spanned by the coordinate λ parame-
terizing Rm(ψa, ϑa). The objective functional S for the case of N segments can then be written
as:
S =
N∑
n=1
∥∥∥∥∥
∫
dψ
∫
dϑ eˆψ ϑ
∫
R′m(ψ,ϑ)
dλ φn(x(ψ, ϑ, λ))H2(x(ψ, ϑ, λ))g(ψ, ϑ, λ)
∥∥∥∥∥ , (6.24)
Where g(ψ, ϑ, λ) is the absolute value of the determinant of the Jacobian of the coordinate
transformation, and φn(x(ψ, ϑ, λ)) is the characteristic function of the set occupied by the n
th
segment. Let us now define h(ψ, ϑ) as the total contribution to S from the set Rm(ψ, ϑ):
h(ψ, ϑ) =
∫
R′m(ψ,ϑ)
dλ H2(ψ, ϑ, λ)g(ψ, ϑ, λ) (6.25)
We also define hn(ψ, ϑ) as the amount of h(ψ, ϑ) that is assigned to the n
th segment:
hn(ψ, ϑ) =
∫
R′m(ψ,ϑ)
dλ φn(ψ, ϑ, λ)H2(ψ, ϑ, λ)g(ψ, ϑ, λ) (6.26)
The functions hn belong to the set A defined by:
A =
{
hn(ψ, ϑ) :
N∑
n=1
hn(ψ, ϑ) = h(ψ, ϑ)︸ ︷︷ ︸
Equality
, hn(ψ, ϑ) ≥ 0︸ ︷︷ ︸
Inequality
, ∀ψ, ϑ
}
(6.27)
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As for the two-dimensional case, the only dependence of S on φn is through the functions
hn(ψ, ϑ):
S[{φn}] =
N∑
n=1
∥∥∥∥∫ dψ dϑ hn(ψ, ϑ)eˆψ ϑ∥∥∥∥ (6.28)
Since the functional S can be proven to be convex with respect to the functions hn(ψ, ϑ), and
the set A can be proven to be a convex set, the same argument employed in the previous
section applies to the three-dimensional case. The elements of the boundary of A correspond to
a value of S that is at least equal to the value of any element in the interior of A. This implies
that the segmentations for which each set Rm(ψ, ϑ) is entirely assigned to one of the segments
correspond to a value of S that is greater than or equal to the value of any other segmentation.
6.3.3 General coordinate transformation
We now consider a general framework to address the problem of segmenting a given permanent
magnet region Rm by restricting the possible resulting configuration to a certain family of
segmentations. This is an effective way to formalize the problem when there are reasons to prefer
some segmentations over others. One reason could be to restrict to the family of segmentations
that were shown to be optimal in sections 6.3.1 and 6.3.2. Other reasons may come from
manufacturing considerations, since the shapes of the permanent magnet segments affect the
realization cost of a magnetic assembly.
We start by introducing a coordinate transformation ξ(x) which we assume to be invertible
and well-behaved inside Rm. The absolute value of the determinant of the Jacobian matrix
of this transformation will be denoted by g(ξ). Any set A of points x is mapped into a
corresponding set of points ξ which is denoted by A′. Introducing the vector field H ′(ξ) =
H2(x(ξ)) g(ξ) we have: ∫
A
d3xH2(x) =
∫
A′
d3ξH ′(ξ) (6.29)
The optimisation of the geometry can be performed in the ξ space since the coordinate trans-
formation was assumed to be bijective in Rm. The segmentation problem with respect to the
three new parameters ξ1, ξ2 and ξ3, is then to subdivide R
′
m into a given number N of regions
R′k such that the following functional is maximized:
S[H] =
N∑
k
∥∥∥∥∥
∫
R′k
d3ξH ′(ξ)
∥∥∥∥∥ (6.30)
As anticipated above, performing the coordinate transformation is useful when there is some
reason to consider only a restricted family of segmentations which is naturally expressed in the
new coordinate system ξ. Let us suppose that we would like to prevent splittings along, e.g.,
the third coordinate ξ3. We can then calculate the following vector field h:
h(ξ1 a, ξ2 a) =
∫
R′m(ξ1 a,ξ2 a)
dξ3H
′(ξ) (6.31)
where R′m(ξ1 a, ξ2 a) denotes the intersection between R
′
m and the set R
′(ξ1 a, ξ2 a) = {ξ : ξ1 =
ξ2 a, ξ2 = ξ2 a}. We will denote by R′m(1,2) the set of all the points (ξ1, ξ2) for which R′m(ξ1, ξ2)
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is not empty. The problem with the two parameters ξ1 and ξ2, is thus to find the subdivision
of R′m
(1,2) in N regions R′k such that the following functional is maximized:
S[H] =
N∑
k
∥∥∥∥∥
∫
R′k
dξ1dξ2 h(ξ1, ξ2)
∥∥∥∥∥ (6.32)
It can be noticed the similarity between the previous expression and equation 6.28.
Analogously, we could desire to avoid subdivisions along both the directions ξ3 and ξ2,
i.e. restricting to subdivisions along ξ1. Generalizing the same notation introduced for the
two-parameters case we define the integral:
h(ξ1 a) =
∫
R′m(ξ1 a)
dξ2dξ3H
′(ξ) (6.33)
Where the set R′m(ξ1 a) is defined as the intersection R
′
m ∩
(
R′(ξ1 a) = {ξ : ξ1 = ξ2 a}
)
. It is
also introduced R′m
(1) as the set of points ξ1 for which the intersection R
′
m(ξ1) in not empty.
The problem with one parameter is then to subdivide the set R′m
(1) into N regions R′k such
that the following functional is maximized:
S[H] =
N∑
k
∥∥∥∥∥
∫
R′k
dξ1 h(ξ1)
∥∥∥∥∥ (6.34)
Again, it can be noticed the similarity between the previous expression and equation 6.14.
In section 6.3.4 it will be considered the two-parameters segmentation problem, by using
as parameters the angles ψ, and ϑ, which determine the direction of the virtual field H2.
A numerical approach will be employed to address this problem, and the technique will be
illustrated through different examples. In section 6.3.5 we will consider the one-parameter
problem, and it will be shown how to determine the globally optimal solution to this problem.
The solution can be determined with the desired degree of accuracy, as long as the parameter
satisfies some properties which will be clearly stated.
6.3.4 Two-parameters segmentation
The scope of this section is to present a numerical heuristic approach which can be used to
address the two-parameters segmentation problem.
The method is introduced with the illustrative example of the finite-length Halbach cylinder.
The geometry is shown in figure 6.9. The purpose of the magnetic system is to maximize the x
component of the field H1, averaged over the central cylindrical cavity, of radius RI , delimited
by the two dashed lines located at z = ±z0. Since for many practical application is desirable that
the cavity remains accessible, the design area does not occupy the regions above and below the
air gap. The permanent magnet is delimited by the external curved surface, determined from
the norm of the virtual field H2 as explained in section 6.1. For this example, the segmentation
procedure will be applied to the first octant of the geometry and copied symmetrically to the
remaining octants of the geometry.
Because of the results presented in section 6.3.2, we choose as parameters the two angles
ψ, and ϑ. Other choices would be possible, but the optimality results derived in section 6.3.2
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Fig. 6.9: Finite length Halbach cylinder. The purpose of this magnetic system is to maximize
the x component of the field averaged over the central cylindrical cavity delimited by the two
dashed lines. To allow access to the cavity, the magnet does not occupy the regions above and
below the dashed lines. The external boundary of the permanent magnet is a level surface of
the norm of the virtual field.
would not apply. Equation 6.32 is written in terms of ψ, and ϑ as:
S[H] =
N∑
k
∥∥∥∥∥
∫
R′k
dψ dϑh(ψ, ϑ)
∥∥∥∥∥ (6.35)
The symbol h represents the three-dimensional vector parametrized by ψ, and ϑ, defined as:
h(ψ, ϑ) =
∫
R′m(ψ,ϑ)
dλH2(ψ, ϑ, λ) g(ψ, ϑ, λ) (6.36)
Where λ denotes the coordinate parametrising the remaining degree of freedom, and g denotes
the absolute value of the Jacobian of the coordinate transformation. The symbol R′m(ψa, ϑa)
denotes the intersection between R′m and the set R
′(ψa, ϑa) = {(ψ, ϑ) : ψ = ψa, ϑ = ϑ,a}. In
order to develop the procedure we just have to assume that each set R′(ψa, ϑa) is a single curve
segment. This will ensure the invertibility properties assumed by this approach. The continuity
properties are automatically satisfied because of the continuity of the virtual field H2 over Rm.
These issues will be investigated in more details in section 6.3.6.
Figure 6.10 illustrates the coordinate transformation by showing with the use of the color
gradient how the points of the ψ - ϑ plane, shown in figure 6.10a, are mapped into points
on the external surface of the magnet, shown in figure 6.10b. The black lines indicates level
curves of ψ or level curves of ϑ. The black dashed line shown in figure 6.10b delimits the region
above the air gap, which does not belong to the design area Rm. The corresponding region of
the ψ - ϑ plane is delimited by the dashed line shown in figure 6.10a, and does not belong to
R′m. The figures indicate that the invertibility property mentioned above is satisfied for any
internal point. The only point of the ψ - ϑ which does not map into a single curve segment
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(a) Parametrization of the ψ-ϑ plane.
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(b) Parametrization of the corresponding geome-
try.
Fig. 6.10: The coordinate transformation is illustrated by showing the correspondence between
points of the ψ-ϑ plane, shown in 6.10a, and points on the external boundary of the magnet,
shown in 6.10b. Corresponding points are shaded with the same color. The solid lines indicate
level curves of ψ or ϑ. The dashed line indicate in both panels the region outside the design
area.
of the geometry is the point ψ = 180◦, ϑ = 90◦. This orientation corresponds to the whole
region characterized by x = 0. Since this issue is only limited to the region on the border of
the considered design area, it does not prevent us from applying the optimisation procedure.
We will now examine the the numerical implementation of the two-parameters segmentation
procedure, which is performed over a discrete grid on the ψ - ϑ plane, spaced by ∆ψ and ∆ϑ.
The first step is the computation of the virtual fieldH2 corresponding to the linear optimisation
problem. In general, this may require performing one FEM simulation of the virtual system. It
is then necessary to calculate the quantity h(ψ, ϑ)∆ψ∆ϑ. Numerically, this is done with the
following expression:
h(ψ, ϑ)∆ψ∆ϑ =
∫
∆Rm(ψ,ϑ)
d3xH2(x) (6.37)
Where the integration domain ∆Rm(ψ, ϑ) is defined as:
∆Rm(ψa, ϑa) = {x : ψ(x) ∈ [ψa, ψa + ∆ψ];ϑ(x) ∈ [ϑa, ϑa + ∆ϑ]} ∩Rm (6.38)
The quantity h(ψ, ϑ)∆ψ∆ϑ will be denoted with the shorter expression ∆h. In the numerical
implementation each subset R′k of the ψ - ϑ plane is identified by the set of grid elements
belonging to the kth segment.
Once ∆h has been calculated on the whole grid, it is possible to evaluate S for different
possible segmentations. Since evaluating S does not require to recompute either H2 or ∆h,
each evaluation requires an extremely short computational time. It is therefore possible to
employ even optimisation techniques requiring a large number of function evaluations, which
would have otherwise been unfeasible.
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We consider an iterative algorithm consisting into slightly modifying of the current config-
uration at each step of the iteration. The algorithm is greedy since the new configuration is
accepted only if the value of S increases with respect to the previous configuration. The algo-
rithm is heuristic since each time a new configuration has to be generated from the previous
one, one grid element element is selected at random among those on the boundary between
two segments, i.e. adjacent to a grid element belonging to a different segment. This randomly
selected grid element is then flipped into one of the adjacent segments.
We compare two different versions of the same approach. In both cases the starting con-
figuration is generated by randomly assigning to one of the segment each grid element. In the
first version of the algorithm, many randomly selected grid elements are simultaneously flipped
during each step of the iteration, and the new configuration is accepted if and only if it is
overall superior to the configuration at the beginning of the iteration step. The number of grid
elements to be flipped at each step decreases as the iteration converges. The second version
of the algorithm only allows one grid element to be flipped at each step of the iteration. The
other difference is that the second algorithm starts with a coarse grid defined over the ψ - ϑ
plane and cycles over the whole iteration several times. At each new cycle the grid is refined
and the initial configuration is calculated from the last configuration of the previous cycle using
nearest-neighbour interpolation.
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Fig. 6.11: Initial, final and three intermediate steps of the first version of the two-parameters
optimisation algorithm. The different colours indicate the regions R′k of the ψ - ϑ plane assigned
to different segments.
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Fig. 6.12: Initial, final and three intermediate steps of the second version of the two-parameters
optimisation algorithm. The different colours indicate the regions R′k of the ψ - ϑ plane assigned
to different segments.
We illustrate the results of the algorithms for the problem of segmenting the first octant of
the geometry using 5 segments, i.e. NSegments = 5. The results and some intermediate steps
of the iterations are shown in figures 6.11 and 6.11 for the first and the second versions of
the algorithm, respectively. The different colours represent regions assigned to the different
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segments. In both cases the leftmost panel shows the initial configuration and the rightmost
panel shows the final configuration. For the first algorithm shown in 6.11 the three middle
panels represent intermediate steps of the iteration. For the second algorithm shown in 6.12
the three middle panels show the final configuration of each refinement cycle.
As can be seen from the figures, in both cases the different regions R′k, initial randomly
spread across the grid, agglomerate into simply connected sets. It is important to stress that
this effect is a feature of the underlying optimisation problem. The only criteria to accept or
reject a new configuration is whether the value of S increases or not: the configurations with
simply connected regions are not a priori preferred to other configurations. This is another
evidence of the fact that is not optimal to subdivide a region where the direction of H2 is
almost uniform. It is also interesting to notice that both the algorithms converge to virtually
the same result. Despite the fact that the initial configuration is randomly generated, and
that the algorithms themselves are heuristic, the procedures almost invariably converge to the
same final configuration. This can be interpreted as an indication that the procedure is able to
determine the globally optimal solution.
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(b) Corresponding segmented geometry.
Fig. 6.13: Segmentation of one octant of the cylinder using NSegments = 5. 6.13a: the partition
of the ϑ-ψ plane and the curves fitted to the borders between adjacent regions. 6.13b: the
optimally segmented octant of the geometry is mirrored to reconstruct the whole magnetic
assembly.
The final optimised configuration is shown in figure 6.13. Figure 6.13a shows the partition
of the ψ-ϑ plane. The black lines have been fitted to the border between different regions R′k.
The corresponding segmented geometry is shown in figure 6.13b. Even though the shape of
the resulting segments may not be directly feasible for manufacturing, it would be possible
to approximate the optimal segmentation using simplified shapes. Section 6.4.7 discusses an
example of such a simplification, which might be advantageous for manufacturing purposes.
Figure 6.14 shows the results of the algorithm for the same example geometry and different
values of NSegments. It can be noticed that the region adjacent to the border x = 0 is always
occupied by a single segment, since ψ and ϑ are both constant over this boundary.
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NSegments = 2 NSegments = 3 NSegments = 4 NSegments = 5
NSegments = 6 NSegments = 7 NSegments = 8 NSegments = 9
NSegments = 10 NSegments = 11 NSegments = 12 NSegments = 13
Fig. 6.14: Segmentation of one octant of the finite-length Halbach cylinder for different number
values of the number of segments NSegments.
As last examples of the two-parameter segmentation algorithm we consider the rotary mag-
netic systems for magnetic refrigeration described in section 6.2.3, shown in figure 6.15. In both
cases, we consider the segmentation of the first quadrant of the x - z plane of the geometry.
6.3.5 One-parameter segmentation
In this section we will show the one-parameter segmentation problem. Clearly the numerical ap-
proach employed for the two-parameters segmentation could also be used for the one-parameter
case. However, since the one-parameter problem is considerably less challenging, it is possi-
ble to apply a mathematical approach which guarantees the global optimality of the solution
within the desired degree of accuracy. For simplicity we will consider the procedure for two-
dimensional systems, since the generalization to three-dimensional systems is straightforward.
Because of the optimality results derived in section 6.3.1, we chose as parameter the azimuth
angle ψ of the virtual field. Other choices may be considered, but the optimality results derived
in section 6.3.1 would not apply. This maybe be advantageous for the purpose of reducing the
manufacturing cost by limiting the shapes of the resulting segments to a family of predefined
shapes which are feasible for the production. For now it will be assumed that the intersection
between the magnet design area Rm with the set of points R(ψ) corresponding to a specific
6.3. Optimal Segmentation 97
s1
s2
s3
s4
s5
s6
s7
y
x
z
(a) Segmentation of the system shown in 6.7a.
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(b) Segmentation of the system shown in 6.7b.
Fig. 6.15: Segmentation of the first quadrant of the x - z plane of the magnet area of the
systems described in section 6.2.3. The segmentation corresponds for both geometries to the
case NSegments = 7. The geometry of figure 6.15b results in a larger number of subdivisions
along the dimension spanned by the inclination angle ϑ.
value of ψ identifies a single curve segment, denoted by Rm(ψ). This assumption, together with
the fact that the virtual field H2 is continuous over Rm, guarantee the invertibility and con-
tinuity properties that are necessary to develop the segmentation procedure. The invertibility
issues will be addressed in more details in section 6.3.6.
We now define the region R[ψ0,ψ1] as the set of points x in the magnet design area in which
the orientation angle ψ of the virtual field H2 is in in the interval [ψ0, ψ1]
R[ψ0,ψ1] = {x : ψ(H2(x)) ∈ [ψ0, ψ1]} ∩ Rm (6.39)
The regions so defined satisfy: R[ψ0,ψ2] = R[ψ0,ψ1] ∪R[ψ1,ψ2], for all ψ1 ∈ [ψ0, ψ2].
The integrated magnetic field vector associated with this region is
H[ψ0,ψ1] =
∫
R[ψ0,ψ1]
d2xH2(x) =
∫ ψ1
ψ0
dψ h(ψ)eˆψ (6.40)
with h(ψ) defined in Eq. (6.11). The symbol H denotes the integral of a field over a region of
space. These vectors satisfy the property: H[ψ0,ψ2] = H[ψ0,ψ1] +H[ψ1,ψ2], for all ψ1 ∈ [ψ0, ψ2].
Once a starting point ψ0 has been fixed, it is possible to parametrize the vectors associated
with the different regions, just using the value ψ of the ending point; the following notation
will be used: H(ψ) = H[ψ0,ψ]. The velocity vector associated with this parametrized curve is
denoted by h(ψ) = ddψH(ψ) = h(ψ)eˆψ. In the general case h is defined by equation 6.33.
An example geometry and the corresponding curve H(ψ) are shown in figure 6.16a and
6.16b, respectively.
In the continuous case the contribution to S from the interval [ψ0, ψ1] is equal to the length
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(b) The corresponding segmented geometry
Fig. 6.16: In the continuous case the optimal remanence is normalized and aligned at any point
with the virtual field. This implies that the value of S is given by the length of the curve
H(ψ). In the segmented case the contribution from a point belonging to a certain segment
is proportional to the scalar product between the virtual field and the optimal remanence for
that segment. This implies that the direction of the vector H(ψ1)−H(ψ0) is also the optimal
direction of the remanence, and its length is equal to the contribution from that segment to
the total value of S
of the corresponding arc of curve:
SContinuous =
∫
R[ψ0,ψ1]
d2x ‖H2(x)‖ =
∫ ψ1
ψ0
dψ ‖h(ψ)‖ =
∫ ψ1
ψ0
dψ h(ψ) (6.41)
In the segmented case the contribution to S is the length of the segment between the curve end
points
SSegmented =
∥∥∥∥∥
∫
R[ψ0,ψ1]
d2xH2(x)
∥∥∥∥∥ =
∥∥∥∥∥
∫ ψ1
ψ0
dψ h(ψ)
∥∥∥∥∥ = ‖H(ψ1)−H(ψ0)‖ (6.42)
When considering more than one segment the value of SSegmented is given by the length of the
polygonal line inscribed in H(ψ).
The problem of optimal segmentation is reduced to the problem of piecewise linear approxi-
mation of plane curves by perimeter optimisation.
The globally optimal solution for this problem can always be found by employing dynamic
programming approach. This class of algorithms makes use of the optimal substructure exhib-
ited by the problem, in order to reduce its computational complexity. An algorithm for the
curve approximation problem can be found in [46]. It is interesting to examine the approach
with the example curve H(ψ) given by the following expression:
H(ψ) = ((1/2) + (1/4) cos(2ψ))( cos(4ψ)eˆx + sin(4ψ)eˆy)+ (4/5)ψ eˆy (6.43)
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Fig. 6.17: 6.17a: graphs of the example curve H(ψ) defined in equation 6.43. 6.17b: lengths of
the optimal segmentations using n segments, of the part of the curve going from the starting
point ψ0 to the point ψ. These functions, except for the cases n = 1 and n→∞, may exhibit
discontinuities even when the original curve H(ψ) is continuous.
With ψ spanning the interval [0, (3/2)pi]. The example curve is shown in figure 6.17a.
The distance between two points of the curve is by definition:
d(ψ1, ψ2) = ‖H(ψ2)−H(ψ1)‖ (6.44)
The length ` of the segmentation with points ψ0, . . . , ψN is given by:
`(ψ0, . . . , ψN ) =
N−1∑
n=0
d(ψn, ψn+ 1) (6.45)
The function Lψ0(ψ,N) is defined as the length of the optimal segmentation between ψ0 and
ψ that uses N segments. The symbols ψ
(n)
ψ0
(ψ,N), with n = 1, . . . , N − 1 denote the optimal
intermediate points of the same segmentation. The derivative of ` with respect to the each
of the intermediate points ψn must be null when the segmentation is optimal. The concept
at the base of the segmentation algorithm is based on the observation that, for an optimal
segmentation, L must satisfy the following recursive relations:
Lψ0(ψ1, 1) = d(ψ0, ψ1)
Lψ0(ψ2, 2) = max
ψ1
(
Lψ0(ψ1, 1) + d(ψ1, ψ2)
)
with ψ0 ≤ ψ1 ≤ ψ2
Lψ0(ψ3, 3) = max
ψ2
(
Lψ0(ψ2, 2) + d(ψ2, ψ3)
)
with ψ0 ≤ ψ2 ≤ ψ3
...
Lψ0(ψN , N) = max
ψN−1
(
Lψ0(ψN−1, N − 1) + d(ψN−1, ψN )
)
with ψ0 ≤ ψN−1 ≤ ψN
(6.46)
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The functions Lψ0(ψ, n) are shown in figure 6.17b for the example curve of figure 6.17a. As the
number of segments increases the length of the optimal segmentations converges asymptotically
to the length of the original curve. The functions Lψ0(ψ, n) can be calculated iteratively from
n = 1 to n = N , as shown in equation 6.46. The calculation also gives the penultimate optimal
points ψ
(n)
ψ0
(ψ, n+ 1) given recursively by:
ψ
(1)
ψ0
(ψ2, 2) = argmax
ψ1
(
Lψ0(ψ1, 1) + d(ψ1, ψ2)
)
with ψ0 ≤ ψ1 ≤ ψ2
ψ
(2)
ψ0
(ψ3, 3) = argmax
ψ2
(
Lψ0(ψ2, 2) + d(ψ2, ψ3)
)
with ψ0 ≤ ψ2 ≤ ψ3
...
ψ
(N−1)
ψ0
(ψN , N) = argmax
ψN−1
(
Lψ0(ψN−1, N − 1) + d(ψN−1, ψN )
)
with ψ0 ≤ ψN−1 ≤ ψN
(6.47)
Once the functions ψ
(n)
ψ0
(ψ, n+1) have been computed, they can be used in reverse order to find
all the intermediate points for the original problem of segmenting the whole curve, i.e. between
ψ0 and ψN , using N segments. The penultimate point ψN−1 = ψ
(N−1)
ψ0
(ψN , N), which is already
known, can be used as argument of the function ψ
(N−2)
ψ0
(ψ,N −1) to obtain the previous point.
The remaining intermediate points are thus calculated with a reversed iteration until the first
intermediate point.
As mentioned above, the derivative of the length ` of a generic segmentation with respect
to the position of the intermediate splitting points must be null. However, even when the
mathematical expression of the curve H(ψ) is available, it is rarely possible to solve analytically
the equations leading to the stationary points of `. In the practice the globally optimal solution
of the discrete version of the same problem can quickly be computed numerically. The number
of points used to discretise the curve should be much larger than the number of segments N .
Since the original curve has been discretised, the resulting solution is an approximation of the
true solution of the original analytical problem. The continuity of the virtual field H2 in Rm
guarantees that we can exclude exotic cases, such as fractal curves. It is therefore possible to
reach the desired degree of by increasing the number of points used to discretise the curve.
6.3.6 Invertibility issues and starting point
As mentioned in the previous sections, two fundamental properties need to be satisfied in order
to apply the segmentation procedures: continuity and invertibility. We now consider the one-
parameter segmentation procedure of a two-dimensional system. For this case the invertibility
property means that each value of the parameter ψ identifies a single curve segment belonging
to the design area Rm, and conversely each point of the design domain can be associated with
one value of ψ . The continuity property means that if the distance between two values ψa
and ψb goes to zero, then the distance between the corresponding curve segments in the design
area goes to zero as well. The continuity property is automatically verified because of the
continuity of the virtual field over Rm. The invertibility property requires more caution. Let
us consider the example of the Halbach cylinder with infinite length and p = 1. As we perform
one revolution around the cylindrical air gap, by increasing the angular coordinate φ from 0 to
2pi, the virtual field H2 performs two revolutions. This means that each value of ψ corresponds
to two separate contour lines in Rm matching that orientation of the virtual field. Instead
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of using as parameter the value of ψ defined by ψ = atan(H2 y/H2 x), we can introduce the
accumulated angle, which does not restart from 0 after reaching 2pi. Since for this example the
orientation of the virtual field is given by ψ = 2φ, the accumulated angle spans the interval
[0, 4pi]. Introducing the accumulated allows us to circumvent the invertibility issues that would
otherwise emerge for this example.
In order to define the accumulated angle for the general case, we consider a curve Γ : t ∈
[0, 1]→ x(t), and we assume that H2 is rotating counter-clockwise as we move along the curve.
The purpose of Γ is to create a one-to-one correspondence between the level curves Rm(ψn)
and the continuous parameter t ∈ [0, 1]. The accumulated angle is defined for each t as the
angle ψ which is obtained by shifting atan(H2 y/H2 x) by a number of complete revolutions,
which is determined by requiring monotonicity and continuity. The monotonicity property
means that ddtψ(x(t)) > 0, ∀t ∈ [0, 1]. The continuity property means that if ta → tb, then
ψ(ta) → ψ(tb). If the curve Γ is closed, we also have the following continuity property across
the starting point: if ta → 0+ and tb → 1−, then ψ(tb)− ψ(ta)→ n2pi, where n is the number
of revolutions performed by H2 from the first point t = 0 to the last point t = 1. The curve
Γ can be constructed by starting from an arbitrary point and proceeding in a way such that
each Rm(ψ) is intersected once and only once. However, as long as ψ is monotonic, the result
will be the same for all the choices of Γ. If we assume that the union of all the ψ contour lines
passing by the points of the curve Γ is coincident with the whole design area, the definition of
the accumulated angle ψ can be extended to any other point of design area that is not on Γ.
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(a) Violation of the invertibility requirement
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(b) Decomposition into zones
Fig. 6.18: 6.18a:example of a geometry for which the ψ contour lines passing by the curve Γ do
not span the whole design area. As explained in section 6.3.6, the globally optimal segmentation
cannot be determined by our method for this case. 6.18b: decomposition of the geometry into
a network of connected zones. This decomposition can be used as starting point to address the
segmentation problem for geometries presenting this issue.
As we have seen, the invertibility requirement implies that the union of all the ψ contour
lines passing by the points of the curve Γ must fill the entire design area. This condition is not
always verified. A counterexample is illustrated in figure 6.18a, where the curve Γ is coincident
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with the external border of the design area, and represented by the thick black line. All the ψ
contour lines are plotted inside the design area as thin black lines. As can be seen, none of the
contour lines originating from the curve Γ are entering the pink shaded areas, and therefore
the condition is not satisfied. Moreover, if the region enclosed by the dashed line is removed
from the design area, the grey shaded region could not be reached by any of the contour lines
passing by Γ.
Figure 6.18b shows a graph overlaying the illustration of the geometry. The graph describes
how the different zones of the geometry are connected with each other. The zones are labelled
from 1 to 8 and shaded with different colours. For a geometry not presenting these invertibility
issues, such as the Halbach cylinder geometry, the graph would look like a single closed loop
composed by one zone. The decomposition illustrated in figure 6.18b could provide the starting
point to address the segmentation problem for this class of troublesome geometries. However,
the globally optimal solution cannot be determined with the same method described in section
6.3.5.
Observing the different cases that were analysed during this work it seems reasonable to
conjecture that these problems never occur for the case of a uniform objective field defined over
a convex cavity, as long as the only hole of the design area is the cavity itself. However, while
this condition is conjectured to be sufficient, it does not exhaust the class of design objectives
for which the globally optimal segmentation can be determined using this approach.
If the curve Γ is closed, as it is in the Halbach example, the choice of the starting value ψ0
could affect the value of S: it is still possible to determine the dependence of S on the starting
point, and find the optimal value of ψ0. Once the curve H(ψ) is computed, this is not a
computationally intensive procedure and can be performed as the last step of the optimisation.
However, for the case of the Halbach cylinder with optimal external border all the starting
points are equivalent. If the design area is not connected, each of the disconnected regions can
be segmented independently using the same method.
The introduction of the accumulated angle helps solving similar invertibility issues that
might emerge with the one-parameter segmentation procedure of three-dimensional systems.
The construction of the accumulated angle is not useful with the two parameters procedure.
Since the algorithms presented in section 6.3.4 do not enforce the connectedness of the resulting
segments, two separated parts of the geometry corresponding to the same orientation of the
virtual field would be always assigned to the same segment even though they separated in
space. One possible approach to avoid these issues with the two-parameters segmentation is to
subdivide the design area into zones where the invertibility condition is verified, and to segment
these zones independently.
6.4 Examples
In this section we will consider various examples of magnetic structures optimised using the
techniques introduced in the previous sections. Some of the following subsections reproduce
the discussion reported in the paper attached in section B.4.
6.4.1 Halbach cylinder
We will now examine in detail the case of the Halbach cylinder, which we used as illustrative
example in the previous sections.
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We adopt cylindrical coordinates r and φ, and we denote the unit vectors in the radial and
azimuthal directions by eˆr and eˆφ, respectively. The field H2 generated outside an infinitely
long cylinder magnetized transversally to its axis is given by:
H2(r, φ) =
MR2I
r2
(cos(φ)eˆr + sin(φ)eˆφ)
where the axis of the cylinder is in the z direction and the magnetization is in the x direction,
RI is the radius of the cylinder and M the norm of its magnetization. The solution is analogous
to the field distribution given by equation 4.31 for the case p = −1. This uniformly magnetized
cylinder is the virtual magnet for the Halbach case.
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(a) Curve H(ψ) and segmentation.
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(b) Corresponding segmented geometry
Fig. 6.19: Optimal segmentation of the Halbach cylinder geometry using 7 segments. Because
of the symmetry the starting point, indicated in both the panels by a black circle, does not
affect the value of the objective functional.
The norm of the virtual magnetic field, H2, is independent of φ, and the level curves of the
norm are circles with their center in the origin. One of these circles is chosen as the external
border. The points of the external border can be parametrised directly by the angle φ ∈ [0, 2pi],
and the orientation of the virtual field is described by the accumulated angle ψ = 2φ ∈ [0, 4pi].
The radius of the external border is denoted by RO. The level curves of ψ are radial lines lines
with constant φ. The vector H[ψ0,ψ1] can be calculated explicitly:
H[ψ0,ψ1] =
∫
R[ψ0,ψ1]
d2xH2(x) =
(
MR2I
) ∫ ψ1/2
ψ0/2
dφ
(
cos(φ)eˆr + sin(φ)eˆφ
) ∫ RO
RI
dr
1
r
=
(
MR2I
)
log
(
RO
RI
)(
eˆx
∫ ψ1/2
ψ0/2
dφ cos(2φ) + eˆy
∫ ψ1/2
ψ0/2
dφ sin(2φ)
)
=
(
MR2I
)
log
(
RO
RI
)
1
2
(
eˆx(sin(ψ1)− sin(ψ0))− eˆy(cos(ψ1)− cos(ψ0))
)
104 Chapter 6. Geometry Optimization
Since ψ ∈ [0, 4pi], the curve H(ψ) = H[ψ0,ψ] describes two revolutions around the point:(
cos(ψ0)eˆx + cos(ψ0)eˆy
) (
MR2I
)
log (RO/RI) /2
with radius RB =
(
MR2I
)
log (RO/RI) /2. The initial point is in the origin: H(ψ0) = 0.
The length of this curve in the continuous case is equal to the value of S and is given by
4piRB . Intuitively, since the curvature of the curve is constant, the best way to split it in N
semgents in order to maximize the length of the polygonal line, is to use identical segments. If
this curve is segmented using N identical segments (for the two revolutions), each segment will
span an angle of (4pi)/N . The side s of a regular polygon with N sides inscribed in a polygon
of radius R is equal to s = 2R sin(pi/N). Considering the double revolution, the ratio between
the length of the vector H associated with each segment and the length of the corresponding
curve arc is given by:
SN
SContinuous =
N sin(2pi/N)
2pi
(6.48)
which is the familiar formula for the segmented Halbach cylinder[65].
The H(ψ) curve and the geometry are shown in figures 6.19a and 6.19b for the case N = 7.
It is worth mentioning that the results of this section are also true for any multipole
Halbach cylinder surrounded by air. This can be shown by considering the analytical ex-
pression of the field generated by a multipole Halbach cylinder[91]. If the virtual rema-
nence is defined over an infinitely long cylindrical shell Rg and is expressed as Br 2(r, φ) =
Br(r) (cos(+pφ)eˆr + sin(+pφ)eˆφ), then the optimal real remanence is oriented as cos(−pφ)eˆr+
sin(−pφ)eˆφ. The design area is adjacent to Rg and is located on the external side of Rg if p < 0
and on the internal side of Rg if p > 0. The optimal external border of the design area is always
a cylinder which is coaxial with Rm. Moreover, the optimal boundaries between adjacent seg-
ments are given by radial surfaces, all separated by equal angles. The ratio between the value
of S in the segmented case and the value in the continuous case is still given by Eq. (6.48). In
the continuous case the field generated H1 generated by the real remanence has exactly the
same angular dependence as the virtual remanence:
H1 ∝ rp−1 (cos(+pφ)eˆr + sin(+pφ)eˆφ) for p 6= 1 (6.49)
The case analysed above of uniform field in the x direction is given by p = −1, and the region
Rg is a cylinder instead of an hollow cylindrical shell.
6.4.2 Rectangular Cavity
A rectangular cavity is another example for which the equation of the virtual field is analytically
solvable. In order to show the algorithm’s results with an asymmetrical problem, a decentered
circle is chosen as the external border of the design area, as visible in figure 6.20b.
The virtual remanence is uniform in the cavity in direction eˆy. The accumulated angle ψ
spans an angle of 4pi as in the previous example. This implies that the curve H(ψ) = H[ψ0,ψ]
can be extended indefinitely on both sides according to:
H(ψ + n (4pi)) = H(ψ) + nH[ψ0,ψ0+4pi]
where H[ψ0,ψ0+4pi] is the integral of the virtual field over the whole the design region. The curve
H(ψ) is plotted in figure 6.20a over a period of 8pi. Selecting a different starting point would
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Fig. 6.20: Segmentation of a circular design region with a decentered rectangular cavity. The
objective functional S is the y component of the field integrated over the rectangular air gap.
The curve H(ψ) and its optimal segmentation are shown in 6.20a as, respectively, a dashed
curve and a collection of adjacent arrows. The arrows represent the optimal segmentation of
the curve, their direction indicates the optimal direction of the remanence in each segment, and
their length is proportional to the contribution to the value of S from each segment. The norm
of the remanence is the same for all the segments.
move the origin of the (Hx,Hy) plane, indicated as a black circle, on different points of the
curve H(ψ). Any interval [ψ0, ψ0 + 4pi] can be used for the segmentation, corresponding to the
different starting points on the external border of the magnet. The point H(ψ0) is indicated by
the black circle in figure 6.20a, and corresponds to the point of the external border indicated
in figure 6.20b. The vectors H resulting from to the optimal segmentation are indicated as
arrows in both the panels; the grey arrow indicates the direction of H for the first segment.
6.4.3 Quadrupole magnet for beam focusing
Quadrupole magnets are used in the field of particle acceleration for the purpose of focus-
ing beams of charged particles [35, 34]. The following virtual remanence, corresponding to a
quadrupole field, is defined over the square cavity shown in figure 6.21a:
Br 2 = y eˆx + x eˆy. (6.50)
The magnet area is limited by the external circle visible in the figure. The radius of the circle
is determined by the desired field intensity. The results of the FEM simulation for the optimally
segmented system is shown in figure 6.21b. In order to evaluate the optimised magnetic system,
we expand the field H1 in two components: a perfectly quadrupolar field HQ(x), proportional
to the virtual remanence Br 2 defined in equation 6.50, and the residual undesired component
of the field, which we denote by ∆(x):
H1(x) = HQ(x) + ∆(x) (6.51)
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(a) Virtual System - Geometry Illustration (b) Optimal Segmentation - FEM Solution
Fig. 6.21: Design of a quadrupole magnet with a square air gap and circular external border.
The design is relevant for beam focusing applications in particle accelerator devices.
The field HQ is the second-order term of the interior cylindrical multipole expansion, and ∆
is the sum of all the remaining terms. The calculation of the normalized amplitudes of the two
components shows that the field H1 is quadrupolar within a very good approximation:
cQ =
(∫
Ω
dS ‖HQ(x)‖2∫
Ω
dS ‖H1(x)‖2
)1/2
= 0.993 (6.52)
c∆ =
( ∫
Ω
dS ‖∆(x)‖2∫
Ω
dS ‖H1(x)‖2
)1/2
= 0.120 (6.53)
The integration domain Ω is the whole square cavity. Because of the normalization we have:
c2Q + c
2
∆ = 0.986 + 0.014 = 1.
The FEM calculation corresponding to the optimised configuration has been also performed
for the case of permanent magnets with permeability given by µ = 1.05µ0. With this computa-
tion the values of the coefficients change only slightly, thus giving: cQ = 0.992 and c∆ = 0.122.
6.4.4 Comparison with uniform field magnets
It is instructive to compare the results of our method, which can also be applied to maximize
the field along one direction averaged over a closed air gap, with another design approach which
starts with the assumption that the field is perfectly homogeneous.
Abele et al. developed an elegant framework for the design of segmented magnetic systems
which are able to generate a perfectly uniform field, H0, inside a closed cavity and are perfectly
self-insulated from the surrounding [87, 88, 89]. We consider the results in two-dimensional
yokeless magnetic systems composed of a uniformly magnetized prism with triangular cross-
sections. It is assumed that the permanent magnet material has zero susceptibility and that
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field.
Fig. 6.22: Comparison between the two possible ways to segment the magnetic system designed
to generate a field in the central triangular cavity and oriented in the y direction. Figure 6.22a
shows the segmeted system which create a perfectly uniform field inside the cavity. Figure
6.22b shows the segmentation determined using our method, which maximize the y component
of the field averaged over the central cavity. The volume, Vm, of magnetic material is the same
in the two cases. The arrows indicate the remanence inside each segment.
the norm, Br, of the remanent flux density is constant. Any region of the system which is not
occupied by magnet is occupied by air. It is interesting to notice the similarity between these
structures and the segmentation shown in figure 5.5c.
The closed cavity is a polygon with Q sides, which may be irregular. A single layer structure
in this framework must be composed of exactly N = 3Q segments. Once the shape of the cavity
has been fixed, the geometry of the structure is entirely determined by two decisions: the ratio,
K = H0/Br, between the norm of the field inside the cavity and the norm of the remanence,
and the position of a point xF inside the cavity in which the magnetic scalar potential is zero.
The direction of H0 determines the direction of the remanence of each segment, but does not
affect the geometry of the system. When the cavity is a regular polygon, the centre of the
polygon is the position of xF which minimize the volume, Vm, of magnetic material, and leads
to the highest efficiency. An example is shown in figure 6.22a: the cavity is an equilateral
triangle, the field H0 is oriented in the y direction, and the point xF is in the center of the
triangle.
This approach differs from the one presented in this paper since the resulting field in perfectly
uniform, but the approach cannot be applied to any other objective, except the generation of
a uniform dipole field. Moreover, there is a constraint on the number of segments and, for
single layer structures, the volume of the magnet goes to infinity as H0 goes to Br. Since
both are segmentation algorithms, it is interesting to compare the performance of the two
approaches. This is best done by calculating the figure of merit M, introduced in Eq. (5.45).
We consider magnetic assemblies designed to generate a field in the y direction, therefore we
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replace B1 in the numerator of Eq. (5.45), with its y component. For the case of a uniform
field this replacement has no effect, but it is a more realistic way to estimate the efficiency of
our method, since the field is not perfectly uniform. It is also introduced the figure of merit η
which characterizes the homogeneity of the field, and is zero for a uniform field:
η =
〈B21〉 − 〈B1〉2
〈B21〉
(6.54)
The efficiency and uniformity with the two approaches are compared in figures 6.23a and 6.23b
for different values of magnet volume, Vm, and for different shapes of the inner cavity: an
equilateral triangle, Q = 3, and octagon, Q = 8, indicated by red and blue lines, respectively.
We also consider a rectangular cavity, Q = 4, with a width that is double the height, indicated
by the green lines. The results are plotted as a function of the ratio, Vm/Vg, between the
volume of the magnet and the volume of the cavity, Vg. The dashed lines indicate uniform field
magnets realized with N = 3Q segments, and the dotted or solid lines indicate the magnets
optimised for field average using our approach. Since within our framework it is possible to
choose of the number of segments, we consider the cases N = 3Q and N = 2Q, indicated by
the solid lines and the dotted lines, respectively. The efficiency of the Halbach cylinder with
continuously varying remanence is indicated in figure 6.23a by the black dash-dot line.
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Fig. 6.23: Comparison between the performance of the two segmentation approaches for dif-
ferent shapes of the inner cavity. Figure 6.23a shows the value of the efficiency figure of merit
M and figure 6.23b shows the value of the homogeneity figure of merit η. In both panels the
results are plotted as a function of the ratio Vm/Vg.
Even ifM is not equivalent to the objective functional S of our optimisation approach, the
results of this method are characterized by a high efficiency when compared to the uniform
field designs, even with a smaller number of segments. The choice of a magnet volume higher
than the optimal, which results in higher values of field, does not decrease the efficiency with
our method as it does for single-layer uniform field magnets.
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The uniformity figure of merit η is shown in figure 6.23b. The field is more uniform for
the case of the rectangle than it is for the triangle, and even more uniform for the case of the
octagon. In all cases the value of η is . 5% for magnet volumes above the maximum efficiency
M. The data points corresponding to very small magnet volumes are slightly affected by the
numerical noise arising from the fact that the calculation of the curve H(ψ) is performed by
a numerical integration. The estimation of the parameter η for small volumes is particularly
affected by the noise and therefore a few data points have been omitted from figure 6.23b. The
limit Vm → 0 is also not very relevant for practical applications since M→ 0.
6.4.5 Electric Motor
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Fig. 6.24: 6.24a: magnetic system representing an electric motor with the purpose of creating
a sinusoidal radial field in the air gap between the stator and the rotor. The solid blue line
shown in figure 6.24b represents the angular dependence of the radial component of the flux
density evaluated at the external border of the air gap. The red dashed line corresponds to
the first mode of the Fourier expansion, and the solid black line represents the small deviation
from a perfectly sinusoidal field.
In this section we consider an example of four-poles surface-mounted permanent magnet
electric motor. The geometry of the systems, shown in figure 6.24a, is analogous to the structure
shown in figure 6.2. The iron core of the stator is surrounded by permanent magnet material.
A small air gap is present between the stator and the external iron ring of the rotor (the rotor’s
slots are not included in this model). The virtual magnet area is located in the air gap, where
the following virtual remanence is defined, with the purpose of minimizing the detrimental
higher harmonics[56]:
Br 2 = sin(2φ) eˆρ. (6.55)
It is possible to apply a constraint on the total volume of permanent magnetic material.
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The volume of magnetic material was arbitrarily set to 90 % of the total volume of the design
region. This volume constraint is used to determine the optimal border between magnet and
air by considering the norm of the virtual field H2, as explained in section 5.2.2. This results
in the four holes adjacent to the iron core in the centre, which are visible in figure 6.24a.
The desired properties of the solution can be checked by expanding in Fourier series the
radial component Bρ of the flux density B1 = µ0H1 in the air gap between the stator and the
rotor, close to external yoke. This is plotted in figure 6.24b for one quadrant of the geometry,
given by the following interval of the angular coordinate: φ ∈ [0◦, 90◦]. The amplitude of the
first harmonic is 0.9998 of the amplitude of the total signal, corresponding to 1.032 T. This
implies that the total harmonic distortion, THD, is equal to 0.02. When the field is calculated
taking into account the non-linear behaviour of iron, and by setting the permeability of the
magnets to µ = 1.05, the amplitude of the first harmonic decreases to 1.020 T, but remains
0.9998 of the amplitude of the total signal, and thus the THD does not change.
6.4.6 Magnetic refrigeration 1
Figure 6.25a shows the geometry of the virtual system for a rotary device for active magnetic
refrigeration at room temperature. This structure is analogous to the system shown in figure
6.3.
The goal of this system is to maximise the difference between the field intensity in the
low and high field regions, as it is desirable for this kind of devices[96]. For this purpose, the
following virtual remanence is defined:
Br 2 = sign(x) eˆρ (6.56)
where x denotes the coordinate parametrizing the horizontal direction. As shown in figure 6.3a,
the virtual remanence is only defined in the high field regions of the air gap, which are situated
on the two sides of the iron core.
We apply a constraint on the total volume of magnet material, which is equal to 5 times the
volume of the high field region. This ratio is comparable to other published designs of magnetic
refrigeration devices[98].
As explained in section 5.2.2, we can convert an equipotential line of the virtual scalar
potential Φ2 into the external border between permanent magnet and soft magnetic material.
The level curves corresponding to the volume constraint are the kidney shaped lines shown on
both the sides of the air gap in figure 6.25a. After determining the boundary between magnet
and iron, the outer border of the iron region can be determined arbitrarily, as long as magnetic
saturation is avoided. We choose a circular external border which encloses the design area.
Figure 6.25a shows the result of the FEM calculation. The flux density norm averaged over
the high field region is equal to 1.25 T and averaged over the low field region is 0.13 T, which
is a satisfactory result with respect to other published magnetic refrigeration devices[96]. The
norm of the flux density evaluated at the middle radial position of the air gap is plotted in
figure 6.25b as function of the angular coordinate φ in the interval φ ∈ [−90◦, 90◦]. It would
be possible to further reduce the average norm in the low field region by employing non-linear
optimisation techniques as the final step of the optimisation process. The FEM calculation has
also been performed using the more realistic models for magnets and iron, as for the example
of the previous section: the flux density norm averaged over the high field region decreases
slightly to 1.23 T, while the low field region average remains 0.13 T.
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Fig. 6.25: 6.25a: rotary device for magnetic refrigeration, equivalent to the system shown in
figure 6.3. The permanent magnet is segmented using N = 12 segments. Figure 6.25b shows
the angular dependence of the norm of the flux density evaluated in the middle radial position
of the air gap.
The same magnetic system has been optimised using different values of magnet volume Vm,
while keeping all the other parameters fixed, and almost identical to the the case of figure 6.25a.
This investigation covers the results presented in the paper attached in section B.8. The results
are shown in figure 6.26 as function of the ratio Vm/VHigh, where VHigh denotes the volume of
the high field region. The top panel shows the norm of the flux density averaged over the high
field regions. The middle panel shows the quantity q˙c = 〈‖B‖2/3〉High − 〈‖B‖2/3〉Low, which is
related to the cooling power provided by the device. The third panel represents the figure of
merit ΛCool, defined by [98]:
ΛCool =
VHigh
Vm
(
〈‖B‖2/3〉High − 〈‖B‖2/3〉Low
)
(6.57)
As can be noticed from the figure, the rate of growth of 〈‖B‖〉High decreases with Vm, and
ΛCool is monotonically decreasing. However, compared with other published designs [96], this
system achieves a rather high field using a relatively low amount of permanent magnet.
6.4.7 Magnetic refrigeration 2
As last example we consider the segmentation of the rotary magnetocaloric device shown in
figure 6.7b. The permanent magnet region to be subdivided is enclosed by the upper iron
part, and the interface between magnet and iron is given by a level surface of the virtual
scalar potential Φ2. One of the two symmetrical level surfaces is shown in figure 6.27a. For
manufacturing purposes it is generally convenient that the magnet segments have flat flat lateral
surfaces, or at least shapes that can be extruded from a flat base.
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Fig. 6.26: the system shown in figure 6.25a has been optimised using different values of magnet
volume Vm. The results are shown here as function of the ratio between Vm and the volume of
the high field region. The top panel shows the norm of the flux density averaged over the high
field region. The middle panel shows the parameter q˙c, whose expression is indicated in the
vertical axis; q˙c is linked with the cooling power provided by the magnetocaloric device. The
parameter ΛCool is the product between q˙c and the volume ratio VHigh/Vm.
The challenge is to simplify the shapes of the magnet blocks, while allowing the subdivisions
to reproduce the spatial distribution of the angles ψ and ϑ, describing the orientation of the
virtual field H2. The family of segmentations as the one shown in figure 6.27b are a good
compromise between these two conflicting goals. It can be noticed that the external surface
reproduces approximately the same shape of the Φ2 level surfaces. The sections highlighted
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Fig. 6.27: Segmentation of the permanent magnet of the magnetocaloric device for the EN-
OVHEAT project. 6.27a: external surface of one of the two symmetrical magnets. This bound-
ary is calculated as level surface of the virtual scalar potential Φ2. 6.27b: parametrized segmen-
tation composed by segments having all flat faces. This segmentation approximately reproduces
the spatial dependence of the orientation of the virtual field H2. The subdivision highlighted
by the light red lines correspond to the inclination angle ϑ, while the light blue lines correspond
to the azimuthal angle ψ.
by the light red lines correspond to ϑ subdivisions, while the sections highlighted by the light
blue lines correspond to ψ subdivisions. Since these flat faces are an approximation of the real
behaviour, the orientation of H2 may change from different points of the same face.
Thanks to the computational efficiency of the virtual magnet approach, it is possible to
compare many different segmentation, without the need of performing too many slow FEM
calculations. Appendix A.1 presents different segmentations obtained by further simplifications
of the “original” segmentation shown in figure 6.27b. Different values of magnet volume are also
considered. This systematic comparison resulted in the selection of a relatively simple solution,
which is shown in figure 6.28a. This figure shows in fact the final design of the permanent
magnet for the ENOVHEAT. A detailed description of the geometry is reported in appendix
A.2.
The iron parts are still being analysed in details, and might be subject to small modifications.
The FEM calculation have been performed using linear B-H relations: the permanent magnet
corresponds to µ = 1.05µ0 and Br = 1.4 T, the iron has been modelled using µ = 1000µ0.
Chapter 7 discusses the effects of these approximations, and how to suggests how to predict
and avoid some of the detrimental effects associated with non linear magnetic behaviour.
The final design includes 13 regenerator cassettes, which are connected to the bottom iron
structure. Figure 6.28b shows the flux density experienced by a particular regenerator slot while
the top and bottom parts are rotated. The angular sector shown in the figure corresponds to
half of the rotation. The flux density has been averaged over the entire volume of the cassette.
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Fig. 6.28: 6.28a: final design of the permanent magnet of the ENOVHEAT prototype. The iron
structures might still be subject to small modifications. The segmentation of the permanent
magnet has been obtained by simplifying the segmentation shown in figure 6.27b. Figure 6.28b
shows the flux density experienced by one of the regenerator slots, as the magnet rotates. The
flux density has been averaged over the entire volume of the cassette. As can be noticed, the
field remains relatively constant over the high field region. As desired, the field profile exhibits
a quite sharp transition between the high and low field regions.
It has to be stressed that this simulation does not include the effect of the magnetocaloric
material, which would be located in the regenerators. When it is in its ferromagnetic state
the material would have a permeability greater than µ0, thus increasing the total flux across
them. As can be noticed, the field profile exhibits several features which are desirable for this
application. The high field region spans a wide angle, and the intensity of the field remains
fairly constant over this angle. The transition between high and low field region is quite sharp,
and the intensity of B remains very small inside the low field region.
Chapter 7
Non Linear effects
In this section we will consider the effects of non-linear magnetic behavior. A numerical ap-
proach based on FEM analysis will be used to investigate how the field generated by some
example magnetic structures is altered by the non-linear behaviour. In particular, it will be
discussed how the finite coercivity of permanent magnets and the finite saturation magneti-
zation of the iron parts may decrease the performance of the magnetic structure. The effect
of coercivity is particularly important when the goal is to generate an intense field. Some ge-
ometrical arrangements of magnets, such as the Halbach cylinder geometry, are theoretically
able to produce fields of arbitrary intensity by increasing the total permanent magnet volume.
In practice however, the finite coercivity of the material limits the maximum strength of the
demagnetizing field that a point of the magnet can experience without undergoing non-linear
demagnetization [47, 97, 48]. Very intense fields in the directions transversal to the remanence
may also induce non-linear behaviour.
7.1 Finite Coercivity
This section mostly reproduces the discussion reported in the paper attached in section B.2.
Following a similar procedure to the one described in ref. [6], the B-H relation is split into a
relation for the direction perpendicular to the remanence vector, and a relation for the direction
parallel to the remancence vector; the parallel B-H relation is assumed to be non-linear. The
components of the field for parallel and perpendicular directions will be denoted by H‖ and
H⊥, respectively, and similarly for the flux density B. The decomposition is illustrated in
figure 7.1a for the Halbach cylinder geometry, which is used as illustrative example in the next
section.
The B‖-H‖ relation in the direction parallel to the remanence vector Br, is modelled with a
piecewise linear function, parametrized by the values of the coercivity Hc, the relative perme-
ability µ
‖
r and the remanence Br. The piecewise relation is schematically illustrated in figure
7.1b together with some example load lines and the corresponding working points. The relation
is expressed by the following equation:{
B‖ = µ0µ
‖
rH‖ +Br for H‖ > −Hc (linear region)
B‖ = µ0µ
‖
rH‖ −Br for H‖ < −Hc (reversed linear region)
(7.1)
The two regions are connected by the vertical line segment H‖ = −Hc. As all hard magnetic
materials exhibit a B-H curve with a very steep slope around the knee point[10][12], this
piecewise relation is a good approximation. In the direction perpendicular to the remanence,
the relation remains linear B⊥ = µ0µ⊥r H⊥, but with a permeability µ
⊥
r which may be different
from µ
‖
r . The assumption of linear behaviour in the perpendicular direction holds as long
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as the corresponding magnetic field component H⊥ remains below the anisotropy field of the
material[5].
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Fig. 7.1: (7.1a): Illustration of the Halbach cylinder geometry: the remanence is plotted as
black arrows. The unit vectors eˆr, eˆφ, eˆ‖ and eˆ⊥ are shown for a particular point. (7.1b):
Illustration of the B-H curve and the different categories of working points. The working point
labelled by 1 lies on the linear region of the B‖-H‖ curve, while the working point labelled by
2 intercepts the curve after the knee-point.
7.1.1 Halbach cylinder
We will examine the demagnetization effects emerging from the simple model introduced above,
using the Halbach cylinder geometry as example. Let us consider the illustrative example shown
in figure 7.2, corresponding to the proportion between inner radius and outer radius given by:
RO/RI = 3.7. The results shown in figure 7.2b corresponds to µ‖ = µ⊥ = µ0, Br = 1.4 T, and
Hc = 315kA/m, or µ0Hc ≈ 0.4 T. The results shown in figure 7.2a has the same parameters,
but the calculation has been performed with a linear B‖-H‖ relation, corresponding to the limit
Hc →∞. The non-linear demagnetization has a dramatic effect with this choice of parameters.
As can be observed from figure 7.2b, wide regions of the geometry are demagnetized, resulting
in an air gap flux density which has roughly half of the intensity predicted by the linear model.
The field in the bore is also considerably non-homogeneous for this case.
It is interesting to consider the volumetric distribution of working points, calculated as the
fraction of magnet volume characterized by a value of H‖ or B‖ below a certain threshold value.
The same calculation can be performed for the direction perpendicular to the remanence vector.
The results of this analysis are shown in figure 7.3. The top-left panel shows the B-H curves
for the parallel and perpendicular directions, plotted as blue and green solid lines, respectively.
The linear B‖-H‖ for the linear model is indicated by the dashed blue line. The top-right and
bottom-left panels show the volumetric distribution of working points for B and H, respectively.
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(a) Linear B-H relation. (b) Piecewise linear B-H relation.
Fig. 7.2: The effect of the coercivity on the field generated by the Halbach cylinder. The result
shown in figure 7.2a corresponds to the calculation performed with a linear B‖-H‖ relation,
while the results of figure 7.2b corresponds to the piecewise linear relation with µ0Hc ≈ −0.4
T. Large areas of the geometry of figure 7.2b are demagnetized, thus leading a considerably
non-homogeneous air gap field, which has half the of the expected intensity on average.
The fraction of magnet volume above the threshold is indicated in percentage. The B and H
axes are respectively aligned with the vertical and horizontal axes of the top-left panel. The
values of H and B corresponding to the knee-point are highlighted by the black dashed lines,
located at H = −Hc ≈ −0.4 T and B = Br − µHc ≈ 1 T. The volumetric distribution for
the case of the piecewise-linear relation presents a special behaviour around the knee-point. A
more realistic B-H curve with a smoother knee-point would mitigate these discontinuities but
the general behaviour would remain similar.
The bottom-right panel shows the spatial dependence of the parallel component of the flux
density. The colormap is aligned with the vertical axis of the top-right panel, to highlight the
correspondence between points of the geometry and the working point on the B‖-H‖ curve.
The dashed lines indicate a working point exactly on the knee-point of the B‖-H‖ curve, and
delimit the blue shaded region from the partially demagnetized red shaded regions. The field in
the direction transverse to the remanence has symmetric behaviour, and mostly remains below
1 T, as can be seen from the blue lines of the top-right and bottom-left panels.
As explained in ref. [94], it is possible to start from the linear B-H relation, B = µH+Br,
and use the analytical solution ofH in any point of the magnet, to predict if the material will be
demagnetized in some regions of the geometry. The analytical solution is reported in ref. [91].
Demagnetization occurs in a point when the linear B‖-H‖ relation is not a good approximation;
this can be expressed by the condition H‖ ≤ −Hc. We included the case H‖ = −Hc because in
this case, using the piecewise relation with a vertical line segment for H‖ = −Hc would result
in a working point in the non-linear region of the curve, as the one labeled by 2 in figure 7.1b.
There are two points in the magnet geometry in which the demagnetization will occur first;
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Fig. 7.3: The volumetric distribution of working points for the example shown in figure 7.2.
The results of the non-linear calculation are indicated as solid lines, and the results of the linear
model with dashed lines. The blue curves indicate the direction parallel to the remanence and
the green curves the normal direction. The top-left panel shows the B-H curves, while the
top-right and bottom-left panels show the volumetric distributions for B and H, respectively.
The bottom-right panel shows the spatial dependence of B‖ using the colormap aligned with
the vertical axis of the top-right panel.
if demagnetization is not occurring in any of these points, then it is not occurring in any other
point of the magnet. The first point is the inner equatorial point (r = RI , φ = pi/2), indicated in
figure 7.1a as a black circle. The second point is the outer polar point (r = RO, φ = 0), indicated
in figure 7.1a as an white circle. There are two independent conditions for demagnetization to
occur at these points and for the case µr = 1, the conditions are expressed respectively by the
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following inequalities for Hc:
Equatorial demagnetization: µ0Hc ≤ Br log
(
RO
RI
)
(7.2)
Polar demagnetization: µ0Hc ≤ Br (7.3)
It can be noticed that the condition for equatorial demagnetization involves Br and the ratio
between RO and RI , while the condition for polar demagnetization only involves Br. The
two equations can be directly derived from the boundary conditions from H and B at the
border between two different materials. For the inner equatorial point the component of H
which is parallel to the border of the internal cylinder is conserved across the interface. For the
outer polar point the component of B which is normal to the border of the external cylinder
is conserved across the interface. In both cases the conserved component is parallel to the
remanence. At the inner equatorial point the value ofH‖ is then equal to−(Br/µ0) log(RO/RI).
At the outer polar point the value of B‖ is equal to 0. These values of H‖ and B‖ lead to the
conditions of equations 7.2 and 7.3.
The same procedure can be generalized to a general value of relative permeability µr, starting
from the analytical expression of H‖ inside the magnet and applying the equation H‖ ≤ −Hc
in the two critical points. The conditions cannot be written in closed form for Hc, but it is
possible to solve the equations numerically and the results are shown in figure 2 from the paper
attached in section B.2. The demagnetization conditions will be used to compare with the
results of the finite element method simulations with a piecewise B-H curve. The air gap flux
density for the linear case can be calculated for a general value of relative permeability µr. The
linear model predict a uniform air gap flux density given by [91]:
B(Theory) =
(
µr − 1
µr + 1
R−2O −
µr + 1
µr − 1R
−2
I
)−1(
µr + 1
µr − 1 − 1
)
R−2I Br log
( RI
RO
)
eˆx (7.4)
We will now consider the results for a set of four prototypical magnetic materials: two different
grades of NdFeB magnets and two grades of Alnico magnets. The B-H curves of the materi-
als are parametrized, according to equation 7.1, using the values reported in the data-sheets
of commercial suppliers of magnetic materials. In particular, the parameters for the NdFeB
magnets are derived from ref. [10] and the parameters for the Alnico magnets are derived from
ref. [12]. The values of the parameters used for the simulations are listed in table 7.1:
Brem [T] Hc [MA/m] µ0Hc/Brem µr
N48 1.41 1.027 0.92 1.04
N38 1.25 2.347 2.36 1.03
Alnico 5 1.25 0.051 0.05 3.7
Alnico 8H 0.74 0.151 0.25 2.0
Table 7.1: Parameters of the permanent magnetic materials
The resulting B-H curves and M -H curves are shown in figure 7.4b, respectively as solid
lines and dashed lines.
We simulated different values of RO/RI and compared the results with the two demagneti-
zation conditions introduced above. For each simulation we calculate the average flux density
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Fig. 7.4: Results of the simulations for the four materials corresponding to the B-H curves and
M -H curves represented in figure 7.4b respectively as solid lines and dashed lines. The curves
are determined by the set of parameters listed in table 2.1. Figure 7.4a indicates the results
of simulations corresponding to different values of RO/RI , as visible on the horizontal axis of
each panel. The top panel shows the value of the x component of B averaged over the air gap
region and normalized by the value predicted by the analytical solution of equation 7.4. The
bottom panel shows the value of the indicator ∆ of non-homogeneity, defined in equation 7.5.
B inside the air gap region, denoted by 〈B〉. The average air gap flux density in the x direc-
tion is compared with the analytical solution B
(Theory)
x of equation 7.4. The results are then
expressed as the ratio 〈Bx〉/B(Theory)x .
We also want to quantify how much the field fails to be homogeneous, and we will use the
estimator ∆, evaluated as the average norm of the difference in flux density divided by the
average norm of the flux density:
∆ =
〈(Bx − 〈Bx〉)2 + (By − 〈By〉)2〉
〈B2x +B2y〉
(7.5)
The values of 〈Bx〉/B(Theory)x and ∆, for the different materials and different RO/RI ratios,
are plotted respectively in the top panel and bottom panel of figure 7.4a. As can be noticed,
the performance of the materials compared to the theoretical prediction will only decrease
as RO/RI increases. This can be observed as a decrease of 〈Bx〉/B(Theory)x and an increase
of ∆. For the two Alnico materials outer polar demagnetization occurs for all the values of
RO/RI , and the performance is worse than the theoretical prediction even for small radii. This
effect is to a smaller extent present also for N38. The vertical dashed lines in both the left
panels indicate the critical value of RO/RI corresponding to the condition for inner equatorial
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demagnetization. As this phenomenon occurs, the performance decreases both in the average
and homogeneity of the air gap flux density.
All the materials, except N38, are demagnetized at the outer polar point for all values of
RO/RI . However, N48 is only slightly demagnetized compared to the two Alnico materials.
For this reason only for Alnico the value of 〈Bx〉/B(Theory)x is appreciably smaller than 1 even
in the limit RO/RI → 1. The polar demagnetization effect is very small for the case of N48,
and the value of 〈Bx〉/B(Theory)x is very close to 1 for small values of RO/RI . For the case of
N38 the polar demagnetization effect does not occur at all.
A more drastic effect is caused by the inner equatorial demagnetization. The critical value
of RO/RI for which this phenomenon occurs for each material is indicated in figure 7.4a as
vertical dashed lines. As equatorial demagnetization occurs, the performance decreases both
in the average and homogeneity of the air gap flux density, as can be seen in both the panels.
For the case of N38, these effects are very small for the simulated range of RO/RI .
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Fig. 7.5: (7.5a): ratio 〈Bx〉/B(Theory)x of the flux density in the air gap with respect to the
ideal case. (7.5b): value of the estimator ∆ of the non-homogeneity of the field in the air gap
(see equation 7.5).The contour lines indicate for the left and right panels respectively the value
of 〈Bx〉/B(Theory)x and ∆. The dotted balck line represents the conditions for inner equatorial
demagnetization expressed in equation 7.2, and the dashed black line corresponds to the outer
polar demagnetization expressed in equation 7.3. The two lines delimit the orange and pink
shaded regions, respectively. These conditions are calculated for the case µ
‖
r = µ⊥r = 1.
For these simulations we assumed that the relative permeability of each of the four materials
has the same value for the parallel and perpendicular component. We will now consider also
the effect of anisotropy, by setting the relative permeabilities for the parallel and perpendicular
directions µ
‖
r and µ⊥r respectively equal to 1.05 and to 1.16[5]. Our simulations revealed that
the results of the anisotropic simulations are quantitatively very similar to the results for the
case of isotropic permeability.
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To proceed systematically we simulate the system for different values of µ0Hc/Brem and
of RO/RI . These results are plotted in figure 7.5 as a function of RO/RI . The contour lines
with their labels correspond to the value of 〈Bx〉/B(Theory)x for figure 7.5a and to the value of
∆ for figure 7.5b. The value of B
(Theory)
x corresponds to the isotropic case with µ
‖
r = µ⊥r =
1.05. The two conditions for equatorial and polar demagnetization, expressed by equations 7.2
and 7.3, are indicated by the dotted and dashed black lines respectively. Even though these
conditions correspond to the case µ = µ0, they reproduce quite well the behaviour for the
slightly anisortropic permeability field introduced above. The pink shaded region patterned
with oblique lines correspond to occurrence of polar demagnetization. Similarly the orange
shaded region corresponds to the equatorial demagnetization.
As expected, only above inside the white region, where none of the demagnetization condi-
tions are met, is the magnet able to reproduce the theoretical flux density both for intensity and
homogeneity. The phenomenon of equatorial demagnetization produces a more drastic effect in
the performance of the Halbach cylinder with respect to the polar demagnetization. Moreover,
it can be noticed that in the region µ0Hc/Brem < 1 for which polar demagnetization occurs,
the value of 〈Bx〉/B(Theory)x is initially increasing as RO/RI increases from 1 to the critical
value corresponding to the equatorial demagnetization. For the uniformity the optimal value
of RO/RI , corresponding to minimum ∆, is even larger.
For each combination of values of RO/RI , corresponding to the horizontal axis, and of
µ0H/Brem, corresponding to the vertical axis, we calculate fraction of the total magnet volume
in which the H‖ component of the magnetic field is strictly larger than than −Hc, indicated by
the contour lines with their labels. This is equivalent to the fraction of volume for which the
working points lie in the linear region of the B‖-H‖ curve. We compare the results performed
with a piecewise B-H relation, plotted in figure 7.6b, with simulations performed with a linear
B-H relation with µ
‖
r = µ⊥r = 1, plotted in figure 7.6a.
As expected from the results shown in figure 7.5, the linear and the piecewise model give
the same result in the region in which the material is not demagnetized. This can be noticed
by the fact that the region delimited by the dashed lines is in both cases above the contour
line labelled by 0.99. However, outside this region of the graphs the two models give different
results: the linear model indicates a volumetric distribution of working points symmetrically
distributed around the middle value µ0H/Brem = 1/2; the piecewise model indicates a greater
extension of the demagnetized volume, resulting in the reduced performance observed before.
These results, and in particular figure 7.6a, can be used to determine how much of the
expensive material with high value of Hc can be replaced by a cheaper material with a low
value of Hc without affecting the performance respect to the theoretical prediction. This is
done by selecting the areas of the magnet in which the working point does not leave the
linear region of the B‖-H‖ curve. The amount can be estimated by examining the vertical line
corresponding to the desired value of RO/RI and observing the fraction of material that is
able to work properly, given its coercivity. The coercivity of a NdFeB material, particularly
at high temperatures, may be increased by adding dysprosium to the composition during the
fabrication processes. Because of the elevated cost of dysprosium, materials with high coercivity
are generally more expensive than materials with lower coercivity [2, 18, 17]. For this reason
a method for indicating where the materials with low coercivity can be used without affecting
the performance will result in an overall reduction in the cost of the materials.
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Fig. 7.6: Fraction of magnet in which the working point in the parallel direction lies above
the values indicated on the magnetic field axis. The contour lines indicate the fraction with
respect to the total magnet volume, as indicated by the labels. (7.6a) shows the simulations
performed with the linear B-H relation, (7.6b) shows the simulations performed with the
piecewise B‖-H‖ curve corresponding to the coercivity that has the same value of the magnetic
field indicated on the vertical axis. The dotted black line represents the conditions for inner
equatorial demagnetization expressed in equation 7.2, and the dashed black line corresponds
to the outer polar demagnetization expressed in equation 7.3. These conditions are calculated
for the case µ
‖
r = µ⊥r = 1.
7.1.2 Magnetic refrigeration
As practical three-dimensional example of application of the approach discussed in the previous
section, we consider the magnetic structure examined in section 6.4.7. The FEM computation
have been performed with a linear model. For the permanent magnets the permeability has the
same value for the parallel and perpendicular direction, given by µ = 1.05µ0. The remanence
has been set to 1.4and the permeability of the iron parts is set to µIron = 1000µ0.
Since the permanent magnet region is segmented into uniformly magnetized blocks, we
consider the volumetric distribution independently for the different kinds blocks mentioned in
section A.2. The individual cumulative distributions with respect to the total magnet volume
in percentage are plotted in figure 7.1.2. As can be noticed, the different kinds of segments are
interested by the non-linear demagnetization effect in different measure. The segments labelled
by E, are also indicated in figure 7.7b, are subject to stronger demagnetizing fields. We examine
the possibility of realizing the magnetic structure with two different grades of Nd-Fe-B magnets
with the same remanence. The first grade is N50, characterized by an intrinsic coercivity of
875 kA/m, i.e. µ0Hc ≈ 1.1 T. The second grade is N50M, and its intrinsic coercivity is 1080
kA/m, i.e. µ0Hc ≈ 1.36T . Figure 7.7b only shows the fraction of the volume which would
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Fig. 7.7: 7.1.2: Fraction of the total magnet volume, expressed in percentage, experiencing
a parallel field below the threshold indicated by the horizontal axis. The different curves
corresponds to the different kinds of segments indicated in the legend. 7.7b: the parallel
component of the field is indicated by the color for one quarter of the permanent magnet.
Warmer shades indicate stronger demagnetizing fields. The figure only shows the fraction of
the volume where H‖ is below −1.1 T, which corresponds to the intrinsic coercivity of N50.
experience a demagnetizing field above the intrinsic coercivity of N50, which is also indicated
in figure by the vertical black dashed line. The parallel component of the field is represented
in figure 7.7b using different colours, warmer shades corresponding to stronger demagnetizing
fields, as indicated by the colorbar.
A closer inspection of the results reveals that around 14.1% of the total magnet volume is
below −1.1 T, and the segments E alone are responsible for around 2/3 of the this volume,
corresponding to (2/3) × 14.1 = 9.3% of the total magnet volume. The remaining fraction of
magnet with H‖ ≤ −1.1 T, is split among the other kinds of segments, and is 4.8% of the total
magnet volume. Based on this analysis it was decided to use the grade N50M for the segments
E, and the grade N50 for other segments. It is expected that this strategy should avoid most
of the non-linear effects, thus achieving almost the same performance expected from the linear
FEM calculation.
7.2 Iron Saturation
In these section we will focus on the non linear effects associated with soft ferromangetic
materials. Generally it is desirable to avoid these effects, since they would decrease the total
flux across a magnetic structure. In order to separate the contribution due to soft magnetic
materials from the other non linear effects, for the example present in this section the magnetic
behaviour of the permanent magnet has been modelled with a linear relation.
Some of the examples presented in section 6.4 have been simulated using both the linear and
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the non-linear model for the magnetic behaviour of the iron parts. As mentioned, the magnetic
fields predicted by the two calculations are in all cases extremely similar to each other. This
is a sign that the iron parts have been dimensioned correctly with respect to the magnetic
flux across them. It is interesting to consider an example of magnetic system for which the
iron yoke is under-dimensioned. As illustrative case, we consider the geometry of the magnetic
refrigeration device examined in section 6.4.6. The external iron yoke has been reduced in order
to make apparent the effect of non linear saturation. Figure 7.8a shows the result of the FEM
computation performed within the linear approximation with µ = 1000µ0, while figure 7.8b
corresponds to the non-linear case, calculated using the non-linear B-H relation included in
the COMSOL model library.
As can be noticed from the figure, the realistic calculation leads to an air gap field, which
is generally less intense, and with a slightly different distribution. The most noticeable effect
is probably the flux leakage across the external surfaces of the structure: when saturation is
included in the model the yoke is not able to bear the entirety of the flux generated by the
permanent magnets. Quantitatively, the realistic model results in a average high field which
is 16% lower than the average calculated from the linear model, while the average low field is
30% higher. The value of the parameter ΛCool, defined in equation 6.57, is thus 22.3% lower
than what expected from the linear calculation.
x
y
(a) Linear iron B-H relation.
x
y
(b) Non linear iron B-H relation.
Fig. 7.8: System obtained from the stracture discussed in section 6.4.6 by reducing the external
iron yoke with the purpose of highlighting the effect of magnetic saturation. 7.8a: computation
performed with a linear B-H relation. 7.8b: computation performed by modelling the behaviour
of the iron parts with the non-linear B-H curve included in the COMSOL material library. With
this geometry the two models produce a remarkable difference, which highlights the fact that
the iron yoke is under-dimensioned.
We will now consider the case shown in figure 7.9 calculated using the non linear B-H
relation. The external iron yoke has been expanded, with the purpose of completely avoiding
the possibility of magnetic saturation inside this part. As can be noticed, the air gap field
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distribution closely resembles the distribution of figure 7.8a. Also the insulation from the
external region is achieved with the same degree of accuracy predicted by the linear model. In
fact, the high field is on average 2% greater than it is for the linear model, and the value of
ΛCool is 1% greater.
We introduce the parameter ∆Sat, which quantifies the difference between the linear cal-
culation, for the case shown in figure 7.8a, with the non-linear results shown in 7.8b and 7.9.
∆Sat is defined as:
∆Sat[B] =
(∫
Rg
d2x ‖B(x)−BLin.(x)‖2∫
Rg
d2x ‖BLin.(x)‖2
)1/2
(7.6)
Here the integration domain extends to the whole air gap region Rg. For the reduced yoke we
have ∆1 = 0.1784, which expresses a significant difference. For the case shown in figure 7.9 we
have ∆2 = 0.0316, indicating that the linear model would be a sufficiently realistic description
of this geometry.
x
y
Fig. 7.9: The iron yoke has been expanded to suppress the non-linear effects almost completely.
This calculation, which takes into account the non-linear magnetic behaviour of the iron parts,
generates an air gap field which is almost identical to the case shown in figure 7.8a.
Since the saturation issues for this example occurred inside the external yoke, it has been
possible to easily avoid these effect by resizing the saturated part. However, if the problems had
occurred in the central iron core, this straightforward solution would not have been possible,
and it would have been necessary to apply more drastic modifications to the geometry. When
the purpose is to avoid the non linear effects, the calculations can often be performed within a
linear model, while making sure that the flux density inside the highly permeable parts remains
safely below their saturation magnetization µ0Ms.
Chapter 8
Conclusions
8.1 Discussion of the results
The goal of this thesis was to develop different schemes to design and optimise magnetic struc-
tures. The general strategy adopted in this work is to address the simplest and most funda-
mental problems and examine their implications before investigating more general and complex
cases. The various optimisation approaches are illustrated with different examples of magnet
design problems. In this section the findings of this work will be discussed with an emphasis
on how they relate to previous studies, how they are original, and what is their relevance for
the scientific community.
A central role is played by optimisation problems characterized by the two following prop-
erties:
• magnetic systems exhibiting a linear magnetic behaviour
• objective functionals which are linear with respect to the field
The connection between this family of optimisation problems and the reciprocity theorem has
been explored in this work from many different perspectives.
The problem of optimising the flux sources in a system whose geometry is pre-determined
has been considered before, and generally presents less challenges than geometry optimisation
problems. Its relevance comes also from the simplicity of its implementation. The analysis
presented in section 5.1.2 also considers the optimisation of hybrid systems including perma-
nent magnets combined with electro-magnets, with a constraint on the total power dissipated
by the electro-magnets. The link between the reciprocity theorem and the optimisation of pre-
segmented permanent-magnet systems with respect to a linear objective functional has been
considered [80]. In section 5.1.3 was shown that the presence of electro-magnets in the system
does not actually modify the optimal orientation of the remanence vectors of the permanent
magnet blocks. Moreover, it was shown that for linear objective functionals, the globally opti-
mal current distribution among a set of pre-determined coils in a hybrid system obeys equations
which are similar in form to the equations obeyed by the optimal remanence vectors. It was
also illustrated that when the optimisation with respect to non-linear objective functionals is
performed employing gradient-based methods, the convergence is greatly facilitated by select-
ing as starting configuration the globally optimal solution of a linear optimisation problem.
Often the expression of the non-linear objective functional immediately suggests which linear
objective would be suitable for this preliminary step of the optimisation procedure.
It is often insightful to consider a smoothly varying remanence field. The optimality results
derived in [86] address the problem of determining the maximally energy efficient remanence
distribution which generates a given field. The problem investigated in this thesis presents
similarities and differences with these results. The procedure presented in section 5.2.2, and
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considered in [80], provides a remanence distribution which maximises an arbitrary linear objec-
tive functional. Because of its relevance to real magnetic systems, this thesis focuses primarily
on the case of remanence distributions with constant norm. It is also possible to consider an ar-
bitrary permeability distribution, as long as it is pre-determined. The underlying link between
these two different perspectives is investigated in section 5.2.3. In [81] the reciprocity theorem
is employed within an iterative procedure in order to minimise the non-linear functional repre-
senting the magnetic inverse problem. The iterative procedure derived in section 5.2.4 is more
general, as can be applied to an arbitrary non-linear objective functional.
Chapter 6 explores the implications of the reciprocity theorem with respect to the problem
of optimising the geometry of the magnetic system. It has already been observed that the
reciprocity theorem provides a way to calculate the contribution from a specific point of the
magnet to the value of a linear objective functional [80]. However, it was not stressed how this
calculation immediately yields the optimal border between air and permanent magnet material
with zero susceptibility. This method is discussed in section 6.1. The border between permanent
magnet and soft magnetic material has been investigated in [86]. The procedure of determining
the shapes of iron poles from the level surfaces of the scalar potential is generally known [38].
The perspective adopted in section 6.2 is to investigate this aspect in connection with the
reciprocity theorem. As was illustrated with different examples, considering only the portion
of level surface that is inside the magnet design area can lead to satisfactory results. Since in
all the cases the total magnet volume can be constrained to an arbitrary value, optimising the
external border of the permanent magnet is equivalent to minimising the volume of permanent
magnet necessary to obtain the same value of the objective functional.
Section 6.3 addresses the question of how a magnetic system is best subdivided into uni-
formly magnetized blocks such that a given linear objective is maximised. Once again, the
reciprocity theorem provides the starting point to answer this question. As was shown in sec-
tions 6.3.1 and 6.3.2, within this formalism the only relevant quantity is the orientation of the
virtual field and is therefore not convenient to subdivide a region if the direction of the virtual
field does not vary. This optimality sufficient condition considerably reduces the complexity of
the optimisation problem. In particular, section 6.3.5 presents an analytical approach to find
the global solution for the case of segmentations depending on one parameter [105, 106]. This
is accomplished by drawing an equivalence between this problem and the approximation of a
continuous curve by an inscribed segmented curve with maximal perimeter. The curve approx-
imation problem can then easily be solved employing dynamic programming. In section 6.4.4,
the results of this approach are compared with the segmented structures discussed in [87, 89],
which generate a perfectly uniform. The comparison reveals that the method introduced in
this thesis leads to higher efficiency, even though the field is not perfectly homogeneous. The
analytical procedure based on the curve approximation does not apply to the case of segmen-
tations depending on two parameters. Section 6.3.4 investigates a heuristic approach to this
problem. Even though optimality is not guaranteed with the same level of confidence given
by an analytical derivation, the results provide a strong indication that the globally optimal
solution has been found for all the considered examples.
All the optimisation approaches described in chapters 5 and 6 have been derived under the
assumption of linear magnetic response. Chapter 7 presents a numerical approach to model
some of the effects caused by non-linear magnetic behaviours. It is worth mentioning that non-
linear magnetic phenomena are often detrimental, and their occurrence can also be predicted by
linear calculations [94]. A non-linear simulation is only necessary for the purpose of determining
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the effects of the non-linear behaviour. The non-linearity associated with the finite coercivity of
permanent magnet materials have been examined in detail for the Halbach cylinder geometry
in section 7.1.1. The analytical solution for the linear regime is available for this geometry, and
the results of the non-linear simulations are consistent with the analytical prediction as long as
the working point remains within the region where the linear approximation is justified [104].
The Halbach cylinder geometry has been investigated in this thesis from different viewpoints.
The relevance of this geometry for the applications is revealed by the huge number of scientific
publications on this subject. Thanks to the reciprocity theorem this geometry have been shown
to be the globally optimal solution of the underlying linear optimisation problem. In this sense,
the procedures developed in this thesis generalise the results to an arbitrary linear objective
and an arbitrary geometry. When an iron yoke is introduces at the external border of the
magnet region the optimal configuration changes. This aspect was already investigated in
[86, 95]. Section 6.2.1 systematically analyses the possibility of replacing an arbitrary fraction
of the magnet volume with soft magnetic material. The results show a trade-off between field
intensity and field homogeneity. The selection of the best configuration can thus be based on the
relative importance between these two factors. Section 5.1.5 compares different segmentations
of the same geometry, characterized by different advantages and disadvantages. In section 6.4.1
the segmentation into identical angular sectors is shown to be optimal with respect to the linear
objective. Section 6.3.4 considers the geometry optimisation of a three dimensional Halbach
cylinder of finite length. As mentioned above, the non-linear effects caused by finite coercivity
has been examined in section 7.1.1.
Several examples illustrate how the optimisation approaches are applied to systems for room
temperature magnetic refrigeration. The process leading to the design of the prototype for the
ENOVHEAT project is examined in greater detail. Several other examples from different fields
demonstrate the flexibility of the approaches. In particular, it is investigated the generation of
cylindrical multi-pole fields which are fundamental for many applications.
The results presented in this thesis provide an effective way to solve optimisation problems
in magnetostatics. Being mainly based on analytical derivations, these methods are easy to im-
plement, computationally efficient, and reliable. The possibility of applying these approaches in
combination with finite element methods allows one to apply them to a vast class of geometries
and optimisation problems. Moreover, because of the relevance of linear functionals from a the-
oretical perspective, the optimality results derived for this case provide a deeper understanding
of many optimisation problems.
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8.2 Outlook
Scientific research is driven by questions rather than answers. Luckily there is usually no
shortage of questions, since the process of seeking for answers usually results in opening up
new questions. This work is not an exception. The focus of this section is on the limitations
of the procedures presented in this thesis, and how future investigations could further develop
this work.
It must be stressed that is not even always possible to reduce a given optimisation problem
to a functional depending solely on the magnetic field. As the magnetic field itself is never the
ultimate goal of a magnetic system, a more realistic analysis should include the influence of the
field with respect to the specific purpose of the device of which the magnetic system is part of.
Often this means modelling the interplay between different physical mechanisms, e.g. thermal
conduction. It is rarely possible to apply analytical approaches to the optimisation of systems
modelled with this degree of complexity. The methods discussed in this thesis are developed
starting from the assumption that magneto-static system can be simulated independently, and
that the objective is only affected by the magnetic field.
As has been stressed along the course of this work, most of the optimality results have been
derived under the premise that the magnetic behaviour is described by a linear B-H relation.
Even though chapter 7 illustrates how to predict the non-linear effects and possibly how to
avoid them, the question of how the different optimisation procedures could be modified to
account for the non-linear behaviour remains unanswered. Since the superposition of the fields
generated by different sources is not verified for this case, it seems unlikely that it would be
possible to apply analytical geometry optimisation techniques when the magnetic behaviour is
non-linear.
Non-linear objective functionals have been investigated to some extent. The problem of
optimising the flux sources with respect to a non-linear functional has been considered here for
pre-segmented structures or smoothly varying remanence distribution. It would be interesting
to investigate the generalization of the geometry otpimisation results presented in chapter
6 to the case of non-linear objectives. The optimality results derived in sections 6.3.1 and
6.3.2 are based on the convexity of the related optimisation functional with respect to its
arguments. These derivations do not extend to a general non-linear functional. However,
numerical techniques could be examined for this purpose. Another unsolved problem that could
be approached with numerical methods is the determination of the optimal border between
materials with arbitrary magnetic susceptibility. A promising strategy could be to combine
topology optimisation techniques with the methods based on the reciprocity theorems.
It would be worth to investigate in greater depth the link between maximal energy efficiency
and optimality with respect to a linear functional, and define in which situations the two
approaches lead to the same result. This would be equivalent to determining in which conditions
the field generated by the configuration maximising a linear functional reproduces exactly the
desired field.
As stressed in [80], linear objective functionals include linear differential operators. The
virtual magnet method would be modified by allowing the virtual remanence to be a generalized
functions, e.g. derivative of the Dirac delta function. It would be interesting to consider
examples of optimisation problems expressed by linear differential operators, and apply the
procedures described in chapter 6 to these examples.
It has been mentioned that for the case of the Halbach cylinder with infinite length, the
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globally optimal segmentation can be determined analytically. Future studies could address the
problem of finding three-dimensional geometries for which is possible to find analytically the
globally optimal two-parameters segmentation. The ideal Halbach sphere would be the most
natural candidate for the first investigations.
Magnetic systems designed to generate multipole fields are relevant for many applications.
This thesis considered different design concepts of multipole magnets combining permanent
magnets, air and soft magnetic material. Some concepts privilege the field intensity while other
privilege the field quality. A systematic comparative study of the different possibilities would
be pertinent to different applications. While many examples in this thesis focus on cylindrical
geometries, it would also be interesting to apply the different design concepts to the realization
of linear arrays, producing a one sided flux, and compare the results systematically.
Overall, the relevance of the work of this thesis is also demonstrated by its vast potential
for future studies.

Appendix A
Appendices
A.1 Segmentations of the ENOVHEAT prototype
This appendix presents the result of the comparison between different segmentations of the
permanent magnets of the ENOVHEAT prototype. The geometry of the prototype is shown
in figure 6.7b. The starting configuration, denoted as “original”, is shown in figure 6.27b. The
other possibilities are obtained by further simplifications of this initial option. The purpose is
to reduce the complexity of the permanent magnet segments and of the iron structure enclosing
them. Permanent magnet blocks of different shapes are generally realised by machining rectan-
gular blocks whose remanence vector is normal to one of the faces. For this reason we will also
consider the possibility of approximating the optimal direction of Br of each block by making
either parallel or normal to one of the faces. Because of this expedient one of the faces of the
final machined segments coincides with one of the original faces of the rectangular block, thus
simplifying the manufacturing procedure. We will refer to this approximated segmentation with
the label “Approx. Br”. As will be stressed from case to case, approximating the remanence
in this way might produce pairs of adjacent segments having the same remanence direction. In
this situation the two segments can be merged, thus reducing the total number of blocks.
Some of the possible segmentations considered in this comparative study are shown in figure
A.1, and labelled by the corresponding names:
• Original Segmentation: characterised by 14 segments for each magnet quarter, for a total
of 6 unique different shapes ( ).
• Original Segmentation - Approximate Br: for this configuration the remanence of each
block is constrained to be perfectly normal to the interface separating magnet and iron
( ).
• Shaved on the top: obtained from the original segmentation by removing the top convex
part ( ). The number of segments is the same, but the shape of the iron structure
is simpler.
• Shaved on the top - Approximate Br: when the remanence of the previous segmentation
is approximated, the number of segments reduces more than it does for the original seg-
mentation. The maximum reduction leads to 7+1/2 segments for each quarter. However,
requiring that the shape of the resulting segments remains relatively simple, results in a
reduction to 12 segments for each quarter with 5 unique shapes.
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• Double-Shaved : obtained from the shaved segmentation by converting the lateral faces
into vertical planes, i. e. parallel to the z axis. The number of segments is the same as
in the original segmentation, but shape of the iron structure surrounding the magnets is
even simpler than it is for the previous case ( ).
• Double-Shaved - Approximate Br: the reduction in the number of segments due to the
approximation of the remanence vectors is the same as for the previous segmentation
( ).
• Double-Shaved - Approximate Br (2): for this case the approximation of the remanence
direction is performed in a different way. Since this configuration has been selected for
the final design of the ENOVHEAT prototype, it will be described in details in the next
section.
• Triangular Grid : for this case there are 14 segments for each quarter, for a total of
10 unique shapes. The shape of the iron structure is simpler than in the case of the
“Double-Shaved” configuration ( ). The different points correspond to different
proportions of the total magnet design region.
• Triangular Grid - Approximate Br: this configuration is only composed by pyramidal or
prismatic segments having triangular base. For this case the number of segments can be
reduced to 10 segments for each quarter and 7 unique shapes ( ).
• Simple Grid : the external shape is the same kind of the triangular grid, but all the blocks
have the same shape ( ). Different proportions of the total magnet design region
have been considered. Moreover, different number of segments have been considered, i.
e.: 8, 12, 16, 18, 20 or 24 segments for each quarter. The results will only be shown for
the best combination of subdivisions along each dimension among those having the same
total number of segments.
• Single Block : the various segmentations have also been compared with a simple magnetic
system composed by one block for each half ( ). In this case only the top face of the
block is connected with the iron structure, as doing otherwise would create a short-circuit
for the field lines. Different proportions of the single block have been considered.
The result of this comparison is shown in figure A.2. Different amounts of magnet volume
Vm are considered: the results will be presented as function of the ratio between Vm and the
volume of the high field region. The top panel shows the norm of the flux density averaged over
the high field region. The middle and bottom panels shows respectively the parameters q˙c and
ΛCool introduced in section 6.4.6. Figure A.2 is a zoomed-in version of the same plot showing
only the best configurations. All the simulations correspond to the same value of internal radius
RI = 21 cm. The permanent magnet has been simulated using the parameters: µ = 1.05µ0
and remanence Br = 1.4 T.
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Original Shaved on top Double-Shaved
Triangular Grid
(approx. Br)
Triangular Grid Simple Grid Single Block
Fig. A.1: Illustration of different possible ways to segment the permanent magnet of the EN-
OVHEAT prototype, shown in figure 6.7b. These configurations are obtained by further sim-
plifications of the original segmentation. The purpose of this analysis is to compare the per-
formance of segmentations presenting less manufacturing challenges. The result of this study
is shown in figures A.2 and A.3.
The configuration with a single block has a significantly lower performance. For the original
segmentation, approximating the remanence vectors as explained above leads to a slightly higher
q˙c than the original vectors. This is due to the fact that the optimisation have been performed
with respect to the a linear objective functional. The “shaved on top” segmentation has almost
exactly the same performance when the remanence vectors are not approximated. With the
approximate remanence the performance decreases slightly, but the number of segments can
be reduced. The “double-shaved” segmentation exhibits a good performance. However, with
the original way of approximating the remanence, the performance decreases quite significantly.
The new way of approximating the remanence, labelled as “Approx. Br (2)”, is able to achieve
almost the same performance of the original approximation. This option has been selected for
the final design of ENOVHEAT prototype. In particular, the final configuration corresponds
to the red diamond shown in figure A.3. The triangular grid and simple grid give a comparable
result for what concerns 〈B〉High. However, the other two parameters shown in the middle and
bottom panels indicate a worst performance. The generally lower values with respect to the
results shown in figure 6.26, are due to differences inherent to the design concept.
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Fig. A.2: Comparison of the different segmentations plotted as function of the ratio between
the magnet volume and the volume of the high field region. The top panel shows the norm
of the flux density averaged over the high field region. The middle and bottom panels shows
respectively the parameters q˙c and ΛCool, introduced in section 6.4.6. These parameters are
linked to the cooling power provided by the device. Figure A.3 shows a portion of these data,
including the most relevant results.
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Fig. A.3: enlarged portion of the graphs shown in figure A.2. Only the most relevant segmen-
tations are shown. The configuration indicated by the red diamond, belonging to the family
labelled as “Double Shaved - Approx Br (2)”, has been selected for the final design of the
ENOVHEAT prototype. The geometry of this configuration is described in details in appendix
A.2.
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A.2 Final design
In this appendix the final design of the permanent magnet for the ENOVHEAT prototype is
described in details.
The magnet is composed by two identical halves: the left half and the right half, as illus-
trated in figure A.4. The left half is obtained from the right half by reflecting it across the
plane x = 0: the left half is on the side x < 0 and the right half on the side x > 0. Moreover,
each half is symmetrical with respect to a reflection across the plane y = 0. The rotational axis
of the device is the line (x = 0, y = 0).
Each of the two halves is surrounded by iron on all sides, except for the bottom surface.
All the lateral faces of the boundary between magnet and iron are vertical, and the top and
bottom faces are horizontal. The external shape of each half is thus a prism oriented along the
z axis, with irregular polygonal base.
In total the magnet is composed by 56 segments, selected among 6 different segment shapes.
These unique shapes are labeled by the letters A, B, C, D, E, and F.
Each magnet half can be thought as being composed by different groups of segments, as
illustrated in figure A.5: one middle group and two side groups.
The middle group is composed up by 4 identical slices, as illustrated in figure A.6: each of
which is made from 4 segments: A, B, C and D. Thus there 4× 2 copies of each of the shapes
A, B,C and D, as indicated in table A.1.
Each side group is composed by 3 identical slices, each of which is made from 2 segments,
as illustrated in figure A.7:: E and F. Thus there are 3× 4 copies of each of the shapes E and
F, as indicated in table A.1.
The magnet segments are composed by Sintered Neodymium. The segments A,B,C,D and
F are composed by the grade N50, while the segments E are composed by the grade N50M.
The number of copies for each segment shape and the Neodymium grade are reported in table
A.1. The labels of the different segments shapes are also indicated in figure A.8.
Segment Number Neodymium
Label of copies Grade
Segment A 8 N50
Segment B 8 N50
Segment C 8 N50
Segment D 8 N50
Segment E 12 N50M
Segment F 12 N50
Table A.1: Segments numbers and grades.
The geometry of the magnet is completely determined by the 6 fundamental parameters
reported in table A.2.
The axis of construction of the right half is translated with respect to the axis of rotation
of the device, by a distance xc in the negative x direction. The center of construction of the
left half is translated symmetrically. This is illustrated in figure A.9, where this distance have
been exaggerated for clarity.
The parametrization is illustrated in figure A.10. Each slice of the middle group of the
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RR = 245.69 mm
RI = 20.80 mm
RO = 74.17 mm
zTop = 92.30 mm
xC = 5.57 mm
αTot = 33.758346 deg
Table A.2: The 6 fundamental parameters.
right half spans an angle of αTot/2 traced from the center of construction x = −xc, y = 0, and
symmetrically for the left half. Each slice of the side groups spans an angle of 60 deg. The
height of each segment is given by zTop. The other parameters affect the geometry as illustrated
in the figure.
The magnetization vectors are indicated in figure A.10 as red arrows. The magnetization
vector of the segments A, D, and E, is normal to the interface between these segments and
the external iron. The z component of the magnetization is thus zero for these segments. The
magnetization vector of the segments B, C, and F is parallel to their border with the segments
A, D, and E, respectively. If the z component of the magnetization vectors of the segments B,
C, and F is neglected, these vectors would have the same orientation as the adjacent segments
A, D, and E, respectively.
The magnetization vectors of the left half have the opposite direction with respect to the
symmetrical segment of the right half. In other words: the magnetization vectors of the right
half are all pointing “inward”, and the vectors of the left half are pointing “outward’, as
illustrated in figure A.10. Figure A.11 shows the top and side views of all the different segment
shapes, each segment oriented along its axis of symmetry.
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a b s t r a c t
A rotary active magnetic regenerator (AMR) prototype with efficiency and compact design
as focus points has been designed and built. The main objective is to demonstrate
improved efficiency for rotary devices by reducing heat leaks from the environment and
parasitic mechanical work losses while optimizing the utilization of the magnetized vol-
ume. Heat transfer calculations combined with 1D AMR modeling have revealed the ne-
cessity for an insulating air gap between magnet and regenerator when designing for high
efficiency. 2D finite difference AMRmodeling capturing the interplay between heat transfer
fluid flow and an inhomogenous time-varying magnetic field in the individual regenerator
beds has been used in the design process. For one operating point a COP of 3.1 at a tem-
perature span of 10.2 K and a cooling power of 103 W were measured. Major issues limiting
the performance have been identified and improvements are outlined for future work.
© 2015 Elsevier Ltd and IIR. All rights reserved.
Conception et essais experimentaux d'un prototype de
regenerateur rotatif magnetique actif
Mots cles : Froid magnetique ; Conception ; Modele ; Efficacite ; Experimentale
1. Introduction
Magnetic refrigeration is a promising alternative to conven-
tional vapor compression technology. It is based on the
magnetocaloric effect in ferromagnetic materials, hereafter
referred to as magnetocaloric materials (MCM). As a conse-
quence of this effect, the temperature of an MCM will, under
adiabatic conditions, change as a response to a change in an
applied magnetic field, such that the temperature will in-
crease when the field is increased and vice versa. The effect,
which is most pronounced in the vicinity of the Curie tem-
perature of the material, can be utilized in heating or cooling
devices; see e.g. Smith et al. (2012). In 1982 Barclay demon-
strated a cooling device based on a concept where the MCM
itself was used to regenerate heat which was transported
between a cold and a hot reservoir via a heat transfer fluid; see
Barclay, (1982). Since then this principle, known as the active
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magnetic regenerator (AMR) cycle, has been used in an
increasing number of devices with the aim of making mag-
netic refrigeration near room temperature a competitive
alternative to conventional vapor compression technology.
For a more comprehensive description of the AMR cycle; see
Engelbrecht et al. (2012). In general, magnetic refrigeration has
the advantage of not using gaseous refrigerants. The absence
of a compressor opens the possibility of silent operation.
Furthermore, some of the losses associated with vapor
compression are avoided, which may lead to a higher effi-
ciency. Already in 1998, COPs above 6 were obtained at cooling
powers exceeding 500W, see Zimm et al. (1998). However, this
device used a liquid helium cooled superconducting 5 T
magnet and the power used for the magnet itself was not
included in the COP calculation. Superconducting magnet
AMRs are not economically viable with the present technol-
ogy. Over the years, permanent magnets have been used in an
increasing number of published devices; see e.g. Bjørk et al.
(2010a) and it seems that devices based on rotary concepts
with permanent magnets have a good potential for high per-
formance; see e.g. Yu et al. (2010).
Adesignwitharotarymagnetstructureandregeneratorwith
reciprocating flow provided by a diplacer has produced high
temperature spans, e.g. a temperature span of 29 K has been
achievedbyTuraandRowe (2011). Recently, a temperature span
of 33 K was demonstrated for an improved version of the same
device; see Arnold et al. (2014). In other devices, a compart-
mentalized regenerator and amagnet system aremechanically
rotatedrelative toeachother.Theflowsysteminthesedevices is
of major importance. By applying valve systems to control the
heat transfer fluid flow, it is possible to achieve a continuous
flow circuit driven by a pump to transport heat to and from the
regenerator while ensuring a reciprocating flow in the regener-
ator compartments; see eg. Tusek et al. (2010), Engelbrecht et al.
(2012) and Jacobs et al. (2014). By carefully balancing magnetic
forces and fluid flow, a smooth and efficient operation may be
obtained.However, during eachAMRcycle, theworkperformed
on the regenerator is negative during magnetization and posi-
tive during demagnetization. In order to obtain efficient opera-
tion which is comparable to numerical AMRmodel predictions,
the work performed by the regenerator during magnetization
has to be utilized. In amulti bed rotary AMR configuration, such
as the one presented in this paper and the earlier device pre-
sentedby Engelbrecht et al. (2012), this is done by alwayshaving
beds moving into the magnetic field, thus contributing to the
driving torque, while others are moving out. However, a poorly
mechanically and magnetically balanced configuration will
result in large torque fluctuations and drive train losses. How to
achieve an optimum configuration in this regard is not well
understood.With thepresenteddevice, an improveddrivechain
is realized by minimizing the thickness of the walls separating
the regenerator beds in order to obtain amore even distribution
ofMCMand hence amore smooth driving torque. Furthermore,
an odd number of regenerator beds are combined with a two
pole magnet in order to avoid magnetic equilibrium positions
during rotation.
Althoughmuchwork has been conducted over the years to
improve the efficiency of the devices, there are still significant
technical challenges that need to be overcome. Recently, it
was shown that care should be taken to reduce a number of
parasitic losses associated with the overall COP of an AMR
system; see Lozano et al. (2013). In this paper we report a
compact new regenerator design, bringing these losses down.
In the process, detailed numerical AMR modeling has been
used as a design tool to address heat loss issues and the
inhomogeneous magnetic field in regenerator compartments.
2. System design
The AMR device consisting of a regenerator, a magnet and a
flow control system is shown in Fig. 1. For the device pre-
sented here, the MCM is confined in a cylindrical regenerator
which is divided into eleven compartments. The regenerator
is fixed on the outside of an iron core that is a part of the
magnet system. The core consists of laminated plates of iron
and glass fiber reinforced epoxy (GFRE) in order to minimize
losses due to eddy currents and thermal conduction in the
axial direction. On the upper and lower sides of the regener-
ator, valve arrangements ensure reciprocating flow of the heat
transfer fluid in the regenerator compartments and a contin-
uous, unidirectional flow in the external flow circuit. Special
Nomenclature
Acronyms
AMR active magnetic regenerator
COP coefficient of performance
GFRE glass fiber reinforced epoxy
HHEX hot heat exchanger
MCM magnetocaloric material
Symbols
B magnetic flux density (T)
cf fluid heat capacity (J kg K
1)
cs MCM heat capacity (J kg K
1)
f AMR operating frequency (Hz)
mf mass of fluid flowing through a bed during one
blow period (kg)
ms mass of MCM in a bed (kg)
_Q cooling power (W)
_QLoss total heat loss (W)
T temperature (K)
TC cold side temperature (K)
TH hot side temperature (K)
T∞ ambient temperature (K)
DT temperature span (K)
_V volumetric flow rate (m3 s1)
_W work input (W)
_Wmag magnetic work (W)
_Wpump pump work (W)
f utilization factor (e)
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care has been taken to reduce losses on the cold lower side of
the regenerator. The outer magnet ring, which is the only
rotating part of the device, is situated on the outside of the
regenerator and mounted concentrically with the iron core.
The structure is rotated at an AMR frequency which can be
varied between zero to approximately 4 Hz. The rotating outer
part not being mechanically connected to a central shaft en-
ables simple connection between the flow distribution system
mounted above the regenerator and the external flow circuit.
On the hot top side of the device, hoses supply fluid in and out
of 11 regenerator beds timed with the rotation of the magnet.
The timing of the flow is ensured by poppet valves in the flow
distributor. These valves are actuated by cam rings rotating
along with the magnet. A detailed description of the flow
system will be available in Eriksen et al. (2015). The excess
heat in the hotter outgoing fluid is rejected in the hot heat
exchanger (HHEX), before going back into the regenerator. On
the cold side, the fluid goes through an electrical heater,
simulating a heat load.
2.1. Magnet system
A cross section of the magnet, iron core and regenerator is
shown in Fig. 2a. Themagnet consists of a number of blocks of
permanent NdFeB magnets, magnetized in the indicated di-
rections. In combination with flux-conducting iron yokes and
an iron core, the structure forms aHalbach-like arraywith two
high field and two low field regions in the gap where the
regenerator is situated. These regions will be swept over the
regenerator as the magnet rotates.
The 12 pieces of permanent NdFeB magnet, grade N50,
have a total volume of 1.5 L. The flux density in the gap be-
tween iron core and magnet was measured using a three-axis
Hall probe (Arepoc s. r. o. AXIS-3) as a function of radius,
length and azimuthal angle. There is a good agreement be-
tween modeled and measured flux density; see Fig. 2. How-
ever, modeling has also shown that a higher flux density may
be obtained if the insulation between the iron discs in the core
is reduced to a minimum. The calculations reveal a potential
Fig. 2 e (a) Rotating magnet system consisting of 12 NdFeB blocks connected by iron yokes. In the middle: stationary iron
core and regenerator in the gap. (b) Measured and modeled field.
Fig. 1 e (a) Photo and overall dimensions of the AMR device. (b) Simplified cross section and diagram with external
components.
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to increase the maximum flux density from the current
1.13 Te1.4 T. This is considered for future work.
2.2. Regenerator
Aphotograph showing the regenerator filledwith spheres of Gd
and three different compositions of Gd100x Yx from Santoku
Corp. (Japan) is shown in Fig. 3. These materials are arranged
such that they will operate near their respective Curie tem-
peratures. The diameter of the spheres is between 500 mm and
600 mm for the Gd and between 300 mm and 500 mm for the
Gd100x Yx compounds. As the magnitude of the magnetic flux
density decreases near the ends of the 100 mm long magnet,
only the central 90 mm is utilized as AMR. The total mass of
MCM is 1.7 kg. The regenerator housing consists of two
concentric non-magnetic stainless steel cylinders, grade 304,
with a thickness of 0.5 mm. The walls separating the 11
regenerator beds aremade from 0.5mm thick GFRE plates. This
material was chosen to avoid eddy currents while ensuring
sufficient mechanical stability.
After packing the regenerator with MCM spheres, it was
closed at the ends with PVC/PA parts with stainless steel wire
mesh screens facing the MCM and holes for flow system con-
nections. The dimensions of the housing material inside the
magnetwereminimizedusing the commercially available finite
element software Comsol Multiphysics for strength calcula-
tions, taking expected temperature and pressure gradients into
account. This was done to optimize the volume available for
MCM in the magnetized volume. Furthermore, minimizing the
thicknessof thewalls separating theregeneratorcompartments
gives a more consistent magnetization of the regenerator and
enables a smooth driving torque as the magnet is rotated.
3. Modeling used as design tool
This section describes the use of numerical modeling as a tool
for addressing both heat losses and the effects of having an
inhomogeneous magnetic field in the regenerator compart-
ments. The modeling has been used for the design and
dimensioning of the presented prototype. However, the issues
addressed are inherent to the considered type of rotary devises.
The modeling is based on a 1D numerical AMR
model solving coupled governing equations based on energy
balances for the MCM and heat transfer fluid respectively.
The model takes property data for these materials, given fluid
flowand appliedmagnetic field as functions of time during the
cycle and a given temperature span and cycle frequency as
inputs. The main outputs are the hot and cold heat flows and
the input power. The model was originally validated experi-
mentally against an AMR prototype described by Zimm et al.
(2006), see Engelbrecht (2008). The model that is used to cap-
ture spatial variations in magnetization in a regenerator
bed solves the same governing equations in 2D as described
below. This model was based on previous passive 2D
porous bed regenerator modeling described in Nielsen et al.
(2013).
3.1. Parasitic heat loss through regenerator housing
Special attention has been given to the heat leakage between
the regenerator and the magnet/iron core as earlier work has
identified this as an important issue limiting the system
Fig. 4 e (a) Regenerator with temperature gradient situated between iron core and rotating outer magnet. (b) Air gap between
regenerator and rotating magnet at a given z. Forced convection with linear velocity profile between 0 and U and heat flux,
q”, into the regenerator.
Fig. 3 e Regenerator divided into 11 compartments, filled
with spheres of Gd and different compositions of Gd100¡x
Yx. The drawing shows the Curie temperature of each layer
in a compartment. All sizes are in mm.
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performance; see Lozano et al. (2013). The situation is illus-
trated in Fig. 4. Between the regenerator housing and the
rotating outermagnet is an air gap. Themagnet, having a large
thermal mass and good thermal transport properties, is
considered to be at the ambient temperature, T∞, and the
regenerator wall is considered to have a linear temperature
gradient between TC and TH in the z-direction. The heat
transfer through the regenerator housing due to both forced
and natural convection has been considered. The rotation of
the magnet will create a friction driven air flow in the gap,
which is treated as a Couette flow; see e.g. Incropera and
DeWitt (1996). This simple case of forced convection has an
analytical solution revealing that the heat flux in the radial
direction consists of only two terms: viscous dissipation in the
air and conduction driven by the temperature difference be-
tween regenerator and magnet.
For the rotational speeds relevant for the present applica-
tion, it is found that the viscous dissipation may be neglected.
Furthermore, the natural convection was modeled with a
simple finite element model made in Comsol Multiphysics.
Based on this it has been concluded, that for an air gap of up to a
few mm, the heat transfer is still dominated by conduction.
Furthermore, the natural convection may be limited by phys-
ical barriers to the axial flow. Therefore, only the heat transfer
by conduction is considered in the following, both for the gap
between regenerator and rotating outer magnet and for the
equally wide gap between gap between regenerator and iron
core Since the present device design was focused on efficiency,
estimates of the influence of how the conduction based loss
influences the COP have been made, based on the geometry
shown in Fig. 4, with d¼ 100mm,D¼ 132mmand L¼ 90mm. It
was assumed that the regenerator housing consisted of stain-
less steel with a thickness of 0.5 mm. For simplicity, it was
assumed that the hot end of the regeneratorwas at the ambient
temperature of 30 C and that the cold end was at 0 C. In this
situation, all the heat flux is going into the regenerator from the
magnet and the iron core, which was not considered to be
laminated in this case. Then, the total heat flux into the inside
and outside of the regenerator was integrated over its length,
giving a total heat loss, _QLoss. The cooling power, _Q, produced by
the device and the work input, _W, which consists of both
magnetic work, _Wmag and pump work, _Wpump, i.e.
_W ¼ _Wmag þ _Wpump; (1)
was calculated using the 1D numerical AMR model described
above, see also Engelbrecht and Bahl (2010), assuming a
varying flow rate and an AMR operational frequency of
0.75 Hz. The COP was then evaluated as:
COP ¼
_Q
_W
: (2)
Next, as a rough estimate, the calculated loss was simply
subtracted from the cooling power when calculating the COP
with losses, COPL:
COPL ¼
_Q  _QLoss
_W
: (3)
Results from these calculations are shown in Fig. 5a, where
the flow rate is increased from 4.2 L min1, corresponding to a
utilization of f ¼ 0.4, until the cooling power reaches zero.
Here, the utilization is defined as
f ¼ mfcf
mscs
; (4)
wheremf is themassoffluidflowing throughabedduringablow
period,ms is themassofMCMinabedand cf¼4200 Jkg1K1and
cs ¼ 300 J kg1 K1 are the heat capacities of the fluid and MCM
respectively. In each case, the cooling powers plotted in Fig. 5a
reach theirmaximumvalues at approximately f¼ 0.8. It is clear
that, without the loss term included, the regenerators with the
smaller air gaps and hence higher masses perform better in
most cases, both in terms of cooling power and COP. However,
when the utilizations become low, higher COPs can be achieved
with larger air gaps. This is considered to be an effect of smaller
air gaps giving larger cross sectional areas, which leads to
increased axial heat conduction losses. This is captured directly
by theAMRmodel.Thefigure furthermoreshows, thatwhenthe
heat losses throughthe regeneratorwalls are included, theCOPs
of the smaller air gaps become significantly decreased. There-
fore, when designing for high COP, it will be desirable to have a
certain air gap, which in this case is larger than 1 mm, even
though it slightly decreases the maximum cooling power. In
Fig. 5b the COP is plotted as a function of the air gap for different
Fig. 5 e (a) Modeled COP and cooling power with varying flow rate. Different thicknesses of air gap, with and without losses
included in the COP calculation. (b) Highest COP from the same data set at fixed cooling powers plottet as a function of air gap.
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cooling powers. Based on these considerations, an air gap of
2 mmwas chosen in the present case. Such a tradeoff between
insulating air gap and the amount of MCM in the magnet is
inherent to this type of rotary AMR devices. Having a clearance
between rotating and stationary components furthermore has
the advantage of reducing the demands for manufacturing
tolerances.
3.2. Inhomogeneous magnetic field and 2D AMR
modeling
The field in a regenerator bed is inhomogeneous, meaning
that the MCM experiences an applied field that varies with the
azimuthal direction. This makes it non-trivial to optimize the
flow rate of the heat transfer fluid during the cycle because the
entire bed experiences the same fluid flow rate. To address
this issue, a finite difference AMR model, based on previous
work by Nielsen et al. (2013), was developed that resolves the
regenerator in both the z and f directions indicated in Fig. 2.
This 2D model has been used as a design tool to iterate be-
tween different combinations of magnet design, regenerator
design and flow profile (flow rate versus rotation) design. In
this process, different magnetic field profiles have been
developed and investigated, using the iterative finite element
basedmethodology described in Bjørk et al. (2010b, 2011). This
has been done in combination with a variety of regenerator
and flow profile designsmodeledwith the 2D AMRmodel. The
investigated flow profiles are trapezoidal, meaning that they
consist of full flow periods, no flow periods and linear ramps.
This combined modeling approach has been used as a tool to
design the present prototype and the methodology will be
described in further detail in future works.
Once the inner and outer dimensions of the magnet and
regenerator were fixed, the number of beds was varied in the
2D AMR model; see Fig. 6. It is a clear result that having more
beds is desirable, although not from a practical standpoint
because many beds require smaller dimensions, more valves
andmore intricate assembly. The number of beds was chosen
to be eleven as a compromise in the present case. This number
was also chosen not to be a multiple of the number of mag-
netic poles to improve mechanical efficiency.
4. Interfacing
Adjustable operational parameters and instrumental readings
are handled by a dedicated LabView PC program, allowing the
control of operational frequency and heater power. Data were
aquired using a National Instruments system (cDAQ-971). The
fluid flow rate is regulatedmanually by needle valves. The hot
side temperature is controlled by a recirculating cooler (Julabo
FL4003) connected to the hot counter flow heat exchanger.
The inlet and outlet temperatures on the hot and cold sides of
the regenerators are measured by type K thermocouples and
the fluid flow rate is measured by a magnetic inductive flow
sensor (Omega FMG71). Furthermore, a portable flow meter
(OmegaMicroflow FTB322D) can be inserted on the connecting
hoses indicated in Fig. 1 to measure the actual flow in any of
the eleven regenerator beds.
5. Experimental results
AMR experiments have been conducted with the hot side
temperature held constant around 18 C. A series of experi-
ments at an AMR frequency of 0.75 Hz and a fluid flow rate of
3 L min1 resulted in the cooling curve shown in Fig. 7. The
indicated COP values are calculated according to Eqs. (1) and
(2) with _Q being the power supplied to the heater providing
the cooling load. _Wmag is taken as the power supplied to the
motor and _Wpump is evaluated as the measured fluid flow rate
times the total pressure drop over the regenerator. Thus, the
efficiency of the pump itself is the only parameter which was
not included in the COP. The current pump is over dimen-
sioned in order to be able to cover a wide range of pressure
drops and flow rates for experimental purposes. Demineral-
ized water with 5% ethylene glycol based automotive anti-
freeze was used as heat transfer fluid. Measured as a fraction
of the Carnot efficiency, the best result is obtained at a tem-
perature span of 10.2 K at a cooling load of 102.8W. In this case
Fig. 6 e Cooling power and COP versus number of beds and
resulting width of the individual regenerator
compartments. The utilization is 0.4.
Fig. 7 e Cooling curve with corresponding COP values. The
utilization was 0.3.
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the COP of 3.1 is 11.3% of the Carnot Efficiency. The highest
COP values obtained so far at different temperatures are
plotted in Fig. 8, where a significant improvement compared
to the first rotary DTU prototype is also shown, see Lozano
et al. (2013). Beside the minimized parasitic losses, the
driving tourqe fluctuations are greatly reduced, hence drive
train losses are also reduced as described above. So far the
device has only been operated at very modest conditions,
especially in terms of flow rate and pressure drop, in order to
avoid possible mechanical overloading of the regenerator.
The actual flow rates in some of the regenerator compart-
ments have been measured as a function of magnet rotation
angle using the portable flow meter. The result of such a
measurement can be seen in Fig. 9, where also the expected
flow profile is indicated together with the magnet profile. It is
clear, that there is a significant discrepancy between the ex-
pected andmeasured flow rates, indicating that adjustments to
the flow system are needed. Already, the system has shown
strong responses to such adjustments. It is evident that, for the
bedmeasured in this case, the total flow is less in the cold to hot
direction than in the hot to cold direction. This is hypothesized
by the authors to be due to the way different beds with some-
what different flow resistances are connected during operation.
This flow balancing issue might also be an important factor
limiting the achieved temperature spans, which are quite
modest compared to what could be expected from the present
staggered regenerator using materials with four different Curie
temperatures as described in the introduction.
The potential for getting a higher magnetic field with a
different iron core as mentioned above combined with ad-
justments to the flow system indicate a good potential for
improved results in the future.
6. Conclusion
A rotary AMR prototype has been designed and built. The
focus has been on enhanced performance in terms of effi-
ciency and compact design at temperature spans and cooling
powers relevant for commercial applications. During the
design process, heat transfer calculations combined with 1D
AMR modeling have revealed that there will be a trade-off
between the amount of MCM and insulating air gap be-
tween magnet and regenerator in rotary prototypes when
designing for high COP. Furthermore, 2D AMR modeling has
proven to be an important tool for the design of AMR device
configurations where the magnetic field varies as a function
of rotation angle. Experimental results from the presented
prototype have shown promising results, including a tem-
perature span of 10.2 K at a cooling load of 103W and a COP of
3.1. A potential for obtaining a higher magnetic field and the
need for improving the balancing of heat transfer fluid flow
have been identified and significant improvements of system
performance are expected in the future.
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a b s t r a c t
A numerical method to study the effect of ﬁnite coercivity on the Halbach cylinder geometry is pre-
sented. Despite the fact that the analytical solution available for this geometry does not set any limit to
the maximum air gap ﬂux density achievable, in real life the non-linear response of the magnetic ma-
terial and the fact that the coercivity is not inﬁnite will limit the attainable ﬁeld. The presented method is
able to predict when and where demagnetization will occur, and these predictions are compared with
the analytical solution for the case of inﬁnite coercivity. However, the approach presented here also
allows quantiﬁcation of the decrease in ﬂux density and homogeneity for a partially demagnetized
magnet. Moreover, the problem of how to realize a Halbach cylinder geometry using a mix of materials
with different coercivities without altering the overall performance is addressed. Being based on a nu-
merical approach, the presented method can be employed to analyze the demagnetization effects due to
coercivity for any geometry, even when the analytical solution is not available.
& 2016 Elsevier B.V. All rights reserved.
1. Introduction
The generation of high magnetic ﬁelds is a problem which is
relevant for many technological and scientiﬁc areas. Until the
1960s, the highest magnetic ﬁeld obtainable from permanent
magnet sources was extremely limited. Two breakthrough dis-
coveries drastically changed this scenario.
The ﬁrst was the discovery of a new family of permanent
magnet materials based on rare earth elements. The development
of this class of magnetic materials started in the 1960s and is still a
ﬁeld of intense research. Among rare earth magnets, the most
frequently encountered are samarium cobalt and neodymium iron
boron (NdFeB) magnets, which can reach remanent ﬂux densities
as high as 1.48 T [1,2].
The second breakthrough was the invention in 1973 of a novel
geometric arrangement of permanent magnet blocks [3], with
many desirable characteristics. This arrangement, later known as
the Halbach cylinder [4], is able to produce a homogeneous
magnetic ﬂux density over an arbitrarily large cylindrical air gap
region. The norm of the ﬂux density generated inside the air gap
can exceed the value of the remanence and, if enough magnetic
material is used, there is no theoretical limit to the maximum ﬁeld
achievable with this geometry. Finally, the magnetic system is
perfectly self-insulated, i.e. the magnetic ﬂux lines cannot escape
from the external surface of the magnet.
With these new powerful tools available, the range of appli-
cations of permanent magnets has extended to ﬁelds which were
traditionally the exclusive domains of electromagnets. Variations
of Halbach-type designs have been used in NMR spectroscopy [5–
7], cyclotrons [8], electric motors and actuators [9], generators [9],
magnetic levitation [9], magnetic refrigeration [10,11] and many
other industrial and scientiﬁc applications [9]. At the same time,
the quest for generating high ﬁelds with permanent magnet ﬂux
sources has attracted more and more attention in the scientiﬁc
community [12,13]. Since assuming inﬁnite coercivity sets no limit
to the highest magnetic ﬁeld obtainable with the Halbach con-
ﬁguration, this problem may look trivial.
However, in real life the ﬁeld is limited by the coercivity of the
magnetic material used to realize the geometry [10]. If the de-
magnetizing ﬁeld becomes too large, the magnetization can be
locally reversed and the structure may not be able to generate the
ﬁeld predicted by the theory [12]. This effect is mainly due to the
non-linear behaviour of the magnetic material for too strong de-
magnetizing ﬁelds. To avoid this problem, magnetic systems de-
signers aiming at creating high magnetic ﬁelds must use special
design precautions [12], and carefully select materials with high
coercivities [13].
Even so, it is not possible to go above a certain limit without
demagnetizing the material and it is worth investigating this
problem systematically. The questions of when this phenomenon
is going to occur for the Halbach geometry, and where in the
system geometry it is expected to happen ﬁrst, have been an-
swered using an analytical approach [14]. Since the analytical
Contents lists available at ScienceDirect
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solution is only available for the linear response of the material, it
is not possible to use the analytical techniques to predict what will
happen when the material is demagnetized, that is: when the
linear model fails to describe the magnetic material properly.
In this work, we employ a numerical technique based on ﬁnite
element simulations to simulate the non-linear response of the
material and quantify the decrease in the performance for a par-
tially demagnetized magnet. The results are compared with the
results of the analytical predictions given in ref. [14]. We also
analyse the limitations of readily available magnetic materials
using the properties of these as given by the manufacturers.
Moreover, we describe a method to realize the Halbach cylinder
geometry using a mix of different magnetic materials, in a way
that the performance will not decrease. As the materials with
higher coercivity are usually also the most expensive, a technique
that only uses them in the parts of the geometry where they are
really needed may considerably reduce the cost of the Halbach
system. Work on identifying new hard magnetic materials with
different coercivites is ongoing [15].
2. Methods
In the modeling of NdFeB magnetic assemblies it is common
[4,14,16] to approximate the B–H curve of the magnet with a linear
relation with respect to the H¼0 point:
μ μ= + ( )B H B 1r0 rem
This relation also assumes that the magnetization dynamics is
independent in each spatial direction and reduces to μ μ=⊥ ⊥B Hr0 in
directions perpendicular to the easy axis of magnetization.
Real magnetic materials are characterized by a more complex
B–H relation and in some cases the difference with respect to the
linear approximation may play an important role.
2.1. Geometry
We consider the relevant case of the Halbach cylinder, designed
to create a homogeneous ﬁeld inside its inner bore. The geometry
is described by the following remanence ﬁeld [16], expressed in
polar coordinates r and ϕ:
ϕ ϕ ϕ( ) = ( ) ^ + ( ) ^ ( )ϕB e er B B, cos sin 2rrem rem rem
where e^r and ^ϕe denote the radial and tangential unit vectors in a
given point, respectively.
As is common in the literature, the z direction will not be
considered: this corresponds to considering a cylinder of inﬁnite
length. This approximation is justiﬁed for the calculation of H and
B as long as the length is much greater than the external radius RO,
i.e. as long as the end effects are negligible [7,17,18].
The remanence is therefore a vector ﬁeld of constant norm
equal to Brem; the corresponding unit vector will be denoted by
ϕ ϕ^ = ( ) ^ + ( ) ^ϕ∥e e ecos sinr , and the components B and H along this
direction will be denoted by ∥B and ∥H , respectively. The unit vector
in the direction normal to the remanence and to e^z is denoted by
ϕ ϕ^ = ( ) ^ − ( ) ^ϕ⊥e e esin cosr . This is illustrated in Fig. 1a.
This geometry can be analytically solved [16] and the uniform
ﬂux density inside the air gap is given by:
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where RO and RI are the external and internal radii of the cylinder,
e^x is the unit vector in the x direction, and μr is the relative per-
meability of the material. For the case μ = 1r the expression re-
duces to the well-known Halbach equation:
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These relations imply that, with a sufﬁciently large R R/O I ratio, it is
possible to obtain an arbitrarily large ﬁeld. In reality, however, the fact
that all magnets have a ﬁnite coercivity results in a lower value of ﬂux
density for large R R/O I values. If the external radius is much larger than
the internal radius, the magnetic material is not able to perform as
predicted by the linear B–H relation in some critical regions of the
magnet. The effect is that the direction of magnetization is reversed,
creating an alternative path for the ﬂux density that does not pass
through the air gap. This effect will result in a reduction of the air gap
ﬂux density with respect to the theoretical prediction. Another nega-
tive effect is a decrease in the homogeneity of the ﬁeld in the bore.
Magnet
Air Gap
Inner Equatorial Point
Outer Polar Point
1: working point
in the linear 
region
2: working point
in the non-linear 
region linear r
egion
revers
ed 
linear r
egion
Fig. 1. (1a) Illustration of the Halbach cylinder geometry: the remanence is plotted as black arrows. The unit vectors e^r , ^ϕe , ∥^e and ⊥^e are shown for a particular point.
(1b): Illustration of the B–H curve and the different categories of working points.
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2.2. Parameterization of B–H curve
To investigate these effects we performed a numerical simu-
lation with the ﬁnite element method using the commercial
softwares Comsol Multiphysics [19] and Matlab [20]. A Comsol
model has been run with a B–H relation which also includes the
effect of ﬁnite coercivity Hc.
Following a similar procedure to the one described in ref. [21],
the B–H relation is split into a relation for the direction perpen-
dicular to the remanence vector, and a relation for the direction
parallel to the remancence vector; the parallel B–H relation is as-
sumed to be non-linear.
The ∥B – ∥H relation in the direction parallel to the remanence
vector Brem, is modelled with a piecewise linear function, para-
metrized by the values of the coercivity Hc, the relative perme-
ability μ∥r and the remanence Brem. The piecewise relation is
schematically illustrated in Fig. 1b together with some example
load lines and the corresponding working points [11]. The relation
is expressed by the following equation:
⎪
⎪⎧⎨
⎩ ( )
μ μ
μ μ
= + > − ( )
= − < − ( )
∥
∥
∥ ∥
∥
∥
∥ ∥ 5
B H B H H
B H B H H
for linear region
for reversed linear region
r c
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0 rem
0 rem
The two regions are connected by the vertical line segment
= −∥H Hc. As all hard magnetic materials exhibit a B–H curve with
a very steep slope around the knee point [1,22], this piecewise
relation is a good approximation. In the direction perpendicular to
the remanence, the relation remains linear μ μ=⊥ ⊥ ⊥B Hr0 , but with a
permeability μ ⊥r which may be different from μ∥r . The assumption
of linear behavior in the perpendicular direction holds as long as
the corresponding magnetic ﬁeld component ⊥H remains below
the anisotropy ﬁeld of the material [23].
We simulated only a particular choice of internal radius, RI, and
remanence, Brem. The results are then extended to more general
cases by considering the scaling of the solution. For this reason the
results will be shown as function of the ratio R R/O I and of the
quantity μ H B/c0 rem.
2.3. Demagnetization conditions
As explained in ref. [14], it is possible to start from the linear B–H
relation of Eq. (1) and use the analytical solution of H in any point of
the magnet to predict if the material will be demagnetized in some
regions of the geometry. The analytical solution is reported in ref. [16].
Demagnetization occurs in a point when the linear ∥B – ∥H re-
lation is not a good approximation; this can be expressed by the
condition ≤ −∥H Hc . We included the case = −∥H Hc because in
this case, using the piecewise relation with a vertical line segment
for = −∥H Hc would result in a working point in the non-linear
region of the curve, as the one labeled by 2 in Fig. 1b.
There are two points in the magnet geometry in which the
demagnetization will occur ﬁrst; if demagnetization is not occur-
ring in any of these points, then it is not occurring in any other
point of the magnet. The ﬁrst point is the inner equatorial point
ϕ π( = = )r R , /2I , indicated in Fig. 1a as a black circle. The second
point is the outer polar point ϕ( = = )r R , 0O , indicated in Fig. 1a as
a white circle. There are two independent conditions for de-
magnetization to occur at these points; for the case μ = 1r , the
conditions are expressed by the following inequalities for Hc:
⎛
⎝⎜
⎞
⎠⎟μ ≤ ( )H B
R
R
Equatorial demagnetization: log
6
c
O
I
0 rem
μ ≤ ( )H BPolar demagnetization: 7c0 rem
It can be noticed that the condition for equatorial demagneti-
zation involves Brem and the ratio between RO and RI, while the
condition for polar demagnetization only involves Brem. The two
equations can be directly derived from the boundary conditions
from H and B at the border between two different materials. For
the inner equatorial point the component of H which is parallel to
the border of the internal cylinder is conserved across the inter-
face. For the outer polar point the component of B which is normal
to the border of the external cylinder is conserved across the in-
terface. In both cases the conserved component is parallel to the
remanence. At the inner equatorial point the value of ∥H is then
equal to μ−( ) ( )B R R/ log /rem O I0 . At the outer polar point the value of
∥B is equal to 0. These values of ∥H and ∥B lead to the conditions of
Eqs. (6) and (7).
The same procedure can be generalized to a general value of
relative permeability μr, starting from the analytical expression of
∥H inside the magnet and applying the equation ≤ −∥H Hc in the
two critical points. The conditions cannot be written in closed
form for Hc, but it is possible to solve the equations numerically
and the results are shown in Fig. 2. Fig. 2a corresponds to the
condition for equatorial demagnetization and Fig. 2b to the con-
dition for polar demagnetization. It can be noticed how, as μ → 1r ,
Fig. 2b indicates the condition μ →H B/ 1c0 rem , which is in-
dependent of R R/O I , consistent with Eq. (7). As μr increases from 1,
the condition for polar demagnetization exhibits a small depen-
dence on R R/O I .
These demagnetization conditions will be used in the present
paper to compare with the results of the ﬁnite element method
simulations with a piecewise linear B–H curve.
3. Results
3.1. Realistic magnets
In this section we will address the following question: how
would the ﬁeld intensity and homogeneity change if we tried to
realize the two dimensional Halbach cylinder with a material with a
ﬁnite coercivity?We start by considering the results for a set of four
prototypical magnetic materials: two different grades of NdFeB
magnets and two grades of Alnico magnets. The B–H curves of the
materials are parameterized, according to Eq. (5), using the values
reported in the data-sheets of commercial suppliers of magnetic
materials. In particular, the parameters for the NdFeB magnets are
derived from ref. [1] and the parameters for the Alnico magnets
are derived from ref. [22]. The values of the parameters used for
the simulations are listed in Table 1.
The resulting B–H curves and M–H curves are shown in Fig. 3b,
respectively as solid lines and dashed lines.
We simulated different values of R R/O I and compared the re-
sults with the two demagnetization conditions introduced in
Section 2.3. For each simulation we calculate the average ﬂux
density B inside the air gap region, denoted by 〈 〉B . The average air
gap ﬂux density in the x direction is compared with the analytical
solution ( )Bx
Theory of Eq. (3). The results are then expressed as the
ratio 〈 〉 ( )B B/x xTheory .
We also want to quantify how much the ﬁeld fails to be
homogeneous, and we will use the estimator Δ, evaluated as the
average norm of the difference in ﬂux density divided by the
average norm of the ﬂux density:
Δ = 〈( − 〈 〉) + ( − 〈 〉) 〉
〈 + 〉 ( )
B B B B
B B 8
x x y y
x y
2 2
2 2
The values of 〈 〉 ( )B B/x xTheory and Δ, for the different materials and
different R R/O I ratios, are plotted in the top panel and bottom
panel of Fig. 3a respectively. As can be noticed, the performance of
the materials compared to the theoretical prediction will only
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decrease as R R/O I increases. This can be observed as a decrease of
〈 〉 ( )B B/x xTheory and an increase of Δ. For the two Alnico materials
outer polar demagnetization occurs for all the values of R R/O I , and
the performance is worse than the theoretical prediction even for
small radii. This effect is to a smaller extent present also for N48.
The vertical dashed lines in both the left panels indicate the critical
value of R R/O I corresponding to the condition for inner equatorial
demagnetization. As this phenomenon occurs, the performance
decreases both in the average and homogeneity of the air gap ﬂux
density.
All the materials, except N38, are demagnetized at the outer
polar point for all values of R R/O I . However, N48 is only slightly
demagnetized compared to the two Alnico materials. For this
reason only for Alnico the value of 〈 〉 ( )B B/x xTheory is appreciably
smaller than 1 even in the limit →R R/ 1O I . The polar demagneti-
zation effect is very small for the case of N48, and the value of
〈 〉 ( )B B/x xTheory is very close to 1 for small values of R R/O I . For the case
of N38 the polar demagnetization effect does not occur at all.
A more drastic effect is caused by the inner equatorial de-
magnetization. The critical value of R R/O I for which this phe-
nomenon occurs for each material is indicated in Fig. 3a as vertical
dashed lines. As equatorial demagnetization occurs, the perfor-
mance decreases both in the average and homogeneity of the air
gap ﬂux density, as can be seen in both the panels. For the case of
N38, these effects are very small for the simulated range of R R/O I .
For these simulations we assumed that the relative perme-
ability of each of the four materials has the same value for the
parallel and perpendicular component. We also consider the effect
of anisotropy, by setting the relative permeabilities for the parallel
and perpendicular directions μ∥r and μ ⊥r equal to 1.05 and 1.16,
respectively [23]. Our simulations reveal that the results of the
anisotropic simulations are quantitatively very similar to the re-
sults for the case of isotropic permeability.
To proceed systematically we simulate the system for different
values of μ H B/c rem0 and of R R/O I . These results are plotted in Fig. 4
as a function of R R/O I . The contour lines with their labels corre-
spond to the value of 〈 〉 ( )B B/x xTheory for Fig. 4a and to the value of Δ
for Fig. 4b. The value of ( )Bx
Theory corresponds to the isotropic case
with μ μ= =∥ ⊥ 1.05r r . The two conditions for equatorial and polar
demagnetization, expressed by Eqs. (6) and (7), are indicated by
dashed lines as indicated in the legend.
As expected, only above the dashed black lines in the regions
where none of the demagnetization conditions are met, is the
magnet able to reproduce the theoretical ﬂux density both for
intensity and homogeneity. The phenomenon of equatorial de-
magnetization produces a more drastic effect in the performance
of the Halbach cylinder with respect to the polar demagnetization.
Moreover, it can be noticed that in the region μ <H B/ 1c rem0 for
which polar demagnetization occurs, the value of 〈 〉 ( )B B/x xTheory is
initially increasing as R R/O I increases from 1 to the critical value
corresponding to the equatorial demagnetization. For the uni-
formity the optimal value of R R/O I , corresponding to minimum Δ,
is even larger.
3.2. Multi-material magnets
In this section we will address the following questions: is it
possible to realize the Halbach geometry using a set of materials with
the same remanence but different coercivities? How much or how
Fig. 2. (2a) and (2b) represent respectively the demagnetization conditions for the inner equatorial point ϕ π( = = )r R , /2I , indicated in Fig. 1a as a black circle, and the outer
polar point ϕ( = = )r R , 0O , indicated in Fig. 1a as an white circle. The horizontal axis of both the panels indicates the ratio between radii R R/O I . The vertical axis indicates the
relative permeability μr. The contour lines, indicate a value of magnetic ﬁeld multiplied by μ B/0 rem. If the coercivity is smaller than or equal to this value demagnetization will
occur. These panels represent the generalization to a general permeability μ ≠ 1r of Eqs. (6) and (7) respectively.
Table 1
Parameters of the permanent magnetic materials.
Material Brem [T] Hc[MA/m] μ H B/c rem0 μr
N48 1.41 1.027 0.92 1.04
N38 1.25 2.347 2.36 1.03
Alnico 5 1.25 0.051 0.05 3.7
Alnico 8H 0.74 0.151 0.25 2.0
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little of each material can be used? In which regions of the geometry
it is possible to use a given material in the optimal way?
To investigate this topic we calculate the volumetric distribu-
tion of working points. Let us consider the illustrative example of
Fig. 5, for a particular choice of geometry, =R R/ 3.3O I , and for a
material with the choice of parameters μ = 1r , Hc¼0.65 MA/m
( μ =H 0.82 Tc0 ), and =B 1.4 Trem . With this choice of parameters
the magnetic assembly is partially demagnetized. Fig. 5a re-
presents the geometry of the system. The white contour lines
corresponds to the points where the value of ∥H is equal to the
values −( ) −( ) −( ) −H H H H0, 1/4 , 1/2 , 3/4 ,c c c c. In the black regions
limited by the contour line labeled by 1 the material is de-
magnetized. As expected, the demagnetized regions are found
around the inner equatorial point and the outer polar point. Fig. 5b
shows the cumulative volumetric distribution of working points
with respect to ∥B and expressed as fraction of the total volume
VTot. From this graph we can read that the volumetric fraction of
non-demagnetized material is E 75 %. It is also possible to read
Fig. 3. Results of the simulations for the four materials corresponding to the B–H curves and M–H curves represented in Fig. 3b respectively as solid lines and dashed lines.
The curves are determined by the set of parameters listed in Table 1. Fig. 3a indicates the results of simulations corresponding to different values of R R/O I , as visible on the
horizontal axis of each panel. The top panel shows the value of the x component of B averaged over the air gap region and normalized by the value predicted by the
analytical solution of Eq. (3). The bottom panel shows the value of the indicator Δ of non-homogeneity, deﬁned in Eq. (8).
Fig. 4. (4a): Ratio 〈 〉 ( )B B/x xTheory of the ﬂux density in the air gap with respect to the ideal case. (4b): Value of the estimator Δ of the non-homogeneity of the ﬁeld in the air gap
(see Eq. (8)). The contour lines indicate for the left and right panels the value of 〈 〉 ( )B B/x xTheory and Δ, respectively. The dashed lines represent the conditions for inner
equatorial demagnetization expressed in Eq. (6), and for outer polar demagnetization expressed in Eq. (7). These conditions are calculated for the case μ μ= =∥ ⊥ 1r r .
A.R. Insinga et al. / Journal of Magnetism and Magnetic Materials 407 (2016) 369–376 373
off the amount of material that could be replaced with a material
with a lower coercivity without altering the performance: for ex-
ample for ( )H1/2 c the volumetric fraction is E 25 %.
Proceeding systematically as in Section 3.1, we simulate the
system for different values of μ H B/ rem0 and of R R/O I , keeping the
relative permeabilities for the parallel and perpendicular direc-
tions μ∥r and μ ⊥r equal to 1.05 and 1.16, respectively. These results
are shown in Fig. 6. For each combination of values of R R/O I , cor-
responding to the horizontal axis, and of μ H B/ rem0 , corresponding
to the vertical axis, we calculate fraction of the total magnet
Fig. 5. Illustration of the results for a particular choice of parameters: =R R/ 3.3O I , Hc¼0.65 MA/m, (μ =H 0.82 Tc0 ), =B 1.4 Trem , and μ = 1r . (5a) represents the geometry. The
white contour lines labeled by 0, 1/4, 1/2, 3/4 and 1, corresponds respectively to the points in which ∥H is equal to −( ) −( ) −( )H H H0, 1/4 , 1/2 , 3/4c c c and −Hc . The demagnetized
regions are indicated by the color black and are limited by the contour lines labeled by 1. (5b) shows the cumulative volumetric distribution of working points, with respect
to ∥B and normalized by the total volume VTot.
Fig. 6. Fraction of magnet in which the working point in the parallel direction lies above the values indicated on the magnetic ﬁeld axis. The contour lines indicate the
fraction with respect to the total magnet volume, as indicated by the labels. (6a) shows the simulations performed with the linear B–H relation, (6b) shows the simulations
performed with the piecewise linear ∥B – ∥H curve corresponding to the coercivity that has the same value of the magnetic ﬁeld indicated on the vertical axis. The dashed lines
represent the condition for inner equatorial demagnetization expressed in Eq. (6), and the condition for outer polar demagnetization expressed in Eq. (7). These conditions
are calculated for the case μ μ= =∥ ⊥ 1r r .
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volume in which the ∥H component of the magnetic ﬁeld is strictly
larger than −Hc, indicated by the contour lines with their labels.
This is equivalent to the fraction of volume for which the working
points lie in the linear region of the ∥B – ∥H curve. We compare the
results performed with a piecewise linear B–H relation, plotted in
Fig. 6b, with simulations performed with a linear B–H relation
with μ μ= =∥ ⊥ 1r r , as in Eq. (1), plotted in Fig. 6a.
As expected from the results of Section 3.1, the linear and the
piecewise linear model give the same result in the region in which
the material is not demagnetized. This can be noticed by the fact
that the region bounded by the dashed lines is in both cases above
the contour line 0.99. However, outside this region of the graphs
the two models give different results: the linear model indicates a
volumetric distribution of working points symmetrically dis-
tributed around the middle value μ =H B/ 1/2rem0 ; the piecewise
linear model indicates a greater extension of the demagnetized
volume, resulting in the reduced performance observed before.
These results, and in particular Fig. 6a, can be used to de-
termine how much of the expensive material with a high value of
Hc can be replaced by a cheaper material with a low value of Hc
without affecting the performance. This is done by selecting the
areas of the magnet in which the working point does not leave the
linear region of the ∥B – ∥H curve. The amount can be estimated by
examining the vertical line corresponding to the desired value of
R R/O I and observing the fraction of material that is able to work
properly, given its coercivity.
As example of a multi-material magnet which is working
properly, let us consider the choice of parameters μ = 1r , Hc
¼1.25 MA/m, (μ =H 1.57 Tc0 ), and =B 1.4 Trem . Even with the same
choice of R R/O I as in Fig. 5, this material is only demagnetized in a
very small fraction of the volume close to the inner equatorial
point. From Fig. 7b we can determine the amount of volume that
can be replaced with a material with a lower coercivity, but the
same remanence. In this case E 18% of the material can be re-
placed with a material with a coercivity 4 times smaller. We can
also see that a coercivity greater than ( )H3/4 c is only required in a
small fraction of the magnet volume, E 8%, limited by the cor-
responding contour line. In the case that four materials are avail-
able with coercivities respectively given by = ( )H n H/4n c with
=n 1 ,..., 4, we can obtain the same performance of the full coer-
civity Hc by splitting the material into the following volume frac-
tions:
⎡⎣ ⎤⎦{ }∈ − − ≈ { } ( )∥ − =V V H H H/ : , 18%, 44%, 30%, 8% 9Tot n n n1 1,2,3,4
The coercivity of a NdFeB material, particularly at high tem-
peratures, may be increased by adding dysprosium to the com-
position during the fabrication processes. Because of the elevated
cost of dysprosium, materials with high coercivity are generally
more expensive than materials with lower coercivity [15,24,25].
For this reason our method for indicating where the materials
with low coercivity can be used without affecting the performance
will result in an overall reduction in the cost of the materials.
4. Conclusions
We have presented a method able to predict the demagneti-
zation effects in permanent magnet arrays due to the ﬁnite coer-
civity of the material. With this technique it is possible to quantify
the decrease in the performance of the magnetic system and the
parts of the magnet volume where demagnetization occurs. The
starting point was a piecewise linear B–H relation characterized by
the value of the coercivity Hc. We employed this method to in-
vestigate the case of the Halbach cylinder, for which the analytical
solution is available, and the results of the piecewise linear model
are consistent with the theoretical prediction.
Being based on ﬁnite elements method simulations, the same
procedure can be applied to any geometry even when the analy-
tical solution is not known. Moreover, it is straightforward to ex-
tend the same treatment to B–H relations which are not piecewise
linear.
Fig. 7. Results of the simulation of a geometry with =R R/ 3.3O I and a material parametrized by μ = 1r , Hc¼1.25 MA/m (μ =H 1.57 Tc0 ), and =B 1.4 Trem . (7a) represents the
geometry. The white contour lines labeled by 0, ( )1/4 , ( )1/2 , ( )3/4 and 1, corresponds respectively to the points in which ∥H is equal to −( ) −( ) −( )H H H0, 1/4 , 1/2 , 3/4c c c and −Hc .
The very small demagnetized regions are limited by the contour line labeled by 1. (7b) shows the cumulative volumetric distribution of working points, with respect to ∥B and
normalized by the total volume VTot.
A.R. Insinga et al. / Journal of Magnetism and Magnetic Materials 407 (2016) 369–376 375
We have shown that it is possible to replace part of the high
coercivity material with lower coercivity materials without de-
creasing the performance of the magnetic array. This investigation
will be relevant for many different applications, as a large variety
of magnetic materials are available, and their costs may be very
different.
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Permanent-magnet systems are widely used for generation of magnetic fields with specific properties.
The reciprocity theorem, an energy-equivalence principle in magnetostatics, can be employed to calculate
the optimal remanent flux density of the permanent-magnet system, given any objective functional that is
linear in the magnetic field. This approach, however, yields a continuously varying remanent flux density,
while in practical applications, magnetic assemblies are realized by combining uniformly magnetized
segments. The problem of determining the optimal shape of each of these segments remains unsolved. We
show that the problem of optimal segmentation of a two-dimensional permanent-magnet assembly with
respect to a linear objective functional can be reduced to the problem of piecewise linear approximation of a
plane curve by perimeter maximization. Once the problem has been cast into this form, the globally optimal
solution can be easily computed employing dynamic programming.
DOI: 10.1103/PhysRevApplied.5.064014
I. INTRODUCTION
Permanent magnets play an important role in many
scientific and industrial applications. Progress in the recent
decades of research and development of new magnetic
materials [1] has led to an immensely broadened range of
applications of permanent magnets [2]. Applications of
permanent magnets include rotary machines performing
electromechanical energy conversion [3], magnetic actua-
tors [4], magnetic gears [5], nuclear-magnetic-resonance
devices [6,7], beam-focusing instruments [8,9], and wig-
glers and undulators [10].
In all these applications, it is always of the essence to
optimize the design of the magnetic system, i.e., to increase
the magnitude and precision of the generated field, and to
reduce the volume and cost of the permanent-magnet
materials. A wide range of different optimization tech-
niques have been employed in this respect [11]. In general,
it is advantageous to minimize the number of evaluations of
the magnetic field solution, which is often performed with
computationally expensive finite-element-method (FEM)
techniques. However, because of the extent of the search
space for this kind of problem, the advantage comes with a
cost in terms of the optimality of the solution. Heuristic
approaches, such as simulated annealing or, especially,
genetic algorithms [12], are often preferred to deterministic
algorithms in the attempt of avoiding to get stuck in local
minima. In these schemes, there is always a trade-off
between the computational complexity and the effective-
ness of the algorithm in finding the optimal solution.
Other optimization approaches rely on the analytical
calculation of the magnetic field [6,9,13,14]. In some cases,
it is possible to directly calculate the optimal solution based
on analytical techniques. Even when this is not the case, the
fast evaluation of the magnetic field solution allows the
sampling of a large area of the considered search space,
giving at least a close-to-optimal solution. The main
limitation of this class of algorithms is the reduced
dimension of the search space and the fact that only very
few geometries are analytically solvable.
In this paper, we present an optimization method that can
be applied to linear objective functionals and provides the
globally optimal solution with single evaluation of the
magnetic field solution and without the necessity of a
starting guess. Restricting ourselves to linear objective
functionals means that it is not possible to optimize, e.g.,
field homogeneity or, more generally, field quality. When
the quality of the field with respect to a required distribu-
tion is critical, different strategies can be used to correct
small field distortions [8,15,16].
Our approach is based on the reciprocity theorem [17],
an energy-equivalence principle of magnetostatics. The
presented method does not share the limitations of the
analytical techniques since it can be used in combination
with FEM to calculate the magnetic field solution for
geometries that are not analytically solvable. The result is
always the optimal remanent flux density field over the
specified design area. The use of the reciprocity theorem
for magnet optimization has previously been limited to
continuously varying remanences or presegmented struc-
tures [18,19]. In this paper, we show how the theorem can
be used to calculate the globally optimal shape of each
magnet piece of a segmented structure with a given number
of pieces. This procedure allows for the development of a
set of tools that greatly aid the design process of permanent-
magnet systems.*aroin@dtu.dk
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This methodology assumes that all the materials exhibit a
linear magnetic behavior. For hard permanent magnets, this
approximation is justified as long as the demagnetizing
and transversal fields are not too intense with respect to the
coercivity and the anisotropic field. The effect of the
nonlinear demagnetization characteristics can be predicted
with numerical approaches such as the ones described in
Ref. [20]. However, the optimality of the configuration
determined within the linear approximation is not guaran-
teed when these effects are taken into account.
II. FRAMEWORK
A. Reciprocity theorem
We begin by considering the reciprocity theorem, which
considers two distinct magnetic systems labeled 1 and 2
[17]. The theorem states that the volume integral of the
scalar product between the magnetization of system 1,M1,
with the field of system 2, H2, is equal to the integral of the
scalar product between the magnetization of system 2,M2,
with the field of system 1, H1,Z
d3xM1ðxÞ ·H2ðxÞ ¼
Z
d3xM2ðxÞ ·H1ðxÞ: ð1Þ
The reciprocity theorem assumes that the fields are constant
in time and vanish at infinity and that there are no electrical
currents. The relation between magnetization M, magnetic
fieldH, and flux densityB is by definitionB ¼ μ0ðH þMÞ.
We consider materials whose magnetic behavior is
described by a linear constitutive relation B ¼ μ ·H þ Br,
where μ denotes the permeability tensor, and Br is the
remanence vector. We also assume that the permeability
tensor is symmetric and is the same in any point for systems
1 and 2.When these conditions are fulfilled, the theorem can
be expressed as
Z
d3xBr1ðxÞ ·H2ðxÞ ¼
Z
d3xBr2ðxÞ ·H1ðxÞ: ð2Þ
The reciprocity theorem can be used to solve magnet design
problems by considering an empty air gap and by aligning
the remanence everywhere with the field generated by a
virtual magnet placed in this air gap. We consider an
objective functional S, which is linear with respect to H1,
for example, maximizing the x component of the field
averaged over a certain region. In general, a linear functional
can be expressed in integral form:
S½H1 ¼
Z
d3xH1ðxÞ · uðxÞ; ð3Þ
where u is an arbitrarily defined objective vector field.
The integration domain can be reduced from thewhole space
to the region where the objective vector field u is nonzero.
This region will be denoted by Rg; it usually corresponds to
an empty air gap. If the remanent flux densityBr2 of a virtual
magnet is used as the objective vector field u, Eq. (2) implies
that S½H1 is also equal to
S½H1 ¼
Z
d3xH2ðxÞ · Br1ðxÞ; ð4Þ
whereH2 is the field generated by thevirtual remanenceBr2,
andBr1 is the remanent flux density of the realmagnet that is
associated with the real field H1. The functional S has the
dimensions of an energy. Again, the integration domain can
be reduced to the region of spacewhere the remanence of the
real magnet is nonzero. This region denoted by Rm and
called the magnet design region is assumed not to overlap
with Rg. Equation (2) applies since Rm (Rg) will be the only
region in which Br1 (Br2) is not zero. The use of the
reciprocity theorem for the optimization of a magnetic
system is schematically illustrated in Fig. 1.
The theorem provides the solution to the following
problem: assuming that the norm of the remanent flux
density Br1 is fixed, determine its optimal direction in any
point of the region Rm such that the field H1 generated by
Br1 maximizes the integral of Eq. (3). The answer is
evidently: the optimal remanence Br1 should be aligned at
every point with the virtual field H2 generated by Br2. To
illustrate this result, we consider a simple example in which
we wish to maximize the field in a given direction inside a
cylindrical region with infinite length. This region will then
be occupied by a virtual magnet with uniform remanent
flux density. If the direction of the virtual remanence is
transversal to the axis of the cylinder, for example, in the
positive x direction, the field generated by it will lead to the
FIG. 1. (a) The use of the reciprocity theorem for magnet
optimization is illustrated by considering a uniform objective
field u oriented in the positive y direction and defined over the
rectangular air gap Rg. (b) The air gap Rg is filled with a virtual
magnet magnetized in the same direction of the objective vector
field u. The reciprocity theorem implies that the optimal
remanence is aligned with the field generated by the virtual
magnet in any point of the design area Rm. The field lines of the
virtual field H2 are shown in (b).
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well-known Halbach cylinder solution [21], which, in
cylindrical coordinates, is given by
Br1ðr;ϕÞ ∝ cosð2ϕÞeˆx þ sinð2ϕÞeˆy: ð5Þ
This case of the Halbach cylinder is considered in detail in
Sec. IVA.
B. Magnet border
We now consider the external border of the magnet. An
important observation regarding Eq. (4) is that the different
pieces of magnet contribute independently to the value of
the objective functional S: the optimal direction of the
remanence in each point remains the same regardless of
how the remanence is chosen elsewhere. The independence
is a consequence of the fact that H1 is linear with respect to
Br1, and S is linear with respect to Br1. Moreover, once Br1
is aligned to H2 at a point x, the integrand of Eq. (4)
becomes kH2ðxÞkkBr1ðxÞk ≥ 0. This means that the con-
tribution from that point of the magnet to the value of S is
proportional to the norm of the virtual field, which can,
thus, be interpreted as a weight factor of the corresponding
site in the magnet design area [18]. This fact can be used to
predict the optimal border between hard magnets and air.
As we explain in Sec. II A, in order for Eq. (2) to be true,
the magnetic susceptibility χm must be the same for the real
and the virtual system, implying that it is not possible to
determine the optimal susceptibility field, i.e., the optimal
distribution of materials. However, if the susceptibility of
the permanent-magnet material is zero, as is approximately
true, e.g., for rare-earth hard magnets, we are not forced to
decide in advance which areas of the magnet design region
are to be filled with magnet and which areas are to be filled
with air. Instead, we can determine the optimal border
between magnet and air using the amount of available
permanent-magnet material as a constraint.
As the contribution to the value of S from a point of the
design region is equal to H2 ¼ kH2k, it is better to utilize
the permanent-magnet material in areas where the norm of
the virtual field H2 is larger. This implies that the optimal
borders between hard magnet and air are given by the level
surfaces of the scalar field H2ðxÞ.
For the case of the Halbach cylinder, the norm H2 of the
virtual fieldH2 depends only on the radial coordinate and is
proportional to 1=r2. This implies that the optimal external
border of the magnet is always a cylindrical surface which
is coaxial with the inner cylindrical cavity.
In the examples that we present in Sec. IV, we assume
that the susceptibility of the permanent-magnet material is
zero. However, it should be stressed that this requirement is
necessary only for the purpose of determining the optimal
border between magnet and air. All the remaining opti-
mality results presented in this work remain true for any
tensor permeability field μðxÞ which is symmetric.
Another interesting consequence of the reciprocity
theorem concerns iron yokes, iron cores, or similar soft
magnetic structures, which are often present in magnetic
assemblies. If the magnet design region Rm is adjacent to a
region containing a material with very high permeability,
e.g., iron, the virtual fieldH2 inRm will be almost normal to
the border between the magnet and the highly permeable
material (it will be exactly normal in the limit μ → ∞).
Thus, if a permanent magnet is adjacent to an iron-filled
region, it is never optimal for it to be magnetized in a
direction that is not normal to the border between the
magnet and iron, as this creates a short circuit for the flux
lines to close without passing through the air-gap region.
Therefore, the optimal remanence is always normal to the
border between the magnet and iron.
C. Energy considerations
The method also suggests a practical technique for
assembling systems composed of different pieces of per-
manent magnet. As it is explained in Ref. [22] for the case
of the Halbach cylinder geometry, if a permanent magnet
called the anchor is temporarily placed in the central air-gap
region, it will exercise a force on the surrounding pieces of
permanent magnet which will automatically align them in
the Halbach configuration. The central anchor magnet
plays the same role in this case as the virtual magnet in
the optimization procedure presented here, and the value of
S corresponds to the mutual energy between the anchor
magnet and the surrounding segments. This fabrication
method can be extended to many different cases besides the
Halbach cylinder geometry, as long as the forces resulting
from the mutual interaction between the different magnet
pieces are negligible compared to the force due to the
anchor magnet.
Furthermore, by allowing configurations where the norm
of the remanence is not uniform, the algorithm can provide
solutions that are also maximally efficient, in the sense that
they maximize the fraction of magnetic energy that the
permanent magnet is able to generate outside of itself [23].
More specifically, among all of the possible remanence
distributions Br1 in Rm able to generate the same field B1 in
Rg, the ideal remanence maximizes the figure of merit:
M ¼
R
Rg
d3xkB1ðxÞk2R
Rm
d3xkBr1ðxÞk2
: ð6Þ
The sufficient conditions for maximal energy efficiency to
occur are
(i) The magnet design region Rm and the air-gap region
Rg are not overlapping.
(ii) The union of Rg with Rm is equal to the whole space,
except for the regions enclosed by material with
infinite permeability.
(iii) Inside Rg, the permeability is equal to μ0.
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(iv) Inside Rm, the permeability μ is uniform.
(v) The real remanent flux density is chosen to be not
only aligned but proportional to the virtual field H2.
When the last two conditions are satisfied, the real
remanent flux density is both solenoidal and irrotational,
thus, satisfying the ideal remanence equations of Ref. [23].
When all the conditions above are satisfied, the magnetic
structure in Rm is maximally energy efficient.
Within the same framework, it can be shown that the
maximally energy-efficient border between the permanent
magnet and the highly permeable material is given by a
level surface of the magnetic scalar potential Φ2 that
generates the virtual field: H2 ¼ −∇Φ2 [23].
III. OPTIMAL SEGMENTATION
We now address the question of how best to segment the
solution with a continuously varying remanence into N
uniformly magnetized segments. If the border of each
segment is predetermined, the optimal remanence direction
will just be the direction of the virtual field averaged over
the volume of the segment. However, if the shape of the
segments is not predetermined, the optimal border of each
segment has to be determined from the optimization. We
will now consider this problem as a function of the number
of segments that the system is desired to be split into.
For simplicity, we consider two-dimensional problems,
i.e., systems in which the extent in one dimension is greatly
larger than along the other two dimensions, and no physical
quantities are varying along this direction. An example is
an infinitely long hollow cylinder.
The starting point to the solution of the segmentation
problem is the observation that the optimal border between
two adjacent segments always lies on a contour line of the
direction of the virtual field H2. The direction of H2 is
determined by the angle ψ ¼ arctanðHy=HxÞ, where Hx
and Hy are the two components of the virtual field H2. The
optimality of the contour lines of ψ is a consequence of the
independence between the contributions to the value of S
from different points of the magnet. The derivation is given
in Appendix A; intuitively, since the contribution from a
point of the magnet is proportional to the scalar product
between the virtual field in that point and the remanence of
the real system, the orientation of the virtual field is the only
relevant variable. A given point of the magnet is best
assigned to the segment which gives the best match
between the direction of the virtual field H2 and the
remanence of the real magnet Br1. For the example of
the Halbach cylinder of infinite length, the contour lines of
ψ are coincident with the contour lines of the angular
coordinate ϕ.
This observation considerably reduces the search space
of the optimization problem: we are left with the simpler
problem of determining which of the contour curves must
be selected as borders between segments. Answering this
question is equivalent to finding the best piecewise linear
approximation to a continuous curve, such that the perim-
eter of the piecewise curve is maximized. We start by
illustrating the approach with a simple example before
stating the general conditions for this equivalence to be
true. Let us consider again the example of the Halbach
cylinder and the corresponding optimal remanence Br1
given by Eq. (5). As the angular coordinate ϕ goes from 0
to 2π, the vector Br1 ∝ H2 performs two complete revo-
lutions. Instead of considering arctanðHy=HxÞ, which has
values in the interval ½−π;þπ, we can introduce the
accumulated angle which, in this case, is equal to 2ϕ,
and assumes the values in the interval ½0; 4π. Below, we
use ψ for this accumulated angle.
Once a starting value ψ0 is fixed, it is possible to define
the parametrized curve Hðψ1Þ as
Hðψ1Þ ¼
Z
R½ψ0 ;ψ1 
d2xH2ðxÞ: ð7Þ
The curve has the dimension of magnetic field integrated
over an area. The integration domain R½ψ0;ψ1 is a subset of
the design area Rm defined as
R½ψ0;ψ1 ¼ fx∶ψðxÞ ∈ ½ψ0;ψ1g ∩ Rm: ð8Þ
As shown in Appendix B, for the continuous case, the value
of the objective functional S is given by the length of the
curve HðψÞ. For the segmented case with splitting angles
fψ jgj¼0;…;N , the value of S reduces to the length of the
piecewise linear curve inscribed in HðψÞ:
Scontinuous ¼
Z
ψ0þ4π
ψ0
 ddψHðψÞ
dψ → SðNÞsegmented
¼
XN−1
j¼0

Z
ψ jþ1
ψ j
d
dψ
HðψÞdψ
: ð9Þ
For the case of the Halbach cylinder, the curveHðψÞ is
given by two revolutions around a point. This implies that
segmenting the Halbach magnet into N pieces will result in
a reduction of the value of S according to the familiar
formula [21]:
SðNÞsegmented
Scontinuous
¼ N sinð2π=NÞ
2π
: ð10Þ
Any other possible way to segment this volume using the
same number of segments results in a greater reduction. As
an example, we consider a segmentation using seven pieces.
The curveHðψÞ and the inscribed seven-segment piecewise
linear approximation for the Halbach example are shown in
Fig. 2(a), and the resulting optimal segmentation is shown in
Fig. 2(b). Because of the symmetry, the choice of the starting
point ψ0 indicated in Figs. 2(a) and 2(b) as a black dot does
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not affect the value of SðNÞsegmented. This is not true in the
general case.
We now examine the general case. We consider a
connected two-dimensional design area Rm and a curve
Γ∶t ∈ ½0; 1 → xðtÞ inside this region, constructed in
such a way that the vector H2 is always changing direction
as we move along the curve, and the rotation of H2 is
always in the same direction, for example, always counter-
clockwise, as we move along the curve. The accumulated
angle ψ is then monotonic. The role of Γ is to establish a
one-to-one correspondence between the different ψ contour
lines and the parameter t ∈ ½0; 1 with the continuity
requirement that ψðt1Þ → ψðt2Þ, for t1 → t2. The choice
of the curve Γ is not unique; however, all of the possible
choices will lead to the same results, as long as the angle ψ
is monotonic along the curve. It is possible to construct Γ
by starting from an arbitrary point and proceeding in a way
that each ψ contour is intercepted by Γ once and only once.
Often the easiest choice is the external border of the
design area.
The condition to be able to determine the globally optimal
segmentation using our approach is that the union of all theψ
contour lines passing by the points of the curveΓmust fill the
entire design area. A counterexample is illustrated in Fig. 3,
where the curve Γ is coincident with the external border of
the design area and represented by the thick black line. All
the ψ contour lines are plotted inside the design area as thin
black lines. As can be seen, none of the contour lines
originating from the curve Γ are entering the pink shaded
areas, and, therefore, the condition is not satisfied.
Moreover, if the region enclosed by the dashed line is
removed from the design area, the gray shaded region cannot
be reached by any of the contour lines passing by Γ. We
conjecture that these problems never occur for the case of a
uniform objective field defined over a convex cavity, as long
as the only hole of the design area is the cavity itself.
However, while this condition is conjectured to be sufficient,
it does not exhaust the class of design objectives for which
the globally optimal segmentation can be determined using
our approach.
When the union of all the ψ contour lines intercepting Γ
spans the whole design area, it is possible to reduce the
problem of optimal segmentation to the problem of approxi-
mating the continuous curveHðψÞ with a piecewise linear
curve so that the length is maximized. This fact is shown in
Appendix B. The globally optimal solution to this problem
can be determined employing dynamic programming [24].
If the curve Γ is closed, as it is in the Halbach example,
the choice of the starting value ψ0 can affect the value of S:
it is still possible to determine the dependence of S on the
starting point and find the optimal value of ψ0. However,
FIG. 2. Optimal seg-
mentation of the
Halbach cylinder
geometry using seven
segments. Because of
the symmetry, the start-
ing point indicated in
both the panels by a
black dot does not af-
fect the value of the
objective functional.
(a) The curve HðψÞ
and its segmentation.
(b) Corresponding seg-
mented geometry.
FIG. 3. Example of a geometry for which the ψ contour lines
passing by the curve Γ do not span the whole design area. As
explained in Sec. III, the globally optimal segmentation cannot be
determined by our method for this case.
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for the case of the Halbach cylinder with optimal external
border, all the starting points are equivalent.
If the design area is not connected, each of the dis-
connected regions can be segmented independently using
the same method. If the design area is not entirely spanned
by the ψ contour lines passing by Γ, the picture is more
complex, and this algorithm cannot determine the globally
optimal solution. However, it remains true that the optimal
borders between segments have to be contour lines of ψ .
Moreover, it is still possible to find the optimal segmenta-
tion with respect to a limited search space.
Hitherto, we consider only two-dimensional systems.
However, it is also possible to analyze the problem of
segmenting a given design region Rm belonging to a three-
dimensional system. It remains true that it is not optimal to
split a region over which the direction of the virtual field is
constant. This leaves 2 degrees of freedom such as the
values of the azimuthal angle ψ ¼ arctanðHy=HxÞ and the
inclination angle ϑ ¼ arccosðHz=kHkÞ of the virtual field
H2. In this case, the problem consists of subdividing a
region of the ψ-ϑ plane into simply connected subsets. The
globally optimal solution to this problem cannot be
determined using the same techniques that have been
described for the two-dimensional case. It is still possible
to approach a three-dimensional problem by considering
the procedure described in Sec. V.
In the present section, we derive the framework to solve
the problem of maximizing a linear functional with respect
to the geometrical subdivision of a certain design area into a
given number of uniformly magnetized segments. Since the
value of the objective increases monotonically with
the number of segments, approaching the limit given by
the continuous case, the optimization problem is equivalent
to minimizing the number of segments with a given value of
the objective. The reason is that generally the manufactur-
ing cost of a magnetic system increases with the number of
subdivisions of the same volume of permanent magnet.
However, the realization of segments whose borders are
curved surfaces might be challenging and drive up the
costs. One possible solution is to approximate the optimal
shapes predicted by the theoretical approach with simpli-
fied geometries that are more feasible to produce. Another
possibility is to consider the procedure described at the end
of Appendix B, which has the purpose of constraining the
family of possible segmentations to predefined shapes.
IV. EXAMPLES
The procedure outlined in Sec. III is now illustrated
with different examples associated with figures showing
the result of the finite-element-method simulation of the
optimized configuration. The remanence always has the
same norm for all the magnet segments, and its direction is
indicated in the figures by the black arrows. The norm of
the magnetic flux density B1 is indicated in gray scale,
darker shades corresponding to a higher value of the norm.
The field lines of B1 are shown as thin black lines.
A. Halbach cylinder
We now examine in detail the case of the Halbach
cylinder, which we discuss briefly in Sec. II.
We adopt cylindrical coordinates r and ϕ, and we denote
the unit vectors in the radial and azimuthal directions by eˆr
and eˆϕ, respectively. The field H2 generated outside an
infinitely long cylinder magnetized transversally to its axis
is given by
H2ðr;ϕÞ ¼
MR2I
r2
½cosðϕÞeˆr þ sinðϕÞeˆϕ; ð11Þ
where the axis of the cylinder is in the z direction, the
magnetization is in the x direction, RI is the radius of the
cylinder, and M the norm of its magnetization. This
cylinder is the virtual magnet for the Halbach case.
The norm of the virtual magnetic fieldH2 is independent
of ϕ, and the level curves of the norm are circles with their
center in the origin. One of these circles is chosen as the
external border. The points of the external border can be
parametrized directly by the angle ϕ ∈ ½0; 2π, and the
orientation of the virtual field is described by the accumu-
lated angle ψ ¼ 2ϕ ∈ ½0; 4π. The radius of the external
border is denoted by RO. The level curves of ψ are radial
lines lines with constant ϕ. The vector H½ψ0;ψ1 can be
calculated explicitly:
H½ψ0;ψ1 ¼
Z
R½ψ0 ;ψ1 
d2xH2ðxÞ
¼ ðMR2I Þ
Z
ψ1=2
ψ0=2
dϕðcosðϕÞeˆr
þ sinðϕÞeˆϕÞ
Z
RO
RI
dr
1
r
; ð12Þ
¼ ðMR2I Þ log

RO
RI

eˆx
Z
ψ1=2
ψ0=2
dϕ cosð2ϕÞ
þ eˆy
Z
ψ1=2
ψ0=2
dϕ sinð2ϕÞ

; ð13Þ
¼ ðMR2I Þ log

RO
RI

1
2
ðeˆx½sinðψ1Þ
− sinðψ0Þ − eˆy½cosðψ1Þ − cosðψ0ÞÞ:
ð14Þ
Since ψ ∈ ½0; 4π, the curveHðψÞ ¼H½ψ0;ψ  describes two
revolutions around the point:
ð− sinðψ0Þeˆx þ cosðψ0ÞeˆyÞðMR2I Þ log ðRO=RIÞ=2 ð15Þ
with radius RB ¼ ðMR2I Þ log ðRO=RIÞ=2. The initial point
is in the origin: Hðψ0Þ ¼ 0.
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The length of this curve in the continuous case is equal to
the value of S and is given by 4πRB. Intuitively, since the
curvature of the curve is constant, the best way to split it in
N segments in order to maximize the length of the
polygonal line is to use identical segments. If this curve
is segmented using N identical segments (for the two
revolutions), each segment will span an angle of ð4πÞ=N.
The side s of a regular polygon with N sides inscribed in a
polygon of radius R is equal to s ¼ 2R sinðπ=NÞ.
Considering the double revolution, the ratio between the
length of the vector H associated with each segment and
the length of the corresponding curve arc is given by
SN
Scontinuous
¼ N sinð2π=NÞ
2π
; ð16Þ
which is the familiar formula for the segmented Halbach
cylinder [21].
The HðψÞ curve and the geometry are shown in
Figs. 2(a) and 2(b) for the case N ¼ 7.
It is worth mentioning that the results of this section are
also true for any multipole Halbach cylinder surrounded by
air. This is shown by considering the analytical expression
of the field generated by a multipole Halbach cylinder [25].
If the virtual remanence is defined over an infinitely long
cylindrical shell Rg and is expressed as Br2ðr;ϕÞ ¼
BrðrÞ½cosðþpϕÞeˆr þ sinðþpϕÞeˆϕ, then the optimal real
remanence is oriented as cosð−pϕÞeˆr þ sinð−pϕÞeˆϕ. The
design area is adjacent to Rg and is located on the external
side of Rg if p < 0 and on the internal side of Rg if p > 0.
The optimal external border of the design area is always a
cylinder which is coaxial with Rm. Moreover, the optimal
boundaries between adjacent segments are given by radial
surfaces, all separated by equal angles. The ratio between
the value of S in the segmented case and the value in the
continuous case is still given by Eq. (16). In the continuous
case, the field-generated H1 generated by the real rema-
nence has exactly the same angular dependence as the
virtual remanence:
H1 ∝ rp−1½cosðþpϕÞeˆr þ sinðþpϕÞeˆϕ for p ≠ 1: ð17Þ
The case analyzed above of uniform field in the x direction
is given by p ¼ −1, and the region Rg is a cylinder instead
of a hollow cylindrical shell.
B. Rectangular cavity
A rectangular cavity is another example for which the
equation of the virtual field is analytically solvable. In order
to show the algorithm’s results with an asymmetrical
problem, a decentered circle is chosen as the external
border of the design area, as is visible in Fig. 4(b).
The virtual remanence is uniform in the cavity in
direction eˆy. The accumulated angle ψ spans an angle of
4π as in the previous example. This implies that the curve
HðψÞ ¼H½ψ0;ψ  can be extended indefinitely on both sides
according to
Hðψ þ 4πnÞ ¼HðψÞ þ nH½ψ0;ψ0þ4π; ð18Þ
whereH½ψ0;ψ0þ4π is the integral of the virtual field over the
whole design region. The curveHðψÞ is plotted in Fig. 4(a)
over a period of 8π. Selecting a different starting
point moves the origin of the Hx −Hy plane indicated as
a black dot on different points of the curve HðψÞ. Any
interval ½ψ0;ψ0 þ 4π can be used for the segmentation
corresponding to the different starting points on the external
border of the magnet. The optimal position of the point ψ0
FIG. 4. The segmentation of a
circular design region with a
decentered rectangular cavity
is shown in (b). The objective
functional S is the y component
of the field integrated over the
rectangular air gap. The curve
HðψÞ and its optimal segmen-
tation are shown in (a) as, re-
spectively, a dashed curve and a
collection of adjacent arrows.
The arrows represent the opti-
mal segmentation of the curve,
their direction indicates the op-
timal direction of the remanence
in each segment, and their
length is proportional to the
contribution to the value of S
from each segment. The norm
of the remanence is the same for
all segments.
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for N ¼ 14 segments is determined numerically fromHðψÞ
with a separate optimization step. The point Hðψ0Þ is
indicated by the black dot in Fig. 4(a) and corresponds to
the point of the external border indicated in Fig. 4(b). The
vectors H resulting from the optimal segmentation are
indicated as arrows in both the panels; the gray arrow
indicates the direction of H for the first segment.
C. Systems including iron
We now consider two examples which also involve high-
permeability material. For these systems, we use FEM
calculations to compute the virtual field. In both the cases
pictured in Figs. 5(a) and 5(b), the position of the iron
yokes and core is predetermined, but the border between
hard magnets and air is optimal with the given volume
constraint and so are the borders between the different
segments. The parts of the geometry corresponding to the
iron are represented as hatched areas.
The objective in the example of Fig. 5(a), which is a
model of a permanent-magnet electric motor, is to create a
quadrupole field directed radially and located in the air gap
between the magnets and the external iron yoke. The virtual
remanence is expressed in cylindrical coordinates as
Br2ðρ;ϕÞ ¼ eˆρ sinð2ϕÞ. The design area is the region
between the internal border of the air gap and the external
border of the iron core. To illustrate how the optimal border
between iron and permanent magnet can be found, we put
an arbitrary constraint on the magnet volume. In this
example, we arbitrarily require that the magnet occupies
80% of the original design area and that the remaining part
is filled with air. We then calculate the optimal border
between magnet and air that is consistent with this con-
straint. The result is that the four regions adjacent to the
inner iron core are excluded from the design area, as is
visible in Fig. 5(a). Even though the objective of the
optimization algorithm is the intensity of the field rather
than its quality, the result of this example reproduces the
desired field shape quite accurately.
In case of Fig. 5(b), the objective is, again, as in the
yokeless Halbach example, to maximize the field in the x
direction averaged over the inner circular cavity. In this case,
the design area is the region between the internal border of
the iron yoke and the external border of the circular cavity.
We arbitrarily require that the magnet occupies 70% of the
original design area. The remaining part is then filled with
air, and the optimization of the border between magnet and
air determines the shape of the two empty regions that are
visible in Fig. 5(b). Despite the fact that the virtual magnet of
this example is identical to the one of the Halbach cylinder,
the virtual field H2 is not given by Eq. (11) for this case,
since the presence of the iron yoke affects the solution. The
consequence is that the optimal direction of the remanence
with respect to the linear objective is different for the two
cases and so are the optimal borders between magnets and
air and the ones between adjacent segments.
It is insightful to compare the yoked and yokeless
cylinders for the ideal case of a remanence field of constant
norm but continuously varying direction. Because of its self-
insulation properties, an ideal Halbach cylinder whose
remanence field is described by Eq. (5) generates the same
field if an iron yoke is introduced at its external border. In the
presence of the yoke, the Halbach solution, which is still
optimal with respect to the purpose of generating a perfectly
uniform field, is not the one producing the highest field
intensity, i.e., maximizing the linear objective. Conversely,
the field generated by the ideal solution corresponding to the
highest intensity is not perfectly homogeneous.
Both examples in this section show the orthogonality
between the optimal remanence and border between the
magnet and iron. We see that the border between the
magnet and air is always normal to the border between two
segments. This is a consequence of the virtual field being
both solenoidal and irrotational.
FIG. 5. Two examples of
geometries involving iron
parts and a constraint on
the amount of magnetic
material. (a)Quadrupolemo-
tor and (b) Yoked Halbach.
In both examples the borders
between the magnets and the
parts of the design region
filled with air have the opti-
mal shapewith respect to the
constraint on themagnet vol-
ume. The arrows indicate the
optimal segmentation of the
curveHðψÞ; thus, the length
of each arrow corresponds to
the contribution from that
segment to the value of the
objective S.
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D. Comparison with uniform field magnets
It is instructive to compare the results of our method,
which can also be applied to maximize the field along one
direction averaged over a closed air gap, with another
design approach which starts with the assumption that the
field is perfectly homogeneous.
Abele and Rusinek [26–28] developed an elegant frame-
work for the design of segmented magnetic systems which
can generate a perfectly uniform field H0 inside a closed
cavity and are perfectly self-insulated from the surroundings.
We consider the results in two-dimensional yokeless mag-
netic systems composed of a uniformly magnetized prism
with triangular cross sections.We assume that the permanent-
magnet material has zero susceptibility and that the norm Br
of the remanent flux density is constant. Any region of the
system which is not occupied by magnet is occupied by air.
The closed cavity is a polygon with Q sides, which may
be irregular. A single-layer structure in this framework must
be composed of exactly N ¼ 3Q segments. Once the shape
of the cavity is fixed, the geometry of the structure is
entirely determined by two decisions: the ratio K ¼ H0=Br
between the norm of the field inside the cavity and the norm
of the remanence and the position of a point xF inside the
cavity in which the magnetic scalar potential is zero. The
direction of H0 determines the direction of the remanence
of each segment, but it does not affect the geometry of the
system. When the cavity is a regular polygon, the center of
the polygon is the position of xF which minimizes the
volume Vm of magnetic material and leads to the highest
efficiency. An example is shown in Fig. 6(a): the cavity is
an equilateral triangle, the field H0 is oriented in the y
direction, and the point xF is in the center of the triangle.
This approach differs from the one presented in this paper
since the resulting field is perfectly uniform, but the approach
cannot be applied to anyother objective, except thegeneration
of a uniform dipole field. Moreover, there is a constraint on
the number of segments, and for single-layer structures, the
volume of themagnet goes to infinity asH0 goes toBr. Since
both are segmentation algorithms, it is interesting to compare
the performance of the two approaches. This is best done by
calculating the figure of meritM introduced in Eq. (6). We
consider magnetic assemblies designed to generate a field in
the y direction; therefore, we replace B1 in the numerator of
Eq. (6) with its y component. For the case of a uniform field,
this replacement has no effect, but it is a more realistic way to
estimate the efficiency of our method, since the field is not
perfectly uniform. We also introduce the figure of merit η
which characterizes the homogeneity of the field and is zero
for a uniform field:
η ¼ hB
2
1i − hB1i2
hB21i
: ð19Þ
The efficiency and uniformity with the two approaches are
compared in Figs. 7(a) and 7(b) for different values ofmagnet
volume Vm and for different shapes of the inner cavity: an
equilateral triangle Q ¼ 3 and octagon Q ¼ 8 indicated by
red andblue lines, respectively.Wealso consider a rectangular
cavityQ ¼ 4with awidth that is double the height, indicated
by the green lines. The results are plotted as a function of the
ratio Vm∶Vg between the volume of the magnet and the
volume of the cavity Vg. The dashed lines indicate uniform
fieldmagnets realizedwithN ¼ 3Q segments, and the dotted
or solid lines indicate themagnets optimized for field average
using our approach. Sincewithin our framework it is possible
to choose of the number of segments, we consider the cases
N ¼ 3Q and N ¼ 2Q indicated by the solid lines and the
dotted lines, respectively. The efficiency of the Halbach
cylinder with continuously varying remanence is indicated
in Fig. 7(a) by the black dash-dot line.
Even ifM is not equivalent to the objective functional S
of our optimization approach, the results of this method
FIG. 6. Comparison between the
two possible ways to segment the
magnetic system designed to gener-
ate a field in the central triangular
cavity and oriented in the y direction.
(a) The segmented system which
creates a perfectly uniform field in-
side the cavity. (b) The segmentation
determined using our method, which
maximizes the y component of the
field averaged over the central cavity.
The volumeVm ofmagneticmaterial
is the same in the two cases. The
arrows indicate the remanence inside
each segment. The configuration of
(a) produces a field that is also uni-
form inside each magnet segment. In
the twoblocks that areon top, the flux
density is zero since μ0H1 ¼ −Br1.
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are characterized by a high efficiency when compared to
the uniform field designs, even with a smaller number of
segments. The choice of a magnet volume higher than the
optimal, which results in higher values of field, does not
decrease the efficiency with our method as it does for
single-layer uniform field magnets.
The uniformity figure of merit η is shown in Fig. 7(b).
The field is more uniform for the case of the rectangle than
it is for the triangle and even more uniform for the case of
the octagon. In all cases, the value of η is ≲5% for magnet
volumes above the maximum efficiency M. The data
points corresponding to very small magnet volumes are
slightly affected by the numerical noise arising from the
fact that the calculation of the curveHðψÞ is performed by
a numerical integration. The estimation of the parameter η
for small volumes is particularly affected by the noise,
and, therefore, a few data points are omitted from Fig. 7(b).
The limit Vm → 0 is also not very relevant for practical
applications since M → 0.
The result of the comparison between the two
approaches shows the trade-off between field intensity
and quality. Whenever the objective vector field uðxÞ is
also a physically acceptable magnetic field, the configu-
rations optimized with respect to the linear objective S can
be directly compared with configurations optimized by
using other techniques that use as an objective the quality of
the field. This class of optimization problems is formulated
as the minimization of a nonlinear objective functional such
as [19]
D½H1 ¼
Z
d3xkH1ðxÞ − uðxÞk2

1=2
: ð20Þ
The linear objectives introduced in Sec. II A are suitable
for magnet design problems where the main goal is to
maximize the average intensity of the field in the direction
given by uðxÞ using a fixed amount of permanent-magnet
material. This problem is equivalent to minimizing the
amount of permanent magnet that is necessary to obtain the
same value of S. Even though in many cases our approach
is also able to reproduce with a good approximation the
desired field shape u, the accuracy of the generated field
with respect to the required distribution is not the objective
of the optimization method presented in this work. The
design of magnetic systems for applications that require a
very high field precision must be carried out with different
techniques. A possibility is to combine the procedure
described here with subsequent optimization schemes
aimed at correcting small field distortions, such as the
ones proposed in Refs. [8,15,16]. It is also worth mention-
ing that the relevance of linear functionals goes beyond
those optimization problems that are directly described by
this class of objectives, as the theoretical results obtained
for linear functionals provide insight into general character-
istics of magnet design problems.
V. THREE-DIMENSIONAL SYSTEMS
As we mention above, the segmentation procedure
does not immediately generalize to three dimensions.
FIG. 7. Comparison between the performance of the two segmentation approaches for different shapes of the inner cavity. (a) The
value of the efficiency figure of meritM. (b) The value of the homogeneity figure of merit η. In both panels, the results are plotted as a
function of the ratio Vm∶Vg.
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Nevertheless, one may ask to what extent the segmentation
approach can be employed to optimize the segmentation of
three-dimensional magnetic systems. The result presented
in Appendix A is true for three-dimensional geometries as
well: it is not advantageous to subdivide a region of
constant direction of the virtual field, that is, a region
Rðϑ;ψÞ for which the inclination angle and the azimuthal
angle of the virtual field are both constant. As we mention
in Sec. III, the additional degree of freedom means that the
globally optimal solution must be searched for among all
the possible ways of partitioning the ϑ–ψ plane into a given
number of regions. The procedure described in Appendix B
does not provide the solution to this problem. On the other
hand, applying the one-parameter segmentation procedure
to the whole design area is too restrictive for most three-
dimensional problems. One strategy is to apply the seg-
mentation procedure separately to different parts of the
design region identified beforehand. This preliminary
decision can be based on considerations about the sym-
metries exhibited by the geometry of the magnetic system.
For the illustrative examples presented in this section, the
symmetry suggests that the design area can be initially
subdivided into smaller regions Rj (j ¼ 1;…; N) separated
by level surfaces of the inclination angle ϑ. Our procedure
is then applied independently to each of the regions Rj to
determine the the values of the azimuthal angle ψ that
optimize the splitting of Rj into Nj segments. It must be
stressed that the subdivisions between the regions Rj and
the combinations between the number of segments Nj
assigned to each region have to be decided beforehand or
determined with a separate optimization step.
The geometry of the first example shown in Fig. 8(a) is a
three-dimensional generalization of the Halbach cylinder
geometry considered in Sec. IVA. The objective is to
maximize the z component of the field averaged over the
internal spherical cavity. The ideal Halbach sphere with
continuously varying remanence produces in the bore a
perfectly homogeneous flux density,whose norm is given by
[6] Bideal ¼ ð4=3ÞBrlogðRO=RIÞ, where RO and RI are the
external and internal radii of the spherical shell, respectively.
The continuously varying remanence field optimized
with our approach produces a field that is not perfectly
homogeneous, but slightly more intense. The air gap
average of the z component of the flux density for the
ratio RO ¼ 2RI , i.e. the value used in the example, is
Bcontinuous ≈ 1.03Bideal.
We consider all the possible ways to subdivide this
geometry into five regions delimited by level surfaces of
the inclination angle ϑ of the virtual field H2. Since H2 is
the field generated by a uniformly magnetized sphere, the
knowledge of the analytical solution allows us to take
advantage of the symmetries to simplify the procedure.
This means that we are able to consider all the possible
combinations of number of segments Nj for each region
and all the possible values of ϑ determining the subdivi-
sions between these regions. The calculations show that the
maximum value of the average air-gap flux density for this
family of segmentations corresponds to 0.945Bcontinuous.
Figure 8(a) shows the segmentation corresponding to the
best combinations of the parameters for a total number of
segments equal to Ntot ¼ 17. Some of the magnet segments
are not displayed in the picture; moreover, some of them are
bisected by the plane y ¼ 0, and the blue surfaces indicate
internal cross sections of the bisected blocks, while the gray
surfaces are the boundaries of the segments. Each of the two
symmetrical polar regions is subdivided into three identical
segments. Because of the symmetry, it is not advantageous to
subdivide the equatorial region, as all the resulting segments
will be magnetized in the z direction. Each of the two
symmetrical regions between the poles and the equator is
subdivided into five identical segments. The average air-gap
flux density for this segmentation is 0.889Bcontinuous.
FIG. 8. Three-dimensional
segmented magnetic struc-
tures optimized with respect
to the average field inside
the air gap. (a) Halbach
sphere. The field is in the z
direction, and the number of
segments is Ntot ¼ 17. (b)
Finite-length Halbach cylin-
der. The field is in the x
direction, and the number
of segments is Ntot ¼ 20.
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The second example shown in Fig. 8(b) analyzes how the
Halbach cylinder design can be modified when the effects
of finite length in the z direction are taken into account. The
objective is to maximize the x component of the field
averaged over the region of the internal cylindrical cavity
Rg that is delimited by the two circles indicated by the black
dashed lines. Since for many applications it is desirable that
the cavity is accessible from the top and from the bottom,
the magnet design region extends only on the sides of the
cylindrical cavity.
The figure represents a section of the geometry where the
first octant is not displayed. Again, the blue surfaces
represent sections cutting some magnet block in the middle,
while the gray surfaces are all external boundaries of the
blocks. As indicated by annotations on the graph, the
magnet area is subdivided into five unique shapes denoted
by s1;…; s5. There are four copies of the shape s1, one for
each quadrant of the x-z plane, and four copies of each of
the shapes s2;…; s4, one for each quadrant of the x-y plane.
The total number of segments is, thus, Ntot ¼ 20.
The external border of the magnet is a level surface of
H2. Segments s1 are delimited by level surfaces of ϑ, and
the interfaces between segments s2;…; s4 are level surfaces
of ψ . The regions occupied by each of the segments s1
could have been subdivided as well, using levels of ψ ;
however, as the direction of the virtual field is quite
homogeneous over each of these regions, the advantage
of this subdivision would have been minor. The x compo-
nent of the flux density averaged over the air gap Rg is 5%
greater for the magnetic system of Fig. 8(b) than it is for a
conventionally segmented Halbach cylinder having the
same magnet volume and the same number of segments
Ntot.
It is noticed that the portion of the magnet area extending
above the dashed lines is mainly occupied by segments s1
and s5. This part of the magnet area can be thought of as an
additional structure that can be attached to the conventional
Halbach cylinder geometry in order to reduce the detri-
mental border effects and presents similarities with the
structure proposed in Ref. [29].
VI. CONCLUSION
In conclusion, we present an approach which automati-
cally gives the optimal design of magnetic systems with
respect to any linear objective functional. For the case of
hard magnets with zero susceptibility, the approach pro-
vides the globally optimal shape of the external border
between magnet and air with a given volume constraint.
The method also gives the globally optimal segmentation of
two-dimensional systems with a given number of uniformly
magnetized segments. This approach is versatile and being
based on an analytical framework, it can be implemented
into a fast and efficient algorithm, and the optimality is
guaranteed.
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APPENDIX A: Optimal segment borders
In this section, we show that an optimal segmentation
consists of segments whose mutual borders are lines of
constant direction of the virtual field. This we do by
showing that any segmentation which has a curve section
RðψÞ of constant ψ divided between two segments can
always be replaced by a segmentation which assigns RðψÞ
completely to one segment and which is at least as good as
the original segmentation.
We start with the objective functional S defined in
Eq. (3) in terms of the field H1 and expressed in terms
of the remanence Br1 as
S½H1 ¼
Z
d2xBr1ðxÞ ·H2ðxÞ; ðA1Þ
where H2 is the virtual field. The optimization for the
continuous case is immediate: we simply choose a rema-
nence which in all points of the design region is aligned
with H2. Assuming that the remanence is constant in
magnitude (and setting this magnitude equal to unity for
convenience), we get the optimized value of the functional:
Scontinuous ¼
Z
Rm
d2xkH2ðxÞk: ðA2Þ
We now consider the segmentation of the design area Rm
into N segments. We introduce the characteristic functions
ϕnðxÞ that determine to which segment the point x is
assigned. They can assume only the values 0 or 1. If a given
point x is assigned to the kth segment, ϕkðxÞ ¼ 1 while
ϕn≠kðxÞ ¼ 0. The objective functional S corresponding to
the segmentation fϕng is then given by
S½fϕng ¼
XN
n¼1
Br1ðnÞ ·
Z
d2xϕnðxÞH2ðxÞ; ðA3Þ
since Br1ðnÞ is constant on segment n. Now, the direction
of the optimal remanence Boptr1 ðnÞ for the nth segment is
clearly aligned with
R
d2xϕnðxÞH2ðxÞ. As before, we can
then write S as
S½fϕng ¼
XN
n¼1

Z
d2xϕnðxÞH2ðxÞ
: ðA4Þ
Thus, the problem of finding an optimal segmentation is
equivalent to finding a set of characteristic functions fϕng
which maximize the value of S in Eq. (A4).
To proceed we make a change of integration variables.
Each set RðψaÞ¼fx∶ψðxÞ¼ψag∩Rm defined by a par-
ticular value of ψa is a finite-length segment of a curve of
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constant direction of the virtual field; it can be parametrized
by some coordinate λ of finite range. We can then perform
the coordinate transformation x → ðψ ; λÞ, as illustrated in
Fig. 9(a). One possible choice for λ is the curve length
along RðψÞ from the external border of the design area. It is
possible to show that if the permeability is uniform over the
design area, the contour lines of ψ are also field lines of
∇H2. This implies that H2 is monotonic along each RðψÞ
and is another possible choice for the parameter λ. We now
write H2ðxÞ as H2ðxÞeˆψ , where eˆψ ¼ cosðψÞeˆx þ sinðψÞeˆy.
Then the functional S can be written as
S¼
XN
n¼1

Z
dψ eˆψ
Z
RðψÞ
dλϕn(xðψ ;λÞ)H2(xðψ ;λÞ)gðψ ;λÞ
;
ðA5Þ
where gðψ ; λÞ is the absolute value of the determinant of
the Jacobian of this transformation. Let us now define hðψÞ
as the total contribution to S from the set RðψÞ:
hðψÞ ¼
Z
RðψÞ
dλH2ðψ ; λÞgðψ ; λÞ: ðA6Þ
We also define hnðψÞ as the amount of hðψÞ that is assigned
to the nth segment:
hnðψÞ ¼
Z
RðψÞ
dλϕnðψ ; λÞH2ðψ ; λÞgðψ ; λÞ: ðA7Þ
Using the definition of the functions ϕn, it can immediately
be seen that hnðψÞ ≥ 0 for all n and that the following
relation holds for all ψ :
XN
n¼1
hnðψÞ ¼ hðψÞ: ðA8Þ
The functional S to be optimized can then be written as
S½fϕng ¼
XN
n¼1

Z
dψhnðψÞeˆψ
: ðA9Þ
The only dependence of S on ϕn is through the functions
hnðψÞ. Finding an optimal segmentation is then equivalent
to finding a set of optimal functions hnðψÞ. This fact
makes the search space X equal to the space of all the
N-dimensional vector functions defined over the interval
of the real axis spanned by the values of ψ , subject to the
conditions of non-negativity and the sum rule expressed in
Eq. (A8). The sum between two elements hðaÞ and hðbÞ ofX
is defined in the usual way:
if hðcÞ ¼ hðaÞ þ hðbÞ then
hðcÞn ðψÞ ¼ hðaÞn ðψÞ þ hðbÞn ðψÞ; ∀ ψ ; n: ðA10Þ
Similarly, multiplication of hðaÞ by the scalar c is defined
through
if hðcÞ ¼ chðaÞ then hðcÞn ðψÞ ¼ chðaÞn ðψÞ; ∀ ψ ; n:
ðA11Þ
These operations satisfy all the necessary properties that
make X a vector space.
We can show that the functional S is convex with respect
to hnðψÞ. By definition, this means that if we consider two
arbitrary vectors hðaÞn ðψÞ and hðbÞn ðψÞ and a scalar parameter
t ∈ ½0; 1, the following property is always obeyed:
S½thðaÞ þ ð1 − tÞhðbÞ ≤ ðtÞS½hðaÞ þ ð1 − tÞS½hðbÞ
≤ maxðS½hðaÞ;S½hðbÞÞ: ðA12Þ
FIG. 9. (a) The coor-
dinate transformation
x → ðψ ; λÞ is illustrated
on an example geom-
etry. (b) A convex set A
and the value of the
convex function S over
a line segment traced
between two points
hðaÞn ðψÞ and hðbÞn ðψÞ be-
longing to the boundary
of A, illustrating that
either S½hðaÞ or S½hðbÞ
is greater than or equal
to the value of S for any
other point on the line
segment.
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This property can be shown by considering each member of
the summation over n appearing in Eq. (A9) and applying
the absolute homogeneity property of the norm and the
triangle inequality.
We now restrict the search to a set A ⊂ X defined by the
conditions of non-negativity and the sum rule of Eq. (A8):
A¼
8><
>:hnðψÞ∶
XN
n¼1
hnðψÞ¼hðψÞ
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
equality
; hnðψÞ≥0|ﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄ}
inequality
; ∀ψ
9>=
>;:
ðA13Þ
We observe that the set A is convex, since for any
two points hðaÞn ðψÞ and hðbÞn ðψÞ belonging to the set and
a value of t ∈ ½0; 1, all the points on the line segment
thðaÞ þ ð1 − tÞhðbÞ also belong to the set.
Let us then consider a particular solution hðcÞn for which
there is at least one value of ψ denoted ψ 0 for which Rðψ 0Þ
is subdivided between more than one segment. This
assumption means that there exists an n0 for which
hðcÞn0 ðψ 0Þ is strictly between 0 and hðψ 0Þ. We now define
two additional points hðaÞ and hðbÞ, which for ψ ≠ ψ 0 are
equal to hðcÞn . For ψ ¼ ψ 0, we set
hðaÞn0 ðψ 0Þ ¼ 0; hðaÞn≠n0 ðψ 0Þ ¼ hðψ 0Þ
hðcÞn ðψ 0ÞP
j≠n0h
ðcÞ
j ðψ 0Þ
;
ðA14Þ
and
hðbÞn0 ðψ 0Þ ¼ hðψ 0Þ; hðbÞn≠n0 ðψ 0Þ ¼ 0: ðA15Þ
Evidently, the point hðaÞ corresponds to a segmentation
identical to hðcÞ except that Rðψ 0Þ is assigned entirely to the
segment n0. Similarly, hðbÞ has nothing of Rðψ 0Þ assigned to
n0. The line segment thðaÞ þ ð1 − tÞhðbÞ for t ∈ ½0; 1 is
entirely inside the set A, but for t < 0 or t > 1, we are
outside of A. The points hðaÞ and hðbÞ are, thus, on the
boundary of A, and the original point hðcÞ is an interior
point of the segment corresponding to t ¼ hðcÞn0 ðψ 0Þ=hðψ 0Þ.
Because of the convexity of S, Eq. (A12) is obeyed for all
the points on the line segment. Moreover, tS½hðaÞþ
ð1 − tÞS½hðbÞ, which is the right-hand side of Eq. (A12),
is always smaller than or equal to its value at one of the end
points, hðaÞ or hðbÞ. This argument is illustrated in Fig. 9(b)
and shows that either hðaÞ or hðbÞ gives a value of S that is
greater than or equal to S½hðcÞ. Therefore, for any solution
in which the set Rðψ 0Þ is partially assigned to the segment
n0, there is a solution giving a greater or equal value of S,
for which Rðψ 0Þ is either entirely assigned to the segment n0
or not at all.
Thus, we show that assigning each set RðψÞ entirely to a
single segment gives a value of S which is equal to the
maximum possible value achievable with N segments.
We are now left with the problem of determining how to
assign each RðψÞ to one of the N segments. However, until
this point, we never enforced that the segments should be
connected regions. This requirement implies that each
segment corresponds to a single interval ½ψn−1;ψn:
hnðψÞ ¼ hðψÞ; ∀ ψ ∈ ½ψn−1;ψn: ðA16Þ
The border between the segments n and nþ 1 is, thus,
given by the contour line RðψnÞ, and the problem is
reduced to the determination of the optimal splitting angles
ψn (see Appendix B).
APPENDIX B: Optimal splitting angles
In this section, we show how to select which of the
contour lines of ψ will lead to an optimal segmentation,
given the total number of segments. Instead of
arctanðHy=HxÞ, we consider the accumulated angle ψ
informally introduced in Sec. III. In order to define the
accumulated angle precisely, we consider a curve
Γ∶t ∈ ½0; 1 → xðtÞ, and we assume that H2 is rotating
counterclockwise as we move along the curve. The purpose
of Γ is to create a one-to-one correspondence between the
contour lines RðψnÞ and the continuous parameter
t ∈ ½0; 1. The accumulated angle is defined for each t as
the angle ψ which is obtained by shifting arctanðHy=HxÞ
by a number of complete revolutions, which is determined
by requiring monotonicity and continuity. The monoto-
nicity property means that ðd=dtÞψ ½xðtÞ > 0;∀ t ∈ ½0; 1.
The continuity property means that if ta → tb, then
ψðtaÞ→ ψðtbÞ. If the curve Γ is closed, we also have
the following continuity property across the starting point:
if ta → 0þ and tb → 1−, then ψðtbÞ − ψðtaÞ → n2π, where
n is the number of revolutions performed by H2 from the
first point t ¼ 0 to the last point t ¼ 1. The curve Γ can be
constructed by starting from an arbitrary point and pro-
ceeding in a way such that each RðψÞ is intersected once
and only once. However, as long as ψ is monotonic, the
result is the same for all the choices of Γ.
Since we assume that the union of all the ψ contour lines
passing by the points of the curve Γ is coincident with the
whole design area Rm, the definition of the accumulated
angle ψ can be extended to any other point of Rm that is not
on Γ.
We now define the regionR½ψ0;ψ1 as the set of points x in
the magnet design area in which the orientation angle ψ of
the virtual field H2 is in the interval ½ψ0;ψ1,
R½ψ0;ψ1 ¼ fx∶ψ ½H2ðxÞ ∈ ½ψ0;ψ1g ∩ Rm: ðB1Þ
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The regions so defined satisfy R½ψ0;ψ2 ¼ R½ψ0;ψ1∪R½ψ1;ψ2
for all ψ1 ∈ ½ψ0;ψ2.
The integrated magnetic field vector associated with this
region is
H½ψ0;ψ1 ¼
Z
R½ψ0 ;ψ1 
d2xH2ðxÞ ¼
Z
ψ1
ψ0
dψhðψÞeˆψ ðB2Þ
with hðψÞ defined in Eq. (A6). The symbolH denotes the
integral of a field over a region of space. These vectors
satisfy the property H½ψ0;ψ2 ¼H½ψ0;ψ1 þH½ψ1;ψ2 for all
ψ1 ∈ ½ψ0;ψ2.
Once a starting point ψ0 ¼ ψ ½xðt ¼ 0Þ is fixed, it is
possible to parametrize the vectors associated with the
different regions by just using the value ψ of the ending
point; the following notation is used:HðψÞ ¼H½ψ0;ψ . The
velocity vector associated with this parametrized curve is
denoted by hðψÞ ¼ ðd=dψÞHðψÞ ¼ hðψÞeˆψ.
An example geometry and the corresponding curve
HðψÞ are shown in Figs. 10(b) and 10(a), respectively.
In the continuous case, the contribution to S from the
interval ½ψ0;ψ1 is equal to the length of the corresponding
arc of curve:
Scontinuous ¼
Z
R½ψ0 ;ψ1 
d2xkH2ðxÞk
¼
Z
ψ1
ψ0
dψkhðψÞk
¼
Z
ψ1
ψ0
dψhðψÞ: ðB3Þ
In the segmented case, the contribution to S is the length of
the segment between the curve end points
Ssegmented ¼

Z
R½ψ0 ;ψ1 
d2xH2ðxÞ

¼

Z
ψ1
ψ0
dψhðψÞ
 ¼ kHðψ1Þ −Hðψ0Þk: ðB4Þ
When considering more than one segment, the value of
Ssegmented is given by the length of the polygonal line
inscribed in HðψÞ.
The problem of optimal segmentation is reduced to the
problem of piecewise linear approximation of plane curves
by perimeter optimization.
The globally optimal solution for this problem can
always be found by employing a dynamic programming
approach. This class of algorithms makes use of the optimal
substructure exhibited by the problem in order to reduce its
computational complexity. An algorithm for the curve
approximation problem can be found in Ref. [24].
If the curve Γ is closed, it is possible to consider the
dependence of S on the starting point ψ0 to determine the
optimal starting point. A necessary but not sufficient
condition for this is that the design area encloses the air
gap completely. Once the curveHðψÞ is computed, this is
not a computationally intensive procedure and can be
performed as the last step of the optimization.
It is worthwhile to mention that the procedure described
in this section can be generalized to different continuously
parametrized segmentations in order to meet other design
requirements. In this case, the final configuration is only
optimal with respect the considered search space. Let us
consider the simple example of a rectangular design area
Rm and the family of rectangular subsets:
R½x0;x1 ¼ fx∶x ∈ ½x0; x1g ∩ Rm: ðB5Þ
The curveHðxÞ can be constructed from this parametrized
set of rectangles as in Eq. (B2). The optimal segmentation
of this curve with a given number of segments provides the
set of values of x corresponding to the optimal splitting
lines among the ones allowed by Eq. (B5). Any family of
regions defined by a single parameter and obeying the
same properties as described above can be considered with
the purpose of constraining the shapes of the resulting
segments as desired, by relaxing the condition of having
an optimal shape of the border between two adjacent
segments.
FIG. 10. In the continuous case, the optimal
remanence is normalized and aligned at any
point with the virtual field. This implies that
the value of S is given by the length of the
curve HðψÞ. In the segmented case, the con-
tribution from a point belonging to a certain
segment is proportional to the scalar product
between the virtual field and the optimal
remanence for that segment. This implies that
the direction of the vector Hðψ1Þ −Hðψ0Þ is
also the optimal direction of the remanence,
and its length is equal to the contribution from
that segment to the total value of S. (a) The
curve HðψÞ and its segmentation. (b) The
corresponding segmented geometry.
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Abstract—We present an optimization approach which can be
employed to calculate the globally optimal segmentation of a two-
dimensional magnetic system into uniformly magnetized pieces.
For each segment the algorithm calculates the optimal shape and
the optimal direction of the remanent flux density vector, with
respect to a linear objective functional. We illustrate the approach
with results for magnet design problems from different areas,
such as a permanent magnet electric motor, a beam focusing
quadrupole magnet for particle accelerators and a rotary device
for magnetic refrigeration.
I. INTRODUCTION
With the development of new and powerful magnetic ma-
terials [1], the range of application of permanent magnets
is expanding to many scientific and technological areas [2].
The geometry of the magnetic system must be optimized to
achieve high efficiency and minimize the amount of permanent
magnetic material. Among the wide range of geometry opti-
mization techniques we can identify two important categories
of algorithms: topology optimization methods and parametric
shape optimization methods.
The purpose of topology optimization algorithms is to
determine how to subdivide a given design area into regions
occupied by materials with different magnetic properties, e.g.,
magnetic permeability or remanent flux density. Since the
topological features of the allowed solution are not restricted
by an initial design concept, these algorithms potentially lead
to novel geometrical configurations. Typically, the implemen-
tation of this class of algorithms employs finite element analy-
sis for the calculation of the magnetic field. The properties of
the materials are linked to control fields which are optimized
by numerically evaluating the sensitivity of the objective with
respect to the control fields [3, 4, 5] and applying iterative
techniques such as sequential linear programming or gradient
descent. Alternatively, the control fields can be optimized with
gradient-free heuristic approaches, such as genetic algorithms
[6, 7, 8]. While being very versatile, topology optimization
may produce solutions characterized by finely subdivided
or jagged shapes which are not suitable for manufacturing.
Avoiding this problem often requires fine tuning of some reg-
ularization parameter. Generally, topology optimization tech-
niques present a trade-off between computational time and
resolution of the mesh underlying the simulation.
In parametric geometry optimization the shapes of the
boundaries between materials with different properties are
linked to a finite number of control parameters. The magnetic
field for a given configuration may be determined with numeri-
cal techniques [9, 10], by analytically solving the partial differ-
ential equations [11, 12, 13], or by approximating the magnetic
system with a simplified model [14]. When numerical methods
are employed it is possible to consider arbitrary shapes and to
take into account non-linear magnetic effects. With analytical
approaches the computational time is very short, but they
can only be applied to the geometries for which the solution
is available. Moreover, analytical solutions generally assume
linear magnetic behavior or even more ideal approximations,
such as permanent magnets with permeability equal to one and
soft magnetic material with infinite permeability. Parametric
optimization techniques are intrinsically limited by the fact
that the search space is determined beforehand: the diversity
of the allowed configurations is restricted to variations around
the same design concept.
The optimization approach discussed in this paper presents
some of the advantages of both categories. Since it relies on
an analytical result to determine the optimal remanent flux
density at any point with a single finite element simulation, it
can be implemented in a computationally efficient algorithm.
Moreover, it does not share the limitations that are typical
for parametric optimization. The method provides the globally
optimal subdivision of a given design area into uniformly mag-
netized segments with respect to a linear objective functional.
The optimality is guaranteed as long as each material in the
system exhibits a linear magnetic behavior. Under the more
restrictive assumption that the permeability of the permanent
magnet material is close to 1 we are also able to determine the
border between permanent magnet and air which maximizes
the linear objective. Another possibility is to optimize the
border between permanent magnet and soft magnetic material
by considering the limit of infinite permeability.
Since the optimality results are derived under the specific
assumptions about the magnetic behavior of the materials
in the system, the optimization of magnetic systems which
are expected to exhibit a highly non-linear behavior must be
performed using other techniques. However, non-linear mag-
netic phenomena — such as demagnetization of the permanent
magnets due to the finite coercivity and anisotropy field, or
magnetic saturation of any soft magnetic materials — often
cause detrimental effects which it is desirable to minimize.
When these effects are expected to be small, it is possible
to perform the optimization by assuming linear behavior, and
check that the optimized configurations obtained in this way
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are within the ranges for which the linear approximation is
justified. It will be possible to apply small corrections to
the geometry with a final optimization step which takes into
account the non-linear behavior.
We illustrate the result of our optimization approach with
three examples from different fields of application: a per-
manent magnet electric motor, a beam-focusing quadrupole
magnet, and a rotary device for magnetic refrigeration at
room temperature. Since the method always assumes a linear
objective functional, we will also evaluate the goodness of
each optimized configuration in terms of those features of the
produced field which are most relevant to the corresponding
application. We will also discuss quantitatively the variation of
the field when it is computed under more realistic assumptions
about the magnetic response of the materials in the system.
II. FRAMEWORK OF THE OPTIMIZATION METHOD
A. The reciprocity theorem and the Virtual Magnet method
Our optimization method is based on the reciprocity theo-
rem, an energy equivalence principle of magnetostatics, which
can be expressed by the following equation [15]:∫
dV Br 1(x) ·H2(x) =
∫
dV Br 2(x) ·H1(x) (1)
where Br 1(x) is the remanence of the system 1 at the point x,
H1 is the magnetic field generated by Br 1, and similarly for
system 2. The integration domain of both the volume integrals
extends over the whole space. However, if the integration
domain of the left-hand side of (1) was replaced with the
region where ‖Br 1‖ > 0 the result would be the same, and
similarly for the right-hand side. The theorem in this form
holds as long as there are no free currents, and all materials in
the system obeys a linear B-H relation, i.e.: B = µH+Br.
The permeability tensor field µ(x) must be the same for both
the systems.
The theorem equates the energy possessed by the magnetic
flux sources of system 1 when placed in the field generated by
the flux sources of system 2 with the energy possessed by the
flux sources of system 2 when placed in the field generated by
the flux sources of system 1. We use this theorem in order to
calculate the remanence field Br 1 which produces a magnetic
field H1 which maximizes a given objective. The magnetic
system 2 is a mathematical construction that is used to solve
this optimization problem. For this reason, the system 1 will
also be referred to as the real system and system 2 as the
virtual system.
If the virtual remanence Br 2 is interpreted as an objective
vector field [16, 17], the right-hand side of (1) can be seen
as the definition of an objective functional S. Any objective
functional which is linear with respect to the field H1 can be
expressed in this form. Equation (1) implies that the optimal
direction of the real remanence Br 1, with respect to the
objective functional S, is aligned at any point with the virtual
field H2.
This approach also provides a way to quantify how much a
specific point x of the real magnet is contributing to the value
of the objective functional S. Once the real remanence has
been aligned at the point x with the virtual field H2(x), the
contribution to the value of S from the point x is proportional
to the norm H2(x) = ‖H2(x)‖. If the relative permeability
of the magnet is equal to 1, the border between magnet and air
does not need to be determined in advance: the optimal border
lies on a contour level of H2. Since the contribution of any
given point to the value of S is always positive, extending the
magnet area can only increase the value of S. This means that
being able to determine the magnet border that maximizes S in
presence of a specific constraint on the total magnet volume is
equivalent to minimizing the magnet volume that is necessary
to obtain a given value of S.
In some cases it is necessary to determine the border
separating permanent magnet material from soft magnetic ma-
terial, such as iron, characterized by such a high permeability
that it can be approximated as infinite. In the regions where
the permeability is finite, the virtual field H2 is normal to
the borders with infinite-permeability regions. Being defined
as H2 = −∇Φ2, the virtual field is also normal to the
equipotential surfaces of its magnetic scalar potential Φ2. As
pointed out in [18], to achieve maximal energy efficiency an
equipotential surface of Φ2 can be converted into the boundary
between magnet region and highly permeable material so that
the magnet is completely shielded from the outside.
B. Optimal Segmentation of 2D system
The determination of the virtual field H2 provides a con-
tinuously varying vector field which at any point gives the
optimal direction of the real remanence Br 1. In practice, how-
ever, magnetic assemblies are realized by splitting the magnet
into several uniformly magnetized segments. Because of the
linearity, the different points of the magnet are independent,
which implies that it is never optimal to split a region over
which the direction of the virtual field H2 is uniform [19].
For two dimensional systems, the optimal border between
two adjacent segments always lies on a contour level of the
angle ψ = arctan(H2 y /H2 x ), reducing the optimal segmen-
tation problem to the simpler one of selecting the optimal
contours with a given total number of segments NSegments.
It can be shown [19] that this problem is equivalent to
the problem of approximating a continuous curve H(ψ) with
an inscribed piecewise linear curve, in such a way that the
perimeter of the piecewise curve is maximized. The continuous
curve to be approximated is parametrized by the orientation
ψ of the virtual field H2. The curve has the dimension of
magnetic field integrated over an area and is expressed by the
following equation:
H(ψ) =
∫
R[ψ0,ψ1]
dS H2(x) (2)
The area of the surface element is denoted by dS, and the
integration domain R[ψ0,ψ1] is defined as:
R[ψ0,ψ1] = {x : ψ(x) ∈ [ψ0, ψ1]} ∩ { Design Area }
(3)
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The total extension of the design area can be decided arbitrar-
ily depending on the geometrical constraints of each system.
The problem of maximizing the perimeter of the piecewise
linear approximation of H can be solved with the desired
degree of accuracy by employing dynamic programming [20].
III. OPTIMIZED MAGNETIC SYSTEMS
We present magnet design problems from different areas
of application and show how our approach can be used to
determine the optimally segmented solution. We will express
the objective functional for each optimization problem by
defining the objective vector field, which corresponds to the
remanence Br 2 of the virtual system. For each example we
will show two figures. The first figure (as, e.g., Fig 1(a)) is an
illustration of the geometry of the virtual system, including the
virtual magnet area, shaded in pink, the design area, shaded in
light blue, and the regions originally filled with soft magnetic
material, shaded in gray. The virtual remanence vector field is
represented by the red arrows, and the virtual field H2, which
will be shown only inside the design area, is represented by
blue arrows.
The second figure (as, e.g., Fig 1(b)) is the result of the
Finite Element Method (FEM) simulation for the optimally
segmented system performed using the commercial software
COMSOL Multiphysics. The magnetic field is obtained by
projecting on a triangular mesh the partial differential equa-
tion governing the magnetic vector potential and solving the
resulting system of equations using the direct solver PAR-
DISO, available with the software. The surface area of the
mesh elements averaged over the design region is for all the
examples ≈ 10−5 of the surface area of the design region. The
real flux density B1 is indicated in the figures by the black
flux lines, and its norm is indicated by the color, darker shades
corresponding to a higher norm. The direction of the optimal
remanence for each segment is indicated by a black arrow.
Our approach allows us to choose freely the number of seg-
ments NSegments to be used as a constraint in the optimization.
The value of the objective functional will increase monotoni-
cally with the number of segments, converging asymptotically
to the limit given by the case of a continuously varying
remanence field. However, because of the symmetry exhibited
by the geometry of each of the example optimization prob-
lems, if NSegments is a multiple of 4 the optimally segmented
magnetic system preserves the symmetry, and this results in
the additional advantage of many segments having the same
shape. We decided to use the value NSegments = 12 for all the
examples because 3 segments for each symmetric quadrant is
a good trade-off between the goodness of the final result and
the intent of minimizing the total number of segments which
decreases the manufacturing cost of the magnetic assembly.
In all of the examples, the permanent magnetic material has
a relative permeability µ = 1, and a remanence of 1.4 T. The
relative permeability of the soft magnetic material, such as
iron, is set equal to µ = 1000. The spatial dimensions of the
examples will not be reported since the solution is invariant
with respect to an isotropic rescaling.
Iron (stator)
Iron (rotor)
Virtual Magnet Design Area (stator)
H2
Br 2
(a)
(b)
Fig. 1. Designing a magnet for an electric motor with the purpose of creating
a sinusoidal radial field in the air gap between the stator and the rotor. Fig.
1(a): geometry of the virtual system. Fig. 1(b): FEM simulation of the optimal
segmentation.
As a final verification step, the field generated by the
optimized configuration of each example have been calculated
using more realistic models for the magnetic behavior of the
materials. In particular, the relative permeability of permanent
magnets is set to µ = 1.05, and the iron is modeled with
the non-linear B-H curve included in the material library of
COMSOL, which has a magnetic saturation of 2 T. Moreover,
the magnetic field inside the permanent magnet material has
been decomposed into the component that is parallel to the
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remanence and the component that is normal. When the
demagnetizing fields or transversal fields are too intense the
linear approximation of the B-H relation may not be an
accurate description of the magnetic behavior. The parallel and
normal components of the field inside the permanent magnet
material have been compared with typical values of, respec-
tively, the coercive force and the anisotropy field of typical
present-day rare-earth magnets. In all the examples these final
validation tests confirmed that the underlying approximations
were justified. In cases where this is not true, it will be
possible to predict the effect of the non-linear demagnetization
of permanent magnets by using numerical approaches such as
the one presented in [21].
A. Electric Motor
The geometry of the virtual system for a four-poles surface-
mounted permanent magnet electric motor is shown in Fig.
1(a). The iron core of the stator is surrounded by permanent
magnet material. A small air gap is present between the stator
and the external iron ring of the rotor (the rotor’s slots are
not represented). The virtual magnet area is located in the air
gap, where the following virtual remanence is defined, with
the purpose of minimizing the detrimental higher harmonics
[13]:
Br 2 = sin(2φ) eˆρ. (4)
It is possible to apply a constraint on the total volume of
permanent magnetic material. We arbitrarily set the volume of
magnetic material to 90 % of the total volume of the design
region. We use this volume constraint to determine the optimal
border between magnet and air by considering the norm of the
virtual field H2, as explained in section II-A. This results in
the four holes adjacent to the iron core in the center, which
are visible in Fig. 1(b). The desired properties of the solution
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Fig. 2. The radial component of the air gap flux density for the electric motor
example is plotted as a solid blue line. This curve has been decomposed into
the first mode, plotted as a red dashed line, and the sum of all the other
undesired harmonics, plotted as a solid black line.
can be checked by expanding in Fourier series the radial
component Bρ of the flux density B1 = µ0H1 in the air gap
between the stator and the rotor, close to external yoke. This
is plotted in Fig. 2 for one quadrant of the geometry, given by
the following interval of the angular coordinate: φ ∈ [0◦, 90◦].
The amplitude of the first harmonic is 0.9998 of the
amplitude of the total signal, corresponding to 1.032 T. This
implies that the total harmonic distortion, THD, is equal to
0.02. When the field is calculated taking into account the non-
linear behavior of iron, and by setting the permeability of the
magnets to µ = 1.05, the amplitude of the first harmonic
decreases to 1.020 T, but remains 0.9998 of the amplitude of
the total signal, and thus the THD does not change.
B. Quadrupole magnet for Beam Focusing
H2
Br 2
Virtual Magnet
Design Area
(a)
(b)
Fig. 3. Design of a quadrupole magnet with a square air gap and circular
external border. The design is relevant for beam focusing applications in
particle accelerator devices. Fig. 3(a): geometry of the virtual system. Fig.
3(b): FEM simulation of the optimal segmentation.
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Quadrupole magnets are used in the field of particle accel-
eration for the purpose of focusing beams of charged particles
[22]. The following virtual remanence, corresponding to a
quadrupole field, is defined over the square cavity shown in
Fig. 3(a):
Br 2 = y eˆx + x eˆy. (5)
The magnet area is limited by the external circle visible in the
figure. The radius of the circle is determined by the desired
field intensity. The results of the FEM simulation for the
optimally segmented system is shown in Fig. 3(b). In order to
evaluate the optimized magnetic system, we expand the field
H1 in two components: a perfectly quadrupolar field HQ(x),
proportional to the virtual remanence Br 2 defined in (5), and
the residual undesired component of the field, which we denote
by ∆(x):
H1(x) = HQ(x) +∆(x) (6)
The field HQ is the second-order term of the interior cylindri-
cal multipole expansion, and∆ is the sum of all the remaining
terms. The calculation of the normalized amplitudes of the two
components shows that the field H1 is quadrupolar within a
very good approximation:
cQ =
(∫
Ω
dS ‖HQ(x)‖2∫
Ω
dS ‖H1(x)‖2
)1/2
= 0.993 (7)
c∆ =
( ∫
Ω
dS ‖∆(x)‖2∫
Ω
dS ‖H1(x)‖2
)1/2
= 0.120 (8)
The integration domain Ω is the whole square cavity. Because
of the normalization we have: c2Q + c
2
∆ = 0.986 + 0.014 = 1.
When the magnetic behavior of permanent magnets and iron
is calculated using the more realistic models described at the
beginning of section III, the values of the coefficients change
only slightly, thus giving: cQ = 0.992 and c∆ = 0.122.
C. Magnetic Refrigeration
Fig. 4(a) shows the geometry of the virtual system for
a rotary device for active magnetic refrigeration at room
temperature. The following virtual remanence is defined, with
the purpose of creating a high field in the pink shaded regions
of the air gap and a low field in the angular sectors between
them, as desirable for this kind of devices [23]:
Br 2 = sign(x) eˆρ (9)
where x denotes the coordinate parameterizing the horizontal
direction. As shown in Fig. 4(a), the virtual remanence is only
defined in the high field regions of the air gap, which are
situated on the two sides of the iron core.
We apply a constraint on the total volume of magnet
material, which is equal to 5 times the volume of the high field
region. This ratio is comparable to other published designs of
magnetic refrigeration devices [24].
As explained in section II-A, we can convert an equipo-
tential line of the virtual scalar potential Φ2 into the external
border between permanent magnet and soft magnetic material.
The level curves corresponding to the volume constraint are
the kidney shaped lines shown on both the sides of the air
gap in Fig. 4(b). After determining the boundary between
magnet and iron, the outer border of the iron region can
be determined arbitrarily, as long as magnetic saturation is
avoided. We choose a circular external border which encloses
the design area. The result of the FEM simulation is shown in
H2
Br 2
Virtual Magnet
Design Area
Iron
(a)
(b)
Fig. 4. Design of a magnetic assembly for application in magnetic refrig-
eration. The purpose of the magnetic system is to create high and low field
regions in the air gap between the iron core and the external cylinder. Fig.
4(a): geometry of the virtual system. Fig. 4(b): FEM simulation of the optimal
segmentation.
Fig. 4(b). The flux density norm averaged over the high field
region is equal to 1.25 T and averaged over the low field region
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is 0.13 T, which is a satisfactory result with respect to other
published magnetic refrigeration devices [23]. The norm of the
flux density evaluated at the middle radial position of the air
gap is plotted in Fig. 5 as function of the angular coordinate
φ in the interval φ ∈ [−90◦, 90◦]. It would be possible to
further reduce the average norm in the low field region by
employing non-linear optimization techniques as the final step
of the optimization process. When the field is calculated with
the more realistic models for magnets and iron, the flux density
norm averaged over the high field region decreases slightly to
1.23 T, while the low field region average remains 0.13 T.
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Fig. 5. Norm of the air gap flux density for the magnetic refrigeration exam-
ple. The objective is to maximize the field in the interval φ ∈ [−45◦, 45◦]
IV. CONCLUSIONS
We have briefly introduced a new method for optimal
segmentation of magnetic systems, based on a linear objective
functional. Its usefulness has been illustrated for three different
applications of permanent magnet arrays.
Since the virtual field can be computed by means of FEM,
this technique is applicable to any geometry, even when the
analytical solution is not known.
The solution is globally optimal with respect to the consid-
ered geometry and objective functional. Moreover, the method
can be implemented into a fast algorithm, since only one FEM
computation is necessary.
It would be interesting to extend our approach by consid-
ering its generalization to the case of a non-linear objective
functional. This problem could be solved with an iterative
procedure involving the linear approximation to the objective
functional at each step.
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Abstract—Topology optimization of permanent magnet systems
consisting of permanent magnets, high permeability iron and air
is presented. An implementation of topology optimization for
magnetostatics is discussed and three examples are considered.
First, the Halbach cylinder is topology optimized with iron and
an increase of 15% in magnetic efficiency is shown, albeit with an
increase of 3.8 pp. in field inhomogeneity - a value compared to
the inhomogeneity in a 16 segmented Halbach cylinder. Following
this a topology optimized structure to concentrate a homogeneous
field is shown to increase the magnitude of the field by 111%
for the chosen dimensions. Finally, a permanent magnet with
alternating high and low field regions is considered. Here a Λcool
figure of merit of 0.472 is reached, which is an increase of 100%
compared to a previous optimized design.
I. INTRODUCTION AND TOPOLOGY OPTIMIZATION
Permanent magnets are used in a multitude of systems,
ranging from motors to MRI systems (1). In all of these appli-
cations it is important to design the permanent magnet system
in such a way that it has the highest possible performance for
the given application.
A permanent magnet system can be designed based on
parameter variation simulations, or through use of the reci-
procity theorem which for a desired linear functional gives
the optimal remanence distribution (2; 3). However, these
approaches cannot be used to determine the optimal shape of
the individual material pieces in a permanent magnet system.
Although the reciprocity theorem can be used to determine the
optimal border between permanent magnet and iron (4; 5), it
cannot be used to determine the optimal shape of e.g. iron
pieces alone.
To determine the optimal structure of a permanent magnet
system, a topology optimization approach can be utilized.
Topology optimization has been used for a multitude of appli-
cations including structural mechanics, beams and trusses as
well as bio-mechanical and microelectro mechanical systems
(6). For permanent magnet systems, topology optimization
has previously been used to determine the optimal direction
of the magnetization of a permanent magnet (7; 8) and for
designing C-core actuators (9; 8). Topology optimization of
rotor poles in electrical motors (7; 10), in order to minimizing
stator slot effects (11) and the clogging torque (12), has also
been investigated using topology optimized systems. Finally,
topology optimized pole pieces for MRI systems, which have
high requirements on field uniformity, has been studied in both
2D (13) and 3D (14).
Numerically, either a finite element approach or a phase field
approach using genetic algorithm are typically presented. In
the latter the area to be topology optimized is discretized into
pixels, each filled with a specific material (10; 15). This allows
for magnets with e.g. a specific direction of magnetization to
be specified. The pixelated geometry is then refined to increase
the resolution in the model.
The previous topology studies of permanent magnet systems
has been limited to very specific problems, typically in motor
design. Topology optimization of general permanent magnet
systems with varying geometrical parameters have not been
considered, nor have systems where the optimal shape of
bordering iron and permanent magnet pieces are considered,
expect for a single very specific case (9). Here, we will
consider general topology optimization of permanent magnetic
structure containing both permanent magnets, iron and air
regions. We will consider three general permanent magnet
applications and present topology optimized structures as func-
tion of various geometrical parameters for each of these. These
optimized structures show a significantly improved perfor-
mance compared to existing systems. First, the implementation
of the topology optimization method is presented, followed by
a study of a topology optimized Halbach cylinder, a topology
optimized magnetic field concentrator and finally a topology
optimized permanent magnet system with alternating high and
low field regions.
II. METHOD AND IMPLEMENTATION
In this work, the finite element framework Comsol Mul-
tiphysics is used as the numerical implementation to per-
form the topology optimization simulations. The solver used
is the Globally Convergent Method of Moving Asymptotes
(GCMMA) solver, which is essentially a linear method with a
three-level algorithm (16; 17). This solver is ideal for problems
with a large number of control variables, making it suited for
topology optimization. The mesh sensitivity of the topology
optimized problem will be discussed in detail subsequently.
For each topology optimization problem considered here,
a global objective is defined, termed Θ, that must be maxi-
mized through topology optimization. This objective must be
a function of the topology of the system. The global objective
of a permanent magnet system will vary depending on the
application of the system. The most general optimization cri-
teria is to obtain a permanent magnet system with the highest
magnetic efficiency possible (15). The magnetic efficiency, or
the magnetic figure of merit, is defined as (18)
M =
∫
Vfield
||B||2dV∫
Vmag
||Brem||2dV , (1)
where Vfield is the volume of the region where the magnetic
field is created and Vmag is the volume of the permanent
2magnets. The figure of merit is the ratio of the energy stored
in the field region to the maximum amount of magnetic energy
available in the magnetic material, and has a maximum value
of M = 0.25 (18). The norm of the remanence is free to vary
in the calculation of M , but in most practical applications a
system with a fixed remanence within the permanent magnet
is desired.
In a number of applications the magnetic figure of merit
is not the logical choice of optimization variable, as either
a varying remanence is not desirable or the price of the
permanent magnet material is of less importance. In these
applications the goal would typically be to generate as large
a field as possible. Other applications such as MRI require
a very uniform field, and thus here the optimization variable
would be the relative standard deviation of the field.
We consider topology optimization of permanent magnet
systems consisting of up to three materials: permanent mag-
nets, high permeability iron and air. The permanent magnet
material is assumed to have a linear B − H relation with a
permeability of µ = 1.05 and a fixed remanence. The high
permeability iron has a non-linear B −H curve as provided
in the Comsol material library. The saturation magnetization
is around 2 T. Previous studies on non-linear materials have
shown that it is important to account for the full B−H curve
of the materials (9).
In the problems considered in the following, a design region
must be split into regions of two different distinct magnetic
materials. In order to obtain a sharp geometrical transition
between the different material types, a penalty function of
a single control variable, p, is introduced that can switch
between two material types. The control variable has a range
between 0 and 1.
As an example, consider a design region that can either
consist of permanent magnet material or high permeability
iron. In this case, the relative permeability of the design region
that is to be topology optimized between permanent magnet
and high permeability iron is given as
µr = (1.05− µr,iron) e−100p + µr,iron (2)
where µr,iron is the relative permeability of iron and the rela-
tive permeability of the permanent magnet is µr,magnet = 1.05.
Note that µr,iron is a function of the norm of the magnetic field,
H . Here if p = 0 the exponential factor is 1 and the material
has the relative permeability of a permanent magnet. If p = 1,
the exponential factor diminishes the first term, and the relative
permeability is equal to µr,iron. A somewhat similar approach
was used in Refs. (11; 13). Likewise, the remanence of the
topology optimized region is given as
Brem = e
−100pBrem, desired (3)
where Brem,desired is the desired remanence of the permanent
magnet, i.e. in the case of p = 0 the permanent magnet has
the desired remanence while for p = 1 the remanence is
essentially zero. Similarly a region can be topology optimized
between high permeability iron and air by changing the factor
of 1.05 in Eq. (2) to 1.00, equal to the relative vacuum
permeability, and setting Brem,desired = 0 in Eq. (3).
Numerical simulations have shown that the resulting topol-
ogy optimized geometry depends on the initial value of p.
This is a result of the build-in variation of the parameter in
Comsol multiphysics during the optimization step. A series of
simulations was conducted that determined that the optimal
initial value was p = 0.003, as this produced a topology
optimized geometry with the highest performance.
We consider three different applications of topology opti-
mization in the following. First, the creating of a uniform field
in a cylinder bore using a Halbach cylinder is considered.
Following this, the concentration of a uniform magnetic field
is considered and finally generating a magnetic field with
adjacent high and low field regions is considered.
III. HALBACH CYLINDER
The Halbach cylinder is a cylindrical magnet system that
generates a homogeneous magnetic field in the cylinder bore.
This system has been used for nuclear magnetic resonance
(NMR) equipment (19; 20), magnetic refrigeration devices
(21; 22) and medical applications (23). In a continuous Hal-
bach cylinder the components of the remanence are given in
cylindrical coordinates as (24)
Brem,r = Brem cos(pϕ)rˆ
Brem,ϕ = Brem sin(pϕ)ϕˆ (4)
We consider a p = 1 cylinder that generates a homogeneous
magnetic field in the cylinder bore. This Halbach cylinder has
a maximum magnetic efficiency parameter of M ≈ 0.162, far
from the theoretic maximum value of 0.25 (25; 26). Being
able to increase this value would be of great interest for all
the above mentioned applications.
In general there are three ways to increase the magnetic
efficiency of a given magnet design. These are using magnets
with a varying norm of the remanence, altering the direction
of the remanence or replacing parts of the magnetic design
with a high permeability soft magnetic material. For the
Halbach cylinder design, we consider a design with a constant
fixed remanence. Therefore, to improve the Halbach cylinder
design, it must be investigated if parts of the cylinder can
be replaced with a high permeability soft magnetic material,
without severely decreasing the produced field. The goal of
a topology optimized Halbach cylinder is to improve the
magnetic efficiency of the design such that a higher magnetic
field could be generated using a lesser amount of magnet.
The whole cylindrical Halbach magnet is considered as the
topology optimization area, as shown in Fig. 1. The material
in a point on the cylinder is either permanent magnet with
a remanence given by Eq. (4) or iron with soft magnetic
properties as stated previously. The objective function that is
maximized is
Θ =
⟨B⟩
Amag
(5)
where ⟨B⟩ is the average magnetic flux density in the cylinder
bore and Amag is the area of the permanent magnet, i.e. the
area of the cylinder that is not iron.
For the Halbach cylinder, the norm of the remanence is
constant as is the area of the high field region, i.e. the
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4cylinder bore. This means that the figure of merit, M , reduces
to a proportionality between the integral of the magnetic
flux density squared and the volume of the magnet squared.
However, in practical applications it is usually required that
the Halbach cylinder generate as strong a field as possible,
using the least amount of magnetic material. This corresponds
to the Θ defined in Eq. 5. If the generated field is completely
homogeneous, maximizing Θ also maximizes M .
The geometry resulting from the topology optimization
process depend on the ratio between the outer and the inner
radius of the Halbach cylinder, Ro and Ri respectively. The
computed topology optimized geometries are shown in Fig.
2. As can be seen from the figure, the fractional area of iron
increases as function of the ratio of the outer and inner radius.
The topology optimization produces iron regions with features
with very sharp ends. These are similar to structures seen by
Ref. (11), although in that case it was for borders between
iron and air, and not iron and permanent magnet as is the case
here.
The figure of merit, M , for the topology optimized designs
is shown in Fig. 3a as function of ⟨B⟩/Brem. For the Halbach
cylinder, the figure of merit can explicitly be calculated
(18; 26). This expression is also shown in the figure. As can be
seen from the figure, the topology optimized design is superior
to the Halbach cylinder for all values of the field generated.
The generated field increases monotonically with an increase
in Ro/Ri. However, the stronger field generated comes at the
expense of the homogeneity of the field in the bore. The rela-
tive standard deviation of the field in the bore as a function of
the average norm of the field is shown in Fig. 3b. The relative
standard deviation is given as σ⟨B⟩ =
√
⟨(B−⟨B⟩)2⟩
⟨B⟩ . The field
is quite homogeneous with a relative standard deviation below
8% for all fields considered. The large change of the standard
deviation at the data point at ⟨B⟩/Brem = 0.25 is due to a
change in the topology of the system from one to two iron
regions, as can also be seen in Fig. 2 from Ro/Ri = 1.3 to
1.5. Note that for a Halbach cylinder, the field is completely
homogeneous and the standard deviation is zero. The standard
deviation of a segmented 8 or 16 piece Halbach cylinder is also
shown, and the topology optimized structure is seen to have
a relative standard deviation very similar to the 16 segmented
Halbach.
As an example, at the optimal Halbach efficiency of
⟨B⟩/Brem = 0.796, the figure of merit is M = 0.186
for the topology optimized design, an improvement of 15%
compared to the Halbach cylinder. This improvement comes
at the expense of a small increase in relative standard deviation
of the field in the bore to σ⟨B⟩ = 3.8%. This system has
Ro/Ri = 2.3 and is illustrated in Fig. 1b.
IV. CONCENTRATING A HOMOGENEOUS FIELD
We now consider a homogeneous magnetic field across a
region of space and wish to see if a structure that concentrates
the magnetic field in a given area can be designed using
topology optimization. This could be a device similar to the
meta-material flux enhancer presented in Ref. (27), except
using purely ferromagnetic material. In this system the choice
between materials is iron and air, contrary to the choice
between permanent magnet and iron in the Halbach cylinder
case considered previously.
We consider a geometry as shown in Fig. 4a. The area to
be topology optimized is shaped as a square, surrounding a
circular high field region. The diameter of the circular high
field region is half the side length of the surround square. The
area to be topology optimized can in a given point have a
permeability in the range of µr = 1 to 4000, i.e. from free
space to that of unsaturated iron. Following the computation,
the computed geometry is verified with the actual nonlinear
B − H of iron. The topology optimization criteria, Θ, is a
maximization of the average field throughout the bore, i.e.
without regard for field uniformity,
Θ = ⟨B⟩ (6)
We can estimate the amount that the magnetic field can
at most be concentrated by following the approach of Ref.
(27). Although this approach has only been shown to be
valid for circular geometries, it will never the less provide an
estimate for the geometry considered here. In this framework
the increase in field is proportional to the difference in cross-
sectional length of the geometry perpendicular to the magnetic
field. Here this is the side length of the square topology area
divided by the diameter of high field region, i.e. a factor of
two.
The computed topology optimized structure is shown in 4b
using the actual nonlinear B − H curve. In this structure
the field is enhanced from a surrounding homogeneous 1
T magnetic field to an average field of ⟨B⟩ = 1.46 T in
the high field area, an increase of 46%. The field generated
is not uniform, but this was also not a requirement of the
optimization algorithm. The increase in field of 46% is less
than the maximum possible 100% increase. However, as only
material with µr ≥ 1 is used, it is not possible to completely
shield the system from flux leakage.
This structure was also optimized in 3D, where the high
field region was a sphere and the topology optimization region
surround the sphere was shaped as a cube. The resulting
structure in this case was a structure similar to that in Fig.
4b, except rotated around the sphere, as shown in Fig. 5. Here
the averaged field was increased to ⟨B⟩ = 2.11 T, an increase
of 111% compared to the surrounding field.
Here the same approach as above leads to a maximum
concentrating factor of 8/pi = 2.54, i.e. the side length of
the iron region divided by the circumference of the high field
region. Again, a smaller increase than the theoretical limit is
seen, due to the same reasons as argued above.
A. Pole pieces
We now extend the above analysis to a system that includes
permanent magnets as the flux sources. We consider a ge-
ometry as shown in Fig. 6, i.e. a system with pole pieces to
focus and enhance a magnetic field. The geometry consists
of two square permanent magnets, two regions that are to
be topology optimized between air and iron and a smaller
square area where the magnetic field is to maximized. The
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Fig. 3. a) The figure of merit, M , and b) the relative standard deviation of the field generated in the cylinder bore, both as function of the average field
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Fig. 4. a) The geometry of the system considered. The hatched grey area indicate the area to be topology optimized. b) The topology optimized structure
determined.
side length of the high field region is half of the side length
of the permanent magnets. The flux lines are imagined closed
between the two permanent magnets through an iron circuit.
Numerically, this is accomplished through periodic boundary
conditions.
We consider a permanent magnet with a remanence of 1 T.
We wish to determine the topological shape of iron that can
concentrate the magnetic field into the high field area. Contrary
to the case above, both a strong and homogeneous field is
desired. Therefore, the optimization function to be maximized
is given as
Θ =
⟨B⟩δ√⟨(B − ⟨B⟩)2⟩ (7)
In this expression the nominator is the average norm of
the field, while the denominator is the standard deviation
of the field. The factor δ is used to prioritize a strong but
inhomogeneous field by increasing the absolute value of the
nominator.
In order to evaluate the effectiveness of the topology opti-
mization algorithm, we compare the generated topologies with
6Fig. 5. The geometry of the 3D topology optimized structure. The iron regions
as well as the high field region is indicated.
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Fig. 6. The pole piece geometry simulated. The hatched grey area indicate
the area to be topology optimized. The two permanent magnets are considered
in contact through an iron yoke.
a standard trapezoidal-shaped pole piece, i.e. a geometry where
the area to be topology optimized is replaced by a trapezoid
of iron with varying side angle. Interestingly, the magnetic
field produced in the air gap by the trapezoid geometry also
be computed using a simple magnetic circuit approach for this
geometry, including flux leakage in the model (28). There is a
difference of less than 10% between finite element calculations
and the magnetic circuit model for the geometry.
The relative standard deviation of the field in the high field
area as function of ⟨B⟩ is shown in Fig. 7a for both the
topology optimized geometries as well as for the trapezoidal
geometries. The parameter δ is varied to control the strength
of the generated field. As can be seen from the figure, the
topology optimization algorithm is not able to determine a
geometry that is better than the simple trapezoidal shape for
the considered geometry. The dependence of the topology
optimization on the δ parameter can be seen in Fig. 7b. Here it
is clearly seen that as δ is increased, a higher field in the high
field region is prioritized, at the expense of the homogeneity
of the field.
V. MAGNETIC REFRIGERATION
We now consider permanent magnet structures, for which
the low field regions are also of importance. This is relevant for
magnetic refrigeration, where the permanent magnet system
must provide adjacent regions of high and low field, between
which a magnetocaloric material can be moved. Realizing
this in practice without substantial flux leakage is difficult,
although a number of magnet designs have realized a large
difference between high and low field regions (22).
To more easily compare a topology optimized geometry
with previous results, we consider a permanent magnet system
geometry previously optimized using an alternative approach
(29; 30). This geometry consists of two concentric Halbach
cylinders, that generate four high field and four low field
regions in the space between the cylinders. The radii of the
system are identical to those given in Ref. (29), namely an
inner and outer radius of the inner magnet of 10 mm and 70
mm respectively, and corresponding radii of the outer magnet
of 100 mm and 135 mm, respectively. The remanence of the
outer magnet is given by Eq. 4 with p = 2, while the inner
magnet has p = −2. The geometry is illustrated in Fig. 8a. The
topology optimization routine will here distinguish between
permanent magnet material and iron.
The optimization criteria must be designed to favor either
a large difference in magnetic field between the high and low
field regions or a small amount of permanent magnet used to
create this field difference. The expression to be maximized is
Θ = δ⟨B
2/3
high⟩−⟨B
2/3
low ⟩Afield
Amag
(8)
Here ⟨B2/3high⟩ is the average of the magnetic field to the
power of 2/3 in the high field region, and similarly for the
low field region, and Afield and Amag are the areas of the
high field volume and the area of permanent magnet material,
respectively. Note that as the geometry is fixed the area of the
high field region is Afield = pi/2
(
(100 mm)2 − (70 mm)2).
The power of 2/3 is used because the magnetocaloric effect
approximately scales with this power around Curie tempera-
ture for most relevant magnetocaloric materials (31; 32). The
parameter δ can be increased to increase the difference in field
strength produced by the magnet, albeit with a higher amount
of permanent magnet material.
The geometry is topology optimized for δ = 1 − 50. An
example of one of the topology optimized structures is shown
in Fig. 8b. The efficiency of the resulting designs can be
determined by calculating the Λcool parameter (33), which is
proportional to Eq. (8) except without δ in the first factor. The
Λcool and the M figure of merit value for the topology opti-
mized designs are shown in Fig. 9 as function of the difference
in field to the power of 2/3. Two different remanence values
of 1.2 T and 1.4 T were used, as Λcool does not account
for the influence of this parameter. The topology optimized
structures are compared with the structure optimized using
conventional optimization (29) and with Brem = 1.4 T. As can
be seen from the figure, the topology optimized structures are
significantly better than the conventionally optimized structure.
With regards to the magnetic efficiency, M , the structures
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optimized geometries as well as for a trapezoidal shape pole piece is shown. The inset shows the geometry for δ = 40, which is the data point marked with
a circle. b) The average norm of the magnetic field as function of the δ parameter. The line is a guide to the eye.
with different but constant remanence perform identically, as
expected.
It should be noted that the low difference in flux density
is a result of the dimensions of the geometry. Had larger
magnets been utilized, the difference in flux density would
have increased substantially.
VI. DISCUSSION
The objective function as well as the resulting improvement
for each of the above cases is shown in Table I. As can clearly
be seen, topology optimization can be used to design perma-
nent magnet systems with significantly increased performance,
compared to existing designs.
In the above implementation of topology optimization for
permanent magnets, we have considered permanent magnets
with a specified distribution of remanence. It is possible also to
consider topology optimized problems where the remanence
can freely vary in orientation throughout the design region
by introducing a control variable describing e.g. the angle
of the remanence with respect the chosen coordinate system.
However, this is computationally very intensive and therefore
such problems have not been considered above.
For the calculations above self-demagnetization has not
been considered, but as long as the assemblies remain small
(26) or magnets with high coercivity are used (34), this
is not necessary. Furthermore, the manufacturability or the
designs has not been considered. Numerical methods exist
to optimally segment permanent magnet structures (4), which
can be applied to segment and reduce the complexity of the
topology produced systems for different applications (5).
The mesh sensitivity of the topology optimized problems
considered were investigated using the Halbach cylinder ge-
ometry defined above. The average field in the cylinder bore as
function of the number of mesh elements is shown in Fig. 10.
As can be seen from the figure, the solution clearly converge
to a fixed value. The choice for number of mesh elements used
for all simulations throughout this article corresponds to the
highest number of mesh elements shown in Fig. 10.
VII. CONCLUSION
In conclusion, we have presented topology optimization of
permanent magnet structures consisting of permanent magnets,
high permeability iron and air. Three examples were con-
sidered. First, the Halbach cylinder was topology optimized
by inserting iron, and an increase of 15% in magnetic effi-
ciency was obtained with only an increase of 3.8 pp. in field
inhomogeneity - a value similar to the inhomogeneity in a
16 segmented Halbach cylinder. Following this a topology
optimized structure to concentrate a homogeneous field was
computed, and was shown to increase the magnitude of the
field by 111%. Finally, a permanent magnet with alternating
high and low field regions was considered. Here a Λcool figure
of merit of 0.472 was obtained, which is an increase of 100%
compared to a previous optimized design.
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ABSTRACT — Conventional active-regenerator magnetocaloric devices include moving parts, with the purpose of generating an 
oscillating magnetic field in the magneto-caloric material, placed inside the regenerator. In this work a different design is 
analyzed, for application in a magnetocaloric heat pump. In this design all the parts of the machine are static and the oscillating 
field is generated by varying the currents of electromagnets included in the hybrid magnetic assembly. The use of different 
permanent magnet materials is compared with the perspective of maximizing the coefficient of performance of the device. 
1. INTRODUCTION 
The magnetic assemblies designed for magnetocaloric refrigeration are necessarily realized without using electromagnets, since the 
heat produced by the Joule effect would decrease the overall performance of the device. In order to work, any magnetocaloric 
device must produce a time oscillating magnetic field inside the magnetocaloric material. When the magnetic assembly is realized 
without the use of electromagnets, there are two main options[1] to produce the field oscillation inside the material: rearrange 
different parts of the magnetic assembly to modify the field, or displace the material itself in different positions characterized by 
different values of magnetic field. Both the options have some disadvantages: additional design challenges are introduced, the 
lifespan of some components of the machine is reduced because of friction and vibrations associated with the motion. A 
magnetocaloric heat pump does not share this limitation with the refrigerators and the use of a hybrid magnetic assembly, which 
includes also electromagnets, is feasible. The Joule dissipation in the coils of the electromagnets will generate an additional heating 
output. Moreover a new option is available to produce the oscillating field inside the magnetocaloric material: the coil-current of the 
electromagnets can be varied to alter the magnetic field while all the parts of the device are stationary. This design solution is not 
affected by the disadvantages of moving machines, and would also result in a minor noise production. One prototypical geometry 
for a static machine with hybrid magnetic assembly will be analysed, with the perspective of maximizing the net performance of the 
magnetocaloric heat pump.  
2. METHODS 
We will consider one prototypical geometry for static machines with hybrid magnetic assembly and describe the methods we 
employed to model this system. The geometry is schematically illustrated in Fig. 1 and consists in a high-permeability material 
(iron) core composed by two loops (left and right loop).  
A permanent magnet magnetized in the vertical direction is placed in the central branch of the circuit. Two air gaps, which will host 
the magnetocaloric regenerators, are located in the middle of the left and right branches. Finally, two electric coils are wrapped 
around the left and right branches of the circuit (in the figure the coils are 
placed right around the air gaps, but any position would be equivalent as 
long as each coil is interlocked with the respective iron-core loop).  
The geometry is modelled as a magnetic circuit composed by its different 
elements connected through common nodes. Each element is characterized 
by uniform magnetic field, H, and flux density, B, and by a couple of 
geometric parameters: length and cross-section area. In analogy with an 
electric-circuit, the system is governed by a conservation equation for each 
node and one for each loop. Gauss’s law for magnetism implies the 
conservation of the magnetic flux at each node. Ampere’s law implies that 
the line integral of H over each loop is equal to the electrical current 
flowing through the loop. The final ingredient to complete the model is a 
constitutive B-H relation for each material. This means that there is no flux 
leakage from the air gaps. In this analysis the following materials will be 
considered: air, iron, neodymium-iron-boron (NdFeB) magnet and 
aluminium-nickel-cobalt (AlNiCo) magnet. The demagnetization branch of 
the B-H curve of each of the relevant materials (except air) is plotted in the 
left panel of Fig. 2. We developed a model in Matlab that interpolates the 
constitutive relations from a set of (B,H) points passed as input, and then 
numerically solves the resulting magnetic-circuit equations. The program 
 
Fig. 1. Schematic illustration of the double-loop 
geometry. The right air gap is in the high-field state. 
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returns as outputs the values of the flux density inside each air gap. The results given by this simplified model are less realistic than 
what could be obtained with a finite element analysis of the geometry, but the computational cost is much lower, making it a 
suitable tool for a preliminary analysis. 
The operation of the device (i.e. the time dependence of the coil-currents) is determined by the characteristics of the thermo-
dynamical cycle of the magnetocaloric material. The focus of this work will be on cycles for which the materials spend half of the 
cycle time in high-field state and the other half in a low-field state. In this device the coils augment the field in one of the air gaps 
while simultaneously reducing it in the other for one half of the cycle. During the other half of the cycle the high-field and low-field 
air gaps are switched. The current is parameterized by the high-field state current value, IH, and the low-field state value, IL. In 
every moment of the cycle both these currents are occurring simultaneously on the two coils. Instead of using these parameters, 
however,  the following expressions are used: IH =I cos φ,  IL =I sin φ . In this way the net power, α, spent by the machine by Joule 
dissipation, is not dependent on the ‘current-angle’ φ, but only on the square I2 of the ‘current-amplitude’, that is equal to the sum of 
the squares of the two components. The performance of the device is expressed by the Coefficient Of Performance, COP, which is 
defined[2] as the ratio between the output heating power and the input power: COP =(QC +P0+α)/(P0+α), where P0 is the net 
‘base’ power (i.e. the power spent by the machine in other parts than the electric coils, for example the pump of the heat-exchange 
fluid), and QC  is the cooling power generated by the magnetocaloric effect. It is assumed[3] that the cooling power is given by QC 
= γ ΛB = γ ( BH 2/3 - BL 2/3 ), where γ is the cooling factor and BH and BL are respectively the high and low values of the norm of the 
flux density. 
3. RESULTS 
The analysis based on this model can be 
used to optimize different geometrical and 
operational parameters of the heat-pump 
device. The starting point is to determine 
the optimal value of φ for each value of I 
and each permanent magnet material. 
This result is shown in the right panel of 
Fig. 2. The value of ΛB (vertical axis) is 
plotted as a function of  I (horizontal axis) 
for the different materials corresponding 
to the B-H curves plotted in the left panel. 
The plotted ΛB(I) curves correspond to the 
optimal choice of φ for a given value of I. 
The vertical dashed lines correspond to the minimum value of I necessary to completely cancel the field BL for each material. The 
plot indicates that for very low values of I the best performance would be obtained by replacing the permanent magnet material 
with iron. For higher current values, (approximately between the red dashed line and the blue dashed line), AlNiCo would be the 
better-performing material. For even higher current values the best choice would be NdFeB, but the value of ΛB remains of the 
same order of magnitude of the other materials. These results are consequences of the 2/3 exponents weighting the fields, B, in the 
expression of ΛB. Because of these exponents, it is more convenient to reduce BL than it is to increase BH. For values of I large 
enough to cancel BL, the optimal φ is determined by the condition that the flux density in the low field region is not reversed (thus 
increasing its norm). For this reason AlNiCo, or even iron, could perform better than NdFeB for some values of I.   
4. CONCLUSIONS 
This analysis has been used to determine, for arbitrary values of base power P0 and cooling factor γ, the optimal values of φ and I, 
and the better-performing material. The optimality parameter is the coefficient of performance COP of the final heat-pump device, 
which, once the values of P0 and γ are known, can be predicted by this model. Within this framework it is possible to compare the 
performance of this geometry or similar static devices, with the performance of more conventional designs with moving parts. 
This work was financed by the ENOVHEAT project which is funded by the Danish Council for Strategic Research (contract no 12-
132673) within the Programme Commission on Sustainable Energy and Environment. 
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Fig. 2. Left panel: Demagnetization branch of the B-H curves of the relevant 
materials.  Right panel: value of ΛB as a function of I, for the optimal choice of φ. 
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Abstract—We present an optimization approach that can be 
employed for the design of hybrid magnetic systems consisting of 
permanent magnets combined with electromagnets. We consider 
a geometry composed of different independent coils and 
uniformly magnetized segments. We address the problem of 
maximizing a non-linear objective functional with respect to the 
direction of the remanence of each segment and with respect to 
the current density flowing inside each coil. Our approach 
exploits the linearity of the field with respect to the sources to 
quickly evaluate the objective functional for any given 
configuration, and apply different optimization techniques, 
which would have otherwise been prohibitive. 
Index Terms—Electromagnet, optimization methods, 
permanent magnet, system design.  
 
I.  INTRODUCTION 
Permanent magnets and electromagnets have different 
strengths and limits, which usually make one of the two 
options more suitable than the other for a particular 
application[1]. 
Permanent magnets allow the creation of a field at no 
energy cost, making them particularly advantageous for 
energy conversion applications, when efficiency is especially 
important. However, the only way to create a time-dependent 
field employing permanent magnets is to move the parts of the 
magnetic system with respect to each other, which is often 
done with an electric motor. Electromagnets on the other hand 
are very versatile as they allow modification of the field they 
produce by simply changing the current density flowing in the 
different coils of the system. 
For some applications, the best option could be to combine 
permanent magnets with resistive magnets into a hybrid 
magnetic system, which exploits the benefits of the two flux 
sources. 
II. METHODS 
We present an optimization approach which we developed 
to optimize hybrid magnetic systems with respect to a given 
objective functional S. Many optimization algorithms require a 
large number of evaluations of the objective functional and 
each evaluation requires the solution of the magnetic field 
equations for the considered geometry. This is often done by 
employing computationally expensive Finite Element Methods 
(FEM) and therefore many optimization algorithms are 
unfeasible. Our method is based on the linearity of the 
generated magnetic field H with respect to the remanent flux 
density B
rem
 and current density J producing it. We consider a 
system whose geometry is pre-determined: the permanent 
magnet is divided into N uniformly magnetized segments, and 
the resistive magnet is divided into M coils, each with uniform 
current density. It is possible to compute the field Hj generated 
by each permanent magnet segment in any point of space in 
terms of a linear combination of the components of its 
remanence vector. Similarly, the field Hk generated by each 
coil is proportional to the current density in the coil. The total 
field H is then given by the superposition of the individual 
fields generated by each segment and by each coil, which we 
compute in advance for each orthogonal component of B
rem
j 
and Jk: 
𝑯(𝒙) = ∑ 𝑯𝑗( 𝒙 ;  𝑩𝑗
𝑟𝑒𝑚  )𝑁𝑗 + ∑ 𝑯𝑘( 𝒙 ;  𝑱𝑘  )
𝑀
𝑘                (1) 
The optimization problem is to maximize the value of a 
functional S[H] with respect to the direction of the remanence 
for each segment, and with respect to the current density for 
each coil. We also apply a constraint on the total power 
dissipated by the coils (assumed non-superconducting) 
because of the Joule effect.   
 
Fig. 1. Magnetic system optimized for maximum attractive force in the area 
enclosed by the dashed line.  
 
For each optimization problem we initially consider a 
suitable linear functional L, which approximates the actual 
non-linear objective functional S. Any functional L that is 
linear with respect to the field H can be expressed in terms of 
an objective vector field u defined over a certain region Ω: 
𝐿[𝑯] = ∫ 𝑑𝑉
Ω
  𝑯(𝒙) ∙ 𝒖(𝒙)                                             (2) 
Because of the linearity, the contribution to the value of L 
from each magnet and each coil is independent. This implies 
that the globally optimal solution with respect to L can be 
easily computed. We use this solution as the initial guess to 
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solve the non-linear problem employing different optimization 
algorithms, such as gradient descent, simulated annealing and 
the Nelder–Mead method. These methods require a large 
number of function evaluations which we are able to perform 
rapidly thanks to the fact that we compute in advance the 
individual field generated by each source. 
III. RESULTS 
We illustrate the usefulness of our method by presenting 
two-dimensional optimized designs from three different 
applications of magnetic systems. We express the objective 
functional for each optimization problem by defining the 
objective vector field u.  
For each example we show a figure with the result of the 
FEM simulation of the optimized system. The flux density B 
is indicated by the black flux lines, and its norm is indicated 
by the grayscale, darker shades corresponding to a higher 
norm. The optimal direction of the remanence for each magnet 
segment is indicated by a black arrow, and the current density 
for each coil is indicated by the colored overlay. Blue 
indicates current density flowing into the plane and red 
indicates current density flowing out of the plane. Darker 
shades indicate a higher current density norm. 
A. Force Optimization 
We consider a system designed to maximize the attractive 
force on magnetizable bodies. For this purpose we maximize 
the negative y component of the gradient of the norm of the 
field [2]: 
𝑆[𝑯] = − ∫ 𝑑𝑉
Ω
 ?̂?𝑦 ∙ 𝛁‖𝑯(𝒙)‖
𝟐                                     (3) 
where Ω is the area enclosed by the dashed line shown in 
Fig. (1). The initial linear functional is defined as: 
𝐿[𝑯] = + ∫ 𝑑𝑉
Ω
 𝑯(𝒙) ∙ ?̂?𝑦                                              (4) 
Our optimization process leads to the optimized result 
shown in Fig. 1. 
B. Quadrupole Magnet 
Quadrupole magnets are employed in particle accelerators 
with the purpose of focusing beams of charged particles[3]. 
 
 
Fig. 2. Quadrupole hybrid magnet designed to focus a charged particle beam. 
We start the optimization procedure with the linear objective 
L defined in the circular air gap Ω shown in Fig. 2: 
𝐿[𝑯] = ∫ 𝑑𝑉
Ω
 𝑦 𝐻𝑥 + 𝑥 𝐻𝑦                                              (5) 
After the linear optimization step we consider the following 
non-linear objective functional: 
𝑆[𝑯] = ∫ 𝑑𝑉
Ω
 ‖∆(𝒙)‖                                                      (6) 
where Δ is the the vector difference between the field H and 
its quadrupolar component. 
C. Magnetic Refrigeration 
Magnetic systems for active magnetic refrigeration at room 
temperature are designed to produce a field with high and low 
field regions adjacent to each other[4]. We consider the rotary 
magnetic system whose geometry is shown in Fig. 2.  
 
 
Fig. 3. Magnetic system for a rotary device for magnetic refrigeration. 
 
The high and low field regions are both located in the air 
gap between the external cylinder and the iron core in the 
center. The high field regions ΩH are on the sides of the iron 
core, and the low field regions ΩC are above and below the 
iron core. They are separated by the dashed lines shown in the 
Fig. 3. We consider an objective vector field oriented towards 
the positive x direction and defined over the high field region: 
𝐿[𝑯] = ∫ 𝑑𝑉
Ω𝐻
 𝑯(𝒙) ∙ ?̂?𝑥                                                  (7) 
Since the magnetocaloric effect scales as the norm of the 
field elevated to the power of 2/3, we consider the following 
non-linear objective functional[4]: 
𝑆[𝑯] = ∫ 𝑑𝑉
Ω𝐻
 ‖𝑯(𝒙)‖𝟐/𝟑 − ∫ 𝑑𝑉
Ω𝐶
 ‖𝑯(𝒙)‖𝟐/𝟑            (8) 
IV. CONCLUSION 
We observed that starting the optimization process by 
solving a suitable linear problem is a valuable aid in solving 
the considered non-linear problems.  
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ABSTRACT 
 
In a magnetic refrigeration device the magnet is the single most expensive component, and therefore it is 
crucially important to ensure that an effective magnetic field as possible is generated using the least amount of 
permanent magnets. Here we present a method for calculating the optimal remanence distribution for any 
desired magnetic field. The method is based on the reciprocity theorem, which through the use of virtual 
magnets can be used to calculate the optimal remanence distribution. Furthermore, we present a method for 
segmenting a given magnet design that always results in the optimal segmentation, for any number of segments 
specified. These two methods are used to determine the optimal magnet design of a 12-piece, two-pole 
concentric cylindrical magnet for use in a continuously rotating magnetic refrigeration device. 
 
Keywords: Permanent magnet, Design, Remanence, Optimization, Segmentation, Virtual 
 
1. INTRODUCTION 
 
Generating a strong magnetic field is of great importance in magnetic refrigeration. Most magnetic 
refrigeration devices use permanent magnets to accomplish this task, as these do not require any energy input 
to generate a magnetic field. However, permanent magnets are expensive and thus it is important to utilize 
them most efficiently. This means that the permanent magnet structure must generate the high magnetic field 
using the least amount of magnet material possible; indeed the magnet is the most expensive component in a 
magnetic refrigeration device [1,2]. 
Previously, design of permanent magnet systems for magnetic refrigeration have relied on adapting existing 
well-known geometries, such as the Halbach cylinder or the “C”-shaped magnet, to a given regenerator 
geometry [3,4]. An optimization method exists that can be used to optimize a given magnet design [5], but it 
requires an existing geometry and remanence distribution. The large spread in efficiency of published magnet 
designs [6] indicates the very diverse methods used to design magnets for magnetic refrigeration, but also the 
potential for improving performance.  
Here we present a method that can determine the optimal distribution of remanence and the border of the 
magnet for any desired magnetic field. Furthermore, we present a method for segmenting a given magnet 
design that always results in the optimal segmentation, for any number of segments specified. 
 
2. THE RECIPROCITY THEOREM AND THE OPTIMAL MAGNET  
 
The optimization method presented here is not applied to a predefined magnet design but is based solely on 
the desired magnetic field. The foundation for determining the optimal distribution of permanent magnet 
material is the so-called reciprocity theorem in magnetostatics, which can be expressed as [7]: 
 
VxHxBVxHxB rr dd   )()()()( 12,21,      (1) 
This equation is an energy equivalence between two magnetic systems, 1 and 2. The equation states that the 
magnetic energy in system 1 in virtue of its remanence,
1,rB , when placed in the field generated system 2, 2H
, is equal to the energy in system 2 with remanence 
2,rB , when placed in the field generated by system 1, 1H
. The integration is performed over all space. However, since 
1,rB  is only non-zero in places where permanent 
magnet material is present in system 1, and likewise for system 2, we can limit the integrals in Eq. (1) to these 
regions. In deriving Eq. (1) we have assumed that there are no free currents in the system and that the materials 
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in the system obeys a linear HB  relation, rBHB   , where the permeability, , must be the same for 
both systems [8]. 
The theorem in Eq. (1) can be used to determine the optimal remanence, 
1,rB , that produces a given desired 
magnetic field, 
1H . We consider a virtual magnet system that has a virtual remanence, 2,rB , parallel to the 
desired magnetic field, 
1H , in every point in the air gap [9,10]. Then the right hand side of equation Eq. (1) 
will be maximized as 12, || HBr . The left hand side will thus also be maximized if the real remanence is 
aligned to the field produced by the virtual remanence everywhere. An illustration of this concept is shown in 
Fig. 1, for a system where we want to generate a magnetic field as shown on the figure to the left, i.e. a field 
that is radial in two air gaps and zero between these. Firstly, virtual magnets are ‘placed’ in the air gap, with a 
remanence identical to the desired magnetic field. These virtual magnets generate a magnetic field, shown in 
the right hand side of Fig. 1. The optimal remanence in the design area is then aligned everywhere to this 
virtual magnetic field, to maximize the averaged projection of the produced field onto the desired virtual 
remanence. 
It is also seen from Eq. (1) that once the real remanence is aligned to the virtual field 2H in a given point x , 
the contribution of that site to the integral in Eq. (1) is proportional to the norm 2H . This means that if the 
magnet is surrounded by air ( 1r ) the optimal border between magnet and air will be a contour level of 
2H , as points inside a contour level of 2H will contribute more to the integral in Eq. (1) than points outside. 
If the magnet design area is surrounded by a high permeability material, e.g. iron, the optimal border can also 
be calculated. Assuming an infinite permeability for iron, the virtual field 2H will be normal to the border of 
the areas with iron present. The magnetic field can also be written as the gradient of a magnetic scalar potential, 
22 H . Here the magnetic field is also normal to contours of 2 . Thus, there is an analogy between 
these two cases. By choosing a contour of 
2 as the border of the magnet, we can ensure that the energy 
efficiency of the system is maximized [11]. If the relative permeability of the surrounding matter is neither 1 
nor infinite, an iterative approach can be used to determine the border between magnet and the surroundings. 
 
3. OPTIMAL SEGMENTATION 
 
Once a remanence vector field has been selected, be it optimal or not, the magnetic structure must be segmented 
before it can be realized. When segmenting a magnet design, the system is split into uniformly magnetized 
segments. Previously segmentation of magnet designs was done by numerically determining the optimization 
direction of the remanence on a predefined segmented geometry. However, it has recently been shown that it 
is possible to determine the globally optimal segmentation of a 2D magnetic system [8].  
 
Figure 1. An illustration of the reciprocity theorem. The left-hand figure show the design area as well as the desired 
magnetic field in the air gap. The right-hand figure show the corresponding virtual system, with virtual magnets 
with a remanence identical to the desired magnetic field of the real system and the field produced by these.  
 Seventh IIF-IIR International Conference on Magnetic Refrigeration at Room Temperature, Thermag VII 
Torino, Italy, 11-14 September 2016 
Because of superposition, the field generated by each point in the magnet is independent from the other points. 
One can show that this implies that it is never optimal to split a region over which the direction of the virtual 
field 
2H is uniform [8], which for 2D systems can be shown to be equivalent with the fact that the optimal 
border between two adjacent segments must lie on a contour of  xy HH ,2,2 /arctan . We are thus left with 
choosing the optimal contours that gives the desired number of segments. This problem can be shown to be 
equivalent with maximizing the perimeter of a piecewise linear approximation of a continuous curve  2int    
defined as the integral of 
2H between two contours 1  and 2 [8]. It is possible to determine the globally 
optimal solution to the curve approximation problem up to the desired precision by dynamic programming 
using numerical techniques described elsewhere [8]. 
 
4. EXAMPLE 
 
We will consider an example to illustrate the applicability of the techniques presented above for use in 
designing magnets for magnetic refrigeration. We consider a rotating magnet design with an outer cylindrical 
magnet, an inner iron cylinder and two high field regions and two low field regions in the air gap between the 
cylinders. This is a geometry well known from literature [12]. We assume an inner radius of the air gap of 
0.125 m, and an outer radius of 0.165 m. The total high field cross-sectional area is thus 182 cm2. The magnet 
is assumed to have a maximum outer radius of 0.33 m. We consider a design where the part of the outer 
cylinder that is not permanent magnet is iron, which here is assumed to have a permeability of 1000r .  
The remanence of the permanent magnets is 1.4 T. 
We desire a magnetic field in the high field air gaps similar to the field illustrated in Fig. 1. In order to design 
the magnet, we follow the procedure described above. First, virtual magnets with a remanence equal to the 
desired magnetic field are ‘placed’ in the high field air gaps. The remanence in the design area is then aligned 
to the field produced by these virtual magnets. Finally a contour of the magnetic scalar potential of the virtual 
field, 
2 , is chosen as the border between the magnet and the surrounding iron. The choice of contour of 2  
is a choice of the area of the permanent magnet. Following this, segmentation into 12 pieces is chosen, 
following the optimal segmentation technique described above. 
The difference in average field between the high and the low field regions as function of the fraction of the 
outer cylinder that is permanent magnet material is shown in Fig. 2a. Also shown in this figure is the cool  
figure of merit parameter for the magnet design [6]. As can be seen from the figure, at a difference in average 
field of 1 T, a value of 
2/3T35.0cool  can be obtained, a value significantly higher than previously reported 
values [6]. An illustration of the resulting design is shown in Fig. 2 below for the case of a cross-sectional 
 
Figure 2: a) The cool  and the difference in averaged field between the high and low field regions as function of the 
amount of permanent magnet material and b) the optimal magnet design for the case of %36/ cylinderoutermag AA . 
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magnet area of 930 cm2, i.e. %36/ cylinderoutermag AA  for this design. The average field in the high field 
region is 1.25 T, while the average field in the low field region is 0.13 T. 
The methods described above always produce the magnet with optimum remanence and optimum 
segmentation for the desired field distribution in the air gap. However, as can also be seen from Fig. 2, the 
shape of the individual magnet segments are not polyhedral as is usually required for cheap manufacturing. 
Thus, a further simplification of the determined magnet design might be needed. 
 
5. CONCLUSIONS 
 
We have presented two methods for designing the optimum magnet. One method can be used to determine the 
optimal distribution of remanence that produces a desired magnetic field. The other method can segment a 
given magnet design into optimally shaped segments. The methods were used to segment a magnet design 
typically used for rotating magnetic refrigeration devices, and the field produced was characterized. The cool  
figure of merit was found to be significantly higher than previously reported values in literature. 
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