Introduction
The retrieval of images is an important topic of research. With recent advances in multimedia technologies, a large amount of image and video data is becoming publicly available. However, without effective image retrieval it is not possible to make use of this information. A number of systems have been proposed commercially that allow for effective image retrieval on the basis of its texture, shape and colour characteristics including QBIC [6] , Photobook [9] , Blobworld [1] , VideoQ [4] , and Virage Video Engine [7] . These approaches are primarily based on low-level characteristics of the image and their success depends on the quality of features used and the similarity criterion used. In this paper, we propose an image retrieval system based on modelling the spatial relationship between image contents. The basic model is shown in Figure 1 .
Figure 1. A model of image retrieval based on spatial context
The main difference between the proposed and the existing models is the manner in which similarity between a query image and images in a database or library of images is computed. In our approach, for all images whether these are test images or images from the available database, we first model the spatial relationship between objects. In images from the database, all objects are known a priori so their labelling is accurate. For query image, we first segment the image into homogeneous regions and extract a set of colour texture features. We then apply a trained classifier (k nearest neighbour classifier) in our approach to test label each region. Once the identity of each region is known, we model spatial relationship between different object pairing. For retrieval purposes, we also have spatial relationship data on images in the database so that images are retrieved on the basis of how similar these are to the query image on the basis of their spatial relationships. The results are ranked on the basis of this similarity and standard measures of recall and precision are used for evaluating the performance of the system. The main difference between the approaches used in other studies and ours is that we do not perform any texture or shape based similarity. The similarity score is computed based on our knowledge of the objects present in the Results query image, objects present in each of the image in the database and the spatial relationship between these objects. We find that the results so generated are much better than on the basis of texture similarity alone. The description of spatial context modelling appears next.
Spatial Context Modelling
Spatial context modelling is based on the relationship between objects in terms of their placement. Egnehofer and Franzosa [5] proposed eight topological spatial relationships including equal, inside, cover, overlap, touch, disjoint, covered-by and contains. Chang et al. [2, 3] proposed the use of a 2-D String which is the most common data structure that is used for representing directional relations such as "Left/right", "below/above" relationships between objects. However, it is not sufficient to provide a complete representation of the semantic or structural image content based on directional relations alone ignoring topological relations. To deal with such a situation, various extensions of the original representations of 2-D string have been proposed such as 2D C-string [8] . 2-D String and 2D C-String are fairly difficult to use for image and video retrieval. We propose a very simply model to combine directional relations and topological relations by specifying six spatial relationships: Left, Right, Up, Down, Touch, and Front. Left/Right and Up/Down relationships are used to describe the directional details. Touch and Front describe topological relationships including the overlap between two objects. Figure 2 shows the described six relationships.
Front Relationship -A in the front of B (part of the edges coincide) Figure 2 . The six spatial relationships used.
These relationships are computed on a per object pair basis. For each object region, its cent roid is first calculated and the spatial relationships are defined by how the centroid of one region is related to that of the other. For every object pair, a spatial relationship string is generated that defines the relationship. It has the following format (Image Name, name of object A, region no. of object A, Example string: V12proc05, building , 5, pebbles, 3, 1, 0, 0, 1, 0, 0 (V12 is video no., 05 is frame no. in video V12; A is to the right of B, and below B).
Image Retrieval
Given that we have a set of strings per image that model the relationships between object pairs for database images and query image, the next step is to determine a ranked order in which images should be retrieved. This involves comparing the spatial relationship strings of the query image with those of database images to generate a final score of similarity between images. In theory, the degree of similarity should be based on the number of objects in the query and the matched image, the proportion of spatial relationships that are the same between the same objects across the two images, object areas that are common for the same object, and some weighting for relationships based on how common or unusual these are.
The following algorithm describes the similarity measure used within this study. 
(
5. Increment the counter t by the amount w s final * for each object pairing considered within images Q and I . The final value of the counter will be final t .
6. If image Q matches a total of ) (Q N objects with the database image and the image I contains a total of ) (I N objects, then similarity index is defined as
________________________________________________________________________________
The effectiveness of the image retrieval is defined by recall and precision as shown in Figure 3 . In general, as more and more images are retrieved, the recall increases and the precision drops. We need to have a system that maximises these two measures.
Retrieval effectiveness
We use a total of 400 still images from the publicly available Minerva benchmark [10] (www.dcs.ex.ac.uk/minerva). The query image is shown in Figure 4 . It contains three objects: sky, clouds and trees. The main aim is to retrieve those images from the database that are deemed as relevant. There are a total of 80 such images. Each database image was manually marked as relevant or not relevant on the basis of objects appearing the database. For the sake or argument, we first assume that the classifier does not make any mistake in query object classification and all regions are of known objects so that spatial relationship information can be generated. In this case, Figure 5 (a) shows the recall and precision. The graphs are so plotted that we calculate recall and precision on the first set of 10%, 20%… set of ranked images, i.e. the first N% of database images in decreasing order of similarity are used. In this case the recall stays at 1.0 no matter how many images are retrieved, since all retrieved images are relevant, whereas precision peaks at 30% of the total data set, by which time all relevant images have been retrieved. We evaluate our model now on the assumption that the classifier may make some mistakes on the query image when labelling it. If we consider the output of the classifier as a set of probabilities denoting how likely it is that a given region belongs to a given class, then we have a policy of winner takes all for region assignment. In several cases, it is quite possible that the classifier makes mistakes and thus we obtain a wrong set of spatial relationships in the query image. Our database images contain some objects that are not present in the query image, e.g. grass, pebbles, and road. We assume in turn that one of the objects in the query image (sky, clouds and trees) is mistaken by the classifier as being either grass, pebbles or road. Remembering that relevant images are only those containing (sky, clouds and trees) with spatial relationship defined in the query image, we generate results on the basis of wrong labellings to demonstrate how robust the spatial relationship model is, i.e. can we still have high recall and precision for such cases. The results are shown in Figures 5(b)-(j) . The main conclusions of this analysis are: a) We achieve a decent performance for most misclassifications. Between 40-60% of the data (160-240 images) must be retrieved before the recall becomes equal to 1.0 in most cases. It should be remembered that 20% of the images in the dataset are relevant. (b) The precision performance is very similar to the case when classifier does not make a mistake except for the fact that it does not reach 1.0 mark and decays quickly-the level of precision is mostly high except for when clouds are mistakes as grass or road. (c) It is observed that for the images where mistake is made, precision becomes less than recall after 20% of data.
Conclusions
In this paper we have presented a spatial context based image retrieval system. The results show that the spatial context model retrieves results with high effectiveness even in those cases where the classifier makes mistakes. The similarity index computation is novel and it considers a range of similarity criterion based on the number of objects in images, region areas, and spatial relationships. We hope that the results presented in this paper will stimulate further work on the use of contextual retrieval as opposed to texture or colour based retrieval of images. 
