Abstract: We present an algorithm for the solution of static output feedback problems formulated as semidefinite programs with bilinear matrix inequality constraints and collected in the library COMPl e ib . The algorithm, based on the generalized augmented Lagrangian technique, is implemented in the publicly available general purpose software PENBMI. Numerical results demonstrate the behavior of the code.
INTRODUCTION
Even though several relevant control problems boil down to solving convex linear matrix inequalities (LMI)-see (Boyd et al. 1994 ) for a long list-there are still fundamental problems for which no convex LMI formulation has been found. Typical examples are simultaneous stabilization by a unique controller of a set of linear plants and stabilization of a linear plant by a fixed-order controller. The most fundamental of these problems is perhaps static output feedback stabilization: given a triplet of matrices A,B,C of suitable dimensions, find a matrix F such that the eigenvalues of matrix A + BF C are all in a given region of the complex plane, say the open left half-plane (Blondel and Tsitsiklis 2000) .
No LMI formulation is known for the static output feedback stabilization problem, but a straightforward application of Lyapunov's stability theory leads to a bilinear matrix inequality (BMI) formulation: matrix A + BF C has all its eigenvalues in the open left half-plane if and only if there exists a matrix X such that (A+BF C)
T X+(A+BF C)X ≺ 0, X = X T ≻ 0 where ≺ 0 and ≻ 0 stand for positive and negative definite, respectively.
BMI formulation of the control problems was made popular in the mid 1990s; there were, however, no computational methods for solving non-convex BMIs, in contrast with convex LMIs for which powerful interior-point algorithms were available. One decade later, this unsatisfactory state in BMI solvers is almost unchanged. There were several attempts to solve BMI problems numerically, based on branch-and-bound schemes (Goh et al. 1995) , generalized Benders decomposition (Beran et al. 1997) concave minimization (Apkarian and Tuan 1999) , various linearization algorithms (El Ghaoui et al. 1997 ).
More recently, several researchers applied nonlinear optimization techniques to BMI problems, with moderate success so far. Interior-point constrained trust region methods are proposed in (Leibfritz and Mostafa 2002) in the special case of static output feedback and low-order controller design BMIs. The method is a sequential minimization method of a logarithmic barrier function subject to a nonlinear matrix constraint. A similar approach using a sophisticated method to the minimization of the unconstrained subproblems was proposed in (Jarre 2000).
The framework of the presented algorithm is given by the augmented Lagrangian method. It is based on the PBM method introduced in (Ben-Tal and Zibulevsky 1997) for convex optimization problems. A generalization of this method for convex semidefinite programming (SDP) problems was recently proposed in (Kočvara and Stingl 2003) .
More recently, the algorithm has been generalized to nonlinear semidefinite programming problems. The non-convex unconstrained minimization subproblems are solved either by a variant of the modified Newton method or by the trust-region algorithm. This algorithm for general non-convex SDPs was adopted to BMI problems and gave rise to a specialized code called PENBMI. To our knowledge, PENBMI is the first available generalpurpose code for BMIs 3 .
COMPl e ib
The purpose of this section is to present a short description of the publicly available benchmark collection COMPl e ib : the COnstrained Matrixoptimization Problem library (Leibfritz 2003) 4 . COMPl e ib can be used as a benchmark collection for a very wide variety of algorithms solving matrix optimization problems. For example it can be used for testing solvers for nonlinear SDPs, BMI problems or linear SDPs and other related matrix problems. Currently COMPl e ib consists of 124 examples collected from the engineering literature and real-life applications for LTI control systems of the forṁ
where x ∈ R nx , u ∈ R nu , y ∈ R ny , z ∈ R nz , w ∈ R nw denote the state, control input, measured output, regulated output, and noise input, respectively.
The heart of COMPl e ib is the MATLAB function file COMPleib.m which is available over the internet. This function returns the data matrices A, B 1 , B, C 1 , C, D 11 , D 12 and D 21 of (1) of each individual COMPl e ib example. For more details we refer to (Leibfritz and Lipinski 2003) . Depending on specific control design goals, it is possible to derive particular matrix optimization problems which can be easily formed from the data matrices provided by COMPl e ib . A non exhaustive list of some matrix optimization problems arising in feedback control design are stated in (Leibfritz 2003) . Note, however, there are much more contributions in the control literature of problems leading to NSDPs, BMIs or SDPs.
In the following we only state the BMI-problem formulation of two basic static output feedback (SOF) control design problems (SOF-H 2 and SOF-H ∞ , respectively) for the LTI system (1). The main goal is to determine the matrix F ∈ R nu×ny of the SOF control law u(t) = F y(t) such that the closed loop systeṁ
fulfills some specific control design requirements, where
One of the most basic SOF control design problem is the SOF-H 2 problem: Suppose that D 11 = 0 and D 21 = 0. Find a SOF gain F such that A(F ) is Hurwitz and the H 2 -norm of (2) 
where Q ∈ R nx×nx , X ∈ R nz×nz . Note, (3) is bilinear, hence non-convex in F and Q.
H ∞ synthesis is an attractive model-based control design tool and it allows incorporation of model uncertainties in the control design. The optimal SOF-H ∞ problem can be formally stated in the following term: Find a SOF matrix F such that A(F ) is Hurwitz and the H ∞ -norm of (2) 
where γ ∈ R, X ∈ R nx×nx . Due to the bilinearity of the free matrix variables F and X, the BMIformulation of the SOF-H ∞ is a non-convex and nonlinear constrained matrix-optimization problem too.
THE ALGORITHM
Our goal is to solve optimization problems with a nonlinear objective subject to matrix inequalities as constraints:
Here f : R n → R is a C 2 function and A : R n → S m a generally non-convex smooth matrix operator.
The method is based on the penalty/barrier function Φ p : S m → S m , p ∈ R + , defined as follows:
It is straightforward to show that for any p > 0
This means that, for any p > 0, problem (5) has the same solution as the following "augmented" problem
The Lagrangian of (7) can be viewed as a (generalized) augmented Lagrangian of (5):
here U ∈ S m + are a Lagrangian multiplier associated with the inequality constraint.
The basic algorithm combines ideas of the (exterior) penalty and (interior) barrier methods with the augmented Lagrangian method. 
Making standard assumptions on problem (5), it can be proved that any cluster point of the sequence {(x k , U k )} k>0 generated by Algorithm 3.1 is a KKT point of (5). For the proof we refer to (Stingl 2004) .
Unconstrained minimization
The tool used in Step (i) of Algorithm 3.1 is a version of the Modified Newton method. In each step we calculate the search direction d by the algorithm described below. The step length is calculated by a gradient free line search satisfying the Armijo condition. Obviously, for a convex F , this is just a Newton step with line search. In the non-convex case β is found by a sequence of cholesky factorizations.
Numerical tests indicated that in the quality of the search direction gets poor, if we choose β too close to −λ min . In this case we use a bisection technique to calculate λ min almost exactly and replace β by −1.5λ min . Algorithm 3.2 turned out to be quite robust as long as the Hessian H of F is not too ill conditioned. In the ill conditioned case, we are still able to calculate approximations of KKTpoints in many cases, but the precision we achieve is comparably low. Motivated by this fact, we implemented-as an alternative to Algorithm 3.2-a version of the trust region method. The trust region variant turned out to be often slower, but more robust in a neighborhood of first order points. Therefore we decided to combine both approaches in the following way: At the beginning (typically during the first 10 to 15 outer iterations) of Algorithm 3.1 we use the first approach to solve step (i). As soon as a certain stopping criterion is met or when running into numerical difficulties, the trust region variant is used instead. For most cases very few (typically 3 to 5) iterations are sufficient to improve the precision of the solution.
Penalty and multiplier update, stopping criteria
Given an initial iterates x 1 and U 1 , p 1 is chosen large enough to satisfy the inequality
In the following iterations we distinguish two cases: If the condition
is valid, the penalty parameter is updated using the formula
where λ max (A(x k+1 )) ∈ 0, p k denotes the maximal eigenvalue of A(x k+1 ) and π ≤ π max < 1 are constant factors typically chosen between 0.1 and 0.6. Otherwise, if (9) is violated we set x k+1 = x 1 , p k+1 = p 1 and U k+1 = γU 1 , where γ > 1 is a predefined constant and restart Algorithm 3.1. When certain p min (typically 10 −6 ) is reached, the penalty parameter is kept constant, as long as the inequality λ max (A(x k+1 )) ≤ λ max (A(x k )) holds.
For our choice of the penalty function Φ p and with
the update of the multiplier U can be written as
This formula may lead, in certain situations, to big changes in the approximate multipliers. These changes may lead to a large number of Newton steps in the subsequent iteration. Also, it may happen that already after first few steps the multipliers become ill-conditioned and the algorithm suffers from numerical difficulties. Therefore, we restrict the multipliers computed in (12) using the the formula
where 0 < λ Ak < 1 for all k. Typical values for λ Ak are 0.5 in the beginning and 0.95 in a neighborhood of the approximate solution.
In the first phase of Algorithm 3.1, the approximate minimization of F is stopped when ∂ ∂x F (x, U, p) ≤ α, where α = 0.01 is a good choice in most cases. In the second phase, after switching to trust region method, α is reduced in each outer iteration by a constant factor, until a certain α min (typically 10 −6 ) is reached.
Algorithm 3.1 is stopped if λ max (A(x k )) < ǫ (where ǫ is typically 10 −6 ), α ≤ α min and
NUMERICAL EXAMPLES
Here we present results of our numerical experiences for the static output feedback problems of COMPl e ib . Tables 1 and 2 show the results o f PENBMI for H 2 -BMI and H ∞ -BMI problems. The results can be divided into seven groups: The first group consists of examples solved without any difficulties. The second and third group contain all cases, for which we had to relax our stopping criterion. These examples are marked by "a" in the tables below, if the achieved precision is still close to our predefined stopping criterion, and by "A", if the deviation is significant. Then there are examples, for which we could calculate almost feasible solutions, but which failed to satisfy the Hurwitz-criterion, namely AC5 and NN10. The fourth group consists of medium and small scale cases for which PENBMI failed, due to ill conditioned Hessian of F . In the H 2 -setting these are AC7, AC9, AC13, AC18, JE1, JE2, JE3, REA4, DIS5, WEC1, WEC2, WEC3, UWV, PAS, NN1, NN3, NN5, NN6, NN7, NN9, NN12 and NN17, in the H ∞ -setting JE1, JE2, JE3, REA4, DIS5, UWV, PAS, TF3, NN1, NN3, NN5, NN6, NN7 and NN13. The cases in the sixth group are large scale, ill conditioned problems, where PENBMI ran out of time (AC10, AC14, CSE2, EB5). Finally, for very large test cases our code runs out of memory (HS1, BDT2, EB6, TL, CDP, NN18). Only the cases of the first three groups are listed in the tables. 
