We propose a cross-layer design framework for supporting deJay critical traffic over ad hoc wireless networks and analyze its ben efits for video streaming. In this framework, link capacities and traffic flows are jointly aIlocated to minimize the congestion ex perienced by video packets. The optimal solution, calculated via time sharing among different transmission schemes, concentrates resources only on active links. Experimental results on a simu lated network illustrate the advantages of cross-layer design over another method based on oblivious layers. With one path, the cross-layer approach yields a lO-fold gain in supported data rate or equivalently 8.5 dB improvement in PSNR of achievable re ceived video quality. Using 3 paths, the gain is 3-fold in rate or 5 dB in video quality. While multipath routing is essential to high data rate in Oblivious-layered design. cross-layer design achieves efficient resource utilization regardless of the number of routes.
INTRODUCTION
In multi-hop ad hoc wireless networks, nodes establish connec tions without the help of a fixed infrastructure. Each node can be a source, a destination or a relay for traffic. The flexibility promised by such networks could be leveraged in a variety of con texts. For example, in disaster areas, the ability to rapidly deploy a network supporting low-latency voice and video transmission is very appealing. Media streaming applications, however, typically have high data rates and hard delay constraints. This imposes great challenges on the underlying ad hoc network, where node mobil ity may cause link failures, and interference among nodes limits the trllJ1smission rate over a single link. In contrast to the tradi tional paradigm where each layer in the network is independently designed, a potentially more powerful approach is to perform joint optimization across the layers, hence allowing more efficient re source utilization. This new paradigm is called cross-layerdesigll.
Some recent research has studied joint optimization of phys ical layer power allocation, MAC layer link scheduling, and net work layer flow assignment [I, 2, 3] . In our work, we propose a more general framework that encompasses the entire protocol stack, as illustrated in Fig. 1 . At the physical layer, adaptive link layer techniques adjust transmission rates over individual wire less links and provide this information for dynamic capacity as signment to the MAC layer, where resource allocations are de termined to different traffic flows according to the solutions from Ibis work was funded in pan by NSF grant CCR-0325639.
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congestion-optimized rnultipath routing in the network layer. Based on the joint opdmization between the network and the MAC lay ers, intelligent packet scheduling and error-resilient source coding
can be applied at the transport and the app lication layers to further enhance the performance for low-latency delivery of media over ad hoc wireless networks.
In this paper, we focus on the joint optimization of capacity and flow assignment for live video stre aming. The optimal capac ity assignment lies on the edge of the capacity region, and is de termined by time sharing among different transmission schemes.
Network congestion, a quantity reflecting the amount of delay ex perienced by the video packets, is chosen to be the cost func tion. This cross-layer approach extends further the benefits from congestion-optimized routing alone shown in [4] .
The rest of the paper is organized as follows. We describe our ad hoc wireless network model in the next section and explain how to compute a capacity region. In Section 3, we fonnulate the problem of minimizing the network congestion by jointly allocat ing capacity and flow and illustrate how cross-layer design affects the form of the solution compared to an oblivious design where each layer is independently optimized. The benefits of cross-layer design for live video streaming are discussed in Section 4.
Link capacities Cij Cross-layer design framework for low-latency media streaming over ad hoc wireless network.
WIRELESS NETWORK MODEL
Consider an ad hoc wireless network model with N nodes and single hop transmissions among the neighbors, where multi-hop transmissions will be handled explicitly by routing in the network layer. We assume that a node can act as a transmitter or a receiver at each time instance, but cannot do both simultaneously. Due to the broadcast nature of wireless networks, the achievable rate be tween two nodes depends on the power of the transmitter and on the level of interference caused by other simultaneous transmis· sions. In this section, we develop the concept of a capacity region, defined as the entire set of rates simultaneously achievable among pairs of nodes I . Our approach is similar to [5J, where this notion of a capacity region is first introduced.
Capacity region
Conceptually, we define a transmission scheme as the state of oper· ation of the nodes in the network. More precisely, consider a set of transmitting nodes T = {h,'" ,tn } E {I,·" ,N} and the set of their intended receivers R = {Tl, ... ,Tn } E {I, . . . ,N}. Let the transmit powers of the nodes be P = [H," . ,PNj, (Pi = 0 for i ¢ T). A transmission scheme 5 is defined as a triplet 5 = {T, n, Pl. Together with channel gain values, this deter· mines achievable rates between the transmitter and receiver pairs.
For a specific transmission scheme S", = {T"" R"" Pd, the signal to interference and noise ratio (SINR) at node Tj is given by:
where Gi,j is the channel gain between nodes i and j, No is the background noise spectral density, and HI is the system band· width . We assume that each transmitter and receiver pair can adapt its rate to this SINR value by using adaptive link layer techniques such as MQAM [6J [7] . The achievable data rate between nodes i and j is given by
where r is a constant determined by the BER requirement and the coding scheme used at the physical layer. The rate matrix 14 = {Rk,ij} represents simultaneously achievable rates between the given transmitter and receiver pairs using the transmission scheme 5k.
Finally, we define the capacity region C of the ad·hoc wire less network as the set of rates simultaneously achievable by time sharing the different elementary transmission schemes: = .:: .... m=1 n!(N�2n)!P , W C 1S a large number even for a small network size. To reduce the com plexity, in the current work, we use a fixed transmit power, Le., Pk,i = P if i E 'h and P",i = 0 otherwise. The complexity can be further reduced by the following methods.
(1) Pruning useless transmission schemes: If a rate matrix R .. can be generated by an appropriate time division of the other rate matrices, the scheme Sk can be removed. More precisely, if nonnegative AkS exist such that Rk = L: � = l,i;tk AiRi and L: � =l.i# Ai :::; 1, then removing the scheme 5k does not change the capacity region. This effectively prevents spatial reuse within close neighbors.
(2) Pruning inefficient transmission schemes: Edges with link gains below a cenain threshold can be removed to form a partially connected network. This has the effect of preventing long range communications, forcing the upper layer routing protocol to use multi·hop routing to reach the destination.
JOINT ALLOCATION OF CAPACITY AND FLOW

Problem formulation
To achieve the best media streaming performance, resources should be allocated to support the maximum data rates and yield minimum end·to·end delay. For general queuing systems, this does not lead to a tractable problem formulation. As an alternative, we propose to consider the allocation of capacity and flow that minimizes the network congestion 6, while allowing communication between a sender and a receiver at a given data rate. In this work, we define congestion as the maximum link utilization over the links of the network:
In (4), the capacity and traffic matrices are denoted by C and r, and their coefficients Gij and Iij represent the capacity and traffic fl ow on the directional link (i,j). Optimal capacity and fl ow are determined by minimizing 6 over all feasible C's and rs . These particular feasibility conditions may be expressed as a set of linear constraints. Specifically, the capacity matrix C should lie in the capacity region defined by (3) . In addition, the flow over a link should be positive and smaller than the capacity of this link, fl ow conservation equations need to be satisfied as well as rate con straints at the source and destination. The latter ensures that the traffic rate between the sender and the receiver sums up to a given rate.
The objective function 6 (C, f) is not the classic network con· gestion measure analyzed in [8J derived from the M/MJ) formula for average queuing delay. However, as pointed out in [9] , 6(C, r) has comparable properties to the classic congestion measure and has the imponant advantage of being a quasi-convex function of both flow and capacity 2. This is indicated by the following equal· ity which shows that the sub· level sets of the function are convex 2 A function is quasi·convex if the domain over which its value is below any particular threshold (called sub-level sel) is convex. Hence, as the feasibility set is also a convex. polyhedra, the opti mal solution can be obtained by finding the smallest Q' for which the intersection of these two sets is not empty. This is done by bisection, through a sequence of linear programs.
The optimal flow assignment given by the solution does not directly indicate a set of paths between the source and the destina tion. More importantly, the number of links used by the solution may be undesirably high. To convert the solution to a more prac tical fOffil, we recursively extract from the solution the k paths carrying the most traffic as in [4] . We then re-optimize the capac ity and flow assignment and constrain traffic to only flow along the extracted paths.
Solution example
A solution to the optimization problem is shown in the top part of Fig. 2 . Flow and capacity are assigned jointly to minimize the congestion ll. for a 10-node network. Rather than pooling all the resources to support a high data rate path between the source and the destination and time sharing the links of this path, the optimal solution makes use of diversity at several layers of the protocol stack. In particular, the solution comprises spatial reuse of the available bandwidth as links (3,2) and (4,5) are scheduled simulta neously. The links picked by the optimization predominantly con nect neighboring nodes to favor the most energy-efficient routes.
At the network layer, 3 paths between the source and the desti nation are established and allocated comparable traffi c. The ef ficiency of the solution resides in the exclusive allocation of re sources to the directional links that compose these paths.1.
As a compari son, the bottom part of Fig. 2 shows another pos sible allocation of capacity and flow obtained in a network with oblivious layers. In this architecture, bidirectional links are es tablished between nodes depending on distance. Nodes within a given transmission range are connected, and the minimum ca pacity of the resulting set of links is maximized through a linear optimization program. Not surprisingly, this results in assigning resources to many idle links even though they do not support any traffic. Flow assignment and path extraction are then performed by minimizing (4) for this fixed capacity map. In this case, multiple routes are necessary to increase the aggregate data rate available between the source and the destination. Given the fixed capac ity map, routes are selected regardless of energy-efficiency of the links.
SIMULATION RESULTS
We use the network simulator NS-2 [10] to evaluate the perfor mance of the proposed cross-layer joint optimization scheme and of the layered optimization approach, both described in Section 3. The simulated network consists of 10 mobile nodes within a 100m-by-IOOm square as in Fig. 2 . Each node follows the random 31n a more practical setup, some residual capacity could easily be re served to signal additional traffic requests from the nodes, which in turn would trigger a new optimization. is performed by replaci ng an undecodable frame with the nearest correctly decoded frame. Figure 3 shows the rate-distortion performance of the trans mitted video using cross-layer and oblivious-layer designs, with single-path and 3-path routing . The encoder rate-distortion curve is also plotted for reference. With one route, the cross-layer design concentrates all available resources on the particular path, and can support a data rate of up to 1.9 Mbps without significant packet loss or delay; the design with oblivious layers, by contrast, can only hold L50 kbps of traffic. Consequently, the best achievable video quality with joint optimization is 39.2dB in PSNR, 8.5 dB higher than that with independent optimization. When three paths are used for routing, the cross-layer ed network supports 3 times more data rate and offers 5dB improvement in PSNR of received video quality. It is interesting to note that while multipath routing increases the aggregate data rate for the design with oblivious lay ers, this is not the case with cross-layer design, which offers more flexibility by concentrating resources on the active links. Video quality over time at the highest supportable rates is plot ted in Fig. 4 for both designs using 3-path routing. The packet drops observed in the experiments are caused by route switches due to the mobility of the nodes, which is not captured in the the oretical analysis. Due to topology changes, packets transmitted shortly before a new capacity assignment may be traveling on a broken link in the next time instant. The design with oblivious layers is less susceptible to this phenomena as it reserves extra re sources for unused links; the performance of cross-layer design is slightly affected at low rates. For the same reason, in the cross layer design, while the theoretical objective (Eq. 4) achieved by 3-path routing is slightly lower than that with one path, more route switches and packet drops are likely to occur in the experiments, therefore the overall performance is compromised. In future work, the impact of these packet drops are expected to be reduced by error-resilience techniques at the transport and the application lay ers.
Rate (kbps) Fig. 3 . Rate-PSNR performance of video streaming for two differ ent network architectures. The rate is shown in logarithmic scale.
CON C LUSION
We analyze the benefits of cross-layer design on live video stream ing. By detennining a set of transmissions schemes and combining them through time sharing, the capacity region is computed for an ad hoc wireless network. When transmitting traffic between two nodes, congestion is minimized by jointly determining a point on the edge of this region and a feasible flow limited to a fixed num ber of paths. This cross-layer optimization makes efficient use of the network resources by allocating them only to links support ing traffic. In the experimental results with single-path and 3-path routing, cros s-Iayer optimization results in 4·10 x increase in the maximum supported data rate and gains of 5-8.5 dB in PSNR for received video quality transmitted between two mobile nodes. Fig. 4 . Maximum video quality for cross-layer design and design with oblivious layers, using 3-path routing. Packet drop rates are around 1 % in both traces. This plot shows one third of the entire simulation session.
