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Abstract
In this work we do an presentation of the equation of Seiberg-Witten. We show the
non-existence of non-trivial solutions in manifolds with scalar curvature non-negative.
This latter result is displayed as a result of Weizenböck formula for the Dirac operator.
Keywords: Seiberg-Witten equations, Weizenböck theorem, Dirac operator.
Resumo
Nesta dissertação faremos uma apresentação das equações de Seiberg-Witten. Mos-
traremos a não existência de soluções não triviais em variedades com curvatura escalar
não negativa. Este último resultado será apresentado como uma consequência da fórmula
de Weizenböck para o operador de Dirac.
Palavras-chave: Equações de Seiberg-Witten, Fórmula de Weizenböck, Operador de
Dirac.
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Capítulo 1
Introdução
Nos idos de 1984 S. K. Donaldson encontrou uma conexão profunda, porém misteriosa,
entre Yang-Mills e Topologia Diferencial 4-dimensional. O trabalho, entitulado Self-dual
connections and the topology of smooth 4-manifolds (ver também An application of gauge
theory to four-dimensional topology), segundo M. Atiyah, simplesmente revolucionou o
estudo topológico das 4-variedades, surpreendendo o mundo matemático.
Valendo-se do trabalho de M. H. Freedman sobre variedades topológicas 4-dimensionais,
a teoria de calibre de Donaldson mostrou que a classificação diferenciável de variedades
4-dimensionais suaves é muito diferente de sua classificação a menos de homeomorfismos.
Combinado com o trabalho de Freedman, os resultados foram estruturas diferenciáveis
exóticas em espaços Euclidianos 4-dimensionais que não aparecem em outras dimensões.
Mais precisamente, provou resultados do seguinte tipo:
Teorema 1.0.1 (A). Existem muitas variedades topológicas compactas de dimensão qua-
tro que não têm estrutura suave.
Teorema 1.0.2 (B). Existem muitos pares de quatro-variedades compactas simplesmente
conexas suave que são homeomorficas mas não difeomorfa.
A não-linearidade das equações de Yang-Mills apresentou dificuldades, por isso muitas
novas técnicas dentro da teoria da EDP não-linear tiveram de ser desenvolvidas. A teoria
de Donaldson foi elegante e bonita, mas as provas detalhadas foram difíceis de dominar.
No outono de 1994, Edward Witten propôs um conjunto de equações que dão os principais
resultados da teoria de Donaldson de uma maneira muito mais simples do que tinha
pensado ser possível.
O objetivo desta dissertação é proporcionar uma elementar introdução às equações que
Witten propôs, estudar uma fórmula tipo Weitzenböck para o operador de Dirac e aplicar
essa fórmula em variedade de curvatura escalar não negativa obtendo que as soluções das
equaões de Selberg-Witten tem spinor trivial.
Para escrever as equações de Witten sobre uma variedade Riemanniana suave, orientá-
vel e 4-dimensional 𝑀 , é preciso escolher uma estrutura 𝑆𝑝𝑖𝑛C(4), i.e., um levantamento
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do 𝑆𝑂(4)−fibrado de bases de para 𝑆𝑝𝑖𝑛C(4) = Spin(4)×±1𝑈(1). Associados a essa es-
trutura, estão os fibrados 𝑆±C de spinores positivos e negativos e um fibrado complexo de
linha ℒ = det(𝑆±C ). Mais ainda: há uma aplicação canônica 𝑞 : 𝑆+C × 𝑆+C → Λ2+ definida
via a parte sem traço de um elemento em 𝑆+C ⊗ 𝑆+C considerado como um endomorfismo
de 𝑆+C .
Uma conexão 𝑈(1),𝐴, em ℒ, juntamente com a conexão de Levi-Civita da métrica
Riemanniana, induzem uma derivada convariante Ω0(𝑆+C )→ Ω0(𝑆+C ⊗ 𝑇 *𝑀). Compondo
com a multiplicação de Clifford, Ω0(𝑆+C ⊗ 𝑇 *𝑀) → Ω0(𝑆−C ), define-se um operador de
Dirac /𝜕𝐴 : Ω0(𝑆+C )→ Ω0(𝑆−C ). Dessa forma, as equações de Witten para uma conexão 𝐴
e um spinor positivo 𝜓 ∈ Ω0(𝑆+C ) são:
/𝜕𝐴𝜓 = 0 ;
𝐹𝐴+ = 𝑞(𝜓, 𝜓) .
Essas equações são invariantes sob automorfismos do fibrado ℒ, mas não são invari-
antes por simetria conforme.
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Capítulo 2
Fibrados
Teoria de fibrados é interresante por si só, com aplicações em várias áreas da mate-
mática e física, aqui faremos uma breve exposição para obter uma melhor compreensão
do trabalho. A grosso modo. Um fibrado sobre 𝑀 é uma família de espaços 𝐹 (𝐹 é
chamado de fibra) parametrizada por 𝑀 que é localmente um produto do espaço de pa-
râmetros com um espaço 𝐹 . Estamos particularmente interessados em fibrados vetorias
e 𝐺-fibrados principais (𝐺 grupo de Lie), mostraremos como esses objetos se relacionam,
mais precisamente: dado um fibrado vetorial. Construiremos um 𝐺𝑙(𝑛,R)-fibrado prin-
cipal, chamado fibrado de bases; reciprocamente, dado um fibrado 𝐺-fibrado principal
construiremos um fibrado vetorial, chamado fibrado associado.
Figura 2.1: Ideia pictórica de um Fibrado
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2.1 Definições e Exemplos
Seja𝑀 variedade diferenciável de dimensão dim𝑀 = 𝑛. Um fibrado vetorial complexo
(ou real) de posto 𝑟 sobre 𝑀 é uma variedade diferenciável 𝐸 juntamente com uma
aplicação diferenciável 𝜋 : 𝐸 →𝑀 satisfazendo as seguintes condições:
1. 𝜋 é sobrejetiva;
2. para cada ponto 𝑥 ∈ 𝑀 , 𝐸𝑥 = 𝜋−1(𝑥) é um espaço vetorial sobre o corpo K de
dimensão 𝑟;
3. para cada ponto 𝑥 ∈ 𝑀 , existe uma vizinhaça 𝑈 de 𝑥 e uma aplicação suave 𝜑𝑈 :
𝜋−1(𝑈)→ 𝑈 ×K𝑟 tal que o seguinte diagrama comuta:
𝜋−1(𝑈) 𝜑𝑈−−−−−→ 𝑈 ×K𝑟
𝜋 ↘ ↘ 𝜋1
𝑈
e tal que para cada 𝑦 ∈ 𝑈 a restrição 𝜑𝑈 |𝐸𝑦 : 𝐸𝑦 → K𝑟 é um isomorfismo. Neste
diagrama 𝜋1 denota a projeção no primeiro fator.
Aqui K é o corpo dos complexos ou reais dependendo se, o fibrado vetorial é complexo ou
real, respectivamente. O espaço vetorial 𝐸𝑥 é chamado de fibra de 𝐸 sobre 𝑥, enquanto a
aplicação 𝜑𝑈 é chamada uma trivialização local de 𝐸 e 𝑟 é dito posto do fibrado.
Em outras palavras, um fibrado vetorial real (ou complexo) 𝐸 → 𝑀 é uma família
de espaços vetoriais reais (ou complexos) parametrizada por 𝑀 que é localmente um
produto do espaço de parâmetros com um espaço vetorial real (ou complexo). As vezes
denotaremos um fibrado vetorial por 𝜉 = (𝐸, 𝜋,𝑀) ou simplesmente por 𝜉.
Definição 2.1.1 (Subfibrados). Seja 𝜋 : 𝐸 → 𝑀 um fibrado vetorial. Um subfibrado de
𝐸 consiste em um subconjunto 𝐹 ⊂ 𝐸 tal que a projeção e as trivializações locais de 𝐸
dão a 𝐹 uma estrutura de fibrado vetorial. As fibras de 𝐹 , digamos 𝐹𝑥, são subespaços
vetoriais das fibras de 𝐸, 𝐸𝑥.
Exemplo 2.1.2 (Fibrado trivial). Um exemplo simples de fibrado de posto 𝑟 sobre 𝑀 é
a variedade produto 𝐸 = 𝑀 × K𝑟 com 𝜋 = 𝑝1 : 𝐸 = 𝑀 × K𝑟 → 𝑀 sua projeção (e a
identidade sua aplicação de trivialização global). Denotaremos o fibrado trivial sobre 𝑀
por K𝑛.
Exemplo 2.1.3 (O fibrado tangente como um fibrado vetorial real). Seja 𝑀𝑛 uma vari-
edade diferenciável e 𝑇𝑀 seu fibrado tangente com sua projeção natural 𝜋 : 𝑇𝑀 −→ 𝑀
dada por
𝜋(𝑋) = 𝑥 se 𝑋 ∈ 𝑇𝑥𝑀
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Se (𝑈,𝜙) é uma carta local de 𝑀 , seja 𝑇𝑈 = ⋃︀𝑥∈𝑈 𝑇𝑥𝑈 = ⋃︀𝑥∈𝑈 𝑇𝑥𝑀. Em um ponto
𝑥 ∈ 𝑈 , seja
{︃
𝜕
𝜕𝑥1
, . . . ,
𝜕
𝜕𝑥𝑛
}︃
a base canônica de 𝑇𝑥𝑀, defina
𝜙 : 𝑇𝑈 −→ 𝜙(𝑈)× R𝑛
por
𝑋 ↦→ (𝑥1(𝑥), . . . , 𝑥𝑛(𝑥), 𝑣1, . . . , 𝑣𝑛).
Então 𝜙 = (𝜙 ∘ 𝜋, 𝜙*) tem inverso dado por:
(𝜙(𝑝), 𝑣1, . . . , . . . , 𝑣𝑛) ↦→ ∑︀ 𝑣𝑖 𝜕
𝜕𝑥𝑖
, e, portanto, é uma bijeção.
Usamos 𝜙 para transferir a topologia de 𝜙(𝑈) × R𝑛 para 𝑇𝑈 da seguinte maneira:
declarando que um conjunto 𝐴 em 𝑇𝑈 é aberto se, e somente se, 𝜙(𝐴) é aberto em
𝜙(𝑈) × R𝑛. Daí, por definição, 𝑇𝑈 com a topologia induzida por 𝜙 é homeomorfo a
𝜙(𝑈)× R𝑛.
Com a topologia induzida por 𝜙, 𝑇𝑀 é Hausdorff, segundo contável e localmente
euclideano para maiores detalhes veja Loring W. Tu. [11] página 131.
A estrutura de variedade diferenciável em 𝑇𝑀 é definida como segue. Dado um atlas
{(𝑈𝛼, 𝜙𝛼)} suave em 𝑀 , então {(𝑇𝑈𝛼, 𝜙𝛼)} é um atlas para 𝑇𝑀 . De fato, é claro que
𝑇𝑀 = ⋃︀𝛼 𝑇𝑈𝛼. Falta checar que sobre 𝑇𝑈𝛼∩𝑇𝑈𝛽, 𝜙𝛼 e 𝜙𝛽 são compatíveis. Relembrando,
que dados dois sistemas de coordenadas (𝑈,𝜙𝑈 = (𝑥1, . . . , 𝑥𝑛)) e (𝑉, 𝜙𝑉 = (𝑦1, . . . , 𝑦𝑛))
numa vizinhança de 𝑥, temos
𝑋 =
∑︁
𝑎𝑗
𝜕
𝜕𝑥𝑗
=
∑︁
𝑏𝑖
𝜕
𝜕𝑦𝑖
,
donde, aplicando 𝑥𝑘 em ambos os, lados, obtemos,
𝑎𝑘 =
⎛⎝∑︁
𝑗
𝑎𝑗
𝜕
𝜕𝑥𝑗
⎞⎠ (𝑥𝑘) = (︃∑︁ 𝑏𝑖 𝜕
𝜕𝑦𝑖
)︃
(𝑥𝑘) =
∑︁
𝑖
𝑏𝑖
𝜕𝑥𝑘
𝜕𝑦𝑖
.
Similarmente,
𝑏𝑘 =
∑︁
𝑎𝑗
𝜕𝑦𝑘
𝜕𝑥𝑗
.
Retornando ao atlas {𝑈𝛼, 𝜙𝛼}, escrevemos 𝑈𝛼𝛽 := 𝑈𝛼 ∩ 𝑈𝛽, 𝜙𝛼 = (𝑥1, . . . , 𝑥𝑛) e 𝜙𝛽 =
(𝑦1, . . . , 𝑦𝑛). Então,
𝜙𝛽 ∘ 𝜙−1𝛼 : 𝜙𝛼(𝑈𝛼𝛽)× R𝑛 −→ 𝜙𝛽(𝑈𝛼𝛽)× R𝑛
é dado por
(𝜙𝛼(𝑥), 𝑎1, . . . , 𝑎𝑛) ↦→
⎛⎝𝑥,∑︁
𝑗
𝑎𝑗
𝜕
𝜕𝑥𝑗
⎞⎠ ↦→ (𝜙𝛽(𝑥)) = ((𝜙𝛽 ∘ 𝜙−1𝛼 )(𝜙𝛼(𝑥)), 𝑏1, . . . , 𝑏𝑛),
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onde,
𝑏𝑖 =
∑︁
𝑗
𝑎𝑗
𝜕𝑦𝑖
𝜕𝑥𝑗
=
∑︁
𝑗
𝑎𝑗
𝜕(𝜙𝛽 ∘ 𝜙−1𝛼 )𝑖
𝜕𝑟𝑗
(𝜙𝛼(𝑥)).
Por definição de um atlas, 𝜙𝛽 ∘ 𝜙−1𝛼 é 𝐶∞. Portanto, 𝜙𝛽 ∘ 𝜙𝛼 é 𝐶∞. O que completa
a prova de que 𝑇𝑀 é uma variedade, com {(𝑇𝑈𝛼, 𝜙𝛼)} como um atlas. Assim, com a
estrutura diferenciável construída acima, 𝑇𝑀 é um fibrado vetorial real de posto 𝑛 sobre
𝑀 .
Exemplo 2.1.4 (Fibrado tautológico). Tomemos o fibrado trivial C𝑛 = P𝑛 × C𝑛. Defi-
nimos como fibrado tautológico o subfibrado de posto 1 de C𝑛 e denotamos por 𝐸(𝛾1𝑛), o
seguinte conjunto 𝐸(𝛾1𝑛) = {([𝑤], 𝑣) ∈ P𝑛 × C𝑛; existe 𝜆 ∈ C tal que 𝑣 = 𝜆𝑤}.
2.2 Funções de Transição
Cada fibrado vetorial real define um conjunto de funções de transição. Mais pre-
cisamente, considere o fibrado vetorial real 𝜋 : 𝐸 → 𝑀 e seja {𝑈𝛼}𝛼∈Λ uma cober-
tura aberta de 𝑀 tal que 𝜑𝛼 : 𝜋−1(𝑈𝛼) → 𝑈𝛼 × R𝑟 são as trivializaçãoes locais. Se
𝑈𝛼𝛽 := 𝑈𝛼 ∩ 𝑈𝛽 ̸= ∅. Então exise uma aplicação suave 𝜏 : 𝑈 ∩ 𝑉 −→ 𝐺𝑙(𝑘,R) tal que
𝜙 ∘ 𝜓−1 : (𝑈 ∩ 𝑉 )× R𝑘 −→ (𝑈 ∩ 𝑉 )× R𝑘 tem a forma
𝜙 ∘ 𝜓−1(𝑥, 𝑣) = (𝑥, 𝜏(𝑥)𝑣).
Precisamente, temos o seguinte lema,
Lema 2.2.1. Seja 𝜋 : 𝐸 −→ 𝑀 um fibrado vetorial sobre 𝑀 de posto 𝑘. Suponha que
𝜙 : 𝜋−1(𝑈) −→ 𝑈 × R𝑘 e 𝜓 : 𝜋−1(𝑉 ) −→ 𝑉 × R𝑘 são duas trivializações locais de
𝐸 com 𝑈 ∩ 𝑉 ̸= ∅. Então exise uma aplicação suave 𝜏 : 𝑈 ∩ 𝑉 −→ 𝐺𝑙(𝑘,R) tal que
𝜙 ∘ 𝜓−1 : (𝑈 ∩ 𝑉 )× R𝑘 −→ (𝑈 ∩ 𝑉 )× R𝑘 tem a forma
𝜙 ∘ 𝜓−1(𝑥, 𝑣) = (𝑥, 𝜏(𝑥)𝑣).
Demonstração. Da definição de trivialização segue que o seguinte diagrama é comutativo.
(𝑈 ∩ 𝑉 )× R𝑘 𝜋−1(𝑈 ∩ 𝑉 ) (𝑈 ∩ 𝑉 )× R𝑘
𝑈 ∩ 𝑉
𝜋1
𝜓
𝜋
𝜙
𝜋1
Segue-se que 𝜋1 ∘ (𝜙 ∘ 𝜓−1) = 𝜋1, o que significa 𝜙 ∘ 𝜓−1(𝑝, 𝑣) = (𝑝, 𝜎(𝑝, 𝑣)) para
alguma aplicação 𝜎 : (𝑈 ∩ 𝑉 ) × R𝑘 −→ R𝑘. Além disso, fixado 𝑝 ∈ 𝑈 ∩ 𝑉 , a aplicação
𝑣 ↦→ 𝜎(𝑝, 𝑣) de R𝑘 em R𝑘 é isomorfismo linear, então existe uma matriz 𝜏(𝑝) ∈ 𝐺𝑙(𝑘,R)
tal que 𝜎(𝑝, 𝑣) = 𝜏(𝑝)𝑣.
17
De posse do lema acima, temos que dada uma cobertura {𝑈𝛼}𝛼∈Λ aberta de 𝑀 tal
que 𝜑𝛼 : 𝜋−1(𝑈𝛼) → 𝑈𝛼 × R𝑟 são as trivializaçãoes locais, existem 𝜏𝛼𝛽 : 𝑈𝛼𝛽 → 𝐺𝑙(𝑘,R)
tais que as composições
𝑈𝛼𝛽 × R𝑟
𝜑−1
𝛽−→ 𝜋−1(𝑈𝛼𝛽) 𝜑𝛼−→ 𝑈𝛼𝛽 × R𝑟
têm a forma
𝜑𝛼 ∘ 𝜑−1𝛽 (𝑥, 𝑣) = (𝑥, 𝜏𝛼𝛽(𝑥)𝑣).
As funções 𝜏𝛼𝛽 são chamadas de funções de transição de 𝐸 com respeito a cobertura
{𝑈𝛼}𝛼∈Λ.
Observação 2.2.2. Observe que as funções de transição 𝜏𝛼𝛽 satisfazem as seguintes
condições:
1. 𝜏𝛼𝛽 = 𝜏−1𝛽𝛼 em 𝑈𝛼𝛽;
2. 𝜏𝛼𝛽𝜏𝛽𝛾𝜏𝛾𝛼 = 1 em 𝑈𝛼𝛽𝛾;
3. 𝜏𝛼𝛼 = 1 em 𝑈𝛼.
As condições acima são chamadas de condição de cociclo. Dá-se o nome de cociclo
pois são de fato o cociclo em uma certa cohomologia, veja Apêndice.
Por outro lado, tendo em conta o conjunto de funções de transição, é possível recons-
truir o fibrado 𝐸.
Proposição 2.2.3. Sejam 𝑀 uma variedade diferenciável, {𝑈𝛼}𝛼∈Λ uma cobertura aberta
de 𝑀 , e 𝜏𝛼𝛽 uma coleção de funções diferenciáveis
𝜏𝛼𝛽 : 𝑈𝛼 ∩ 𝑈𝛽 → GL(R𝑟) ,
satisfazendo
𝜏𝛼𝛽𝜏𝛽𝛾𝜏𝛾𝛼 = 1 , sobre 𝑈𝛼 ∩ 𝑈𝛽 ∩ 𝑈𝛾 .
Então existe um fibrado vetorial real 𝐸 →𝑀 de posto 𝑟 com trivialização local
𝜙𝛼 : 𝜋−1(𝑈𝛼)→ 𝑈𝛼 × R𝑟
satisfazendo 𝜙𝛼 ∘ 𝜙−1𝛽 (𝑝, 𝑣) = (𝑝, 𝜏𝛼𝛽(𝑝)𝑣).
Antes da demonstração dessa proposição, considere o seguinte lema técnico, cuja de-
monstração pode ser encontrada em [4], página 253.
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Lema 2.2.4. Sejam 𝑀 uma variedade suave, 𝑟 ∈ N e, para cada 𝑥 ∈ 𝑀,𝐸𝑥 um espaço
vetorial real r-dimensional; sejam também 𝐸 = ⨿𝑥∈𝑀𝐸𝑥 e
𝜋 : 𝐸 →𝑀 aplicação tal que 𝜋(𝐸𝑥) = 𝑥. Suponha dados:
1. Uma cobertura aberta {𝑈𝛼}𝛼∈Λ de 𝑀 ;
2. Para cada 𝛼 ∈ Λ, uma bijeção 𝜙𝛼 : 𝜋−1(𝑈𝛼) −→ 𝑈𝛼×R𝑟 cuja restrição a cada 𝐸𝑥 é
um isomorfismo linear entre 𝐸𝑥 e {𝑥}×R𝑟, munido da estrutura canônica de espaço
vetorial real 𝑟-dimensional;
3. Para cada 𝛼, 𝛽 ∈ Λ tais que 𝑈𝛼 ∩ 𝑈𝛽 ̸= ∅, uma aplicação suave 𝜏𝛼𝛽 : 𝑈𝛼 ∩ 𝑈𝛽 −→
𝐺𝐿(𝑟;R) tal que a composição 𝜙𝛼 ∘ 𝜙−1𝛽 de (𝑈𝛼 ∩ 𝑈𝛽) × R𝑟 para si mesmo tem a
forma
(𝜙𝛼 ∘ 𝜙−1𝛽 )(𝑝, 𝑣) = (𝑝, 𝜏𝛼𝛽(𝑝)𝑣).
Então 𝐸 tem uma única topologia e estrutura suave tornando 𝐸 uma variedade
suave e um fibrado vetorial sobre 𝑀 com 𝜋 a projeção e (𝑈𝛼, 𝜙𝛼) como trivialização
local.
Demonstração. Defina em 𝐹 = ⨆︀𝛼∈Λ(𝑈𝛼 × R𝑘) a seguinte relação (𝑥, 𝑣) ∼ (𝑦, 𝑣′) se,
somente se, 𝑥 = 𝑦 e 𝜏𝛽𝛼(𝑥)𝑣 = 𝑣
′ . Usaremos a notação (𝑥, 𝑣, 𝛼) ∼ (𝑦, 𝑣′ , 𝛽) apenas para
indicar que 𝑥 ∈ 𝑈𝛼. Segue das relações de cociclo que ∼ é uma relação de equivalência.
Com efeito,
(𝑥, 𝑣, 𝛼) ∼ (𝑥, 𝑣, 𝛼), pois 𝜏𝛼𝛼 = 1.
Se (𝑥, 𝑣, 𝛼) ∼ (𝑦, 𝑣′ , 𝛽) então (𝑦, 𝑣′ , 𝛽) ∼ (𝑥, 𝑣, 𝛼), pois 𝜏𝛼𝛽 = (𝜏𝛽𝛼)−1. Agora, se (𝑥, 𝑣, 𝛼) ∼
(𝑦, 𝑣′ , 𝛽) e (𝑦, 𝑣′ , 𝛽) ∼ (𝑧, 𝑣′′ , 𝛾) então (𝑥, 𝑣, 𝛼) ∼ (𝑧, 𝑣′′ , 𝛾) pois 𝜏𝛾𝛽𝜏𝛽𝛼 = 𝜏𝛾𝛼. Sejam
𝐸 = 𝐹/ ∼ o espaço quociente dessa relação e 𝜋 tal que o seguinte diagrama é comutativo:
𝐹

// 𝐸 = 𝐹/ ∼
yy
𝑀
.
Sobre 𝑈𝛼 × R𝑘 a projeção canônica 𝜋𝑐𝑎𝑛 : 𝐹 → 𝐸 = 𝐹/ ∼ é bijetiva. Então defina
𝜙𝛼 := 𝜋−1𝑐𝑎𝑛|𝜋−1(𝑈𝛼)
𝜙𝛼 : 𝜋−1(𝑈𝛼) −→ 𝑈𝛼 × R𝑘 é dada por
[(𝑥, 𝑣, 𝛼)] ↦→ (𝑥, 𝑣)
e
𝜙𝛼 : 𝐸𝑥 −→ {𝑥} × R𝑘 é isomorfismo.
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Pois, observe que 𝐸𝑥 = 𝜋−1(𝑥) = {𝑝 ∈ 𝐸; 𝜋(𝑝) = 𝑥} = {[𝑥, 𝑣] ∈ 𝐸; 𝑣 ∈ R𝑘}. Por fim, mas
não menos importante, verificamos que, para cada 𝛼, 𝛽 ∈ Λ tais que 𝑈𝛼 ∩ 𝑈𝛽 ̸= ∅
(𝜙𝛼 ∘ 𝜙−1𝛽 )(𝑝, 𝑣) =𝜙𝛼(𝜙−1𝛽 (𝑝, 𝑣))
=𝜙𝛼([𝑥, 𝑣, 𝛽]) = 𝜙𝛼([𝑥, 𝜏𝛼𝛽(𝑥)𝑣, 𝛼])
=(𝑥, 𝜏𝛼𝛽(𝑥)𝑣)
Então segue do lema que 𝐸 tem uma única estrutura de variedade suave tal que 𝜋 :
𝐸 −→𝑀 é um fibrado vetorial suave de posto 𝑘 tendo as aplicações 𝜑𝛼 como trivializações
locais.
A proposição acima nos ajuda a formar novos fibrados vetoriais a partir de dois fibrados
𝐸 e 𝐹 sobre o mesmo espaço base 𝑀 . Assuma que 𝐸 e 𝐹 são dados por funções de
transição 𝑔𝛼𝛽 ∈ GL(R𝑟) e ℎ𝛼𝛽 ∈ GL(R𝑠), respectivamente. Então podemos definir os
fibrados:
• 𝐸 ⊕ 𝐹 é o fibrado dado pelas funções de transição
𝑘𝛼𝛽 =
⎛⎝ 𝑔𝛼𝛽 0
0 ℎ𝛼𝛽
⎞⎠ ∈ GL(R𝑟+𝑠) ;
• 𝐸 ⊗ 𝐹 é o fibrado dado pelas funções de transição
𝑘𝛼𝛽 = 𝑔𝛼𝛽 ⊗ ℎ𝛼𝛽 ∈ GL(R𝑟 ⊗ R𝑠) ;
• Λ𝑝𝐸 é o fibrado dado pelas funções de transição
𝑘𝛼𝛽 = Λ𝑝𝑔𝛼𝛽 ∈ GL(Λ𝑝R𝑟) ;
• 𝐸* é o fibrado dado pelas funções de transição
𝑘𝛼𝛽 = 𝑔𝛼𝛽t ∈ GL(R𝑟) ;
e assim por diante. É fácil ver que (𝐸 ⊕ 𝐹 )𝑥 = 𝐸𝑥 ⊕ 𝐹𝑥, (𝐸 ⊗ 𝐹 )𝑥 = 𝐸𝑥 ⊗ 𝐹𝑥, etc.
O fibrado das 𝑝-formas sobre 𝑀 é definido como Λ𝑝(𝑇𝑀). Um procedimento padrão
em algumas disciplinas de matemática é conhecido como pull-back. Agora apresentare-
mos uma versão deste em Fibrados Vetoriais.
Seja 𝑓 : 𝑀 → 𝑁 uma aplicação diferenciável entre variedades e um fibrado de posto
𝑟 sobre 𝑁 . A aplicação 𝑓 induz sobre 𝑀 um fibrado de posto 𝑟 que representaremos por
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𝑓 *𝐸 denominado fibrado pull-back de 𝐸. Explicitamente temos
𝑓 *𝐸 = {(𝑝, 𝑥) ∈𝑀 × 𝐸; 𝑓(𝑝) = 𝜋(𝑥)}.
Este é o único subconjunto maximal de 𝑀 × 𝐸 tal que o diagrama
𝑓 *𝐸 𝜋2−−−−→ 𝐸
𝜋1 ↓ ↓ 𝜋
𝑀
𝑓−−−−→ 𝑁
comuta. Seja 𝜋1 : 𝑓 *𝐸 → 𝐸 a aplicação 𝜋1(𝑝, 𝑥) = 𝑝 e 𝜑𝛼 : 𝜋−1(𝑈𝛼) → 𝑈𝛼 × R𝑟
trivialização local para 𝐸. Por definição de 𝑓 *𝐸 temos uma bijeção entre 𝐸𝑓(𝑝) e a fibra
𝜋−11 (𝑝) = (𝑓 *𝐸)𝑝 que induz uma estrutura de espaço vetorial neste último. Pondo 𝑉𝛼 =
𝑓−1(𝑈𝛼) temos uma bijeção
𝜑*𝛼 : 𝜋−11 (𝑉𝛼)→ 𝑉𝛼 × R𝑟
dada por 𝜑*𝛼(𝑝, 𝑥) = (𝑝, 𝑝2𝜑(𝑥)), onde 𝑝2 : 𝑈𝛼 × R𝑟 → R𝑟 é a projeção no segundo fator.
Dá-se a 𝑓 *𝐸 a topologia que faz as funções 𝜑*𝛼 homeomorfismo.
Uma aplicação suave entre fibrados vetoriais 𝐸 e 𝐹 é uma aplicação suave 𝑓 : 𝐸 → 𝐹
tal que 𝑓(𝐸𝑝) ⊂ 𝐹𝑓(𝑝) e 𝑓 |𝐸𝑝 : 𝐸𝑝 → 𝐹𝑓(𝑝) é linear para cada 𝑝 ∈ 𝑀 . Um isomorfismo
𝑔 : 𝐸 → 𝐸 de um fibrado vetorial 𝐸 é chamado automorfismo ou transformação de calibre
de 𝐸; note que o conjunto das transfomações de calibre de um fibrado vetorial forma um
grupo, denotado por 𝒢(𝐸).
2.3 Seções
Uma seção 𝜎 de um fibrado vetorial real 𝜋 : 𝐸 → 𝑀 sobre 𝑈 ⊂ 𝑀 é uma aplicação
suave 𝑠 : 𝑈 → 𝐸 tal que 𝜋 ∘ 𝑠 = 1𝑈 , i.e. 𝑠(𝑥) ∈ 𝐸𝑥. A seção 𝜎 é dita global se está
definida sobre toda 𝑀 . O conjunto de todas as seções globais de 𝐸, denotado por Ω0(𝐸),
é um espaço vetorial real e tem estrutura de um 𝐶∞(𝑀)-módulo, dada por:
𝐶∞(𝑀)× Ω0(𝐸)→ Γ(𝐸)
(𝑓, 𝑠) ↦→ 𝑓𝑠.
Onde (𝑓𝑠)(𝑥) = 𝑓(𝑥)𝑠(𝑥). Denotamos Ω0(𝑈 ;𝐸), ou Ω0(𝐸|𝑈) o conjunto de todas as seções
locais sobre 𝑈 .
Exemplo 2.3.1. Considere o fibrado trivial de posto 1 sobre 𝑀 . Então, Ω0(R) ∼=
𝐶∞(𝑀 ;R). Com efeito, dada 𝑠 ∈ Ω0(R) como 𝜋1 ∘ 𝑠 = 1𝑀 temos que 𝑠(𝑥) = (𝑥, 𝑓(𝑥))
onde 𝑓 :𝑀 → R, donde segue o afirmado.
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Definição 2.3.2. Um referencial local de 𝐸 é um conjunto de seções locais 𝑠𝑖 ∈ Ω0(𝑈), 𝑖 =
1, . . . , 𝑟, tais que {𝑠1(𝑥), . . . , 𝑠𝑟(𝑥)} é base de 𝐸𝑥 para todo 𝑥 ∈ 𝑈.
Exemplo 2.3.3 (A seção nula). Dado um fibrado vetorial real 𝐸 sobre 𝑀 considere a
seção 𝑂 : 𝑀 → 𝐸 que a cada 𝑥 ∈ 𝑀 associa 𝑜𝑥 ∈ 𝐸𝑥, onde 𝑜𝑥 é o vetor nulo, então 𝑂 é
suave. Com efeito, dada uma trivialização local 𝜑 temos que 𝜑−1(𝑥, 0) = 𝑂(𝑥), 0 ∈ R𝑟.
Figura 2.2: Ilustração do comportamento das seções
Na figura acima, 𝜉 ilustra uma seção que nunca se anula, 𝑀0 é a seção nula, enquanto
𝛽 é uma seção que se anula em alguns pontos. Observe que quando 𝐸 = 𝑇𝑀 , o conjunto
das seções Ω0(𝑀) = X(𝑀) é o conjunto dos campos de vetores de 𝑀 .
Proposição 2.3.4. Sejam 𝜋 : 𝐸 −→ 𝑀 um fibrado vetorial, 𝑈 ⊂ 𝑀 aberto. Trivializar
𝑈 equivale a escolha de um referencial local sobre 𝑈 .
Demonstração. Dada uma trivialização local 𝜑 : 𝜋−1(𝑈) → 𝑈 × R𝑟, defina 𝑠𝑖(𝑥) =
𝜑−1(𝑥, 𝑒𝑖) onde {𝑒𝑖}𝑟𝑖=1 é a base canônica de R𝑟. {𝑠𝑖}𝑟𝑖=1 assim definido é um refe-
rencial local. De fato (𝑥, 𝑒𝑖) = 𝜑(𝑠𝑖(𝑥)) = (𝜋(𝑠𝑖(𝑥)), 𝜏(𝑠𝑖(𝑥)) donde 𝑥 = 𝜋(𝑠𝑖(𝑥)) e
𝑒𝑖 = 𝜏(𝑠𝑖(𝑥)) donde segue que 𝑠𝑖 são seções; como 𝜏 |𝐸𝑥 é isomorfismo, leva base em
base, ou seja, {𝑠1(𝑥), . . . , 𝑠𝑟(𝑥)} é base de 𝐸𝑥 para todo 𝑥 ∈ 𝑈. Se um referencial local
{𝑠1, . . . , 𝑠𝑟} sobre 𝑈 é dado, a trivialização correspondente 𝜑 : 𝜋−1(𝑈) → 𝑈 × R𝑟 é dada
por 𝜑(𝑝) = 𝜑 (∑︀𝑟𝑖=1 𝑣𝑖(𝑝)𝑠𝑖(𝑥)) = (𝑥, 𝑣1(𝑝), . . . , 𝑣𝑟(𝑝)), onde 𝑣𝑖(𝑝) são os coeficientes de
𝑝 ∈ 𝐸𝑥 na base {𝑠1(𝑥), . . . , 𝑠𝑟(𝑥)}.
Corolário 2.3.5. Um fibrado vetorial 𝜋 : 𝐸 −→ 𝑀 é trivial se, e só se, existe um
referencial global suave para 𝜋.
Definição 2.3.6. Uma variedade diferenciável 𝑀 cujo fibrado tangente é trivial é cha-
mada paralelizável.
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Exemplo 2.3.7. Todo grupo de lie 𝐺 é paralelizável. De fato, seja 𝐺 um grupo de lie,
então a translação a esquerda 𝐿𝑔 é um difeomorfismo de 𝐺 em 𝐺. Seja 𝑒 ∈ 𝐺 o elemento
neutro de 𝐺. Então a diferencial (𝑑𝐿𝑔)𝑒 é um isomorfismo entre 𝑇𝑒𝐺 e 𝑇𝑔𝐺. Assim, seja
{𝑣1, . . . , 𝑣𝑛} base de 𝑇𝑒𝐺 e defina 𝑠𝑖 : 𝐺→ 𝑇𝐺 dadas por
𝑠𝑖(𝑔) = (𝑑𝐿𝑔)𝑒𝑣𝑖 , 1 ≤ 𝑖 ≤ 𝑛.
Essas funções dependem suavemente de 𝑔 e também 𝑠𝑖(𝑔) ∈ 𝑇𝑔𝐺. Ou seja, elas são seções
suaves do fibrado tangente de G. Como também (𝑑𝐿𝑔)𝑒 manda bases em bases, {𝑠𝑖(𝑔)}𝑛𝑖=1
é um referencial global.
Exemplo 2.3.8. S2 não é paralelizável. Com efeito, segue do teorema de Hopf-Poincaré
que todo campo vetorial contínuo em S2 tem pelo menos um zero, logo não existe referencial
global em 𝑇S2. Em particular, não existe estrutura de grupo de Lie em S2.
Outra aplicação da proposição 2.3.4 é que o fibrado tautológico é não trivial.
Proposição 2.3.9. 𝐸(𝛾1𝑛) sobre R𝑃 𝑛 (𝑛 ≥ 1) é não trivial.
Demonstração. Seja 𝑠 : R𝑃 𝑛 −→ 𝐸(𝛾1𝑛) qualquer seção e considere a composição R𝑛+1 −
{0} 𝜋−→ R𝑃 𝑛 𝑠−→ 𝐸(𝛾1𝑛), onde 𝜋 é projeção que leva 𝑥 ∈ R𝑛+1−{0} em [𝑥] ∈ R𝑃 𝑛, então
𝑠 ∘ 𝜋(𝑥) = 𝑠([𝑥]) = ([𝑥], 𝑡(𝑥)𝑥) ∈ 𝐸(𝛾1𝑛), 𝑡 : R𝑛+1 − {0} −→ R é contínua pois, 𝑠 ∘ 𝜋 o é.
Como 𝜋(𝑥) = 𝜋(−𝑥), segue que 𝑡(−𝑥) = −𝑡(𝑥), ou seja, 𝑡 é uma função ímpar. De fato,
de 𝑠 ∘ 𝜋(𝑥) = 𝑠 ∘ 𝜋(−𝑥) temos que ([𝑥], 𝑡(𝑥)𝑥) = ([−𝑥],−𝑡(−𝑥)𝑥), i.e., 𝑡(−𝑥) = −𝑡(𝑥).
Se 𝑡 ≡ 0 não há o que fazer, se 𝑡(𝑥) ̸= 0, pelo teorema do valor intermediário, existe 𝑥0
tal que 𝑡(𝑥0) = 0 (R𝑛+1 − {0} é conexo com𝑛 ≥ 1 e 𝑡 é contínua e ímpar) e portanto se
anula, donde segue que não existe referencial global, ou seja, 𝐸(𝛾1𝑛) é não trivial.
Exemplo 2.3.10. O fibrado tautológico sobre R𝑃 1 ≈ 𝑆1 é a faixa de möbius. Seja
𝐸(𝛾11) = {(±𝑥, 𝑦) ∈ R𝑃 1 × R2; 𝑦 = 𝜆𝑥, 𝜆 ∈ R} podemos escrever 𝑥 = (cos 𝜃, sin 𝜃), 𝜃 ∈
[0, 𝜋]. Essa representação é única para 𝜃 ∈ (0, 𝜋). E
(±(cos 0, sin 0), 𝜆(cos 0, sin 0) = ±(cos 𝜋, sin 𝜋),−𝜆(cos 𝜋, sin 𝜋)).
Em outras palavras, 𝐸(𝛾11) pode ser obtido da faixa [0, 𝜋]×R identificando-se {0}×R
com {𝜋} × R via (0, 𝑡) ↦−→ (𝜋,−𝑡).
Assim, 𝐸(𝛾11) é a faixa de möbius sobre R𝑃 1 ≈ 𝑆1.
𝑥(𝑢, 𝑣) = (1 + 𝑣2 cos
𝑢
2 ) cos𝑢
𝑦(𝑢, 𝑣) = (1 + 𝑣2 cos
𝑢
2 ) sin 𝑢
𝑧(𝑢, 𝑣) = 𝑣2 sin
𝑢
2
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Figura 2.3: faixa de möbius como fibrado não trivial sobre S1
Teorema 2.3.11. Sejam 𝐸,𝐹 fibrados sobre 𝑀 . Então, existe o seguinte isomorfismo
Ω0(Hom(𝐸,𝐹 )) = Hom𝐶∞(𝑀)(Ω0(𝐸),Ω0(𝐹 )).
Demonstração. Por definição, Ω0(Hom(𝐸,𝐹 )) é o espaço das seções suaves de Hom(𝐸,𝐹 ).
Dado ̂︀𝜙 ∈ Ω0(Hom(𝐸,𝐹 )), defina o homomorfismo 𝐶∞(𝑀)-linear,
𝐹 : Ω0(Hom(𝐸,𝐹 )) −→ Hom(Ω0(𝐸),Ω0(𝐹 ))
̂︀𝜙 ↦−→ 𝐹 ( ̂︀𝜙)
por
𝐹 ( ̂︀𝜙)(𝑠) = ̂︀𝜙 ∘ 𝑠, 𝑠 ∈ Ω0(𝐸).
Temos ̂︀𝜙 : 𝑀 −→ Hom(𝐸,𝐹 ) e 𝑠 : 𝑀 −→ 𝐸 com 𝜋Hom(𝐸,𝐹 ) ∘ ̂︀𝜙 = 1𝑀 e 𝜋𝐸 ∘ 𝑠 = 1𝑀 ,
i.e., 𝑠(𝑥) ∈ 𝐸𝑥 e ̂︀𝜙(𝑥) ∈ Hom(𝐸,𝐹 )𝑥 = Hom(𝐸𝑥, 𝐹𝑥), 𝑥 ∈ 𝑀 . Ou seja, ( ̂︀𝜙 ∘ 𝑠)(𝑥) =̂︀𝜙(𝑥)𝑠(𝑥) ∈ 𝐹𝑥. Donde ̂︀𝜙 ∘ 𝑠 ∈ Ω0(𝐹 ).
Suponha que 𝐹 ( ̂︀𝜙) = 0. Para verificar a injetividade de 𝐹 , mostraremos que ̂︀𝜙𝑥 :
𝐸𝑥 −→ 𝐹𝑥 é o homomorfismo nulo para cada 𝑥 ∈𝑀 , ou seja, ̂︀𝜙 é seção nula de Hom(𝐸,𝐹 ).
Fixe 𝑥 ∈ 𝑀 e 𝑣 ∈ 𝐸𝑥. Existe uma seção 𝑠𝑣 ∈ Ω0(𝐸) com 𝑠𝑣(𝑥) = 𝑣. De fato, localmente
numa vizinhança 𝑈 de 𝑥 trivializante podemos sempre obter uma seção local ̃︀𝑠𝑣 com a
propriedade desejada. Agora, seja 𝑓 : 𝑀 −→ R com Supp(𝑓) ⊂ 𝑈 e 𝑓(𝑝) = 1 e defina
𝑠𝑣 := 𝑓 ̃︀𝑠𝑣.
Agora 𝐹 ( ̂︀𝜙) = 0 implica 𝐹 ( ̂︀𝜙)(𝑠𝑣) = 0 para todo 𝑣 ∈ 𝐸𝑥, assim ̂︀𝜙 ∘ 𝑠𝑣 = 0, dondê︀𝜙𝑥 ·𝑠𝑣(𝑥) = 0 para todo 𝑥 ∈𝑀 . Logo, ̂︀𝜙𝑥(𝑣) = 0 para todo 𝑥 ∈𝑀 e todo 𝑣 ∈ 𝐸𝑥, portantô︀𝜙𝑥 é o homomorfismo nulo. Como 𝑥 ∈ 𝑀 é arbitrário, ̂︀𝜙 é a seção nula e portanto 𝐹 é
injetiva. Quanto a sobrejetividade, seja Φ ∈ Hom(Ω0(𝐸),Ω0(𝐹 )), defina ̂︀𝜙 : 𝐸 −→ 𝐹 por̂︀𝜙𝑥(𝑣) = Φ(𝑠𝑣)(𝑥) onde 𝑠𝑣 ∈ Ω0(𝐸) é a seção tal que 𝑠𝑣(𝑥) = 𝑣. ̂︀𝜙 está bem definido. De
fato, se 𝑠𝑣 e 𝑠′𝑣 são seções tais que 𝑠𝑣(𝑥) = 𝑠′𝑣(𝑥) = 𝑣 temos Φ(𝑠𝑣)(𝑥) = Φ(𝑠′𝑣)(𝑥) ou, em
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outras palavras, se 𝑠(𝑥) = 0,Φ(𝑠)(𝑥) = 0.
Seja {𝑒1, . . . , 𝑒𝑟} um referencial local numa vizinhança 𝑈 de 𝑥. Novamente isto pode
ser feito localmente e as seções locais podem ser extendidas a seções globais como acima.
Agora,
𝑠(𝑦) =
𝑟∑︁
𝑖=1
𝑓𝑖(𝑦)𝑒𝑖(𝑦); 𝑦 ∈ 𝑈
e 𝑓𝑖 funções suaves definidas em 𝑈 . Seja 𝜆 ∈ 𝐶∞(𝑀) com Supp(𝜆) ⊂ 𝑈 e 𝜆(𝑥) = 1.
Então
Φ(𝑠) = Φ(𝜆𝑠+ (1− 𝜆)(𝑠)) = Φ(𝜆𝑠) + (1− 𝜆)Φ(𝑠)
em 𝑥. Temos Φ(𝑠)(𝑥) = Φ(𝜆𝑠)(𝑥), pois, 𝜆(𝑥) = 1. Mas 𝜆𝑠 = ∑︀(𝜆𝑓𝑖)𝑒𝑖 e 𝜆𝑓𝑖 se extende
para funções suaves 𝑔𝑖 definidas em𝑀 com 𝑔𝑖(𝑥) = 𝑓𝑖(𝑥) = 0, desde que Φ é 𝐶∞(𝑀)-linear
Φ(𝜆𝑠) =
∑︁
𝑔𝑖Φ(𝑒𝑖) ∈ Ω0(𝐹 )
Mas 𝑔𝑖(𝑝) = 0 então Φ(𝜆𝑠)(𝑝) = 0.
Proposição 2.3.12. Dado dois fibrados vetoriais 𝐸,𝐹 → 𝑀 , existe um isomorfismo de
𝐶∞(𝑀)-módulos
Ω0(𝐸)⊗ Ω0(𝐹 )→ Ω0(𝐸 ⊗ 𝐹 ) .
Demonstração. Antes da demonstração considere o seguinte lema técnico.
Lema 2.3.13. Ω0(𝐸)* ∼= Ω0(𝐸*)
Ω0(𝐸)* ∼=Ω0(𝐸)* ⊗ 𝐶∞(𝑀)
∼=Ω0(𝐸)* ⊗ Ω0(R)
∼=Hom(Ω0(𝐸),Ω0(R))
∼=Ω0(Hom(𝐸,R))
∼=Ω0(𝐸* ⊗ R) ∼= Ω0(𝐸*).
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Daí, a demonstração da proposição segue,
Ω0(𝐸)⊗ Ω0(𝐹 ) ∼=Hom(Ω0(𝐸)*,Ω0(𝐹 ))
∼=Hom(Ω0(𝐸*),Ω0(𝐹 ))
∼=Ω0(Hom(𝐸*, 𝐹 ))
∼=Ω0(𝐸 ⊗ 𝐹 )).
2.4 Um 𝐺 - fibrado principal
Antes de introduzir um 𝐺 - fibrado principal faremos uma breve revisão sobre ações
de grupos. Se 𝐺 é um grupo e 𝑀 é um conjunto, uma ação a direita de 𝐺 sobre 𝑀 é uma
aplicação
𝑀 ×𝐺 −→𝑀
(𝑥, 𝑔) ↦−→ 𝑥 · 𝑔
que satisfaz
1. 𝑥 · 𝑒 = 𝑥 para todo 𝑥 ∈𝑀 , e é o elemento neutro de 𝐺
2. (𝑥 · ℎ) · 𝑔 = 𝑥 · (ℎ · 𝑔) para todos ℎ, 𝑔 ∈ 𝐺 e 𝑥 ∈𝑀 .
Suponha agora que 𝐺 é um grupo de Lie e 𝑀 uma variedade suave. Uma ação a
direita de 𝐺 sobre 𝑀 é dita contínua se a aplicação 𝑀 × 𝐺 −→ 𝑀 o é. Analogamente,
definimos uma ação suave.
Vamos introduzir algumas terminologias básicas relacionado as ações de grupos:
• Para cada 𝑥 ∈𝑀 , a órbita de 𝑥 pela ação é o conjunto
𝑥 ·𝐺 = {𝑥 · 𝑔 ∈𝑀 ; 𝑔 ∈ 𝐺}
de todas as imagens de 𝑥 pela ação de um elemento de 𝐺.
• A ação é transitiva se, para cada dois pontos 𝑥, 𝑦 ∈𝑀 , existe 𝑔 ∈ 𝐺 tal que 𝑥 ·𝑔 = 𝑦
ou equivalentemente se a órbita de cada ponto é todo 𝑀 .
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• Dado 𝑥 ∈ 𝑀 , o grupo de isotropia de 𝑥 (ou estabilizador), denotado por 𝐺𝑥, é o
conjunto dos 𝑔 ∈ 𝐺 que fixam 𝑥:
𝐺𝑥 = {𝑔 ∈ 𝐺;𝑥 · 𝑔 = 𝑥}
• A ação é dita livre se 𝐺𝑥 = {𝑒} para cada 𝑥 ∈𝑀 .
Exemplo 2.4.1. 1. Se 𝐺 é um grupo de Lie e 𝑀 é uma variedade, a ação trivial de
𝐺 sobre 𝑀 é definida por 𝑥 · 𝑔 = 𝑥 ∀𝑔 ∈ 𝐺. É fácil ver que · é suave e 𝐺𝑥 = 𝐺.
2. Seja 𝐺 um grupo de Lie e 𝐻 subgrupo de Lie de 𝐺, então 𝐺 age sobre 𝐻 pela
aplicação produto
𝐻 ×𝐺 −→ 𝐻
(ℎ, 𝑔) ↦−→ ℎ · 𝑔
onde · denota o produto do grupo 𝐺.
Essa ação é livre e suave.
Dado uma ação de 𝐺 em 𝑀 , definimos a seguinte relação ∼ em 𝑀 ; 𝑥, 𝑦 ∈ 𝑀 estão
relacionados se, e só se, existe 𝑔 ∈ 𝐺 tal que 𝑥 = 𝑦𝑔. Segue da definição de ação que ∼ é
uma relação de equivalência. Observe que a classe de 𝑥 ∈ 𝑀 é justamente a órbita de 𝑥
pela ação de 𝐺. Definimos o espaço de órbitas 𝑀/𝐺 := {𝑥 ·𝐺;𝑥 ∈𝑀}.
Definição 2.4.2. Sejam 𝑀 e 𝑁 variedades e 𝐺 grupo de Lie agindo a direita em 𝑀 e
𝑁 . Uma aplicação 𝐹 : 𝑀 −→ 𝑁 é dita equivariante com respeito a ação de 𝐺 se para
cada 𝑔 ∈ 𝐺 𝐹 (𝑝 · 𝑔) = 𝐹 (𝑝) · 𝑔.
Exemplo 2.4.3. Seja 𝐺 um grupo de Lie e 𝐻 subgrupo de Lie de 𝐺, vimos em 2.4.1 que
𝐺 age por multiplicação em 𝐻 e em 𝐺. Segue de imediato que a inclusão 𝑖 : 𝐻 → 𝐺 é
uma apĺicação equivariante.
Definição 2.4.4. Um 𝐺-fibrado principal consiste de uma tripla (𝑃,𝐵, 𝜋) onde 𝜋 : 𝑃 −→
𝐵 é uma aplicação suave entre variedades diferenciáveis e uma ação a direita contínua,
𝑃 ×𝐺 −→ 𝑃 livre, com respeito a qual 𝜋 é invariante e que 𝜋 induz um homeomorfismo
entre o espaço quociente 𝑃/𝐺 desta ação e 𝐵. Além disso, existe uma cobertura {𝑈𝛼}𝛼∈Λ
de 𝐵 sobre a qual o seguinte diagrama é comutativo:
𝜋−1(𝑈𝛼)
𝜑𝛼−−−−→ 𝑈𝛼 ×𝐺
𝜋 ↓ ↓ 𝜋1
𝑈𝛼
1𝑈𝛼−−−−−−→ 𝑈𝛼
onde 𝜙𝛼 é um homeomorfismo equivariante com respeito a ação de 𝐺.
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A variedade 𝑃 é chamada espaço total do G-fibrado principal, 𝜋 é chamada projeção e
𝐵 é chamada base. As aplicações 𝜙𝛼 são chamadas trivializações locais. Por fim, 𝐺 é dito
grupo estrutural do fibrado.
Exemplo 2.4.5 (Fibrado trivial). Um G-fibrado principal e trivial sobre 𝐵 é simples-
mente 𝑃 := 𝐵 ×𝐺 onde 𝐺 age sobre 𝑃 por multiplicação na segunda coordenada e 𝜋 é a
projeção no primeiro fator.
Seguem das definições de G-fibrados as seguintes observações:
• 𝑑𝑖𝑚 𝑃 = 𝑑𝑖𝑚 𝐵 + 𝑑𝑖𝑚 𝐺.
De fato, em uma trivialização local (𝑈𝛼, 𝜙𝛼) temos 𝜙𝛼 : 𝜋−1(𝑈𝛼) −→ 𝑈𝛼 × 𝐺 donde
𝑑𝑝𝜙𝛼 é um isomorfismo (𝑑𝜙𝛼)* : 𝑇𝑝𝑃 −→ 𝑇𝜋(𝑝)𝐵 × g. Donde segue o desejado, onde g é
álgebra de Lie de G.
• 𝜋 é submersão. (i.e., 𝑑𝑝𝜋 é sobrejetiva).
Sabemos que 𝜋1 é uma submersão. Em uma trivialização local temos 𝜋 = 𝜋1 ∘ 𝜙2.
Como 𝜙2 é difeomorfismo, segue o desejado.
• 𝜋−1(𝜋(𝑝)) = 𝑝 ·𝐺, para todo 𝑝 ∈ 𝑃.
Com efeito, dado 𝑞 ∈ 𝜋−1(𝜋(𝑝)) sejam 𝑈𝛼 um aberto trivializante contendo 𝜋(𝑞) e
𝜙𝛼 uma trivialização em 𝑈𝛼. Tomando ℎ = 𝑔−1𝛼 (𝑝) · 𝑔𝛼(𝑞) ∈ 𝐺 onde 𝜙𝛼 = (𝜋, 𝑔𝛼),
daí,
𝜙𝛼(𝑝 · ℎ) =(𝜋(𝑝 · ℎ), 𝑔𝛼(𝑝 · ℎ))
=(𝜋(𝑝), 𝑔𝛼(𝑝) · ℎ)
=(𝜋(𝑞), 𝑔𝛼(𝑞))
=𝜙𝛼(𝑞).
Logo, 𝑞 = 𝑝 · ℎ ∈ 𝑝 ·𝐺.
• A ação de 𝐺 em 𝑃 é livre.
Sejam 𝑝 ∈ 𝑃 e (𝑈𝛼, 𝜙𝛼) uma trivialização numa vizinhaça de 𝑥 = 𝜋(𝑝). Se 𝑝 · 𝑔 = 𝑝
temos 𝜙𝛼(𝑝 · 𝑔) = (𝜋(𝑝), 𝑔𝛼(𝑝) · 𝑔) e 𝜙𝛼(𝑝) = (𝜋(𝑝), 𝑔𝛼(𝑝)), donde 𝑔𝛼(𝑝) · 𝑔 = 𝑔𝛼(𝑝),
o que implica, 𝑔 = 𝑒. Segue daí que 𝐺 age livre e transitivamente nas fibras.
Definição 2.4.6. Um isomorfismo de G-fibrados principais com mesma base é um dife-
omorfismo entre os espaços totais, o qual é 𝐺-equivariante e comuta com as projeções.
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Exemplo 2.4.7. Seja 𝑀 uma variedade suave. Seja 𝐵(𝑀) o espaço de referenciais do
fibrado tangente. Um ponto de 𝐵(𝑀) consiste de um ponto de 𝑝 ∈ 𝑀 e uma base de
{𝑣1, . . . , 𝑣𝑛} do espaço tangente em 𝑝, 𝑇𝑝𝑀 . Existe uma projeção natural de 𝐵(𝑀) para
e 𝑀 e uma ação natural de 𝐺𝐿(𝑛,R) sobre 𝐵(𝑀). Temos que 𝐺𝐿(𝑛,R) em 𝐵(𝑀) por
mudança de base, isto é, dado 𝑔 ∈ 𝐺𝐿(𝑛,R) a ação de 𝑔 sobre o ponto (𝑥, {𝑣1, . . . , 𝑣𝑛}) é
o ponto (𝑥, {𝑣′1, . . . , 𝑣′𝑛}) onde
𝑣′𝑗 =
𝑛∑︁
𝑖=1
𝑔𝑖𝑗𝑣𝑖.
A operação acima é de fato uma ação a direita. Com efeito,
(𝑥, {𝑣1, . . . , 𝑣𝑛})1𝑛 = (𝑥, {𝑣′1, . . . , 𝑣′𝑛})
onde
𝑣′𝑗 =
𝑛∑︁
𝑖=1
𝛿𝑖𝑗𝑣𝑖 = 𝑣𝑖.
Assim, (𝑥, {𝑣1, . . . , 𝑣𝑛})1𝑛 = (𝑥, {𝑣1, . . . , 𝑣𝑛}). Agora dados 𝑔, ℎ ∈ 𝐺𝐿(𝑛,R) temos
((𝑥, {𝑣1, . . . , 𝑣𝑛})𝑔)ℎ = (𝑥, {𝑣′1, . . . , 𝑣′𝑛})ℎ = (𝑥, {𝑣′′1 , . . . , 𝑣′′𝑛})
com
𝑣′′𝑗 =
𝑛∑︁
𝑖=1
ℎ𝑖𝑗
𝑛∑︁
𝑘=1
𝑔𝑘𝑖𝑣𝑘.
=
𝑛∑︁
𝑘=1
(︃
𝑛∑︁
𝑖=1
𝑔𝑘𝑖ℎ𝑖𝑗𝑣𝑘
)︃
.
=
𝑛∑︁
𝑘=1
(︃
𝑛∑︁
𝑖=1
(𝑔ℎ)𝑘𝑗𝑣𝑘
)︃
.
Donde
((𝑥, {𝑣1, . . . , 𝑣𝑛})𝑔)ℎ = (𝑥, {𝑣′′1 , . . . , 𝑣′′𝑛}) = (𝑥, {𝑣1, . . . , 𝑣𝑛})𝑔ℎ
é claro que a projeção natural é invariante por esta ação. Daremos agora estrutura de vari-
edade em 𝐵(𝑀). Dado um sistema de coordenadas locais (𝑈,𝜙) de 𝑀 (𝜙 = (𝑥1, . . . , 𝑥𝑛)),
definimos
𝜙𝑈 : 𝜋−1(𝑈) −→ 𝑈 ×𝐺𝐿(𝑛,R)
(𝑥, 𝑣1, . . . , 𝑣𝑛) ↦→ (𝑥,𝐴)
onde A é a matriz de mudança de base, da base canônica { 𝜕
𝜕𝑥𝑖
} de 𝑇𝑥𝑀 para a base {𝑣𝑖}
de 𝑇𝑥𝑀.
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𝜙𝑈 é bijeção com inverso dado por
𝜙𝑈
−1 : (𝑥, 𝑔) ↦→ (𝑥, 𝜕
𝜕𝑥𝑖
, . . . ,
𝜕
𝜕𝑥𝑟
)𝑔.
Assim como no exemlo 2.1.3, usaremos 𝜙 para transferir a topologia de 𝜙(𝑈) ×
𝐺𝐿(𝑛,R) para 𝜋−1(𝑈) declarando que um conjunto 𝐴 em 𝜋−1(𝑈) é aberto se, e somente
se, 𝜙(𝐴) é aberto em 𝜙(𝑈)×𝐺𝐿(𝑛,R), daí por definição 𝜋−1(𝑈), com a topologia induzida
por 𝜙, é homeomorfo a 𝜙(𝑈)×𝐺𝐿(𝑛,R) (localmente euclideano).
Com a topologia induzida por 𝜙, 𝐵(𝑀) é Hausdorff, segundo contável e localmente
euclideano. A estrutura de variedade diferenciável em 𝐵(𝑀), é definida como segue.
Dado um atlas {(𝑈𝛼, 𝜙𝛼)} suave em 𝑀 , então {(𝜋−1(𝑈𝛼), 𝜙𝛼)} é um atlas para 𝐵(𝑀).
De fato, é claro que 𝐵(𝑀) = ⋃︀𝛼 𝜋−1𝑈𝛼. Falta checar que sobre 𝜋−1(𝑈𝛼) ∩ 𝜋−1(𝑈𝛽), 𝜙𝛼 e
𝜙𝛽 são compatíveis.
Definição 2.4.8. Uma seção do G-fibrado principal 𝜋 : 𝑃 −→ 𝐵 é uma aplicação suave
𝜎 : 𝐵 −→ 𝑃 tal que ela recobre a identidade de 𝐵, ou seja, 𝜋 ∘ 𝜎(𝑝) = 𝑝. Se 𝜎 está
definido num aberto de 𝐵 dizemos que 𝜎 é uma seção local.
Exemplo 2.4.9. Dar uma seção no fibrado de referenciais é equivalente a dar um refe-
rencial.
Sabemos que trivializar um fibrado vetorial é equivalente a existência de um referencial
global (veja 2.3.4), o que por sua vez é equivalente a existência de uma seção global no
fibrado de bases (veja 2.4.9), o que motiva a seguinte proposição.
Proposição 2.4.10. Um 𝐺-fibrado principal é trivial se, e só se, admite uma seção global.
Demonstração. De fato, provaremos que existe uma bijeção entre trivializações e seções
locais.
Dado uma trivialização local (𝑈𝛼, 𝜙𝛼), temos uma seção local 𝜎𝛼 : 𝑈𝛼 −→ 𝑃 dada por
𝜎𝛼(𝑝) = 𝜙−1𝛼 (𝑝, 𝑒). Com efeito, existe um único 𝑥 ∈ 𝜋−1(𝑈𝛼) tal que 𝜙𝛼(𝑥) = (𝑝, 𝑒). Mas,
𝜙𝛼(𝑥) = (𝜋(𝑥), 𝑔𝛼(𝑥)) donde 𝜋(𝑥) = 𝑝, ou seja, 𝜋 ∘ 𝜎𝛼(𝑝) = 𝑝.
Reciprocamente, considere 𝜎 ∈ Ω0(𝑈) e 𝑝 ∈ 𝜋−1(𝑈). Como 𝜋−1(𝜋(𝑝)) = 𝑝 · 𝐺 existe
um único 𝑔(𝑝) ∈ 𝐺 tal que 𝑝 = 𝑠(𝜋(𝑝)) · 𝑔(𝑝). Defina 𝜙 : 𝜋−1(𝑈) −→ 𝑈 × 𝐺 por
𝜙(𝑝) = (𝜋(𝑝), 𝑔(𝑝)).
Se 𝜙(𝑝) = 𝜙(𝑞), 𝜋(𝑝) = 𝜋(𝑞) e 𝑔(𝑝) = 𝑔(𝑞), assim 𝑝 = 𝑠(𝜋(𝑝)) ·𝑔(𝑝) = 𝑠(𝜋(𝑞)) ·𝑔(𝑞) = 𝑞
e 𝜙 é injetiva. Para a sobrejetividade, dado (𝑥, ℎ) ∈ 𝑈 × 𝐺, 𝜙(𝑠(𝑥) · ℎ) = (𝑥, ℎ) pois
𝑔(𝑠(𝑥) · ℎ) é definido como o único elemento de 𝐺 satisfazendo
𝑠(𝑥) · ℎ = 𝑠(𝜋(𝑠(𝑥) · ℎ)) · 𝑔(𝑠(𝑥) · ℎ) = 𝑠(𝑥) · 𝑔(𝑠(𝑥) · ℎ).
Como a ação é livre segue 𝑔(𝑠(𝑥) · ℎ) = ℎ. Segue daí que 𝜙 é equivariante.
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Pullback de G-fibrados
Suponha que 𝜋 : 𝑃 −→ 𝑀 é um 𝐺-fibrado principal e que 𝑓 : 𝑁 −→ 𝑀 é uma
aplicação suave entre variedades diferenciáveis. Então podemos construir o 𝐺-fibrado
pullback 𝑓 *𝑃 −→ 𝑁 o qual é um 𝐺-fibrado principal sobre 𝑁 . O espaço total 𝑓 *𝑃 é o
"produto fibrado"do seguinte diagrama:
𝑁 × 𝑃 𝑃
𝑁 𝑀
𝜋2
𝜋1 𝜋𝑃
𝑓
Isto significa que 𝑓 *𝑃 ⊂ 𝑁 × 𝑃 é o conjunto dos pares {(𝑎, 𝑥); 𝑓(𝑎) = 𝜋(𝑥)} e a
projeção é dada pela projeção na primeira coordenada. A ação de 𝐺 sobre 𝑓 *𝑃 é induzido
da ação de 𝐺 sobre 𝑃 . Sejam 𝑃 e 𝑄 𝐺-fibrados principais sobre𝑀 e 𝑁 , então 𝐹 : 𝑄→ 𝑃
𝐺-equivariante induz uma 𝑓 :𝑀 → 𝑁 .
𝑄 𝑃
𝑀 𝑁
𝐹
𝜋𝑄 𝜋𝑃
𝑓
Seja 𝑥 ∈ 𝐴, defina 𝑓(𝑥) por 𝜋𝑃 (𝐹 (𝑞)) onde 𝑞 pertençe a fibra sobre 𝑥 e 𝜋𝑃 é a projeção
de G-fibrado principal 𝑃 . Afirmamos que 𝑓 está bem definida. De sorte, a ação de 𝐺
é transitiva nas fibras; assim, dados 𝑞 e 𝑞1 ∈ 𝜋−1(𝑥), existe 𝑔 ∈ 𝐺 tal que 𝑞 = 𝑞1𝑔.
Logo sendo 𝐹 𝐺-equivariante temos que 𝐹 (𝑞) = 𝐹 (𝑞1)𝑔 donde 𝜋𝑃 (𝐹 (𝑞)) = 𝜋𝑃 (𝐹 (𝑞1)𝑔) =
𝜋𝑃 (𝐹 (𝑞1)). Em resumo, temos que uma aplicação 𝐹 : 𝑄→ 𝑃 𝐺-equivariante entre espaço
totais de 𝐺-fibrados principais sobre 𝑀 e 𝑁 respectivamente induz uma aplicação 𝑓 :
𝑀 → 𝑁 entre os espaços bases e um isomorfismo de fibrados 𝑔 : 𝑄→ 𝑓 *𝑃 como segue
𝑄 𝑓 *𝑃
𝑀
𝑔
𝜋𝑄 𝜋1
onde g é definida por 𝑔(𝑞) = (𝜋𝑄, (𝑞), 𝐹 (𝑞)). Lembre que 𝑓 *𝑃 = {(𝑥, 𝑝) ∈𝑀 ×𝑃}; 𝑓(𝑥) =
𝜋𝑃 (𝑝)}. Da definição da 𝑓 segue que 𝑓(𝜋𝑄(𝑞)) = 𝜋𝑃 (𝐹 (𝑞)), 𝑔(𝑞) = (𝜋𝑄, (𝑞), 𝐹 (𝑞)) ∈ 𝑓 *𝑃 ,
agora não é dificil ver que o diagrama acima comuta e portanto 𝑔 é o isomorfimo de
fibrado.
Seja 𝜋 : 𝑃 →𝑀 um 𝐺−fibrado principal. Então 𝜋*𝑃 → 𝑃 é um 𝐺-fibrado trivial.
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𝜋*𝑃 𝑃
𝑃 𝑀
𝜋1 𝜋
𝜋
De fato, 𝑠(𝑝) = (𝑝, 𝑝) é uma seção suave globalmente definida. De sorte que 𝜋*𝑃 =
{(𝑝, 𝑞) ∈ 𝑃 × 𝑃 ; 𝜋(𝑝) = 𝜋(𝑞)}, donde 𝑠(𝑝) ∈ 𝜋*𝑃 e claramente recobre a identidade.
2.5 As funções de transição
Seja 𝜋 : 𝑃 −→ 𝐵 um G-fibrado e suponha que temos uma cobertura aberta {𝑈𝛼}𝛼∈Λ
e trivializações locais
𝜙𝛼 : 𝜋−1(𝑈𝛼) −→ 𝑈𝛼 ×𝐺.
Daí, temos que
𝜙𝛼(𝑝) = (𝜋(𝑝), 𝑔𝛼(𝑝)).
Assim, em 𝑈𝛼 ∩ 𝑈𝛽 ̸= ∅, associamos
𝑔𝛼𝛽 : 𝑈𝛼 ∩ 𝑈𝛽 −→ 𝐺.
Dado por
𝑔𝛼(𝑝) = 𝑔𝛼𝛽(𝜋(𝑝)) · 𝑔𝛽(𝑝).
Observação 2.5.1. Como 𝜙𝛼 é 𝐺-equivariante 𝑔𝛼 : 𝜋−1(𝑈𝛼) −→ 𝐺 também o é.
𝑔𝛼𝛽 está bem definida. Para cada 𝑥 ∈ 𝑈𝛼𝛽 := 𝑈𝛼 ∩ 𝑈𝛽 e 𝑝 ∈ 𝜋−1(𝑥) temos 𝜙𝛼(𝑝) =
(𝑥, 𝑔𝛼(𝑝)) e 𝜙𝛽(𝑝) = (𝑥, 𝑔𝛽(𝑝)). Portanto, existe 𝑔𝛼𝛽(𝑝) ∈ 𝐺 tal que 𝑔𝛼(𝑝) = 𝑔𝛼𝛽(𝑝) · 𝑔𝛽(𝑝).
Afirmamos que 𝑔𝛼𝛽 é constante sobre cada fibra. Com efeito,
𝑔𝛼𝛽(𝑝 · 𝑔) =𝑔𝛼(𝑝 · 𝑔) · 𝑔𝛽(𝑝 · 𝑔)−1
=𝑔𝛼(𝑝) · 𝑔 · (𝑔𝛽(𝑝) · 𝑔)−1
=𝑔𝛼(𝑝) · 𝑔 · 𝑔−1 · 𝑔𝛽(𝑝)−1
=𝑔𝛼(𝑝) · 𝑔𝛽(𝑝)−1
=𝑔𝛼𝛽(𝑝).
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Como a ação de 𝐺 é transitiva nas fibras o resultado segue. Assim, 𝑔𝛼𝛽(𝜋(𝑝)) = 𝑔𝛼𝛽(𝑝)
está bem definida.
Claramente, estas funções de transição satisfazem a condição de cociclo:
𝑔𝛼𝛽(𝑥) · 𝑔𝛽𝛾(𝑥) · 𝑔𝛾𝛼(𝑥) = 1 ∀𝑥 ∈ 𝑈𝛼 ∩ 𝑈𝛽 ∩ 𝑈𝛾.
Se 𝜙′𝛼 é outro conjunto de trivializações sobre 𝑈𝛼 resultando 𝑔
′
𝛼 : 𝑈𝛼 −→ 𝐺. Então,
existem aplicações ℎ𝛼 : 𝑈𝛼 −→ 𝐺 tais que
𝑔
′
𝛼(𝑥) = ℎ𝛼(𝜋(𝑝)) · 𝑔𝛼(𝑥).
As funções de transição dão um novo modo de descrever um 𝐺-fibrado sobre uma base
𝐵. Suponha que temos uma cobertura aberta {𝑈𝛼}𝛼∈Λ e funções
𝑔𝛼𝛽 : 𝑈𝛼 ∩ 𝑈𝛽 −→ 𝐺
satisfazendo as condições de cociclo. Formamos um espaço 𝑃 tomando o quociente do
espaço
.⨆︁
𝛼
𝑈𝛼 ×𝐺
pela relação de equivalência que identifica (𝑢, 𝑔) ∈ 𝑈𝛼 ×𝐺 com (𝑢, 𝑔𝛼𝛽(𝑢) · 𝑔) em 𝑈𝛽 ×𝐺
para cada 𝑢 ∈ 𝑈𝛼 ∩ 𝑈𝛽.
Assim como em fibrados vetorias, as condições de cociclo implicam que ∼ é relação
de equivalência (veja a demonstração da proposição 2.2.3). Existe uma projeção 𝑃 =⋃︀
𝑈𝛼 ×𝐺/∼ −→ 𝐵. Esta projeção do 𝑃 estrutura de um 𝐺-fibrado principal.
2.6 Fibrado Associado
Suponha que 𝑃 −→ 𝐵 é um 𝐺-fibrado principal e que temos uma ação a esquerda
de 𝐺 sobre o espaço 𝑋. Então podemos definir o fibrado associado localmente trivial
sobre 𝐵 com fibra típica 𝑋 por 𝑃 ×𝐺 𝑋. Onde 𝑃 ×𝐺 𝑋 é o espaço de órbitas da ação a
direita de 𝐺 em 𝑃 ×𝑋 dada por ((𝑝, 𝑥), 𝑔) ↦→ (𝑝𝑔, 𝑔−1𝑥). Seja 𝜋 : 𝑃 −→ 𝐵 um 𝐺-fibrado
principal e 𝑉 espaço vetorial. Considere 𝜌 : 𝐺 −→ 𝐺𝐿(𝑉 ) uma representação (i.e., um
homomorfismo de grupos). Daí, temos que 𝐺 age em 𝑃×𝑉 por (𝑥, 𝑣)𝑔 = (𝑥·𝑔, 𝜌−1(𝑔)·𝑉 ).
Defina 𝑃 ×𝜌 𝑉 := 𝑃 × 𝑉/𝐺 o espaço de órbitas dado por essa ação. 𝑃 ×𝜌 𝑉 é um
fibrado vetorial sobre 𝐵. O fibrado 𝑃 ×𝜌 𝑉 é chamado de fibrado associado. Um caso
particular interessante é quando consideramos 𝑉 = 𝐿𝑖𝑒(𝐺) = g, (a álgebra de Lie de G)
e 𝜌 : 𝐺 −→ 𝐺𝑙(g) a representação adjunta, i.e., 𝜌 = 𝐴𝑑. O fibrado vetorial associado
denotado por 𝑃 ×𝐴𝑑 g = 𝑎𝑑𝑃 é chamado fibrado adjunto. Mais precisamente temos:
sejam 𝜋 : 𝑃 −→ 𝑀 um 𝐺−fibrado principal e 𝜌 : 𝐺 −→ 𝐺𝐿(𝑉 ) uma representação.
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Dessa forma, existe uma ação natural à direita de 𝐺 em 𝑃 × 𝑉 dada por:
(𝑝, 𝑣) · 𝑔 = (𝑝 · 𝑔, 𝜌(𝑔−1) · 𝑣).
Como a ação de 𝐺 em 𝑃 é livre, 𝐺 age livremente em 𝑃 × 𝑉 . Seja 𝐸 = 𝑃 × 𝑉/𝐺 =
𝑃 ×𝜌 𝑉 e defina 𝜋𝐸([𝑝, 𝑣]) = 𝜋(𝑝), ou seja, 𝜋𝐸 é tal que o diagrama
𝑃 × 𝑉 𝑃 ×𝜌 𝑉
𝑃 𝑀
𝜋𝜌
𝜋1 𝜋𝐸
𝜋
é comutativo, onde 𝜋𝜌 é a projeção canônica de 𝑃 ×𝑉 em 𝑃 ×𝜌𝑉. Intuitivamente, conside-
ramos o fibrado vetorial trivial sobre 𝑃 e o torcemos segundo 𝜌 para um fibrado vetorial
sobre 𝑀 .
𝜋𝐸 está bem definido. De fato, se (𝑞, 𝑤) ∈ [(𝑝, 𝑣)] temos (𝑞, 𝑤) = (𝑝, 𝑣) · 𝑔, donde
𝑞 = 𝑝 · 𝑔 e 𝑤 = 𝜌(𝑔−1)𝑣 daí, 𝜋𝐸([𝑞, 𝑤]) = 𝜋(𝑝 · 𝑔) = 𝜋(𝑝) = 𝜋𝐸([𝑝, 𝑣]).
Se 𝜙𝛼 = (𝜋, 𝑔𝛼) : 𝜋−1(𝑈𝛼) −→ 𝑈𝛼 × 𝐺 é uma trivialização local de 𝑃 , temos 𝑝 =
𝑠𝛼(𝜋(𝑝)) · 𝑔𝛼(𝑝), para todo 𝑝 ∈ 𝜋−1(𝑈𝛼). Com efeito, 𝑝 e 𝑠𝛼(𝜋(𝑝)) estão na mesma
fibra, como a ação de 𝐺 é transitiva nas fibras, existe uma aplicação ℎ : 𝜋−1(𝑈𝛼) −→ 𝐺
tal que 𝑝 · ℎ(𝑝) = 𝑠𝛼(𝜋(𝑝)). Aplicando 𝜙𝛼, 𝜙𝛼(𝑠𝛼(𝜋(𝑝))) = (𝜋(𝑝), 𝑔𝛼(𝑝) · ℎ(𝑝)). Mas
𝜙𝛼(𝑠𝛼(𝜋(𝑝))) = (𝜋(𝑝), 𝑒), pois 𝑠𝛼(𝑥) = 𝜙−1𝛼 (𝑥, 𝑒). Assim, 𝑔𝛼(𝑝) = (ℎ(𝑝))−1, donde segue a
afirmação. Agora, daí temos [𝑝, 𝑣] = [𝑠𝛼(𝜋(𝑝) · 𝑔𝛼(𝑝), 𝑣] = [𝑠𝛼(𝜋(𝑝)), 𝜌(𝑔𝛼(𝑝)) · 𝑣].
Então, defina:
𝜙𝛼 : 𝜋−1𝐸 (𝑈𝛼) −→ 𝑈𝛼 × 𝑉
[𝑝, 𝑣] −→ (𝜋(𝑝), 𝜌(𝑔𝛼(𝑝)) · 𝑣)
Como 𝑝 = 𝑠𝛼(𝜋(𝑝)) · 𝑔𝛼(𝑝) e 𝑔𝛼(𝑠𝛼(𝑥)) = 𝑒, a aplicação
𝜙−1𝛼 : (𝑥, 𝑣) ∈ 𝑈𝛼 × 𝑉 ↦−→ [𝑠𝛼(𝑥), 𝑣] ∈ 𝜋−1𝐸
é a inversa de 𝜙𝛼 e assim 𝜙𝛼 é bijeção.
𝜙𝛼 ∘ 𝜙−1(𝑥, 𝑣) =𝜙([𝑠𝛼(𝑥), 𝑣])
=(𝜋(𝑠𝛼(𝑥)), 𝜌(𝑔𝛼(𝑠𝛼(𝑥)), 𝑣) = (𝑥, 𝑣).
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𝜙−1 ∘ 𝜙𝛼[𝑝, 𝑣] =𝜙−1(𝜋(𝑝), 𝜌(𝑔𝛼(𝑝)) · 𝑣)
=[𝑠𝛼(𝜋(𝑝)), 𝜌(𝑔𝛼(𝑝)) · 𝑣]
=[𝑠𝛼(𝜋(𝑝)) · 𝑔𝛼(𝑝), 𝑣]
=[𝑝, 𝑣].
Dado [𝑝, 𝑣] ∈ 𝜋−1𝐸 (𝑈𝛼) é sempre possível encontrar 𝑈 ′𝛼 ⊆ 𝑈𝛼 ⊆ 𝑀 que é aberto de
um sistema de coordenadas locais centradas em 𝜋(𝑝) ∈ 𝑀. Assim, pedindo que 𝜋−1𝐸 (𝑈 ′𝛼)
seja um aberto de 𝐸, podemos pensar na restrição de 𝜙𝛼 a 𝜋−1𝐸 (𝑈
′
𝛼) como um sistema de
coordenadas para 𝐸.
Dessa forma, 𝜙𝛼 é difeomorfismo, sua restrição a uma fibra induz um isomorfismo
linear entre ela e 𝑉, e 𝜋𝐸 é suave de modo que 𝐸 = 𝑃 ×𝜌 𝑉 −→𝑀 é um fibrado vetorial
com fibra 𝑉 .
Exemplo 2.6.1. Seja 𝜋 : S1 → S1, 𝜋(𝑧) = 𝑧2 é um Z2-fibrado principal onde Z2 age S1
por 1 · 𝑧 = 𝑧 e −1 · 𝑧 = −𝑧. Em geral, recobrimentos finitos são Z𝑛-fibrados principais.
Considere 𝜋 : S1 → S1 o Z2-fibrado principal, dado acima. Seja 𝜌 : Z2 → R* = 𝐺𝐿(1,R)
a representação dada por 𝜌(±1) = ±1. Assim o fibrado vetorial associado S1 ×𝜌 R =
faixa de Möbius 2.3.10.
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Capítulo 3
Álgebras de Clifford
3.1 Introdução
É bem conhecido que o grupo fundamental de 𝑆𝑂(𝑛), 𝑛 ≥ 3, é Z2. Seu recobrimento
universal é chamado 𝑆𝑝𝑖𝑛(𝑛). O grupo 𝑆𝑝𝑖𝑛C(𝑛) é definido por 𝑆𝑝𝑖𝑛C(𝑛) = 𝑆𝑝𝑖𝑛(𝑛)×Z2
S1. Para entender melhor estes grupos é útil pensar eles como subgrupos das unidades da
álgebra de Clifford 𝐶𝑙(𝑉 ) ou da álgebra de Clifford complexificada 𝐶𝑙(𝑉 )⊗C. A partir de
agora, explicitaremos essa construção álgebrica muito elegante. Antes faremos algumas
preliminares.
3.1.1 Álgebras, Módulos e Representações
Uma álgebra sobre K é um par (𝒜, ·) onde 𝒜 é K−espaço vetorial e · : 𝒜×𝒜 −→ 𝒜
uma operação bilinear. Dizemos que 𝒜 é uma álgebra associativa se 𝑎 · (𝑏 · 𝑐) = (𝑎 · 𝑏) · 𝑐
para todos 𝑎, 𝑏, 𝑐 ∈ 𝒜. Agora se existe 1 ∈ 𝒜 tal que 1 · 𝑎 = 𝑎, para todo 𝑎 ∈ 𝒜 dizemos
que 𝒜 é uma álgebra com unidade.
Nesse texto consideramos apenas as álgebras reais ou complexas (sobre K = R ou C.)
Afim de evitar o pedantismo, por vezes diremos apenas álgebra 𝒜, em vez de álgebra
(𝒜, ·) sobre K, uma vez que o corpo K esteja subentendido e omitiremos a operação com
o intuito de não carregar a notação. A operação · da álgebra é também chamada produto.
Exemplo 3.1.1. Seja 𝑀𝑛×𝑛(R) o conjunto das matrizes com entradas reais. Então
(𝑀𝑛(R), ·) onde · é o produto usual de matrizes é uma álgebra real associativa com unidade
𝐼 = (𝛿𝑖𝑗)𝑖𝑗.
Exemplo 3.1.2. Seja (R3,×) o espaço euclidiano R3 com o produto vetorial ×. Então
(R3,×) é uma álgebra real, a qual não é associativa. Com efeito, (𝑒1×𝑒2)×𝑒2 = 𝑒3×𝑒2 =
−𝑒1 e 𝑒1 × (𝑒2 × 𝑒2) = 𝑒1 × 0 = 0 onde {𝑒1, 𝑒2, 𝑒3} é a base canônica de R3. Portanto,
𝑒1 × (𝑒2 × 𝑒2) ̸= (𝑒1 × 𝑒2)× 𝑒2.
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Definição 3.1.3. Seja (𝒜, ·) uma álgebra sobre K. Dizemos que um subespaço ℐ ⊂ 𝒜 é
um ideal a esquerda (direita). Se 𝒜 · ℐ ⊂ ℐ (ℐ · 𝒜 ⊂ ℐ), ou seja, dados 𝑎 ∈ 𝒜 e 𝑏 ∈ ℐ
temos que 𝑎 · 𝑏 (𝑏 · 𝑎) pertence a ℐ. Quando ℐ for ideal a esquerda e direita diremos que
ℐ é um ideal bilateral ou simplesmente um ideal.
Exemplo 3.1.4. Dada uma álgebra (𝒜, ·) sobre K, os subespaços {0} e 𝒜 são sempre
ideais.
Exemplo 3.1.5. Seja (𝑀𝑛(R), [·, ·]) onde [·, ·] é o comutador de matrizes, i.e., [·, ·] :
𝑀𝑛(R) ×𝑀𝑛(R) −→ 𝑀𝑛(R) é dado por [𝑋, 𝑌 ] = 𝑋𝑌 − 𝑌 𝑋. Então o par (𝑀𝑛(R), [·, ·])
é uma álgebra real. E o conjunto das matrizes diagonais é um ideal.
Exemplo 3.1.6. Seja 𝒜 um espaço vetorial sobre K, 𝑑𝑖𝑚K𝒜 ≥ 1. O par (𝒜, ·), onde · é
a aplicação bilinear nula, é uma álgebra associativa sem unidade tal que todo subespaço ℐ
de 𝒜 é um ideal. Diremos que (𝒜, ·) é uma álgebra abeliana.
Uma noção importante em teoria de categorias é a de morfismo entre os objetos que é,
em certo sentido, a noção de como esses objetos se relacionam. Seguindo essa linguagem
definimos o morfismo na categoria das álgebras sobre K.
Definição 3.1.7. Sejam (𝒜, ·) e (ℬ, *) álgebras sobre K. Dizemos que uma aplicação
K-linear 𝑓 : 𝒜 −→ ℬ é homomorfismo de álgebra se 𝑓(𝑎 · 𝑏) = 𝑓(𝑎) * 𝑓(𝑏) quando 𝑓 é, um
isomorfismo de K espaços vetoriais diremos que (𝒜, ·) e (ℬ, *) são isomorfismos e 𝑓 um
isomorfismo de álgebras. Se 𝒜 e ℬ são álgebras com unidade, exigimos que 𝑓(1𝒜) = 1ℬ.
Seja ℐ um ideal, então o espaço vetorial quociente 𝒜/ℐ tem estrutura natural de
álgebra tal que a projeção natural 𝜋 : 𝒜 −→ 𝒜/ℐ é um homomorfismo de álgebras
sobrejetor.
Primeiramente daremos uma estrutura de álgebra no espaço vetorial quociente 𝒜/ℐ.
Seja ℐ um ideal da álgebra (𝒜, ·). Defina em 𝒜/ℐ a seguinte operação
* : 𝒜/ℐ × 𝒜/ℐ −→ 𝒜/ℐ
([𝑎], [𝑏]) ↦→ [𝑎 · 𝑏] = 𝜋(𝑎 · 𝑏)
Afirmação: * está bem definida. Com efeito, sejam 𝑎′ ∈ [𝑎] e 𝑏′ ∈ [𝑏], então existem
𝑥, 𝑦 ∈ ℐ tais que 𝑎′ = 𝑎+ 𝑥 e 𝑏′ = 𝑏+ 𝑦, logo 𝑎′ · 𝑏′ = 𝑎 · 𝑏+ 𝑎 · 𝑦+ 𝑥 · 𝑏+ 𝑥 · 𝑦. Agora como
ℐ é ideal temos que 𝑎 · 𝑦, 𝑥 · 𝑏 ∈ ℐ, donde [𝑎′ · 𝑏′] = [𝑎 · 𝑏] portanto segue o afirmado.
A bilinearidade de * segue imediatemente da bilinearidade de · e da linearidade da
projeção canônica 𝜋.
Com a estrutura de álgebra definida acima em 𝒜/ℐ
𝜋 : 𝒜 −→ 𝒜/ℐ
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é um homomorfismo de álgebras. De fato, temos por definição que 𝜋(𝑎) * 𝜋(𝑏) = 𝜋(𝑎 · 𝑏).
Observe que 𝜋 é sobrejetiva.
Seja ℐ um ideal de 𝒜. Suponha que 𝒜 é associativa com unidade, então 𝒜/ℐ é
associativa com unidade.
De fato, [𝑎] · ([𝑏] · [𝑐]) = [𝑎] · [𝑏 · 𝑐] = [𝑎 · (𝑏 · 𝑐)] = [(𝑐 · 𝑏) · 𝑐] = [𝑎 · 𝑏] · [𝑐] = ([𝑎] · [𝑏]) · [𝑐]
para todo [𝑎], [𝑏], [𝑐] ∈ 𝒜/ℐ.
Agora pondo 1𝒜/ℐ := [1𝒜] tem-se [1𝒜] · [𝑎] = [1𝒜 · 𝑎] = [𝑎]. Donde segue o afirmado.
Um lema simples mas importante e que será útil no texto é o seguinte:
Lema 3.1.8. Sejam 𝑓 : 𝒜 −→ ℬ homomorfismo de álgebras e ℐ ⊂ ker 𝑓 um ideal. Então
𝑓 induz um homomorfismo de álgebras 𝑓 : 𝒜/ℐ −→ ℬ.
Com efeito, defina 𝑓([𝑎]) = 𝑓(𝑎). Afirmamos que 𝑓 está bem definida. De fato, se
𝑎′ ∈ [𝑎], temos que 𝑎′ − 𝑎 ∈ ℐ, donde 𝑓(𝑎′ − 𝑎) = 0, pois ℐ ⊂ ker 𝑓 , logo 𝑓(𝑎′) = 𝑓(𝑎) e
portanto 𝑓 está bem definida. A verificação de que 𝑓 assim definida é um homomorfismo
de álgebras é direta.
Definição 3.1.9. Seja (𝒜, ·) uma álgebra. Dizemos que um subespaço 𝒮 ⊂ 𝒜 é uma
subálgebra se 𝒮 · 𝒮 ⊂ 𝒮, ou seja, dado 𝑎, 𝑏 ∈ 𝒮 temos que 𝑎 · 𝑏 pertence a 𝒮.
Exemplo 3.1.10. Todo ideal de uma álgebra é uma subálgebra.
Exemplo 3.1.11. Lembramos que o centro de uma álgebra 𝒜, denotado por 𝒵(𝒜), é o
conjunto dos elementos que comutam com todos elementos de 𝐴, isto é,
𝒵(𝒜) = {𝑎 ∈ 𝒜; 𝑎 · 𝑏 = 𝑏 · 𝑎 para todo 𝑏 ∈ 𝒜}.
𝒵(𝒜) é uma subálgebra. Mais ainda, 𝒵(𝒜) é um ideal.
Exemplo 3.1.12. Seja 𝜙 : 𝒜 → ℬ um homomorfismo de álgebras, então 𝐼 = ker𝜙 é um
ideal, em particular uma subálgebra.
Uma classe importante de álgebras são as que são graduadas por um grupo𝐺, nas quais
temos a ideia consistente do peso de um elemento. Estamos particularmente interessados
nas álgebras Z2-graduadas, também chamadas superalgebras.
Definição 3.1.13. Uma álgebra 𝒜 é dita Z2-graduada se admite uma decomposição em
soma direta 𝒜 = 𝒜0 ⊕𝒜1 tal que 𝒜𝑖 · 𝒜𝑗 ⊂ 𝒜𝑖+𝑗 mod 2.
Um elemento do 𝑖-ésimo subespaço 𝒜𝑖 é chamado elemento homogêneo de grau puro
𝑖 = 0, 1. Os elementos de grau zero também são chamados de elementos de grau par,
enquanto os de grau um, de ímpar.
Exemplo 3.1.14. As álgebras de Clifford são álgebras Z2-graduadas como veremos mais
tarde.
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Dadas duas álgebras 𝒜 e ℬ, podemos definir uma estrutura de álgebra no produto
tensorial 𝒜⊗ ℬ dos espaços vetorias 𝒜 e ℬ definindo o produto por
(𝑎⊗ 𝑏) · (𝑎′ ⊗ 𝑏′) = 𝑎𝑎′ ⊗ 𝑏𝑏′.
Se 𝒜 e ℬ são álgebras Z2-graduadas podemos definir o produto tensorial graduado em
𝒜⊗ ℬ por
(𝑎⊗ 𝑏) · (𝑎′ ⊗ 𝑏′) = (−1)grau(a’)grau(b)𝑎𝑎′ ⊗ 𝑏𝑏′.
Denotaremos esta álgebra por 𝒜 ̂︀⊗ℬ. Este produto torna 𝒜 ̂︀⊗ℬ naturalmente uma álgebra
Z2-graduada. De fato, 𝒜 ̂︀⊗ℬ = (𝒜 ̂︀⊗ℬ)0 ⊕ (𝒜 ̂︀⊗ℬ)1, onde
(𝒜 ̂︀⊗ℬ)0 = 𝒜0 ⊗ ℬ0 +𝒜1 ⊗ ℬ1
(𝒜 ̂︀⊗ℬ)1 = 𝒜1 ⊗ ℬ0 +𝒜0 ⊗ ℬ1.
Definição 3.1.15. Uma representação de uma K-álgebra 𝒜 é um homomorfismo de K-
álgebras 𝜌 : 𝒜 → EndK(𝑉 ) onde 𝑉 é um K-espaço vetorial.
Alguns exemplos de representações são:
• 𝑉 = 0;
• 𝑉 = 𝒜 e 𝜌 : 𝒜 → EndK(𝒜) age por multiplicação à esquerda, ou seja, dados
𝑎, 𝑏 ∈ 𝒜, 𝜌(𝑎)𝑏 = 𝑎𝑏. Esta representação é conhecida por representação regular de
𝒜.
Definição 3.1.16. Sejam 𝒜 uma K-álgebra com unidade e 𝑉 um K-espaço vetorial de
dimensão finita. Considere · : 𝑉 × 𝒜 → 𝑉 uma ação à direita de 𝒜 em 𝑉 , isto é,
· : 𝑉 ×𝒜 → 𝑉 é uma aplicação que satisfaz
1. 𝑣 · 1 = 𝑣 para todo 𝑣 ∈ 𝑉 ;
2. (𝑣 · 𝑎) · 𝑏 = 𝑣 · (𝑎𝑏) para todos 𝑣 ∈ 𝑉 e 𝑎, 𝑏 ∈ 𝒜;
Se além disso · : 𝑉 ×𝒜 → 𝑉 é bilinear dizemos que 𝑉 é um módulo à direita sobre
a álgebra 𝒜, ou seja, se · satifaz:
3. (𝑣 + 𝑤) · 𝑎 = 𝑣 · 𝑎+ 𝑤 · 𝑎;
4. 𝑣 · (𝑎+ 𝑏) = 𝑣 · 𝑎+ 𝑣 · 𝑏;
5. (𝛼𝑣) · 𝑎 = 𝛼(𝑣 · 𝑎) = 𝑣 · (𝛼𝑎) para todos 𝑣, 𝑤 ∈ 𝑉 , 𝑎, 𝑏 ∈ 𝒜 e 𝛼 ∈ K.
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Uma ação que satisfaz 3, 4 e 5 é dita linear. Observe que estamos denotando a multiplica-
ção por escalar 𝛼 ∈ K nos K-espaços vetoriais 𝑉 e 𝒜 por justaposição. De modo análogo,
define-se 𝒜-módulo a esquerda.
Seja 𝑉 um 𝒜-módulo a esquerda. Dado 𝑎 ∈ 𝒜, defina a aplicação 𝜌(𝑎) : 𝑉 −→ 𝑉 por
𝜌(𝑎)(𝑣) = 𝑎 · 𝑣. De 𝑎 · (𝑣 + 𝑤) = 𝑎 · 𝑣 + 𝑎 · 𝑤 segue que 𝜌(𝑎)(𝑣 + 𝑤) = 𝜌(𝑎)(𝑣) + 𝜌(𝑎)(𝑤),
agora de 𝑎 · (𝛼𝑣) = 𝛼(𝑎 · 𝑣) temos 𝜌(𝑎)(𝛼𝑣) = 𝛼𝜌(𝑎)(𝑣) e portanto 𝜌(𝑎) ∈ End𝑉 . Por
𝑎 · (𝑏 · 𝑣) = (𝑎𝑏) · 𝑣 e 1 · 𝑣 = 𝑣 temos 𝜌(𝑎𝑏) = 𝜌(𝑎) · 𝜌(𝑏) e 𝜌(1) = 1 donde a aplicação
𝜌 : 𝒜 −→ End𝑉 é uma representação.
Analogamente, dada uma representação 𝜌 : 𝒜 −→ End𝑉 defina a aplicação de 𝒜× 𝑉
em 𝑉 por
· : 𝒜× 𝑉 −→ 𝑉
(𝑎, 𝑣) ↦−→ 𝜌(𝑎) · 𝑣.
A aplicação · define uma ação à esquerda de 𝒜 em 𝑉 . De fato, 𝑣 · 1 = 𝜌(1)𝑣 = 1𝑣 = 𝑣
para todo 𝑣 ∈ 𝑉 e,
𝑎 · (𝑏 · 𝑣) =𝜌(𝑎)(𝑏 · 𝑣)
=𝜌(𝑎)((𝜌(𝑏)(𝑣))
=𝜌(𝑎 · 𝑏)(𝑣)
=(𝑎 · 𝑏) · 𝑣
.
Mais precisamente a aplicação · define uma estrutura de módulo a esquerda em V sobre
𝒜. Definiremos agora a noção de morfismo entre duas representações.
Definição 3.1.17. Duas representações 𝜌1 : 𝒜 → EndK(𝑉1) e 𝜌2 : 𝒜 → EndK(𝑉2) da
álgebra 𝒜 são isomorfas se existe um isomorfismo de espaços vetoriais 𝜙 : 𝑉1 → 𝑉2 que
comuta com a ação de 𝒜, ou seja, 𝜙(𝑣 · 𝑎) = 𝜙(𝑣) · 𝑎 para todo 𝑎 ∈ 𝒜 e 𝑣 ∈ 𝑉 . Dito de
outro modo, duas representações 𝜌1 : 𝒜 → EndK(𝑉1) e 𝜌2 : 𝒜 → EndK(𝑉2) da álgebra 𝒜
são isomorfas se o seguinte diagrama é comutativo
𝑉1 𝑉2
𝑉1 𝑉2
𝜙
𝜌1(𝑎) 𝜌2(𝑎)
𝜙
para todo 𝑎 ∈ 𝒜.
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3.2 Álgebra de Clifford, Definição e Exemplos
Nesta seção apresentaremos as álgebras de Clifford de maneira axiomática e logo em
seguida mostraremos um teorema sobre existência e unicidade de tais álgebras, por fim
definimos os grupos Pin e Spin que são objeto de muito interesse ao longo do texto. Para
maiores detalhes consulte [1].
Uma forma quadrática sobre 𝑉 é uma função 𝑞 : 𝑉 → K tal que:
Definição 3.2.1. 1. 𝑞(𝑐𝑣) = 𝑐2𝑞(𝑣), para todos 𝑐 ∈ K e 𝑣 ∈ 𝑉 ;
2. a aplicação 𝑏 : 𝑉 ×𝑉 → K dada por 2𝑏(𝑣, 𝑤) := 𝑞(𝑣+𝑤)− 𝑞(𝑣)− 𝑞(𝑤) é uma forma
bilinear sobre 𝑉 . A igualdade acima é chamada de identidade de polarização.
Chamamos o par (𝑉, 𝑞) de espaço quadrático.
Sejam 𝑉 um K−espaço vetorial, lembramos que consideramos apenas K = R ou C, e
𝑞 uma forma quadrática sobre 𝑉 .
Definição 3.2.2. Um par (𝐶𝑙(𝑉, 𝑞), 𝑗) é chamado uma álgebra de Clifford para (𝑉, 𝑞) se:
1. 𝐶𝑙(𝑉, 𝑞) é uma álgebra associativa sobre K com unidade 1;
2. 𝑗 : 𝑉 −→ 𝐶𝑙(𝑉, 𝑞) é uma aplicação linear e 𝑗(𝑣)2 = −𝑞(𝑣) · 1;
3. Se 𝒜 é outra K−álgebra associativa com unidade 1 e 𝑢 : 𝑉 −→ 𝒜 uma aplicação
linear satisfazendo 𝑢(𝑢)2 = −𝑞(𝑢) · 1, então existe um único homomorfismo de
álgebras ?˜? : 𝐶𝑙(𝑉, 𝑞) −→ 𝒜 tal que o diagrama é comutativo
𝑉 𝒜
𝐶𝑙(𝑉, 𝑞)
𝑢
𝑗 ?˜?
i.e., 𝑢 = ?˜? ∘ 𝑗.
Uma aplicação linear 𝑢 : 𝑉 −→ 𝒜, onde 𝒜 é uma K−álgebra associativa com unidade
1, satisfazendo 𝑢(𝑢)2 = −𝑞(𝑢) · 1 é dita aplicação de Clifford. O item 3 da definição
acima diz que toda aplicação de Clifford se estende para um homomorfismo de álgebra
?˜? : 𝐶𝑙(𝑉, 𝑞) −→ 𝒜 que torna o diagrama acima comutativo. Chamaremos essa propiedade
de propriedade universal da álgebra de Clifford. Veremos agora que as álgebras de Clifford
existem. Antes considere o seguinte lema algébrico.
Lema 3.2.3 (Propriedade Universal da álgebra tensorial). Toda aplicação linear 𝑢 : 𝑉 −→
𝒜, onde 𝒜 é uma álgebra associativa, estende-se para um homomorfismo de álgebras
𝑈 : 𝑇 (𝑉 ) −→ 𝒜.
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Demonstração. Dada 𝑢 : 𝑉 −→ 𝒜 linear defina 𝑢 : 𝑉 × . . .×𝑉 −→ 𝒜 por 𝑢(𝑣1, . . . , 𝑣𝑘) =
𝑢(𝑣1) · . . . ·𝑢(𝑣𝑘). Da bilinearidade do produto em 𝒜, segue que 𝑢 é multilinear. Daí, pela
propriedade universal, existe 𝑈 : 𝑉 ⊗ . . . ⊗ 𝑉 −→ 𝒜 linear tal que 𝑈(𝑣1 ⊗ . . . ⊗ 𝑣𝑘) =
𝑢(𝑣1) . . . 𝑢(𝑣𝑘). Assim, defina 𝑈 : 𝑇 (𝑉 ) −→ 𝒜 estendendo 𝑈 por linearidade. Está claro
que 𝑈 assim definido é o homomorfismo de álgebras procurado.
Teorema 3.2.4. Para cada espaço quadrático (𝑉, 𝑞), existe uma única álgebra de Clifford
(𝐶𝑙(𝑉, 𝑞), 𝑗).
Por unicidade entendemos a menos de isomorfismo, isto é, se (𝐶𝑙(𝑉, 𝑞), 𝑗) e (𝐶𝑙′(𝑉, 𝑞), 𝑗 ′)
são ambas álgebras de Clifford para a mesma forma quadrática (𝑉, 𝑞), então existe um
isomorfismo de álgebras 𝑓 : 𝐶𝑙(𝑉, 𝑞) −→ 𝐶𝑙′(𝑉, 𝑞) tal que o diagrama comuta:
𝐶𝑙(𝑉, 𝑞) 𝐶𝑙′(𝑉, 𝑞)
𝑉
𝑓
𝑗 𝑗′
Demonstração. Considere 𝑇 (𝑉 ) = K⊕𝑉 ⊕(𝑉 ⊗𝑉 )⊕ . . . a álgebra tensorial de 𝑉 e denote
por 𝐼(𝑞) o ideal gerado por todos elementos da forma {𝑣 ⊗ 𝑣 + 𝑞(𝑣)1; 𝑣 ∈ 𝑉 }.
Como vimos na introdução, temos uma estrutura natural de álgebra em 𝐶𝑙(𝑉, 𝑞) :=
𝑇 (𝑉 )/𝐼(𝑞), tal que a projeção canônica 𝜋 : 𝑇 (𝑉 ) −→ 𝐶𝑙(𝑉, 𝑞) é homomorfismo de álgebra.
Então, defina 𝑗 = 𝜋 ∘ 𝑖 : 𝑉 −→ 𝐶𝑙(𝑉, 𝑞) onde , 𝑖 : 𝑉 −→ 𝑇 (𝑉 ) é a inclusão.
Afirmamos que o par (𝐶𝑙(𝑉, 𝑞), 𝑗) assim definido é uma álgebra de Clifford para a
forma quadrática (𝑉, 𝑞). Com efeito, 𝑗(𝑣)2 = (𝜋 ∘ 𝑖(𝑣))2 (1)= 𝜋(𝑖(𝑣)2) = 𝜋(𝑣⊗𝑣) = −𝑞(𝑣) ·1,
onde em (1) usamos que 𝜋 é homomorfismo de álgebra. Como 𝑇 (𝑉 ) é associativa com
unidade 1, então temos que 𝐶𝑙(𝑉, 𝑞) = 𝑇 (𝑉 )/𝐼(𝑞) tem estrutura de álgebra associativa
com unidade.
Agora, sejam 𝒜 álgebra associativa com unidade e 𝑢 : 𝑉 → 𝒜 tal que 𝑢(𝑣)2 =
−𝑞(𝑣) · 1. Então pelo lema acima temos que 𝑢 se estende para um homomorfismo de
álgebras 𝑈 : 𝑇 (𝑉 ) −→ 𝒜, de 𝑢(𝑣)2 = −𝑞(𝑣) · 1 segue que 𝐼(𝑞) ⊂ Ker 𝑈 . De fato
temos que 𝑈(𝑣 ⊗ 𝑣 + 𝑞(𝑣)1) = 𝑈(𝑣 ⊗ 𝑣) + 𝑞(𝑣)1𝒜 = 𝑈(𝑣)2 + 𝑞(𝑣)1𝒜 = 𝑢(𝑣)2 + 𝑞(𝑣)1𝒜 =
𝑞(𝑣)1𝒜 + 𝑞(𝑣)1𝒜 = 0. Como 𝑣 ⊗ 𝑣 + 𝑞(𝑣) é o gerador do ideal 𝐼(𝑞) e U é homomorfismo
de álgebras temos mostrado o afirmado. Assim, do lema 3.1.8, U desce ao quociente
induzindo um homomorfismo de álgebras ?˜? : 𝐶𝑙(𝑉, 𝑞) −→ 𝐴 satisfazendo
𝑉 𝐴
𝐶𝑙(𝑉, 𝑞)
𝑢
𝑗 ?˜?
Dado outro homomorfismo 𝑈1 : 𝐶𝑙(𝑉, 𝑞)→ 𝐴 satisfazendo
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𝑉 𝐴
𝐶𝑙(𝑉, 𝑞)
𝑢
𝑗 𝑈1
temos 𝑢 = 𝑈1 ∘ 𝑗 = ?˜? ∘ 𝑗. Portanto, ?˜? e 𝑈1 coincidem em 𝑗(𝑉 ) ⊂ 𝐶𝑙(𝑉, 𝑞). Por outro lado
sabemos que 𝑖(𝑉 ) gera a álgebra tensorial 𝑇 (𝑉 ) multiplicativamente e portanto 𝑗(𝑉 ) gera
𝐶𝑙(𝑉, 𝑞), pois a projeção 𝜋 é homomorfismo de álgebra sobrejetor e por definição 𝑗 = 𝜋∘ 𝑖.
A unicidade segue diretamente do item 3 da definição.
Corolário 3.2.5. A aplicação 𝑗 : 𝑉 → 𝐶𝑙(𝑉, 𝑞) é injetiva. Além disso, 𝑗(𝑉 ) ⊂ 𝐶𝑙(𝑉, 𝑞)
gera a álgebra 𝐶𝑙(𝑉, 𝑞) multiplicativamente.
Proposição 3.2.6. A álgebra de Clifford 𝐶𝑙(𝑉, 𝑞) tem uma involução
𝜀 : 𝐶𝑙(𝑉, 𝑞)→ 𝐶𝑙(𝑉, 𝑞)
tal que
a) 𝜀 é um homomorfismo de álgebras;
b) Pondo 𝐶𝑙0(𝑉, 𝑞) = {𝑥 ∈ 𝐶𝑙(𝑉, 𝑞); 𝜀(𝑥) = 𝑥}, 𝐶𝑙1(𝑉, 𝑞) = {𝑥 ∈ 𝐶𝑙(𝑉, 𝑞); 𝜀(𝑥) =
−𝑥} temos
𝐶𝑙(𝑉, 𝑞) = 𝐶𝑙0(𝑉, 𝑞)⊕ 𝐶𝑙1(𝑉, 𝑞)
e vale que 𝐶𝑙𝑘(𝑉, 𝑞) ·𝐶𝑙𝑙(𝑉, 𝑞) ⊂ 𝐶𝑙𝑘+𝑙 mod 2(𝑉, 𝑞) 𝑘, 𝑙 ∈ {0, 1}. Em particular, 𝐶𝑙0(𝑉, 𝑞)
é uma subálgebra e 𝐶𝑙(𝑉, 𝑞) é uma álgebra Z2 graduada.
Demonstração. Considere a aplicação 𝑢 : 𝑉 → 𝐶𝑙(𝑉, 𝑞), 𝑢(𝑣) = −𝑗(𝑣). Como 𝑢(𝑣)2 =
(−𝑗(𝑣))2 = 𝑗(𝑣)2 = −𝑞(𝑣)1, existe um homomorfismo de álgebras 𝜀 : 𝐶𝑙(𝑉, 𝑞)→ 𝐶𝑙(𝑉, 𝑞)
tal que 𝜀∘𝑗(𝑣) = −𝑗(𝑣) para todo 𝑣 ∈ 𝑉 . Daí, (𝜀∘𝜀∘𝑗)(𝑣) = 𝜀(−𝑗(𝑣)) = −𝜀(𝑗(𝑣)) = 𝑗(𝑣),
portanto, 𝜀2 = 1 sobre 𝑗(𝑉 ). Donde 𝜀2 = 1 em 𝐶𝑙(𝑉, 𝑞) pois 𝑗(𝑉 ) gera multiplicativa-
mente 𝐶𝑙(𝑉, 𝑞).
Proposição 3.2.7. Seja 𝑉 = 𝑉1 ⊕ 𝑉2 uma decomposição 𝑞−ortogonal do espaço 𝑉 , i.e.,
𝑞(𝑣1 + 𝑣2) = 𝑞(𝑣1) + 𝑞(𝑣2) para todo 𝑣1 ∈ 𝑉1 e 𝑣2 ∈ 𝑉2. Então existe um isomorfismo
natural de álgebras 𝐶𝑙(𝑉, 𝑞)→ 𝐶𝑙(𝑉1, 𝑞1) ̂︀⊗𝐶𝑙(𝑉2, 𝑞2) onde 𝑞𝑖 = 𝑞 ⃒⃒⃒
𝑉𝑖
e ̂︀⊗ denota o produto
tensorial Z2−graduado.
Demonstração. Considere a aplicação 𝑓 : 𝑉 → 𝐶𝑙(𝑉1, 𝑞1) ̂︀⊗𝐶𝑙(𝑉2, 𝑞2) dada por 𝑓(𝑣) =
𝑗1(𝑣1)⊗1+1⊗𝑗2(𝑣2) onde 𝑣 = 𝑣1+𝑣2. Da regra de multiplicação na álgebra 𝐶𝑙(𝑉1, 𝑞1) ̂︀⊗𝐶𝑙(𝑉2, 𝑞2)
temos
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𝑓(𝑣)2 =(𝑗1(𝑣1)⊗ 1 + 1⊗ 𝑗2(𝑣2))2
=𝑗1(𝑣1)2 ⊗ 1 + 𝑗(𝑣1)⊗ 𝑗(𝑣2)− 𝑗(𝑣1)⊗ 𝑗(𝑣2) + 1⊗ 𝑗2(𝑣2)2
=𝑗1(𝑣1)2 ⊗ 1 + 1⊗ 𝑗(𝑣2)
=−𝑞1(𝑣1)1⊗ 1− 𝑞2(𝑣)1⊗ 1
=−(𝑞1(𝑣1) + 𝑞2(𝑣))1⊗ 1
=−𝑞(𝑣)1⊗ 1.
Portanto, pela propriedade univesal da álgebra de Clifford, 𝑓 se estende para um
homomorfismo de álgebras 𝑓 : 𝐶𝑙(𝑉, 𝑞) → 𝐶𝑙(𝑉1, 𝑞1) ̂︀⊗𝐶𝑙(𝑉2, 𝑞2). Agora sabemos que
𝑗(𝑉1) e 𝑗(𝑉2) geram 𝐶𝑙(𝑉1, 𝑞1) e 𝐶𝑙(𝑉2, 𝑞2) respctivamente, portanto a imagem da 𝑓 é uma
subálgebra que contém 1⊗ 𝐶𝑙(𝑉1, 𝑞1) e 1⊗ 𝐶𝑙(𝑉2, 𝑞2), logo 𝑓 é sobrejetora. Agora como
a dimensão das álgebras 𝐶𝑙(𝑉1, 𝑞1) ̂︀⊗𝐶𝑙(𝑉2, 𝑞2) e 𝐶𝑙(𝑉, 𝑞) são iguais, segue que 𝑓 é um
isomorfismo de álgebras.
Exemplo 3.2.8. Sejam 𝑉 = R e 𝑞(𝑥) = 𝑥2, 𝑥 ∈ R. Seja 𝑢 : R→ C dada por 𝑢(𝑥) = 𝑖𝑥,
temos que 𝑢(𝑥)2 = (𝑖𝑥)2 = −𝑥2 = −𝑞(𝑥)21. Portanto, 𝑢 se estende para um homomorfismo
de álgebras ?˜? : 𝐶𝑙(R, 𝑞)→ C tal que 𝑢 = ?˜? ∘ 𝑗. Mostraremos que ?˜? é isomorfismo. Para a
injetividade, como 𝑗(R) gera 𝐶𝑙(R, 𝑞) e ?˜? é linear, basta mostrar que ?˜? é injetiva restrita
a 𝑗(R). Mas, se ?˜?(𝑗(𝑥)) = ?˜?(𝑗(𝑦)) temos 𝑢(𝑥) = 𝑢(𝑦), o que implica 𝑖𝑥 = 𝑖𝑦, donde 𝑥 = 𝑦
e portanto 𝑗(𝑥) = 𝑗(𝑦). Como dimR𝐶𝑙(R, 𝑞) = 2 = dimRC segue que 𝐶𝑙(R, 𝑞) é isomorfa
a C.
Exemplo 3.2.9. • Sejam 𝑉 = R2 e 𝑞(𝑥, 𝑦) = 𝑥2+𝑦2, (𝑥, 𝑦) ∈ R2. Então 𝐶𝑙(R2, 𝑞) =
H é a álgebra dos quatérnions. Como sabemos 𝐶𝑙(R2, 𝑞) é gerada por 𝑒1, 𝑒2 ∈ R2.
Assim 1, 𝑒1, 𝑒2, 𝑒1 · 𝑒2 é base de 𝐶𝑙(R2, 𝑞). Pondo
𝑖 := 𝑒1, 𝑗 := 𝑒2, 𝑘 := 𝑒1 · 𝑒2
temos as seguintes relações
𝑖 · 𝑗 = 𝑘, 𝑗 · 𝑘 = 𝑖, 𝑘 · 𝑖 = 𝑗, 𝑖2 = 𝑗2 = 𝑘2 = −1.
• Similarmente, temos 𝐶𝑙(R3, 𝑞) = H⊕H, onde 𝑞(𝑥, 𝑦, 𝑧) = 𝑥2 + 𝑦2 + 𝑧2.
Definimos a complexificação 𝒜C de uma álgebra real 𝒜 como a complexificação 𝒜C do
espaço vetorial 𝒜, isto é, 𝒜C é o conjunto 𝒜⊗R C com as seguintes operações:
• A soma em 𝒜C é definida pela soma em 𝒜⊗RC visto como um espaço vetorial sobre
R.
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• E a multiplicação por escalar é dada por
C× (𝒜⊗R C)→ 𝒜⊗R C
(𝑧, 𝑎⊗ 𝑤) ↦→ 𝑎⊗ 𝑧𝑤.
A estrutura de álgebra em 𝒜⊗R C é definida por
(𝑎1 ⊗ 𝑧) · (𝑎2 ⊗ 𝑤) = 𝑎1𝑎2 ⊗ 𝑧𝑤,
nos tensores decomponíveis e estendida por bilinearidade. Seja 𝑉 um espaço vetorial real,
e 𝑏 : 𝑉 ×𝑉 −→ R uma forma bilinear simétrica. Considere a complexificação 𝑉C = 𝑉 ⊗RC
de 𝑉 e defina 𝑏C(𝑣1 ⊗ 𝑧, 𝑣2 ⊗ 𝑤) = 𝑏(𝑣1, 𝑣2) · 𝑧𝑤.
Assim, a complexificação da álgebra 𝐶𝑙(𝑉, 𝑏) é naturalmente isomorfa a 𝐶𝑙(𝑉C, 𝑏C).
Proposição 3.2.10. Seja (𝑉, 𝑏) um espaço quadrático e (𝑉C, 𝑏C) sua complexificação.
Então,
𝐶𝑙(𝑉, 𝑏)⊗ C = 𝐶𝑙(𝑉C, 𝑏C)
isomorfas como álgebras complexas.
Demonstração. Defina 𝑢 : 𝑉 ⊗R C −→ 𝐶𝑙(𝑉, 𝑏) ⊗ C por 𝑢(𝑣 ⊗ 𝑧) = 𝑗(𝑣) ⊗ 𝑧, onde
𝑗 : 𝑉 −→ 𝐶𝑙(𝑉, 𝑏) é o mergulho canônico de 𝑉 na álgebra de Clifford. Então
𝑢(𝑣 ⊗ 𝑧)2 =(𝑗(𝑣)⊗ 𝑧)2 = 𝑗(𝑣)2 ⊗ 𝑧2
=−𝑏(𝑣, 𝑣)𝑧21⊗ 1 = −𝑏C(𝑣 ⊗ 𝑧, 𝑣 ⊗ 𝑧) · 1
.
Portanto, 𝑢 se estende para um homomorfismo de
?˜? : 𝐶(𝑉C, 𝑏C) −→ 𝐶𝑙(𝑉, 𝑏)⊗R C
de álgebras complexas. Não é difícil provar que este homomorfimo é um isomorfismo
de álgebras. Vemos que a imagem de ?˜? é uma subálgebra de 𝐶𝑙(𝑉, 𝑏) ⊗ C que contém
𝑗(𝑉 ) ⊗ C, donde ?˜? é sobrejetora pois 𝑗(𝑉 ) gera 𝐶𝑙(𝑉, 𝑏) multiplicativamente. Por fim,
como as álgebras têm a mesma dimensão, segue o afirmado.
Seja 𝑉 espaço com produto interno, e {𝑒𝑖} uma base ortonormal. Então, uma base de
𝐶𝑙(𝑉 ) como espaço vetorial real é dada pelos elementos
𝑒0 = 1 𝑒𝐼 = 𝑒𝑖1 · 𝑒𝑖2 · · · 𝑒𝑖𝑘
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para 𝐼 = {𝑖1, . . . , 𝑖𝑘} ⊂ {1, . . . , 𝑛} com 𝑖1 < . . . < 𝑖𝑘. Seja 𝐶𝑙(𝑉 ) a álgebras de Clifford de
𝑉 . Assim, os elementos 𝜙 ∈ 𝐶𝑙(𝑉 ) podem ser escritos na forma
𝜙 =
∑︁
𝐼
𝜙𝐼𝑒𝐼
com 𝜙𝐼 ∈ R. Se considerarmos a álgebra de Clifford complexificada 𝐶𝑙(𝑉 ) ⊗R C, os
elementos 𝜙 ∈ 𝐶𝑙(𝑉 ) podem ser escritos na forma
𝜙 =
∑︁
𝐼
𝜙𝐼𝑒𝐼
com 𝜙𝐼 ∈ C.
Observação 3.2.11. A álgebra de Clifford tem um produto interno natural
⟨𝜙, 𝜓⟩ =∑︁
𝐼
𝜙𝐼𝜓𝐼
para 𝜙, 𝜓 ∈ 𝐶𝑙(𝑉 ).
Os grupos Pin(V,q) e Spin(V,q)
Seja 𝐶𝑙×(𝑉, 𝑞) o grupo multiplicativo das unidades da álgebra de Clifford 𝐶𝑙(𝑉, 𝑞).
Denotaremos 𝐶𝑙(𝑉 ) em vez de 𝐶𝑙(𝑉, 𝑞), sempre que 𝑞 é dada por 𝑞 = || · ||2, com a
norma induzida por um produto interno fixado em 𝑉 . Definimos o grupo 𝑃𝑖𝑛(𝑉 ) como o
subgrupo de 𝐶𝑙×(𝑉 ) gerado pelos elementos 𝑣 ∈ 𝑉 com ||𝑣||2 = 1. E o grupo 𝑆𝑝𝑖𝑛(𝑉 ) :=
𝑃𝑖𝑛(𝑉 ) ∩ 𝐶𝑙0(𝑉 ). Note que 𝑆𝑝𝑖𝑛(𝑉 ) = ker𝜙, onde 𝜙 : 𝑃𝑖𝑛(𝑉 ) → Z2 é induzida pela
decomposição 𝐶𝑙(𝑉 ) = 𝐶𝑙0(𝑉 )⊕ 𝐶𝑙1(𝑉 ).
Observe que os geradores de 𝑃𝑖𝑛(𝑉 ) são unidades cujo quadrado de cada um deles é
−1, pois 𝑣2 = −||𝑣||2 · 1 = −1. E que os geradores de 𝑃𝑖𝑛(𝑉 ) estão contidos em 𝐶𝑙1(𝑉 ).
De fato, da definição da involução 𝜀 segue que 𝑗(𝑉 ) está contido em 𝐶𝑙1(𝑉 ).
𝑆𝑝𝑖𝑛(𝑉 ) tem índice 2 consistindo de todos elementos de 𝑃𝑖𝑛(𝑉 ), o qual pode ser
escrito como produto de um número par de dados geradores de 𝑃𝑖𝑛(𝑉 ). Com efeito, dado
𝜙 ∈ 𝑆𝑝𝑖𝑛(𝑉 ) = 𝑃𝑖𝑛(𝑈) ∩ 𝐶𝑙0(𝑉 ). Então 𝜙 = 𝑣1 · · · 𝑣𝑛 onde 𝑣1, . . . , 𝑣𝑛 ∈ 𝐶𝑙0(𝑉 ) se, e
somente se, 𝑛 é par. (𝐶𝑙1(𝑉 ) · 𝐶𝑙1(𝑈) ⊂ 𝐶𝑙0(𝑉 )).
𝑃 𝑖𝑛(𝑉 ) = 𝑆𝑝𝑖𝑛(𝑈) ∪ 𝑆𝑝𝑖𝑛(𝑈) · 𝑣, 𝑣 um gerador de 𝑃𝑖𝑛(𝑉 )
Observe que, se {𝑒1, . . . , 𝑒𝑛} é uma base ortonormal de 𝑉 , então 𝑒𝑖1 . . . 𝑒𝑖𝑘 ∈ 𝑃𝑖𝑛(𝑉 ).
Isto significa que 𝑃𝑖𝑛(𝑉 ) contém uma base de 𝐶𝑙(𝑉 ) e consequentemente que 𝐶𝑙(𝑉 ) é a
menor álgebra sobre R contendo 𝑃𝑖𝑛(𝑉 ) como subgrupo multiplicativo de unidades. Ou
seja, dada 𝒜 álgebra real com unidade contendo 𝑃𝑖𝑛(𝑉 ) como subgrupo multiplicativo
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de unidades temos que 𝐶𝑙(𝑉 ) ⊂ 𝒜. Analogamente 𝐶𝑙0(𝑉 ) é a menor álgebra sobre R
contendo 𝑆𝑝𝑖𝑛(𝑉 ) como subgrupo multiplicativo de unidades. O lema a seguir diz que
uma ação é completamente determinada uma vez conhecida a ação de uma base, este
por sua vez nos será util para conhecer as ações de 𝐶𝑙0(𝑉 ) conhecendo a ação do grupo
𝑆𝑝𝑖𝑛(𝑉 ).
Lema 3.2.12. Sejam 𝑅, 𝑆 módulos sobre uma álgebra 𝒜. Se a ação de uma base de 𝒜
comuta com o isomorfismo linear 𝜙 : 𝑅 −→ 𝑆, então 𝜙 é um isomorfismo de 𝒜−módulos.
Agora, se 𝑅′ ⊂ 𝑅 é invariante pela ação de uma base de 𝒜, então 𝑅′ é submódulo de 𝑅.
Demonstração. Seja {𝑒1, . . . , 𝑒𝑛} uma base de 𝒜. Temos que 𝜙(𝑟 · 𝑒𝑖) = 𝜙(𝑟) · 𝑒𝑖 ∀𝑟 ∈
𝑅 e 𝑖 = 1 . . . 𝑛. Daí, dado 𝑣 ∈ 𝒜, temos que 𝑣 = ∑︀𝑛𝑖=1 𝛼𝑖𝑒𝑖 logo
𝜙(𝑟 · 𝑣) =𝜙 (∑︀𝑛𝑖=1 𝛼𝑖𝑟 · 𝑒𝑖)
=∑︀𝑛𝑖=1 𝛼𝑖𝜙(𝑟 · 𝑒𝑖)
=∑︀𝑛𝑖=1 𝛼𝑖𝜙(𝑟) · 𝑒𝑖
=𝜙(𝑟) ·∑︀𝑛𝑖=1 𝛼𝑖𝑒𝑖
=𝜙(𝑟) · 𝑣.
A segunda afirmação é estabelecida similarmente.
Corolário 3.2.13. Duas representações da álgebra 𝐶𝑙0(𝑉 ) cujas restrições para 𝑆𝑝𝑖𝑛(𝑉 )
são representações isomorfas, são de fato representações isomorfas. Seja 𝐴 um módulo
sobre 𝐶𝑙0(𝑉 ) e 𝐴′ ⊂ 𝐴 um subespaço invariante pela ação induzida de Spin(V). Então 𝐴′
é um submódulo de 𝐶𝑙0(𝑉 ).
Demonstração. Sejam 𝜌 : 𝐶𝑙0(𝑉 ) → End(𝐴) e 𝜌′ : 𝐶𝑙0(𝑉 ) → End(𝐴′) representações da
álgebra 𝐶𝑙0(𝑉 ) cujas restrições para 𝑆𝑝𝑖𝑛(𝑉 ) são representações isomorfas, isto é, existe
um isomorfismo de espaços vetoriais 𝜙 : 𝐴→ 𝐴′ que comuta com a ação de 𝑆𝑝𝑖𝑛(𝑉 ) (veja
definição 3.1.17). Como 𝑆𝑝𝑖𝑛(𝑉 ) contém uma base de 𝐶𝑙0(𝑉 ), 𝜙 comuta com a ação de
uma base de 𝐶𝑙0(𝑉 ) e portanto pelo lema 3.2.12 acima, 𝜙 comuta com a ação de 𝐶𝑙0(𝑉 ).
Ou seja, 𝜌 e 𝜌′ são de fato representações isomorfas.
A demonstração da segunda afirmação se estabelece de modo similar, bem como a
demonstração do corolário abaixo.
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Corolário 3.2.14. Duas representações da álgebra 𝐶𝑙(𝑉 ) cujas restrições para 𝑃𝑖𝑛(𝑉 )
são representações isomorfas, são de fato representações isomorfas. Seja 𝐴 um módulo
sobre 𝐶𝑙(𝑉 ) e 𝐴′ ⊂ 𝐴 um subespaço invariante pela ação induzida de 𝑃𝑖𝑛(𝑉 ). Então 𝐴′
é um submódulo de 𝐶𝑙(𝑉 ).
Sejam (𝑉, 𝑞) e (𝑉 ′, 𝑞′) espaços quadráticos. Um morfismo entre (𝑉, 𝑞) e (𝑉 ′, 𝑞′) é uma
aplicação linear 𝑓 : 𝑉 → 𝑉 ′ tal que 𝑓 *𝑞′ = 𝑞, i.e., 𝑞′(𝑓(𝑣)) = 𝑞(𝑣) para todo 𝑣 ∈ 𝑉 .
Definimos 𝑂(𝑉, 𝑞) = {𝑔 ∈ 𝐺𝐿(𝑉 ); 𝑔*𝑞 = 𝑞}. Como V tem dimensão finita, definimos
𝑆𝑂(𝑉, 𝑞) = {𝜆 ∈ 𝐺𝐿(𝑉 ); 𝑔*𝑞 = 𝑞 e det 𝑔 = 1}.
Seja 𝑓 : (𝑉, 𝑞) → (𝑉 ′, 𝑞′) um morfismo. Por abuso de notação usaremos o mesmo
símbolo 𝑓 para extenção de 𝑓 : 𝑉 → 𝑉 ′ á 𝑓 : 𝑉 → 𝐶𝑙(𝑉 ′, 𝑞′) dada por
𝑓 :𝑉 → 𝐶𝑙(𝑉 ′, 𝑞′)
𝑣 ↦→ 𝑗𝑉 ′(𝑓(𝑣)).
De fato, só estamos identificando 𝑗𝑉 ′(𝑉 ′) com 𝑉 ′. Agora sabemos que 𝑓 *𝑞′ = 𝑞, logo
temos que 𝑓(𝑣)2 = 𝑗(𝑓(𝑣))2 = −𝑞′(𝑓(𝑣))1 = −𝑞(𝑣)1 donde f é uma aplicação de Clif-
ford e portanto pela propriedade universal da álgebra de Clifford 𝐶𝑙(𝑉, 𝑞) obtemos um
homomorfismo de álgebra
𝐶𝑙(𝑓) : 𝐶𝑙(𝑉, 𝑞)→ 𝐶𝑙(𝑉 ′, 𝑞′).
𝐶𝑙 é um funtor covariante da categoria dos espaços quadráticos na categoria das álgebras
de Clifford. Não entraremos em muitos detalhes algébricos, essencialmente 𝐶𝑙 satisfaz as
seguintes propriedades
𝐶𝑙(𝑓 ∘ 𝑔) = 𝐶𝑙(𝑓) ∘ 𝐶𝑙(𝑔)
𝐶𝑙(1𝑉 ) = 1𝐶𝑙(𝑉,𝑞).
Em particular, 𝑂(𝑉, 𝑞) estende canonicamente para um grupo de automorfismo da
álgebra 𝐶𝑙(𝑉, 𝑞) que preservam 𝑉 . O subgrupo 𝑆𝑂(𝑉, 𝑞) é representado como o grupo de
todos automorfismos da álgebra 𝐶𝑙(𝑉, 𝑞) que preservam 𝑉 e age preservando orientação.
Além de uma involução, a álgebra de Clifford tem também um antiautomorfismo.
Proposição 3.2.15. Seja 𝑉 um K-espaço vetorial e 𝑞 uma forma quadrática. Então,
existe um único antiautomorfismo 𝑡 : 𝐶𝑙(𝑉, 𝑞)→ 𝐶𝑙(𝑉, 𝑞) tal que
𝑡2 = 1, 𝑡(𝜙𝜓) = 𝑡(𝜓)𝑡(𝜙) 𝑡|𝑉 = 1𝑉 .
O antiautomorfismo 𝑡 é chamado de transposição. Usaremos a notação 𝜙𝑡 em vez de
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𝑡(𝜙), o que justifica o nome transposição pois (𝜙𝜓)𝑡 = (𝜓)𝑡(𝜙)𝑡.
Demonstração. Considere a involução 𝐽 : 𝑇 (𝑉 ) → 𝑇 (𝑉 ) dada por 𝑣1 ⊗ · · · ⊗ 𝑣𝑘 ↦→
𝑣𝑘⊗ · · ·⊗ 𝑣1 nos tensores decomponíveis e estendida por linearidade, observe que 𝐽 assim
definido é um antiautomorfismo de 𝑇 (𝑉 ). Afirmamos que ℐ(𝑞) ⊂ Ker(𝜋 ∘ 𝐽), onde 𝜋
é a aplicação quociente 𝜋 : 𝑇 (𝑉 ) → 𝐶𝑙(𝑉, 𝑞). Com efeito, 𝜋 ∘ 𝐽(𝑣 ⊗ 𝑣 − 𝑞(𝑣)1) =
𝜋(𝑣⊗𝑣−𝑞(𝑣)1) = 0. Como 𝑣⊗𝑣−𝑞(𝑣)1 gera ℐ(𝑞) multiplicativamente, segue o afirmado.
Pelo lema 3.1.8 (propriedade universal do quociente) 𝜋 ∘ 𝐽 induz um homomorfismo de
álgebras 𝑡 : 𝐶𝑙(𝑉, 𝑞)→ 𝐶𝑙(𝑉, 𝑞) tal que o diagrama
𝐴 𝐵 𝐶
𝐷
𝑓
ℎ 𝑘
𝑗
é comutativo, ou seja, 𝜋 ∘ 𝐽 = 𝑡 ∘ 𝜋. Mostraremos agora que 𝑡 tem as propriedade
desejadas,
1. 𝑡(𝑣) = 𝑡(𝑗(𝑣)) = (𝑡 ∘ 𝜋 ∘ 𝑖)(𝑣) = 𝜋 ∘ 𝐽(𝑖(𝑣)) = 𝜋 ∘ 𝑖(𝑣) = 𝑗(𝑣) = 𝑣, onde 𝑗 = 𝜋 ∘ 𝑖 é
mergulho canônico de 𝑉 em 𝐶𝑙(𝑉, 𝑞) e 𝑖 a inclusão de 𝑉 em 𝑇 (𝑉 ).
2. Sejam 𝜙, 𝜓 ∈ 𝐶𝑙(𝑉, 𝑞) e 𝛼, 𝛽 ∈ 𝑇 (𝑉 ) tais que 𝜋(𝛼) = 𝜙 e 𝜋(𝛽) = 𝜓. En-
tão, temos que 𝑡(𝜙𝜓) = 𝑡(𝜋(𝛼)𝜋(𝛽)) = 𝑡(𝜋(𝛼𝛽)) = 𝜋(𝐽(𝛼𝛽)) = 𝜋(𝐽(𝛽)𝐽(𝛼)) =
𝜋(𝐽(𝛽))𝜋(𝐽(𝛼)) = 𝑡(𝜋(𝛽))𝑡(𝜋(𝛼)) = 𝑡(𝜙)𝑡(𝜓).
3. Por fim, temos que 𝑡2 = 1𝐶𝑙(𝑉,𝑞). De fato, como 𝐽2 = 1𝑇 (𝑉 ), temos 𝜋 = 𝜋 ∘ 1𝑇 (𝑉 ) =
𝜋 ∘ 𝐽2 = (𝜋 ∘ 𝐽) ∘ 𝐽 = 𝑡 ∘ (𝜋 ∘ 𝐽) = 𝑡2 ∘ 𝜋, o que implica 𝑡2 = 1𝐶𝑙(𝑉,𝑞).
O grupo 𝐶𝑙×(𝑉 ) age naturalmente com automorfismo
𝐴𝑑 : 𝐶𝑙×(𝑉 ) −→ Aut(𝐶𝑙(𝑉 ))
de álgebra. Ou seja, existe um homomorfismo chamado representação adjunta, a qual é
dada por
𝐴𝑑𝜙(𝑥) = 𝜙𝑥𝜙−1.
Teorema 3.2.16. A ação de conjugação de 𝑆𝑝𝑖𝑛(𝑉 ) sobre 𝐶𝑙(𝑉 ) induz uma represen-
tação de 𝑆𝑝𝑖𝑛(𝑉 ) como automorfismo da álgebra de Clifford 𝐶𝑙(𝑉 ). A imagem desta
representação consiste de automorfismos que preservam 𝑉 ⊂ 𝐶𝑙(𝑉 ) e que agem preser-
vando orientação de 𝑉 . Assim, temos um mapa induzido 𝑆𝑝𝑖𝑛(𝑉 ) −→ 𝑆𝑂(𝑉 ). Este
mapa é sobrejetivo e o núcleo é ±1. Se a dimensão de 𝑉 é pelo menos 3, então o núcleo
deste mapa é o centro de 𝑆𝑝𝑖𝑛(𝑉 ) e 𝑆𝑝𝑖𝑛(𝑉 ) é o recobrimento universal de 𝑆𝑂(𝑉 ).
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A prova deste teorema será dividida nos resultados abaixo.
Proposição 3.2.17. A representação adjunta ,restrita ao 𝑃𝑖𝑛(𝑉 ), preserva 𝑉 . Seja
𝑤 ∈ 𝑉 ⊂ 𝐶𝑙(𝑉 ), ||𝑤||2 = 1. Então 𝐴𝑑𝑤(𝑉 ) = 𝑉.
Demonstração. É suficiente mostrar o resultado para os geradores de 𝑃𝑖𝑛(𝑉 ), a saber os
elementos, de comprimento unitário em 𝑉 . Para cada 𝑤 ∈ 𝑉 com ||𝑤||2 = 1 e cada 𝑣 ∈ 𝑉 ,
temos
−𝐴𝑑𝑤(𝑣) = 𝑤𝑣𝑤−1 = 𝑅𝑤⊥(𝑣).
Em particular, 𝐴𝑑𝑤(𝑣) ∈ 𝑉. De fato, de 𝑣2 = −||𝑣||2 · 1, temos 𝑤−1 = − 𝑤||𝑤||2 . Daí,
−||𝑤||2 · 𝐴𝑑𝑤(𝑣) = −||𝑤||2 · 𝑤 · 𝑣 · 𝑤−1 = 𝑤 · 𝑣 · 𝑤 = (−2 ⟨𝑤, 𝑣⟩ − 𝑣 · 𝑤) · 𝑤
= −𝑣 · 𝑤2 − 2 ⟨𝑤, 𝑣⟩ · 𝑤 = 𝑣 · ||𝑤||2 − 2 ⟨𝑤, 𝑣⟩ · 𝑤.
dividindo por ||𝑤||2 em ambos os lados, temos
−𝐴𝑑𝑤(𝑣) = 𝑣 − 2⟨𝑤, 𝑣⟩||𝑤||2 · 𝑤 = 𝑅𝑤⊥(𝑣).
Onde 𝑅𝑤⊥ é a reflexão em torno do hiperplano 𝐻 ortogonal a 𝑤.
Figura 3.1: Uma ilustração de 𝐴𝑑𝑤.
Alguns autores (como [3]) definem 𝑃𝑖𝑛(𝑉, 𝑞) como subgrupo (gerado pelos elementos
de 𝑉 , com 𝑞(𝑣) = ±1) do grupo dos elementos de 𝐶𝑙×(𝑉 ) tal que a representação adjunta
preserva 𝑉.
Da proposição acima resulta que a ação de 𝑆𝑝𝑖𝑛(𝑉 ) deixa V invariante e age preser-
vando orientação. Note que a ação de 𝑆𝑝𝑖𝑛(𝑉 ) em 𝑉 consiste de todos os produtos de
reflexões em vetores de comprimento 1.
É bem conhecido que cada elemento de 𝑆𝑂(𝑉, 𝑞) é um produto de um número par de
tais reflexões. Mais geralmente, temos o seguinte resultado clássico:
Teorema 3.2.18. (Cartan-Dieudonne). Seja 𝑞 uma forma quadrática não degenerada
em um espaço vetorial 𝑉 de dimensão finita. Então cada elemento 𝑔 ∈ 𝑂(𝑉, 𝑞) pode ser
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escrito como um produto de 𝑟 reflexões
𝑔 = 𝜌1 ∘ . . . ∘ 𝜌𝑟
onde 𝑟 ≤ dim(𝑉 ).
Para uma demonstração desse teorema veja [3]. Segue então que a aplicação 𝑆𝑝𝑖𝑛(𝑉 )→
𝑆𝑂(𝑉 ) é sobrejetiva.
Lema 3.2.19. Se a dimensão de 𝑉 é par, então o centro de 𝐶𝑙(𝑉 ) é R e está contido em
𝐶𝑙0(𝑉 ). Se a dimensão de 𝑉 é ímpar, então o centro de 𝐶𝑙(𝑉 ) é isomorfo a R ⊕ R e a
interseção deste centro com 𝐶𝑙0(𝑉 ) é isomorfo a R.
Demonstração. Fixe uma base ortonormal {𝑒1, . . . , 𝑒𝑛} de 𝑉 . Então,
𝑒𝑗 · (𝑒𝑖1 · · · 𝑒𝑖𝑙) = (−1)𝑙(𝑒𝑖1 · · · 𝑒𝑖𝑙)𝑒𝑗
se 𝑗 ̸= 𝑖𝑟 para todo 𝑟, 1 ≤ 𝑟 ≤ 𝑙, e
𝑒𝑗 · (𝑒𝑖1 · · · 𝑒𝑖𝑙) = (−1)𝑙−1(𝑒𝑖1 · · · 𝑒𝑖𝑙)𝑒𝑗
se 𝑗 = 𝑖𝑟 para algum 𝑟, 1 ≤ 𝑟 ≤ 𝑙. Para ver isto basta usar que 𝑒𝑖𝑒𝑘 = −𝑒𝑘𝑒𝑖, 𝑖 ̸= 𝑘 e
observar que se 𝑗 = 𝑖𝑟 para algum 𝑟, anticomutamos 𝑒𝑗 com 𝑒𝑖𝑠 até 𝑒𝑗 ficar na posição 𝑟−1
e depois anticomutamos 𝑒𝑖𝑟 . Cada elemento de 𝜙 ∈ 𝐶𝑙(𝑉, 𝑞) é da forma 𝜙 =
∑︀
𝑃∈𝒫 𝜙𝑃 𝑒𝑃 ,
onde 𝑃 = {1 ≤ 𝑖1 < . . . < 𝑖𝑙−1 < 𝑖𝑙 ≤ 𝑛}, 𝜙𝑃 ∈ R, e 𝑒𝑃 = 𝑒𝑖1 · · · 𝑒𝑖𝑙 . Daí, se 𝜙 ∈
𝒵(𝐶𝑙(𝑉, 𝑞)) então,
𝜙 · 𝑒𝑖 · 𝑒𝑗 = 𝑒𝑖 · 𝑒𝑗 · 𝜙.
Donde, se 𝑗 /∈ 𝑃 e 𝑖 ∈ 𝑃
𝜙 · 𝑒𝑖 · 𝑒𝑗 = 𝑒𝑖 · 𝑒𝑗 · 𝜙
=(−1)|𝑃 |−1𝑒𝑖 · 𝜙 · 𝑒𝑗
=(−1)|𝑃 |−1(−1)|𝑃 |𝜙 · 𝑒𝑖 · 𝑒𝑗
=(−1)2|𝑃 |−1𝜙 · 𝑒𝑖 · 𝑒𝑗
=−𝜙 · 𝑒𝑖 · 𝑒𝑗.
Logo, 𝑃 = ∅ ou 𝑃 = {1, . . . , 𝑛}. Ou seja, 𝒵(𝐶𝑙(𝑉, 𝑞)) está contido no espaço gerado por
{1, 𝑒1 . . . 𝑒𝑛}. Se 𝑛 é ímpar e 𝑃 = {1, . . . , 𝑛}, então 𝑒𝑃 𝑒𝑅 = 𝑒𝑅𝑒𝑃 para todo 𝑅 = {𝑖, 𝑗} e
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portanto 𝒵(𝐶𝑙(𝑉, 𝑞)) = R⊕ R. O caso 𝑛 par é tratado analogamente.
Definimos a conjugação − : 𝐶𝑙(𝑉, 𝑞) → 𝐶𝑙(𝑉, 𝑞) dada por 𝜙 = 𝜀(𝜙)𝑡. Observe que
𝜀(𝜙)𝑡 = 𝜀(𝜙𝑡). Uma vez definida a conjugação definimos a norma
𝑁 : 𝐶𝑙(𝑉,𝑞)→ 𝐶𝑙(𝑉, 𝑞)
𝜙 ↦→ 𝜙𝜙.
Note que 𝑁
⃒⃒⃒⃒
⃒⃒
𝑃𝑖𝑛(𝑉,𝑞)
= ±1. Com efeito, seja 𝜙 ∈ 𝑃𝑖𝑛(𝑉, 𝑞), então 𝜙 = 𝑒1 · · · 𝑒𝑘 com 𝑞(𝑒𝑖) =
±1. Daí, 𝜙 = 𝜀(𝜙𝑡) = 𝜀(𝑒𝑘 · · · 𝑒1) = 𝜀(𝑒𝑘) · · · 𝜀(𝑒1) = (−1)𝑘𝑒𝑘 · · · 𝑒1 = (−1)𝑘(−1)𝑘−1𝑒1 · · · 𝑒𝑘.
Donde, 𝑁(𝜙) = 𝜙𝜙 = (−1)𝑘(−1)𝑘−1𝑒1 · · · 𝑒𝑘 · 𝑒𝑘 · · · 𝑒1 = (−1)𝑘(−1)𝑘(−1)𝑘−1 = (−1)𝑘−1. A
norma restrita ao centro de 𝐶𝑙(𝑉 ) é a aplicação elevar ao quadrado. De fato, basta
observar que 𝜀(𝑒1 · · · 𝑒𝑛)𝑡 = (−1)𝑛(𝑛−1)𝑒1 · · · 𝑒𝑛 = 𝑒1 · · · 𝑒𝑛 e portanto se 𝜙 ∈ 𝒵(𝐶𝑙(𝑉 ))
𝜀(𝜙𝑡) = 𝜙. Assim temos demonstrado que:
Lema 3.2.20. A interseção de 𝑆𝑝𝑖𝑛(𝑉 ) com o centro de 𝐶𝑙(𝑉 ) é {±1}.
Daí, pelo teorema do primeiro isomorfismo segue que 𝑆𝑝𝑖𝑛(𝑉 )/{±1} → 𝑆𝑂(𝑉 ) é um
isomorfismo natural.
Lema 3.2.21. Desde que a dimensão de 𝑉 seja pelo menos dois, a aplicação natural
𝑆𝑝𝑖𝑛(𝑉 )→ 𝑆𝑂(𝑉 ) é um recobrimento duplo não-trivial.
A demonstração desse lema pode ser encontrada em [6]. Isso completa a prova do
teorema.
Corolário 3.2.22. Seja a dimensão de 𝑉 , 𝑛. Então 𝑆𝑝𝑖𝑛(𝑉 ) é um grupo de Lie compacto
de dimensão 𝑛(𝑛 − 1)/2, que é conexo, se 𝑛 > 1 e simplesmente conexo se 𝑛 > 2. Sua
álgebra de Lie é a mesma que a álgebra de Lie de 𝑆𝑂(𝑛).
Exemplo 3.2.23. Se dim 𝑉 ≥ 3, então não existe um homomorfismo 𝑆𝑝𝑖𝑛(𝑉 ) → S1
não trivial. Com efeito, como 𝑆𝑝𝑖𝑛(𝑉 ) é simplismente conexo, cada homomorfismo
𝑆𝑝𝑖𝑛(𝑉 ) → S1 levanta para um homomorfismo 𝑆𝑝𝑖𝑛(𝑉 ) → R. Agora, sendo 𝑆𝑝𝑖𝑛(𝑉 )
um grupo compacto, este último homomorfismo deve ser trivial.
Corolário 3.2.24. Qualquer módulo (real ou complexo) sobre 𝐶𝑙0(𝑉 ) ou 𝐶𝑙(𝑉 ) é com-
pletamente redutível; ou seja, pode ser decomposto em uma soma direta de módulos irre-
dutíveis.
Demonstração. Como 𝑆𝑝𝑖𝑛(𝑉 ) e 𝑃𝑖𝑛(𝑉 ) são grupos compactos, as declarações corres-
pondentes para as representações desses grupos são completamente redutíveis (veja San
Martin, Notas de aula, Grupos de Lie, página 69). A partir disto e dos corolários 3.2.13
e3.2.14, o resultado segue imediatamente.
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Exemplo 3.2.25. Seja 𝐶𝑙(R, 𝑞) onde 𝑞(𝑥) = 𝑥2. Vimos que 𝐶𝑙(R, 𝑞) = C, conforme o
exemplo 3.2.8. Assim, 𝐶𝑙×(R, 𝑞) = C* e 𝑃𝑖𝑛(R, 𝑞) é subgrupo de C* gerado por {1, 𝑖}.
Donde 𝑃𝑖𝑛(R, 𝑞) = {−1, 1,−𝑖, 𝑖} ∼= Z4 e 𝑆𝑝𝑖𝑛(R, 𝑞) = 𝑃𝑖𝑛(R, 𝑞) ∩ 𝐶𝑙0(R, 𝑞) = {1,−1}.
Figura 3.2: 𝑃𝑖𝑛(R, 𝑞)
Exemplo 3.2.26. Seja agora 𝐶𝑙(R, 𝑞) com 𝑞 = −𝑥2. Considere 𝑢 : R −→ R ⊕ R linear
tal que 𝑢(1) = (0, 1), onde a estrutura de álgebra em R ⊕ R é dada por (𝑎, 𝑏) · (𝑐, 𝑑) =
(𝑎𝑐+ 𝑏𝑑, 𝑎𝑑+ 𝑏𝑐). Assim, 𝑢(𝑥)2 = 𝑥2𝑢(1)2 = 𝑥2(1, 0) = −𝑞(𝑥) · 1. Portanto, 𝑢 se estende
para um homomorfismo de álgebra.
Figura 3.3: 𝑃𝑖𝑛(R, 𝑞)
De fato temos que 𝐶𝑙(R, 𝑞) ∼= R⊕ R
𝐶𝑙×(R, 𝑞) ∼= R⊕ R{(0, 0)}
e 𝑃𝑖𝑛(R, 𝑞) é o subgrupo de 𝐶𝑙×(R, 𝑞) gerado por {(1, 0), (0, 1)} = {𝑗(1), 𝑗(−1)}
𝑃𝑖𝑛(R, 𝑞) = {(−1, 0), (1, 0), (0, 1), (0,−1)} ∼= Z2 × Z2
𝑆𝑝𝑖𝑛(R, 𝑞) = {(−1, 0), (1, 0)} ∼= Z2
𝑃𝑖𝑛(R, 𝑞) ∼= Z2 × Z2
e
𝑆𝑝𝑖𝑛(R, 𝑞) ∼= Z2
Exemplo 3.2.27. 𝐶𝑙(R3) = H ⊕ H. A álgebra de Clifford de R3 pode ser identificada
H⊕H via
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𝑒0 =(1, 1)
𝑒1 =(𝑖, 𝑖)
𝑒2 =(𝑗,−𝑗)
𝑒3 =(𝑘, 𝑘)
𝑒1𝑒2𝑒3 =(−1, 1)
𝑒2𝑒3 =(𝑖,−𝑖)
𝑒3𝑒1 =(𝑗, 𝑗)
𝑒1𝑒2 =(𝑘,−𝑘)
Se R3 é identificado com Im(H) via 𝑥 = 𝑥1𝑖+ 𝑥2𝑗 + 𝑥3𝑘 então a inclusão R3 →˓ 𝐶𝑙(R3) é
dada por 𝑥 ↦→ (𝑥, 𝑗𝑥𝑗).
Exemplo 3.2.28. 𝐶𝑙(R4) = H(2). A álgebra de Clifford de R4 pode ser identificada com
as matrizes 2× 2 quaterniônicas via
𝑒1 =
⎛⎝ 0 1
−1 0
⎞⎠ , 𝑒2 =
⎛⎝ 0 𝑖
𝑖 0
⎞⎠ , 𝑒3 =
⎛⎝ 0 𝑗
𝑗 0
⎞⎠ , 𝑒4 =
⎛⎝ 0 𝑘
𝑘 0
⎞⎠ .
A involução é dada por 𝐴 ↦→ 𝐴* onde 𝐴* denota a transposta conjugada.
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Uma decomposição da álgebra de Clifford
Seja 𝑉 um espaço vetorial real com produto interno e orientado. Seja 𝐶𝑙(𝑉 ) ⊗R C a
complexificação da álgebra de Cflifford. Fixe uma base ortonormal orientada {𝑒1, ..., 𝑒𝑛}.
Definamos
𝜔C = 𝑖
[︃
𝑛+ 1
2
]︃
𝑒1 . . . 𝑒𝑛,
onde
[︂
𝑛+ 1
2
]︂
denota a parte inteira de 𝑛+ 12 .
Daí, temos
𝜔2C =𝑖
2
[︃
𝑛+ 1
2
]︃
· 𝑒1 · · · 𝑒𝑛 · 𝑒1 · · · 𝑒𝑛
=𝑖
2
[︃
𝑛+ 1
2
]︃
(−1)𝑛−1 · 𝑒1𝑒1𝑒2𝑒3 · · · 𝑒𝑛 · 𝑒2 · · · 𝑒𝑛
=𝑖
2
[︃
𝑛+ 1
2
]︃
(−1)𝑛−1 · 𝑒2 · · · 𝑒𝑛 · 𝑒2 · · · 𝑒𝑛
=𝑖
2
[︃
𝑛+ 1
2
]︃
(−1)𝑛 · (−1)𝑛−1 · 𝑒3 · · · 𝑒𝑛 · 𝑒3 · · · 𝑒𝑛
...
=𝑖
2
[︃
𝑛+ 1
2
]︃
(−1)𝑛 · (−1)𝑛−1 · · · (−1)2 · 𝑒𝑛−1 · 𝑒𝑛 · 𝑒𝑛−1 · 𝑒𝑛
=𝑖
2
[︃
𝑛+ 1
2
]︃
· (−1)𝑛 · (−1)𝑛−1 · · · (−1)2 · (−1)1
=𝑖
2
[︃
𝑛+ 1
2
]︃
· (−1)
𝑛(𝑛+ 1)
2
=𝑖
2
[︃
𝑛+ 1
2
]︃
· 𝑖𝑛(𝑛+1)
=𝑖
2
[︃
𝑛+ 1
2
]︃
+𝑛(𝑛+1)
Agora se
• 𝑛 é ímpar, digamos 𝑛 = 2𝑘 + 1, temos que
2
[︂
𝑛+ 1
2
]︂
+ 𝑛(𝑛+ 1) =2
[︃
2𝑘 + 2
2
]︃
+ (2𝑘 + 1)(2𝑘 + 2)
=2(𝑘 + 1) + (2𝑘 + 1)2(𝑘 + 1)
=2(𝑘 + 1)(2𝑘 + 2)
=4(𝑘 + 1).
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• 𝑛 é par, 𝑛 = 2𝑘, temos
2
[︃
2𝑘 + 1
2
]︃
+ 2𝑘(2𝑘 + 1) =2[𝑘 + 0, 5] + 2𝑘(2𝑘 + 1)
=2𝑘 + 2𝑘(2𝑘 + 1)
=2𝑘(2𝑘 + 2)
=4𝑘(𝑘 + 1).
Portanto,
2
[︂
𝑛+ 1
2
]︂
+ 𝑛(𝑛+ 1) ≡ (𝑚𝑜𝑑4)
donde 𝜔2C = 1.
Mostraremos agora que 𝜔C independe da escolha da base ortonormal orientada {𝑒1, . . . , 𝑒𝑛}.
Dada {𝑒′1, . . . , 𝑒′𝑛}, uma base ortonormal pertencente a mesma orientação de {𝑒1, . . . , 𝑒𝑛}.
Assim, existe 𝑔 = (𝑔𝑖𝑗) ∈ 𝑆𝑂(𝑛) tal que
𝑒
′
𝑗 =
𝑛∑︁
𝑖=1
𝑎𝑖𝑗𝑒𝑖.
Daí,
𝜔
′
C =𝑖
[︃
𝑛+ 1
2
]︃
· 𝑒′1 · · · 𝑒′𝑛
=𝑖
[︃
𝑛+ 1
2
]︃
·
(︁∑︀𝑛
𝑖1=1 𝑔𝑖11𝑒𝑖1
)︁
· · ·
(︁∑︀𝑛
𝑖𝑛=1 𝑔𝑖𝑛𝑛𝑒𝑖𝑛
)︁
=𝑖
[︃
𝑛+ 1
2
]︃
·∑︀𝑛𝑖1···𝑖𝑛=1 𝑔𝑖11 · · · 𝑔𝑖𝑛𝑛𝑒𝑖1 · · · 𝑒𝑖𝑛
=𝑖
[︃
𝑛+ 1
2
]︃
·∑︀𝑛𝑖1=1 𝑔𝑖11 ·∑︀𝑛𝑖2=1 𝑔𝑖22 · · ·∑︀𝑛𝑖𝑛=1 𝑔𝑖𝑛𝑛𝑒𝑖1 · · · 𝑒𝑖𝑛
=𝑖
[︃
𝑛+ 1
2
]︃
det(𝑔)𝑒1 · · · 𝑒𝑛 = 𝑤C.
Assim, podemos usar 𝑤C para dar uma decomposição canônica de 𝐶𝑙(𝑉 )⊗ C em
(𝐶𝑙(𝑉 )⊗ C)+ ⊕ (𝐶𝑙(𝑉 )⊗ C)−
onde (𝐶𝑙(𝑉 )⊗ C)± é auto-espaço associado a ±1 da aplicação linear
𝜔 : 𝐶𝑙(𝑉 )⊗ C −→ 𝐶𝑙(𝑉 )⊗ C
dada por
𝑥 ↦→ 𝜔C · 𝑥.
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Note que, se a dimensão de 𝑉 é ímpar, então 𝜔C ∈ 𝒵(𝐶𝑙(𝑉 )⊗C), enquanto se a dimensão
de V é par, 𝜔C ∈ 𝒵(𝐶𝑙0(𝑉 )⊗ C) e anticomuta com elementos em 𝒵(𝐶𝑙1(𝑉 )⊗ C).
Proposição 3.2.29. 𝜔C é tal que 𝑣𝜔C = (−1)𝑛−1𝜔C𝑣, para todo 𝑣 ∈ 𝑉 . Em particular
segue o afirmado acima.
Demonstração. Considere dada uma base orientada de 𝑉 , {𝑒1, . . . , 𝑒𝑛}. Então, 𝑣 =
𝑛∑︁
𝑗=1
𝛼𝑗𝑒𝑗, daí pela bilinearidade do produto de Clifford temos,
𝑣𝜔C =
𝑛∑︁
𝑗=1
𝛼𝑗𝑖
[︃
𝑛+ 1
2
]︃
𝑒𝑗𝑒1 · · · 𝑒𝑛
Se dim 𝑉 = 𝑛 é ímpar, então 𝑤C ∈ 𝑍(𝐶𝑙(𝑉 )⊗C). Isto significa que (𝐶𝑙(𝑉 )⊗C)± são
subálgebras que se aniquilam. O que quer dizer que temos uma decomposição ortogonal
de álgebras
𝐶𝑙(𝑉 )⊗ C = (𝐶𝑙(𝑉 )⊗ C)+ ⊕ (𝐶𝑙(𝑉 )⊗ C)−.
Lema 3.2.30. Se dim(𝑉 ) = 𝑛 é ímpar, então as álgebras (𝐶𝑙(𝑉 ) ⊗ C)± são ambas
isomorfas a 𝐶𝑙0(𝑉 )⊗ C.
Demonstração. Como 𝑛 é ímpar, a multiplicação por 𝑤C intercala 𝐶𝑙0(𝑉 )⊗C com 𝐶𝑙1(𝑉 ),
donde segue que 𝐶𝑙0(𝑉 ) ⊗ C intersecta (𝐶𝑙(𝑉 ) ⊗ C)± trivialmente, i.e., (𝐶𝑙0(𝑉 ) ⊗ C) ∩
(𝐶𝑙(𝑉 )⊗ C)± = {0} pois se 𝜙 ∈ 𝐶𝑙0(𝑉 )⊗ C ∩ (𝐶𝑙(𝑉 )⊗ C)+
𝜙 = 𝑤(𝜙) = 𝑤C · 𝜙 ∈ 𝐶𝑙1(𝑉 )⊗ C
donde 𝜙 ∈ 𝐶𝑙1(𝑉 )⊗ C ∩ 𝐶𝑙0(𝑉 )⊗ C = {0}.
Assim, a composição
𝐶𝑙0(𝑉 )⊗ C −→ 𝐶𝑙(𝑉 )⊗ C −→𝜋± (𝐶𝑙(𝑉 )⊗ C)±
são isomorfimos de álgebras.
Exemplo 3.2.31. Vimos que 𝐶𝑙(R) ∼= C, então 𝐶𝑙(R)⊗R C ∼= C⊗R C. A decomposição
de 𝐶𝑙(R)⊗ C em (𝐶𝑙(R)⊗ C)± corresponde a usual decomposição C⊗R C ∼= C⊕ C.
Assim, neste caso, a decomposição da complexificação não provem da decomposição
da álgebra de Clifford real a qual é uma álgebra simples.
Exemplo 3.2.32. Temos uma identificação de 𝐶𝑙(R3) com H ⊕ H. A complexificação
desta decomposição é a decomposição da 𝐶𝑙(R3)⊗C em (𝐶𝑙(R3)⊗C)±. Assim, neste caso,
a decomposição da complexificação da álgebra é induzida a partir de uma decomposição
da álgebra real.
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Lema 3.2.33. Se a dimensão de 𝑉 é congruente a 3 módulo 4, então 𝐶𝑙(𝑉 ) se decompõe
em uma soma ortogonal de álgebras 𝐶𝑙(𝑉 ) = 𝐶𝑙(𝑉 )+ ⊕ 𝐶𝑙(𝑉 )−, induzindo uma decom-
posição na complexificação da álgebra.
Demonstração. Quando a dimensão de 𝑉 é congruente a 3 módulo 4, 𝜔C é dada por
(−1)
𝑛+ 1
4 𝑒1 · · · 𝑒𝑛 e portanto está na álgebra real. Assim, seus ±1 autoespaços são su-
bespaços reais.
Quando a dimensão de 𝑉 é par, 𝑤C produz uma decomposição diferente de 𝐶𝑙(𝑉 )⊗C.
Neste caso, 𝑤C está no centro de 𝐶𝑙0(𝑉 ) ⊗ C e portanto induz uma decomposição em
𝐶𝑙0(𝑉 )⊗C = (𝐶𝑙0(𝑉 )⊗C)+⊕ (𝐶𝑙0(𝑉 )⊗C)−. Sob o isomorfismo de 𝐶𝑙0(𝑉 ) com 𝐶𝑙(𝑊 )
para um subespaço 𝑊 de codimensão 1, 𝑊 ⊂ 𝑉, esta decomposição coincide com a
decomposição acima no caso de dimensão ímpar.
Proposição 3.2.34. Se 𝑑𝑖𝑚R𝑉 é par, então (𝐶𝑙0(𝑉 )⊗C)+ é isomorfismo como álgebra
a 𝐶𝑙(𝑊 )⊗ C, onde 𝑊 ⊂ 𝑉 é um subespaço de codimensão 2.
Demonstração. Como 𝐶𝑙0(𝑉 ) é isomorfo a 𝐶𝑙(𝑊
′), onde 𝑊 ′ ⊂ 𝑉 é um subespaço de
codimensão , temos que 𝐶𝑙0(𝑉 ) ⊗ C é isomorfo a 𝐶𝑙(𝑊 ) ⊗ C (veja o lema abaixo). Daí
segue que (pelo lema 3.2.30, pois observe que 𝑊 ′ tem dimensão ímpar),
(𝐶𝑙0(𝑉 )⊗ C)+ ∼= (𝐶𝑙(𝑊 ′)⊗ C)+ ∼= 𝐶𝑙0(𝑊 ′)⊗ C.
Mas 𝐶𝑙0(𝑊
′)⊗C é isomorfo a 𝐶𝑙(𝑊 )⊗C, onde 𝑊 ⊂ 𝑊 ′ é um subespaço de codimensão
1.
Lema 3.2.35. Existe um isomorfismo de álgebras
𝐶𝑙0(𝑉 ) ∼= 𝐶𝑙(𝑊 ),
onde 𝑊 ⊂ 𝑉 é um subespaço de codimensão 1.
Demonstração. Escolha uma base ortonormaal {𝑒1, . . . , 𝑒𝑛} de 𝑉 e seja𝑊 = ⟨{𝑒1, . . . , 𝑒𝑛−1}⟩.
Defina a aplicação 𝑓 : 𝑊 −→ 𝐶𝑙0(𝑉 ), 𝑒𝑖 ↦−→ 𝑒𝑛𝑒𝑖 e estenda por linearidade. Afirmamos
que 𝑓 é de Clifford. Para 𝑥 = ∑︀𝑛−1𝑖=1 𝑥𝑖𝑒𝑖 temos que
𝑓(𝑥)2 =
𝑛−1∑︁
𝑖,𝑗
𝑥𝑖𝑥𝑗𝑒𝑛𝑒𝑖𝑒𝑛𝑒𝑗 =
𝑛−1∑︁
𝑖,𝑗
𝑥𝑖𝑥𝑗𝑒𝑖𝑒𝑗 = −
∑︁
𝑖,𝑗
𝑥𝑖𝑥𝑗𝛿𝑖𝑗 · 1 = −||𝑥||2 · 1
pois 𝑒2𝑛 = −1 e 𝑒𝑛𝑒𝑖 = −𝑒𝑖𝑒𝑛 para 𝑖 ̸= 𝑛. Daí, pela propriedade universal das álgebras de
Clifford 𝑓 se estende a um homomorfismo de álgebras, o qual é o isomorfimo procurado.
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A complexificação de Cl(V)
Considere os seguintes exemplos
1. Temos visto que 𝐶𝑙(R) ∼= C e portanto 𝐶𝑙(R)⊗ C ∼= C⊕ C.
2. Vimos também que 𝐶𝑙(R2) ∼= H e portanto que 𝐶𝑙(R2) ⊗ C ∼= H ⊗ C. Definimos
uma aplicação de H −→ C[2] :=𝑀2(C), a álgebra das matrizes complexas 2𝑥2,
𝛼 + 𝑗𝛽 ↦−→
⎛⎝ 𝛼 −𝛽
𝛽 𝛼
⎞⎠
Escrevendo cada elemento de H como 𝑥+ 𝑗𝑦 para 𝑥, 𝑦 ∈ C, esta é a matriz da ação
de 𝛼 + 𝑗𝛽 pela multiplicação a esquerda sobre H visto como um espaço vetorial
2-dimensional sobre C. Estendendo escalarmente temos um homomorfismo de C-
álgebras.
H⊗ C −→ C[2].
Em outros termos, estes dois cálculos são suficientes para determinar a estrutura
da complexificação de todas álgebras de Clifford por indução. Para isso, o passo
fundamental é o seguinte lema:
Lema 3.2.36. 𝐶𝑙(𝑉 ⊕ R2)⊗ C ∼= (𝐶𝑙(𝑉 )⊗R C)⊗C (𝐶𝑙(R2)⊗C C).
Demonstração. Seja {𝑣1, . . . , 𝑣𝑛} uma base ortonormal de 𝑉 e seja {𝑒1, 𝑒2} a base canônica
de R2. Definimos a aplicação R−linear
𝑓 : 𝑉 ⊕ R2 −→ (𝐶𝑙(𝑉 )⊗R C)⊗C (𝐶𝑙(R2)⊗R C)
(𝑣𝑗, 𝑒𝑟) ↦−→ 𝑖(𝑣𝑗 ⊗ 𝑒1𝑒2)⊗ 1⊗ 𝑒𝑟.
Aqui usamos a identificação R2 ∼= C.
𝑓(𝑣𝑗, 𝑒𝑟)2 =(𝑖(𝑣𝑗 ⊗R 𝑒1𝑒2)⊗C (1⊗R 𝑒𝑟))2
=(−1)(𝑣𝑗 ⊗R 𝑒1𝑒2)2 ⊗C (1⊗R 𝑒𝑟)2
=(−1)𝑣2𝑗 ⊗R (𝑒1𝑒2)2 ⊗C (1⊗R 𝑒2𝑟)
=(−1)(−|𝑣𝑗|)1⊗R (𝑒1𝑒2)2 ⊗C 1⊗R 𝑒2𝑟
=−||𝑣𝑗||(1⊗R 1⊗C 1⊗R 1)
Corolário 3.2.37. Se a dimensão de V é 2𝑛, então 𝐶𝑙(𝑉 )⊗RC é isomorfo a álgebra das
matrizes 𝐶[2𝑛]. Se a dimensão de 𝑉 é 2𝑛+1, então 𝐶𝑙(𝑉 )⊗RC é isomorfo como álgebra
a soma direta de duas cópias de 𝐶[2𝑛].
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Demonstração. Basta usar indução, junto com o lema anterior, os exemplos do início da
seção, e o fato que C[𝑚]⊗C C[𝑘] é isomorfo a C[𝑘𝑚](como álgebras).
Corolário 3.2.38. Se a dimensão de 𝑉 é 2𝑛, então (𝐶𝑙0(𝑉 )⊗C)+ é isomorfo a álgebra
das matrizes C[2𝑛−1].
Demonstração. Pelo 3.2.34 sabemos que (𝐶𝑙0(𝑉 )⊗C)+ é isomorfo como álgebra a 𝐶𝑙(𝑊 )⊗
C onde 𝑊 ⊂ 𝑉 é um subespaço de codimensão 2. Agora, como dim𝑊 = 2𝑛 − 2 =
2(𝑛−1), o corolário anterior nos diz que 𝐶𝑙(𝑊 )⊗C é isomorfo a C[2𝑛−1]. Como queríamos
demonstrar.
Observação 3.2.39. Quando a dimensão de 𝑉 é ímpar, então temos que 𝑤C ∈ 𝒵(𝐶𝑙(𝑉 )⊗
C).
A decomposição de 𝐶𝑙(𝑉 )⊗C em soma direta como álgebra de matrizes é a decompo-
sição dos auto espaços ±1 de 𝑤C. Assim, a aplicação 𝛼 ↦−→ 𝜀(𝛼) comuta os dois somandos,
induzindo um isomorfismo entre eles.
Teorema 3.2.40. Se 𝑑𝑖𝑚𝑉 = 2𝑛, então 𝐶𝑙(𝑉 ) tem uma única representação complexa,
irredutível, de dimensão finita 𝑆C(𝑉 ) a menos de isomorfismo. A ação de 𝐶𝑙(𝑉 ) ⊗ C
sobre 𝑆C(𝑉 ) induz um isomorfismo
𝐶𝑙(𝑉 )⊗ C −→ EndC(𝑆C(𝑉 )) = 𝑆C(𝑉 )⊗ 𝑆*C(𝑉 ).
Se a dimensão de 𝑉 é ímpar, então 𝐶𝑙(𝑉 ) tem duas representações complexas, irredutíveis,
de dimensão finita a menos de isomorfismo. Este induz representações isomorfas 𝑆C(𝑉 ) de
𝐶𝑙0(𝑉 ) por restrição. A ação de Clifford por multiplicação induz uma aplicação 𝐶𝑙0(𝑉 )⊗
C −→ EndC(𝑆C(𝑉 )), a qual é um isomorfismo.
Demonstração. A demonstração desse teorema é consequência dos resultados acima obti-
dos, aplicando o teorema de Wederburn’s. Para maiores detalhes veja [morgan].
Corolário 3.2.41. Suponha que a dimensão de 𝑉 é par. Seja 𝑆C(𝑉 ) a representação
irredutível de 𝐶𝑙(𝑉 ) ⊗ C. Então 𝑆C(𝑉 ) se decompõe em 𝑆±C (𝑉 ) pela ação de 𝑤C. Esta
decomposição é uma decomposição de módulos sobre 𝐶𝑙0(𝑉 )⊗C; enquanto que a ação de
𝐶𝑙1(𝑉 )⊗ C intercala 𝑆±C (𝑉 ). O produto de Clifford induz os isomorfismos
(𝐶𝑙0(𝑉 )⊗ C)+ ∼= EndC(𝑆+C (𝑉 ))
(𝐶𝑙0(𝑉 )⊗ C)− ∼= EndC(𝑆−C (𝑉 ))
(𝐶𝑙1(𝑉 )⊗ C)+ ∼= HomC(𝑆−C (𝑉 ), 𝑆+C (𝑉 ))
(𝐶𝑙1(𝑉 )⊗ C)− ∼= HomC(𝑆+C (𝑉 ), 𝑆−C (𝑉 )).
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Consequentemente, 𝑆±C (𝑉 ) são as duas representações irredutíveis não equivalentes de
𝐶𝑙0(𝑉 )⊗ C a menos de isomorfismo.
Demonstração. A imagem de 𝑤C pela representação 𝜌 : 𝐶𝑙(𝑉 ) ⊗ C −→ 𝐸𝑛𝑑(𝑆C(𝑉 )) é
endomorfismo de 𝑆C(𝑉 ) que quadra para identidade e portanto induz uma decomposição
de 𝑆C(𝑉 ) em auto espaço 𝑆±C (𝑉 ) associado a ±1.
Corolário 3.2.42. Existe uma única representação (complexa) de 𝑆𝑝𝑖𝑛(𝑉 ) (a menos de
isomorfismo) induzido de cada representação irredutível, complexa, de dimensão finita de
𝐶𝑙(𝑉 ). Esta representação é chamada representação Spin complexa e é denotada por
ΔC : 𝑆𝑝𝑖𝑛(𝑛) −→ AutC(𝑆C(𝑉 )).
Seja ΔC : 𝑆𝑝𝑖𝑛(𝑉 )× 𝑆C(𝑉 ) −→ 𝑆C(𝑉 ) a representação 𝑆𝑝𝑖𝑛 complexa.
Proposição 3.2.43. Se 𝑉 tem dimensão par, digamos 2𝑛, então esta representação se
decompõe em duas representações irredutíveis não equivalentes 𝑆+C (𝑉 ) e 𝑆−C (𝑉 ) de 𝑆𝑝𝑖𝑛(𝑉 )
(ΔC = Δ+C⊕Δ−C). Se a dimensão de 𝑉 é ímpar, digamos 2𝑛+1, então é uma representação
irredutível de 𝑆𝑝𝑖𝑛(𝑉 ).
Demonstração. Segue dos corolários 3.2.13, 3.2.14 e do teorema 3.2.40.
Observação 3.2.44. Note que não afirmamos (e de fato, não é verdade) que a única
representação irredutível de 𝑆𝑝𝑖𝑛(2𝑛+ 1) é ΔC e as únicas representações irredutíveis de
𝑆𝑝𝑖𝑛(2𝑛) são Δ±C . Pois, dada uma representação de 𝑆𝑝𝑖𝑛(𝑛), esta não necessariamente
se estende a 𝐶𝑙0(𝑉 ).
Exemplo 3.2.45. 𝐶𝑙(R2) ∼= H e portanto 𝐶𝑙(R2) ⊗ C é isomorfo a C[2]. Donde, a
representação 𝑆𝑝𝑖𝑛 é
ΔC : 𝑆𝑝𝑖𝑛(R2) −→ Aut(C2)
Esta representação se decompõe como uma soma de duas representações complexas unidi-
mencionais
Δ±C : 𝑆𝑝𝑖𝑛(R2) −→ Aut(𝑆±C (R2)).
Como
𝑆𝑝𝑖𝑛(R2) ∼= S1 −→ C ⊂ H
𝛼 ∈ S1 ↦→
⎛⎝ 𝛼 0
0 𝛼
⎞⎠ .
Neste caso, 𝑤C é dado por 𝑤C = 𝑖𝑒1𝑒2, o elemento 𝑒1𝑒2 age por −𝑖 sobre 𝑆+C (R2).
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3.3 O grupo 𝑆𝑝𝑖𝑛C(𝑉 )
Por definição 𝑆𝑝𝑖𝑛C(𝑉 ) é o subgrupo multiplicativo das unidades de 𝐶𝑙(𝑉 )⊗RC gerado
por 𝑆𝑝𝑖𝑛(𝑉 ) e pelo 𝛼 ∈ S1 ⊂ C.
Lema 3.3.1. Existe um isomorfismo 𝑆𝑝𝑖𝑛C(𝑉 ) ∼= 𝑆𝑝𝑖𝑛(𝑉 )×Z2 S1
Demonstração. Cada 𝛼 ∈ S1 ⊂ C pertence ao centro de 𝐶𝑙(𝑉 ) ⊗ C e comuta com
𝑆𝑝𝑖𝑛C(𝑉 ). Assim, pela definição de 𝑆𝑝𝑖𝑛C(𝑉 ), a aplicação natural
𝑆𝑝𝑖𝑛(𝑉 )× S1 −→ 𝑆𝑝𝑖𝑛C(𝑉 )
é sobrejetiva.
O núcleo desta aplicação é (𝛼, 𝛼−1) onde 𝛼 ∈ 𝑆𝑝𝑖𝑛(𝑉 ) ∩ S1. Mas já vimos que a
interseção de 𝑆𝑝𝑖𝑛(𝑉 ) com os escalares é {±1}. Veja o lema 3.2.20.
Lema 3.3.2. Seja 𝜌 : 𝑆𝑝𝑖𝑛(𝑉 ) −→ 𝐺𝐿C(𝑊 ) uma representação complexa. Suponha
que 𝜌(−1) = −1. Então existe uma única extensão de 𝜌 para uma representação ̂︀𝜌 :
𝑆𝑝𝑖𝑛C(𝑉 ) −→ 𝐺𝐿C(𝑊 ).
Demonstração. Como 𝜌 é uma representação complexa, 𝜌 comuta com a multiplicação
por escalares complexos unitários. Assim, 𝜌 estende para
𝜌
′ : 𝑆𝑝𝑖𝑛(𝑉 )× 𝑆1 −→ 𝐺𝐿C(𝑊 )
(𝜙, 𝜆) ↦→ 𝜆𝜌(𝜙) = 𝜌(𝜆𝜙).
O fato que 𝜌(−1) = −1, ou ainda, 𝜌(Z2) = Z2 significa que desce o quociente
𝑆𝑝𝑖𝑛(𝑉 )× S1 𝐺𝐿C(𝑊 )
𝑆𝑝𝑖𝑛C(𝑉 )
𝜌′
𝜋𝑐𝑎𝑛 ̂︀𝜌
para um ̂︀𝜌 requerido.
Corolário 3.3.3. Seja ΔC : 𝑆𝑝𝑖𝑛(𝑉 ) −→ 𝐺𝐿C(𝑆C(𝑉 )) uma representação 𝑆𝑝𝑖𝑛 com-
plexa. Então existe uma única extensão desta reprsentação para ̂︀ΔC : 𝑆𝑝𝑖𝑛C(𝑉 ) −→
𝐺𝐿C(𝑆C(𝑉 )). Além disso, se a dimensão de 𝑉 é par, então ̂︀ΔC se decompõe como ̂︀Δ+C+ ̂︀Δ−C
onde ̂︀Δ±C é a única extensão de Δ±C .
Demonstração. Basta aplicar o lema anterior, pois ΔC(−1) = −1.
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3.4 Spin-Fibrados e Fibrados de Clifford
Nesta seção vamos introduzir os Spin-Fibrados e Fibrados de Clifford. Uma vez co-
nhecido esses fibrados suas seções serão chamadas de spinores, no apêndice deste trabalho
falaremos um pouco da obstrução topológica para que um 𝑆𝑂(𝑛)−fibrado levante para
um 𝑆𝑝𝑖𝑛(𝑛)-Fibrado, depois de introduzidos usaremos esse para definir o operador de
Dirac, objeto de interesse em nosso estudo.
Fixe um espaço vetorial real 𝑉 com um produto interno ⟨, ⟩. Suponhamos nesta seção
que a dimensão de 𝑉 é pelo menos 2. Suponhamos que 𝑃 −→ 𝑀 é um 𝑆𝑂(𝑉 ) fibrado
principal. Queremos entender quando este fibrado levanta para um 𝑆𝑝𝑖𝑛(𝑉 )-fibrado prin-
cipal, i.e., quando existe um 𝑆𝑝𝑖𝑛(𝑉 ) fibrado 𝑃 −→ 𝑀 cujo quociente pelo centro {±1}
de 𝑆𝑝𝑖𝑛(𝑉 ) é isomorfo com um 𝑆𝑂(𝑉 ) fibrado a 𝑃 . Isto é evidentemente um problema
padrão em topologia algébrica ou teoria da obstrução cuja solução é bem conhecida. Antes
definimos precisamente um 𝑆𝑝𝑖𝑛(𝑉 )-fibrado principal.
Definição 3.4.1. Seja 𝑄 um 𝑆𝑂(𝑛)-fibrado principal. Uma estrutura 𝑆𝑝𝑖𝑛 sobre 𝑀 é
um 𝑆𝑝𝑖𝑛-fibrado principal 𝑃 e recobrimento de duas folhas Λ : 𝑃 → 𝑄 tal que o diagrama
abaixo é comutativo
𝑃 × 𝑆𝑝𝑖𝑛(𝑛) 𝑃
𝑀
𝑄× 𝑆𝑂(𝑛) 𝑄
Λ×𝜆 𝜆
𝜋
𝜋
É bem conhecida a seguinte obstrução topológica.
Lema 3.4.2. O fibrado 𝑃 −→ 𝑀 levanta para um 𝑆𝑝𝑖𝑛(𝑉 ) fibrado principal se, e so-
mente se, a segunda classe de Stiefel-Whitney 𝑤2(𝑃 ) ∈ 𝐻2(𝑀 ;Z2) é igual a zero, onde
𝐻2(𝑀 ;Z2) é a cohomologia de Čech.
Demonstração. Veja apêndice A.
Outro caminho para dizer que 𝑃 −→ 𝑀 levanta para um 𝑆𝑝𝑖𝑛(𝑉 ) fibrado principal
se, e somente se, existe um homomorfismo 𝜋1(𝑃 ) −→ Z2 com restrição para um homo-
morfismo não trivial 𝜋1(𝑆𝑂(𝑉 )) −→ Z2, ou equivalentemente se 𝑑2 : 𝐻2(𝑀 ;Z2) −→
𝐻1(𝑆𝑂(𝑉 ),Z2) é trivial. Ou ainda, 𝑃 −→𝑀 levanta se, só se, 𝑃 é um 2-esqueleto de 𝑀
trivial sobre 𝑀 (Veja [6]).
Se existe levantamento, então o conjunto dos levantamentos forma, a menos de iso-
morfismo, o grupo de torção de 𝐻1(𝑀,Z2).
Esse levantamento é chamado uma estrutura 𝑆𝑝𝑖𝑛 para 𝑃 . No caso especial em que 𝑃
é o fibrado de bases ortonormais de uma variedade riemanniana, 𝑃 é chamada uma 𝑆𝑝𝑖𝑛
estrutura para a variedade.
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Supondo que 𝑃 −→𝑀 é um 𝑆𝑂(𝑛)-fibrado principal com uma estrutura 𝑆𝑝𝑖𝑛 𝑃 −→
𝑀, então existe um fibrado vetorial associado
𝑃 ×𝑆𝑝𝑖𝑛(𝑛) 𝑆C(R𝑛)
induzido pela representaçãoΔC : 𝑆𝑝𝑖𝑛(𝑛) −→ Aut(𝑆C(R𝑛)). Denotamos 𝑃×𝑆𝑝𝑖𝑛(𝑛)𝑆C(R𝑛)
por 𝑆C(𝑃 ). As seções desse fibrado vetorial são chamadas de spinores. Do aparato algé-
brico construído nas seções anteriores, seguem as seguintes decomposições desse fibrado.
Se 𝑃 é um 𝑆𝑂(𝑛)-fibrado com 𝑛 ímpar, então 𝑆C(𝑃 ) tem dimensão complexa 2𝑛−1/2. Se
𝑛 é par, então 𝑆C(𝑃 ) se decompõe em soma direta
𝑆C(𝑃 ) = 𝑆+C (𝑃 )⊕ 𝑆−C (𝑃 )
onde
𝑆±C (𝑃 ) = 𝑃 × 𝑆±C (𝑃 )
correspondente da decomposição de ΔC em Δ+C ⊕ Δ−C . Estes fibrados são chamados de
𝑆𝑝𝑖𝑛 fibrados mais (menos) associados a 𝑃 .
𝑆𝑝𝑖𝑛C fibrados. Consideramos o problema de levantar para uma 𝑆𝑝𝑖𝑛C estrutura ao
invés de 𝑆𝑝𝑖𝑛. Primeiramente observamos que o homomorfismo 𝛿 : 𝑆𝑝𝑖𝑛C −→ 𝑆1 dado
por 𝛿(𝑒𝑖𝜃) = 𝑒2𝑖𝜃, determina um fibrado de linhas complexas ℒ := 𝑃×𝛿C −→𝑀 associado
a cada estrutura 𝑆𝑝𝑖𝑛C(𝑛). Este fibrado é chamado de fibrado de linhas de determinantes
do 𝑆𝑝𝑖𝑛C(𝑛)−fibrado. Assim, o problema de levantar um 𝑆𝑂(𝑛)−fibrado principal 𝑃
para um 𝑆𝑝𝑖𝑛C−fibrado principal tem uma obsturção dada pela primeira classe de Chern
desse fibrado de linhas. Mais precisamente, se um 𝑆𝑂(𝑛)−fibrado principal 𝑃 levanta
para um 𝑆𝑝𝑖𝑛C−fibrado principal, então sua primeira classe de Chern 𝑐1(ℒ) coincide com
𝑤2(𝑃 ) módulo 2 (a segunda classe de Stiefel-Whitney.) Veja [Salamon] página 153.
Exemplo 3.4.3. Cada fibrado com uma 𝑆𝑝𝑖𝑛 estrutura carrega naturalmente uma 𝑆𝑝𝑖𝑛C
estrutura. O 𝑆𝑝𝑖𝑛C−fibrado é obtido por 𝑃𝑆𝑝𝑖𝑛C ≡ 𝑃𝑆𝑝𝑖𝑛×Z2𝑆1 onde Z2 age diagonalmente
por (−1,−1). Em particular, cada variedade 𝑆𝑝𝑖𝑛 é uma variedade 𝑆𝑝𝑖𝑛C.
Uma grande vantagem de considerar uma estrutura 𝑆𝑝𝑖𝑛C no estudo das 4-variedades
é que cada 4-variedade orientada possui uma.
Teorema 3.4.4. Seja 𝑀 uma 4-variedade orientada e 𝑃 −→ 𝑋 o fibrado de referenciais
do fibrado tangente. Então existe um levantamento 𝑃 de 𝑃 para um 𝑆𝑝𝑖𝑛C−fibrado.
Demonstração. Veja [6] página 25.
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Fibrado de Clifford e sua ação sobre o fibrado Spin
Seja 𝑃 um 𝑆𝑂(𝑛)−fibrado. Não só podemos considerar os 𝑆𝑝𝑖𝑛 ou 𝑆𝑝𝑖𝑛C fibrados
complexos 𝑃 associado a 𝑃 , podemos também formar o fibrado complexo de álgebras
de Clifford associados a 𝑃 . Note que, como 𝑆𝑂(𝑛) age na álgebra de Clifford 𝐶𝑙(R𝑛),
podemos considerar o fibrado associado a 𝑃 −→𝑀 com fibra típica 𝐶𝑙(R𝑛) dado por
𝐶𝑙(𝑃 ) = 𝑃 ×𝑆𝑂(𝑛) 𝐶𝑙(R𝑛).
Este é um fibrado localmente trivial de álgebras de Clifford.
Observação 3.4.5. A definição do fibrado de Clifford não faz uso de uma estrutura 𝑆𝑝𝑖𝑛.
Também temos sua versão complexificada 𝐶𝑙(𝑃 )⊗C = 𝑃 ×𝑆𝑂(𝑛) (𝐶𝑙(R𝑛)⊗C), este é um
fibrado de álgebras de Clifford complexificadas.
Observação 3.4.6. Observe que a decomposição 𝐶𝑙(R𝑛) = 𝐶𝑙0(R𝑛)⊕𝐶𝑙1(R𝑛) induz uma
decomposição deste fibrado
𝐶𝑙(𝑃 ) = 𝐶𝑙0(𝑃 )⊕ 𝐶𝑙1(𝑃 ).
Como o elemento 𝑤C ∈ 𝐶𝑙(R𝑛)⊗C é invariante pela ação de 𝑆𝑂(𝑛), este define uma
seção de 𝐶𝑙(𝑃 ) ⊗ C também denotado por 𝑤C, cujo quadrado é 1. Usando esta seção
podemos produzir uma nova decomposição
𝐶𝑙(𝑃 )⊗ C = (𝐶𝑙(𝑃 )⊗ C)+ ⊕ (𝐶𝑙(𝑃 )⊗ C)−
Quando 𝑃 é um 𝑆𝑂(𝑛)−fibrado de dimensão ímpar, esta decomposição é uma decom-
posição em fibrados de álgebras ortogonais. (Veja lema 3.2.30).
Na presença de uma 𝑆𝑝𝑖𝑛 ou 𝑆𝑝𝑖𝑛C estrutura 𝑃 sobre 𝑃 , o fibrado de Clifford age
sobre o fibrado complexo 𝑆𝑝𝑖𝑛. Seja 𝑆C(𝑃 ) −→ 𝑀 o 𝑆𝑝𝑖𝑛-fibrado complexo associado a
𝑃 . Podemos fazer 𝑆C(𝑃 ) um fibrado de módulos sobre 𝐶𝑙(𝑃 )⊗ C.
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Capítulo 4
Conexão e Curvatura
Neste capítulo queremos introduzir o conceito de conexão em 𝐺-fibrados principais que
serão naturalmente introduzidas como uma distribuição horizotal invariante pela ação de
𝐺. Antes introduziremos conexões em fibrados vetoriais, interpretando estas no fibrado de
referenciais 𝐵(𝑀), obtendo assim a intuição para generalizar esse conceito a 𝐺-fibrados
principais. Conexões podem ser apresentadas de diversas maneiras, aqui faremos algumas
e mostraremos suas equivalências. Vimos no capítulo 1 que fibrados vetoriais induzem um
𝐺𝑙(𝑛,R)-fibrado principal (o fibrado de bases𝐵(𝑀)) e vimos também como um𝐺−fibrado
principal induz fibrado vetorial. Nosso objetivo aqui é apresentar conexões nesses fibrados
e obter uma correspondência entre elas de maneira a qual ora trabalhamos com conexões
em fibrados vetoriais, ora em 𝐺-fibrados principais o que for mais conveniente.
4.1 Conexões sobre fibrados vetoriais
Em geral, não existe uma forma natural de diferenciar as seções de um fibrado vetorial.
A razão é que, em geral, não existe uma forma natural de comparar as fibras sobre
diferentes pontos da base. Veremos que a escolha de uma conexão ∇ sobre 𝜉 permite
comparar a fibra em diferentes pontos da base por transporte paralelo ao longo de curvas.
Alguns autores como Manfredo, Petersen, Lee, entre outros, definem conexão linear por:
Definição 4.1.1. Uma conexão linear ∇ em uma variedade diferenciável 𝑀 é uma apli-
cação
∇ : Ω0(𝑇𝑀)× Ω0(𝑇𝑀)→ Ω0(𝑇𝑀)
que se indica por (𝑋, 𝑌 ) ∇→ ∇𝑋𝑌 e que satisfaz as seguintes propriedades:
1. ∇𝑓𝑋+𝑔𝑌𝑍 = 𝑓∇𝑋𝑍 + 𝑔∇𝑋𝑍
2. ∇𝑋(𝑌 + 𝑍) = ∇𝑋𝑌 +∇𝑋𝑍
3. ∇𝑋(𝑓𝑌 ) = 𝑋(𝑓)𝑌 + 𝑓∇𝑋𝑌 (Regra de Leibniz)
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onde 𝑋, 𝑌, 𝑍 ∈ Ω0(𝑇𝑀) e 𝑓, 𝑔 ∈ 𝐶∞(𝑀).
A noção de conexão linear fornece uma maneira de derivar campos de vetores ao longo
de curvas. Assim, para generalizar esta noção de conexão em um fibrado vetorial 𝜉 sobre
uma variedade suave 𝑀, devemos ter uma maneira de derivar seções ao longo de curvas.
É natural que para um fibrado vetorial 𝜉, uma conexão deve ser algum tipo de aplicação
bilinear,
X(𝑀)× Ω0(𝜉)→ Ω0(𝜉);
que nos diz como tomar a derivada covariante de seções, o que nos daria uma maneira de
derivar seções ao longo de curvas.
Definição 4.1.2. Uma conexão ∇ num fibrado vetorial 𝜉 sobre uma variedade diferen-
ciável 𝑀 é uma aplicação
∇ : Ω0(𝑇𝑀)× Ω0(𝜉)→ Ω0(𝜉)
que se indica por (𝑋, 𝑠) ∇→ ∇𝑋𝑠 e que satisfaz as seguintes propriedades:
1. ∇𝑓𝑋+𝑔𝑌 𝑠 = 𝑓∇𝑋𝑠+ 𝑔∇𝑌 𝑠
2. ∇𝑋(𝑠+ 𝜎) = ∇𝑋𝑠+∇𝑋𝜎
3. ∇𝑋(𝑓𝑌 ) = 𝑋(𝑓)𝑌 + 𝑓∇𝑋𝑌 (Regra de Leibniz)
onde 𝑋 ∈ Ω0(𝑇𝑀), 𝑠, 𝜎 ∈ Ω0(𝜉) e 𝑓, 𝑔 ∈ 𝐶∞(𝑀).
Uma maneira um pouco mais limpa de definir conexão é como segue:
Definição 4.1.3. Seja 𝜉 um fibrado vetorial real (complexo) sobre uma variedade suave
𝑀𝑛. Uma conexão sobre 𝜉 é uma aplicação R-linear (C-linear)
∇ : Ω0(𝜉)→ Ω1(𝑀)⊗𝐶∞(𝑀) Ω0(𝜉) := Ω1(𝜉)
que satisfaz a regra de Leibniz ∇(𝑓𝑠) = 𝑑𝑓⊗𝑠+𝑓∇𝑠 onde 𝑓 ∈ 𝐶∞(𝑀 ;R) (𝑓 ∈ 𝐶∞(𝑀 ;C)),
𝑠 ∈ Ω0(𝜉) e 𝑑 é a diferencial exterior.
Seja 𝑇𝑀 o fibrado tangente de 𝑀 . Então Ω1(𝑀) = Ω0(𝑇 *𝑀) e, pelo teorema 2.3.11,
podemos reescrever Ω1(𝑀)⊗𝐶∞(𝑀)Ω0(𝜉) como Ω1(𝑀)⊗𝐶∞(𝑀)Ω0(𝜉) = Ω0(𝑇 *𝑀)⊗𝐶∞(𝑀)
Ω0(𝜉) ∼= Ω0(𝑇 *𝑀 ⊗ 𝜉). Agora como 𝑇 *𝑀 ⊗ 𝜉 ∼= Hom(𝑇𝑀, 𝜉) temos Ω0(𝑇 *𝑀 ⊗ 𝜉) ∼=
Ω0(Hom(𝑇𝑀, 𝜉)).Novamente pelo teorema 2.3.11 temos Ω0(Hom(𝑇𝑀, 𝜉)) ∼= Hom𝐶∞(𝑀)(Ω0(𝑇𝑀),Ω0(𝜉)).
Assim, uma conexão é uma aplicação R-linear que a cada seção 𝑠 do fibrado 𝜉 nos dá uma
aplicação 𝐶∞(𝑀)-linear ∇𝑠 : Ω0(𝑇𝑀)→ Ω0(𝜉).
Sabemos que uma campo de vetores tangente sobre𝑀 é uma seção do fibrado tangente,
isto é, 𝑋 ∈ Ω0(𝑇𝑀). Cada campo de vetores induz uma aplicação 𝐶∞(𝑀)-linear
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˜Ev𝑋 : Ω1(𝑀)→ Ω0(𝑀)
𝜔 ↦→ 𝜔(𝑋)
˜𝐸𝑣𝑋 é conhecida por evaluação e induz uma aplicação 𝐶∞(𝑀)-linear
Ev𝑋 : Ω1(𝑀)⊗𝐶∞(𝑀)Ω0(𝜉)→ Ω0(𝜉)
𝜔 ⊗ 𝑠 ↦→ 𝜔(𝑋)𝑠.
A composição Ev𝑋 ∘∇ := ∇𝑋 é uma aplicação R-linear e segue da regra de Leibniz que
satisfaz ∇𝑋(𝑓𝑠) = 𝑋(𝑓)𝑠 + 𝑓∇𝑋𝑠, onde 𝑋(𝑓) é a derivada direcional na direção de 𝑋.
Assim uma conexão permite tomar derivadas direcionais de seções. Fixado 𝑠 ∈ Ω0(𝜉) a
aplicação 𝑋 ↦→ ∇𝑋𝑠 é 𝐶∞(𝑀)-linear, ou seja,
∇𝑓𝑋+𝑔𝑌 𝑠 = 𝑓∇𝑋𝑠+ 𝑔∇𝑋𝑠
para funções suaves 𝑓, 𝑔 ∈ 𝐶∞(𝑀) e campos de vetores 𝑋, 𝑌 ∈ Ω0(𝑇𝑀).
Assim, vemos que uma conexão no sentido de 4.1.2 é equivalente a uma conexão no
sentido de 4.1.3. É uma consequência da "regra de Leibniz"que ∇ é um operador local,
no sentido de que, se 𝑠, 𝑠′ ∈ Ω0(𝜉) coincidem em uma vizinhaça de 𝑈 ⊂ 𝑀 de 𝑥, então
∇𝑠 = ∇𝑠′ em 𝑥. Ou equivalentemente, se 𝑠 ∈ Ω0(𝜉) é nula em uma vizinhaça de 𝑈 ⊂ 𝑀
de 𝑥, então ∇𝑠 = 0′ em 𝑥. De fato, seja 𝑓 uma bump funtion, a qual é igual a 1 em uma
vizinhaça de 𝑥 com suporte contido em 𝑈. Então pela regra de Leibniz:
(∇𝑓𝑠)(𝑥) = 𝑑𝑓 ⊗ 𝑠+ 𝑓∇𝑠 𝑑𝑓=0,𝑓(𝑥)=1= (∇𝑠)(𝑥).
Como por construção 𝑓𝑠 = 𝑓𝑠′ em 𝑀 , o resultado segue. Vamos então estudar ∇ numa
trivialização local 𝑈 de 𝜉. Seja {𝑠𝑖} um referencial local associado a trivialização 𝜙 :
𝜋−1(𝑈)→ 𝑈 × R𝑘 (veja proposição 2.3.4).
Lema 4.1.4. Seja 𝑥 ∈𝑀 e 𝑋 ∈ 𝑇𝑥𝑀 . Assuma que 𝐸 é um fibrado vetorial sobre 𝑀 com
derivada covariante ∇. Se duas seções 𝜎 e 𝜎′ coincidem em 𝑥, então 𝑑𝜎𝑥(𝑋) = 𝑑𝜎′𝑥(𝑋)
se, e somente se, ∇𝑋𝜎 = ∇𝑋𝜎′ em 𝑥.
Demonstração. É suficiente mostrar que se uma seção que satisfaz 𝜎(𝑥) = 0, então
𝑑𝜎𝑥(𝑋) = 0 se, e somente se, (∇𝑋𝜎) (𝑥) = 0. De fato, sendo 𝑠 = 𝜎 − 𝜎′ então 𝑠(𝑥) = 0.
Assim 𝑑𝑠𝑥(𝑋) = 0 se, e só se, (∇𝑋𝑠)(𝑥) = 0. Agora, pela linearidade de 𝑑 e ∇ segue o
afirmado. Como ∇ é um operador local, podemos trabalhar em uma trivialização local 𝑈
de 𝐸, para alguma vizinhaça 𝑈 de 𝑥, 𝜙 : 𝜋1(𝑈)→ 𝑈 × R𝑘. Então, dado uma seção 𝜎 de
𝐸|𝑈 , 𝜙∘𝜎 é uma seção de 𝑈×R𝑘, a qual pode ser identificada com uma função 𝐹 definida
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em 𝑈 com valores em R𝑘, 𝐹 = (𝑓1, · · · , 𝑓𝑘) onde 𝑓𝑖 ∈ 𝐶∞(𝑈,R𝑘) (veja exemplo 2.3.1).
Como 𝜎(𝑥) = 0, temos 𝑓𝑖(𝑥) = 0. Seja {𝜎𝑖}𝑘𝑖=1 o referencial associado a essa trivialização
(veja proposição 2.3.4). Daí, 𝜎 = ∑︀ 𝑓𝑖𝜎𝑖 e, pela regra de Leibniz,
∇𝑋𝑥𝜎 =
∑︁
𝑓𝑖(𝑥)∇𝑋𝑥𝜎𝑖 +
∑︁
𝑋𝑥(𝑓𝑖)𝜎𝑖(𝑥)
𝑓𝑖(𝑥)=0=
∑︁
𝑋𝑥(𝑓𝑖)𝜎𝑖(𝑥).
Assim, ∇𝑋𝑥𝜎 = 0 se, e só se, 𝑋𝑥(𝑓𝑖) = 0 para todo 𝑖. Donde, se, e só se, (𝜙∘𝜎)*(𝑋𝑥) = 0.
O que ocorre se, e somente se, 𝜎*(𝑋𝑥) = 0.
Dado um vetor tangente 𝑋 ∈ 𝑇𝑥𝑀 , uma seção local é paralela na direção de 𝑋 em 𝑥
se ∇𝑋𝜎 = 0. Mais geralmente, 𝜎 é chamado paralela ao longo de uma curva 𝛾𝑡 em 𝑀 se
∇𝛾′𝑡𝜎 = 0 para todo 𝑡.
Lema 4.1.5. Para cada 𝑋 ∈ 𝑇𝑥𝑀 e 𝜎0 ∈ 𝐸𝑥, existe uma seção 𝜎 de 𝐸, a qual é paralela
na direção de 𝑋 em 𝑥 e satisfaz 𝜎(𝑥) = 𝜎0.
4.2 Conexão sobre Fibrados Principais
Vamos interpretar a derivada covariante ∇ sobre o fibrado vetorial 𝐸 em termos do
fibrado de referenciais 𝐵(𝑀). Relembramos que para cada 𝑥 ∈𝑀 , um elemento 𝑢 ∈ 𝐵𝑥𝑀
é uma base de 𝐸𝑥. Para cada 𝑥 ∈𝑀 e 𝑋 ∈ 𝑇𝑥𝑀 vetor tangente, definimos o levantamento
horizontal de 𝑋 para cada 𝑢 = (𝑣1, · · · , 𝑣𝑛) ∈ 𝐵𝑥(𝑀) como segue. Tome seções locais 𝑠𝑖
de 𝐸 ao redor de 𝑥 tal que 𝑠𝑖(𝑥) = 𝑣𝑖 e (∇𝑋𝑠𝑖)𝑥 = 0. Então 𝜎 := (𝑠1, · · · , 𝑠𝑛) é uma seção
local de 𝐵(𝑀) satisfazendo 𝜎(𝑥) = 𝑢. Definimos (?˜?)𝑢 = 𝜎*(𝑋) ∈ 𝑇𝑢𝐵(𝑀). O lema 4.1.4
mostra que ?˜? não depende de 𝑠𝑖.
Se 𝜋 denota a projeção canônica 𝜋 : 𝐵(𝑀) −→𝑀 temos, por construção, 𝜋*(?˜?𝑢) = 𝑋
para todo 𝑢 ∈ 𝐵(𝑀). De fato, 𝜋*(?˜?𝑢) = 𝜋*(𝜎*(𝑋)) = (𝜋 ∘𝜎)*(𝑋) = 1*(𝑋) = 𝑋. Ou seja,
?˜? está 𝜋−relacionado com 𝑋.
O conjunto de todos levantamentos horizontais em 𝑢 é um subespaço vetorial 𝑛−dimensional
de 𝑇𝑢𝐵(𝑀), chamado de subespaço horizontal e denotado por ℋ𝑢. A coleção de todos
subespaços horizontais é chamada distribuição horizontal. Se denotamos por 𝒱 a distri-
buição vertical sobre 𝐵(𝐸) consistinda dos espaços tangentes às fibras 𝒱𝑢 := 𝑇𝑢(𝐵𝑢(𝑀)),
então temos 𝑇𝐵(𝑀) = ℋ⊕ 𝒱 .
Observação 4.2.1. 𝒱 não depende da escolha de uma conexão ∇(e podemos sempre
definir 𝒱), enquanto ℋ depende fortemente de ∇.
A distribuição ℋ é invariante pela ação a direita de 𝐺𝐿(𝑘,R) em 𝐵(𝑀). Seja 𝑎 =
(𝑎𝑖𝑗) ∈ 𝐺𝐿(𝑘,R), 𝑋 ∈ 𝑇𝑥𝑀 , 𝑢 = (𝑣1, . . . , 𝑣𝑘) ∈ 𝐵𝑥(𝑀) e 𝜎 := (𝑠1, . . . , 𝑠𝑘) uma seção local
de 𝐵(𝑀) satisfazendo 𝜎(𝑥) = 𝑢 e (∇𝑋𝑠𝑖)𝑥 = 0. Então 𝜎𝑎 é uma seção local de 𝐵(𝑀)
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com (𝜎𝑎)(𝑥) = 𝑢𝑎 e suas componentes (𝜎𝑎)𝑖 =
∑︀
𝑗 𝑎𝑗𝑖𝜎𝑗 satisfaz ∇𝑋(𝜎𝑎)𝑖 = 0 em 𝑥 pela
R−linearidade de ∇. Assim, temos
(𝑅𝑎)*(?˜?𝑢) = (𝑅𝑎 · 𝜎)*(𝑋) = (𝜎 · 𝑎)*(?˜?) = ?˜?𝑢𝑎.
O que motiva o seguinte: seja 𝑃 → 𝑀 um 𝐺-fibrado principal sobre uma variedade
suave 𝑀 . Em cada ponto 𝑝 ∈ 𝑃 temos um espaço vertical tangente 𝒱𝑝 := 𝑇 𝑣𝑝 𝑃 . Este
é o subespaço de 𝑇𝑃 o qual é tangente a fibra da projeção 𝜋 : 𝑃 → 𝑀 , ou seja, 𝒱𝑝 :=
ker 𝑑𝑝𝜋. Naturalmente surge a questão: existe um subespaço horizontal ’natural’? O que
motiva a seguinte definição. Uma conexão em um 𝐺-fibrado principal é uma distribuição
{ℋ𝑝}𝑝∈𝑃 suave que complementa a distribuição vertical e é invariante pela ação de 𝐺 mais
precisamente,
Definição 4.2.2. Uma conexão em um 𝐺-fibrado principal é uma distribuição {ℋ𝑝}𝑝∈𝑃
suave satisfazendo,
1. 𝑇𝑝𝑃 = 𝒱𝑝 ⊕ℋ𝑝, para todo 𝑝 ∈ 𝑃 ;
2. ℋ𝑝·𝑔 = (𝑅𝑔)*ℋ𝑝, para todo 𝑝 ∈ 𝑃 e 𝑔 ∈ 𝐺.
Definição 4.2.3. Se um campo de vetores 𝑋 ∈ X(𝑃 ) satisfaz 𝑋𝑝 ∈ 𝒱𝑝 para todo 𝑝 ∈ 𝑃 ,
chamaremos 𝑋 de campo vertical, e denotaremos X𝑣(𝑃 ) o conjunto dos campos verticais.
Na presença de uma conexão em 𝑃 , definimos os campos de vetores horizontais aqueles
que satisfazem 𝑋𝑝 ∈ ℋ𝑝 para todo 𝑝 ∈ 𝑃 , e denotaremos Xℎ(𝑃 ) o conjunto dos campos
horizontais.
Como a distribuição da conexão é suave, qualquer campo de vetores suave 𝑋 ∈ X(𝑃 )
se decompõe num campo de vetores horizontal 𝑋ℎ e num campo de vetores vertical 𝑋𝑣.
Em fibrados principais temos dois tipos de campos vetorias especiais, a saber, os
campos fundamentais verticais e os levantamentos horizontais. Definimos os campos fun-
damentais verticais por: dado 𝑋 ∈ g considere 𝑒𝑡𝑋 a curva em 𝐺 passando pelo elemento
neutro de 𝐺 com velocidade 𝑋; como 𝐺 age em 𝑃 , dado 𝑝 ∈ 𝑃 , a ação de 𝑒𝑡𝑋 sobre 𝑝
move 𝑝 dentro da fibra, portanto 𝑑
𝑑𝑡
(𝑝 · 𝑒𝑡𝑋) é tangente a fibra, logo pertence a 𝒱𝑝.
Definição 4.2.4. A ação de G sobre P define uma aplicação 𝜎 : g → X𝑣(𝑃 ) atribuindo
para cada 𝑋 ∈ g o campo de vetores fundamental 𝜎(𝑋) cujo valor em 𝑝 é dado por
𝜎𝑝(𝑋) =
𝑑
𝑑𝑡
(𝑝 · 𝑒𝑡𝑋).
Obverve que
𝜋*𝜎𝑝(𝑋) =
𝑑
𝑑𝑡
𝜋(𝑝 · 𝑒𝑡𝑋)|𝑡=0 = 𝑑
𝑑𝑡
𝜋(𝑝)|𝑡=0 = 0.
Portanto, 𝜎(𝑋) é de fato vertical. Como 𝜋 é submersão, por definição 𝑑𝑝𝜋 : 𝑇𝑝𝑃 →
𝑇𝜋(𝑝)𝑀 é sobrejetiva. Pelo teorema do núcleo e imagem dim𝑃 = dim𝒱𝑝 + dim𝑀 , daí
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dim𝒱𝑝 = dim𝑀 − dim𝑃 = dim𝐺 = dim g e portanto 𝜎𝑝 : g → 𝒱𝑝 é isomorfismo linear.
Segue daí também, 𝑑𝑝𝜋|ℋ𝑝 : ℋ𝑝 → 𝑇𝜋(𝑝)𝑀 é isomorfismo. Desse isomorfismo temos para
cada campo de vetores 𝑌 ∈ X(𝑀) na base 𝑀 um único campo de vetores horizontal
𝑌 ∈ Xℎ(𝑃 ).
Definição 4.2.5. Dado um campo de vetores 𝑋 ∈ X(𝑀) definimos o levantamento hori-
zontal de 𝑋 como sendo o único campo de vetores horizontal ?˜? ∈ Xℎ(𝑃 ).
Segue da definição que os campos 𝑋 e ?˜? estão 𝜋-relacionados, isto é, 𝜋*?˜? = 𝑋 ∘ 𝜋.
Observamos que o levantamento depende da escolha da conexão e, uma vez escolhida
uma conexão em 𝑃, os campos de vetores tangentes a 𝑃 se decompõem em suas partes
vertical e horizontal. Como 𝜋 é submersão, as fibras são subvariedades (difeomorfas a 𝐺)
e 𝒱𝑝 é o espaço tangente a fibra 𝒱𝑝 = 𝑇𝑝(𝜋−1(𝜋(𝑝))). De fato, dado 𝑣 ∈ 𝑇𝑝(𝜋−1(𝜋(𝑝))),
existe uma curva 𝑐 : (−𝜖, 𝜖) → 𝜋−1(𝜋(𝑝)) com 𝑐(0) = 𝑝 e 𝑐′(0) = 𝑣 de 𝑐(𝑡) ∈ 𝜋−1(𝜋(𝑝)).
Temos 𝜋(𝑐(𝑡)) = (𝜋(𝑝)) pata todo 𝑡 ∈ (−𝜖, 𝜖). Derivamos em 𝑡 = 0 em ambos lados temos
𝑑𝑝𝜋(𝑣) = 0, o que implica 𝑣 ∈ ker 𝑑𝑝𝜋 =: 𝒱𝑝. Por outro lado, dado 𝑣 ∈ 𝒱𝑝 existe um único
𝑋 ∈ g tal que 𝜎𝑝(𝑋) = 𝑣, mas 𝑐(𝑡) = 𝑝 · 𝑒𝑡𝑋 ∈ 𝜋−1(𝜋(𝑝)) com 𝑐(0) = 𝑝, 𝑐′(0) = 𝜎𝑝(𝑋) = 𝑣
e portanto 𝑣 ∈ 𝑇𝑝(𝜋−1(𝜋(𝑝))). A seguinte proposição enumera as principais propriedades
dos levantamentos horizontais.
Proposição 4.2.6. Sejam 𝑋, 𝑌 ∈ 𝒳 (𝑀) e 𝑓 ∈ 𝐶∞(𝑀). Então
1. ?˜? + 𝑌 é o levantamento horizontal de 𝑋 + 𝑌 ;
2. 𝜋*𝑓?˜? é o levantamento horizontal de 𝑓𝑋;
3. [?˜?, 𝑌 ]ℎ é o levantamento horizontal de [𝑋, 𝑌 ].
Pela prpriedade 3, o campo
[?˜?, 𝑌 ]− [˜𝑋, 𝑌 ]
é vertical.
Figura 4.1: Espaço Vertical e Horizontal.
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Lema 4.2.7. A distribuição vertical é invariante pela ação de 𝐺, ou seja, (𝑅𝑔)*𝒱𝑝 = 𝒱𝑝·𝑔.
Demonstração. De fato, seja 𝑣 ∈ 𝒱𝑝, então existe um único 𝑋 ∈ g tal que 𝜎𝑝(𝑋) = 𝑣
donde, (𝑅𝑔)*𝑣 = (𝑅𝑔)*𝜎𝑝(𝑋). Assim,
(𝑅𝑔)*𝑣 =
𝑑
𝑑𝑡
𝑅𝑔(𝑝 · 𝑒𝑡𝑋)
⃒⃒⃒⃒
⃒⃒
𝑡=0
= 𝑑
𝑑𝑡
(𝑝 · 𝑒𝑡𝑋𝑔)
⃒⃒⃒⃒
⃒⃒
𝑡=0
= 𝑑
𝑑𝑡
(𝑝 · 𝑔𝑔−1𝑒𝑡𝑋𝑔)
⃒⃒⃒⃒
⃒⃒
𝑡=0
= 𝑑
𝑑𝑡
(𝑝 · 𝑔𝑒𝑡𝐴𝑑(𝑔−1)𝑋)
⃒⃒⃒⃒
⃒⃒
𝑡=0
.
Daí, como 𝜋 é invariante pela ação de 𝐺 temos 𝜋(𝑝 · 𝑔𝑒𝐴𝑑(𝑔−1)) = 𝜋(𝑝 · 𝑔), donde derivando
em ambos os lados em 𝑡 = 0 segue que 𝑑𝑝·𝑔𝜋(
𝑑
𝑑𝑡
(𝑝 · 𝑔𝑒𝑡𝐴𝑑(𝑔−1)𝑋)|𝑡=0) = 0, o que implica
𝑑𝑝𝑅𝑔𝑣 =
𝑑
𝑑𝑡
(𝑝 · 𝑔𝑒𝑡𝐴𝑑(𝑔−1)𝑋)|𝑡=0) ∈ ker 𝑑𝑝·𝑔𝜋. Assim temos mostrado que (𝑅𝑔)*𝒱𝑝 ⊂ 𝒱𝑝·𝑔.
Como (𝑅𝑔)*𝒱𝑝 e 𝒱𝑝·𝑔 tem a mesma dimensão segue a igualdade.
Corolário da demonstração.
Corolário 4.2.8. (𝑅𝑔)*𝜎(𝑋) = 𝜎(𝐴𝑑(𝑔−1)𝑋).
Dada uma conexão sobre 𝑃 existe uma 1-forma 𝜔 com valores no fibrado adjunto 𝐴𝑑𝑃
de 𝑃 . Esta 1-forma é chamada de 1-forma de conexão.
Definição 4.2.9. A 1-forma de conexão da conexão {ℋ𝑝}𝑝∈𝑃 é a 1-forma com valores na
álgebra de Lie 𝜔 ∈ Ω1(𝑃 ; g) definida por
𝜔(𝜈) =
⎧⎨⎩ 𝑋 se, 𝜈 = 𝜎(𝑋)0 se, 𝜈 é horizontal.
Proposição 4.2.10. A 1-forma de conexão satisfaz
𝑅*𝑔𝜔 = 𝐴𝑑(𝑔−1) ∘ 𝜔
.
Demonstração.
𝑅*𝑔𝜔(𝜎(𝑋)) = 𝜔((𝑅𝑔)*𝜎(𝑋)) = 𝜔(𝜎(𝐴𝑑(𝑔−1)𝑋)) = 𝐴𝑑(𝑔−1)𝑋 = (𝐴𝑑(𝑔−1))𝜔(𝑋).
Teorema 4.2.11. Se 𝜔 ∈ Ω1(𝑃, g) satisfaz
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1. 𝜔(𝜈) = 𝑋 se 𝜈 = 𝜎(𝑋), para todo 𝑋 ∈ g;
2. 𝑅*𝑔𝜔 = 𝐴𝑑(𝑔−1) ∘ 𝜔, para todo 𝑔 ∈ 𝐺.
Então existe uma única conexão {ℋ𝑝}𝑝∈𝑃 em 𝑃 cuja 1-forma de conexão é 𝜔.
Uma conexão no 𝐺-fibrado principal 𝑃 induz uma conexão sobre cada fibrado vetorial
associado 𝐸 = 𝑃 ×𝐺 𝑉 . O caminho natural é ver esta conexão como uma derivada
covariante ∇ : Ω0(𝑀 ;𝐸) → Ω1(𝑀 ;𝐸). A definição desta derivada covariante é dada
como segue. Seja 𝜎 uma seção local numa vizinhaça de 𝑥 ∈ 𝑀 e 𝑣 ∈ 𝑇𝑥𝑀 . Considere
𝑐 : (−𝜖, 𝜖) → 𝑀 uma curva com 𝑐(0) = 𝑥 e 𝑐′(0) = 𝑣 e tome o levantamento horizontal
de 𝑐 para uma curva 𝑝(𝑡) em 𝑃 . Então a restrição de 𝜎 a 𝐸|𝑐 é expressa por [𝑝(𝑡), 𝑣(𝑡)] e
defina (∇𝜎)(𝑣) =
[︃
𝑝,
𝜕𝑣
𝜕𝑡
]︃
.
Definição 4.2.12. Seja 𝑥 ∈𝑀 . Uma seção local 𝜎 de 𝑃 numa vizinhança de 𝑥 é chamada
horizontal em 𝑥 se sua diferencial 𝑑𝜎𝑥 em 𝑥 aplica 𝑇𝑥𝑀 em ℋ𝜎(𝑥).
Observação 4.2.13. Sendo 𝜎 uma seção local, 𝑑𝜎𝑥 : 𝑇𝑥𝑀 −→ 𝑇𝜎(𝑥)𝑃, a condição de
horizontabilidade é que 𝑑𝜎𝑥 : 𝑇𝑥𝑀 −→ ℋ𝜎(𝑥) ⊂ 𝑇𝜎(𝑥)𝑃.
Lema 4.2.14. Para cada 𝑥 ∈𝑀 e 𝑝 ∈ 𝑃 com 𝜋(𝑝) = 𝑥, existe uma seção local horizontal
em 𝑥.
Demonstração. Veja [7].
Teorema 4.2.15. Uma conexão sobre um fibrado vetorial 𝐸 sobre uma variedade 𝑀
induz uma conexão no fibrado de referenciais 𝐵(𝑀). Reciprocamente, uma conexão sobre
um 𝐺−fibrado principal 𝑃 sobre 𝑀 induz de forma canônica uma conexão sobre cada
fibrado vetorial associado a 𝑃 por uma representação linear 𝜌 de 𝐺.
Se 𝐺 = 𝐺𝐿(𝑘,R) e 𝜌 é identidade, essas duas construções são uma inversa da outra.
Demonstração. A implicação foi provada na motivação desta seção. Reciprocamente, seja
𝜌 : 𝐺 −→ 𝐺𝐿(𝑘,R) alguma representação de 𝐺 e seja 𝐸 = 𝑃 ×𝜌 R𝑘 o fibrado vetorial
associado. Dada uma seção local 𝜎 de 𝑃 sobre algum aberto 𝑈 ⊂ 𝑀, cada seção 𝑠 de 𝐸
sobre 𝑈 pode ser expressa no referencial 𝜎 por uma função 𝑓 com valores em R𝑘 sobre
𝑈 : 𝑠 = [𝜎, 𝑓 ].
Agora fixe 𝑥 ∈𝑀. Então cada seção local 𝑠 de 𝐸 pode ser escrita 𝑠 = [𝜎, 𝑓 ] para alguma
função 𝑓 com valores em R𝑘 e alguma seção local 𝜎 horizontal em 𝑥 (veja discussão feita
na seção de fibrados associados).
Para cada 𝑋 ∈ 𝑇𝑥𝑀 definimos
(∇𝑋𝑠)𝑥 := [𝜎(𝑥), 𝑋(𝑓)]. (4.2.1)
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Vejamos agora que 4.2.1 não depende da escolha de 𝜎. Se 𝜎′ é outra seção local de
𝑃 horizontal em 𝑥, podemos escrever 𝜎′ = 𝜎 · 𝑔 para alguma aplicação 𝑔 definida numa
vizinhança de 𝑥 com valores em 𝐺. Assim, pela regra de Leibniz
𝜎
′
*(𝑋) = (𝑅𝑔(𝑥))*(𝜎*(𝑋)) + (𝐿𝑢)*(𝑔*(𝑋)).
Por hipótese, 𝜎′*(𝑋) e 𝜎*(𝑋) pertencem aℋ e, comoℋ é𝐺−invariante, temos (𝐿𝑢)*(𝑔*(𝑋)) =
𝜎
′
*(𝑋)− (𝑅𝑔(𝑥))*(𝜎*(𝑋)) ∈ ℋ. Por outro lado, (𝐿𝑢)*(𝑔*(𝑋)) ∈ 𝒱 por definição, o que im-
plica (𝐿𝑢)*(𝑔*(𝑋)) = 0. Daí, 𝑔*(𝑋) = 0 (pois 𝐿𝑢 é difeomorfismo).
Agora, 𝑠 = [𝜎, 𝑓 ] = [𝜎′𝑔−1, 𝑓 ] = [𝜎′ , 𝜌(𝑔−1)𝑓 ]. Daí,
[𝜎′(𝑥), 𝑋(𝜌(𝑔)−1𝑓)] = [𝜎′(𝑥), 𝜌(𝑔)−1𝑋(𝑓)]− [𝜎′(𝑥), 𝜌*(𝑔*(𝑋)) · 𝑓 ]
= [𝜎′(𝑥), 𝜌(𝑔)−1𝑋(𝑓)] = [𝜎′(𝑥)𝑔−1, 𝑋(𝑓)] = [𝜎(𝑥), 𝑋(𝑓)].
O que mostra que ∇ está bem definido.
4.3 Conexão no Spin fibrado
Passemos agora a estudar conexões no fibrado de spinores, objeto de muita impotância
em nosso trabalho. Esta por sua vez será obtida induzida por uma 𝑂(𝑛) conexão via
diferencial inversa da aplicação de recobrimento.
Seja 𝑃 −→ 𝑀 um 𝑆𝑂(𝑛)−fibrado principal arbitrário e suponha que 𝑃 −→ 𝑀 é
o levantamento para um Spin-fibrado. Então cada 𝑆𝑂(𝑛)−conexão sobre 𝑃 automati-
camente levanta para uma 𝑆𝑝𝑖𝑛(𝑛)-conexão sobre 𝑃 . Pensando a conexão como uma
distribuição horizontal em 𝑃 , isto é completamente claro. O espaço 𝑃 é um recobrimento
de duas folhas de 𝑃 e simplesmente levantamos a distribuição horizontal via a inversa
do diferencial do recobrimento em cada ponto. Esta é a única Spin(n) conexão, a qual
projeta para 𝑆𝑂(𝑛)−conexão dada.
No caso que 𝑃 −→ 𝑀 é o fibrado de referenciais ortogonais do fibrado tangente e
a conexão é a conexão de Riemann, chamamos a conexão sobre 𝑃 induzido de conexão
𝑆𝑝𝑖𝑛.
Retornando ao caso de um 𝑆𝑂(𝑛)−fibrado arbitrário 𝑃 −→ 𝑀 equipado com uma
conexão e um 𝑆𝑝𝑖𝑛 levantamento 𝑃 de 𝑃 . A conexão sobre 𝑃 induz uma sobre 𝐶𝑙(𝑃 ). A
conexão levantada sobre 𝑃 induz uma sobre 𝑆C(𝑃 ).
Nós denotamos a derivada covariante destas conexões por ∇ e ∇˜ respectivamente.
A conexão ∇˜ é uma conexão unitária sobre 𝑆C(𝑃 ) pois 𝑆𝑝𝑖𝑛(𝑛) age por transformações
unitárias pela representação 𝑆𝑝𝑖𝑛 ΔC. A conexão de 𝐶𝑙(𝑃 ) é uma derivação com respeito
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a estrutura de álgebra no sentido que
Lema 4.3.1. Para cada seções 𝜆1, 𝜆2 de 𝐶𝑙(𝑃 ) temos
∇(𝜆1𝜆2) = (∇𝜆1)𝜆2 + 𝜆1(∇𝜆2).
Corolário 4.3.2. ∇deixa a decomposição do fibrado de Clifford em elementos de mesmo
grau invariante.
Também a ação de 𝐶𝑙(𝑃 ) em 𝑆C(𝑃 ) via multiplicação de Clifford sobre cada fibra é
compatível com estas conexões no sentido que:
Lema 4.3.3. Para cada seções 𝜆 de 𝐶𝑙(𝑃 ) e 𝜎 de 𝑆C(𝑃 ) temos
∇˜(𝜆𝜎) = ∇(𝜆)𝜎 + 𝜆∇˜(𝜎).
𝜔C define uma seção de 𝐶𝑙C(𝑃 ) que é invariante sob a ação de 𝑆𝑂(𝑛) e deve ser
covariantemente constante.
Lema 4.3.4. ∇𝜔C = 0.
As demonstrações dos lemas acima podem ser encontradas em [2], página 148.
Vejamos agora um pouco sobre a álgebra de Lie de 𝑆𝑝𝑖𝑛(𝑛) e sua ação sobre 𝐶𝑙(R𝑛).
Lema 4.3.5. Usando a identificação da álgebra de Lie de 𝑆𝑂(𝑛) e 𝑆𝑝𝑖𝑛(𝑛), o gerador
infinitesimal do subgrupo a 1-parâmetro
𝜃 ↦−→ 𝑐𝑜𝑠(𝜃) · 1 + 𝑠𝑒𝑛(𝜃)𝑒𝑖𝑒𝑗 ⊂ 𝑆𝑝𝑖𝑛(𝑛)
é 2 · (𝑒𝑖 ∧ 𝑒𝑗).
Note que 𝑐𝑜𝑠(𝜃)1 + 𝑠𝑒𝑛(𝜃)𝑒𝑖𝑒𝑗 = 𝑒𝑖(−𝑐𝑜𝑠(𝜃)𝑒𝑖 + 𝑠𝑒𝑛(𝜃)𝑒𝑗).
A aplicação de recobrimento 𝜆 : 𝑆𝑝𝑖𝑛(𝑛) −→ 𝑆𝑂(𝑛) identifica a álgebra de Lie de
𝑆𝑝𝑖𝑛(𝑛) com a álgebra de Lie de 𝑆𝑂(𝑛) que é o espaço das matrizes anti-simétricas 𝑛×𝑛.
Uma base para esta álgebra de Lie é 𝑒𝑖 ∧ 𝑒𝑗 1 ≤ 𝑖 < 𝑗 ≤ 𝑛, onde 𝑒𝑖 ∧ 𝑒𝑗 denota a matriz
tangente a identidade para o subgrupo a 1-parâmetro definido por
𝜃 ↦−→
⎛⎝ cos 𝜃 sen 𝜃
sen 𝜃 cos 𝜃
⎞⎠*
𝑖𝑗
rotação de ângulo 𝜃 no plano 𝑖, 𝑗−plane movendo 𝑒𝑖 para 𝑒𝑗. Explicitamente, esta matriz
tem −1 na entrada (𝑖, 𝑗), 1 na entrada (𝑗, 𝑖), e zero nas outras entradas.
Demonstração. Novamente já obsevamos que cos 𝜃 + sen 𝜃𝑒𝑖𝑒𝑗 = 𝑒𝑖(− cos 𝜃𝑒𝑖 + sen 𝜃𝑒𝑗) e
então 𝜃 ↦−→ 𝛼(𝜃) cos 𝜃+ sen 𝜃𝑒𝑖𝑒𝑗 é um subgrupo 1−parâmetro de 𝑆𝑝𝑖𝑛(𝑛). Como a ação
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de conjugação de um vetor unitário sobre R𝑛 é −𝑅𝑣, a reflexão no plano perpendicular a
𝑣 (veja a proposição 3.2.17). Vemos que a ação de conjugação 𝛼(𝜃) sobre R𝑛 é 𝑅𝑒𝑖 ∘ 𝑅𝑣
onde 𝑣 = − cos 𝜃𝑒𝑖+sen 𝜃𝑒𝑗. Agora 𝑅𝑒𝑖 ∘𝑅𝑣 é simplesmente a rotação no plano (𝑖, 𝑗) de um
ângulo 2𝜃 de 𝑒𝑖 para 𝑒𝑗. Portanto, seu gerador infinitesimal é 2𝑒𝑖 ∧ 𝑒𝑗. O que demonstra
o lemma.
Seja 𝑃 −→ 𝑀 um 𝑆𝑂(𝑛)−fibrado principal com conexão 𝑤 e seja 𝑃 −→ 𝑀 um
levantamento para uma 𝑆𝑝𝑖𝑛(𝑛)-fibrado. Seja ∇˜ : Ω0(𝑀 ;𝑆C(𝑃 )) −→ Ω1(𝑀,𝑆C(𝑃 ))
sua derivada covariante induzida. Para nosso propósito fixe uma trivialização local de
𝑃 −→𝑀 (e portanto de 𝑆C(𝑃 )).
Fixe 𝑈 ⊂𝑀 aberto trivializante de 𝑃 −→𝑀. Temos que 𝑃 |𝑈 = 𝑈 × 𝑆𝑂(𝑛).
Suponha que, com respeito a esta trivialização, escolhamos a conexão 𝑤|𝑈 . Tal conexão
é dada por uma matriz de 1−formas ?˜?𝑖𝑗 sobre 𝑈 .
Como podemos identificar a álgebra de Lie de 𝑆𝑂(𝑛) e 𝑆𝑝𝑖𝑛(𝑛) via aplicação de
recobrimento, para a trivialização induzida 𝑃 |𝑈 a conexão induzida é dado pela mesma
matriz de 1-formas (?˜?𝑖𝑗).
Seja 𝜎 uma seção de 𝑆(𝑃 |𝑈). Usando a trivialização dada escrevemos 𝜎(𝑥) = (𝑥, 𝑠(𝑥)).
Então temos
(∇˜𝜎)(𝑥) = (𝑥, 𝑑𝜌(?˜?𝑖𝑗)𝑠(𝑥) + 𝑑𝑠(𝑥)). (4.3.1)
Podemos escrever a matriz de 1-forma em termos da base 𝑒𝑖 ∧ 𝑒𝑗. Assim,
∑︁
𝑖<𝑗
?˜?𝑗𝑗𝑒𝑖 ∧ 𝑒𝑗 ∈ so(𝑛).
De acordo com o lema 4.3.5 cada elemento 𝑒𝑖 ∧ 𝑒𝑗 corresponde a 𝑒𝑖𝑒𝑗2 ∈ 𝐶𝑙(R
𝑛). Donde,
𝑑𝜌(?˜?𝑖𝑗) =
1
2
∑︀
𝑖<𝑗 ?˜?𝑗𝑖𝑒𝑖𝑒𝑗.
Portanto, 4.3.1 reescreve
𝜎(𝑥) = (𝑥, 𝑑𝑠(𝑥) + 12
∑︁
𝑖<𝑗
𝑤𝑗𝑖𝑒𝑖𝑒𝑗𝑠(𝑥))
onde 𝜎 é a seção e 𝜎(𝑥) = (𝑥, 𝑠(𝑥)).
Estudemos agora a conexão no 𝑆𝑝𝑖𝑛C(𝑛)−fibrado.
Seja 𝑃 −→ 𝑀 um 𝑆𝑂(𝑛)−fibrado com uma conexão e 𝑃 −→ 𝑀 um levantamento
para um 𝑆𝑝𝑖𝑛C(𝑛)−fibrado. Neste caso, 𝑆𝑝𝑖𝑛C(𝑛) −→ 𝑆𝑂(𝑛) não é um recobrimento
finito, assim não podemos levantar automaticamente a uma conexão 𝑤 sobre 𝑃 para uma
sobre 𝑃 . Precisamos da informação de S1; a saber a 𝑈(1)−conexão 𝐴 sobre o fibrado de
linha de determinantes ℒ −→ 𝑀 de 𝑃 . Dados 𝑤 e 𝐴, estes determinam uma conexão
sobre o 𝑆𝑂(𝑛) × S1−fibrado principal a qual é o quociente de 𝑃 por {±1} e assim uma
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sobre 𝑆𝑝𝑖𝑛C(𝑛).
4.4 Formas de Conexão e de Curvatura
Sejam 𝜋 : 𝐸 −→ 𝑀 um fibrado vetorial e ∇ uma conexão em 𝐸. Dada uma conexão
∇, associada a ela temos a curvatura 𝑅 dada por
𝑅(𝑋, 𝑌 )𝑠 = ∇𝑋∇𝑌 𝑠−∇𝑌∇𝑋𝑠−∇[𝑋,𝑌 ]𝑠
Considere o aberto 𝑈 ⊂ 𝑀 onde o fibrado 𝐸 pode ser trivializado. Então seja
{𝑠1, . . . , 𝑠𝑛} o referencial local (sobre 𝑈 ⊂ 𝑀) de 𝐸 associado a essa trivialização. Dado
𝑋 ∈ X(𝑈) queremos analisar ∇𝑋𝑠𝑗, a derivada covariante da seção 𝑠𝑗 na direção de 𝑋,
naturalmente isso é uma nova seção e portanto se escreve como combinação linear das
seções {𝑠𝑖}𝑛𝑖=1, i.e.,
𝑠𝑗 =
𝑛∑︁
𝑖=1
𝜔𝑖𝑗(𝑋)𝑠𝑖 (definição de 𝜔𝑖𝑗). (4.4.1)
Portanto, 𝜔𝑖𝑗 é 1-forma diferencial sobre 𝑈 . As 1-forma 𝜔𝑖𝑗 são o análogo aos símbolos de
Christoffel.
Forma de Conexão A forma de conexão nada mais é do que a matriz de 1-formas
dada por 𝜔 = (𝜔𝑖𝑗)𝑖≤𝑖,𝑗≤𝑛.
Proposição 4.4.1. A forma de conexão determina completamente a conexão.
Se conhecemos 𝜔, e 𝑠 = ∑︀𝑛𝑗=1 𝑓𝑗𝑠𝑗 ∈ Ω0(𝐸|𝑈), temos que
∇𝑋𝑠 =
𝑛∑︁
𝑗=1
𝑋(𝑓𝑗)𝑠𝑗 +
𝑛∑︁
𝑗=1
𝑓𝑗(
𝑛∑︁
𝑖=1
𝜔𝑖𝑗(𝑋)𝑠𝑖) =
𝑛∑︁
𝑖=1
⎛⎝𝑋(𝑓𝑖) + 𝑛∑︁
𝑗=1
𝑓𝑗𝜔
𝑖
𝑗(𝑋)
⎞⎠ 𝑠𝑖
.
Analogamente, 𝑅(𝑋, 𝑌 )𝑠𝑗 é uma nova seção e portanto se escreve como combinação
linear das seções {𝑠𝑖}𝑛𝑖=1, i.e., 𝑅(𝑋, 𝑌 )𝑠𝑗 =
∑︀𝑛
𝑖=1Ω𝑖𝑗(𝑋, 𝑌 )𝑠𝑖, (definição de Ω𝑖𝑗). Como
𝑅(𝑋, 𝑌 )𝑠 = −𝑅(𝑌,𝑋)𝑠, temos Ω𝑖𝑗(𝑋, 𝑌 ) = −Ω𝑖𝑗(𝑌,𝑋). Portanto, Ω𝑖𝑗 é uma 2-forma
diferencial sobre 𝑈 .
Forma de Curvatura Novamente a forma de curvatura é a matriz cujas entradas
são as 2-forma definidas acima Ω = (Ω𝑖𝑗)𝑖≤𝑖,𝑗≤𝑛.
Proposição 4.4.2 (Equação de Estrutura). Em qualquer referencial local,
Ω = 𝑑𝑤 + 𝑤 ∧ 𝑤.
Isto é, Ω𝑖𝑗 = 𝑑𝑤𝑖𝑗 +
∑︀
𝑘 𝑤
𝑖
𝑘 ∧ 𝑤𝑘𝑗 .
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Demonstração. Usamos que a diferencial de uma 1-forma 𝛼 é dada por 𝑑𝛼(𝑋, 𝑌 ) =
𝑋(𝛼(𝑌 ))− 𝑌 (𝛼(𝑋))− 𝛼([𝑋, 𝑌 ]) (chamada fórmula de Cartan). E que
𝛼 ∧ 𝛽(𝑋, 𝑌 ) = 𝛼(𝑋)𝛽(𝑌 )− 𝛼(𝑌 )𝛽(𝑋) onde 𝛼, 𝛽 são 1-formas.
Dado um referencial local {𝑠1, . . . , 𝑠𝑛} de 𝐸 sobre o aberto 𝑈 ⊂𝑀,
𝑛∑︁
𝑖=1
Ω𝑖𝑗(𝑋, 𝑌 )𝑠𝑖 = 𝑅(𝑋, 𝑌 )𝑠𝑗 = ∇𝑋∇𝑌 𝑠𝑗 −∇𝑌∇𝑋𝑠𝑗 −∇[𝑋,𝑌 ]𝑠𝑗
= ∇𝑋(
∑︁
𝑖
𝜔𝑖𝑗(𝑌 )𝑠𝑖)−∇𝑌 (
∑︁
𝑖
𝜔𝑖𝑗(𝑋)𝑠𝑖)−
∑︁
𝑖
𝜔𝑖𝑗([𝑋, 𝑌 ])𝑠𝑖
=
∑︁
𝑖
𝑋(𝜔𝑖𝑗(𝑌 ))𝑠𝑖 +
∑︁
𝑖
𝜔𝑖𝑗(𝑌 )∇𝑋𝑠𝑖 −
∑︁
𝑖
𝑌 (𝜔𝑖𝑗(𝑋))𝑠𝑖 −
∑︁
𝑖
𝜔𝑖𝑗(𝑋)∇𝑌 𝑠𝑖 −
∑︁
𝑖
𝜔𝑖𝑗([𝑋, 𝑌 ])𝑠𝑖
=
∑︁
𝑖
{𝑋(𝜔𝑖𝑗(𝑌 ))− 𝑌 (𝜔𝑖𝑗(𝑋))− 𝜔𝑖𝑗([𝑋, 𝑌 ])}𝑠𝑖 +
∑︁
𝑖
𝜔𝑖𝑗(𝑌 )
∑︁
𝑘
𝜔𝑘𝑖 (𝑋)𝑠𝑘
−∑︁
𝑖
𝜔𝑖𝑗(𝑋)
∑︁
𝑘
𝜔𝑘𝑖 (𝑌 )𝑠𝑘 =
∑︁
𝑖
𝑑𝜔𝑖𝑗(𝑋, 𝑌 )𝑠𝑖 +
∑︁
𝑘
{︃∑︁
𝑖
[𝜔𝑘𝑖 (𝑋)𝜔𝑖𝑗(𝑌 )− 𝜔𝑘𝑖 (𝑌 )𝜔𝑖𝑗(𝑋)]
}︃
𝑠𝑘
=
∑︁
𝑖
𝑑𝜔𝑖𝑗(𝑋, 𝑌 )𝑠𝑖 +
∑︁
𝑘
{︃∑︁
𝑖
𝜔𝑘𝑖 ∧ 𝜔𝑖𝑗(𝑋, 𝑌 )
}︃
𝑠𝑘
Logo, Ω𝑖𝑗 = 𝑑𝜔𝑖𝑗 +
∑︀
𝑘 𝜔
𝑖
𝑘 ∧ 𝜔𝑘𝑗 .
Considere agora 𝑃 o 𝐺𝐿(𝑛,R)-fibrado pricipal associado a 𝐸. Já vimos que derivadas
covariantes em (conexões) 𝐸 induzem uma conexão em 𝑃 (bastante natural). Queremos
então entender quais são os objetos analogos as formas de conexão e curvatura. A forma
de conexão 𝜔 é uma 1-forma com valores na álgebra de g de 𝐺 = 𝐺𝐿(𝑛,R), enquanto
a 2-forma de curvatura é uma 1-forma com valores na álgebra de g de 𝐺 = 𝐺𝐿(𝑛,R) e
satisfazem a equação de estrutura
Ω = 𝑑𝜔 + [𝜔, 𝜔]
onde [, ] é o colchete de Lie de g e a identidade de Bianchi
𝑑Ω = [Ω, 𝜔]. (4.4.2)
Seja 𝑒1, . . . , 𝑒𝑛 ∈ Ω0(𝐸) um referencial local sobre o aberto 𝑈 ⊂ 𝑀. Os elementos de
Ω1(𝑈)⊗Ω0(𝐸|𝑈) podem ser escritos (unicamente) como ∑︀ 𝜏𝑖⊗ 𝑒𝑖 para algum 𝜏𝑖 ∈ Ω1(𝑈).
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Então para uma conexão ∇ sobre 𝐸,
∇𝑒𝑗 =
𝑛∑︁
𝑖=1
𝑤𝑖𝑗 ⊗ 𝑒𝑖 (4.4.3)
onde 𝑤𝑖𝑗 ∈ Ω1(𝑈).
Note que,
∇𝑋𝑒𝑖 = 𝐸𝑣𝑋 ∘ ∇𝑒𝑗 =
𝑛∑︁
𝑖=1
𝑤𝑖𝑗(𝑋)𝑒𝑖 (4.4.4)
o que já esperávamos por 4.4.1.
Vamos introduzir a notação
Ω𝑖(𝐸) = Ω𝑖(𝑀)⊗ Ω0(𝐸).
Então uma conexão é um operador R−linear
∇ : Ω0(𝐸) −→ Ω1(𝐸)
que satisfaz a regra de Leibniz. Queremos estender ∇ para um operador
𝑑∇ : Ω𝑖(𝐸) −→ Ω𝑖+1(𝐸)
requerendo que 𝑑∇ satisfaça uma regra de Leibniz sutíl.
Antes precisamos estender o produto exterior ∧. Sejam 𝐸 e 𝐹 dois fibrados vetoriais
sobre 𝑀 . Existe um produto Ω0(𝑀)−bilinear
∧ : Ω𝑖(𝐸)⊗ Ω𝑗(𝐹 ) −→ Ω𝑖+𝑗(𝐸 ⊗ 𝐹 ) (4.4.5)
definido por
(𝑤 ⊗ 𝑡) ∧ (𝜏 ⊗ 𝑠) = (𝑤 ∧ 𝜏)⊗ (𝑠⊗ 𝑡).
Lema 4.4.3. O produto (4.4.5) satisfaz:
(𝑤 ∧ 𝜏) ∧ 𝜌 = 𝑤 ∧ (𝜏 ∧ 𝜌)
1 ∧ 𝜌 = 𝜌
onde 𝑤 ∈ Ω𝑖(𝑀) e 𝜏 ∈ Ω𝑗(𝑀) e 𝜌 ∈ Ω𝑘(𝐸).
Lema 4.4.4. Existe um único operador R−linear 𝑑∇ : Ω𝑗(𝐸) −→ Ω𝑗+1(𝐸) que satisfaz
1. 𝑑∇ = ∇ quando 𝑗 = 0;
2. 𝑑∇(𝑤 ∧ 𝑡) = 𝑑𝑤 ∧ 𝑡+ (−1)𝑖𝑤 ∧ 𝑑∇𝑡, onde 𝑤 ∈ 𝑙𝑖(𝑀) e 𝑡 ∈ Ω𝑗(𝐸).
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Veja [5] página 170.
Temos agora a seguinte sequência
0 −→ Ω0(𝐸) −→∇ Ω1(𝐸) −→𝑑∇ Ω2(𝐸) −→ . . .
o qual, quando 𝐸 é o fibrado de linhas trivial e ∇ = 𝑑, é precisamente o complexo de
Rham.
Definimos a 2-forma de curvatura associada a conexão ∇ por
𝐹∇ = 𝑑∇ ∘ ∇ : Ω0(𝐸) −→ Ω2(𝐸).
Lema 4.4.5. 𝐹∇ é Ω0(𝑀)−linear.
Demonstração.
𝐹∇(𝑓𝑠) = 𝑑∇∘∇(𝑓𝑠) = 𝑑∇(𝑑𝑓⊗𝑠+𝑓∇𝑠) = 𝑑2𝑓∧𝑠−𝑑𝑓∧∇𝑠+𝑑𝑓∧∇𝑠+𝑓𝑑∇(∇𝑠) = 𝑓𝐹∇(𝑠)
Donde 𝐹∇ ∈ HomΩ0(𝑀)(Ω0(𝐸),Ω2(𝐸)).
Agora dos seguintes isomorfismos
HomΩ0(𝑀)(Ω0(𝐸),Ω2(𝐸)) =HomΩ0(𝑀)(Ω0(𝐸),Ω2(𝑀)⊗ Ω0(𝐸))
∼=HomΩ0(𝑀)(Ω0(𝐸),Ω0(𝐸))⊗ Ω2(𝑀)
∼=Ω0(Hom(𝐸,𝐸))⊗ Ω2(𝑀)
=Ω2(Hom(𝐸,𝐸)).
Temos que 𝐹∇ ∈ Ω2(Hom(𝐸,𝐸)). Assim, definimos a curvatura como segue:
Definição 4.4.6. A 2−forma 𝐹∇ ∈ Ω2(Hom(𝐸,𝐸)) é chamado de forma de curvatura
de (𝐸,∇). Uma conexão ∇ é dita plana se 𝐹∇ = 0.
Sejam 𝑋, 𝑌 ∈ Ω0(𝑇𝑀) dois campos de vetores evaluando uma 2−forma em (𝑋, 𝑌 ).
Temos uma aplicação Ω0(𝑀)−linear
?˜?𝑣𝑋,𝑌 : Ω2(𝑀) −→ Ω0(𝑀)
a qual induz uma aplicação
𝐸𝑣𝑋,𝑌 : Ω2(Hom(𝐸,𝐸)) −→ Ω0(Hom(𝐸,𝐸))
Escrevemos 𝐹∇𝑋,𝑌 = 𝐸𝑣𝑋,𝑌 (𝐹∇).
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Vamos calcular 𝐹∇ localmente usando (4.4.3),
𝑑∇(∇𝑒𝑗) =𝑑∇(∑︀𝑖𝑤𝑖𝑗 ⊗ 𝑒𝑖)
=
∑︁
𝑖
𝑑𝑤𝑖𝑗 ⊗ 𝑒𝑖 − 𝑤𝑖𝑗 ∧∇𝑒𝑖
=
∑︁
𝑖
𝑑𝑤𝑖𝑗 ⊗ 𝑒𝑖 − 𝑤𝑖𝑗 ∧
∑︁
𝑘
𝑤𝑘𝑖 ⊗ 𝑒𝑘
=
∑︁
𝑘
(𝑑𝑤𝑘𝑗 ⊗ 𝑒𝑘 −
∑︁
𝑖
𝑤𝑖𝑘 ∧ 𝑤𝑗𝑖 ⊗ 𝑒𝑘)
=
∑︁
𝑘
(𝑑𝑤𝑘𝑗 ⊗ 𝑒𝑘 +
∑︁
𝑖
𝑤𝑗𝑖 ∧ 𝑤𝑖𝑘 ⊗ 𝑒𝑘)
então 𝐹∇(𝑒𝑗) =
∑︀
𝑘(𝑑𝑤 + 𝑤 ∧ 𝑤)𝑗𝑘 ⊗ 𝑒𝑘.
Na forma matricial
𝐹∇ = 𝑑𝑤 + 𝑤 ∧ 𝑤. (4.4.6)
Compare 4.4.6 com a proposição 4.4.2. Vemos então que estas são duas maneiras de
escrever a 2−forma de curvatura.
Teorema 4.4.7 (Identidade de Bianchi). Temos 𝑑∇𝐹∇ = 0, onde 𝑑∇ é associado a
conexão ∇ = ∇Hom(𝐸,𝐸)
Demonstração. Basta diferenciar 𝐹∇ = 𝑑𝑤 + 𝑤 ∧ 𝑤. Com efeito, em coordenadas locais
temos
𝑑∇𝐹∇ =𝑑𝐹∇ + 𝐹∇ ∧ 𝑤 − 𝑤 ∧ 𝐹∇
=𝑑(𝑤 ∧ 𝑤) + 𝑑𝑤 ∧ 𝑤 − 𝑤 ∧ 𝑑𝑤
=0.
Observação 4.4.8. 𝑑∇𝐹∇ = 0 é equivalente 𝑑Ω𝑖𝑗 +
∑︀
𝑘 Ω𝑖𝑖𝑘 ∧ 𝑤𝑘𝑗 − 𝑤𝑖𝑘 ∧ Ω𝑘𝑗 ou ainda
𝑑Ω = [Ω, 𝑤]. Compare com 4.4.2.
Caminha [9] mostra que a equação acima é a 2ª identidade de Bianchi que se conhece
nos cursos de Riemanniana (veja página 30), a qual é dada por (∇𝑅)(𝑉,𝑊, 𝑌, 𝑍,𝑋) +
(∇𝑅)(𝑉,𝑊,𝑍,𝑋, 𝑌 ) + (∇𝑅)(𝑉,𝑊,𝑋, 𝑌, 𝑍) = 0 para todos 𝑉,𝑊,𝑋, 𝑌, 𝑍 ∈ 𝒳 (𝑀).
Assim como a 2ª identidade de Bianchi, a primeira pode ser escrita na linguagem
de formas. Considere {𝑒1, . . . , 𝑒𝑛} um referencial sobre 𝑈 ⊂ 𝑀 e seja {𝑤1, . . . , 𝑤𝑛} o
coreferencial metricamente dual a {𝑒1, . . . , 𝑒𝑛}, ou seja, 𝑤𝑖(𝑋) = ⟨𝑋, 𝑒𝑖⟩.
Proposição 4.4.9. (1ª identidade de Bianchi) Fixado um referencial ortonormal em um
aberto de 𝑀 , seja {𝑤1, . . . , 𝑤𝑛} o coreferencial associado (como acima) e Ω𝑖𝑗 as formas
curvatura. Temos Ω𝑗𝑗 ∧ 𝑤𝑗 = 0 para todo 1 ≤ 𝑖 ≤ 𝑛.
Demonstração. Veja Caminha [9] página 30.
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Novamente no livro do Caminha ele mostra que a equação acima é a já conhecida 1ª
identidade de Bianchi na forma
𝑅(𝑋, 𝑌 )𝑍 +𝑅(𝑍,𝑋)𝑌 +𝑅(𝑌, 𝑍)𝑋 = 0.
A qual podemos dar uma demonstração alternativa usando o tensor 𝑅.
Passamos agora a definir outras curvaturas através do tensor 𝑅. Em especial, definimos
a curvatura escalar que aparece naturalmente na fórmula de W .
Definição 4.4.10. Definimos o 𝑅𝑖𝑐 como uma forma bilinear 𝑅𝑖𝑐 : 𝑇𝑝𝑀 × 𝑇𝑝𝑀 −→ R
pondo 𝑅𝑖𝑐(𝑥, 𝑦) = 𝑡𝑟{𝑧 −→ 𝑅(𝑥, 𝑧)𝑦}.
Escolhendo 𝑥 unitário e uma base ortonormal {𝑧1, . . . , 𝑧𝑛 = 𝑥} para 𝑇𝑝𝑀 temos
𝑅𝑖𝑐(𝑥, 𝑦) =
∑︁
𝑖
⟨𝑅(𝑥𝑖𝑧𝑖)𝑦𝑖, 𝑧𝑖⟩,
donde
𝑅𝑖𝑐(𝑒𝑗, 𝑒𝑘) =
∑︁
𝑖
𝑅𝑖𝑗𝑖𝑘 =
∑︁
𝑖
⟨𝑅(𝑒𝑗, 𝑒𝑖)𝑒𝑘, 𝑒𝑖⟩.
Definição 4.4.11. A curvatura escalar de uma variedade riemanniana 𝑀 é a função
𝜅 :𝑀 −→ 𝑅 dada por 𝜅 = 𝑇𝑟(𝑅𝑖𝑐) em termos da 2-forma de curvatura 𝜅 = 2∑︀𝑖<𝑗 𝑅𝑖𝑗𝑖𝑗 .
Exemplo 4.4.12. Seja 𝑀 = S𝑛. Como 𝑅 ≡ 1 temos que 𝑅𝑖𝑐 ≡ 1.
Teorema 4.4.13 (de Levi-Civita). Seja 𝑀 uma variedade riemanniana com métrica
𝑔. Então existe uma única conexão linear ∇ em 𝑀 , chamada a conexão de Levi-Civita
associada a 𝑔, tal que
1. ∇ é compatível com a métrica 𝑔, i.e., vale
∇𝑔 = 0,
ou mais explicitamente, para 𝑋, 𝑌, 𝑍 ∈ X(𝑀),
𝑋𝑔(𝑌, 𝑍) = 𝑔(∇𝑋𝑌, 𝑍) + 𝑔(𝑌,∇𝑋𝑍).
2. ∇ tem torção nula, i.e., vale
𝑇 ≡ 0,
onde 𝑇 é o tensor dado por 𝑇 (𝑋, 𝑌 ) = ∇𝑋𝑌 −∇𝑌𝑋 − [𝑋, 𝑌 ], para 𝑋, 𝑌,∈ X(𝑀).
Demonstração. Este é um resultado clássico, cuja demonstração pode ser encontrada em
qualquer bom livro de geometria Reimanniana, veja por exemplo Manfredo do Carmo.
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Exemplo 4.4.14. Vamos ilusttrar por meio deste exemplo a forma de conexão e de
curvatura no fibrado tautológico sobre C𝑃 1. Considere a seguinte projeção ortogonal
𝜋 : C𝑃 1 × C2 −→ 𝐹,
(𝐿, 𝑢) −→ (𝐿, 𝑃𝐿(𝑢))
onde 𝑃𝐿 é a projeção sobre o subespaço 𝐿 de C2 e 𝐹 é o fibrado vetorial dado por 𝐹 =
{(𝐿, 𝑣) ∈ CP1 × C2; 𝑣 ∈ 𝐿}.
Se 𝐿 = [𝑧1, 𝑧2] temos que 𝑃𝐿 = (𝑃𝑟𝑜𝑗(𝑧1,𝑧2)𝑒1 𝑃𝑟𝑜𝑗(𝑧1,𝑧2)𝑒2) com
𝑃𝑟𝑜𝑗(𝑧1,𝑧2)𝑒1 =
⟨𝑒1, (𝑧1, 𝑧2)⟩
||(𝑧1, 𝑧2)|| (𝑧1, 𝑧2)
= 𝑧1|𝑧1|2 + |𝑧2|2 · (𝑧1, 𝑧2)
= 1|𝑧1|2 + |𝑧2|2 · (|𝑧1|
2, 𝑧1𝑧2)
e
𝑃𝑟𝑜𝑗(𝑧1,𝑧2)𝑒2 =
⟨𝑒2, (𝑧1, 𝑧2)⟩
||(𝑧1, 𝑧2)|| (𝑧1, 𝑧2)
= 1|𝑧1|2 + |𝑧2|2 · (𝑧1𝑧2, |𝑧2|
2)
Portanto, a matriz de 𝑃𝐿 na base canônica é
𝑃𝐿 =
1
|𝑧1|2 + |𝑧2|2 ·
⎛⎝ |𝑧1|2 𝑧1𝑧2
𝑧1𝑧2 |𝑧2|2
⎞⎠ .
Uma conexão em 𝐹 é dada por
∇ : Ω0(𝐹 ) 𝑖*−→ Ω0(C2) ∇0−→ Ω1(C2) 𝜋*−→ Ω1(𝐹 ).
Sejam ℎ a projeção estereográfica, 𝑈1 o aberto de C𝑃 1 dado por 𝑈1 = {[𝑢1, 𝑢2] ∈
C𝑃 1;𝑢1 ̸= 0} e ℎ definida por ℎ : R2 −→ 𝑈1 ⊂ C𝑃 1 com ℎ(𝑥, 𝑦) = (1, 𝑧) onde 𝑧 = 𝑥+ 𝑖𝑦.
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Considere a seção 𝑠 (𝜋1 ∘ 𝑠 = 𝐼𝑑𝑈1) sobre 𝑈1 dada por
𝑠(ℎ(𝑥, 𝑦)) = (ℎ(𝑥, 𝑦), (1, 𝑧)).
Aqui 𝑧 = 𝑧(ℎ(𝑥, 𝑦)) = 𝑥+ 𝑖𝑦.
Como ∇0 = (𝑑, 𝑑) é a conexão no fibrado trivial temos ∇0(𝑠) = (ℎ(𝑥, 𝑦), (0, 𝑑𝑧)) e
portanto
∇(𝑠) =𝜋*(∇0(𝑖*(𝑠)))
=𝜋*(ℎ(𝑥, 𝑦), (0, 𝑑𝑧))
=
(︁
ℎ(𝑥, 𝑦), (0, 𝑑𝑧)𝑃ℎ(𝑥,𝑦)
)︁
=
⎛⎜⎝ℎ(𝑥, 𝑦), 11 + |𝑧|2 (0, 𝑑𝑧)
⎛⎜⎝1 𝑧
𝑧|𝑧|2
⎞⎟⎠
⎞⎟⎠
=
(︃
ℎ(𝑥, 𝑦), 11 + |𝑧|2 (𝑧𝑑𝑧, |𝑧|
2𝑑𝑧)
)︃
=
(︃
ℎ(𝑥, 𝑦), 𝑧𝑑𝑧1 + |𝑧|2 (1, 𝑧)
)︃
=
(︃
𝑧𝑑𝑧
1 + |𝑧|
)︃
⊗ 𝑠(ℎ(𝑥, 𝑦))
ou seja,
𝐴ℎ(𝑥,𝑦) =
𝑧
1 + |𝑧|2𝑑𝑧 𝑧(ℎ(𝑥, 𝑦)) = 𝑥+ 𝑖𝑦
ou equivalentemente,
ℎ*(𝐴) = 𝑧1 + |𝑧|2𝑑𝑧 𝑧(𝑥, 𝑦) = 𝑥+ 𝑖𝑦.
Temos então,
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𝑑ℎ*(𝐴) =𝑑
(︃
𝑧
1 + |𝑧|2
)︃
∧ 𝑑𝑧
=
(︃
𝑑𝑧(1 + |𝑧|2)− 𝑧(𝑧𝑑𝑧 + 𝑧𝑑𝑧)
(1 + |𝑧|2)2
)︃
∧ 𝑑𝑧
=
(︃
𝑑𝑧 + 𝑑𝑧|𝑧|2 − |𝑧|2𝑑𝑧 + 𝑧2𝑑𝑧
(1 + |𝑧|2)2
)︃
∧ 𝑑𝑧
= 1(1 + |𝑧|2)2 (𝑑𝑧 + 𝑧
2𝑑𝑧) ∧ 𝑑𝑧
= 1(1 + |𝑧|2)2 (𝑑𝑧 ∧ 𝑑𝑧 + 𝑧
2𝑑𝑧 ∧ 𝑑𝑧)
= 1(1 + |𝑧|2)2𝑑𝑧 ∧ 𝑑𝑧
= 2𝑖(1 + |𝑧|2)2𝑑𝑥 ∧ 𝑑𝑦.
Agora como 𝐴 ∧ 𝐴 = 0 segue que 𝐹∇ = 𝑑𝐴, daí ℎ*(𝐹∇) = ℎ*(𝑑𝐴) = 𝑑(ℎ*𝐴).
Lema 4.4.15. Seja 𝜎 ∈ 𝐴𝑢𝑡𝑃 um elemento do grupo de calibre e 𝜔 ∈ Ω(𝑃 ; 𝑔) uma
1-forma de conexão. Então 𝜎*𝜔 ∈ Ω1(𝑃 ; 𝑔).
Notação: Seja
· : 𝑃 ×𝐺 −→ 𝑃
(𝑝, 𝑦) ↦−→ 𝑝 · 𝑔
a ação de 𝐺 em 𝑃 . Denotamos
𝑅𝑔 : 𝑃 −→ 𝑃
𝑝 ↦−→ 𝑝𝑔
e
𝑅𝑝 : 𝐺 −→ 𝑃
𝑔 ↦−→ 𝑝𝑔
as aplicações parciais da ação.
Assim, devemos mostrar que 𝑅*𝑔(𝜎*𝜔) = 𝐴𝑑(𝑔−1)𝜔*𝜔 e 𝑅*𝑝𝜎*𝜔 = 𝜔𝑀𝐶 , onde 𝜔𝑀𝐶 é a
1-forma de Maurer-Cartan.
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Com efeito, como 𝜎 é equivariante, comuta com ação de 𝐺. Temos
𝑅*𝑔𝜎
*𝜔 = (𝜎 ∘𝑅𝑔)*𝜔 = (𝑅𝑔 ∘ 𝜎)*𝜔 = 𝜎*𝑅*𝑔𝜔 = 𝜎*𝐴𝑑(𝑔−1)𝜔 = 𝐴𝑑(𝑔−1)𝜎*𝜔
e
𝑅*𝑝𝜎
*𝜔 = (𝜎 ∘𝑅𝑝)*𝜔 = (𝑅𝑝 ∘ 𝜎)*𝜔 = 𝜎*𝑅*𝑝𝜔 = 𝜎*𝜔𝑀𝐶 = 𝜔𝑀𝐶 .
Esta última igualdade vem de identificação da fibra 𝑃 −→ 𝑋 com 𝐺 da seguinte
maneira. Escolhendo um ponto 𝑒 na fibra e identificando 𝑔 em 𝐺 com 𝑒 · 𝑔, então a
restrição de 𝜎 nesta fibra é identificado com 1-forma de Maurer-Cartan.
Assim, a restrição de 𝜎*𝜔 e de 𝑤 coincidem na fibra.
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Capítulo 5
Fórmula tipo Weitzenböck para o
operador de Dirac
Chegamos ao último capítulo de nosso trabalho. Nele apresentaremos as equações
de Seiberg-Witten, objeto de muito interesse. Antes introduziremos o operador de Dirac
que aparecerá naturalmente nas equações supracitadas. Uma vez apresentadas as equa-
ções, faremos uma fórmula tipo Weitzenböck para operador de Dirac. De posse dessa
fórmula demonstraremos aquele que é o resultado central desta dissertação a saber: sobre
uma variedade riemanniana com curvatura escalar não negativa, soluções da equação de
Seiberg-Witten tem spinior trivial.
5.1 O operador de Dirac
Neste ponto vamos introduzir o operador de Dirac sobre os 𝑆𝑝𝑖𝑛 e 𝑆𝑝𝑖𝑛C fibrados
de uma variedade riemanniana. Vamos também estabelecer algumas das propriedades
básicas deste operador.
Sejam 𝑀 uma variedade riemanniana, 𝑃 → 𝑀 𝑆𝑂(𝑛)-fibrado de bases associado ao
fibrado tangente, 𝑃 o levantamento deste fibrado para um 𝑆𝑝𝑖𝑛 ou 𝑆𝑝𝑖𝑛C fibrado e 𝑆C(𝑃 )
o fibrado 𝑆𝑝𝑖𝑛 associado. No caso de uma 𝑆𝑝𝑖𝑛C vamos também fixar uma 𝑈(1)-conexão
𝐴 sobre o fibrado de determinantes. Seja ∇˜ uma conexão 𝑆𝑝𝑖𝑛 induzida pela conexão de
Levi-Civita e pela conexão 𝐴. Definimos o operador de Dirac
/𝜕𝐴 : Ω0(𝑆C(𝑃 ))→ Ω0(𝑆C(𝑃 ))
por
/𝜕𝐴(𝜎)(𝑥) =
∑︁
𝑒𝑖 · ∇˜𝑒𝑖(𝜎)(𝑥)
onde {𝑒1, · · · , 𝑒𝑛} é um referencial ortonomal orientado de 𝑇𝑥𝑀 e onde · é o produto
de Clifford. No caso de um 𝑆𝑝𝑖𝑛-fibrado, não existe a conexão 𝐴 e denotamos o operador
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de Dirac por /𝜕.
Lema 5.1.1. Os operadores /𝜕𝐴 e /𝜕 definidos acima independem da escolha do referencial
ortonormal {𝑒1, . . . , 𝑒𝑛}.
Demonstração. Suponha que {𝑒′1, . . . , 𝑒′𝑛} é outro referencial ortonormal. Daí, 𝑒′𝑖 =
∑︀𝑛
𝑗=1𝐵𝑖𝑗𝑒𝑗,
com 𝐵 = (𝐵𝑖𝑗) ∈ 𝑆𝑂(𝑛). Então
𝑛∑︁
𝑖=1
𝑒
′
𝑖 · ∇˜𝑒′𝑖(𝜎) =
𝑛∑︁
𝑖=1
⎛⎝( 𝑛∑︁
𝑗=1
𝐵𝑖𝑗𝑒𝑗) · (
𝑛∑︁
𝑘=1
𝐵𝑖𝑘∇𝑒𝑘𝜎)
⎞⎠
=
𝑛∑︁
𝑗=1
𝑛∑︁
𝑘=1
𝑛∑︁
𝑖=1
(𝐵𝑖𝑗𝐵𝑖𝑘)𝑒𝑗 · ∇𝑒𝑘(𝜎)
=
𝑛∑︁
𝑗=1
𝑛∑︁
𝑘=1
𝛿𝑗𝑘𝑒𝑗 · ∇𝑒𝑘(𝜎)
=
𝑛∑︁
𝑖=1
𝑒𝑖 · ∇𝑒𝑖(𝜎),
o que completa a prova.
Lema 5.1.2. Seja 𝑀 uma variedade fechada com uma estrutura Spin ou 𝑆𝑝𝑖𝑛C. Então
/𝜕𝐴 : 𝑆C(𝑃 ) −→ 𝑆C(𝑃 ) é formalmente auto-adjunto no seguinte sentido
(/𝜕𝐴(𝜎1), 𝜎2)𝐿2 = (𝜎1, /𝜕𝐴(𝜎2))𝐿2
onde (·, ·)𝐿2 é o produto interno
(𝜎1, 𝜎2)𝐿2 =
∫︁
𝑋
⟨𝜎1, 𝜎2⟩𝑑𝑣𝑜𝑙
𝐿2 sobre as seções de 𝑆C(𝑃 ).
Demonstração. Seja 𝑥 ∈𝑀 . Vamos fixar um sistema de coordenadas em 𝑥 de modo que
para a base canônica {𝑒1, · · · , 𝑒𝑛} temos ∇𝑒𝑖𝑒𝑖 = 0 (coordenadas normais centradas em 𝑥
por exemplo). Então, temos,
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⟨/𝜕𝐴(𝜎1), 𝜎2⟩𝑥 =⟨
∑︁
𝑒𝑖 · ∇˜𝑒𝑖(𝜎1), 𝜎2⟩𝑥
=−∑︁
𝑖
⟨∇˜𝑒𝑖𝜎1, 𝑒𝑖 · 𝜎2⟩𝑥 pois ⟨·, ·⟩ é invariante pelo produto de
Clifford pelo vetor unitário 𝑒𝑖
=
∑︁
𝑖
⟨𝜎1, ∇˜𝑒𝑖(𝑒𝑖𝜎2)⟩𝑥 −
𝜕
𝜕𝑒𝑖
⟨𝜎1, 𝑒𝑖𝜎2⟩𝑥
pois ∇˜ é compatível com a métrica
=
∑︁
𝑖
⟨𝜎1, 𝑒𝑖∇˜𝑒𝑖(𝜎2)⟩𝑥 + ⟨𝜎1,∇𝑒𝑖(𝑒𝑖)𝜎2⟩𝑥 −
𝜕
𝜕𝑒𝑖
⟨𝜎1, 𝑒𝑖𝜎2⟩𝑥por 4.3.3
=
∑︁
𝑖
⟨𝜎1, 𝑒𝑖∇˜𝑒𝑖𝜎2⟩𝑥 −
𝜕
𝜕𝑒𝑖
⟨𝜎1, 𝑒𝑖𝜎2⟩𝑥 pois o referencial é geodésico
=⟨𝜎1, /𝜕𝐴𝜎2⟩𝑥 −
∑︁
𝑖
𝜕
𝜕𝑒𝑖
⟨𝜎1, 𝑒𝑖𝜎2⟩𝑥
Consideramos agora 𝑉 𝑖 = ⟨𝜎1, 𝑒𝑖𝜎2⟩𝑥 como a 𝑖-ésima coordenada do campo de vetores 𝑉 .
Agora observe que
div(𝑉 )𝑥 :=
𝑛∑︁
𝑖=1
⟨∇˜𝑒𝑖𝑉, 𝑒𝑖⟩𝑥
=
𝑛∑︁
𝑖=1
⟨𝑉, ∇˜𝑒𝑖𝑒𝑖⟩𝑥 − 𝑒𝑖⟨𝑉, 𝑒𝑖⟩𝑥
pois ∇˜ é compatível com a métrica
=
𝑛∑︁
𝑖=1
−𝑒𝑖⟨𝜎1, 𝑒𝑖𝜎2⟩𝑥
Assim, a equação acima pode ser reescrita por
⟨/𝜕𝐴(𝜎1), 𝜎2⟩𝑥 = ⟨𝜎1, /𝜕𝐴𝜎2⟩𝑥 − div(𝑉 )𝑥
Como todos os termos acima indepedem da escolha de coordenadas locais, a equação
acima se tem globalmente. Integrando sobre 𝑀 , o resultado segue.
Corolário 5.1.3. Sobre uma variedade 𝑆𝑝𝑖𝑛, compacta 𝑀, /𝜕𝐴𝜎 = 0 se, e somente se,
/𝜕
2
𝐴𝜎 = 0.
5.2 As equações
Escreveremos as Equações Seiberg-Witten para uma variedade riemanniana 𝑀 de
dimensão 4, fechada e orientada. As equações requerem uma 𝑆𝑝𝑖𝑛C estrutura 𝑃 para o
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fibrado de referencias ortogonal 𝑃 → 𝑀 do fibrado tangente de 𝑀 . Denotamos por ℒ o
fibrado de linha de determinantes de 𝑃 . Lembre-se que 𝑆±C (𝑃 ) tem um produto interno
hermitiano e, portanto, o mesmo acontece com ℒ, que é identificado com o fibrado de
linha de determinantes de ambos 𝑆±C (𝑃 ). As Equações Seiberg-Witten são equações para
um campo spinor 𝜓 ∈ Ω0(𝑆+C (𝑃 )) e uma conexão unitária 𝐴 em ℒ. As equações são:
𝐹+𝐴 = 𝑞(𝜓) = 𝜓 ⊗ 𝜓* −
|𝜓|
2 (5.2.1)
/𝜕𝐴(𝜓) = 0 (5.2.2)
A segunda equação precisa de uma pequena explicação. Como descrito no capítulo
anterior, /𝜕𝐴 é o operador de Dirac associado a conexão de Levi-Civita sobre fibrado de
bases do fibrado tangente e a conexão 𝐴 do fibrado de determinantes da 𝑆𝑝𝑖𝑛C estrutura.
De posse da métrica hermitiana em 𝑆+C (𝑃 ) identificamos 𝑆+C (𝑃 ) com seu dual 𝑆+C (𝑃 )*.
A imagem de 𝜓 por este isomorfismo é denotado por 𝜓*. Assim, temos
𝜓 ⊗ 𝜓* ∈ 𝑆+C (𝑃 )⊗ 𝑆+C (𝑃 )* = End(𝑆+C (𝑃 )).
Escolhemos uma base para 𝑆+C (𝑃 ) em um ponto e escrevemos
𝜓 =
⎛⎝ 𝜓1
𝜓2
⎞⎠ .
Assim, com respeito a essa base,
𝜓 ⊗ 𝜓* =
⎛⎝ |𝜓1|2 𝜓1𝜓2
𝜓1𝜓2 |𝜓2|
⎞⎠ .
Sabemos que o produto de Clifford induz um isomorfismo
(𝐶𝑙0(𝑃 )⊗ C)+ ∼= EndC 𝑆+C (𝑃 ).
Sob este isomorfismo 1 + 𝑤C2 , age como identidade e os endomorfismos com traço de
𝑆+(𝑃 ) correspondem a Λ2+(𝑇𝑀)⊗C. Claramente, o traço de 𝜓⊗𝜓* é |𝜓|2, então 𝑞(𝜓) =
𝜓 ⊗ 𝜓* − |𝜓|
2
2 1 é sem traço e portanto é identificado como uma seção de Λ
2
+(𝑇𝑀) ⊗ C.
Usando a métrica para identificar 𝑇𝑀 com 𝑇 *𝑀, 𝑞(𝜓) torna-se uma 2-forma com valores
em C, auto-dual.
A primeira equação simplesmente diz que esta 2-forma auto-dual é a parte auto-dual
da curvatura.
Lema 5.2.1. 𝑞(𝜓) é uma 2-forma auto-dual puramente imaginária.
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Demonstração. Antes de demonstrar esse lema considere o seguinte lema técnico, cuja
demonstração pode ser encontrada em [6] na página 15.
Lema 5.2.2. Suponha que 𝑉 é um espaço de dimensão 4. Sob o isomorfismo natural de
espaço vetorial Λ*(𝑉 )⊗C ∼= 𝐶𝑙(𝑉 )⊗C, o subespaço correspondente para (𝐶𝑙0(𝑉 )⊗C)+
é C
(︂1 + 𝑤C
2
)︂
⊕ (Λ2+(𝑉 )⊗ C).
Na demonstração deste lema vemos que 𝜔C age como a estrela de Hodge.
Relembramos que a estrutura real 𝐶𝑙+0 (R4) ⊂ (𝐶𝑙0(R4) ⊗ C)+ é isomorfismo H ⊂
𝑀(4C)
Isto quer dizer que a álgebra de Clifford real em um ponto consiste de todas matrizes
complexas 2𝑥2 da forma ⎛⎝ 𝛼 −𝛽
𝛽 𝛼
⎞⎠
Assim, um elemento 𝜆 ∈ EndC(𝑆+(𝑃 )) está na álgebra de Clifford real se satisfaz
tr(𝜆) ∈ R
e
𝜆+ + 𝜆 = tr(𝜆) · 1
Como 𝑞(𝜓) é a parte sem traço de 𝜓 ⊗ 𝜓*, temos que, tr 𝑞(𝜓) = 0 ∈ R. Assim, para
ver que 𝑞(𝜓) é um automorfismo puramente imaginário precisamos ver que
(𝑖𝑞(𝜓))* + 𝑖𝑞(𝜓) = 0,
ou equivalentemente,
−𝑖𝑞(𝜓)𝑡𝑟 + 𝑖𝑞(𝜓) = 0,
ou ainda,
𝑞(𝜓) = 𝑞(𝜓)𝑡𝑟.
Mas,
𝜓 ⊗ 𝜓* =
⎛⎝ |𝜓1|2 𝜓1𝜓2
𝜓1𝜓2 |𝜓2|2
⎞⎠ .
Portanto,
𝜓 ⊗ 𝜓* =
⎛⎝ |𝜓1|2 𝜓1𝜓2
𝜓1𝜓2 |𝜓2|2
⎞⎠ .
Daí,
𝜓 ⊗ 𝜓*𝑡𝑟 =
⎛⎝ |𝜓1|2 𝜓1𝜓2
𝜓1𝜓2 |𝜓2|2
⎞⎠ .
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Donde o resultado segue. De outro modo,
(𝜓 ⊗ 𝜓*)* = 𝜓* ⊗ 𝜓** = 𝜓* ⊗ 𝜓 = 𝜓 ⊗ 𝜓*.
Teorema 5.2.3 (Fórmula tipo Weitzenböck). Seja 𝑀 uma variedade riemanniana e seja
𝑃 −→ 𝑀 uma estrutura 𝑆𝑝𝑖𝑛C para 𝑀 . Seja 𝐴 uma conexão sobre 𝑑𝑒𝑡(𝑃 ) e seja /𝜕𝐴 o
operador de Dirac sobre 𝑆(𝑃 ) determinado pela conexão de Levi-Civita sobre fibrado de
bases ortogonais e 𝐴 sobre o fibrado de linha de determinantes. Então para cada seção 𝜓
de 𝑆C(𝑃 ) temos
/𝜕𝐴 · /𝜕𝐴(𝜓) = ∇*𝐴∇𝐴(𝜓) +
𝜅
4𝜓 +
𝐹𝐴
2 𝜓
onde 𝐹𝐴 ∈ Ω2(𝑋; 𝑖R) é a curvatura de 𝐴 e o último termo é o produto de Clifford de
2-formas.
Demonstração. Seja 𝑅 uma 2-forma com valores nos endomorfismos de 𝑇𝑀 a qual é a
2-forma de curvatura para a conexão de Levi-Civita. E seja 𝐹𝐴 a 2-forma puramente
imaginária a qual é a curvatura da forma de 𝐴. Então a forma de curvatura 𝐹 para a
derivada covariante sobre o produto fibrado do fibrado de bases ortonormais e o fibrado
de linhas de determinantes é
𝐹 = 𝑅 + 𝐹𝐴.
Escrevendo a curvatura sobre o fibrado de bases ortonormais 𝑅 como
−∑︁
𝑖<𝑗
𝑅𝑖𝑗𝑒𝑖 ∧ 𝑒𝑗
vemos que a ação de 𝐹 sobre 𝑆(𝑃 ) é dada por
𝐹 · 𝜓 = 12
∑︁
𝑖<𝑗
𝑅𝑗,𝑖𝑒𝑖𝑒𝑗𝜓 +
𝐹𝐴
2 · 𝜓. (5.2.3)
Fixe uma base ortonormal (𝑒1, . . . , 𝑒𝑛) em um ponto. Escrevemos ∇𝐴 = ∑︀𝑘∇𝑒𝑘 ⊗ 𝑑𝑒𝑘
em um ponto. Estendemos (𝑒1, . . . , 𝑒𝑛) para um refencial geodésico nesse ponto, então
∇𝑒𝑘𝑒𝑙 = 0, (5.2.4)
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para todo 𝑘, 𝑙. (Por exemplo, use coordenadas normais centradas no ponto). Calculamos
/𝜕𝐴 ∘ /𝜕𝐴(𝜓) =
∑︁
𝑘
𝑒𝑘∇𝑒𝑘 ·
(︃∑︁
𝑙
𝑒𝑙∇𝑒𝑙(𝜓)
)︃
por 5.2.7 e
∇𝑒𝑘(𝑒𝑙∇𝑒𝑙(𝜓)) = (∇𝑒𝑘𝑒𝑘)∇𝑒𝑙(𝜓) +
𝑒𝑙∇𝑒𝑘∇𝑒𝑙(𝜓) temos
=
∑︁
𝑘,𝑙
𝑒𝑘𝑒𝑙∇𝑒𝑘∇𝑒𝑙(𝜓)
=
∑︁
𝑘
−∇𝑒𝑘∇𝑒𝑘(𝜓) +
∑︁
𝑘<𝑙
𝑒𝑘𝑒𝑙(∇𝑒𝑘∇𝑒𝑙 −∇𝑒𝑙∇𝑒𝑘)(𝜓) pois 𝑒𝑘𝑒𝑙 + 𝑒𝑙𝑒𝑘 = −2𝛿𝑙𝑘
=−∑︁∇𝑒𝑘∇𝑒𝑘(𝜓) +∑︁
𝑘<𝑙
𝑒𝑘𝑒𝑙𝐹
𝑘𝑙(𝜓)
temos por 5.2.6
=−∑︁∇𝑒𝑘∇𝑒𝑘(𝜓) +∑︁
𝑘<𝑙
𝑒𝑘𝑒𝑙
⎛⎝1
2
∑︁
𝑖<𝑗
𝑅𝑘𝑙𝑗𝑖𝑒𝑖𝑒𝑗 +
𝐹𝐴
2
𝑘𝑙
⎞⎠𝜓.
(5.2.5)
Lema 5.2.4. Sobre 1-formas com valores em 𝑆C(𝑃 ) temos, ∇*𝐴 = − * ∇𝐴*, onde * é o
operador estrela de Hodge 1.
Demonstração. Seja 𝛼 uma 1-forma com valores em 𝑆C(𝑃 ) e 𝜙 uma seção de 𝑆C(𝑃 ).
Então temos, da compatibilidade de ∇𝐴 com a métrica, que
𝑑⟨𝜙, *𝛼⟩𝑥 = ⟨∇𝐴𝜙, *𝛼⟩𝑥 + ⟨𝜙,∇𝐴(*𝛼)⟩𝑥.
Portanto, pelo teorema de Stokes, e 𝜕𝑀 = ∅, temos
⟨∇𝐴𝜙, 𝛼⟩𝐿2 =
∫︁
𝑀
⟨∇𝐴𝜙, *𝛼⟩𝑥
=−
∫︁
𝑀
⟨𝜙,∇𝐴(*𝛼)⟩𝑥
=⟨𝜙, (− * ∇𝐴*)𝛼⟩𝐿2 .
Como 𝛼, 𝜙 são arbitrários, o lema segue.
De posse desse lema segue que
1Veja apêndice B
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∇*𝐴∇𝐴(𝜓) =− * ∇𝐴 * ∇𝐴(𝜓)
=− * ∇𝐴 *
(︃∑︁
𝑘
∇𝑒𝑘 ⊗ 𝑑𝑒𝑘
)︃
(𝜓)
=− * ∇𝐴
(︃∑︁
𝑘
∇𝑒𝑘(𝜓) * (𝑑𝑒𝑘)
)︃
=− *
⎛⎝∑︁
𝑗
∑︁
𝑘
∇𝑒𝑗∇𝑒𝑘(𝜓)𝑑𝑒𝑗 ∧ *(𝑑𝑒𝑘)
⎞⎠
pela definição de *,
𝑑𝑒𝑗 ∧ *(𝑑𝑒𝑘) =
⎧⎪⎨⎪⎩ 0, 𝑗 ̸= 𝑘𝑑𝑣𝑜𝑙, 𝑗 = 𝑘 donde
=− *
(︃∑︁
𝑘
∇𝑒𝑘∇𝑒𝑘(𝜓)𝑑𝑣𝑜𝑙
)︃
=−
(︃∑︁
𝑘
∇𝑒𝑘∇𝑒𝑘(𝜓)
)︃
.
Agora vamos considerar o segundo termo da equação 5.2.5. Pela anti-simetria do
tensor curvatura 𝑅 (𝑅𝑘𝑙𝑗𝑖 = −𝑅𝑙𝑘𝑗𝑖 , 𝑅𝑘𝑙𝑗𝑖 = −𝑅𝑘𝑙𝑖𝑗 e 𝑅𝑘𝑙𝑗𝑖 = 𝑅𝑗𝑖𝑘𝑙), podemos escrever o segundo
termo de 5.2.5 como
∑︁
𝑘<𝑙
𝑒𝑘𝑒𝑙
⎛⎝1
2
∑︁
𝑖<𝑗
𝑅𝑘𝑙𝑗𝑖𝑒𝑖𝑒𝑗𝜓
⎞⎠ = 18 ∑︁𝑘,𝑙,𝑖,𝑗𝑅𝑘𝑙𝑗𝑖𝑒𝑘𝑒𝑙𝑒𝑖𝑒𝑗𝜓 = −
1
8
∑︁
𝑘,𝑙,𝑖,𝑗
𝑅𝑘𝑙𝑖𝑗𝑒𝑘𝑒𝑙𝑒𝑖𝑒𝑗𝜓
Quebramos este último termo em várias somas
∑︁
𝑘,𝑙,𝑖,𝑗
𝑅𝑘𝑙𝑖𝑗𝑒𝑘𝑒𝑙𝑒𝑖𝑒𝑗𝜓 =
∑︁
𝑗
⎛⎝∑︁
𝑘,𝑙,𝑖
𝑅𝑘𝑙𝑖𝑗𝑒𝑘𝑒𝑙𝑒𝑖
⎞⎠ 𝑒𝑗𝜓. (5.2.6)
Agora,
∑︁
𝑘,𝑙,𝑖
𝑅𝑘𝑙𝑖𝑗𝑒𝑘𝑒𝑙𝑒𝑖 =
∑︁
𝑘 ̸=𝑙 ̸=𝑖
𝑅𝑘𝑙𝑖𝑗𝑒𝑘𝑒𝑙𝑒𝑖 +
(𝑘=𝑙)∑︁
𝑖,𝑘
𝑅𝑘𝑘𝑖𝑗 𝑒𝑘𝑒𝑘𝑒𝑖 +
(𝑟=𝑖)∑︁
𝑖,𝑙
𝑅𝑖𝑙𝑖𝑗𝑒𝑖𝑒𝑙𝑒𝑖 +
(𝑙=𝑖)∑︁
𝑘,𝑙
𝑅𝑘𝑙𝑙𝑗 𝑒𝑘𝑒𝑙𝑒𝑙 (5.2.7)
O primeiro termo da equação acima é nulo pela 1ª identidade de Bianchi, já o segundo
termo também é nulo, pela anti-simetria de 𝑅. Assim,
(5.2.7) =
∑︁
𝑖,𝑙
𝑅𝑖𝑙𝑖𝑗𝑒𝑖𝑒𝑙𝑒𝑖 +
∑︁
𝑘,𝑙
𝑅𝑘𝑙𝑙𝑗 𝑒𝑘𝑒𝑙𝑒𝑙 (5.2.8)
Usando 𝑒𝑙𝑒𝑖 = −𝑒𝑖𝑒𝑙, 𝑒2𝑖 = −1 no primeiro termo, e 𝑅𝑘𝑙𝑙𝑗 = −𝑅𝑙𝑘𝑙𝑗 e 𝑒2𝑙 = −1 no segundo
termo de (5.2.8) temos ∑︁
𝑖,𝑙
𝑅𝑖𝑙𝑖𝑗𝑒𝑙 +
∑︁
𝑘,𝑙
𝑅𝑙𝑘𝑙𝑗 𝑒𝑘 = 2
∑︁
𝑘,𝑙
𝑅𝑘𝑙𝑘𝑗𝑒𝑙 (5.2.9)
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Substituindo em (5.2.6)
∑︁
𝑘,𝑙,𝑖,𝑗
𝑅𝑘𝑙𝑖𝑗𝑒𝑘𝑒𝑙𝑒𝑖𝑒𝑗𝜓 = 2
∑︁
𝑗
∑︁
𝑘,𝑙
𝑅𝑘𝑙𝑘𝑗𝑒𝑙𝑒𝑗,
como 𝑅𝑘𝑙𝑘𝑗 = 𝑅
𝑘𝑗
𝑘𝑙 resulta que 2
∑︁
𝑗
∑︁
𝑘,𝑙
𝑅𝑘𝑙𝑘𝑗𝑒𝑙𝑒𝑗 = 2
∑︁
𝑘,𝑗
𝑅𝑘𝑗𝑘𝑗𝑒𝑗𝑒𝑗 = −2
∑︁
𝑘,𝑗
𝑅𝑘𝑗𝑘𝑗𝜓 = −2𝑘𝜓.
Assim, o segundo termo de 5.2.5 é 𝑘4𝜓.
Por fim, consideremos ∑︁
𝑘<𝑙
𝐹 𝑘,𝑙𝐴
2 𝑒𝑘𝑒𝑙𝜓
Esta é justamente a definição da ação da 2-forma 𝐹𝐴/2 via o produto de Clifford sobre
o campo spinor 𝜓.
Juntando todos estes termos vemos que
/𝜕𝐴/𝜕𝐴(𝜓) = ∇*𝐴∇𝐴(𝜓) +
𝜅
4𝜓 +
𝐹𝐴
2 · 𝜓 (5.2.10)
como afirmado.
Corolário 5.2.5. Seja (𝐴,𝜓) uma solução para a equação de Seiberg-Witten para uma
estrutura 𝑆𝑝𝑖𝑛C 𝑃 sobre uma 4-variedade riemanniana compacta 𝑀 . Então
||∇𝐴𝜓||2𝐿2 +
1
4⟨𝜅𝜓, 𝜓⟩𝐿2 +
||𝜓||4𝐿4
4 = 0
Em particular, pondo 𝜅−𝑀 = 𝑚𝑎𝑥𝑥∈𝑀{0,−𝜅(𝑥)} vemos que 𝜅−𝑀 ||𝜓||2𝐿2 > ||𝜓||4𝐿4 .
Demonstração. Como 𝜓 é um spinor harmônico da fórmula de Weitzenböck temos
0 = /𝜕𝐴/𝜕𝐴(𝜓) = ∇*𝐴∇𝐴(𝜓) +
𝜅
4𝜓 +
𝐹𝐴
2 · 𝜓.
Usando o fato que 𝜓 é um spinor (positivo) vemos que 𝐹𝐴 · 𝜓 = 𝐹+𝐴 · 𝜓 (veja equação
de Seiberg-Witten). Com efeito, veja 5.2.2.
Assim, usando a primeira das equações de Seiberg-Witten, podemos reescrever a equa-
ção acima como
0 = ∇*𝐴∇𝐴(𝜓) +
𝜅
4𝜓 +
1
2(𝜓 ⊗ 𝜓
* − |𝜓|
2
2 1)𝜓 (5.2.11)
Simplificando (5.2.11) temos
0 = ∇*𝐴∇𝐴(𝜓) +
𝑘
4𝜓 +
|𝜓|2
4 𝜓 (5.2.12)
pois 𝜓 ⊗ 𝜓*(𝜓) = |𝜓|21.
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De fato,
𝜓 ⊗ 𝜓*(𝜓) =
⎛⎝ |𝜓1|2 𝜓1𝜓2
𝜓2𝜓1 |𝜓2|2
⎞⎠⎛⎝ 𝜓1
𝜓2
⎞⎠ =
⎛⎝ |𝜓1|2𝜓1 + 𝜓2|𝜓2|2
𝜓2|𝜓1|2 + 𝜓2|𝜓2|2
⎞⎠ = |𝜓|21
Tomando o produto interno 𝐿2 em (5.2.12) com 𝜓 e integrando sobre 𝑀 , o resultado
segue.
Corolário 5.2.6. Se 𝑀 é uma 4-variedade riemaniana compacta com curvatura escalar
não-negativa então toda solução para equação de Seiberg-Witten (para cada 𝑆𝑝𝑖𝑛C estru-
tura sobre 𝑀) tem spinor trivial.
Demonstração. Como 𝜅 ≥ 0, temos 𝜅−𝑀 = 0.Daí, pelo corolário acima, temos que ||𝜓||4𝐿4 ≤
0, que implica ||𝜓||4𝐿4 = 0, donde 𝜓 = 0 como havíamos afirmado.
Concluimos assim se queremos estudar o espaço de moduli de soluções da equção
de Seiberg-Witten, não é interessante procurar em variedades de curvatura escalar não-
negativa.
Exemplo 5.2.7. C𝑃 2, Grupos de Lie (dim 4, compacto) com métrica bi-invariante. São
exemplos de variedades com curvatura escalar não negativa, pelo corolário acima a equa-
çõe de Seiberg-Witten nessa variedades tem spinor trivial. Observe que o exemplos de
variedades adimitem estrutura 𝑆𝑝𝑖𝑛C.
No livro do Salamon podemos encontrar uma cota topológica para unicidade de solu-
ções para equação de Sieberg-Witten, veja página 225. Precisamente temos que a equação
de Sieberg-Witten tem uma única solução (𝐴,𝜓) se
⟨𝑐1(ℒ), [𝑀 ]⟩ ≤ 116𝜋2
∫︁
𝑀
𝜅2𝑑𝑣𝑜𝑙.
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Apêndice A
Um pouco sobre cohomologia de
Čech
Para entender um pouco melhor a obstrução topológica para que uma variedade suave
𝑀 admita uma estrutura 𝑆𝑝𝑖𝑛 acrecentamos esse apêndice baseado em uma seção do livro
do Mikio Nakahara [8]. Para maiores detalhes veja o livro supracitado.
Estrutura 𝑆𝑝𝑖𝑛 em 𝑀
Seja 𝜋 : 𝑇𝑀 −→ 𝑀 o fibrado tangente com dim𝑀 = 𝑛. No fibrado 𝑇𝑀 assumimos
uma métrica e o grupo 𝐺 estrutural é considerado como sendo 𝑂(𝑛). Se, além disso, 𝑀
é orientável, 𝐺 pode ser reduzido a 𝑆𝑂(𝑚). Seja 𝐵(𝑀) o 𝐺𝐿(𝑛,R) associado com 𝑇𝑀.
Sejam 𝑡𝑖𝑗 as funções de transição de 𝐵(𝑀) a qual satisfaz a condição de existência
𝑡𝑖𝑗𝑡𝑗𝑘𝑡𝑘𝑖 = 𝐼 𝑡𝑖𝑖 = 𝐼.
Uma estrutura 𝑆𝑝𝑖𝑛 em 𝑀 é definida pelas funções de transição 𝑡𝑖𝑗 ∈ 𝑆𝑝𝑖𝑛(𝑛) →
𝑆𝑂(𝑚). O conjunto de 𝑡𝑖𝑗 define um 𝑆𝑝𝑖𝑛-fibrado principal 𝑃𝑆𝑝𝑖𝑛(𝑀) sobre 𝑀 e dizmos
que 𝑀 admite uma estrutura 𝑆𝑝𝑖𝑛.
Grupos de cohomologia de Čech
Seja Z2 o grupo multiplicativo {−1,+1}. Uma 𝑟-cocadeia de Čech é uma função
𝑓(𝑖0, 𝑖1, . . . , 𝑖𝑟) ∈ Z2, definida em 𝑈𝑖0 ∩ 𝑈𝑖1 ∩ . . . 𝑈𝑖𝑟 ̸= ∅, que é totalmente simétrica sob
uma permutação arbitrária 𝑃 ,
𝑓(𝑖𝑃 (0), . . . , 𝑖𝑃 (𝑟)) = 𝑓(𝑖0, . . . , 𝑖𝑟).
Seja 𝐶𝑟(𝑀,Z2) o grupo multiplicativo das r-cocadeias de Čech. Definimos o operador
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de cobordo 𝛿 : 𝐶𝑟(𝑀 ;Z2)→ 𝐶𝑟+1(𝑀 ;Z2) por
(𝛿𝑓)(𝑖0, . . . , 𝑖𝑟+1) =
𝑟+1∏︁
𝑗=0
𝑓(𝑖0, . . . ,̂︀𝑖𝑗, . . . , 𝑖𝑟+1)
onde a variável abaixo de ̂︀ é omitida. Por exemplo,
(𝛿𝑓0)(𝑖0, 𝑖1) = 𝑓0(𝑖1)𝑓0(𝑖0) 𝑓0 ∈ 𝐶0(𝑀 ;Z2)
(𝛿𝑓1)(𝑖0, 𝑖1, 𝑖2) = 𝑓1(𝑖1, 𝑖2)𝑓1(𝑖0, 𝑖2)𝑓1(𝑖0, 𝑖1) 𝑓1 ∈ 𝐶1(𝑀 ;Z2).
Vemos que 𝛿 satisfaz
(𝛿2𝑓)(𝑖0, . . . , 𝑖𝑟+2) =
𝑟+1∏︁
𝑗,𝑘=1
𝑓(𝑖0, . . . ,̂︀𝑖𝑗, . . . ,̂︀𝑖𝑘, . . . , 𝑖𝑟+2) = 1
pois -1 aparece sempre um número par de vezes na expressão ao lado direito (por exemplo
se 𝑓(𝑖0, . . . ,̂︀𝑖𝑗, . . . ,̂︀𝑖𝑘, . . . , 𝑖𝑟+2) = −1, temos 𝑓(𝑖0, . . . ,̂︀𝑖𝑘, . . . ,̂︀𝑖𝑗, . . . , 𝑖𝑟+2) = −1 a partir da
simetria de 𝑓). Assim, temos provado, para cada r-cocadeia de Čech 𝑓 , que
𝛿2𝑓 = 1.
O grupo dos cociclos 𝑍𝑟(𝑀 ;Z2) e o grupo dos cobordos 𝐵𝑟(𝑀 ;Z2) são definidos por
𝑍𝑟(𝑀 ;Z2) = {𝑓 ∈ 𝐶𝑟(𝑀 ;Z2)|𝛿𝑓 = 1}
𝐵𝑟(𝑀 ;Z2) = {𝑓 ∈ 𝐶𝑟(𝑀 ;Z2)|𝑓 = 𝛿𝑓 ′ , 𝑓 ′ ∈ 𝐶𝑟−1(𝑀 ;Z2)}.
Agora o 𝑟-ésimo grupo de cohomologia de Čech 𝐻𝑟(𝑀 ;Z2) é definido por
𝐻𝑟(𝑀 ;Z2) = ker 𝛿𝑟/ im 𝛿𝑟−1 = 𝑍𝑟(𝑀 ;Z2)/𝐵𝑟(𝑀 ;Z2).
Classes de Stiefel-Whitney
A classe Stiefel-Whitney 𝑤𝑟 é uma classe característica que toma seus valores em
𝐻𝑟(𝑀 ;Z2). Seja 𝑇𝑀 −→𝑀 o fibrado tangente com uma métrica Riemmaniana. O grupo
estrutural é 𝑂(𝑛), 𝑛 = dim𝑀. Assumimos que {𝑈𝑖} é uma cobertura aberta simples de
𝑀 , o que significa que a interseção de qualquer número de abertos básicos é vazio ou
contrátil. Seja {𝑒𝑖𝛼(1 ≤ 𝛼 ≤ 𝑚)} um referencial local ortonormal de 𝑇𝑀 sobre 𝑈𝑖. Temos
𝑒𝑖𝛼 = 𝑡𝑖𝑗𝑒𝑗𝛼 onde 𝑡𝑖𝑗 : 𝑈𝑖∩𝑈𝑗 −→ 𝑂(𝑚) é a função transição. Defina a 1-cocadeia de Čech
𝑓(𝑖, 𝑗) por
𝑓(𝑖, 𝑗) ≡ det(𝑡𝑖𝑗) = ±1.
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Isto é, de fato, um elemento de 𝐶1(𝑀,Z2) pois 𝑓(𝑖, 𝑗) = 𝑓(𝑗, 𝑖). Para a condição de
cociclo 𝑡𝑖𝑗𝑡𝑗𝑘𝑡𝑘𝑖 = 𝐼, verificamos que
𝛿𝑓(𝑖, 𝑗, 𝑘) = det(𝑡𝑖𝑗) det(𝑡𝑗𝑘) det(𝑡𝑘𝑖) = det(𝑡𝑖𝑗𝑡𝑗𝑘𝑡𝑘𝑖) = 1
Consequentemente, 𝑓 ∈ 𝑍1(𝑀,Z2) e definimos um elemento [𝑓 ] em 𝐻1(𝑀 ;Z2). Agora
mostramos que esse elemento é independente do referencial local escolhido. Seja {𝑒𝑖𝛼}
outro referencial sobre 𝑈𝑖 tal que 𝑒𝑖𝛼 = ℎ𝑖𝑒𝑖𝛼, ℎ𝑖 ∈ 𝑂(𝑚). Para 𝑒𝑖𝛼 = 𝑡𝑖𝑗𝑒𝑗𝛼, encontramos
𝑡𝑖𝑗 = ℎ𝑖𝑡𝑖𝑗ℎ−1𝑗 . Se definimos o 0-cocadeia 𝑓0 por 𝑓0(𝑖) ≡ 𝑑𝑒𝑡ℎ𝑖, encontramos que
𝑓(𝑖, 𝑗) = det(ℎ𝑖𝑡𝑖𝑗ℎ−1𝑗 ) = det(ℎ𝑖) det(ℎ𝑗) det(𝑡𝑖𝑗) = 𝛿𝑓0(𝑖, 𝑗)𝑓(𝑖, 𝑗).
Assim, 𝑓 e 𝑓 diferem por um valor exato e assim definem a mesma classe de cohomologia
[𝑓 ].
Esse elemento especial 𝑤1(𝑀) ≡ [𝑓 ] ∈ 𝐻1(𝑀 ;Z2) é dito a primeira classe de Stiefel-
Whitney.
Teorema A.0.8. Seja 𝑇𝑀 −→ 𝑀 o fibrado tangente com métrica Riemanniana. 𝑀 é
orientável se, e somente se, 𝑤1(𝑀) é trivial.
De posse deste teorema uma pergunta natural que surge é a seguinte generalização,
dada uma 𝐺-estrutura (isto é, o fibrado de referenciais 𝐵(𝑀) é um 𝐺-fibrado principal)
em 𝑀 qual é a obstrução topológica para que o 𝐺 fibrado de referenciais levante para
um ?˜?-fibrado principal, onde ?˜? é o recobrimento universal de 𝐺? A demonstração do
caso em que o núcleo de 𝜆 : ?˜? → 𝐺 é Z2 desse fato é, ipsis litteris, a do teorema acima
e a conclusão é a mesma. O resultado ainda é valido quando o núcleo da apliação de
recobrimento está contido em Z.
O teorema mostra que a primeira classe de Stiefel-Whitney é uma obstrução para a
orientabilidade. Em seguida, definimos o segunda classe de Stiefel-Whitney. Suponha
que 𝑀 é uma 𝑛−dimensional variedade orientável e 𝑇𝑀 é seu fibrado tangente. Para a
função transição 𝑡𝑖𝑗 ∈ 𝑆𝑂(𝑛), consideramos o levantamento 𝑡𝑖𝑗 ∈ 𝑆𝑝𝑖𝑛(𝑛) tal que
𝜙(𝑡𝑖𝑗) = 𝑡𝑖𝑗 𝑡𝑗𝑖 = 𝑡−1𝑖𝑗
onde 𝜆 : 𝑆𝑝𝑖𝑛(𝑛) → 𝑆𝑂(𝑛) é a aplicação de recobrimento (note que temos uma opção
𝑡𝑖𝑗 ↔ 𝑡𝑖𝑗 ou −𝑡𝑖𝑗). Este levantamento sempre existe localmente. Como
𝜙(𝑡𝑖𝑗𝑡𝑗𝑘𝑡𝑘𝑖) = 𝑡𝑖𝑗𝑡𝑗𝑘𝑡𝑘𝑖 = 𝐼
temos 𝑡𝑖𝑗𝑡𝑗𝑘𝑡𝑘𝑖 ∈ ker𝜙 = {±}. Para 𝑡𝑖𝑗 defina um 𝑆𝑝𝑖𝑛-fibrado sobre 𝑀 , eles devem
satisfazer a condição de cociclo,
𝑡𝑖𝑗𝑡𝑗𝑘𝑡𝑘𝑖 = 𝐼.
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Defina a 2-cocadeia de Čech 𝑓 : 𝑈𝑖 ∩ 𝑈𝑗 ∩ 𝑈𝑘 −→ Z2 por
𝑡𝑖𝑗𝑡𝑗𝑘𝑡𝑘𝑖 = 𝑓(𝑖, 𝑗, 𝑘)𝐼.
É uma conta verificar que 𝑓 é simétrico e fechado. Assim, 𝑓 define um elemento
𝑤2(𝑀) ∈ 𝐻2(𝑀,Z2) chamado a segunda classe de Stiefel-Whitney. Pode ser mostrado
que 𝑤2(𝑀) é independente do referencial local escolhido.
Teorema A.0.9. Seja 𝑇𝑀 o fibrado tangente sobre uma variedade orientável 𝑀 . Existe
um 𝑆𝑝𝑖𝑛-fibrado sobre 𝑀 se, e somente se, 𝑤2(𝑀) é trivial.
Exemplo A.0.10.
𝑤2(C𝑃𝑚) =
⎧⎨⎩ 1 𝑚 ímpar𝑥 par
𝑤1(𝑆𝑚) = 𝑤2(𝑆𝑚) = 1
𝑤1(
∑︁
𝑔
) = 𝑤2(
∑︁
𝑔
) = 1
∑︀
𝑔 sendo a superfície de Riemann de gênero 𝑔.
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Apêndice B
O operador estrela de Hodge e suas
propriedades
Acrescentamos esse apêndice para tentar deixar o texto o mais autocontido possível.
Aqui introduzimos o operador de Hodge e listamos algumas de suas principais proprieda-
des.
O operador estrela de Hodge sobre espaços vetoriais
O operador de Hodge é um isomorfismo *𝑘 : Λ𝑘(𝑉 ) → Λ𝑛−𝑘(𝑉 ) bem particular.
Considerando as dimensões dimΛ𝑘(𝑉 ) = dimΛ𝑛−𝑘(𝑉 ) vemos que existe um isomorfismo
destes espaços. O teorema que segue garante a existência de um isomorfismo natural, o
qual chamamos de estrela de Hodge.
Teorema B.0.11 (Existência do operador de Hodge). Seja 𝑉 um espaço vetorial com
produto interno orientado e 𝑑𝑉 o elemento de volume associado. Então para cada 0 ≤
𝑘 ≤ 𝑛, existe precisamente um isomorfismo *𝑘 : Λ𝑘(𝑉 )→ Λ𝑛−𝑘(𝑉 ) satisfazendo 𝜔 ∧ *𝜂 =
⟨𝜔, 𝜂⟩Λ𝑘𝑑𝑉.
Teorema B.0.12 (Propriedades do operador de Hodge). Seja 𝑉 um espaço vetorial com
produto interno orientado. O operador de Hodge satisfaz
• *𝜂 ∧ 𝜔 = ⟨𝜂, 𝜔⟩Λ𝑘𝑑𝑉 = ⟨𝜔, 𝜂⟩Λ𝑘𝑑𝑉 = 𝜔 ∧ *𝜂 para todos 𝜂, 𝜔 ∈ Λ𝑘(𝑉 ).
• Seja 𝜎 ∈ 𝑆𝑛 uma permutação com 𝜎(1) < . . . < 𝜎(𝑘) e 𝜎(𝑘 + 1) < . . . < 𝜎(𝑛).
Então *(𝑣𝜎(1)∧ . . .∧𝑣𝜎(𝑘)) = 𝑠𝑔𝑛(𝜎)𝑣𝜎(𝑘+1)∧ . . .∧𝑣𝜎(𝑛) onde {𝑣1, . . . , 𝑣𝑛} é uma base
orientada de 𝑉. Em particular, *(𝑣1 ∧ . . . ∧ 𝑣𝑘) = 𝑣𝑘+1 ∧ . . . ∧ 𝑣𝑛.
• *1 = 𝑑𝑉, *𝑑𝑉 = 1.
• *𝑛−𝑘*𝑘 = (−1)𝑘(𝑛−𝑘)1Λ𝑘(𝑉 ).
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• ⟨𝜔, 𝜂⟩ = ⟨*𝜔, *𝜂⟩ para todos 𝜔, 𝜂 ∈ Λ𝑘(𝑉 ).
As demonstrações desses teoremas podem ser encontradas em [10]. Definimos o opea-
dor de Hodge sobre as k-formas de uma variedade 𝑀 por
Definição B.0.13. Para cada 0 ≤ 𝑘 ≤ 𝑛 *𝑘 : Ω𝑘(𝑀)→ Ω𝑛−𝑘(𝑀) por *𝑘,𝑝 : Λ𝑘(𝑇𝑝𝑀)→
Λ𝑛−𝑘(𝑇𝑝𝑀) para cada 𝑝 ∈𝑀.
