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Abstract
We present a spline approximation method for a piece of a surface where jump discontinuities occur along curves. The data for
the surface is assumed to be Fourier coefﬁcients which are limited in order and possibly contaminated with noise. The support of
the approximation is bounded by three sides of a rectangle with a fourth boundary possibly curved. Discontinuities of the surface
may occur across the curved side and linear sides adjacent to it. The approximation uses a small number of lines through the support
and parallel to the straight boundary lines that are adjacent to the curve. Along each line a one-dimensional spline approximation
is done for a section of the surface over the line. This approximation uses two-dimensional Fourier coefﬁcient data, localizing
spline functions, and a technique which we developed earlier for one-dimensional analogues of the problem. We use a spline quasi-
interpolation scheme to create a surface approximation from the section approximations. The result is accurate even when the surface
is discontinuous across the curved boundary and adjacent side boundaries.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
In earlier work [9], we used splines with small support to approximate a function of one variable, given low order,
possibly noisy Fourier coefﬁcients of f, and given knowledge that discontinuities of f are not interior to the desired
support. We called the approximation local because behavior of the function outside the support has little inﬂuence
on the result. The present paper is an account of a related essentially local method we have developed for surface
approximation.We assume approximation is desired over a region bounded by three sides of a rectangle, with the fourth
side possibly curved. Jump discontinuities are possible across the curved side and sides adjacent to it. Discontinuity
across the curved boundary is a particular challenge for accurate reconstruction from Fourier information.
Other authors, e.g., [2–5] have treated one-dimensional approximations to functions with discontinuities given
Fourier coefﬁcient information. To our knowledge, the only published method which deals with two-dimensional
approximation with jump discontinuities given Fourier information is that found in [3]. That method requires the
discontinuities to be across lines parallel to the coordinate axes. It seems that our method in [9] could be extended
to a two-dimensional context with discontinuities only across curves parallel to the axes similarly to the way in
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which [3] is an extension of [5]. Neither [3] nor such an extension of [9] could be accurate when the region contains
in its interior a true curve across which jump discontinuities occur. For such problems, the one-dimensional meth-
ods to which these extensions reduce would encounter interior jump discontinuities, which they could not represent
accurately.
The purpose of the present paper is to develop a method which reconciles the fundamentally rectangular construction
of two-dimensional Fourier analysis with the desire for accurate approximation when jumps across curves are present.
We proceed as follows. Let the support region be C = {(x, y) : axb, (x)y}, a <b, (x)< , for constants
a, b, .We use themethod of [9] along lines parallel to the y-axis by embedding the context of [9] in the two-dimensional
context here. To do this we introduce spline functions d(x) such that for a function g with reasonable smoothness
except at discontinuities,
∫
d(x)g(x) dx approximates g() well even if it is a left or right value at a discontinuity. 
itself is a smooth spline and so the integral can be evaluated accurately using limited order Fourier coefﬁcients of g.
If a spline spaceH, say, appears in [9], a space {(x)h(y) : h ∈H} of two-variable tensor splines appears here and
plays essentially the same role; here  = d(x)/‖d‖ where ‖ ‖ is the usual L2-norm. Introduction and development
of these special tensor-spline spaces is one of the main technical ways in which the present work extends [9]. A major
objective in [8,9] is to produce methods which are robust in the presence of noise in the Fourier coefﬁcients. In [8]
we present a study which shows that the method in [2] can be signiﬁcantly perturbed by noise in the coefﬁcients, and
shows that the method in [5] can also be perturbed signiﬁcantly near boundaries, somewhat less seriously away from
them. In [8,9], and in the present work, we prove boundedness of the approximation operators, which proves robustness
in general, and we illustrate this robustness by examples.
2. Local approximation, given x-section information
We will describe a method for approximating a function f (x, y) on a curvilinear quadrilateral C bounded by
x = a, x = b with a <b, by the curve y = (x), and by the line y =  with (x)<  for x ∈ [a, b]. The function is
assumed to be integrable on a larger region containing C, and to be smooth on C. For our error results in Section 3, we
also assume f is smooth slightly above y =  and that aside from a jump discontinuity across y = (x), smooth slightly
below that curve. For ﬁxed x ∈ [a, b] we will use essentially the approach in [9] to approximate the x-section of f at
x i.e., f (x, y), as function of y. This approximation will be carried out by an operator xˆ such that xˆ(f )(y) ≈ f (x, y)
which we call an x-section approximator and develop in Section 3.
In the remainder of this section we discuss construction of surface approximations, given x-section approximators.
Thus, deﬁne (f )(x, y) = xˆ(f )(y) and note that in fact it approximates f (x, y). If more than a few x-values must
be considered, direct use of (f ) would be very inefﬁcient. To give a practical surface approximation, we will use a
quasi-interpolation scheme in x that approximates (f )(x, y), and thus f (x, y), using a small number of approximate
x-sections. To that end, letA be a linear space of splines of order m (degree m− 1) deﬁned on the interval [a, b] with
b-spline basis a1, a2, . . . , an, nm. Let x1 <x2 < · · ·<xd , dn, be points in [a, b]. Let Q be a quasi-interpolation
operator mapping from C[a, b] to A, using values at the xi . That is, there are real-valued functions q1, q2, . . . , qn
of d real variables, such for a given function g ∈ C[a, b], Q(g)(x) =∑nj=1qj (g(x1), g(x2), . . . , g(xd))aj (x) (see
[1] for detailed discussion of quasi-interpolants). In our application, the functions g will result from evaluating (f )
along certain curves in the region C. Namely, each point (, ) in C lies on a curve y = r(, )(x) where r is a convex
combination
r(, )(x) =
(
1 − − ()
− ()
)
(x) + (− ())
− () 
of (x) and . Now we view (f )(x, r(, )(x)) as a function of x to which we apply the operator Q, thereby deﬁning
our approximation operator:
A(f )(, ) = Q((f )(x, r(, )(x)))().
We note that in this deﬁnition, the variable x is associated with the action of Q, and Q requires only the values
x1, x2, . . . , xd . Thus only the x-sections x̂j (f ) corresponding to these x-values must be computed. Fig. 1 shows a
particular r(, ) crossing the x-sections in a particular case.
We conclude this section with a theorem which gives error estimates for the operator A. Write xˆ(f )(y)= f (x, y)+
(x, y) and let j (y) = (xj , y), 1jd , for (xj )y. The error estimates are in terms of smoothness of f and
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Fig. 1. x-sections and a curve y = r(, )(x).
, of data error, and of the j . Let ‖ ‖∞ for functions, vectors, and operators, have its usual meaning. Let 	A be the
maximum distance between adjacent knots for members ofA. Let 
 be a function representing error in the available
information about f.
Theorem 2.1. Assume the ai which spanA are all the b-splines on a set of knots in [a, b], all knots being simple except
for knots at a and b which are m-fold multiple (thus full discontinuity at a and b,maximal continuity elsewhere).Assume
that the xj and qk are such that if j is the functional g → qj ((g(x1), g(x2), . . . , g(xd))), then j (ai)=1, j=i=0, j =
i. Assume f and  are C(m) on C and on [a, b], respectively. Then ‖(A(f + 
)− f )‖∞(1 + maxj {‖qj‖∞})K 	mA +
maxj {‖qj‖∞}(maxj {‖j‖∞} + maxx{‖xˆ‖∞}‖
‖∞) where K depends only on m, the qj , and derivatives of f and  of
order m.
Proof. Let g(x)= f (x, r(, )(x)), g(x)= (x, r(, )(x)), and let g
(x)= (
)(x, r(, )(x)). Then we can write
A(f + 
)(, ) = Q(g)() + Q(g)()) + Q(g
)(). Now Q(g)() − f (, ) = Q(g)() − g(). Let ag be the best
‖ ‖∞ approximation to g from A. Since j (ai) = 1, j = i = 0, j = i, it follows that ag = Q(ag) and then that
‖Q(g) − g)‖∞‖Q‖∞‖g − ag‖∞ + ‖g − ag‖∞. Now g is C(m) on [a, b] by our hypotheses on f and . Standard
spline theory [6] asserts that, for a constant K0 depending only on m, ‖ag − g‖∞M0 where M0 = K0 	mA‖g(m)‖∞.
Thus |Q(g)() − g()|(‖Q‖∞ + 1)M0. Considering the chain rule, ‖g(m)‖∞ can be bounded by a polynomial
of degree m in derivatives of order m of f (x, y) and , with integer coefﬁcients independent of f and . Now
‖Q(g)()‖∞‖Q‖∞maxj {‖j‖∞}, and ‖Q(g
)()‖∞‖Q‖∞‖‖∞‖
‖∞. We see that ‖Q‖∞ = maxk{‖qk‖∞}
and ‖‖∞ = maxx‖xˆ‖∞. 
3. Approximating x-sections
Below we develop an operator which, given an x-value , maps f (x, y) to an approximation of the x-section f (, y).
LetV be a real linear space of complex-valued bounded integrable functions on a square J × J , where J is a closed
interval with interior. The inner product and norm onV are 〈f, g〉 = ∫
J
∫
J
f (x, y)g(x, y) dy dx and ‖f ‖ = 〈f, f 〉1/2.
Vx and Vy are spaces of functions of x (y) ∈ J . For each v ∈ Vx , viewed as constant in y, we assume v ∈ V;
symmetrically for members ofVy . For v1, v2 ∈ Vx , we deﬁne 〈v1, v2〉x =
∫
J
v1(x)v2(x) dx, ‖v1‖x = 〈v1, v1〉1/2x ;
similarly for 〈 , 〉y , ‖ ‖y onVy . For each vx ∈Vx and each vy ∈Vy , we assume vxvy ∈V. For each u ∈Vx and
each v ∈V we assume that 〈u, v〉x , as function of y and constant function of x, is inV.
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LetS,H be ﬁnite-dimensional subspaces of an inner product space with inner product 〈 , 〉. We sayS is a faithful
projection ofHif the orthogonal projector S forS, restricted toH, is one-to-one and ontoS, and deﬁne S† to be the
inverse of the restriction of S toH.
Lemma 3.1. S is a faithful projection ofH if and only if there exists < 1 such that ‖(I −S)h‖‖h‖ for all h ∈H.
Proof. For h ∈ H, ‖h‖2 = ‖S(h)‖2 + ‖(I − S)h‖2. Thence, if  exists as above, then S(h) = 0 implies h = 0. On
the other hand, h → ‖Sh‖ is continuous on the compact set {h : ‖h‖ = 1}. If S is one-to-one, ‖Sh‖ must be bounded
above 0 on this set, and the existence of  follows. 
Supposing S is a faithful projection ofH, let  : H → R be a linear functional. An S-representer of  is an
s ∈ S such that 〈h, s〉 = (h) for all h ∈H. One easily veriﬁes that such s exists, is unique, and can be constructed
as follows: let s1, s2, . . . , sn be an orthonormal basis forS; then s =∑nj=1(S†(sj ))sj . Later we will exploit the fact
that whenS consists of smooth functions, the action ofS-representers can be well approximated from limited order
Fourier information. Such approximation would likely not be accurate for representers belonging toH itself sinceH
is expected to contain nonsmooth functions.
LetSx,Hx be ﬁnite dimensional subspaces ofVx ,Sy,Hy ﬁnite dimensional subspaces ofVy . In applications
Sx andSy are smooth spline spaces whileHx andHy are spaces of splines allowing discontinuities at endpoints.
We assume thatSy andHy have the same closed interval as support, and we deﬁne Ly by (Lyv)(y) = v(y) for y in
that support, (Lyv)(y)=0 for y outside that support. We assumeSx is a faithful projection ofHx , andSy is a faithful
projection ofHy ; let Sx and Sy be the orthogonal projectors on Sx, Sy , respectively. By assumption and Lemma
3.1, there is a < 1 such that ‖(I − Sy)h)‖‖h‖ for all h ∈Hy . For a ﬁxed  ∈ J , let d be theSx-representer of
the functional h → h() onHx (h(+) or h(−) if  is a left or right end of J). Let  = d/‖d‖x . We will use the
notation ∗ for the functional f → 〈f, 〉x and the notation d∗ for f → 〈f, d〉x . Let G be the space {s : s ∈Sy}
and let G be the orthogonal projector on G. LetH be the space {h : h ∈Hy}.
Lemma 3.2. LetWy be a closed subspace ofVy with orthogonal projector Wy . LetW = {w : w ∈ Wy}. Then
the formula Wv = Wy(∗v), v ∈V, represents the orthogonal projector onW.
Proof. Let v ∈ V, w ∈ Wy , w ∈ W. Noting w ∈ Wy , we have 〈Wv, w〉 = 〈〈Wy〈, v〉x, w〉y, 〉x =
〈Wy〈, v〉x, w〉y = 〈〈, v〉x, w〉y . On the other hand, 〈v, w〉 = 〈〈v, 〉x, w〉y . Thus 〈v − Wv, w〉 = 0, whence
our result. 
As an easy consequence of the previous and the assumption about :
Lemma 3.3. ‖(I − G)h‖‖h‖ for all h ∈H.
We assume there is a bijective inner-product-preserving linear mapping  onV such that (v)(, y)= v(, y) for
all v ∈ V. We will discuss the importance of speciﬁc instances of  in the remark following Theorem 3.2. The data
for our x-section approximations will be, effectively, the image of a function f under an orthogonal projector F, in our
application a Fourier projector. We assume  exists with 0< 1, such that ‖(I − F)s‖‖s‖ for all s ∈ (G). In
Section 4 we will show how  can be assessed in speciﬁc spline realizations. It will be convenient to deal with the
operator P =−1F instead of F.
Lemma 3.4. P is an orthogonal projector. ‖(I − P)g‖‖g‖ for all g ∈ G, and P is one-to-one on G.
Proof. We verify easily that P is an orthogonal projector since F is and since and−1 preserve inner products. Let
g ∈ G. ‖(I − P)g‖2 = ‖g‖2 − ‖Pg‖2 = ‖g‖2 − ‖Fg‖2 = ‖(I − F)g‖22‖g‖2 = 2‖g‖2. It follows that
I − P is as claimed, from which follows that P is one-to-one on G. 
As in [9], we letR=P(G), R its orthogonal projector, and let R† be the inverse of R mapping back to G. We deﬁne
AG = R†R, AH = G†G and deﬁne our x-section approximator as the operator ˆ:
ˆ(f ) = d∗ (AH (AG(−1F(f )))).
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In the theorem below we establish norm bounds and accuracy estimates for this operator. To shorten notation we deﬁne
G⊥ = I − G, P⊥ = I − P .
Theorem 3.1. Let Ky be a constant such that ‖h‖∞Ky‖h‖y, h ∈ Hy . Recall |J | is the side length of the square
supporting V. Let M = Ky |J |2. Then the operator norm ‖ˆ‖∞ satisﬁes,
‖ˆ‖∞‖d‖xM(1 − 2)−1/2(1 + (1 − 2)−1). (1)
Write (−1f )(x, y) = f (, y) + e(x, y). Let ey = (Ly − Hy)f (, y). Then ˆf (x, y) = f (, y) + (x, y) where,
‖‖∞‖ey‖∞M((1 − 2)−1/2 + 1) + ‖Ge‖∞‖d‖xM(1 − 2)−1/2
+ (1 − 2)−1(‖P⊥G⊥f (, y)‖∞ + ‖P⊥G⊥e‖∞)M(1 − 2)−1/2. (2)
Proof. To apply Theorem 2.3 in [9], we take the spaceS there to be G here. We take the spaceL there to be space
{Lyv : v ∈ Vy} with its orthogonal projector L, and the space H there to be H deﬁned above, with operator
H in [9] being the orthogonal projector H onH here (see Lemma 3.2 for detail on L and H). Denote the operator
v − >AH(AG(Pv)) by AHG. To prove (1), let f0 = −1f . Then ‖AH(AG(−1Ff ))‖ = ‖AHG(Pf 0)‖ and by [9],
Theorem 2.3, (1), applied with f0 in place of  there,
‖AHG(f0)‖(1 − 2)−1/2(‖Gf 0‖ + ‖P⊥G⊥f0‖(1 − 2)−1). (3)
Now ‖Gf 0‖‖f0‖, ‖P⊥G⊥f0‖‖f0‖, and ‖f0‖ = ‖f ‖. And, ‖ˆ(f )‖y = ‖d‖x‖AH(AG(−1Ff ))‖. Thus
‖ˆf ‖y‖d‖x(1 − 2)−1/2(1 + (1 − 2)−1/2)‖f ‖. (4)
Since ‖ˆf ‖∞Ky‖ˆf ‖y and ‖f ‖ |J |2‖f ‖∞, (1) follows easily from (4).
To prove (2), denote f (, y) by f, note f = f so that ˆf = ˆf + ˆe, write ˆf = f +  where  = ˆf −
Hyf + Hyf − f + ˆe and get
‖‖y‖ˆf − Hyf‖y + ‖Hyf − f‖y + ‖ˆe‖y . (5)
Noting ‖d‖ ∗f = f we ﬁnd that ‖ˆf − Hyf‖y = ‖Hyf − ˆf‖ = ‖H(‖d‖xf) − ˆf‖. And we ﬁnd
that ˆf = d∗AHGf = AHG(‖d‖xf). Thus ‖ˆf − Hyf‖y = ‖d‖x ‖Hf  − AHGf‖. Theorem 2.3, (2) in
[9] asserts that
‖Hf  − AHGf‖(1 − 2)−1/2(‖Hf  − Lf ‖ + ‖P⊥G⊥f‖(1 − 2)−1).
Since ‖d‖x ‖Hf  − Lf ‖ = ‖Hyf − Lyf‖ = ‖Hyf − Lyf‖y = ‖ey‖y ,
‖ˆf − Hyf‖y(1 − 2)−1/2(‖ey‖y + ‖d‖x ‖P⊥G⊥f‖(1 − 2)−1). (6)
Next we apply (3) with e in place of f0, note that ‖ˆe‖y = ‖d∗AHG(e)‖y = ‖d∗‖x‖AHG(e)‖, and obtain
‖ˆe‖y‖d‖x(1 − 2)−1/2(‖Ge‖ + ‖P⊥G⊥e‖(1 − 2)−1). (7)
Now we use (6), (7), and ‖Hyf − Lyf‖y = ‖ey‖y in (5), collect terms, and rearrange terms, to get
‖‖y‖ey‖y((1 − 2)−1/2 + 1) + ‖Ge‖ ‖d‖x(1 − 2)−1/2
+ (1 − 2)−1‖d‖(‖P⊥G⊥f‖ + ‖P⊥G⊥e‖))(1 − 2)−1/2.
We get (2) from this just as we got (1) from (4). 
The above shows that ˆf will be a good approximation to f (, y) providedHy can approximate Lyf (, y) well
so that ‖ey‖∞ is small, provided ‖Ge‖∞ is small, and provided  is small. Section 4 presents a theory for bounding .
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We will address bounds for ‖ey‖∞ and ‖Ge‖∞ in the following theorem. In its statement we will establish a speciﬁc
spline space context for construction of the x-section approximators x̂j in Section 2. We continue with notations and
assumptions introduced and further specialize to the context of Section 2. We take  above to be a particular xj as in
Section 2. We deﬁne  by (v)(x, y) = v(x, y − (x − xj )) where  is a numerical value.
Theorem 3.2. Let J = [a, b]. Let Ij = [lj , rj ] ⊆ J have width 	x and xj ∈ Ij . Let Cˆ = C ∪ {(x, y) : x ∈
Ij , (xj ) − ||	xy + ||	x} and suppose Cˆ ⊆ J × J . Assume f (x, y) is C(m) in Cˆ except for possible jump
discontinuity across the curve . Assume (x) is C(m). Let Sx andHx be mth order spline spaces with support Ij .
LetSy andHy be spline spaces and have as support the interval [(xj ), ]. Let 	y be the maximum knot spacing for
Hy . Let members ofHx andHy have knots of m-fold multiplicity at the ends of their supports (possible discontinuity
to all orders at those points), and maximal continuity (C(m−2)) at other knots. Let the members of Sx and Sy have
maximal continuity at all knots, including endpoints of support. LetSx andSy be faithful projections ofHx andHy .
Then ey(y) and e(x, y) of Theorem 3.1 satisfy
(1) ‖ey‖∞K1	my for some constant K1 independent of 	y ,
(2) ‖Ge‖∞‖dxj ‖xK2	mx for some constant K2 independent of 	x .
Proof. Weassumewithout loss of generality thatxj=0 and simplify notation. Toprove (1), sincef (0, y) isCm, standard
spline theory [6] asserts ‖ey‖ is O(	my ). By the main result in [7], ‖ey‖∞Ky‖ey‖ for some constant Ky independent
of 	y . To prove (2), let s ∈ Sy . Then s(y)e(x, y) has bounded integrable (m − 1)th derivative for almost all y (note
smoothness and bounded support of s), and jump discontinuity across 0(x)= (x)+ x. Let E(x)= 〈s(y), e(x, y)〉y .
We then may write
E(x) =
∫ 0(x)
−∞
s(y)e(x, y) dy +
∫ ∞
0(x)
s(y)e(x, y) dy
and verify that each integral, and thusE(x), isCm. By standard spline theory [6],E(x) has an approximationp(x) ∈Hx
such that‖E(x)−p(x)‖∞=O(	mx ).E(0)=〈s, e(0, y)〉y=0, sop(0)=O(	mx ).We canwrite 〈d0s, e〉=〈d0, p〉x+〈d0, r〉x
where r(x) = E(x) − p(x) and d0 is the Sx-representer of evaluation at 0 for members ofHx . 〈d0, p〉x = p(0) =
O(	mx ). |r(x)|	mx Kr where Kr is independent of 	x . By a scaling argument, d0(x) = 	−1x d(x/	x) where d is the
representer of evaluation at 0 when 	x = 1. Then |〈d0, r〉|
∫
	−1x |d(x/	x)|	mx Kr dx = 	mx Kr
∫ |d(t)| dt . Letting s
be each of an orthonormal basis sk for Sy , we ﬁnd ‖Ge‖ ‖d0‖ = (∑〈d0sk, e〉2)1/2 = O(	mx ). As above for ‖ey‖∞,
‖Ge‖∞ ‖d0‖Kx‖Ge‖ ‖d0‖ where Kx is independent of 	x . 
Remark about . We recommend  ≈ −(d/dx)(xj ). To explain this, we continue the notations and assumptions
of the proof of Theorem 3.2. Now in ‖Ge‖ = (∑〈d0sk, e〉2)1/2, at least one term 〈d0sk, e〉 is a sum of terms which
include 〈d0, e〉 where  is a multiple of an mth order b-spline with (xj ) at the left end of its support. Because of
the jump discontinuity across 0 and the continuity conditions required for e(x, y) and , we ﬁnd that 〈, e(x, y)〉y ,
as a function of x, is O(xn0(x)m) where n is a nonnegative integer. Letting  = (d0/dx)(0) = (d/dx)(0) + , we
conclude that 〈, e(x, y)〉y =O(mxn+m). In evaluating 〈d0, e〉, terms 〈d0, xq〉x are 0 for integers 1qm. The term
〈d0, 〈, e(x, y)〉y〉x is, however, simply O(m). Computational experience suggests this can be a major contributor of
error unless || is small. || ≈ 0 is our recommendation.
4. Errors in spline-from-Fourier approximation
The purpose of this section is to get an estimate for  of Section 3. This estimate is the square root of the multiplier
of ‖f‖2 in Theorem 4.1 below. > 0 is the scale factor in scaling transformations. They occur because the spline
spaces approximating xj -sections of f are supported in y between (xj ) and  (see Section 2), 1jd, and  accounts
for the scaling of this support relative to the ﬁxed support length for the x support. Letting N be a positive integer
bounding the order of available Fourier coefﬁcients, Theorem 4.1 below implies that  = O((/N)m−1/2). Large 
corresponds to narrow supports, perhaps requiring largerN to keep this error contribution small.  is the slope in shearing
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transformations inducing operators  as in Section 3. It is included here because  is a bound for ‖f − Pf ‖/‖f ‖ for
certain f, while Pf =−1Ff with F the usual Fourier projector.
We give some further deﬁnitions and hypotheseswhichwill be in force in this section. Thus:m2 is the order (degree
+ 1) of splines. T > 0 is the period for Fourier expansions. The tj , 1jn satisfy −T/2< t1 < t2 < · · ·< tn <T/2.
d(x), s(x) are mth order spline functions with knots at the tj , support in [t1, tn], and maximal continuity (Cm−2) at the
knots. s is the scaled function s(x); we assume−T/2< t1/, tn/<T/2. g˜() denotes
∫ T/2
−T/2 g(x) exp(−2ix/T )
dx for a function g(x) integrable on (−T/2, T /2).
We also note the following standard deﬁnitions: x is the greatest integer x (ﬂoor of x). x is the least integer
x (ceiling of x). ‖f ‖ means (∫ |f |2)1/2 for a complex valued function f and the integral over the appropriate domain.
Lemma 4.1. There is a constant C > 0 depending only on m, the knots tj , and T, such that |s˜()| ||−mC‖s‖.
Consequently, for ||< 1,
∞∑
j=N+1
|s˜(j − )|2 C
22m−1‖s‖2
(2m − 1)(N − 1/2)2m−1 .
The same bound holds for∑−∞j=−N−1|s˜(j − )|2.
Proof. Integrating by parts, we get
s˜() = −m
∑
j
(T /(2i))mjump(Dm−1s, tj ) exp(−2itj /T ),
where jump(Dm−1s, tj ) is the jump of Dm−1s at tj . s belongs to the space of mth order splines supported in [t1, tn],
knots at the tj , and continuity Cm−2. This space is ﬁnite dimensional so each linear functional s → jump(Dm−1s, tj ),
is ‖ ‖-bounded. The bound on |s˜()| follows. Now |s˜()| =−1|s˜(/)| m−1||−mC‖s‖, −1‖s‖2 =‖s‖2, and
∞∑
j=N+1
1
(j − )2m 
∫ ∞
N+1
1
(t − − 1/2)2m dt
1
(2m − 1)(N − 1/2)2m−1 .
The bound follows for
∑∞
j=N+1|s˜(j −)|2. The bound for
∑−∞
j=−N−1|s˜(j −)|2 holds since
∑∞
j=−N−1(j −)−2m=∑∞
j=N+1(j + )−2m. 
Theorem 4.1. LetM be an integer such thatM(1+||)N andM max{, 1}N . LetFM be the orthogonal projector
on two-variable trigonometric polynomials of order M . With notations as deﬁned above, let f (x, y) = d(x)s(y).
For a variable z, deﬁne [T ](z) = z − z/T + 1/2T (shifted z modulo T). Let f(x, y) = f (x, [T ](y)), f(x, y) =
f (x, [T ](y − x)). Then
‖(I − FM)(f)‖2 2C
2(1 + 2m−1)
(2m − 1)(N − 1/2)2m−1T ‖f‖
2
.
Proof. Let
cp,q =
∫ T/2
−T/2
∫ T/2
−T/2
f (x, [T ](y − x)) exp(−2i(px + qy)/T ) dy dx.
By an easy calculation, cp,q = d˜(p + q)s˜(q). Assume ﬁrst that 0. For q ﬁxed with 0qM ,
∑
|p|>M
|cp,q |2
⎛
⎝ ∑
p−q−N
|d˜(p + q)|2 +
∑
p>−q+N
|d˜(p + q)|2
⎞
⎠ |s˜(q)|2.
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Fig. 2. Two pieces, larger surface.
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Fig. 3. Error, no noise.
Write p + q = j −  where j = p + q, = q − q. Then j <−N or j >N . By Lemma 4.1 applied to d with
= 1, we can write
∑
|p|>M
|cp,q |22 C
2‖d‖2
(2m − 1)(N − 1/2)2m−1 |s˜(q)|
2
.
For q ﬁxed, < 0, and |q|M , a similar argument applies, now with j = p + q. By Parseval’s inequality,∑|q|M
|s˜(q)|2T ‖s‖2. Thus
∑
|p|>M and |q|M
|cp,q |22 T C
2‖d‖2
(2m − 1)(N − 1/2)2m−1 ‖s‖
2
.
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Fig. 4. Error, 2% noise.
Next,
∑
p|cp,q |2 = (
∑
p|d˜(p + q)|2)|s˜(q)|2, for ﬁxed q, |q|>M . d˜(p + q) is the pth Fourier coefﬁcient of the
function(x)=exp(−2iqx/T )d(x), and ‖‖=‖d‖. Then using Plancherel’s identity,∑p|cp,q |2=T ‖d‖2|s˜(q)|2.
Applying Lemma 4.1 to s (= 0), we obtain∑
|q|>M
|cp,q |22T ‖d‖2 C
2‖s‖22m−1
(2m − 1)(N − 1/2)2m−1 .
We add this to the inequality obtained for
∑ |cp,q |2 when |p|>M and |q|M , note that ‖d‖2‖s‖2 =‖f‖2 =‖f‖2
and that
‖FM(f)‖2 =
∑
|p|>M or |q|>M
T −2|cp,q |2
and get the result when 0. For < 0, apply the previous to the function f (−x, [T ](y − ||x)). Let c−p,q be its
(p, q)th Fourier coefﬁcient and let cp,q be that of f (x, [T ](y − x)). c−p,q = c(−p),q so∑
|p|>M or |q|>M
|cp,q |2 =
∑
|p|>M or |q|>M
|c−p,q |2.
f (−x, [T ](y − ||x))= d(−x)s([T ](y − ||x)). ‖d(−x)‖ = ‖d(x)‖.˜d(−x)()= d˜(−), so |˜d(−x)()| satisﬁes
the same bound as |d˜()| . Thus the sum for |c−p,q |2 satisﬁes the same bound as that for the sum for |cp,q |2 when
0. 
5. Examples
As examples we show the method approximating two pieces of a larger surface, as shown in Fig. 2. The larger surface
is constructed as follows: four separate functions of form p(x)q(y), p, q quadratic, on [0, 1]×[0, 1] are scaled, shifted,
and added, forming a function g(x, y) on the rectangle {(x, y) : −1x1, −1y1}, with jump discontinuities
along the axes y=0 and x=0. The function f (x, y)=g(x, y−(x)) is then formed, where (x)= 18 +x2/4; thus f has
a jump discontinuity along y = (x), and f is piecewise polynomial of degree 4 in x, degree 2 in y. The two pieces are
indicated by dark shading on the curved portions in Fig. 2. They are supported over {(x, y) : −0.4x0, (x)y 35 },
and {(x, y) : 0.6x1, (x)y 45 }.
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The Fourier coefﬁcients available to the method are produced as follows: f is convolved with a “spike” consisting
of a tent-function on the square [− 132 , 132 ] × [− 132 , 132 ], resulting in a function h(x, y). Uniformly distributed random
numbers are added to samples of h(x, y) on a 256 by 256 grid in [0, 1] × [0, 1], creating an array h
. The range of
the numbers is such that discrete 2-norm of the noise array constitutes r
% of the discrete 2-norm of the sample array
from h where r
 is chosen to be 0 and 2 here. The discrete Fourier transform of the array h
 is then divided by the
discrete Fourier transform of the smooth spike. As usual with deconvolution of noisy data, only a limited number
of Fourier coefﬁcients are accurate: the coefﬁcients through order 30 here are not too badly perturbed, so we take
N of Section 4 to be 30 for both r
 = 0 and r
 = 2. For the spline spaces in the approximations, we use spaces as
described in Theorem 3.2. Here m = 3, 	x = 25 . For a given xj (Sections 2 and 3),Hx here is chosen to be the space
of quadratic polynomials in x on the appropriate interval, andHy is the space of quadratic splines on [(xj ), ] with
fully multiple knots at the endpoints and one simple knot in the middle of the interval.  is 35 for the left piece,
4
5 for
the right piece. The angles  deﬁning operators  are as recommended in Section 3. To piece together the y-direction
approximations by the xj -section approximators, we use a local approximation scheme noted by de Boor in [1]. For
the left piece, we divide [−0.4, 0] into three intervals of equal length. Their four endpoints are the locations of the
knots for the spaceA in Section 2 with multiplicities as in Theorem 2.1 so the dimension ofA is n = 5 here. These
intervals are divided in half, resulting in d = 7 points in all: these are the xj . The linear functionals j of Theorem
2.1 are then 1(g) = g(x1), j (g) = −g(x2j−3)/2 + 2g(x2j−2) − g(x2j−1)/2, j = 2, 3, 4, 5(g) = g(x7). It is not
difﬁcult to show that these j satisfy j (ai) = 1, i = j, 0, i = j for b-splines ai on the knots forA. As functionals,
the j have norm  32 , so they do not unduly magnify noise. For the right piece, we proceed in a completely ana-
logous way.
The error surfaces for 0% noise, taken to be 0 outside the supports of the corresponding pieces, are plotted together
in Fig. 3. Note the x-range begins at the left edge of the left region, not at −1. We think the right piece has larger
error partly because 3f/x3 is about 5 times larger near the right boundary than from −0.4 to 0. This derivative
is one of the mth derivatives (here m = 3) referred to in Theorem 3.2, and its larger size would make for a larger
constantK2 for the right piece than for the left. The error surfaces for 2% noise are plotted together in Fig. 4. Although
the left error here looks slightly dominant because of the value at (−0.4, .8), the L2-norm of the left error function
is about 0.0018 and that of the right error function is about 0.0019. In runs with other seeds to the random number
generator, both right and left errors can look slightly dominant, but neither exceeds about .03 in magnitude compared
with the maximum magnitude of about 1.5 for f, and neither exceeds about 0.002 in L2-norm compared with about
1.26 for f.
6. Conclusions
Approximation of one-dimensional sections of surfaces with jump discontinuities across curves can be constructed
from Fourier information, using representers of evaluation and the method of [9], as shown in Sections 3 and 4.
By blending a ﬁnite number of these one-dimensional approximations as in Section 2, an accurate local surface
approximation scheme using Fourier information can be obtained for functions smooth except for jump discontinuities
across curved boundaries as described in Section 2.
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