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Abstract
A graph G = (V ,E) is called a split graph if there exists a partition V = I ∪ K such that the
subgraphs of G induced by I and K are empty and complete graphs, respectively. In 1980, Burkard
and Hammer gave a necessary but not sufﬁcient condition for hamiltonian split graphs with |I |< |K|.
In this paper, we show that the Burkard–Hammer condition is also sufﬁcient for the existence of a
Hamilton cycle in a split graph G such that 5 = |I |< |K| and the minimum degree (G) |I | − 3.
For the case 5 = |I |< |K|, all split graphs satisfying the Burkard–Hammer condition but having no
Hamilton cycles are also described.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
A graph G = (V ,E) is called a split graph if there exists a partition V = I ∪ K such
that the subgraphsG[I ] andG[K] ofG induced by I and K are empty and complete graphs,
respectively. We will denote such a graph by S(I ∪K,E). The notion of split graphs was
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introduced in 1977 by Földes and Hammer [4]. These graphs are interesting because they
are related to many combinatorial problems (see [3,5,8]).
In 1980, Burkard and Hammer gave a necessary but not sufﬁcient condition for hamilto-
nian split graphsG= S(I ∪K,E) with |I |< |K| [2]. They also asked if the condition can
be sharpened to a necessary and sufﬁcient one. This question was investigated by Peemöller
[7] and Ngo Dac Tan and Le Xuan Hung [9]. In [7], Peemöller gave some conditions that
are equivalent to the existence of a Hamilton cycle in a split graph G= S(I ∪K,E) with
|I |< |K|. He also remarked there that the hamiltonian problem for split graphs is NP-
complete. Ngo Dac Tan and Le Xuan Hung [9] characterized hamiltonian split graphs
G = S(I ∪ K,E) with |I | |K| and the minimum degree (G) = min{deg(u) | u ∈
V (G)} |I | − 2. It is not difﬁcult to derive from results in [9] that the Burkard–Hammer
condition is a necessary and sufﬁcient condition for the existence of a Hamilton cycle
in split graphs G = S(I ∪ K,E) such that |I |< |K| and (G) |I | − 2 (see Corollary
8). Related to Chvátal’s famous conjecture stating that every 2-tough graph is hamilto-
nian, Kratsch et al. [6] studied the relation between toughness and hamiltonicity of split
graphs.
In this paper, we study the hamiltonicity of split graphsG= S(I ∪K,E) with |I |< |K|
and the minimum degree (G) |I |−3.We show that if |I | = 5 then the Burkard–Hammer
condition is a necessary and sufﬁcient one for the existence of a Hamilton cycle in these
graphs. For the case |I | = 5, we describe all split graphs satisfying the Burkard–Hammer
condition but having no Hamilton cycles. We note that the example of a split graph, satis-
fying the Burkard–Hammer condition but having no Hamilton cycles, in [2] is the graph
H 1,6 in our list. Our results also show that this graphH 1,6 is the unique graph which has the
smallest number of vertices and the smallest number of edges among split graphs satisfying
the Burkard–Hammer condition and having no Hamilton cycles.
2. Preliminaries
All graphs considered in this paper are ﬁnite undirected graphs without loops or multiple
edges. If G is a graph, then V (G) and E(G) (or V and E in short) will denote its vertex-
set and its edge-set, respectively. The set of all neighbours of a subset S ⊆ V (G) is
denoted by NG(S) (or N(S) in short). For a vertex v ∈ V (G), the degree of v, denoted by
deg(v), is |NG(v)|. The minimum degree of a graph G, denoted by (G), is the number
min{deg(v) | v ∈ V (G)}. For a subset W ⊆ V (G) by NG,W (v) or NW(v) in short we
denote the setW ∩NG(v). The subgraph ofG induced byW ⊆ V (G) is denoted byG[W ].
Unless otherwise indicated, our graph-theoretic terminology will follow [1].
LetG=S(I ∪K,E) be a split graph and I ′ ⊆ I ,K ′ ⊆ K . Denote byBG(I ′ ∪K ′, E′) the
graphG[I ′ ∪K ′]−E(G[K ′]). It is clear thatG′ =BG(I ′ ∪K ′, E′) is a bipartite graph with
the bipartition subsets I ′ andK ′. So we will call BG(I ′ ∪K ′, E′) the bipartite subgraph of
G induced by I ′ andK ′. For a componentG′j =BG(I ′j ∪K ′j , E′j ) ofG′ =BG(I ′ ∪K ′, E′)
we deﬁne
kG(G
′
j )= kG(I ′j ,K ′j )=
{ |I ′j | − |K ′j | if |I ′j |> |K ′j |,
0 otherwise.
N.D. Tan, L.X. Hung / Discrete Mathematics 296 (2005) 59–72 61
IfG′=BG(I ′∪K ′, E′) has r componentsG′1=BG(I ′1∪K ′1, E′1), . . . ,G′r=BG(I ′r∪K ′r , E′r ),
then we deﬁne
kG(G
′)= kG(I ′,K ′)=
r∑
j=1
kG(G
′
j ).
A component G′j = BG(I ′j ∪K ′j , E′j ) of G′ = BG(I ′ ∪K ′, E′) is called a T-component
(resp., H-component, L-component) if |I ′j |> |K ′j | (resp., |I ′j | = |K ′j |, |I ′j |< |K ′j |). Let
hG(G
′)= hG(I ′,K ′) denote the number of H-components of G′.
In 1980, Burkard and Hammer have proved the following necessary but not sufﬁcient
condition for hamiltonian split graphs [2].
Theorem 1 (Burkard and Hammer [2]). Let G = S(I ∪ K,E) be a split graph with
|I |< |K|. If G is hamiltonian, then
kG(I
′,K ′)+max
{
1,
hG(I
′,K ′)
2
}
 |NG(I ′)| − |K ′|
holds for all ∅ = I ′ ⊆ I,K ′ ⊆ NG(I ′) with (kG(I ′,K ′), hG(I ′,K ′)) = (0, 0).
We will shortly call the condition in Theorem 1 the Burkard–Hammer condition. This
condition is a necessary but not sufﬁcient condition for the existence of a Hamilton cycle in
split graphsG= S(I ∪K,E) with |I |< |K|. In [2], an example of a split graph satisfying
the Burkard–Hammer condition but having no Hamilton cycles has been given. This graph
is the graph H 1,6 our Table 2.
We prove now the following lemmas which are needed for the proof of the main results
in this paper.
Lemma 2. Let G = S(I ∪ K,E) with |I |< |K| be a split graph satisfying the Burkard–
Hammer condition. Then for any u ∈ I, v ∈ K with uv /∈E, the graph F = S(I ∪K,E∗)
with E∗ = E ∪ {uv}, also satisﬁes the Burkard–Hammer condition.
Proof. Let ∅ = I ′ ⊆ I ,K ′∗ ⊆ NF (I ′) and F ′ =BF (I ′ ∪K ′∗, E′∗) be the bipartite subgraph
of F induced by I ′ and K ′∗ such that (kF (F ′), hF (F ′)) = (0, 0). We consider separately
the following cases.
Case 1: Either u /∈ I ′ or u ∈ I ′ but v /∈K ′∗.
In this case,uv /∈E′∗.ThereforeK ′∗ ⊆ NG(I ′) andF ′ coincideswithG′=BG(I ′∪K ′∗, E′).
It follows that kF (F ′)= kG(G′), hF (F ′)= hG(G′). Since |NF (I ′)| |NG(I ′)| and
kG(G
′)+max{1, hG(G′)/2} |NG(I ′)| − |K ′∗|
holds in G, we have
kF (F
′)+max{1, hF (F ′)/2} |NF (I ′)| − |K ′∗|,
i.e. the Burkard–Hammer condition holds in F in this situation.
Case 2: u ∈ I ′, v ∈ K ′∗ but v /∈NG(I ′).
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Set K ′ =K ′∗\{v}, E′ =E′∗\{uv} and letG′ =BG(I ′ ∪K ′, E′) be the bipartite subgraph
ofG induced by I ′ andK ′. Denote byA′ and B ′ the components containing u ofG′ and F ′,
respectively. Then it is not difﬁcult to see that in this case each component of F ′ different
from B ′ is also a component of G′ and each component of G′ different from A′ is also a
component of F ′. Further, B ′ can be obtained from A′ by adding the vertex v and the edge
uv. By these remarks, it is not difﬁcult to see that (kG(G′), hG(G′)) = (0, 0) and
kF (F
′)+max{1, hF (F ′)/2}kG(G′)+max{1, hG(G′)/2}.
We also have |NF (I ′)|=|NG(I ′)|+1, |K ′∗|=|K ′|+1. SinceG satisﬁes theBurkard–Hammer
condition, the inequality
kG(G
′)+max{1, hG(G′)/2} |NG(I ′)| − |K ′|
holds. It follows that
kF (F
′)+max{1, hF (F ′)/2}kG(G′)+max{1, hG(G′)/2}
 |NG(I ′)| − |K ′| = |NF (I ′)| − |K ′∗|
and the Burkard–Hammer condition holds in F for these I ′,K ′∗.
Case 3: u ∈ I ′, v ∈ K ′∗ and v ∈ NG(I ′).
In this case, NG(I ′) = NF (I ′) and therefore K ′∗ ⊆ NG(I ′). Let G′ = BG(I ′ ∪ K ′∗, E′)
with E′ = E′∗\{uv}.
If both u and v are in the same componentA′ ofG′, then B ′ =A′ +uv is a component of
F ′. Moreover,V (A′)∩I=V (B ′)∩I andV (A′)∩K=V (B ′)∩K . Further, each component
of G′ different from A′ is a component of F ′ and each component of F ′ different from B ′
is also a component of G′. Therefore, kF (F ′) = kG(G′) and hF (F ′) = hG(G′) and the
Burkard–Hammer condition holds in F for these I ′ and K ′∗ in this situation because G
satisﬁes the Burkard–Hammer condition.
Now suppose that u and v are in different components ofG′, say u is in the componentA′
and v is in the componentA′′. Then these components ofG′ together with the edge uv form
a component B ′ of F ′. Each component of G′ different from A′ and A′′ is a component of
F ′ and each component of F ′ different from B ′ is a component of G′. We consider now
whether the Burkard–Hammer condition holds in F in this situation.We have the following
possibilities:
(i) Both A′ and A′′ are T-components or one of them is a T-component and the other is
an H-component.
In this subcase,B ′ is aT-componentwith kF (B ′)=kG(A′)+kG(A′′). Therefore, kF (F ′)=
kG(G
′) = 0 and hF (F ′)hG(G′). Since (kG(G′), hG(G′)) = (0, 0) and G satisﬁes
the Burkard–Hammer condition, we have kG(G′)+max{1, hG(G′)/2} |NG(I ′)| − |K ′∗|.
Therefore,
kF (F
′)+max{1, hF (F ′)/2}kG(G′)+max{1, hG(G′)/2}
 |NG(I ′)| − |K ′∗| = |NF (I ′)| − |K ′∗|.
and the Burkard–Hammer condition holds in F in this subcase.
(ii) One of A′ and A′′ is a T-component and the other is an L-component.
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In this subcase, the component B ′ of F ′ may be of any type, i.e. B ′ may be a T- or H- or
L-component. If B ′ is a T- or L-component, then it is clear that kF (B ′)kG(A′)+ kG(A′′).
Therefore, kF (F ′)kG(G′) and hF (F ′)=hG(G′). If B ′ is an H-component, then it is also
not difﬁcult to see that kF (F ′)kG(G′)−1 and hF (F ′)=hG(G′)+1. In both situations, we
have (kG(G′), hG(G′)) = (0, 0) and therefore kG(G′)+max{1, hG(G′)/2} |NG(I ′)| −
|K ′∗| because G satisﬁes the Burkard–Hammer condition. Further,
kF (F
′)+max{1, hF (F ′)/2}kG(G′)+max{1, hG(G′)/2}
 |NG(I ′)| − |K ′∗| = |NF (I ′)| − |K ′∗|
and the Burkard–Hammer condition holds in F again in this subcase.
(iii) Both A′ and A′′ are H-component.
In this subcase, B ′ is an H-component. Therefore, kF (F ′) = kG(G′) and hF (F ′) =
hG(G
′) − 1. So it is not difﬁcult to see that the Burkard–Hammer condition holds in F in
this subcase.
(iv) One of A′ and A′′ is an H-component and the other is an L-component or both A′
and A′′ are L-components.
In this subcase,B ′ is anL-component. Therefore, kF (F ′)=kG(G′) andhF (F ′)hG(G′).
So the Burkard–Hammer condition also holds in F in this subcase.
Lemma 2 is proved completely. 
Lemma 3. Let G = S(I ∪ K,E) with |I |< |K| be a split graph satisfying the Burkard–
Hammer condition. Then for any ∅ = I ′ ⊆ I , we have |N(I ′)|> |I ′|.
Proof. Suppose that there exists a subset ∅ = I ′ ⊆ I such that |N(I ′)| |I ′|. Without loss
of generality, we may assume that such a subset I ′ has |I ′| as small as possible. Consider
the bipartite graph G′ = BG(I ′ ∪ K ′, E′) with K ′ = N(I ′). Then it is not difﬁcult to see
that, by the minimality of I ′, G′ is connected.
If |NG(I ′)|< |I ′|, thenhG(I ′,K ′)=0, kG(I ′,K ′)=|I ′|−|K ′|> 0 and |N(I ′)|−|K ′|=0.
This leads to a contradiction to the Burkard–Hammer condition.
If |NG(I ′)| = |I ′| then kG(I ′,K ′)= 0 and hG(I ′,K ′)= 1. Therefore,
kG(I
′,K ′)+max
{
1,
hG(I
′,K ′)
2
}
= 1> 0= |NG(I ′)| − |K ′|,
which contradicts the Burkard–Hammer condition again. 
The following Lemmas 4, 5 and Theorems 6, 7 have been proved in [9]. So we omit their
proofs here.
Lemma 4 (Ngo Dac Tan and Le Xuan Hung [9]). Let G = S(I ∪K,E) be a split graph
with |I |< |K|. Then G has a Hamilton cycle if and only if |N(I)|> |I | and the subgraph
G′ =G[I ∪N(I)] has a Hamilton cycle.
A split graph G = S(I ∪ K,E) is called a maximal nonhamiltonian split graph if G is
nonhamiltonian but the graph G + uv is hamiltonian for every uv /∈E where u ∈ I and
v ∈ K .
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Table 1
The graphs Gmn , D4n and F 5n
The graph The vertex-set The edge-set
G= (V ,E) V = I ∪K E = E1 ∪ E2 ∪ E3
Gmn I = {u1, . . . , um}, E1 = {u1v1, u2v2, u3v3},
(3m<n) K = {v1, . . . , vn}. E2 = {uivj | i = 1, . . . , m;
j = 4, . . . , m+ 1},
E3 = {vivj | i = j ; i, j = 1, . . . , n}.
D4n I = {u1, u2, u3, u4}, E1 = {u1v2, u2v1, uivi |
i = 1, 2, 3, 4},
(4<n) K = {v1, . . . , vn}. E2 = {uiv5 | i = 1, 2, 3, 4},
E3 = {vivj | i = j ; i, j = 1, . . . , n}.
F 5n I = {u1, . . . , u5}, E1 = {uivi | i = 1, . . . , 5},
(6<n) K = {v1, . . . , vn}. E2 = {uivj | i = 1, . . . , 5; j = 6, 7},
E3 = {vivj | i = j ; i, j = 1, . . . , n}.
Lemma 5 (Ngo Dac Tan and Le Xuan Hung [9]). Let G = S(I ∪ K,E) be a maximal
nonhamiltonian split graph. Then every v ∈ K satisﬁes either |NI (v)| |I | − (G) or
NI (v)= I .
Theorem 6 (Ngo Dac Tan and Le Xuan Hung [9]). LetG= S(I ∪K,E) be a split graph
with |I |< |K| and |NI (v)|2 for each v ∈ K . Then G has a Hamilton cycle if and only if
|N(I ′)|> |I ′| for any ∅ = I ′ ⊆ I .
Theorem 7 (Ngo Dac Tan and Le Xuan Hung [9]). LetG= S(I ∪K,E) be a split graph
with |I |=m, |K|=n and (G)m−2.ThenG has aHamilton cycle if and only ifmn and
|N(I ′)|> |I ′| for any ∅ = I ′ ⊆ I with m− 2 |I ′| min{m, n− 1}, except the following
graphs for which the sufﬁciency does not hold:
(i) m= 3<n and G is the graph G3n;
(ii) m= 4<n and G is a spanning subgraph of D4n or G4n;
(iii) m= 4n and G− u is the graph G3n for some u ∈ I ;
(iv) m= 5<n and G is the graph F 5n or a spanning subgraph of G5n;
(v) 6m<n and G is a spanning subgraph of Gmn .
The graphs Gmn , D4n and F 5n are deﬁned in Table 1 .
From Theorem 7 we have the following corollary.
Corollary 8. LetG=S(I ∪K,E) be a split graph with |I |< |K| and (G) |I |−2. Then
G has a Hamilton cycle if and only if G satisﬁes the Burkard–Hammer condition.
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Proof. If G has a Hamilton cycle, then by Theorem 1, G satisﬁes the Burkard–Hammer
condition. Now suppose thatG=S(I∪K,E) is a split graphwith |I |< |K| and (G) |I |−
2 and G satisﬁes the Burkard–Hammer condition. By Lemma 3, for any ∅ = I ′ ⊆ I we
have |N(I ′)|> |I ′|. So by Theorem 7, either G has a Hamilton cycle or G is one of the
exceptional graphs listed in Theorem 7. Take I ′ = {u1, . . . , um}, K ′ = {v1, v2, v3} for the
graph G =Gmn . Then kG(I ′,K ′) = m − 3, hG(I ′,K ′) = 3, |NG(I ′)| − |K ′| = m − 2. So
the Burkard–Hammer condition does not hold in Gmn for these I ′ and K ′. Similarly, the
Burkard–Hammer condition does not hold in D4n (resp. F 5n ) for I ′ = {u1, u2, u3, u4} and
K ′ ={v1, v2, v3, v4} (resp., I ′ ={u1, u2, u3, u4, u5},K ′ ={v1, v2, v3, v4, v5}).Therefore by
Lemma 2 the Burkard–Hammer condition cannot hold in exceptional graphs listed in (i),
(ii), (iv) and (v) of Theorem 7. Finally, by taking I ′ = {u1, u2, u3} andK ′ = {v1, v2, v3} we
also see that the Burkard–Hammer condition does not hold in exceptional graphs in (iii).
Thus, G cannot be one of the exceptional graphs listed in Theorem 7. 
3. Main results
The purpose of this section is to prove the following theorem.
Theorem 9. LetG= S(I ∪K,E) be a split graph with |I |< |K| and the minimum degree
(G) |I | − 3. Then
(i) If |I | = 5 then G has a Hamilton cycle if and only if G satisﬁes the Burkard–Hammer
condition;
(ii) If |I | = 5 and G satisﬁes the Burkard–Hammer condition, then G has no Hamilton
cycles if and only if G is isomorphic to one of the graphs H 1,n, H 2,n, H 3,n or H 4,n
listed in Table 2 .
Proof. LetG=S(I ∪K,E) be a split graph with |I |< |K| and (G) |I |−3. By Lemma
4, without loss of generality we may assume that K =N(I).
IfG has a Hamilton cycle, then by Theorem 1 the graphG satisﬁes the Burkard–Hammer
condition. In particular, the necessity of Assertion (i) in the theorem is true.
Now suppose that there exists a nonhamiltonian split graph G= S(I ∪K,E) satisfying
m = |I |< |K| = n, (G)m − 3 and the Burkard–Hammer condition. Then by Lemma
2 there exists a maximal nonhamiltonian split graph G = S(I ∪ K,E) with the above-
mentioned properties. For this graph G= S(I ∪K,E) set
Bi = {v ∈ K | |NI (v)| = i},
Ai =
⋃
v∈Bi
NI (v).
Then by Lemma 5, B4 = B5 = · · · = Bm−1 = ∅.
For any u ∈ I , denote by Gu the graph G − u. Then it is clear that Gu is a split graph
S(Iu ∪ K,Eu) with Iu = I − u, Eu = E − {uv ∈ E | v ∈ K} which has |Iu|< |K|,
(Gu) |Iu| − 2 and satisﬁes the Burkard–Hammer condition. By Corollary 8, Gu has a
Hamilton cycle Cu. By
−→
Cu we denote the cycle Cu with a given orientation and by
←−
Cu
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Table 2
The graphs H 1,n, H 2,n, H 3,n and H 4,n
The graph The vertex-set The edge-set
G= (V ,E) V = I ∪K E = E1 ∪ · · · ∪ E5 ∪ EK
H 1,n I = {u1, u2, u3, u4, u5}, E1 = {u1v1, u1v2},
(n> 5) K = {v1, . . . , vn}. E2 = {u2v2, u2v4},
E3 = {u3v2, u3v3, u3v6},
E4 = {u4v1, u4v4, u4v6},
E5 = {u5v5, u5v6},
EK = {vivj |i = j ; i, j = 1, . . . , n}.
H 2,n V (H 2,n)= V (H 1,n) E(H 2,n)= E(H 1,n) ∪ {u4v2}
H 3,n V (H 3,n)= V (H 1,n) E(H 3,n)= E(H 1,n) ∪ {u5v2}
H 4,n V (H 4,n)= V (H 1,n) E(H 4,n)= E(H 1,n) ∪ {u4v2, u5v2}
the cycle Cu with the reverse orientation. If w1, w2 ∈ V (Cu), then w1−→Cuw2 denotes the
consecutive vertices ofCu fromw1 tow2 in the direction speciﬁed by
−→
Cu. The same vertices
in the reverse order are given by w2
←−
Cuw1. We will consider w1
−→
Cuw2 and w2
←−
Cuw1 both as
paths and as vertex sets. Ifw ∈ V (Cu), thenw+ denotes the successor ofw on−→Cu, andw−
denotes its predecessor. Similar notation as described above for Cu is used for other cycles
and also for paths.
The following claims are true for G.
Claim 3.1. Each u ∈ A1 has only one neighbour in B1.
If v1 and v2 are two different neighbours of u in B1, then C = v1uv2←−Cuv+1 v+2 −→Cuv1 is a
Hamilton cycle of G, a contradiction.
Claim 3.2. A1 ∩ A2 = ∅.
For suppose on the contrary that u ∈ A1 ∩ A2. Let v1 and v2 be a neighbour of u in B1
and a neighbour of u inB2, respectively. Then v−1 and v
+
1 are in K and at least one of v
−
2 and
v+2 is in K, say v
+
2 . So C = v1uv2←−Cuv+1 v+2 −→Cuv1 is a Hamilton cycle of G, a contradiction.
Claim 3.3. Each u ∈ A2 has at most two neighbours in B2.
For suppose on the contrary that some u ∈ A2 has three neighbours v1, v2 and v3
in B2. Then either {v−1 , v−2 , v−3 } or {v+1 , v+2 , v+3 } has at least two vertices in K, say v+1
and v+2 . We may assume that v1, v
+
1 , v2, v
+
2 , v3, v
+
3 appear in this order along
−→
Cu. Then
C = v1uv2←−Cuv+1 v+2 −→Cuv1 is a Hamilton cycle of G, a contradiction.
Now we consider separately two cases.
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Case 1: B3 = ∅.
In this case,B3=B4=· · ·=Bm−1=∅. IfBm=∅ then for any v ∈ K , we have |NI (v)|2.
Further, by Lemma 3, for any ∅ = I ′ ⊆ I we have |N(I ′)|> |I ′|. Therefore, by Theorem
6, G has a Hamilton cycle, a contradiction. So Bm = ∅. If B1 ∪ B2 = ∅ then N(I) = Bm
and BG(I ∪ N(I), E′) is a complete bipartite graph with |N(I)|> |I |. Therefore, G has a
Hamilton cycle, a contradiction.
Thus, B1 ∪ B2 = ∅. Set I ′ = I , K ′ = B1 ∪ B2 and consider the bipartite graph G′ =
BG(I
′ ∪K ′, E′) of G induced by I ′ and K ′. Let G′j be a component of G′. If G′j contains
a vertex u ∈ A1, then by Claim 3.1 and Claim 3.2 G′j is a path uv with v ∈ B1. If G′j
contains a vertex u1 ∈ A2 which has only one neighbour in B2, then by Claims 3.2 and 3.3
it is not difﬁcult to see that G′j is a path u1v1u2v2 . . . urvrur+1 with u1, . . . , ur+1 ∈ A2
and v1, . . . , vr ∈ B2. Finally, if each vertex in A2 of G′j has two neighbours in B2, then
also by Claims 3.2 and 3.3 G′j is a cycle u1v1u2v2 . . . usvsu1 with u1, . . . , us ∈ A2 and
v1, . . . , vs ∈ B2. We see that eitherG′j is an H-component and V (G′j ) is covered by a path
Q with one endvertex in I and the other endvertex in K orG′j is a T-component and V (G′j )
is covered by a path P with both endvertices in I.
Let F1, F2, . . ., Fl be the H-components of G′ and V (Fi) be covered by a path Qi with−→
Qi = ui . . . v′i , where ui ∈ I , v′i ∈ K , i = 1, . . . , l. Also, let Tl+1, Tl+2, . . . , Tl+k be the T-
components ofG′ and V (Tl+j ) is covered by a path Pl+j with
−−→
Pl+j =ul+j . . . u′l+j , where
ul+j , u′l+j ∈ I , j = 1, . . . , k. We have kG(Tl+j )= 1. Therefore kG(G′)= kG(I ′,K ′)= k,
hG(G
′)=hG(I ′,K ′)= l. Let Bm={v1, v2, . . . , vt }. Then |N(I ′)|− |K ′|= |Bm|= t . Since
G satisﬁes the Burkard–Hammer condition, we have
k +max
{
1,
l
2
}
 t .
If l is even, say l = 2l′, then l′ + k t and
C = v1u1−→Q1v′1v′2←−Q2u2v2u3−→Q3v′3v′4←−Q4u4v3 . . . ul−1−−→Ql−1v′l−1v′l←−Qlulvl′+1ul+1−−→Pl+1u′l+1
vl′+2ul+2
−−→
Pl+2u′l+2vl′+3 . . . ul+k−1
−−−−→
Pl+k−1u′l+k−1vl′+kvl′+k+1 . . . . . . vtul+k
−−→
Pl+ku′l+kv1 is a
Hamilton cycle of G, a contradiction.
If l is odd, say l = 2l′ + 1, then it follows from k + max {1, l2}  t that l′ + k + 1 t
and therefore C = v1u1−→Q1v′1v′2←−Q2u2v2u3−→Q3v′3v′4←−Q4u4v3 . . . ul−2−−→Ql−2v′l−2v′l−1←−−Ql−1
ul−1 vl′ +1ul
−→
Ql v
′
l vl′ +2ul+1
−−→
Pl+1u′l+1 vl′ +3 . . . vl′+kul+k−1
−−−−→
Pl+k−1u′l+k−1vl′+k+1vl′+k+2
. . . vtul+k
−−→
Pl+ku′l+kv1is a Hamilton cycle of G, a contradiction again. So Case 1 cannot
occur.
Case 2: B3 = ∅.
By Lemma 3, for any u ∈ I , we have deg(u) = |N(u)|> |{u}| = 1, i.e., deg(u)2.
Therefore, if m4, then (G)2m − 2. By Corollary 8, G has a Hamilton cycle, a
contradiction. Thus, m5.
Let vn be a vertex of B3. Since |I | = m5 and |NI (vn)| = 3, there exists a vertex
u1 ∈ I , not adjacent to vn. Then G + u1vn has a Hamilton cycle D because G is a
maximal nonhamiltonian split graph satisfying m = |I |< |K| = n, (G)m − 3 and the
Burkard–Hammer condition. The cycle D must contain the edge u1vn because G is non-
hamiltonian. So P = D − u1vn is a Hamilton path of G with the endvertices u1 and vn.
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Moreover, u1 ∈ I , vn ∈ K and u1 is not adjacent to vn. Let −→P = u1 . . . vn. If v−n ∈ K and
u ∈ NI (vn), then −→P ′ = u1−→P u−v−n ←−P uvn is a Hamilton path of G with the endvertices u1
and vn. But in
−→
P ′ , v−n = u ∈ I . By considering
−→
P ′ instead of −→P if necessary, without loss
of generality we may assume that v−n in
−→
P is the vertex um ∈ I .
Let v1, v2, . . . , vt be the vertices of N(u1) occurring on
−→
P in the order of their indices.
If there exists a vertex vj ∈ N(u1) such that v−j ∈ N(vn), then C = u1−→P v−j vn←−P vju1 is a
Hamilton cycle of G, a contradiction. So v−j /∈N(vn) for each j = 1, 2, . . . , t . Therefore,
v−j ∈ I for each j = 1, 2, . . . , t . It is clear that u1 = v−1 . Further, set uj = v−j ∈ I
for j = 2, . . . , t and NI (vn) = I\NI (vn). Then |NI (vn)| = |I | − |NI (vn)| = m − 3. But
deg(u1)m− 3 and uj = v−j ∈ NI (vn) for each j = 1, . . . , t = deg(u1). It follows that
Claim 3.4. deg(u1)=m− 3 and u1, u2, . . . um−3 are all vertices of V (G) which are not
adjacent to vn.
Set P1 = u1−→P u−2 , P2 = u2−→P u−3 ,…, Pm−3 = um−3−→P vn. Then the following claims are
also true.
Claim 3.5. |N(uj ) ∩ V (Pi)|1 for any i, j ∈ {1, . . . , m− 3}.
For suppose on the contrary that there exist i, j ∈ {1, . . . , m − 3} such that |N(uj ) ∩
V (Pi)|2. Let v andw be two different vertices ofN(uj )∩V (Pi), occurring on−→P in this
order. First assume that j i. Then w− /∈ {u1, u2, . . . , um−3}. By Claim 3.4, w− ∈ N(vn).
Therefore, C = uj←−P u1vj−→P w−vn←−P wuj is a Hamilton cycle of G, a contradiction. Now
assume that j > i. Then v+ /∈ {u1, u2, . . . , um−3} and again by Claim 3.4, v+ ∈ N(vn).
Therefore, C = uj←−P v+vn←−P vju1−→P vuj is a Hamilton cycle of G, a contradiction again.
By Claim 3.5 we have deg(uj )m−3 for j ∈ {1, . . . , m−3}. But inG, deg(uj )m−3
by our assumption. So deg(uj )=m− 3 for any j = 1, . . . , m− 3.
Claim 3.6. If v ∈ N(uj ) ∩ V (Pi) and j i for i, j ∈ {1, . . . , m− 3}, then v− /∈N(vn).
If v = vj , then we have shown in Claim 3.4 that v− = v−j = uj /∈N(vn). If v = vj and
v− ∈ N(vn), then C = uj←−P u1vj−→P v−vn←−P vuj is a Hamilton cycle of G, a contradiction.
Claim 3.7. If v ∈ N(uj ) ∩ V (Pi) and j > i for i, j ∈ {1, . . . , m− 3}, then v+ /∈N(vn).
For suppose on the contrary that v+ ∈ N(vn). Then C = ujv←−P u1vj−→P vnv+−→P uj is a
Hamilton cycle of G, a contradiction.
Since deg(uj )=m− 3 for any j = 1, 2, . . . , m− 3 as we have noted before, by Claims
3.4, 3.6 and 3.7 we have
N(u1)= {v1, v2, . . . , vm−3},
N(uj )= {u−2 , u−3 , . . . , u−j , vj , vj+1, . . . , vm−3}
for j = 2, 3, . . . , m− 3.
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Suppose that u−j =vj−1 for every j ∈ {2, 3, . . . , m−3}. Then for I ′={u1, u2, . . . , um−3}
we haveN(I ′)={v1, . . . , vm−3}. So |N(I ′)|=|{v1, . . . , vm−3}|=m−3=|I ′|, contradicting
Lemma 3. Thus, there exists j ∈ {2, 3, . . . , m− 3} such that u−j = vj−1.
Subcase 2.1: m6.
In this subcase, deg(uj ) = m − 33 for every j = 1, 2, . . . , m − 3. If u−m−3 = vm−4,
then
C = um−3u−m−4←−P u1vm−4um−4vm−3−→P vnv+m−4−→P um−3
is a Hamilton cycle of G. If u−2 = v1, then
C = u1v2−→P um−3u−2 u2vm−3−→P vnu−−2 ←−P u1
is a Hamilton cycle of G. Finally, if u−j = vj−1 for j = 2,m− 3, then
C = uj−1vj−→P um−3u−j uj vm−3−→P vnu−−j ←−P vj−1u1−→P uj−1
is a Hamilton cycle ofG.We have got a contradiction in all cases. So Subcase 2.1 also cannot
occur and therefore the sufﬁciency ofAssertion (i) in Theorem 9 is true. This completes the
proof for (i).
Subcase 2.2: m= 5.
In this subcase, deg(u1) = deg(u2) = 2 and v−n = u5. If v+1 = u2, then N({u1, u2}) ={v1, v2}. So |N({u1, u2})| = |{v1, v2}| = |{u1, u2}|, contradicting Lemma 3. So v+1 = u2
and the path −→R1 = v1−→P u−2 has at least two vertices. If v+2 = u5 and deg(u5) = 2, then
BG(I
′ ∪ K ′, E′) with I ′ = {u1, u2, u5} and K ′ = N(I ′)\{v2} has three H-components,
namely BG({u1} ∪ {v1}, {u1v1}),BG({u2} ∪ {u−2 }, {u2u−2 }) and BG({u5} ∪ {vn}, {u5vn}),
and no other components. SoG does not satisfy theBurkard–Hammer conditionwith respect
to these I ′ and K ′, a contradiction. If v+2 = u5 and deg(u5)> 2, then u5 has a neighbour
v in −→R1. If v = v1, then v− is adjacent to vn and therefore C = u5v−→P v2u1−→P v−vnu5 is
a Hamilton cycle of G, a contradiction. If v = v1, then v+ is adjacent to vn and therefore
C=u5vu1v2←−P v+vnu5 is a Hamilton cycle ofG, a contradiction again. Thus, v+2 = u5 and−→
R2 = v+2 −→P vnv+2 is a cycle of G of length at least 3.
Claim 3.8. If there exists a vertex y of the path −→R1 and a vertex z of the cycle −→R2 such that
either both yz and y+z+ are edges of G or both yz+ and y+z are edges of G, where y+ and
z+ are the successor of y and the successor of z with respect to −→R1 and −→R2, respectively,
then G has a Hamilton cycle.
Suppose that both yz and y+z+ are edges of G. If z = vn, then C = y←−P u1v2←−P y+z+−→
P vnv
+
2
−→
P zy is a Hamilton cycle of G. If z = vn, then z+ = v+2 . Therefore, C = y←−P u1v2←−
P y+v+2
−→
P vny is a Hamilton cycle of G.
If both yz+ and y+z are edges of G, then Claim 3.8 can be proved similarly.
Since R1 has at least two vertices and all of them are adjacent to vn, it follows from
Claim 3.8 that v+2 ∈ I . Set u3 = v+2 . Thus, we already have four deﬁnite vertices of
I, namely, u1, u2, u3 and u5. Let u4 be the remaining vertex of I. If u4 ∈ V (R2), then
V (R1) ⊆ K . Therefore, from Claim 3.8 we haveN(u4)∩V (R1)=∅,N(u3)∩V (R1)=∅,
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N(u5)∩V (R1)=∅. If u−−4 = u3, then both u−4 and u−−4 are vertices ofK. Therefore, v1u−−4
and v+1 u
−
4 are edges ofG because both v1 and v
+
1 are also vertices ofK. By Claim 3.8,G has
a Hamilton cycle, a contradiction. So u−−4 =u3. By symmetry we can show that u++4 =u5.
Now take I ′ = I , K ′ = K\{v2}. Then BG(I ′ ∪ K ′, E′)has three H-components, namely
BG({u1}∪{v1}, {u1v1}),BG({u2}∪{u−2 }, {u2u−2 }) andBG({u3, u4, u5}∪{vn, u−4 , u+4 }, E′′)
and no other components. So the Burkard–Hammer condition is not satisﬁed for these I ′
and K ′, contradicting our assumption about G.
Thus, u4 ∈ V (R1). So all vertices of R3 = u+3 −→P u−5 are in K. By Claim 3.8 we again
have N(u3) ∩ V (R1) = ∅, N(u5) ∩ V (R1) = ∅. Since u3, u5 ∈ I , R3 has at least one
vertex. If R3 has exactly one vertex, then BG(I ′ ∪ K ′, E′) with I ′ = {u1, u2, u3, u5} and
K ′ = N(I ′)\{v2} has three H-components, namely, BG({u1} ∪ {v1}, {u1v1}), BG({u2} ∪
{u−2 }, {u2u−2 }) and BG({u3, u5} ∪ {u+3 , vn}, E′′)and no other components. This again con-
tradicts the Burkard–Hammer condition.
SoR3 has at least two vertices. Ifu++3 is adjacent tou3, thenC=u+3 u3u++3 −→P vnu4←−P u1v2←−
P u+4 u
+
3 is a Hamilton cycle of G. If u
−−
5 is adjacent to u5, then C = u−5 u5u−−5 ←−P u3vnu4−→
P v2u1
−→
P u−4 u
−
5 is a Hamilton cycle ofG.We have got a contradiction in both situations. So
u++3 is not adjacent to u3 and u−−5 is not adjacent to u5. If R3 has more than two vertices,
then u+3 , u
++
3 and u
+++
3 are in R3 and all of them are vertices of K. Since K =N(I), u++3
has to have a neighbour in I. Since u++3 is not adjacent to u3 and Claim 3.8 is true, u++3 has
to be adjacent to u5. Therefore,
C = u+++3 −→P u5u++3 ←−P u3vnu4−→P v2u1−→P u−4 u+++3
is a Hamilton cycle of G, a contradiction. Thus, R3 has exactly two vertices. Therefore,
u++3 =u−5 , u3 is not adjacent to u−5 and u5 is not adjacent to u+3 . Since Claim 3.8 is true, we
must have u−4 = v1, u+4 =u−2 andN(u4)∩V (R3)=∅. It follows that n=|K|= |N(I)|= 6.
Set v4 = u+4 , v3 = u+3 and v5 = u−5 . Then G has to contain the spanning split subgraph
S(I ∪K,E∗) with E∗ = E1 ∪ E2 ∪ E3 ∪ E4 ∪ E5 ∪ EK , where
I = {u1, u2, u3, u4, u5},
K = {v1, v2, v3, v4, v5, v6},
E1 = {u1v1, u1v2},
E2 = {u2v2, u2v4},
E3 = {u3v2, u3v3, u3v6},
E4 = {u4v1, u4v4, u4v6},
E5 = {u5v5, u5v6}, and
EK = {vivj | i = j ; i, j = 1, . . . , 6}.
It is not difﬁcult to check that this subgraph satisﬁes the Burkard–Hammer condition and
has no Hamilton cycles.
Thus, the status (edge or nonedge) of all pairs of vertices between I and K is established,
except for the following six pairs: u3v1, u3v4, u5v1, u5v4, u5v2, u4v2. But Claim 3.8 again
forbids the ﬁrst four to be edges. Considering the last two pairs, depending on each of them
being an edge or not, we get four graphswhich are precisely the graphsH 1,6, H 2,6, H 3,6 and
H 4,6 in Table 2. It is not difﬁcult to show that these graphs are split graphsG=S(I ∪K,E)
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with |I |< |K|, (G) |I | − 3, which satisfy the Burkard–Hammer condition and have no
Hamilton cycles. Thus, Assertion (ii) of Theorem 9 is proved.
The proof of Theorem 9 is complete. 
4. Final remarks
We ﬁnish our paper with the following two remarks.
Remark 1. We will call a split graphG= S(I ∪K,E) with |I |< |K|, which satisﬁes the
Burkard–Hammer condition, a Burkard–Hammer graph. Thus, by Theorem 1 any hamilto-
nian split graphG=S(I ∪K,E)with |I |< |K| is a Burkard–Hammer graph. By Corollary
8 there are no nonhamiltonian Burkard–Hammer graphs G = S(I ∪ K,E) with the mini-
mum degree (G) |I | − 2. Further, by our main results in this paper (Theorem 9) there
are only ﬁnitely many nonhamiltonian Burkard–Hammer graphs G = S(I ∪ K,E) with
N(I) = K and the minimum degree (G) |I | − 3, namely the graphs H 1,6, H 2,6, H 3,6
andH 4,6 in Table 2. A natural question raised from the above-mentioned results is whether
the number of nonhamiltonian Burkard–Hammer graphsG= S(I ∪K,E) with N(I)=K
is ﬁnite. If the answer to this question is positive, then by ﬁnding all of them we can by
Lemma 4 ﬁnd all nonhamiltonian Burkard–Hammer graphs. Therefore, we can say that
the Burkard–Hammer condition is a necessary and sufﬁcient condition for the remaining
split graphs G = S(I ∪ K,E) with |I |< |K| to be hamiltonian. Unfortunately, this is not
the case. Recently, Ngo Dac Tan and Iamjaroen [10] have given two constructions that
produce inﬁnite families of nonhamiltonian Burkard–Hammer graphs G = S(I ∪ K,E)
with N(I) = K . In particular, from these constructions it derives that there are inﬁnitely
many nonhamiltonian Burkard–Hammer graphsG= S(I ∪K,E) with N(I)=K and the
minimum degree (G) |I | − 4.
Remark 2. Based on Theorem 7 it is not difﬁcult to develop a polynomial time algorithm
for deciding whether a split graph G = S(I ∪ K,E) with (G) |I | − 2 has a Hamilton
cycle. It follows from this and Corollary 8 that there is a polynomial time algorithm for
deciding whether a split graphG=S(I ∪K,E) with |I |< |K| and (G) |I |− 2 satisﬁes
the Burkard–Hammer condition. Can we develop from Theorem 7 and our main Theorem
9 a polynomial time algorithm for deciding whether a split graph G = S(I ∪ K,E) with
|I |< |K| and (G) |I | − 3 has a Hamilton cycle? This question has been raised by one
of the referees. We discuss now this question.
LetG= S(I ∪K,E) be a split graph with |I |< |K| and (G) |I | − 3. Further, for any
u ∈ I letGu=G−u=S(Iu∪K,Eu)where Iu=I\{u} andEu=E\{uv ∈ E | v ∈ K}. Then
(Gu) |Iu| − 2 and therefore we can decide whether Gu satisﬁes the Burkard–Hammer
condition in polynomial time. It is also not difﬁcult to show that the Burkard–Hammer
condition holds in G if and only if it holds for I ′ = I and every K ′ ⊆ NG(I) in G and also
holds in every Gu, u ∈ I . Therefore, the problems “Does the Burkard–Hammer condition
hold in G?” and “Does the Burkard–Hammer condition hold for I ′ = I and every K ′ ⊆
NG(I) in G?” are polynomially equivalent. Thus, by Theorem 9 in order to answer our
question we have to answer the question “Is there a polynomial time algorithm for deciding
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whether the Burkard–Hammer condition holds for I ′=I and everyK ′ ⊆ NG(I) inG?”. The
latter question seemingly has a negative answer because the number of subsetsK ′ ⊆ NG(I)
is 2|NG(I)|. Therefore, it seems that the answer to our question is also negative.
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