The study is focused on addressing the problem of building genetic maps in the presence of ~10 3 -10 4 of markers per chromosome. We consider a spectrum of situations with intrachromosomal heterogeneity of recombination rate, different level of genotyping errors, and missing data. In the ideal scenario of the absence of errors and missing data, the majority of markers should appear as groups of co-segregating markers ("twins") representing no challenge for map construction. The central aspect of the proposed approach is to take into account the structure of the marker space, where each twin group (TG) and singleton markers are represented as points of this space. The confounding effect of genotyping errors and missing data leads to reduction of TG size, but upon a low level of these effects surviving TGs can still be used as a source of reliable skeletal markers. Increase in the level of confounding effects results in considerable decrease in the number or even disappearance of usable TGs and, correspondingly, of skeletal markers. Here, we show that the paucity of informative markers can be compensated by detecting kernels of markers in the marker space using a clustering procedure, and demonstrate the utility of this approach for high-density genetic map construction on simulated and experimentally obtained genotyping datasets.
INTRODUCTION
The problem: In recent years, new genotyping technologies based on DNA-arrays (chips) and next generation sequencing (NGS) have become widely available for scoring thousands of single nucleotide polymorphic markers (SNPs) in a wide spectrum of model and non-model organisms. These datasets pose new challenges for building high-density genetic maps. With large-scale chip-based SNP genotyping data, genotypic-by-sequencing (GBS) or specificlocus-amplified-fragment-sequencing data (SLAF-Seq) (e.g. Qi et al. 2014) , building genetic maps with 10 5 -10 6 markers per genome (or 10 3 -10 4 markers per chromosome) requires new algorithms. Indeed, the dramatic increase in the number of markers is only one of the challenges. Among other difficulties with such an amount of markers are genotyping errors, missing data, and small population size. If the mapping algorithms cannot efficiently cope with these problems, generating big SNP marker sets for building ultra-dense maps will not achieve the goal. Obviously, the population size sets an upper limit to the number of markers per chromosome that can be resolved by recombination; genotyping errors and missing data calls may complicate deducing the correct marker order in the chromosome.
Some limitations of recent mapping algorithms when dealing with high throughput data
with genotyping errors and missing scores: Usually a two-phase approach is applied for genetic mapping: clustering of all markers into linkage groups (LGs) and ordering the markers within each LG. Earlier algorithms and software packages for genetic mapping were based on a few approaches suitable in a situation when the number of markers per population was relatively small, e.g., a few tens or hundreds per chromosome. In both phases, a full distance matrix for the chromosome markers is required. In case of a significantly increased dimension of the problem (n~10 4 -10 6 ), the existing algorithms for genetic mapping cannot solve the problem in reasonable computer time, i.e., even using simple optimization algorithms of order O(n 2 ). Moreover, a huge computer memory (RAM) for the distance matrix is required on the clustering and map construction phases (but see Strandova-Neeley et al. 2015) . With big data, even more challenging are the difficulties caused by missing scores and genotyping errors.
Usually markers with considerable missing (e.g., 10-20%) are removed from the dataset at the pre-treatment stage, while markers with genotyping errors are not removed. Instead, their positions are slightly corrected by corresponding maximum likelihood (ML) algorithms (Wu et al. 2008 ; Rastas et al. 2013 Rastas et al. , 2016 . The inability of existing map construction algorithms to cope with these factors, rather unexpectedly for the wide genetics community, posed a serious problem. In some cases maps of 400-800 cM have been obtained and required additional "rescaling" correction in order to correspond to the expectations based on cytogenetic analysis of meiosis (Wang et al. 2014) . Salesperson Problem (TSP) (Mester et al. 2003) . The MST algorithm gives fast and good solutions for low-noise data and simple geometry of the spanning tree, i.e., when the majority of 'leaves' of the tree are interconnected (via linkage) in a linear-like structure corresponding to the organization of eukaryotic chromosome and only a small part of markers appear in the tree branches (Rastas et al. 2013) . But if the number of markers in the branches is large, the maximal MST path may inadequately represent the chromosome. In such cases, MST can serve only as a source of an initial solution that should be complemented by markers from the branches. Thus, the Lep-Map algorithm (Rastas et al. 2013 (Rastas et al. , 2016 imitates MST construction in finding a feasible initial order (path of maximum length) and then inserts markers from MST branches into the path via TSP heuristics. After this step, local changes in the order are applied to maximize the likelihood of the final order. However, the MST approach cannot manage situations with large number of markers in the presence of genotyping errors and missing data.
New approaches to address the problem:
Another approach to solve the problem was first described in our short report (Ronin et al. 2015) . Its central idea is to take into account the structure of the marker space of the mapping problem, where each point represents a marker with n coordinates corresponding to the marker alleles of n genotypes of the population. With this approach, in addition to routine filtering of markers based on segregation distortion and level of missing data, we suggested a heuristic procedure of selecting high-quality markers. It is based on the assumption that error-free markers are more abundant among groups of co-segregating (twin) markers, which should have priority during the selection of 'skeletal markers' for inclusion into the genetic map. If the error rate is low (e.g., pe ~0.01-0.02), a sufficient amount of such markers can be selected to build a high quality map. Here we propose a new approach for constructing genetic maps using big genotyping data (with up to 10 3 -10 4 markers per chromosome), which extends the method by Ronin et al. (2015) and includes an additional filtering step to cope with a higher level of errors (say, pe ~0.02-0.04 or more). Obviously, with the higher error rates, the quality of the maps is supposed to decrease. We show that the increase in the error rate can be compensated by the availability of a large number of markers allowing for building good quality maps. In our algorithm, the procedure of choosing reliable marker candidates from noisier subsets of markers is applied after the best candidates, representing twin groups (TGs), have already been selected.
The remaining markers are clustered and the representatives of such clusters, satisfying certain conditions, are appended to the set of the best candidates representing the TGs. The choice between the two approaches or usage of a hybrid strategy integrating both approaches, for any dataset can be based on preliminary filtering/clustering cycles as described in the paper. The chromosomal distribution of markers suitable to be tried as candidates for the skeletal map at the consequent stages of analysis is shown in Fig. 1 . efficiency of our approach for the selection of the most informative candidates was studied here on simulated and real datasets. Ordering the selected candidates, testing and stepwise improving of the genetic map is then conducted using the effective scheme described in our previous publications (Mester et al. 2003 (Mester et al. , 2004 (Mester et al. , 2010 Korol et al. 2009; Ronin et al. 2010 Ronin et al. , 2012 Ronin et al. , 2015 .
MATERIALS and METHODS

Simulation of mapping data:
For testing the algorithms, we employed simulated and real mapping populations of doubled haploid (or backcross) type, with a population size n=200, and the number of markers Nm=10000, 20000 and 40000 per chromosome. In many organisms the distribution of recombination events along chromosomes is highly heterogeneous, with very high differences between peri-centromeric and sub-telomeric regions due to the centromere and DNA physical length, the density of markers per unit of recombination in the regions with low recombination rate will be much higher than in high-recombination regions. Therefore, in our simulations, three different regions were considered with respect to the proportion of simulated markers and genetic map length L (cM). Namely, the peri-centromeric and the two subtelomeric regions included 80% and 20% of Nm, while the contribution of the peri-centromeric part to the genetic map length was much lower compared to the sub-telomeric parts (Table S1 ).
Simulation of recombination distances between adjacent markers for each region was conducted by sampling the distance values from the pre-set region specific ranges of very small, small, and moderate distances (dvs, ds, and dm, respectively) ( Table S2 ). The average characteristics of the resulting maps constructed for error-free data are presented in Table S3 .
For all notations in the text and the tables and figures see supplementary File S1 (Glossary).
Construction of skeletal map in the case of low level of genotyping errors using the "twin" The process of constructing a skeletal map includes three stages. The first stage is to select a threshold value ts0 for the size ts of TGs, which will be represented by their delegate markers in the initial variant of the skeletal map (Ronin et al. 2015) . In our approach, the selected markers are then ordered based on the reduction of the mapping problem to TSP using the Evolutionary Strategy heuristic optimization (Mester et al. 2003 (Mester et al. , 2004 (Mester et al. , 2010 Ronin et al. 2010 ). The second step is testing map quality using jackknife re-sampling followed by the deletion of markers violating local map stability and monotonicity (i.e., increase in recombination rate between a marker and its subsequent neighbors) (Ronin et al. 2010) . After this step, we can insert in the resulting map additional markers representing TGs with smaller sizes compared to the chosen ts0 (as well as suitable singleton markers not causing map inflation), and then check the map quality again. This step may be helpful for filling in the gaps in the genetic map. Such cycles can be applied repeatedly (Fig 2) .
Figure 2
Skeletal map construction in the presence of high genotype calling error rates using clustering: The second approach is designed to manage situations with higher levels of errors (e.g., up to pe=0.02-0.04). The decrease in the proportion of error-free markers leads to the erosion of most of the TGs. Thus, for a marker with pe=0.03, the probability that in a population with n=200 genotypes none of the marker scores could be erroneous is P = (1-0.03) 200 ≈ e -6 ≈ 0.0024. Here the average number of errors is 6, implying that two markers inseparable-byrecombination (upon an error-free situation) will show a "distance" of ~6 cM. In order to extend the twin-based filtration idea to such situations, when the number of TGs is not sufficient for covering the chromosome even at a low-marker density, we employ marker clustering. An important geometrical fact is that in the n-dimensional space of markers, many groups of cosegregating markers that should be represented in this space as one point per group, as a result of errors will turn into clouds (clusters) of close points. The mid-point of such a cloud is geometrically close to the position of the corresponding (error-free) set of completely linked markers, or twins. Thus, in the space of markers, noisy markers geometrically represent a "fuzzy" set of varying density, with higher density in the vicinity of the residence point of the original error-free markers. Bearing this in mind, we complement the procedure based on using
TGs with zero intra-group distances, by a clustering procedure that dissects the entire set of markers into clusters in such a way that the sum of distances of markers to the means of their clusters, taken over all clusters, will be minimal (File S3). This enables covering the chromosomal regions with relatively high recombination rates, where the joint effect of an increased proportion of false (due to errors) "recombinants" and lower real density of markers per cM may lead to a negligible proportion of the remaining TGs. With this approach, we select a representative marker from each cluster (the marker closest to the centroid) and use these representatives as additional candidate markers. This approach enables to build good quality maps even under the paucity or absence of TGs (due to genotyping errors) in datasets with high error rate. After selection of markers representing the obtained clusters, the next steps are identical to those described above for the twin approach, i.e., resampling-based detection and removing markers violation map stability and monotonicity combined with saturating the skeletal map by filling in the gaps wherever possible.
Although a priory we cannot know which of the two foregoing situations (low or high level of genotypic errors) is characteristic of the target mapping project, it is easy to address this question by a trial analysis and evaluate the number of TGs and the chromosomal distribution of twin sizes, and thereby to assign the project to the first or second class.
Obviously, before starting the mapping analysis, trivial preliminary removing of low quality data is needed based on the level of missing data and deviation of segregation ratios from the expected ones. In reality, the foregoing two situations, with high vs negligible number of twins, may take place simultaneously within the same chromosome. As noted above, this may happen due to the effect of centromere and heterochromatin blocks on recombination. To deal with such situations, we employ a hybrid procedure (see Fig. 2 ).
Characterizing the quality of constructed maps:
In the analysis of simulated data, to characterize the quality of maps constructed using different algorithms or different parameter settings of the same algorithm, we employ as a reference the map representing the "true"
(simulated) order of markers, corresponding to the ideal error-free case with no missing data points. Then, the best algorithm is the one that generates a solution closest to the simulated order. Several parameters were used to assess the map quality. Bearing in mind that in a simulation study we do know the true order, the simplest score of map quality would be the coefficient of recovery (Cr), as described in Mester et al. (2003) . Upon error-free genotyping, many markers are expected to co-segregate due to a high ratio of the total number of markers to population size, leading to the limited use of Cr because it does not take into account the fact that genotyping errors and missing marker scores can lead to fissions of TGs into groups of a smaller size (see Results). Thus, instead of Cr we employ two other characteristics: (a) ne, the number of errors in the order of markers compared to the simulated order (we consider as an error each situation when the marker's original rank in the constructed skeletal map is higher than the rank of the next marker in the map); and (b) nr, the number of "repeats" resulting from the separation of the initial groups of co-segregating markers into sub-groups due to genotyping errors and missing marker calls; such repeats will appear in the constructed skeletal map at separate (usually, but not necessarily, adjacent) positions. In addition to simulated data, we demonstrated our approaches on several wheat chromosomes using data generated using the 90K iSelect SNP genotyping assay for 150 doubled haploid (DH) wheat lines (Wang et al. 2014) .
RESULTS
Both procedures considered in this paper are based on selecting a subset of most informative markers, referred to as 'skeletal' markers, as a basis for constructing a quality genetic map Analysis of simulated data: Although one of the effects of missing data in error-free genotyping data is the reduction in the number of TGs, non-zero but small level of errors leads to an increase in the number of TGs (Table S7; for comparison see File S5 and Table S4 with results for 'no-missing' situations). Nevertheless, further increase in the error rate reverse the direction of changes in the number and size of TGs, and thereby in the number of and confidence in the selected candidate skeletal markers. Thus, qualitatively the effect of missing genotype calls does not change the main conclusions reached for 'no missing ' situation. With the increased level of genotyping errors a more liberal threshold ts0 should be chosen compared to the situations with low error rate. In Table 1 , for a population of size n=200 with two levels of errors (1% and 2%), we show how the results of the described map construction procedure depend on the choice of ts0 for different numbers of available markers per chromosome. As expected, for datasets with higher pe more liberal choice of ts0 should be recommended compared to the datasets with lower pe. The observed distribution of the numbers of groups of size 2, 3, 4 etc. can serve as diagnostic characteristic of the underlying real situation. Table 1 A more detailed analysis of the joint effect of genotyping errors and missing data on the quality of the skeletal map and its regions with high and low recombination density (subtelomeric versus peri-centromeric) is provided in Table S8 . For that, in addition to the regional characteristics of map length (L, Lt1, Lt2 and Lc) and number of markers (Nsk, Nt1sk, Nt2sk and Ncsk) we also employed the proportion of lost unique map positions (lf) compared to the simulated map; the coverage level of the skeletal map (mc); the number of errors and repeats (ne and nr); and map density represented by the ratio of the map length (for the entire chromosome and/or its segments) to the number of intervals ( and/or t1, t2, c) (for explanation see Fig. 3 and File S1). The main findings can be summarized as follows:
Proportion of lost unique positions in the skeletal map (lf): with increase in the level of genotyping errors (from 0.005 to 0.02) and missing data-points (from 0 to 20%) the lost factor lf increased monotonically with ts0 and varied from 10% to 70% independently on the number of markers within the analyzed range Nm = 10 4 -4×10 4 (see also Map density: map density decreased ( increased) with the increased level of genotyping errors pe and the chosen threshold ts0, especially in the sub-telomeric regions, due to a higher level of error-driven degradation of TGs. On average, a 2-2.5 increase in  was observed for the maximal considered level of genotyping errors pe=0.02.
Number of "repeats" (nr) in the map: as explained in section Methods and illustrated in Fig. 3 , genotyping errors and missing data calls may lead to dissociation of a part of the initial TGs into sub-groups; representatives of such sub-groups appear in the constructed skeletal map at separate (usually, but not necessarily, adjacent) positions. Table S8 shows that increasing in the chosen ts0 results in lower nr, implying more efficient filtration in favor of better markers.
Errors in the order of markers (ne): in the resulting skeletal maps, ne was rather small. Yet, attempts to compensate the effect of high pe by choosing too stringent ts0 may lead to a considerable increase of ne due to a drop in the number of skeletal markers and map coverage.
Two approaches can be used if small number of TGs (i.e., candidate skeletal markers) and low coverage were obtained for the chosen ts0: (i) reduce ts0, thereby increasing the number of TGs; and (ii) recruit additional candidate markers based on the k-means or similar clustering procedures (see section Methods). With a low level of genotyping errors, the first approach may be sufficient, at least for genomic regions with relatively low cM/Mb ratio; in combination with the second approach it may enable solving the problem for the whole genome. However, with high level of errors, the number of TGs may be too small even at ts0=2. In this case, the second approach can be used as a major source of candidate skeletal markers. These considerations are reflected in the examples present in Table 2 , where combined analysis enabled considerably improving the map coverage and reducing the proportion of lost map unique positions. Table 2 The decrease in the number of TGs may also be caused by increase in the population size (n). Indeed, we have noted above that even for the small level of genotyping errors, increase in n leads to decrease in the size of the TGs. In Table 3 , we show the effect of population size on map characteristics for error-free data and moderate level of genotyping errors (pe=0.01) and missing data points (ms=20%). For n=200, twin approach was sufficient to build a good quality map, but for n=500 it became impractical due to a catastrophic decrease in the number of TGs in the sub-telomeric regions. Therefore, the map was constructed using the combination of twin approach and clustering. And finally, for n=1000 only clustering approach was suitable. It is noteworthy that despite the growing proportion of lost markers lf (%), the number of markers in and the genetic length of the constructed skeletal maps also grow with the population size.
The last effect results from the known fact that genotyping errors lead to map length inflation. Table 3 Analysis of empirical datasets: As was shown above, genotyping errors can result in decrease in the number of TGs reducing the number of candidate markers for the skeletal map. Therefore, the usage of some of the standard mapping algorithms with the large number of markers can result in maps with inflated inter-marker distances. The ability of our approaches to effectively deal with the high-density marker datasets was demonstrated by comparing the maps constructed for several wheat chromosomes using the MST algorithm (Wang et al. 2014 ) and the twin approach ( Table 4 ). The lengths of MST-maps were 2-3 times longer than those constructed using the twin method and strongly disagreed with chiasma frequencies (~1.7-2.5
per bivalent) as cytogenetics characteristics of meiotic recombination in wheat (e.g., Feldman
1966; Koul et al. 2000) . For chromosome 2A, in spite of the high estimated coefficient of MSTmap coverage (0.994) by the markers from the UDM-map, we observed substantial differences in the estimates of genetic distances between the markers (Table S9) . Moreover, the number of the identified unique recombination map intervals (bins) was substantially higher in the MSTmap (220 bins) than in the UDM-map (125 bins). More than half of the MST-map bins contained a single marker, whereas on the UDM-map only 3 bins had single markers.
Considering the size of the DH population, it is unlikely that the inferred number of unique recombination bins on the MST-map is real; most likely it is caused by genotyping errors resulting in the over-estimation of the recombination rate by MST. Therefore, more than hundreds of bins on the MST-map are represented by the replicated co-segregating markers that should be excluded from the map. While it is possible that some of these single markers do capture unique recombination events not be accounted for in the final UDM-map, the usage of our approach would exclude hundreds of erroneously identified unique recombination events. Table 4 As a further complication of the considered example, the set of 26,000 markers generated based on 90K iSelect platform was merged with a set of ~421,000 markers obtained using genotyping by sequencing (GBS) for the same population (Saintenac et al. 2013). Some of GBS markers were used as usual two-allele SNPs, but the majority were of presence-absence type, representing either M6 or Opata alleles. The combined dataset was filtered to exclude markers with too high level of missing scores (more than 40) and too high segregation distortion ( 2 >35), leaving for further analysis ~130,400. This set was analyzed using twin approach with ts0=4. After removing from the map markers violating map stability and monotonicity (Ronin et al. 2010), followed by map saturation with markers from smaller-size TGs and singleton markers, the total number of skeletal markers was 1481. As illustration, we provide here only the results for 2B chromosome. The number of skeletal markers in the obtained map of 158.5 cM length was 81 (total number of markers was 526 when cosegregating markers were taken into account) (Fig. S1 ). If we also attach markers for which intervals of 2B are their best location (but their inclusion to the skeletal would considerably reduce the map quality), then the total number of markers associated with 81 markers of 2B skeletal map will be 2241 (Table S10) .
Comparing MST and ULD algorithms on simulated data: For comparisons we employed a double haploid mapping population with M=2000 markers positioned on 84 separable by recombination positions (for population size n=200) of the simulated chromosome of L=136.8 cM (Kosambi metric). As can be seen from the results in Table 5 , for both levels of missing data (0 and 10%), the MST map undergoes an increase in the number of map bins and inflation of the map length growing with the rate of genotyping errors. This was the case even for error rates as small as 0.001: i.e. 30-35% for L and 70-110% for bin number increases as compared to simulated parameters. For a more realistic error level (1%), the corresponding numbers were:
400-450% for L and 750-900% for bin number. Unlike MST, the length of maps constructed with our approach practically do not vary with the error rate and remains remarkably close to the simulated map despite one order of magnitude in variation of genotyping error rate.
Interestingly, the obtained results fit rather well the patterns observed in the above examples on real data on wheat, especially for chromosomes 2B and 5A (see Table 4 ), suggesting that the rate of genotyping errors in that data could be approximately 1-2%. Additional important criteria that we used to assess the quality of maps constructed for simulated data were nr (the number of "repeats") and lf (percentage of lost unique positions in the constructed skeletal map compared to the simulated map) (see Materials and Methods and File S1). As can be seen from Table 5 , even in the worst cases, the number of repeats does not exceed the rate of one repeat per 3-4 skeletal markers. For MST, a lower bound estimation of nr varies with the number of bins, from two to 10 repeats per marker. With our approach, the proportion of lost unique positions in the considered examples is a growing function of the error rate and missing data calls (lf varied from 5% to 40%). Obviously, the increase of lf is an unavoidable cost for the noise caused by errors when our attitude is to employ error filtration for getting maps with minimum number of errors in the reconstructed order of markers. An attempt to keep as many markers as possible leads to maps with unrealistic length and rather questionable marker order. 
DISCUSSION
The increase in the number of markers by orders of magnitude achievable by the new technologies (GBS, RAD-seq, RNA-seq, etc.) was perceived as a breakthrough that enables building quality ultra-dense genetic maps. This expectation, being basically correct, may practically be far from reality, due to difficulties caused by genotyping errors, missing marker calls, strong intra-chromosomal variation in recombination density, etc. These factors may lead ). An important factor in getting a high quality map from the available data given the known parameters (population size, total number of markers and missing) is the choice of threshold value TG size ts0 and initial radius r in the clustering procedure. Although both these parameters should depend on a priory unknown rate of genotyping errors pe, several trials should usually be enough to clarify the situation and make a rational choice (as illustrated in the section Results).
Like other approaches, our analysis starts from pre-mapping filtering based of simple criteria (segregation distortion and missing-data). Like other approaches, we also reduce the size of the target dataset by removing redundancy (by representing TGs by single markers).
However, unlike others, we take advantage of the information on marker quality hidden in the structure of the multidimensional marker space, in particular in the sizes of TGs as well as in "derivatives" of such groups resulted from dissipation due to genotyping errors and missing data. Depending on genotyping quality, the number of available markers, and the population size, the number of confidently ordered skeletal markers may vary from several tens to several hundred per chromosome. Yet, markers 'represented' by the skeletal markers (i.e. their cosegregants) plus centroid markers from the blurred clusters and markers attached to the closest intervals of the skeletal map (but not included, to prevent map length inflation) may reach tens or even hundreds of thousands. The described system is implemented in an interactive user-friendly software MultiPoint-ULD (MULD) for building ultradense genetic maps for controlled crosses (backcross, doubled haploids, F2, RIL populations); further development will also include F1 progeny of outbred species and multi-parental populations.
Our approach for pre-mapping filtering, together with previously developed algorithms (Mester Obviously, high quality of dense genetic maps is vital for successful using of genome mapping in these and numerous other applications in non-model organisms, where validated genome sequence is currently not available. We believe that such studies will benefit from using the described here approach. ts -twin group size, ts0 -threshold ts value: skeletal markers should obey the condition ts≥ts0;
Nsk -number of intervals in the map;
Nm -number of markers per LG in the initial data set;
 -map density (the ratio of the entire chromosome map length to the number of intervals). ne -the number of errors in the estimated order of markers compared to the simulated order;
nr -the number of "repeats" caused by fission of the initial TGs into sub-groups due to genotyping errors and missing marker scores; mc (%) -map coverage, which represents the proportion of the constructed skeletal map length relative to the simulated map length;
lf (%) -loss factor, the percentage of lost (non-characterized) map unique positions in the constructed skeletal map compared to the simulated map; it is calculated as lf = 100 (Nskef -(Nsk -nr))/Nskef, =100 (Nskef -Nsk + nr)/Nskef, where Nskef represents the number of intervals in the skeletal maps built for the simulated error-free data, while Nsk and (Nsk -nr) represent the number of noisy markers in the skeletal map, non-corrected and corrected for the number of repeats, respectively. ts -twin group size, ts0 -threshold ts value: skeletal markers should obey the condition ts≥ts0; r -kernel radius;
L, Lt1, Lt2 and Lc -the estimated genetic lengths (in cM) of the entire chromosome map and its sub-telomeric and near-centromeric regions, while
Nsk , Nt1sk, Nt2sk, and Ncsk are the corresponding numbers of intervals of the entire map and its sub-telomeric and peri-centromeric regions;
,  t1 , t2 and c -map density (cM/interval) of the entire map and its sub-telomeric and peri-centromeric regions;
ne -the number of errors in the estimated order of markers compared to the simulated order;
lf (%) -loss factor, the percentage of lost (non-characterized) map unique positions in the constructed skeletal map compared to the simulated map; it is calculated as lf = 100 (Nskef -(Nsk -nr))/Nskef, =100 (Nskef -Nsk + nr)/Nskef, where Nskef represents the number of intervals in the skeletal maps built for the simulated error-free data, while Nsk and (Nsk -nr) represent the number of noisy markers in the skeletal map, non-corrected and corrected for the number of repeats, respectively. pe -level of genotyping errors per marker; ms -simulated rate of missing data per marker; LcM -map length (in cM) of a chromosome or LG; lf (%) -loss factor, which represents the percentage of lost (non-characterized) map unique positions in the constructed skeletal map compared to the simulated map; it is calculated as lf = 100 (Nskef -(Nsk -nr))/Nskef, =100 (Nskef -Nsk + nr)/Nskef, where Nskef is the number of intervals in the map built for the simulated error-free data, while Nsk and (Nsk -nr) are the number of noisy markers in the skeletal map, non-corrected and corrected for the number of repeats, respectively; nr -the number of "repeats" resulting from fission of the initial groups of co-segregating markers into sub-groups due to genotyping errors and missing marker scores; such repeats will appear in the constructed map at separate (usually, but not necessarily, adjacent) positions. 
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