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CHARACTERIZATION OF MULTILINEAR MULTIPLIERS IN TERMS
OF SOBOLEV SPACE REGULARITY
LOUKAS GRAFAKOS AND BAE JUN PARK
Abstract. We provide necessary and sufficient conditions for multilinear multiplier op-
erators with symbols in Lr-based product-type Sobolev spaces uniformly over all annuli
to be bounded from products of Hardy spaces to a Lebesgue space. We consider the case
1 < r ≤ 2 and we characterize boundedness in terms of inequalities relating the Lebesgue
indices (or Hardy indices), the dimension, and the regularity and integrability indices of
the Sobolev space. The case r > 2 cannot be handled by known techniques and remains
open. Our result not only extends but also establishes the sharpness of previous results
of Miyachi, Nguyen, Tomita, and the first author [13, 14, 15, 23], who only considered the
case r = 2.
1. Introduction
Given a bounded function σ on Rn the linear Fourier multiplier operator Tσ acting on a
Schwartz function f is given by
Tσf(x) :=
∫
Rn
σ(ξ)f̂(ξ)e2πi〈x,ξ〉dξ,
where f̂(ξ) :=
∫
Rn
f(x)e−2πi〈x,ξ〉dx is the Fourier transform of f . The classical Mikhlin
multiplier theorem [22] states that Tσ admits an L
p-bounded extension for 1 < p < ∞
whenever ∣∣∂αξ σ(ξ)∣∣ .α |ξ|−|α|, ξ 6= 0
for all multi-indices α with |α| ≤ [n/2] + 1. Ho¨rmander [19] refined this result, introducing
the weaker condition
(1.1) sup
j∈Z
∥∥σ(2j ·)ψ̂∥∥
L2s(R
n)
<∞
for s > n/2, where L2s(R
n) denotes the standard fractional Sobolev space of order s on Rn
and ψ is a Schwartz function on Rn whose Fourier transform is supported in the annulus
1/2 < |ξ| < 2 and satisfies∑j∈Z ψ̂(ξ/2j) = 1 for ξ 6= 0. Caldero´n and Torchinsky [2] proved
that if (1.1) holds for s > n/p − n/2, then Tσ is bounded on Hp(Rn) for 0 < p ≤ 1. They
also showed that L2s in (1.1) can be replaced by L
r
s for the L
p-boundedness, using a complex
interpolation method, and their assumptions were weakened by Grafakos, He, Honz´ık, and
Nguyen [10].
The multilinear counterparts of the Fourier multiplier theory have analogous formulations
but substantially more complicated proofs. Let m be a positive integer greater than 1; this
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index will serve as the degree of the multilinearity of a Fourier multiplier. For a bounded
function σ on (Rn)m we define the corresponding m-linear multiplier operator Tσ by
Tσ
(
f1, . . . , fm
)
(x) :=
∫
(Rn)m
σ(~ξ)
( m∏
j=1
f̂j(ξj)
)
e2πi〈x,
∑n
j=1 ξj〉d~ξ
for Schwartz functions fj on R
n, where ~ξ := (ξ1, . . . , ξm) and d~ξ := dξ1 · · · dξm. As a mul-
tilinear extension of Mikhlin’s result, Coifman and Meyer [3] proved that if L is sufficiently
large and σ satisfies∣∣∂α1ξ1 · · · ∂αmξm σ(ξ1, . . . , ξm)∣∣ .α1,...,αm (|ξ1|+ · · ·+ |ξm|)−(|α1|+···+|αm|)
for multi-indices α1, . . . , αm satisfying |α1| + · · · + |αm| ≤ L, then Tσ is bounded from
Lp1×· · ·×Lpm to Lp for all 1 < p1, . . . , pm ≤ ∞ and 1 < p <∞ with 1/p1+· · ·+1/pm = 1/p.
This result was extended to p ≤ 1 by Kenig and Stein [21] and Grafakos and Torres [18].
Let Ψ(m) be the m-linear counterpart of ψ. That is, Ψ(m) is a Schwartz function on
(Rn)m having the properties:
Supp(Ψ̂(m)) ⊂ {~ξ ∈ (Rn)m : 1/2 ≤ |~ξ| ≤ 2}, ∑
j∈Z
Ψ̂(m)(~ξ/2j) = 1, ~ξ 6= ~0.
Let (~I − ~∆)s/2F =
((
1 + 4π2(| ·1 |2 + · · · + | ·m |2)
)s/2
F̂
)∨
for a nice function on (Rn)m,
where F∨(~ξ) := F̂ (−~ξ) is the inverse Fourier transform of F . For s ≥ 0 and 0 < r <∞ we
define the Sobolev space Lrs((R
n)m) in terms of the finiteness of the norm:
(1.2) ‖F‖Lrs((Rn)m) :=
∥∥(~I − ~∆)s/2F∥∥
Lr((Rn)m)
.
Tomita [27] was the first to obtain an Lp1 × · · · × Lpm to Lp boundedness for Tσ in the
range 1 < p1, . . . , pm, p < ∞, under a condition analogous to (1.1) for the Sobolev space
Lrs((R
n)m). Grafakos and Si [17] extended this result to p ≤ 1 using Lr-based Sobolev
norms of σ for 1 < r ≤ 2:
Theorem A. ([17]) Let 1 < r ≤ 2, r ≤ p1, . . . , pm <∞, 0 < p <∞, and 1/p1+· · ·+1/pm =
1/p. Suppose that
s > mn/r.
If σ satisfies
(1.3) sup
j∈Z
∥∥σ(2j ·1, . . . , 2j ·m)Ψ̂(m)∥∥Lrs((Rn)m) <∞,
then we have∥∥Tσ(f1, . . . , fm)∥∥Lp(Rn) . sup
j∈Z
∥∥σ(2j ·1, . . . , 2j ·m)Ψ̂(m)∥∥Lrs((Rn)m) m∏
i=1
‖fi‖Lpi (Rn)
for functions f1, . . . , fm ∈ S(Rn).
In the preceding theorem and in the rest of this paper, S(Rn) denotes the space of all
Schwartz functions on Rn.
The standard Sobolev space in (1.3) in many recent multiplier results is replaced by a
product type Sobolev space where the different powers of the Laplacian fall on different
variables ξi ∈ Rn. For s1, . . . , sm ≥ 0 and a function F on (Rn)m let
(I −∆1)s1/2 · · · (I −∆m)sm/2F :=
(
(1 + 4π2| ·1 |2)s1/2 · · · (1 + 4π2| ·m |2)sm/2F̂
)∨
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and for 0 < r <∞ and ~s := (s1, . . . , sm), define
‖F‖Lr
~s
((Rn)m) :=
∥∥(I −∆1)s1/2 · · · (I −∆m)sm/2F∥∥Lr((Rn)m).
Here ∆i is the Laplacian acting in the ith variable and si ≥ 0. For a function σ on (Rn)m,
throughout this work we will use the notation:
Lr,Ψ(m)~s [σ] := sup
j∈Z
∥∥σ(2j ·1, . . . , 2j ·m)Ψ̂(m)∥∥Lr
~s
((Rn)m)
.
Research work has also focused on boundedness properties of Tσ under the assumption
Lr,Ψ(m)~s [σ] < ∞ for given ~s. Under this assumption with r = 2, Fujita and Tomita [7]
provided weighted estimates for Tσ. Miyachi and Tomita [23] obtained boundedness for
bilinear multipliers (i.e., m = 2) in the full range of indices 0 < p, p1, p2 ≤ ∞ extending
a result of Caldero´n and Torchinsky [2] to the bilinear setting; here Lebesgue spaces in
the domain are replaced by Hardy spaces when pi ≤ 1. Multilinear extensions were later
provided by Grafakos, Miyachi, and Tomita [13], Grafakos and Nguyen [15], Grafakos,
Miyachi, Nguyen, and Tomita [14], but all these results were proved only in the case r = 2.
We review most of these results in one formulation:
Theorem B. ([13, 14, 15, 23]) Let 0 < p1, . . . , pm ≤ ∞, 0 < p <∞, and 1/p1+· · ·+1/pm =
1/p. Suppose that
(1.4) s1, . . . , sm > n/2,
∑
k∈J
(
sk/n− 1/pk
)
> −1/2
for every nonempty subset J of {1, . . . ,m}. If σ satisfies L2,Ψ(m)~s [σ] <∞, then we have
(1.5)
∥∥Tσ(f1, . . . , fm)∥∥Lp(Rn) . L2,Ψ(m)~s [σ] m∏
i=1
‖fi‖Hpi (Rn)
for Schwartz functions f1, . . . , fm ∈ S(Rn).
Here and in the sequel, Hp(Rn) denotes the classical real Hardy space of Fefferman and
Stein [5]. This space is defined for 0 < p ≤ ∞ and coincides with Lp(Rn) for 1 < p ≤ ∞.
The optimality of (1.4) was also studied in [15, 14, 23] and indeed, if (1.5) holds, then
we must necessarily have
s1, . . . , sm ≥ n/2,
∑
k∈J
(
sk/n− 1/pk
) ≥ −1/2
for every nonempty subset J of {1, . . . ,m}. However, this does not guarantee the validity
of (1.5) in the critical case
(1.6) min (s1, . . . , sm) = n/2 or
∑
k∈J
(
sk/n− 1/pk
)
= −1/2 for some J ⊂ {1, . . . ,m}
and recently, it was proved in Park [25] that (1.5) fails in the case (1.6) as well.
Theorem C. ([25]) Let 0 < p1, . . . , pm ≤ ∞, 0 < p < ∞, and 1/p1 + · · · + 1/pm = 1/p.
Suppose that σ satisfies L2,Ψ(m)~s [σ] <∞ for s1, . . . , sm > 0. Then (1.5) does not hold if
min (s1, . . . , sm) ≤ n/2 or
∑
k∈J
(
sk/n − 1/pk
) ≤ −1/2 for some J ⊂ {1, . . . ,m}.
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Therefore (1.4) is a necessary and sufficient condition for (1.5) to hold.
In this paper, we focus on the case 1 < r ≤ 2 and we prove necessary and suffi-
cient conditions for bounded functions σ on (Rn)m that satisfy the Ho¨rmander condition
Lr,Ψ(m)~s [σ] <∞ to be bounded multilinear multipliers. The case r < 2 was also considered
in [11] but the results obtained there were non optimal. The characterization we provide is
given in terms of explicit inequalities relating different relevant indices and provides gener-
alizations for Theorems B and C, and an extension of Theorem A. The main result of this
article is the following:
Theorem 1.1. Let 1 < r ≤ 2, s1, . . . , sm ≥ 0, 0 < p1, . . . , pm ≤ ∞, 0 < p < ∞, and
1/p1 + · · ·+ 1/pm = 1/p. Suppose that σ satisfies Lr,Ψ
(m)
~s [σ] <∞. Then the conditions
(1.7) s1, . . . , sm > n/r and
∑
k∈J
(
sk/n − 1/pk
)
> −1/r′
hold for every nonempty subset J of {1, 2, . . . ,m} if and only if
(1.8) ‖Tσ(f1, . . . , fm)‖Lp(Rn) . Lr,Ψ
(m)
~s [σ]
m∏
i=1
‖fi‖Hpi (Rn)
for f1, . . . , fm ∈ S(Rn).
The implicit constant in (1.8) depends only on the dimension n, the degree of multilin-
earity m, and the indices pj, sj, and r. Here r
′ = r/(r − 1). We remark that, when r = 2,
Theorem 1.1 coincides with Theorem B and C. Moreover, since
s1, . . . , sm > n/r implies
∑
k∈J
(
sk/n− 1/pk
)
> −1/r′ for all J when r ≤ p1, . . . , pm,
and
Lr,Ψ(m)~s [σ] ≤ sup
j∈Z
∥∥σ(2j ·1, . . . , 2j ·m)Ψ̂(m)∥∥Lrs((Rn)m) for s ≥ s1 + · · ·+ sm,
Theorem 1.1 also covers Theorem A and extends its range of indices to 0 < p1, . . . , pm ≤ ∞.
1.1. Necessary condition. In order to prove the direction (1.8)⇒ (1.7) in Theorem 1.1,
two different multipliers will be constructed based on an idea contained in [25]. However,
the methods in [25] essentially rely on Plancherel’s theorem to obtain the upper bound of
L2,Ψ(m)~s [σ] = sup
j∈Z
∥∥∥( m∏
k=1
(1 + 4π2| ·k |2)sk/2
)(
σ(2j ·1, . . . , 2j ·m)Ψ̂(m)
)∨∥∥∥
L2((Rn)m)
and this cannot be applied in the case 1 < r < 2 anymore.
To overcome this difficulty, we benefit from a recent calculation of Grafakos and Park
[16] concerning a variant of the Bessel potentials that involve a logarithmic term. For any
0 < t, γ <∞ we define
(1.9) H(t,γ)(x) :=
1
(1 + 4π2|x|2)t/2
1
(1 + ln (1 + 4π2|x|2))γ/2 .
We first observe that for any t, γ > 0
(1.10) H(t,γ)(x− y) ≥ H(t,γ)(x)H(t,γ)(y)
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and
(1.11) ‖H(t,γ)‖Lp(Rn) <∞ if and only if t > n/p or t = n/p, γ > 2/p.
Moreover, it was shown in [16] that∣∣Ĥ(t,γ)(ξ)∣∣ .t,γ,n e−|ξ|/2 for |ξ| > 1
and when 0 < t < n,∣∣Ĥ(t,γ)(ξ)∣∣ ≈t,γ,n |ξ|−(n−t)(1 + 2 ln |ξ|−1)−γ/2 for |ξ| ≤ 1.
The estimates imply that
(1.12)
∥∥Ĥ(t,γ)∥∥Lp(Rn) <∞ if and only if t > n− n/p or t = n− n/p, γ > 2/p.
These properties provide us with tools that allow us to prove the following two proposi-
tions:
Proposition 1.2. Let 1 < r <∞, 0 < p1, . . . , pm ≤ ∞, 0 < p <∞, and 1/p1+· · ·+1/pm =
1/p. Suppose that
s1 ≤ s2, . . . , sm and s1 ≤ n/r.
Then there exists a function σ on (Rn)m such that Lr,Ψ(m)~s [σ] <∞, but
‖Tσ‖Hp1×···×Hpm→Lp =∞.
Proposition 1.3. Let 1 < r <∞, 0 < p1, . . . , pm ≤ ∞, 0 < p <∞, and 1/p1+· · ·+1/pm =
1/p. Let 1 ≤ l ≤ m. Suppose that s1, . . . , sm > n/r and
l∑
k=1
(
sk/n− 1/pk
) ≤ −1/r′.
Then there exists a function σ on (Rn)m such that Lr,Ψ(m)~s [σ] <∞, but
‖Tσ‖Hp1×···×Hpm→Lp =∞.
The necessity part of Theorem 1.1 is a consequence of the preceding two propositions
along with a rearrangement argument.
1.2. Sufficiency condition. The sufficiency condition part in Theorem 1.1 is a conse-
quence of the following four propositions combined with a rearrangement argument.
Proposition 1.4. Let 1 < r ≤ 2, r ≤ p1, . . . , pm ≤ ∞, and 1/p = 1/p1 + · · · + 1/pm.
Suppose that
(1.13) s1, . . . , sm > n/r.
If σ satisfies Lr,Ψ(m)~s [σ] <∞, then (1.8) holds.
Proposition 1.5. Let 1 < r ≤ 2, 1 ≤ l ≤ m, 0 < p1, . . . , pl ≤ 1, pl+1, . . . , pm = ∞, and
1/p = 1/p1 + · · ·+ 1/pl. Suppose that
(1.14) sl+1, . . . , sm > n/r,
∑
k∈J
(
sk/n− 1/pk
)
> −1/r′
for every nonempty subset J ⊂ {1, . . . , l}. If σ satisfies Lr,Ψ(m)~s [σ] <∞, then (1.8) holds.
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Proposition 1.6. Let 1 < r ≤ 2, 1 ≤ l < ρ ≤ m, 0 < p1, . . . , pl ≤ 1, r ≤ pl+1, . . . , pρ <∞,
pρ+1, . . . , pm = ∞, and 1/p = 1/p1 + · · · + 1/pρ. Suppose that (1.14) holds for every
nonempty subset J ⊂ {1, . . . , l}. If σ satisfies Lr,Ψ(m)~s [σ] <∞, then (1.8) holds.
Proposition 1.7. Let 1 < r ≤ 2 and 1 ≤ l ≤ m. Suppose that L be a subset of {1, . . . ,m}
with |L| = l, and
1 < pi < r for i ∈ L
and
0 < pi ≤ 1 or r ≤ pi ≤ ∞ for i ∈ {1, . . . ,m} \ L.
Suppose that (1.7) holds for every nonempty subset J of {1, . . . ,m}. If the function σ
satisfies Lr,Ψ(m)~s [σ] <∞, then (1.8) holds.
The statements in the above propositions can be thought of as extensions of Theorems
A and B from r = 2 to 1 < r ≤ 2. However, the ingredients of their proofs are significantly
more involved than in the case r = 2, in view of the lack of Plancherel’s identity. The
proofs we employ depend on the Littlewood-Paley theory for the Hardy space Hp, but this
certainly does not work for H∞ = L∞ or BMO, and this is the reason the case pi = ∞
was excluded in Theorem A. It was addressed in the proof of Theorem B by applying
a modified version of the Carleson measure estimate related to BMO functions, which is
contained in [13]. We provide a new method to deal with this issue, using a generalization of
Peetre’s maximal function, saying Mtσ,2jf , introduced by Park [24]. As we have an L
∞(ℓ2)
characterization of BMO with this maximal function, stated in Lemma 2.2, we may still
utilize the Littlewood-Paley theory to obtain Hpi bounds for all 0 < pi ≤ ∞.
The proof of Proposition 1.4 is based on that of Theorem A for which the pointwise
estimate in Lemma 2.4 below is essential. In Propositions 1.5 and 1.6 at least one index pi
satisfies 0 < pi ≤ 1 and the Hpi atomic decomposition is very useful. In this case we need
to employ an approximation argument for σ as we don’t know that we can interchange
infinite sums of atoms and the action of the operator as in
Tσ
(
f1, . . . , fm
)
=
∞∑
k1=1
· · ·
∞∑
km=1
λ1,k1 , · · · λl,klTσ
(
a1,kl , . . . , al,kl , fl+1, . . . , fm
)
for functions fi ∈ Hpi(Rn) with atomic representation fi =
∑∞
ki=1
λi,kiai,ki , 1 ≤ i ≤ l. This
regularization of the multiplier was also used in [15] but here it is stated in Lemma 2.7.
Afterwards, we apply the method of Grafakos and Kalton [12] and a pointwise estimate of
the form
(1.15)
∣∣Tσ(a1,k1 , . . . , al,kl , fl+1, . . . , fm)(x)∣∣ . Lr,Ψ(m)~s [σ]b1(x) · · · bl(x)Fl+1(x) · · ·Fm(x)
where ‖bi‖Lpi (Rn) . 1 and ‖Fi‖Lpi (Rn) . ‖fi‖Lpi (Rn). Since the above estimate separates the
left-hand side to m functions of x, we may now apply Ho¨lder’s inequality with exponents
1/p = 1/p1 + · · ·+1/pm. The main idea in the proof of Proposition 1.7 is a multilinear ex-
tension of the complex interpolation method of Caldero´n [1] and Caldero´n and Torchinsky
[2]. Specifically, we apply the interpolation to Propositions 1.4, 1.5, and 1.6 to obtain (1.8)
in the entire range 0 < p1, . . . , pm ≤ ∞.
Section 2 contains some preliminary facts that are crucial in the proof of the preceding
propositions. The proof of Propositions 1.2 - 1.7 are given in Sections 3 - 8. Some key
lemmas that appear in the proofs of the propositions are contained in the last section.
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Notation. We denote by N and Z the sets of natural numbers and integers, respectively.
We use the symbol A . B to indicate that A ≤ CB for some constant C > 0 independent
of the variable quantities A and B, and A ≈ B if A . B and B . A hold simultaneously.
The set of all dyadic cubes in Rn is denoted by D, and for each j ∈ Z we designate Dj
to be the subset of D consisting of dyadic cubes with side length 2−j . For each Q ∈ D,
χQ denotes the characteristic function of Q. We also use the notation ~f := (f1, . . . , fm),
~v := (v1, . . . , vm), and 〈x〉 := (1 + 4π2|x|2)1/2.
2. Preliminaries
Let φ be a Schwartz function on Rn with φ̂(0) = 1. For 0 < p ≤ ∞ the Hardy space
Hp(Rn) contains all tempered distributions f on Rn which satisfy
‖f‖Hp(Rn) :=
∥∥ sup
j∈Z
|φj ∗ f |
∥∥
Lp(Rn)
<∞
where φj := 2
jnφ(2j ·). It is known in [6, 28] that the definition of the Hardy space does
not depend on the choice of the function φ. In this paper we fix a Schwartz function ψ
on Rn whose Fourier transform is supported in the annulus 1/2 < |ξ| < 2 and satisfies∑
j∈Z ψ̂(ξ/2
j) = 1 for ξ 6= 0. Set ψ̂(·/2j) = ψ̂j. Then we define a function φ ∈ S(Rn) by
(2.1) φ̂(ξ) :=
{∑
j≤0 ψ̂j(ξ), ξ 6= 0
1, ξ = 0,
and let φj := 2
jnφ(2j ·) so that φ̂j = φ̂(·/2j). Note thatHp(Rn) = Lp(Rn) for all 1 < p ≤ ∞.
A nice feature of the Hardy spaces Hp for 0 < p ≤ 1 is their atomic decomposition.
More precisely, when N is a positive integer greater or equal to [n/p − n] + 1, every f
in Hp(Rn), 0 < p ≤ 1, can be written as ∑∞k=1 λkak, where λk are coefficients satisfying(∑∞
k=1 |λk|p
)1/p
. ‖f‖Hp(Rn) and ak are L∞-atoms for Hp; this means that there exist
cubes Qk such that Supp(ak) ⊂ Qk, ‖ak‖L∞(Rn) ≤ |Qk|−1/p, and
∫
Qk
xαak(x)dx = 0 for all
multi-indices α with |α| ≤ N .
The Hardy space Hp can be characterized in terms of Littlewood-Paley theory. For
0 < p <∞ we have
(2.2) ‖f‖Hp(Rn) ≈
∥∥∥(∑
j∈Z
∣∣ψj ∗ f ∣∣2)1/2∥∥∥
Lp(Rn)
where ψj is a Littlewood-Paley function defined above. This property is also independent of
the choice of functions ψj because of the Caldero´n reproducing formula and the Fefferman-
Stein vector-valued maximal inequality [4] which states that
(2.3)
∥∥{Mtfj}j∈Z∥∥Lp(ℓq) . ‖{fj}j∈Z‖Lp(ℓq) for t < p, q <∞
whereMf(x) := supQ:x∈Q |Q|−1
∫
Q |f(y)|dy is the Hardy-Littlwood maximal functions and
Mtf(x) :=
(M(|f |t))1/t for 0 < t < ∞. Note that (2.3) also holds for 0 < p < ∞, q = ∞
or for p = q =∞.
For j ∈ Z, σ > 0, and 0 < t ≤ ∞ we now define
M
t
σ,2jf(x) := 2
jn/t
∥∥∥ f(x− ·)
(1 + 2j | · |)σ
∥∥∥
Lt(Rn)
,
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which is a generalization of the Peetre’s maximal function Mσ,2jf(x) := M
∞
σ,2jf(x). It is
easy to verify that if 0 < t <∞ and σ > n/t, then
(2.4) Mtσ,2jf(x) .Mtf(x), uniformly in j ∈ Z.
Moreover, for σ > 0, 0 < t ≤ s ≤ ∞, and j ∈ Z, we have
(2.5) Msσ,2jM
t
σ,2jf(x) .M
t
σ,2jf(x).
See [24] for more details.
Elementary considerations reveal that for σ > 0 and Q ∈ Dj
sup
y∈Q
|f(y)| . inf
y∈Q
Mσ,2jf(y)
and then it follows from (2.5) that for 0 < t <∞
(2.6) sup
y∈Q
M
t
σ,2jf(y) . infy∈Q
Mσ,2jM
t
σ,2jf(y) . infy∈Q
M
t
σ,2jf(y).
In addition, the following maximal inequality holds.
Lemma 2.1 ([24]). Let 0 < p, q, t ≤ ∞ and σ > n/min (p, q, t). Suppose that the Fourier
transform of fj is supported in a ball of radius A2
j for some A > 0.
(1) For 0 < p <∞ or p = q =∞, we have∥∥{Mtσ,2jfj}j∈Z∥∥Lp(ℓq) . ∥∥{fj}j∈Z∥∥Lp(ℓq).
(2) For p =∞, 0 < q <∞, and µ ∈ Z, we have
sup
P∈Dµ
( 1
|P |
∫
P
∞∑
j=µ
(
M
t
σ,2jfj(x)
)q
dx
)1/q
. sup
P∈Dµ
( 1
|P |
∫
P
∞∑
j=µ
|fj(x)|qdx
)1/q
where the constant in the inequality is independent of µ.
Using Lemma 2.1 we can prove the following result.
Lemma 2.2 ([24]). Let 0 < p ≤ ∞, 0 < t ≤ ∞, 0 < γ < 1, and σ > n/min (p, 2, t). Then
for any dyadic cubes Q ∈ D, there exists a proper measurable subset SQ of Q, depending
on γ, σ, t, f , such that |SQ| > γ|Q| and
‖f‖Xp ≈
∥∥∥{ ∑
Q∈Dj
(
inf
y∈Q
M
t
σ,2j
(
ψj ∗ f
)
(y)
)
χSQ
}
j∈Z
∥∥∥
Lp(ℓ2)
where Xp = Hp for 0 < p <∞ and X∞ = BMO.
We observe that if SQ is a measurable subset of Q ∈ D with |SQ| > γ|Q| for some
0 < γ < 1, then we have
(2.7) χQ(x) .τ,γ Mτ (χSQ)(x),
which is due to the fact that for x ∈ Q
(2.8) 1 <
1
γ1/τ
|SQ|1/τ
|Q|1/τ =
1
γ1/τ
( 1
|Q|
∫
Q
χSQ(y)dy
)1/τ ≤ γ−1/τMτ (χSQ)(x).
Based on the L∞(ℓ2) characterization of BMO from Lemma 2.2, we have the following
lemma, which will be essential in obtaining L∞ bounds in the proof of our main theorem.
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Lemma 2.3. Let 0 < p, t <∞, N ≥ 3, and
s1 > n/min (p, t), si > n/min (2, t) 2 ≤ i ≤ N.
Let ϕj , ϑj ∈ S(Rn), j ∈ Z, satisfy Supp(ϕ̂j) ⊂ {ξ ∈ Rn : |ξ| ≤ C2j} and Supp(ϑ̂j) ⊂ {ξ ∈
Rn : D−12j ≤ |ξ| ≤ D2j} for some C,D > 1. Suppose that T 1 and T 2 are the bilinear
operators and T 3 is the N -linear operator, defined by
T 1(f1, f2)(x) :=
[∑
j∈Z
(
M
t
s1,2j
(
ϕj ∗ f1
)
(x)
)2(
M
t
s2,2j
(
ϑj ∗ f2
)
(x)
)2]1/2
,
T 2(f1, f2)(x) :=
∑
j∈Z
M
t
s1,2j
(
ϑj ∗ f1
)
(x)Mts2,2j
(
ϑj ∗ f2
)
(x),
T 3(f1, . . . , fN )(x) :=
∑
j∈Z
M
t
s1,2j
(
ϕj ∗ f1
)
(x)
N∏
i=2
M
t
si,2j
(
ϑj ∗ fi
)
(x)
for f1, . . . , fN ∈ S(Rn) and x ∈ Rn. Then we have∥∥T 1(f1, f2)∥∥Lp(Rn) . ‖f1‖Hp(Rn)‖f2‖BMO(Rn)(2.9) ∥∥T 2(f1, f2)∥∥Lp(Rn) . ‖f1‖Hp(Rn)‖f2‖BMO(Rn)(2.10) ∥∥T 3(f1, . . . , fN )∥∥Lp(Rn) . ‖f1‖Hp(Rn) N∏
i=2
‖fi‖BMO(Rn).(2.11)
Proof. We will only be concerned with (2.9) and (2.11) as the proof of (2.10) is very similar
to that of (2.11) with N = 3.
Since dyadic cubes with the same side length are pairwise disjoint, the left-hand side of
(2.9) can be written as∥∥∥(∑
j∈Z
∑
Q∈Dj
(
M
t
s1,2j
(
ϕj ∗ f1
))2(
M
t
s2,2j
(
ϑj ∗ f2
))2
χQ
)1/2∥∥∥
Lp(Rn)
and the estimate (2.6) implies that the preceding expression is dominated by a constant
multiple of
(2.12)
∥∥∥(∑
j∈Z
∑
Q∈Dj
(
inf
y∈Q
M
t
s1,2j
(
ϕj ∗ f1
)
(y)
)2(
inf
y∈Q
M
t
s2,2j
(
ϑj ∗ f2
)
(y)
)2
χQ
)1/2∥∥∥
Lp(Rn)
.
According to Lemma 2.2, for each Q ∈ D we can choose a proper measurable subset SQ of
Q such that |SQ| > 12 |Q| and
(2.13) ‖f2‖BMO ≈
∥∥∥{ ∑
Q∈Dj
(
inf
y∈Q
M
t
s2,2j
(
ϑj ∗ f2
)
(y)
)
χSQ
}
j∈Z
∥∥∥
L∞(ℓ2)
.
Here, we may use ϑj , instead of ψj , because of the Caldero´n reproducing formula and (2.5).
Now, using (2.7) with τ < min (p, 2) and the vector-valued maximal inequality (2.3) of
Mτ with the index set {Q}Q∈D, χQ can be replaced by χSQ in (2.12) and then Ho¨lder’s
inequality yields that (2.12) is less than a constant times∥∥∥ sup
j∈Z
M
t
s1,2j
(
ϕj ∗ f1
)∥∥∥
Lp(Rn)
∥∥∥{ ∑
Q∈Dj
(
inf
y∈Q
M
t
s2,2j
(
ϑj ∗ f2
)
(y)
)
χSQ
}
j∈Z
∥∥∥
L∞(ℓ2)
.
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The second term is definitely comparable to ‖f2‖BMO due to (2.13) and the first one can
be estimated by ∥∥∥ sup
j∈Z
∣∣ϕj ∗ f1∣∣∥∥∥
Lp(Rn)
≈ ‖f1‖Hp(Rn)
in view of Lemma 2.1. This proves (2.9).
Similarly, for each Q ∈ D we choose proper measurable subsets S2Q and S3Q of Q such
that |S2Q|, |S3Q| > 34 |Q| and
‖fk‖BMO ≈
∥∥∥{ ∑
Q∈Dj
(
inf
y∈Q
M
t
sk,2j
(
ϑj ∗ fk
)
(y)
)
χSkQ
}
j∈Z
∥∥∥
L∞(ℓ2)
, k = 2, 3.
We note that |S2Q ∩ S3Q| > 12 |Q| and thus (2.7) implies
χQ(x) .τ Mτ
(
χS2Q∩S3Q
)
(x), for all 0 < τ <∞.
Choose τ < min (1, p). Then we can prove that the left-hand side of (2.11) is smaller than
a constant times∥∥∥∑
j∈Z
∑
Q∈Dj
(
inf
y∈Q
M
t
s1,2j
(
ϕj ∗ f1
)
(y)
) N∏
k=2
(
inf
y∈Q
M
t
sk ,2j
(
ϑj ∗ fk
)
(y)
)
χS2Q
χS3Q
∥∥∥
Lp(Rn)
≤
∥∥∥ sup
j∈Z
M
t
s1,2j
(
ϕj ∗ f1
)∥∥∥
Lp(Rn)
3∏
k=2
∥∥∥{ ∑
Q∈Dj
(
inf
y∈Q
M
t
sk,2j
(
ϑj ∗ fk
)
(y)
)
χSkQ
}
j∈Z
∥∥∥
L∞(ℓ2)
×
N∏
k=4
∥∥{Mtsk,2j(ϑj ∗ fk)}j∈Z∥∥L∞(ℓ∞)
. ‖f1‖Hp1 (Rn)
N∏
k=2
‖fk‖BMO
as desired. Here, we used the fact that for 4 ≤ k ≤ N ,∥∥{Mtsk ,2j(ϑj ∗ fk)}j∈Z∥∥L∞(ℓ∞) . ∥∥{ϑj ∗ fk}j∈Z∥∥L∞(ℓ∞) ≈ ‖fk‖F˙ 0,∞∞ . ‖fk‖F˙ 0,2∞ ≈ ‖fk‖BMO
where F˙ 0,qp is the homogeneous Triebel-Lizorkin space, and Lemma 2.1, the embedding
F˙ 0,2∞ →֒ F˙ 0,∞∞ , and the characterization BMO = F˙ 0,2∞ are applied. We refer to [24] for more
details. 
The following lemma is the main tool used to derive pointwise estimates like (1.15). In
fact, similar results can be found in [13, 14, 15, 17, 23] with the maximal function Mt, but
here we replace Mt by Mtsk,2j in order to apply the arguments in Lemmas 2.2 and 2.3.
Lemma 2.4. Let 1 < t ≤ 2 and s1, . . . , sm > n/t. Suppose that σ is a bounded function
with a compact support in (Rn)m. Then we have
∣∣Tσ~f(x)∣∣ . ∥∥σ(2j ·)∥∥Lt~s((Rn)m)
m∏
k=1
M
t
sk,2j
fk(x), uniformly in j ∈ Z.
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Proof. Using the Ho¨lder inequality, we obtain∣∣Tσ~f(x)∣∣ = ∣∣∣ ∫
(Rn)m
σ∨(~v)
m∏
k=1
fk(x− vk)d~v
∣∣∣
≤ 2−jmn/t
[ ∫
(Rn)m
( m∏
k=1
〈2jvk〉skt′
)
|σ∨(~v)|t′d~v
]1/t′ m∏
k=1
M
t
sk,2j
fk(x)
where we applied the simple inequality that∥∥f(x− ·)〈2j ·〉−sk∥∥
Lt(Rn)
. 2−jn/tMtsk,2jf(x).
Then the Hausdorff Young inequality with 1 < t ≤ 2 yields that[ ∫
(Rn)m
( m∏
k=1
〈2jvk〉skt′
)
|σ∨(~v)|t′d~v
]1/t′
. 2jmn/t
∥∥σ(2j ·)∥∥
Lt
~s
((Rn)m)
and this completes the proof. 
The next lemma is a multi-parameter inequality of Kato-Ponce type.
Lemma 2.5. Let 1 < t <∞ and s1, . . . , sm ≥ 0. Suppose that g is a function in Lt~s((Rn)m)
and Ξ ∈ S((Rn)m). Then we have∥∥Ξ · g∥∥
Lt
~s
((Rn)m)
. ‖g‖Lt~s((Rn)m).
The above lemma is clear when s1, . . . , sm are even integers as the derivatives of Ξ are
bounded functions, using the embedding Lt
~s(1)
→֒ Lt
~s(2)
for ~s(2) := (s
(2)
1 , . . . , s
(2)
m ) ≤ ~s(1) :=
(s
(1)
1 , . . . , s
(1)
m ), which means s
(2)
k ≤ s(1)k for each 1 ≤ k ≤ m. Then a complex interpolation
technique completes the proof for the general s1, . . . , sm ≥ 0. We refer to [9, Section 5] for
more details.
We now discuss a regularization of multipliers.
Lemma 2.6. Let 1 < r ≤ 2 and σ satisfy Lr,Ψ(m)~s [σ] <∞ for sk > n/r, 1 ≤ k ≤ m. Then
there exists a family of Schwartz functions {σǫ}0<ǫ<1/2 such that σ̂ǫ has a compact support
in (Rn)m,
(2.14) sup
0<ǫ<1/2
Lr,Ψ(m)~s [σǫ] . Lr,Ψ
(m)
~s [σ],
and
(2.15) lim
ǫ→0
∥∥Tσ~f − Tσǫ~f∥∥L2(Rn) = 0
for Schwartz functions f1, . . . , fm on R
n.
The above lemma can be verified with a very similar argument as described in [15,
Theorem 3.1], by using Lemma 2.5 and just replacing L2~s by L
r
~s. Therefore, the proof will
not be pursued here. As shown in [15], the L2 convergence in (2.15) implies the existence
of a sequence of positive numbers {ǫj}j∈N, converging to 0 as j →∞, such that
lim
j→∞
Tσǫj
~f(x) = Tσ~f(x) a.e. x ∈ Rn.
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Then Fatou’s lemma and (2.14) yield that∥∥Tσ~f∥∥Lp(Rn) ≤ lim infj→∞ ∥∥Tσǫj ~f∥∥Lp(Rn) . sup0<ǫ<1/2Lr,Ψ(m)~s [σǫ]
m∏
i=1
‖fi‖Hpi (Rn)
. Lr,Ψ(m)~s [σ]
m∏
i=1
‖fi‖Hpi (Rn).
In view of this reduction, in the proof of the main theorem we may actually assume that σ
is a Schwartz function such that σ̂ has a compact support. Our estimates will depend only
on Lr,Ψ(m)~s [σ] and not on other quantities related to σ.
With the regularization in Lemma 2.6, we may apply the following lemma in the case
that for at least one i with 1 ≤ i ≤ m we have pi ≤ 1, so that the Hpi-atomic decomposition
is applied.
Lemma 2.7 ([14]). Let 1 ≤ l ≤ m, 0 < p1, . . . , pl ≤ 1, and 1 < pl+1, . . . , pm ≤ ∞. Let σ
be a Schwartz function on (Rn)m whose Fourier transform has compact support (as σǫ does
in Lemma 2.6). Suppose that fi ∈ Hpi(Rn), 1 ≤ i ≤ l, have atomic representations fi =∑∞
ki=1
λi,kiai,ki , where ai,ki are L
∞-atoms for Hpi and
(∑∞
ki=1
|λi,ki |pi
)1/pi ≤ ‖fi‖Hpi (Rn).
Suppose fi ∈ S(Rn) for l + 1 ≤ i ≤ m. Then
Tσ~f(x) =
∞∑
k1=1
· · ·
∞∑
kl=1
λ1,k1 · · ·λl,klTσ
(
a1,k1 , . . . , al,kl , fl+1, . . . , fm
)
(x)
for almost all x ∈ Rn.
In order to establish an inequality such as (1.15), the vanishing moment condition of ai,ki
will be exploited in the following way.
Lemma 2.8. Suppose that a ∈ L∞0 (Rn) is a bounded function with a compact support and
has vanishing moments in the sense that there is a M ∈ N ∪ {0} such that
(2.16)
∫
Rn
xαa(x)dx = 0, |α| ≤M.
Then for any K ∈ S(Rn) and c0 ∈ Rn, we have
(2.17)
∣∣K ∗ a(x)∣∣ . ∫ 1
0
∫
Rn
|y − c0|M+1
∑
|α|=M+1
∣∣∂αK(x− c0 − t(y − c0))∣∣|a(y)|dydt.
Proof. We recall Taylor’s formula saying that for any x, y ∈ Rn and M ∈ N ∪ {0} we have
f(x+ y) =
∑
|α|≤M
∂αf(x)
α!
yα + (M + 1)
∑
|α|=M+1
1
α!
(∫ 1
0
(1− t)M∂αf(x+ ty)dt
)
yα.
Then (2.16) yields that the left-hand side of (2.17) is dominated by a constant times∑
|α|=M+1
1
α!
∫ 1
0
(1− t)M
∫
Rn
∣∣∂αK(x− c0 − t(y − c0))∣∣|y − c0|M+1|a(y)|dydt
and this is clearly less than the right-hand side of (2.17). 
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The argument in Lemma 2.8 will help us estimate the Lr
′
norm of the product of
〈x1〉s1 · · · 〈xm〉sm and derivatives of
(
σ(2j ·)Ψ̂(m))∨ to obtain the quantity Lr,Ψ(m)~s [σ], as
the Hausdorff-Young inequality ‖F∨‖Lr′ ((Rn)m) . ‖F‖Lr((Rn)m) is applicable for 1 < r ≤ 2.
The following lemma will play a significant role in this.
Lemma 2.9 ([14, 23]). Let 1 ≤ p ≤ q ≤ ∞, and sk ≥ 0 for 1 ≤ k ≤ m. Let σ be a function
defined on (Rn)m and K = σ∨ be the inverse Fourier transform of σ. Suppose that σ is
supported in a ball of a constant radius. Then for 1 ≤ l ≤ m and any multi-index ~α in
(Zn)l there exists a constant C~α such that∥∥〈·1〉s1 · · · 〈·l〉sl∂~αK(·1, . . . , ·l, yl+1, . . . , ym)∥∥Lq((Rn)l)
≤ C~α
∥∥〈·1〉s1 · · · 〈·l〉slK(·1, . . . , ·l, yl+1, . . . , ym)∥∥Lp((Rn)l)
where ∂~α denotes ~α derivatives in the first l variables.
We end this section by reviewing the technique of Grafakos and Kalton [12], which will
be very useful in estimating the Lp norm of the sum of functions having a compact support
for 0 < p ≤ 1.
Lemma 2.10. [12, Lemma 2.1] Let 0 < p ≤ 1 and {fQ}Q∈J be a family of nonnegative
integrable functions with Supp(fQ) ⊂ Q for all Q ∈ J , where J is a finite or countable
family of cubes in Rn. Then we have∥∥∥∑
Q∈J
fQ
∥∥∥
Lp(Rn)
.
∥∥∥∑
Q∈J
( 1
|Q|
∫
Q
fQ(y)dy
)
χQ
∥∥∥
Lp(Rn)
,
where the constant in the inequality depends only on p.
3. Proof of Proposition 1.2
Let θ and θ˜ denote Schwartz functions on Rn having the properties
Supp(θ̂) ⊂ {ξ ∈ Rn : 999
1000
√
m
≤ |ξ| ≤ 1001
1000
√
m
}
Supp(
̂˜
θ) ⊂ {ξ ∈ Rn : 99
100
√
m
≤ |ξ| ≤ 101
100
√
m
}
and
̂˜
θ(ξ) = 1 for 999
1000
√
m
≤ |ξ| ≤ 1001
1000
√
m
. Then it is clear that θ ∗ θ˜ = θ.
Choose 2/r < δ ≤ 2 and let N > 0 be a sufficiently large number to be chosen later.
Recall that our fixed Schwartz function φj satisfies Supp(φj) ⊂ {ξ ∈ Rn : |ξ| ≤ 2j+1} and
φ̂j(ξ) = 1 for |ξ| ≤ 2j . We define
H(N)(n,δ)(x) := H(n,δ)(x)φ̂N (x), x ∈ Rn
and
σ(N)(~ξ) := ĤN(n,δ)(ξ1)
̂˜
θ(ξ1)
̂˜
θ(ξ2) · · · ̂˜θ(ξm), ~ξ ∈ (Rn)m,
where H(n,δ) is defined in (1.9).
It follows from the support of
̂˜
θ that σ(N) is supported in {~ξ ∈ (Rn)m : 99100 ≤ |~ξ| ≤ 101100},
which implies that σ(2l~ξ)Ψ̂(m)(~ξ) vanishes unless −1 ≤ l ≤ 1. Moreover, in view of Lemma
2.5 we have
Lr,Ψ(m)~s [σ(N)] . max−1≤l≤1
∥∥σ(N)(2l·1, . . . , 2l·m)∥∥Lr~s((Rn)m),
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which can be estimated, via scaling, by a constant times
(3.1) ‖σ(N)‖Lr
~s
((Rn)m) .
∥∥∥̂H(N)(n,δ) · ̂˜θ∥∥∥Lrs1 (Rn) .
∥∥̂H(N)(n,δ)∥∥Lrs1 (Rn),
where we used Lemma 2.5 in the last inequality. We observe that
(I −∆)s1/2̂H(N)(n,δ)(ξ) =
̂H(N)(n−s1,δ)(ξ) = φN ∗ ̂H(n−s1,δ)(ξ)
and ̂H(n−s1),δ ∈ Lr(Rn), using (1.12) with δ > 2/r and s1 = n/r. Since {φN}N∈N is an
approximate identity, we have
lim
N→∞
∥∥∥φN ∗ ̂H(n−s1,δ) − ̂H(n−s1,δ)∥∥∥
Lr(Rn)
= 0,
which proves
(3.2) lim sup
N→∞
Lr,Ψ(m)~s [σ(N)] . limN→∞
∥∥∥φN ∗ ̂H(n−s1,δ)∥∥∥
Lr(Rn)
≤ ∥∥ ̂H(n−s1,δ)∥∥Lr(Rn) <∞.
On the other hand, for 0 < ǫ < 1/100, let
f
(ǫ)
j (x) := ǫ
n/pjθ(ǫx), 1 ≤ j ≤ m.
Then it is clear, from the Littlewood-Paley theory for Hardy spaces and scaling arguments
that for each 1 ≤ j ≤ m
(3.3)
∥∥f (ǫ)j ∥∥Hpj (Rn) ≈ ∥∥f (ǫ)j ∥∥Lpj (Rn) = ‖θ‖Lpj (Rn) . 1, uniformly in ǫ.
Moreover, we observe that∣∣∣Tσ(N)(f (ǫ)1 , . . . , f (ǫ)m )(x)∣∣∣ = ǫn/p∣∣∣H(N)(n,δ) ∗ (θ(ǫ·))(x)∣∣∣∣∣θ(ǫx)∣∣m−1
and this, together with scaling, yields that∥∥∥Tσ(N)(f (ǫ)1 , . . . , f (ǫ)m )∥∥∥
Lp(Rn)
=
∥∥∥∣∣θ∣∣m−1(H(N)(n,δ) ∗ (θ(ǫ·)))(·/ǫ)∥∥∥Lp(Rn).
Applying (3.3) and Fatou’s lemma, we obtain that∥∥Tσ(N)∥∥Hp1×···×Hpm→Lp & lim infǫ→0 ∥∥∥Tσ(N)(f (ǫ)1 , . . . , f (ǫ)m )∥∥∥Lp(Rn)
≥
∥∥∥∣∣θ∣∣m−1∣∣∣ lim inf
ǫ→0
∫
Rn
θ(x− ǫy)H(N)(n,δ)(y)dy
∣∣∣∥∥∥
Lp(Rn)
.(3.4)
Since ∣∣θ(x− ǫy)H(N)(n,δ)(y)∣∣ . H(N)(n,δ)(y) uniformly in ǫ > 0, x ∈ Rn
and ∥∥H(N)(n,δ)∥∥L1(Rn) ≤ ∥∥φ̂N∥∥L1(Rn) . Nn <∞,
the Lebesgue dominated convergence theorem yields
(3.4) =
∥∥|θ|m∥∥
Lp(Rn)
∫
Rn
H(N)(n,δ)(y)dy ≈
∫
Rn
H(n,δ)(y)φ̂N (y)dy.
Taking lim infN→∞, we finally obtain that
lim inf
N→∞
∥∥Tσ(N)∥∥Hp1×···×Hpm→Lp & ∥∥H(n,δ)∥∥L1(Rn) =∞
where we applied the monotone convergence theorem and the fact that H(n,δ) 6∈ L1(Rn) for
δ ≤ 2 because of (1.11).
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This fact combined with (3.2) completes the proof.
4. Proof of Proposition 1.3
We first consider the case 1 ≤ l < m. Let µ1 := (m−1/2, 0, . . . , 0) ∈ Rn. The condition
l∑
k=1
(
sk/n− 1/pk
) ≤ −1/r′
is equivalent to
(4.1) s1 + · · ·+ sl + n/r′ ≤ n/p1 + · · ·+ n/pl = n/p−
(
n/pl+1 + · · ·+ n/pm).
On the other hand, it follows from the condition sj > n/r, 1 ≤ j ≤ m, that
s1 + · · ·+ sl + n/r′ > ln/r + n/r′,
which further implies, combined with (4.1), that
2l/r + 2/r′ < 2/p − (2/pl+1 + · · ·+ 2/pm).
Now we choose τ, τl+1, . . . , τm > 0 such that
τl+1 > 2/pl+1, . . . , τm > 2/pm
and
(4.2) 2/r < τ < 2l/r + 2/r′ < 2/p − (τl+1 + · · ·+ τm) < 2/p − (2/pl+1 + · · ·+ 2/pm).
Let ϕ, ϕ˜ ∈ S(Rn) be radial functions having the properties that ϕ ≥ 0, ϕ(0) 6= 0,
Supp(ϕ̂) ⊂ {ξ ∈ Rn : |ξ| ≤ 1200lm}, Supp(̂˜ϕ) ⊂ {ξ ∈ Rn : |ξ| ≤ 1100m}, and ̂˜ϕ(ξ) = 1 for
|ξ| ≤ 1200m . In what follows, we denote H(s1+···+sl+n/r′,τ) by H for notational convenience.
We define
K(l)(x) := H ∗ ϕ(x), x ∈ Rn,
and
M (l)(ξ1, . . . , ξl) := (K
(l))
∨(1
l
l∑
k=1
(ξk − µ1)
) l∏
j=2
ϕ∨
(1
l
l∑
k=1
(ξk − ξj)
)
where M (l) is defined on (Rn)l. Then the multiplier σ on (Rn)m is defined by
σ(ξ1, . . . , ξm) :=M
(l)(ξ1, . . . , ξl)ϕ˜
∨(ξl+1 − µ1) · · · ϕ˜∨(ξm − µ1).
To investigate the support of σ we first look at the support of M (l). From the support of
ϕ∨, we have ∣∣ξ1 + · · ·+ ξl − lµ1∣∣ ≤ 1
200m
,
and for each 2 ≤ j ≤ l
(4.3)
∣∣ξ1 + · · ·+ ξl − lξj∣∣ ≤ 1
200m
.
By adding up all of them, we obtain
(4.4)
∣∣ξ1 − µ1∣∣ ≤ 1
200m
and the sum of (4.3) and (4.4) yields that for each 2 ≤ j ≤ l∣∣µ1 + ξ2 + · · ·+ ξl − lξj∣∣ ≤ 1
100m
.
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Let us call the above estimate E(j). Then for 2 ≤ j ≤ l, it follows from
E(j) +
l∑
k=2
E(k)
that ∣∣ξj − µ1∣∣ ≤ 1
100m
,
which proves, together with (4.4), that
Supp(M (l)) ⊂
{
(ξ1, . . . , ξl) ∈ (Rn)l : |ξj − µ1| ≤ 1
100m
, 1 ≤ j ≤ l
}
.(4.5)
Since ̂˜ϕ is also supported in {ξ ∈ Rn : |ξ| ≤ 1100m}, it is clear that
Supp(σ) ⊂
{
(ξ1, . . . , ξm) ∈ (Rn)m : |ξj − µ1| ≤ 1
100m
, 1 ≤ j ≤ m
}
⊂
{
~ξ := (ξ1, . . . , ξm) ∈ (Rn)m : 99
100
≤ |~ξ| ≤ 101
100
}
,
which shows that σ(2l~ξ)Ψ̂(m)(~ξ) vanishes unless −1 ≤ l ≤ 1. Furthermore, using Lemma
2.5 and the scaling argument in the derivation of (3.1), we have
Lr,Ψ(m)~s [σ] . sup−1≤l≤1
∥∥∥σ(2l·)Ψ̂(m)∥∥∥
Lr~s((R
n)m)
. ‖σ‖Lr
~s
((Rn)m)
and this is clearly less than a constant times∥∥M (l)∥∥
Lr
(s1,...,sl)
((Rn)l)
m∏
j=l+1
∥∥ϕ˜∨∥∥
Lrsj (R
n)
.
∥∥(I −∆1)s1/2 · · · (I −∆l)sl/2M (l)∥∥Lr((Rn)l).
We observe that
M̂ (l)(x1, . . . , xl)
=
∫
(Rn)l
(K(l))∨
(1
l
l∑
k=1
(ξk − µ1)
)[ l∏
j=2
ϕ∨
(1
l
l∑
k=1
(ξk − ξj)
)]( l∏
j=1
e−2πi〈xj ,ξj〉
)
dξ1 · · · dξl.
Using a change of variables with
ζ1 :=
1
l
l∑
k=1
(ξk − µ1), and ζj := 1
l
l∑
k=1
(ξk − ξj), 2 ≤ j ≤ l
so that
(4.6) ξ1 = ζ1 + · · ·+ ζl + µ1, and ξj = ζ1 − ζj + µ1, 2 ≤ j ≤ l,
we see that
M̂ (l)(x1, . . . , xl) = le
−2πi〈∑lk=1 xk,µ1〉
∫
(Rn)l
(K(l))∨(ζ1)
( l∏
j=2
ϕ∨(ζj)
)
e−2πi〈
∑l
k=1 xk,ζ1〉
×
( l∏
j=2
e−2πi〈x1−xj ,ζj〉
)
dζ1 · · · dζl
= lK(l)(x1 + · · · + xl)ϕ(x1 − x2) · · ·ϕ(x1 − xl)e−2πi〈x1+···+xl,µ1〉(4.7)
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since the Jacobian of the system (4.6) is l. Consequently,
(I −∆1)s1/2 · · · (I −∆l)sl/2M (l)(ξ1, . . . , ξl)
= l
∫
(Rn)l
( l∏
j=1
〈xj〉sj
)
K(l)(x1 + · · ·+ xl)ϕ(x1 − x2) · · ·ϕ(x1 − xl)
e−2πi〈x1+···+xl,µ1〉e2πi〈x1,ξ1〉 · · · e2πi〈xl,ξl〉dx1 · · · dxl
and we perform another change of variables with
y1 := x1 + · · · + xl, and yj := x1 − xj, 2 ≤ j ≤ l,
which is equivalent to
x1 =
1
l
l∑
k=1
yk, and xj =
1
l
l∑
k=1
(yk − yj), 2 ≤ j ≤ l,
to obtain that the last expression is controlled by a constant times∫
(Rn)l
〈1
l
l∑
k=1
yk
〉s1( l∏
j=2
〈1
l
l∑
k=1
(yk − yj)
〉sj)
K(l)(y1)
( l∏
j=2
ϕ(yj)
)
× e2πi〈y1, 1l (ξ1+···+ξl)−µ1〉
( l∏
j=2
e2πi〈yj ,
1
l
(ξ1+···+ξl)−ξj〉
)
dy1 · · · dyl.
In conclusion, using a change of variables, we have
Lr,Ψ(m)~s [σ] .
∥∥∥ ∫
(Rn)l
〈1
l
l∑
k=1
yk
〉s1( l∏
j=2
〈1
l
l∑
k=1
(yk − yj)
〉sj)
(4.8)
×K(l)(y1)
( l∏
j=2
ϕ(yj)
)( l∏
j=1
e2πi〈yj ,ξj〉
)
dy1 · · · dyl
∥∥∥
Lr(ξ1,...,ξm)
.
For sufficiently large M > 0, let
N(M)(y1, . . . , yl) :=
〈
1
l
∑l
k=1 yk
〉s1∏l
j=2
〈
1
l
∑l
k=1 (yk − yj)
〉sj
〈y1〉s1+···+sl
∏l
j=2 〈yj〉M
.
Then the right-hand side of (4.8) can be written as
(4.9)
∥∥∥TN(M)((K(l)s1+···+sl)∨ ⊗ (ϕ(M))∨ ⊗ · · · ⊗ (ϕ(M))∨)∥∥∥Lr((Rn)l)
where
K
(l)
(s1+···+sl)(y1) := 〈y1〉
s1+···+slK(l)(y1), ϕ(M)(y) := 〈y〉Mϕ(y).
Now we need the following lemma whose proof will be provided in Section 9.
Lemma 4.1. Let M > s1 + · · · + sl + n+ 2. Then N(M) is an Lr multiplier on (Rn)l.
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By choosing M > s1 + · · ·+ sl + n+ 2 and using Lemma 4.1 and 2.5, we obtain
(4.9) .
∥∥(K(l)(s1+···+sl))∨ ⊗ (ϕ(M))∨ ⊗ · · · ⊗ (ϕ(M))∨∥∥Lr((Rn)l)
.
∥∥(I −∆)(s1+···+sl)/2(K(l))∨∥∥
Lr(Rn)
=
∥∥(I −∆)(s1+···+sl)/2(H∨ϕ∨)∥∥
Lr(Rn)
.
∥∥(I −∆)(s1+···+sl)/2H∨(s1+···+sl+n/r′,τ)∥∥Lr(Rn) = ∥∥Ĥ(n/r′,τ)∥∥Lr(Rn)
and this is finite because of (1.12) with τ > 2/r, which concludes that
Lr,Ψ(m)~s [σ] <∞.
To achieve
(4.10) ‖Tσ‖Hp1×···×Hpm→Lp =∞,
let
f1(x) = · · · = fl(x) := 2nϕ˜(2x)e2πi〈x,µ1〉,
fj(x) := H(n/pj ,τj) ∗ ϕ(x)e2πi〈x,µ1〉, l + 1 ≤ j ≤ m.
Clearly, ‖fj‖Hpj (Rn) . 1 for 1 ≤ j ≤ l and
‖fj‖Hpj (Rn) ≈ ‖fj‖Lpj (Rn) .
∥∥H(n/pj ,τj)∥∥Lpj (Rn) . 1, l + 1 ≤ j ≤ m
due to (1.11) with τj > 2/pj , where the pointwise estimate H(n/pj ,τj) ∗ϕ(x) . H(n/pj ,τj)(x)
is applied. On the other hand, using (4.5) and the facts that ϕ ∗ ϕ˜ = ϕ and
f̂j(ξ) = 1 for |ξ − µ1| ≤ 1
100m
and 1 ≤ j ≤ l,
we see that
σ(ξ1, . . . , ξm)f̂1(ξ1) · · · f̂m(ξm) =M (l)(ξ1, . . . , ξl)f̂l+1(ξl+1) · · · f̂m(ξm),
which implies that∣∣Tσ~f(x)∣∣ = ∣∣(M (l))∨(x, . . . , x)∣∣∣∣fl+1(x)∣∣ · · · ∣∣fm(x)∣∣
= l
∣∣K(l)(lx)∣∣∣∣ϕ(0)∣∣l−1 m∏
j=l+1
∣∣H(n/pj ,τj) ∗ ϕ(x)∣∣
where we applied (4.7) and the fact that K(l) is a radial function. Now, since
H(s,γ) ∗ ϕ(x) & H(s,γ)(x) for any s, γ > 0,
which follows from the fact that ϕ,H(s,γ) ≥ 0 and (1.10), we obtain that∥∥Tσ~f(x)∥∥Lp(Rn) & ∥∥∥H(l·) m∏
j=l+1
H(n/pj ,τj)
∥∥∥
Lp(Rn)
≈
∥∥∥H(s1+···+sl+n/r′,τ) m∏
j=l+1
H(n/pj ,τj)
∥∥∥
Lp(Rn)
=
∥∥H(s1+···+sl+n/pl+1+···+n/pm+n/r′,τ+τl+1+···+τm)∥∥Lp(Rn).
Since s1 + · · · + sl + n/pl+1 + · · · + n/pm + n/r′ ≤ n/p due to (4.1), the last expression is
greater than ∥∥H(n/p,τ+τl+1+···+τm)∥∥Lp(Rn) =∞
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because of (1.11) with τ + τl+1 + · · ·+ τm < p/2, which follows from (4.2). This completes
the proof of (4.10).
When l = m, exactly the same argument is applicable with 2/r < τ < 2m/r+2/r′ < 2/p,
σ := M (m), and fj(x) := 2
dϕ˜(2x)e2πi〈x,µ1〉 for 1 ≤ j ≤ m. Since the proof is just a
repetition, we omit the details.
5. Proof of Proposition 1.4
Let Θ(m) be a Schwartz function on (Rn)m such that 0 ≤ Θ̂(m) ≤ 1, Θ̂(m)(~ξ) = 1 for
2−2m−1/2 ≤ |~ξ| ≤ 22m1/2, and Supp(Θ̂(m)) ⊂ {~ξ ∈ (Rn)m : 2−3m−1/2 ≤ |~ξ| ≤ 23m1/2}.
Then using the Littlewood-Paley partition of unity
{
2jmnΨ(m)(2j ·)}
j∈Z, the triangle in-
equality, and Lemma 2.5, we first see that Lr,Θ(m)~s [σ] . Lr,Ψ
(m)
~s [σ]. Thus it suffices to prove
the estimate ∥∥Tσ~f∥∥Lp(Rn) . Lr,Θ(m)~s [σ] m∏
i=1
‖fi‖Lpi (Rn)
as Lpi = Hpi for 1 < pi ≤ ∞. We adopt the notation Lr~s[σ] := Lr,Θ
(m)
~s [σ] for simplicity.
It follows from (1.13) that there exists 1 < t < r such that
s1, . . . , sm > n/t > n/r.
Since σ(2j ~· )Θ̂(m) has a compact support in an annulus of a constant size, independent of
j, we have
(5.1) Lt~s[σ] . Lr~s[σ]
as 1 < t < r. See [9, Section 5] for more details.
Using the Littlewood-Paley partition of unity {ψj}j∈Z, we decompose σ(~ξ) as
σ(~ξ) =
∑
j1,...,jm∈Z
σ(~ξ)ψ̂j1(ξ1) · · · ψ̂jm(ξm)(5.2)
=
(∑
j1∈Z
∑
j2,...,jm≤j1
· · ·
)
+
(∑
j2∈Z
∑
j1<j2
j3,...,jm≤j2
· · ·
)
+ · · ·+
( ∑
jm∈Z
∑
j1,...,jm−1<jm
· · ·
)
=: σ(1)(~ξ) + σ(2)(~ξ) + · · · + σ(m)(~ξ).(5.3)
We are only concerned with σ(1) appealing to symmetry for the other cases. Thus, our goal
is to show that ∥∥Tσ(1)~f∥∥Lp(Rn) . Lr~s[σ] m∏
i=1
‖fi‖Lpi (Rn).
We write
σ(1)(~ξ) =
∑
j∈Z
∑
j2,...,jm≤j
σ(~ξ)ψ̂j(ξ1)ψ̂j2(ξ2) · · · ψ̂jm(ξm)
=
∑
j∈Z
σ(~ξ)Θ̂(m)(~ξ/2j)ψ̂j(ξ1)
∑
j2,...,jm≤j
ψ̂j2(ξ2) · · · ψ̂jm(ξm),
since Θ̂(m)(~ξ/2j) = 1 for 2j−1 ≤ |ξ1| ≤ 2j+1 and |ξi| ≤ 2j+1 for 2 ≤ i ≤ m. Let
σj(~ξ) := σ(~ξ)Θ̂(m)(~ξ/2
j).
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Then we note that
(5.4)
∥∥σj(2j ·)∥∥Lt
~s
((Rn)m)
≤ Lt~s[σ]
and
σ(1)(~ξ) =
∑
j∈Z
σj(~ξ)ψ̂j(ξ1)
∑
j2,...,jm≤j
ψ̂j2(ξ2) · · · ψ̂jm(ξm).
We further decompose σ(1) as
σ(1)(~ξ) = σ
(1)
low(
~ξ) + σ
(1)
high(
~ξ)
where
σ
(1)
low(
~ξ) :=
∑
j∈Z
σj(~ξ)ψ̂j(ξ1)
∑
j2,...,jm≤j
max2≤i≤m (ji)≥j−3−⌊log2m⌋
ψ̂j2(ξ2) · · · ψ̂jm(ξm),
(5.5) σ
(1)
high(
~ξ) :=
∑
j∈Z
σj(~ξ)ψ̂j(ξ1)
∑
j2,...,jm≤j−4−⌊log2m⌋
ψ̂j2(ξ2) · · · ψ̂jm(ξm).
We refer to T
σ
(1)
low
as the low frequency part and T
σ
(1)
high
as the high frequency part of Tσ(1)(
due to the Fourier supports of the summands in T
σ
(1)
low
~f and T
σ
(1)
high
~f
)
.
5.1. Low frequency part. To establish the estimate for the operator T
σ
(1)
low
, we first ob-
serve that
T
σ
(1)
low
~f(x) =
∑
j∈Z
∑
j2,...,jm≤j
max2≤i≤m (ji)≥j−3−⌊log2m⌋
Tσj
(
(f1)j , (f2)j2 , . . . , (fm)jm
)
(x)
where (g)l := ψl ∗ g for g ∈ S(Rn) and l ∈ Z. It suffices to treat only the sum over
j3, . . . , jm ≤ j2 and j − 3− ⌊log2m⌋ ≤ j2 ≤ j, and we will actually prove that
(5.6)
∥∥∥∑
j∈Z
∑
j−3−⌊log2m⌋≤j2≤j
j3,...,jm≤j2
Tσj
(
(f1)j , (f2)j2 , . . . , (fm)jm
)∥∥∥
Lp(Rn)
. Lr~s[σ]
m∏
i=1
‖fi‖Lpi (Rn).
Let φ be a Schwartz function, defined in (2.1) and φj := 2
jnφ(2j ·) for j ∈ Z. Let (g)l := φl∗g
for g ∈ S(Rn). Then we can write∑
j3,...,jn≤j2
Tσj
(
(f1)j , (f2)j2 , . . . , (fm)jm
)
(x) = Tσj
(
(f1)j , (f2)j2 , (f3)
j2 , . . . , (fm)
j2
)
(x).
Since the sum over j2 in the left-hand side of (5.6) is a finite sum over j2 near j, we may
consider only the case j2 = j and thus our claim is
(5.7)
∥∥∥∑
j∈Z
Tσj
(
(f1)j, (f2)j , (f3)
j , . . . , (fm)
j
)∥∥∥
Lp(Rn)
. Lr~s[σ]
m∏
i=1
‖fi‖Lpi(Rn).
Using Lemma 2.4, (5.4), and (5.1), we obtain the pointwise estimate
∣∣Tσj((f1)j , (f2)j , (f3)j , . . . , (fm)j)(x)∣∣ . Lr~s[σ]( 2∏
i=1
M
t
s1,2j
(fi)j(x)
)( m∏
i=3
M
t
si,2j
(fi)
j(x)
)
.
(5.8)
MULTILINEAR MULTIPLIER THEOREM 21
Since s1, s2 > n/t = n/min (p1, 2, t) = n/min (p2, 2, t), it follows from Lemma 2.2 that for
any dyadic cube Q ∈ D there exists measurable proper subsets S1Q and S2Q of Q such that
|S1Q|, |S2Q| > 34 |Q| and
(5.9) ‖fi‖Xpi ≈
∥∥∥{ ∑
Q∈Dj
(
inf
y∈Q
M
t
si,2j
(fi)j(y)
)
χSiQ
}
j∈Z
∥∥∥
Lpi(ℓ2)
, i = 1, 2.
Note that |S1Q ∩ S2Q| ≥ 12 |Q| and thus, for any τ > 0
(5.10) χQ(x) .τ Mτ
(
χ
S
(1)
Q ∩S
(2)
Q
)
(x)χQ(x),
using the argument in (2.8). Clearly, the constant in the inequality is independent of Q.
Now we choose τ < min (1, p), and apply (5.8), (5.10), and (2.3), as in the proof of Lemma
2.3, to obtain∥∥∥∑
j∈Z
Tσj
(
(f1)j , (f2)j , (f3)
j , . . . , (fm)
j
)∥∥∥
Lp(Rn)
. Lr~s[σ]
∥∥∥∑
k∈Z
∑
Q∈Dj
( 2∏
i=1
M
t
si,2j
(fi)j
)( m∏
i=3
M
t
si,2j
(fi)
j
)
χQ
∥∥∥
Lp(Rn)
. Lr~s[σ]
∥∥∥∑
j∈Z
∑
Q∈Dj
( 2∏
i=1
ΩQ,1si,tfi
)( m∏
i=3
ΩQ,2si,tfi
)
Mτ (χS1Q∩S2Q)
∥∥∥
Lp(Rn)
. Lr~s[σ]
∥∥∥∑
j∈Z
∑
Q∈Dj
( 2∏
i=1
ΩQ,1si,tfi
)( m∏
i=3
ΩQ,2si,tfi
)
χS1Q
χS2Q
∥∥∥
Lp(Rn)
,
where ΩQ,1s,t g := infy∈QMts,2j (g)j(y) and Ω
Q,2
s,t g := infy∈QMts,2j (g)
j(y) for all Q ∈ Dj.
Using Ho¨lder’s inequality and the fact that ΩQ,2si,tfi ≤ Mtsi,t(fi)j(x) for all x ∈ Q ∈ Dj,
the Lp norm in the last displayed expression is bounded by a constant times( 2∏
i=1
∥∥∥{ ∑
Q∈Dj
ΩQ,1si,tfi · χSiQ
}
j∈Z
∥∥∥
Lpi(ℓ2)
)( m∏
i=3
∥∥{Mtsi,2j(fi)j}j∈Z∥∥Lpi(ℓ∞))
. ‖f1‖Xp1 (Rn)‖f2‖Xp2 (Rn)
m∏
i=3
‖fi‖Hpi (Rn),
where the inequality follows from Lemma 2.1, 2.2, and the definition of Hardy space Hp.
Since Hp = Lp ⊂ Xp when 1 < p ≤ ∞, we finally obtain (5.7).
5.2. High frequency part. The proof for the high frequency part relies on the fact that
if ĝj is supported on {ξ ∈ Rn : C−12j ≤ |ξ| ≤ C2j} for some C > 1, then
(5.11)
∥∥∥{ψj ∗ ( j+h∑
l=j−h
gl
)}
j∈Z
∥∥∥
Lp(ℓq)
.h,C
∥∥{gj}j∈Z∥∥Lp(ℓq), 0 < p <∞
for h ∈ N. The proof of (5.11) is elementary and standard, so it is omitted here. Just use
the estimate |ψj ∗ gl(x)| .σ Mσ,2lgl(x) for 0 < σ < p, q and j − h ≤ l ≤ j + h, and apply
Lemma 2.1.
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We note that
T
σ
(1)
high
~f(x) =
∑
j∈Z
Tσj
(
(f1)j , (f2)
j,m, . . . , (fm)
j,m
)
(x)
where φl is defined as in the previous subsection and (fi)
j,m := φj−4−⌊log2m⌋ ∗ fi for 2 ≤
i ≤ m. Observe that the Fourier transform of Tσj
(
(f1)j , (f2)
j,m, . . . , (fm)
j,m
)
is supported
in
{
ξ ∈ Rn : 2j−3 ≤ |ξ| ≤ 2j+3} and thus (5.11) yields that
(5.12)
∥∥T
σ
(1)
high
~f
∥∥
Lp(Rn)
.
∥∥{Tσj((f1)j , (f2)j,m, . . . , (fm)j,m)}j∈Z∥∥Lp(ℓ2).
Moreover, it follows from Lemma 2.4, (5.4), and (5.1), that∣∣Tσj((f1)j , (f2)j,m, . . . , (fm)j,m)(x)∣∣ . Lr~s[σ]Mts1,2j(f1)j(x) m∏
i=2
M
t
si,2j
(fi)
j,m(x).
For Q ∈ D let S1Q be a measurable proper subset of Q such that |S1Q| > 34 |Q| and (5.9)
holds for i = 1 as before, and we proceed the similar arguments to obtain that∥∥T
σ
(1)
high
~f
∥∥
Lp(Rn)
. Lr~s[σ]
∥∥∥{Mts1,2j (f1)j m∏
i=2
M
t
si,2j
(fi)
j,m
}
j∈Z
∥∥∥
Lp(ℓ2)
. Lr~s[σ]
∥∥∥{ ∑
Q∈Dj
(
inf
y∈Q
M
t
s1,2j
(f1)j(y)
)[ m∏
i=2
(
inf
y∈Q
M
t
si,2j
(fi)
j,m(y)
)]
χS1Q
}
j∈Z
∥∥∥
Lp(ℓ2)
. Lr~s[σ]
∥∥∥{ ∑
Q∈Dj
(
inf
y∈Q
M
t
s1,2j
(f1)(y)
)
χS1Q
}
j∈Z
∥∥∥
Lp1 (ℓ2)
m∏
i=2
∥∥∥ sup
j∈Z
∣∣φj ∗ fi∣∣∥∥∥
Lpi(Rn)
. Lr~s[σ]‖f1‖Xp1 (Rn)
m∏
i=2
‖fi‖Hpi (Rn) . Lr~s[σ]
m∏
i=1
‖fi‖Lpi (Rn).
6. Proof of Proposition 1.5
We consider only the case l < m as a similar and simpler procedure is applicable to
the case l = m. Let 1 ≤ l < m, 0 < p1, . . . , pl ≤ 1, pl+1 = · · · = pm = ∞, and 1/p =
1/p1 + · · · + 1/pl. For simplicity we assume that ‖fl+1‖L∞(Rn) = · · · = ‖fm‖L∞(Rn) = 1.
Then the aim is to show that
(6.1)
∥∥Tσ~f∥∥Lp(Rn) . Lr,Ψ(m)~s [σ] l∏
i=1
‖fi‖Hpi (Rn).
Let fi ∈ Hpi(Rn) for 1 ≤ i ≤ l. Using atomic representations, we write
fi =
∞∑
ki=1
λi,kiai,ki , 1 ≤ i ≤ l,
where ai,ki are L
∞-atoms for Hpi satisfying
(6.2) Supp(ai,ki) ⊂ Qi,ki , ‖ai,ki‖L∞(Rn) ≤ |Qi,ki |−1/pi ,
∫
Qi,ki
xαai,ki(x)dx = 0
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for |α| < Ni with Ni large enough, and
(6.3)
( ∞∑
ki=1
|λi,ki |pi
)1/pi
. ‖fi‖Hpi (Rn).
By the regularization in Lemma 2.6, we can assume that σ is a Schwartz function whose
Fourier transform has a compact support in (Rn)m. Then Lemma 2.7 yields that
(6.4) Tσ~f(x) =
∞∑
k1=1
· · ·
∞∑
kl=1
λ1,k1 . . . λl,klTσ
(
a1,k1 , . . . , al,kl , fl+1, . . . , fm
)
(x)
for a.e. x ∈ Rn.
For a cube Q we denote by Q∗ its concentric dilate by a factor 10
√
n. Now we can split
Tσ~f into two parts and estimate∣∣Tσ~f(x)∣∣ ≤ G1(x) +G2(x),
where
G1 :=
∞∑
k1=1
· · ·
∞∑
kl=1
|λ1,k1 | · · · |λl,kl |
∣∣Tσ(a1,k1 , . . . , al,kl, fl+1, . . . , fm)∣∣χQ∗1,k1∩···∩Q∗l,kl ,
G2 :=
∞∑
k1=1
· · ·
∞∑
kl=1
|λ1,k1 | · · · |λl,kl |
∣∣Tσ(a1,k1 , . . . , al,kl, fl+1, . . . , fm)∣∣χ(Q∗1,k1∩···∩Q∗l,kl)c .
The first part G1 can be dealt with via Lemma 2.10. Suppose that Q
∗
1,k1
∩· · ·∩Q∗l,kl 6= ∅,
as if this intersection is empty we are done. From these cubes, choose a cube that has the
minimum side length, and denote it by Rk1,...,kl. Then
Q∗1,k1 ∩ · · · ∩Q∗l,kl ⊂ Rk1,...,kl ⊂ Q∗∗1,k1 ∩ · · · ∩Q∗∗l,kl,
where Q∗∗i,ki := (Q
∗
i,ki
)∗ denotes a dilation of Q∗i,ki . We shall prove
(6.5)
1
|Rk1,...,kl|
∫
Rk1,...,kl
∣∣Tσ(a1,k1 , . . . , al,kl , fl+1, . . . , fm)(y)∣∣dy . Lr,Ψ(m)~s [σ] l∏
i=1
|Qi,ki |−1/pi .
To verify this, we may assume, without loss of generality, Rk1,...,kl = Q
∗
1,k1
. Using the
Cauchy-Schwarz inequality, the left-hand side of (6.5) is majored by
1
|Q∗1,k1 |1/2
∥∥∥Tσ(a1,k1 , . . . , al,kl , fl+1, . . . , fm)∥∥∥
L2(Rn)
and this is less than a constant multiple of
Lr,Ψ(m)~s [σ]
1
|Q∗1,k1 |1/2
‖a1,k1‖L2(Rn)
l∏
i=2
‖ai,ki‖L∞(Rn) . Lr,Ψ
(m)
~s [σ]
l∏
i=1
|Qi,ki |−1/pi
in view of Proposition 1.4. This proves (6.5).
24 LOUKAS GRAFAKOS AND BAE JUN PARK
We now apply Lemma 2.10, the estimate (6.5), and the Ho¨lder inequality to obtain
‖G1‖Lp(Rn) .
∥∥∥ ∞∑
k1=1
· · ·
∞∑
kl=1
( l∏
i=1
|λi,ki |
)
χRk1,...,kl
1
|Rk1,...,kl |
×
∫
Rk1,...,kl
∣∣Tσ(a1,k1 , . . . , al,kl , fl+1, . . . , fm)(y)∣∣dy∥∥∥
Lp(Rn)
. Lr,Ψ(m)~s [σ]
∥∥∥ ∞∑
k1=1
· · ·
∞∑
kl=1
( l∏
i=1
|λi,ki ||Qi,ki |−1/piχQ∗∗i,ki
)∥∥∥
Lp(Rn)
≤ Lr,Ψ(m)~s [σ]
l∏
i=1
∥∥∥ ∞∑
ki=1
|λi,ki ||Qi,ki |−1/piχQ∗∗i,ki
∥∥∥
Lpi (Rn)
,
and this clearly implies that
(6.6) ‖G1‖Lp(Rn) . Lr,Ψ
(m)
~s [σ]
l∏
i=1
‖fi‖Hpi (Rn)
as ∥∥∥ ∞∑
ki=1
|λi,ki ||Qi,ki |−1/piχQ∗∗i,ki
∥∥∥
Lpi(Rn)
≤
( ∞∑
ki=1
|λi,ki |pi
)1/pi
. ‖fi‖Hpi (Rn).
To obtain the estimate for G2, we need the following lemma whose proof will be given
in Section 9.
Lemma 6.1. Let 1 ≤ l < m and 0 < p1, . . . , pl ≤ 1. Let ai, 1 ≤ i ≤ l, be atoms supported
in the cube Qi such that
(6.7) ‖ai‖L∞(Rn) ≤ |Qi|−1/pi ,
∫
Qi
xαai(x)dx = 0
for all |α| < Ni with Ni sufficiently large. Let ‖fl+1‖L∞(Rn) = · · · = ‖fm‖L∞(Rn) = 1.
Suppose that (1.14) holds for all J ⊂ {1, . . . , l} and σ satisfies Lr,Ψ(m)~s [σ] < ∞. Then for
any nonempty subset J0 of {1, . . . , l}, there exist nonnegative functions bJ01 , . . . , bJ0l such
that ∥∥bJ0i ∥∥Lpi(Rn) . 1 for 1 ≤ i ≤ l,
and ∣∣Tσ(a1, . . . , al, fl+1, . . . , fm)(x)∣∣ . Lr,Ψ(m)~s [σ]bJ01 (x) · · · bJ0l (x)
for all x ∈ (⋂i/∈J0 Q∗i ) \ (⋃i∈J0 Q∗i ).
Let J0 be a nonempty subset of {1, . . . , l}. Then Lemma 6.1 ensures the existence of
nonnegative functions bJ01,k1 , . . . , b
J0
l,kl
such that∣∣Tσ(a1,k1 , . . . , al,kl , fl+1, . . . , fm)(x)∣∣ . Lr,Ψ(m)~s [σ]bJ01,k1(x) · · · bJ0l,kl(x)
for all x ∈ (⋂i/∈J0 Q∗i,ki) \ (⋃i∈J0 Q∗i,ki) and ‖bJ0i,ki‖Lpi (Rn) . 1.
Now set
bi,ki :=
∑
∅6=J0⊂{1,2,...,l}
bJ0i,ki .
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Since it is finite sum, we first note that ‖bi,ki‖Lpi (Rn) . 1. In addition, we have the pointwise
estimate∣∣Tσ(a1,k1 , . . . , al,kl , fl+1, . . . , fm)(x)∣∣χ(Q∗1,k1∩...∩Q∗l,kl)c(x) . Lr,Ψ(m)~s [σ]b1,k1(x) · · · bl,kl(x),
which yields that
G2(x) . Lr,Ψ
(m)
~s [σ]
l∏
i=1
( ∞∑
ki=1
|λi,ki |bi,ki(x)
)
.
Then we apply Ho¨lder’s inequality to deduce that
‖G2‖Lp(Rn) . Lr,Ψ
(m)
~s [σ]
l∏
i=1
∥∥∥ ∞∑
ki=1
|λi,ki |bi,ki
∥∥∥
Lpi(Rn)
. Lr,Ψ(m)~s [σ]
l∏
i=1
‖fi‖Hpi (Rn)(6.8)
because∥∥∥ ∞∑
ki=1
|λi,ki |bi,ki
∥∥∥
Lpi(Rn)
≤
( ∞∑
ki=1
|λi,ki |pi‖bi,ki‖piLpi (Rn)
)1/pi
.
( ∞∑
ki=1
|λi,ki |pi
)1/pi
. ‖fi‖Hpi (Rn).
Combining (6.6) and (6.8), we finally obtain (6.1) as desired. This completes the proof.
7. Proof of Proposition 1.6
Let 1 < r ≤ 2, 1 ≤ l < ρ ≤ m, and
(7.1) I := {1, . . . , l}, II := {l + 1, . . . , ρ}, III := {ρ+ 1, . . . ,m}, Λ := I ∪ II ∪ III.
Assume that 0 < pi ≤ 1 for i ∈ I, r ≤ pi < ∞ for i ∈ II, and 1/p1 + · · · + 1/pρ = 1/p. Let
‖fi‖L∞(Rn) = 1 for i ∈ III. As in (5.2), we write
σ(~ξ) =
∑
j1,...,jm∈Z
σ(~ξ)ψ̂j1(ξ1) · · · ψ̂jm(ξm).
If max (j1, . . . , jm) = jk, then there are two cases
(Case1) jk − 3− ⌊log2m⌋ ≤ max
ji 6=jk
(ji) ≤ jk,
(Case2) max
ji 6=jk
(ji) ≤ jk − 4− ⌊log2m⌋.
For (Case1), we utilize the argument in Section 5.1. That is, we need to prove that for
1 ≤ κ1 < κ2 ≤ m∥∥∥∑
j∈Z
∣∣Tσj((f1)j , . . . , (fκ1−1)j , (fκ1)j , (fκ1+1)j , . . .
, (fκ2−1)
j , (fκ2)j , (fκ2+1)
j, . . . , (fm)
j
)∣∣∥∥∥
Lp(Rn)
. Lr~s[σ]
∏
i∈I∪II
‖fi‖Hpi (Rn),
(7.2)
where (g)j := ψj ∗ g and (g)j := φj ∗ g as before.
We remark that (Case2) is a high frequency part for which T
σ
(κ)
high
(
f1, . . . , fm
)
is written
as the sum, over jκ ∈ Z, of terms whose Fourier transform is supported in an annulus of
size 2jκ where σ(κ) is defined as in (5.3) and σ
(κ)
high is similarly as in (5.5). Thus, the square
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function characterization of Hp will be applied to deal with this case as in (5.12). We will
actually prove that for each 1 ≤ κ ≤ m∥∥∥(∑
j∈Z
∣∣Tσj ((f1)j,m, . . . , (fκ−1)j,m, (fκ)j , (fκ+1)j,m, . . . , (fm)j,m)∣∣2)1/2∥∥∥
Lp(Rn)
. Lr~s[σ]
∏
i∈I∪II
‖fi‖Hpi (Rn)(7.3)
where (g)j,m := φj−4−⌊log2m⌋ ∗ g.
7.1. Proof of (7.2) for 1 ≤ κ1 < κ2 ≤ m. Let ψ˜j := ψj−1+ψj+ψj+1 so that ψ˜j ∗ψj = ψj
and for each 1 ≤ κ1 < κ2 ≤ m we define
σκ1,κ2j,1 :=
(
φj ⊗ · · · ⊗ φj︸ ︷︷ ︸
(κ1−1) times
⊗ ψj ⊗ φj ⊗ · · · ⊗ φj︸ ︷︷ ︸
(κ2−κ1−1) times
⊗ ψj ⊗ φj ⊗ · · · ⊗ φj︸ ︷︷ ︸
(m−κ2) times
)∧ · σj ,
σκ1,κ2j,2 :=
(
φj ⊗ · · · ⊗ φj︸ ︷︷ ︸
(κ1−1) times
⊗ ψ˜j ⊗ φj ⊗ · · · ⊗ φj︸ ︷︷ ︸
(κ2−κ1−1) times
⊗ ψ˜j ⊗ φj ⊗ · · · ⊗ φj︸ ︷︷ ︸
(m−κ2) times
)∧ · σj .
Then both σκ1,κ2j,1 and σ
κ1,κ2
j,1 can be expressed in the form
Ξ(·/2j)) · σj
for some Ξ ∈ S((Rn)m) whose support is in a ball of a constant radius in (Rn)m. We observe
that, thanks to Lemma 2.5, for any 1 < t <∞
(7.4)
∥∥Ξ · σj(2j ·)∥∥Lt
~s
((Rn)m)
.
∥∥σj(2j ·)∥∥Lt
~s
((Rn)m)
. Lt~s[σ],
and
Tσκ1,κ2j,1
~f
= Tσj
(
(f1)
j , . . . , (fκ1−1)
j , (fκ1)j , (fκ1+1)
j , . . . (fκ2−1)
j, (fκ2)j , (fκ2+1)
j , . . . , (fm)
j
)
(7.5)
= Tσκ1,κ2j,2
(
f1, . . . , fκ1−1, (fκ1)j , fκ1+1, . . . , fκ2−1, (fκ2)j , fκ2+1, . . . , fm
)
.(7.6)
Furthermore, if 1 ≤ κ1 < l + 1 < κ2 ≤ m, Tσκ1,κ2j,1 ~f can be also written as
Tσκ1,κ2j,1
~f = Tσκ1,κ2j,2
(
f1, . . . , fκ1−1, (fκ1)j , fκ1+1, . . . ,(7.7)
, fl, (fl+1)
j+1, fl+2, . . . , fκ2−1, (fκ2)j , fκ2+1, . . . , fm
)
since φj+1 ∗ φj = φj . Similarly, for l + 1 < κ1 < κ2 ≤ m, we have
Tσκ1,κ2j,1
~f = Tσκ1,κ2j,2
(
f1, . . . , fl, (fl+1)
j+1, fl+2, . . . ,(7.8)
, fκ1−1, (fκ1)j , fκ1+1, . . . , fκ2−1, (fκ2)j , fκ2+1, . . . , fm
)
.
Now we write, as in (6.4),
(7.9) Tσκ1,κ2j,1
~f(x) =
∞∑
k1=1
· · ·
∞∑
kl=1
λ1,k1 , . . . , λl,klTσκ1,κ2j,1
(
a1,k1 , . . . , al,kl , fl+1, . . . , fm
)
(x)
where ai,ki are L
∞-atoms for Hpi satisfying (6.2) and (6.3). Then we apply the following
lemma that will be proved in Section 9.
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Lemma 7.1. Let 1 < r ≤ 2, 1 ≤ l < ρ ≤ m, and let I, II, III, and Λ be defined as in (7.1).
Suppose that 0 < pi ≤ 1 for i ∈ I, r ≤ pi <∞ for i ∈ II, and 1/p = 1/p1 + · · ·+ 1/pρ. Let
ai, i ∈ I, be atoms supported in the cube Qi such that (6.7) holds for all |α| < Ni with Ni
sufficiently large. Suppose that (1.14) holds for all J ⊂ I. Let fi ∈ Lpi(Rn) for i ∈ II and
‖fi‖L∞(Rn) = 1 for i ∈ III. Then there exist nonnegative functions bi, i ∈ I, and Fi, i ∈ II,
on Rn such that
(7.10)
∑
j∈Z
∣∣Tσκ1,κ2j,1 (a1, . . . , al, fl+1, . . . , fm)(x)∣∣ . Lr~s[σ](∏
i∈I
bi(x)
)(∏
i∈II
Fi(x)
)
,
‖bi‖Lpi (Rn) . 1, ‖Fi‖Lpi (Rn) . ‖fi‖Lpi (Rn).
Lemma 7.1 proves the existence of functions bi,ki for i ∈ I, ki ∈ Z, and Fi for i ∈ II,
having the properties that∣∣Tσκ1,κ2j,1 (a1,k1 , . . . , al,kl , fl+1, . . . , fm)(x)∣∣ . Lr~s[σ](∏
i∈I
bi,ki(x)
)(∏
i∈II
Fi(x)
)
,(7.11)
(7.12) ‖bi,ki‖Lpi (Rn) . 1, ‖Fi‖Lpi (Rn) . ‖fi‖Lpi (Rn).
By using (7.5) and (7.9), the left-hand side of (7.2) is less than∥∥∥ ∞∑
k1=1
· · ·
∞∑
kl=1
|λ1,k1 | · · · |λl,kl |
∑
j∈Z
∣∣Tσκ1,κ2j,1 (a1,k1 , . . . , al,kl , fl+1, . . . , fm)∣∣∥∥∥Lp(Rn).
Then (7.11) and Ho¨lder’s inequality yield that the preceding expression is dominated by a
constant times
Lr~s[σ]
(∏
i∈I
∥∥∥ ∞∑
ki=1
|λi,ki |bi,ki
∥∥∥
Lpi (Rn)
)(∏
i∈II
‖Fi‖Lpi (Rn)
)
.
It is obvious that ‖Fi‖Lpi (Rn) . ‖fi‖Lpi (Rn), and we also have∥∥∥ ∞∑
ki=1
|λi,ki |bi,ki
∥∥∥
Lpi(Rn)
≤
( ∞∑
ki=1
|λi,ki |pi‖bi,ki‖piLpi (Rn)
)1/pi
.
( ∞∑
ki=1
|λi,ki |pi
)1/pi
. ‖fi‖Hpi (Rn)
having used (7.12). This proves (7.2).
7.2. Proof of (7.3) for 1 ≤ κ ≤ m. Let ψ˜j := ψj−1 + ψj + ψj+1 as above, and for each
1 ≤ κ ≤ m we define
σκj,1 :=
(
φj−4−⌊log2m⌋ ⊗ · · · ⊗ φj−4−⌊log2m⌋︸ ︷︷ ︸
(κ−1) times
⊗ψj ⊗ φj−4−⌊log2m⌋ ⊗ · · · ⊗ φj−4−⌊log2m⌋︸ ︷︷ ︸
(m−κ) times
)∧ ·σj .
σκj,2 :=
(
φj−4−⌊log2m⌋ ⊗ · · · ⊗ φj−4−⌊log2m⌋︸ ︷︷ ︸
(κ−1) times
⊗ ψ˜j ⊗ φj−4−⌊log2m⌋ ⊗ · · · ⊗ φj−4−⌊log2m⌋︸ ︷︷ ︸
(m−κ) times
)∧ ·σj .
Then the argument in (7.4) yields that for any 1 < t <∞
(7.13)
∥∥σκj,1(2j ·)∥∥Lt~s((Rn)m),∥∥σκj,2(2j ·)∥∥Lt~s((Rn)m) . Lt~s[σ].
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Moreover, we note that
Tσκj,1
~f = Tσj
(
(f1)
j,m, . . . , (fκ−1)j,m, (fκ)j , (fκ+1)j,m, . . . , (fm)j,m
)
= Tσκj,2
(
f1, . . . , fκ−1, (fκ)j , fκ+1, . . . , fm
)
(7.14)
and if l + 1 < κ ≤ m, it can be also written as
(7.15) Tσκj,1
~f = Tσκj,2
(
f1, . . . , fl, (fl+1)
j+1,m, fl+2, . . . , fκ−1, (fκ)j, fκ+1, . . . , fm
)
since φj−3−⌊log2m⌋ ∗ φj−4−⌊log2m⌋ = φj−4−⌊log2m⌋. Therefore, (7.3) is reduced to
(7.16)
∥∥∥(∑
j∈Z
∣∣Tσκj,1~f ∣∣2)1/2∥∥∥Lp(Rn) . Lr~s[σ] ∏
i∈I∪II
‖fi‖Hpi (Rn).
Now we write, as in (6.4),
(7.17) Tσκj,1
~f(x) =
∞∑
k1=1
· · ·
∞∑
kl=1
λ1,k1 , . . . , λl,klTσκj,1
(
a1,k1 , . . . , al,kl , fl+1, . . . , fm
)
(x)
where ai,ki are L
∞-atoms for Hpi satisfying (6.2) and (6.3). Then we need the following
lemma whose proof will be given in Section 9.
Lemma 7.2. Let 1 < r ≤ 2, 1 ≤ l < ρ ≤ m, and let I, II, III, and Λ be defined as in (7.1).
Suppose that 0 < pi ≤ 1 for i ∈ I, r ≤ pi <∞ for i ∈ II, and 1/p = 1/p1 + · · · + 1/pρ. Let
ai, i ∈ I, be atoms supported in the cube Qi such that (6.7) holds for all |α| < Ni with Ni
sufficiently large. Suppose that (1.14) holds for all J ⊂ I. Let fi ∈ Lpi(Rn) for i ∈ II and
‖fi‖L∞(Rn) = 1 for i ∈ III. Then there exist nonnegative functions bi, i ∈ I, and Fi, i ∈ II,
on Rn such that
(7.18)
(∑
j∈Z
∣∣Tσκj,1(a1, . . . , al, fl+1, . . . , fm)(x)∣∣2)1/2 . Lr~s[σ](∏
i∈I
bi(x)
)(∏
i∈II
Fi(x)
)
,
‖bi‖Lpi (Rn) . 1, ‖Fi‖Lpi (Rn) . ‖fi‖Lpi (Rn).
According to the above lemma, we can choose nonnegative functions bi,ki , i ∈ I, and Fi,
i ∈ II, such that
(7.19)(∑
j∈Z
∣∣Tσkj,1(a1,k1 , . . . , al,kl , fl+1, . . . , fm)(x)∣∣2)1/2 . Lr~s[σ](∏
i∈I
bi,ki(x)
)(∏
i∈II
Fi(x)
)
,
(7.20) ‖bi,ki‖Lpi(Rn) . 1, ‖Fi‖Lpi (Rn) . ‖fi‖Lpi (Rn).
Using (7.17), a triangle inequality in ℓ2, (7.19), and the Ho¨lder inequality, the left-hand
side of (7.16) is less than∥∥∥ ∞∑
k1=1
· · ·
∞∑
kl=1
|λ1,k1 | · · · |λl,kl |
(∑
j∈Z
∣∣Tσκj,1(a1,k1 , . . . , al,kl , fl+1, . . . , fm)∣∣2)1/2∥∥∥Lp(Rn)
. Lr~s[σ]
∥∥∥ ∞∑
k1=1
· · ·
∞∑
kl=1
|λ1,k1 | · · · |λl,kl |
(∏
i∈I
bi,ki
)(∏
i∈II
Fi
)∥∥∥
Lp(Rn)
≤ Lr~s[σ]
(∏
i∈I
∥∥∥ ∞∑
ki=1
|λi,ki |bi,ki
∥∥∥
Lpi(Rn)
)(∏
i∈II
‖Fi‖Lpi (Rn)
)
.
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This is clearly majored by the right-hand side of (7.16) and in view of (7.20) and the proof
is concluded.
8. Proof of Proposition 1.7
The proof will be based on the following interpolation method for multilinear multipliers.
Lemma 8.1. Let 1 < r ≤ 2, 0 < p01, . . . , p0m ≤ ∞, 0 < p11, . . . , p1m ≤ ∞, 1/p0 = 1/p01+ · · ·+
1/p0m, and 1/p
1 = 1/p11 + · · ·+ 1/p1m. Let s01, . . . , s0m ≥ 0 and s11, . . . , s1m ≥ 0. Suppose that
(8.1)
∥∥Tσ∥∥
Hp
l
1×···×Hplm→Lpl . L
r,Ψ(m)
(sl1,...,s
l
m)
[σ], l = 0, 1.
Then for any 0 < θ < 1, 0 < p, p1, . . . , pm ≤ ∞, and s1, . . . , sm ≥ 0 satisfying
1/p = (1− θ)/p0 + θ/p1, 1/pk = (1− θ)/p0k + θ/p1k for 1 ≤ k ≤ m,
sk = (1− θ)s0k + θs1k for 1 ≤ k ≤ m,
we have
(8.2)
∥∥Tσ∥∥Hp1×···×Hpm→Lp . Lr,Ψ(m)(s1,...,sm)[σ].
Proof. Since the proof is more or less standard, we only provide a sketch of it.
Let Ψ˜(m) := 2−mnΨ(~· /2) + Ψ(m) + 2mnΨ(m)(2~· ) so that Ψ˜(m) ∗ Ψ(m) = Ψ(m). We
construct a family of multilinear Fourier multipliers σz as
σz(~ξ) :=
(1 + θ)mn+1
(1 + z)mn+1
∑
j∈Z
(I −∆1)−(s01(1−z)+s11z)/2 · · · (I −∆m)−(s0m(1−z)+s1mz)/2
(
(I −∆1)s1/2 · · · (I −∆m)sm/2
(
σ(2j ~· )Ψ̂(m)))(~ξ/2j)̂˜Ψ(m)(~ξ/2j).
Note that σθ = σ and it follows from the interpolation theorem for analytic families of
operators that
‖Tσ‖Hp1×···×Hpm→Lp ≤
(
sup
t∈R
Lr,Ψ(m)
(s01,...,s
0
m)
[σit]
)1−θ(
sup
t∈R
Lr,Ψ(m)
(s11,...,s
1
m)
[σ1+it]
)θ
by applying (8.1). We refer to [1, 2, 5, 20, 26] for more details.
We now observe that for each l = 0, 1, due to compact support conditions and Lemma
2.5,
Lr,Ψ(m)
(sl1,...,s
l
m)
[σl+it] = sup
j∈Z
∥∥∥σl+it(2j ·)Ψ̂(m)∥∥∥
Lr
(sl
1
,...,slm)
((Rn)m)
.
1
(1 + |t|)mn+1 supj∈Z
∥∥∥(I −∆1)−it(s01−s11)/2 · · · (I −∆m)−it(s0m−s1m)/2
(I −∆1)s1/2 · · · (I −∆m)sm/2
(
σ(2j ·)Ψ̂(m))∥∥∥
Lr((Rn)m)
. Lr,Ψ(m)(s1,...,sm)[σ]
where we applied the Marcinkiewicz multiplier theorem in the last inequality. This proves
(8.2). 
We now state the following delicate interpolation result whose proof is based on that of
[14, Lemma 3.7].
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Lemma 8.2. Let 1 < r ≤ 2, m ∈ N and 0 < p1, . . . , pm ≤ ∞. For ~p := (p1, . . . , pm) let
Γm(~p) :=
{
~s :
∑
k∈J
(
sk/n− 1/pk
) ≥ −1/r′ for any J ⊂ {1, . . . ,m}}
and for each 1 ≤ u ≤ m
Λum(~p) :=
{
~s : su ≥ n/pu − n/r′, si ≥ n/pi for all i 6= u
}
.
Then Γm(~p) is the convex hull of Λ
u
m(~p) for 1 ≤ u ≤ m.
Proof. Let Hm(~p) be the convex hull of Λ
u
m(~p) for 1 ≤ u ≤ m and then we need to show
that Hm(~p) = Γm(~p).
We first note that Γm(~p) is convex as it is the intersection of 2
m − 1 convex sets. Since
Γm(~p) contains Λ
u
m(~p) for all 1 ≤ u ≤ m, it is clear that Hm(~p) ⊂ Γm(~p).
We now verify Γm(~p) ⊂ Hm(~p). For this one we restrict the size of si, 1 ≤ i ≤ m. Let
M be a sufficiently large number such that M > mn(1/p1 + · · · + 1/pm) and let
ΓMm (~p) := Γm(~p) ∩
{
~s : si ≤M 1 ≤ i ≤ m
}
,
Λu,Mm (~p) := Λ
u
m(~p) ∩
{
~s : si ≤M 1 ≤ i ≤ m
}
,
HMm (~p) := Hm(~p) ∩
{
~s : si ≤M 1 ≤ i ≤ m
}
,
and we actually prove that
(8.3) ΓMm (~p) ⊂ HMm (~p) for all 0 < p1, . . . , pm ≤ ∞,
from which we obtain the desired result by taking M →∞. We use an induction argument
beginning with the case m = 2.
When m = 2, it is trivial because ΓM2 (~p) is the convex hull of the five points (M,M),
(n/p1 − n/r′,M), (n/p1 − n/r′, n/p2), (n/p1, n/p2 − n/r′), and (M,n/p2 − n/r′).
Now we fix m > 2 and assume that (8.3) holds with m replaced by m− 1. We denote
Γ0,Mm (~p) :=
{
~s ∈ ΓMm (~p) : n/pl − n/r′ ≤ sl ≤ n/pl for all 1 ≤ l ≤ m
}
,
Γl,Mm (~p) :=
{
~s ∈ ΓMm (~p) : n/pl ≤ sl ≤M
}
, 1 ≤ l ≤ m.
It is easy to see that ΓMm (~p) =
⋃m
l=0 Γ
l,M
m (~p) and thus it is enough to show that
(8.4) Γ0,Mm (~p) ⊂ HMm (~p),
(8.5) Γl,Mm (~p) ⊂ HMm (~p) for all 1 ≤ l ≤ m.
We note that Γ0,Mm (~p) is the intersection of the two sets{
~s : n/pl − n/r′ ≤ sl ≤ n/pl for all 1 ≤ l ≤ m
}
and {
~s : s1 + · · ·+ sm ≥ n/p1 + · · ·+ n/pm − n/r′
}
,
which would be a standard m-simplex with the m+ 1 vertices
(n/p1, . . . , n/pm), (n/p1 − n/r′, n/p2, . . . , n/pm), . . . , (n/p1, . . . , n/pm−1, n/pm − n/r′).
Since the vertices of the simplex are contained in the convex set HMm (~p), (8.4) holds.
To achieve (8.5) we consider only the case l = m as the other cases will follow from a
rearrangement. We additionally define
Γm,Mm,1 (~p) :=
{
~s ∈ ΓMm (~p) : sm = n/pm
}
, Γm,Mm,2 (~p) :=
{
~s ∈ ΓMm (~p) : sm =M
}
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and then (8.5) with l = m follows once we prove
(8.6) Γm,Mm,1 (~p),Γ
m,M
m,2 (~p) ⊂ HMm (~p)
as HMm (~p) is a convex set. Therefore, let us prove (8.6). For simplicity, we denote ~p
∗m :=
(p1, . . . , pm−1) and ~s∗m := (s1, . . . , sm−1) so that ~p = (~p∗m, pm) and ~s = (~s∗m, sm). We
observe that
Γm,Mm,1 (~p) =
{
~s : ~s∗m ∈ ΓMm−1(~p∗m), sm = n/pm
}
.
By using the induction hypothesis on m− 1, we obtain
Γm,Mm,1 (~p) ⊂
{
~s : ~s∗m ∈ HMm−1(~p∗m), sm = n/pm
}
where the right-hand side is the convex hull of the sets{
~s : ~s∗m ∈ Λum−1(~p∗m), sm = n/pm
} ⊂ Λum(~p), 1 ≤ u ≤ m− 1.
From the definition of HMm (~p), it follows that Γ
m,M
m,1 (~p) ⊂ HMm (~p). Similarly, we have
Γm,Mm,2 (~p) ⊂
{
~s : ~s∗m ∈ HMm−1(~p∗m), sm =M
} ⊂ HMm (~p)
because M > n/pm is sufficiently large. This proves (8.6). 
Now we prove Proposition 1.7 by induction.
Assume l = 1 and treat only the case
1 < p1 < r, 0 < p2, . . . , pρ ≤ 1, r ≤ pρ+1, . . . , pm ≤ ∞.
In this case, condition (1.7) is equivalent to
s1, sρ+1, . . . , sm > n/r, and
∑
k∈J
(
sk/n− 1/pk
)
> −1/r′
for all nonempty subset J ⊂ {1, . . . , ρ}. Then Lemma 8.2 yields that ~s satisfying the above
conditions belongs to one of the following sets
Su := {~s : su > n/pu − n/r′, si > n/pi for i 6= u, 1 ≤ i ≤ ρ}
∩ {~s : s1, sρ+1, . . . , sm > n/r}, 1 ≤ u ≤ ρ,
S0 := {~s = θ1~s1 + · · ·+ θρ~sρ : θ1 + · · ·+ θρ = 1, 0 < θi < 1, ~si ∈ Si, 1 ≤ i ≤ ρ}.
It suffices to show that for 1 ≤ u ≤ ρ, ~s ∈ Su implies (1.8) because the case when ~s ∈ S0
can be proved by using Lemma 8.1 at most ρ − 1 times. If ~s ∈ S1, then the assumptions
in Lemma 8.1 hold with
(p01, . . . , p
0
m) = (1, p2, . . . , pm), (s
0
1, . . . , s
0
m) = (s1, . . . , sm)
and
(p11, . . . , p
1
m) = (r, p2, . . . , pm), (s
0
1, . . . , s
0
m) = (s1, . . . , sm),
due to Proposition 1.4, 1.5, and 1.6, and now (1.8) follows from Lemma 8.1. Note that
s1 > n/r = n− n/r′.
If ~s ∈ Su for 2 ≤ u ≤ ρ, then we choose 0 < θ < 1 such that
s1 > n/p1 = (1− θ)n+ θn/r.
We also select t0 > n and t1 > n/r satisfying s1 = (1 − θ)t0 + θt1. Then we interpolate
between the two cases
(p01, . . . , p
0
m) = (1, p2, . . . , pm), (s
0
1, . . . , s
0
m) = (t
0, s2, . . . , sm)
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and
(p11, . . . , p
1
m) = (r, p2, . . . , pm), (s
1
1, . . . , s
1
m) = (t
1, s2, . . . , sm)
using Lemma 8.1. Here, the assumptions in Lemma 8.1 with the above two cases follow
from Proposition 1.4, 1.5, and 1.6. This finally yields (1.8).
We now consider the cases l ≥ 2 and suppose, by induction, that the claimed assertion
holds for |L| = l − 1. Without loss of generality, we may assume that 1 < p1, . . . , pl < r,
0 < pl+1, . . . , pρ ≤ 1, and r ≤ pρ+1, . . . , pm ≤ ∞, and accordingly, we have
s1, . . . , sl, sρ+1, . . . , sm > n/r, and
∑
k∈J
(
sk/n− 1/bpk
)
> −1/r′
for any nonempty subset J ⊂ {1, . . . , ρ}. Similarly as in the case l = 1, we need to handle
only the case that for 1 ≤ u ≤ ρ
s1, . . . , sl, sρ+1, . . . , sm > n/r, su > n/pu − n/r′, si > n/pi for i 6= u, 1 ≤ i ≤ ρ.
Since l ≥ 2, we may choose 1 ≤ v ≤ l such that v 6= u. Clearly,
(8.7) sv > n/pv (> n/r)
since 1 < pv < r, and su > max
(
n/pu − n/r′, n/r
)
. Let 0 < θ < 1 be the number satisfying
1/pv = (1− θ) + θ/r and then there exist t0 > n and t1 > n/r so that sv = (1− θ)t0 + θt1
because of (8.7). We apply the induction hypothesis to obtain the boundedness with
(p01, . . . , p
0
m) = (p1, . . . , pv−1, 1, pv+1, . . . , pm), (s
0
1, . . . , s
0
m) = (s1, . . . , sv−1, t
0, sv+1, . . . , sm)
and another one with
(p11, . . . , p
1
m) = (p1, . . . , pv−1, r, pv+1, . . . , pm), (s
0
1, . . . , s
0
m) = (s1, . . . , sv−1, t
1, sv+1, . . . , sm).
Since these are the assumptions in Lemma 8.1, (1.8) holds as a result of the lemma. This
completes the proof of Proposition 1.7.
9. Proofs of the key lemmas
9.1. Proof of Lemma 4.1. Let 1 ≤ l ≤ m. The sufficiently large number M > 0 shall be
chosen later. We utilize an argument of the Marcinkiewicz multiplier theorem. Indeed, we
will actually show that for any multi-indices α(1),. . . , α(l) in Z
n with |α(j)| ≤ n/2 + 1 for
1 ≤ j ≤ l,
(9.1)
∣∣∂α(1)1 · · · ∂α(l)l N(M)(y1, . . . , yl)∣∣ .α(1),...,α(l) |y1|−|α(1)| · · · |yl|−|α(l)|.
We first observe that∣∣∂α(1)1 · · · ∂α(l)l N(M)(y1, . . . , yl)∣∣ . l∑
u=1
∑
α1
(u)
+···+αl+1
(u)
=α(u)
∣∣∣∂α1(1)1 · · · ∂α1(l)l 〈1l
l∑
k=1
yk
〉s1∣∣∣(9.2)
×
( l∏
j=2
∣∣∣∂αj(1)1 · · · ∂αj(l)l 〈1l
l∑
k=1
(yk − yj)
〉sj ∣∣∣)
×
∣∣∣∂αl+1(1)1 〈y1〉−(s1+···+sl)∣∣∣( l∏
j=2
∣∣∣∂αl+1(j)j 〈yj〉−M ∣∣∣).
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Using the argument in [8, p450], we obtain that
∣∣∣∂α1(1)1 · · · ∂α1(l)l 〈1l
l∑
k=1
yk
〉s1∣∣∣ . 〈1
l
l∑
k=1
yk
〉s1−(|α1(1)|+···+|α1(l)|)
,
∣∣∣∂αj(1)1 · · · ∂αj(l)l 〈1l
l∑
k=1
(yk − yj)
〉sj ∣∣∣ . 〈1
l
l∑
k=1
(yk − yj)
〉sj−(|αj(1)|+···+|αj(l)|)
,
∣∣∣∂αl+1(1)1 〈y1〉−(s1+···+sl)∣∣∣ . 〈y1〉−(s1+···+sl+|αl+1(1) |),∣∣∣∂αl+1(j)j 〈yj〉−M ∣∣∣ . 〈yj〉−(M+|αl+1(j) |).
We choose a positive number N such that M > N + n+ 2 > s1 + · · · + sl + n+ 2. Since〈
1
l
∑l
k=1 yk
〉s1∏l
j=2
〈
1
l
∑l
k=1 (yk − yj)
〉sj
〈y1〉s1+···+sl
∏l
j=2 〈yj〉N
. 1,
we finally obtain that the right-hand side of (9.2) is dominated by a constant times the
product of
I1 :=
〈1
l
l∑
k=1
yk
〉−(|α1
(1)
|+···+|α1
(l)
|)
, I2 :=
l∏
j=2
〈1
l
l∑
k=1
(yk − yj)
〉−(|αj
(1)
|+···+|αj
(l)
|)
,
I3 := 〈y1〉−|α
l+1
(1)
|
, I4 :=
l∏
j=2
〈yj〉−(M−N+|α
l+1
(j)
|)
.
If |y1| > 2l|yj | for all 2 ≤ j ≤ l, then
I1 . 〈y1〉−|α
1
(1)
|
and I2 .
l∏
j=2
〈y1〉−|α
j
(1)
|
,
which implies that
I1 × I2 × I3 × I4 . 〈y1〉−|α(1)|
l∏
j=2
〈yj〉−(M−N) . |y1|−|α(1)| · · · |yl|−|α(l)|
for M −N > n+ 2 > n/2 + 1.
Now assume that |y1| ≤ 2lmax (|y2|, . . . , |yl|) and actually, only the case |y1| ≤ 2l|y2| will
be considered. In that case, we see that
I1 × I2 × I3 × I4 ≤ I4 . 〈y1〉−|α(1)|〈y2〉−(M−N−|α(1)|)
l∏
j=3
〈yj〉−(M−N)
. |y1|−|α(1)| · · · |yl|−|α(l)|
for M −N ≥M −N − |α(1)| > n+ 2− |α(1)| ≥ |α(j)| for 2 ≤ j ≤ l.
This proves (9.1).
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9.2. Proof of Lemma 6.1. Without loss of generality, we assume that J0 = {1, . . . , v} for
some 1 ≤ v ≤ l, and ‖fi‖L∞(Rn) = 1 for all l + 1 ≤ i ≤ m. Fix
x ∈
( l⋂
i=v+1
Q∗i
)
\
( v⋃
i=1
Q∗i
)
.
(When v = l, just fix x ∈ Rn \ (⋃li=1Q∗i ).) Now we write
Tσ(a1, . . . , al, fl+1, . . . , fm)(x) =
∑
j∈Z
gj(x),
where
(9.3) gj(x) :=
∫
(Rn)m
2jmnKj
(
2j(x− y1), . . . , 2j(x− ym)
)( l∏
i=1
ai(yi)
)( m∏
i=l+1
fi(yi)
)
d~y
with Kj :=
(
σ(2j ·)Ψ̂(m))∨. Let ci be the center of the cube Qi (1 ≤ i ≤ l). For 1 ≤ i ≤ v,
since x /∈ Q∗i , we have |x− ci| ≈ |x− yi| for all yi ∈ Qi. Fix 1 ≤ k ≤ v and for 1 ≤ u ≤
w ≤ m denote
K
(u,w)
j (x, ~y) := Kj
(
y1, . . . , yu−1, 2j(x− yu), . . . , 2j(x− yw), yw+1, . . . , ym
)
for convenience of notation. We see that( v∏
i=1
〈2j(x− ci)〉si
)
|gj(x)|
. 2jmn
( l∏
i=1
‖ai‖L∞(Rn)
)∫
Q1×···×Ql×(Rn)m−l
( v∏
i=1
〈2j(x− yi)〉si
)∣∣K(1,m)j (x, ~y)∣∣d~y
and the integral in the preceding expression is less than∫
Q1×···×Qv×(Rn)m−v
( v∏
i=1
〈2j(x− yi)〉si
)∣∣K(1,m)j (x, ~y)∣∣d~y
= 2−jn(m−v)
∫
Q1×···×Qv×(Rn)m−v
( v∏
i=1
〈2j(x− yi)〉si
)∣∣K(1,v)j (x, ~y)∣∣d~y
≤ 2−jn(m−v)
( v∏
i=1
|Qi|
)∫
(Rn)m−v
[ ∫
yk∈Qk
|Qk|−1〈2j(x− yk)〉sk
×
∥∥∥( v∏
i=1
i 6=k
〈yi〉si
)
K
(k,k)
j
(
x, ~y
)∥∥∥
L∞(y1,...,yk−1,yk+1,...,yv)
dyk
]
dyv+1 · · · dym.
Using Lemma 2.9, the integral in the last expression is majored by a constant multiple of
2−jn(m−v)
( v∏
i=1
|Qi|
) ∫
yk∈Qk
|Qk|−1〈2j(x− yk)〉sk
×
[ ∫
(Rn)m−v
∥∥∥( v∏
i=1
i 6=k
〈yi〉si
)
K
(k,k)
j
(
x, ~y
)∥∥∥
Lr′(y1,...,yk−1,yk+1,...,yv)
dyv+1 · · · dym
]
dyk
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and this is further estimated by
2−jn(m−v)
( v∏
i=1
|Qi|
) ∫
yk∈Qk
|Qk|−1〈2j(x− yk)〉sk
×
∥∥∥( m∏
i=1
i 6=k
〈yi〉si
)
K
(k,k)
j
(
x, ~y
)∥∥∥
Lr′(y1,...,yk−1,yk+1,...,ym)
dyk,
by applying Ho¨lder’s inequality, as si > n/r for v + 1 ≤ i ≤ m. We finally obtain
(9.4)
( v∏
i=1
〈2j(x− ci)〉si
)
|gj(x)| ≤ 2jvn
( v∏
i=1
|Qi|1−1/pi
)( l∏
i=v+1
bi(x)
)
h
(k,0)
j (x),
where bi(x) := |Qi|−1/piχQ∗i (x) for v + 1 ≤ i ≤ l and
h
(k,0)
j (x) :=
1
|Qk|
∫
Qk
〈2j(x− yk)〉sk
∥∥∥( m∏
i=1
i 6=k
〈yi〉si
)
K
(k,k)
j
(
x, ~y
)∥∥∥
Lr′(y1,...,yk−1,yk+1,...,ym)
dyk.
The functions bi, v + 1 ≤ i ≤ l, obviously satisfy the estimate ‖bi‖Lpi (Rn) . 1, and the
Minkowski inequality with 1 < r′ <∞ gives∥∥h(k,0)j ∥∥Lr′(Rn) ≤ 1|Qk|
∫
Qk
( ∫
Rn
〈2j(x− yk)〉r′sk
∥∥∥ · · · ∥∥∥r′
Lr′((Rn)m−1)
dx
)1/r′
dyk
. 2−jn/r
′
∥∥∥( m∏
i=1
〈·i〉si
)
Kj
∥∥∥
Lr′((Rn)m)
. 2−jn/r
′Lr,Ψ(m)~s [σ](9.5)
where we made use of a change of variables and applied the Hausdorff-Young inequality in
the preceding inequalities.
On the other hand, using the vanishing moment condition of ak and Lemma 2.8, we write∣∣gj(x)∣∣ . 2jmn ∑
|α|=Nk+1
∫ 1
0
∫
(Rn)m
(
2j |yk − ck|
)Nk+1( l∏
i=1
|ai(yi)|
)
×
∣∣∣∂αkKj(2j(x− y1), . . . , 2j(x− yk−1), 2jxtck,yk , 2j(x− yk+1), . . . , 2j(x− ym))∣∣∣d~ydt
where xtck,yk := x− ck − t(yk − ck) and ∂αkKj(z1, . . . , zm) := ∂αzkKj(z1, . . . , zm). Notice that
|xtck,yk | ≈ |x− ck| for x 6∈ Q∗k, yk ∈ Qk, and 0 < t < 1. Repeating the preceding argument
that is used to establish (9.4), we also obtain
(9.6)
( v∏
i=1
〈2j(x− ci)〉si
)
|gj(x)| . 2jvn
( v∏
i=1
|Qi|1−1/pi
)( l∏
i=v+1
bi(x)
)
h
(k,1)
j (x),
where bi(x) := |Qi|−1/piχQ∗i (x) as before, and
h
(k,1)
j (x) :=
(
2j l(Qk)
)Nk+1 ∑
|α|=Nk+1
1
|Qk|
∫ 1
0
∫
Qk
〈2jxtck,yk〉sk
×
∥∥∥( m∏
i=1
i 6=k
〈·i〉si
)
∂αkKj
(·1, . . . , ·k−1, 2jxtck,yk , ·k+1, . . . , ·m)∥∥∥Lr′((Rn)m−1)dykdt.
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Now Minkowski’s inequality and Lemma 2.9 yield that
(9.7)
∥∥h(k,1)j ∥∥Lr′(Rn) . 2− jnr′ (2j l(Qk))Nk+1Lr,Ψ(m)~s [σ].
which is the counterpart of (9.5) for h
(k,1)
j .
Combining (9.4) and (9.6), we obtain
(9.8) |gj(x)| . 2jvn
( v∏
i=1
|Qi|1−1/pi〈2j(x− ci)〉−si
)( l∏
i=v+1
bi(x)
)
min
(
h
(k,0)
j (x), h
(k,1)
j (x)
)
for all x ∈ (⋂li=v+1Q∗i ) \ (⋃vi=1Q∗i ) and all 1 ≤ k ≤ v.
Now we will construct nonnegative functions ui,j for 1 ≤ i ≤ v such that
|gj(x)| . Lr,Ψ
(m)
~s [σ]
( v∏
i=1
ui,j(x)
)( l∏
i=v+1
bi(x)
)
for all x ∈ (⋂li=v+1Q∗i ) \ (⋃vi=1Q∗i ) and
(9.9)
∥∥∥∑
j∈Z
ui,j
∥∥∥
Lpi(Rn)
. 1.
Then the lemma follows by taking
(9.10) bi :=
∑
j∈Z
ui,j 1 ≤ i ≤ v.
For this, we choose λi, 1 ≤ i ≤ v, such that
0 ≤ λi < 1/r′, si/n > 1/pi − 1/r′ + λi,
v∑
i=1
λi = (v − 1)/r′.
This is possible since the second condition in (1.14), with J ⊂ {1, . . . , v}, yields
v∑
i=1
min
(
0, si/n − 1/pi
)
> −1/r′,
which further implies
v∑
i=1
min
(
1/r′, si/n− 1/pi + 1/r′
)
> (v − 1)/r′.
We set
(9.11) αi := 1/pi − 1/r′ + λi and βi := 1− r′λi.
Then we have αi > 0, βi > 0, and
∑v
i=1 βi = 1. Letting
ui,j(x) :=
(Lr,Ψ(m)~s [σ])−βi2jn|Qi|1−1/pi〈2j(x− ci)〉−siχ(Q∗i )c(x)min (h(i,0)j (x), h(i,1)j (x))βi
for 1 ≤ i ≤ v, it is easy to see, from (9.8), that
(9.12) |gj(x)| . Lr,Ψ
(m)
~s [σ]
( v∏
i=1
ui,j(x)
)( l∏
i=v+1
bi(x)
)
for all x ∈ (∩li=v+1Q∗i ) \ (∪vi=1Q∗i ).
MULTILINEAR MULTIPLIER THEOREM 37
It remains to verify (9.9). Since 1/pi = αi + βi/r
′, Ho¨lder’s inequality yields∥∥ui,j∥∥Lpi (Rn) ≤ (Lr,Ψ(m)~s [σ])−βi2jn|Qi|1−1/pi∥∥〈2j(· − ci)〉−siχ(Q∗i )c∥∥L1/αi (Rn)
×min
(∥∥h(i,0)j ∥∥βiLr′(Rn),∥∥hi,1j ∥∥βiLr′(Rn)).
We observe that∥∥〈2j(· − ci)〉−siχ(Q∗i )c∥∥L1/αi(Rn) ≈ 2−jnαi min (1, (2j l(Qi))−(si−αin))
since si/αi > n. In addition, it follows from (9.5) and (9.7) that
min
(∥∥h(i,0)j ∥∥βiLr′(Rn),∥∥h(i,1)j ∥∥βiLr′(Rn)) . 2−jnβi/r′(Lr,Ψ(m)~s [σ])βi min (1, (2j l(Qi))βi(Ni+1)).
In conclusion, we have
(9.13)
∥∥ui,j∥∥Lpi (Rn) .
{
(2j l(Qi))
−(n/pi−n)+βi(Ni+1), if 2j l(Qi) ≤ 1
(2j l(Qi))
−(n/pi−n)−(si−αin), if 2j l(Qi) > 1.
We choose Ni sufficiently large so that −(n/pi−n)+βi(Ni+1) > 0, and then (9.9) follows
immediately.
The proof of Lemma 6.1 is done.
9.3. Proof of Lemma 7.1. It follows from (1.14) that there exists 1 < t < r such that
(9.14) s1, . . . , sm > n/t > n/r,
∑
k∈J
(
sk/n − 1/pk
)
> −1/t′ > −1/r′
for every nonempty subset J ⊂ {1, . . . , l}. Then (5.1) holds.
For each J0 ⊂ I, let
EJ0 :=
( ⋂
i∈I\J0
Q∗i
)
\
( ⋃
i∈J0
Q∗i
)
where E∅ =
⋂
i∈IQ
∗
i for J0 = ∅, and EI =
(⋃
i∈IQ
∗
i
)c
for J0 = I. Then we see that the
left-hand side of (7.10) can be decomposed as∑
J0⊂I
(∑
j∈Z
∣∣Tσκ1,κ2j,1 (a1, . . . , al, fl+1, . . . , fm)(x)∣∣)χEJ0 (x).
Since it is a finite sum over J0, it suffices to show that for each J0 ⊂ I, there exist functions
bJ0i , 1 ≤ i ≤ l, and F J0i , l + 1 ≤ i ≤ ρ having the properties that for x ∈ EJ0
(9.15)
∑
j∈Z
∣∣Tσκ1,κ2j,1 (a1, . . . , al, fl+1, . . . , fm)(x)∣∣ . Lr~s[σ](∏
i∈I
bJ0i (x)
)(∏
i∈II
F J0i (x)
)
,
(9.16) ‖bJ0i ‖Lpi (Rn) . 1, for i ∈ I,
(9.17) ‖F J0i ‖Lpi (Rn) . ‖fi‖Lpi (Rn), for i ∈ II.
We first consider the case J0 = ∅ and divide the proof into six cases based on the location
of κ1 and κ2. Let x ∈ EJ0 .
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Case1 : κ1, κ2 ∈ I. By applying (7.6), Lemma 2.4, (7.4), (5.1), and (2.4), we have∣∣Tσκ1,κ2j,2 (a1, . . . , al, fl+1, . . . , fm)(x)∣∣
. Lr~s[σ]Mt(aκ1)j(x)Mt(aκ2)j(x)
( ∏
i∈I\{κ1,κ2}
Mtai(x)
)(∏
i∈II
Mtfi(x)
)
,
since Mtfi(x) ≤ ‖fi‖L∞(Rn) = 1 for i ∈ III. Now we take the sum over j ∈ Z to both sides
and apply the Cauchy-Schwarz inequality. Then (9.15) follows from taking
bJ0i (x) :=
(∑
j∈Z
(Mt(ai)j(x))2)1/2χQ∗i (x), i ∈ {κ1, κ2}
bJ0i (x) :=Mtai(x)χQ∗i (x), i ∈ I \ {κ1, κ2},
F J0i (x) :=Mtfi(x), i ∈ II.
Moreover, using Ho¨lder’s inequality, (2.3) with t < 2, and (2.2), we obtain
‖bJ0i ‖Lpi (Rn) ≤ |Q∗i |1/pi−1/2
∥∥{Mt(ai)j}j∈Z∥∥L2(ℓ2) . |Qi|1/p1−1/2‖ai‖L2(Rn) . 1, i ∈ {κ1, κ2},
‖bJ0i ‖Lpi (Rn) ≤ |Q∗i |1/pi−1/2
∥∥Mtai∥∥L2(Rn) . |Qi|1/pi−1/2‖ai‖L2(Rn) . 1, i ∈ I \ {κ1, κ2},
‖F J0i ‖Lpi (Rn) . ‖fi‖Lpi (Rn), i ∈ II,
which completes the proof of (9.16) and (9.17).
Case2 : κ1, κ2 ∈ II. Similarly, (9.15) holds with
bJ0i (x) :=Mtai(x)χQ∗i (x), i ∈ I,
F J0i (x) :=
(∑
j∈Z
(Mt(fi)j(x))2)1/2, i ∈ {κ1, κ2},
F J0i (x) :=Mtfi(x), i ∈ II \ {κ1, κ2}.
Obviously, (9.16) and (9.17) are clear as (2.2) is applied when i ∈ {κ1, κ2}.
Case3 : κ1, κ2 ∈ III. In this case, we cannot use the classical Littlewood-Paley theory
as L∞ norm is not characterized by L∞ norm of a square function. Instead, we can benefit
from Lemma 2.3, using Mt
σ,2j
, not Mt. By applying (7.8), Lemma 2.4, (7.4), (5.1), and
(2.4), we obtain∣∣Tσκ1,κ2j,1 (a1, . . . , al, fl+1, . . . , fm)(x)∣∣ . Lr~s[σ](∏
i∈I
Mtai(x)
)
M
t
sl+1,2j
(fl+1)
j+1(x)
×
( ∏
i∈II\{l+1}
Mtfi(x)
)
M
t
sκ1 ,2
j (fκ1)j(x)M
t
sκ2 ,2
j(fκ2)j(x).
Now we take
bJ0i (x) :=Mtai(x)χQ∗i (x), i ∈ I,
F J0l+1(x) :=
∑
j∈Z
M
t
sl+1,2j
(fl+1)
j+1(x)Mtsκ1 ,2j
(fκ1)j(x)M
t
sκ2 ,2
j (fκ2)j(x),
F J0i (x) :=Mtfi(x), i ∈ II \ {l + 1}.
Then (9.15), (9.16), and (9.17) are immediate for i 6= l + 1, and the case i = l + 1 follows
from Lemma 2.3.
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Case4 : κ1 ∈ I, κ2 ∈ II. Using the arguments in Case1 and Case2, we are done with
the choices
bJ0κ1(x) :=
(∑
j∈Z
(Mt(aκ1)j(x))2)1/2χQ∗κ1 (x),
bJ0i (x) :=Mtai(x)χQ∗i (x), i ∈ I \ {κ1},
F J0κ2 (x) :=
(∑
j∈Z
(Mt(fκ2)j(x))2)1/2,
F J0i (x) :=Mtfi(x), i ∈ II \ {κ2}.
Case5 : κ1 ∈ I, κ2 ∈ III. It follows from (7.7), Lemma 2.4, (7.4), (5.1), and (2.4) that
(9.15) holds with
bJ0κ1(x) :=
(∑
j∈Z
(Mt(aκ1)j(x))2)1/2χQ∗κ1 (x),
bJ0i (x) :=Mtai(x)χQ∗i (x), i ∈ I \ {κ1},
F J0l+1(x) :=
(∑
j∈Z
(
M
t
sl+1,2j
(fl+1)
j+1(x)
)2(
M
t
sκ2 ,2
j(fκ2)j(x)
)2)1/2
,
F J0i (x) :=Mtfi(x), i ∈ II \ {l + 1},
and it is clear that (9.15), (9.16), and (9.17) hold. Especially, (9.17) for i = l + 1 is due to
Lemma 2.3.
Case6 : κ1 ∈ II, κ2 ∈ III. The similar arguments can be applied with
bJ0i (x) :=Mtai(x)χQ∗i (x), i ∈ I,
F J0κ1 (x) :=
∑
j∈Z
M
t
sκ1 ,2
j (fκ1)j(x)M
t
sκ2 ,2
j(fκ2)j(x),
F J0i (x) :=Mtfi(x), i ∈ II \ {κ1}.
Note that Lemma 2.3 implies
‖F J0κ1 ‖Lpκ1 (Rn) . ‖fκ1‖Lpκ1 (Rn)‖fκ2‖BMO . ‖fκ1‖Lpκ1 (Rn).
Next we consider the case J0 6= ∅. In this case the proof is based on the idea in the proof
of Lemma 6.1. For notational convenience, let
(9.18) Gj := Tσκ1,κ2j,1
(
a1, . . . , al, fl+1, . . . , fm
)
.
Here, the notation Gj does not contain two parameters κ1 and κ2 as the arguments below
are universal for any 1 ≤ κ1 < κ2 ≤ m. We note that Gj plays a similar role as gj in (9.3).
We shall prove that there exist nonnegative functions uJ0i,j , i ∈ J0, such that for x ∈ EJ0
and j ∈ Z,
(9.19)
∣∣Gj(x)∣∣ . Lr~s[σ]( ∏
i∈J0
uJ0i,j(x)
)( ∏
i∈I\J0
|Qi|−1/piχQ∗i (x)
)(∏
i∈II
Mt(fi)(x)
)
,
and
(9.20) ‖uJ0i,j‖Lpi (Rn) . min
((
2jℓ(Qi)
)γi , (2jℓ(Qi))−δi)
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for some γi, δi > 0, which are the counterparts of (9.12) and (9.13), respectively.
If we have such functions uJ0i,j , then (9.15) holds with the functions
(9.21) bJ0i :=
∑
j∈Z
uJ0i,j for i ∈ J0, bJ0i = |Qi|−1/piχQ∗i for i ∈ I \ J0,
(9.22) F J0i :=Mt(fi) for i ∈ II.
The estimate (9.16) for i ∈ I \ J0 is obvious and when i ∈ J0 it follows from (9.20). In
addition, (9.17) holds via the Lpi-boundedness of Mt.
From now on, let us construct uJ0i,j having the properties (9.19) and (9.20). Fix x ∈ EJ0
and write
Gj(x) =
∫
(Rn)m
2jmnKj
(
2j(x− y1), . . . , 2j(x− ym)
)(∏
i∈I
ai(yi)
)( ∏
i∈II∪III
fi(yi)
)
d~y
where Kj :=
(
σκ1,κ2j,1 (2
j ·))∨. Let ci denote the center of the cube Qi and use the notation
K
(u,w)
j (x, ~y) := Kj
(
y1, . . . , yu−1, 2j(x− yu), . . . , 2j(x− yw), yw+1, . . . , ym
)
for simplicity, as before.
Since |x− ci| ≈ |x− yi| for x 6∈ Q∗i and yi ∈ Qi, we see that( ∏
i∈J0
〈2j(x− ci)〉si
)
|Gj(x)|
. 2jmn
∫
(Rn)m
( ∏
i∈J0
〈2j(x− yi)〉si
)∣∣K(1,m)j (x, ~y)∣∣(∏
i∈I
|ai(yi)|
)( ∏
i∈II∪III
|fi(yi)|
)
d~y
≤ 2jmn
∫
(Rn)m
( ∏
i∈J0
〈2j(x− yi)〉si
)∣∣K(1,m)j (x, ~y)∣∣(∏
i∈I
|Qi|−1/piχQi(yi)
)(∏
i∈II
|fi(yi)|
)
d~y.
We now fix k ∈ J0 and estimate the last integral by∫
yk∈Rn
∥∥∥( ∏
i∈J0∪II
〈2j(x− yi)〉si
)
K
(1,m)
j
(
x, ~y
)∥∥∥
L∞(~yJ0\{k})L
1(~yI\J0 )L
t′(~yII)L
1(~yIII)
×
∥∥∥∏
i∈J0
|Qi|−1/piχQi(yi)
∥∥∥
L1(~yJ0\{k})
∥∥∥ ∏
i∈I\J0
|Qi|−1/piχQi(yi)
∥∥∥
L∞(~yI\J0)
×
∥∥∥∏
i∈II
〈2j(x− yi)〉−sifi(yi)
∥∥∥
Lt(~yII)
dyk,
where we used the notations ~yJ := ⊗i∈Jyi for all J (for example, ~yI = (y1, . . . , yl), ~yII =
(yl+1, . . . , yρ), and so on), and
‖F (z1, z2)‖Lp(z1)Lq(z2) :=
∥∥‖F (z1, z2)‖Lp(z1)∥∥Lq(z2).
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Using a change of variables we write∥∥∥( ∏
i∈J0∪II
〈2j(x− yi)〉si
)
K
(1,m)
j
(
x, ~y
)∥∥∥
L∞(~yJ0\{k})L
1(~yI\J0)L
t′ (~yII)L
1(~yIII)
= 2−jnCard(I\J0)2−(jn/t
′)Card(II)2−jnCard(III)
×
∥∥∥〈2j(x− yk)〉sk( ∏
i∈J0∪II\{k}
〈yi〉si
)
K
(k,k)
j
(
x, ~y
)∥∥∥
L∞(~yJ0\{k})L
1(~yI\J0 )L
t′ (~yII)L
1(~yIII)
.
Now Ho¨lder’s inequality with si > n/t and Lemma 2.9 yield∥∥∥〈2j(x− yk)〉sk( ∏
i∈J0∪II\{k}
〈yi〉si
)
K
(k,k)
j
(
x, ~y
)∥∥∥
L∞(~yJ0\{k})L
1(~yI\J0 )L
t′ (~yII)L
1(~yIII)
.
∥∥∥〈2j(x− yk)〉sk( ∏
i∈Λ\{k}
〈yi〉si
)
K
(k,k)
j
(
x, ~y
)∥∥∥
L∞(~yJ0\{k})L
t′(~yΛ\J0 )
.
∥∥∥〈2j(x− yk)〉sk( ∏
i∈Λ\{k}
〈yi〉si
)
K
(k,k)
j
(
x, ~y
)∥∥∥
Lt′(~yΛ\{k})
.
Morover, we have∥∥∥∏
i∈J0
|Qi|−1/piχQi(yi)
∥∥∥
L1(~yJ0\{k})
.
( ∏
i∈J0
|Qi|1−1/pi
)
χQk(yk)|Qk|−1,∥∥∥ ∏
i∈I\J0
|Qi|−1/piχQi(yi)
∥∥∥
L∞(~yI\J0 )
≤
∏
i∈I\J0
|Qi|−1/pi ,∥∥∥∏
i∈II
〈2j(x− yi)〉−sifi(yi)
∥∥∥
Lt(yII)
. 2−(jn/t)Card(II)
∏
i∈II
M
t
si,2j
fi(x)
. 2−(jn/t)Card(II)
∏
i∈II
Mt(fi)(x),
where the last inequality follows from (2.4) with si > n/t.
Combining the above inequalities, we obtain that for x ∈ EI0 ,( ∏
i∈J0
〈2j(x− ci)〉si
)
|Gj(x)| . 2jnCard(J0)H(k,0)j (x)
( ∏
i∈J0
|Qi|1−1/pi
)
×
( ∏
i∈I\J0
|Qi|−1/pi
)(∏
i∈II
Mt(fi)(x)
)
where H
(k,0)
j is defined as
H
(k,0)
j (x) :=
1
|Qk|
∫
Qk
〈2j(x− yk)〉sk
∥∥∥( ∏
i∈Λ\{k}
〈yi〉si
)
K
(k,k)
j
(
x, ~y
)∥∥∥
Lt′(~yΛ\{k})
dyk,
which is the counterpart of h
(k,0)
j in the proof of Lemma 6.1. Then the argument that led
to (9.5), with (5.1), proves that
(9.23) ‖H(k,0)j ‖Lt′(Rn) . 2−jn/t
′Lr~s[σ].
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On the other hand, applying the vanishing moment condition of ak and Lemma 2.8, we
write∣∣Gj(x)∣∣ . 2jmn ∑
|α|=Nk+1
∫ 1
0
∫
(Rn)m
(
2j |yk − ck|
)Nk+1(∏
i∈I
|Qi|−1/piχQi(yi)
)
×
∣∣∣∂αkKj(2j(x− y1), . . . , 2j(x− yk−1), 2jxtck,yk , 2j(x− yk+1), . . . , 2j(x− ym))∣∣∣
×
(∏
i∈II
|fi(yi)|
)
d~ydt
where xtck,yk := x − ck − t(yk − ck). Since |xtck,yk | ≈ |x− ck| for x 6∈ Q∗k, yk ∈ Qk, and
0 < t < 1, arguing as in (9.6), we obtain that for x ∈ EJ0 ,( ∏
i∈J0
〈2j(x− ci)〉si
)
|Gj(x)|
. 2jmn
(
2j l(Qk)
)Nk+1 ∑
|α|=Nk+1
∫ 1
0
∫
yk∈Rn
∥∥∥〈2jxtck,yk〉sk( ∏
i∈J0∪II\{k}
〈2j(x− yi)〉si
)
× ∂αkKj
(
2j(x− y1), . . . , 2j(x− yk−1), 2jxtck,yk , 2j(x− yk+1), . . . ,
, 2j(x− ym)
)∥∥∥
L∞(~yJ0\{k})L
1(~yI\J0)L
t′ (~yII)L
1(~yIII)
×
∥∥∥∏
i∈J0
|Qi|−1/piχQi(yi)
∥∥∥
L1(~yJ0\{k})
∥∥∥ ∏
i∈I\J0
|Qi|−1/piχQi(yi)
∥∥∥
L∞(~yI\J0 )
×
∥∥∥∏
i∈II
〈2j(x− yi)〉−sifi(yi)
∥∥∥
Lt(~yII)
dykdt
. 2jnCard(J0)H
(k,1)
j (x)
( ∏
i∈J0
|Qi|1−1/pi
)( ∏
i∈I\J0
|Qi|−1/pi
)(∏
i∈II
Mt(fi)(x)
)
where
H
(k,1)
j (x) :=
(
2j l(Qk)
)Nk+1 ∑
|α|=Nk+1
1
|Qk|
∫ 1
0
∫
Qk
〈2jxtck,yk〉sk
×
∥∥∥ ∏
i∈Λ\{k}
〈·i〉si∂αkKj
(·1, . . . , ·k−1, 2jxtck,yk , ·k+1, . . . , ·m)∥∥∥Lt′((Rn)m−1)dykdt.
Using Minkowski’s inequality, Lemma 2.9 and (5.1), we deduce
(9.24) ‖H(k,1)j ‖Lt′ (Rn) . 2−jn/t
′(
2j l(Qk)
)Nk+1Lr~s[σ].
So far, we have proved that for x ∈ EJ0 and k ∈ J0,
|Gj(x)| . 2jnCard(J0)
( ∏
i∈J0
〈2j(x− ci)〉−si |Qi|1−1/piχ(Q∗i )c(x)
)
(9.25)
×
( ∏
i∈I\J0
|Qi|−1/piχQ∗i (x)
)(∏
i∈II
Mt(fi)(x)
)
min
(
H
(k,0)
j (x),H
(k,1)
j (x)
)
.
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We choose {αi}i∈I0 and {βi}i∈I0 as in (9.11) by replacing {1, . . . , v} and r′ by J0 and t′,
respectively, which is possible since∑
i∈J0
min
(
0, si/n− 1/pi
)
> −1/t′
by virtue of condition (9.14). Then we have
αi, βi > 0, si/n > 1/pi − βk/t′ = αi,
∑
i∈J0
βi = 1.
Now if we set
uJ0i,j(x) :=
(Lr~s[σ])−βi2jn|Qi|1−1/pi〈2j(x− ci)〉−siχ(Q∗i )c(x)(min (H(i,0)j (x),H(i,1)j (x)))βi ,
(9.19) is immediate from (9.25) since
∑
i∈J0 βi = 1.
It remains to verify (9.20). Ho¨lder’s inequality with 1/pi = βi/r
′ + αi yields that
‖uJ0i,j‖Lpi (Rn) ≤
(Lr~s[σ])−βi2jnl(Qi)n(1−1/pi)∥∥〈2j(· − ci)〉−siχ(Q∗i )c∥∥L1/αi (Rn)
×min
(
‖H(i,0)j ‖βiLt′(Rn), ‖H
(i,1)
j ‖βiLt′(Rn)
)
.
Since si > αin, we have∥∥〈2j(· − ci)〉−siχ(Q∗i )c∥∥L1/αi (Rn) . 2−jnαi min (1, (2j l(Qi))−(si−αin)),
and the estimates (9.23) and (9.24) prove
min
(
‖H(i,0)j ‖βiLt′ (Rn), ‖H
(i,1)
j ‖βiLt′ (Rn)
)
. 2−jnβi/t
′(Lr~s[σ])βi min (1, (2j l(Qi))βi(Ni+1)).
Thus,
‖uJ0i,j‖Lpi (Rn) .
{(
2j l(Qi)
)−(n/pi−n)+βi(Ni+1), if 2j l(Qi) ≤ 1(
2j l(Qi)
)−(n/pi−n)−(si−αin), if 2j(Qi) > 1
since 1−αi− βi/t′ = 1− 1/pi. This implies (9.20) with γj = −(n/pi− n) + βi(Ni +1) and
δi = n/pi − n+ si − αin. We have γk, δk > 0 as Nk is sufficiently large and si > αin.
This completes the proof of Lemma 7.1.
9.4. Proof of Lemma 7.2. The proof is similar to that of Lemma 7.1. As in the proof of
Lemma 7.1, we choose 1 < t < r such that
s1, . . . , sm > d/t > d/r,
∑
k∈J
(
sk/n− 1/pk
)
> −1/t′ > −1/r′
for every nonempty subset J ⊂ I, and observe that (5.1) holds.
For each J0 ⊂ I, let
EJ0 :=
( ⋂
i∈I\J0
Q∗i
)
\
( ⋃
i∈J0
Q∗i
)
and we decompose the left-hand side of (7.18) as∑
J0⊂I
(∑
j∈Z
∣∣Tσκ1,j (a1, . . . , al, fl+1, . . . , fm)(x)∣∣2)1/2χEJ0 (x).
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Since it is a finite sum over J0, we need to prove that for each J0 ⊂ I, there exist nonnegative
functions bJ0i , i ∈ I, and F J0i , i ∈ II satisfying that for all x ∈ EJ0(∑
j∈Z
∣∣Tσκj,1(a1, . . . , al, fl+1, . . . , fm)(x)∣∣2)1/2 . Lr~s[σ](∏
i∈I
bJ0i (x)
)(∏
i∈II
F J0i (x)
)
,(9.26)
(9.27) ‖bJ0i ‖Lpi (Rn) . 1, for i ∈ I,
(9.28) ‖F J0i ‖Lpi (Rn) . ‖fi‖Lpi (Rn), for i ∈ II.
Let us first assume J0 = ∅. In this case, the proof consists of three cases.
Case1 : κ ∈ I. Using (7.14), Lemma 2.4, (2.4), (7.13), and (5.1), we obtain∣∣Tσκj,1(a1, . . . , al, fl+1, . . . , fm)(x)∣∣ . Lr~s[σ]Mt(aκ)j(x)( ∏
i∈I\{κ}
Mtai(x)
)(∏
i∈II
Mtfi(x)
)
,
where we applied Mtfi(x) ≤ ‖fi‖L∞(Rn) = 1 for i ∈ III. We now take
bJ0κ (x) :=
(∑
j∈Z
(Mt(aκ)j(x))2)1/2χQ∗κ(x),
bJ0i (x) :=Mtai(x)χQ∗i (x), i ∈ I \ {κ},
F J0i (x) :=Mtfi(x), i ∈ II
and then (9.26) holds. Furthermore, (9.27) and (9.28) follow from Ho¨lder’s inequality, (2.3)
with t < 2, and (2.2). To be specific, the estimates for i ∈ I\{κ} or for i ∈ II are clear, and
‖bJ0κ ‖Lpκ (Rn) ≤ |Q∗κ|1/pκ−1/2
∥∥{Mt(aκ)j}j∈Z∥∥L2(ℓ2) . |Qκ|1/pκ−1/2‖aκ‖L2(Rn) . 1.
Case2 : κ ∈ II. It can be proved in a similar way. Indeed, (9.26) holds with
bJ0i (x) :=Mtai(x)χQi(x), i ∈ I,
F J0κ (x) :=
(∑
j∈Z
(Mt(fκ)j(x))2)1/2,
F J0i (x) :=Mtfi(x), i ∈ II \ {κ}.
It is also obvious that (9.27) and (9.28) hold as (2.2) is applied in the case i = κ.
Case3 : κ ∈ III. We utilize Lemma 2.3 as we did in Case3 that appeared in the proof
of Lemma 7.1. Using (7.15), Lemma 2.4, (2.4), (7.13), and (5.1), we obtain that∣∣Tσσ+1j,1 (a1, . . . , al, fl+1, . . . , fm)(x)∣∣
. Lr~s[σ]
(∏
i∈I
Mtai(x)
)
M
t
sl+1,2j
(fl+1)
j+1,m(x)
( ∏
i∈II\{l+1}
Mtfi(x)
)
M
t
sκ,2j
(fκ)j(x).
Now we take
bJ0i (x) :=Mtai(x)χQi(x), i ∈ I,
F J0l+1(x) :=
(∑
j∈Z
(
M
t
sl+1,2j
(fl+1)
j+1,m(x)
)2(
M
t
sκ,2j
(fκ)j(x)
)2)1/2
,
F J0i (x) :=Mtfi(x), i ∈ II \ {l + 1}.
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Then (9.26), (9.27), and (9.28) are all true for i 6= l + 1, and (9.28) for i = l + 1 follows
from Lemma 2.3.
Now we consider the case J0 6= ∅. The proof is immediate from the argument in the
proof of Lemma 7.1. We define, like (9.18),
Gj := Tσκj,1
(
a1, . . . , al, fl+1, . . . , fm
)
.
Then (9.19) still holds in the present case with (9.20). Let bJ0i , i ∈ I, and F J0i , i ∈ II,
be defined as in (9.21) and (9.22), and apply the embedding ℓ1 →֒ ℓ2 to obtain that the
left-hand side of (9.26) is bounded by∑
j∈Z
∣∣Gj(x)∣∣ . Lr~s[σ]( l∏
i=1
bJ0i (x)
)( ρ∏
i=l+1
F J0i (x)
)
,
which proves (9.26). In addition, (9.27) and (9.28) are obvious from (9.16) and (9.17),
respectively.
This completes the proof.
10. Final remarks
We note that the direction (1.8) ⇒ (1.7) is valid even for 2 < r < ∞, in view of
Propositions 1.2 and 1.3. Thus, under the assumption Lr,Ψ(m)~s [σ] < ∞ conditions (1.7)
are necessary for the boundedness of Tσ for all r in the range 1 < r < ∞. However the
sufficiency of (1.7) for the boundedness of Tσ, i.e., the direction (1.7) ⇒ (1.8) is missing
in the case r > 2. It seems that our techniques are not applicable in this case. We hope
to address this problem in the future but we welcome interested researchers to investigate
this topic as well.
Acknowledgment: We would like to thank Professors M. Mastylo and N. Tomita for
providing us important references related to complex interpolation.
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