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Gopalan et al. studied in [P. Gopalan, P.G. Kolaitis, E.N. Maneva, C.H. Papadimitriou,
The connectivity of Boolean satisfiability: computational and structural dichotomies,
in: Proceedings of the 33rd International Colloquium on Automata, Languages and
Programming, ICALP 2006, 2006, pp. 346–357] and [P. Gopalan, P.G. Kolaitis, E.N. Maneva,
C.H. Papadimitriou, The connectivity of Boolean satisfiability: computational and structural
dichotomies, SIAM J. Comput. 38 (6) (2009) 2330–2355] connectivity properties of the
solution-space of Boolean formulas, and investigated complexity issues on the connectivity
problems in Schaefer’s framework. A set S of logical relations is Schaefer if all relations in S
are either bijunctive, Horn, dual Horn, or affine. They first conjectured that the connectivity
problem for Schaefer is in P . We disprove their conjecture by showing that there exists a
set S of Horn relations such that the connectivity problem for S is coNP -complete.We also
investigate a tractable aspect of Horn and dual Horn relations with respect to characteristic
sets.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The Boolean satisfiability problem (satisfiability problem for short) is one of the central problems in computational
complexity theory. Schaefer proposed in [31] a framework for expressing variants of the satisfiability problem, and showed
a dichotomy theorem: the satisfiability problem for certain classes of Boolean formulas is inP while it isNP -complete for
all other classes. From this theorem, we have that 2-Sat andHorn-Sat are inP , while k-Sat for k ≥ 3,NAE-Sat (orNot-All-
Equal Sat), and XSat (or Exact Sat) are allNP -complete.1 Since then, dichotomies or trichotomies have been established
for several aspects of the satisfiability problem such as optimization [6,8,24], counting [7], inverse satisfiability [23],minimal
satisfiability [28], unique satisfiability [19], 3-valued satisfiability [3] and propositional abduction [9].
Very recently, Gopalan et al. studied in [17,18] connectivity properties of the solution-space of Boolean formulas, and
investigated complexity issues on connectivity problems in Schaefer’s framework [31], while the connectivity properties
of disjunctive normal forms (DNFs) were studied by Ekin et al. [14]. The connectivity problem (Conn) is to decide whether
the solutions of a given Boolean formula ϕ on n variables induce a connected subgraph of the n-dimensional hypercube,
while the st-connectivity problem (st-Conn) is to decide whether two specific solutions s and t of ϕ are connected. As
mentioned in [17,18], connectivity properties of Boolean satisfiability merit study in their own right, since they shed light
✩ Apreliminary version of this paper appeared in the Proceedings of the 10th International Conference on Theory and Applications of Satisfiability Testing
(SAT 2007), LNCS 4501, pp. 187–200, 2007.∗ Corresponding author.
E-mail addresses:makino@mist.i.u-tokyo.ac.jp (K. Makino), tamak@kuis.kyoto-u.ac.jp (S. Tamaki), yamamoto@tokai-u.jp (M. Yamamoto).
1 There are many classes of formulas that do not fit Schaefer’s framework, but can be solved in polynomial time. Such examples include renamable
Horn [29], extended Horn [5], and q-Horn [2], for example.
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on the structure of the solution-space, and moreover, structural studies on the solution-space are important to analyze the
satisfiability problem and algorithms for it [1]. In [17,18], they established a dichotomy for the st-connectivity problem: It
is solvable in polynomial time if all the given Boolean relations are tight, while it is PSPACE-complete in all other cases.
In [17,18], they allow formulas to have constants, i.e., formulas not only have variables but also constants. This reveals that
the tractable side is larger than the one for the satisfiability problem. Namely, the tight class properly contains Schaefer that
consists of the classes of bijunctive, Horn, dual Horn, and affine relations. For the connectivity problem, they established a
dichotomy with the same boundary: One side is in coNP and the other side is PSPACE-complete. Furthermore, they
showed that the connectivity problem for the class of non-Schaefer and tight is coNP -complete, where they again allow
formulas to have constants. However, they did not give us a complete picture of the complexity status of the connectivity,
and conjectured [17] that the connectivity problem for Schaefer is in P .2
In this paper, we disprove their conjecture by showing that there exists a set S of Horn relations such that the connectivity
problem for S is coNP -complete. Notice that this does not mean that the connectivity problem for any set of Horn relations
is intractable, which is discussed at the end of Section 3.
We also investigate a tractable aspect of the intractable side (i.e., Horn and dual Horn relations).We consider the semantic
(i.e., model-based) representation of Horn relations, instead of the traditional syntactic (i.e., formula-based) one. Themodel-
based representation has been proposed as an alternative form of representing and accessing a logical knowledge base,
e.g., [10–12,20–22,26,27,4]. In contrast to the formula-based representation, if we have the model-based representation,
that is, if we are given the characteristic set of Horn relations, the connectivity problem is solvable in polynomial time.
This strengthens the result in [14] that the connectivity problem for DNF formulas can be solved in polynomial time, since
model-based representationM is more compact than DNF representation. More precisely, for any DNF formula ψ , we have
|M| ≤ n|ψ |, where |M| ≪ |ψ | is expected in most cases.
The rest of the paper is organized as follows. In the next section, we review the basic Boolean concepts and fix notation.
Section 3 presents a proof of coNP -completeness for a set of Horn relations. Section 4 considers the connectivity problem
for model-based representation of Horn relations.
2. Preliminaries
We review the basic concepts of the classification of Boolean constraint satisfaction problems, which were introduced
by Schaefer [31]. A logical relation R over k Boolean variables, which is called an arity-k relation, is a mapping from {0, 1}k to
{0, 1}. We say that an arity-k relation R is satisfied by an assignment t ∈ {0, 1}k if and only if R(t) = 1. Let S be a (finite) set of
relations, and X be a set of Boolean variables. An S-constraint over X is defined as the form of R(y1, . . . , yk) for some arity-k
relation R ∈ S and some {y1, . . . , yk} ⊆ X . An S-constraint R(y1, . . . , yk) over X is satisfied by an assignment t ∈ {0, 1}X if
R(t[y1, . . . , yk]) = 1, where t[y1, . . . , yk] denotes the assignment on {y1, . . . , yk} obtained from t by the restriction. We say
that a collection ϕ of S-constraints over n variables is satisfied by an assignment t ∈ {0, 1}n, denoted by ϕ(t) = 1, if every
S-constraint of ϕ is satisfied by t . We call such an assignment t a satisfying assignment or a solution for ϕ. The satisfiability
problem Sat(S) is to decide whether there exists a solution for a given collection ϕ of S-constraints. In this framework,
several problems have been investigated. In this paper, we consider the connectivity problem, denoted by Conn(S), which
was introduced by [17,18].
Let Hn be the n-dimensional hypercube. Given a collection ϕ of S-constraints over n variables, we denote by G(ϕ) =
(Vϕ, Eϕ) the subgraph of Hn induced by the solutions of ϕ, that is, Vϕ = {t ∈ {0, 1}n : ϕ(t) = 1}, and (t, t ′) ∈ Eϕ for
t, t ′ ∈ V if and only if the Hamming distance d(t, t ′) between t and t ′ is one. The connectivity problem Conn(S) is to decide
whether G(ϕ) is connected for a given collection ϕ of S-constraints. In this paper, we assume that readers are familiar with
the standard notions and notation of graph theory such as paths, cycles, and connected components.
Let X be a set of Boolean variables. A literal is a variable x ∈ X or its negation x, which are respectively called positive and
negative. A clause is a disjunction of literals, whose length is defined as the number of literals in it. A clause is called a unit
if its length is one. A formula is called conjunctive normal form (CNF) if it is a conjunction of clauses. A CNF formula is called
Horn (resp., dual Horn) if each clause has at most one positive (resp., negative) literal.
In this paper, we are interested in the connectivity problem Conn(S)with respect to the following two types of relations.
Definition 1. Let R be a relation. We say that R is (1) Horn, if it is expressible as a Horn formula, (2) dual Horn, if it is
expressible as a dual Horn formula.
Given a formula ϕ over X , a set of {y1, . . . , yk} ⊆ X , and a1, . . . , ak ∈ {0, 1}, we denote by ϕ[y1/a1, . . . , yk/ak] the
formula obtained from ϕ by assigning yi to ai for i = 1, . . . , k.
By the following proposition, we may assume that a given formula has no unit clause.
Proposition 1. Let ϕ be a formula over {x1, . . . , xn}. For an i with 1 ≤ i ≤ n and an a ∈ {0, 1}, if Vϕ = Vϕ[xi/a] × {a} (i.e., unit
clause xi is implied by ϕ if a = 1, and xi is implied by ϕ if a = 0), then G(ϕ) is connected if and only if G(ϕ[xi/a]) is connected.
2 Actually, they [17,18] proved that the connectivity problem can be solved in polynomial time for bijunctive and affine relations. Thus, what remains is
to show the exact complexity of the connectivity problem for Horn and dual Horn relations.
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Given two assignments t, t ′ ∈ {0, 1}n, we define a coordinate-wise partial order ≤ as follows: t ≤ t ′ if ti ≤ t ′i for all
1 ≤ i ≤ n. Given a formula ϕ, we say that a satisfying assignment t is locally minimal for ϕ if t has no satisfying neighbor t ′
with t ′ ≤ t , i.e., ϕ(t ′) = 1, d(t ′, t) = 1 and t ′ ≤ t . Observe that t is locally minimal for ϕ if and only if, for each iwith ti = 1,
there exists a clause C in ϕ that is falsified by flipping the value of ti from t . In the latter case, we say that t satisfies the locally
minimal condition. A path P = t(0), t(1), . . . , t(k) in G(ϕ) is calledmonotone (decreasing) if t(i−1) ≥ t(i) for all i = 1, . . . , k.
For the connectivity of Horn formulas, the following characterization is known.
Lemma 1 (Gopalan et al. [17,18]). Let ϕ be a Horn formula. Then, every component of G(ϕ) contains a unique locally minimal
assignment. Moreover, every satisfying assignment is connected to the locally minimal solution in the same component by a
monotone path.
Wemake use of the following corollary, which is easily derived from the above.
Corollary 1. Let ϕ be a Horn formula without unit clauses over n variables (i.e., a Horn formula such that ϕ(0n) = 1). Then,
G(ϕ) is connected if and only if there exists no locally minimal assignment other than 0n.
3. CoNP -hardness for relations in Horn and dual Horn
In this section, we provide a proof of coNP-completeness for a set of Horn relations.
Theorem 1. Let R1 and R2 be the two Horn relations defined by R1 = {0, 1}3 \ {(1, 1, 1)} and R2 = {0, 1}3 \ {(1, 1, 0)}. Then
Conn({R1, R2}) is coNP -complete.
By duality, we can show that Conn({R′1, R′2}) is coNP -complete for two dual Horn relations R′1 = {0, 1}3 \ {(0, 0, 0)}
and R′2 = {0, 1}3 \ {(1, 0, 0)}.
Remark 1. We can show that Conn({R2}) (as well as Conn({R′2})) is coNP -complete. This follows from the fact that R1 is
structurally expressible from {R2}. See Section 3.1 of [18] for the details.
First we give a necessary and sufficient condition for non-connectivity of Horn relations. In this section, we assume
w.l.o.g. that formulas contain no unit clause. By Corollary 1, a Horn formula is not connected if and only if there exists a
locally minimal non-zero satisfying assignment. The next lemma shows that the existence of such an assignment can be
decided in examining the following Boolean formula.
Φ(ϕ) = ϕ ∧

xi∈X

xi ∨
 
C∈ϕ:P(C)={xi}

y∈N(C)
y

. (1)
Here X denotes the set of variables in ϕ, and for a clause C , P(C) and N(C) respectively denote sets of variables that occur
positively and negatively in C . Note that if {C ∈ ϕ : P(C) = {xi}} is empty, then

C∈ϕ:P(C)={xi}

y∈N(C) y

is interpreted as
false.
Lemma 2 (Logical Formulation of Non-Connectivity). Let ϕ be a Horn formula without unit clauses. Then there exists a locally
minimal non-zero assignment of ϕ if and only if Φ(ϕ) is satisfied by a non-zero assignment.
Proof. For the if part, let t be a non-zero satisfying assignment of Φ(ϕ). Note that t also satisfies ϕ. To confirm that this
t satisfies the locally minimal condition, pick an arbitrary variable xi such that ti = 1. Since t satisfies xi ∨C∈ϕ:P(C)={xi}
y∈N(C) y

, ϕ contains a clause C such that t satisfies

y∈N(C) y, which implies that t − e(i) does not satisfy ϕ. Here e(i)
denotes the i-th unit assignment. This completes the if part.
For the only-if part, let t be a locally minimal non-zero assignment of ϕ. For all xi ∈ X , we show that t satisfies
xi∨C∈ϕ:P(C)={xi} y∈N(C) y. It is obvious for xi with ti = 0. For xi with ti = 1, we have a clause C in ϕ such that P(C) = {xi}
and N(C) ⊆ {xj ∈ X : tj = 1}. This proves the claim. 
By Corollary 1 and Lemma 2, we have the following characterization.
Corollary 2 (Characterization of Non-Connectivity). Let ϕ be a Horn formula without unit clauses. Then G(φ) is non-connected
if and only if Φ(ϕ) is satisfied by a non-zero assignment.
Now we are ready to prove the theorem.
Proof of Theorem 1. It follows from Proposition 1 and Corollary 2 that the complement of Conn(S) for Horn relations S
belongs to NP . To show the NP -hardness, we reduce to it 3-Uniform Hypergraph 2-Colorability (also called Positive-
Not-All-equal-3SAT), which is known to be NP -complete (see SP4 in [16]). LetH = (V , E) be a 3-uniform hypergraph,
where a hypergraph is called 3-uniform if |E| = 3 holds for all E ∈ E . 3-UniformHypergraph 2-Colorability is the problem
to decide if there exists a coloring C ⊆ V such that C ∩ E, (V − C)∩ E ≠ ∅ for all E ∈ E . FromH with E = {E1, . . . , Ek}, we
construct a 3-CNF Horn formula ϕH over a variable set X ∪ X ′ ∪ Y ∪ Z ∪ {q}, where X = {xv : v ∈ V }, X ′ = {x′v : v ∈ V },
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Y = {yE : E ∈ E} and Z = {zi : i = 1, 2, . . . , k− 2}, as follows:
ϕH ≡

E∈E

v∈E
xv

∧

E∈E

v∈E
(yE ∨ xv)

(2)
∧ (yE1 ∨ yE2 ∨ z1) ∧
k−3
i=1
(z i ∨ yEi+2 ∨ zi+1) ∧ (zk−2 ∨ yEk ∨ q) (3)
∧

v∈V

(xv ∨ x′v ∨ q)(xv ∨ x′v ∨ q)

. (4)
In the above reduction, (2) implies that each edge E contains at least one 0, and we have yE = 1 if edge E contains at
least one 1. Thus, if we construct a satisfying assignment t from a valid 2-coloring C ⊆ V with xv = 1 if and only if v ∈ C ,
we must have yE = 1 for all E ∈ E . Moreover, by (3), this implies q = 1. We note that the purpose of the variables zi is to
convert the Horn clause (yE1 ∨yE2 ∨· · ·∨yEk ∨q) of length k+1 into a conjunction of the 3-clauses of type R2. Furthermore,
from (4), q = 1 implies xv = x′v for all v ∈ V . The purpose of the x′v variables is to be copies of the xv variables in the
case when q = 1, so that the satisfying assignments corresponding to different valid colorings are at Hamming distance at
least 2. 
Lemma 3. Let H be a 3-uniform hypergraph and ϕH be a Horn formula constructed fromH as above. ThenH is 2-colorable if
and only if G(ϕH ) is non-connected.
Proof. Since ϕH constructed from a given H contains no unit clause by 3-uniformity of H , we make use of the
characterization of non-connectivity. The corresponding formulaΦ(ϕH ) in (1) can be written as follows:
Φ(ϕH ) = ϕH ∧

E∈E

yE ∨

v∈E
xv

(5)
∧ (z1 ∨ yE1yE2) ∧
k−3
i=1
(z i+1 ∨ yEi+2zi) ∧ (q ∨ yEkzk−2) (6)
∧

v∈V

(xv ∨ x′vq)(x′v ∨ xvq)

. (7)
To see the condition that Φ(ϕH ) is satisfied by a non-zero assignment, we consider two cases depending on the value
of q. 
Fact 1. Φ(ϕH )[q/0] is satisfied only if all the remaining variables are set to be 0.
Proof. Setting q = 0 induces unit clauses xv, x′v for every v ∈ V by (7). This, together with (5) induces unit clause yE for
every E ∈ E . Again, this, together with (6) induces unit clause z i for every i. These imply Fact 1. 
Fact 2. Φ(ϕH )[q/1] is satisfiable if and only if H is 2-colorable.
Proof. Setting q = 1 induces (z1 ∨ yE1yE2) ∧
k−3
i=1 (z i+1 ∨ yEi+2zi) ∧ (yEkzk−2) by (6), i.e., yEi = zi = 1 for all i. Thus we can
simplifyΦ(ϕH )[q/1] as follows:
Φ(ϕH )[q/1] =

E∈E

v∈E
xv

∧

v∈E
xv

(8)
∧

v∈V

(xv ∨ x′v)(xv ∨ x′v)

. (9)
Here we note that (8) is obtained from (2) and (5), while (9) is obtained from (7). It is easy to see that (8) is satisfiable if and
only ifH is 2-colorable. Since (9) just forces xv = x′v for every v ∈ V , we have Fact 2.
These facts, combined with Corollary 2, prove Lemma 3. 
This completes the proof of Theorem 1.
Remark 2. After submitting our manuscript, it was shown that Conn(S) can be solved in polynomial time, when S is
componentwise IHSB- (dually, componentwise IHSB+) [18]. Thus the complexity of Conn(S) remains open, for Horn S
which is not componentwise IHSB- and cannot structurally express {R2}. Gopalan et al. [18] conjectured that Problem
Conn(S) for this case is coNP-complete, which implies the trichotomy for the connectivity problem. For example, from
the structurally expressibility, this can be shown by proving the coNP-hardness for Problem Conn({R}), where R =
{010, 000, 100, 101, 111} [18]. However, our technique for the hardness cannot be applied directly to the case.
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Fig. 1. A naive algorithm for the Horn connectivity from the characteristic set.
4. Horn relations represented by characteristic sets
In this section, we investigate a tractable aspect of Horn and dual Horn relations. Specifically, we show that if we are
given the characteristic set of Horn relations, the connectivity problem is solvable in polynomial time.
We recall that Horn relations have a well-known semantic characterization. Let for assignments t, t ′ ∈ {0, 1}n denote
t

t ′ their component-wise AND, and let for a set of assignments M ⊆ {0, 1}n denote Cl∧(M) the closure of M under.
Then, for every M ⊆ {0, 1}n, it holds that M is the set of satisfying assignments for some Horn formula ϕ (i.e., M = Vϕ) if
and only if M = Cl∧(M) [30] (see e.g., [10,26] for proofs). Namely, the set of satisfying assignments of a Horn formula is
closed under the intersection

, and any set of assignments which is closed under the intersection can be represented by a
Horn formula. By this characterization, it is easy to see that any Horn formula has a unique minimal satisfying assignment.
Here ‘‘minimal’’ (resp., ‘‘maximal’’) means minimal (resp., maximal) with respect to the coordinate-wise partial order ≥.
Note that such a uniqueminimal assignment can be obtained by the intersection of all satisfying assignments. By definition,
minimal assignments for ϕ are locally minimal, but not vice versa.
As discussed by Kautz et al. [20], a Horn formula ϕ is semantically represented by its characteristic assignments, where
v ∈ Vϕ is called characteristic (or extreme [10]), if v ∉ Cl∧(Vϕ \ {v}). The set of all characteristic assignments of ϕ, the
characteristic set of ϕ, is denoted by char(ϕ). Note that char(ϕ) is unique and that char(ϕ) contains all maximal satisfying
assignments for ϕ (it may contains non-maximal satisfying assignments).
Lemma 4. For a Horn formula ϕ, let t∗ be the unique minimal satisfying assignment for ϕ. Then G(ϕ) is connected if and only if,
for each maximal satisfying assignment t for ϕ,G(ϕ) contains a monotone path between t∗ and t.
Proof. Since the only-if part is easily derived from Lemma 1, we only show the if part. We assume that, for each maximal
assignment t of ϕ,G(ϕ) contains a monotone path from t to t∗. We show that there is no locally minimal assignment other
than t∗. This, together with Lemma 1 implies that G(ϕ) is connected.
Let v be an arbitrary satisfying assignment for ϕ which is neither maximal nor minimal. Let t be a maximal assignment
such that t ≥ v. Since G(ϕ) contains a monotone path from t to t∗, there exists an edge (u, w) in the path such that u ≥ v
andw ≱ v (i.e., v  (v ∧ w)). Note that v ∧ w is a satisfying assignment. Furthermore, d(v, v ∧ w) = 1 since d(u, w) = 1
and v = v ∧ u. This means that v is not locally minimal. 
By Lemma 4, the following simple algorithm (see Fig. 1) checks the connectivity of Horn relations represented by the
characteristic set.
Since t ∈ Vϕ if and only if t = v∈char(ϕ):v≥t v, the algorithm checks whether G(ϕ) contains a monotone path between
t and t∗. Thus, from Lemma 4, algorithm horn− sat− conn− from− charset(ϕ) checks the connectivity of Horn
functions.
Theorem 2. Given the characteristic set char(ϕ) of a Horn formula ϕ, algorithm horn− sat− conn− from− charset(ϕ)
checks its connectivity in O(n3|char(ϕ)|2) time.
Proof. Since the correctness of the algorithm follows from Lemma 4 and the discussion before the description, we only
show its time complexity.
Clearly, we can initialize M and t∗ in O(n|char(ϕ)|) time. For each t ∈ M \ {t∗}, we can test if there exists an index j
such that tj = 1 and t − e(j) = w∈char(ϕ):w≥t−e(j) w in O(n2|char(ϕ)|) time. Note that the total number of 1’s in the set M
decreases at least by 1 at every iteration of the while-loop. Since this number is initially at most n|char(ϕ)|, the while-loop
requires O(n3|char(ϕ)|2) time. Therefore, in total, the algorithm requires O(n3|char(ϕ)|2) time. 
We now improve the complexity. For an assignment t , let St = {j | tj = 0}. It is not difficult to see that algorithm
horn− sat− conn− from− charset2(char(ϕ)) given in Fig. 2 checks the connectivity of a Horn formula ϕ: In the
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Fig. 2. A faster algorithm for the Horn connectivity from the characteristic set.
for-loop, we check whether there exists a monotone path from each t ∈ char(ϕ) to t∗. In the while-loop, we maintain a
variable set X such that the corresponding assignment tX (i.e., tXj = 0 if j ∈ X , and 1 otherwise) is reachable from t by a
monotone path. Observe that tX is not locally minimal (i.e., there exists a satisfying assignment tY such that Y ⊇ X and
|Y \ X | = 1) if and only if there is a set S in the current S such that |S \ X | = 1, where the equivalence follows from (1)
tX =v∈char(ϕ):v≥tX v, and (2) no S with S ⊈ X was deleted from S.
Moreover, thewhile-loop requiresO(n|char(ϕ)|) time, ifS is stored in a proper data structure. Thuswehave the following
theorem.
Theorem 3. Given the characteristic set char(ϕ) of a Horn formulaϕ, algorithmhorn− sat− conn− from− charset2(ϕ)
checks its connectivity in O(n|char(ϕ)|2) time.
Remark 3. This strengthens the result in [14] that the connectivity problem for DNF formulas can be solved in polynomial
time, since the characteristic set char(ϕ) is more compact than DNF representationψ . More precisely, for any DNF formula
ψ , we have |char(ϕ)| ≤ n|ψ |, where |char(ϕ)| ≪ |ψ | is expected in most cases.
Remark 4. For Horn relations, formula-based (i.e., CNFs) and model-based (characteristic sets) representations are
orthogonal in the sense that the one side may be exponentially larger than the other one. Therefore, the results in this
section do not conflict with Theorem 1 in the previous section. We further remark that the transformation between a Horn
formula ϕ and the characteristic set char(ϕ) is at least as difficult as the monotone dualization problem [22,25], which is
known to be solvable in output quasi-polynomial time [13,15].
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