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Abstract
In their 1996 paper Anantharam and Verdu´ showed that feedback does
not increase the capacity of a queue when the service time is exponentially
distributed. Whether this conclusion holds for general service times has
remained an open question which this paper addresses.
Two main results are established for both the discrete-time and the
continuous-time models. First, a sufficient condition on the service dis-
tribution for feedback to increase capacity under FIFO service policy.
Underlying this condition is a notion of weak feedback wherein instead of
the queue departure times the transmitter is informed about the instants
when packets start to be served. Second, a condition in terms of out-
put entropy rate under which feedback does not increase capacity. This
condition is general in that it depends on the output entropy rate of the
queue but explicitly depends neither on the queue policy nor on the ser-
vice time distribution. This condition is satisfied, for instance, by queues
with LCFS service policies and bounded service times.
1 Introduction
In [1] Anantharam and Verdu´ investigated a class of timing channels modeled
as single-server queues. Under a First In First Out (FIFO) service policy they
showed that, for a fixed queue output rate λ, the capacity C(λ) and the feedback
capacity CF (λ) satisfy
C(λ) ≤ sup
W≥0
E[W ]≤ 1
λ
− 1
µ
I(W ;W + S) = CF (λ) λ < µ
where S denotes the random service time of given rate µ. They also showed
that when the service distribution is exponential the above inequality becomes
an equality and therefore revealing the transmitter the queue departure times
through feedback does not help. Whether this negative result holds for other
combinations of service policy and service distribution ever since has remained
an open issue.
In this paper we investigate single-server queues for both the discrete-time
and the continuous-time models and provide sufficient conditions for feedback
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to increase capacity and for feedback not to increase capacity.1 A central piece
of our investigation is a notion of weak feedback which describes the situation
where the transmitter is causally revealed the instants when packets start getting
served—as opposed to the departure times under regular feedback.
Main contributions
Let CWF and CWF (λ) denote the capacity and the capacity at fixed output
rate λ, respectively, when weak feedback is available—this notion will be made
precise in Section 3.1.
• Theorem 3: Weak feedback represents an intermediate stage between feed-
back and no feedback, that is
C(λ) ≤ CWF (λ) ≤ CF (λ) λ < µ.
• Theorem 6: An upper bound to the weak feedback capacity is
C(λ) ≤ λ sup
X:E[W (X)]
W (X)=(X−S1)+
I(W (X);W (X) + S2) λ < µ
where (X,S1, S2) are jointly independent and where S1 and S2 follow the
service time distribution.
• Theorem 8: If the inequality
sup
X:E[W (X)]≤ 1
λ
− 1
µ
W (X)=(X−S1)+
H((X − S1)+ + S2) < sup
W≥0
E[W ]≤ 1
λ
− 1
µ
H(W + S)
is satisfied for any λ < µ (here (X,S1, S2) are as above and W is indepen-
dent of S), then
C ≤ CWF < CF
and therefore feedback increases capacity. Examples of services times
that satisfy the above inequality include a Bernoulli(1/2) service time in
the discrete-time model and a uniformly distributed service time in the
continuous-time model.
• Corollary 10: Under Last Come First Served policy and bounded service
times
C(λ) = CWF (λ) = CF (λ) λ < µ
and therefore feedback does not help.
1Throughout the paper we only consider single-server queues.
2
Queue
ai di
Figure 1: Timing channel modeled as a single-server queue.
Related works
In [3] the authors investigated the discrete-time version of Anantharam and
Verdu´’s model and also investigated the variant where the server can simul-
taneously serve multiple packets. In [12] the entropy increasing property of
queueing systems was investigated. In particular, this work established suffi-
cient conditions on queues under which the output entropy is greater than the
input entropy. One of these conditions is key to derive Corollary 10 above.
The single-server queue with exponential service time is arguably the most
well-studied timing channel. Beyond capacity, robustness with respect to service
time noise, sequential decoding, and cutoff rate were investigated in [13] and [14].
The reliability function was investigated in [2] and [19].
Several variations of the single-server queue channel have been considered.
For instance, in [15] the authors investigated multi-server queues and in [16]
the authors investigated a queue without buffer wherein arriving packets are
dropped if the queue is already serving a packet.
Secure and covert communication over timing channels was explored in a
number of papers, e.g., [7], [11], [8], and [4] for a comprehensive survey. A recent
application of timing channels in the context of energy harvesting systems can
be found in [17].
The paper is organized as follows. In Section 2 we briefly review the model
in [1]. In Section 3 we present our results and prove them in Section 4. Section 5
concludes the paper.
2 Background
The channel, depicted in Fig. 2, models timing information transmission through
a queue. The ith packet arrives at the queue at time ai and departs the queue
at time di. The channel captures timing uncertainty by means of a single-server
queue with random service time Si, i.e.
di = ai + ∆i + Si
where ∆i denotes the time spent by the ith packet waiting in the queue (if the
queue is empty when the ith packet arrives then it is immediately served and
∆i = 0 ). The Si’s are assumed to be independant and identically distributed
with mean 1/µ, where µ denotes the service rate of the queue. The ∆i’s depend
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Figure 2: A queue with feedback. A message u is encoded into arrival times
an(u) with the additionnal information of the causally received dk’s. Given
departure times dn the decoder produces a message estimate uˆ.
on the service discipline (the choice of the next packet to be served in the queue).
Throughout this paper we suppose that µ > 0 and unless stated otherwise we
assume FIFO service policy.
When feedback is available (see Fig. 2) the sender is causally revealed the
departure times and can thus choose ai as a function of both the message to be
transmitted and past departure times.
Definition 1 (Code). An (n,M, T, )-code for a timing channel used without
feedback consists of
• M codewords such that each codeword is a vector of n arrival instants an
(with a1 ≤ a2 ≤ · · · ≤ an) and such that the nth departure from the queue
occurs on average (over equiprobable codewords and the queue distribution)
no later than T ;
• a decoder that upon observing n departures dn produces an estimate uˆn =
uˆ(dn) of u with an average error probability (over equiprobable codewords
and the queue distribution) satisfying
P(uˆ 6= u) ≤ .
The rate of an (n,M, T, )-code is defined as2
logM
T
bits/second.
If feedback is available then ai may, in addition to the message to be trans-
mitted, also causally depend on the departure times in the sense that, given
dn event {ai = t} may depend on {dk : dk < t} but must be independent of
{dk : dk ≥ t}.
Definition 2 (Capacity). The capacity C(resp. CF ) of a timing channel used
without feedbback (resp. with feedback) is the highest R for which for all γ > 0
there exists a sequence of (n,M, T, T )-codes (resp. feedback codes) such that
logM
T
> R− γ
and T → 0.
2Throughout the paper logarithms are to the base two.
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Definition 3 (Capacity at fixed output rate). For any λ, the capacity C(λ)
(resp. CF (λ)) of a timing channel used without feedback (resp. with feedback)
at output rate λ is the highest R for which for all γ > 0 there exists a sequence
of (n, M, n/λ, )-codes (resp. feedback codes) such that
λ
logM
n
> R− γ
and → 0.
We clearly have
C ≤ CF
and
C(λ) ≤ CF (λ) λ > 0.
Theorem 1 ([1]). We have
C(λ) ≤ CF (λ) λ < µ
and
C = sup
λ<µ
C(λ) ≤ CF = sup
λ<µ
CF (λ).
When feedback is available capacity admits an explicit expression:
Theorem 2 (see (3.4) in [1]). We have
CF (λ) = λ sup
W≥0
E[W ]≤ 1
λ
− 1
µ
I(W ;W + S) λ < µ.
Note that the above two theorems hold whether time is continuous or dis-
crete. Throughout this paper results hold in both settings unless stated other-
wise.
3 Results
This section is split into two parts. Section 3.1 focuses on a sufficient condition
under which feedback increases capacity and Section 3.2 focuses on a sufficient
condition under which feedback does not increase capacity.
3.1 Weak feedback
When feedback is available the transmitter causally knows the departure times
di = ai + ∆i + Si.
We now introduce a slightly different notion of feedback. We say that weak
feedback is available if the transmitter has causally access to
bi
def
= ai + ∆i = di − Si,
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Figure 3: A queue with weak feedback. A message u is encoded into arrival
times an(u) with the additionnal information of the causally received bk’s. Given
departure times dn the decoder produces a message estimate uˆ.
the time when the ith packet starts to be served. Note that since we assume a
FIFO service discipline we have
bi = max{di−1, ai}. (1)
Indeed, when ai ≥ di−1 the ith packet is served immediately and therefore
bi = ai. Instead, if ai < di−1 then bi = di−1 since the ith packet will have to
wait until the previous packet exits the queue. Therefore, the feedback capacity
is at least as large as the weak feedback capacity. Denoting by CWF and CWF (λ)
the weak feedback capacity and the weak feedback capacity at fixed output rate
λ, respectively, the following theorem follows:
Theorem 3. We have
C(λ) ≤ CWF (λ) ≤ CF (λ) λ < µ.
and hence
C ≤ CWF ≤ CF
In [1] it is shown that when feedback is available encoding strategies may,
without loss of optimality, be restricted to those where
ai ≥ di−1 i ∈ {1, · · · , n},
that is to those where the queue is always empty since a packet arrival never
occurs before the previous packet exits the queue. Specifically, for any strategy
that allows the queuing of packets the distribution of the vector of departures
given the sent message Pdn|U is the same as that of a modified strategy where
the ith arrival is not allowed to happen before the (i− 1)th packet starts being
served. Hence the joint distribution of the input and the output of the channel
(Pdn|UPU ) remains the same and so does the error probability—for any given
decoding rule.
Under weak feedback encoding strategies may be restricted to those that
allow the queuing of at most one packet:
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Theorem 4. Without loss of optimality, under weak feedback encoding strategies
may be restricted to those that satisfy ai ≥ bi−1, i ∈ {2, · · · , n}.
The following theorem provides a multi-letter upper bound on the weak
feedback capacity:
Theorem 5. We have
CWF (λ) ≤ λ

 lim
n→∞ supXn≥0
1
n
∑n
i=1
E[Di]≤ 1λ
1
n
H(Dn)
−H(S)
 λ < µ
where
Di
def
= (Xi − Si−1)+ + Si
and where Xn is independent of Sn (i.i.d. service times).
The next theorem provides a single-letter upper bound to the weak feedback
capacity:
Theorem 6. We have
CWF (λ) ≤ λ sup
X:E(W (X))≤1/λ−1/µ
W (X)
def
= (X−S1)+
I(W (X);W (X) + S2) λ < µ
where S1 and S2 are two independent random variables following the service time
distribution and where X is an arbitrary real random variable that is independent
of (S1, S2).
In the feedback capacity expression of Theorem 2 the W can be interpreted
as the waiting time of the queue. And because of feedback, the transmitter can
control W perfectly. Instead, if weak feedback is available W can no longer be
perfectly controlled but only up to a service time. This intuition is reflected by
the fact that the transmitter now controls W through X via W = (X − S1)+.
Corollary 7. We have
C(λ) ≤ λ sup
X:E(W (X))≤1/λ−1/µ
W (X)=(X−S1)+
I(W (X);W (X) + S2) λ < µ
where S1 and S2 are two independent random variables following the service time
distribution and where X is an arbitrary real random variable that is independent
of (S1, S2).
Proof of Corollary 7. The bound holds since C(λ) ≤ CWF (λ). A direct proof
of the Corollary that bypasses the inequality C(λ) ≤ CWF (λ) is given in the
appendix.
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Notice that since for λ < µ
CWF (λ) ≤ λ sup
X:E(W (X))≤1/λ−1/µ
W (X)
def
= (X−S1)+
I(W (X);W (X) + S2)
≤ λ sup
W≥0
E[W ]≤ 1
λ
− 1
µ
I(W ;W + S)
Th.2
= CF (λ),
Corollary 7 provides an upper bound to the capacity without feedback which is
at least as good as the feedback capacity bound.
The next theorem provides a (single-letter) sufficient condition under which
feedback increases capacity:
Theorem 8. Let S be a rate µ service time that satisfies
sup
X:E[W (X)]≤ 1
λ
− 1
µ
W (X)=(X−S1)+
H((X − S1)+ + S2) < sup
W≥0
E[W ]≤ 1
λ
− 1
µ
H(W + S)
where λ > µ, where S1 and S2 are independent random variables that follow the
service time distribution, where X is an arbitrary real random variable that is
independent of (S1, S2), and where W is independent of S. Then
C(λ) < CF (λ).
Note that Theorem 8 involves two convex optimization problems which can
easily be solved with numerical methods.
Example 1. The hypothesis of Theorem 8 are satisfied in the discrete-time
model if P(S = 1) = P(S = 2) = 1/2 and in the continuous-time model if S is
uniform over [0, 1]. The proof is given in Section 4.
3.2 When feedback does not increase capacity
The following result provides a general condition under which feedback does not
increase capacity. Let
Ai
def
= ai − ai−1
and
Di
def
= di − di−1
denote the interarrival and the interdeparture times, respectively.
Theorem 9. In the discrete-time model, for a given rate µ > 0 suppose that
for any λ < µ
H(gλ) ≤ lim inf
n→∞
H(Dn)
n
8
Figure 4: Information-bearing queue.
where
H(gλ)
def
=
−λ log λ− (1− λ) log(1− λ)
λ
denotes the entropy of the geometric distribution gλ with mean 1/λ and where
Dn denotes the interdepartures that correspond to a sequence of interarrivals An
that are i.i.d. according to a mean 1/λ geometric distribution. Then
CF (λ) = C(λ) = λ(H(gλ)−H(S)) λ ≤ µ.
In the continuous-time model the result holds verbatim by replacing the geometric
distribution with the exponential distribution and its corresponding entropy.
Under LCFS (Last Come First Served) service discipline the queue always
selects the last arrived packet to be served. If a packet arrives and the queue is
busy the current service is interrupted and the queue starts serving the newly
arrived packet (see [1]).
Corollary 10. For a single-server queue with LCFS discipline and bounded
service time CF = C.
Proof of Corollary 10. As a Corollary of a result by Gallager and Prabhakar
(see [12, Theorem 2]) we have that LCFS service discipline together with a
bounded service time satisfies the hypothesis of Theorem 9.
Remark. In [1] Anantharam and Verdu´ also investigated the case where informa-
tion can simultaneously be conveyed via bit timing and bit value. The situation
is depicted in Fig.4 where xn and yn represent the input and the output vector
of a discrete memoryless channel. Under FIFO service policy they showed that
the capacity of the queue with information bearing symbols is
CI = sup
λ<µ
[C(λ) + λC0]
where C0 denotes the capacity of the discrete memoryless channel. In fact, the
above result holds also when feedback is available by replacing C(λ) with CF (λ)
(see [1, Section IV Theorem 9]). Following the same arguments one can easily
conclude that the result also holds under weak feedback by replacing C(λ) with
CWF (λ).
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4 Proofs
In this section we limit ourselves to the discrete-time model. The proofs in the
continuous time setting amount to changing probability mass functions to densi-
ties and replacing the geometric distribution with the exponential distribution—
since the exponential distribution, similarly as the geometric distribution in the
discrete-time setup, maximizes entropy among all continuous random variables
with the same mean.
4.1 Proof of Theorem 4
To prove the theorem we show that, for any strategy that allows the queuing of
more than one packet the distribution of the vector of departures given the sent
message P(dn|u) is the same as that of a modified strategy where the ith arrival
is not allowed to happen before the (i − 1)th starts being served. Hence the
joint distribution between the input and the output of the channel (P(u, dn))
remains the same and so does the error probability (for any decoding rule).
Fix an encoding strategy. Given a realisation an of arrivals we denote by a˜n
the modified realisation where
a˜i = max{ai, bi−1}.
We have
P(dn|u) =
n∏
i=1
P(di|u, di−1). (2)
Observe that a1 is uniquely determined by u and that b1 = a1 as the queue is
supposed to be initially empty. Then for i ≥ 2 arrival ai depends on both u and
the weak feedback bi−1 where
bi = max(ai, di−1).
Thus, from u and di−1 we can recursively compute (a1, b1), (a2, b2), . . . , (ai, bi)
and it follows that
P(di|u, di−1) = P(di|u, di−1, bi, ai)
= P(Si = di −max(ai, di−1)|u, di−1, bi, ai)
= P(Si = di −max(ai, di−1)) (3)
where the second equality holds because
di = bi + Si
= max(ai, di−1) + Si
by (1). If we change ai to a˜i then either
ai ≥ bi−1
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and
ai = a˜i
or
ai < bi−1 = a˜i ≤ di−1.
Hence in both cases
max(ai, di−1) = max(a˜i, di−1).
It follows that if we change ai to a˜i then the conditional probability P(di|u, di−1)
remains the same by (3) and so will the distribution of dn conditioned on u by
(2). 
4.2 Proof of Theorem 5
To prove the theorem, let U ∈ {1, · · · ,M} denote the uniformly chosen message
to be transmitted and let V ∈ {1, · · · ,M} denote the decoded message. Then
I(U ;V )
(a)
≤ I(U ;D1, · · · , Dn)
=
n∑
i=1
I(U ;Di|Di−1)
(b)
≤
n∑
i=1
I(Wi;Di|Di−1)
=
n∑
i=1
(
H(Di|Di−1)−H(Di|Wi, Di−1)
)
=
n∑
i=1
(
H(Di|Di−1)−H(Si)
)
=
n∑
i=1
(
H(Di|Di−1)
)− nH(S)
= H(Dn)− nH(S)
≤ n

 sup
Xn≥0
1
n
E[∑n1 Di]≤ 1λ
1
n
H(Dn)
−H(S)
 .
where Wi denotes the waiting time of the queue between the departure of the
(i− 1)th packet and the beginning of the service of the ith packet:
Wi
def
= Di − Si.
Inequality (a) holds because of the Markov chain U → Dn → V . Inequality
(b) holds since conditioned on Di−1 we have the Markov chain U → Wi → Di.
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Indeed, Di is only a function of Si when conditioned on Wi and, in turn, Si is
independent of Di−1 and U .
From Fano’s inequality and the data processing inequality [6] we have for
any (n,M, n/λ, )-code
logM ≤ 1
1−  [I(U ;V ) + 1]
and it follows that
λ
logM
n
≤ λ
1− 

 sup
Xn≥0
1
n
E[∑n1 Di]≤ 1λ
1
n
H(Dn)
−H(S) + 1
n
 .
The theorem follows.
4.3 Proof of Theorem 6
From Theorem 5 we have
CWF (λ) ≤ λ
 lim
n→∞ supXn≥0
1
n
E[∑n1 Di]≤ 1λ
(
1
n
H(Dn)−H(S)
)
where Di = (Xi − Si−1)+ + Si. Now,
1
n
H(Dn)−H(S) ≤ 1
n
(
n∑
i=1
H(Di)
)
−H(S)
=
1
n
n∑
i=1
[
H((Xi − Si−1)+ + Si)−H(S)
]
=
1
n
n∑
i=1
[
H((Xi − Si−1)+ + Si)−H(Si)
]
=
1
n
n∑
i=1
[H(W (Xi) + Si)−H(W (Xi) + Si|W (Xi)]
=
1
n
n∑
i=1
I(W (Xi);W (Xi) + Si)
where W (Xi)
def
= (Xi − Si−1)+. Letting
c(a)
def
= sup
X:E[W (X)]≤a
W (X)=(X−S1)+
I(W (X);W (X) + S2)
we have
I(W (Xi);W (Xi) + S2) ≤ c(E[W (Xi)]).
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Assuming c to be concave an non-decreasing—see Lemma 11 below—it follows
that
1
n
H(Dn)−H(S) ≤ 1
n
n∑
i=1
c(E[W (Xi)])
≤ c
(
1
n
n∑
i=1
E[W (Xi)]
)
= c
(
E
[
1
n
n∑
i=1
W (Xi)
])
= c
(
E
[
1
n
n∑
i=1
(Di − Si)
])
= c
(
E
[
1
n
n∑
i=1
Di
]
− E
[
1
n
n∑
i=1
Si
])
≤ c
(
1
λ
− 1
µ
)
since E[Si] = 1/µ and 1nE[
∑n
1 Di] ≤ 1λ . The theorem follows. 
Lemma 11. The function
c(a) = sup
X:E[W (X)]≤a
W (X)=(X−S1)+
I(W (X);W (X) + S2).
where (X,S1, S2) are independent and where S1 and S2 are distributed according
to the service time is concave and non-decreasing.
Proof. It is clear that c is non-decreasing. Now let a < b be non-negative
numbers, let α ∈ [0, 1], and let X1 and X2 be two independent random variables
that achieve c(a) and c(b), respectively. We assume here that the suprema are
achieved. At the end of the proof we provide the slight extension to the case
where the suprema are not achieved.
Define integer valued random variable X such that
P(X = k) = αP(X1 = k) + (1− α)P(X2 = k).
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Then for n > 0
P(W (X) = n) = P((X − S)+ = n)
=
∞∑
k=1
P(S = k) · P(X = n+ k)
=
∞∑
k=1
P(S = k) (α · P(X1 = n+ k) + (1− α) · P(X2 = n+ k))
= α
∞∑
k=1
P(S = k) · P(X1 = n+ k) + (1− α)
∞∑
k=1
P(S = k) · P(X1 = n+ k)
= α · P(Z(X1) = n) + (1− α) · P(Z(X2) = n)
and for n = 0
P(W (X) = 0) = P(X ≤ S)
= α · P(X1 ≤ S) + (1− α) · P(X2 ≤ S)
= α · P(Z(X1 = 0) + (1− α) · P(Z(X2) = 0).
Hence
E[W (X)] = αE[W (X1)] + (1− α)E[W (X2)]
≤ α · a+ (1− α) · b.
Moreover,
I(W (X);W (X) + S2) = H(W (X) + S2)−H(W (X) + S2|W (X))
= H(W (X) + S2)−H(S2)
(a)
≥ α ·H(W (X1) + S2) + (1− α) ·H(W (X2) + S2)−H(S2)
= α · I(W (X1);W (X1) + S2) + (1− α) · I(W (X2);W (X2) + S2)
= α · c(a) + (1− α) · c(b)
where (a) holds because the distribution of W (X) +S2 is linear in the distribu-
tion of X and by concavity of entropy. Since
E[W (X)] ≤ α · a+ (1− α) · b
we have
I(W (X);W (X) + S2) ≤ c(α · a+ (1− α) · b)
and we deduce the desired result.
In the argument at the beginning of the proof, if the suprema are not achieved
the for an arbitrary  > 0 it suffices to take X1 such that
I(W (X1);W (X1) + S2) > c(a)− 
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and E[W (X1)] ≤ a and similarly for X2 by replacing a by b. The same calcula-
tion leads to
I(W (X);W (X) + S2) ≥ α · c(a) + (1− α) · c(b)− ,
that is
c(α · a+ (1− α) · b) ≥ α · c(a) + (1− α) · c(b)− 
and we obtain the desired result by taking → 0.
4.4 Proof of Theorem 8
Since
C(λ) ≤ λ sup
X:E(W (X))≤1/λ−1/µ
W (X)=(X−S1)+
I(W (X),W (X) + S2)
by Corollary 7 and since
CF (λ) = λ sup
W≥0
E[W ]≤ 1
λ
− 1
µ
I(W ;W + S),
if
sup
W≥0
E[W ]≤ 1
λ
− 1
µ
I(W ;W + S) > sup
X:E[W (X)]≤ 1
λ
− 1
µ
W (X)=(X−S1)+
I(W (X);W (X) + S2) (4)
then
CF (λ) > C(λ).
For the left-hand side of (4) we have
sup
W≥0
E[W ]≤ 1
λ
− 1
µ
I(W ;W + S) =
 sup
W≥0
E[W ]≤ 1
λ
− 1
µ
H(W + S)
−H(S)
since S is independent of W . Similarly, for the right-hand side of (4) we have
sup
X:E(W (X))≤1/λ−1/µ
W (X)=(X−S1)+
I(W (X);W (X)+S2) =
 sup
X:E[W (X)]≤ 1
λ
− 1
µ
W (X)=(X−S1)+
H(W (X) + S2)
−H(S)
since S2 is independent of (X,S1) and since S2 has the same distribution as S.
The theorem follows. 
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4.5 Proof of Example 1
According to Theorem 8 it is sufficient to show that
sup
W≥0
E[W ]≤ 1
λ
− 1
µ
H(W + S) > sup
X:E[(X−S1)+]≤ 1λ− 1µ
H((X − S1)+ + S2). (5)
To do this we will show, via Lagrange multipliers, that the optimal distributions
of the above two optimization problems are not the same for the two examples.
4.5.1 Discrete-time model: binary distribution
As will be apparent in the proof the values S takes are irrelevant (provided they
differ) but analysis gets somewhat simplified when S ∈ {1, 2}.
Given a non-negative integer valued random variable W ∼ pW let
vn
def
= P[W + S = n]
which is defined for integers n ≥ 1 since W ≥ 0 and S ∈ {1, 2}. The Lagrangian
with respect to the optimization on the left-hand side of (5) is given by
L1(pW , α, β) = −
∞∑
n=1
vn log(vn)−α
( ∞∑
k=0
pW (n)− 1
)
−β
( ∞∑
n=0
npW (n)−
(
1
λ
− 1
µ
))
.
Setting to zero the derivative of L1(pW , α, β) with respect to pW (n) we get
− 1
2
log(vn+1) =
1
2
log vn + 1 + α+ β(n− 1) n ≥ 1. (6)
By solving this recursive equation we obtain for any n ≥ 0
v1+n = e
−nβ ×
{
v1 if n is even
v2e
β = 1v1 e
−2(α+1)+β if n is odd
(7)
which together with the constraint
∞∑
n=1
vn = 1 (8)
implies that β > 0 (for otherwise the {vn} do not sum to one). The fact
that β > 0 together with the Karush-Kuhn-Tucker condition relative to the
constraint E[Z] ≤ 1λ − 1µ implies the equality
∞∑
n=0
(1 + n)v1+n =
1
λ
. (9)
Equations (7),(8) and Equations (7),(9) imply
v1 + v2 = 1− e−2β (10)
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and
v2 + (1 + λ)v1 = 2λ, (11)
respectively.
Similarly, we define the Lagrangian with respect to the right-hand side of (5)
L2(pX , γ, δ) = −
∞∑
n=1
wn logwn − γ
( ∞∑
n=0
pX(n)− 1
)
− δ
([ ∞∑
k=0
n(
1
2
pX(n+ 1) +
1
2
pX(n+ 2))
]
−
[
1
λ
− 1
µ
])
where
wn
def
= P[(X − S1)+ + S2 = n] n ≥ 1.
Setting to zero the derivative of L2(pX , γ, δ) we get
− logw1 + logw2
2
= 1 + γ (12)
and
− logwn+1 − 2 logwn − logwn−1 = 4 + 4γ + 2δ(2n− 3) (13)
for n ≥ 2. The sequence {− logwn}n≥1 is therefore the solution of an order two
non-homogeneous recursive equation of characteristic polynom X2 + 2X + 1 =
(X + 1)2. Hence there exist two constants c1 and c2 and a particular solution
{pn}n≥1 of the non-homogeneous equation such that
− logwn = (−1)n(c1 + c2n) + pn. (14)
It can be verified that a particular solution is given by
pn = 1 + γ − 3
2
+ δn
or, equivalently,
pn = − logw1 + logw2
2
− 3
2
+ δn (15)
by (12). From (14) with n = 1, 2 and (15) we get
c1 =
logw1 − logw2
2
− 9
2
+ 4δ (16)
c2 = 3(1− δ). (17)
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Now let us assume that
wn = vn
for all n ≥ 1. By injecting (6) into (13) we obtain that
α = γ and β = δ.
Combining (7) and (14) we get c2 = 0 and, equivalently, δ = 1 by (17). Hence,
from (14) and (16) we have
− logw1 = − logw2 − 1.
This together with (10) yields
w1 =
1− e−2
1 + e
and therefore from (11)
λ =
(1 + e)(1− e−2)
1 + e−2 + 2e
.
Hence, if λ 6= (1+e)(1−e−2)1+e−2+2e the distributions {vn} and {wn} are not equal. This
in turn implies that
sup
X:E[(X−S1)+]≤ 1λ− 1µ
H((X − S1)+ + S2) < sup
Z≥0
E[W ]≤ 1
λ
− 1
µ
H(W + S)
and it follows that for any λ 6= (1+e)(1−e−2)1+e−2+2e
CWF (λ) < CF (λ).
It can be verified that for λ = (1+e)(1−e
−2)
1+e−2+2e we have that
∂CF (λ)
∂λ or, equiva-
lently,
∂H(W + S)
∂λ
=
−∂∑∞n=1 vn log(vn)
∂λ
differs from zero. Hence CF is not achieved for λ =
(1+e)(1−e−2)
1+e−2+2e and therefore
CWF < CF
which in turns implies
C < CF .

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4.5.2 Continuous-time model: uniform distribution
We compute the distribution of W + S that achieves the left-hand side of (5).
Since S is uniform over [0, 1], W + S has density
fW+S(t) = FW (t)− FW (t− 1)
where FW denotes the cumulative density function of W . The Lagrangian cor-
responding to the left-hand side of (5) is
L1(PW , α, β) = −
∫
t
fW+S(t) log fW+S(t)dt− α
∫
R
dPW − β
∫
t∈R
tdPW ,
and its Gaˆteaux derivative with respect to a measure ν (see, e.g., [10, Chapter
7.2]) is given by
δL1(PW , α, β; ν) =
∫
t
Aν(t)(1 + logAPW (t))dt− α
∫
R
dν − β
∫
t∈R
tdν (18)
where
Aν : t 7→ ν(]t− 1; t])
for any measure ν. The cone of the distributions W such that E[W ] ≤ 1λ − 1µ
contains interior points because λ < µ. Hence we can apply the generalized
Kuhn-Tucker Theorem [10, Chapter 9.4] which says that for any W that max-
imizes the left-hand side of (5) expression (18) must be equal to zero for any
measure ν. In particular, if we let ν be a Dirac δt0 at some t0 ∈ R+ we get
δL1(PW , α, β; δt0) = −
∫ t0+1
t=t0
(1 + logAPW (t))dt− α− βt0 = 0.
Differentiating with respect to t0 we get
− logAPW (t0 + 1) + logAPW (t0) = β.
We note that β 6= 0 because otherwise PW does not sum to one. Using the fact
that S is uniform over [0, 1] we get APW = fW+S and therefore we deduce that
W + S should satisfy
fW+S(t0 + 1) =
fW+S(t0)
β
t0 > 0. (19)
We now compute the distribution of X that achieves the right-hand side of
(5). Setting the Gaˆteaux derivative of the Lagrangian to zero gives
δL2(PX , γ, δ; ν) =
∫
t
Bν(t)(1 + logBPX (t))dt− γ
∫
R
dν − δ
∫
t∈R
tdν = 0 (20)
where
Bν : t 7→
∫ 1
x=0
ν(]t− x; t− x+ 1])dx
19
for any measure ν. As previously, by letting ν be a Dirac δt0 and using the fact
that BPX = f(X−S1)++S2 we get
f(X−S1)++S2(t0 + 1) =
f(X−S1)++S2(t0 − 1)
δ
t0 > 0. (21)
Now suppose that
sup
W≥0
E[W ]≤ 1
λ
− 1
µ
H(W + S) = sup
X:E[(X−S1)+]≤ 1λ− 1µ
H((X − S1)+ + S2). (22)
This implies that that there exists W and X that satisfy the above con-
straints and such that
f(X−S1)++S2 = fW+S
and from (19) and (21) we get
δ = β2. (23)
Moreover, let us define
ν1 :]a; b] 7→
∫ b
t=a
ν2(]t; t+ 1]dt
for any let ν2 such that
∫
R dν2 = 1. It then follows that for any such ν2
δL1(PZ , α, β; ν1)− δL2(PX , γ, δ; ν2) = γ − α+ (δ − β)
∫ ∞
t=0
tν2(]t; t+ 1])dt = 0.
Hence, β = δ (and α = γ). This together with (23) and the fact that β 6= 0
(see above) implies that
β = 1.
This by (19) implies that fW+S does not sum to 1 and is therefore not a density.
Because of this contradiction we deduce that (22) does not hold, which concludes
the proof. 
4.6 Proof of Theorem 9
The following lemma is essentially a consequence of the well-known fact (see [5])
that the geometric random variable maximizes the entropy among all discrete
random variables with the same mean:
Lemma 12. Suppose Xn satisfies∑n
k=1 E[Xk]
n
≤ 1
λ
.
Then
H(Xn)
n
≤ H(gλ) = − (1− λ) log(1− λ) + λ log(λ)
λ
where gλ denotes the geometric distribution with mean 1/λ. Moreover, the above
inequality is tight if and only if Xn is i.i.d. geometrically distributed.
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We first show that
C(λ) = λ(H(gλ)−H(S)) λ < µ.
We start with the achievability part. A general capacity result [18] gives us
C(λ) = λ sup
A
I(A; D) (24)
where D = {Dn}n≥1 is the interdeparture process of the queue when interarrival
process is A = {An}n≥1. In the above expression I is the inf-information rate
between A and D, that is the lim inf in probability of the sequence of normalized
information densities 1n i(A
n;Dn) where
i(An;Dn)
def
= log
P(Dn|An)
P(Dn)
.
We similarly consider the inf- and sup-entropy rate H and H, respectively (see
[9] for the precise definitions of I, H, and H). From [18, Theorem 8]
H(D)−H(D|A) ≤ I(A; D) ≤ H(D)−H(D|A). (25)
Now suppose that A is i.i.d. according to a mean 1/λ geometric distribution
with λ < µ. This implies that the queue is stable and therefore
1
n
n∑
k=1
E[Dk]
n→∞→ 1
λ
.
Hence by Lemma 12
lim sup
n→∞
1
n
H(Dn) ≤ H(gλ).
Since by assumption
H(gλ) ≤ lim inf
n→∞
1
n
H(Dn),
it follows that
H(gλ) = lim
n→∞
1
n
H(Dn) = H(D) = H(D)
and D is i.i.d. geometric. Hence by (25)
I(A; D) = H(gλ)−H(S),
and from (24) we conclude the direct part of the theorem
C(λ) ≥ λ(H(gλ)−H(S)). (26)
For the converse part, a standard application of Fano’s inequality gives
C(λ) ≤ λ lim inf
n→∞ supAn
1
n
I(An;Dn) (27)
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where
I(An;Dn) = H(Dn)− nH(S).
From the Theorem’s assumption it follows that
1
n
n∑
i=1
EDi ≤ 1
λ
.
Hence, from Lemma 12 and the fact that H(gλ) is non-increasing in λ we get
lim sup
n→∞
H(Dn)
n
≤ H(gλ)
for any interarrival times An. This together with (27) implies the converse
C(λ) ≤ λ(H(gλ)−H(S)). (28)
From (26) we then conclude that
C(λ) = λ(H(gλ)−H(S)).
To conclude the proof of the theorem it suffices to show that
CF (λ) ≤ λ(H(gλ)−H(S)).
From [1] we have
CF = λ sup
X≥0
E[X]≤ 1
λ
− 1
µ
I(X;X + S).
Now,
I(X;X + S) = H(X + S)−H(X + S|X)
= H(X + S)−H(S)
≤ H(g 1
E[X+S]
)−H(S)
≤ H(gλ)−H(S)
where the second inequality holds since H(gλ) is non-decreasing in 1/λ. It then
follows that for any λ we have C(λ) = CF (λ) and therfore
C = sup
λ<µ
C(λ) = sup
λ<µ
CF (λ) = CF .

5 Concluding remarks
In this paper we introduced a notion of weak feedback and provided a simple
upper bound to the weak feedback capacity which, in certain cases, allows to dis-
tinguish the capacities with and without feedback. An interesting open question
is whether this bound is actually equal to the weak feedback capacity. Insights
into this question would shed light on necessary and sufficient conditions under
which feedback increases capacity of timing channels.
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Appendix
We provide a direct proof of Corollary 7.
C(λ) ≤ λ sup
X:E(W (X))≤1/λ−1/µ
W (X)=(X−S1)+
I(W (X),W (X) + S2)
Proof. Denote by U the transmitted message and by V the decoded message.
Assuming that U is equiprobable, Fano’s inequality and the data processing
inequality [6] we have that that every (n,M, n/λ, )-code satisfies
logM ≤ 1
1−  [I(U ;V ) + 1] (29)
≤ 1
1−  [I(A
n;Dn) + 1]. (30)
In [1] it is shown that
I(An;Dn) ≤
n∑
i=1
I(Wi;Wi + Si) (31)
where
Wi = (ai − di−1)+ (32)
is the waiting time of the queue between the departure of the (i − 1)th packet
and the beginning of the service of the ith packet.
Now suppose that Wi−1 6= 0. Then
di−1 = ai−1 + Si−1
and therefore
Wi = ai − di−1
= ai − ai−1 − Si−1
= Ai − Si−1.
It follows that if Vi−1 6= 0 then Wi = (Ai − Si−1)+.
Similarly, if Wi−1 = 0 but Wi−2 6= 0
di−1 = ai−2 + Si−2 + Si−1 (33)
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which implies that
Wi = ((Ai−1 +Ai − Si−2)− Si−1)+.
Now let
k
def
= sup{j < i : Wj 6= 0}
with the convention that k = 1 if {j < i : Wj 6= 0} = ∅. Then from (32) and by
iterating (33) we get
Wi =
 i∑
j=k+1
Aj −
i−1∑
j=k
Sj
+
=
 i∑
j=k+1
Aj −
i−2∑
j=k
Sj
− Si−1
+ .
Now define
Xi
def
=
i∑
j=k+1
Aj −
i−2∑
j=k
Sj .
From (31) we get
I(An;Dn) ≤
n∑
i=1
I((Xi − Si−1)+; (Xi − Si−1)+ + Si).
As in the proof of Theorem 6 consider the function
c(a)
def
= sup
X:E[W (X)]≤a
I((X − S1)+; (X − S1)+ + S2)
where W (X) = (X − S1)+, where X is a random variable independent of
(S1, S2). Recalling that c is non-decreasing and concave we get
I(U ;V ) ≤
n∑
i=1
c(E[W (Xi)])
and therefore
1
n
I(U ;V ) ≤ 1
n
n∑
i=1
c(E[Wi]) (34)
(a)
≤ c
(
n∑
i=1
1
n
E[Wi]
)
(35)
(b)
≤ c
(
1
λ
− 1
µ
)
(36)
24
where (a) follows from the concavity of c, where (b) is a consequence of the fact
that we impose an output rate no greater than λ and that c is a non-decreasing.
From (29) and (34) we get that the rate of any (n,M, n/λ, )-code satisfies
λ
logM
n
≤ λ
1− 
(
c
(
1
λ
− 1
µ
)
+
1
n
)
what implies the desired result.
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