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Title ： Exploit Market Abnormal Return using Data 
Mining with Application to Optimal Portfolio Selection 
Abstract 
Data Mining techniques are used to extract and identify stocks with abnormal 
risk adjusted return - Jensen's alpha among stocks listed in the main board in Hong 
Kong Securities market. Neural network and a new clustering method based on Unidi-
mensional Scaling are used and compared. Six financial variables, earning yield, cash 
flow to price, market value, book to market equity, dividend yield and debt to equity 
ratio, are used as the input of the models. Three different trading strategies - buy 
positive alpha stocks, short negative alpha stocks, and combined buy and short, with 
portfolio composite selected base on the prediction of the models are evaluated. We 
find that our new clustering method has similar predictive power as the Neural Net-
work model while our method requires much less computational resources. Most of 
the selected portfolios have a satisfactory performance, in terms of portfolio alpha or 
Sharpe's ratio, even with different weighting scheme. Finally, we also find that both 
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From the investment perspective, there are two important dimensions, risk and 
return, which are concerned by all investors. Investors want to have return as large as 
possible and assume risk as small as possible. However, the risk and return are highly 
correlated. The Capital Asset Pricing Model CAPM substantiate the idea that, in 
competitive equilibrium, the return of an asset over risk free rate is proportional to the 
market risk exposure of the asset. The return is only compensated for the systematic 
risk borne. 
The efficient market hypothesis suggests that individuals do not have comparative 
advantage in the acquisition of information. This is because in the efficient market, 
the price and return are determined by the supply and demand stipulated by rational 
investors in a competitive market. The rational investors rapidly assimilate any price or 
return relevant information and trade according to the rational decision, thus, price was 
adjusted accordingly. It follows that in such a world there should be no opportunity 
for making a return that is in excess of a fair compensation for the riskiness of the 
investment asset. In short, the abnormal risk adjusted return, the Jensen's alpha, 
should be zero. 
There are three form of market efficiency. The weak form efficiency states that the 
market already reflect all the historical information about the price and volume. This 
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Figure 1.1: Risk and Return Trade off 
asserts that it is impossible to produce superior return by technical analysis. The semi-
strong form efficiency states that the market already reflect all the public information. 
This asserts that it is impossible to produce superior return by fundamental analysis. 
The strong form efficiency states that the market already reflect all the information, 
no matters it is public or not. This means that even investors with insider information 
cannot get superior return. 
However, is the market really so efficient that investor cannot get superior return? 
There is still a controversy about which form of efficency the market is. In this thesis, 
we think that the market though, in some sense, is efficient, however, the semi-strong 
form of efficiency is not perfectly holds. That is we think that fundamental analysis 
can help investors to get better risk and return trade off. 
To get better risk and return trade off is highly concerned by the market. This is 
because if an investor can get better risk and return trade off, lie can have higher return 
for the same level of risk assumed. The efficient frontier then can have a left-upward 
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shift. It is shown in figure 1.1. If one can improve his risk and return trade off, his new 
efficient investment frontier will be shift to the leftward and upward. Looking from 
the risk management angle, investors can assume less risk for the same level of return 
desired. This motivates us to find whether there is an opportunity to make the risk 
and return trade off better. 
In the thesis, we will use two data mining techniques, Unidimensional Scaling 
and Neural Network, to help us to discover useful information from some fundamental 
information of the stock listed in the main board in Hong Kong. With the extracted 
information, we will form different portfolio and evaluated the performance of those 
portfolios to see whether our discovery has practical application or not. If it has prac-
tical application, this may mean that investors can exploit the opportunities by data 
mining. Finally, the performance of these two methods under different kinds of data 
structure, with outliers or without outlier, and with noise or without noise, will also be 
evaluated. 
1.2 Background Information about Data Mining 
Data mining is the process of discovering meaningful patterns and relationships 
that hidden within data. Because browsing the data seldom discovers useful infor-
mation, data are typically analyzed by an automatic process, commonly referred as 
Knowledge Discovery (KD). By automating data mining, computers discover patterns 
and relationships while human decide which patterns are truly relevant and useful. This 
technique is now increasing popular in many area, like the financial market analyzed 
in this thesis. 
In data mining , the model must learn to discover the patterns. The learning 
process can be divided to two main divisions: supervised learning and unsupervised 
learning. In the supervised learning, we have a set of data samples with inputs and 
target outputs. These are used as examples in model. The model learns to predicte the 
outputs as accurate as possible by changing the parameter of the model. In this thesis, 
we will adopt the supervised learning, we will have a training sample to train the model 
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using the input, some financial variables of the stocks, to predicted the risk-adjusted 
return, Jensen's alpha, of the corresponding stocks. In unsupervised learning, the data 
do not have label or target outputs, the model just seek to find groups in the data and 
the features that distinguish one group from another. 
Data mining techniques can also be hierarchical or nonliierarchical,which are 
mostly used in finding clusters. Hierarchical clustering techniques proceed by either 
a series of successive mergers or a series of successive divisions. The commonly used 
hierarchical clustering method is linkage methods. The nonliierarchical clustering tech-
niques are designed to group items into a collection of K clusters. K-mean clustering 
is commonly used. There are some other data mining techniques which is not only for 
clustering, such as multidimensional scaling and Neural Networks. 
In this thesis, we have adopted the Unidimensional Scaling (UDS) Method which 
projects the inputs on the real lines. However, the projection is different from trans-
fromation of the data where the scale is a function of the inputs. The projection is 
base on the dissimilarity among the data objects. In here, we will use the Euclidean 
Distance of the rescaled financial variables as the dissimilarity measures. We have to 
minimize the loss function that 
n 
cr{x) = ^ { d i j - \xi — Xj\f (1.1) 
i<3 
by the Pliner's algorithm and an modified algorithm. The motivation to introduce the 
modifiedd algorithm is to save computation time as the dissimilarity matrix is very 
large and have the problem of curse of dimensionality. However, obtaining the global 
minimum is nearly impossible and unverifiable, as there are many local minimum in 
the loss function and all the optimizing algorithm have the risk of trapping in the local 
minimum. Most of the time, we have to try different initial parameter setting and get 
an optimal one among different trials. Besides, the projected scale have the attractive 
property that it can reduce the distance matrix to a linear dimension so that we can 
clearly observe how large the difference between objects is. Thus, after obtaining the 
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optimal solution, we will then use this scale to do some analysis and form three clusters. 
The clustering boundary in UDS is mainly determined by the gap between scale as the 
larger the gap, the larger the dissimilarity between the objects. In here, we will use 
second difference, that is the second derivative, to determine the boundary and form 
cluster. 
Clearly, in data mining, researcher may not use only one data mining technique, 
but also integrated two or more techniques in the data mining model. Researcher also 
usually uses more than one model to extract the information and evaluate which is 
the best among the others. In this thesis, as mentioned before, we will use two data 
mining model, UDS and Neural Network, to discover useful information. We will also 
use Neural Network to extract information from the data. Neural Network is now very 
popular in data mining as the increased computation ability of the computer. It is a 
method that analogue to human neurons. It has input layer like dendrite to receive 
information. It have also hidden layer like the cell body of the neuron to process the 
information. The results will be process to output layer likes the axon. There is a 
transfer function across the nodes. The transfer function consists of the combination 
function and the activation function. Commonly, the combination function is a linear 
combination of the inputs with different weight on different inputs and the activation 
function is sigmoid shape. Due to the complexity of the structure, the Neural Network 
model have sound ability to extract relationship or information from the data. It can 
extract complex relationship which other methods are failed to do so. However, its 
complexity also have draw back that the model have no explanation power and may 
have the overfitting problem which the model only fits the data and fails to generalize 
the relationship. The Neural Network model is trained by the training data, the training 
process is backpropagation. The weight is adjusted base on the error fed back to the 
network to minimize the error or optimize the information criteria. 
1.3 The flows of the thesis 
The flows of the thesis will be as follows. We have introduced the motivation 
of the thesis and background information about data mining in this chapter. We have 
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clearly stated that our thesis has sound practical implication in the investment industry, 
investors can get better risk and return trade off from the information extracted by our 
data mining method. This is also important in risk management perspective as investor 
can bear less risk for the same level of required return. Though we are not trying to 
invlove in the controversy on which form of efficient market hypothesis is, we believe 
that the market is not perfectly efficient in semi-strong from. We have also give a brief 
introduction on the data mining techniques we have used in the thesis. 
In Chapter 2, we will introduce the details of the data used for the analysis. 
The definition of the inputs, six financial variables, and outputs, the Jensen's alpha 
is defined. Moreover, the literature on the relationship between the financial variable 
and the return or the abnormal return is reviewed. A preliminary analysis of the 
relationship between the six financial variables and the outputs is carried out. The 
preliminary result shows that not all the financial variables are useful in predicting 
outputs. This provides us the insight how to use the data for the analysis. 
We will illustrate the methodology adopted in Chapter 3. The UDS and Neural 
Networks are introduced. The model structure and their implementation are described 
in details. For the UDS model, we have adopted the Pliner's algorithm to get the 
optimal solution that minimizes the loss function. We have also introduced a modified 
algorithm that can substantially save the computation time and resources. The results 
are comparable. We have illustrated how to use the UDS method to find clusters and 
how to assign the clusters to various performance groups of stock. For the Neural 
Network model, the model infrastructure is described. The criteria for choosing the 
optimal number of neuron in the hidden layer is illustrated. These criteria try to 
avoid the problem of over-fitting or lack of fits. Finally, the method, by forming the 
different portfolios with different investment strategies and different weighting schemes, 
to evaluate the performance of the model is introduced. 
Chapter 4 will summarize and elaborate the results. The performance of the 
UDS model and Neural Network model is evaluated independently first. Then, a com-
parison of the performance between them is provided. Furthermore, the performance 
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of the model under different data structure, with outlier and without outlier in the 
Neural Network model, with noise and without noise in both model, are evaluted. The 
results shows that the Neural Network is susceptible to outlier but both model are not 
substantially jeopardized by the noise, the change in the performance is very little and 
nearly insignificant. 
In the last chapter, we will make a brief summary of what we have done and 
conclusion from the results. Our results show that both models have sound practical 
usage, the information can help to make better investment decision. Moerover, the 
UDS model have structurally advantage in handling data with outliers. We will also 




2.1 Data Source 
The securities listed in the main board of Hong Kong Exchange (HKEx) at 31 
December 2002 are used for analysis. The data cover a six-year period from 1 January 
1997 to 31 December 2002. The daily closed price (P) and six financial variables -
Earning Yield(EY), Cash Flow to Price (CFTP), Market Value (MV), Book to Market 
Equity (BTME), Dividend Yield (DY), and Debt to Equity Ratio (DTE), of the cor-
responding stocks are collected. Most of the above data, except Debt to Equity Ratio 
(DTE), are collected from DataStream. All the missing data and DTE are collected 
from Bloomberg when necessary. 
The daily close of the Hang Seng Index (HSI) and the one-year Hong Kong Inter 
Bank Offered Rate (HIBOR), which are treated as a proxy of the market portfolio and 
risk free rate respectively, are also collected from DataStream. Hang Seng Index is 
the most publicly recognized and quoted stock market indicator of Hong Kong Stock 
Market among local and international investors. It is a market value weighted index, 
which was first launched in 24 November 1969. It consists of 33 blue chips and counts 
for more than 70 percents of the total market capitalization of the Hong Kong stock 
market. It is also the underlying of the most frequently traded derivatives, Hang Seng 
Index Futures and Hang Seng Index Options, in Hong Kong. 
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2.2 Financial Variables Used For Analysis 
Earning Yield(EY) 
The earning yield(EY) has been used for testing market efficiency or Capital As-
set Pricing Model (CAPM) and searching for market anomalies or abnormal returns. 
Ball (1978) argues that earning yield(EY) is a catch-all proxy for unnamed factors in 
expected returns. The higher the risk, whatever the unnamed sources of risk, and ex-
pected returns of the stock, the more likely the stock to have higher earning yield(EY). 
Basil (1983) shows that earning yield(EY) have explanation power to the cross-sectional 
average returns on U.S. stocks in tests that also include size and market beta (5. Davis 
(1994) finds that earning yield has explanatory power both in the bivariate regression 
and in multivariate regressions that include various combination of beta, size, and price. 
Fama and French (1992) show that the univariate relationship between the average re-
turn and the positive earning yield (EY) is strong. However, they also show that such 
relationship is due to the positive correlation between earning yield and the logarithm 
of book-to-market equity ratios, ln(BE/ME). Fama and French (1996) further show 
that such anomaly disappear in a three-factor model. 
Price to earning ratio (PE) is collected from DataStream, it has to be transformed 
to earning yield by taking reciprocal for the analysis. The mathematical formula is 
defined as follows: 
EY Per Share Earning or Loss 
Stock Price ‘ 
Earning Yield (EY) can avoid the problem of discontinuity faced by price to earning 
ratio (PE). For instance, for a stock is price one dollar, if the per share earning is 
changed from -$0.01 to $0, then to $0.01, the price to earning ratio (PE) change from 
-100 to infinity or undefine, then to 100. This pattern is not good for analysis. Besides, 
instead of being converted to negative earning yield dummy, which this treatment is 
used in Davis (1994),and Fama and French (1992, 1996), the negative earning yield in 
this analysis is not converted to dummy. Thus, the whole pattern of the earning yield 
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is not distorted. 
Cash Flow to Price (CFTP) 
Similar with the earning yield (EY), cash flow to price, rather than price to cash 
flow(PTCF) 1, is used to avoid the problem of discontinuity. Negative cash flow to price 
is not converted to dummy to reserve the full information of the data. This should be 
better than the dummy treatment in Davis (1994), and Fama and French (1996). The 
formula is as follows: 
一 — Per Share Cash Flow 
CFTP = 
Stock Price 
Mann (1958) proposes the use of cash flow earning (CE), instead of earning, in 
security analysis. Reported earnings do not provide a true picture of operation due 
to the variations in accounting practices across firm, e.g. variations in depreciation 
and research costs treatment. Security analysts advocate to use this as a meaningful 
comparisons and trend analyzing tools in the security selection. 
Cheng et al. (1996) analyze the relationship of the abnormal return with the 
earning and cash flow earnings, and show that the incremental information content of 
accounting earnings decreases, and the incremental information content of cash flows 
from operations increases, with a decrease in the permanence of earning. Davis (1994), 
using the pre-COMPUSTAT data, shows that the earning yield and cash flow to price 
have a high correlation, p(EY, CFTP) = 0.83. Contrary, our data set shows a small 
correlation, p{EY, CFTP) = 0.23. 
Lakonisliok, Shleifer and Vishny (LSV) (1994) argue that value stocks, which 
is characterized by high book-to market and high cash flow to price (CFTP), have 
superior return due to the expectation errors made by investors. Fama and French 
(1996) use LSV deciled method also shows lower cash flow to price (CFTP) firms have 
a lower average returns and vice versa. Porta, Lakonishok, Shleifer and Vishny (1997) 
iln fact, the data from DataStream and Bloomberg is the price to cash earning, not the 
price to cash flow. However, both value are very similar, sometimes are even the same. Hence, 
only a small deviation is expected. 
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further show that a significant portion of superior return is attributable to the earning 
surprises that are systematically more positive for value stock. Davis (1994) provides 
evidence that cash flow to price have explanatory power with respect to subsequent 
returns during the pre-COMPUSTAT era. The explanatory power is even larger in 
January. 
Market Value (MV) 
Market value (MV) is the total market capitalization of the common stock equity. 
For listed firms, the market value is equal to the product of it's outstanding shares and 
it's stock price. This value reflects the size of a firm. The market value (MV) is same 
as stock price that the value can never be negative, it's distribution is skew to the 
right. Hence, the logarithm of the market value, ln{MV), is used in the analysis. This 
treatment is used by many previous research, like Chan and Chen (1988,1991). 
Chan and Chen (1988) suggest that the beta and the firm-size variables might well 
be two different measures of the same underling risk that is being priced. They also find 
that the firm size, after controlling for the betas thus estimated, have no explanatory 
power for the average returns. Chan and Chen (1991) investigate the characteristics 
of the small firm portfolio and find that the portfolio contains a large proportion of 
marginal firms which with low production efficiency and high financial leverage. They 
show that the marginal firms are critical in explaining the return difference between 
small and large firms. Fama and French (1992) find that there is negative relation 
between size and average return in both univariate and multivariate tests. It is also 
robust to the inclusion of other variables in multivariates tests. Fama and French (1996) 
develop a three-factor model with the difference between the return on a portfolio of 
small stocks and that of large stocks as a factor. This model capture much of the cross-
sectional variation in average stock returns. In addition, most anamolies disappear in 
the model. 
Book to Market Equity (BTME) 
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Book to Market Equity (BTME) is equal to the book value of the equity divided 
by the market value. It is also equal to the reciprocal to the price to book value 
(PTBV), which is the raw data gathered from DataStream. 
B t m E = Book Value of Equity 
Market Value of Equity 
When this ratio equal to one, the price is equal to the book value of the per share 
equity. When it is less than one, think from another angle, the price to book value 
(PTBV) is greater than one, the stock is said to be traded at premium to the book 
value. In converse, the stock is traded at discount. High BTME stock is commonly 
classified as value stock in the market. 
Chan and Chen (1991) suggest that high BTME firms (value stock) are consid-
ered by the market to have poor prospect, and vice versa. They postulate that the 
earning prospects are associated with risk factor in returns. Firms with poor prospects 
are high risk and thus require higher expected returns. However, it is also possible that 
BTME just captures the irrational market spontaneous view to the prospects of firms. 
Lakonisliok, Slileifer and Vishny (1994) argue that value stocks are underpriced rela-
tive to their risk and return characteristics due to various behavioral and institutional 
reasons. 
Fama and French (1992), using logarithm of BTME InBTME, investigate the 
cross-sectional relationship of BTME, returns and other financial variables. They show 
a strong cross-sectional relationship between average returns. This effect is more pow-
erful than the size effect. When regressing the average return with InBTME and loga-
rithm of market value InMV, the t-statistic of the coefficient of BTME is 4.44，which 
is much greater than that of InMV, -1.99. Davis (1994) using survival bias free pre-
COMPUSTAT data also shows that BTME has explanatory power on the variation of 
returns. Fama and French (1996) incorporate the difference between the return on a 
portfolio of high BTME stocks and the return on a portfolio of low BTME stocks in 
their three-factor model which can well explain the variation of average returns. 
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Dividend Yield (DY) 
Dividend yield (DY) is the per share dividend divided by the share price. Firms 
distribute part of their earning to their stockholder by paying dividend. The dividend 
pay out is determine by several factors, such as the firm's earning ability, dividend 
policy and the financial need of the firm in investment and business development. 
Usually firms with high quality of earning, large profit margin and consistent, will pay 
out more dividend. If firms need to devote money in expanding its business, they will 
retain more earning and pay less dividend. Firms have loss or under stress usually do 
not pay dividend. From the view of investor, it is part of the investment return besides 
capital appreciation. However, we cannot determine whether one dollar dividend per 
share or ten dollar dividend per share is better if we ignore the share price. One dollar 
dividend to a small price stock, for example three dollar, is very large, but one dollar 
dividend to a large price stock, for example one hundred dollar, is relatively small. 
Hence, the dividend should be deflated by its stock price for comparison. That is the 
dividend yield, 
D y Dividend per share 
Stock Price 
According to the dividend-neutrality hypothesis proposed by Black and Scholes 
(1974), if investors required higher returns for holding higher yield stocks, corporation 
would lower the dividend pay out, and vice versa, to lower the cost of capital and 
maximize the stock price. In an equilibrium, aggregate supply of dividend equal to 
aggregate demand of dividend that make dividend indifference with capital appreciation 
for investors. As a result, dividend yield (DY) should not have explanatory power on 
risk-adjusted stock returns. In contrast, Naranjo, Nimalendran, and Ryngaret (1998) 
shows that risk-adjusted returns increase in dividend yield during the period from 1963 
to 1994. This relation is robust to various multifactor asset pricing models specifications 
and cannot be explained by tax penalty. 
Debt to Equity Ratio (DTE) 
13 
Debt to Equity Ratio (DTE) is, same as its name, the total liability divided by 
the total equity, 
_ _ _ Total Liabilities 
DTE = —：— — . 
TotalEquity 
It reflects firm's capital structure. It is an leverage accounting ratio. The higher 
the ratio, the larger the leverage. For illustration, suppose a firm with one million 
equity and nine millions liabilities. The ratio is nine, which is very high. If the firm 
total asset decreased 10% , the equity will become zero and the firm need to declare 
bankrupt. From this example, you can feel how risky a firm is if the leverage is large. 
Hence, investors required higher return for a higher leveraged firm to compensate for 
the risks they borne. Fama and French (1992) have regressed ^ the average return on 
the logarithm of asset to equity ratio (In ATBE), which is another form of leverage 
ratio, and the logarithm of asset to market equity. They shows a strong negative 
relationship between In ATBE to the average return. The slope coefficient is -5.43 
standard deviation from 0. 
Return 
The geometric return R � i s the logarithm of the price ratio. Suppose the stock 
price start at Pt and end at Pr, then 
Geometric return has its advantage in time aggregation of return, it is additive. Suppose 
there are n sub-periods from time t to T, the whole period return is simply the sum of 
the n sub-period return. 
略-ln(S) 
2It is not a simple multiple regression. It is a regression method used by Fama and MacBeth 
(1973) 
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Most of the models and researclis use geometric return as the return measure. In this 
thesis, the holding period return is calculated from the sixth week days of the year to 
the year end. However, the holding period return is not merely the capital appreciation, 
it also have dividend income. Thus, the holding period return is the sum of geometric 
return and the dividend yield. 
One of the draw back of geometric return is that it is not reasonable in portfolio 
aggregation. It systematically bias down the portfolio return. This is because the geo-
metric average is less than the arithmetic average. Thus, in evaluating the performance 
of the portfolio, arithmetic return is used. Arithmetic return R^ is calculated as 
r.A_PT-Pt 
The result is also more easy to convey to investor. If the investment is $lmillions and 
the arithmetic return is 10%, then investors can easy recognize the profit is $100,000. 
However, if the geometric return is 10%, investor have to calculate dollar return R ^ it 
with the formula 
rD = 1,000,000 * exp(O.l) - 1,000,000 = $105,171 
.Similar with the treatment in holding period geometric return , dividend yield 
is also added to the arithmetic return to get the holding period return. 
Jensen's Alpha a 
Before the calculation Jensen's alpha, the risk-adjusted abnormal return, beta 
have to be evaluated. Beta is a systematic risk measure. It is the regression coefficient 
15 
of market return in a market model. 
Ri = ai-\- piRm + 
In the analysis, Hang Seng Index is treated as the proxy of the market portfolio. The 
stock daily return is regressed on market daily return within the holding period to run 
out the holding period beta. It also equals to the covariance of stock and market return 
divided by the variance of market return. The holding period beta is calculated with 
daily data and is recalculated yearly. 
Jensen's Alpha is a risk adjusted performance measure, a measures developed by 
Jensen in evaluating the performance of mutual fund. Alpha a is defined as 
ai = (R — Rf�—/34Rm — Rf"l 
where R, Rm and Rf is the stock return, market return, and the risk free return re-
spectively. The one-year Hong Kong Inter Bank Offered Rate (HIBOR) is treated as 
the proxy of the risk-free rate. 
According to the information efficiency market hypothesis, the alpha should be 
an independent random error, which is not correlated to any financial variables or 
information. This is because if one can find a relationship between alpha and other 
information, then he is able to beat the market and get a higher return consistently 
than the risk he borne. Hence, it is one of the main aim in this research. 
2.3 Data Treatment 
The financial variables are gathered from the beginning of each year. For Unidi-
mensional Scaling (UDS) method, they are mapped in a real number line by Pliner's 
method. Thus, every stock will have a UDS scale. For the Neural Network method, 
the variables will be treat as an input. For both methods, the first five years data will 
be used as the training set. Moreover, the sixth year data will be treated as the testing 
set. 
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Since most of the data, except the debt to equity ratio (DTE), are related to the 
stock which change daily, using data of a particular day for the analysis will induce too 
much error. For instance, suppose a small stock rise 10% due to the irrational reaction 
of the investor on the first day of the year, then drop back 8% due to the corrective 
mechanism of the market on the next day. If the data taken from that day is used 
in the analysis, the noise in the data will be significant and, at the same time, affect 
the accuracy of the analysis. One of the commonly used method is using the moving 
average of the data. This method can average out the noise over the time horizons of the 
windows. The widen the time windows, the more the noise is averaged out. From this 
point of view, the time windows of the moving average should be widen indefinitely, but 
it is not the case. Suppose the time windows is the first half of year, there is half year 
remaining left for investment which is very short from the investment point of view. 
Ridiculously, investors have to keep cash for half year and then invest in the second 
half year. It is totally unacceptable in the industry. Usually, institutional investor will 
change the portfolio composition on the first few days of the year which may induce 
noise of the price, especially for small firms. Hence, the first five-day average of the 
variables are used. Suppose the daily data is Xt, the five day average Xt is defined as 
V Xt-j 
where t is the time of the last day. 
In addition, since the scale of the variables are significantly different, putting tliem 
directly into both methods, which are scale sensitive, will overweight those variables 
that have large scale. To avoid the problem, all the variables have to be rescaled. 
For the UDS method, all the variables are scaled to 0 and 1 with the range of the 
corresponding variable in each year as the normalization factor. The rescaled variables 
Yit is given by _ 
^亡 _ Xit - minjXit) 
^ max {Xit) - min{Xit) 
where i is the number of the year. 
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For the Neural Network method, all the variables in the training set are rescaled 
from 0.05 to 0.95. Such rescaling method can provide buffer for rescaled variables in 
the testing set not falling out from the range from 0 to 1. The normalizing factor is the 
range of the corresponding variables in the five-year training set. The rescaled variables 
Zi is defined as follows: 
- I Xt-miniXt) \ 
Z, - 0.05 + 0.9 
ymax{Xt) — rmn[Xt) J 
2.4 Variables Specification 
There are now six rescaled variables for the analysis, however, the predictive 
power of them on the abnormal return is not investigated and verified. If they all 
have predictive power, then all the inputs are useful. Conversely, if it is not the case, 
including those non-predictive variables as the inputs will add noise to the model. This 
may induce significant error on the results if the method used is not robust to noise. 
The robustness of both methods will be investigated in the later part of the thesis. 
The predictive power of the variables is analyzed through multiple regression. 
The regression model in matrix form is 
y = x 卢+ e 
The least square estimate of beta b is ( X ' X ) ~ ^ X ' y . One of the problem that may be 
faced in the regression model is the multi-collinearity, the independent variables of the 
regression model is highly correlated. Should it be true, X ' X will be nearly singular and 
the standard error of the coefficient will be greatly inflated. The estimated coefficients 
thus are not accurate and precise enough. In addition, the null hypothesis that the 
coefficients are zero, the variables do not have predictive power, are difficult to reject. 
This may lead to a wrong conclusion on the predictive power of the variables by more 
likely to accepting the null hypothesis even if they actually have predictive power. 
Hence, the correlation coefficients are analyzed before the regression. The cor-
relation matrix is presented in Table 2.1. From the table, we find surprisingly that 
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Table 2.1: The correlation matrix of the financial variables 
Financial Variables EY CFTP MV BTME DY DTE 
EY i ~ ~ 0.227 0.125 0.069 0.098" -0.004 
CFTP 0.227 1 — 0.150 0.115 -0.035 
MV 0.125 1 -0.079 0.034 -Q.QQ2" 
BTME 0 . 0 ^ 0.115 -0.079 1 — 0.028 “ 0.004 
DY 0.098 ~Q106~ 0.034 0.028 1 -Q.OlO" 
DTE -0.004 -0.035 -0.002 0.004 -0.010 1 
though most of the variables except DTE are related to stock price, they show little 
correlations. The correlations range from -0.079 to 0.227. The largest correlation is 
between PE and CFTP, 0.227，which is much less than our expectation. In accounting, 
the main difference between earning and cash earning is depreciation, amortization, 
interest and tax. The correlations of those variables in other markets are much higher. 
This may show that most company listed in Hong Kong have a large proportion of de-
preciation, amortization, interest and tax to the earning and they are not much related 
to the remaining part of the earning. 
Start from this point, multi-collinearity problem can be precluded. The result of 
the regression model is shown in Table2.2. Among the variables, only the DTE have a 
coefficient with p-value more 0.05. This result shows that DTE do not have explanatory 
power in Jensen's alpha. The adjusted R-square, measures of proportion of variation 
of the dependent variables explained by the model, is 0.030, this is small but does not 
out of the expectation. Base on the semi-strong form of efficient market hypothesis, 
analyzing fundamental variables cannot exploit abnormal return in the market, that 
is fundamental variables have no help on explaining the variation of the risk adjusted 
return - Jensen's alpha. Thus, the small R-square consistents with our view that the 
market is slightly deviated the semi-strong form of efficient market. Despite the low 
adjusted R-square, there are still five variables that can help in explaining the variation 
of the Jensen's alpha. 
To improve the regression model, variables with no explanatory power have to 
be dump out. The updated model have five independent variables. The results of 
the regression model are shown in Table 2.3. The adjusted R-square is also 0.03，the 
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p-value of the F is essentially zero. 
Another problem of the regression may be the lieteroscedasticity. This problem 
does not affect the estimation of the coefficients b, but the estimates of the variances 
of the estimated coefficients b will be biased. The biased variance estimates invalidate 
all the t tests and F tests used to test hypotheses about the values of the population 
parameters and invalidate all the confidence intervals of the population parameters. 
Hence, it is important to detect the lieteroscedasticity of the residual. One of the 
method to detect lieteroscedasticity is by examing the scatter plot of the residual against 
the independent variables. 
Out of the five variables, only MV shows lieteroscedasticity. The scatter plot is 
shown in figure 2.1. The scatter plot shows a flat U-sliape, thus there may be quadratic 
relation exist between Jensen's alpha and MV. Hence, a quadratic term MF^ is added 
into the regression model. The model now is no longer linear, it is now non-linear and 
with quadratic terms. The adjusted R-square increase by more than 80% to 0.054. 
The results are shown in Table 2.4. It shows that the CFTP, M F ^ BTME and DY 
have a positive relationship with the alpha. Conversely, EY and MV have a negative 
relationship with the alpha. In other words, firms with high CFTP, BTME, DY and 
low EY, MV will on average have a higher Jensen's alpha, and vice versa. 
To sum up, five variables, EY, CFTP, MV, BTME and DY, will be the inputs 
in the analysis. DTE, which is considered to be the noise, will also be included as the 
input in examing the robustness of the methods. 
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Table 2.2: The multiple regression results, with the yearly Jensen's alpha regress against EY, 
CFTP, MV, BTME, DY, and DTE over the period from 1997 to 2002. I f is 0.032. Adjust R] 
is 0.030. The 6^,3482 statistics is 19.05. 
Coefficient standard error p-value 
Constant -Q.1482885~ 0.0503 0.004^ 
EY -0.006297 0.0030 0.0364— 
CFTP 0.025864 O.OOST" 0.0030 
MV -Q.Q26577~ 0.0073 O.OOOT 
BTME 0.025012 0.0Q4F 0.0000 
DY 0.017604 0.002^ 0.0000 
DTE -0.003075 0.0025 0.225"F 
Table 2.3: The multiple regression results, with the yearly Jensen's alpha regress against EY, 
CFTP, MV, BTME and DY over the period from 1997 to 2002. R^ is 0.031. Adjust R^ is 
0.030. The 5^,3483 statistics is 22.56. 
Coefficient standard error p-value 
Constant -0.148211— 0.0501 0.003T 
EY -0.006313 0.0030 0.035^ 
CFTP 0 . 0 2 5 5 ^ 0.0087 ~O7Q033 
MY-0.026301 “ 0.0073 0.00Q3~ 
BTME Q.025Q3r 0.0041 Q.QQQT 
m Q.017655 0.0025 O.OOOS" 
Table 2.4: The multiple non-linear regression results, with the yearly Jensen's alpha regress 
against EY, CFTP, MV, MV^BTME and DY over the period from 1997 to 2002. R] is 0.056. 
Adjust is 0.054. The [6,3482 statistics is 34.30. 
Coefficient standard error p-value 
Constant 1.146476" 0 . 1 4 ^ 0.0000 “ 
EY -0.003833 “ 0.0030 0.199~ 
CFTP 0 .0343^ 0.0086 ~^0000 
MV -0.409821" 0.0411 0.0065~ 
M V ^ 0 . 0 2 6 4 3 8 “ 0.0028 O.QQQO" 
BTME 0.027313 0.0040 O.OOOO" 
DY 0.018267 0.0025 Q.QQQO" 
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3.1 Clustering using Unidimensional Scaling 
Clustering, frequently used data mining technique, aim at finding hidden groups 
in data. The aim of the research is to cluster the stocks into three groups, with the 
conjecture that there are three categories of stock in the market: have poor future 
performance, stack in the middle and have good future performance. Then, portfolio 
can be formed by buying stocks with good future performance and by selling stocks 
with poor future performance. 
There are various algorithms for clustering with different criteria and/or different 
theoretical logic behind. They can be divided into two streams of methods: hierarchi-
cal or nonliierarcliical. A hierarchical tree is a commonly used hierarchical clustering 
method. It is a nested set of partitions represented by a tree diagram or dendrogram. 
On the other hand, among the nonhierarchical clustering method, K-mean clustering is 
the most common and widely used method. It will partition the data into k clusters by 
minimizing the within group sum of squares. However, it has the drawback in inability 
to control the number of data within the cluster. In this research, K-mean clustering is 
used to partition the data in three groups. Unfortunately, one cluster has merely two 
stocks, which is too small to form a portfolio with sufficient diversification. In forming a 
portfolio, at least 15 to 20 stocks are required to achieve minimal diversification benefit, 
more than 30 stocks are required to achieve a good enough diversification benefit. 
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The proposed method in the paper is a new clustering method based on unidi-
mensional scaling (UDS). UDS is a technique that maps objects into a real line, such 
that the difference of the scale between pairs of objects best approximate their observed 
dissimilarities. With this scale, cluster is formed by finding significant large jumps or 
gaps in the coordinates which probably indicate the boundaries of the hidden groups. 
It has several advantages. First, it is robust to outliers, it does not like K-mean 
and other statistical methods which are susceptible to outliers. It will place the outliers 
with the larger co-ordinates. Second, it is easy to incorporate user's defined criteria on 
the cluster, like in this research place constraint on the minimum number of data in a 
cluster. Third, the logic behind the clustering method is easy to understand for most 
people. A large gap means a big difference, then obviously there may have significant 
different characteristic between the gap. 
The first stage of this clustering method is to find out the unidimensional scale. 
Suppose there are n objects. UDS can be formulated to minimize the following loss 
function: 
n 
cr{x) = ^(dij — \xi -
i<j 
where dij is the dissimilarity between object i and j with dij = dji, Xi is the UDS 
scale of object i and x 二 (:ri，a:�, • • •, iCn) is the vector of the coordinates of the n 
objects we want to estimate. There are many dissimilarity measures can be used, such 
as Euclidean distance and Malialanobis distance. In this research, Euclidean distance 
(ordinary ruler distance), is used. Suppose there are M attributes Y for each stock. 
The distance between stock i and j, dij, is given by 
M 
The attributes Y are the rescaled financial variables. 
Unfortunately, the solution is not unique as any translation and reflection of x 
will also give the same minimum value of the loss function a{x). Usually, centering the 
scale (^ 27=1 — 0) can solve the translation problem. Looking at the characteristics of 
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the data can determine the sign of the coordinates and then solve the reflection problem 
by changing the sign of the coordinates if necessary. Methods in determining the sign 
of the coordinates will be presented in the later part of this section. Besides the above 
problem, finding the coordinates to minimize the loss function is also a challenge. The 
algorithm in getting optimal solution of the coordinates will be elaborated in details in 
the following sub-sections. 
3.1.1 Pliner's Smoothing Algorithm 
The loss function has many local minima and the number of local minimum 
increases with n. It is not guaranteed for an algorithm to be able to find out the 
coordinates such that the loss function attains its global minimum. It is because most of 
the algorithms may be trapped in local minimums. Furthermore, it is difficult to prove 
a particular solution is in fact the global minimum. In most cases the global minimum 
is not found and proved. Hence, researchers have to compromise on an optimal solution 
which is already the minimum among the minimum loss function solutions obtained 
with different initial configurations and smoothing parameters. That is finding the 
minimini solution with the hope that the loss function is sufficient small enough, equal 
to or not far away from the global minimum solution. 
Guttman (1968) derived the following updating algorithm for finding x: 
工 ! = 山jsigni^t^) — for all i = 1，…，n (3.1) 
� = 1 
where xf^ is the coordinate of the object at the t仇 iteration, de Leeuw and Reiser 
(1977) showed that this updating algorithm, irrespect to the quality of the solution, 
converge to a stationary point in a finite number of steps. Furthermore, the solution 
obtained is self-centered. However, the solution obtained from the Guttman's algorithm 
depends on the quality of the starting configuration It also often gives a local 
minimum rather than a global minimum especially when n is large. 
Pliner (1996) has proposed a smoothing algorithm to overcome the problem of 
trapping in a local minimum solution. The details of the algorithm are elaborated as 
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follows: 
Step 1: Set the number of iteration N 
Step 2: Set the initial configuration of x^ with random number. 
Step 3: Set initial averaging parameter ei 
Step 4: Update the coordinates with the following formula 
工 ! = i 亡漆如 ( ^ / O —《 ) )， / o r all I = (3.2) 
where 
f 




Step 5: Repeat step 4 up to the N仇 stage with 
e H i ( � + 1) fork = 2,...,N (3.3) 
This is a sequential minimization method. The decreasing sequence of e will ul-
timately make the loss function converge. Pliner's smoothing algorithm gives a better 
solution than Guttman's updating algorithm. However, it requires longer computa-
tional time and the quality of the solution, same as that of Guttman, depends on the 
quality of the initial configuration 工⑴）.In addition, smoothing parameters, ei and N, 
have to be varied to obtain an optimal solution. Hence, the improved solution costs 
more resources to obtain. In this research, several modifications are introduced to save 
computational resources and attain a better solution. 
3.1.2 Initial Configuration Setting Algorithm 
Leung, Lau, and Li (2003) propose a simple and effective method of choosing a 
better initial configuration :r(o) for Guttman and Pliner's algorithm. They illustrate it 
with real examples: the 8x8 dissimilarity matrix for the Mani collection, and a 17x17 
matrix for the Kabah collection. The algorithm will also be illustrated here with an 
example. 
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Table 3.1: Dissimilarity matrix 
RowTotal 
0.00 0.90 0.68 0.77 0.67 3.03 
0.90 0.00 0.46 0.38 0.37 2.09 
0.68 0.46 0.00 0.20 0.31 1.66 
0.77 0.38 0.20 0.00 0.20 1.55 
0.67 0.37 0.31 0.20 0.00 1.55 
Let Si = dij be the sum of the total distances of the object to other 
objects. Though the formula includes da, it is obviously zero. Suppose the k仇 object 
has the maximum total distance from the other object, i.e., Sk = max {Si : I < i < n } , 
the kth object can be logically thought to be one of the extreme point in the UDS scale. 
Then the greater distance the object from A;力"object, the larger the difference between 
the UDS scale of the object from that of the k^ ^ object. Hence, let (n, . . .，r^) be the 
rank of (<4i, . . •，dkn), these ranks (r i , . •.，r") will be a good starting configuration for 
both algorithms. 
Now let us go to a real example. Suppose there are five objects. Table 3.1 
gives 5 x 5 dissimilarity matrix and their row totals Si, i = 1, 2 , . . . , 5. The first 
row has maximum total distance, hence, the rank of the first row (1，5, 3，4, 2) is 
used as a starting configuration for both algorithms. Leung, Lau, Li (2003) compare 
this initial configuration with random starting configuration and show that this initial 
configuration is much better than the random starting configuration. 
They also prove that if the interpoint distance dij is measured without error, 
(i.e., dij = \xi - Xj\ ), then the true coordinates (xi,x2：... ,Xn) can be obtained in 
one iteration of Guttman's updating algorithm. Though in most cases, the distance 
is measured with error, this initial configuration is still much better than the random 
starting configuration. Moreover, with random starting configuration, both algorithms, 
even with small data set like 17 x 17 matrix for the Kabah collection, have to use hun-
dreds of trials to get an optimal solution. For large data set, the number of trials may 
exponentially growth to thousands. Hence, this easy and simple initial configuration 
help to save the computational time. 
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3.1.3 Optimization Methods 
Once we have determined the initial configuration, we will go to the next step of 
the algorithm, determining the smoothing parameters ei and N. These two parame-
ters have no explicit form. They are data dependent. Different data sets have different 
smoothing parameters to attain the optimal solution. Moreover, these smoothing pa-
rameters are most likely interrelated, the best combination of the smoothing parameters 
may not be the combination of the best value of ei and the best value of N. Hence, if 
one really wants to attain the global minimum, he has to try thousands of combination 
of the smoothing parameters with the hope to get such solution. However, this cannot 
be guaranteed, especially for a large data set. 
Since, even with a large number of combination of smoothing parameters, the 
global minimum solution is not guaranteed to be obtained, researcher have to rest on 
obtaining optimal solution, that is the one with sufficient small value of the loss function 
(7{x). In this thesis, a systematic method in selecting the smoothing parameters is 
introduced. For a given value ei, increasing the value of N is, though not certain, 
usually come with decreasing value of the loss function (T(X). This is because the 
greater the N, the lower the decreasing rate (去）of e^ . However, indefinitely increase 
the value does not guarantee to get the global minimum. There is also a chance that 
the loss function may even be larger if N is increased. Besides, the loss function in the 
tailed sequence of Pliner's algorithm will converge. The difference between subsequent 
loss functions is decreased with N. Hence, N is increased subsequently to a value such 
that the difference between the last two tailed sequences of loss function is less than 
0.001. The value of N is finalized at 10000, with which all the loss functions converge 
to a value correct at 3 decimal places. 
Then we turn to set the smoothing parameter ei. Pliner (1996) suggests that ei 
should be neither too small nor too large. He recommends that 2d* as a good starting 
of ei, and shows that it is better than d* in Kabali collection data. His computation 
experiment suggests that a selection of ei in a range from about d* to about 2d* is 
acceptable. Based on the above findings, we try ei from 0.5c/* to 2d* with interval 
28 
O.loT in this thesis first, i.e. (0.5d*, 0.6c/*,...，2d*) is tried with N 二 100 to search a 
good setting of ei. Then, we further divide the interval of ei into 0.05(i* around the 
ei with minimum loss function. Suppose 1.5d* has the minimum loss function, then 
1.45o?* and 1.55c/* will also be tried. Finally, the one with the minimum loss function 
is chosen. Surprisingly, 6 out of 12 data sets, the optimal smoothing parameter ei is 
less than d*. Hence, we recommend that the selection of e! in a range from O.Sd* to 
2d* instead of from cT to 2d* is more reasonable and acceptable. 
After selecting the smoothing parameters, we then run the Pliner's original al-
gorithm and our modified smoothing algorithm. The modified algorithm is presented 
below. 
Step 1: Set the initial configuration based on Leung, Lau, and Li (2003). 
Step 2: Select the ei according to the methods described above. 
Step 3: Run the Pliner's smoothing algorithm with N = 100. 
Step 4: Replace the initial configuration with Pliner's result. 
Step 5: Set ei = 訪 and repeat step 3. 
Step 6: Repeat steps 4 and 5 until the loss function correct to 3 decimal places. 
This modified algorithm is much faster than Pliner's original one. Most of time, 
repeating steps 4 and 5 twice or thrice, we can make the loss function correct to 3 
decimal places. That is it only needs three to four hundred of iterations to get a result 
comparable to the original Pliner's smoothing algorithm with N = 10000, i.e. 10000 
iterations. It saves about 97% of iterations. This modified algorithm is very useful 
when the data set is large. In our case, we want to get the UDS coordinates of the 
firms listed in the main board of the Hong Kong Exchange annually from 1997 to 2002. 
There are hundreds of firms listed and without missing data. The distance matrices are 
ranged from 462x462 to 680x680, for each iteration, hence, there are hundred thousands 
of calculation on Pliner's smoothing function. The reduction on number of iterations 
saves huge computational time and resource. Moreover, from table 3.2，we can see 
that the modified algorithm is strongly comparable with the original one despite large 
reduction on the number of iterations. Out of twelve data sets, the loss functions of 
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Table 3.2: Summary of the optimizing results 
5 Financial Variables 
Years Size ei in d* Modified Algorithm a(x) Pliner's Algorithm a(x) 
1997 l i 1.00 595.423 583.511 
1998 " W 0.50 — 2338.302 2338.302— 
1999 " 5 7 ^ 1.85 847.028 847.028 
2000 " W 1.55 1911.729 1851.707 
"2M1 653 1.55— 978.180" 937.941 
"2002 680 0.50 一 1815.910 1815.910 
6 Financial Variables 
Years Size ei in d* Modified Algorithm a{x) Pliner's Algorithm a{x) 
~ T m 462 0.90 - 674.067 “ 649.909 
1998 0.50 2417.223 2418.895 
1999 5 7 ^ 1.85 ~ 927.099 935.402 
"2000 602 0.95 — 1974.657 1962.609 
~ 2 m 653 1.80 1040.214 “ 1026.730 
2002 680 0.65 1966.520 1966.520 
the modified algorithm have two less than and four equal to that of Pliner's algorithm. 
3.1.4 Sign Verification 
By the optimization method illustrated in the previous section, an optimal so-
lution of the UDS scale, with sufficient small value of the loss function a(x), is found. 
However, as mentioned before, this solution is not unique. From equation (1.1), we 
can clearly and obviously observe that the solution suffers from the translation and 
reflection problem. This is because the term \xi — Xj\ in the function is invariant under 
translation and reflection of the UDS scale x. The translation problem can be under-
stood from the fact that by adding or subtracting a constant to the UDS scale x does 
not affect the solution. The reflection problem can be understood from the fact that 
by changing the sign of the UDS scale x does not change the solution. For example, 
suppose the solution of xi and Xj is (3,1)，neither adding 1 to each of the UDS scale 
X, (4,2)，nor changing the sign of the UDS scale x, (-3,-1), will change the value of the 
term \xi — Xj • 
The translation problem is automatically fixed by the Pliner's smoothing algo-
rithm, centering the coordinates = 0). However, this algorithm fails to fixed 
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the reflection problem. 
In most cases, the reflection problem does not jeopardize results of the data 
analysis, as UDS is originally developed for extracting the dissimilarity characteristics 
between data objects. However, in this thesis, the sign has substantial meaning as the 
thesis focus on finding the relationship between the UDS and the Jensen's alpha. If 
the signs of the coordinates are not consistent over time, it is unrealistic to find any 
reliable and logical relationship between the UDS and the alpha. For example, if there 
are a positive relationship between the UDS and the alpha in year 1 and a negative 
relationship in year 2, people may instantaneously think that there is no consistent 
relationship exist over time or UDS has no predictive power. However, it may not be 
the case, if we carefully investigate the issues and find that a consistent interesting and 
meaningful relationship exists over time when the sign is correctly recognized. 
To keep the sign consistent over time, two approaches are used to verify the sign. 
One is calculating the rank correlation between UDS of the same firm in different year, 
if the sign is the same the rank correlation should be positive, if the sign is just opposite, 
the rank correlation should be negative. Suppose xu, Ruare the UDS coordinates and 
its rank of object i in year t, the rank correlation between the UDS coordinates in year 
t and that in year t + 1 is the Corr(i?t, Rt+i)- Another one is calculating the Euclidean 
distance of the mean of the financial variables of the tailed ten firms in different years. 
Atj.t+i = Y ^ 
where Dujt+i is the Euclidean distance between the mean of the financial variables 
of the tailed ten firms in the i认 tail of year t and that in the 产 tail of year t + 1, 
where i j = 0,1 with 0 represent the left tail and 1 represent the right tail; M is the 
number of financial variables. Clearly, the more similar nature of the tails, the smaller 
the value of the distance. Tims by comparing this distance, we can coincide the sign 
in a consistent manner. 
From the data, both methods result the same sign assignment. Hence, we are 
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confidence to claim that the reflection problem is solved. The sign of the UDS coor-
dinates is aligned across time and the relationship between the UDS and the alpha is 
enriched with a meaning. 
3.1.5 Clustering method 
Up to this stage, the consistent UDS has successfully been found. The coordinates 
in the UDS solution implicitly provide valuable information to uncover hidden clusters 
in the objects. There are several methods in the literature to find clusters in the objects. 
Leung, Lau and Li (2003) have adopted the Schwarz Information Criterion (SIC) given 
in Chen and Gupta (2000) to detect the clusters. K- mean clustering can also be used 
to detect the clusters. 
However, both methods failed to place constraints to the cluster size. In here, 
we introduce a simply and easy way to find the cluster with size constraints. Since the 
UDS is projected on the real line, the UDS coordinates across cluster will not be mixed, 
i.e. the UDS coordinates of a object in one cluster must not fall in the interval of the 
UDS coordinates in other cluster. Hence, if we want to limit the size of a cluster to 
exceed M, we can simply find cluster boundary starting from the M仇 securities from 
the tails. 
Under certain situations, the cluster size has no meaningful and important in-
terpretation. However, in this thesis, the cluster size has sound practical meaning and 
application. In the investment industry, diversification is the golden rule. It is the 
essence of the professional investment activities. The idiosyncratic risk is substantially 
reduced, while the return does not affected, by diversifying the portfolio into several 
securities. According to many researches, diversification benefits, in terms of risk re-
duction, increase sharply from investing one security to investing 15 securities, then 
increase gradually upto investing 30 securities, and then increase insignificantly even 
investing more securities. Hence, we would like to limit the cluster size must at least 
30 stocks to attain sufficient diversification benefits or risk reduction. 
Second differencing is used to determine the cluster boundary. Suppose Xi is the 




一’‘ •• f 
‘ 0 . 0 
-y 
-0.5 
0 100 200 300 400 500 600 700 
Object 
Figure 3.1: Scatter Plot of the UDS of firms in 2002 
(xj^i —工“2)|. The object with the largest absolute second difference is selected as 
the cluster boundary. This is because second difference has attractive properties in 
detecting the clusters. If there is a jump, the second difference must be large; if there 
is no jump, a sharp change in slope, i.e. a large second difference, also shows that there 
is a significant structure difference exist among clusters. From figure 3.1, we can see 
there are two obvious turning points. Thus, three clusters are identified in 2002. 
From figure 3.2 and 3.3, we can observe that the second difference is very large 
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Figure 3.3: Plot of the second difference in 2002 excluding the first 30 stocks in 
each tails. 
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clustering method such as K-means clustering method, with K equals to 3, the size of 
two clusters will be very small and the remaining one will be very large. This fails to 
meet our constraint. On the other hand, our method can place limit on the cluster size 
by simply finding the cluster boundary started from the object of the tail. The 
cluster boundary is identified in which the peak is highest in figure 3.3. The first and 
second cluster boundary are between the 44力八 and 45认 stock, and between 608认 and 
609^^ stock respectively. 
3.2 Neural Network 
Neural Network is a popular and powerful data mining technique. Neural net-
work, however, is the least understood technique among the major data mining tech-
niques. Its algorithm is analogue to the natural neural networks; hence, it is named as 
Neural Network. It can perform both supervised and unsupervised learning. 
A Neural Network model has an input layer and an output layer. The inde-
pendent variables are the inputs in the input layer. The dependent variables or the 
classification label are the outputs or the targets of the output layer. In general, it is 
not the actual value of the input variables that are fed into the input layer, but the 
transformed one. Most frequently used transformation is the rescaling of the variable 
from 0 to 1. One of the promising properties of such transformation is that it can 
avoid the scale problem. Without such transformation, a variable with large scale will 
dominant in the model, but in fact, it may not be true. Log transformation is second 
frequently used transforms. In the thesis, both inputs and outputs are rescaled from 0 
to 1. 
Between both layers, there is usually one hidden layer, but there are more than 
one hidden layer in some complicated models. The graphical presentation of one layer 
model is shown in figure 3.4. Inside the hidden layers, there are several hidden units 
named neurons. The number of neuron is not fixed, practitioners have to vary the 
number of neurons so that the model is superior in some criteria over other models. 
Empirical studies suggest that the number of neurons should not exceed twice of the 
inputs. 
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Figure 3.4: One Hidden Layer Neural Network Model 
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Inside each unit of a neural network, there is an activation function which consists 
of a combination function and a transfer function. The combination function, in most of 
the cases, is the weighted sum of the inputs. The transfer function is generally sigmoidal 
(S-shaped) or bell-shaped. These shapes have a nice property - universal approximator 
that any curve, no matter how wavy, can be created by adding together sufficient 
sigmoidal or bell-shaped curves. Incidently, decision trees and K-mean clustering are 
not universal approximators. 
Once the model is set up, the neural network is trained by back propagation. 
Back propagation involves comparing the expected result for a given set of inputs to 
the output during a training run, and feeding the error back through the network 
to adjust the weight. It is analogue to that a person do a thing, failed but trained 
or experienced, the person then use this experience to modify his skill and do the 
thing again, repeat the process again and again, improving the skill continuously. This 
process then can optimize the model and fits the target very well. 
The Neural Network is not without disadvantage. Its structure is like a black 
box. Even you know the weights and the transfer function, you cannot explain the 
relationship between the inputs and outputs exactly due to the complex structure in 
the network. Tims, the model cannot explain the results. This disadvantage does not 
matter if the prediction itself matters far more than the explanation. In this thesis, the 
focus is on how to exploit the abnormal risk adjusted return, the prediction is much 
more important than the explanation. 
In the thesis, the financial variables are the inputs and the risk-adjusted abnormal 
return, Jensen's alpha, is the output or the target. The data are rescaled and partitioned 
into three data sets. The data in the first five years, from 1997 to 2001, is randomly 
partitioned into the training and validation set, with 70% in the training set and 30% 
in the validation set. The data in the sixth year, 2002, is the testing set. We use SAS 
Enterprise Miner to run the model. The combination function is general linear and 
the transfer function is logistic. This activation function is commonly used in Neural 
Network. Other activation functions have been tried and the results are not as good as 
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this setting. One hidden layer is employed. 
The number of neurons in the hidden layer is optimized by trial and error. As 
mentioned before, the number of neurons should not exceed twice of the inputs. Hence, 
the number of neurons are tried from two to twice of the inputs. In some research, 
the criteria may be the Akaike's Information Criterion (AIC) or Schwarz's Information 
Criterion (SIC). In our case, we will use the average squared errors because it is simple 
and easy to be understood. The Neural Network has very strong fitting power to the 
targets, this may sometimes lead to the over fitting problem. In this situation, the 
model just fits the data in the training and performs poor in generalizing the real 
structure of the data. The over fitting problem can be observed if the average squared 
error in the training set is much less than the average error in the validation. Thus, 
we will choose the model that the average squared error in the training set larger than 
that in the validation set. If more than one model satisfy the above criteria, the one 
that with the least difference is chosen. This can help to avoid the problem of lack of 
fit. 
3.3 Predictability Comparison 
By the methods mentioned in the Section 3.1 and 3.2，we can estimate the risk 
adjusted abnormal return of the stocks. However, how good are the estimates? Which 
method performs better and more accurate? Can investors really exploit the abnormal 
return by the methods mentioned above? We have to answer these questions. Hence, 
we have to evaluate the performance of the models, i.e. the predictability. 
From the statistical point of view, the answer to evaluate the predictability is 
very strict and easy. We just have to check the error terms, the difference between the 
predicted alpha and the actual alpha, and measures the average squared error. If the 
error is large, the predictability is not so good, and vice versa. Unfortunately, there are 
two inherent problems in using the average squared error terms. First, how to judge the 
error term is large or small. We do not have an objective definition to judge the error 
size. Though the error term can give you how accurate is the estimates, is it really 
39 
as meaningful as we think? Let's illustrate it through an example. For stocks with 
alpha predicted to be positive, if the actual alpha is systematically and substantially 
larger than predicted alpha of one model and the actual alpha is systematically and 
slightly smaller than the predicated alpha of another model, the average squared error 
will determine the latter model is better, but actually it is absolutely not the cases. 
From the view of investors, the first model is much better. Second, this measures fail 
to answer the question, 'Could the model help to exploit the abnormal return?', that 
investors sincerely want. 
To overcome the problems and from the practical point of view, we would like to 
evaluate the performance of the models by forming portfolio based on the prediction 
of the models. If the model performs well, the portfolio will have a positive abnormal 
return. The performance of the portfolios does not merely reflect the predictability of 
the model, it also tells investor how much abnormal return he can attain if lie follows 
the portfolio in the testing year, 2002. Hence, we will use the prediction of model 
in the testing year to form portfolios and evaluate the performance of the portfolios. 
The performance of the portfolios is evaluated by the portfolio Jensen Alpha. The 
formula is same as alpha mentioned in the section 2.2. This measure is much better 
than evaluating the alpha of an individual stock. It is because the portfolio alpha can 
average out the error and diversify away the idiosyncratic risk. A positive portfolio 
alpha then provides stronger evidence for the good predictability of the model than a 
positive alpha of an individual stock. 
The Jensen's alpha views risk as the systematic risk related to the market factor. 
However, the idiosyncratic risk may not be diversified away due to insufficient number 
of stocks in the portfolio, the high correlation among the idiosyncratic component of the 
stock in the portfolio, or both. In this circumstance, the risk borne by the investor is not 
merely the systematic risk, but also the idiosyncratic risk. The risk matter to investors 
is the portfolio's total risk, the sum of the systematic risk and the unsystematic risk. 
Hence, an additional portfolio performance measure, Sharpe's Performance Index, is 
introduced as an complement of the portfolio alpha. 
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The Sliarpe Peformance Index is a reward to variability ratio and is defined as 
Rp — Rf 
CTp 
where Rp is the portfolio return, Rf is the risk free rate and the dp is the standard 
deviation of the portfolio return. This measure treats risk as the total risk of the 
portfolio. It measures the excess return over the risk free rate per unit of risk in terms of 
standard deviation of the portfolio return. Unlike the portfolio's alpha, positive means 
outperform the market and negative means underperform the market, the Sharpe's 
ratio of the portfolio have to compare with the Sharpe's ratio of the market. The 
portfolio will outperform the market if its Sharpe's ratio is larger than the market's, 
and vice versa. 
If the portfolio, in terms of the Sharpe's ratio, has a better perfomance than 
the market, the thesis can keep away from the potential challenge that the superiority 
in performance of our portfolio is only due to our ignorance on the idiosyncratic risk 
which is really matter to the investors and should be compensated for the investor. 
There are several strategies to form the portfolio and different weighting scheme 
within the portfolio. This will be illustrated in the following subsections. 
3.3.1 Different Investment Strategies 
As mentioned before, the UDS will identify three groups of stocks. One will be 
the out-perform group, one will be the under-perform group and the remaining one will 
be the average performance group. For the average performance group, if we use them 
to form a portfolio, they will not have contribution to the performance of the portfolio. 
What investor can get from them is only the return for the risk borne. Hence, this 
information is useless. 
For the out-perform group, they will have return larger than the return compen-
sated for the risk borne if the prediction is correct. Hence, we can form a portfolio by 
buying the stocks in this group. We expect this portfolio will out perform the market, 
i.e., the return of the portfolio is larger than the risk-adjusted return. Buying a stock 
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in the market is nearly with no restriction and very easy, investor only needs to have 
sufficient money to make settlement. 
For the under-perform group, they will have return less than risk adjusted return 
if the prediction is correct. If we form a portfolio by buying such stocks, the performance 
will be unsatisfactory. Hence, if we want to exploit abnormal return in this situation, 
the only way is to short sell those stocks. Short selling is that the investor does not own 
the stock and thinks that the stock will under perform in the future, lie then borrows 
the stock from other investors, like institution investors and the fund house, and then 
sells the stock in the market. Once lie wants to close the interest, lie then buys back 
the stock in the market and repays the stock to the lender. He also has to pay the 
dividend of the stock to the lender if the stock has pay any dividend to the shareholder 
within the short selling period. Moreover, the lender seems have no benefits in lending 
the stock out, however, this process will incur many inconvenience, administration 
cost and default risk to the lender, thus the lender will also charge the borrower to 
compensate them. Besides, there are much more regulations and restrictions on short 
selling, the practices is vary country to country. Although there are more charges and 
tedious administration processes, short selling can provide an opportunity to get better 
return by identifying poor stocks. It then provides flexibilities and opportunities to the 
market. Investors are no longer need to buy and hold only. 
To sum up, we can get better return by buying out-perform stock and short selling 
under-perform stocks. Hence, we can have three strategies to exploit the abnormal 
return. First, buy the stocks in the out-perform group only. The performance of this 
portfolio measures the performance of the model in identifying out-perform stocks. 
If the model really has the ability to identify the out-perform stock, the portfolio 
will have a positive alpha; if not, the portfolio alpha will be negative. Second, short 
selling the stocks in the under-perform group. Similarly, the performance measures the 
predictability of the model in identifying under-perform stocks. The last strategy is 
to buy the out perform group and short sell the under-perform group simultaneously 
to fully use the information of the model and maximize the abnormal return of the 
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portfolio if the model is good. 
The above strategies can exploit the abnormal return by security selection, how-
ever, there is another component that most investors concern, the exposure to the 
market risk and return. For example, if the portfolio has a beta of 0.3 and it has an 
abnormal return of 2% and the market performs very well this year, with 20% return 
over the risk free rate, the portfolio will have 8% over the risk free rate and substantially 
under perform the market as the market exposure is substantially below the market 
level. This is a tragedy that the portfolio successfully in stock selection but under 
perform the market. Fortunately, this problem can be easily solved by using futures. 
Investors can enter the futures markets and use futures to adjust the market exposure 
of the portfolio. In general, to change the beta, the market exposure, of the portfolio 
from (3 to (3* where < a long position in (/3* — contracts is required, where 
P is the value of the portfolio and A is the value of assets underlying one futures con-
tract. When > /?*, a short position in (/? - contracts is required. In Hong 
Kong, the proxy of the market portfolio is the Hang Seng Index. There is an active 
and liquid market for the Hang Seng Index Futures. The value of contract is HK$50 
per index point. The maturity of the future contracts are current month, next month, 
March, June, September and December. Moreover, there is also mini Hang Seng Index 
Futures traded in the exchange, the details of the contract are nearly the same except 
the value of the contract is much smaller, HK$10 per index point. Investors can then 
finely adjust the beta of the portfolio and match the desired (3* more closely. 
3.3.2 Different Weighting Scheme 
Having decided the composition of the portfolio, we have to decide the weight 
of individual stocks. The weight of the individual stock have significant effects on the 
performance of the portfolio in terms of risk and return. If we put heavy weight on a 
particular stock, the performance of this stock will dominate the performance of the 
portfolio. Moreover, the diversification benefit is minimal. In the investment industry, 
professional investors, like mutual fund, have placed a limit on individual security of 
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not exceeding certain percentage of the total investment, for example 10%. Hence, 
we have to assign proper weightings to individual stocks to avoid dominance of any 
individual stock and to attain sufficient diversification benefit. 
There are two commonly used weighting scheme both in research and in form-
ing index portfolio. They are equally weighted and market value weighted. Equally 
weighted means buying the stocks in equal amount. Each stock has equal importance. 
Suppose the investment amount is I and there are n securities in the portfolio, then 
I/n amount of money will be invested in each security. This scheme has no preference 
on any security in the portfolio. The abnormal return of this portfolio, the average 
abnormal return of the individual security, can provide us an explicit figure on how 
well the security selection is. Equally weighted scheme has advantages in constructing 
the portfolio and computing the return conveniently. Value-Line Index is an example 
of equally weighted index .^ 
Another one is the market value weighted, also called capitalization weighted. 
Market value weighted means that the amount invested in an individual stock is pro-
portional to the market value of the stocks. Suppose the investment amount is I and 
the market value of stock i is MVi, then 
J MV^ 
EMVi 
is invested in stock i. The importance of the stock is directly related to its market 
value. Since all the stocks are holded by investors, the market value of the stock is 
the amount of money invested in that stock by investors. Thus, the market value 
reflects the market holdings. From the point in the whole market, the market value 
weight is the relative importance of the stocks in the market. This weight is widely 
used in forming a market index. Examples include Nasdaq Composite Index, S&P 500, 
Wilshire 5000 Equity Index, and Hang Seng Index. 




4.1 Results based on Unidimensional Scale (UDS) 
As mentioned in the Section 3.1, we use UDS to find three groups of stocks. 
However, how do we assign which group belongs to the out-perform group and which 
group belongs to the under-perform group, and so on? We must use the first five years 
data to give us an insight in assigning the group label. That is, we need to determine 
the relationship between the UDS and the alpha. The UDS of the stock in each year in 
the training data set is evaluated by the method mentioned in section 3.1.1 to section 
3.1.4. We then use simple regression to investigate the relationship between the UDS 
and the alpha. 
However, both the UDS and the alpha will change over time due to the noise, 
which also called the random error. Hence before the regression analysis, we will 
take the average of the UDS and the alpha of each stock to average out some of the 
noise. Thus, we will use the mean alpha to regress against the mean UDS of the 
corresponding stocks. Suppose, the UDS and the alpha of stock i in year t to year 
t+j are (JJi,t, C^i,t+i，…’ Ui,t+j) and ai,t+i：…，oti,t+j) respectively, the mean UDS, 
TTi = Ui/(j + 1), and the mean alpha, ^ = + 1 ) ,are treated as inputs in the 
regression analysis. The regression model is 
^ = PQPiTTi + ei 
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Table 4.1: The results of the mean alpha regress against the mean UDS based on 
the training set. 
Coefficient t-value p-value 
Constant _ -0.190 -13.01 0.0000 
mean UDS U 0.536 5.83 0.0000 
The is 0.0494 and the standard error is 0.374. 
From Table 4.1, we can see that both /3o and ft are both statistically significantly 
different from 0. Moreover, the coefficient of the mean UDS is 0.536, which is positive. 
The relationship between the mean UDS and the mean alpha is positive,i.e. the larger 
the UDS, the greater the alpha. Hence, we predicted that the cluster with large UDS 
should have positive risk adjusted return and vice versa. 
Besides, the R square,0.0494, is quite small. The model can just explain about 
5% of the total variation of the alpha. Though the market is not perfectly efficient, 
there are many investors in the market competing with the information advantage, the 
market is then highly competitive. The conditional expected alpha is positive, but 
there should be a large component of the alpha variation cannot be explained by our 
model. Hence, the low explanatory power of the model is reasonable and acceptable. 
Moreover, this is also consistent with our idea that diversification is essential in forming 
the portfolio. 
Before analyzing the return of the portfolios, let us have a brief investigation in 
the constituent of the portfolio. There are 680 stocks under analysis in 2002; 72 firms 
are selected as out-perform stocks; 44 firms are selected as under-perform stocks. The 
lists of the out-perform group and the under-perform group is shown in the Appendix 
A. The out-perform group have successively covered 28 out of 33 Hang Seng Index 
Constituent stocks. Two of the remaining uncovered stocks were latter deleted from 
the HSI, they are Hysan Development and Sino Land. Moreover, the out-perform 
group also covers Yue Yuen Industrial which is recently added into the Hang Seng 
Index Constituent List. On the other hand, there is no Hang Seng Constituent stock 
in the under-perform group. This result consistents with the market norm that blue 
chips is a good investment. 
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Figure 4.1: Abnormal return of the Long Portfolio and the Short Portfolio 
Table 4.2: The performance summary of the three strategies based on UDS 
Portfolio Alpha a Sharpe's Ratio 
Investment Strategy" EW MVW MVW 
Long only 1.4% 0.386 1 8 8 6 
Short only "31.6% 39.1% 1.778 1.935 
Combined 53.1% 40.5% 2.260 1.370 
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Figure 4.2: Abnormal return of the Combined Portfolio 
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We form the long portfolio by buying stocks in the out-perform group, the short 
portfolio by shorting stocks in the under-perform group, and the combined portfolio 
by buying stocks in the out-perform group and shorting stocks in the under-perform 
group simultaneously. 
Both the portfolio alpha and the Sliarpe's ratio are calculated based on the 
arithmetic return. From table 4.2, we can see that all portfolios have positive alphas. 
The alpha ranges from 1.4% to 39.1% depends on the strategy and the weighting 
scheme. Sharpe's ratio ranges from -0.886 to 2.260, all are greater than Sliarpe's ratio 
of the market, -0.926. For the long portfolio with equally weighted, the alpha is very 
substantial and attractive. If an investor buys the same portfolio, he can out perform 
the market by 21.5%. This superior performance is not frequently attained by most of 
the funds. In terms of Sliarpe's ratio, this portfolio has positive return, superior to the 
negative return market portfolio. 
Besides, we can observe that the weighting scheme also has a significant influence 
on the portfolio alpha and Sliarpe's ratio. Figure 4.1 shows the returns of the long and 
short portfolios. The weighting scheme has a significant influence on both the long 
portfolio and the short portfolio alpha. Table 4.2 also shows that the weighting scheme 
has influence on Sharpe's ratio, especially in the long portfolio. For the long portfolio, 
the equally weighted portfolio has larger portfolio alpha and Sharpe's ratio than the 
market value weighted portfolio. This may be because the large market value firm 
on average inferior to the small market value firm in terms of return performance. 
Most of the large market value firms in the long portfolio are the Hang Seng index 
Constituent stocks. Thus, we may conclude that the large market value firm though 
can out-perform the market, the marginal benefit in buying them on average is very 
small. For the short portfolio, the return is much higher, the portfolio alpha is at 
least 31.6%. The influence of the weighting scheme is much less than that on the long 
portfolio, moreover, the relationship is just opposite to that in the long portfolio. The 
market value weighted portfolio have larger portfolio alpha and Sliarpe's ratio. The 
small market value firm is on average under perform the large market value firm. 
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Figure 4.2 also shows that the abnormal return of the combined portfolio is huge 
and most of the abnormal return is contributed by the short portfolio. Sharpe's ratio 
also gives the same conclusion. We can conclude that the UDS method can be used 
in identifying the out-perform and under-perform stocks. Moreover, it is excellent in 
identifying the under-perform stocks. This may be because there is short sell restriction 
in the Hong Kong stock market, even investor can identify the stock will under perform, 
he cannot easily exploit this information by short selling the stocks. The only thing 
investors can do is to sell out these stocks if he has already had them. The price 
adjustment of the under-perform stock is much slower; thus identifying under-perform 
stocks is easier than identifying the out-perform stocks. Even with this restriction, the 
model still has sound application. First, investors can sell out the under-perform stocks 
in their portfolio. This can increase the portfolio returns. Second, for large investors, 
they can go to the OTC market and short the forward contract of such stocks. Third, 
investors can also buy put option in the OTC market. 
4.2 Neural Network Results 
As mentioned in the Section 4.2, we partitioned the data from 1997 to 2001 into 
training set and the validation, with the proportion 70% and 30% respectively. We 
will then train the model by SAS Enterprise Miner with one layer model. However, 
we have to decide how many number of neurons in the hidden layer. In choosing the 
number of neurons, we have to check whether the model has the overfiting problem or 
the underfitting problem. When the model is very complicated, it may overfit the data. 
That is, the model is only fitting the data instead of generalizing the structure of the 
data. This problem can be observed if the error in the training set is small, but the 
error in the validation set is larger. This can be analogue to multiple regression that 
the number of variables is large relative to the sample size of the data. The regression 
will probably have an overfitting problem. On the contrary, the model may also have 
the problem of lack of fit, i.e. underfitting. This is the case when the average error in 
the training set is much larger than that in the validation set. In here, the criteria to 
50 
Table 4.3: The average squared error of the training set and validation set in each 
model 
Numbers of neurons 2 3 4 5 6 
Training set 0.00699 "000607 0.0063^ 0.00613 "0.00658 
Validation set 0.00697 0.00664 0.00664 0.00653 0.00653 
Numbers of neurons 7 8 9 10 
Training set 0.00604 "^00637 0 . 0 0 ^ 0.00609— 
Validation set 0.00652 0.00642 0.00651 0.00668— 
choose a model is based on the average squared error. The average squared error of 
the validation set has to be less than that of the training set. If more than one model 
satisfied this criteria, the one that the difference of the average square error between 
the training set and the validation set is minimum is chosen. In table 4.3, both models 
with 2 neurons and 6 neurons have average squared error of the validation set less than 
that of the training set. In addition, the difference between the average squared error 
in model with 2 neurons is less than that in model with 6 neurons. Hence, the' neural 
network model with 2 neurons in the hidden layer is chosen. The weights of the neurons 
are shown in Appendix B. 
We use this trained model to predict the alpha of stocks in 2002, the testing set, 
and to test the performance of the model by forming portfolios based on the prediction. 
Similarly, three portfolios are formed; the long portfolio by buying stocks with positive 
alpha, the short portfolio buy short selling stocks with negative alpha, and the combined 
portfolio by buying stocks with positive alpha and short selling stocks with negative 
alpha simultaneously . In order to make the returns comparable with the returns based 
on UDS, the number of stocks in each portfolio is equal to the number in corresponding 
portfolio based on UDS. There are 72 stocks in the long portfolio, 44 stocks in the short 
portfolio. 
The performance of the portfolio is again satisfactory. All portfolios have positive 
portfolio alphas. This is shown in figure 4.3. All portfolios have Sliarpe's ratios greater 
than the market. All of the portfolios beat the market and get superior returns. The 
return is substantial for the market application. Besides, from the table 4.4, we can 
observe that the alpha of the long portfolio is only slightly positive and the alpha of 
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Figure 4.3: The abnormal return of the portfolios with constituent selection based 
on Neural Network 
Table 4.4: The performance summary of the three strategies based on Neural 
Network Model 
Portfolio Alpha a Sharpe's Ratio 
Investment Strategy EW I MVW~ EW MVW" 
Long only 2.5% 4.6% -0.602 —-0.325 
Short only "21.1% 23.9% 0.646 0.781 
Combined 23.6% 28.5% 0.541 0.779 
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Table 4.5: The performance of portfolio based on UDS and Neural Network 
Portfolio Alpha a Sharpe's Ratio 
UDS Neural Network UDS Neural Network 
EW Portfolio “ 
Long only 21.5% 2.5% 0.386 -0.602 
Short only 31.6% 21.1% 1.778 0.646 
Combined 53.1% 23.6% 2.260 0.541 
MVW Portfolio 
Long only 1.4% 4.6% -0.886 -0.325 
Short only 39.1% 23.9% 1.935 0.781 
Combined 40.5% 28.5% 1.370 0.779 
the short portfolio is much larger. Sharpe's ratio gives the same result. The Neural 
Network is better in identifying the under-perform stocks. Again, the use of information 
in under-perform stock is same as mentioned in the last sub-section. 
We now investigate the composition of the portfolio. Surprisingly, there is no 
Hang Seng Index Constituent stock in the long portfolio based on Neural Network. 
This result is substantially different from that of UDS. The reason for this different 
is very simple, we are using different models in mining the data. Moreover, we can 
clearly see that though the input in the data mining is the same, the result will be 
significantly different depending on which model is used. Tims, in most of the data 
mining processes, researchers have to try different modeling tools and select the best 
one. The performance depends on the structure of the data and the aim of the analysis. 
4.3 Return Comparison 
In previous sections, we have evaluated the performance of each model. We will then 
compare the performance of the models to evaluate which model is the best in terms 
of predicting portfolio alphas. 
Table 4.5 shows that the portfolio alpha is from 1.4% to 53.1% and Sharpe's 
ratio is from -0.886 to 2.260, which are higher than that of the market. All portfolios 
perform better than the market. Most of the portfolios get substantial out-performance. 
Thus, both models have sound practical application in the market. If investors invest 
in the same portfolio as the model suggested, they must be satisfied with such out-
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performance. 
Besides, most of the portfolios based on UDS are substantially better than those 
based on the Neural Network. The largest difference is approximately 30% in terms 
of the portfolio alpha. Only the performance of the market value weighted long only 
portfolio based on UDS is not better than that based on Neural Network. We can 
conclude that, in general, the UDS model is better than the Neural Network Model in 
classifying outperform stocks and under-perform stocks. Moreover, the UDS model is 
not merely with better performance, it is also easy and convenient to compute due to 
its simple structure relative to the neural network. Hence, it saves much computational 
resources. Finally, it also provides some easily observed relationship between the UDS 
and alpha. The Neural Network is only a black box, even we know what is the exact 
form of combination function and the transfer function, we have difficulty in explaining 
the relationship. This is the major drawback of the Neural Network model. 
4.4 Robustness of the model 
In the previous sub-section, we find that the UDS model perform better than 
the Neural Network. Is there any structural advantage in the UDS model that the 
Neural Network does not have? As mentioned in the section 3.1.5, the UDS model can 
conveniently place the size constraint in clustering the stocks. Moreover, we can clearly 
observe that the second difference in the tails is huge compared with that in the middle. 
The data in the tails are very extreme, they are outliers. However, we can see that 
the outliers do not have much influence on the UDS model in determining the cluster 
as we start to determine the cluster boundary from the 30认 object in the tail to the 
middle. Thus, the UDS model is structurally robust to outliers. Hence, this may make 
us conjecture that this data structure may be the reason of the superior performance 
of the UDS. This conjecture motivates us to investigate whether the Neural Network 
model is susceptible to outliers. 
In order to investigate the performance of the Neural Network model in dealing 
with outliers, we have to compare the performance of Neural Network model in data 
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Table 4.6: The average squared error of the training set and validation set in each 
model for data without outliers 
Numbers of neurons 2 3 4 5 6 
Training set 0.00749 0.00697 0.00660 0.00676 "0.00706 
Validation set 0.00758 0.00713 0.00679 0.00666 0.00715 
Numbers of neurons 7 8 9 10 
Training set 0.00636 0.00644 0 . 0 0 6 ^ 0.0062^ 
Validation set 0.00688 0.00699 0.00706 0.0069厂 
with and without outliers. Again, we have already done the analysis of the Neural 
Network model with outliers. Hence, we now remove the outliers in the training, 
validation and testing set. We define outliers as stocks with the smallest or the largest 
ten value in any one of the financial variables. We then remove them out in the data and 
do the analysis again. The procedures are the same as mentioned before. We have to 
determine the number of neurons in the hidden layer before analyzing the performance 
of the portfolio. 
Table 4.6 shows that only the model with 5 neurons in the hidden layer satisfies 
the criteria that the average squared error of the validation set is less than that of the 
training set. We then use this trained model to predict the alpha of stock in the 2002, 
the testing set. The weights of the neurons are shown in the Appendix B. However, the 
model predicts that there are 20 stocks with positive alphas. It is totally unreasonable 
to include stocks that have a negative predicted alpha into the long portfolio. Besides, 
there are enough stocks with negative predicted alphas. Thus we form the long portfolio 
with 20 stocks and the short portfolio with 44 stocks, the combined portfolio is just the 
combination of the long and short portfolio. 
From table 4.7, we clearly observe that the performance of the Neural Network 
model without outliers is significantly better than that with outliers. Most of the 
portfolios have substantial increase in the portfolio alpha. The greatest increase in 
alpha and Sharpe's ratio can be as large as 66% and 2.026 respectively, it is really 
a huge difference. Thus, it is obvious to conclude that the Neural Network model 
is susceptible to outliers. This finding is consistent with other empirical results of the 
Neural Network model. Tims, it is a drawback of the Neural Network model. If we want 
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Table 4.7: The performance of portfolio based on Neural Network with and with-
out outliers 
Portfolio Alpha a Sharpe's Ratio 
No Outliers With Outliers No Outliers With Outliers 
EW Portfolio ” 
Long only 36.6% 2.5% 0.543 -0.602 
Short only 43.0% 21.1% 1.888 0.646 
Combined 79.6% 23.6% 2.567 0.541 
MVW Portfolio 
Long only 28.5% 4.6% 0.362 -0.325 
Short only 26.5% 23.9% 1.513 0.781 
Combined 55.0% 28.5% 1.957 0.779 
to use Neural Network model in data mining, it is wise to remove the outlier before the 
analysis. However, in the UDS model, it is robust to the outliers as explained before. 
We can confidently conclude that UDS model lias an additional advantage over the 
Neural Network model for its robustness to the outliers. 
Besides analyzing the robustness of the model to outliers, we investigate the 
performance of the model if the data have noise. In the preliminary analysis of the 
financial variables in the data section, we find that the Debt to Equity Ratio (DTE) 
has no predicting power on the stocks alpha. Tims, if we include DTE as an input 
variable in the model, we are just adding the noise to the data. Hence, the performance 
of the models when DTE is added is the performance of the model with noise data. 
We now add this financial variable into tlie data set and do the analyze again with the 
, same procedure. The results can then compared with results without noise. Finally, 
the performance of the model with noise data can be evaluated. 
We first compare the performance of the UDS model with and without noise 
data. From table 4.8, we find that three out of four long and short portfolios the 
portfolio alphas are quite close, only in the short portfolio with market value weighted 
the portfolio alpha with noise is substantially smaller than the portfolio alphas without 
noise. Moreover, the portfolio alphas are all positive even with noise. Though based 
on Sharpe's ratio, we see that the without noise short and thus also the combined 
portfolio is significantly better than with noise portfolios, we cannot say the model is 
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Table 4.8: The performance of portfolio based on UDS model with and without 
noise 
Portfolio Alpha a Sharpe's Ratio 
With Noise Without Noise With Noise Without Noise 
EW Portfolio “ 
Long only 21.1% 21.5% 0.358 0.386 
Short only 27.0% 31.6% 0.855 1.778 
Combined 48.1% 53.1% 1.088 2.260 
MVW Porifolio 
Long only 1.4% 1.4% -0.888 -0.886 
Short only 21.7% 39.1% 0.125 1.935 
Combined 23.1% 40.5% 0.073 1.370 
susceptible to noise as the aim of the model is the stock alpha only, not the idiosyncratic 
risk. It is unfair to conclude the overall model performance by only considering the 
Sharpe's ratio which treats risk as the total portfolio risk, sum of systematic risk and 
idiosyncratic risk. Hence, we rely more on the portfolio alpha to make the conclusion. 
Tims, we conclude that overall the noises have slightly jeopardized the results, and that 
the performance of the UDS is still satisfactory even when the noise is included. 
We now then compare the performance of the Neural Network models with and 
without noise. Again, we have to decide the number of neurons in the hidden layer 
initially. Table 4.9 shows that only the model with 6 neurons satisfies the criteria 
mentioned before. The weights of the neurons are also shown in Appendix B. We then 
select this model for the analysis. Before we go to the analysis of the return of the 
. portfolio. There is an interesting finding in the number of neurons selection process. 
For the data with outliers and with five financial variables as inputs, the models with 
two and five neurons satisfying the first criteria that the average squared error in the 
validation set is less than that in the training set, the criteria which avoid over fitting 
the model. For the data without outliers and with five financial variables as inputs, the 
only model satisfying this criteria is the model with five neurons. Finally, for the data 
without outliers and with six financial variables as inputs, the only model satisfying 
this criteria is the model with six neurons. We can observe that all the models with 
the numbers of neurons equal to the number of inputs satisfy the criteria for avoiding 
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Table 4.9: The average squared error of the training set and validation set in each 
model for data with noise but without outliers ^ 
Numbers of neurons 2 3 4 5 6 7 
Training set 0.00690 "W0681 0.00655 0.00655 "0.00703 "000640 
Validation set 0.00694 0.00698 0.00688 0.00701 0.00682 0.00698 
Numbers of neurons 8 9 10 H 12 
Training set —0.00649 0.00660 0.00642 0.00602 "Q.00669 
Validation set 0.00702 0.00699 0.00675 0.00685 0.00708 
Table 4.10: The performance of portfolio based on Neural Network without out-
liers with and without noise 
Portfolio Alpha a Sharpe's Ratio 
With NoiseWithout Noise With Noise Without Noise 
EW Portfolio ‘ 
Long only 36.6% 23.4% 0.442 0.543 
Short only 43.0% 40.6% 1.908 1.888 
Combined 79.6% 64.0% 4.621 2.567 
MVW Portfolio 
Long only 26.5% 51.0% 0.625 0.362 
Short only 37.3% 36.4% 1.966 1.513 
Combined 63.8% 87.4% 0.113 1.957 
the over fitting problem. Thus, this empirical results suggest that when choosing the 
number of neurons in the hidden layer, the number of inputs is the appropriate choice. 
We now evaluate the performance of the model with or without noise data. Again, 
the model predicts that there are 25 stocks with positive alpha. We then use these 
25 stocks to form the long portfolio. Other portfolios are formed similar with those 
mentioned before. From the returns summarized in table 4.10, we cannot distinguish 
between the performance of the model with noise and the performance of the model 
without noise. Sometimes, the model with noise performs better and sometimes the 
model without noise performs better. Thus, we conclude that the Neural Network 
model is not affected by the noise, at least in this study. 
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Chapter 5 
Conclusion and Further 
Development 
5.1 Conclusion 
According to the information efficient market hypothesis, the return of the in-
vestment is compensate for the systematic risk borne. The idiosyncratic risk is un-
predictable. The semi-strong form of the efficient market hypothesis concludes that 
fundamental information has no use to get better risk and return trade off. In this 
thesis, our results provide an evidence to encounter this hypothesis. We have used 
some fundamental information, Earning Yield(EY), Cash Flow to Price (CFTP), Mar-
ket Value (MV), Book to Market Equity (BTME), Dividend Yield (DY) and Debt to 
Equity Ratio (DTE), to predicte the idiosyncratic component, the Jensen's alpha, of 
the securities returns. We find that most of above mentioned financial variables, except 
Debt to Equity (DTE), have significant predictive power on the alpha. This definitely 
contradicts to the efficient market hypothesis. Hence, we conclude that the securities 
market in Hong Kong is not in semi-strong form efficient market, or at least it is not 
function perfectly as the hypothesis implied. Hence, this provides us an opportunity to 
beat the market by using fundamental analysis and get a better risk return trade off. 
We then investigate whether data mining techniques, Unidimensional Scaling 
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(UDS) and Neural Network, can help us to exploit this opportunity. These two data 
mining techniques are then employed to predicte stock alpha. The performance, the 
predictability, of the models are evaluated by the portfolio's alpha and Sliarpe's ratio 
of different investment portfolio formed base on the prediction of the model. 
In the UDS model, we have introduced an algorithm which is modified from 
Pliner (1996). This modified algorithm can save up to 97% of the computational time. 
Moreover, the performance of the algorithm is comparable with that of the original one 
despite the huge cut in the algorithm step. The modified algorithm is then very useful 
in handling large database. 
In addition, we find that it can conveniently place constraints on the clusters' 
size. This convenience is not easily attained by some data mining technique, such as 
K-mean clustering. We also propose that the cluster boundary can be determined by 
the second difference. A large second difference may indicate that there is a significant 
structure difference of the stocks. 
Moreover, we find that there is a significant positive relationship between the 
UDS and the stock alpha, the t-value of the coefficient of the mean UDS is 5.83. This 
can refer to table 4.1. The UDS model is not merely explaining the stock alpha, it 
has sound practical applications in the investment market. The investment portfolio 
formed base on the UDS prediction has large portfolio alpha in the testing year, that 
is the portfolio out perform the market substantially. All long, short and combined 
portfolio have positive alpha and Sliarpe's ratio larger than the market, no matter 
what the weighting scheme is. The UDS model is useful in identifying the out-perform 
and under-perform stocks. The portfolio alpha of the short portfolio can be as high as 
39.1%, thus the model is very powerful in identifying the under-perform stocks. This 
information is still very useful in the market even short selling restriction may hinder 
its full application. Nevertheless, through analyzing the constituent of the portfolio, 
we find that the long portfolio covers most of the Hang Seng Index (HSI) constituent 
stock and the short portfolio covers no HSI constituent stocks. 
For the Neural Network model, the performance is also satisfactory, all portfolios 
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have positive alphas. However, the performance is inferior to that of the UDS model. 
This is because the Neural Network model is susceptible to outlier. By removing the 
outliers, the performance of the Neural Network model is significantly improved. The 
UDS model is robust to the outlier due to its inherent characteristics. 
Besides, the robustness of the UDS model, it also has other advantage over the 
Neural Network. The structure of the UDS is much more simple relative to the complex 
Neural Network. Thus, in computing the model, the UDS save more computation 
resources than the Neural Network does. 
The last, but not the least, both models are not susceptible to the noise. In the 
thesis, we have added the DTE, which has no predictive power on the alpha, to the 
inputs and run the model again. We find that the results have no substantial difference. 
5.2 Further Development 
Despite the satisfactory results we have attained, there are still several interesting 
areas that can go further development. 
First of all, in optimizing the loss function in equation 3.1, there are many algo-
rithms already exist, none of them are the best. Finding a better algorithm in terms 
of computation time and accuracy is still an interesting topic for research. 
Second, the model can help to improve the risk return trade off by better stock 
selection. However, the market risk exposure is not controlled. If we want to control 
the market exposure, we have to closely, or at least approximately, estimate the market 
risk exposure, the beta (3 of the stocks and the portfolio. This topic can be done by 
data mining, instead of the traditional modeling of the securities beta. 
Third, we have found that long portfolio base on UDS covers most of the HSI con-
stituent stocks. It also covers one stock which is recently added into the HSI constituent 
list. Moreover, two of the uncovered HSI constituent stocks are recently deleted from 
the constituent list. This arouse us that the UDS model may be useful in predicting the 
change of the constituent list. This is very interesting and useful as there are increasing 
popularity of the index fund in the market, in terms of the number and the amount of 
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the fund invested. The index fund has to, though are not legally obligated, follow the 
constituent list strictly. In each of the announcement of the constituent change, there 
are significant effect on the price of the changed stocks. 
Forth, we have found that both models perform better in identifying the under-
performance stocks. This may be partly because the short selling restriction, and/or 
partly because other behavioral reason of the market participants. Investigating the 
above reasons may provide us the effect of the short sell restriction and the full picture 
of the mechanism of the real market and its participants. 
Finally, researcher can also try to use the similar method in different market 
and investigate whether these models work consistently well in different markets, for 
example, the US stock market, which is the largest and most developed stock market 
in the world. The performance of the model in this market is very indicative. 
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Appendix A 
The list of out-perform group in 2002 base on UDS prediction 
Company Name UDS Company Name UDS 
Zida Computer Tech 0.9333 Henderson Land Dev. 0.4315 
Ehealthcareasia Ltd. 0.9159 Luk Fook Hdg. 0.4275 
Slmi On Con. and Mats. 0.8692 P C C W Limited 0.4232 
Van Slmng Cliong Hdg. 0.8456 HK. and China Gas 0.4133 
Mansion House Group 0.8407 M T R Corp. 0.4128 
United Pacific Inds. Ltd. 0.8177 Wharf Hdg. 0.4112 
Wisdom Venture Hdg. Ltd. 0.7111 Raymond Indl. 0.4079 
HSBC Hdg. 0.6804 CITIC Pacific 0.4005 
China Mobile(HK) Ltd 0.6377 Cathay Pacific 0.3993 
Bright Intl. GP. 0.6141 Tungtex Holdings 0.3925 
Yu Ming Inv. 0.6000 Daiwa Associate Hdg. 0.3889 
Karrie Intl. Hldg. Ltd 0.5856 K Wall Con. Materials Ltd. 0.3879 
Hutchison Whamp. 0.5825 Saint Honore Hdg. 0.3859 
Sino Golf Hdg. 0.5594 Swire Pacific，A' 0.3834 
Hang Seng Bank 0.5389 SinoPec Corp.，H’ 0.3789 
Cheung Kong Hdg. 0.5327 Allan Int'l 0.3683 
Frankie Dominion 0.5204 High Fashion Intl. 0.3640 
Sung Hung Kai Props. 0.5138 Lerado Group (Hdg.) 0.3623 
China Unicom 0.4914 Johnson Electric Hdg. 0.3573 
PetroCliina Co. 'H' 0.4800 Legend Group Ltd. 0.3567 
Carry Wealth Hdg. 0.4754 Hang Lung Properties Ltd. 0.3504 
CLP Holdings Ltd. 0.4571 Li and Fung 0.3449 
Hong Kong Electric Hdg 0.4481 Bank of East Asia 0.3431 
CNOOC Ltd 0.4353 RBI Holdings 0.3248 
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The list of out-perform group in 2002 base on UDS prediction 
Company Name UDS 
Skyworth Digital 0.3199 
W K K Intl. Hdg. 0.3179 
Swire Pacific 'B' 0.3135 
Henderson Inv. 0.3114 
Yue Yuen Indl. Hdg. 0.3098 
Yangtzekiang Garment 0.3059 
Chung Tai Print 0.3056 
Kowloon Mtr. Bus Hdg. 0.3022 
HK Catering Mgmt. 0.2999 
Chevalier 0.2975 
Oriental Press Group 0.2971 
ASM Pacific Tech. 0.2953 
Hang Lung Group Ltd. 0.2945 
Lung Kee Ber. Hdg. 0.2915 
China Res. Entrep. 0.2877 
Tai Sang Land Dev. 0.2849 
Oriental Watch Hdg. 0.2843 
Goldlion Hdg. 0.2835 
Orient OS. Intl 0.2830 
Yip's Chemical Hdg. Ltd. 0.2812 
E2-Captial (Hdg.) Ltd. 0.2797 
Kee Sliing Hdg. 0.2788 
TV Broadcasts 0.2763 
New World Dev. 0.2759 
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The list of under-perform group in 2002 base on UDS prediction 
Company Name UDS Company Name UDS 
Innovative Intl. Hdg. -0.9706 Buildmore Intl. -0.2975 
Asia Res. Hdg. Ltd. -0.8741 Vision Tech Intl. -0.2972 
G-Prop (Hdg.) Ltd. -0.8033 South East Group Ltd. -0.2941 
Great Wall Cybertecli -0.6901 Tern Fat King Fung Hdg. -0.2914 
Can Do Hdg. -0.6148 Tse Sui Luen Jewelr. Intl. -0.2908 
Dong Fang Gas Hdg. Ltd. -0.6093 Swank Intl. Mnfg. -0.2892 
Century City -0.4373 K and P Intl. -0.2854 
ESun Hdg. Ltd. -0.4156 Chevalier Construction -0.2832 
Simsen Intl. Corp. Ltd. -0.3796 UDL Holdings -0.2811 
Bestway Intl. Hdg. -0.3612 Renren Holdings Ltd. -0.2742 
Wai Yuen Tong Medicine -0.3572 A-Max Hdg. Ltd. -0.2693 
China Logistics Gp. -0.3489 Lai Sun Garm. Intl. -0.2678 
China Dev. -0.3413 G-Vision Intl. -0.2650 
Sen Hong Res. Hdgs. Ltd. -0.3404 CIL Holdings -0.2606 
Earnest Invs. Hdg. -0.3366 Century Legend -0.2591 
Hung Fung Group Hdgs. Ltd. -0.3222 Paladin -0.2563 
E-Kong Group Ltd. -0.3084 Ching King (Hdg.) Ltd. -0.2558 
Victory Group Ltd. -0.3069 Wing Lee Hdg. -0.2544 
Heritage Intl. Hdg. Ltd. -0.3056 KPI Company -0.2537 
Millennium Sense Hdg. -0.3032 Dickson Group Hdgs. Ltd. -0.2524 
Everest Intl. Invs. -0.3019 Anex Intl. -0.2497 
Prime Invs. Hdg. -0.3010 Applied (China) Ltd. -0.2493 
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Appendix B 
The weight of the optimal Neural Network model for the data without noise DTE. 
From To Weight 
Bias Neuron 1 -1.4134 
EY Neuron 1 -0.1848 
CFTP Neuron 1 -0.2367 
MV Neuron 1 0.3371 
BTME Neuron 1 -0.1349 
DY Neuron 1 -0.0341 
Bias Neuron 2 -0.3554 
EY Neuron 2 0.0926 
CFTP Neuron 2 0.7367 
MV Neuron 2 -0.6660 
BTME Neuron 2 0.7525 
DY Neuron 2 0.1686 
Bias Alpha 0.3297 
Neuron 1 Alpha 0.2932 
Neuron 2 Alpha 0.2056 
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The weight of the optimal Neural Network model for the data without outlier and 
noise DTE. 
Prom To Weight From To Weight 
Bias Neuron 1 1.6665 Bias Neuron 4 -0.6968 
EY Neuron 1 -0.0037 EY Neuron 4 0.0324 
CFTP Neuron 1 -1.1302 CFTP Neuron 4 1.5255 
MV Neuron 1 0.3751 MV Neuron 4 0.5928 
BTME Neuron 1 -0.1331 BTME Neuron 4 0.0004 
DY Neuron 1 -0.0982 DY Neuron 4 00626 
Bias Neuron 2 -1.4096 Bias Neuron 5 -1.2804 
EY Neuron 2 -0.1113 EY Neuron 5 0.1809 
CFTP Neuron 2 0.0387 CFTP Neuron 5 -0.5289 
MV Neuron 2 -0.9465 MV Neuron 5 -0.4434 
BTME Neuron 2 0.0201 BTME Neuron 5 0.3168 
DY Neuron 2 0.1523 DY Neuron 5 -0.4822 
Bias Neuron 3 -1.7525 Bias Alpha 0.0251 
EY Neuron 3 0.4753 Neuron 1 Alpha 0.2898 
CFTP Neuron 3 -0.3895 Neuron 2 Alpha 0.3596 
MV Neuron 3 0.6151 Neuron 3 Alpha -0.1020 
BTME Neuron 3 -1.1663 Neuron 4 Alpha 0.3922 
DY Neuron 3 -0.5076 Neuron 5 Alpha 0.1881 
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The weight of the optimal Neural Network model for the data without outlier but 
with noise DTE. 
From To Weight From To Weight 
Bias Neuron 1 -0.9121 B i S Neuron 5 -1.0548 
EY Neuron 1 -0.0333 EY Neuron 5 -0.5328 
CFTP Neuron 1 -0.1474 CFTP Neuron 5 -0.7343 
MV Neuron 1 -0.5114 MV Neuron 5 -0.4423 
BTME Neuron 1 0.1181 BTME Neuron 5 -0.5057 
DY Neuron 1 -0.0774 DY Neuron 5 0.6853 
DTE Neuron 1 -0.0743 DTE Neuron 5 0.5110 
Bias Neuron 2 -0.5039 Bias Neuron 6 0.7946 
EY Neuron 2 -0.5729 EY Neuron 6 0.1072 
CFTP Neuron 2 0.0270 CFTP Neuron 6 -0.0305 
MV Neuron 2 0.2510 MV Neuron 6 0.0466 
BTME Neuron 2 0.1387 BTME Neuron 6 -0.3304 
DY Neuron 2 0.3921 DY Neuron 6 -0.5160 
DTE Neuron 2 -0.5535 DTE Neuron 6 0.2335 
Bias Neuron 3 -0.3303 Bias Alpha -0.1428 
EY Neuron 3 0.1348 Neuron 1 Alpha 0.8482 
CFTP Neuron 3 0.5571 Neuron 2 Alpha 0.0467 
MV Neuron 3 0.7285 Neuron 3 Alpha 0.3831 
B T M E Neuron 3 0.1271 Neuron 4 Alpha 0.1513 
DY Neuron 3 0.4654 Neuron 5 Alpha -0.0938 
DTE Neuron 3 0.0701 Neuron 6 Alpha 0.2771 
Bias Neuron 4 -0.5296 
EY Neuron 4 -0.4372 
CFTP Neuron 4 0.1209 
MV Neuron 4 0.1830 
BTME Neuron 4 -0.0203 
DY Neuron 4 0.4691 
DTE Neuron 4 0.2380 
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