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ABSTRACT (IN ENGLISH) 
Structural mass spectrometry (MS) is an evolving field of structural biology introducing 
novel techniques for the characterization of biomolecules. Although MS-based techniques 
only can provide "low-resolution" information compared to standard high-resolution 
techniques representing by X-ray crystallography, cryo-electron microscopy or nuclear 
magnetic resonance, its uniqueness lies in the ability to easily obtain structural information 
about various biomolecules in their native or native-like environment.  
By employing various approaches, from protein covalent labelling through chemical 
cross-linking to ion mobility, structural MS provides insight into the structure and dynamics 
of proteins and their complexes over a broad timescale. 
This thesis is dedicated to the development of novel structural MS approaches based on 
pulse covalent labelling and chemical cross-linking. Employing the developed quench-flow 
microfluidics apparatus, we performed footprinting experiments on proteins and protein 
complexes in timescale from a few microseconds to single seconds.  
Specifically, fast photochemical oxidation of proteins (FPOP) and novel fast fluoro 
alkylation of proteins (FFAP) techniques were utilized to track structural changes of 
myoglobin upon release of the prosthetic heme group. Additionally, these footprinting 
techniques were successfully used to localize the interaction interphase of the biologically 
important human haptoglobin-haemoglobin complex, which atomic structure was not still 
satisfactorily described. Further, chemical cross-linking was beneficially used to describe 
the longitudinal interaction of "mini-lamins" tetrameric assembly. 
KEYWORDS 
Structural mass spectrometry, proteins and protein complexes, protein dynamics, higher-
order structure (HOS), pulse labelling, covalent labelling, chemical cross-linking, radical 
footprinting, fast photochemical oxidation of proteins (FPOP), Togni reagents, fast 
fluoroalkylation of proteins (FFAP). 
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ABSTRAKT (IN CZECH) 
Strukturní hmotnostní spektrometrie (MS) je progresivní metoda současné strukturní 
biologie pro charakterizaci biomolekul. Ačkoli techniky založené na MS poskytují pouze 
informace "s nízkým rozlišením" ve srovnání s klasickými strukturálními metodami, jako je 
rentgenová krystalografie, elektronová mikroskopie nebo nukleární magnetická rezonance, 
její jedinečnost spočívá ve schopnosti snadno získat strukturní informace o různých 
biomolekulách v jejich nativním prostředí. 
Využitím různých přístupů, od kovalentního značení proteinů, přes chemické síťování 
až po iontovou mobilitu, umožňuje strukturní MS pohled na strukturu a dynamiku proteinů 
a jejich komplexů v čase. 
Tato práce je věnována vývoji nových přístupů strukturní MS, které jsou založeny na 
pulzním kovalentním značením a chemickém síťování. S využitím vyvinutého 
mikrofluidního reaktoru byl proveden "footprinting" povrchu proteinů a proteinových 
komplexů v časovém rozsahu od několika mikrosekund až po jednotky sekund. 
V této práci byly konkrétně použity rychlá fotochemická oxidace proteinů (FPOP) a 
nově vyvinutá technika rychlé fluoroalkylace proteinů (FFAP) pro sledování strukturních 
změn myoglobinu způsobených uvolněním prostetické skupiny hemu. Dále byly tyto 
metody úspěšně aplikovány k lokalizaci interakčního rozhraní biologicky důležitého 
komplexu lidského haptoglobinu a hemoglobinu, jehož atomová struktura nebyla dosud 
uspokojivě popsána. Dále bylo použito chemické sítění k popisu podélné interakce 
tetramerního komplexu "mini-laminů". 
KLÍČOVÁ SLOVA  
Strukturní hmotnostní spektrometrie, proteiny a proteinové komplexy, strukturní dynamika, 
struktura vyššího řádu (HOS), pulzní značení, kovalentní značení, chemické zesítění, 
radikálové značení, rychlá fotochemická oxidace proteinů (FPOP), Togniho činidla, rychlá 
fluoralkylace proteinů (FFAP).  
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10  
SEC-DIS  size-exclusion chromatography coupled with dynamic light scattering 
SID    surface-induced dissociation 
SPB    succinimidyl-[4-(psoralen-8-yloxy)]-butyrate 
Sulfo-NHS   N-hydroxysulfosuccinimide 
TBHP   t-butylhydroperoxide 
TCEP   tris(2-carboxyethyl)phosphine 
TEM    transmission electron microscopy 
TIMS    trapped ion mobility spectrometry 
TWIMS   travelling wave ion mobility spectrometry 
UV   ultraviolet radiation 
UV-CD   ultraviolet circular dichroism 
UVPD   ultraviolet photodissociation 
vT-ESI  variable-temperature electrospray ion source 
XL-MS  cross-linking mass spectrometry  


















1.1 Proteins and protein complexes 
 Structure and dynamics 
The proteins are the essential and the most diverse biomolecules of life and underpin 
of biochemistry as a field. Such biomolecules were discovered in 1838 by Mulder[1] and 
subsequently named proteins (from the Greek πρώτα "prota") by Berzelius[2], meaning 
"primary", "in the lead", or "standing in front"[3]. Thenceforth, proteins have become pivotal 
molecules of research interest, revealing their irreplaceable role in biological processes such 
as cellular metabolism, cell growth, communication, transport, storage and many others.  
However, proteins studies experienced the most significant expansion in the 1950s, when 
the fundamental phenomenon of linking amino acids into one long chain (primary structure) 
followed by hydrogen-bonding stabilization (secondary structure) was discovered[4,5]. 
Since then, the protein structure has become one of the major milestones of structural 
biology, which leads to the development of novel techniques, determining protein structures 
at all hierarchy levels known as primary, secondary, tertiary, quaternary structure 
(Figure 1)[3].  
 
Figure 1: Protein structure hierarchy illustrated on tetrameric haemoglobin α2δ2 (PDB: 1nqp[6])  
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The first level of the structure hierarchy is the primary structure, which refers to 
the direction-dependent (N-terminus, C-terminus) sequence of linked amino acids serving 
as the basic building blocks.  
In general, each amino acid is composed of a central alfa carbon (Cα) linked to an amino 
(–NH2) and a carboxyl (–COOH) groups that link single amino acids to chains through 
the peptide amide bond (CO-NH). Additionally, Cα is a covalently binding R group, 
representing 20 different proteinogenic side chains, giving amino acids unique properties 
such as size, shape, charge and polarity. On top of that, Cα forms a chiral center  
(19 of 20amino acids), creating a D or L stereoisomers of amino acids. However, only 
L-stereoisomers are presented in natural protein constructs[7]. By linking amino acids, the 
polypeptide chain is formed. The order of linked amino acids results in the sequence 
(primary structure) having unique properties.  
However, this simple linking phenomenon of the primary structure was not deciphered 
until 1952, when Sanger sequenced the first protein (insulin) by his novel approach[4]. In the 
same decade, the proposed secondary structure was experimentally approved by hydrogen-
deuterium exchange (HDX) experiments[5,8].  
The secondary structure is another level in protein structure hierarchy related to the 
arrangement of a linear peptide sequence in space. The most important interactions 
responsible for stabilizing secondary structure are backbone hydrogen bonds, resulting in 
the formation of recognizable α-helices and β-sheets (Figure 1).  
The α-helices are peptide structures made up of right-handed coiled amino acids, with one 
whole turn made up of 3.6 residues. On the contrary, β-sheets are composed of two or more 
peptide strands situated next to each other in either a parallel or antiparallel arrangement. 
The dependence of peptide sequence on the occurrence of secondary structures was 
deeply studied. One of the pioneering work was published by Ramachandran et al.[9], which 
correlates torsion angles φ (around N-Cα) and ψ (around Cα-C) of each amino acid with 
secondary structure likelihood. In principle, the peptide bond has a partial-double-bond 
character due to the presence of delocalized electrons within the resonance structure 
(Figure 2a). This fact makes peptide bond (CO-NH) reluctant to any rotation giving it 
a rigid "plane-like" character (Figure 2b). As consequences, only bonds with angles marked 
as φ and ψ has rotating freedom of 360 degrees. However, in proteins, full rotation is limited 
by neighbour side chains causing atoms clashes due to the steric hindrance. Thus, by plotting, 
φ over ψ results in the Ramachandran plot for every amino acid (Figure 2c), revealing 
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regions representing preferred, preferably allowed, exceptionally allowed, and prohibited 




 Figure 2: a) Resonance structures of the peptide bond revealing its partial-double-bond character. b) Peptide with highlighted peptide plane with rotatable bonds N-Cα (φ) and Cα-C (ψ). c) Representative Ramachandran plot with regions of preferred (orange), allowed (yellow) and prohibited (white) angles combinations revealing secondary structure motifs. Adapted and edited from[10,11].  
Thanks to its simplicity, Ramachandran plots are ordinarily used to validate new 
structures during the deposition process in protein data bank (PDB)[12]. Additionally, they 
are used in bioinformatics for in silico predictions of protein structure and properties[11,13]. 
The tertiary structure is another protein level that refers to the 3D arrangement of 
previously described secondary structure motifs. The resulting domains (Figure 3) stabilized 
by hydrogen bonds, non-covalent interactions (Van der Waals interactions, ionic bonds), and 
disulfide bridges are already functional protein units capable of a particular function 
(such as binding cofactor, gene activation or catalysis). However, large proteins are usually 
composed of more than one domain, giving them a unique set of functions (e.g. activation 





Figure 3: Example of common domain folds. Adapted from[15].  
The additional level of protein arrangement is known as the quaternary structure, which 
is the organization of more than one polypeptide chain (subunit) into multiple subunits 
protein complex (oligomer). The oligomer is held together predominantly by weak 
hydrophobic non-covalent interactions (electrostatic interactions are also involved). Protein 
complex can be composed of identical or different subunits but always with defined 
stoichiometry. 
For a description of the oligomer stoichiometry, Greek letters are used as descriptors 
of subunit type, and subscript numbers define a number of involved subunits. For illustration, 
the most common haemoglobin type is a tetramer composed of two α, and two β non-
covalently bound subunits, which is denoted as haemoglobin α2β2[15]. 
Since protein 3D structure and function are assumed to be in a close relationship, then the 
protein structure should be sufficient enough to thoroughly understand protein function. 
Nevertheless, structural information is providing just a static view of the system without its 
dynamics. However, native proteins undergo many conformational fluctuations associated 
with their stability, function, and regulation. Thus, understanding protein dynamics in 
a broad timescale is essential for understanding their essential functions[16].  
One of the most critical dynamic events is protein folding which occurs simultaneously 
or immediately after translation of a new protein chain. Once the protein chain is synthesized 
as a random coil, its folding pathway is naturally driven into its native functional 
conformation. According to Anfinsen's dogma (also known as a thermodynamic hypothesis), 
native conformation is encoded in the protein’s primary sequence and have one of the lowest 
free energy[17]. However, the protein’s ability to spontaneously reach its native structure 
(lowest free energy state) in less than a few seconds is impossible from a thermodynamical 
point of view. Levinthal proposed this folding paradox in 1968, showing that finding native 
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conformation by a random search among all possible configurations would take 
an enormously long time[18,19]. Additionally, he suggested a paradox solution by the 
assumption that protein folding can be guided through local interactions, which determine 
further folding through the formation of nucleation points (Figure 4a)[18]. Therefore, protein 
folding can be illustrated as a "folding funnel" where protein occupies limited energetical 
levels corresponding to semi-stable structural folds (Figure 4b)[20]. 
 
Figure 4: a) Classic view representing protein folding pathway. b) Novel view of the folding scheme is a "folding funnel", where protein is subsequently undergoing its semi-stable folding intermediates through the funnel-like energetic landscape. Adapted from[21].   
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 Methods for the study of protein structures 
 Circular dichroism 
Circular dichroism (CD) spectroscopy is a technique used for the determination of protein 
secondary structure. In general, the CD is based on distinct absorption of right and left-
handed polarized light after passing through the protein sample[22]. 
In detail, light has time-dependent magnetic and electric field vectors oscillating 
perpendicularly to each other in the same phase (Figure 5a). By shifting magnetic or electric 
field phase by ¼, circularly polarized light is formed with its vector performing a circular 
motion (Figure 5b), yielding in the right circularly polarized (RCP) or left circularly 
polarized (LCP) light. Since proteins secondary structure is non-symmetric, it can absorb 
left or right-handed circularly polarized light differently (Figure 5c). Due to the absorption 
of one light component (decrease of amplitude), perfectly circular motion becomes elliptical 
(elliptically polarized see Figure 5d). The difference of these motions is expressed 
as (molar) ellipticity (θ) which is the unit seen in the CD spectrum measured over a range of 
wavelengths[23].  
In the case of proteins, far-ultraviolet circular dichroism (UV-CD) spectra are measured 
due to the presence of characteristic absorption waveforms for α-helices and β-sheets 
(Figure 5e). Specifically, α-helixes have absorption maxima at positive 193 nm and negative 
222 nm and 208 nm, yielding in characteristic negative double peak. On the other hand, 
β-sheets have positive 195 nm and negative 218 nm bands. Also, disordered proteins have 
recognizable maxima at positive 210 nm and negative 195 nm[22].  
For the determination of the sample with unknown secondary structure, the measured 
spectrum is compared to reference spectra of fully α-helical or β-sheets proteins. 
By mathematical deconvolution, the presence of a relative fraction of the secondary structure 
can be determined. As was shown, the CD can provide only low-resolution information 
about protein structure. Hence, for detailed structural analysis, other techniques are involved 
and will be closely described[22].  
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 Figure 5: Green and red waves oscillating perpendicularly to each other a) Plane-polarized light created by combining waves in the same phase oscillates back and forth at 45 degrees (represented in cyan). b) Circularly polarized light created by the combination of red and green waves off ¼ a wavelength phase. c) A chiral molecule (indicated as the red box) absorbing the only RCP light yielding in d) elliptically polarised light. e) UV-CD spectrum of various proteins: α-helical insulin 
(blue), β-sheeted immunoglobulin and disordered micro-exon gene 14 (green). Adapted from[10].  
 X-ray crystallography 
X-ray crystallography (XRC) is an analytical method studying the interaction of crystalline 
samples with X-ray irradiation. Unlike CD, XRC allows the determination of the absolute 
molecular structure by known positions of atoms, bond lengths and angles in the crystal 
lattice[24].  
The first experiments revealing the feasibility of solving protein structures by X-ray 
crystallography dates back to 1958, when the first detailed protein structure of sperm whale 
myoglobin was uncovered by Kendrew et al.[25]. Just after four years, Kendrew and Perutz 
were awarded by Nobel prize for their studies of the structures of globular proteins. 
(E) 
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Subsequently, XRC has become the central technique for answering many biological 
questions resulting in more than ten additional Nobel prizes related to the utilization of XRC 
(most recent 2012; Structure and function of G-protein-coupled receptors)[26]. Until now, 
Protein Data Bank registered more than 178 000 macromolecular structure entries, whereas 
157 000 were solved by X-ray crystallography. This fact is pinpointing XRC's fundamental 
role in structural biology[27].  
In brief principle, during the pass of monochromatic X-rays through the substance, elastic 
bending (diffraction) of the X-rays occurs. The direction and intensity of the diffracting 
beams depend on the internal structure (electron density) of the sample. A periodic 
crystalline structure acts as a diffraction grating, resulting in the diffraction pattern 
(Figure 6) created by constructive/destructive light interferences determined by 
Bragg's Law. For obtaining complete protein structural information, the crystal must be 
scanned in many X-ray-to-crystal angles[24]. 
 
 
Figure 6: Schematic workflow of X-ray crystallography experiment. Adapted from[24].  
The obtained diffraction patterns (reflections) are converted with Fourier transformation 
(FT), yielding in electron density map and vice versa. As amplitude, the square root of the 
spot intensity is used; however, the phase of the reflections is unknown and cannot be 
measured. Due to the missing phase information, FT cannot be directly applied, and electron 
density cannot be directly calculated. This phenomenon is known as a phase problem and 
can be solved with many approaches[10].  
19  
The most used approach is Molecular Replacement, where a similar structure is used to 
determine the unknown structure. In principle, the software calculates theoretical diffraction 
patterns of many orientations of known structure through FT followed by fitting theoretical 
reflections with experimentally measured data. Once the software finds an appropriate 
overlay, it adapts phases of the known model and creates the initial electron density map. 
Afterwards, the polypeptide chain with an unknown structure is fitted into the initial electron 
density map, and the FT calculates a theoretical diffraction map based on the position of 
fitted atoms. By comparing the newly calculated theoretical diffraction map and 
experimentally measured, the phases are improved, and a better fitting electron density map 
is created. This process named refinement is then looped until satisfactory fit is obtained. 
After refinement, the structure is deposited at PDB as x, y, z coordinates for each atom[10].  
Even though X-ray crystallography proved its application for many biological relevant 
systems, its limitation lies in protein crystallization, which is not achievable within some 
proteins of interest[28]. Additionally, crystallized proteins provide only snapshot-like (frozen 
in time) structural information, and therefore XRC cannot be used to study protein dynamics. 
Therefore, other techniques such as nuclear magnetic resonance (NMR) or mass 
spectrometry have to be utilized[26]. 
 Nuclear magnetic resonance  
Nuclear magnetic resonance (NMR) spectroscopy is a method for studying the protein 
structure and its dynamic behavior, complexing abilities, and many other important 
physicochemical properties in solution. To obtain the 3D structure, the proteins must be 
isotopically enriched with magnetically active atoms (spin ≠ 0) such as 1H, 13C, 15N and 31P. 
This can be achieved by expressing the respective protein in a suitable expression system 
(e.g. Escherichia coli) in an isotopically enriched growth medium[29].  
Once the protein is isotopically enriched and placed in the strong magnetic field, the 
atom's nucleus magnetic moments (axis of rotation) arrange parallel to the external magnetic 
field B0 (z-axis in Figure 7). Subsequently, a short radio frequency (RF) pulse generating 
variable magnetic field (B1) perpendicular to the external field is applied, causing magnetic 
vectors to shift in (x-y plane). This shift is immediately followed by the return of excited 
magnetic moments in equilibrium by rotation at Larmor frequency (chemical shift in ppm). 
This signal is recorded ("echo") in the form of exponentially decaying current as time-
dependent free-induction decay (FID)[30]. 
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When proteins are measured, various atoms with many different Larmor frequencies are 
recorded at once, and Fourier transformation is needed to be applied to deconvolute NMR 
spectra to separate chemical shifts[30]. To determine protein 3D structure, 2D NMR 
experiments are usually conducted, providing additional information by recording 
magnetization transfer from one hydrogen to another in near 3D space. These experiments 
give clear evidence of the spatial arrangement of measured atoms used for molecular 
modelling and structure determination[31,32]. 
 
Figure 7: NMR experiment pulse sequence. Without an external field magnetization vector of each atom are randomly oriented. When an external magnetic field (B0) is applied, magnetic vectors of atoms sort along the external magnetic field (the z-axis). When short RF-pulse is applied, bulk magnetization is pushed to (x-y plane) and immediately starts to rotate back to equilibrium (along the z-axis) at its Larmor frequency (chemical shift), measured as decaying oscillating electric field. Adapted from[10].  Compared to X-ray crystallography, NMR beneficially measures samples in solution, 
enabling the study of protein dynamics in milliseconds time scale, which is not easily 
accessible by other high-resolution techniques[33]. However, NMR has severe limitations, 
such as the use of isotopically labelled proteins, higher sample consumption (in order of 
milligrams) and protein maximal size limitation ~50 kDa for de novo NMR[34]. 
 Cryogenic electron microscopy 
Cryogenic electron microscopy (Cryo-EM) is the most evolving technique in structural 
biology these days, overcoming the drawbacks of X-ray (no crystal needed) and NMR 
(molecule size limit). Its ground-breaking series of discoveries date back to the 70s-80s when 
crucial sample preparation (vitrification) and data processing (combination of 
2D tomograms into the 3D structure) protocols were published. For Cryo-EM development, 
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Jacques Dubochet, Joachim Frank and Richard Henderson were awarded by the Nobel Prize 
in 2017, pointing to the importance of this technique[35]. 
In general, Cryo-EM shares its basic principles with transmission electron microscopy 
(TEM), where the beam of electrons of similar wavelengths as atoms (~1 Å) interact with 
the thin layer of the sample. Transmitted electrons are carrying information about the sample, 
which is then transformed into an image. However, electron microscopes operate under a 
high vacuum with high energy electron beams, causing proteins burning and evaporation of 
water molecules stabilizing 3D protein structure[10]. Hence, Cryo-EM works within 
cryogenic temperatures where the sample is prepared by a process known as vitrification. 
During the sample preparation, the aqueous sample is flash-frozen in liquid ethane, resulting 
in the formation of amorphous ice surrounding protein molecules in randomly frozen 
orientations with preserved native 3D structure[36]. Subsequently, multiple 2D images 
(thousands of micrographs) are recorded with protein molecules in all possible orientations 
(Figure 8), and sophisticated image-processing software is used to classify groups of 
"similar" projections. Later on, groups (known as classes) of different orientations are 
combined into a low-resolution 3D structure or map, and each particle is then fitted to this 
initial 3D model. By fitting each particle and re-aligning and re-projecting, the enhanced 
high-resolution model is obtained[37]. To obtain the structural model of the atomic resolution, 
the polypeptide chain of the known sequence is manually fitted to the calculated model and 
corrected according to basic geometric parameters (like in X-ray crystallography)[38].  
 
Figure 8: Cryo-EM image processing outline of pore-forming lysenin toxin. Adapted from[38].  
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Since the first publication, the invention of Cryo-EM revolutionized the structural biology 
field, revealing structures of large macromolecular assemblies not achievable by any known 
technique. Nowadays, Cryo-EM is pushing limits forwards by enhancing instrumentation 
which becoming capable of insight into molecular structures at an atomic resolution[39].  
1.2 Structural mass spectrometry 
Up to the 1980s, mass spectrometry was primarily focused on analyzing m/z of small 
molecules. However, in the late 1980s, pioneering publications evolving soft ionization 
techniques were published introducing electrospray ionization (ESI)[40] and matrix-assisted 
laser desorption/ionization (MALDI)[41–43]. These key publications opened brand new 
possibilities enabling the transfer of large molecules into the gas phase without significant 
fragmentation during the ionization process[44]. Since then, mass spectrometry has made 
a giant step forward, enabling a detailed study of biomolecules, including their higher-order 
structure and dynamics in combination with covalent labelling, chemical cross-linking, 
native mass spectrometry and ion mobility (Figure 9)[45,46].  
Although structural MS is a potent tool in structural biology, it provides only 
"low resolution" information and, thus combination with established biophysical methods 
such as X-ray crystallography, nuclear magnetic resonance or cryo-electron microscopy is 
beneficial or even essential. However, mass spectrometry occupies a special place compared 
to the mentioned methods due to its simplicity (like the absence of crystalization step in 
XRC) and very low sample consumption[47]. 
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Figure 9: An overview of standard structural MS techniques linked with the information they can provide. Adapted from[45].  
 Native mass spectrometry and Ion mobility 
The invention of ESI has led to a significant boom in the field of mass spectrometry in terms 
of the development of methods for the study of biomolecules. One of the newly established 
methods was native mass spectrometry. In 1991, the first publications showed the 
electrospray's ability to ionize and transport intact protein complexes to the gas phase, 
defining a milestone of native MS[48,49]. But surprisingly, the name "native" MS was formally 
introduced more than one decade after its first use in 2004 by Heuvel and Heck[50]. 
To date, native MS serves as a complementary technique to the portfolio of structural 
biophysical methods[51]. Native MS versatility was proven by many publications where 
stoichiometry, topology or kinetics of small proteins to huge protein machineries (like the 
ribosome, urease, or viral capsids) were solved (Figure 10)[52–54]. 
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Figure 10: Comparison of of H. pylori urease ESI spectra measured under (a) denaturing conditions (50:50 (v/v) AcN:H2O with 0.1 % (v/v) formic acid) revealing distinct envelopes of α (26.6 kDa, 
orange) and β (61.7 kDa, magenta) subunits. In comparison (b) native conditions (200 mM 
ammonium acetate, pH 6.7) preserved fully intact dodecameric α12β12 machinery of total mass 
1,063.4 ± 1.0 kDa. Adapted from[46].  
Nevertheless, the commonly used term "native" MS could confuse scientists outside of 
the mass spectrometric community. The perplexity of the term is originating from biological 
fields where it is related to the state inside the cells (pH, ionic strength, protein crowding, 
etc.)[55,56]. However, in-cell "native" conditions cannot be achieved during MS analysis 
because most mass spectrometers work under low pressures. Thus, native in mass 
spectrometry is related to the state of a sample prior to the ionization.  
Unlike in standard ESI, native MS requires mimicking native-like conditions by using 
non-denaturing aqueous solvents containing broad concentration ranges of volatile salts 
(e.g. ammonium acetate, ammonium carbonate). Also, precise pH and ionic strength control 
play an essential role in native MS[57,58]. However, concentrated salt buffers within 
traditional ESI sources are problematic, leading to protein-salt adducts formation, making 
the mass spectra almost indecipherable. In 1996, Wilm and Mann[59] partially solved this 
problem by miniaturizing the ESI tip diameter to ~1 µm (nanoESI), which made it more 
tolerant towards salt adducts formation[60,61]. Additionally, a potential of only 0.5-1.5 kV 
was found to be sufficient to maintain steady spray without the need for external spraying 
force. Also, flow rates were drastically reduced to only a few nanoliters per minute. In 
summary, all mentioned benefits make native MS utilizing nanoESI a perfect combination 
for techniques such as ion mobility, where nativity can be determined through ions collision 
cross-sections (CCS).  
Ion mobility, also called ion mobility spectrometry (IM or IMS), is a method based on 
the separation of ions in the gas phase in an electric field. The separation of ions of different 
size to charge ratio occurs through collisions with inert buffer gas, which is introduced into 
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the drift tube in the opposite direction towards ions. Due to the different ions collision cross-
sections, larger molecules undergo more collisions with inert gas than small ones. 
The separation of ions is then recorded on a detector plate as ion current over time (in tens 
to hundreds ms scale), giving ion mobility spectrum. This basic principle is summarized 
in Figure 11.  
 
 
Figure 11:  Basic principle of ion mobility separation in the drift tube IMS. Adapted from[62].  
From the physical perspective, the separation of ions in the limiting conditions 
(homogeneous gas, weak and uniform electric field (E = ΔV/L)) can be described[63]. Under 
these conditions, ion's mobility K is constant and is defined as the ratio between steady-state 





However, K depends on numerous variables such as temperature, pressure, polarizability and 
composition of drift gas etc. Thus, normalization to standard temperature T0 (273.15 K) and 







Reduced ion mobility is valuable information for stand-alone IMS devices, as these values 
are included in compound libraries for fast and straightforward identification 
(e.g. airport screening, food quality control)[64].  
Nevertheless, the first hyphenation of ion mobility spectrometry-mass spectrometry 
(IMS-MS) in 1970 by Cohen and Karasek[65] empowered the creation of an even more 
powerful tool due to the parallel acquisition of ion mobility and m/z in one experiment. 
This invention gives MS an additional separation dimension which is beneficially used 
nowadays in proteomics, lipidomics etc.[66,67]. However, obtained m/z and K0 are satisfactory 
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Where µ is the reduced mass of the ion-gas molecules (µ = mimg/(mi+mg)) mi and mg are the 
ion and gas particle masses, respectively. kB is Boltzmann's constant, T is the drift gas 
temperature, z is the nominal ion charge, e is the elementary charge, N is gas number density, 
and K represents ion mobility.   
Despite that, calculated CCS must be evaluated with caution because the Masson-Schamp 
equation is derived from a simplified mathematical model (but the best we know yet) 
approximating zero electric field within the IMS experiment, which is not feasible during 
the real experiment[69]. Thus, the primary output of IMS is K, with limitations that were 
already described in the previous text.  
Nonetheless, described equations are solely valid for the most straightforward instrument 
setup, Drift tube IMS (DTIMS). Its aspects were already described at the beginning of this 
chapter and can be seen in Figure 11. Nowadays, instruments with different separation 
principles capable of IMS-MS are commercially available (Figure 12). However, most of 
these instruments cannot provide CCSs values directly due to the non-homogeneous electric 
field used for ions separation. Thus, DTIMS still serves as the primary method for 
determining direct CCSs even though the capability of differential mobility analyzers (DMA 





Figure 12: Collection of common separation principles used in ion mobility; DTIMS = drift tube IMS; TWIMS = travelling wave IMS; TIMS = trapped IMS; DMA =differential mobility analyzer; FAIMS = field-asymmetric waveform IMS. From left to right: acronym, gas direction, electric field direction, the axial profile of electric, time profile of an electric field, ions motion and separation readout. Edited and adapted from Gabelica et al.[70].   
However, the most widespread technique for the IMS-MS experiment is ion mobility with 
a travelling wave (TWIMS). In this case, ions separation occurs within static drift gas filled 
in stacked ring ion guide electrodes to which series of RF voltage is applied to form potential 
travelling wave propagating towards MS detector. These pulses are propelling ions through 
drift gas, separating ions by their size (large ions are delay through more collision than small 
ions). By alternating travelling wave speed and its voltage magnitude separation can be fine-
tuned. Although TWIMS is operating below the low-field limit as in DTIMS, direct CCS 
cannot be easily assessed due to the constantly alternating electric field resulting in the 
invalidity of the relationship between CCS and K[70,71]. Hence, external calibration by 
molecules of known CCS (standards) is inevitable[72]. To achieve optimal calibration, 
standards of similar chemical and physical properties should be used. Fortunately, many 
works have been published providing directly measured CCS values for small molecules[73], 
peptide polymers[74], denatured proteins, native-like proteins[75], oligonucleotides[76] and  
N-glycans[77].  
Since the first commercially available IMS-MS instrument was Synapt (Waters) equipped 
with TWIMS[78] (in 2006), this instrument ignited a revolution in the structural MS by 
28  
facilitating CCSs and dynamics of large protein complexes like GroEL-GroES[79] or virus 
assembly intermediates[80]. 
Another less common separation principle is the High-field asymmetric waveform IMS 
(FAIMS). In this setup, ions are introduced between two electrodes where the periodic 
asymmetric waveform is introduced. Separation occurs due to the different mobilities at high 
(>7500 V cm-1) and low electric field[81,82]. This principle has been advantageously used 
within proteomics experiments, where IMS separation filtered out abundant precursor ions 
allowing the instrument to analyze even low abundant peptides within the limitation of 
instrument duty cycle[83]. 
In 2011 new IMS separation named trapped ion mobility spectrometry (TIMS) was 
introduced[84]. During the TIMS experiment, ions entering the ion guide are trapped by the 
non-uniform electric field, which holds ions against moving drift gas. Trapped ions are then 
spatially separated along the axial direction, trapped in the electric field at the position 
according to their ion mobilities (compensation of drift force vs electric field). Scanning is 
then performed by the continuous decrease of trapping electric field causing step-wise 
elution of trapped ions from high to low size-to-charge ratio towards MS detector[85]. 
In addition to the standard ion separation methods in the previous text, many others exist, 
such as differential mobility analyzers (DMA)[86], cyclic ion mobility spectrometry 
(cIMS)[87] etc. However, their practical use is limited to particular applications, and their 
detailed descriptions are summarised in a review by Cumeras et al.[64]. 
The native IMS-MS becomes an effective tool in structural biology, providing 
information that other complementary methods cannot answer. However, the native 
IMS-MS method raised many doubts about its validity as the mass spectrometers operate at 
low pressures close to vacuum. On the concerns about the "nativity" of biomolecules in the 
gas phase Gabelica in 2019, noted that in "…..fields like structural chemistry and biophysics, 
there is always this suspicion about native MS, because we are analyzing things in the gas 
phase and we want to infer information on what existed in the solution. In every community 
you have to convince and prove that what you are claiming to deduce from MS is valid. In 
different communities it's a different challenge. For example, among organic chemists and 
supramolecular chemists, a few are really convinced, but most will want to crystallize the 
structure and analyze it by NMR, because that is more conventional and thus better accepted 
by their peers."[88]. Even though her opinion on native MS, D'Atri and Gabelica[89] published 
a manuscript where alterations of G-quadruplex structures were found upon transfer from 
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solution to the gas phase (structure compared to circular dichroism data). She assigns this 
phenomenon to the memory of the solution structure in the gas phase due to the presence of 
native MS buffers manipulating charge states[89]. However, other publication from 
Borysik et al.[90] tested globular proteins of broad mass range (15 kDa-500 kDa), revealing 
good conformity of measured CCS values with Stokes radii (Rs) obtained from Size-
exclusion chromatography coupled with dynamic light scattering (SEC-DLS).  
Aside from "nativity", structural IMS-MS can explore biomolecules stability in the gas 
phase through collision-induced unfolding (CIU). As proof of concept, the work published 
in 1997 by Shelimov and Jarrold[91] showed progressive structure unfolding of 
apomyoglobin with a gradual increase of injection energy without protein fragmentation.  
In a typical CIU experiment shown in Figure 13, molecular ions of interest are isolated 
and subjected to collisions with inert gas, resulting in increased internal energy of selected 
ions. Subsequently, collision voltage is ramped in defined steps resulting in a gradual 
increase of internal energy enabling molecular ions conformation change (predominantly 
unfolding), which IM detects as the transition of drift time or CCS. After that, drift times 
across a measured range of collision voltages are plotted, creating the 3D heatmap, also 
know as CIU fingerprint[92]. 
 
Figure 13: Typical of CIU experiment workflow. a) In the first step, the ion of interest is isolated b) and its mobility is measured. c) Isolated ions undergo collision activation by a step-wise increase of collision voltage. d) Finally, measured mobilities are plotted to collision voltage forming CIU heatmap. Adopted from[93].  
For example, the utility of the CIU approach was demonstrated in the work of 
Tian et al.[94] where CIU of 4 different intact antibodies was performed (Figure 14). 
Interestingly, authors distinguished iso-cross-sectional species by unique unfolding 
pathways related to sums and patterns of disulfide bonds. Since the experiment is conducted 
in the gas phase by isolation and perturbation of charge state of interest, such dataset can be 
acquired rapidly compared to in-solution experiments where stability is studied by increasing 
solution temperature.  
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Figure 14: a) Four different IgG antibodies used for CIU activation. b) Heatmaps are representing CIU pathways revealing differences in pattern and number of disulfide bonds. Adapted from[94].  
As was described in the previous paragraph, in-solution temperature-based stability 
studies are considerably more time-consuming than CIU experiment. In addition, special 
equipment like commercially not available variable-temperature electrospray ion source 
(vT-ESI) is needed to perform such MS experiment. However, the vT-ESI source 
beneficially allows unique readouts of notable structural changes (system dynamics) during 
protein thermal denaturation or DNA/RNA solution melting[95,96]. Nevertheless, due to the 
in-house development of the vT-ESI source, a limited number of research groups presented 
its practical use yet.  
Recently, Woodall et al.[97] published work where increased temperature caused the 
subsequent denaturation of myohemerythrin followed by the release of  
diiron oxo [Fe(μ-O)Fe] cofactor (Figure 15). Interestingly, the formation of non-native 
disulfide bond was reported (within 83-90 °C). Non-native disulfide formation led to protein 
stabilization detected by the dramatic decrease of CCS and shift of charge state distribution 
towards lower values. As Can be seen, such a unique vT-ESI-IMS-MS combination enables 
novel applications of tracking protein-ligand dynamics, not achievable by any currently used 
method in structural biology. 
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Figure 15: Temperature-dependent mobiliograms of detected charge states of holomyohemerythrin 
(hMhr) and apomyohemerythrin (aMhr). At the temperature of 67 °C, higher charge states and increased CCS of aMhr revealed evidence of protein unfolding. However, at 90 °C sudden shift towards lower CCS and charge states was observed due to the formation of stabilizing non-native disulfide bond. Adapted from Woodall et al.[97]. 
 Covalent labelling 
One of the standard methods of structural MS is covalent labelling (also known as 
footprinting), which provides important information about the dynamics and HOS of 
biomolecules. This method relies on reversibly or irreversibly linked probes that incorporate 
into the protein sequence (structure), which results in a change of biomolecule mass, making 
them easy to identify and quantify by MS, either by bottom-up or top-down[98]. 
The term "footprinting" was first used to study DNA-protein interactions where bound 
protein protected DNA from DNase activity, leaving a footprint of its binding site 
(Figure 16a)[99,100]. In 1988 Payne and co-workers[101] inspired by previous works, 
introduced the term "protein footprinting", summing up all names used for covalent labelling 
techniques for HOS determination. In the case of proteins, the footprint is made by reactive 
probes targeting amino acids side chains exposed to the solvent. Such information provides 
an evidence of probe reactivity, selectivity and solvent accessible surface area (SASA) of 
protein or protein complex (Figure 16b)[102].  
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Figure 16: Footprinting strategies for mapping a) DNA-protein interaction and b) protein-protein interaction via covalent labelling.  a) Green ovals represent protein bounds to DNA. Compared to a controlled experiment, an interrupted DNA fragments ladder is present, revealing DNA protection sides. b) Protein-protein interaction is revealed upon protease cleavage at peptides level where an absence or lower abundance of modifications revealing interaction interphase of the protein complex. Adapted from[103].    
An illustration of the bottom-up footprinting experiment, Figure 17 summarizes essential 
steps. The labelling experiment starts by protein dissolution in a compatible buffer. 
Subsequently, a reactive probe is introduced at the defined ratio over the protein 
concentration for a well-defined period of time. Whether photolabelling agents are used, UV 
light irradiation (powerful light lamp or laser) is required to initiate a labelling reaction. The 
irradiation can be conducted in continuous or pulse mode. The labelling reaction is 
quenched, and samples at different time points are collected in order to achieve information 
about the protein dynamics. After that, the labelled samples and subjected to bottom-up or 
top-down mass spectrometry analysis where the modified residues are identified and 
quantified[104]. 
Figure 17: Standard labelling experiment workflow. Edited and adapted from[104].  
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For structural covalent labelling MS, two separate biological states related to structural 
changes such as protein folding/unfolding or complex formation/dissociation can be tracked. 
Identified modifications extents are then reflecting reactivity, structure and solvent 
accessibility of labelling agent.  
The most common way to determine modification extend is to compare relative ion 
abundances of peptides containing reactive residue before and after the structural change. 
To calculate the ratio of the modification for a single peptide's fragment ion, the following 
equation can be used:   




 This ratio is then calculated for both states (folded/unfolded), and by simple comparison, 
change of modification extent represent the structural event. For example, increased 
modification extent for protein labelled in folded and unfolded states means that a particular 
residue (or region) was more accessible toward the labelling probe, probably caused by such 
a region's unfolding[105,106].  
The previous text described the most commonly used bottom-up approach. Despite that, 
the top-down approach was also utilized. Unlike in bottom-up, the labelled intact protein 
is directly submitted to the mass spectrometer and being extensively fragmented by a broad 
pallet of fragmentation techniques[107,108]. Top-down key benefits arise from the capability 
of selectively fragment protein isoforms (protein without any modification, singly oxidized 
protein, etc.). However, large proteins yield poor fragmentation providing low spatial 
resolution. This limitation is also the reason why top-down is predominantly used for smaller 
proteins[109]. Nevertheless, mentioned drawbacks were partially overcome by the use of less 
common fragmentation techniques like electron capture dissociation (ECD)[110], electron 
transfer dissociation (ETD)[111], surface-induced dissociation (SID)[112], ultraviolet 
photodissociation (UVPD)[113,114], and infrared multiphoton dissociation (IRMPD)[115] 
predominantly performed with high resolution Fourier transform ion cyclotron resonance 
(FT-ICR) mass spectrometers[116].  
The described approaches are performed with irreversibly bounded labelling probes that 
track the surface through reactions with amino acid side chains. However, structural 
information can also be obtained by HDX, which is the covalent technique utilizing a 
reversible probe (hydrogen, deuterium). Additionally, HDX targets the protein backbone, 
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providing complementary information to previously described covalent labelling 
techniques[117].  
 Hydrogen deuterium exchange 
Hydrogen deuterium exchange is a covalent labelling technique utilizing the reversible 
exchange of labile hydrogen (1H = 1.007825 Da) in N-H, O-H or S-H bonds for its heavier 
analogue deuterium (2H = 2.014102 Da), or vice versa[8]. Once a protein is dissolved in the 
deuterated solvent, the exchange is taking place across all exchangeable (solvent-accessible) 
hydrogens in the protein backbone and amino acids side chains. Nevertheless, 
exchange/back exchange on amino acid side chains is extremely fast, which makes it very 
difficult to track. Due to that, just a few publications which perform such experiments were 
published utilizing HDX exchange in gas phase with ND3 in the time scale of 
(0.1−10 ms)[118].  
To this day, methods such as UV spectroscopy[119], IR spectroscopy[120,121], neutron 
diffraction[122], NMR[123–125] and mass spectrometry[126,127] were used to study the HDX. 
However, these days mass spectrometry is the method of choice due to its low sample 
consumption, simple sample preparation and the ability to analyze large proteins and protein 
complexes compared to NMR. Additionally, detection in mass spectrometry is directly 
connected to mass; thus, HDX (H D = +1.006277 Da) is readily detectable. Even though 
the mass spectrometric approach is dated back to the 1990s where the first experiments were 
conducted, fundamentals of HDX were investigated back to the 1950s.  
In 1954 the basic principle of hydrogen-deuterium exchange was firstly proposed by 
Linderstrøm-Lang and Hvidt[8,128]. In their work, they used purified pork insulin placed in 
99.6% deuterium oxide. In desired times, they were stopping the deuterium exchange by 
freezing the samples to -80 °C, followed by lyophilization and drying in a vacuum for several 
days. After that, they determine the amount of exchanged deuterium by the dissolution of 
dried samples in pure water and by comparison based on the densities of pure and deuterated 
water. Surprisingly, they found only 46 hydrogen atoms exchanged out of a possible 92, 
even after an extended exchange time of 124 hours. This observation led them to the 
hypothesis that resting hydrogen atoms are involved in more stable N−H···O=C bonds 
within the protein backbone. Obtained results were also in agreement with the work of 
Pauling L. and Corey R. B.[5] where the protein secondary structure stabilized by hydrogen 
bonds was proposed. In 1966 Hvidt and Nielsen[129] published a comprehensive review about 
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HDX. This work includes a description of exchange kinetics based on the assumption that 
the exchangeable backbone sites fluctuate between "close" and "open" states described by 
the rate constants kop and kcl. When the open state is reached, accessible hydrogens can be 
exchanged for deuterium. This reversible event is described by rate constant kch in the 













N − Dclosed 
This equitation is valid for every N-H group on the peptide backbone with unique values 
of all rate constants. Based on the values of rate constants, two limiting regimes known as 
EX1 and EX2 kinetics can occur (Figure 18). In EX1 kinetics (kch » kcl), amide exchange 
occurs under a single or a few opening/closing cycles. When opening and reclosing is much 
faster than HDX (kch « kcl), the probability of deuteration upon a single opening/closing 
cycle is low. To achieve successful deuteration, multiple of these events must occur. This 
phenomenon is known as EX2 kinetics and can be easily observed by mass spectrometry as 
a continuous shift of isotopic pattern to higher m/z. On the contrary, EX1 kinetics can be 
distinguished due to the presence of a separate population in mass spectra[130]. In naturally 
occurring proteins, EX2 kinetics was found to be predominant; however, the combination of 
EX1 and EX2 known as EXX is also common[131–133]. 
 
 
Figure 18: Illustration of EX1 and EX2 deuteration kinetics of protein sample observed by mass spectrometry. Adapted from[130].   
The next crucial factor affecting HDX is the pH of the sample environment alternating 
exchange rate by the phenomenon known as acidic or basic catalysis. In addition, water 
catalysis was also described, but its effect is insignificant[134]. When the dependency of rate 
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constant for averaged amino acid on pH is plotted, a distinctive "V-like" curve with a 
minimum around 2.5-3.0 pH is obtained (Figure 19)[135–137]. At this point, the exchange rate 
is the lowest. This phenomenon is advantageously used in the HDX experiments primarily 
conducted under native-like conditions (pH ~7.0), where rapid pH change to 2.5-3.0 
significantly decreases the sample's exchange/back-exchange rate (quenching of HDX)[137]. 
 
Figure 19: Dependence of exchange rate on the solution pH. The minimum value around pH 2.5-3.0 highlights the point where the exchange/back-exchange rate is minimal. Adopted from[137].  
Last but not least, the temperature is another parameter influencing HDX. Its effect 
originates from the fundaments of kinetics postulated by Arrhenius in 1889[138], which define 
that a change of 10°C will result in a 2.8x decrease or increase of reaction speed[139]. In HDX, 
a modified Arrhenius equation is used[136].  










Where k293 is the rate constant for acid or base or water-catalyzed reaction at 20°C, the Ea is 
the corresponding activation energy (14, 17 and 19 kcal mol-1 for acid, base or water-
catalyzed reaction, respectively). R is the gas constant 8.314 J mol-1 K-1.  
Consequently, a rapid decrease of the temperature (e.g. flash freezing in liquid nitrogen) 
causes a significant drop in the exchange rate, partially preventing additional deuteration or 
loss of deuteration caused by the back-exchange. Due to that, the HDX experiments are 
conducted with instrument parts cooled to minimize this effect (mainly back-exchange)[140]. 
To perform the HDX experiment, two different approaches were developed. The first and 
most widely used is continuous labelling (Figure 20a) to study different protein states such 
as unfolded/folded protein or free protein/protein-ligand[141]. For this experiment, the sample 
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is diluted to 90% D2O buffer, and after the desired time periods (in the range of seconds to 
days), part of the sample is quenched by diluting in the buffer of pH around 2.5 and flash-
freezing. Thus, continuous labelling experiments are used to study the HDX kinetics of the 
amide backbone. On the contrary, pulsed labelling (Figure 20b) aims to process kinetics 
like structural changes in time (e.g. protein aggregation[142], pH-induced unfolding[143]). 
Therefore, the labelling time (HDX) and quenching remain constant while the studied system 
is perturbated in time.  
 
Figure 20: Comparison of a) continuous labelling and b) pulse labelling HDX experiment workflow. Adapted from[144].  
To pinpoint exchanged regions of a protein, the top-down or bottom-up approach can be 
used. The top-down approach employs the labelled sample directly to the instrument, while 
the bottom-up approach has extra steps as protein digestion and separation by LC-MS. 
Despite the extra steps, the bottom-up approach becomes the leading in HDX-MS 
analyses[145]. 
In the case of highly dynamic proteins (e.g. intrinsically disordered proteins or proteins 
with partially unstructured regions), structural events are so fast that standard HDX sample 
preparation cannot track them. In such cases, quench-flow apparatuses composed of quartz 
capillaries and small mixers can achieve labelling time in the range of tens of milliseconds, 
capable of freezing fast transitional proteins states[146–149].  
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 Chemical labelling 
Chemical labelling of biomolecules, also known as bioconjugation, is an enormous set of 
techniques used in broad applications like medical, diagnostics, life science, 
microelectronics, materials, etc. In its nature, the process of bioconjugation is understood as 
the attachment of biomolecules to other molecules, mainly through a covalent bond. The 
bioconjugates can be divided by their application into six fundamental groups: (1) assays 
and quantification; (2) detection, tracking and imaging; (3) purification, capture and 
scavenging; (4) chemical modification; (5) in vivo diagnostics and therapeutics; (6) vaccines 
and immunity modulation[150].  
To successfully form bioconjugate, sufficient knowledge of targeting groups reactivity 
and occupancy, reagent types, and structural aspects must be kept in mind. However, due to 
the variedness of biomolecules and reactivity properties of diverse reacting groups, this 
chapter will be focusing only on proteins, especially on the reactivity of specific amino acids 
groups and their applications for structural MS[151]. 
The first chemical modification of amino acid can be traced back to 1904 where the 
modification of histidine was described by Pauly[152]. Until now, many protein applications 
were utilized in bioconjugation, such as in-cell localization through attached fluorescence 
probe[153]; identification of interacting partners by chemical cross-linking[154]; in vivo 
biodistributions via radiolabels[155] or detection by immobilized immunoassay used in 
clinical laboratories[156].  
For structural purpose, protein labelling experiments are typically conducted under 
pH between 6 and 8.5. Under these conditions, protein backbone and amino acid side chains 
are generally stable, and their HOS is preserved. Structural MS experiments are usually 
performed at temperatures below 37 °C and with minimal concentration of organic solvents 
(DMSO, DMF or methanol), which are often used for reagent solubilization.  
Due to the protein native fold, amino acids whose polar side chains are exposed to the 
solvent are labelled predominantly. The frequency of amino acid occurrence on the protein 
surface is summarized in Figure 21 and reveals the most exposed polar amino acids whose 
side side chains (primary amines, carboxyls, etc.) are suitably available for a labelling 
reactions. Therefore, a substantial part of the following paragraphs will be devoted to 




Figure 21: Comparison of the solvent-exposed surface area of amino acids in proteins data represents the percentage of each amino acid in the protein having an exposure to the aqueous 
solvent greater than 30 Å2. In general, charged and polar amino acids are significantly more exposed to solvents than uncharged, aromatic or aliphatic amino acids. Adapted from[150].  
As was written, lysines primary amines (also N-terminal amines) serve as the gold 
standard for bioconjugation. Even under physiological pH ~7.4, when lysine ε-amine are 
protonated (pKa ~9.2[157]), they still react as nucleophiles. The most common labelling 
chemistry is based on N-hydroxysuccimide (NHS) esters (Figure 22a). The reaction of NHS 
with primary amine leads to the formation of an irreversible amide bond. The NHS derivates 
are commercially available for a broad range of application (e.g. introduction of fluorescence 
probe or affinity tags)[150]. However, NHS esters are poorly water-soluble and require 
organic solvents like DMSO for dissolution. The synthesis of water-soluble sulfo-NHS 
analogues overcame this issue.  
In a similar fashion, isothiocyanates react with primary amines forming thiourea 
analogues (Figure 22b). Nevertheless, optimal reaction pH is 9.0-9.5, leading to unstable 
modification products in physiological pH.  
Nucleophile attack towards 1H-benzo[d][1,3]oxa-zine-2,4-dione (Figure 22c), rapidly 
results in ring-opening, forming orthoaminebenzamide, which could be then oxidatively 
functionalized[158].  
The next reaction (Figure 22e) is based on the reductive alkylation by aldehyde, yielding 
in the formation of a reversible Schiff base which is then reduced to a form of secondary 
amine[159].  
To overcome unstable Schiff base intermediate, 6π-aza electrocyclization was proposed 
by Tanaka et al.(Figure 22f, g)[160].  
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Figure 22: Chemical strategies for modification of lysine residues or N-terminus. Adapted from[161].  
Another widely used chemical labelling target is cysteine. Compared to lysine, cysteine 
is a rarely occurring amino acid. On top of that, reduced cysteines are unusually found on 
the protein surface due to the significant contribution to the protein ternary structure via the 
disulfide bonds[162].  
Cysteine in its reduced state in physiological pH conditions can be deprotonated (pKa ~8) 
to form thiolate nucleophile. This cysteine form can undergo alkylation reactions with 
iodoacetamide (IAA), maleimides or vinylsulfones (Figure 23a, b, c). Cysteine alkylation 
is commonly used as subsequent modification after the reduction of disulfide bridges 
(Figure 23e) by dithiothreitol, mercaptoethanol or tris(2-carboxyethyl)phosphine (TCEP) 
within proteomics experiment[163].  
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Figure 23: Chemical strategies for modification of cysteine residues. Adapted from[164].  
Further, glutamic and aspartic acids are polar amino acids predominantly found on the 
protein surface, exposed to the solvent, making them perfect candidates for chemical 
labelling. Their carboxyl groups (also C-terminus) can be activated by water-soluble 
carbodiimides such as N-ethyl-3-N',N’-dimethylaminopropylcarbodiimide (EDC). 
The EDC reaction optimum was found to be in the range of pH 3.5-4.5 in aqueous 
solutions. However, EDC is less stable at low pH, far away from native conditions. Thus 
reaction is commonly performed at pH 6.5 and above, where EDC stability is prolonged at 
the cost of significantly slower reaction[165,166].  
The two-step reaction mechanism (Figure 24) starts with the formation of reaction 
intermediate O-acylisourea, which can then react with a primary amine (e.g. lysine side 
chain). This reaction yields an amide bond (pseudo peptide bond), creating a zero-length 
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cross-link. Besides the cross-link, O-acylisourea can turn in isourea byproduct, decreasing 
the total efficiency of the desired reaction product.  
 
Figure 24: Chemical modification of carboxyl group presented in aspartic and glutamic acid residues (C-terminus shows similar reactivity) with EDC. Adapted from[150].   
Last but not least, tyrosine labelling approaches are shown. In Figure 25a, the diazonium 
compound reacts with tyrosine through the electrophilic attack of the diazonium group 
towards electron-rich positions at the aromatic ring. In the case of tyrosine, the electron-rich 
region is in the ortho position to the aromatic hydroxyl. This reaction is forming diazo 
compounds with characteristic coulours[150].  
The following reaction is the iodination of tyrosine (Figure 25b) used in biomedical 
research, especially for the introduction of radiolabelled 125I and 131I[167,168].  
 
Figure 25: Chemical strategies for modification of tyrosine residues. Adapted from[164].  
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As an alternative approach to conventional bioconjugation techniques, photochemically 
induced bioconjugation techniques were developed. Unlike previous techniques, where 
reactions are highly specific, the photolabelling compounds undergo highly reactive states, 
which makes them reactive toward the molecules in close proximity without defined 
selectivity. The following paragraph is focusing on the selected photosensitive groups such 
as aryl azides, benzophenones and diazirines[150].  
The first group discussed are the most used aryl azides (Figure 26a). Upon UV irradiation 
(250-400 nm), reactive nitrene is formed and immediately reacts with any C-H or 
heteroatom-H bond, inserting active hydrogen. The addition reaction with a double bond is 
also possible. However, ring expansion followed by a reaction with nucleophiles was found 
to be predominant.  
Another photoreactive compound class are benzophenones forming reactive triplet-state 
intermediate upon UV irradiation (350-365 nm) (Figure 26b). An activated triplet state can 
insert similar bonds as aryl azides. Unlike aryl azides, the triplet state of benzophenones can 
be reversibly deactivated to the ground state without degradation, allowing multiple 
activations of unreacted labelling agent.  
The last included photolabeling agents are diazirines with the reactive group activated by 
UV light (350-360 nm), forming reactive carbenes (Figure 26c)[169]. This reactive carbene 
intermediate readily inserts C-H or N-H bonds in a similar fashion as previously described 
compounds. Advantageously, amino acid analogues containing diazirine groups 
(photo-leucine, photo-isoleucine and photo-methionine) were developed for protein 





     
 
Figure 26: Photoactivation of a) aryl azide, b) benzophenone and c) diazirine photolabeling groups. Adapted from[150].  
The previous chapter provides a brief overview of the conjugation techniques commonly 
used for protein labelling purpose. However, for interested readers in bioconjugation is 
highly recommended to focus on publications like Hermanson[150] and Begley[164], where the 
exhaustive description of bioconjugation techniques for other biomolecules is covered 
in detail.  
a) Aryl azides 
b) Benzophenones 
c) Diazirine derivates 
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 Reactive radicals 
The reactive radicals are the third group of covalent labelling reagents, beneficially 
combining features of HDX and chemical amino acid-selective reagents. As in the HDX, 
radical labelling occurs on microseconds time scale, enabling "freezing" information of 
structural intermediates[171,172]. Besides HDX, where the exchange occurs across all amino 
acid residues (except proline), radicals have limited specificity, but its crucial benefit arises 
from the irreversible nature of reaction products. Compared to chemical labelling, the 
reaction speed is also profitable because most of the chemical probes reaction time is mostly 
in minutes or more, in which modified residues can disrupt the native protein structure and 
create labelling artefacts[173]. 
Nowadays, hydroxyl radicals (•OH) are the most commonly used radicals for 
footprinting purpose. Hydroxyl radicals are naturally occurring reactive oxygen 
species (ROS). Their size and hydrophobicity properties are similar to the water, making 
them ideal for probing proteins SASA[174]. Due to ROS's known involvement in the cells 
pathogenesis, great interest has been placed to determine rate constants[175] and reaction 
mechanisms[176] of amino acids reactions with •OH. The found rate constants for all amino 
acids are sorted in the following Table 1 by their reactivity. 
 
Table 1: Rate constants for reactions between free amino acids and •OH sorted by decreasing reactivity[177]. 
 
 
The hydroxyl radicals can be generated in many ways. However, only methods used for 
biomolecules studies will be closely described in the upcoming paragraph.   
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a) Fenton reaction 
The first method for the generation of hydroxyl radicals dates back to 1894 when Fenton[178] 
published his work focused on the reactivity of H2O2 catalyzed by Fe(II). Although the 
method is named after the Fenton, its mechanism was described in detail by Haber et al. in 
1932[179,180] (yes, that Fritz Haber who invented the synthesis of ammonia). In general, the 
Fenton reaction can be summarized by following the reaction scheme[181]. 
 
In general, the •OH radicals are generated from Fe(II)-EDTA mixed with H2O2. 
Additionally, ascorbate or thiols are added to the mixture securing a reverse reduction of 
Fe(III) to Fe(II). As an example of a labelling experiment with Fenton-reaction, 
Sharp et al.[182] published work focused on mapping SASA of apomyoglobin.  
Although the Fenton reaction is accessible to the broad scientific community (minimal 
instrumentation requirements) and easy to perform, its use is rarely seen in current 
publications due to its reaction rate. To achieve sufficient •OH labelling yield, the Fenton 
catalyzed reaction must be kept at least for several minutes[183].  
 b) Synchrotron water radiolysis 
Synchrotron’s capability of water radiolysis for the generation of •OH leading to oxidation 
of biomolecules was proven in 1997 by Bianca et al.[184]. From its name, •OH are generated 
directly from the water by irradiation of highly energic X-rays. The following equation is 
summarizing the generation of •OH.  
 
Unlike the Fenton reaction, the labelling experiments using synchrotron are conducted on 
a microsecond timescale. However, the main limitation of this technique comes from the 
limited availability of synchrotron accelerators. 
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c) Photolysis of hydrogen peroxide 
Last but not least, the photolytic generation of hydroxyl radicals is based on the 
homophotolytic decomposition of H2O2 described by the following reactions[185]. 
 
In 2004 Sharp et al.[186] published the first work proving the H2O2 photolysis approach 
for the labelling purpose of proteins. In this publication, lysozyme in PBS buffer containing 
15% H2O2 was irradiated by a UV lamp for 60 minutes (Figure 27), yielding gradual 
oxidation through time. After one hour, evidence of protein unfolding was observed via 
extensive oxidation of originally buried amino acids.  
 Figure 27: Spectra of oxidized lysozyme. The upper spectrum represents lysozyme subjected to H2O2 without UV irradiation (control). The middle spectrum reveals oxidation produced by •OH after 5 minutes of UV photolysis. The bottom spectrum shows structure collapse due to the overoxidation (M+10xO) after the 1-hour UV irradiation. Adopted from[186].   
This pioneering publication led other groups to the use of laser serving as a high-energy 
light source. In 2005 simultaneously, the applications of Nd:YAG (266 nm, fourth harmonic) 
48  
and KrF excimer (248 nm) lasers were shown, proving their ability to generate •OH from 
low concentrated H2O2 (0.3% and 0.04%) within a short labelling pulse of 3-5 ns and 17 ns, 
respectively[171,187]. However, the second publication using the KrF laser introduced a 
revolutionary experimental setup utilizing a glass syringe loaded with a sample premixed 
with H2O2 (Figure 28). Additionally, the introduction of radical scavenger (readily 
oxidizable amino acids, e.g. histidine, glutamine and methionine) to the H2O2 and sample 
mixture was described, affecting oxidation rate[179]. The syringe was then connected to 
quartz fused silica tubing with the section of removed coating, creating a small transparent 
window for the laser beam. Subsequently, this setup was placed in an external syringe pump, 
and the flow rate was set accordingly to the repetition of the laser to secure that the flowing 
sample undergoes only one laser pulse[188]. Afterwards, the oxidized sample was collected 
in a collection tube to which catalase was added, decomposing unreacted H2O2, which could 
potentially cause artificial oxidation during subsequent sample handling[172].  
The described experimental setup using quench-flow microfluidics became a milestone 
in fast radical footprinting, which was then termed Fast Photochemical Oxidation of 
Proteins (FPOP)[171]. 
 
Figure 28: Scheme of capillary flow apparatus adapted for the FPOP experiment. Adapted from[181].  
The previously described capillary setup allowed photooxidation experiments of various 
proteins. However, FPOP experiments of proteins prone to oxidation by H2O2 were not 
achievable due to induced oxidation during sample preparation (mixing sample and H2O2 in 
syringe) prior to laser footprinting. Therefore, the implementation of mixing micro-Tee 
allowed to mix protein with H2O2 just before (~ tens of ms) laser irradiation[189].  
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After the FPOP experiment, the collected sample is usually processed by a standard 
bottom-up approach. The utilization of top-down MS has not been published yet; however, 
proof of concept is presented on ubiquitin and myoglobin in publication Yassaghi et al. 
attached to this thesis (under peer-review). 
The FPOP employs highly reactive hydroxyl radicals, leading to the oxidation products 
of 19 of 20 amino acids (except glycine). The reactivity of each amino acid was studied in 
detail by Xu et al.[177], revealing reactivity order: Cys > Met > Trp > Tyr > Phe > cystine > 
His > Leu, Ile > Arg, Lys, Val > Ser, Thr, Pro > Gln, Glu > Asp, Asn > Ala > Gly. In addition, 
the oxidation mechanisms for each amino acid have been described separately, revealing 
multiple oxidation pathways leading to heterogeneous oxidation products. Reaction 
heterogeneity is illustrated in Table 2, where oxidations products are described with their 
mass shifts observable within MS. As could be seen from this table, the most common 
oxidation results in the formation of one or more hydroxy- groups (+16 Da, +32 Da, etc.)[177]. 
 
Table 2: Primary oxidation products and the corresponding mass changes for amino acids side chains[177]. 
 
Conclusively, the FPOP beneficially uses •OH radicals as probes having water-like size 
and hydrophobicity. Achieving high labelling efficiency of nearly all amino acids within a 
few microseconds makes the FPOP an ideal footprinting technique for studying fast dynamic 
events (protein folding/unfolding, protein complex formation/dissociation, etc.). 
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On the other hand, the minor disadvantage is attributed to the predominant reaction 
product yielding in a mass shift of +16 Da, which can be wrongly misinterpreted as a 
modification if the protein was already oxidized prior to the labelling reaction. 
Hence, control experiments devoid of labelling are unavoidable, giving quantitative 
evidence of background oxidation. This issue leads scientists to the development of new 
radical probes providing different mass shifts than those obtained by FPOP. The most 
relevant radical probes will be discussed in the following chapter[106,181].  
 
Fluoroalkyl radicals  
Although fluorine is the 13th most abundant element, its occurrence in the biologically 
relevant compounds is rare (only five compounds with the C-F bond were reported)[190]. 
Hence, the insertion of covalently bound fluorine to biomolecules makes it an ideal atom for 
labelling purpose.  
Trifluoromethyl radical alkylation was firstly introduced in 1949 by Emeléus and 
Haszeldine[191]. However, the generation of radicals from CF3I was challenging, requiring 
reactions to be performed in the gas phase and under high temperatures. Much later, 
Umemoto's[192] and Togni's[193] reagents were developed (Figure 29a, c), requiring 
activation by transition metals or Lewis acids[194–196]. In 1991 Langlois et al.[197] introduced 
a new stable trifluoromethylation reagent trifluoromethanesulfinate (CF3SO2Na) 
(Figure 29b) which utilized t-butylhydroperoxide (TBHP) as a radical inducer, providing 
sufficient trifluoralkylation yield under mild reaction conditions[198,199].  
 
Figure 29: Representative compounds used for radical trifluoralkylation. a) Umemoto's reagent, b)  Langlois reagent, c) Togni's reagent  
In 2017 Cheng et al.[200] described an innovative approach for generating •CF3 from 
Langlois reagent through KrF laser photolytic decomposition of hydrogen peroxide (as in 
the FPOP) and formation of primary •OH radicals. Secondary •CF3 radicals were then 
formed through the following radical propagation shown in Figure 30. 
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Figure 30: Proposed mechanism of trifluoromethylation protein footprinting. Adapted from[200].  
For such an experiment, the quench-flow apparatus previously built for FPOP was 
utilized. Prior to the experiment, protein, hydrogen peroxide, and Langlois reagent were 
mixed and filled into the Hamilton syringe connected to silica tubing with a transparent 
window for laser beam (KrF 248 nm). As the reaction product, Cheng et al.[200] observed 
mass shifts of +67.987 Da corresponding to •CF3 for 18 out of 20 amino acids (excluding 
Met and Cys). However, preferential reactivity toward aromatic acids was shown (Trp, Tyr, 
His, and Phe). One of the first applications of laser-initiated radical trifluoromethylation was 
shown on the holo/apomyoglobin, studying structural change in the presence/absence of the 
heme group. The footprinting experiment revealed peptide 80-96 containing His81, His82, 
and His93 to be significantly more modified in the apomyoglobin than holoform 
(Figure 31). This observation is in excellent agreement with previously published NMR[201] 
and top-down HDX data[202], where apomyoglobin's helix F (structure in Figure 31a) is not 
structured in the absence of the heme prosthetic group.  
 
Figure 31: Comparison of modification extents for holomyoglobin (red) and apomyoglobin (green) on a) peptides and b) single residues levels. The most significant modification extent difference was observed for 80-96 peptide, corresponding to the heme-binding F-helix location in holomyoglobin. In the absence of heme, the helix is in unstructured form (show in the picture). Adapted from[200].  
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The previous paragraph revealed the application of Langlois (CF3SO2Na) reagent for 
protein footprinting purpose. However, in 2008 Caponea et al.[203] used hypervalent iodine 
reagents (Togni's reagents) to modify pharmacologically significant Octreotide (octapeptide) 
selling under commercial name Sandostatin®. In this publication, various Togni's reagents 
were tested, and •CF3 radicals were generated by various methods. However, none of them 
was applicable for the labelling of native proteins due to the presence of organic solvents or 
high temperatures[196].  
Nevertheless, in 2019 Rahimidashaghoul et al.[204] published a new type of Togni's 
reagents, but most importantly, a novel method for the efficient generation of •CF3 under 
biocompatible conditions. The proposed reaction mechanism introduces sodium ascorbate 
as a critical component that serves as a radical inducer (Figure 32).  
 
Figure 32: Proposed reaction mechanism utilizing sodium ascorbate as a radical inducer for fluoralkylation of 3-methylindole with Togni's reagent. Adapted from[204].  
The reaction of •CF3 with individual amino acids revealed the following reactivity order: 
Trp >> cysteine > Tyr > Phe > His. Surprisingly, tryptophan yield in one 
mono(trifluoromethylated) and the other two isomeric bis(trifluoromethylated) products. 
Additionally, two mono(trifluoromethylated) products of phenylalanine were identified. 
Finally, the practical application was demonstrated on carbonic anhydrase I and ubiquitin, 
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where modified aromatic amino acids were identified after a reaction time of 1 hour and 
15 minutes, respectively[204]. 
Aside from described footprinting techniques utilizing hydroxy radicals and 
trifluoromethyl radical many others exist (Figure 33). Namely, sulfate radical anions 
(SO4−•)[205]; carbonate radical anions (CO3−•)[206]; carbenes (R-C:-R)[207]; iodine radicals 
(I•)[208], generated by multiple approaches (UV light, thermolysis, transition metal catalysis 
etc.), are providing researchers almost unlimited toolbox of footprinting techniques. On top 
of that, unique reactivity (very specific I• or non-specific OH•) complementing each other 
makes radical footprinting an ideal tool for each researcher interested in the biologically 
exciting cases (structure, interactions dynamics, immobilizations etc.)[181].  
 
 
Figure 33: Summarizing illustration of selected footprinting radicals a) presenting simplified reactions pathways and b) radicals selectivity. Adapted from[181]. 
  
54  
 Chemical cross-linking 
Last but not least, chemical cross-linking completes a broad repertoire of structural 
MS techniques. Its first use is dating back to 1958 where insulin was subjected to 
difluorodinitrobenzene forming intramolecular products, which reveals insulin polypeptide 
subchains composition[209]. However, utilization of cross-linking with mass spectrometry 
(XL-MS, CXMS, or CLMS) was not published until 1991, when Farmer and Caprioli[210] 
published the article where glutaraldehyde cross-linker was used for cross-linking of protein 
multimeric complexes. The first use of chemical cross-linking for structural characterization 
(interatomic distance constraints) was published in 2000 by Young et al.[211] In that 
publication, the advantageous use of lysine-lysine XL-MS was utilized to determine the 
tertiary structure of bovine fibroblast growth factor (FGF)-2. Since then, XL-MS became an 
emerging field utilizing new and already known chemistry to develop new cross-linkers and 
cross-linking strategies.  
In general, a chemical probe creates covalent bonds between two reactive groups in its 
proximity. For this purpose, cross-linkers (also known as chemical rulers) are used, 
composed of various reactive groups with unique specificity, connected by a spacer of 
different lengths, providing different distance restraints[212].  
In principle, cross-linkers could be divided into four basic groups by their composition 
(Figure 34). The most commonly used are homobifunctional cross-linkers whose use two 
identical reactive groups connected with the variable linker. The next type of cross-linkers, 
known as heterobifunctional, has a linker and two various reactive groups. The third group, 
named zero-length, are cross-linkers that directly connect two molecules without adding any 
atom to form a bond. Lastly, the trifunctional cross-linkers are known, utilizing the added 
reactive group for various usages such as cross-linked peptides enrichment, the introduction 
of an affinity tag, etc.[213]. 
 
Figure 34: Different cross-linker types: a) Homobifunctional cross-linker, b) heterobifunctional cross-linker, c) zero-lenght cross-linker d) trifunctional cross-linker. Adapted from[214].  
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Cross-linker’s selectivity is driven by reactive groups that follow the same reactivity 
pathways as reagents used for chemical labelling purposes. However, chemical labelling 
results in only two defined products (unlabelled protein; protein + probe(s)), while chemical 
cross-linking yields three different reaction products, significantly increasing mixture 
complexity (Figure 35). The structural information is encoded in Type 1 (intrapetide) and 
Type 2 (interpeptide) cross-links. However, Type 0 (dead-end) formed through reaction with 
only a single cross-linker group still carrying relevant information about solvent accessibility 
similar to those obtained by chemical labelling[215,216].  
 
 
Figure 35: Nomenclature of proteolytic peptides (α, β) and cross-linking products. Adapted from[215].  
As was shown, Type 0 cross-links are in their nature labels created in a way described in 
chapter 1.2.2.2 chemical labelling. In the same chapter, Figure 21 presents the percentage 
of the solvent-exposed amino acid residues revealing their accessibility toward chemical 
labels. The most surface-exposed amino acid was found to be lysine, making it especially 
susceptible to labelling reagents such as N-hydroxysuccimide (NHS) esters, which is the 
ideal reactive group for lysine-lysine cross-linkers[150]. 
In the mid-1970s, the first experiments introducing NHS-based cross-linkers were 
published, revealing their practical use for structural studies[217,218]. A simplified cross-
linking scheme on NHS-based cross-linker is illustrated in Figure 36a. However, NHS-
based cross-linker's poor water solubility led Stratos[219] to synthesize new NHS cross-linker 
analogues whose succinimido ring was modified by -SO3H group. The introduction of the 
sulfo-NHS group gives cross-linkers a charge and enough polarity to make them water-
soluble. Additionally, sulfo-NHS were found to be more resistant to unwanted hydrolysis 
leading to cross-linker inactivation (Figure 36b)[220].  
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Figure 36: a) scheme of chemical cross-linking of primary amines (lys-lys) by disuccinimidyl suberate (DSS). b) Reactions of sulfo-NHS with primary amine and water. Adapted from[150].  
Since then, NHS-based cross-linkers with various spacers became the gold standard for 
lysine-lysine cross-linking (also reactivity towards tyrosine, serine, and threonine was 
reported[221,222]). Through years of development, many types of cross-linkers also became 
commercially available. A brief overview of commonly used cross-linkers with the 
additional features is presented in Figure 37.  
 
 




Although the previous text was focused more on cross-linker reactive groups, spacer 
parameters are also playing a crucial role that should be considered before conducting any 
experiment. The most basic parameter is linker length, typically determined by the number 
of carbons connecting two reactive groups. The linker length influences spatial resolution 
and data density (the longer the spacer is, the more residues can be linked). 
Nevertheless, longer spacers reduce restraint values for structural modelling because they 
set only upper-bound distance restraints[224].  
Additionally, the spacer can be isotopically coded by stable isotopes (e.g., 2H, 13C, 15N, 
18O)[225,226]. A cross-linked sample by an equimolar mixture of light/heavy cross-linker 
yields cross-linked peptides with mass shifts corresponding to the mass difference between 
light/heavy cross-linker (e.g. disuccinimidyl glutarate; DSG H4/D4; Δm = 4.0313 Da). 
This effect is easily observable in mass spectra by the presence of specific mass shifts 
("doublets"), which simplifies cross-linked peptides identification (Figure 38b) and allows 
the use of a quantitative cross-linking (QXL-MS) approach[227,228]. However, retention 
differences within reverse-phase liquid chromatography (RPLC) were observed, especially 
for deuterated cross-links, causing problematic quantification[229]. This problem can be 
solved by using 13C or using MS/MS cleavable cross-linkers described in the following text.  
The third aspect of the spacer is the presence of labile moiety (sulfoxide[230], urea 
moieties[231]), which undergoes cleavage within the gas phase fragmentation induced by 
collisions (CID) or electrons (ETD/ECD) (Figure 38c)[223]. The MS2 fragmentation is 
yielding in the formation of a unique pattern of a "doublet of 26 u difference doublets" 
(Δm = 26 Da for urea-based cross-linkers), giving an evidence of type 2 cross-links. Such, 
approach based on reporter doublets simplifies cross-links identification and improves false-
positive assignments[223].  
Most recently, the use of isotopically labelled MS/MS cleavable cross-linkers was 
published by Ihling et al.[232]. This combined approach is improving cross-links 




Figure 38: CL-MS approaches for a) standard, b) isotopically coded, and c) MS/MS cleavable cross-linkers. Adapted from[224].  
Aside from the most common homobifunctional lysine-lysine cross-linkers, many others 
exist, utilizing combined chemistry principles described in the previous chapter 1.2.2.2 
chemical labelling. For example, homobifuctional cross-linkers targeting carboxyl groups 
through EDC activation and secondary reaction with various dihydrazide spacers are 
used[233,234].  
On top of that, heterobifunctional cross-linkers allow endless combinations of reactive 
groups, yielding unique cross-linkers specificity towards different amino acids or even 
different biomolecules like DNA/RNA[235]. For illustration, two heterobifunctional cross-
linkers succinimidyl 4,4'-azipentanoate (SDA) and succinimidyl-[4-(psoralen-8-yloxy)]-
butyrate) (SPB) are shown in Figure 38. As can be seen, both cross-linkers possess 
NHS group selective towards lysines. The second group in SDA is diazirine that can be 
photoactivated by UV irradiation (330-370 nm), forming nonspecifically reacting 
carbenes[236]. Further, the SPBs reactive group is 8-methoxypsoralen, capable of 
intercalation into double-stranded DNA. Upon UV irradiation (>350 nm), psoralen 
undergoes cycloaddition with thymines, forming a particular DNA-protein cross-linking 
product[237,238]. 
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Figure 38: Heterobifunctional UV activated cross-linkers a) SDA and b) SPB  
As was shown, chemical cross-linking has became an essential technique within structural 
MS. The diversity of commercially available cross-linkers with almost unlimited selectivity 
makes it a powerful tool in the hand of scientists interested in the HOS of various biological 
systems. Despite the cross-linkers diversity and applicability of the standard proteomics 
bottom-up workflow, its main bottleneck currently lies in the field of data processing and 
interpretation. Especially, proteome-wide cross-linking datasets are still challenging even 
though isotopically coded or MS/MS cleavable cross-linkers with additional enrichment step 
are used. Hence, current improvements are focused primarily on developing algorithms 




 Aims of the study 
The thesis aim was to extend the versatility of covalent labelling and chemical cross-linking 
techniques for the characterization of proteins and protein-protein complexes. The primary 
aim was focused on techniques where the use of microflow reactors could achieve short 
labelling times. 
 
The specific goals were to:  
 Develop quench-flow apparatus for Fast photooxidation of proteins by the excimer laser. 
Subsequently, utilized top-down and bottom-up approach to determine oxidation sites of 
proteins and their complexes.  
 Adapt quench-flow apparatus for labelling of proteins and protein complexes by Togni's 
reagents.  
 Test influence of cross-linker leaving group polarity toward its selectivity (NHS vs  
sulfo-NHS group). 





The attached manuscripts include a detailed description of experimental methods, chemicals 
and instruments, sufficient for the full reproduction of all performed experiments. Thus, this 
chapter includes only the list of the most commonly used methods. 
 
List of used research methods:  
 Chemical cross-linking 
 SDS-PAGE for confirmation of cross-linked proteins 
 Fast photooxidation of proteins and radical fluoralkylation in quench-flow setup 
 MS analysis of protein primary structure and their post-translational modifications 





 Results and Discussion 
The thesis aim was to increase the potential of chemical labelling and chemical cross-linking 
techniques for the characterization of proteins and protein-protein complexes. Therefore, the 
result section is divided into parts dedicated to pulse labelling techniques and chemical  
cross-linking.  
4.1 Development of pulse labelling techniques 
To prepare a short labelling experiment, samples can be prepared simply by pipetting. 
However, at a certain point (in the order of seconds), the limit of the shortest feasible time 
that can be reproducibly prepared is reached (limited sample mixing, slow transfer of 
reacting liquid components, imprecise pipetting, etc.). At this point, the possibility of 
converting the whole reaction into a microfluidic flow system, which can provide reaction 
times in the order of milliseconds to several seconds with high reproducibility, is becoming 
very advantageous. 
To build a flow reactor for labelling purpose, a few essential items are needed, namely: 
precise syringe pumps, syringes, capillaries, micromixers and basic knowledge of liquid 
flow. 
The flow rate as the basic parameter can be set on every pump. However, for the 
subsequent calculations, it is suitable to work with linear velocities, which are obtained by 





Where v is the linear velocity (mm s-1), F is the flow rate (µl min-1), and d is the tubing 
diameter (mm).  
This parameter is almost sufficient for the basic design of quench-flow apparatus for the 
FPOP experiment used in the following publications. However, an additional parameter, the 
width of the transparent window (L in millimetres), is needed to calculate and secure that the 
flowing sample will be irradiated by a single laser shot securing the protein sample from 
radiation damage. For such purpose, the following equation can be used yielding in the 







However, the calculated repetition rate is valid only if the plug-like flow is present. 
Nevertheless, the most common type of flow in capillaries is the laminar flow with different 
velocities at the capillary centre and near walls (Reynolds numbers <<2000). This type of 
flow has a parabolic flow profile leading to a liquid delay near the walls[146].  
In FPOP experiments, the setting of exactly calculated frequency leads to the multiple 
exposures of part of the sample. For this reason, lower laser frequencies are used to achieve 
at least 20% exclusion volume between each laser pulses (Figure 39)[240]. 
 
Figure 39. Schematic cross-sections of a flow tube illustrate the temporal evolution of three consecutive volume elements exposed to laser-induced oxidative labelling: a) plug flow; b) laminar flow. Adapted from[240].  
Based on the described parameters, a quench-flow reactor for the FPOP footprinting 
experiments conducted in Publication 1, 2 and 3 was designed and built. The scheme and 
experimental setups are presented in Figure 40.  
The experimental quench-flow setup was composed of a dual-channel pump for syringes 
filled with sample and H2O2 and a single-channel pump for a syringe filled with the quencher 
(methionine). The glass syringes were connected by micromixing T-pieces, ensuring mixing 
in the required ratios determined by both the flow rates ratio (F1/F2) and the fused silica 
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capillary diameters (d1/d2). The removal of the capillary coating created the transparent 
window for the excimer laser beam.  
 
Figure 40: a) Scheme of quench-flow apparatus for FPOP footprinting. b) Experimental setup.   
Based on the FPOP pulse labelling setup, I’ve decided to adapt it for experiments utilizing 
Togni reagents for a novel technique termed Fast Fluoro Alkylation of Proteins (FFAP). 
In the FFAP, Togni reagents serve as the source of •CF3 radicals generated immediately upon 
mixing with ascorbic acid, which serves as a radical inducer. Furthermore, the duration of 
the radical reaction can be controlled by the subsequent addition of a quencher (Tryptophan).  
For FFAP experiments, a different approach had to be used to achieve a short reaction 
time than in FPOP, where the radicals are generated by a very short laser pulse (20 ns). The 
labelling time within FFAP experiments was controlled by the time which sample (mixture 
of protein, Togni reagent and ascorbic acid) spent in the reaction capillary (delay line) before 
mixing with the quencher. The following equation sums up all parameters that need to be 











In this equation, Vd represents delay line volume, F1 and F2 flow rates of sample+Togni 
reagent and ascorbic acid, respectively. r2d represents the radius of the delay line capillary, 





Based on this equation, I’ve designed and built a quench-flow reactor that provides 
labelling times of less than 1 second. A detailed scheme of quench-flow apparatus used in 
Publication 4 for FFAP labelling experiments providing 3-second labelling pulses is 
presented in Figure 41.  
 
 
Figure 41: Scheme of pulse labelling apparatus used for FFAP experiments.  
 Publication 1 
Title: Fast Photochemical Oxidation of Proteins and Top-Down Mass Spectrometry: The 
Effect of Collision-Induced Dissociation, Electron-Transfer Dissociation and Electron-
Capture Dissociation on Product-Ion Spectra. (under review) 
 
Structural mass spectrometry is evolving field introducing novel techniques like Fast 
photochemical oxidation of proteins. In most cases, oxidized proteins are analyzed by the 
standard bottom-up approach. However, this approach derives information about total 
oxidation from peptides that yield from various protein populations with different 
modifications. Therefore, this publication proposes a top-down approach, where the 
oxidation sides are determined only from singly-oxidized protein population that reflect the 
initial native protein conformation. 
First, FPOP experiments were conducted with well-studied model protein ubiquitin. 
The ubiquitin was oxidized in the quench-flow apparatus. Figure 42 shows the extent of 
protein oxidation. Subsequently, the most intense singly-oxidized protein population (charge 
state 10+) was isolated by quadrupole and subjected to CID, ETD and ECD fragmentations. 
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Figure 42: Full mass spectra of the non-oxidized (a) and oxidized (b) ubiquitin. The inset shows the mass spectra corresponding to the 10+ charge state of respective proteins. Comparison of both spectra illustrates the presence of singly, doubly, and triply oxidized ubiquitin in the sample subjected to the FPOP.  
The fragmentation spectra were used to calculate the oxidation extents of each fragment, 
pinpointing oxidized amino acids residues. Based on the fragmentation efficiency, 
ETD yielded the lowest amount of fragment ions that resulted in insufficient spatial 
resolution of the experiment. On the contrary, the CID fragmentation achieved better spatial 
resolution, however significant neutral loss of water complicated the data evaluation process. 
The best spatial resolution was accomplished by EDC, where nearly a single residue 
resolution was reached (Figure 43). 
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Figure 43: ECD spectrum of FPOP labelled ubiquitin. a) Overview of the whole spectrum obtained upon isolation of 10+ charge state singly oxidized ubiquitin (m/z 858.56) indicated with blue diamond, with zoom-in ECD spectrum of the m/z range 200-650. b) Extent of FPOP oxidation for ubiquitin on the fragment level. Red bars indicate oxidized fragment ions. Error bars are showing the standard deviations of three independent MS measurements.  
Subsequently, CID, ETD and ECD fragmentations of singly-oxidized ubiquitin were 
performed for additional charge states (9+, 11+ and 12+). Surprisingly, the CID 
fragmentation of different charge states revealed the dependence of the oxidation extent on 
the charge state. 
Multiple continuous accumulation of selected ions (multi CASI) was used to overcome 
this phenomenon, allowing simultaneous isolation of several charge states within one 
experiment. Multi CASI/CID and multi CASI/EDC experiments of singly-oxidized ubiquitin 
(9+, 10+, 11+ and 12+ charge states) were tested. Unexpectedly, multi CASI/CID 
fragmentation resulted in fewer fragments than its CID analogue due to the significant water 
loss of oxidized residues. In contrast, multi CASI/EDC enhanced sequence coverage and 
yielded more stable oxidation extents. 
In the next step, the top-down approach using multi CASI/CID and multi CASI/EDC was 
applied to monitor conformational changes. As a model protein, horse hearth holomyoglobin 
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and its apoform (without heme group) were subjected to FPOP. Afterwards, singly-oxidized 
charge states (15+, 16+, 17+, 18+, and 19+) of holomyoglobin or apomyoglobin were 
simultaneously fragmented, resulting in a satisfactory amount of fragment ions (combination 
of multi CASI/CID and multi CASI/EDC fragment ions). Subsequently, oxidation extents 
were calculated for each fragment ion of holo/apomyoglobin separately. If the difference in 
the extent of oxidation (holo vs apoform) exceeded the specified threshold value, this change 
was considered significant and highlighted in myoglobin's structural model (Figure 44). 
As a result, we obtained a myoglobin model where red residues were more oxidized in 
apoform and green more oxidized in holoform. More oxidized residues in apoform (red) are 
preferentially in the heme-binding cavity giving evidence of structural changes upon release 
of the heme group. Additionally, our top-down data are in excellent agreement with 
previously published bottom-up FPOP experiments conducted by Vahidi et al.[241].  
    
Figure 44: a) Myoglobin structure (PDB: 1WLA)[242] with oxidized residues labelled by FPOP and detected by a top-down approach. The residues featuring significantly increased oxidation levels are highlighted for apomyoglobin (red) and holomyoglobin (green). b) Myoglobin structure by classical bottom-up FPOP approach[241]. Differences in oxidation for apoform are highlighted in violet.  
In this publication, we demonstrated the novel utilization of a top-down approach for 
analyzing FPOP experiments. Unfortunately, ETD fragmentation yielded poor 
fragmentation efficiency and was not helpful for further experiments. The CID provided 
sufficient fragmentation; however, water loss occurred preferentially on oxidized fragment 
ions, biasing the obtained data. The EDC fragmentation provided the best spatial resolution 
(nearly single amino acid resolution), making it the ideal fragmentation technique available 
a) b) 
69  
for top-down FPOP experiments, especially in combination with multi CASI. Finally, we 
demonstrated a novel top-down approach to determine structural changes of holo/apoform 
of myoglobin.  
 Publication 2 
Title: Benefits of Ion Mobility Separation and Parallel Accumulation−Serial Fragmentation 
Technology on timsTOF Pro for the Needs of Fast Photochemical Oxidation of Protein 
Analysis 
 
In the Publication I, FPOP top-down approach was successfully presented for small proteins 
(ubiquitin and myoglobin). Publication 2 and publication 3 are dedicated to test the benefits 
of timsTOF Pro (quadrupole time-of-flight (QTOF) coupled with trapped ion mobility) for 
standard FPOP experiment. Unlike standard QTOFs, ion mobility separation before MS/MS 
adds another dimension of separation, which allows additional separation of precursors with 
the same m/z but the different shape of molecule (like peptide with one oxidation (+16 Da) 
on two different residues). Additionally, this novel instrument is equipped with “parallel 
accumulation−serial fragmentation” (PASEF) technology, which synchronizes quadrupole 
and tims elution time to achieve fast sequencing speed (>100 Hz) and nearly 100% duty 
cycle[243]. All these features can be beneficial for FPOP experiments where almost all amino 
acids (except glycine) can be oxidized, with various oxidation products (described in 
chapter 1.2.2.3 Table 2). 
In this publication, Haptoglobin 1-1 composed of Hpα and Hpβ subunits, was subjected 
to oxidation by hydroxyl radicals generated from H2O2 by KrF laser (248 nm). Also, a 
control experiment was performed by mixing Hp with H2O2 without laser irradiation 
(detection of background oxidation caused by H2O2). One hundred sequence coverage was 
achieved by subsequent MS analysis. Additionally, samples subjected to radical footprinting 
revealed significantly more modifications compared to samples without laser irradiation. 
Specifically, 6 and 55 modifications were found on 5 and 15 types of amino acids of Hpα 
and Hpβ, respectively (Figure 45a).  
Subsequently, modifications were plotted on the structural model of Hp 1-1 (based on 
PDB 4WJG), revealing the location of oxidized amino acids near the protein surface 
(Figure 45b). This observation nicely fitted the calculated solvent-accessible solvent area 
concerning amino acids reactivity, where exposed and reactive amino acids 
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(aromatic residues and Met) yield to a greater extent of modification than those buried into 
protein structure.  
 
  
Figure 45: a) Amino acids modified with hydroxyl radicals during the FPOP experiment b) Structural model of Hp 1-1 (based on PDB 4WJG) with highlighted modified residues identified in the laser-irradiated sample. The α subunit is in green color, the β subunit is in cyan, and the modified residues are red. Respective light colors represent the solvent-accessible area of the protein surface.   
Beneficial separation by trapped ion mobility was demonstrated on selected singly-
oxidized peptide DYAEVGR (m/z = 825.3568) in Figure 46. In this case, the same peptide 
had two retention times of 5.6 and 6.5 minutes, yielding identical fragmentation patterns 
pointing to modification of tyrosine. However, ion mobility revealed different 1/k0 values, 
indicating the modification of different tyrosine aromatic ring positions. A similar effect was 
observed for various peptides. Thus, thanks to ion mobility separation, sub-residue 






Figure 46: Fragmentation spectra of the peptide 271-277 (m/z 825.3568) with a retention time of  5.6 (a) and 6.5 min (b). A precursor ion is labelled with blue rhombus. # - oxidized fragment ions, * - loss of ammonia. The modified residue is labelled with a lowercase letter.  
Demonstration of PASEF technology was shown on peptide KQLVEIEK (m/z 501.78), 
where five different residues were found to be oxidized (Table 3). Multiple oxidation sites 
were supportively indicated by distinct peptides retention times and also different ion 
mobilities.  
The key benefit of PASEF technology is that the fragmentation spectra for peptides can 
be obtained over a wide dynamic range of intensities. In the case of mentioned oxidized 
peptide, the lowest and the highest intensities differ by more than 3 orders of magnitude. 
Despite that, fragmentation spectra were sufficient to identify the modification site precisely, 
even for low abundant oxidation products.  
 






The presented publication has shown the suitability of a novel timsTOF Pro instrument 
for the FPOP experiments. Due to the complexity of the oxidized peptide products, ion 
mobility separation was beneficially used, adding another dimension of separation. Thanks 
to IMS, the sub-residue resolution of oxidations was achieved (apparently ortho, meta 
position of tyrosine the aromatic ring). Additionally, PASEF technology allowed the precise 
location of oxidized residues for peptides varying in concentration, covering almost four 
orders of magnitude dynamic range. 
 Publication 3 
Title: Hydroxyl radical footprinting analysis of a human haptoglobin-hemoglobin complex. 
(accepted) 
 
A subsequent publication is a follow up of the previously published article describing the 
combination of the FPOP approach and the timsTOF Pro instrument. Thanks to the 
instrument’s features, a single-residue resolution of oxidized amino acids of the human 
Hp-Hb complex was achieved, uncovering the interaction interphase of complex (tetramer 
composed of Hpα, Hpβ and Hbα, Hbβ subunits). 
Although the function of this protein complex has been thoroughly investigated, its high-
resolution structure has not yet been satisfactorily resolved. Up to date, there are only two 
X-ray structural models of this complex in the PDB database, while one represents structural 
model (2.9 Å) of porcine analogue[244], and the second is the human Hp-Hb complex, but 
only as a multimeric complex with a Trypanosoma brucei brucei receptor[245].  
The Hp, Hb and their complex were separately subjected to FPOP. For a bottom-up data 
interpretation, a comprehensive list of all possible outcomes of protein hydroxyl radical 
footprinting was created using already published data considering the reactivity of each 
amino acid (Table 4). 
Thanks to the ion mobility separation and PASEF technology, PEAKS X+ software 
assigned a sufficient number of modified residue distributed over the Hp and Hb sequences 
resulting in excellent spatial resolution of the experiment (Table 5). 
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Table 4: List of FPOP modifications defined in PEAKS X+ software.  
 
 Table 5: Number of identified peptides by PEAKS X+ software. All – all identified peptides;  Mod. – number of modified peptides with a localization score ≥ 20; Cert. – number of modified peptides with at least one unambiguously modified residue. 
 
The quantitative extend of modification for single protein and proteins in complex 
encoded the Hp-Hb interacting regions. For illustration, Figure 47 represent such a result 
for Hpβ where the orange columns correspond to oxidation found for “free” Hpβ and blue 
columns correspond to oxidation when the Hpβ was oxidized in complex 
 
Figure 47: Modification ratios at the residue level (orange columns – “free” protein, Blue columns 
– Hb–Hp complex). Residues with multiple modifications, like His, are presented as the sum of all detected modifications contributing to the overall oxidation extent.   
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As can be seen, Figure 47 revealed differences within oxidation level for “free” Hpβ and 
Hpβ bound in the complex. For example, amino acids H166, W284 and M300 represent 
more oxidised residues in “free” form, giving evidence of protection upon binding to 
complex assembly. On the contrary, residues L221 and W398 shown the opposite effect 
(deprotection). For graphical evaluation, oxidation differences (“free” vs complex) for all 
complex subunits were plotted on structure (based on PDB: 4WJG), revealing position 
within the Hp-Hb complex (Figure 48). Residue coloured in red and blue represented less 
and more oxidized amino acids (relative to the complex), respectively. As can be seen, red 
residues are located at the interaction interphase (e.g. Hpβ: H166, W284, M300; Hbβ: W37), 
explaining their lower oxidation extent upon complex formation (protection).  
 
Figure 48: Structural model of Hb–Hp complex with highlighted residues oxidized by the FPOP experiment. a) Overview of a tetrameric complex composed of α,βHp and α,βHb subunits. b) Zoom of interaction interface. Red residues were less oxidized (protected) upon the formation of complex, showing evidence of the interaction interface. Blue residues represent amino acids that were more oxidized after the complex's formation. Hpα is in pink, Hpβ is in cyan, Hbα is in green, and Hbβ is in dark green.   
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Based on the performed FPOP experiment, three Hp (βH166, βW284, βM300) and three 
Hb residues (αLeu136, βTrp37, βCys93) were found to be less oxidized (protected) upon 
formation of the Hp-Hb complex. This observation revealed the interaction interphase of the 
protein complex. Additionally, our data are in agreement with theoretical calculations 
performed by Nantasenamat et al.[246], where βTrp37 Hb was pinpointed as a “hot-spot” 
significantly responsible for the formation of the Hp-Hb complex. 
 Publication 4 
Title: Fast Fluoroalkylation of Proteins Uncovers Structure and Dynamics of Biological 
Macromolecules. 
 
This publication describes the development of a novel footprinting technique termed Fast 
Fluoro Alkylation of Proteins (FFAP). As labelling probes, fluoroalkyl radicals were 
generated from hypervalent iodine-fluoroalkyl reagents known as Togni’s reagents.  
In this publication, specifically acid (Figure 49a, c) and alcohol (Figure 49b, d) type 
Togni’s reagents were used. Additionally, various types of radicals were generated 
(•CF3 vs •CF2CF2Im). Due to FFAP radical nature, this method utilized capillary quench-
flow apparatus similar to FPOP, providing labelling pulses in the timescale of seconds 
(Figure 49e).  
      
Figure 49: Structure of cyclic hypervalent iodine-fluoroalkyl reagents used in this study. a) acid type Togni-CF3 reagent b) alcohol type Togni-CF3 reagent c) acid type Togni-CF2F2Im reagent and d) alcohol type Togni-CF2CF2Im reagent. e) Quench-flow apparatus utilized for the FFAP experiment.   
However, unlike the fluoralkylation by Langlois reagents (CF3SO2Na) and oxidation by 
the FPOP, our technique did not require an expensive KrF laser, which makes it feasible for 





On top of that, no reaction products were observed for the protein sample and Togni's reagent 
mixture before the addition of sodium ascorbate (radical inducer), solving the problem of 
artificial oxidation caused by H2O2 within the FPOP experiment. 
In this publication, FFAP was utilized on the well-studied system of holo/apomyoglobin 
and Hp-Hb protein complex.  
As the first experiment, the holo and the apo form of myoglobin were separately labelled 
by all four Togni’s reagents shown in Figure 49. For the labelling, the quench-flow 
apparatus was used with calculated parameters of the delay line to yield in a labelling time 
of three seconds. Subsequently, samples were processed by standard bottom-up protocol, 
resulting in assigned peptides and peptides with fluoroalkyl modification. Finally, the extents 
of modification were calculated for each peptide for holo/apoform (red/blue), resulting in 
a column graph shown in Figure 50. In this graph, 19 out of 22 aromatic amino acids 
were found to be modified after the three-second reaction with acid type Togni-CF3 reagent.  
 Figure 50: Quantification of CF3 modifications of aromatic residues for apo- and holomyoglobin. The radical labelling reaction was performed by acid type Togni-CF3 reagent. Red bars represent the extent of holomyoglobin modification and blue bars represent apomyoglobin modification, P-value (*** - P < 0,005; ** - P < 0,01; * - P < 0,05).  
Differences between apo and holoform were statistically tested by the T-test represented 
by the asterisk on top of the column. Subsequently, statistically significant differences 
obtained from all four Togni reagents were plotted on the structure of myoglobin, revealing 
regions that underwent structural changes (Figure 51). For clarity, the regions marked in red 
were found to be more modified in the apoform, while the blue ones were less modified.  
As shown in Figure 51a, red regions are in close proximity to the heme group, which 
explain greater modification extents after the heme group's release. Additionally, similar 
regions were found to be more oxidized in Publication 1, where the same model proteins 
were used for the FPOP experiment (Figure 51b). 
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          Figure 51: Visualization of the regions with the highest degree of modification and the difference between apomyoglobin and holomyoglobin obtained by a) FFAP and b) FPOP. The red regions were found to be more modified, while the blue or green regions were less modified in apomyoglobin (absence of heme group). 
For further FFAP experiments, a tetrameric complex of Haptoglobin-Haemoglobin 
(Hpα, Hpβ and Hbα, Hbβ subunits) was used. Similar to publication 3, this experiment 
aimed to describe the interaction interface between Hp 1-1 and Hbαβ. Hence, sample 
preparation and data processing for FFAP was almost identical to preparation for the FPOP 
experiment, so only a brief description is provided.  
The Hp, Hb and their Hp-Hb complex were separately subjected to the FFAP with two 
acid type Togni's reagents, followed by a standard bottom-up approach. The modification 
extents were calculated for individual subunits while being in the form of “free” proteins 
(more precisely as Hpαβ dimer and Hbαβ tetramer) and in the tetrameric complex (Hp-Hb). 
Subsequently, differences were plotted in column graphs (similar to Figure 50), and the 
differences were statistically evaluated using a T-test. Based on the statistics, differences 
were plotted to the 3D structure of the Hp-Hb complex (Figure 52). Blue and red labelled 
residues were more and less modified upon the formation of the tetrameric complex, 
respectively. From the zoom in Figure 52, red labelled residues were found to be 
predominantly located between Hpβ and Hbαβ subunits. Due to the location and lower extent 
of modifications (protection against modifications) of the red-labelled residues, it was 
possible to determine the probable interaction interface of the Hp-Hb complex. On top of 
that, the FFAP provided information about interaction interphase, which is in excellent 
agreement with data presented in publication 3, where the FPOP experiment was utilized 





Figure 52: Structure of Hp-Hb complex with highlighted modified residues after reaction with acid type Togni-CF2F2Im reagent. Red residues were less modified, and blue residues were more modified in the Hp-Hb complex. Subunits of the complex are highlighted as follows: Hpα - pink, Hpβ - light blue, Hbα - light green and Hbβ - dark green. Zoom – Interaction interface of Hp-Hb complex.  
In this publication, we presented the novel fluoralkylation strategy of proteins. Due to the 
similarities with the FPOP, we termed this new technique Fast Fluoroalkylation of Proteins 
(FFAP). Its feasibility has been demonstrated on model proteins apo/holo myoglobin and 
the Hp-Hb complex, previously used for structural elucidation by FPOP in publication 1 
and publication 3, respectively. As was shown, FFAP provided similar results as FPOP, but 
without the need for an expensive KrF laser used for the generation of hydroxyl radicals. 
This fact makes the FFAP an ideal alternative to conventional techniques.  
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4.2 Chemical cross-linking  
 Publication 5 
Title: Influence of cross-linker polarity on selectivity towards lysine side chains 
 
Nowadays, many cross-linkers with different chemistry mechanisms are used for mapping 
the structure of proteins or protein complexes. However, often due to their poor solubility in 
water (hydrocarbon chain spacers, hydrophobic leaving group), non-polar solvents such as 
DMSO, DMF must be used for their dissolution. To prevent the addition of non-polar solvent 
to the sample, water-soluble cross-linkers with a polar leaving group such as the 
sulfosuccinimidyl group (sulfo-NHS) have been synthesized and are commonly available 
on the market. This publication compares the polarity effect of leaving groups of cross-
linking agents disuccinimidyl glutarate (DSG) and bis(sulfosuccinimidyl) glutarate (BS2G). 
Based on previous works, sulfo-NHS were preferentially used due to their solubility in 
the water-based buffers. However, studies proving no difference between NHS and sulfo-
NHS cross-linking products were not published. Thus, in this work, we have decided to use 
DSG and BS2G cross-linkers containing the same linker and their isotopically coded 
analogues (d6-DSG and d6-BS2G) to reveal the reactive group's polarity effect (Figure 53).  
 
Figure 53: Chemical structure cross-linkers used in this study. (A) Disuccinimidyl glutarate (DSG) and (B) bis(sulfosuccinimidyl)glutarate (BS2G). BS2G contains two additional sulfonate groups (-SO3H), which give its negative charge and make it water-soluble.  
In general, cross-linking reaction is performed with cross-linker, and it is isotopically 
coded analogue in the equimolar ratio (e.g. d0-DSG:d6-DSG). This cross-linking mixture 
yields cross-linked peptides with a 1:1 ratio of light/heavy linker observed in the mass 
spectrum as “doublet” with mass shift corresponding to linker isotope difference (in this 
experiment Δm = 6.0376 Da). However, to study the effect of leaving groups, equimolar 
mixtures composed of d0-DSG/d6-BS2G (sample A) and d6-DSG/d0-BS2G (sample B) 
were used separately for cross-linking of bovine serum albumin (BSA).  
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As control experiments, equimolar cross-linkers mixtures with the same leaving group 
were also used (d0-DSG/d4-DSG and d0-BS2G/d4-BS2G). After that, cross-linked BSA 
was digested by trypsin and measured via LC-MS/MS.  
Surprisingly, cross-linking reactions of BSA by d0-DSG/d6-BS2G and 
d6-DSG/d0-BS2G yield cross-linked peptides with light/heavy ratios far from the expected 
1:1 ratio. Additionally, ratios were reciprocal (Figure 54). On top of that, control 
experiments showed the ideal 50:50 ratios. 
 
Figure 54: Detail of mass spectra corresponding to cross-link K211–K242 (A-D) and K221–K294 (E-H) where isotopically labelled equimolar mixtures composed of DSG/d6-BS2G (A, E) and d6-DSG/BS2G (B, F) were used to track the linker origin. For cross-link K211–K242 (A, B), preference of DSG was observed while cross-link K221–K294 (E, F) was predominantly modified by BS2G. Additionally, inverted ratio patterns were observed (A, B) (E, F) for samples where reciprocal mixtures were used. Control experiments (C, D) and (G, H) resulted in spectra where“doublets” of light/heavy forms were close to the ideal 50:50 ratio.  
81  
Based on the observed phenomenon, quantification of 39 found cross-links was 
conducted, revealing that half of the found cross-links was preferentially cross-linked by 
non-polar DSG while only four cross-links preferred polar BS2G.  
To explain this phenomenon, all found cross-links were fitted to BSA structural model 
with a surface representing the polarity of each amino acid. Only one polar and non-polar 
are shown in Figure 55. Not surprisingly, the DSG probe favours hydrophobic regions of 
proteins molecule while DS2G prefers polar parts.  
 
Figure 55: Model of BSA (PDB entry: 4F5S) with selected polar and nonpolar cross-links. Based on the colour scheme cross-link K524–K544 (A) is situated near hydrophobic amino acids (red surface colour); thus, preferential modification by DSG was observed in this region.  On the contrary, cross-link K116–K431 (B) is located in the polar surface region, making it more accessible for polar BS2G cross-linker. 
 Such an assumption and the demand for a high number of constraints keeping the cross-
linker concentration as low as possible led to an additional experiment where only light DSG, 
BS2G, and equimolar mixture DSG/BS2G were used to cross-linking BSA.  
Cross-linking with DSG and BS2G yield in 47 and 46 found cross-links, respectively. 
However, the mixture of DSG and BS2G yield 67 unique cross-links within one experiment 
due to the different preference of the polar and non-polar cross-linkers.  
In conclusion, this publication highlighted the role of the cross-linker leaving group, 
which could significantly affect obtained results even if the cross-linkers have the same 
spacer length. Additionally, we have shown new insight into sample preparation where the 
mixture of polar and non-nonpolar cross-linker can be beneficially used to obtain more cross-
linking restrain within a single experiment.  
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 Publication 6 
Title: Addressing the Molecular Mechanism of Longitudinal Lamin Assembly Using 
Chimeric Fusions 
 
Since lamins are involved in many cellular processes (chromatin reorganization, 
transcription, etc.[247]), mutations in the lamin genes are associated with the formation of the 
unstable nuclear envelope through the incorrect assembly of lamin filaments. 
This phenomenon is associated with many diseases such as Emery-Dreifuss muscular 
dystrophy, Hutchinson-Gilford progeria syndrome, collectively known as laminopathies[248]. 
Although the lamins are intensively studied proteins, the mechanism of filament assembly 
from monomeric subunits is not fully understood at the molecular level.  
For all lamin proteins, the basic building block is a rod-like dimer that forms a parallel 
coiled-coil (CC) structure. This CC dimeric structure can be divided into smaller domains 
named head, central α-helical rod, and tail responsible for intermolecular interactions 
(Figure 56a). In previous studies, the predominant longitudinal interaction (so-called ACN) 
of two dimers with similar orientation was described (Figure 56b).  
 
Figure 56: a) Schematic representation of the structure of lamin A. C1A, coil1A; L1, linker 1; C1B, coil1B; L12, linker 2; C2, coil2; NLS, nuclear localization signal; Ig-like, immunoglobulin-like domain. Chimeric fragments used here for crystallographic studies are shown below. The capping motifs Eb1 and Gp7F40C are coloured cyan and wheat, respectively. b) Scheme of longitudinal lamin assembly, which is based on the ACN interaction.  
In this publication, the molecular architecture and assembly mechanism of intermediate 
filaments (IFs) formed by lamin A were studied. X-ray crystallography was the first method 
of choice to elucidate ACN interaction at the molecular level. However, the crystallization of 
whole dimers was unsuccessful due to their high flexibility. 
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Therefore only the short rod domains with stabilizing capping motives responsible for 
ACN interaction were used for crystallization and X-ray measurement. Specifically, two 
N-terminal (LA 1-70-Eb1; LA 17-70-Eb1) and one C-terminal (Gp7F40C-LA 327-403) 
fragments were crystalized and structurally solved, representing the head and the tail domain 
of full-length lamin, respectively.  
For the cross-linking experiments, one N-terminal and C-terminal fragments were mixed 
in a 1:1 ratio to form tetramers through ACN interaction interphase. Subsequently, 
N-terminal, C-terminal fragments and their complex were subjected to chemical cross-
linking by three homobifunctional cross-linkers with primary reactivity against amino 
groups (DSPU, DSBU and DSG) as well as a zero-length cross-linker EDC with reactivity 
against amino and carboxy groups. The yields of cross-linking reactions were tracked 
through SDS-PAGE (Figure 57), achieving satisfactory cross-linking products of the 
individual dimers (2N and 2C) and tetramer (2N2C).  
 
Figure 57: Reducing SDS-PAGE analysis of LA 22-70-Eb1, Gp7F40C-LA 327-403 and the SEC-purified complex of these two fragments without cross-linking (no XL) and after cross-linking with DSG, DSBU and EDC. The most likely stoichiometry of different bands is given at the right-hand side of each gel, where letters N and C indicate the N- and C-terminal fragments, respectively. Theoretical masses of all bands are given in the side panel.  
Cross-linked samples were then processed by the standard bottom-up protocol followed 
by data evaluation with Stavrox and Merox software. In total, 51 cross-links were identified 
for all used cross-linkers. However, only 44 were used for subsequent structural modelling 
of the 2N2C tetrameric complex (7 cross-links were in the region not resolved in the crystal 
structure). For molecular modelling, N-terminal and C-terminal dimers were manually 
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docked upon opening up the interacting ends of each dimer. After optimization steps, an ACN 
tetramer model with an overlap of 6.5 nm was obtained (Figure 58a), satisfying 31 cross-
links out of 44 (Figure 58b). The 13 remaining cross-links were outside the specified cross-
linkers restrains. This effect was additionally explained by the formation of artefacts caused 
by random collisions of two heterotetramers within the cross-linking reaction.  
 
Figure 58: Modelling of the ACN tetramer. a) Final molecular model of the ACN tetramer.  Gp7F40C-LA 327-403 is coloured wheat (Gp7F40C) and blue (LA 327-403). LA 17-70-Eb1 is coloured green/yellow (LA 17-70) and cyan (Eb1). b) Final molecular model of the ACN tetramer with all 31 cross-links that were compatible with the model. Interdimer cross-links are coloured green. Tetramer cross-links are labelled and coloured red (DSBU, DSPU and DSG) and magenta (EDC).  
Finally, this publication demonstrated the use of C and N terminal fragments 
("mini-lamins") and a combination of X-ray crystallography and chemical cross-linking for 
the characterization of the longitudinal (ACN) interaction at the molecular level. Thanks to 
the given structural restrains, molecular modelling provided the tetrameric model with a 
6.5 nm overlap of N and C-terminal dimers at ACN interaction interphase. This observation 
is in excellent agreement with the most recent publication by Makarov et al.[249],  




This thesis aimed to enhance the capability of structural mass spectrometric methods, 
especially for pulsed covalent labelling and chemical cross-linking. The results were 
summarized in three publications and three manuscripts currently being in the peer-review 
process. The obtained specific results are summarized in the following points: 
 
 Pulsed quench-flow reactors have been designed and constructed to utilize radical FPOP 
and FFAP labelling methods to determine the surface topology of proteins and protein 
complexes. 
 
 Firstly, the performance of the quench-flow reactor and the feasibility of the top-down 
approach for radical labelling were successfully demonstrated on mapping surface 
accessibility of ubiquitin. 
 
 Subsequently, holo/apomyoglobin structural changes caused by the absence/presence of 
the heme group were tracked by the FPOP and the FFAP (3 seconds labelling pulse). 
The independently obtained results from the FPOP and the FFAP radical labelling 
experiments were mutually in excellent agreement, pinpointing identical protein regions 
which underwent the most significant structural changes responsible for heme binding.  
 
 Further, the interaction interphase of tetrameric haptoglobin haemoglobin complex was 
determined at single residue resolution by combining FPOP and FFAP techniques 
conducted in quench-flow reactors. For this experiments, a novel Bruker timsTOF Pro 
instrument equipped with IMS and PASEF technology was advantageously used. 
 
 The influence of cross-linker’s leaving group polarity (NHS vs sulfo-NHS) was tested. 
The polar regions of BSA were predominantly cross-linked by polar cross-linker BS2G, 
while DSG preferred less polar regions. Additionally, results showed that the use of the 
polar and non-nonpolar cross-linker mixture could be beneficial to obtain more distance 
constraints within a single experiment. 
 
 Based on the influence of cross-linker polarity, various non-polar cross-linkers were 
used for cross-linking of "mini-lamins" tetrameric assembly. By a combination of 
X-ray crystallography and chemical cross-linking, structural model of longitudinal 
interaction (ACN) of "mini-lamins" was determined with atomic resolution. 
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