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Abstract: Hyperlogarithms provide a tool to carry out Feynman integrals in Schwinger
parameters. So far, this method has been applied successfully mostly to finite single-scale
processes. However, it can be employed in more general situations.
We give examples of integrations of three- and four-point integrals in Schwinger pa-
rameters with non-trivial kinematic dependence, including setups with off-shell external
momenta and differently massive internal propagators. The full set of Feynman graphs
admissible to parametric integration is not yet understood and we discuss some counterex-
amples to the crucial property of linear reducibility. In special cases we observe how a
change of variables can restore this prerequisite for direct integration and thereby enlarge
the set of accessible graphs.
Working in dimensional regularization, we furthermore clarify how a simple application
of partial integration can be used to convert divergent parametric integrands to convergent
ones. In contrast to the subtraction of counterterms, this scheme is ideally suited for our
method of integration.
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1 Introduction
Scalar1 Feynman integrals Φ(G) associated to a Feynman graph G take the form [3]
Φ(G) = Γ(sdd) ·
[∏
e
∫ ∞
0
αae−1e dαe
Γ(ae)
]
ψsdd−D/2ϕ− sdd · δ(H) (1.1)
1Products of loop momenta in the numerator (in the momentum space representation) yield the same
parametric form [1] (see also section 2.3 of [2]) up to shifted powers of ψ and ϕ as well as a further polynomial
in the numerator. Therefore such tensor integrals are included in our discussion throughout.
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in Schwinger parameters αe for each edge e ∈ E(G) and the power ae of the corresponding
propagator. The graph polynomials [4] are given by sums over all spanning trees T and all
spanning two-forests F :
ψ =
∑
T
∏
e/∈T
αe and ϕ =
∑
F=T1∪˙T2
q2 (T1)
∏
e/∈F
αe + ψ
∑
e
m2eαe, (1.2)
where q(T1) :=
∑
v∈T1 q(v) = −q(T2) denotes the total external momentum entering the
tree T1 and me the mass of the internal propagator associated to e.
The Dirac distribution δ(H) in (1.1) projects on an arbitrary2 hyperplane {H = 0}
which we will always choose as H = 1−αe for some fixed edge e. Denoting the number of
loops of G by |G|, in D dimensions we declare the superficial degree of divergence as
sdd =
∑
e
ae −
D
2
|G| . (1.3)
Our strategy is to successively integrate out Schwinger parameters αe1, αe2 , . . . in (1.1)
following the method of [5] which we implemented in the computer algebra system MapleTM
[6]. To compute regulated integrals (e.g. D = 4− 2ε), we perform the ε-expansion on the
integrand of (1.1) and integrate out each term individually.
This approach requires a convergent integral representation of each term in the ex-
pansion, but the immediate form (1.1) often turns out to be divergent at the expansion
point (e.g. ε = 0). In particular this is always the case whenever G contains (infrared
or ultraviolet) sub divergences. In section 5 we derive a systematic procedure to gener-
ate different (but equivalent) parametric integral representations with increased domains
of convergence, therefore extending the method of parametric integration to arbitrarily
divergent ε-expansions.
As a consequence, the earlier results for finite single-scale propagator graphs recalled
in section 2 generalize to the divergent cases.
Parametric integration can only be applied to linearly reducible graphs G, a criterion
on the graph polynomials S0 := {ψ,ϕ} which we recall in appendix A. The idea is that
starting from the integrand f0 of (1.1), for any ordering e1, . . . , eN of edges we can find
sets Sn ∈ Q[αn+1, . . . , αN ] of polynomials that describe the possible singularities of the
partial Feynman integrals fn+1 :=
∫∞
0 fn dαn+1. If each element of Sn is linear in αn+1,
the algorithm of [5] can be applied to compute fn+1 in terms of hyperlogarithms. These
are special classes of multiple polylogarithms and all explicit results in this article will be
given in the notation we fix in A.1. There we also explain how the final set SN of this
polynomial reduction constrains the symbol of the Feynman integral fN−1|αN=1 = Φ(G).
The main section 3 is a collection of examples of integrals with non-trivial dependence
on kinematic invariants Θ =
{
m2e, q
2(T ), . . .
}
that are linearly reducible and can thus be
integrated parametrically. For illustration we supply explicit new results for selected cases,
most of which are (due to their volume) not printed but contained in the attached text file
only. Further results might be obtained from the author upon request.
2This freedom of choice is a consequence of (1.1) being a projective integral.
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Figure 1. Examples of massless propagators of vertex-width three (first row) and vertex-width
four (second row).
We also point out counterexamples to linear reducibility and show in section 4 that
in special cases, changes of variables can allow for parametric integration in spite of the
graph not being linearly reducible in the original Schwinger parameters.
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2 Single-scale integrals
Before studying more complicated examples, let us briefly review integrals with a single
scale: ϕ depends only on a single kinematic invariant {s} = Θ (a mass or external momen-
tum squared) which therefore factors out completely from (1.1) as s− sdd.
2.1 Massless propagators
The case of massless graphs G with two external legs (depending on their momenta ±p
through s = p2) is so far the only setup where a non-trivial infinite family of linearly
reducible graphs is known to exist by
Theorem 2.1 (positive matrix graphs [9]). All massless vacuum (no external momenta)
graphs G of vertex-width vw(G) ≤ 3 are linearly reducible and their ε-expansions are
Q-linear combinations of multiple zeta values ζn1,...,nr where n1, . . . , nr ∈ N and nr > 1.
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Figure 2. Linearly reducible topologies with one internal mass (fermion lines) and otherwise
massless propagators (including the external momentum p2 = 0) from [11–13]. The marked vertex
represents an operator insertion, its precise form is irrelevant for the polynomial reduction. Note
however that the authors aimed for generating functions of all Mellin moments, and then linear
reducibility strongly depends on the form of operator.
Here vw(G) ≤ 3 means that we can order the edges e1, . . . , eN of G such that for all
1 ≤ n ≤ N , there are at most three vertices of G that touch edges in {e1, . . . , en} and
{en+1, . . . , eN} at the same time. Even though this is a strong
3 constraint on G, we like to
stress that it holds for infinitely many non-trivial graphs, all of which thus being proven to
evaluate to multiple zeta values. This theorem extends to massless propagators by glueing
the external legs to form a vacuum graph. Examples are shown in figure 1.
Starting at three-loops, graphs with vw(G) > 3 occur (e.g. the second row in the
figure) and are therefore not covered by theorem 2.1, but we still have
Theorem 2.2 (vacuum graphs with four or five loops [10]). All massless propagators
up to four loops are linearly reducible. Their ε-expansions are Q-linear combinations of
alternating Euler sums Lin1,...,nr(σ1, . . . , σr) where ni ∈ N, σ
2
i = 1 and (nr, σr) 6= (1, 1).
Remark 2.3. In [10] we carefully stated this result only for convergent ε-expansions, while
the influence of sub divergences on the periods was left unclear. Taking section 5 into
account, we now realize that it holds in full generality and applies to arbitrary dimension
D = D0 − 2ε (D0 ∈ 2N) and propagator powers ae = ne + ενe with ne ∈ Z; unaffected by
sub divergences (that lead to higher order ε-poles).
The first counter-examples to linear reducibility of massless propagators appear at five
loops and some are discussed in section twelve of [9].
2.2 On-shell propagators with one internal mass
Another one-scale kinematic setup is given by propagator graphs with light-like external
momentum p2 = 0 but one internal mass m. In this case, the second graph polynomial
ϕ = m2 · ψ ·
∑
me=m
αe (2.1)
splits into polynomials which are themselves linear in each variable, while in general ϕ is
irreducible and quadratic in each αe for which me 6= 0 by (1.2). This explains the good
linear reducibility despite the presence of many massive edges which was observed in
Theorem 2.4 ([11–13]). The on-shell (p2 = 0) propagators with equally massive internal
fermions (and massless gluons) shown in figure 2 are linearly reducible.
Parametric integration was successfully employed in these works to obtain all Mellin-
moments of specific operator insertions.
3For example, vw(G) ≤ 3 implies planarity of G.
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Figure 3. Two-loop four-point functions of theorem 3.1 without one-scale subgraphs.
K4 =
p1
p2
p3
p4
1 2
3
4
5
6
G4 =
p1 p2
p3p4
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2
3
4
5
6
7
8
9
Figure 4. Massless on-shell four-point graphs: While G4 is linearly reducible (example 3.2), K4 is
not and makes a change of variables necessary (section 4.2).
3 Non-trivial kinematics
With increasing number of kinematic invariants, we expect more complicated Feynman
integrals and indeed observe in the following a breakdown of linear reducibility at much
lower loop orders. Since all reducible graphs evaluate to polylogarithms, known instances
like [14, 15] of elliptic integrals appearing already at two loops are outside the scope of our
investigation.
Thus a priori we are restricting ourselves to functions expressible in terms of polylog-
arithms (with arguments that are algebraic functions of the invariants), and we shall see
that not even all of these are linearly reducible in Schwinger parameters.
3.1 Massless on-shell four-point graphs (two scales)
The following result obtained in [16] has so far been the only systematic study of linear
reducibility for non-trivial kinematics:
Theorem 3.1. All massless four-point on-shell graphs (p21 = p
2
2 = p
2
3 = p
2
4 = 0) with at
most two loops are linearly reducible. In particular these include those of figure 3.
This result was expected since these functions were known to evaluate to polyloga-
rithms (even with one leg off-shell [17]). At three loops, counter examples to linear re-
ducibility exist [16] like the complete graph K4 of figure 4 which was recently evaluated in
D = 4− 2ε and a1 = . . . a6 = 1 to polylogarithms in [18] using the technique of differential
equations. This proves that a failure of linear reducibility in Schwinger parameters does
not prohibit a polylogarithmic result. In fact, section 4.2 shows how K4 can be integrated
parametrically nonetheless.
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∆1 :=
p3
p1 p2
p2
p1 p3
p2
p1 p3
p2
p1
p3
Figure 5. All massless three-point graphs with one or two loops and without one-scale subgraphs
(massless propagator insertions). Results are given in [22].
While at three loops all planar massless on-shell four-point functions were calculated
in [19] and the non-planar ones are in progress [18], results at four loops seem to be very
rare. From our above observations it seems plausible that at least some of them are linearly
reducible.
Example 3.2. The linearly reducible graph G4 of figure 4 can be integrated in Schwinger
parameters along the sequence 1, 2, 8, 6, 9, 7, 5, 4 of edges (setting α3 = 1). The final set of
polynomials S9 = {s+ u} in the reduction proves that all coefficients fn of the ε-expansion
Φ (G4) =
Γ(1 + 4ε)
s1+4ε
∞∑
n=−1
fn
(
s
u
)
· εn where s = (p1 + p2)
2, u = (p1 + p4)
2 (3.1)
are harmonic polylogarithms fn ∈ L ({0,−1}) of x :=
s
u . These are special hyperlogarithms
introduced in [20] and abbreviated Hn1,...,nr := Ln1,...,nr(x) for indices representing words
0 := ω0 and ±n := ∓ω
|n|−1
0 ω±1, e.g. H−2 = Lω0ω−1(x) = Li2(−x). Explicitly we computed
f−1 = −
79
70ζ
3
2H−1 − ζ3 (15ζ2H−1,−1 − 9ζ2H−1,0 −H−1,−2,−1 +H−1,−1,−2 + 6H−1,−1,0,0)
− 6ζ23H−1 −
3
2ζ5 (11H−1,−1 − 5H−1,0)−
3
10ζ
2
2 (H−1,−2 − 17H−1,−1,0 − 10H−1,−1,−1)
− ζ2
(
H−1,−2,0,0 − 2H−1,−1,−2,0 + 3H−1,−1,−2,−1 −H−1,−1,−1,0,0 + 6H−1,−1,−3
− 3H−1,−2,−1,−1 − 2H−1,−1,0,0,0
)
+H−1,−2,−1,0,0,0 −H−1,−1,−2,−1,0,0
+H−1,−1,−2,0,0,0 − 2H−1,−1,−3,0,0 +H−1,−2,−1,−1,0,0 (3.2)
while we provide f0 in the attached file. With FIESTA [21] we obtained the approximation
Φ (G4)
Γ(1 + 4ε)
≈ −219.35ε−1 − 3626.82 +O (ε) at (s, u) = (s0, u0) :=
(
1
2
,
1
5
)
(3.3)
which serves a successful independent check of our analytic result since it produces the
(exact) first digits −219.4440 . . . ε−1 − 3630.1071 . . . +O (ε) at (s0, u0).
3.2 Off-shell massless vertices (three scales)
Let us consider graphs with massless internal propagators (me = 0) and three external
momenta as shown in figure 5. At two loops their linear reducibility was observed in [22]
and by integration of Schwinger parameters explicit results up to weight four were obtained.
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∆3,1 := ∆3,22 := ∆3,14 :=
p3
p1
p2
∆3,5 :=
p1
p3p2
∆3,20 :=
p1
p3
p2
∆3,2 :=
p1
p3
p2
Figure 6. These three-loop three-point graphs are discussed in example 3.5.
These are most conveniently expressed in terms of auxiliary complex4variables z, z¯ such
that the square-root of the Ka¨lle´n function λ becomes rational:
p22 = p
2
1 · zz¯ and p
2
3 = p
2
1 · (1− z)(1− z¯), such that
(z − z¯)2 = λ := p21 + p
2
2 + p
2
3 − 2p1p2 − 2p1p3 − 2p2p3.
(3.4)
Example 3.3. The triangle ∆1 expands near D = 4− 2ε with a1 = a2 = a3 = 1 as
Φ (∆1) =
Γ(1 + ε)
z − z¯
· p
−2(1+ε)
1 ·
∞∑
n=0
fn(z, z¯)ε
n with the leading order given by
f0 = 4iℑ{Li2(z) + ln |z| · ln(1− z)} , the Bloch-Wigner dilogarithm.
Up to two loops, the functions (like fn in example 3.3) occurring in the ε-expansions
have symbols with letters drawn from the alphabet Σ∆ := {z, z¯, 1− z, 1 − z¯, z − z¯}. These
where first studied in [22] and generalize the single-valued multiple polylogarithms of [23].
Running the polynomial reduction algorithm proved
Theorem 3.4. All massless three-point graphs with up to three loops (some examples are
depicted in figure 6) are linearly reducible.
The final sets SN of the polynomial reduction provide the alphabets of the symbols.
We found that these always contain the set Σ∆ familiar from two loops, but in some cases
also the additional letters zz¯ − 1, z + z¯ − 1 and zz¯ − z − z¯ occur.
We computed these functions in D = 4− 2ε dimensions with unity propagator powers
ae = 1 for all edges e ∈ E and performed checks exploiting symmetry properties, known
results in single-scale limits and numeric evaluations. However, the length of the results
and the rich structure of the occurring polylogarithms suggests a detailed and separate
discussion elsewhere. We provide some selected data for the graphs of figure 6 in
4The Euclidean region p21, p
2
2, p
2
3 > 0 corresponds to positive values of zz¯ and (1− z)(1− z¯). This means
either complex conjugate z¯ = z∗ (when λ < 0) or independent real z, z¯ ∈ R (when λ > 0); cf. [22].
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∆4 :=
p2
p1 p3
p1
p2 p3
p1
p2 p3
Figure 7. Examples of linearly reducible massless vertices with more than three loops.
Example 3.5. Three-point functions can have very different complexity: The simplest
examples of figure 6 evaluate in leading order to rational functions like
Φ (∆3,1) =
20ζ5
p21p
2
2p
2
3
+O (ε) Φ (∆3,14) = −
2ζ3
p22p
2
3ε
+O
(
ε0
)
Φ (∆3,22) =
2ζ3
ε
+O
(
ε0
)
,
(3.5)
or to hyperlogarithms Lw := Lw(z) and L¯w := Lw′ (z¯) with w,w
′ ∈ {0, 1}× not involving
the symbol letter z − z¯ (these are called SVMP in [24] or SVHPL in [25]), e.g.
Φ (∆3,20) =
p−21
z − z¯
{
ζ3
(
4 L¯0,1,1 − 4L0,1,1 + 6L0,1L¯0 − 6L0L¯0,1 − 6 L¯0,1,0 + 6L0,1,0
)
+ L0,1,1,0,1,0 − L¯0,1,1,0,1,0 + L¯0,1,0,1,1,0 − L0,1,0,1,1,0 + L0,1,1L¯0,1,0 − L0,1,0L¯0,1,1
+ L0L¯0,1,0,1,1 − L0,1,0,1,1L¯0 + L0,1,1,0,1L¯0 − L0L¯0,1,1,0,1
+ L0,1L¯0,1,0,1 − L0,1,0,1L¯0,1 + L0,1,1,0L¯0,1 − L0,1L¯0,1,1,0
}
+O (ε) . (3.6)
In contrast, already the leading order of Φ (∆3,2) needs the letter z − z¯ and the subleading
contribution to Φ (∆3,5) further employs zz¯−1 and has 2348 different terms Lw ·L¯w′. These
expansions, including Φ (∆3,22) up to order ε
3, can be found in the ancillary file.
Let us stress that linear reducibility of course is retained upon specializing p2i = 0 to
be light-like for one or two of the external momenta, corresponding to (possibly singular)
limits z → 0, 1,∞. In particular, combining the remarks of section 5 with theorem 3.4
implies that all three-loop form-factor integrals as studied for example in [26, 27] can be
integrated parametrically.
Regarding the quickly growing number of graphs at even higher loop orders, but also
from a purely conceptual viewpoint, a combinatorial criterion (in the spirit of theorem 2.1)
on a three-point graph that at least suffices to deduce linear reducibility (without the need
of running the polynomial reduction algorithm) in some cases is highly desirable and in
progress. For now let us only remark that reducible graphs also exist at higher loop orders.
Example 3.6. The non-planar four-loop three-point graph ∆4 of figure 7 is linearly re-
ducible, its leading order contribution in D = 4− 2ε is supplied in the attached file and has
a symbol with letters Σ∆.
3.3 Conformal four-point integrals
The same type of functions that describe off-shell three-point graphs was studied as graphi-
cal functions in [24] and occurs in conformally invariant four-point position-space integrals
– 8 –
12
3
4
1 2 3 4 1
2
3
4
Figure 8. Conformal four-point graphs (with fixed positions x1, . . . , x4 at the vertices marked 1
through 4) that are not linearly reducible.
in exactly D = 4 dimensions, see [25] and references therein. Namely, conformal invari-
ance implies that functions like the hard integral5 (dashed edges encode propagators in the
numerator)
H12;34 =
1
2
3
4
5
6
7
:=
x234
pi6
∫
R12
d4x5 d
4x6 d
4x7 · x
2
57
(x215x
2
25x
2
35x
2
45)x
2
56(x
2
36x
2
46)x
2
67(x
2
17x
2
27x
2
37x
2
47)
are a product of a rational prefactor and a function depending only on two conformal
cross-ratios which can be parametrized in terms of auxiliary variables z, z¯ as
zz¯ =
x212x
2
34
x213x
2
24
and (1− z)(1 − z¯) =
x214x
2
23
x213x
2
24
. (3.7)
The Schwinger trick delivers a parametric representation for this type of integrals and we
found linear reducibility for all such functions at three loops6 we considered, for example
we integrated H12;34 and verified the result that was given in [25]. Furthermore, at four
loops without inverse (numerator) propagators, all but the three graphical functions in
figure 8 are linearly reducible and can thus be integrated parametrically.
Example 3.7. The four-point functions depicted in figure 9 are
F8,10 =
f8,10
x234x
4
13x
4
24
F8,13 =
f8,13
x234x
4
13x
4
24
F8,16 =
f8,16
x413x
4
24
(3.8)
for polylogarithms f8,10, f8,13 and f8,16 provided in the accompanying file. These are of
homogeneous weight and feature a common denominator summarized in table 1. The last
column counts the summands Lw(z) · Lu(z¯) of f8,i with non-zero coefficient in the basis
where u ∈ {0, 1}× while w ∈ ({0, 1} ∪ Σi)
× can have additional letters Σi ⊆
{
z¯, 1z¯ , 1− z¯
}
given by the zeros of the additional letters of the symbol.
Rough numeric estimates f8,10 ≈ 113, f8,13 ≈ 153 and f8,16 ≈ 552 at z =
1
4 , z¯ =
1
2
obtained by FIESTA provide a successful check of these exact analytic results (f8,10 =
113.579 . . ., f8,13 = 154.160 . . . and f8,16 = 555.438 . . .).
5This is introduced in [25]; xij := |xi − xj | denotes Euclidean distances between vectors xi, xj ∈ R
4.
6In this position-space setting one counts the number of internal vertices as “loops” because these are
integrated over.
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F8,10 := 1
3
4
2 F8,13 := 4
1
3
2
F8,16 := 1 3 42
Figure 9. Linearly reducible graphical functions at four loops of varying complexity from example
3.7.
function denominator weight additional symbol letters number of terms
f8,10 (z − z¯)(z + z¯ − 2) 8 {z − z¯, zz¯ − 1, z + z¯ − 1} 4235
f8,13 (z − z¯)
2 8 ∅ 107
f8,16 zz¯(z − z¯) 7 {z − z¯} 146
Table 1. Details on the conformal integrals of example 3.7 (figure 9).
Figure 10. Linearly reducible graphs with some massive (thick edges) and otherwise massless
propagators (thin edges). Thin external legs are light-like (p2i = 0), while thick external legs may
take arbitrary values of p2i .
3.4 Integrals with massive propagators and up to seven scales
Recently, the method of differential equations was employed to obtain analytic results
in terms of polylogarithms for a variety of two-loop integrals involving three scales as
for example in [28–30]. Clearly it is an interesting question to investigate whether these
are linearly reducible; violations of this criterion mean that parametric integration is not
possible straight away and might therefore yield to insights how to extend the method as
we comment on in section 4.
Thinking in the other direction, even though most Feynman graphs with general kine-
matics are not linearly reducible, figure 10 shows some highly non-trivial integrals we found
that are linearly reducible and thus amenable to direct integration. These involve up to
three off-shell external momenta and an example with three (different) internal masses.
As a proof of concept we give explicit results for the first two graphs of figure 10 valid
in D = 4 − 2ε dimensions with propagator powers ae = 1 for all edges e and Euclidean
– 10 –
scalar products p2 ≥ 0 of momenta.
3.4.1 Box with two masses and three off-shell legs (seven scales)
The one-loop box with four external momenta and p22 = m1 = m2 = 0,
Φ
p2 p3
p4p1
1
2
3
4
 = Γ(2 + ε)
m4+2ε4
·
∞∑
n=−1
fn
(
m23
m24
,
p21
m24
,
p23
m24
,
p24
m24
,
(p1 + p2)
2
m24
,
(p1 + p4)
2
m24
)
εn
(3.9)
is linearly reducible (the first graph in figure 10) and can therefore be integrated in
Schwinger parameters. The arguments of the polylogarithms fn in general involve several
square-roots of rational functions of the six dimensionless ratios, which can be rationalized
by quadratic transformations similar to (3.4). For brevity we thus specialize to simpler
kinematics in the sequel.
3.4.2 Box with two adjacent masses and one off-shell leg (five scales)
Restricting to p23 = p
2
4 = 0, define the dimensionless ratios
p :=
p21
m24
, m :=
m23
m24
, s :=
(p1 + p2)
2
m24
and u :=
(p1 + p4)
2
m24
(3.10)
and extract the dependence on m24 by power counting such that
Φ
p2 p3
p4p1
1
2
3
4
 = Γ(2 + ε) ·m−4−2ε4
mp− su− s−mu
·
∞∑
n=−1
fn (s, u, p,m) ε
n. (3.11)
The final set of polynomials in the reduction (after integrating α1, α2 and α4) is
S{1,2,4} =
{
s− p, s+m, s−mp, s+ u− p, s+m− p− 1, s(1 + u) +m(u− p),
u− p, u+ 1, u+ 1−m, p + 1, 1 −m
} (3.12)
and confines the symbol of the polylogarithms fn to arbitrary order n ≥ −1 as explained
in section 5.1. In terms of the hyperlogarithms Sw := Lw(s), Uw := Lw(u), Pw := Lw(p)
and Mw := Lw(m) we obtain
f−1 = U−1 + S−m − P−1 = ln
(u+ 1)(s +m)
m(p+ 1)
, (3.13)
f0 = 2S0,−m − 2Sm(−u+p)
u+1
,−m
− U−1 − S−mM0 − 2S−m,−m + 2Sm(−u+p)
u+1
P−1
− 2U−1,−1 − Sp+1−mP−1 + P−1 + U0,−1 + U−1+m,−1 + P−1+mM0 − P0,−1
+ Smp,−m − U−1+mM0 − 2Sm(−u+p)
u+1
U−1 + Sp+1−mM0 − P−1+m,−1 − S−m
+ 2P−1,−1 − SmpP−1 + Sp+1−m,−m (3.14)
while f1, f2, f3 and f4 are supplied in the attached file. Note that f−1 and f0 are given in
(4.39) of [31] which serve a successful check of our method. We also computed the special
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case p21 = −m
2
4 and the setup p
2
1 = p
2
2 = m
2
4 = 0 (both introduce a further divergence and
thus start proportional to ε−2) to check (4.28) and (4.36) therein.
The possibility to expand all these integrals to arbitrary order in ε (further allowing
for shifts ae = 1 + νeε of propagator powers) is to our knowledge new
7.
3.4.3 Double-triangle with two legs off-shell (four scales)
Consider the second graph of figure 10 with massless propagators and two off-shell momenta
q := p23, p :=
p21
q and set s =
(p1+p2)2
q and u =
(p1+p4)2
q . It is linearly reducible along the
sequence 3, 4, 5, 2, 1 of edges with final polynomials
S{3,4,5,2} = {p− s, 1− s, 1− u, p− u, p− us, 1 + p− s− u} (3.15)
which determine the alphabet of the symbol of the functions fn in the expansion
Φ

p2 p3
p4p1
1
2
3
4
5
 = Γ(1 + 2ε)q−1−2ε1 + p− s− u
∞∑
n=−2
fn(s, u, p)ε
n. (3.16)
Explicitly, in terms of the hyperlogarithms Sw := Lw(s), Uw := Lw(u) and Pw := Lw(p)
f−2 =
pi2
2
− S1,0 + S p
u
,0 − Sp,0 + S p
u
U0 − Up,0 − U1,0 + P0
(
Sp + Up − S p
u
)
+ P0,0, (3.17)
f−1 = 2ζ3 + pi
2
(
S1−u+p − S p
u
− P0 + U1+p + P−1
)
− 2S p
u
UpP0 + 2S1−u+pUpP0
+ 2U1,0,0 − 4P0,0,0 + 2P−1,0,0 + 2Up,0,0 − 2U1+p,1,0 − 2S1−u+p,1,0 − 2S1−u+p,p,0
+ 2S p
u
,1,0 + 2S1,0,0 + 2Sp,0,0 − 2U1+p,p,0 − 2S p
u
,0,0 + 2S1−u+p, p
u
,0 + 2S p
u
,p,0
− 2S p
u
, p
u
,0 + 2S1−u+p,pP0 − 2S1−u+p, p
u
P0 + 2S1−u+p, p
u
U0 + 2S1−u+pP0,0
− 2SpP0,0 − 2S1−u+pUp,0 + 2S p
u
Up,0 − 2UpP0,0 + 2U1+pP0,0 + 2U1+p,pP0
+ 2S p
u
U1,0 − 2S1−u+pU1,0 − 2S p
u
,pP0 − 2S p
u
, p
u
U0 + 2S p
u
, p
u
P0 − 2S p
u
U0,0 (3.18)
and we supply f0, f1 and f2 in the attached file. Since ϕ = qα5 (pα1α4 + α2α3 + sα2α4 + uα1α3)
factorizes, we can in fact perform three integrations of (3.16) in terms of Γ-functions and
therefore obtain the two-dimensional integral representation
Φ

p2 p3
p4p1
1
2
3
4
5
 = Γ(sdd)Γ(D/2 − a5)Γ(D/2− a12)Γ(D/2 − a34)Γ(D/2− sdd)Γ(a1)Γ(a2)Γ(a3)Γ(a4)Γ(a5) · qsdd
×
∫ ∞
0
xa2−1dx
∫ ∞
0
ya4−1dy
(1 + x)sdd−a12(1 + y)sdd−a34
(u+ x+ py + sxy)sdd
(3.19)
which can be immediately expanded in ε (linear reducibility is now obvious). We used
this second representation to check the results obtained with the (more demanding) five-
dimensional integration (3.16) and also checked the special case p = 1 (p21 = p
2
3) obtained
for f−2 and f−1 in [29] as I
(B)
182 .
7General results in terms of hypergeometric functions are given in [32], however it is not clear how to
expand these to arbitrary orders.
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3.4.4 Double-triangle with two legs off-shell and two masses (six scales)
We now consider the same two-loop graph, but introduce two non-zero masses at the edges
3 and 4. This removes a sub divergence such that the expansion
Φ

p2 p3
p4p1
1
2
3
4
5
 = Γ(1 + 2ε)(p+ q − s− u)m2+4ε3
∞∑
n=−1
fn(p, s, u, q,m) · ε
n (3.20)
begins with ε−1. In terms of the dimensionless variables
s :=
(p1 + p2)
2
m23
u :=
(p1 + p4)
2
m23
p :=
p21
m23
q :=
p23
m23
m :=
m24
m23
, (3.21)
the symbols of all fn take letters in {s, u, p, q,m} ∪ S{3,4,5,2} for the final polynomials
S{3,4,5,2} =
{
1−m, p+m, p− s, p− u, 1 + q, q − s, s+m, q − u, 1 + u, pq − us, s− qm,
p− um, 1− p−m+ u, p− s− u+ q, p− s+ qm− um, 1− s−m+ q,
s− pq − qm+ us, p− us− um+ pq, pq + p− us− s+ qm− um
}
. (3.22)
Abbreviating Sw := Lw(s), Uw := Lw(u), Mw := Lw(m), Pw := Lw(p) and Qw := Lw(q)
as before, the leading term becomes
f−1 =M0 (Q0,−1+m − PuU−1+m + SqQ−1+m − U0,−1+m)− Sm(−u+q),qm,−m + Pus
q
,sS−m
− S−mPs+um−qm,s + PuU−1+m,−1 − SqQ−1+m,−1 + Pu,−m+u+1 (U−1 −M0)
+ U−1
(
Pus
q
,um − Ps+um−qm,um − Pu,um
)
+Q−1
(
Sm(−u+q),qm − S0,qm + Sq,qm
)
+ Ps+um−qm,s,−m − Pus
q
,um,−m + S0,0,−m − Pus
q
,s,−m + Pus
q
,0,−m − S0,m(−u+q)
u+1
,−m
− Sq,qm,−m + Sq,−m+q+1,−m − Pu,−m+u+1,−m + S0,qm,−m + Ps+um−qm,um,−m
+ Pus
q
,−−us−s−um+qm
q+1
,−m + U0,−1+m,−1 + Sq,0,−m − Pu,0,−m − Ps,0,−m −Q0,−1+m,−1
− Ps+um−qm,−−us−s−um+qm
q+1
,−m + Sm(−u+q),m(−u+q)
u+1
,−m
− Sm(−u+q),0,−m + Pu,um,−m
+ (U−1 −Q−1)
(
S
m(−u+q),
m(−u+q)
u+1
− S
0,
m(−u+q)
u+1
)
+ Sm(−u+q) (−U0,−1 +Q0,−1)
+ (S−m + U−1 −Q−1)
[
Ps+um−qm,−−us−s−um+qm
q+1
− Pus
q
,−−us−s−um+qm
q+1
]
+ PsS0,−m
+
(
Ps+um−qm − Pus
q
) [
Sm(−u+q)
u+1
(U−1 −Q−1)− Sm(−u+q)
u+1
,−m
+ SqmQ−1 − Sqm,−m
]
+ Sq,−m+q+1 (−Q−1 +M0) + Ps+um−qm (Q0,−1 − S0,−m − U0,−1) (3.23)
while f0, f1 and f2 are provided in the ancillary file. Their symbols do not involve the letters
{pq + qm− us− s, us+ um− pq − p} and might suggest that these are indeed superfluous
and could be removed from (3.22) by an improved reduction algorithm.
A completely independent check of our analytic results is possible by numeric integra-
tion as shown in table 2. The number in the last row counts the polylogarithms that occur
– 13 –
f−1 f0 f1 f2 f3
[7] −0.604907 +0.104586 −1.03958 +0.141365 −1.26899
exact −0.604918601 +0.104721339 −1.039167083 +0.142116843 −1.267745643
terms 66 668 4558 26360 139502
Table 2. Numeric results for (3.20) at m3 = 1, m = 2, u = 0.75, q = 0.5, s = 0.2 and p = 0.1 from
sector decomposition and first digits of our exact analytic result.
p1 p3
p4p2
2
1
4
3
12
3
p3
p1 p2
Figure 11. A box with two massive internal lines (1 and 3) that are not adjacent is not linearly
reducible. The infrared divergence of the (linearly reducible) triangle graph is studied in example
5.2.
in the basis as used in (3.23). Furthermore we checked that the on-shell equal mass limit
(p, q → −1 and m→ 1) of f−1 reproduces the result obtained in [28], equations (3.9) and
(3.10a).
4 Extending linear reducibility
We have seen Feynman graphs that are not linearly reducible but still are known to eval-
uate to polylogarithms. To us this strongly suggests that in these cases, the Schwinger
parameters are not optimal and we expect a different parametrization to exist that allows
for parametric integration.
This idea was already mentioned in [5] and we like to demonstrate how a rational
parametrization of quadrics can indeed restore linear reducibility (in a different set of
variables). In principle, this technique can always be applied if the obstruction to linear
reducibility is given by a single quadratic polynomial.
4.1 One-loop example: box with two masses vis-a`-vis
Consider the on-shell massive box with p21 = p
2
2 = p
2
3 = p
2
4 = −m
2 for two massive
propagators m1 = m3 = m and massless m2 = m4 = 0 as shown in figure 11. In contrast
to the case of section 3.4.2 where the massive propagators are adjacent, this graph is not
linearly reducible: With s = (p1 + p2)
2 and t = (p1 + p3)
2, its graph polynomials are
ψ = α1 + α2 + α3 + α4 and ϕ = sα1α3 + tα2α4 +m
2 (α1 + α3)
2 (4.1)
and ϕ is only linear in α2 and α4. Reducing (integrating) α4 we obtain the set
S{4} =
{
α1 + α2 + α3, sα1α3 +m
2 (α1 + α3)
2 , R
}
where the resultant (4.2)
R := [ψ,ϕ]α4 = sα1α3 +m
2 (α1 + α3)
2 − tα2(α1 + α2 + α3) (4.3)
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is irreducible and quadratic in all remaining Schwinger parameters, therefore prohibiting
any further integration. To proceed we change variables according to
s
m2
=
(1− x)2
x
t
m2
=
(1− y)2
y
α2 = α˜2 (α1 + xα3) α4 = α˜4 (xα1 + α3) . (4.4)
On one hand we reparametrized the kinematics via x and y to rationalize roots that would
otherwise appear in the result (this is analogous to (3.4)), while afterwards
ϕ =
m2
x
(α1 + xα3)(xα1 + α3) +
m2
y
(1 − y)2α2α4 (4.5)
suggests to introduce the variables α˜2 and α˜4 of (4.4) with the effect that
ϕ =
m2
xy
(α1 + xα3)(xα1 + α3)
[
y + x(1− y)2α˜2α˜4
]
(4.6)
factors linearly in these new parameters. It follows that R˜ =
[
ψ, y + x(1− y)2α˜2α˜4
]
α˜4
is
linear in α1 and α3 allowing for a further integration. Calculating the reduction shows that
we can finally also integrate α˜2 and obtain the final set of polynomials
S{α˜2,α3,α˜4} = {x+ 1, x− 1, y + 1, y − 1, xy + 1, x+ y} (4.7)
which together with {x, y} define the alphabet of the symbol of the resulting function of
x and y. This coincides with the observation made in [30] upon a study of its differential
equations. With the described change of variables we applied the parametric integration
procedure and cross-checked our result successfully with the expansion given as (2.27) in
[30].
4.2 Three-loop example: K4
We return to the complete graphK4 of figure 4 with massless on-shell kinematics p
2
1 = . . . =
p24 = m1 = . . . = m6 = 0 already mentioned in section 3.1. In this case, after integrating
say α2 we can not proceed further because again the resultant R := [ψ,ϕ]2 ∈ S{2} is
irreducible and quadratic in all Schwinger parameters. But its discriminant8
Dα3 (R) = α
2
1 (α1α6 + α6α4 + α4α5 + α6α5)
2 (4.8)
×
[
α26t
2α24 − 2tα4α6 (−tα6 + sα4 − sα6)α5 + (sα6 + sα4 + tα6)
2 α25
]
becomes a perfect square if we introduce a new variable ξ and reparametrize
α5 =
tα4α6 (sα6 + tα6 + ξ)
ξ (sα6 + sα4 + tα6 + ξ)
. (4.9)
Hence after this transformation, R factorizes linearly in α3 and indeed the polynomial
reduction shows that we obtain linear reducibility along the sequence α2, α3, α1, α4, ξ (α6 =
1) of integrations. The final set is {s+ t} and proves that to all orders, Φ (K4) s
3ε is a
harmonic polylogarithm of ts which was observed before in [18]. We performed the explicit
integrations and reproduced the result up to order ε2 (polylogarithms of weight six) given
in (B.1) of [18].
8For R = Aα23 +Bα3 +C the discriminant with respect to α3 is Dα3 (R) = B
2 − 4AC.
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5 Divergences in Schwinger parameters
The method of parametric integration relies on convergent integral representations of the
quantities (functions) to be computed, but many Feynman integrals are divergent. While
ultraviolet divergences can be renormalized on the level of the integrand directly9 and
then result in a convergent parametric integral representation (see for example [34]), the
cancellation of infrared divergences is more subtle. In practical calculations it turned out
to be most useful to assign values also to infinite integrals in terms of a regularization
prescription, therefore separating the two problems of calculation of the integrals and
renormalization of their divergences.
In this section we briefly explain why the most widely employed dimensional regular-
ization10 is perfectly adapted to parametric integration and explain a general method to
generate convergent integral representations of dimensionally regulated, divergent Feyn-
man integrals. Note that usually this task is solved by the method of sector decomposition
[35, 36] which is publicly available as [7, 21, 37]. But this approach introduces various
changes of variables and decomposes the original integrand into many summands, which
would need to be analyzed separately for linear reducibility. Furthermore finite integrals
are obtained by subtraction of counterterms, and we argued in [10] that it is in general
unclear how this effects the polynomial reduction.
Therefore we prefer an expression in the original Schwinger parameters, involving only
the polynomials ψ and ϕ in denominators. The criteria of convergence here are well-known
and we merely employ integration by parts, so we do certainly not assume our result to be
new but rather a reformulation. Nevertheless it is crucial for our study of linear reducibility.
We investigate a projective parametric integral [
∏
e
∫∞
0 dαe]Fδ(H) which we denote
by
∫
FΩ (so Ω is the canonical volume form on RP|E|−1). The parametric integrand is a
rational function of the αe and contains exponents that can depend onD and the propagator
powers ae. Given disjoint sets J,K ⊂ E of edges,
FKJ := F |αe 7→λαe ∀e∈J and αe 7→λ−1αe ∀e∈K ∈ O
(
λdeg
K
J (F )
)
at λ→ 0 (5.1)
defines a degree degKJ (F ) of vanishing
11 of F when all αe with e ∈ J tend to zero and
αe →∞ for e ∈ K. Denoting the associated degree of divergence by
ωKJ (F ) := |J | − |K|+ deg
K
J (F ), (5.2)
we recall the well-known finiteness result
Lemma 5.1. Let all non-zero coefficients of ϕ be positive12 and ωKJ > 0 for all disjoint
J,K ⊂ E with ∅ 6= J ∪˙K ( E. Then
∫
FΩ is absolutely convergent.
9Most standard text books on quantum field theory explain the BPHZ method, e.g. [3, 33].
10A definition of this scheme in terms of convergent momentum space integrals is given in [33].
11So degKJ (F ) is the unique number s such that limλ→0
[
λ−s · FKJ
]
exists and is non-zero.
12Otherwise divergences can occur inside the integration domain. Some examples of this more complicated
situation are explained in [38].
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Proof. The positivity condition implies that F is continuous on the interior (0,∞)|E|, hence
F can only have singularities on the boundary
⋃
e
(
B0e ∪˙B
∞
e
)
where B•e := {αe = •}. Cover
the domains R+ = (0, 1] ∪ [1,∞) and transform αe → α
−1
e on (0, 1] such that∫
FΩ =
∑
I⊆E
[∏
e/∈I
∫ ∞
1
dαe
][∏
e∈I
∫ ∞
1
dα˜e
α˜2e
]
F |
αe=α˜e
−1
∀e∈I
.
Now ωKJ > 0 for all K ⊂ E \ I and J ⊂ I translates into the convergence condition
13 of
Weinberg’s Theorem [39].
This result is well-known and a graph-theoretic interpretation of ωKJ is possible, see
for example the appendix E.1 of [2] and references therein.
Example 5.2. The triangle graph G of figure 11 with one internal mass m = m3 and
light-like p23 = 0 is linearly reducible with the graph polynomials
ψ = α1 + α2 + α3 and ϕ = α3
(
m2ψ + p21α2 + p
2
2α1
)
. (5.3)
For D = 4− 2ε and a1 = a2 = a3 = 1, the parametric integral representation
Φ(G) =
∫
dDk
piD/2
1
(k2 +m2)(k + p2)2(k − p1)2
= Γ(1 + ε)
∫
Ω
ψ1−2εϕ1+ε
diverges at ε = 0: ω∅{3} = ω
{1,2}
∅ = −ε represent a logarithmic divergence. It is apparent
from the factor α−1−ε3 in the integrand.
5.1 Analytic regularization
For a choice of disjoint J,K ⊂ E we can regard λ as a new integration variable by inserting
the factor 1 =
∫∞
0 dλ δ
(
λ− αJ − α
−1
K
)
where αJ :=
∑
e∈J αe. After rescaling αe by λ
(λ−1) for e ∈ J (e ∈ K), we see∫
FΩ =
∫
Ω δ
(
1− αJ − α
−1
K
) ∫ ∞
0
dλ
λ
λω
K
J · F˜KJ (λ)
where F˜KJ := F
K
J · λ
− degKJ is finite at λ→ 0. The partial integration
∫ ∞
0
dλ
λ
λω
K
J · F˜KJ (λ) =
λω
K
J
ωKJ
F˜KJ (λ)
∣∣∣∣∣
∞
λ=0
−
1
ωKJ
∫ ∞
0
dλ · λω
K
J
∂
∂λ
F˜KJ (λ) (5.4)
has vanishing boundary contribution when ωKJ > 0 and F
K
J (λ) falls off at λ → ∞ faster
than λ|J |−|K|, so in particular whenever
∫
FΩ is convergent.
The analytically regularized functions associated to both integrals in (5.4) are therefore
equal, because they are meromorphic in the analytic regulators {D} ∪ {ae : e ∈ E} and
coincide in the domain of absolute convergence of
∫
FΩ (which is non-empty as proven
already in [40]).
13As the projective integral is only (E−1) dimensional, we can drop constraints on ωKJ when J ∪K = E.
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Changing back to the original variables, we conclude that
∫
ΩF =
∫
Ω DKJ (F ) where
DKJ := 1−
1
ωKJ
[∑
e∈J
∂eαe −
∑
e∈K
∂eαe
]
=
1
ωKJ
[
degKJ −
∑
e∈J
αe∂e +
∑
e∈K
αe∂e
]
(5.5)
denotes a differential operator with ∂e :=
∂
∂αe
.
Example 5.3 (Triangle graph of figure 11). With respect to J = {3} and K = ∅ we have
F˜KJ = ψ
2ε−1 ·
[
m2ψ + p22α1 + p
2
1α2
]−1−ε
with ωKJ = −ε and deduce∫
Ω
ψ1−2εϕ1+ε
=
1
ε
·
∫
Ω
αε3
∂
∂α3
F˜ =
1
ε
·
∫
Ω α3
ψ1−2εϕ1+ε
[
2ε− 1
ψ
−
(1 + ε)α3m
2
ϕ
]
(5.6)
as an identity between analytically regularized integrals. In their joint domain ε < 0 of
convergence, the boundary term
α−ε3 F˜
−ε
∣∣∣∣∞
α3=0
is well-defined and vanishes. Note that the
integral on the right-hand-side of (5.6) has an increased regime ε < 1 of convergence.
We can summarize our results in the form of
Lemma 5.4. For any disjoint subsets J,K ⊂ E with ∅ 6= J ∪K ( E, the new parametric
integrand F˜ := DKJ (F ) fulfils
1.
∫
FΩ =
∫
F˜Ω as analytically regularized integrals,
2. ωK
′
J ′
(
F˜
)
≥ ωK
′
J ′ (F ) for any disjoint J
′,K ′ ⊂ E and
3. ωKJ
(
F˜
)
≥ 1 + ωKJ (F ) increases at least by one.
Properties 2 and 3 are probably most evident by introducing simultaneously variables
λKJ for all disjoint J,K and rescaling αe 7→ αe
∏
e∈J,J∩K=∅ λ
K
J
∏
e∈K,J∩K=∅
(
λKJ
)−1
such
that
F =
∏
J∩K=∅
(
λKJ
)degKJ
·R where R =
∏
p∈P
pap (5.7)
factors into irreducible polynomials14 p ∈ P (with exponents ap) in Schwinger parameters
αe, the scaling variables λ
K
J and kinematic invariants. Now the action of D
K
J on F equals
replacing R by λKJ ∂λK
J
R (and dividing by −ωKJ ), but
∂λK
J
R = R
∑
p∈P
ap
p
· ∂λK
J
(
p
)
can only factor in the numerator (then possibly contributing additional powers of some
λK
′
J ′ ), while the extra denominators p do by construction not introduce new divergences
(which would correspond to poles at λK
′
J ′ → 0).
Corollary 5.5. Finitely many applications of operators DKJ on F suffice to generate a
representation of
∫
FΩ =
∫
F˜Ω with a convergent parametric integrand F˜ (all ωKJ
(
F˜
)
are
positive).
14For scalar Feynman integrals we have only the irreducible factors of ψ and ϕ in P .
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For example, when
∫
FΩ is regulated by D alone15, we identify divergences ωKJ
∣∣∣
ε=0
≥ 0
by power-counting and apply DKJ sufficiently often until ω
K
J
∣∣∣
ε=0
> 0.
Crucially, the representation F˜ obtained this way can only contain ψ and ϕ with
non-integer or negative exponents. Therefore, any term in its ε-expansion lies in
Q
[
Θ ∪ {αe : e ∈ E} ∪
{
ψ−1, ϕ−1
}
∪ {lnψ, lnϕ}
]
(5.8)
and can be integrated using hyperlogarithms precisely when the graph under considera-
tion is linearly reducible. Put differently, the partial integrations DKJ do not affect the
polynomial reduction.
We applied this technique for all explicit computations of subdivergent integrals in this
article, namely example 3.2, ∆3,14 from example 3.5 and all results of section 3.4.
6 Summary and outlook
We extended the method of parametric integration to divergent, analytically regularized
Feynman integrals G for linearly reducible G that may depend on multiple kinematic
invariants. Several non-trivial examples were shown and explicit new results given in terms
of polylogarithms. Let us stress that such a graph G can in principle be computed
• to arbitrary order in ε, expanded near any even dimension D|ε=0 ∈ 2N,
• including any tensor structure (loop momenta in the numerator); in particular the
form-factor-decomposition is automatic in the parametric representation and we do
not need a reduction to master integrals in the integration-by-parts (IBP) sense,
• with arbitrary powers ae = ne + ενe of propagators for ne ∈ Z.
Practically however, tensor structure and sub divergences (via the integrand preparation
of section 5) can result in very complicated initial integrands, involving high powers of ψ
and/or ϕ in the denominator and a huge polynomial in the numerator. Such cases require a
simplification before the computation and it seems possible to apply the idea of integration
by parts directly to these parametric integrands which we will try to return to in the future.
In this context also note that the procedure suggested by lemma 5.4 seems to generate
unnecessarily complicated integrands in the case of overlapping divergences.
Example 6.1. In the case of the two-loop graph of section 3.4.3, the original parametric
integrand has many divergences. E.g. we find ω
{α1,α2,α3,α4}
∅ = −2ε, ω
∅
{α3,α4,α5}
= −ε and
ωα3,α4∅ = −ε, and integrating these partially yields the convergent integrand
(3ε − 2)(3ε − 1)
2ε3
α25(α3 + α4)(α1 + α2)
ϕ1+2εψ4−3ε
[
2(α1+α2)(α3+α4)+(3ε−1)α5(α1+α2+α3+α4)
]
which we used in the computations of (3.17) and (3.18). But note that (3.16) has only a
pole in ε of second order and indeed we find that the term ∝ ε−3 integrates to zero. In
15This is not always possible; in general divergences require the exponents ae as analytic regulators.
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contrast, the much better adapted representation (3.19) has a manifest second order pole
in ε and no divergences in the parametric integral. It is considerably more efficient to
evaluate.
Therefore one might try to find more economic ways of generating analytically regular-
ized, convergent integrands (with only ϕ and ψ raised to non-integer or negative powers).
Note however that an integration-by-parts reduction of the parametric integrands as sug-
gested above could also partially solve this problem.
Apart from these technicalities, conceptually we face the important open question to
combinatorially characterize the linearly reducible graphs in the presence of non-trivial
dependence on kinematic invariants. As we recalled in section 2, only in the massless
propagator case such a result is available in form of theorem 2.1. It exploits that ϕG = ψG•
where G• denotes G after identifying the two vertices attached to the external momenta
and follows from the plethora of identities and factorization formulas among these ψ- and
the related Dodgson-polynomials [9, 41]. But still this covers only a subset of the linearly
reducible topologies and we had to explicitly examine the graph polynomials (using a
polynomial reduction algorithm) to arrive at theorem 2.2.
Hence regarding non-trivial kinematics, it will be inevitable to incorporate the new
polynomial ϕ and to find analogous factorization properties in order to arrive at combina-
torial criteria sufficient for linear reducibility. We hope that the plentiful positive examples
in this article motivate progress in this direction.
Even further, the examples of section 4 suggest that in some cases we must abandon
the original Schwinger parameters and should look for other representations. A systematic
study of suitable changes of variables and in particular criteria exhibiting when these can
regain linear reducibility is certainly a demanding but worthwhile project.
A Polynomial reduction and linear reducibility
In a parametric representation, we are naturally working with polylogarithmic functions of
several variables: To begin with, from expanding (1.1) in say ε we obtain integrands
F ∈ Q
[
ψ−1, ϕ−1, logψ, logϕ,
{
αe, α
−1
e , log αe : e ∈ E
}
,Θ
]
.
Hence these are iterated integrals in the Schwinger- and kinematic variables and we call
B (S) :=
{∑
i
fi
gi
∫
d log(hi,1) · · ·
∫
d log(hi,j) : gi, hi,j ∈ S ∪ {αe : e ∈ E} ∪Θ
}
(A.1)
(with rational fi) the functions with symbol in
16 S, according to the symbol calculus of
[42, 43] and also following [8]. So in particular F ∈ B (S∅) for S∅ := {ψ,ϕ}. In this
language, the essence of the polynomial reduction algorithm of [5] can be stated as
16We always allow for d logαe and d log s of kinematic invariants s ∈ Θ and do not write these in S.
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Lemma A.1. If h ∈ B (S) and all f ∈ S are linear f = Afαe + Bf in αe and H =∫∞
0 h dαe converges, then H ∈ B (Se) where Se is the set of irreducible factors
17 of
{Af , Bf : f ∈ S} and the resultants
{
[f, g]αe := AfBg −AfBg : f, g ∈ S
}
. (A.2)
Example A.2. From the parametric integrand F of (3.19) we read off the polynomials
S∅ = {u+ x+ py + sxy, 1 + x, 1 + y} such that F ∈ B (S∅). Using (A.2) we first deduce∫∞
0 Fdy ∈ B (Sy) with Sy = {1 + x, u+ x, p+ sx, u+ x− p− sx} and then apply (A.2)
again to obtain
∫∫∞
0 F dydx ∈ B (Sy,x). In fact we reproduce (3.15) since
Sy,x := (Sx)y = {u− p, 1− s, 1− u, p− s, u− 1− p+ s, p− su} .
Under the assumptions of this lemma, [5] describes an entirely combinatorial-algebraic
algorithm to effectively compute the integral
∫∞
0 h dαe. Let us stress that in particular
it does not need any numeric evaluations or separate input of boundary values to fix
integration constants, which sometimes is a problem for example within the method of
differential equations. Details of our implementation will be given in the forthcoming
publication of our program.
We therefore formulate the prerequisite for parametric integration as
Definition A.3. G is called linearly reducible if for some ordering e1, . . . , eN of its edges
there exist sets Sn ⊂ Q[αn+1, . . . , αN ] of polynomials for all 0 ≤ n < N (S0 := S∅) such
that for any convergent parametric integrand F ∈ B (S∅) the partial integrals
fn :=
[
n∏
e=1
∫ ∞
0
dαe
]
F lie in B (Sn) for any n+ 1 < N = |E| (A.3)
and all g ∈ Sn are linear in αn+1.
As in example A.2, repeated application of lemma A.1 can suffice to prove linear
reducibility in simple cases (c.f. the Fubini algorithm in [5]), but for this article we employed
the way more powerful method of compatibility graphs that was developed in [9]. This
algorithm computes for each set I ⊂ E of edges a set SI ⊂ Q[{αe : e /∈ I}] of irreducible
polynomials such that the partial integrals fI :=
∏
e∈I
∫∞
0 dαe F are analytic outside the
Landau variety LI =
⋃
g∈SI
{g = 0} defined in [9]. These sets SI are typically much smaller
than the upper bounds obtained by lemma A.1 alone.
A.1 Hyperlogarithms
The direct integration of iterated integrals of many variables is possible symbolically as
shown in [8], whereas our approach of [5] is to consider the dependence of the integrand on
the next integration variable z = αn only, which reduces the function to the one-dimensional
integrals of
17Here we drop pure constants c (since d log c = 0) and monomials.
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Definition A.4. For any word w ∈ Σ× in letters {ωσ : σ ∈ Σ} over a finite set 0 ∈ Σ ⊂ C,
the associated hyperlogarithm [44] is the iterated integral defined by
Lωn0 (z) :=
logn z
n!
for any n ∈ N0 and Lωσw(z) :=
∫ z
0
dz′
z′ − σ
Lw(z
′). (A.4)
Remark A.5. These functions are analytic and in general multi-valued on C \ Σ, but
uniquely defined upon restriction to z ∈ C \ (−∞, 0] and |z| < min06=σ∈Σ |σ|. Also called
Goncharov polylogarithms, we write
G (σ1, . . . , σn; z) := Lσ1...σn(z) := Lωσ1 ...ωσn (z) (A.5)
and can identify them with a special family of multiple polylogarithms: For arbitrary
σ1, . . . , σr ∈ Σ \ {0}, n1, . . . , nr ∈ N and |z| < min1≤j≤r |σj|,
L
ωnr−10 ωσr ···ω
n2−1
0 ωσ2ω
n1−1
0 ωσ1
(z) = (−1)r Lin1,...,nr
(
σ2
σ1
, . . . ,
σr
σr−1
,
z
σr
)
. (A.6)
This construction and partial fractioning make it obvious that any function
f ∈ L(Σ) := Q
[
z,
{
1
z − σ
: σ ∈ Σ
}
,
{
Lw : w ∈ Σ
×}] (A.7)
in the algebra L(Σ) spanned by the hyperlogarithms has a primitive ∂zF (z) = f(z),
F ∈ Q
[
Σ ∪
{
1
σi − σj
: σi 6= σj from Σ
}]
⊗ L(Σ)
possibly involving the additional denominators σi − σj . This mirrors lemma A.1 since
fI ∈ L (ΣI,e) (αe) with ΣI,e := {0} ∪
⋃
f∈SI
{zeros of f with respect to αe} (A.8)
whenever fI ∈ B (SI). The final answer f = f|E|−1 after integrating out all Schwinger
variables (but α|E| = 1) has a symbol in f ∈ B
(
S|E|
)
.
To represent a function f ∈ B (S) in terms of one-dimensional iterated integrals we
choose an order s1, . . . , sn of the remaining variables Θ and express f in the form
18
f ∈ L (Σs1) (s1)⊗ . . . ⊗ L (Σsn) (sn) (A.9)
where Σsi = {0} ∪
{
zeros of S(i) w.r.t. si
}
and we set S(1) := S and recursively define
S(i+1) as the irreducible factors19 of limsi→0 S
(i).
Example A.6. If we chose the order 0 < s ≪ u ≪ p of variables, we can write the
integrals f of the expansion coefficients F of the integrand (3.19) in the form
f ∈ L
({
0, 1, p, 1 + p− u,
p
u
})
(s)⊗ L ({0, 1, p, 1 + p}) (u)⊗ L ({0,−1}) (p) (A.10)
18This corresponds to fixing the path of integration in the iterated integral to the piecewise linear
(0, . . . , 0) → (0, . . . , 0, sn) → (0, . . . , 0, sn−1, sn) → . . . → (0, s2, . . . , sn) → (s1, . . . , sn). The discussion
in section 2.7 of [30] might further clarify this process.
19Again we omit constants and monomials as these are explicitly taken care of by 0 ∈ Σsi .
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by taking S(1) from (3.15) and deducing S(2) = lims→0 S
(1) = {u− p, 1− u, u− 1− p} and
S(3) = limu→0 S
(2) = {1 + p}. Indeed we find precisely the letters given in (A.10) in our
results like (3.17), (3.18).
Example A.7. The final set S|E| = Σ∆ ∪ {zz¯ − 1} in the polynomial reduction of the
linearly reducible massless off-shell three-point graph ∆3,5 of figure 6 shows that
Φ (∆3,5) =
Γ(2 + 3ε)
p4+6ε1
∞∑
n=0
fnε
n with fn ∈ L
({
0, 1, z¯,
1
z¯
})
(z)⊗ L ({0, 1}) (z¯). (A.11)
Results for f0 and f1 are supplied (in this form) in the attached file.
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