One considers Hilbert space valued measures on the Borel sets of a compact metric space. A natural numerical valued integral of vector valued continuous functions with respect to vector valued functions is defined. Using this integral, different norms (we called them Monge-Kantorovich norm, modified Monge-Kantorovich norm and Hanin norm) on the space of measures are introduced, generalizing the theory of (weak) convergence for probability measures on metric spaces. These norms introduce new (equivalent) metrics on the initial compact metric space.
Introduction
We introduce and study several metrics on certain spaces of vector measures. This is done using a vector integral (with numerical values) previously introduced by us.
A short history of the problem follows. The story began long ago, with the problem of mass transport initiated by G. Monge in 1781 (how to fill up a hole with the material from a given pile of sand, in an optimal way, i.e. with a minimal cost, see [18] ). The problem was, actually, very difficult and G. Monge proposed a complicated geometrical solution. Many years after, in 1887, P. Appell completely solved the problem with complicated variational methods (see [1] ). L. V. Kantorovich, inventor of linear programming, attacked the problem in a totally different way. First he considered the discreet variant of the problem, "embedding" it in the theory of linear programming and totally solving it (see [12] ) in a way suitable for successful use of computers (these results constitute a major part of the reasons for the Nobel prizeof course for economy -received by L.V. Kantorovich). Afterwards, he transformed the problem in an abstract way, working for a compact metric space instead of a finite set and for a measure instead of a vector in R n . Alone or jointly with his student G.S. Rubinstein (see [14] and [15] ), he succeeded in completely solving the new, abstract problem. The necessary mathematical tools were the theory of normed spaces and different metrics on spaces of measures, let us call them Kantorovich-Rubinstein metrics. In the treatises [13] and [21] these facts are clearly explained, with many details.
The study of different metrics on spaces of measures in closely related to the theory of convergence of probability measures (especially weak convergence) on metric spaces, where the Lipschitz functions play an important role (see [2] , [6] and [19] ). It is within the framework of this theory that the formalism of Kantorovich-Rubinstein-type metrics appears more clearly.
Our main goal in the present paper is to extend the theories of metrics and convergence in spaces of probabilities (or scalar measures) to (similar) theories in spaces of vector measures. The most suitable framework seemed to us to be the framework of Hilbert space valued measures. So, let X be a Hilbert space.
We needed first an integral. Consequently, we elaborated the theory of a numerical valued integral of continuous functions on a compact metric space taking values in X, with respect to a measure of bounded variation taking values in X. Our integral is sesquilinear (not bilinear in the complex case) and uniform. In the second part of the paragraph dedicated to preliminaries we expose (without proofs) the main properties of this (natural) integral, among them being some computing devices and an antilinear (not linear in the complex case) and isometric isomorphism between the space of measures and the dual of the space of continuous functions. Details and proofs will appear in "Sesquilinear uniform vector integral", Proceedings -Mathematical Sciences.
Having this integral, we pass in the main paragraph ("Results") of the paper to the study of the space of X-valued measures (of bounded variation) defined on the Borel sets of a compact metric space (T, d). Different metrics (and locally convex topologies) are introduced on these spaces, a major role being played by the Lipschitz functions (the use of these functions makes the new introduced metrics to be "topologically sensitive", as one can see in the last subparagraph).
We begin with the Monge-Kantorovich norm and the corresponding metric. We continue with the weak * topology. It is seen that, in case of finite dimensional X, the weak * and the Monge-Kantorovich topologies coincide, which is not the case for infinite dimensional X, as one can see later. Afterwards, we introduce a new norm on a subspace of the space of X-valued measures and the corresponding metric on some subsets of the whole space of X-valued measures. We called them "the modified Monge-Kantorovich norm ", respectively "the modified Monge-Kantorovich metric". The modified Monge-Kantorovich norm and Monge-Kantorovich norm are equivalent. The results described up to now constitute generalizations (for measures) of many results concerning probability measures.
The next subparagraph generalizes (for vector measures) the ideas of L. Hanin (see [11] and [10] ), the ideas being to "extend" the modified MongeKantorovich norm to the whole space of X-valued measures (actually one obtains a norm which is equivalent to the modified Monge-Kantorovich norm on the initial subspace). Using the previous results, we introduce a counterexample showing that weak * topology and Monge-Kantorovich topology are not the same for infinite dimensional spaces.
The last subparagraph has a somewhat different character. Namely, using the previously introduced metrics on the space of measures, we can equip the underlying compact metric space T with the corresponding new metrics and we show that all these new metrics are equivalent to the initial metric d (which is not the case of the variational metric).
We feel obliged to add that the use of "Monge-Kantorovich" name which we preferred seemed suitable to us for historical reasons. Many times the "Kantorovich-Rubinstein" name would have been more correct.
The authors hope to use the results in the present paper in a subsequent paper dedicated to applications (e.g. fractals).
Preliminary facts Notations and general notions
We begin with some notations and general notions appearing throughout the paper.
As usual N = {1, 2, ..., n, ...} = the non null positive integers, K = the scalar field (either
For an arbitrary set T , we write P(T ) = {A | A ⊂ T } and for A ⊂ T , ϕ A : T → K will be the characteristic (indicator) function of A acting via
to denote the fact that the family (a i ) i∈I has the property a i ∈ T for any i ∈ I. In particular, one can consider sequences (a n ) n∈N ⊂ T (or (a n ) n ⊂ T ). In this case, when we write (a np ) p ⊂ (a n ) n , this means that (a np ) p is a subsequence of (a n ) n .
If f : X → Y is a function, we shall often write x → f (x) to designate the fact that the image of x ∈ X under f is f (x). Assuming f is injective, the (generalized) inverse of f is the function f
, where x ∈ X is uniquely determined by the condition f (x) = y. Let X, Y, Z be three sets and
Let X be a vector space over K. For any x ∈ X, we write Sp(x) for the vector space generated by x, i.e. for {αx | α ∈ K}. If f : T → K a function, we can define the function f x : T → K acting via f x(t) = f (t)x. Now, let us consider a topological space (T, τ ). If (a n ) n∈N ⊂ T and a ∈ T , we write a n → n a to designate the fact that the sequence (a n ) n converges to a. Supplementarily, let us consider (more generally) a preordered set (∆, ≤) (u ≤ u, for any u ∈ ∆; u ≤ v and v ≤ w implies u ≤ w, for any u, v, w ∈ ∆) which is directed (for any u, v in ∆ there exists w ∈ ∆ such that u ≤ w and v ≤ w). We consider a function f : ∆ → T , write f (δ) = x δ for any δ ∈ ∆ and identify f ≡ (x δ ) δ∈∆ . Under these circumstances, we write (x δ ) δ∈∆ net T (or (x δ ) δ net T ). Let also x ∈ T . Then we write x δ → δ x (and we say that (x δ ) δ converges to x) if for any (basic) neighborhood V of x there exists δ(V ) ∈ ∆ such that x δ ∈ V whenever δ ∈ ∆, δ ≥ δ(V ). For any A ⊂ T and any a ∈ T , we have the equivalence: a ∈ A (the closure of A) if and only if there exists (a δ ) δ∈∆ net A such that a δ → δ a. a) ). Then d 1 (x, A) = 0 if and only if x ∈ A. For x and y in T one has
. Considering two non empty sets A ⊂ T and B ⊂ T , the distance between A and B is defined via
For any normed space (X, . ), the dual of X is X ′ = {V : X → K | V is linear and continuous}. Then X ′ becomes a Banach space, when equipped with the (operator) norm V 0 = sup{|V (x)| | x ∈ X, x ≤ 1}. Usually we write only X (instead of (X, . )) in order to designate a normed space.
If X is a Hilbert space, we shall write (x | y) for the scalar product of the elements x, y ∈ X. Hence the scalar product (. | .) yields the norm . , acting via x = (x | x).
The space K n becomes (canonically) a Hilbert space with the scalar prod-
x i y i , where x = (x 1 , x 2 , ..., x n ) and y = (y 1 , y 2 , ..., y n ). Hence x ≥ |x i | for any i ∈ {1, 2, ..., n}, where x = (x 1 , x 2 , ..., x n ). The space of x n y n , where x = (x n ) n∈N and
, where x = (x n ) n∈N . For general topology, see [16] and [7] . For functional analysis, see [8] , [13] and [20] .
A sesquilinear uniform integral
In this subparagraph, we shall present without proofs the sesquilinear uniform integral which will be used throughout the paper. Let (T, d) be a compact metric space and X a Hilbert space with scalar product (. | .) and corresponding norm x = (x | x). The Borel sets of T will be B ⊂ P(T ). The vector space C(X) = {f : T → X | f is continuous} is a Banach space with norm f → f = sup{ f (t) | t ∈ T }. Actually, C(X) is a closed space of the Banach space B(X) = {f : T → X | f is bounded} equipped with the norm f → f = sup{ f (t) | t ∈ T } (the confusional same notation f for f ∈ C(X) and f ∈ B(X) is justified).
A function f : T → X will be called simple if it has the form f =
with A i ∈ B and x i ∈ X (one can always consider that the sets A i are mutually disjoint and
µ(A n ) for any sequence (A n ) n ⊂ B of mutually disjoint sets. For such a µ and A ∈ B, one can define the variation of µ over A as follows. We shall say that a finite family (A i ) i∈{1,2,...,m} ⊂ B is a partition of A if the sets A i are mutually disjoint and
..,m} is a partition of A} (the supremum is taken for all possible partitions of A). We say that µ is of bounded variation if |µ| (T ) < ∞. The vector space (with natural operations) cabv(X) = {µ : B → X | µ is a σ-additive measure of bounded variation} becomes a Banach space when equipped with the norm µ → µ def = |µ| (T ). Any σ-additive measure µ : B → K is of bounded variation. The topology on cabv(X) generated by this norm will be called the variational topology and will be denoted by T (var, X). For any a ∈ (0, ∞), let B a (X) = {µ ∈ cabv(X) | µ ≤ a}. Then T (var, X) induces the topology T (var, X, a) on B a (X). For a sequence (µ n ) n ⊂ cabv(X) and for µ ∈ cabv(X), µ n
Notice that, if µ ∈ cabv(K) and x ∈ X, then µx ∈ cabv(X) and µx = µ x .
In the same way, if (f n ) n ⊂ B(X) and f ∈ B(X), we write f n u → n f to denote the fact that (f n ) n converges uniformly to f (i.e. (f n ) n converges to f in the Banach space B(X)). The closure of S(X) in B(X) is the space of
upon the representation of f ). Because f dµ ≤ µ f , the linear and continuous map U : S(X) → K given via U(f ) = f dµ can be extended by uniform continuity to V :
f (the result does not depend upon the sequence (f n ) n used). So, our integral is uniform and sesquilinear ( (αf + βg)dµ = α f dµ + β gdµ and f d(αµ + βν) = α f dµ + β f dν for α and β in K, f and g in T M(X) and µ, ν in cabv(X)). Notice that, for any f ∈ T M(X) and any µ ∈ cabv (X) one has f dµ ≤ µ f and f dµ can be computed for any f ∈ C(X) ⊂ T M(X). From now on, we shall discuss about f dµ only for f ∈ C(X).
We feel obliged to insist upon some computational aspects derived from the fact that the complex Hilbert spaces (with their sesquilinear scalar products) make life a bit more complicated.
Firstly, in the particular case when X = K, due to the fact that the scalar product in K is given by the formula (α | β) = αβ, we have for any f ∈ C(K) and any µ ∈ cabv (K): f dµ (with the present definition) = f dµ (with the standard definition, where µ ∈ cabv (K) acts via µ(A) = µ(A) for any A ∈ B). Extending these considerations and considering an orthonormal basis (e i ) i∈I of X, one can identify any f ∈ C(X) via f ≡ (f i ) i∈I ⊂ C(K) and any µ ∈ cabv (X) via µ ≡ (µ i ) i∈I ⊂ cabv (K), with the following explanations: a) For any f ∈ C(X) and any t ∈ T , f (t) = S Secondly, we recall the Riesz-Fréchet representation theorem asserting the existence of the antilinear and isometric bijection F : X → X ′ , given via F (y) = T y , where T y (x) = (x | y) for any y ∈ X and any x ∈ X. On the basis of this representation theorem, we interpret a (now) classical result of N. Dinculeanu ([5] ) and obtain an antilinear and isometric isomorphism H : cabv(X) → C(X) ′ given via H(µ) = V µ , where V µ (f ) = f dµ for any µ ∈ cabv (X) and any f ∈ C(X).
We add some more computational facts. Let Y ⊂ X be a closed linear subspace and π Y : X → X the orthogonal projection defined by Y (π Y (y) = y for any y ∈ Y ). Let f ∈ C(X) and µ ∈ cabv (X). Assume that either
. Finally, we consider, for any t ∈ T , the Dirac measure concentrated at t, namely δ t : B → K, δ t (A) = ϕ A (t). Then, for any x ∈ X and any t ∈ T , δ t x ∈ cabv(X) and
For general measure theory see [9] and [17] . For vector measure and vector integration see [5] , [4] and [3] .
Results

The space L(X)
From now on, (T, d) will be a compact metric space such that T has at least two elements and X will be a non null Hilbert space with scalar product (. | .) and corresponding norm . .
Recall that a function f : T → X is a Lipschitz function if there exists a number M ∈ (0, ∞) such that f (x) − f (y) ≤ Md(x, y) for any x and y in T . For such f , we define the
The space
. This assertion remains valid for X = K n , namely we have
Then the countable set A n is dense in C(K n ) and this proves all, in view of the following two facts:
The Monge-Kantorovich norm
In this subparagraph, we introduce the Monge-Kantorovich norm.
The next result is probably well-known, but we think a careful proof of it is desirable. Besides, some technical parts of the proof will be used later.
Proof. a) One has C D = ∅ and we shall prove that δ(H, C D ) > 0. Indeed, accepting that δ(H, C D ) = 0, we find the sequences (x n ) n ⊂ H and (y n ) n ⊂ C D such that lim n→∞ d(x n , y n ) = 0. Due to the compactness, we find (taking convergent subsequences) x ∈ H and y ∈ C D such that d(x, y) = 0, i.e. x = y ∈ H ∩ C D , impossible. b) For any t ∈ T , one has
because, for any sequences (a n ) n ⊂ C D and (b n ) n ⊂ H, one has
So, one can define g : T → R + , via
and 0 ≤ g(t) ≤ 1 for any t ∈ T , g(t) = 1 for any t ∈ H and g(t) = 0 for any t ∈ C D .
For x and y arbitrarily taken in T , using (1), we have:
The last inequality is true because H and C D being compact, we have
It follows that g is a Lipschitz function and for any x and y in T one has |g(x) − g(y)| ≤ Bd(x, y), where (T has at least two points) B =
Finally, we define
Lemma 3. Let µ 1 : B → R + and µ 2 : B → R + be two finite σ-additive measures. We have the equivalence:
Proof. One must prove the implication " ⇐ ". Because T is a metric space, the measures µ 1 and µ 2 are regular: for any A ∈ B one has µ 1 (A) = sup µ 1 (H) and µ 2 (A) = sup µ 2 (H), the suprema being computed for all compact subsets H ⊂ A. So, it will suffice to prove that µ 1 (H) = µ 2 (H) for any compact subset H ⊂ T . Take such a compact
Taking f : T → R, f (t) = 1 for any t ∈ T , one has f ∈ BL 1 (R) and f dµ 1 = f dµ 2 (according to the hypothesis), hence
Second Possibility: there exist an open set ∆ such that H ⊂ ∆ ⊂ T , ∆ = T . We shall prove that µ 1 (H) ≤ µ 2 (H) (and, in the same way,
Take arbitrarily ε > 0. The regularity of (H, D) , we construct the function f from Theorem 2. According to the hypothesis we have f dµ 1 = f dµ 2 and this implies
Theorem 4. For any µ ∈ cabv(X), one has the equivalence:
Proof. We must prove the implication " ⇐ ". Case X = R. Write µ = µ 1 − µ 2 , where µ 1 , µ 2 ≥ 0 and µ 1 , µ 2 ∈ cabv(R) (Jordan decomposition). Hence, for any f ∈ L(R), 0 = f dµ = f dµ 1 − f dµ 2 . Using Lemma 3, we get µ 1 = µ 2 , hence µ = 0. Case X = C. Write µ = µ 1 + iµ 2 , where µ 1 and µ 2 are in cabv(R). Hence, for any f ∈ L(R), one has 0 = f dµ = f dµ 1 + i f dµ 2 ⇔ f dµ 1 = f dµ 2 = 0. Using the case X = R, we get µ 1 = µ 2 = 0, hence µ = 0. General case. Let (e i ) i∈I be an orthonormal basis for X. Write, for any x ∈ X: x = S i∈I a i e i , hence
Fourier coefficients). For any i ∈ I, define H i : X → K via H i (x) = a i . Then H i ∈ X ′ and H i 0 = 1. For any µ ∈ cabv(X) and any A ∈ B, one has µ(A) = S i∈I µ i (A)e i , where
Now, take µ ∈ cabv(X) such that f dµ = 0 for any f ∈ L(X). To prove that µ = 0 means to prove that all µ i = 0. Fix i ∈ I arbitrarily. For any ϕ ∈ L(K), one has ϕe i ∈ L(X) and ϕe i (T )
Because ϕ ∈ L(K) is arbitrary, we get µ i = 0.
Theorem 5. For any µ ∈ cabv(X), define
Then, the function µ → µ M K is a norm on cabv(X) and one has
Proof. Let µ ∈ cabv(X). Then, in view of the antilinear identification C(X) ′ ≡ cabv(X), one has
where
It is obvious that µ → µ M K is a seminorm. To finish the proof, one must show the implication µ M K = 0 ⇒ µ = 0. Notice that, according to the definition, one has, for any µ ∈ cabv(X) and any f ∈ L(X):
For any t ∈ T and any x ∈ X, x = 1, one has
Indeed, write δ t x = µ and take f ∈ BL 1 (X). One has
The topology generated by . M K on cabv(X) will be denoted by T (MK, X) (the Monge-Kantorovich topology). For any a > 0, the topology induced by T (MK, X) on B a (X) will be denoted by T (MK, X, a). For a sequence (µ n ) n ⊂ cabv(X) and for µ ∈ cabv(X), we shall write µ n MK → n µ to denote the fact that (µ n ) n converges to µ in the Monge-Kantorovich topology.
In the sequel, we shall make some considerations concerning the comparison between the variational topology T (var, X) and the Monge-Kantorovich topology T (MK, X).
Due to the inequality µ M K ≤ µ , we have T (MK, X) ⊂ T (var, X). Of course, if T is finite, one has T (MK, X) = T (var, X). As concerns the case when T is infinite, we remark first that T is infinite if and only if T has at least an accumulation point. Here comes
Theorem 7. Assume T is infinite. Then the inclusion T (MK, X) ⊂ T (var, X) is strict. Also in this case, the normed space
Proof. a) First we shall prove that for any a and b in T , a = b and any x ∈ X, x = 1, one has
(in case X = K, x = 1, one has δ a − δ b = 2).
To prove (4), write δ a x − δ b x = µ and take a partition (A i ) i∈{1,2,...,m} of T . One has either and b ∈ A j ). The second alternative is always possible, taking A 1 = B(a, r), A 2 = B(b, r) with A 1 ∩A 2 = ∅ and the other A i arbitrarily. Hence, by passing to supremum, one gets µ = 2. b) Again, for a and b in T , a = b and any x ∈ X, x = 1, we shall prove that
Indeed, writing again µ = δ a x − δ b x, we have, for any f ∈ L(X):
and passing to supremum, we get (5) .
At the end of the paper, we shall discuss supplementarily formula (5). c) Because T is infinite, we take an accumulation point t 0 ∈ T and a sequence (t n ) n ⊂ T such that t n → n t 0 and t n = t 0 for any n ≥ 1. According to (5) , it follows that, for any x ∈ X with x = 1, one has δ tn x MK → n δ t 0 x, whereas, according to (4), the assertion δ tn x var → n δ t 0 x is false. Hence the inclusion T (MK, X) ⊂ T (var, X) must be strict.
The fact that (cabv(X), . M K ) is not Banach follows from the inequality . M K ≤ . and from the fact that the norms . M K and . are not equivalent.
Let us present some Supplementary Remarks
Remarks a) If T is infinite, one can find a sequence (µ n ) n ⊂ cabv(X) such that µ n M K = 1 and µ n > n for any n.
b) Generally speaking one has for any sequence (µ n ) n ⊂ cabv(X) the implication µ n The weak * topology on cabv(X)
Let us introduce a new topology on cabv(X). This topology is defined on the basis of the fact that cabv(X) is identified with the dual of C(X).
Definition 8. The weak
* topology on cabv(X) is the (separated) locally convex topology on cabv(X) generated by the family of seminorms (p f ) f ∈C(X) , where, for any f ∈ C(X), p f : cabv(X) → R + is given via
The weak * topology will be denoted by T (w * , X) and, for any a > 0, its restriction to B a (X), will be denoted by T (w * , X, a). For any µ ∈ cabv(X), a neighborhood basis for µ is formed with all sets of the form
(one takes into consideration all possible ε > 0, all m ∈ N and all g i ∈ C(X)). For a sequence (µ n ) n ⊂ cabv(X) and for µ ∈ cabv(X), we shall write µ m w * → m µ to denote the fact that (µ n ) n converges to µ in T (w * , X). This means that lim m f dµ m = f dµ for any f ∈ C(X).
Notice that Alaoglu's theorem implies that, for any a > 0, the set B a (X) is weak * compact (i.e. compact in T (w * , X)).
In the sequel, we shall fix n ∈ N and we shall work for X = K n . We have seen (Theorem 1) that one can find a sequence (f m ) m ⊂ L(K n ) such that {f m | m ∈ N} is dense in C(K n ). This fact has the following two important consequences.
Theorem 9 (Metrisability of
B a (K n ) under T (w * , K n )). For any a > 0, the topology T (w * , K n , a) is metrisable. The set B a (K n ) is com- pact as a subset of the topological space (cabv(K n ), T (w * , K n )). Conse- quently, B a (K n ) considered
as a metric space (with any metric generating
The metrisability of T (w * , K n , a) follows from the separability of C(K n ), viewing cabv(K n ) as the dual of C(K n ) (see [8] , V, 5.1, page 426).
Proof. Only the implication " ⇐ " must be proved. Let us consider V = V (µ; g 1 , g 2 , ..., g p ; ε) ∩ B a (X) a basic neighborhood of µ in T (w * , X, a). For any m ∈ {1, 2, ..., p}, choose f im such that f im − g m ∞ < ε 4a
. Take δ = min{
.., f ip ; δ) ∩ B a (X) and notice that W ⊂ V . Indeed, if υ ∈ W , one has, for any m ∈ {1, 2, ..., p}:
Using the hypothesis, one can find n V ∈ N such that µ n ∈ W ⊂ V for any n ∈ N, n ≥ n V .
We shall need:
Theorem 11 (Arzela-Ascoli-Type Theorem). For any n ∈ N, the set 
Remark. It is natural to ask whether the previous result remains valid for an arbitrary Hilbert space X instead of K n (i.e. if BL 1 (X) is relatively compact in C(X) also for infinite dimensional X). The answer is negative, as we shall see later.
We begin the investigation of the connection between the topologies T (w * , K n ) and T (MK, K n ). 
. So take an arbitrary f p = 0 and let g = Indeed, there exists ε 0 > 0 and a subsequence (µ mp ) mp ⊂ (µ m ) m such that
Using Theorem 11, one can find (f pq ) q ⊂ (f p ) p and f ∈ C(K n ) such that
Let q 1 ∈ N be such that p q 1 > p 1 , and, for any q ≥ q 1 , one has
From (6), it follows that, for any q ≥ q 1 , one has
At the same time, for such q, one has
where we used (7) and (8). This contradicts (9).
Let us interpret the last results. Take arbitrarily a > 0 and n ∈ N. On B a (K n ) we have two metrisable topologies: T (MK, K n , a) and T (w * , K n , a) (with Theorem 9). Theorem 12 says that the convergent sequences coincide in these topologies, hence they are equal:
Again Theorem 9 says that
is a compact (hence complete) metric space for the metric given by . M K .
We got (see Theorem 7 too):
Theorem 13. For any a > 0 and any n ∈ N, the set B a (K n ), equipped with the metric generated by the Monge-Kantorovich norm . M K , is a compact, hence complete, metric space, its topology being exactly T (w * , K n , a) (in spite of the fact that the normed space
Remark. The "basis" of Theorem 13 is Theorem 12 which asserts the coincidence of convergent sequences in T (MK, K n , a) and T (w * , K n , a). This coincidence is no longer valid for general X instead of K n as we shall see later.
The modified Monge-Kantorovich norm
In this subparagraph, we shall be concerned with the so called "modified Monge-Kantorovich norm", which can be defined only on a subspace of cabv(X). This new norm is strongly related to the Monge-Kantorovich norm and generates a most important distance (which generalizes classical Kantorovich-Rubinstein metric on the space of probabilities, see e.g [6] ) on some distinguished subsets of cabv(X).
For any v ∈ X, let us define
Clearly δ t v ∈ cabv(X, v) for any t ∈ T . It is seen that cabv(X, 0) is a vector subspace of cabv(X).
Proof. Take arbitrarily x ∈ X and let us define the constant function ϕ x : T → X, given via ϕ x (t) = x, for any t ∈ T . Now take an arbitrary adherent point µ ∈ cabv(X) for cabv(X, v). Hence one can find (µ δ ) δ net cabv(X, v) such that µ δ → δ µ in the topology T (w * , X),
for any x ∈ X, which means (
For any µ ∈ cabv(X, 0), let us define
Theorem 15. For any µ ∈ cabv(X, 0), one has
Proof. The first inequality is given by the inclusion
To prove the second inequality, let us take arbitrarily f ∈ L 1 (X). For any t 0 ∈ T , one has
Remark. According to the definition, one has for any µ ∈ cabv(X, 0) and any f ∈ L(X):
For arbitrary f ∈ L 1 (X) and t 0 ∈ T , define h :
and f is arbitrary.
Theorem 18 says that the topology T (MK * , X) generated by . * M K on cabv(X, 0) coincides with he topology induced by T (MK, X) on cabv(X, 0). For a sequence (µ n ) n∈N ⊂ cabv(X, 0) and for µ ∈ cabv(X, 0), one has the equivalence: µ n 
Proof. For any f ∈ L 1 (X), writing µ = δ a x − δ b x, one has:
Then f ∈ L 1 (X), because, for u and v in T , one has:
On a non empty set A ⊂ cabv(X), one can consider the following distances:
-
We shall mainly work in the particular case when A = B a (X, v) with v ≤ a. On such B a (X, v) the last two distances are equivalent (Theorem 17): for µ and ν in B a (X, v), one has
In the next paragraph, we shall consider on such a set A another distance (namely the Hanin distance).
Before passing further, it is our duty to lay stress upon the fact that, maybe, a more honest name for the (modified) Monge-Kantorovich distance would have been Kantorovich-Rubinstein distance or Lipschitz distance.
Theorem 20. Let a > 0 and v ∈ X be such that v ≤ a. Proof. 1. We have B a (X, v) = B a (X) ∩ cabv(X, v). Because B a (X) is weak * compact, the result follows from Lemma 14. 2. The weak * topology of B a (K n ) coincides with the topology generated by the Monge-Kantorovich distance d M K (Theorem 13). Hence, B a (K n , v), being weak * closed in B a (K n ) which is weak * compact, will be also weak * compact. Therefore B a (K n , v) is a compact subset of B a (K n ), considering on B a (K n ) the topology generated by the Monge-Kantorovich distance. Because the Monge-Kantorovich distance and the modified Monge-Kantorovich distance are equivalent on B a (K n , v), it follows that B a (K n , v) equipped either with the Monge-Kantorovich distance, or with the modified MongeKantorovich distance is a compact, hence complete, metric space.
3. In the particular case K = R, n = 1, v ≥ 0, all it remains to be proved is the fact that cabv + (R) is weak * closed. To this end, let µ ∈ cabv(R) be such that there exists (µ δ ) δ net cabv + (R) with the property that µ δ → δ µ in T (w * , R). This implies that for any f ∈ C(R), f ≥ 0, one has f dµ δ → δ f dµ. Because f dµ δ ≥ 0 for any δ, it follows that f dµ ≥ 0. We succeeded in proving that for any 0 ≤ f ∈ C(R), one has f dµ ≥ 0. So the functional x ′ µ ∈ C(R) ′ , given via x ′ µ (f ) = f dµ is positive. The RieszKakutani theorem says that this is equivalent to the fact that µ is positive, i.e. µ ∈ cabv + (R).
The Hanin norm
The problem with the modified Monge-Kantorovich norm is the fact that it cannot be defined on the whole space cabv(X). To be more precise, using the notation from Theorem 16, if one tries to extend p beyond cabv(X, 0), one can obtain infinite values for the extension, as the following result shows.
and p(αµ) = |α| p(µ) (with convention 0 · ∞ = 0) for any µ, ν ∈ cabv(X) and any α ∈ K.
We have the equivalence (for µ ∈ cabv(X)): p(µ) < ∞ ⇔ µ ∈ cabv(X, 0)). Proof. The only fact which must be proved is the implication ⇒ in the enunciation. Let µ ∈ cabv(X) with p(µ) < ∞. Accepting µ(T ) = 0, we shall arrive at a contradiction.
Indeed, let x ∈ X with x = 1 and such that (x | µ(T )) = µ(T ) > 0. Then, for any n ∈ N, the function f n ∈ C(X) given via f n (t) = nx for any t ∈ T is constant, so f n L = 0 and f n dµ = n µ(T ) → thus obtaining the map . H : cabv(X) → R + .
Taking ν = 0, we get µ H ≤ µ for any µ ∈ cabv(X). If µ ∈ cabv(X, 0), taking ν = µ, we obtain µ H ≤ µ Theorem 23. 1. The functional . H : cabv(X) → R + is a norm on cabv(X) which generates a topology weaker than the variational topology generated by . : µ H ≤ µ for any µ ∈ cabv(X).
2. On cabv(X, 0), the modified Monge-Kantorovich norm . * M K and the restriction of . H are equivalent:
Proof. It remains to be proved that . H is a norm on cabv(X, 0). First we prove that . H is a seminorm.
Because cabv(X, 0) = cabv(X, 0) + cabv(X, 0), we have for any µ 1 and µ 2 in cabv(X):
for any ν 1 , ν 2 ∈ cabv(X, 0), we pass to infimum obtaining
For α ∈ K and µ ∈ cabv(X), one has αµ H = |α| µ H . This is obvious for α = 0. If α = 0, using the equality αcabv(X, 0) = {αµ | µ ∈ cabv(X, 0)} = cabv(X, 0) we have:
Finally, we show that, for µ ∈ cabv(X), one has the implication: µ H = 0 ⇒ µ = 0. Indeed, if µ H = 0, we have f dµ = 0 for any f ∈ L(X), using (11) . This implies f dµ = 0 for any f ∈ BL 1 (X), hence µ M K = 0, i.e. µ = 0.
Corollary 24. On cabv(X, 0), the restrictions of . H and . M K are equivalent: for any µ ∈ cabv(X, 0) one has
Proof. Again define f = ϕ x , where ϕ x : T → X, ϕ x (t) = x for any t ∈ T and notice that f BL = f = 1.
For µ = δ a x use (11) and get
Now, writing ν = δ a x − δ b x ∈ cabv(X, 0) and using Theorems 19 and 23, we get:
Infinite dimensional extensions do not work
In this subparagraph we present a counterexample showing that neither Theorem 11, nor Theorem 12, can be extended for general Hilbert spaces instead of K n .
Counterexample. Our compact metric space (T, d) will be given as follows: T = {1, 2} with metric d(i, j) = 1 if i = j and d(i, j) = 0 if i = j. Hence, on T we have the discrete topology and the Borel sets are B = P(T ). Our Hilbert space will be l 2 . Any function f : T → l 2 is continuous, even Lipschitz, and simple. We identify such a function f giving f (1) = (a 1m ) m and f (2) = (a 2m ) m . Clearly f L = f (1) − f (2) . A measure µ ∈ cabv(l 2 ) is identified giving µ({1}) = (b 1m ) m ∈ l 2 and µ({2}) = (b 2m ) m ∈ l 2 . Hence, the total variation |µ| (T ) = µ = µ({1}) + µ({2}) . Writing a = (a 1m − a 2m ) m ∈ l 2 , we notice that f dµ = (a | b). Notice also that f ∈ L 1 (l 2 ) means f (1) − f (2) ≤ 1 i.e. a ≤ 1. The final preliminary fact is that for b ≡ µ ∈ cabv(l 2 , 0), one has µ generated by the norms on cabv(X, 0) which have been introduced throughout the paper. To begin, let us choose an arbitrary x ∈ X with x = 1 which will be fixed from now on (in the special case X = K, we take canonically x = 1). Recall that δ t x = δ t x M K = δ t x H = 1 (relation (3) and Theorem 27). We define the injective map V : T → cabv(X) via V (t) = δ t x. Then δ t x − δ s x ∈ cabv(X, 0) and, for any norm p on cabv(X, 0), one obtains the metric ρ p on T given via ρ p (t, s) = p(δ t x − δ s x).
The fact that ρ . (t, s) = 2 for t = s shows that the metric ρ . generates the discrete topology on T , being metrically insensitive (rigid) (see relation (4)).
To complete our discussion, we shall need. . This means that, in this case, one has 2
Relation (16) improves relation (15), i.e. improves relation (12) . At the same time, taking A arbitrary small, one can conclude from (16) that, for any ε ∈ (0, 1), there exists a compact metric space (T, d) such that (1 − ε)d ≤ ρ . M K ≤ d. Hence, it is natural to try to solve the following Open Problem: Find new evaluations, sharper than (12), (13) and (14) .
