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INTRODUCCIO´N
Las transformaciones lineales ocupan un lugar preponderante dentro del a´lge-
bra lineal. La mayor parte de las aplicaciones en ecuaciones diferenciales y
otras a´reas de la matema´tica esta´n relacionadas con el manejo adecuado de
ellas.
Una transformacio´n lineal de dimensio´n finita esta´ en correspondencia con
un conjunto de matrices que la representan. Si se fija una base del espacio
vectorial correspondiente, la transformacio´n quedara´ en correspondencia con
una u´nica matriz. As´ı que dada una transformacio´n lineal T, es importante
saber en que´ base del espacio vectorial correspondiente, esta transformacio´n
tiene la representacio´n ma´s sencilla posible.
No todas las transformaciones lineales de dimensio´n finita son diagonali-
zables, pero a todas se les puede encontrar una representacio´n ideal, por
ejemplo como suma de espacios invariantes representados por bloques de
Jordan.
Cuando una transformacio´n lineal entre dos espacios vectoriales de la misma
dimensio´n finita esta´ representada por alguna matriz A diagonalizable, el es-
pacio vectorial de los vectores no nulos X tales que AX = λX forman una
base en la cual la transformacio´n se representa con una matriz diagonal.
Hallar el espacio propio de una transformacio´n lineal conlleva a un proble-
ma de complejidad polinomial, puesto que es necesario resolver el polinomio
caracter´ıstico asociado. En el presente trabajo se desarrollan cuatro ideas
fundamentales: 1) Dada una matriz cuadrada con entradas enteras, se halla
el conjunto de sus autovalores y autovectores a partir de la resolucio´n de
un sistema de 4 ecuaciones lineales, cuya complejidad es lineal. Es decir, se
ii
iii
cambia resolver un polinomio de grado 3 por resolver 4 ecuaciones lineales;
2) Estas 4 ecuaciones se dan en te´rminos de las entradas de la matriz; 3)
Los autovalores y autovectores, esta´n en el anillo de los enteros; es decir esta
teor´ıa puede ser aplicada en el espacio de matrices de orden 3 con entradas
en un anillo arbitrario y 4)Se dan condiciones lineales suficientes y necesarias
para que ciertas clases de matrices sean diagonalizables .
Sin embargo, aunque el proyecto es ambicioso si se piensa para matrices de
cualquier taman˜o, en el presente trabajo so´lo se ha desarrollado para matri-
ces de taman˜o 2× 2 y 3× 3. La generalizacio´n requiere de un trabajo mucho
mayor y de mayor complejidad que no ha sido tratado en esta tesis. Por lo
que se ha podido detectar, el proceso desarrollado aqu´ı para taman˜o 3 × 3
no depende exclusivamente del trabajo realizado en matrices 2× 2; aparecen
nuevos argumentos de un caso a otro. Aunque de ser posible desarrollar el
caso 4× 4, todo parece indicar que se estar´ıa cerca de una generalizacio´n por
lo menos para una clase grande de matrices.
Hasta el momento no se ha encontrado en la literatura un procedimiento
como el desarrollado por el autor, los casos que se encontraron en [1] y [2],
aunque se desarrollan para matrices de cualquier taman˜o, abarcan una clase
muy restringida de matrices.
Finalmente, en el trabajo se da un paso ma´s alla´ de encontrar autovalores y
autovectores con complejidad lineal y para cada clase particular de matrices
se ha descrito en un par de ecuaciones lineales que nos dan informacio´n acer-
ca de la diagonalizacio´n o no de la matriz, el trabajo no parte del conjunto
de matrices diagonalizables. En su lugar se parte del simple ejercicio de en-
contrar autovectores y autovalores sin saber si se conseguira´n los suficientes
para hablar de diagonalizacio´n.
Cap´ıtulo 1
Caracterizacio´n de Matrices
1.1. Matrices de 2× 2
A toda transformacio´n natural entre espacios de dimensio´n finita le corres-
ponde un conjunto de matrices m× n, que dependen de la base en la cual se
describe la transformacio´n lineal.
Uno de los problemas ma´s importantes del algebra lineal es encontrar una
base en la cual la transformacio´n lineal se represente por una matriz lo ma´s
sencilla posible. En particular, existen transformaciones lineales que tienen
una representacio´n en una matriz cuadrada diagonal.
Si A es una matriz de n × n, los vectores x diferentes de cero tales que
Ax = λx, corresponden a la base B en la cual la matriz A se puede represen-
tar como una matriz diagonal D siempre y cuando existan n vectores propios
xi diferentes de cero que cumplan la propiedad Ax colineal con x.
En esta seccio´n, se dara´n condiciones suficientes para que matrices con en-
tradas enteras de orden 2× 2 tengan valores y vectores propios enteros.
Notacio´n
Dada A una matriz de n × n, denotamos por Ai la i-e´sima columna de A y
por Ai la i-e´sima fila de A.
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2Proposicio´n 1 Dados a, b, c, d,m, n enteros con m 6= 0 , A =
(
a c
b d
)
,
v1 =
(
m
n
)
, v⊥1 =
(
n
−m
)
, las siguientes afirmaciones son equivalentes.
1. (v⊥1 )
TAv1 = 0.
2. A tiene vector propio v1, con valor propio λ1 tal que mλ1 = A1v1.
Demostracio´n.
1⇒2:
Por hipo´tesis tenemos que
(v⊥1 )
TAv1 = 0
es decir,
mA2v1 = nA1v1
entonces,
mAv1 =
(
mA1v1
mA2v1
)
=
(
mA1v1
nA1v1
)
= A1v1
(
m
n
)
con m 6= 0, as´ı mλ1 = A1v1.
Por simetr´ıa, si n 6= 0 se tiene que nλ1 = A2v1.
2⇒1:
Como
(v⊥1 )
TAv1 = (v
⊥
1 )
Tλ1v1 = λ1(v
⊥
1 )
Tv1 = 0,
entonces (v⊥1 )
TAv1 = 0.
3El teorema que se presenta a continuacio´n es un aporte original al traba-
jo. El uso de este teorema permite establecer de manera sencilla el valor real
del segundo autovalor sujeto a las condiciones de entrada de la matriz.
Teorema 1 Dados a, b, c, d,m, n enteros con m 6= 0 , A1 =
(
a
b
)
, A2 =(
c
d
)
, A = (A1 A2) y v1 =
(
m
n
)
un vector propio de A asociado al valor
propio λ1. Si A es diagonalizable, el segundo valor propio λ2 satisface
nλ2 = −(v⊥1 )TA1 = na−mb.
Demostracio´n.
Dados los vectores propios de A, v1 =
(
m
n
)
y v2 =
(
α
β
)
, linealmente in-
dependientes, con la condicio´n (v⊥1 )
Tv2 = 1 correspondientes a los valores
propios λ1 y λ2 respectivamente. Observemos que el siguiente diagrama con-
muta.
R2C
A−−−−−−−−−−→ R2C
C−1 =
(
β −α
−n m
) y
x C =
(
m α
n β
)
R2B −−−−−−−−−→ R2B
D =
(
λ1 0
0 λ2
)
Es decir, A = CDC−1, donde R2C es el espacio vectorial R2 en la base
cano´nica, R2B es el espacio vectorial en la base B.
As´ı
A =
(
a c
b d
)
=
(
mβλ1 − nαλ2 −mαλ1 +mαλ2
nβλ1 − nβλ2 −nαλ1 +mβλ2
)
y
mb− na = mnβλ1 −mnβλ2 −mnβλ1 + nnαλ2 = n(nα−mβ)λ2.
4Como (v⊥1 )
Tv2 = 1, se tiene
mb− na = −nλ2.
Puesto que (v⊥1 )
T escalarmente A1 es igual a na−mb, tenemos que el segundo
valor propio λ2 satisface que
nλ2 = −(v⊥1 )TA1 = na−mb.
Corolario 1 Dada A =
(
a c
b d
)
, bajo las condiciones del teorema 1 y tal
que m2b+ n2c 6= 0, entonces
(−nc
mb
)
es un vector propio asociado a λ2.
Demostracio´n.
Se quiere resolver la ecuacio´n AX = λ2X = 0. Si X =
(
α
β
)
, entonces
αλ2 = aα+ cβ.
De acuerdo al teorema 1 se tiene
nλ2 = na−mb.
Luego,
mbα+ ncβ = 0,
como mβ − nα = 1, entonces
mbα+ ncβ = 0 (1.1.1)
−nα +mβ = 1. (1.1.2)
Es decir, (
mb nc
−n m
)(
α
β
)
=
(
0
1
)
.
5As´ı,
(m2b+ n2c)
(
α
β
)
=
(−nc
mb
)
.
Observacio´n: Dada A =
(
a c
b d
)
una matriz con entradas enteras,m,n en-
teros, analicemos que´ condiciones se generan en las entradas de la matriz
si m2b + n2c = 0 y m 6= 0. Como b = −n2c
m2
, y sustituyendo en la ecuacio´n
mbα+ ncβ = 0, se tiene que
m(
−n2c
m2
)α+ ncβ = nc(
−nα +mβ
m
) = 0,
como −nα +mβ = 1, entonces
nc = 0,
lo cual implica que n = 0 o c = 0.
CASO 1: Si c = 0 entonces b = 0, y
A =
(
a 0
0 d
)
CASO 2: Si n = 0 y c 6= 0,entonces b = 0,
A =
(
a c
0 d
)
As´ı λ1 = a, λ2 = d, y(
a c
0 d
) (
α
β
)
=
(
aα+ cβ
dβ
)
= d
(
α
β
)
es decir α(d− a) = cβ.
Si d 6= a, entonces el segundo vector propio es(
c
m(d− a)
)
.
6Si d = a y c 6= 0, A no es diagonalizable.
Teorema 2 Dado v =
(
m
n
)
con m 6= 0. El conjunto de matrices A de
taman˜o 2× 2 que tiene como vector propio v es el hiperplano
BX + CY +DZ + EW = 0,
donde B = nm, C = n2, D = −m2 y E = −mn.
Demostracio´n. Se sigue del hecho (v⊥1 )
TAv1 = 0.
Con los resultados anteriores se pueden construir innumerables ejemplos de
matrices con entradas enteras cuyos valores y vectores propios sean enteros,
fijando simplemente el primer vector propio v1.
Ejemplo 1 Dada A una matriz con entradas enteras de la forma
(
a c
b d
)
con m = 1 = n, entonces por la proposicio´n 1 se tiene que
a+ c = b+ d (1.1.3)
λ1 = a+ c (1.1.4)
λ2 = a− b. (1.1.5)
Un vector propio es
(
1
1
)
y el segundo vector propio esta dado por
(−nc
mb
)
.
7MATRICES
MATRIZ VALORES PROPIOS VECTORES PROPIOS(
1 2
3 0
)
λ1 = 3, λ2 = −2
(
1
1
)(−2
3
)
(
1 2
5 −2
)
λ1 = 3, λ2 = −4
(
1
1
)(−2
5
)
(−3 −2
8 13
)
λ1 = −5, λ2 = −11
(
1
1
)(
1
4
)
(
3 −2
−4 5
)
λ1 = 1, λ2 = 7
(
1
1
)(
1
−2
)
(
1 −6
−12 7
)
λ1 = −5, λ2 = 13
(
1
1
)(
1
−2
)
(
9 3
13 −1
)
λ1 = 12, λ2 = 4
(
1
1
)(−3
13
)
Ejemplo 2 Sea A una matriz con entradas enteras de la forma
(
a c
b d
)
con
m = 1, n = −1, entonces por la proposicio´n 1 se tiene que
a+ b = c+ d (1.1.6)
λ1 = a− c (1.1.7)
λ2 = a+ b. (1.1.8)
Un vector propio es
(
1
−1
)
y el segundo vector propio esta dado por
(−nc
mb
)
.
8MATRICES
MATRIZ VALORES PROPIOS VECTORES PROPIOS(
3 4
2 1
)
λ1 = −1, λ2 = 5
(
1
−1
)(
2
1
)
(
4 2
3 5
)
λ1 = 2, λ2 = 7
(
1
−1
)(
2
3
)
(
1 −6
−3 4
)
λ1 = 7, λ2 = −2
(
1
−1
)(
2
1
)
(
1 4
7 4
)
λ1 = −3, λ2 = 8
(
1
−1
)(
4
7
)
(
2 3
6 5
)
λ1 = −1, λ2 = 8
(
1
−1
)(
1
2
)
(
10 6
2 6
)
λ1 = 4, λ2 = 12
(
1
−1
)(
3
1
)
Ejemplo 3 Sea A una matriz con entradas enteras de la forma
(
a c
b d
)
con
m = 1, n = 0, entonces por la proposicio´n 1 se tiene que
m2b = 0 (1.1.9)
λ1 = a (1.1.10)
λ2 = d. (1.1.11)
Un vector propio es
(
1
0
)
y el segundo vector propio esta dado por
(
c
m(d− a)
)
.
9MATRICES
MATRIZ VALORES PROPIOS VECTORES PROPIOS(
3 4
0 1
)
λ1 = 3, λ2 = 1
(
1
0
)(−2
1
)
(
4 5
0 2
)
λ1 = 4, λ2 = 2
(
1
0
)(−5
2
)
(
1 −6
0 5
)
λ1 = 1, λ2 = 5
(
1
0
)(−3
2
)
(
1 4
0 3
)
λ1 = 1, λ2 = 3
(
1
0
)(
2
1
)
(
2 3
0 7
)
λ1 = 2, λ2 = 7
(
1
0
)(
3
5
)
(
10 3
0 −1
)
λ1 = 10, λ2 = −1
(
1
0
)(−3
11
)
Ejemplo 4 Sea A una matriz con entradas enteras de la forma
(
a c
b d
)
con
m = 1, n = 2, entonces por la proposicio´n 1 se tiene que
2(a+ 2c) = b+ 2d (1.1.12)
λ1 = a+ 2c (1.1.13)
2λ2 = 2a− b. (1.1.14)
Un vector propio es
(
1
2
)
y el segundo vector propio esta dado por
(−nc
mb
)
.
10
MATRICES
MATRIZ VALORES PROPIOS VECTORES PROPIOS(
4 2
4 6
)
λ1 = 8 λ2 = 2
(
1
2
)(−1
1
)
(
5 1
6 4
)
λ1 = 7 λ2 = 2
(
1
2
)(−1
3
)
(
1 1
2 2
)
λ1 = 3 λ2 = 0
(
1
2
)(−1
1
)
(
3 1
2 4
)
λ1 = 5 λ2 = 2
(
1
2
)(−1
1
)
(
6 3
20 2
)
λ1 = 12 λ2 = −4
(
1
2
)(−3
10
)
(
1 3
−2 8
)
λ1 = 7 λ2 = 2
(
1
2
)(
3
1
)
Ejemplo 5 Sea A una matriz con entradas enteras de la forma
(
a c
b d
)
con
m = 2, n = 3, entonces por la proposicio´n 1 se tiene que
3(2a+ 3c) = 2(2b+ 3d) (1.1.15)
2λ1 = 2a+ 3c (1.1.16)
3λ2 = 3a− 2b. (1.1.17)
Un vector propio es
(
2
3
)
y el segundo vector propio esta dado por
(−nc
mb
)
.
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MATRICES
MATRIZ VALORES PROPIOS VECTORES PROPIOS(
1 2
3 2
)
λ1 = 4, λ2 = −1
(
2
3
)(−1
1
)
(
2 4
9 2
)
λ1 = 8, λ2 = −4
(
2
3
)(−2
3
)
(
3 4
9 3
)
λ1 = 9, λ2 = −3
(
2
3
)(−2
3
)
(
2 8
15 4
)
λ1 = 14, λ2 = −8
(
2
3
)(−4
5
)
(
1 4
9 1
)
λ1 = 7, λ2 = −5
(
2
3
)(−2
3
)
(
3 2
3 4
)
λ1 = 6, λ2 = 1
(
2
3
)(−1
1
)
1.2. Matrices 3× 3
En la seccio´n anterior se presentan resultados que permiten caracterizar ma-
trices de orden 2×2 con valores y vectores propios enteros, en e´sta seccio´n se
extienden estos conceptos con el objetivo de encontrar condiciones semejantes
para matrices de 3× 3.
Proposicio´n 2 : Dados a, b, c, d, e, w, v, x, y,m, n, p, t, q, s enteros con m 6=
0 y s 6= 0, A1 = (a , c , w), A2 = (b , d , v), A3 = (x , y , e), A =
A1A2
A3
,
v1 =
mn
p
, v3 =
tq
s
, v⊥11 =
 n−m
0
, v⊥21 =
 p0
−m
, v⊥13 =
 0−s
q
 y
v⊥23 =
−s0
t
. las siguientes afirmaciones son equivalentes.
1. (v⊥11 )
TAv1 = 0.
(v⊥21 )
TAv1 = 0.
(v⊥13 )
TAv3 = 0.
(v⊥23 )
TAv3 = 0.
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2. A tiene vectores propios v1 y v3, con valores propios λ1 tal que mλ1 =
A1v1 y λ3 tal que sλ3 = A3v3, respectivamente.
Demostracio´n.
1⇒2:
Por hipo´tesis se tiene que
(v⊥11 )
TAv1 = 0.
(v⊥21 )
TAv1 = 0.
(v⊥13 )
TAv3 = 0.
(v⊥23 )
TAv3 = 0,
es decir, para v1
(v⊥11 )
TAv1 = 0 es equivalente a nA1v1 = mA2v1.
(v⊥21 )
TAv1 = 0 es equivalente a pA1v1 = mA3v1.
entonces,
mAv1 =
mA1v1mA2v1
mA3v1
 =
mA1v1nA1v1
pA1v1
 = A1v1
mn
p
 ,
y as´ı mλ1 = A1v1.
De manera ana´loga se obtiene para v3 con
(v⊥13 )
TAv3 = 0 es equivalente a sA2v3 = qA3v3.
(v⊥23 )
TAv3 = 0 es equivalente a sA1v3 = tA3v3.
entonces,
sAv3 =
sA1v3sA2v3
sA3v3
 =
tA3v3qA3v3
sA3v3
 = A3v3
tq
s
 ,
y as´ı sλ3 = A3v3.
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2⇒1:
m[(v⊥11 )
TAv1] = mλ1(v
⊥1
1 )
Tv1 = 0.
m[(v⊥21 )
TAv1] = mλ1(v
⊥2
1 )
Tv1 = 0.
Como
m6= 0, entonces [(v⊥11 )TAv1] = [(v⊥21 )TAv1] = 0.
De manera ana´loga se tiene que s 6= 0, entonces [(v⊥13 )TAv3] = [(v⊥23 )TAv3] =
0.
El siguiente resultado es una contribucio´n original al trabajo, en e´ste se de-
termina el valor del segundo valor propio asociado a la matriz A en te´rminos
de las entradas de la matriz A =
a c wb d v
x y e
 .
Teorema 3 Dados a, b, c, d, e, w, v, x, y,m, n, p, t, q, s enteros con m 6= 0 y
s 6= 0 , A1 = (a , c , w), A2 = (b , d , v), A3 = (x , y , e), A =
A1A2
A3
,
v1 =
mn
p
 y v3 =
tq
s
 vectores propios de A asociado a los valores propios
λ1 y λ3 respectivamente. Si A es diagonalizable, el segundo valor propio λ2
satisface
nsλ2 = s(na−mb− pv)− n(tx+ qy).
Demostracio´n.
Para demostrar el teorema se consideran. La siguiente matriz de cambio de
base dada por C =
m α tn β q
p θ s
, D =
λ1 0 00 λ2 0
0 0 λ3
, La matriz inversa de
14
C es
C−1 =
1
det(C)
sβ − qθ tθ − sα qα− tβpq − sn sm− pt nt−mq
nθ − pβ pα−mθ mβ − nα
 .
Sin pe´rdida de generalidad, suponemos que det(C) = ((msβ + ntθ + pqα)−
(ptβ +mqθ + snα)) = 1, el siguiente flujo determina el cambio de base
R
A−−−−−−−−−−−→ R
C−1
y
x C
RB −−−−−−−→ RB
D
As´ı, la matriz A en la base B, esta´ dada en vectores columna como
A =
(
V1 V2 V3
)
con V1 =
−m(qθ − sβ)λ1 − (ns− pq)αλ2 + t(nθ − pβ)λ3(sβ − qθ)nλ1 − β(ns− pq)λ2 + q(nθ − pβ)λ3
p(sβ − qθ)λ1 − θ(ns− pq)λ2 + (nθ − pβ)sλ3
,
V2 =
m(tθ − sα)λ1 + α(ms− pt)λ2 − t(mθ − pα)λ3n(tθ − sα)λ1 + β(ms− pt)λ2 − q(mθ − pα)λ3
p(tθ − sα)λ1 + θ(ms− pt)λ2 − s(mθ − pα)λ3
 y
V3 =
m(qα− tβ)λ1 − α(mq − nt)λ2 + t(mβ − nα)λ3n(qα− tβ)λ1 − β(mq − nt)λ2 + q(mβ − nα)λ3
p(qα− tβ)λ1 − θ(mq − nt)λ2 + s(mβ − nα)λ3

Para encontrar el valor propio λ2 se realizan los siguientes ca´lculos
(na−mb) = −nnsαλ2 + npqαλ2 +mnsβλ2 −mpqβλ2 + nntθλ3 − nptβλ3 −
mnqθλ3 +mqpβλ3.
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(−pv + ne) = nntθλ2 − pntβλ2 −mnqθλ2 + pqnαλ3 + smnβλ3 − nnsαλ3,
as´ı
(na+ ne)− (mb+ pv) = nλ2 + nλ3,
como sλ3 = tx+ qy + se, sustituyendo en la ecuacio´n anterior tenemos que
s(na+ ne)− s(mb+ pv)− n(tx+ qy + se) = nsλ2 donde
snλ2 = s(na−mb− pv)− n(tx+ qy)
Corolario 2 Dados m,n, p, t, q, s enteros tal que m 6= 0, s 6= 0 entonces
v1 =
mn
p
 , v3 =
tq
s
 son vectores propios linealmente independientes de
A =
A1A2
A3
 con A1 = (a, c, w), A2 = (b, d, v), A3 = (x, y, e) y va-
lores propios mλ1 = A1v1, snλ2 = s(na−mb− pv)− n(tx+ qy),sλ3 = A3v3
si y so´lo si
nA1v1 = mA2v1
pA1v1 = mA3v1
sA2v3 = qA3v3
sA1v3 = tA3v3.
A continuacio´n se desarrolla un ejemplo utilizando las condiciones estableci-
das en la proposicio´n 2.
Ejemplo 6 Dados los vectores linealmente independientes
(
m, n, p
)
=(
1, 2, 0
)
,
(
t, q, s
)
=
(
0, 0, 1
)
, y la siguiente matriz
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A =
a c wb d v
x y e
,
determinaremos los valores de las entradas de A, usando las condiciones de
la proposicio´n 2, para lo cual se tiene que
m = 1 n = 2 p = 0
t = 0 q = 0 s = 1
Se procede a encontrar los valores de las entradas de la matriz A, As´ı,
Para nA1v1 = mA2v1, se tiene que 2(a+ 2c) = b+ 2d.
Para pA1v1 = mA3v1, se tiene que 0 = x+ 2y.
Para sA2v3 = qA3v3, se tiene que v = 0.
Para sA1v3 = tA3v3, se tiene que w = 0,
luego, las condiciones de la matriz esta´n sujetas a
2(a+ 2c) = b+ 2d
0 = x+ 2y
v = 0
w = 0
se observa del cuadro anterior que 2(a + 2c) = b + 2d tiene tres variables
libres, las cuales tendra´n los siguientes valores a = 1, c = 2, b = 4 por tanto
d = 3, en la segunda expresio´n se tiene que 0 = x + 2y, as´ı, si y = −4,
entonces x = 8 y las otras entradas estan condicionadas.
Para nuestro caso las variables d, x, w, v son dependientes, el resto de las
variables a, c, b, y, e son libres, se construye entonces la matriz A
A =
1 2 04 3 0
8 −4 7

Cuyos valores propios son λ1 y λ3 que satisfacen mλ1 = A1v1 = 5,sλ3 =
A3v3 = 7 respectivamente y vectores propios asociados
(
1, 2, 0
)
,
(
0, 0, 1
)
respectivamente.
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Para el segundo valor propio snλ2 = s(na − mb − pv) − n(tx + qy) = −1
se establece el segundo vector propio usando el me´todo tradicional, es decir
buscando su espacio propio
A− λI =
1− λ2 2 04 3− λ2 0
8 −4 7− λ2
 =
2 2 04 4 0
8 −4 8

Reduciendo la matriz obtenemos,
=
0 0 04 4 0
8 −4 8

As´ı, se tiene
2x− y + 2z = 0
x+ y = 0
resolviendo, z libre, x = −y, si z = 3, y = 2, entonces x = −2, as´ı el vector
propio asociado al λ2 es
(
1, 2, 3
)
A continuacio´n se presentan una serie de ejemplos que utilizan la misma
metodolog´ıa explicada anteriormente pero con valores diferentes en las en-
tradas de la matriz.
Ejemplo 7 Dados los siguientes vectores
(
m, n, p
)
=
(
1, 2, 0
)
,
(
t, q, s
)
=(
0, 0, 1
)
y la siguiente matriz
A =
a c wb d v
x y e

Las condiciones que se obtienen para la matriz A, basados en las condiciones
dadas en la proposicio´n (2) son:
2(a+ 2c) = b+ 2d
x+ 2y = 0,
y
v=w=0
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Los valores propios son
λ1 = a+ 2c (1.2.1)
2λ2 = 2a− b (1.2.2)
λ3 = e. (1.2.3)
y vectores propios
12
0
 y
00
1
 .
MATRICES
MATRIZ VALORES PROPIOS VECTORES PROPIOS3 1 02 4 0
4 −2 3
 λ1 = 5, λ2 = 2, λ3 = 3
12
0
 1−1
6
00
1
 5 −6 06 −10 0
−2 1 −1
 λ1 = −7, λ2 = 2, λ3 = −1
12
0
−2−1
1
00
1
 1 5 02 10 0
−6 3 2
 λ1 = 11, λ2 = 0, λ3 = 2
12
0
10−2
33
00
1
3 4 02 10 0
6 −3 5
 λ1 = 11, λ2 = 2, λ3 = 5
12
0
−41
9
00
1
 4 2 010 3 0
2 −1 −2
 λ1 = 8, λ2 = −1, λ3 = −2
12
0
 2−5
9
00
1

Ejemplo 8 Dados los siguientes vectores
(
m, n, p
)
=
(
1, 1, 0
)
,
(
t, q, s
)
=(
0, 0, 1
)
y la siguiente matriz
A =
a c wb d v
x y e

Las condiciones que se obtienen para la matriz A son:
a+ c = b+ d
x+ y = 0
w = v = 0.
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Los valores propios son
λ1 = a+ c (1.2.4)
λ2 = a− b (1.2.5)
λ3 = e. (1.2.6)
y vectores propios
11
0
 y
00
1
 .
MATRICES
MATRIZ VALORES PROPIOS VECTORES PROPIOS5 2 03 4 0
2 −2 3
 λ1 = 7, λ2 = 2, λ3 = 3
11
0
103
−2
00
1
−6 4 0−1 −1 0
3 −3 2
 λ1 = −2, λ2 = 5, λ3 = 2
11
0
−28−7
9
00
1
7 3 06 4 0
9 −9 5
 λ1 = 10, λ2 = 1, λ3 = 5
11
0
−48
27
00
1
4 −1 05 −2 0
1 −1 −7
 λ1 = 3, λ2 = −1, λ3 = −7
11
0
−315
2
00
1
 8 4 09 3 0
−2 2 −11
 λ1 = 12, λ2 = −1, λ3 = −11
11
0
−2045
13
00
1

Los ejemplos anteriores corresponden a casos particulares en los cuales se fi-
jan dos vectores, as´ı las condiciones que se obtienen como los valores propios
corresponde a los casos estudiados en la seccio´n anterior.
Ejemplo 9 Dados los siguientes vectores
(
m, n, p
)
=
(
1, 1, 0
)
,
(
t, q, s
)
=(
1, 1,−2) y la siguiente matriz
A =
a c wb d v
x y e

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Las condiciones que se obtienen para la matriz A son:
a+ c = b+ d
x+ y = 0
−2(a+ c− 2w) = x+ y − 2e
x+ y − 2e = −2(b+ d− 2v).
Los valores propios son
λ1 = a+ c (1.2.7)
−2λ2 = (a− b)− (x+ y) (1.2.8)
−2λ3 = x+ y − 2e. (1.2.9)
y vectores propios
11
0
 y
 11
−2
 .
MATRICES
MATRIZ VALORES PROPIOS VECTORES PROPIOS3 2 14 1 1
5 −5 3
 λ1 = 5, λ2 = −1, λ3 = 3
11
0
−1311
30
 11
−2
8 2 36 4 3
2 −2 4
 λ1 = 10, λ2 = 2, λ3 = 4
11
0
−53
8
 11
−2
5 3 12 6 1
1 −1 6
 λ1 = 8, λ2 = 3, λ3 = 6
11
0
 8−7
5
 11
−2
2 4 23 3 2
3 −3 2
 λ1 = 6, λ2 = −1, λ3 = 2
11
0
−61
7
 11
−2
 5 4 57 2 5
−1 1 −1
 λ1 = 9, λ2 = −2, λ3 = −1
11
0
 112
−11
 11
−2

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Ejemplo 10 Dados los siguientes vectores
(
m, n, p
)
=
(
1, 2, 3
)
,
(
t, q, s
)
=(
0, 1, 1
)
y la siguiente matriz
A =
a c wb d v
x y e

Las condiciones que se obtienen para la matriz A son:
2(a+ 2c+ 3w) = (b+ 2d+ 3v)
(x+ 2y + 3e) = 3(a+ 2c+ 3w)
y + e = d+ v
c+ w = 0.
Los valores propios son
λ1 = a+ 2c+ 3w (1.2.10)
2λ2 = (2a− b− 3v)− 2y (1.2.11)
λ3 = y + e. (1.2.12)
y vectores propios
12
3
 y
01
1
 .
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MATRICES
MATRIZ VALORES PROPIOS VECTORES PROPIOS 3 3 −3−12 6 0
−16 2 4
 λ1 = 0, λ2 = 7, λ3 = 6
12
3
−336
40
01
1
15 1 −10 11 2
6 3 10
 λ1 = 14, λ2 = 9, λ3 = 13
12
3
 1−3
3
01
1
12 2 −217 3 −1
20 −4 6
 λ1 = 10, λ2 = 9, λ3 = 2
12
3
1431
52
01
1
 −2 −3 3−12 4 2
−10 5 1
 λ1 = 1, λ2 = −4, λ3 = 6
12
3
34
2
01
1
 3 4 −4−6 5 −2
−10 2 1
 λ1 = −1, λ2 = 7, λ3 = 3
12
3
−11
2
01
1

Ejemplo 11 Dados los siguientes vectores
(
m, n, p
)
=
(
3, 1, 1
)
,
(
t, q, s
)
=(
2, 0, 3
)
y la siguiente matriz
A =
a c wb d v
x y e

Las condiciones que se obtienen para la matriz A son:
3a+ c+ w = 3(3b+ d+ v)
3(3x+ y + e) = (3a+ c+ w)
3(2a+ 3w) = 2(2x+ 3e)
3(2b+ 3v) = 0.
Los valores propios son
3λ1 = 3a+ c+ w (1.2.13)
3λ2 = 3(a− 3b− v)− 2x (1.2.14)
3λ3 = 2x+ 3e. (1.2.15)
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y vectores propios
31
1
 y
20
3
 .
MATRICES
MATRIZ VALORES PROPIOS VECTORES PROPIOS2 35 43 8 −2
9 −14 2
 λ1 = 15, λ2 = −11, λ3 = 8
31
1
−7319
71
20
3
 4 4 2−6 20 4
6 −5 3
 λ1 = 6, λ2 = 14, λ3 = 7
31
1
−1−7
9
20
3
 3 1 2−9 25 6
6 −16 2
 λ1 = 4, λ2 = 20, λ3 = 6
31
1
 1−21
19
20
3
 4 24 0−3 19 2
3 1 2
 λ1 = 12, λ2 = 9, λ3 = 4
31
1
245
11
20
3
−1 1 2−6 14 4
0 −2 2
 λ1 = 0, λ2 = 13, λ3 = 2
31
1
 −1−22
4
20
3

Nota: Los ejercicios que se mostraron anteriormente cada uno forman un sis-
tema de cuatro ecuaciones con seis variables, es decir que se puede encontrar
tantas matrices como soluciones tenga el sistema.
Los siguientes ejemplos permiten determinar de manera fa´cil condiciones para
la construccio´n de matrices con entradas enteras cuyos valores y vectores
propios son enteros.
Ejemplo 12 Dados los siguientes vectores
(
m, n, p
)
=
(
1, 1, 1
)
,
(
t, q, s
)
=(
1, 0, −1) y la siguiente matriz
A =
a c wb d v
x y e

Las condiciones que se obtienen para la matriz A son:
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a+ c+ w = b+ d+ v
a+ c+ w = x+ y + e
−(b− v) = 0
−(a− w) = x− e.
Los valores propios son
λ1 = a+ c+ w (1.2.16)
λ2 = a− b− v + x+ y (1.2.17)
λ3 = x− e. (1.2.18)
y vectores propios
11
1
,
 10
−1
 asociados a λ1 y λ3 respectivamente.
Ejemplo 13 Dados los siguientes vectores
(
m, n, p
)
=
(
1, 1, 0
)
,
(
t, q, s
)
=(
1, 0, 1
)
y la siguiente matriz
A =
a c wb d v
x y e

Las condiciones que se obtienen para la matriz A son:
a+ c = b+ d
0 = x+ y
b+ v = 0
a+ w = x+ e.
Los valores propios son
λ1 = a+ c (1.2.19)
λ2 = a− b− x (1.2.20)
λ3 = x+ e. (1.2.21)
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y vectores propios
11
0
,
10
1
 asociados a λ1 y λ3 respectivamente.
Ejemplo 14 Dados los siguientes vectores
(
m, n, p
)
=
(
1, 1, 0
)
,(
t, q, s
)
=
(
1, 1, 1
)
y la siguiente matriz
A =
a c wb d v
x y e

Las condiciones que se obtienen para la matriz A son:
a+ c = b+ d
0 = x+ y
b+ d+ v = x+ y + e
a+ c+ w = x+ y + e.
como x+ y = 0, entonces v = w.
Los valores propios son
λ1 = a+ c (1.2.22)
λ2 = a− b− x− y (1.2.23)
λ3 = x+ y + e. (1.2.24)
y vectores propios
11
0
,
11
1
 asociados a λ1 y λ3 respectivamente.
Ejemplo 15 Dados los siguientes vectores
(
m, n, p
)
=
(
1, 1, 1
)
,(
t, q, s
)
=
(
0, 1, 1
)
y la siguiente matriz
A =
a c wb d v
x y e

Las condiciones que se obtienen para la matriz A son:
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a+ c+ w = b+ d+ v
a+ c+ w = x+ y + e
d+ v = y + e
c+ w = 0.
como c+ w = 0, entonces b+ d+ v = x+ y + e, as´ı x = b.
Los valores propios son
λ1 = a+ c+ w (1.2.25)
λ2 = a− b− v − y (1.2.26)
λ3 = y + e. (1.2.27)
y vectores propios
11
1
,
01
1
 asociados a λ1 y λ3 respectivamente.
Ejemplo 16 Dados los siguientes vectores
(
m, n, p
)
=
(
1, 1, 0
)
,(
t, q, s
)
=
(
0, 1, 1
)
y la siguiente matriz
A =
a c wb d v
x y e

Las condiciones que se obtienen para la matriz A son:
a+ c = b+ d
0 = x+ y
d+ v = y + e
c+ w = 0.
Los valores propios son
λ1 = a+ c (1.2.28)
λ2 = a− b− y (1.2.29)
λ3 = y + e. (1.2.30)
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y vectores propios
11
0
,
01
1
 asociados a λ1 y λ3 respectivamente.
Ejemplo 17 Dados los siguientes vectores
(
m, n, p
)
=
(−1, 1, 0),(
t, q, s
)
=
(
0, 1, −1) y la siguiente matriz
A =
a c wb d v
x y e

Las condiciones que se obtienen para la matriz A son:
−a+ c = −(−b+ d)
0 = −(−x+ y)
−(d− v) = y − e
−(c− w) = 0.
Los valores propios son
λ1 = a− c (1.2.31)
λ2 = a+ b+ y (1.2.32)
λ3 = −y + e. (1.2.33)
y vectores propios
−11
0
,
 01
−1
 asociados a λ1 y λ3 respectivamente.
Ejemplo 18 Dados los siguientes vectores
(
m, n, p
)
=
(−1, 1, 0),(
t, q, s
)
=
(
1, −1, 1) y la siguiente matriz
A =
a c wb d v
x y e

Las condiciones que se obtienen para la matriz A son:
−a+ c = −(−b+ d)
0 = −(−x+ y)
b− d+ v = −(x− y + e)
a− c+ w = x− y + e.
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como x− y = 0 y multiplicando por −1 la u´ltima condicio´n, entonces b−d+
v = c− a+ w, as´ı v = −w.
Los valores propios son
λ1 = a− c (1.2.34)
λ2 = a+ b− x+ y (1.2.35)
λ3 = x− y + e. (1.2.36)
y vectores propios
−11
0
,
 1−1
1
 asociados a λ1 y λ3 respectivamente.
Los siguientes casos determinan condiciones particulares diferentes a las es-
tudiadas en la proposicio´n 2 que pueden ser encontradas al caracterizar las
matrices de orden 3
Si (ma+ nc+ pw) = 0 se tiene que mλ1 = 0 o m = 0 entonces
CASO 1: Si λ1 = 0 y m 6= 0 se tiene
a c wb d v
x y e
mn
p
 = λ1
mn
p

ma+ nc+ pwmb+ nd+ pv
mx+ ny + pe
 = λ1
mn
p

ma+ nc+ pw
m
 mm(mb+nd+pv)ma+nc+pw
m(mx+ny+pe)
ma+nc+pw
 = λ1
mn
p

por hipo´tesis se tiene que (ma+ nc+ pw) = 0, entonces
m(mb+ nd+ pv) = 0.
m(mx+ ny + pe) = 0.
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donde
(mb+ nd+ pv) = (mx+ ny + pe) = 0.
CASO 2: Si λ1 6= 0 y m = 0 se tiene que:
a c wb d v
x y e
0n
p
 = λ1
0n
p

nc+ pwnd+ pv
ny + pe
 = λ1
0n
p

nd+ pv
n

n(nc+pw)
nd+pv
n
n(ny+pe)
nd+pv
 = λ1
0n
p

as´ı se tiene que
λ1 =
(nd+ pv)
n
y
n(nc+ pw) = 0
n(ny + pe) = p(nd+ pv)
con (nd+ pv) 6= 0.
De manera similar que el CASO 1 se procede Si (tx+ qy + se) = 0 entonces
sλ3 = 0, entonces si λ3 = 0 o s = 0 se tiene que:
CASO 3: Si λ3 = 0 y s 6= 0 entonces
s(ta+ qc+ sw) = 0.
s(tb+ qd+ sv) = 0.
donde
(ta+ qc+ sw) = (tb+ qd+ sv) = 0.
CASO 4: Si λ3 6= 0 y s = 0 se tiene que
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a c wb d v
x y e
tq
0
 = λ3
tq
0

at+ cqbt+ dq
xt+ yq
 = λ3
tq
0

bt+ dq
q

q(at+cq)
bt+dq
q
q(xt+yq)
bt+dq
 = λ3
tq
0

as´ı se tiene que
λ3 =
(bt+ dq)
q
.
y
q(xt+ yq) = 0.
q(at+ cq) = t(bt+ dq).
con (bt+ dq) 6= 0.
Cap´ıtulo 2
Estudios Previos
Diversos art´ıculos abordan el estudio de matrices, centrados en la caracte-
rizacio´n de matrices con entradas y valores propios enteros. En particular
se abordara´ el estudio de Gutierrez A., Poveda Y. y Prieto L. en [1] el cual
da condiciones para algunas familias de matrices con entradas enteras que
poseen valores propios enteros.
Las ideas de este trabajo inician en la caracterizacio´n de matrices de orden
2 y extienden las ideas para matrices de orden 3 y 4.
Considera la matriz A, definida como(
a b
c d
)
,
donde a, b, c, d son enteros que satisfacen la condicio´n
a+ b = c+ d.
El estudio concluye que la matriz A sujeta a la condicio´n anterior posee los
valores propios λ1 = a + b y λ2 = a − c, luego extienden esta idea para
matrices de orden 3, considerando que la suma de las filas de la matriz no es
garantia para que los valores propios sean enteros, es as´ı que centran el estudio
de la caracterizacio´n de matrices de orden 3 que tengan los mismos valores
propios dados para el caso de matrices de orden 2 y cuyas entradas contengan
la menor cantidad de ceros posibles, para esto definen la matriz A como sigue:
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A =
a b xc d y
z w e

Se dan condiciones sobre x, y, z, w con el objetivo que A tenga valores pro-
pios λ1 = a+ b, λ2 = a− c y λ3 = e, esto equivale a encontrar las soluciones
enteras del sistema
xz + wy = 0 (2.0.1)
zby − zdx− way + wcx = 0 (2.0.2)
A partir de las ecuaciones anteriores es posible construir matrices de distintos
tipos que las satisfacen, algunas de ellas se presentan a continuacio´n.
MATRIZ TIPO 1
A =
a b xc d x
z −z e

MATRIZ TIPO 2
A =
 a b ubc d −uc
−uc −ub e

con u un nu´mero entero.
MATRIZ TIPO 3
A =
 a b ubc d −uc
uc ub e

con u un nu´mero entero.
MATRIZ TIPO 4
A =
0 b xb 0 −x
z z e
 .
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En [1] los autores determinan que en cada caso, las matrices son diagonali-
zables unicamente cuando los valores propios son distintos.
Por otro lado Gilbert R. en [2], realiza un estudio mas general centrado en
la composicio´n de matrices con entradas enteras, valores y vectores propios
enteros, para lo cual utiliza el polinomio caracter´ıstico y el teorema de bloques
de Jordan que se describen a continuacio´n.
Definicio´n 1 Si A es una matriz real de taman˜o n × n y pn(x) = anxn +
an−1xn−1 + . . .+ a0, el polinomio pn(A) denota la matriz que se genera si se
reemplaza cada aparicio´n de x en pn(x) por la matriz A:
pn(A) = anA
n + an−1An−1 + an−2An−2 + ...+ a1A+ a0A0
donde ai ∈ R, (i = 0, 1, ..., n) y A0 = In.
En consecuencia, se dice que A satisface el polinomio pn(x) si pn(A) = 0.
Definicio´n 2 El polinomio mı´nimo de una matriz A es el polinomio no nulo
de menor grado que es satisfecho por A. Se denota por mA(x)
Teorema 4 Suponga que A es una matriz de n × n con valores propios
β1, . . . , βc de multiplicidad algebraica m1, . . . ,mc. Sean W1, . . . ,Wm1 bloques
de Jordan correspondientes al valor propio β1, sean Wm1+1, . . . ,Wm1+m2 blo-
ques de Jordan correspondientes al valor propio β2, y as´ı hasta βc entonces
la matriz Q = [W1,W2, . . . ,Wn] tiene la propiedad que Q
−1AQ = J
Donde J =

β1 1 0 0 · · · 0 0
0 β2 1 0 · · · 0 0
...
...
...
...
...
...
...
0 0 0 0 · · · βn−1 1
0 0 0 0 · · · 0 βn

Gilbert R. considera las definiciones anteriores y el teorema para caracteri-
zar matrices con entradas enteras y con valores y vectores propios enteros, a
partir de una matriz A, cuyas entradas estan dadas por los coeficientes del
polinomio mı´nimo de A, esta matriz es llamada matriz de composicio´n de
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p(µ).
La matriz de composicio´n de p(µ) esta dada por
0 1 0 0 · · · 0
0 0 1 0 · · · 0
...
...
...
...
...
...
0 0 0 0 · · · 1
−an −an−1 −an−2 −an−3 · · · −a1

Veamos algunos ejemplos donde fijamos los valores propios λ1, λ2, λ3 y dos
vectores propios v1, v3 y se sigue el estudio dado por el autor.
MATRICES
MATRIZ VALORES PROPIOS VECTORES PROPIOS 0 1 00 0 1
30 −31 10
 λ1 = 5, λ2 = 2, λ3 = 3
 15
25
12
4
13
9
 0 1 00 0 1
14 9 −6
 λ1 = −7, λ2 = 2, λ3 = −1
 1−7
49
12
4
 1−1
1
0 1 00 0 1
0 −22 13
 λ1 = 11, λ2 = 0, λ3 = 2
 111
121
10
0
12
4
 0 1 00 0 1
−12 −4 7
 λ1 = 6, λ2 = −1, λ3 = 2
 16
36
 1−1
1
12
4
 0 1 00 0 1
−24 22 3
 λ1 = 1, λ2 = −4, λ3 = 6
11
1
 1−4
16
 16
36

La tabla anterior determina 5 ejercicios que se desarrollan en cada uno de los
ejemplos que se presenta a continuacio´n, donde se considera para cada uno
los valores propios y los vectores propios dados en la tabla y se verifican que
satisfagan las condiciones establecidas en la proposicio´n 2.
Ejemplo 19 Tiene polinomio mı´nimo λ3 − 10λ2 + 31λ − 30 y satisface las
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siguientes condiciones
5(a+ 5c+ 25w) = 1(mb+ 5d+ 25v)
m(x+ 5y + 25e) = 25(a+ 5c+ 25w)
9(a+ 3c+ 9w) = (x+ 3y + 9e)
3(x+ 3y + 9e) = 9(b+ 3d+ 9v)
λ1 = a+ 5c+ 25w
9λ3 = x+ 3y + 9e
(9)(5)λ2 = 9(5a− b− 25v)− 5(x+ 3y),
Ejemplo 20 Tiene polinomio mı´nimo λ3 + 6λ2 − 9λ − 14 y satisface las
siguiente condiciones
−7(a− 7c+ 49w) = (b− 7d+ 49v)
(x− 7y + 49e) = 49(a− 7c+ 49w)
(a− c+ w) = (x− 1y + e)
−1(x− y + e) = (b− d+ v)
λ1 = a− 7c+ 49w
λ3 = x− y + e
(−7)(1)λ2 = 1(−7a− b− 49v) + 7(x− y),
Ejemplo 21 Tiene polinomio mı´nimo λ3 − 13λ2 + 22λ y satisface las sigu-
ientes condiciones
11(a+ 11c+ 121w) = (b+ 11d+ 121v)
(x+ 11y + 121e) = 121(a+ 11c+ pw)
4(a+ 2c+ 4w) = (x+ 2y + 4e)
2(x+ 2y + 4e) = 4(b+ 2d+ 4v)
λ1 = a+ 11c+ 121w
4λ3 = x+ 2y + 4e
(11)(4)λ2 = 4(11a− b− 121v)− 11(x+ 2y),
Ejemplo 22 Tiene polinomio mı´nimo λ3 − 7λ2 + 4λ + 12 y satisface las
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siguientes condiciones
36(a+ 6c+ 36w) = (b+ 6d+ 36v)
(x+ 6y + 36e) = p(a+ 6c+ 36w)
4(a+ 2c+ 4w) = (x+ 2y + 4e)
2(x+ 2y + 4e) = 4(b+ 2d+ 4v)
λ1 = a+ 6c+ 36w
4λ3 = x+ 2y + 4e
(6)(4)λ2 = 4(6a− b− 36v)− 6(x+ 2y),
Ejemplo 23 Tiene polinomio mı´nimo λ3 − 3λ2 − 22λ + 24 y satisface las
siguientes condiciones
(a+ c+ w) = (b+ d+ v)
(x+ y + e) = (a+ c+ w)
36(a+ 6c+ 36w) = (x+ 6y + 36e)
6(x+ 6y + 36e) = 36(b+ 6d+ 36v)
λ1 = a+ c+ w
36λ3 = x+ 6y + 36e
36λ2 = 36(a− b− v)− (x+ 6y),
los ejemplos anterios verifican que las condiciones dadas por Gilber R., son
sastisfechas en este trabajo.
En los siguientes ejemplos se fijan dos valores propios y dos vectores pro-
pios y se construye matrices basados en las condiciones establecidas en la
proposicio´n 2.
Ejemplo 24 Dados los valores propios λ1 = 1, λ3 = 2, y los vectores v1 =(
1, 1, 1
)
, v3 =
(
1, 2, 4
)
que satisfacen las siguientes condiciones
(a+ c+ w) = (b+ d+ v)
(x+ y + e) = (a+ c+ w)
4(a+ 2c+ 4w) = (x+ 2y + 4e)
2(x+ 2y + 4e) = 4(b+ 2d+ 4v)
(a+ c+ w) = 1
(x+ 2y + 4e) = 8,
37
se construyen a partir de estas condiciones una serie de matrices, veamos
algunas
MATRICES
MATRIZ VALORES PROPIOS VECTORES PROPIOS 6 −8 3−2 3 0
−2 1 2
 λ1 = 1, λ2 = 8, λ3 = 2
11
1
−102
2
12
4
2 −2 10 0 1
2 −5 4
 λ1 = 1, λ2 = 3,λ3 = 2
11
1
 11
3
 12
4
 2 −2 12 −3 2
−4 4 1
 λ1 = 1, λ2 = −3,λ3 = 2
11
1
 −1−2
1
 12
4
 0 1 0−4 6 −1
6 −11 6
 λ1 = 1, λ2 = 9, λ3 = 2
11
1
 −31−9
31
 12
4
8 −11 42 −3 2
0 −2 3
 λ1 = 1, λ2 = 5, λ3 = 2
11
1
 −5−1
1
 12
4

Ejemplo 25 Dados los valores propios λ1 = 3, λ3 = −1, y los vectores v1 =(
1, 3, 9
)
, v3 =
(
1, −1, 1) que satisfacen las siguientes condiciones
3(a+ 3c+ 9w) = (b+ 3d+ 9v)
(x+ 3y + 9e) = 9(a+ 3c+ 9w)
(b− d+ v) = −(x− y + e)
(x− y + e) = (a− c+ w)
(a− 3c− 9w) = 3
(x− y + e) = −1.
se construyen a partir de estas condiciones una serie de matrices, veamos
algunas
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MATRICES
MATRIZ VALORES PROPIOS VECTORES PROPIOS 3 3 −16 4 −1
−3 1 3
 λ1 = 3, λ2 = 8, λ3 = −1
13
9
 −7−11
2
 1−1
1
−3 −1 1−3 −2 2
6 7 0
 λ1 = 3, λ2 = −7, λ3 = −1
13
9
 −7−11
17
 1−1
1
−6 −3 20 0 1
−9 −3 5
 λ1 = 3, λ2 = −3, λ3 = −1
13
9
 3−1
3
 1−1
1
−3 −1 10 0 1
0 3 3
 λ1 = 3, λ2 = −3, λ3 = −1
13
9
10
0
 1−1
1
3 3 −16 4 −1
3 5 1
 λ1 = 3, λ2 = 6,λ3 = −1
13
9
  59
12
  1−1
1

Fijemos ahora dos valores propios y dos vectores y utilicemos las condiciones
dadas en la proposicio´n 2
Ejemplo 26 Dados los valores propios λ1 = 1, λ3 = 2, y los vectores v1 =(
1, 1, 0
)
, v3 =
(
1, 2, 1
)
que satisfacen las siguientes condiciones
(a+ c) = (b+ d)
(x+ y) = 0
(b+ 2d+ v) = 2(x+ 2y + e)
(x+ 2y + e) = (a+ 2c+ w)
(a+ c) = 1
(x+ 2y + e) = 2
as´ı se generan matrices a partir de estas condiciones, veamos algunas
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MATRICES
MATRIZ VALORES PROPIOS VECTORES PROPIOS 2 −1 2−1 2 1
1 −1 3
 λ1 = 1, λ2 = 4, λ3 = 2
11
0
10
1
12
1
−2 3 −21 0 3
−1 1 1
 λ1 = 1, λ2 = −4, λ3 = 2
11
0
17−8
5
12
1
 2 −1 2−1 2 1
1 −1 3
 λ1 = 1, λ2 = 5, λ3 = 2
11
0
00
1
12
1
3 −2 32 −1 4
4 −4 6
 λ1 = 1, λ2 = 5, λ3 = 2
11
0
57
8
12
1
−1 2 −11 0 3
2 −2 4
 λ1 = 1, λ2 = 0, λ3 = 2
11
0
−3−1
1
12
1

En el cap´ıtulo 2, se muestran resultados mas generales que los presentados
en los art´ıculos estudiados. Por una parte se hace una caracterizacio´n mas
general sobre las condiciones de la matriz que los mostrados por Gutierrez
A, Poveda Y y Prieto L.[1], adema´s que se estable matrices diferentes a las
elaboradas por Gilbert R.[2].
Cap´ıtulo 3
Diagonalizacio´n
En este cap´ıtulo se toman algunas matrices de 3×3 estudiadas en el cap´ıtulo
1 y se determinan condiciones para que estas sean diagonalizables.
Dadosm,n, p, t, q, s enteros tales quem 6= 0, s 6= 0 entonces v1 =
mn
p
 , v3 =tq
s
 son vectores propios de A =
A1A2
A3
 con A1 = (a, c, w), A2 =(
b, d, v
)
, A3 =
(
x, y, e
)
y valores propios λ1, λ2, λ3 tal que mλ1 = A1v1,
snλ2 = s(na−mb− pv)− n(tx+ qy),sλ3 = A3v3 si y so´lo si
nA1v1 = mA2v1.
pA1v1 = mA3v1.
sA2v3 = qA3v3.
sA1v3 = tA3v3.
Si se quiere estudiar condiciones de diagonalizacio´n, es necesario partir de
condiciones como λ1 = λ3 o´ λ1 = λ2, λ2 = λ3 o´ λ1 = λ2 = λ3 y verificar en
que casos los valores propios no generan vectores linealmente independientes
que construyan una base para las matrices estudiadas.
Dada A una matriz de taman˜o 3×3 con valores propios λ1, λ2, λ3, si λ1 = λ3
entonces
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mλ1 = A1v1
mλ3 = A1v1
msλ3 = sA1v1
mA3v3 = sA1v1,
as´ı,
nA1v1 = mA2v1.
pA1v1 = mA3v1.
qA1v1 = mA2v3.
tA1v1 = mA1v3.
mA3v3 = sA1v1.
Verifiquemos estas condiciones en los siguientes ejemplos
Ejemplo 27 Dados los siguientes vectores
(
m, n, p
)
=
(
1, 1, 0
)
,(
t, q, s
)
=
(
0, 0, 1
)
y la siguiente matriz
A =
a c wb d v
x y e

Las condiciones que se obtienen para la matriz A son:
a+ c = b+ d
x+ y = 0
a+ c = e
v = w = 0.
Los valores propios son
λ1 = a+ c = λ3 (3.0.1)
λ2 = a− b. (3.0.2)
(3.0.3)
y los vectores propios
11
0
 y
00
1
 asociado a λ1.
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La matriz A que satisface las condiciones establecidas anteriormente se puede
representar como
A =
a c 0b a+ c− b 0
x −x a+ c

El primer valor propio λ1 = a+c tiene multiplicidad algebraica 2 y el espacio
nulo de λ1, denotado Eλ1 esta´ generado por L

11
0
 ,
00
1
, entonces se
debe estudiar el caso λ2 = a− b con el objeto de determinar condiciones de
diagonalizacio´n para la matriz A.
Si λ2 6= λ1 entonces a − b 6= a + c implica que b + c 6= 0 en cuyo caso A es
diagonalizable.
Se estudia el espacio propio de A para λ2, denotado Eλ2 y se concluye que:
Si b+ c 6= 0 y x = b = 0, Eλ2 esta´ generado por L

10
0
.
Si b+ c 6= 0,x = 0,b 6= 0, Eλ2 esta´ generado por L

−cb
0
.
Si b+ c 6= 0,b = 0,x 6= 0, Eλ2 esta´ generado por L

−(c+ b)0
x
.
Si b+c = 0 entonces λ1 = λ2 = λ3 y la matriz A es diagonalizable si c = 0 = b.
La siguiente tabla establece las condiciones sobre las entradas de A para que
sea diagonalizable.
MATRICES
6= 0 = 0 DIAGONALIZABLE
c+ b SI
c, c+ b, x SI
c c+ b NO
x c, b NO
43
CONCLUSIO´N:
MATRICES
6= 0 = 0 DIAGONALIZABLE
c+ b SI
c, c+ b, x SI
A es diagonalizable si y so´lo si b+ c = 0 y x = 0 = c o´ b+ c 6= 0
EJEMPLOS
MATRICES
MATRIZ VALORES PROPIOS VECTORES PROPIOS1 2 04 −1 0
2 −2 3
 λ1 = 3, λ2 = −3, λ3 = 3
11
0
−12
1
00
1
2 5 04 3 0
6 −6 7
 λ1 = 7, λ2 = −2, λ3 = 7
11
0
−54
6
00
1
 3 −2 0−4 5 0
3 −3 1
 λ1 = 1, λ2 = 7, λ3 = 1
11
0
 2−4
3
00
1
 3 3 05 1 0
−1 1 6
 λ1 = 6, λ2 = −2, λ3 = 6
11
0
 3−5
1
00
1
2 7 04 5 0
3 −3 9
 λ1 = 9, λ2 = −2, λ3 = 9
11
0
−74
3
00
1

Las siguentes matrices satisfacen c + b = 0, en estos casos las matrices pre-
sentadas no son diagonalizable.
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MATRICES
MATRIZ VALORES PROPIOS VECTORES PROPIOS 1 5 0−5 11 0
2 −2 6
 λ1 = 6, λ2 = 6, λ3 = 6
11
0
00
1
 2 3 0−3 8 0
1 −1 5
 λ1 = 5, λ2 = 5, λ3 = 5
11
0
00
1
2 −1 01 0 0
3 −3 1
 λ1 = 1, λ2 = 1, λ3 = 1
11
0
00
1
2 −4 04 −6 0
5 −5 −2
 λ1 = −2, λ2 = −2, λ3 = −2
11
0
00
1

Ejemplo 28 Dados los siguientes vectores
(
m, n, p
)
=
(
1, 2, 0
)
,(
t, q, s
)
=
(
0, 0, 1
)
y la siguiente matriz
A =
a c wb d v
x y e

Las condiciones que se obtienen para la matriz A son:
2(a+ 2c) = b+ 2d
x+ 2y = 0
a+ 2c = e
v = w = 0.
Los valores propios son
λ1 = a+ 2c = λ3 (3.0.4)
2λ2 = 2a− b. (3.0.5)
(3.0.6)
y vectores propios
12
0
 y
00
1
 .
La matriz A con entradas enteras que satisface las condiciones establecidas
para este ejemplo se representa de la siguiente manera:
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A =
 a c 02(a+ 2c− d) d 0
−2y y a+ 2c
 .
El polinomio caracter´ıstico de A esta´ dado por
P (λ) = (2λ− (2a− b))((a+ 2c)− λ)2.
Como λ1 = λ3, valor propio de multiplicidad algebraica 2 genera el espacio
propio Eλ1 = L

12
0
 ,
00
1
, entonces si λ1 6= λ2 la matriz A es diagona-
lizable.
Se determinan condiciones sobre λ2 con el objeto de obtener una matriz A
que sea diagonalizable, esto es, si λ1 = λ2, implica que a+ 4c− d 6= 0
Si a+2c−d 6= 0, y 6= 0 y a+4c−d 6= 0, Eλ2 esta´ generado por L

 −ca+ 2c− d
−y
.
Si a+ 2c− d 6= 0, y 6= 0 y c = 0, Eλ2 esta´ generado por L

10
0
.
Si a+2c− d 6= 0, c 6= 0 y y = 0, Eλ2 esta´ generado por L

 −ca+ 2c− d
0
.
Si a+4c−d = 0 y c = 0 = y, Eλ2 esta´ generado por L

10
0
 ,
01
0
 ,
00
1
 ,
.
Si a+ 4c− d = 0, c = 0 y y 6= 0, Eλ2 esta´ generado por L

12
0
 ,
00
1
 ,
.
Si a+ 4c− d = 0, y = 0 y c 6= 0, Eλ2 esta´ generado por L

12
0
 ,
00
1
 ,
.
La siguiente tabla establece las condiciones sobre las entradas de A para
que sea diagonalizable.
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MATRICES
6= 0 = 0 DIAGONALIZABLE
a+ 4c− d, a+ 2c− d, y SI
a+ 4c− d, a+ 2c− d, y c SI
a+ 4c− d, a+ 2c− d, c y SI
a+ 4c− d, c, y SI
y a+ 4c− d, c NO
c a+ 4c− d, y NO
y, c a+ 4c− d NO
CONCLUSIO´N:
A es diagonalizable si y so´lo si a+ 4c− d = 0 y y = 0 = c o´ a+ 4c− d 6= 0
La siguiente tabla muestra algunas matrices con entradas enteras que satis-
facen las condiciones dadas, dichas matrices tienen valores y vectores propios
enteros y son diagonalizables.
MATRICES
MATRIZ VALORES PROPIOS VECTORES PROPIOS 1 3 06 4 0
−4 2 7
 λ1 = 7, λ2 = −2, λ3 = 7
12
0
 3−3
2
00
1
 1 4 00 5 0
−2 1 5
 λ1 = 5, λ2 = 1, λ3 = 5
00
1
20
1
 2 4 00 6 0
−6 3 6
 λ1 = 6, λ2 = 2, λ3 = 6
00
1
20
3
3 3 00 9 0
0 0 9
 λ1 = 9, λ2 = 3, λ3 = 9
12
0
10
0
00
1
 1 0 02 −1 0
−2 1 1
 λ1 = 1, λ2 = −1, λ3 = 1
00
1
 0−2
1
00
1

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Ejemplo 29 Dados los siguientes vectores
(
m, n, p
)
=
(
1, 1, 0
)
,(
t, q, s
)
=
(
1, 1, 1
)
y la siguiente matriz
A =
a c wb d v
x y e

Las condiciones que se obtienen para la matriz A son:
a+ c = b+ d
x+ y = 0
a+ c = e
v = w = 0.
Los valores propios son
λ1 = a+ c = λ3 (3.0.7)
λ2 = a− b− x− y. (3.0.8)
(3.0.9)
y vectores propios
11
0
 y
11
1
 .
Como x+y = 0, entonces λ2 = a−b lo que conlleva a las mismas condiciones
de diagonalizacio´n estudiadas en el ejemplo 27.
EJEMPLOS
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MATRICES
MATRIZ VALORES PROPIOS VECTORES PROPIOS 1 2 0−5 8 0
3 −3 3
 λ1 = 3, λ2 = 6, λ3 = 3
11
0
−2−5
3
11
1
 5 2 04 3 0
−2 2 7
 λ1 = 7, λ2 = 1, λ3 = 7
11
0
 1−2
1
11
1
4 −2 01 1 0
5 −5 2
 λ1 = 2, λ2 = 3, λ3 = 2
11
0
21
5
11
1
 6 −3 0−1 4 0
7 −7 3
 λ1 = 3, λ2 = 7, λ3 = 3
11
0
 3−1
7
11
1
10 1 011 0 0
−1 1 11
 λ1 = 11, λ2 = −1, λ3 = 11
11
0
 1−11
1
11
1

OBSERVACIO´N 1: La matriz es diagonalizable siempre que c 6= −b o´ c+b = 0
y c = 0 = b.
Ejemplo 30 Dados los siguientes vectores
(
m, n, p
)
=
(
1, 1, 0
)
,(
t, q, s
)
=
(
1, 2, 1
)
y la siguiente matriz
A =
a c wb d v
x y e

Las condiciones que se obtienen para la matriz A son:
a+ c = b+ d
x+ y = 0
2(a+ c) = b+ 2d+ v
−c = w
a+ c = x+ 2y + e.
Los valores propios son
λ1 = a+ c = λ3 (3.0.10)
λ2 = a− b− x− 2y. (3.0.11)
(3.0.12)
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y vectores propios
11
0
 y
12
1
 .
MATRICES
MATRIZ VALORES PROPIOS VECTORES PROPIOS 4 −2 23 −1 3
−1 1 1
 λ1 = 2, λ2 = 0, λ3 = 2
11
0
−2−3
1
12
1
−1 −1 1−4 2 −4
−2 2 0
 λ1 = −2, λ2 = 5, λ3 = −2
11
0
 2−4
2
12
1
2 5 −54 3 4
3 −3 10
 λ1 = 7, λ2 = 1, λ3 = 7
11
0
−54
3
12
1
3 −1 11 1 1
4 −4 6
 λ1 = 6, λ2 = 2, λ3 = 6
11
0
11
4
12
1
−3 6 −62 1 2
1 −1 4
 λ1 = 3, λ2 = −4, λ3 = 3
11
0
−62
1
12
1

OBSERVACIO´N 2: Si λ1 = λ2, implica que
a+ c = a− b− x− 2y
c+ b = −(x+ 2y)
la matriz no es diagonalizable.
CONCLUSIO´N
A es diagonalizable si y so´lo si c+ b = −y y y = 0 = c = b o´ c+ b 6= −y
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MATRICES
MATRIZ VALORES PROPIOS VECTORES PROPIOS2 −1 13 −2 3
2 −2 3
 λ1 = 1, λ2 = 1, λ3 = 1
11
0
12
1
 3 2 −2−3 8 −3
−1 1 4
 λ1 = 5, λ2 = 5, λ3 = 5
11
0
12
1
1 1 −12 0 2
3 −3 5
 λ1 = 2, λ2 = 2, λ3 = 2
11
0
12
1
−1 4 −4−2 5 −2
2 −2 5
 λ1 = 3, λ2 = 3, λ3 = 3
11
0
12
1

Ejemplo 31 Dados los siguientes vectores
(
m, n, p
)
=
(
1, 1, 1
)
,(
t, q, E
)
=
(
1, 0, 1
)
y la siguiente matriz
A =
a c wb d v
x y e

Las condiciones que se obtienen para la matriz A son:
a+ c+ w = b+ d+ v
a+ c+ w = x+ y + e
0 = b+ v
a+ c+ w = a+ w
a+ c+ w = x+ e.
Los valores propios son
λ1 = a+ c+ w = λ3 (3.0.13)
λ2 = a− b− v − x. (3.0.14)
(3.0.15)
y vectores propios
11
1
,
10
1
 .
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La matriz A que satisface las condiciones establecidas para este ejemplo se
representa como
A =
a 0 wb a+ w −b
x 0 a+ w − x

El polinomio caracter´ıstico de A esta´ dado por
P (λ) = (λ− (a− b− v − x))((a+ c+ w)− λ)2
Se estudia el espacio generado por λ2, denotado por Eλ2 para establecer las
condiciones que debe cumplir A para que sea diagonalizable.
MATRICES
6= 0 = 0 DIAGONALIZABLE
w + x, x b SI
w + x b, x SI
w + x, b x SI
w + x, b, x SI
w + x, b, x SI
w w + x, b NO
b w + x,w NO
b, x w + x NO
CONCLUSIO´N: Con la tabla anterior se concluye que:
A es diagonalizable si y so´lo si w + x = 0 y b = 0 = w o´ x+ w 6= 0 .
Los siguientes ejemplos muestran matrices que satisfacen las condiciones es-
tablecidas para que los valores y vectores propios sean enteros, adema´s de
ser diagonalizables
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MATRICES
MATRIZ VALORES PROPIOS VECTORES PROPIOS1 0 41 5 −1
3 0 2
 λ1 = 5, λ2 = −2, λ3 = 5
11
1
−41
3
10
1
 2 0 6−4 8 4
5 0 3
 λ1 = 8, λ2 = −3, λ3 = 8
11
1
−6−4
5
10
1
3 0 26 5 −6
4 0 1
 λ1 = 5, λ2 = −1, λ3 = 5
11
1
−13
2
10
1
1 0 13 2 −3
4 0 −2
 λ1 = 2, λ2 = −3, λ3 = 2
11
1
−13
4
10
1
−5 0 42 −1 −2
−6 0 5
 λ1 = −1, λ2 = 1, λ3 = −1
11
1
 2−1
3
10
1

OBSERVACIO´N 3: Dadas las condiciones anteriores, se contruyen matrices
con λ1 = λ2, esto implica que w = −x, con b 6= 0 y w 6= 0, as´ı
la matriz no es diagonalizable,
MATRICES
MATRIZ VALORES PROPIOS VECTORES PROPIOS 1 0 3−2 4 2
−3 0 7
 λ1 = 4, λ2 = 4, λ3 = 4
11
1
10
1
 2 0 15 3 −5
−1 0 4
 λ1 = 3, λ2 = 3, λ3 = 3
11
1
10
1
−1 0 52 4 −2
−5 0 9
 λ1 = 4, λ2 = 4, λ3 = 4
11
1
10
1
 7 0 21 9 −1
−2 0 11
 λ1 = 9, λ2 = 9, λ3 = 9
11
1
10
1

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Los ejemplos anteriores suponen las condiciones dadas en la proposicio´n 2 y
λ1 = λ3, veamos el caso de λ2 = λ3, esto es
snλ2 = s(na−mb− pv)− n(tx+ qy)
nsλ3 = s(na−mb− pv)− n(tx+ qy)
nA3v3 = s(na−mb− pv)− n(tx+ qy),
as´ı, se tienen las condiciones originales dadas en la proposicio´n 2 mas esta
nueva condicio´n, estudiemos criterios para que una matriz A =
a c wb d v
x y e

sea diagonalizable.
Ejemplo 32 Dados los siguientes vectores
(
m, n, p
)
=
(
1, 1, 1
)
,
(
t, q, E
)
=(
1, 0, 1
)
y la siguiente matriz
A =
a c wb d v
x y e

Las condiciones que se obtienen para la matriz A son:
a+ c+ w = b+ d+ v
a+ c+ w = x+ y + e
b+ v = 0
a+ w = x+ e
x+ e = a− b− v − x.
con λ2 = λ3 y vectores propios
11
1
 y
10
1
 .
La matriz A que satisface las condiciones anteriores se representa por
A =
 a c wb a+ c+ w −b
−w c a+ 2w
 ,
el polinomio caracter´ıstico de A esta´ dado por
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P (λ) = (λ− (a+ c+ w))(λ− (a+ w))2.
Donde λ1 = a+ c+ w;λ2 = a+ w = λ3.
Notese que el polinomio caracter´ıstico de A es sencillo de encontrar, debido a
que las condiciones conllevan a determinar los valores propios sin necesidad
de usar la te´cnica cla´sica que utiliza determinantes.
MATRICES
MATRIZ VALORES PROPIOS VECTORES PROPIOS1 2 −31 0 −1
3 2 −5
 λ1 = 0, λ2 = −2, λ3 = −2
11
1
10
1
4 3 −12 6 −2
1 3 2
 λ1 = 6, λ2 = 3, λ3 = 3
11
1
10
1
2 1 −23 1 −3
2 1 −2
 λ1 = 1, λ2 = 0, λ3 = 0
11
1
10
1
1 5 −23 4 −3
2 5 −3
 λ1 = 4, λ2 = −1, λ3 = −1
11
1
10
1
3 2 −14 4 −4
1 2 1
 λ1 = 4, λ2 = 2, λ3 = 2
11
1
10
1

CONDICIONES DE DIAGONALIZACIO´N
Si c 6= 0 tenemos dos valores propios repetidos λ2 = a + w = λ3, es decir de
multiplicidad algebraica 2 y λ1 = a + c + w de multiplicidad algebraica 1.
Veamos que condiciones sobre las entradas de la matriz se deben dar para
que A sea diagonalizable.
la siguiente tabla muestra matrices que satisface las condiciones pero no son
diagonalizables
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MATRICES
MATRIZ VALORES PROPIOS VECTORES PROPIOS3 0 02 3 −2
0 0 3
 λ1 = 3, λ2 = 3, λ3 = 3
10
1
01
0
2 0 01 2 −1
0 0 2
 λ1 = 2, λ2 = 2, λ3 = 2
10
1
01
0
 1 0 30 4 0
−3 0 7
 λ1 = 4, λ2 = 4, λ3 = 4
10
1
01
0
 1 0 20 3 0
−2 0 5
 λ1 = 3, λ2 = 3, λ3 = 3
10
1
01
0
2 0 −11 1 −1
1 0 0
 λ1 = 1, λ2 = 1, λ3 = 1
10
1
01
0
2 0 −55 −3 −5
5 0 −8
 λ1 = −3, λ2 = −3, λ3 = −3
10
1
01
0
2 3 01 5 −1
0 3 2
 λ1 = 5, λ2 = 2, λ3 = 2
11
1
10
1
3 1 02 4 −2
0 1 3
 λ1 = 4, λ2 = 3, λ3 = 3
11
1
10
1
 1 3 −2−2 2 2
2 3 −3
 λ1 = 2, λ2 = −1, λ3 = −1
11
1
10
1
 4 2 −1−1 5 1
1 2 2
 λ1 = 5, λ2 = 3, λ3 = 3
11
1
10
1

la siguiente tabla muestra matrices que satisface las condiciones del ejemplo
32 y son diagonalizables.
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MATRICES
MATRIZ VALORES PROPIOS VECTORES PROPIOS5 0 00 5 0
0 0 5
 λ1 = 5, λ2 = 5, λ3 = 5
10
0
01
0
00
1
 1 3 2−2 6 2
−2 3 5
 λ1 = 6, λ2 = 3, λ3 = 3
11
1
01
0
32
0
 4 2 1−1 7 1
−1 2 6
 λ1 = 7, λ2 = 5, λ3 = 5
11
1
01
0
21
0
−1 2 00 1 0
0 2 −1
 λ1 = 1, λ2 = −1, λ3 = −1
11
1
10
0
00
1
2 1 00 3 0
0 1 2
 λ1 = 3, λ2 = 2, λ3 = 2
11
1
10
0
00
1

MATRICES
CASOS 6= 0 = 0 DIAGONALIZABLE
1 w b, c NO
2 b c, w NO
3 c, b, b+ w NO
4 b, b+ w c NO
5 c b+ w SI
6 c, b, w SI
CONCLUSIO´N.
A es diagonalizable si y so´lo si c+ w = w y b = 0 = w = c o´ c+ w 6= w .
NOTA: se puede observar que la tabla anterior es cerrada, es decir cuan-
do no se cumple una condicio´n, se cumple una de las otras condiciones, la
verificacio´n se deja al lector.
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