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Cap´ıtulo 1
Motivacio´n y objetivos
La mu´sica es una de las mayores formas art´ısticas de expresio´n que existen hoy en
d´ıa y juega un papel fundamental formacio´n del ser humano. La separacio´n de fuente de
audio consiste en aislar las distintas fuentes de sonido en una pista de audio. Algunos
ejemplo de la separacio´n de fuente ser´ıan aislar la guitarra en una cancio´n, aislar la
voz en un entorno ruidoso o extraer la voz principal de una cancio´n. La separacio´n
automa´tica de dichas fuentes en una escena auditiva posee numerosas aplicaciones como
la identificacio´n de instrumentos, remezcla de audio, efectos de disk jockey, karaoke o
transcripcio´n de la melod´ıa.
La separacio´n de la fuente de mu´sica es uno de los grandes temas a investigar
dentro del a´rea del procesado de sen˜al. En este proyecto, se ha estudiado dicho problema
concretamente, la separacio´n de la parte vocal y la parte instrumental en una grabacio´n
de tipo mono.
El objetivo principal de este trabajo es utilizar diferentes tipos de procedimientos
basados en me´todos de procesado de sen˜al cla´sico y sistemas basados en inteligencia
artificial as´ı como un sistema de evaluacio´n objetivo que nos permita medir la calidad
de la separacio´n.
Previamente, se llevara´ al cabo, un estudio de conocimiento general en el a´rea
de la separacio´n de fuentes auditivas y el aprendizaje profundo (”deep learning”).
El objetivo de este estudio se centrara´ en entender la dificultad de separacio´n de
fuente, transformaciones al dominio frecuencial, estudio de me´todo de separacio´n fuente
cla´sicos, funcionamiento ba´sico de redes neuronales as´ı como algunos de sus diferentes
tipos y sus diferentes para´metros.
Una vez adquirido los conocimientos teo´ricos ba´sicos necesarios para llevar al cabo
este trabajo se procedera´ a la familiarizacio´n del entorno del trabajo, en concreto
al lenguaje de programacio´n Python y en la biblioteca de co´digo abierto Tensorflow
as´ı como la configuracio´n de Google Colaboratory utilizada para el entrenamiento de
inteligencia artificial.
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Se utilizara´n secciones de co´digo externo que se han adaptado para el desarrollo
de los diferentes experimentos en algoritmos de RPCA, REPET y diferentes
configuraciones de redes neuronales densas y posteriormente recurrentes. Para ello, se
modificara´n los valores para´metros de configuracio´n y se evaluara´n mediante me´tricas
espec´ıficas, el comportamiento de dichos algoritmos.
Finalmente se realizara´ una comparacio´n objetiva con los resultados obtenidos con
los diferentes me´todos.
1.1. Estructura de la memoria
A parte de este primer cap´ıtulo donde se han mencionado la motivacio´n y los
objetivos de este trabajo, este documento esta´ formado de cuatro cap´ıtulos ma´s
descritos a continuacio´n:
Cap´ıtulo 2 - Introduccio´n en este cap´ıtulo se resalta una explicacio´n al reto de
separar la voz de la musica en una cancio´n adema´s de los conceptos teo´ricos que se van
a llevar al cabo para poder afrontar este reto.
Cap´ıtulo 3 - Entorno experimental en este cap´ıtulo se muestran los diferentes
experimentos que se van a llevar al cabo as´ı como las herramientas utilizadas en dichos
experimentos y los datos utilizados durante el estudio.
Cap´ıtulo 4 - Resultados este cap´ıtulo contiene los resultados obtenidos a trave´s de
los experimentos realizados en este trabajo, as´ı como un ana´lisis y una interpretacio´n
de los mismos.
Capitulo 5 - Conclusio´n y l´ıneas futuras en este cap´ıtulo se recogen las
conclusiones extra´ıdas tras la realizacio´n de este trabajo adema´s de comentar de forma
breve las posibles lineas a seguir.
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Cap´ıtulo 2
Introduccio´n
2.1. Separacio´n de voz y mu´sica
La mayor´ıa de las canciones que se producen hoy en d´ıa, suelen estar formadas por
una voz acompan˜ada de instrumentos. Normalmente, cuando se escucha una cancio´n
de estas caracter´ısticas es casi inevitable centrar nuestra atencio´n en la voz producida
por el cantante. La voz es una onda de presio´n producida por el aparato fonador y que
es percibida y analizada por el o´ıdo para posteriormente, ser procesada por el cerebro.
El rango de frecuencias audibles por el ser humano en el mejor de los casos es de 20Hz
a 20KHz [1]. El ser humano posee una gran capacidad para identificar varias fuentes de
sonido producidas en un mismo instante de tiempo es decir, puede separar frecuencias
de diferentes fuentes solapadas en ese mismo instante de tiempo. Sin embargo, para las
ma´quinas se trata de una tarea muy complicada.
El ana´lisis de la escena auditiva (ASA) es un modelo propuesto para la base de la
percepcio´n auditiva. Esto se entiende como el proceso por el cual el sistema auditivo
humano organiza el sonido en elementos significativos perceptualmente. El te´rmino fue
acun˜ado por el psico´logo Albert Bregman [2]. El concepto relacionado en la percepcio´n
de la ma´quina es el ana´lisis de la escena auditiva computacional (CASA), que esta´
estrechamente relacionado con la separacio´n de fuentes y separacio´n de la sen˜al ciega
[3].
Otro problema propuesto muy conocido es la separacio´n de fuente de audio ciega
(BASS) [4]. Este problema trata la separacio´n de un conjunto de sen˜ales fuente de
un conjunto de sen˜ales mezcladas, sin la ayuda de informacio´n (o con muy poca
informacio´n) sobre las sen˜ales fuente o el proceso de mezcla . En general, este
problema esta´ muy poco determinado, pero se pueden derivar soluciones u´tiles en una
sorprendente variedad de condiciones. Uno problemas de este modelo se produce cuando
uno o varios micro´fonos graban un sonido que es la mezcla de sonidos provenientes de
varias fuentes.
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A la hora de separar la voz de una cancio´n podemos encontrar varias dificultades.
Las fuentes musicales pueden ser de instrumentos de diferente tipo, e´stos a su vez
pueden producir sonidos en diferentes tonos y sonoridad e incluso puede variar la
posicio´n espacial de estos. E´stos, a su vez pueden repetirse siguiendo un patro´n a lo
largo de la cancio´n o pueden aparecer en determinados momentos de manera aislada.
La voz del cantante puede tener diferentes variaciones de todo tipo que pueden ser
debidas a la cancio´n, al entorno e incluso a la calidad del micro´fono. Adema´s dichas
frecuencias pueden solaparse con la frecuencia de algu´n instrumento [5].
2.2. Estado del arte
El espectro de una sen˜al es una herramienta ba´sica en el ana´lisis de audio y otros
campos. La representacio´n del espectro en el dominio frecuencial puede ayudar a
entender mejor su contenido, que con una representacio´n en el dominio temporal. Todos
los experimentos realizados en este trabajo tienen como entrada al sistema el espectro
de la sen˜al por lo que se va a realizar una breve descripcio´n de dicha transformacio´n.
2.2.1. Espectrograma
El espectrograma, es el valor absoluto de la STFT. En una sen˜al de audio la parte
mas importante es el valor absoluto del espectro ya que el o´ıdo humano es menos
sensible a la fase. En el espectrograma gra´ficamente consiste en representar entre los
ejes tiempo y frecuencia el valor absoluto le la STFT mediante un mapa de colores
expresados en decibelios. Uno de los problemas al realizar esta transformacio´n es que
no podemos recuperar la sen˜al original a partir del espectrograma ya que perdemos la
informacio´n de la fase. Por lo tanto la fase debera´ ser guardada antes de realizar el
espectrograma para posteriormente poder recuperar la sen˜al original.
Ana´lisis espectral localizado
La transformada de Fourier en tiempo discreto es un herramienta matema´tica
para representar las sen˜ales en tiempo discreto en el dominio de la frecuencia. Esta
transformada viene dada por la expresio´n:
X(!) =
1X
n= 1
x(n)ej!n (2.1)
F´ısicamente, X(!) representa el contenido en frecuencia de la sen˜al x(n). En otras
palabras, X(!) es una descomposicio´n de x(n) en sus componentes de frecuencia [6].
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Si muestreamos la transformada de Fourier en tiempo discreto en N frecuencias
discretas !(k) = 2⇡Fs/N donde Fs es la frecuencia de muestreo y N el nu´mero total
de muestras de la sen˜al, obtenemos la transformada de Fourier discreta cuya expresio´n
es:
X[k] =
N 1X
n=0
x[n]ej
2⇡
N kn (2.2)
Debido a que las sen˜ales de voz son no estacionarias, no se realiza la transformada de
Fourier as´ı definida sino que utilizaremos la trasformada de Fourier localizada (STFT)
que consiste en el enventanado de la sen˜al utilizando la propiedad de que la voz es
cuasi-estacionaria en intervalos cortos de tiempo [7]. Esta transformada puede definirse
de la siguiente manera:
X(m,!) =
1X
n= 1
x(n)w[n m]ej!n (2.3)
Donde x[n] es la sen˜al y w[n] es la ventana. Una vez definido el taman˜o de e´sta,
se procede a seleccionar el porcentaje de solapamiento entre ventanas junto con el
tipo de ventana y se multiplica la sen˜al por dicha ventana. Acto seguido se realiza
la transformada ra´pida de Fourier (FFT) y finalmente conseguimos las tramas en el
dominio frecuencia.
2.2.2. Robust Principal Component Analisis
Descripcio´n
El primer me´todo utilizado en e´sta investigacio´n ha sido el algoritmo Robust
Principal Component Analysis (RPCA). Como se explica en [8] consiste en resolver
el problema de optimizacio´n minimizando |Lk⇤ +  kSk1 dado L + S = M , donde
M 2 Rn1⇥n2 se trata de una matriz dispersa, es decir, una matriz donde la mayor´ıa
de sus componentes son cero siendo esta tambie´n una matriz de mayor rango que
L 2 Rn1⇥n2 S 2 Rn1⇥n2 . k.k⇤ y k.k1 son la suma de los valores singulares y la
suma de los valores absolutos respectivamente. El valor escogido por lambda ha sido
  = 1/
p
ma´x (n1n2) como se aconseja en [8].
Procedimiento
A cada clip de la base de datos se le aplica la STFT para posteriormente extraer
el mo´dulo. A e´ste modulo se le ha aplicado Augmented Lagrange Multiplier (ALM)
que se trata de un algoritmo eficiente para solventar el problema de RPCA resolviendo,
L+S = |M |. A partir de aqu´ı obtenemos las dos matrices S y L donde L corresponder´ıa
con la parte instrumental debido a que el sonido de los instrumentos siguen un patro´n
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que se repite a lo largo del tiempo por lo que poseera´ un rango menor mientras que
S que corresponder´ıa con la parte vocal posee mayor variedad y por lo tanto, mayor
rango.
Para poder volver a obtener las formas de onda despue´s de aplicar el algoritmo se
concatena las fases de cada uno de las sen˜ales con las correspondientes matrices L y S
para posteriormente realizar la STFT inversa (ISTFT) [8].
2.2.3. REpeating Pattern Extraction Technique
Descripcio´n
Como hemos mencionado anteriormente la parte instrumental de una cancio´n se
caracteriza por seguir unos patrones que se repiten a la largo de e´sta. La base del
algoritmo REPET se centra en extraer patrones musicales repetidos dentro de la sen˜al
de audio [9].
Existen varios tipos de implementaciones y mejoras de este algoritmo. Sin embargo,
por simplicidad, hemos estudiado la primera implementacio´n que se hizo de este
algoritmo llamado Original REPET. [10]
Procedimiento
La figura 2.1 ilustra los pasos a seguir para llevar al cabo esta implementacio´n donde
se puede observar que consta de 3 fases.
La primera fase consiste en extraer el espectrograma de la sen˜al de entrada (en
nuestro caso ser´ıa la sen˜al mezclada tanto con la voz como con la mu´sica) para despue´s
obtener el espectrograma de los ritmos de la cancio´n (beat spectrum) representado en
la imagen de la parte superior derecha, donde se puede apreciar cual es la duracio´n
del patro´n que se repite a lo largo de la cancio´n y por lo tanto obtener el patro´n de
repeticio´n
En la segunda fase, se fracciona el espectrograma de la sen˜al en segmentos dados por
la duracio´n del patro´n de repeticio´n obtenido en la fase anterior. Una vez obtenidos los
diferentes segmentos se realiza la media entre todos ellos ilustrado en la parte central
derecha.
En la tercera fase, se replica el patro´n obtenido promedio de tal forma que se obtenga
la dimensio´n del espectrograma original. Obteniendo el espectrograma repetido para
posteriormente aplicarle una ma´scara tiempo-frecuencia obteniendo finalmente la parte
del espectro que tiene relacio´n con la parte instrumental de la cancio´n. Por u´ltimo se
vuelve convertir el espectrograma obtenido utilizando la ISTFT obteniendo la sen˜al en
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tiempo. Para poder obtener la parte vocal de la cancio´n se resta a la sen˜al original la
parte instrumental aislada obtenida en este algoritmo obteniendo finalmente la parte
vocal de la cancio´n aislada.
Figura 2.1: Fases del algortimo REPET. Fuente: http://zafarrafii.com/
2.2.4. Redes neuronales
Las redes neuronales artificiales han tenido un gran auge durante los u´ltimos an˜os,
quedando ampliamente demostrada la posibilidad de ser empleadas para resolver tareas
ingenieriles que requieran un cierto grado de inteligencia, no alcanzable mediante los
algoritmos informa´ticos convencionales.
Introduccio´n
Las redes neuronales son un modelo computacional basado en un gran conjunto
de unidades neuronales simples (neuronas artificiales) de forma aproximadamente
ana´loga al comportamiento observado en las neuronas en los cerebros biolo´gicos. Las
redes neuronales artificiales han generado mucho entusiasmo en la investigacio´n y la
industria del aprendizaje automa´tico, gracias a los muchos resultados innovadores en
reconocimiento de voz [11], visio´n artificial [12] y procesamiento de texto [13]. La
figura 2.2 ilustra el esquema de una neurona cerebral biolo´gica. Cada neurona recibe
la informacio´n desde sus dendritas y produce su salida a trave´s de su u´nico axo´n. El
axo´n finalmente se ramifica y se conecta a trave´s de sinapsis con las dendritas de otras
neuronas [14].
La estructura de una neurona artificial puede verse ilustrada en la figura 2.3 donde
se aprecian tres partes: las entradas, los pesos y las salidas. Las entradas son las sen˜ales
introducidas en la neurona. Los pesos miden el grado de importancia de la conexio´n
de cada una de las entradas con la neurona cuyos valores se van modificando durante
la fase de entrenamiento de la red hasta llegar a los valores o´ptimos. La salida de una
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Figura 2.2: Esquema de una neurona biolo´gica. Fuente:
http://cs231n.github.io/neural-networks-1/
neurona, a modo de resumen, es el resultado de sumar todas sus entradas multiplicadas
por sus pesos y aplicar a esta suma lo que se conoce como funcio´n de activacio´n. A
este modelo de red neuronal tan simple se le conoce tambie´n como perceptro´n.
Figura 2.3: Esquema de una neurona artificial. Fuente: cs231n
Conceptos ba´sicos
Arquitectura Las neuronas se agrupa en unidades que llamaremos capas. Cada
capa, se caracteriza por tener varios para´metros siendo algunos de e´stos, el nu´mero
de neuronas por capa, el tipo de conexio´n entre ella y con el resto de capas, y el
numero de conexiones entre capas. La figura 2.4 ilustra la estructura ba´sica de una
red neuronal. En ella podemos encontrar la capa de entrada (rojo), dos capas ocultas
(azul) y la capa de salida (verde). La capa de entrada contiene las entradas a la red
neuronal, en este caso tendr´ıa tres nodos de entrada. Las capas ocultas son aquellas
que se encuentran entre la capa de entrada y la capa de salida. Se caracterizan porque
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las neuronas de este tipo de capas no tienen contacto con el mundo exterior a diferencia
de la capa de entrada y de salida, de ah´ı su nombre. La capa de salida contendr´ıa la
sen˜al estimada por la red. Normalmente a la hora de contar el nu´mero de capas de una
red no se tiene en cuenta la capa de entrada. En nuestro ejemplo, tendr´ıamos una red
de 3 capas. Las capas de una red pueden expresarse matema´ticamente como un vector
dn donde n es la capa y su dimensio´n var´ıa en funcio´n del nu´mero de neuronas que
posee dicha capa. Los pesos entre cada capa puede representarse de forma matricial
Wij donde cada elemento de dicha matriz representa las conexiones entre neuronas.
Figura 2.4: Esquema de una red neuronal. Fuente: cs231n
Sesgo o Bias Es un escalar que se an˜ade a cada capa dentro de una red neuronal,
podemos considerarla como una entrada extra a cada neurona de una capa. Su principal
funcio´n es desplazar hacia la izquierda o hacia la derecha en el eje x la funcio´n de
activacio´n.
Aprendizaje Se trata de un proceso mediante el cual se van aplicando un conjunto
de entradas a la red neuronal donde se van ajustando adecuadamente e internamente
todos y cada uno de los pesos asociados a cada rama para poder obtener la salida
deseada. Para llevar al cabo el aprendizaje de una red neuronal es necesario dividir
el proceso es dos fases: la fase de entrenamiento y la fase prueba [15]. Para ello se
divide la base de datos que utilizaremos como entrada en dos partes: una para la
fase de entrenamiento y otra para la fase de prueba. Normalmente se suele dar un
80% aproximadamente a la fase de entrenamiento y un 20% a la fase de prueba. Sin
embargo en algunas ocasiones se puede dar un mayor porcentaje a la fase de prueba
que a la fase de entrenamiento con el fin de obtener unos resultados ma´s fiables.
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Fase de entrenamiento Una vez escogido el tipo de neurona a utilizar y el tipo de
arquitectura de la red, se van introduciendo los datos en la red neuronal de forma que el
valor de los pesos se vayan ajustando hasta conseguir un resultado o´ptimo. Este proceso
puede dividirse ba´sicamente en dos tipos: aprendizaje supervisado y aprendizaje no
supervisado. En el primero se le presenta a la red un conjunto de patrones de entrada
junto con la salida esperada. Los pesos se van modificando de manera proporcional al
error que se produce entre la salida real de la red y la salida esperada. El el caso del
segundo, se presenta a la red un conjunto de patrones de entrada. No hay informacio´n
disponible sobre la salida esperada. El proceso de entrenamiento en este caso debera´
ajustar sus pesos en base a la correlacio´n existente entre los datos de entrada [16].
Fase prueba En e´sta parte se presentan a la red neuronal los datos escogidos para la
parte de prueba que son desconocidos por la red. Si el entrenamiento se ha realizado de
forma correcta y los valores de los pesos son los o´ptimos, la red tendr´ıa que ser capaz
y analizar los datos de forma correcta debido a su aprendizaje.
Me´todos de entrenamiento
Algoritmo Back Propagation Se trata de un algoritmo de aprendizaje supervisado
que junto con la diferencia entre la sen˜al estimada y la sen˜al deseada utiliza las derivadas
parciales respecto de cada uno de sus para´metros. El primer paso de este algoritmo es
la inicializacio´n de los para´metros de la red, concretamente el valor de los pesos y de los
b´ıas de cada neurona generalmente de manera aleatoria. Acto seguido, dado un patro´n
p de entrada Xp : xp1.....x
p
N e´ste se transmite a trave´s de los pesos wij desde la capa de
entrada hacia la capa oculta [17]. Cada neurona de la primera capa oculta suma sus
entradas multiplicados por sus respectivos pesos y el bias para posteriormente aplicarle
una funcio´n de activacio´n obteniendo la salida de cada neurona de la primera capa
oculta. Estos pasos se realizan de forma secuencial por cada capa oculta hasta llegar a
la capa de salida. Una vez obtenida los valores correspondientes con la salida estimada,
se calcula el error comparando la salida deseada con la conocida previamente. Uno de
los me´todos mas comunes a la hora de obtener dicho error es usando el denominado
error cuadra´tico medio (MSE) calcula´ndose de la siguiente manera:
Ep =
1
2
MX
k=1
(dpk   ypk)2 (2.4)
donde dpk es la salida deseada para la neurona de salida k ante el patro´n p.
Posteriormente se obtiene la medida del error general mediante la suma de todos los
errores de cada patro´n.
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La base del algoritmo de propagacio´n hacia atra´s para la modificacio´n de los pesos
es la te´cnica conocida como gradiente decreciente. De esta forma se reduce el error
ajustando los pesos en la direccio´n:
 wJ =
PX
p=1
@Ep
@wji
(2.5)
A nivel pra´ctico, la forma de modificar los pesos de forma iterativa consiste en
aplicar la regla de la cadena a la expresio´n del gradiente y an˜adir una tasa de
aprendizaje [17]:
wn+1 = wn   f(↵, wJ(w)) (2.6)
donde wn y f(↵, wJ(w)) es el valor de los pesos en el instante actual y el te´rmino de
actualizacio´n de para´metros respectivamente. Los para´metros de esta actualizacio´n ↵
y  wJ(w) son la tasa de aprendizaje y el gradiente de la funcio´n coste con respecto a
los pesos w.
2.2.5. Funcio´n de activacio´n
Puede definirse como una funcio´n que se aplica a la salida de la neurona.
Ba´sicamente mapea la salida de una neurona entre un rango determinado, generalmente
entre 0 y 1 o -1 y 1 aunque depende de la funcio´n de activacio´n. Las funciones de
aplicacio´n pueden dividirse ba´sicamente en dos tipos: lineales y no lineales.
La funcio´n de activacio´n lineal como puede verse en la figura 2.5 la salida de esta
funcio´n no esta´ acotada entre ningu´n rango. Matema´ticamente viene expresada por
f(x) = ax. Una de las limitaciones de la funcio´n de activacio´n lineal es a la hora del
entrenamiento, al calcular la derivada en el algoritmo back propagation, el resultado es
una constante y no depende de la variable independiente. Esto se traduce en que si se
produce un error de prediccio´n, los cambios realizados en la propagacio´n hacia atra´s,
son constantes y no dependen de los cambios producidos en la entrada.
La funciones de activacio´n no lineales a diferencia de las lineales posee un rango
limitado en su salida. Este tipo de funciones son las mas utilizadas a la hora del disen˜o
de redes neuronales. Entre las funciones de activacio´n no lineal ma´s comunes podemos
encontrar las funciones sigmoid, relu y tanh.
La funcio´n sigmoid se define matema´ticamente como:
 (x) =
1
1 + e x
(2.7)
Como se puede apreciar en la figura 2.7 los valores comprendidos entre -2 y 2 en el
eje de abscisas var´ıan de forma brusca, lo que se traduce en un pequen˜o cambio en la
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Figura 2.5: Funcio´n de activacio´n lineal
entrada dentro de este rango produce un cambio significativo en la salida de la funcio´n
de activacio´n. Otra ventaja de esta funcio´n es que posee un rango de salida comprendido
entre 0 y 1 en comparacio´n con la lineal que posee un rango de menos infinito a mas
infinito. La funcio´n tanh es ana´loga a la funcio´n sigmoid con la diferencia de que
tiene un rango de salida comprendido entre -1 y 1.
La funcio´n relu matema´ticamente definida como:
f(x) = max(0, x) (2.8)
obtenemos un valor de x si x es positivo y 0 si son negativos como puede verse en la
figura 2.6. Una de las ventajas de esta funcio´n de activacio´n es que reduce el problema
del desvanecimiento de gradiente que explicaremos en apartados posteriores.
Figura 2.6: Funcio´n relu Figura 2.7: Funcion sigmoid
Redes recurrentes
Uno de los problemas que se puede tener a la hora de trabajar con redes neuronales
densas es que no guardan ningu´n tipo de informacio´n sobre eventos secuencialmente
distantes cuando se trabaja con secuencias. Cada ejemplo que se le muestra a la entrada
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de la red no posee relacio´n con el resto. Las redes neuronales recurrentes no poseen este
tipo de problema ya que tienen la propiedad de modelar dependencias temporales de
los datos introducidos. Como se ilustra en la figura 2.8 cada capa de una red neuronal
recurrente posee dos entradas. La primera ser´ıa la entrada de los datos a la capa como
en las redes densas y la segunda es una realimentacio´n de la salida obtenida en un
instante de tiempo anterior xt 1. Matema´ticamente se puede describir de la siguiente
forma:
at = g(Waaat 1 +Waxxt + ba) (2.9)
ht = g(Whaat + bh), (2.10)
En la ecuacio´n (2.9), at, Waa, Wax y ba son la salida de la neurona en el instante
actual, la matriz de pesos correspondiente a la realimentacio´n de la capa, matriz de
pesos correspondiente a la entrada de la capa y el bias asociado a la capa recurrente.
En la ecuacio´n (2.10), ht, Wha, y by corresponden con la capa de salida de la red, la
matriz de pesos entre la capa recurrente y la de salida y el bias asociado a la capa de
salida respectivamente.
Uno de los mayores problemas que poseen las redes neuronales recurrentes es el
denominado desvanecimiento de gradiente.
Figura 2.8: Arquitectura de una red neuronal recurrente de una capa. Fuente:
https://towardsdatascience.com
Desvanecimiento de gradiente El desvanecimiento de gradiente se produce a la
hora de realizar el algoritmo de propagacio´n hacia atra´s calculando el error con respecto
al valor de los pesos donde el gradiente tiende a ser ma´s pequen˜o conforme vamos
avanzando hacia atra´s en la red. En otras palabras, las neuronas en las primeras capas
aprenden mucho ma´s lento comparado con las neuronas de las u´ltimas capas y por lo
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tanto las primeras capas necesitan un mayor tiempo de entrenamiento. Las primeras
capas de nuestra red son especialmente importantes porque aprenden y detectan los
patrones ba´sicos de dicha red. Por lo tanto, si las primeras capas esta´n bien entrenadas
nos dara´n una mayor precisio´n en las capas posteriores [18].
Redes Gated Recurrent Unit Las redes GRU son una versio´n mejorada de las
redes recurrentes esta´ndar. Una de las principales ventajas de estas redes es que
resuelven el problema del desvanecimiento de gradiente mencionado en el apartado
anterior. Para ello utilizan lo que se llama una puerta de reinicio y una puerta de
actualizacio´n siendo e´stas dos vectores cuya funcio´n es decidir que´ informacio´n debe
pasar a la salida.
Figura 2.9: Esquema de una celda GRU. Fuente: https://towardsdatascience.com
En la figura 2.9 se puede observar las partes de la que esta´ formada una celda GRU.
La primera parte (arriba a la izquierda) observamos la puerta de actualizacio´n la cual,
puede expresarse mediante la siguiente fo´rmula:
zt =  (W
(z)xt + U
(z)ht 1) (2.11)
donde la entrada xt multiplicada por su respectivo peso W (z). Lo mismo sucede con
ht 1 que mantiene la informacio´n de la unidad anterior y se multiplica por su respectivo
peso U(z). Finalmente se suman ambos resultados y se la aplica la funcio´n de activacio´n
sigmoid. La principal funcio´n de esta puerta es seleccionar la cantidad de informacio´n
de la unidad anterior en los instantes anteriores.
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La segunda parte (segundo sumador empezando por la izquierda) podemos
encontrar la puerta de reinicio la cua´l, ba´sicamente decide cuanta informacio´n de
los instantes previos va a ser olvidada. La expresio´n de esta puerta posee la misma
estructura que de la puerta anterior:
rt =  (W
(r)xt + U
(r)ht 1) (2.12)
Finalmente las puertas afectan a la salida final de la siguiente manera. Primero se
introduce un nuevo contenido de memoria que utilizara´ la puerta de reinicio para
almacenar la informacio´n relevante del pasado calcula´ndose de la siguiente manera:
h0t = tanh(W
(r)xt + rt   Uht 1) (2.13)
De esta forma se determinara´ lo que hay que eliminar de los estados anteriores. Aplicado
a nuestro caso, si al principio de la cancio´n solo suenan instrumentos y pasados unos
segundos aparece la voz mezclada con los instrumentos, nosotros solo necesitar´ıamos
esta u´ltima parte por lo que la red tendr´ıa que asignar al vector rt un valor muy pro´ximo
a cero. Finalmente, es necesario calcular el vector ht que contiene la informacio´n de la
unidad actual y la transmita a la red. Para ello, utilizamos la puerta de actualizacio´n
la cual, determina que´ informacio´n actual de la unidad y de los pasos anteriores.
2.3. Separacio´n de voz y mu´sica mediante redes
neuronales
2.3.1. Arquitectura de la red
La entrada a la red neuronal como hemos mencionado en cap´ıtulos anteriores, es el
mo´dulo del espectro obtenido al realizar la STFT. Las salidas, y1t y y2t , y las salidas
estimadas, by1t y by2t , de la red son el modulo del espectro de las diferentes fuentes.
La figura 2.10 muestra un ejemplo de esta arquitectura. Adema´s, para suavizar los
resultados de la separacio´n empleamos una ma´scara de tiempo - frecuencia. Dadas las
entradas, xt, desde la mezcla, obtenemos las salidas estimadas y1t y y1t a trave´s de la
red. La ma´scara tiempo frecuencia mt se define de la siguiente manera:
mt(f) =
|by2t |
|by1t + by2t | , (2.14)
donde f 2 {1, ..., F} representa las diferentes frecuencias. Una vez que se realiza
la ma´scara mt, e´sta se aplica al mo´dulo del espectro zt de la sen˜al mezclada
(vocal+mu´sica) para obtener la estimacio´n de la separacio´n del espectro bs1t y bs1t que
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corresponden con las fuentes 1 y 2 de la siguiente forma:
bs1t(f) = mt(f)zt(f), (2.15)bs2t(f) = (1 mt(f))zt(f) (2.16)
donde f 2 {1, ..., F} representa las diferentes frecuencias.
Figura 2.10: Arquitectura de la red neuronal propuesta
La ma´scara tiempo frecuencia puede verse tambie´n como una capa en la red
neuronal. En lugar de entrenar la red y aplicar la ma´scara a los resultados de forma
separada, podemos unirlo y entrenar los modelos con la ma´scara. An˜adimos entonces
una capa extra a la salida original de la red de la siguiente manera:
y˜1t(f) =
|by2t |
|by1t + by2t |   zt, (2.17)
s˜2t(f) =
|by2t |
|by1t + by2t |   zt, (2.18)
donde el operador   es el producto muestra a muestra (producto Hadamard). De esta
manera podemos optimizar la red con la funcio´n de enmascaramiento conjuntamente.
Dadas las salidas estimadas by1t y by2t de las fuentes originales y1t y y2t se han
optimizado los para´metros de dicha red utilizado el criterio de mı´nimo error cuadra´tico
definido de la manera siguiente.
JMSE = kby1t   y1tk22 + kby2t   y2tk22 (2.19)
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Cap´ıtulo 3
Marco experimental
3.1. Base de datos
Para llevar al cabo el estudio del comportamiento de los sistemas propuestos en este
trabajo es necesario introducir diferentes sen˜ales al sistema y analizar sus respectivas
salidas. Hoy en d´ıa existen una gran variedad de bases de datos de audio espec´ıficas
que son utilizadas en numerosos proyectos de procesado de audio.
La base de datos MIR-1K [19] utilizada esta´ formada por 1000 extractos de cancio´n
de duracio´n entre 4 y 13 segundos extra´ıda de 110 canciones pop de karaoke chino
realizado mayormente por amateurs. La frecuencia de muestreo de cada extracto es
de 16000 Hz. La mu´sica y la voz esta´n grabadas en el canal izquierdo y derecho
respectivamente. Esta base de datos ha sido utilizada en numerosos trabajos de
separacio´n [20, 21], y va a ser usada como base de datos en este trabajo. A la hora de
escuchar los diferentes extractos de la base de datos se ha observado la aparicio´n de
voz en el canal izquierdo cuando so´lo tendr´ıa que haber mu´sica pura. Por lo tanto, esto
puede afectar a la hora de la evaluacio´n en los para´metros de medida.
Otra alternativa con caracter´ısticas similares a la base de datos MIR-1K ser´ıa Ikala
[22] la cual, esta´ compuesta por 252 extractos de 30 segundos muestreados de 206
canciones de iKala grabadas de forma que la mu´sica y la voz se encuentran en los
canales izquierdo y derecho respectivamente.
3.2. Experimentos
Para el estudio del comportamiento de nuestra arquitectura base se han modificado
diversos para´metros. En cuanto a la representacio´n espectral como entrada a nuestra
red se ha optado por usar 1024 puntos de la transformada de Fourier localizada con un
solape del 25%. Se ha establecido un tiempo de entrenamiento ma´ximo de 400 e´pocas.
Se ha realizado un barrido en nu´mero de neuronas y en nu´mero de capas ocultas
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realizando las simulaciones con diferentes tipos de activacio´n. El primer experimento
se ha realizado con una capa oculta de tipo densa variando su nu´mero de neuronas
en 128, 256, 512, 1000 y 2000. Adema´s se ha realizado simulaciones con diferentes
tipos de activacio´n como relu , sigmoid y lineal tanto en la capa oculta como en la
capa extra an˜adida. El segundo experimento ha consistido en utilizar dos capas ocultas
de tipo denso con las misma variaciones que en la primera simulacio´n. En el tercer
experimento se ha incrementado el nu´mero de capas ocultas densas a tres manteniendo
los mismos para´metros a barrer. Finalmente, en el u´ltimo experimento de capas densas
se ha an˜adido una capa ma´s, siendo cuatro capas ocultas densas en total realizando las
mismas configuraciones. Posteriormente en los siguiente experimentos se han utilizado
capas ocultas de tipo GRU. En el primer experimento se ha utilizado una capa de
este tipo con diferentes nu´meros de neuronas realizando un barrido en 128, 256, 512
,1000 y 2000. En el segundo experimento se ha incrementado el nu´mero de capas a
dos con el mismo barrido de para´metros. En el tercer experimento hemos utilizado tres
capas ocultas de tipo GRU con la misma configuracio´n que en los ejemplos anteriores
y funcio´n de activacio´n de la capa extra sigmoid.
3.3. Medidas de prestaciones
Para evaluar las prestaciones de la calidad de separacio´n de fuente de los algoritmos,
se suelen usar comu´nmente una serie de me´tricas definidas por Vicent et en [4]. Estas
me´tricas se basan en dada una sen˜al estimada bs(t) de una fuente si(t) que se puede
expresear como suma de cuatro componentes:
bs(t) = starget + einterf + enoise + eartif (3.1)
donde starget es una la sen˜al de la fuente si(t) con una permitida distorsio´n, einterf ,
enoise y eartif son los errores producidos por interferencias de otras fuentes, del ruido y
los algoritmos de separacio´n de la sen˜al respectivamente.
A partir de e´sta descomposicio´n de si(t) se definen tres para´metros computando los
niveles de energ´ıa de cada uno de ellos expresados en decibelios (dB):
Source to Distorsion Ratio (SDR) calcula cua´nta distorsio´n existe en el sonido
predicho. Un valor ma´s alto de SDR indica que hay menos ruidos de distorsio´n en
general, que incluyen la interferencia, ruido y errores de artefactos.
SDR := 10 log
kstargetk2
keinterf + enoise + eartifk2 (3.2)
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Source to Interferences Ratio (SIR) compara directamente co´mo de bien, los
ruidos procedentes de sonidos fuentes han sido separados de starget Un valor ma´s alto
de SIR indica que el sonido de la sen˜al de la fuente se distingue bien de los ruidos de
interferencia que deseamos separar.
SIR := 10 log
kstargetk2
keinterfk2 (3.3)
Source to Artifacts Ratio (SAR) calcula el efecto de los errores de artefactos
en la salida de sonido predicha. Los artefactos incluyen distorsiones de las fuentes,
o artefactos ”burbling”. Los valores ma´s altos de SAR indican que los efectos de los
errores de artefactos son mı´nimos.
SAR := 10 log
kstarget + einterf + enoisek2
keartifk2 (3.4)
En nuestros experimentos utilizaremos el toolbox espec´ıfico para este tipo de medidas
[23]. Cada uno de estos para´metros sera´n funciones que como argumentos de entrada
tendra´n sen˜al estimada y la original, en nuestro caso la sen˜ales sera´n las voces y como
salida los para´metros descritos anteriormente.
Adema´s realizaremos una normalizacio´n del SDR (NSDR) definido como:
NSDR(bV , V,X) = SDR(bV , V )  SDR(X, V ) (3.5)
Donde bV , V yX son respectivamente, la voz estimada, la voz original y la mezcla. Como
en nuestro caso vamos a trabajar con varias tramas de pequen˜o taman˜o, globalizamos
los para´metros sumando los para´metros nombrados anteriormente obtenidos en cada
una de las tramas multiplicados por sus respectivas longitudes dividido entre la longitud
total obteniendo as´ı los te´rminos GNSDR, GSIR y GSAR. Cuanto mayor sean estos
para´metros de medida mayor sera´ la calidad de la separacio´n.
3.4. Herramientas utilizadas
Google Colaboratory: es una herramienta de investigacio´n para la educacio´n y
la investigacio´n de aprendizaje automa´tico desarrollada por Google. Se trata de un
entorno de porta´til Jupyter que no requiere configuracio´n para su uso en programas
ba´sicos. E´sta herramienta nos proporciona como hardware, la tarjeta gra´fica Tesla K80
como GPU y un Intel Xeon como CPU para poder realizar nuestros experimentos de
formas ma´s eficiente. Adema´s tiene la ventaja de que se pueden ejecutar comandos
de Linux por lo que no es necesario escribir todo el co´digo en las notas Jupyter.
Sin embargo, tiene como desventaja, la limitacio´n del tiempo de co´mputo ma´ximo
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seguido de 12 horas. En este trabajo se ha programado una nota ju´piter con comandos
Linux de manera que accediendo a Google Drive, podamos acceder a nuestro proyecto
programado en Python y as´ı poder realizar los experimentos para posteriormente,
guardar los resultados en Google Drive.
Tensorflow: es una biblioteca de aprendizaje automa´tico de co´digo abierto
para investigacio´n y produccio´n de aprendizaje automa´tico desarrollado por
Google TensorFlow. Ofrece API para principiantes y expertos para desarrollar en
computadoras de escritorio, mo´viles, web y en la nube. Esta biblioteca adema´s es
compatible con Google Colaboratory, permitiendo trabajar con el hardware ofrecido
por esta aplicacio´n.
Cluster de computacio´n de voz Vivolab: es la infraestructura cient´ıfica utilizada
por los investigadores de Vivolab en el a´rea de procesado de sen˜al debido a la gran
capacidad de co´mputo que e´ste posee. En este trabajo se ha accedido a e´l para poder
realizar un mayor nu´mero de simulaciones sin la limitacio´n de 12 horas que Google
Colaboratory impone.
Python: Python es un lenguaje de programacio´n interpretado, orientado a objetos
y de alto nivel con sema´ntica dina´mica. Sus estructuras de datos integradas de alto
nivel, combinadas con la tipificacio´n dina´mica y el enlace dina´mico, lo hacen muy
atractivo para el desarrollo ra´pido de aplicaciones, as´ı como para su uso como lenguaje
de scripting o pegamento para conectar componentes existentes entre s´ı. La sintaxis
simple y fa´cil de aprender de Python hace hincapie´ en la legibilidad y, por lo tanto,
reduce el costo del mantenimiento del programa. Python admite mo´dulos y paquetes,
lo que fomenta la modularidad del programa y la reutilizacio´n del co´digo [24]. En este
trabajo se ha utilizado en la parte de las redes neuronales debido a su extendido uso
en esta a´rea y a la gran compatibilidad con Tensorflow y Google Colaboratory. En
concreto, para modelar las diferentes configuraciones se ha utilizado y modificado un
programa base [25] programado en este lenguaje.
Matrix Laboratory: tambie´n conocido como MATLAB [26], es una herramienta
de software matema´tico que ofrece un entorno de desarrollo integrado (IDE) con un
lenguaje de programacio´n propio llamado M. Entre sus prestaciones ba´sicas se hallan: la
manipulacio´n de matrices, la representacio´n de datos y funciones, la implementacio´n de
algoritmos, la creacio´n de interfaces de usuario (GUI) y la comunicacio´n con programas
en otros lenguajes y con otros dispositivos hardware. Se ha elegido esta herramienta a
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la hora de estudiar los algoritmos de procesado de sen˜al cla´sico debido a su familiaridad
de uso durante todo el grado.
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Cap´ıtulo 4
Resultados
Utilizando la base de datos MIR-1K en los diferentes me´todos de separacio´n de
fuente explicados en apartados anteriores y evalua´ndolos con las me´tricas propuestas
en este trabajo se han obtenido y evaluado los siguientes resultados.
4.1. Robust Principal Component Ana´lisis
En este experimento se ha aplicado el algoritmo RPCA a cada una de las canciones
extra´ıdas de la base de datos MIR-1K obteniendo los diferentes valores NSDR, SIR,
y SAR para posteriormente mediante un promediado calcular las me´tricas globales
GNSDR, GSIR y GSAR. Adema´s se ha realizado dos distinciones: en la primera se
ha aplicado el algoritmo sin ninguna mascara binar´ıa mientras que en el segundo se
ha optado por dicha ma´scara. Con el fin de obtener una referencia objetiva sobre los
valores de las me´tricas, se ha realizado una lectura de diferentes proyectos que utilizan
las mismas me´tricas de evaluacio´n y se ha llegado a la conclusio´n de que unos valores
aceptables de GSIR y GSAR superar´ıan los 5 dB aproximadamente mientras que los
valores de GNSDR suelen estar por encima de los 2 dB dependiendo del algortimo
utilizado [27].
Los valores finales obtenidos al aplicar Robust Principal Component Ana´lisis vienen
reflejados en la figura 4.2. En ella podemos observar un gra´fico de barras dividido en dos
secciones. En la seccio´n de la izquierda representa las me´tricas evaluadas del algoritmo
RPCA utilizando una ma´scara binaria y en la seccio´n de la derecha, las mismas me´tricas
pero prescindiendo de e´sta.
En el caso de no utilizacio´n de ma´scara binaria observamos un valor de GSAR
bastante ma´s alto en comparacio´n con el resultado obtenido aplicando la ma´scara y
con respecto a los valores GNSDR y GSIR. Esto puede ser debido a que los errores
producidos por los algoritmos de procesado son bastante bajos y a la hora de utilizar
la ma´scara binaria puede producir una mayor tasa de error mayor producie´ndose una
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Mask No mask
0
1
2
3
4
5
6
7
8
9
GNSDR
GSIR
GSAR
1.89
6.60
5.28
2.66
4.75
8.45
Figura 4.1: Resultados obtenidos tras RPCA
disminucio´n del valor de dicho para´metro.
El para´metro GSIR posee un valor ma´s alto a la hora de la utilizacio´n de la ma´scara.
Esta ma´scara puede favorecer el aislamiento entre frecuencias y por lo tanto un aumento
del GSIR. Sin embargo, se puede apreciar co´mo el valor de GNSDR siendo el para´metro
que ma´s refleja la calidad de la separacio´n, es ma´s alto a la hora de prescindir de la
ma´scara binaria. Au´n as´ı, nos aporta un valor de GNSDR bastante bajo en comparacio´n
con algunos experimentos posteriores.
Subjetivamente, al escuchar la voz y la mu´sica por separado puede apreciarse que
se ha separado parte de la voz quedando au´n parte de e´sta en la parte instrumental.
Esta apreciacio´n puede tambie´n observase en la figura 4.1 en la parte de la derecha
como en frecuencias bajas consigue un mayor aislamiento de la voz, pero a medida que
subimos en frecuencia observamos zonas con menor intensidad de sen˜al que en la voz
original lo que se traduce en un peor aislamiento.
4.2. REpeating Pattern Extraction Technique
En este experimento se ha aplicado el algoritmo REPET a cada una de las canciones
extra´ıdas de la base de datos MIR-1K obteniendo los diferentes valores NSDR, SIR,
y SAR para posteriormente mediante un promediado calcular las me´tricas globales
GNSDR, GSIR y GSAR.
La tabla 4.1 muestra los resultados obtenidos al utilizar e´ste me´todo donde se puede
apreciar unos niveles bajos de los tres componentes de medida. Si lo comparamos con el
me´todo RPCA, se puede observar co´mo se obtienen unos valores parecidos en GNSDR
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Figura 4.2: Espectrograma de los resultados obtenidos usando RPCA compara´ndolos
con los originales
pero valores ma´s bajos de GSIR y GSAR. Esta disminucio´n, puede deberse a que en la
fase 2 del algoritmo, se elimina parte de la informacio´n al realizar la re´plica dando lugar
a un mayor error tanto en la parte de la componente de einterf y eartif nombrados en
la ecuacio´n 3.1 lo que produce un GSIR y un GSAR ma´s pequen˜os. Es decir, un menor
aislamiento. Si observamos la figura 4.3 de los espectrogramas de la mu´sica original y
la mu´sica separada, podr´ıamos encontrar que hay ma´s elementos de alta frecuencia en
la mu´sica separada que en la mu´sica original debido que la voz en mezcla de audio no
pudo ser eliminada por completo. A la hora de analizar subjetivamente, al escuchar
la voz y la mu´sica por separado puede apreciarse que se ha separado parte de la voz
quedando au´n parte de e´sta en la parte instrumental siendo un resultado similar al
conseguido con RPCA.
GNSDR GSIR GSAR
2.49 2.32 2.48
Tabla 4.1: Resultados obtenidos tras aplicar REPET.
4.3. Redes neuronales
En la realizacio´n de estos experimentos se han seleccionado 175 extractos de la base
de datos MIR-1K para el entrenamiento de la red. Concretamente, los extractos ’amy’
y ’abjones’ cantados por un hombre y una mujer respectivamente. Como test se han
utilizado las 825 restantes. Se ha dedicado una mayor parte de datos al test con la
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Figura 4.3: Espectrograma de los resultados obtenidos usando REPET compara´ndolos
con los originales
finalidad de dar una mayor validez estad´ıstica a los resultados de acuerdo a [27]. La
duracio´n de cada experimento contando entrenamiento mas evaluacio´n ha sido de 3
horas de media y se han realizado un total de 120 experimentos dando un total de 360
horas.
4.3.1. Una capa densa
Como se puede observar en la tabla 4.2 con la configuracio´n de 128 neuronas
obtenemos unos para´metros de GNSDR y GSIR bastante bajos. De hecho, menor
que en los modelos estudiados previamente. En cambio, obtenemos unos valores de
GSAR bastante altos lo que se traducen en una menor interferencia de artefactos.
Entre las diferentes combinaciones de activacio´n de las capas observamos un mayor
comportamiento escogiendo la funcio´n de activacio´n tanto en la capa oculta como en la
capa de la ma´scara tiempo frecuencia como sigmoid. Conforme vamos aumentando el
nu´mero de neuronas por capa observamos un incremento de los valores GNSDR y GSIR,
especialmente vemos un cambio muy abrupto cuando pasamos de 128 a 256 neuronas.
A partir de 1000 neuronas obtenemos el mayor valor posible con esta configuracio´n
siendo considerablemente superior a los me´todos estudiados previamente.
4.3.2. Dos capas densas
Al aumentar el nu´mero de capas ocultas a dos observamos en la tabla 4.3 un
aumento considerable de GNSDR Y GSIR en 4 y 8 dB respectivamente, con la
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Tabla 4.2: Resultados de GNSDR, GSIR y GSAR obtenidos en la configuracio´n de 1
capa densa D(n,m,t,v) donde D se refiere a capa densa, n es el nu´mero de capas ocultas,
m el nu´mero de neuronas, t activacio´n de la capa oculta y v activacio´n de la capa extra
D(1,128,L,R) D(1,128,L,S) D(1,128,S,R) D(1,128,S,S) D(1,128,R,R) D(1,128,R,S)
GNSDR -0.4 1.12 -0.445 1.23 -0.76 1.17
GSIR 0.65 1.23 0.44 1.35 0.2 1.28
GSAR 10.24 11.28 11.01 11.32 9.97 10.32
D(1,256,L,R) D(1,256,L,S) D(1,256,S,R) D(1,256,S,S) D(1,256,R,R) D(1,256,R,S)
GNSDR 4.55 5.72 3.55 5.93 3.98 5.85
GSIR 8.51 11.17 5.71 10.45 7.39 11.40
GSAR 8.48 8.52 9.53 9.37 7.89 8.60
D(1,512,L,R) D(1,512,L,S) D(1,512,S,R) D(1,512,S,S) D(1,512,R,R) D(1,512,R,S)
GNSDR 4.56 5.50 4.17 5.95 4.61 5.93
GSIR 8.44 11.05 6.50 10.83 7.76 11.63
GSAR 8.29 8.27 10.04 9.02 9.22 8.58
D(1,1000,L,R) D(1,1000,L,S) D(1,1000,S,R) D(1,1000,S,S) D(1,1000,R,R) D(1,1000,R,S)
GNSDR 4.62 5.53 3.46 6.07 4.27 5.91
GSIR 8.67 11.19 5.49 10.87 6.99 11.73
GSAR 8.38 8.17 9.62 9.16 9.47 8.45
D(1,2000,L,R) D(1,2000,L,S) D(1,2000,S,R) D(1,2000,S,S) D(1,2000,R,R) D(1,2000,R,S)
GNSDR 4.59 5.44 3.40 5.92 4.23 5.89
GSIR 8.53 10.50 5.39 9.99 6.82 11.28
GSAR 8.21 8.16 9.40 9.10 9.18 8.29
configuracio´n de 128 neuronas en una sola capa. A diferencia de la configuracio´n
anterior observamos que los mayores resultados se dan escogiendo la capa oculta
como relu y la capa de la frecuencia tiempo frecuencia como sigmoid. Sin embargo,
las prestaciones con la configuracio´n de sigmoid en capa oculta y relu empeoran
dra´sticamente. Conforme aumentamos el nu´mero de neuronas de las dos capas vemos
un incremento de los para´metros GNSDR y GSIR hasta llegar a 1000 neuronas donde
si duplicamos el numero de neuronas de las dos capas empezamos a decrementar las
prestaciones. En cuanto al GSAR observamos una disminucio´n de aproximadamente 2
dB con respecto a la configuracio´n anterior y vemos tambie´n co´mo se va reduciendo
conforme aumenta el nu´mero de capas.
4.3.3. Tres capas densas
Con tres capas ocultas obtenemos el mejor resultado con la configuracio´n de capas
ocultas lineales y capa extra sigmoid con 128 neuronas como se muestra en la tabla
4.4. Sin embargo para el resto de configuraciones con 128 neuronas se produce un
decremento leve de las prestaciones del sistema. En cuanto incrementamos el nu´mero
de neuronas por capa oculta mejora levemente las prestaciones para la mayor´ıa de las
configuraciones. Concretamente obtenemos el mejor resultado hasta ahora de GNSDR,
GSIR y GSAR de 6.11dB, 12.30dB y 8.45dB respectivamente con 1000 neuronas.
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Tabla 4.3: Resultados de GNSDR, GSIR y GSAR obtenidos en la configuracio´n de 2
capas densas D(n,m,t,v) donde D se refiere a capa densa, n es el nu´mero de capas
ocultas, m el nu´mero de neuronas, t activacio´n de la capa oculta y v activacio´n de la
capa extra.
D(2,128,L,R) D(2,128,L,S) D(2,128,S,R) D(2,128,S,S) D(2,128,R,R) D(2,128,R,S)
GNSDR 4.70 5.32 2.64 4.93 4.78 5.42
GSIR 8.92 10.7 3.55 8.62 8.15 10.77
GSAR 8.31 8.19 12.72 9.06 8.97 8.33
D(2,256,L,R) D(2,256,L,S) D(2,256,S,R) D(2,256,S,S) D(2,256,R,R) D(2,256,R,S)
GNSDR 4.47 5.66 1.79 5.08 4.37 5.78
GSIR 8.46 11.25 2.50 8.61 7.63 11.88
GSAR 8.32 8.36 12.40 9.43 8.90 8.19
D(2,512,L,R) D(2,512,L,S) D(2,512,S,R) D(2,512,S,S) D(2,512,R,R) D(2,512,R,S)
GNSDR 4.45 5.22 1.58 5.41 3.76 5.69
GSIR 8.58 11.24 2.23 9.52 6.51 11.61
GSAR 8.13 7.81 11.98 9.10 8.90 8.19
D(2,1000,L,R) D(2,1000,L,S) D(2,1000,S,R) D(2,1000,S,S) D(2,1000,R,R) D(2,1000,R,S)
GNSDR 4.28 5.50 0.03 5.65 3.92 6.10
GSIR 8.67 11.20 0.82 10.45 6.51 12.23
GSAR 7.80 8.12 11.76 8.83 9.22 8.45
D(2,2000,L,R) D(2,2000,L,S) D(2,2000,S,R) D(2,2000,S,S) D(2,2000,R,R) D(2,2000,R,S)
GNSDR 4.17 4.38 0.10 5.52 3.75 5.99
GSIR 8.47 10.80 0.48 9.54 6.30 11.55
GSAR 7.59 8.10 12.35 8.04 9.01 8.60
Tabla 4.4: Resultados de GNSDR, GSIR y GSAR obtenidos en la configuracio´n de 3
capas densas D(n,m,t,v) donde D se refiere a capa densa, n es el nu´mero de capas
ocultas, m el nu´mero de neuronas, t activacio´n de la capa oculta y v activacio´n de la
capa extra
D(3,128,L,R) D(3,128,L,S) D(3,128,S,R) D(3,128,S,S) D(3,128,R,R) D(3,128,R,S)
GNSDR 4.71 5.61 -1.53 3.84 4.57 5.38
GSIR 8.72 10.74 -0.68 6.65 8.13 11.10
GSAR 8.42 8.61 10.68 9.17 8.85 7.99
D(3,256,L,R) D(3,256,L,S) D(3,256,S,R) D(3,256,S,S) D(3,256,R,R) D(3,256,R,S)
GNSDR 4.74 5.54 1.64 1.95 4.66 5.88
GSIR 9.32 11.22 2.54 3.12 8.01 11.72
GSAR 8.70 8.29 13.43 12.47 8.91 8.36
D(3,512,L,R) D(3,512,L,S) D(3,512,S,R) D(3,512,S,S) D(3,512,R,R) D(3,512,R,S)
GNSDR 4.66 4.65 1.39 5.39 4.88 5.89
GSIR 9.19 9.19 2.18 9.62 8.50 11.90
GSAR 8.06 8.06 13.61 9.53 8.90 8.35
D(3,1000,L,R) D(3,1000,L,S) D(3,1000,S,R) D(3,1000,S,S) D(3,1000,R,R) D(3,1000,R,S)
GNSDR 4.80 5.52 1.41 5.75 4.73 6.11
GSIR 10.60 11.35 2.20 11.49 8.43 12.30
GSAR 8.15 8.16 13.58 8.38 8.37 8.45
D(3,2000,L,R) D(3,2000,L,S) D(3,2000,S,R) D(3,2000,S,S) D(3,2000,R,R) D(3,2000,R,S)
GNSDR 4.72 5.22 1.38 5.54 4.53 5.95
GSIR 10.02 11.28 2.13 10.45 8.75 11.87
GSAR 8.09 7.97 12.76 8.69 8.11 8.32
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4.3.4. Cuatro capas densas
Tras an˜adir una u´ltima capa de tipo densa a la red observamos en la tabla 4.5
un empeoramiento con respecto a la configuracio´n de tres capas ocultas de manera
general. Seguimos obteniendo las mayores me´tricas utilizando funciones de activacio´n
de relu en las capas ocultas y sigmoid en la capa extra producie´ndose la o´ptima con
1000 neuronas. Adema´s la evolucio´n de los para´metros GNSDR,GSIR y GSAR siguen
aproximadamente la misma evolucio´n que en las configuraciones anteriores.
Tabla 4.5: Resultados de GNSDR, GSIR y GSAR obtenidos en la configuracio´n de 4
capas densas D(n,m,t,v) donde D se refiere a capa densa, n es el nu´mero de capas
ocultas, m el nu´mero de neuronas, t activacio´n de la capa oculta y v activacio´n de la
capa extra
D(4,128,L,R) D(4,128,L,S) D(4,128,S,R) D(4,128,S,S) D(4,128,R,R) D(4,128,R,S)
GNSDR 4.46 3.72 3.87 4.51 4.53 5.57
GSIR 8.39 6.46 6.75 8.19 8.24 11.46
GSAR 8.30 9.37 9.28 8.79 8.74 8.05
D(4,256,L,R) D(4,256,L,S) D(4,256,S,R) D(4,256,S,S) D(4,256,R,R) D(4,256,R,S)
GNSDR 4.71 4.39 1.53 4.75 4.58 5.87
GSIR 9.01 8.28 2.44 9.49 8.09 11.93
GSAR 8.58 8.15 13.49 8.38 8.93 8.33
D(4,512,L,R) D(4,512,L,S) D(4,512,S,R) D(4,512,S,S) D(4,512,R,R) D(4,512,R,S)
GNSDR 4.60 5.60 1.29 4.25 4.69 5.69
GSIR 9.22 9.32 2.13 9.38 8.52 11.12
GSAR 8.15 8.12 12.76 8.21 8.85 8.04
D(4,1000,L,R) D(4,1000,L,S) D(4,1000,S,R) D(4,1000,S,S) D(4,1000,R,R) D(4,1000,R,S)
GNSDR 4.68 5.48 2.63 5.43 4.34 5.79
GSIR 9.92 10.17 1.47 10.24 8.12 12.29
GSAR 7.99 8.29 10.37 8.52 8.09 8.37
D(4,2000,L,R) D(4,2000,L,S) D(4,2000,S,R) D(4,2000,S,S) D(4,2000,R,R) D(4,2000,R,S)
GNSDR 4.56 5.37 1.38 4.20 4.22 5.93
GSIR 9.44 11.28 2.10 9.73 8.10 11.66
GSAR 7.92 7.97 11.36 8.15 7.97 8.31
4.3.5. Redes GRU
Los resultados obtenidos pueden verse reflejados en la tabla 4.6. En ella observamos
como con una sola capa oculta obtenemos unos valores de GNSDR 6.20 y 6.40 usando
512 y 1000 neuronas respectivamente consiguiendo el mejor resultado en este trabajo
adema´s de obtenerse unos valores de GSIR y GSAR bastante elevados. E´sto corresponde
teo´ricamente a lo estudiado ya que como hemos mencionado en apartados anteriores
las neuronas de tipo GRU poseen informacio´n de partes anteriores de la cancio´n que
pueden ser relevantes a la hora de la identificacio´n y separacio´n de la voz. Esta gran
mejora con respecto a los me´todos de procesado cla´sico puede observarse en la figura
4.4. En ella puede apreciarse un decremento de intensidad del espectro (azul) lo que
se traduce en un mayor aislamiento aunque en zonas como en el segundo dos aparece
una componente de frecuencias en en la voz original no estaba. A la hora de escuchar
esta´ cancio´n se produce una pequen˜a distorsio´n en la parte mencionada anteriormente.
28
No obstante, conforme vamos aumentando el nu´mero de capas vamos reduciendo de
manera muy reducida los valores de GNSDR, GSIR y GSAR siendo e´stos au´n bastante
aceptables.
Tabla 4.6: Resultados de GNSDR, GSIR y GSAR obtenidos en la configuracio´n de
G(n,m,v) donde G se refiere a capa GRU, n es el nu´mero de capas ocultas, m el
nu´mero de neuronas, y v activacio´n de la capa extra
G(1,128,S) G(1,256,S) G(1,512,S) G(1,1000,S) G(1,2000,S)
GNSDR 5.57 5.93 6.20 6.40 6.21
GSIR 10.51 11.15 11.90 11.58 11.60
GSAR 9.07 8.82 8.80 8.90 8.70
G(2,128,S) G(2,256,S) G(2,512,S) G(2,1000,S) G(2,2000,S)
GNSDR 5.96 5.84 5.90 5.72 5.62
GSIR 11.11 11.63 12.05 11.58 11.78
GSAR 8.81 8.43 8.27 8.50 8.14
G(3,128,S) G(3,256,S) G(3,512,S) G(3,1000,S) G(3,2000,S)
GNSDR 4.74 5.63 5.77 5.65 5.53
GSIR 8.86 11.28 11.96 11.49 11.32
GSAR 8.45 8.40 8.30 8.38 8.22
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Figura 4.4: Espectrograma de los resultados obtenidos usando redes neuronales con la
mejor configuracio´n GRU con 1 capa y 1000 neuronas compara´ndolos con los originales
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Cap´ıtulo 5
Conclusio´n y l´ıneas futuras
En este trabajo se ha realizado un estudio detallado de diferentes me´todos de
separacio´n de fuente, concretamente la separacio´n de la voz de una cancio´n en grabacio´n
mono.
El algoritmo RPCA utiliza la descomposicio´n matricial en una matriz de rango bajo
y una matriz dispersa aprovechando donde en la primera matriz se encontrar´ıa la parte
instrumental y en la segunda la parte vocal. Los valores obtenidos por las me´tricas son
bajos en comparacio´n con otros me´todos utilizados pero tiene como ventaja la ra´pida
convergencia del algoritmo y realizacio´n de la separacio´n de la cancio´n.
El algoritmo REPET depende de la identificacio´n del patro´n de repeticio´n en la
mu´sica para separar la voz del cantante de la mu´sica. En consecuencia, este algoritmo
es altamente sensible al periodo de repeticio´n de la mu´sica. Identificar el patro´n de
repeticio´n preciso es el nu´cleo del algoritmo. Mientras podamos obtener el periodo de
repeticio´n de una mezcla, podr´ıamos filtrar efectivamente la voz cantante de la mezcla
de audio. La desventaja de este algoritmo es que este algoritmo todav´ıa asigna algo
de mu´sica en sen˜al de voz separada debido a que solo las partes que tienen una alta
repeticio´n de patrones de la mu´sica se separan. Sin embargo, aunque este algoritmo no
es capaz de extraer perfectamente la voz original, e´sta es todav´ıa audible.
En cuanto a la utilizacio´n de redes neuronales se ha demostrado la gran potencia
que tienen en el a´mbito de separacio´n de fuentes produciendo unos resultados
considerablemente ma´s altos que los algoritmos de procesado de sen˜al cla´sico. Sin
embargo a la hora de realizar y estudiar las simulaciones con diferentes tipos de
configuraciones se requiere una gran cantidad de tiempo adema´s de un hardware
adecuando que acelere el proceso de entrenamiento de los experimentos y una gran
cantidad de datos para entrenar. Adema´s como hemos observado en nuestro trabajo,
en algunas ocasiones es dif´ıcil de interpretar los comportamientos producidos por dicha
red. Una forma de solventar este problema podr´ıa ser incrementar la cantidad de datos
de entrenamiento.
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Vistos los resultados obtenidos en este trabajo, existen numerosas posibilidades a
la hora de aprovechar este trabajo para ampliar este proyecto en un trabajo final de
ma´ster o doctorado.
Debido a la falta de base de datos, no se ha podido realizar un enfoque de separacio´n
de audio a un tipo de mu´sica determinado. Concretamente se investigar´ıa o se generar´ıa
una base de datos especializada en mu´sica electro´nica para poder trabajar con ese tipo
de mu´sica.
La primera ampliacio´n consistir´ıa en conseguir unos valores de GNSDR, GSIR y
GSAR bastante ma´s elevados en comparacio´n a los de este trabajo con el fin de obtener
una calidad que pueda utilizarse a la hora de manipular audio de estudio.
Una posibilidad ser´ıa modificar la implementacio´n de los algoritmos base RPCA
y REPET con el fin de obtener una mejora de los valores obtenidos en este trabajo.
Adema´s se podr´ıa investigar sobre otros me´todos de procesamiento de sen˜al cla´sico. Un
ejemplo ser´ıa intentar separar la parte harmo´nica de la parte percusiva de una cancio´n
y una vez obtenidas las sen˜ales separadas, realizar la separacio´n de la parte vocal e
instrumental tanto de la parte harmo´nica y parte percusiva para posteriormente sumar
la parte vocal harmo´nica con la parte vocal percusiva y la parte instrumental percusiva
con la parte instrumental harmo´nica
En cuanto al a´rea de mayor mejora ser´ıa utilizando nuevas configuraciones de redes
neuronales. Esto barrer´ıa desde el incremento considerable del numero de neuronas y
capas ocultas. Adema´s de las redes neuronales propuestas en este proyecto existen otro
tipo de redes que funcionan muy bien en proyectos de estas caracter´ısticas como por
ejemplo las redes recurrentes bilineales, redes Long Short Term Memory (LSTM) o
redes convolucionales.
Finalmente una vez obtenida una calidad de separacio´n suficientemente alta como
para trabajar en estudios de mu´sica se proceder´ıa a la implementacio´n de un efecto
de remezcla que an˜adiera o quitara progresivamente la voz de una cancio´n en tiempo
real para en un futuro implementarlo f´ısicamente en algu´n dispositivo electro´nico de
mu´sica.
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