We study the gossip problem in a message-passing environment: When a process receives a message, it has to decide whether the sender has more recent information on other processes than itself. This problem is at the heart of many distributed algorithms, and it is tightly related to questions from formal methods concerning the expressive power of distributed automata. We provide a non-deterministic gossip protocol for message-passing systems with unbounded FIFO channels, using only finitely many local states and a finite message alphabet. We show that this is optimal in the sense that there is no deterministic counterpart. As an application, the gossip protocol allows us to show that message-passing systems capture well-known extensions of linear-time temporal logics to a concurrent setting.
Introduction
Causality is a fundamental concept in distributed computing [1, 16, 20, 21] . In his influential paper [15] , Lamport postulated that events in an execution of a distributed system are partially ordered by what is commonly referred to as the happens-before or causal-precedence relation. Two events that are related in the partial order can be considered causally dependent. Tightly related is the notion of a snapshot, or global system state, which corresponds to a "lateral cut" through the partial order. Snapshot computations are at the heart of many distributed algorithms such as deadlock and termination detection, checkpointing, or monitoring. However, they are intricate due to the absence of a shared memory and unpredictable delay of message delivery, and they continue to constitute a fundamental research area [20] .
A variety of techniques exist to obtain a consistent view of the global system state, ranging from time-stamping to "gossiping". The aim of the latter is to keep track of the latest information that a process has about all other processes. Interestingly, gossip protocols and related techniques such as asynchronous mappings have also been exploited in formal methods, in particular when it comes to establishing the expressive power of an automata model [7, 9, 18, 19] . In particular, gossip protocols are the key to simulating highlevel specifications, which include message sequence graphs and monadic second-order logic [11, 13, 14, 23, 24] . All these techniques and algorithms, however, require that communication be synchronous or accomplished through FIFO channels with limited capacity. Now, it is a standard assumption in distributed computing that channels are a priori unbounded (cf. [20, 21] ). In this paper, we consider the gossip problem in a message-passing environment where a finite number of processes communicate through unbounded point-topoint FIFO channels. The problem can be stated as follows:
Whenever process q receives a message from process r, q has to decide, for all processes p, whether it has more recent information on p than r.
Equivalently, q has to output the most recent local state of p that is still in its causal past. The gossip protocol is superimposed on an existing system. It is passive (also reactive or observational) in the sense that it can add information to messages that are sent anyway. It is neither allowed to initiate extra communications nor to suspend the system activity. This is fundamentally different from classical snapshot algorithms such as the one by Chandy and Lamport [6] , where the system is allowed to intersperse new send and receive events. In fact, like [7, 18, 19] , we will impose additional requirements: Both the set of messages and the set of local states must be finite. Besides being a natural assumption, this will allow us to exploit the gossip protocol to compare the expressive power of temporal logics and message-passing systems.
However, we will show that, unfortunately, there is no deterministic gossip protocol. This impossibility result is in contrast to the deterministic protocols for synchronous communication or message-passing environments with bounded channels [7, 9, 18, 19] .
On the positive side, and as our main contribution, we provide a non-deterministic gossip protocol: For every possible communication scenario, there is an accepting run that produces the correct output (i.e., the correct latest information); there may be system runs that do not produce the correct output, but these runs will be rejected by our gossip protocol.
The (non-deterministic) gossip protocol is an important step towards a better understanding of the expressive power of communicating finite-state machines (CFMs), which are a classical model of message-passing systems [5] . From a logical point of view, maintaining the latest information in a distributed system is a first-order property that requires three variables: An event e on process p is the most recent one in the causal past of an event f if all other events g on p that are in the causal past of f are also in the past of e. Unfortunately, it is not known whether first-order formulas can always be translated into communicating finite-state machines. However, using our gossip protocol, we show that we can deal with all formulas from classical temporal logics that have been studied for concurrent systems in the realm of partial orders [8, 10, 22] . Since gossiping has been employed for implementing other high-level specifications (cf. [17] ), we believe that our procedure can be of interest in other contexts, too, and be used to simplify or even generalize existing results.
To summarize, the motivation of this work comes from distributed algorithms and formal methods. On the one hand, we tackle an important problem from distributed computing. On the other hand, our results shed some light on the expressive power of message-passing systems. In fact, previous logical studies of CFMs with unbounded FIFO channels in terms of existential MSO logic (without happens-before relation and, respectively, restricted to two first-order variables) and propositional dynamic logic [2] [3] [4] do not allow us to solve the gossip problem or to show that CFMs capture abovementioned linear-time temporal logics.
Outline. The paper is structured as follows: In Section 2, we define communicating finitestate machines (CFMs), a fundamental model of message-passing systems. The gossip problem is introduced in Section 3. Our (non-deterministic) solution to the gossip problem is distributed over two parts, Sections 4 and 5. In fact, it is obtained as an instance of a more general approach, in which we are able to compare the latest information transmitted along paths described by path expressions. This general solution finally allows us to translate formulas from linear-time temporal logic into CFMs (Section 6). We conclude in Section 7.
Preliminaries
Communicating Finite-State Machines. We consider a distributed system with a fixed finite set of processes P . Processes are connected in a communication network that contains a FIFO channel from every process p to any other process q such that p = q. We also assume a finite set Σ of labels, which provide information about events in a system execution such as "enter critical region" or "output some value".
In a communicating finite-state machine, each process p ∈ P can perform local actions, or send/receive messages from a finite set of messages Msg. Process p is represented as a finite transition system A p = (S p , ι p , ∆ p ) where S p is the finite set of (local) states, ι p ∈ S p is the initial state, and ∆ p is the transition relation.
A transition in ∆ p is of the form t = (s, γ, s ) where s, s ∈ S p are the source state and the target state, referred to as source(t) and target(t), respectively. Moreover, γ determines the effect of t. First, γ may be of the form a with a ∈ Σ. In that case, t performs a local computation that does not involve any communication primitive. We let label(t) = a. Second, γ may be of the form a, ! q m . Then, in addition to performing a ∈ Σ, process p sends message m ∈ Msg to process q ∈ P \ {p}. More precisely, m is placed in the FIFO channel from p to q. We let receiver(t) = q, msg(t) = m, and label(t) = a. Finally, if γ = a, ? q m , then p receives message m from q, and we let sender(t) = q, msg(t) = m, and label(t) = a.
In addition, our system is equipped with an acceptance condition. In order for an execution to be accepting, all channels have to be empty and the collection of local states in which processes terminate must belong to a set Acc ⊆ p∈P S p . We call the tuple C = ((A p ) p∈P , Msg, Acc) a communicating finite-state machine (CFM) over P and Σ. Example 1. Consider the simple CFM depicted in Figure 1 . The set of processes is P = {p, q, r}. Moreover, we have Σ = { , , } and Msg = { , }. Process p sends messages to q and r. Each message can be either or , and the message sent is made "visible" in terms of Σ. Process r simply forwards every message it receives to q. In any case, the action is , which means that we do not want to reason about the forwarding itself. Finally, q receives and "outputs" messages from p and r in any order. Note that, in this example, there are no local transitions, i.e., every transition is either sending or receiving. 
Message Sequence
Charts. An execution of C can be described by a diagram as depicted in Figure 2 . Process p performs eight transitions, alternately sending a message to q and r. Note that the execution does not keep track of states and messages (unless made "visible" by means of Σ). Let us describe a structure like in Figure 2 formally. We have a nonempty finite set E of events (in the example, E = {e 0 , . . . , e 7 , g 0 , . . . , g 7 , f 0 , . . . , f 7 }). With each event, we associate its process and an action from Σ, i.e., we have mappings loc : E → P and λ : E → Σ. We let E p := {e ∈ E | loc(e) = p} be the set of events executed by process p. A binary relation → ⊆ E × E connects consecutive events of a process: For all (e, f ) ∈ →, there is p ∈ P such that both e and f are in E p . Moreover, for all p ∈ P , → ∩ (E p × E p ) is the direct successor relation of some total order on E p . Finally, the message relation ⊆ E × E connects a pair of events that represent a message exchange. We require that every event belongs to at most one pair from , and for all (e, f ), (e , f ) ∈ such that e, e ∈ E p and f, f ∈ E q , we have both p = q and (FIFO) e → * e iff f → * f . Finally, ≤ := (→ ∪ ) * must be a partial order. Its strict part is denoted < = (→ ∪ ) + . We call M = (E, →, , loc, λ) a message sequence chart (MSC) over P and Σ. The set of message sequence charts is denoted by MSC(P, Σ). Runs and the Language of a CFM. Let C = ((A p ) p∈P , Msg, Acc) be a CFM and M = (E, →, , loc, λ) be an MSC over P and Σ. A run of C on M associates with every event e ∈ E p (p ∈ P ) the transition ρ(e) ∈ ∆ p that is executed at e. We require that 1. for all events e ∈ E, we have label(ρ(e)) = λ(e), 2. for all processes p ∈ P such that E p = ∅, we have source(ρ(e)) = ι p where e is the first event of p (i.e., e does not have a →-predecessor), 3. for all process edges (e, f ) ∈ →, we have target(ρ(e)) = source(ρ(f )), 4. for all local events e ∈ E (e is neither a send nor a receive), ρ(e) is a local transition, and 5. for all message edges (e, f ) ∈ , say, with e ∈ E p and f ∈ E q , ρ(e) ∈ ∆ p is a send transition and ρ(f ) ∈ ∆ q is a receive transition such that msg(ρ(e)) = msg(ρ(f )), receiver(ρ(e)) = q, and sender(ρ(f )) = p.
To determine whether ρ is accepting, we collect the last state of every process p. If
where e is the last event of
Finally, the language of A is L(A) := {M ∈ MSC(P, Σ) | there is an accepting run of A on M }. For example, the MSC from Figure 2 is in the language of the CFM from Figure 1 .
The Gossip Problem
We are looking for a protocol (a CFM) that solves the gossip problem: When a process q receives a message at some event f ∈ E q , it should be able to tell what the most recent information is that it has on another process, say p. More precisely, it should determine the label λ(e) of the last (i.e., most recent) event e of E p that is in the (strict) past of f . For example, consider the MSC in Figure 3 (for the moment, we ignore the bottom part of the figure) . At the time of executing event f 5 , process q is supposed to "output" , since the most recent event on p is e 5 . Let us formally define what it means to be the most recent event. For all f ∈ E and p ∈ P , we define ↓ p (f ) = {e ∈ E p | e < f } to be the set of events on process p that are in the past of f . We let
Thus, latest p (f ) is the most recent event of p in the past of f .
Example 3.
Consider the MSC from Figure 3 . We have
The CFM from Figure 1 (cf. Example 1) can be seen as a first (naïve) attempt to solve the gossip problem. When q receives a message from p, it "outputs" the color of the sending event, and when q receives a message from r, it outputs the color transmitted by r. However, both rules are erroneous: Consider the MSC in Figure 2 . At f 2 and f 5 , process q should have announced , but it outputs . Actually, what we would like to have is the behavior depicted in Figure 3 where, for all i ∈ {0, . . . , 7}, we get λ( Formally, we will treat "outputs" in terms of additional labels from another finite alphabet Ξ. To do so, we consider CFMs and MSCs over P and Σ × Ξ. An MSC over P and Σ × Ξ is called an extended MSC. It can be interpreted, in the expected way, as a pair (M, ξ) where M = (E, →, , loc, λ) is an MSC over P and Σ, and ξ : E → Ξ. If (M, ξ) is accepted by the gossip CFM, ξ(e) shall provide the latest information that e has about any other process. That is, Ξ is the finite set of functions from P to Σ ∪ {⊥}. We assume ⊥ ∈ Σ and λ(⊥) = ⊥.
We are now looking for a CFM A gossip over P and Σ × Ξ that has the following property:
The language L(A gossip ) is the set of extended MSCs ((E, →, , loc, λ), ξ) such that, for all events e ∈ E, ξ(e) is the function from P to Σ {⊥} defined by
Thus, the gossip CFM A gossip allows a process to infer, at any time, the most recent information that it has about all other processes wrt. the causal past. In fact, we will pursue a more general approach based on path expressions. A path expression allows us to define what we actually mean by "causal past". More precisely, it acts as a filter that considers only events in the past that are (co-)reachable via certain paths (e.g., visiting only certain processes or at least one event with a given label). Path expressions and their properties are studied in Section 4. In Section 5, we construct a CFM that, at any event, is able to tell which of two path expressions provides more recent information. We then obtain A gossip as a corollary.
Comparing Path Expressions
In this section, we introduce path expressions and establish some of their properties.
Path Expressions
Let us again look at our running example (cf. Figure 3 ). In the gossip problem, we need to know whether the most recent information has been provided along a message from p to q, which will be represented by the path expression π = p,q * − →, or via the intermediate process r, represented by the path expression π = p,r * − → r,q * − →. We will write π f5 π to describe the fact that pred π (f 5 ) ≤ pred π (f 5 ), where pred π (f 5 ) = e 4 and pred π (f 5 ) = e 5 denote the most recent events from which a π-path and, respectively, π -path to f 5 exist.
Let us be more formal. A path expression is simply a finite word over the alphabet
We let ε be the empty word and introduce + − → as a macro for the word → * − →. Let M = (E, →, , loc, λ) be an MSC. For all path expressions π ∈ Γ * , we define a relation π M ⊆ E × E as follows: 
We say that a pair of processes (p, q) is compatible with π ∈ Γ * if π may describe a path from p to q. Formally, we define Comp(π) ⊆ P × P inductively as follows:
, where • denotes the usual product of binary relations. Note that, for each p, there is at most one q such that (p, q) ∈ Comp(π). Conversely, for each q, there is at most one p such that (p, q) ∈ Comp(π). We denote by Π p,q the set of path expressions π ∈ Γ * such that (p, q) ∈ Comp(π).
Next, given π ∈ Γ * and e ∈ E, we define pred π (e) and succ π (e), which denote the most recent (resp. very next) event from which there is a π-path to e (resp. to which there is a π-path from e). We extend ≤ with the new elements ⊥ and by setting ⊥ < e < for all e ∈ E. As before, we will assume λ(⊥) = ⊥. Moreover, λ( ) = .
All events f such that (f, e) ∈ π M (resp. (e, f ) ∈ π M ) are located on the same process. Hence, we can define, with max ∅ = ⊥ and min ∅ = :
The next lemma states that pred π and succ π are monotone.
Lemma 6. Let π ∈ Γ
* and e, f ∈ E. The following hold: 1. If pred π (e) = ⊥, pred π (f ) = ⊥, and e * − → f , then pred π (e) ≤ pred π (f ).
2.
If succ π (e) = , succ π (f ) = , and e * − → f , then succ π (e) ≤ succ π (f ). Proof. We show 1. and 3. The other two cases are analogous. For 1., the proof is by induction on π. We assume pred π (e) = ⊥ and pred π (f ) = ⊥. The case π = ε is immediate.
Suppose π = π r,q . There exists some e ∈ E r such that e e and pred π (e) = pred π (e ). Similarly, there exists f ∈ E r such that f f and pred π (f ) = pred π (f ). Because of the FIFO ordering, we have e * − → f , and by induction hypothesis, we get pred π (e) ≤ pred π (f ). The cases π = π → and π = π a are similar. Suppose π = π * − →. Due to (pred π (e), e) ∈ π M and e * − → f , we have (pred π (e), f ) ∈ π M . By definition of pred π (f ), we then get pred π (e) ≤ pred π (f ).
For 3., we assume that pred π (e) = ⊥. We have
there is e such that g = pred π (e ) and e * − → e. From 1., we deduce that g ≤ g.
Now, let us define formally when a path π provides (strictly) more recent information than a path π. Fix p, q ∈ P . For all e ∈ E q and π, π ∈ Π p,q , we let
π ≺ e π if pred π (e) < pred π (e), i.e., π e π .
The definition is illustrated in Figure 3 . Recall that our goal is to construct a CFM computing the label of latest p (e) for all events e ∈ E q . Later (in Section 5.1), we show that, for all π, there exists a CFM associating with each event e the label of pred π (e). Thus, it will be enough to construct a CFM that identifies, for each event e, some π ∈ Γ * such that pred π (e) = latest p (e). Moreover, path expressions of bounded length will suffice: If f < e, then there is a path from f to e that enters and leaves each process at most once.
To achieve our goal, we will build a CFM A computing the total preorders e (restricted to path expressions of bounded size) for all events e on a given process q. In particular, A is sufficient to determine, for all e ∈ E q and p ∈ P , some π ∈ Π p,q such that latest p (e) = pred π (e). The idea is that A first determines e for the minimal event e in E q . Then, for all π, π ∈ Π p,q , it computes the set of events where the order between π and π is switched. In Figure 3 , these switching events are f 3 , f 6 , and f 7 . The next subsection provides a characterization of the preorder that can then (in Section 5.2) be implemented as a CFM.
A Characterization of e
Given p, q ∈ P and π, π ∈ Π p,q , we define the function α π,π : E q → E q ∪ {⊥, } (omitting index (p, q)) as follows: α π,π (e) = succ π (pred π (e)), with succ π (⊥) = ⊥. So we have α π,π (e) = f ∈ E q if there is g ∈ E p such that pred π (e) = g and succ π (g) = f , α π,π (e) = ⊥ if pred π (e) = ⊥, and α π,π (e) = if pred π (e) = g ∈ E p but succ π (g) = .
From Lemma 6, we can deduce monotonicity of α π,π : Generally, the relation e can be characterized as follows (cf. also Figure 4 ): Lemma 9. Let π, π ∈ Π p,q with p, q ∈ P , and f ∈ E q .
Assume that there exists no e with
e → f . Then, π f π iff pred π (f ) = ⊥ or α π, * − →π (f ) = f .
Assume that there exists e ∈ E q such that e → f and π
* − → ≺ e π * − →. Then, π f π iff pred π (f ) = ⊥ or α π, * − →π (f ) = f .
* − → e π * − →. Then, π ≺ f π iff pred π (f ) = ⊥ and pred π (f ) = ⊥, or α π , + − →π (f ) = f .
Proof.
If pred π (f ) = ⊥ or pred π (f ) = ⊥, the proof of 1., 2., and 3. is immediate. So we assume this is not the case, and we let g = pred π (f ) ∈ E p and g = pred π (f ) ∈ E p .
We first show that π f π iff α π, * − →π
or it is an event to the right of f ).
Similarly, we have π ≺ f π iff α π ,
So, in all three statements, all that remains to be proved is the equality in the left-to-right implications: 1. Assume f is →-minimal and π f π . By the above, we have α π, * − →π (g) ≤ f . Now, suppose f < f and, therefore, f ≤ e. Notice that pred π (f ) = ⊥ and g ≤ pred π (f ). Using Lemma 6 (monotonicity), we obtain the following contradiction:
3.
Assume e → f , π * − → e π * − →, and π ≺ f π. In particular, f = α π ,
suppose f ≤ e. Notice that pred π (f ) = ⊥ and g < pred π (f ). Using Lemma 6 (monotonicity), we obtain the following contradiction:
This concludes the proof.
5

Constructing the Gossip CFM
In this section, we construct A computing the total preorders e over a finite set of path expressions Π. We define the size of Π as Π = π∈Π |π|, where |π| denotes the length of π.
CFMs for α π,π
Lemma 10. Let Θ be a finite set such that ⊥ / ∈ Θ, and π ∈ Γ * a path expression. There exists a CFM with |Θ| O(|π|) states recognizing the set of extended MSCs (M, ξ) with ξ : E → Θ × (Θ ∪ {⊥}) such that, for all events e, ξ(e) is a pair (ξ 1 (e), ξ 2 (e)) such that ξ 2 (e) = ξ 1 (pred π (e)), with ξ 1 (⊥) = ⊥.
Proof. Let Π = {π ∈ Γ * | ∃π ∈ Γ * : π = π π } be the set of prefixes of π. The state of the CFM taken at event e will consist of a function θ(e) : Π → Θ ∪ {⊥} such that, for all e ∈ E and π ∈ Π, θ(e)(π ) = ξ 1 (pred π (e)). If e is a send event, the function θ(e) is sent as a message. In order to determine θ(e)(π 1 ) for all events e and π 1 ∈ Π, the CFM only allows transitions ensuring the following:
Finally, the CFM checks that, for all events e, ξ 2 (e) = θ(e)(π), i.e., ξ 2 (e) = ξ 1 (pred π (e)).
We can prove a similar result for succ π : Lemma 11. Let Θ be a finite set such that / ∈ Θ, and π ∈ Γ * a path expression. There exists a CFM with |Θ| O(|π|) states recognizing the set of extended MSCs (M, ξ) with ξ : E → Θ × (Θ ∪ { }) such that, for all events e, ξ(e) is a pair (ξ 1 (e), ξ 2 (e)) such that ξ 2 (e) = ξ 1 (succ π (e)), with ξ 1 ( ) = .
Proof. Let Π = {π ∈ Γ * | ∃π ∈ Γ * : π = π π } be the set of suffixes of π. The state of the CFM taken at event e will consist of a function θ(e) : Π → Θ ∪ { } such that, for all e ∈ E and π ∈ Π, θ(e)(π ) = ξ 1 (succ π (e)). If e is a send event, the function θ(e) is sent as a message. In order to determine θ(e)(π 1 ) for all events e and π 1 ∈ Π, the CFM only allows transitions ensuring the following:
If θ(e)(π 2 ) = , then θ(e)(π 1 ) = θ(e)(π 2 ) (Lemma 6). If θ(e)(π 2 ) = and e is →-maximal, then θ(e)(π 1 ) = . If θ(e)(π 2 ) = and e → f for some f , then θ(e)(π 1 ) = θ(f )(π 1 ). Suppose π 1 = p,q π 2 . If e ∈ E p and there is an event f ∈ E q such that e f , then θ(e)(π 1 ) = θ(f )(π 2 ). Otherwise, θ(e)(π 1 ) = . Suppose π 1 = aπ 2 . If λ(e) = a, then θ(e)(π 1 ) = θ(e)(π 2 ). Otherwise, θ(e)(π 1 ) = . Finally, the CFM checks that, for all events e, ξ 2 (e) = θ(e)(π), i.e., ξ 2 (e) = ξ 1 (succ π (e)).
As a corollary, we obtain a CFM for α π,π : Lemma 12. Let Θ be a finite set such that Θ ∩ {⊥, } = ∅, p, q ∈ P , and π, π ∈ Π p,q . There exists a CFM with |Θ| O(|π|+|π |) states recognizing the set of extended MSCs (M, ξ) with ξ : E → Θ × (Θ ∪ {⊥, }) such that, for all events e ∈ E q , ξ(e) is a pair (ξ 1 (e), ξ 2 (e)) such that ξ 2 (e) = ξ 1 (α π,π (e)).
We are now ready to prove that there exists a CFM A α,π,π that determines, for each event e, whether α π,π (e) = e. Lemma 13. Let π, π ∈ Π p,q with p, q ∈ P . There exists a CFM A α,π,π over P and Σ × {0, 1} with 2 O(|π|+|π |) states that recognizes the set of MSCs (M, γ) such that, for all events e on process q, we have γ(e) = 1 iff α π,π (e) = e.
Proof. We denote by L the set of MSCs (M, γ) such that, for all events e on process q, γ(e) = 1 iff α π,π (e) = e. To ensure that the input MSC is in L, the CFM A α,π,π will use a coloring of the events of process q, constructed in such a way that, for all events e on process q, the events e and α π,π (e) have the same color iff they are equal.
Formally, we consider doubly extended MSCs (M, γ, ζ) with γ : E → {0, 1} and ζ : E → { , , , }. As usual, we define ζ(⊥) = ⊥ and ζ( ) = . LetL be the set of MSCs (M, γ, ζ) such that the following hold: 1. Denoting by e 1 < e 2 < · · · < e k the events on process q with γ(e i ) = 1, we have ζ(e i ) = if i is odd, ζ(e i ) = if i is even, and ζ(e) ∈ { , } if e ∈ E q \ {e 1 , . . . , e k }.
Intuitively, ζ(e) will be a color computed (if γ(e) = 1) or guessed (if γ(e) = 0) by
We first show that there exists a CFM acceptingL. First, applying Lemma 12 with Θ = { , , , }, we know that there exists a CFM accepting the set of MSCs (M, γ, ξ) with ξ : E → Θ×(Θ∪{⊥, }) such that, for all events e, ξ(e) = (ξ 1 (e), ξ 2 (e)) = (ξ 1 (e), ξ 1 (α π,π (e)). We then restrict the transitions of this CFM so that it additionally checks that, for all events e on process q, γ(e) = 1 iff ξ 1 (e) = ξ 2 (e). By projection onto the first component of ξ, we obtain a CFM acceptingL.
We define A α,π,π as the CFM recognizing the projection ofL on Σ × {0, 1}. We claim that L(A α,π,π ) = L.
We first prove the left-to-right inclusion. Suppose (M, γ, ζ) ∈L, with e 1 , . . . , e k defined as above. Towards a contradiction, assume (M, γ) ∈ L. For all events e ∈ E q \ {e 1 , . . . , e k }, we have ζ(e) = ζ(α π,π (e)), hence α π,π (e) = e. So there exists g 0 ∈ {e 1 , . . . , e k } such that
. . have the same color, and all h 0 , h 1 , . . . carry the complementary color. Thus, g i = h i for all i ∈ N. But, by Lemma 7, this implies g 0 < h 0 < g 1 < h 1 < . . . which contradicts the fact that we deal with finite MSCs.
Next, we show that
Consider the graph G = (E q , {(e, α π,π (e)) | e ∈ E q ∧ α π,π (e) ∈ E q }). Every vertex has outdegree at most 1, and, since α π,π is monotone, there are no cycles except for self-loops. So the restriction of G to E 0 is a forest, and there exists a 2-coloring χ : E 0 → { , } such that, for all e ∈ E 0 with α π,π (e) ∈ E 0 , we have α π,π (e) ∈ {⊥, } or χ(e) = χ(α π,π (e)). Define ζ : E → { , , , } by ζ(e) = χ(e) for e ∈ E 0 and as in Condition 1. for e ∈ E 1 . Notice that Condition 2. is satisfied. Hence, (M, γ, ζ) ∈L and (M, γ) ∈ L(A α,π,π ).
The Gossip CFM
Let p, q ∈ P and Π be a finite subset of Π p,q . We are now in a positon to build a (nondeterministic) CFM that outputs, at every event e ∈ E q , the restriction of e to Π × Π. f is minimal on process q, and
In fact, for the gossip problem, one needs only a particular set of path expressions. For a sequence w = p 1 . . . p n ∈ P + of pairwise distinct processes, we define the path expression π w by π w = + − → if n = 1, and
be the set of all those path expressions (which is finite). Finally, given processes p, q ∈ P , we define Π
We can now apply Lemma 14 to all sets Π Proof. The CFM A gossip guesses, for all e ∈ E q , some π ∈ Π gossip p,q . Using Lemma 14, it verifies latest p (e) = pred π (e). Moreover, using Lemma 10, it checks that ξ(e) = λ(pred π (e)).
Next, we show that A gossip is, unavoidably, non-deterministic. Following [12] [13] [14] Proof. Let P = {p, q, r} and Σ = { , , }. The symbol will only be used for clarity, and could be replaced arbitrarily with or . We show that there exists no deterministic CFM recognizing the set L of MSCs M = (E, →, , loc, λ) such that for all e ∈ E q , λ(e) = λ(latest p (e)). As a consequence, there is no deterministic gossip CFM over P and Σ.
model of shared-memory systems. We will show below that this is still true when formulas are interpreted over MSCs and the system model is given in terms of CFMs.
Many temporal logics over partial orders are captured by the following generic language, which we call LTL(Co,Ũ,S). The set of LTL(Co,Ũ,S) formulas is defined as follows:
where a ∈ Σ, p ∈ P .
A formula ϕ ∈ LTL(Co,Ũ,S) is interpreted over events of MSCs. We say that M, e |= a if λ(e) = a; similarly, M, e |= p if loc(e) = p. The Co modality jumps to a parallel event:
M, e |= Co ϕ if there exists f ∈ E such that e ≤ f , f ≤ e, and M, f |= ϕ. We use strict versions of until and since:
M, e |= ϕ 1Ũ ϕ 2 if there exists f ∈ E such that e < f and M, f |= ϕ 2 and, for all e < g < f, M, g |= ϕ 1 M, e |= ϕ 1S ϕ 2 if there exists f ∈ E such that f < e and M, f |= ϕ 2 and, for all f < g < e, M, g |= ϕ 1 .
This temporal logic and others have been studied in the context of Mazurkiewicz traces [8, 10, 22] . The logic introduced by Thiagarajan in [22] uses an until modality U p corresponding to the usual LTL (non-strict) until for a single process p, together with a unary modality O p interpreted as follows: O p ϕ holds at e if the first event on process p that is not in the past of e satisfies ϕ. Other interesting modalities are X p and Y p with the following meaning: X p moves to the first event on process p in the strict future of the current event, while Y p moves to the last event on process p that is in the strict past of the current event. All these modalities can be expressed in LTL(Co,Ũ,S):
It turns out that we can exploit our gossip protocol to translate every LTL(Co,Ũ,S) formula into an equivalent CFM: Proof. We construct A ϕ by induction on ϕ. The cases ϕ = a, ϕ = p, ϕ = ¬ψ, and ϕ 1 ∨ ϕ 2 are straightforward. For ϕ = Co ψ, we compose A ψ with a CFM that tests, for each event e, whether it is parallel to some 1-labeled event. The existence of such a CFM (with 2 states) has been shown in [2, Lemma 14] .
Suppose that we have CFMs A ϕ1 and A ϕ2 for ϕ 1 and ϕ 2 . The input MSCs of A ϕ1Sϕ2 will be "pre-labeled" using A ϕ1 and A ϕ2 , and by projection we can assume that we work with MSCs over an alphabet {a, b, c, d} where a stands for ϕ 1 ∧ ϕ 2 , b stands for ϕ 1 ∧ ¬ϕ 2 , c stands for ¬ϕ 1 ∧ ϕ 2 , and d stands for ¬ϕ 1 ∧ ¬ϕ 2 . So the construction of A ϕ1Sϕ2 comes down to the construction of a CFM over {a, b, c, d} for the formula (a ∨ b)S (a ∨ c) ≡ p,q∈P ϕ p,q where ϕ p,q = q ∧ (a ∨ b)S (p ∧ (a ∨ c)) . Moreover, since < = π∈Π gossip M π , it is not difficult to check that, for all e ∈ E p , we have: M, e |= ϕ p,q iff max pred π (e) | π ∈ a · Π Indeed, this can be read as "the last event f ∈ E q satisfying a ∨ c in the past of e happens after the last event g ∈ E q such that there exists h with g < h < e which is not labeled a or b". Moreover, by Lemma 14, this property can be tested by a CFM.
As CFMs are closed under mirror languages, we can also construct a CFM for ϕ 1Ũ ϕ 2 .
Note that this result is orthogonal to all other known translations of logic formulas into unbounded CFMs [2] [3] [4] .
Conclusion
We studied the gossip problem in a message-passing environment with unbounded FIFO channels. Our non-deterministic protocol is of own interest but also sheds light on the expressive power of communicating finite-state machines. It allows us to embed well-known temporal logics into CFMs, i.e., properties that typically use three first-order variables. We believe that we can go further and exploit gossiping to capture even more expressive logics and other high-level specifications based on the notion of message sequence graphs. We leave this to future work.
