Abstract-This paper proposes a noise-predictive detection algorithm for intersymbol interference channels with linear regressive noise. A block factorization of the covariance matrix of the linear regressive Gaussian noise is used to derive the branch metrics. This algorithm exhibits near optimal performance. A generalization of this algorithm to signal dependent linear regressive noise is also presented and its performance improvement over conventional algorithms with comparable complexity is shown using simulation results.
II. PROBLEM STATEMENT
First, let us establish some notation. We use uppercase letters for matrices. Vectors are lower case bold, and underline designates that the vector or matrix is formed of building sub-blocks. Given vectors x i , . . . , x i+k , x i+k i is defined as a vector consisting of all elements of x i up to x i+k . We let X 0 , . . . , X q and Y 1 , . . . , Y q be matrices of the same size, and the block Toeplitz matrix T, by enumeration of its elements T = X 0 , . . . X q ; Y 1 , . . . , Y q , represents
Let the received signal be expressed as
where the noise n i is Gaussian (colored) with zero mean, a j 's are the known discrete channel response of ISI length r , and x i belongs to alphabet set X = {−1, 1}. Let us rewrite (2) as See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
III. VECTOR NOISE-PREDICTIVE VITERBI ALGORITHM

A. Colored Noise
We derive the VNP Viterbi algorithm for a multivariate MA noise model defined as
for some q, where i 's are known m × m matrices and the w i 's are m × 1 white Gaussian noise vectors. The noise is a discrete time stationary process and its covariance matrix has a block Toeplitz structure [8] . We let T, the covariance matrix of Gaussian noise, be expressed in the following block Toeplitz form 's, and matrix J is the anti-identity matrix. This factorization is a variation of the celebrated Gohberg-Semençul decomposition [10] . The derivation is given in Appendix A.
Without loss of generality, let the monic polynomial (z)
q z −q be the description of a multivariate moving average filter where z is a complex value. As long as the zeros of det (z) lie strictly inside the unit circle, the whitening filter matrices R i 's norms decay exponentially with respect to i [11] . Recall that the R i 's are in reverse order in the definition of L 2 . Under the aforementioned circumstances, one can show that T −1 and L T 1 D −1 L 1 are asymptotically equivalent. Proof is given in Appendix B. Hence, we use L T 1 D −1 L 1 as an approximation of the inverse of the covariance matrix. The rapid decrease in norm of the R i 's guarantees that the approximation has a negligible effect on the detection outcome. Similar approximations for the likelihood function have been used in [8] .
In order to derive the likelihood function, let us use the approximation of the inverse of the covariance matrix to express the conditional distribution in (4) as
The logarithm is a strict monotonic function, which allows us to replace the objective function in (4) with the minimization of the following
In our calculation of the branch metrics, we skip the first term since the constant term does not change the outcome of the minimization. The determinant in (8) 
and the predicted noise termn k in the branch metric at time k isn
This formulation dictates the following changes to the trellis diagram implementation: i) there are 2 m branches leaving/entering each state, and the number of states remains 2 r (for r ≥ m); ii) there is a possibility of some branches overlapping. The prediction termn k is estimated by the tentative decisions on the trellis diagram (see [2] and [12] for details.) The VNP Viterbi algorithm is suboptimal since the decisions are made based on a finite number of states. In practice, we approximate the sum in (10) by its first few terms: the iterator j starts from max{k − l, 1} for a fixed number l, which is the number of predictor taps.
B. Pattern Dependent Colored Noise
We would like to extend our results to signal dependent noise. Unfortunately, the problem does not conform to a symmetric Toeplitz structure and therefore we are unable to use the Gohberg-Semençul decomposition. In this section, we present a practical way of incorporating the noise predictor in the Viterbi algorithm for linear regressive noise with signal dependent coefficients. To do so, we present an alternative decomposition, which allows us to write the branch metrics. The data dependency can have different formulations. We let the noise model n k in (3) be defined by its elements as
where each matrix i depends on x k k−q and w i are white Gaussian noise vectors of size m × 1.
First, we give a factorization of the inverse of the signal dependent covariance matrix. Based on this factorization, we derive a signal dependent VNP Viterbi algorithm. Let T be a block matrix with its LDU decomposition [9] 
and
and U i, j , the first subscript i is an indicator of the distance from the matrix diagonal and second subscript is the row. Given that all leading principal minorsD i , i = 1, . . . , p are non-singular, we introduce a factorization for the signal dependent covariance matrix of a regressive model. Based on this factorization, the result in Section III.A is generalized for signal dependent noise. We write the block UDL decomposition of the inverse as in the following lemma.
Lemma 1: A banded block matrix T with its UDL decomposition is invertible if the following equations are solvable
andD i is invertible for all j = 1, . . . , p. Furthermore, the inverse can be written as
For m × m matrices R j i and W j i , the first subscript i is an indicator of the distance from the matrix diagonal and superscript is the row. The decomposition is simply a variation of the Cholesky decomposition. Proof is given in Appendix C.
We derive the branch metrics for q = 1, generalization to other values is straightforward. Let the linear regression covariance matrix of the pattern dependent noise be expressed as
where we assume U 1,i = L 1,i = I . To emphasize that the covariance sub-matrices depend on the input signal, we denote each as a function of vectors x k . Each element of the the covariance matrix of noise can be written as
The noise model n k in (11) has an LDU decomposition in the form of (17) and (18) . This can be seen as a block tridiagonal decomposition of the covariance matrix [13] . The matter is best explained by an example, as given below.
Once the noise covariance matrix is in LDU form, we solve (14) and (15) to find R, W 's. We recall that the set of equations in (14) is in reduced echelon form. Therefore, from (14) , for i = 1, we have R 
since the determinants of U and L are both 1. The predicted noise becomeŝ
The predictor coefficients depend on the input data, and therefore the states are further extended to account for different choices of R and W . These matrices, which carry data dependent prediction parameters, are calculated offline. Example 1: Assuming σ 2 w = 1 and a (1-D) partial response channel, let the linear regressive model for noise be expressed as 
. In matrix block form we can write the i 's as
Since the linear regression is of order two we pick m = 2.
In the matrix form if we define matrix L (x) as
the covariance matrix is
The first equality follows from the definition of covariance matrix and the second equality comes from the linearity of expectation.
In a block form, to get the L(x) in LDU decomposition, we simply multiply L (x) with the the inverse of
Therefore, we can rewrite the LDU decomposition as
and C 0 (x i ) = B 0 (x i )B 0 (x i ) T and so on. We derive the R, W 's by solving (14) , (15) .
IV. SIMULATIONS AND DISCUSSION
We evaluate the performance of the proposed algorithms with an additive Gaussian noise with known correlation.
First, we use a channel with ISI memory r = 2, with a = [1, 0.5, 0.2], and MA noise model with coefficients b = [1, 0.6, 0.4]. The noise is of order m = 3. Let · indicate the norm, then the signal-to-noise-ratio (SNR) is defined as the signal power, i.e., a 2 , over the noise variance σ 2 n = σ 2 w b 2 . We change the value of the noise variance, σ 2 w , to achieve different SNR's. We show the bit-error-rate (BER) performance for different detectors in Fig. 1 . The curve marked as Euclidean Viterbi represents the conventional Viterbi algorithm that computes the Euclidean distance of the received noise. This configuration does not consider any compensation for the noise correlation. We also show the noise-predictive maximum likelihood (NPML) [2] performance. The trellis has four states for both algorithms, but the VNP algorithm requires Although the NPML algorithm uses the predicted noise to improve the performance, the error propagation degrades the result. The analysis of the phenomenon is given in [6] . The VNP algorithm label denotes the algorithm derived in (9) with l prediction taps. If we let l = 0, the algorithm reduces to Altekar and Wolf's [12] . For l = 2, we did not observe a significant improvement over the one tap predictor. At a BER of 10 −3 , the proposed detector shows a 1 dB improvement over Altekar and Wolf's algorithm which is itself 1.25 dB away from the Viterbi detector. The matched filter lower bound for the probability of error is given by [1] 
where the function Q(u) is the probability of a normal random variable being greater than u. The d min is the adjusted minimum distance for the channel response filtered through the whitening filter.
To test the pattern dependent VNP algorithm, we used a channel with r = 1, namely, a = [1, −1], and the parameters that are given in Table I . Noise power changes over time depending on which data has been transmitted:
2 for each row in Table I . Since we assume the input bits are equiprobable, the SNR is the signal power over the average of these noise powers, σ 2 n . The known correlation coefficients generate the prediction block matrices R and W which have been computed off-line. In all noisepredictive Viterbi algorithms, the predictor was restricted to one tap, l = 1. Since the regressive noise is of order two, m = 2, we build the trellis with 8 states at each step with 4 branches leaving/entering each state. The branch metrics are as given in (19) with one tap predictor, l = 1. The detector uses 64 additions and 32 × 5 vector multiplications at a time. The performance of the detector is compared to a pattern dependent noise-predictive maximum likelihood (PDNP-ML) algorithm described in [3] and an NPML algorithm given in [7] . The PDNP-ML algorithm has the same number of states on the trellis diagram and 32 multiplication at each stage. The NPML algorithm [7] has a relatively low complexity and for our channel we used a 4 state trellis. The noise parameter given here does not match a Markovian description, but, for the purpose of comparison, we use the output of the channel to estimate the parameters of a pattern dependent Markov noise model of order 3. For the channel given in Table I , and parameters b 1 (x) to describe the pattern dependent linear regressive model, we show the results in Fig. 2 . At 10 −3 , the proposed detector shows almost 1 dB improvement over the Viterbi algorithm and 0.5 dB improvement over the PDNP-ML algorithm. The poor performance of the PDNP-ML algorithm is mostly rooted in the Markovian assumption: the mismatch between the actual noise and the Markov model degrades its performance. Fig. 3 repeats the simulations for the same channel where the coefficients of the noise are given by b 2 (x) in Table I . In our simulations the VNP algorithm performed as well as or better than the PDNP-ML, and NPML algorithms depending on the noise characteristics.
A genie aided detector that knows a-priori the two possible candidates for the transmitted signal provides a lower bound for our detector. Assume one candidate is the transmitted signal x and the other candidate has a single bit error. For each transmitted signal x, we determine the minimum distance. That is to find the errors that are most probable. The derivation of d min is explained in [3] and [14] . We scale d min by b(x) for which the erroneous bit has occurred. Once we find d min for each transmitted signal then the probability of error is bounded by [15] We have kept the length of vector x small enough to be able to run the simulations. The comparison shows our algorithm is less effective when larger number of errors are present at lower SNRs. A more elaborate error analysis, although possible, is beyond the scope of this paper.
V. CONCLUSION
We presented a variation of the noise-predictive Viterbi algorithm and tested it on a partial response channel. The VNP Viterbi algorithm generalizes the states to accommodate a vector of the received signal at each step. The simulation results show that this technique helps to improve the performance of the detector in the presence of colored noise. In our example for MA noise the curves are close to the optimum solution. This result is particularly interesting in the case of pattern dependent noise for which we derived a modified version of the detector. . . .
and the diagonal elements at step k are
We derive (31) by following the steps in [17] : suppose the LDL decomposition of
which reveals the following decomposition for the inverse of T k+1 as
since the product of (32) and (33) is the identity. Solving the equality in (32) for D k and k , we have
k+1 k+1 where we used the persymmetric property for the second equality [17] . By substituting T −1 k+1 with the left-hand side of (33) we get (31).
APPENDIX B PROOF OF ASYMPTOTIC EQUIVALENCE
The Frobenius norm is denoted as . F , and |A| indicates 1 √ n A F for matrix A of size n × n. To show that the two matrices are asymptotically equivalent we need to show that lim p→∞ L 2 D −1 L 2 = 0.
We know that we can bound the norm by the product of the norms of each matrix [18] 
The norm is bounded below and therefore we only need to show that lim p→∞ L 2 = 0. In addition, the Frobenius norm of a block matrix can be stated in terms of the norm of each block 
where the identity matrix in (39) sits on the k-th block row. In addition, we know that 
