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Resumo
A identificação de fraudes e conluios em licitações de obras públicas é uma tarefa man-
ual dispendiosa dependente tanto de experiência profissional quanto de profundo conheci-
mento técnico e legal. As bases de dados públicas, aliadas a dados de licitações e contratos
previamente analisados por peritos criminais altamente capacitados, formaram a base de
dados passível de ser analisada para a identificação de atos ilícitos. Neste trabalho é pro-
posta uma metodologia para realizar a detecção e classificação automática de padrões de
conluio em licitações públicas, utilizando como fontes os dados disponíveis nos principais
repositórios oficiais públicos, agregando a utilização de técnicas de reconhecimento de
padrões para a realização deste objetivo proposto. Em uma abordagem inicial, obteve-se
com sucesso para a formação da base de dados do trabalho um total de 15.132.968 pub-
licações da Seção 3 do Diário Oficial da União em formato de texto e 1.907 documentos
como referência de indicativo de atividades de conluio (estes disponibilizados por institu-
ição parceira) que indicavam risco no processo licitatório. Foram testados modelos lineares
clássicos, redes neurais profundas, bottleneck, Bi-LSTM e multicanal com vetorização do
texto com TF-IDF e DOC2VEC, e dados estruturados extraídos do texto. O melhor F1-
score foi obtido com o modelo passive-aggressive com 93,4% e o modelo bottleneck obteve
93,0% com melhor precisão.
Palavras-chave: Reconhecimento de Padrões, Processamento Linguagem Natural, Lici-
tações de Obras Públicas, Conluio
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Abstract
Identifying fraud and collusion in public bids is an expensive manual task and de-
pendent on professional experience using in-depth technical and legal knowledge. Public
databases, allied to bidding and contract data previously analyzed by highly trained crim-
inal experts, form the database that can be analyzed for irregularities identification. This
work proposes a methodology for automatic detection and classification of collusion pat-
terns in public bids text, using data sources available on main public official repositories
and adding pattern recognition techniques to achieve a model that detects and classifies
this pattern. In an initial approach, a total of 15, 132, 968 publications of the Diario Oficial
da União news, Section 3, in text format and 1, 907 documents as a reference for collusion
activities were successfully obtained for the formation of the central work database (pro-
vided by a partner institution) that indicated risk in the bidding process. Classic linear
models, deep neural networks, bottleneck, Bi-LSTM, and multichannel were tested with
text vectorization with TF-IDF and DOC2VEC, and structured data extracted from the
text. The best F1-score was obtained with a passive-aggressive model with 93.4%, but
the bottleneck model obtained 93.0% with better precision.
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Aviso Legal
Os dados apresentados, no âmbito deste Mestrado Acadêmico, foram com-
pilados a partir de dados públicos e da base de conhecimento da rede de Peritos
Criminais Federais da Polícia Federal.
As licitações, contratações, obras e/ou convênios foram marcados como
risco = 1 neste banco de dados por múltiplos fatores, dentre os quais podem-
se incluir indicadores que, isoladamente ou cumulativamente, envolvam data,
local, tipo, partes envolvidas e outras informações vinculadas aos processos.
Da inclusão de um processo neste banco, não se pode concluir pela a ocor-
rência ou ausência de irregularidade administrativa ou penal.
Disclaimer
The data shown in this Academic Master were compiled from public data
and processed from the Brazilian’s Federal Police Experts network knowledge.
The procurements, contracts, works, and/or agreements were marked as
risk = 1 in this database by multiply reasons that may include singly or cumu-
latively indicators about date, place, type, parts, and any other information
linked to the process.
The process’s presence in this database cannot lead to conclusion about




“Fazei tudo por Amor. - Assim não há coisas pequenas: tudo é grande. - A
perseverança nas pequenas coisas, por Amor, é heroísmo.”
– São Josemaría Escrivá
O combate a fraudes em licitações, principalmente em licitações de obras, se apre-
senta como um grande desafio para a sociedade ao envolver grandes somas em dinheiro
e alta complexidade técnica e burocrática. Além disso, o desvio de recursos, objetivo
destas fraudes, é precedido de ações que visam direcionar ou manipular o resultado das
licitações [35]. Por essa razão, inicialmente, é preciso conceituar outros temas não afetos
à pesquisa computacional. O CADE (Conselho Administrativo de Defesa Econômica)
define Cartel em sua cartilha Combate a Cartéis em Licitações [35] da seguinte forma:
(...) Cartel é um acordo explícito ou implícito entre concorrentes para, principal-
mente, fixação de preços ou quotas de produção, divisão de clientes e de mercados de
atuação. Cartéis são considerados a mais grave lesão à concorrência porque prejudi-
cam seriamente os consumidores ao aumentar preços e restringir a oferta, tornando
os bens e serviços mais caros ou indisponíveis (...)
De fato, os processos licitatórios de obras públicas geram uma enorme gama de do-
cumentos, planilhas e projetos, tornando crítica a determinação e identificação de casos
de cartel em obras públicas diante da quantidade de informação gerada e não proces-
sada. Apenas uma obra pode apresentar dezenas de publicações (objeto de análise desta
pesquisa) de procedimentos (convênios, licitação, contratos e aditivos) em diário oficial.
Vários órgãos públicos possuem em seu escopo a atividade de fiscalização e repressão
destes desvios, tais como Ministério Público, Justiça Federal, órgãos de controle (Tribunal
de Contas da União - TCU, atribuição dada pelo artigo 71 da Constituição Federal [24],
Controladoria Geral da União - CGU, atribuição dada pela Lei Federal 10.683 [19] e
equivalentes estaduais e municipais), Polícias Civis e a Polícia Federal (atribuição dada
pelo Art. 144 da Constituição Federal [24] e Decreto-Lei73.332/73 [16]) .
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O desafio de processamento destas informações aumentará, no contexto de uma inves-
tigação policial, onde os limites legais restritivos e a lógica do processo criminal tende a
levar a uma ação corretiva e não preventiva e, por isso, não contemporânea aos fatos. As-
sim, a análise da documentação gerada durante o processo é fundamental da determinação
da verdade real dos fatos.
1.1 Definição do Problema e Justificativas
O desafio de determinação de todos os tipos de fraudes em processos públicos é mais
evidente na detecção de conluio e determinação de cartel. Nesta seção é abordado o pro-
blema sob a ótica da investigação policial e como é feita a análise manual e supervisionada,
sob a ótica da análise de dados além a utilização dos textos das publicações do Diário
Oficial da União como forma de enfrentar este desafio.
1.1.1 Sob a Ótica da Investigação Policial
Nos últimos cinco anos o governo federal do Brasil investiu [30] aproximadamente
283,8 bilhões de reais em 23.352 contratos de obras públicas. Estes contratos abrangiam
a mais variada gama de projetos incluindo refinarias, portos, estádios de futebol, usinas
de geração de energia, túneis e barragens em um país de dimensões continentais como o
Brasil, fazendo das licitações de obras públicas um campo fértil à fraude e ao conluio [97] e,
no Brasil, grande oportunidade para a ação fraudulenta e desvio de recursos públicos [58].
A Polícia Federal tem trabalhado em investigações em fraudes em obras públicas nas
últimas quatro décadas e desenvolveu a base de sua metodologia investigativa em um
grupo especializado de peritos criminais com formação nas áreas de engenharia civil,
elétrica e mecânica, além de peritos em informática e contabilidade [8]. Os tipos de
fraudes investigadas são principalmente o conluio em licitações e superfaturamento de
preço, quantidade e qualidade [89]. Utiliza-se O conhecimento acumulado durante estas
décadas para fortalecer o conhecimento sobre os dados analisados nesta pesquisa.
Dentro dos procedimentos de perícias criminais ou auditoria de obras públicas, o pro-
cesso de determinação de superfaturamento encontra-se bem delimitado e com procedi-
mentos conhecidos e debatidos na comunidade científica da área. No final dos anos 2000,
a equipe de peritos da Polícia Federal elaborou um método para o cálculo e classificação
do superfaturamento culminado no livro Superfaturamento de Obras Públicas, de Lopes
[89] e com a inclusão destes conceitos na Lei 14.133/2021[25].
Entretanto, surgem problemas que usualmente limitam as ações dos processos cri-
minais. Primeiro, como comprovado por Silva Filho et al. [117] em 2010, é possível
que elementos de organizações criminosas se sagrem vencedoras de licitações públicas por
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meios escusos, abrindo inclusive margem para o pagamento de propina, mesmo praticando
preços globais abaixo da referência oficial de custos para obras públicas, o SINAPI[61].
Um segundo ponto a considerar é a observação empírica da inefetividade de ações
penais que, apesar de demonstrar o superfaturamento de contratos público, falharam
em determinar ações de cartelização e/ou conluio no processo licitatório. Ações penais
instruídas desta forma tendem a não lograr êxito em alcançar a punição dos agentes
responsáveis pelas mais diversas formas de superfaturamento em obras públicas [44].
Um último ponto que pode ser levantado sobre a importância da investigação do con-
luio é que, como demonstrado por Lima [86] para obras rodoviárias quando são observadas
condições de competitividades é possível obter descontos médios da ordem de 37% em re-
lação aos valores de referência, contra 5% em procedimentos sem competitividade e que
fora observado [90, 113] que dificilmente é alcançado o superfaturamento dos contratos
quando não houve qualquer forma de fraude na licitação.
1.1.2 Análise Manual e Supervisionada
Lopes [90] demonstra o processo manual de identificação e comprovação de um processo
de conluio de licitações públicas para a Operação Caixa de Pandora da Polícia Federal
seguindo o processo descrito pelo CADE [35] que lista as formas de agir de um cartel:
a) Fixação de preços, na qual há um acordo firmado entre concorrentes para
aumentar ou fixar preços e impedir que as propostas fiquem abaixo de um “preço
base”.
b) Direcionamento privado da licitação, em que há a definição de quem
irá vencer determinado certame ou uma série de processos licitatórios, bem como as
condições nas quais essas licitações serão adjudicadas.
c) Divisão de mercado, representada pela divisão de um conjunto de licitações
entre membros do cartel, que, assim, deixam de concorrer entre si em cada uma delas.
Por exemplo, as empresas A, B e C fazem um acordo pelo qual a empresa A apenas
participa de licitações na região Nordeste, a empresa B na região Sul e a empresa C
na região Sudeste.
d) Supressão de propostas, modalidade na qual concorrentes que eram espe-
rados na licitação não comparecem ou, comparecendo, retiram a proposta formulada,
com intuito de favorecer um determinado licitante, previamente escolhido.
e) Apresentação de propostas “pro forma” , caracterizada quando alguns
concorrentes formulam propostas com preços muito altos para serem aceitos ou en-
tregam propostas com vícios reconhecidamente desclassificatórios. O objetivo dessa
conduta é, em regra, direcionar a licitação para um concorrente em especial.
f) Rodízio, acordo pelo qual os concorrentes alternam-se entre os vencedores
de uma licitação específica. Por exemplo, as empresas A, B e C combinam que a
primeira licitação será vencida pela empresa A, a segunda pela empresa B, a terceira
pela empresa C e assim sucessivamente.
g) Sub-contratação, pela qual concorrentes não participam das licitações ou
desistem das suas propostas, a fim de serem sub-contratados pelos vencedores. O
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vencedor da licitação a um preço supra-competitivo divide o sobre-preço com o
subcontratado.
Um processo burocrático de licitação pública que segue a Lei de Licitações [17] ou
a Lei dos Pregões [18] é complexo e envolve a produção de uma quantidade elevada de
documentos e informações.
A equipe de perícias deve então analisar toda esta documentação e confrontá-la com
informações externas à base de dados e provenientes da investigação para detectar e
comprovar que houve conluio ou fraude no processo competitivo da licitação.
1.1.3 Sob a Ótica da Análise de Dados
Como visto anteriormente todos os procedimentos licitatórios geram uma grande quan-
tidade de informação que pode ser interpretada de várias formas diferentes.
Várias iniciativas dos tribunais de contas e de controladorias (estaduais e federais) [10,
105, 116] encararam o desafio de classificação de procedimentos licitatório por levanta-
mento dessas características utilizando-se de dados estruturados extraídos do sistema
federal de compras públicas ComprasNet1. Os dados estão limitados aos presentes no
sistema e baseiam-se na detecção de comportamentos típicos de processos fraudulentos
como baixos descontos e baixa competitividades.
Também foi desenvolvida técnica de análise econométrica, como utilizado nas inves-
tigações da Lava Jato [113], que, por técnicas estatísticas e econômicas, demonstram a
verossimilhança da ação de cartéis.
Outras iniciativas [7, 78, 122, 125] seguiram caminhos semelhantes aos acima descritos,
todos eles baseados na utilização de dados estruturados.
É importante salientar que a Lei 8.666 [17] prevê a obrigatoriedade de publicação dos
atos oficiais relativos ao processo licitatório em seu artigo 21:
Art. 21. Os avisos contendo os resumos dos editais das concorrências, das tomadas
de preços, dos concursos e dos leilões, embora realizados no local da repartição
interessada, deverão ser publicados com antecedência, no mínimo, por uma vez:
I - no Diário Oficial da União, quando se tratar de licitação feita por órgão ou
entidade da Administração Pública Federal e, ainda, quando se tratar de obras
financiadas parcial ou totalmente com recursos federais ou garantidas por
instituições federais;[grifado]
Assim, as bases de dados dos Diários Oficias tem muitas informações acerca das lici-
tações públicas e possuem dados abertos em quase todo o mundo [67] e para estas bases
foram estudados, por exemplo, para problemas de reconhecimento de entidade [6], vincu-
lação de dados abertos em [5] e reconhecimento de entidades [50] mas não para problemas
1https://www.comprasgovernamentais.gov.br/
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de detecção de fraudes pois, na sua maioria, não trazem dados anotados ou estruturados
ou anotados para este fim.
1.1.4 Diário Oficial da União
Em 1o de outubro de 1862, foi criado o jornal oficial do Império do Brasil com o nome
de Diário Official, Figura 1.1. Já em 2001, quando as edições eletrônicas começaram a
ser disponibilizadas no site www.in.gov.br, foi adotado o nome atual de Diário Oficial
da União com a sigla DOU [29].
Figura 1.1: Capa da primeira edição do Diário Official [29]
A publicação do DOU é regida pelo Decreto no 9.215/2018 [23] e ele é dividido em
três seções:
• Seção 1: os atos normativos de interesse geral dos poderes da União;
• Seção 2: os atos relativos aos servidores da administração pública federal; e
• Seção 3: os atos decorrentes das contratações públicas e outros de particulares
determinados pela legislação.
Como o presente trabalho é voltado à análise risco de fraude de licitações e contratos,
apenas a Seção 3 será analisada.
1.2 Hipótese de Pesquisa
A hipótese a ser investigada é de que é possível utilizar técnicas de processamento de
linguagem natural para classificar o risco de fraude de licitação de obras públicas com
base nos textos de publicações da Seção 3 do Diário Oficial da União.
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1.3 Objetivos
Nesta Seção são apresentadas as definições dos objetivos norteadores do trabalho, estes
organizados e divididos em objetivo principal e secundário.
1.3.1 Objetivo Principal
O principal objetivo é encontrar uma definir um modelo de classificação de publicações
do Diário Oficial da União como forma de detectar indícios de fraudes e conluios em
licitações de obras públicas no Brasil.
1.3.2 Objetivos Secundários
O trabalho ainda possui os seguintes objetivos específicos:
1. Formação de um banco de dados de publicações da Seção 3 do Diário Oficial da
União das últimas duas décadas.
2. Identificação (anotação do banco de dados) de publicações vinculadas a casos onde
fora constatado risco à fazenda pública.
3. Melhorar o desempenho de classificadores ou construir um modelo capaz de servir
de alerta de risco de fraude.
4. Encontrar forma eficiente de representação do texto do Diário Oficial da União.
1.4 Organização do Manuscrito
O trabalho foi estruturado da seguinte forma: O Capítulo 2 apresenta a Fundamenta-
ção Teórica que é a base deste trabalho e o Capítulo 3 descreve brevemente o projeto no
qual está inserido esta pesquisa. O Capítulo 4 aborda os Trabalhos Relacionados recentes
na determinação de conluio e na classificação de textos usando tecnologias processamento
de linguagem natural (NLP). O Capítulo 5 apresenta a metodologia de desenvolvimento
do trabalho. O Capítulo 6 apresenta os resultados alcançados pela pesquisa. Por último, o
Capítulo 7 apresenta as conclusões derivadas dos resultados e as necessidades de trabalhos




“Não é sensato deixar um dragão fora dos teus cálculos se vives perto dele.”
– J. R. R. Tolkien
Este capítulo aborda os conceitos básicos necessários para entender o que será classi-
ficado e a importância da classificação, além da base conceitual da classificação de texto
em processamento de linguagem natural e a avaliação dos resultados. Além disso, será
explicado o Projeto Deep Vacuity no qual esta pesquisa se inclui.
2.1 Convênios, Processo Licitatório, Contratos e suas
Publicações
Para compreender a estrutura dos dados a serem classificados e a estrutura das pu-
blicações disponíveis nos diários oficiais é conveniente se iniciar pela estrutura de um
processo licitatório.
O processo de realização de uma obra pública segue eventos em uma linha pré-
estabelecida pela lei de licitações [17], lei do Regime Diferenciado de Contratações (RDC) [22]
e lei de pregões [18] (Vide Seção 2.1.4). A Figura 2.1 mostra o fluxograma das etapas
processuais desde a celebração do convênio até o encerramento do contrato.
Quando a contratação se dará por recursos próprios, ou seja, sem a realização de um
convênio, o primeiro passo público do processo é a publicação do edital da licitação, caso
o recurso seja proveniente de outro ente federado o convênio deve ser firmado e publicado
previamente.
Cada processo licitatório pode gerar um ou mais contratos, usualmente em obras é
feita uma licitação para cada contrato, mas não há obrigatoriedade legal. Um contrato
pode sofrer alterações financeiras, de prazos ou de cláusulas contratuais, sendo assim
celebrados e publicados “termos aditivos”. Caso o contrato se encerre normalmente (com
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Figura 2.1: Fluxograma das etapas do convênio ao encerramento do contrato [17, 18].
Figura do Autor.
a execução do objeto) não há mais publicações, mas caso haja interrupção do contrato
antes da sua conclusão é feita e publicada a rescisão contratual [17, 18].
2.1.1 Convênios
Os convênios ocorrem quando o recurso financeiro para realização da obra é de ou-
tro ente federado, ou seja, o recurso é passado da união para um estado ou município.
Assim, é assinado um convênio para estabelecer as cláusulas de compromisso, prazos e
valores. Usualmente um ministério ou uma autarquia é o órgão que promove o convênio
(concedente) e um estado ou município o que recebe e executa o convênio (convenente).
Os convênios são regidos por uma série de normativos sendo o principal o Decreto
6.170, de 25 de julho de 2007 [21], que prevê em seu artigo 16:
Art. 16. Os órgãos e entidades concedentes deverão publicar, até cento e vinte dias
após a publicação deste Decreto, no Diário Oficial da União, a relação dos objetos
de convênios que são passíveis de padronização.
Parágrafo único. A relação mencionada no caput deverá ser revista e republicada
anualmente.[grifado]
Neste documento se usa o termo “convênio” para denominar vários tipos de acordos
ente entes federados, entre eles, de acordo com o definido por [26], os seguintes:
• “Transferência Voluntária (TV) - compreende a entrega de recursos correntes ou de
capital a outro ente da Federação, a título de cooperação, auxílio ou assistência
financeira. Nesse caso não se incluem aqueles decorrentes de mandamento constitu-
cional, legal, os destinados ao sistema único de Saúde, bem como as descentralizações
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de recursos a Estados, Distrito Federal e Municípios para a execução de ações cuja
competência seja exclusiva da União.”
• “Convênio – acordo, ajuste ou qualquer outro instrumento que discipline a transfe-
rência de recursos financeiros de dotações consignadas nos Orçamentos Fiscal e da
Seguridade Social da União e tenha como partícipe, de um lado, órgão ou entidade
da administração pública federal, direta ou indireta, e, de outro lado, órgão ou en-
tidade da administração pública estadual, distrital ou municipal, direta ou indireta,
ou ainda, entidades privadas sem fins lucrativos, visando a execução de programa
de governo, envolvendo a realização de projeto, atividade, serviço, aquisição de bens
ou evento de interesse recíproco, em regime de mútua cooperação;”
• “Contrato de Repasse - instrumento administrativo, de interesse recíproco, por meio
do qual a transferência dos recursos financeiros se processa por intermédio de insti-
tuição ou agente financeiro público federal, que atua como mandatário da União;”
• “Termo de Execução Descentralizada - instrumento por meio do qual é ajustada a
descentralização de crédito entre órgãos e/ou entidades integrantes dos Orçamentos
Fiscal e da Seguridade Social da União, para execução de ações de interesse da uni-
dade orçamentária descentralizadora e consecução do objeto previsto no programa
de trabalho, respeitada fielmente a classificação funcional programática;”
• “Termo de Parceria - é o instrumento passível de ser firmado entre o Poder Público e
as entidades qualificadas como Organizações da Sociedade Civil de Interesse Público
destinado à formação de vínculo de cooperação entre as partes, para o fomento e a
execução das atividades de interesse público, previstas no Art. 3o da Lei n 9.790,
de 23 de março de 1999;”
• “Consórcio Público – São parcerias formadas exclusivamente por entes da Federação,
na forma da Lei no 11.107, de 2005, para estabelecer relações de cooperação federa-
tiva, inclusive a realização de objetivos de interesse comum, constituída como asso-
ciação pública, com personalidade jurídica de direito público e natureza autárquica,
ou como pessoa jurídica de direito privado sem fins econômicos, regulamentado pelo
Decreto no 6.017/2007 [20]”
• “Transferência Legal - acordo, ajuste ou qualquer outro instrumento amparados por
normativo legal, que discipline a transferência de recursos financeiros de dotações
consignadas nos Orçamentos Fiscal e da Seguridade Social da União e tenha como
partícipe, de um lado, órgão ou entidade da administração pública federal, direta ou
indireta, e, de outro lado, qualquer pessoa física ou jurídica (pública ou privada com
ou sem fins lucrativos), visando a execução de programa de governo, envolvendo a
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realização de projeto, cuja relação jurídica não possa se constituir por um termo de
convênio, um contrato de repasse, um termo de parceria, um acordo de cooperação
técnica”, um termo de compromisso ou um termo de execução descentralizada;”
Após a assinatura do convênio, ele é publicado na Seção 3 do Diário Oficial da União,
assim como seus aditivos, um exemplo de publicação de convênio pode ser visto na Fi-
gura 2.2.
Figura 2.2: Publicação exemplificativa de um extrato de convênio (neste caso denomi-
nado termo de compromisso). Além do texto, ressalta-se a quantidade de informação em
forma numérica: datas, CNPJ, CPF, valores monetários e outros identificadores. (Figura
de [29])
2.1.2 Processo Licitatório
O processo licitatório é o processo público para a realização de obras públicas segue-
se, na maioria das vezes, a Lei de Licitações 8.666/93 [17] e não a Lei dos Pregões
10.520/2002 [18] por esta última ser limitada a serviços comuns de engenharia [124] (Vide
Seção 2.1.4).
A partir de 2011, as contratações de obras públicas também puderam ser realizadas
pelo Regime Diferenciado de Contratações [22] em serviços que envolviam, principalmente,
obras referentes a Copa do Mundo de Futebol de 2014 e Olimpíadas de 2016, sendo
posteriormente alterada para a inclusão de outros tipos de projetos.
Na principal regulamentação, a lei de licitações [17], são citadas as modalidades de
licitação:
Art. 22. São modalidades de licitação:
I - concorrência;
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II - tomada de preços;
III - convite;
Destas modalidades, a concorrência é a que envolve maiores recursos e, por isso, tem
controles com mais fases e, consequentemente, mais publicações.
São esperadas as seguintes publicações referente às licitações [124]:
• Aviso de licitação/edital
• Abertura da licitação
• Resultado do julgamento da habilitação
• Resultado de recursos ao julgamento da habilitação
• Abertura das propostas comerciais
• Resultado do julgamento das propostas comerciais
• Resultado de recursos ao julgamento das propostas comerciais
• Resultado Final
A Figura 2.3 mostra uma publicação no Diário Oficial da União de um resultado de
julgamento final de uma licitação.
Figura 2.3: Exemplo de publicação no Diário Oficial da União de um resultado de julga-
mento (Final) de uma licitação [29]
2.1.3 Contrato
Findo o processo licitatório, inicia-se a contratação que deve ser publicada de acordo
com o artigo 61 da Lei 8.666/93 [17].
Art. 61. Todo contrato deve mencionar os nomes das partes e os de seus represen-
tantes, a finalidade, o ato que autorizou a sua lavratura, o número do processo da
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licitação, da dispensa ou da inexigibilidade, a sujeição dos contratantes às normas
desta Lei e às cláusulas contratuais.
Parágrafo único. A publicação resumida do instrumento de contrato ou de seus
aditamentos na imprensa oficial, que é condição indispensável para sua eficácia,
será providenciada pela Administração até o quinto dia útil do mês seguinte ao
de sua assinatura, para ocorrer no prazo de vinte dias daquela data, qualquer que
seja o seu valor, ainda que sem ônus, ressalvado o disposto no Art. 26 desta Lei.
[grifado]
Além da publicação do contrato, ainda são esperadas as publicações de termos aditivos
e, se for o caso, rescisão contratual. A Figura 2.4 mostra três exemplos de publicação no
Diário Oficial da União de fases de um contrato, com o extrato do próprio contrato, um
aditivo contratual e a rescisão contratual. Nesta figura, nota-se que apesar de o texto
seguir uma padronização, ela não é rígida e estruturada, está sujeita a erros de digitação
e outros erros como apresentação de uma empresa para a Contratação e quatro empresas
em consórcio para a rescisão.
Figura 2.4: Exemplo de publicação no Diário Oficial da União de: (a) Contratação da
Construtora Andrade Gutierrez S.A. (b) Aditivo para adequação das cláusulas contratuais
e (c) Rescisão que informa Consórcio formado por três empresas ao invés de empresa única
(Figuras de [29]).
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2.1.4 Nova Lei de Licitações
Em 1o de abril de 2021, for sancionada a Lei de Licitações e Contratos Administrativos
(nova lei de licitações) sob o número 14.133/2021 [25] em substituição às leis 8.666/93 [17]
(Licitações), 10.520/2002 [18] (Pregões) e a lei 12.462/2001 [22] (Regime Diferenciado de
Contratações). Estas últimas leis ainda valerão por dois anos.
Espera-se que haja mudanças na forma de publicação dos documentos referentes a
licitações públicas, mas esta regulamentação e o sistema previsto nesta lei (Painel Nacional
de Contratações Públicas) ainda não foram lançados.
2.2 Processamento de Linguagem Natural
Uma das áreas da inteligência artificial é o processamento de linguagem natural (NLP,
sigla em inglês para Natural Language Processing) no qual são desenvolvidas técnicas
e modelos que usam textos produzidos por humanos como entrada ou como saída [70].
Muitas tarefas podem ser desenvolvidas neste campo dentre as quais se encontram fer-
ramentas usadas no nosso dia-a-dia como tradutores automatizados, chatbots, filtros de
spam ou corretores gramaticais.
De acordo com Goldberg [70] as principais áreas de NLP atualmente são:
• Análise de Sentimentos (Sentiment Analysis): usada para interpretar e classificar
o tipo de emoção tem um texto, frase ou documento.
• Modelos de Linguagem (Language Modeling): predição da próxima palavra ou
letra de um texto. Modelos atuais são capazes de gerar textos complexos a partir de
poucas palavras de modo que o resultado final é quase imperceptivelmente artificial.
• Tradução (Machine Translation): aplicações de tradução automática como o Go-
ogle Translate1.
• Classificação de Textos (Text Classification): Veja Seção 2.3 a seguir.
• Respostas a Perguntas (Question Answering): normalmente com base em um
texto de referência um modelo é treinado para responder perguntas.




2.3 Classificação de Textos
A Classificação de Textos é a tarefa do ramo do campo de NLP onde se elabora modelos
para a atribuição de classes ou categorias a sequências textuais ou documentos.
Segundo Bramer [15], a classificação, sendo uma atividade frequente, na maioria das
vezes envolve dividir elementos em categorias mutualmente exaustiva e excludentes, ou
seja, cada objeto só tem uma categoria ou classe.
Muitos processos decisórios podem ser formulados como problemas de classificação[15],
ou seja, a ação a ser tomada sobre um elemento depende exclusivamente da classe na qual
este é classificado.
A classificação de textos tem aplicações que se estendem da detecção de spam, deter-
minação de fonte ou autor, etc. As classificações podem ser binárias, de duas classes, ou
de múltiplas classes.
Para cada técnica, a definição dos termos documento, palavra e frequência apresentado
será utilizado o mesmo termo da técnica inicial, de forma a preservar o trabalho, mesmo
que seja sinônimo com outro elemento do texto. Assim, documento será o elemento a ser
classificado, no caso o extrato de publicação do Diário Oficial.
As palavras são definidas como os tokens que formam a vetorização e a frequência é a
contagem relativa das palavras.
A classificação de textos por uma função linear é definida [70]:
fpxq “ x ¨W ` b (2.1)
Onde x é o vetor de entrada e a matriz W e o vetor b são os parâmetros. O objetivo
do aprendizado é determinar W e b para que a entrada x1,k (k é o tamanho do vetor de
entrada) produza a saída desejada, ou seja, as n classes no vetor y1,n, dado pela saída da
função fpxq.
Para a classificação de risco desta pesquisa, tendo uma classificação binária, a saída
da função fpxq é um escalar que pertence a r0; 1s, sendo os valores 0 e 1 atribuído a cada
uma das classes.
Para alcançar a classificação há um pipeline que começa pelo pré-processamento,
passando pela extração de características, pela modelagem, pela avaliação até ser
obtido o modelo de classificação de texto [81]. Este processo pode ser ilustrado pela
Figura ??, onde é destacada a necessidade de reformulação dos procedimentos de pré-
processamento, extração de características e modelagem, face a uma avaliação não satis-











Figura 2.5: Pipeline do processo de classificação de textos. Após a avaliação dos resultados
pode ser necessário reavaliar todos os processos anteriores. (Figura do Autor, adaptada
de Kowsari et al. [81])
2.3.1 Pré-processamento de texto
A etapa de pré-processamento do texto visa balancear a eliminação de elementos e
informações do texto que não contribuem para o modelo, a redução da complexidade e a
manutenção das informações relevantes [56].
A extração de características por não se tratar da classificação em si, pode ser conside-
rada dentro da etapa de pré-processamento [36], mas aqui é tratado à parte na Seção 2.3.2.
Os primeiros passos que foram estudadas e aplicadas no pré-processamento foram [127]:
• Remoção de pontuação
• Remoção de acentos e caracteres especiais
• Remoção de formatação HTML
• Remoção de números
• Minusculização
• Remoção de stop-words
• Stemming e Lematização
• N-gram
Alguns dos passos não são indicados para todos os tipos de processamento de texto,
por exemplo a minusculização dificulta tarefas de extração de entidades nomeadas, mas
no caso de classificação estes processos podem ser utilizados de acordo com Denny and
Spirling [56], principalmente ao se utilizar características baseadas em cestos de palavras
(Vide Seção 2.3.2).
20
Remoção de Pontuação e Números
A remoção de pontuação elimina os caracteres que não são letras. Se não forem
eliminados os números, deve-se atentar para a alteração de sentido dos numerais ao se
eliminar o indicador de parte fracionária (ex.: vírgula decimal em português ou o ponto
em inglês) [13].
Remoção de Acentos e Caracteres Especiais
A remoção de acentos e caracteres especiais, ou seja, a transformação de caracteres
acentuados como “â” em “a” ou “ç” em “c” que ajuda na eliminação de erros de acentuação
e a remoção de símbolos como “o” ou “&” [13]. Entretanto este processo pode trazer um
ruído de duplicidade de significados de parônimos2, como, por exemplo:
• Para (verbo parar) e Pará (estado)
• Da (contração de+a) e dá (verbo dar)
• Fábrica (local) e fabrica (verbo fabricar)
Remoção de Formatação HTML
A formatação HTML presente em vários extratos de textos e documentos obtidos de
repositórios da Internet e por crawlers pode ser removida com facilidade, uma vez que a
formatação HTML é disposta entre os símbolos “<” e “>”, é utilizada para a inclusão de
links, imagens, formatação de página, formatação de tabelas etc., dados que normalmente
trazem pouca ou nenhuma informação para o contexto de classificação de textos. Esta
apresentação do formato facilita sua remoção uma vez que estes símbolos são raramente
utilizados em textos fora do contexto de equações matemáticas [13].
Remoção de números
A remoção de números pode reduzir consideravelmente a dimensionalidade de veto-
res de banco de palavras no contexto de textos oficiais, uma vez que cada documento,
processo, lei, página etc. possui um número determinado, além disso, os documentos
são datados e são apresentados muitos valores financeiros [13]. Cada um destes valores
numéricos incrementam a dimensionalidade da vetorização.
Uma alternativa a perda destas informações será apresentada na Seção 5.5 na pá-
gina 67.
2“É a relação que se estabelece entre palavras que possuem significados diferentes, mas são muito pare-
cidas na pronúncia e na escrita”. https://www.soportugues.com.br/secoes/seman/seman7.php, visitado
em 02 de setembro de 2020.
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Minusculização
O processo de minusculização visa evitar a criação de vetores separados para a mesma
palavra, por esta ter sido apresentada em caixa diferente [13].
Perde-se com isso a capitalização de nomes próprios e junta-se os vetores destes com
substantivos comuns, como acontece com o nome Coelho e o animal ou com a cidade de
Palmas e o aplauso.
Remoção de Stop-words
Várias palavras utilizadas trazem pouca informação direta ao contexto de uma clas-
sificação e tem uma frequência de ocorrência muito grande [77], ou seja, sua presença
não traz informação sobre as diferentes classes, estas são palavras comuns ou stop-words,
termo cunhado por Luhn [91].
Em português, costumam fazer parte da lista de stop-words os artigos “o, a, as, os,
um, uma, uns, ...”, as conjunções “e, que, quais, mas, cujo, ...”, as conjugações de verbos
muito usados como “ter”, “estar” e “haver” entre outras.
Stemming e Lematização
O processo de stemming é a redução das palavras apenas ao seu tronco (stem), assim
palavras como “derivando” ou “derivar” são reduzidas a uma forma comum “deriv”, este
processo pode ser alcançado removendo os sufixos verbais e adverbiais mais comuns da
língua (Suffix stripping), entretando este método pode causar muitos erros quando o final
de uma palavra coincide com um sufixo [77].
A lematização pode ser definida no contexto lexicográfico3 como [45]:
“[...] modo de agrupamento padrão das diversas variantes de um mesmo signo, com a
finalidade de simplificar a apresentação e desse modo facilitar a consulta dos extratos
lexicais em geral. Nos dicionários práticos, a lematização consiste em encontrar um
item, isto é, uma forma gráfica representativa de todas as formas que uma unidade
de significação lexicográfica (tradicionalmente palavra ou palavras compostas) pode
tomar. É assim que o infinitivo é geralmente escolhido para simbolizar todas as
formas do paradigma verbal (ex.: Ter por tenho, temos, terei, etc.); o masculino
singular representa todas as formas do paradigma nominal e do paradigma adjetivo”.
Assim, a lematização, tendo como objetivo definir o lema de cada palavra pode se-
guir um processo computacional muito mais complexo ao estabelecer para cada uma das
3“[„ ,] ramo da linguística que se ocupa do estudo do vocabulário de uma língua, visando essenci-
almente a forma e a significação das palavras para a elaboração de dicionários, léxicos e terminolo-
gias”. https://www.infopedia.pt/dicionarios/lingua-portuguesa/lexicografia, visitado em 07 de setembro
de 2020.
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palavras seu contexto, sua classificação gramatical em uma tarefa de NLP denominada
Part-of-speech (POS) tagging, ou seja, anotação de classes de palavras em um corpus [101].
N-gram
Quando se utiliza o conjunto de palavras (bag-of-words) ao invés da sequência textual
em uma tarefa de processamento de linguagem natural perde-se as informações referen-
tes a relação de cada uma das palavras com as palavras que a cercam. Uma forma de
contrabalançar esta deficiência da técnica é utilizar como token, além da palavra isolada,
as ocorrências de conjunto de palavras em pares, bigrams, ou trios, trigrams e assim por
diante [32].
Há de ser ter em conta que a utilização de n-grams cresce exponencialmente com n,
segundo a equação:




2i n, t P N (2.2)
Onde t é o número de elementos na base de dados.
Por conta disso, tende-se a trabalhar com o menor dimenção n de grams possível.
2.3.2 Extração de Características
A extração de características é a transformação de informações de um domínio espe-
cífico para outro, como forma de possibilitar a modelagem. O domínio de origem pode
ser um sensor, uma imagem, uma tabela de dados ou um documento de texto [70].
A decisão das formas de extração de características é fundamental para o sucesso do
aprendizada de máquina [70]. O texto normalmente apresenta informações de maneira de-
sestruturada e com vocabulário bastante amplo, assim uma das dimensões da vetorização
tem dimensão na ordem de dezenas a centenas de milhar (tamanho do vocabulário).
Bag of Words
Um atributo comum para uma classificação de textos é o Bag of Words (BOW) ou
Cesto de Palavras que é um conjunto que lista todas as palavras (tokens), sem repetição,
que ocorrem em um texto, com a possibilidade de se trabalhar n-grams, normalmente
sendo chamado neste case de bag of n-words [70].
Como afirmado antes, neste “cesto” as palavras são guardadas sem que seja armazenada
a estrutura do texto ou a interconexão entre as palavras dentro dele. A representação desta
característica pode ser feita pela presença booleana de um token, em forma de histograma
ou com vetores one-hot.
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TF-IDF
Uma forma mais elaborada de colocar o peso em cada uma das palavras é considerar a
frequência relativa das palavras em relação aos documentos pelo método conhecido como
TF-IDF (Term Frequency - Inverse Document Frequency) [93].
O procedimento inicia ao representar a palavra w em um documento d apenas por sua






O TF-IDF altera esta frequência multiplicando pelo inverso do número de documentos
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(2.4)
A utilização deste peso para o BOW ressalta termos que são distintivos de um deter-
minado documento e termos que possuem alta frequência terão pesos menores [3].
Representações Vetorias de Palavras - Word2VEC
Uma outra forma de transformar o texto em uma informação numérica vetorial é
utilizar um modelo de rede neural (não profunda) para treinar a vetorização de palavras
em um determinado corpus [94]. Isso gera um modelo da língua conhecido como word
embedding.
Uma das principais limitações desta representação [37] é que cada palavra só recebe
um vetor, assim apenas o sentido predominante da palavra é representado.
2.3.3 Modelos de Classificação Lineares
O princípio da classificação supervisionada é fazer com que a máquina aprenda com
exemplo e seja capaz de generalizar o aprendizado. O problema de classificação linear de
textos pode ser representado, de acordo com Manning and Schutze [92], na forma p~x, cq,
onde ~x P Rn é o vetor de medidas e c é a classe. Para o problema binário um modelo de
classificador linear seria:
gp~xq “ ~w ¨ ~x` w0 (2.5)
Onde seria atribuída uma classe c1 para gp~xq ą 0 e uma classe c2 para gp~xq ď 0. Sendo
os parâmetros deste modelo o vetor ~w e o limiar w0.
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Já no modelo de classificação binária a Equação 2.5 é simplificada uma vez que a
dimensão de saída é unitária, assim, w se torna um vetor e b uma constante:
fp~xq “ ~w ¨ ~x` w0 (2.6)
Pode-se aplicar a fp~xq uma função sinal para que o domínio de saída deixe de estar
s ´ 8,`8r para ficar com apenas duas saídas: ´1 e `1.
A Equação 2.6 mostra x que é proveniente da vetorização obtida na extração de





pxi ¨ wiq ` b (2.7)
Para se obter uma saída da função que represente a probabilidade da classe ao invés





A classificação linear pode ser obtida por outros métodos e abordagens, como Naïve
Bayes, suport vector machines (SVM) etc., entretanto não será possível abordar todos
aqui apesar de no Capítulo 6 haver a aplicação de vários deles.
2.3.4 Redes Neurais
Nas últimas duas décadas as redes neurais têm se mostrado ferramentas com grande
capacidade e potencial, entretanto no domínio de classificação de textos os métodos clás-
sicos ainda se mostram competitivos (como em [52] por exemplo).
A base de desenvolvimento das redes neurais foram e, em parte, são os perceptrons.
Perceptron é um classificador binário definido por:
fpxq “
#
1 se w ¨ x` b ě 0
0 caso contrário
(2.9)
O perceptron por ser um classificador linear se limita a problemas linearmente separá-
veis (o que exclui qualquer problema com estrutura não linear), assim foram desenvolvidas




pwki ¨ x` bkiq (2.10)
Onde wn são os pesos aplicada a cada uma das entradas e bn é o viés, vide Figura 2.6.
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Figura 2.6: Esquema de entrada e saída de dados de um neurônio em uma rede neural
artificial. [Figura do autor, adaptada de [70]]
Função de Ativação
A saída da função fkpxq está nos limites s ´ 8,`8r e para limitar as saídas em um
determinado intervalo e reduzir a linearidade da solução e é aplicada a função de ativação,
sendo as principais [34]:
Sigmoide limita a saída ao intervalo r0, 1s, sendo que os valores muito negativos
tendem a 0 e os valores muito positivos a 1. Seu uso tem se reduzido atualmente pois se
o gradiente local for pequeno há tendência de perda de sinal e a função não é centrada no





Tangente hiperbólica (tanh). É centrada no zero, uma vez que tem r´1, 1s como




“ 2σp2xq ´ 1 (2.12)
ReLU (Rectified Linear Unit) é uma função que aumenta a convergência em alguns
casos e de cálculo bem simples por se resumir a fpxq “ maxp0, xq, ou seja, a função toma
valor zero se a entrada é negativa e toma o valor da entrada em caso contrário, assim seu
intervalo de saída é r0,8r. Há uma variação da ReLU chamada de Leaky ReLU (Relu
com vazamento) onde há um sinal de saída de valores negativos reduzido por um fator
α que visa combater a tendência de algumas redes terem neurônios mortos (com valores
presos em zero). A função Leaky ReLU é dada por:
fpxq “
#
αx se x ă 0
x se x ě 0
(2.13)
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Normalmente a camada de saída de uma rede neural recebe como função de ativação a
função Softmax [129]. Esta função recebe um conjunto deK valores reais e os transforma
num conjunto de K valores que somam 1. Deste modo a saída da função permite que os








Onde ~z é o vetor de entrada.
Função de Perda
O objetivo do treinamento é aproximar o valor predito ŷ do valor de referência y, com
isso chega-se a função de perda (loss function) representada por Lpŷ, yq. Como a perda é
calculada para cada uma das amostras de treinamento, calcula-se a perda média L para







Quando se busca o valor mínimo de L, se obtém o objetivo do treinamento. Goldberg
[70] complementa que, para evitar o overfiting adiciona-se a L na Equação 2.15 um termo






Lpfpxi,Θq, yiq ` λRpΘq (2.16)
Várias funções de perda (ou funções de custo, dada por L) podem ser aplicadas entre
elas pode-se destacar Hinge ou perda SVM definida, com ỹ “ sinalpŷq, como Lpỹ, ŷq “
maxp0, 1 ´ ỹ ¨ ŷq e Binary cross entropy definido tendo duas classes: 0 e 1 e a saída
da função de classificação passando por uma função sigmoide gerando a função:
Lpỹ, ŷq “ ´y log ŷ ´ p1´ yq logp1´ ŷq (2.17)
Para a regularização, o valor de λ é definido manualmente caso a caso e o valor de R
é dependente dos pesos do vetor ~w da Equação 2.5. A formas comuns de cálculo do R
são norma-L1 (RL1), norma-L2 (RL2)e elastic-net (REN):
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RLENp~wq “ λ1RL1p~wq ` λ2RL2p~wq (2.20)
Uma forma eficiente de se resolver a otimização de mínimo da Equação 2.16 é por
meio de SGD (Stochastic Gradient Descent) onde para uma determinada amostra são
computados os gradientes para correção dos parâmetros Θ e a função de perda é tradada
como uma função dos parâmetros Θ, sendo eles alterados em uma taxa de aprendizado [70].
Backpropagation
Na Equação 2.16 foi mostrado a necessidade de se computar os parâmetros do modelo
Θ, no caso dos perceptrons multicamada eles são wk e bk da Equação 2.10. Para este
procedimento é necessário que o erro calculado volte para o início da rede corrigindo
os parâmetros (normalmente iniciados aleatoriamente), a isso é dada a denominação de
backpropagation [71].
Tendo a função de ativação dada por g, a saída da camada n dada por hpnq, cada
camada será calculada por:
hpnq “ gpnqpwpnqhpn´1q ` bpnqq (2.21)
Sendo que a entrada da primeira camada (hp0q em n “ 1) são os dados de entrada x e
a saída da última (n “ N) camada é ŷ.
Com o objetivo de reduzir a função de custo Lpy, ŷq, os pesos devem ser ajustados de






Onde W piqjk representa o peso da rede aplicado ao valor que vai do nó (ou neurônio) j
na camada i´ 1 para o nó k na camada i.
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Para se calcular o ajuste nos pesos é necessário aplicar a regra da cadeia4. A derivada
da função de custo (tendo a saída limitada ao intervalo r0, 1s) é:
dL
dŷ
“ ŷ ´ y (2.23)
Também deve-se aplicar a derivada da função de ativação, sendo ela a sigmoide Spxq “
1{p1` e´xq, esta derivada é dada por:
dS
dx
“ Spxqp1´ Spxqq (2.24)











Se essas correções fossem executadas a cada amostra treinada o modelo dificilmente
encontraria o mínimo e nem teria capacidade de generalização. Assim, os ajustes feitos
são os da média de um batch ou de um conjunto de treinamento.
Taxa de Aprendizado
Os pesos calculados na backpropagation são, ainda, ajustados por uma taxa de apren-
dizado (learning rate) a cada batch de treinamento. A taxa de aprendizado permite que
haja um ajuste na forma como se busca o mínimo da função de custo.
Como a determinação da taxa de aprendizado tende a ser empírica, uma forma de oti-
mizar o processo de treinamento é utilizando taxas cíclicas de aprendizado, como exposto
por Smith [118].
Em seu trabalho no ano seguinte, Smith [119] sugere que o ciclo que aprendizado seja
único, ou seja, que durante todas as épocas só haja uma subida e uma descida na variação
da taxa de aprendizado que ficou conhecido como One Cycle Policy, como exposto na
Figura 2.7.
Dropout
Em redes neurais, utiliza-se como regularização o dropout [120] que é uma forma
simples de se evitar o overfitting. Neste caso, são avaliados os nós da rede que pouco
contribuem para os dados de saída (output) e estes nós são eliminados do modelo final.
4Regra de cálculo que permite calcular a derivada de uma função usando a derivada de sua subfunções,






Figura 2.7: Ilustração da One Cycle Policy de Smith [119]. [Figura do autor, adaptada
de [119]]
2.3.5 Tipos de Rede Neurais
Existem uma infinidade de variações e classificações de redes neurais, aqui serão abor-
dadas as principais redes que foram testadas neste trabalho: redes autoencoders, redes
recorrentes e Long Short-Term Memory (LSTM).
Redes Autoencoders
Redes neurais do tipo Autoencoder [82] são redes neurais que possuem na sua arqui-
tetura um gargalo - por isso também são chamadas de bottleneck -, forçando a rede a
desenvolver nesta camada um descritor mínimo das características necessárias à execução
da tarefa, no caso a classificação de textos.
A variação mais moderna deste tipo de rede, a Variational Autoencoder [79] insere na
camada do gargalo uma camada probabilística com média e desvio padrão, possibilitando
que seja criado um modelo gerador, ou seja que é capaz de gerar dados similares aos dados
de entrada.
Redes Neurais Recorrentes (RNN)
Redes neurais recorrentes são redes que trabalham com uma dimensão a mais, ge-
ralmente chamada de dimensão temporal, no caso de textos ressalta-se as arquiteturas
LSTM (Long-Short-Term Memory) que serão aprofundadas mais a frente neste trabalho.
As RNN permitem que modelos linguísticos prevejam a “próxima palavra” com base
no histórico de toda a frase, possibilitando a criação de geradores de texto.
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Figura 2.8: Representação das relações temporais (entre palavras) em uma rede neural
recorrente. [figura do autor]
Se é dada uma sequência ordenada de vetores x1:n “ x1, x2, . . . , xn a saída da função
recorrente RNN na posição i sendo 1 ď i ď n5 assumirá o valor recorrente de:
ŷi “ hi “ RNNpŷi´1, xiq (2.26)
Long Short-Term Memory (LSTM)
No desenvolvimento das redes recorrentes durante a década de 90, existia o desafio
de lidar com a “explosão” ou com o “desaparecimento” dos sinais que eram enviados de
volta no tempo (backpropagation in time) fazendo com que os pesos ficassem oscilando,
levando tempo demais atingir o aprendizado ou sem que chegasse a este ponto. Assim,
para contrapor a estes desafios, foi proposta a arquitetura LSTM em 1997 por Hochreiter
and Schmidhuber [75], a primeira rede recorrente a apresentar mecanismos de portões
(gating) que são funções matemáticas que simulam portões lógicos [70].
A Figura 2.9 representa a diferença entre uma RNN e uma rede LSTM. A rede neural
recorrente promove uma junção do sinal de saída do elemento anterior (Função Apŷi´1, xiq
da Figura 2.9b), já a rede LSTM apresenta uma série de interações entre estes valores
para permitir uma otimização da “memória” dos sinais.
A principal ideia das LSTM é a utilização de um “corredor” que permite a passagem
do sinal na dimensão temporal com a utilização de gates (x e ` na linha horizontal da






Figura 2.9: Comparação entre uma RNN tradicional (a) e uma rede LSTM (b) com a
legenda dos operadores (c). [Figura de Olah [98]]
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Figura 2.9-b) [98].
sj “ RLSTMpsj´1, xjq “ rcj, hjs
cj “ f d cj´1 ` id z






















A Equação 2.27 define matematicamente a arquitetura LSTM no início do tempo j.
Sendo os vetores cj a componente de memória que faz parte do “corredor” e hj que é a
saída oculta (hidden). Os portões são definidos por i (entrada), f (esquecimento) e o
(saída).
Uma característica importante desta arquitetura é o portão de esquecimento que é
dado por f que varia de 0 a 1 por ser tratar de uma função sigmoide que no cálculo de cj
a entrada do “corredor” (cj´1) é multiplicado por f .
A implantação de uma rede recorrente normalmente se dá no sentido positivo do
tempo, ou seja, na sequência de leitura do texto, entretanto as relações textuais não são
unidirecionais e a interpretação do sentido que se dá a um termo pode depender de um
contexto apresentado após ele. Desta forma, o modelo pode percorrer os dados no sentido
inverso ou, ainda, em ambos os sentidos paralelamente.
Assim, foi proposto por Graves and Schmidhuber [73] um modelo classificatório ba-
seado em LSTM bidirecional (BiLSTM obtendo relutados mas satisfatórios que RNNs e
LSTMs em dados de reconhecimento de fala. As saídas dos canais de ida e volta (foward
and backward) podem ser unidas por operações matemáticas (soma, multiplicação, dife-
rença, ...) ou serem concatenados em um vetor maior.
2.3.6 Rede Neural Multicanal
As redes neurais multicanais (Multistream Neural Networks) vêm sendo utilizadas
em muitas aplicações de inteligência artificial, uma vez que permitem a utilização de
processamento e aprendizado paralelo de vários tipos de modelos [1, 49, 54, 64, 106].
Nestas redes a camada de entrada é dividida em duas ou mais redes que depois são
fundidas em um único canal que leva aos dados de saída. Esta fusão dos canais (fusion
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• Quadrado da Diferença
• Módulo da Diferença
• Concatenação
As possibilidades de implantação de redes multicanal são inúmeras uma vez que a
separação pode se dar em qualquer lugar da rede, pode acontecer várias vezes e pode-se
mesclar as formas de fusão dos canais.
2.3.7 Conjuntos de Treinamento, Validação e Testes
Segundo Goldberg [70], quando se lida com problemas de aprendizado de máquina,
deve-se observar um conjunto de entrada x1:k e os rótulos correspondentes y1:k. Ao pro-
duzir uma função fpxq que mapeia x para ŷ, deve haver uma forma de avaliar as métricas
que comparam y com ŷ.
O objetivo de elaboração da função f é a capacidade de generalização, ou seja, a capa-
cidade de prever corretamente ŷ1 quando comparado a y1 dado um conjunto desconhecido
x1.
Alguns modelos permitem que esta separação siga a solução leave one out (deixar um
de fora), onde o modelo é treinado apenas para o conjunto x1:j´1,j`1:k gerando uma função
fj, válida para avaliar xj e chegando a ŷj que será comparado a yj.
Modelos que não permitem ou por sua estrutura ou pela demanda computacional
utilizar as técnicas de leave one out [70], podem ser treinados separando o conjunto x e y
em um conjunto para treinamento e outro para teste de forma randômica. Normalmente,
estes conjuntos são separados na proporção de 80%/20% até 70%/30%. Estes números
são derivados do princípio de Paretto [100].
Quando, ainda, há a necessidade de acompanhamento da qualidade do treinamento
durante as escolhas de parâmetros, como no caso de redes neurais, utiliza-se a separa-
ção nos conjuntos de treinamento, validação e testes, sendo o tamanho dos conjunto de
validação e treinamento da ordem de 20% dos itens, a ilustração deste processo está na
Figura .
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Figura 2.10: Divisão dos elementos em conjuntos de treinamento, validação e testes.
[Figura do autor, baseada em Bramer [15]]
Validação Cruzada
Quando se realiza a técnica de leave one out se está comparando todas as possibilidades
de treinamento com predição, ou seja, são observados todos cenários de agrupamento do
conjunto de treinamento, entretanto quando são utilizados os conjuntos de treinamento
(com ou sem validação) e teste, normalmente é inviável treinar todas as combinações
possíveis de agrupamento destes conjuntos.
Desta forma, para que o se proceda a diminuição do erro derivado desta limitação
pode-se repetir a divisão, de forma aleatória, dos conjuntos num processo de validação
cruzada k vezes (k-fold cross-validation). A quantidade de repetições normalmente se
encontra na ordem de grandeza de uma dezena.
Segundo Bramer [15], sendo s a estimativa de acurácia de uma predição para uma
predição e N o número de elementos no conjunto de testes, o erro padrão é dado por
a
sp1´ sq{N .





2.4 Avaliação dos resultados
Para medir a performance de um classificador binário têm-se vários parâmetros que
podem ser utilizados, mas primeiro se tem que separar os resultados pela aderência que
eles tem aos dados reais (groundtruth)[93]. Para isso são definidos quatro tipos possíveis
de resultados para uma amostra classificada no conjunto de testes: Verdadeiro Negativo
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(TN), Verdadeiro Positivo (TP), Falso Positivo (FP), Falso Negativo (FN), contabili-
zando a ocorrência destes tipos cria-se a matriz de confusão de acordo com a Tabela 2.1.
Normalmente a matriz de confusão é apresentada em percentual de amostras.
Neste caso considera-se como “positivo” as amostras que apresentam Risco “ 1.
Tabela 2.1: Tabela de avaliação de um classificador binário. Esta avaliação gera a quan-
tidade de cada um dos campos, ou seja, a matriz de confusão, normalmente apresentada
após normalização.
Risco 0 foi predito Risco 1 foi predito
Risco 0 é correto Verdadeiro Negativo Falso Positivo
Risco 1 é correto Falso Negativo Verdadeiro Positivo






















Estes três critérios são acompanhados para todos os modelos e testes.
Durante o treinamento das redes neurais, utiliza-se frequentemente a medida de AUC
(Area Under Curve) do gráfico ROC (Receiver Operating Characteristic).
Como a classificação binária é feita na escala r0, 1s, o limiar (threshold) é aquele que
abaixo do qual a amostra é classificada como negativa e acima do qual é classificada como
positiva.
Para cada limiar l nos limites do classificador r0; 1s, obtém-se valores diferentes de
Falsos Positivos e Verdadeiros Positivos gerando a ROC. A representação da curva ROC
num gráfico como o da Figura 2.11 onde os eixos são a Taxa de Falsos Positivos e e Taxa
de Verdadeiros Positivos.
Como apresentado na Figura 2.11, um classificador aleatório gera uma curva ROC
linear entre os pontos 0; 0 e 1; 1 e com área sob esta curva (AUC) de 0, 5. Por outro
lado, um classificador perfeito classificaria todas as amostras corretamente no intervalo
de limiar ` sendo t` P <|0 ă ` ď 1u e, assim, chega-se a uma área sob a curva de 1, 0.
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Figura 2.11: Representação da curva ROC (Receiver Operating Characteristic) com di-
ferentes limiares de classificação. Também é mostrado a indicação do cálculo do Equal
Error Rate conforme Seção 2.5 [Figura do autor adaptada de Draelos [59]]
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Desta forma, avalia-se o classificador durante o treinamento pelo critério de AUC que
varia de 0, 5 a 1, 0.
2.5 Equal Error Rate - EER
Após a saída do preditor, ou seja, do valor de probabilidade do classificador no intervalo
r0; 1s, é necessário definir um limiar decisório (threshold) para definir uma publicação como
de risco, ou não.
Este limiar é definido como o valor no qual a taxa de rejeição é igual a taxa de aceite.
A taxa de rejeição é a proporção de entradas válidas que são rejeitadas, ou seja, é a taxa
de falsos negativos e a taxa de aceite é a proporção de entradas incorretamente aceitas,
ou seja, são os falsos positivos [43].
Figura 2.12: Gráfico para cálculo do EER - Equal Error Rate, onde FRR é a taxa de
rejeição e FAR é a taxa de aceite. [Figura de [43]]
O cálculo da EER é feito pela computação da taxa de falsos positivos e negativos que
são obtidos para cada limiar. Este processo é visualizado na Figura 2.12. Um procedi-
mento similar pode ser executado obtendo o valor que da curva ROC que cruza a reta
fpxq “ x´ 1 na Figura 2.11 [43].
Este capítulo abordou os conhecimentos básicos que são utilizados como base para o
desenvolvimento deste trabalho. O capítulo seguinte apresenta as principais característi-




“My soul unraveled out of mental
The shell returns to dust
I focus on the present concentrate on what I find.”
– Gojira
Neste Capítulo são apresentadas as principais características do framework computa-
cional do projeto Deep Vacuity1, este sendo o motivador e o inspirador das atividades
desenvolvidas e apresentadas neste manuscrito, sendo elas parte integrante do projeto.
O projeto Deep-Vacuity tem como objetivo principal o desenvolvimento de metodo-
logias para identificação de comportamento de cartéis de empresas em obras públicas
utilizando técnicas de aprendizado de máquina e inteligência artificial.
Dentre as atividades relacionadas ao projeto, tem-se como atividades a serem desen-
volvidas:
• Desenvolvimento e implantação de um framework com infraestrutura computacional
de alto desempenho distribuído, para dar suporte às atividades de monitoramento
e detecção de atividades suspeitas em licitações públicas. Estas realizadas em bases
públicas disponíveis em sítios da web;
• Propor metodologias de captação de dados públicos nas esferas federais, estaduais
e municipais;
• Incorporar no framework desenvolvido a base de aprendizado e expertise do corpo
pericial da Polícia Federal no processo de detecção de fraudes em obras públicas
para os ambientes computacionais;
1Este nome foi escolhido pela combinação do termo Deep, devido ao tipo de análise profunda das
informações processadas e extraídas, estas provenientes de bases públicas ainda não exploradas; e o
termo Vacuity, seguindo a descrição da letra da música homônima da banda francesa Gojira do albúm
The way of all flesh. Maiores informações sobre o significado do termo Vacuity podem ser encontradas
neste link: https://www.letras.mus.br/gojira/1343928/traducao.html.
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• Permitir ações que abranjam outras esferas do poder público, tanto regulatório,
quanto de fiscalização, incluindo forças policiais e órgãos de controle.
O projeto Deep-Vacuity visa auxiliar tarefas de fiscalização, auditoria e investigação,
estas atualmente realizadas em sua maioria por análise humana. Desta forma, é de grande
utilidade que o sistema tenha um canal de interação com um tipo de usuário final. Espera-
se então que o sistema completo tenha a capacidade acoplar interfaces úteis e de frontend
com fácil usabilidade, como seguem alguns exemplos:
• Visualização de dados, metadados, agrupamentos e seleção de entidades;
• Painel de controle com gráficos e informações em escala macro e micro de determi-
nados campos de conhecimento;
• Visualização de grafos e correlações entre dados, documentos e entidades;
• Representação espacial bidimensional ou tridimensional das relações entre dados;
• Visualização dos mesmos dados em diferentes escalas e tipos de intervalos temporais
• Representações dos dados por sua geo-localização;
• Interação com o usuário para validação e refinamento de resultados dos modelos
inteligentes;
• Capacidade de retroalimentação de dados no sistema para retreinamento de modelos
existentes ou treinamento de novos modelos inteligentes.
Este desenvolvimento é fruto da parceria com Instituto Nacional de Criminalística
(INC), do Serviço de Perícia em Engenharia (SEPENG) do Departamento de Polícia
Federal (PF). A seguir serão listadas as principais informações das atividades que estão
sendo realizadas no escopo do projeto.
3.1 Histórico e Motivação
Em meados de 2014, surge a maior operação de combate à corrupção da história da
república brasileira, denominada de Operação Lava-jato [42, 83], a qual atingiu uma
magnitude extraordinária em valores financeiros movimentados, e também na quantidade
de agentes públicos envolvidos, de diversas naturezas e espectros políticos.
Com o advento desta operação, observou-se notoriamente que a capacidade de inves-
tigação, completamente limitada e manual, mitigou o desenvolvimento e o surgimento de
diversas linhas de trabalhos científicos e e de iniciativas populares, para o auxílio no com-
bate aos crimes de corrupção (também conhecidos como "crime do colarinho branco").
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Estas modalidades estão agora mais sofisticados e complexas (vide Departamento de Ope-
rações Estruturadas da Empresa Odebrecht [66]), se comparado aos tradicionalmente rela-
cionados na literatura sobre o tema2, como comparativo da evolução e melhoria do modus
operandi dos envolvidos.
Mediante essa avalanche de novos dados a serem processados, bem como pelo mo-
tivo nobre da causa em combater, surgiram vários movimentos na área de tecnologia da
informação com o objetivo explícito de auxiliar no combate à corrupção, a saber:
1. Operação Serenata de Amor
A proposta da Operação Serenata de Amor [96] é atuar no monitoramento dos gastos
referentes à atividade parlamentar, principalmente monitorando de forma automa-
tizada, com auxílio de tecnologia, os reembolsos efetuados pela Cota para Exercício
da Atividade Parlamentar (CEAP) – verba que custeia alimentação, transporte,
hospedagem e até despesas com cultura e assinaturas de TV dos parlamentares.
2. Operação Política Supervisionada
A Operação Política Supervisionada [12] fiscaliza de forma detalhada os gastos re-
alizados via CEAP (ou CEAPS). Até o momento já foram economizados mais de
R$ 5,5 milhões do dinheiro público graças a estas fiscalizações e às exigências feitas
diretamente aos parlamentares para que devolvam o dinheiro público indevidamente
utilizado.
A OPS conta com a ajuda de seus colaboradores, espalhados pelo Brasil, para o
levantamento de informações necessárias para a conclusão de fiscalizações, como
por exemplo, o envio de fotos de endereços suspeitos em diversas cidades do país.
Além disso, qualquer um pode ser um fiscal dos gastos públicos e este site oferece
dados suficientes para isso.
3. Observatório da Despesa Pública
OObservatório da Despesa Pública (ODP) [47] é uma unidade permanente do Minis-
tério da Transparência e Controladoria-Geral da União (CGU) voltada à aplicação
de metodologia científica, apoiada em tecnologia da informação de ponta, para a
produção de informações que visam a subsidiar e a acelerar a tomada de decisões
estratégicas por meio do monitoramento dos gastos públicos.
O objetivo do ODP é contribuir para o aprimoramento do controle interno e funcio-
nar como ferramenta de apoio à gestão pública, os resultados gerados pela unidade
servem como insumo para realização de auditorias e fiscalizações conduzidas pela
2Vide exemplo da Ação Penal 470 - conhecida como "Mensalão" [99]
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CGU, bem como para informar aos gestores sobre indicadores gerenciais relativos à
realização de gastos públicos, de modo a permitir análises comparativas, subsidiando
a tomada de decisões para melhoria da aplicação dos recursos públicos.
3.2 Desenvolvimento do Projeto do Sistema Deep Va-
cuity
Paralelamente ao desenvolvimento desta pesquisa, é desenvolvido o sistema que fará
gestão do banco de dados, aplicação dos modelos desenvolvidos e possibilitará a interface
a usuário destes dados. Para isso o projeto emprega metodologia de gerenciamento de
projetos baseadas nos princípios preconizados por métodos ágeis e SCRUM3, com adoção
de ferramenta própria para suporte das atividades de gerenciamento.
A Figura 3.1 apresenta a proposta de arquitetura inicial do Deep Vacuity, onde são
apresentados os principais aspectos da parte de infraestrutura e sua organização para o
funcionamento esperado. No caso, o funcionamento é voltado para dar suporte à utilização
de técnicas de aprendizagem de máquina profundo na atividade pericial.
Figura 3.1: Arquitetura inicial proposta para o Sistema Deep Vacuity. Esta figura foi
elaborada por Leonardo Carvalho como parte do Relatório Descritivo de Atividades e
Produtos Desenvolvidos (documento não publicado).
A aplicação de metodologia de gestão de projetos baseada na visão do SCRUM deve
criar um equilíbrio entre as demandas de escopo, tempo, custo, qualidade e bom relaci-
3SCRUM: https://scrum.org.
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onamento entre os diversos atores do projeto. O sucesso dessa gestão estará relacionado
ao alcance dos objetivos de: entrega dentro do prazo previsto, dentro do custo orçado,
com nível de desempenho adequado, com plena aceitação pelo cliente e seus representan-
tes (usuários finais), com atendimento de forma controlada às mudanças de escopo e em
respeito à cultura da organização.
Por meio de um trabalho coordenado e interdependente entre as equipes do Instituto
Nacional de Criminalística da polícia Federal e da Universidade de Brasília, as etapas de
cada fase serão planejadas, discutidas, executadas e documentadas. As tarefas e atividades
do convênio são sempre supervisionadas pelos coordenadores das duas instituições.
As equipes operacionais responsáveis pelos esforços técnicos serão lideradas por pes-
quisador sênior e por um gerente operacional. Uma equipe de gestão e qualidade será
responsável pelos processos de gestão, pelo aceite dos relatórios do projeto e pelo acom-
panhamento do projeto. As equipes operacionais serão formadas por profissionais com
diferentes experiências e qualificações.
Este capítulo abordou as características computacionais do projeto Deep Vacuity. O




“Todo aquele que ouve as minhas palavras e as põe em prática
é como o homem prudente que edificou a sua casa sobre a rocha.”
– Evangelho segundo São Mateus
Neste capítulo serão abordados trabalhos de destaque dos últimos anos no enfrenta-
mento do problema de conluio em licitações públicas e nas técnicas e ferramentas aplicáveis
à formação e classificação dos dados.
Desta forma, haverá duas seções: a primeira tratará de abordagens específicas na
tentativa de se criar um mecanismo de detecção de conluio na Seção 4.1, e, em seguida
serão passadas as técnicas mais recentes de inteligência artificial que dão base à formulação
das soluções buscadas neste projeto, na Seção 4.2.
4.1 Detecção de Conluio em Licitações
Nesta seção serão abordadas as iniciativas e técnicas atuais utilizadas na detecção de
fraudes e conluio em licitações, especialmente aquelas realizadas pela Polícia Federal e a
CGU, assim como a utilização de técnicas de inteligência artificial para este fim.
4.1.1 Iniciativas da Polícia Federal na Detecção de Conluio
A Polícia Federal tem envidado esforços no desenvolvimento de mecanismos de de-
tecção e comprovação de conluio em licitações. Neste intuito, Vallim [125] desenvolveu
um modelo baseado em casos (CBR - Case-based reasoning) abordando as licitações de
pavimentação. Estes serviços, por serem grandes demandantes de recursos públicos em
todas as esferas de governo, são constantemente alvo de de ações criminais. O modelo
baseou-se em uma estrutura de dados que considerava: o tipo de licitação, as empresas
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envolvidas, os contratos e dados georeferenciados (localização) focando na classificação de
casos de conluio e levantamento manual das informações.
Em outra abordagem, vários estudos conduzidos por peritos da Polícia Federal se
basearam no comportamento do conjunto de competidores que atuaram na manipulação
das propostas utilizando ferramentas de estatística para identificação e comprovação do
conluio em licitações.
Apesar da capacidade comprobatória destes métodos econométricos, eles são limitados
a um único mercado ou órgão/empresa pública dominante e a um período limitado de
tempo, tendo sido utilizados em com sucesso em contratos da operação Lava Jato [113, 114]
e projetos de infraestrutura [115].
4.1.2 Iniciativas da Controladoria Geral da União na Detecção
de Conluio
Várias iniciativas da Controladoria Geral da União, que é o órgão de controle interno do
Governo Federal, também desenvolveram pesquisas no sentido de alcançar um classificador
confiável para a detecção de fraudes em licitação.
Ralha and Silva [105] desenvolveram técnica de mineração de dados multi-agente
(MAS) e descoberta de conhecimento em banco de dados (database knowledge discovery)
com o intuito de detectar a cartelização de mercados públicos se baseando no sistema de
compras governamentais ComprasNet1.
Foi proposta solução utilizando mineração com regra de associação (ARM) sob a base
de compras do ComprasNet do período de 2005 a 2008, num total de 26.615 entradas,
sendo 2.701 licitações. Segundo os autores, houve uma correta identificação de formação
de cartel em 90% dos casos.
Balaniuk et al. [9] focou na avaliação de risco de fraude em agências governamentais
usando classificadores do tipo Naïve Bayes para o planejamento de auditoria. Foram
utilizados dados estruturados e busca por padrões de atividade fraudulenta. O processo
separou 2.560 pares de entidades públicas e privadas dentro de um universo de 795.954
pares com alta propabilidade de risco.
Sun and Sales [122] utilizaram redes neurais tradicionais e redes neurais profundas
(Deep Neural Networks - DNN) para elaborar um sistema de alarme antecipado. Estes
estudos usaram, de maneira geral, como características (features) e indicativos de fraude:
o número de propostas, a relação entre preço e custo estimado, a relação entre os agentes
públicos e privados, vinculação a partidos políticos etc.
1Acessível em https://www.gov.br/compras/pt-br/, visitado em novembro de 2020
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Carvalho and Carvalho [38] encontraram bons resultados com o uso de modelos baye-
sianos com dados estruturados de penalidades aplicadas por órgãos públicos. Foram
utilizados dados dos servidores públicos, seus cargos públicos, salário, número de contas
julgadas irregulares, número de contas julgadas regulares nos órgãos públicos e servidores
relacionados.
4.1.3 Estimativa do risco de contratos na Paraíba
Uma forma diferente de estimar o risco de contratos foi abordada por de Menezes
[53] e se baseia na identificação de contratos rescindidos de uma determinada empresa e
associação desta a um risco de contratação, com os contratos podendo ser separados por
área e incluindo obras e serviços de engenharia.
Foi adotara técnica de data augmentation baseada na técnica de oversampling SMOTE[39]
(Synthetic Minority Oversampling Technique) e utilizados apenas modelos clássicos line-
ares.
Foram alcançados índices de F1-score de 74,5% ao se utilizar o modelo tree bag.
4.1.4 Caso de Contratos de Rodovias na Polônia
Anysz et al. [7] selecionaram apenas 249 registros de concorrências que incluía como
dados: nome dos participantes, local, valores das propostas, forma de execução, escopo e
tipo de rodovia.
Foi utilizado com indicativo de quatro critérios de conluio da OCDE:
• Número de concorrentes que apresentaram propostas;
• Diferença de valor entre as propostas;
• Repetição da ordem de contratação para o mesmo contratado no mesmo local; e
• Mesmo conjunto de propostas em poucas licitações.
Para cada um dos critérios foram determinados limites numéricos para definir se seria
caracterizado um indício de conluio. Uma crítica que pode ser feita ao método é que são
apenas levantadas características externas para a elaboração dos casos o que leva apenas
a uma descrição superficial de cada item do conjunto de dados e não há uma indicação
mais robusta da existência de conluio.
Assim, foram aplicados dois métodos de classificação: um sistema neuro-fuzzy e clas-
sificação de atributos por redes neurais.
O método por neuro-fuzzy teve uma taxa de acerto de 64,28% no conjunto de teste/-
validação. Entretanto quando se faz a estratificação por grupos a taxa de acerto para
“conluio muito esperado” foi de apenas 25%.
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Para as redes neurais foi utilizado o Statistica 13 com uma hidden layer tendo de 3
a 30 neurônios. Mesmo utilizando uma rede muito simples fora obtido 90% de acerto no
conjunto de validação/teste. Este trabalho trouxe uma forma tradicional de se encarar
este tipo de problema com boas ideias para se quantificar o conluio quando não se tem
acesso a dados mais detalhados dos procedimentos licitatórios, entretanto o conjunto de
dados foi pequeno e as técnicas de classificação limitadas e pouco descritas.
4.1.5 Uso de NLP para avaliação de interferência privada na ela-
boração de regulamentos no Canadá
O artigo Public Interest in the Regulation of Competition, Evidence from Wholesale
Internet Access Consultations in Canada de Reza Rajabiun e Catherine Middleton [104]
foi publicado no Journal of Information Policy em 2015 e trata da análise textual em co-
municações de empresas privadas ao órgão regulador canadense visando aferir a existência
de aspectos que reduziriam a competitividade.
O trabalho analisou o conteúdo e os metadados de 25.797 cartas utilizando no proces-
samento de linguagem natural as ferramentas do software Leximancer.
O artigo perpassa por resultados com grafos obtidos pelas técnicas e conclusões que
podem ser obtidas pelo processamento.
Conclui que as técnicas de processamento de linguagem natural utilizadas são úteis,
mas não forneceram resultado adequado sem supervisão humana. Mostrou o potencial de
encontrar padrão de conluio na análise de linguagem natural com um banco de dados de
textos de tamanho maior do que seria avaliável por uma equipe considerável de huma-
nos em um tempo inferior e obtendo padrões difíceis de serem detectados sem o uso de
inteligência artificial.
No trabalho a ser realizado, tendo em vista a sua utilização em processos criminais,
ainda será necessário um desenvolvimento e conhecimento das técnicas de inteligência
artificial (principalmente por redes neurais) e NLP para que um processo com nenhuma
ou pouca supervisão humana possa prosperar.
4.1.6 Métodos Semânticos para Reutilizar LOD de Aviso de Li-
citação Públicas Europeias
O artigo Semantic Methods for Reusing Linking Open Data of the European Public
Procurement Notices elaborado por Alvarez et al. [5], percorre a utilização de métodos
semânticos de dados de licitações públicas como forma de modelar dados não-estruturados,
enriquecer o sistema de classificação de produtos, publicar informações relevantes extraí-
das pela abordagem e utilizar algoritmos avançados para explorar as informações geradas.
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O estudo utilizou dados do Tenders Electronic Daily que seria equivalente eletrônico
europeu do Diário Oficial da União. As bases apresentavam 5 desafios: informação dis-
persa, duplicidade de avisos, inconsistência de formatos, ambiente multilíngue e dados de
licitações de baixo valor. Destes desafios apenas a variação linguística não é observada no
Brasil.
A pesquisa propôs uma arquitetura que permitiu que os dados fossem compilados e
organizados em um endpoint SPARQL.
Uma boa porção da pesquisa com base nas licitações públicas brasileiras a ser imple-
mentada segue por caminhos semelhantes de data mining e encontra as mesmas dificul-
dades em se trabalhar com bases e textos não-estruturados.
4.1.7 Análise dos Métodos Utilizados da Detecção de Conluio
Vários métodos de mineração de dados podem ser escolhidos para a formação e or-
ganização do banco de dados. Foi observado que em países mais desenvolvidos os dados
públicos já são apresentados de forma mais bem estruturados e que o sistema em desen-
volvimento deve estar preparado para se adaptar a um modelo de Linking Open Data.
Um desafio comum entre vários trabalhos foi a consistência dos dados obtidos e a forma
de interpretar de forma não-supervisionado ou semi-supervisionada os erros de digitação,
duplicidade etc. que compõem a variabilidade inerente a uma base de dados de licitações
públicas.
Por não possuir uma forma de diferenciar, dentro da base de dados, os casos com ou
sem risco de conluio, a detecção de risco estive limitada nos trabalhos a comportamentos
suspeitos.
O Processamento de Linguagem Natural não é frequentemente usado para classificar
documentos de licitação quanto a risco ou fraude. A tecnologia é usada para avaliar o
risco de fraude em sinistros de saúde [102, 126] e relatórios financeiros [69, 111]. Os dados
das publicações de obras públicas não são uniformes o suficiente para serem estruturados
e, mesmo se possível, seria extremamente trabalhoso e poderia ser feito ao custo de perder
algumas características desconhecidas ou não detectadas.
Todos esses estudos fazem a classificação de risco em licitações baseada principalmente
em dados estruturados e o uso da Processamento de linguagem natural para esse tipo
específico de classificação é raro, superficial ou inexistente.
4.2 Classificação de Textos
Nesta seção serão abordados os trabalhos que tratam dos métodos, modelos e técnicas
atuais utilizadas na tarefa de classificação de textos, conforme abordado na Seção 2.3.
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4.2.1 Extração de Características - Descritores
Os métodos abordados na subseção 2.3.2 tem aplicação em estudos atuais, Kowsari
et al. [81] identificou um amplo uso de TF-IDF como recurso para classificação de texto e,
como arquitetura, o uso de redes neurais profundas, convolucionais e de crença profunda
e BiLSTM.
No trabalho de Deng et al. [55] foram levantadas as técnicas atuais de extração de
características: modelos de filtragem (Frequência de Documentos, TF-IDF, Ganho de In-
formação etc.), modelos wrapper (só foi observada funcionalidade com pequeno número
de características), modelos de embedding (não foi encontrado modelo dedicado a classi-
ficação de textos) e modelos híbridos. Conclui que, apesar do grande número de técnicas
de extração de características textuais existente, poucos são dedicados à classificação de
textos e que os modelos de filtragem são os mais eficientes e foram os mais estudados para
a categorização de textos.
4.2.2 Modelos de Classificação de Textos
A relação em trabalhos gerada pelo aplicativo Connected Papers2 exposta na Fi-
gura 4.1, contém uma amostra das principais pesquisas desenvolvidas no campo de clas-
sificação de textos, a qual orientará o texto nas próximas Seções.
Vários trabalhos presentes na Figura 4.1 são de revisões sistemáticas, mas os trabalhos
desenvolvidos por Sun et al. [121] e Liu et al. [88] envolvem a utilização do modelo de
linguagem BERT e são abordados na Seção 4.2.3. Já os modelos bidirecionais desenvol-
vidos por Liu and Guo [87] (BiLSTM) e desenvolvido por Shen et al. [112] são expostos
a seguir, entre outros.
Chen et al. [40] usou um modelo DNN com um extração de características 2D TF-IDF
para classificar os comentários do Twitter sobre cyberbullying e discurso de ódio, e Chen
et al. [41] classificou as avaliações dos clientes usando uma rede BiLSTM seguida por
uma CNN 1D com características de word emdeddings, quando foi usado conhecimento
desenvolvido por Kiperwasser and Goldberg [80] com a aplicação de redes BiLSTM.
Braz et al. [28] propôs, no já conhecido projeto Victor do Supremo Tribunal Fede-
ral [62], um modelo baseado em Bi-LSTM para classificar os documentos da suprema
corte brasileira em seis classes. Foi verificado pelos autores que bastava alimentar a rede
BiLSTM com os primeiros 1.000 tokens dos documentos, pois não havia degradação dos
resultados quando a classificação era baseada nas duas primeiras páginas dos documentos
(em PDF).
2Elaborado pelo autor utilizando o endereço web-curto: shorturl.at/pABCI, construído em fevereiro
de 2021.
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Figura 4.1: Grafo gerado pelo aplicativo Connected Papers relativo ao trabalho de revisão
sistemática de classificação de textos realizado por Minaee et al. [95].
50
A rede utilizada pode ser descrita como:
BLp200, ?, sumq Ñ FLÑ Dp6, ?, reluq
Onde BLpu, dr, coq3 é uma camada BiLSTM com u nós, com dr taxa de dropout e
com a junção das camadas com a função co e FL4 é uma camada de achatamento das
entradas (flattener).
O trabalho alcançou um F1-score que variou de 73% a 93% com valor médio de 84%.
Ainda em estudo prévio na mesma base [51], foi implementada rede neural convolucional
(CNN) com três camadas em paralelo, mas que apresentou resultados significativamente
piores.
Pesquisa desenvolvida por Shen et al. [112] propõe um modelo de sentenças (deno-
minado Bi-BloSAN) baseado em uma rede bidirecional com self-attention (auto-atenção)
livre de camadas recorrentes e convolucionais com o intuito de ser de execução rápida e
de baixo consumo de memória. Na tarefa de classificação de sentenças atingiu resultados
similares a vários classificadores de referência, sendo mais eficiente (em tempo de proces-
samento para parâmetros idênticos) que redes recorrentes bidirecionais como Bi-LSTM e
Bi-GRU.
4.2.3 Modelos de Linguagem - Language Models
Apesar de não ter sido abordado na Seção 4 os modelos de linguagem têm sido utilizado
para inúmeras tarefas e tem se tornado maiores e mais complexos nos últimos anos5.
Os modelos de linguagem modernos tem como grande dificuldade de implantação de-
vido ao grande número de parâmetros (na ordem de grandeza de centenas de bilhões) [33].
Uma forma de contornar isto é usando versões “destiladas” dos modelos [109].
Bert
O modelo BERT (Bidirectional Encoder Representations from Transformers) foi im-
plementado por Sun et al. [121] para classificação de texto e baseado em uma arquitetura
com um encoder com 12 blocos de transformer, com 12 heads de auto-atenção e tamanho
oculto de 768. O modelo é limitado a uma entrada de 512 tokens [57]. Os modelos pré-
treinados do BERT tem mais de 100 milhões de parâmetros sendo o modelo “Base” com
110 milhões e o “Large” com 340 milhões [57].
3Não foi mostrado no artigo o valor definido de dropout.
4A camada de flattener não estava descrita, mas é necessária para gerar uma correta saída para a
camada densa subsequente.
5https://www.microsoft.com/en-us/research/blog/turing-nlg-a-17-billion-parameter-language-model-
by-microsoft/, visitado em 20 de fevereiro de 2021
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No estudo de Sun et al. [121] foram classificadas 8 bases conhecidas de classificação de
textos em inglês e chinês). A implementação foi baseada em um ajuste fino (fine tunning)
do modelo original de Devlin et al. [57]. Obteve acurácia acima de 95% exceto para a
classificação Yelp6 de cinco classes onde obteve acurácia pouco acima de 70%.
XLNet
A rede XLNet desenvolvida por Yang et al. [130] é baseada no BERT (particularmente
o BERT-Large) com alguns ajustes na concepção de probabilidade, inclusão de ideias do
modelo Transformer-XL [48] e aumentando a base de treinamento.
O modelo alcançou acurácia um pouco melhor que o BERT em todos os modelos
de classificação de texto abordados por Sun et al. [121] e que a otimização do BERT
publicada no mesmo ano RoBERTa desenvolvido por Liu et al. [88].
GPT-3
Este modelo de linguagem [33], cuja sigla significa Generative Pre-trained Transformer
3, foi desenvolvido pela OpenAI e apesar dos alardeados resultados e do tamanho massivo
(até 175 bilhões de parâmetros) tem se mantido7 atrás de uma Interface de Programação de
Aplicação (API) e, desta forma, não permite que técnicas de fine tunning ou destilamento
sejam aplicadas. Segundo o site oficial isso se dá para que sejam evitados usos maliciosos
do modelo e para que ele possa ser comercializado.
ULMFit
De Araujo et al. [52] fizeram um trabalho de classificação sobre a origem (órgão público
responsável) de publicações do diário oficial do Distrito Federal, desta forma tratasse de
uma classificação de múltiplas classes. NComo referência de estado da arte, Araújo et al.
utilizaram o modelo ULMFiT (Universal language model fine-tuning) desenvolvido por
Howard and Ruder [76].
Neste estudo foi realizado confronto de SVM e UMLFiT com recursos de BOW (Bag
of Words) e TF-IDF. Conclui que modelos SVM com média ponderada de F1-score de
89,17% ainda é competitivo com métodos mais modernos como o ULMFit com 89,74%
no mesmo critério.
Este capítulo abordou os trabalhos atuais relacionados ao desenvolvimento deste tra-
balho. O capítulo seguinte apresenta a metodologia que foi seguida para se alcançar os
resultados esperados.







But never ever win
Without a fight .”
– Neil E. Peart / Gary L. Weinrib / Alex Zivojinovich
A Figura 5.1 é um modelo inicial da arquitetura proposta do sistema Deep Vacuity que
se propõe a ser o modelo de soluções computacionais e de dados para o problema estudado
neste trabalho. Esta estrutura apresentada é a inspiração da metodologia proposta aqui
apresentada a seguir.
Figura 5.1: Proposta de Arquitetura do Sistema Deep Vacuity. [Figura do Autor]
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Na Figura 5.1 é destacada uma seção marcada como “Pronto” referente a etapa do
crawler elaborada no trabalho de [65]. No trabalho atual se obteve os recursos com-
putacionais e de rede necessários para permitir, com pequenas adaptações no código, a
obtenção e processamento dos dados públicos desde janeiro de 1998.
A extração de dados dos diários oficiais estaduais e municipais exige uma abordagem
diferenciada devido a diversidade de apresentação e disponibilização dos dados e está sendo
desenvolvida de forma aberta pelo projeto Querido Diário [27] e, assim, sua utilização e
adaptação será deixada para um trabalho futuro.
Da mesma forma, a vinculação de todas as interligações entre as mais diversas publica-
ções do DOU, como por exemplo a vinculação das etapas da licitação (edital, julgamento,
contratos, aditivos etc.) ou a vinculação da relação entre órgãos públicos, pessoas físicas e
empresas privadas, poderia adicionar valiosas informações ao classificador mas esta etapa
ainda não será atacada na metodologia aqui apresentada.
As demais etapas, da arquitetura apresentada em 5.1 estão sendo desenvolvidas em
outros trabalhos de pesquisa, estas realizadas por demais membros da equipe do projeto,
sendo citada neste trabalho somente estritamente quando necessário. Isso foi adotado
como premissa, pois alguns módulos ainda estão sob sigilo de projeto e também com
intuito de manter o foco no problema de detecção para risco de conluio em publicações
do DOU e adjacências.
Figura 5.2: Etapas da metodologia.
Seguindo as etapas do fluxo da metodologia proposta (Figura 5.2), e tendo em mente os
objetivos propostos no Capítulo 1, seguiu-se os passos de formação do conjunto de dados
de publicações da Seção 3 do Diário Oficial da União, focando-se no período relativo aos
dados das análises disponíveis nos Laudos da Polícia Federal, ou seja, a partir de 1998
(Vide Seção 5.1).
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A partir daí, foi necessária a anotação dos dados onde foram utilizadas técnicas au-
tomatizadas e manuais para se extrair os dados das publicações e identificar aquelas
vinculadas à identificação de risco de fraude dos Laudos da Polícia Federal (Seção 5.1.1).
De posse do conjunto de dados formado e anotado, procedeu-se aos passos de classifi-
cação de textos, partindo do pré-processamento, a extração de características, a separação
dos conjuntos com validação cruzada e a classificação por modelos lineares esparsos e redes
neurais (Seção 5.2 e seguintes).
5.1 Formação do Conjunto de Dados
O conjunto de dados proposto é uma grande coleção de fragmentos de textos extraídos
do Diário Oficial da União, ou seja, de publicações todas de origem pública e aberta,
disponíveis no repositório institucional da Imprensa Nacional1.
A Lei das Licitações no 8.666/1993 e a Lei dos Pregões no 10.520/2002 [17, 18] obrigam
todos os órgãos públicos a seguirem um número exigente de regras para qualquer contra-
tação, sendo especificamente mais exigente no caso de obras públicas. Por força destas leis
e pelo princípio constitucional da publicidade, todos os processos licitatórios realizados
pela administração pública federal têm obrigação de publicar seus avisos e extratos neste
jornal, consequentemente, pode-se considerar estes dados acessíveis e confiáveis para a
formação do conjunto de dados.
Existem várias formas de se obter dados sobre licitações públicas como sistemas de
licitação (ComprasNet, Licitacoes-e, etc.), portais de transparência, entre outros. En-
tretanto, no que se refere a obras públicas, as informações estão espalhadas em muitos
sites e órgãos diferentes e disponibilizado das mais diversas maneiras e formatos, tabelas
e documentos. Assim, outra característica indispensável dos dados deve ser sua comple-
tude [128] e isto só pode ser alcançado sabendo que no Brasil o DOU [29] é o jornal onde
todos os atos que envolvam a União são obrigatoriamente publicados.
Apesar do pequeno nível de detalhes das publicações do Diário Oficial da União os
dados apresentados são bastante consistentes trazendo as informações vitais acerca das
licitações e contratos: valores, tipos, localização, partes envolvidas, objeto etc. As pu-
blicações listam, sem exceção, todas as obras que contam com financiamento direto da
administração federal. Isso traz aos dados a característica de confiabilidade [128] para
serem utilizados tanto para uma pesquisa acadêmica quanto para uma investigação cri-
minal.
1Acesso ao repositório da Imprensa Nacional no endereço web: https://www.gov.br/
imprensanacional/pt-br.
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O conjunto de dados, como afirmado anteriormente, é formado por publicações como
por exemplo cada um dos extratos mostrados nesta página do DOU na Figura 5.3.
Figura 5.3: Amostra de página atual do Diário Oficial da União.
Os Diários Oficiais da União na Seção 3 podem ser obtidos de janeiro de 1998 a janeiro
de 2018 em formato PDF (Portable Document File) e posteriormente convertidos para
formato de texto. Desde fevereiro de 2018, as publicações estão disponíveis em formato
XML (Extensible Markup Language) e organizadas com campos para órgão público, tipo
de documento etc., mas sem um campo específico para dados de compras, por exemplo
tipo de licitação, prazos, valores e escopo. Uma publicação como da Figura 5.4 será salva
no conjunto de dados em formato JSON (JavaScript Object Notation) , como apresentado
na Tabela 5.1:
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name EXTRATO CONTRATO - INFRA - EM 30
idOficio 5793652
pubName DO3


















Identifica EXTRATO DE INSTRUMENTO CONTRATUAl




text EXTRATO DE INSTRUMENTO CONTRATUAl <p
class=identifica > EXTRATO DE INSTRUMENTO
CONTRATUAl Espécie: Contrato no 1106/2020 No Pro-
cesso: 23106. 056915/ 2016- 62. Regime Diferenciado
de Contratação no 17/2019 - INFRA/UnB Contratante:
UNIVERSIDADE DE BRASÍLIA, CNPJ 00.038.174/0001-43
Contratado: CMP CONSTRUTORA MARCELINO PORTO
EIRELI, CNPJ 38. 027. 876/ 0001- 02&amp;8203; Objeto:
Obra de reforma para o Laboratório e Acervo de Fósseis, Mi-
nerais e Rochas, localizado no Campus UnB Planaltina (FUP)
da Universidade de Brasília, Planaltina/DF Fundamento
legal: Lei no 8.666/93 e suas alterações, Lei no 10.406/02,
Lei no 12.462/2011, e Decreto no 7.581/2011. Vigência:
11/03/2020 a 11/08/2020Valor Global: R$ 44.500,00 Fonte:
2020NE800260.Data de Assinatura: 11/03/2020 Espécie:
Primeiro termo aditivo ao contrato no 1112/2019 No Processo:
23106. 018 699 / 2017-38 Contratante: UNIVERSIDADE
DE BRASÍLIA, CNPJ 00.038.174/0001-43 Contratado: 3R
ENGENHARIA EIRELI, CNPJ 07.371.427/0001-45; Objeto:
Prorrogação do prazo de vigência por mais 60 (sessenta)
dias e do prazo de execução por mais 60 (sessenta) dias do
Contrato no 1112/2019 INFRA/UNB.Fundamento legal: Art.
57, § 1o , incisos II da Lei 8666/93.Vigência: 13/06/2020 a




Para publicações anteriores a fevereiro de 2018 apenas os campos “_id”, “date”, “indice”
e “text” estão disponíveis uma vez que as demais informações são provenientes do arquivo
XML. Depois de fevereiro de 2018, as tabelas são mostradas em texto com formatação
HTML.
O comprimento do campo de texto varia de uma dúzia a milhares de caracteres, com
títulos de subseções e nomes de assinaturas sendo os mais curtos e as editais de concursos
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Figura 5.4: Amostra de publicação aos Contrato no 1106/2020 e aditivo ao contrato no
1112/2019 da universidade de Brasília (Publicação escolhida aleatoriamente e disponível
no url https://pesquisa.in.gov.br/imprensa/jsp/visualiza/index.jsp?data=31/
03/2020&jornal=530&pagina=63.
com listas de nomes as mais longas. Embora não seja um texto estruturado, ele mantém
traços individuais de ordem, pois segue tem uma maneira formal e direta de comunicação
(Vide Tabela 6.1 na Seção 6.1).
5.1.1 Anotação dos Dados
A anotação dos dados públicos foi feita com a utilização de uma rede de conhecimento
de especialistas forenses (Peritos Criminais da Polícia Federal) e não representam uma
avaliação oficial sobre qualquer pessoa ou entidade pública e privada (vide Aviso Legal
- pág. 5). As aquisições, contratos, trabalhos e/ou acordos foram anotados como tendo
risco de fraude com base na análise de especialistas. Em sua análise são considerados
múltiplos indicadores sobre data, local, tipo, peças (agência, empresas), valor, preços,
execução, relação com outras publicações, e quaisquer outras informações vinculadas ao
processo. Como não se levou em conta o julgamento de possíveis processos criminais ou
civis não pode haver vinculação de qualquer pessoa física ou jurídica com a anotação de
risco. Portanto, não são avaliados como suspeita de fraude ou não, mas como risco de
fraude, e então as publicações foram marcadas como tendo risco = 1.
O processo de localização das publicações seguiu um processo cauteloso manual onde
não seriam admitidos erros de anotação e como, nos laudos da Polícia Federal não há
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menção direta ao texto das publicações do caso sob análise, o processo seguiu os seguintes
passos:
1. Extração semi-automatizada com auxílio de RegEx dos dados numéricos e de iden-
tificação dos laudos:
• Números do Convênio, Licitação, Contratos e Aditivos
• Números de CPF e CNPJ
• Nome dos órgãos públicos: Nomes e Siglas
• Nome das empresas: Expressões que terminam com S.A., Ltda., EIRELI etc.
• Datas: tanto no formato numeral quanto por extenso, transformando anos
anteriores a 2000 com dois dígitos para quatro dígitos.
• Estado da Federação: o nome do estado do “Pará” traz uma dificuldade excep-
cional a este tipo de processamento, pois é comum ser apresentado com erro
de digitação como “Para”
• Nome do município
• Número de processo
2. Extração automatizada por RegEx das mesmas informações extraídas dos laudos de
todas as mais de 15 milhões de publicações.
3. Vinculação das publicações aos laudos pelo número do procedimento. Neste caso os
números foram reduzidos a uma forma comum, por exemplo: o número de “contrato
no 574/2002” é 5742002 e o número de “Tomada de Preços No 472/99” é 4721999,
totalizando cerca de 2 milhões de publicações (com vínculos repetidos).
4. Filtragem das publicações vinculadas por:
• Data: a publicação deveria estar no mesmo intervalo de tempo registrado nos
laudos
• Nomes das empresas e órgão públicos: para isso foi utilizado um comparador
de strings que considera a distância de Levenshtein para que eventuais erros
de digitação ou apresentação dos nomes pudessem ser considerados. Para os
órgãos públicos foi gerada lista de siglas para que fosse comparado tanto o
nome quanto a sigla.
• Em caso de a publicação ser um contrato: comparou-se o nome do município,
os CNPJs, os nomes de empresas e dos órgãos públicos.
• Em caso de convênio bastava comparar o nome do órgão conveniente, uma vez
que havia coincidência dos números
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• Em caso de licitação: comparou-se o nome do município e dos órgãos públicos.
Por fim, seguiu se a seleção manual final das publicações. Um caso identificado pela
Polícia Federal pode gerar mais de uma publicação anotada.
Todas as outras publicações incluídas no conjunto de dados proposto foram marcadas,
a princípio, como tendo risco = 0. Ocorre que em uma investigação criminal ou em
um processo análogo de auditoria (da CGU ou do TCU) não é possível concluir que um
processo licitatório é isento de fraude, ou seja, não se consegue eliminar a possibilidade de
qualquer fraude de um processo, mas apenas apontar os indícios encontrados. Em outras
palavras, a falta de indícios não implica em retidão do processo.
As instruções para download da base anotada “Deep-Vacuity” são encontradas na
página: http://www.cic.unb.br/~fbvidal/deepvacuity/dataset/index.html.
5.2 Pré-processamento
Os passos do pré-processamento foram abordados na Seção 2.3.1 (pág. 20 e seguintes).
Uma vez que várias etapas do pré-processamento envolvem alguma perda de informa-
ção, serão realizadas testes para determinar qual a abordagem de pré-processamento do
texto melhor ajuda a representar a base de dados, destacando a ocorrência das palavras.
O pré-processamento ao transformar todas as palavras em minúsculas, remover nú-
meros, símbolos acentos ortográficos e stop-words retira informações que não afetam o
processo de classificação diminuindo a dimensionalidade da vetorização e elimina muito
ruído [56].
Será testada a influência da presença ou ausência de números, da realização de stem-
ming e lematização e a influência de n-gram (com até 3 grams), que podem aumentar o
nível de informação em uma futura extração de características ao levar para dentro da
vetorização a relação entre palavras que ocorrem com frequência em conjunto [32].
Pode-se usar o texto da publicação mostrada na Tabela 5.1 para exemplificar a ação
do pré-processamento:
EXTRATODE INSTRUMENTO CONTRATUAl <p class=identifica > EXTRATO
DE INSTRUMENTO CONTRATUAl Espécie: Contrato no 1106/2020 No Pro-
cesso: 23106.056915/2016-62. Regime Diferenciado de Contratação no 17/2019 - IN-
FRA/UnB Contratante: UNIVERSIDADE DE BRASÍLIA, CNPJ 00.038.174/0001-
43 Contratado: CMP CONSTRUTORA MARCELINO PORTO EIRELI, CNPJ
38.027.876/ 0001 02&amp;8203; Objeto: Obra de reforma para o Laboratório e
Acervo de Fósseis, Minerais e Rochas, localizado no Campus UnB Planaltina (FUP)
da Universidade de Brasília, Planaltina/DF Fundamento legal: Lei no 8.666/93 e
suas alterações, Lei no 10.406/02, Lei no 12.462/2011, e Decreto no 7.581/2011. Vi-
gência: 11/03/2020 a 11/08/2020Valor Global: R$ 44.500,00 Fonte: 2020NE800260.Data
de Assinatura: 11/03/2020 Espécie: Primeiro termo aditivo ao contrato no 1112/2019
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No Processo: 23106. 018 699 / 2017-38 Contratante: UNIVERSIDADE DE BRA-
SÍLIA, CNPJ 00.038.174/0001-43 Contratado: 3R ENGENHARIA EIRELI, CNPJ
07.371.427/0001-45; Objeto: Prorrogação do prazo de vigência por mais 60 (sessenta)
dias e do prazo de execução por mais 60 (sessenta) dias do Contrato no 1112/2019
INFRA/UNB.Fundamento legal: Art. 57, § 1o , incisos II da Lei 8666/93.Vigência:
13/06/2020 a 11/08/2020Data de Assinatura: 1903/2020
Após o pré-processamento, o texto da publicação fica desta forma:
extrato instrumento contratual extrato instrumento contratual especie contrato pro-
cesso regime diferenciado contratacao infra unb contratante universidade brasilia
cnpj contratado cmp construtora marcelino porto eireli cnpj amp objeto obra re-
forma para laboratorio acervo fosseis minerais rochas localizado campus unb planal-
tina fup universidade brasilia planaltina fundamento legal lei suas alteracoes lei lei
decreto vigencia valor global fonte data assinatura especie primeiro termo aditivo
contrato processo contratante universidade brasilia cnpj contratado engenharia eireli
cnpj objeto prorrogacao prazo vigencia por mais sessenta dias prazo execucao por
mais sessenta dias contrato infra unb fundamento legal art incisos lei vigencia data
assinatura
Datas, valores financeiros, número de contrato ou de processo etc. são elementos
úteis na identificação de um determinado elemento, mas não representam bem o conjunto
de elementos semelhantes, uma vez que estes valores numéricos e de identificação não
se repetem entre diferentes tipos de publicação, mas apenas naquelas poucas da mesma
contratação. Para testar os efeitos da retirada destes elementos será modelada uma rede
multicanal com dados estruturados retirados do texto (Seção 5.4.3).
5.3 Extração de Características
Como último passo antes do processo de classificação, como abordado em 2.3.2, será
feita a comparação em classificadores simples da influência da utilização da vetorização
utilizandose um BoW simples (one-hot), Word2Vec na versão Doc2Vec2 desenvolvida por
Le and Mikolov [84] e TF-IDF.
A Tabela 5.2 mostra as características dos tipos de vetorização estudadas que foram
abordadas na Seção 2.3.2. Os Vocabulários serão ajustados para eliminar palavras com
baixíssima frequência e se fará uma análise exploratória do melhor “valor de corte”. Para
o Doc2VEC, o tamanho do vetor será selecionado o maior possível de acordo com os
recursos disponíveis para que haja a melhor representação possível.
Cada uma das vetorizações será gerada para um dos conjuntos de validação cruzada e
feita uma primeira classificação, aqueles que tiverem melhores resultados nas classificações
2Os critério de treinamento do Doc2Vec, obtidos por análise exploratória, foram: tamanho do vetor
(vectorsizeqde300, contagemmnimadepalavraspmincountqde2, quantidadedepocaspepochsqde40eusandooalgurtimodetreinamentodistributed memorypdm “
1q
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Tabela 5.2: Características dos tipos de vetorização estudadas.
Vetorização Forma de Obtenção Tamanho da Saída
BoW Montagem dos vetores One-hot Vocabulário (ajustado)
Word2Vec Embedings (Doc2Vec) Tamanho do vetor (300)
TF-IDF Cálculo de Frequência Vocabulário (ajustado)
com modelos lineares esparsos (Seção 5.4.2) serão testados em todos os conjuntos de
validação cruzada e o melhor será levado para o desenvolvimento dos outros modelos.
5.4 Etapa de Classificação
A etapa de classificação desse conjunto de dados tenta emular o comportamento es-
perado na avaliação de um Perito Criminal sobre a possibilidade de fraude em uma de-
terminada contratação. Especialistas entrevistados pelos autores afirmaram que valor,
órgão público, tipo de empreendimento, localização, data, tipo de construção e a corre-
lação entre essas informações costumam levar a um bom palpite sobre o risco de fraude
nas licitações. Essas variáveis reunidas são os modelos de dados estruturados descritos
na Seção 4.1. Os modelos que serão desenvolvidos visam emular esta capacidade usando
apenas ferramentas de processamento de linguagem natural3.
5.4.1 Subconjuntos de Treinamento e de Testes
Para lidar com o conjunto de dados desequilibrado e generalizar os modelos com su-
cesso, criam-se dez subconjuntos com 1.907 entradas escolhidas aleatoriamente das publi-
cações não anotadas para equilibrar com os dados anotados. Uma maneira de classificar os
dados é considerar todas as publicações escolhidas aleatoriamente como tendo risco = 0.
Embora haja um erro nessa suposição, ela pode ser considerada tão baixa quanto a rari-
dade4 da classe risco 1. Além disso, os dez subconjuntos criados foram divididos em um
subconjunto de treinamento (com validação) e um subconjunto de teste e aplicada valida-
ção cruzada de dez vezes gerando um total de uma centena de conjuntos de treinamento.
A Figura 5.5 ilustra como isso foi cumprido.
3A configuração da máquina onde foram treinados e avaliados os modelos é:
• Processador: AMD Ryzen Threadripper 3970X 32 Core e 64 threads
• Memória RAM: 64 Gb
• Vídeo: Duas placas NVIDIA 2080 RTX 8 Gb
4Como mostrado nos trabalhos referentes a detecção de fraudes [69, 102, 111, 126], a grande maioria
das transações são conduzidas sem risco, mas dada a natureza dos processos é impossível determinar a
exata taxa de risco.
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Figura 5.5: Conjuntos de treinamento e testes.
5.4.2 Comparação com Classificadores Lineares Esparsos
Para criar um referencial (baseline) de comparação, foi realizada classificação do con-
junto de dados com uma gama de classificadores supervisionados lineares esparsos clássi-
cos, usando modelo de extração de características TF-IDF, baseado no código de Prette-
nhofer et al. [103], que inclui os métodos listados da Tabela ??:
A implementação do método classificador Passive-Aggressive [46] é descrito como um
algoritmo online significando que, para cada resultado de predição para uma instância
de uma observação sequencial, o mecanismo de predição é ajustado com base em sua
correção. Um parâmetro de regularização controla esse ajuste para o método Passive-
Agressive. Da mesma forma, a Elastic Net é um dos parâmetros de regularização para o
método SGD [14]. [11] recomenda uma estratégia de aprendizagem online para cenários
com grandes fluxos de dados, pois esse tipo de aprendizagem é baseado em cada novo
evento e seus padrões.
5.4.3 Modelos de Redes Neurais Profundas
Um obstáculo atual na ciência é alcançar bons resultados usando redes neurais pro-
fundas complexas com poucos dados anotados [63], mas já é um grande avanço na inves-
tigação de fraude em licitações, uma vez que as redes neurais profundas usam um método
de aprendizado supervisionado.
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Tabela 5.3: Classificadores lineares esparsos baseados no código de Prettenhofer et al.
[103] utilizados como base de comparação.
Método Observações
Stochastic Gradient Descent (SGD)[131,
132]
Elastic Net com penalidade L1
Stochastic Gradient Descent (SGD)[131,
132]
Elastic Net com penalidade L2
SVC linear[60] Seleção de características baseada em L1a







aA documentação do Scikit-Learn[103] expõe que: “O uso da penalização L1 conforme fornecido pelo
LinearSVC produz uma solução esparsa, ou seja, apenas um subconjunto de pesos de recursos é diferente
de zero e contribui para a função de decisão.” [em tradução livre]
Inicialmente, para a extração de características foi utilizado o DOC2VEC [84] e, apesar
de não ter trazido bons resultados, foi útil para agilizar na seleção dos modelos que
seriam testados, já que na época os recursos computacionais eram mais limitados. O
modelo GLOVE em português [74] também foi testado, mas não foram melhores para os
resultados iniciais.
Para a extração de características do texto, a abordagem TF-IDF, já utilizada com
classificadores lineares, apresentou resultados iniciais promissores. Ele foi testado e imple-
mentado com redes neurais profundas e os testes iniciais mostraram melhores resultados.
O tamanho do vocabulário girava em torno de 32 mil palavras. Os modelos de rede neural
profunda foram construídos usando o Tensorflow [2]. Para avaliar o conjunto de dados
proposto foram escolhidos os modelos de Redes Neurais Profundas (DNN) e Redes Neu-
rais Bidirecionais, todos apresentados no Capítulo 4 anteriormente. Dois modelos DNN
foram desenvolvidos por análise exploratória, o primeiro modelo é definido como:
Dp512, 0.4, reluq Ñ Dp2048, 0.4, reluq Ñ Dp4096, 0.4, reluq Ñ
Dp8192, 0.4, reluq Ñ Dp4096, 0.4, reluq Ñ Dp2048, 0.4, reluq Ñ
Dp512, 0.4, reluq Ñ Dp256, 0.4, reluq Ñ Dp1, 0, sigmoidq
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Representado pela Figura 5.6, desenvolvida com a ferramenta online Net2Vis5.
Figura 5.6: Diagrama da rede neural profunda [Figura do Autor].
Onde Dpu, dr, aq representa uma camada densa com u nós, com dr taxa de dropout e
a sendo a função de ativação. A segunda rede neural profunda foi elabora da em formato
de bottleneck (Autoencoder):
Dp8192, 0.4, reluq Ñ Dp4096, 0.4, reluq Ñ Dp2048, 0.4, reluq Ñ Dp1024, 0.4, reluq Ñ
Dp256, 0.4, reluq Ñ Dp1024, 0.4, reluq Ñ Dp2048, 0.4, reluq Ñ Dp4096, 0.4, reluq Ñ
Dp8192, 0.4, reluq Ñ Dp256, 0.4, reluq Ñ Dp1, 0, sigmoidq
Representado pela Figura 5.7, desenvolvida com a ferramenta online Net2Vis.
Muitos formatos e parâmetros do modelo de redes BiLSTM [73, 110] foram testados
em conjunto de treinamento e validação, mas os melhores resultados dos conjuntos de
testes foram obtidos em um primeiro momento com o seguinte:
BLp192, 0.25q Ñ BLp128, 0.25q Ñ BLp96, 0.25q Ñ TDp128, 0, reluq Ñ
FLÑ Dp1024, 0, reluq Ñ Dp2, 0, reluq
5Disponível em https://viscom.net2vis.uni-ulm.de/
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Figura 5.7: Diagrama da rede neural profunda bottleneck [Figura do Autor].
Representado pela Figura 5.8, desenvolvida com a ferramenta online Net2Vis.
Onde BLpu, drq é uma camada BiLSTM u e dr são definidos como acima, TD é uma
camada densa distribuída no tempo com mesmos termos de D e FL é uma camada de
achatamento das entradas (flattener). As saídas das camadas LSTM para frente e para
trás foram combinadas por concatenação.
5.5 Redes Multicanais
Para verificar se haveria melhoria nos resultados com a conjunção de técnicas utilizadas
até aqui, foi lançado mão da técnica de redes neurais multicanais já abordado na Seção
2.3.6.
Assim foi ensaiado a utilização em paralelo de duas formas de extração de caracte-
rísticas: TF-IDF e Doc2Vec tanto em redes Autoencoders quanto em redes profundas já
utilizadas.
Da mesma forma, foram estudadas o paralelismo de redes neurais profundas e Au-
toencoders. E todos estes testes foram repetidos para as formas de fusão já citadas na
Seção 2.3.6.
Uma outra abordagem foi extrair dados estruturados do texto do diário oficial de forma
a gerar um conjunto mínimo de dados estruturados, criando valores escalares e binários
e, assim, incluindo no modelo informações que poderiam ter sido perdidas na etapa de
pré-processamento (Seção 5.2).
Estes dados extraídos são mostrados na Tabela 5.4:
Após ajustes a rede multicanal que trabalha com dois formatos de redes neurais foi
testada em todo o conjunto de validação cruzada com a seguinte arquitetura:
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Figura 5.8: Diagrama da rede neural BiLSTM [Figura do Autor].
Tabela 5.4: Dados estruturados extraídos do texto e forma de extração
Dado Forma de Cálculo












Número de dias corridos desde 01/01/1998 dividido por 14.000
Licitação 0 se não e 1 se sim
Contrato 0 se não e 1 se sim
Pregão 0 se não e 1 se sim
Convite 0 se não e 1 se sim
Concorrência 0 se não e 1 se sim
Tomada de preços 0 se não e 1 se sim
Convênio 0 se não e 1 se sim
Contrato Emergencial 0 se não e 1 se sim
Dispensa 0 se não e 1 se sim
Concurso público 0 se não e 1 se sim
Leilão 0 se não e 1 se sim
CPF 0 para ausente e 1 presente
CNPJ 0 para ausente e 1 presente
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TF-IDFÑ Dp4096, 0.4, reluq Ñ Dp2048, 0.4, reluq Ñ Dp1024, 0.4, reluq Ñ
Dp512, 0.4, reluq Ñ Dp128, 0.4, reluq Ñ Dp512, 0.4, reluq Ñ Dp1024, 0.4, reluq Ñ
Dp2048, 0.4, reluq Ñ Dp4096, 0.4, reluq Ñ Dp256, 0.4, reluq
Ñ F(op) & D(1, 0, sigmoid)Ð
Dp256, 0.4, reluq Ð Dp512, 0.4, reluq Ð Dp1024, 0.4, reluq Ð Dp2048, 0.4, reluq Ð
Dp4096, 0.4, reluq Ð Dp8192, 0.4, reluq Ð Dp4096, 0.4, reluq Ð Dp2048, 0.4, reluq Ð
Dp1024, 0.4, reluq Ð Dp512, 0.4, reluq Ð TF-IDF
Representado pela Figura 5.9, desenvolvida com a ferramenta online Net2Vis.
Figura 5.9: Diagrama da rede neural Multicanal com dois formatos de redes neurais e
entradas idênticas TF-IDF [Figura do Autor].
Nota-se que nesta apresentação as entradas TF-IDF são duplicadas e são apresentadas
no início e fim desta representação. No centro é apresentado a fusão F(op) das duas redes
com um operador op seguido da camada de saída Dp1, 0, sigmoidq.
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De forma semelhante a rede bottleneck com a aplicação de duas formas de extração de
características, assim foi implementada:
TF-IDFÑ Dp4096, 0.4, reluq Ñ Dp2048, 0.4, reluq Ñ Dp1024, 0.4, reluq Ñ
Dp512, 0.4, reluq Ñ Dp128, 0.4, reluq Ñ Dp512, 0.4, reluq Ñ Dp1024, 0.4, reluq Ñ
Dp2048, 0.4, reluq Ñ Dp4096, 0.4, reluq Ñ Dp256, 0.4, reluq
Ñ F(op) & D(1, 0, sigmoid)Ð
Dp256, 0.4, reluq Ð Dp4096, 0.4, reluq Ð Dp2048, 0.4, reluq Ð
Dp1024, 0.4, reluq Ð Dp512, 0.4, reluq Ð Dp128, 0.4, reluq Ð
Dp512, 0.4, reluq Ð Dp1024, 0.4, reluq Ð Dp2048, 0.4, reluq Ð
Dp4096, 0.4, reluq Ð DOC2VEC
Representado pela Figura 5.10, desenvolvida com a ferramenta online Net2Vis.
Figura 5.10: Diagrama da rede neural Multicanal com duas redes tipo Bottleneck e en-
tradas TF-IDF e Doc2Vec [Figura do Autor].
E na rede profunda com estas duas extrações de características:
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TF-IDFÑ Dp512, 0.4, reluq Ñ Dp1024, 0.4, reluq Ñ Dp2048, 0.4, reluq Ñ
Dp4096, 0.4, reluq Ñ Dp8132, 0.4, reluq Ñ Dp4096, 0.4, reluq Ñ Dp2048, 0.4, reluq Ñ
Dp1024, 0.4, reluq Ñ Dp512, 0.4, reluq Ñ Dp256, 0.4, reluq
Ñ F(op) & D(1, 0, sigmoid)Ð
Dp256, 0.4, reluq Ð Dp512, 0.4, reluq Ð Dp1024, 0.4, reluq Ð Dp2048, 0.4, reluq Ð
Dp4096, 0.4, reluq Ð Dp8192, 0.4, reluq Ð Dp4096, 0.4, reluq Ð Dp2048, 0.4, reluq Ð
Dp1024, 0.4, reluq Ð Dp512, 0.4, reluq Ð DOC2VEC
Representado pela Figura 5.11, desenvolvida com a ferramenta online Net2Vis.
Figura 5.11: Diagrama da rede neural Multicanal com duas redes profundas e entradas
TF-IDF e Doc2Vec [Figura do Autor].
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Para os estudos que incluíam em paralelo os dados estruturados recém-extraídos, pri-
meiramente se procedeu a testes de classificadores lineares, já utilizados, para verificar se
existiam informações capazes de gerar classificação do conjunto de dados acerca do risco
das publicações.
Após estes testes, foi desenvolvida a seguinte rede neural multicanal para classificação:
TF-IDFÑ Dp4096, 0.4, reluq Ñ Dp2048, 0.4, reluq Ñ Dp1024, 0.4, reluq Ñ
Dp512, 0.4, reluq Ñ Dp128, 0.4, reluq Ñ Dp512, 0.4, reluq Ñ Dp1024, 0.4, reluq Ñ
Dp2048, 0.4, reluq Ñ Dp4096, 0.4, reluq Ñ Dp256, 0.4, reluq
Ñ F(op) & D(1, 0, sigmoid)Ð
Dp256, 0.4, reluq Ð Dp2048, 0.4, reluq Ð Dp512, 0.4, reluq Ð
Dp64, 0.4, reluq Ð Dp512, 0.4, reluq Ð Dp2048, 0.4, reluq Ð Estruturados
Representado pela Figura 5.12, desenvolvida com a ferramenta online Net2Vis.
Figura 5.12: Diagrama da rede neural Multicanal com duas redes tipo Bottleneck e en-
tradas TF-IDF e dados estruturados [Figura do Autor].
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5.6 Avaliação de Resultados
Como abordado na Seção 2.4, se utilizou da matriz de confusão para com avaliação
das taxas de Verdadeiro Negativo (TN), Verdadeiro Positivo (TP), Falso Positivo (FP) e
Falso Negativo (FN) para avaliar a classificação binária.
As métricas utilizadas foram a precisão (precision), a sensibilidade (recall) e F1-score.
Esses valores foram plotados em gráficos para facilitar a comparação entre os diferentes
modelos testados.
Buscou-se modelos com um equilíbrio entre a precisão e a sensibilidade (medido pelo
F1-score), mas dando-se preferência a modelos com melhor precisão, pois a redução da
taxa de falsos positivos ajuda na redução do escopo de trabalho da investigação que pode
ser gerada após a determinação do risco de fraude.
Por outro lado, não se pode selecionar um modelo com alta taxa de falsos negativos
(alta sensibilidade), pois poder-se-ia não investigar casos relevantes.
Por fim, o melhor modelo foi avaliado pela métrica de AUC e, seguindo os passos da
Seção 2.5, foi feito o ajuste de decisão do risco pela análise do Equal Error Rate de forma
a permitir definir o limiar que melhor ajustaria a saída de um classificador binário.
Este capítulo abordou a metodologia que foi seguida para se alcançar os resultados




“Grandes verdades podem, somente, ser esquecidas, mas nunca podem ser
falsificadas.”
– G. K. Chesterton
Este capítulo aborda os resultados alcançados. Serão mostrados a formação do con-
junto anotado de dados na Seção 6.1, os dados da entrada de treinamento na Seção 6.2,
os resultados da classificação na Seção 6.3 e das redes multicanais na Seção 6.4 e o limiar
(Equal Error Rate) na Seção 6.8.
6.1 Formação do Conjunto de Dados
Com a adaptação do crawler desenvolvido em Ferreira [65] foi possível a obtenção em
formato de texto de todas as publicações da Seção 3 do Diário Oficial da União. O processo
envolveu a utilização da rede privada da Polícia Federal, pois a utilização de outras redes
implicava no bloqueio do IP por excesso de acessos. Obteve-se, principalmente os textos
das publicações do período entre janeiro de 1998 e janeiro de 2018, que só é disponibilizado
em PDF.
Como os textos a partir de fevereiro de 2018 são obtidos por meio de API e em formato
XML, a complementação do banco de dados não apresentou nenhuma dificuldade, tendo
publicações adicionadas até a data presente.
A Tabela 6.1 mostra as principais estatísticas do conjunto de dados. O conjunto de
dados recebeu informações até o último dia útil de fevereiro de 2020 em um total de
15.132.968 entradas. Após esta data, o banco de dados é alimentado automaticamente
pelo sistema Deep Vacuity1 (em desenvolvimento).
1Sistema acessível pelo sítio web: https://deepvacuity.cic.unb.br/
74
Tabela 6.1: Estatísticas dos Dados baixados até fevereiro de 2020.
Dados
Entradas 15.132.968
Comprimento Máximo 1.040.513 caracteres
ou 156.703 palavras
Comprimento médio 761,0 caracteres ou 110,2 palavras
O levantamento da numeração de convênios, licitações e contratos nos documentos
da Polícia Federal foi feito e conferindo manualmente cada uma das marcações. Após
as filtragens semi-automatizadas descritas na Seção 5.1.1 foi feita a seleção manual final
entre cerca de cinco mil publicações, restando no final 1.907 publicações anotadas como
de risco = 1.
Assim, este total de 1.907 publicações foram anotadas o que representa 0, 012% do
conjunto de dados. Os dados anotados abrangem publicações relacionadas a contratos de
construção que variam de milhares a centenas de milhões de reais em todos os estados
brasileiros.
Uma base de dados de fraude tende a ser composta por uma ampla maioria de opera-
ções ou registros (neste caso licitações) legais e uma pequena porção de fraude. E ainda,
apenas uma parte desta última é de fato investigada e comprovada. Soma-se a isso o fato
de o tempo exigido de um especialista para analisar completamente um processo de con-
tratação e execução de obra pública ser elevado (variando de 3 semanas - casos simples - a
3 meses - casos complexos). Assim, o conjunto de dados é extremamente desequilibrado,
resultando em uma razão de 7.935 publicações não anotadas para cada uma marcada
como risco 1.
6.2 Dados da Etapa de Treinamento
Nesta seção serão apresentadas as configurações dos modelos de classificação que atin-
giram os melhores resultados na busca exploratória. Para atingir estes resultados, o os
critérios de configuração foram testados em um fixo conjunto de validação cruzada, para
só depois realizar os testes com os demais 99 conjuntos.
6.2.1 Dados de Treinamento dos Modelos Lineares Esparsos
Para os modelos lineares esparsos, os critérios de configuração são apresentados na
Tabela 6.2.
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Tabela 6.2: Configuração dos modelos lineares esparsos.
Ridge Classifier Tolerância: 10´2 solver :SAGa
Perceptron iterações: 50
Passive Aggressive iterações 50
KNN vizinhos: 10
Random Forest -





aSAG: Stochastic Average Gradient
6.2.2 Dados de Treinamento dos Modelos de Redes Neurais
A Tabela 6.3 mostra os dados de treinamento utilizados nas redes neurais, com o
número de épocas, tamanho do batch e configuração da taxa de aprendizado.
Foi ensaiado o uso de One Cycle Policy mostrada por Smith [119], entretanto a aborda-
gem com o método “triangular2” [118] (Vide Figura 6.1) apresentou melhores resultados.
Tabela 6.3: Critérios de configuração das redes neurais que alcançaram os melhores re-
sultados.
Modelo Épocas Batch Size Learning Rate
Bottleneck 100 512 10´5 a 10´3 passo de 50 épocas
Profunda 100 512 10´5 a 10´3 passo de 50 épocas
BiLSTM 200 256 10´5 a 10´3 passo de 100 épocas
Canais unidos por concatenação
Multicamadas 200 256 10´6 a 10´3 passo de 100 épocas
O treinamento e ajustes dos parâmetros das redes neurais foi feito pelo acompanha-
mento da taxa de aprendizado (Exemplo na Figura 6.2) e pelos resultados nos dados de
testes de um conjunto de validação cruzada.
6.3 Resultado da Classificação
Os dados aqui apresentados foram avaliados de acordo com as técnicas expostas na
Seção 2.4 e seguindo as metodologias apresentadas na Seção 5.6 de forma a que se pudesse
julgar os melhores métodos e modelos.
Para cada um dos modelos descritos nas Seções 5.4.2 e 5.4.3, foram executados cem
testes de acordo com a validação cruzada (Seção 5.4.1) e foram calculados a precisão, a
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Figura 6.1: Funcionamento do método de taxa de aprendizagem cíclica tipo “triangula2”
[Figura de Smith [118] disponível em https://github.com/bckenstler/CLR].
Figura 6.2: Gráfico de perda (loss) e de taxa de aprendizado (learn rate) para três trei-
namentos de rede neural Botleneck com os conjuntos de treinamento e validação [Figura
do Autor - TensorBoard].
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sensibilidade e a F1-score com o respectivo desvio padrão. Esses resultados, mostrados
na Tabela 6.4, foram plotados na Figura 6.3. O retângulo ampliado indica a maioria
dos classificadores lineares em um intervalo de F1 relativamente pequeno de 91, 4% a
93, 4%. Pode-se observar que as redes neurais tenderam a produzir um desvio padrão
mais significativo.
Figura 6.3: Precisão, sensibilidade e F1-score dos modelos.
A melhor precisão foi obtida pela rede bottleneck com 92,8%, a melhor Sensibilidade
pela Naïve Complement com 97,2%, mas o melhor F1-Score foi obtido pelo Passive-
Aggressive com 93,4%.
Embora com F1-Score menor, ambos os classificadores de redes neurais tiveram maior
precisão, ou seja, classificam menos publicações como falsos positivos. E, sabendo que
o modelo final pode levantar necessidade de novas investigações, e, em uma polícia de
recursos finitos, essa diferença de apenas 1% equivaleria a uma média de 569 anotações de
risco mensais. Desta forma, é preferível aumentar a precisão e diminuir a sensibilidade,
do que o contrário.
78
Tabela 6.4: Resultado comparativo dos modelos treinados.
Método Média
Precisão Sensibilidade F1-Score
D2V-SVM 90,1% 87,4% 88,7%
D2V-DNN 88,8% 85,1% 86,6%
GL.Bi-LSTM 91,0% 90,9% 90,9%
Bi-LSTM 91,4% 93,4% 92,4%
Bottleneck 92,8% 93,2% 93,0%
DNN 91,7% 93,2% 92,4%
Elastic-Net 90,2% 96,3% 93,2%
L1-penalty 89,6% 95,2% 92,3%
L2-penalty 90,1% 96,4% 93,1%
LinearSVC 88,6% 94,6% 91,4%
NaïveBern. 89,4% 96,6% 92,9%
NaïveCompl 86,2% 97,2% 91,3%
NaïveMulti 88,6% 96,3% 92,3%
NearestCen. 85,4% 90,4% 87,8%
Pass.-Agg. 90,7% 96,3% 93,4%
Perceptron 89,2% 95,4% 92,2%
Random-for. 88,6% 95,3% 91,8%
Ridge-Class. 89,7% 96,3% 92,9%
kNN 80,9% 95,5% 87,6%
DNNClass. 88,1% 90,6% 89,2%
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6.4 Modelos Multicanais
Seguindo a metodologia da Seção 5.5, os modelos foram testados em todos os conjuntos
de validação cruzada.
Foi utilizada a nomenclatura da Tabela ?? para os modelos multicanal com dois tipos
de redes ou dois tipos de extração de características.





D2V Vetorização baseada em DOC2VEC
add Fusão dos canais por adição
avg Fusão dos canais por média
mul Fusão dos canais por multiplicação
sqd Fusão dos canais pelo quadrado da diferença
abd Diferença absoluta
con Concatenação
6.4.1 Canais com duas vetorizações e dois modelos de redes
As redes neurais tipo bottleneck e profunda foram testadas em paralelo e cada uma
individualmente com as vetorizações TF-IDF e Doc2Vec. Assim, os resultados são apre-
sentados na Tabela 6.6 e na Figura 6.4.
Os modelos que incluíram a vetorização DOC2VEC (D2V) apresentaram erros nos
conjuntos de testes da validação cruzada, estes modelos não convergiram para um resul-
tado adequado, classificando todos os elementos ou como risco 0 ou como risco 1, como
mostrado na Tabela 6.7
A quantidade de conjuntos da validação cruzada (no conjunto de teste) que não al-
cançou resultado satisfatório com vetorização DOC2VEC é representativa, sendo menos
relevante com a fusão de diferença quadrada (sqd) e subtração (sub). Além disso, o des-
vio padrão da ordem de 10% mostra que o comportamento não é constante. O melhor
F1-score com estas configurações foi de 87, 76%, a sensibilidade ficou alta nestes a custa
de uma precisão significativamente baixa.
Com a mistura de arquitetura de redes usando apenas TF-IDF, os resultados apresen-
taram resultados melhores e sem erros, atingindo 91,66% de F1-score no caso onde a fusão
das redes se deu por adição (add), a precisão ficou na ordem de 90% e a sensibilidade na
ordem de 93%.
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Tabela 6.6: Valores encontrados na validação cruzada dos modelos multicanal (excluídos
os conjuntos de dados que geraram erro).
Método Média
Precisão Sensibilidade F1-Score
BN-TFIDF-D2V-add 77.43%˘11.80% 96.55%˘3.03% 85.24%˘6.39%
BN-TFIDF-D2V-avg 74.22%˘12.03% 96.70%˘3.41% 83.22%˘6.78%
BN-TFIDF-D2V-mul 70.74%˘11.92% 98.07%˘1.85% 81.51%˘7.43%
BN-TFIDF-D2V-sqd 81.19%˘7.89% 96.21%˘2.46% 87.76%˘4.47%
BN-TFIDF-D2V-sub 76.53%˘12.23% 96.42%˘3.55% 84.56%˘6.70%
BN-Prof-TFIDF-add 90.01%˘2.35% 93.47%˘2.22% 91.66%˘0.98%
BN-Prof-TFIDF-sqd 89.42%˘2.67% 93.47%˘2.04% 91.35%˘1.17%
BN-Prof-TFIDF-sub 90.26%˘2.92% 92.40%˘3.01% 91.23%˘1.32%
Prof-TFIDF-D2V-add 74.01%˘12.48% 94.77%˘14.43% 81.15%˘10.96%
Prof-TFIDF-D2V-avg 77.01%˘11.01% 93.62%˘15.28% 82.60%˘13.24%
Prof-TFIDF-D2V-mul 74.87%˘12.88% 93.69%˘14.59% 81.04%˘13.02%
Prof-TFIDF-D2V-sqd 75.31%˘11.28% 94.03%˘15.74% 81.48%˘12.60%
Prof-TFIDF-D2V-sub 78.42%˘11.83% 94.90%˘9.89% 84.68%˘8.28%
Tabela 6.7: Erros nos conjuntos de validação cruzada no conjunto de testes em modelos













Figura 6.4: Precisão, sensibilidade e F1-score dos modelos multicanal.
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Apesar de as redes apenas com TF-IDF apresentarem resultados melhores do que as
redes com DOC2VEC, elas não superaram o obtido com as redes isoladas.
6.4.2 Redes multicanais com dados estruturados
Utilizando a mesma codificação da Tabela ??, foram testados modelos com a extração
de dados estruturados do texto.
Inicialmente, foram feitos os testes de classificação apenas com classificadores lineares
para verificar se havia alguma potencial contribuição ao entendimento da base de dados,
ou em outras palavras, se havia informação acerca do risco nestes dados.
Dos modelos testados a rede neural SimpleANN gerou 3 modelos (dos 100 conjuntos
de validação cruzada) que não convergiram.
Os resultados destes testes são apresentados na Tabela 6.8 e na Figura 6.5.
Tabela 6.8: Valores encontrados na validação cruzada dos modelos lineares para os dados
estruturados isoladamente (excluídos os conjuntos de dados que geraram erro).
Método Média
Precisão Sensibilidade F1-Score
Elastic-Net 75.50%˘2.49% 91.87%˘6.97% 82.65%˘2.36%
L1-penalty 75.38%˘2.32% 92.40%˘7.55% 82.75%˘3.48%
L2-penalty 75.36%˘2.12% 92.47%˘6.14% 82.87%˘2.24%
LinearSVC 77.58%˘1.56% 86.71%˘1.54% 81.88%˘1.14%
NaiveBernoulli 74.97%˘1.29% 89.91%˘2.09% 81.75%˘1.12%
NaiveCompl 73.20%˘1.51% 91.16%˘1.99% 81.18%˘1.26%
NaiveMulti 73.19%˘1.51% 91.16%˘1.99% 81.18%˘1.26%
NearestCentroid 74.60%˘1.58% 82.91%˘1.05% 78.52%˘1.08%
Passive-Aggressive 76.52%˘6.53% 71.92%˘24.92% 70.39%˘16.16%
Perceptron 75.99%˘7.22% 69.30%˘27.60% 67.65%˘18.62%
Random-forest 84.94%˘1.32% 90.27%˘1.15% 87.52%˘0.93%
Ridge-Classifier 77.65%˘1.53% 85.85%˘1.71% 81.53%˘1.15%
kNN 82.22%˘1.63% 88.54%˘1.42% 85.24%˘0.91%
simpleANN 80.74%˘6.73% 63.25%˘31.57% 64.32%˘23.27%
Os valores apresentados com dados estruturados nos classificadores lineares mostra-
ram, apesar dos resultados piores que os obtidos com dados vetorizados dos textos, que há
possibilidade de classificação do textos usando estes dados. O melhor resultado alcançado
nesta etapa foi de um f1-score de 87, 52% pelo modelo de random-forest.
Para estes dados foram desenvolvidas redes neurais multicanais no formato bottleneck,
sendo que um canal ela alimentado pelos dados textuais em TF-IDF e o outro com os
dados estruturados. Os resultados são mostrados na Figura 6.6 e na Tabela 6.9.
Com a utilização de TF-IDF e dados estruturados em duas redes em paralelo, o resul-
tado balanceado de F1-score do melhor modelo foi de 90, 67% para a fusão de diferença
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Figura 6.5: Precisão, sensibilidade e F1-score dos modelos lineares dos dados estruturados.
Tabela 6.9: Valores encontrados na validação cruzada dos modelos de redes multicanal
bottleneck com TF-IDF e dados estruturados.
Método Média
Precisão Sensibilidade F1-Score
BN-Str-abd 93.30%˘3.85% 87.48%˘4.88% 90.20%˘3.53%
BN-Str-add 93.49%˘2.42% 87.74%˘3.95% 90.43%˘1.47%
BN-Str-avg 93.30%˘3.00% 86.09%˘4.79% 89.41%˘2.23%
BN-Str-con 93.60%˘2.14% 87.05%˘4.07% 90.11%˘1.58%
BN-Str-mul 94.55%˘1.78% 84.70%˘3.60% 89.29%˘1.72%
BN-Str-sqd 93.54%˘3.43% 88.26%˘4.68% 90.67%˘1.78%
BN-Str-sub 94.08%˘1.41% 86.68%˘2.44% 90.20%˘1.25%
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Figura 6.6: Precisão, sensibilidade e F1-score dos modelos multicanal bottleneck com
TF-IDF e dados estruturados.
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quadrada (sqd), sendo este pior que os resultados anteriores. Entretanto, ocorreu uma
melhora significativa na precisão para o modelo que utilizou multiplicação na fusão che-
gando a 94, 55%, este melhor que o valor de 92, 8% observado para a rede de canal único
bottleneck com TF-IDF. Infelizmente, a sensibilidade ficou baixa nestes casos, variando
entre 84, 7% (multiplicação) e 87, 74% (adição).
Ao comparar os melhores resultados, mostrando todos os pontos da validação cruzada
e os limites de precisão e sensibilidade (casco convexo dos pontos) na Figura 6.7, fica
evidente que os casos de modelos multicanais apresentam uma maior variabilidade de
sensibilidade (recall) e precisão, com variações de mais de 20%. Assim, os melhores
modelos ficam entre o passive-aggressive - para uma escolha de melhor F1-score - e o
bottleneck - para uma escolha de melhor precisão.
Figura 6.7: Precisão, sensibilidade e F1-score dos melhores modelos os limites de precisão
e sensibilidade (casco convexo dos pontos).
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6.5 Limiar e Equal Error Rate - EER (Melhores Mo-
delos)
Para esta seção foi selecionado dentro dos conjuntos de validação cruzada os modelos
que geraram melhores resultado de F1-score para o modelo linear Passive-Aggressive, para
que assim houvesse o maior potencial de bons resultados em uma predição de risco no
futuro.
Seguindo os passos da Seção 2.5, foi feito o cálculo do limiar (EER) de decisão para
o modelo Bottleneck que apresentou resultados melhores do ponto de vista da precisão.
Esta análise se faz necessária para definir o ponto de decisão do limiar ao qual, em termos
de classificação, pertencerá a saída do classificador. Esta informação tem como base a
avaliação estatisticamente coerente (ou com significância) no uso do classificador.
O modelo linear já apresenta equilíbrio no seu limiar, ou seja, o limiar calculado pelo
EER já é de 50%.
O gráfico da Figura 6.8, baseado na taxa de falsos positivos (FPR) e na taxa de falsos
negativos (FNR), mostra o ponto de encontro das duas curvas no limiar de 0, 999. Com o
limiar encontrado as publicações que tiverem a saída do modelo abaixo de 0, 999 devem
ser classificados como risco 0 e acima deste valor deve ser classificado como risco 1.
Figura 6.8: Cálculo do limiar decisório baseado na taxa de falsos positivos (FPR) e na
taxa de falsos negativos (FNR).
De forma equivalente o limiar também pode ser obtido pela curva ROC (Figura 6.9),
por meio do cruzamento desta curva com a diagonal da função fpxq “ ´x ` 1 e, como
esperado, se obtém o mesmo valor de 0, 999.
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A partir dos mesmos dados e gráfico da Figura 6.9 se obtém o valor de áreas sob a ROC
(AUC) de 97,92% para o modelo Bottleneck e 97,33% para o modelo Passive-Aggressive.
Estes valores estão muito próximos e entrariam em uma classificação de “ótimo” segundo
a Figura 2.11[59].
Figura 6.9: Curva ROC para os modelos Bottleneck e Passive-Aggressive).
A Figura 6.10 mostra as variações da matriz de confusão antes e depois de fazer a
classificação com ajuste pelo limiar para o modelo Bottleneck onde observa-se que, neste
caso, há diminuição dos Verdadeiros Positivos com aumento dos Verdadeiro Negativos
para se chegar a um equilíbrio. Para o modelo Passive-Aggressive, na mesma figura,
observa-se que este modelo só não foi melhor nas taxas de Verdadeiros Negativos e Falsos
Positivos.
Já a Tabela 6.10 mostra como a alteração do limiar faz com que haja conversão da
precisão e da sensibilidade para um mesmo valor para o modelo Bottleneck e como o
modelo Passive-Aggressive apresentou melhores resultados em toda as métricas.
Tabela 6.10: Precisão, Sensibilidade e F1-score com e sem a alteração do limiar em
comparação com melhor conjunto de treinamento do modelo Passive-Agressive.
Modelo Acurácia Precisão Sensibilidade F1-score
Bottleneck Limiar=0,5 92,54% 91,6% 94,5% 93,0%
Bottleneck Limiar=0,999 92,68% 92,7% 92,7% 92,7%
Passive-Aggressive 92,54% 93,0% 97,4% 95,1%
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Figura 6.10: Comparação das Matrizes de Confusão sem (a) e com (b) alteração do limiar
para o modelo Bottleneck e (c) para o modelo Passive-Aggressive.
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7
Conclusão e Trabalhos Futuros
Somos fortes, na linha avançada,
sem da luta os embates temer,
que à chamada da Pátria insultada,
saberemos cumprir com o dever.
– Hino da Polícia Federal - Eugênio Lapagesse
7.1 Conclusões
Este trabalho apresentou a formação de um banco de dados anotado para classificação
de texto na detecção de risco de fraude em obras de engenharia. Bem como, fora realizada
a comparação de redes neurais profundas, autoencoders, Bi-LSTM com classificadores
lineares clássicos, na classificação do risco de conluio em obras, a partir de documentos
produzidos e publicados por fontes públicas de informações.
O uso de classificadores clássicos e de redes neurais artificiais profundas provou que
técnicas de aprendizagem de máquina e processamento de linguagem natural são capazes
de classificar o conjunto de dados de publicações e chegar a um modelo confiável para
classificação de risco. Os modelos foram avaliados quanto ao conjunto de características:
precisão, sensibilidade e de F1-score, para fins quantitativos.
Entre os modelos de extração de características, o TF-IDF mostrou-se o melhor desem-
penho para o conjunto de dados e os melhores classificadores de redes clássicas e neurais
obtiveram resultados de F1-score acima de 93,0%. Os modelos de redes neurais profundas
Bottleneck e Bi-LSTM, provaram serem competitivos com os classificadores tradicionais
e obtiveram boa precisão, o que é mais desejável em uma investigação de fraude crimi-
nal. Entretanto modelo Passive-Aggressive apresentou melhores resultados em toda as
métricas com F1-score de 95,1% para o melhor conjunto de validação cruzada.
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Desta forma, foi alcançado o objetivo principal de se obter um classificador de risco
das publicações do Diário Oficial da União como forma de detectar indícios de fraudes e
conluios em licitações de obras públicas no Brasil. Além disso, os objetivos secundários
também foram alcançados: o banco de dados anotados foi formado, foram identificadas
publicações vinculadas a risco, foi constatado que o TF-IDF é uma forma de representação
adequada à classificação destes tipos de textos e foram comparados classificadores de
textos do estado da arte em todo o processo realizado.
Também como resultado dos trabalhos realizados, foi publicado o artigo científico no
Findings of the Association for Computational Linguistics: EMNLP 2020 (Qualis/CAPES
CC A1) com o título Inferring about fraudulent collusion risk on Brazilian public works
contracts in official texts using a Bi-LSTM approach[85] (texto completo publicado em
Apêndice, página 103 e seguintes).
7.2 Trabalhos Futuros
Vislumbra-se a possibilidade de desenvolvimento de técnicas para melhorar e custo-
mizar a extração de recursos para o conjunto de dados específico. Como a utilização de
dicionários e embeddings criados e desenvolvidos para publicações do Diário Oficial.
Dada a ampla gama de customização de redes neurais, espera-se, por exemplo, que
as técnicas de data augmentation melhorem os resultados, estes devidos à pequena quan-
tidade de dados anotados disponíveis no conjunto de dados proposto. Ainda assim, é
uma das muitas maneiras de obter melhorias de desempenho no processo de classificação.
Uma abordagem, por exemplo usando redes adversarias generativas, na linha proposta
em [71, 72], permitiria a criação destes novos dados artificiais, reduzindo as dificuldades
encontradas na formação do conjunto de dados.
Pode ganhar maior confiabilidade do processo classificatório se com a utilização do
Sistema Deep Vacuity houver retroalimentação com a crescente base de publicações do
tipo risco 1, como novos casos advindos das investigações em curso, bem como permitindo
a inserção de uma quantidade de informações relevante com o uso desta ferramenta dentro
do contexto policial de atividades.
A base de dados construída, agora em sua totalidade, ainda pode ser utilizada para
gerar outras fontes de dados que permitam a comprovação de outras ilicitudes, como por
exemplo cartéis, utilizando as técnicas desenvolvidas por Signor et al. [115], dentre outras
desenvolvidas e apresentadas na literatura atualmente disponível, do ponto de vista de
análise de contratos e obras públicas.
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Abstract
Public works procurements move US$ 10 bil-
lion yearly in Brazil and are a preferred field
for collusion and fraud. Federal Police and au-
dit agencies investigate collusion (bid-rigging),
over-pricing, and delivery fraud in this field
and efforts have been employed to early de-
tect fraud and collusion on public works pro-
curements. The current automatic methods of
fraud detection use structured data to classi-
fication and usually do not involve annotated
data. The use of NLP for this kind of ap-
plication is rare. Our work introduces a new
dataset formed by public procurement calls
available on Brazilian official journal (Diário
Oficial da União), using by 15,132,968 textual
entries of which 1,907 are annotated risky en-
tries. Both bottleneck deep neural network and
Bi-LSTM shown competitive compared with
classical classifiers and achieved better preci-
sion (93.0% and 92.4%, respectively), which
signs improvements in a criminal fraud inves-
tigation.
1 Introduction
In the last five years, Brazil’s federal government
invested (Brazil, 2020b) in 23,352 public works
contracts adding up to R$ 283.8 billion (approx.
US$ 49.3 billion in May 2020). Those works con-
sist of all sorts of projects from oil refineries to
ports, from soccer stadiums to power plants, from
tunnels to dams, and are developed on a continental-
sized territory, generating an endless and growing
quantity of information regarding those projects.
Thereupon, public works procurements are a pre-
ferred field for collusion and fraud (OCDE, 2007).
Brazilian Federal Police have been working on
fraud investigations on public works for the last
four decades and develop its investigation based on
a highly skilled group of experts formed by civil,
electrical, mechanical, computer engineers, and
accountants (APCF, 2020). The types of fraud in-
vestigated are mainly collusion (bid-rigging), over-
pricing, and delivery fraud (quality and quantity of
services and materials). We will bring the knowl-
edge accrued during those decades to enhance our
data understanding (Lopes, 2011).
As described in Foundation (2020), public works
contracts are made via procurement, that is the pro-
cess of public administration uses to make all its
contracts. Every procurement step is usually publi-
cized by a call for application, and any interested
people (or enterprises) around the world can ob-
tain data from all available government journals of
Brazil (the prominent public information journal
in Brazil is the Diário Oficial da União - DOU).
Despite being easy to access, tables, texts and doc-
uments do not bring any other annotated data for
classification, even less for fraud detection. Those
types of datasets have been studied, for example,
by named-entity recognition in (Alvarez-Rodrı́guez
et al., 2015) and linking open data, as in (Alvarez
et al., 2011).
On the other hand, detecting and proving fraud
on construction procurements is a laborious task,
consuming around one month of forensic expert
work per procurement/contract. Furthermore, it is
essential to detect and combat fraud since a pro-
curement first step because, as observed (Signor
et al., 2019; Lopes, 2015), over-pricing is hardly
obtained without collusion as most prices are set
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during procurement. So, it has been the object
of many studies (Kawai and Nakabayashi, 2014;
Signor et al., 2019; Anysz et al., 2019; Sun and
Sales, 2018; Vallim, 2020), but none of them used
unstructured data to produce its goals.
Based on these presented statements, this work
is focused on present a new dataset with textual
information extracted from Brazilian Public gov-
ernment journals with an annotated ground-truth
by forensics experts. It is, also, included in this
work an initial classification methodology using a
Bi-LSTM model and all early results are compared
with main state of the art techniques.
The manuscript is organized as follows: In Sec-
tion 2 are presented the related works about fraudu-
lent collusion on public works contracts in official
texts. Section 3 explains our proposed method-
ology. Section 4 contains information about the
results and discussion. Section 5 provides conclu-
sion points and introduce further works.
2 Related Works
It will be presented two parts: the first one, about
fraud detection efforts, and the second one, about
NLP classification.
Brazilian Federal Police has aspiring to improve
its fraud detection mechanisms. Therefore, as pre-
sented in Vallim (2020) made a CBR model of
paving services in the Paraná State approaching
paving works contracts, which are one of the most
budget consuming services in a state or city level
and focus of criminal activities. This model used
procurement type, enterprises, contract, and georef-
erenced data, and aimed to classify collusion cases,
all of them based in a manual approach.
Another way to prove and identify public pro-
curement collusion is by the use of statistics and
probability. Those methods were explored on sev-
eral Federal Police’s studies and were based on
joint behavior analysis of competitors who act to
achieve bid-rigging. It was successfully applied
to oil-related contracts using Operation Car Wash1
information (Signor et al., 2019, 2020a) and for
infrastructure projects (Signor et al., 2020b) with
capped first-price auctions.
Brazilian Comptroller General of the Union
(CGU), a national auditing public agency, also
has several initiatives to reach a reliable classifier
1Operation Car Wash is an ongoing nationwide corruption
investigation led by Brazilian Federal Police, and it is focused
on Petrobrás procurements. It is called ”the biggest corruption
scandal in history” (Watts, 2017).
for public procurement fraud. In Ralha and Silva
(2012) was elaborated a unsupervised evaluator
that, using a priori rules, evaluate the possibility of
a certain group winning a given tender. They used
structured data to bring suspect groups to be evalu-
ated by experts. The work developed in Balaniuk
et al. (2012) focused on the evaluation of fraud risk
in government agencies using a Naı̈ve Bayes Classi-
fier for audit planning by the use of structured data
and patterns of fraudulent activity. Sun and Sales
(2018) used traditional neural networks and deep
neural networks (DNN) to elaborate an early alarm
system. The CGU studies usually have as features
and fraud indicators: the number of bids, estimated
cost and price relations, relations between public
and private parts, political links of political parties,
etc. Carvalho and Carvalho (2016) achieved good
results using Bayesian Models with structured data
from penalties database. They used data enrolled
from the federal civil servants, servants’ roles and
income, number of accounts judged irregular and
number of regularity certificates on an agency unit,
and affiliated servants of each management unit.
Anysz et al. (2019) uses ANN and structured
data on Poland’s highways public procurements.
They used the number of enterprises, price differ-
ences, contract order in the same place, and set of
propositions to assess its fraud risk.
Works using TF-IDF in procurement documen-
tation, as presented by Rabuzin and Modrušan
(2019), tested Logistic Regression, SVM and Naı̈ve
Bayes on potential corruption. Their model had no
annotated data, so it was focused in finding one bid
tenders which ”could be potentially suspicious.”
Natural Language Processing is not often used
to classify public procurement documents for risk
or fraud. The technology is used for assess-
ing fraud risk in health care claims (Popowich,
2005; Van Arkel et al., 2013) and financial reports
(Seemakurthi et al., 2015; Goel and Uzuner, 2016).
Public works publications data are not uniform
enough to be structured, and, even if it is possi-
ble, it would be extremely laborious and it might
be done at the cost of losing some unknown or
undetected features.
All these studies suggest that fraud or risk pub-
lic procurement classification has been developed
based mostly on structured data and the use of NLP
for this specific kind of classification is rare or
nonexistent.
Regarding NLP classification methods, Braz
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et al. (2018) proposed a Bi-LSTM based model
to classify Brazilian supreme court documents as
part of VICTOR project. de Araujo et al. (2020)
made a confrontation of SVM and UMLFiT with
bag-of-words features to classify the source of all
calls on Brazilian Distrito Federal’s official journal
and conclude that SVM was still competitive with
more modern methods.
Kowsari et al. (2019) identified a wide use of
TF-IDF as feature for text classification and, as ar-
chitecture, the use of deep, convolutional and deep
belief neural networks, and Bi-LSTM. As good ex-
amples, Chen et al. (2018) used a DNN model with
a 2D TF-IDF feature to classify Twitter comments
concerning cyberbullying and hate speech. Finally,
Chen et al. (2017) classified costumers reviews us-
ing a Bi-LSTM network followed by a 1D CNN
with word embedding features.
3 Proposed Methodology
The proposed methodology is presented in Figure 1
and detailed on along with the next subsections.
The workflow presented in Figure 1 is formed by
two actors: Dataset and Classification, respectively.
Figure 1: Workflow of the proposed methodology.
3.1 The Dataset Building Stage
The proposed dataset is a big set of text fragments
extracted from DOU. All public procurement pro-
cessed by the public administration uses this jour-
nal to make all its contracts. The Brazilian’s laws
no. 8666/1993 and no. 10520/2002 (Brasil, 1993,
2002) oblige all agencies to follow a strict set of
rules for any agreement, and it is even more de-
tailed for construction projects. By force of those
Brazilian’s laws, and by the constitutional public-
ity principle in this country, the main steps of the
procurement process must be published as calls of
application on the official media. Consequently,
this data is accessible and reliable to serve as the
main source of our proposed database.
Another indispensable characteristic of data
most be its completeness (Weidema et al., 1996)
and this is achieved knowing that, on Brazil,
DOU Brazil (2020a) is a journal where all federal
acts are publicized, it is divided into three sections
and we can find on the third section: procurement
calls, public tenders, contracts and it’s addenda,
public agreements, etc. There are several ways to
obtain data of public procurements, as open tender
systems, transparency portals. Still, in the field of
Brazilian public works, they are spread by many
sites and agencies and available in different for-
mats, tables, documents, and detail levels amid the
three levels of Brazilian State: federal, state, and
cities.
Diário Oficial’s publications, despite its rela-
tively low level of detail, are very consistent and
bring all vital information about the procurements
as value, type, location, parts, object, etc.. They
list without exception all public works of federal
administration or with its direct financial support.
This information raises the data reliability (Wei-
dema et al., 1996) to be used by the criminal inves-
tigation and academic research.
3.1.1 Data Statistics
The database was obtained by a crawler algorithm
developed by Ferreira (2018). It was applied to pub-
lic data accessible at the site of Brazilian govern-
ment enterprise for official publication as defined
as Imprensa Nacional (Brazil, 2020a). A register
sample of the dataset available for public download
is shown in Figure 2.
Thus to form the database, the third section was
downloaded from January 1998 to January 2018
into a PDF format and converted to a text format.
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Figure 2: Sample register of the dataset.
Since February 2018, its publications are available
on XML format and organized with a field for a
public agency, type of document, etc. but without
a specific field for procurement data, e.g. type of
tender, deadlines, values, and scope. The dataset re-
ceived information up to the last workday of Febru-
ary 2020 in a total of 15,132,968 entries. The Ta-
ble 1 shows the dataset’s primary data statistics.
Table 1: Dataset Statistics.
Data
Entries 15,132,968
Max. length 1,040,513 characters
or 156,703 words
Mean length 761.0 char. or 110.2 words
Publications were organized after the crawling
stage on JSON files that include sequential identi-
fication, date, and raw text. After February 2018,
tables are shown in text with HTML formatting.
The length of the text field varies from a dozen to
thousands of characters with titles of subsections
and signatures names being the shortest and public
tenders with names lists the longest. Although it is
not a structured text, it maintains individual traces
of order as it follows a formal and direct way of
communication.
3.1.2 Data Annotation
The annotation of the public data was made with
the use of a knowledge network of Brazilian foren-
sics experts and do not represent an official assess-
ment upon any person or public and private entity.
The procurements, contracts, work, and/or agree-
ments were annotated as having a fraud risk based
on expert analysis. In their analysis its considered
multiple indicators about date, place, type, parts
(agency, enterprises), value, prices, execution, re-
lation with other publications, and any other infor-
mation linked to the process. So, it can not be con-
cluded by a publication presence in this database
about its legal or criminal status. Thereupon, we
do not assess them as suspicion of fraud or not, but
as a risk of fraud, and so publications were marked
as having risk = 1.
All other publications included in the proposed
dataset were marked, at first, as having risk = 0.
Despite that, a procurement process is never said
to be risk-free or fraud-free due to the nature of
the criminal investigation (or an audit process). A
total of 1,907 publications were marked as a risk
of fraud, representing 0.012% of the dataset. The
annotated data covers publications related to con-
struction projects varying thousands to hundreds of
million dollars in all Brazilian States.
As expected, the proposed dataset is very unbal-
anced due to the time demanded of an expert to
fully analyze a public work procurement process.
This results in a rate of 7,935 not annotated to 1
labeled as risk 1.
Instructions for downloading Deep-Vacuity
dataset, go to URL: http://www.cic.unb.br/
˜fbvidal/deepvacuity/dataset/index.html.
3.2 The Classification Stage
The classification stage of this dataset tries to em-
ulate a criminal expert assessment about the pos-
sibility of fraud in a given procurement. Experts,
interviewed by the authors, said that value, agency,
enterprises, location, date, type of construction and
the correlation between that information usually
lead to a good guess about the procurement risk of
fraud. These gathered variables are the structured
data models described in Section 2.
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3.2.1 Training and Testing Subsets
To deal with the imbalanced dataset and success-
fully generalize the models, we created ten sub-
sets with randomly chosen 1,907 entries of the not
annotated publications to balance with annotated
data. One way to classify the data is to consider all
randomly chosen publications as having risk = 0.
Although there is an error in that assumption, it can
be assumed as low as the rarity of risk 1 class. On
top of that, the ten created subsets were divided into
a training subset (with validation) and a test subset
in ten-fold cross-validation archiving 100 training
sets. Figure 3 illustrates how it was fulfilled.
Figure 3: Training and Testing Subsets.
3.2.2 Comparison with Sparse Linear
Classifiers
To create a baseline for comparisons, a wide
range of classical linear supervised classifiers us-
ing sparse features was performed on the dataset,
modeled using a Term Frequency-Inverse Docu-
ment Frequency (TF-IDF) feature extraction, that
including the methods as follows:
• Stochastic Gradient Descent with Elastic Net
with L1 Penalty (Zadrozny and Elkan, 2002;
Zhang et al., 2002)
• Stochastic Gradient Descent with Elastic Net
with L2 Penalty (Zadrozny and Elkan, 2002;
Zhang et al., 2002)
• Linear SVC with L1-based feature selection
(Fan et al., 2008)
• Naı̈ve: Bernoulli, Complement and Multi-
nomial (Manning et al., 2008; Rennie et al.,
2003)
• Nearest Centroid (Tibshirani et al., 2002)
• Passive-Aggressive (Crammer et al., 2006)
• Perceptron (Freund and Schapire, 1999)
• Random Forest (Breiman, 2001)
• Ridge Classifier (Rifkin and Lippert, 2007)
• kNN with 10 neighbors (Altman, 1992)
The implementation of the Passive-Aggressive
classifier method (Crammer et al., 2006) describes
it as an online algorithm signifying that, for each
prediction outcome for an instance of a sequential
observation, the prediction mechanism is adjusted
based on its correctness. A parameter of regular-
ization controls this adjustment for the Passive-
Aggressive method. Similarly, the Elastic Net
penalty is one of the regularization parameters for
the SGD method (Bottou, 2010). Figure 4 presents
different F1 scores for the SDG using the parame-
ters L1 and L2, being the Elastic Net, a compound
of them, as defined by Zou and Hastie (2005).
Those were the classifier methods with a higher
F1 score (see Section 4). Benczúr et al. (2018) rec-
ommend an online learning strategy for scenarios
with large data streams, because this sort of learn-
ing is based on each new event and its patterns.
3.2.3 Deep Neural Network Models
A current obstacle in science is to achieve good re-
sults using complex deep neural networks with few
annotated data, but it is already a major advance in
procurement fraud investigation, once deep neural
networks use a supervised learning method.
For the feature extraction of the text, the TF-
IDF approach was already used with linear classi-
fiers and showed promising initial results. It was
tested and implemented with deep neural networks,
and initial tests showed better results. The vocab-
ulary size was around 32 thousand words. The
deep neural network models were build using the
Tensorflow (Abadi et al., 2015). To evaluate the
proposed dataset was chosen the Deep Neural Net-
works (DNN) and Bidirectional Neural Networks
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models, all of them presented in Section 2 pre-
viously. Two DNN models were developed, the
first model is defined as: D(512, 0.4, relu) →
D(2048, 0.4, relu) → D(4096, 0.4, relu) →
D(8192, 0.4, relu) → D(4096, 0.4, relu) →
D(2048, 0.4, relu) → D(512, 0.4, relu) →
D(256, 0.4, relu) → D(1, 0, sigmoid), where
D(u, dr, a) indicates a dense layer with u nodes
on output space with dr dropout rate and a as de-
scribed as the activation function. The second is a
bottleneck model defined as D(8192, 0.4, relu)→
D(4096, 0.4, relu) → D(2048, 0.4, relu) →
D(1024, 0.4, relu) → D(256, 0.4, relu) →
D(1024, 0.4, relu) → D(2048, 0.4, relu) →
D(4096, 0.4, relu) → D(8192, 0.4, relu) →
D(256, 0.4, relu)→ D(1, 0, sigmoid).
Many shapes and parameters of the Bi-LSTM
model (Schuster and Paliwal, 1997) network
were tested, but the one with better results was
defined as: BL(192, 0.25) → BL(128, 0.25) →
BL(96, 0.25) → TD(128, 0, relu) → FL →
D(1024, 0, relu) → D(2, 0, relu), where
BL(u, dr) is a Bi-LSTM layer with u and dr as
defined above, TD is a time distributed dense
layer similar to D, and FL is a layer that flattens
the input. Outputs of the forward and backward
RNNs were combined by concatenation in a length
of 256 words.
4 Results
From every hundred tests ran for each model de-
scribed above, it was computed precision, recall,
and F1 Score with respective standard deviation.
Those results, shown in Table 2, were plotted in
Figure 4. The zoomed rectangle indicates most of
the linear classifiers in a relative small F1 Score
range from 91.4% to 93.4%. It can be observed
that neural networks trended to produce a more
significant standard deviation.
The best precision was achieved by the bot-
tleneck network with 92.8%, the best recall was
achieved by Naı̈ve Complement with 97,2%, but
the best value for F1 Score was by Passive-
Aggressive with 93,4%.
Although the smaller F1-Score, both neural net-
works classifiers had higher precision, in other
words, they classify less false positives entries. And
knowing that the final model can raise a flag for fur-
ther investigations and, on a finite resources police,
that 1% difference equaling to an average monthly
569 entries, it is preferable to increase precision
Table 2: Comparative Result of all trained models.
Method Mean
Precision Recall F1 Score
D2V-SVM 90.1% 87.4% 88.7%
D2V-DNN 88.8% 85.1% 86.6%
GL.Bi-LSTM 91.0% 90.9% 90.9%
Bi-LSTM 91.4% 93.4% 92.4%
Bottleneck 92.8% 93.2% 93.0%
DNN 91.7% 93.2% 92.4%
Elastic-Net 90.2% 96.3% 93.2%
L1-penalty 89.6% 95.2% 92.3%
L2-penalty 90.1% 96.4% 93.1%
LinearSVC 88.6% 94.6% 91.4%
Naı̈veBern. 89.4% 96.6% 92.9%
Naı̈veCompl 86.2% 97.2% 91.3%
Naı̈veMulti 88.6% 96.3% 92.3%
NearestCen. 85.4% 90.4% 87.8%
Pass.-Agg. 90.7% 96.3% 93.4%
Perceptron 89.2% 95.4% 92.2%
Random-for. 88.6% 95.3% 91.8%
Ridge-Class. 89.7% 96.3% 92.9%
kNN 80.9% 95.5% 87.6%
DNNClass. 88.1% 90.6% 89.2%
and lower recall than the opposite.
The use of classical deep artificial neural net-
works classifiers proved that it is possible to use it
on natural language processing applications to clas-
sify the procurement publications dataset and reach
a reliable model to sort out risky procurements.
Among the shelf feature extraction models, TF-IDF
showed to be a better abstraction for the dataset and
the better classical and neural networks classifiers
obtained F1-Score results over 93%. Both bottle-
neck deep neural network and Bi-LSTM proved
to be competitive with traditional classifiers and
achieved better precision, which is more desirable
(over recall) in a criminal fraud investigation.
Another contribution is towards in to use a basic
set of LSTM models on a dataset without temporal
correlation, as traditionally used by many other ap-
proaches. In the dataset used in our experiments,
there is not any temporal correlation (or other fea-
tures as dependency discourse parsing with word
base, for example) among those collect data. De-
spite this feature, the used LSTM models achieved
high performance, when compared with all base-
line techniques. This issue opens new opportunities
to possible developments using these models for
solve situations when an application for text analy-
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Figure 4: Precision, Recall and F1 Score of Models.
sis is achieved their limits (or bounded by boundary
conditions), as a temporal correlation in the text
fragment to be classified, for example.
5 Conclusions and Future Works
This work presented a preliminary evaluation of the
DNN based on the LSTM model applied to fraud-
ulent collusion detection from public works con-
tracts in official texts. This proposed approach was
compared with several state-of-the-art text classi-
fiers (baseline classifiers), and the proposed method
achieved competitive results for precision, recall,
and F1 Score.
The proposed annotated dataset of the Brazilian
public procurement calls allows researchers to ex-
plore a new form of fraud risk classification based
on natural language processing and expert knowl-
edge integration on its labeled data. The dataset
covers already more than 22 years of publications,
including mode than 15 million entries, and it will
be available for academics researches.
On the other hand, despite the full range of cus-
tomization of neural networks, it is possible to
achieve even better results. It will be studied in
the next works, new techniques to improve and cus-
tomize feature extraction for the specific dataset
and all LSTM models. For example, it is expected
that Data Augmentation techniques should improve
outcomes because of the small amount of annotated
data available in the proposed dataset. Still, it is
one of the many ways to achieve performance im-
provements in the classification process.
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András A. Benczúr, Levente Kocsis, and Róbert
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