Abstract. We give a characteristic q > 0 analogue of the logarithm laws of Sullivan and Kleinbock-Margulis, and derive some corollaries in the diophantine theory of Laurent series over finite fields.
Introduction and statement of results
Let F = F q ((t −1 )) be the field of Laurent series over the finite field F q , where q = p n is a prime power. Let T = T q be the Bruhat-Tits tree for G = SL 2 (F ) (a uniform tree of valence q + 1). T is endowed with a natural G-invariant measure.
Let Γ be a non-uniform lattice in G, i.e., a discrete subgroup such that Γ\T is finite volume but non-compact. An example of such a lattice is Γ = SL 2 (F q [t]).
Recall that a (oriented) geodesic in T is a bi-infinite non-repeating sequence of vertices {x n } n∈Z such that x n and x n+1 are adjacent. A (oriented) geodesic ray is an infinite non-repeating sequence of vertices {x n } ∞ n=0 satisfying the same conditions. We refer to the projections of these objects to Γ\ T by the same names. The (geodesic) boundary at infinity of T can be identified with P 1 (F ) = F ∪ ∞. By specifying a vertex x and a point at infinity θ, we determine a geodesic ray, denoted g(x, θ) := {g n (x, θ)} ∞ n=0 . By definition, d T (g n (x, θ), x) = n, where d T is the distance function on the tree. We can also consider the projection of this ray to X = Γ\T . Let π : T → Γ\T denote the projection, let x ′ = π(x), and by abuse of notation, let g n (x ′ , θ) = π(g n (x, θ)). Fixing y ∈ X, we can ask about the behavior d X (g n (x ′ , θ), y), where d X is the distance function on X.
Our main result is as follows. Let µ denote Haar measure on PF .
Theorem 1.1. Let x, y ∈ Γ\T . Let {r n } ∞ n=0 be a sequence of real numbers. Then µ{θ ∈ PF : d(g n (x, θ), y) > r n infinitely often} = 1
As a corollary, we obtain the logarithm law :
For all x, y ∈ X, and almost every θ ∈ PF ,
, where v ∞ (f ) = sup{j ∈ Z : ∀j < i, f i = 0}. Applying this result to the modular group, Γ = SL(2, A), where A = F q [t], we obtain the following diophantine result: Remark: This is a re-write of a previous announcement. Full statements and proofs will appear in a joint work with Anish Ghosh and Amritanshu Prasad, which will generalize these results to the context of buildings for higher-rank groups over F , as well as address other Diophantine approximation questions. More general versions of these results for general (i.e., non-algebraic) quotients of a tree T by nonuniform lattices Γ ⊂ Aut(T ) can be found in the paper of Hersonsky-Paulin [6] . We also discuss in Section 5 some new work-in-progress where we prove similar statements for horocycle flows.
The best way to think of this preprint is perhaps as a survey of logarithm laws, with a preview of upcoming attractions.
Other logarithm laws and the Borel-Cantelli lemma
Kleinbock-Margulis [8] , generalizing work of Sullivan [17] on non-compact finite volume hyperbolic manifolds, proved the following theorem:
Let S be a noncompact irreducible locally symmetric space of noncompact type and finite volume, i.e. S = Γ\G/K for some semisimple Lie group G, and nonuniform lattice Γ ⊂ G. Here K denotes the maximal compact subgroup of G. For x ∈ S, let T 
As a corollary, we have lim sup
for almost all θ.
Another logarithm law was proved in the setting of the moduli space of Riemann surfaces by H. Masur [12] .
All these results can be thought of as Borel-Cantelli 0 − 1 laws. The classical Borel-Cantelli lemma is as follows:
be a sequence of independent 0 − 1 random variables, with P (X n = 1) =: p n . Then
The first example of a logarithm law can be derived from this as follows: Let {Y n } ∞ n=0 's be i.i.d. exponential λ random variables (λ ∈ R + a fixed parameter), i.e., P (Y n > t) = e −λt for all t ≥ 0. Let {r n } ∞ n=0 be a sequence of positive real numbers. Applying the above results to the sequence of random variables
Thus,Y n > r n infinitely often if and only if ∞ n=0 e −λrn = ∞. As a corollary, one obtains that lim sup
One can generalize this theorem (in an abstract setting) to weakly dependent sequences {X n } as well. The easy part is showing that P (
p n converges-this is true for any sequence of 0 − 1 random variables, and yields the upper bound in logarithm laws. The difficult part is deriving a condition so that P ( ∞ n=0 X n = ∞) = 1, i.e., obtaining the lower bound. An example of such an abstract theorem is as follows:
Let (S, Ω, P ) be a probability space (i.e., Ω is a σ-algebra of subsets of S, and P : Ω → [0, 1] is a probability measure). Let X n : S → {0, 1} be a sequence of 0 − 1 random variables on S, with P (X n = 1) =: p n . Also define
This is not the strongest result of this type that one can obtain, in fact, it is not sufficient to obtain the logarithm law proved by Kleinbock-Margulis. In their paper, however, they use an estimate which essentially shows that if ψ(k) decays exponentially in k, then conditions (1) and (2) are sufficient for P (
Proposition 2.4. Fix notation as in Theorem 2.3. Let {X n } satisfy properties (1) and (2) , and suppose there is a constant
We will, however, use Theorem 2.3 in section 5, in the context of horocycle flows, where ψ(k) decays at a polynomial rate.
We also refer the interested reader to the excellent article of Chernov-Kleinbock [7] on Borel-Cantelli laws.
We conclude this section by sketching a proof of Theorem :
Proof: Let us fix notation: for measurable X : S → R, define E(X) := S XdP as the expectation, and V ar(X) = E(X 2 ) − E(X) 2 as the variance. Let J n = n i=1 X i , and
We will show Y n → 1 in probability, i.e., for any ǫ > 0, P (|Y n − 1| > ǫ) → 0, which will imply that there is a sequence n k such that Y n k → 1 with probability 1, and
We have that
where (2), so we get that
2 , we get that the two right hand terms go to zero (by properties (1) and (3) respectively), and thus, we have our result.
Decay of matrix coefficients
How does one apply results like Theorem 2.3 or Proposition 2.4 to our situation? Let M = Γ\G, and let P be the Haar measure on M . Let S = Γ\G/K, and let p : M → S denote the projection. Note that M is the natural state space for the geodesic flow {g t }. Fix y ∈ M , and define
where d denotes distance measured in S. For any given sequence of real numbers {r n }, we can then define the sequence of 0 − 1 random variables by:
To use Theorem 2.3 or Proposition 2.4 prove results like Theorem 1.1 or Theorem refloglawzero, one thus requires two types of estimates:
(1) An estimate on P (x ∈ M : d(p(x), p(y)) > t) (2) An estimate on the covariances for the random variables X n .
For (1), we have the following set of results: Theorem 3.1.
• (Characteristic 0 [8] ) Let G be a semisimple lie group, Γ an irreducible non-uniform lattice, and K its maximal compact subgroup, such that S = Γ\G/K is a symmetric space of non-compact type. Let p, P , and d be as above. Then there is a k = k(S) such that
• (Characteristic q [10] ) Let q = p n , p = 2 a prime. Let F = F q ((t)), and G = SL 2 (F ). Let Γ be a non-uniform lattice. Let S = Γ\G, then M = Γ\G/K = Γ\T q . Let p, P , and d be as above. Then
For (2) 
where d(K, gK) is the distance function on the symmetric space G/K given by the Killing form. • (Characteristic q)(Oh's theorem) The same estimate holds for unitary representations of any simple algebraic group over a non-discrete field F with charF = 2, where d(gK, K) denotes distance in the Bruhat-Tits building of G.
We can use the above result to obtain estimates of type (2) in Theorem 2.3. Consider the regular representation of G on L 2 (Γ/G). The functions X n are clearly K-finite (in fact, K-invariant), and clearly belong to L 2 , and the estimates of the volume of the cusp, along with invariance of the measure, gives us (exponential) estimates on p n . The geodesic flow corresponds to action by a sequence of elements g n → ∞ such that d(K, g n K) grows linearly in k, thus, we can obtain an exponential estimate for the covariances, allowing us to apply Proposition 2.4. In the case of characteristic zero, this yields Theorem 2.1, and in positive characteristic, Theorem 1.1. To be precise, they show these results for almost all basepoints x, but by the properties of symmetric spaces (and trees), one can extend it to all x. The full details of this sketch will be provided in [2] , where the case of buildings will also be discussed.
Diophantine approximation
In this section, we prove Theorem 1.3. Following Paulin's [14] description of the relationship between geodesic trajectories and diophantine approximation, we use our logarithm law to derive our diophantine result. In this section we specialize to the case Γ = SL(2, A).
Recall that the boundary of the tree T q can be identified naturally with the projective space F ∪ ∞, and in addition, the link of each vertex x in the tree can be identified with the projective space of the finite field, F q ∪ ∞, in such a manner such that the infinities correspond.
The following theorems are proved in [14] : There is a natural notion of a horoball for trees (cf. [14, 11] ), and a natural notion of a continued fraction expansion for a Laurent series f in terms of polynomials P . The following statement relates the two notions: The analogy with characteristic zero persists further: one has a Mahler theorem for algebraic f (if f has degree n at least 2, then there is a constant c such that for all P, Q ∈ A, |f − P/Q| ≥ c/|Q| n ), and quadratic f are characterized by periodicity of their expansions, or, equivalently, that the f is a fixed point of a hyperbolic element in Γ.
Other interesting approximation results include: If P, Q ∈ A satisfy |f − P/Q| < 1/|Q| 2 , then P/Q is in fact a convergent of f . This dovetails nicely with our result, which guarantees an infinite number of P/Q satisfying the inequality.
The key to proving our result is understanding the relationship between closeness of f and P/Q and the relationship between the (typically recurrent) geodesic toward f and the cuspidal geodesic to P/Q. The theorems of Paulin show that the behavior of these quantities is given precisely by the family of horoballs traversed by the geodesic. From this, one can follow the argument given by Sullivan to derive our result.
Further questions
In this section, we discuss some unpublished work and some work in progress related to logarithm laws.
We now work in characteristic zero, in particular, using R as our base field. Fix notation as in section 3. Fix x, y ∈ S. For almost all θ ∈ T 
This question is answered (essentially) by the fact that large spheres in the universal cover equidistribute, which was proved by Kleinbock-Margulis [9] . We discuss the particular question of distance functions, in this context and in the context of moduli spaces of Riemann surfaces, in the later sections our thesis [1] . Our result in the symmetric space context is as follows:
Theorem 5.1. Let G be a connected semisimple Lie group without compact factors, let K be a maximal compact subgroup with Haar measure ν, and let Γ be an irreducible lattice in G. Let {g t } denote the geodesic flow on the symmetric space S = K\G/Γ, let µ be the Haar measure on S inherited from G, and let d denote the metric on S. Then, for all x ∈ S, we have 
for almost all x, where k = k(S) is as in Theorem 2.1.
The proof of Theorem 5.3 is similar in philosophy to the proof of Theorem 1.1, that is, we combine information about the decay of matrix coefficients with some abstract probability theory, in particular, Theorem 2.3. With notation as above, define Y n (x) := d(p(u n x), p(y)), and for any sequence of positive real numbers r n , let X n be the corresponding 0 − 1 random variables. The estimates on the volume of the cusp in Theorem 3.1 again give exponential estimates on p n (and thus the upper bound), and the estimates on decay of matrix coefficients from Theorem 3.2 yield:
Proposition 5.4. There is a β > 0 such that the sequence X n satisfies the conditions of Theorem 2.3 with ψ(k) = k −β .
Using Theorem 2.3, we obtain our desired lower bound, and get Theorem 5.3. For Theorem 5.2, note that the upper bound of course follows from the easy half of Borel-Cantelli. Now fix ǫ > 0. We explicitly construct a sequence of times
Fix y = SL(2, Z). Note that p(y) = i in the projection to SL(2, Z)\H 2 . Now let x ∈ X. Let Λ x denote the lattice associated to x, and δ x = inf 0 =v∈Λx ||v|| . An easy calculation shows that that
x ). Thus, we want to understand the behavior of δ htx . If we can construct a sequence of times t n for which it is 'small', we will obtain our result. Let
Since D n is a convex symmetric region with area ≥ 4, by Minkowski's theorem, for any lattice Λ, there is (at least one) non-zero vector
T , and thus δ ht n x ≤ v 2n . Now, suppose
Then for n sufficiently large, we obtain:
It now remains to show that for a generic lattice Λ, we can pick a (sub)sequence v n ∈ Λ ∩ D n with v 2n ≥ 1 n 1/2+ǫ ′ . This is a basically a consequence of the easy half of the Borel-Cantelli lemma, with a nice connection to Diophantine approximation. To illustrate the Diophantine connection, we first show genericity for the set of lattices defined by the matrices 1 0 s 1 .
Elements of this lattice have the form (i, si − j)
T ∈ D n,ǫ , we have |i| ≤ 4 √ n, and |si − j| ≤ This is summable with respect to i, j, and thus, by the easy half of Borel-Cantelli, X i,j (a, b) is 1 only finitely often for generic (a, b).
