Unseen data conditions can inflict serious performance degradation on systems relying on supervised machine learning algorithms. Because data can often be unseen, and because traditional machine learning algorithms are trained in a supervised manner, unsupervised adaptation techniques must be used to adapt the model to the unseen data conditions. However, unsupervised adaptation is often challenging, as one must generate some hypothesis given a model and then use that hypothesis to bootstrap the model to the unseen data conditions. Unfortunately, reliability of such hypotheses is often poor, given the mismatch between the training and testing datasets. In such cases, a model hypothesis confidence measure enables performing data selection for the model adaptation. Underlying this approach is the fact that for unseen data conditions, data variability is introduced to the model, which the model propagates to its output decision, impacting decision reliability. In a fully connected network, this data variability is propagated as distortions from one layer to the next. This work aims to estimate the propagation of such distortion in the form of network activation entropy, which is measured over a shorttime running window on the activation from each neuron of a given hidden layer, and these measurements are then used to compute summary entropy. This work demonstrates that such an entropy measure can help to select data for unsupervised model adaptation, resulting in performance gains in speech recognition tasks. Results from standard benchmark speech recognition tasks show that the proposed approach can alleviate the performance degradation experienced under unseen data conditions by iteratively adapting the model to the unseen data's acoustic condition.
INTRODUCTION
Deep learning technologies have become the preferred technique for building automatic speech recognition (ASR) systems [1, 2, 3] , demonstrating impressive performance gains for almost all tried languages and acoustic conditions. Interestingly, deep neural network (DNN)-based systems are both data hungry and data sensitive [4] , with model performance typically found to improve as more and more data from disparate conditions are used to train the model. Unfortunately, labeled data can be expensive. And although large volumes of data become available every day, not all of it is properly transcribed or reflective of the varying acoustic conditions that systems must tackle. With scarce data, DNN acoustic models are found to be quite sensitive to acoustic condition mismatches, where a subtle change in the background acoustic conditions due to noise, reverberation, and microphone conditions can significantly worsen model performance.
To combat such data-mismatch problems, multicondition training accompanied by data augmentation is typically used to expose the DNN acoustic models to various possible background conditions. Multi-condition training was reported in [5] , where a DNN acoustic model was found to benefit from training with thousands of hours of acoustic data collected from diverse sources. Data augmentation [6, 7] has been found to benefit ASR performance in reverberant conditions, where simulating different room impulse responses is relatively easy compared to simulating non-stationary background noise sources. Typically, data augmentation relies on artificially coloring the speech with additive noise or reverberation effects. In multi-condition training and data-augmentation approaches, prior knowledge is generally assumed about the kind of distortion the model will see, which often may not be true. Augmentation may expose the model (to some extent) to the anticipated acoustic variations; but in reality, acoustic variations are difficult to anticipate. Real-world ASR applications encounter diverse acoustic conditions, which are mostly unique and hence difficult to model. One such condition is reverberation and noise, which practically is an open-set problem. Systems that are trained with several thousands of hours of data collected from different realistic conditions typically are found to be quite robust to background conditions, as they are expected to contain a lot of variations; however, such data may not contain all the possible variations found in the world, and more specifically, such data may be available for some popular languages but not for others.
Recently, several open speech recognition evaluations (such as the MGB [8] , CHiME [9] , ASpIRE [10] , and REVERB [27] challenges) have shown how vulnerable DNN-hidden Markov model (HMM) acoustic models are to realistic, varying, and unseen acoustic conditions. One of the most celebrated and least resource-constrained approaches to coping with unseen data conditions is performing unsupervised adaptation, where the only necessity is having raw data. A more reliable adaptation technique is supervised adaptation, which assumes having some annotated target-domain data; however, annotated data is often unavailable in real-world scenarios. This constraint often makes unsupervised adaptation more practical.
Unsupervised speaker adaptation of DNNs has been explored with much success [11] [12] [13] , with adaptation based on maximum likelihood linear regression (MLLR) transforms, i-vectors, etc. showing impressive performance gains over un-adapted models. In [4] , stacked bottleneck (SBN) neural network architecture was proposed to cope with limited target-domain data, with the SBN net used as a feature extractor. The SBN system was used to handle unseen languages in [4] and, in [7] , was extended to cope with unseen reverberation conditions. In [14] , KullbackLeibler divergence (KLD) regularization was proposed for DNN model parameter adaptation, which differs from the typically used L2 regularization [15] in the sense that it constrains the model parameters themselves rather than the output probabilities. Feature-space maximum likelihood linear regression (fMLLR) transformed feature was found in [13] to improve DNN acoustic model performance for mismatched cases. In [26] , using confidence filtering was shown to improve acoustic performance.
In this work, we focus on understanding how acoustic condition mismatch between the training and the testing data impacts internal information flow within a fully connected neural network. Similar efforts have been pursued by researchers in [30, 32] . This paper investigates how data mismatch impacts the neural activations, and given that knowledge, this work investigates a way to use neural activations to predict when a DNN's decision may be less accurate. We use the neural activations to create a reliability measure for selecting untranscribed data for acoustic model adaptation. We have explored if such process can improve recognition performance in an unseen acoustic condition (reverberated speech) through iterative adaptation and if such process can generate performance as good as the seen acoustic conditions (i.e., when the model is trained with reverberated speech).
DATA
The acoustic models in this work were trained by using the multi-conditioned, noise-and channel-degraded training data from the 16 kHz Aurora-4 noisy Wall Street Journal (WSJ0) corpus. Aurora-4 contains a total of six additive noise types with channel-matched and mismatched conditions. It was created from the standard 5K WSJ0 database and contains 7180 training utterances of approximately 15-hours duration and 330 test utterances.
The Aurora-4 test data includes 14 test sets from two different channel conditions and six different added noises (car; babble; restaurant; street; airport; and train station) in addition to the clean condition. The signal-to-noise ratio (SNR) for the test sets varied between 0 and 15 dB. The evaluation set consists of 5K words under two different channel conditions. The original audio data for test conditions 1-7 was recorded with a Sennheiser microphone, while test conditions 8-14 were recorded using a second microphone randomly selected from a set of 18 different microphones [20] . Results from the evaluation set are presented as follows: Set A: clean, matched-channel (test set 1); Set B: noisy, matched-channel (test sets 2-7); Set C: clean, varying-channels (test set 8); and Set D: noisy, varying-channels (test sets [9] [10] [11] [12] [13] [14] .
In this work, we treated reverberation as the unseen data condition, training our models with the Aurora-4 corpus and assessing model performance on real-world reverberated data. For adaptation, optimization, and evaluation purposes, we used the training, development, and the evaluation sets distributed with the REVERB 2014 challenge, respectively. The REVERB 2014 speech dataset [27] contains singlespeaker utterances, where only the single-microphone part of the dataset was used in the experiments reported in this paper. The REVERB 2014 training set consists of the clean WSJCAM0 [28] dataset, which was convolved with room impulse responses (with reverberation times from 0.1 sec to 0.8 sec) and then corrupted with background noise; hence, the training set consisted of artificially noise-and reverberation-corrupted data. Please note that as the REVERB 2104 training set was used as the unsupervised adaptation set, its transcriptions were not used in our experiments, except in the Oracle experiment, where the model was trained using both noisy and reverberated acoustic conditions. The evaluation and development data contain both real recordings (real data) and simulated data (sim data). The real data is borrowed from the MC-WSJ-AV corpus [29] , which consists of utterances recorded in a noisy and reverberant room. The simulated evaluation set contained 1088 utterances in each of the far-and nearmicrophone conditions, each of which was split into three room conditions (1, 2, and 3). The real evaluation set contained 372 utterances split equally between far-and near-microphone conditions. Note that none of our experiments used speaker-level information.
ACOUSTIC FEATURES
We used gammatone filterbank energies (GFBs) as the acoustic features for our experiments. In the GFB processing, the input speech signal was analyzed by using a bank of 40 gammatone filters equally spaced on the equivalent rectangular bandwidth (ERB) scale. Within an analysis window of approximately 26 ms, the power of the bandlimited time signals was computed at a frame rate of 10 ms. The subband powers were root-compressed by using the th root, and the resulting 40-dimensional feature vector was used as the GFBs.
THE ENTROPY MEASURE
The drawback of existing supervised learning approaches is that the resulting models only learn the information that is present in the training set. When faced with unknown variations, such models fail to generalize well and consequently propagate any distortion in the input features, resulting in distorted outputs that do not represent relevant aspects of the input [30, 32] . In a fully connected DNN, such anomalies propagate from one layer to the next and, like a ripple effect, spread localized distortions across all dimensions of the neural network's hidden layers. Techniques such as drop-out training usually help in such cases, as they reduce the reliability of one neuron over the other and help the model improve its generalization capability.
In grossly mismatched situations, detecting the test cases that cause the system to completely fail, versus those that generate a reasonable output can be quite useful. One way to generate such detection is through a confidence measure, which is generally indicative of how trustworthy the ASR hypothesis is for each of the test files. A fully connected network can be interpreted as a cascade of several feature-transformation steps, where the goal is making each target class as discriminative as possible with respect to each other. Hence, for cases where the model fails to generate reasonable performance, such transformations fail to generate reliable features, and therefore the model decision is impacted. The veracity of the above statement is observed in the Figure 1 , where we show the neural activations generated from seen versus unseen data, both corrupted with noise.
If we consider a hidden layer N having n neurons each, generating activations x t , i at a given instant of time t, for i th neuron, then we can estimate the entropy of the activation (after soft-max) of the i th neuron over a time window of m centered around t. Let us assume X t,i as a random vector representing the activations of neuron i at hidden layer N, over a time window m centered around t.
then the entropy of is defined as (1) where is the probability density function of . Note that according to (1), the entropy is obtained for each activation i over a running window of m. In our experiments, we used an m of 91 samples (~1 sec) centered at time instant t. We used a frame hopping of 20 frames (~50 ms) to estimate the entropy (i.e., the analysis point t was moved at a rate of 20 frames from each other). Note that the selection of the value of m was done by maximizing the correlation of the run-time estimated entropy measure with the observed word error rate (WER) from the Aurora-4 test set.
Finally, once the run-time entropy was obtained from each of the n neurons in the N th hidden layer, a summary measure was obtained, by estimating the mean entropy for each neuron activation, resulting in a vector of dimension equal to the number of neurons in that layer. This vector was then sorted, the top 70 th percentile entropy measures across the activations were selected, and their mean value was computed to generate the final normalized and ranked summary entropy measure (NRSE). Note that the NRSE measure is a single real number computed for each audio file present in the adaptation dataset. It was observed that the estimated entropy correlated with ASR WER with a correlation coefficient of approximately 0.4 for an unseen noisy speech dataset. Given this, the natural question that follows is from which layer should the activation be used to estimate NRSE (i.e., "what should be the value of N?"), a question which we explored in our speech recognition studies presented in this paper.
ACOUSTIC MODEL
In earlier work [25] , we showed that CNN models perform much better than DNN acoustic models for the Aurora-4 speech recognition task. Typically, CNNs give lower WERs compared to DNNs when using filterbank features for ASR tasks, and GFBs perform better or as well as the melfilterbank energies (MFBs). To generate the alignments necessary for training the CNN system, a GMM-HMM model was used to produce senone labels. Altogether, the GMM-HMM system produced 3125 context-dependent (CD) states for the Aurora-4 training data. The input features to the acoustic models were formed by using a context window of 15 frames (7 frames on either side of the current frame).
The acoustic models were trained by using cross-entropy on the alignments from the GMM-HMM system. A five hidden layered DNN with 2048 neurons in each layer was trained by using the alignments from the GMM-HMM system, which in turn was used to generate alignments for training the subsequent DNN/CNN acoustic models trained in this paper.
The CNN acoustic models consisted of 200 filters of size 8, and the resulting feature maps were sub-sampled using max-pooling over three samples without overlap. The subsequent fully connected network had four hidden layers, with 2048 neurons per hidden layer, and the output layer included as many nodes as the number of CD states for the given dataset. The networks were trained by using an initial four iterations with a constant learning rate of 0.008, followed by learning rate halving based on cross-validation error decrease. Training stopped when no further significant reduction in cross-validation error was noted or when crossvalidation error started to increase. Backpropagation was performed by using stochastic gradient descent with a minibatch of 256 training examples. We observed that timefrequency convolution (using TFCNN architecture) performed better than the one-dimensional frequency convolution typically done in CNN acoustic models [25] , and hence in almost all of our experiments, we used the TFCNN acoustic model to report our findings.
The TFCNN architecture is similar to [25] , where two parallel convolutional layers are used at the input, one performing convolution across time, and the other across the frequency axis of the input filterbank features. For the TFCNN acoustic models, the input acoustic features were formed by using a context window of 17 frames (8 frames on either side of the current frame). The TFCNNs had 75 filters to perform time convolution and 200 filters to perform frequency convolution. For time and frequency convolution, eight bands were used, followed by a maxpooling over three samples after frequency convolution, and a max-pooling over five samples for time convolution. The feature maps after both the convolution operations were concatenated and then fed to a fully connected neural net, which had 2048 nodes and four hidden layers.
RESULTS
The baseline acoustic model was trained with Aurora-4 multi-condition training dataset, where a held-out crossvalidation set was used to train the neural net acoustic models, similar to [25] . The reverberated acoustic condition is treated as the unseen data condition in our experiments, where the experimental analysis was performed by using the development and test data from the REVERB 2014 challenge dataset. As an Oracle experiment we trained a CNN ORACLE and a TFCNN ORACLE system, which were trained jointly with Aurora-4 and REVERB 2014 training data. The WER results from the baseline CNN and TFCNN systems (trained only with Aurora-4) and the TFCNN ORACLE system are shown in Tables 1, 2 , and 3 for the Aurora-4 test set, and the REVERB 2014 dev and test sets, respectively. Table 1 shows that for all the conditions, the TFCNN acoustic model performed better than its CNN counterpart, and interestingly that augmenting the training data with additional reverberated data improved the performance on the Aurora-4 test set, even if that test set did not have any reverberation in them, indicating the benefit of data augmentation, which has been reported several times by other studies [5, 6, 7] . Tables 2 and 3 reflect the impact of unseen data conditions, where the performance of the acoustic model was found to degrade by more than 50% relative for unseen reverberated condition as opposed to the seen reverberated condition, as reflected by the Oracle experiments. In all cases, the TFCNNs were found to perform slightly better than their CNN counterparts. Based on the observations shown in Tables 1 to 3 , we focused on the TFCNN acoustic models for our subsequent experimental evaluations. To evaluate the relevance of the NRSE measure and which layer of the TFCNN acoustic model they should be derived from, we treated the REVERB ,2014 training set as the unsupervised adaptation dataset and performed the following experiments: First, we evaluated the case where the entire REVERB 2014 training set decoded hypothesis from the TFCNN acoustic model was used to generate alignments for adapting the TFCNN acoustic model trained with Aurora-4 data. The resulting adapted TFCNN acoustic model was treated as the baseline system, and we named it as TFCNN ALL_P0 , where ALL reflects that the entire REVERB 2014 hypothesis was used to adapt the model, and P0 reflects that this was the first pass on unsupervised adaptation. Next, we extracted the activations from hidden layers 2-5 of the TFCNN acoustic model, from which we estimated the NRSE measures and used that to select the top 4K segments in each case, which were found to have the lower entropy. Tables 4, 5, and 6 reflect the results from the TFCNN acoustic model after adaptation on the Aurora-4 test set, and the REVERB 2014 dev and test sets, respectively. Note that during adaptation, the unsupervised adaptation dataset was used in addition to the original Aurora-4 training dataset to update the acoustic model parameters. During adaptation, all model parameters were updated with an L 2 norm of 0.001 and an initial learning rate of 0.004, with the learning rate halved at every step. Early stopping was performed based on the crossvalidation error where the Aurora-4 cross validation set was used. Note that we did not use any reverberated data for cross-validation purposes. Tables 4, 5 , and 6 show that data selection followed by model adaptation obtained better performance than using the entire adaptation data. This indicates that the data-selection process helps prune some bad hypothesis from the parent recognition system. Comparing Tables 1 and 4 , we can see that including the Aurora-4 training data in the adaptation set helped the model to retain its performance on noisy conditions, while improving its performance significantly on the reverberated speech conditions. From Tables 5 and 6 Comparing Tables 2 and 3 with Tables 5 and 6 shows that the unsupervised adaptation using data selection significantly reduced the WER. For the simulated reverberation condition, the relative WER improvement was quite significant (i.e., greater than 40%); whereas for the real reverberation conditions, the improvements were greater than 20% for both the dev and test sets, respectively. The significant improvement on the simulated reverberation condition is to some extent expected, as the adaptation set used in this case was the REVERB 2014 training set, which consists of simulated reverberation only; hence, it helped the model to learn that condition more than the real reverberation condition. To analyze if recognition performance can be improved further through subsequent adaptation of the acoustic model, we performed multiple passes of adaptation, where the hypothesis (of the adaptation set) after each adaptation step was used to adapt the acoustic model, which we continued for two more steps. The goal was investigating if, through multiple iteration of adaptation, we can further improve the performance of the model. Table 7 shows that through iterative adaptation (where the number of files during data selection was increased by 1000, starting from the 4000 files selected in the first step), the model improved its performance on the reverberated conditions, with 16% and 14% relative reduction in WER was obtained from the third-pass adapted model (TFCNN L3_P2 ) compared to the first-pass adapted model (TFCNN L3_P0 ). Interestingly, the fourth-pass adapted model (TFCNN L3_P3 ) did not show a significant gain over the thirdpass model (TFCNN L3_P2 ). 
CONCLUSION
In this work, we investigated whether activations from neural net hidden layers can be used to predict the reliability of the neural net's decision, and hence use that prediction to perform data selection for doing unsupervised model adaptation. In a fully connected network, information flows from left to right, and if unseen distortions are introduced through the input, they will propagate through the hidden layers to the output nodes. When such distortions are propagated, they should be detectable at the hidden layers. And if they are detected, they can inform whether the network is likely to generate a reliable decision versus a less reliable one. Based on such assumptions, we proposed a new measure: the normalized and ranked summary entropy (NRSE) measure, which estimates the overall percentile entropy of the neural net's activation for a given input segment. We observed that a high NRSE indicates that the network is more likely to generate an erroneous hypothesis, compared to a lower NRSE, which indicates that the hypothesis is more likely to be a reliable one. Based on this, we explored data selection for unsupervised model adaptation and demonstrated that the data-selection process was helpful for unsupervised model adaptation, reducing ASR error rates for unseen data conditions. In addition, we found that performing multiple passes of unsupervised adaptation resulted in further improvement in recognition performance, reducing the performance gap between acoustic models trained with seen and unseen acoustic conditions. In this work, we performed data selection through a rank-sorting of NRSE measures estimated from each audio file present in the unsupervised dataset. A more pragmatic approach would be to perform data selection through thresholding of the NRSE measures, a direction we plan to explore in the future. In addition, future studies should also explore applying the proposed approach to other datasets and investigate ways to perform continuous adaptation.
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