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Abstract
In this paper, we have established a unified framework of multistage parameter estima-
tion. We demonstrate that a wide variety of statistical problems such as fixed-sample-size
interval estimation, point estimation with error control, bounded-width confidence intervals,
interval estimation following hypothesis testing, construction of confidence sequences, can be
cast into the general framework of constructing sequential random intervals with prescribed
coverage probabilities. We have developed exact methods for the construction of such sequen-
tial random intervals in the context of multistage sampling. In particular, we have established
inclusion principle and coverage tuning techniques to control and adjust the coverage prob-
abilities of sequential random intervals. We have obtained concrete sampling schemes which
are unprecedentedly efficient in terms of sampling effort as compared to existing procedures.
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1 Introduction
Parameter estimation is a fundamental area of statistical inference, which enjoys numerous appli-
cations in various fields of sciences and engineering. Specially, it is of ubiquitous significance to
estimate, via sampling, the parameters of binomial, Poisson, hypergeometrical, and normal dis-
tributions. In general, a parameter estimation problem can be formulated as follows. Let X be a
random variable defined in a probability space (Ω,F ,Pr). Suppose the distribution of X is deter-
mined by an unknown parameter θ in a parameter space Θ. In many applications, it is desirable
to construct a random interval which includes θ with a prescribed level of confidence from random
samples X1,X2, · · · of X. This problem is so fundamental that it has been persistent issues of
research in probability, statistics and other relevant fields (see, e.g., [31, 40, 42, 57, 64, 71] and the
references therein). Despite the richness of literature devoted to such issues, existing approaches
may suffer from the drawbacks of lacking either efficiency or rigorousness. Such drawbacks are
mainly due to two frequently-used methods of designing sampling schemes. The first method
is to seek a worst-case solution based on the assumption that the true parameter θ is included
in an interval [a, b] ⊆ Θ. Since it is difficult to have tight bounds for the unknown parameter
θ, such a worst-case method can lead to overly wasteful sample size if the interval [a, b] is too
wide. Moreover, if the true value of θ is not included in [a, b], the resultant sample size can be
misleading. The second method is to employ asymptotic theories such as large deviations theory,
Brownian motion theory, diffusion theory and nonlinear renewal theory in the design and analysis
of sampling schemes (see, [30, 49, 66, 70, 73] and the references therein). Undoubtedly, asymp-
totic techniques may offer approximate solutions and important insight for the relevant problems.
Since any asymptotic theory holds only if the sample size tends to infinity and, unfortunately,
any practical sampling scheme must be of a finite sample size, it is inevitable for an asymptotic
method to introduce unknown error in the resultant approximate solution.
Motivated by the limitations of existing approaches of parameter estimation, we have estab-
lished a new framework of multistage estimation, which accommodates fixed-sample-size estima-
tion and fully sequential estimation as special cases. The main characteristics of our multistage
estimation methods is as follows: i) Prior information of the parameter θ is not necessary but
can be used to make the estimation more efficient; ii) The sampling schemes are asymptotically
optimal in the sense that as the required precision gets high, the average sample number is al-
most the same as the exact sample size computed as the true value of θ were available; iii) The
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prescribed level of confidence is rigorously guaranteed. Our new estimation techniques are devel-
oped under the spirit that parameter estimation, as an important branch of statistical inference,
should be accomplished with minimum cost in sampling and absolute rigorousness in quantifying
uncertainty. In other words, as many other researchers advocated, we propose to offer statistical
inferential statements which guarantee prescribed level of credibility and minimize conservatism
as well. For example, we seek to provide statistical statements like “with confidence level at least
100(1− δ)%, an estimator differs from its true value less than an a priori number ε.” In addition
to guaranteeing the desired confidence level 100(1 − δ)%, we try to make the true confidence
level for each parametric value as close as possible to 100(1 − δ)%. Some aspects of our general
framework are outlined as follows.
(I): We unify classical problems such as, point estimation with precision requirements, con-
struction of fixed-width confidence intervals, interval estimation based on a given sampling
scheme, as a much more general problem of constructing sequential random intervals with
prescribed coverage probabilities. For example, the point estimation problem of obtaining
a point estimator θ̂ for θ such that Pr{|θ̂ − θ| < ε} > 1− δ based on multistage estimation
can be considered as the problem of constructing sequential random interval (θ̂ − ε, θ̂ + ε)
with coverage probabilities greater than 1− δ for all θ ∈ Θ. The word “sequential” is used
to indicate the fact that the random interval is constructed from samples of random size.
(II): We propose to construct stopping rules which are parameterized by a number ζ > 0, re-
ferred to as coverage tuning parameter, such that the coverage probabilities of the associated
sequential random intervals can be controlled by ζ. Here, by “controlled”, we mean that the
coverage probabilities can be adjusted to be above any desirable level by making ζ > 0 suffi-
ciently small. To make the coverage probability of a sequential random interval controllable
by ζ, we propose to use a sequence of confidence intervals whose coverage probabilities can be
controlled by ζ, referred to as controlling confidence sequence, to determine a stopping rule
such that the sequential random interval must include the controlling confidence sequence at
the termination of sampling process (see, e.g., Section 3 of the fifth version of our paper [18]
published in arXiv on April 7, 2009, our SPIE paper [20] published in April 2010, and our
earlier versions of this paper from September 2008 to present). We call such a methodology
of using confidence sequences to define stopping rules to control the coverage probabilities
of the associated sequential random intervals as inclusion principle. We have shown that if
the coverage probability of the controlling confidence sequence can be controlled by ζ, then
the coverage probability of the sequential random interval can also be controlled by ζ. To
make the coverage probability of the controlling confidence sequence controllable by ζ, we
propose to use lower and upper confidence limits Lℓ, Uℓ for the ℓ-th stage such that the
probability of {θ ≤ Lℓ} is no greater than ζδℓ and that the probability of {θ ≥ Uℓ} is no
greater than ζδℓ, where δℓ ∈ (0, 1) is independent of ζ. Of course, conservative bounds or
approximations of exact confidence limits may be used to construct stopping rules by the
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inclusion principle so that the coverage probability of the desired sequential random interval
can be controlled by ζ. Since the calculation of confidence limits can be cumbersome and
may involve solving complicated equations, we have managed to avoid such computation to
make stopping rules as simple as possible.
(III): Once we have constructed stopping rules such that the coverage probabilities of the asso-
ciated sequential random interval is controllable by ζ. Our next task is to seek the largest
value of the coverage tuning parameter ζ such that the coverage probabilities of the sequen-
tial random interval is above the desired level. The purpose of making ζ as large as possible
is to avoid unnecessary sampling effort. The desired value of ζ can be obtained by a method
we called bisection coverage tuning. To achieve higher computational accuracy, we propose
to evaluate the complementary coverage probabilities. This is increasingly important as the
desired level of coverage probabilities becomes higher, e.g., 0.9999. A critical subroutine of
bisection coverage tuning is to determine whether the complementary coverage probabilities
of the sequential random interval corresponding to a fixed value of ζ are no greater than the
desired level for all parametric values of θ ∈ Θ. The major difficulty of this subroutine is
the computational complexity. First, for each parametric value, the evaluation of the com-
plementary coverage probability of the sequential random interval can be time-consuming.
Second, the number of parametric values can be infinity or extremely large. Therefore, we
must avoid the exhaustive method of computing complementary coverage probabilities of
the sequential random interval for all parametric values. In this direction, we have devel-
oped two algorithms to overcome the difficulty. The first algorithm is adapted from Branch
and Bound method in global optimization (see our earlier versions of this paper published
on arXiv before July 2009). The second algorithm is called Adaptive Maximum Checking
Algorithm (AMCA). An indispensable technique for these two algorithms is the method of
interval bounding. That is, how to bound the complementary coverage probabilities of the
sequential random interval for parameter θ ∈ [a, b]. The tightness of such bounds is ex-
tremely important for the efficiency of bisection coverage tuning. A simple idea of interval
bounding is to express the complementary coverage probability as a number of polynomial
functions of θ, bound each function for θ ∈ [a, b] by virtue of monotonicity, and obtain
bounds for the complementary coverage probability for θ ∈ [a, b] using the relationship
q
i
< qi < qi, i = 1, · · · ,m ⇒
∑m
i=1 qi <
∑m
i=1 qi <
∑m
i=1 qi. We call this as over-bounding
method. Clearly, for a large m, the bounds derived from this method can be very con-
servative. In contrast to the over-bounding method, we have obtained very tight bounds
for the complementary coverage probabilities by exploiting the statistical properties of the
sequential random interval and the estimator of θ. In this regard, we have introduced the
concept of unimodal-likelihood estimator (ULE).
(IV): To start the bisection coverage tuning, we need to find an initial interval of ζ. For this
purpose, we first use results from asymptotic analysis of the coverage probabilities to find
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a value ζ0 for ζ such that the corresponding coverage probabilities are close to the desired
level. Afterward, we use the subroutine described above to find non-negative integers i
and j as small as possible such that the complementary coverage probabilities satisfy the
requirement for ζ = ζ02
−i, but violate the requirement for ζ = ζ02j . Using [ζ02−i, ζ02j ] as
the starting interval, we can apply a bisection search to find a value of ζ as large as possible
such that the complementary coverage probability of the sequential random interval is not
exceeding the pre-specified level for any parametric value.
The remainder of the paper is organized as follows. In Section 2, we present our general theory
for the design and analysis of multistage sampling schemes. Especially, we propose inclusion prin-
ciple for construction of sampling schemes. We establish a general theory on coverage probability
of sequential random intervals which eliminates the necessity of exhaustive computation of cov-
erage probability for designing sampling schemes. In Section 3, we introduce powerful techniques
such as bisection coverage tuning, consecutive-decision-variable bounding, recursive computation,
adaptive maximum checking, domain truncation and triangular partition that are crucial for a
successful design of a multistage sampling scheme. In Section 4, we present sampling schemes
for estimation of binomial parameters. In Section 5, we discuss the estimation of functions of
two binomial proportions. Section 6 is devoted to the estimation of multinomial proportions. In
Section 7, we consider the estimation of means of bounded variables. In Section 8, we discuss the
multistage estimation of Poisson parameters. In Section 9, we address the problem of estimating
the proportion of a finite population. In Section 10, we propose a general method for constructing
sampling schemes for parametric estimation associated with the absolute and relative error criteria
based on prior information about parameters. We consider the estimation of normal mean with
unknown variance in Section 11. In Section 12, we discuss the estimation of the scale parameter
of a Gamma distribution. In Section 13, we propose our exact methods for the construction of
bounded-width confidence intervals. In Section 14, we discuss the interval estimation based on a
given sample scheme. In Section 15, we consider the exact construction of confidence sequences.
In Section 16, we address the problem of multistage linear regression. In Section 17, we investigate
the multistage estimation of quantile. Section 18 is the conclusion. The proofs of all theorems
are given in Appendices. We discuss various branch and bound methods in Appendix T.
Throughout this paper, we shall use the following notations. The set of real numbers is
denoted by R. The set of n-dimensional vectors of real numbers is denoted by Rn. The set of
integers is denoted by Z. The set of positive integers is denoted by N. The element of matrix A
in the i-th row and j-th column is denoted by [A]i,j. The ceiling function and floor function are
denoted respectively by ⌈.⌉ and ⌊.⌋ (i.e., ⌈x⌉ represents the smallest integer no less than x; ⌊x⌋
represents the largest integer no greater than x). The notation sgn(x) denotes the sign function
which assumes value 1 for x > 0, value 0 for x = 0, and value −1 for x < 0. The gamma function is
denoted by Γ(.). For any integer m, the combinatoric function
(m
z
)
with respect to integer z takes
value Γ(m+1)Γ(z+1)Γ(m−z+1) for z ≤ m and value 0 otherwise. The left limit as ǫ tends to 0 is denoted
as limǫ↓0. The notation “⇐⇒” means “if and only if”. The expectation of a random variable
is denoted by E[.]. The notation Pr{. | θ} denotes the probability of an event associated with
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random samples X1,X2, · · · parameterized by θ ∈ Θ, where θ may be dropped if it can be done
without introducing confusion. The parameter θ in Pr{. | θ}may be dropped whenever this can be
done without introducing confusion. The cumulative distribution function of a Gaussian random
variable is denoted by Φ(.). For α ∈ (0, 1), let Zα and tn,α denote, respectively, the 100(1 − α)%
percentiles of a standard normal distribution and a Student t-distribution of n degrees of freedom.
For α ∈ (0, 1), let χ2n,α denote the 100α% percentile of a chi-square distribution of n degrees of
freedom. In the presentation of our sampling schemes, we need to use the following functions:
SB(k, n, θ) =

∑k
i=0
(
n
i
)
θi(1 − θ)n−i for θ ∈ [0, 1],
1 for θ < 0,
0 for θ > 1
SN (k, n, θ) =

∑k
i=0
(
θN
i
)(
N−θN
n−i
)
/
(
N
n
)
for θ ∈ {mN : m = 0, 1, · · · , N},
1 for θ < 0,
0 for θ > 1
SP(k, θ) =

∑k
i=0
θie−θ
i! for θ ≥ 0,
0 for θ < 0
M (z, θ) =

9(z−θ)2
2(z+2θ)(z+2θ−3) for 0 ≤ z ≤ 1 and θ ∈ (0, 1),
−∞ for 0 ≤ z ≤ 1 and θ /∈ (0, 1)
MB(z, θ) =

z ln θz + (1− z) ln 1−θ1−z for z ∈ (0, 1) and θ ∈ (0, 1),
ln(1− θ) for z = 0 and θ ∈ (0, 1),
ln θ for z = 1 and θ ∈ (0, 1),
−∞ for z ∈ [0, 1] and θ /∈ (0, 1)
MI(z, θ) =

ln θz +
(
1
z − 1
)
ln 1−θ1−z for z ∈ (0, 1) and θ ∈ (0, 1),
ln θ for z = 1 and θ ∈ (0, 1),
−∞ for z = 0 and θ ∈ (0, 1),
−∞ for z ∈ [0, 1] and θ /∈ (0, 1)
MP(z, θ) =

z − θ + z ln ( θz ) for z > 0 and θ > 0,
−θ for z = 0 and θ > 0,
−∞ for z ≥ 0 and θ ≤ 0.
In the design of multistage sampling schemes, one of our methods for defining sample sizes is to
use a descending sequence Cℓ, ℓ ∈ Z such that C0 = 1 and 1 < infℓ∈Z CℓCℓ+1 ≤ supℓ∈Z
Cℓ
Cℓ+1
< ∞.
Throughout the remainder of this paper, δ and ζ are reserved, respectively, for the “confidence
parameter” and the “coverage tuning parameter”, where these concepts will be illustrated later.
It is assumed that 0 < δ < 1 and 0 < ζ < 1δ . The other notations will be made clear as we
proceed.
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2 General Theory
In this section, we shall discuss the general theory of multistage estimation. A central theme of
our theory is on the reduction of the computational complexity associated with the design and
analysis of multistage sampling schemes.
2.1 Basic Structure of Multistage Estimation
In our proposed framework of multistage estimation, a sampling process consists of s stages, where
s can be a finite number or infinity. The continuation or termination of sampling is determined
by decision variables. For the ℓ-th stage, a decision variable Dℓ = Dℓ(X1, · · · ,Xnℓ) is defined in
terms of samples X1, · · · ,Xnℓ , where nℓ is the number of samples available at the ℓ-th stage. It
should be noted that nℓ can be a random number, depending on specific sampling schemes. The
decision variable Dℓ assumes only two possible values 0, 1 with the notion that the sampling
process is continued until Dℓ = 1 for some ℓ ∈ {1, · · · , s}. Since the sampling must be terminated
at or before the s-th stage, it is required that Ds = 1. For simplicity of notations, we also define
Dℓ = 0 for ℓ < 1 and Dℓ = 1 for ℓ > s throughout the remainder of the paper. Let l denote the
index of stage when the sampling is terminated. Then, the sample number when the sampling is
terminated, denoted by n, is equal to nl. Since a sampling scheme with the above structure is
like a multistage version of the conventional fixed-size sampling procedure, we call it multistage
sampling in this paper.
As mentioned earlier, the number of available samples, nℓ, for the ℓ-th stage can be a random
number. An important case can be made in the estimation of the parameter of a Bernoulli random
variable X with distribution Pr{X = 1} = 1 − Pr{X = 0} = p ∈ (0, 1). To estimate p, we can
choose a sequence of positive integers γ1 < γ2 < · · · < γs and define decision variables such that
Dℓ is expressed in terms of i.i.d. samples X1, · · · ,Xnℓ of Bernoulli random variable X, where nℓ
is the minimum integer such that
∑
nℓ
i=1Xi = γℓ for ℓ = 1, · · · , s. A sampling scheme with such a
structure is called a multistage inverse binomial sampling, which is a special class of multistage
sampling schemes and is a multistage version of the inverse binomial sampling (see, e.g., [44, 45]
and the references therein).
If the sample sizes of a multistage sampling scheme is desired to be deterministic, the following
criteria can be applied to determine the minimum and maximum sample sizes:
(I) The minimum sample size n1 guarantees that {D1 = 1} is not an impossible event.
(II) The maximum sample size ns guarantees that {Ds = 1} is a sure event.
For the purpose of reducing sample number, the minimum and maximum sample sizes should
be as small as possible, while satisfying criteria (I) and (II). Once the minimum and maximum
sample sizes are fixed, the sample sizes for other stages can be determined, for example, as an
arithmetic or geometric progression.
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2.2 Truncated Inverse Sampling
It should be noted that the conventional single stage sampling procedures can be accommodated in
the general framework of multistage sampling. A common stopping rule for single stage sampling
procedures is that “the sampling is continued until the sample sum reach a prescribed threshold
γ or the number of samples reach a pre-specified integer m”. Such a sampling scheme is referred
to as truncated inverse sampling, for which we have derived the following results.
Theorem 1 Let γ > 1, 0 < εa < εr < 1 and p
⋆ = εaεr . Let X1, X2, · · · be a sequence of i.i.d.
random variables such that 0 ≤ Xi ≤ 1 and E[Xi] = µ ∈ (0, 1) for any positive integer i. Let n be
a random variable such that
{∑
n−1
i=1 Xi < γ ≤
∑
n
i=1Xi
}
is a sure event. Let m = min{n,m}, where
m is a positive integer. The following statements hold true.
(I) Pr{| γ
n
− µ| < εµ} > 1− δ and Pr{| γ−1
n−1 − µ| < εµ} > 1− δ provided that γ > (1+ε) ln(2/δ)(1+ε) ln(1+ε)−ε .
(II) Pr
{| γ
m
− µ| < εa or | γ
m
− µ| < εrµ
}
> 1 − δ provided that p⋆ + εa ≤ 12 , γ > 1−εrεr , γ >
ln(δ/2)
MI
(
γ(p⋆−εa)
γ−1+εr ,p
⋆
) , γ > ln(δ/2)
MI(p⋆+εa,p⋆)
and m > ln(δ/2)
MB(p⋆+εa,p⋆)
.
(III) If X1,X2, · · · are i.i.d. Bernoulli variables, then Pr
{| γ
m
− µ| < εa or | γ
m
− µ| < εrµ
}
> 1−δ
provided that p⋆ + εa ≤ 12 , γ > ln(δ/2)MI(p⋆+εa,p⋆) and m >
ln(δ/2)
MB(p⋆+εa,p⋆)
.
The proof of Theorem 1 can be found in [7, 8].
2.3 Sequential Random Intervals
A primary goal of multistage sampling is to construct, based on samples of X, a sequential
random interval with lower limit L (X1, · · · , Xn) and upper limit U (X1, · · · , Xn) such that, for a
priori specified confidence parameter δ,
Pr{L (X1, · · · ,Xn) < θ < U (X1, · · · ,Xn) | θ} ≥ 1− δ
for any θ ∈ Θ. For the ℓ-th stage, an estimator θ̂ℓ for θ can be defined in terms of samples
X1, · · · ,Xnℓ . Consequently, the overall estimator for θ, denoted by θ̂, is equal to θ̂l. In many cases,
L (X1, · · · ,Xnℓ) and U (X1, · · · ,Xnℓ) can be expressed as a function of θ̂ℓ and nℓ. For simplicity
of notations, we abbreviate L (X1, · · · ,Xnℓ) and U (X1, · · · ,Xnℓ) as L (θ̂ℓ,nℓ) and U (θ̂ℓ,nℓ)
respectively. Accordingly, L (X1, · · · ,Xn) and U (X1, · · · ,Xn) are abbreviated as L (θ̂,n) and
U (θ̂,n). In the special case that the lower and upper limits are independent of n, we will drop
the argument n for further simplification of notations.
In the sequel, we shall focus on the construction of sequential random intervals of lower limit
L (θ̂,n) and upper limit U (θ̂,n) such that Pr{L (θ̂,n) < θ < U (θ̂,n) | θ} ≥ 1 − δ for any
θ ∈ Θ. Such a framework is general enough to address a wide spectrum of traditional problems in
parametric estimation. First, it is obvious that the problem of interval estimation based on a given
sampling scheme can be cast in this framework. Second, the issue of error control in the point
estimation of parameter θ can be addressed in the framework of sequential random intervals. Let
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θ and θ be two numbers such that inf Θ ≤ θ ≤ θ ≤ supΘ. Let Θ = {θ ∈ Θ : θ ≤ θ ≤ θ}. Based on
different error criteria, the point estimation problems are typically posed in the following ways:
(i) Given a priori margin of absolute error ε > 0, construct an estimator θ̂ for θ such that
Pr{|θ̂ − θ| < ε | θ} > 1− δ for any θ ∈ Θ. (1)
(ii) Given a priori margin of relative error ε ∈ (0, 1), construct an estimator θ̂ for θ such that
Pr{|θ̂ − θ| < ε|θ|} > 1− δ for any θ ∈ Θ. (2)
(iii) Given a priori margin of absolute error εa ≥ 0 and margin of relative error εr ∈ [0, 1),
construct an estimator θ̂ for θ such that
Pr{|θ̂ − θ| < εa or |θ̂ − θ| < εr|θ| | θ} > 1− δ for any θ ∈ Θ. (3)
Clearly, problem (iii) can be reduced to problems (i) and (ii) by, respectively, setting εr = 0
and εa = 0. As can be seen from Appendix A.1, putting
L (θ̂) =

min
{
θ̂ − εa, θ̂1+εr
}
if θ > 0,
min
{
θ̂ − εa, θ̂1−εr
}
if θ < 0,
min
{
θ̂ − εa, θ̂
1+sgn(θ̂) εr
}
if 0 ∈ [θ, θ]
U (θ̂) =

max
{
θ̂ + εa,
θ̂
1−εr
}
if θ > 0,
max
{
θ̂ + εa,
θ̂
1+εr
}
if θ < 0,
max
{
θ̂ + εa,
θ̂
1−sgn(θ̂) εr
}
if 0 ∈ [θ, θ]
we can show that
{|θ̂ − θ| < εa or |θ̂ − θ| < εr|θ|} = {L (θ̂) < θ < U (θ̂)}. (4)
This implies that problems (i)-(iii) can be accommodated in the general framework of sequential
random intervals.
Third, the framework of sequential random intervals accommodates an important class of
problems concerned with the construction of bounded-width confidence intervals. The objective
is to construct lower confidence limit L (θ̂,n) and upper confidence limit U (θ̂,n) such that
|U (θ̂,n)−L (θ̂,n)| ≤ 2ε for some prescribed number ε > 0 and that Pr{L (θ̂,n) < θ < U (θ̂,n) |
θ} ≥ 1 − δ for any θ ∈ Θ. Obviously, this class of problems can be cast into the framework of
sequential random intervals.
In order to construct a sequential random interval of desired level of confidence, our global
strategy is to construct a sampling scheme such that the coverage probability Pr{L (θ̂,n) < θ <
U (θ̂,n) | θ} can be adjusted by some parameter ζ. This parameter ζ is referred to as “coverage
tuning parameter”. Obviously, the coverage probability is a function of the unknown parameter
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θ. In practice, it is impossible or extremely difficult to evaluate the coverage probability for every
value of θ in the parameter space. Such an issue presents in the estimation of binomial parameters,
Poisson parameters and the proportion of a finite population. For the cases of estimating binomial
and Poisson parameters, the parameter spaces are continuous and thus the number of parametric
values is infinity. For the case of estimating the proportion of a finite population, the number of
parametric values can be as large as the population size. To overcome the difficulty associated
with the number of parametric values, we have developed a general theory of coverage probability
of sequential random intervals which eliminates the need of exhaustive evaluation of coverage
probabilities to determine whether the minimum coverage probability achieves the desired level
of confidence. In this direction, the concept of Unimodal-Likelihood Estimator, to be discussed in
the following subsection, play a crucial role.
2.4 Unimodal-Likelihood Estimator
The concept of maximum-likelihood estimator (MLE) is classical and widely used in numerous
areas. However, a MLE may not be unbiased and its associated likelihood function need not be
monotone. For the purpose of developing a rigorous theory on coverage probability of random
intervals, we shall introduce the concept of unimodal-likelihood estimator (ULE) in this paper.
Let X1,X2, · · · be a sequence of random samples parameterized by θ ∈ Θ. Let m be a positive
integer-valued random variable such that for any positive integer m, event {m = m} depends
only on X1, · · · ,Xm. In a rigorous probabilistic terminology, m is a stopping time. For samples
X1, · · · ,Xm of random length m, we say that the estimator ϕ(X1, · · · ,Xm) is a ULE of θ if
ϕ is a multivariate function such that, for any observation (x1, · · · , xm) of (X1, · · · ,Xm), the
likelihood function is non-decreasing with respect to θ no greater than ϕ(x1, · · · , xm) and is non-
increasing with respect to θ no less than ϕ(x1, · · · , xm). For discrete random samples X1, · · · ,Xm,
the associated likelihood function is Pr{Xi = xi, i = 1, · · · ,m | θ}. For continuous random
samples X1, · · · ,Xm, the corresponding likelihood function is, fX1,··· ,Xm(x1, · · · , xm, θ), the joint
probability density function of random samples X1, · · · ,Xm. We emphasize that a MLE may not
be a ULE and that a ULE may not be a MLE. In contrast to a MLE, a ULE can assume values
not contained in the parameter space.
Clearly, for the cases that X is a Bernoulli or Poisson variable, ϕ(X1, · · · , Xnℓ) =
∑nℓ
i=1 Xi
nℓ
is
a ULE of θ at the ℓ-th stage. As another illustration of ULE, consider the multistage inverse
binomial sampling scheme described in Section 2.1. For ℓ = 1, · · · s, a ULE of p can be defined
as p̂ℓ =
γℓ
nℓ
. At the termination of sampling, the estimator, p̂ = p̂l, of p is also a ULE. More
generally, if the distribution of X belongs to the exponential family, then ϕ(X1, · · · , Xnℓ) =
∑nℓ
i=1 Xi
nℓ
is a ULE of θ at the ℓ-th stage.
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2.5 Inclusion Principle for Construction of Sampling Schemes
In this subsection, we shall discuss the fundamental principle for the design of multistage sampling
schemes. We shall address two critical problems:
(I) Determine sufficient conditions for a multistage sampling scheme such that the coverage
probability Pr{L (θ̂,n) < θ < U (θ̂,n) | θ} can be adjusted by a positive number ζ.
(II) For a given sampling scheme, determine whether the coverage probability Pr{L (θ̂,n) <
θ < U (θ̂,n) | θ} is no less than 1− δ for any θ ∈ Θ.
To describe our sampling schemes, define cumulative distribution function (CDF) and com-
plementary cumulative distribution function (CCDF) respectively as
F
θ̂ℓ
(z, θ) =

Pr{θ̂ℓ ≤ z | θ} for θ ∈ Θ,
1 for θ < inf Θ,
0 for θ > supΘ
G
θ̂ℓ
(z, θ) =

Pr{θ̂ℓ ≥ z | θ} for θ ∈ Θ,
0 for θ < inf Θ,
1 for θ > supΘ
for ℓ = 1, · · · , s, where z assumes values in the support of θ̂ℓ.
Let δℓ ∈ (0, 1ζ ), ℓ = 1, · · · , s. For sampling schemes of structure described in Section 2.1, we
have the following results on the coverage probability of random intervals.
Theorem 2 Suppose that a multistage sampling scheme satisfies the following requirements:
(i) For ℓ = 1, · · · , s, θ̂ℓ is a ULE of θ.
(ii) For ℓ = 1, · · · , s, {L (θ̂ℓ,nℓ) ≤ θ̂ℓ ≤ U (θ̂ℓ,nℓ)} is a sure event.
(iii) {Dℓ = 1} ⊆
{
F
θ̂ℓ
(
θ̂ℓ,U (θ̂ℓ,nℓ)
)
≤ ζδℓ, Gθ̂ℓ
(
θ̂ℓ,L (θ̂ℓ,nℓ)
)
≤ ζδℓ
}
for ℓ = 1, · · · , s.
(iv) {Ds = 1} is a sure event.
Then,
Pr{L (θ̂,n) ≥ θ | θ} ≤
s∑
ℓ=1
Pr{L (θ̂ℓ,nℓ) ≥ θ, Dℓ = 1 | θ} ≤ ζ
s∑
ℓ=1
δℓ,
Pr{U (θ̂,n) ≤ θ | θ} ≤
s∑
ℓ=1
Pr{U (θ̂ℓ,nℓ) ≤ θ, Dℓ = 1 | θ} ≤ ζ
s∑
ℓ=1
δℓ,
Pr{L (θ̂,n) < θ < U (θ̂,n) | θ} ≥ 1− 2ζ
s∑
ℓ=1
δℓ
for any θ ∈ Θ.
See Appendix B for a proof. Theorem 2 addresses the first problem posed at the beginning
of this subsection. It tells how to define a stopping rule such that the coverage probability of the
sequential random interval can be bounded by a function of ζ and
∑s
ℓ=1 δℓ. If
∑s
ℓ=1 δℓ is bounded
with respect to ζ, then the coverage probability can be “tuned” to be no less than the prescribed
level 1− δ. This process is referred to as “coverage tuning”, which will be illustrated in details in
the sequel. The intuition behind the definition of the stopping rule in Theorem 2 is as follows.
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At the ℓ-th stage, in order to determine whether the sampling should stop, two tests are
performed based on the observations of θ̂ℓ, L (θ̂ℓ,nℓ) and U (θ̂ℓ,nℓ), which are denoted by
ϑℓ, Lℓ and Uℓ respectively. The first test is H0 : θ < Uℓ versus H1 : θ ≥ Uℓ, and the second
test is H ′0 : θ ≤ Lℓ versus H ′1 : θ > Lℓ. Hypothesis H0 is accepted if Fθ̂ℓ(ϑℓ, Uℓ) ≤ ζδℓ, and
is rejected otherwise. On the other side, hypothesis H ′0 is rejected if Gθ̂ℓ(ϑℓ, Lℓ) ≤ ζδℓ, and is
accepted otherwise. If H0 is accepted and H
′
0 is rejected, then, the decision variable Dℓ assumes
value 1 and accordingly the sampling is terminated. Otherwise, Dℓ assumes value 0 and the
sampling is continued. It can be seen that, if ζδℓ is small, then H0 and H
′
1 are accepted with
high credibility and consequently, Lℓ < θ < Uℓ is highly likely to be true. Therefore, by making
ζ
∑s
ℓ=1 δℓ sufficiently small, it is possible to ensure that the coverage probability of the random
interval is above the desired level.
Since there is a close relationship between hypothesis testing and confidence intervals, it is
natural to imagine that the method described by Theorem 2 for defining stopping rules to control
the coverage probabilities of sequential random intervals can be interpreted with the concept of
confidence intervals. Since θ̂ℓ is a ULE of θ for ℓ = 1, · · · , s, it follows from Lemma 3 in Appendix
A.3 that F
θ̂ℓ
(z, θ) is non-increasing with respect to θ ∈ Θ no less than z ∈ I
θ̂ℓ
and that G
θ̂ℓ
(z, θ)
is non-decreasing with respect to θ ∈ Θ no greater than z ∈ I
θ̂ℓ
. Therefore, for the ℓ-th stage, we
can construct lower confidence limit Lℓ(θ̂ℓ,nℓ, ζδℓ) and upper confidence limit Uℓ(θ̂ℓ,nℓ, ζδℓ) such
that
Lℓ(θ̂ℓ,nℓ, ζδℓ) = sup
{
θ ∈ Θ : G
θ̂ℓ
(θ̂ℓ, θ) ≤ ζδℓ, θ ≤ θ̂ℓ
}
, (5)
Uℓ(θ̂ℓ,nℓ, ζδℓ) = inf
{
θ ∈ Θ : F
θ̂ℓ
(θ̂ℓ, θ) ≤ ζδℓ, θ ≥ θ̂ℓ
}
. (6)
As a consequence of (5) and (6), we have that
Pr{θ ≤ Lℓ(θ̂ℓ,nℓ, ζδℓ) | θ} ≤ ζδℓ, Pr{θ ≥ Uℓ(θ̂ℓ,nℓ, ζδℓ) | θ} ≤ ζδℓ,
Pr{Lℓ(θ̂ℓ,nℓ, ζδℓ) < θ < Uℓ(θ̂ℓ,nℓ, ζδℓ) | θ} ≥ 1− 2ζδℓ,
which implies that Lℓ(θ̂ℓ,nℓ, ζδℓ) and Uℓ(θ̂ℓ,nℓ, ζδℓ) are confidence limits with coverage prob-
abilities controllable by ζ. It should be noted that such confidence limits are not necessarily
fixed-sample-size confidence limits, since the sample size nℓ can be a random number. Due to the
monotonicity of functions F
θ̂ℓ
(., .) and G
θ̂ℓ
(., .), we have that the requirement (iii) of Theorem 2
can be restated as
{Dℓ = 1} ⊆
{
F
θ̂ℓ
(
θ̂ℓ,U (θ̂ℓ,nℓ)
)
≤ ζδℓ, Gθ̂ℓ
(
θ̂ℓ,L (θ̂ℓ,nℓ)
)
≤ ζδℓ
}
= {L (θ̂ℓ,nℓ) ≤ Lℓ(θ̂ℓ,nℓ, ζδℓ) ≤ Uℓ(θ̂ℓ,nℓ, ζδℓ) ≤ U (θ̂ℓ,nℓ)} (7)
for ℓ = 1, · · · , s. Clearly, such a requirement is set for controlling the coverage probability of
the sequential random interval. Since [Lℓ(θ̂ℓ,nℓ, ζδℓ), Uℓ(θ̂ℓ,nℓ, ζδℓ)], ℓ = 1, · · · , s constitutes a
sequence of confidence intervals, it is referred to as a confidence sequence by the convention of
statistical terminology [33]. As our purpose of using such a confidence sequence is to control the
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coverage probability of the desired sequential random interval, we call it controlling confidence
sequence. We also hope to use this term to avoid the confusion between the sequence of confidence
intervals and the desired sequential random interval. By virtue of (7) and the concepts of sequen-
tial random interval and controlling confidence sequence, the method described by Theorem 2 for
constructing sampling schemes can be interpreted as follows:
A necessary condition for the sampling process to be terminated is that
the sequential random interval includes the controlling confidence sequence.
In view of the inclusion relationship imposed by the stopping condition and the versatility
of the approach, we call such a methodology of using a confidence sequence to define a stopping
rule to control the coverage probability of the desired sequential random interval as Inclusion
Principle.
In the above statement of the inclusion principle, no sufficient condition is posed for the
termination of the sampling process. Our consideration is that the inclusion relationship is not
sufficient for the sampling process to stop if there are some other requirements imposed on the
sequential random interval. A familiar example is the construction of bounded-length confidence
interval. For this problem, the sequential random interval coincides with the controlling confidence
sequence. So, the inclusion relationship is something automatic. The only extra requirement is
that the sequential random interval has a pre-specified length.
In situations that no other requirement imposed on the sequential random interval except
the specification of coverage probability, we have proposed a more specific version of inclusion
principle for constructing sampling schemes as follows:
The sampling process is continued until the controlling confidence sequence is
included by the sequential random interval at some stage.
As a consequence of the inclusion principle, the coverage probabilities of the sequential random
intervals can be controlled by ζ > 0 provided that the coverage probability of the controlling
confidence sequence can be controlled by ζ. More precisely, this connection can be seen from the
following theorem.
Theorem 3 Suppose that a multistage sampling scheme satisfies the following requirements:
(i) For ℓ = 1, · · · , s, Lℓ(θ̂ℓ,nℓ, ζδℓ) and Uℓ(θ̂ℓ,nℓ, ζδℓ) are lower and upper limits such that
Pr{Lℓ(θ̂ℓ,nℓ, ζδℓ) < θ < Uℓ(θ̂ℓ,nℓ, ζδℓ) | θ} ≥ 1− ζδℓ for any θ ∈ Θ.
(ii) For ℓ = 1, · · · , s, {The sampling process is terminated at the ℓ-th stage} implies {L (θ̂ℓ,nℓ) ≤
Lℓ(θ̂ℓ,nℓ, ζδℓ) ≤ Uℓ(θ̂ℓ,nℓ, ζδℓ) ≤ U (θ̂ℓ,nℓ)} .
(iii) {The sampling process is terminated at some finite stage} is a sure event.
Then, Pr{L (θ̂,n) < θ < U (θ̂,n) | θ} ≥ Pr{Lℓ(θ̂ℓ,nℓ, ζδℓ) < θ < Uℓ(θ̂ℓ,nℓ, ζδℓ) for ℓ =
1, · · · , s | θ} ≥ 1− ζ∑sℓ=1 δℓ for any θ ∈ Θ.
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It should be noted that Theorem 3 remains valid if the controlling confidence sequence and
sequential random interval are defined as more complex functions of samples instead of point
estimators of θ and sample sizes. Theorem 3 is an immediate consequence of the following prob-
abilistic result.
Theorem 4 Let (Ω,F , {Fℓ},Pr) be a filtered space. Let τ be a proper stopping time with support
Iτ . For ℓ ∈ Iτ , let Aℓ ⊆ Rn and Bℓ ⊆ Rn be n-dimensional random regions defined by random
variables measurable in Fℓ. Let θ ∈ Rn be an n-dimensional vector. Assume that {τ = ℓ} ⊆
{Aℓ ⊆ Bℓ} for ℓ ∈ Iτ . Then, Pr{θ ∈ Bτ} ≥ Pr{θ ∈ Aℓ for ℓ ∈ Iτ} ≥ 1−
∑
ℓ∈Iτ Pr{θ /∈Aℓ}.
The proof of Theorem 4 is given in Appendix C. This theorem implies that the inclusion
principle can be applied to construct sampling schemes for estimating multiple parameters. In
the general case, the sequential random interval is generalized as sequential random region and
accordingly, the controlling confidence sequence is generalized as a sequence of confidence regions.
This method has been used in Section 17 for multistage linear region.
Actually, we have already extensively used the inclusion principle to derive stopping rules in
the first version of this paper published in arXiv on September 8, 2008. However, due to the
simplification of the stopping rules, the link between stopping rules and controlling confidence
sequences is not obvious at the first glance, though it can be seen by a careful reading of the rel-
evant proofs. In the first version of our paper [17] published in October 2, 2008, we have derived
stopping rules from which the connection between stopping rules and controlling confidence se-
quences can be readily identified (see Theorem 1 and its proof in subsequent versions). About six
months later, we have proposed a systematic method of using a sequence of confidence intervals
to define stopping rules to control coverage probabilities of sequential random intervals in Section
3 of the fifth version of our paper [18] published in arXiv on April 7, 2009.
A fundamental fact disclosed by Theorem 3 is that the coverage probability of the sequential
random interval is bounded from below by that of the controlling confidence sequence. This implies
that in the design of stopping rules, the coverage probabilities of the sequential random intervals
may still be controllable by ζ if the confidence limits of an exact controlling confidence sequence
are replaced by their approximations or conservative bounds.
In situations that the parameter θ to be estimated is the expectation of X, we can apply
normal approximation to obtain confidence limits for θ as follows. Assume that X1,X2, · · · are
identical samples of X and that the variance of the sample mean Xn
def
=
∑n
i=1Xi
n is a bivariate
function, denoted by V (θ, n), of θ and n. If the sample size n is large, then the central limit
theorem may be applied to establish the normal approximation
FXn (z, θ)
def
= Pr{Xn ≤ z | θ} ≈ Φ
(
z − θ√
V (θ, n)
)
, (8)
GXn (z, θ)
def
= Pr{Xn ≥ z | θ} ≈ Φ
(
θ − z√
V (θ, n)
)
. (9)
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Let α ∈ (0, 1). If Xn is a ULE of θ, then we can obtain lower and upper confidence limits
respectively as
L(Xn, n, α) = inf
{
θ ∈ Θ : Φ
(
θ −Xn√
V (θ, n)
)
>
α
2
}
and
U(Xn, n, α) = sup
{
θ ∈ Θ : Φ
(
Xn − θ√
V (θ, n)
)
>
α
2
}
such that Pr{L(Xn, n, α) < θ < U(Xn, n, α) | θ} ≈ 1 − α for θ ∈ Θ. To improve the accuracy
of normal approximation (8) and (9), we propose to replace θ in V (θ, n) by z + ρ(θ − z) with
ρ ∈ [0, 1]. That is, we suggest modifying (8) and (9) as follows:
FXn (z, θ) ≈ Φ
(
z − θ√
V (z + ρ(θ − z), n)
)
, (10)
GXn (z, θ) ≈ Φ
(
θ − z√
V (z + ρ(θ − z), n)
)
. (11)
The new parameter ρ is introduced to improve the accuracy of approximation. Based on the
new approximation (10) and (11), we propose to obtain lower and upper confidence limits for θ
respectively as
L(Xn, n, α) = inf
θ ∈ Θ : Φ
 θ −Xn√
V (Xn + ρ(θ −Xn), n)
 > α
2
 (12)
and
U(Xn, n, α) = sup
θ ∈ Θ : Φ
 Xn − θ√
V (Xn + ρ(θ −Xn), n)
 > α
2
 (13)
so that Pr{L(Xn, n, α) < θ < U(Xn, n, α) | θ} ≈ 1−α for θ ∈ Θ. Our computational experiences
indicate that the coverage performance of this class of confidence intervals can be very close to
the nominal level 1−α by choosing appropriate ρ ∈ (0, 1]. It should be noted that for estimating
parameters of binomial, Poisson, negative binomial, geometric and hypergeometric distributions,
explicit confidence intervals can be obtained from (12) and (13) by solving quadratic equations. To
illustrate, let Z denote the critical value such that Φ(Z) = 1− α2 . In scenarios that X1, · · · ,Xn are
i.i.d. samples of Bernoulli random variable X such that Pr{X = 1} = 1−Pr{X = 0} = p ∈ (0, 1),
the lower and upper limits of the approximate 100(1−α)% confidence interval for p can be readily
derived from (12) and (13) respectively as
L(Xn, n, α) =
Xn +
ρZ2
2n [1− 2(1− ρ)Xn]−Z
√
Xn(1−Xn)
n +
(
ρZ
2n
)2
1 + (ρZ)
2
n
(14)
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and
U(Xn, n, α) =
Xn +
ρZ2
2n [1− 2(1− ρ)Xn] + Z
√
Xn(1−Xn)
n +
(
ρZ
2n
)2
1 + (ρZ)
2
n
. (15)
It can be checked that taking ρ = 0, 1 and 23 respectively leads to Wald’s interval, Wilson’s
interval and the confidence interval proposed by Chen et. al. [26]. By the coverage theory of [26],
it can be shown that for ρ = 23 ,
Pr{L(Xn, n, α) < p < U(Xn, n, α) | p} ≥ 1− 2 exp
(
−Z
2
2
)
for any p ∈ (0, 1). Using approximation Xn + ρZ
2
2n [1 − 2(1 − ρ)Xn] ≈ Xn, 1 + (ρZ)
2
n ≈ 1 and
introducing parameter ̺ = (ρZ)
2
4 , we can simplify (14) and (15) as
L(Xn, n, α) ≈ Xn −Z
√
Xn(1−Xn)
n
+
̺
n2
, U(Xn, n, α) ≈ Xn + Z
√
Xn(1−Xn)
n
+
̺
n2
.
In the context that X1, · · · ,Xn are i.i.d. samples of Poisson random variable X of mean λ > 0,
we can apply (12) and (13) to derive explicit lower and upper confidence limits for λ as
L(Xn, n, α) = Xn+ ρZ
2
2n
−Z
√
Xn
n
+
(
ρZ
2n
)2
, U(Xn, n, α) = Xn+ ρZ
2
2n
+Z
√
Xn
n
+
(
ρZ
2n
)2
so that Pr{L(Xn, n, α) < λ < U(Xn, n, α) | λ} ≈ 1 − α for all λ > 0. Using approximation
Xn +
ρZ2
2n ≈ Xn and introducing parameter ̺ = ρ
2Z2
4 , we have simplified confidence limits for λ
as
L(Xn, n, α) ≈ Xn −Z
√
Xn
n
+
̺
n2
, U(Xn, n, α) ≈ Xn + Z
√
Xn
n
+
̺
n2
.
In the context that X1, · · · ,Xn are i.i.d. samples of random variable X def= Y + r with mean
µ
def
= rp , where r > 0, p ∈ (0, 1) are real numbers and Y is a random variable possessing a negative
binomial distribution, we can apply (12) and (13) to derive explicit lower and upper confidence
limits for µ as
L(Xn, n, α) =
Xn − ρZ
2
2nr [r − 2(1− ρ)Xn]−Z
√
Xn(Xn−r)
nr +
(
ρZ
2n
)2
1− (ρZ)2nr
U(Xn, n, α) =
Xn − ρZ
2
2nr [r − 2(1 − ρ)Xn] + Z
√
Xn(Xn−r)
nr +
(
ρZ
2n
)2
1− (ρZ)2nr
so that Pr{L(Xn, n, α) < µ < U(Xn, n, α) | µ} ≈ 1 − α for all µ ∈ (1,∞). Using approximation
Xn − ρZ22nr [r − 2(1 − ρ)Xn] ≈ Xn, 1 − (ρZ)
2
nr ≈ 1 and introducing parameter ̺ = ρ
2Z2
4 , we can
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simplify the confidence limits for µ as
L(Xn, n, α) ≈ Xn −Z
√
Xn(Xn − r)
nr
+
̺
n2
, U(Xn, n, α) ≈ Xn + Z
√
Xn(Xn − r)
nr
+
̺
n2
.
As the last example of constructing approximate confidence interval based on normal ap-
proximation, consider the procedure of sampling without replacement from a population of N
units, among which there are pN units having a certain attribute. Let n be the sample size.
Let X1, · · · ,Xn be random variables associated with the sampling procedure in a way as follows:
Xi assumes value 1 if the i-th sample have the attribute and assumes value 0 otherwise. Then,
X1, · · · ,Xn are identical but dependent random variables with mean p ∈ {0, 1N , · · · , N−1N , 1}. The
sample mean Xn =
∑n
i=1Xi
n is unbiased. Introducing modified sample size n
∗ = n(N−1)N−n and
making use of (12) and (13), we obtain explicit lower and upper confidence limits for p as
L(Xn, n, α) =
Xn +
ρZ2
2n∗ [1− 2(1− ρ)Xn]−Z
√
Xn(1−Xn)
n∗ +
(
ρZ
2n∗
)2
1 + (ρZ)
2
n∗
U(Xn, n, α) =
Xn +
ρZ2
2n∗ [1− 2(1− ρ)Xn] +Z
√
Xn(1−Xn)
n∗ +
(
ρZ
2n∗
)2
1 + (ρZ)
2
n∗
.
so that Pr{L(Xn, n, α) ≤ p ≤ U(Xn, n, α) | p} ≈ 1 − α for all p ∈ {0, 1N , · · · , N−1N , 1}. Using
approximation Xn +
ρZ2
2n∗ [1 − 2(1 − ρ)Xn] ≈ Xn, 1 + (ρZ)
2
n∗ ≈ 1 and introducing new parameter
ρ2Z2
4 , we have simple confidence limits for p as
L(Xn, n, α) ≈ Xn−Z
√
Xn(1−Xn)
n∗
+
̺
(n∗)2
, U(Xn, n, α) ≈ Xn+Z
√
Xn(1−Xn)
n∗
+
̺
(n∗)2
.
From above examples, it can be seen that the lower and upper confidence limits of confidence
level 1− α for a mean can be generally constructed as
L(Xn, n, α) ≈ Xn −Z
√
V (Xn, n) +
̺
n2
, U(Xn, n, α) ≈ Xn + Z
√
V (Xn, n) +
̺
n2
,
where the term ̺n2 is introduced to remedy the inaccuracy of normal approximation.
The approximate confidence limits described above can be used to derive simple stopping rules
by virtue of the inclusion principle. Although the confidence limits are not rigorously constructed,
for each fixed value of ρ, we can apply bisection coverage tuning technique to determine appro-
priate value of ζ to guarantee the required confidence level for the desired sequential random
interval. Stopping rules of excellent performance can be obtained by trying various values of ρ.
Although the stopping rules can be expressed in the terms of confidence limits by the inclu-
sion principle, we propose to eliminate the need of computing confidence limits in order to make
stopping rules as simple as possible. In scenarios that the parameter θ to be estimated is the
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expectation of X, we can apply normal approximation to simplify the general stopping rule pro-
posed by Theorem 2. The stopping rule described by Theorem 2 can be interpreted as “sampling
is continued until F
θ̂ℓ
(
θ̂ℓ,U (θ̂ℓ,nℓ)
)
≤ ζδℓ, Gθ̂ℓ
(
θ̂ℓ,L (θ̂ℓ,nℓ)
)
≤ ζδℓ for some ℓ ∈ {1, · · · , s}”.
Since θ = E[X], the estimators θ̂ℓ are naturally defined as sample means such that θ̂ℓ =
∑nℓ
i=1Xi
nℓ
.
As before, assume that X1,X2, · · · are identical samples of X and that the variance of
∑n
i=1Xi
n is
a bivariate function, denoted by V (θ, n), of θ and n. If all sample sizes are large, then we can
apply the normal approximation (8) and (9) to simplify the stopping rule described by Theorem
2 as “sampling is continued until
Φ
 θ̂ℓ −U (θ̂ℓ,nℓ)√
V (U (θ̂ℓ,nℓ), nℓ)
 ≤ ζδℓ, Φ
 L (θ̂ℓ,nℓ)− θ̂ℓ√
V (L (θ̂ℓ,nℓ), nℓ)
 ≤ ζδℓ (16)
for some ℓ ∈ {1, · · · , s}”. Moreover, for better performance of coverage probability, we can apply
the normal approximation (10) and (11) to simplify the stopping rule described by Theorem 2 as
“sampling is continued until
Φ
 θ̂ℓ −U (θ̂ℓ,nℓ)√
V
(
θ̂ℓ + ρ[U (θ̂ℓ,nℓ)− θ̂ℓ], nℓ
)
 ≤ ζδℓ, (17)
Φ
 L (θ̂ℓ,nℓ)− θ̂ℓ√
V
(
θ̂ℓ + ρ[L (θ̂ℓ,nℓ)− θ̂ℓ], nℓ
)
 ≤ ζδℓ (18)
for some ℓ ∈ {1, · · · , s}”. Our computational experiments show that, for a given ρ ∈ (0, 1], the
coverage probability can be guaranteed by choosing ζ to be a sufficiently small number. Opti-
mization of sampling schemes with respect to ρ ∈ (0, 1] leads to better performance. Clearly, this
approach of constructing simple stopping rules applies to the problems of estimating parameters
of binomial, Poisson, geometric and hypergeometric distributions, etc. More details are presented
in the sequel.
Estimating a Proportion: Let X be a Bernoulli random variable such that Pr{X = 1} = 1−
Pr{X = 0} = p ∈ (0, 1). LetX1,X2, · · · be i.i.d. samples ofX. We consider the construction
of multistage estimation procedures with deterministic sample sizes n1, n2, · · · , ns, where the
number of stages s can be finite or infinite. For ℓ = 1, · · · , s, the estimator for p is defined
as p̂ℓ =
∑nℓ
i=1 Xi
nℓ
. The sequential estimator p̂ is defined as p̂l, where l is the index of stage at
the termination of the sampling process. The prescribed confidence interval is 1− δ, where
δ ∈ (0, 1). For ℓ = 1, 2, · · · , s, let Zζδℓ be the critical value such that Φ(Zζδℓ) = 1− ζδℓ.
Let ε ∈ (0, 1) be a margin of absolute error. To design a multistage procedure such that the
sequential estimator p̂ guarantees that Pr{|p̂ − p| < ε | p} ≥ 1− δ for all p ∈ (0, 1), we can
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apply the general stopping rule associated with (17) and (18) by identifying the lower and
upper bounds of the random interval as L (p̂ℓ) = p̂ℓ − ε and U (p̂ℓ) = p̂ℓ + ε respectively
to derive a simple stopping rule as follows: Continue sampling until
(∣∣p̂ℓ − 12 ∣∣− ρε)2 ≥
1
4 − nℓ
(
ε
Zζδℓ
)2
for some ℓ ∈ {1, 2, · · · , s}. Consequently, using bisection coverage tuning
techniques, we can obtain an appropriate value of ζ such that the coverage probability
Pr{|p̂− p| < ε | p} is no less than but close to the prescribed level 1− δ for all p ∈ (0, 1).
Let ε ∈ (0, 1) be a margin of relative error. To design a multistage procedure such that the
resultant estimator p̂ guarantees that Pr{|p̂ − p| < εp | p} ≥ 1− δ for all p ∈ (0, 1), we can
apply the general stopping rule by identifying the lower and upper bounds of the random
interval as L (p̂ℓ) =
p̂ℓ
1+ε and U (p̂ℓ) =
p̂ℓ
1−ε respectively to derive the following stopping
rule: Continue sampling until p̂ℓ ≥
(1+ε)(1+ε−ρε)Z2ζδℓ
nℓε2+(1+ε−ρε)2Z2ζδℓ
for some ℓ ∈ {1, 2, 3, · · · ,∞}. The
parameters δℓ, ℓ = 1, 2, · · · are positive numbers less than 1 such that their sum
∑∞
ℓ=1 δℓ is
bounded. By virtue of bisection coverage tuning techniques, we can obtain an appropriate
value of ζ such that the coverage probability Pr{|p̂ − p| < εp | p} is no less than but close
to the prescribed level 1− δ for all p ∈ (0, 1).
In many situations, it is desirable to estimate the binomial parameter p with a mixed error
criterion. More formally, let εa ∈ (0, 1) and εr ∈ (0, 1), we wish to design a multistage
procedure such that the resultant estimator p̂ guarantees that Pr{|p̂ − p| < εa or |p̂ −
p| < εrp | p} ≥ 1 − δ for all p ∈ (0, 1). For this purpose, we can apply the general
stopping rule by identifying the lower and upper bounds of the random interval as L (p̂ℓ) =
min
{
p̂ℓ − εa, p̂ℓ1+εr
}
and U (p̂ℓ) = max
{
p̂ℓ + εa,
p̂ℓ
1−εr
}
respectively to derive the following
stopping rule: Continue sampling until either
1
2
+ ρεa −
√
1
4
− nℓ
(
εa
Zζδℓ
)2
< p̂ℓ <
(1 + εr)(1 + εr − ρεr)Z2ζδℓ
nℓε2r + (1 + εr − ρεr)2Z2ζδℓ
or
1
2
− ρεa −
√
1
4
− nℓ
(
εa
Zζδℓ
)2
< p̂ℓ <
(1− εr)(1− εr + ρεr)Z2ζδℓ
nℓε2r + (1− εr + ρεr)2Z2ζδℓ
is violated for some ℓ ∈ {1, 2, · · · , s}. To ensure that the coverage probability Pr{|p̂ − p| <
εa or |p̂−p| < εrp | p} is no less than but close to the prescribed level 1− δ for all p ∈ (0, 1),
we can employ the bisection coverage tuning techniques.
We would like to point out that the above stopping rules can be readily adapted for estimat-
ing the proportion p of a finite population having a certain attribute based on multistage
sampling without replacement. The adaptation is just to replace nℓ in the above stopping
conditions with nℓ(N−1)N−nℓ , while the estimator p̂ℓ is interpreted as the sample mean
∑n
i=1Xi
nℓ
,
where X1,X2, · · ·XN are random variables associated with the scheme of sampling without
replacement such that Xi assumes value 1 if the i-th drawn unit has the attribute, and
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assumes value 0 otherwise. It should be noted that the stopping rules from such adaptation
can be equivalently derived from the general stopping rule associated with (17) and (18).
With regard to the estimation of the binomial parameter p to satisfy prescribed levels of
relative precision and confidence, we can derive a multistage version of inverse binomial
sampling scheme from the general stopping rule associated with (17) and (18). In terms
of i.i.d. Bernoulli random variables X1,X2, · · · with common mean p ∈ (0, 1), a random
variable Y possessing a geometric distribution can be defined as the minimum integer such
that
∑Y
i=1Xi = 1. Clearly, the mean of Y is θ =
1
p . So, to estimate p, it suffices to estimate
θ based on the samples of Y . For this purpose, note that the sequence of i.i.d. Bernoulli
samples defines a sequence of i.i.d. samples Y1, Y2, · · · of Y such that Yj is the minimum
integer satisfying
∑Yj
i=1+Yj−1
Xi = 1 for j = 1, 2, · · · , where Y0 = 0. Consider a multistage
sampling scheme for Y with deterministic sample sizes n1, n2, · · · , ns, where the number
of stages s is finite. For ℓ = 1, · · · , s, the estimator for θ is defined as θ̂ℓ =
∑nℓ
i=1 Yi
nℓ
. The
sequential estimator θ̂ is defined as θ̂l, where l is the index of stage at the termination of
the sampling process. Let Zζδ be the critical value such that Φ(Zζδ) = 1 − ζδ. To design
a multistage procedure such that the resultant estimator θ̂ guarantees that Pr{(1 − ε)θ̂ <
θ < (1 + ε)θ̂ | θ} ≥ 1 − δ for all θ ∈ (1,∞), we can apply the general stopping rule by
identifying the lower and upper bounds of the random interval as L (θ̂ℓ) = (1 − ε)θ̂ℓ and
U (θ̂ℓ) = (1 + ε)θ̂ℓ respectively to derive the following stopping rule: Continue sampling
until 1
θ̂ℓ
≥ 1 + ρε − nℓ1+ρε
(
ε
Zζδ
)2
for some ℓ ∈ {1, 2, · · · , s}. By virtue of bisection coverage
tuning techniques, we can obtain an appropriate value of ζ such that the coverage probability
Pr{(1− ε)θ̂ < θ < (1 + ε)θ̂ | θ} is no less than but close to the prescribed level 1− δ for all
θ ∈ (1,∞). Observing that the reciprocals of θ and θ̂ are p and p̂ respectively, we have that
such sampling scheme is actually a multistage version of inverse binomial sampling scheme
which ensures that Pr{|p̂ − p| < εp | p} for all p ∈ (0, 1).
Estimating Poisson Parameters: Let X be a Poisson random variable with mean λ > 0. Let
X1,X2, · · · be i.i.d. samples of X. Similar to the estimation of a proportion, we can apply
the general stopping rule to the multistage estimation of λ with deterministic sample sizes
n1, n2, · · · , ns, where the number of stages s can be finite or infinite. For ℓ = 1, · · · , s, the
estimator for λ is defined as λ̂ℓ =
∑nℓ
i=1 Xi
nℓ
. The sequential estimator λ̂ is defined as λ̂l,
where l is the index of stage at the termination of the sampling process. The prescribed
confidence interval is 1−δ, where δ ∈ (0, 1). For ℓ = 1, 2, · · · , s, let Zζδℓ be the critical value
such that Φ(Zζδℓ) = 1− ζδℓ.
Let ε > 0 be a margin of absolute error. To design a multistage procedure such that the
sequential estimator λ̂ guarantees that Pr{|λ̂ − λ| < ε | λ} ≥ 1 − δ for all λ ∈ (0,∞), we
can apply the general stopping rule to derive a stopping rule as follows: Continue sampling
until λ̂ℓ ≤
(
ε
Zζδℓ
)2
nℓ−ρε for some ℓ ∈ {1, 2, · · · ,∞}. For the controllability of the coverage
probability, the parameters δℓ, ℓ = 1, 2, · · · are chosen to be positive numbers less than 1
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such that their sum
∑∞
ℓ=1 δℓ is bounded.
Let ε > 0 be a margin of relative error. To design a multistage procedure such that the
resultant estimator λ̂ guarantees that Pr{|λ̂−λ| < ελ | λ} ≥ 1−δ for all λ ∈ (0,∞), we can
apply the general stopping rule to derive the following stopping rule: Continue sampling
until λ̂ℓ ≥ 1nℓ
(Zζδℓ
ε
)2
(1 + ε)(1 + ε − ρε) for some ℓ ∈ {1, 2, 3, · · · ,∞}. The parameters
δℓ, ℓ = 1, 2, · · · are positive numbers less than 1 such that their sum
∑∞
ℓ=1 δℓ is bounded.
Let εa ∈ (0,∞) and εr ∈ (0, 1) be respectively the margins of absolute and relative errors. To
design a multistage procedure such that the resultant estimator λ̂ guarantees that Pr{|λ̂−
λ| < εa or |λ̂− λ| < εrλ | λ} ≥ 1 − δ for all λ ∈ (0,∞), we can apply the general stopping
rule to derive the following stopping rule: Continue sampling until either(
εa
Zζδℓ
)2
nℓ + ρεa < λ̂ℓ <
1
nℓ
(Zζδℓ
εr
)2
(1 + εr)(1 + εr − ρεr)
or (
εa
Zζδℓ
)2
nℓ − ρεa < λ̂ℓ < 1
nℓ
(Zζδℓ
εr
)2
(1− εr)(1− εr + ρεr)
is violated for some ℓ ∈ {1, 2, · · · , s}.
For the above estimation problems with various error criteria, to ensure that the coverage
probability is no less than but close to the prescribed level 1− δ for all λ ∈ (0,∞), we can
employ the bisection coverage tuning techniques.
In the above presentation, we have extensively discussed approximation methods for simpli-
fying stopping rules. In addition to the normal approximation, bounds of the CDF & CCDF of
θ̂ℓ can be used to simplify stopping rules. Specially, in situations that sample sizes are determin-
istic numbers n1 < n2 < · · · < ns and that θ̂ℓ =
∑nℓ
i=1Xi
nℓ
for ℓ = 1, · · · , s, we have established
multistage sampling schemes by virtue of Theorem 2 and Chernoff bounds as follows.
Corollary 1 Suppose that a multistage sampling scheme satisfies the following requirements:
(i) For ℓ = 1, · · · , s, θ̂ℓ =
∑nℓ
i=1Xi
nℓ
is a ULE of θ, where X1,X2, · · · are i.i.d. samples of X.
(ii) The moment generating function E[etX ] exists for any real number t.
(iii) For ℓ = 1, · · · , s, {L (θ̂ℓ, nℓ) ≤ θ̂ℓ ≤ U (θ̂ℓ, nℓ)} is a sure event.
(iv) {Dℓ = 1} ⊆
{[
F
(
θ̂ℓ,U (θ̂ℓ, nℓ)
)]nℓ ≤ ζδℓ, [G (θ̂ℓ,L (θ̂ℓ, nℓ))]nℓ ≤ ζδℓ} for ℓ = 1, · · · , s, where
F(., .) and G(., .) are functions such that
F(z, θ) =

inft<0 E[e
t(X−z)] for θ ∈ Θ,
1 for θ < inf Θ,
0 for θ > supΘ
G(z, θ) =

inft>0 E[e
t(X−z)] for θ ∈ Θ,
0 for θ < inf Θ,
1 for θ > supΘ
(v) {Ds = 1} is a sure event.
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Then,
Pr{L (θ̂,n) ≥ θ | θ} ≤
s∑
ℓ=1
Pr{L (θ̂ℓ, nℓ) ≥ θ, Dℓ = 1 | θ} ≤ ζ
s∑
ℓ=1
δℓ,
Pr{U (θ̂,n) ≤ θ | θ} ≤
s∑
ℓ=1
Pr{U (θ̂ℓ, nℓ) ≤ θ, Dℓ = 1 | θ} ≤ ζ
s∑
ℓ=1
δℓ,
Pr{L (θ̂,n) < θ < U (θ̂,n) | θ} ≥ 1− 2ζ
s∑
ℓ=1
δℓ
for any θ ∈ Θ.
To establish Corollary 1, it suffices to show that the assumption (iv) of Corollary 1 implies
the assumption (iii) of Theorem 2, which can be seen from Chernoff bounds
F
θ̂ℓ
(z, θ) ≤ [F(z, θ)]nℓ , G
θ̂ℓ
(z, θ) ≤ [G(z, θ)]nℓ
for θ ∈ Θ and z assuming values from the support of θ̂ℓ. It can seen that the method of defining
stopping rules proposed in Corollary 1 is in the same spirit of the inclusion principle, except that
the confidence limits are more conservative since the bounds of CDF & CDF are used. As will be
seen in the sequel, the conservativeness can be significantly reduced by virtue of coverage tuning.
It should be noted that explicit forms for functions F(z, θ) and G(z, θ) in Corollary 1 can be
derived for the exponential family. A single-parameter exponential family is a set of probability
distributions whose probability density function (or probability mass function, for the case of a
discrete distribution) can be expressed in the form
fX(x, θ) = c(x) exp(η(θ)x− ψ(θ)), θ ∈ Θ (19)
where c(x), η(θ), and ψ(θ) are known functions. Regarding the sample mean of X, we have the
following results.
Theorem 5 Let Xn =
∑n
i=1Xi
n , where X1, · · · ,Xn are i.i.d. samples of random variable X
possessing a probability density function or probability mass function defined by (19). Suppose
that dη(θ)dθ is positive and that
dψ(θ)
dθ = θ
dη(θ)
dθ for θ ∈ Θ. Then, Xn is a ULE and an unbiased
estimator of θ. Moreover,
Pr{Xn ≤ z | θ} ≤
(
inf
t<0
E
[
et(X−z)
])n
= [w(z, θ)]n for z ≤ θ,
Pr{Xn ≥ z | θ} ≤
(
inf
t>0
E
[
et(X−z)
])n
= [w(z, θ)]n for z ≥ θ
where w(z, θ) = exp(η(θ)z−ψ(θ))exp(η(z)z−ψ(z)) .
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See Appendix D for a proof. Applying Theorem 5 and Corollary 1 to the estimation of
the parameter of the exponential family, we have F(z, θ) = G(z, θ) = w(z, θ) for θ ∈ Θ and
consequently the sampling scheme can be simplified.
From Theorems 2, 3 and Corollary 1, it can be seen that, if the number of stage s is independent
of the coverage tuning parameter ζ, then the coverage probability of the sequential random interval
(L (θ̂,n),U (θ̂,n)) can be adjusted to be above 1 − δ if ζ is sufficiently small. In the design of
sampling scheme, the number of stages and the sample sizes at all stages can be dependent on
the coverage tuning parameter ζ. To satisfy the coverage requirement, we hope that the coverage
probability of the sequential random interval can still be controlled by ζ. Such controllability
can be established under mild conditions. Specially, to construct sequential random interval
(L (θ̂),U (θ̂)), where L (.) and U (.) are univariate functions of θ̂, we have the following result
regarding the sampling schemes described by Theorem 2 and Corollary 1, where the stage number
s = s(ζ) and the sample sizes nℓ = nℓ(ζ), ℓ = 1, · · · , s are functions of ζ.
Theorem 6 Let X1,X2, · · · be i.i.d. samples of random variable X possessing a probability den-
sity function or probability mass function defined by (19). Suppose that dη(θ)dθ is positive and that
dψ(θ)
dθ = θ
dη(θ)
dθ for θ ∈ Θ. Suppose that L (θ) < θ < U (θ) for all θ ∈ Θ. Let δℓ, ℓ = 1, 2, · · ·
be given such that
∑∞
ℓ=1 δℓ < ∞ or 0 < α < δℓ < β for all ℓ, where α and β are some positive
numbers. Then, the coverage probability Pr{L (θ̂) < θ < U (θ̂) | θ} tends to 1 as ζ tends to 0.
See Appendix E for a proof.
Now, we turn to consider the second problem posed at the beginning of this subsection. For
the sampling schemes of structure described in Section 2.1, we have the following results regarding
the coverage probability of sequential random intervals.
Theorem 7 Let X1,X2, · · · be a sequence of identical samples of discrete random variable X
parameterized by θ ∈ Θ. For ℓ = 1, · · · , s, let θ̂ℓ = ϕ(X1, · · · ,Xnℓ) be a ULE of θ. Define
estimator θ̂ = θ̂l, where l is the index of stage when the sampling is terminated. Let L (., .) and
U (., .) be bivariate functions such that {L (θ̂,n) ≤ θ̂ ≤ U (θ̂,n)} is a sure event. Let [a, b] be a
subset of Θ. Let IL denote the intersection of interval (a, b) and the support of L (θ̂,n). Let IU
denote the intersection of interval (a, b) and the support of U (θ̂,n). Let E be an event dependent
only on the random tuple (X1, · · · ,Xn). The following statements hold true:
(I) Both Pr{L (θ̂,n) ≥ θ and E occurs | θ} and Pr{L (θ̂,n) > θ and E occurs | θ} are
no-decreasing with respect to θ in any open interval with endpoints being consecutive distinct
elements of IL ∪ {a, b}. Moreover, both the maximum of Pr{L (θ̂,n) ≥ θ and E occurs | θ} and
the supremum of Pr{L (θ̂,n) > θ and E occurs | θ} with respect to θ ∈ [a, b] are equal to the
maximum of Pr{L (θ̂,n) ≥ θ and E occurs | θ} for θ ∈ IL ∪ {a, b}.
(II) Both Pr{U (θ̂,n) ≤ θ and E occurs | θ} and Pr{U (θ̂,n) < θ and E occurs | θ} are
non-increasing with respect to θ in any open interval with endpoints being consecutive distinct
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elements of IU ∪ {a, b}. Moreover, both the maximum of Pr{U (θ̂,n) ≤ θ and E occurs | θ} and
the supremum of Pr{U (θ̂,n) < θ and E occurs | θ} with respect to θ ∈ [a, b] are equal to the
maximum of Pr{U (θ̂,n) ≤ θ and E occurs | θ} for θ ∈ IU ∪ {a, b}.
(III) If {L (θ̂,n) ≥ a} ⊆ {θ̂ ≥ b}, then Pr{L (θ̂,n) ≥ b and E occurs | a} ≤ Pr{L (θ̂,n) ≥
θ and E occurs | θ} ≤ Pr{L (θ̂,n) ≥ a and E occurs | b} and Pr{L (θ̂,n) > b and E occurs | a} ≤
Pr{L (θ̂,n) > θ and E occurs | θ} ≤ Pr{L (θ̂,n) > a and E occurs | b} for any θ ∈ [a, b]. Similarly, if
{U (θ̂,n) ≤ b} ⊆ {θ̂ ≤ a}, then Pr{U (θ̂,n) ≤ a and E occurs | b} ≤ Pr{U (θ̂,n) ≤ θ and E occurs |
θ} ≤ Pr{U (θ̂,n) ≤ b and E occurs | a} and Pr{U (θ̂,n) < a and E occurs | b} ≤ Pr{U (θ̂,n) <
θ and E occurs | θ} ≤ Pr{U (θ̂,n) < b and E occurs | a} for any θ ∈ [a, b].
(IV) If L (θ̂,n) and U (θ̂,n) can be expressed as non-decreasing univariate functions L (θ̂)
and U (θ̂) of θ̂ respectively, then, without the assumption that {L (θ̂,n) ≤ θ̂ ≤ U (θ̂,n)} is a sure
event,
Pr{L (θ̂) ≥ b | a} ≤ Pr{L (θ̂) ≥ θ | θ} ≤ Pr{L (θ̂) ≥ a | b},
Pr{L (θ̂) > b | a} ≤ Pr{L (θ̂) > θ | θ} ≤ Pr{L (θ̂) > a | b},
Pr{U (θ̂) ≤ a | b} ≤ Pr{U (θ̂) ≤ θ | θ} ≤ Pr{U (θ̂) ≤ b | a},
Pr{U (θ̂) < a | b} ≤ Pr{U (θ̂) < θ | θ} ≤ Pr{U (θ̂) < b | a}
for any θ ∈ [a, b].
See Appendix F for a proof. Actually, as special results of Theorem 7, we have established
“Theorem 8” and other similar theorems in the 12th version of this paper published in arXiv on
April 27, 2009. In Theorem 7, we have used the concept of support in probability theory. The
support of a random variable Z refers to {Z(ω) : ω ∈ Ω}, which is the set of all possible values of
Z. We say that “an event E is dependent only on the random tuple (X1, · · · ,Xn)” if, for any n in
the support of n, the event {E occurs and n = n} can be expressed in terms of random variables
X1, · · · ,Xn. In a more rigorous probabilistic terminology, n is a stopping time and E is an event
of the σ-subalgebra generated by X1, · · · ,Xn.
Based on Theorem 7 in the special case that E is a sure event, two different approaches can
be developed to address the second problem proposed at the beginning of this subsection.
First, as a consequence of statements (I) and (II) of Theorem 7, it is true that Pr{L (θ̂,n) <
θ < U (θ̂,n) | θ} ≥ 1− δ for any θ ∈ [a, b] provided that
Pr{θ ≤ L (θ̂,n) | θ} ≤ δ
2
, ∀θ ∈ IL ∪ {a, b},
Pr{θ ≥ U (θ̂,n) | θ} ≤ δ
2
, ∀θ ∈ IU ∪ {a, b}.
As can be seen from the proofs of Theorems 1 and 2, under certain conditions, the probabilities
Pr{θ ≤ L (θ̂,n) | θ} and Pr{θ ≥ U (θ̂,n) | θ} can be adjusted by ζ. Hence, it is possible to obtain
appropriate value of ζ, without exhaustive evaluation of probabilities, such that Pr{L (θ̂,n) <
θ < U (θ̂,n) | θ} ≥ 1− δ for any θ ∈ [a, b].
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Second, statements (III) and (IV) of Theorem 7 will be used to develop Adaptive Maximum
Checking Algorithm in Section 3.2 to determine an appropriate value of coverage tuning parameter
ζ.
In the special case that the number of stages s is equal to 1 and that the sample number is a
deterministic integer n, we have the following results.
Theorem 8 Let X1,X2, · · · ,Xn be a sequence of discrete random variables parameterized by
θ ∈ Θ. Let θ̂ = ϕ(X1, · · · ,Xn) be an estimator of θ. Let L (.) and U (.) be functions such that,
for any ϑ ∈ Θ, Pr{L (θ̂) ≤ ϑ ≤ U (θ̂) | θ} is a continuous and unimodal function of θ ∈ Θ. Let
[a, b] be an interval contained in Θ. Let IL denote the intersection of the interval (a, b) and the
support of L (θ̂). Let IU denote the intersection of the interval (a, b) and the support of U (θ̂).
Then, the minimum of Pr{L (θ̂) < θ < U (θ̂) | θ} with respect to θ ∈ [a, b] is attained at the set
IL ∪ IU ∪{a, b} and the infimum of Pr{L (θ̂) ≤ θ ≤ U (θ̂) | θ} with respect to θ ∈ [a, b] is equal to
the minimum of the set {CL(θ) : θ ∈ IL }∪{CU (θ) : θ ∈ IU }∪{C(a), CU (a), C(b), CL(b)}, where
CL(θ) = Pr{L (θ̂) < θ ≤ U (θ̂) | θ}, CU (θ) = Pr{L (θ̂) ≤ θ < U (θ̂) | θ} and C(θ) = Pr{L (θ̂) ≤
θ ≤ U (θ̂) | θ}. Moreover, for both open random interval ((L (θ̂),U (θ̂)) and closed random
interval [L (θ̂),U (θ̂)], the coverage probability is continuous and unimodal for θ ∈ (θ′, θ′′), where
θ′ and θ′′ are arbitrary consecutive distinct elements of IL ∪ IU ∪ {a, b}.
The proof of Theorem 8 can be found in [9].
2.6 Multistage Sampling without Replacement
It should be noted that the theories in preceding discussion can be applied to the multistage
estimation of the proportion of a finite population, where the random samples are dependent if a
sampling without replacement is used. Consider a population of N units, among which there are
pN units having a certain attribute, where p ∈ Θ = {MN :M = 0, 1, · · · , N}. In many situations,
it is desirable to estimate the population proportion p by sampling without replacement. The
procedure of sampling without replacement can be precisely described as follows:
Each time a single unit is drawn without replacement from the remaining population so that
every unit of the remaining population has equal chance of being selected.
Such a sampling process can be exactly characterized by random variables X1, · · · ,XN defined
in a probability space (Ω,F ,Pr) such that Xi assumes value 1 if the i-th sample has the attribute
and assumes value 0 otherwise. By the nature of the sampling procedure, it can be shown that
Pr{Xi = xi, i = 1, · · · , n} =
(
pN∑n
i=1 xi
)(
N − pN
n−∑ni=1 xi
)/[(
n∑n
i=1 xi
)(
N
n
)]
for any n ∈ {1, · · · , N} and any xi ∈ {0, 1}, i = 1, · · · , n. Clearly, for any n ∈ {1, · · · , N},
the sample mean
∑n
i=1 Xi
n is unbiased but is not a MLE for p ∈ Θ. However, we have shown in
Appendix G the following result:
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Theorem 9 For any n ∈ {1, · · · , N},
∑n
i=1 Xi
n is a ULE for p ∈ Θ.
Based on random variables X1, · · · ,XN , we can define a multistage sampling scheme in the
same way as that of the multistage sampling described in Section 2.1. More specially, we can
define decision variables such that, for the ℓ-th stage, Dℓ is a function of X1, · · · ,Xnℓ , where the
random variable nℓ is the number of samples available at the ℓ-th stage. For ℓ = 1, · · · , s, an
estimator of p at the ℓ-stage can be defined as p̂ℓ =
∑nℓ
i=1 Xi
nℓ
. Letting l be the index of stage when
the sampling is terminated, we can define an estimator for p as p̂ = p̂l =
∑
n
i=1Xi
n
, where n = nl
is the sample size at the termination of sampling. A sampling scheme described in this setting is
referred to as a multistage sampling without replacement in this paper. Regarding the coverage
probability of random intervals, we have the following results which are direct consequence of
Theorems 7 and 9.
Corollary 2 Let L (., .) and U (., .) be bivariate functions such that {L (p̂,n) ≤ p̂ ≤ U (p̂,n)}
is a sure event and that both NL (p̂,n) and NU (p̂,n) are integer-valued random variables. Let
a ≤ b be two parametric values in Θ. Let IL denote the intersection of interval (a, b) and the
support of L (p̂,n). Let IU denote the intersection of interval (a, b) and the support of U (p̂,n).
The following statements hold true:
(I) Pr{L (p̂,n) ≥ p | p} is non-decreasing with respect to p ∈ Θ in any interval with endpoints
being consecutive distinct elements of IL ∪{a, b}. Moreover, the maximum of Pr{L (p̂,n) ≥ p | p}
with respect to p ∈ [a, b] ∩Θ is achieved at IL ∪ {a, b}.
(II) Pr{U (p̂,n) ≤ p | p} is non-increasing with respect to p ∈ Θ in any interval with endpoints
being consecutive distinct elements of IU ∪{a, b}. Moreover, the maximum of Pr{U (p̂,n) ≤ p | p}
with respect to p ∈ [a, b] ∩Θ is achieved at IU ∪ {a, b}.
(III) If {L (p̂,n) ≥ a} ⊆ {p̂ ≥ b}, then Pr{L (p̂,n) ≥ b | a} ≤ Pr{L (p̂,n) ≥ p | p} ≤
Pr{L (p̂,n) ≥ a | b} for any p ∈ [a, b] ∩ Θ. Similarly, if {U (p̂,n) ≤ b} ⊆ {p̂ ≤ a}, then
Pr{U (p̂,n) ≤ a | b} ≤ Pr{U (p̂,n) ≤ p | p} ≤ Pr{U (p̂,n) ≤ b | a} for any p ∈ [a, b] ∩Θ.
(IV) If L (p̂,n) and U (p̂,n) can be expressed as non-decreasing univariate functions L (p̂)
and U (p̂) of p̂ respectively, then, without the assumption that {L (p̂) ≤ p̂ ≤ U (p̂)} is a sure
event,
Pr{L (p̂) ≥ b | a} ≤ Pr{L (p̂) ≥ p | p} ≤ Pr{L (p̂) ≥ a | b},
Pr{U (p̂) ≤ a | b} ≤ Pr{U (p̂) ≤ p | p} ≤ Pr{U (p̂) ≤ b | a}
for any p ∈ [a, b] ∩Θ.
In the special case that the number of stages s is equal to 1 and that the sample number is a
deterministic integer n, we have the following results.
Theorem 10 Let a < b be two parametric values in Θ. Suppose that L (.) and U (.) are non-
decreasing functions such that both NL (p̂) and NU (p̂) are integer-valued random variables.
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Then, the minimum of Pr{L (p̂) < p < U (p̂) | p} with respect to p ∈ [a, b] ∩ Θ is attained at
a discrete set IUL which is the union of {a, b} and the supports of L (p̂) and U (p̂). Moreover,
Pr{L (p̂) < p < U (p̂) | p} is unimodal with respect to p in between consecutive distinct elements
of IUL.
The proof of Theorem 10 can be found in [9].
2.7 Asymptotically Unbiased Estimators of Mean Values
Some important distributions are determined by the mean values of associated random variables.
Familiar examples are binomial distribution, Poisson distribution, normal distribution, and ex-
ponential distribution. To estimate the expectation, µ, of a random variable X based on i.i.d.
samples X1,X2, · · · , we can use a multistage sampling scheme with a structure described in Sec-
tion 2.1. Specially, an estimator of µ can be defined as the sample mean µ̂ =
∑
n
i=1 Xi
n
, where
n is the sample number at the termination of sampling. To justify that the estimator µ̂ is su-
perior than other estimators, we shall show its asymptotic unbiasedness and relevant properties.
For a multistage sampling scheme with deterministic sample sizes n1 < n2 < · · · < ns, we have
established the following general results.
Theorem 11 Suppose that the sampling process is sure to be terminated at a finite stage and that
infℓ>0
nℓ+1
nℓ
is greater than 1. The following statements hold true.
(I) If X has a finite variance, then E[µ̂−µ], E|µ̂−µ| and E|µ̂−µ|2 tend to 0 as the minimum
sample size tends to infinity.
(II) If X is a bounded random variable, then E[µ̂ − µ] and E|µ̂− µ|k, k = 1, 2, · · · tend to 0
as the minimum sample size tends to infinity.
See Appendix H for a proof.
3 Computational Machinery
3.1 Bisection Coverage Tuning
To avoid prohibitive burden of computational complexity in the design process, we shall focus on
a class of multistage sampling schemes for which the coverage probability can be adjusted by a
single parameter ζ. Such a parameter ζ is referred to as the coverage tuning parameter in this
paper to convey the idea that ζ is used to “tune” the coverage probability to meet the desired
confidence level. As will be seen in the sequel, we are able to construct a class of multistage
sampling schemes such that the coverage probability can be “tuned” to ensure prescribed level
of confidence by making the coverage tuning parameter sufficiently small. One great advantage
of our sampling schemes is that the tuning can be accomplished by a bisection search method.
To apply a bisection method, it is required to determine whether the coverage probability for a
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given ζ is exceeding the prescribed level of confidence. Such a task is addressed in the following
subsection.
3.2 Adaptive Maximum Checking
A wide class of computational problems depends on the following critical subroutine:
Determine whether a function C(θ) is smaller than a prescribed number δ for every value of
θ in interval [θ, θ].
In many situations, it is impossible or very difficult to evaluate C(θ) for every value of θ in
interval [θ, θ], since the interval may contain infinitely many or an extremely large number of val-
ues. To overcome such an issue of computational complexity, we have developed Adapted Branch
and Bound (ABB) algorithms in Appendix T, which is a generalization of our previous ABB algo-
rithm to the multidimensional parameter space. To further reduce computational complexity, we
propose an Adaptive Maximum Checking Algorithm, abbreviated as AMCA, to determine whether
the maximum of C(θ) over [θ, θ] is less than δ. The only assumption required for our AMCA is
that, for any interval [a, b] ⊆ [θ, θ], it is possible to compute an upper bound C(a, b) such that
C(θ) ≤ C(a, b) for any θ ∈ [a, b] and that the upper bound converges to C(θ) as the interval width
b− a tends to 0.
Our backward AMCA proceeds as follows:
• Choose initial step size d > η.
• Let F ← 0, T ← 0 and b← θ.
• While F = T = 0, do the following:
– Let st← 0 and ℓ← 2;
– While st = 0, do the following:
∗ Let ℓ← ℓ− 1 and d← d2ℓ.
∗ If b− d > θ, let a← b− d and T ← 0. Otherwise, let a← θ and T ← 1.
∗ If C(a, b) < δ, let st← 1 and b← a.
∗ If d < η, let st← 1 and F ← 1.
• Return F .
The output of our backward AMCA is a binary variable F such that “F = 0” means “C(θ) <
δ” and “F = 1” means “C(θ) ≥ δ”. An intermediate variable T is introduced in the description of
AMCA such that “T = 1” means that the left endpoint of the interval is reached. The backward
AMCA starts from the right endpoint of the interval (i.e., b = θ) and attempts to find an interval
[a, b] such that C(a, b) < δ. If such an interval is available, then, attempt to go backward to find
the next consecutive interval with twice width. If doubling the interval width fails to guarantee
33
C(a, b) < δ, then try to repeatedly cut the interval width in half to ensure that C(a, b) < δ. If the
interval width becomes smaller than a prescribed tolerance η, then AMCA declares that “F = 1”.
For our relevant statistical problems, if C(θ) ≥ δ for some θ ∈ [θ, θ], it is sure that “F = 1” will
be declared. On the other hand, it is possible that “F = 1” is declared even though C(θ) < δ for
any θ ∈ [θ, θ]. However, such situation can be made extremely rare and immaterial if we choose
η to be a very small number. Moreover, this will only introduce negligible conservativeness in
the evaluation of coverage probabilities of random intervals if we choose η to be sufficiently small
(e.g., η = 10−15).
To see the practical importance of AMCA in our statistical problems, consider the construction
of a sequential random interval with lower limit L (θ̂,n) and upper limit U (θ̂,n) such that
Pr{L (θ̂,n) < θ < U (θ̂,n) | θ} > 1 − δ, or equivalently, C(θ) < δ for any θ ∈ [θ, θ], where
C(θ) = Pr{L (θ̂,n) ≥ θ | θ}+ Pr{U (θ̂,n) ≤ θ | θ} and [θ, θ] is a subset of Θ. For our statistical
problems, C(θ) is dependent on the coverage tuning parameter ζ. By choosing small enough ζ,
it is possible to ensure C(θ) < δ for any θ ∈ [θ, θ]. To avoid unnecessary conservativeness, it
is desirable to obtain ζ as large as possible such that C(θ) < δ for any θ ∈ [θ, θ]. This can be
accomplished by a computational approach. Clearly, an essential step is to determine, for a given
value of ζ, whether C(θ) < δ holds for any θ ∈ [θ, θ]. Here, C(θ) is defined as the complementary
probability of coverage.
In the case that Θ is a discrete set, special care needs for d to ensure that a and b are numbers
in Θ. The backward AMCA can be easily modified as forward AMCA.
3.3 Adapted Branch and Bound
Actually, we first proposed ABB algorithm in the 6th version of this paper, published in arXiv
on March 2, 2009, to determine whether a function C(θ) is smaller than a prescribed number δ
for every value of θ in interval [θ, θ]. It should be noted that the ABB algorithm can be applied
to determine whether a multivariate function C(θ) is smaller than a prescribed number δ for
every value of θ in a multidimensional region, while AMCA limits its applications to univariate
functions. In applications, for purpose of obtaining the exact values of minimum or maximum of
C(θ) for θ in a subset of the parameter space, the B&B algorithms described in Appendix T can
be used. For example, it is of significant interests to compute the minimum coverage probability
of a confidence interval. In this problem area, we advocate the use of the B&B algorithms, which
are extremely powerful.
3.4 Interval Bounding
Given that the levels of relative precision of computation are equivalent for different methods and
that the complementary coverage probabilities are much smaller than the coverage probabilities,
the numerical error will be significantly smaller if we choose to evaluate the complementary
coverage probabilities in the design of stopping rules. Therefore, for computational accuracy,
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we propose to evaluate the complementary coverage probabilities of the form Pr{L (θ̂,n) ≥
θ or U (θ̂,n) ≤ θ | θ}. By virtue of statement (III) of Theorem 7, we have
Pr{L (θ̂,n) ≥ θ or U (θ̂,n) ≤ θ | θ} ≥ Pr{b ≤ L (θ̂,n) | a}+ Pr{a ≥ U (θ̂,n) | b}, (20)
Pr{L (θ̂,n) ≥ θ or U (θ̂,n) ≤ θ | θ} ≤ Pr{a ≤ L (θ̂,n) | b}+ Pr{b ≥ U (θ̂,n) | a} (21)
for any θ ∈ [a, b] provided that
{a ≤ L (θ̂,n)} ⊆ {θ̂ ≥ b}, {b ≥ U (θ̂,n)} ⊆ {θ̂ ≤ a}. (22)
For many problems, if interval [a, b] is narrow enough, then, condition (22) can be satisfied and
the upper and lower bounds of Pr{L (θ̂,n) ≥ θ or U (θ̂,n) ≤ θ | θ} in (20) and (21) can be used
to determine whether Pr{L (θ̂,n) ≥ θ or U (θ̂,n) ≤ θ | θ} ≤ δ for any θ ∈ [a, b]. This suggests
an alternative approach for constructing sequential random intervals to guarantee prescribed
confidence level for any θ ∈ [θ, θ], where [θ, θ] is a subset of parameter space Θ. The basis idea is
as follows:
(i) Construct sampling scheme such that the probabilities Pr{θ ≤ L (θ̂,n) | θ} and Pr{θ ≥
U (θ̂,n) | θ} can be adjusted by ζ.
(ii) Partition [θ, θ] as small subintervals [a, b] such that (20) and (21) can be used to determine
whether Pr{L (θ̂,n) ≥ θ or U (θ̂,n) ≤ θ | θ} ≤ δ for any θ ∈ [a, b].
It should be noted that, in some cases, especially for point estimation with precision require-
ments, we can use statement (IV) of Theorem 7 for the purpose of interval bounding as above.
3.5 Recursive Computation
As will be seen in the sequel, for most multistage sampling plans with deterministic sample sizes
n1, n2, · · · , ns for estimating parameters of discrete variables, the probabilistic terms involving
θ̂, n or θ̂ℓ, nℓ can usually be expressed as a summation of terms Pr{Ki ∈ Ki, i = 1, · · · , ℓ}, ℓ =
1, · · · , s, where Kℓ =
∑nℓ
i=1Xi and Ki is a subset of integers. The calculation of such terms can
be performed by virtue of the following recursive relationship:
Pr{Ki ∈ Ki, i = 1, · · · , ℓ; Kℓ+1 = kℓ+1}
=
∑
kℓ∈Kℓ
[Pr{Ki ∈ Ki, i = 1, · · · , ℓ− 1; Kℓ = kℓ}
×Pr{Kℓ+1 −Kℓ = kℓ+1 − kℓ | Kℓ = kℓ; Ki ∈ Ki, i = 1, · · · , ℓ− 1}], (23)
where the computation of the conditional probability Pr{Kℓ+1 −Kℓ = kℓ+1 − kℓ | Kℓ = kℓ; Ki ∈
Ki, i = 1, · · · , ℓ− 1} depends on specific estimation problems. For estimating a binomial param-
eter p with deterministic sample sizes n1, n2, · · · , ns, we have
Pr{Kℓ+1 −Kℓ = kℓ+1 − kℓ | Kℓ = kℓ; Ki ∈ Ki, i = 1, · · · , ℓ− 1}
= Pr{Kℓ+1 −Kℓ = kℓ+1 − kℓ}
=
(
nℓ+1 − nℓ
kℓ+1 − kℓ
)
pkℓ+1−kℓ(1− p)nℓ+1−nℓ−kℓ+1+kℓ . (24)
35
As an immediate consequence of (23) and (24), we have
Pr{Ki ∈ Ki, i = 1, · · · , ℓ; Kℓ+1 = kℓ+1} = ν(kℓ+1, ℓ+ 1) pkℓ+1(1− p)nℓ+1−kℓ+1, (25)
where ν(k, 1) =
(
n1
k
)
for k ∈ K1, and
ν(k, i) =
∑
ki−1∈Ki−1
k+ni−1−ni≤ki−1≤k
ν(ki−1, i− 1)
(
ni − ni−1
k − ki−1
)
for k ∈ Ki, 2 ≤ i ≤ ℓ+ 1. (26)
It should be noted that, in the case that X is a Bernoulli variable, the recursive relationship had
been used in [63] for designing hypothesis tests for drug screening. In the special case of fully
sequential sampling (i.e., the increment of sample sizes is unity), (26) reduces to the recursive
formula given at the bottom of page 49 of [35] for computing ν(s).
For estimating a Poisson parameter λ with deterministic sample sizes n1, n2, · · · , ns, we have
Pr{Kℓ+1 −Kℓ = kℓ+1 − kℓ | Kℓ = kℓ; Ki ∈ Ki, i = 1, · · · , ℓ− 1}
Pr{Kℓ+1 −Kℓ = kℓ+1 − kℓ}
=
[(nℓ+1 − nℓ)λ]kℓ+1−kℓ exp(−(nℓ+1 − nℓ)λ)
(kℓ+1 − kℓ)! .
For estimating the proportion, p, of a finite population using multistage sampling schemes de-
scribed in Section 2.6, we have
Pr{Kℓ+1 −Kℓ = kℓ+1 − kℓ | Kℓ = kℓ; Ki ∈ Ki, i = 1, · · · , ℓ− 1} =
(
pN−kℓ
kℓ+1−kℓ
)(
N−pN−nℓ+kℓ
nℓ+1−nℓ−kℓ+1+kℓ
)(
N−nℓ
nℓ+1−nℓ
) , (27)
where the sample sizes are deterministic numbers n1, n2, · · · , ns. The conditional probability
in (27) can be viewed as the probability of seeing kℓ+1 − kℓ units having a certain attribute in
the course of drawing nℓ+1 − nℓ units, based on a simple sampling without replacement, from a
population of N − nℓ units, among which pN − kℓ units having the attribute.
It should be noted that such idea of recursive computation can be applied to general multi-
stage sampling plans with random sample sizes n1,n2, · · · ,ns. Moreover, the domain truncation
technique described in the next subsection can be used to significantly reduce computation.
3.6 Domain Truncation
The bounding methods described in the previous subsection reduce the computational problem
of designing a multistage sampling scheme to the evaluation of low-dimensional summation or
integration. Despite the reduction of dimensionality, the associated computational complexity is
still high because the domain of summation or integration is large. The truncation techniques
recently established in [11] have the power to considerably simplify the computation by reducing
the domain of summation or integration to a much smaller subset. The following result derived
from a similar method as that of [11], shows that the truncation can be done with controllable
error.
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Theorem 12 Let η ∈ (0, 1). Let θℓ, θℓ, ℓ = 1, · · · , s be real numbers such that Pr{θℓ ≤ θ̂ℓ ≤
θℓ for ℓ = 1, · · · , s} ≥ 1 − η. Assume that there exist subsets of real numbers Aℓ, ℓ = 1, · · · , s
such that {l = ℓ} = {θ̂i ∈ Ai for 1 ≤ i ≤ ℓ} for ℓ = 1, · · · , s. Then,
Pr{W (θ̂,n) ∈ R} − η ≤
s∑
ℓ=1
Pr{W (θ̂ℓ,nℓ) ∈ R and θ̂i ∈ Bi for 1 ≤ i ≤ ℓ} ≤ Pr{W (θ̂,n) ∈ R},
where Bℓ = {ϑ ∈ Aℓ : θℓ ≤ ϑ ≤ θℓ} for ℓ = 1, · · · , s.
To determine numbers θℓ, θℓ, ℓ = 1, · · · , s such that Pr{θℓ ≤ θ̂ℓ ≤ θℓ for ℓ = 1, · · · , s} ≥ 1−η,
we can follow a similar method as that of [11].
As an illustration the truncation technique, consider probabilistic terms like Pr{W (θ̂,n) ∈ R}
involved in a multistage sampling scheme. If θℓ and θℓ can be found such that Pr{θℓ ≤ θ̂ℓ ≤ θℓ} ≥
1− ηs for ℓ = 1, · · · , s, then, by Bonferroni’s inequality,
Pr{W (θ̂,n) ∈ R} − η ≤
s∑
ℓ=1
Pr{W (θ̂ℓ,nℓ) ∈ R, θℓ ≤ θ̂ℓ ≤ θℓ, l = ℓ} ≤ Pr{W (θ̂,n) ∈ R}, (28)
where l denotes the index of stage at the termination of the sampling process as before. For
most multistage sampling plans for estimating parameters of discrete variables, the probabilities
Pr{W (θ̂ℓ,nℓ) ∈ R, θℓ ≤ θ̂ℓ ≤ θℓ, l = ℓ}, ℓ = 1, · · · , s can be evaluated recursively as described in
Section 3.5. Specially, we can apply (28) to multistage sampling plans for estimating the parameter
p of a Bernoulli random variable X such that Pr{X = 1} = 1 − Pr{X = 0} = p ∈ (0, 1). Let
X1,X2, · · · be i.i.d. samples of X. Suppose that the sampling plan has s stages with deterministic
sample sizes n1, · · · , ns. Let Kℓ ⊆ {0, 1, · · · , nℓ} and Kcℓ ⊆ {0, 1, · · · , nℓ} \ Kℓ for ℓ = 1, · · · , s.
Suppose the decision variables are defined such that
{l = ℓ} =
{ nj∑
i=1
Xi ∈ Kj , 1 ≤ j < ℓ;
nℓ∑
i=1
Xi ∈ Kcℓ
}
for ℓ = 1, · · · , s . Define p̂ℓ =
∑nℓ
i=1Xi
nℓ
as an estimator of p for ℓ = 1, · · · , s. As before, define
p̂ =
∑
n
i=1Xi
n
, where n is the number of samples at the termination of sampling. Define
ψ(k, 1) =
(
n1
k
)
for k ∈ K1 ∪ Kc1,
ψ(k, ℓ) =
∑
kℓ−1∈Kℓ−1
k+nℓ−1−nℓ≤kℓ−1≤k
ψ(kℓ−1, ℓ− 1)
(
nℓ − nℓ−1
k − kℓ−1
)
for k ∈ Kℓ ∪ Kcℓ, 2 ≤ ℓ ≤ s.
Let kℓ ≤ kℓ be integers from the set {0, 1, · · · , nℓ} such that Pr
{
kℓ
nℓ
≤ p̂ℓ ≤ kℓnℓ | p
}
≥ 1 − ηs for
ℓ = 1, · · · , s. Let Vℓ =
{
k ∈ Kcℓ : kℓ ≤ k ≤ kℓ, W
(
k
nℓ
, nℓ
)
∈ R
}
for ℓ = 1, · · · , s. Then, by (25), (28)
and the definition of ψ(., .),
s∑
ℓ=1
∑
k∈Vℓ
ψ(k, ℓ) pk(1− p)nℓ−k ≤ Pr{W (p̂,n) ∈ R | p} ≤ η +
s∑
ℓ=1
∑
k∈Vℓ
ψ(k, ℓ) pk(1− p)nℓ−k.
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3.7 Consecutive-Decision-Variable Bounding
One major problem in the design and analysis of multistage sampling schemes is the high-
dimensional summation or integration involved in the evaluation of probabilities. For instance, a
basic problem is to evaluate the coverage probabilities involving θ̂ and n. Another example is to
evaluate the distribution or the expectation of sample number n. Clearly, θ̂ depends on random
samples X1, · · · ,Xn. Since the sample number n can assume very large values, the computational
complexity associated with the high-dimensionality can be a prohibitive burden to modern com-
puters. In order to break the curse of dimensionality, we propose to obtain tight bounds for those
types of probabilities. In this regard, we have
Theorem 13 Let W (., .) be a bivariate function. Let R be a subset of real numbers. Then,
Pr
{
W (θ̂,n) ∈ R
}
≤
s∑
ℓ=1
Pr
{
W (θ̂ℓ,nℓ) ∈ R, Dℓ = 1 andDj = 0 for max(1, ℓ− r) ≤ j < ℓ
}
,
Pr
{
W (θ̂,n) ∈ R
}
≥ 1−
s∑
ℓ=1
Pr
{
W (θ̂ℓ,nℓ) /∈ R, Dℓ = 1 andDj = 0 for max(1, ℓ− r) ≤ j < ℓ
}
for 0 ≤ r < s. Moreover,
Pr{l > ℓ} ≤ Pr{Dℓ = 0, Dj = 0 for max(1, ℓ− r) ≤ j < ℓ},
Pr{l > ℓ} ≥ 1−
ℓ∑
j=1
Pr{Dj = 1, Di = 0 for max(1, j − r) ≤ i < j}
for 1 ≤ ℓ ≤ s and 0 ≤ r < s. Furthermore, if the number of available samples at the ℓ-th stage is
a deterministic number nℓ for 1 ≤ ℓ ≤ s, then E[n] = n1 +
∑s−1
ℓ=1 (nℓ+1 − nℓ) Pr{l > ℓ}.
See Appendix I for a proof. As can be seen from Theorem 13, the bounds are constructed by
summing up probabilistic terms involving one or multiple consecutive decision variables (CDV).
Such general technique is referred to as CDV bounding. A particular interesting special case of
CDV method is to construct bounds with every probabilistic term involving consecutive decision
variables (i.e., r = 1 in Theorem 13). Such method is referred to as double-decision-variable or
DDV bounding for brevity. Similarly, the bounds with each probabilistic term involving a single
decision variable are referred to as single-decision-variable bounds or SDV bounds (i.e., r = 0 in
Theorem 13). Our computational experiences indicate that the bounds in Theorem 13 become
very tight as the spacing between sample sizes increases. As can be seen from Theorem 13, DDV
bounds are tighter than SDV bounds. Needless to say, the tightness of bounds is achieved at the
price of computational complexity. The reason that such bounding methods allow for powerful
dimension reduction is that, for many important estimation problems, Dℓ−1, Dℓ and θ̂ℓ can be
expressed in terms of two independent variables U and V . For instance, for the estimation of a
binomial parameter, it is possible to design a multistage sampling scheme such thatDℓ−1, Dℓ and
θ̂ℓ can be expressed in terms of U =
∑
nℓ−1
i=1 Xi and V =
∑
nℓ
i=nℓ−1+1
Xi. For the double decision
38
variable method, it is evident that U and V are two independent binomial random variables and
accordingly the computation of probabilities such as Pr{W (θ̂,n) ∈ R} and Pr{l > ℓ} can be
reduced to two-dimensional problems. Clearly, the dimension of these computational problems
can be reduced to one if the single-decision-variable method is employed. As will be seen in
the sequel, DDV bounds can be shown to be asymptotically tight for a large class of multistage
sampling schemes. Moreover, our computational experiences indicate that SDV bounds are not
very conservative.
For computational simplicity, the DDV upper bound can be relaxed as follows:
Pr{W (θ̂,n) ∈ R} ≤
s∑
ℓ=1
min
[
Pr{Dℓ−1 = 0}, Pr{W (θ̂ℓ,nℓ) ∈ R, Dℓ = 1}
]
(29)
≤
s∑
ℓ=1
min
[
Pr{Dℓ−1 = 0}, Pr{W (θ̂ℓ,nℓ) ∈ R}, Pr{Dℓ = 1}
]
. (30)
In situations that for ℓ = 1, · · · , s, the decision variable Dℓ is defined in terms of θ̂ℓ and nℓ,
such relaxed bounds further reduce the dimensionality of computation, since the bounds can
be evaluated by summing up probabilistic terms, among which each involves θ̂ℓ and nℓ for a
single stage. To illustrate, consider the bounding of the complementary coverage probability
Pr{L (θ̂,n) ≥ θ or U (θ̂,n) ≤ θ | θ} in the context associated with (21). For the purpose of
reducing the computational complexity, we can apply either (29) or (30) to relax the upper bound
in the right side of (21). We shall first discuss the application of (29). Making use of (29) with
the event {W (θ̂,n) ∈ R} identified as {a ≤ L (θ̂,n)}, we have
Pr{a ≤ L (θ̂,n) | b} ≤
s∑
ℓ=1
min
[
Pr{Dℓ−1 = 0 | b}, Pr{L (θ̂ℓ,nℓ) ≥ a, Dℓ = 1 | b}
]
, (31)
where the probabilistic terms Pr{Dℓ−1 = 0 | b} and Pr{L (θ̂ℓ,nℓ) ≥ a, Dℓ = 1 | b} can be
computed for all meaningful values of index ℓ. Similarly, identifying the event {W (θ̂,n) ∈ R} as
{U (θ̂,n) ≤ b}, we have
Pr{b ≥ U (θ̂,n) | a} ≤
s∑
ℓ=1
min
[
Pr{Dℓ−1 = 0 | a}, Pr{U (θ̂ℓ,nℓ) ≤ b, Dℓ = 1 | a}
]
. (32)
Adding up the upper bounds in (31) and (32) gives an upper bound for the complementary
coverage probability Pr{L (θ̂,n) ≥ θ or U (θ̂,n) ≤ θ | θ} for θ ∈ [a, b]. Clearly, the computational
complexity of such upper bound is low, since it does not rely on the recursive method as described
in Section 3.5. Of course, the reduction of computation comes at the expense of conservatism.
In a similar manner, applying (30), we have
Pr{a ≤ L (θ̂,n) | b} ≤
s∑
ℓ=1
min
[
Pr{Dℓ−1 = 0 | b}, Pr{L (θ̂ℓ,nℓ) ≥ a | b}, Pr{Dℓ = 1 | b}
]
, (33)
Pr{b ≥ U (θ̂,n) | a} ≤
s∑
ℓ=1
min
[
Pr{Dℓ−1 = 0 | a}, Pr{U (θ̂ℓ,nℓ) ≤ b | a}, Pr{Dℓ = 1 | a}
]
. (34)
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Summing up the upper bounds in (33) and (34) yields an upper bound for the complementary
coverage probability Pr{L (θ̂,n) ≥ θ or U (θ̂,n) ≤ θ | θ} for θ ∈ [a, b].
If one is willing to tolerate more conservatism for the reward of lower computational complex-
ity, one could replace the probabilistic terms in (31), (32), (33) and (34) by their upper bounds
derived from probabilistic inequalities such as Chernoff-Hoeffding bounds [27, 47] or likelihood
bounds [16]. To illustrate, consider the case that the sample sizes n1, · · · ,ns are deterministic
numbers and that for ℓ = 1, · · · , s, θ̂ℓ is the sample mean
∑nℓ
i=1Xi
nℓ
, where Xi, i = 1, · · · ,nℓ are
i.i.d. samples of X parameterized by θ ∈ Θ such that E[X] = θ. Assume that the moment
generating function of X exists. Let E be an event defined in terms of θ̂ℓ. To bound the prob-
ability, Pr{E | ϑ}, of event E with the associated parameter θ assuming a value ϑ ∈ Θ, one can
seek a number c such that E ⊆ {θ̂ℓ < c < ϑ} or E ⊆ {θ̂ℓ > c > ϑ}. If E ⊆ {θ̂ℓ < c < ϑ} is
true, then the probability Pr{E | ϑ} is bounded from above by the Chernoff-Hoeffding bound of
Pr{θ̂ℓ < c < ϑ | ϑ}. Similarly, if E ⊆ {θ̂ℓ > c > ϑ} is true, then the probability Pr{E | ϑ} is
bounded from above by the Chernoff-Hoeffding bound of Pr{θ̂ℓ > c > ϑ | ϑ}.
3.8 Triangular Partition
As can be seen from the preceding discussion, by means of the double-decision-variable method,
the design of multistage sampling schemes may be reduced to the evaluation of probabilities of
the form Pr{(U, V ) ∈ G }, where U and V are independent random variables, and G = {(u, v) :
a ≤ u ≤ b, c ≤ v ≤ d, e ≤ u + v ≤ f} is a two-dimensional domain. It should be noted that
such a domain can be fairly complicated. It can be an empty set or a polygon with 3 to 6 sides.
Therefore, it is important to develop a systematic method for computing Pr{(U, V ) ∈ G }. For
this purpose, we have
Theorem 14 Let a ≤ b, c ≤ d and e ≤ f . Let e = max{e, a + c}, f = min{f, b + d}, u =
max{a, e − d}, u = min{b, f − c}, v = max{c, e − b} and v = min{d, f − a}. Then, for any
independent random variables U and V ,
Pr{(U, V ) ∈ G } = Pr{u ≤ U ≤ u}Pr{v ≤ V ≤ v}
−Pr{U ≤ u, V ≤ v, U + V > f} − Pr{U ≥ u, V ≥ v, U + V < e}.
The goal of using Theorem 14 is to separate variables and thus reduce computation. As can be
seen from Theorem 14, random variables U and V have been separated in the product and thus the
dimension of the corresponding computation is reduced to one. The last two terms on the left side
of equality are probabilities that (U, V ) is included in rectangled triangles. The idea of separating
variables can be repeatedly used by partitioning rectangled triangles as smaller rectangles and
rectangled triangles. Specifically, if U and V are discrete random variables assuming integer
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values, we have
Pr{U ≥ i, V ≥ j, U + V ≤ k} = Pr
{
i ≤ U ≤
⌊
k + i− j
2
⌋}
Pr
{
j ≤ V <
⌈
k − i+ j
2
⌉}
+Pr
{
U >
⌊
k + i− j
2
⌋
, V ≥ j, U + V ≤ k
}
+ Pr
{
U ≥ i, V ≥
⌈
k − i+ j
2
⌉
, U + V ≤ k
}
(35)
for integers i, j and k such that i+ j ≤ k; and
Pr{U ≤ i, V ≤ j, U + V ≥ k} = Pr
{⌈
k + i− j
2
⌉
≤ U ≤ i
}
Pr
{⌊
k − i+ j
2
⌋
< V ≤ j
}
+Pr
{
U ≤ i, V ≤
⌊
k − i+ j
2
⌋
, U + V ≥ k
}
+ Pr
{
U <
⌈
k + i− j
2
⌉
, V ≤ j, U + V ≥ k
}
(36)
for integers i, j and k such that i+j ≥ k. It is seen that the terms in (35) and (36) correspond to
probabilities that (U, V ) is included in rectangled triangles. Hence, the above method of triangular
partition can be repeatedly applied. For the sake of efficiency, we can save the probabilities that U
and V are respectively included in the intervals corresponding to the rectangular sides of a parent
triangle, then when partitioning this triangle, it suffices to compute the probabilities that U and
V are included in the intervals corresponding to two orthogonal sides of the smaller rectangle.
The probabilities that U and V are included in the intervals corresponding to the rectangular
sides of the smaller triangles can be readily obtained from the results of the smaller rectangle and
the record of the probabilities for the parent triangle. This trick can be repeatedly used to save
computation.
Since a crucial step in designing a sampling scheme is to compare the coverage probability
with a prescribed level of confidence, it is useful to compute upper and lower bounds of the
probabilities that U and V are covered by a triangular domain. As the triangular partition
goes on, the rectangled triangles become smaller and smaller. Clearly, the upper bounds of the
probabilities that (U, V ) is included in rectangled triangles can be obtained by inequalities
Pr{U ≥ i, V ≥ j, U + V ≤ k} ≤ Pr{i ≤ U ≤ k − j}Pr{j ≤ V ≤ k − i},
Pr{U ≤ i, V ≤ j, U + V ≥ k} ≤ Pr{k − j ≤ U ≤ i}Pr{k − i ≤ V ≤ j}.
Of course, the lower bounds can be taken as 0. As the triangular partition goes on, the rectangled
triangles become smaller and smaller and accordingly such bounds becomes tighter. To avoid the
exponential growth of the number of rectangled triangles, we can split the rectangled triangle
with the largest gap between upper and lower bounds in every triangular partition.
3.9 Interval Splitting
In the design of sampling schemes and other applications, it is a frequently-used routine to evaluate
the probability that a random variable is bounded in an interval. Note that, for most basic random
variables, the probability mass (or density) functions f(.) possess nice concavity or convexity
properties. In many cases, we can readily compute inflexion points which can be used to partition
the interval as subintervals such that f(.) is either convex or concave in each subinterval. By
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virtue of concavity or convexity, we can calculate the upper and lower bounds of the probability
that the random variable is included in a subinterval. The overall upper and lower bounds of
the probability that the random variable is included in the initial interval can be obtained by
summing up the upper and lower bounds for all subintervals respectively. The gap between the
overall upper and lower bounds can be reduced by repeatedly partitioning the subinterval with
the largest gap of upper and lower bounds. This strategy is referred to as interval splitting in this
paper.
For a discrete random variable with probability mass function f(k), we can apply the following
result to compute upper and lower bounds of
∑b
k=a f(k) over subinterval [a, b].
Theorem 15 Let a < b be two integers. Define ra =
f(a+1)
f(a) , rb =
f(b−1)
f(b) , ra,b =
f(a)
f(b) and j =
a+
b−a−(1−ra,b)(1−rb)−1
1+ra,b(1−ra)(1−rb)−1 . Define α(i) = (i+1− a)
[
1 + (i−a)(ra−1)2
]
and β(i) = (b− i)
[
1 + (b−i−1)(rb−1)2
]
.
The following statements hold true:
(I): If f(k + 1)− f(k) ≤ f(k)− f(k − 1) for a < k < b, then
(b− a+ 1)[f(a) + f(b)]
2
≤
b∑
k=a
f(k) ≤ α(i)f(a) + β(i)f(b) (37)
for a < i < b. The minimum gap between the lower and upper bounds is achieved at i such that
⌊j⌋ ≤ i ≤ ⌈j⌉.
(II): If f(k + 1)− f(k) ≥ f(k)− f(k − 1) for a < k < b, then
(b− a+ 1)[f(a) + f(b)]
2
≥
b∑
k=a
f(k) ≥ α(i)f(a) + β(i)f(b)
for a < i < b. The minimum gap between the lower and upper bounds is achieved at i such that
⌊j⌋ ≤ i ≤ ⌈j⌉.
See Appendix J for a proof. For a continuous random variable with probability density function
f(x), we can apply the following result to compute upper and lower bounds of
∫ b
a f(x)dx over
subinterval [a, b].
Theorem 16 Suppose f(x) is differentiable over interval [a, b]. The following statements hold
true:
(I): If f(x) is concave over [a, b], then [f(a)+f(b)](b−a)2 ≤
∫ b
a f(x)dx ≤ [f(a)+f(b)](b−a)2 +∆(t), where
∆(t) =
[
f ′(a)− f(b)−f(a)b−a
]
(t−a)2
2 −
[
f ′(b)− f(b)−f(a)b−a
]
(b−t)2
2 .
(II): If f(x) is convex over [a, b], then [f(a)+f(b)](b−a)2 −∆(t) ≤
∫ b
a
f(x)dx ≤ [f(a)+f(b)](b−a)2 .
The minimum of ∆(t) is achieved at t = f(b)−f(a)+af
′(a)−bf ′(b)
f ′(a)−f ′(b) .
See Appendix K for a proof.
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3.10 Factorial Evaluation
In the evaluation of the coverage probability of a sampling scheme, a frequent routine is the
computation of the logarithm of the factorial of an integer. To reduce computational complexity,
we can develop a table of ln(n!) and store it in computer for repeated use. Such a table can be
readily made by the recursive relationship ln((n + 1)!) = ln(n + 1) + ln(n!). Modern computers
can easily support a table of ln(n!) of size in the order of 107 to 108, which suffices most needs of
our computation. Another method to calculate ln(n!) is to use the following double-sized bounds:
ln(
√
2πn nn)− n+ 1
12n
− 1
360n3
< ln(n!) < ln(
√
2πn nn)− n+ 1
12n
− 1
360n3
+
1
1260n5
for all n ≥ 1. A proof for such bounds can be available in pages 481-482 of [39].
4 Estimation of Binomial Parameters
Let X be a Bernoulli random variable with distribution Pr{X = 1} = 1−Pr{X = 0} = p ∈ (0, 1).
In this section, we shall consider the multistage estimation of binomial parameter p, in the general
framework proposed in Section 2.1, based on i.i.d. random samples X1,X2, · · · of X.
To describe our estimation methods, we shall introduce the following notations, which will be
used throughout this section.
DefineKℓ =
∑
nℓ
i=1Xi and p̂ℓ =
Kℓ
nℓ
for ℓ = 1, · · · , s, where nℓ is the number of samples available
at the ℓ-th stage. Specially, if the sample sizes are deterministic numbers n1 < n2 < · · · < ns,
then nℓ = nℓ for ℓ = 1, · · · , s. As described in Section 2.1, the stopping rule is that sampling is
continued until Dℓ = 1 for some ℓ ∈ {1, · · · , s}, where Dℓ is the decision variable for the ℓ-th
stage. Let p̂ =
∑
n
i=1Xi
n
, where n is the sample size when the sampling is terminated. Clearly,
p̂ = p̂l and n = nl, where l is the index of stage when the sampling is terminated. As mentioned
before, the number of stage, s, can be a finite number or infinity.
In the development of our multistage sampling schemes, we need to use the following proba-
bility inequalities related to bounded variables.
Lemma 1 Let Xn =
∑n
i=1Xi
n , where X1, · · · , Xn are i.i.d. random variables such that 0 ≤ Xi ≤
1 and E[Xi] = µ ∈ (0, 1) for i = 1, · · · , n. Then,
Pr
{
Xn ≥ z
} ≤ exp (nMB (z, µ)) (38)
< exp (nM (z, µ)) (39)
for any z ∈ (µ, 1). Similarly,
Pr
{
Xn ≤ z
} ≤ exp (nMB (z, µ)) (40)
< exp (nM (z, µ)) (41)
for any z ∈ (0, µ).
43
Inequalities (38) and (40) are classical results established by Hoeffding in 1963 (see, [47]).
Inequalities (39) and (41) are recent results due to Massart [53]. In this paper, (38) and (40)
are referred to as Hoeffding’s inequalities. Similarly, (39) and (41) are referred to as Massart’s
inequalities. If X1, · · · ,Xn are i.i.d. samples of Bernoulli random variable X, then it can be
shown that
exp(MB(z, µ)) = inf
t<0
E[et(X−z)] = F(z, µ) for z ≤ µ,
exp(MB(z, µ)) = inf
t>0
E[et(X−z)] = G(z, µ) for z ≥ µ
which implies that (38) and (40) are actually Chernoff bounds in the special case.
4.1 Control of Absolute Error
In this subsection, we shall propose multistage sampling schemes for estimating p with an absolute
error criterion. Specifically, for margin of absolute error ε ∈ (0, 12 ), we want to design a multistage
sampling scheme such that the estimator p̂ satisfies the requirement that Pr{|p̂−p| < ε | p} > 1−δ
for any p ∈ (0, 1).
4.1.1 Stopping Rules from CDF & CCDF, Chernoff Bounds and Massart’s Inequal-
ity
To construct an estimator satisfying an absolute error criterion with a prescribed confidence level,
we propose three types of multistage sampling schemes with different stopping rules as follows.
Stopping Rule (i): For ℓ = 1, · · · , s, decision variable Dℓ assumes value 1 if Fp̂ℓ (p̂ℓ, p̂ℓ + ε) ≤
ζδ, Gp̂ℓ (p̂ℓ, p̂ℓ − ε) ≤ ζδ; and assumes value 0 otherwise.
Stopping Rule (ii): For ℓ = 1, · · · , s, decision variable Dℓ assumes value 1 if MB(12 − |12 −
p̂ℓ|, 12 − |12 − p̂ℓ|+ ε) ≤ ln(ζδ)nℓ ; and assumes value 0 otherwise.
Stopping Rule (iii): For ℓ = 1, · · · , s, decision variable Dℓ assumes value 1 if(∣∣∣∣p̂ℓ − 12
∣∣∣∣− 2ε3
)2
≥ 1
4
+
ε2nℓ
2 ln(ζδ)
; (42)
and assumes value 0 otherwise.
Stopping rule (i) is derived by virtue of the CDF & CCDF of p̂ℓ. Stopping rule (ii) is derived
by virtue of Chernoff bounds of the CDF & CCDF of p̂ℓ. Stopping rule (iii) is derived by virtue
of Massart’s inequality for the CDF & CCDF of p̂ℓ.
For stopping rules (ii) and (iii), we have the following results.
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Theorem 17 Suppose that the sample size at the s-th stage is no less than
⌈
ln 1ζδ
2ε2
⌉
. Then,
Pr{p ≤ p̂− ε | p} ≤
s∑
ℓ=1
Pr{p ≤ p̂ℓ − ε, Dℓ = 1 | p} ≤ sζδ,
Pr{p ≥ p̂+ ε | p} ≤
s∑
ℓ=1
Pr{p ≥ p̂ℓ + ε, Dℓ = 1 | p} ≤ sζδ
and Pr{|p̂− p| < ε | p} ≥ 1− 2sζδ for any p ∈ (0, 1).
See Appendix L.1 for a proof.
For stopping rules derived from CDFs & CCDFs, we can choose the smallest sample sizes and
the largest sample sizes based on the criteria proposed in Section 2.1 such that n1 ≥ ln(ζδ)ln(1−ε) and ns
is the smallest integer which ensures that Fp̂s (p̂s, p̂s + ε) ≤ ζδ, Gp̂s (p̂s, p̂s − ε) ≤ ζδ is a sure event.
For stopping rules derived from Chernoff bounds, we can choose the smallest sample sizes and
the largest sample sizes based on the criteria proposed in Section 2.1 such that n1 ≥ ln(ζδ)ln(1−ε) and
ns ≥ ln
1
ζδ
2ε2 . Specifically, the sample sizes n1 < n2 < · · · < ns can be be chosen as the ascending
arrangement of all distinct elements of{⌈
Cτ−ℓ ln 1ζδ
2ε2
⌉
: ℓ = 1, · · · , τ
}
, (43)
where τ is the maximum integer such that
Cτ−1 ln
1
ζδ
2ε2
≥ ln(ζδ)ln(1−ε) , i.e., Cτ−1 ≥ 2ε
2
ln 1
1−ε
. In a sim-
ilar manner, for stopping rules derived from Massart’s inequality, the sample sizes n1 < n2 <
· · · < ns can be defined as (43) with τ chosen as the maximum integer such that Cτ−1 ln
1
ζδ
2ε2
≥(
24ε−16ε2
9
)
ln 1
ζδ
2ε2
, i.e., Cτ−1 ≥ 24ε−16ε29 .
For above sampling methods of choosing sample sizes, we have Pr{|p̂− p| < ε | p} > 1− δ for
any p ∈ (0, 1) if ζ < 12τ , where τ is independent of δ. Hence, we can determine a value of ζ as
large as possible such that Pr{|p̂ − p| < ε | p} > 1− δ by virtue of the computational machinery
described in Section 3.
To evaluate the coverage probability associated with the stopping rule derived from Chernoff
bounds with sample sizes defined by (43), we need to express events {Dℓ = i}, i = 0, 1 in terms
of Kℓ. This can be accomplished by using the following results.
Theorem 18 Let z∗ be the unique solution of equation ln (z+ε)(1−z)z(1−z−ε) =
ε
(z+ε)(1−z−ε) with respect
to z ∈ (12 − ε, 12 ). Let nℓ be a sample size smaller than ln(ζδ)MB(z∗,z∗+ε) . Let z be the unique solution
of equation MB(z, z + ε) =
ln(ζδ)
nℓ
with respect to z ∈ [0, z∗). Let z be the unique solution of
equation MB(z, z + ε) =
ln(ζδ)
nℓ
with respect to z ∈ (z∗, 1 − ε). Then, {Dℓ = 0} = {nℓz < Kℓ <
nℓz} ∪ {nℓ(1− z) < Kℓ < nℓ(1− z)}.
See Appendix L.2 for a proof.
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4.1.2 Asymptotic Stopping Rules
It should be noted that, for a small ε, we can simplify, by using Taylor’s series expansion formula
ln(1 + x) = x− x22 + o(x2), the sampling schemes described in Section 4.1.1 as follows:
(i) The sequence of sample sizes n1, · · · , ns is defined as the ascending arrangement of all
distinct elements of
{⌈
Cτ−ℓ ln 1ζδ
2ε2
⌉
: ℓ = 1, · · · , τ
}
, where τ is the maximum integer such that Cτ−1 ≥
2ε.
(ii) The decision variables are defined such that Dℓ = 1 if
nℓ ≥
p̂ℓ(1− p̂ℓ) 2 ln 1ζδ
ε2
; (44)
and Dℓ = 0 otherwise.
For such a simplified sampling scheme, we have
s∑
ℓ=1
Pr {|p̂ℓ − p| ≥ ε, Dℓ = 1} ≤
s∑
ℓ=1
Pr {|p̂ℓ − p| ≥ ε} ≤
τ∑
ℓ=1
Pr {|p̂ℓ − p| ≥ ε}
≤
τ∑
ℓ=1
2e−2nℓε
2
(45)
< 2τe−2n1ε
2 ≤ 2τ exp
(
−2ε ln 1
ζδ
)
, (46)
where (45) is due to the Chernoff bound. As can be seen from (46), the last bound is independent
of p and can be made smaller than δ if ζ is sufficiently small. This establishes the claim and it
follows that Pr {|p̂− p| < ε | p} > 1− δ for any p ∈ (0, 1) if ζ is sufficiently small.
By virtue of the normal approximation method as used in the derivation of stopping rule (16),
we can simplify Stopping Rule (i) described in section 4.1.1 as follows: For small ε, the sample
sizes n1, · · · , ns are large. Hence, by the central limit theorem,
Fp̂ℓ (p̂ℓ, p̂ℓ + ε) ≈ Φ
 −ε√
(p̂ℓ+ε)(1−p̂ℓ−ε)
nℓ
 , Gp̂ℓ (p̂ℓ, p̂ℓ − ε) ≈ 1− Φ
 ε√
(p̂ℓ−ε)(1−p̂ℓ+ε)
nℓ

for ℓ = 1, · · · , s. Therefore, the stopping condition Fp̂ℓ (p̂ℓ, p̂ℓ + ε) ≤ ζδ, Gp̂ℓ (p̂ℓ, p̂ℓ − ε) ≤ ζδ is
roughly equivalent to
Φ
 −ε√
(p̂ℓ+ε)(1−p̂ℓ−ε)
nℓ
 ≤ ζδ, 1− Φ
 ε√
(p̂ℓ−ε)(1−p̂ℓ+ε)
nℓ
 ≤ ζδ,
which can be written as (∣∣∣∣p̂ℓ − 12
∣∣∣∣− ε)2 ≥ 14 − nℓ
(
ε
Zζδ
)2
(47)
after some tedious algebraic manipulations. This implies that Stopping Rule (i) can be simplified
as: For ℓ = 1, · · · , s, decision variable Dℓ assumes value 1 if (47) is satisfied; and assumes value
0 otherwise.
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Since for any ζ ∈ (0, 1δ ), there exists a unique number ζ ′ ∈ (0, 1δ ) such that Zζδ =
√
2 ln 1ζ′δ ,
the above simplified stopping rule is equivalent to the following stopping rule: For ℓ = 1, · · · , s,
decision variable Dℓ assumes value 1 if(∣∣∣∣p̂ℓ − 12
∣∣∣∣− ε)2 ≥ 14 + ε2nℓ2 ln(ζδ) (48)
is satisfied; and assumes value 0 otherwise.
Comparing (44), (48) and (42), we can see that the stopping conditions can be put in a general
form (∣∣∣∣p̂ℓ − 12
∣∣∣∣− wε)2 ≥ 14 + ε2nℓ2 ln(ζδ) , (49)
where w ≥ 0 is a parameter affecting the shape of the stopping boundary. Taking w = 0, 23 and 1
leads to (44), (48) and (42) respectively. Therefore, a very general and simple stopping rule can
be stated as follows:
For ℓ = 1, · · · , s, decision variable Dℓ assumes value 1 if (49) is satisfied; and assumes value
0 otherwise.
For multistage sampling schemes with such a stopping rule, we have established the following
general results:
Theorem 19 Suppose that 0 < w ≤ 1 and ns ≥ ln
1
ζδ
2ε2
. Then, Pr {|p̂− p| < ε | p} is greater than
1− δ for any p ∈ (0, 1) if ζ > 0 is sufficiently small. Moreover,
Pr {|p̂− p| < ε | p} ≥ 1− 2s(ζδ)9w2/4 (50)
for any p ∈ (0, 1) provided that 0 < w ≤ 23 and ns ≥
ln 1
ζδ
2ε2 .
See Appendix L.3 for a proof.
Under the restriction that 0 ≤ wε ≤ 14 , the sample sizes n1, · · · , ns for the above stopping
rule can be chosen based on the following analysis: As a consequence of 0 ≤ wε ≤ 14 and∣∣p̂ℓ − 12 ∣∣ ≤ 12 , it must be true that (∣∣p̂ℓ − 12 ∣∣− wε)2 ≤ (12 − wε)2. Thus, (49) will not be satisfied
if
(
1
2 − wε
)2
< 14 +
ε2nℓ
2 ln(ζδ) , or equivalently, nℓ <
2w(1−wε) ln 1
ζδ
ε . This implies that the minimum
sample size n1, i.e., the sample size for the first stage, should be chosen to be no less than
2w(1−wε) ln 1
ζδ
ε . To determine the maximum sample size ns, i.e., the sample size for the last stage,
observe that
(∣∣p̂ℓ − 12 ∣∣− wε)2 ≥ 0 and thus (49) will always be satisfied if 14 + ε2nℓ2 ln(ζδ) ≤ 0, or
equivalently, nℓ ≥
ln 1
ζδ
2ε2
. Therefore, the maximum sample size ns should be chosen to be the
smallest integer no less than
ln 1
ζδ
2ε2
. For a fixed value of w, the appropriate value of ζ can be
obtained by bisection coverage tuning. By optimizing the performance of the stopping rules over
w, it is possible to obtain sampling schemes better than those associated with special values
w = 23 or 1. Of course, the improvement of performance should be available with the price of
more computational effort, since an extra boundary parameter w is introduced.
47
Before concluding this subsection, we also want to point out that it is possible to modify (49)
to obtain the following stopping rule: For ℓ = 1, · · · , s, decision variable Dℓ assumes value 1 if(
p̂ℓ −
1
2
)2
≥ 1
4
+
w
nℓ
+
ε2nℓ
2 ln(ζδ)
is satisfied; and assumes value 0 otherwise, where w ≥ 0 is a parameter affecting the shape of the
stopping boundary. As suggested in Section 2.1, the maximum sample size ns, i.e., the sample
size of the last stage, should be defined as the smallest integer such that {Ds = 1} is a sure event.
The minimum sample size n1, i.e., the sample size of the first stage, should be defined as the
smallest integer such that {D1 = 1} is an event of a positive probability. We can show that the
coverage probability Pr {|p̂− p| < ε | p} is greater than 1− δ for any p ∈ (0, 1) if ζ is sufficiently
small.
4.1.3 Asymptotic Analysis of Sampling Schemes
In this subsection, we shall focus on the asymptotic analysis of multistage sampling schemes.
Throughout this subsection, we assume that the multistage sampling schemes follow stopping
rules derived from Chernoff bounds as described in Section 4.1.1. Moreover, we assume that the
sample sizes n1, · · · , ns are chosen as the ascending arrangement of all distinct elements of the set
defined by (43).
With regard to the tightness of the DDV bound, we have
Theorem 20 Let R be a subset of real numbers. Define
P =
s∑
ℓ=1
Pr{p̂ℓ ∈ R, Dℓ−1 = 0, Dℓ = 1}, P = 1−
s∑
ℓ=1
Pr{p̂ℓ /∈ R, Dℓ−1 = 0, Dℓ = 1}.
Then, P ≤ Pr{p̂ ∈ R} ≤ P and limε→0 |Pr{p̂ ∈ R}−P | = limε→0 |Pr{p̂ ∈ R}−P | = 0 for any
p ∈ (0, 1).
See Appendix L.4 for a proof.
For ρ > 0, d > 0, 0 < ν ≤ 1, define
Ψ(ρ, ν, d) =
1
2π
[∫ φU
−φL
exp
(
− ν
2d2
2 cos2 φ
)
dφ+
∫ 2π−φL−φρ
φU−φρ
exp
(
−(1 + ρ)d
2
2 cos2 φ
)
dφ
]
with φρ = arctan(
√
ρ), φL = arctan
(
1+ρ
ν
√
ρ +
1√
ρ
)
and φU = arctan
(
1+ρ
ν
√
ρ − 1√ρ
)
. With regard to the
asymptotic performance of the sampling scheme, we have
Theorem 21 Let Na(p, ε) = ln(ζδ)MB( 12−| 12−p|, 12−| 12−p|+ε) . Let Nf(p, ε) be the minimum sample number
n such that Pr{|
∑n
i=1 Xi
n − p| < ε | p} > 1 − ζδ for a fixed-size sampling procedure. Let jp be the
maximum integer j such that Cj ≥ 4p(1 − p). Let ν = 23 , d =
√
2 ln 1ζδ and κp =
Cjp
4p(1−p) . Let
ρp =
Cjp−1
4p(1−p) − 1 for κp = 1, jp > 0 and ρp = κp− 1 otherwise. The following statements hold true:
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(I): Pr
{
1 ≤ lim supε→0 nNa(p,ε) ≤ 1 + ρp
}
= 1. Specially, Pr
{
limε→0 nNa(p,ε) = κp
}
= 1 if κp > 1.
(II): limε→0
E[n]
Nf(p,ε) =
(
d
Zζδ
)2 × limε→0 E[n]Na(p,ε) , where
lim
ε→0
E[n]
Na(p, ε) =
κp if κp > 1,1 + ρpΦ(νd) otherwise
and 1 ≤ limε→0 E[n]Na(p,ε) ≤ 1 + ρp.
(III): If κp > 1, then limε→0 Pr{|p̂ − p| < ε} = 2Φ
(
d
√
κp
) − 1 > 2Φ (d) − 1 > 1 − 2ζδ.
Otherwise, Φ (d)+Φ
(
d
√
1 + ρp
)− 1 > limε→0 Pr{|p̂− p| < ε} = 1+Φ(d)−Φ(νd)−Ψ(ρp, ν, d) >
Φ (d) + 2Φ
(
d
√
1 + ρp
)− 2 > 1− 3ζδ.
See Appendix L.5 for a proof.
4.2 Control of Relative Error
In this section, we shall focus on the design of multistage sampling schemes for estimating the
binomial parameter p with a relative error criterion. Specifically, for ε ∈ (0, 1), we wish to
construct a multistage sampling scheme and its associated estimator p̂ for p such that Pr{|p̂−p| <
εp | p} > 1− δ for any p ∈ (0, 1).
4.2.1 Multistage Inverse Sampling
In this subsection, we shall develop multistage sampling schemes, of which the number of stages,
s, is a finite number. Let γ1 < γ2 < · · · < γs be a sequence of positive integers. The number, γℓ,
is referred to as the threshold of sample sum of the ℓ-th stage. For ℓ = 1, · · · , s, let p̂ℓ = γℓnℓ , where
nℓ is the minimum number of samples such that
∑
nℓ
i=1Xi = γℓ. As described in Section 2.1, the
stopping rule is that sampling is continued until Dℓ = 1 for some ℓ ∈ {1, · · · , s}, where Dℓ is
the decision variable for the ℓ-th stage. Define estimator p̂ =
∑
n
i=1Xi
n
, where n is the sample size
when the sampling is terminated.
The rationale for choosing p̂ as an estimator for p can be illustrated by the following results.
Theorem 22 Suppose that γℓ+1−γℓ ≥ 1 for any ℓ > 0. Then E[p̂−p] and E|p̂−p|k, k = 1, 2, · · ·
tend to 0 as the minimum threshold of sample sum tends to infinity.
See Appendix L.6 for a proof.
It should be noted that there exists an inherent connection between the multistage inverse
sampling scheme for Bernoulli random variable X and a multistage sampling scheme of sample
sizes γ1 < γ2 < · · · < γs for a random variable Y possessing a geometric distribution with
parameter θ = 1p = E[Y ]. To see this, for j = 1, · · · , γs, let Yj be a random variable such that∑Yj
i=1Xi = j >
∑Yj−1
i=1 Xi. Then,
nℓ =
γℓ∑
i=1
Yi, ℓ = 1, · · · , s
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and Yi, i = 1, · · · , γs are i.i.d. samples of the geometric random variable Y . Clearly, for ℓ =
1, · · · , s, θ̂ℓ =
∑γℓ
i=1 Yi
γℓ
= 1
p̂ℓ
is a ULE for θ. Let l be the index stage at the termination of the
multistage inverse sampling process as before. Then, a ULE for θ can be defined as θ̂ = θ̂l =
1
p̂l
= 1
p̂
= n∑n
i=1 Xi
. It follows that the problem of constructing a ULE p̂ =
∑
n
i=1Xi
n
for p to ensure
Pr{|p̂−p| < εp | p} > 1−δ, where ε, δ ∈ (0, 1), is equivalent to the problem of constructing a ULE
θ̂ = n∑n
i=1Xi
for θ = 1p such that Pr{(1−ε)θ̂ < θ < (1+ε)θ̂ | θ} > 1−δ. Thus, the general stopping
rule proposed in Section 2.5 can be applied to construct a random interval ((1− ε)θ̂, (1+ ε)θ̂) for
θ, or equivalently, a random interval
(
p̂
1+ε ,
p̂
1−ε
)
for p to guarantee that the coverage probability
is greater than 1 − δ. In this direction, we can use CDF & CCDF functions of θ̂ℓ or p̂ℓ, their
approximations and bounds to design stopping rules.
By virtue of the CDF & CCDF of p̂ℓ, we propose a class of multistage sampling schemes as
follows.
Theorem 23 Suppose that, for ℓ = 1, · · · , s, decision variableDℓ assumes values 1 if Fp̂ℓ(p̂ℓ, p̂ℓ1−ε ) ≤
ζδ, Gp̂ℓ(p̂ℓ,
p̂ℓ
1+ε ) ≤ ζδ; and assumes 0 otherwise. Suppose that the threshold of sample sum for the
s-th stage is equal to
⌈
(1+ε) ln(ζδ)
ε−(1+ε) ln(1+ε)
⌉
. Then,
Pr
{
p ≥ p̂
1− ε | p
}
≤
s∑
ℓ=1
Pr{p̂ℓ ≤ (1− ε)p, Dℓ = 1 | p} ≤ sζδ, (51)
Pr
{
p ≤ p̂
1 + ε
| p
}
≤
s∑
ℓ=1
Pr{p̂ℓ ≥ (1 + ε)p, Dℓ = 1 | p} ≤ sζδ (52)
for any p ∈ (0, 1). Moreover, Pr
{∣∣∣ p̂−pp ∣∣∣ ≤ ε | p} ≥ 1 − δ for any p ∈ (0, 1) provided that ζ is
sufficiently small to guarantee 1− SP(γs − 1, γs1+ε) + SP(γs − 1, γs1−ε) < δ and
ln(ζδ) <
[(
1 + ε+
√
1 + 4ε+ ε2
)2
4ε2
+
1
2
][
ε
1 + ε
− ln(1 + ε)
]
,
Pr
{∣∣∣∣ p̂− pp
∣∣∣∣ ≤ ε | p} ≥ 1− δ
for any p ∈ [p∗, 1), where p∗ ∈ (0, zs−1) denotes the unique number satisfying
1− SP
(
γs − 1, γs
1 + ε
)
+ SP
(
γs − 1, γs
1− ε
)
+
s−1∑
ℓ=1
exp(γℓMI(zℓ, p
∗)) = δ
with zℓ = min{z ∈ Ip̂ℓ : Fp̂ℓ(z, z1−ε) > ζδ or Gp̂ℓ(z, z1+ε) > ζδ}, where Ip̂ℓ represents the support
of p̂ℓ, for ℓ = 1, · · · , s.
See Appendix L.7 for a proof. Based on the criteria proposed in Section 2.1, the thresholds
of sample sum γ1 < γ2 < · · · < γs can be chosen as the ascending arrangement of all distinct
elements of {⌈
Cτ−ℓ (1 + ε) ln(ζδ)
ε− (1 + ε) ln(1 + ε)
⌉
: ℓ = 1, · · · , τ
}
, (53)
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where τ is the maximum integer such that Cτ−1 (1+ε) ln(ζδ)ε−(1+ε) ln(1+ε) ≥
ln 1
ζδ
ln(1+ε) , i.e., Cτ−1 ≥ 1− ε(1+ε) ln(1+ε) .
By virtue of Chernoff bounds of the CDF & CCDF of p̂ℓ, we propose a class of multistage
sampling schemes as follows.
Theorem 24 Suppose that, for ℓ = 1, · · · , s, decision variableDℓ assumes values 1 if MI(p̂ℓ, p̂ℓ1+ε ) ≤
ln(ζδ)
γℓ
; and assumes 0 otherwise. Suppose that the threshold of sample sum for the s-th stage is
equal to
⌈
(1+ε) ln(ζδ)
ε−(1+ε) ln(1+ε)
⌉
. Then,
Pr
{
p ≥ p̂
1− ε | p
}
≤
s∑
ℓ=1
Pr{p̂ℓ ≤ (1− ε)p, Dℓ = 1 | p} ≤ sζδ, (54)
Pr
{
p ≤ p̂
1 + ε
| p
}
≤
s∑
ℓ=1
Pr{p̂ℓ ≥ (1 + ε)p, Dℓ = 1 | p} ≤ sζδ (55)
for any p ∈ (0, 1). Moreover, Pr
{∣∣∣ p̂−pp ∣∣∣ ≤ ε | p} ≥ 1 − δ for any p ∈ (0, 1) provided that ζ is
sufficiently small to guarantee 1− SP(γs − 1, γs1+ε) + SP(γs − 1, γs1−ε) < δ and
ln(ζδ) <
[(
1 + ε+
√
1 + 4ε+ ε2
)2
4ε2
+
1
2
][
ε
1 + ε
− ln(1 + ε)
]
, (56)
Pr
{∣∣∣∣ p̂− pp
∣∣∣∣ ≤ ε | p} ≥ 1− δ
for any p ∈ [p∗, 1), where p∗ ∈ (0, zs−1) denotes the unique number satisfying
1− SP
(
γs − 1, γs
1 + ε
)
+ SP
(
γs − 1, γs
1− ε
)
+
s−1∑
ℓ=1
exp(γℓMI(zℓ, p
∗)) = δ
where zℓ ∈ (0, 1) is the unique number such that MI
(
zℓ,
zℓ
1+ε
)
= ln(ζδ)γℓ for ℓ = 1, · · · , s− 1.
See Appendix L.8 for a proof. Based on the criteria proposed in Section 2.1, the thresholds
of sample sum γ1 < γ2 < · · · < γs can be chosen as the ascending arrangement of all distinct
elements of the set defined by (53).
It should be noted that both zℓ and p
∗ can be readily computed by a bisection search method
due to the monotonicity of the function MI(., .).
By virtue of Massart’s inequality for the CDF & CCDF of p̂ℓ, we propose a class of multistage
sampling schemes as follows.
Theorem 25 Suppose that, for ℓ = 1, · · · , s, decision variable Dℓ assumes values 1 if p̂ℓ ≥
1 + 2ε3+ε +
9ε2γℓ
2(3+ε)2 ln(ζδ) ; and assumes 0 otherwise. Suppose the threshold of sample sum for the s-th
stage is equal to
⌈
2(1+ε)(3+ε)
3ε2 ln
1
ζδ
⌉
. Then,
Pr
{
p ≥ p̂
1− ε | p
}
≤
s∑
ℓ=1
Pr{p̂ℓ ≤ (1− ε)p, Dℓ = 1 | p} ≤ sζδ,
Pr
{
p ≤ p̂
1 + ε
| p
}
≤
s∑
ℓ=1
Pr{p̂ℓ ≥ (1 + ε)p, Dℓ = 1 | p} ≤ sζδ
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for any p ∈ (0, 1). Moreover, Pr
{∣∣∣ p̂−pp ∣∣∣ ≤ ε | p} ≥ 1 − δ for any p ∈ (0, 1) provided that ζ is
sufficiently small to guarantee 1− SP(γs − 1, γs1+ε) + SP(γs − 1, γs1−ε) < δ and
ln(ζδ) <
[(
1 + ε+
√
1 + 4ε+ ε2
)2
4ε2
+
1
2
][
ε
1 + ε
− ln(1 + ε)
]
,
Pr
{∣∣∣∣ p̂− pp
∣∣∣∣ ≤ ε | p} ≥ 1− δ
for any p ∈ [p∗, 1), where p∗ ∈ (0, zs−1) denotes the unique number satisfying
1− SP
(
γs − 1, γs
1 + ε
)
+ SP
(
γs − 1, γs
1− ε
)
+
s−1∑
ℓ=1
exp
(
γℓ
zℓ
M (zℓ, p
∗)
)
= δ
with zℓ = 1 + 2ε3+ε +
9ε2γℓ
2(3+ε)2 ln(ζδ) for ℓ = 1, · · · , s− 1.
See Appendix L.9 for a proof. Based on the criteria proposed in Section 2.1, the thresholds
of sample sum γ1 < γ2 < · · · < γs can be chosen as the ascending arrangement of all distinct
elements of {⌈
2Cτ−ℓ
(
1
ε
+ 1
)(
1
ε
+
1
3
)
ln
1
ζδ
⌉
: ℓ = 1, · · · , τ
}
,
where τ is the maximum integer such that 2Cτ−ℓ
(
1
ε + 1
) (
1
ε +
1
3
)
ln 1ζδ ≥ 4(3+ε)9ε ln 1ζδ , i.e., Cτ−1 ≥
2ε
3(1+ε) .
It should be noted that {Dℓ = i} can be expressed in terms of nℓ. Specially, we have
D0 = 0, Ds = 1 and {Dℓ = 0} = {nℓ > γℓzℓ } for ℓ = 1, · · · , s− 1.
To apply the truncation techniques of [11] to reduce computation, we can make use of the
bounds in Lemma 25 and a bisection search to truncate the domains of nℓ−1 and nℓ to much
smaller sets. Since nℓ − nℓ−1 can be viewed as the number of binomial trials to come up with
γℓ − γℓ−1 occurrences of successes, we have that nℓ − nℓ−1 is independent of nℓ−1. Hence, the
technique of triangular partition described in Section 3.8 can be used by identifying nℓ−1 as U
and nℓ − nℓ−1 as V respectively. The computation can be reduced to computing the following
types of probabilities:
Pr{u ≤ nℓ−1 ≤ v | p} =
v∑
n=u
(
n− 1
γℓ−1 − 1
)(
p
1− p
)γℓ−1
(1− p)n,
Pr{u ≤ nℓ − nℓ−1 ≤ v | p} =
v∑
n=u
(
n− 1
γℓ − γℓ−1 − 1
)(
p
1− p
)γℓ−γℓ−1
(1− p)n
where u and v are integers.
From the definition of the sampling scheme, it can be seen that the probabilities that p̂ is
greater or smaller than certain values can be expressed in terms of probabilities of the form
52
Pr{ni ∈ Ni, i = 1, · · · , ℓ}, 1 ≤ ℓ ≤ s, where N1, · · · ,Ns are subsets of natural numbers. Such
probabilities can be computed by using the recursive relationship
Pr{ni ∈ Ni, i = 1, · · · , ℓ; nℓ+1 = nℓ+1}
=
∑
nℓ∈Nℓ
Pr{ni ∈ Ni, i = 1, · · · , ℓ− 1; nℓ = nℓ}Pr{nℓ+1 − nℓ = nℓ+1 − nℓ}
=
∑
nℓ∈Nℓ
Pr{ni ∈ Ni, i = 1, · · · , ℓ− 1; nℓ = nℓ} ×
(
nℓ+1 − nℓ − 1
γℓ − γℓ−1 − 1
)(
p
1− p
)γℓ−γℓ−1
(1 − p)nℓ+1−nℓ
for ℓ = 1, · · · , s− 1.
With regard to the average sample number, we have
Theorem 26 For any p ∈ (0, 1], E[n] = E[γ]p with E[γ] = γ1 +
∑s−1
ℓ=1(γℓ+1 − γℓ) Pr{l > ℓ}.
See Appendix L.10 for a proof.
4.2.2 Asymptotic Stopping Rule
We would like to remark that, for a small ε, we can simplify, by using Taylor’s series expansion
formula ln(1 + x) = x− x22 + o(x2), the multistage inverse sampling schemes described in Section
4.2.1 as follows:
(i) The sequence of thresholds γ1, · · · , γs is defined as the ascending arrangement of all distinct
elements of
{⌈
2Cτ−ℓ ln 1ζδ
ε2
⌉
: ℓ = 1, · · · , τ
}
, where τ is the maximum integer such that Cτ−1 ≥ ε2 .
(ii) The decision variables are defined such that Dℓ = 1 if
γℓ ≥
(1− p̂ℓ) 2 ln 1ζδ
ε2
; (57)
and Dℓ = 0 otherwise.
For such a simplified sampling scheme, we have
s∑
ℓ=1
Pr {|p̂ℓ − p| ≥ εp, Dℓ = 1} ≤
s∑
ℓ=1
Pr {|p̂ℓ − p| ≥ εp} ≤
τ∑
ℓ=1
Pr {|p̂ℓ − p| ≥ εp}
≤
τ∑
ℓ=1
2 exp
(
γℓ
[
ε
1 + ε
− ln(1 + ε)
])
(58)
< 2τ exp
(
γ1
[
ε
1 + ε
− ln(1 + ε)
])
, (59)
where (58) is due to Corollary of [12]. As can be seen from (59), the last bound is independent
of p and can be made smaller than δ if ζ is sufficiently small. This establishes the claim and it
follows that Pr {|p̂− p| < εp | p} > 1− δ for any p ∈ (0, 1) if ζ is sufficiently small.
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To improve the performance of coverage probability, we propose to revise the stopping rule
associated with (57) as follows: For ℓ = 1, · · · , s, decision variable Dℓ assumes value 1 if(∣∣∣∣p̂ℓ − 12
∣∣∣∣−wεp̂ℓ)2 ≥ 14 + ε2γℓp̂ℓ2 ln(ζδ) (60)
is satisfied; and assumes value 0 otherwise, where w ≥ 0 is a parameter affecting the shape of the
stopping boundary.
Before concluding this subsection, we would like to point out that it is possible to modify (60)
to produce the following stopping rule: For ℓ = 1, · · · , s, decision variable Dℓ assumes value 1 if(
p̂ℓ −
1
2
)2
≥ 1
4
+
wp̂ℓ
γℓ
+
ε2γℓp̂ℓ
2 ln(ζδ)
(61)
is satisfied; and assumes value 0 otherwise, where w ≥ 0 is a parameter affecting the shape of the
stopping boundary.
The thresholds γ1 < · · · < γs for the two stopping rules associated with (60) and (61) can
be chosen in a similar spirit as suggested in Section 2.1. Specifically, the maximum threshold
of sample sum γs, i.e., the threshold of sample sum of the last stage, should be defined as the
smallest integer such that {Ds = 1} is a sure event. The minimum threshold of sample sum γ1,
i.e., the threshold of sample sum of the first stage, should be defined as the smallest integer such
that {D1 = 1} is an event of a positive probability. For both stopping rules, we can show that
Pr {|p̂− p| < εp | p} > 1− δ for any p ∈ (0, 1) if ζ is sufficiently small.
4.2.3 Noninverse Multistage Sampling
In Sections 4.2.1 and 4.2.2, we have proposed a multistage inverse sampling plan for estimating a
binomial parameter, p, with relative precision. In some situations, the cost of sampling operation
may be high since samples are obtained one by one when inverse sampling is involved. In view of
this fact, it is desirable to develop multistage estimation methods without using inverse sampling.
In contrast to the multistage inverse sampling schemes described in Sections 4.2.1 and 4.2.2,
our noninverse multistage sampling schemes have infinitely many stages and deterministic sample
sizes n1 < n2 < n3 < · · · . Moreover, the confidence parameter for the ℓ-th stage, δℓ, is dependent
on ℓ such that δℓ = δ for 1 ≤ ℓ ≤ τ and δℓ = δ2τ−ℓ for ℓ > τ , where τ is a positive integer.
By virtue of the CDF & CCDF of p̂ℓ, we propose a class of multistage sampling schemes as
follows.
Theorem 27 Suppose that, for ℓ = 1, 2, · · · , decision variableDℓ assumes values 1 if Fp̂ℓ(p̂ℓ, p̂ℓ1−ε ) ≤
ζδℓ, Gp̂ℓ(p̂ℓ,
p̂ℓ
1+ε ) ≤ ζδℓ; and assumes 0 otherwise. The following statements hold true.
(I): Pr{n <∞} = 1 provided that infℓ>0 nℓ+1nℓ > 1.
(II): E[n] <∞ provided that 1 < infℓ>0 nℓ+1nℓ ≤ supℓ>0
nℓ+1
nℓ
<∞.
(III): Pr
{∣∣∣ p̂−pp ∣∣∣ < ε | p} ≥ 1− δ for any p ∈ (0, 1) provided that ζ ≤ 12(τ+1) .
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(IV): Let 0 < η < ζδ and ℓ⋆ = τ+1+
⌈
ln(ζδ/η)
ln 2
⌉
. Then, Pr {|p̂− p| ≥ εp} < δ for any p ∈ (0, p∗),
where p∗ is a number such that 0 < p∗ < zℓ, ℓ = 1, · · · , ℓ⋆ and that
∑ℓ⋆
ℓ=1 exp(nℓMB(zℓ, p
∗)) < δ−η
with zℓ = min{z ∈ Ip̂ℓ : Fp̂ℓ(z, z1−ε) > ζδℓ or Gp̂ℓ(z, z1+ε) > ζδℓ}, where Ip̂ℓ represents the support
of p̂ℓ, for ℓ = 1, 2, · · · . Moreover,
Pr
{
b ≤ p̂
1 + ε
, l ≤ ℓ⋆ | a
}
≤ Pr
{
p ≤ p̂
1 + ε
| p
}
≤ η
2
+ Pr
{
a ≤ p̂
1 + ε
, l ≤ ℓ⋆ | b
}
,
Pr
{
a ≥ p̂
1− ε , l ≤ ℓ
⋆ | b
}
≤ Pr
{
p ≥ p̂
1− ε | p
}
≤ η
2
+ Pr
{
b ≥ p̂
1− ε , l ≤ ℓ
⋆ | a
}
for any p ∈ [a, b], where a and b are numbers such that 0 < b < (1 + ε)a < 1.
(V): Let the sample sizes of the multistage sampling scheme be a sequence nℓ =
⌈
mγℓ−1
⌉
, ℓ =
1, 2, · · · , where γ ≥ 1 + 1m > 1. Let 0 < ǫ < 12 , 0 < η < 1 and c = p(1−η)
2
2 . Let κ be
an integer such that κ > max
{
τ, 1ln γ ln
(
1
cm ln
γ
cǫ
)
+ 1, τ + 1γ−1 +
ln(ζδ)
ln 2
}
and MB(ηp,
ηp
1+ε ) <
ln(ζδκ)
nκ
.
Then, E[n] < ǫ+ n1 +
∑κ
ℓ=1(nℓ+1 − nℓ) Pr{l > ℓ}.
The proof of Theorem 27 is similar to that of Theorem 28, which is given at Appendix L.11.
By virtue of Chernoff bounds of the CDF & CCDF of p̂ℓ, we propose a class of multistage
sampling schemes as follows.
Theorem 28 Suppose that, for ℓ = 1, 2, · · · , decision variableDℓ assumes values 1 if MB(p̂ℓ, p̂ℓ1+ε ) ≤
ln(ζδℓ)
nℓ
; and assumes 0 otherwise. The following statements hold true.
(I): Pr{n <∞} = 1 provided that infℓ>0 nℓ+1nℓ > 1.
(II): E[n] <∞ provided that 1 < infℓ>0 nℓ+1nℓ ≤ supℓ>0
nℓ+1
nℓ
<∞.
(III): Pr
{∣∣∣ p̂−pp ∣∣∣ < ε | p} ≥ 1− δ for any p ∈ (0, 1) provided that ζ ≤ 12(τ+1) .
(IV): Let 0 < η < ζδ and ℓ⋆ = τ+1+
⌈
ln(ζδ/η)
ln 2
⌉
. Then, Pr {|p̂− p| ≥ εp} < δ for any p ∈ (0, p∗),
where p∗ is a number such that 0 < p∗ < zℓ, ℓ = τ, · · · , ℓ⋆ and that
∑ℓ⋆
ℓ=1 exp(nℓMB(zℓ, p
∗)) < δ−η
with zℓ satisfying MB
(
zℓ,
zℓ
1+ε
)
= ln(ζδℓ)nℓ for ℓ = 1, 2, · · · . Moreover,
Pr
{
b ≤ p̂
1 + ε
, l ≤ ℓ⋆ | a
}
≤ Pr
{
p ≤ p̂
1 + ε
| p
}
≤ η
2
+ Pr
{
a ≤ p̂
1 + ε
, l ≤ ℓ⋆ | b
}
,
Pr
{
a ≥ p̂
1− ε , l ≤ ℓ
⋆ | b
}
≤ Pr
{
p ≥ p̂
1− ε | p
}
≤ η
2
+ Pr
{
b ≥ p̂
1− ε , l ≤ ℓ
⋆ | a
}
for any p ∈ [a, b], where a and b are numbers such that 0 < b < (1 + ε)a < 1.
(V): Let the sample sizes of the multistage sampling scheme be a sequence nℓ =
⌈
mγℓ−1
⌉
, ℓ =
1, 2, · · · , where γ ≥ 1 + 1m > 1. Let 0 < ǫ < 12 , 0 < η < 1 and c = p(1−η)
2
2 . Let κ be
an integer such that κ > max
{
τ, 1ln γ ln
(
1
cm ln
γ
cǫ
)
+ 1, τ + 1γ−1 +
ln(ζδ)
ln 2
}
and MB(ηp,
ηp
1+ε ) <
ln(ζδκ)
nκ
.
Then, E[n] < ǫ+ n1 +
∑κ
ℓ=1(nℓ+1 − nℓ) Pr{l > ℓ}.
See Appendix L.11 for a proof.
By virtue of Massart’s inequality for the CDF & CCDF of p̂ℓ, we propose a class of multistage
sampling schemes as follows.
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Theorem 29 Suppose that, for ℓ = 1, 2, · · · , decision variable Dℓ assumes values 1 if p̂ℓ ≥
6(1+ε)(3+ε) ln(ζδℓ)
2(3+ε)2 ln(ζδℓ)−9nℓε2 ; and assumes 0 otherwise. The following statements hold true.
(I): Pr{n <∞} = 1 provided that infℓ>0 nℓ+1nℓ > 1.
(II): E[n] <∞ provided that 1 < infℓ>0 nℓ+1nℓ ≤ supℓ>0
nℓ+1
nℓ
<∞.
(III): Pr
{∣∣∣ p̂−pp ∣∣∣ < ε | p} ≥ 1− δ for any p ∈ (0, 1) provided that ζ ≤ 12(τ+1) .
(IV): Let 0 < η < ζδ and ℓ⋆ = τ+1+
⌈
ln(ζδ/η)
ln 2
⌉
. Then, Pr {|p̂− p| ≥ εp} < δ for any p ∈ (0, p∗),
where p∗ is a number such that 0 < p∗ < zℓ, ℓ = τ, · · · , ℓ⋆ and that
∑ℓ⋆
ℓ=1 exp(nℓM (zℓ, p
∗)) < δ− η
with zℓ =
6(1+ε)(3+ε) ln(ζδℓ)
2(3+ε)2 ln(ζδℓ)−9ε2nℓ for ℓ = 1, 2, · · · . Moreover,
Pr
{
b ≤ p̂
1 + ε
, l ≤ ℓ⋆ | a
}
≤ Pr
{
p ≤ p̂
1 + ε
| p
}
≤ η
2
+ Pr
{
a ≤ p̂
1 + ε
, l ≤ ℓ⋆ | b
}
,
Pr
{
a ≥ p̂
1− ε , l ≤ ℓ
⋆ | b
}
≤ Pr
{
p ≥ p̂
1− ε | p
}
≤ η
2
+ Pr
{
b ≥ p̂
1− ε , l ≤ ℓ
⋆ | a
}
for any p ∈ [a, b], where a and b are numbers such that 0 < b < (1 + ε)a < 1.
(V): Let the sample sizes of the multistage sampling scheme be a sequence nℓ =
⌈
mγℓ−1
⌉
, ℓ =
1, 2, · · · , where γ ≥ 1 + 1m > 1. Let 0 < ǫ < 12 , 0 < η < 1 and c = p(1−η)
2
2 . Let κ be
an integer such that κ > max
{
τ, 1ln γ ln
(
1
cm ln
γ
cǫ
)
+ 1, τ + 1γ−1 +
ln(ζδ)
ln 2
}
and M (ηp, ηp1+ε ) <
ln(ζδκ)
nκ
.
Then, E[n] < ǫ+ n1 +
∑κ
ℓ=1(nℓ+1 − nℓ) Pr{l > ℓ}.
The proof of Theorem 29 is similar to that of Theorem 28, which is given at Appendix L.11.
4.2.4 Asymptotic Analysis of Multistage Inverse Sampling Schemes
In this subsection, we shall focus on the asymptotic analysis of multistage inverse sampling
schemes. Throughout this subsection, we assume that the multistage inverse sampling schemes
follow stopping rules derived from Chernoff bounds as described in Section 4.2.1. Moreover, we
assume that the thresholds of sample sum γ1, · · · , γs are chosen as the ascending arrangement of
all distinct elements of the set defined by (53).
With regard to the tightness of the double-decision-variable method, we have
Theorem 30 Let R be a subset of real numbers. Define
P =
s∑
ℓ=1
Pr{p̂ℓ ∈ R, Dℓ−1 = 0, Dℓ = 1}, P = 1−
s∑
ℓ=1
Pr{p̂ℓ /∈ R, Dℓ−1 = 0, Dℓ = 1}.
Then, P ≤ Pr{p̂ ∈ R} ≤ P and limε→0 |Pr{p̂ ∈ R}−P | = limε→0 |Pr{p̂ ∈ R}−P | = 0 for any
p ∈ (0, 1).
See Appendix L.12 for a proof.
Recall that l is the index of stage when the sampling is terminated. Define γ = γl. Then,
γ =
∑
n
i=1Xi. With regard to the asymptotic performance of the sampling scheme, we have
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Theorem 31 Let γ(p, ε) = ln(ζδ)
MI(p, p1+ε)
. Let Nf(p, ε) be the minimum sample number n such that
Pr{|
∑n
i=1 Xi
n − p| < εp | p} > 1 − ζδ for a fixed-size sampling procedure. Let jp be the maximum
integer j such that Cj ≥ 1− p. Let ν = 23 , d =
√
2 ln 1ζδ and κp =
Cjp
1−p . Let ρp =
Cjp−1
1−p − 1 if κp = 1
and ρp = κp − 1 otherwise. The following statements hold true:
(I): Pr
{
1 ≤ lim supε→0 γγ(p,ε) ≤ 1 + ρp
}
= 1. Specially, Pr
{
limε→0 γγ(p,ε) = κp
}
= 1 if κp > 1.
(II): limε→0
E[n]
Nf(p,ε) =
(
d
Zζδ
)2 × limε→0 E[γ]γ(p,ε) , where
lim
ε→0
E[γ]
γ(p, ε)
=
κp if κp > 1,1 + ρpΦ(νd) otherwise
and 1 ≤ limε→0 E[γ]γ(p,ε) ≤ 1 + ρp.
(III): If κp > 1, then limε→0 Pr{|p̂ − p| < εp} = 2Φ
(
d
√
κp
) − 1 > 2Φ (d) − 1 > 1 − 2ζδ.
Otherwise, Φ (d)+Φ
(
d
√
1 + ρp
)−1 > limε→0 Pr{|p̂−p| < εp} = 1+Φ(d)−Φ(νd)−Ψ(ρp, ν, d) >
Φ (d) + 2Φ
(
d
√
1 + ρp
)− 2 > 1− 3ζδ.
See Appendix L.13.
4.2.5 Asymptotic Analysis of Noninverse Multistage Sampling Schemes
In this subsection, we shall focus on the asymptotic analysis of the noninverse multistage sampling
schemes which follow stopping rules derived from Chernoff bounds of CDF & CCDF of p̂ℓ as
described in Theorem 28.
We assume that the sample sizes n1, n2, · · · are chosen as the ascending arrangement of all
distinct elements of the set {⌈
Cτ−ℓ ln(ζδ)
MB(p∗, p
∗
1+ε )
⌉
: ℓ = 1, 2, · · ·
}
(62)
with p∗ ∈ (0, 1), where τ is the maximum integer such that Cτ−1 ln(ζδ)
MB(p∗,
p∗
1+ε
)
≥ ln
1
ζδ
ln(1+ε) , i.e., Cτ−1 ≥
−MB(p
∗, p
∗
1+ε
)
ln(1+ε) .
With regard to the asymptotic performance of the sampling scheme, we have
Theorem 32 Let Nr(p, ε) = ln(ζδ)MB(p, p1+ε ) . Let Nf(p, ε) be the minimum sample number n such that
Pr{|
∑n
i=1 Xi
n − p| < εp | p} > 1 − ζδ for a fixed-size sampling procedure. Let jp be the maximum
integer j such that Cj ≥ r(p), where r(p) = p
∗(1−p)
p(1−p∗) . Let ν =
2
3
p−p∗
1−p∗ , d =
√
2 ln 1ζδ and κp =
Cjp
r(p) . Let
ρp =
Cjp−1
r(p) − 1 if κp = 1 and ρp = κp − 1 otherwise. For p ∈ (p∗, 1), the following statements hold
true:
(I): Pr
{
1 ≤ lim supε→0 nNr(p,ε) ≤ 1 + ρp
}
= 1. Specially, Pr
{
limε→0 nNr(p,ε) = κp
}
= 1 if κp > 1.
(II): limε→0
E[n]
Nf (p,ε) =
(
d
Zζδ
)2
× limε→0 E[n]Nr(p,ε) , where
lim
ε→0
E[n]
Nr(p, ε) =
κp if κp > 1,1 + ρpΦ(νd) otherwise
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and 1 ≤ limε→0 E[n]Nr(p,ε) ≤ 1 + ρp.
(III): If κp > 1, then limε→0 Pr{|p̂ − p| < εp} = 2Φ
(
d
√
κp
) − 1 > 2Φ (d) − 1 > 1 − 2ζδ.
Otherwise, Φ (d)+Φ
(
d
√
1 + ρp
)−1 > limε→0 Pr{|p̂−p| < εp} = 1+Φ(d)−Φ(νd)−Ψ(ρp, ν, d) >
Φ (d) + 2Φ
(
d
√
1 + ρp
)− 2 > 1− 3ζδ.
See Appendix L.14 for a proof.
4.3 Control of Absolute and Relative Errors
In this section, we shall focus on the design of multistage sampling schemes for estimating the
binomial parameter p with a mixed error criterion. Specifically, for 0 < εa < 1 and 0 < εr < 1,
we wish to construct a multistage sampling scheme and its associated estimator p̂ for p such
that Pr{|p̂ − p| < εa, |p̂ − p| < εrp | p} > 1 − δ for any p ∈ (0, 1). This is equivalent to
the construction of a random interval with lower limit L (p̂) and upper limit U (p̂) such that
Pr{L (p̂) < p < U (p̂) | p} > 1 − δ for any p ∈ (0, 1), where L (.) and U (.) are functions such
that L (z) = min{z − εa, z1+εr } and U (z) = max{z + εa, z1−εr } for z ∈ [0, 1]. In the sequel, we
shall propose multistage sampling schemes such that the number of stages, s, is finite and that
the sample sizes are deterministic numbers n1 < n2 < · · · < ns.
4.3.1 Stopping Rules from CDF & CCDF and Chernoff Bounds
To construct an estimator satisfying a mixed criterion in terms of absolute and relative errors
with a prescribed confidence level, we have developed two types of multistage sampling schemes
with different stopping rules as follows.
Stopping Rule (i): For ℓ = 1, · · · , s, decision variable Dℓ assumes value 1 if Fp̂ℓ(p̂ℓ,U (p̂ℓ)) ≤
ζδ, Gp̂ℓ(p̂ℓ,L (p̂ℓ)) ≤ ζδ; and assumes value 0 otherwise.
Stopping Rule (ii): For ℓ = 1, · · · , s, decision variable Dℓ assumes value 1 if
max{MB(p̂ℓ,L (p̂ℓ)), MB(p̂ℓ,U (p̂ℓ))} ≤ ln(ζδ)nℓ ; and assumes value 0 otherwise.
Stopping rule (i) is derived by virtue of the CDF & CCDF of p̂ℓ. Stopping rule (ii) is derived
by virtue of Chernoff bounds of the CDF & CCDF of p̂ℓ. For both types of multistage sampling
schemes described above, we have the following results.
Theorem 33 Let εa and εr be positive numbers such that 0 < εa <
35
94 and
70εa
35−24εa < εr < 1.
Suppose that the sample size for the s-th stage is no less than
⌈
ln(ζδ)
MB(
εa
εr
+εa,
εa
εr
)
⌉
. Then,
Pr{p ≤ L (p̂) | p} ≤
s∑
ℓ=1
Pr{p ≤ L (p̂ℓ), Dℓ = 1 | p} ≤ sζδ,
Pr{p ≥ U (p̂) | p} ≤
s∑
ℓ=1
Pr{p ≥ U (p̂ℓ), Dℓ = 1 | p} ≤ sζδ
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and Pr{|p̂ − p| < εa or |p̂− p| < εrp | p} ≥ 1− 2sζδ for any p ∈ (0, 1).
See Appendix L.15 for a proof. Based on the criteria proposed in Section 2.1, the sample sizes
n1 < n2 < · · · < ns can be chosen as the ascending arrangement of all distinct elements of the set{⌈
Cτ−ℓ ln(ζδ)
MB(
εa
εr
+ εa,
εa
εr
)
⌉
: ℓ = 1, · · · , τ
}
, (63)
where τ is the maximum integer such that
Cτ−ℓ ln(ζδ)
MB(
εa
εr
+εa,
εa
εr
)
≥ ln
1
ζδ
ln(1+εr)
, i.e., Cτ−1 ≥ −MB(
εa
εr
+εa,
εa
εr
)
ln(1+εr)
.
For such a choice of sample sizes, as a result of Theorem 33, we have that Pr{|p̂ − p| <
εa or |p̂− p| < εrp | p} > 1− δ for any p ∈ (0, 1) provided that ζ < 12τ .
For computing the coverage probability associated with a multistage sampling scheme following
a stopping rule derived from Chernoff bounds, events {Dℓ = i}, i = 0, 1 need to be expressed as
events involving only Kℓ. This can be accomplished by using the following results.
Theorem 34 Let p⋆ = εaεr . For ℓ = 1, · · · , s − 1, {Dℓ = 0} = {MB(p̂ℓ,L (p̂ℓ)) >
ln(ζδ)
nℓ
} ∪
{MB(p̂ℓ,U (p̂ℓ)) > ln(ζδ)nℓ } and the following statements hold true:
(I) {MB(p̂ℓ,L (p̂ℓ)) > ln(ζδ)nℓ } = {nℓ z−a < Kℓ < nℓ z+r } where z+r is the unique solution of
equation MB(z, z1+εr ) =
ln(ζδ)
nℓ
with respect to z ∈ (p⋆ + εa, 1], and z−a is the unique solution of
equation MB(z, z − εa) = ln(ζδ)nℓ with respect to z ∈ (εa, p⋆ + εa).
(II)
{
MB(p̂ℓ,U (p̂ℓ)) >
ln(ζδ)
nℓ
}
=

{0 ≤ Kℓ < nℓ z−r } for nℓ < ln(ζδ)ln(1−εa) ,
{nℓ z+a < Kℓ < nℓ z−r } for ln(ζδ)ln(1−εa) ≤ nℓ <
ln(ζδ)
MB(p⋆−εa,p⋆) ,
∅ for nℓ ≥ ln(ζδ)MB(p⋆−εa,p⋆)
where z−r is the unique solution of equation MB(z, z1−εr ) =
ln(ζδ)
nℓ
with respect to z ∈ (p⋆−εa, 1−εr),
and z+a is the unique solution of equation MB(z, z + εa) =
ln(ζδ)
nℓ
with respect to z ∈ [0, p⋆ − εa).
See Appendix L.16 for a proof.
4.3.2 Stopping Rule from Massart’s Inequality
By virtue of Massart’s inequality of the CDF & CCDF of p̂ℓ, we can construct a multistage
sampling scheme such that its associated estimator for p satisfies the mixed criterion. Such a
sampling scheme and its properties are described by the following theorem.
Theorem 35 Let εa and εr be positive numbers such that 0 < εa <
3
8 and
6εa
3−2εa < εr < 1. Suppose
the sample size for the s-th stage is no less than
⌈
ln(ζδ)
M ( εaεr +εa,
εa
εr
)
⌉
. Define
Dℓ =

0 for 12 − 23εa −
√
1
4 +
nℓε2a
2 ln(ζδ) < p̂ℓ <
6(1−εr)(3−εr) ln(ζδ)
2(3−εr)2 ln(ζδ)−9nℓε2r or
1
2 +
2
3εa −
√
1
4 +
nℓε2a
2 ln(ζδ) < p̂ℓ <
6(1+εr)(3+εr) ln(ζδ)
2(3+εr)2 ln(ζδ)−9nℓε2r ,
1 else
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for ℓ = 1, · · · , s. Then,
Pr{p ≤ L (p̂) | p} ≤
s∑
ℓ=1
Pr{p ≤ L (p̂ℓ), Dℓ = 1 | p} ≤ sζδ,
Pr{p ≥ U (p̂) | p} ≤
s∑
ℓ=1
Pr{p ≥ U (p̂ℓ), Dℓ = 1 | p} ≤ sζδ
and Pr{|p̂ − p| < εa or |p̂− p| < εrp | p} ≥ 1− 2sζδ for any p ∈ (0, 1).
See Appendix L.17 for a proof. Based on the criteria proposed in Section 2.1, the sample sizes
n1 < n2 < · · · < ns can be chosen as the ascending arrangement of all distinct elements of{⌈
2Cτ−ℓ
(
1
εa
− 1
εr
− 1
3
)(
1
εr
+
1
3
)
ln
1
ζδ
⌉
: ℓ = 1, · · · , τ
}
,
where τ is the maximum integer such that 2Cτ−ℓ
(
1
εa
− 1εr − 13
)(
1
εr
+ 13
)
ln 1ζδ ≥ 4(3+εr)9εr ln 1ζδ ,
i.e., Cτ−1 ≥ 23
(
1
εa
− 1εr − 13
)−1
. For such a choice of sample sizes, as a result of Theorem 35, we
have that Pr{|p̂ − p| < εa or |p̂− p| < εrp | p} > 1− δ for any p ∈ (0, 1) provided that ζ < 12τ .
4.3.3 Asymptotic Stopping Rule
It should be noted that, for small εa and εr, we can simplify, by using Taylor’s series expansion
formula ln(1 + x) = x− x22 + o(x2), the sampling schemes described in Section 4.3.1 as follows:
(i) The sequence of sample sizes n1, · · · , ns is defined as the ascending arrangement of all
distinct elements of
{⌈
2Cτ−ℓ
(
1
εa
− 1εr
)
ln 1ζδ
εr
⌉
: ℓ = 1, · · · , τ
}
with εa <
εr
2 , where τ is the maximum
integer such that Cτ−1 ≥
(
2
εa
− 2εr
)−1
.
(ii) The decision variables are defined such that Dℓ = 1 if
nℓ ≥
p̂ℓ(1− p̂ℓ) 2 ln 1ζδ
max{ε2a, (εrp̂ℓ)2}
; (64)
and Dℓ = 0 otherwise.
For such a simplified sampling scheme, we have
s∑
ℓ=1
Pr {|p̂ℓ − p| ≥ max{εa, εrp}, Dℓ = 1} ≤
s∑
ℓ=1
Pr {|p̂ℓ − p| ≥ max{εa, εrp}}
≤
τ∑
ℓ=1
Pr {|p̂ℓ − p| ≥ max{εa, εrp}}
≤
τ∑
ℓ=1
2 exp
(
nℓMB
(
εa
εr
+ εa,
εa
εr
))
(65)
< 2τ exp
(
n1MB
(
εa
εr
+ εa,
εa
εr
))
, (66)
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where (65) is due to Theorem 1 of [10]. As can be seen from (66), the last bound is independent
of p and can be made smaller than δ if ζ is sufficiently small. This establishes the claim and it
follows that Pr
{
|p̂− p| < εa or
∣∣∣ p̂−pp ∣∣∣ < εr | p} > 1− δ for any p ∈ (0, 1) if ζ is sufficiently small.
To improve the performance of coverage probability, we propose to modify (64) to produce a
new stopping rule as follows:
For ℓ = 1, · · · , s, decision variable Dℓ assumes value 1 if(∣∣∣∣p̂ℓ − 12
∣∣∣∣− wǫℓ)2 ≥ 14 + ǫ2ℓnℓ2 ln(ζδ) (67)
is satisfied; and assumes value 0 otherwise, where ǫℓ = max{εa, εrp̂ℓ} and w ≥ 0 is a parameter
affecting the shape of the stopping boundary.
Before concluding this subsection, we would like to point out that it is also possible to modify
(67) to produce the following stopping rule: For ℓ = 1, · · · , s, decision variable Dℓ assumes value
1 if (
p̂ℓ −
1
2
)2
≥ 1
4
+
w
nℓ
+
ǫ2ℓnℓ
2 ln(ζδ)
(68)
is satisfied; and assumes value 0 otherwise, where ǫℓ = max{εa, εrp̂ℓ} and w ≥ 0 is a parameter
affecting the shape of the stopping boundary.
The sample sizes for the stopping rules associated with (67) and (68) can be chosen as suggested
in Section 2.1. Specifically, the maximum sample size ns, i.e., the sample size of the last stage,
should be defined as the smallest integer such that {Ds = 1} is a sure event. The minimum
sample size n1, i.e., the sample size of the first stage, should be defined as the smallest integer
such that {D1 = 1} is an event of a positive probability. For both stopping rules, we can show
that Pr
{
|p̂− p| < εa or
∣∣∣ p̂−pp ∣∣∣ < εr | p} > 1− δ for any p ∈ (0, 1) if ζ is sufficiently small.
4.3.4 Asymptotic Analysis of Sampling Schemes
In this subsection, we shall focus on the asymptotic analysis of multistage inverse sampling
schemes. Throughout this subsection, we assume that the multistage sampling schemes follow
stopping rules derived from Chernoff bounds as described in Section 4.3.1. Moreover, we assume
that the sample sizes n1, · · · , ns are chosen as the ascending arrangement of all distinct elements
of the set defined by (63).
With regard to the tightness of the double-decision-variable method, we have
Theorem 36 Let R be a subset of real numbers. Define
P =
s∑
ℓ=1
Pr{p̂ℓ ∈ R, Dℓ−1 = 0, Dℓ = 1}, P = 1−
s∑
ℓ=1
Pr{p̂ℓ /∈ R, Dℓ−1 = 0, Dℓ = 1}.
Then, P ≤ Pr{p̂ ∈ R} ≤ P and limεa→0
∣∣Pr{p̂ ∈ R} − P ∣∣ = limεa→0 |Pr{p̂ ∈ R} − P | = 0 for
any p ∈ (0, 1), where the limits are taken under the constraint that εaεr is fixed.
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See Appendix L.18 for a proof.
With regard to the asymptotic performance of the sampling scheme as εa and εr tend to 0,
we have
Theorem 37 Let Nf(p, εa, εr) be the minimum sample number n such that
Pr
{∣∣∣∣∑ni=1Xin − p
∣∣∣∣ < εa or ∣∣∣∣∑ni=1Xin − p
∣∣∣∣ < εrp | p} > 1− ζδ
for a fixed-size sampling procedure. Let Nm(p, εa, εr) = ln(ζδ)max{MB(p,p), MB(p,p)} , where p = min{p −
εa,
p
1+εr
} and p = max{p+ εa, p1−εr }. Define p⋆ = εaεr , d =
√
2 ln 1ζδ ,
r(p) =

p(1−p)
p⋆(1−p⋆) for p ∈ (0, p⋆],
p⋆(1−p)
p(1−p⋆) for p ∈ (p⋆, 1)
ν =
23 − 13
p(1−p)(1−2p⋆)
p⋆(1−p⋆)(1−2p) for p ∈ (0, p⋆],
1− 13 p−p
⋆
1−p⋆ for p ∈ (p⋆, 1).
Let κp =
Cjp
r(p) , where jp is the maximum integer j such that Cj ≥ r(p). Let ρp =
Cjp−1
r(p) − 1 if
κp = 1, jp > 0 and ρp = κp−1 otherwise. The following statements hold true under the condition
that εaεr is fixed.
(I): Pr
{
1 ≤ lim supεa→0 nNm(p,εa,εr) ≤ 1 + ρp
}
= 1. Specially, Pr
{
limεa→0
n
Nm(p,εa,εr) = κp
}
= 1 if
κp > 1.
(II): limεa→0
E[n]
Nf(p,εa,εr) =
(
d
Zζδ
)2
× limεa→0 E[n]Nm(p,εa,εr) , where
lim
εa→0
E[n]
Nm(p, εa, εr) =
κp if κp > 1,1 + ρpΦ(νd) otherwise
and 1 ≤ limεa→0 E[n]Nm(p,εa,εr) ≤ 1 + ρp.
(III): If κp > 1, then limεa→0 Pr{|p̂−p| < εa or |p̂−p| < εrp} = 2Φ
(
d
√
κp
)−1 > 2Φ (d)−1 >
1 − 2ζδ. Otherwise, Φ (d) + Φ (d√1 + ρp) − 1 > limεa→0 Pr{|p̂ − p| < εa or |p̂ − p| < εrp} =
1 + Φ(d)− Φ(νd)−Ψ(ρp, ν, d) > Φ (d) + 2Φ
(
d
√
1 + ρp
)− 2 > 1− 3ζδ.
See Appendix L.19 for a proof.
5 Estimation of Functions of Two Binomial Proportions
Estimation of functions of two binomial proportions is particularly important in prospective com-
parative studies such as randomized controlled clinical trial. More formally, let X and Y be
independent Bernoulli random variables such that Pr{X = 1} = 1 − Pr{X = 0} = px ∈ (0, 1)
and Pr{Y = 1} = 1 − Pr{Y = 0} = py ∈ (0, 1). Let g(., .) be a bivariate function of px and py.
It is a frequent problem to estimate g(px, py) based on samples of X and Y . Typical examples
of g(px, py) are g(px, py) = px − py and g(px, py) = pxpy , which are respectively referred to as the
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difference of population proportions and ratio of population proportions. In this section, our goal is
to develop exact methods for estimating g(px, py). We will first consider the problem of estimating
g(px, py) based on fixed-sample-size methods. Afterward, we will discuss multistage estimation of
g(px, py). For simplicity of notations, we denote the tuple (px, py) by p. The set of all possible
values of p is denoted by Θ. Namely, Θ = {(px, py) : 0 < px < 1, 0 < py < 1}. The bivariate
function g(px, py) is abbreviated as g(p).
5.1 Single-stage Estimation
Let Xi, i = 1, · · · , Nx be i.i.d. samples of X. Let Yi, i = 1, · · · , Ny be i.i.d. samples of Y .
Assume that the samples of X and Y are independent. Let Kx =
∑Nx
i=1Xi and Ky =
∑Ny
i=1 Yi.
Let p̂x =
Kx
Nx
, p̂y =
Ky
Ny
and p̂ = (p̂x, p̂y). A general problem for estimating g(p) is to construct a
confidence interval (L(p̂), U(p̂)) for g(p) such that
Pr{L(p̂) < g(p) < U(p̂) | p} ≥ 1− δ
for all p ∈ Θ, where δ ∈ (0, 1) is a pre-specified confidence parameter. We propose to solve this
problem by virtue of the coverage tuning technique. Our main idea is as follows:
(i) Seek a class of confidence intervals (L(p̂), U(p̂)) such that the coverage probability can
be controlled by the coverage tuning parameter ζ > 0. In other words, the coverage probability,
denoted by P (ζ,p)
def
= Pr{L(p̂) < g(p) < U(p̂) | p}, tends to 1 for all p ∈ Θ as ζ → 0.
(ii) For a given value of coverage tuning parameter ζ, apply Adapted Branch and Bound
method in Appendix T to determine whether the complementary coverage probability Ψ(ζ,p)
def
=
1− P (ζ,p) of the confidence interval associated with ζ is no greater than δ for all p ∈ Θ.
(iii) Apply bisection coverage tuning method to determine ζ > 0 as large as possible such that
P (ζ,p) ≥ 1− δ for all p ∈ Θ.
Actually, there are many methods to construct confidence intervals satisfying requirement (i)
(see, e.g., [5, 59] and the references therein). As an illustration, consider the confidence interval
for g(p) = px − py investigated in [59], which is of the form:
L(p̂) = p̂x − p̂y −Zζδ/2
√
lx(1− lx)
Nx
+
uy(1− uy)
Ny
, (69)
U(p̂) = p̂x − p̂y + Zζδ/2
√
ux(1− ux)
Nx
+
ly(1− ly)
Ny
, (70)
where lx, ux are the roots for p in the quadratic equation |p̂x − p| = Zζδ/2
√
p(1− p)/Nx; and
ly, uy are the roots for p in the quadratic equation |p̂y − p| = Zζδ/2
√
p(1− p)/Ny. Solving these
equations yields
lx =
c+ 2Nxp̂x −
√
c2 + 4cNxp̂x(1− p̂x)
2(c+Nx)
, ux =
c+ 2Nxp̂x +
√
c2 + 4cNxp̂x(1− p̂x)
2(c+Nx)
,
ly =
c+ 2Ny p̂y −
√
c2 + 4cNy p̂y(1− p̂y)
2(c +Ny)
, uy =
c+ 2Ny p̂y +
√
c2 + 4cNy p̂y(1− p̂y)
2(c +Ny)
,
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where c = Z2ζδ/2. Substituting these roots into (69) and (70) leads to
L(p̂) = p̂x − p̂y −
√√√√[c(1− 2p̂x)−√c2 + 4cNxp̂x(1− p̂x)
2(c+Nx)
]2
+
[
c(1 − 2p̂y) +
√
c2 + 4cNyp̂y(1− p̂y)
2(c+Ny)
]2
,
U(p̂) = p̂x − p̂y +
√√√√[c(1− 2p̂x) +√c2 + 4cNxp̂x(1− p̂x)
2(c+Nx)
]2
+
[
c(1 − 2p̂y)−
√
c2 + 4cNyp̂y(1− p̂y)
2(c+Ny)
]2
.
Clearly, the coverage probability of such confidence interval can be controlled by ζ, i.e., P (ζ,p)→
1 for all p ∈ Θ as ζ → 0.
In general, a confidence interval for g(p) = px−py can be constructed as follows. Let (Lx, Ux)
and (Ly, Uy) be confidence intervals for px and py respectively such that Pr{Lx < px < Ux | px} ≥
1 − ζδ and Pr{Ly < py < Uy | py} ≥ 1 − ζδ. Taking L(p̂) = Lx − Uy and U(p̂) = Ux − Ly as
the lower and upper confidence limits for g(p) = px − py leads to P (ζ,p) ≥ 1 − 2ζδ. Similarly,
the lower and upper confidence limits for g(p) = pxpy can be respectively taken as L(p̂) = LxUy and
U(p̂) = UxLy , which ensures that the coverage probability P (ζ,p) ≥ 1−2ζδ. Of course, one can use
confidence intervals (Lx, Ux) and (Ly, Uy) with confidence levels approximately equal to 1− ζδ as
long as the coverage probability of the resultant confidence interval for g(p) can be controlled by
ζ.
Given that the structure of the confidence interval is determined so that the coverage proba-
bility P (ζ,p) can be controlled by ζ, we can apply the bisection coverage tuning method to obtain
ζ > 0 as large as possible such that P (ζ,p) ≥ 1 − δ for all p ∈ Θ. A critical step for coverage
tuning is to determine whether a given ζ > 0 is small enough to ensure that the complementary
coverage probability Ψ(ζ,p) of the confidence interval associated with ζ is no greater than δ for
all p ∈ Θ. We propose to apply Adapted Branch and Bound algorithms in Appendix T to accom-
plish this task. This needs readily computable bounds of Ψ(ζ,p) for p in a rectangular domain
Q def= {(px, py) : 0 ≤ px ≤ px ≤ px ≤ 1, 0 ≤ py ≤ py ≤ py ≤ 1}, which will be established in the
sequel.
Let g and g be lower and upper bounds of g(p) such that g ≤ g(p) ≤ g for all p ∈ Q and that
g − g → 0 as px − px → 0, py − py → 0. Specially, we can take g = px − py, g = px − py as the
lower and upper bounds for g(p) = px − py, and g = px/py, g = px/py as the lower and upper
bounds for g(p) = pxpy . By virtue of the bounds of g(p), we have
Pr{L(p̂) ≥ g or U(p̂) ≤ g | p} ≤ Ψ(ζ,p) ≤ Pr{L(p̂) ≥ g or U(p̂) ≤ g | p} (71)
for all p ∈ Q. Moreover, the lower and upper bounds of Ψ(ζ,p) in (71) converge as px − px →
0, py− py → 0. To reduce the computational complexity for evaluating the bounds of Ψ(ζ,p), we
can apply the truncation technique established in [11]. Specifically, let η ∈ (0, 1) and define
ax = Tlb(px, Nx, η), bx = Tub(px, Nx, η), ay = Tlb(py, Ny, η), by = Tub(py, Ny, η),
cx = Tlb(px, Nx, η), dx = Tub(px, Nx, η), cy = Tlb(py, Ny, η), dy = Tub(py, Ny, η),
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where Tlb(., ., .) and Tub(., ., .) are multivariate functions such that
Tlb(θ, n, η) = max
0,
1
n
nθ +
1− 2θ −
√
1 + 18nθ(1−θ)
ln 2η
2
3n +
3
ln 2η

 , (72)
Tub(θ, n, η) = min
1,
1
n
nθ + 1− 2θ +
√
1 + 18nθ(1−θ)
ln 2η
2
3n +
3
ln 2η

 (73)
for θ ∈ [0, 1], η ∈ (0, 1) and n ∈ N. By virtue of (71), Theorem 3 of [11] and Bonferroni’s
inequality, we have
Ψ(ζ,p) ≤ 2η + Pr{ax ≤ p̂x ≤ bx, ay ≤ p̂y ≤ by, L(p̂) ≥ g or U(p̂) ≤ g | p}, (74)
Ψ(ζ,p) ≥ Pr{cx ≤ p̂x ≤ dx, cy ≤ p̂y ≤ dy, L(p̂) ≥ g or U(p̂) ≤ g | p} (75)
for all p ∈ Q. Note that the probabilistic terms in the lower and upper bounds of Ψ(ζ,p) given
by (74) and (75) can be expressed as summations of finite number of terms of the form
T (a, b,p)
def
=
b∑
kx=a
Pr{Kx = kx | px}Pr{u(kx) ≤ Ky ≤ v(kx) | py}, (76)
where a and b are integers such that 0 ≤ a ≤ b ≤ Nx, u(kx) and v(kx) are integer-valued functions
of integer kx such that 0 ≤ u(kx) ≤ v(kx) ≤ Ny, and
Pr{Kx = kx | px} =
(
Nx
kx
)
pkxx (1− px)Nx−kx ,
Pr{u(kx) ≤ Ky ≤ v(kx) | py} =
v(kx)∑
ky=u(kx)
(
Ny
ky
)
p
ky
y (1− py)Ny−ky .
We propose to bound T (a, b,p) for p ∈ Q as follows. Define
Υx(kx) = min
(
Pr{Kx = kx | px}, Pr{Kx = kx | px}
)
,
Υx(kx) =

Pr{Kx = kx | p∗x} for p∗x ∈ [px, px],
Pr{Kx = kx | px} for p∗x < px,
Pr{Kx = kx | px} for p∗x > px
where p∗x =
kx
Nx
. Then, Υx(kx) ≤ Pr{Kx = kx | px} ≤ Υx(kx) for all px ∈ [px, px]. Let u and v be
abbreviations of u(kx) and v(kx) respectively. Define
Υy(kx) = min
(
Pr{u ≤ Ky ≤ v | py}, Pr{u ≤ Ky ≤ v | py}
)
,
Υy(kx) =

Pr{u ≤ Ky ≤ v | p∗y} for p∗y ∈ [py, py],
Pr{u ≤ Ky ≤ v | py} for p∗y < py,
Pr{u ≤ Ky ≤ v | py} for p∗y > py
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where p∗y = 1−
{
1 +
[
v!(Ny−v−1)!
(u−1)!(Ny−u)!
] 1
v−u+1
}−1
. By differentiation, it can be shown that the derivative
of Pr{u ≤ Ky ≤ v | py} with respective to py is positive for py < p∗y and negative for py > p∗y.
Hence, Υy(kx) ≤ Pr{u(kx) ≤ Ky ≤ v(kx) | py} ≤ Υy(kx) for all py ∈ [py, py]. It follows that
b∑
kx=a
Υx(kx) Υy(kx) ≤ T (a, b,p) ≤
b∑
kx=a
Υx(kx) Υy(kx)
for all p ∈ Q. Clearly, the lower and upper bounds of Ψ(ζ,p) in (74) and (75) can be respectively
obtained by summing the bounds of terms like T (a, b,p).
Based on the lower and upper bounds of Ψ(ζ,p) obtained by the above method, we can employ
Adapted Branch and Bound technique in Appendix T to test whether Ψ(ζ,p) is no greater than
δ for all p ∈ Θ. Consequently, we can apply a bisection search method to determine the coverage
tuning parameter ζ as large as possible such that the coverage probability P (ζ,p) of the confidence
interval associated with ζ is no less than 1− δ for all p ∈ Θ.
In the above discussion, we have been focusing on the interval estimation for g(p) when the
sample sizes Nx and Ny are given. In many applications, it is important to determine appro-
priate sample sizes Nx and Ny such that the estimator g(p̂) for g(p) satisfies some pre-specified
requirements of reliability. In general, the problem can be formulated as follows. Let δ ∈ (0, 1) be
a pre-specified confidence parameter. Let the margin of error be ǫ
def
= max{εa, εr|g(p)|}, where
εa ∈ [0, 1) and εr ∈ [0, 1). Such a margin of error can be reduced to the margin of absolute error
and the margin of relative error by taking εr = 0 and εa = 0 respectively. For pre-specified confi-
dence parameter δ and margins of error ǫ = max{εa, εr|g(p)|}, a problem of practical importance
is to determine sample sizes Nx, Ny as small as possible such that Pr{|g(p̂)−g(p)| < ǫ | p} ≥ 1−δ
for all p in a pre-specified subset of Θ. By virtue of the identity (4), we can express event
{|g(p̂) − g(p)| < ǫ} as {L(p̂) < g(p) < U(p̂)}, where L(p̂) and U(p̂) are some functions of p̂.
Hence, Pr{|g(p̂) − g(p)| < ǫ | p} = Pr{L(p̂) < g(p) < U(p̂) | p}. In practices, one can choose
Nx and Ny to be decreasing functions of ζ such that both Nx and Ny tends to infinity as ζ → 0.
This implies that the coverage probability P(ζ,p) def= Pr{L(p̂) < g(p) < U(p̂) | p} tends to 1 for
all p ∈ Θ as ζ tends to 0. Hence, the sample size problem is equivalent to finding the largest ζ
such that the coverage probability P(ζ,p) of the confidence interval is no less than 1 − δ for all
p ∈ Θ. We can apply the preceding interval estimation technique to solve this problem.
5.2 Multistage Estimation
In the last section, we have developed exact methods for estimating the function g(p) based
on fixed-size sampling. In this section, we shall discuss the multistage estimation of g(p). We
consider three general estimation problems. The first problem is to construct a confidence interval
for g(p) based on a given multistage sampling scheme. The second problem is to construct a
multistage sampling scheme and an estimator for g(p) guaranteeing prescribed levels of precision
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and confidence. The third problem is to construct a multistage sampling scheme and a bounded-
width confidence interval for g(p).
More formally, the first problem can be described as follows. Consider a multistage sampling
scheme having s stages with sample sizes N1,x < N2,x < · · · < Ns,x and N1,y < N2,y < · · · < Ns,y.
Let X1,X2, · · · be i.i.d. samples of X and Y1, Y2, · · · be i.i.d. samples of Y . As before, assume
that the samples of X and Y are independent. For ℓ = 1, · · · , s, define
Kℓ,x =
Nℓ,x∑
i=1
Xi, Kℓ,y =
Nℓ,y∑
i=1
Yi, Kℓ = (Kℓ,x,Kℓ,y),
p̂ℓ,x =
Kℓ,x
Nℓ,x
, p̂ℓ,y =
Kℓ,y
Nℓ,y
, p̂ℓ = (p̂ℓ,x, p̂ℓ,y)
and let Bℓ be a subset of the support of p̂ℓ. The sampling process is continued until p̂ℓ ∈ Bℓ for
some ℓ ∈ {1, · · · , s}. Assume that {p̂s ∈ Bs} is a sure event. For such a given sampling scheme,
the problem is to construct a confidence interval (L (p̂, l),U (p̂, l)) such that
Pr{L (p̂, l) < g(p) < U (p̂, l) | p} ≥ 1− δ (77)
for all p ∈ Θ. The lower and upper confidence limits are functions of p̂ = p̂l and l, where l is
the index of stage at which the sampling process is terminated. We propose a coverage tuning
approach to solve such interval estimation problem. Our main idea is as follows.
(i) For ℓ = 1, · · · , s, construct a confidence interval (L (p̂ℓ, ℓ),U (p̂ℓ, ℓ)) for g(p) in terms of
estimator p̂ℓ, sample sizes Nℓ,x, Nℓ,y and the coverage tuning parameter ζ > 0 such that the
coverage probability Pr{L (p̂ℓ, ℓ) < g(p) < U (p̂ℓ, ℓ) | p} can be made arbitrarily close to 1 if
ζ > 0 is sufficiently small.
(ii) At the termination of the sampling process, (L (p̂, l),U (p̂, l)) is taken as the desired
confidence interval for g(p).
(iii) The bisection coverage tuning technique is applied to determine ζ > 0 as large as possible
such that (77) is satisfied.
As an illustration of the above interval estimation method, consider the estimation of g(p) =
px − py, which is the difference of two binomial proportions. For ℓ = 1, · · · , s, the confidence
interval (L (p̂ℓ, ℓ),U (p̂ℓ, ℓ)) at the ℓ-th stage for px − py can be taken as the confidence interval
(L(p̂),U(p̂)) defined by (69) and (70) with the estimator p̂ identified as p̂ℓ, and the sample sizes
Nx, Ny identified as Nℓ,x, Nℓ,y respectively. Then, Pr{L (p̂, l) < px − py < U (p̂, l) | p} ≈
1− ζδ → 1 for all p ∈ Θ as ζ → 0.
For coverage tuning purpose, we need to bound the complementary coverage probability 1−
Pr{L (p̂, l) < g(p) < U (p̂, l) | p} for p in a rectangular domain Q def= {(px, py) : 0 ≤ px ≤ px ≤
px ≤ 1, 0 ≤ py ≤ py ≤ py ≤ 1}. This issue will be addressed after we present the method for
constructing sampling schemes for the second and third problems.
Our second problem is to construct a multistage sampling scheme and an estimator for g(p)
to satisfy some prescribed requirements of reliability. In Section 2.3, we have shown that such a
67
general problem can be cast in the framework of constructing a multistage sampling scheme and
a random interval (L (p̂, l), U (p̂, l)) such that Pr{L (p̂, l) < g(p) < U (p̂, l) | p} ≥ 1 − δ for all
p ∈ Θ. To design the stopping rule, we can apply the inclusion principle proposed in Section 2.5.
Specifically, we seek a class of sampling schemes associated with the coverage tuning parameter
ζ satisfying the following requirements:
(i) The sample sizes N1,x(ζ) < N2,x(ζ) < · · · < Ns,x(ζ) and N1,y(ζ) < N2,y(ζ) < · · · < Ns,y(ζ)
are decreasing functions of ζ. Namely, the sample sizes are increasing as ζ decreases. For simplicity
of notations, we abbreviate Nℓ,x(ζ), Nℓ,y(ζ) respectively as Nℓ,x, Nℓ,y for ℓ = 1, · · · , s.
(ii) For ℓ = 1, · · · , s, a confidence interval (L(p̂ℓ, ℓ),U(p̂ℓ, ℓ)) for g(p) can be constructed in
terms of estimators p̂ℓ,x, p̂ℓ,y, sample sizes Nℓ,x, Nℓ,y and the coverage tuning parameter ζ > 0
such that Pr{g(p) ∈ (L(p̂ℓ, ℓ), U(p̂ℓ, ℓ)) for ℓ = 1, · · · , s | p} can be made arbitrarily close to 1
for any p ∈ Θ if ζ > 0 is sufficiently small.
(iii) The sampling process is continued until confidence interval (L(p̂ℓ, ℓ),U(p̂ℓ, ℓ)) is included
in (L (p̂ℓ, ℓ),U (p̂ℓ, ℓ)) for some ℓ ∈ {1, · · · , s}. The desired sequential random interval is taken as
(L (p̂, l), U (p̂, l)) with p̂ = p̂l, where l is the index of stage at the termination of the sampling
process.
(iv) The sampling process is guaranteed to be terminated at or before the s-th stage.
Recall that our third problem is to construct a multistage sampling scheme and a bounded-
width sequential confidence interval for g(p). To design the stopping rule, we can apply the
principle proposed in Sections 2 and 14. We seek a class of sampling schemes associated with the
coverage tuning parameter ζ satisfying the following requirements:
(i) The sample sizes N1,x(ζ) < N2,x(ζ) < · · · < Ns,x(ζ) and N1,y(ζ) < N2,y(ζ) < · · · < Ns,y(ζ)
are decreasing functions of ζ.
(ii) For ℓ = 1, · · · , s, a confidence interval (L (p̂ℓ, ℓ),U (p̂ℓ, ℓ)) for g(p) can be constructed in
terms of estimators p̂ℓ,x, p̂ℓ,y, sample sizes Nℓ,x, Nℓ,y and the coverage tuning parameter ζ > 0
such that Pr{g(p) ∈ (L (p̂ℓ, ℓ), U (p̂ℓ, ℓ)) for ℓ = 1, · · · , s | p} can be made arbitrarily close to 1
for any p ∈ Θ if ζ > 0 is sufficiently small.
(iii) The sampling process is continued until the width of interval (L (p̂ℓ, ℓ),U (p̂ℓ, ℓ)) is not
exceeding the prescribed length for some ℓ ∈ {1, · · · , s}. The desired sequential bounded-width
confidence interval is taken as (L (p̂, l), U (p̂, l)) with p̂ = p̂l, where l is the index of stage at the
termination of the sampling process.
(iv) The sampling process is guaranteed to be terminated at or before the s-th stage.
Within both classes of sampling schemes for the second and third problems, we can apply the
bisection coverage tuning technique to determine ζ > 0 as large as possible such that Pr{L (p̂, l) <
g(p) < U (p̂, l) | p} ≥ 1 − δ for all p ∈ Θ. In applications, one can take the sample sizes for X
as functions of the sample sizes for Y . Then, for a given ζ, the maximum sample sizes Ns,x, Ns,y
can be determined as the minimum sample sizes for X and Y in a full sequential scheme such
that the sampling process is guaranteed to be terminated.
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For the three general problems we discussed above, a common approach is to seek a class of
sampling schemes associated with ζ such that the coverage probability of the resultant sequential
random interval can be made arbitrarily close to 1 if ζ is sufficiently small. Afterward, the bisection
coverage tuning technique is applied to determine ζ as large as possible such that the coverage
probability P (ζ,p)
def
= Pr{L (p̂, l) < g(p) < U (p̂, l) | p} is no less than the pre-specified level
1−δ. A critical subroutine of the coverage tuning method is to apply Adapted Branch and Bound
algorithm proposed in Appendix T to determine whether the complementary coverage probability
Ψ(ζ,p)
def
= 1− P (ζ,p) = Pr{L (p̂, l) ≥ g(p) or U (p̂, l) ≤ g(p) | p}
of the sequential random interval associated with ζ is no greater than δ for all p ∈ Θ. This
requires bounding the complementary coverage probability Ψ(ζ,p) for p in a rectangular domain
Q = {(px, py) : 0 ≤ px ≤ px ≤ px ≤ 1, 0 ≤ py ≤ py ≤ py ≤ 1}. This problem is addressed in the
sequel.
As described in Section 5.1, let g and g be lower and upper bounds of g(p) such that g ≤
g(p) ≤ g for all p ∈ Q and that g − g → 0 as px − px → 0, py − py → 0. Then,
Pr{L (p̂, l) ≥ g or U (p̂, l) ≤ g | p} ≤ Ψ(ζ,p) ≤ Pr{L (p̂, l) ≥ g or U (p̂, l) ≤ g | p} (78)
for all p ∈ Q. Note that for a given value of the coverage tuning parameter ζ, the stopping rule can
be described as “the sampling process is continued until p̂ℓ ∈ Bℓ for some ℓ ∈ {1, · · · , s},” where
Bℓ is a subset of the support of p̂ℓ, i.e., Bℓ ⊆ Ip̂ℓ for ℓ = 1, · · · , s. Recall that IZ denotes the
support of random variable Z. Let Bcℓ denote the complementary set of Bℓ such that B
c
ℓ ∩Bℓ = ∅
and Bcℓ ∪Bℓ = Ip̂ℓ for ℓ = 1, · · · , s. By the definition of the stopping rule,
{L (p̂, l) ≥ g(p) or U (p̂, l) ≤ g(p)}
=
s⋃
i=1
{p̂ℓ ∈ Bcℓ , ℓ = 1, · · · , i− 1; p̂i ∈ Bi; L (p̂i, i) ≥ g(p) or U (p̂i, i) ≤ g(p)}. (79)
To reduce the computational complexity for bounding Ψ(ζ,p), we propose to apply the truncation
method established in [11]. To this end, let η ∈ (0, 1) be the tolerance of truncation. Define
aℓ,x = Tlb(px, Nℓ,x, η), bℓ,x = Tub(px, Nℓ,x, η), aℓ,y = Tlb(py, Nℓ,y, η), bℓ,y = Tub(py, Nℓ,y, η),
cℓ,x = Tlb(px, Nℓ,x, η), dℓ,x = Tub(px, Nℓ,x, η), cℓ,y = Tlb(py, Nℓ,y, η), dℓ,y = Tub(py, Nℓ,y, η),
for ℓ = 1, · · · , s, where Tlb(., ., .) and Tub(., ., .) are multivariate functions defined by (72) and
(73). By virtue of (78), (79), Theorem 3 of [11], and Bonferroni’s inequality, we have
Ψ(ζ,p) ≤ 2sη + Pr{aℓ,x ≤ p̂ℓ,x ≤ bℓ,x, aℓ,y ≤ p̂ℓ,y ≤ bℓ,y, ℓ = 1, · · · , s; L (p̂, l) ≥ g or U (p̂, l) ≤ g | p}
= 2sη +
s∑
i=1
Pr{aℓ,x ≤ p̂ℓ,x ≤ bℓ,x, aℓ,y ≤ p̂ℓ,y ≤ bℓ,y, ℓ = 1, · · · , s;
p̂ℓ ∈ Bcℓ , ℓ = 1, · · · , i− 1; p̂i ∈ Bi; L (p̂i, i) ≥ g or U (p̂i, i) ≤ g | p}
≤ 2sη +
s∑
i=1
Pr{aℓ,x ≤ p̂ℓ,x ≤ bℓ,x, aℓ,y ≤ p̂ℓ,y ≤ bℓ,y, ℓ = 1, · · · , i;
p̂ℓ ∈ Bcℓ , ℓ = 1, · · · , i− 1; p̂i ∈ Bi; L (p̂i, i) ≥ g or U (p̂i, i) ≤ g | p} (80)
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and
Ψ(ζ,p) ≥
s∑
i=1
Pr{cℓ,x ≤ p̂ℓ,x ≤ dℓ,x, cℓ,y ≤ p̂ℓ,y ≤ dℓ,y, ℓ = 1, · · · , i;
p̂ℓ ∈ Bcℓ , ℓ = 1, · · · , i− 1; p̂i ∈ Bi; L (p̂i, i) ≥ g or U (p̂i, i) ≤ g | p} (81)
for all p ∈ Q. It can be seen that the bounds of Ψ(ζ,p) in (80) and (81) can be expressed as
summations of probabilistic terms like Pr{Ki ∈ Ki, 1 ≤ i ≤ ℓ | p}, ℓ = 1, · · · , s, where Kℓ does
not depend on p and is a subset of the support of Kℓ for ℓ = 1, · · · , s. Since Kℓ is independent
of p, we can establish recursive technique for bounding Pr{Ki ∈ Ki, 1 ≤ i ≤ ℓ | p}, ℓ = 1, · · · , s
over Q as follows.
For ℓ = 1, · · · , s, let the realization, (kℓ,x, kℓ,y), of Kℓ be denoted by kℓ. As a consequence of
the independence of the samples of X and Y , we have that
Pr{K1 = k1 | p} = Pr{K1,x = k1,x | px}Pr{K1,y = k1,y | py} (82)
for any k1 ∈ K1 and that
Pr{Ki ∈ Ki, 1 ≤ i < ℓ+ 1; Kℓ+1 = kℓ+1 | p}
=
∑
kℓ∈Kℓ
Pr{K i ∈ Ki, 1 ≤ i < ℓ; Kℓ = kℓ | p}
×Pr{Kℓ+1,x −Kℓ,x = kℓ+1,x − kℓ,x | px} × Pr{Kℓ+1,y −Kℓ,y = kℓ+1,y − kℓ,y | py} (83)
for kℓ+1 ∈ Kℓ+1 and ℓ = 1, · · · , s − 1, where
Pr{K1,x = k1,x | px} =
(
N1,x
k1,x
)
pk1,xx (1− px)N1,x−k1,x ,
Pr{K1,y = k1,y | py} =
(
N1,y
k1,y
)
pk1,yy (1− py)N1,y−k1,y ,
Pr{Kℓ+1,x −Kℓ,x = kℓ+1,x − kℓ,x | px} =
(
Nℓ+1,x −Nℓ,x
kℓ+1,x − kℓ,x
)
p
kℓ+1,x−kℓ,x
x (1− px)Nℓ+1,x−Nℓ,x−(kℓ+1,x−kℓ,x),
Pr{Kℓ+1,y −Kℓ,y = kℓ+1,y − kℓ,y | py} =
(
Nℓ+1,y −Nℓ,y
kℓ+1,y − kℓ,y
)
p
kℓ+1,y−kℓ,y
y (1 − py)Nℓ+1,y−Nℓ,y−(kℓ+1,y−kℓ,y).
In the sequel, we shall apply (82) and (83) to develop recursively computable lower and upper
bounds P ℓ(kℓ) and P ℓ(kℓ) for Pr{Ki ∈ Ki, 1 ≤ i < ℓ; Kℓ = kℓ | p} such that, for all kℓ ∈ Kℓ,
P ℓ(kℓ) ≤ Pr{K i ∈ Ki, 1 ≤ i < ℓ; Kℓ = kℓ | p} ≤ P ℓ(kℓ), ℓ = 1, · · · , s (84)
for all p ∈ Q. For this purpose, define
Υ0,x(k1,x) = min
(
Pr{K1,x = k1,x | px}, Pr{K1,x = k1,x | px}
)
,
Υ0,x(k1,x) =

Pr{K1,x = k1,x | p∗0,x} for p∗0,x ∈ [px, px],
Pr{K1,x = k1,x | px} for p∗0,x < px,
Pr{K1,x = k1,x | px} for p∗0,x > px
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where p∗0,x =
k1,x
N1,x
. Define
Υℓ,x(kℓ,x, kℓ+1,x) = min
(
Pr{Kℓ+1,x −Kℓ,x = kℓ+1,x − kℓ,x | px}, Pr{Kℓ+1,x −Kℓ,x = kℓ+1,x − kℓ,x | px}
)
,
Υℓ,x(kℓ,x, kℓ+1,x) =

Pr{Kℓ+1,x −Kℓ,x = kℓ+1,x − kℓ,x | p∗ℓ,x} for p∗ℓ,x ∈ [px, px],
Pr{Kℓ+1,x −Kℓ,x = kℓ+1,x − kℓ,x | px} for p∗ℓ,x < px,
Pr{Kℓ+1,x −Kℓ,x = kℓ+1,x − kℓ,x | px} for p∗ℓ,x > px
with p∗ℓ,x =
kℓ+1,x−kℓ,x
Nℓ+1,x−Nℓ,x for ℓ = 1, · · · , s− 1. Define
Υ0,y(k1,y) = min
(
Pr{K1,y = k1,y | py}, Pr{K1,y = k1,y | py}
)
,
Υ0,y(k1,y) =

Pr{K1,y = k1,y | p∗0,y} for p∗0,y ∈ [py, py],
Pr{K1,y = k1,y | py} for p∗0,y < py,
Pr{K1,y = k1,y | py} for p∗0,y > py
where p∗0,y =
k1,y
N1,y
. Define
Υℓ,y(kℓ,y, kℓ+1,y) = min
(
Pr{Kℓ+1,y −Kℓ,y = kℓ+1,y − kℓ,y | py}, Pr{Kℓ+1,y −Kℓ,y = kℓ+1,y − kℓ,y | py}
)
,
Υℓ,y(kℓ,y, kℓ+1,y) =

Pr{Kℓ+1,y −Kℓ,y = kℓ+1,y − kℓ,y | p∗ℓ,y} for p∗ℓ,y ∈ [py, py],
Pr{Kℓ+1,y −Kℓ,y = kℓ+1,y − kℓ,y | py} for p∗ℓ,y < py,
Pr{Kℓ+1,y −Kℓ,y = kℓ+1,y − kℓ,y | py} for p∗ℓ,y > py
with p∗ℓ,y =
kℓ+1,y−kℓ,y
Nℓ+1,y−Nℓ,y for ℓ = 1, · · · , s−1. Then, the lower and upper bounds P ℓ(kℓ) and P ℓ(kℓ)
satisfying (84) can be computed recursively by
P 1(k1) = Υ0,x(k1,x) Υ0,y(k1,y),
P ℓ+1(kℓ+1) =
∑
kℓ∈Kℓ
P ℓ(kℓ) Υℓ,x(kℓ,x, kℓ+1,x) Υℓ,y(kℓ,y, kℓ+1,y), ℓ = 1, · · · , s− 1
and
P 1(k1) = Υ0,x(k1,x) Υ0,y(k1,y),
P ℓ+1(kℓ+1) =
∑
kℓ∈Kℓ
P ℓ(kℓ) Υℓ,x(kℓ,x, kℓ+1,x) Υℓ,y(kℓ,y, kℓ+1,y), ℓ = 1, · · · , s− 1,
where k1 ∈ K1 and kℓ+1 ∈ Kℓ+1. Making use of the bounds P ℓ(kℓ) and P ℓ(kℓ) for Pr{Ki ∈
Ki, 1 ≤ i < ℓ; Kℓ = kℓ | p}, we have∑
kℓ∈Kℓ
P ℓ(kℓ) ≤ Pr{K i ∈ Ki, 1 ≤ i ≤ ℓ | p} ≤
∑
kℓ∈Kℓ
P ℓ(kℓ), ℓ = 1, · · · , s (85)
for all p ∈ Q. Since the bounds of Ψ(ζ,p) in (80) and (81) can be expressed as summations of
probabilistic terms like Pr{Ki ∈ Ki, 1 ≤ i ≤ ℓ | p}, ℓ = 1, · · · , s, we can establish lower and
upper bounds of Ψ(ζ,p) with respect to p ∈ Q by using (80), (81) and (85).
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By virtue of the lower and upper bounds of Ψ(ζ,p) computed by the above recursive method,
we can employ Adapted Branch and Bound technique in Appendix T to determine whether Ψ(ζ,p)
is no greater than δ for any p ∈ Θ. The initial hypercube Qinit can be taken as {(px, py) : 0 ≤
px ≤ 1, 0 ≤ py ≤ 1}. Given that it is possible to check the truth of Ψ(ζ,p) ≤ δ, ∀p ∈ Θ, we can
apply a bisection search method to obtain the coverage tuning parameter ζ as large as possible
such that the coverage probability P (ζ,p) of the sequential random interval (L (p̂, l),U (p̂, l))
associated with ζ is no less than 1− δ for all p ∈ Θ.
It should be noted that our proposed approach can be readily adapted for estimating functions
of means of two Poisson populations, and functions of proportions of two populations of finite
sizes.
6 Estimation of Multinomial Proportions
In probability theory, the multinomial distribution is a generalization of the binomial distri-
bution. The binomial distribution is the probability distribution of the number of “successes”
in n independent Bernoulli trials, with the same probability of “success” on each trial. In
a multinomial distribution, the analog of the Bernoulli distribution is the categorical distribu-
tion, where each trial results in exactly one of some fixed finite number κ of possible outcomes,
with probabilities p1, · · · , pκ (so that pℓ ≥ 0 for ℓ = 1, · · · , κ and
∑κ
ℓ=1 pℓ = 1), and there are
n independent trials. For ℓ = 1, · · · , κ, let random variable Xℓ denote the number of times
that outcome number ℓ was observed over the n trials. The vector X = (X1, · · · ,Xκ) fol-
lows a multinomial distribution with parameters n and p, where p = (p1, · · · , pκ−1). Define
Θ
def
= {(p1, · · · , pκ−1) :
∑κ−1
ℓ=1 pℓ ≤ 1 and pℓ ≥ 0, ℓ = 1, · · · , κ − 1}. For p ∈ Θ, the probability
mass function of the multinomial distribution is given by
Pr{Xℓ = xℓ, ℓ = 1, · · · , κ | p} = n!
κ∏
ℓ=1
pxℓℓ
xℓ!
,
where pκ
def
= 1−∑κ−1ℓ=1 pℓ and x1, · · · , xk are non-negative integers such that∑κℓ=1 xℓ = n. A clas-
sical problem in statistical inference is to construct a confidence region for (p1, · · · , pκ). Recently,
Chafa¨ı et. al. proposed in [6] a confidence region with guaranteed confidence level and a small
volume. However, such confidence region is difficult to visualize for category number κ greater
than 2. This is especially true when the category number κ gets larger. On the other hand,
as a special type of confidence region, simultaneous confidence intervals offer a straightforward,
intuitive, and direct assessment of the reliability of the estimation. In many applications, it is
desirable to construct simultaneous confidence intervals [Lℓ(p̂ℓ), Uℓ(p̂ℓ)], ℓ = 1, · · · , κ such that
Pr{Lℓ(p̂ℓ) ≤ pℓ ≤ Uℓ(p̂ℓ), ℓ = 1, · · · , κ | p} > 1− δ
for any p ∈ Θ, where δ ∈ (0, 1) is a pre-specified confidence parameter and p̂ℓ = Xℓn for ℓ =
1, · · · , κ. Here, Pr{E | p} denotes the probability of event E which is determined by the parameter
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p. Wang (2008) made an unsuccessful attempt in [72] to solve this problem. Wang’s method
depends on statement (i) of her Lemma 2 (see, page 899 of [72]), which is actually an unproven
claim. Moreover, even if the claim can be eventually proved, Wang’s method still suffers from the
curse of dimensionality because the number of parameter points to be checked grows exponentially
with respect to the category number κ. Her justification for statement (i) of Lemma 2 is based
on the following erroneous argument:
Let f(x) and g(x) be two strictly increasing convex functions with respect to x > 0 such that
limx↓0 f(x) = 0, limx↓0 g(x) > 0 and that both f(x) and g(x) tend to be infinity as x tends to
some positive number. Then, f(x) and g(x) have at most two intersections.
This argument is used by Wang in page 908 of her paper [72]. Specifically, she applied the
argument to functions B(pk−1) and C(pk−1) defined in page 908 of [72]. In line 15 from the
bottom of page 908, she stated that “B(pk−1) and C(pk−1) are two strictly increasing functions”.
Afterward, in lines 12-13 from the bottom of page 908, she concluded that “there are at most
two intersections of B(pk−1) and C(pk−1)”. Unfortunately, Wang’s argument is incorrect. As a
counterexample, consider functions
f(x) =
x for 0 < x ≤ 2,x2 − 3x+ 4 for 2 < x < 4
g(x) =
1532x2 + 18 for 0 < x ≤ 2,15
8 (x− 2) + 2 for 2 < x < 4
It can be readily shown that, f(x) and g(x) have three intersections. Hence, Wang’s argument
is disproved. Since Wang’s conclusion that “there are at most two intersections of B(pk−1) and
C(pk−1)” is based on such an incorrect argument, the statement (i) of her Lemma 2 is certainly
incorrect. This affects the validity of Wang’s method for determining the exact coefficients for
simultaneous confidence intervals of multinomial proportions.
In view of the situation that there exists no exact method for constructing simultaneous
confidence intervals for multinomial proportions p, we propose to solve this problem by virtue of
the coverage tuning technique. More specifically, our main idea is as follows:
(i) Seek a class of simultaneous confidence intervals [Lℓ(p̂ℓ), Uℓ(p̂ℓ)], ℓ = 1, · · · , κ such that the
coverage probability can be controlled by the coverage tuning parameter ζ > 0. In other words,
the coverage probability, denoted by P (ζ,p)
def
= Pr{Lℓ(p̂ℓ) ≤ pℓ ≤ Uℓ(p̂ℓ), ℓ = 1, · · · , κ | p}, tends
to 1 for all p ∈ Θ as ζ → 0.
(ii) For simplicity of establishing lower and upper bounds of coverage probability, choose
the lower and upper confidence limits Lℓ(p̂ℓ) and Uℓ(p̂ℓ) to be nondecreasing functions of p̂ℓ for
ℓ = 1, · · · , κ.
(iii) For a given value of coverage tuning parameter ζ, apply Adapted Branch and Bound
method in Appendix T to determine whether the complementary coverage probability Ψ(ζ,p)
def
=
1−P (ζ,p) of the simultaneous confidence intervals associated with ζ is no greater than δ for any
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p ∈ Θ.
(iv) Apply bisection coverage tuning method to determine ζ > 0 as large as possible such that
P (ζ,p) ≥ 1− δ for any p ∈ Θ.
Actually, there are many methods to construct confidence intervals fulfilling the above re-
quirements (i) and (ii) (see, e.g., [34, 61] and the references therein). Specially, four classes of
simultaneous confidence intervals satisfying (i) and (ii) are described as follows.
Class A : The lower and upper confidence limits are given by
Lℓ(p̂ℓ) = c+ 2np̂ℓ −
√
c2 + 4cnp̂ℓ(1− p̂ℓ)
2(c+ n)
, Uℓ(p̂ℓ) = c+ 2np̂ℓ +
√
c2 + 4cnp̂ℓ(1− p̂ℓ)
2(c+ n)
for ℓ = 1, · · · , κ, where c def= χ2κ−1,ζδ is the 100(1−ζδ)% quantile of the chi-square distribution
of κ − 1 degrees of freedom. This class of the simultaneous confidence intervals has been
proposed in [61].
Class B : The lower and upper confidence limits are given by
Lℓ(p̂ℓ) = p̂ℓ −
Zζδ/2
2
√
n
, Uℓ(p̂ℓ) = p̂ℓ +
Zζδ/2
2
√
n
for ℓ = 1, · · · , κ. This class of simultaneous confidence intervals was proposed in [34].
Class C : Making use of the binomial confidence interval established by Chen et. al. in [26], we
propose to define simultaneous confidence intervals with lower and upper confidence limits
Lℓ(p̂ℓ) = p̂ℓ + 3
4
1− 2p̂ℓ −
√
1 + 9n
2 ln 2ζδ
p̂ℓ(1− p̂ℓ)
1 + 9n
8 ln 2ζδ
, (86)
Uℓ(p̂ℓ) = p̂ℓ + 3
4
1− 2p̂ℓ +
√
1 + 9n
2 ln 2ζδ
p̂ℓ(1− p̂ℓ)
1 + 9n
8 ln 2ζδ
(87)
for ℓ = 1, · · · , κ. By the coverage theory in [26] and Bonferroni’s inequality, the simulta-
neous confidence intervals defined by (86) and (87) guarantee that the coverage probability
P (ζ,p) is no less than 1− κζδ for all p ∈ Θ.
Class D : Let Lℓ(p̂ℓ) and Uℓ(p̂ℓ) be the lower and upper confidence limits of the binomial confi-
dence interval proposed by Clopper and Pearson (1934) such that Pr{Lℓ(p̂ℓ) ≤ pℓ ≤ Uℓ(p̂ℓ) |
pℓ} ≥ 1− ζδ for ℓ = 1, · · · , κ. As a consequence of Bonferroni’s inequality, the simultaneous
confidence intervals [Lℓ(p̂ℓ), Uℓ(p̂ℓ)], ℓ = 1, · · · , κ have a coverage probability no less than
1− κζδ for all p ∈ Θ.
Given that the structure of the simultaneous confidence intervals is determined so that the
coverage probability P (ζ,p) can be controlled by ζ, we can apply the bisection coverage tuning
method to obtain ζ > 0 as large as possible such that P (ζ,p) ≥ 1 − δ for any p ∈ Θ. A critical
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step for bisection coverage tuning is to determine whether a given ζ > 0 is small enough to
ensure that the coverage probability P (ζ,p) of the simultaneous confidence intervals associated
with ζ is no less than 1 − δ for any p ∈ Θ. We propose to apply Adapted Branch and Bound
technique in Appendix T to accomplish this task. This needs readily computable bounds of
Ψ(ζ,p) for p ∈ Θ in a hypercube Q = {(p1, · · · , pκ−1) : pℓ ≤ pℓ ≤ pℓ, ℓ = 1, · · · , κ − 1}, where
0 ≤ p
ℓ
≤ pℓ ≤ 1, ℓ = 1, · · · , κ− 1 and
∑κ−1
ℓ=1 pℓ ≤ 1. We are going to establish the desired bounds
in the sequel.
Let a = (a1, · · · , aν) and b = (b1, · · · , bν) be integer-valued vectors. Let θ = (θ1, · · · , θν) be a
vector of nonnegative elements θi, i = · · · , ν. Define multivariate function
S(a, b,θ, n) =
min{n,b1}∑
x1=max{0,a1}
· · ·
min{n,bν}∑
xν=max{0,aν}
n!
θx11 · · · θxνν
x1! · · · xν ! I
(
ν∑
ℓ=1
xℓ = n
)
,
where I(E) denotes the indicator function for the event E .
Assume that Uℓ(1) ≥ 1 and Lℓ(0) ≤ 0 for ℓ = 1, · · · , κ. For ℓ = 1, · · · , κ, since the lower
confidence limit Lℓ(p̂ℓ) is a nondecreasing function of p̂ℓ, we can define inverse function L−1ℓ (.) of
Lℓ(.) such that L−1ℓ (θ) = max{z ∈ Ip̂ℓ : Lℓ(z) ≤ θ} for θ ∈ [0, 1], where Ip̂ℓ denotes the support of
p̂ℓ. Similarly, for ℓ = 1, · · · , κ, since the upper confidence limit Uℓ(p̂ℓ) is a nondecreasing function
of p̂ℓ, we can define inverse function U−1ℓ (.) of Uℓ(.) such that U−1ℓ (θ) = min{z ∈ Ip̂ℓ : Uℓ(z) ≥ θ}
for θ ∈ [0, 1]. Let p
κ
= max{0, 1 −∑κ−1ℓ=1 pℓ} and pκ = 1 −∑κ−1ℓ=1 pℓ. A natural method is to
directly bound P (ζ,p) by
P (ζ,p) ≤ Pr{U−1ℓ (pℓ) ≤ p̂ℓ ≤ L
−1
ℓ (pℓ), ℓ = 1, · · · , κ | p} ≤ S(A,B,p, n), (88)
P (ζ,p) ≥ Pr{U−1ℓ (pℓ) ≤ p̂ℓ ≤ L−1ℓ (pℓ), ℓ = 1, · · · , κ | p} ≥ S(C,D,p, n) (89)
for any p ∈ Θ ∩ Q, where p = (p
1
, · · · , p
κ
), p = (p1, · · · , pκ) and A = (A1, · · · , Aκ), B =
(B1, · · · , Bκ) with
Aℓ = nU−1ℓ (pℓ), Bℓ = nL
−1
ℓ (pℓ), Cℓ = nU−1ℓ (pℓ), Dℓ = nL−1ℓ (pℓ)
for ℓ = 1, · · · , κ. Since Ψ(ζ,p) = 1 − P (ζ,p), the bounds of Ψ(ζ,p) can be obtained from the
bounds of P (ζ,p) for p ∈ Θ∩Q. At the first glance, the above bounds (88) and (89) are simple and
useful. Unfortunately, the lower bound (89) of P (ζ,p) is useless in practice. The reason is that, as∑κ−1
ℓ=1 pℓ → 1, we have pκ → 0 and thus the lower bound (89) of P (ζ,p) tends to 0. This implies
that it is impossible to verify that P (ζ,p) is no less than 1− δ for those p ∈ Θ with ∑κ−1ℓ=1 pℓ ≈ 1
by showing that the lower bound of P (ζ,p) is no less than 1 − δ. In view of this situation, we
propose to directly bound the complementary coverage probability Ψ(ζ,p) = 1− P (ζ,p). In this
direction, we have established the following result.
Theorem 38 Let η ∈ (0, 1). Let Tlb(., ., .) and Tub(., ., .) be multivariate functions defined by
(72) and (73). For i = 1, · · · , κ, define νi = min{κ, i+ 1},
θi,ℓ = pℓ, θi,ℓ = pℓ, ℓ = 1, · · · , νi − 1;
θi,νi = max
{
0, 1−
νi−1∑
ℓ=1
pℓ
}
, θi,νi = 1−
νi−1∑
ℓ=1
p
ℓ
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and θi = (θi,1, · · · , θi,νi), θi = (θi,1, · · · , θi,νi). For i = 1, · · · , κ, define integer-valued vectors
Ai = (Ai,1, · · · , Ai,νi), Bi = (Bi,1, · · · , Bi,νi), Ci = (Ci,1, · · · , Ci,νi), Di = (Di,1, · · · ,Di,νi),
Ai = (Ai,1, · · · ,Ai,νi), Bi = (Bi,1, · · · ,Bi,νi), Ci = (Ci,1, · · · ,Ci,νi), Di = (Di,1, · · · ,Di,νi)
with
Ai,ℓ = Ai,ℓ = n×max
{U−1ℓ (θi,ℓ), Tlb(θi,ℓ, n, η)} , Bi,ℓ = Bi,ℓ = n×min{L−1ℓ (θi,ℓ), Tub(θi,ℓ, n, η)} ,
Ci,ℓ = Ci,ℓ = n×max
{U−1ℓ (θi,ℓ), Tlb(θi,ℓ, n, η)} , Di,ℓ = Di,ℓ = n×min{L−1ℓ (θi,ℓ), Tub(θi,ℓ, n, η)} ,
for i = 2, · · · , κ and ℓ = 1, · · · , i− 1;
Ai,i = nTlb(θi,i, n, η), Ci,i = nTlb(θi,i, n, η), Bi,i = nTub(θi,i, n, η), Di,i = nTub(θi,i, n, η),
Ai,i = max
{
nL−1i (θi,i) + 1, Ai,i
}
, Ci,i = max
{
nL−1i (θi,i) + 1, Ci,i
}
,
Bi,i = min
{
nU−1i (θi,i)− 1, Bi,i
}
, Di,i = min
{
nU−1i (θi,i)− 1, Di,i
}
for i = 1, · · · , κ; and
Ai,i+1 = Ai,i+1 = nTlb(θi,i+1, n, η), Bi,i+1 = Bi,i+1 = nTub(θi,i+1, n, η),
Ci,i+1 = Ci,i+1 = nTlb(θi,i+1, n, η), Di,i+1 = Di,i+1 = nTub(θi,i+1, n, η)
for i = 1, · · · , κ− 1. Then,
κ∑
i=1
[S(Ci,Di, θi, n) + S(Ci,Di, θi, n)] ≤ Ψ(ζ,p) ≤ (2κ− 1)η +
κ∑
i=1
[S(Ai,Bi, θi, n) + S(Ai,Bi, θi, n)]
for all p ∈ Θ ∩ Q.
See Appendix L.20 for a proof. Actually, we have used the truncation method proposed in
[11] to reduce the computational complexity for bounding Ψ(ζ,p). The term (2κ − 1)η in the
upper bound of Ψ(ζ,p) is due to truncation. In applications, the truncation tolerance η can be
chosen to be an extremely small number (e.g., η = δ1000 ), while the reduction of computational
complexity can be substantial. It should be noted that the application of the truncation method
introduces no approximation, but only negligible conservatism.
To further reduce the computational complexity of bounding Ψ(ζ,p) by virtue of Theorem
38, we can use the recursive method developed by Frey (2009) to evaluate terms like S(a, b,θ, n)
with θ = (θ1, · · · , θν) and integer-valued vectors a = (a1, · · · , aν), b = (b1, · · · , bν), where θi >
0, n ≥ bi ≥ ai ≥ 0, i = · · · , ν. Under the assumption that
∑ν
i=1 ai < n <
∑ν
i=1 bi and that
bi > ai for at least one i among i = 1, · · · , ν, Frey shows in [37] that
S(a, b,θ, n) = n!
(
ν∏
ℓ=1
θaℓℓ
aℓ!
)
×
ν∑
i=1
bi−ai∑
j=1
Pr(i, j),
where r = n−∑νi=1 ai and Pr(i, j), i = 1, · · · , ν; j = 1, · · · , bi − ai can be recursively computed
by
P1(i, j) =

θi
ai+1
if j = 1 and bi > ai,
0 otherwise
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for 1 ≤ i ≤ k, 1 ≤ j ≤ bi − ai;
Pt+1(i, 1) =
θi
ai + 1
i−1∑
ℓ=1
min{bℓ−aℓ,t}∑
j=1
Pt(ℓ, j) for 1 ≤ i ≤ k, 1 ≤ t ≤ r − 1;
and Pt+1(i, j) =
θi
ai+j
Pt(i, j − 1) for 1 ≤ t ≤ r − 1, 1 ≤ i ≤ k, 1 < j ≤ bi − ai.
By virtue of the lower and upper bounds of Ψ(ζ,p) given by Theorem 38, we can employ
Adapted Branch and Bound technique in Appendix T to test if Ψ(ζ,p) is no greater than δ for any
p ∈ Θ. The initial hypercube Qinit can be taken as {(p1, · · · , pκ−1) : 0 ≤ pℓ ≤ 1, ℓ = 1, · · · , κ−1}.
In the branching process, some hypercubes will be generated which have no intersection with the
parameter space Θ, i.e.,
∑κ−1
ℓ=1 pℓ > 1, where pℓ is the lower bound for pℓ of p in the hypercube.
Such hypercubes should be eliminated from further consideration. Given that it is possible to
check the truth of Ψ(ζ,p) ≤ δ, ∀p ∈ Θ, we can apply a bisection search method to determine the
coverage tuning parameter ζ as large as possible such that the coverage probability P (ζ,p) of the
simultaneous confidence intervals associated with ζ is no less than 1− δ for all p ∈ Θ.
In the above discussion, we have been focusing on the interval estimation for the multinomial
proportions p when the sample size n is given. In many applications, it is important to determine
appropriate sample size n such that the estimators p̂ℓ for pℓ, ℓ = 1, · · · , κ satisfy some pre-
specified requirements of reliability. In general, the problem can be formulated as follows. Let
δ ∈ (0, 1) be a pre-specified confidence parameter. For ℓ = 1, · · · , κ, let the margin of error for
pℓ be ǫℓ
def
= max{εa,ℓ, εr,ℓ pℓ}, where εa,ℓ ∈ [0, 1) and εr,ℓ ∈ [0, 1). Such a margin of error can
be reduced to the margin of absolute error and the margin of relative error by taking εr,ℓ = 0
and εa,ℓ = 0 respectively. For pre-specified confidence parameter δ and margins of error ǫℓ =
max{εa,ℓ, εr,ℓpℓ}, ℓ = 1, · · · , κ, a problem of practical importance is to determine a sample size
n as small as possible such that
Pr{|p̂ℓ − pℓ| ≤ ǫℓ, ℓ = 1, · · · , κ | p} ≥ 1− δ
for all p ∈ Θ. We can apply the above technique to solve this problem. Invoking identity (4), we
have
{|p̂ℓ − pℓ| ≤ ǫℓ} = {Lℓ(p̂ℓ) ≤ pℓ ≤ Uℓ(p̂ℓ)} , ℓ = 1, · · · , κ
where
Lℓ(p̂ℓ) = min
{
p̂ℓ − εa,ℓ, p̂ℓ
1 + εr,ℓ
}
, Uℓ(p̂ℓ) = max
{
p̂ℓ + εa,ℓ,
p̂ℓ
1− εr,ℓ
}
(90)
for ℓ = 1, · · · , κ. Hence, Pr{|p̂ℓ − pℓ| ≤ ǫℓ, ℓ = 1, · · · , κ | p} = Pr{Lℓ(p̂ℓ) ≤ pℓ ≤ Uℓ(p̂ℓ), ℓ =
1, · · · , κ | p}. This implies that the sample size problem is equivalent to finding the smallest n such
that the coverage probability, denoted by P(n,p), of the simultaneous confidence intervals defined
by (90) is no less than 1 − δ. Clearly, the lower and upper limits of the simultaneous confidence
intervals defined by (90) are increasing functions of p̂ℓ for ℓ = 1, · · · , κ. Moreover, P(n,p) tends
to 1 for any p ∈ Θ as n tends to infinity. Therefore, for a given sample size n, we can apply
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the same methods for bounding Ψ(ζ,p) to establish lower and upper bounds for 1−P(n,p) with
respect to p in a hypercube. Consequently, as determining the truth of Ψ(ζ,p) ≤ δ, ∀p ∈ Θ, we
can determine the truth of 1−P(n,p) ≤ δ, ∀p ∈ Θ. Given that such a routine can be established,
we can obtain the smallest sample size n such that P(n,p) ≥ 1 − δ, ∀p ∈ Θ by checking n from
small to large enough.
7 Estimation of Bounded-Variable Means
In Section 4, we have been focusing on the estimation of binomial parameters. Actually, some of
the ideas can be generalized to the estimation of means of random variables bounded in interval
[0, 1]. Formally, let X ∈ [0, 1] be a random variable with expectation µ = E[X]. We can estimate
µ based on i.i.d. random samples X1,X2, · · · of X by virtue of multistage sampling schemes.
7.1 Control of Absolute Error
To estimate the mean of the bounded variable X ∈ [0, 1] with an absolute error criterion, we have
multistage sampling schemes described by the following theorems.
Theorem 39 Let 0 < ε < 12 . Let n1 < n2 < · · · < ns be a sequence of sample sizes such
that ns ≥ ln
2s
δ
2ε2 . Define µ̂ℓ =
∑nℓ
i=1 Xi
nℓ
for ℓ = 1, · · · , s. Suppose that sampling is continued until
MB(
1
2 − |12 − µ̂ℓ|, 12 − |12 − µ̂ℓ| + ε) ≤ 1nℓ ln
(
δ
2s
)
. Define µ̂ =
∑
n
i=1Xi
n
, where n is the sample size
when the sampling is terminated. Then, Pr {|µ̂− µ| < ε} ≥ 1− δ.
See Appendix L.21 for a proof.
Theorem 40 Let 0 < ε < 12 . Let n1 < n2 < · · · < ns be a sequence of sample sizes such
that ns ≥ ln
2s
δ
2ε2 . Define µ̂ℓ =
∑nℓ
i=1 Xi
nℓ
for ℓ = 1, · · · , s. Suppose that sampling is continued until(∣∣µ̂ℓ − 12 ∣∣− 2ε3 )2 ≥ 14 − ε2nℓ2 ln(2s/δ) for some ℓ ∈ {1, · · · , s}. Define µ̂ = ∑ni=1Xin , where n is the sample
size when the sampling is terminated. Then, Pr {|µ̂− µ| < ε} ≥ 1− δ.
See Appendix L.22 for a proof. Actually, the estimation of µ can be more efficient by a
computational approach illustrated in the sequel.
Let ρ ∈ (0, 1] and ζ ∈ (0, 1δ ). By replacing the constant 23 and the quantity ln δ2s in the
stopping rule described in Theorem 40 as ρ and ln(ζδ) respectively, we obtain a stopping rule for
estimating the mean value µ as follows:
Continue sampling until
(∣∣∣∣µ̂ℓ − 12
∣∣∣∣− ρε)2 ≥ 14 + ε2nℓ2 ln(ζδ) for some ℓ ∈ {1, · · · , s}. (91)
As in Theorem 40, at the termination of the sampling process, the estimator for µ is taken as
µ̂ =
∑
n
i=1Xi
n
. According to the general criteria proposed in Section 2.1, the minimum sample size
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n1 and the maximum sample size ns should satisfy the following constraint:
2ρ(1− ρε) ln 1ζδ
ε
≤ n1 ≤ · · · ≤ ns−1 <
ln 1ζδ
2ε2
≤ ns. (92)
To ensure that the coverage probability Pr {|µ̂− µ| < ε | µ} is no less than the prescribed
confidence level 1 − δ, we can apply the coverage tuning technique proposed in Section 3. For
this purpose, we need to develop a computable upper bound for the complementary coverage
probability for µ contained in an interval. For ℓ = 1, · · · , s, define a decision variable Dℓ for the
ℓ-th stage such that Dℓ assumes value 1 if
(∣∣µ̂ℓ − 12 ∣∣− ρε)2 ≥ 14 + ε2nℓ2 ln(ζδ) and otherwise assumes
value 0. Consequently, the stopping rule (91) can be expressed as “continue the sampling process
until Dℓ = 1 for some ℓ ∈ {1, · · · , s}”. Similar to (30), we propose to bound the complementary
coverage probability Pr {|µ̂− µ| ≥ ε | µ} with respect to µ ∈ [a, b] ⊆ [0, 1] as follows:
Pr {|µ̂− µ| ≥ ε | µ} ≤
s∑
ℓ=1
min [Pr{Dℓ−1 = 0 | µ}, Pr{|µ̂ℓ − µ| ≥ ε | µ}, Pr{Dℓ = 1 | µ}] . (93)
To bound the complementary coverage probability based on (93), we need to have upper bounds
of Pr{Dℓ = 0 | µ}, Pr{Dℓ = 1 | µ} and Pr{|µ̂ℓ − µ| ≥ ε | µ} with respect to µ ∈ [a, b] for
ℓ = 1, · · · , s. This can be accomplished as follows.
By the symmetry of the stopping rule, the coverage probability Pr {|µ̂− µ| < ε | µ} is sym-
metrical about µ = 12 . Hence, it suffices to consider µ ∈ [0, 12 ] regarding the coverage probability.
Define
cℓ =
1
2
− ρε−
√
1
4
+
ε2nℓ
2 ln(ζδ)
, ℓ = 1, · · · , s.
Let [a, b] ⊆ [0, 12 ]. Clearly, Pr{D0 = 0 | µ} = Pr{Ds = 1 | µ} = 1 for µ ∈ [a, b]. By virtue
of Chernoff-Hoeffding bounds [27, 47] and the definition of the stopping rule, for µ ∈ [a, b] and
ℓ = 1, · · · , s − 1, we have
Pr{Dℓ = 0 | µ} ≤
Pr{µ̂ℓ > cℓ | µ} if b < cℓ < 12 − ρε,1 otherwise
≤
exp(nℓMB(cℓ, b)) if b < cℓ < 12 − ρε,1 otherwise
and
Pr{Dℓ = 1 | µ} ≤
Pr{µ̂ℓ ≥ 1− cℓ | µ}+ Pr{µ̂ℓ ≤ cℓ | µ} if cℓ < a and nℓ <
2 ln(ζδ)[(ρε)2− 14 ]
ε2 ,
1 otherwise
≤
exp(nℓMB(1 − cℓ, b)) + exp(nℓMB(cℓ, a)) if cℓ < a and nℓ <
2 ln(ζδ)[(ρε)2− 14 ]
ε2 ,
1 otherwise
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For µ ∈ [a, b] and ℓ = 1, · · · , s, under the assumption that b − a < ε, it follows from Chernoff-
Hoeffding bounds that
Pr{|µ̂ℓ − µ| ≥ ε | µ} ≤ Pr{µ̂ℓ ≥ µ+ ε | µ}+ Pr{µ̂ℓ ≤ µ− ε | µ}
≤ Pr{µ̂ℓ ≥ a+ ε | µ}+ Pr{µ̂ℓ ≤ b− ε | µ}
≤ exp(nℓMB(a+ ε, b)) + exp(nℓMB(b− ε, a)).
Applying the above upper bounds for Pr{Dℓ = 0 | µ}, Pr{Dℓ = 1 | µ} and Pr{|µ̂ℓ − µ| ≥ ε | µ}
to (93) gives an upper bound for the complementary coverage probability Pr{|µ̂ − µ| ≥ ε |
µ} with respect to µ ∈ [a, b]. With such interval bounding technique for the complementary
coverage probability, we can use AMCA to check whether the complementary coverage probability
associated with given ζ and ρ is no greater than δ for any µ ∈ [0, 1]. Consequently, for any
fixed ρ > 0, by virtue of the coverage tuning technique proposed in Section 3, it is possible to
determine an appropriate value for ζ such that the coverage probability Pr {|µ̂− µ| < ε | µ} is no
less than the prescribed confidence level 1− δ for any underlying µ ∈ (0, 1). We can optimize the
performance of the resultant stopping rule by choosing different values of ρ > 0 and computing
the corresponding values of ζ > 0.
7.2 Control of Relative Error
To estimate the mean of the bounded variable X ∈ [0, 1] with a relative precision, we have
multistage inverse sampling schemes described by the following theorems.
Theorem 41 Let 0 < ε < 1. Let γ1 < γ2 < · · · < γs be a sequence of real numbers such that
γ1 >
1
ε and γs ≥
(1+ε) ln 2sδ
(1+ε) ln(1+ε)−ε . For ℓ = 1, · · · , s, define µ̂ℓ = γℓnℓ , where nℓ is the minimum sample
number such that
∑
nℓ
i=1Xi ≥ γℓ. Suppose that sampling is continued until MB( γℓnℓ ,
γℓ
nℓ(1+ε)
) ≤
1
nℓ
ln
(
δ
2s
)
and MB(
γℓ
nℓ−1 ,
γℓ
nℓ(1−ε)) ≤
1
nℓ−1 ln
(
δ
2s
)
for some ℓ ∈ {1, · · · , s}. Define µ̂ = γl
nl
, where l
is the index of stage when the sampling is terminated. Then, Pr {|µ̂− µ| < εµ} ≥ 1− δ.
Theorem 42 Let 0 < ε < 1. Let γ1 < γ2 < · · · < γs be a sequence of real numbers such that
γ1 >
1
ε and γs ≥
2(1+ε)(3+ε) ln 2sδ
3ε2 . For ℓ = 1, · · · , s, define µ̂ℓ = γℓnℓ , where nℓ is the minimum sample
number such that
∑
nℓ
i=1Xi ≥ γℓ. Suppose that sampling is continued until M ( γℓnℓ ,
γℓ
nℓ(1+ε)
) ≤
1
nℓ
ln
(
δ
2s
)
and M ( γℓ
nℓ−1 ,
γℓ
nℓ(1−ε)) ≤
1
nℓ−1 ln
(
δ
2s
)
for some ℓ ∈ {1, · · · , s}. Define µ̂ = γl
nl
, where l
is the index of stage when the sampling is terminated. Then, Pr {|µ̂− µ| < εµ} ≥ 1− δ.
The proofs of Theorems 41 and 42 can be completed by using techniques similar to that of
Theorems 39 and 40.
We would like to point out that the construction of stopping rules proposed in the above two
theorems requires essentially no computation. In the sequel, to reduce the sampling cost, we
propose a computational approach for constructing multistage inverse sampling procedures such
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that the resultant estimator µ̂ satisfy Pr {|µ̂− µ| < εµ} ≥ 1 − δ for any underlying µ ∈ (0, 1),
where ε ∈ (0, 1) is the margin of relative error and δ ∈ (0, 1) is the confidence parameter as before.
Let Xi ∈ [0, 1], i = 1, 2, · · · be i.i.d. random samples of X with common mean µ ∈ (0, 1). Let
ρ > 0 and ζ ∈ (0, 1δ ). Let s be the number of stages. Let γ1, · · · , γs be positive numbers such that
2ρ
(
1
ε
+ ρ
)
ln(ζδ) = γ1 < γ2 < · · · < γs = 2
(
1
ε
+ ρ
)2
ln(ζδ).
For ℓ = 1, · · · , s, let nℓ be the random number such that
∑
nℓ−1
i=1 Xi < γℓ ≤
∑
nℓ
i=1Xi. We propose
the following stopping rule:
Continue sampling until γℓ
nℓ
≥ 1 + ρε− γℓ1+ρε ε
2
2 ln(ζδ) .
For ℓ = 1, · · · , s, define µ̂ℓ = γℓnℓ . The estimator µ̂ is taken as µ̂l, where l is the index of stage
at the termination of the sampling process.
To ensure that the coverage probability Pr {|µ̂− µ| < εµ | µ} is no less than the prescribed
confidence level 1 − δ, we can apply the coverage tuning technique proposed in Section 3. For
this purpose, we need to develop a computable upper bound for the complementary coverage
probability for µ contained in an interval. For ℓ = 1, · · · , s, define a decision variable Dℓ for the
ℓ-th stage such that Dℓ assumes value 1 if
γℓ
nℓ
≥ 1+ρε− γℓ1+ρε ε
2
2 ln(ζδ) and otherwise assumes value 0.
Consequently, the stopping rule can be expressed as “continue the sampling process until Dℓ = 1
for some ℓ ∈ {1, · · · , s}”. Similar to (30), we propose to bound the complementary coverage
probability Pr {|µ̂− µ| ≥ εµ | µ} with respect to µ ∈ [a, b] ⊆ [0, 1] as follows:
Pr {|µ̂− µ| ≥ εµ | µ} ≤
s∑
ℓ=1
min [Pr{Dℓ−1 = 0 | µ}, Pr{|µ̂ℓ − µ| ≥ εµ | µ}, Pr{Dℓ = 1 | µ}] . (94)
To bound the complementary coverage probability based on (94), we need to have upper bounds
of Pr{Dℓ = 0 | µ}, Pr{Dℓ = 1 | µ} and Pr{|µ̂ℓ − µ| ≥ εµ | µ} with respect to µ ∈ [a, b] for
ℓ = 1, · · · , s. This can be accomplished as follows.
Define
cℓ = 1 + ρε− γℓ
1 + ρε
ε2
2 ln(ζδ)
, ℓ = 1, · · · , s.
Let [a, b] ⊆ [0, 1]. Clearly, Pr{D0 = 0 | µ} = Pr{Ds = 1 | µ} = 1 for µ ∈ [a, b]. By virtue
of Chernoff-Hoeffding bounds [27, 47] and the definition of the stopping rule, for µ ∈ [a, b] and
ℓ = 1, · · · , s − 1, we have
Pr{Dℓ = 0 | µ} = Pr{µ̂ℓ < cℓ | µ} = Pr
{
nℓ >
γℓ
cℓ
| µ
}
= Pr
{
nℓ ≥
⌊
γℓ
cℓ
⌋
+ 1 | µ
}
= Pr
{
mℓ∑
i=1
Xi ≤ γℓ | µ
}
≤
exp(mℓMB(
γℓ
mℓ
, a)) if γℓmℓ ≤ a,
1 otherwise
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wheremℓ =
⌊
γℓ
cℓ
⌋
+1. Similarly, by virtue of Chernoff-Hoeffding bounds [27, 47] and the definition
of the stopping rule, for µ ∈ [a, b] and ℓ = 1, · · · , s− 1, we have
Pr{Dℓ = 1 | µ} = Pr{µ̂ℓ ≥ cℓ | µ} = Pr
{
nℓ ≤ γℓ
cℓ
| µ
}
= Pr
{
nℓ ≤
⌊
γℓ
cℓ
⌋
| µ
}
= Pr
{
mℓ∑
i=1
Xi ≥ γℓ | µ
}
≤
exp(mℓMB(
γℓ
mℓ
, b)) if γℓmℓ ≥ b,
1 otherwise
where mℓ =
⌊
γℓ
cℓ
⌋
.
From the arguments in [12, Appendix A.1], it follows immediately that for ℓ = 1, · · · , s,
Pr{µ̂ℓ ≥ (1 + ε)µ | µ} ≤ exp(γℓMI((1 + ε)µ, µ)), (95)
where the upper bound on the right side of (95) is decreasing with respect to µ ∈ (0, 11+ε). From
the arguments in [12, Appendix A.1], it follows also that for ℓ = 1, · · · , s,
Pr{µ̂ℓ ≤ (1− ε)µ | µ} ≤ exp(γℓMI((1− ǫℓ)µ, µ)), (96)
where ǫℓ is the unique number such that
1
1−ε =
1
1−ǫℓ +
1
γℓ
and the upper bound on the right side
of (96) is decreasing with respect to µ ∈ (0, 1).
For µ ∈ [a, b] ⊆ (0, 11+ε ] and ℓ = 1, · · · , s, it follows from (95) and (96) that
Pr{|µ̂ℓ − µ| ≥ εµ | µ} ≤ Pr{µ̂ℓ ≥ µ+ εµ | µ}+Pr{µ̂ℓ ≤ µ− εµ | µ}
≤ exp(γℓMI((1 + ε)µ, µ)) + exp(γℓMI((1− ǫℓ)µ, µ))
≤ exp(γℓMI((1 + ε)a, a)) + exp(γℓMI((1 − ǫℓ)a, a)).
For µ ∈ [a, b] ⊆ ( 11+ε , 1) and ℓ = 1, · · · , s, it follows from (96) that
Pr{|µ̂ℓ − µ| ≥ εµ | µ} ≤ Pr{µ̂ℓ ≤ µ− εµ | µ}
≤ exp(γℓMI((1 − ǫℓ)µ, µ)) ≤ exp(γℓMI((1− ǫℓ)a, a)).
For µ ∈ [ 11+ε , 1) and ℓ = 1, · · · , s, it follows from (96) that
Pr{|µ̂ℓ − µ| ≥ εµ | µ} ≤ Pr{µ̂ℓ ≥ µ+ εµ | µ}+ Pr{µ̂ℓ ≤ µ− εµ | µ}
≤
(
1
1 + ε
)γℓ
+ exp(γℓMI((1− ǫℓ)µ, µ))
≤
(
1
1 + ε
)γℓ
+ exp
(
γℓMI
(
1− ǫℓ
1 + ε
,
1
1 + ε
))
.
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For µ ∈ (0, 1) and ℓ = 1, · · · , s, it follows from (96) that
Pr{|µ̂ℓ − µ| ≥ εµ | µ} ≤ Pr{µ̂ℓ ≥ µ+ εµ | µ}+Pr{µ̂ℓ ≤ µ− εµ | µ}
≤ exp(γℓMI((1 + ε)µ, µ)) + exp(γℓMI((1− ǫℓ)µ, µ))
≤ exp
(
γℓ
[
ln
1
1 + ε
+
ε
1 + ε
])
+ exp
(
γℓ
[
ln
1
1− ǫℓ −
ǫℓ
1− ǫℓ
])
.
Applying the above upper bounds for Pr{Dℓ = 0 | µ}, Pr{Dℓ = 1 | µ} and Pr{|µ̂ℓ − µ| ≥
εµ | µ} to (94) gives an upper bound for the complementary coverage probability Pr{|µ̂ − µ| ≥
εµ | µ} with respect to µ ∈ [a, b]. With such interval bounding technique for the complementary
coverage probability, we can use AMCA to check whether the complementary coverage probability
associated with given ζ and ρ is no greater than δ for any µ ∈ (0, 1). Consequently, for any fixed
ρ > 0, by virtue of the coverage tuning technique proposed in Section 3, it is possible to determine
an appropriate value for ζ such that the coverage probability Pr {|µ̂− µ| < εµ | µ} is no less than
the prescribed confidence level 1− δ for any underlying µ ∈ (0, 1). By choosing different values of
ρ > 0 and computing the corresponding values of ζ > 0, the performance of the resultant stopping
rule can be optimized.
In some situations, the cost of sampling operation may be high since samples are obtained one
by one when inverse sampling is involved. In view of this fact, it is desirable to develop multistage
estimation methods without using inverse sampling. In contrast to the multistage inverse sampling
schemes described above, our noninverse multistage sampling schemes have infinitely many stages
and deterministic sample sizes n1 < n2 < n3 < · · · . Moreover, the confidence parameter for the
ℓ-th stage, δℓ, is dependent on ℓ such that δℓ = δ for 1 ≤ ℓ ≤ τ and δℓ = δ2τ−ℓ for ℓ > τ , where
τ is a positive integer. As before, define µ̂ℓ =
∑nℓ
i=1 Xi
nℓ
for ℓ = 1, 2, · · · . The stopping rule is that
sampling is continued until Dℓ = 1 for some stage with index ℓ. Define estimator µ̂ = µ̂l, where
l is the index of stage at which the sampling is terminated. We propose two types of multistage
sampling schemes with different stopping rules as follows.
Stopping Rule (i): For ℓ = 1, 2, · · · , decision variable Dℓ assumes value 1 if MB(µ̂ℓ, µ̂ℓ1+ε ) ≤
ln(ζδℓ)
nℓ
; and assumes value 0 otherwise.
Stopping Rule (ii): For ℓ = 1, 2, · · · , decision variable Dℓ assumes value 1 if
µ̂ℓ ≥
6(1 + ε)(3 + ε) ln(ζδℓ)
2(3 + ε)2 ln(ζδℓ)− 9nℓε2 ;
and assumes value 0 otherwise.
Stopping rule (i) is derived by virtue of Chernoff-Hoeffding bounds of the CDF & CCDF of
µ̂ℓ. Stopping rule (ii) is derived by virtue of Massart’s inequality of the CDF & CCDF of µ̂ℓ.
For both types of multistage sampling schemes described above, we have established the
following theorem.
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Theorem 43 The follows statements hold true:
(I): Pr{n <∞} = 1 for any µ ∈ (0, 1) provided that infℓ>0 nℓ+1nℓ > 1.
(II): E[n] <∞ for any µ ∈ (0, 1) provided that 1 < infℓ>0 nℓ+1nℓ ≤ supℓ>0
nℓ+1
nℓ
<∞.
(III): Pr
{∣∣∣ µ̂−µµ ∣∣∣ < ε | µ} ≥ 1− δ for any µ ∈ (0, 1) provided that ζ ≤ 12(τ+1) .
The proof of Theorem 43 can be accomplished by using techniques similar to that of Theorem
28, which is given at Appendix L.11.
7.3 Control of Absolute and Relative Errors
In this subsection, we consider the multistage estimation of the mean of the bounded variable
with a mixed error criterion. Specifically, we wish to construct a multistage sampling scheme and
its associated estimator µ̂ for µ = E[X] such that Pr{|µ̂ − µ| < εa, |µ̂ − µ| < εrµ} > 1 − δ. In
the special case that the variable X is bounded in interval [0, 1], our multistage sampling schemes
and their properties are described by the following theorems.
Theorem 44 Let 0 < εa <
35
94 and
70εa
35−24εa < εr < 1. Let n1 < n2 < · · · < ns be a sequence of
sample sizes such that ns ≥ ln(2s/δ)MB( εaεr +εa, εaεr ) . Define µ̂ℓ =
∑nℓ
i=1Xi
nℓ
, L (µ̂ℓ) = min{µ̂ℓ − εa, µ̂ℓ1+εr }
and U (µ̂ℓ) = max{µ̂ℓ + εa, µ̂ℓ1−εr } for ℓ = 1, · · · , s. Suppose that sampling is continued until
max{MB(µ̂ℓ,L (µ̂ℓ)), MB(µ̂ℓ,U (µ̂ℓ))} ≤ 1nℓ ln
(
δ
2s
)
. Define µ̂ =
∑
n
i=1Xi
n
, where n is the sample size
when the sampling is terminated. Then, Pr{|µ̂− µ| < εa or |µ̂− µ| < εrµ} ≥ 1− δ.
See Appendix L.23 for a proof.
Theorem 45 Let 0 < εa <
3
8 and
6εa
3−2εa < εr < 1. Let n1 < n2 < · · · < ns be a sequence of sample
sizes such that ns ≥ 2
(
1
εr
+ 13
)(
1
εa
− 1εr − 13
)
ln
(
2s
δ
)
. Define µ̂ℓ =
∑nℓ
i=1 Xi
nℓ
and
Dℓ =

0 for 12 − 23εa −
√
1
4 +
nℓε2a
2 ln(ζδ) < µ̂ℓ <
6(1−εr)(3−εr) ln(ζδ)
2(3−εr)2 ln(ζδ)−9nℓε2r or
1
2 +
2
3εa −
√
1
4 +
nℓε2a
2 ln(ζδ) < µ̂ℓ <
6(1+εr)(3+εr) ln(ζδ)
2(3+εr)2 ln(ζδ)−9nℓε2r ,
1 else
for ℓ = 1, · · · , s, where ζ = 12s . Suppose that sampling is continued until Dℓ = 1 for some
ℓ ∈ {1, · · · , s}. Define µ̂ =
∑
n
i=1Xi
n
, where n is the sample size when the sampling is terminated.
Then, Pr{|µ̂ − µ| < εa or |µ̂− µ| < εrµ} ≥ 1− δ.
See Appendix L.24 for a proof.
In the general case that X is a random variable bounded in [a, b], it is useful to estimate the
mean µ = E[X] with a mixed criterion based on i.i.d. samples of X and prior information that
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a ≤ µ ≤ µ ≤ µ ≤ b. Let εa ∈ (0,∞) and εr ∈ (0, 1) be margins of absolute and relative errors. To
describe our multistage estimation methods, define functions v(z) = z−ab−a ,
g(z) =

1
b−a min
{
z − εa, z1+εr
}
− ab−a if µ > 0,
1
b−a min
{
z − εa, z1−εr
}
− ab−a if µ < 0,
1
b−a min
{
z − εa, z1+sgn(z)εr
}
− ab−a if 0 ∈ [µ, µ]
h(z) =

1
b−a max
{
z + εa,
z
1−εr
}
− ab−a if µ > 0,
1
b−a max
{
z + εa,
z
1+εr
}
− ab−a if µ < 0,
1
b−a max
{
z + εa,
z
1−sgn(z)εr
}
− ab−a if 0 ∈ [µ, µ]
and
WB(z) = max {MB (v(z), g(z)) , MB (v(z), h(z))} ,
W(z) = max {M (v(z), g(z)) , M (v(z), h(z))}
for z ∈ [a, b]. By virtue of such functions and Theorem 3, we have established multistage sampling
schemes as described by Theorems 46 and 47.
Theorem 46 Let n1 < n2 < · · · < ns be a sequence of sample sizes such that ns ≥ ln
δ
2s
maxz∈[a,b]WB(z) .
Define µ̂ℓ =
∑nℓ
i=1 Xi
nℓ
for ℓ = 1, · · · , s. Suppose that sampling is continued until WB(µ̂ℓ) ≤ 1nℓ ln
δ
2s
for some ℓ ∈ {1, · · · , s}. Define µ̂ =
∑
n
i=1Xi
n
, where n is the sample size when the sampling is
terminated. Then, Pr{|µ̂− µ| < εa or |µ̂− µ| < εr|µ|} ≥ 1− δ for any µ ∈ [µ, µ].
For efficiency, the sample sizes in the sampling scheme described in Theorem 46 can be chosen
as a geometric sequence n1, · · · , ns. The minimum sample size n1 can be chosen as the minimum
integer no less than
ln δ
2s
minz∈[a,b]WB(z) . The maximum sample size ns can be chosen as the minimum
integer no less than
ln δ
2s
maxz∈[a,b]WB(z) .
Theorem 47 Let n1 < n2 < · · · < ns be a sequence of sample sizes such that ns ≥ ln
δ
2s
maxz∈[a,b]W(z) .
Define µ̂ℓ =
∑nℓ
i=1Xi
nℓ
for ℓ = 1, · · · , s. Suppose that sampling is continued until W(µ̂ℓ) ≤ 1nℓ ln
δ
2s
for some ℓ ∈ {1, · · · , s}. Define µ̂ =
∑
n
i=1Xi
n
, where n is the sample size when the sampling is
terminated. Then, Pr {|µ̂− µ| < εa or |µ̂− µ| < εr|µ|} ≥ 1− δ for any µ ∈ [µ, µ].
In the sampling scheme described in Theorem 47, the minimum sample size n1 can be chosen
as the minimum integer no less than
ln δ
2s
minz∈[a,b]W(z) . The maximum sample size ns can be chosen
as the minimum integer no less than
ln δ
2s
maxz∈[a,b]W(z) .
It should be noted that the minimum and maximum of WB(z) and W(z) over [a, b] can be
exactly computed by using Branch and Bound method. For this purpose, we need to have the
upper and lower bounds of WB(z) and W(z) for z in a subset [z, z] of [a, b]. Note that one can
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partition [a, b] as subintervals such that the numbers in each subinterval have the same sign.
Without loss of generality, assume that z has the same sign over [z, z]. Then,
g(z) ≤ g(z) ≤ g(z), h(z) ≤ h(z) ≤ h(z), v(z) ≤ v(z) ≤ v(z)
for z ∈ [z, z]. Since g(z) + εab−a ≤ v(z) ≤ h(z) − εab−a , we have that g(z) ≤ g(z) ≤ v(z) ≤ v(z) ≤
v(z) ≤ h(z) ≤ h(z) provided that the subinterval [z, z] is sufficiently narrow. It follows that
WB(z) ≤ max {MB (v(z), g(z)) , MB (v(z), h(z))} ,
WB(z) ≥ max {MB (v(z), g(z)) , MB (v(z), h(z))} ,
W(z) ≤ max {M (v(z), g(z)) , M (v(z), h(z))} ,
W(z) ≥ max {M (v(z), g(z)) , M (v(z), h(z))}
for z ∈ [z, z], where [z, z] is a subset of [a, b] such that g(z) ≤ v(z) ≤ v(z) ≤ h(z) and that the
numbers in [z, z] have the same sign.
We would like to point out that the results and methods presented in Sections 7.1, 7.2 and
7.3 are still valid if the assumption that X1,X2, · · · are i.i.d. samples of X are relaxed as follows:
Xk is bounded in the same interval as X almost surely for k ∈ N,
E[Xk | Fk−1] = E[X] = µ almost surely for k ∈ N,
where {Fk, k = 0, 1, · · · ,∞} is a sequence of σ-subalgebra such that {∅,Ω} = F0 ⊂ F1 ⊂ F2 ⊂
· · · ⊂ F , with Fk being generated by X1, · · · ,Xk.
7.4 Using the Link between Binomial and Bounded Variables
Recently, Chen [14] has discovered the following inherent connection between a binomial parameter
and the mean of a bounded variable.
Theorem 48 Let X be a random variable bounded in [0, 1]. Let U a random variable uniformly
distributed over [0, 1]. Suppose X and U are independent. Then, E[X] = Pr{X ≥ U}.
To see why Theorem 48 reveals a relationship between the mean of a bounded variable and a
binomial parameter, we define
Y =
1 for X ≥ U,0 otherwise.
Then, by Theorem 48, we have Pr{Y = 1} = 1 − Pr{Y = 0} = E[X]. This implies that Y
is a Bernoulli random variable and E[X] is actually a binomial parameter. For a sequence of
i.i.d. random samples X1,X2, · · · of bounded variable X and a sequence of i.i.d. random samples
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U1, U2, · · · of uniform variable U such that that Xi is independent with Ui for all i, we can define
a sequence of i.i.d. random samples Y1, Y2, · · · of Bernoulli random variable Y by
Yi =
1 for Yi ≥ Ui,0 otherwise.
As a consequence, the techniques of estimating a binomial parameter can be useful for estimating
the mean of a bounded variable.
8 Estimation of Poisson Parameters
In this section, we shall consider the multistage estimation of the mean, λ, of a Poisson random
variable X based on its i.i.d. random samples X1,X2, · · · .
For ℓ = 1, 2, · · · , define Kℓ =
∑nℓ
i=1Xi, λ̂ℓ =
Kℓ
nℓ
, where nℓ is deterministic and stands for the
sample size at the ℓ-th stage. As described in the general structure of our multistage estimation
framework, the stopping rule is that sampling is continued until Dℓ = 1 for some ℓ ∈ {1, · · · , s}.
Define estimator λ̂ = λ̂l, where l is the index of stage at which the sampling is terminated.
Clearly, the sample number at the completion of sampling is n = nl.
8.1 Control of Absolute Error
In this subsection, we shall focus on the design of multistage sampling schemes for estimating the
Poisson parameter λ with an absolute error criterion. Specifically, for ε > 0, we wish to construct
a multistage sampling scheme and its associated estimator λ̂ for λ such that Pr{|λ̂ − λ| < ε |
λ} > 1 − δ for any λ ∈ (0,∞). As will be seen below, our multistage sampling procedures
have infinitely many stages and deterministic sample sizes n1 < n2 < n3 < · · · . Moreover, the
confidence parameter for the ℓ-th stage, δℓ, is dependent on ℓ such that δℓ = δ for 1 ≤ ℓ ≤ τ and
δℓ = δ2
τ−ℓ for ℓ > τ , where τ is a positive integer.
8.1.1 Stopping Rule from CDF & CCDF
By virtue of the CDF & CCDF of λ̂ℓ, we propose a class of multistage sampling schemes as
follows.
Theorem 49 Suppose that, for ℓ = 1, 2, · · · , decision variable Dℓ assumes values 1 if Fλ̂ℓ(λ̂ℓ, λ̂ℓ+
ε) ≤ ζδℓ, Gλ̂ℓ(λ̂ℓ, λ̂ℓ − ε) ≤ ζδℓ; and assumes 0 otherwise. The following statements hold true.
(I): Pr{n <∞} = 1 provided that infℓ>0 nℓ+1nℓ > 1.
(II): E[n] <∞ provided that 1 < infℓ>0 nℓ+1nℓ ≤ supℓ>0
nℓ+1
nℓ
<∞.
(III): Pr{|λ̂− λ| < ε | λ} ≥ 1− δ for any λ > 0 provided that ζ ≤ 12(τ+1) .
(IV): Let 0 < η < ζδ and ℓ⋆ = τ + 1 +
⌈
ln(ζδ/η)
ln 2
⌉
. Then, Pr{|λ̂ − λ| ≥ ε | λ} < δ for any λ ∈
(λ,∞), where λ is a number such that λ > zℓ, ℓ = 1, · · · , ℓ⋆ and that
∑ℓ⋆
ℓ=1 exp(nℓMP(zℓ, λ)) < δ−η
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with zℓ = min{z ∈ Iλ̂ℓ : Fλ̂ℓ (z, z + ε) > ζδℓ or Gλ̂ℓ (z, z − ε) > ζδℓ}, where Iλ̂ℓ represents the
support of λ̂ℓ, for ℓ = 1, 2, · · · . Moreover,
Pr
{
b ≤ λ̂− ε, l ≤ ℓ⋆ | a
}
≤ Pr
{
λ ≤ λ̂− ε | λ
}
≤ η
2
+ Pr
{
a ≤ λ̂− ε, l ≤ ℓ⋆ | b
}
,
Pr
{
a ≥ λ̂+ ε, l ≤ ℓ⋆ | b
}
≤ Pr
{
λ ≥ λ̂+ ε | λ
}
≤ η
2
+ Pr
{
b ≥ λ̂+ ε, l ≤ ℓ⋆ | a
}
for any λ ∈ [a, b], where a and b are numbers such that 0 < b < a+ ε.
(V): Let the sample sizes of the multistage sampling scheme be a sequence nℓ =
⌈
mγℓ−1
⌉
, ℓ =
1, 2, · · · , where γ ≥ 1+ 1m > 1. Let ǫ > 0, 0 < η < 1 and c = −MP(λη , λ). Let κ be an integer such
that κ > max
{
τ, 1ln γ ln
(
1
cm
)
+ 1, 1ln γ ln
(
1
cm ln
γ
cǫ
)
+ 1, τ + 1γ−1 +
ln(ζδ)
ln 2
}
and MP(λη ,
λ
η + ε) <
ln(ζδκ)
nκ
.
Then, E[n] < ǫ+ n1 +
∑κ
ℓ=1(nℓ+1 − nℓ) Pr{l > ℓ}.
The proof of Theorem 49 is similar to that of Theorem 50, which is given at Appendix M.1.
8.1.2 Stopping Rule from Chernoff Bounds
By virtue of Chernoff bounds of the CDF & CCDF of λ̂ℓ, we propose a class of multistage sampling
schemes as follows.
Theorem 50 Suppose that, for ℓ = 1, 2, · · · , decision variable Dℓ assumes values 1 if MP(λ̂ℓ, λ̂ℓ+
ε) ≤ ln(ζδℓ)nℓ ; and assumes 0 otherwise. The following statements hold true.
(I): Pr{n <∞} = 1 provided that infℓ>0 nℓ+1nℓ > 1.
(II): E[n] <∞ provided that 1 < infℓ>0 nℓ+1nℓ ≤ supℓ>0
nℓ+1
nℓ
<∞.
(III): Pr{|λ̂− λ| < ε | λ} ≥ 1− δ for any λ > 0 provided that ζ ≤ 12(τ+1) .
(IV): Let 0 < η < ζδ and ℓ⋆ = τ + 1 +
⌈
ln(ζδ/η)
ln 2
⌉
. Then, Pr{|λ̂ − λ| ≥ ε | λ} < δ for any λ ∈
(λ,∞), where λ is a number such that λ > zℓ, ℓ = τ, · · · , ℓ⋆ and that
∑ℓ⋆
ℓ=1 exp(nℓMP(zℓ, λ)) < δ−η
with zℓ satisfying MP (zℓ, zℓ + ε) =
ln(ζδℓ)
nℓ
for ℓ = 1, 2, · · · . Moreover,
Pr
{
b ≤ λ̂− ε, l ≤ ℓ⋆ | a
}
≤ Pr
{
λ ≤ λ̂− ε | λ
}
≤ η
2
+ Pr
{
a ≤ λ̂− ε, l ≤ ℓ⋆ | b
}
,
Pr
{
a ≥ λ̂+ ε, l ≤ ℓ⋆ | b
}
≤ Pr
{
λ ≥ λ̂+ ε | λ
}
≤ η
2
+ Pr
{
b ≥ λ̂+ ε, l ≤ ℓ⋆ | a
}
for any λ ∈ [a, b], where a and b are numbers such that 0 < b < a+ ε.
(V): Let the sample sizes of the multistage sampling scheme be a sequence nℓ =
⌈
mγℓ−1
⌉
, ℓ =
1, 2, · · · , where γ ≥ 1+ 1m > 1. Let ǫ > 0, 0 < η < 1 and c = −MP(λη , λ). Let κ be an integer such
that κ > max
{
τ, 1ln γ ln
(
1
cm
)
+ 1, 1ln γ ln
(
1
cm ln
γ
cǫ
)
+ 1, τ + 1γ−1 +
ln(ζδ)
ln 2
}
and MP(λη ,
λ
η + ε) <
ln(ζδκ)
nκ
.
Then, E[n] < ǫ+ n1 +
∑κ
ℓ=1(nℓ+1 − nℓ) Pr{l > ℓ}.
See Appendix M.1 for a proof.
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8.1.3 Asymptotic Analysis of Multistage Sampling Schemes
In this subsection, we shall focus on the asymptotic analysis of the multistage sampling schemes
which follow stopping rules derived from Chernoff bounds of CDF & CCDF of λ̂ℓ as described in
Theorem 50.
Let λ∗ > 0. We assume that the sample sizes n1, n2, · · · are chosen as the ascending arrange-
ment of all distinct elements of the set{⌈
Cτ−ℓ ln(ζδ)
MP(λ∗, λ∗ + ε)
⌉
: ℓ = 1, 2, · · ·
}
, (97)
where τ is the maximum integer such that Cτ−1 ln(ζδ)
MP(λ∗,λ∗+ε)
≥ ln
1
ζδ
ε , i.e., Cτ−1 ≥ −MP(λ
∗,λ∗+ε)
ε . With
regard to the asymptotic performance of the sampling scheme, we have
Theorem 51 Let Na(λ, ε) = ln(ζδ)MP(λ,λ+ε) . Let Nf(λ, ε) be the minimum sample number n such that
Pr{|
∑n
i=1 Xi
n − λ| < ε | λ} > 1− ζδ for a fixed-size sampling procedure. Let jλ be the largest integer j
such that Cj ≥ λλ∗ . Let ν = 23 (1− λλ∗ ), d =
√
2 ln 1ζδ and κλ =
λ∗
λ Cjλ . Let ρλ =
λ∗
λ Cjλ−1− 1 if κλ = 1
and ρλ = κλ − 1 otherwise. For λ ∈ (0, λ∗), the following statements hold true:
(I): Pr
{
1 ≤ lim supε→0 nNa(λ,ε) ≤ 1 + ρλ
}
= 1. Specially, Pr
{
limε→0 nNa(λ,ε) = κλ
}
= 1 if κλ > 1.
(II): limε→0
E[n]
Nf (λ,ε) =
(
d
Zζδ
)2
× limε→0 E[n]Na(λ,ε) , where
lim
ε→0
E[n]
Na(λ, ε) =
κλ if κλ > 1,1 + ρλΦ(νd) otherwise
and 1 ≤ limε→0 E[n]Na(λ,ε) ≤ 1 + ρλ.
(III): If κλ > 1, then limε→0Pr{|λ̂ − λ| < ε} = 2Φ
(
d
√
κλ
) − 1 > 2Φ(d) − 1 > 1 − 2ζδ.
Otherwise, Φ (d)+Φ
(
d
√
1 + ρλ
)− 1 > limε→0 Pr{|λ̂−λ| < ε} = 1+Φ(d)−Φ(νd)−Ψ(ρλ , ν, d) >
Φ (d) + 2Φ
(
d
√
1 + ρλ
)− 2 > 1− 3ζδ.
See Appendix M.2 for a proof.
8.2 Control of Relative Error
In this subsection, we shall focus on the design of multistage sampling schemes for estimating
the Poisson parameter λ with a relative error criterion. Specifically, for ε ∈ (0, 1), we wish to
construct a multistage sampling scheme and its associated estimator λ̂ for λ such that Pr{|λ̂−λ| <
ελ | λ} > 1 − δ for any λ ∈ (0,∞). As will be seen below, our multistage sampling procedures
have infinitely many stages and deterministic sample sizes n1 < n2 < n3 < · · · . Moreover, the
confidence parameter for the ℓ-th stage, δℓ, is dependent on ℓ such that δℓ = δ for 1 ≤ ℓ ≤ τ and
δℓ = δ2
τ−ℓ for ℓ > τ , where τ is a positive integer.
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8.2.1 Stopping Rule from CDF & CCDF
By virtue of the CDF & CCDF of λ̂ℓ, we propose a class of multistage sampling schemes as
follows.
Theorem 52 Suppose that, for ℓ = 1, 2, · · · , decision variableDℓ assumes values 1 if Fλ̂ℓ(λ̂ℓ, λ̂ℓ1−ε ) ≤
ζδℓ, Gλ̂ℓ(λ̂ℓ,
λ̂ℓ
1+ε ) ≤ ζδℓ; and assumes 0 otherwise. The following statements hold true.
(I): Pr{n <∞} = 1 provided that infℓ>0 nℓ+1nℓ > 1.
(II): E[n] <∞ provided that 1 < infℓ>0 nℓ+1nℓ ≤ supℓ>0
nℓ+1
nℓ
<∞.
(III): Pr
{∣∣∣ λ̂−λλ ∣∣∣ < ε | λ} ≥ 1− δ for any λ > 0 provided that ζ ≤ 12(τ+1) .
(IV): Let 0 < η < ζδ and ℓ⋆ = τ + 1 +
⌈
ln(ζδ/η)
ln 2
⌉
. Then, Pr{|λ̂− λ| ≥ ελ | λ} < δ for any λ ∈
(0, λ), where λ is a number such that 0 < λ < zℓ, ℓ = 1, · · · , ℓ⋆ and that
∑ℓ⋆
ℓ=1 exp(nℓMP(zℓ, λ)) <
δ − η with zℓ = min{z ∈ Iλ̂ℓ : Fλ̂ℓ(z,
z
1−ε) > ζδℓ or Gλ̂ℓ(z,
z
1+ε) > ζδℓ}, where Iλ̂ℓ represents the
support of λ̂ℓ, for ℓ = 1, 2, · · · . Moreover,
Pr
{
b ≤ λ̂
1 + ε
, l ≤ ℓ⋆ | a
}
≤ Pr
{
λ ≤ λ̂
1 + ε
| λ
}
≤ η
2
+ Pr
{
a ≤ λ̂
1 + ε
, l ≤ ℓ⋆ | b
}
,
Pr
{
a ≥ λ̂
1− ε , l ≤ ℓ
⋆ | b
}
≤ Pr
{
λ ≥ λ̂
1− ε | λ
}
≤ η
2
+ Pr
{
b ≥ λ̂
1− ε , l ≤ ℓ
⋆ | a
}
for any λ ∈ [a, b], where a and b are numbers such that 0 < b < (1 + ε)a.
(V): Pr{|λ̂ − λ| ≥ ελ | λ} < δ for any λ ∈ (λ,∞), where λ is a number such that λ > z1 and
that 2 exp(n1MP((1 + ε)λ, λ)) + exp(n1MP(z1, λ)) < δ.
(VI): Let the sample sizes of the multistage sampling scheme be a sequence nℓ =
⌈
mγℓ−1
⌉
, ℓ =
1, 2, · · · , where γ ≥ 1+ 1m > 1. Let ǫ > 0, 0 < η < 1 and c = −MP(ηλ, λ). Let κ be an integer such
that κ > max
{
τ, 1ln γ ln
(
1
cm
)
+ 1, 1lnγ ln
(
1
cm ln
γ
cǫ
)
+ 1, τ + 1γ−1 +
ln(ζδ)
ln 2
}
and MP(ηλ,
ηλ
1+ε ) <
ln(ζδκ)
nκ
.
Then, E[n] < ǫ+ n1 +
∑κ
ℓ=1(nℓ+1 − nℓ) Pr{l > ℓ}.
8.2.2 Stopping Rule from Chernoff Bounds
By virtue of Chernoff bounds of the CDF & CCDF of λ̂ℓ, we propose a class of multistage sampling
schemes as follows.
Theorem 53 Suppose that, for ℓ = 1, 2, · · · , decision variable Dℓ assumes values 1 if λ̂ℓ ≥
ln(ζδℓ)
nℓ
1+ε
ε−(1+ε) ln(1+ε) ; and assumes 0 otherwise. The following statements hold true.
(I): Pr{n <∞} = 1 provided that infℓ>0 nℓ+1nℓ > 1.
(II): E[n] <∞ provided that 1 < infℓ>0 nℓ+1nℓ ≤ supℓ>0
nℓ+1
nℓ
<∞.
(III): Pr{|λ̂− λ| < ελ | λ} ≥ 1− δ for any λ > 0 provided that ζ ≤ 12(τ+1) .
(IV): Let 0 < η < ζδ and ℓ⋆ = τ + 1 +
⌈
ln(ζδ/η)
ln 2
⌉
. Then, Pr{|λ̂− λ| ≥ ελ | λ} < δ for any λ ∈
(0, λ), where λ is a number such that 0 < λ < zℓ, ℓ = τ, · · · , ℓ⋆ and that
∑ℓ⋆
ℓ=1 exp(nℓMP(zℓ, λ)) <
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δ − η with zℓ = ln(ζδℓ)nℓ 1+εε−(1+ε) ln(1+ε) for ℓ = 1, 2, · · · . Moreover,
Pr
{
b ≤ λ̂
1 + ε
, l ≤ ℓ⋆ | a
}
≤ Pr
{
λ ≤ λ̂
1 + ε
| λ
}
≤ η
2
+ Pr
{
a ≤ λ̂
1 + ε
, l ≤ ℓ⋆ | b
}
,
Pr
{
a ≥ λ̂
1− ε , l ≤ ℓ
⋆ | b
}
≤ Pr
{
λ ≥ λ̂
1− ε | λ
}
≤ η
2
+ Pr
{
b ≥ λ̂
1− ε , l ≤ ℓ
⋆ | a
}
for any λ ∈ [a, b], where a and b are numbers such that 0 < b < (1 + ε)a.
(V): Pr{|λ̂ − λ| ≥ ελ | λ} < δ for any λ ∈ (λ,∞), where λ is a number such that λ > z1 and
that 2 exp(n1MP((1 + ε)λ, λ)) + exp(n1MP(z1, λ)) < δ.
(VI): Let the sample sizes of the multistage sampling scheme be a sequence nℓ =
⌈
mγℓ−1
⌉
, ℓ =
1, 2, · · · , where γ ≥ 1+ 1m > 1. Let ǫ > 0, 0 < η < 1 and c = −MP(ηλ, λ). Let κ be an integer such
that κ > max
{
τ, 1ln γ ln
(
1
cm
)
+ 1, 1lnγ ln
(
1
cm ln
γ
cǫ
)
+ 1, τ + 1γ−1 +
ln(ζδ)
ln 2
}
and MP(ηλ,
ηλ
1+ε ) <
ln(ζδκ)
nκ
.
Then, E[n] < ǫ+ n1 +
∑κ
ℓ=1(nℓ+1 − nℓ) Pr{l > ℓ}.
See Appendix M.3 for a proof.
8.2.3 Asymptotic Analysis of Multistage Sampling Schemes
In this subsection, we shall focus on the asymptotic analysis of the multistage sampling schemes
which follow stopping rules derived from Chernoff bounds of CDF & CCDF of λ̂ℓ as described in
Theorem 53. We assume that the sample sizes n1, n2, · · · are chosen as the ascending arrangement
of all distinct elements of the set
 Cτ−ℓ ln(ζδ)MP (λ′, λ′1+ε)
 : ℓ = 1, 2, · · ·
 (98)
with 0 < λ′ < λ′′, where τ is the maximum integer such that Cτ−1 ln(ζδ)
MP
(
λ′, λ
′
1+ε
) ≥ ln(ζδ)
MP
(
λ′′, λ
′′
1+ε
) , i.e.,
Cτ−1 ≥
MP
(
λ′, λ
′
1+ε
)
MP
(
λ′′, λ
′′
1+ε
) . With regard to the asymptotic performance of the sampling scheme, we
have
Theorem 54 Let Nr(λ, ε) = ln(ζδ)
MP(λ,
λ
1+ε )
. Let Nf(λ, ε) be the minimum sample number n such that
Pr{|
∑n
i=1 Xi
n −λ| < ελ | λ} > 1−ζδ for a fixed-size sampling procedure. Let jλ be the largest integer j
such that Cj ≥ λ′λ . Let d =
√
2 ln 1ζδ and κλ =
λ
λ′Cjλ . Let ρλ =
λ
λ′Cjλ−1−1 if κλ = 1 and ρλ = κλ−1
otherwise. For λ ∈ (λ′, λ′′), the following statements hold true:
(I): Pr
{
1 ≤ lim supε→0 nNr(λ,ε) ≤ 1 + ρλ
}
= 1. Specially, Pr
{
limε→0 nNr(λ,ε) = κλ
}
= 1 if κλ > 1.
(II): limε→0
E[n]
Nf (λ,ε) =
(
d
Zζδ
)2
× limε→0 E[n]Nr(λ,ε) , where
lim
ε→0
E[n]
Nr(λ, ε) =
κλ if κλ > 1,1 + ρλ2 otherwise
and 1 ≤ limε→0 E[n]Nr(λ,ε) ≤ 1 + ρλ.
(III): limε→0 Pr{|λ̂− λ| < ελ} = 2Φ
(
d
√
κλ
)− 1 ≥ 2Φ (d)− 1 > 1− 2ζδ.
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See Appendix M.4 for a proof.
8.3 Control of Absolute and Relative Errors
In this section, we shall focus on the design of multistage sampling schemes for estimating Poisson
parameter λ with a mixed error criterion. Specifically, for εa > 0 and 0 < εr < 1, we wish to
construct a multistage sampling scheme and its associated estimator λ̂ for λ such that Pr{|λ̂−λ| <
εa, |λ̂−λ| < εrλ | λ} > 1−δ for any λ ∈ (0,∞). This is equivalent to the construction of a random
interval with lower limit L (λ̂) and upper limit U (λ̂) such that Pr{L (λ̂) < λ < U (λ̂) | λ} > 1−δ
for any λ ∈ (0,∞), where L (.) and U (.) are functions such that L (z) = min{z − εa, z1+εr } and
U (z) = max{z + εa, z1−εr } for z ∈ [0,∞). In the sequel, we shall propose multistage sampling
schemes such that the number of stages, s, is finite and that the sample sizes are deterministic
numbers n1 < n2 < · · · < ns.
8.3.1 Stopping Rules from CDF & CCDF and Chernoff Bounds
To estimate λ with a mixed precision criterion, we propose two types of multistage sampling
schemes with different stopping rules as follows.
Stopping Rule (i): For ℓ = 1, · · · , s, decision variable Dℓ assumes value 1 if Fλ̂ℓ(λ̂ℓ,U (λ̂ℓ)) ≤
ζδ, G
λ̂ℓ
(λ̂ℓ,L (λ̂ℓ)) ≤ ζδ; and assumes value 0 otherwise.
Stopping Rule (ii): For ℓ = 1, · · · , s, decision variable Dℓ assumes value 1 if
max{MP(λ̂ℓ,L (λ̂ℓ)), MP(λ̂ℓ,U (λ̂ℓ))} ≤ ln(ζδ)
nℓ
;
and assumes value 0 otherwise.
Stopping rule (i) is derived by virtue of the CDF & CCDF of λ̂ℓ. Stopping rule (ii) is derived
by virtue of Chernoff bounds of the CDF & CCDF of λ̂ℓ. For both types of multistage sampling
schemes described above, we have the following results.
Theorem 55 Suppose that the sample size for the s-th stage is no less than
⌈
ln(ζδ)
MP(
εa
εr
+εa,
εa
εr
)
⌉
.
Then,
Pr{λ ≤ L (λ̂) | λ} ≤
s∑
ℓ=1
Pr{λ ≤ L (λ̂ℓ), Dℓ = 1 | λ} ≤ sζδ,
Pr{λ ≥ U (λ̂) | λ} ≤
s∑
ℓ=1
Pr{λ ≥ U (λ̂ℓ), Dℓ = 1 | λ} ≤ sζδ
for any λ > 0. Moreover, Pr{|λ̂ − λ| < εa or | λ̂−λλ | < εr | λ} > 1 − δ for any λ > 0 provided that
Pr{λ ≤ L (λ̂) | λ}+ Pr{λ ≥ U (λ̂) | λ} < δ for any λ ∈ (0, λ], where λ > 0 is the unique number
satisfying
∑s
ℓ=1 exp(nℓMP(λ(1 + εr), λ)) =
δ
2 .
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See Appendix M.5 for a proof. Based on the criteria proposed in Section 2.1, the sample sizes
n1 < n2 < · · · < ns can be chosen as the ascending arrangement of all distinct elements of{⌈
Cτ−ℓ ln(ζδ)
MP(
εa
εr
+ εa,
εa
εr
)
⌉
: ℓ = 1, · · · , τ
}
, (99)
where τ is the maximum integer such that Cτ−1 ln(ζδ)
MP(
εa
εr
+εa,
εa
εr
) ≥
ln 1
ζδ
εa
, i.e., Cτ−1 ≥ −MP(
εa
εr
+εa,
εa
εr
)
εa
. For
such a choice of sample sizes, as a result of Theorem 55, we have that Pr{|λ̂ − λ| < εa or | λ̂−λλ | <
εr | λ} > 1− δ for any λ > 0 provided that ζ < 12τ .
To evaluate the coverage probability associated with a multistage sampling scheme following
a stopping rule derived from Chernoff bounds, we need to express {Dℓ = i} in terms of Kℓ. For
this purpose, the following result is useful.
Theorem 56 Let λ⋆ = εaεr . Then, {Dℓ = 0} = {MP(λ̂ℓ,L (λ̂ℓ)) >
ln(ζδ)
nℓ
} ∪ {MP(λ̂ℓ,U (λ̂ℓ)) > ln(ζδ)nℓ }
for ℓ = 1, · · · , s− 1 and the following statements hold true:
(I) {MP(λ̂ℓ,L (λ̂ℓ)) > ln(ζδ)nℓ } = {nℓ z−a < Kℓ < nℓ z+r } where z+r is the unique solution of equation
MP(z,
z
1+εr
) = ln(ζδ)nℓ with respect to z ∈ (λ⋆ + εa,∞), and z−a is the unique solution of equation
MP(z, z − εa) = ln(ζδ)nℓ with respect to z ∈ (εa, λ⋆ + εa).
(II)
{
MP(λ̂ℓ,U (λ̂ℓ)) >
ln(ζδ)
nℓ
}
=

{0 ≤ Kℓ < nℓ z−r } for nℓ <
ln 1ζδ
εa
,
{nℓ z+a < Kℓ < nℓ z−r } for
ln 1ζδ
εa
≤ nℓ < ln(ζδ)MP(λ⋆−εa,λ⋆) ,
∅ for nℓ ≥ ln(ζδ)MP(λ⋆−εa,λ⋆)
where z−r is the unique solution of equation MP(z, z1−εr ) =
ln(ζδ)
nℓ
with respect to z ∈ (λ⋆ − εa,∞),
and z+a is the unique solution of equation MP(z, z + εa) =
ln(ζδ)
nℓ
with respect to z ∈ [0, λ⋆ − εa).
Theorem 56 can be shown by a variation of the argument for Theorem 34.
8.3.2 Asymptotic Stopping Rule
It should be noted that, for small εa and εr, we can simplify, by using Taylor’s series expansion
formula ln(1+ x) = x− x22 + o(x2), the sampling schemes as described in Section 8.3.1 as follows:
(i) The sequence of sample sizes n1, · · · , ns is defined as the ascending arrangement of all
distinct elements of
{⌈
Cτ−ℓ
(
2
εr
)
ln 1ζδ
⌉
: ℓ = 1, · · · , τ
}
, where τ is the maximum integer such that
Cτ−1 ≥ εr2 .
(ii) The decision variables are defined such that Dℓ = 1 if nℓ ≥
λ̂ℓ 2 ln
1
ζδ
max{ε2a, (εrλ̂ℓ)2}
; and Dℓ = 0
otherwise.
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For such a simplified sampling scheme, we have
s∑
ℓ=1
Pr
{
|λ̂ℓ − λ| ≥ max{εa, εrλ}, Dℓ = 1
}
≤
s∑
ℓ=1
Pr
{
|λ̂ℓ − λ| ≥ max{εa, εrλ}
}
≤
τ∑
ℓ=1
Pr
{
|λ̂ℓ − λ| ≥ max{εa, εrλ}
}
≤
τ∑
ℓ=1
2 exp
(
nℓMP
(
εa
εr
+ εa,
εa
εr
))
(100)
< 2τ exp
(
n1MP
(
εa
εr
+ εa,
εa
εr
))
, (101)
where (100) is due to Theorem 1 of [13]. As can be seen from (101), the last bound is independent
of λ and can be made smaller than δ if ζ is sufficiently small. This establishes the claim and it
follows that Pr
{∣∣∣λ̂− λ∣∣∣ < εa or ∣∣∣ λ̂−λλ ∣∣∣ < εr | λ} > 1− δ for any λ ∈ (0,∞) if ζ is sufficiently small.
8.3.3 Asymptotic Analysis of Multistage Sampling Schemes
In this subsection, we shall focus on the asymptotic analysis of multistage inverse sampling
schemes. Throughout this subsection, we assume that the multistage sampling schemes follow
stopping rules derived from Chernoff bounds as described in Section 8.3.1. Moreover, we assume
that the sample sizes n1, · · · , ns are chosen as the ascending arrangement of all distinct elements
of the set defined by (99).
With regard to the tightness of the double-decision-variable method, we have
Theorem 57 Let R be a subset of real numbers. Define
P =
s∑
ℓ=1
Pr{λ̂ℓ ∈ R, Dℓ−1 = 0, Dℓ = 1}, P = 1−
s∑
ℓ=1
Pr{λ̂ℓ /∈ R, Dℓ−1 = 0, Dℓ = 1}.
Then, P ≤ Pr{λ̂ ∈ R} ≤ P and limεa→0 |Pr{λ̂ ∈ R} − P | = limεa→0 |Pr{λ̂ ∈ R} − P | = 0 for any
λ ∈ (0,∞), where the limits are taken under the constraint that εaεr is fixed.
See Appendix M.6 for a proof.
With regard to the asymptotic performance of the sampling scheme as εa and εr tend to 0,
we have
Theorem 58 Let Nf(λ, εa, εr) be the minimum sample number n such that
Pr
{∣∣∣∣∑ni=1Xin − λ
∣∣∣∣ < εa or ∣∣∣∣∑ni=1Xin − λ
∣∣∣∣ < εrλ | λ} > 1− ζδ
for a fixed-size sampling procedure. Let Nm(λ, εa, εr) = ln(ζδ)max{MP(λ,λ), MP(λ,λ)} , where λ = min{λ −
εa,
λ
1+εr
} and λ = max{λ+ εa, λ1−εr }. Define λ⋆ = εaεr , d =
√
2 ln 1ζδ ,
r(λ) =
 λλ⋆ for λ ∈ (0, λ⋆],λ⋆
λ for λ ∈ (λ⋆,∞)
ν =
13
(
2− λλ⋆
)
for λ ∈ (0, λ⋆],
1 for λ ∈ (λ⋆,∞).
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Let κλ =
Cjλ
r(λ) , where jλ is the maximum integer j such that Cj ≥ r(λ). Let ρλ = Cjλ−1r(λ) − 1
if κλ = 1, jλ > 0 and ρλ = κλ − 1 otherwise. The following statements hold true under the
condition that εaεr is fixed.
(I): Pr
{
1 ≤ lim supεa→0 nNm(λ,εa,εr) ≤ 1 + ρλ
}
= 1. Specially, Pr
{
limεa→0
n
Nm(λ,εa,εr) = κλ
}
= 1 if
κλ > 1.
(II): limεa→0
E[n]
Nf(λ,εa,εr) =
(
d
Zζδ
)2
× limεa→0 E[n]Nm(λ,εa,εr) , where
lim
εa→0
E[n]
Nm(λ, εa, εr) =
κλ if κλ > 1,1 + ρλΦ(νd) otherwise
and 1 ≤ limεa→0 E[n]Nm(λ,εa,εr) ≤ 1 + ρλ.
(III): If κλ > 1, then limεa→0 Pr{|λ̂−λ| < εa or |λ̂−λ| < εrλ} = 2Φ
(
d
√
κλ
)−1 > 2Φ (d)−1 >
1 − 2ζδ. Otherwise, Φ (d) + Φ (d√1 + ρλ) − 1 > limεa→0 Pr{|λ̂ − λ| < εa or |λ̂ − λ| < εrλ} =
1 + Φ(d)− Φ(νd)−Ψ(ρλ, ν, d) > Φ (d) + 2Φ
(
d
√
1 + ρλ
)− 2 > 1− 3ζδ.
See Appendix M.7 for a proof.
9 Estimation of Finite Population Proportion
In this section, we consider the problem of estimating the proportion of a finite population,
which has been discussed in Section 2.6. We shall focus on multistage sampling schemes with
deterministic sample sizes n1 < n2 < · · · < ns. Our methods are described in the sequel.
Define Kℓ =
∑nℓ
i=1Xi, p̂ℓ =
Kℓ
nℓ
for ℓ = 1, · · · , s. Suppose the stopping rule is that sampling
without replacement is continued until Dℓ = 1 for some ℓ ∈ {1, · · · , s}. Define p̂ = p̂l, where l is
the index of stage at which the sampling is terminated.
By using various functions to define random intervals, we can unify the estimation problems
associated with absolute, relative and mixed precision. Specifically, for estimating p with margin
of absolute error ε ∈ (0, 1), we have Pr{|p̂ − p| ≤ ε} = Pr{L (p̂) < p < U (p̂)}, where L (.)
and U (.) are functions such that L (z) = 1N ⌈N(z − ε)⌉ − 1N and U (z) = 1N ⌊N(z + ε)⌋ + 1N for
z ∈ [0, 1]. For estimating p with margin of relative error ε ∈ (0, 1), we have Pr{|p̂ − p| ≤ εp} =
Pr{L (p̂) < p < U (p̂)}, where L (.) and U (.) are functions such that L (z) = 1N ⌈Nz/(1 + ε)⌉− 1N
and U (z) = 1N ⌊Nz/(1− ε)⌋ + 1N for z ∈ [0, 1]. For estimating p with margin of absolute error
εa ∈ (0, 1) and margin of relative error εr ∈ (0, 1), we have Pr{|p̂ − p| ≤ εa or |p̂ − p| ≤ εrp} =
Pr{L (p̂) < p < U (p̂)}, where L (.) and U (.) are functions such that
L (z) =
1
N
⌈
N min
(
z − εa, z
1 + εr
)⌉
− 1
N
, U (z) =
1
N
⌊
N max
(
z + εa,
z
1− εr
)⌋
+
1
N
for z ∈ [0, 1]. Therefore, multistage estimation problems associated with absolute, relative and
mixed precision can be cast as the general problem of constructing a random interval with lower
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limit L (p̂) and upper limit L (p̂) such that Pr{L (p̂) < p < U (p̂)} ≥ 1 − δ. For this purpose,
making use of Theorems 2 and 9, we immediately obtain the following result.
Corollary 3 Suppose the sample size of the s-th stage is no less than the minimum number n such
that 1−SN (k−1, n,L ( kn)) ≤ ζδ and SN (k, n,U ( kn)) ≤ ζδ for 0 ≤ k ≤ n. For ℓ = 1, · · · , s, define
Dℓ such that Dℓ assumes value 1 if 1 − SN (Kℓ − 1, nℓ,L (p̂ℓ)) ≤ ζδ, SN (Kℓ, nℓ,U (p̂ℓ)) ≤ ζδ;
and assumes value 0 otherwise. Then,
Pr{p ≤ L (p̂) | p} ≤
s∑
ℓ=1
Pr{p ≤ L (p̂ℓ), Dℓ = 1 | p} ≤ sζδ,
Pr{p ≥ U (p̂) | p} ≤
s∑
ℓ=1
Pr{p ≥ U (p̂ℓ), Dℓ = 1 | p} ≤ sζδ
and Pr{L (p̂) < p < U (p̂) | p} ≥ 1− 2sζδ for any p ∈ Θ.
Let
nmin = 1 +max
{
n : 1− SN
(
k − 1, n,L
(
k
n
))
> ζδ or SN
(
k, n,U
(
k
n
))
> ζδ for 0 ≤ k ≤ n
}
,
nmax = min
{
n : 1− SN
(
k − 1, n,L
(
k
n
))
≤ ζδ and SN
(
k, n,U
(
k
n
))
≤ ζδ for 0 ≤ k ≤ n
}
.
Based on the criteria proposed in Section 2.1, the sample sizes n1 < n2 < · · · < ns can be chosen
as the ascending arrangement of all distinct elements of the set {⌈Cτ−ℓ nmax⌉ : 1 ≤ ℓ ≤ τ}, where τ
is the maximum integer such that Cτ−1 ≥ nminnmax .
Now, define
C(z, p, n,N) =

(Npn )
(Nn)
for z = 1,
(Npnz)(
N−Np
n−nz )
(⌊(N+1)z⌋nz )(
N−⌊(N+1)z⌋
n−nz )
for z ∈ { kn : k ∈ Z, 0 ≤ k < n}
(102)
where p ∈ Θ. In order to develop multistage sampling schemes with simple stopping boundaries,
we have the following results.
Corollary 4 Suppose the sample size of the s-th stage is no less than the minimum number n
such that C( kn ,L ( kn), n,N) ≤ ζδ and C( kn ,U ( kn), n,N) ≤ ζδ for 0 ≤ k ≤ n. For ℓ = 1, · · · , s,
define Dℓ such that Dℓ assumes value 1 if C(p̂ℓ,L (p̂ℓ), nℓ, N) ≤ ζδ, C(p̂ℓ,U (p̂ℓ), nℓ, N) ≤ ζδ;
and assumes value 0 otherwise. Then,
Pr{p ≤ L (p̂) | p} ≤
s∑
ℓ=1
Pr{p ≤ L (p̂ℓ), Dℓ = 1 | p} ≤ sζδ,
Pr{p ≥ U (p̂) | p} ≤
s∑
ℓ=1
Pr{p ≥ U (p̂ℓ), Dℓ = 1 | p} ≤ sζδ
and Pr{L (p̂) < p < U (p̂) | p} ≥ 1− 2sζδ for any p ∈ Θ.
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Corollary 4 can be shown by using Theorems 2, 9 and the inequalities obtained by Chen [16]
as follows:
Pr
{∑n
i=1Xi
n
≥ z | p
}
≤ C(z, p, n,N) for z ∈
{
k
n
: k ∈ Z, np ≤ k ≤ n
}
, (103)
Pr
{∑n
i=1Xi
n
≤ z | p
}
≤ C(z, p, n,N) for z ∈
{
k
n
: k ∈ Z, 0 ≤ k ≤ np
}
(104)
where p ∈ Θ. Since ∑ni=1Xi has a hypergeometric distribution, the above inequalities (103) and
(104) provide simple bounds for the tail probabilities of hypergeometric distribution, which are
substaintially less conservative than Hoeffding’s inequalities [47].
It is well known that, for a sampling without replacement with size n, to guarantee that the
estimator p̂ =
∑n
i=1 Xi
n of the proportion p =
M
N satisfy Pr {|p̂− p| ≤ ε} ≥ 1− δ, it suffices to have
n ≥ Np(1−p)
p(1−p)+(N−1)ε2/Z2
δ/2
, or equivalently, Z2δ/2
(
N
n − 1
)
p(1−p) ≤ (N−1)ε2 (see formula (1) in page 41
of [68]). Therefore, for a very small margin of absolute error ε, we can develop simple multistage
sampling schemes based normal approximation as follows.
To estimate the population proportion p ∈ Θ with margin of absolute error ε ∈ (0, 1), we can
choose the sample sizes n1 < n2 < · · · < ns as the ascending arrangement of all distinct elements
of the set
{⌈
NCτ−ℓ
1+4(N−1)ε2/Z2ζδ
⌉
: ℓ = 1, · · · , τ
}
, where τ is a positive integer. With such a choice of
sample sizes, we define a stopping rule such that sampling is continued until
Z2ζδ
(
N
nℓ
− 1
)
p̂ℓ(1− p̂ℓ) ≤ (N − 1)ε2
is satisfied at some stage with index ℓ. Then, Pr {|p̂− p| ≤ ε | p} ≥ 1− δ for any p ∈ Θ provided
that the coverage tuning parameter ζ is sufficiently small. In order to improve performance,
following the similar idea as the stopping rule associated with (49), we propose a more general
stopping rule such that sampling is continued until(∣∣∣∣p̂ℓ − 12
∣∣∣∣− wε)2 ≥ 14 + ε2nℓ2 ln(ζδ) × N − 1N − nℓ (105)
is satisfied at some stage with index ℓ ∈ {1, · · · , s}. Here, w ≥ 0 is a parameter affecting the shape
of the stopping boundary. The factor N−1N−nℓ is introduced in consideration of finite population
size. Under the restriction that 0 < wε ≤ 14 , the minimum sample size n1 should be chosen as the
smallest integer such that
(
1
2 − wε
)2 ≥ 14 + ε2n12 ln(ζδ) × N−1N−n1 . The maximum sample size ns should
be chosen as the smallest integer such that 14 +
ε2ns
2 ln(ζδ) × N−1N−ns ≤ 0. Clearly, for 0 < w ≤ 14ε ,
Pr {|p̂− p| ≤ ε | p} ≥ 1 − δ for any p ∈ Θ provided that the coverage tuning parameter ζ is
sufficiently small. By virtue of the bisection coverage tuning technique and optimization over w,
stopping rules of excellence performance can be obtained.
To estimate the population proportion p ∈ Θ with margin of relative error ε ∈ (0, 1), we can
choose the sample sizes n1 < n2 < · · · < ns as the ascending arrangement of all distinct elements
97
of the set {⌈NCτ−ℓ⌉ : ℓ = 1, · · · , τ}. The stopping rule is that sampling is continued until
Z2ζδ
(
N
nℓ
− 1
)
(1− p̂ℓ) ≤ (N − 1)ε2p̂ℓ
is satisfied at some stage with index ℓ. Then, Pr {|p̂− p| ≤ εp | p} ≥ 1− δ for any p ∈ Θ provided
that the coverage tuning parameter ζ is sufficiently small. In order to improve the performance of
coverage probability, we propose to revise (105) to produce the following stopping rule: Continue
sampling until (∣∣∣∣p̂ℓ − 12
∣∣∣∣− wǫℓ)2 ≥ 14 + ǫ2ℓnℓ2 ln(ζδ) × N − 1N − nℓ (106)
is satisfied at some stage with index ℓ ∈ {1, · · · , s}, where ǫℓ = εp̂ℓ and w ≥ 0 is a parameter
affecting the shape of the stopping boundary. As suggested in Section 2.1, the maximum sample
size ns should be defined as the smallest integer such that the sampling process is sure to be
terminated at or before the s-th stage. The minimum sample size n1 should be defined as the
smallest integer such that the sampling process has a positive probability to be terminated at
the first stage. For this revised stopping rule, it can be shown that the coverage probability
Pr {|p̂− p| ≤ εp | p} is no less than 1 − δ for any p ∈ Θ provided that the coverage tuning
parameter ζ is sufficiently small.
To estimate the population proportion p ∈ Θ with margin of absolute error εa ∈ (0, 1) and
margin of relative error εr ∈ (0, 1), we can choose the sample sizes n1 < n2 < · · · < ns as
the ascending arrangement of all distinct elements of the set {⌈n⋆Cτ−ℓ⌉ : ℓ = 1, · · · , τ}, where
n⋆ = Np
⋆(1−p⋆)
p⋆(1−p⋆)+(N−1)ε2a/Z2ζδ
with p⋆ = εaεr <
1
2 . The stopping rule is that sampling is continued until
Z2ζδ
(
N
nℓ
− 1
)
p̂ℓ(1− p̂ℓ) ≤ (N − 1)max{ε2a, (εrp̂ℓ)2}
is satisfied at some stage with index ℓ. Then, Pr{|p̂ − p| ≤ εa or |p̂ − p| ≤ εrp | p} ≥ 1 − δ for
any p ∈ Θ provided that the coverage tuning parameter ζ is sufficiently small. In order to further
reduce sampling cost, we propose to revise (105) to produce the following stopping rule: Continue
sampling until (∣∣∣∣p̂ℓ − 12
∣∣∣∣− wǫℓ)2 ≥ 14 + ǫ2ℓnℓ2 ln(ζδ) × N − 1N − nℓ (107)
is satisfied at some stage with index ℓ ∈ {1, · · · , s}, where ǫℓ = max{εa, εrp̂ℓ} and w ≥ 0 is a
parameter affecting the shape of the stopping boundary. The minimum sample size n1 and the
maximum sample size ns can be chosen as suggested in Section 2.1. For this revised stopping
rule, it can be shown that Pr{|p̂ − p| ≤ εa or |p̂ − p| ≤ εrp | p} ≥ 1 − δ for any p ∈ Θ provided
that the coverage tuning parameter ζ is sufficiently small.
Before concluding this section, we want to propose another class of stopping rules as follows:
(i): Continue sampling until
(
p̂ℓ − 12
)2 ≥ 14 + wnℓ N−nℓN−1 + ε2nℓ2 ln(ζδ) × N−1N−nℓ is satisfied at some stage
with index ℓ ∈ {1, · · · , s}. This stopping rule ensures Pr{|p̂ − p| ≤ ε | p} ≥ 1 − δ for any
p ∈ Θ provided that the coverage tuning parameter ζ > 0 is sufficiently small.
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(ii): Continue sampling until
(
p̂ℓ − 12
)2 ≥ 14 + wnℓ N−nℓN−1 + ǫ2ℓnℓ2 ln(ζδ) × N−1N−nℓ is satisfied at some stage
with index ℓ ∈ {1, · · · , s}, where ǫℓ = εp̂ℓ and w ≥ 0 is a parameter affecting the shape of
the stopping boundary. This stopping rule ensures Pr{|p̂ − p| ≤ εp | p} ≥ 1 − δ for any
p ∈ Θ provided that the coverage tuning parameter ζ > 0 is sufficiently small.
(iii): Continue sampling until
(
p̂ℓ − 12
)2 ≥ 14 + wnℓ N−nℓN−1 + ǫ2ℓnℓ2 ln(ζδ) × N−1N−nℓ is satisfied at some stage
with index ℓ ∈ {1, · · · , s}, where ǫℓ = max{εa, εrp̂ℓ} and w ≥ 0 is a parameter affecting the
shape of the stopping boundary. This stopping rule ensures Pr{|p̂−p| ≤ εa or |p̂−p| ≤ εrp |
p} ≥ 1 − δ for any p ∈ Θ provided that the coverage tuning parameter ζ > 0 is sufficiently
small.
10 Estimation of Multivariate-Hypergeometric Proportions
In this section, we propose to construct simultaneous confidence intervals for the parameters of a
multivariate hypergeometric distribution by using techniques similar to the methods for estimating
the multinomial proportions as described in Section 6.
Consider a population of N units, among which there are M1 units of category C1, M2 units
of category C2, · · · , and Mκ units of category Cκ, where
∑κ
ℓ=1Mℓ = N . For ℓ = 1, · · · , κ, the
proportion of the ℓ-th category is pℓ =
Mℓ
N . It is a frequent problem to construct simultaneous
confidence intervals for p1, · · · , pκ based on sampling without replacement. This is equivalent to
construct simultaneous confidence intervals for M1, · · · ,Mκ. For ℓ = 1, · · · , κ, let Xℓ denote the
number of units of the ℓ-th category among n units drawn from the population by sampling without
replacement. The vector X = (X1, · · · ,Xκ) follows a multivariate hypergeometric distribution
with parameters n, N and p, where p
def
= (M1N , · · · , Mκ−1N ). Define
Θ
def
=
{(
M1
N
, · · · , Mκ−1
N
)
: M1, · · · ,Mκ−1 are nonnegative integers such that
κ−1∑
ℓ=1
Mℓ ≤ N
}
.
For p ∈ Θ, the probability mass function of the multivariate hypergeometric distribution is given
by
Pr{Xℓ = xℓ, ℓ = 1, · · · κ} =
∏κ
ℓ=1
(Npℓ
xℓ
)(N
n
) ,
where x1, · · · , xκ are integers such that
∑κ
ℓ=1 xℓ = n and 0 ≤ xℓ ≤ Npℓ, ℓ = 1, · · · , κ. In many
applications, it is desirable to construct simultaneous confidence intervals [Lℓ(p̂ℓ), Uℓ(p̂ℓ)], ℓ =
1, · · · , κ such that
Pr{Lℓ(p̂ℓ) ≤ pℓ ≤ Uℓ(p̂ℓ), ℓ = 1, · · · , κ | p} > 1− δ
for any p ∈ Θ, where δ ∈ (0, 1) is a pre-specified confidence parameter and p̂ℓ def= Xℓn for ℓ =
1, · · · , κ.
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As in the case of estimating multinomial proportions, we propose to solve this problem by
virtue of the coverage tuning technique with main ideas as follows:
(i) Seek a class of simultaneous confidence intervals [Lℓ(p̂ℓ), Uℓ(p̂ℓ)], ℓ = 1, · · · , κ such that
the coverage probability, denoted by P (ζ,p)
def
= Pr{Lℓ(p̂ℓ) ≤ pℓ ≤ Uℓ(p̂ℓ), ℓ = 1, · · · , κ | p}, can
be controlled by the coverage tuning parameter ζ > 0.
(ii) Choose the lower and upper confidence limits Lℓ(p̂ℓ) and Uℓ(p̂ℓ) to be nondecreasing
functions of p̂ℓ for ℓ = 1, · · · , κ.
(iii) Use Adapted Branch and Bound method in Appendix T to determine whether the com-
plementary coverage probability Ψ(ζ,p)
def
= 1 − P (ζ,p) of the simultaneous confidence intervals
associated with ζ is no greater than δ for any p ∈ Θ.
(iv) Apply bisection coverage tuning method to determine ζ > 0 as large as possible such that
P (ζ,p) ≥ 1− δ for any p ∈ Θ.
In order to construct confidence intervals fulfilling the above requirements (i) and (ii), one
typical method is based on normal approximation. Another well-known method is similar to
constructing binomial confidence intervals proposed by Clopper and Pearson (1934). The later
approach can be described as follows.
For ℓ = 1, · · · , κ, define
Lℓ(p̂ℓ) = min
{
p ∈ P :
∑n
i=Xℓ
(Np
i
)(N−Np
n−i
)(N
n
) > ζδ
2
}
,
Uℓ(p̂ℓ) = max
{
p ∈ P :
∑Xℓ
i=0
(Np
i
)(N−Np
n−i
)(N
n
) > ζδ
2
}
,
where P
def
= { iN : i = 0, 1, 2, · · · , N}. Clearly, Pr{Lℓ(p̂ℓ) ≤ pℓ ≤ Uℓ(p̂ℓ) | pℓ} ≥ 1 − ζδ for
ℓ = 1, · · · , κ. It follows from Bonferroni’s inequality that the simultaneous confidence intervals
[Lℓ(p̂ℓ), Uℓ(p̂ℓ)], ℓ = 1, · · · , κ have a coverage probability no less than 1− κζδ for all p ∈ Θ.
Since the structure of the simultaneous confidence intervals can be determined so that the
coverage probability P (ζ,p) is controlled by ζ, we can apply the bisection coverage tuning
method to obtain ζ > 0 as large as possible such that P (ζ,p) ≥ 1 − δ for any p ∈ Θ. A
critical subroutine for bisection coverage tuning is to determine, via Adapted Branch and Bound
technique in Appendix T, whether a given ζ > 0 is sufficiently small to guarantee that the
coverage probability P (ζ,p) of the simultaneous confidence intervals associated with ζ is no
less than 1 − δ for any p ∈ Θ. This subroutine requires computable bounds of Ψ(ζ,p) for
p ∈ Θ in a hypercube Q = {(p1, · · · , pκ−1) : pℓ ∈ [pℓ, pℓ] ∩ P, ℓ = 1, · · · , κ − 1}, where
p
ℓ
, pℓ ∈ P, 0 ≤ pℓ ≤ pℓ ≤ 1, ℓ = 1, · · · , κ − 1 and
∑κ−1
ℓ=1 pℓ ≤ 1. In the sequel, we will
establish such desired bounds.
Let a = (a1, · · · , aν) and b = (b1, · · · , bν) be integer-valued vectors. Let θ = (θ1, · · · , θν) be a
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vector of nonnegative elements θi ∈ P, i = · · · , ν. Define multivariate function
S(a, b,θ, n,N) =
min{n,b1}∑
x1=max{0,a1}
· · ·
min{n,bν}∑
xν=max{0,aν}
∏κ
ℓ=1
(Nθℓ
xℓ
)(N
n
) I( n∑
ℓ=1
xℓ = n
)
,
where I(E) denotes the indicator function for the event E . Assume that Uℓ(1) ≥ 1 and Lℓ(0) ≤ 0 for
ℓ = 1, · · · , κ. For ℓ = 1, · · · , κ, since the lower confidence limit Lℓ(p̂ℓ) is a nondecreasing function
of p̂ℓ, we can define inverse function L−1ℓ (.) of Lℓ(.) such that L−1ℓ (θ) = max{z ∈ Ip̂ℓ : Lℓ(z) ≤ θ}
for θ ∈ [0, 1], where Ip̂ℓ denotes the support of p̂ℓ. Similarly, for ℓ = 1, · · · , κ, since the upper
confidence limit Uℓ(p̂ℓ) is a nondecreasing function of p̂ℓ, we can define inverse function U−1ℓ (.) of
Uℓ(.) such that U−1ℓ (θ) = min{z ∈ Ip̂ℓ : Uℓ(z) ≥ θ} for θ ∈ [0, 1]. Let pκ = max{0, 1 −
∑κ−1
ℓ=1 pℓ}
and pκ = 1 −
∑κ−1
ℓ=1 pℓ. We propose to bound the complementary coverage probability Ψ(ζ,p) =
1− P (ζ,p) by the following result.
Theorem 59 Let η ∈ (0, 1). Let Tlb(., ., .) and Tub(., ., .) be multivariate functions defined by
(72) and (73). For i = 1, · · · , κ, define νi = min{κ, i+ 1},
θi,ℓ = pℓ, θi,ℓ = pℓ, ℓ = 1, · · · , νi − 1;
θi,νi = max
{
0, 1−
νi−1∑
ℓ=1
pℓ
}
, θi,νi = 1−
νi−1∑
ℓ=1
p
ℓ
and θi = (θi,1, · · · , θi,νi), θi = (θi,1, · · · , θi,νi). For i = 1, · · · , κ, define integer-valued vectors
Ai = (Ai,1, · · · , Ai,νi), Bi = (Bi,1, · · · , Bi,νi), Ci = (Ci,1, · · · , Ci,νi ), Di = (Di,1, · · · , Di,νi),
Ai = (Ai,1, · · · ,Ai,νi), Bi = (Bi,1, · · · ,Bi,νi), Ci = (Ci,1, · · · ,Ci,νi), Di = (Di,1, · · · ,Di,νi)
with
Ai,ℓ = Ai,ℓ = n×max
{U−1ℓ (θi,ℓ), Tlb(θi,ℓ, n, η)} , Bi,ℓ = Bi,ℓ = n×min{L−1ℓ (θi,ℓ), Tub(θi,ℓ, n, η)} ,
Ci,ℓ = Ci,ℓ = n×max
{U−1ℓ (θi,ℓ), Tlb(θi,ℓ, n, η)} , Di,ℓ = Di,ℓ = n×min{L−1ℓ (θi,ℓ), Tub(θi,ℓ, n, η)} ,
for i = 2, · · · , κ and ℓ = 1, · · · , i− 1;
Ai,i = nTlb(θi,i, n, η), Ci,i = nTlb(θi,i, n, η), Bi,i = nTub(θi,i, n, η), Di,i = nTub(θi,i, n, η),
Ai,i = max
{
nL−1i (θi,i) + 1, Ai,i
}
, Ci,i = max
{
nL−1i (θi,i) + 1, Ci,i
}
,
Bi,i = min
{
nU−1i (θi,i)− 1, Bi,i
}
, Di,i = min
{
nU−1i (θi,i)− 1, Di,i
}
for i = 1, · · · , κ; and
Ai,i+1 = Ai,i+1 = nTlb(θi,i+1, n, η), Bi,i+1 = Bi,i+1 = nTub(θi,i+1, n, η),
Ci,i+1 = Ci,i+1 = nTlb(θi,i+1, n, η), Di,i+1 = Di,i+1 = nTub(θi,i+1, n, η)
for i = 1, · · · , κ− 1. Then,
Ψ(ζ,p) ≥
κ∑
i=1
[S(Ci,Di, θi, n,N) + S(Ci,Di, θi, n,N)],
Ψ(ζ,p) ≤ (2κ− 1)η +
κ∑
i=1
[S(Ai,Bi, θi, n,N) + S(Ai,Bi, θi, n,N)]
for all p ∈ Θ ∩ Q.
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Theorem 59 can be proved by mimicking the argument of Theorem 38 in Appendix L.20. As
in the case of estimating multinomial proportions, we have used the truncation method proposed
in [11] to reduce the computational complexity for bounding Ψ(ζ,p). To further reduce the
computational complexity of the bounds of Ψ(ζ,p) given by Theorem 59, we can develop recursive
method for computing terms like S(a, b,θ, n,N) with θ = (θ1, · · · , θν) and integer-valued vectors
a = (a1, · · · , aν), b = (b1, · · · , bν), where θi ∈ P, n ≥ bi ≥ ai ≥ 0, i = · · · , ν. To avoid trivial
cases, assume that
∑ν
i=1 ai < n <
∑ν
i=1 bi and that bi > ai for at least one i among i = 1, · · · , ν.
Notice that
S(a, b,θ, n,N) =
b1∑
x1=a1
· · ·
bν∑
xν=aν
∏ν
i=1
(
Nθi
xi
)(N
n
) I( n∑
i=1
xi = n
)
=
1(N
n
) ν∏
i=1
(Nθi)!
ai! (Nθi − ai)!
b1∑
x1=a1
· · ·
bν∑
xν=aν
ν∏
i=1
ai! (Nθi − ai)!
xi! (Nθi − xi)! I
(
n∑
i=1
xi = n
)
=
∏ν
i=1
(
Nθi
ai
)(N
n
) b1∑
x1=a1
· · ·
bν∑
xν=aν
ν∏
i=1
xi−ai∏
j=1
(
Nθi + 1
ai + j
− 1
)
I
(
n∑
i=1
xi = n
)
.
By a similar method as used in [37] to derive a recursive algorithm for computing multinomial
distributions, it can be readily shown that
S(a, b,θ, n,N) =
∏ν
i=1
(θiN
ai
)(
N
n
) ν∑
i=1
bi−ai∑
j=1
Pr(i, j),
where r = n−∑νi=1 ai and Pr(i, j), i = 1, · · · , ν; j = 1, · · · , bi − ai can be recursively computed
by
P1(i, j) =

θiN+1
ai+1
− 1 if j = 1 and bi > ai,
0 otherwise
for 1 ≤ i ≤ k, 1 ≤ j ≤ bi − ai;
Pt+1(i, 1) =
(
θiN + 1
ai + 1
− 1
) i−1∑
ℓ=1
min{bℓ−aℓ,t}∑
j=1
Pt(ℓ, j) for 1 ≤ i ≤ k, 1 ≤ t ≤ r − 1;
and Pt+1(i, j) =
(
θiN+1
ai+j
− 1
)
Pt(i, j − 1) for 1 ≤ t ≤ r − 1, 1 ≤ i ≤ k, 1 < j ≤ bi − ai.
By virtue of the lower and upper bounds of Ψ(ζ,p) given by Theorem 59, we can employ
Adapted Branch and Bound technique in Appendix T to test if Ψ(ζ,p) is no greater than δ for
any p ∈ Θ. Given that it is possible to check the truth of Ψ(ζ,p) ≤ δ, ∀p ∈ Θ, we can apply a
bisection search method to determine the coverage tuning parameter ζ as large as possible such
that the coverage probability P (ζ,p) of the simultaneous confidence intervals associated with ζ
is no less than 1− δ for all p ∈ Θ.
As in the case of estimating multinomial proportions, we consider the determination of sample
size for estimating the parameters of the multivariate distribution. Let δ ∈ (0, 1) be a pre-specified
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confidence parameter. For ℓ = 1, · · · , κ, let the margin of error for pℓ be ǫℓ def= max{εa,ℓ, εr,ℓ pℓ},
where εa,ℓ ∈ [0, 1) and εr,ℓ ∈ [0, 1). For pre-specified confidence parameter δ and margins of
error ǫℓ = max{εa,ℓ, εr,ℓ pℓ}, ℓ = 1, · · · , κ, it is desirable to determine a sample size n as
small as possible such that Pr{|p̂ℓ − pℓ| ≤ ǫℓ, ℓ = 1, · · · , κ | p} ≥ 1 − δ for all p ∈ Θ. As a
consequence of identity (4), it is true that Pr{|p̂ℓ − pℓ| ≤ ǫℓ, ℓ = 1, · · · , κ | p} = Pr{Lℓ(p̂ℓ) ≤
pℓ ≤ Uℓ(p̂ℓ), ℓ = 1, · · · , κ | p}, where the simultaneous confidence intervals [Lℓ(p̂ℓ), Lℓ(p̂ℓ)] are
defined by (90). So, the sample size problem is equivalent to finding the smallest n such that the
coverage probability, denoted by P(n,p), of the simultaneous confidence intervals is no less than
1−δ. For a given sample size n, we can apply the above method for bounding Ψ(ζ,p) to establish
lower and upper bounds for 1 − P(n,p) with respect to p in a hypercube. Hence, as checking
the truth of Ψ(ζ,p) ≤ δ, ∀p ∈ Θ, we can determine the truth of 1− P(n,p) ≤ δ, ∀p ∈ Θ. Since
such a routine can be established, it is possible to obtain the smallest sample size n such that
P(n,p) ≥ 1− δ, ∀p ∈ Θ by checking n from small to sufficiently large.
11 Taking into Account Prior Information of Parameters
In many situations, the parameter to be estimated is known to be included in some interval.
This motivates us to propose a general method for constructing sampling schemes for estimating
θ based on prior information that θ ∈ Θ = [θ, θ] ∩ Θ. We consider the problems of estimating
θ for both the absolute error criterion and the relative error criterion. In many situations, the
sequential method directly working with a single error criterion may lead to extremely large
maximum sample size, or unbounded sample size and stage number. As will be seen in the sequel,
our main idea is to convert the problems associated with these error criteria into an estimation
problem with a mixed error criterion. Such conversion may lead to sampling schemes of finite
and substantially smaller maximum sample size and stage number. This is the primary reason we
propose the method of conversion.
11.1 Control of Absolute Error
Given prior information that θ ∈ Θ = [θ, θ] ∩ Θ, where the interval does not contain 0, it is a
frequent problem to construct a multistage sampling scheme such that the corresponding estimator
θ̂ for θ ensures the absolute error criterion (1). Let εa = ε and εr =
ε
max(|θ|,|θ|) , where ε > 0 and
δ ∈ (0, 1) are specified for the absolute error criterion (1). Then, for arbitrary sampling schemes
used to construct the estimator θ̂ for θ, we have that {|θ̂−θ| < ε} = {|θ̂−θ| < εa or |θ̂−θ| < εr|θ|}
for any θ ∈ Θ. Therefore, the problem of designing a sampling scheme to ensure the absolute
error criterion (1) can be converted into the problem of constructing a sampling scheme to ensure
the mixed error criterion (3), where the later problem has been solved in preceding sections
via the construction of sampling schemes with absolutely bounded and smaller maximum sample
sizes and stage numbers for the parameters of binomial, Poisson, exponential, normal, Gamma,
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hypergeometric distributions and the means of bounded random variables.
11.2 Control of Relative Error
Given prior information that θ ∈ Θ = [θ, θ] ∩ Θ, where the interval does not contain 0, it is
desirable to construct a multistage sampling scheme such that the corresponding estimator θ̂ for
θ guarantees the relative error criterion (2). Let εa = εmin(|θ|, |θ|) and εr = ε, where ε > 0 and
δ ∈ (0, 1) are specified for the relative error criterion (2). Then, for arbitrary sampling schemes
used to construct the estimator θ̂ for θ, we have that {|θ̂− θ| < ε|θ|} = {|θ̂− θ| < εa or |θ̂− θ| <
εr|θ|} for any θ ∈ Θ. This implies that the problem of designing a sampling scheme to ensure
the relative error criterion (2) is equivalent to the problem of constructing a sampling scheme to
ensure the mixed error criterion (3), which has been addressed in preceding sections and thus are
not repeated here.
Before concluding this section, we would like to emphasis that as compared to the direct
method, the approach of using prior information to convert the estimation problem with a single
error criterion into an equivalent estimation problem with a mixed error criterion always results
in a reduction of maximum sample size. Frequently, such reduction is of practical importance.
12 Estimation of Normal Mean
Let X be a normal random variable of mean µ and variance σ2. In many situations, the variance
σ2 is unknown and it is desirable to estimate µ with predetermined margin of error and confidence
level based on a sequence of i.i.d. random samples X1,X2, · · · of X.
12.1 Control of Absolute Error
For a priori ε > 0, it is useful to construct an estimator µ̂ for µ such that Pr{|µ̂−µ| < ε} > 1− δ
for any µ ∈ (−∞,∞) and σ ∈ (0,∞).
12.1.1 New Structure of Multistage Sampling
Our new multistage sampling method as follows. Define
Xn =
∑n
i=1Xi
n
, Sn =
n∑
i=1
(
Xi −Xn
)2
for n = 2, 3, · · · ,∞. Let s be a positive number. The sampling consists of s + 1 stages, of which
the sample sizes for the first s stages are chosen as odd numbers nℓ = 2kℓ + 1, ℓ = 1, · · · , s with
k1 < k2 < · · · < ks. Define σ̂ℓ =
√
Snℓ
nℓ−1 for ℓ = 1, · · · , s. Let the coverage tuning parameter ζ be
a positive number less than 12 . The stopping rule is as follows:
If nℓ < (σ̂ℓ tnℓ−1,ζδ)
2/ε2, ℓ = 1, · · · , i − 1 and ni ≥ (σ̂i tni−1,ζδ)2/ε2 for some i ∈ {1, · · · , s}, then
the sampling is stopped at the i-th stage. Otherwise,
⌈
(σ̂s tns−1,ζδ)2/ε2
⌉ − ns more samples of X
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needs to be taken after the s-th stage. The estimator of µ is defined as µ̂ =
∑
n
i=1 Xi
n
, where n is
the sample size when the sampling is terminated.
It should be noted that, in the special case of s = 1, the above sampling scheme reduces to
Stein’s two-stage procedure [65]. Ghosh and Mukhopadhyay have made improvements for the
two-stage procedures (see, [40], [41], [58], and the references therein).
Theorem 60 The following statements hold true.
(I) Pr{|µ̂− µ| < ε} > 1− 2sζδ for any µ and σ.
(II) limε→0 Pr{|µ̂− µ| < ε} = 1− 2ζδ.
(III) E[n] ≤ (σ tns−1,ζδ)2
ε2
+ ns.
(IV) lim supε→0 E
[
n
C
] ≤ ( tns−1,ζδZζδ )2, where C = (σ Zζδε )2.
See Appendix N.1 for a proof.
As can be seen from statement (II) of Theorem 60, to ensure Pr{|µ̂ − µ| < ε} > 1 − δ, it
suffices to choose the coverage tuning parameter ζ to be less than 12s . However, such a choice is
too conservative. To reduce sampling cost, it is possible to obtain a value of ζ much greater than
1
2s by our coverage tuning technique. Such an approach is explored in the sequel.
12.1.2 Exact Construction of Sampling Schemes
To develop an exact computational approach for the determination of an appropriate value of
coverage tuning parameter ζ, we need some preliminary results as follows.
Theorem 61 Let 1 = k0 < k1 < k2 < · · · be a sequence of positive integers. Let 0 = z0 < z1 <
z2 < · · · be a sequence of positive numbers. Define h(0, 1) = 1 and
h(ℓ, 1) = 1, h(ℓ,m) =
kr∑
i=1
h(r, i) (zℓ − zr)m−i
(m− i)! , kr < m ≤ kr+1, r = 0, 1, · · · , ℓ− 1
for ℓ = 1, 2, · · · . Let Z1, Z2, · · · be i.i.d. exponential random variables with common mean unity.
Then,
Pr

kj∑
m=1
Zm > zj for j = 1, · · · , ℓ
 = e−zℓ
kℓ∑
m=1
h(ℓ,m) (108)
for ℓ = 1, 2, · · · . Moreover, the following statements hold true.
(I)
Pr
aj <
kj∑
m=1
Zm < bj for j = 1, · · · , ℓ

=
2ℓ−1∑
i=1
Pr

kj∑
m=1
Zm > [Aℓ]i,j for j = 1, · · · , ℓ

−
2ℓ−1∑
i=1
Pr

kj∑
m=1
Zm > [Bℓ]i,j for j = 1, · · · , ℓ

 ,
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where A1 = [a1], B1 = [b1] and
Ar+1 =
[
Ar ar+1I2r−1×1
Br br+1I2r−1×1
]
, Br+1 =
[
Br ar+1I2r−1×1
Ar br+1I2r−1×1
]
, r = 1, 2, · · ·
where I2r−1×1 represents a column matrix with all 2r−1 elements assuming value 1.
(II)
Pr
aj <
kj∑
m=1
Zm < bj for j = 1, · · · , ℓ,
kℓ+1∑
m=1
Zm > bℓ+1

=
2ℓ−1∑
i=1
Pr

kj∑
m=1
Zm > [E]i,j for j = 1, · · · , ℓ+ 1

−
2ℓ−1∑
i=1
Pr

kj∑
m=1
Zm > [F ]i,j for j = 1, · · · , ℓ+ 1

 ,
where E =
[
Aℓ bℓ+1I2ℓ−1×1
]
and F =
[
Bℓ bℓ+1I2ℓ−1×1
]
.
(III)
Pr
aj <
kj∑
m=1
Zm < bj for j = 1, · · · , ℓ,
kℓ+1∑
m=1
Zm < bℓ+1

= Pr
aj <
kj∑
m=1
Zm < bj for j = 1, · · · , ℓ
− Pr
aj <
kj∑
m=1
Zm < bj for j = 1, · · · , ℓ,
kℓ+1∑
m=1
Zm > bℓ+1
 .
It should be noted that (108) is a generalization of the recursive formulae (47) and (48) of [62]
for the case of multistage estimation.
For the purpose of computing appropriate coverage tuning parameter ζ, the following results
are useful.
Theorem 62 Let the sample sizes of the sampling scheme be odd numbers nℓ = 2kℓ + 1, ℓ =
1, · · · , s, where 1 = k0 < k1 < k2 < · · · < ks. Let b0 = 0 and bℓ = kℓ(2kℓ+1)ε
2
(σ t2kℓ,ζδ)
2 for ℓ = 1, · · · , s.
Define h(0, 1) = 1, h(ℓ, 1) = 1,
h(ℓ,m) =
kr∑
i=1
h(r, i) (bℓ − br)m−i
(m− i)! , kr < m ≤ kr+1, r = 0, 1, · · · , ℓ− 1
and Hℓ(σ) = e
−bℓ∑kℓ
m=1 h(ℓ,m) for ℓ = 1, · · · , s. Define c = nks ε
2
(σ t2ks,ζδ)
2 , h
⋆(1) = 1,
h⋆(m) =
kr∑
i=1
h(r, i) (c− br)m−i
(m− i)! , kr < m ≤ kr+1, r = 0, 1, · · · , s − 1
and H⋆(σ, n) = e−c
∑ks
m=1 h
⋆(m) for n ≥ ns. Then, the following statements hold true.
(I): Pr{|µ̂−µ| ≥ ε} = 2∑n∈S [1− Φ(ε√nσ )]Pr{n = n}, where S = {nℓ : 1 ≤ ℓ ≤ s}∪ {n ∈
N : n > ns}.
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(II): Pr{n = n} =
Hℓ−1(σ)−Hℓ(σ) for n = nℓ, 1 ≤ ℓ ≤ s,H⋆(σ, n− 1)−H⋆(σ, n) for n > ns
where H0(σ) ≡ 1.
(III): For any σ ∈ [a, b],
Pr{|µ̂− µ| ≥ ε} > 2
∑
n∈S
n≤m
[
1− Φ
(
ε
√
n
a
)]
Pn,
Pr{|µ̂− µ| ≥ ε} < 2
∑
n∈S
n≤m
[
1− Φ
(
ε
√
n
b
)]
Pn + 2
[
1− Φ
(
ε
√
m
b
)]
SP
(
ks − 1, mksε
2
(a tns−1,ζδ)2
)
,
where
Pn =
Hℓ−1(b)−Hℓ(a) for n = nℓ, 1 ≤ ℓ ≤ s,H⋆(b, n− 1)−H⋆(a, n) for n > ns
Pn =
Hℓ−1(a)−Hℓ(b) for n = nℓ, 1 ≤ ℓ ≤ s,H⋆(a, n− 1)−H⋆(b, n) for n > ns
and m > ns.
(IV):
E[n] = n1 +
s−1∑
ℓ=1
(nℓ+1 − nℓ)Hℓ(σ) +
∞∑
n=ns
H⋆(σ, n)
< n1 +
s−1∑
ℓ=1
(nℓ+1 − nℓ)Hℓ(σ) +
m∑
n=ns
H⋆(σ, n) +
3(mγe)υ
γ
√
υ emγυ
,
where γ = ε
2
(σ tns−1,ζδ)
2 , υ =
ns−1
2 and m > max{ 1γ , ns}.
See Appendix N.2 for a proof.
The coverage tuning process requires evaluation of the coverage probability Pr{|µ̂ − µ| < ε}
for various values of σ. To reduce the evaluation of coverage probability with respect to σ to a
finite range of σ, we have the following results.
Theorem 63 Let the sample sizes of the sampling scheme be odd numbers nℓ = 2kℓ + 1, ℓ =
1, · · · , s, where 1 < k1 < k2 < · · · < ks. Suppose the coverage tuning parameter ζ is a positive
number less than 12 . Then, there exists a unique number σ such that
s−1∑
ℓ=1
[
1− SP
(
kℓ − 1, nℓ kℓ ε
2
(σ tns−1,ζδ)2
)]
= (1− 2ζ)δ
and that Pr{|µ̂ − µ| ≥ ε} < δ for σ > σ. Similarly, there exists a unique number σ such that
1− Φ
(
ε
√
n1
σ
)
+
s−2∑
ℓ=1
[
1− Φ
(
ε
√
nℓ+1
σ
)]
SP
(
kℓ − 1, nℓ kℓ ε
2
(σ tns−1,ζδ)2
)
=
(
1
2
− ζ
)
δ
and that Pr{|µ̂− µ| ≥ ε} < δ for σ < σ.
See Appendix N.3 for a proof.
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12.2 Control of Relative Error
For a priori ε > 0, it is a frequent problem to construct an estimator µ̂ for µ such that Pr{|µ̂−µ| ≤
ε|µ|} ≥ 1 − δ for any µ ∈ (−∞, 0) ∪ (0,∞) and σ ∈ (0,∞). For this purpose, we would like to
propose a new sampling method as follows.
Theorem 64 Define δℓ = δ for 1 ≤ ℓ ≤ τ and δℓ = δ2τ−ℓ for ℓ > τ , where τ is a positive integer.
For ℓ = 1, 2, · · · , let µ̂ℓ =
∑nℓ
i=1 Xi
nℓ
and σ̂ℓ =
√
1
nℓ−1
∑nℓ
i=1 (Xi − µ̂ℓ)2, where nℓ is deterministic
and stands for the sample size at the ℓ-th stage. Suppose that sampling is continued until |µ̂ℓ| ≥
tnℓ−1, ζδℓ√
nℓ
(
1 + 1ε
)
σ̂ℓ for some stage with index ℓ. Define estimator µ̂ = µ̂l, where l is the index of
stage at which the sampling is terminated. Then, Pr{l < ∞} = 1 and Pr {|µ̂− µ| ≤ ε|µ|} ≥ 1 − δ
for any µ ∈ (−∞, 0) ∪ (0,∞) and σ ∈ (0,∞) provided that 2(τ + 1)ζ ≤ 1 and infℓ>0 nℓ+1nℓ > 1.
See Appendix N.4 for a proof.
12.3 Control of Relative and Absolute Errors
In some situations, it may be appropriate to estimate µ with a mixed error criterion specified by
εa > 0 and εr > 0. In this respect, we have
Theorem 65 Define δℓ = δ for 1 ≤ ℓ ≤ τ and δℓ = δ2τ−ℓ for ℓ > τ , where τ is a positive
integer. For ℓ = 1, 2, · · · , let µ̂ℓ =
∑nℓ
i=1Xi
nℓ
and σ̂ℓ =
√
1
nℓ−1
∑nℓ
i=1 (Xi − µ̂ℓ)2, where nℓ is determin-
istic and stands for the sample size at the ℓ-th stage. Suppose that sampling is continued until
max
(
εa,
εr|µ̂ℓ|
1+εr
)
≥ tnℓ−1, ζδℓ√nℓ σ̂ℓ for some stage with index ℓ. Define estimator µ̂ = µ̂l, where l is the
index of stage at which the sampling is terminated. Then, Pr {|µ̂− µ| < εa or |µ̂− µ| < εr|µ|} ≥ 1−δ
for any µ ∈ (−∞,∞) and σ ∈ (0,∞) provided that 2(τ + 1)ζ ≤ 1 and infℓ>0 nℓ+1nℓ > 1.
See Appendix N.5 for a proof.
13 Estimation of Scale Parameters of Gamma Distributions
In this section, we shall discuss the estimation of the scale parameter of a Gamma distribution.
In probability theory and statistics, a random variable X is said to have a gamma distribution if
its density function is of the form
fX(x) =
xk−1
Γ(k)θk
exp
(
−x
θ
)
for 0 < x <∞
where θ > 0, k > 0 are referred to as the scale parameter and shape parameter respectively. Let
X1,X2, · · · be i.i.d. samples of X. The MLE of the scale parameter θ can be defined as
θ̂ =
∑n
i=1Xi
nk
.
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Let 0 < ε < 1 and 0 < δ < 1. The goal is determine the minimum sample size n such that
Pr
{∣∣∣∣∣ θ̂ − θθ
∣∣∣∣∣ < ε | θ
}
> 1− δ (109)
for any θ > 0. For simplicity of notations, define Y = nkθ̂ =
∑n
i=1Xi. Note that Y has a Gamma
distribution of shape parameter nk and scale parameter θ. It follows that
Pr
{∣∣∣∣∣ θ̂ − θθ
∣∣∣∣∣ < ε | θ
}
= Pr{Y ≥ (1 + ε)nkθ | θ}+Pr{Y ≤ (1− ε)nkθ | θ}
=
∫ ∞
(1+ε)nkθ
xnk−1
Γ(nk)θnk
exp
(
−x
θ
)
dx+
∫ (1−ε)nkθ
0
xnk−1
Γ(nk)θnk
exp
(
−x
θ
)
dx
=
∫ ∞
(1+ε)nk
xnk−1
Γ(nk)
exp (−x) dx+
∫ (1−ε)nk
0
xnk−1
Γ(nk)
exp (−x) dx
for any θ > 0. Therefore, the minimum sample size to ensure (109) is the minimum integer n such
that
∫∞
(1+ε)nk
xnk−1
Γ(nk) exp (−x) dx+
∫ (1−ε)nk
0
xnk−1
Γ(nk) exp (−x) dx > 1− δ, which can be easily computed.
14 Exact Bounded-Width Confidence Intervals
A classical problem in sequential analysis is to construct a bounded-width confidence interval
with a prescribed level of coverage probability. Tanaka developed a non-asymptotic method for
constructing bounded-width confidence intervals for the parameters of the binomial and Poisson
distributions [67]. Although no approximation is involved, the method is very conservative due
to the bounding techniques employed in the derivation of sequential confidence intervals. Franze´n
studied the construction of bounded-width confidence intervals for binomial parameters in his
paper [35]. However, no effective method for defining stopping rules is proposed. In his later paper
[36], he proposed to construct fixed width confidence intervals based on sequential probability ratio
tests (SPRT). His method can generate fixed-sample-size confidence intervals based on SPRT.
Unfortunately, he made a fundamental flaw by mistaking that if the width of the fixed-sample-size
confidence interval decreases to be smaller than the pre-specified length as the number of samples
is increasing, then the fixed-sample-size confidence interval at the termination of sampling is the
overall sequential confidence interval guaranteeing the desired confidence level.
In this section, we will demonstrate that the general problem of constructing fixed-width con-
fidence intervals can be solved in our framework of multistage estimation described in Section 2.1.
Specifically, the problem of constructing a bounded-width confidence interval can be formulated
as the problem of constructing a sequential random interval with lower limit L (θ̂,n) and upper
limit U (θ̂,n) such that U (θ̂,n)−L (θ̂,n) ≤ 2ε and that Pr{L (θ̂,n) < θ < U (θ̂,n) | θ} > 1− δ
for any θ ∈ Θ. For this purpose, our computational machinery such as bisection coverage tuning
and AMCA can be extremely useful.
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14.1 Construction via Coverage Tuning
As an application of Theorem 2, our general theory for constructing bounded-width confidence
intervals based on multistage sampling is as follows.
Corollary 5 Suppose a multistage sampling scheme satisfies the following requirements.
(i) For ℓ = 1, · · · , s, θ̂ℓ is a ULE of θ.
(ii) For ℓ = 1, · · · , s, {L (θ̂ℓ,nℓ) ≤ θ̂ℓ ≤ U (θ̂ℓ,nℓ)} is a sure event.
(iii) For ℓ = 1, · · · , s, decision variable Dℓ assumes value 1 if U (θ̂ℓ,nℓ)−L (θ̂ℓ,nℓ) ≤ 2ε and
assumes value 0 otherwise.
(iv) {Dℓ = 1} ⊆
{
F
θ̂ℓ
(
θ̂ℓ,U (θ̂ℓ,nℓ)
)
≤ ζδℓ, Gθ̂ℓ
(
θ̂ℓ,L (θ̂ℓ,nℓ)
)
≤ ζδℓ
}
for ℓ = 1, · · · , s.
(v) {U (θ̂s,ns)−L (θ̂s,ns) ≤ 2ε} is a sure event.
Define L (θ̂,n) = L (θ̂l,nl) and U (θ̂,n) = U (θ̂l,nl), where l is the index of stage when the
sampling is terminated. Then, U (θ̂,n)−L (θ̂,n) ≤ 2ε and
Pr{L (θ̂,n) ≥ θ | θ} ≤
s∑
ℓ=1
Pr{L (θ̂ℓ,nℓ) ≥ θ, Dℓ = 1 | θ} ≤ ζ
s∑
ℓ=1
δℓ,
Pr{U (θ̂,n) ≤ θ | θ} ≤
s∑
ℓ=1
Pr{U (θ̂ℓ,nℓ) ≤ θ, Dℓ = 1 | θ} ≤ ζ
s∑
ℓ=1
δℓ
and Pr{L (θ̂,n) < θ < U (θ̂,n) | θ} ≥ 1− 2ζ∑sℓ=1 δℓ for any θ ∈ Θ.
Corollary 5 indicates that if the coverage tuning parameter ζ > 0 is sufficiently small, then the
coverage probability of the bounded-width confidence interval described above can be adjusted
to be above the desired level. Actually, in Corollary 5, we have proposed a general method to
construct bounded-width confidence intervals. Our general stopping rule is: Continue sampling
until the difference between the upper and lower confidence limits is less than the prescribed
width. The confidence limits at the termination of sampling are taken as the lower and upper
bounds of the desired confidence interval. The coverage probability of the desired confidence
interval is guaranteed via bisection coverage tuning. It should be noted that, in order to simply
the stopping boundary, we can use approximate confidence limits of simple forms. For example,
to construct a bounded-width interval of 100(1− δ)% confidence level for the binomial parameter
p based on i.i.d. samples X1,X2, · · · of Bernoulli variable X of mean p with a multistage sampling
scheme of deterministic sample sizes n1 < n2 < · · · < ns, we can use lower and confidence limits
L (p̂ℓ, nℓ) = p̂ℓ −Zζδ
√
p̂ℓ(1− p̂ℓ)
nℓ
+
w
n2ℓ
, U (p̂ℓ, nℓ) = p̂ℓ + Zζδ
√
p̂ℓ(1− p̂ℓ)
nℓ
+
w
n2ℓ
, (110)
where ζ > 0 is the coverage tuning parameter, w is a positive parameter used to adjust the
coverage probability, and p̂ℓ =
∑nℓ
i=1Xi
nℓ
for ℓ = 1, · · · , s. Moreover, we can use the confidence
interval given by (12) and (13).
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14.2 Bounded-Width Confidence Intervals for Binomial Parameters
In this subsection, we provide concrete multistage sampling schemes for the construction of
bounded-width confidence intervals for binomial parameters.
14.2.1 Construction from Clopper-Pearson Intervals
Making use of Corollary 5 and the Clopper-Pearson confidence interval [29], we have established
the following sampling scheme.
Corollary 6 Let 0 < ε < 12 . For ℓ = 1, · · · , s, let L (p̂ℓ, nℓ) be the largest number such that
0 ≤ L (p̂ℓ, nℓ) ≤ p̂ℓ, 1 − SB(nℓp̂ℓ − 1, nℓ,L (p̂ℓ, nℓ)) ≤ ζδ and let U (p̂ℓ, nℓ) be the smallest
number such that p̂ℓ ≤ U (p̂ℓ, nℓ) ≤ 1, SB(nℓp̂ℓ, nℓ,U (p̂ℓ, nℓ)) ≤ ζδ, where p̂ℓ =
∑nℓ
i=1Xi
nℓ
. For
ℓ = 1, · · · , s, define Dℓ such that Dℓ = 1 if U (p̂ℓ, nℓ) −L (p̂ℓ, nℓ) ≤ 2ε; and Dℓ = 0 otherwise.
Suppose the stopping rule is that sampling is continued until Dℓ = 1 for some ℓ ∈ {1, · · · , s}.
Suppose that {U (p̂s, ns) − L (p̂s, ns) ≤ 2ε} is a sure event. Define L (p̂,n) = L (p̂l, nl) and
U (p̂,n) = U (p̂l, nl) with p̂ = p̂l and n = nl, where l is the index of stage when the sampling is
terminated. Then, U (p̂,n)−L (p̂,n) ≤ 2ε,
Pr{L (p̂,n) ≥ p | p} ≤
s∑
ℓ=1
Pr{L (p̂ℓ, nℓ) ≥ p, Dℓ = 1 | p} ≤ sζδ,
Pr{U (p̂,n) ≤ p | p} ≤
s∑
ℓ=1
Pr{U (p̂ℓ, nℓ) ≤ p, Dℓ = 1 | p} ≤ sζδ
and Pr{L (θ̂,n) < p < U (θ̂,n) | p} ≥ 1− 2sζδ for any p ∈ (0, 1).
Based on the criteria proposed in Section 2.1, the maximum sample size ns can be defined as
the smallest integer such that {U (p̂s, ns)−L (p̂s, ns) ≤ 2ε} is a sure event.
14.2.2 Construction from Fishman’s Confidence Intervals
Making use of Corollary 5 and Chernoff-Hoeffding inequalities [27, 47], we have established the
following sampling scheme.
Corollary 7 Let 0 < ε < 12 . Suppose the sample size at the s-th stage is no less than
⌈
ln 1ζδ
2ε2
⌉
. For
ℓ = 1, · · · , s, let L (p̂ℓ, nℓ) be the largest number such that 0 ≤ L (p̂ℓ, nℓ) ≤ p̂ℓ, MB (p̂ℓ,L (p̂ℓ, nℓ)) ≤
ln(ζδ)
nℓ
and let U (p̂ℓ, nℓ) be the smallest number such that p̂ℓ ≤ U (p̂ℓ, nℓ) ≤ 1, MB (p̂ℓ,U (p̂ℓ, nℓ)) ≤
ln(ζδ)
nℓ
, where p̂ℓ =
∑nℓ
i=1Xi
nℓ
. For ℓ = 1, · · · , s, define Dℓ such that Dℓ = 1 if U (p̂ℓ, nℓ) −
L (p̂ℓ, nℓ) ≤ 2ε; and Dℓ = 0 otherwise. Suppose the stopping rule is that sampling is contin-
ued until Dℓ = 1 for some ℓ ∈ {1, · · · , s}. Define L (p̂,n) = L (p̂l, nl) and U (p̂,n) = U (p̂l, nl)
with p̂ = p̂l and n = nl, where l is the index of stage when the sampling is terminated. Then,
U (p̂,n)−L (p̂,n) ≤ 2ε,
Pr{L (p̂,n) ≥ p | p} ≤
s∑
ℓ=1
Pr{L (p̂ℓ, nℓ) ≥ p, Dℓ = 1 | p} ≤ sζδ,
Pr{U (p̂,n) ≤ p | p} ≤
s∑
ℓ=1
Pr{U (p̂ℓ, nℓ) ≤ p, Dℓ = 1 | p} ≤ sζδ
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and Pr{L (θ̂,n) < p < U (θ̂,n) | p} ≥ 1− 2sζδ for any p ∈ (0, 1).
Based on the criteria proposed in Section 2.1, the sample sizes n1 < n2 < · · · < ns can be
chosen as the ascending arrangement of all distinct elements of{⌈
Cτ−ℓ ln 1ζδ
2ε2
⌉
: ℓ = 1, · · · , τ
}
, (111)
where τ is the maximum integer such that
Cτ−1 ln 1ζδ
2ε2 ≥ ln(ζδ)ln(1−2ε) , i.e., Cτ−1 ≥ 2ε
2
ln 11−2ε
.
14.2.3 Construction from Explicit Confidence Intervals of Chen et al.
The following sampling scheme is developed based on Corollary 5 and the explicit confidence
intervals due to Chen et al [26].
Corollary 8 Let 0 < ε < 34 . Suppose the sample size at the s-th stage is no less than ⌈ 89 ( 34ε+1)( 34ε−
1) ln 1ζδ ⌉. For ℓ = 1, · · · , s, define p̂ℓ =
∑nℓ
i=1Xi
nℓ
and Dℓ such that Dℓ = 1 if 1− 9nℓ2 ln(ζδ) p̂ℓ (1− p̂ℓ) ≤
ε2
[
4
3 − 3nℓ2 ln(ζδ)
]2
, and Dℓ = 0 otherwise. Suppose the stopping rule is that sampling is continued
until Dℓ = 1 for some ℓ ∈ {1, · · · , s}. Define
L (p̂ℓ, nℓ) = max
0, p̂ℓ + 34 1− 2p̂ℓ −
√
1− 9nℓ2 ln(ζδ) p̂ℓ(1− p̂ℓ)
1− 9nℓ8 ln(ζδ)
 ,
U (p̂ℓ, nℓ) = min
1, p̂ℓ + 34 1− 2p̂ℓ +
√
1− 9nℓ2 ln(ζδ) p̂ℓ(1 − p̂ℓ)
1− 9nℓ8 ln(ζδ)

for ℓ = 1, · · · , s and p̂ = p̂l and n = nl, where l is the index of stage when the sampling is
terminated. Then, U (p̂,n)−L (p̂,n) ≤ 2ε and
Pr{L (p̂,n) ≥ p | p} ≤
s∑
ℓ=1
Pr{L (p̂ℓ, nℓ) ≥ p, Dℓ = 1 | p} ≤ sζδ,
Pr{U (p̂,n) ≤ p | p} ≤
s∑
ℓ=1
Pr{U (p̂ℓ, nℓ) ≤ p, Dℓ = 1 | p} ≤ sζδ
for any p ∈ (0, 1).
Based on the criteria proposed in Section 2.1, the sample sizes n1 < n2 < · · · < ns can be
chosen as the ascending arrangement of all distinct elements of
{⌈
Cτ−ℓ
(
1
2ε2 − 89
)
ln 1ζδ
⌉
: 1 ≤ ℓ ≤ τ
}
,
where τ is the maximum integer such that Cτ−1
(
1
2ε2 − 89
)
ln 1ζδ ≥
(
2
3ε − 89
)
ln 1ζδ , i.e., Cτ−1 ≥ 4ε3+4ε .
14.3 Bounded-Width Confidence Intervals for Finite Population Proportion
In this subsection, we consider the construction of bounded-width confidence intervals for finite
population proportion, p, based on multistage sampling. Within the general framework described
in Sections 2.1 and 2.6, we have established the following method by virtue of Corollary 5 for
bounded-width interval estimation.
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Corollary 9 For z ∈ { kn : 0 ≤ k ≤ n}, define L (z, n) = min{z, L(z, n)} and U (z, n) =
max{z, U(z, n)}, where L(z, n) = min{θ ∈ Θ : 1 − SN(nz − 1, n, θ) > ζδ} and U(z, n) = max{θ ∈
Θ : SN (nz, n, θ) > ζδ}. Suppose the sample size at the s-th stage is no less than the smallest num-
ber n such that U (z, n) − L (z, n) ≤ 2ε for all z ∈ { kn : 0 ≤ k ≤ n}. For ℓ = 1, · · · , s, define
p̂ℓ =
∑nℓ
i=1Xi
nℓ
and decision variable Dℓ which assumes values 1 if U (p̂ℓ, nℓ)−L (p̂ℓ, nℓ) ≤ 2ε and
value 0 otherwise. Suppose the stopping rule is that sampling is continued until Dℓ = 1 for some
ℓ ∈ {1, · · · , s}. Define p̂ = p̂l and n = nl, where l is the index of stage when the sampling is
terminated. Then, U (p̂,n)−L (p̂,n) ≤ 2ε,
Pr{L (p̂,n) > p | p} = Pr
{
L (p̂,n)− 1
N
≥ p | p
}
≤
s∑
ℓ=1
Pr
{
L (p̂ℓ, nℓ)−
1
N
≥ p, Dℓ = 1 | p
}
≤ sζδ,
Pr{U (p̂,n) < p | p} = Pr
{
U (p̂,n) +
1
N
≤ p | p
}
≤
s∑
ℓ=1
Pr
{
U (p̂ℓ, nℓ) +
1
N
≤ p, Dℓ = 1 | p
}
≤ sζδ
and Pr{L (p̂,n) ≤ p ≤ U (p̂,n)} ≥ 1− 2sζδ for all p ∈ Θ.
Let nmax be the smallest number n such that U (z, n)−L (z, n) ≤ 2ε for all z ∈ { kn : 0 ≤ k ≤
n}. Let nmin be the largest number n such that U (z, n)−L (z, n) > 2ε for all z ∈ { kn : 0 ≤ k ≤ n}.
Based on the criteria proposed in Section 2.1, the sample sizes n1 < n2 < · · · < ns can be chosen
as the ascending arrangement of all distinct elements of {⌈Cτ−ℓ nmax⌉ : ℓ = 1, · · · , τ}, where τ is the
maximum integer such that Cτ−1 ≥ nminnmax .
In order to develop multistage sampling schemes with simple stopping boundaries, we have
the following results.
Corollary 10 For z ∈ { kn : 0 ≤ k ≤ n}, define L (z, n) = min{z, L(z, n)} and U (z, n) =
max{z, U(z, n)}, where L(z, n) = min{θ ∈ Θ : C(z, θ, n,N) > ζδ} and U(z, n) = max{θ ∈ Θ :
C(z, θ, n,N) > ζδ}, where C(z, θ, n,N) is defined by (102). Suppose the sample size at the s-th stage
is no less than the smallest number n such that U (z, n)−L (z, n) ≤ 2ε for all z ∈ { kn : 0 ≤ k ≤ n}.
For ℓ = 1, · · · , s, define p̂ℓ =
∑nℓ
i=1Xi
nℓ
and decision variable Dℓ which assumes values 1 if
U (p̂ℓ, nℓ)−L (p̂ℓ, nℓ) ≤ 2ε and value 0 otherwise. Suppose the stopping rule is that sampling is
continued until Dℓ = 1 for some ℓ ∈ {1, · · · , s}. Define p̂ = p̂l and n = nl, where l is the index
of stage when the sampling is terminated. Then, U (p̂,n) −L (p̂,n) ≤ 2ε,
Pr{L (p̂,n) > p | p} = Pr
{
L (p̂,n)− 1
N
≥ p | p
}
≤
s∑
ℓ=1
Pr
{
L (p̂ℓ, nℓ)−
1
N
≥ p, Dℓ = 1 | p
}
≤ sζδ,
Pr{U (p̂,n) < p | p} = Pr
{
U (p̂,n) +
1
N
≤ p | p
}
≤
s∑
ℓ=1
Pr
{
U (p̂ℓ, nℓ) +
1
N
≤ p, Dℓ = 1 | p
}
≤ sζδ
and Pr{L (p̂,n) ≤ p ≤ U (p̂,n)} ≥ 1− 2sζδ for all p ∈ Θ.
Corollary 10 can be shown by virtue of Corollary 5 and inequalities (103) and (104).
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15 Interval Estimation Based on a Given Sampling Scheme
In some situations, the sampling scheme is given and the primary task is to construct a confidence
interval for the parameter θ of the underlying distribution. This class of problems fall into the
category of post-experimental analysis. A typical example is the construction of confidence interval
for θ following hypothesis testing. In this direction, we have established general interval estimation
methods in the sequel.
15.1 Confidence Intervals from Inverting Sequential Hypothesis Tests
Define cumulative distribution functions F
θ̂
(z, θ) and G
θ̂
(z, θ) as (2.5). To construct a confidence
interval of Clopper-Pearson type for a given sampling scheme, we have the following results.
Theorem 66 Let θ̂ = ϕ(X1, · · · ,Xn) be a ULE of θ, where n is the sample number at the
termination of the sampling process. Define confidence limits L (θ̂,n) and U (θ̂,n) as functions of
(θ̂,n) such that {F
θ̂
(θ̂,U (θ̂,n)) ≤ δ2 , Gθ̂(θ̂,L (θ̂,n)) ≤ δ2} is a sure event. Then, Pr{L (θ̂,n) <
θ < U (θ̂,n) | θ} ≥ 1− δ for any θ ∈ Θ.
See Appendix O for a proof. Armitage had considered the problem of interval estimation
following hypothesis testing for binomial case [3]. It should be noted that, by virtue of our
computational machinery, exact computation of confidence intervals is possible for common dis-
tributions.
To construct a confidence interval for the proportion of a finite population after a multistage
test in the general framework described in Sections 2.1 and 2.6, we propose the following approach.
Corollary 11 Let p̂ =
∑
n
i=1 Xi
n
, where n is the sample number at the termination of the sampling
process. Define confidence limits L (p̂,n) and U (p̂,n) as functions of (p̂,n) such that, for any
observation (p̂, n) of (p̂,n), L (p̂, n) is the smallest number in Θ satisfying Pr{p̂ ≥ p̂ | L (p̂, n)} >
δ
2 and that U (p̂, n) is the largest number in Θ satisfying Pr{p̂ ≤ p̂ | U (p̂, n)} > δ2 . Then,
Pr{L (p̂,n) ≤ p ≤ U (p̂,n) | p} ≥ 1− δ for any p ∈ Θ.
To show Corollary 11, it suffices to make use of Theorem 66 and the following observations:
(i) p̂ is a ULE of p;
(ii) The procedure for constructing the confidence interval ensures that {F
θ̂
(θ̂,U (θ̂,n)+ 1N ) ≤
δ
2 , Gθ̂(θ̂,L (θ̂,n)− 1N ) ≤ δ2} is a sure event.
(iii) {L (p̂,n) ≤ p ≤ U (p̂,n)} = {L (p̂,n)− 1N < p < U (p̂,n) + 1N } for p ∈ Θ.
15.2 Confidence Intervals from Coverage Tuning
The method of interval estimation described in Section 15.1 suffers from two drawbacks: (i) It is
conservative due to the discrete nature of the underlying variable. (ii) There is no closed-form
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formula for the confidence interval. In light of this situation, we shall propose an alternative
approach as follows.
Actually, it is possible to define an expression for the confidence interval such that the lower
confidence limit L and upper confidence limit U are functions of confidence parameter δ, coverage
tuning parameter ζ and θ̂ = θ̂l, where l is the index of stage when the sampling is terminated
and θ̂ℓ, ℓ = 1, · · · , s are ULEs as defined in Theorem 66. Suppose L (θ̂,n) < θ̂ < U (θ̂,n) and
Pr{θ ≤ L (θ̂ℓ,nℓ) | θ} ≤ ζδℓ, Pr{θ ≥ U (θ̂ℓ,nℓ) | θ} ≤ ζδℓ
for ℓ = 1, · · · , s. Then,
Pr{θ ≤ L (θ̂,n) | θ} ≤
s∑
ℓ=1
Pr{θ ≤ L (θ̂ℓ,nℓ), Dℓ = 1 | θ} ≤ ζ
s∑
ℓ=1
δℓ,
Pr{θ ≥ U (θ̂,n) | θ} ≤
s∑
ℓ=1
Pr{θ ≥ U (θ̂ℓ,nℓ), Dℓ = 1 | θ} ≤ ζ
s∑
ℓ=1
δℓ.
This implies that it is possible to apply a bisection search method to obtain a number ζ such that
the coverage probability is no less than 1− δ. For the purpose of searching ζ, we have established
tight bounds for Pr{L (θ̂,n) < θ < U (θ̂,n) | θ} for θ ∈ [a, b] ⊆ Θ as in Section 3.4. By virtue
of such bounds, adaptive maximum checking algorithm described in Section 3.2 can be used to
determine an appropriate value of ζ. We would like to point out that, for simplicity, we can use
approximate confidence limits of simple forms like (12) and (13). For example, to construct an
interval of 100(1 − δ)% confidence level for the binomial parameter p based on i.i.d. samples
X1,X2, · · · of Bernoulli variable X of mean p following a multistage hypothesis testing scheme of
deterministic sample sizes n1 < n2 < · · · < ns, we can use the confidence limits given by (110). It
should be noted that, although approximate confidence limits are used, the coverage probability
of the desired confidence interval is rigorously guaranteed by virtue of bisection coverage tuning.
15.2.1 Poisson Mean
At the first glance, it seems that the approach described at the beginning of Section 15.2 cannot
be adapted to Poisson variables because the parameter space is not bounded. To overcome such
difficulty, our strategy is to design a confidence interval such that, for a large number λ∗ > 0,
the coverage probability is always guaranteed for λ ∈ (λ∗,∞) without tuning the confidence
parameter and that the coverage probability for λ ∈ (0, λ∗] can be tuned to be no less than 1− δ.
Such method is described in more details as follows.
Suppose the multistage testing plan can be put in the general framework described in Section
2.1. Let α ∈ (0, 1) and λ̂ℓ =
∑nℓ
i=1Xi
nℓ
. For every realization, (λ̂ℓ, nℓ), of (λ̂ℓ,nℓ), let L = L(λ̂ℓ, nℓ, α)
be the largest number such that L(λ̂ℓ, nℓ, α) ≤ λ̂ℓ and Pr{λ̂ℓ ≥ λ̂ℓ | L} ≤ α. Let U = U(λ̂ℓ, nℓ, α)
be the smallest number such that U(λ̂ℓ, nℓ, α) ≥ λ̂ℓ and Pr{λ̂ℓ ≤ λ̂ℓ | U} ≤ α. One possible
construction of L and U can be found in [38]. To eliminate the necessity of evaluating the
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coverage probability of confidence interval for an infinitely wide range of parameter λ in the
course of coverage tuning, the following result is crucial.
Theorem 67 Define
L (λ̂ℓ,nℓ) =
L(λ̂ℓ,nℓ, ζδ) if U(λ̂ℓ,nℓ, δ2s) ≤ λ∗,L(λ̂ℓ,nℓ, δ2s) if U(λ̂ℓ,nℓ, δ2s) > λ∗
and
U (λ̂ℓ,nℓ) =
U(λ̂ℓ,nℓ, ζδ) if U(λ̂ℓ,nℓ, δ2s) ≤ λ∗,U(λ̂ℓ,nℓ, δ2s) if U(λ̂ℓ,nℓ, δ2s) > λ∗.
Let the lower and upper confidence limits be, respectively, defined as L (λ̂,n) = L (λ̂l,nl) and
U (λ̂,n) = U (λ̂l,nl), where l is the index of stage when the sampling is terminated. Then,
Pr{L (λ̂,n) < λ < U (λ̂,n) | λ} ≥ 1− δ (112)
for any λ ∈ (0,∞) provided that (112) holds for any λ ∈ (0, λ∗].
See Appendix P for a proof.
15.2.2 Normal Variance
A wide class of test plans for the variance of a normal distribution can be described as follows:
Choose appropriate sample sizes n1 < n2 < · · · < ns and numbers aℓ < bℓ, ℓ = 1, · · · , s. Let
σ˜ℓ =
√
1
nℓ
∑nℓ
i=1(Xi −Xnℓ)2 for ℓ = 1, · · · , s. Continue sampling until σ˜ℓ ≤ aℓ or σ˜ℓ > bℓ. When
the sampling is terminated, accept H0 if σ˜ℓ ≤ aℓ; reject H0 if σ˜ℓ > bℓ.
To construct a confidence interval for σ after the test, we can use a ULE of σ, which is given
by σ˜ = σ˜l, where l is the index of stage when the test is completed. Accordingly, n = nl is the
sample number when the test is completed. A confidence interval with lower limit L (σ˜,n) and
upper limit U (σ˜,n) can be constructed as follows:
If σ˜ assumes value σ˜ at the termination of test, the realization of the upper confidence limit
is equal to a certain value σ such that Pr{σ˜ ≤ σ˜ | σ} = δ2 . Similarly, the realization of the lower
confidence limit is equal to a certain value σ such that Pr{σ˜ ≥ σ˜ | σ} = δ2 .
To find the value of σ such that Pr{σ˜ ≤ σ˜ | σ} = δ2 , it is equivalent to find σ such that
Pr{σ˜ ≤ σ˜ | σ} =
s∑
ℓ=1
Pr {σ˜ℓ ≤ σ˜, aj < σ˜j ≤ bj , 1 ≤ j < ℓ | σ} . (113)
Similarly, to find the value of σ such that Pr{σ˜ ≥ σ˜ | σ} = δ2 , it is equivalent to find σ such that
Pr{σ˜ ≥ σ˜ | σ} =
s∑
ℓ=1
Pr {σ˜ℓ ≥ σ˜, aj < σ˜j ≤ bj , 1 ≤ j < ℓ | σ} . (114)
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If we choose the sample sizes to be odd numbers nℓ = 2kℓ + 1, ℓ = 1, · · · , s, we can rewrite (113)
and (114) respectively as
Pr{σ˜ ≤ σ˜ | σ} =
s∑
ℓ=1
Pr

kℓ∑
m=1
Zm ≤ nℓ
2
(
σ˜
σ
)2
,
nj
2
(aj
σ
)2
<
kj∑
m=1
Zm ≤ nj
2
(
bj
σ
)2
for 1 ≤ j < ℓ | σ

(115)
and
Pr{σ˜ ≥ σ˜ | σ} =
s∑
ℓ=1
Pr

kℓ∑
m=1
Zm ≥ nℓ
2
(
σ˜
σ
)2
,
nj
2
(aj
σ
)2
<
kj∑
m=1
Zm ≤ nj
2
(
bj
σ
)2
for 1 ≤ j < ℓ | σ
 ,
(116)
where Z1, Z2, · · · are i.i.d. exponential random variables with common mean unity. As can
be seen from (115) and (116), the determination of confidence interval for σ requires the exact
computation of the probabilities in the right-hand sides of (115) and (116). For such computational
purpose, we can use Theorem 61.
15.2.3 Exponential Parameters
Let X be a random variable of density function fX(x) =
1
θ exp
(−xθ ). Let X1,X2, · · · be i.i.d.
samples of the exponential random variable X. A wide class of test plans for the parameter θ of
the exponential distribution can be described as follows:
Choose appropriate sample sizes n1 < n2 < · · · < ns and numbers aℓ < bℓ, ℓ = 1, · · · , s.
Define θ̂ℓ =
∑nℓ
i=1 Xi
nℓ
for ℓ = 1, · · · , s. Continue sampling until θ̂ℓ ≤ aℓ or θ̂ℓ > bℓ. When the
sampling is terminated, accept H0 if θ̂ℓ ≤ aℓ; reject H0 if θ̂ℓ > bℓ.
To construct a confidence interval for θ after the test, we can use a ULE of θ, which is given
by θ̂ = θ̂l, where l is the index of stage when the test is completed. Accordingly, n = nl is the
sample number when the test is completed. A confidence interval with lower limit L (θ̂,n) and
upper limit U (θ̂,n) can be constructed as follows:
If θ̂ assumes value θ̂ when the test is completed, the realization of the upper confidence limit
is equal to a certain value θ such that Pr{θ̂ ≤ θ̂ | θ} = δ2 . Similarly, the realization of the lower
confidence limit is equal to a certain value θ such that Pr{θ̂ ≥ θ̂ | θ} = δ2 .
To find the value of θ such that Pr{θ̂ ≤ θ̂ | θ} = δ2 , it is equivalent to find θ such that
Pr{θ̂ ≤ θ̂ | θ} =
s∑
ℓ=1
Pr
{
θ̂ℓ ≤ θ̂, aj < θ̂j ≤ bj , 1 ≤ j < ℓ | θ
}
. (117)
Similarly, to find the value of θ such that Pr{θ̂ ≥ θ̂ | θ} = δ2 , it is equivalent to find θ such that
Pr{θ̂ ≥ θ̂ | θ} =
s∑
ℓ=1
Pr
{
θ̂ℓ ≥ θ̂, aj < θ̂j ≤ bj , 1 ≤ j < ℓ | θ
}
. (118)
Let Z1, Z2, · · · be i.i.d. exponential random variables with common mean unity. Then, we can
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rewrite (117) and (118) respectively as
Pr{θ̂ ≤ θ̂ | θ} =
s∑
ℓ=1
Pr
{
nℓ∑
m=1
Zm ≤ nℓ
(
θ̂
θ
)
, nj
(aj
θ
)
<
nj∑
m=1
Zm ≤ nj
(
bj
θ
)
for 1 ≤ j < ℓ | θ
}
(119)
and
Pr{θ̂ ≥ θ̂ | θ} =
s∑
ℓ=1
Pr
{
nℓ∑
m=1
Zm ≥ nℓ
(
θ̂
θ
)
, nj
(aj
θ
)
<
nj∑
m=1
Zm ≤ nj
(
bj
θ
)
for 1 ≤ j < ℓ | θ
}
. (120)
As can be seen from (119) and (120), the determination of confidence interval for σ requires
the exact computation of the probabilities in the right-hand sides of (119) and (120). For such
computational purpose, we can make use of the results in Theorem 61.
16 Exact Confidence Sequences
The construction of confidence sequences is a classical problem in statistics. The problem has
been studied by Darling and Robbin [32, 33], Lai [50], Jennsion and Turnbull [48], and many
other researchers. In this section, we shall develop a computational approach for the problem in
a general setting as follows.
Let X1,X2, · · · be a sequence of samples of random variable X parameterized by θ ∈ Θ.
Consider a multistage sampling procedure of s stages such that the number of available samples
at the ℓ-th stage is a random number nℓ for ℓ = 1, · · · , s. Let θ̂ℓ be a function of random tuple
X1, · · · ,Xnℓ for ℓ = 1, · · · , s. The objective is to construct intervals with lower limits L (θ̂ℓ,nℓ)
and upper limits U (θ̂ℓ,nℓ) such that
Pr{L (θ̂ℓ,nℓ) < θ < U (θ̂ℓ,nℓ), ℓ = 1, · · · , s | θ} > 1− δ
for any θ ∈ Θ.
16.1 Construction via Coverage Tuning
Assume that θ̂ℓ is a ULE for ℓ = 1, · · · , s. For simplicity of notations, let
Lℓ = L (θ̂ℓ,nℓ), Uℓ = U (θ̂ℓ,nℓ), ℓ = 1, · · · , s.
As mentioned earlier, our objective is to construct a sequence of confidence intervals (Lℓ, Uℓ), 1 ≤
ℓ ≤ s such that Pr{Lℓ < θ < Uℓ, 1 ≤ ℓ ≤ s | θ} ≥ 1− δ for any θ ∈ Θ. Suppose
Pr{Lℓ < θ < Uℓ | θ} ≥ 1− ζδ, 1 ≤ ℓ ≤ s
for any θ ∈ Θ. By Bonferroni’s inequality, we have Pr{Lℓ < θ < Uℓ, 1 ≤ ℓ ≤ s | θ} ≥ 1 − sζδ
for any θ ∈ Θ. This implies that it is possible to find an appropriate value of coverage tuning
parameter ζ such that Pr{Lℓ < θ < Uℓ, 1 ≤ ℓ ≤ s | θ} ≥ 1− δ for any θ ∈ Θ.
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For this purpose, it suffices to bound the complementary probability 1−Pr{Lℓ < θ < Uℓ, 1 ≤
ℓ ≤ s | θ} and apply the adaptive maximum checking algorithm described in Section 3.2 to find
an appropriate value of the coverage tuning parameter ζ such that 1− Pr{Lℓ < θ < Uℓ, 1 ≤ ℓ ≤
s | θ} ≤ δ for any θ ∈ [a, b] ⊆ Θ. In this respect, we have
Theorem 68 Let X1,X2, · · · be a sequence of identical samples of discrete random variable X
which is parameterized by θ ∈ Θ. For ℓ = 1, · · · , s, let θ̂ℓ = ϕ(X1, · · · ,Xnℓ) be a ULE of θ. Let
Lℓ = L (θ̂ℓ,nℓ) and Uℓ = U (θ̂ℓ,nℓ) be bivariate functions of θ̂ℓ and nℓ such that {Lℓ ≤ θ̂ℓ ≤
Uℓ}, ℓ = 1, · · · , s are sure events. Let [a, b] be a subset of Θ. Let IL denote the intersection of
[a, b] and the union of the supports of Lℓ, ℓ = 1, · · · , s. Let IU denote the intersection of [a, b]
and the union of the supports of Uℓ, ℓ = 1, · · · , s. Define
PL(θ) =
s∑
k=1
Pr{Lk ≥ θ, Lℓ < θ < Uℓ, 1 ≤ ℓ < k | θ},
PU (θ) =
s∑
k=1
Pr{Uk ≤ θ, Lℓ < θ < Uℓ, 1 ≤ ℓ < k | θ}.
The following statements hold true:
(I): 1− Pr{Lℓ < θ < Uℓ, 1 ≤ ℓ ≤ s | θ} = PL(θ) + PU (θ).
(II): PL(θ) is non-decreasing with respect to p ∈ Θ in any interval with endpoints being consecu-
tive distinct elements of IL ∪{a, b}. The maximum of PL(θ) over [a, b] is achieved at IL ∪{a, b}.
Similarly, PU (θ) is non-increasing with respect to p ∈ Θ in any interval with endpoints being
consecutive distinct elements of IU ∪ {a, b}. The maximum of PU (θ) over [a, b] is achieved at
IU ∪ {a, b}.
(III): Suppose that {Lℓ ≥ a} ⊆ {θ̂ℓ ≥ b} and {Uℓ ≤ b} ⊆ {θ̂ℓ ≤ a} for ℓ = 1, · · · , s. Then,
PL(θ) ≤
s∑
k=1
Pr{Lk ≥ a, Lℓ < b, Uℓ > a, 1 ≤ ℓ < k | b},
PU (θ) ≤
s∑
k=1
Pr{Uk ≤ b, Lℓ < b, Uℓ > a, 1 ≤ ℓ < k | a},
PL(θ) ≥
s∑
k=1
Pr{Lk ≥ b, Lℓ < a, Uℓ > b, 1 ≤ ℓ < k | a},
PU (θ) ≥
s∑
k=1
Pr{Uk ≤ a, Lℓ < a, Uℓ > b, 1 ≤ ℓ < k | b}
for any θ ∈ [a, b] ⊆ Θ.
Theorem 68 can be established by a similar argument as that of Theorem 7. It should be
noted that no need to compute s terms in the summation independently. The recursive method
described in Section 3.6 can be used.
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We would like to point out that, for simplicity, we can use approximate confidence limits of
simple forms like (12) and (13). For example, to construct a confidence sequence of 100(1 − δ)%
confidence level for the binomial parameter p based on i.i.d. samples X1,X2, · · · of Bernoulli
variable X of mean p with a multistage sampling scheme of deterministic sample sizes n1 <
n2 < · · · < ns, we can use the confidence limits given by (110). It should be noted that, although
approximate confidence limits are used, the coverage probability of the desired confidence sequence
is rigorously guaranteed by virtue of bisection coverage tuning.
16.2 Finite Population Proportion
To construct a confidence sequence for the proportion, p, of a finite population described in Section
2.1, we have the following results.
Theorem 69 Let Lℓ = L (p̂ℓ,nℓ) and Uℓ = U (p̂ℓ,nℓ) be bivariate functions of p̂ℓ =
∑nℓ
i=1 Xi
nℓ
and nℓ such that Lℓ ≤ p̂ℓ ≤ Uℓ and that both NLℓ and NUℓ are integer-valued random variables
for ℓ = 1, · · · , s. Let a ≤ b be two elements of Θ = {mN : m = 0, 1, · · · , N}. Let IL denote the
intersection of interval (a, b) and the union of the supports of Lℓ− 1N , ℓ = 1, · · · , s. Let IU denote
the intersection of interval (a, b) and the union of the supports of Uℓ +
1
N , ℓ = 1, · · · , s. Define
PL(p) =
s∑
k=1
Pr{Lk > p, Lℓ ≤ p ≤ Uℓ, 1 ≤ ℓ < k | p},
PU (p) =
s∑
k=1
Pr{Uk < p, Lℓ ≤ p ≤ Uℓ, 1 ≤ ℓ < k | p}.
The following statements hold true.
(I): 1− Pr{Lℓ ≤ p ≤ Uℓ, 1 ≤ ℓ ≤ s | p} = PL(p) + PU (p).
(II): PL(p) is non-decreasing with respect to p ∈ Θ in any interval with endpoints being consecu-
tive distinct elements of IL ∪{a, b}. The maximum of PL(p) over [a, b] is achieved at IL ∪{a, b}.
Similarly, PU (p) is non-increasing with respect to p ∈ Θ in any interval with endpoints being
consecutive distinct elements of IU ∪ {a, b}. The maximum of PU (p) over [a, b] is achieved at
IU ∪ {a, b}.
(III): Suppose that {Lℓ ≥ a} ⊆ {p̂ℓ ≥ b} and {Uℓ ≤ b} ⊆ {p̂ℓ ≤ a} for ℓ = 1, · · · , s. Then,
PL(p) ≤
s∑
k=1
Pr{Lk > a, Lℓ ≤ b, Uℓ ≥ a, 1 ≤ ℓ < k | b},
PU (p) ≤
s∑
k=1
Pr{Uk < b, Lℓ ≤ b, Uℓ ≥ a, 1 ≤ ℓ < k | a},
PL(p) ≥
s∑
k=1
Pr{Lk > b, Lℓ ≤ a, Uℓ ≥ b, 1 ≤ ℓ < k | a},
PU (p) ≥
s∑
k=1
Pr{Uk < a, Lℓ ≤ a, Uℓ ≥ b, 1 ≤ ℓ < k | b}
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for any p ∈ [a, b] ∩Θ.
Theorem 69 can be established by a similar argument as that of Theorem 7. It should be
noted that our computational machinery such as bisection coverage tuning, AMCA and recursive
algorithm can be used.
16.3 Poisson Mean
At the first glance, it seems that the adaptive maximum checking algorithm described in Section
3.2 cannot be adapted to Poisson variables because the parameter space is not bounded. To
overcome such difficulty, our strategy is to design a confidence sequence such that, for a large
number λ∗ > 0, the coverage probability is always guaranteed for λ ∈ (λ∗,∞) without tuning the
confidence parameter and that the coverage probability for λ ∈ (0, λ∗] can be tuned to be no less
than 1− δ. Such method is described in more details as follows.
Let α ∈ (0, 1) and λ̂ℓ =
∑nℓ
i=1Xi
nℓ
. For every realization, (λ̂ℓ, nℓ), of (λ̂ℓ,nℓ), let L = L(λ̂ℓ, nℓ, α)
be the largest number such that L(λ̂ℓ, nℓ, α) ≤ λ̂ℓ and Pr{λ̂ℓ ≥ λ̂ℓ | L} ≤ α. Let U = U(λ̂ℓ, nℓ, α)
be the smallest number such that U(λ̂ℓ, nℓ, α) ≥ λ̂ℓ and Pr{λ̂ℓ ≤ λ̂ℓ | U} ≤ α. One possible
construction of L and U can be found in [38]. To eliminate the necessity of evaluating the
coverage probability of confidence interval for an infinitely wide range of parameter λ in the
course of coverage tuning, the following result is critical.
Theorem 70 Define
L (λ̂ℓ,nℓ) =
L(λ̂ℓ,nℓ, ζδ) if U(λ̂ℓ,nℓ, δ2s) ≤ λ∗,L(λ̂ℓ,nℓ, δ2s) if U(λ̂ℓ,nℓ, δ2s) > λ∗
and
U (λ̂ℓ,nℓ) =
U(λ̂ℓ,nℓ, ζδ) if U(λ̂ℓ,nℓ, δ2s) ≤ λ∗,U(λ̂ℓ,nℓ, δ2s) if U(λ̂ℓ,nℓ, δ2s) > λ∗.
Then,
Pr{L (λ̂ℓ,nℓ) < λ < U (λ̂ℓ,nℓ), ℓ = 1, · · · , s | λ} ≥ 1− δ (121)
for any λ ∈ (0,∞) provided that (121) holds for any λ ∈ (0, λ∗].
See Appendix Q for a proof.
16.4 Normal Mean
Let X1,X2, · · · be i.i.d. samples of Gaussian variable X with mean µ and variance σ2. By
Bonferroni’s inequality,
Pr{Xnℓ −Zζδ σ/
√
nℓ < µ < Xnℓ + Zζδ σ/
√
nℓ, 1 ≤ ℓ ≤ s} > 1− sζδ,
where Xnℓ =
∑nℓ
i=1Xi
nℓ
for ℓ = 1, · · · , s. It can be seen that if the coverage tuning parameter ζ > 0
is chosen to be small enough, then
Pr{Xnℓ −Zζδ σ/
√
nℓ < µ < Xnℓ + Zζδ σ/
√
nℓ, 1 ≤ ℓ ≤ s} = 1− δ.
To compute the coverage probability of the repeated confidence intervals, there is no loss of
generality to assume that µ = 0 and σ2 = 1. Hence, it suffices to compute Pr{|Xnℓ | < Zζδ/√
nℓ, 1 ≤ ℓ ≤ s}. We shall evaluate the complementary probability
1− Pr{|Xnℓ | < Zζδ/
√
nℓ, 1 ≤ ℓ ≤ s} = Pr{|Xnℓ | ≥ Zζδ/
√
nℓ for some ℓ among 1, · · · , s}
=
s∑
r=1
Pr{|Xnr | ≥ Zζδ/
√
nr and |Xnℓ | < Zζδ/
√
nℓ, 1 ≤ ℓ < r}
= 2
s∑
r=1
Pr{Xnr ≥ Zζδ/
√
nr and |Xnℓ | < Zζδ/
√
nℓ, 1 ≤ ℓ < r}.
The bounding method based on consecutive decision variables described in Section 3.7 can be
used. Specifically,
1− Pr{|Xnℓ| < Zζδ/
√
nℓ, 1 ≤ ℓ ≤ s}
≤ 2
s∑
r=1
Pr{Xnr ≥ Zζδ/
√
nr and |Xnℓ | < Zζδ/
√
nℓ, max(1, r − k) ≤ ℓ < r}
for 1 ≤ k < s. Such method can be used for the problem of testing the equality of the mean
response of two treatments (see, [60], [69] and the references therein). It can also be applied to
the repeated significance tests established by Armitage, McPherson, and Rowe [2].
16.5 Normal Variance
In this section, we shall discuss the construction of confidence sequence for the variance of a
normal distribution. Let X1,X2, · · · be i.i.d. samples of a normal random variable X of mean µ
and variance σ2. Our method of constructing a confidence sequence is follows.
Choose the sample sizes to be odd numbers nℓ = 2kℓ + 1, ℓ = 1, · · · , s. Define Xnℓ =
∑s
i=1 Xi
nℓ
and Snℓ =
∑s
i=1(Xi −Xnℓ)2 for ℓ = 1, · · · , s. Note that
Pr
{
Snℓ
χ2nℓ−1,1−ζδ
< σ2 <
Snℓ
χ2nℓ−1,ζδ
, 1 ≤ ℓ ≤ s
}
> 1− 2sζδ
and
Pr
{
Snℓ
χ2nℓ−1,1−ζδ
< σ2 <
Snℓ
χ2nℓ−1,ζδ
, 1 ≤ ℓ ≤ s
}
= Pr
{
χ2nℓ−1,ζδ <
Snℓ
σ2
< χ2nℓ−1,1−ζδ, 1 ≤ ℓ ≤ s
}
= Pr
{
χ2nℓ−1,ζδ <
kℓ∑
m=1
Zm < χ
2
nℓ−1,1−ζδ, 1 ≤ ℓ ≤ s
}
,
where Z1, Z2, · · · are i.i.d. exponential random variables with common mean unity. There-
fore, the coverage probability Pr
{
Snℓ
χ2nℓ−1,1−ζδ
< σ2 <
Snℓ
χ2nℓ−1,ζδ
, 1 ≤ ℓ ≤ s
}
can be exactly computed
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by virtue of Theorem 61. Consequently, we can obtain, via a bisection search method, an appro-
priate value of ζ such that
Pr
{
Snℓ
χ2nℓ−1,1−ζδ
< σ2 <
Snℓ
χ2nℓ−1,ζδ
, 1 ≤ ℓ ≤ s
}
= 1− δ.
16.6 Exponential Parameters
In this section, we shall consider the construction of confidence sequences for the parameter θ of
a random variable X of density function fX(x) =
1
θ exp
(−xθ ). Let X1,X2, · · · be i.i.d. samples of
a normal random variable X. Let n1 < n2 < · · · < ns be a sequence of sample sizes. Since 2nXnθ
has a chi-square distribution of 2n degrees of freedom, we have
Pr
{
χ22nℓ,ζδ <
2nℓXnℓ
θ
< χ22nℓ,1−ζδ, 1 ≤ ℓ ≤ s
}
> 1− 2sζδ,
or equivalently,
Pr
{
2
∑nℓ
i=1Xi
χ22nℓ,1−ζδ
< θ <
2
∑nℓ
i=1Xi
χ22nℓ,ζδ
, 1 ≤ ℓ ≤ s
}
> 1− 2sζδ.
Note that
Pr
{
2
∑nℓ
i=1Xi
χ22nℓ,1−ζδ
< θ <
2
∑nℓ
i=1Xi
χ22nℓ,ζδ
, 1 ≤ ℓ ≤ s
}
= Pr
{
χ22nℓ,ζδ
2
<
nℓ∑
i=1
Zi <
χ22nℓ,1−ζδ
2
, 1 ≤ ℓ ≤ s
}
,
where Z1, Z2, · · · are i.i.d. exponential random variables with common mean unity. There-
fore, the coverage probability Pr
{
2
∑nℓ
i=1 Xi
χ22nℓ,1−ζδ
< θ <
2
∑nℓ
i=1 Xi
χ22nℓ,ζδ
, 1 ≤ ℓ ≤ s
}
can be exactly computed by
virtue of Theorem 61. Consequently, we can obtain, via a bisection search method, an appropriate
value of ζ such that
Pr
{
2
∑nℓ
i=1Xi
χ22nℓ,1−ζδ
< θ <
2
∑nℓ
i=1Xi
χ22nℓ,ζδ
, 1 ≤ ℓ ≤ s
}
= 1− δ.
16.7 Confidence Sequences for Infinite Stages of Sampling
It should be noted that the theory and techniques of constructing confidence sequences for finite
stages of sampling described in preceding discussion may be applied to the case that the number
of stages is infinite, i.e., s =∞. Note that Pr{Lℓ < θ < Uℓ for all ℓ = 1, 2, · · · | θ} ≤ Pr{Lℓ < θ <
Uℓ, 1 ≤ ℓ ≤ τ | θ} and
Pr{Lℓ < θ < Uℓ for all ℓ = 1, 2, · · · | θ}
≥ Pr{Lℓ < θ < Uℓ, 1 ≤ ℓ ≤ τ | θ} − Pr{θ /∈ (Lk, Uk) for some k > τ | θ} (122)
for τ ≥ 1. This implies that if we can bound Pr{θ /∈ (Lk, Uk) for some k > τ | θ} and make it
extremely small as compared to δ, then the construction of the confidence sequence for infinite
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stages of sampling can be treated as the construction of the confidence sequence for a sampling
process of finite stages.
As our first illustration, consider the construction of a confidence sequence for the binomial
parameter p. More formally, let X1,X2, · · · be i.i.d. samples of Bernoulli random variable X such
that Pr{X = 1} = 1 − Pr{X = 0} = p ∈ (0, 1). Let {nℓ, ℓ = 1, 2, · · · } be a sequence of sample
sizes such that n1 < n2 < n3 < · · · . Define p̂ℓ =
∑nℓ
i=1Xi
nℓ
for ℓ = 1, 2, · · · . Let 0 < ε < 1 and
0 < δ < 1. We are interested in determining the tightest lower bound, m, for the sample size, n1,
of the first stage such that
Pr{|p̂ℓ − p| < ε for all ℓ = 1, 2, · · · | p} > 1− δ
for any p ∈ (0, 1) provided that n1 ≥ m. Applying (122) with Lℓ = p̂ℓ − ε and Uℓ = p̂ℓ + ε, we
have
1− Pr{|p̂ℓ − p| < ε for all ℓ = 1, 2, · · · | p}
≤ Pr{|p̂k − p| ≥ ε for some k > τ | p}+
τ∑
k=1
Pr{|p̂k − p| ≥ ε, |p̂ℓ − p| < ε, 1 ≤ ℓ < k | p}.
for τ ≥ 1. From martingale theory, it is well known that Pr{|p̂k − p| ≥ ε for some k > τ | p} ≤
2 exp(−2nτ+1ε2). Note that for any η ∈ (0, 1), it is possible to find stage index τ large enough
such that 2 exp(−2nτ+1ε2) < η. Hence, it suffices to ensure that
τ∑
k=1
Pr{|p̂k − p| ≥ ε, |p̂ℓ − p| < ε, 1 ≤ ℓ < k | p} < δ − η
for all p ∈ (0, 1). This requirement can be fulfilled by choosing n1 ≥ m with a sufficiently large
m. Since the number of stages involved in the above summation is finite, the computational
complexity is manageable by modern computers. Making use of statement (III) of Theorem 68,
we can obtain recursively computable bounds of
∑τ
k=1 Pr{|p̂k−p| ≥ ε, |p̂ℓ−p| < ε, 1 ≤ ℓ < k | p}
for p in an interval [a, b] ⊆ (0, 1). Using such bounds, the adapted Branch and Bound algorithm
or AMCA can be used to quickly determine whether n1 ≥ m with a given m is sufficient to
guarantee that the coverage probability is greater than 1 − δ. Therefore, we can determine the
smallest m such that the desired confidence level is rigorously guaranteed by virtue of bisection
coverage tuning.
As another illustration, consider the construction of a confidence sequence for the mean of a
normal random variable. Let X1,X2, · · · be i.i.d. samples of a Gaussian random variable X with
unknown mean µ and known variance σ2. Without loss of generality, assume that the variance σ2
is equal to 1. Let {nℓ, ℓ = 1, 2, · · · } be a sequence of sample sizes such that n1 < n2 < n3 < · · · .
Define µ̂ℓ =
∑nℓ
i=1Xi
nℓ
for ℓ = 1, 2, · · · . Let ε > 0 and 0 < δ < 1. We are interested in determining
the tightest lower bound, m, for the sample size, n1, of the first stage such that
Pr{|µ̂ℓ − µ| < ε for all ℓ = 1, 2, · · · | µ} > 1− δ
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for any µ ∈ (−∞,∞) provided that n1 ≥ m. Making use of (122) with Lℓ = µ̂ℓ−ε and Uℓ = µ̂ℓ+ε,
we have
1− Pr{|µ̂ℓ − µ| < ε for all ℓ = 1, 2, · · · | µ}
≤ Pr{|µ̂k − µ| ≥ ε for some k > τ | µ}+
τ∑
k=1
Pr{|µ̂k − µ| ≥ ε, |µ̂ℓ − µ| < ε, 1 ≤ ℓ < k | µ}
for τ ≥ 1. From martingale theory, it is well known that Pr{|µ̂k − µ| ≥ ε for some k > τ | µ} ≤
2 exp(−nτ+1ε22 ). Note that for any η ∈ (0, 1), it is possible to find stage index τ large enough such
that 2 exp(−nτ+1ε22 ) < η. Hence, it suffices to ensure that
τ∑
k=1
Pr{|µ̂k − µ| ≥ ε, |µ̂ℓ − µ| < ε, 1 ≤ ℓ < k | µ} < δ − η
for all µ ∈ (−∞,∞). Therefore, as in the construction of confidence sequence for the binomial
parameter p, we can determine the smallest m such that the desired confidence level is rigorously
guaranteed by virtue of bisection coverage tuning.
17 Multistage Linear Regression
Regression analysis is a statistical technique for investigating and modeling the relationship be-
tween variables. Applications of regression are numerous and occur in almost every field, including
engineering, physical sciences, social sciences, economics, management, life and biological sciences,
to name but a few. Consider a linear model
y = β1x1 + β2x2 + · · ·+ βmxm + w with x1 ≡ 1,
where β1, · · · , βm are deterministic parameters and w is a Gaussian random variable of zero
mean and variance σ2. A major task of linear regression is to estimate parameters σ and βi
based on observations of y for various values of xi. In order to strictly control estimation error
and uncertainty of inference with as few observations as possible, we shall develop multistage
procedures. To this end, we shall first define some variables. Let β = [β1, · · · , βm]⊺, where the
notation “⊺” stands for the transpose operation. Let w1, w2, · · · be a sequence of i.i.d. samples
of w. Define
yi = β1xi1 + β2xi2 + · · ·+ βmxim + wi with xi1 ≡ 1
for i = 1, 2, · · · . Let nℓ, ℓ = 1, 2, · · · be a sequence of positive integers which is ascending with
respect to ℓ. Define
Y ℓ =

y1
y2
...
ynℓ
 , Xℓ =

x11 x12 · · · x1m
x21 x22 · · · x2m
...
...
. . .
...
xnℓ1 xnℓ2 · · · xnℓm
 for ℓ = 1, 2, · · · .
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Assume that X⊺ℓXℓ is of rank m for all ℓ. Define
Bℓ = (X
⊺
ℓXℓ)
−1X⊺ℓY ℓ, σ̂ℓ =
√
1
nℓ −m
[
Y
⊺
ℓY ℓ −B⊺ℓ (X⊺Y ℓ)
]
for ℓ = 1, 2, · · · . For i = 1, · · · ,m, let Bi,ℓ denote the i-th entry of Bℓ and let
[
(X⊺ℓXℓ)
−1]
ii
denote the (i, i)-th entry of (X⊺ℓXℓ)
−1.
17.1 Control of Absolute Error
For the purpose of estimating the variance σ and the parameters βi with an absolute error criterion,
we have
Theorem 71 Let ε > 0 and εi > 0 for i = 1, · · · ,m. Let τ be a positive integer. Suppose the
process of observing y with respect to xi and w is continued until tnℓ−m, ζδℓ σ̂ℓ
√
[(X⊺ℓXℓ)
−1]ii ≤ εi
for i = 1, · · · ,m, and √
nℓ −m
χ2nℓ−m, ζδℓ
σ̂ℓ − ε ≤ σ̂ℓ ≤
√
nℓ −m
χ2nℓ−m, 1−ζδℓ
σ̂ℓ + ε
at some stage with index ℓ, where δℓ = δ for 1 ≤ ℓ ≤ τ and δℓ = δ2τ−ℓ for ℓ > τ . Define
σ̂ = σ̂l and β̂ = Bl, where l is the index of stage at which the observation of y is stopped. For
i = 1, · · · ,m, let β̂i be the i-th entry of β̂. Then, Pr{l <∞} = 1 and Pr{|σ̂−σ| ≤ ε, |β̂i−βi| ≤
εi for i = 1, · · · ,m} ≥ 1− δ provided that 2(m+ 1)(τ + 1)ζ ≤ 1 and that infℓ>0 nℓ+1nℓ > 1.
See Appendix R.1 for a proof.
17.2 Control of Relative Error
For the purpose of estimating the variance σ and the parameters βi with a relative error criterion,
we have
Theorem 72 Let 0 < ε < 1 and 0 < εi < 1 for i = 1, · · · ,m. Let τ be a positive integer. Suppose
the process of observing y with respect to xi and w is continued until tnℓ−m, ζδℓ σ̂ℓ
√
[(X⊺ℓXℓ)
−1]ii ≤
εi
1+εi
|Bi,ℓ| for i = 1, · · · ,m, and χ
2
nℓ−m, 1−ζδℓ
(1+ε)2 ≤ nℓ−m ≤
χ2nℓ−m, ζδℓ
(1−ε)2 at some stage with index ℓ, where
δℓ = δ for 1 ≤ ℓ ≤ τ and δℓ = δ2τ−ℓ for ℓ > τ . Define σ̂ = σ̂l and β̂ = β̂l, where l is the index
of stage at which the observation of y is stopped. For i = 1, · · · ,m, let β̂i be the i-th entry of β̂.
Then, Pr{l <∞} = 1 and Pr{|σ̂ − σ| ≤ εσ, |β̂i − βi| ≤ εi|βi| for i = 1, · · · ,m} ≥ 1− δ provided
that 2(m+ 1)(τ + 1)ζ ≤ 1 and that infℓ>0 nℓ+1nℓ > 1.
See Appendix R.2 for a proof.
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18 Multistage Estimation of Quantile
The estimation of a quantile of a random variable is a fundamental problem of practical impor-
tance. Specially, in control engineering, the performance of an uncertain dynamic system can be
modeled as a random variable. Hence, it is desirable to estimate the minimum level of perfor-
mance such that the probability of achieving it is greater than a certain percentage. In general,
the problem of estimating a quantile can be formulated as follows.
Let X be a random variable with cumulative distribution function FX(.). Define quantile
ξp = inf{x : FX(x) > p} for p ∈ (0, 1). The objective is to estimate ξp with prescribed precision
and confidence level based on i.i.d. samples X1,X2, · · · of X. To make it possible for the rigorous
control of estimation error and uncertainty of inference, we shall propose multistage procedures.
For this purpose, we need to define some variables. For an integer n, let Xi:n denote the i-th order
statistics of i.i.d samples X1, · · · ,Xn of X such that −∞ = X0:n < X1:n ≤ X2:n ≤ · · · ≤ Xn:n <
Xn+1:n = ∞. Let the sample sizes be a sequence of positive integers nℓ, ℓ = 1, 2, · · · such that
n1 < n2 < n3 < · · · . At the ℓ-th stage, the decision of termination or continuation of sampling is
made based on samples X1, · · · ,Xnℓ .
18.1 Control of Absolute Error
For estimating ξp with a margin of absolute error ε > 0, our sampling procedure can be described
as follows.
Theorem 73 For ℓ = 1, 2, · · · , define δℓ = δ for 1 ≤ ℓ ≤ τ and δℓ = δ2τ−ℓ for ℓ > τ , where τ
is a positive integer. Let iℓ ≤ nℓ be the largest integer such that
∑iℓ−1
k=0
(nℓ
k
)
pk(1 − p)nℓ−k ≤ ζδℓ.
Let jℓ ≥ 0 be the smallest integer such that
∑nℓ
k=jℓ
(
nℓ
k
)
pk(1 − p)nℓ−k ≤ ζδℓ. Define ξ̂p,ℓ such
that ξ̂p,ℓ = Xpnℓ:nℓ if pnℓ is an integer and ξ̂p,ℓ = (⌈pnℓ⌉ − pnℓ)X⌊pnℓ⌋:nℓ + (pnℓ − ⌊pnℓ⌋)X⌈pnℓ⌉:nℓ
otherwise. Suppose that sampling is continued until Xjℓ:nℓ − ε ≤ ξ̂p,ℓ ≤ Xiℓ:nℓ + ε for some stage
with index ℓ. Define estimator ξ̂p = ξ̂p,l where l is the index of stage at which the sampling is
terminated. Then, Pr{l <∞} = 1 and Pr{|ξ̂p − ξp| ≤ ε} ≥ 1− δ provided that 2(τ +1)ζ ≤ 1 and
that infℓ>0
nℓ+1
nℓ
> 1.
See Appendix S.1 for a proof.
18.2 Control of Relative Error
For estimating ξp 6= 0 with a margin of relative error ε ∈ (0, 1), our sampling procedure can be
described as follows.
Theorem 74 For ℓ = 1, 2, · · · , define δℓ = δ for 1 ≤ ℓ ≤ τ and δℓ = δ2τ−ℓ for ℓ > τ , where τ is
a positive integer. Let iℓ ≤ nℓ be the largest integer such that
∑iℓ−1
k=0
(nℓ
k
)
pk(1− p)nℓ−k ≤ ζδℓ. Let
jℓ ≥ 0 be the smallest integer such that
∑nℓ
k=jℓ
(
nℓ
k
)
pk(1−p)nℓ−k ≤ ζδℓ. Define ξ̂p,ℓ such that ξ̂p,ℓ =
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Xpnℓ:nℓ if pnℓ is an integer and ξ̂p,ℓ = (⌈pnℓ⌉ − pnℓ)X⌊pnℓ⌋:nℓ + (pnℓ − ⌊pnℓ⌋)X⌈pnℓ⌉:nℓ otherwise.
Suppose that sampling is continued until [1 − sgn(ξ̂p,ℓ)ε]Xjℓ:nℓ ≤ ξ̂p,ℓ ≤ [1 + sgn(ξ̂p,ℓ)ε]Xiℓ:nℓ for
some stage with index ℓ. Define estimator ξ̂p = ξ̂p,l where l is the index of stage at which the
sampling is terminated. Then, Pr{l < ∞} = 1 and Pr{|ξ̂p − ξp| ≤ ε|ξp|} ≥ 1 − δ provided that
2(τ + 1)ζ ≤ 1 and that infℓ>0 nℓ+1nℓ > 1.
See Appendix S.2 for a proof.
18.3 Control of Absolute and Relative Errors
For estimating ξp with margin of absolute error εa > 0 and margin of relative error εr ∈ (0, 1),
our sampling procedure can be described as follows.
Theorem 75 For ℓ = 1, 2, · · · , define δℓ = δ for 1 ≤ ℓ ≤ τ and δℓ = δ2τ−ℓ for ℓ > τ , where τ
is a positive integer. Let iℓ ≤ nℓ be the largest integer such that
∑iℓ−1
k=0
(
nℓ
k
)
pk(1 − p)nℓ−k ≤ ζδℓ.
Let jℓ ≥ 0 be the smallest integer such that
∑nℓ
k=jℓ
(nℓ
k
)
pk(1 − p)nℓ−k ≤ ζδℓ. Define ξ̂p,ℓ such
that ξ̂p,ℓ = Xpnℓ:nℓ if pnℓ is an integer and ξ̂p,ℓ = (⌈pnℓ⌉ − pnℓ)X⌊pnℓ⌋:nℓ + (pnℓ − ⌊pnℓ⌋)X⌈pnℓ⌉:nℓ
otherwise. Suppose that sampling is continued until Xjℓ:nℓ −max(εa, sgn(ξ̂p,ℓ)εrXjℓ:nℓ) ≤ ξ̂p,ℓ ≤
Xiℓ:nℓ + max(εa, sgn(ξ̂p,ℓ)εrXiℓ:nℓ) for some stage with index ℓ. Define estimator ξ̂p = ξ̂p,l
where l is the index of stage at which the sampling is terminated. Then, Pr{l < ∞} = 1 and
Pr{|ξ̂p−ξp| ≤ εa or |ξ̂p−ξp| ≤ εr|ξp|} ≥ 1−δ provided that 2(τ+1)ζ ≤ 1 and that infℓ>0 nℓ+1nℓ > 1.
See Appendix S.3 for a proof.
19 Conclusion
In this paper, we have proposed a new framework of multistage estimation. Our general approach
provides exact solutions for a wide spectrum of estimation problems. Specific sampling schemes
have been developed for parameters of common distributions. It is demonstrated that our new
methods are unprecedentedly efficient in terms of sampling cost, while rigorously guaranteeing
prescribed level of confidence.
A Preliminary Results
We need some preliminary results.
A.1 Proof of Identity (4)
Since the identity is clearly true for the case that [θ, θ] does not contain 0, we only consider the
case that 0 ∈ [θ, θ]. We claim that{
|θ̂ − θ| < εr|θ|
}
⊆
{
θ̂
1 + sgn(θ̂)εr
< θ <
θ̂
1− sgn(θ̂)εr
}
. (123)
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Let ω ∈ {|θ̂ − θ| < εr|θ|} and θ̂ = θ̂(ω). Then, |θ̂ − θ| < εr|θ|. To show (123), it suffices to show
θ̂
1+sgn(θ̂)εr
< θ < θ̂
1−sgn(θ̂)εr .
In the case of θ ≥ 0, we have θ̂ > (θ − εr|θ|) ≥ 0 as a result of |θ̂ − θ| < εr|θ|. Moreover,
θ̂
1+sgn(θ̂)εr
= θ̂1+εr < θ <
θ̂
1−εr =
θ̂
1−sgn(θ̂)εr . In the case of θ < 0, we have θ̂ < (θ + εr|θ|) < 0 as a
result of |θ̂ − θ| < εr|θ|. Moreover, θ̂1+sgn(θ̂)εr =
θ̂
1−εr < θ <
θ̂
1+εr
= θ̂
1−sgn(θ̂)εr . Therefore, we have
established (123).
In view of (123), it is obvious that {|θ̂−θ| < εa or |θ̂−θ| < εr|θ|} ⊆ {L (θ̂,n) < θ < U (θ̂,n)}.
To complete the proof of identity (4), it remains to show {|θ̂ − θ| < εa or |θ̂ − θ| < εr|θ|} ⊇
{L (θ̂,n) < θ < U (θ̂,n)}. For this purpose, let ω ∈ {L (θ̂,n) < θ < U (θ̂,n)} and θ̂ = θ̂(ω).
Then,
min
{
θ̂ − εa, θ̂
1 + sgn(θ̂)εr
}
< θ < max
{
θ̂ + εa,
θ̂
1− sgn(θ̂)εr
}
(124)
Suppose, to get a contradiction, that |θ̂ − θ| ≥ εa and |θ̂ − θ| ≥ εr|θ|. There are 8 cases:
(i) θ ≥ 0, θ̂ ≥ θ + εa, θ̂ ≥ θ + εr|θ|. In this case, we have θ̂ ≥ 0, θ ≤ θ̂ − εa and
θ ≤ θ̂1+εr = θ̂1+sgn(θ̂)εr , which contradicts the first inequality of (124).
(ii) θ ≥ 0, θ̂ ≤ θ− εa, θ̂ ≥ θ+ εr|θ|. In this case, we have θ+ εr|θ| ≤ θ̂ ≤ θ− εa, which implies
that εa = 0 and θ̂ ≥ 0. Therefore, the first inequality of (124) can be written as θ̂1+εr < θ, which
contradicts to θ̂ ≥ θ + εr|θ| = (1 + εr)θ.
(iii) θ ≥ 0, θ̂ ≥ θ+εa, θ̂ ≤ θ−εr|θ|. In this case, we have θ+εa ≤ θ̂ ≤ θ−εr|θ|, which implies
that εa = 0 and θ̂ ≥ 0. Therefore, the second inequality of (124) can be written as θ̂1−εr > θ,
which contradicts to θ̂ ≤ θ − εr|θ| = (1− εr)θ.
(iv) θ ≥ 0, θ̂ ≤ θ−εa, θ̂ ≤ θ−εr|θ|. In this case, we have θ ≥ θ̂+εa and θ ≥ θ̂1−εr . Hence, by the
second inequality of (124), we have θ̂1−εr ≤ θ < θ̂1−sgn(θ̂)εr , which implies θ̂[1−sgn(θ̂)εr] < θ̂(1−εr),
i.e., εr|θ̂| > εrθ̂. It follows that θ̂ < 0 and thus θ < 0, which contradicts to θ ≥ 0.
(v) θ < 0, θ̂ ≥ θ+εa, θ̂ ≥ θ+εr|θ|. In this case, we have θ ≤ θ̂−εa and θ ≤ θ̂1−εr . Hence, by the
first inequality of (124), we have θ̂1−εr ≥ θ > θ̂1+sgn(θ̂)εr , which implies θ̂[1 + sgn(θ̂)εr] > θ̂(1− εr),
i.e., εr|θ̂| > −εrθ̂. It follows that θ̂ > 0 and thus θ > 0, which contradicts to θ < 0.
(vi) θ < 0, θ̂ ≤ θ−εa, θ̂ ≥ θ+εr|θ|. In this case, we have θ−εa ≥ θ̂ ≥ θ+εr|θ|, which implies
that εa = 0 and θ̂ < 0. Therefore, the first inequality of (124) can be written as
θ̂
1−εr < θ, which
contradicts to θ̂ ≥ θ + εr|θ| = (1− εr)θ.
(vii) θ < 0, θ̂ ≥ θ+εa, θ̂ ≤ θ−εr|θ|. In this case, we have θ−εr|θ| ≥ θ̂ ≥ θ+εa, which implies
that εa = 0 and θ̂ < 0. Therefore, the second inequality of (124) can be written as
θ̂
1+εr
> θ,
which contradicts to θ̂ ≤ θ − εr|θ| = (1 + εr)θ.
(viii) θ < 0, θ̂ ≤ θ − εa, θ̂ ≤ θ − εr|θ|. In this case, we have θ̂ < 0, θ ≥ θ̂ + εa and
θ ≥ θ̂1+εr = θ̂1−sgn(θ̂)εr , which contradicts the second inequality of (124).
From the above 8 cases, we see that the assumption that |θ̂−θ| ≥ εa and |θ̂−θ| ≥ εr|θ| always
leads to a contradiction. Therefore, it must be true that either |θ̂ − θ| < εa or |θ̂ − θ| < εr|θ|.
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This proves {|θ̂ − θ| < εa or |θ̂ − θ| < εr|θ|} ⊇ {L (θ̂) < θ < U (θ̂)} and consequently completes
the proof of identity (4).
A.2 Probability Transform Inequalities
The well-known probability transform theorem asserts that Pr{FZ(Z) ≤ α} = Pr{GZ(Z) ≤ α} =
α for any continuous random variable Z and positive number α ∈ [0, 1]. In the general case that Z
is not necessarily continuous, the probability transform equalities may not be true. Fortunately,
their generalizations, referred to as “probability transform inequalities” in this paper, has been
established in the literature as follows.
Lemma 2 Pr{FZ(Z) ≤ α} ≤ α and Pr{GZ(Z) ≤ α} ≤ α for any random variable Z and positive
number α.
Lemma 2 can be shown as follows. Let IZ denote the support of Z. If {z ∈ IZ : FZ(z) ≤ α}
is empty, then, {FZ(Z) ≤ α} is an impossible event and thus Pr{FZ(Z) ≤ α} = 0. Otherwise, we
can define z⋆ = max{z ∈ IZ : FZ(z) ≤ α}. It follows from the definition of z⋆ that FZ(z⋆) ≤ α.
Since FZ(z) is non-decreasing with respect to z, we have {FZ(Z) ≤ α} = {Z ≤ z⋆}. Therefore,
Pr{FZ(Z) ≤ α} = Pr{Z ≤ z⋆} = FZ(z⋆) ≤ α for any α > 0. By a similar method, one can show
Pr{GZ(Z) ≤ α} ≤ α for any α > 0.
A.3 Property of ULE
Lemma 3 Let m be a stopping time such that for any positive integer m, event {m = m}
depends only on X1, · · · ,Xm. Let E be an event dependent only on random tuple (X1, · · · ,Xm).
Let ϕ(X1, · · · ,Xm) be a ULE of θ. Then,
(i) Pr{E | θ} is non-increasing with respect to θ ∈ Θ no less than z provided that E ⊆
{ϕ(X1, · · · ,Xm) ≤ z}.
(ii) Pr{E | θ} is non-decreasing with respect to θ ∈ Θ no greater than z provided that E ⊆
{ϕ(X1, · · · ,Xm) ≥ z}.
Proof. We first consider the case that X1,X2, · · · are discrete random variables. Let Im denote
the support of m, i.e., Im = {m(ω) : ω ∈ Ω}. Define Xm = {(X1(ω), · · · ,Xm(ω)) : ω ∈
E , m(ω) = m} for m ∈ Im. Then,
Pr{E | θ} =
∑
m∈Im
∑
(x1,··· ,xm)∈Xm
Pr{Xi = xi, i = 1, · · · ,m | θ}. (125)
To show statement (i), using the assumption that E ⊆ {ϕ(X1, · · · ,Xm) ≤ z}, we have
ϕ(x1, · · · , xm) ≤ z for (x1, · · · , xm) ∈ Xm with m ∈ Im. Since ϕ(X1, · · · ,Xm) is a ULE of
θ, we have that Pr{Xi = xi, i = 1, · · · ,m | θ} is non-increasing with respect to θ ∈ Θ no less
than z. It follows immediately from (125) that statement (i) is true.
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To show statement (ii), using the assumption that E ⊆ {ϕ(X1, · · · ,Xm) ≥ z}, we have
ϕ(x1, · · · , xm) ≥ z for (x1, · · · , xm) ∈ Xm with m ∈ Im. Since ϕ(X1, · · · ,Xm) is a ULE of θ, we
have that Pr{Xi = xi, i = 1, · · · ,m | θ} is non-decreasing with respect to θ ∈ Θ no greater than
z. It follows immediately from (125) that statement (ii) is true.
For the case that X1,X2, · · · are continuous random variables, we can also show the lemma
by modifying the argument for the discrete case. Specially, the summation of likelihood function
Pr{Xi = xi, i = 1, · · · ,m | θ} over the set of tuple (x1, · · · , xm) is replaced by the integration of
the joint probability density function fX1,··· ,Xm(x1, · · · , xm, θ) over the set of (x1, · · · , xm). This
concludes the proof of Lemma 3.
✷
B Proof of Theorem 2
Making use of assumptions (ii)-(iii), the definition of the sampling scheme and the monotonicity
of F
θ̂ℓ
(z, θ) as asserted by Lemma 3, we have
Pr{θ ≥ U (θ̂,n) | θ} =
s∑
ℓ=1
Pr{θ ≥ U (θ̂ℓ,nℓ), l = ℓ | θ}
≤
s∑
ℓ=1
Pr{θ ≥ U (θ̂ℓ,nℓ), Dℓ = 1 | θ}
≤
s∑
ℓ=1
Pr
{
θ ≥ U (θ̂ℓ,nℓ) ≥ θ̂ℓ, Fθ̂ℓ(θ̂ℓ,U (θ̂ℓ,nℓ)) ≤ ζδℓ | θ
}
≤
s∑
ℓ=1
Pr
{
F
θ̂ℓ
(θ̂ℓ, θ) ≤ ζδℓ | θ
}
≤ ζ
s∑
ℓ=1
δℓ
for any θ ∈ Θ, where the last inequality follows from Lemma 2.
Similarly, we can show that Pr{θ ≤ L (θ̂,n) | θ} ≤ ∑sℓ=1 Pr{θ ≤ L (θ̂ℓ,nℓ), Dℓ = 1 | θ} ≤
ζ
∑s
ℓ=1 δℓ. Hence, Pr{L (θ̂,n) < θ < U (θ̂,n) | θ} ≥ 1− Pr{θ ≤ L (θ̂,n) | θ} − Pr{θ ≥ U (θ̂,n) |
θ} ≥ 1− 2ζ∑sℓ=1 δℓ. This concludes the proof of Theorem 2.
C Proof of Theorem 4
Making use of the assumption that Pr{τ <∞} = 1, we have
Pr{θ /∈ Bτ } = Pr
⋃
ℓ∈Iτ
{θ /∈ Bτ , τ = ℓ}
 .
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By the assumptions on the random regions and stopping time, we have⋃
ℓ∈Iτ
{θ /∈ Bτ , τ = ℓ} =
⋃
ℓ∈Iτ
{θ /∈ Bℓ, τ = ℓ} ⊆
⋃
ℓ∈Iτ
{θ /∈ Bℓ, Aℓ ⊆ Bℓ}
⊆
⋃
ℓ∈Iτ
{θ /∈Aℓ, Aℓ ⊆ Bℓ} ⊆
⋃
ℓ∈Iτ
{θ /∈Aℓ} = {θ /∈Aℓ for some index ℓ ∈ Iτ }.
Therefore,
Pr{θ ∈ Bτ} = 1− Pr{θ /∈ Bτ} = 1− Pr
⋃
ℓ∈Iτ
{θ /∈ Bτ , τ = ℓ}

≥ 1− Pr{θ /∈ Aℓ for some index ℓ ∈ Iτ}
= Pr{θ ∈ Aℓ for ℓ ∈ Iτ | θ} ≥ 1−
∑
ℓ∈Iτ
Pr{θ /∈ Aℓ},
where the last inequality follows from Bonferroni’s inequality and the continuity of the probability
measure. This completes the proof of the theorem.
D Proof of Theorem 5
By the independence of samples, the likelihood function can be written as
∏n
i=1 fX(xi, θ) =
[
∏n
i=1 c(xi)] × exp (η(θ)
∑n
i=1 xi − nψ(θ)). By the assumption that dη(θ)dθ > 0 and
ψ′(θ)
η′(θ) = θ for
θ ∈ Θ, we have that
d exp (η(θ)z − ψ(θ))
dθ
= (z − θ) exp (η(θ)z − ψ(θ)) dη(θ)
dθ
,
which is positive for θ < z and negative for θ > z. This implies that exp (η(θ)z − ψ(θ)) is
monotonically increasing with respect to θ less than z and monotonically decreasing with respect
to θ greater than z. This proves that Xn is a ULE of θ. It remains to show the probabilistic
inequalities regarding Xn.
Let ϑ(.) be the inverse function of η(.) such that η(ϑ(ζ)) = ζ for ζ ∈ {η(θ) : θ ∈ Θ}. De-
fine compound function φ(.) such that φ(ζ) = ψ(ϑ(ζ)) for ζ ∈ {η(θ) : θ ∈ Θ}. For simplicity
of notations, we abbreviate ϑ(ζ) as ϑ when this can be done without causing confusion. Us-
ing the definition that η(ϑ(ζ)) = ζ, the assumption that dψ(θ)dθ = θ
dη(θ)
dθ , and the chain rule of
differentiation, we have
dφ(ζ)
dζ
=
dψ(ϑ)
dϑ
dϑ
dζ
= ϑ
dη(ϑ)
dϑ
dϑ
dζ
= ϑ
dη(ϑ)
dζ
= ϑ
dζ
dζ
= ϑ(ζ). (126)
Putting ζ = η(θ), we have E [exp (t
∑n
i=1Xi)] = exp (nφ(ζ + t)− nφ(ζ)). By virtue of (126), the
derivative of nφ(ζ + t) − nφ(ζ) with respect to t is ndφ(ζ+t)dt = nϑ(ζ + t), which is equal to
nϑ(ζ) = nθ for t = 0. Thus, E[Xn] = θ, which implies that Xn is also an unbiased estimator of θ.
Again by virtue of (126), the derivative of −tnz + nφ(ζ + t)− nφ(ζ) with respect to t is
−nz + ndφ(ζ + t)
dt
= −nz + nϑ(ζ + t),
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which is equal to 0 for t such that ϑ(ζ + t) = z or equivalently, ζ + t = η(z), which implies
t = η(z)− η(θ). Since E [exp (nt(Xn − z))] is a convex function of t, its infimum with respect to
t ∈ R is attained at t = η(z) − η(θ). It follows that
inf
t∈R
E
[
exp
(
nt(Xn − z)
)]
= inf
t∈R
exp (−tnz + nφ(ζ + t)− nφ(ζ))
= exp (−[η(z) − η(θ)]nz + nφ(η(z)) − nφ(ζ))
= exp (−[η(z) − η(θ)]nz + nψ(z) − nψ(θ))
=
[
exp (η(θ)z − ψ(θ))
exp (η(z)z − ψ(z))
]n
= [w(z, θ)]n.
Finally, the probabilistic inequalities regarding Xn can be established by virtue of the above
results, the Chernoff bound and the assumption that η(θ) is increasing with respect to θ ∈ Θ.
E Proof of Theorem 6
In the case of
∑∞
ℓ=1 δℓ <∞, by Theorem 2 and Corollary 1, we have Pr{L (θ̂) < θ < U (θ̂) | θ} ≥
1−2ζ∑∞ℓ=1 δℓ → 1 as ζ → 0. It remains to show the theorem for the case that 0 < α < δℓ < β for
all ℓ. By Theorem 5, we have F(z, θ) = G(z, θ) = w(z, θ) for θ ∈ Θ. Using ψ′(θ)η′(θ) = θ for θ ∈ Θ, we
can show that ∂ lnw(z,θ)∂θ = η
′(θ)(z− θ) and ∂ lnw(z,θ)∂z = η(θ)− η(z), which implies that F(z, θ) and
G(z, θ) are less than 1 for θ ∈ Θ not equal to z. For θ ∈ Θ, let ǫ be a positive number small enough
such that (θ−ǫ, θ+ǫ) ⊆ Θ. Let f = maxz∈(θ−ǫ,θ+ǫ)F(z,U (z)) and g = maxz∈(θ−ǫ,θ+ǫ) G(z,L (z)).
We claim that max{f, g} < 1. To show the claim, note that, if {z ∈ (θ− ǫ, θ+ ǫ) : U (z) < supΘ}
is an empty set, then f is equal to 0; otherwise f is smaller than 1 as a consequence of the
assumption that U (θ) > θ for all θ ∈ Θ and that F(z, θ) < 1 when θ ∈ Θ is not equal to z.
Similarly, if {z ∈ (θ − ǫ, θ + ǫ) : L (z) > inf Θ} is an empty set, then g is equal to 0; otherwise g
is smaller than 1. This proves the claim. By the definitions of the sampling schemes,
Pr{n > n} ≤ Pr{[F(Xn,U (Xn))]n > ζδℓ or [G(Xn,L (Xn))]n > ζδℓ}
≤ Pr{[F(Xn,U (Xn))]n > ζα or [G(Xn,L (Xn))]n > ζα}.
Hence, in the case of max{f, g} = 0, we have Pr{n > n} = 0. In the case of 0 < max{f, g} < 1,
let n =
⌈
ln(ζα)
lnmax{f,g}
⌉
+ 1. Then, {[F(Xn,U (Xn))]n > ζα, |Xn − θ| < ǫ} and {[G(Xn,L (Xn))]n >
ζα, |Xn − θ| < ǫ} are impossible events. It follows that
Pr{n > n} ≤ Pr{[F(Xn,U (Xn))]n > ζα, |Xn − θ| < ǫ}
+Pr{[G(Xn,L (Xn))]n > ζα, |Xn − θ| < ǫ}+ Pr{|Xn − θ| ≥ ǫ}
= Pr{|Xn − θ| ≥ ǫ} ≤ [F(θ + ǫ, θ)]n + [G(θ − ǫ, θ)]n
and thus
Pr{L (θ̂) ≥ θ or U (θ̂) ≤ θ | θ} = Pr{L (θ̂) ≥ θ or U (θ̂) ≤ θ, n ≤ n | θ} + Pr{n > n}
≤ 2nζβ + [F(θ + ǫ, θ)]n + [G(θ − ǫ, θ)]n → 0
as ζ → 0. This completes the proof of the theorem.
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F Proof of Theorem 7
Let θ′ < θ′′ be two consecutive distinct elements of IL ∪ {a, b}. Then, {θ ≤ L (θ̂,n) < θ′′} ⊆
{θ′ < L (θ̂,n) < θ′′} = ∅ and it follows that {L (θ̂,n) ≥ θ} = {L (θ̂,n) ≥ θ′′} ∪ {θ ≤ L (θ̂,n) <
θ′′} = {L (θ̂,n) ≥ θ′′} for any θ ∈ (θ′, θ′′]. Recalling that {θ̂ ≥ L (θ̂,n)} is a sure event, we
have {L (θ̂,n) ≥ θ′′} = {θ̂ ≥ θ′′, L (θ̂,n) ≥ θ′′}. Invoking the second statement of Lemma
3, we have that Pr{θ ≤ L (θ̂,n) and E occurs | θ} = Pr{L (θ̂,n) ≥ θ′′ and E occurs | θ} =
Pr{θ̂ ≥ θ′′, L (θ̂,n) ≥ θ′′ and E occurs | θ} is non-decreasing with respect to θ ∈ (θ′, θ′′].
This implies that the maximum of Pr{θ ≤ L (θ̂,n) and E occurs | θ} with respect to θ ∈
(θ′, θ′′] is equal to Pr{θ̂ ≥ θ′′, L (θ̂,n) ≥ θ′′ and E occurs | θ′′}. Since the argument holds for
arbitrary consecutive distinct elements of IL ∪{a, b}, we have established statement (I) regarding
Pr{θ ≤ L (θ̂,n) and E occurs | θ} for θ ∈ [a, b]. To prove the statement regarding Pr{θ <
L (θ̂,n) and E occurs | θ}, note that {θ < L (θ̂,n) < θ′′} ⊆ {θ′ < L (θ̂,n) < θ′′} = ∅, which
implies that {L (θ̂,n) > θ} = {L (θ̂,n) ≥ θ′′} ∪ {θ < L (θ̂,n) < θ′′} = {L (θ̂,n) ≥ θ′′} for any
θ ∈ [θ′, θ′′). Hence, Pr{θ < L (θ̂,n) and E occurs | θ} = Pr{L (θ̂,n) ≥ θ′′ and E occurs | θ} =
Pr{θ̂ ≥ θ′′, L (θ̂,n) ≥ θ′′ and E occurs | θ} is non-decreasing with respect to θ ∈ [θ′, θ′′). This
implies that the supremum of Pr{θ < L (θ̂,n) and E occurs | θ} with respect to θ ∈ [θ′, θ′′) is
equal to Pr{θ̂ ≥ θ′′, L (θ̂,n) ≥ θ′′ and E occurs | θ′′}. Since the argument holds for arbitrary
consecutive distinct elements of IL ∪ {a, b}, we have established statement (I) regarding Pr{θ <
L (θ̂,n) and E occurs | θ} for θ ∈ [a, b].
To prove statement (II) regarding Pr{θ ≥ U (θ̂,n) and E occurs | θ}, let θ′ < θ′′ be two
consecutive distinct elements of IU ∪{a, b}. Then, {θ′ < U (θ̂,n) ≤ θ} ⊆ {θ′ < U (θ̂,n) < θ′′} = ∅
and it follows that {U (θ̂,n) ≤ θ} = {U (θ̂,n) ≤ θ′} ∪ {θ′ < U (θ̂,n) ≤ θ} = {U (θ̂,n) ≤ θ′}
for any θ ∈ [θ′, θ′′). Recalling that {θ̂ ≤ U (θ̂,n)} is a sure event, we have {U (θ̂,n) ≤ θ′} =
{θ̂ ≤ θ′, U (θ̂,n) ≤ θ′}. Consequently, Pr{U (θ̂,n) ≤ θ and E occurs | θ} = Pr{U (θ̂,n) ≤
θ′ and E occurs | θ} = Pr{θ̂ ≤ θ′, U (θ̂,n) ≤ θ′ and E occurs | θ} is non-increasing with
respect to θ ∈ [θ′, θ′′) as a result of the first statement of Lemma 3. This implies that the
maximum of Pr{U (θ̂,n) ≤ θ and E occurs | θ} for θ ∈ [θ′, θ′′) is equal to Pr{θ̂ ≤ θ′, U (θ̂,n) ≤
θ′ and E occurs | θ′}. Since the argument holds for arbitrary consecutive distinct elements of
IU ∪ {a, b}, we have established statement (II) regarding Pr{θ ≥ U (θ̂,n) and E occurs | θ} for
θ ∈ [a, b]. To prove the statement regarding Pr{θ > U (θ̂,n) and E occurs | θ}, note that {θ′ <
U (θ̂,n) < θ} ⊆ {θ′ < U (θ̂,n) < θ′′} = ∅, which implies that {U (θ̂,n) < θ} = {U (θ̂,n) ≤ θ′} ∪
{θ′ < U (θ̂,n) < θ} = {U (θ̂,n) ≤ θ′} for any θ ∈ (θ′, θ′′]. Hence, Pr{U (θ̂,n) < θ and E occurs |
θ} = Pr{U (θ̂,n) ≤ θ′ and E occurs | θ} = Pr{θ̂ ≤ θ′, U (θ̂,n) ≤ θ′ and E occurs | θ} is
non-increasing with respect to θ ∈ (θ′, θ′′]. This implies that the supremum of Pr{U (θ̂,n) <
θ and E occurs | θ} for θ ∈ (θ′, θ′′] is equal to Pr{θ̂ ≤ θ′, U (θ̂,n) ≤ θ′ and E occurs | θ′}. Since
the argument holds for arbitrary consecutive distinct elements of IU ∪{a, b}, we have established
statement (II) regarding Pr{θ > U (θ̂,n) and E occurs | θ} for θ ∈ [a, b].
To show statement (III), note that Pr{θ ≤ L (θ̂,n) and E occurs | θ} is no greater than
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Pr{a ≤ L (θ̂,n) and E occurs | θ} for any θ ∈ [a, b]. By the assumption that {a ≤ L (θ̂,n)} ⊆
{θ̂ ≥ b}, we have Pr{a ≤ L (θ̂,n) and E occurs | θ} = Pr{θ̂ ≥ b, a ≤ L (θ̂,n) and E occurs | θ}
for any θ ∈ [a, b]. As a result of the second statement of Lemma 3, we have that Pr{θ̂ ≥
b, a ≤ L (θ̂,n) and E occurs | θ} is non-decreasing with respect to θ ∈ [a, b]. It follows that
Pr{θ̂ ≥ b, a ≤ L (θ̂,n) and E occurs | θ} ≤ Pr{θ̂ ≥ b, a ≤ L (θ̂,n) and E occurs | b} for any
θ ∈ [a, b], which implies that Pr{θ ≤ L (θ̂,n) and E occurs | θ} ≤ Pr{a ≤ L (θ̂,n) and E occurs |
b} for any θ ∈ [a, b]. On the other hand, Pr{θ ≤ L (θ̂,n) and E occurs | θ} ≥ Pr{b ≤
L (θ̂,n) and E occurs | θ} for any θ ∈ [a, b]. Recalling that {θ̂ ≥ L (θ̂,n)} is a sure event,
we have Pr{b ≤ L (θ̂,n) and E occurs | θ} = Pr{b ≤ L (θ̂,n) ≤ θ̂ and E occurs | θ}
for any θ ∈ [a, b]. Hence, applying the second statement of Lemma 3, we have that Pr{b ≤
L (θ̂,n) ≤ θ̂ and E occurs | θ} ≥ Pr{b ≤ L (θ̂,n) ≤ θ̂ and E occurs | a} = Pr{b ≤
L (θ̂,n) and E occurs | a} for any θ ∈ [a, b], which implies that Pr{θ ≤ L (θ̂,n) and E occurs |
θ} ≥ Pr{b ≤ L (θ̂,n) and E occurs | a} for any θ ∈ [a, b]. So, we have established Pr{b ≤
L (θ̂,n) and E occurs | a} ≤ Pr{θ ≤ L (θ̂,n) and E occurs | θ} ≤ Pr{a ≤ L (θ̂,n) and E occurs |
b} for any θ ∈ [a, b]. In a similar manner, we can show that Pr{b < L (θ̂,n) and E occurs | a} ≤
Pr{θ < L (θ̂,n) and E occurs | θ} ≤ Pr{a < L (θ̂,n) and E occurs | b} for any θ ∈ [a, b].
To show Statement (IV), applying the first statement of Lemma 3 to the special case that
E = {θ̂ ≤ z}, we have that Pr{θ̂ ≤ z | θ} is non-increasing with respect to θ ∈ Θ no less than
z. Applying the second statement of Lemma 3 to the special case that E = {θ̂ > z}, we have
that Pr{θ̂ > z | θ} is non-decreasing with respect to θ ∈ Θ no greater than z, which implies
that Pr{θ̂ ≤ z | θ} = 1 − Pr{θ̂ > z | θ} is non-increasing with respect to θ ∈ Θ no greater than
z. Therefore, Pr{θ̂ ≤ z | θ} is non-increasing with respect to θ ∈ Θ. By a similar argument,
Pr{θ̂ ≥ z | θ} is non-decreasing with respect to θ ∈ Θ. Note that Pr{θ ≤ L (θ̂) | θ} is no greater
than Pr{a ≤ L (θ̂) | θ} for any θ ∈ [a, b]. As a result of the monotonicity of L (.), we have that
Pr{a ≤ L (θ̂) | θ} is non-decreasing with respect to θ ∈ [a, b]. It follows that Pr{a ≤ L (θ̂) | θ} ≤
Pr{a ≤ L (θ̂) | b} for any θ ∈ [a, b], which implies that Pr{θ ≤ L (θ̂) | θ} ≤ Pr{a ≤ L (θ̂) | b} for
any θ ∈ [a, b]. Other inequalities in Statement (IV) can be shown by a similar method.
This concludes the proof of Theorem 7.
G Proof of Theorem 9
It is easy to show that, for xi ∈ {0, 1}, i = 1, · · · , n,
Pr{X1 = x1, · · · ,Xn = xn} = h(M,k) where h(M,k) =
(
M
k
)(
N −M
n− k
)/[(
n
k
)(
N
n
)]
with M = pN and k =
∑n
i=1 xi. Note that h(M,k) = 0 if M is smaller than k or greater
than N − n+ k. For k < M ≤ N − n+ k, we have h(M−1,k)h(M,k) = M−kM N−M+1N−M−n+k+1 ≤ 1 if and only if
M ≤ kn(N+1), or equivalently,M ≤ ⌊ kn (N+1)⌋. It can be checked that kn(N+1)−(N−n+k+1) is
equal to ( kn−1)(N+1−n), which is negative for k < n. Hence, for k < n, we have that ⌊ kn(N+1)⌋ ≤
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N−n+k and consequently, the maximum of h(M,k) with respect toM ∈ {0, 1, · · · , N} is achieved
at
⌊
(N + 1) kn
⌋
. For k = n, we have h(M,k) = h(M,n) =
(
M
n
)
/
(
N
n
)
, of which the maximum with
respect to M is attained at M = N . Therefore, for any k ∈ {0, 1, · · · , n}, the maximum of
h(M,k) with respect to M ∈ {0, 1, · · · , N} is achieved at min{N, ⌊(N + 1) kn⌋}. It follows that
min{1, 1N
⌊
N+1
n
∑n
i=1Xi
⌋} is a MLE and also a ULE for p ∈ Θ. For simplicity of notations, let
p̂ = min{1, 1N
⌊
(N + 1) kn
⌋}. We claim that |p̂ − kn | < 1N for 0 ≤ k ≤ n. To prove such claim, we
investigate two cases. In the case of k = n, we have p̂ = kn = 1. In the case of k < n, we have
p̂ = 1N
⌊
(N + 1) kn
⌋ ≤ 1N (N + 1) kn < kn + 1N and p̂ > 1N [(N + 1) kn − 1] = kn + 1N ( kn − 1) ≥ kn − 1N .
The claim is thus proved. In view of this established claim and the fact that the difference between
any pair of values of p ∈ Θ is no less than 1N , we have that
∑n
i=1 Xi
n is a ULE for p ∈ Θ. This
completes the proof of the theorem.
H Proof of Theorem 11
Define µ̂ℓ =
∑nℓ
i=1 Xi
nℓ
and Fℓ(x) = Pr{µ̂ℓ ≤ x, l = ℓ} for ℓ = 1, · · · , s, where l is the index of stage
when the sampling is terminated. Let σ2 denote the variance of X.
To show statement (I), note that
|E[µ̂− µ]| ≤ E|µ̂− µ| =
s∑
ℓ=1
∫ ∞
−∞
|x− µ| dFℓ(x)
=
s∑
ℓ=1
[∫
|x−µ|< 1√nℓ
|x− µ| dFℓ(x) +
∫
|x−µ|≥ 1√nℓ
|x− µ| dFℓ(x)
]
=
s∑
ℓ=1
∫
|x−µ|< 1√nℓ
|x− µ| dFℓ(x) +
s∑
ℓ=1
∫
|x−µ|≥ 1√nℓ
|x− µ| dFℓ(x)
≤
s∑
ℓ=1
∫
|x−µ|< 1√nℓ
1√
nℓ
dFℓ(x) +
s∑
ℓ=1
∫
|x−µ|≥ 1√nℓ
√
nℓ|x− µ|2 dFℓ(x)
≤
s∑
ℓ=1
1√
nℓ
∫
|x−µ|< 1√nℓ
dFℓ(x) +
s∑
ℓ=1
√
nℓ
∫ ∞
−∞
|x− µ|2 dFℓ(x)
≤
s∑
ℓ=1
1√
nℓ
Pr
{
|µ̂ℓ − µ| <
1√
nℓ
, l = ℓ
}
+
s∑
ℓ=1
√
nℓ E[|µ̂ℓ − µ|2]
≤ 1√
n1
s∑
ℓ=1
Pr {l = ℓ}+
s∑
ℓ=1
√
nℓ
σ2
nℓ
=
1√
n1
+ σ2
s∑
ℓ=1
1√
nℓ
.
By the assumption that infℓ>0
nℓ+1
nℓ
> 1, we have that, there exists a positive number ρ such that
nℓ ≥ (1 + ρ)2(ℓ−1)n1 for all ℓ > 1. Hence,
|E[µ̂− µ]| ≤ E|µ̂− µ| ≤ 1√
n1
+ σ2
s∑
ℓ=1
1√
nℓ
≤ 1√
n1
+ σ2
s∑
ℓ=1
1√
n1(1 + ρ)ℓ−1
≤ 1√
n1
+
σ2√
n1
∞∑
ℓ=1
1
(1 + ρ)ℓ−1
≤ 1√
n1
+
σ2√
n1
1 + ρ
ρ
→ 0
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as n1 →∞. Moreover,
E
[|µ̂− µ|2] = s∑
ℓ=1
∫ ∞
−∞
|x− µ|2 dFℓ(x) ≤
s∑
ℓ=1
E
[|µ̂ℓ − µ|2]
= σ2
s∑
ℓ=1
1
nℓ
≤ σ2
∞∑
ℓ=1
1
n1(1 + ρ)2(ℓ−1)
=
σ2
n1
(1 + ρ)2
ρ(2 + ρ)
→ 0
as n1 →∞. This completes the proof of statement (I).
Now we shall show statement (II). Since X is a bounded variable, there exists a positive
number C such that |X −µ| < C. By Chebyshev’s inequality, we have Pr{|µ̂ℓ−µ| ≥ 14√nℓ } ≤
σ2√
nℓ
for ℓ = 1, · · · , s. Therefore, for k = 1, 2, · · · ,
E
[|µ̂− µ|k] = s∑
ℓ=1
∫ ∞
−∞
|x− µ|k dFℓ(x)
=
s∑
ℓ=1
[∫
|x−µ|< 14√nℓ
|x− µ|k dFℓ(x) +
∫
|x−µ|≥ 14√nℓ
|x− µ|k dFℓ(x)
]
=
s∑
ℓ=1
∫
|x−µ|< 14√nℓ
|x− µ|k dFℓ(x) +
s∑
ℓ=1
∫
|x−µ|≥ 14√nℓ
|x− µ|k dFℓ(x)
≤
s∑
ℓ=1
(
1
4
√
nℓ
)k ∫
|x−µ|< 14√nℓ
dFℓ(x) + C
k
s∑
ℓ=1
∫
|x−µ|≥ 14√nℓ
dFℓ(x)
=
s∑
ℓ=1
(
1
4
√
nℓ
)k
Pr
{
|µ̂ℓ − µ| <
1
4
√
nℓ
, l = ℓ
}
+ Ck
s∑
ℓ=1
Pr
{
|µ̂ℓ − µ| ≥
1
4
√
nℓ
, l = ℓ
}
≤
(
1
4
√
n1
)k s∑
ℓ=1
Pr {l = ℓ}+ Ck
s∑
ℓ=1
Pr
{
|µ̂ℓ − µ| ≥
1
4
√
nℓ
}
=
(
1
4
√
n1
)k
+ Ck
s∑
ℓ=1
Pr
{
|µ̂ℓ − µ| ≥
1
4
√
nℓ
}
≤
(
1
4
√
n1
)k
+ Ck
s∑
ℓ=1
σ2√
nℓ
→ 0
as n1 →∞. Since |E[µ̂− µ]| ≤ E|µ̂−µ|, we have that E[µ̂−µ]→ 0 as n1 →∞. This completes
the proof of statement (II).
I Proof of Theorem 13
We only show the last statement of Theorem 13. Note that
ns − n1 Pr{l = 1} = ns Pr{l ≤ s} − n1 Pr{l ≤ 1} =
s∑
ℓ=2
(nℓ Pr{l ≤ ℓ} − nℓ−1 Pr{l ≤ ℓ− 1})
=
s∑
ℓ=2
nℓ (Pr{l ≤ ℓ} − Pr{l ≤ ℓ− 1}) +
s∑
ℓ=2
(nℓ − nℓ−1) Pr{l ≤ ℓ− 1}
=
s∑
ℓ=2
nℓ Pr{l = ℓ}+
s∑
ℓ=2
(nℓ − nℓ−1) Pr{l ≤ ℓ− 1},
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from which we obtain ns −
∑s
ℓ=1 nℓ Pr{l = ℓ} =
∑s
ℓ=2 (nℓ − nℓ−1) Pr{l ≤ ℓ− 1}. Observing
that ns = n1 +
∑s
ℓ=2 (nℓ − nℓ−1), we have
E[n] =
s∑
ℓ=1
nℓ Pr{l = ℓ} = ns −
(
ns −
s∑
ℓ=1
nℓ Pr{l = ℓ}
)
= n1 +
s∑
ℓ=2
(nℓ − nℓ−1)−
s∑
ℓ=2
(nℓ − nℓ−1) Pr{l ≤ ℓ− 1}
= n1 +
s∑
ℓ=2
(nℓ − nℓ−1) Pr{l > ℓ− 1} = n1 +
s−1∑
ℓ=1
(nℓ+1 − nℓ) Pr{l > ℓ}.
J Proof of Theorem 15
To prove Theorem 15, we shall only provide the proof of statement (I), since the proof of statement
(II) is similar. As a consequence of the assumption that f(k + 1) − f(k) ≤ f(k) − f(k − 1) for
a < k < b, we have f(b)−f(k)b−k ≤ f(k + 1)− f(k) ≤ f(k)− f(k − 1) ≤ f(k)−f(a)k−a for a < k < b. Hence,
f(b)− f(a)
b− a =
f(b)−f(k)
b−k (b− k) + f(k)−f(a)k−a (k − a)
b− a
≤
f(k)−f(a)
k−a (b− k) + f(k)−f(a)k−a (k − a)
b− a =
f(k)− f(a)
k − a ,
which implies f(k) ≥ f(a) + f(b)−f(a)b−a (k − a) for a ≤ k ≤ b and it follows that
b∑
k=a
f(k) ≥ (b− a+ 1)f(a) + f(b)− f(a)
b− a
b∑
k=a
(k − a) = (b− a+ 1)[f(b) + f(a)]
2
.
Again by virtue of the assumption that f(k+1)− f(k) ≤ f(k)− f(k− 1) for a < k < b, we have
f(k)− f(a) =
k−1∑
l=a
[f(l + 1)− f(l)] ≤
k−1∑
l=a
[f(a+ 1)− f(a)] = (k − a)[f(a+ 1)− f(a)],
f(k)− f(b) =
b−1∑
l=k
[f(l)− f(l + 1)] ≤
b−1∑
l=k
[f(b− 1)− f(b)] = (k − b)[f(b)− f(b− 1)]
for a < k < b. Making use of the above established inequalities, we have
b∑
k=a
f(k) = (b− a+ 1)f(a) +
i∑
k=a
[f(k)− f(a)] +
b∑
k=i+1
[f(b)− f(a)] +
b∑
k=i+1
[f(k)− f(b)]
≤ (b− a+ 1)f(a) +
i∑
k=a
(k − a)[f(a+ 1)− f(a)]
+(b− i)[f(b)− f(a)] +
b∑
k=i+1
(k − b)[f(b)− f(b− 1)]
= α(i)f(a) + β(i)f(b)
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for a < i < b. Observing that
j = a+
f(b)− f(a) + (a− b)[f(b)− f(b− 1)]
f(a+ 1) + f(b− 1)− f(a)− f(b) = a+
b− a− (1− ra,b)(1− rb)−1
1 + ra,b(1− ra)(1 − rb)−1
is the solution of equation f(a) + (i − a)[f(a + 1) − f(a)] = f(b) − (b − i)[f(b) − f(b − 1)] with
respect to i, we can conclude based on a geometric argument that the minimum gap between the
lower and upper bounds in (37) is achieved at i such that ⌊j⌋ ≤ i ≤ ⌈j⌉. This completes the proof
of Theorem 15.
K Proof of Theorem 16
To prove Theorem 16, we shall only provide the proof of statement (I), since the proof of statement
(II) is similar. Define g(x) = f(a) + f(b)−f(a)b−a (x− a) and
h(x) =
{
f(a) + f ′(a) (x− a) if x ≤ t,
f(b) + f ′(b) (x− b) if x > t
for t ∈ (a, b). By the assumption that f(x) is concave over [a, b], we have g(x) ≤ f(x) ≤ h(x) for
x ∈ [a, b] and it follows that ∫ ba f(x)dx ≥ ∫ ba g(y)dy = [f(a)+f(b)](b−a)2 and ∫ ba f(x)dx ≤ ∫ ba g(y)dy +∫ b
a [h(y) − g(y)]dy with
∫ b
a [h(y) − g(y)]dy =
∫ t
a [h(y) − g(y)]dy +
∫ b
t [h(y) − g(y)]dy = ∆(t). It
can be shown by differentiation that ∆(t) attains its minimum at t = f(b)−f(a)+af
′(a)−bf ′(b)
f ′(a)−f ′(b) . This
completes the proof of Theorem 16.
L Proofs of Theorems for Estimation of Binomial Parameters
L.1 Proof of Theorem 17
We need some preliminary results. The following lemma can be readily derived from Hoeffding’s
inequalities stated in Lemma 1.
Lemma 4 SB(k, n, p) ≤ exp(nMB( kn , p)) for 0 ≤ k ≤ np. Similarly, 1−SB(k−1, n, p) ≤ exp(nMB( kn , p))
for np ≤ k ≤ n.
Lemma 5 MB(z, z − ε) ≤ −2ε2 for 0 < ε < z < 1. Similarly, MB(z, z + ε) ≤ −2ε2 for
0 < z < 1− ε < 1.
Proof. It can be shown that ∂MB(µ+ε,µ)∂ε = ln
(
µ
µ+ε
1−µ−ε
1−µ
)
and ∂
2
MB(µ+ε,µ)
∂ε2 =
1
(µ+ε)(µ+ε−1) for
0 < ε < 1 − µ < 1. Observing that MB(µ, µ) = 0 and ∂MB(µ+ε,µ)∂ε |ε=0 = 0, by Taylor’s expansion
formula, we have that there exists a real number ε∗ ∈ (0, ε) such that MB(µ+ε, µ) = ε22 1(µ+ε∗)(µ+ε∗−1)
where the right side is seen to be no greater than −2ε2. Hence, letting z = µ + ε, we have
MB(z, z − ε) ≤ −2ε2 for 0 < ε < z < 1. This completes the proof of the first statement of the
lemma.
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Similarly, it can be verified that ∂MB(µ−ε,µ)∂ε = − ln
(
µ
µ−ε
1−µ+ε
1−µ
)
and ∂
2
MB(µ−ε,µ)
∂ε2 =
1
(µ−ε)(µ−ε−1)
for 0 < ε < µ < 1. Observing that MB(µ, µ) = 0 and
∂MB(µ−ε,µ)
∂ε |ε=0 = 0, by Taylor’s expansion
formula, we have that there exists a real number ε⋆ ∈ (0, ε) such that MB(µ−ε, µ) = ε22 1(µ−ε⋆)(µ−ε⋆−1)
where the right side is seen to be no greater than −2ε2. Therefore, letting z = µ − ε, we have
MB(z, z + ε) ≤ −2ε2 for 0 < z < 1− ε < 1. This completes the proof of the second statement of
the lemma. ✷
Lemma 6 {Fp̂s (p̂s, p̂s + ε) ≤ ζδ, Gp̂s (p̂s, p̂s − ε) ≤ ζδ} is a sure event.
Proof. By the definition of sample sizes, we have ns ≥
⌈
ln(ζδ)
−2ε2
⌉
≥ ln(ζδ)−2ε2 and consequently
ln(ζδ)
ns
≥ −2ε2. By Lemmas 4 and 5, we have
Pr{Fp̂s (p̂s, p̂s + ε) ≤ ζδ} = Pr {SB (Ks, ns, p̂s + ε) ≤ ζδ}
≥ Pr
{
MB (p̂s, p̂s + ε) ≤
ln(ζδ)
ns
}
≥ Pr{MB (p̂s, p̂s + ε) ≤ −2ε2} = 1,
Pr{Gp̂s (p̂s, p̂s − ε) ≤ ζδ} = Pr {1− SB (Ks − 1, ns, p̂s − ε) ≤ ζδ}
≥ Pr
{
MB (p̂s, p̂s − ε) ≤
ln(ζδ)
ns
}
≥ Pr{MB (p̂s, p̂s − ε) ≤ −2ε2} = 1
which immediately implies the lemma.
✷
Lemma 7 Let 0 < ε < 12 . Then, MB(z, z+ ε) ≥ MB(z, z− ε) for z ∈
[
0, 12
]
, and MB(z, z+ ε) <
MB(z, z − ε) for z ∈
(
1
2 , 1
]
.
Proof. By the definition of the function MB(., .), we have that MB(z, µ) = −∞ for z ∈ [0, 1] and
µ /∈ (0, 1). Hence, the lemma is trivially true for 0 ≤ z ≤ ε or 1−ε ≤ z ≤ 1. It remains to show the
lemma for z ∈ (ε, 1−ε). This can be accomplished by noting that MB(z, z+ε)−MB(z, z−ε) = 0
for ε = 0 and that
∂[MB(z, z + ε)−MB(z, z − ε)]
∂ε
=
2ε2(1− 2z)
(z2 − ε2)[(1− z)2 − ε2] , ∀z ∈ (ε, 1 − ε)
where the partial derivative is seen to be positive for z ∈ (ε, 12) and negative for z ∈ (12 , 1− ε). ✷
Lemma 8 {MB
(
1
2 −
∣∣ 1
2 − p̂s
∣∣ , 12 − ∣∣12 − p̂s∣∣+ ε) ≤ ln(ζδ)ns } is a sure event.
140
Proof. To show the lemma, it suffices to show MB
(
1
2 −
∣∣ 1
2 − z
∣∣ , 12 − ∣∣ 12 − z∣∣+ ε) ≤ ln(ζδ)ns for any
z ∈ [0, 1], since 0 ≤ p̂s(ω) ≤ 1 for any ω ∈ Ω. By the definition of sample sizes, we have
ns ≥
⌈
ln(ζδ)
−2ε2
⌉
≥ ln(ζδ)−2ε2 and thus
ln(ζδ)
ns
≥ −2ε2. Hence, it is sufficient to show MB(12 − | 12 − z|, 12 − | 12 −
z|+ ε) ≤ −2ε2 for any z ∈ [0, 1]. This can be accomplished by considering four cases as follows.
In the case of z = 0, we have MB
(
1
2 −
∣∣1
2 − z
∣∣ , 12 − ∣∣12 − z∣∣+ ε) = MB(0, ε) = ln(1−ε) < −2ε2,
where the last inequality follows from the fact that ln(1− x) < −2x2 for any x ∈ (0, 1).
In the case of 0 < z ≤ 12 , we have MB
(
1
2 −
∣∣ 1
2 − z
∣∣ , 12 − ∣∣ 12 − z∣∣+ ε) = MB(z, z + ε) ≤ −2ε2,
where the inequality follows from Lemma 5 and the fact that 0 < z ≤ 12 < 1− ε.
In the case of 12 < z < 1, we have MB
(
1
2 −
∣∣1
2 − z
∣∣ , 12 − ∣∣12 − z∣∣+ ε) = MB(1− z, 1− z+ ε) =
MB(z, z−ε) ≤ −2ε2, where the inequality follows from Lemma 5 and the fact that ε < 12 < z < 1.
In the case of z = 1, we have MB
(
1
2 −
∣∣1
2 − z
∣∣ , 12 − ∣∣12 − z∣∣+ ε) = MB(0, ε) = ln(1−ε) < −2ε2.
The proof of the lemma is thus completed.
✷
Lemma 9 {MB
(
1
2 −
∣∣ 1
2 − p̂ℓ
∣∣ , 12 − ∣∣12 − p̂ℓ∣∣+ ε) ≤ ln(ζδ)ns } ⊆ {MB(p̂ℓ, p̂ℓ+ε) ≤ ln(ζδ)nℓ , MB(p̂ℓ, p̂ℓ−
ε) ≤ ln(ζδ)nℓ } for ℓ = 1, · · · , s.
Proof. Let ω ∈ {MB
(
1
2 −
∣∣ 1
2 − p̂ℓ
∣∣ , 12 − ∣∣ 12 − p̂ℓ∣∣+ ε) ≤ ln(ζδ)ns } and p̂ℓ = p̂ℓ(ω). To show the lemma,
it suffices to show max{MB(p̂ℓ, p̂ℓ + ε), MB (p̂ℓ, p̂ℓ − ε)} ≤ ln(ζδ)nℓ by considering two cases: Case (i)
p̂ℓ ≤ 12 ; Case (ii) p̂ℓ > 12 .
In Case (i), we have MB(p̂ℓ, p̂ℓ + ε) = MB
(
1
2 −
∣∣ 1
2 − p̂ℓ
∣∣ , 12 − ∣∣12 − p̂ℓ∣∣+ ε) ≤ ln(ζδ)nℓ . Since p̂ℓ ≤ 12 ,
by Lemma 7, we have MB(p̂ℓ, p̂ℓ − ε) ≤ MB(p̂ℓ, p̂ℓ + ε) ≤ ln(ζδ)nℓ .
In Case (ii), we have MB(p̂ℓ, p̂ℓ−ε) = MB(1− p̂ℓ, 1− p̂ℓ+ε) = MB
(
1
2 −
∣∣1
2 − p̂ℓ
∣∣ , 12 − ∣∣12 − p̂ℓ∣∣ + ε) ≤
ln(ζδ)
nℓ
. Since p̂ℓ >
1
2 , by Lemma 7, we have MB(p̂ℓ, p̂ℓ + ε) < MB(p̂ℓ, p̂ℓ − ε) ≤ ln(ζδ)nℓ . This completes
the proof of the lemma.
✷
Lemma 10 {(|p̂s − 12 | − 2ε3 )2 ≥ 14 + ns ε
2
2 ln(ζδ)} is a sure event.
Proof. By the definition of sample sizes, we have ns ≥
⌈
ln 1ζδ
2ε2
⌉
≥ ln
1
ζδ
2ε2 , which implies that
1
4 +
ns ε2
2 ln(ζδ) ≤ 0. Since {
(∣∣p̂s − 12 ∣∣− 2ε3 )2 ≥ 0} is a sure event, it follows that {(|p̂s− 12 |− 2ε3 )2 ≥ 14+ ns ε22 ln(ζδ)}
is a sure event. This completes the proof of the lemma.
✷
Lemma 11 {(|p̂ℓ − 12 | − 2ε3 )2 ≥ 14 + nℓ ε
2
2 ln(ζδ)} ⊆ {MB (p̂ℓ, p̂ℓ + ε) ≤ ln(ζδ)nℓ , MB (p̂ℓ, p̂ℓ − ε) ≤
ln(ζδ)
nℓ
} for
ℓ = 1, · · · , s.
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Proof. Let ω ∈ {(|p̂ℓ − 12 | − 2ε3 )2 ≥ 14 + nℓ ε
2
2 ln(ζδ)} and p̂ℓ = p̂ℓ(ω). Then,(∣∣∣∣p̂ℓ − 12
∣∣∣∣− 2ε3
)2
≥ 1
4
+
nℓε
2
2 ln(ζδ)
. (127)
To show the lemma, it suffices to show M (p̂ℓ, p̂ℓ + ε) ≤ ln(ζδ)nℓ and M (p̂ℓ, p̂ℓ − ε) ≤
ln(ζδ)
nℓ
. For the
purpose of proving the first inequality, we need to show(
p̂ℓ − 1
2
+
2ε
3
)2
≥ 1
4
+
nℓε
2
2 ln(ζδ)
. (128)
Clearly, (128) holds if 14+
nℓε
2
2 ln(ζδ) ≤ 0. It remains to show (128) under the condition that 14+ nℓε
2
2 ln(ζδ) >
0. Note that (127) implies either ∣∣∣∣p̂ℓ − 12
∣∣∣∣− 2ε3 ≥
√
1
4
+
nℓε2
2 ln(ζδ)
(129)
or ∣∣∣∣p̂ℓ − 12
∣∣∣∣− 2ε3 ≤ −
√
1
4
+
nℓε2
2 ln(ζδ)
. (130)
Since (129) implies either p̂ℓ− 12+ 2ε3 ≥ 4ε3 +
√
1
4 +
nℓε2
2 ln(ζδ) >
√
1
4 +
nℓε2
2 ln(ζδ) or p̂ℓ− 12+ 2ε3 ≤ −
√
1
4 +
nℓε2
2 ln(ζδ) ,
it must be true that (129) implies (128). On the other hand, (130) also implies (128) because
(130) implies
√
1
4 +
nℓε2
2 ln(ζδ) ≤ p̂ℓ − 12 + 2ε3 . Hence, we have established (128).
In the case of p̂ℓ + ε ≥ 1, we have M (p̂ℓ, p̂ℓ + ε) = −∞ < ln(ζδ)nℓ . In the case of p̂ℓ + ε < 1, we
have −12 < p̂ℓ − 12 + 2ε3 < 1− ε− 12 + 2ε3 < 12 and thus 14 −
(
p̂ℓ − 12 + 2ε3
)2
> 0. By virtue of (128),
M (p̂ℓ, p̂ℓ + ε) = − ε
2
2
[
1
4 −
(
p̂ℓ − 12 + 2ε3
)2] ≤ ln(ζδ)nℓ .
Now, we shall show the second inequality M (p̂ℓ, p̂ℓ − ε) ≤ ln(ζδ)nℓ . To this end, we need to establish(
p̂ℓ − 1
2
− 2ε
3
)2
≥ 1
4
+
nℓε
2
2 ln(ζδ)
(131)
based on (127). It is obvious that (131) holds if 14 +
nℓε
2
2 ln(ζδ) ≤ 0. It remains to show (131) under
the condition that 14 +
nℓε
2
2 ln(ζδ) > 0. Since (129) implies either p̂ℓ − 12 − 2ε3 ≤ − 4ε3 −
√
1
4 +
nℓε2
2 ln(ζδ) <
−
√
1
4 +
nℓε2
2 ln(ζδ) or p̂ℓ− 12 − 2ε3 ≥
√
1
4 +
nℓε2
2 ln(ζδ) , it must be true that (129) implies (131). On the other
hand, (130) also implies (131) because (130) implies p̂ℓ − 12 − 2ε3 ≤ −
√
1
4 +
nℓε2
2 ln(ζδ) . Hence, we have
established (131).
In the case of p̂ℓ − ε ≤ 0, we have M (p̂ℓ, p̂ℓ − ε) = −∞ ≤ ln(ζδ)nℓ . In the case of p̂ℓ − ε > 0, we
have −12 < ε− 12 − 2ε3 < p̂ℓ− 12 − 2ε3 ≤ 1− 12 − 2ε3 < 12 and thus 14 −
(
p̂ℓ − 12 − 2ε3
)2
> 0. By virtue
of (131),
M (p̂ℓ, p̂ℓ − ε) = − ε
2
2
[
1
4 −
(
p̂ℓ − 12 − 2ε3
)2] ≤ ln(ζδ)nℓ .
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Hence, {Dℓ = 1} ⊆ {M (p̂ℓ, p̂ℓ+ε) ≤ ln(ζδ)nℓ , M (p̂ℓ, p̂ℓ−ε) ≤
ln(ζδ)
nℓ
} ⊆ {MB(p̂ℓ, p̂ℓ+ε) ≤ ln(ζδ)nℓ , MB(p̂ℓ, p̂ℓ−
ε) ≤ ln(ζδ)nℓ } for ℓ = 1, · · · , s. The proof of the lemma is thus completed.
✷
Now we are in a position to prove Theorem 17.
If the stopping rule derived from CDF & CCDF is used, then {Ds = 1} is a sure event as
a result of Lemma 6. Therefore, the sampling scheme satisfies all the requirements described in
Theorem 2, from which Theorem 17 immediately follows.
If the stopping rule derived from Chernoff bounds is used, then {Ds = 1} is a sure event as a
result of Lemma 8. Recall that exp(MB(z, p)) is equal to F(z, p) and G(z, p) respectively for the
cases of z ≤ p and z ≥ p. Moreover, p̂ℓ is a ULE of p for ℓ = 1, · · · , s. By virtue of these facts
and Lemmas 8 and 9, the sampling scheme satisfies all the requirements described in Corollary 1,
from which Theorem 17 immediately follows.
If the stopping rule derived from Massart’s inequality is used, then {Ds = 1} is a sure event
as a result of Lemma 10. By virtue of the fact that exp(MB(z, p)) is equal to F(z, p) and G(z, p)
respectively for the cases of z ≤ p and z ≥ p, the fact that p̂ℓ is a ULE of p for ℓ ∈ {1, · · · , s},
and Lemmas 10 and 11, the sampling scheme satisfies all the requirements described in Corollary
1, from which Theorem 17 immediately follows.
L.2 Proof of Theorem 18
Theorem 18 can be shown by applying Lemmas 12 and 13 to be established in the sequel.
Lemma 12 For ℓ = 1, · · · , s− 1,
{Dℓ = 0} =
{
MB(p̂ℓ, p̂ℓ + ε) >
ln(ζδ)
nℓ
}⋃{
MB(p̂ℓ, p̂ℓ − ε) >
ln(ζδ)
nℓ
}
.
Proof. To show the lemma, by the definition of Dℓ, it suffices to show{
MB
(
1
2 −
∣∣ 1
2 − p̂ℓ
∣∣ , 12 − ∣∣ 12 − p̂ℓ∣∣+ ε) ≤ ln(ζδ)nℓ } = {MB(p̂ℓ, p̂ℓ + ε) ≤ ln(ζδ)nℓ , MB(p̂ℓ, p̂ℓ − ε) ≤ ln(ζδ)nℓ }
for ℓ = 1, · · · , s− 1. For simplicity of notations, we denote p̂ℓ(ω) by p̂ℓ for ω ∈ Ω. First, we claim
that MB
(
1
2 −
∣∣1
2 − p̂ℓ
∣∣ , 12 − ∣∣ 12 − p̂ℓ∣∣+ ε) ≤ ln(ζδ)nℓ implies MB(p̂ℓ, p̂ℓ + ε) ≤ ln(ζδ)nℓ and MB(p̂ℓ, p̂ℓ − ε) ≤
ln(ζδ)
nℓ
. To prove this claim, we need to consider two cases: (i) p̂ℓ ≤ 12 ; (ii) p̂ℓ > 12 . In the case
of p̂ℓ ≤ 12 , we have MB(p̂ℓ, p̂ℓ − ε) ≤ MB(p̂ℓ, p̂ℓ + ε) = MB
(
1
2 −
∣∣ 1
2 − p̂ℓ
∣∣ , 12 − ∣∣12 − p̂ℓ∣∣+ ε) ≤ ln(ζδ)nℓ ,
where the first inequality follows from Lemma 7. Similarly, in the case of p̂ℓ >
1
2 , we have
MB(p̂ℓ, p̂ℓ + ε) < MB(p̂ℓ, p̂ℓ − ε) = MB(1− p̂ℓ, 1− p̂ℓ + ε) = MB
(
1
2 −
∣∣1
2 − p̂ℓ
∣∣ , 12 − ∣∣12 − p̂ℓ∣∣+ ε) ≤ ln(ζδ)nℓ ,
where the first inequality follows from Lemma 7. The claim is thus established.
Second, we claim that MB(p̂ℓ, p̂ℓ+ ε) ≤ ln(ζδ)nℓ and MB(p̂ℓ, p̂ℓ− ε) ≤
ln(ζδ)
nℓ
together imply MB(12 −
| 12 − p̂ℓ|, 12 − | 12 − p̂ℓ|+ ε) ≤ ln(ζδ)nℓ . To prove this claim, we need to consider two cases: (i) p̂ℓ ≤ 12 ; (ii)
p̂ℓ >
1
2 . In the case of p̂ℓ ≤ 12 , we have MB
(
1
2 −
∣∣ 1
2 − p̂ℓ
∣∣ , 12 − ∣∣ 12 − p̂ℓ∣∣+ ε) = MB(p̂ℓ, p̂ℓ + ε) ≤ ln(ζδ)nℓ .
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Similarly, in the case of p̂ℓ >
1
2 , we have MB
(
1
2 −
∣∣1
2 − p̂ℓ
∣∣ , 12 − ∣∣ 12 − p̂ℓ∣∣+ ε) = MB(1− p̂ℓ, 1− p̂ℓ+ε) =
MB(p̂ℓ, p̂ℓ − ε) ≤ ln(ζδ)nℓ . This establishes our second claim.
Finally, combining our two established claims leads to {MB(12 − | 12 − p̂ℓ|, 12 − | 12 − p̂ℓ| + ε) ≤
ln(ζδ)
nℓ
} = {MB(p̂ℓ, p̂ℓ + ε) ≤ ln(ζδ)nℓ , MB(p̂ℓ, p̂ℓ − ε) ≤
ln(ζδ)
nℓ
} . This completes the proof of the lemma.
✷
Lemma 13 For ℓ = 1, · · · , s− 1,{
MB(p̂ℓ, p̂ℓ + ε) >
ln(ζδ)
nℓ
}
= {nℓ z < Kℓ < nℓz},{
MB(p̂ℓ, p̂ℓ − ε) >
ln(ζδ)
nℓ
}
= {nℓ(1− z) < Kℓ < nℓ(1− z)}.
Proof. Since ∂MB(z,z+ε)∂z = ln
(z+ε)(1−z)
z(1−z−ε) − ε(z+ε)(1−z−ε) for z ∈ (0, 1− ε), it follows that the partial
derivative ∂MB(z,z+ε)∂z is equal to 0 for z = z
∗. The existence and uniqueness of z∗ can be established
by verifying that ∂
2
MB(z,z+ε)
∂z2 = −ε2
[
1
z(z+ε)2 +
1
(1−z)(1−z−ε)2
]
< 0 for any z ∈ (0, 1 − ε) and that
∂MB(z, z + ε)
∂z
∣∣∣∣
z= 12
= ln
1 + 2ε
1− 2ε −
ε
1
4 − ε2
< 0,
∂MB(z, z + ε)
∂z
∣∣∣∣
z= 12−ε
= ln
1 + 2ε
1− 2ε − 4ε > 0.
Since MB(z
∗, z∗ + ε) is negative and nℓ < ln(ζδ)MB(z∗,z∗+ε) , we have that MB(z
∗, z∗ + ε) > ln(ζδ)nℓ . On
the other hand, by the definition of sample sizes, we have nℓ ≥ n1 =
⌈
ln(ζδ)
ln(1−ε)
⌉
≥ ln(ζδ)limz→0 MB(z,z+ε) ,
which implies limz→0 MB(z, z + ε) ≤ ln(ζδ)nℓ . Noting that MB(z, z + ε) is monotonically increasing
with respect to z ∈ (0, z∗), we can conclude from the intermediate value theorem that there
exists a unique number z ∈ [0, z∗) such that MB(z, z + ε) = ln(ζδ)nℓ . Similarly, due to the facts that
MB(z
∗, z∗+ ε) > ln(ζδ)nℓ , limz→1−ε MB(z, z+ ε) = −∞ <
ln(ζδ)
nℓ
and that MB(z, z+ ε) is monotonically
decreasing with respect to z ∈ (z∗, 1 − ε), we can conclude from the intermediate value theorem
that there exists a unique number z ∈ (z∗, 1 − ε) such that MB(z, z + ε) = ln(ζδ)nℓ . Therefore, we
have MB(z, z + ε) >
ln(ζδ)
nℓ
for z ∈ (z, z), and MB(z, z + ε) ≤ ln(ζδ)nℓ for z ∈ [0, z] ∪ [z, 1]. This
proves that {MB(p̂ℓ, p̂ℓ + ε) > ln(ζδ)nℓ } = {nℓ z < Kℓ < nℓz}. Noting that MB
(
1
2 + υ,
1
2 + υ − ε
)
=
MB
(
1
2 − υ, 12 − υ + ε
)
for any υ ∈ (0, 12), we have {MB(p̂ℓ, p̂ℓ − ε) > ln(ζδ)nℓ } = {nℓ(1 − z) < Kℓ <
nℓ(1− z)}. This completes the proof of the lemma.
✷
L.3 Proof of Theorem 19
The first statement can be shown by virtue of Chernoff-Hoeffding inequality. To prove (50), let
ǫ = 3wε2 and ξ =
1
δ exp
(
9w2
4 ln(ζδ)
)
. Then the sampling scheme can be restated as follows:
Continue sampling until (∣∣∣∣p̂ℓ − 12
∣∣∣∣− 23ǫ
)2
≥ 1
4
+
ǫ2nℓ
2 ln(ξδ)
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for some ℓ ∈ {1, 2, · · · , s}.
By the definition of ǫ and ξ, we have ǫ ≤ ε and
ln 1ξδ
2ǫ2
=
−9w24 ln(ζδ)
2× 9w24 ε2
=
ln 1ζδ
2ε2
≤ ns, ξδ = (ζδ)9w2/4.
Therefore, by Theorem 17, we have
Pr {|p̂− p| < ε | p} ≥ Pr {|p̂− p| < ǫ | p} ≥ 1− 2sξδ = 1− 2s(ζδ)9w2/4
for any p ∈ (0, 1).
L.4 Proof of Theorem 20
We need some preliminary results.
Lemma 14 Let c be a positive number. Let κ(ℓ, ǫ) be a bivariate function of positive number ǫ
and integer ℓ. Let r be a positive integer dependent on ǫ. Suppose that, for ǫ > 0 small enough,
κ(ℓ+1, ǫ)−κ(ℓ, ǫ) ≥ 1 for any ℓ > 0. Suppose that κ(1, ǫ) tends to infinity as ǫ tends to 0. Then,
limǫ→0
∑r
ℓ=1 κ(ℓ, ǫ) e
−cκ(ℓ,ǫ) = 0.
Proof. Choose an ǫ > 0 small enough such that cκ(ℓ, ǫ) > 1 for all ℓ ≥ 1. Since xe−x is
monotonically decreasing with respect to x > 1, we have
r∑
ℓ=1
κ(ℓ, ǫ) e−cκ(ℓ,ǫ) ≤ 1
c
r∑
ℓ=1
⌊cκ(ℓ, ǫ)⌋ e−⌊cκ(ℓ,ǫ)⌋ ≤ 1
c
∞∑
m=⌊cκ(1,ǫ)⌋
me−m
<
1
c
∫ ∞
⌊cκ(1,ǫ)⌋−1
xe−xdx =
⌊cκ(1, ǫ)⌋
c
e1−⌊cκ(1,ǫ)⌋ → 0
as ǫ→ 0. This completes the proof of the lemma.
✷
Lemma 15 Let ψǫ be a function of ǫ ∈ (0, 1) such that 0 < a ≤ ψǫ ≤ b < 1. Then,
MB(ψǫ, ψǫ + ǫ) = − ǫ
2
2ψǫ(1− ψǫ) +
ǫ3
3
1− 2ψǫ
ψ2ǫ (1− ψǫ)2
+ o(ǫ3),
MI
(
ψǫ,
ψǫ
1 + ǫ
)
= − ǫ
2
2(1− ψǫ) +
ǫ3
3
2− ψǫ
(1− ψǫ)2 + o(ǫ
3),
MB
(
ψǫ,
ψǫ
1 + ǫ
)
= − ǫ
2ψǫ
2(1− ψǫ) +
ǫ3ψǫ(2− ψǫ)
3(1 − ψǫ)2 + o(ǫ
3).
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Proof. Using Taylor’s series expansion formula ln(1 + x) = x− x22 + x
3
3 + o(x
3) for |x| < 1, we
have
MB(ψǫ, ψǫ + ǫ) = ψǫ ln
(
1 +
ǫ
ψǫ
)
+ (1− ψǫ) ln
(
1− ǫ
1− ψǫ
)
= − ǫ
2
2ψǫ(1 − ψǫ) +
ψǫ
3
(
ǫ
ψǫ
)3
+
1− ψǫ
3
(
− ǫ
1− ψǫ
)3
+ψǫ × o
(
ǫ3
ψ3ǫ
)
+ (1 − ψǫ)× o
(
− ǫ
3
(1− ψǫ)3
)
= − ǫ
2
2ψǫ(1 − ψǫ) +
ǫ3
3
1− 2ψǫ
ψ2ǫ (1 − ψǫ)2
+ o(ǫ3)
for ǫ < ψǫ < 1− ǫ. Since limǫ→0 ǫ1+ǫ ψǫ1−ψǫ = 0 and
lim
ǫ→0
1−ψǫ
ψǫ
× o
((
ǫ
1+ǫ
ψǫ
1−ψǫ
)3)
ǫ3
= lim
ǫ→0
1−ψǫ
ψǫ
× o
((
ǫ
1+ǫ
ψǫ
1−ψǫ
)3)
(
ǫ
1+ǫ
ψǫ
1−ψǫ
)3
(
ǫ
1+ǫ
ψǫ
1−ψǫ
)3
ǫ3
= 0,
we have
MI
(
ψǫ,
ψǫ
1 + ǫ
)
= − ln (1 + ǫ) + 1− ψǫ
ψǫ
ln
(
1 +
ǫ
1 + ǫ
ψǫ
1− ψǫ
)
= −ǫ+ ǫ
2
2
− ǫ
3
3
+
1− ψǫ
ψǫ
[
ǫ
1 + ǫ
ψǫ
1− ψǫ −
1
2
(
ǫ
1 + ǫ
ψǫ
1− ψǫ
)2
+
1
3
(
ǫ
1 + ǫ
ψǫ
1− ψǫ
)3]
+o(ǫ3) +
1− ψǫ
ψǫ
× o
((
ǫ
1 + ǫ
ψǫ
1− ψǫ
)3)
=
ǫ2
2
− ǫ
3
3
− ǫ
2
1 + ǫ
− 1
2
(
ǫ
1 + ǫ
)2
ψǫ
1− ψǫ +
1
3
ǫ3
(1 + ǫ)3
ψ2ǫ
(1− ψǫ)2 + o(ǫ
3)
= − ǫ
2
2(1− ψǫ) +
2ǫ3
3
+
ǫ3ψǫ
1− ψǫ +
1
3
ǫ3ψ2ǫ
(1− ψǫ)2 + o(ǫ
3)
= − ǫ
2
2(1− ψǫ) +
ǫ3
3
2− ψǫ
(1− ψǫ)2 + o(ǫ
3).
Since ψǫ is bounded in [a, b], we have
MB
(
ψǫ,
ψǫ
1 + ǫ
)
= ψǫMI
(
ψǫ,
ψǫ
1 + ǫ
)
= − ǫ
2ψǫ
2(1− ψǫ) +
ǫ3ψǫ(2− ψǫ)
3(1 − ψǫ)2 + o(ǫ
3).
✷
Lemma 16 Let 0 < ε < 12 . Then, there exists a unique number z
⋆ ∈ (12 , 12 + ε) such that
MB(z, z − ε) is monotonically increasing with respect to z ∈ (ε, z⋆) and monotonically decreasing
with respect to z ∈ (z⋆, 1). Similarly, there exists a unique number z∗ ∈ (12 − ε, 12) such that
MB(z, z + ε) is monotonically increasing with respect to z ∈ (0, z∗) and monotonically decreasing
with respect to z ∈ (z∗, 1− ε).
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Proof. Note that ∂MB(z,z−ε)∂z
∣∣∣
z= 12
= ln 1−2ε1+2ε +
ε
1
4−ε2
> 0 because ln 1−2ε1+2ε +
ε
1
4
−ε2 equals 0 for ε = 0
and its derivative with respect to ε equals to 2ε
2
( 1
4
−ε2)2 which is positive for any positive ε less than
1
2 .
Similarly, ∂MB(z,z−ε)∂z
∣∣∣
z= 12+ε
= ln 1−2ε1+2ε +4ε < 0 because ln
1−2ε
1+2ε +4ε equals 0 for ε = 0 and its deriva-
tive with respect to ε equals to − 16ε2
1−4ε2 which is negative for any positive ε less than
1
2 . In view of
the signs of ∂MB(z,z−ε)∂z at
1
2 ,
1
2 + ε and the fact that
∂2MB(z,z−ε)
∂z2 = −ε2
[
1
z(z−ε)2 +
1
(1−z)(1−z+ε)2
]
< 0
for any z ∈ (ε, 1), we can conclude from the intermediate value theorem that there exists a
unique number z⋆ ∈ (12 , 12 + ε) such that ∂MB(z,z−ε)∂z
∣∣∣
z=z⋆
= 0, which implies that MB(z, z − ε) is
monotonically increasing with respect to z ∈ (ε, z⋆) and monotonically decreasing with respect to
z ∈ (z⋆, 1).
To show the second statement of the lemma, note that ∂MB(z,z+ε)∂z
∣∣∣
z= 12
= ln 1+2ε1−2ε − ε1
4−ε2
< 0
because ln 1+2ε1−2ε − ε1
4
−ε2 equals 0 for ε = 0 and its derivative with respect to ε equals to − 2ε
2
( 1
4
−ε2)2
which is negative for any positive ε less than 12 . Similarly,
∂MB(z,z+ε)
∂z
∣∣∣
z= 12−ε
= ln 1+2ε1−2ε − 4ε > 0
because ln 1+2ε1−2ε − 4ε equals 0 for ε = 0 and its derivative with respect to ε equals to 16ε
2
1−4ε2 which
is positive for any positive ε less than 12 . In view of the signs of
∂MB(z,z+ε)
∂z at
1
2 − ε, 12 and the
fact that ∂
2
MB(z,z+ε)
∂z2 = −ε2
[
1
z(z+ε)2 +
1
(1−z)(1−z−ε)2
]
< 0 for any z ∈ (0, 1 − ε), we can conclude
from the intermediate value theorem that there exists a unique number z∗ ∈ (12 − ε, 12) such that
∂MB(z,z+ε)
∂z
∣∣∣
z=z∗
= 0, which implies that MB(z, z + ε) is monotonically increasing with respect to
z ∈ (0, z∗) and monotonically decreasing with respect to z ∈ (z∗, 1− ε). This completes the proof
of the lemma.
✷
Lemma 17 If ε is sufficiently small, then the following statements hold true.
(I): For ℓ = 1, 2, · · · , s − 1, there exists a unique number zℓ ∈ [0, 12 − ε) such that nℓ =
ln(ζδ)
MB(zℓ, zℓ+ε)
.
(II): zℓ is monotonically increasing with respect to ℓ smaller than s.
(III): limε→0 zℓ =
1−
√
1−Cs−ℓ
2 , where the limit is taken under the restriction that s− ℓ is fixed
with respect to ε.
(IV) For p ∈ (0, 12 ) such that Cjp = 4p(1− p) and jp ≥ 1,
lim
ε→0
zℓε − p
ε
= −2
3
,
where ℓε = s− jp.
(V): {Dℓ = 0} = {zℓ < p̂ℓ < 1− zℓ} for ℓ = 1, 2, · · · , s − 1.
Proof of Statement (I): By the definition of sample sizes, we have
0 <
ln(ζδ)
MB(0, ε)
≤ nℓ < (1 + C1)ns
2
<
1 + C1
2
(
ln 1ζδ
2ε2
+ 1
)
(132)
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for sufficiently small ε > 0. By (132), we have ln(ζδ)nℓ ≥ MB(0, ε) and
ln(ζδ)
nℓ
< −2ε2
(
2
1 + C1
− 1
nℓ
)
=
−2ε2
MB(
1
2 − ε, 12)
2
1 + C1
MB
(
1
2
− ε, 1
2
)
+
2ε2
nℓ
.
Noting that limε→0 2ε
2
nℓ
= 0 and limε→0 −2ε
2
MB(
1
2
−ε, 1
2
)
= 1, we have ln(ζδ)nℓ < MB
(
1
2 − ε, 12
)
< 0 for
sufficiently small ε > 0. In view of the established fact that MB(0, ε) ≤ ln(ζδ)nℓ < MB
(
1
2 − ε, 12
)
for small enough ε > 0 and the fact that MB(z, z + ε) is monotonically increasing with respect
to z ∈ (0, 12 − ε) as asserted by Lemma 16, invoking the intermediate value theorem, we have
that there exists a unique number zℓ ∈ [0, 12 − ε) such that MB(zℓ, zℓ + ε) = ln(ζδ)nℓ . This proves
Statement (I).
Proof of Statement (II): Since nℓ is monotonically increasing with respect to ℓ for suffi-
ciently small ε > 0, we have that MB(zℓ, zℓ + ε) is monotonically increasing with respect to ℓ if
ε > 0 is sufficiently small . Recalling that MB(z, z + ε) is monotonically increasing with respect
to z ∈ (0, 12 − ε), we have that zℓ is monotonically increasing with respect to ℓ. This establishes
Statement (II).
Proof of Statement (III): For simplicity of notations, let bℓ =
1−
√
1−Cs−ℓ
2 for ℓ = 1, 2, · · · , s−
1. Then, it can be checked that 4bℓ(1− bℓ) = Cs−ℓ and, by the definition of sample sizes, we have
MB(zℓ, zℓ + ε)
ε2/[2bℓ(bℓ − 1)] =
1
nℓ
× Cs−ℓ
2ε2
ln
1
ζδ
= 1 + o(1) (133)
for ℓ = 1, 2, · · · , s − 1.
We claim that θ < zℓ <
1
2 for θ ∈ (0, bℓ) if ε > 0 is small enough. To prove this claim, we
use a contradiction method. Suppose the claim is not true, then there exists a set, denoted by
Sε, of infinite many values of ε such that zℓ ≤ θ for ε ∈ Sε. For small enough ε ∈ Sε, we have
zℓ + ε ≤ θ + ε < bℓ + ε < 12 . Hence, by (133) and the fact that MB(z, z + ε) is monotonically
increasing with respect to z ∈ (0, 12 − ε) as asserted by Lemma 16, we have
1 + o(1) =
MB(zℓ, zℓ + ε)
ε2/[2bℓ(bℓ − 1)] ≥
MB(θ, θ + ε)
ε2/[2bℓ(bℓ − 1)] =
ε2/[2θ(1 − θ)] + o(ε2)
ε2/[2bℓ(1− bℓ)] =
bℓ(1− bℓ)
θ(1− θ) + o(1)
for small enough ε ∈ Sε, which implies bℓ(1−bℓ)θ(1−θ) ≤ 1, contradicting to the fact that bℓ(1−bℓ)θ(1−θ) > 1. By
(133) and applying Lemma 15 based on the established condition that θ < zℓ <
1
2 for small enough
ε > 0, we have MB(zℓ,zℓ+ε)ε2/[2bℓ(bℓ−1)] =
ε2/[2zℓ(1−zℓ)]+o(ε2)
ε2/[2bℓ(1−bℓ)] = 1 + o(1), which implies
1
zℓ(1−zℓ) − 1bℓ(1−bℓ) = o(1)
and consequently limε→0 zℓ = bℓ. This proves Statement (III).
Proof of Statement (IV):
Since nℓε =
⌈
Cs−ℓε ln
1
ζδ
2ε2
⌉
and Cs−ℓε = 4p(1− p), we can write
nℓε =
⌈
2p(1− p) ln 1ζδ
ε2
⌉
=
ln(ζδ)
MB(zℓε , zℓε + ε)
,
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from which we have 1nℓε
= o(ε),
1− o(ε) = 1− 1
nℓε
<
−2p(1−p) ln(ζδ)
ε2
ln(ζδ)
MB(zℓε ,zℓε+ε)
≤ 1
and thus
−2p(1−p) ln(ζδ)
ε2
ln(ζδ)
MB(zℓε ,zℓε+ε)
=
−MB(zℓε , zℓε + ε)
ε2/[2p(1 − p)] = 1 + o(ε). (134)
For θ ∈ (0, p), we claim that θ < zℓε < 12 provided that ε is sufficiently small. Suppose, to get
a contradiction, that the claim is not true. Then, there exists a set of infinite many values of ε
such that zℓε ≤ θ if ε in the set is small enough. For such ε < 12−p, by (134) and the monotonicity
of MB(z, z + ε) with respect to z, we have
1 + o(ε) =
−MB(zℓε , zℓε + ε)
ε2/[2p(1 − p)] ≥
−MB(θ, θ + ε)
ε2/[2p(1 − p)] =
ε2/[2θ(1− θ)] + o(ε2)
ε2/[2p(1 − p)] =
p(1− p)
θ(1− θ) + o(1)
for small enough ε in the set, which contradicts to the fact that p(1−p)θ(1−θ) > 1. This proves our claim.
Since θ < zℓε <
1
2 is established, by (134) and Lemma 15, we have
−MB(zℓε , zℓε + ε)
ε2/[2p(1 − p)] =
ε2/[2zℓε(1− zℓε)]− ε3(1− 2zℓε)/[3z2ℓε(1− zℓε)2] + o(ε3)
ε2/[2p(1 − p)] = 1 + o(ε)
and consequently,
1
zℓε(1− zℓε)
− 1
p(1− p) −
2ε(1 − 2zℓε)
3z2ℓε(1− zℓε)2
+ o(ε) = 0. (135)
Since θ < zℓε <
1
2 for small enough ε > 0, by (135), we have
1
zℓε (1−zℓε) −
1
p(1−p) = o(1), from which
it follows that limε→0 zℓε = p. Noting that (135) can be written as
(zℓε − p)(zℓε + p− 1)
p(1− p)zℓε(1− zℓε)
− 2ε(1 − 2zℓε)
3z2ℓε(1− zℓε)2
+ o(ε) = 0
and using the fact that limε→0 zℓε = p ∈ (0, 12 ), we have
zℓε − p
ε
=
2p(1− p)(1− 2zℓε)
3(zℓε + p− 1)zℓε(1− zℓε)
+ o(1)
for small enough ε > 0, which implies that limε→0
zℓε−p
ε = −23 . This proves Statement (IV).
Proof of Statement (V): Note that
{Dℓ = 0} =
{
MB
(
1
2
−
∣∣∣∣12 − p̂ℓ
∣∣∣∣ , 12 −
∣∣∣∣12 − p̂ℓ
∣∣∣∣+ ε) > ln(ζδ)nℓ , p̂ℓ ≤ 12
}
⋃{
MB
(
1
2
−
∣∣∣∣12 − p̂ℓ
∣∣∣∣ , 12 −
∣∣∣∣12 − p̂ℓ
∣∣∣∣+ ε) > ln(ζδ)nℓ , p̂ℓ > 12
}
=
{
MB (p̂ℓ, p̂ℓ + ε) >
ln(ζδ)
nℓ
, p̂ℓ ≤
1
2
}⋃{
MB (p̂ℓ, p̂ℓ − ε) >
ln(ζδ)
nℓ
, p̂ℓ >
1
2
}
,
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where we have used the fact that MB(z, z + ε) = MB(1− z, 1− z − ε). We claim that{
MB (p̂ℓ, p̂ℓ + ε) >
ln(ζδ)
nℓ
, p̂ℓ ≤
1
2
}
=
{
zℓ < p̂ℓ ≤
1
2
}
, (136){
MB (p̂ℓ, p̂ℓ − ε) >
ln(ζδ)
nℓ
, p̂ℓ >
1
2
}
=
{
1
2
< p̂ℓ < 1− zℓ
}
(137)
for small enough ε > 0.
To prove (136), let ω ∈ {MB (p̂ℓ, p̂ℓ + ε) > ln(ζδ)nℓ , p̂ℓ ≤
1
2} and p̂ℓ = p̂ℓ(ω). Then, MB(p̂ℓ, p̂ℓ+
ε) > ln(ζδ)nℓ and p̂ℓ ≤
1
2 . Since zℓ ∈ [0, 12 − ε) and MB (z, z + ε) is monotonically increasing with
respect to z ∈ (0, 12−ε), it must be true that p̂ℓ > zℓ. Otherwise if p̂ℓ ≤ zℓ, then MB (p̂ℓ, p̂ℓ + ε) ≤
MB (zℓ, zℓ + ε) =
ln(ζδ)
nℓ
, leading to a contradiction. This proves {MB (p̂ℓ, p̂ℓ + ε) > ln(ζδ)nℓ , p̂ℓ ≤
1
2} ⊆ {zℓ < p̂ℓ ≤ 12} for small enough ε > 0.
Now let ω ∈ {zℓ < p̂ℓ ≤ 12} and p̂ℓ = p̂ℓ(ω). Then, zℓ < p̂ℓ ≤ 12 . Invoking Lemma 16 that
there exists a unique number z∗ ∈ (12 − ε, 12 ) such that MB (z, z + ε) is monotonically increasing
with respect to z ∈ (0, z∗) and monotonically decreasing with respect to z ∈ (z∗, 1− ε), we have
MB (p̂ℓ, p̂ℓ + ε) > min
{
MB (zℓ, zℓ + ε) , MB
(
1
2
,
1
2
+ ε
)}
. (138)
Noting that limε→0
ln(ζδ)
nsMB(
1
2 ,
1
2+ε)
= 1, we have MB(12 ,
1
2 + ε) >
ln(ζδ)
nℓ
for ℓ < s if ε > 0 is small
enough. By virtue of (138) and MB (zℓ, zℓ + ε) =
ln(ζδ)
nℓ
, we have MB (p̂ℓ, p̂ℓ + ε) >
ln(ζδ)
nℓ
. This
proves {MB (p̂ℓ, p̂ℓ + ε) > ln(ζδ)nℓ , p̂ℓ ≤ 12} ⊇ {zℓ < p̂ℓ ≤ 12} and consequently (136) is established.
To show (137), let ω ∈ {MB (p̂ℓ, p̂ℓ − ε) > ln(ζδ)nℓ , p̂ℓ >
1
2} and p̂ℓ = p̂ℓ(ω). Then, MB(p̂ℓ, p̂ℓ−
ε) > ln(ζδ)nℓ and p̂ℓ >
1
2 . Since 1 − zℓ ∈ (12 + ε, 1] and MB (z, z − ε) is monotonically decreasing
with respect to z ∈ (12 + ε, 1), it must be true that p̂ℓ < 1 − zℓ. Otherwise if p̂ℓ ≥ 1 − zℓ, then
MB (p̂ℓ, p̂ℓ − ε) ≤ MB (1− zℓ, 1− zℓ − ε) = MB (zℓ, zℓ + ε) = ln(ζδ)nℓ , leading to a contradiction.
This proves {MB(p̂ℓ, p̂ℓ − ε) > ln(ζδ)nℓ , p̂ℓ > 12} ⊆ { 12 < p̂ℓ < 1− zℓ}.
Now let ω ∈ {12 < p̂ℓ < 1− zℓ} and p̂ℓ = p̂ℓ(ω). Then, 12 < p̂ℓ < 1 − zℓ. Invoking Lemma
16 that there exists a unique number z⋆ ∈ (12 , 12 + ε) such that MB (z, z − ε) is monotonically
increasing with respect to z ∈ (ε, z⋆) and monotonically decreasing with respect to z ∈ (z⋆, 1), we
have
MB (p̂ℓ, p̂ℓ − ε) > min
{
MB (1− zℓ, 1− zℓ − ε) , MB
(
1
2
,
1
2
− ε
)}
. (139)
Recalling that MB
(
1
2 ,
1
2 − ε
)
= MB
(
1
2 ,
1
2 + ε
)
> ln(ζδ)nℓ for small enough ε > 0, using (139) and
MB(1 − zℓ, 1 − zℓ − ε) = MB(zℓ, zℓ + ε) = ln(ζδ)nℓ , we have MB (p̂ℓ, p̂ℓ − ε) >
ln(ζδ)
nℓ
. This proves
{MB (p̂ℓ, p̂ℓ − ε) > ln(ζδ)nℓ , p̂ℓ >
1
2} ⊇ {12 < p̂ℓ < 1 − zℓ} and consequently (137) is established.
By virtue of (136) and (137) of the established claim, we have {Dℓ = 0} = {zℓ < p̂ℓ ≤ 12} ∪ { 12 <
p̂ℓ < 1− zℓ} = {zℓ < p̂ℓ < 1− zℓ} for small enough ε > 0. This proves Statement (V).
Lemma 18 Let ℓε = s− jp. Then,
lim
ε→0
ℓε−1∑
ℓ=1
nℓ Pr{Dℓ = 1} = 0, lim
ε→0
s∑
ℓ=ℓε+1
nℓPr{Dℓ = 0} = 0 (140)
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for p ∈ (0, 1). Moreover, limε→0 nℓε Pr{Dℓε = 0} = 0 if Cjp > 4p(1− p).
Proof. For simplicity of notations, let bℓ = limε→0 zℓ for 1 ≤ ℓ < s. The proof consists of three
main steps as follows.
First, we shall show that (140) holds for p ∈ (0, 12 ]. By the definition of ℓε, we have 4p(1−p) >
Cs−ℓε+1. Making use of the first three statements of Lemma 17, we have that zℓ <
p+bℓε−1
2 < p for
all ℓ ≤ ℓε − 1 if ε is sufficiently small. By the last statement of Lemma 17 and using Chernoff
bounds, we have
Pr{Dℓ = 1} = Pr{p̂ℓ ≤ zℓ}+ Pr{p̂ℓ ≥ 1− zℓ} ≤ Pr
{
p̂ℓ ≤
p+ bℓε−1
2
}
+ Pr
{
p̂ℓ ≥ 1−
p+ bℓε−1
2
}
≤ exp
(
−2nℓ
(
p− bℓε−1
2
)2)
+ exp
(
−2nℓ
(
2− 3p− bℓε−1
2
)2)
for all ℓ ≤ ℓε − 1 provided that ε > 0 is small enough. By the definition of ℓε, we have
bℓε−1 =
1−√1− Cs−ℓε+1
2
<
1−√1− 4p(1− p)
2
= p,
which implies that
(
p−bℓε−1
2
)2
and
(
2−3p−bℓε−1
2
)2
are positive constants independent of ε > 0
provided that ε > 0 is small enough. Hence, limε→0
∑ℓε−1
ℓ=1 nℓ Pr{Dℓ = 1} = 0 as a result of Lemma
14.
Similarly, it can be seen from the definition of ℓε that 4p(1 − p) < Cs−ℓε−1. Making use of
the first three statements of Lemma 17, we have that zℓ >
p+bℓε+1
2 > p for ℓε + 1 ≤ ℓ < s if ε is
sufficiently small. By the last statement of Lemma 17 and using Chernoff bound, we have
Pr{Dℓ = 0} = Pr{zℓ < p̂ℓ < 1− zℓ} ≤ Pr{p̂ℓ > zℓ} ≤ Pr
{
p̂ℓ >
p+ bℓε+1
2
}
≤ exp
(
−2nℓ
(
p− bℓε+1
2
)2)
for ℓε + 1 ≤ ℓ < s provided that ε > 0 is small enough. As a consequence of the definition of ℓε,
we have that bℓε+1 is greater than p and is independent of ε > 0. In view of this and the fact that
Pr{Ds = 0} = 0, we can apply Lemma 14 to conclude that limε→0∑sℓ=ℓε+1 nℓ Pr{Dℓ = 0} = 0.
Second, we shall show that (140) holds for p ∈ (12 , 1). As a direct consequence of the definition
of ℓε, we have 4p(1 − p) > Cs−ℓε+1. Making use of the first three statements of Lemma 17, we
have that zℓ <
1−p+bℓε−1
2 < 1 − p for all ℓ ≤ ℓε − 1 if ε is sufficiently small. By the last statement
of Lemma 17 and using Chernoff bounds, we have
Pr{Dℓ = 1} = Pr{p̂ℓ ≤ zℓ}+ Pr{p̂ℓ ≥ 1− zℓ} ≤ Pr
{
p̂ℓ ≤
1− p+ bℓε−1
2
}
+ Pr
{
p̂ℓ ≥
1 + p− bℓε−1
2
}
≤ exp
(
−2nℓ
(
3p− 1− bℓε−1
2
)2)
+ exp
(
−2nℓ
(
1− p− bℓε−1
2
)2)
for all ℓ ≤ ℓε− 1 provided that ε > 0 is small enough. As a result of the definition of ℓε, we have
that bℓε−1 is smaller than 1− p and is independent of ε > 0. Hence, by virtue of Lemma 14, we
have limε→0
∑ℓε−1
ℓ=1 nℓ Pr{Dℓ = 1} = 0.
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In a similar manner, by the definition of ℓε, we have 4p(1 − p) < Cs−ℓε−1. Making use of the
first three statements of Lemma 17, we have that zℓ >
1−p+bℓε+1
2 > 1− p for ℓε + 1 ≤ ℓ < s if ε is
sufficiently small. By the last statement of Lemma 17 and using Chernoff bound,
Pr{Dℓ = 0} = Pr{zℓ < p̂ℓ < 1− zℓ} ≤ Pr{p̂ℓ < 1− zℓ}
≤ Pr
{
p̂ℓ <
1 + p− bℓε+1
2
}
≤ exp
(
−2nℓ
(
1− p− bℓε+1
2
)2)
for ℓε + 1 ≤ ℓ < s provided that ε > 0 is small enough. Because of the definition of ℓε, we have
that bℓε+1 is greater than 1 − p and is independent of ε > 0. Noting that Pr{Ds = 0} = 0 and
using Lemma 14, we have limε→0
∑s
ℓ=ℓε+1
nℓ Pr{Dℓ = 0} = 0.
Third, we shall show that limε→0 nℓε Pr{Dℓε = 0} = 0 for p ∈ (0, 1) such that 4p(1−p) < Cjp .
For p ∈ (0, 12 ] such that 4p(1 − p) < Cjp , making use of the first three statements of Lemma
17, we have zℓε >
p+bℓε
2 > p if ε is sufficiently small. By the last statement of Lemma 17 and using
Chernoff bound, we have
Pr{Dℓε = 0} = Pr{zℓε < p̂ℓε < 1−zℓε} ≤ Pr{p̂ℓε > zℓε} ≤ Pr
{
p̂ℓε >
p+ bℓε
2
}
≤ exp
(
−2nℓε
(
p− bℓε
2
)2)
for small enough ε > 0. As a consequence of the definition of ℓε, we have that bℓε is greater than
p and is independent of ε > 0. It follows that limε→0 nℓε Pr{Dℓε = 0} = 0.
Similarly, for p ∈ (12 , 1) such that 4p(1 − p) < Cjp , by virtue of the first three statements of
Lemma 17, we have zℓε >
1−p+bℓε
2 > 1−p if ε is sufficiently small. By the last statement of Lemma
17 and using Chernoff bound,
Pr{Dℓε = 0} = Pr{zℓε < p̂ℓε < 1− zℓε} ≤ Pr{p̂ℓε < 1− zℓε}
≤ Pr
{
p̂ℓε <
1 + p− bℓε
2
}
≤ exp
(
−2nℓε
(
1− p− bℓε
2
)2)
for small enough ε > 0. Because of the definition of ℓε, we have that bℓε is greater than 1 − p
and is independent of ε > 0. Hence, limε→0 nℓε Pr{Dℓε = 0} = 0.
✷
Now we are in a position to prove Theorem 20. To show limε→0 |Pr{p̂ ∈ R} − P | =
limε→0 |Pr{p̂ ∈ R} − P | = 0, it suffices to show
lim
ε→0
s∑
ℓ=1
Pr{Dℓ−1 = 0, Dℓ = 1} = 1. (141)
This is because P ≤ Pr{p̂ ∈ R} ≤ P and P − P =∑sℓ=1 Pr{Dℓ−1 = 0, Dℓ = 1} − 1. Observing
that
ℓε−1∑
ℓ=1
Pr{Dℓ−1 = 0, Dℓ = 1} ≤
ℓε−1∑
ℓ=1
Pr{Dℓ = 1} ≤
ℓε−1∑
ℓ=1
nℓ Pr{Dℓ = 1},
s∑
ℓ=ℓε+2
Pr{Dℓ−1 = 0, Dℓ = 1} ≤
s∑
ℓ=ℓε+2
Pr{Dℓ−1 = 0} =
s∑
ℓ=ℓε+1
Pr{Dℓ = 0} ≤
s∑
ℓ=ℓε+1
nℓ Pr{Dℓ = 0}
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and using Lemma 18, we have limε→0
∑ℓε−1
ℓ=1 Pr{Dℓ−1 = 0, Dℓ = 1} = 0 and limε→0
∑s
ℓ=ℓε+2
Pr{Dℓ−1 =
0, Dℓ = 1} = 0. Hence, to show (141), it suffices to show limε→0[Pr{Dℓε−1 = 0, Dℓε =
1}+ Pr{Dℓε = 0, Dℓε+1 = 1}] = 1. Noting that
Pr{Dℓε−1 = 0, Dℓε = 1}+Pr{Dℓε−1 = Dℓε = 1}+Pr{Dℓε = 0, Dℓε+1 = 1}+Pr{Dℓε = Dℓε+1 = 0}
= Pr{Dℓε = 1}+ Pr{Dℓε = 0} = 1,
we have
Pr{Dℓε−1 = 0, Dℓε = 1}+Pr{Dℓε = 0, Dℓε+1 = 1} = 1−Pr{Dℓε−1 = Dℓε = 1}−Pr{Dℓε = Dℓε+1 = 0}.
As a result of Lemma 18, we have limε→0 Pr{Dℓε−1 = Dℓε = 1} ≤ limε→0 Pr{Dℓε−1 = 1} = 0 and
limε→0 Pr{Dℓε = Dℓε+1 = 0} ≤ limε→0 Pr{Dℓε+1 = 0} = 0. Therefore, limε→0
∑s
ℓ=1 Pr{Dℓ−1 =
0, Dℓ = 1} = 1. This completes the proof of Theorem 20.
L.5 Proof of Theorem 21
To prove Theorem 21, we need some preliminary results.
Lemma 19 limε→0
nℓε
Na(p,ε) = κp, limε→0
ε√
p(1−p)/nℓε
= d
√
κp.
Proof. By the definition of sample sizes, it can be readily shown that limε→0
Cs−ℓ ln 1ζδ
2ε2nℓ
= 1 for
1 ≤ ℓ < s and it follows that
lim
ε→0
nℓε
Na(p, ε) = limε→0
MB(
1
2 − | 12 − p|, 12 − | 12 − p|+ ε)
ln(ζδ)
× Cs−ℓε
2ε2
ln
1
ζδ
= lim
ε→0
[
ε2
2p(1− p) + o(ε
2)
]
× Cs−ℓε
2ε2
=
Cs−ℓε
4p(1− p) =
Cjp
4p(1− p) = κp,
lim
ε→0
ε√
p(1− p)/nℓε
= lim
ε→0
ε
√
Cs−ℓε
2ε2p(1− p) ln
1
ζδ
= d
√
Cs−ℓε
4p(1− p) = d
√
Cjp
4p(1− p) = d
√
κp.
✷
Lemma 20 Let U and V be independent Gaussian random variables with zero means and unit
variances. Let ℓε = s− jp. Then, for p ∈ (0, 12 ) ∪ (12 , 1) such that Cjp = 4p(1− p),
lim
ε→0
Pr{l = ℓε} = 1− lim
ε→0
Pr{l = ℓε + 1} = 1−Φ (νd) ,
lim
ε→0
[
Pr{|p̂ℓε − p| ≥ ε, l = ℓε}+ Pr{|p̂ℓε+1 − p| ≥ ε, l = ℓε + 1}
]
= Pr {U ≥ d}+ Pr{|U +√ρpV | ≥ (1 + ρp)d, U < νd} .
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Proof. By symmetry, it suffices to show the lemma for p ∈ (0, 12). For simplicity of notations,
define
aℓ =
zℓ − p√
p(1− p)/nℓ
, bℓ =
ε√
p(1− p)/nℓ
, Uℓ =
p̂ℓ − p√
p(1− p)/nℓ
for ℓ = 1, · · · , s. Since Cjp = 4p(1− p), we have nℓε =
⌈
2p(1−p) ln 1ζδ
ε2
⌉
and
lim
ε→0
bℓε = lim
ε→0
ε√
p(1− p)
√√√√⌈2p(1− p) ln 1ζδ
ε2
⌉
=
√
2 ln
1
ζδ
= d.
Hence, by Statement (IV) of Lemma 17,
lim
ε→0
aℓε = lim
ε→0
bℓε lim
ε→0
zℓε − p
ε
= d lim
ε→0
zℓε − p
ε
= −2
3
d = −νd.
Let η > 0. Noting that {p̂ℓε ≤ zℓε} = {Uℓε ≤ aℓε} and {|p̂ℓε − p| ≥ ε} = {|Uℓε | ≥ bℓε}, we have
Pr {Uℓε ≤ −νd− η} ≤ Pr{p̂ℓε ≤ zℓε} ≤ Pr {Uℓε ≤ −νd+ η} ,
Pr {|Uℓε | ≥ d+ η, Uℓε ≤ −νd− η} ≤ Pr{|p̂ℓε − p| ≥ ε, p̂ℓε ≤ zℓε} ≤ Pr {|Uℓε | ≥ d− η, Uℓε ≤ −νd+ η}
for small enough ε > 0. Since Uℓε converges in distribution to a Gaussian random variable U
with zero mean and unit variance as ε→ 0, it must be true that
Pr {U ≤ −νd− η} ≤ lim
ε→0
Pr{p̂ℓε ≤ zℓε} ≤ Pr {U ≤ −νd+ η} ,
Pr {|U | ≥ d+ η, U ≤ −νd− η} ≤ lim
ε→0
Pr{|p̂ℓε − p| ≥ ε, p̂ℓε ≤ zℓε} ≤ Pr {|U | ≥ d− η, U ≤ −νd+ η} .
Since the above inequalities hold true for arbitrarily small η > 0, we have
lim
ε→0
Pr{p̂ℓε ≤ zℓε} = Pr {U ≤ −νd} = Pr {U ≥ νd} = 1− Φ(νd), (142)
lim
ε→0
Pr{|p̂ℓε − p| ≥ ε, p̂ℓε ≤ zℓε} = Pr {|U | ≥ d, U ≤ −νd} = Pr {U ≥ d} . (143)
Now, we shall consider Pr{|p̂ℓε+1 − p| ≥ ε, p̂ℓε > zℓε}. Note that
Pr{|p̂ℓε+1 − p| ≥ ε, p̂ℓε > zℓε} = Pr {|Uℓε+1| ≥ bℓε+1, Uℓε > aℓε}
and
Uℓε+1 =
√
nℓε
nℓε+1
Uℓε +
√
1− nℓε
nℓε+1
Vℓε , where Vℓε =
∑nℓε+1
i=nℓε+1
Xi − (nℓε+1 − nℓε)p√
p(1− p)(nℓε+1 − nℓε)
.
For small enough ε > 0, we have
Pr{|p̂ℓε+1 − p| ≥ ε, p̂ℓε > zℓε} ≤ Pr
{|Uℓε+1| ≥√1 + ρp(d− η), Uℓε > −νd− η} ,
Pr{|p̂ℓε+1 − p| ≥ ε, p̂ℓε > zℓε} ≥ Pr
{|Uℓε+1| ≥√1 + ρp(d+ η), Uℓε > −νd+ η} .
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Note that Uℓε and Vℓε converge in distribution respectively to independent Gaussian random
variables U and V with zero means and unit variances. Since the characteristic function of Uℓε+1
tends to the characteristic function of (U +
√
ρpV )/
√
1 + ρp, we have
Pr {|Uℓε+1| ≥ d− η, Uℓε > −νd− η} → Pr
{|U +√ρpV | ≥ (1 + ρp)(d − η), U > −νd− η} ,
Pr {|Uℓε+1| ≥ d+ η, Uℓε > −νd+ η} → Pr
{|U +√ρpV | ≥ (1 + ρp)(d + η), U > −νd+ η}
as ε→ 0. Since η can be arbitrarily small, we have
lim
ε→0
Pr{|p̂ℓε+1 − p| ≥ ε, p̂ℓε > zℓε} = Pr
{|U +√ρpV | ≥ (1 + ρp)d, U > −νd}
= Pr
{|U +√ρpV | ≥ (1 + ρp)d, U < νd} (144)
for p ∈ (0, 12 ) such that Cjp = 4p(1 − p). Noting that
Pr{p̂ℓε ≤ zℓε or p̂ℓε ≥ 1− zℓε} ≥ Pr{l = ℓε} ≥ Pr{p̂ℓε ≤ zℓε or p̂ℓε ≥ 1− zℓε} −
ℓε−1∑
ℓ=1
Pr{Dℓ = 1},
Pr{1− zℓε > p̂ℓε > zℓε} ≥ Pr{l = ℓε + 1} ≥ Pr{1− zℓε > p̂ℓε > zℓε} − Pr{Dℓε+1 = 0} −
ℓε−1∑
ℓ=1
Pr{Dℓ = 1}
and using the result that limε→0
[∑ℓε−1
ℓ=1 Pr{Dℓ = 1}+ Pr{Dℓε+1 = 0}
]
= 0 as asserted by Lemma
18, we have limε→0Pr{l = ℓε} = limε→0 Pr{p̂ℓε ≤ zℓε or p̂ℓε ≥ 1−zℓε} and limε→0Pr{l = ℓε+1} =
limε→0 Pr{1 − zℓε > p̂ℓε > zℓε}. We claim that limε→0Pr{p̂ℓε ≥ 1 − zℓε} = 0 for p ∈ (0, 12). To
show this claim, note that limε→0(1 − zℓε − p) = 1 − 2p > 0 as a result of Statement (III) of
Lemma 17. Therefore, 1 − zℓε − p > 12 − p for small enough ε > 0. By virtue of the Chernoff
bound, we have Pr{p̂ℓε ≥ 1 − zℓε} ≤ exp(−2nℓε(12 − p)2) for small enough ε > 0, from which the
claim immediately follows. This implies that
lim
ε→0
Pr{l = ℓε} = lim
ε→0
Pr{p̂ℓε ≤ zℓε}, limε→0Pr{l = ℓε + 1} = limε→0Pr{p̂ℓε > zℓε}. (145)
Combining (142) and (145) yields
lim
ε→0
Pr{l = ℓε} = 1− Φ(νd), lim
ε→0
Pr{l = ℓε + 1} = Φ(νd).
Noting that
Pr{|p̂ℓε − p| ≥ ε, l = ℓε} ≥ Pr{|p̂ℓε − p| ≥ ε, p̂ℓε /∈ (zℓε , 1− zℓε)} −
ℓε−1∑
ℓ=1
Pr{Dℓ = 1},
Pr{|p̂ℓε+1 − p| ≥ ε, l = ℓε + 1} ≥ Pr{|p̂ℓε+1 − p| ≥ ε, p̂ℓε ∈ (zℓε , 1− zℓε)}
−Pr{Dℓε+1 = 0} −
ℓε−1∑
ℓ=1
Pr{Dℓ = 1}
and using the result that limε→0
[∑ℓε−1
ℓ=1 Pr{Dℓ = 1}+ Pr{Dℓε+1 = 0}
]
= 0, we have
lim inf
ε→0
[
Pr{|p̂ℓε − p| ≥ ε, l = ℓε}+ Pr{|p̂ℓε+1 − p| ≥ ε, l = ℓε + 1}
]
≥ lim
ε→0
[
Pr{|p̂ℓε − p| ≥ ε, p̂ℓε /∈ (zℓε , 1− zℓε)}+Pr{|p̂ℓε+1 − p| ≥ ε, p̂ℓε ∈ (zℓε , 1− zℓε)}
]
.
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On the other hand,
lim sup
ε→0
[
Pr{|p̂ℓε − p| ≥ ε, l = ℓε}+ Pr{|p̂ℓε+1 − p| ≥ ε, l = ℓε + 1}
]
≤ lim
ε→0
[
Pr{|p̂ℓε − p| ≥ ε, p̂ℓε /∈ (zℓε , 1− zℓε)}+Pr{|p̂ℓε+1 − p| ≥ ε, p̂ℓε ∈ (zℓε , 1− zℓε)}
]
.
Therefore,
lim
ε→0
[
Pr{|p̂ℓε − p| ≥ ε, l = ℓε}+ Pr{|p̂ℓε+1 − p| ≥ ε, l = ℓε + 1}
]
= lim
ε→0
[
Pr{|p̂ℓε − p| ≥ ε, p̂ℓε /∈ (zℓε , 1− zℓε)}+ Pr{|p̂ℓε+1 − p| ≥ ε, p̂ℓε ∈ (zℓε , 1− zℓε)}
]
= lim
ε→0
[
Pr{|p̂ℓε − p| ≥ ε, p̂ℓε ≤ zℓε}+ Pr{|p̂ℓε+1 − p| ≥ ε, p̂ℓε > zℓε}
]
. (146)
Combing (143), (144) and (146) yields
lim
ε→0
[
Pr{|p̂ℓε − p| ≥ ε, l = ℓε}+ Pr{|p̂ℓε+1 − p| ≥ ε, l = ℓε + 1}
]
= Pr{U ≥ d}+ Pr{|U +√ρpV | ≥ (1 + ρp)d, U < νd} .
This completes the proof of the lemma.
✷
Lemma 21 Let d > 0, ρ > 0 and 0 < ν ≤ 1. Let U and V be independent Gaussian variables
with zero mean and variance unity. Then,
Pr {U ≥ d}+ Pr{|U +√ρV | ≥ (1 + ρ)d, U ≤ νd} ≥ 2− Φ(d) − Φ(d
√
1 + ρ),
Pr {U ≥ d}+ Pr{|U +√ρV | ≥ (1 + ρ)d, U ≤ νd} = Ψ(ρ, ν, d) + Φ(νd)− Φ(d)
< 3− 2Φ(d
√
1 + ρ)− Φ(d).
Proof. Clearly,
Pr{|U +√ρV | ≥ (1 + ρ)d, U ≤ νd} < Pr{|U +√ρV | ≥ (1 + ρ)d}
= Pr{|U | ≥ d
√
1 + ρ} = 2[1− Φ(d
√
1 + ρ)]
Since ν > 0, we have
Pr{|U +√ρV | ≥ (1 + ρ)d, U ≤ νd} = Pr{|U +√ρV | ≥ (1 + ρ)d, U < 0}
+Pr{|U +√ρV | ≥ (1 + ρ)d, 0 ≤ U ≤ νd}
> Pr{|U +√ρV | ≥ (1 + ρ)d, U < 0}
=
1
2
Pr{|U +√ρV | ≥ (1 + ρ)d}
=
1
2
Pr{|U | ≥ d
√
1 + ρ} = 1− Φ(d
√
1 + ρ).
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Note that
Pr {U ≥ d}+ Pr{|U +√ρV | ≥ (1 + ρ)d, U < νd}
= Pr {U ≥ d}+ Pr{U < νd} − Pr{|U +√ρV | < (1 + ρ)d, U < νd}
= Pr {U ≥ d}+ Pr{U < νd} − 1 + Pr{|U +√ρV | ≥ (1 + ρ)d or U ≥ νd}
= Pr {U ≥ d} − Pr{U ≥ νd} + Pr{|U +√ρV | ≥ (1 + ρ)d or U ≥ νd}
= Pr{|U +√ρV | ≥ (1 + ρ)d or U ≥ νd} − Pr{νd ≤ U < d}
and that Pr
{∣∣U +√ρV ∣∣ ≥ (1 + ρ)d or U ≥ νd} is the probability that (U, V ) is included in a
domain with a boundary which is visible for an observer on the origin and can be represented in
polar coordinates (r, φ) as{
(r, φ) : r =
νd
| cosφ| , −φL ≤ φ ≤ φU
}
∪
{
(r, φ) : r =
d
√
1 + ρ
| cos(φ− φρ)| , φU ≤ φ ≤ 2π − φL
}
.
Hence, by Theorem 6 of [15], we can show that Pr
{∣∣U +√ρV ∣∣ ≥ (1 + ρ)d or U ≥ νd} = Ψ(ρ, ν, d).
The lemma follows immediately.
✷
L.5.1 Proof of Statement (I)
First, we shall show that Statement (I) holds for p ∈ (0, 12 ] such that Cjp = 4p(1 − p). For this
purpose, we need to show that
1 ≤ lim sup
ε→0
n(ω)
Na(p, ε) ≤ 1 + ρp for any ω ∈
{
lim
ε→0
p̂ = p
}
. (147)
To show lim supε→0
n(ω)
Na(p,ε) ≥ 1, note that Cs−ℓε+1 < 4p(1 − p) = Cs−ℓε < Cs−ℓε−1 as a direct
consequence of the definition of ℓε and the assumption that Cjp = 4p(1 − p). By the first three
statements of Lemma 17, we have limε→0 zℓ < p for all ℓ ≤ ℓε−1. Noting that limε→0 p̂(ω) = p ≤ 12 ,
we have zℓ < p̂(ω) < 1−zℓ for all ℓ ≤ ℓε−1 and it follows from the definition of the sampling scheme
that n(ω) ≥ nℓε if ε > 0 is small enough. By Lemma 19 and noting that κp = 1 if Cjp = 4p(1−p),
we have lim supε→0
n(ω)
Na(p,ε) ≥ limε→0
nℓε
Na(p,ε) = κp = 1. To show lim supε→0
n(ω)
Na(p,ε) ≤ 1 + ρp, we
shall consider three cases: (i) ℓε = s; (ii) ℓε = s − 1; (iii) ℓε < s − 1. In the case of ℓε = s,
it must be true that n(ω) ≤ ns = nℓε . Hence, lim supε→0 n(ω)Na(p,ε) ≤ limε→0
nℓε
Na(p,ε) = κp =
1 = 1 + ρp. In the case of ℓε = s − 1, it must be true that n(ω) ≤ ns = nℓε+1. Therefore,
lim supε→0
n(ω)
Na(p,ε) ≤ limε→0
nℓε+1
Na(p,ε) = limε→0
nℓε+1
nℓε
× limε→0 nℓεNa(p,ε) =
Cjp−1
Cjp
= 1 + ρp. In the case
of ℓε < s − 1, it follows from Lemma 17 that limε→0 zℓε+1 > p, which implies that zℓε+1 >
p, p̂(ω) < zℓε+1, and thus n(ω) ≤ nℓε+1 for small enough ε > 0. Therefore, lim supε→0 n(ω)Na(p,ε) ≤
limε→0
nℓε+1
Na(p,ε) = limε→0
nℓε+1
nℓε
× limε→0 nℓεNa(p,ε) =
Cjp−1
Cjp
= 1+ ρp. This establishes (147), which implies
{1 ≤ lim supε→0 nNa(p,ε) ≤ 1 + ρp} ⊇ {limε→0 p̂ = p}. Applying the strong law of large numbers,
we have 1 ≥ Pr{1 ≤ lim supε→0 nNa(p,ε) ≤ 1 + ρp} ≥ Pr {limε→0 p̂ = p} = 1. This proves that
Statement (I) holds for p ∈ (0, 12 ] such that Cjp = 4p(1− p).
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Next, we shall show that Statement (I) for p ∈ (0, 12 ] such that Cjp > 4p(1 − p). Note that
Cs−ℓε+1 < 4p(1 − p) < Cs−ℓε as a direct consequence of the definitions of ℓε and jp. By the first
three statements of Lemma 17, we have limε→0 zℓε−1 < p ≤ 12 . It follows that zℓ < p ≤ 12 for
all ℓ ≤ ℓε − 1 provided that ε > 0 is sufficiently small. Therefore, for any ω ∈ {limε→0 p̂ = p},
we have zℓ < p̂(ω) < 1 − zℓ for all ℓ ≤ ℓε − 1 and consequently, n(ω) ≥ nℓε provided that
ε > 0 is sufficiently small. On the other hand, we claim that n(ω) ≤ nℓε provided that ε > 0
is sufficiently small. Clearly, this claim is true if ℓε = s. In the case of ℓε < s, by the first
three statements of Lemma 17, we have limε→0 zℓε > p as a consequence of 4p(1 − p) < Cs−ℓε .
Hence, p̂(ω) < zℓε provided that ε > 0 is sufficiently small, which implies that the claim is
also true in the case of ℓε < s. Therefore, n(ω) = nℓε provided that ε > 0 is sufficiently
small. Applying Lemma 19, we have limε→0
n(ω)
Na(p,ε) = limε→0
nℓε
Na(p,ε) = κp, which implies that
{limε→0 nNa(p,ε) = κp} ⊇ {limε→0 p̂ = p}. It follows from the strong law of large numbers that
1 ≥ Pr{limε→0 nNa(p,ε) = κp} ≥ Pr{limε→0 p̂ = p} and thus Pr{limε→0 nNa(p,ε) = κp} = 1. Since
1 ≤ κp ≤ 1 + ρp, it is obviously true that Pr{1 ≤ lim supε→0 nNa(p,ε) ≤ 1 + ρp} = 1. This proves
that Statement (I) holds for p ∈ (0, 12 ] such that Cjp > 4p(1− p).
In a similar manner, we can show that Statement (I) holds for p ∈ (12 , 1). This concludes the
proof of Statement (I).
L.5.2 Proof of Statement (II)
In the sequel, we will consider the asymptotic value of E[n]Na(p,ε) in three steps. First, we shall show
Statement (II) for p ∈ (0, 1) such that Cjp = 4p(1 − p) and jp ≥ 1. By the definition of the
sampling scheme, we have
E[n] =
ℓε−1∑
ℓ=1
nℓ Pr{l = ℓ}+
s∑
ℓ=ℓε+2
nℓ Pr{l = ℓ}+ nℓε Pr{l = ℓε}+ nℓε+1 Pr{l = ℓε + 1}
≤
ℓε−1∑
ℓ=1
nℓ Pr{Dℓ = 1}+
s−1∑
ℓ=ℓε+1
nℓ+1Pr{Dℓ = 0}+ nℓε Pr{l = ℓε}+ nℓε+1 Pr{l = ℓε + 1}
and E[n] ≥ nℓε Pr{l = ℓε} + nℓε+1 Pr{l = ℓε + 1}. Making use of Lemma 18 and the assumption
that supℓ>0
nℓ+1
nℓ
<∞, we have
lim
ε→0
[
ℓε−1∑
ℓ=1
nℓ Pr{Dℓ = 1}+
s−1∑
ℓ=ℓε+1
nℓ+1 Pr{Dℓ = 0}
]
≤ lim
ε→0
[
ℓε−1∑
ℓ=1
nℓ Pr{Dℓ = 1}+ sup
ℓ>0
nℓ+1
nℓ
s−1∑
ℓ=ℓε+1
nℓ Pr{Dℓ = 0}
]
= 0.
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Therefore,
lim sup
ε→0
E[n]
Na(p, ε)
≤ lim
ε→0
∑ℓε−1
ℓ=1 nℓ Pr{Dℓ = 1}+
∑s−1
ℓ=ℓε+1
nℓ+1 Pr{Dℓ = 0}+ nℓε Pr{l = ℓε}+ nℓε+1 Pr{l = ℓε + 1}
Na(p, ε)
= lim
ε→0
nℓε Pr{l = ℓε}+ nℓε+1 Pr{l = ℓε + 1}
Na(p, ε) .
On the other hand,
lim inf
ε→0
E[n]
Na(p, ε) ≥ limε→0
nℓε Pr{l = ℓε}+ nℓε+1 Pr{l = ℓε + 1}
Na(p, ε) .
It follows that
lim
ε→0
E[n]
Na(p, ε) = limε→0
nℓε Pr{l = ℓε}+ nℓε+1 Pr{l = ℓε + 1}
Na(p, ε)
for p ∈ (0, 1) such that Cjp = 4p(1−p) and jp ≥ 1. Using Lemma 20 and the result limε→0 nℓεNa(p,ε) =
κp as asserted by Lemma 19, we have
lim
ε→0
nℓε Pr{l = ℓε}+ nℓε+1 Pr{l = ℓε + 1}
Na(p, ε) = limε→0
nℓε [1− Φ(νd)] + nℓε+1Φ(νd)
Na(p, ε)
= 1 + ρpΦ (νd) .
Second, we shall show Statement (II) for p ∈ (0, 1) such that Cjp = 4p(1 − p) and jp = 0. In
this case, it must be true that p = 12 . By the definition of the sampling scheme, we have
E[n] =
ℓε−1∑
ℓ=1
nℓ Pr{l = ℓ}+ nℓε Pr{l = ℓε} ≤
ℓε−1∑
ℓ=1
nℓ Pr{Dℓ = 1}+ nℓε
and E[n] ≥ nℓε Pr{l = ℓε} ≥ nℓε
(
1−∑ℓε−1ℓ=1 Pr{Dℓ = 1}). Therefore, by Lemma 18,
lim sup
ε→0
E[n]
Na(p, ε) ≤ limε→0
∑ℓε−1
ℓ=1 nℓ Pr{Dℓ = 1} + nℓε
Na(p, ε) = limε→0
nℓε
Na(p, ε) = κp = 1,
lim inf
ε→0
E[n]
Na(p, ε) ≥ limε→0
nℓε
(
1−∑ℓε−1ℓ=1 Pr{Dℓ = 1})
Na(p, ε) = limε→0
nℓε
Na(p, ε) = κp = 1
and thus limε→0
E[n]
Na(p,ε) = 1 for p ∈ (0, 1) such that Cjp = 4p(1− p) and jp = 0.
Third, we shall show Statements (II) for p ∈ (0, 1) such that Cjp > 4p(1− p) . Note that
E[n] =
ℓε−1∑
ℓ=1
nℓ Pr{l = ℓ}+
s∑
ℓ=ℓε+1
nℓ Pr{l = ℓ}+ nℓε Pr{l = ℓε}
≤
ℓε−1∑
ℓ=1
nℓ Pr{Dℓ = 1}+
s−1∑
ℓ=ℓε
nℓ+1 Pr{Dℓ = 0}+ nℓε
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and E[n] ≥ nℓε Pr{l = ℓε} ≥ nℓε
(
1−∑ℓε−1ℓ=1 Pr{Dℓ = 1} − Pr{Dℓε = 0}). Therefore, by Lemma 18,
lim sup
ε→0
E[n]
Na(p, ε) ≤ limε→0
∑ℓε−1
ℓ=1 nℓ Pr{Dℓ = 1}+
∑s−1
ℓ=ℓε
nℓ+1Pr{Dℓ = 0}+ nℓε
Na(p, ε) = limε→0
nℓε
Na(p, ε) = κp,
lim inf
ε→0
E[n]
Na(p, ε) ≥ limε→0
nℓε
(
1−∑ℓε−1ℓ=1 Pr{Dℓ = 1} − Pr{Dℓε = 0})
Na(p, ε) = limε→0
nℓε
Na(p, ε) = κp.
So, limε→0
E[n]
Na(p,ε) = κp for p ∈ (0, 1) such that Cjp > 4p(1− p). From the preceding analysis, we
have shown limε→0
E[n]
Na(p,ε) exists for all p ∈ (0, 1). Hence, statement (II) is established by making
use of this result and the fact that
lim
ε→0
E[n]
Nf(p, ε) = limε→0
Na(p, ε)
Nf(p, ε) × limε→0
E[n]
Na(p, ε) =
2 ln 1ζδ
Z2ζδ
× lim
ε→0
E[n]
Na(p, ε) .
L.5.3 Proof of Statement (III)
As before, we use the notations bℓ = ε√
p(1−p)/nℓ
and Uℓ =
p̂ℓ−p√
p(1−p)/nℓ
.
First, we shall consider p ∈ (0, 1) such that Cjp > 4p(1 − p). Applying Lemma 18 based on
the assumption that Cjp > 4p(1 − p), we have
lim
ε→0
Pr{l < ℓε} ≤ lim
ε→0
ℓε−1∑
ℓ=1
Pr{Dℓ = 1} ≤ lim
ε→0
ℓε−1∑
ℓ=1
nℓ Pr{Dℓ = 1} = 0,
lim
ε→0
Pr{l > ℓε} ≤ lim
ε→0
Pr{Dℓε = 0} ≤ lim
ε→0
nℓε Pr{Dℓε = 0} = 0
and thus limε→0 Pr{l 6= ℓε} = 0. Note that Pr{|p̂− p| ≥ ε} = Pr{|p̂ℓε − p| ≥ ε, l = ℓε}+Pr{|p̂−
p| ≥ ε, l 6= ℓε} and, as a result of the central limit theorem, Uℓε converges in distribution to a
standard Gaussian variable U . Hence,
lim
ε→0
Pr{|p̂− p| ≥ ε} = lim
ε→0
Pr{|p̂ℓε − p| ≥ ε} = limε→0Pr {|Uℓε | ≥ bℓε} = Pr{|U | ≥ d
√
κp}
and limε→0Pr{|p̂ − p| < ε} = Pr{|U | < d√κp} = 2Φ(d√κp) − 1 > 2Φ(d) − 1 > 1 − 2ζδ for
p ∈ (0, 1) such that Cjp > 4p(1− p).
Second, we shall consider p ∈ (0, 1) such that Cjp = 4p(1 − p) and jp ≥ 1. In this case,
it is evident that ℓε < s. By the definition of the sampling scheme, we have that Pr{l >
ℓε + 1} ≤ Pr{Dℓε+1 = 0} and that Pr{l = ℓ} ≤ Pr{Dℓ = 1} for ℓ < ℓε. As a result of
Lemma 18, we have limε→0 Pr{l > ℓε + 1} ≤ limε→0Pr{Dℓε+1 = 0} = 0 and limε→0Pr{l < ℓε} ≤
limε→0
∑ℓε−1
ℓ=1 Pr{Dℓ = 1} = 0. Since
lim sup
ε→0
Pr{|p̂ − p| ≥ ε} ≤ lim
ε→0
[
Pr{|p̂ℓε − p| ≥ ε, l = ℓε}+Pr{|p̂ℓε+1 − p| ≥ ε, l = ℓε + 1}
]
+ lim
ε→0
Pr{l < ℓε}+ lim
ε→0
Pr{l > ℓε + 1}
and lim infε→0 Pr{|p̂− p| ≥ ε} ≥ limε→0
[
Pr{|p̂ℓε − p| ≥ ε, l = ℓε}+ Pr{|p̂ℓε+1 − p| ≥ ε, l = ℓε + 1}
]
, we
have limε→0 Pr{|p̂ − p| ≥ ε} = limε→0
[
Pr{|p̂ℓε − p| ≥ ε, l = ℓε}+ Pr{|p̂ℓε+1 − p| ≥ ε, l = ℓε + 1}
]
. By
Lemma 20, we have limε→0 Pr{|p̂− p| ≥ ε} = Pr {U ≥ d}+Pr
{|U +√ρV | ≥ (1 + ρp)d, U < νd}
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for p ∈ (0, 1) such that Cjp = 4p(1 − p) and jp ≥ 1. As a consequence of Lemma 21, Statement
(III) must be true for p ∈ (0, 1) such that Cjp = 4p(1− p) and jp ≥ 1.
Third, we shall consider p ∈ (0, 1) such that Cjp = 4p(1 − p) and jp = 0. In this case,
it must be true that p = 12 . Clearly, ℓε = s. It follows from the definition of the sampling
scheme that Pr{l = ℓ} ≤ Pr{Dℓ = 1} for ℓ < ℓε. By Lemma 18, we have limε→0 Pr{l < ℓε} ≤
limε→0
∑ℓε−1
ℓ=1 Pr{Dℓ = 1} = 0. Therefore, limε→0 Pr{l = ℓε} = 1 and
lim
ε→0
Pr{|p̂− p| ≥ ε} = lim
ε→0
Pr{|p̂− p| ≥ ε, l = ℓε} = lim
ε→0
Pr{|p̂ℓε − p| ≥ ε}
= lim
ε→0
Pr {|Uℓε | ≥ bℓε} = Pr{|U | ≥ d√κp} = 2− 2Φ(d√κp)
for p ∈ (0, 1) such that Cjp = 4p(1− p) and jp = 0.
Note that, for a positive number z and a Gaussian random variable X with zero mean and unit
variance, it holds true that Φ(z) = 1−Pr{X > z} > 1−inft>0 E[et(X−z)] = 1−inft>0 e−tz+ t
2
2 = 1−e− z22 .
So, Φ(d) = Φ
(√
2 ln 1ζδ
)
> 1 − ζδ and consequently, lim infε→0 Pr{|p̂ − p| < ε} > 1 − 2ζδ. This
establishes Statement (III).
L.6 Proof of Theorem 22
Let Ip̂ℓ denote the support of p̂ℓ for ℓ = 1, · · · , s. Then,
E|p̂− p|k =
s∑
ℓ=1
∑
p̂ℓ∈Ip̂ℓ
|p̂ℓ − p|k Pr{p̂ℓ = p̂ℓ, l = ℓ}
=
s∑
ℓ=1
 ∑
p̂ℓ∈Ip̂ℓ
|p̂ℓ−p|<
p
4√γℓ
|p̂ℓ − p|k Pr{p̂ℓ = p̂ℓ, l = ℓ}+
∑
p̂ℓ∈Ip̂ℓ
|p̂ℓ−p|≥
p
4√γℓ
|p̂ℓ − p|k Pr{p̂ℓ = p̂ℓ, l = ℓ}

=
s∑
ℓ=1
∑
p̂ℓ∈Ip̂ℓ
|p̂ℓ−p|<
p
4√γℓ
|p̂ℓ − p|k Pr{p̂ℓ = p̂ℓ, l = ℓ}+
s∑
ℓ=1
∑
p̂ℓ∈Ip̂ℓ
|p̂ℓ−p|≥
p
4√γℓ
|p̂ℓ − p|k Pr{p̂ℓ = p̂ℓ, l = ℓ}
≤
s∑
ℓ=1
(
p
4
√
γℓ
)k ∑
p̂ℓ∈Ip̂ℓ
|p̂ℓ−p|<
p
4√γℓ
Pr{p̂ℓ = p̂ℓ, l = ℓ}+
s∑
ℓ=1
∑
p̂ℓ∈Ip̂ℓ
|p̂ℓ−p|≥
p
4√γℓ
Pr{p̂ℓ = p̂ℓ}
=
s∑
ℓ=1
(
p
4
√
γℓ
)k
Pr
{
|p̂ℓ − p| <
p
4
√
γℓ
, l = ℓ
}
+
s∑
ℓ=1
Pr
{
|p̂ℓ − p| ≥
p
4
√
γℓ
}
≤
(
p
4
√
γ1
)k s∑
ℓ=1
Pr {l = ℓ}+
s∑
ℓ=1
Pr
{
|p̂ℓ − p| ≥
p
4
√
γℓ
}
=
(
p
4
√
γ1
)k
+
s∑
ℓ=1
Pr
{
|p̂ℓ − p| ≥
p
4
√
γℓ
}
≤
(
p
4
√
γ1
)k
+ 2
s∑
ℓ=1
exp
(
−
√
γℓ
8
)
for k = 1, 2, · · · , where the last inequality is derived from Corollary 1 of [12], which asserts that
Pr {|p̂ℓ − p| ≥ εp} ≤ 2 exp
(
−γℓ
[
ln(1 + ε)− ε
1 + ε
])
< 2 exp
(
−γℓ ε
2
8
)
, ℓ = 1, · · · , s
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for ε ∈ (0, 1). By the assumption that γℓ+1 − γℓ ≥ 1 for any ℓ > 0, we have that
s∑
ℓ=1
exp
(
−
√
γℓ
8
)
≤
∞∑
m=γ1
exp
(
−
√
m
8
)
<
∫ ∞
γ1−1
exp
(
−
√
x
8
)
dx→ 0
as γ1 →∞. Hence, E
[|p̂− p|k] < ( p4√γ1)k+2 ∫∞γ1−1 exp(−√x8 ) dx→ 0 as γ1 →∞. Since |E[p̂− p]| ≤
E|p̂− p|, we have that E[p̂− p]→ 0 as n1 →∞. This completes the proof of the theorem.
L.7 Proof of Theorem 23
We need some preliminary results.
Lemma 22 Let 0 < ε < 1. Then, MI(z, z1+ε ) is monotonically decreasing with respect to z ∈ (0, 1).
Proof. To show that MI(z,
z
1+ε) is monotonically decreasing with respect to z ∈ (0, 1), we derive
the partial derivative as ∂∂zMI(z,
z
1+ε ) =
1
z2 [ln(1 − εz1+ε−z ) + εz1+ε−z ], where the right side is negative
if ln(1 − εz1+ε−z ) < − εz1+ε−z . This condition is seen to be true by virtue of the standard inequality
ln(1− x) < −x, ∀x ∈ (0, 1) and the fact that 0 < εz1+ε−z < 1 as a consequence of 0 < z < 1. This
completes the proof of the lemma.
✷
Lemma 23 MI(z,
z
1+ε) > MI(z,
z
1−ε) for 0 < z < 1− ε < 1.
Proof. The lemma follows from the facts that MI(z,
z
1+ε) = MI(z,
z
1−ε) for ε = 0 and that
∂
∂ε
MI
(
z,
z
1 + ε
)
= − ε
1 + ε
1
1 + ε− z >
∂
∂ε
MI
(
z,
z
1− ε
)
= − ε
1− ε
1
1− ε− z .
✷
Lemma 24 {Fp̂s(p̂s,
p̂s
1−ε) ≤ ζδ, Gp̂s(p̂s,
p̂s
1+ε) ≤ ζδ} is a sure event.
Proof. By Lemma 4,
Pr
{
Gp̂s
(
p̂s,
p̂s
1 + ε
)
≤ ζδ
}
= Pr
{
1− SB
(
γs − 1,ns, p̂s
1 + ε
)
≤ ζδ
}
(148)
≥ Pr
{
nsMB
(
γs
ns
,
p̂s
1 + ε
)
≤ ln(ζδ)
}
= Pr
{
γs
p̂s
MB
(
p̂s,
p̂s
1 + ε
)
≤ ln(ζδ)
}
= Pr
{
MI
(
p̂s,
p̂s
1 + ε
)
≤ ln(ζδ)
γs
}
. (149)
Making use of Lemma 22 and the fact limz→0 MI(z, z1+ε ) =
ε
1+ε − ln(1 + ε), we have MI(z, z1+ε ) <
ε
1+ε − ln(1 + ε) for any z ∈ (0, 1]. Consequently, {MI(p̂s, p̂s1+ε ) ≤ ε1+ε − ln(1 + ε)} is a sure event
because 0 < p̂s(ω) ≤ 1 for any ω ∈ Ω. By the definition of γs, we have
γs =
⌈
ln(ζδ)
ε
1+ε − ln(1 + ε)
⌉
≥ ln(ζδ)ε
1+ε − ln(1 + ε)
.
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Since ε1+ε − ln(1 + ε) < 0 for any ε ∈ (0, 1), we have ln(ζδ)γs ≥ ε1+ε − ln(1 + ε). Hence,
Pr
{
MI
(
p̂s,
p̂s
1 + ε
)
≤ ln(ζδ)
γs
}
≥ Pr
{
MI
(
p̂s,
p̂s
1 + ε
)
≤ ε
1 + ε
− ln(1 + ε)
}
= 1. (150)
Combining (149) and (150) yields Pr{Gp̂s(p̂s, p̂s1+ε ) ≤ ζδ} = 1.
Similarly, by Lemmas 4 and 23,
Pr
{
Fp̂s
(
p̂s,
p̂s
1− ε
)
≤ ζδ
}
≥ Pr
{
SB
(
γs,ns,
p̂s
1− ε
)
≤ ζδ
}
≥ Pr
{
nsMB
(
γs
ns
,
p̂s
1− ε
)
≤ ln(ζδ)
}
= Pr
{
γs
p̂s
MB
(
p̂s,
p̂s
1− ε
)
≤ ln(ζδ)
}
= Pr
{
MI
(
p̂s,
p̂s
1− ε
)
≤ ln(ζδ)
γs
}
≥ Pr
{
MI
(
p̂s,
p̂s
1 + ε
)
≤ ln(ζδ)
γs
}
= 1. (151)
This completes the proof of the lemma.
✷
Now we are in a position to prove Theorem 23. Clearly, p̂ℓ is a ULE of p for ℓ = 1, · · · , s.
Define L (p̂ℓ) =
p̂ℓ
1+ε and U (p̂ℓ) =
p̂ℓ
1−ε for ℓ = 1, · · · , s. Then, {L (p̂ℓ) ≤ p̂ℓ ≤ U (p̂ℓ) is a sure event
for ℓ = 1, · · · , s. By the definition of the stopping rule, we have {Dℓ = 1} = {Fp̂ℓ(p̂ℓ,U (p̂ℓ)) ≤
ζδ, Gp̂ℓ(p̂ℓ,L (p̂ℓ)) ≤ ζδ} for ℓ = 1, · · · , s. By Lemma 24, we have that {Ds = 1} is a sure event.
So, the sampling scheme satisfies all the requirements described in Theorem 2, from which (51)
and (52) of Theorem 23 immediately follows. The other results of Theorem 23 can be shown by
a similar method as that of the proof of Theorem 24.
L.8 Proof of Theorem 24
Let X1,X2, · · · be a sequence of i.i.d. Bernoulli random variables such that Pr{Xi = 1} =
1−Pr{Xi = 0} = p ∈ (0, 1) for i = 1, 2, · · · . Let n be the minimum integer such that
∑n
i=1Xi = γ
where γ is a positive integer. In the sequel, from Lemmas 25 to 30, we shall be focusing on
probabilities associated with γ
n
.
Lemma 25
Pr
{ γ
n
≤ z
}
≤ exp (γMI(z, p)) ∀z ∈ (0, p), (152)
Pr
{ γ
n
≥ z
}
≤ exp (γMI(z, p)) ∀z ∈ (p, 1). (153)
Proof. To show (152), note that Pr
{
γ
n
≤ z} = Pr{n ≥ m} = Pr{X1+· · ·+Xm ≤ γ} = Pr{∑mi=1 Xim ≤
γ
m} where m = ⌈γz ⌉. Since 0 < z < p, we have 0 < γm = γ/⌈γz ⌉ ≤ γ/(γz ) = z < p, we can
apply Lemma 1 to obtain Pr
{∑m
i=1 Xi
m ≤ γm
}
≤ exp (mMB ( γm , p)) = exp (γMI ( γm , p)). Noting that
0 < γm ≤ z < p and that MI (z, p) is monotonically increasing with respect to z ∈ (0, p) as
can be seen from ∂MI(z,p)∂z =
1
z2 ln
1−z
1−p , we have MI
( γ
m , p
) ≤ MI (z, p) and thus Pr{ γn ≤ z} =
Pr
{∑m
i=1 Xi
m ≤ γm
}
≤ exp (γMI (z, p)).
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To show (153), note that Pr
{
γ
n
≥ z} = Pr{n ≤ m} = Pr{X1+ · · ·+Xm ≥ γ} = Pr{∑mi=1 Xim ≥ γm}
where m = ⌊γz ⌋. We need to consider two cases: (i) m = γ; (ii) m > γ. In the case of m = γ,
we have Pr
{
γ
n
≥ z} = Pr{Xi = 1, i = 1, · · · , γ} = ∏γi=1 Pr{Xi = 1} = pγ. Since MI (z, p) is mono-
tonically decreasing with respect to z ∈ (p, 1) and limz→1 MI (z, p) = ln p, we have Pr
{ γ
n
≥ z} =
pγ < exp (γMI (z, p)). In the case of m > γ, we have 1 >
γ
m = γ/⌊γz ⌋ ≥ γ/(γz ) = z > p. Hence,
applying Lemma 1, we obtain Pr
{∑m
i=1 Xi
m ≥ γm
}
≤ exp (mMB ( γm , p)) = exp (γMI ( γm , p)). Noting
that MI (z, p) is monotonically decreasing with respect to z ∈ (p, 1) and that 1 > γm ≥ z > p, we
have MI
( γ
m , p
) ≤ MI (z, p) and thus Pr{ γn ≥ z} = Pr{∑mi=1 Xim ≥ γm} ≤ exp (γMI (z, p)).
✷
The following result, stated as Lemma 26, have recently been established by Mendo and
Hernando [55].
Lemma 26 Let γ ≥ 3 and µ1 ≥ γ−1
γ− 1
2
−
√
γ− 1
2
. Then, Pr{ γ−1
n
> pµ1} < 1 − SP(γ − 1, γ−1µ1 ) for any
p ∈ (0, 1).
Since Pr{ γ
n
> (1+ ε)p} = Pr{γ−1
n
≥ γ−1γ (1+ ε)p} = Pr{γ−1n ≥ pµ1} with µ1 = γ−1γ (1+ ε), we
can rewrite Lemma 26 as follows:
Lemma 27 Let 0 < ε < 1 and γ ≥ 3. Then, Pr{ γ
n
> (1+ε)p} < 1−SP(γ−1, γ1+ε ) for any p ∈ (0, 1)
provided that 1 + ε ≥ γ
γ− 12−
√
γ− 12
.
The following result stated as Lemma 28 is due to Mendo and Hernando [54].
Lemma 28 Let γ ≥ 3 and µ2 ≥ γ+
√
γ
γ−1 . Then, Pr{ γ−1n ≥ pµ2 } > 1 − SP(γ − 1, (γ − 1)µ2) for any
p ∈ (0, 1).
Since Pr{ γ
n
≥ (1 − ε)p} = Pr{γ−1
n
≥ γ−1γ (1 − ε)p} = Pr{γ−1n ≥ pµ2 } with µ2 =
γ
(γ−1)(1−ε) , we
can rewrite Lemma 28 as follows:
Lemma 29 Let 0 < ε < 1 and γ ≥ 3. Then, Pr{ γ
n
≥ (1−ε)p} > 1−SP(γ−1, γ1−ε ) for any p ∈ (0, 1)
provided that 11−ε ≥ 1 + 1√γ .
Lemma 30 Let 0 < ε < 1 and γ ∈ N. Then, Pr{∣∣ γ
n
− p∣∣ > εp} < 1−SP(γ− 1, γ1+ε )+SP(γ− 1, γ1−ε )
for any p ∈ (0, 1) provided that γ ≥ [(1 + ε+√1 + 4ε+ ε2) /(2ε)]2 + 12 .
Proof. For simplicity of notations, let h(ε) =
[(
1 + ε+
√
1 + 4ε+ ε2
)
/(2ε)
]2
+ 12 .
Clearly, Pr
{∣∣ γ
n
− p∣∣ > εp} = Pr{ γ
n
> (1+ ε)p}+1−Pr{ γ
n
≥ (1− ε)p}. By virtue of Lemmas
27 and 29, to prove that Pr
{∣∣ γ
n
− p∣∣ > εp} < 1 − SP(γ − 1, γ1+ε ) + SP(γ − 1, γ1−ε ) for any p ∈ (0, 1)
provided that γ ≥ h(ε), it suffices to prove the following statements:
(i) 1 + ε ≥ γ
γ− 12−
√
γ− 12
implies 11−ε ≥ 1 + 1√γ ;
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(ii) 1 + ε ≥ γ
γ− 12−
√
γ− 12
is equivalent to γ ≥ h(ε);
(iii) γ ≥ h(ε) implies γ ≥ 3.
To prove statement (i), note that
1
1− ε ≥ 1 +
1√
γ
⇐⇒ ε ≥ 1√
γ + 1
, 1 + ε ≥ γ
γ − 12 −
√
γ − 12
⇐⇒ ε ≥
1
2 +
√
γ − 12
γ − 12 −
√
γ − 12
.
Hence, it suffices to show
(
1
2 +
√
γ − 12
)
/
(
γ − 12 −
√
γ − 12
)
> 1√γ+1 , i.e.,
γ
1
2+
√
γ− 12
− 2 < √γ. Let
t =
√
γ − 12 . Then, γ = t2 + 12 and the inequality becomes
γ >
 γ
1
2 +
√
γ − 12
− 2
2 ⇐⇒ t2 + 1
2
>
(
t2 + 12
t+ 12
− 2
)2
,
i.e., 5t3 − 94 t2 − 32 t− 18 > 0 under the condition that
t2+ 12
t+ 12
− 2 > 0⇐⇒ (t− 1)2 > 32 ⇐⇒ t > 1 +
√
3
2 .
Clearly, 5t3 − 94 t2 − 32 t − 18 > 5t3 − 94 t3 − 32 t3 − 18 t3 = 98 t3 > 0 for t > 1 +
√
3
2 . It follows that, for
t > 1 +
√
3
2 , i.e., γ > 5.4, the inequality holds. It can be checked by hand calculation that it also
holds for γ = 1, · · · , 5. Hence, the inequality holds for all γ ≥ 1. This establishes statement (i).
To show statement (ii), we rewrite 1 + ε ≥ γ
γ− 12−
√
γ− 12
in terms of t =
√
γ − 12 as 1 + ε ≥
t2+ 12
t2−t ,
which is equivalent to t2 − (1 + ε)t − 12 ≥ 0. Solving this inequality yields t ≥ 1+ε+
√
1+4ε+ε2
2ε ⇐⇒
γ ≥ h(ε). This proves statement (ii).
To show statement (iii), it is sufficient to show that h(ε) ≥ 3 for ε ∈ (0, 1]. Note that
h(ε) = 14 [1 + g(ε)]
2 + 12 with g(ε) = (1 +
√
1 + 4ε+ ε2)/ε. Since g′(ε) = −(√1 + 4ε+ ε2 + 1 + 2ε)/
(ε2
√
1 + 4ε+ ε2) < 0, the minimum of h(ε) is achieved at ε = 1, which is
(
1 +
√
3
2
)2
+ 12 > 3.
Hence, γ ≥ h(ε) implies γ ≥ 3. This proves statement (iii).
✷
Lemma 31 Let Xn =
∑n
i=1Xi
n where X1, · · · ,Xn are i.i.d. Poisson random variables with mean
λ > 0. Then, Pr{Xn ≥ z} ≤ exp(nMP(z, λ)) for any z ∈ (λ,∞). Similarly, Pr{Xn ≤ z} ≤
exp(nMP(z, λ)) for any z ∈ (0, λ).
Proof. Let Y = nXn. Then, Y is a Poisson random variable with mean θ = nλ. Let r = nz. If
z > λ, then r > θ and, by virtue of Chernoff’s bound [27], we have
Pr{Xn ≥ z} = Pr{Y ≥ r} ≤ inf
t>0
E
[
et(Y−r)
]
= inf
t>0
∞∑
i=0
et(i−r)
θi
i!
e−θ
= inf
t>0
eθe
t
e−θe−r t
∞∑
i=0
(θet)i
i!
e−θe
t
= inf
t>0
e−θeθe
t−r t,
where the infimum is achieved at t = ln
(
r
θ
)
> 0. For this value of t, we have e−θeθet−tr = e−θ
(
θe
r
)r
.
Hence, we have Pr{Xn ≥ z} ≤ e−θ
(
θe
r
)r
= exp(nMP(z, λ)).
165
Similarly, for any number z ∈ (0, λ), we have Pr{Xn ≤ z} ≤ exp(nMP(z, λ)).
✷
Lemma 32 1− SP(γ − 1, γ1+ε) + SP(γ − 1, γ1−ε) < 2
[
eε(1 + ε)−(1+ε)
]γ/(1+ε)
.
Proof. Let K+ be a Poisson random variable with mean value γ1+ε . Let K
− be a Poisson
random variable with mean value γ1−ε . Then, we have Pr{K+ ≥ γ} = 1 − SP(γ − 1, γ1+ε ) and
Pr{K− < γ} = SP(γ − 1, γ1−ε ). Applying Lemma 31, we have
Pr{K+ ≥ γ} ≤
[
eε(1 + ε)−(1+ε)
]γ/(1+ε)
, Pr{K− < γ} ≤
[
e−ε(1− ε)−(1−ε)
]γ/(1−ε)
.
It follows that
1− SP
(
γ − 1, γ
1 + ε
)
+ SP
(
γ − 1, γ
1− ε
)
= Pr{K+ ≥ γ}+ Pr{K− < γ}
≤
[
eε(1 + ε)−(1+ε)
]γ/(1+ε)
+
[
e−ε(1− ε)−(1−ε)
]γ/(1−ε)
≤ 2
[
eε(1 + ε)−(1+ε)
]γ/(1+ε)
.
✷
Lemma 33 For ℓ = 1, · · · , s− 1, there exists a unique number zℓ ∈ (0, 1] such that MI(zℓ, zℓ1+ε ) =
ln(ζδ)
γℓ
. Moreover, z1 > z2 > · · · > zs−1.
Proof. By the definition of γℓ, we have⌈
ln(ζδ)
− ln(1 + ε)
⌉
≤ γℓ < γs =
⌈
ln(ζδ)
ε
1+ε − ln(1 + ε)
⌉
,
which implies ln(ζδ)− ln(1+ε) ≤ γℓ < ln(ζδ)ε1+ε−ln(1+ε) . Making use of this inequality and the fact
lim
z→0
MI
(
z,
z
1 + ε
)
=
ε
1 + ε
− ln(1 + ε) < 0, lim
z→1
MI
(
z,
z
1 + ε
)
= − ln(1 + ε) < 0,
we have
lim
z→1
MI
(
z,
z
1 + ε
)
≤ ln(ζδ)
γℓ
< lim
z→0
MI
(
z,
z
1 + ε
)
.
By Lemma 22, MI(z, z1+ε ) is monotonically decreasing with respect to z ∈ (0, 1]. Hence, there
exists a unique number zℓ ∈ (0, 1] such that MI(zℓ, zℓ1+ε ) = ln(ζδ)γℓ .
To show that zℓ decreases with respect to ℓ, we introduce function F (z, γ) = γMI(z,
z
1+ε )−ln(ζδ).
Clearly,
dz
dγ
= −
∂
∂γF (z, γ)
∂
∂zF (z, γ)
= −
MI
(
z, z1+ε
)
γ ∂∂zMI
(
z, z1+ε
) .
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As can be seen from Lemma 22 and the fact limz→0 MI(z, z1+ε ) < 0, we have MI(z,
z
1+ε ) < 0 and
∂
∂zMI(z,
z
1+ε ) < 0 for any z ∈ (0, 1]. It follows that dzdγ is negative and consequently z1 > z2 > · · · >
zs−1. The proof of the lemma is thus completed.
✷
Lemma 34 {Dℓ = 1} ⊆
{
MI
(
p̂ℓ,
p̂ℓ
1+ε
)
≤ ln(ζδ)γℓ , MI
(
p̂ℓ,
p̂ℓ
1−ε
)
≤ ln(ζδ)γℓ
}
for ℓ = 1, · · · , s.
Proof. The lemma is a direct consequence of Lemma 23.
✷
Lemma 35 Ds = 1.
Proof. To show Ds = 1, it suffices to show MI(z,
z
1+ε ) ≤ ln(ζδ)γs for any z ∈ (0, 1]. This is because
{Ds = 1} = {MI(p̂s, p̂s1+ε ) ≤ ln(ζδ)γs } and 0 < p̂s(ω) ≤ 1 for any ω ∈ Ω. By the definition of sample
sizes, we have γs =
⌈
(1+ε) ln(ζδ)
ε−(1+ε) ln(1+ε)
⌉
≥ (1+ε) ln(ζδ)ε−(1+ε) ln(1+ε) . Since limz→0 MI(z, z1+ε ) = ε1+ε− ln(1+ε) < 0, we
have limz→0 MI(z, z1+ε ) ≤ ln(ζδ)γs . By Lemma 22, we have that MI(z, z1+ε ) is monotonically decreasing
with respect to z ∈ (0, 1). Hence, MI(z, z1+ε ) < limz→0 MI(z, z1+ε ) ≤ ln(ζδ)γs for any z ∈ (0, 1). Since
MI(z,
z
1+ε ) is a continuous function with respect to z ∈ (0, 1) and MI(1, 11+ε ) = limz→1 MI(z, z1+ε ),
it must be true that MI(1, 11+ε ) ≤ ln(ζδ)γs . This completes the proof of the lemma.
✷
Lemma 36 {Dℓ = 1} = Pr{p̂ℓ ≥ zℓ} for ℓ = 1, · · · , s− 1.
Proof. By Lemma 33, for ℓ = 1, · · · , s − 1, there exists a unique number zℓ ∈ (0, 1] such that
MI(zℓ,
zℓ
1+ε) =
ln(ζδ)
γℓ
. From Lemma 22, we know that MI(z,
z
1+ε) is monotonically decreasing with
respect to z ∈ (0, 1). It follows that MI(z, z1+ε) ≤ ln(ζδ)γℓ if and only if z ≥ zℓ. This implies that
{Dℓ = 1} = {MI(p̂ℓ, p̂ℓ1+ε ) ≤ ln(ζδ)γℓ } = Pr{p̂ℓ ≥ zℓ} for ℓ = 1, · · · , s − 1. The lemma is thus proved.
✷
Lemma 37 If ζ is sufficiently small, then 1 − SP(γs − 1, γs1+ε) + SP(γs − 1, γs1−ε) < δ, inequality
(56) is satisfied and Pr
{∣∣∣ p̂−pp ∣∣∣ ≤ ε} ≥ 1− δ for any p ∈ (0, p∗].
Proof. It is obvious that inequality (56) is satisfied if ζ is sufficiently small. By Lemma 32, we
have 1 − SP(γs − 1, γs1+ε ) + SP(γs − 1, γs1−ε ) < 2
[
eε(1 + ε)−(1+ε)
]γs/(1+ε). By the definition of γs, we
have γs =
⌈
(1+ε) ln(ζδ)
ε−(1+ε) ln(1+ε)
⌉
≥ (1+ε) ln(ζδ)ε−(1+ε) ln(1+ε) , which implies 1 − SP(γs − 1, γs1+ε) + SP(γs − 1, γs1−ε) <
2
[
eε(1 + ε)−(1+ε)
]γs/(1+ε) ≤ 2ζδ. It follows that 1 − SP(γs − 1, γs1+ε) + SP(γs − 1, γs1−ε) < δ if ζ
is sufficiently small. From now on and throughout the proof of the lemma, we assume that ζ is
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small enough to guarantee 1−SP(γs−1, γs1+ε)+SP(γs−1, γs1−ε) < δ and inequality (56). Applying
Lemma 36 and (153) of Lemma 25, we have
Pr
{∣∣∣∣ p̂− pp
∣∣∣∣ > ε, l = ℓ} ≤ Pr {l = ℓ} ≤ Pr {Dℓ = 1} = Pr{p̂ℓ ≥ zℓ} ≤ exp(γℓMI(zℓ, p)) (154)
for 0 < p < zs−1 and ℓ = 1, · · · , s− 1. On the other hand, noting that
Pr
{∣∣∣∣ p̂− pp
∣∣∣∣ > ε, l = s} = Pr
{∣∣∣∣∣
γs
ns
− p
p
∣∣∣∣∣ > ε, l = s
}
≤ Pr
{∣∣∣∣∣
γs
ns
− p
p
∣∣∣∣∣ > ε
}
and that γs ≥
[(
1 + ε+
√
1 + 4ε+ ε2
)
/(2ε)
]2
+ 12 as a consequence of (56) and the definition of γs,
we can apply Lemma 30 to obtain
Pr
{∣∣∣∣ p̂− pp
∣∣∣∣ > ε, l = s} < 1− SP(γs − 1, γs1 + ε
)
+ SP
(
γs − 1, γs
1− ε
)
< δ. (155)
Noting that ∂MI(z,p)∂p =
z−p
zp(1−p) > 0 for any p ∈ (0, z) and that limp→0 MI(z, p) = −∞, we have
that
∑s−1
ℓ=1 exp(γℓMI(zℓ, p)) decreases monotonically to 0 as p decreases from zs−1 to 0. Since
1 − SP(γs − 1, γs1+ε) + SP(γs − 1, γs1−ε) < δ, there exists a unique number p∗ ∈ (0, zs−1) such that
1 − SP(γs − 1, γs1+ε) + SP(γs − 1, γs1−ε) +
∑s−1
ℓ=1 exp(γℓMI(zℓ, p
∗)) = δ. It follows that 1 − SP(γs −
1, γs1+ε) + SP(γs − 1, γs1−ε) +
∑s−1
ℓ=1 exp(γℓMI(zℓ, p
∗)) ≤ δ for any p ∈ (0, p∗]. Combining (154) and
(155), we have Pr {|p̂− p| > εp} < 1−SP(γs− 1, γs1+ε )+SP(γs− 1, γs1−ε )+
∑s−1
ℓ=1 exp(γℓMI(zℓ, p)) ≤ δ for
any p ∈ (0, p∗]. This completes the proof of the lemma. ✷
We are now in a position to prove Theorem 24. As pointed out after Theorem 22, there exists
an inherent connection between the multistage inverse sampling scheme for Bernoulli random
variable X and a multistage sampling scheme of sample sizes γ1 < γ2 < · · · < γs for a geometric
random variable Y with mean value θ = 1p . It can be shown that F(z, θ) = inft<0 E[et(Y −z)] =
exp(MI(
1
z ,
1
θ )) for z ≤ θ and that G(z, θ) = inft>0 E[et(Y−z)] = exp(MI(1z , 1θ )) for z ≥ θ. Moreover,
θ̂ℓ =
1
p̂ℓ
= nℓ∑nℓ
i=1 Xi
= nℓγℓ =
∑γℓ
i=1 Yi
γℓ
is a ULE of θ = 1p for ℓ = 1, · · · , s, where Y1, Y2, · · · are i.i.d.
samples of Y . Define a random interval with lower limit L (θ̂ℓ) = (1 − ε)θ̂ℓ and upper limit
U (θ̂ℓ) = (1+ ε)θ̂ℓ for ℓ = 1, · · · , s. Then, {L (θ̂ℓ) ≤ θ̂ℓ ≤ U (θ̂ℓ)} is a sure event for ℓ = 1, · · · , s.
By virtue of these facts and Lemmas 34 and 35, we have that the sampling scheme satisfies
requirements (i) – (v) described in Corollary 1, from which (54) and (55) follow immediately. By
Lemma 37, there exists a positive number ζ0 such that 1− SP(γs − 1, γs1+ε) + SP(γs − 1, γs1−ε) < δ,
inequality (56) is satisfied and Pr{|p̂− p| ≤ εp | p} ≥ 1− δ for any p ∈ (0, p∗] if 0 < ζ < ζ0. Hence,
by restricting ζ to be less than ζ0, we can guarantee Pr{|p̂− p| ≤ εp | p} ≥ 1− δ for any p ∈ (0, 1)
by ensuring Pr{|p̂− p| ≤ εp | p} ≥ 1− δ for any p ∈ [p∗, 1). This completes the proof of Theorem
24.
L.9 Proof of Theorem 25
We need some preliminary results.
Lemma 38 {Dℓ = 1} ⊆
{
MI
(
p̂ℓ,
p̂ℓ
1+ε
)
≤ ln(ζδ)γℓ , MI
(
p̂ℓ,
p̂ℓ
1−ε
)
≤ ln(ζδ)γℓ
}
for ℓ = 1, · · · , s.
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Proof. For simplicity of notations, define MI(z, µ) = M (z,µ)z . By tedious computation, we can
show that {Dℓ = 1} = {MI(p̂ℓ, p̂ℓ1+ε) ≤ ln(ζδ)γℓ } for ℓ = 1, · · · , s. Noting that
MI
(
z,
z
1 + ε
)
−MI
(
z,
z
1− ε
)
=
2ε3(2 − z)
3
(
1 + ε3
) [
1− z + ε (1− z3)] (1− ε3) [1− z − ε (1− z3)] > 0
for 0 < z < 1− ε, we have
{Dℓ = 1} =
{
MI
(
p̂ℓ,
p̂ℓ
1 + ε
)
≤ ln(ζδ)
γℓ
, MI
(
p̂ℓ,
p̂ℓ
1− ε
)
≤ ln(ζδ)
γℓ
}
⊆
{
MI
(
p̂ℓ,
p̂ℓ
1 + ε
)
≤ ln(ζδ)
γℓ
, MI
(
p̂ℓ,
p̂ℓ
1− ε
)
≤ ln(ζδ)
γℓ
}
for ℓ = 1, · · · , s. This completes the proof of the lemma.
✷
Lemma 39 Ds = 1.
Proof. To show Ds = 1, it suffices to showMI(z, z1+ε ) ≤ ln(ζδ)γs for any z ∈ (0, 1]. This is because
0 < p̂s(ω) ≤ 1 for any ω ∈ Ω and {Ds = 1} = {MI(p̂s, p̂s1+ε ) ≤ ln(ζδ)γs } as asserted by Lemma 38.
By the definition of sample sizes, we have γs =
⌈
2
(
1 + ε3
)
(1 + ε)
ln 1ζδ
ε2
⌉
≥ 2 (1 + ε3) (1 + ε) ln 1ζδε2 .
Since limz→0MI(z, z1+ε ) = −ε2
[
2
(
1 + ε3
)
(1 + ε)
]−1
< 0, we have limz→0MI(z, z1+ε ) ≤ ln(ζδ)γs .
Note that MI(z, z1+ε ) = − ε
2
2(1+ ε3 )[1+ε−(1− ε3 )z]
, from which it can be seen that MI(z, z1+ε ) is
monotonically decreasing with respect to z ∈ (0, 1). Hence,MI(z, z1+ε ) < limz→0MI(z, z1+ε ) ≤ ln(ζδ)γs
for any z ∈ (0, 1). Since MI(z, z1+ε ) is a continuous function with respect to z ∈ (0, 1) and
MI(1, 11+ε ) = limz→1MI(z, z1+ε ), it must be true that MI(1, 11+ε ) ≤ ln(ζδ)γs . This completes the proof
of the lemma.
✷
Finally, by virtue of the above preliminary results and a similar method as that of Theorem
24, we can establish Theorem 25.
L.10 Proof of Theorem 26
Since Pr{n ≥ i} depends only on X1, · · · ,Xi for all i ≥ 1, we have, by Wald’s equation, E[X1 +
· · · +Xn] = E[Xi] E[n] = p E[n]. By the definition of the sampling scheme, X1 + · · · +Xn = γ,
and it follows that E[X1 + · · ·+Xn] = γ. Hence, p E[n] = E[γ], leading to the first identity.
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The second identity is shown as follows. Let l be the index of stage when the sampling is
stopped. Then, setting γ0 = 0, we have
s∑
i=1
(γi − γi−1) Pr{l ≥ i} =
s∑
i=1
γi Pr{l ≥ i} −
s∑
i=1
γi−1 Pr{l ≥ i}
=
s∑
i=1
γi Pr{l ≥ i} −
s−1∑
j=0
γj Pr{l ≥ j}+
s−1∑
j=0
γj Pr{l = j}
= γs Pr{l ≥ s}+
s−1∑
j=0
γj Pr{l = j} =
s∑
i=1
γi Pr{l = i} = E[γl] = E[γ].
This completes the proof of Theorem 26.
L.11 Proof of Theorem 28
We need the following lemma.
Lemma 40 MB(z,
z
1+ε) is monotonically decreasing from 0 to ln
1
1+ε as z increases from 0 to 1.
Proof. The lemma can be established by verifying that
lim
z→0
MB
(
z,
z
1 + ε
)
= 0, lim
z→1
MB
(
z,
z
1 + ε
)
= ln
1
1 + ε
, lim
z→0
∂
∂z
MB
(
z,
z
1 + ε
)
= ln
1
1 + ε
+
ε
1 + ε
< 0
and ∂
2
∂z2 MB
(
z, z1+ε
)
= ε
2
(z−1)(1+ε−z)2 < 0 for any z ∈ (0, 1).
✷
L.11.1 Proof of Statement (I)
Let 0 < η < 1 and r = infℓ>0
nℓ+1
nℓ
. By the assumption that r > 1, we have that there exists a
number ℓ′ > max{τ, τ + 2r−1 + ln(ζδ)ln 2 } such that nℓ+1nℓ >
r+1
2 for any ℓ > ℓ
′. Noting that ln(ζδℓ)nℓ is
negative for any ℓ > 0 and that
ln(ζδℓ+1)
nℓ+1
ln(ζδℓ)
nℓ
<
2
r + 1
× (ℓ + 1− τ) ln 2− ln(ζδ)
(ℓ− τ) ln 2− ln(ζδ) =
2
r + 1
×
(
1 +
1
ℓ− τ − ln(ζδ)ln 2
)
< 1
for ℓ > ℓ′, we have that ln(ζδℓ)nℓ is monotonically increasing with respect to ℓ greater than ℓ
′. In view
of such monotonicity and the fact that ln(ζδℓ)nℓ =
ln(ζδ2τ−ℓ)
nℓ
→ 0 > MB(ηp, ηp1+ε ) as ℓ → ∞, we have
that there exists an integer κ greater than ℓ′ such that MB(ηp, ηp1+ε ) <
ln(ζδℓ)
nℓ
for all ℓ ≥ κ. For ℓ no
less than such κ, we claim that z < ηp if MB(z, z1+ε ) >
ln(ζδℓ)
nℓ
and z ∈ [0, 1]. To prove this claim,
suppose, to get a contradiction, that z ≥ ηp. Then, since MB(z, z1+ε ) is monotonically decreasing
with respect to z ∈ (0, 1) as asserted by Lemma 40, we have MB(z, z1+ε ) ≤ MB(ηp, ηp1+ε ) < ln(ζδℓ)nℓ ,
which is a contradiction. Therefore, we have shown the claim and it follows that {MB(Kℓnℓ , Kℓ(1+ε)nℓ ) >
ln(ζδℓ)
nℓ
} ⊆ {Kℓ < ηpnℓ} for ℓ ≥ κ. So,
Pr{l > ℓ} ≤ Pr
{
MB
(
Kℓ
nℓ
,
Kℓ
(1 + ε)nℓ
)
>
ln(ζδℓ)
nℓ
}
≤ Pr{Kℓ < ηpnℓ} < exp
(
− (1− η)
2pnℓ
2
)
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for large enough ℓ, where the last inequality is due to the multiplicative Chernoff bound [43].
Since Pr{l > ℓ} < exp(− (1−η)2pnℓ2 ) for sufficiently large ℓ and nℓ → ∞ as ℓ → ∞, we have
Pr{l <∞} = 1 or equivalently, Pr{n <∞} = 1. This completes the proof of statement (I).
L.11.2 Proof of Statement (II)
In the course of proving Statement (I), we have shown that there exists an integer κ such that
Pr{l > ℓ} < exp(−cnℓ) for any ℓ ≥ κ, where c = (1−η)
2p
2 . Note that
E[n] = n1 +
κ∑
ℓ=1
(nℓ+1 − nℓ) Pr{l > ℓ}+
∞∑
ℓ=κ+1
(nℓ+1 − nℓ) Pr{l > ℓ}.
Let R = supℓ>0
nℓ+1
nℓ
. Then, nℓ+1 − nℓ ≤ Rnℓ. Hence, if we choose κ large enough such that
cn1r
κ > 1, then
∞∑
ℓ=κ+1
(nℓ+1 − nℓ) Pr{l > ℓ} <
∞∑
ℓ=κ+1
(nℓ+1 − nℓ) e−cnℓ ≤ R
c
∞∑
ℓ=κ+1
cnℓ e
−cnℓ ≤ R
c
∞∑
ℓ=κ
cn1r
ℓ exp(−cn1rℓ)
<
R
c
∫ ∞
κ−1
cn1r
ℓ exp(−cn1rℓ)dℓ = R
c
exp(−cn1rκ−1)
ln r
,
which implies that E[n] <∞.
L.11.3 Proof of Statement (III)
By differentiation with respect to ε ∈ (0, 1), we can show that MB(z, z1−ε) < MB(z, z1+ε) for
0 ≤ z < 1 − ε. It follows that {Dℓ = 1} = {MB(p̂ℓ, p̂ℓ1+ε) ≤ ln(ζδℓ)nℓ } = {MB(p̂ℓ,
p̂ℓ
1+ε) ≤
ln(ζδℓ)
nℓ
, MB(p̂ℓ,
p̂ℓ
1−ε) ≤ ln(ζδℓ)nℓ } for ℓ = 1, · · · , s. Hence, by the definition of the sampling scheme,
we have
Pr {|p̂ℓ − p| ≥ εp, l = ℓ | p} ≤ Pr
{
p ≤ p̂ℓ
1 + ε
, MB
(
p̂ℓ,
p̂ℓ
1 + ε
)
≤ ln(ζδℓ)
nℓ
| p
}
+Pr
{
p ≥ p̂ℓ
1− ε, MB
(
p̂ℓ,
p̂ℓ
1− ε
)
≤ ln(ζδℓ)
nℓ
| p
}
≤ Pr
{
p ≤ p̂ℓ
1 + ε
, MB (p̂ℓ, p) ≤
ln(ζδℓ)
nℓ
| p
}
+Pr
{
p ≥ p̂ℓ
1− ε, MB (p̂ℓ, p) ≤
ln(ζδℓ)
nℓ
| p
}
≤ Pr{Gp̂ℓ (p̂ℓ, p) ≤ ζδℓ | p}+ Pr{Fp̂ℓ (p̂ℓ, p) ≤ ζδℓ | p}
≤ 2ζδℓ
for any p ∈ (0, 1) and ℓ = 1, 2, · · · . So, ∑∞ℓ=ℓ⋆+1 Pr {|p̂ℓ − p| ≥ εp, l = ℓ | p} ≤ 2ζ∑∞ℓ=ℓ⋆+1 δℓ ≤
2(τ + 1)ζδ, which implies that Pr {|p̂− p| < εp | p} ≥ 1− δ provided that ζ ≤ 12(τ+1) .
171
L.11.4 Proof of Statement (IV)
Recall that in the course of proving statement (III), we have shown that Pr {|p̂ℓ − p| ≥ εp, l = ℓ | p} ≤
2ζδℓ for any ℓ > 0. Making use of such result, we have
∑∞
ℓ=ℓ⋆+1 Pr {|p̂ℓ − p| ≥ εp, l = ℓ | p} ≤
2ζ
∑∞
ℓ=ℓ⋆+1 δℓ ≤ η for any p ∈ (0, 1). It follows that
Pr {|p̂− p| ≥ εp | p} =
ℓ⋆∑
ℓ=1
Pr {|p̂ℓ − p| ≥ εp, l = ℓ | p}+
∞∑
ℓ=ℓ⋆+1
Pr {|p̂ℓ − p| ≥ εp, l = ℓ | p}
≤
ℓ⋆∑
ℓ=1
Pr {|p̂ℓ − p| ≥ εp, l = ℓ | p}+ η
≤
ℓ⋆∑
ℓ=1
Pr {l = ℓ | p}+ η ≤
ℓ⋆∑
ℓ=1
Pr {p̂ℓ ≥ zℓ | p}+ η
≤
ℓ⋆∑
ℓ=1
exp(nℓMB(zℓ, p)) + η <
ℓ⋆∑
ℓ=1
exp(nℓMB(zℓ, p
∗)) + η < δ
for any p ∈ (0, p∗).
Now we shall bound Pr{p ≤ p̂1+ε} and Pr{p ≥ p̂1−ε} for p ∈ [a, b] ⊆ (0, 1). Observing that
{a ≤ p̂ℓ1+ε} ⊆ {p̂ ≥ b} as a consequence of b < a(1 + ε), by statement (III) of Theorem 7, we have
Pr
{
b ≤ p̂
1 + ε
, l ≤ ℓ⋆ | a
}
≤ Pr
{
p ≤ p̂
1 + ε
, l ≤ ℓ⋆ | p
}
≤ Pr
{
a ≤ p̂
1 + ε
, l ≤ ℓ⋆ | b
}
for any p ∈ [a, b]. On the other hand,
Pr
{
p ≤ p̂
1 + ε
, l > ℓ⋆ | p
}
≤
∞∑
ℓ=ℓ⋆+1
Pr
{
p ≤ p̂ℓ
1 + ε
, MB
(
p̂ℓ,
p̂ℓ
1 + ε
)
≤ ln(ζδℓ)
nℓ
| p
}
≤
∞∑
ℓ=ℓ⋆+1
Pr
{
p ≤ p̂ℓ
1 + ε
, MB (p̂ℓ, p) ≤
ln(ζδℓ)
nℓ
| p
}
≤
∞∑
ℓ=ℓ⋆+1
Pr
{
Gp̂ℓ (p̂ℓ, p) ≤ ζδℓ | p
} ≤ ζ ∞∑
ℓ=ℓ⋆+1
δℓ ≤ η
2
for any p ∈ [a, b]. Therefore, Pr{b ≤ p̂1+ε , l ≤ ℓ⋆ | a} ≤ Pr{p ≤ p̂1+ε | p} = Pr{a ≤ p̂1+ε , l ≤ ℓ⋆ |
b}+ Pr{p ≤ p̂1+ε , l > ℓ⋆ | p} ≤ Pr{a ≤ p̂1+ε , l ≤ ℓ⋆ | b}+ η2 for any p ∈ [a, b].
Similarly, observing that {b ≥ p̂ℓ1−ε} ⊆ {p̂ ≤ a} as a consequence of b < a(1 + ε), by statement
(IV) of Theorem 7, we have
Pr
{
a ≥ p̂
1− ε , l ≤ ℓ
⋆ | b
}
≤ Pr
{
p ≥ p̂
1− ε, l ≤ ℓ
⋆ | p
}
≤ Pr
{
b ≥ p̂
1− ε , l ≤ ℓ
⋆ | a
}
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for any p ∈ [a, b]. On the other hand,
Pr
{
p ≥ p̂
1− ε, l > ℓ
⋆ | p
}
≤
∞∑
ℓ=ℓ⋆+1
Pr
{
p ≥ p̂ℓ
1− ε, MB
(
p̂ℓ,
p̂ℓ
1− ε
)
≤ ln(ζδℓ)
nℓ
| p
}
≤
∞∑
ℓ=ℓ⋆+1
Pr
{
p ≥ p̂ℓ
1− ε, MB (p̂ℓ, p) ≤
ln(ζδℓ)
nℓ
| p
}
≤
∞∑
ℓ=ℓ⋆+1
Pr
{
Fp̂ℓ (p̂ℓ, p) ≤ ζδℓ | p
} ≤ ζ ∞∑
ℓ=ℓ⋆+1
δℓ ≤ η
2
for any p ∈ [a, b]. Therefore, Pr{a ≥ p̂1−ε , l ≤ ℓ⋆ | b} ≤ Pr{p ≥ p̂1−ε | p} = Pr{b ≥ p̂1−ε , l ≤ ℓ⋆ |
a}+ Pr{p ≥ p̂1−ε , l > ℓ⋆ | p} ≤ Pr{b ≥ p̂1−ε , l ≤ ℓ⋆ | a}+ η2 for any p ∈ [a, b]. This completes the
proof of statement (IV).
L.11.5 Proof of Statement (V)
We need a preliminary result.
Lemma 41 Let p ∈ (0, 1) and η ∈ (0, 1). Let κ be an integer greater than max{τ, τ + 1γ−1 + ln(ζδ)ln 2 }
such that MB(ηp,
ηp
1+ε ) <
ln(ζδκ)
nκ
. Then, Pr{l > ℓ} < exp(− (1−η)2pnℓ2 ) for any ℓ ≥ κ.
Proof. Let mℓ = mγ
ℓ−1 for ℓ = 1, 2, · · · . Noting that
ln(ζδℓ+1)
mℓ+1
ln(ζδℓ)
mℓ
=
1
γ
× (ℓ + 1− τ) ln 2− ln(ζδ)
(ℓ− τ) ln 2− ln(ζδ) =
1
γ
×
(
1 +
1
ℓ− τ − ln(ζδ)ln 2
)
< 1
for ℓ > max{τ, τ + 1γ−1 + ln(ζδ)ln 2 } and that ln(ζδℓ)mℓ =
ln(ζδ2τ−ℓ)
mγℓ−1 → 0 > MB(ηp, ηp1+ε ) as ℓ→∞, we have
that there exists an integer κ greater than max{τ, τ + 1γ−1 + ln(ζδ)ln 2 } such that MB(ηp, ηp1+ε ) < ln(ζδℓ)mℓ
for all ℓ ≥ κ. Since mℓ ≤ nℓ and MB(ηp, ηp1+ε) < 0, we have that there exists an integer κ greater
than max{τ, τ + 1γ−1 + ln(ζδ)ln 2 } such that MB(ηp, ηp1+ε ) < ln(ζδℓ)nℓ for all ℓ ≥ κ. For ℓ greater than such
κ, we claim that z < ηp if MB(z, z1+ε ) >
ln(ζδℓ)
nℓ
and z ∈ [0, 1]. To prove this claim, suppose, to
get a contradiction, that z ≥ ηp. Then, since MB(z, z1+ε ) is monotonically decreasing with respect
to z ∈ (0, 1) as asserted by Lemma 40, we have MB(z, z1+ε ) ≤ MB(ηp, ηp1+ε ) < ln(ζδℓ)nℓ , which is a
contradiction. Therefore, we have shown the claim and it follows that {MB(Kℓnℓ , Kℓ(1+ε)nℓ ) >
ln(ζδℓ)
nℓ
} ⊆
{Kℓ < ηpnℓ} for ℓ ≥ κ. So,
Pr{l > ℓ} ≤ Pr
{
MB
(
Kℓ
nℓ
,
Kℓ
(1 + ε)nℓ
)
>
ln(ζδℓ)
nℓ
}
≤ Pr{Kℓ < ηpnℓ} < exp
(
− (1− η)
2pnℓ
2
)
,
where the last inequality is due to the multiplicative Chernoff bound [43].
✷
We are now in position to prove statement (V) of the theorem. Note that
E[n] = n1 +
κ∑
ℓ=1
(nℓ+1 − nℓ) Pr{l > ℓ}+
∞∑
ℓ=κ+1
(nℓ+1 − nℓ) Pr{l > ℓ}.
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By the definition of nℓ, we have nℓ+1−nℓ ≤ (γ − 1)nℓ. By the assumption of ǫ, η and κ, we have
ln γcǫ > 1 and thus κ >
1
lnγ ln
(
1
cm ln
γ
cǫ
)
+1 > 1ln γ ln
(
1
cm
)
+1, which implies that cmγκ−1 > 1 and
γ
c exp(−cmγκ−1) < ǫ. Hence, by Lemma 41, we have
∞∑
ℓ=κ+1
(nℓ+1 − nℓ) Pr{l > ℓ} <
∞∑
ℓ=κ+1
(nℓ+1 − nℓ) e−cnℓ ≤ γ − 1
c
∞∑
ℓ=κ+1
cnℓ e
−cnℓ
≤ γ − 1
c
∞∑
ℓ=κ
cmγℓ exp(−cmγℓ) < γ − 1
c
∫ ∞
κ−1
cmγℓ exp(−cmγℓ)dℓ.
Making a change of variable x = cmγℓ, we have dℓ = 1ln γ
dx
x and∫ ∞
κ−1
cmγℓ exp(−cmγℓ)dℓ = 1
ln γ
∫ ∞
cmγκ−1
e−xdx =
exp(−cmγκ−1)
ln γ
.
It follows that
∑∞
ℓ=κ+1(nℓ+1 − nℓ) Pr{l > ℓ} < γ−1c exp(−cmγ
κ−1)
ln γ <
γ
c exp(−cmγκ−1) < ǫ. This
completes the proof of statement (V) of Theorem 28.
L.12 Proof of Theorem 30
We need some preliminary results.
Lemma 42 If ε is sufficiently small, then the following statements hold true.
(I): For ℓ = 1, · · · , s− 1, there exists a unique number zℓ ∈ (0, 1] such that γℓ = ln(ζδ)
MI(zℓ,
zℓ
1+ε )
.
(II): zℓ is monotonically decreasing with respect to ℓ.
(III): limε→0 zℓ = 1 − Cs−ℓ, where the limit is taken under the restriction that ℓ − s is fixed
with respect to ε.
(IV): For p ∈ (0, 1) such that Cjp = 1− p,
lim
ε→0
p− zℓε
εzℓε
= −2
3
,
where ℓε = s− jp.
(V): {Dℓ = 0} = {p̂ℓ < zℓ}.
Proof of Statement (I): By the definition of γℓ, we have
0 <
ln(ζδ)
MI(1,
1
1+ε)
≤ γ1 ≤ γℓ < (1 + C1)γs
2
<
(1 + C1)
2
[
(1 + ε) ln 1ζδ
(1 + ε) ln(1 + ε)− ε + 1
]
(156)
for sufficiently small ε > 0. By (156), we have ln(ζδ)γℓ ≥ MI(1, 11+ε ) and
ln(ζδ)
γℓ
<
[
ε
1 + ε
− ln(1 + ε)
](
2
1 + C1
− 1
γℓ
)
=
ε
1+ε − ln(1 + ε)
MI(0, 0)
2MI(0, 0)
1 + C1
+
[
ln(1 + ε)− ε
1 + ε
]
1
γℓ
.
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Noting that limε→0
(1+ε) ln(1+ε)−ε
(1+ε)γℓ
= 0 and limε→0
ε−(1+ε) ln(1+ε)
(1+ε)MI(0,0)
= 1, we have ln(ζδ)γℓ < MI (0, 0)
for sufficiently small ε > 0. In view of the established fact that MI(1,
1
1+ε) ≤ ln(ζδ)γℓ < MI(0, 0)
for small enough ε > 0 and the fact that MI(z,
z
1+ε) is monotonically decreasing with respect to
z ∈ (0, 1) as asserted by Lemma 22, invoking the intermediate value theorem, we have that there
exists a unique number zℓ ∈ (0, 1] such that MI(zℓ, zℓ1+ε) = ln(ζδ)γℓ , which implies Statement (I).
Proof of Statement (II): Since γℓ is monotonically increasing with respect to ℓ for suf-
ficiently small ε > 0, we have that MI(zℓ,
zℓ
1+ε) is monotonically increasing with respect to ℓ
for sufficiently small ε > 0. Recalling that MI(z,
z
1+ε) is monotonically decreasing with respect
to z ∈ (0, 1), we have that zℓ is monotonically decreasing with respect to ℓ. This establishes
Statement (II).
Proof of Statement (III): For simplicity of notations, let bℓ = 1−Cs−ℓ for ℓ = 1, 2, · · · , s−1.
Then, it can be checked that 1− bℓ = Cs−ℓ and, by the definition of γℓ, we have
(1− bℓ)(1 + ε)MI(zℓ, zℓ1+ε)
ε− (1 + ε) ln(1 + ε) =
1
γℓ
×
Cs−ℓ (1 + ε) ln 1ζδ
(1 + ε) ln(1 + ε)− ε = 1 + o(1) (157)
for ℓ = 1, 2, · · · , s − 1.
We claim that zℓ < θ for θ ∈ (bℓ, 1) if ε > 0 is small enough. To prove this claim, we use a
contradiction method. Suppose the claim is not true, then there exists a set, denoted by Sε, of
infinitely many values of ε such that zℓ ≥ θ for ε ∈ Sε. By (157) and the fact that MI(z, z1+ε ) is
monotonically decreasing with respect to z ∈ (0, 1) as asserted by Lemma 22, we have
1 + o(1) =
(1− bℓ)(1 + ε)MI(zℓ, zℓ1+ε )
ε− (1 + ε) ln(1 + ε) ≥
(1 − bℓ)(1 + ε)MI(θ, θ1+ε )
ε− (1 + ε) ln(1 + ε) =
1− bℓ
1− θ + o(1)
for small enough ε ∈ Sε, which implies 1−bℓ1−θ ≤ 1, contradicting to the fact that 1−bℓ1−θ > 1. The
claim is thus established. Similarly, we can show that zℓ > θ
′ for θ′ ∈ (0, bℓ) if ε is small enough.
Now we restrict ε to be small enough so that θ′ < zℓ < θ. Applying Lemma 15 based on such
restriction, we have
(1− bℓ)(1 + ε)MI(zℓ, zℓ1+ε)
ε− (1 + ε) ln(1 + ε) =
(1− bℓ)
[
− ε22(1−zℓ) + o(ε2)
]
− ε22 + o(ε2)
=
1−bℓ
1−zℓ + o(1)
1 + o(1)
. (158)
Combining (157) and (160) yields bℓ−zℓ1−zℓ = o(1), which implies limε→0 zℓ = bℓ. This proves State-
ment (III).
Proof of Statement (IV):
Since γℓε =
⌈
Cs−ℓε (1+ε) ln(ζδ)
ε−(1+ε) ln(1+ε)
⌉
and Cs−ℓε = 1− p, we can write
γℓε =
⌈
(1− p) (1 + ε) ln(ζδ)
ε− (1 + ε) ln(1 + ε)
⌉
=
ln(ζδ)
MI(zℓε , zℓε/(1 + ε))
,
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from which we have 1γℓε
= o(ε),
1− o(ε) = 1− 1
γℓε
<
(1−p) (1+ε) ln(ζδ)
ε−(1+ε) ln(1+ε)
ln(ζδ)
MI(zℓε ,zℓε/(1+ε))
≤ 1
and thus
(1−p) (1+ε) ln(ζδ)
ε−(1+ε) ln(1+ε)
ln(ζδ)
MI(zℓε ,zℓε/(1+ε))
= 1 + o(ε).
For θ ∈ (p, 1), we claim that zℓε < θ if ε is sufficiently small. Suppose, to get a contradiction that
the claim is not true. Then, there exists a set of infinitely many values of ε such that zℓε ≥ θ if ε
in the set is small enough. For such ε, by the monotonicity of MI(., .), we have
1 + o(ε) =
(1−p)(1+ε) ln 1ζδ
(1+ε) ln(1+ε)−ε
ln(ζδ)
MI(zℓε ,zℓε/(1+ε))
=
(1− p)(1 + ε)MI(zℓε , zℓε/(1 + ε))
ε− (1 + ε) ln(1 + ε) (159)
>
(1− p)(1 + ε)MI(θ, θ/(1 + ε))
ε− (1 + ε) ln(1 + ε) =
1− p
1− θ + o(1)
for small enough ε in the set, which contradicts to the fact that 1−p1−θ > 1. This proves the claim.
Similarly, we can show that zℓε ≥ θ′ for any θ′ ∈ (0, p). Now we restrict ε to be small enough so
that θ′ < zℓε < θ. By virtue of such restriction, we have
(1− p)(1 + ε)MI(zℓε , zℓε/(1 + ε))
ε− (1 + ε) ln(1 + ε) =
(1− p)
[
− ε22(1−zℓε ) +
ε3(2−zℓε )
3(1−zℓε )2 + o(ε
3)
]
ε/(1 + ε)− ln(1 + ε)
=
(1− p)
[
− ε22(1−zℓε ) +
ε3(2−zℓε)
3(1−zℓε )2 + o(ε
3)
]
ε[1− ε+ ε2 + o(ε2)]− [ε− ε22 + ε
3
3 + o(ε
3)]
=
(1− p)
[
− ε22(1−zℓε ) +
ε3(2−zℓε )
3(1−zℓε )2 + o(ε
3)
]
− ε22 + 2ε
3
3 + o(ε
3)
=
1−p
1−zℓε −
2ε(1−p)(2−zℓε )
3(1−zℓε )2 + o(ε)
1− 4ε3 + o(ε)
. (160)
Combining (159) and (160) yields 1−p1−zℓε −
2ε(1−p)(2−zℓε )
3(1−zℓε )2 = 1−
4ε
3 + o(ε), i.e.,
p− zℓε
1− zℓε
=
4ε
3
− 2ε(1− p)(2− zℓε)
3(1− zℓε)2
+ o(ε),
i.e.,
p− zℓε
εzℓε
=
4(1− zℓε)
3zℓε
− 2(1− p)(2− zℓε)
3zℓε(1− zℓε)
+ o(1),
which implies that limε→0
p−zℓε
εzℓε
= 4(1−p)3p − 2(2−p)3p = −23 .
Proof of Statement (V): Noting that MI(z, z1+ε ) is monotonically decreasing with respect
to z ∈ (0, 1) as asserted by Lemma 22, we have {Dℓ = 0} = {MI(p̂ℓ, p̂ℓ1+ε ) > ln(ζδ)γℓ } = {p̂ℓ < zℓ} as
claimed by statement (V).
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Lemma 43 Let ℓε = s− jp. Then,
lim
ε→0
ℓε−1∑
ℓ=1
γℓ Pr{Dℓ = 1} = 0, lim
ε→0
s∑
ℓ=ℓε+1
γℓ Pr{Dℓ = 0} = 0 (161)
for p ∈ (0, 1). Moreover, limε→0 γℓε Pr{Dℓε = 0} = 0 if Cjp > 1− p.
Proof. For simplicity of notations, let bℓ = limε→0 zℓ for 1 ≤ ℓ < s. The proof consists of two
main steps as follows.
First, we shall show that (161) holds for any p ∈ (0, 1). By the definition of ℓε, we have
1− p > Cs−ℓε+1. Making use of the first three statements of Lemma 42, we have zℓ > p+bℓε−12 > p
for all ℓ ≤ ℓε − 1 if ε is sufficiently small. By the last statement of Lemma 42 and using Lemma
25, we have
Pr{Dℓ = 1} = Pr{p̂ℓ ≥ zℓ} ≤ Pr
{
p̂ℓ ≥
p+ bℓε−1
2
}
≤ exp
(
γℓMI
(
p+ bℓε−1
2
, p
))
for all ℓ ≤ ℓε−1 if ε > 0 is sufficiently small. Since bℓε−1 is greater than p and is independent of ε >
0 as a consequence of the definition of ℓε, it follows from Lemma 14 that limε→0
∑ℓε−1
ℓ=1 γℓ Pr{Dℓ =
1} = 0.
Similarly, it can be seen from the definition of ℓε that 1−p < Cs−ℓε−1. Making use of the first
three statements of Lemma 42, we have that zℓ <
p+bℓε+1
2 < p for ℓε + 1 ≤ ℓ < s if ε is sufficiently
small. By the last statement of Lemma 42 and using Lemma 25, we have
Pr{Dℓ = 0} = Pr{p̂ℓ < zℓ} ≤ Pr
{
p̂ℓ <
p+ bℓε+1
2
}
≤ exp
(
γℓMI
(
p+ bℓε+1
2
, p
))
for ℓε + 1 ≤ ℓ < s if ε > 0 is small enough. By virtue of the definition of ℓε, we have that bℓε+1
is smaller than p and is independent of ε > 0. In view of this and the fact that Pr{Ds = 0} = 0,
we can use Lemma 14 to conclude that limε→0
∑s
ℓ=ℓε+1
γℓ Pr{Dℓ = 0} = 0.
Next, we shall show that limε→0 γℓε Pr{Dℓε = 0} = 0 for p ∈ (0, 1) such that Cjp > 1 − p.
Note that 1− p < Cs−ℓε because of the definition of ℓε. Making use of the first three statements
of Lemma 42, we have that zℓε <
p+bℓε
2 < p if ε > 0 is small enough. By the last statement of
Lemma 42 and using Lemma 25, we have
Pr{Dℓε = 0} = Pr{p̂ℓε < zℓε} ≤ Pr
{
p̂ℓε <
p+ bℓε
2
}
≤ exp
(
γℓεMI
(
p+ bℓε
2
, p
))
for small enough ε > 0. By virtue of the definition of ℓε, we have that bℓε is smaller than p and
is independent of ε > 0. It follows that limε→0 γℓε Pr{Dℓε = 0} = 0. This completes the proof of
the lemma.
✷
Finally, we would like to note that Theorem 30 can be shown by employing Lemma 43 and a
similar argument as the proof of Theorem 20.
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L.13 Proof of Theorem 31
We need some preliminary results.
Lemma 44 limε→0
γℓε
γ(p,ε) = κp, limε→0 ε
√
γℓε
1−p = d
√
κp.
Proof. By the definition of γℓ, we have
lim
ε→0
Cs−ℓ (1 + ε) ln(ζδ)
γℓ[ε− (1 + ε) ln(1 + ε)] = 1
for 1 ≤ ℓ < s. It follows that
lim
ε→0
γℓε
γ(p, ε)
= lim
ε→0
MI(p,
p
1+ε)
ln(ζδ)
× Cs−ℓε (1 + ε) ln(ζδ)
ε− (1 + ε) ln(1 + ε) = limε→0
Cs−ℓε (1 + ε)MI(p,
p
1+ε)
ε− (1 + ε) ln(1 + ε)
= lim
ε→0
Cs−ℓε (1 + ε)
(
ε2/[2(p − 1)] + o(ε2))
ε− (1 + ε) ln(1 + ε) =
Cs−ℓε
1− p =
Cjp
1− p = κp
and
lim
ε→0
ε
√
γℓε
1− p = limε→0 ε
√
1
1− p
Cs−ℓε (1 + ε) ln
1
ζδ
(1 + ε) ln(1 + ε)− ε = d
√
Cs−ℓε
1− p = d
√
κp.
✷
Lemma 45 Let U and V be independent Gaussian random variables with zero means and unit
variances. Then, for p ∈ (0, 1) such that Cjp = 1− p,
lim
ε→0
Pr{l = ℓε} = 1− lim
ε→0
Pr{l = ℓε + 1} = 1− Φ (νd) ,
lim
ε→0
[
Pr{|p̂ℓε − p| ≥ εp, l = ℓε}+Pr{|p̂ℓε+1 − p| ≥ εp, l = ℓε + 1}
]
= Pr {U ≥ d}+Pr{|U +√ρpV | ≥ (1 + ρp)d, U < νd} .
Proof. By Statement (V) of Lemma 42, we have
Pr{p̂ℓε ≥ zℓε} ≥ Pr{l = ℓε} ≥ Pr{p̂ℓε ≥ zℓε} −
ℓε−1∑
ℓ=1
Pr{Dℓ = 1},
Pr{p̂ℓε < zℓε} ≥ Pr{l = ℓε + 1} ≥ Pr{p̂ℓε < zℓε} − Pr{Dℓε+1 = 0} −
ℓε−1∑
ℓ=1
Pr{Dℓ = 1}.
Making use of this result and the fact that limε→0
[∑ℓε−1
ℓ=1 Pr{Dℓ = 1}+ Pr{Dℓε+1 = 0}
]
= 0 as
asserted by Lemma 43, we have
lim
ε→0
Pr{l = ℓε} = lim
ε→0
Pr{p̂ℓε ≥ zℓε}, limε→0Pr{l = ℓε + 1} = limε→0Pr{p̂ℓε < zℓε}.
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Noting that
Pr{|p̂ℓε − p| ≥ εp, l = ℓε} ≥ Pr{|p̂ℓε − p| ≥ εp, p̂ℓε ≥ zℓε} −
ℓε−1∑
ℓ=1
Pr{Dℓ = 1},
Pr{|p̂ℓε+1 − p| ≥ εp, l = ℓε + 1} ≥ Pr{|p̂ℓε+1 − p| ≥ εp, p̂ℓε < zℓε} − Pr{Dℓε+1 = 0} −
ℓε−1∑
ℓ=1
Pr{Dℓ = 1}
and using the result that limε→0
[∑ℓε−1
ℓ=1 Pr{Dℓ = 1}+ Pr{Dℓε+1 = 0}
]
= 0, we have
lim inf
ε→0
[
Pr{|p̂ℓε − p| ≥ εp, l = ℓε}+Pr{|p̂ℓε+1 − p| ≥ εp, l = ℓε + 1}
]
≥ lim
ε→0
[
Pr{|p̂ℓε − p| ≥ εp, p̂ℓε ≥ zℓε}+Pr{|p̂ℓε+1 − p| ≥ εp, p̂ℓε < zℓε}
]
.
On the other hand,
lim sup
ε→0
[
Pr{|p̂ℓε − p| ≥ εp, l = ℓε}+ Pr{|p̂ℓε+1 − p| ≥ εp, l = ℓε + 1}
]
≤ lim
ε→0
[
Pr{|p̂ℓε − p| ≥ εp, p̂ℓε ≥ zℓε}+Pr{|p̂ℓε+1 − p| ≥ εp, p̂ℓε < zℓε}
]
.
Therefore,
lim
ε→0
[
Pr{|p̂ℓε − p| ≥ εp, l = ℓε}+ Pr{|p̂ℓε+1 − p| ≥ εp, l = ℓε + 1}
]
= lim
ε→0
[
Pr{|p̂ℓε − p| ≥ εp, p̂ℓε ≥ zℓε}+Pr{|p̂ℓε+1 − p| ≥ εp, p̂ℓε < zℓε}
]
.
Since κp = 1, by Lemma 44 and Statement (IV) of Lemma 42, we have
lim
ε→0
p− zℓε
zℓε
√
γℓε
1− p = limε→0 ε
√
γℓε
1− p limε→0
p− zℓε
εzℓε
= d lim
ε→0
p− zℓε
εzℓε
= −2
3
d = −νd.
Note that
1
p̂ℓε+1
− 1
p
=
nℓε+1
γℓε+1
− 1
p
=
γℓε
γℓε+1
√
1− p
p2γℓε
Uℓε +
γℓε+1 − γℓε
γℓε+1
√
1− p
p2(γℓε+1 − γℓε)
Vℓε
where
Uℓε =
(
1
p̂ℓε
− 1
p
)√
p2γℓε
1− p, Vℓε =
(
nℓε+1 − nℓε
γℓε+1 − γℓε
− 1
p
)√
p2(γℓε+1 − γℓε)
1− p .
By the central limit theorem, Uℓε → U and Vℓε → V as ε→ 0. Hence,
Uℓε+1 =
(
1
p̂ℓε+1
− 1
p
)√
p2γℓε+1
1− p =
[
γℓε
γℓε+1
√
1− p
p2γℓε
Uℓε +
γℓε+1 − γℓε
γℓε+1
√
1− p
p2(γℓε+1 − γℓε)
Vℓε
]√
p2γℓε+1
1− p
=
√
γℓε
γℓε+1
Uℓε +
√
γℓε+1 − γℓε
γℓε+1
Vℓε →
√
1
1 + ρp
U +
√
ρp
1 + ρp
V
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as ε→ 0. It can be seen that Pr{p̂ℓε ≥ zℓε} = Pr{Uℓε ≤ p−zℓεpzℓε
√
γℓε
1−p},
Pr{|p̂ℓε+1 − p| ≥ εp, p̂ℓε < zℓε}
= Pr{p̂ℓε+1 ≥ (1 + ε)p, p̂ℓε < zℓε}+ Pr{p̂ℓε+1 ≤ (1− ε)p, p̂ℓε < zℓε}
= Pr
{
1
p̂ℓε+1
− 1
p
≤ − ε
(1 + ε)p
,
1
p̂ℓε
− 1
p
>
p− zℓε
pzℓε
}
+ Pr
{
1
p̂ℓε+1
− 1
p
≥ ε
(1 − ε)p,
1
p̂ℓε
− 1
p
>
p− zℓε
pzℓε
}
= Pr
{
Uℓε+1 ≤ −
ε
(1 + ε)
√
γℓε+1
1− p , Uℓε >
p− zℓε
zℓε
√
γℓε
1− p
}
+Pr
{
Uℓε+1 ≥
ε
(1− ε)
√
γℓε+1
1− p , Uℓε >
p− zℓε
zℓε
√
γℓε
1− p
}
and
Pr{|p̂ℓε − p| ≥ εp, p̂ℓε ≥ zℓε} = Pr
{
Uℓε ≤ −
ε
(1 + ε)
√
γℓε
1− p , Uℓε ≤
p− zℓε
zℓε
√
γℓε
1− p
}
+Pr
{
Uℓε ≥
ε
(1− ε)
√
γℓε
1− p , Uℓε ≤
p− zℓε
zℓε
√
γℓε
1− p
}
.
Therefore, for p ∈ (0, 1) such that Cjp = 1 − p, we have limε→0 Pr{l = ℓε} = 1 − limε→0Pr{l =
ℓε + 1} = 1−Φ (νd) and
lim
ε→0
[
Pr{|p̂ℓε − p| ≥ εp, l = ℓε}+ Pr{|p̂ℓε+1 − p| ≥ εp, l = ℓε + 1}
]
→ Pr {|U | ≥ d, U ≤ −νd}+Pr{∣∣U +√ρpV ∣∣ ≥ (1 + ρp)d, U > −νd}
= Pr {U ≥ d}+ Pr{∣∣U +√ρpV ∣∣ ≥ (1 + ρp)d, U < νd}
as ε→ 0. This completes the proof of the lemma.
✷
L.13.1 Proof of Statement (I)
First, we shall show that Statement (I) holds for p ∈ (0, 1) such that Cjp = 1−p. For this purpose,
we need to show that
1 ≤ lim sup
ε→0
γ(ω)
γ(p, ε)
≤ 1 + ρp for any ω ∈
{
lim
ε→0
p̂ = p
}
. (162)
To show lim supε→0
γ(ω)
γ(p,ε) ≥ 1, note that Cs−ℓε+1 < 1−p = Cs−ℓε < Cs−ℓε−1 as a direct consequence
of the definition of ℓε and the assumption that Cjp = 1−p. By the first three statements of Lemma
42, we have limε→0 zℓ > p for all ℓ ≤ ℓε − 1. Noting that limε→0 p̂(ω) = p, we have p̂(ω) < zℓ
for all ℓ ≤ ℓε − 1 and it follows from the definition of the sampling scheme that γ(ω) ≥ γℓε
if ε > 0 is small enough. By Lemma 44 and noting that κp = 1 if Cjp = 1 − p, we have
lim supε→0
γ(ω)
γ(p,ε) ≥ limε→0 γℓεγ(p,ε) = κp = 1.
To show lim supε→0
γ(ω)
γ(p,ε) ≤ 1 + ρp, we shall consider two cases: (i) ℓε = s − 1; (ii) ℓε < s − 1.
In the case of ℓε = s − 1, it must be true that γ(ω) ≤ γs = γℓε+1. Hence, lim supε→0 γ(ω)γ(p,ε) ≤
limε→0
γℓε+1
γ(p,ε) = limε→0
γℓε
γ(p,ε)×limε→0
γℓε+1
γℓε
= 1+ρp. In the case of ℓε < s−1, it follows from the first
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three statements of Lemma 42 that limε→0 zℓε+1 < p, which implies that zℓε+1 < p, p̂(ω) > zℓε+1,
and thus γ(ω) ≤ γℓε+1 for small enough ε > 0. Therefore, lim supε→0 γ(ω)γ(p,ε) ≤ limε→0 γℓε+1γ(p,ε) = 1+ ρp.
This establishes (162) and it follows that {1 ≤ lim supε→0 γγ(p,ε) ≤ 1 + ρp} ⊇ {limε→0 p̂ = p}.
According to the strong law of large numbers, we have 1 ≥ Pr{1 ≤ lim supε→0 γγ(p,ε) ≤ 1 + ρp} ≥
Pr {limε→0 p̂ = p} = 1. This proves that Statement (I) holds for p ∈ (0, 1) such that Cjp = 1− p.
Next, we shall show that Statement (I) holds for p ∈ (0, 1) such that Cjp > 1 − p. Note
that Cs−ℓε+1 < 1 − p < Cs−ℓε as a direct consequence of the definition of ℓε and the assumption
that Cjp > 1 − p. By the first three statements of Lemma 42, we have limε→0 zℓε−1 > p and
thus zℓ > p for all ℓ ≤ ℓε − 1 provided that ε > 0 is sufficiently small. Therefore, for any
ω ∈ {limε→0 p̂ = p}, we have p̂(ω) < zℓ for all ℓ ≤ ℓε − 1 and consequently, γ(ω) ≥ γℓε provided
that ε > 0 is sufficiently small. On the other hand, we claim that γ(ω) ≤ γℓε . Such claim can
be justified by investigating two cases. In the case of ℓε = s, it is trivially true that γ(ω) ≤ γℓε .
In the case of ℓε < s, we have p > limε→0 zℓε and thus p > zℓε provided that ε > 0 is sufficiently
small. Therefore, for any ω ∈ {limε→0 p̂ = p}, we have p̂(ω) > zℓε and consequently, γ(ω) ≤ γℓε
provided that ε > 0 is sufficiently small. This proves the claim and it follows that γ(ω) = γℓε
if ε > 0 is small enough. Applying Lemma 44, we have limε→0
γ(ω)
γ(p,ε) = limε→0
γℓε
γ(p,ε) = κp, which
implies that {limε→0 γγ(p,ε) = κp} ⊇ {limε→0 p̂ = p}. It follows from the strong law of large numbers
that 1 ≥ Pr{limε→0 γγ(p,ε) = κp} ≥ Pr{limε→0 p̂ = p} = 1 and thus Pr{limε→0 γγ(p,ε) = κp} = 1. Since
1 ≤ κp ≤ 1 + ρp, we have that Pr{1 ≤ lim supε→0 γγ(p,ε) ≤ 1 + ρp} = 1 is of course true. This
proves that Statement (I) also holds for p ∈ (0, 1) such that Cjp > 1− p. The proof of Statement
(I) is thus completed.
L.13.2 Proof of Statement (III)
First, we shall consider p ∈ (0, 1) such that Cjp = 1− p. In this case, it is evident that ℓε < s. It
follows from Lemma 43 and the definition of the sampling scheme that limε→0 Pr{l > ℓε + 1} ≤
limε→0 Pr{Dℓε+1 = 0} = 0 and limε→0 Pr{l < ℓε} ≤ limε→0
∑ℓε−1
ℓ=1 Pr{Dℓ = 1} = 0. Since
lim sup
ε→0
Pr{|p̂− p| ≥ εp} ≤ lim
ε→0
[
Pr{|p̂ℓε − p| ≥ εp, l = ℓε}+ Pr{|p̂ℓε+1 − p| ≥ εp, l = ℓε + 1}
]
+ lim
ε→0
Pr{l < ℓε}+ lim
ε→0
Pr{l > ℓε + 1}
and
lim inf
ε→0
Pr{|p̂− p| ≥ εp} ≥ lim
ε→0
[
Pr{|p̂ℓε − p| ≥ εp, l = ℓε}+ Pr{|p̂ℓε+1 − p| ≥ εp, l = ℓε + 1}
]
,
we have
lim
ε→0
Pr{|p̂− p| ≥ εp} = lim
ε→0
[
Pr{|p̂ℓε − p| ≥ εp, l = ℓε}+ Pr{|p̂ℓε+1 − p| ≥ εp, l = ℓε + 1}
]
.
By Lemma 45, we have
lim
ε→0
Pr{|p̂− p| ≥ εp} = Pr {U ≥ d}+ Pr{|U +√ρpV | ≥ (1 + ρp)d, U < νd}
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for p ∈ (0, 1) such that Cjp = 1−p. As a consequence of Lemma 21, Statement (III) must be true
for p ∈ (0, 1) such that Cjp = 1− p.
Next, we shall consider p ∈ (0, 1) such that Cjp > 1 − p. Note that Cs−ℓε+1 < 1 − p <
Cs−ℓε . Since Uℓε =
(
p
p̂ℓε
− 1
)√
γℓε
1−p converges in distribution to a standard Gaussian variable U ,
limε→0 ε
√
γℓε
1−p = d
√
κp and limε→0 Pr{γ = γℓε} = 1 as can be seen from Statement (I), we have
lim
ε→0
Pr{|p̂− p| ≥ εp} = lim
ε→0
Pr{|p̂ℓε − p| ≥ εp}
= lim
ε→0
Pr
{
Uℓε ≥
ε
1− ε
√
γℓε
1− p
}
+ lim
ε→0
Pr
{
Uℓε ≤ −
ε
1 + ε
√
γℓε
1− p
}
= lim
ε→0
Pr
{
|Uℓε | ≥ ε
√
γℓε
1− p
}
= Pr{|U | ≥ d√κp}
and consequently, limε→0 Pr{|p̂ − p| < εp} ≥ 2Φ
(
d
√
κp
) − 1 > 1 − 2ζδ for p ∈ (0, 1) such that
Cjp > 1− p. This proves Statement (III).
Finally, we would like to note that Statement (II) can be shown by employing Lemma 43 and
similar argument as the proof of Statement (II) of Theorem 21.
L.14 Proof of Theorem 32
We need some preliminary results.
Lemma 46 If ε is sufficiently small, then the following statements hold true.
(I): For ℓ = 1, · · · , τ , there exists a unique number zℓ ∈ [0, 1] such that nℓ = ln(ζδℓ)
MB(zℓ,
zℓ
1+ε
)
.
(II): zℓ is monotonically decreasing with respect to ℓ no greater than τ .
(III): limε→0 zℓ =
[
1 + (1− 1p∗ )Cτ−ℓ
]−1
for 1 ≤ ℓ ≤ τ , where the limit is taken under the
restriction that ℓ− τ is fixed with respect to ε.
(IV): {Dℓ = 0} = {p̂ℓ < zℓ} for ℓ = 1, · · · , τ .
Proof of Statement (I): By the definition of nℓ, we have 0 <
ln(ζδ)
MB(1,
1
1+ε )
≤
⌈
ln(ζδ)
MB(1,
1
1+ε )
⌉
=
n1 ≤ nℓ for sufficiently small ε > 0. Hence, ln 11+ε = MB(1, 11+ε) ≤ ln(ζδ)nℓ < 0 for small enough
ε > 0. Recall that MB(z,
z
1+ε) is monotonically decreasing with respect to z ∈ (0, 1) as asserted by
Lemma 40. Invoking the intermediate value theorem, we have that there exists a unique number
zℓ ∈ (0, 1] such that MB(zℓ, zℓ1+ε) = ln(ζδ)nℓ , which implies Statement (I).
Proof of Statement (II): Since nℓ is monotonically increasing with respect to ℓ for suffi-
ciently small ε > 0, we have that MB(zℓ,
zℓ
1+ε) is monotonically increasing with respect to ℓ ≤ τ
for sufficiently small ε > 0. Recalling that MB(z,
z
1+ε) is monotonically decreasing with respect
to z ∈ (0, 1) as asserted by Lemma 40, we have that zℓ is monotonically decreasing with respect
to ℓ ≤ τ . This establishes Statement (II).
Proof of Statement (III):
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For simplicity of notations, let bℓ =
[
1 + (1 − 1p∗ )Cτ−ℓ
]−1
for ℓ = 1, 2, · · · , τ . Then, it can be
checked that p
∗(1−bℓ)
bℓ(1−p∗) = Cτ−ℓ for 1 ≤ ℓ ≤ τ . By the definition of sample sizes, we have
MB(zℓ,
zℓ
1+ε)
ε2bℓ/[2(bℓ − 1)] =
ln(ζδ)
nℓ
× 2(p
∗ − 1)Cτ−ℓ
p∗ε2
= 1 + o(1) (163)
for ℓ = 1, · · · , τ , where
nℓ =
ln(ζδ)
MB(zℓ,
zℓ
1+ε)
=
[1 + o(1)]Cτ−ℓ ln(ζδ)
MB(p∗, p
∗
1+ε)
.
We claim that θ < zℓ < 1 for θ ∈ (0, bℓ) if ε > 0 is small enough. To prove this claim, we use a
contradiction method. Suppose the claim is not true, then there exists a set, denoted by Sε, of
infinite many values of ε such that zℓ ≤ θ for ε ∈ Sε. Hence, by (163) and the fact that MB(z, z1+ε)
is monotonically decreasing with respect to z ∈ (0, 1) as asserted by Lemma 40, we have
1 + o(1) =
MB(zℓ,
zℓ
1+ε)
ε2bℓ/[2(bℓ − 1)] ≤
MB(θ,
θ
1+ε)
ε2bℓ/[2(bℓ − 1)] =
ε2θ/[2(1− θ)] + o(ε2)
ε2bℓ/[2(1 − bℓ)] =
θ(1− bℓ)
bℓ(1− θ) + o(1)
for small enough ε ∈ Sε, which implies θ(1−bℓ)bℓ(1−θ) ≥ 1, contradicting to the fact that θ(1−bℓ)bℓ(1−θ) < 1.
This proves our claim. In a similar manner, we can show that 0 < zℓ < θ
′ for θ′ ∈ (bℓ, 1) if
ε > 0 is small enough. By (163) and applying Lemma 15 based on the established condition that
θ < zℓ < θ
′ for small enough ε > 0, we have MB(zℓ,
zℓ
1+ε )
ε2bℓ/[2(bℓ−1)] =
ε2zℓ/[2(1−zℓ)]+o(ε2)
ε2bℓ/[2(1−bℓ)] = 1 + o(1), which
implies zℓ1−zℓ − bℓ1−bℓ = o(1) and consequently limε→0 zℓ = bℓ. This proves Statement (III).
Proof of Statement (IV): Noting that MB(z, z1+ε ) is monotonically decreasing with respect
to z ∈ (0, 1) as asserted by Lemma 40, we have {Dℓ = 0} = {MB(p̂ℓ, p̂ℓ1+ε ) > ln(ζδℓ)nℓ } = {p̂ℓ < zℓ} as
claimed by statement (IV).
Lemma 47 Let ℓε = τ − jp. Then,
lim
ε→0
ℓε−1∑
ℓ=1
nℓ Pr{Dℓ = 1} = 0, lim
ε→0
τ∑
ℓ=ℓε+1
nℓPr{Dℓ = 0} = 0 (164)
for p ∈ (p∗, 1). Moreover, limε→0 nℓε Pr{Dℓε = 0} = 0 for p ∈ (p∗, 1) such that Cjp > r(p).
Proof. For simplicity of notations, let bℓ = limε→0 zℓ for 1 ≤ ℓ ≤ τ .
First, we shall show that (164) holds for p ∈ (p∗, 1). By the definition of ℓε, we have r(p) >
Cτ−ℓε+1. Making use of the first three statements of Lemma 46, we have that zℓ >
p+bℓε−1
2 > p for
all ℓ ≤ ℓε − 1 if ε is sufficiently small. By the last statement of Lemma 46 and using Chernoff
bound, we have
Pr{Dℓ = 1} = Pr{p̂ℓ ≥ zℓ} ≤ Pr
{
p̂ℓ >
p+ bℓε−1
2
}
≤ exp
(
−2nℓ
(
p− bℓε−1
2
)2)
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for all ℓ ≤ ℓε − 1 provided that ε > 0 is small enough. By the definition of ℓε, we have
bℓε−1 =
[
1 +
(
1− 1
p∗
)
Cτ−ℓε+1
]−1
> p,
which implies that
(
p−bℓε−1
2
)2
is a positive constant independent of ε > 0 provided that ε > 0 is
small enough. Hence, limε→0
∑ℓε−1
ℓ=1 nℓ Pr{Dℓ = 1} = 0 as a result of Lemma 14.
Similarly, it can be seen from the definition of ℓε that r(p) < Cτ−ℓε−1. Making use of the first
three statements of Lemma 46, we have that zℓ <
p+bℓε+1
2 < p for ℓε + 1 ≤ ℓ ≤ τ if ε is sufficiently
small. By the last statement of Lemma 46 and using Chernoff bound, we have
Pr{Dℓ = 0} = Pr{p̂ℓ < zℓ} ≤ Pr
{
p̂ℓ <
p+ bℓε+1
2
}
≤ exp
(
−2nℓ
(
p− bℓε+1
2
)2)
for ℓε + 1 ≤ ℓ ≤ τ provided that ε > 0 is small enough. As a consequence of the definition of ℓε,
we have that bℓε+1 is smaller than p and is independent of ε > 0. Therefore, we can apply Lemma
14 to conclude that limε→0
∑τ
ℓ=ℓε+1
nℓ Pr{Dℓ = 0} = 0.
Second, we shall show that limε→0 nℓε Pr{Dℓε = 0} = 0 for p ∈ (p∗, 1) such that Cjp > r(p).
Clearly, r(p) < Cτ−ℓε because of the definition of ℓε. Making use of the first three statements of
Lemma 46, we have zℓε <
p+bℓε
2 < p if ε is sufficiently small. By the last statement of Lemma 46
and using Chernoff bound, we have
Pr{Dℓε = 0} = Pr{p̂ℓε < zℓε} ≤ Pr
{
p̂ℓε <
p+ bℓε
2
}
≤ exp
(
−2nℓε
(
p− bℓε
2
)2)
for small enough ε > 0. As a consequence of the definition of ℓε, we have that bℓε is smaller than
p and is independent of ε > 0. It follows that limε→0 nℓε Pr{Dℓε = 0} = 0.
✷
Lemma 48 limε→0
∑∞
ℓ=τ+1 nℓ Pr{l = ℓ} = 0 for any p ∈ (p∗, 1).
Proof. Recalling that the sample sizes n1, n2, · · · are chosen as the ascending arrangement of
all distinct elements of the set defined by (62), we have that
nℓ =
⌈
Cτ−ℓ ln(ζδ)
MB(p∗, p
∗
1+ε)
⌉
, ℓ = 1, 2, · · ·
for small enough ε ∈ (0, 1). By the assumption that inf i∈Z Ci−1Ci = 1 + ρ > 1, we have that
nℓ > (1 + ρ)
ℓ−τ−1 ln(ζδ)
MB(p∗, p
∗
1+ε)
, ℓ = τ + 1, τ + 2, · · ·
for small enough ε ∈ (0, 1). So, we have shown that there exists a number ε∗ ∈ (0, 1) such that
nℓMB
(
p∗,
p∗
1 + ε
)
< (1 + ρ)ℓ−τ−1 ln(ζδ), ℓ = τ + 1, τ + 2, · · ·
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for any ε ∈ (0, ε∗). Observing that there exist a positive integer κ∗ such that (1+ρ)ℓ−τ−1 ln(ζδ) <
ln(ζδ) − (ℓ − τ) ln 2 = ln(ζδℓ) for any ℓ ≥ τ + κ∗, we have that there exists a positive integer
κ∗ independent of ε such that MB(p∗, p
∗
1+ε ) <
ln(ζδℓ)
nℓ
for ℓ ≥ τ + κ∗ and 0 < ε < ε∗. Recall that
MB(z,
z
1+ε) is monotonically decreasing with respect to z ∈ (0, 1) as asserted by Lemma 40. For
ℓ ≥ τ + κ∗ and 0 < ε < ε∗, as a result of ln(ζδℓ)nℓ > MB(p∗, p
∗
1+ε ) > MB(1,
1
1+ε ) = ln
1
1+ε , there exists a
unique number zℓ ∈ [0, 1] such that MB(zℓ, zℓ1+ε ) = ln(ζδℓ)nℓ > MB(p∗, p
∗
1+ε ). Moreover, it must be true
that zℓ < p
∗ for ℓ ≥ τ + κ∗ and ε ∈ (0, ε∗). Therefore, for small enough ε ∈ (0, ε∗), we have
∞∑
ℓ=τ+1
nℓ Pr{l = ℓ} =
τ+κ∗∑
ℓ=τ+1
nℓ Pr{l = ℓ}+
∞∑
ℓ=τ+κ∗+1
nℓ Pr{l = ℓ}
≤
τ+κ∗∑
ℓ=τ+1
nℓ Pr{Dτ = 0}+
∞∑
ℓ=τ+κ∗+1
nℓ Pr{Dℓ−1 = 0}
=
τ+κ∗∑
ℓ=τ+1
nℓ Pr{Dτ = 0}+
∞∑
ℓ=τ+κ∗
nℓ+1 Pr{Dℓ = 0}
< k∗(1 + ρ)k
∗
nτ Pr{Dτ = 0}+ (1 + ρ)
∞∑
ℓ=τ+κ∗
nℓ Pr{Dℓ = 0}
≤ k∗(1 + ρ)k∗nτ Pr{p̂τ < zτ}+ (1 + ρ)
∞∑
ℓ=τ+κ∗
nℓ Pr{p̂ℓ < zℓ}
≤ k∗(1 + ρ)k∗nτ Pr
{
p̂τ <
p∗ + p
2
}
+ (1 + ρ)
∞∑
ℓ=τ+κ∗
nℓ Pr{p̂ℓ < p∗}
≤ k∗(1 + ρ)k∗nτ exp
(
−nτ
2
(p− p∗)2
)
+ (1 + ρ)
∞∑
ℓ=τ+κ∗
nℓ exp(−2nℓ(p− p∗)2)→ 0
as ε→ 0, where we have used Chernoff bound and the assumption that supi∈Z Ci−1Ci = 1+ρ <∞.
This completes the proof of the lemma. ✷
Lemma 49 limε→0
nℓε
Nr(p,ε) = κp, limε→0
εp√
p(1−p)/nℓε
= d
√
κp.
Proof. By the definition of sample sizes, it can be readily shown that limε→0
2(1−p∗)Cτ−ℓ ln 1ζδ
p∗ε2nℓ
= 1
for any ℓ ≥ 1 and it follows that
lim
ε→0
nℓε
Nr(p, ε) = limε→0
MB(p,
p
1+ε )
ln(ζδ)
× 2(1− p
∗)Cτ−ℓε
p∗ε2
ln
1
ζδ
= lim
ε→0
[
pε2
2(1− p) + o(ε
2)
]
× 2(1− p
∗)Cτ−ℓε
p∗ε2
=
p(1− p∗)Cτ−ℓε
p∗(1− p) =
p(1− p∗)Cjp
p∗(1− p) = κp,
lim
ε→0
εp√
p(1− p)/nℓε
= lim
ε→0
εp
√
2(1− p∗)Cτ−ℓε
p(1− p)p∗ε2 ln
1
ζδ
= d
√
p(1− p∗)Cτ−ℓε
p∗(1 − p)
= d
√
p(1− p∗)Cjp
p∗(1− p) = d
√
κp.
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✷Lemma 50 Let U and V be independent Gaussian random variables with zero means and unit
variances. Then, for p ∈ (p∗, 1) such that Cjp = r(p),
lim
ε→0
Pr{l = ℓε} = 1− lim
ε→0
Pr{l = ℓε + 1} = 1− Φ (νd) ,
lim
ε→0
[
Pr{|p̂ℓε − p| ≥ εp, l = ℓε}+ Pr{|p̂ℓε+1 − p| ≥ εp, l = ℓε + 1}
]
= Pr {U ≥ d}+ Pr{|U +√ρpV | ≥ (1 + ρp)d, U < νd} .
Lemma 50 can be shown by a similar method as that of Lemma 45.
L.14.1 Proof of Statement (I)
First, we shall show that Statement (I) holds for p ∈ (p∗, 1) such that Cjp = r(p). For this purpose,
we need to show that
1 ≤ lim sup
ε→0
n(ω)
Nr(p, ε) ≤ 1 + ρp for any ω ∈
{
lim
ε→0
p̂ = p
}
. (165)
To show lim supε→0
n(ω)
Nr(p,ε) ≥ 1, note that Cτ−ℓε+1 < r(p) = Cτ−ℓε < Cτ−ℓε−1 as a direct
consequence of the definitions of ℓε and jp. By the first three statements of Lemma 46, we
have limε→0 zℓ > p for all ℓ ≤ ℓε − 1. Noting that limε→0 p̂(ω) = p, we have p̂(ω) < zℓ
for all ℓ ≤ ℓε − 1 and it follows from the definition of the sampling scheme that nℓε ≤ n(ω)
if ε > 0 is small enough. By Lemma 49 and noting that κp = 1 if Cjp = r(p), we have
lim supε→0
n(ω)
Nr(p,ε) ≥ limε→0
nℓε
Nr(p,ε) = κp = 1.
To show lim supε→0
n(ω)
Nr(p,ε) ≤ 1 + ρp, note that ℓε + 1 ≤ τ as a result of p∗ < p < 1 and the
assumption that Cjp = r(p). By virtue of Lemma 46, we have limε→0 zℓε+1 < p, which implies
p̂(ω) > zℓε+1 and thus n(ω) ≤ nℓε+1 for small enough ε ∈ (0, 1). Therefore, lim supε→0 n(ω)Nr(p,ε) ≤
limε→0
nℓε+1
Nr(p,ε) = limε→0
nℓε+1
nℓε
× limε→0 nℓεNr(p,ε) = 1 + ρp. This establishes (165), which implies {1 ≤
lim supε→0
n
Nr(p,ε) ≤ 1+ρp} ⊇ {limε→0 p̂ = p}. Applying the strong law of large numbers, we have
1 ≥ Pr{1 ≤ lim supε→0 nNr(p,ε) ≤ 1+ ρp} ≥ Pr {limε→0 p̂ = p} = 1. This proves that Statement (I)
holds for p ∈ (p∗, 1) such that Cjp = r(p).
Next, we shall show that Statement (I) holds for p ∈ (p∗, 1) such that Cjp > r(p). Note that
Cτ−ℓε+1 < r(p) < Cτ−ℓε as a direct consequence of the definition of ℓε and the assumption that
Cjp > r(p). By the first three statements of Lemma 46, we have limε→0 zℓε−1 > p > limε→0 zℓε and
thus zℓ > p > zℓε for all ℓ ≤ ℓε − 1 provided that ε ∈ (0, 1) is sufficiently small. Therefore, for
any ω ∈ {limε→0 p̂ = p}, we have zℓ > p̂(ω) > zℓε for all ℓ ≤ ℓε − 1 and consequently, n(ω) = nℓε
provided that ε ∈ (0, 1) is sufficiently small. Applying Lemma 49, we have limε→0 n(ω)Nr(p,ε) =
limε→0
nℓε
Nr(p,ε) = κp, which implies that {limε→0 nNr(p,ε) = κp} ⊇ {limε→0 p̂ = p}. It follows from
the strong law of large numbers that 1 ≥ Pr{limε→0 nNr(p,ε) = κp} ≥ Pr{limε→0 p̂ = p} and thus
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Pr{limε→0 nNr(p,ε) = κp} = 1. Since 1 ≤ κp ≤ 1+ρp, we have that Pr{1 ≤ lim supε→0 nNr(p,ε) ≤ 1+ρp}
is of course true. This proves that Statement (I) holds for p ∈ (p∗, 1) such that Cjp > r(p). The
proof of Statement (I) is thus completed.
L.14.2 Proof of Statement (II)
In the sequel, we will consider the asymptotic value of E[n]Nr(p,ε) in three steps. First, we shall show
Statement (II) for p ∈ (p∗, 1) such that Cjp = r(p). Clearly, ℓε < τ . By the definition of the
sampling scheme, we have
E[n] =
ℓε−1∑
ℓ=1
nℓ Pr{l = ℓ}+
τ∑
ℓ=ℓε+2
nℓ Pr{l = ℓ}+
∞∑
ℓ=τ+1
nℓ Pr{l = ℓ}
+nℓε Pr{l = ℓε}+ nℓε+1 Pr{l = ℓε + 1}
≤
ℓε−1∑
ℓ=1
nℓ Pr{Dℓ = 1}+
τ−1∑
ℓ=ℓε+1
nℓ+1 Pr{Dℓ = 0}+
∞∑
ℓ=τ+1
nℓ Pr{l = ℓ}
+nℓε Pr{l = ℓε}+ nℓε+1 Pr{l = ℓε + 1}
and E[n] ≥ nℓε Pr{l = ℓε}+nℓε+1 Pr{l = ℓε + 1}. Making use of Lemmas 47, 48 and the assumption
that supℓ>0
nℓ+1
nℓ
<∞ for small enough ε > 0, we have
lim
ε→0
[
ℓε−1∑
ℓ=1
nℓ Pr{Dℓ = 1}+
τ−1∑
ℓ=ℓε+1
nℓ+1 Pr{Dℓ = 0}+
∞∑
ℓ=τ+1
nℓ Pr{l = ℓ}
]
≤ lim
ε→0
[
ℓε−1∑
ℓ=1
nℓ Pr{Dℓ = 1}+ sup
ℓ>0
nℓ+1
nℓ
τ−1∑
ℓ=ℓε+1
nℓ Pr{Dℓ = 0}+
∞∑
ℓ=τ+1
nℓ Pr{l = ℓ}
]
= 0.
Therefore,
lim sup
ε→0
E[n]
Nr(p, ε) ≤ limε→0
nℓε Pr{l = ℓε}+ nℓε+1 Pr{l = ℓε + 1}
Nr(p, ε)
and
lim inf
ε→0
E[n]
Nr(p, ε) ≥ limε→0
nℓε Pr{l = ℓε}+ nℓε+1 Pr{l = ℓε + 1}
Nr(p, ε) .
It follows that
lim
ε→0
E[n]
Nr(p, ε) = limε→0
nℓε Pr{l = ℓε}+ nℓε+1 Pr{l = ℓε + 1}
Nr(p, ε)
Using Lemma 50 and the result limε→0
nℓε
Nr(p,ε) = κp as asserted by Lemma 49, we have
lim
ε→0
nℓε Pr{l = ℓε}+ nℓε+1 Pr{l = ℓε + 1}
Nr(p, ε) = limε→0
nℓε [1− Φ(νd)] + nℓε+1Φ(νd)
Nr(p, ε)
= 1 + ρpΦ (νd) .
Second, we shall show Statement (II) for p ∈ (p∗, 1) such that Cjp > r(p). Note that
E[n] =
ℓε−1∑
ℓ=1
nℓ Pr{l = ℓ}+
τ∑
ℓ=ℓε+1
nℓ Pr{l = ℓ}+ nℓε Pr{l = ℓε}+
∞∑
ℓ=τ+1
nℓPr{l = ℓ}
≤
ℓε−1∑
ℓ=1
nℓ Pr{Dℓ = 1}+
τ−1∑
ℓ=ℓε
nℓ+1 Pr{Dℓ = 0} + nℓε +
∞∑
ℓ=τ+1
nℓ Pr{l = ℓ}
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and E[n] ≥ nℓε Pr{l = ℓε} ≥ nℓε
(
1−∑ℓε−1ℓ=1 Pr{Dℓ = 1} − Pr{Dℓε = 0}). Therefore, by Lemma 47,
lim sup
ε→0
E[n]
Nr(p, ε) ≤ limε→0
∑ℓε−1
ℓ=1 nℓ Pr{Dℓ = 1}+
∑τ−1
ℓ=ℓε
nℓ+1 Pr{Dℓ = 0}+ nℓε +
∑∞
ℓ=τ+1 nℓ Pr{l = ℓ}
Nr(p, ε)
= lim
ε→0
nℓε
Nr(p, ε) = κp,
lim inf
ε→0
E[n]
Nr(p, ε) ≥ limε→0
nℓε
(
1−∑ℓε−1ℓ=1 Pr{Dℓ = 1} − Pr{Dℓε = 0})
Nr(p, ε) = limε→0
nℓε
Nr(p, ε) = κp.
So, limε→0
E[n]
Nr(p,ε) = κp for p ∈ (p∗, 1) such that Cjp > r(p).
From the preceding analysis, we have obtained lim supε→0
E[n]
Nr(p,ε) for all p ∈ (p∗, 1). Hence,
statement (II) is established by making use of this result and the fact that
lim
ε→0
E[n]
Nf(p, ε) = limε→0
Nr(p, ε)
Nf(p, ε) × limε→0
E[n]
Nr(p, ε) =
2 ln 1ζδ
Z2ζδ
× lim
ε→0
E[n]
Nr(p, ε) .
L.14.3 Proof of Statement (III)
First, we shall consider p ∈ (p∗, 1) such that Cjp = r(p). In this case, it is evident that ℓε < τ . By
the definition of the sampling scheme, we have that Pr{l > ℓε + 1} ≤ Pr{Dℓε+1 = 0} and that
Pr{l = ℓ} ≤ Pr{Dℓ = 1} for ℓ < ℓε. As a result of Lemma 47, we have limε→0Pr{l > ℓε + 1} ≤
limε→0 Pr{Dℓε+1 = 0} = 0 and limε→0 Pr{l < ℓε} ≤ limε→0
∑ℓε−1
ℓ=1 Pr{Dℓ = 1} = 0. Since
lim sup
ε→0
Pr{|p̂− p| ≥ εp} ≤ lim
ε→0
[
Pr{|p̂ℓε − p| ≥ εp, l = ℓε}+ Pr{|p̂ℓε+1 − p| ≥ εp, l = ℓε + 1}
]
+ lim
ε→0
Pr{l < ℓε}+ lim
ε→0
Pr{l > ℓε + 1}
and
lim inf
ε→0
Pr{|p̂− p| ≥ εp} ≥ lim
ε→0
[
Pr{|p̂ℓε − p| ≥ εp, l = ℓε}+ Pr{|p̂ℓε+1 − p| ≥ εp, l = ℓε + 1}
]
,
we have
lim
ε→0
Pr{|p̂− p| ≥ εp} = lim
ε→0
[
Pr{|p̂ℓε − p| ≥ εp, l = ℓε}+ Pr{|p̂ℓε+1 − p| ≥ εp, l = ℓε + 1}
]
.
By Lemma 50, we have limε→0 Pr{|p̂− p| ≥ εp} = Pr {U ≥ d}+Pr
{|U +√ρpV | ≥ (1 + ρp)d, U < νd}
for p ∈ (p∗, 1) such that Cjp = r(p). As a consequence of Lemma 21, Statement (III) must be
true for p ∈ (p∗, 1) such that Cjp = r(p).
Next, we shall consider p ∈ (p∗, 1) such that Cjp > r(p). Applying Lemma 47, we have
lim
ε→0
Pr{l < ℓε} ≤ lim
ε→0
ℓε−1∑
ℓ=1
Pr{Dℓ = 1} ≤ lim
ε→0
ℓε−1∑
ℓ=1
nℓ Pr{Dℓ = 1} = 0,
lim
ε→0
Pr{l > ℓε} ≤ lim
ε→0
Pr{Dℓε = 0} ≤ lim
ε→0
nℓε Pr{Dℓε = 0} = 0
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and thus limε→0 Pr{l 6= ℓε} = 0. Note that Pr{|p̂ − p| ≥ εp} = Pr{|p̂ℓε − p| ≥ εp, l =
ℓε} + Pr{|p̂ − p| ≥ εp, l 6= ℓε} and, as a result of the central limit theorem, Uℓε = p̂ℓε−p√p(1−p)/nℓε
converges in distribution to a standard Gaussian variable U . Hence,
lim
ε→0
Pr{|p̂− p| ≥ εp} = lim
ε→0
Pr{|p̂ℓε − p| ≥ εp} = limε→0Pr
{
|Uℓε | ≥
εp√
p(1− p)/nℓε
}
= Pr{|U | ≥ d√κp}
and limε→0 Pr{|p̂ − p| < εp} = Pr{|U | < d√κp} = 2Φ(d√κp) − 1 > 2Φ(d) − 1 > 1 − 2ζδ for
p ∈ (p∗, 1). Here we have used the fact that Φ(z) > 1− e− z22 and Φ(d) = Φ(
√
2 ln 1ζδ ) > 1− ζδ. This
proves Statement (III).
L.15 Proof of Theorem 33
We need some preliminary results.
Lemma 51 MB(z, z − ε) is monotonically increasing with respect to z ∈ (ε, p + ε) provided that
0 < ε < 3594 and 0 < p <
1
2 − 1235ε.
Proof. Define g(ε, p) = εp(1−p) + ln
p(1−p−ε)
(p+ε)(1−p) for 0 < p < 1 and 0 < ε < 1− p. We shall first show
that g(ε, p) > 0 if 0 < ε < 3594 and 0 < p <
1
2 − 1235ε.
Let 13 < k < 1 and 0 < ε ≤ 12(1+k) . It can be shown by tedious computation that
∂g(ε, 12−kε)
∂ε =
16ε2[3k−1−4(1−k)k2ε2]
(1−4k2ε2)2[1−4(k−1)2ε2] , which implies that g
(
ε, 12 − kε
)
is monotonically increasing with respect to
ε ∈
(
0, 12k
√
2
1−k − 3
)
and is monotonically decreasing with respect to ε ∈
(
1
2k
√
2
1−k − 3, 12(1+k)
]
.
Since g
(
0, 12
)
= 0, we have that g
(
ε, 12 − kε
)
is positive for 0 < ε ≤ 12(1+k) if g
(
ε, 12 − kε
)
is
positive for ε = 12(1+k) . For ε =
1
2(1+k) with k =
12
35 , we have g
(
ε, 12 − kε
)
= 1 + 12k+1 − ln
(
2 + 1k
)
=
1 + 3559 − ln
(
2 + 3512
)
, which is positive because e× e 3559 > 2.718 ×∑4i=0 1i! (3559)i > 2 + 3512 . It follows
that g
(
ε, 12 − 1235ε
)
is positive for any ε ∈ (0, 3594). Since ∂g(ε,p)∂p = −ε2 [ 1(p+ε)p2 + 1(1−p−ε)(1−p)2 ] is
negative, we have that g(ε, p) is positive for 0 < ε < 3594 if 0 < p <
1
2 − 1235ε.
Finally, the lemma is established by verifying that ∂
2
MB(z,z−ε)
∂z2 = −ε2
[
1
z(z−ε)2 +
1
(1−z)(1−z+ε)2
]
<
0 for any z ∈ (ε, 1) and that ∂MB(z,z−ε)∂z
∣∣∣
z=p+ε
= g(ε, p).
✷
Lemma 52 MB(p− ε, p) < MB(p+ ε, p) < −2ε2 for 0 < ε < p < 12 < 1− ε.
Proof. The lemma follows from the facts that MB(p − ε, p) −MB(p + ε, p) = 0 for ε = 0 and
that
∂[MB(p − ε, p) −MB(p+ ε, p)]
∂ε
= ln
[
1 +
ε2
p2
2p− 1
(1− p)2 − ε2
]
,
where the right side is negative for 0 < ε < p < 12 < 1− ε. By Lemma 5, we have MB(p+ ε, p) <
−2ε2 for 0 < ε < p < 12 < 1− ε. This completes the proof of the lemma.
✷
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Lemma 53 MB(z,
z
1−ε) is monotonically decreasing from 0 to −∞ as z increases from 0 to 1−ε.
Proof. The lemma can be shown by verifying that
lim
z→0
MB
(
z,
z
1− ε
)
= 0, lim
z→1−ε
MB
(
z,
z
1− ε
)
= −∞, lim
z→0
∂
∂z
MB
(
z,
z
1− ε
)
= ln
1
1− ε −
ε
1− ε < 0
and ∂
2
∂z2 MB
(
z, z1−ε
)
= ε
2
(z−1)(1−ε−z)2 < 0 for any z ∈ (0, 1 − ε).
✷
Lemma 54 MB(z,
z
1+ε) > MB(z,
z
1−ε) for 0 < z < 1− ε < 1.
Proof. The lemma follows from the facts that MB(z,
z
1+ε)−MB(z, z1−ε) = 0 for ε = 0 and that
∂
∂ε
[
MB
(
z,
z
1 + ε
)
−MB
(
z,
z
1− ε
)]
=
2ε2z(2− z)
(1− ε2)[(1 − z)2 − ε2] > 0
for z ∈ (0, 1− ε).
✷
Lemma 55
{
MB (p̂s,L (p̂s)) ≤ ln(ζδ)ns , MB (p̂s,U (p̂s)) ≤
ln(ζδ)
ns
}
is a sure event.
Proof. For simplicity of notations, we denote p⋆ = εaεr . In order to show the lemma, it suffices
to show {
MB
(
p̂s,
p̂s
1− εr
)
>
ln(ζδ)
ns
, p̂s > p
⋆ − εa
}
= ∅, (166){
MB(p̂s, p̂s + εa) >
ln(ζδ)
ns
, p̂s ≤ p⋆ − εa
}
= ∅, (167){
MB
(
p̂s,
p̂s
1 + εr
)
>
ln(ζδ)
ns
, p̂s > p
⋆ + εa
}
= ∅, (168){
MB(p̂s, p̂s − εa) >
ln(ζδ)
ns
, p̂s ≤ p⋆ + εa
}
= ∅. (169)
By the definition of ns, we have ns ≥
⌈
ln(ζδ)
MB(p⋆+εa,p⋆)
⌉
≥ ln(ζδ)
MB(p⋆+εa,p⋆)
. By the assumption on εa
and εr, we have 0 < εa < p
⋆ < 12 < 1 − εa. Hence, by Lemma 52, we have MB (p⋆ − εa, p⋆) <
MB (p
⋆ + εa, p
⋆) < 0 and it follows that
ln(ζδ)
ns
≥ MB (p⋆ + εa, p⋆) > MB (p⋆ − εa, p⋆) . (170)
By (170),{
MB
(
p̂s,
p̂s
1− εr
)
>
ln(ζδ)
ns
, p̂s > p
⋆ − εa
}
⊆
{
MB
(
p̂s,
p̂s
1− εr
)
> MB (p
⋆ − εa, p⋆) , p̂s > p⋆ − εa
}
.
(171)
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Noting that MB (p
⋆ − εa, p⋆) = MB
(
p⋆ − εa, p
⋆−εa
1−εr
)
and making use of the fact that MB(z,
z
1−ε)
is monotonically decreasing with respect to z ∈ (0, 1 − ε) as asserted by Lemma 53, we have{
MB
(
p̂s,
p̂s
1− εr
)
> MB (p
⋆ − εa, p⋆)
}
= {p̂s < p⋆ − εa}. (172)
Combining (171) and (172) yields (166). By (170),{
MB(p̂s, p̂s + εa) >
ln(ζδ)
ns
, p̂s ≤ p⋆ − εa
}
⊆ {MB(p̂s, p̂s + εa) > MB (p⋆ − εa, p⋆) , p̂s ≤ p⋆ − εa} .
(173)
By the assumption on εa and εr, we have p
⋆−εa < 12 −εa. Recalling the fact that MB(z, z+ε) is
monotonically increasing with respect to z ∈ (0, 12−ε) as asserted by Lemma 16, we have that the
event in the right-hand side of (173) is an impossible event and consequently, (167) is established.
By (170),{
MB
(
p̂s,
p̂s
1 + εr
)
>
ln(ζδ)
ns
, p̂s > p
⋆ + εa
}
=
{
MB
(
p̂s,
p̂s
1 + εr
)
> MB (p
⋆ + εa, p
⋆) , p̂s > p
⋆ + εa
}
.
(174)
Noting that MB (p
⋆ + εa, p
⋆) = MB
(
p⋆ + εa,
p⋆+εa
1+εr
)
and making use of the fact that MB(z,
z
1+ε)
is monotonically decreasing with respect to z ∈ (0, 1) as asserted by Lemma 40, we have{
MB
(
p̂s,
p̂s
1 + εr
)
> MB (p
⋆ + εa, p
⋆)
}
= {p̂s < p⋆ + εa}. (175)
Combining (174) and (175) yields (168). By (170),{
MB(p̂s, p̂s − εa) >
ln(ζδ)
ns
, p̂s ≤ p⋆ + εa
}
⊆ {MB(p̂s, p̂s − εa) > MB (p⋆ + εa, p⋆) , p̂s ≤ p⋆ + εa} .
(176)
By the assumption on εa and εr, we have that MB(z, z − ε) is monotonically increasing with
respect to z ∈ (εa, p⋆ + εa) as a result of Lemma 51. Hence, the event in the right-hand side of
(176) is an impossible event and consequently, (169) is established. This completes the proof of
the lemma.
✷
Now we are in a position to prove Theorem 33. If the multistage sampling scheme follows a
stopping rule derived from Chernoff bounds, then {Ds = 1} is a sure event as a result of Lemma
55. Recall that exp(MB(z, p)) is equal to F(z, p) and G(z, p) respectively for the cases of z ≤ p
and z ≥ p. Moreover, p̂ℓ is a ULE of p for ℓ = 1, · · · , s. So, the sampling scheme satisfies all the
requirements described in Corollary 1, from which Theorem 33 immediately follows.
If the multistage sampling scheme follows a stopping rule derived from CDF & CCDF, then,
by Lemmas 4, we have
1 ≥ Pr{Gp̂s(p̂s,L (p̂s)) ≤ ζδs} = Pr {1− SB(Ks − 1, ns,L (p̂s)) ≤ ζδ}
≥ Pr {nsMB (p̂s,L (p̂s)) ≤ ln(ζδ)} = 1,
1 ≥ Pr{Fp̂s(p̂s,U (p̂s)) ≤ ζδs} = Pr {SB(Ks, ns,U (p̂s)) ≤ ζδ}
≥ Pr {nsMB (p̂s,U (p̂s)) ≤ ln(ζδ)} = 1
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and thus Pr{Fp̂s(p̂s,U (p̂s)) ≤ ζδs, Gp̂s(p̂s,L (p̂s)) ≤ ζδs} = 1, which implies that {Ds = 1} is
a sure event. So, the sampling scheme satisfies all the requirements described in Theorem 2, from
which Theorem 33 immediately follows.
L.16 Proof of Theorem 34
We need some preliminary results.
Lemma 56
{
MB(p̂ℓ, p̂ℓ − εa) > ln(ζδ)nℓ , p̂ℓ ≤ p⋆ + εa
}
= {z−a < p̂ℓ ≤ p⋆ + εa}.
Proof. By the definition of sample sizes, we have ns =
⌈
ln(ζδ)
MB(p⋆+εa,p⋆)
⌉
and thus nℓ ≤ ns − 1 <
ln(ζδ)
MB(p⋆+εa,p⋆)
= ln(ζδ)
MB(z⋆,z⋆−εa) where z
⋆ = p⋆ + εa. Since MB(z
⋆, z⋆ − εa) is negative, we have
MB(z
⋆, z⋆− εa) > ln(ζδ)nℓ . Noting that limz→εa MB(z, z− εa) = −∞ <
ln(ζδ)
nℓ
and that MB(z, z − εa) is
monotonically increasing with respect to z ∈ (εa, z⋆) as asserted by Lemma 51, we can conclude
from the intermediate value theorem that there exists a unique number z−a ∈ (εa, p⋆ + εa) such
that MB(z−a , z−a + εa) =
ln(ζδ)
nℓ
. Finally, by virtue of the monotonicity of MB(z, z− εa) with respect
to z ∈ (εa, z⋆), the lemma is established. ✷
Lemma 57
{
MB
(
p̂ℓ,
p̂ℓ
1+εr
)
> ln(ζδ)nℓ , p̂ℓ > p
⋆ + εa
}
= {p⋆ + εa < p̂ℓ < z+r }.
Proof. Note that MB(z⋆, z
⋆
1+εr
) = MB(z
⋆, z⋆ − εa) > ln(ζδ)nℓ . By the definition of sample sizes, we
have n1 =
⌈
ln(ζδ)
ln(1/(1+εr))
⌉
and thus nℓ ≥ n1 ≥ ln(ζδ)ln(1/(1+εr)) =
ln(ζδ)
MB(1,1/(1+εr))
= ln(ζδ)limz→1 MB(z,z/(1+εr)) , which
implies limz→1 MB(z, z1+εr ) ≤
ln(ζδ)
nℓ
. Noting that MB(z,
z
1+εr
) is monotonically decreasing with
respect to z ∈ (z⋆, 1), we can conclude from the intermediate value theorem that there exists a
unique number z+r ∈ (z⋆, 1] such that MB(z+r , z
+
r
1+εr
) = ln(ζδ)nℓ . Finally, by virtue of the monotonicity
of MB(z,
z
1+εr
) with respect to z ∈ (z⋆, 1], the lemma is established.
✷
Lemma 58 For ℓ = 1, · · · , s− 1,
{
MB(p̂ℓ, p̂ℓ + εa) >
ln(ζδ)
nℓ
, p̂ℓ ≤ p⋆ − εa
}
=

{0 ≤ p̂ℓ ≤ p⋆ − εa} for nℓ < ln(ζδ)ln(1−εa) ,
{z+a < p̂ℓ ≤ p⋆ − εa} for ln(ζδ)ln(1−εa) ≤ nℓ <
ln(ζδ)
MB(p⋆−εa,p⋆) ,
∅ for nℓ ≥ ln(ζδ)MB(p⋆−εa,p⋆) .
Proof. In the case of nℓ <
ln(ζδ)
ln(1−εa) , it is obvious that ln(1−εa) >
ln(ζδ)
nℓ
. Since limz→0 MB(z, z+εa) =
ln(1−εa) < 0, we have limz→0 MB(z, z+εa) > ln(ζδ)nℓ . Observing that MB(z, z+εa) is monotonically
increasing with respect to z ∈ (0, p⋆ − εa), we have MB(z, z + εa) > ln(ζδ)nℓ for any z ∈ [0, p⋆ − εa].
It follows that
{
MB(p̂ℓ, p̂ℓ + εa) >
ln(ζδ)
nℓ
, p̂ℓ ≤ p⋆ − εa
}
= {0 ≤ p̂ℓ ≤ p⋆ − εa} .
In the case of ln(ζδ)ln(1−εa) ≤ nℓ <
ln(ζδ)
MB(p⋆−εa,p⋆) , we have nℓ <
ln(ζδ)
MB(p⋆−εa,p⋆) =
ln(ζδ)
MB(z∗,z∗+εa)
where
z∗ = p⋆ − εa. Observing that MB(z∗, z∗ + εa) is negative, we have MB(z∗, z∗ + εa) > ln(ζδ)nℓ . On
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the other hand, limz→0 MB(z, z + εa) ≤ ln(ζδ)nℓ as a consequence of nℓ ≥
ln(ζδ)
ln(1−εa) =
ln(ζδ)
limz→0 MB(z,z+εa)
.
Since MB(z, z + εa) is monotonically increasing with respect to z ∈ (0, z∗) ⊂ (0, 12 − εa), we can
conclude from the intermediate value theorem that there exists a unique number z+a ∈ [0, p⋆− εa)
such that MB(z+a , z
+
a + εa) =
ln(ζδ)
nℓ
. By virtue of the monotonicity of MB(z, z + εa) with respect
to z ∈ (0, z∗), we have
{
MB(p̂ℓ, p̂ℓ + εa) >
ln(ζδ)
nℓ
, p̂ℓ ≤ p⋆ − εa
}
= {z+a < p̂ℓ ≤ p⋆ − εa} .
In the case of nℓ ≥ ln(ζδ)MB(p⋆−εa,p⋆) , we have nℓ ≥
ln(ζδ)
MB(p⋆−εa,p⋆) =
ln(ζδ)
MB(z∗,z∗+εa)
. Due to the fact that
MB(z
∗, z∗+ εa) is negative, we have MB(z∗, z∗+ εa) ≤ ln(ζδ)nℓ . Since MB(z, z+ εa) is monotonically
increasing with respect to z ∈ (0, z∗) ⊂ (0, 12 − εa), we have that MB(z, z + εa) ≤ ln(ζδ)nℓ for any
z ∈ [0, z∗]. This implies that
{
MB(p̂ℓ, p̂ℓ + εa) >
ln(ζδ)
nℓ
, p̂ℓ ≤ p⋆ − εa
}
= ∅. This completes the proof
of the lemma.
✷
Lemma 59 For ℓ = 1, · · · , s− 1,
{
MB
(
p̂ℓ,
p̂ℓ
1− εr
)
>
ln(ζδ)
nℓ
, p̂ℓ > p
⋆ − εa
}
=
{p⋆ − εa < p̂ℓ < z−r } for nℓ <
ln(ζδ)
MB(p⋆−εa,p⋆) ,
∅ for nℓ ≥ ln(ζδ)MB(p⋆−εa,p⋆) .
Proof. In the case of nℓ <
ln(ζδ)
MB(p⋆−εa,p⋆) , we have MB(z
∗, z
∗
1−εr ) = MB(z
∗, z∗+εa) = MB(p⋆−εa, p⋆) >
ln(ζδ)
nℓ
. Noting that limz→1−εr MB(z,
z
1−εr ) = −∞ <
ln(ζδ)
nℓ
and that MB(z,
z
1−εr ) is monotonically
decreasing with respect to z ∈ (z∗, 1− εr), we can conclude from the intermediate value theorem
that there exists a unique number z−r ∈ (z∗, 1 − εr) such that MB(z−r , z
−
r
1−εr ) =
ln(ζδ)
nℓ
. By virtue
of the monotonicity of MB(z,
z
1−εr ) with respect to z ∈ (z∗, 1 − εr), we have {MB(p̂ℓ,
p̂ℓ
1−εr ) >
ln(ζδ)
nℓ
, p̂ℓ > p
⋆ − εa} = {p⋆ − εa < p̂ℓ < z−r }.
In the case of nℓ ≥ ln(ζδ)MB(p⋆−εa,p⋆) , we have MB(z∗, z
∗
1−εr ) ≤
ln(ζδ)
nℓ
. Noting that MB(z,
z
1−εr ) is
monotonically decreasing with respect to z ∈ (z∗, 1−εr), we can conclude that MB(z, z1−εr ) ≤ ln(ζδ)nℓ
for any z ∈ [z∗, 1 − εr). This implies that {MB(p̂ℓ, p̂ℓ1−εr ) > ln(ζδ)nℓ , p̂ℓ > p⋆ − εa} = ∅. The proof of
the lemma is thus completed.
✷
We are now in position to prove Theorem 34. Clearly, it follows directly from the definition
of Dℓ that {Dℓ = 0} = {MB(p̂ℓ,L (p̂ℓ)) > ln(ζδ)nℓ } ∪ {MB(p̂ℓ,U (p̂ℓ)) >
ln(ζδ)
nℓ
}. It remains to show
statements (I) and (II).
With regard to statement (I), invoking the definition of L (p̂ℓ), we have{
MB(p̂ℓ,L (p̂ℓ)) >
ln(ζδ)
nℓ
}
=
{
MB(p̂ℓ, p̂ℓ − εa) >
ln(ζδ)
nℓ
, p̂ℓ ≤ p⋆ + εa
}
⋃{
MB
(
p̂ℓ,
p̂ℓ
1 + εr
)
>
ln(ζδ)
nℓ
, p̂ℓ > p
⋆ + εa
}
= {z−a < p̂ℓ ≤ p⋆ + εa} ∪ {p⋆ + εa < p̂ℓ < z+r }
= {z−a < p̂ℓ < z+r } = {nℓ z−a < Kℓ < nℓ z+r }
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where the second equality is due to Lemma 56 and Lemma 57. This establishes statement (I).
The proof of statement (II) can be completed by applying Lemma 58, Lemma 59 and observing
that {
MB(p̂ℓ,U (p̂ℓ)) >
ln(ζδ)
nℓ
}
=
{
MB(p̂ℓ, p̂ℓ + εa) >
ln(ζδ)
nℓ
, p̂ℓ ≤ p⋆ − εa
}
⋃{
MB
(
p̂ℓ,
p̂ℓ
1− εr
)
>
ln(ζδ)
nℓ
, p̂ℓ > p
⋆ − εa
}
.
This completes the proof of Theorem 34.
L.17 Proof of Theorem 35
We need some preliminary results, especially some properties of function M (z, µ).
Lemma 60 M (z, z+ ε) is monotonically increasing with respect to z ∈ (0, 12 − 2ε3 ), and is mono-
tonically decreasing with respect to z ∈ (12 − 2ε3 , 1 − ε). Similarly, M (z, z − ε) is monotoni-
cally increasing with respect to z ∈ (ε, 12 + 2ε3 ), and is monotonically decreasing with respect to
z ∈ (12 + 2ε3 , 1).
Proof. The lemma can be established by checking the partial derivatives
∂M (z, z + ε)
∂z
=
ε2[(
z + 2ε3
) (
1− z − 2ε3
)]2 (12 − 2ε3 − z
)
,
∂M (z, z − ε)
∂z
=
ε2[(
z − 2ε3
) (
1− z + 2ε3
)]2 (12 + 2ε3 − z
)
.
✷
Lemma 61 Let 0 < ε < 12 . Then, M (z, z − ε) ≤ M (z, z + ε) ≤ −2ε2 for z ∈
[
0, 12
]
, and
M (z, z + ε) < M (z, z − ε) ≤ −2ε2 for z ∈ (12 , 1].
Proof. By the definition of the function M (., .), we have that M (z, µ) = −∞ for z ∈ [0, 1] and
µ /∈ (0, 1). Hence, the lemma is trivially true for 0 ≤ z ≤ ε or 1 − ε ≤ z ≤ 1. It remains to show
the lemma for z ∈ (ε, 1 − ε). This can be accomplished by noting that
M (z, z + ε)−M (z, z − ε) = 2ε
3(1− 2z)
3
(
z + 2ε3
) (
1− z − 2ε3
) (
z − 2ε3
) (
1− z + 2ε3
) .
where the right-hand side is seen to be positive for z ∈ (ε, 12) and negative for z ∈ (12 , 1− ε). By
Lemma 60, the maximums of M (z, z+ ε) and M (z, z− ε) are shown to be −2ε2. This completes
the proof of the lemma.
✷
Lemma 62 M (z, z1−ε) < M (z,
z
1+ε) < 0 for 0 < z < 1− ε < 1.
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Proof. It can be verified that
M
(
z,
z
1 + ε
)
−M
(
z,
z
1− ε
)
=
2ε3z(2− z)
3
(
1 + ε3
) [
1− z + ε (1− z3)] (1− ε3) [1− z − ε (1− z3)] ,
from which it can be seen that M (z, z1−ε ) < M (z,
z
1+ε ) < 0 for z ∈ (0, 1 − ε).
✷
Lemma 63 M (µ− ε, µ) < M (µ+ ε, µ) ≤ −2ε2 for 0 < ε < µ < 12 < 1− ε.
Proof. The lemma follows from Lemma 61 and the fact that
M (µ− ε, µ)−M (µ+ ε, µ) = ε
3(2µ− 1)
3
(
µ− ε3
) (
1− µ+ ε3
) (
µ+ ε3
) (
1− µ− ε3
) ,
where the right-hand side is negative for 0 < ε < µ < 12 < 1− ε.
✷
Lemma 64 M (z, z1+ε ) is monotonically decreasing with respect to z ∈ (0, 1). Similarly, M (z, z1−ε )
is monotonically decreasing with respect to z ∈ (0, 1− ε).
Proof. The lemma can be shown by verifying that
∂
∂z
M
(
z,
z
1 + ε
)
= − ε
2
2
(
1 + ε3
) × 1 + ε[
(1 + ε)(1− z) + 2εz3
]2 < 0
for z ∈ (0, 1) and that
∂
∂z
M
(
z,
z
1− ε
)
= − ε
2
2
(
1− ε3
) × 1− ε[
(1− ε)(1− z)− 2εz3
]2 < 0
for z ∈ (0, 1− ε).
✷
Lemma 65 For any fixed z ∈ (0, 1), M (z, µ) is monotonically increasing with respect to µ ∈
(0, z), and is monotonically decreasing with respect to µ ∈ (z, 1). Similarly, for any fixed µ ∈ (0, 1),
M (z, µ) is monotonically increasing with respect to z ∈ (0, µ), and is monotonically decreasing
with respect to z ∈ (µ, 1).
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Proof. The lemma can be shown by checking the following partial derivatives:
∂M (z, µ)
∂µ
=
(z − µ) [µ(1− z) + z(1 − µ) + z(1− z)]
3
[(
2µ
3 +
z
3
)(
1− 2µ3 − z3
)]2 ,
∂M (z, µ)
∂z
=
(µ− z)
[
µ(1− 2µ3 − z3 ) + z−µ6
]
[(
2µ
3 +
z
3
)(
1− 2µ3 − z3
)]2 = (µ− z)
[
(1− µ)(2µ3 + z3 ) + µ−z6
]
[(
2µ
3 +
z
3
)(
1− 2µ3 − z3
)]2 .
✷
Lemma 66 {Dℓ = 1} ⊆ {MB(p̂ℓ,U (p̂ℓ)) ≤ ln(ζδ)nℓ , MB(p̂ℓ,L (p̂ℓ)) ≤
ln(ζδ)
nℓ
} for ℓ = 1, · · · , s.
Proof. By the definition of ns, we can show that ns ≤ ln
1
ζδ
2ε2a
, which implies that 14 +
nℓε
2
a
2 ln(ζδ) ≥ 0
for ℓ = 1, · · · , s. It can be shown by tedious computation that{
M (p̂ℓ, p̂ℓ + εa) >
ln(ζδ)
nℓ
}
=
{
1
2
− 2
3
εa −
√
1
4
+
nℓε2a
2 ln(ζδ)
< p̂ℓ <
1
2
− 2
3
εa +
√
1
4
+
nℓε2a
2 ln(ζδ)
}
, (177)
{
M (p̂ℓ, p̂ℓ − εa) >
ln(ζδ)
nℓ
}
=
{
1
2
+
2
3
εa −
√
1
4
+
nℓε2a
2 ln(ζδ)
< p̂ℓ <
1
2
+
2
3
εa +
√
1
4
+
nℓε2a
2 ln(ζδ)
}
, (178){
M
(
p̂ℓ,
p̂ℓ
1 + εr
)
>
ln(ζδ)
nℓ
}
=
{
p̂ℓ <
6(1 + εr)(3 + εr) ln(ζδ)
2(3 + εr)2 ln(ζδ)− 9nℓε2r
}
, (179){
M
(
p̂ℓ,
p̂ℓ
1− εr
)
>
ln(ζδ)
nℓ
}
=
{
p̂ℓ <
6(1− εr)(3− εr) ln(ζδ)
2(3− εr)2 ln(ζδ)− 9nℓε2r
}
(180)
for ℓ = 1, · · · , s. By (180), we have{
M
(
p̂ℓ,
p̂ℓ
1− εr
)
>
ln(ζδ)
nℓ
, p̂ℓ >
εa
εr
− εa
}
=
{
εa
εr
− εa < p̂ℓ <
6(1− εr)(3 − εr) ln(ζδ)
2(3− εr)2 ln(ζδ)− 9nℓε2r
}
. (181)
By the assumption that 0 < εa <
3
8 and
6εa
3−2εa < εr < 1, we have
εa
εr
− εa < 12 − 4εa3 . Hence, by
virtue of (177), we have{
M (p̂ℓ, p̂ℓ + εa) >
ln(ζδ)
nℓ
, p̂ℓ ≤
εa
εr
− εa
}
=
{
1
2
− 2
3
εa −
√
1
4
+
nℓε2a
2 ln(ζδ)
< p̂ℓ ≤
εa
εr
− εa
}
. (182)
Therefore, making use of (181) and (182), we have{
M (p̂ℓ,U (p̂ℓ)) >
ln(ζδ)
nℓ
}
=
{
M
(
p̂ℓ,
p̂ℓ
1− εr
)
>
ln(ζδ)
nℓ
, p̂ℓ >
εa
εr
− εa
}
(183)
∪
{
M (p̂ℓ, p̂ℓ + εa) >
ln(ζδ)
nℓ
, p̂ℓ ≤
εa
εr
− εa
}
=
{
1
2
− 2
3
εa −
√
1
4
+
nℓε2a
2 ln(ζδ)
< p̂ℓ <
6(1− εr)(3− εr) ln(ζδ)
2(3− εr)2 ln(ζδ)− 9nℓε2r
}
. (184)
By (179), we have{
M
(
p̂ℓ,
p̂ℓ
1 + εr
)
>
ln(ζδ)
nℓ
, p̂ℓ >
εa
εr
+ εa
}
=
{
εa
εr
+ εa < p̂ℓ <
6(1 + εr)(3 + εr) ln(ζδ)
2(3 + εr)2 ln(ζδ)− 9nℓε2r
}
. (185)
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By the assumption that 0 < εa <
3
8 and
6εa
3−2εa < εr < 1, we have
εa
εr
+ εa <
1
2 +
2εa
3 . Hence, by
virtue of (178), we have{
M (p̂ℓ, p̂ℓ − εa) >
ln(ζδ)
nℓ
, p̂ℓ ≤
εa
εr
+ εa
}
=
{
1
2
+
2
3
εa −
√
1
4
+
nℓε2a
2 ln(ζδ)
< p̂ℓ ≤
εa
εr
+ εa
}
. (186)
Therefore, making use of (185) and (186), we have{
M (p̂ℓ,L (p̂ℓ)) >
ln(ζδ)
nℓ
}
=
{
M
(
p̂ℓ,
p̂ℓ
1 + εr
)
>
ln(ζδ)
nℓ
, p̂ℓ >
εa
εr
+ εa
}
(187)
∪
{
M (p̂ℓ, p̂ℓ − εa) >
ln(ζδ)
nℓ
, p̂ℓ ≤
εa
εr
+ εa
}
=
{
1
2
+
2
3
εa −
√
1
4
+
nℓε2a
2 ln(ζδ)
< p̂ℓ <
6(1 + εr)(3 + εr) ln(ζδ)
2(3 + εr)2 ln(ζδ) − 9nℓε2r
}
. (188)
It follows from (184) and (188) that
{Dℓ = 0} =
{
M (p̂ℓ,U (p̂ℓ)) >
ln(ζδ)
nℓ
}
∪
{
M (p̂ℓ,L (p̂ℓ)) >
ln(ζδ)
nℓ
}
, (189)
which implies that {Dℓ = 1} = {M (p̂ℓ,U (p̂ℓ)) ≤ ln(ζδ)nℓ , M (p̂ℓ,L (p̂ℓ)) ≤
ln(ζδ)
nℓ
} for ℓ = 1, · · · , s.
So,
{Dℓ = 1} =
{
M (p̂ℓ,U (p̂ℓ)) ≤
ln(ζδ)
nℓ
, M (p̂ℓ,L (p̂ℓ)) ≤
ln(ζδ)
nℓ
}
⊆
{
MB(p̂ℓ,U (p̂ℓ)) ≤
ln(ζδ)
nℓ
, MB(p̂ℓ,L (p̂ℓ)) ≤
ln(ζδ)
nℓ
}
for ℓ = 1, · · · , s. This completes the proof of the lemma.
✷
Lemma 67 Ds = 1.
Proof. For simplicity of notations, we denote p⋆ = εaεr . In view of (183), (187) and (189), we
have that, in order to show Ds = 1, it suffices to show{
M
(
p̂s,
p̂s
1− εr
)
>
ln(ζδ)
ns
, p̂s > p
⋆ − εa
}
= ∅, (190){
M (p̂s, p̂s + εa) >
ln(ζδ)
ns
, p̂s ≤ p⋆ − εa
}
= ∅, (191){
M
(
p̂s,
p̂s
1 + εr
)
>
ln(ζδ)
ns
, p̂s > p
⋆ + εa
}
= ∅, (192){
M (p̂s, p̂s − εa) >
ln(ζδ)
ns
, p̂s ≤ p⋆ + εa
}
= ∅. (193)
By the definition of ns, we have ns ≥
⌈
ln(ζδ)
M (p⋆+εa,p⋆)
⌉
≥ ln(ζδ)
M (p⋆+εa,p⋆)
. By the assumption on εa
and εr, we have 0 < εa < p
⋆ < 12 < 1 − εa. Hence, by Lemma 63, we have M (p⋆ − εa, p⋆) <
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M (p⋆ + εa, p
⋆) < 0 and it follows that
ln(ζδ)
ns
≥ M (p⋆ + εa, p⋆) > M (p⋆ − εa, p⋆) . (194)
By (194),{
M
(
p̂s,
p̂s
1− εr
)
>
ln(ζδ)
ns
, p̂s > p
⋆ − εa
}
⊆
{
M
(
p̂s,
p̂s
1− εr
)
> M (p⋆ − εa, p⋆) , p̂s > p⋆ − εa
}
.
(195)
Noting that M (p⋆ − εa, p⋆) = M
(
p⋆ − εa, p
⋆−εa
1−εr
)
and making use of the fact that M (z, z1−ε) is
monotonically decreasing with respect to z ∈ (0, 1 − ε) as asserted by Lemma 64, we have{
M
(
p̂s,
p̂s
1− εr
)
> M (p⋆ − εa, p⋆)
}
= {p̂s < p⋆ − εa}. (196)
Combining (195) and (196) yields (190). By (194),{
M (p̂s, p̂s + εa) >
ln(ζδ)
ns
, p̂s ≤ p⋆ − εa
}
⊆ {M (p̂s, p̂s + εa) > M (p⋆ − εa, p⋆) , p̂s ≤ p⋆ − εa} . (197)
By the assumption on εa and εr, we have p
⋆ − εa < 12 − 2εa3 . Recalling the fact that M (z, z + ε)
is monotonically increasing with respect to z ∈ (0, 12 − 2ε3 ) as asserted by Lemma 60, we have
that the event in the right-hand side of (197) is an impossible event and consequently, (191) is
established. By (194),{
M
(
p̂s,
p̂s
1 + εr
)
>
ln(ζδ)
ns
, p̂s > p
⋆ + εa
}
=
{
M
(
p̂s,
p̂s
1 + εr
)
> M (p⋆ + εa, p
⋆) , p̂s > p
⋆ + εa
}
.
(198)
Noting that M (p⋆ + εa, p
⋆) = M
(
p⋆ + εa,
p⋆+εa
1+εr
)
and making use of the fact that M (z, z1+ε) is
monotonically decreasing with respect to z ∈ (0, 1) as asserted by Lemma 64, we have{
M
(
p̂s,
p̂s
1 + εr
)
> M (p⋆ + εa, p
⋆)
}
= {p̂s < p⋆ + εa}. (199)
Combining (198) and (199) yields (192). By (194),{
M (p̂s, p̂s − εa) >
ln(ζδ)
ns
, p̂s ≤ p⋆ + εa
}
⊆ {M (p̂s, p̂s − εa) > M (p⋆ + εa, p⋆) , p̂s ≤ p⋆ + εa} . (200)
By the assumption on εa and εr, we have p
⋆ + εa <
1
2 +
2εa
3 . Recalling the fact that M (z, z − ε)
is monotonically increasing with respect to z ∈ (0, 12 + 2ε3 ) as asserted by Lemma 60, we have
that the event in the right-hand side of (200) is an impossible event and consequently, (193) is
established. This completes the proof of the lemma.
✷
Now we are in a position to prove Theorem 35. Recall that exp(MB(z, p)) is equal to F(z, p)
and G(z, p) respectively for the cases of z ≤ p and z ≥ p. Moreover, p̂ℓ is a ULE of p for
ℓ = 1, · · · , s. Furthermore, {Ds = 1} is a sure event as a result of Lemma 67. So, the sampling
scheme satisfies all the requirements described in Corollary 1, from which Theorem 35 immediately
follows.
198
L.18 Proof of Theorem 36
We need some preliminary results.
Lemma 68 If εa is sufficiently small, then the following statements hold true.
(I): For 1 ≤ ℓ < s, there exists a unique number zℓ ∈ [0, p⋆ − εa) such that nℓ = ln(ζδ)MB(zℓ, zℓ+εa)
for nℓ ≥ ln(ζδ)ln(1−εa) .
(II): For 1 ≤ ℓ < s, there exists a unique number yℓ ∈ (p⋆ + εa, 1] such that nℓ = ln(ζδ)
MB(yℓ,
yℓ
1+εr
)
.
(III): zℓ is monotonically increasing with respect to ℓ; yℓ is monotonically decreasing with
respect to ℓ.
(IV): limεa→0 zℓ =
1−
√
1−4p⋆(1−p⋆)Cs−ℓ
2 and limεa→0 yℓ =
1
1+
(
1
p⋆
−1
)
Cs−ℓ
, where the limits are
taken under the constraint that εaεr and s− ℓ are fixed with respect to εa.
(V): Let ℓε = s− jp. For p ∈ (p⋆, 1) such that Cjp = r(p),
lim
εr→0
zℓε − p
εrp
= 1− 1
3
p− p⋆
1− p⋆ .
For p ∈ (0, p⋆) such that Cjp = r(p),
lim
εa→0
zℓε − p
εa
=
p(1− p)(1 − 2p⋆)
3p⋆(1− p⋆)(1− 2p) −
2
3
.
(VI):
{Dℓ = 0} =
{zℓ < p̂ℓ < yℓ} for nℓ ≥
ln(ζδ)
ln(1−εa) ;
{0 < p̂ℓ < yℓ} for nℓ < ln(ζδ)ln(1−εa) .
Proof of Statement (I): By the definition of sample sizes, we have ln(ζδ)nℓ ≥ MB(0, εa) and
nℓ <
(1 +C1)ns
2
<
(1 + C1)
2
[
ln(ζδ)
MB(p⋆ + εa, p⋆)
+ 1
]
(201)
for sufficiently small εa > 0. As a consequence of (201), we have
ln(ζδ)
nℓ
< MB(p
⋆+εa, p
⋆)
(
2
1 + C1
− 1
nℓ
)
=
MB(p
⋆ + εa, p
⋆)
MB(p⋆ − εa, p⋆)
(
2
1 + C1
)
MB(p
⋆−εa, p⋆)−MB(p
⋆ + εa, p
⋆)
nℓ
provided that εa > 0 is sufficiently small. Noting that
lim
εa→0
MB(p
⋆ + εa, p
⋆)
MB(p⋆ − εa, p⋆) = 1, limεa→0
MB(p
⋆ + εa, p
⋆)
nℓ
= 0,
we have that ln(ζδ)nℓ < MB(p
⋆−εa, p⋆) for small enough εa > 0. In view of the established fact that
MB(0, εa) ≤ ln(ζδ)nℓ < MB (p⋆ − εa, p⋆) and the fact that MB(z, z+εa) is monotonically increasing
with respect to z ∈ (0, p⋆−εa) as asserted by Lemma 16, invoking the intermediate value theorem,
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we have that there exists a unique number zℓ ∈ [0, p⋆ − εa) such that MB(zℓ, zℓ + εa) = ln(ζδ)nℓ ,
which implies Statement (I).
Proof of Statement (II): By the definition of sample sizes, we have
ln(ζδ)
MB(1,
1
1+εr
)
≤ n1 ≤ nℓ < (1 + C1)ns
2
<
(1 + C1)
2
[
ln(ζδ)
MB(p⋆ + εa, p⋆)
+ 1
]
(202)
and consequently, ln(ζδ)nℓ ≥ MB(1, 11+εr ),
ln(ζδ)
nℓ
< MB(p
⋆ + εa, p
⋆)
(
2
1 + C1
− 1
nℓ
)
=
(
2
1 + C1
)
MB
(
p⋆ + εa,
p⋆ + εa
1 + εr
)
− MB(p
⋆ + εa, p
⋆)
nℓ
for sufficiently small εa > 0. Noting that limεa→0
MB(p
⋆+εa, p
⋆)
nℓ
= 0, we have ln(ζδ)nℓ < MB(p
⋆ +
εa,
p⋆+εa
1+εr
) for small enough εa > 0. In view of the established fact that MB(1,
1
1+εr
) ≤ ln(ζδ)nℓ <
MB(p
⋆ + εa,
p⋆+εa
1+εr
) and the fact that MB(z,
z
1+εr
) is monotonically decreasing with respect to
z ∈ (0, 1) as asserted by Lemma 40, invoking the intermediate value theorem, we have that there
exists a unique number yℓ ∈ (p⋆+ εa, 1] such that MB(yℓ, yℓ1+εr ) =
ln(ζδ)
nℓ
, which implies Statement
(II).
Proof of Statement (III): Since nℓ is monotonically increasing with respect to ℓ if εa > 0
is sufficiently small, we have that MB(zℓ, zℓ + εa) is monotonically increasing with respect to ℓ
for small enough εa > 0. Recalling that MB(z, z + εa) is monotonically increasing with respect
to z ∈ (0, p⋆ − εa), we have that zℓ is monotonically increasing with respect to ℓ. Similarly,
MB(yℓ,
yℓ
1+εr
) is monotonically increasing with respect to ℓ for sufficiently small εa > 0. Recalling
that MB(z,
z
1+εr
) is monotonically decreasing with respect to z ∈ (0, 1), we have that yℓ is
monotonically decreasing with respect to ℓ. This establishes Statement (III).
Proof of Statement (IV): We first consider limεa→0 zℓ. For simplicity of notations, define
bℓ =
1−
√
1−4p⋆(1−p⋆)Cs−ℓ
2 for ℓ < s such that nℓ ≥ ln(ζδ)ln(1−εa) . Then, it can be checked that
bℓ(1−bℓ)
p⋆(1−p⋆) =
Cs−ℓ and, by the definition of sample sizes, we have
bℓ(1− bℓ)
p⋆(1− p⋆)
MB(zℓ, zℓ + εa)
MB(p⋆ + εa, p⋆)
=
1
nℓ
× Cs−ℓ ln(ζδ)
MB(p⋆ + εa, p⋆)
= 1 + o(1) (203)
for ℓ < s such that nℓ ≥ ln(ζδ)ln(1−εa) .
We claim that zℓ > θ for θ ∈ (0, bℓ) provided that εa > 0 is sufficiently small. Such a claim
can be shown by a contradiction method as follows. Suppose this claim is not true, then there is
a set, denoted by Sεa, of infinitely many values of εa such that zℓ ≤ θ for any εa ∈ Sεa . For small
enough εa ∈ Sεa, it is true that zℓ ≤ θ < bℓ < 12 − εa. By (207) and the fact that MB(z, z + ε) is
monotonically increasing with respect to z ∈ (0, 12 − ε) as asserted by Lemma 16, we have
bℓ(1− bℓ)
p⋆(1− p⋆)
MB(zℓ, zℓ + εa)
MB(p⋆ + εa, p⋆)
= 1 + o(1) ≥ bℓ(1− bℓ)
p⋆(1− p⋆)
MB(θ, θ + εa)
MB(p⋆ + εa, p⋆)
=
bℓ(1− bℓ)
θ(1− θ) + o(1)
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for small enough εa ∈ Sεa , which implies bℓ(1−bℓ)θ(1−θ) ≤ 1, contradicting to the fact that bℓ(1−bℓ)θ(1−θ) > 1.
This proves the claim. Now we restrict εa to be small enough so that θ < zℓ < p
⋆. Making use of
(207) and applying Lemma 15 based on the condition that zℓ ∈ (θ, p⋆) ⊂ (0, 1), we have
bℓ(1− bℓ)
p⋆(1− p⋆) ×
ε2a/[2zℓ(zℓ − 1)] + o(ε2a)
ε2a/[2p
⋆(p⋆ − 1)] + o(ε2a)
= 1 + o(1),
which implies bℓ(1−bℓ)zℓ(1−zℓ) = 1+ o(1) and thus limεa→0 zℓ = bℓ.
We now consider limεa→0 yℓ. For simplicity of notations, define aℓ = 1
1+
(
1
p⋆
−1
)
Cs−ℓ
for 1 ≤ ℓ <
s. Then, it can be checked that p
⋆
1−p⋆
1−aℓ
aℓ
= Cs−ℓ and, by the definition of sample sizes,
p⋆
1− p⋆
1− aℓ
aℓ
MB(yℓ,
yℓ
1+εr
)
MB(p⋆ + εa, p⋆)
=
1
nℓ
× Cs−ℓ ln(ζδ)
MB(p⋆ + εa, p⋆)
= 1 + o(1). (204)
We claim that yℓ < θ for θ ∈ (aℓ, 1) if εr > 0 is small enough. To prove this claim, we
use a contradiction method. Suppose this claim is not true, then there is a set, denoted by Sεr ,
of infinitely many values of εr such that yℓ ≥ θ for any εr ∈ Sεr . By (205) and the fact that
MB(z,
z
1+ε ) is monotonically decreasing with respect to z ∈ (0, 1) as asserted by Lemma 40, we
have
p⋆
1− p⋆
1− aℓ
aℓ
MB(yℓ,
yℓ
1+εr
)
MB(p⋆ + εa, p⋆)
= 1 + o(1) ≥ p
⋆
1− p⋆
1− aℓ
aℓ
MB(θ,
θ
1+εr
)
MB(p⋆ + εa, p⋆)
=
θ(1− aℓ)
aℓ(1− θ) + o(1)
for small enough εr ∈ Sεr , which implies θ(1−aℓ)aℓ(1−θ) ≤ 1, contradicting to the fact that
θ(1−aℓ)
aℓ(1−θ) > 1.
This proves the claim. Now we restrict εr to be small enough so that p
⋆ < yℓ < θ. By (205) and
applying Lemma 15 based on the condition that yℓ ∈ (p⋆, θ) ⊂ (0, 1), we have
p⋆
1− p⋆
1− aℓ
aℓ
× ε
2
ryℓ/[2(yℓ − 1)] + o(ε2r)
ε2a/[2p
⋆(p⋆ − 1)] + o(ε2a)
= 1 + o(1),
which implies yℓ−aℓaℓ(1−yℓ) = o(1) and thus limεr→0 yℓ = aℓ.
Proof of Statement (V):
We shall first consider p ∈ (p⋆, 1). For small enough εr > 0, there exists zℓε ∈ (p⋆, 1) such that
nℓε =
ln(ζδ)
MB(zℓε , zℓε/(1 + εr))
=
⌈
Cs−ℓε ln(ζδ)
MB(p⋆ + εa, p⋆)
⌉
=
⌈
p⋆
1− p⋆
1− p
p
ln(ζδ)
MB(p⋆ + εa, p⋆)
⌉
.
For θ ∈ (p, 1), we claim that zℓε < θ if εr is sufficiently small. Suppose, to get a contradiction,
that this claim is not true. Then, there exists a set, denoted by Sεr , of infinitely many values of
εr such that zℓε ≥ θ for any value of εr in Sεr . Noting that
p⋆
1−p⋆
1−p
p
ln(ζδ)
MB(p⋆+εa,p⋆)
ln(ζδ)
MB(zℓε ,zℓε/(1+εr))
=
p⋆
1− p⋆
1− p
p
MB(zℓε , zℓε/(1 + εr))
MB(p⋆ + εa, p⋆)
= 1 + o(εr), (205)
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we have
p⋆
1− p⋆
1− p
p
MB(zℓε , zℓε/(1 + εr))
MB(p⋆ + εa, p⋆)
= 1+o(εr) ≥ p
⋆
1− p⋆
1− p
p
MB(θ, θ/(1 + εr))
MB(p⋆ + εa, p⋆)
=
θ(1− p)
p(1− θ) +o(1)
for any value of εr in Sεr , which contradicts to the fact that
θ(1−p)
p(1−θ) > 1. This proves the claim.
Now we restrict εr to be small enough so that p
⋆ < zℓε < θ. Using ln(1+x) = x− x
2
2 +
x3
3 + o(x
3)
for |x| < 1, we can show that
MB(p+ ε, p) = − ε
2
2p(1− p) +
1− 2p
6[p(1− p)]2 ε
3 + o(ε3) (206)
for 0 < ε < 1− p. Since zℓε is bounded with respect to ε, by (205), (206) and Lemma 15, we have
p⋆
1− p⋆
1− p
p
× −ε
2
rzℓε/[2(1 − zℓε)] + ε3rzℓε(2− zℓε)/[3(1 − zℓε)2] + o(ε3r)
−ε2rp⋆/[2(1 − p⋆)] + ε3rp⋆(1− 2p⋆)/[6(1 − p⋆)2] + o(ε3r)
= 1 + o(εr),
i.e.,
zℓε(1−p)
p(1−zℓε) −
2εrzℓε(1−p)(2−zℓε )
3p(1−zℓε )2 + o(εr)
1− εr(1− 2p⋆)/[3(1 − p⋆)] + o(εr) = 1 + o(εr),
i.e.,
zℓε − p
p(1− zℓε)
− 2εrzℓε(1− p)(2− zℓε)
3p(1− zℓε)2
= −εr(1− 2p
⋆)
3(1 − p⋆) + o(εr),
i.e.,
zℓε − p
p
− 2εrzℓε(1− p)(2− zℓε)
3p(1− zℓε)
= −εr(1− 2p
⋆)(1− zℓε)
3(1 − p⋆) + o(εr),
which implies that limεr→0 zℓε = p and consequently,
lim
εr→0
zℓε − p
εrp
=
2(2 − p)
3
− (1− 2p
⋆)(1 − p)
3(1 − p⋆) = 1−
1
3
p− p⋆
1− p⋆ ∈
(
2
3
, 1
)
.
Next, we shall consider p ∈ (0, p⋆). For small enough εa > 0, there exists zℓε ∈ (0, p⋆) such
that
nℓε =
ln(ζδ)
MB(zℓε , zℓε + εa)
=
⌈
Cs−ℓε ln(ζδ)
MB(p⋆ + εa, p⋆)
⌉
=
⌈
p(1− p)
p⋆(1− p⋆)
ln(ζδ)
MB(p⋆ + εa, p⋆)
⌉
.
For θ ∈ (0, p), we claim that zℓε > θ if εa is sufficiently small. Suppose, to get a contradiction,
that this claim is not true. Then, there exists a set, denoted by Sεa , of infinitely many values of
εa such that zℓε ≤ θ for any value of εa in Sεa . Noting that
p(1−p)
p⋆(1−p⋆)
ln(ζδ)
MB(p⋆+εa,p⋆)
ln(ζδ)
MB(zℓε ,zℓε+εa)
=
p(1− p)
p⋆(1− p⋆)
MB(zℓε , zℓε + εa)
MB(p⋆ + εa, p⋆)
= 1 + o(εa), (207)
we have
p(1− p)
p⋆(1− p⋆)
MB(zℓε , zℓε + εa)
MB(p⋆ + εa, p⋆)
= 1 + o(εa) >
p(1− p)
p⋆(1− p⋆)
MB(θ, θ + εa)
MB(p⋆ + εa, p⋆)
=
p(1− p)
θ(1− θ) + o(1)
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for any value of εa in Sεa, which contradicts to the fact that
p(1−p)
θ(1−θ) > 1. This proves the claim.
Now we restrict εa to be small enough so that θ < zℓε < p
⋆. Since zℓε is bounded with respect to
ε, by (206), (207) and Lemma 15, we have
p(1− p)
p⋆(1− p⋆) ×
−ε2a/[2zℓε(1− zℓε)] + ε3a(1− 2zℓε)/[3z2ℓε(1− zℓε)2] + o(ε3a)
−ε2a/[2p⋆(1− p⋆)] + ε3a(1− 2p⋆)/[6(p⋆)2(1− p⋆)2] + o(ε3a)
= 1 + o(εa),
i.e.,
p(1−p)
zℓε(1−zℓε ) −
2εap(1−p)(1−2zℓε )
3z2
ℓε
(1−zℓε )2
+ o(εa)
1− εa(1− 2p⋆)/[3p⋆(1− p⋆)] + o(εa) = 1 + o(εa),
i.e.,
p(1− p)
zℓε(1− zℓε)
− 2εap(1− p)(1− 2zℓε)
3z2ℓε(1− zℓε)2
= 1− εa(1− 2p
⋆)
3p⋆(1− p⋆) + o(εa),
i.e.,
(zℓε − p)(1− zℓε − p)
zℓε(1− zℓε)
=
εa(1− 2p⋆)
3p⋆(1− p⋆) −
2εap(1− p)(1− 2zℓε)
3z2ℓε(1− zℓε)2
+ o(εa),
i.e.,
zℓε − p
εa
=
zℓε(1− zℓε)(1− 2p⋆)
3p⋆(1− p⋆)(1− zℓε − p)
− 2p(1− p)(1− 2zℓε)
3zℓε(1− zℓε)(1− zℓε − p)
+ o(1),
which implies that limεr→0 zℓε = p and consequently,
lim
εa→0
zℓε − p
εa
=
p(1− p)(1− 2p⋆)
3p⋆(1− p⋆)(1 − 2p) −
2
3
= −ν ∈
(
−2
3
,−1
3
)
.
Proof of Statement (VI): By the definition of the sampling scheme,
{Dℓ = 0} =
{
max{MB(p̂ℓ,L (p̂ℓ)), MB(p̂ℓ,U (p̂ℓ))} >
ln(ζδ)
nℓ
, |p̂ℓ − p⋆| ≤ εa
}
⋃{
max{MB(p̂ℓ,L (p̂ℓ)), MB(p̂ℓ,U (p̂ℓ))} >
ln(ζδ)
nℓ
, p̂ℓ < p
⋆ − εa
}
⋃{
max{MB(p̂ℓ,L (p̂ℓ)), MB(p̂ℓ,U (p̂ℓ))} >
ln(ζδ)
nℓ
, p̂ℓ > p
⋆ + εa
}
=
{
max
{
MB(p̂ℓ, p̂ℓ − εa), MB
(
p̂ℓ,
p̂ℓ
1− εr
)}
>
ln(ζδ)
nℓ
, |p̂ℓ − p⋆| ≤ εa
}
⋃{
MB(p̂ℓ, p̂ℓ + εa) >
ln(ζδ)
nℓ
, p̂ℓ < p
⋆ − εa
}⋃{
MB
(
p̂ℓ,
p̂ℓ
1 + εr
)
>
ln(ζδ)
nℓ
, p̂ℓ > p
⋆ + εa
}
.
We claim that if εa > 0 is sufficiently small, then it is true that{
max
{
MB(p̂ℓ, p̂ℓ − εa), MB
(
p̂ℓ,
p̂ℓ
1− εr
)}
>
ln(ζδ)
nℓ
, |p̂ℓ − p⋆| ≤ εa
}
= {|p̂ℓ − p⋆| ≤ εa} , (208){
MB(p̂ℓ, p̂ℓ + εa) >
ln(ζδ)
nℓ
, p̂ℓ < p
⋆ − εa
}
= {zℓ < p̂ℓ < p⋆ − εa} for
ln(ζδ)
ln(1 − εa) ≤ nℓ < ns, (209){
MB(p̂ℓ, p̂ℓ + εa) >
ln(ζδ)
nℓ
, p̂ℓ < p
⋆ − εa
}
= {0 < p̂ℓ < p⋆ − εa} for n1 ≤ nℓ <
ln(ζδ)
ln(1− εa) , (210){
MB
(
p̂ℓ,
p̂ℓ
1 + εr
)
>
ln(ζδ)
nℓ
, p̂ℓ > p
⋆ + εa
}
= {p⋆ + εa < p̂ℓ < yℓ} . (211)
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To show (208), note that
nℓ <
(1 + C1)ns
2
<
(1 + C1)
2
[
ln(ζδ)
MB(p⋆ + εa, p⋆)
+ 1
]
, (212)
which implies that
ln(ζδ)
nℓ
<
MB(p
⋆ + εa, p
⋆)
MB(p⋆ − εa, p⋆ − εa − εa)
(
2
1 + C1
)
MB(p
⋆ − εa, p⋆ − εa − εa)− MB(p
⋆ + εa, p
⋆)
nℓ
if εa > 0 is sufficiently small. Noting that
lim
εa→0
MB(p
⋆ + εa, p
⋆)
MB(p⋆ − εa, p⋆ − εa − εa) = limεa→0
ε2a
2p⋆(p⋆−1) + o(ε
2
a)
ε2a
2(p⋆−εa)(p⋆−εa−1) + o(ε
2
a)
= 1
and limεa→0
MB(p
⋆+εa,p⋆)
nℓ
= 0, we have
ln(ζδ)
nℓ
< MB(p
⋆ − εa, p⋆ − εa − εa) (213)
for small enough εa > 0. Again by (212), we have
ln(ζδ)
nℓ
<
MB(p
⋆ + εa, p
⋆)
MB(p⋆ + εa,
p⋆+εa
1−εr )
(
2
1 +C1
)
MB
(
p⋆ + εa,
p⋆ + εa
1− εr
)
− MB(p
⋆ + εa, p
⋆)
nℓ
if εa > 0 is sufficiently small. Noting that
lim
εa→0
MB(p
⋆ + εa, p
⋆)
MB(p⋆ + εa,
p⋆+εa
1−εr )
= lim
εa→0
ε2a
2p⋆(p⋆−1) + o(ε
2
a)
ε2a
2(p⋆+εa)(p⋆+εa−1) + o
(
(p⋆+εa)2ε2r
(1−εr)2
) = 1
and limεa→0
MB(p
⋆+εa,p⋆)
nℓ
= 0, we have
ln(ζδ)
nℓ
< MB
(
p⋆ + εa,
p⋆ + εa
1− εr
)
(214)
for small enough εa > 0. It can be seen from Lemmas 16 and 53 that, for z ∈ [p⋆ − εa, p⋆ + εa],
MB(z, z − εa) is monotonically increasing with respect to z and MB(z, z1−εr ) is monotonically
decreasing with respect to z. By (213) and (214), we have ln(ζδ)nℓ < MB(z, z − εa) and
ln(ζδ)
nℓ
<
MB(z,
z
1−εr ) for any z ∈ [p⋆ − εa, p⋆ + εa] if εa > 0 is small enough. This proves (208).
To show (209), let ω ∈ {MB (p̂ℓ, p̂ℓ + εa) > ln(ζδ)nℓ , p̂ℓ < p⋆ − εa} and p̂ℓ = p̂ℓ(ω). Then,
MB(p̂ℓ, p̂ℓ+εa) >
ln(ζδ)
nℓ
and p̂ℓ < p
⋆−εa. Since zℓ ∈ [0, p⋆−εa) and MB (z, z + εa) is monotonically
increasing with respect to z ∈ (0, p⋆ − εa), it must be true that p̂ℓ > zℓ. Otherwise if p̂ℓ ≤
zℓ, then MB (p̂ℓ, p̂ℓ + εa) ≤ MB (zℓ, zℓ + εa) = ln(ζδ)nℓ , leading to a contradiction. This proves
{MB (p̂ℓ, p̂ℓ + εa) > ln(ζδ)nℓ , p̂ℓ < p⋆ − εa} ⊆ {zℓ < p̂ℓ < p⋆ − εa}. Now let ω ∈ {zℓ < p̂ℓ < p⋆ − εa} and
p̂ℓ = p̂ℓ(ω). Then, zℓ < p̂ℓ < p
⋆− εa. Noting that MB (z, z + εa) is monotonically increasing with
respect to z ∈ (0, p⋆ − εa), we have that MB (p̂ℓ, p̂ℓ + εa) > MB (zℓ, zℓ + εa) = ln(ζδ)nℓ , which implies
{MB (p̂ℓ, p̂ℓ + εa) > ln(ζδ)nℓ , p̂ℓ < p⋆ − εa} ⊇ {zℓ < p̂ℓ < p⋆ − εa}. This establishes (209).
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Note that, for any z ∈ (0, p⋆ − εa), we have MB(z, z + εa) > MB(0, εa) = ln(1 − εa) ≥ ln(ζδ)nℓ ,
which implies (210).
To show (211), let ω ∈ {MB(p̂ℓ, p̂ℓ1+εr ) >
ln(ζδ)
nℓ
, p̂ℓ > p
⋆+εa} and p̂ℓ = p̂ℓ(ω). Then, MB(p̂ℓ, p̂ℓ1+εr ) >
ln(ζδ)
nℓ
and p̂ℓ > p
⋆ + εa. Since yℓ ∈ (p⋆ + εa, 1] and MB(z, z1+εr ) is monotonically decreasing
with respect to z ∈ (p⋆ + εa, 1), it must be true that p̂ℓ < yℓ. Otherwise if p̂ℓ ≥ yℓ, then
MB(p̂ℓ,
p̂ℓ
1+εr
) ≤ MB(yℓ, yℓ1+εr ) =
ln(ζδ)
nℓ
, leading to a contradiction. This proves {MB(p̂ℓ, p̂ℓ1+εr ) >
ln(ζδ)
nℓ
, p̂ℓ > p
⋆ + εa} ⊆ {p⋆ + εa < p̂ℓ < yℓ}. Now let ω ∈ {p⋆ + εa < p̂ℓ < yℓ} and p̂ℓ = p̂ℓ(ω). Then,
p⋆+ εa < p̂ℓ < yℓ. Noting that MB(z,
z
1+εr
) is monotonically decreasing with respect to z ∈ (0, 1),
we have that MB(p̂ℓ,
p̂ℓ
1+εr
) > MB(yℓ,
yℓ
1+εr
) = ln(ζδ)nℓ , which implies {MB(p̂ℓ,
p̂ℓ
1+εr
) > ln(ζδ)nℓ , p̂ℓ >
p⋆ + εa} ⊇ {p⋆ + εa < p̂ℓ < yℓ}. This establishes (211).
Lemma 69 Let ℓε = s− jp. Then, under the constraint that limits are taken with εaεr fixed,
lim
εa→0
ℓε−1∑
ℓ=1
nℓ Pr{Dℓ = 1} = 0, lim
εa→0
s∑
ℓ=ℓε+1
nℓ Pr{Dℓ = 0} = 0 (215)
for p ∈ (0, 1). Moreover, limεa→0 nℓε Pr{Dℓε = 0} = 0 if Cjp > r(p).
Proof. For simplicity of notations, let aℓ = limεa→0 yℓ and bℓ = limεa→0 zℓ. The proof consists
of three main steps as follows.
First, we shall show that (215) holds for p ∈ (0, p⋆]. By the definition of ℓε, we have r(p) >
Cs−ℓε+1. Making use of the first four statements of Lemma 68, we have that zℓ <
p+bℓε−1
2 < p for
all ℓ ≤ ℓε − 1 with nℓ ≥ ln(ζδ)ln(1−εa) and that yℓ >
p⋆+as−1
2 > p
⋆ for 1 ≤ ℓ < s if εa is sufficiently small.
Therefore, by the last statement of Lemma 68 and using Chernoff bound, we have that
Pr{Dℓ = 1} = Pr{p̂ℓ ≤ zℓ}+ Pr{p̂ℓ ≥ yℓ} ≤ Pr
{
p̂ℓ ≤
p+ bℓε−1
2
}
+ Pr
{
p̂ℓ ≥
p⋆ + as−1
2
}
≤ exp
(
−2nℓ
(
p− bℓε−1
2
)2)
+ exp
(
−2nℓ
(
p⋆ + as−1
2
− p
)2)
for all ℓ ≤ ℓε − 1 with nℓ ≥ ln(ζδ)ln(1−εa) and that
Pr{Dℓ = 1} = Pr{p̂ℓ ≥ yℓ}+ Pr{p̂ℓ = 0} ≤ Pr
{
p̂ℓ ≥
p⋆ + as−1
2
}
+ Pr{p̂ℓ = 0}
≤ exp
(
−2nℓ
(
p⋆ + as−1
2
− p
)2)
+ exp(−2nℓp2)
for all ℓ with nℓ <
ln(ζδ)
ln(1−εa) if εa > 0 is small enough. As a consequence of the definition of ℓε, we
have that bℓε−1 is smaller than p and is independent of εa > 0. Hence, we can apply Lemma 14
to conclude that limεa→0
∑ℓε−1
ℓ=1 nℓ Pr{Dℓ = 1} = 0.
Similarly, it can be seen from the definition of ℓε that r(p) < Cs−ℓε−1. Making use of the first
four statements of Lemma 68, we have that zℓ >
p+bℓε+1
2 > p for ℓε + 1 ≤ ℓ < s if εa is sufficiently
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small. By the last statement of Lemma 68 and using Chernoff bound, we have
Pr{Dℓ = 0} = Pr{zℓ < p̂ℓ < yℓ} ≤ Pr{p̂ℓ > zℓ} ≤ Pr
{
p̂ℓ >
p+ bℓε+1
2
}
≤ exp
(
−2nℓ
(
p− bℓε+1
2
)2)
for ℓε + 1 ≤ ℓ < s if εa > 0 is small enough. By virtue of the definition of ℓε, we have that bℓε+1
is greater than p and is independent of εa > 0. In view of this and the fact that Pr{Ds = 0} = 0,
we can use Lemma 14 to arrive at limεa→0
∑s
ℓ=ℓε+1
nℓ Pr{Dℓ = 0} = 0. This proves that (215) holds
for p ∈ (0, p⋆].
Second, we shall show that (215) holds for p ∈ (p⋆, 1). As a direct consequence of the definition
of ℓε, we have r(p) > Cs−ℓε+1. Making use of the first four statements of Lemma 68, we have that
yℓ >
p+aℓε−1
2 > p for all ℓ ≤ ℓε − 1 and zs−1 < p
⋆+bs−1
2 < p
⋆ if εa is sufficiently small. By the last
statement of Lemma 68 and using Chernoff bound, we have
Pr{Dℓ = 1} ≤ Pr{p̂ℓ ≥ yℓ}+ Pr{p̂ℓ ≤ zs−1} ≤ Pr
{
p̂ℓ ≥
p+ aℓε−1
2
}
+ Pr
{
p̂ℓ ≤
p⋆ + bs−1
2
}
≤ exp
(
−2nℓ
(
p− aℓε−1
2
)2)
+ exp
(
−2nℓ
(
p− p
⋆ + bs−1
2
)2)
for all ℓ ≤ ℓε− 1 provided that εa > 0 is small enough. As a result of the definition of ℓε, we have
that aℓε−1 is greater than p and is independent of εa > 0. Hence, it follows from Lemma 14 that
limεa→0
∑ℓε−1
ℓ=1 nℓ Pr{Dℓ = 1} = 0.
In a similar manner, by the definition of ℓε, we have r(p) < Cs−ℓε−1. Making use of the first
four statements of Lemma 68, we have that yℓ <
p+aℓε+1
2 < p for ℓε + 1 ≤ ℓ < s if εa is sufficiently
small. By the last statement of Lemma 68 and using Chernoff bound, we have
Pr{Dℓ = 0} = Pr{zℓ < p̂ℓ < yℓ} ≤ Pr{p̂ℓ < yℓ} ≤ Pr
{
p̂ℓ <
p+ aℓε+1
2
}
≤ exp
(
−2nℓ
(
p− aℓε+1
2
)2)
for ℓε + 1 ≤ ℓ < s if εa > 0 is small enough. Clearly, Pr{Ds = 0} = 0. As a consequence of
the definition of ℓε, we have that aℓε+1 is smaller than p and is independent of εa > 0. Hence, it
follows from Lemma 14 that limεa→0
∑s
ℓ=ℓε+1
nℓ Pr{Dℓ = 0} = 0. This proves that (215) holds for
p ∈ (p⋆, 1).
Third, we shall show limεa→0 nℓε Pr{Dℓε = 0} = 0 for p ∈ (0, 1) such that Cjp > r(p).
For p ∈ (0, p⋆) such that Cjp > r(p), we have r(p) < Cs−ℓε because of the definition of ℓε.
Making use of the first four statements of Lemma 68, we have that zℓε >
p+bℓε
2 > p if εa > 0 is
small enough. By the last statement of Lemma 68 and using Chernoff bound, we have
Pr{Dℓε = 0} = Pr{zℓε < p̂ℓε < yℓε} ≤ Pr{p̂ℓε > zℓε} ≤ Pr
{
p̂ℓε >
p+ bℓε
2
}
≤ exp
(
−2nℓε
(
p− bℓε
2
)2)
.
Since bℓε is greater than p and is independent of εa > 0 due to the definition of ℓε, it follows that
limεa→0 nℓε Pr{Dℓε = 0} = 0.
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For p ∈ (p⋆, 1) such that Cjp > r(p), we have r(p) < Cs−ℓε as a result of the definition of ℓε.
Making use of the first four statements of Lemma 68, we have that yℓε <
p+aℓε
2 < p if εa > 0 is
sufficiently small. By the last statement of Lemma 68 and using Chernoff bound, we have
Pr{Dℓε = 0} = Pr{zℓε < p̂ℓε < yℓε} ≤ Pr{p̂ℓε < yℓε} ≤ Pr
{
p̂ℓε <
p+ aℓε
2
}
≤ exp
(
−2nℓε
(
p− aℓε
2
)2)
.
Since aℓε is smaller than p and is independent of εa > 0 as a consequence of the definition of ℓε, it
follows that limεa→0 nℓε Pr{Dℓε = 0} = 0. This proves limεa→0 nℓε Pr{Dℓε = 0} = 0 for p ∈ (0, 1)
such that Cjp > r(p). The proof of the lemma is thus completed.
✷
The proof of Theorem 36 can be accomplished by employing Lemma 69 and a similar argument
as the proof of Theorem 20.
L.19 Proof of Theorem 37
As a result of the definitions of κp and r(p), we have that κp > 1 if and only if r(p) is not an
integer. To prove Theorem 37, we need some preliminary results.
Lemma 70 limεa→0
nℓε
Nm(p,εa,εr) = κp, limεa→0 εa
√
nℓε
p(1−p) = d
√
κp, limεr→0 εr
√
pnℓε
1−p = d
√
κp.
Proof. First, we shall consider p ∈ (0, p⋆]. By the definition of sample sizes, we have
lim
εa→0
Cs−ℓ ln(ζδ)
nℓMB(p⋆ + εa, p⋆)
= 1 (216)
for 1 ≤ ℓ < s. It follows that
lim
εa→0
nℓε
Nm(p, εa, εr) = limεa→0
MB(p, p+ εa)
ln(ζδ)
× Cs−ℓε ln(ζδ)
MB(p⋆ + εa, p⋆)
= lim
εa→0
Cs−ℓεMB(p, p+ εa)
MB(p⋆ + εa, p⋆)
= lim
εa→0
Cs−ℓε
(
ε2a/[2p(p− 1)] + o(ε2a)
)
ε2a/[2p
⋆(p⋆ − 1)] + o(ε2a)
=
p⋆(1− p⋆)
p(1− p) Cs−ℓε =
p⋆(1 − p⋆)
p(1 − p) Cjp = κp
and
lim
εa→0
εa
√
nℓε
p(1− p) = limεa→0 εa
√
1
p(1− p)
Cs−ℓε ln(ζδ)
MB(p⋆ + εa, p⋆)
= lim
εa→0
εa
√
1
p(1− p) ×
Cs−ℓε ln(ζδ)
ε2a/[2p
⋆(p⋆ − 1)] + o(ε2a)
= d
√
p⋆(1− p⋆)
p(1− p) Cs−ℓε = d
√
κp.
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Next, we shall consider p ∈ (p⋆, 1]. By virtue of (216), we have
lim
εr→0
nℓε
Nm(p, εa, εr)
= lim
εr→0
MB(p,
p
1+εr
)
ln(ζδ)
× Cs−ℓε ln(ζδ)
MB(p⋆ + εa, p⋆)
= lim
εr→0
Cs−ℓεMB(p,
p
1+εr
)
MB(p⋆ + εa, p⋆)
= lim
εr→0
Cs−ℓε
(
ε2rp/[2(p − 1)] + o(ε2r)
)
ε2a/[2p
⋆(p⋆ − 1)] + o(ε2a)
=
p(1− p⋆)
p⋆(1− p)Cs−ℓε =
p(1− p⋆)
p⋆(1− p)Cjp = κp
and
lim
εr→0
εr
√
pnℓε
1− p = limεr→0 εr
√
p
1− p
Cs−ℓε ln(ζδ)
MB(p⋆ + εa, p⋆)
= lim
εr→0
εr
√
p
1− p ×
Cs−ℓε ln(ζδ)
ε2a/[2p
⋆(p⋆ − 1)] + o(ε2a)
= d
√
p(1− p⋆)
p⋆(1− p)Cs−ℓε = d
√
κp.
✷
Lemma 71 Let U and V be independent Gaussian random variables with zero means and unit
variances. Then, for p ∈ (0, 1) such that Cjp = r(p) and jp ≥ 1,
lim
ε→0
Pr{l = ℓε} = 1− lim
ε→0
Pr{l = ℓε + 1} = 1−Φ (νd) ,
lim
ε→0
[
Pr{|p̂ℓε − p| ≥ εp, l = ℓε}+ Pr{|p̂ℓε+1 − p| ≥ εp, l = ℓε + 1}
]
= Pr {U ≥ d}+ Pr{|U +√ρpV | ≥ (1 + ρp)d, U < νd} ,
where εp = max{εa, εrp}.
Proof. First, we shall consider p ∈ [p⋆, 1). Since κp = 1, by Statement (V) of Lemma 68, we
have
lim
εr→0
zℓε − p√
p(1− p)/nℓε
= lim
εr→0
εr
√
pnℓε
1− p limεr→0
zℓε − p
εrp
= d lim
εr→0
zℓε − p
εrp
= νd.
Note that
Pr{|p̂ℓε − p| ≥ εrp, p̂ℓε ≥ zℓε} = Pr
{
|p̂ℓε − p|√
p(1− p)/nℓε
≥ εr
√
pnℓε
1− p ,
p̂ℓε − p√
p(1− p)/nℓε
≥ zℓε − p√
p(1− p)/nℓε
}
.
Therefore,
Pr{|p̂ℓε − p| ≥ εp, l = ℓε}+ Pr{|p̂ℓε+1 − p| ≥ εp, l = ℓε + 1}
→ Pr{|U | ≥ b, U ≥ νd}+ Pr{∣∣U +√ρpV ∣∣ ≥ (1 + ρp)d, U < νd}
= Pr{U ≥ d}+ Pr{∣∣U +√ρpV ∣∣ ≥ (1 + ρp)d, U < νd}
for p ∈ (p⋆, 1) such that Cjp = r(p).
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Next, we shall consider p ∈ (0, p⋆). Since κp = 1, by Statement (V) of Lemma 68, we have
lim
εa→0
zℓε − p√
p(1− p)/nℓε
= lim
εa→0
εa
√
nℓε
p(1− p) limεa→0
zℓε − p
εa
= d lim
εa→0
zℓε − p
εa
= −νd.
Note that
Pr{|p̂ℓε − p| ≥ εa, p̂ℓε ≤ zℓε} = Pr
{
|p̂ℓε − p|√
p(1− p)/nℓε
≥ εa
√
nℓε
p(1− p) ,
p̂ℓε − p√
p(1− p)/nℓε
≤ zℓε − p√
p(1− p)/nℓε
}
.
Therefore, Pr{Dℓε = 1} → Pr{U ≥ νd} and
Pr{|p̂ℓε − p| ≥ εp, l = ℓε}+ Pr{|p̂ℓε+1 − p| ≥ εp, l = ℓε + 1}
→ Pr{|U | ≥ d, U ≤ −νd}+ Pr{∣∣U +√ρpV ∣∣ ≥ (1 + ρp)d, U > −νd}
= Pr {U ≥ d}+ Pr{∣∣U +√ρpV ∣∣ ≥ (1 + ρp)d, U < νd}
for p ∈ (0, p⋆) such that Cjp = r(p).
✷
Now, we shall first show that Statement (I) holds for p ∈ (0, p⋆] such that Cjp = r(p). For this
purpose, we need to show that
1 ≤ lim sup
εa→0
n(ω)
Nm(p, εa, εr) ≤ 1 + ρp for any ω ∈
{
lim
εa→0
p̂ = p
}
. (217)
To show lim supεa→0
n(ω)
Nm(p,εa,εr) ≥ 1, note that Cs−ℓε+1 < r(p) = Cs−ℓε < Cs−ℓε−1 as a direct
consequence of the definitions of ℓε and jp. By the first four statements of Lemma 68, we have
limεa→0 zℓ < p for all ℓ ≤ ℓε − 1 with nℓ ≥ ln(ζδ)ln(1−εa) . Noting that limεa→0 p̂(ω) = p, we have
p̂(ω) > zℓ for all ℓ ≤ ℓε − 1 with nℓ ≥ ln(ζδ)ln(1−εa) and it follows from the definition of the sampling
scheme that n(ω) ≥ nℓε if εa > 0 is small enough. By Lemma 70 and noting that κp = 1 if
Cjp = r(p), we have lim supεa→0
n(ω)
Nm(p,εa,εr) ≥ limεa→0
nℓε
Nm(p,εa,εr) = κp = 1.
To show lim supεa→0
n(ω)
Nm(p,εa,εr) ≤ 1+ρp, we shall consider three cases: (i) ℓε = s; (ii) ℓε = s−1;
(iii) ℓε < s − 1. In the case of ℓε = s, it must be true that n(ω) ≤ ns = nℓε . Hence,
lim supεa→0
n(ω)
Nm(p,εa,εr) ≤ limεa→0
nℓε
Nm(p,εa,εr) = κp = 1 = 1 + ρp. In the case of ℓε = s − 1, it must
be true that n(ω) ≤ ns = nℓε+1. Hence, lim supεa→0 n(ω)Nm(p,εa,εr) ≤ limεa→0
nℓε+1
Nm(p,εa,εr) = 1 + ρp.
In the case of ℓε < s − 1, it follows from Lemma 68 that limεa→0 zℓε+1 > p, which implies
that zℓε+1 > p, p̂(ω) < zℓε+1, and thus n(ω) ≤ nℓε+1 for small enough εa > 0. Therefore,
lim supεa→0
n(ω)
Nm(p,εa,εr) ≤ limεa→0
nℓε+1
Nm(p,εa,εr) = limεa→0
nℓε+1
nℓε
× limεa→0 nℓεNm(p,εa,εr) = 1 + ρp. This es-
tablishes (217) and it follows that {1 ≤ lim supεa→0 nNm(p,εa,εr) ≤ 1 + ρp} ⊇ {limεa→0 p̂ = p}.
According to the strong law of large numbers, we have 1 ≥ Pr{1 ≤ lim supεa→0 nNm(p,εa,εr) ≤
1 + ρp} ≥ Pr {limεa→0 p̂ = p} = 1. This proves that Statement (I) holds for p ∈ (0, p⋆] such that
Cjp = r(p).
Next, we shall show that Statement (I) holds for p ∈ (0, p⋆] such that Cjp > r(p). Note that
Cs−ℓε+1 < r(p) < Cs−ℓε as a direct consequence of the definitions of ℓε and jp. By the first four
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statements of Lemma 68, we have limεa→0 zℓε−1 < p and thus zℓ < p for all ℓ ≤ ℓε − 1 with
nℓ ≥ ln(ζδ)ln(1−εa) provided that εa > 0 is sufficiently small. Therefore, for any ω ∈ {limεa→0 p̂ = p},
we have zℓ < p̂(ω) < yℓ for all ℓ ≤ ℓε − 1 with nℓ ≥ ln(ζδ)ln(1−εa) and consequently, n(ω) ≥ nℓε
provided that εa > 0 is sufficiently small. On the other hand, we can show that n(ω) ≤ nℓε
if εa > 0 is small enough by investigating two cases. In the case of ℓε = s, it is trivially true
that n(ω) ≤ nℓε . In the case of ℓε < s, we have p < limεa→0 zℓε and thus p < zℓε provided
that εa > 0 is sufficiently small. Therefore, for any ω ∈ {limεa→0 p̂ = p}, we have p̂(ω) < zℓε
and consequently, n(ω) ≤ nℓε provided that εa > 0 is sufficiently small. So, we have established
that n(ω) = nℓε if εa > 0 is sufficiently small. Applying Lemma 70, we have limεa→0
n(ω)
Nm(p,εa,εr) =
limεa→0
nℓε
Nm(p,εa,εr) = κp, which implies that {limεa→0 nNa(p,ε) = κp} ⊇ {limεa→0 p̂ = p}. It follows from
the strong law of large numbers that 1 ≥ Pr{limεa→0 nNm(p,εa,εr) = κp} ≥ Pr{limεa→0 p̂ = p} = 1
and thus Pr{limεa→0 nNm(p,εa,εr) = κp} = 1. Since 1 ≤ κp ≤ 1 + ρp, it is of course true that
Pr{1 ≤ lim supεa→0 nNm(p,εa,εr) ≤ 1 + ρp} = 1. This proves that Statement (I) holds true for
p ∈ (0, p⋆] such that Cjp > r(p). Thus, we have shown that Statement (I) holds true for p ∈ (0, p⋆].
In a similar manner, we can show that Statement (I) is true for p ∈ (p⋆, 1). This concludes
the proof for Statement (I) of the theorem.
To show Statements (II) and (III), we can employ Lemmas 69, 70 and mimic the corresponding
arguments for Theorem 21 by identifying εa and εrp as ε for the cases of p ≤ p⋆ and p > p⋆
respectively in the course of proof. Specially, in order to prove Statement (III), we need to make
use of the following observation:
Pr{|p̂ − p| ≥ εa, |p̂− p| ≥ εrp} =
Pr{|p̂− p| ≥ εa} for p ∈ (0, p⋆],Pr{|p̂− p| ≥ εrp} for p ∈ (p⋆, 1)
Pr{|p̂ℓ − p| ≥ εa} = Pr
{
|Uℓ| ≥ εa
√
nℓε
p(1− p)
}
, Pr{|p̂ℓ − p| ≥ εrp} = Pr
{
|Uℓ| ≥ εr
√
pnℓ
1− p
}
where, according to the central limit theorem, Uℓ =
|p̂ℓ−p|√
p(1−p)/nℓ
converges in distribution to a
Gaussian random variable of zero mean and unit variance as εa → 0.
L.20 Proof of Theorem 38
For simplicity of notations, let the complementary event of {Lℓ(p̂ℓ) ≤ pℓ ≤ Uℓ(p̂ℓ), 1 ≤ ℓ ≤ κ} be
denoted by E . Define
Ei = {Li(p̂i) > pi, Lℓ(p̂ℓ) ≤ pℓ ≤ Uℓ(p̂ℓ), 1 ≤ ℓ < i},
Ei = {Ui(p̂i) < pi, Lℓ(p̂ℓ) ≤ pℓ ≤ Uℓ(p̂ℓ), 1 ≤ ℓ < i}
and Ei = Ei ∪ Ei for i = 1, · · · , κ. By an induction method, we can show that
E = ∪κi=1Ei. (218)
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By the monotonicity of the confidence limits with respect to p̂ℓ, we have
Ei ⊆ {p̂i > L−1i (pi), U−1ℓ (pℓ) ≤ p̂ℓ ≤ L−1ℓ (pℓ), 1 ≤ ℓ < i}, (219)
Ei ⊇ {p̂i > L−1i (pi), U−1ℓ (pℓ) ≤ p̂ℓ ≤ L−1ℓ (pℓ), 1 ≤ ℓ < i}, (220)
Ei ⊆ {p̂i < U−1i (pi), U−1ℓ (pℓ) ≤ p̂ℓ ≤ L−1ℓ (pℓ), 1 ≤ ℓ < i}, (221)
Ei ⊇ {p̂i < U−1i (pi), U−1ℓ (pℓ) ≤ p̂ℓ ≤ L−1ℓ (pℓ), 1 ≤ ℓ < i} (222)
for all p ∈ Θ ∩ Q and i = 1, · · · , κ. Define random variables
Yi,ℓ = Xℓ, ℓ = 1, · · · , νi − 1; Yi,νi = n−
νi−1∑
ℓ=1
Xℓ
for i = 1, · · · , κ. Then, (Yi,1, · · · , Yi,νi) follows a multinomial distribution with parameters n and
(p1, · · · , pνi−1). Define event
G = {nTlb(pℓ, n, η) ≤ Xℓ ≤ nTub(pℓ, n, η), ℓ = 1, · · · , κ}
∩{nTlb(θi,νi , n, η) ≤ Yi,νi ≤ nTub(θi,νi , n, η), i = 1, · · · , κ− 1}.
Note that both Tlb(θ, n, η) and Tub(θ, n, η) are non-decreasing with respect to θ ∈ [0, 1]. By (219)
and the definition of Ai, Bi, i = 1, · · · , κ,
Ei ∩ G ⊆ {Ai,ℓ ≤ Yi,ℓ ≤ Bi,ℓ, ℓ = 1, · · · , νi} (223)
for all p ∈ Θ ∩ Q and i = 1, · · · , κ. By (221) and the definition of Ai, Bi, i = 1, · · · , κ,
Ei ∩ G ⊆ {Ai,ℓ ≤ Yi,ℓ ≤ Bi,ℓ, ℓ = 1, · · · , νi} (224)
for all p ∈ Θ ∩ Q and i = 1, · · · , κ. By Bonferroni’s inequality and Theorem 3 of [11],
Pr{E | p} ≤ (2κ− 1)η + Pr{E ∩ G | p} (225)
for all p ∈ Θ ∩ Q. Making use of (218), (223), (224) and (225), we have
Pr{E | p} ≤ (2κ− 1)η +
κ∑
i=1
[Pr{Ei ∩ G | p}+ Pr{Ei ∩ G | p}]
≤ (2κ− 1)η +
κ∑
i=1
Pr{Ai,ℓ ≤ Yi,ℓ ≤ Bi,ℓ, ℓ = 1, · · · , νi | p}
+
κ∑
i=1
Pr{Ai,ℓ ≤ Yi,ℓ ≤ Bi,ℓ, ℓ = 1, · · · , νi | p}
≤ (2κ− 1)η +
κ∑
i=1
[S(Ai,Bi,θi, n) + S(Ai,Bi,θi, n)]
for all p ∈ Θ ∩ Q. On the other side, by (220) and the definition of Ci, Di, i = 1, · · · , κ,
Ei ⊇ {Ci,ℓ ≤ Yi,ℓ ≤ Di,ℓ, ℓ = 1, · · · , νi} (226)
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for all p ∈ Θ ∩ Q and i = 1, · · · , κ. By (222) and the definition of Ci, Di, i = 1, · · · , κ,
Ei ⊇ {Ci,ℓ ≤ Yi,ℓ ≤ Di,ℓ, ℓ = 1, · · · , νi} (227)
for all p ∈ Θ ∩ Q and i = 1, · · · , κ. Applying (218), (226) and (227), we have
Pr{E | p} =
κ∑
i=1
[Pr{Ei | p}+ Pr{Ei | p}]
≥
κ∑
i=1
Pr{Ci,ℓ ≤ Yi,ℓ ≤ Di,ℓ, ℓ = 1, · · · , νi | p}
+
κ∑
i=1
Pr{Ci,ℓ ≤ Yi,ℓ ≤ Di,ℓ, ℓ = 1, · · · , νi | p}
≥
κ∑
i=1
[S(Ci,Di,θi, n) + S(Ci,Di,θi, n)]
for all p ∈ Θ ∩ Q. This completes the proof of the theorem.
L.21 Proof of Theorem 39
We need some preliminary results.
Lemma 72 Let Xn =
∑n
i=1Xi
n , where X1, · · · , Xn are i.i.d. random variables such that 0 ≤
Xi ≤ 1 and E[Xi] = µ ∈ (0, 1) for i = 1, · · · , n. Then, Pr
{
Xn ≥ µ, MB
(
Xn, µ
) ≤ lnαn } ≤ α for
any α > 0.
Proof. For simplicity of notations, let FXn(z) = Pr
{
Xn ≤ z
}
. By Lemma 1, we have that
{Xn ≥ µ} = {Xn ≥ µ, FXn(Xn) ≤ exp
(
nMB
(
Xn, µ
))}. Therefore,{
Xn ≥ µ, MB
(
Xn, µ
) ≤ lnα
n
}
=
{
Xn ≥ µ, MB
(
Xn, µ
) ≤ lnα
n
, FXn(Xn) ≤ exp
(
nMB
(
Xn, µ
))}
⊆ {FXn(Xn) ≤ α}
and thus Lemma 72 follows from Lemma 2.
✷
Lemma 73 Let Xn =
∑n
i=1Xi
n , where X1, · · · , Xn are i.i.d. random variables such that 0 ≤
Xi ≤ 1 and E[Xi] = µ ∈ (0, 1) for i = 1, · · · , n. Then, Pr
{
Xn ≤ µ, MB
(
Xn, µ
) ≤ lnαn } ≤ α for
any α > 0.
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Proof. For simplicity of notations, let GXn(z) = Pr
{
Xn ≥ z
}
. By Lemma 1, we have that
{Xn ≤ µ} = {Xn ≤ µ, GXn(Xn) ≤ exp
(
nMB
(
Xn, µ
))}. Therefore,{
Xn ≤ µ, MB
(
Xn, µ
) ≤ lnα
n
}
=
{
Xn ≤ µ, MB
(
Xn, µ
) ≤ lnα
n
, GXn(Xn) ≤ exp
(
nMB
(
Xn, µ
))}
⊆ {GXn(Xn) ≤ α}
and thus Lemma 73 follows from Lemma 2.
✷
Now we are in a position to show Theorem 39. By a similar method as that of Lemma 8,
we can show that {MB
(
1
2 −
∣∣1
2 − µ̂s
∣∣ , 12 − ∣∣12 − µ̂s∣∣+ ε) ≤ ln( δ2s )ns } is a sure event. By a similar
method as that of Lemma 9, we can show that {MB
(
1
2 −
∣∣1
2 − µ̂ℓ
∣∣ , 12 − ∣∣12 − µ̂ℓ∣∣+ ε) ≤ ln( δ2s )ns } ⊆
{MB(µ̂ℓ, µ̂ℓ + ε) ≤ ln(
δ
2s
)
nℓ
, MB(µ̂ℓ, µ̂ℓ − ε) ≤ ln(
δ
2s
)
nℓ
} for ℓ = 1, · · · , s. Making use of these facts
and Lemmas 72 and 73, we have
Pr{|µ̂− µ| ≥ ε} ≤
s∑
ℓ=1
Pr
{
µ ≥ µ̂ℓ + ε, MB(µ̂ℓ, µ̂ℓ + ε) ≤
ln( δ2s )
nℓ
}
+
s∑
ℓ=1
Pr
{
µ ≤ µ̂ℓ − ε, MB(µ̂ℓ, µ̂ℓ − ε) ≤
ln( δ2s )
nℓ
}
≤
s∑
ℓ=1
Pr
{
µ ≥ µ̂ℓ, MB(µ̂ℓ, µ) ≤
ln( δ2s )
nℓ
}
+
s∑
ℓ=1
Pr
{
µ ≤ µ̂ℓ, MB(µ̂ℓ, µ) ≤
ln( δ2s )
nℓ
}
≤ δ,
from which Theorem 39 follows.
L.22 Proof of Theorem 40
We need some preliminary results.
Lemma 74 Let Xn =
∑n
i=1Xi
n , where X1, · · · ,Xn are i.i.d. random variables such that 0 ≤ Xi ≤
1 and E[Xi] = µ ∈ (0, 1) for i = 1, · · · , n. Then, Pr
{
Xn ≥ µ, M
(
Xn, µ
) ≤ lnαn } ≤ α for any α > 0.
Proof. For simplicity of notations, let FXn(z) = Pr
{
Xn ≤ z
}
. By Lemma 1, we have that
{Xn ≥ µ} = {Xn ≥ µ, FXn(Xn) ≤ exp
(
nM
(
Xn, µ
))}. Therefore,{
Xn ≥ µ, M
(
Xn, µ
) ≤ lnα
n
}
=
{
Xn ≥ µ, M
(
Xn, µ
) ≤ lnα
n
, FXn(Xn) ≤ exp
(
nM
(
Xn, µ
))}
⊆ {FXn(Xn) ≤ α}
and thus Lemma 74 follows from Lemma 2.
✷
Lemma 75 Let Xn =
∑n
i=1Xi
n , where X1, · · · ,Xn are i.i.d. random variables such that 0 ≤ Xi ≤
1 and E[Xi] = µ ∈ (0, 1) for i = 1, · · · , n. Then, Pr{Xn ≤ µ, M
(
Xn, µ
) ≤ lnαn } ≤ α for any α > 0.
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Proof. For simplicity of notations, let GXn(z) = Pr
{
Xn ≥ z
}
. By Lemma 1, we have that
{Xn ≤ µ} = {Xn ≤ µ, GXn(Xn) ≤ exp
(
nM
(
Xn, µ
))}. Therefore,{
Xn ≤ µ, M
(
Xn, µ
) ≤ lnα
n
}
=
{
Xn ≤ µ, M
(
Xn, µ
) ≤ lnα
n
, GXn(Xn) ≤ exp
(
nM
(
Xn, µ
))}
⊆ {GXn(Xn) ≤ α}
and thus Lemma 75 follows from Lemma 2.
✷
Now we are in a position to show Theorem 40. By a similar method as that of Lemma 10, we
can show that {(|µ̂s− 12 |− 2ε3 )2 ≥ 14+ ns ε
2
2 ln( δ
2s
)
} is a sure event. By a similar method as that of Lemma
11, we can show that {(|µ̂ℓ − 12 | − 2ε3 )2 ≥ 14 + nℓ ε
2
2 ln( δ2s )
} ⊆ {MB (µ̂ℓ, µ̂ℓ + ε) ≤ ln(
δ
2s )
nℓ
, MB (µ̂ℓ, µ̂ℓ − ε) ≤
ln( δ2s )
nℓ
} for ℓ = 1, · · · , s. Therefore, by a variation of the argument for Theorem 39 and using
Lemmas 74 and 75, we have Pr{|µ̂− µ| ≥ ε} ≤ δ, from which Theorem 40 follows.
L.23 Proof of Theorem 44
By a similar method as that of Lemma 55, we can show that {MB(p̂s,L (p̂s)) ≤ ln(ζδ)ns , MB(p̂s,U (p̂s)) ≤
ln(ζδ)
ns
} is a sure event. By Lemmas 72 and 73, we have
Pr{|µ̂− µ| ≥ ε} ≤
s∑
ℓ=1
Pr
{
µ ≥ U (µ̂ℓ), MB(µ̂ℓ,U (µ̂ℓ)) ≤
ln( δ2s )
nℓ
}
+
s∑
ℓ=1
Pr
{
µ ≤ L (µ̂ℓ), MB(µ̂ℓ,L (µ̂ℓ)) ≤
ln( δ2s )
nℓ
}
≤
s∑
ℓ=1
Pr
{
µ ≥ µ̂ℓ, MB(µ̂ℓ, µ) ≤
ln( δ2s )
nℓ
}
+
s∑
ℓ=1
Pr
{
µ ≤ µ̂ℓ, MB(µ̂ℓ, µ) ≤
ln( δ2s )
nℓ
}
≤ δ,
from which Theorem 44 follows.
L.24 Proof of Theorem 45
By a similar method as that of Lemma 67, we can show that {Ds = 1} is a sure event. By
a similar method as that of Lemma 66, we can show that {Dℓ = 1} ⊆ {MB(µ̂ℓ,U (µ̂ℓ)) ≤
ln(ζδ)
nℓ
, MB(µ̂ℓ,L (µ̂ℓ)) ≤ ln(ζδ)nℓ } for ℓ = 1, · · · , s. Therefore, by a variation of the argument for
Theorem 44 and using Lemmas 74 and 75, we can establish Theorem 45.
M Proofs of Theorems for Estimation of Poisson Parameters
M.1 Proof of Theorem 50
First, we shall show statement (I). Let 0 < η < 1 and r = infℓ>0
nℓ+1
nℓ
. By the assumption that
r > 1, we have that there exists a number ℓ′ > max{τ, τ + 2r−1 + ln(ζδ)ln 2 } such that nℓ+1nℓ >
r+1
2 for
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any ℓ > ℓ′. Noting that
ln(ζδℓ+1)
nℓ+1
ln(ζδℓ)
nℓ
<
2
r + 1
× (ℓ + 1− τ) ln 2− ln(ζδ)
(ℓ− τ) ln 2− ln(ζδ) =
2
r + 1
×
(
1 +
1
ℓ− τ − ln(ζδ)ln 2
)
< 1
for ℓ > ℓ′ and that ln(ζδℓ)nℓ =
ln(ζδ2τ−ℓ)
nℓ
→ 0 > MP(λη , λη + ε) as ℓ→∞, we have that there exists an
integer κ greater than ℓ′ such that MP(λη ,
λ
η + ε) <
ln(ζδℓ)
nℓ
for all ℓ ≥ κ. For ℓ no less than such κ,
we claim that z > λη if MP(z, z + ε) >
ln(ζδℓ)
nℓ
and z ∈ [0,∞). To prove this claim, suppose, to get
a contradiction, that z ≤ λη . Then, since MP(z, z + ε) is monotonically increasing with respect to
z > 0, we have MP(z, z + ε) ≤ MP(λη , λη + ε) < ln(ζδℓ)nℓ , which is a contradiction. Therefore, we have
shown the claim and it follows that {MP(Kℓnℓ , Kℓnℓ + ε) >
ln(ζδℓ)
nℓ
} ⊆ {Kℓnℓ > λη } for ℓ ≥ κ. So,
Pr{l > ℓ} ≤ Pr
{
MP
(
Kℓ
nℓ
,
Kℓ
nℓ
+ ε
)
>
ln(ζδℓ)
nℓ
}
≤ Pr
{
Kℓ
nℓ
>
λ
η
}
< exp (−cnℓ) ,
where c = −MP(λη , λ) and the last inequality is due to Chernoff bounds. Since Pr{l > ℓ} <
exp(−cnℓ) and nℓ →∞ as ℓ→∞, we have Pr{l <∞} = 1 or equivalently, Pr{n <∞} = 1. This
completes the proof of statement (I).
To show statement (II) of Theorem 50, we can use an argument similar to the proof of
statement (II) of Theorem 28.
To show statement (III) of Theorem 50, we can use an argument similar to the proof of
statement (III) of Theorem 28.
To show statement (IV) of Theorem 50, we can use an argument similar to the proof of
statement (IV) of Theorem 28 and make use of the observation that
Pr
{∣∣∣λ̂− λ∣∣∣ ≥ ε | λ} = ℓ⋆∑
ℓ=1
Pr
{∣∣∣λ̂ℓ − λ∣∣∣ ≥ ε, l = ℓ | λ}+ ∞∑
ℓ=ℓ⋆+1
Pr
{∣∣∣λ̂ℓ − λ∣∣∣ ≥ ε, l = ℓ | λ}
≤
ℓ⋆∑
ℓ=1
Pr
{∣∣∣λ̂ℓ − λ∣∣∣ ≥ ε, l = ℓ | λ}+ η
≤
ℓ⋆∑
ℓ=1
Pr {l = ℓ | λ}+ η ≤
ℓ⋆∑
ℓ=1
Pr
{
λ̂ℓ ≤ zℓ | λ
}
+ η ≤
ℓ⋆∑
ℓ=1
exp(nℓMP(zℓ, λ)) + η.
To show statement (V) of Theorem 50, we can use an argument similar to the proof of
statement (V) of Theorem 28.
M.2 Proof of Theorem 51
Theorem 51 can be established by using a method similar to that of Theorem 32 based on the
following preliminary results.
Lemma 76 Let ε > 0. Then, MP(z, z + ε) is monotonically increasing with respect to z > 0.
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Proof. Note that MP(z, z + ε) = −ε+ z ln
(
z+ε
z
)
and
∂MP(z, z + ε)
∂z
= ln
(
z + ε
z
)
− ε
z + ε
= − ln
(
1− ε
z + ε
)
− ε
z + ε
> 0, ∀z > 0
where the inequality follows from ln(1− x) ≤ −x, ∀x ∈ [0, 1).
✷
Lemma 77 If ε is sufficiently small, then the following statements hold true.
(I): For ℓ = 1, · · · , τ , there exists a unique number zℓ ∈ [0,∞) such that nℓ = ln(ζδℓ)MP(zℓ, zℓ+ε) .
(II): zℓ is monotonically increasing with respect to ℓ no greater than τ .
(III): limε→0 zℓ = λ∗Cτ−ℓ for 1 ≤ ℓ ≤ τ , where the limit is taken under the restriction that
ℓ− τ is fixed with respect to ε.
(IV): {Dℓ = 0} = {λ̂ℓ > zℓ} for ℓ = 1, · · · , τ .
Proof. Lemma 77 can be shown by a similar method as that of Lemma 46. ✷
Lemma 78 Define ℓε = τ − jλ, where jλ is the largest integer j such that Cj ≥ λλ∗ . Then,
lim
ε→0
ℓε−1∑
ℓ=1
nℓ Pr{Dℓ = 1} = 0, lim
ε→0
τ∑
ℓ=ℓε+1
nℓPr{Dℓ = 0} = 0 (228)
for λ ∈ (0, λ∗). Moreover, limε→0 nℓε Pr{Dℓε = 0} = 0 for λ ∈ (0, λ∗) such that Cjλ > λλ∗ .
Proof. For simplicity of notations, let bℓ = limε→0 zℓ for 1 ≤ ℓ ≤ τ .
First, we shall show that (228) holds for λ ∈ (0, λ∗). By the definition of ℓε, we have bℓε−1 =
λ∗Cτ−ℓε+1 = λ∗Cjλ+1 < λ. Making use of the first three statements of Lemma 77, we have that
zℓ <
λ+bℓε−1
2 < λ for all ℓ ≤ ℓε− 1 if ε is sufficiently small. By the last statement of Lemma 77, we
have
Pr{Dℓ = 1} = Pr{λ̂ℓ ≤ zℓ} ≤ Pr
{
λ̂ℓ <
λ+ bℓε−1
2
}
≤ exp
(
nℓMP
(
λ+ bℓε−1
2
, λ
))
for all ℓ ≤ ℓε − 1 provided that ε > 0 is small enough. Since λ+bℓε−12 is independent of ε > 0, we
have limε→0
∑ℓε−1
ℓ=1 nℓ Pr{Dℓ = 1} = 0 as a result of Lemma 14.
Similarly, it can be seen from the definition of ℓε that bℓε+1 = λ
∗Cτ−ℓε−1 = λ∗Cjλ−1 > λ.
Making use of the first three statements of Lemma 77, we have that zℓ >
λ+bℓε+1
2 > λ for ℓε + 1 ≤
ℓ ≤ τ if ε is sufficiently small. By the last statement of Lemma 77, we have
Pr{Dℓ = 0} = Pr{λ̂ℓ > zℓ} ≤ Pr
{
λ̂ℓ >
λ+ bℓε+1
2
}
≤ exp
(
nℓMP
(
λ+ bℓε+1
2
, λ
))
for ℓε + 1 ≤ ℓ ≤ τ provided that ε > 0 is small enough. Therefore, we can apply Lemma 14 to
conclude that limε→0
∑τ
ℓ=ℓε+1
nℓ Pr{Dℓ = 0} = 0.
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Second, we shall show that limε→0 nℓε Pr{Dℓε = 0} = 0 for λ ∈ (0, λ∗) such that Cjλ > λλ∗ .
Clearly, bℓε = λ
∗Cτ−ℓε = λ∗Cjλ > λ. Making use of the first three statements of Lemma 77, we
have zℓε >
λ+bℓε
2 > λ if ε is sufficiently small. By the last statement of Lemma 77, we have
Pr{Dℓε = 0} = Pr{λ̂ℓε > zℓε} ≤ Pr
{
λ̂ℓε >
λ+ bℓε
2
}
≤ exp
(
nℓεMP
(
λ+ bℓε
2
, λ
))
for small enough ε > 0. It follows that limε→0 nℓε Pr{Dℓε = 0} = 0.
✷
Lemma 79 limε→0
∑∞
ℓ=τ+1 nℓ Pr{l = ℓ} = 0 for any λ ∈ (0, λ∗).
Proof. Recalling that the sample sizes n1, n2, · · · are chosen as the ascending arrangement of
all distinct elements of the set defined by (97), we have that
nℓ =
⌈
Cτ−ℓ ln(ζδ)
MP (λ∗, λ∗ + ε)
⌉
, ℓ = 1, 2, · · ·
for small enough ε > 0. By the assumption that infi∈Z
Ci−1
Ci
= 1 + ρ > 1, we have that
nℓ > (1 + ρ)
ℓ−τ−1 ln(ζδ)
MP (λ∗, λ∗ + ε)
, ℓ = τ + 1, τ + 2, · · ·
for small enough ε > 0. So, there exists a number ε∗ > 0 such that
nℓMP (λ
∗, λ∗ + ε) < (1 + ρ)ℓ−τ−1 ln(ζδ), ℓ = τ + 1, τ + 2, · · ·
for any ε ∈ (0, ε∗). Observing that there exist a positive integer κ∗ such that (1+ρ)ℓ−τ−1 ln(ζδ) <
ln(ζδ) − (ℓ− τ) ln 2 = ln(ζδℓ) for any ℓ ≥ τ + κ∗, we have that there exists a positive integer κ∗
independent of ε such that MP(λ∗, λ∗ + ε) <
ln(ζδℓ)
nℓ
for ℓ ≥ τ + κ∗ and 0 < ε < ε∗. Note that
MP(z, z + ε) is monotonically increasing with respect to z ∈ (0,∞) as asserted by Lemma 76.
For ℓ ≥ τ +κ∗ and 0 < ε < ε∗, as a result of ln(ζδℓ)nℓ > MP(λ∗, λ∗+ ε), there exists a unique number
zℓ ∈ [0,∞) such that MP(zℓ, zℓ + ε) = ln(ζδℓ)nℓ > MP(λ∗, λ∗ + ε). Moreover, it must be true that
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zℓ > λ
∗ for ℓ ≥ τ + κ∗ and ε ∈ (0, ε∗). Therefore, for small enough ε ∈ (0, ε∗), we have
∞∑
ℓ=τ+1
nℓ Pr{l = ℓ} =
τ+κ∗∑
ℓ=τ+1
nℓ Pr{l = ℓ}+
∞∑
ℓ=τ+κ∗+1
nℓ Pr{l = ℓ}
≤
τ+κ∗∑
ℓ=τ+1
nℓ Pr{Dτ = 0}+
∞∑
ℓ=τ+κ∗+1
nℓ Pr{Dℓ−1 = 0}
=
τ+κ∗∑
ℓ=τ+1
nℓ Pr{Dτ = 0}+
∞∑
ℓ=τ+κ∗
nℓ+1Pr{Dℓ = 0}
≤ k∗(1 + ρ)k∗nτ Pr{Dτ = 0}+ (1 + ρ)
∞∑
ℓ=τ+κ∗
nℓ Pr{Dℓ = 0}
≤ k∗(1 + ρ)k∗nτ Pr{λ̂τ > zτ}+ (1 + ρ)
∞∑
ℓ=τ+κ∗
nℓ Pr{λ̂ℓ > zℓ}
≤ k∗(1 + ρ)k∗nτ Pr
{
λ̂τ >
λ∗ + λ
2
}
+ (1 + ρ)
∞∑
ℓ=τ+κ∗
nℓ Pr{λ̂ℓ > λ∗}
≤ k∗(1 + ρ)k∗nτ exp
(
nτMP
(
λ+ λ∗
2
, λ
))
+(1 + ρ)
∞∑
ℓ=τ+κ∗
nℓ exp(nℓMP(λ
∗, λ))→ 0
as ε→ 0, where we have used the assumption that supi∈Z Ci−1Ci = 1+ ρ <∞. This completes the
proof of the lemma. ✷
M.3 Proof of Theorem 53
To show statement (I) of Theorem 53, we can use an argument similar to the proof of statement
(I) of Theorem 28.
To show statement (II) of Theorem 53, we can use an argument similar to the proof of
statement (II) of Theorem 28.
To show statement (III) of Theorem 53, we can use an argument similar to the proof of
statement (III) of Theorem 28.
To show statement (IV) of Theorem 53, we can use an argument similar to the proof of
statement (IV) of Theorem 28 and make use of the observation that
Pr
{∣∣∣λ̂− λ∣∣∣ ≥ ελ | λ} = ℓ⋆∑
ℓ=1
Pr
{∣∣∣λ̂ℓ − λ∣∣∣ ≥ ελ, l = ℓ | λ} + ∞∑
ℓ=ℓ⋆+1
Pr
{∣∣∣λ̂ℓ − λ∣∣∣ ≥ ελ, l = ℓ | λ}
≤
ℓ⋆∑
ℓ=1
Pr
{∣∣∣λ̂ℓ − λ∣∣∣ ≥ ελ, l = ℓ | λ} + η
≤
ℓ⋆∑
ℓ=1
Pr {l = ℓ | λ}+ η ≤
ℓ⋆∑
ℓ=1
Pr
{
λ̂ℓ ≥ zℓ | λ
}
+ η ≤
ℓ⋆∑
ℓ=1
exp(nℓMP(zℓ, λ)) + η.
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To show statement (V) of Theorem 53, we can use an argument similar to the proof of
statement (V) of Theorem 28 and make use of the observation that
Pr
{∣∣∣λ̂− λ∣∣∣ ≥ ελ | λ} ≤ Pr{∣∣∣λ̂− λ∣∣∣ ≥ ελ, l = 1 | λ}+ Pr{∣∣∣λ̂− λ∣∣∣ ≥ ελ, l > 1 | λ}
≤ Pr
{∣∣∣λ̂1 − λ∣∣∣ ≥ ελ | λ}+ Pr {l > 1 | λ}
≤ Pr
{∣∣∣λ̂1 − λ∣∣∣ ≥ ελ | λ}+ Pr{λ̂1 < z1 | λ}
≤ 2 exp(n1MP((1 + ε)λ, λ)) + exp(n1MP(z1, λ)).
M.4 Proof of Theorem 54
Theorem 54 can be established by using a method similar to that of Theorem 32 based on the
following preliminary results.
Lemma 80 If ε is sufficiently small, then the following statements hold true.
(I): For ℓ = 1, · · · , τ , there exists a unique number zℓ ∈ [0,∞) such that nℓ = ln(ζδℓ)
MP(zℓ,
zℓ
1+ε
)
.
(II): zℓ is monotonically decreasing with respect to ℓ no greater than τ .
(III): limε→0 zℓ = λ
′
Cτ−ℓ
for 1 ≤ ℓ ≤ τ , where the limit is taken under the restriction that ℓ− τ
is fixed with respect to ε.
(IV): {Dℓ = 0} = {λ̂ℓ < zℓ} for ℓ = 1, · · · , τ .
Proof. Lemma 80 can be shown by a similar method as that of Lemma 46. ✷
Lemma 81 Define ℓε = τ − jλ, where jλ is the largest integer j such that Cj ≥ λ′λ . Then,
lim
ε→0
ℓε−1∑
ℓ=1
nℓ Pr{Dℓ = 1} = 0, lim
ε→0
τ∑
ℓ=ℓε+1
nℓPr{Dℓ = 0} = 0 (229)
for λ ∈ (λ′, λ′′). Moreover, limε→0 nℓε Pr{Dℓε = 0} = 0 for λ ∈ (λ′, λ′′) such that Cjλ > λ
′
λ .
Proof. For simplicity of notations, let bℓ = limε→0 zℓ for 1 ≤ ℓ ≤ τ .
First, we shall show that (229) holds for λ ∈ (λ′, λ′′). By the definition of ℓε, we have
bℓε−1 =
λ′
Cτ−ℓε+1
= λ
′
Cjλ+1
> λ. Making use of the first three statements of Lemma 80, we have
that zℓ >
λ+bℓε−1
2 > λ for all ℓ ≤ ℓε − 1 if ε is sufficiently small. By the last statement of Lemma
80, we have
Pr{Dℓ = 1} = Pr{λ̂ℓ ≥ zℓ} ≤ Pr
{
λ̂ℓ >
λ+ bℓε−1
2
}
≤ exp
(
nℓMP
(
λ+ bℓε−1
2
, λ
))
for all ℓ ≤ ℓε − 1 provided that ε > 0 is small enough. Since λ+bℓε−12 is independent of ε > 0, we
have limε→0
∑ℓε−1
ℓ=1 nℓ Pr{Dℓ = 1} = 0 as a result of Lemma 14.
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Similarly, it can be seen from the definition of ℓε that bℓε+1 =
λ′
Cτ−ℓε−1
= λ
′
Cjλ−1
< λ. Making
use of the first three statements of Lemma 80, we have that zℓ <
λ+bℓε+1
2 < λ for ℓε + 1 ≤ ℓ ≤ τ if
ε is sufficiently small. By the last statement of Lemma 80, we have
Pr{Dℓ = 0} = Pr{λ̂ℓ < zℓ} ≤ Pr
{
λ̂ℓ <
λ+ bℓε+1
2
}
≤ exp
(
nℓMP
(
λ+ bℓε+1
2
, λ
))
for ℓε + 1 ≤ ℓ ≤ τ provided that ε > 0 is small enough. Therefore, we can apply Lemma 14 to
conclude that limε→0
∑τ
ℓ=ℓε+1
nℓ Pr{Dℓ = 0} = 0.
Second, we shall show that limε→0 nℓε Pr{Dℓε = 0} = 0 for λ ∈ (λ′, λ′′) such that Cjλ > λ
′
λ .
Clearly, bℓε =
λ′
Cτ−ℓε
= λ
′
Cjλ
< λ. Making use of the first three statements of Lemma 80, we have
zℓε <
λ+bℓε
2 < λ if ε is sufficiently small. By the last statement of Lemma 80, we have
Pr{Dℓε = 0} = Pr{λ̂ℓε < zℓε} ≤ Pr
{
λ̂ℓε <
λ+ bℓε
2
}
≤ exp
(
nℓεMP
(
λ+ bℓε
2
, λ
))
for small enough ε > 0. It follows that limε→0 nℓε Pr{Dℓε = 0} = 0.
✷
Lemma 82 limε→0
∑∞
ℓ=τ+1 nℓ Pr{l = ℓ} = 0 for any λ ∈ (λ′, λ′′).
Proof. Recalling that the sample sizes n1, n2, · · · are chosen as the ascending arrangement of
all distinct elements of the set defined by (98), we have that
nℓ =
 Cτ−ℓ ln(ζδ)MP (λ′, λ′1+ε)
 , ℓ = 1, 2, · · ·
for small enough ε ∈ (0, 1). By the assumption that infi∈Z Ci−1Ci = 1 + ρ > 1, we have that
nℓ > (1 + ρ)
ℓ−τ−1 ln(ζδ)
MP
(
λ′, λ′1+ε
) , ℓ = τ + 1, τ + 2, · · ·
for small enough ε ∈ (0, 1). So, there exists a number ε∗ ∈ (0, 1) such that
nℓMP
(
λ′,
λ′
1 + ε
)
< (1 + ρ)ℓ−τ−1 ln(ζδ), ℓ = τ + 1, τ + 2, · · ·
for any ε ∈ (0, ε∗). Observing that there exist a positive integer κ∗ such that (1+ρ)ℓ−τ−1 ln(ζδ) <
ln(ζδ) − (ℓ − τ) ln 2 = ln(ζδℓ) for any ℓ ≥ τ + κ∗, we have that there exists a positive integer
κ∗ independent of ε such that MP(λ′, λ
′
1+ε ) <
ln(ζδℓ)
nℓ
for ℓ ≥ τ + κ∗ and 0 < ε < ε∗. Note that
MP(z,
z
1+ε) = z[
ε
1+ε − ln(1 + ε)] is monotonically decreasing with respect to z ∈ (0,∞). For
ℓ ≥ τ + κ∗ and 0 < ε < ε∗, as a result of ln(ζδℓ)nℓ > MP(λ′, λ
′
1+ε ), there exists a unique number
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zℓ ∈ [0,∞) such that MP(zℓ, zℓ1+ε ) = ln(ζδℓ)nℓ > MP(λ′, λ
′
1+ε ). Moreover, it must be true that zℓ < λ
′
for ℓ ≥ τ + κ∗ and ε ∈ (0, ε∗). Therefore, for small enough ε ∈ (0, ε∗), we have
∞∑
ℓ=τ+1
nℓ Pr{l = ℓ} =
τ+κ∗∑
ℓ=τ+1
nℓ Pr{l = ℓ}+
∞∑
ℓ=τ+κ∗+1
nℓ Pr{l = ℓ}
≤
τ+κ∗∑
ℓ=τ+1
nℓ Pr{Dτ = 0}+
∞∑
ℓ=τ+κ∗+1
nℓ Pr{Dℓ−1 = 0}
=
τ+κ∗∑
ℓ=τ+1
nℓ Pr{Dτ = 0}+
∞∑
ℓ=τ+κ∗
nℓ+1 Pr{Dℓ = 0}
≤ k∗(1 + ρ)k∗nτ Pr{Dτ = 0}+ (1 + ρ)
∞∑
ℓ=τ+κ∗
nℓ Pr{Dℓ = 0}
≤ k∗(1 + ρ)k∗nτ Pr{λ̂τ < zτ}+ (1 + ρ)
∞∑
ℓ=τ+κ∗
nℓ Pr{λ̂ℓ < zℓ}
≤ k∗(1 + ρ)k∗nτ Pr
{
λ̂τ <
λ′ + λ
2
}
+ (1 + ρ)
∞∑
ℓ=τ+κ∗
nℓ Pr{λ̂ℓ < λ′}
≤ k∗(1 + ρ)k∗nτ exp
(
nτMP
(
λ+ λ′
2
, λ
))
+(1 + ρ)
∞∑
ℓ=τ+κ∗
nℓ exp(nℓMP(λ
′, λ))→ 0
as ε→ 0, where we have used the assumption that supi∈Z Ci−1Ci = 1+ ρ <∞. This completes the
proof of the lemma. ✷
M.5 Proof of Theorem 55
We need some preliminary results. The following results, stated as Lemma 83, can be derived
from Chernoff bounds.
Lemma 83 SP(0, k, nλ) ≤ exp(nMP( kn , λ)) for 0 ≤ k ≤ nλ. Similarly, SP(k,∞, nλ) ≤ exp(nMP( kn , λ))
for k ≥ nλ.
Lemma 84 MP(λ− ε, λ) < MP(λ+ ε, λ) < 0 for any ε ∈ (0, λ].
Proof. In the case of ε = λ > 0, we have MP(λ+ε, λ) = ε−2ε ln 2 > −ε = MP(λ−ε, λ). In the
case of 0 < ε < λ, the lemma follows from the facts that MP(λ+ ε, λ) = MP(λ − ε, λ) for ε = 0
and ∂∂ε [MP(λ+ ε, λ)−MP(λ− ε, λ)] = ln λ
2
λ2−ε2 > 0 for any ε ∈ (0, λ). To show MP(λ+ ε, λ) < 0
for any ε ∈ (0, λ], note that MP(λ + ε, λ) = ε + (λ + ε) ln λλ+ε < ε + (λ + ε) × −ελ+ε = 0. This
completes the proof of the lemma.
✷
Lemma 85 Let ε > 0. Then, MP(z, z − ε) is monotonically increasing with respect to z > ε.
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Proof. Note that MP(z, z − ε) = ε+ z ln
(
z−ε
z
)
and
∂MP(z, z − ε)
∂z
= ln
(
z − ε
z
)
+
ε
z − ε = − ln
(
1 +
ε
z − ε
)
+
ε
z − ε > 0
where the last inequality follows from ln(1 + x) ≤ x, ∀x ∈ [0, 1).
✷
Lemma 86 Let 0 < ε < 1. Then, MP(z, z1−ε ) < MP(z,
z
1+ε ) and
∂
∂zMP(z,
z
1−ε ) <
∂
∂zMP(z,
z
1+ε ) < 0
for z > 0.
Proof. Note that MP(z, z1+ε ) − MP(z, z1−ε ) = z g(ε) where g(ε) = ε1+ε + ε1−ε + ln(1−ε1+ε). Since
g(0) = 0 and dg(ε)dε =
4ε2
(1−ε2)2 > 0, we have g(ε) > 0 for 0 < ε < 1. It follows that MP(z,
z
1−ε ) <
MP(z,
z
1+ε ).
Using the inequality ln(1−x) < −x, ∀x ∈ (0, 1), we have ∂∂zMP(z, z1+ε ) = ε1+ε +ln(1− ε1+ε ) < 0.
Noting that ∂∂z [MP(z,
z
1+ε )−MP(z, z1−ε )] = g(ε) > 0, we have ∂∂zMP(z, z1−ε ) < ∂∂zMP(z, z1+ε ) < 0.
✷
Lemma 87 Pr{MP(λ̂s,L (λ̂s)) ≤ ln(ζδ)ns , MP(λ̂s,U (λ̂s)) ≤
ln(ζδ)
ns
} = 1.
Proof. For simplicity of notations, we denote λ⋆ = εaεr . By the definitions of L (λ̂s) and U (λ̂s),
we have that, in order to show the lemma, it suffices to show{
MP
(
λ̂s,
λ̂s
1− εr
)
>
ln(ζδ)
ns
, λ̂s > λ
⋆ − εa
}
= ∅, (230){
MP(λ̂s, λ̂s + εa) >
ln(ζδ)
ns
, λ̂s ≤ λ⋆ − εa
}
= ∅, (231){
MP
(
λ̂s,
λ̂s
1 + εr
)
>
ln(ζδ)
ns
, λ̂s > λ
⋆ + εa
}
= ∅, (232){
MP(λ̂s, λ̂s − εa) > ln(ζδ)
ns
, λ̂s ≤ λ⋆ + εa
}
= ∅. (233)
By the definition of ns, we have ns ≥
⌈
ln(ζδ)
MP(λ⋆+εa,λ⋆)
⌉
≥ ln(ζδ)
MP(λ⋆+εa,λ⋆)
. By the assumption on εa and
εr, we have 0 < εa < λ
⋆. Hence, by Lemma 84, we have MP (λ
⋆ − εa, λ⋆) < MP (λ⋆ + εa, λ⋆) < 0
and it follows that
ln(ζδ)
ns
≥ MP (λ⋆ + εa, λ⋆) > MP (λ⋆ − εa, λ⋆) . (234)
By (234),{
MP
(
λ̂s,
λ̂s
1− εr
)
>
ln(ζδ)
ns
, λ̂s > λ
⋆ − εa
}
⊆
{
MP
(
λ̂s,
λ̂s
1− εr
)
> MP (λ
⋆ − εa, λ⋆) , λ̂s > λ⋆ − εa
}
.
(235)
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Noting that MP (λ
⋆ − εa, λ⋆) = MP
(
λ⋆ − εa, λ⋆−εa1−εr
)
and making use of the fact that MP(z,
z
1−ε)
is monotonically decreasing with respect to z ∈ (0,∞) as asserted by Lemma 86, we have{
MP
(
λ̂s,
λ̂s
1− εr
)
> MP (λ
⋆ − εa, λ⋆)
}
= {λ̂s < λ⋆ − εa}. (236)
Combining (235) and (236) yields (230). By (234),{
MP(λ̂s, λ̂s + εa) >
ln(ζδ)
ns
, λ̂s ≤ λ⋆ − εa
}
⊆
{
MP(λ̂s, λ̂s + εa) > MP (λ
⋆ − εa, λ⋆) , λ̂s ≤ λ⋆ − εa
}
.
(237)
By the assumption on εa and εr, we have λ
⋆ − εa > 0. Recalling the fact that MP(z, z + ε) is
monotonically increasing with respect to z ∈ (0,∞) as asserted by Lemma 76, we have that the
event in the right-hand side of (237) is an impossible event and consequently, (231) is established.
By (234),{
MP
(
λ̂s,
λ̂s
1 + εr
)
>
ln(ζδ)
ns
, λ̂s > λ
⋆ + εa
}
=
{
MP
(
λ̂s,
λ̂s
1 + εr
)
> MP (λ
⋆ + εa, λ
⋆) , λ̂s > λ
⋆ + εa
}
.
(238)
Noting that MP (λ
⋆ + εa, λ
⋆) = MP
(
λ⋆ + εa,
λ⋆+εa
1+εr
)
and making use of the fact that MP(z,
z
1+ε)
is monotonically decreasing with respect to z ∈ (0,∞) as asserted by Lemma 86, we have{
MP
(
λ̂s,
λ̂s
1 + εr
)
> MP (λ
⋆ + εa, λ
⋆)
}
= {λ̂s < λ⋆ + εa}. (239)
Combining (238) and (239) yields (232). By (234),{
MP(λ̂s, λ̂s − εa) > ln(ζδ)
ns
, λ̂s ≤ λ⋆ + εa
}
⊆
{
MP(λ̂s, λ̂s − εa) > MP (λ⋆ + εa, λ⋆) , λ̂s ≤ λ⋆ + εa
}
.
(240)
Recalling the fact that MP(z, z − ε) is monotonically increasing with respect to z ∈ (ε,∞) as
stated by Lemma 85, we have that the event in the right-hand side of (240) is an impossible event
and consequently, (233) is established. This completes the proof of the lemma.
✷
Lemma 88 Pr
{∣∣∣ λ̂−λλ ∣∣∣ ≥ εr | λ} < δ for λ ∈ [λ,∞).
Proof. Note that
Pr
{∣∣∣∣∣ λ̂− λλ
∣∣∣∣∣ ≥ εr | λ
}
=
s∑
ℓ=1
Pr
{∣∣∣∣∣ λ̂ℓ − λλ
∣∣∣∣∣ ≥ εr, l = ℓ | λ
}
≤
s∑
ℓ=1
Pr
{∣∣∣∣∣ λ̂ℓ − λλ
∣∣∣∣∣ ≥ εr | λ
}
≤
s∑
ℓ=1
[exp(nℓMP(λ+ λεr, λ)) + exp(nℓMP(λ− λεr, λ))] (241)
< 2
s∑
ℓ=1
exp(nℓMP(λ(1 + εr), λ))
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where (241) follows from Lemma 31. Since limλ→0 MP(λ(1 + εr), λ) = 0 and limλ→∞MP(λ(1 +
εr), λ) = −∞, there exists a unique number λ > 0 such that
∑s
ℓ=1 exp(nℓMP(λ(1 + εr), λ)) =
δ
2 .
Finally, the lemma is established by noting that MP(λ(1 + εr), λ) is monotonically decreasing
with respect to λ > 0.
✷
Now we are in a position to prove Theorem 55. The second statement of Theorem 55 is a
result of Lemma 88.
If the multistage sampling scheme follows a stopping rule derived from Chernoff bounds, then
{Ds = 1} is a sure event as a result of Lemma 87. It can be shown that exp(MP(z, λ)) is equal
to F(z, λ) and G(z, λ) respectively for the cases of z ≤ λ and z ≥ λ. Moreover, λ̂ℓ is a ULE of λ
for ℓ = 1, · · · , s. So, the sampling scheme satisfies all the requirements described in Corollary 1,
from which Theorem 55 immediately follows.
If the multistage sampling scheme follows a stopping rule derived from CDF & CCDF, then,
by Lemmas 83 and 87, we have
Pr{G
λ̂s
(λ̂s,L (λ̂s)) ≤ ζδs} = Pr{1− SP(Ks − 1, nsL (λ̂s)) ≤ ζδ}
≥ Pr{nsMP(λ̂s,L (λ̂s)) ≤ ln(ζδ)} = 1,
Pr{F
λ̂s
(λ̂s,U (λ̂s)) ≤ ζδs} = Pr{SP(Ks, nsU (λ̂s)) ≤ ζδ} ≥ Pr{nsMP(λ̂s,U (λ̂s)) ≤ ln(ζδ)} = 1
and thus Pr{F
λ̂s
(λ̂s,U (λ̂s)) ≤ ζδs, Gλ̂s(λ̂s,L (λ̂s)) ≤ ζδs} = 1, which implies that {Ds = 1}
is a sure event. So, the sampling scheme satisfies all the requirements described in Theorem 2,
from which Theorem 55 immediately follows.
M.6 Proof of Theorem 57
We need some preliminary results.
Lemma 89 If εa is sufficiently small, then the following statements hold true.
(I): For 1 ≤ ℓ < s, there exists a unique number zℓ ∈ [0, λ⋆ − εa) such that nℓ = ln(ζδ)MP(zℓ,zℓ+εa) .
(II): For 1 ≤ ℓ < s, there exists a unique number yℓ ∈ (λ⋆+εa,∞) such that nℓ = ln(ζδ)
MP
(
yℓ,
yℓ
1+εr
) .
(III): zℓ is monotonically increasing with respect to ℓ; yℓ is monotonically decreasing with
respect to ℓ.
(IV): limεa→0 zℓ = λ⋆Cs−ℓ and limεa→0 yℓ =
λ⋆
Cs−ℓ
, where the limits are taken under the con-
straint that εaεr and s− ℓ are fixed with respect to εa.
(V): Let ℓε = s− jλ. For λ ∈ (λ⋆,∞) such that Cjλ = r(λ),
lim
εr→0
zℓε − λ
εrλ
= 1.
For λ ∈ (0, λ⋆) such that Cjλ = r(λ),
lim
εa→0
zℓε − λ
εa
=
1
3
(
λ
λ⋆
− 2
)
.
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(VI): {Dℓ = 0} = {zℓ < λ̂ℓ < yℓ} for 1 ≤ ℓ < s.
Proof of Statement (I):
By the definition of sample sizes, we have ln(ζδ)nℓ ≥ MP(0, εa) and
nℓ <
(1 + C1)ns
2
<
(1 + C1)
2
[
ln(ζδ)
MP(λ⋆ + εa, λ⋆)
+ 1
]
(242)
for sufficiently small εa > 0. By (242), we have
ln(ζδ)
nℓ
< MP(λ
⋆ + εa, λ
⋆)
(
2
1 + C1
− 1
nℓ
)
=
MP(λ
⋆ + εa, λ
⋆)
MP(λ⋆ − εa, λ⋆)
2MP(λ
⋆ − εa, λ⋆)
1 + C1
− MP(λ
⋆ + εa, λ
⋆)
nℓ
.
Noting that
lim
εa→0
MP(λ
⋆ + εa, λ
⋆)
MP(λ⋆ − εa, λ⋆) = 1, limεa→0
MP(λ
⋆ + εa, λ
⋆)
nℓ
= 0,
we have that ln(ζδ)nℓ < MP(λ
⋆−εa, λ⋆) for small enough εa > 0. In view of the established fact that
MP(0, εa) ≤ ln(ζδ)nℓ < MP (λ⋆ − εa, λ⋆) and the fact that MP(z, z+εa) is monotonically increasing
with respect to z > 0 as asserted by Lemma 76, invoking the intermediate value theorem, we have
that there exists a unique number zℓ ∈ [0, λ⋆−εa) such that MP(zℓ, zℓ+εa) = ln(ζδ)nℓ , which implies
Statement (I).
Proof of Statement (II): By (242), we have
ln(ζδ)
nℓ
< MP(λ
⋆ + εa, λ
⋆)
(
2
1 + C1
− 1
nℓ
)
=
(
2
1 + C1
)
MP
(
λ⋆ + εa,
λ⋆ + εa
1 + εr
)
− MP(λ
⋆ + εa, λ
⋆)
nℓ
.
Noting that limεa→0
MP(λ
⋆+εa,λ
⋆)
nℓ
= 0, we have that ln(ζδ)nℓ < MP(λ
⋆ + εa,
λ⋆+εa
1+εr
) for small enough
εa > 0. In view of the established fact that
ln(ζδ)
nℓ
< MP(λ
⋆ + εa,
λ⋆+εa
1+εr
) and the fact that
MP(z,
z
1+εr
) is monotonically decreasing to −∞ with respect to z ∈ (0,∞) as asserted by Lemma
86, invoking the intermediate value theorem, we have that there exists a unique number yℓ ∈
(λ⋆ + εa,∞) such that MP(yℓ, yℓ1+εr ) =
ln(ζδ)
nℓ
, which implies Statement (II).
Proof of Statement (III): Since nℓ is monotonically increasing with respect to ℓ if εa > 0
is sufficiently small, we have that MP(zℓ, zℓ + εa) is monotonically increasing with respect to ℓ
for small enough εa > 0. Recalling that MP(z, z+ εa) is monotonically increasing with respect to
z > 0, we have that zℓ is monotonically increasing with respect to ℓ. Similarly, MP(yℓ,
yℓ
1+εr
) is
monotonically increasing with respect to ℓ for sufficiently small εa > 0. Recalling that MP(z,
z
1+εr
)
is monotonically decreasing with respect to z > 0, we have that yℓ is monotonically decreasing
with respect to ℓ. This establishes Statement (III).
Proof of Statement (IV): We first consider limεa→0 zℓ. For simplicity of notations, define
bℓ = λ
⋆Cs−ℓ for ℓ < s. Then, it can be checked that bℓλ⋆ = Cs−ℓ and, by the definition of sample
sizes, we have
bℓ
λ⋆
MP(zℓ, zℓ + εa)
MP(λ⋆ + εa, λ⋆)
=
1
nℓ
× Cs−ℓ ln(ζδ)
MP(λ⋆ + εa, λ⋆)
= 1 + o(1) (243)
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for ℓ < s.
We claim that zℓ > θ for θ ∈ (0, bℓ) if εa > 0 is small enough. To prove this claim, we use
a contradiction method. Suppose this claim is not true, then there is a set, denoted by Sεa ,
of infinitely many values of εa such that zℓ ≤ θ for any εa ∈ Sεa . By (243) and the fact that
MP(z, z + εa) is monotonically increasing with respect to z > 0 as asserted by Lemma 76, we
have
bℓ
λ⋆
MP(zℓ, zℓ + εa)
MP(λ⋆ + εa, λ⋆)
= 1 + o(1) ≥ bℓ
λ⋆
MP(θ, θ + εa)
MP(λ⋆ + εa, λ⋆)
=
bℓ
θ
+ o(1)
for small enough εa ∈ Sεa, which implies bℓθ ≤ 1, contradicting to the fact that bℓθ > 1. This
proves the claim. Now we restrict εa to be small enough so that θ < zℓ < λ
⋆. Since zℓ is bounded
in interval (θ, λ⋆), we have MP(zℓ, zℓ + εa) = −ε2a/(2zℓ) + o(ε2a) and by (243), we have
bℓ
λ⋆
× −ε
2
a/(2zℓ) + o(ε
2
a)
−ε2a/(2λ⋆) + o(ε2a)
= 1 + o(1),
which implies bℓzℓ = 1 + o(1) and thus limεa→0 zℓ = bℓ.
We now consider limεa→0 yℓ. For simplicity of notations, define aℓ =
λ⋆
Cs−ℓ
for 1 ≤ ℓ < s. Then,
it can be checked that λ
⋆
aℓ
= Cs−ℓ and, by the definition of sample sizes, we have
λ⋆
aℓ
MP(yℓ,
yℓ
1+εr
)
MP(λ⋆ + εa, λ⋆)
=
1
nℓ
× Cs−ℓ ln(ζδ)
MP(λ⋆ + εa, λ⋆)
= 1 + o(1). (244)
We claim that yℓ < θ for θ ∈ (aℓ,∞) if εr > 0 is small enough. To prove this claim, we
use a contradiction method. Suppose this claim is not true, then there is a set, denoted by Sεr ,
of infinitely many values of εr such that yℓ ≥ θ for any εr ∈ Sεr . By (244) and the fact that
MP(z,
z
1+εr
) is monotonically decreasing with respect to z ∈ (0,∞) as asserted by Lemma 86, we
have
λ⋆
aℓ
MP(yℓ,
yℓ
1+εr
)
MP(λ⋆ + εa, λ⋆)
= 1 + o(1) ≥ λ
⋆
aℓ
MP(θ,
θ
1+εr
)
MP(λ⋆ + εa, λ⋆)
=
θ
aℓ
+ o(1)
for small enough εr ∈ Sεr , which implies θaℓ ≤ 1, contradicting to the fact that
θ
aℓ
> 1. This
proves the claim. Now we restrict εr to be small enough so that λ
⋆ < yℓ < θ. Since yℓ is bounded
in interval (λ⋆, θ), we have MP(yℓ,
yℓ
1+εr
) = −ε2ryℓ/2 + o(ε2r) and by (244), we have
λ⋆
aℓ
× −ε
2
ryℓ/2 + o(ε
2
r)
−ε2a/(2λ⋆) + o(ε2a)
= 1 + o(1),
which implies yℓ−aℓaℓ = o(1) and thus limεr→0 yℓ = aℓ.
Proof of Statement (V):
We shall first consider λ ∈ (λ⋆,∞) such that Cjλ = λ
⋆
λ . Note that
MP(λ+ ε, λ) = ε− (λ+ ε) ln
(
1 +
ε
λ
)
= − ε
2
2λ
+
ε3
6λ2
+ o(ε) (245)
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for λ > 0 and ε > 0. Let ψǫ be a function of ǫ ∈ (0, 1) such that |ψǫ| is bounded from above by a
constant independent of ǫ. Then, by Taylor’s series expansion formula, we have
MP
(
ψǫ,
ψǫ
1 + ǫ
)
=
ǫ ψǫ
1 + ǫ
− ψǫ ln(1 + ǫ) = ǫ ψǫ
[
1− ǫ+ ǫ2 + o(ǫ2)]− ψǫ [ǫ− ǫ2
2
+
ǫ3
3
+ o(ǫ3)
]
= −ǫ
2ψǫ
2
+
2ǫ3ψǫ
3
+ o(ǫ3) (246)
for ǫ ∈ (0, 1). By the definition of sample sizes, for small enough εr, there exists zℓε ∈ (λ⋆,∞)
such that
nℓε =
ln(ζδ)
MP(zℓε , zℓε/(1 + εr))
=
⌈
Cs−ℓε ln(ζδ)
MP(λ⋆ + εa, λ⋆)
⌉
=
⌈
λ⋆
λ
ln(ζδ)
MP(λ⋆ + εa, λ⋆)
⌉
, (247)
from which we can use an argument similar to the proof of Statement (III) to deduce that zℓε is
smaller than θ for θ ∈ (λ,∞) if εr > 0 is small enough. Hence, by (245), (246) and (247), we have
1 + o(εr) =
λ⋆
λ
ln(ζδ)
MP(λ⋆+εa,λ⋆)
ln(ζδ)
MP(zℓε ,zℓε/(1+εr))
=
λ⋆
λ
MP(zℓε , zℓε/(1 + εr))
MP(λ⋆ + εa, λ⋆)
=
λ⋆
λ
− ε2rzℓε2 +
2ε3rzℓε
3 + o(ε
3
r)
− ε2rλ⋆2 + ε
3
rλ
⋆
6 + o(ε
3
r)
,
and consequently,
1 + o(εr) =
λ⋆
λ
zℓε − 4εrzℓε3 + o(εr)
λ⋆ − εrλ⋆3 + o(εr)
,
which implies that
λ⋆
(
zℓε −
4εrzℓε
3
)
= λ
(
λ⋆ − εrλ
⋆
3
)
+ o(εr),
i.e., zℓε
(
1− 4εr3
)
= λ
(
1− εr3
)
+ o(εr). It follows that limεr→0
zℓε−λ
εrλ
= 1 and thus
lim
εr→0
zℓε − λ√
λ/nℓε
= b lim
εr→0
zℓε − λ
εrλ
= b.
Next, we shall now consider λ ∈ (0, λ⋆) such that Cjλ = λλ⋆ . Let ψǫ be a function of ǫ ∈ (0,∞)
such that 1|ψǫ| is bounded from above by a constant independent of ǫ. Then, by Taylor’s series
expansion formula, we have
MP(ψǫ, ψǫ + ǫ) = −ǫ+ ψǫ ln
(
1 +
ǫ
ψǫ
)
= −ǫ+ ψǫ
[
ǫ
ψǫ
− ǫ
2
2ψ2ǫ
+
ǫ3
3ψ3ǫ
+ o(ǫ3)
]
= − ǫ
2
2ψǫ
+
ǫ3
3ψ2ǫ
+ o(ǫ3).
(248)
By the definition of sample sizes, for small enough εa, there exists zℓε ∈ (0, λ⋆) such that
nℓε =
ln(ζδ)
MP(zℓε , zℓε + εa)
=
⌈
Cs−ℓε ln(ζδ)
MP(λ⋆ + εa, λ⋆)
⌉
=
⌈
λ
λ⋆
ln(ζδ)
MP(λ⋆ + εa, λ⋆)
⌉
. (249)
from which we can use an argument similar to the proof of Statement (III) to deduce that zℓε is
greater than θ for θ ∈ (0, λ) if εa > 0 is small enough. Hence, by (245), (248) and (249), we have
1 + o(εa) =
λ
λ⋆
ln(ζδ)
MP(λ⋆+εa,λ⋆)
ln(ζδ)
MP(zℓε ,zℓε+εa)
=
λ
λ⋆
MP(zℓε , zℓε + εa)
MP(λ⋆ + εa, λ⋆)
=
λ
λ⋆
− ε2a2zℓε +
ε3a
3z2
ℓε
+ o(ε3a)
− ε2a2λ⋆ + ε
3
a
6(λ⋆)2
+ o(ε3a)
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and consequently,
1 + o(εa) =
λ
zℓε
− 2εaλ
3z2ℓε
+ o(εa)
1− εa3λ⋆ + o(εa)
,
which implies that λzℓε
− 2εaλ
3z2
ℓε
= 1− εa3λ⋆ + o(εa), i.e.,
zℓε−λ
εa
=
zℓε
3λ⋆ − 2λ3zℓε + zℓε
o(εa)
εa
. So, we have
lim
εa→0
zℓε − λ
εa
=
1
3
(
λ
λ⋆
− 2
)
∈
(
−2
3
,−1
3
)
.
Proof of Statement (VI): By the definition of the sampling scheme, we have
{Dℓ = 0} =
{
max{MP(λ̂ℓ,λℓ), MP(λ̂ℓ,λℓ)} >
ln(ζδ)
nℓ
, |λ̂ℓ − λ⋆| ≤ εa
}
⋃{
max{MP(λ̂ℓ,λℓ), MP(λ̂ℓ,λℓ)} >
ln(ζδ)
nℓ
, λ̂ℓ < λ
⋆ − εa
}
⋃{
max{MP(λ̂ℓ,λℓ), MP(λ̂ℓ,λℓ)} >
ln(ζδ)
nℓ
, λ̂ℓ > λ
⋆ + εa
}
=
{
max
{
MP(λ̂ℓ, λ̂ℓ − εa), MP
(
λ̂ℓ,
λ̂ℓ
1− εr
)}
>
ln(ζδ)
nℓ
, |λ̂ℓ − λ⋆| ≤ εa
}
⋃{
MP(λ̂ℓ, λ̂ℓ + εa) >
ln(ζδ)
nℓ
, λ̂ℓ < λ
⋆ − εa
}
⋃{
MP
(
λ̂ℓ,
λ̂ℓ
1 + εr
)
>
ln(ζδ)
nℓ
, λ̂ℓ > λ
⋆ + εa
}
.
We claim that,{
max
{
MP(λ̂ℓ, λ̂ℓ − εa), MP
(
λ̂ℓ,
λ̂ℓ
1− εr
)}
>
ln(ζδ)
nℓ
, |λ̂ℓ − λ⋆| ≤ εa
}
=
{
|λ̂ℓ − λ⋆| ≤ εa
}
,
(250){
MP(λ̂ℓ, λ̂ℓ + εa) >
ln(ζδ)
nℓ
, λ̂ℓ < λ
⋆ − εa
}
= {zℓ < λ̂ℓ < λ⋆ − εa}, (251){
MP
(
λ̂ℓ,
λ̂ℓ
1 + εr
)
>
ln(ζδ)
nℓ
, λ̂ℓ > λ
⋆ + εa
}
=
{
λ⋆ + εa < λ̂ℓ < yℓ
}
(252)
for 1 ≤ ℓ < s provided that εa is sufficiently small.
To show (250), note that
nℓ <
(1 + C1)ns
2
<
1 + C1
2
[
ln(ζδ)
MP(λ⋆ + εa, λ⋆)
+ 1
]
, (253)
from which we have
ln(ζδ)
nℓ
<
MP(λ
⋆ + εa, λ
⋆)
MP(λ⋆ − εa, λ⋆ − εa − εa)
(
2
1 + C1
)
MP(λ
⋆ − εa, λ⋆ − εa − εa)− MP(λ
⋆ + εa, λ
⋆)
nℓ
.
Noting that
lim
εa→0
MP(λ
⋆ + εa, λ
⋆)
MP(λ⋆ − εa, λ⋆ − εa − εa) = limεa→0
− ε2a2λ⋆ + o(ε2a)
− ε2a2(λ⋆−εa) + o(ε2a)
= 1
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and limεa→0
MP(λ
⋆+εa,λ⋆)
nℓ
= 0, we have
ln(ζδ)
nℓ
< MP(λ
⋆ − εa, λ⋆ − εa − εa) (254)
for small enough εa > 0. Again by (253), we have
ln(ζδ)
nℓ
<
MP(λ
⋆ + εa, λ
⋆)
MP(λ⋆ + εa,
λ⋆+εa
1−εr )
(
2
1 + C1
)
MP
(
λ⋆ + εa,
λ⋆ + εa
1− εr
)
− MP(λ
⋆ + εa, λ
⋆)
nℓ
.
Noting that
lim
εa→0
MP(λ
⋆ + εa, λ
⋆)
MP(λ⋆ + εa,
λ⋆+εa
1−εr )
= lim
εa→0
− ε2a2λ⋆ + o(ε2a)
− ε2a2(λ⋆+εa) + o
(
(λ⋆+εa)2ε2r
(1−εr)2
) = 1
and limεa→0
MP(λ
⋆+εa,λ⋆)
nℓ
= 0, we have
ln(ζδ)
nℓ
< MP
(
λ⋆ + εa,
λ⋆ + εa
1− εr
)
(255)
for small enough εa > 0. Note that, for z ∈ [λ⋆ − εa, λ⋆ + εa], MP(z, z − εa) is monotonically
increasing with respect to z and MP(z, z1−εr ) is monotonically decreasing with respect to z. By
(254) and (255), we have ln(ζδ)nℓ < MP(z, z−εa) and
ln(ζδ)
nℓ
< MP(z,
z
1−εr ) for any z ∈ [λ⋆−εa, λ⋆+εa]
if εa > 0 is small enough. This proves (250).
To show (251), let ω ∈ {MP(λ̂ℓ, λ̂ℓ + εa) > ln(ζδ)nℓ , λ̂ℓ < λ⋆ − εa} and λ̂ℓ = λ̂ℓ(ω). Then,
MP(λ̂ℓ, λ̂ℓ+εa) >
ln(ζδ)
nℓ
and λ̂ℓ < λ
⋆−εa. Since zℓ ∈ [0, λ⋆−εa) and MP(z, z+εa) is monotonically
increasing with respect to z ∈ (0, λ⋆ − εa), it must be true that λ̂ℓ > zℓ. Otherwise if λ̂ℓ ≤
zℓ, then MP(λ̂ℓ, λ̂ℓ + εa) ≤ MP(zℓ, zℓ + εa) = ln(ζδ)nℓ , leading to a contradiction. This proves
{MP(λ̂ℓ, λ̂ℓ + εa) > ln(ζδ)nℓ , λ̂ℓ < λ⋆ − εa} ⊆ {zℓ < λ̂ℓ < λ⋆ − εa}. Now let ω ∈ {zℓ < λ̂ℓ < λ⋆ − εa}
and λ̂ℓ = λ̂ℓ(ω). Then, zℓ < λ̂ℓ < λ
⋆ − εa. Noting that MP(z, z + εa) is monotonically increasing
with respect to z > 0, we have that MP(λ̂ℓ, λ̂ℓ + εa) > MP(zℓ, zℓ + εa) =
ln(ζδ)
nℓ
, which implies
{MP(λ̂ℓ, λ̂ℓ + εa) > ln(ζδ)nℓ , λ̂ℓ < λ⋆ − εa} ⊇ {zℓ < λ̂ℓ < λ⋆ − εa}. This establishes (251).
To show (252), let ω ∈ {MP(λ̂ℓ, λ̂ℓ1+εr ) >
ln(ζδ)
nℓ
, λ̂ℓ > λ
⋆ + εa} and λ̂ℓ = λ̂ℓ(ω). Then,
MP(λ̂ℓ,
λ̂ℓ
1+εr
) > ln(ζδ)nℓ and λ̂ℓ > λ
⋆ + εa. Since yℓ ∈ (λ⋆ + εa,∞) and MP(z, z1+εr ) is monoton-
ically decreasing with respect to z > 0, it must be true that λ̂ℓ < yℓ. Otherwise if λ̂ℓ ≥ yℓ,
then MP(λ̂ℓ,
λ̂ℓ
1+εr
) ≤ MP(yℓ, yℓ1+εr ) =
ln(ζδ)
nℓ
, leading to a contradiction. This proves {MP(λ̂ℓ, λ̂ℓ1+εr ) >
ln(ζδ)
nℓ
, λ̂ℓ > λ
⋆+εa} ⊆ {λ⋆+εa < λ̂ℓ < yℓ}. Now let ω ∈ {λ⋆+εa < λ̂ℓ < yℓ} and λ̂ℓ = λ̂ℓ(ω). Then,
λ⋆ + εa < λ̂ℓ < yℓ. Noting that MP(z,
z
1+εr
) is monotonically decreasing with respect to z > 0,
we have that MP(λ̂ℓ,
λ̂ℓ
1+εr
) > MP(yℓ,
yℓ
1+εr
) = ln(ζδ)nℓ , which implies {MP(λ̂ℓ, λ̂ℓ1+εr ) >
ln(ζδ)
nℓ
, λ̂ℓ >
λ⋆ + εa} ⊇ {λ⋆ + εa < λ̂ℓ < yℓ}. This establishes (252).
Lemma 90 Let ℓε = s− jλ. Then, under the constraint that limits are taken with εaεr fixed,
lim
εa→0
ℓε−1∑
ℓ=1
nℓ Pr{Dℓ = 1} = 0, lim
εa→0
s∑
ℓ=ℓε+1
nℓ Pr{Dℓ = 0} = 0 (256)
for λ ∈ (0,∞). Moreover, limεa→0 nℓε Pr{Dℓε = 0} = 0 if Cjλ > r(λ).
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Proof. Throughout the proof of the lemma, we restrict εa to be small enough such that
ln 1ζδ
εa
<
ln(ζδ)
MP(λ, λ1+εr )
. For simplicity of notations, let aℓ = limεa→0 yℓ and bℓ = limεa→0 zℓ. The proof consists
of three main steps as follows.
First, we shall show that (256) holds for λ ∈ (0, λ⋆]. By the definition of ℓε, we have λλ⋆ >
Cs−ℓε+1. Making use of the first four statements of Lemma 89, we have that zℓ <
λ+bℓε−1
2 < λ for
all ℓ ≤ ℓε − 1 and ys−1 > λ
⋆+as−1
2 > λ
⋆ if εa is sufficiently small. By the last statement of Lemma
89 and using Lemma 31, we have
Pr{Dℓ = 1} = Pr{λ̂ℓ ≤ zℓ}+ Pr{λ̂ℓ ≥ yℓ} ≤ Pr{λ̂ℓ ≤ zℓ}+ Pr
{
λ̂ℓ ≥ ys−1
}
≤ Pr
{
λ̂ℓ ≤ λ+ bℓε−1
2
}
+ Pr
{
λ̂ℓ ≥ λ
⋆ + as−1
2
}
≤ exp
(
nℓMP
(
λ+ bℓε−1
2
, λ
))
+ exp
(
nℓMP
(
λ⋆ + as−1
2
, λ
))
for all ℓ ≤ ℓε − 1 if εa > 0 is small enough. Noting that bℓε−1 = λ⋆Cjλ+1, as−1 = λ
⋆
C1
,
λ+ bℓε−1
2
=
λ+ λ⋆Cjλ+1
2
< λ,
λ⋆ + as−1
2
=
λ⋆ + λ
⋆
C1
2
> λ
which are constants independent of εa > 0. Therefore, both MP(
λ+bℓε−1
2 , λ) and MP(
λ⋆+as−1
2 , λ) are
negative constants independent of εa > 0. It follows from Lemma 14 that limεa→0
∑ℓε−1
ℓ=1 nℓ Pr{Dℓ =
1} = 0.
Similarly, it can be seen from the definition of ℓε that
λ
λ⋆ < Cs−ℓε−1. Making use of the first
four statements of Lemma 89, we have that zℓ >
λ+bℓε+1
2 > λ for ℓε + 1 ≤ ℓ < s if εa is sufficiently
small. By the last statement of Lemma 89 and using Lemma 31, we have
Pr{Dℓ = 0} = Pr{zℓ < λ̂ℓ < yℓ} ≤ Pr{λ̂ℓ > zℓ} ≤ Pr
{
λ̂ℓ >
λ+ bℓε+1
2
}
≤ exp
(
nℓMP
(
λ+ bℓε+1
2
, λ
))
for ℓε + 1 ≤ ℓ < s if εa > 0 is small enough. By virtue of the definition of ℓε, we have that bℓε+1
is greater than λ and is independent of εa > 0. In view of this and the fact that Pr{Ds = 0} = 0,
we can use Lemma 14 to arrive at limεa→0
∑s
ℓ=ℓε+1
nℓPr{Dℓ = 0} = 0.
Second, we shall show that (256) holds for λ ∈ (λ⋆,∞). As a direct consequence of the
definition of ℓε, we have
λ⋆
λ > Cs−ℓε+1. Making use of the first four statements of Lemma 89, we
have that yℓ >
λ+aℓε−1
2 > λ for all ℓ ≤ ℓε − 1 and zs−1 < λ
⋆+bs−1
2 if εa is sufficiently small. By the
last statement of Lemma 89 and using Lemma 31, we have
Pr{Dℓ = 1} = Pr{λ̂ℓ ≥ yℓ}+ Pr{λ̂ℓ ≤ zℓ} ≤ Pr{λ̂ℓ ≥ yℓ}+ Pr{λ̂ℓ ≤ zs−1}
≤ Pr
{
λ̂ℓ ≥ λ+ aℓε−1
2
}
+ Pr
{
λ̂ℓ ≤ λ
⋆ + bs−1
2
}
≤ exp
(
nℓMP
(
λ+ aℓε−1
2
, λ
))
+ exp
(
nℓMP
(
λ⋆ + bs−1
2
, λ
))
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for all ℓ ≤ ℓε − 1 if εa > 0 is small enough. By virtue of the definition of ℓε, we have that
aℓε−1 is greater than λ and is independent of εa > 0. Hence, it follows from Lemma 14 that
limεa→0
∑ℓε−1
ℓ=1 nℓ Pr{Dℓ = 1} = 0.
In a similar manner, by the definition of ℓε, we have
λ⋆
λ < Cℓε−1. Making use of the first four
statements of Lemma 89, we have that yℓ <
λ+aℓε+1
2 < λ for ℓε + 1 ≤ ℓ < s if εa is sufficiently
small. By the last statement of Lemma 89 and using Lemma 31, we have
Pr{Dℓ = 0} = Pr{zℓ < λ̂ℓ < yℓ} ≤ Pr{λ̂ℓ < yℓ} ≤ Pr
{
λ̂ℓ <
λ+ aℓε+1
2
}
≤ exp
(
nℓMP
(
λ+ aℓε+1
2
, λ
))
for ℓε + 1 ≤ ℓ < s if ε > 0 is small enough. As a result of the definition of ℓε, we have that aℓε+1
is smaller than λ and is independent of εa > 0. In view of this and the fact that Pr{Ds = 0} = 0,
we can use Lemma 14 to conclude that limεa→0
∑s
ℓ=ℓε+1
nℓ Pr{Dℓ = 0} = 0. This proves that
(256) holds for λ ∈ (λ⋆,∞).
Third, we shall show that limε→0 nℓε Pr{Dℓε = 0} = 0 if Cjλ > r(λ).
For λ ∈ (0, λ⋆) such that Cjλ > r(λ), we have λλ⋆ < Cs−ℓε because of the definition of ℓε.
Making use of the first four statements of Lemma 89, we have that zℓε >
λ+bℓε
2 > λ if εa > 0 is
small enough. By the last statement of Lemma 89 and using Lemma 31, we have
Pr{Dℓε = 0} = Pr{zℓε < λ̂ℓε < yℓε} ≤ Pr{λ̂ℓε > zℓε} ≤ Pr
{
λ̂ℓε >
λ+bℓε
2
}
≤ exp
(
nℓεMP
(
λ+bℓε
2 , λ
))
.
Since bℓε is greater than λ and is independent of εa > 0 due to the definition of ℓε, it follows that
limεa→0 nℓε Pr{Dℓε = 0} = 0.
For λ ∈ (λ⋆,∞) such that Cjλ > r(λ), we have λ
⋆
λ < Cs−ℓε as a result of the definition of ℓε.
Making use of the first four statements of Lemma 89, we have that yℓε <
λ+aℓε
2 < λ if εa > 0 is
small enough. By the last statement of Lemma 89 and using Lemma 31, we have
Pr{Dℓε = 0} = Pr{zℓε < λ̂ℓε < yℓε} ≤ Pr{λ̂ℓε < yℓε} ≤ Pr
{
λ̂ℓε <
λ+aℓε
2
}
≤ exp
(
nℓεMP
(
λ+aℓε
2 , λ
))
.
Since aℓε is smaller than λ and is independent of εa > 0 as a consequence of the definition of ℓε,
it follows that limεa→0 nℓε Pr{Dℓε = 0} = 0. This concludes the proof of the lemma.
✷
Finally, we would like to note that the proof of Theorem 57 can be completed by employing
Lemma 90 and a similar argument as that of Theorem 20.
M.7 Proof of Theorem 58
As a result of the definitions of κλ and r(λ), we have that κλ > 1 if and only if Cjλ > r(λ). To
prove Theorem 58, we need some preliminary results.
Lemma 91 limεa→0
nℓε
Nm(λ,εa,εr) = κλ, limεa→0 εa
√
nℓε
λ = d
√
κλ, limεr→0 εr
√
λnℓε = d
√
κλ.
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Proof. First, we shall consider λ ∈ (0, λ⋆). Note that
MP(z, z + ε) = −ε+ z ln
(
1 +
ε
z
)
= −ε+ z
[
ε
z
− ε
2
2z2
+ o(ε2)
]
= − ε
2
2z
+ o(ε2).
By the definition of sample sizes, we have
lim
εa→0
Cs−ℓ ln(ζδ)
nℓMP(λ⋆ + εa, λ⋆)
= 1 (257)
for 1 ≤ ℓ < s. It follows that
lim
εa→0
nℓε
Nm(λ, εa, εr) = limεa→0
MP(λ, λ+ εa)
ln(ζδ)
× Cs−ℓε ln(ζδ)
MP(λ⋆ + εa, λ⋆)
= lim
εa→0
Cs−ℓεMP(λ, λ+ εa)
MP(λ⋆ + εa, λ⋆)
= lim
εa→0
Cs−ℓε [− ε
2
a
2λ + o(ε
2
a)]
− ε2a2λ⋆ + o(ε2a)
=
λ⋆
λ
Cs−ℓε =
λ⋆
λ
Cjλ = κλ
and
lim
εa→0
εa
√
nℓε
λ
= lim
εa→0
εa
√
1
λ
Cs−ℓε ln(ζδ)
MP(λ⋆ + εa, λ⋆)
= lim
εa→0
εa
√
1
λ
Cs−ℓε ln(ζδ)
− ε2a2λ⋆ + o(ε2a)
= d
√
λ⋆
λ
Cs−ℓε = d
√
κλ.
We shall next consider λ ∈ (λ⋆,∞). Note that
MP
(
z,
z
1 + ε
)
=
εz
1 + ε
− z ln(1 + ε) = εz [1− ε+ o(ε)]− z
[
ε− ε
2
2
+ o(ε2)
]
= −ε
2z
2
+ o(ε2).
By (257), we have
lim
εr→0
nℓε
Nm(λ, εa, εr) = limεr→0
MP(λ,
λ
1+εr
)
ln(ζδ)
Cs−ℓε ln(ζδ)
MP(λ⋆ + εa, λ⋆)
= lim
εr→0
Cs−ℓεMP(λ,
λ
1+εr
)
MP(λ⋆ + εa, λ⋆)
= lim
εr→0
Cs−ℓε [− ε
2
rλ
2 + o(ε
2
r)]
− ε2a2λ⋆ + o(ε2a)
=
λ
λ⋆
Cs−ℓε =
λ
λ⋆
Cjλ = κλ
and
lim
εr→0
εr
√
λnℓε = lim
εr→0
εr
√
λCs−ℓε ln(ζδ)
MP(λ⋆ + εa, λ⋆)
= lim
εr→0
εr
√
λCs−ℓε ln(ζδ)
− ε2a2λ⋆ + o(ε2a)
= d
√
λ
λ⋆
Cs−ℓε = d
√
κλ.
✷
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Lemma 92 Let U and V be independent Gaussian random variables with zero means and unit
variances. Then, for λ ∈ (0,∞) such that Cjλ = r(λ) and jλ ≥ 1,
lim
ε→0
Pr{l = ℓε} = 1− lim
ε→0
Pr{l = ℓε + 1} = 1−Φ (νd) ,
lim
ε→0
[
Pr{|λ̂ℓε − λ| ≥ ελ, l = ℓε}+ Pr{|λ̂ℓε+1 − λ| ≥ ελ, l = ℓε + 1}
]
= Pr {U ≥ d}+ Pr {|U +√ρλV | ≥ (1 + ρλ)d, U < νd} ,
where ελ = max{εa, εrλ}.
Proof. We shall first consider λ ∈ (λ⋆,∞) such that Cjλ = r(λ). Since κλ = 1, by Statement
(V) of Lemma 89, we have
lim
εr→0
zℓε − λ√
λ/nℓε
= lim
εr→0
εr
√
λnℓε lim
εr→0
zℓε − λ
εrλ
= d lim
εr→0
zℓε − λ
εrλ
= d.
By a similar argument as in the proof of Lemma 20, we can show that
lim
ε→0
Pr{l = ℓε} = 1− lim
ε→0
Pr{l = ℓε + 1} = lim
ε→0
Pr{λ̂ℓε ≥ zℓε}
lim
ε→0
[
Pr{|λ̂ℓε − λ| ≥ ελ, l = ℓε}+ Pr{|λ̂ℓε+1 − λ| ≥ ελ, l = ℓε + 1}
]
= lim
ε→0
[
Pr{|λ̂ℓε − λ| ≥ εrλ, λ̂ℓε ≥ zℓε}+Pr{|λ̂ℓε+1 − λ| ≥ εrλ, λ̂ℓε < zℓε}
]
.
Note that
Pr{|λ̂ℓε − λ| ≥ εrλ, λ̂ℓε ≥ zℓε} = Pr
{
|λ̂ℓε − λ|√
λ/nℓε
≥ εr
√
λnℓε ,
λ̂ℓε − λ√
λ/nℓε
≥ zℓε − λ√
λ/nℓε
}
.
Therefore,
Pr{|λ̂ℓε − λ| ≥ ελ, l = ℓε}+ Pr{|λ̂ℓε+1 − λ| ≥ ελ, l = ℓε + 1}
→ Pr{|U | ≥ d, U ≥ d}+ Pr {|U +√ρλV | ≥ (1 + ρλ)d, U < d}
= Pr{U ≥ d}+ Pr {|U +√ρλV | ≥ (1 + ρλ)d, U < d}
for λ ∈ (λ⋆,∞) such that Cjλ = r(λ).
Next, we shall now consider λ ∈ (0, λ⋆) such that Cjλ = r(λ). Since κλ = 1, by Statement (V)
of Lemma 89, we have
lim
εa→0
zℓε − λ√
λ/nℓε
= lim
εa→0
εa
√
nℓε
λ
lim
εa→0
zℓε − λ
εa
= d lim
εa→0
zℓε − λ
εa
= −νd.
Clearly,
Pr{|λ̂ℓε − λ| ≥ εa, λ̂ℓε ≤ zℓε} = Pr
{
|λ̂ℓε − λ|√
λ/nℓε
≥ εa
√
nℓε
λ
,
λ̂ℓε − λ√
λ/nℓε
≤ zℓε − λ√
λ/nℓε
}
.
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Therefore,
Pr{|λ̂ℓε − λ| ≥ ελ, l = ℓε}+ Pr{|λ̂ℓε+1 − λ| ≥ ελ, l = ℓε + 1}
→ Pr{|U | ≥ d, U ≤ −νd}+ Pr {|U +√ρλV | ≥ (1 + ρλ)d, U > −νd}
= Pr {U ≥ d}+ Pr {|U +√ρλV | ≥ (1 + ρλ)d, U < νd} .
✷
Finally, we would like to note that the proof of Theorem 58 can be completed by employing
Lemma 91 and similar arguments as that of Theorem 21. Specially, we need to restrict εa to be
small enough such that
ln 1ζδ
εa
< ln(ζδ)
MP(λ, λ1+εr )
. For the purpose of proving Statement (III), we need
to make use of the following observation:
Pr{|λ̂− λ| ≥ εa, |λ̂− λ| ≥ εrλ} =
Pr{|λ̂− λ| ≥ εa} for λ ∈ (0, λ⋆],Pr{|λ̂− λ| ≥ εrλ} for λ ∈ (λ⋆,∞)
Pr{|λ̂ℓ − λ| ≥ εa} = Pr
{
|Uℓ| ≥ εa
√
nℓε
λ
}
, Pr{|λ̂ℓ − λ| ≥ εrλ} = Pr
{
|Uℓ| ≥ εr
√
λnℓ
}
where, according to the central limit theorem, Uℓ =
|λ̂ℓ−λ|√
λ/nℓ
converges in distribution to a Gaussian
random variable U of zero mean and unit variance as εa → 0.
N Proofs of Theorems for Estimation of Normal Mean
N.1 Proof of Theorem 60
First, we shall show statement (I) which asserts that Pr{|µ̂ − µ| < ε} > 1 − 2sζδ. Define
m = max{ns, ⌈(σ̂s tns−1,ζδ)2/ε2⌉}. Then, {
√
m ≥ (σ̂s tns−1,ζδ)/ε} is a sure event and by the
definition of the sampling scheme,
Pr{|Xn − µ| ≥ ε, n ≥ ns} = Pr{|Xm − µ| ≥ ε, n ≥ ns} ≤ Pr{|Xm − µ| ≥ ε}
= Pr{|Xm − µ| ≥ ε,
√
m ≥ (σ̂s tns−1,ζδ)/ε}
≤ Pr
{√
m|Xm − µ| ≥ ε× σ̂s tns−1,ζδ
ε
}
= Pr
{√
m|Xm − µ|
σ̂s
≥ tns−1,ζδ
}
. (258)
Note that
√
m(Xm−µ)/σ is a standard Gaussian variable and that
√
m(Xm−µ)/σ is independent
of σ̂s because
Pr
{√
m(Xm − µ)
σ
≤ u
}
=
∞∑
m=ns
Pr
{√
m(Xm − µ)
σ
≤ u, m = m
}
=
∞∑
m=ns
Pr
{√
m(Xm − µ)
σ
≤ u
}
Pr{m = m} =
∞∑
m=ns
Φ(u) Pr{m = m} = Φ(u)
234
and
Pr
{√
m(Xm − µ)
σ
≤ u, σ̂s ≤ v
}
=
∞∑
m=ns
Pr
{√
m(Xm − µ)
σ
≤ u, m = m, σ̂s ≤ v
}
=
∞∑
m=ns
Pr
{√
m(Xm − µ)
σ
≤ u
}
Pr{m = m, σ̂s ≤ v}
=
∞∑
m=ns
Φ(u) Pr{m = m, σ̂s ≤ v} = Φ(u) Pr{σ̂s ≤ v}
= Pr{√m(Xm − µ)/σ ≤ u}Pr{σ̂s ≤ v}
for any u and v. Therefore,
√
m(Xm − µ)/σ̂s has a Student t-distribution of ns − 1 degrees of
freedom. It follows from (258) that
Pr{|Xn − µ| ≥ ε, n ≥ ns} ≤ 2ζδ. (259)
By the definition of the sampling scheme, we have {n = nℓ} ⊂
{
ε ≥ σ̂ℓ tnℓ−1,ζδ√nℓ
}
and thus
Pr{|Xn − µ| ≥ ε, n = nℓ} ≤ Pr
{
|Xnℓ − µ| ≥ ε ≥
σ̂ℓ tnℓ−1,ζδ√
nℓ
}
≤ Pr
{√
nℓ|Xnℓ − µ|
σ̂ℓ
≥ tnℓ−1,ζδ
}
= 2ζδ
(260)
for ℓ = 1, · · · , s− 1. Combining (259) and (260) yields
Pr{|µ̂ − µ| ≥ ε} = Pr{|Xn − µ| ≥ ε, n ≥ ns}+
s−1∑
ℓ=1
Pr{|Xn − µ| ≥ ε, n = nℓ} ≤ 2sζδ, (261)
which implies that Pr{|µ̂− µ| < ε} > 1− 2sζδ for any µ and σ. This proves statement (I).
Second, we shall show statement (II) which asserts that limε→0 Pr{|µ̂ − µ| < ε} = 1 − 2ζδ.
Obviously, limε→0 Pr{n < ns} = 0. Hence, limε→0
∑s−1
ℓ=1 Pr{|Xn − µ| ≥ ε, n = nℓ} = 0 and
Pr{|µ̂− µ| ≥ ε} = Pr{|Xn − µ| ≥ ε, n ≥ ns}+
s−1∑
ℓ=1
Pr{|Xn − µ| ≥ ε, n = nℓ}
→ Pr{|Xn − µ| ≥ ε, n ≥ ns} (262)
as ε→ 0. By virtue of (259) and (262), we have lim supε→0Pr{|µ̂− µ| < ε} ≤ 2ζδ, which implies
that
lim inf
ε→0 Pr{|µ̂ − µ| ≥ ε} ≥ 1− 2ζδ. (263)
On the other hand, by (262) and the fact that limε→0Pr{n ≥ ns} = 1, we have
Pr{|µ̂− µ| < ε} → Pr{|Xn − µ| < ε, n ≥ ns} = Pr{|Xm − µ| < ε, n ≥ ns}
→ Pr{|Xm − µ| < ε}
< Pr
{
|Xm − µ| < ε ≤ (1 + η)σ̂s tns−1,ζδ√
m
}
+ Pr
{
(1 + η)σ̂s tns−1,ζδ√
m
< ε
}
≤ Pr
{√
m|Xm − µ|
σ̂s
< (1 + η)tns−1,ζδ
}
+ Pr
{
(1 + η)σ̂s tns−1,ζδ√
m
< ε
}
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as ε→ 0, where η is a positive number. Noting that
Pr
{
(1 + η)σ̂s tns−1,ζδ√
m
< ε
}
≤ Pr
{
(1 + η)σ̂s tns−1,ζδ√
(σ̂s tns−1,ζδ)2/ε2 + ns
< ε
}
= Pr
{
σ̂
2
s <
ns ε
2
η(2 + η)(tns−1,ζδ)2
}
which tends to 0 as ε→ 0, we have
lim sup
ε→0
Pr{|µ̂− µ| < ε} ≤ Pr
{√
m|Xm − µ|
σ̂s
< (1 + η)tns−1,ζδ
}
.
Since the above argument holds for arbitrarily small η > 0, we have
lim sup
ε→0
Pr{|µ̂− µ| < ε} ≤ Pr
{√
m|Xm − µ|
σ̂s
≤ tns−1,ζδ
}
= 1− 2ζδ. (264)
Combing (263) and (264) yields limε→0Pr{|µ̂− µ| < ε} = 1− 2ζδ. This proves statement (II).
Finally, statements (III) and (IV) can be shown by making use of the observation that n ≤
(σ̂s tns−1,ζδ)2/ε2 + ns. This completes the proof of Theorem 60.
N.2 Proof of Theorem 62
N.2.1 Proof of Statement (I)
Define Helmert transform
Ui =
Xi − µ
σ
, Vi =
U1 + · · ·+ Ui − iUi+1√
i(i + 1)
, Wi =
U1 + · · · + Ui√
i
(265)
for i = 1, 2, · · · ,∞. Clearly, the Ui are independent Gaussian variables with zero mean and
variance unity. Since the transformation from (U1, · · · , Ui) to (V1, · · · , Vi−1,Wi) is orthogonal for
any i ≥ 2, the Vi are independent Gaussian variables with zero mean and variance unity. It is
easily seen that
√
n(Xn − µ)/σ = Wn and Sn = σ2(
∑n
i=1 U
2
i −W 2n) = σ2(V 21 + · · · + V 2n−1) for
n = 2, 3, · · · ,∞. Hence, by the definition of the sampling scheme, we have that {|Xn − µ| ≥ ε}
is independent of {n = n} for any n ∈ S . It follows from such independency and the definition
of the sampling scheme that
Pr{|µ̂− µ| ≥ ε} =
∑
n∈S
Pr{|µ̂− µ| ≥ ε, n = n} =
∑
n∈S
Pr{|Xn − µ| ≥ ε, n = n},
=
∑
n∈S
Pr{|Xn − µ| ≥ ε}Pr{n = n} = 2
∑
n∈S
[
1− Φ
(
ε
√
n
σ
)]
Pr{n = n}.
This proves statement (I).
N.2.2 Proof of Statement (II)
Define Zj =
V2j−1+V2j
2 for j = 1, 2, · · · ,∞, where Vi are defined in (265). It is easy to see that Zj
are identical and independent exponential random variables with density e−z. By the definition
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of σ̂ℓ, we have σ̂ℓ =
√
S2kℓ+1
2kℓ
= σ
√∑kℓ
j=1 Zj
kℓ
, ℓ = 1, · · · , s and thus
{
(σ̂ℓ tnℓ−1,ζδ)
2
ε2
> nℓ
}
=

kℓ∑
j=1
Zj > bℓ
 , ℓ = 1, · · · , s, (266)
{
(σ̂s tns−1,ζδ)2
ε2
> n
}
=

ks∑
j=1
Zj > c
 , n ≥ ns. (267)
It follows from (266) and the definition of the stopping rule that
{n > nℓ} =

ki∑
j=1
Zj > bi for 1 ≤ i ≤ ℓ
 (268)
for ℓ = 1, · · · , s. Making use of (268) and Theorem 61, we have
Pr{n > nℓ} = Hℓ(σ) (269)
for ℓ = 1, · · · , s. Similarly, it follows from (267) and the definition of the stopping rule that
{n > n} =

ks∑
j=1
Zj > c,
kℓ∑
j=1
Zj > bℓ for 1 ≤ ℓ < s
 (270)
for n ≥ ns. Making use of (270) and Theorem 61, we have
Pr{n > n} = H⋆(σ, n) (271)
for n ≥ ns. By virtue of (269), we have Pr{n = n1} = 1 − Pr{n > n1} = H0(σ) − H1(σ) and
Pr{n = nℓ} = Pr{n > nℓ−1}−Pr{n > nℓ} = Hℓ−1(σ)−Hℓ(σ) for 1 < ℓ ≤ s. In a similar manner,
using (271), we have Pr{n = n} = Pr{n > n − 1} − Pr{n > n} = H⋆(σ, n − 1) − H⋆(σ, n) for
n > ns. This completes the proof of statement (II).
N.2.3 Proof of Statement (III)
By the established statement (I), we have
Pr{|µ̂−µ| ≥ ε} = 2
∑
n∈S
n≤m
[
1− Φ
(
ε
√
n
σ
)]
Pr{n = n}+2
∑
n>m
[
1− Φ
(
ε
√
n
σ
)]
Pr{n = n}. (272)
Note that∑
n>m
[
1− Φ
(
ε
√
n
σ
)]
Pr{n = n} <
∑
n>m
[
1− Φ
(
ε
√
m
σ
)]
Pr{n = n} =
[
1− Φ
(
ε
√
m
σ
)]
Pr{n > m}
<
[
1− Φ
(
ε
√
m
σ
)]
Pr
{
χ2ns−1 >
m(ns − 1)ε2
(σtns−1,ζδ)2
}
≤
[
1− Φ
(
ε
√
m
b
)]
Pr
{
χ2ns−1 >
m(ns − 1)ε2
(a tns−1,ζδ)2
}
=
[
1− Φ
(
ε
√
m
b
)]
SP
(
ks − 1, mksε
2
(a tns−1,ζδ)2
)
(273)
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for any σ ∈ [a, b], where χ2ns−1 represents a chi-square random variable of ns − 1 degrees of
freedom. Observing that Hℓ(σ) is monotonically increasing with respect to σ ∈ [a, b] for 0 ≤ ℓ ≤ s
and that H⋆(σ, n) is monotonically increasing with respect to σ ∈ [a, b] for n ≥ ns, we have
Pn ≤ Pr{n = n} ≤ Pn for σ ∈ [a, b]. Therefore,∑
n∈S
n≤m
[
1− Φ
(
ε
√
n
a
)]
Pn ≤
∑
n∈S
n≤m
[
1− Φ
(
ε
√
n
σ
)]
Pr{n = n} ≤
∑
n∈S
n≤m
[
1− Φ
(
ε
√
n
b
)]
Pn (274)
for σ ∈ [a, b]. So, statement (III) follows from (272), (273) and (274).
N.2.4 Proof of Statement (IV)
Applying (269) and (271), we have
E[n] = n1 +
s−1∑
ℓ=1
(nℓ+1 − nℓ) Pr{n > nℓ}+
∞∑
n=ns
Pr{n > n}
= n1 +
s−1∑
ℓ=1
(nℓ+1 − nℓ)Hℓ(σ) +
∞∑
n=ns
H⋆(σ, n) (275)
and
E[n] = n1 +
s−1∑
ℓ=1
(nℓ+1 − nℓ)Hℓ(σ) +
m∑
n=ns
H⋆(σ, n) +
∞∑
n=m+1
Pr{n > n}. (276)
Note that
Pr{n > n} < Pr
{
χ2ns−1 >
n(ns − 1)ε2
(σtns−1,ζδ)2
}
= Pr
{
χ2ns−1 > (ns − 1)nγ
}
<
[
nγe−(nγ−1)
]υ
for n ≥ m, where the last inequality can be deduced from Chernoff bounds. Therefore,
∞∑
n=m+1
Pr{n > n} < e
υ
γ
∞∑
n=m+1
g(nγ) γ,
where we have introduced function g(x) = (xe−x)υ for simplicity of notations. Note that g(x) is
monotonically decreasing with respect to x greater than 1 because g′(x) = υg(x)
(
1
x − 1
)
< 0 for
x > 1. Making use of the assumption that nγ ≥ mγ > 1 and the monotone decreasing property
of g(x), we have
∞∑
n=m+1
g(nγ) γ <
∫ ∞
mγ
g(x)dx =
υ!
υυ+1
∫ ∞
mυγ
λυe−λ
υ!
dλ,
where ∫ ∞
mυγ
λυe−λ
υ!
dλ = e−mυγ
υ∑
i=0
(mυγ)i
i!
= Pr{K ≤ υ}
< inf
h>0
ehυE[e−hK ] = e−mυγ
(mυγe
υ
)υ
= e−mυγ(mγe)υ
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with K representing a Poisson random variable with mean mυγ. It follows that
∞∑
n=m+1
Pr{n > n} < e
υυ!
γυυ+1
e−mυγ(mγe)υ =
υ!
γυ
(mγ
υ
)υ
e−(mγ−2)υ .
Using inequality υ! <
√
2πυ υυe−υ+
1
12υ , we have
∞∑
n=m+1
Pr{n > n} < 1
γυ
√
2πυ υυe−υ+
1
12υ
(mγ
υ
)υ
e−(mγ−2)υ =
1
γ
√
2π
υ
(mγ)υe−(mγ−1)υ+
1
12υ <
3(mγe)υ
γ
√
υ emγυ
.
(277)
So, the proof of statement (IV) can be completed by combining (275), (276) and (277).
N.3 Proof of Theorem 63
By (259) and (261), we have
Pr{|µ̂ − µ| ≥ ε} ≤ 2ζδ +
s−1∑
ℓ=1
Pr{|Xn − µ| ≥ ε, n = nℓ}. (278)
By the definition of the sampling scheme, we have
s−1∑
ℓ=1
Pr{|Xn − µ| ≥ ε, n = nℓ} ≤
s−1∑
ℓ=1
Pr
{
Snℓ ≤
nℓ(nℓ − 1)ε2
t2nℓ−1,ζδ
}
=
s−1∑
ℓ=1
Pr
{
χ2nℓ−1 ≤
nℓ(nℓ − 1)ε2
(σ tnℓ−1,ζδ)2
}
=
s−1∑
ℓ=1
[
1− SP
(
kℓ − 1, nℓ kℓ ε
2
(σ tns−1,ζδ)2
)]
(279)
and
s−1∑
ℓ=1
Pr{|Xn − µ| ≥ ε, n = nℓ}
≤ Pr{|Xn1 − µ| ≥ ε}+
s−2∑
ℓ=1
Pr
{
|Xnℓ+1 − µ| ≥ ε, Snℓ >
nℓ(nℓ − 1)ε2
t2nℓ−1,ζδ
}
= Pr{|Xn1 − µ| ≥ ε}+
s−2∑
ℓ=1
Pr
{|Xnℓ+1 − µ| ≥ ε}Pr
{
Snℓ >
nℓ(nℓ − 1)ε2
t2nℓ−1,ζδ
}
= 2
[
1− Φ
(
ε
√
n1
σ
)]
+ 2
s−2∑
ℓ=1
[
1− Φ
(
ε
√
nℓ+1
σ
)]
Pr
{
χ2nℓ−1 >
nℓ(nℓ − 1)ε2
(σ tnℓ−1,ζδ)2
}
= 2
[
1− Φ
(
ε
√
n1
σ
)]
+ 2
s−2∑
ℓ=1
[
1− Φ
(
ε
√
nℓ+1
σ
)]
SP
(
kℓ − 1, nℓ kℓ ε
2
(σ tns−1,ζδ)2
)
. (280)
Combining (278) and (279) yields
Pr{|µ̂− µ| ≥ ε} ≤ 2ζδ +
s−1∑
ℓ=1
[
1− SP
(
kℓ − 1, nℓ kℓ ε
2
(σ tns−1,ζδ)2
)]
, (281)
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where the upper bound in the right side of (281) monotonically decreases from s− 1+ 2ζδ to 2ζδ
as σ increases from 0 to ∞. Since 0 < ζ < 12 , there exists a unique number σ such that
s−1∑
ℓ=1
[
1− SP
(
kℓ − 1, nℓ kℓ ε
2
(σ tns−1,ζδ)2
)]
= (1− 2ζ)δ
and that Pr{|µ̂− µ| ≥ ε} < δ for σ > σ. On the other hand, combining (278) and (280) yields
Pr{|µ̂−µ| ≥ ε} ≤ 2ζδ+2
[
1− Φ
(
ε
√
n1
σ
)]
+2
s−2∑
ℓ=1
[
1− Φ
(
ε
√
nℓ+1
σ
)]
SP
(
kℓ − 1, nℓ kℓ ε
2
(σ tns−1,ζδ)2
)
, (282)
where the upper bound in the right side of (282) monotonically increases from 2ζδ to s− 1+2ζδ
as σ increases from 0 to ∞. Since 0 < ζ < 12 , there exists a unique number σ such that
1− Φ
(
ε
√
n1
σ
)
+
s−2∑
ℓ=1
[
1− Φ
(
ε
√
nℓ+1
σ
)]
SP
(
kℓ − 1, nℓ kℓ ε
2
(σ tns−1,ζδ)2
)
=
(
1
2
− ζ
)
δ
and that Pr{|µ̂− µ| ≥ ε} < δ for σ < σ. This completes the proof of Theorem 63.
N.4 Proof of Theorem 64
By the definition of the stopping rule, we have
Pr {|µ̂− µ| > ε|µ|} ≤
∞∑
ℓ=1
Pr
{
|µ̂ℓ − µ| > ε|µ|, |µ̂ℓ| ≥
tnℓ−1, ζδℓ√
nℓ
(
1 +
1
ε
)
σ̂ℓ
}
.
By virtue of identity (4), we have
Pr
{
|µ̂ℓ − µ| > ε|µ|, |µ̂ℓ| ≥
tnℓ−1, ζδℓ√
nℓ
(
1 +
1
ε
)
σ̂ℓ
}
= Pr
{
µ <
µ̂ℓ
1 + sgn(µ̂ℓ)ε
, |µ̂ℓ| ≥
tnℓ−1, ζδℓ√
nℓ
(
1 +
1
ε
)
σ̂ℓ
}
+Pr
{
µ >
µ̂ℓ
1− sgn(µ̂ℓ)ε
, |µ̂ℓ| ≥
tnℓ−1, ζδℓ√
nℓ
(
1 +
1
ε
)
σ̂ℓ
}
= Pr
{
µ̂ℓ − µ >
ε|µ̂ℓ|
1 + sgn(µ̂ℓ)ε
, |µ̂ℓ| ≥
tnℓ−1, ζδℓ√
nℓ
(
1 +
1
ε
)
σ̂ℓ
}
+Pr
{
µ− µ̂ℓ >
ε|µ̂ℓ|
1− sgn(µ̂ℓ)ε
, |µ̂ℓ| ≥
tnℓ−1, ζδℓ√
nℓ
(
1 +
1
ε
)
σ̂ℓ
}
≤ Pr
{
|µ̂ℓ − µ| >
ε|µ̂ℓ|
1 + ε
≥ tnℓ−1, ζδℓ√
nℓ
σ̂ℓ
}
≤ Pr
{√
nℓ|µ̂ℓ − µ|
σ̂ℓ
> tnℓ−1, ζδℓ
}
= 2ζδℓ
for all ℓ > 0. Therefore, Pr {|µ̂− µ| > ε|µ|} ≤ 2∑∞ℓ=1 ζδℓ = 2(τ + 1)ζδ.
The finite stopping property of the sampling scheme can be shown by an argument similar to
the proof of statement (I) of Theorem 28.
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N.5 Proof of Theorem 65
By the definition of the stopping rule, we have
Pr {|µ̂− µ| > max(εa, εr|µ|)} ≤
∞∑
ℓ=1
Pr
{
|µ̂ℓ − µ| > max(εa, εr|µ|), max
(
εa,
εr |µ̂ℓ|
1 + εr
)
≥ tnℓ−1, ζδℓ√
nℓ
σ̂ℓ
}
.
By virtue of identity (4), we have
Pr
{
|µ̂ℓ − µ| > max(εa, εr|µ|), max
(
εa,
εr |µ̂ℓ|
1 + εr
)
≥ tnℓ−1, ζδℓ√
nℓ
σ̂ℓ
}
= Pr
{
µ < min
(
µ̂ℓ − εa,
µ̂ℓ
1 + sgn(µ̂ℓ)εr
)
, max
(
εa,
εr |µ̂ℓ|
1 + εr
)
≥ tnℓ−1, ζδℓ√
nℓ
σ̂ℓ
}
+Pr
{
µ > max
(
µ̂ℓ + εa,
µ̂ℓ
1− sgn(µ̂ℓ)εr
)
, max
(
εa,
εr |µ̂ℓ|
1 + εr
)
≥ tnℓ−1, ζδℓ√
nℓ
σ̂ℓ
}
= Pr
{
µ̂ℓ − µ > max
(
εa,
εr|µ̂ℓ|
1 + sgn(µ̂ℓ)εr
)
, max
(
εa,
εr |µ̂ℓ|
1 + εr
)
≥ tnℓ−1, ζδℓ√
nℓ
σ̂ℓ
}
+Pr
{
µ− µ̂ℓ > max
(
εa,
εr|µ̂ℓ|
1− sgn(µ̂ℓ)εr
)
, max
(
εa,
εr |µ̂ℓ|
1 + εr
)
≥ tnℓ−1, ζδℓ√
nℓ
σ̂ℓ
}
≤ Pr
{
|µ̂ℓ − µ| > max
(
εa,
εr |µ̂ℓ|
1 + εr
)
≥ tnℓ−1, ζδℓ√
nℓ
σ̂ℓ
}
≤ Pr
{√
nℓ|µ̂ℓ − µ|
σ̂ℓ
> tnℓ−1, ζδℓ
}
= 2ζδℓ
for all ℓ > 0. Therefore, Pr {|µ̂− µ| > max(εa, εr|µ|)} ≤ 2
∑∞
ℓ=1 ζδℓ = 2(τ + 1)ζδ.
The finite stopping property of the sampling scheme can be shown by an argument similar to
the proof of statement (I) of Theorem 28.
O Proof of Theorem 66
Since θ̂ is a ULE of θ, by virtue of Lemma 3, we have that Pr{θ̂ ≤ z | θ} is non-increasing
with respect to θ no less than z and that Pr{θ̂ > z | θ} is non-decreasing with respect to θ no
greater than z. This implies that Pr{θ̂ ≤ z | θ} is non-increasing with respect to θ ∈ Θ and
that Pr{θ̂ ≥ z | θ} is non-decreasing with respect to θ ∈ Θ. By the definitions of F
θ̂
(z, θ) and
G
θ̂
(z, θ) given in Section 2.5, we have that F
θ̂
(z, θ) is non-increasing with respect to θ ∈ Θ and
that G
θ̂
(z, θ) is non-decreasing with respect to θ ∈ Θ. Recalling the definition of U (θ̂,n), we
have that {F
θ̂
(θ̂,U (θ̂,n)) ≤ δ2} is a sure event and consequently
{θ ≥ U (θ̂,n)} =
{
θ ≥ U (θ̂,n), F
θ̂
(θ̂,U (θ̂,n)) ≤ δ
2
}
⊆
{
θ ≥ U (θ̂,n), F
θ̂
(θ̂, θ) ≤ δ
2
}
⊆
{
F
θ̂
(θ̂, θ) ≤ δ
2
}
,
which implies that
Pr{θ ≥ U (θ̂,n)} ≤ Pr
{
F
θ̂
(θ̂, θ) ≤ δ
2
}
≤ δ
2
, (283)
where the last inequality follows from Lemma 2. On the other hand, recalling the definition of
L (θ̂,n), we have that {G
θ̂
(θ̂,L (θ̂,n)) ≤ δ2} is a sure event and consequently
{θ ≤ L (θ̂,n)} =
{
θ ≤ L (θ̂,n), G
θ̂
(θ̂,L (θ̂,n)) ≤ δ
2
}
⊆
{
θ ≤ L (θ̂,n), G
θ̂
(θ̂, θ) ≤ δ
2
}
⊆
{
G
θ̂
(θ̂, θ) ≤ δ
2
}
,
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which implies that
Pr{θ ≤ L (θ̂,n)} ≤ Pr
{
G
θ̂
(θ̂, θ) ≤ δ
2
}
≤ δ
2
, (284)
where the last inequality follows from Lemma 2. Finally, by virtue of (283) and (284), we have
Pr{L (θ̂,n) < θ < U (θ̂,n) | θ} ≥ 1− Pr{θ ≥ U (θ̂,n)} − Pr{θ ≤ L (θ̂,n)} ≥ 1− δ
2
− δ
2
= 1− δ.
This completes the proof of the theorem.
P Proof of Theorem 67
Note that
Pr{L (λ̂ℓ,nℓ) < λ < U (λ̂ℓ,nℓ) | λ}
≥ Pr
{
L (λ̂ℓ,nℓ) < λ < U (λ̂ℓ,nℓ), U
(
λ̂ℓ,nℓ,
δ
2s
)
> λ∗ | λ
}
= Pr
{
L
(
λ̂ℓ,nℓ,
δ
2s
)
< λ < U
(
λ̂ℓ,nℓ,
δ
2s
)
, U
(
λ̂ℓ,nℓ,
δ
2s
)
> λ∗ | λ
}
= Pr
{
L
(
λ̂ℓ,nℓ,
δ
2s
)
< λ < U
(
λ̂ℓ,nℓ,
δ
2s
)
| λ
}
≥ 1− δ
2s
for any λ ∈ [λ∗,∞). Therefore,
Pr
{
λ /∈
(
L (λ̂ℓ,nℓ), U (λ̂ℓ,nℓ)
)
, l = ℓ | λ
}
≤ Pr
{
λ /∈
(
L (λ̂ℓ,nℓ), U (λ̂ℓ,nℓ)
)
| λ
}
≤ δ
2s
for ℓ = 1, · · · , s and any λ ∈ [λ∗,∞). It follows that
Pr
{
λ /∈
(
L (λ̂,n), U (λ̂,n)
)
| λ
}
=
s∑
ℓ=1
Pr
{
λ /∈
(
L (λ̂ℓ,nℓ), U (λ̂ℓ,nℓ)
)
, l = ℓ | λ
}
≤ δ
for any λ ∈ [λ∗,∞). The theorem immediately follows.
Q Proof of Theorem 70
Note that
Pr{L (λ̂ℓ,nℓ) < λ < U (λ̂ℓ,nℓ) | λ}
≥ Pr
{
L (λ̂ℓ,nℓ) < λ < U (λ̂ℓ,nℓ), U
(
λ̂ℓ,nℓ,
δ
2s
)
> λ∗ | λ
}
= Pr
{
L
(
λ̂ℓ,nℓ,
δ
2s
)
< λ < U
(
λ̂ℓ,nℓ,
δ
2s
)
, U
(
λ̂ℓ,nℓ,
δ
2s
)
> λ∗ | λ
}
= Pr
{
L
(
λ̂ℓ,nℓ,
δ
2s
)
< λ < U
(
λ̂ℓ,nℓ,
δ
2s
)
| λ
}
≥ 1− δ
2s
for any λ ∈ [λ∗,∞). The theorem immediately follows.
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R Proofs of Theorems for Multistage Linear Regression
R.1 Proof of Theorem 71
By the definition of the stopping rule,
Pr{|β̂i − βi| > εi} ≤
∞∑
ℓ=1
Pr
{
|Bi,ℓ − βi| > εi ≥ tnℓ−m, ζδℓ σ̂ℓ
√[
(X⊺ℓXℓ)
−1]
ii
}
≤
∞∑
ℓ=1
Pr
 |Bi,ℓ − βi|σ̂ℓ √[(X⊺ℓXℓ)−1]ii > tnℓ−m, ζδℓ
 (285)
for i = 1, · · · ,m. From the classical theory of linear regression, we know thatBi,ℓ−βi is a Gaussian
random variable of zero mean, variance σ2
[
(X⊺ℓXℓ)
−1]
ii
and that (nℓ −m)( σ̂ℓσ )2 is a chi-square
variable of nℓ −m degrees of freedom. Moreover, Bi,ℓ − βi is independent of (nℓ −m)( σ̂ℓσ )2. It
follows that (Bi,ℓ−βi)
{
σ̂ℓ
√
[(X⊺ℓXℓ)
−1]ii
}−1
possesses a Student t-distribution of nℓ−m degrees
of freedom. Hence, by (285), we have
Pr{|β̂i − βi| > εi} ≤ 2
∞∑
ℓ=1
ζδℓ = 2(τ + 1)ζδ (286)
for i = 1, · · · ,m. By the definition of the stopping rule,
Pr{|σ̂ − σ| > ε} ≤
∞∑
ℓ=1
Pr
{
|σ̂ℓ − σ| > ε,
√
nℓ −m
χ2nℓ−m, ζδℓ
σ̂ℓ − ε ≤ σ̂ℓ ≤
√
nℓ −m
χ2nℓ−m, 1−ζδℓ
σ̂ℓ + ε
}
≤
∞∑
ℓ=1
Pr
{
σ̂ℓ − σ < −ε,
√
nℓ −m
χ2nℓ−m, ζδℓ
σ̂ℓ − ε ≤ σ̂ℓ
}
+
∞∑
ℓ=1
Pr
{
σ̂ℓ − σ > ε,
√
nℓ −m
χ2nℓ−m, 1−ζδℓ
σ̂ℓ + ε ≥ σ̂ℓ
}
≤
∞∑
ℓ=1
Pr
{√
nℓ −m
χ2nℓ−m, ζδℓ
σ̂ℓ < σ
}
+
∞∑
ℓ=1
Pr
{√
nℓ −m
χ2nℓ−m, 1−ζδℓ
σ̂ℓ > σ
}
. (287)
Recalling that (nℓ −m)( σ̂ℓσ )2 is a chi-square variable of nℓ −m degrees of freedom, we have
Pr
{√
nℓ −m
χ2nℓ−m, ζδℓ
σ̂ℓ < σ
}
≤ ζδℓ, Pr
{√
nℓ −m
χ2nℓ−m, 1−ζδℓ
σ̂ℓ > σ
}
≤ ζδℓ (288)
for all ℓ > 0. Combining (287) and (288) yields
Pr{|σ̂ − σ| > ε} ≤ 2
∞∑
ℓ=1
ζδℓ = 2(τ + 1)ζδ. (289)
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By virtue of (286) and (289), we have
Pr{|σ̂ − σ| ≤ ε, |β̂i − βi| ≤ εi for i = 1, · · · ,m}
≥ 1−
m∑
i=1
Pr{|β̂i − βi| > εi} − Pr{|σ̂ − σ| > ε}
≥ 1− 2m(τ + 1)ζδ − 2(τ + 1)ζδ = 1− 2(m+ 1)(τ + 1)ζδ.
The finite stopping property of the sampling scheme can be shown by an argument similar to
the proof of statement (I) of Theorem 28. This completes the proof of the theorem.
R.2 Proof of Theorem 72
By the definition of the stopping rule,
Pr{|β̂i − βi| > εi|βi|} ≤
∞∑
ℓ=1
Pr
{
|Bi,ℓ − βi| > εi|βi|, tnℓ−m, ζδℓ σ̂ℓ
√
[(X⊺ℓXℓ)
−1]
ii
≤ εi|Bi,ℓ|
1 + εi
}
(290)
for i = 1, · · · ,m. By identity (4), we have
Pr
{
|Bi,ℓ − βi| > εi|βi|, tnℓ−m, ζδℓ σ̂ℓ
√[
(X⊺ℓXℓ)
−1]
ii
≤ εi
1 + εi
|Bi,ℓ|
}
= Pr
{
βi <
Bi,ℓ
1 + sgn(Bi,ℓ)εi
, tnℓ−m, ζδℓ σ̂ℓ
√[
(X⊺ℓXℓ)
−1]
ii
≤ εi
1 + εi
|Bi,ℓ|
}
+Pr
{
βi >
Bi,ℓ
1− sgn(Bi,ℓ)εi , tnℓ−m, ζδℓ σ̂ℓ
√[
(X⊺ℓXℓ)
−1]
ii
≤ εi
1 + εi
|Bi,ℓ|
}
= Pr
{
Bi,ℓ − βi > εi|Bi,ℓ|
1 + sgn(Bi,ℓ)εi
, tnℓ−m, ζδℓ σ̂ℓ
√[
(X⊺ℓXℓ)
−1]
ii
≤ εi
1 + εi
|Bi,ℓ|
}
+Pr
{
βi −Bi,ℓ > εi|Bi,ℓ|
1− sgn(Bi,ℓ)εi , tnℓ−m, ζδℓ σ̂ℓ
√[
(X⊺ℓXℓ)
−1]
ii
≤ εi
1 + εi
|Bi,ℓ|
}
≤ Pr
{
|Bi,ℓ − βi| > εi|Bi,ℓ|
1 + εi
≥ tnℓ−m, ζδℓ σ̂ℓ
√[
(X⊺ℓXℓ)
−1]
ii
}
≤ Pr
 |Bi,ℓ − βi|σ̂ℓ √[(X⊺ℓXℓ)−1]ii > tnℓ−m, ζδℓ

= 2ζδℓ (291)
for i = 1, · · · ,m, where the last equality (291) follows from the fact that (Bi,ℓ−βi)
{
σ̂ℓ
√
[(X⊺ℓXℓ)
−1]ii
}−1
possesses a Student t-distribution of nℓ−m degrees of freedom. Combining (290) and (291) yields
Pr{|β̂i − βi| > εi|βi|} ≤ 2
∞∑
ℓ=1
ζδℓ = 2(τ + 1)ζδ (292)
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for i = 1, · · · ,m. By the definition of the stopping rule,
Pr{|σ̂ − σ| > εσ} ≤
∞∑
ℓ=1
Pr
{
|σ̂ℓ − σ| > εσ,
χ2nℓ−m, 1−ζδℓ
(1 + ε)2
≤ nℓ −m ≤
χ2nℓ−m, ζδℓ
(1 − ε)2
}
≤
∞∑
ℓ=1
Pr
σ̂ℓ < (1− ε)σ ≤ σ
√
χ2nℓ−m, ζδℓ
nℓ −m
+ Pr
σ̂ℓ > (1 + ε)σ ≥ σ
√
χ2nℓ−m, 1−ζδℓ
nℓ −m


≤
∞∑
ℓ=1
[
Pr
{√
nℓ −m
χ2nℓ−m, ζδℓ
σ̂ℓ < σ
}
+ Pr
{√
nℓ −m
χ2nℓ−m, 1−ζδℓ
σ̂ℓ > σ
}]
= 2(τ + 1)ζδ, (293)
where (293) follows from an argument similar to that of (288). Making use of (292) and (293),
we have
Pr{|σ̂ − σ| ≤ εσ, |β̂i − βi| ≤ εi|βi| for i = 1, · · · ,m}
≥ 1−
m∑
i=1
Pr{|β̂i − βi| > εi|βi|} − Pr{|σ̂ − σ| > εσ}
≥ 1− 2m(τ + 1)ζδ − 2(τ + 1)ζδ = 1− 2(m+ 1)(τ + 1)ζδ.
The finite stopping property of the sampling scheme can be shown by an argument similar to the
proof of statement (I) of Theorem 28. This completes the proof of the theorem.
S Proofs of Theorems for Estimation of Quantile
S.1 Proof of Theorem 73
By the definition of the stopping rule,
Pr{|ξ̂p − ξp| > ε} ≤
∞∑
ℓ=1
Pr
{
|ξ̂p,ℓ − ξp| > ε, Xjℓ:nℓ − ε ≤ ξ̂p,ℓ ≤ Xiℓ:nℓ + ε
}
, (294)
where
Pr
{
|ξ̂p,ℓ − ξp| > ε, Xjℓ:nℓ − ε ≤ ξ̂p,ℓ ≤ Xiℓ:nℓ + ε
}
≤ Pr
{
ξp < ξ̂p,ℓ − ε ≤ Xiℓ:nℓ
}
+ Pr
{
ξp > ξ̂p,ℓ + ε ≥ Xjℓ:nℓ
}
≤ Pr {Xiℓ:nℓ > ξp}+ Pr {Xjℓ:nℓ < ξp} (295)
for all ℓ > 0.
Now, let Kℓ denote the number of samples among X1, · · · ,Xnℓ which are no greater than ξp.
Then, {Xiℓ:nℓ > ξp} ⊆ {Kℓ < iℓ} and thus Pr {Xiℓ:nℓ > ξp} ≤ Pr{Kℓ < iℓ} =
∑iℓ−1
k=0
(nℓ
k
)
[FX(ξp)]
k[1−
FX(ξp)]
nℓ−k. By the definition of ξp, we have FX(ξp) ≥ p. Making use of the fact that
∑m
k=0
(n
k
)
θk(1−
θ)n−k is monotonically decreasing with respect to θ ∈ (0, 1), we have that
Pr {Xiℓ:nℓ > ξp} ≤
iℓ−1∑
k=0
(
nℓ
k
)
pk(1− p)nℓ−k ≤ ζδℓ, (296)
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where the last inequality follows from the definition of iℓ. On the other hand, let K
∗
ℓ denote
the number of samples among X1, · · · ,Xnℓ which are smaller than ξp. Then, {Xjℓ:nℓ < ξp} ⊆
{K∗ℓ ≥ jℓ} and thus Pr {Xjℓ:nℓ < ξp} ≤ Pr{K∗ℓ ≥ jℓ} =
∑nℓ
k=jℓ
(nℓ
k
)
[F−X (ξp)]
k[1 − F−X (ξp)]nℓ−k,
where F−X (ξp) = Pr{X < ξp}. By the definition of ξp, we have F−X (ξp) ≤ p. Making use of the fact
that
∑n
k=m
(n
k
)
θk(1− θ)n−k is monotonically increasing with respect to θ ∈ (0, 1), we have that
Pr {Xjℓ:nℓ < ξp} ≤
nℓ∑
k=jℓ
(
nℓ
k
)
pk(1− p)nℓ−k ≤ ζδℓ, (297)
where the last inequality follows from the definition of jℓ. Combining (294), (295), (296) and
(297) yields Pr{|ξ̂p − ξp| > ε} ≤ 2
∑∞
ℓ=1 ζδℓ = 2(τ + 1)ζδ. The finite stopping property of the
sampling scheme can be shown by an argument similar to the proof of statement (I) of Theorem
28.
S.2 Proof of Theorem 74
By the definition of the stopping rule,
Pr{|ξ̂p − ξp| > ε|ξp|} ≤
∞∑
ℓ=1
Pr{|ξ̂p,ℓ − ξp| > ε|ξp|, [1− sgn(ξ̂p,ℓ)ε]Xjℓ:nℓ ≤ ξ̂p,ℓ ≤ [1 + sgn(ξ̂p,ℓ)ε]Xiℓ:nℓ}.
(298)
By identity (4), we have
Pr
{
|ξ̂p,ℓ − ξp| > ε|ξp|, [1− sgn(ξ̂p,ℓ)ε]Xjℓ:nℓ ≤ ξ̂p,ℓ ≤ [1 + sgn(ξ̂p,ℓ)ε]Xiℓ:nℓ
}
≤ Pr
{
ξp <
ξ̂p,ℓ
1 + sgn(ξ̂p,ℓ)ε
, [1− sgn(ξ̂p,ℓ)ε]Xjℓ:nℓ ≤ ξ̂p,ℓ ≤ [1 + sgn(ξ̂p,ℓ)ε]Xiℓ:nℓ
}
+Pr
{
ξp >
ξ̂p,ℓ
1− sgn(ξ̂p,ℓ)ε
, [1− sgn(ξ̂p,ℓ)ε]Xjℓ:nℓ ≤ ξ̂p,ℓ ≤ [1 + sgn(ξ̂p,ℓ)ε]Xiℓ:nℓ
}
≤ Pr
{
ξp <
ξ̂p,ℓ
1 + sgn(ξ̂p,ℓ)ε
≤ Xiℓ:nℓ
}
+ Pr
{
ξp >
ξ̂p,ℓ
1− sgn(ξ̂p,ℓ)ε
≥ Xjℓ:nℓ
}
≤ Pr {Xiℓ:nℓ > ξp}+ Pr {Xjℓ:nℓ < ξp} (299)
for all ℓ > 0. Combining (296), (297), (298) and (299) yields Pr{|ξ̂p−ξp| > ε|ξp|} ≤ 2
∑∞
ℓ=1 ζδℓ =
2(τ + 1)ζδ. The finite stopping property of the sampling scheme can be shown by an argument
similar to the proof of statement (I) of Theorem 28.
246
S.3 Proof of Theorem 75
By the definition of the stopping rule and identity (4), we have
Pr
{
|ξ̂p − ξp| > max(εa, εr|ξp|)
}
≤
∞∑
ℓ=1
Pr
{
|ξ̂p,ℓ − ξp| > max(εa, εr|ξp|),
Xjℓ:nℓ −max(εa, sgn( ξ̂p,ℓ)εrXjℓ:nℓ) ≤ ξ̂p,ℓ ≤ Xiℓ:nℓ +max(εa, sgn(ξ̂p,ℓ)εrXiℓ:nℓ)
}
≤
∞∑
ℓ=1
Pr
{
ξp < min
(
ξ̂p,ℓ − εa,
ξ̂p,ℓ
1 + sgn(ξ̂p,ℓ)εr
)
, ξ̂p,ℓ ≤ Xiℓ:nℓ +max(εa, sgn(ξ̂p,ℓ)εrXiℓ:nℓ)
}
+
∞∑
ℓ=1
Pr
{
ξp > max
(
ξ̂p,ℓ + εa,
ξ̂p,ℓ
1− sgn(ξ̂p,ℓ)εr
)
, Xjℓ:nℓ −max(εa, sgn(ξ̂p,ℓ)εrXjℓ:nℓ) ≤ ξ̂p,ℓ
}
=
∞∑
ℓ=1
Pr
{
ξp < min
(
ξ̂p,ℓ − εa,
ξ̂p,ℓ
1 + sgn(ξ̂p,ℓ)εr
)
≤ Xiℓ:nℓ
}
+
∞∑
ℓ=1
Pr
{
ξp > max
(
ξ̂p,ℓ + εa,
ξ̂p,ℓ
1− sgn(ξ̂p,ℓ)εr
)
≥ Xjℓ:nℓ
}
≤
∞∑
ℓ=1
Pr {Xiℓ:nℓ > ξp}+
∞∑
ℓ=1
Pr {Xjℓ:nℓ < ξp} ≤ 2(τ + 1)ζδ,
where the last inequality follows from (296) and (297). The finite stopping property of the
sampling scheme can be shown by an argument similar to the proof of statement (I) of Theorem
28.
T Adapted Branch and Bound Algorithms
In this Appendix, we shall discuss Branch and Bound Algorithms and propose a new method for
improving their efficiency of global optimization. Moreover, we will propose Adapted Branch and
Bound Algorithms which can be applied to efficiently compare the maximum of a function with
a prescribed number. The algorithms presented here have immediate applications for computing
the minimum coverage probability of confidence intervals and for quick determination whether
the coverage probability exceeds a certain level.
Branch and bound (B&B) is a general algorithm for finding optimal solutions of various
optimization problems, especially in discrete and combinatorial optimization. It consists of a
systematic enumeration of all candidate solutions, where large subsets of fruitless candidates are
safely discarded by using upper and lower estimated bounds of the quantity being optimized. The
method was first proposed by A. H. Land and A. G. Doig [51] in 1960 for discrete programming
(see, [4, 52, 56] and the references therein).
In many applications, it is desirable to compute the maximum of a function Ψ(.) over a set
Θ contained in a hypercube Qinit. By a “hypercube”, we mean a multidimensional region of the
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form {(θ1, · · · , θn) : θℓ ≤ θℓ ≤ θℓ, 1 ≤ ℓ ≤ n}. For a hypercube Q ⊆ Qinit, let maxΨ(Q) denote
the maximum of the function Ψ(.) over Q. Let Ψlb(Q) and Ψub(Q) be respectively the lower and
upper bounds of Ψ(Q) such that the bounds converge as the “size” (i.e., “diameter”) of Q tends
to 0. Let ǫ > 0 be a pre-specified tolerance. A typical B&B algorithm is described below.
B&B Algorithm (I):
⋄ Let k ← 0 and S0 ← {Qinit}.
⋄ Let L0 ← Ψlb(Qinit) and U0 ← Ψub(Qinit).
⋄While Uk − Lk > ǫ, do the following:
⋆ Eliminate any hypercube Q from Sk for which Ψub(Q) < Lk.
⋆ Pick Qk ∈ Sk for which Ψub(Qk) = Uk.
⋆ Split Qk along one of its longest edges as QI and QII.
⋆ Form Sk+1 from Sk by removing Qk
and adding all Q from {QI, QII} such that Q ∩Θ 6= ∅.
⋆ Let Lk+1 ← maxQ∈Sk+1Ψlb(Q) and Uk+1 ← maxQ∈Sk+1Ψub(Q).
⋆ Let k ← k + 1.
⋄ Return Uk as an estimate for maxΨ(Θ).
In some applications, it suffices to determine whether maxΨ(Θ) is greater than a certain number
γ. For that purpose, we can reduce the computational complexity by revising the above B&B
algorithm as follows.
Adapted B&B Algorithm (I):
⋄ Let k ← 0, L0 ← Ψlb(Qinit) and U0 ← Ψub(Qinit).
⋄ Let S0 ← {Qinit} if U0 > γ. Otherwise, let S0 be empty.
⋄While Sk is nonempty, Lk < γ and Uk is greater than max{Lk + ǫ, γ}, do the following:
⋆ Pick Qk ∈ Sk for which Ψub(Qk) = Uk.
⋆ Split Qk along one of its longest edges as QI and QII.
⋆ Form Sk+1 from Sk by removing Qk
and adding all Q ∈ {QI, QII} such that Ψub(Q) > γ and that Q∩Θ 6= ∅.
⋆ Let Lk+1 ← maxQ∈Sk+1Ψlb(Q) and Uk+1 ← maxQ∈Sk+1Ψub(Q).
⋆ Let k ← k + 1.
⋄ If Sk is empty and Lk < γ, then declare that maxΨ(Θ) ≤ γ.
Otherwise, declare that maxΨ(Θ) > γ.
A drawback of B&B Algorithm (I) is that a large portion of computational effort may be wasted on
branching operations which lead to no decision. To overcome this issue, we propose the following
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new B&B algorithm.
B&B Algorithm (II):
⋄ Let k ← 0 and S0 ← {Qinit}.
⋄ Let L0 ← Ψlb(Qinit) and U0 ← Ψub(Qinit).
⋄While Uk − Lk > ǫ, do the following:
⋆ Eliminate any hypercube Q from Sk for which Ψub(Q) < Lk.
⋆ Split each hypercube of Sk along one of its longest edges as two smaller hypercubes.
⋆ Let Sk+1 denote the set of all new hypercubes obtained from splitting hypercubes of Sk.
⋆ Eliminate any hypercube Q from Sk+1 such that Q ∩Θ = ∅.
⋆ Let Lk+1 ← maxQ∈Sk+1Ψlb(Q) and Uk+1 ← maxQ∈Sk+1Ψub(Q).
⋆ Let k ← k + 1.
⋄ Return Uk as an estimate for maxΨ(Θ).
Similar to B&B Algorithm (I), a drawback of Adapted B&B Algorithm (I) is that a large portion
of computational effort may be wasted on branching operations which lead to no decision. To
improve the efficiency, we propose in the following another Adapted B&B algorithm for checking
whether maxΨ(Θ) is greater than a certain number γ.
Adapted B&B Algorithm (II):
⋄ Let k ← 0, L0 ← Ψlb(Qinit) and U0 ← Ψub(Qinit).
⋄ Let S0 ← {Qinit} if U0 > γ. Otherwise, let S0 be empty.
⋄While Sk is nonempty, Lk < γ and Uk is greater than max{Lk + ǫ, γ}, do the following:
⋆ Split each hypercube in Sk along one of its longest edges as two new hypercubes.
Let Sk denote the set of all new hypercubes obtained from this splitting procedure.
⋆ Eliminate any hypercube Q from Sk such that Q ∩Θ = ∅ or Ψub(Q) ≤ γ.
⋆ Let Sk+1 be the set Sk processed by the above elimination procedure.
⋆ Let Lk+1 ← maxQ∈Sk+1Ψlb(Q) and Uk+1 ← maxQ∈Sk+1Ψub(Q).
⋆ Let k ← k + 1.
⋄ If Sk is empty and Lk < γ, then declare that maxΨ(Θ) ≤ γ.
Otherwise, declare that maxΨ(Θ) > γ.
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