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Mathematical properties of dynamic systems and their applications to quantum theory
Eric Tesse
While it is widely acknowledged that quantum theory is strange, and that the world view it
implies is elusive, there is considerably less consensus as to why this is the case. This article will
explore the possibility that the theory may be opaque because the mathematical language it em-
ploys is inarticulate. To address this possibility, three interconnected mathematical theories will be
developed, each specifically designed to handle aspects of quantum theory’s subject matter. The
first will describe dynamic systems in terms that are general enough to be applicable to any kind
dynamics, including both classical and quantum. That description will then be used to construct a
theory of experiments, with the aim of understanding what types of experiments scientific method-
ology allows. Finally, the theory of experiments will found a theory of experimental probabilities
applicable to any collection of experiments, so long as their probabilities are internally consistent.
The resulting over-arching mathematical language will then be applied to quantum physics. In the
initial application, it will be used to explain the core nature and structure of quantum measurement
and probability. Following that, it will be used to construct a large class of conceptually simple
systems that are capable of displaying the full range of quantum behavior. The properties that
define this class of systems will be in accord with experimental results, leaving open the possibility
that the physical universe may be describable as such a system. The more immediate conclusion,
however, will be that systems that possess quantum behavior may be neither strange nor elusive.
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4Part I
Introduction
Our fascination with quantum physics has as much do to with its strangeness as its success. This strangeness can
conjure contradictory responses: on the one hand, the sense that science has dug so deep as to touch upon profound
metaphysical questions, and on the other, the sense that something is amiss, as science should strive to uncover simple
explanations for seemingly strange phenomena. Fans of the first response will find little of interest in the paper, for
it explores the second.
Let’s start by noting that the mathematical language employed by quantum theory was not developed to investigate
the types of problems addressed in the theory. Hilbert spaces, for example, were developed to investigate analogies
between certain function spaces & Euclidean spaces; they were only later adopted by physicists to describe quantum
systems. This is in sharp contrast with classical mechanics. The development of differential calculus was, to a large
extent, driven by the desire to describe the observed motion of bodies, the very question with which classical mechanics
is concerned. In consequence, it is no exaggeration to say that if a question is well defined within classical mechanics,
it can be described using calculus.
In quantum physics, the mathematical language is far less articulate. For example, it leaves unclear what empirical
properties a system must possess in order for the quantum description to apply. It is also unclear how, and even
whether, the language of quantum theory can be used to describe the experiments employed to test the theory. It is
similarly unclear whether and/or how quantum theory can be used to describe the world of our direct experience.
Some of the theory’s inexpressiveness lies closer to the field’s core subject matter. For example, particle paths can
be observed in tracking detectors, and those paths can be used to determine particle position and velocity. Such
measurements cannot be made with absolute precision, but modern detectors are often impressively precise. The
ability to perform these measurements means that experiments are capable of determining joint position & velocity
probabilities. For example, using any particle double-slit experimental set-up, together with a tracking detector, the
joint position and velocity distribution can be determined up to the experimental precision. Quantum theory, however,
cannot be used to calculate such a distribution; only the unconjoined position distribution and velocity distribution
can be calculated. Thus, experiments can yield results that quantum theory cannot calculate.
Considerations such as these raise the question: To what extent are the difficulties of quantum theory due to
limitations in our ability to phrase relevant questions in the theory’s mathematical language? If such limitations do
play a role, it would not represent a unique state of affairs. As most everyone knows, Zeno’s paradoxes seemed to
challenge some of our most basic notions of time and motion, until calculus resolved the paradoxes by creating a clear
understanding of the continuum. Somewhat more remotely, the drawing up of annual calendars, and other activities
founded on heavenly activity, was once imbued with a mystery well beyond our current awe of quantum physics. With
the slow advance of the language and theory of numbers, the mystery waned, until now such activity requires little
more than arithmetic.
This article will investigate the question of whether a similar situation exists for quantum physics. Toward that
end, three simple mathematical theories will be created. Each will formalize concepts required by physical theory,
with the aim of clarifying them. The resulting mathematical language will then be then be applied to quantum theory.
This begins in Part II, with a general theory of dynamic systems. Dynamic systems will be defined as any system
that can be parametrized by time. To make such a rudimentary notion sufficiently expressive, it will be enriched
with cut and paste operations, an elementary concept of “knowledge”, and a notation for describing system dynamics.
(Note: This paper will use the term “dynamic system”, rather than the more common “dynamical system”. This is
because dynamical systems require more assumptions than will be made here; specifically, unlike dynamical systems,
the state space will not be required to be a manifold.)
Dynamic systems will be utilized in Part III to formalize scientific experiments. They will be employed to describe
both experimental set-ups as a whole, and the systems whose natures experiments probe. The analysis will be
somewhat analogous to that found in automata theory: A sequence of system states is “read into” the experimental
equipment, and as the states are read in, the equipment’s state changes, until it ultimately enters a final state. The
final state determines which outcome the sequence of states belongs to. In developing this formalization, we will strive
to limit our assumptions to those properties of experiments that are required by the scientific method.
Finally, in Part IV, a theory of experimental probability will be given. Traditional rules of probability and statistics
will be shown to hold for any individual experiment. Probability rules will then be derived for any collection of
experiments that satisfies the constraint that, if any two experiments in the collection share outcomes, then they
agree on those outcomes’ probabilities. This will prove sufficient to develop a theory applicable to both classical and
quantum probabilities.
These theories will have their initial application in Part V, where the structure of quantum measurements and
probabilities will be considered. The focus here will be on sets of experimental outcomes that are structurally
5guaranteed to have a total probability of 1. The non-additivity of quantum probabilities places limits on which
sets of outcomes can have this property, and that in turn limits what kinds of experiments can be performed. To
see this, note that if an experiment has outcomes of {X,¬X}, and another has outcomes of {X1, X2,¬X} then
P (X)+P (¬X) = 1 = P (X1)+P (X2)+P (¬X), and so P (X) = P (X1)+P (X2); if P (X) 6= P (X1)+P (X2) then one
of these experiments cannot be performed (the only other possibility being that the probability of a given outcome
depends on the make-up of the experiment as a whole, but this is never the case for quantum systems). Applying
results from the prior analysis of experiments and experimental probability, we will see that the allowed experiments,
and the core structure of quantum probabilities, are precisely what that analysis has lead us to expect. As the only
assumptions made in the theory of experiments will be those required by the scientific method, this will be an early
indication that quantum physics may not be as wholly strange as it first appears.
In Part VI, our mathematical language will be used to construct dynamic systems that display quantum behavior.
This will prove to be surprisingly easy. Within our mathematical framework, we will consider dynamic systems that
satisfy a handful of simple physical properties. These systems will be shown to possess (or be readily compatible
with) non-determinism, momentum conservation, non-additive probabilities, interference effects, observation’s ability
to destroy interference, the influence of particle identity on probability, entanglement, diffraction, and tunneling,
among others. A non-relativistic version will be presented first, followed by a relativistic one. The relativistic version
will integrate discrete, interactive fields into the description. The final section in this part will take a closer look at
quantum probability dynamics, connecting it to our earlier mathematical analysis.
It is hoped that this material will help demonstrate that at least some of the bafflement we feel in the face of
quantum physics is due to the manner in which we address the phenomenon, rather than the nature of the phenomena
themselves, and that when we seek rational understanding of perplexing scientific findings, it is helpful to first hone
our mathematical language, in the expectation that this can help bring a clean, uncluttered perspective to the subject.
Part II
Dynamics
I. PARAMETERS
In this Part, system dynamics will be formalized in the most general possible terms. Dynamic systems are systems
that can change with time, meaning that in any mathematical description, they will be parametrized by time. We
therefore start by formally defining parameters. Assertions that follow from the definition will not be explicitly proved,
as the material is likely too familiar to require them. This section may be skimmed.
Parameters are structures of the form (Λ, <,+, 0) that satisfy the following axioms:
Total Ordering:
1) For all λ ∈ Λ, λ ≮ λ
2) For all λ1, λ2, λ3 ∈ Λ, if λ1 < λ2 and λ2 < λ3 then λ1 < λ3
3) For all λ1, λ2 ∈ Λ, either λ1 = λ2 or λ1 < λ2 or λ2 < λ1
Additivity:
4) For all λ ∈ Λ, λ+ 0 = λ
5) For all λ1, λ2 ∈ Λ, λ1 + λ2 = λ2 + λ1
6) For all λ1, λ2, λ3 ∈ Λ, (λ1 + λ2) + λ3 = λ1 + (λ2 + λ3)
Interrelationship between ordering and addition:
7) For all λ1, λ2, λ3 ∈ Λ, λ1 < λ2 iff λ1 + λ3 < λ2 + λ3
8) For all λ1, λ2 ∈ Λ, if λ1 < λ2 then there’s a λ3 ∈ Λ s.t. λ1 + λ3 = λ2
Parameters possess a positive element:
9) There exists a λ ∈ Λ s.t λ > 0
Multiplication is not defined on parameters. This is because parameters generally have scale (e.g., values of “13
sec”, rather than simply “13”).
A number of basic properties follow immediately from these axioms. For example, it follows from axioms 7 & 8 that
parameters are either discrete or dense; they can’t be discrete in some places, and dense in others. It follows from
axioms 7, 9, and 4 that parameters are unbounded from above, and from 7 & 4 that if a parameter is bounded from
below, its lower bound is 0. It can also be shown that if a parameter is unbounded from below, then every parameter
value has an additive inverse.
Parameters may therefore be categorized into four broad classes, based on whether they are discrete or dense, and
whether or not they are bounded from below. As things stand, these four classes contain many structures that do
not suit our purposes. For example, the set of Real numbers whose decimal representation is of finite length satisfies
6the above axioms, as does any uncountable limit ordinal. Neither will be useful for parametrizing dynamic systems.
To eliminate unwanted parameters, we would like to limit our attention to parameters that satisfy two additional
requirement. First, we are only interested in parameters whose values are finite; this equivalent to assuming that for
any λ2 > λ1 > 0, there exists an n ∈ N+ s.t. λ1 added to itself n times is greater than λ2. Second, among the dense
parameters, we are only interested in those for which all bounded Cauchy sequences converge. We therefore add the
following two axioms:
10) All subsets of Λ that are bounded from above have a least upper bound.
11) For any λ2 > λ1 > 0, there exists an n ∈ N+ s.t. λ1 added to itself n times is greater than λ2.
These statements are quite strong; each of the four classes of parameters now contain only a single element (up to
an isomorphism). Those four parameters are closely related to the four canonical number system, which can be seen
by selecting a parameter value to represent “1”, and introducing the operation of multiplication by a number.
First, for each type of parameter, we assign a value to 1: If the parameter is discrete, we assign “1” to be the
successor to 0; if it’s dense, we can choose “1” to be any parameter value greater than 0. The choice of 1 sets the
scale.
Now to define multiplication by a number. For any λ ∈ Λ, define 0λ = 0, and for any n ∈ N+ and any λ ∈ Λ, define
nλ to be the value of λ added to itself n times. (With this, axiom 11 can be written “For any λ2 > λ1 > 0, there
exists an n ∈ N+ s.t. nλ1 > λ2”.) If the parameter is unbounded from below, then for any i ∈ Z, i < 0, define iλ to
be the additive inverse of
∣∣i∣∣λ. If the parameter is dense and unbounded from below, for any nm ∈ Q, define nmλ to be
the λ′ s.t. mλ′ = nλ; if the parameter is bounded from below, limit this operation to nm ∈ Q+. Note that, with the
inclusion of axiom 10, nmλ must exist for dense parameters.
Axiom 10 further entails that all dense parameters form a continuum, which means that we ought to be able
to multiply dense parameter values by real numbers as well. This is defined as follows: For any r ∈ R \ Q (that
is, r is an element of R, but is not an element of Q), r > 0 and λ > 0, rλ is the least upper bound of the set
{qλ : q ∈ Q+ and q < r}. If the parameter is unbounded from below, then for negative values of r and/or λ, rλ either
is, or is additive inverse of, |r||λ|.
This completes the definition of multiplication by the various types of numbers. Given these, the four types of
parameters may be constructed as follows: If (Λ, <,+, 0) is discrete and bounded from below, then Λ = {n1 : n ∈ N},
if it’s discrete and unbounded from below, Λ = {i1 : i ∈ Z}, if it’s dense and unbounded from below Λ = {r1 : r ∈ R},
and if it’s dense and bounded from below Λ = {r1 : r ∈ R+}. In all cases x11+ x21 = (x1 + x2)1 and x11 > x21 iff
x1 > x2.
As indicated above, any parameter of the corresponding type must contain these sets. Axiom 11 ensures that
parameters cannot contain more elements than those in these constructions. Thus, the above 11 axioms yield precisely
the 4 required parameters.
In what follows, parameters will generally be represented by their set of values, Λ, rather than by their full structure,
(Λ, <,+, 0).
II. STATE TRANSITIONS
The second, and final, step towards a formal definition of dynamic systems requires taking a closer look at how
dynamic systems change with time. If a system changes with time, something must be changing; we call whatever it
is that can change the system “state”. For a dynamic system, we may then ask: If a system is in state s1 at time λ1,
what states can it be in at time λ2? If s2 is among the states that it may be in at λ2, then the system can transition
from (λ1, s1) to (λ2, s2). We can represent this allowed transition as (λ1, s1)⇒ (λ2, s2).
We can almost capture state transitions using this simple binary “⇒” relation, however for some dynamic systems,
something may be missing. Let’s say that (λ1, s1) can transition to (λ2, s2), (λ2, s2) can transition to (λ3, s3) and
(λ1, s1) can transition to (λ3, s3). Does this imply that (λ1, s1) can transition to (λ3, s3) via (λ2, s2)? To extend the
“⇒” notation, does (λ1, s1)⇒ (λ2, s2), (λ2, s2)⇒ (λ3, s3), and (λ1, s1)⇒ (λ3, s3) imply (λ1, s1)⇒ (λ2, s2)⇒ (λ3, s3)?
Armed with only the binary transition relation, there is no way to answer (or even ask) this question. To handle it,
we introduce transition chains.
If Λ is a system’s time parameter, and P its range of states, then a transition chain, T , is comprised of elements of
Λ×P s.t. the system can pass through each element of T in succession. In the above example, if (λ1, s1)⇒ (λ2, s2)⇒
(λ3, s3) is allowed, then {(λ1, s1), (λ2, s2), (λ3, s3)} is a transition chain for the system. Transition chains are subject
to the restriction that if T is a transition chain, (λ1, s1), (λ2, s2) ∈ T , and (λ1, s1) 6= (λ2, s2), then λ1 6= λ2, meaning
that a chain cannot contain more than one element at any one time. Note that if T is a transition chain, and T ′ ⊂ T ,
then T ′ is also a transition chain.
Let’s say that T = {(λ1, s1), (λ2, s2), (λ3, s3)} is a transition chain, and that there does not exist any chain, T ′, s.t.
T ( T ′. This must mean that at all other times, there are no states that the system can transition to, and so for this
7transition chain, the system only exists at times λ1, λ2, and λ3. In such cases, we can enhance our set of system states
to include a state for non-existence, say η; if the system is in state η at time λ, it means that the system doesn’t exists
at λ. With the inclusion this state, then in the above example, there will exist transition chains, T ′, s.t. T ( T ′; in
the largest such chain, for all λ not in T , (λ, η) ∈ T ′. Thus, if the set of states is made sufficiently inclusive, every
transition chain will be a subset of some “maximal” chain that possesses an element at each time.
Define a system path as a total function from Λ onto P (the range of possible states) whose graph is a transition
chain. A path’s graph is a maximal transition chain, and a maximal transition chain is the graph of a path. Specifying
a system’s transition chains is therefore equivalent to specifying its set of possible paths. For this reason, we will
describe dynamic systems in terms of sets of paths.
III. DYNAMIC SETS & SPACES
Definition 1. A dynamic set, S, is a non-empty set of functions s.t. for some parameter, Λ, all elements of S have
Λ as their domain.
Elements of dynamic sets are referred to as a paths. They will be distinguished by an over bar: p¯.
If S is a dynamic set:
For any p¯ ∈ S, ΛS ≡ Dom(p¯). That is, ΛS is the parameter that all elements of S share.
PS ≡
⋃
p¯∈S Ran(p¯); PS is the set of states.
For λ ∈ ΛS , S(λ) ≡ {p ∈ PS : for some p¯ ∈ S, p¯(λ) = p}. S(λ) is the set of possible states at time λ.
Uni[S] ≡ {(λ, p) ∈ ΛS ⊗ PS : p ∈ S(λ)}; Uni[S] is the “universe” of S, the set of all allowed time-state pairs.
Dynamic sets encapsulate our basic concepts of system dynamics. They provide a broad enough foundation to
encompass the various kinds of “weird” dynamics seen in quantum systems. The remainder of this part will be
devoted to investigating dynamic sets. To aid in the investigation, we start by defining two rudimentary operations,
the first one slices paths into pieces, while the second pastes the pieces together.
Remark. We will use the common representation for parameter intervals, with rounded parenthesis used for open end
points, and square brackets for closed end points. Thus, (λ1, λ2) is the set of all λ s.t. λ1 < λ < λ2 , (λ1, λ2] is the set
of all λ s.t. λ1 < λ ≤ λ2, etc. For unbounded intervals, “∞” is used in place of an endpoint; for example, [−∞, λ1] is
the set of all λ s.t. λ ≤ λ1. If the parameter is bounded from below, [−∞, λ] = [0, λ].
Definition 2. For dynamic set S:
If p¯ ∈ S, and [x1, x2] is a closed interval of ΛS , then p¯[x1, x2] is p¯ restricted to domain [x1, x2] (values of x1 = −∞
and/or x2 =∞ are allowed.)
S[x1, x2] ≡ {p¯[x1, x2] : p¯ ∈ S}entwine
If p¯1, p¯2 ∈ S, λ ∈ ΛS, and p¯1(λ) = p¯2(λ), then p¯1[x1, λ] ◦ p¯2[λ, x2] is the function on domain [x1, x2] s.t.:
p¯1[x1, λ] ◦ p¯2[λ, x2](λ′) =
{
p¯1(λ
′) if λ′ ∈ [x1, λ]
p¯2(λ
′) if λ′ ∈ [λ, x2]
If A and B are sets of partial paths from S then
A ◦B ≡ {p¯1[x1, λ] ◦ p¯2[λ, x2] : p¯1[x1, λ] ∈ A, p¯2[λ, x2] ∈ B, and p¯1(λ) = p¯2(λ)}
We will refer to the “◦” operation as concatenation. For any dynamic set, S, any λ ∈ ΛS , S ⊂ S[−∞, λ] ◦ S[λ,∞].
An interesting property that a dynamic set may possess is closure under concatenation, i.e., for all λ ∈ ΛS , S =
S[−∞, λ] ◦ S[λ,∞]. A dynamic set with this property is called a dynamic space. The definition is equivalent to:
If D is a dynamic set, it is a dynamic space if and only if for all λ ∈ ΛD, all p¯1, p¯2 ∈ D s.t. p¯1(λ) = p¯2(λ),
p¯1[−∞, λ]◦ p¯2[λ,∞] ∈ D (as a rule, we will denote a dynamic space with a “D” rather than an “S”). The distinguishing
characteristic of dynamic spaces is that the current state always contains sufficient information to fully determine
the collection of possible future paths, meaning that information from the system’s past never further restricts the
system’s collection of possible futures.
Closed systems will always be assumed to be dynamic spaces. This is because, for a closed system, nothing external
to the system can record information about it, so the only available information of the system’s past is contained in
the present state. Note that because a system being experimented on interacts with experimental equipment, it is
not closed, and so may not be a dynamic space.
Some other significant properties of dynamic sets involve how their dynamics may change with time. A dynamic
set, S, is homogeneous if for all p¯ ∈ S, all λ1, λ2 ∈ ΛS s.t. (λ2, p¯(λ1)) ∈ Uni[S], there’s a p¯′ ∈ S s.t. for all λ ∈ ΛS ,
p¯′(λ) = p¯(λ + λ1 − λ2) (if λ1 < λ2, and ΛS is bounded from below, then we instead demand that for all λ ∈ ΛS ,
p¯(λ) = p¯′(λ + λ2 − λ1)). p¯′ is a time-shifted copy of p¯. Homogeneity therefore ensures that the system’s behavior is
the same regardless of when it enters a given state. This is not quite enough to say that the dynamic set does not
8change with time; for that you also need to assert that the system’s states may be entered at any time. A system
state, p ∈ PS , is homogeneously realized if for all λ ∈ ΛS, p ∈ S(λ). Similarly, A ⊂ PS is homogeneously realized
if every element of A is homogeneously realized. Thus, a dynamic set’s dynamics does not change with time if it is
homogeneous, and PS is homogeneously realized.
IV. ONTOLOGY
A number of interpretations of quantum mechanics posit that quantum systems exhibit their unusual behavior
because they take all available paths. The introductory material presented in the prior section is equally applicable
to systems that take individual paths, and systems that simultaneously take all available paths. This will continue to
be the case in all that follows.
It should be noted, however, that some difficulty is encountered in the intermediate case, systems that can si-
multaneously take multiple paths, but may not necessarily take every path. Such a system cannot be described
in terms of a single dynamic set. Instead, it would be described by a collection of dynamic sets, each element in
the collection corresponding to a set of paths that the system can simultaneously execute. Because the algebra of
paths and algebra of dynamic sets are similar, extending the existing formalism to include collections of dynam-
ics sets is fairly straightforward. For example, we can define a second concatenation operator, “ ·”, whose action
on dynamic sets is analogous to ◦’s action on paths: If S1 and S2 are dynamic sets, and S1(λ) = S2(λ), then
S1[x1, λ] · S2[λ, x2] = S1[x1, λ] ◦ S2[λ, x2]; if S1(λ) 6= S2(λ) then S1[x1, λ] · S2[λ, x2] is undefined. If X and Y are
collections of dynamic sets, then X[x1, λ] ·Y[x1, λ] ≡ {S1[x1, λ] · S2[λ, x2] : S1 ∈ X, S2 ∈ Y and S1(λ) = S2(λ)}.
Unfortunately, this added flexibility would come at a cost, as even seemingly simple concepts can grow complicated.
For example, consider the statement “I know that the system was in state p at time λ”. If the closed system is
described by dynamic set, this is easy to interpret, it means that all paths that pass through my current state passed
through system state p at λ. If, however, the system is described in terms of a collection of dynamic sets, X, then the
statement, as it stands, is unclear. It may mean that I know the system to be in an S ∈ X s.t. S(λ) = {p}, or it could
mean that the system in some S ∈ X s.t. p ∈ S(λ). In the second case, I may also be making the further claim that
among those S ∈ X, I experience the subset of paths that pass through p at λ. Each of these possible meanings may
be valid in some context, in which case we would have to be able to express each of them simply and unambiguously.
To avoid such complications, system dynamics will continue to be described in terms of dynamic sets, which ought
to be sufficient to cover all cases of interest.
V. KNOWLEDGE
An interesting (and important) question is, given that a system is in state p, what is known about the system’s
past, and what is known about its future? Let’s start by introducing some notation:
Definition 3. If S is a dynamic set and p ∈ PS
S→p ≡ {p¯[−∞, λ] : p¯ ∈ S and p¯(λ) = p}
Sp→ ≡ {p¯[λ,∞] : p¯ ∈ S and p¯(λ) = p}
For X ⊂ PS
S→X ≡ {p¯[−∞, λ] : p¯ ∈ S and p¯(λ) ∈ X} =
⋃
p∈X S→p
SX→ ≡ {p¯[λ,∞] : p¯ ∈ S and p¯(λ) ∈ X} =
⋃
p∈X Sp→
Thus, S→p is the set of all semi-paths that terminate at state p, and Sp→ is the set of all semi-paths that start at
p. Broadly speaking, if a system is in state p, S→p is what the system “knows” about its past, and Sp→ is what it
knows about its future. Similarly, if a component of the system knows that the system must in some state in the set
X (e.g., X is the set of states containing the component’s current state), then S→X is what it knows about what has
happened, and SX→ is what it knows about what will happen.
This will provide our formal definition of knowledge: If a component of a system is in state s, and X is the set of
system states that contain s, then S→X is what that component “knows” about the system’s past, and SX→ is what
it knows about the system’s future. This definition is in keeping with the common assumptions that all “knowledge”
a system possesses at a given time is encoded in its state. For example, it is generally assumed that everything a
person knows about the past and future is encoded in their physical brain state. The assumption certainly holds for
computers, where all memory is encoded in the states of their various memory devices.
Often, when we speak of things we know to have happened, we say things like “I know I took my keys this morning”.
“S→X ” alone cannot capture such a sentiment. To formalize this kind of statement, we take the above definitions one
step further:
9Definition 4. If S is a dynamic set and X,Y ⊂ PS
S→Y→X ≡ {p¯[−∞, λ] ∈ S→X : for some λ′ ≤ λ, p¯(λ′) ∈ Y }
SX→Y→ ≡ {p¯[λ,∞] ∈ SX→ : for some λ′ ≥ λ, p¯(λ′) ∈ Y }
S→Y→X is the set of semi-paths that pass through Y and terminate at X . If you know that the system’s current
state is in X , and S→X = S→Y→X , then you know that Y happened; similarly, if SX→ = SX→Y→ then you know
that Y is going to happen. Thus, for example, if X is the set of all world states that containing your current brain
state (or those portions of your brain state utilized for memory), then you’d be justified is claiming that you know
Y happened if S→X = S→Y→X . Of course, there is a conceivable scenario in which I clearly remember taking my
keys this morning, and my brain is in a state it would be in if I had taken my keys, but there is a path that passes
through this brain state along which I didn’t take my keys. In this case S→X 6= S→Y→X (where X are world states
that contain my current brain state, and Y are the states in which I take my keys), and my subjective sense of certain
knowledge is not justified.
Note that, while we expect there to be a correlation between our subjective sense of knowledge, and knowledge as
defined here when applied to our physical state, we do not demand that the two must be identical. In so far as they
are different, our subjective knowledge may be said to lack certainty.
The above notation can be extended further. For example, we can define S→(λ,Y )→X ≡ {p¯[−∞, λ′] ∈ S→X : λ′ ≥
λ and p¯(λ) ∈ Y }, meaning that S→(λ,Y )→X the set of all semi-paths that pass though Y at λ and terminate at X . If
the system’s current state is in X , and S→X = S→(λ,Y )→X , then we know that Y happened at time λ.
Assertions like S→X = S→Y→X will be central to our formalization of experiments. Interestingly, there is little
difference between the expression for the knowledge that Y has happened, S→X = S→Y→X , and the expression for
knowing that Y will happen, SX→ = SX→Y→. In reality, however, these two types of knowledge are quite different.
We know a great deal more about what has happened than what will happen. This is not peculiar to us; as we dig
into the earth, we uncover information about prehistoric life and past civilizations, but learn next to nothing about
future life and future civilizations. In a sense, like us, the earth also remembers its past, but does not know its future.
Perhaps the most elemental example of this asymmetry occurs when we peer into the night time sky, and can see
stars as they existed in the past, but not as they will be in the future. This is because we receive light from heavenly
bodies, and so information about them, along only the backward light cone.
Why that may be the case will not concern us here. Experiments, by their nature, must reliably record events that
have occurred. We will therefore be interested in what we know of the past, given our current state. Other activities,
such as setting an alarm clock, reliably cause events to occur in the future. That will be of less concern here.
A. A Final Word on Ontology
In the prior section, it was asserted that the formalism being developed will be able to describe systems that
simultaneously take all available paths. In the current section, knowledge has been defined in a way that appears to
require the system state to be in a subset of the set of available states. To see how this may be reconciled with the
prior claim, it only needs to be noted that we don’t experience the world as a multiplicity of simultaneous states,
we experience the world as a succession of individual states. In the definition of knowledge, the states used in the
expressions may be understood to be the states that we experience, regardless of whether a system takes an individual
path, or all available paths.
This however, raises the question of whether common experience rules out the possibility that the world may
simultaneously take all available paths. While this question has little to no bearing on the concerns of this article, it
may be of some general interest. For this reason, an answer will be attempted.
“Multi-path” dynamics can be squared with our experience of individual world states by making three rudimentary
assumptions. The first is that everything that we experience, we experience as part our consciousness. This is so
obviously true it hardly qualifies as an “assumption”, yet it may cause some discomfort, in part because, as a term,
“consciousness” nearly impossible to define, while as a concept, it can be distressingly difficult to discuss. Fortunately,
we only require one further assumption about consciousness, and that is that conscious states are mirrored in our
brain states. That is, we assume that if you know the physical state of a person’s brain (as well as how to interpret
it), then you know what that person is sensing, thinking, and feeling.
Our third assumption is that aspects of a person’s physical brain state mirror the state of the world. For example,
if someone is petting her dog, we assume this fact is registered in her brain state, and if her brain state later contains
the information “a few minutes ago, I petted my dog”, it is because a few minutes ago, she petted her dog.
Now imagine that the universe simultaneously takes all possible paths. In one of these paths, I’m drinking coffee,
and in another, tea. These differences are reflected in different brain states, which are in turn reflected in different
conscious states. I don’t simultaneously experience drinking coffee and tea; instead, on one path I have the experience
of drinking coffee, and in the other, I have the experience of drinking tea.
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Taking this one step further, let’s imagine a device that measures the position of an electron. The electron and
measuring device takes all possible paths. In so far as the measuring device is operational, the electron path and the
device’s path are not independent; for the measurement to be correct, the state of the device must mirror the state
of the electron. Say that on one path the electron is in one position, causing the measuring device to enter some
state, and on another path, the electron is at a different position, causing the measuring device to enter a different
state. On the first path, I will see the device in one state, on the other, in a different state. Therefore, whenever the
electron’s position is measured, I always see a result corresponding to the electron being at a single position, even if
the electron takes all possible paths.
VI. DYNAMIC SET NOTATION
In the prior section, a notation for describing sets of paths, such as S→Y→X , was introduced. This notation will
prove to be very useful. In this section, it will be fleshed it out.
1. Single Condition Path Expressions
If S is a dynamic set, and X ⊂ PS , S→X→ is the set of all elements of S that pass through X :
S→X→ ≡ {p¯ ∈ S : for some λ ∈ ΛS , p¯(λ) ∈ X}.
2. Adding Conditions
Further sets of states may always be added to a chain of events. Thus, for example, S→X→Y→Z→ is the set of paths
that pass through X , then Z, and then Y . Explicitly:
S→X→Y→Z→ ≡ {p¯ ∈ S : for some λ1 ≤ λ2 ≤ λ3, p¯(λ1) ∈ X, p¯(λ2) ∈ Y, and p¯(λ3) ∈ Z}
3. End Arrows
We can switch between sets of paths, semi-paths, and path segments by adding and removing end arrows from the
subscript. For example, if X and Y are sets of states, S→X→Y is the set of semi-paths that pass through X and end
at Y , while SX→Y is the related set of path segments that run from X to Y . Explicitly:
SX→Y ≡ {p¯[λ1, λ2] : p¯ ∈ S, p¯(λ1) ∈ X, and p¯(λ2) ∈ Y }
S→X→Y ≡ {p¯[−∞, λ2] : p¯ ∈ S and for some λ1 ≤ λ2, p¯[λ1, λ2] ∈ SX→Y }
SX→Y→ ≡ {p¯[λ1,∞] : p¯ ∈ S and for some λ2 ≥ λ1, p¯[λ1, λ2] ∈ SX→Y }
Note that the expressions for S→X→Y and SX→Y→ given here are equivalent to the ones given in the prior section.
4. Adding Time
To any set of states, time may be added, indicating paths that pass through the set of states at the given time. For
example SX→(λ,Y )→Z is the set of partial-paths that start at X , pass through Y at time λ, and terminate at Z:
SX→(λ,Y )→Z ≡ {p¯[λ0, λ1] ∈ SX→Z : λ0 ≤ λ ≤ λ1 and p¯[λ0, λ1](λ) ∈ Y }
5. Extended Time Conditions
Let’s say we want to specify that between the time a path passes through A, and the time it passes through B, it
is always in the set of states Z. We do so by using the following notation:
SA→|Z|→B = {p¯[λ1, λ2] ∈ SA→B : for all λ ∈ (λ1, λ2), p¯(λ) ∈ Z}
For end arrows:
SA→|Z|→ = {p¯[λ1.∞] ∈ SA→ : for all λ > λ1, p¯(λ) ∈ Z}
and similarly for S→|Z|→A.
Thus any → can be replaced with → |Z| →, the bracketed set specifying the range of states available for the trip.
The remaining rules help to simplify the notation under various circumstances.
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6. Extended Time Conditions, Pt 2
In the expression SA→|Z|→B, |Z| applies to open interval between A and B. There may, however, be times when
we want it to apply to one or both of the end points. To specify this, we replace “ |” with “‖”.
For example: SA→|Z‖→B ≡ {p¯[λ1, λ2] ∈ SA→B : for all λ ∈ (λ1, λ2], p¯(λ) ∈ Z} (compare with the definition
of SA→|Z|→B). This may be written in terms of prior notation as S→A→|Z‖→B→ = S→A
⋂
B→
⋃
S→A→|Z|→B
⋂
Z→,
where S→A
⋂
B→ contains the paths in which A and B occur simultaneously (and so the |Z‖ condition doesn’t apply),
and S→A→|Z|→B
⋂
Z→ contributes the paths in which A occurs before B.
Similarly, S→A→‖Z|→B→ ≡ {p¯[λ1, λ2] ∈ S→A→B→ : forallλ ∈ [λ1, λ2), p¯(λ) ∈ Z} is equal to S→A⋂B→
⋃
S→A
⋂
Z→|Z|→B→.
Finally, S→A→‖Z‖→B→ ≡ {p¯[λ1, λ2] ∈ S→A→B→ : for all λ ∈ [λ1, λ2], p¯(λ) ∈ Z} is simply S→A⋂Z→|Z|→B⋂Z→.
Expressions of this form will come in handy in when discussing experiments.
7. States
When a set of states contains only a single state, X = {p}, we may use p rather than {p}. For example, rather
than SX→(λ,{p}), we may write SX→(λ,p)
8. Promoting the Subscript
When the dynamic set is understood, or unimportant, we may simply denote the subscript. For example, we may
write X→(λ, Y )→p in place of SX→(λ,Y )→p.
9. Negation
Sometimes we wish to specify what does not happen, rather than what does happen. This is fairly straightforward;
to specify that Z, does not occur, simply specify that PS \ Z does occur. For example, to say that path p¯ doesn’t
pass through X simply say p¯ ∈→|PS \X |→. To make this easier to read, for any X ⊂ PS define X˜ ≡ PS \X . The
prior expression then becomes p¯ ∈→|X˜ |→.
Part III
Experiments
In this part, experiments will be formalized. The formalization will be somewhat analogous to automata theory.
There, a sequence of characters is read into an automata, which then determines whether the sequence corresponds to
a sentence in a given language. One of the goals of automata theory is to determine what types languages the various
kinds of automata are capable of deciding. Experiments are similar: System paths are “read into” an experimental
set-up, which then determines which outcome each path belongs to. As in automata theory, one of our goals will be
to determine the sets of outcomes that experiments are capable of deciding.
As discussed in the Introduction, if experimental probabilities are not additive, it generally means that there are
limitations to what sorts of experiments that can be performed. The question of allowed experiments is therefore
foundational to quantum physics. By the end of this part, we will have a strong understanding of the nature of the
allowed experiments, and in Part V, we will demonstrate that these experiments are indeed the set of experiments
that are consistent with quantum probability (subject to the limitations of the quantum probability calculus).
Another goal of this part will be to eliminate any mystery surrounding “external observers” in quantummeasurement.
In considering experiments, we will investigate the dynamics of the closed systems that includes the system being
experimented on, along with the experimental equipment, the experimenter, etc. Any “external observers” are only
external to the system being experimented on; they are included in the closed dynamic spaces that we will be
investigating. This view will prove useful in Part VI, where we will construct dynamic spaces that exhibit quantum
properties.
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VII. SHELLS
In this first section, we consider the closed dynamic space that encompasses both the system being experimented
on and all experimental apparatus (including the experimenter). We use this dynamic space to enforce some of the
basic dynamic properties of experiments, namely, that experiments are re-runnable, have a clearly defined start, once
started they must complete, and once complete, they “know” that the experiment occurred.
To formalize these requirements we can define experimental shells as triples, (D, I, F ), where D is a dynamic space,
I ⊂ PD is the set of initial states, and F ⊂ PD is the set of final states. We can start by assuming that these satisfy:
1) D is homogeneous
2) I is homogeneously realized
3) I→= I→F→
4) →F =→I→F
The first two of the above statements ensure that the experiment is reproducible, the third ensures that when an
experiments starts, it must complete, and the fourth ensures that when the experiment completes, you know that an
experiment took place. This appears to be sufficient for our stated needs. However, as currently phrased, there is
some ambiguity as to when the experiment starts, and what it “knows” once it completes.
As things stand, a shell can enter initial states multiple times before it enters a final state, and can enter a succession
of final states at the experiment’s completion. This raises a question as to when the experiment actually starts, and
when it ends. For the latter, we will make the obvious assumption that an experiment ends as soon as it enters a final
state. A path may continue to be in final states after it first encounters a final state, but once the first encounter is
made, the experimental run has completed.
The situation is less clear for initial states. If an experiment enters initial states multiple times before entering a
final state, when does the experiment start? Let’s begin by assuming that the experiment can restart without first
entering a final state; this is equivalent to assuming that the start need not correspond to the first time the shell
enters an initial state. Such a restart has the effect of throwing away information - you ignore everything that happen
between the first initial state, and the actual start. We may assume, without loss of generality, that the only reason
to do this is if the initial data is, in some sense, bad; for example, the measuring equipment was not fully warmed up
or operational, or the system being experimented on was not in a desired initial state. Any good data may always be
considered as part of the experimental outcome, including any data that we may choose to ignore in our later analysis
of the outcome. We therefore assume that any restart is because, at an earlier start, the data collection was flawed.
But if we are not yet collecting good data, then it’s fair to say that we have not yet entered into an experimental start
state; everything being operational ought to be a prerequisite for being an experimental start state. We therefore
reject our earlier assumption, and assume that the experiment starts the first time it enters an initial state.
We have not yet ruled out the possibility that the shell may enter an initial state after the experiment starts,
and before it enters a final state; we have only said that this ought not correspond to the experiment restarting.
However, allowing the experiment to enter initial states after it starts is awkward. This would be akin to allowing the
experiment to enter a final state prior to the experiment actually ending (e.g., taking the end of the experiment to
be the last time the experiment enters a final state, rather than the first time). To avoid confusion, we assume that
an experiment only enters an initial state when it starts, and doesn’t enter a final state until it ends. In practice, this
is not difficult to achieve. When the conditions of an experimental start is reached, the initial state can be tagged as
such; for example, a clock timing the experiment may be set to 0. This tagging allows us to clearly identify when the
experiment started.
Due to these considerations, we will require that after an experiment enters an initial state, it cannot re-enter
the set of initial state until after it has entered a final state (any such re-entry corresponding to a new run of the
experiment). This is equivalent to strengthening statement (3) from I→= I→F→ to I→= I→|I˜‖→F→ (see Sec
VI for definitions of “ I˜” and “ |I˜‖”). In this expression, “ |I˜‖” is used rather than “ |I˜|” for cases in which I⋂F 6= ∅.
We take p ∈ I⋂F to represent an experimental run that stops as soon as it begins, providing a snapshot of the state
of the system at the time state p was entered. This is allowed, but such a state should not be reachable during a
different experimental run. If we were to assume I→= I→|I˜|→F →, rather than I→= I→|I˜‖→F →, then for
p1 ∈ I \ F , p2 ∈ I
⋂
F , p1→ |I˜| → p2→ may be non-empty, in which case p2 is the final state of two experimental
runs, one starting at p1, and the other at p2. As discussed earlier, I→|I˜‖→F →= (I
⋂
F→)⋃(I→|I˜|→F \ I→),
so using “ |I˜‖” eliminates precisely this scenario.
One final, somewhat subtle, difficulty needs to be dealt with. There remain scenarios in which a final state cannot be
paired with any particular experimental run. For example, consider a semi-path, p¯[−∞, 0] ∈→F , s.t. for all n ∈ N+,
p¯(−12n ) ∈ I and p¯( −12n+1 ) ∈ F ; this satisfies all shell axioms, but the F state at λ = 0 is not the final state of any
particular experiment. This is because between p¯(0) ∈ F and any earlier I, there’s another I, meaning that between
any run of the experiment and (0, p¯(0)) there’s another experimental run. As we always want final states to “know”
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about the experimental run that has just completed, final states must always occur at the end of some particular
experimental run. To ensure this, we strengthen statement (4) from →F =→ I→ F to →F =→ I→|I˜‖→F . This
eliminates the above scenario. As always, the “‖” is for cases where I⋂F 6= ∅.
We now have the complete definition of an experimental shell:
Definition 5. A shell is a triple, (D, I, F ), where D is a dynamic space, I, F ⊂ PD are the sets of initial and final
states, and these satisfy:
1) D is homogeneous
2) I is homogeneously realized
3) I→= I→|I˜‖→F→
4) →F =→I→|I˜‖→F
With the start and stop properties of experiments in place, we can turn our attention to what happens during an
experiment. To help extract this information from the shell, we begin by defining the following set of partial paths:
Definition 6. If S is a dynamic set, and X,Y ⊂ PS then
SX/Y ≡ {p¯[λ1, λ2] : p¯[λ1,∞] ∈ SX→Y→, and λ2 = inf(p¯−1[λ1,∞][Y ])}
In the above definition, λ2 is either the first time Y occurs in p¯[λ1,∞] or, if the “first time” can’t be obtained in
the continuum, the moment before Y first appears. For shell (D, I, F ), DI/F is the set of partial-paths representing
what can happen during the course of the experiment. As sets of this form will be of some importance, the following
definition and theorem will prove useful:
Definition 7. If S is a dynamic set and X,Y ⊂ PS ,
(X/Y ) ≡ {p ∈ PS : for some p¯[λ1, λ2] ∈ SX/Y , p = p¯(λ2)}
This means that elements in (X/Y ) are the end points of the paths in SX/Y .
Theorem 8. If D is a homogeneous dynamic space then DX/Y = X→‖Y˜ |→(X/Y )
Proof. If p¯[λ1, λ2] ∈ DX/Y then p¯(λ1) ∈ X , p¯(λ2) ∈ (X/Y ), and for all λ ∈ [λ1, λ2), p¯(λ) /∈ Y , so DX/Y ⊂ X→‖Y˜ |→
(X/Y ). (Note that this doesn’t require D to be homogeneous, or a dynamic space.)
It remains to show that X→‖Y˜ |→ (X/Y ) ⊂ DX/Y . Take p¯[λ1, λ2] ∈ X→‖Y˜ |→ (X/Y ), p ≡ p¯(λ2) ∈ (X/Y ). By
the definition of (X/Y ), there’s a p¯′[λ3,∞] ∈ p→ s.t. λ3 = inf(p¯′[λ3,∞]−1[Y ]). By homogeneity, there’s a p¯′′ s.t. for
all λ ∈ ΛD, p¯′′(λ) = p¯′(λ+λ3−λ2) (assuming λ3 ≥ λ2 or ΛD is unbounded from below; otherwise p¯′(λ) = p¯′′(λ+λ2−λ3)
may be asserted for all λ ∈ ΛD). By considering p¯[λ1, λ2] ◦ p¯′′[λ2,∞], it follows that p¯[λ1, λ2] ∈ DX/Y .
If (D, I, F ) is a shell, D is a homogeneous dynamic space, and so I→‖F˜ | → (I/F ) represents what can happen
during the course of the experiment. With this in mind, we introduce the following sets of experimental states and
paths:
Definition 9. If Z = (D, I, F ) is a shell:
Int(Z) = {p ∈ PD : I→‖F˜ |→p 6= ∅} is the shell interior.
Dom(Z) ≡ F ⋃ Int(Z) is the shell domain
If A ⊂ Dom(Z), ωA ≡ (0, I)→|I˜‖→A
If A ⊂ F , ΘA ≡ {p¯[0, λ] ∈ DI/F : for some p¯′[0, λ′] ∈ ωA, p¯′[0, λ] = p¯[0, λ]}
The first two definitions identify sets of experimental states. The first set, the shell interior, consists of states that
the shell can enter while the experiment is in progress. In words, I → ‖F˜ | → p means that p can be reached from
I prior to F being reached (or when F is first reached). From Thm 8, together with shell axiom 3, it follows that
Int(Z) contains precisely the states in DI/F . The second set, the shell domain, consists of all states of interest with
regard to the experiment.
The second two definitions identify sets of experimental paths. Given that our current state is in A, ωA tells
what has happened since the experiment started. Because shell dynamics are homogeneous, and I is homogeneously
realized, it is sufficient only consider paths that start at λ = 0. Finally, given that the shell is in A ⊂ F , ΘA captures
what occurred during the experiment just run. It’s important to note that this is all that can be known about
what happened. If, for example, we know that the initial state was in Y ( I, this is because for any p ∈ I \ Y ,
p→|I˜‖→A = ∅, and so this fact is reflected in ΘA. Note too that the experimenter herself is part of the dynamic
space, so if she knows that the experiment started in Y because she remembers it, and this ought to be reflected in A.
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VIII. RECORDERS
In this section, we split the shell into a system and its environment. By making several assumptions about the
interrelationship between these two, the shell will take on the character of an experiment in which the system is
observed, and the environment (or parts of the environment) performs those observations and records the results.
A. Environmental Shells
Before splitting the shell into a system and its environment, a little added notation will be helpful. If X × Y is
a Cartesian product, and A ⊂ X × Y , the projection of A onto X will be written as X · A, so X · A = {x ∈ X :
for some y ∈ Y, (x, y) ∈ A}; similarly for projections onto Y . For any path, p¯, s.t. Ran(p¯) ⊂ X × Y , X · p¯ is the
projection of p¯ onto X , meaning that for all λ ∈ Λ, (X · p¯)(λ) = X · (p¯(λ)); similarly for projections onto Y , and for
projections of sets of paths onto X and Y . “Environmental shells” may now be defined.
Definition 10. A shell, Z = (D, I, F ), is an environmental shell if there exist sets, E and S, s.t.
1) Dom(Z) ⊂ S × E
2) E ·Dom(Z) = E and S ·Dom(Z) = S
3) With F ≡ E · F , F = (S × F)⋂PD
The first assertion states that the shell consists of a system and its environment, the second that E & S have no
excess states, and the third that whether or not you are in a final state can be determined entirely by the environmental
state, which is in keeping with the assumption that the experimental equipment resides in the environment.
Strictly speaking, environmental shells are structures with signature (D, I, F,S, E). However, it is unwieldy to
always have to specify all these sets, so we will fix a standard notation for environmental shells. For environmental
shell Z, D will refer to the shell’s dynamic space, I to its initial states, F to its final states, S to its system states, E
to its environmental states, and F will always be E · F . If we need to specify which shell I (for example) belongs to,
we add a subscript identifying the shell: IZ .
Having isolated the system within the shell domain, we may now formally define experimental outcomes:
Definition 11. If Z is an environmental shell, and X ⊂ F , OX ≡ S ·ΘS×X
If an experiment was run, a record was kept of what was measured over the course of the run, and X ⊂ F is the
set of environmental states containing that record, then OX ≡ S · ΘS×X is what we know to have occurred in the
system during the experiment.
This raises a somewhat subtle point. One of the reasons to run an experiment is to try to discover the nature of a
system’s dynamics. However, a shell contains a dynamic space that includes the system’s dynamics, which appears
to imply that we already know what the system dynamics are. To resolve the apparent conflict, it is best to view OF
as containing all system paths considered possible prior to running the experiment. When we run an experiment, we
have to assume that we understand the workings of the experimental setup, otherwise we won’t know what the state
of the experimental apparatus tells us about what happened in the system being experimented on. D only needs to
reflect that understanding. In general, we expect the actual set of allowed paths for the closed system to be a subset
of the shell’s dynamic space, D.
Returning to experimental outcomes, OX tells us what happened during the experiment once it has completed.
The following two sets of system paths give us a view into what is happening while the experiment is in flight:
Definition 12. If A ⊂ Int(Z):
ΣA ≡ S · [(0, I)→‖F˜ |→A]
ΣA→ ≡ {s¯[λ1, λ2] : for some p¯[0, λ2] ∈ ΘF , p¯(λ1) ∈ A& s¯[λ1, λ2] = S · p¯[λ1, λ2]}.
ΣA gives the system paths from I to A. It is what you know about what has transpired in the system during the
experiment, given that you know that the current state of D is in A. ΣA→ gives the system paths from A through to
the end of the experiment.
Theorem 13. Σ(I/F ) = OF
Proof. OF = S · ΘF . ΘF is the set of p¯[0, λ] ∈ DI/F . Since DI/F = I→‖F˜ |→ (I/F ), ΘF = (0, I)→‖F˜ |→ (I/F ).
Therefore OF = S · [(0, I)→‖F˜ |→(I/F )] = Σ(I/F ).
In order for an environmental shell to behave as a well-constructed experiment, the interactions between the system
and its environment must respect some constraints. It is to these that we will turn next.
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Note on quantum mixed states
There may be concern that environmental shells are too narrow a construction, because they do not include quantum
cases in which the overall state cannot be written as the product of a system state & an environmental state. Such
cases are prevalent when modeling measurements within quantum theory. For example, imagine a particle that can
be either spin up or spin down, and an environmental state, |E〉, that will evolve to |A〉 if it interacts with a spin up
particle, and to |B〉 if it interacts with a spin down particle: |E〉 (α |〉+ β |〉)→ α |A〉 |〉+ β |B〉 |〉. The final state
cannot be factored into a system state and an environment state.
None-the-less, when scientists experience the performance an experiment, the experimental set-up as a whole can
always be decomposed into the system being experimented on and its environment. This separation is necessary in
order to preserve the identity of the system whose nature is being probed. It is this that we wish to capture with
environmental shells. A scientific theory, if it is complete, should also be able to describe experiments as they are
experienced by scientists; a theory does not have to directly speak the language of environmental shells, but a complete
theory ought to be able to reproduce it.
In traditional quantum theory, the experimenter’s experience of measurement is often described in terms of deco-
herence. In the above measurement example, take the partial trace over system states to eliminate aspects of the
state that the experimenter does not directly experience. That yields |E〉 〈E| → |α|2 |A〉 〈A| + |β|2 |B〉 〈B|, where
environmental state |A〉 is associated with particle state |〉, and environmental state |B〉 is associated with |〉. This
can be interpreted as meaning that the experimenter will experience the set-up as whole as either evolving to state
|A〉 |〉, or to state |B〉 |〉, in agreement with experience (and with environmental shells).
Note that even if this interpretation of the partial trace is accepted, other questions about the measurement may
remain open. For example, in order to know that the particle is in state |〉, it is not enough to know that the final
state of the environment is |A〉, it must also be known that its initial state was |E〉. But how is that known? If
γ |A〉 |〉 + δ |B〉 |〉 is also an allowed state, and that state evolves from initial state |Ψ〉 = α1
∣∣E1〉∣∣〉 + α2∣∣E2〉∣∣〉,
then knowing that the environment ended up in state |A〉 would not alone allow the experimenter to remember that
the initial environmental state was |E〉, or to know that the current system state is |〉. That does not reflect how
scientists experience experiments. If this apparent discrepancy cannot be rectified, it would represent an explanatory
gap in the theory, not a flaw in experimentalist’s descriptions of their experiments.
In consequence, the aim of the current formalization of experiments is to formalize experiments as described by
experimentalists, particularly those aspects that appear to be required by the scientific method.
B. Unbiased Conditions
In an experiment, the system’s environment ought not influence the experimental outcome; an environmental
shell is unbiased if this is the case. In its strongest form, this demands that different environmental states cannot
effect the system differently. Naively, this may be written: For any pair of states sharing the same system state,
(s, e1), (s.e2) ∈ Int(Z), Σ(s,e1)→ = Σ(s,e2)→. However, because in general Σ(s,e1) 6= Σ(s,e2), the elements of Σ(s,e1)→
and Σ(s,e2)→ may terminate at different times. A further complication is that, within ΘF , (s, e1) and (s, e2) may
not be realized at the same times; because OF does not need to be homogeneous, if (s, e1) and (s, e2) are realized
at different times, they need not have similar Σ(s,ei)→’s. These considerations lead to a definition whose wording is
more convoluted, but whose meaning is essentially the same.
Definition 14. An environmental shell is strongly unbiased if for every λ ∈ Dom(ΘF ), every (s, e1), (s, e2) ∈ ΘF (λ),
s¯1[λ, λ1] ∈ Σ(s,e1)→ iff there exists a s¯2[λ, λ2] ∈ Σ(s,e2)→ s.t., with λ′ ≡Min(λ1, λ2), s¯1[λ, λ′] = s¯2[λ, λ′].
This condition means that any effect the environment may have on the system can be incorporated into the system
dynamics, allowing the system to be comprehensible without having to explicitly reference its environment. The
following theorem shows that if an environmental shell is strongly unbiased, OF behaves like a dynamic space.
Theorem 15. If an environmental shell is strongly unbiased, for every s¯1[0, λ1], s¯2[0, λ2] ∈ OF , if s¯1(λ) = s¯2(λ)
(λ ≤ λ1 and λ ≤ λ2), then there exists a s¯1[0, λ] ◦ s¯3[λ, λ3] ∈ OF s.t., with λm ≡Min(λ2, λ3), s¯3[λ, λm] = s¯2[λ, λm].
Proof. First note that, regardless of whether the environmental shell is unbiased, for any p ∈ Int(Z), if s¯[0, λ] ∈ Σp
and s¯′[λ, λ′] ∈ Σp→ then s¯[0, λ] ◦ s¯′[λ, λ′] ∈ OF . This is because p is a state of the closed system, and the closed
system is a dynamic space.
Now let’s turn to the case stated in the theorem. With s = s¯1(λ), for some e1, e2 ∈ E , s¯1[0, λ] ∈ Σ(s,e1) and
s¯2[λ, λ2] ∈ Σ(s,e2)→. Since the shell is unbiased, there is a s¯3[λ, λ3] ∈ Σ(s,e1)→ s.t. s¯3[λ, λm] = s¯2[λ, λm] (λm ≡
Min(λ2, λ3)). By the considerations of the prior paragraph, s¯1[0, λ] ◦ s¯3[λ, λ3] ∈ OF .
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There are experiments for which the strong unbiased condition fails, but the experiment is still accepted as valid.
Consider the case in which a particle’s position is measured at time λ1, and if the particle is found to be in region A,
the particle’s spin will be measured along the y-axis at λ2, and if particle is not in region A, the spin will be measured
along the z-axis at λ2. Assume that there are a pair of particle paths, s¯1 and s¯2, s.t. s¯1 is in region A at λ1, s¯2 is
not in region A at λ1, and for some λ ∈ (λ1, λ2), s¯1(λ) = s¯2(λ). s¯1[−∞, λ] ◦ s¯2[λ,∞] is not a possible path because
a particle can’t be in region A at λ1 and have its spin polarized along the z-axis at λ2. Therefore the set of particle
paths is not a dynamic space. Since the strong unbiased condition ensures that the system can be described by a
dynamic space, that condition must have failed.
To see the problem, assume that if the particle takes path s¯1, the environmental shell will be in state (s, e1) at
λ, whereas if it takes path s¯2 it will be in state (s, e2) at λ. e1 and e2 determine different futures for the particle:
e1 ensures that the spin will be measured along the y-axis at λ2 while e2 ensures that the spin will be measured
along the z-axis. This violates the strong unbiased condition. However, it doesn’t necessarily create a problem for
the experiment because e1 and e2 “know” enough about the particle’s past to know s1[−∞, λ] and s2[−∞, λ] must
reside in separate outcomes (one belongs to the set of “in A at λ1” outcomes, the other to the set of “not in A at
λ1” outcomes). Once paths have been differentiated into separate outcomes, they may be treated differently by the
environment. This motivates a weak version of the unbiased condition, one that only holds when (s, e1) and (s, e2)
have not yet been differentiated into separate outcomes.
To formulate this weaker version, we need to understand the conditions under which two states in Int(Z) are fated
to result in different outcomes. We start by capturing what is known about experimental outcomes as of some time
λ. This concept will prove to be of broad value.
Definition 16. For environmental shell Z, e ∈ F , λ ≥ 0
|Oe[0, λ]|0 ≡ Oe[0, λ]
|Oe[0, λ]|n+1 ≡ {s¯[0, λ] : for some e′ ∈ F , Oe′ [0, λ]
⋂ |Oe[0, λ]|n 6= ∅, & s¯[0, λ] ∈ Oe′ [0, λ]}
|Oe[0, λ]| ≡
⋃
n∈N |Oe[0, λ]|n
If s¯[0, λ] ∈ |Oe[0, λ]| and s¯′[0, λ] ∈ OF \ |Oe[0, λ]|, then s¯[0, λ] and s¯′[0, λ] are heading to different outcomes. To
extend this to the states in Int(Z), we use the following theorem:
Theorem 17. For environmental shell Z, given any e, e′ ∈ F , and any λ ∈ ΛD s.t. Oe′ [0, λ]
⋂ |Oe[0, λ]| = ∅, for all
p ∈ Int(Z), if Σp
⋂ |Oe[0, λ]| 6= ∅ then Σp⋂Oe′ [0, λ] = ∅
Proof. Take any Oe′′ [0, λ] s.t. Σp
⋂Oe′′ [0, λ] 6= ∅. For this to hold, there must then be a p¯′[λ, λ′] ∈ (λ, p)→|I˜‖→e′′.
Remembering that Σp = S · [(0, I)→‖F˜ |→p], and that D is a dynamic space, it then follows that for any s¯[0, λ] ∈ Σp,
s¯[0, λ] ∈ Oe′′ [0, λ]. Because Σp
⋂ |Oe[0, λ]| 6= ∅, it follows from the definition of |Oe[0, λ]| that Oe′′ [0, λ] ⊂ |Oe[0, λ].
Thus, a Σp can only intersect a single |Oe[0, λ]|; all paths in Σp that are not elements of |Oe[0, λ]| end at times
other than λ. We can now define when two states are undifferentiated:
Definition 18. For environmental shell, Z, p, p′ ∈ Int(Z) are undifferentiated at λ if for some e ∈ F , Σp
⋂ |Oe[0, λ]| 6=
∅ and Σp′
⋂ |Oe[0, λ]| 6= ∅.
By Thm 17, if p1 & p2 are undifferentiated at λ, and p2 & p3 are undifferentiated at λ, then p1 & p3 are undif-
ferentiated at λ. The definition therefore divides the elements of ΘF (λ) into equivalence classes. We can now define
the weak unbiased condition in the same way as the strong condition, except that it only applies to undifferentiated
states.
Definition 19. An environmental shell is weakly unbiased if for every λ ∈ Dom(ΘF ), every (s, e1), (s.e2) ∈ ΘF (λ)
s.t. (s, e1) and (s, e2) are undifferentiated at λ, s¯1[λ, λ1] ∈ Σ(s,e1)→ iff there exists a s¯2[λ, λ2] ∈ Σ(s,e2)→ s.t., with
λ′ ≡Min(λ1, λ2), s¯1[λ, λ′] = s¯2[λ, λ′].
If the weakly unbiased condition holds, the system may not behave like a dynamic space. However, the following
weak version of Thm 15 does hold.
Theorem 20. For any weakly unbiased environmental shell, for every s¯1[0, λ1] ∈ OF , every λ ≤ λ1, if s¯1[0, λ], s¯2[0, λ] ∈
|Oe[0, λ]| (for some e ∈ F), and s¯1(λ) = s¯2(λ), then there exists a s¯2[0, λ]◦ s¯[λ, λ2] ∈ OF s.t., with λm ≡Min(λ1, λ2),
s¯[λ, λm] = s¯1[λ, λm].
Proof. Choose e1, e2 ∈ E s.t. s¯2[0, λ] ∈ Σ(s,e2), s¯1[λ, λ1] ∈ Σ(s,e1)→, and Σ(s,e1)
⋂ |Oe[0, λ]| 6= ∅. Note that
Σ(s,e2)
⋂ |Oe[0, λ]| 6= ∅. Such e1 and e2 must exist because s¯1[0, λ], s¯2[0, λ] ∈ |Oe[0, λ]|. (s, e1) and (s, e2) are un-
differentiated, and so the proof now proceeds similarly to that for Thm 15.
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C. Recorders & Decidability
Weakly unbiased environmental shells represent our base formalization of experiment. Due to their environment’s
ability to record events without actively participating in them, we refer to them as “recorders”:
Definition 21. A recorder is a weakly unbiased environmental shell.
We now consider what a recorder can tell us about its system. As things stand, recorders only give us information
about what occurs in the dynamic set shard OF . As we would like to represent the system being experimented on by
a full dynamic set, we would like to be able to translate recorder outcomes into information about dynamic sets. To
do so, we start with the following definitions:
For any set of partial paths, A, any dynamic set, S, define S→A→ ≡ {p¯ ∈ S : for some p¯′[x1, x2] ∈ A, p¯[x1, x2] =
p¯′[x1, x2]}, and similarly for SA→ and S→A.
For any recorder, any λ ∈ ΛD, A ⊂ F , and X ⊂ F , define ΘλA and OλX to be the analogues of ΘA and OX for
experiments that start at time λ rather than 0. Formally, this means ΘλA ≡ {p¯[λ, λ′] ∈ DI/F : for some p¯′[λ, λ′′] ∈
(λ, I)→|I˜‖→A, p¯′[λ, λ′] = p¯[λ, λ′]}, and OλX ≡ S ·ΘλS×X . Because D is homogeneous and I is homogeneously realized,
ΘλA and OλX are simply ΘA and OX shifted by λ.
Finally, if X is a set, C is a covering of X if it is a collection of nonempty subsets of X and
⋃
C = X . (Note: it is
more common to demand that X ⊂ ⋃C; the restriction to ⋃C = X will allow for some mild simplification.) C is a
partition of X if it is a pairwise disjoint covering.
With these, we can state what records reveal about a system’s dynamic set:
Definition 22. A covering, K, of dynamic set S is decided by recorder Z if for some λ ∈ ΛS , K = {S→Oλe→ : e ∈F and S→Oλe→ 6= ∅}.
We do not demand that every partial path in OλF must correspond to some path in S. This is because, as mentioned
above, we allow OλF to be overstuffed with paths. If we wish every element of OλF to correspond to a path in S, we
add the condition “for every s¯[λ, λ′] ∈ OλF , s¯[λ, λ′] ∈ S[λ, λ′]”.
In general, recorders decide coverings rather than partitions. It is often more natural to think of experimental
outcomes as partitioning the set of experimental paths, rather than covering it. Fortunately, from any covering, a
partition may be derived. To do so, we’ll extend the definition of |Oe[0, λ]| given above.
Definition 23. If K is a covering of a dynamic set, and α ∈ K:
|α[λ1, λ2]|0 ≡ α
|α[λ1, λ2]|n+1 ≡ {s¯[λ1, λ2] : for some β ∈ K, β[λ1, λ2]
⋂ |α[λ1, λ2]|n 6= ∅, & s¯[λ1, λ2] ∈ β[λ1, λ2]}
|α[λ1, λ2]| ≡
⋃
n∈N |α[λ1, λ2]|n|K[λ1, λ2]| = {|α[λ1, λ2]| : α ∈ K}
Finally, |α| ≡ |α[−∞,∞]| and |K| ≡ |K[−∞,∞]|
|α[−∞, λ]| and |K[−∞, λ]| will come in handy shortly, but for now we only need |α| and |K|. |K| is clearly a
partition, and is the most fine grained partition that can be formed from K. If Z decides K, then for any x ∈ |K|,
every run of Z will determine whether or not x occurred.
There is an important sense in which the above definition of decidability can be considered to be too broad. Closed
systems are always dynamic spaces, so if a system is described by a dynamic set that is not a dynamic space, this is due
to interactions with its environment. In the above definition, interactions between the system and the environment
are regulated via the unbiased condition while the experiment is taking place, but before and after the experiment,
any kind of interactions are allowed, even those that would undermine the autonomy of the system. It is more sensible
to assume that these interactions are always unbiased. Indeed, if we make the natural assumption that the system
and environment don’t interact at all outside of the experiment, then it follows immediately that the interactions are
always unbiased.
To formalize this, we note that if nothing is measured prior to λ, then prior to λ there is no distinction between
being weakly & strongly unbiased and so Thm 15 ought to hold, and from λ onward, Thm 20 ought to hold. This
gives us:
Definition 24. If S is a dynamic set, K is a covering of S, and λ ∈ ΛS , S is unbiased with respect to (λ,K) if
1) For all λ′ ≤ λ, S = S[−∞, λ′] ◦ S[λ′,∞]
2) For all a ∈ K, all λ′ > λ, all p¯1, p¯2 ∈ S|a[−∞,λ′]|→, if p¯1(λ′) = p¯2(λ′) then p¯1[−∞, λ′] ◦ p¯2[λ′,∞] ∈ S.
This effectively enforces the unbiased condition for all times. With it, we are in a position to define a more rigorous
form of decidability.
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Definition 25. A covering, K, of dynamic set S is properly decided by recorder Z if, for some λ ∈ ΛS , S is unbiased
with respect to (λ,K) and K = {S→Oλe→ : e ∈ F and S→Oλe→ 6= ∅}.
If S is a dynamic space then S is unbiased with respect to any (λ,K), so for dynamic spaces, “decidable” and
“properly decidable” are identical.
The following holds trivially:
Theorem 26. If covering K of dynamic set S is properly decided by a recorder, then
1) There’s a λ0 ∈ ΛS s.t. for all α ∈ K, all λ ≤ λ0, α = S[−∞, λ] ◦ α[λ,∞]
2) For all α ∈ K there’s a λα ∈ ΛS s.t. α = Sα[−∞,λα]→
IX. IDEAL RECORDERS
For many purposes, recorders are a weak of a construction. In particular, recorders do not allow us to draw a clean
distinction between two different types of uncertainty: uncertainty about the system given complete knowledge of
the environment (intrinsic uncertainty), and uncertainty about the state of the environment, particularly with regard
to knowing precisely which e ∈ F occurred (extrinsic uncertainty). Practically speaking, it is often necessary to
treat these two separately. The matter is particularly pressing in quantum theory, because there these two types of
uncertainty are associated with two different methods for calculating probability.
In this section, two properties will be introduced that together will remove the ambiguity between these types of
uncertainty. No further refinements to recorders that will be required.
A. All-Reet Recorders
It is possible for the environment to record a piece of information about the system at one time, and then later
“forget” it, so that it is not ultimately reflected in the experimental outcome. This would lead to ambiguity as to how
to describe the final outcome. For example, if at time λ the environment records whether the system is in region A,
B, or C, but by the end of the experiment, the final environmental state can only reveal whether the system was in
region A
⋃
B or C, should the first outcome be understood to be “A
⋃
B” (intrinsic uncertainty), or “AorB” (extrinsic
uncertainty), or something distinct from either?
To eliminate this ambiguity, we introduce recorders that never forget. Let’s start by noting that if E ·Θe has only
one element, then the outcome, Oe, has retained all the information ever gained about the system. For example, if
E ·Θe = {e¯[0, λ]}, and e¯[0, λ](λ′) = e′, then final state, e, knows that the environment was in state e′ at time λ′, and
so knows everything about the system that was known by the environment at time λ′. This rule may be generalized:
if Θe = (S ·Θe)× (E · Θe) = Oe × (E · Θe), then every environmental path contains the same information about the
system, so even if final state e does not know precisely which environmental path was taken, it has still retained all
information that was gathered about the system (see Thm 34).
Turning this around, let’s assume that Θe 6= (S · Θe) × (E · Θe). There are then e¯[0, λ], e¯′[0, λ′] ∈ E · Θe that are
paired with different sets of system paths. In this case, the final state has forgotten information about the system
that it gathered as it passed along one of these paths. This leads us to define recorders that never loose information
about the system as:
Definition 27. A recorder is all-reet if for every e ∈ F , Θe = (S ·Θe)× (E ·Θe).
An all-reet recorder is all retaining; once an all-reet recorder records a bit of information about the system, it never
forgets it. The next theorem enumerates some useful properties of all-reet recorders:
Theorem 28. If Z is an all-reet recorder then:
1) For every e ∈ F , every s¯1[0, λ1], s¯2[0, λ2] ∈ Oe, λ1 = λ2
2) For every p ∈ Int(Z), every s¯1[0, λ1], s¯2[0, λ2] ∈ Σp, λ1 = λ2
3) Assume s¯[0, λe] ∈ Oe. For every e ∈ F , every λ ∈ [0, λe], Oe = Oe[0, λ] ◦ Oe[λ, λe]
Proof. 1) Immediate from Θe = Oe × (E ·Θe)
2) Follows from (1), and the fact that D is a homogeneous dynamic space
3) Θe = Oe× (E ·Θe), so if s¯1[0, λ], s¯2[0, λ] ∈ Oe there’s a e¯[0, λ] ∈ E ·Θe s.t. (s¯1[0, λ], e¯[0, λ]), (s¯2[0, λ], e¯[0, λ]) ∈ Θe.
Since D is a dynamic space, if s¯1[0, λ](λ
′) = s¯2[0, λ](λ
′), (s¯1[0, λ
′] ◦ s¯2[λ′, λ], e¯[0, λ]) ∈ Θe.
Using part 1 of the above theorem, for any outcome, Oe, of an all-reet recorder, we can define Λ(Oe) so that
if s¯[0, λ] ∈ Oe then Λ(Oe) ≡ λ. Part 3 could then be written: For every e ∈ F , every λ ∈ [0,Λ(Oe)], Oe =
Oe[0, λ] ◦ Oe[λ,Λ(Oe)].
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B. Boolean Recorders
The most obvious example of the blurring of intrinsic and extrinsic uncertainty occurs when recorders decide
coverings that are not partitions. To complete the disentanglement of intrinsic and extrinsic uncertainty, we therefore
consider the property that ensures recorders decide partitions.
Definition 29. A recorder is Boolean if for any e, e′ ∈ F , either for all s¯[0, λ] ∈ Oe, s¯′[0, λ′] ∈ Oe′ , λ1 ≡Min(λ, λ′),
s¯[0, λ1] 6= s¯′[0, λ1], or for all s¯[0, λ] ∈ Oe
aOe′ there’s a λ′ < λ s.t. s¯[0, λ′] ∈ Oe
⋂Oe′ .
(“Oe
aOe′ ” is the symmetric difference: Oe
aOe′ = (Oe \ Oe′)
⋃
(Oe′ \ Oe).)
The significance of Boolean recorders is captured in the following theorem:
Theorem 30. 1) If recorder Z is Boolean, and it decides covering K, then K is a partition.
2) A recorder decides a partition for any system dynamic set iff it is Boolean.
Proof. 1) Take any e, e′ ∈ F . If for all s¯[0, λ1] ∈ Oe, s¯′[0, λ2] ∈ Oe′ , λ3 ≡ Min(λ1, λ2), s¯[0, λ3] 6= s¯′[0, λ3], then for
all λ ∈ ΛD, S→Oλe→
⋂
S→Oλ
e′
→ = ∅. If for all s¯[0, λ1] ∈ Oe
aOe′ there’s a λ0 < λ1 s.t. s¯[0, λ0] ∈ Oe
⋂Oe′ then
S→Oλe→ = S→Oλe′→
for all λ ∈ ΛD.
2) A recorder is not Boolean if and only if for some e, e′ ∈ F , and some s¯[0, λ1] ∈ Oe, s¯′[0, λ2] ∈ Oe′ (λ1 < λ2),
s¯[0, λ1] = s¯
′[0, λ1] and s¯[0, λ1] /∈ Oe′ . Under these conditions S→Oe→
⋂
S→Oe′→ = ∅ requires S→s¯′[0,λ2]→ = ∅, while
S→Oe→ = S→Oe′→ requires that for every s¯1 ∈ S→s¯[0,λ1]→, there’s a λ3 > λ1 s.t s¯1[0, λ3] ∈ Oe′ . This clearly cannot
hold for all dynamic sets. For example, there will always be dynamic sets s.t. S→s¯′[0,λ2]→ 6= ∅, and for all λ > λ1,
there’s a λ′ ∈ (λ1, λ] s.t. for some s ∈ S→s¯[0,λ1]→(λ′), s /∈ Oe′(λ′).
As the next theorem shows, the conditions under which a recorder is Boolean are simplified when the recorder is
all-reet:
Theorem 31. If a recorder is all-reet, it is Boolean if and only if the following two conditions hold:
1) For every e, e′ ∈ F either Oe = Oe′ or Oe
⋂Oe′ = ∅
2) For every s¯1[0, λ1], s¯2[0, λ2] ∈ OF s.t. λ1 < λ2, s¯1[0, λ1] 6= s¯2[0, λ1].
The first condition says that the set of outcomes partition OF , and the second says that when an experiment
terminates depends entirely on what occurs in the system. One would likely expect any experiment to satisfy both
conditions.
Proof. First, we’ll show that if the above two conditions hold, then the recorder is Boolean.
If Oe = Oe′ then Oe
aOe′ = ∅, so “for all s¯[0, λ] ∈ Oe
aOe′ there’s a λ′ < λ s.t. s¯[0, λ′] ∈ Oe
⋂Oe′ ” holds trivially.
If Oe
⋂Oe′ = ∅ and for every s¯1[0, λ1], s¯2[0, λ2] ∈ OF s.t. λ1 < λ2, s¯1[0, λ1] 6= s¯2[0, λ1], then for every s¯[0, λ] ∈ Oe,
s¯′[0, λ′] ∈ Oe′ , with λ1 ≡Min(λ, λ′), s¯[0, λ1] 6= s¯′[0, λ1].
To prove the two conditions, we need only apply Thm 28.1 to the Boolean condition.
If Λ(Oe) = Λ(Oe′), then the Boolean condition reduces to: either Oe = Oe′ or Oe
⋂Oe′ = ∅.
If Λ(Oe) < Λ(Oe′) then Oe
⋂Oe′ = ∅ and, by the Boolean condition, for all s¯[0, λ] ∈ Oe, s¯′[0, λ′] ∈ Oe′ , s¯[0, λ] 6=
s¯′[0, λ].
The second condition in the prior theorem has a useful application, it helps to clarify the weak unbiased condition.
As it stands, the weak unbiased condition is convoluted and difficult to apply. The above theorem allows us to extract
the following simple property that is central to its meaning:
Theorem 32. If recorder Z is all-reet and Boolean then for all p1, p2 ∈ Int(Z), if Σp1
⋂
Σp2 6= ∅ then Σp1→ = Σp2→
Proof. Since Σp1
⋂
Σp2 6= ∅, p1 and p2 are undifferentiated, so the theorem follows from the weak unbiased condition,
together with the second condition in Thm 31.
C. Ideal Recorders
Definition 33. A recorder is ideal if it is Boolean and all-reet.
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Ideal recorders lack the ambiguities described at the beginning of this section, and so provide our preferred formal-
ization of experiment. It should be stressed that all the axioms for ideal recorders have been motivated solely by the
requirements of the experimental method, and not by the dictates of any particular physical theory. This means that
a universe that does not allow the axioms for recorders to be realized is one in which the scientific method cannot be
applied, and a universe that does not allow the axioms for ideal recorders to be realized is one in which experimental
error cannot be handled systematically. However, this does not mean that ideal recorders necessarily have to be
constructable within an experimentally verifiable physical theory. In particular, a theory may describe systems being
experimented on, without being able to describe the closed system that includes both the system being experimented
on, and the experimental equipment. “Dynamic probability spaces”, to be described in some detail in the next part,
provide a template for such theories.
We now turn to the question of what experiments are capable of telling us. This entails describing the sorts of
outcomes that experiments can produce. For ideal recorders, the central theorem is: If Z is an ideal recorder, then
for any e ∈ F , λ ∈ [0,Λ(Oe)], Oe = |Oe[0, λ]| ◦ Oe[λ,Λ(Oe)].
Before proving this assertion, we note its plausibility. Just as system paths can be partitioned based on experimental
outcomes, they can be partitioned based on the what the experiment has learned as of any time, λ. For all-reet
recorders, these partitions are composed of the |Oe[0, λ]|’s (see Defn 16). The assertion therefore states that an ideal
recorder’s outcomes are the concatenation of what has been learned as of λ with what is learned after λ.
The remainder of this section is dedicated to establishing this result, starting with the following theorem regarding
all-reet recorders:
Theorem 34. If Z is an all-reet recorder then for every e ∈ F , every λ ∈ [0,Λ(Oe)], every eλ ∈ E ·Θe(λ), Oe[0, λ] =⋃
s∈Oe(λ)
Σ(s,eλ)
Proof. First, to show that
⋃
s∈Oe(λ)
Σ(s,eλ) ⊂ Oe[0, λ]. Take any sλ ∈ Oe(λ). Since Z is all-reet, (sλ, eλ) ∈ Θe(λ).
Take any s¯[0, λ] ∈ Σ(sλ,eλ), and any e¯[0, λ] ∈ E · ω(sλ,eλ). Once again, because Z is all-reet, (s¯[0, λ], e¯[0, λ]) ∈ ω(sλ,eλ).
Because (sλ, eλ) ∈ Θe(λ), there must be a p¯[0, λ′] ∈ ωe s.t. p¯[0, λ′](λ) = (sλ, eλ). Because D is a dynamic space,
(s¯[0, λ], e¯[0, λ]) ◦ p¯[λ, λ′] ∈ ωe. It is easy to see that for all 0 ≤ λ′′ < λ, e¯[0, λ](λ′′) /∈ F , so (s¯[0, λ], e¯[0, λ]) ∈ Θe[0, λ],
and s¯[0, λ] ∈ Oe[0, λ].
Next, to show that Oe[0, λ] ⊂
⋃
s∈Oe(λ)
Σ(s,eλ). If s¯[0, λ] ∈ Oe[0, λ] then, because Z is all-reet, for any e¯[0, λ] ∈
E · Θe[0, λ], (s¯[0, λ], e¯[0, λ]) ∈ Θe[0, λ]. Take any e¯′[0, λ] ∈ E · Θe[0, λ] s.t. e¯′[0, λ](λ) = eλ; (s¯[0, λ], e¯′[0, λ]) ∈ Θe[0, λ].
With s ≡ s¯[0, λ](λ) , it follows that s¯[0, λ] ∈ Σ(s,eλ).
The next theorem lists some some of the consequences of Thm 34.
Definition 35. For any recorder, any e ∈ F , [e] ≡ {e′ ∈ F : Oe = Oe′}
Corollary 36. If Z is an all-reet recorder, p, p1, p2 ∈ Int(Z), e ∈ F , and λ ∈ [0,Λ(Oe)]
1) If (s1, e1), (s2, e2) ∈ Θe(λ) then (s1, e2) ∈ Θe(λ)
2) If (s, e1), (s, e2) ∈ Θe(λ) then Σ(s,e1) = Σ(s,e2)
3) If (s, e1), (s, e2) ∈ Θ[e](λ) then Σ(s,e1) = Σ(s,e2)
Proof. 1 and 2 are immediate from Thm 34. 3 follows from Thm 34 and the definition of [e].
We now turn to ideal recorders.
Theorem 37. For ideal recorder Z, for any p1, p2 ∈ Int(Z)
1) If S · p1 = S · p2, and for some e ∈ F , λ ∈ [0,Λ(Oe)], p1, p2 ∈ Θ[e](λ) then Σp1 = Σp2 , in all other cases
Σp1
⋂
Σp2 = ∅.
2) If Σp1 = Σp2 then for all e ∈ F , λ ∈ [0,Λ(Oe)], p1 ∈ Θ[e](λ) iff p2 ∈ Θ[e](λ)
Proof. 1) If the conditions hold then Σp1 = Σp2 by Thm 36.3.
If p1 · S 6= p2 · S then clearly Σp1
⋂
Σp2 = ∅.
If there’s doesn’t exist an e ∈ F s.t. p1, p2 ∈ Ran(Θ[e]) then, since Z is Boolean, Σp1 ◦Σp1→
⋂
Σp2 ◦Σp2→ = ∅. By
Thm 32, Σp1
⋂
Σp2 = ∅
If there exits an e ∈ F s.t. p1, p2 ∈ Ran(Θ[e]), but no λ ∈ [0,Λ(Oe)] s.t. p1, p2 ∈ Θ[e](λ) then Σp1
⋂
Σp2 = ∅ by
Thm 28.2.
2) By Thm 32 Σp1 ◦ Σp1→ = Σp2 ◦ Σp2→; since Z is Boolean p1 ∈ Ran(Θ[e]) iff p2 ∈ Ran(Θ[e]). From Thm 28.2 it
then follows that p1 ∈ Θ[e](λ) iff p2 ∈ Θ[e](λ).
Theorem 38. If Z is an ideal recorder then for every e ∈ F , every λ ∈ [0,Λ(Oe)], every eλ ∈ E ·Θ[e](λ), |Oe[0, λ]| =⋃
s∈|Oe[0,λ]|(λ)
Σ(s,eλ)
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Proof. A: If Z is an ideal recorder then for every e ∈ F , every λ ∈ [0,Λ(Oe)], every eλ ∈ E · Θ[e](λ), Oe[0, λ] =⋃
s∈Oe(λ)
Σ(s,eλ)
- Immediate from Thm 34 and Thm 36.3 -
It is sufficient to show that for every n ∈ N, |Oe[0, λ]|n =
⋃
s∈|Oe[0,λ]|n(λ)
Σ(s,eλ). By (A) this holds for n = 0.
Assume it holds for n = i and consider n = i+ 1.
For any Oe′ s.t. Oe′ [0, λ]
⋂ |Oe[0, λ]|i 6= ∅ for every e2 ∈ E · Θ[e′](λ), Oe′ [0, λ] = ⋃s∈Oe′ (λ) Σ(s,e2). By assumption|Oe[0, λ]|i = ⋃s∈|Oe[0,λ]|i(λ) Σ(s,eλ), so by Thm 37.1 there’s an s ∈ |Oe[0, λ]|i(λ)⋂Oe′(λ) s.t. Σ(s,e2) = Σ(s,eλ); by
Thm 37.2 (s, eλ) ∈ Θ[e′](λ), so by (A) Oe′ [0, λ] =
⋃
s∈Oe′(λ)
Σ(s,eλ) . Since |Oe[0, λ]|i+1is the union over all such
Oe′ [0, λ] it follows immediately that |Oe[0, λ]|i+1 =
⋃
s∈|Oe[0,λ]|i+1(λ)
Σ(s,eλ).
Which brings us to the desired result:
Theorem 39. If Z is an ideal recorder then for any e ∈ F , λ ∈ [0,Λ(Oe)], Oe = |Oe[0, λ]| ◦ Oe[λ,Λ(Oe)]
Proof. With eλ ∈ E ·Θe(λ):
Oe = Oe[0, λ] ◦ Oe[λ,Λ(Oe)] (Thm 28.3)
= (
⋃
s∈Oe(λ)
Σ(s,eλ)) ◦ Oe[λ,Λ(Oe)] (Thm 34)
= (
⋃
s∈|Oe[0,λ]|(λ)
Σ(s,eλ)) ◦ Oe[λ,Λ(Oe)] (any path segment ending with an s ∈ |Oe[0, λ]|(λ) \ Oe(λ) will not be
concatenated with Oe[λ,Λ(Oe)])
= |Oe[0, λ]| ◦ Oe[λ,Λ(Oe)] (Thm 38)
X. IDEAL PARTITIONS
A. Ideal Recorders & Ideal Partitions
Thm 39 allows us to identify the coverings that ideal recorders are capable of deciding:
Definition 40. A partition, γ, of dynamic set, S, is ideal if
1) For all α ∈ γ, all λ ∈ ΛS , α = |α[−∞, λ]| ◦ α[λ,∞]
2) There exists a λ0 ∈ ΛS s.t. for all α ∈ γ, all λ ≤ λ0, α = S[−∞, λ] ◦ α[λ,∞].
3) For all α ∈ γ, there exists a λα ∈ ΛS s.t. α = Sα[−∞,λα]→.
The first condition reflects Thm 39, while the next two reflect Thm 26. The following three theorems establish the
relationship between ideal recorders and ideal partitions.
Theorem 41. If a covering, K, of dynamic set S is properly decided by an ideal recorder, Z, then K is an ideal
partition
Proof. Because K is properly decided by Z, there must be a λ0 ∈ ΛS s.t. K ≡ {S→Oλ0e → : e ∈ F and S→Oλ0e → 6= ∅},
and S is unbiased with respect to (λ0,K). For each α = S→Oλ0e →
∈ K define λα ≡ λ0 + Λ(Oe).
A: K is a partition
- Immediate from Thm 30 -
B: For all α ∈ K, λ ≤ λ0, α = S[−∞, λ] ◦ α[λ,∞]
- Follows from α = S
→O
λ0
e →
and the fact that for all λ ≤ λ0, S = S[−∞, λ] ◦ S[λ,∞]
C: For every α ∈ K, α = Sα[−∞,λα]→
- Follows from α = S
→O
λ0
e →
and λα = λ0 + Λ(Oe) -
It remains to show that for all α ∈ K, λ ∈ ΛS , α = |α[−∞, λ]| ◦α[λ,∞]. As α ⊂ |α[−∞, λ]| ◦α[λ,∞], it only needs
to be shown that |α[−∞, λ]| ◦ α[λ,∞] ⊂ α. To do so, it will be helpful to first establish the following:
D: For all λ > λ0, α ∈ K, |α[−∞, λ]| = S[−∞, λ0] ◦ |α[λ0, λ]|
- It is sufficient to show that for all n ∈ N, |α[−∞, λ]|n = S[−∞, λ0]◦|α[λ0, λ]|n. By (B), this holds for n = 0. Assume
it holds for n = i. By (B) and assumption on i, for all β ∈ K, β[−∞, λ]⋂ |α[−∞, λ]|i 6= ∅ iff β[λ0, λ]⋂ |α[λ0, λ]|i 6= ∅.
Since |α[x, λ]|i+1 is equal to the union over the β’s that intersect |α[x, λ]|i, and because |α[−∞, λ]|i & |α[λ0, λ]|i are
intersected by the same set of β ∈ K, |α[−∞, λ]|i+1 = S[−∞, λ0] ◦ |α[λ0, λ]|i+1 -
Now to complete the proof by showing that |α[−∞, λ]| ◦ α[λ,∞] ⊂ α
For λ ≤ λ0: Immediate from (B).
For λ ∈ (λ0, λα): Choose any p¯1[−∞, λ] ∈ |α[−∞, λ]| and p¯2[λ,∞] ∈ α[λ,∞]. Since S is unbiased with respect
to (λ0,K), p¯1[−∞, λ] ◦ p¯2[λ,∞] ∈ S; it remains to show that it is an element of α. It follows from (D) that
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p¯1[λ0, λ] ∈ |α[λ0, λ]|, and so from Thm 39 that p¯1[λ0, λ] ◦ p¯2[λ, λα] ∈ α[λ0, λα]. It then follows from (B) that
p¯1[−∞, λ] ◦ p¯2[λ, λα] ∈ α[−∞, λα]. Since α = Sα[−∞,λα]→, and p¯1[−∞, λ] ◦ p¯2[λ,∞] ∈ S, p¯1[−∞, λ] ◦ p¯2[λ,∞] ∈ α.
For λ ≥ λα: Because S is unbiased with respect to (λ0,K), α[−∞, λ] ◦ α[λ,∞] ⊂ S, and so by (C) α = α[−∞, λ] ◦
α[λ,∞]. By (A) & (C), |α[−∞, λ]| = α[−∞, λ], giving us α = |α[−∞, λ]| ◦ α[λ,∞].
The inverse can also be established, that all ideal partitions are decided by ideal recorders:
Theorem 42. Every ideal partition is properly decided by an ideal recorder
Proof. Assume γ is an ideal partition of dynamic set S. We will describe an ideal recorder, Z, that decides γ.
1) Start by constructing dynamic space D0 = S×E0 as follows: For every λ ∈ ΛS create a set E(λ), and a bijection
bλ : |γ[−∞, λ]| → E(λ) s.t. for all λ1 6= λ2, E(λ1)
⋂
E(λ2) = ∅; (s¯, e¯) ∈ D0 iff s¯ ∈ S and with s¯ ∈ α ∈ γ, for all λ ∈ Λ,
e¯(λ) = bλ(|α[−∞, λ]|)
2) From D0 construct Z’s dynamic space, D:
If ΛS is unbounded from below, for every λ ∈ ΛS define Dλ ≡ {p¯ : for some p¯′ ∈ D0, for all λ′ ∈ ΛS , p¯(λ′) =
p¯′(λ′ + λ)}. That is, Dλ is D0 shifted by λ. D ≡
⋃
λ∈ΛDλ.
If ΛS is bounded from below, take any dynamic set, S
∗, s.t. ΛS∗
0
is unbounded from below, S∗0 [0,∞] = S0, and for
all λ ≤ 0, S∗ = S∗[−∞, λ] ◦ S∗[λ,∞]. Construct E∗0 and D∗0 = S∗ × E∗0 as in the 1st step (each element of γ being
extended to S∗). Construct D∗ from D∗0 as above. Take take D = D
∗[0,∞].
3) I: Select any λ0 ∈ ΛD s.t. for all λ ≤ λ0, all α ∈ γ, α = S[−∞, λ] ◦ α[λ,∞]. I ≡ D0(λ0)
4) F : For every α ∈ γ select a λα ∈ ΛD s.t. α = Sα[−∞,λα]→. F ≡
⋃
α∈γ α(λα)× {bλa(|α[−∞, λα]|)}.
Now to show that Z is an ideal recorder that properly decides γ.
A: D0 is a dynamic space
- Take any (s¯1, e¯1), (s¯2, e¯2) ∈ D0 s.t. for some λ ∈ ΛS , (s¯1(λ), e¯1(λ)) = (s¯2(λ), e¯2(λ)). Take s¯1 ∈ α1 ∈ γ and
s¯2 ∈ α2 ∈ γ; note that since e¯1(λ) = e¯2(λ), |α1[−∞, λ]| = |α2[−∞, λ]|.
Take (s¯, e¯) ≡ (s¯1[−∞, λ] ◦ s¯2[λ,∞], e¯1[−∞, λ]◦, e¯2[λ,∞]). s¯ ∈ |α1[−∞, λ]| ◦α2[λ,∞] = |α2[−∞, λ]| ◦α2[λ,∞] = α2,
so (s¯, e¯) ∈ D0 iff for all λ′ ∈ ΛD, e¯(λ′) = bλ′(|α2[−∞, λ′]|), which follows from the fact that s¯ ∈ α2. -
B: D is a dynamic space
- For any p ∈ PD0 = PD, p is only realized at a single λ ∈ ΛS in D0. Because D is a union over “shifted” copies of
D0, paths in D can only intersect if the belong to the same copy; it follows that D is a dynamic space if D0 is. -
C: D is homogeneous and I is homogeneously realized
- Because for any p ∈ PD, p is realized at a single λ ∈ ΛS in D0, D0 must be homogeneous. From the nature of the
construction of D from D0 it’s clear that D is also homogeneous, and I homogeneously realized in D. -
D: I→= I→|I˜‖→F→ and →F =→I→|I˜‖→F
- D0 =→I→|I˜‖→F→ and I is only realized at λ0, so for D0, I→= I→|I˜‖→F→ and →F =→ I→|I˜‖→F . If
this holds for D0, it must also hold for D -
E: Z is an environmental shell
- All elements of Dom(Z) can be decomposed into system & environmental states, and F has its own set of
environmental states -
F: Z is weakly unbiased
- Recall that I = D0(λ0). Choose any e1 ∈ F , and take α ∈ γ, λ1 + λ0 ∈ ΛS s.t. bλ0+λ1(|α[−∞, λ0 + λ1]|) = e1.
Take any e ∈ E · Int(Z), 0 ≤ λ ≤ λ1 s.t. Σe
⋂ |Oe1 [0, λ]| 6= ∅. It follows that e = bλ0+λ(|α[−∞, λ0 + λ]|). Therefore,
if e, e′ ∈ E · Int(Z) and for some λ ∈ Λ, Σe
⋂ |Oe1 [0, λ]| 6= ∅ and Σe′ ⋂ |Oe1 [0, λ]| 6= ∅ then e = e′. Z must then be
weakly unbiased -
G: Z is all-reet
- For any e ∈ F there’s only a single e¯[0, λ] ∈ E · ωF , so naturally Θe = (S ·Θe)× (E ·Θe).
H: Z is Boolean
- Since Z is all-reet, Thm31 can be used.
For any s¯[0, λ] ∈ OF there’s only one (s¯[0, λ], e¯[0, λ]) ∈ ΘF . Since e¯(λ) ∈ F there’s only one e ∈ F s.t. s¯[0, λ] ∈ Oe.
Take any s¯1[0, λ1], s¯2[0, λ2] ∈ OF s.t. λ2 ≥ λ1 and s¯1[0, λ1] = s¯2[0, λ1]. For p¯1[0, λ1], p¯2[0, λ2] ∈ ΘF s.t. S·p¯1[0, λ1] =
s¯1[0, λ1] and S · p¯2[0, λ2] = s¯2[0, λ2], p¯1(λ1) = p¯2(λ1) ∈ F , so λ2 = λ1. -
I: Z properly decides γ
- Given any α ∈ γ, there is one λα s.t. bλα(|α[−∞, λα]|) ∈ F . With e = bλα(|α[−∞, λα]|), α = S→Oλ0e →. Thus, Z
decides γ. That γ is properly decided follows from the fact that γ is an ideal partition. -
The final theorem considers the special case in which the system is described by a dynamic space:
Theorem 43. If γ is an ideal partition, and S =
⋃
γ is a dynamic space, then γ is decided by a strongly unbiased
ideal recorder.
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Proof. Use the same construction as the prior theorem. For every (s, e) ∈ PD0 , there’s an α ∈ γ and a λ ∈ ΛS s.t.
e = bλ(|α[−∞, λ]|) and S · (D0)(s,e)→ = (S|α[−∞,λ]|→)(λ,s)→. If S =
⋃
γ is a dynamic space, then for any X ⊂ S
s.t. s ∈ X(λ) and X = SX[−∞,λ]→, X(λ,s)→ = S(λ,s)→. Therefore S · (D0)(s,e)→ = S(λ,s)→. Since Σ(s,e)→ is simply
S · (D0)(s,e)→ shifted by λ0 and truncated at the λα’s (for definitions of λ0 and λα, see (3) and (4) in the proof of the
prior theorem), it follows immediately that the recorder is strongly unbiased.
These results are the culmination of our investigation into experiments. They delineate what experiments are
capable of deciding, and allow us to discuss measurement & experiment entirely in terms of ideal partitions.
B. The Composition of Ideal Partitions
Remark. In continuation of prior practices, we will represent Sα[−∞,λ]→ by α[−∞, λ]→ in cases where S is understood.
Given the significance of ideal partitions, it will be helpful to understand more about their structure, particularly
how they unfold over time. To do so, we start with the simplest partitions, those whose outcomes are differentiated
in no time at all:
Definition 44. For dynamic set S
α ⊂ S is a forward moment at λ if α = ⋃ǫ>0 S→α[λ,λ+ǫ]→.
α ⊂ S is a backward moment at λ if α = ⋃ǫ>0 S→α[λ−ǫ,λ]→.
A partition of S, γ, is a forward/backward moment partition at λ if it is composed entirely of forward/backward
moments at λ.
Moments are measurements that are completed in an instant. Such measurements are commonly considered in
calculus. For example, moment measurements on classical particles include measurements of position and/or velocity
and/or acceleration, etc.
Moment partitions have a useful feature that many ideal partitions lack:
Theorem 45. If γ is a forward/backward moment partition at λ, and A ⊂ γ, then (γ \ A)⋃{⋃A} is a for-
ward/backward moment partition at λ
Proof. Immediate from the definition of moment partitions
It follows that if the measurements corresponding to γ and γ′ = (γ \ A)⋃{⋃A} can both be performed, and
the probability of an outcome occurring is independent of the set of outcomes as a whole, then P (A) = P ({⋃A}).
Statements similar to Thm 45 do not hold in general for ideal partitions, which makes non-additive probabilities for
extended time experiments unsurprising. Note that in quantum theory, moment measurements such as individual
position or momentum measurements, do have additive probabilities, while extended time measurements generally do
not.
The major result of this section will be that ideal partitions are branching sequences of moment partitions. To
obtain this result, we first show that branching sequences of moment partitions are ideal partitions, and then show
that any ideal partition can be decomposed into such sequences.
To compose a branching sequence of moment partitions, start with a partition containing a single element, where
that element is a dynamic space. This corresponds to the case where no measurements are performed at all; such a
“partition” is ideal. Then sequentially append moment partitions by selecting an outcome from the current partition,
splitting it by applying a moment partition at any time after the outcome has been obtained, and (optionally)
repeating this operation on an element of the new partition. Because measurements can alter system dynamics, when
appending moments to outcomes we need to take such changes into account. Any change to the dynamics is allowed,
so long as it satisfies some minor constraints, such as not altering system dynamics prior to the measurement, and
only effecting outcomes on which the measurement takes place. This is captured in the following definition:
Definition 46. If γ is an ideal partition, S ≡ ⋃ γ, and α ∈ γ, a moment partition can be appended to α at λ if
α = Sα[−∞,λ]→, or if the moment partition is forward and for all λ
′ > λ, α = Sα[−∞,λ′]→. (The second condition
allows us to append a forward partition at λ, even if outcome α ended with a forward partition at λ. The prior
condition, that α = Sα[−∞,λ]→, allows this for backward moments.)
γ′ is the result of appending a moment partition to α at λ if for some γm ⊂ γ′:
1) γ′ \ γm = γ \ {α}
2) For any λ′ < λ, (
⋃
γm)[−∞, λ′] = α[−∞, λ′]
3) γm is a moment partition of
⋃
γm at λ
4) For all λ′ < λ,
⋃
γm is unbiased with respect to (λ
′, γm)
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Traditional quantum theory provides one of the most dramatic examples of system dynamics being altered by mo-
ment measurements. There, the entire set of available states may change based on the measurement being performed.
However, even under those circumstances, the above constraints are still respected.
We can now show that appending a moment partition to an ideal partition (including the trivial ideal partition
consisting of a single dynamic space), results is a new ideal partition.
Theorem 47. If γ is an ideal partition, α ∈ γ, and γ′ is the result of appending a moment partition to α, then γ′ is
an ideal partition:
Proof. We only need to show that for all β ∈ γ′, λ ∈ Λ⋃ γ′ , β = |β[−∞, λ]|γ′ ◦ β[λ,∞], as the other aspects of ideal
partitions clearly hold.
Define γm ≡ γ′ \ γ.
For all β ∈ γ′ \ γm, all λ ∈ Λ⋃ γ′ , β[−∞, λ] ⊂ |β[−∞, λ]|γ′ ⊂ |β[−∞, λ]|γ . Therefore β ⊂ |β[−∞, λ]|γ′ ◦ β[λ,∞] ⊂
|β[−∞, λ]|γ ◦ β[λ,∞]. Because β = |β[−∞, λ]|γ ◦ β[λ,∞], β = |β[−∞, λ]|γ′ ◦ β[λ,∞].
Assume the moment partition is appended to α at, λm.
For β ∈ γm, λ < λm: By the nature of an ideal partition, (|α[−∞, λ]|γ)→(λ,α(λ)) = α→(λ,α(λ)). Since β(λ) ⊂ α(λ),
(|α[−∞, λ]|γ)→(λ,β(λ)) = α→(λ,β(λ)) so by (2) in the above definition, (|α[−∞, λ]|γ)→(λ,β(λ)) = (
⋃
γm)→(λ,β(λ)). By
(4),
⋃
γm is unbiased with respect to (λ, γm), so |α[−∞, λ]|γ◦β[λ,∞] ⊂
⋃
γm, and so by (3), β = |α[−∞, λ]|γ ◦β[λ,∞].
Since |β[−∞, λ]|γ′ ⊂ |α[−∞, λ]|γ , β ⊂ |β[−∞, λ]|γ′ ◦β[λ,∞] ⊂ |α[−∞, λ]|γ ◦β[λ,∞], and so β = |β[−∞, λ]|γ′ ◦β[λ,∞].
For β ∈ γm, λ ≥ λm: By the restriction on when a moment partition can be appended to an outcome, for λ ≥ λm,
|β[−∞, λ]|γ′ = |β[−∞, λ]|γm . By (4) in the above definition, |β[−∞, λ]|γm ◦ β[λ,∞] ⊂
⋃
γm. By (3) and the nature
of a moment partition, for any s¯ ∈ |β[−∞, λ]| ◦ β[λ,∞], s¯ ∈ β.
Thm 47 means that branching sequences of moment partitions form ideal partitions. Strictly speaking, we have
only shown this holds for finite sequences, but it is reasonable to conclude that it holds for any cardinality, so long as
each of the sequences complete at a finite time.
We now seek to show the converse, that all ideal partitions are branching sequences of moment partitions. Given
that outcomes of ideal partitions always satisfy α = |α[−∞, λ]| ◦ α[λ,∞]|, ideal partitions, and the recorders that
generate them, are characterized by how |α[−∞, λ]|→ sheds paths as time progresses. This shedding is due to the
environment accumulating information about the system. More general types of recorders are not wholly characterized
by this process: If a recorder is not Boolean then |α[−∞, λ]||→ may not evolve to α, while if a recorder is not all-reet,
then the recorder is characterized both by how information is gained, and how some of this information is later lost.
To understand how ideal partitions unfold with time, we start with the following definition:
Definition 48. If γ is an ideal partition, S =
⋃
γ, and α ∈ γ then
¬α(λ,f);γ ≡ {s¯ ∈ S : s¯[−∞, λ] ∈ |α[−∞, λ]| and for all λ′ > λ, s¯[−∞, λ′] /∈ |α[−∞, λ′]|}
¬α(λ,b);γ ≡ {s¯ ∈ S : s¯[−∞, λ] /∈ |α[−∞, λ]| and for all λ′ < λ, s¯[−∞, λ′] ∈ |α[−∞, λ′]|}
¬α(λ,b);γ is the collection of paths that break off from |α[−∞, λ′]| → at λ′ = λ, while ¬α(λ,f);γ is the collection
of paths that break off from |α[−∞, λ′]|→ just after λ′ = λ. The “b” subscript is for “backward”, and the “f” is for
“forward”.
To relate these sets to the outcomes in γ, we use the following theorem:
Theorem 49. If γ is an ideal partition and α ∈ γ:
1) If p¯ ∈ ¬α(λ,b);γ , and p¯ ∈ β ∈ γ, then |β[−∞, λ]|→⊂ ¬α(λ,b);γ
2) If p¯ ∈ ¬α(λ,f);γ , and p¯ ∈ β ∈ γ, then
⋂
λ′>λ |β[−∞, λ′]|→⊂ ¬α(λ,f);γ
Proof. For all λ′, either |β[−∞, λ′]| = |α[−∞, λ′]| or |β[−∞, λ′]|⋂ |α[−∞, λ′]| = ∅, so if p¯[−∞, λ′] ∈ |α[−∞, λ′]| then
|β[−∞, λ′]| = |α[−∞, λ′]|, and if p¯[−∞, λ′] /∈ |α[−∞, λ′]| then |β[−∞, λ′]|⋂ |α[−∞, λ]| = ∅.
This allows us to define moment partitions on the various |α[−∞, λ]|→ based on when they shed their paths:
Definition 50. If γ is an ideal partition, S =
⋃
γ, and α ∈ γ then
[α](λ,b);γ ≡ {|β[−∞, λ]|→ : β ∈ γ and either β = α or β ⊂ ¬α(λ,b);γ}
[α](λ,f);γ ≡ {
⋂
λ′>λ |β[−∞, λ′]|→ : β ∈ γ and either β = α or β ⊂ ¬α(λ,f);γ}
We can now prove the heart of the desired result:
Theorem 51. If γ is an ideal partition, and α ∈ γ, then [α](λ,f);γ is a forward moment partition of |α[−∞, λ]|→ at
λ, and [α](λ,b);γ is a backward moment partition of
⋂
λ′<λ |α[−∞, λ′]|→ at λ
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Proof. It is clear that [α](λ,f);γ is a partition of |α[−∞, λ]|→, and [α](λ,b);γ is a partition of
⋂
λ′<λ |α[−∞, λ′]|→. It
remains to show that they are moment partitions.
Let’s start with [α](λ,b);γ . For any p¯ ∈ |β[−∞, λ]| →∈ [α](λ,b);γ , take any p¯′ ∈
⋂
λ′<λ |α[−∞, λ′]| → s.t. for some
ǫ > 0, p¯′[λ − ǫ, λ] = p¯[λ − ǫ, λ]. Let’s say p¯ ∈ δ ∈ γ and p¯′ ∈ η ∈ γ. Note that |δ[−∞, λ]| = |β[−∞, λ]|. Since
p¯′ ∈ ⋂λ′<λ |α[−∞, λ′]| →, and by the nature of [α](λ,b);γ , |η[−∞, λ − ǫ]| = |δ[−∞, λ − ǫ]| = |α[−∞, λ − ǫ]|. Since
p¯′[−∞, λ−ǫ] ∈ |δ[−∞, λ−ǫ]| and p¯′[λ−ǫ, λ] = δ[λ−ǫ, λ], p¯′[−∞, λ] ∈ |δ[−∞, λ−ǫ]|◦δ[λ−ǫ, λ] = δ[−∞, λ]. Therefore
p¯′ ∈ |δ[−∞, λ]|→= |β[−∞, λ]|→.
The forward case is nearly identical. For any p¯ ∈ ⋂λ′>λ |β[−∞, λ′]| →∈ [α](λ,f);γ , take any p¯′ ∈ |α[−∞, λ]| →
s.t. for some ǫ > 0, p¯′[λ, λ + ǫ] = p¯[λ, λ + ǫ]. Let’s say p¯ ∈ δ ∈ γ and p¯′ ∈ η ∈ γ. Note that ⋂λ′>λ |δ[−∞, λ′]| →
=
⋂
λ′>λ |β[−∞, λ′]| →. Since p¯′[−∞, λ] ∈ |α[−∞, λ]| = |δ[−∞, λ]|, and p¯′[λ, λ + ǫ] ∈ δ[λ, λ + ǫ], p¯′[−∞, λ + ǫ] ∈|δ[−∞, λ]| ◦ δ[λ, λ+ ǫ] = δ[−∞, λ+ ǫ]. Therefore p¯′ ∈ ⋂λ′>λ |δ[−∞, λ′]|→= ⋂λ′>λ |β[−∞, λ′]|→.
To complete the picture, choose any λ0 such that for all β ∈ γ, β = S[−∞, λ0] ◦ β[λ0,∞]. The set {|β[−∞, λ0]|→ :
β ∈ γ} is a moment partition, as can be seen from the fact that, for all β ∈ γ, |β[−∞, λ0]|→=→(λ0, |β[−∞, λ0]|(λ0))→.
This is the starting measurement of the ideal partition (possibly containing only a single outcome). From there, the
outcomes split by applying moment partitions of the form [α](λ,b);γ and [α](λ,f);γ . Thus, an ideal partition unfolds as
a branching tree, each node of the tree being a moment partition that acts to split outcomes from each other.
Together, Thms 47 and 51 mean that ideal partitions are precisely the partitions that unfold in this manner, with
the mild additional restriction that the branching must start an end at finite times.
Part IV
Experimental Probabilities
XI. DYNAMIC PROBABILITY SPACES
In this part, we will turn our attention from experiments to experimental probabilities. We start by reviewing
probabilities for individual experiments, and considering probabilities for collections of experiments. It will be seen
that individual experiments conform to traditional probability theory, while collections of experiments may not.
For an individual experiment, an outcome’s probability is the expected ratio of the number of times the outcome
obtains, to the total number of times the experiment is run; the probability for a set of the experiment’s outcomes
is assigned similarly. This is sufficient to motivate the laws of experimental probability: All probabilities have values
between 0 and 1, if γ is the collection of all outcomes for an experiment then P (γ) = 1, and if A and B are disjoint
collections of outcomes from the same experiment then P (A
⋃
B) = P (A) + P (B).
These rules are easily formalized. In keeping with our earlier results we assume that, for experiments of interest,
the complete set of outcomes form an ideal partition. We then define an experimental probability space (eps) to be a
triple, (γ,Σ, P ), where γ is an ideal partition, Σ is a set of subsets of γ, and P is a function P : Σ → [0, 1], which
satisfy:
1) γ ∈ Σ
2) If σ ∈ Σ then γ \ σ ∈ Σ
3) If σ1, σ2 ∈ Σ then σ1
⋃
σ2 ∈ Σ
4) P (γ) = 1
5) If σ1, σ2 ∈ Σ and σ1
⋂
σ2 = ∅ then P (σ1
⋃
σ2) = P (σ1) + P (σ2)
These are, of course, the traditional rules governing probabilities. In axiomatic probability theory, (3) and (5) are
are often extended to hold for countable subsets of Σ; that variation will be considered in Section XIII.
Conditions (2) & (3) are equivalent to the single statement: If σ1, σ2 ∈ Σ then σ1 \σ2 ∈ Σ. This allows us to replace
the 5 assumptions enumerated above with:
1) γ ∈ Σ
2) If σ1, σ2 ∈ Σ then σ1 \ σ2 ∈ Σ
3) P (γ) = 1
4) If σ1, σ2 ∈ Σ and σ1
⋂
σ2 = ∅ then P (σ1
⋃
σ2) = P (σ1) + P (σ2)
To understand a physical system, it is rarely sufficient to only have to consider a single experiment. Because
many different sorts of experiments can be performed on a physical system, more often than not we are interested in
collections of eps’s. Such collections form a coherent structure when their probabilities are consistent with each other.
To be precise, we say that a pair of eps’s, (γ1,Σ1, P1) and (γ2,Σ2, P2), are consistent if:
1) γ1
⋂
γ2 ∈ Σ1 and γ1
⋂
γ2 ∈ Σ2
2) For any σ ⊂ γ1
⋂
γ2, σ ∈ Σ1 iff σ ∈ Σ2
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3) For any σ ∈ Σ1
⋂
Σ2, P1(σ) = P2(σ)
The second and third consistency conditions require that, on the set of common outcomes, the two probability
spaces are identical. The first condition ensures that the two experiments are comparable on the set of common
outcomes; without it, we could have a σ ∈ Σ1 that overlaps γ1
⋂
γ2, but does not contain any non-empty subsets that
are elements of Σ2.
Consistency can be extended to collections of experiments by saying that a collection of eps’s, X , is consistent if,
for any x, y ∈ X , x and y are consistent. Consistent collections of eps’s can be conveniently represented as dynamic
probability space:
Definition 52. A dynamic probability space (dps) is a triple, (X,T, P ) where X and T are sets, P : T → [0, 1], and
these satisfy.:
1) If γ ∈ X then γ is an ideal partition
2) If t ∈ T then for some γ ∈ X , t ⊂ γ
3) X ⊂ T
4) If t1, t2 ∈ T then t1 \ t2 ∈ T
5) If γ ∈ X then P (γ) = 1
6) If t1, t2 ∈ T are disjoint, and t1
⋃
t2 ∈ T , then P (t1
⋃
t2) = P (t1) + P (t2)
All dps’s are equivalent to some consistent sets of eps’s, and vice versa. To extract the eps’s from a dps, iterate
through the γ ∈ X , and define Σγ ≡ {t ∈ T : t ⊂ γ} and Pγ ≡ P |Σγ . The resulting (γ,Σγ , Pγ)’s form a consistent set
of eps’s that contains all the information present in the original dps. Going the other way, starting with any consistent
set of eps’s, Y , define XY ≡ {γ : (γ,Σ, P ) ∈ Y }, TY ≡
⋃
(γ,Σ,P )∈Y Σ, and PY : TY → [0, 1] s.t. if (γ,Σ, P ) ∈ Y and
t ∈ Σ then PY (t) = P (t). (XY , TY , PY ) is a dps that contains all the information present in the original collection of
eps’s.
It’s important to stress that, if (X,T, P ) is a dps, and {α}, {β}, {α⋃β} ∈ T , then condition (6) demands that
P ({α, β}) = P ({α}) + P ({β}); it does not mean that P ({α, β}) = P ({α⋃β}). In quantum systems it is always
the case that P ({α, β}) = P ({α}) + P ({β}), though often the case that P ({α⋃β}) 6= P ({α}) + P ({β}). The later
is why quantum probabilities are referred to as “non-additive”. Also note that, unlike traditional probability spaces,
arbitrary finite unions of elements of T cannot be expected to be elements of T . Arbitrary finite intersections, on the
other hand, are elements of T .
In the remainder of this part, dps’s will be developed along two lines. The first will expand dps’s into a larger
structure in order to render their content more accessible. That material will be presented in the next section, and
will be applied in Part V. The second line of development will consider the manner in which dps’s unfold over time.
That will be pursued in Sec XIV, and applied in Part VI.
XII. GENERALIZED PROBABILITY SPACES AND THE (XN, TN, PN) CONSTRUCTION
Given any dps, (X,T, P ), useful probabilistic information can be extracted from X and T alone. Preparatory to
doing so, it will be helpful to generalize the definition of dps’s by removing the explicit reference to ideal partitions:
Definition 53. An event-algebra is a double, (X,T ), where X and T are collection of sets that satisfy:
1) If t ∈ T then for some γ ∈ X , t ⊂ γ
2) If γ ∈ X then γ ∈ T
3) If t1, t2 ∈ T then t1 \ t2 ∈ T
A generalized probability space (gps) is a triple, (X,T, P ), where (X,T ) is an event-algebra and P : T → [0, 1] s.t.
1) If γ ∈ X then P (γ) = 1
2) If t1, t2 ∈ T are disjoint and t1
⋃
t2 ∈ T then P (t1
⋃
t2) = P (t1) + P (t2).
When X contains only a single element, this is equivalent to traditional probability theory. When X consists of
ideal partitions, the gps is a dps.
For an event algebra, a particularly useful operation is the “not” operation, which gives the collection of complements
to an element of T :
Definition 54. For event-algebra (X,T ), t ∈ T , ¬t ≡ {t′ ∈ T : t′⋂ t = ∅& t′⋃ t ∈ X}.
For A ⊂ T , ¬A ≡ ⋃t∈A ¬t.
We can compound ¬’s to form ¬(n) for any n by defining ¬(1)A ≡ ¬A and ¬(n+1)A ≡ ¬(¬(n)A). For any gps on an
event-algebra, if t′ ∈ ¬(n)t, and n is even, then P (t′) = P (t), while if n is odd, then P (t′) + P (t) = 1. This motivates
the following equivalence class:
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Definition 55. If (X,T ) is an event-algebra and t ∈ T then [t] ≡ ⋃n∈N+ ¬(2n)t.
It’s easy to see that [t] is an equivalence class, and that ¬[t] = ⋃n∈N+ ¬(2n+1)t. These have the above mentioned
property that if t′ ∈ [t] then P (t′) = P (t), and if t′ ∈ ¬[t], P (t′) + P (t) = 1. Thus [t] and ¬[t] yield information that
may not be explicitly present in (X,T, P ).
We can obtain still further information by using ¬[t] to create a more expansive gps. To do so, start by defining
the “⋊⋉” relation by: If t1 ∈ ¬[t2], t ⊂ t1, t′ ⊂ t2, and t, t′ ∈ T then t ⋊⋉ t′.
Theorem 56. If (X,T, P ) is a gps, t1 ⋊⋉ t2, t3 ⋊⋉ t4, and t1
⋃
t2 = t3
⋃
t4, then P (t1)+P (t2) = P (t3)+P (t4) ∈ [0, 1].
Proof. Take t′1 = t1
⋂
t3, t
′
2 = t1
⋂
t4, t
′
3 = t2
⋂
t3, t
′
4 = t2
⋂
t4. All t
′
i are disjoint, all are elements of T , and each ti
is a union of two of the t′j , so P (t1) + P (t2) = P (t
′
1) + P (t
′
2) + P (t
′
3) + P (t
′
4) = P (t3) + P (t4).
Since t1 ⋊⋉ t2 there’s t5 ∈ T , t6 ∈ ¬[t5] s.t. t1 ⊂ t5, and t2 ⊂ t6. Since t6 ∈ ¬[t5], P (t5) + P (t6) = 1, and so
P (t1) + P (t2) ∈ [0, 1].
¬[t] and t1 ⋊⋉ t2 can be used to construct a new, larger gps, (X1, T1, P1), as follows. First, define X1 by: For any
t1 ∈ T , t2 ∈ ¬[t1], t1
⋃
t2 ∈ X1. It’s clear that X is a subset of X1. Next construct T1 : For any t1, t2 ∈ T s.t. t1 ⋊⋉ t2,
t1
⋃
t2 ∈ T1. Since ∅ = t \ t ∈ T , and for any t ∈ T , t ⋊⋉ ∅, T is a subset of T1. Finally, we use the above theorem to
define function P1: For any t ∈ T1, take any t1, t2 ∈ T s.t. t1 ⋊⋉ t2 and t1
⋃
t2 = t, and assign P1(t) = P (t1) + P (t2).
Theorem 57. 1) If (X,T ) is an event-algebra then (X1, T1) is an event-algebra
2) If (X,T, P ) is a gps then (X1, T1, P1) is a gps.
Proof. 1) Event-algebra axioms (1) and (2) clearly hold.
For axiom (3), given any t1, t2 ∈ T1, there exist t′1, t′′1 , t′2, t′′2 ∈ T s.t. t′i ⋊⋉ t′′i and ti = t′i
⋃
t′′i . Define t3 ≡ (t′1 \ t′2)\ t′′2
and t4 ≡ (t′′1 \ t′2) \ t′′2 . t3, t4 ∈ T . Since t3 ⊂ t′1 and t4 ⊂ t′′1 , t3 ⋊⋉ t4, so t3
⋃
t4 ∈ T1. t1 \ t2 = t3
⋃
t4 so t1 \ t2 ∈ T1.
2) Follows from (1) and Thm 56.
Note that if (X,T, P ) is a dps then (X1, T1, P1) may not be a dps, because X1 may not be composed entirely of
ideal partitions. This is why gps’s were introduced.
We can now define (X2, T2, P2) ≡ ((X1)1, (T1)1, (P1)1); which is to say, (X2, T2, P2) is formed from (X1, T1, P1) in
precisely the same way as (X1, T1, P1) was formed from (X,T, P ). As (X1, T1, P1) is a gps, (X2, T2, P2) must also be a
gps. Continuing in this vein we can construct (X3, T3, P3), (X4, T4, P4), etc. Finally, we can define XN ≡
⋃
n∈N+ Xn,
TN ≡
⋃
n∈N+ Tn, and PN : TN → [0, 1] s.t. if t ∈ Tn then PN(t) = Pn(t). (XN, TN, PN) is a gps (proved below); indeed,
it is a simple gps:
Definition 58. A gps, (X,T, P ) is simple if for all t ∈ T , ¬t = ¬[t]
It follows that a gps is simple if and only if ¬t = ¬(3)t. For a simple gps, (X1, T1, P1) = (X,T, P ), and so
(XN, TN, PN) = (X,T, P ).
Theorem 59. If (X,T, P ) is a gps then (XN, TN, PN) is a simple gps
Proof. That (XN, TN) is an event-algebra follows from the fact that if t ∈ TN then for some m ∈ N+, all n > m, t is
an element of Tn, and all Tn are event-algebras. That (XN, TN, PN) is a gps follows similarly.
It remains to show that TN is simple. Take “¬n” to be “¬” defined on Tn and “¬N” to be “¬” defined on TN. For
t ∈ TN, if t′ ∈ ¬N¬N¬Nt then for some t1, t2 ∈ TN, t′ ∈ ¬Nt2, t2 ∈ ¬Nt1, and t1 ∈ ¬Nt, so for some m,n, p ∈ N,
t′ ∈ ¬mt2, t2 ∈ ¬nt1, and t1 ∈ ¬nt, in which case, with q =Max({m,n, p}), t′ ∈ ¬q+1t, and so t′ ∈ ¬Nt.
XN, TN, and PN have clear interpretations: Given that (X,T ) is an event-algebra, XN is the set of of partitions
whose total probability will be 1 for any gps on (X,T ). Given XN, TN is smallest set s.t. (XN, TN) is an event-algebra
that contains (X,T ). (XN, TN) is also the largest event algebra onto which any probability function on (X,T ) can be
uniquely extended. Given a gps on (X,T ), (X,T, P ), PN is P ’s unique extension to TN.
While (X,T, P ) and (XN, TN, PN) are in many ways equivalent, (XN, TN, PN) has a clearer structure, and often
contains more readily accessible information, though this is achieved at the price of sacrificing knowledge of admissible
experiments. If, for some system, you know the rules that govern the system’s probabilities, but do not know its allowed
experiments, you are likely to form (XN, TN, PN) as its probability space, rather than (X,T, P ). It is for this reason
that we need to understand probabilities before investigating quantum experiments in the next part.
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XIII. CONVERGENCE
When performing probability calculations, countable additivity is generally preferred over finite additivity. Count-
able additivity allows for the introduction of integration, which in turn allows probabilities to be calculated by
integrating over probability density functions. If (X,T, P ) is a gps, countable additivity is the requirement that:
1) If A ⊂ T is countable, pairwise disjoint, and ⋃A ∈ T , then P (⋃A) =∑t∈A P (t).
We generally also require a guarantee as to when
⋃
A ∈ T :
2) If A ⊂ T is countable, and for some γ ∈ X , ⋃A ⊂ γ, then ⋃A ∈ T .
A gps that satisfies (1) and (2) is convergent. Similarly, an event-algebra is convergent if it satisfies (2).
Reverting back to dps’s for a moment, it’s easy to see that convergent dps’s are equivalent to a consistent set
of convergent eps’s, where convergent eps’s obey the 5 original axioms listed in section XI, but with axioms 3 & 5
amended to hold for countable sets.
We will now show that if gps (X,T, P ) is convergent, then so are (X1, T1, P1) and (XN, TN, PN). Thus, when
convergence is included, the theory remains essentially unchanged.
Lemma 60. If t1 ∈ T1 and t ∈ T then t1
⋂
t ∈ T
Proof. For some t2, t3 ∈ T , t1 = t2
⋃
t3. t2
⋂
t, t3
⋂
t ∈ T and t2
⋂
t, t3
⋂
t ⊂ t so (t2
⋂
t)
⋃
(t3
⋂
t) ∈ T . Since
t1
⋂
t = (t2
⋂
t)
⋃
(t3
⋂
t), t1
⋂
t ∈ T .
Theorem 61. If (X,T, P ) is a convergent gps then (X1, T1, P1) is a convergent gps
Proof. A: (X1, T1) is a convergent event-algebra
- Take any countable A ⊂ T1 and t1 ∈ T1 s.t.
⋃
A ⊂ t1. For some t2, t3 ∈ T , t1 = t2
⋃
t3. By the above lemma,
and the fact that (X,T, P ) is convergent, t4 ≡
⋃
t′∈A t1
⋂
t2 ∈ T and t5 ≡
⋃
t′∈A t1
⋂
t3 ∈ T . Therefore t4, t5 ∈ T1.
Since t4, t5 ⊂ t1, t4
⋃
t5 ∈ T1.
⋃
A = t4
⋃
t5, so
⋃
A ∈ T1. -
B: P1 is a countable additive
- Take any countable, pairwise disjoint A ⊂ T1 s.t.
⋃
A ∈ T1. Because countable sums are defined as the limit of
their partial sums,
∑
t∈A P (t) ≤ 1, so
∑
t∈A P (t) is absolutely convergent.
As
⋃
A ∈ T1, take t1, t2 ∈ T s.t.
⋃
A = t1
⋃
t2 and t1
⋂
t2 = ∅. Because (X1, T1.P1) is finitely additive,∑
t∈A P1(t) =
∑
t∈A(P (t
⋂
t1) +P (t
⋂
t2)). Since
∑
t∈A P (t) =
∑
t∈A(P (t
⋂
t1) +P (t
⋂
t2)) is absolutely convergent,∑
t∈A P (t) =
∑
t∈A P (t
⋂
t1) +
∑
t∈A P (t
⋂
t2). Because (X,T, P ) is a convergent gps,
∑
t∈A P (t
⋂
t1) = P (t1) and∑
t∈A P (t
⋂
t2) = P (t2). Therefore
∑
t∈A P1(t) = P (t1) + P (t2) = P1(
⋃
A). -
Corollary 62. If (X,T, P ) is a convergent gps then for all n ∈ N+ (Xn, Tn, Pn) is a convergent gps.
We may now prove the desired result:
Theorem 63. If (X,T, P ) is a convergent gps then (XN, TN, PN) is a simple convergent gps.
Proof. A: If t ∈ TN, t′ ∈ Tn and t ⊂ t′ then t ∈ Tn.
- Follows from Lemma 60 and simple induction -
B: (XN, TN) is a convergent event-algebra
- Take any countable A ⊂ TN, t ∈ TN s.t.
⋃
A ⊂ t. For some n ∈ N+, t ∈ Tn. It follows from (A) that for all t′ ∈ A,
t′ ∈ Tn. Since (Xn, Tn) is a convergent event-algebra,
⋃
A ∈ Tn
C: PN is a countable additive
- Take any countable, pairwise disjoint A ⊂ TN s.t.
⋃
A ∈ TN. For some n ∈ N+,
⋃
A ∈ Tn. It follows from (A) for
all t ∈ A, t ∈ Tn. Because Pn is convergent PN(
⋃
A) = Pn(
⋃
A) =
∑
t∈A Pn(t) =
∑
t∈A PN(t). -
XIV. STANDARD DPS’S
In this section, we will utilize moments (defined in Sec XB) to devise a standard approach to dps’s. In Sec XB
it was shown that ideal partitions can be viewed as branching sequences of moment partitions; this implies that to
describe a dps, we may only need to concern ourselves with probabilities on moment measurements. Pursuing this
approach will allow us to introduce concepts that are basic to both probability theory and quantum theory, such a
random variables and probability distributions.
While this section will be of significant conceptual value in what follows, many of the details will not be directly
referenced in later sections. As a result, the presentation will be somewhat informal. We start by further developing
moments.
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A. More on Moments
The most elemental moments, the moments from which all other moments can be formed, are path moments. If
p¯ is a path, its forward moment at λ is the set of all paths, p¯′, s.t. for some λ′ > λ, p¯′[λ, λ′] = p¯[λ, λ′], and its
backward moment at λ is the set of all paths, p¯′, s.t. for some λ′ < λ, p¯′[λ′, λ] = p¯[λ′, λ]. We can represent path
moments by [p¯, λ, b/f ], where p¯ is the path, λ is the time of the moment, and the b or f specifies whether the moment
is forward or backward. It is easy to see that all moments are unions over path moments. Note that if p¯′ ∈ [p¯, λ, x]
then [p¯′, λ, x] = [p¯, λ, x].
The discussion of moments can be simplified somewhat if we introduce ordered pairs of the form z = (λ, x), where λ
is the time, and x is either ”b” or ”f” for backward or forward. This allows us to speak of a “moment at z” rather than
a “backward/forward moment at λ”. Path moments may be represented by [p¯, z], and the statement “all moments are
unions over path moments” can be formalized by: A is a moment if and only if, for some z, A =
⋃
p¯∈A[p¯, z]. These
pairs essentially represent the time of the moment, and can be time-ordered by: (λ1, x1) > (λ2, x2) if λ1 > λ2 or
λ1 = λ2, x1 = f & x1 = b. It is sometimes also useful to use an order-like relation between the pairs and time:
(λ1, x1) < λ if λ1 < λ or λ1 = λ & x1 = b; (λ1, x1) > λ if λ1 > λ or λ1 = λ & x1 = f .
B. Individual Moment Measurements
The quintessential example of a moment is the set of paths with position ~x and velocity ~v at time λ. This is
a forward moment if ~v is the forward velocity (limǫ→0
~x(λ+ǫ)−~x(λ)
ǫ ), and a backward moment if ~v is the backward
velocity (limǫ→0
~x(λ)−~x(λ−ǫ)
ǫ ). Position/velocity values are generally represented as tuples of real numbers, which is
quite useful, because it allows the full power of real analysis to be applied. In probability theory, the mapping of
measurement results to real numbers is accomplished with random variables. Similar mappings can be introduced to
dps’s.
To represent moment measurements by real numbers, we introduce functions, Mz, that map the set of paths in the
dps,
⋃
(
⋃
X), to RN (for some N ). Returning to the above example, if the system is a collection of classical particles,
Mz may map the particle paths onto their position and velocity values at “time” z = (λ, b/f). To ensure that Mz
describes moments at z, it must satisfy the requirement that, if s¯′ ∈ [s¯, z], then Mz(s¯) = Mz(s¯′). A time sequence of
Mz’s is akin to the parametrized random variables that define stochastic processes.
The restriction of these functions to a particular dynamic set, S, will be written as Mz,S . Mz,S can be used to
form moments on S at z: for any subset of RN = Ran(Mz), y, M
−1
z,S[y] is a moment at z, and for any partition of
RN , Y , {M−1z,S[y] : y ∈ Y } is a moment partition at z. To enable the use of integration, it will be assumed that
measurements correspond to pre-images of Borel sets. (The Borel sets on the reals is the smallest collection that
includes all intervals, and is closed under complementation and countable union.)
Moment measurements, like any measurement, can alter a system’s dynamic set. If they do, Mz,S can still be
used to describe moment measurements, so long as the paths in S already reflect those effects. While this alone may
be sufficient under some circumstances, it will generally be helpful to include these alterations in the description of
moment measurements. To do so, we must first take a closer look at an apparently unrelated question: How do we
determine what the sort of quantity is being measured? That is, how do we determine whether the measurement is
of position, velocity, angular momentum, etc.?
Assume we are given a dynamic set without the effects of measurement factored in, and a mapping, Mz. For
some systems, a partition of Ran(Mz) alone is sufficient to specify what sort of measurement is being performed.
Classical mechanics provides a prominent example of this. If Mz maps paths onto the position & velocity values
of the system’s particles at time z, then a classical measurement corresponds to system energy, or system angular
momentum, or particle velocity, depending on how the measurement partitions Ran(Mz). Even if the measurement
effects the system, measuring ranges of values of m~r × ~v corresponds to measuring a particle’s angular momentum.
Traditional quantum interpretations, on the other hand, provides a prominent example of systems where the partition
of Ran(Mz) alone does not specify the type measurement being performed. For example, to know that momentum
is being measured, it is not enough to specify the ranges of values being measured, you also need to specify the type
of measurement being performed. We will call this kind of system typed, because the type of measurement has to be
explicitly supplied.
It was mentioned above that the partition of Ran(Mz) and the dynamic set, S, are sufficient to describe a moment
measurement, as long as S reflects the effect of the measurement on the system. It follows that for typed systems,
the type of measurement being performed is specified by S at z (where S includes the effect of the measurement),
and that the choice of measurement alters S to be in accord with the type of measurement being performed. If the
second part of this statement is not the case, then given the dynamic set without the effects of measurement factored
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in, and the mapping, Mz the partition of Ran(Mz) alone determines the measurement being performed. Both parts
of the statement certainly hold in traditional quantum theory, where if momentum is measured at time λ then S(λ)
contains momentum states, while if position is measured, then S(λ) contains position states.
It will be helpful to have a means for describing measurements that applies to both typed and non-typed systems.
To this end, if a time sequence of Mz’s is given, a moment measurement can be described by an ordered pair, (z, Y ),
where z = (λ, b/f) is the time and type of moment partition, and the definition of Y depends on whether or not
the system is typed. For non-typed systems, Y is a partition of Ran(Mz), while for typed systems, Y = (τ, YP ),
where τ is the type of measurement, and YP is the partition of Ran(Mz). To help simplify the discussion, for typed
measurements we overload the “∈” relation: If Y = (τ, YP ), y ∈ Y will assert that y = (τ, x), and x ∈ YP . For
measurement (z, Y ), each y ∈ Y is a possible result. To be able to discuss both typed & non-typed results seamlessly,
we introduce the “~” operator: For typed result y = (τ, x), y˜ = x, stripping out the type, while for non-typed systems,
y˜ = y.
Returning to system paths, assume that α ⊂ S is the outcome of some experiment (including, possibly, the empty
experiment), and that after α is obtained, we wish to perform measurement (z, Y ) on it. This measurement may
effect the system dynamics, altering α. The altered set will be represented by α ⊳ (z, Y ). If the measurement does
not effect the system dynamics at all, then α ⊳ (z, Y ) = α. Note that, because the choice of Mz effects the meaning
of measurement (z, Y ), the nature of the ⊳ operator can depend on the choice of Mz.
If measurement (z, Y ) is performed on prior outcome α, the set of outcomes for this measurement is {M−1z,α⊳(z,Y )[y˜] :
y ∈ Y }. This set will be represented by α|(z, Y ). The “ |” operator appends a new moment partition to the end of
the prior outcome. This operation was discussed previously in Sec XB. The constraints of Defn 46 continue to apply,
and are readily seen to apply only to the “⊳” portion of the append operation. These constraints will be assumed to
hold axiomatically to the “⊳” operation, regulating both when it can be applied to an outcome, and what effects it
may have.
C. Compound Measurements
If measurement (z, Y ) is appended to prior outcome α, and β ∈ α|(z, Y ), another measurement, (z′, Y ′), may be
appended to β to form β|(z′, Y ′). This pair of measurements may be viewed as being a single, compound measurement
on α. The results for such a compound measurement are the time sequences of results from the constituent moment
measurements. Sequences of moment measurement results will be stylized as
〈
Az
〉
Z
, where Z is the set of z = (λ, b/f)
values at which moment measurements are performed, and for each z ∈ Z, Az is the result obtained at z.
A compound measurement can in turn be identified with its collection of result sequences In order to qualify as a
compound measurement, however, a collection of result sequences must satisfy certain constraints. To simplify the
wording of these constraints, two bits of notation will be helpful. First, if Z is a set of (λ, b/f) values, Z ↓ z is the
set of all elements of Z that are less than z. Second, if
〈
Az
〉
Z
is a result sequence, and m is a collection of result
sequences, m[
〈
Az
〉
Z
] is the set of all sequences in m that start with
〈
Az
〉
Z
.
We may now define compound measurements as follows: A set of result sequences, m, is a compound measurement
if it satisfies:
1) There’s a λ0 s.t., for all
〈
Az
〉
Z
∈ m, λ0 is a lower bound of Z
2) For all
〈
Az
〉
Z
∈ m there’s a λ1 that is an upper bound of Z
3) For any
〈
Az
〉
Z1
,
〈
Bz
〉
Z2
∈ m, any z ∈ Z1, if for all z′ ∈ (Z1 ↓ z)
⋂
(Z2 ↓ z), A˜z′
⋂
B˜z′ 6= ∅, then
〈
Bz
〉
Z2
∈
m[
〈
Az
〉
Z1↓z
] and z ∈ Z2.
4) For any
〈
Az
〉
Z
∈ m, all z′ ∈ Z, {B˜z′ :
〈
Bz
〉
Z1
∈ m[〈Az〉Z↓z′ ] is a partition of Ran(Mz′). For typed systems, all
elements of the set {Bz′ :
〈
Bz
〉
Z1
∈ m[〈Az〉Z↓z′ ]} must be of the same type.
The first two axioms are basic start-stop conditions. The third ensures that compound measurements form a tree
(or, as phrased in Sec XB, a branching sequences of moment measurements). Note that this axiom implies that if
(Z1 ↓ z)
⋂
(Z2 ↓ z) = ∅, then
〈
Bz
〉
Z2
∈ m[〈Az〉Z1↓z] and z ∈ Z2. This means that (Z1 ↓ z)⋂(Z2 ↓ z) = ∅ if and only
if z is the minimal element of both Z1 and Z2. The fourth axiom says that compound measurements partition the
measurement space, which ensures that the tree contains a complete set of results.
Starting with the Mz’s, and the “⊳” operator for moment measurements, versions of the “⊳” and “ |” operators can
be derived with domains expanded to compound measurements. As can be seen from the results in Sec XB, if D is a
dynamic space and m is a compound measurement, then D|m is an ideal partition. Thus, compound measurements
represent ideal partitions.
Remark. Multiple different compound measurements may represent the same ideal partition. That is, for a given
dynamic space, D, it is possible to have m 6= m′ and D|m = D|m′. Because of this, the constructions of Sec XII
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cannot be reproduced using compound measurements alone; to construct the elements of XN \X , we need to switch
between different compound measurements that represent the same ideal partition. An explicit example of this is
given in Appendix A.
D. Standard DPS’s
Compound measurements can be utilized to greatly simplify dps probabilities. The structures that realize this
simplification will be called “standard dps’s”, because they provide a standard approach to dps’s. To define them, the
following will be helpful: If
〈
Bz
〉
Z
is a result sequence, and m is a set of result sequences, m¬[
〈
Bz
〉
Z
] ≡ m\m[〈Bz〉Z ];
that is, m¬[
〈
Bz
〉
Z
] is the set of elements of m that do not start with
〈
Bz
〉
Z
.
A standard dps is a convergent dps, (X,T, P ), together with a sequence of mappings, Mz, operator, ⊳, and set of
compound measurements, C, that satisfy:
1) γ ∈ X iff for some {D} ∈ X & m ∈ C, γ = D|m
2) If γ ∈ X , and α ∈ γ, then {α} ∈ T
3) For every m ∈ C, every 〈Bz〉Z ∈ m, every initial sequence of 〈Bz〉Z , 〈Az〉Z0 , m¬[〈Az〉Z0 ]⋃{〈Az〉Z0} ∈ C
The first axiom says that the set of compound measurements, C, and the set of ideal partitions, X , represent the
same collection of experiments. The second is a simple property that we would often desire of a dps. The third says
that C is closed under truncation of the measurement tree.
These axioms hold for both classical and quantum probabilities. They also yield several useful properties.
E. Applying Axiom 3
The first useful property of standard dps’s can be drawn out with the help of a simple extension to our notation
for dynamic sets. For any result sequence,
〈
Az
〉
Z
, any S ⊂ Dom(Mz), S
→
〈
Az
〉
Z
→
is the set of paths in S that pass
through every element in the sequence
〈
Az
〉
Z
. That is, S
→
〈
Az
〉
Z
→
=
⋂
z∈Z M
−1
z,S[A˜z ]. In particular, if D is a dynamic
space and m is a compound measurement, D|m = {(D ⊳m)
→
〈
Az
〉
Z
→
:
〈
Az
〉
Z
∈ m}. If 〈Az〉Z is the empty sequence,
we take S
→
〈
Az
〉
Z
→
= S.
With that, we can consider the implications of axiom 3. Take any {D} ∈ X , m ∈ C, 〈Bz〉Z ∈ m, and any initial
sequence of
〈
Bz
〉
Z
,
〈
Az
〉
Y
. Define m0 ≡ m¬[
〈
Az
〉
Y
]
⋃{〈Az〉Y }, making m0 the compound measurement formed by
replacing the set of results m[
〈
Az
〉
Y
] with the single result
〈
Az
〉
Y
. Both α ≡ {(D ⊳m0)
→
〈
Az
〉
Y
→
} and
A ≡ {(D ⊳ m)
→
〈
Cz
〉
X
→
:
〈
Cz
〉
X
∈ m[〈Az〉Y ]} are elements of T and, due to the restrictions on ⊳ from Defn 46,
(D|m)\A = (D|m0)\ {α}. It follows that P ({α}) = P (A). In other words, standard dps probabilities are not effected
by later measurements.
Continuing with this example, consider the sequence,
〈
Dz
〉
W
, containing all elements of
〈
Bz
〉
Z
that follow
〈
Az
〉
Y
.
We may ask, what’s the probability of
〈
Dz
〉
W
occurring, given that
〈
Az
〉
Y
has occurred? In general, this is the
probability of
〈
Bz
〉
Z
occurring, divided by the probability that any outcome starting with
〈
Az
〉
Y
occurs. With
S ≡ D ⊳m and S0 ≡ D ⊳m0, the general expression for this conditional probability is then:
P
(
S
→
〈
Dz
〉
W
→
|S0
→
〈
Az
〉
Y
→
)
= P
(
{S
→
〈
Bz
〉
Z
→
}
)
/P
(
{S
→
〈
Cz
〉
X
→
:
〈
Cz
〉
X
∈ m[〈Az〉Y ]})
The probability in the denominator is for the set A, defined above, meaning that for standard dps’s, this reduces to
the more intuitive (and simpler) expression:
P
(
S
→
〈
Dz
〉
W
→
|S0
→
〈
Az
〉
Y
→
)
= P
(
{S
→
〈
Bz
〉
Z
→
}
)
/
(
P{S0
→
〈
Az
〉
Y
→
}
)
If
〈
Dz
〉
W
contains only a single element, (z,D), this last equation can be written:
P
(
{S
→
〈
Bz
〉
Z
→
}
)
= P
(
S→(z,D)→|S0
→
〈
Az
〉
Y
→
)
P
(
{S0
→
〈
Az
〉
Y
→
}
)
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The same formula can, in turn, be applied to the last element in the sequence
〈
Az
〉
Y
to calculate P ({S0
→
〈
Az
〉
Y
→
}), and
so forth. Thus, we can calculate the probability of any result sequence by multiplying the conditional probabilities of
its constituent moments. This means that for standard dps’s, we only need to concern ourselves with the probabilities
of moment measurements, as all other probabilities can be expressed in terms of these.
F. Consistency
In order to handle these moment probabilities more systematically, it will be helpful to delve into an issue that
has, until now, been glossed over. If (z, Y ) and (z, Y ′) are moment measurements, and x ∈ Y ⋂Y ′, we have not
demanded that M−1z,α⊳(z,Y )[x˜] =M
−1
z,α⊳(z,Y ′)[x˜]. This is because the effect of a measurement on a system’s dynamic set
may depend on the measurement as a whole, and not simply on the given result. In consequence, the probability of
obtaining a result may depend on the measurement as a whole, even within the confines of a single dps.
To address this, we say a collection of moment measurements at z, M, is consistent on prior outcome, α, if for any
(z, Y ), (z, Y ′) ∈M, any x ∈ Y ⋂Y ′, P (M−1z,α⊳(z,Y )[x˜]) = P (M−1z,α⊳(z,Y ′)[x˜]). If the system is typed, we assume that all
measurements inM are of the same type. Consistent collections allow us to simplify the representation of conditional
moment probabilities. If collection M is consistent on α, (z, Y ) ∈ M, and x ∈ Y , then we may write PM(x, z|α) for
P ((α ⊳ (z, Y ))→(z,x)→|α) = P ({(α ⊳ (z, Y ))→(z,x)→})/P ({α}).
Standard dps’s can always be chosen to only contain a single consistent collection for any prior result and time
(and type, for typed systems). Indeed, we can take that a step further and define “measurement probability spaces”
in analogy to dynamic probability spaces, but with compound measurements replacing ideal partitions. That will not
be pursued here, however, as it will only aid in handling edge cases.
G. Probability Distribution
For standard dps (X,T, P, ...), take any outcome, α ∈ γ ∈ X , and any time, z, at which a new moment measurement
may be appended to α. A consistent collection of measurements on α at z,M, is complete if for any countable, pairwise
disjoint set of results in M, A, there are (z, Y ), (z, Y ′) ∈ M, s.t. A ⊂ Y , and Y ′ ≡ (Y \A)⋃{⋃A}. M is countably
additive if for any such A there’s a (z, Y ) ∈ M, s.t. ⋃A ∈ Y , and PM(⋃A, z|α) = ∑y∈A PM(y, z|α). A complete
consistent collection will always be countably additive, but a countably additive consistent collection need not be
complete.
A conditional probability function, PM(y, z|α), over a countably additive consistent collection of measurements,
M, is a countably additive function on the Borel sets in RN . If the function’s domain does not include all Borel
sets, it can always be expanded to a countably additive probability function over all Borel sets, P ′M(y, z|α) (for all
(z, Y ′) ∈ M, y′ ∈ Y ′, P ′M(y′, z|α) = PM(y′, z|α)). There may be more than one such function, but there is always
at least one. Any such P ′M(y, z|α) is in turn equivalent to some probability distribution function, ρz,α;M : RN → R,
s.t. for any Borel set, X , P ′M(y, z|α) =
´
X ρz,α;Md
Nx. For any result inM, the related integral will yield the correct
probability. Thus, if consistent collections are countably additive, these ρz,α;M completely specify the conditional
moment probabilities, and so all probabilities for the standard dps.
Note that if PM(y, z|α) is not defined for every Borel set, then there may be sufficient freedom in the choice
P ′M(y, z|α) to be able to choose a ρz,α;M, that is not non-negative almost everywhere. This would render it a
pseudo-probability distribution. We will, however, always assume that ρz,α;M is a proper probability distribution.
H. Time Evolution
ρz,α is, essentially, a time dependent conditional probability distribution, where z gives the time dependence, and
α the condition. For a standard dps, one would naturally be interested in how ρz,α changes as z changes.
If there are no measurements in the interval [z, z′] then the distribution at z will likely determine the distribution
throughout this interval. In this way, we obtain the distribution, ρ, as a function of time. Commonly, ρ as a function
of time can be derived from a universal equation of motion.
Quantum systems posses such equations of motion, but it is interesting to note that in most formulations, knowing
ρ at a given time is not enough to know it at all times. The probability current is also required; the probability
distribution & current being equivalent to the wave function. This may be because, in these formulations, the
probability distribution is a function of the system state, but is not a function of the changes to the state that
moments can also describe. The probability current supplies the missing information.
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We say a standard dps is wholly physical if the effect of measurement on the dynamic set and the probability
distribution can be derived by expanding the system to include the measuring devices, and applying the equation of
motion to the new, larger system. For such systems, the effects of measurement can be understood according to the
same rules that drive all other aspects of the physical system’s dynamics. Classical systems can always be described in
terms of wholly physical standard dps’s. Quantum systems can be described in terms of standard dps’s, but whether
any such dps’s are wholly physical is an open question. In one form or another, this has been one of the enduring
mysteries of quantum theory.
Part V
Quantum Partitions of Unity
Here, results of the prior part will be utilized to explain core characteristics of quantum probabilities, and deduce the
sorts of experiments that quantum theory describes. We start by further considering the (XN, TN, PN) construction
on dps’s.
XV. DPS’S ON AN INDIVIDUAL DYNAMIC SET
As indicated earlier, if (X,T, P ) is a dps, we do not expect XN to be composed entirely of ideal partitions. To
understand the makeup of (XN, TN, PN), we need to identify aspects of ideal partitions that continue to hold for t1
⋃
t2
when t2 ∈ ¬(3)t1. In this section, we concentrate on dps’s on a single dynamic set, meaning that for all γ1, γ2 ∈ X ,⋃
γ1 =
⋃
γ2. In such cases, nearly ideal partitions provide what we’re looking for:
Definition 64. A partition, γ, of dynamic set, S, nearly ideal if
1) For every α, β ∈ γ, every (λ, p) ∈ Uni[⋃γ] either α→(λ,p) = β→(λ,p) or α→(λ,p)⋂β→(λ,p) = ∅
2) For every α ∈ γ, every λ ∈ ΛS , α = α[−∞, λ] ◦ α[λ,∞].
3) There exists a λ0 ∈ ΛS s.t. for all α ∈ γ, all λ ≤ λ0, α = S[−∞, λ] ◦ α[λ,∞].
4) For all α ∈ γ, there exists a λα ∈ ΛS s.t. α = Sα[−∞,λα]→.
For every γ ∈ XN, properties 2 and 4 must hold, because they hold for elements of ideal partitions, and every
element of γ is the element of some ideal partition. Property 3 holds for ideal partitions, and will hold for sets formed
out of any finite collection of ideal partitions; it will therefore hold for γ ∈ XN. Property 1 is a weakened version of
the 1st property of ideal partitions, rendering it transitive across the ¬ relation. It is easy to see that this property
holds when γ is an ideal partition: If p ∈ α(λ)⋂ β(λ), and |α[−∞, λ]| = |β[−∞, λ]|, then α→(λ,p) = β→(λ,p), otherwise
α→(λ,p)
⋂
β→(λ,p) = ∅. Thus, all ideal partitions are nearly ideal. To show that all elements of XN are nearly ideal,
we start by showing that the property of being nearly ideal is transitive across ¬.
Theorem 65. If S is a dynamic set and t1
⋃
t2, t2
⋃
t3, and t3
⋃
t4 are nearly ideal partitions of S, and t1
⋂
t2 =
t2
⋂
t3 = t3
⋂
t4 = ∅, then t1
⋃
t4 is a nearly ideal partition of S.
Proof. It’s clear that t1
⋃
t4 is a partition of S, and that properties (2) through (4) of nearly ideal partitions hold for
t1
⋃
t4. We concentrate on the first property.
Take α ∈ t1, β ∈ t4, and assume that for (λ, p) ∈ Uni[
⋃
A], α→(λ,p)
⋂
β→(λ,p) 6= ∅. With s¯[−∞, λ] ∈
α→(λ,p)
⋂
β→(λ,p), there must be an η ∈ t2 and a ν ∈ t3 s.t. s¯[−∞, λ] ∈ η→(λ,p) and s¯[−∞, λ] ∈ ν→(λ,p). Since
t1
⋃
t2, t2
⋃
t3, and t3
⋃
t4 are nearly ideal, α→(λ,p) = η→(λ,p) = ν→(λ,p) = β→(λ,p).
It is because this theorem only holds when t1
⋃
t2, t2
⋃
t3, and t3
⋃
t4 are partitions of the same dynamic set that
we concentrate on dps’s on a single dynamic set.
We can now show that nearly ideal partitions play a role in (XN, TN, PN) similar to that played by ideal partitions
in dps’s:
Theorem 66. If (X,T, P ) is a dps on a single dynamic space, S, and γ ∈ XN, then γ is nearly ideal.
Proof. Let’s use ¬N and [t]N to signify the “¬” relation and [t] equivalence class for (XN, TN, PN). The theorem is then
equivalent to: If t′ ∈ ¬N[t]N, then t′
⋃
t is a nearly ideal partition.
For t1, t2 ∈ T , if t1 ∈ ¬t2 then t1
⋂
t2 = ∅ and t1
⋃
t2 is a nearly ideal partition, so it follows from Thm 65 that if
t′ ∈ ¬[t], then t′⋃ t is a nearly ideal partition.
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Using ¬n and [t]n to signify the “¬” relation and [t] equivalence class for (Xn, Tn, Pn), we now wish to show that,
for t, t′ ∈ Tn, if t′ ∈ ¬n[t]n, then t′
⋃
t is a nearly ideal partition. We have just shown that it holds for n = 0. Assume
it holds for n = m. For n = m+1, if x2 ∈ ¬m+1x1 then x1
⋃
x2 is a partition of S in Tm, and so by assumption, it is
nearly ideal. Applying Thm 65, it follows that if x2 ∈ ¬m+1[x1]m+1 then x1
⋃
x2 is nearly ideal.
If t′ ∈ ¬N[t]N then for some n, t′ ∈ ¬n[t]n, so t′
⋃
t is a nearly ideal partition.
Note that this result only relies on the fact that ideal partitions are nearly ideal, and that nearly ideal partitions
possess the property stated in Theorem 65. This result will prove quite useful in the next section.
An example of a nearly ideal partition that is not an ideal partition, together with a description of how it can be
derived from ideal partitions via the ¬ operation, is provided in Appendix A.
XVI. APPLICATION TO QUANTUM PROBABILITY
In a gps, XN contains the sets that have a total probability of 1 for any allowed probability function. In this section,
we take a look at the corresponding quantum property: the sets of quantum outcomes whose total probability must
be 1. We will first identify which sets have this property, then apply prior results to understand why those particular
sets must have a total probability of 1, while all others need not.
A. The Basics
In traditional quantum theory, an experimental outcome may be represented as a function mapping a set of times
onto a set of projection operators. If Q is a quantum outcome, Dom(Q) is the set of times at which measurements
took place, and for each λ ∈ Dom(Q), Q(λ) is the projection operator representing a result of the measurement
performed at time λ. To calculate the probability of obtaining this outcome in an experiment, take the time-
ordered product of projection operators in Q, with the earliest time to the right, ΠQ = ...Q(λj)...Q(λ0). (Note:
For notational simplicity, we use the Heisenberg representation; in the Schrodinger representation, this would be
ΠQ = ...U(λj+1;λj)Q(λj)U(λj ;λj−1)...U(λ2;λ1)Q(λ1), where the U ’s are propagators.) If the initial state of the
wave function is
∣∣ψ, λ0〉, then the probability of outcome Q is 〈ψ, λ0|Π†QΠQ|ψ, λ0〉. A set of outcomes, A, has a total
probability of 1 if
∑
Q∈A
〈
ψ, λ0|Π†QΠQ|ψ, λ0
〉
= 1. For this to hold for any allowed probability function, it must hold
for any initial wave function; we are therefore interested in sets of outcomes that satisfy
∑
Q∈AΠ
†
QΠQ = I, where I
is the identity operator. For the obvious reasons, we are only interested in cases where
∑
Q∈AΠQ = I; the question
of whether it is possible to have
∑
Q∈AΠ
†
QΠQ = I and
∑
Q∈AΠQ 6= I will not be pursued. A set of outcomes that
satisfies
∑
Q∈AΠ
†
QΠQ = I and
∑
Q∈AΠQ = I will be called a partition of unity.
If A is a partition of unity, then for each Q ∈ A, λ ∈ Dom(Q), we may choose a basis that diagonalizes Q(λ). The
assumption that
∑
Q∈AΠQ = I means that these choices determine a collection of complete bases. We’ll refer to the
vectors in these bases by
∣∣s, λ〉, the parameter “s” referring to the states being measured at λ.
To go much further, we’ll need to know which state transitions are allowed; if a transition (λ1, s1)→(λ2, s2) is not
allowed, this means that
〈
s1, λ1|s2, λ2
〉
must be zero, and this will effect which sets of outcomes qualify as partitions
of unity. If
〈
s2, λ2|s1, λ1
〉 6= 0, then it is clear that the system can transition from (λ1, s1) to (λ2s2). However, if〈
s2, λ2|s1, λ1
〉
= 0, it is not clear whether the value is 0 for a particular choice of the probability function, but may
be non-zero for others, or if the system simply cannot transition from (λ1, s1) to (λ2s2). Looking at this from another
perspective,
〈
s2, λ2|s1, λ1
〉
, may be 0 because the transition cannot take place, or because transition can take place,
but is exceedingly unlikely. There is therefore some freedom in choosing the allowed transitions.
With this freedom in mind, we would like to identify a minimal set of allowed transitions; transitions that will
always be assumed to be allowed. To do so, we resurrect the notion of a transition chain (see Sec II). We’ll say that
a transition chain (λ1, s1)→(λ2, s2)→ ...(λn, sn) must be allowed if all k < n,
〈
xk, λk|xk+1, λk+1
〉 6= 0. If a transition
chain is allowed, we further assume that all subsets are also allowed. This assumption is normal for transition
chains, and handles a peculiar issue that arises because quantum probabilities are non-additive. It is possible to have〈
s1, λ1|s2, λ2
〉
= 0, but for some
∣∣x, λ〉, λ1 < λ < λ2, have 〈s1, λ1|x, λ〉〈x, λ|s2, λ2〉 6= 0. In such cases, we assume that
the transition (λ1, s1)→ (λ2, s2) is allowed. This assumption is also made in the path-integral formalism of quantum
mechanics.
Note that if T is one of these allowed transition chains, and λ is not in the domain of T , there’s a state s
s.t. T
⋃{(λ, s)} is also an allowed transition chain. This is because, if 〈s2, λ2|s1, λ1〉 6= 0, then it follows from〈
s2, λ2|s1, λ1
〉
=
´ 〈
s1, λ1|x, λ
〉〈
x, λ|s2, λ2
〉
dx that there must be an s s.t.
〈
s1, λ1|x, λ
〉〈
x, λ|s2, λ2
〉 6= 0.
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Given any particular quantum outcome,Q, we can now define the minimal set of transition chains that are consistent
with it.
Definition 67. If Q is an outcome, T is a Q_transition_chain if there exists a set of vectors, V , s.t.
1) If
∣∣s1, λ1〉, ∣∣s2, λ2〉 ∈ V , and λ1 = λ2, then s1 = s2. (That is, V does not contain more than one vector at any
time.)
2) For all λ ∈ Dom(Q), there’s a vector ∣∣s, λ〉 ∈ V , and Q(λ)∣∣s, λ〉 = ∣∣s, λ〉
3) For all
∣∣s, λ〉 ∈ V , all ∣∣s′, λ′〉 ∈ V s.t. λ′ < λ, there’s ∣∣s1, λ1〉 ∈ V s.t. λ′ ≤ λ1 < λ and 〈s1, λ1|s, λ〉 6= 0. (If
all elements of V have an immediate predecessor, this states the condition discussed above. Note that if there is no∣∣s′, λ′〉 ∈ V s.t. λ′ < λ, then the condition is vacuously true.)
4) For all (λ, s) ∈ T , ∣∣s, λ〉 ∈ V . (That is, T , the Q_transition_chain, is any subset of V .)
A Q_transition_chain with an element at every λ ∈ Λ is a Q_path. Every
Q_transition_chain is a subset of some Q_path. Note that for any outcome, Q, and any choice of bases, the
set of Q_path′s is closed under concatenation.
B. Characterizing Quantum Partitions of Unity
We now seek to understand the conditions under which
∑
Q∈A Π
†
QΠQ = I. This will require expanding the
Π†QΠQ = Q(λ0)...Q(λj)...Q(λM )...Q(λj)...Q(λ0), and summing over the necessary transition chains. We will only
need to sum over Q_transition_chain’s, as all other transition chains will not add anything to the sum. Defining
Dom(A) ≡ ⋃Q∈ADom(Q), for∑Q∈AΠ†QΠQ to be calculable, Dom(A) must satisfy a couple of restrictions. Namely,
Dom(A) must have a maximal element, and every non-minimal element must have an immediate predecessor. With-
out these restrictions, we would not be able evaluate the inner products implicit in
∑
Q∈AΠ
†
QΠQ. (The expansion
Π†QΠQ = Q(λ0)...Q(λj)...Q(λM )...Q(λj)...Q(λ0) cannot even be explicitly written without enforcing these restric-
tions on Dom(Q).) As this appears to be an artifact of the quantum formalism, it may not imply anything of purely
physical significance.
In order to be able to calculate actual probabilities for all of the outcomes in A, we need to be able to apply an
initial wave function (or density matrix) to each of them. This means that Dom(A) must be bounded from below.
While this does not demand that Dom(A) must have a minimal element, because we can always add a time to an
outcome by assigning Q(λ) = I, being bounded from below does mean that we can always append a minimal element
to Dom(A).
Finally, to describe the range of sums required to evaluate
∑
Q∈AΠ
†
QΠQ, we will need a somewhat peculiar binary
relation on Q_transition_chains, Ξ(A;λ). It is defined as follows: If A is a set of outcomes, then Ξ(A;λ) is the
set of all pairs, (x, y) ∈ Ξ(A;λ), s.t. (1) for some Q ∈ A, both x and y are Q_transition_chains, (2) Dom(x) =
Dom(y) = Dom(A), and (3) For all λ′ ∈ Dom(A), if λ′ ≥ λ then x(λ′) = y(λ′).
Taking λM = Max(Dom(A)), λM−1 to be the predecessor of λM , λM−2 to be the predecessor of λM−1, and λ0 to
be the minimal element,
∑
Q∈AΠ
†
QΠQ can now be expanded as:
ˆ
Ξ(A;λM )
ds0ds
′
0...dsM |s0, λ0
〉
...
〈
sM−1, λM−1|sM , λM
〉〈
sM , λM |s′M−1, λM−1
〉
...
〈
s′0, λ0|
To understand the conditions under which this integral equals I, we start by integrating over sM . We must
perform this integral for each value of s0, ..., sM−2, sM−1 and s
′
0, ..., s
′
M−2, s
′
M−1. We therefore take pairs of
Q_transition_chains (Q ∈ A), x and x′, with domains of Dom(A) \ {λM}, and integrate over the sM that
satisfy(x
⋃{(sM , λM )}, x′⋃{(sM , λM )}) ∈ Ξ(A;λM ). For ∑Q∈AΠ†QΠQ = I each of these integrals over sM must
either equal I or 0. This means that for each such x and x′, either all pairs of transition-chains of the form
x
⋃{(sM , λM )} and x′⋃{(sM , λM )} are elements of the same outcome, or all such pairs are elements of distinct
outcomes. Note that when x = x′, the integral is I.
If this rule is obeyed, then after we integrate over sM we get:
ˆ
Ξ(A;λM−1)
ds0ds
′
0...dsM−1|s0, λ0
〉
...
〈
sM−2, λM−2|sM−1, λM−1
〉〈
sM−1, λM−1|s′M−2, λM−2
〉
...
〈
s′0, λ0|
Which is of the same form as the prior equation, and so the same condition applies for sM−1. With this, the general
condition that the set of outcomes must obey in order to be a partition of unity comes into view. For convenience in
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expressing the condition, let’s introduce the shorthand lλ ≡ {λ′ ∈ Dom(A) : λ′ < λ} for the lower set corresponding
to all values of Dom(A) less than λ, and uλ ≡ {λ′ ∈ Dom(A) : λ′ ≥ λ} for the upper set of all values of Dom(A)
greater than or equal to λ. The general condition is then: For every λ ∈ Dom(A), every pair of transition-chains on
lλ, x and x
′, if there is a transition-chain, y, on uλ s.t. {x
⋃
y, x′
⋃
y} ∈ Ξ(A;λ), then for all transition-chains on
uλ, y
′, s.t. x
⋃
y′ and x′
⋃
y′ are transition-chains, {x⋃ y′, x′⋃ y′} ∈ Ξ(λ). As has been argued, if A does not obey
this condition, then
∑
Q∈AΠ
†
QΠQ 6= I. It is also relatively easy to see that if A does obey it, then
∑
Q∈AΠ
†
QΠQ = I.
Perhaps the easiest way to see this is, if λ0 has a successor, λ1, and we continue these integrals down to λ1, we getˆ
Ξ(A;λ1)
ds0ds
′
0ds1|s0, λ0
〉〈
s0, λ0|s1, λ1
〉〈
s1, λ1|s′0, λ0
〉〈
s′0, λ0|
. Because
∑
Q∈AΠQ = I, and because it is always the case that (x, x) ∈ Ξ(A;λ), this integral yields I.
Taking into account the definition of Ξ(A;λ), the condition under which a collection of outcomes qualifies as a partition
of unity can be more simply written as: For any initial segment of Dom(A), and for any pair of transition chains on
that initial segment, x and x′, either all pairs of transition chains on Dom(A) of the form x
⋃
y and x′
⋃
y are elements
of the same outcome, or all such pairs are elements of distinct outcomes. This will be referred to as the partition of
unity condition. We will now apply the language of dynamic sets & gps’s to understand why this condition would
hold.
C. Recasting in Terms of Paths
The partition of unity condition represents perhaps the most basic structure in quantum probabilities, it is the
sets of experimental outcomes guaranteed to have a total probability of 1. We will try to understand it by applying
the language of dynamic probability spaces, which will require recasting the condition into the language of paths.
To accomplish this, we make the same assertion that we made in Section II, that every transition-chain is a subset
of a maximal transition chain, meaning that for every transition-chain there is a path that passes through all its
points. This will result in a dynamic set for every partition of unity and choice of bases. These dynamic sets may
consist entirely of Q_path’s, though as discussed, the possibility that further paths exist is not ruled out. Whatever
their composition, given the dynamic sets, we would like to understand which partitions satisfy the partition of unity
condition. To find out, we start by defining the class of experimental outcomes that the quantum formalism is capable
of describing.
Definition 68. If S is a dynamic set, and L ⊂ ΛS , α ⊂ S is determined on L if α =
⋂
λ∈L S→(λ,α(λ))→. If L is finite,
this is equivalent to saying that α = S→(λ1,α(λ1))→(λ2,α(λ2))→...(λN ,α(λN ))→. A collection of subsets of S is determined
on L if every element is.
We use this to define the set of partitions on which quantum calculational techniques can be applied. These are
the partitions determined on some L ⊂ Λ that satisfies restrictions previously described for Dom(A).
Definition 69. For dynamic set, S, kS is the set of partitions of S satisfying: If γ ∈ kS then γ is determined on
some L ⊂ ΛS s.t. L is bounded from below, and every subset of L has a maximum element.
For γ ∈ kS , Λk(γ) is the set of all such L ⊂ ΛS. If L ∈ Λk(γ), and λ ∈ L \ {inf(L)}, we’ll designate the predecessor
of λ as λp.
We are now in a position to define the set partitions that qualify as partitions of unity.
Definition 70. For dynamic set, S, QS is comprised of the elements of kS , γ, s.t. for some L ∈ Λk(γ), λM ≡Max(L):
For all α ∈ γ, all p¯1, p¯2 ∈ α, if for some λ ∈ L \ {inf(L)}, p¯1[λ, λM ] = p¯2[λ, λM ] then for any p¯′1, p¯′2 ∈ S s.t.
p¯′1[−∞, λp] = p¯1[−∞, λp], p¯′2[−∞, λp] = p¯2[−∞, λp], and p¯′1[λ, λM ] = p¯′2[λ, λM ], there is a β ∈ γ s.t. , p¯′1, p¯′2 ∈ β.
QS is precisely the collection of partitions of unity derived above. It simply renders the condition in terms of paths
rather than transition chains.
As things stand, we’ve placed almost no restrictions on the dynamic sets. To be bring order to the collection of
dynamic sets, and to bring our analysis of quantum measurements more in line with that for recorders, we’ll assume
that the dynamic sets of interest are unbiased, meaning they satisfy:
1) There’s a λ s.t. for all λ′ < λ, S = S[−∞, λ′] ◦ S[λ′,∞]
2) For any allowed outcome on the set, α, all λ′, all p¯1, p¯2 ∈ Sα[−∞,λ′]→, if p¯1(λ′) = p¯2(λ′) then p¯1[−∞, λ′] ◦
p¯2[λ
′,∞] ∈ S.
Dynamic sets composed entirely of Q_path’s obey these conditions. Such dynamic sets may not, however, obey
the stronger condition of being closed under all concatenation. This is because the choice of bases may depend on
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the outcome of earlier measurements. For example, we allow experiments of the form: If the system is in region X at
time λ, measure linear momentum at time λ1, and if it’s not in region X at time λ, measure angular momentum at
time λ1.
In Section VIII C, the second condition was on |α[−∞, λ′]| rather than α[−∞, λ′]. However, if (X,T, P ) is a dps,
and γ ∈ XN (as opposed to X), we do not expect the condition to hold for |α[−∞, λ]|, but we do expect it to hold for
α[−∞, λ]. Since the partitions of unity are akin to elements of XN, we use the weaker form.
We add these conditions to the definition of QS to form qS :
Definition 71. For any dynamic set, S, s.t. for some λ, all λ′ < λ, S = S[−∞, λ′] ◦ S[λ′,∞], qS is comprised of the
elements of kS , γ, s.t.
1) For all α ∈ γ, all λ′, all p¯1, p¯2 ∈ Sα[−∞,λ′]→, if p¯1(λ′) = p¯2(λ′) then p¯1[−∞, λ′] ◦ p¯2[λ′,∞] ∈ S.
2) For some L ∈ Λk(γ), λM ≡ Max(L), for all α ∈ γ, all p¯1, p¯2 ∈ α, if for some λ ∈ L \ {inf(L)}, p¯1[λ, λM ] =
p¯2[λ, λM ] then for any p¯
′
1, p¯
′
2 ∈ S s.t. p¯′1[−∞, λp] = p¯1[−∞, λp], p¯′2[−∞, λp] = p¯2[−∞, λp], and p¯′1[λ, λM ] = p¯′2[λ, λM ],
there’s a β ∈ γ s.t. , p¯′1, p¯′2 ∈ β.
Λq(γ) is the subset of Λk(γ) for which this holds.
qS is the quantum analogue of XN. We will now attempt to understand what sort of partitions qS is comprised of.
D. Understanding qS
We start by showing that all elements of qS are nearly ideal.
Theorem 72. For dynamic set S, if γ ∈ qS then γ is a nearly ideal partition
Proof. We need to show that 1-4 in the definition of nearly ideal partitions holds.
Conditions (3) and (4) are immediate from the definitions of qS and kS , respectively.
That (2) holds can be seen as follows: For any α ∈ γ, if p¯, p¯′ ∈ α and p¯′(λ) = p¯(λ) then p¯1 ≡ p¯′[−∞, λ]◦ p¯[λ,∞] ∈ S.
Because α is determined on some L ∈ Λq(γ), and for all λ′ ∈ L, p¯1(λ′) ∈ α(λ′), p¯1 ∈ α.
That leaves (1) - For every α, β ∈ γ, every (λ, p) ∈ Uni[⋃γ] either α→(λ,p) = β→(λ,p) or α→(λ,p)⋂β→(λ,p) = ∅.
For α, β ∈ γ assume α→(λ,p)
⋂
β→(λ,p) 6= ∅, and α 6= β. λ cannot be an upper-bound on any Λq(γ). Take any
p¯[−∞, λ] ∈ α→(λ,p)
⋂
β→(λ,p), p¯
′[−∞, λ] ∈ α→(λ,p), p¯1[λ,∞] ∈ α(λ,p)→, p¯2[λ,∞] ∈ β(λ,p)→. The result is proved if
p¯′[−∞, λ] ∈ β→(λ,p).
Because condition (2) for nearly ideal partitions holds:
p¯1 ≡ p¯[−∞, λ] ◦ p¯1[λ,∞] ∈ α
p¯′1 ≡ p¯′[−∞, λ] ◦ p¯1[λ,∞] ∈ α
p¯2 ≡ p¯[−∞, λ] ◦ p¯2[λ,∞] ∈ β
Since p¯2[−∞, λ], p¯′[−∞, λ] ∈ α→(λ,p), p¯′2 ≡ p¯′[−∞, λ] ◦ p¯2[λ,∞] ∈ S. Applying condition (2) in the definition of qS
to any λ′ ∈ L ∈ Λq(γ) s.t. λ′ > λ, since p¯1 and p¯′1 are elements of the same outcome, p¯2 and p¯′2 must elements of the
same outcome. Therefore p¯′[−∞, λ] ∈ β→(λ,p).
Interestingly, Thm 66 only requires XN to be entirely composed of nearly ideal partitions when a dps is on a single
dynamic set. When there is more than one dynamic set, the other sets can add further information, relieving the
restriction that the partitions have to be nearly ideal. Traditional quantum theory allows for huge collections of
dynamic sets, yet these other sets apparently do not add any information. This is likely because the multiplicity of
dynamic sets is due to different measurable quantities corresponding to different types of states. In the language of
standard dps’s, the systems are typed. Under those circumstances, we would not expect the various dynamic sets to
shine new light on each other.
Even with that, we would still generally expect a collection of partitions of unity to be more inclusive. For example,
if probabilities are additive, all partitions are partitions of unity. Thm 72 shows that quantum probabilities are on
the extreme opposite end of the spectrum; they make no demands on partitions of unity beyond those required by
the dps.
It may be surprising to note that not all ideal partitions in kS are included in qS . The reason revolves around the
ability to learn something about a system’s past when making a measurement. The issue is easiest to see when system
time is discrete. Consider a situation in which, if state (e1, s1) at time λ = 1 (e1 being the environmental state, and s1
being the system state) transitions to system state s at λ = 2, then the environmental state will be e at λ = 2, and if
(e1, s2) at λ = 1 transitions to system state s at λ = 2, then the environmental state will be e
′ at λ = 2, where e 6= e′.
At λ = 1, the environment doesn’t know whether the system is in state s1 or s2, but at λ = 2 it learns which state the
system was in; the transmission of the system information to the environment was simply delayed by one tick of the
clock. Such a scenario is clearly possible, and is consistent with all assumptions for ideal recorders. A complication
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arises, however, if we add one more detail. Let’s further assume that there is a system state, s′, s.t. if the transition
is from either (e1, s1) or (e1, s2) at λ = 1 to s
′ at λ = 2, then the environmental state is e′′ at λ = 2. Thus, if the
system transitions to s at λ = 2, the environment will discover the system state at λ = 1, but if it transitions to s′,
it will not. This scenario still does not appear to be inherently problematic, and is allowed by ideal recorders, but it
violates the condition for a quantum partition of unity, and so is not allowed for any element in qS .
The scenario can be understood in terms of moment measurements by saying that, at (2, s′), only the state is
measured, whereas at (2, s), the backward moment is measured. When phrased like this, it is clear that the same
situation can occur when time is continuous, so long as the system dynamics are such that the backward moment at
(2, s) reveals information about the state at λ = 1. This would happen if the path segments going from (1, s1) to
(2, s) do not cross those going from (1, s2) to (2, s) prior to λ = 2. Thus, when time is continuous, such a partition
can be ideal if the system dynamics between λ = 1 and λ = 2 are just right.
Because the quantum formalism can only describe state measurements made at discrete times, and cannot describe
more general moment measurements, the exclusion of these ideal partitions from qS is natural. The question is whether
any further ideal partitions are also excluded. To find out, we define the set of ideal partitions that can be understood
entirely in terms of measurements of the system state at discrete times, rather than requiring more general backward
or forward moment measurement. We start by noting that if α is any outcome of any ideal partition, nothing about
α’s paths is learned between times λ1 and λ2 if and only if α = |α[−∞, λ1]|→α[λ2,∞]. This gives us:
Definition 73. If γ is an ideal partition, S ≡ ⋃ γ, and L ⊂ ΛS s.t every non-minimal element of L has an an
immediate predecessor, then γ is comprised of state measurements at L if for all α ∈ γ, λ ∈ L \ {inf(L)}, α =
|α[−∞, λp]|→α[λ,∞].
Limitation to state measurements eliminates precisely the scenario described above. Note that, in the above scenario,
if backward moments at (2, s) and (2, s′) both reveal whether the system was in (1, s1) or (1, s2), then the experiment
can be represented by state measurements at L. We can now prove the desired theorem:
Theorem 74. If γ ∈ kS is ideal, and for some L ∈ Λk(γ), γ is comprised of state measurements at L, then γ ∈ qS
Proof. Assume γ ∈ kS is ideal. Take any L ∈ Λk(γ) s.t. γ is comprised of state measurements at L, and any λ ∈ L
s.t. λ is not the minimal element of L. Assume that for α ∈ γ, p¯1, p¯2 ∈ α, p¯1(λ) = p¯2(λ). Take p¯′1, p¯′2 ∈ S such that
p¯′1[−∞, λp] = p¯1[−∞, λp], p¯′2[−∞, λp] = p¯2[−∞, λp], and p¯′1[λ,∞] = p¯′2[λ,∞]. If p¯′1 ∈ β ∈ γ, the theorem is proved if
p¯′2 ∈ β.
As |α[−∞, λp]| = |β[−∞, λp]|, p¯′2[−∞, λp] ∈ |α[−∞, λp]|. Since p¯′2[λ,∞] ∈ β[λ,∞], it follows that p¯′2 ∈ β.
Thus, qS contains all ideal partitions that the quantum formalism is capable of describing. Taken together, Thms
72 and 74 show that, although quantum probability may appear peculiar, its core structure can be understood entirely
in terms of elementary dps concepts.
Part VI
Quantum Dynamic Spaces
The framework developed in Parts 2-4 will now be used to give a conceptually simple account of quantum phenomenon.
The initial presentation will be non-relativistic, with a relativistic version following.
XVII. POSITIONAL SYSTEMS
In this section, we will attempt to demonstrate that quantum systems may be wholly intelligible by describing a
large class of systems that display a wide range of quantum behavior. The description will be qualitative rather than
quantitative. This ought to be sufficient, as the conceptual difficulties that quantum systems present are due to their
qualitative properties, rather than the quantitative details of the behavior.
The class of systems will be described by enumerating a handful of elementary properties that all members of the
class will be assumed to possess. Systems that possess these properties will be referred to as “positional systems”.
All of the properties will be in accord with both currently available experimental evidence, and direct observation,
though some may run afoul of traditional quantum interpretations. While this leaves open the possibility that the
physical universe may itself be representable as a positional system, no such claim will be made. It is only claimed
that positional systems are conceptually simple, and can behave like quantum systems
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The first property of positional systems conforms to both classical and quantum theory: positional systems are
composed of particles, and the fields with which they interact. In positional systems, particles follow continuous,
piecewise differentiable paths through space, and a particle’s linear momentum is equal to its mass times its path’s
tangent vector. For quantum particles, these properties are consistent with results from tracking detectors, where
particles are observed following paths, and their momentum can be determined in the same manner as it is for classical
particles. A later property will imply that particle paths cannot be measured to arbitrarily high precision; within the
context of this article, this will be of only peripheral importance.
Turning from paths to states, particle states include position, but not velocity; velocity is derived from the particle
path. Particle states also contain identifying characteristics of the particle, such as its mass and charge. They may
also contain internal variables, such as spin. The particle portion of a system state is the set of its individual particle
states, one element of the set for each particle in the system. It is because multiparticle states are comprised of sets of
particle states, rather than tuples, that particle’s identifying characteristics are included with their state. The particle
portion of a system path is then a succession of these sets. Having assumed that the particle positions do not undergo
jumps, the system path can be used to construct individual particle paths.
Positional system states will also include the state of the interactive fields. However, because the dynamics in this
section are non-relativistic, interactive field states will not be explicitly described. This is because, in non-relativistic
systems, fundamental interactions are action at a distance. For example, non-relativistically, photons would be created
and absorbed at the same moment in time. Field states will be taken up in the following section, where the dynamics
will be relativistic. Even if they are not explicitly described in this section, it will be helpful keep in mind that fields
do not only help drive dynamics, they also carry information, and so effect which paths can be concatenated. For
example, the field state may imply information about particle velocity, information that the particle states themselves
lacks.
The final two properties will further describe system dynamics. For a closed system (a system that never interacts
with anything outside the system), define the system’s “r-set” to be the subset of system paths consisting of all paths
that satisfy the condition: if any subsystem does not interact with its environment over some interval of time, the
subsystem’s total momentum is conserved throughout that interval. This implies that, in the r-set, free particles have
constant velocity, and the momentum of the system as a whole is conserved. For positional systems, a closed system’s
full set of possible paths is equal to the closure of its r-set under concatenation. (To be explicit: if R0 is a closed
system’s r-set, define Rn+1 to be the smallest set of paths s.t. for any p1, p2 ∈ Rn, and any time t s.t. p1(t) = p2(t),
p¯1[−∞, t] ◦ p¯2[t,∞] ∈ Rn+1. The system’s set of possible paths is
⋃
n∈NRn.) Because all knowledge in encoded in the
system state, it follows that direct observation cannot disclose whether or not the closed system is following a path
in its r-set.
There is a useful, alternate way to view this closure operation. As a closed system moves along an r-set path it
can, at any random time, select a new r-set path from among the paths that share its current state. If a new path is
chosen, the change will be difficult to detect, because all aspects of the newly chosen path will be consistent with all
that is known about the prior path.
The choice of particle state significantly impacts concatenation. Consider the paths of a classical system. If classical
particle states contain both position and velocity, then for a closed system, each path can only be concatenated with
itself. However, if velocity is removed from the state, then a system path can be concatenated with many different
paths, and so after closure under concatenation, the classical system’s dynamics will become non-deterministic.
Finally, we assert a broad property about the nature of particle interaction. In the textbook description of quantum
electromagnetism, particles interact by exchanging photons over light-like separations. To make that description non-
relativistic, we flatten the light-cone into a time slice. Particles now interact instantaneously at a distance through
discrete, non-deterministic kicks. These kicks are mediated by the interactive fields. Note that in the r-set, kicks
conserve momentum. For general system paths, particles move at constant velocity except at the discrete times in
which they either interact, or there is a concatenation (or both).
It will now be shown that these few simple assumptions are sufficient to motivate many of the signature behaviors
of quantum systems.
We start by considering two properties of quantum systems that may appear to be mutually exclusive: quantum
systems are both non-deterministic and momentum conserving. They are non-deterministic in that, given any amount
of information about a system at any given time, at any later time there will be measurements whose results cannot
be predicted. Quantum systems are momentum conserving in that, if a system’s momentum is known to be in some
range at some time, and the system does not interact with its environment, then the result of any later momentum
measurement will be consistent with the known range.
Positional systems also possess these two properties. To see this, start by noting that for the statement “it is known
that a subsystem’s momentum was measured to be in range R” to be true, it must be the case that in all paths that
pass through the current state of the subsystem and its environment, the subsystem’s momentum was measured and
found to be in range R. Similarly, it can only be known that the subsystem has not in
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since such a measurement took place if, in all paths that pass through the current state of the subsystem and its
environment, the subsystem has not interacted with its environment since the measurement took place. We finally
note that, because a closed system is a dynamic space, for these things to be known in state p, they must be known
in every state that the closed system can pass through when evolving from the measurement to p.
Let’s assume that is known that such a measurement took place, and that the measured subsystem has not interacted
with its environment since the measurement took place. In any r-set path, the subsystem’s total momentum will be
conserved, and so will continue to be in R. If the system has not followed an r-set path, then there have been
concatenations, which are equivalent to choosing a succession of new r-set paths, each sharing the state of the existing
path at the time that the new path is chosen. Since in any such path, the subsystem was measured to have a momentum
in R, and the subsystem’s momentum has been conserved since the measurement took place, upon concatenation the
subsystem’s momentum must continue to be in R. Thus, the system’s momentum may change non-deterministically,
but will always be in R, so long as the system does not interact with its environment, and the measurement outcome is
remembered. It follows that, even though the system dynamics may be non-deterministic, no violation of conservation
of momentum can ever be detected.
Another well-known feature of quantum systems is non-additive probabilities: if A and B are two possible results
of some experiment, and A
⋃
B is a possible result of a different experiment, it is often the case that P (A
⋃
B) 6=
P (A) + P (B). Further, this inequality will hold in spite of the fact that a result’s experimental probability is
independent of the experiment being performed, meaning that if two different experiments both have A as a possible
result, A occurs with the same frequency in both experiments.
Experimental probabilities for positional system are also generally non-additive. To see this, it will be helpful to
employ the language of compound measurements (subsection XIVC). Consider a compound measurement with results〈
Az
〉
Z
and
〈
Bz
〉
Z
, s.t., for each z ∈ Z, Az and Bz are either equal or disjoint. Let’s assume that there is also a second
compound measurement containing a result of
〈
Az
⋃
Bz
〉
Z
. We’ll denote the outcomes for these results by OA, OB,
and OA⋃B. We are interested in the relationship between OA & OB, and OA⋃B.
If recalling compound measurements is burdensome, you can instead consider the concrete case of an experiment
that measures position at times λ1, λ2, and λ3, with outcomes A and B corresponding to the same measurement
results at times λ1 and λ3, but different results at λ2. A second experiment also measures positions at times λ1, λ2,
and λ3, and contains an result, “A
⋃
B”, that agrees with A and B at λ1 and λ3, but at λ2 corresponds to Aλ2
⋃
Bλ2 .
Interaction with the environment experienced by the system may be slightly different in the two experiments. If we
ignore those differences, in the r-set we will have OrA⋃B = OrA
⋃OrB . This equality will generally cease upon closure
under concatenation. To see this, take any s¯1[0, λf ] ∈ OrA, s¯2[0, λf ] ∈ OrB s.t. s¯1(λ) = s¯2(λ) at some time, λ, after
results A and B have been differentiated. (In the concrete example, λ is between λ2 and λ3.) Because the outcomes
have been differentiated by λ in the first experiment, the experimental equipment must be in different states at λ
for results A and outcome B. The paths for the overall system therefore cannot be concatenated at λ, meaning that
s¯1[0, λ] ◦ s¯2[λ, λf ] may not be a possible system path. On the other hand, for the experiment in which only A
⋃
B
is measured, the same set of environmental states can be paired with both paths at λ, so s¯1[0, λ] ◦ s¯2[λ, λf ] must
be an possible system path, and is an element of OA⋃B. It follows that OA⋃B will generally be a strict superset
of OA
⋃OB. Under such conditions, not even traditional probability theory would not require P (OA⋃B) to equal
P (OA) + P (OB).
It should be noted that, though it’s not required, additivity under these circumstances is still possible. In particular,
experimental probabilities will not be effected by closure if, whenever a new r-set path is chosen, the probability
distribution of the path’s outgoing velocity is equal to the probability distribution of the incoming velocity, and if
there’s an initial time at which the incoming velocity distributions are unaffected by closure under concatenation. In
all other cases, however, some form of non-additivity in experimental probabilities can be expected.
Double-slit experiments readily reveal the effect of closure under concatenation. Imagine a particle source at point
~x0, a barrier with 2 slits cut into it (so that particles can only pass through the slits), and a screen beyond the barrier
that registers the position at which it is struck by particles generated at the source. By the final property of positional
systems, a particle passing through a slit in the barrier can receive a kick from a particle in the barrier, causing it to
be deflected. We will assume that the likelihood or extent of this deflection is not affected by the existence of a second
slit, in which case such deflections will not cause the non-additive effects seen in double-slit experiments. To see how
closure under concatenation can cause these effects, assume that in the r-set there is a particle path that travels from
~x0 at time λ0 through the first slit (where it may be deflected), through some intermediate point, ~x at time λ, striking
the screen at ~x1 at λ1. Another path goes from ~x0 at λ
′
0 through the second slit (where it may be deflected) through
~x at λ, striking the screen at ~x2 6= ~x1 at time λ′1. Upon closure these two paths can be concatenated at λ, resulting
in a path that goes from ~x0, through the second slit, to ~x and on to ~x1. That path mixes paths coming out of both
slits, and won’t exist if the second slit is sealed. This is, once again, a situation for which even traditional probability
theory would not require that the spacial distribution of particle hits on the screen when both slits are open will equal
a weighted the sum of the distributions when only the first slit is open, and the when only the second slit is open.
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Now, in the classic turn, let’s say that both slits remain open, but we detect which slit the particle passes through.
Naturally, this detection will add further path deflection, but let’s ignore that for the moment. What’s more important
is that the detection will put the environment in a different state depending on which slit the particle passes through.
This means that paths coming from the two different slits cannot be concatenated, and the non-additivity will cease.
Returning briefly to the earlier (non-measurement) scenario, let’s consider both the particle and its environment,
rather than just the particle. Assume the dynamics dictate that if the particle is at point and time (~x, λ) after passing
through the first slit, the environment must be in some state in set Y , and if the particle is at (~x, λ) after passing
through the second slit, the environment must be in some state in set Z. If Y and Z do not have any states in
common, then paths that pass through different slits can not be concatenated at (~x, λ). (In the above discussion, it
was implicitly assumed that this was not the case.) If this holds for all points and times, then paths passing through
different slits can never be concatenated. This is the positional analogue of decoherence, and is what happens when
we measure which slit the particle passes through.
Concatenation may also affect probabilities based on particle identity. Consider a system consisting of two particles,
and a pair of paths for that system, p¯1 and p¯2, with p¯1(λ) = {(~x1, i1), (~x2, i2)} and p¯2(λ) = {(~x1, i2), (~x2, i1)}, where i1
and i2 are the particle’s identifying characteristics. These paths can be concatenated at λ if and only if i1 = i2. This
means that paths often exist for identical particles that do not exist for distinguishable particles. We can therefore
expect particle identity to affect experimental probabilities.
Another multiparticle effect can be seen if we consider the case in which the total momentum of a collection of
particles is known, but the individual particle momenta are not. Let’s say, for example, a pair of free particles is
known to have a total momentum of zero, meaning that the pair’s environment is in a state that can only occur when
the air’s total momentum is zero. Under concatenation, the total momentum must then remain zero. This means
that if, upon concatenation, one particle’s momentum changes from ~p1 to ~p2, the other particle’s momentum must
switch from −~p1 to −~p2. Thus, these two free, non-interacting particles are entangled. If one particle’s momentum is
later measured to be ~p2, the other particle will have a momentum of −~p2, and will continue to have a momentum of
−~p2 following any further concatenation.
Other important, though less remarkable, aspects of quantum probability are also consistent with positional dy-
namics. Two worth mentioning are that the probability for given result is independent of the compound measurement
as a whole, and that later measurements do not effect the probabilities of earlier results. The availability of the
second property can hardly be a surprise, as it only requires that the likelihood of the closed system choosing to take
a particular path now is not effected by the choices of path that will be made in the future, and that the system-
environment interactions required for future measurements don’t effect the system prior to the measurement. The
first property is equally unsurprising, but requires a little more motivation. First, assume a result’s probability is
determined by its set of system paths (that is, assume all ideal partitions belong to the same dps). Next, note that
for positional systems, the system-environment interactions due to measurement are likely dominated by interactions
that are required to determine the outcome that occurred, while interactions required to determine outcomes do not
occur likely have much less impact. This means that, in the r-set, a system’s paths for a given result will be very
nearly the same for any experiment that the result may belong to. If two sets of system paths are nearly identical the
r-set, then they will be nearly identical after closure. If these differences are too small to affect the probability, then
a measurement result has the same probability regardless of context.
As indicated in Sec XIV, if these two aspects of quantum probability hold, then probabilities will be additive for
the last moment measurement of any sequence of measurements. This is a property of quantum probabilities, and
under the circumstances just described, it will also be a property of positional systems’ experimental probabilities.
The quantum behavior discussed thus far display the elusiveness of many quantum effects, in that individual
observations do not to reveal anything unusual; the peculiarities only show up statistically. For positional systems,
this elusiveness derives from the fact that, upon concatenation, any new path will have all the known properties of the
old path. However, not all quantum effects possess this elusiveness. Two counter examples are quantum tunneling,
and the discrete detection of low intensity light. These effects are not probabilistic; they can be observed in individual
events. They also both involve interactions, to which we now briefly turn our attention.
In a non-relativistic positional system, particles interact via discrete, non-deterministic, action-at-a distance kicks
that are momentum conserving in the r-set. These interactive “kicks” may alter particle paths in ways that remain
evident even over long time scales. Such behavior is also characteristic of quantum systems, and is most conspicuous
when forces are sharp-edged. For example, when a quantum particle encounters a thin barrier, there is generally
no way to know in advance whether the particle will recoil from the barrier, or pass through. The incident particle
can, for example, tunnel through a thin barrier simply because no particle happens to interact with it. Similarly, the
particle may recoil from a barrier we would (classically) expect it to pass through, if it receives an anomalously strong
kick. In a similar way, if the barrier has a hole in it, a particle can pass through the hole and still be deflected, because
the barrier’s particle constituents can non-deterministically kick a particle passing through the hole, and a single such
kick can permanently alter the particle’s path. Such interaction need not be wholly local, or particle-particle. Indeed,
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it appears likely that, to fully reproduce quantum effects, interactions may be dependent on the state of the system
as a whole. That is, they may have characteristics similar to concatenation. This will be explored further in the next
section.
Within traditional quantum mechanics, phenomenon such as tunneling and deflection when passing through a small
hole are often understood in terms of “wave-like” properties of particles. This description, however, lacks something.
Let’s take the case of the barrier with a small hole punched in it. Assume a quantum particle incident on the
barrier/hole has a well defined momentum; upon passing through the hole, quantum mechanics predicts that the
particle will have a wide spectrum of possible momenta. If this momentum spectrum were due to diffraction, then
the barrier would not have to have offsetting changes to its momentum. A wave barrier would absorb the momentum
from the portion of the wave that it blocks, but it would not have to offset the momentum from the wave as it
spreads out beyond the hole. This, however, is not what we expect for quantum systems. For quantum systems, we
expect the barrier’s momentum probability distribution to change so as to precisely offset the changes to the particle’s
momentum distribution, even when the particle passes through the hole. That is the only way in which momentum
can be conserved. If the particle momentum is then measured, and its momentum is seen to have changed by △~p, the
barrier’s momentum will be seen to have changed by −△~p. Thus, in keeping with the positional system description,
the change in momentum experienced by a quantum particle as it passes through the hole is due to momentum
exchange between the particle and the barrier.
Interactive kicks will also affect the precision with which measurements can be made. Measurement requires
interaction between the experimental equipment and the particles being measured, and such interaction will cause
the particles’ paths to be deflected. They therefore make it impossible to determine a system path to arbitrarily high
precision.
Thus many of the signature behaviors of quantum systems can be motivated from a few simple assumptions. Next,
we consider the effect of relativity on the model.
XVIII. RELATIVISTIC AMENDMENTS
Here we amend positional systems to make them relativistically sound. We begin with a general description of
relativistic dynamic sets.
A. Relativistic dynamic sets
One of the ways in which relativistic dynamic systems differ from non-relativistic systems is in their variety of
possible parametrizations. This is because relativistic system states can be described along any space-like surface.
For example, given a system of particles, and any space-like surface, the positions of the particles along the surface,
together with the particle’s identifying characteristics, can correspond to the system state on that surface.
Let’s call a set of space-like surfaces “complete” if every point in 4-space is on at least one of the surfaces, and
“non-intersecting” if there aren’t any points on more than one surface. To parametrize a relativistic system, start by
choosing any complete set of non-intersecting space-like surfaces, and then select any time-like path and any clock
moving along that path. Parametrize the surfaces by assigning to each the time on the clock when the clock crosses
the surface. We refer to the choice of complete, non-intersecting, space-like surfaces, together with the choice of
time-reference path & clock, as the parametrization.
Each possible succession of states in a parametrization is a system path, and the set of all such paths is the
parametrization’s dynamic set. Given a path for any parametrization, it ought to be possible to transform it into a
path for any other parametrization.
B. Relativistic dynamic spaces
For a dynamic space to be relativistically invariant, it cannot distinguish a particular parametrization on which
it is closed under concatenation. Instead, a relativistic dynamic space must be closed under concatenation along all
surfaces in a set of space-like surfaces that is itself closed under translation and rotation (including boosts). Therefore,
if we wish to close a dynamic set into a relativistic dynamic space, we must cut and paste along all elements of some
such set of space-like surfaces.
The additional concatenations cause a mild complication to an important feature of positional systems. Let’s
assume that in some positional system it’s known that 2 free particles have a total 4-momentum of p. Along some
surface, we cut & paste a new path on which the particles have a different pair of 4-momenta that sum to p. But
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now, along any intersecting surface that crosses one particle path prior to the cut, and the other after, the total
4-momentum will not be p. Thus, momentum will not equal known values at all times in all parametrizations.
A more detailed look shows that such deviations from known values cannot be detected. We make the relativistic
assumptions that measurements are performed locally, and knowledge of their outcomes can propagate no faster than
the speed of light. For simplicity, we ignore the constraints of the uncertainty principle, and allow velocities to be
measured with perfect precision at a point. Let’s say that the 2 particles resulted from the decay of a particle whose
4-momentum is known at 4-space point x0. Call the surface on which we cut at paste C, and the surface on which we
measure the particle momentum M ; both C and M are after x0. On M , call the particles’ 4-space locations x1 and
x2, x1 being before C, and x2 after. If particle momentum is measured at x1, then both the total momentum and the
momentum of one of the particles are known along regions of C. This means that for any concatenation along C, the
particles’ momenta can’t change, so there is no problem.
Now assume that there is no measurement at x1, but there is one at x2. If, prior to the concatenation at C, the
particles had momentum p1 and p2, and after they had momentum p
′
1 and p
′
2, then at x2 the particle momentum is
measured to be p′2, while at x1 the particle has momentum p1. However, since momentum was not measured at x1,
the fact that the total momentum along M is not p is unknown. If the particle at x1 has its momentum measured
after C, it will be p′1, and momentum will be seen to have been conserved. Thus, although total momentum might
not equal known values along some surfaces, this discrepancy is undetectable. That is a bit of a step back from the
non-relativistic case, where conserved quantities will never deviate from their known spectrum of possible values. In
the relativistic case, this is weakened to: conserved will never be measured as deviating from their known spectrum
of possible values. This may be disconcerting, but it quite obviously does not disagree with experiment.
Lastly, a note on locality may be in order. We are accustomed to thinking of non-relativistic systems as being non-
local, due to their action at a distance forces. Relativistic systems, on the other hand, are assumed to be thoroughly
local. Relativistic positional systems, however, experience non-local changes to their dynamics. This mirrors quantum
systems, which display non-local behavior, but do not violate relativity.
To resolve the apparent conflict, we only need to take into account the role of determinism. While relativistic
systems that are deterministic always satisfy locality, non-deterministic relativistic systems may not. The difference
can be seen by considering closure under concatenation. A deterministic path can only be concatenated with itself,
which means that a deterministic system will be unaffected by closure under concatenation. For non-deterministic
systems, on the other hand, closure under concatenation can cause coordinated shifts across an entire closed system,
while keeping relativistic invariance intact.
C. Fields
Relativistic positional systems retain nearly all the properties that were enumerated for non-relativistic positional
systems. Their particles follow continuous paths through 4-space, these paths always have well defined forward and
back velocities, particle momentum equals the particle’s 4-velocity times its mass, and a closed system’s dynamic
space is formed by (relativistically) closing its r-set under concatenation. The relativistic r-set is, however, a little
more restrictive than it is in the non-relativistic case. For all r-set paths, momentum continues to be conserved in
all parametrizations, and at all times, however it is now 4-momentum that is conserved, rather than simply spacial
momentum. In addition, in a relativistic r-set, particles interact via discrete kicks along the light-like separations,
rather than the instantaneous kicks of non-relativistic systems. These kicks transfer 4-momentum; when particle P
receives a kick, it receives 4-momentum. In response, the particle’s 4-momentum changes (in some way that keeps
its mass constant), and it may kick another particle along its forward light-cone. The sum of the particle’s change in
4-momentum and the 4-momentum of the kick it gives must equal the 4-momentum of the kick it received.
Momentum conservation, together with the fact that particle interaction is not action at a distance, mean that
some element of the system path must carry the kick momentum between the time the kick is given and the time
it is received. The missing element will be termed “signals”, one signal for every kick. “Signal” will be used in place
of “photon” because the description will not involve any specifics of electromagnetism, and out of a desire to avoid
preconceptions. For momentum to be conserved at all times, the “kick” momentum must be a feature of the signal
path’s moments. This means signal momentum is either an element of the signal state, or can be derived from the
instantaneous change to its state. For concreteness, momentum will be part of the signal state. This is not done out
of necessity, but due to a lack of readily accessible alternatives.
The above r-set description of particle interactions can now be reframed using signals. A particle emits a signal
containing 4-momentum. Along the forward light cone of this event, another particle absorbs the signal, absorbing
its momentum by altering its own path, and/or emitting a new signal.
(Two minor points with regard to this description may be in order. First, based on experiment, there are generally
further channels for particle/signal interaction. Signals may be created when a particle, anti-particle pair is annihi-
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lated, and destroyed in the creation of a particle, anti-particle pair. These processes will not be considered, because
we will not be interested in the details of any particular type of field; it will simply be assumed that such events can
be incorporated into our field description. Second, for momentum to be conserved at all times, the signal momentum
at either the emission point or the absorption point must be ignored. If particle momentum is taken to be its back
momentum, the emission point is not counted; otherwise, the absorption point is not counted.)
In order to be able to transform between parametrizations, another necessary aspect of the signal moment are the
points of emission and absorption. To know the time at which to add a signal in any parametrization, the point of
emission is required, and similarly for knowing when to remove it. This information will have to be part of the signal
path’s moments. Once again, we choose to add it to the state, for lack of an obvious alternative. The point of origin
will be part of the signal state at the time of its emission (but not afterward), and the point of absorption will be part
of the signal state at the time of its absorption (but not before). The point of origin is not in the signal state following
emission in order to allow for interference; its removal allows signals from different origins to mix upon concatenation.
The mixing of elements from two different 4-space origins is always required for interference.
Other elements may be added to the signal state; for example, to help enforce the character of the interaction.
Identifying characteristics can also be added, if more than one type of interactive field is being considered. However,
for our purposes, signal states consisting of 4-momentum, together with the momentary inclusion of emission &
absorption points, will be sufficient. Signal paths are then constant except at emission, where they begin and are
momentarily stamped with their point of origin, and absorption, where they are stamped with the point of absorption,
and cease.
Much like concatenation, rules governing which signals can be emitted, and which can absorbed, may depend on
the state as a whole. This appears to be a feature of quantum systems. For example, a particle’s radiative spectrum
is discrete if it is bound, and being bound is a function of the state of the system as a whole. Similarly, in quantum
field theory, individual photon states do not contain enough information to be able to generate the characteristics of
electromagnetic interactions. Even something as simple as opposite charges attract and like charges repel cannot be
enforced by individual photon states. Instead, the required information is in the state as a whole.
This similarity between concatenation & signal emission/absorption is convenient, because the two operations can
be combined. Indeed, for any dynamic space, concatenation and discontinuous transitions (such as signal emis-
sion/absorption) can always be combined into a single operation. To see this, we start by defining moments that are
slightly coarser grained than path moments.
Definition 75. [p¯, λ) = {p¯′ ∈ S : for some λ′ < λ, all λ′′ ∈ [λ′, λ), p¯′(λ′′) = p¯(λ′′)}
(p¯, λ] = {p¯′ ∈ S : for some λ′ > λ, all λ′′ ∈ (λ, λ′], p¯′(λ′′) = p¯(λ′′)}
It follows that if p¯′ ∈ [p¯, λ) then [p¯′, λ) = [p¯, λ), and similarly for (p¯, λ]. If paths are continuous at λ, then
[p¯, λ)(λ) and (p¯, λ](λ) will only have one element, and if these sets only have one element, then [p¯, λ) = [p¯, λ, b] and
(p¯, λ] = [p¯, λ, f ]. If these equalities don’t hold, then paths have non-deterministic, discontinuous jumps. The value of
the above moments is in their ability to capture such jumps.
The following theorem establishes a useful property of jumps in dynamic spaces.
Theorem 76. For a dynamic space
1) If p¯1, p¯2 ∈ [p¯, λ) then there exists a p¯′ ∈ [p¯, λ) s.t. for all λ′ < λ, p¯′(λ′) = p¯1(λ′), and p¯′(λ) = p¯2(λ)
2) If p¯1, p¯2 ∈ (p¯, λ] then there exists a p¯′ ∈ (p¯, λ] s.t. for all λ′ > λ, p¯′(λ′) = p¯1(λ′), and p¯′′(λ) = p¯2(λ)
Proof. 1) There’s λ0 < λ s.t. for all λ
′ ∈ [λ0, λ), p¯1(λ′) = p¯2(λ′). p¯′ = p¯[−∞, λ0] ◦ p¯[λ0,∞] satisfies the stated
conditions.
The proof for 2 is similar.
Definition 77. For path p¯:
p¯[−∞, λ) is p¯ restricted to the domain [−∞, λ)
p¯(λ,∞] is p¯ restricted to the domain (λ,∞]
For paths p¯1, p¯2, define the concatenation of p¯1[−∞, λ) and p¯2(λ,∞] by:
p¯ ∈ p¯1[−∞, λ) ◦ p¯2(λ,∞] if for some p ∈ [p¯1, λ)(λ)
⋂
(p¯2, λ](λ), p¯(λ) = p, p¯[−∞, λ) = p¯1[−∞, λ), and p¯(λ,∞] =
p¯2(λ,∞]
We will call the new operation “open concatenation”, or “o-concat” for short. If p¯1(λ) = p¯2(λ), then p¯1[−∞, λ] ◦
p¯2[λ,∞] ∈ p¯1[−∞, λ) ◦ p¯2(λ,∞], so o-concat extends concatenation. It follows from Thm 76 that dynamic spaces are
closed under o-concat. This means that, like concatenation, it can be used to generate dynamic spaces.
To generate a dynamic space with the o-concat operation, it is necessary to specify “jump rules”, which allow us to
derive the states in [p¯, λ)(λ) and (p¯, λ](λ) for any p¯. Starting with a dynamic set and jump rules, a dynamic space
can then be uniquely generated by applying the o-concat operation.
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In positional models, the jump rules specify the conditions for signal absorption/emission. Starting with (r-set) free
particle & signal paths, the full dynamic space can be generated by recursively applying the o-concat operation along
a complete set of space-like surfaces, using the signal transition rules. Paths for closed positional systems are then
composed of cells in 4-space, with the cell boundaries being space-like surfaces (for simplicity, we may assume these
surfaces are flat). Within each cell, signal states and particle velocities are constant, while on the cell boundary, both
of these can change.
If the signal transition rules are properly defined, it ought to be possible to extract a relativistic r-set from the
generated dynamic space. To do so, first take the subset of all system paths on which momentum is conserved.
Next, for these paths, retain the point of emission in the signal state, so that the point of emission is part of the
signal state at all times. Then take just those paths s.t. all points of absorption can be assigned to signals with the
necessary momentum, and whose point of emission are light-like separated from the point of absorption. Erasing the
excess point of emission information yields the r-set. The dynamic space ought to be the closure of this r-set under
concatenation. Whether this is the case is entirely a matter of the set of transitions. It requires that the transitions
conserve momentum, and are consistent with the light cone restriction, which are the two relativistic assumptions we
had started with.
D. Points of Comparison
Up to this point, positional systems properties have been compared to observed characteristics of quantum systems.
We will now take a moment to briefly relate their properties to traditional quantum theory.
Our description of positional systems differs from traditional quantum theory by treating underlying particle &
field dynamics separately from system probabilities. In traditional quantum theory, amplitudes entwine both. This
renders it unclear whether amplitudes represent the underlying physical states, or are solely a means for calculating
probabilities. For quantum theory to be applicable to a positional system, the latter interpretation would have to
be taken. Under that interpretation, when we say that a system’s probabilities are described by wave-function ψ,
we understand that as a statement of what is known about the system (e.g., if ψ is an energy eigenstate, then the
system energy is known). A statement of knowledge about an external system is, in turn, an implicit statement about
the state of the system’s environment. Somewhat paradoxically, this means that for positional quantum systems,
specifying a system’s wave-function may say more about the state of the environment than it does about the state
of the system. As has been seen, the environmental state can constrain the dynamics of a positional system in much
the same way that the wave-function does. Probabilities for positional systems will be discussed in greater detail in
the next section.
Positional systems may be seen in the light of quantum theory by taking the perspective that they have a preferred
“physical” basis - the position basis for particles, and momentum basis for fields. In that basis, the states for positional
systems are nearly identical to those in quantum theory. Particle dynamics are constrained in positional systems,
and because of those constraints, particle momentum can be derived from the particle’s path. However, because the
traditional quantum formalism cannot be used to describe measurements of instantaneous changes in state, this need
not necessarily represent a break with traditional theory.
Positional systems are also in accord with traditional quantum theory in that many of their attributes require
the mixing of histories. In quantum theory, this mixing is accomplished through overlapping amplitudes, while in
positional systems, it is accomplished through concatenation.
Positional systems also mirror traditional quantum theory in their intrinsic uncertainty. For a single particle, there
is no way ascertain both particle position & velocity in a single interaction. Any such measurement must therefore
take place over time an extended period of time. Since the interactions affect the particle path, this means that
particle position & velocity can never be determined to complete accuracy. Further, as in quantum field theory, a
positional system’s field state cannot generally be precisely determined experimentally.
Finally, there is an important aspect of quantum theory that has not yet been discussed...
E. Angular Momentum
A great deal has been said about linear momentum, but angular momentum has yet to be mentioned. A few words
may be in order to explain this discrepancy.
Two assertions were made with regard to positional systems that together have strong bearing on momentum:
Particle paths can be measured, and the measured probability for particle path’s velocity corresponds to the probability
distribution for the particle’s quantum linear momentum. For angular momentum, we cannot make an assertion
analogous to that second statement. It cannot be asserted that the probabilities form~x×~v obtained frommeasurements
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of particle paths correspond to the probability distribution for quantum angular momentum. As a result, no strong
claims can be made about how quantum angular momentum may be related to positional system paths.
There is no question that the quantum system dynamics conserves “quantum angular momentum”, the only question
is how this quantity may be realized in positional systems. Because the underlying dynamics are not Lagrangian,
rotational invariance need not be associated with a conserved quantity. Probability dynamics may be Lagrangian,
and so may have an angular momentum-like conserved quantity. However, because quantum angular momentum is
conserved for every measurement, it is not simply a property of the probability distributions; it must be a property
of the system paths.
It is interesting to note that, if quantum angular momentum can be represented in positional systems, spin may
not need to be an element of the particle state. It is possible that position is sufficient, and that all particle quantum
angular momentum is of the same nature. The necessity of adding spin as a separate coordinate in traditional quantum
theory could be due to the fact that wave-functions contain a limited amount of information, and that information is
not sufficient to represent all quantum angular momentum values. For example, different spin values may be associated
with the same overall position & momentum distributions, but may differ in how the two quantities are correlated
(once again, relying on the ability to measure position and velocity simultaneously). It is therefore conceivable that
paths composed of position states could be sufficient to represent all values of quantum angular momentum, without
having to rely on new, internal particle coordinates.
Polarization, on the other hand, likely does need to be an element of the electromagnetic signal state. Note that
in the r-set, free particles’ classical angular momentum is conserved. As things stand, however, classical angular
momentum is not conserved under particle-signal interactions. If quantum angular momentum is a residue of classical
angular momentum, then key to understanding it would lie in the nature of the angular momentum component of the
signal state (or moment), and the manner in which it couples to particle paths.
XIX. PROBABILITIES AND PROBABILITY DYNAMICS
We start this section with a simple claim: All experimental outcomes on quantum systems can be described in terms
of the position, velocity, and identifying characteristics (such as mass and charge) of the system’s particles, together
with its field energy, momentum, and possibly polarization. The basis of this claim can be seen by considering the
handful of measurable quantities of greatest interest: energy, momentum, angular momentum, position, and velocity.
Clearly position and velocity can be described in these terms, and the fact that a particle’s linear momentum can
be determined by measuring its mass and velocity has been a central assertion of this Part. For energy, the best
known means for measuring a quantum system’s internal energy is to let all system energy pass into its radiation field
(possibly by applying perturbative fields), and measuring the total radiated energy. The initial system energy is equal
to the radiation energy, up to a meaningless constant. Similarly, the best known method for measuring quantum
angular momentum is to pass the system through a Stern-Gerlach apparatus, and measure the system’s final position.
In all cases, it is the above system quantities that distinguish the various outcomes from each other.
This claim is somewhat different from saying that all measurable quantities can be described in terms of particle
position/velocity/characteristics & field 4-momentum/polarization. Quantum angular momentum, for example, may
or may not be definable in terms of particle position and velocity, but when measuring quantum angular momentum
using a Stern-Gerlach set-up, it is the final position that determines the outcome.
The ability to reduce experimental outcomes to just these quantities is exactly what we would expect for positional
systems. In Sec XB it was shown that all experimental outcomes can be described in terms of the moments of the
system being experimented on, and for positional systems, these moments are comprised of particle position and
velocity (together with identifying characteristics), and field energy and momentum (and possibly polarization). As
with quantum systems, it is not required that all physical quantities must be definable in terms of these quantities, it
is only specified that all experimental outcomes can be described in terms of them.
We can extend our claim about quantum systems by adding that their experimental probabilities can similarly
be described entirely in terms of probability distributions over particle position and velocity, together with field
momentum, energy, and polarization. For example, to calculate a system’s angular momentum distribution, we can
simulate the system passing through a Stern-Gerlach set-up, and integrate the final probability distribution over the
region of space consistent with the various values of angular momentum.
Before continuing, it may be helpful to note that, given any probability distribution for position and any probability
distribution for velocity, there always exist joint probability distributions over position and velocity that are consistent
with those individual distributions. For example, if a quantum particle has a position distribution of ρ(~x), and a
velocity distribution of ν(~v), there will always be joint probability distributions, η(~x,~v), such that ρ =
´
ηd3ve and
ν =
´
ηd3x. (A trivial example would be η(~x,~v) = ρ(~x)ν(~v).) However, if the problem is further constrained -
requiring more than that the joint distribution must agree with the individual distributions - then joint probability
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distributions may not exist. An example of this will be detailed shortly.
Returning to quantum measurements, the ability to describe experimental probabilities entirely in terms of condi-
tional probability distributions on particle position/velocity and field 4-momentum/polarization is a characteristic of
standard dps’s on positional systems. This is because, for a standard dps, all experimental probabilities can be cal-
culated from probability distributions on the system’s moments. And, as with quantum systems, standard dps’s only
require that probabilities can be calculated in this manner while the experiment is in progress. If an experiment is not
in progress, probability calculations for some physical quantities (e.g., quantum angular momentum) may necessitate
alternative methods.
We can connect these moment probability distributions to quantum wave functions by introducing q-distributions.
A time-dependent probability distribution over a system’s particle position/velocity/characteristics and (possibly)
field 4-momentum/polarization, η(~x,~v, ..., t), is a q-distribution if there exists a time-dependent density matrix, ρˆ(t)
s.t. (1) ρˆ(t) satisfies the system’s quantum equation of motion, and (2) at every time, ρˆ(t)’s (unconjoined) position,
velocity, and field probabilities equal those for η(t). As noted above, such joint probability distributions must exist
for all time dependent density matrices.
Q-distributions are a restricted set of probability distributions. Nevertheless, the success of the quantum formalism
shows that they can be used to describe systems under very general circumstances. It is important to note, however,
that while these distributions are common, they do not appear to be complete. Path measurements imply joint
position-velocity distributions that are not q-distributions, as a particle on which such a measurement is made would
be described by a distribution with limited non-zero ranges in both of position & velocity, and no q-distribution has
this property. Similarly, path measurements imply distributions with limited non-zero ranges for all components of
velocity, even in the presence of a magnetic field, but in the presence of a magnetic field no q-distribution has this
property either. (There may, however, be q-distributions that provide good approximations.)
Although q-distributions may not be universal, they are highly prevalent. There are a number of possibilities for
why this could be the case. For example, there may be limitations in the system dynamics that cause the available
distributions to be almost exclusively q-distributions; these include dynamics that limit what can be known about the
system. Alternately, q-distributions may be akin to Gaussian distributions: under general conditions, they provide
a reliable approximation to the actual distribution. Our working assumption will be a combination of these. It will
be assumed that, for quantum systems, q-distributions provide the complete set of steady state distributions, and for
non-steady state distributions, it will be assumed that q-distributions generally provide a reasonable approximation.
It was mentioned earlier that if the properties of q-distributions are over specified, some density matrices may not
have any q-distributions associated with them. In and of itself, this is hardly surprising; what is surprising is how
easy it is to over specify the problem in this manner. To see this, we start by defining various kinds of probability
currents:
Definition. If η(~x,~v, t) is a q-distribution for a single particle:
1) ~j ≡ ´ ~vηd3v
2) ~jq is the quantum probability current for the density matrix whose probabilities agree with η
3) ~jp is an expression on η that, based on η’s equation of motion, satisfies
∂
∂t
´
ηd3v ≡ ∂∂tρ = −∇ · ~jp (if such an
expression exists). For example, if η’s equation of motion is of the form ( ∂∂t + ~v · ∇)η = Z, and there exist a vector
field ~i s.t.
´
Zd3v = −∇ ·~i, then ~jp = ~j +~i.
It is shown in Appendix B that there is no set of q-distributions that satisfies all of the following conditions:
1. For all η, there exists a ~jp s.t.
∂
∂tρ = −∇ ·~jp
2. ~jp =
´
~vηd3v (that is, ~jp = ~j)
3. ~jp = ~jq
4. The q-distributions satisfy a linear differential equation that’s first-order in time
5. There is a q-distribution for every density matrix
The essence of this result can be seen by considering q-pseudo-distributions, which are distributions that obey the
same constraints as q-distributions except that, unlike q-distributions, they are allowed to take on negative values.
The best known example of q-pseudo-distributions are the Wigner pseudo-distributions. Wigner pseudo-distributions
satisfy 1-5, but many of them are not probability distributions. Appendix B shows this to be general; any set of
q-pseudo-distributions that satisfy 1-5 will not be entirely composed of probability distributions.
It is clear that condition 5 can hold for a set of q-distributions. Let’s choose these q-distributions so as to also reflect
the probabilities of any joint position-velocity measurements that can be performed. For such a set of q-distributions,
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it would be interesting know which of conditions 1-4 fail. It is possible that condition 4 fails, but suspicion also falls
on the double equality ~jp = ~jq =
´
~vηd3v, and this raises the question of how the quantum probability current, ~jq,
may be related to joint position/velocity distributions. Because ~jq is closely related to quantum angular momentum,
the questions of the nature of ~jq and the nature quantum angular momentum are intertwined.
To answer such questions, it would be helpful to know what a joint position-velocity probability distribution equation
of motion may look like. Such an equation of motion need not be restricted to q-distributions; it would presumably
apply to any distribution that describes a possible state of knowledge about a quantum particle or system. For
individual particles, the nature of such an equation of motion can be investigated via experiments much like the one
described in the Introduction, with a low intensity particle source, a barrier with a narrow slit (or collection of slits),
and a tracking detector on the other side of the barrier. Placing the detector at various distances from the barrier,
we can see how the joint position & velocity distribution changes with distance.
While experiments such as this can yield valuable information, they cannot by themselves uniquely determine the
equation of motion, in part because the measurements cannot be made to arbitrarily high precision. To further specify
the equation of motion, we can also include the demands that all steady state solutions must be q-distributions, and
that every time independent density matrix corresponds to at least one steady state solution. For multiparticle
systems, this should be sufficient to ensure the exclusion principle. Such an equation of motion would also provide a
functionally complete description of quantum systems.
Part VII
Conclusion
When developing a scientific theory that is to be expressed mathematically, it has been proposed here that after
a working phenomenological theory has been established, and before the writing of the full scientific theory, it is
necessary to ensure that a suitable mathematical language is available. This is because the mathematical language
may be essential for creating a conceptual framework from which to understand the subject matter.
Traditional quantum theory can be viewed as being a phenomenological theory. It is not holy writ, handed down
from on high, which we can’t possibly hope to truly understand, but which we must none the less accept in all
detail. Rather, it evolved over time by trial and error as a means of calculating results to match newly discovered
experimental phenomenon. It has been quite successful in achieving that goal, however it has also historically yielded
little understanding of why its calculational methods work. This lack of understanding has often led to claims
that we don’t understand these matters because we can’t understand them; they lie outside the sphere of human
comprehension. While we cannot state with certainty that such bold claims of necessary ignorance are false, we can
say that they are scientifically unfounded, and so ought to be approached with skepticism. Here, we have attempted
to explore the possibility that quantum mechanics may grow comprehensible if a suitable mathematical framework is
available. With humility, it is hoped that this article has lent support to this methodology, and in doing so has shed
light on some matters that have heretofore been allowed to lie in darkness.
Appendix A: An example of a nearly ideal partition that is not ideal
Here, the simplest example of a nearly ideal partition that is not an ideal partition will be described.
Assume that system time is discrete, and that at time λ = 0 the system has 3 points, S(0) = {A0, B0, C0}, at time
λ = 1 it has 2 points, S(1) = {D1, E1}, and at time λ = 2 it also has 2 points, S(2) = {F2, G2}. Further assume
that the paths that pass through these points are A0 →D1→ F2, A0 →D1→G2, B0→D1→ F2, B0 →D1→G2,
C0→E1→F2, and C0→E1→G2.
The partition: {A0→D1→F2, C0→E1→F2}, {B0→D1→G2, C0→E1→G2}, {B0→D1→ F2}, {A0→D1→G2}
is nearly ideal, but not ideal.
If “∼” is taken to mean “the value not measured”, these outcomes may be represented as (∼ B0, F2) (meaning the
system was measured as not being at B0 at λ = 0, then measured as being at F2 at λ = 2), (∼ A0, F2), (B0, F2),
(A0, G2)
This nearly ideal partition may be formed from the following 3 ideal partitions by applying the ¬ operation:
{A0→D1→F2, C0→E1→F2}, {B0→D1→F2}, {A0→D1→G2}, {B0→D1→G2}, {C0→E1→G2}
{A0→D1→F2}, {C0→E1→F2}, {B0→D1→F2}, {A0→D1→G2}, {B0→D1→G2}, {C0→E1→G2}
{A0→D1→F2}, {C0→E1→F2}, {B0→D1→F2}, {A0→D1→G2}, {B0→D1→G2, C0→E1→G2}
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Using the notation F−2 to mean “the set of backward path moments at point F2, time λ = 2”, these ideal partitions
can be written in terms of moment measurements as
{B0,∼ B0} × ({F2}
⋃
G−2 )
Either {B0,∼ B0} × (F−2
⋃
G−2 ) or {A0,∼ A0} × (F−2
⋃
G−2 ) (the 2 representations correspond the same ideal
partition)
{A0,∼ A0} × (F−2
⋃{G2})
Note that, in order to construct the nearly ideal partition using moment representations, the representation of the
middle partition has to switch between {B0,∼ B0} × (F−2
⋃
G−2 ) and {A0,∼ A0} × (F−2
⋃
G−2 ).
Appendix B: How Quantum System Probabilities Do Not Propagate
Here we justify the claim made earlier that quantum system probabilities do not propagate according to the most
straightforward set of assumptions.
Let’s start with the Madelung equations for quantum probability dynamics. If the particle’s probabilities can be
described by wave function Ψ =
√
ρeiφ, then define ~jq ≡ 1mρ(~∇φ − ~Z) and ~uq ≡ 1ρ ~jq. If the particle has mass m,
and is subject to classical force ~F ≡ −∇V − d
dt
~Z + ~uq × (∇× ~Z), then the Schrodinger equation on Ψ is equivalent
to the pair of equations, d
dtρ+∇ ·~jq = 0 and mρ( ddt~uq + ~uq · ∇~u) = ρ~F + ~
2
4m∇ · (∇∇ρ− 1ρ(∇ρ)(∇ρ)). When particle
probabilities are captured by a wave function (as opposed to a density matrix), ~uq must also satisfy the condition¸
C
~uq · d~s = − qmc
¸
C
~Z · d~s+ hmn, where C is any closed curve, h = 2π~, and n is any Natural number (0, 1, 2, ...).
If the particle’s probabilities are described by density matrix ̺(x1, x2) ≡
∑
l αlΨ
∗
l (x1)Ψl(x2), then the first
Madelung equation remains d
dtρ+∇ ·~jq = 0, while the second becomes mρ( ddt~uq + ~uq · ∇~uq) = ρ~F + ~
2
4m∇ · (∇∇ρ −∑
l αl
1
ρl
(∇ρl)(∇ρl)), where ρl(x) = |Ψl(x)|2.
It is instructive to compare the Madelung equations to their classical counterparts. If η(~x,~v, t) is the probability
distribution for a classical particle’s position and velocity, η satisfies ∂∂tη = −~v·∇η− 1m ~F ·∇~vη, where∇~v is the gradient
on velocity. Defining ρ(~x, t) ≡ ´ η(~x,~v, t)d3v, ~j(~x, t) ≡ ´ ~vη(~x,~v, t)d3v and ~u ≡ 1ρ~j, assuming lim~v→∞(η~v) = 0, and
taking and the force to be of the form ~F ≡ −∇V − d
dt
~Z + ~v × (∇ × ~Z), where V and ~Z may be functions of
space and time, but not velocity, ρ and ~u satisfy the pair of equations ∂∂tρ = −∇ · ~j and mρ
(
∂
∂t~u+ ~u · ∇~u
)
=
ρ~F − m∇ · ´ (~v − ~u)(~v − ~u)ηd3v. These are quite close to their quantum counterparts. Indeed, if ~jq = ~j, and´
(~v − ~u)(~v − ~u)ηd3v = ( ~2m )2
∑
l αl(
1
ρl
(∇ρl)(∇ρl)−∇∇ρl), then they are identical.
This means that the Madelung’s equations can be derived from a linear differential equation of the form ∂∂tη =
−~v·∇η− 1m ~F ·∇~vη+..., so long as ~jq =
´
~vηd3v, and the velocity moments of the distribution are of an acceptable form.
For any wave-function, Ψ =
√
ρeiφ,
〈
~p~p
〉
=
´
ρ(~uq~uq + (
~
2m )
2 1
ρ2∇ρ∇ρ)d3x, meaning that if η is a q-distribution for a
wave-function, and ~jq = ~j, then
´
(~v − ~u)(~v − ~u)ηd3vd3x = ( ~2m )2
´
1
ρ∇ρ∇ρd3x. This gives us
´
(~v − ~u)(~v − ~u)ηd3v =
( ~2m )
2
´
1
ρ∇ρ∇ρd3 +
←→
X where
←→
X is some function s.t.
´ ←→
X d3x = 0. The Madelung equations are then a direct
consequence of any equation of motion on η of the form ∂∂tη = −∇ · (~vη)− 1m ~F · ∇~vη − ( ~2m )2(∇~v · ∇)(∇2η)−m∇ ·
(∇~v ·←→X )+ q, where q may be any additional terms that satisfy
´
qd3v = 0 and
´
~vqd3v = 0. As we want the equation
of motion to be linear in η, and because
´
(vi − ui)2ηd3v must be non-negative, we take
´
(~v − ~u)(~v − ~u)ηd3v =
( ~2m )
2
´
1
ρ∇ρ∇ρd3, and so
←→
X = 0. This gives us ∂∂tη = −∇ · (~vη)− 1m ~F · ∇~vη − ( ~2m )2(∇~v · ∇)(∇2η) + q as our seed
equation of motion for η. Choosing a slightly different form to make things a little simpler down the road (the result
will be the same either way), we choose η’s equation of motion to be of the form:
∂
∂t
[
η − ~
2
8m2
(∇ · ∇v)2 η
]
= − (~v · ∇)
[
η − ~
2
8m2
(∇ · ∇v)2 η
]
− 1
m
~F · ∇vη + q2 (B.1)
where q2 represents possible additional term(s) that satisfy
´
q2d
3v = 0 and
´
~vq2d
3v = 0. To preserve linearity, q2
should be linear in η, and to preserve the equation’s transformation properties, it should be even under parity, odd
under time inversion, as well as invariant under translations, rotations, and boosts, unless the term involves external
forces that don’t respect these invariances. We also must assume that ~jq =
´
~vηd3v.
It is easy to see that if we integrate Eq. B.1 over ~v, we get the continuity equation, and if we multiply through by
~v, integrate over ~v, and take
´
(~v − ~u)(~v − ~u)ηd3v = ( ~2m )2
´
1
ρ∇ρ∇ρd3, we get the second Madelung equation. More
generally, if we assume that
´
~v~vηd3v =
∑
i αiρi(~u~u + (
~
2m )
2 1
ρ2
i
∇ρi∇ρi), we get the Madelung equation for density
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matrices. To simplify these equations somewhat, we define ~vd ≡ − ~2m 1ρ∇ρ. Thus, for example, we can now write´
~v~vηd3v = ρ(~u~u+ ~vd~vd) rather than
´
~v~vηd3v = ρ(~u~u+ ( ~2m )
2 1
ρ2∇ρ∇ρ).
For a joint distribution corresponding to a wave function, the relation
´
~v~vηd3v = ρ(~u~u + ~vd~vd) holds for all
time. Eq. B.1 may not ensure this for any arbitrary q2, so we need to understand the conditions under which
this relation will hold for all time. To do so, multiply Eq. B.1 by ~v~v, and integrate over ~v. This gives us the
equation for the time evolution of
´
~v~vηd3v. If we plug in
´
~v~vηd3v = ρ(~u~u + ~vd~vd), we then get the condition
we’re looking for: ∂∂t [ρ~u~u +
~
2
4m2
1
ρ∇ρ∇ρ] = −∇ ·
´
~v~v~vηd3v + ~
2
4m2∇2[∇~j + ~j
←−∇] − 1m
´
~v~v(~F · ∇v)ηd3v +
´
~v~vq2ηd
3v,
where ~j
←−∇ is defined so that, for the i, k coordinate, (~j←−∇)i,k = ∇ijk. As before, we assume that ~F is such that
(~F · ∇v)η = ∇v · (η ~F ), and that lim~v→∞(η~v~v) = 0. This allows us to reduce the force term, giving us: ∂∂t [ρ~u~u +
~
2
4m2
1
ρ∇ρ∇ρ] = −∇ ·
´
~v~v~vηd3v +
´
~v~vq2ηd
3v + ~
2
4m2∇2[∇~j +~j
←−∇] + 1m
´
η(~F~v + ~v ~F )d3v. Switching to one dimension
for ease of computation this becomes: ∂∂x
´
v3ηd3v − ´ v2q2ηd3v = − ∂∂t [ρuu+ ~24m2 1ρ( ∂∂xρ)2] + ~22m2 ∂3∂x3 j + 2m
´
Fvηdv,
which yields: ∂∂x
´
v3ηdv−´ v2q2ηd3v = ∂∂x [ρu3+3( ~2m )2u 1ρ ( ddxρ)2+4( ~2m )2( ∂∂xρ)( ∂∂xu)+2( ~2m )2 ∂∂x(ρ ∂∂xu)]. As there
are no linear terms on the right hand side of this equation, and we are looking for a linear equation of motion for η,
we take
´
v2q2ηd
3v = 0. This gives us the following for the third velocity moment:
ˆ
v3ηdv = ρ
[
u3 + 3uv2d − 2
~
m
vd
∂
∂x
u
]
+ 2
(
~
2m
)2
∂
∂x
(
ρ
∂
∂x
u
)
(B.2)
Eq B.2 is consistent with the value for wave-functions:
〈
v3
〉
=
´
Ψ∗v3Ψd3x =
´
(u3+3uv2d − 2 ~mvd ddxu)d3x. Thus, to
ensure that the expression for the second velocity moment always holds, the above expression for the third velocity
moment must hold.
Let’s now define qn in analogy with q2, as any function such that for all m < n,
´
~vmqnd
3v = 0, and that respects all
the invariances listed for q2. The fact that
´
v2q2ηd
3v = 0 then gives a slightly revised equation of motion:
∂
∂t
[
η − ~
2
8m2
∂2
∂x2
∂2
∂v2
η
]
= −v ∂
∂x
[
η − ~
2
8m2
∂2
∂x2
∂2
∂v2
η
]
− 1
m
F
∂
∂v
η + q3 (B.3)
We have found that for a distribution to have
´
v2ηd3v = ρ(u + v2d) hold for all time, it is necessary and sufficient
for Eq B.2 to hold for all time. We now need to understand the conditions under which this expression for
´
v3ηdv
holds for all time. To do so, we multiply equation B.3 through by v3, integrate over v, and use the expressions for´
v3ηdv and
´
v2ηdv. This gives us: ∂∂t{ρu3+3( ~2m )2u( 1ρ( ddxρ)2 − ∂
2
∂x2 ρ)− ( ~2m )2ρ ∂
2
∂x2u} = − ∂∂x
´
dvv4η+
´
dvv3q3 +
3
mF [ρu
2+( ~2m )
2 1
ρ (
d
dxρ)
2]+3( ~2m )
2 ∂3
∂x3 [ρu
2+( ~2m )
2 1
ρ(
d
dxρ)
2]. When we evaluate the derivative with respect to time we
get: ∂∂x
´
v4ηdv−´ v3q3dv = ∂∂x{ρ[u2−2( ~2m )2( 1ρ ∂2∂x2 ρ− 12ρ2 ( ∂∂xρ)2)]2+4( ~2m )2ρ[u 1ρ( ∂∂xρ)+ ∂∂xu]2}+4( ~2m )2 ∂3∂x3 (ρu2+
( ~2m )
2 1
ρ(
d
dxρ)
2) + ( ~2m )
4 ∂5
∂x5 ρ+ 3
1
m (
~
2m)
2F ∂
2
∂x2 ρ+
1
m (
~
2m )
2ρ ∂
2
∂x2F .
The terms on the right-hand side need to be assigned to either ∂∂x
´
v4ηdv or
´
v3q3dv. However, no matter how
we assign them, we cannot ensure both that η’s equation of motion is linear, and
´
v4ηdv is non-negative. Thus, our
attempt to find a linear equation of motion for η that’s first order in time, with ~jq =
´
~vηd3v, and such that every
density matrix corresponds to a q-distribution, has failed. By the nature of the calculation, it can be seen that there
is no way to satisfy all these requirements.
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