We propose a method for detecting genes that, in a disease group, exhibit unusually high or gene expression in some but not all samples. This can be particularly useful in cancer studies, where mutations that can amplify or turn off gene expression often occur in only a minority of samples. In a real and simulated examples, the new method often exhibits lower false discovery rates than simple t-statistic thresholding. We also compare our approach to the recent COPA proposal of Tomlins et al. (2005) .
Introduction
We consider methods for detecting differentially expressed genes in a set of microarray experiments. We consider the simple case of m genes measured across two experimental conditions. A number of authors have proposed methods for detecting differential gene expression; Dudoit et al. (2002) and Allison et al. (2006) give summaries.
One widely used approach to this problem is as follows. We compute a two-sample tstatistic T i for each gene, and then call a gene significant if |T i | exceeds some threshold c.
Various values of c are tried, using permutations of the sample labels to estimate the false discovery rate (FDR) for the procedure for each c. A threshold c is finally chosen based on the estimates of FDR and other considerations, such as the ballpark number of significant genes that is desirable. This recipe roughly describes the strategy used, for example, in the Significance analysis of Microarrays (SAM) procedure (Tusher et al. 2001) . The SAM procedure can be applied to other test statistics for a wide variety of data types, such as paired, censored or time-course data.
In a study of mutations in prostate cancer, Tomlins et al. (2005) introduced a method called "Cancer profile outlier analysis" (COPA) for detecting what they call "oncogene outliers". These are genes which show a systematic increase in expression, but only for a small number of cancer samples. They show that COPA can be more powerful than the usual t-statistic in these cases. In related work, Lyons-Weiler et al. (2004) proposed the "PPST" test with a similar objective: to find genes that are over-expressed only in a subset of cases.
The COPA work inspired us to study this problem and look for better ways of detecting changes that occur in a small number of samples. We introduce the "outlier sum" statistic, and compare it to both the t-statistic and COPA in a number of examples.
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2 The outlier-sum statistic Let x ij be the expression values for genes i = 1, 2, . . . m and samples j = 1, 2, . . . n. We assume that the samples fall into two groups. We think of group 1 as a normal or reference group, while group 2 is a disease group. Let C k be the set of indices of the observations in group k, for k = 1, 2. The standard (unpaired) t-statistic is
Herex ik is the mean of gene i in group k and s i is the pooled within group standard deviation of gene i.
As an alternative, we define the outlier-sum statistic as follows. Let med i and mad i be the median and median absolute deviation of the values for gene i. We first standardize each gene:
This standardization puts all genes on the same scale, to facilitate comparisons across genes.
Let q r (i) be the rth percentile of the x ij values for gene i, and IQR(i) = q 75 (i) − q 25 (i), the interquartile range. Finally, note that values greater than the limit q 75 (i) + IQR(i) are defined to be outliers in the usual statistical sense.
The outlier sum statistic is defined to be sum of the values in the disease group that are beyond this limit:
Hence W i is large if there are many outliers in the disease group, or a few outliers with large values. If there are no outliers, then W i is zero. As an example, we generated 1000 genes and 30 samples, all values drawn independently from a standard normal distribution. Then we added 2 units to gene 1 for four of the samples in the second group. We computed the P-value: the proportion of genes with score greater that for gene 1, in absolute value. This process was repeated 50 times. The results for both the t-statistic and the outlier-sum statistic are shown in Figure 1 . We see that the outlier-sum statistic yields smaller (more significant) p-values overall.
In real applications, one might expect negative as well as positive outliers. Hence we define
and set the outlier-sum to the larger of W (i) and W (i) in absolute value. We call this the "two-sided outlier-sum statistic", and illustrate its use in the skin data example of Section 4.
Note that the outlier-sum statistic is not symmetric in the classes. It explicitly looks for outliers in group 2, treating group 1 as a normal reference class. If finding outliers in group 1 is also of interest, then the procedure can be applied with groups 1 and 2 interchanged.
3 Simulation study and comparison to the COPA statistic
We carried out a small simulation study to assess the relative performance of the t-statistic, COPA and the outlier-sum. The COPA statistic (Tomlins et al. 2005 ) is defined as follows.
All measurements for a gene are standardized by the overall median and median absolute deviation for that gene. Then the COPA statistic is the rth quantile of the data in the disease group. The authors use r = 0.75, 0.90 or 0.95. In our comparison below, we use the intermediate value of 0.90. In their paper, the authors apply the procedure to data from just the disease group. However the standardization in the first step could also make use of a normal group, if available. We try both approaches in the simulation studies below.
We generated the data in the same way as in Figure 1 . There are 1000 genes and 30 samples, all values drawn from a standard normal distribution. Then we added 2 units to gene 1 for k of the samples in the second group. We computed the p-value-the proportion of genes with score greater that for gene 1, in absolute value (smaller values are better). This entire process was repeated 50 times. The values of k tried were 15, 8, 4 and 2. The median, mean and standard deviation of the P-values are shown in Table 1 .
When k = 15, so that all samples in group 2 are differentially expressed, the t-statistic performs the best. It continues to win when k = 8. But for smaller values of k the outliersum statistic yields lower p-values, and has smaller standard deviation. The COPA statistic has consistently higher p-values than the outlier-sum. COPA and outlier-sum. The outlier-sum performs a little worse than it did in Table 1 , but still offers some improvement over the t-statistic when the number of outliers is small. The performance of the COPA statistic is noticeably worse in the one-sample case.
These experiments suggests that the outlier-sum statistic can provide a useful alternative to the t-statistic. With real data, one can estimate false discovery rates of both procedures, to get an idea of which procedure is most informative for the data at hand. We illustrate this in the next section.
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4 Application to the skin data via the SAM method
In this example taken from Rieger et al. (2004) there are 12,625 genes and 58 cancer patients:
14 with radiation sensitivity and 44 without radiation sensitivity. We applied the outliersum statistic within the SAM (Significance analysis of microarrays) approach Tusher et al. (2001) , using the group of 44 as the normal class. SAM estimates differential expression using the two-sample t-statistic and estimates false discovery rates via permutations of the class labels. Here we compare the t-statistic to the outlier-sum statistic in SAM. Since the data are from Affymetrix chips and have a wide range of expression, we first took cube-roots.
However in practice a more careful pre-processing should be used, such as that provided by RMA (Irizarry et al. 2003) . Figure 2 shows the outlier-sum statistic plotted against the t-statistic. There two scores are correlated but still differ substantially. Figure 3 shows the false discovery rate versus the number of genes called significant, as the corresponding thresholds for each statistic are varied. We see that the outlier-sum statistic has lower FDR near the right of plot, although the FDR may be too high there, for it to be useful in practice. Figure 4 shows the top 12 genes called by the outlier-sum statistic, plotted by group. The number in square braces is the rank given to that gene by the t-statistic, and we see that some of these genes are ranked quite low.
The outlier-sum statistic will appear in an upcoming version of the SAM package, avail- The number in square braces is the rank given to that gene by the t-statistic. The red points are identified as positive outliers; the green points are negative outliers.
