Abstract-In many traditional machine learning algorithms, a major assumption is that the training samples and the test samples have the same distribution. However, this assumption does not hold in many real applications. In recent years, transfer learning has attracted a significant amount of attention to solve this problem. In this paper, a novel transfer learning method based on clustering analysis and re-sampling is proposed, which can correct different types of domain differences and does not need to estimate the different distribution directly. The method explores the data structure by clustering analysis, and then uses the obtained structure information to generate a new training set for target learning under a re-sampling strategy. To explore more data structure information and be more robust to data sets with various shapes and densities, the method introduces the fuzzy neighborhood membership degree to improve the performance of clustering analysis. It also applies the Gaussian kernel function to measure the similarities between samples to improve the reliability of the new training samples. The proposed method can transfer more useful knowledge from the source domain to the target domain. Experimental results on toy datasets demonstrate that the proposed method can effectively and stably enhance the learning performance. Finally, the proposed algorithm is applied to the communication specific emitter identification task and the result is also satisfying.
I. INTRODUCTION
Machine learning technologies have already achieved a significant success in many knowledge engineering areas and computational fields, most of these technologies work under the two common assumptions: 1) the training data (source domain) and the test data (target domain) are drawn from the identical feature space with underlying distribution; 2) there are enough available samples building a reliable classification model. However, in many real-world applications, these assumptions do not hold, which means that the joint distribution   in the target domain. Besides, collecting enough homogeneous labeled data is very expensive and sometimes not practically possible. In such cases, transfer learning [1] - [4] is truly beneficial, which can effectively exploit and transfer the knowledge for target domain learning from similar but not identical labeled source domain data. Recently, transfer learning has been applied in many real world applications, such as text processing [5] - [9] , image processing [10] - [13] , indoor localization [14] , network identification [15] , and automatic control [16] , etc.
In terms of "what to transfer", transfer learning can be categorized in three settings: instance transfer learning, feature transfer learning, and parameter transfer learning. Due to the different distribution between the source domain and the target domain, some labeled samples in the source domain may not be useful for the target task. How to select the 'right' samples for the target task is the issue that instance transfer learning mainly solves. Based on the empirical risk minimization, Zadrozny [17] [20] and fuzzy neighborhood membership degree [21] , we propose a new transfer learning method called TL-FNDCR (Transfer Learning based on Fuzzy Neighborhood Density Clustering and Re-sampling) which does not need to estimate the     ,, TS P y P y xx and can correct different types of domain bias. The method extracts the information about the data structure by clustering analysis, and then uses the information to generate a new training set for the target learning under a re-sampling strategy. By introducing a fuzzy neighborhood membership degree into the clustering analysis, TL-FNDCR can explore more data structure information and be more robust to datasets with various shapes and densities. To further improve the reliability of the new training samples, it also applies the Gaussian kernel function to measure the similarities between samples. The proposed method can transfer more useful knowledge from the source domain to the target domain. Validation of the proposed method is performed with toy datasets. Results demonstrate that the proposed method can more effectively and stably enhance the learning performance. Finally, the proposed algorithm is applied to the specific emitter identification task and the result is also satisfying.
The rest of the paper is organized as follows: In section II, the overviews of the transfer learning framework based on clustering analysis and re-sampling are reviewed; In section III, a novel transfer learning method called TL-FNDCR is proposed; In section IV, extensive experiments are performed; Some conclusions and possible future work are given in section V.
II. PRELIMINARY
Let us represent the samples from the source domain as Since the training data is hardly consistent with the distribution of the test data in the practical application, the model learned on the biased training set may be not reliable in the target domain. The transfer learning algorithm based on clustering analysis and re-sampling can generate an unbiased training dataset for target learning [20] . Without loss of generality, binary classification is taken into account. In Fig. 1 , the solid points denote labeled training data and the blank points denote unlabeled test data, and the squares and the circles represent one class respectively. Fig. 1 (a) shows that the classification model learned on the initial biased training data is not reliable in the target domain (test dataset). In Fig. 1 (b) , the data structure is explored by clustering analysis. Then, a new training dataset is generated based on these clusters under a certain strategy shown in Fig. 1  (c) . In the end, a much more reliable model is learned, as shown in Fig. 1 (d) . In Fig. 1(c 
. In other words, the selection variable t is a random variable completely independent from both the feature vectors X and the true class label y . Thus, intuitively, we can conclude that the data sets sampled evenly from each of these clusters should not have any samples of selection bias. Then, the obtained new training dataset is consistent with the distribution of the whole dataset.
III. METHODOLOGY

A. Data Structure Discovery by Fuzzy Neighborhood
Density based Clustering In the framework of transfer learning based on clustering and re-sampling as introduced in section II, a clustering algorithm is run on the total dataset X to explore the intrinsic structure of the data. Any clustering method could be used as long as it is appropriate for exploring the intrinsic structure of the data. The density based clustering algorithm called DBSCAN (Density Based Spatial Clustering of Application with Noise) is widely used as it can find the oddly-shaped cluster without knowing the number of clusters. The main idea of DBSCAN is: starting from a certain core point and expanding the density-reachable areas until maximization, the resulting region is a new cluster where there are only core points and border points and these points are density-connected with each other. How to find the core points in the whole dataset is crucial to the performance of DBSCAN. In DBSCAN, a data i x is called a core point if
is satisfied. and point j x , Eps is the neighborhood radius which can be estimated through labeled samples [20] . If j x is in the neighborhood set of i x 's contribution to prompting i x being a core point, we can see that all the points in the Epsneighborhood make the same contribution without considering the difference of their distances to i x . However, this setting may not be appropriate. Intuitively, the closer it comes between j x and i x , the more contribution of j x to i x it should be. 2) It cannot show the detail information of the neighborhood structure. (2)- (3). However, it is obvious that their neighborhood structures are quite different. The crisp neighborhood membership degree cannot reflect this difference which means that some useful data structure information is neglected. And this information may be useful for learning. x from a core point to a non-core point. In other words, the crisp neighborhood membership degree is over sensitive to the parameter Eps, which makes the whole learning process badly adapt to the data with various shapes and densities. As the optimal Eps is difficult to obtain in the practical application, we can not guarantee the good learning performance.
As the performance of the clustering algorithm is significant for data structure exploration, the proposed TL-FNDCR can overcome the drawbacks of the crisp neighborhood membership degree and explore more useful information for target learning by using a fuzzy neighborhood membership degree [21] . Equation (4) gives a linear type of fuzzy neighborhood membership degree. (4) where the parameter  ( 0   ) is used to control the sensitivity of membership degree to distance. In order to set the membership degree value   
where
is a certain value, representing the neighborhood membership degree of the points just on the Eps-neighborhood border.
In (4) and (5), we can observe the following properties of the linear fuzzy neighborhood membership degree:
1) In the neighborhood, the neighborhood membership degree of points with different distance would be extremely different. If the point is closer to the center point, its membership degree is larger. The fuzzy neighborhood can accurately distinguish the difference of data in the neighborhood set.
2) According to (4),
Card x , rather than equal (Fig. 3) . In other words, the linear fuzzy membership degree could carry more information about the data neighborhood structure.
3) If 0 m approaches 0, the membership degree of the points close to the neighborhood border all tend to 0 no matter whether the points are in the neighborhood set or not (Fig. 4) . Then, the density of the central point will not change dramatically along with the small change of Eps ( Fig. 3(a) ). Fuzzy neighborhood membership degree could improve the poor robustness of the crisp case. Considering the possible nonlinear relationship in the feature space, the linear fuzzy neighborhood membership degree will not be very appropriate. Thus, another important fuzzy neighborhood membership degree called exponential fuzzy neighborhood membership degree is given below. (6) where  is given as follows
is also the neighborhood membership degree of the points just on the Eps-neighborhood border.
Similar to the radial basis function, the exponential fuzzy neighborhood membership degree can effectively deal with high-dimensional nonlinear data owing to its ability of mapping the data into infinite dimensional space. Fig. 5 shows the exponential fuzzy neighborhood membership degree. N . In the step of re-sampling, a new training dataset for the target learning is evenly sampled from every cluster under the same proportion. The proportion is usually taken as the ratio of the number of samples in the source domain to that in the whole dataset, i.e., S NN . The re-sampling strategy considers the label reliability and representativeness comprehensively.
Firstly, the label reliability of the sample i x is defined as   
IV. EXPERIMENTS AND DISCUSSIONS
A. Performance Comparisons on UCI Data Sets
In this section, a set of experiments on UCI datasets is provided to evaluate the performance of the proposed algorithm. Fig. 7 shows the flow chart of data processing with TL-FNDCR. In order to demonstrate the "goodness" of the proposed method with different base classifiers, five different base classifiers are used respectively: C4.5, Naive Bayes, NNge, Logistic Regression, and SVM. For short, we call TL-FNDCR with linear fuzzy neighborhood membership degree and exponential fuzzy neighborhood membership degree as TL-Linear and TLExp respectively. Fourteen UCI datasets are used in the experiments. To use a dataset for the purpose of transfer learning, we need to create two sets, used as the source and target domains respectively. Here, bootstrap sampling [22] is applied to randomly select the two datasets from the whole dataset. Information on these data sets is tabulated in Table I , where the Source/Target represents the number of labeled source domain data against that of unlabeled target domain data. The classification accuracy of the proposed methods compared with the Baseline and BRSD under five different base classifiers is recorded in Table II to Table  VI respectively. The Baseline means that using labeled source domain samples as training data for target domain learning directly without any knowledge transfer processing. BRSD [20] is a learning method under the same framework in section II, which uses DBSCAN for clustering analysis and Manhattan distance to measure the similarities between samples. Regardless of the base classifiers, there is only one parameter need to be fixed empirically in our method (i.e., 0 m ) and no parameter in Baseline and BRSD. The 0 m parameter is empirically fixed as 0 and 0.01 for TL-Linear and TL-Exp respectively. The parameters in every base classifier are set the default values as in Weka [23] . For each dataset, the highest accuracy is highlighted in bold.
In Table II to Table VI , TL-FNDCR (both TL-Linear and TL-Exp) can effectively improve classification accuracy in most cases. The performance improvement owes the better data structure exploration of TL-FNDCR. As the Baseline method uses source domain data directly without considering the difference between domains, its classification results are always not good. Moreover, the accuracy of TL-Exp appears higher than that of TLLinear. If the classification results of each algorithm are averaged across all the data sets and base classifiers, it can be found that the average improvement of TL-Exp is as high as 9.48% compared with BRSD, while TL-Linear also has an improvement of 6.43%. It proves that TL-FNDCR can effectively improve the learning performance. 
B. Analysis for the Algorithm
In the clustering analysis processing of TL-FNDCR, the parameter 0 m is crucial to the property of the fuzzy neighborhood membership degree ((4) to (7) (Fig. 9) , the neighborhood membership degree tends to be the same when 0 m approaches 0. However, in the exponential setting (Fig.  10) , the neighborhood membership degree is obviously different from each other no matter the variations of 0 m . When 0 m takes a very small value (e.g.,
, there is a large region in the Eps-neighborhood where the neighborhood membership degree approximates to 0 as well. That is, a much smaller value for 0 m does not only change the properties of the fuzzy neighborhood membership degree but also reduces the actual value of Eps. According to the above analysis, in the TL-Exp setting, the value of 0 m should not be too small and can be fixed in the range [10 -3 , 10 -1 ]. On the contrary, for TLLinear, the value of 0 m can be simply taken as 0.
C. Application to Communication Specific Emitter Identification
Communication specific emitter identification is widely used in applications such as spectrum management, cognitive radio, network intrusion detection, intelligence gathering, etc. This system discerns wire-less radio emitters of interest only based on the external signal feature measurements. However, in the practical application, the feature of the emitter signal is always changing along with different operation modes, different times and other conditions. It is difficult to make sure that the training data collected previously are suitable for the current target task. Here, the proposed transfer learning algorithm based on TL-FNDCR is applied to this application. Digital radios with the same type and same modulation mode are selected as the specific emitters, whose transmitting signal bandwidth is 25 KHz. The signal is sampled at the sampling frequency of 204.8 KHz under different conditions, e.g., different work frequencies (160MHz or 410MHz), different speakers (speaker 1, speaker 2 or speaker 3), and different receive distances (short distance with direct wave or long distance without direct wave). After the raw data of emitter signal are obtained, feature extraction is conducted. The extracted features include the widely adopted emitter feature such as envelope box dimension, envelope information dimension, Lempel-Ziv complexity, high-order spectrum, and Hilbert spectrum. Fig. 11 shows the instantaneous envelope and extracted features of one radio emitter's signal.
To validate the performance of transfer learning, we select data sets under various conditions as source domain and target domain. Information on these data sets are tabulated in Table VII. 100 samples of each class are randomly chosen from 'Target' in Table VII as test set to evaluate the performance of learned hypothesis. One source domain is firstly selected from Table VII, then Table VIII to Table XI. It can be seen that the TL-FNDCR has achieved higher accuracies compared with Baseline and BRSD. The highest classification accuracy of TL-FNDCR can be as high as 94.5%. All of these experimental results validate that our method is more suitable for communication specific emitter identification task, where the data is always heterogeneous under different conditions. Compared with Source 4, the classification results of the first three source domains are better. The reason can be concluded that the difference of data sets is bigger when receive distance is varying. Fig. 12 gives the average accuracies over all base classifiers and source domains. Ignoring the difference of base classifiers and source domains, the performances of TL-Linear and TL-Exp still have evident improvements. Obviously, the performance of TL-Exp is still slightly better than that of TL-Exp. In addition, it is can be found that the accurate rates do not always increase and even decreases along with the increasing of the number of the source domain samples. Here, a probable interpretation is that the useful information from the source domain to target domain is finite due to the domain bias. When the amount of source domain data is large enough, the source domain could not offer more extra useful information further but gives rise to disturbance to the target learning conversely. In this paper, a transfer learning algorithm called TL-FNDCR is proposed. TL-FNDCR can correct different types of domain differences and does not need to estimate the different distribution directly. With the introduction of the fuzzy neighborhood membership degree, TL-FNDCR is more robust to datasets with various shapes and densities and could explore more data structure information. Besides, the Gaussian kernel function is also applied to measure the similarities between samples to improve the reliability of the new training samples. Finally, the method can select much more suitable training data for the target domain learning. Extensive experiments on public data sets are carried out to evaluate the performance of the proposed method. For further showing the practicality, the proposed algorithm is applied to the task of communication specific emitter identification and the result is also satisfying.
TL-FNDCR can naturally explore the data structure for transfer learning, so it effectively reduces the bias across domains and significantly increases the learning performance. However, there is still much work to do in some aspects for further improvement of TL-FNDCR, e.g., the more effective estimation of Eps and the more reliable re-sampling strategy.
