EQUIVALENCE AND PERPENDICULARITY OF GAUSSIAN PROCESSES JACOB FELDMAN
l Introduction* In [6] S. Kakutani showed that if one has equivalent probability measures μ i and v t on the σ-field <9f of subsets of a set Ω ίy i = 1, 2,
, and if μ and v denote respectively the infinite product measures ®Π.i;"ί and ®T=ιVι on the infinite product σ -ring generated on the infinite product set Ω, then μ and v are either equivalent or perpendicular, and he obtained necessary and sufficient conditions for equivalence to occur. The theorem here shown may be regarded as a generalization of a case of the Kakutani theorem.
Similar dichotomies have revealed themselves in the study of Gaussian stochastic processes. C. Cameron and W. T. Martin proved in [2] that if one considers the measures induced on path space by a Wiener process on the unit interval, then if the variances of the processes are different the measures are perpendicular. This sort of result was generalized by U. Grenander, starting from the viewpoint of statistical estimation, and utilizing a Karhunen representation for the processes involved. A wider sufficient condition for perpendicularity of the measures induced on path space by continuous Gaussian processes on the unit interval was obtained by G. Baxter in [1] . Cameron and Martin also examined the effect on the induced measure of taking certain types of affine transformations of a Wiener process (see [3] , [4] ). I. E. Segal extended their results in [8] , and made the situation more transparent by use of his notion of "weak distributions ", and in a large class of cases got conditions for equivalence.
In the present note it is shown that the equivalence-or-perpendicularity dichotomy holds in general for pairs of measures induced by Gaussian stochastic processes, and Segal's necesssary and sufficient conditions for equivalence are extended to cover the case of nonzero mean. It has been pointed out to the author by C. Stein that one could also give a proof, in the case of zero mean, by use of the techniques of statistical testing of hypotheses. Proof. That they are one-to-one onto, and bounded, is clear (in the case of the conjugate operator, use the fact that the nullspace of T* is the orthogonal complement of the range of T).
Let T be an equivalence operator from H to K. Let Q-VT*T. Then V = TQ-1 is an isometry from H onto K, and T = VQ. Thus T-1 = Q-X F*, and (Γ' 1 )*^" 1 ) = VQ~%V*. Since Q is the type of operator occurring in Lemma 1, and (J 7 -1 )*! 7 -1 is a unitary transform of Q~2, we get the result. Similarly, (Γ*)*T* = 7T* = VφV*. Finally, let S be an equivalence operator from K to L, and let P -Ί/S*S , U -SP" 1 . Then (1) x is almost everywhere a constant, γ. or (2) there are numbers σ > 0 and γ (depending on x) such that
Case 1 may be thought of as Case 2 with σ = 0. Then in either case we have (the " mean " and " variance " of a;). Proof. If At e Si, then
s the conditional expectation of dμi\d(μ + v) with respect to ^f and the measure μ + v. Of course ^ + v has total mass 2, but this is inessential one can always normalize things if so inclined. The Martingale convergence theorem then tells us that
almost everywhere with respect to μ + v. Similarly We shall be considering linear spaces of Gaussian functions. In taking the closures of such linear spaces in the L 2 (A0 norm, the functions obtained as limits will again be Gaussian, as is well known and easy to show, the means and variances of a limit being in fact limits of the means and variances of the approximating Gaussian functions. Furthermore, the topology of convergence in measure on Gaussian functions agrees with L 2 (μ)-topology. This is shown in the mean zero case in [8] , and the general case can be reduced to this by showing the following : LEMMA 6. Let x i be a net of μ-mβasurahlβ functions with Gaussian distributions, converging in probability to zero. Then their means γ t converge to zero.
Proof. Suppose this does not occur. Then by cutting down to a subnet if necessary, and occasionally using -x % instead of x t if necessary, we can assume that there is some c > 0 such that r* ^ c for all i. Now,
The sets on the two ends of the inequality are disjoint, and that on the small end has measure converging to 1, which gives the desired contradiction. LEMMA 
Let μ, v be nonperpendicular measures. Suppose x t is Gaussian with respect to μ and v, x t -> 0 in μ-measurβ, and x t -> x in
measure. Then x = 0 a.e.(v).
Proof. Since x is Gaussian under v, the assumption that it is not zero a.e.(^) implies that it is invertible a.e.(^). Then x^x*
1 -> 1 in v measure^ whereas a?, -> 0 a,e,(^X which implies μ J_ ».
The theorem. THEOREM Let L be a linear space of real-valued functions on a set Q. Let 6^ be the smallest σ-field of subsets of Q with respect to which all the functions in L are measurable. Let μ and v be probalήlity measures on <9\ Suppose all the functions of L are Gaussian via both measures. Then either μ ~ v or μ _L v. Necessary and sufficient for equivalence is that if we let K be the linear space generated by L and the real-valued constant functions, then the μ-equivalence cίusses of functions in K are the same as the v-equivalence classes, and the identity correspondence between the two types of equivalence classes in K is induced by an equivalence operator between the Tu 2 (μ)-closvre of the μ-equivalence classes and the \i % (y)-closure of the v-equivalence classes.
Proof. First, assume μ not J_ v. Let J = {x -\xdμ \xe L}. For any function χ 9 let x μ (respectively x v ) denote the equivalence class of x modulo functions which are μ-null (respectively v-null), and, for a set S of functions, let S v , S μ denote the corresponding set of equivalence classes. S μ will mean the L 2 (μ) closure of S.
All elements in K are Gaussian under μ and v, and the correspondence x* <-> x y between K μ and K v is one-to-one and closable, by Lemma 5. So there is a one-to-one closed operator T from a dense subspace D Γ of K μ to a dense subspace R Γ of K v such that Tx μ = x v for all x in K. Further, given any ξ in D Γ , there is some immeasurable x such that ξ = x* and Tξ = x\ For choose x t in K such that xt -+ξ,xϊ~> Tξ. By taking subsequences, the convergence can be made a.e.(μ) and a.e.(v) respectively, so that ξ and Tξ must agree a.e.
(/i Λ v).
Let S = T I Ό τ n J μ . Then £ is closed, with dense domain in J μ and dense range in J v , by Lemma 6. Lemma 5 gives us an equivalence U in J^ such that U*S*SU has pure point spectrum. Choose y l9 y i9 such that the 2/f are a complete orthonormal set of eigenvectors for JJ-^U- 1 , with eigenvalues α|. Then the vectors U~:y^ are again orthogonal, and || U^ytW = aϊ 1 . Let £% be the sample space of 2/1, ••• , 2/^. Put a new measure μ r on ^ by letting y l9 y 2 , be Gaussian, independent, mean 0, variance 1/α?, l/αj, Then which converges almost everywhere (/^ + v) to a nonzero limit, so that μ r ^ μ.
Now we wish to show μ' ~ v.
We have x v -Sfo μ for x e J, so x v = (SUW-'x* = (SJ7)a^. Let S r -Sϋ'. Then, taking a.e. limits on both sides, one can for every ξ in D^ find some ^-measurable x such that At this stage one could already conclude from the zero-one law that {ω \ dv N \dμ N (ω) -> 0} has measure 0 or 1, since the set is independent of Z l9
, Z N for each N. However, we wish to get precise conditions for when this occurs. converges almost everywhere // to a finite limit. The remaining factor is, except for a constant,
Since ΣΓ-i<5« < 1, everything in sight converges, because ΣΓ-i(^ί/^i) 3 < °°. So μ f ~ v, and S' is an equivalence from J μ to J v . Then S is likewise, and therefore T is an equivalence operator.
Conversely if L consists of Gaussian functions under μ and ι>, and the correspondence # μ + c <-» #v + c, a? e L, is the restriction of an equivalence operator T from K μ to K v , then again choosing a basis of eigenvectors for T 1 J μ , we get convergence of the Radon-Nikodym derivatives to a non-zero limit, because of Lemma 3, and therefore get equivalence of the induced measures.
4. An example* Let T be a set, Ω the set of all real-valued functions on T. Let x t (ω) -ω(t), and let & be the smallest σ-algebra with respect to which all the x t are measurable. Let μ, v be measures on c$f by each of which x t becomes a Gaussian stochastic process. Let
f Γ n(t) = \a; t αv, σ(s, ί) = \α; s α; t dv -n(s)n(t) .
Let r be a measure on Γ such that p, σ, m, n, become measurable. Define, for τ-measurable /°( Necessary for equivalence is that the identity map on L o induce an equivalence operator from H to K, and in order to get sufficiency we just have to be sure that if L o is enlarged to include multiples of the identity, the identity map still induces an equivalence operator on the Hubert spaces. This amounts to requiring that 1 be an L 2 (μ) limit of functions in L a if and only if it is also an L 2 (v) limit. 
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