Abstract-Wavelet-like transformations have been used in the past to compress dense large matrices into a sparse system. However, they generally are implemented through a finite impulse response filter realized through the formulation of Daubechies. In this paper, a method is proposed to use a very high order filter (namely an ideal one) and use the computationally efficient fast Fourier transform (FFT) to carry out the multiresolution analysis. The goal here is to reduce the redundancy in the system and also guarantee that the wavelet coefficients drop off much faster. Hence, the efficiency of the new procedure becomes clear for very high order filters. The advantage of the FFT-based procedure utilizing ideal filters is that it can be computationally efficient and for very large matrices may yield a sparse matrix. However, this is achieved, as well known in the literature, at the expense of robustness, which may lead to a larger reconstruction error due to the presence of the Gibb's phenomenon. Numerical examples are presented to illustrate the efficiency of this procedure as conjectured in the literature.
I. INTRODUCTION

I
N the recent times, the wavelet-based techniques have been used in the solution of large complex matrix equations. As summarized in [1] - [5] , there are three different ways to apply the wavelet techniques to solve integral equations. One of the approaches is to choose a wavelet basis functions in the method of moment formulations and after a thresholding procedure, a sparse system of matrix equations are obtained. A second approach is to use the thresholding procedure on the solution itself and this gives rise to a smaller but full matrix equation. A third approach is to use a set of orthogonal transformation to the moment matrix based on the finite impulse response (FIR) filters developed by Daubechies. It is often claimed in the literature that this gives rise to a non zero matrix elements from the method of moment impedance matrix. In this paper, we propose an alternate methodology to the FIR Daubechies filters which may result in a greater sparsity at the expense of robustness [1, p. 98] . The goal of this new implementation is to make the wavelet coefficients decay much faster as suggested in [3, p. 231] . However, no numerical recipes are prescribed as to how this can be achieved. It is clear that use of a very high order Daubechies filer would accomplish the goal (namely reduction in redundancy and, hence, more sparsity and less robustness). However, this is computationally not feasible as too many equations need to be solved analytically. The question of efficient computational implementation is also a requirement. It is seen that the use of an ideal quadrature mirror filter would definitely satisfy the goal of achieving maximum sparsity for a given threshold as the dimension of the problem approaches infinity [2] . But, then the question is how to carry out the numerical computations efficiently. We propose to use the fast Fourier transform (FFT) with a symmetric extension of the data as is usually done in the wavelet methodology to achieve efficient numerical computations as outlined in [3, chapter 8] . However, this procedure is going to introduce Gibb's phenomenon and, hence, would be less robust. We demonstrate indeed that is true through the solution of a dense complex 4096 4096 matrix that is encountered in a typical electromagnetic scattering problem. The example that we choose is the solution of electromagnetic scattering from a sphere and a plate illuminated by a plane wave and we use the frequency domain integral equation approach with the usual triangular patch model for both basis and testing functions.
In Section II we describe the new methodology and we illustrate how to apply it for compression of large dense complex matrices in Section III. In Section IV some numerical results are presented followed by conclusion and a selected list of references where additional material can be obtained.
II. IMPELEMENTION OF DISCRETE WAVELET TRANSFORM (DWT) THROUGH FFT
As seen in Fig. 1 , the conventional DWT is implemented through the high-pass and low-pass filters, respectively. The filter and [Here, the capital letters represent the transform of the lower case lettered sequences] are called quadrature mirror filters (QMF) because they have symmetry around the point as shown in Fig. 2 . Note that the filters are overlapping for realizability conditions. This also gives rise to redundancy and, hence, it leads to robustness (namely, very few bits of accuracy in the wavelet coefficients are necessary to reproduce the original function with great accuracy). It is important to note that the decay of the wavelet coefficients depend on the order of zero at the origin of the filters shown in Fig. 2 to have a very high order filter. However, it is extremely difficult to construct FIR filters with the required quadrature symmetry for order greater than 32 for computational reasons. Hence, the question is what to do when the order of the FIR filter is very large. We propose to use ideal FIR filters in this paper as opposed to low-order FIR filters described in [3] . However, in this paper, the DWT is now numerically implemented not through the FIR methodology but through the FFT implementing the ideal filters. This is equivalent to using very high order filters. The very high order filters are useful to achieve fast decay of the wavelet coefficients [3, p. 230] . Use of FFT in the implementation of FIR filters with a symmetrically extended data set is available in [3, chapter 8] . They result in a computational complexity which is , where is dimension of the vector whose DWT needs to be carried out. This computational complexity can only be achieved through the FFT. The goal of this paper is to exploit this fast method and apply a very high order filter as it results in a reduced number of wavelet coefficients. We use the ideal filters to represent a very high order filter with sharp cut-offs. The ideal filters are illustrated in Fig. 3 .
However, if we utilize the FFT, because the responses are quite sharp, it is going to introduce Gibb's phenomenon in the response and this will limit the degree of sparseness. Or equivalently, it will be less robust for a prespecified error in the reconstruction of the original vector from its wavelet coefficients. In this paper, a symmetric extension of the function is used to minimize the discontinuity as illustrated in [3] to reduce the Gibb's phenomenon. The contribution of the paper is a novel implementation of a very high order FIR filter (in this case ideal) without a significant display of the Gibb's phenomenon.
Consider an impulse-like signal as shown in Fig. 4 . It is finite and discrete so that it is represented by the sequence (Here, where is an integer) (1) The signal of length is extended in a symmetric fashion as shown in Fig. 5 . The symmetric extension is carried out by adjoining the following two sequences to form:
The DWT of the signal is carried out, by first taking the FFT of the symmetrically extended signal of Fig. 5 . After taking the FFT, the signal is split into two parts (as seen in Fig. 1 ) the low-pass and the high-pass parts, using the nonoverlapping filters of Fig. 3 . Now, if we choose the high-pass part described by all the elements from locations to (in MATLAB notation), then
The length of this high-pass part is same as that of the original signal . Next, we take the inverse Fourier transform of this high-pass part and the result will be the vector as shown in Fig. 6 . The first half of this signal will then be the discrete wavelet coefficients obtained after stage 1 (i.e., at the first level).
The length of the low-pass part is now and it is again decomposed into a high-pass half-band and a low-pass half-band. This corresponds to the second stage of the wavelet decomposition as shown in Fig. 1 . Again, we choose, the high-pass part as (4) Then, if we take the inverse FFT of this high-pass part, this will yield the wavelet coefficients at the end of the second stage and result will be a vector . This will also be symmetrically extended as shown in Fig. 7 . The first half of this signal corresponds to the discrete wavelet coefficients of the second stage and its length is . This procedure is continued until the discrete wavelet coefficients are computed at level which is . Hence if 512, then 7. For this example, we have seven levels of DWT coefficients that is shown from Figs. 6-13. Note that at the final stage, we apply the DWT to both the low-pass part and the high-pass part because at the final step, the wavelet coefficients are obtained from both stages of the filter. The resultant composite vectors of elements are the discrete wavelet coefficients as shown in Fig. 14 .
When we carry out the DWT using the FFT, the frequencies that are most dominant in the original signal will appear in the form of large amplitudes in the discrete wavelet coef- ficients. However, the low-amplitude discrete wavelet coefficients which contain information regarding the spectrum of the signals which are small in power will be deleted through thresholding. Hence, the low-amplitude signal can be discarded by applying a threshold without much loss of information.
Even though some effects of the Gibb's phenomenon is visible in the discrete wavelet coefficients of the second, third, and the fourth stages of the discrete wavelet coefficients, by making a symmetric extension of the signal they are drastically reduced at all of the higher stages. The reconstruction is carried out exactly in the same reverse order after a symmetric extension is made at every level of the signal. Without a threshold procedure, this reverse procedure should result in a perfect reconstruction.
III. NUMERICAL IMPLEMENTATION OF THE DWT THROUGH FFT FOR A TWO-DIMENSIONAL (2-D) SYSTEM (i.e., A MATRIX)
Let us assume that we are going to compress a complex large dense matrix of size . Note that has to be an integer power of two for the discrete wavelet-like transform (DW LT) method to be applicable. The basic difference between the DWT and DW LT for the 2-D case is that DWT is a dyadic decomposition, whereas DW LT is a tensorial decomposition as illustrated in [4] . Only the tensorial decomposition (DW LT) can be applied to the solution of matrix equations. If the matrix is not of size , where is an integer, then the matrix can be augmented by a matrix with unity on the diagonal and zero everywhere else. Before, we apply the DW LT using FFT, we first rescale the matrix elements utilizing the following scalling:
This transform somehow seems deemed necessary when we deal with impedance matrices resulting from the discretization of integral equations utilizing subsectional bases in the conventional method of moments (MOM). Otherwise, the degree of compression is not very good. For application to a 2-D structure, like a matrix, a sequence of one-dimensional DWT using FFT is applied to every row and column of the matrix. In addition, this transform is applied separately to the real and the imaginary parts of the matrices as the ratio between the real and the imaginary parts of the matrices are quite large. Hence the transform is applied separately to each real and imaginary parts of the matrices rather than to the whole complex matrix at once.
IV. NUMERICAL RESULTS
Consider the analysis of electromagnetic scattering from a conducting sphere and a plate illuminated by an incident plane wave. We consider the electric field integral equation in the context of MOM utilizing a triangular subsectional basis and testing functions. The subsections and the operation frequency are chosen in such a way that it gives rise to a large dense complex matrix of size 4096 4096 for both the examples. Also, the excitation on the right-hand side is also a matrix of size 4096 1. We observe the compression of this large dense complex MOM impedance matrix utilizing the DW LT implementing the Daubechies filter of order eight following the procedure of [5] and using the technique presented in this paper. After the 4096 4096 matrix is appropriately scaled diagonally, as outlined in Section III, the result of the compression is given in Tables I and II for two different methods; namely, the use of a low-order Daubechies FIR filter and a very high order (ideal) filter implemented through the DW LT, for the case of the sphere and the plate, respectively. We use the following abbreviations D-DW-LT represents the results for the discrete wavelet-like transform implementing the Daubechies filters whereas FFT represents the results obtained by the current methodology.
The threshold value implies that the elements of the transformed matrix are discarded when in absolute value they are below . Hence an a priori threshold is set for the problem.
It is seen that for the 4096 4096 matrix there are 16 777 216 elements. The degree of compression, i.e., nonzero elements, depends on the threshold value for the Daubechies filters and the FFT. For both 0.01 and 0.001, the proposed method achieves a greater compression of the matrix, as expected, than the Daubechies filters. However, the average error in the reconstruction is larger. Here, the reconstruction error is defined as the square root of the sum of the mean squared values between the original matrix elements and the elements of the reconstruction matrix from the thresholded wavelet coefficients. This is 
equivalent to less robustness in the reconstruction and this occurs as predicted. However, the reconstruction error is still quite low for most practical applications, thus achieving greater sparsity. Therefore, if we now use an iterative method to solve this threshold matrix equation, like the conjugate gradient, then the CPU time required per iteration would be less as we have fewer elements in the matrix.
For a low threshold value of 0.0001, the Daubechies filters fare better for compression of the real part of the impedance matrix. The presence of the Gibb's phenomenon increases the oscillations in the coefficients of the present method. It has been our experience, that larger the matrix, the smaller is the effect of the Gibb's phenomenon introduced by the FFT as the magnitude of the elements of the matrix change more slowly when it is symmetrically extended.
The sparse matrix is now used to reconstruct the original matrix. In all cases, the average reconstruction error which is evaluated separately for both the real and the imaginary parts of the matrices is always less for the Daubechies filters than for the FFT procedure as predicted. Due to the presence of the Gibb's phenomenon, the average reconstruction error in the FFT procedure is sometimes larger than the truncation level when it is small. It is conjectured that for larger values of exceeding tens of thousands the proposed method would fare much better.
As a second example, consider the electromagnetic scattering from a flat plate which has been so discretized as to yield an impedance matrix of size 4096 4096. Again, we apply the two different approaches as described earlier. The results are shown in Table II . For both 0.01 and 0.001, the proposed method achieve a greater compression of the impedance matrix, than of using the Daubechies filters, except for the real part where the compression for both the methods are approximately the same. The average error in the reconstruction is larger. Here, the reconstruction error is defined as the square root of sum of the mean squared values between the original matrix elements and the elements of the reconstructed matrix from the thresholded wavelet coefficients. This is equivalent to less robustness in the reconstruction and this occurs as predicted.
As there is no mathematical proofs available for the finite wavelet transform cases, one can only conjecture the trends and this trend is not at all guaranteed all the time.
V. CONCLUSION
Even though the FFT implementation of the DW LT displays Gibb's phenomenon, it can still achieve compression 99% of a 4096 4096 complex dense matrix that arises in a typical electromagnetic scattering problem. It has been our experience that the results of the FFT becomes better, the larger the size of the matrix equations. Hence, the large complex dense matrix which needs to be stored on a disk for solution purpose can now be stored entirely in the main memory of the computer without resulting in a significant loss in accuracy. However, even though the degree of compression is better than the Daubechies method for relatively moderate threshold value, the average reconstruction error is larger. This procedure will make it possible to solve large dense complex matrix equations utilizing modest computer resources when analyzing radiation and scattering from arbitrary shaped structures utilizing the standard method of moment computer codes based on conventional subsectional basis function.
