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Re´sume´
Pour combiner diffe´rents classifieurs/votants, une so-
lution naturelle vise a` construire un vote de majorite´.
Un algorithme re´cemment introduit, MinCq, apprend
un tel vote en optimisant les poids associe´s aux vo-
tants. Son principe repose sur la minimisation du risque
du vote de majorite´ (la C-borne), dans le cadre de la
the´orie PAC-Bayes. Une limite de MinCq vient du fait
qu’il ne peut tirer avantage d’une connaissance a priori
sur la performance des votants (comme cela peut eˆtre le
cas des classifieurs de type plus proches voisins (PPV)).
Dans cet article, nous introduisons P-MinCq, une ex-
tension de MinCq, afin de conside´rer une contrainte a
priori sur la distribution des poids des votants. Cette
contrainte pouvant de´pendre des exemples d’apprentis-
sage, nous ge´ne´ralisons les preuves de convergence aux
sche´mas de compression. Applique´ a` un vote de majo-
rite´ sur un ensemble de classifieurs PPV et e´value´ sur
vingt jeux de donne´es, nous montrons que P-MinCq
est significativement plus performant qu’un PPV clas-
sique, un PPV syme´trique et MinCq lui-meˆme. Nous
montrons finalement que combine´ avec LMNN, un al-
gorithme d’apprentissage de me´trique, P-MinCq per-
met d’obtenir des re´sultats encore meilleurs.
Mots-clef : Vote de majorite´, Plus Proches Voisins,
PAC-Bayes, Sche´ma de compression
1 Introduction
Un vote de majorite´ est une me´thode de com-
binaison de classifieurs ou` l’on cherche a` optimiser
la ponde´ration des votants. L’objectif est alors de
construire un vote final plus performant et plus ro-
buste que les votants individuels. Cependant, choisir
des poids pertinents est une taˆche parfois complexe.
Dans ce contexte, un algorithme re´cent (MinCq) a
e´te´ propose´ [LMR11] pour apprendre les poids selon
des principes inhe´rents a` la the´orie PAC-Baye´sienne
[McA99]. MinCq optimise les poids sur un ensemble
de votants H en minimisant une borne sur le risque
du vote de majorite´ – la C-borne [LLM+07] – mettant
en jeu les deux premiers moments statistiques de la
marge du vote. Les auteurs ont montre´, par une borne
en ge´ne´ralisation PAC-Baye´sienne, que l’optimisation
empirique de cette borne permet de minimiser le risque
re´el du vote de majorite´ et revient a` re´soudre un pro-
gramme quadratique simple. La sortie de l’algorithme
MinCq est une distribution posterior sur H ponde´rant
les votants. MinCq a montre´ de bons re´sultats sur des
votes de stumps et de noyaux RBF [LMR11].
Il est important de noter que MinCq semble offrir
un cadre naturel au contexte des plus proches voi-
sins (PPV), pour lesquels deux principales strate´gies
d’ame´lioration ont e´te´ propose´es dans la litte´rature. La
premie`re repose sur le fait qu’avec les PPV, les probabi-
lite´s conditionelles par classe sont suppose´es localement
re´gulie`res. Or, plus la dimension de l’espace augmente,
moins cette hypothe`se est satisfaite. En conse´quence,
une solution est d’adapter localement les voisinages
[HT96, NSB03]. D’autre part, la performance des PPV
e´tant de´pendante de la distance intervenant dans le
calcul des voisinages, une seconde strate´gie fait appel
a` l’apprentissage de me´triques 1. Par exemple, LMNN
(Large Margin Nearest Neighbor) apprend une dis-
tance de Mahalanobis qui minimise l’erreur empirique
d’apprentissage d’un k-PPV avec une marge minimale
[WS09]. Quelle que soit la strate´gie, le nombre de voi-
1. Voir [YJ06] pour un e´tat de l’art.
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sins k reste a` eˆtre convenablement choisi et la re`gle
de de´cision se base sur ces voisinages locaux pouvant
aboutir a` des phe´nome`nes de sur-apprentissage (no-
tamment en grande dimension). A priori, MinCq sem-
blerait eˆtre pertinent pour contourner ce proble`me, en
optimisant un vote ponde´re´ de PPV, pour lequel l’en-
semble H serait constitue´ de classifieurs k-PPV (pour
k = {1, 2, . . .}). Cependant, comme nous le verrons
dans des expe´riences pre´liminaires, MinCq s’ave`re eˆtre
moins performant qu’un simple k-PPV. La raison de
ce comportement vient du fait que la contrainte de
quasi-uniformite´ ne´cessaire a` MinCq suppose que les
votants ont a priori la meˆme importance, ce qui n’est
clairement pas le cas des k-PPV, notamment dans
un contexte d’e´chantillon d’apprentissage de taille fi-
nie. De plus, les garanties en ge´ne´ralisation de MinCq
ne sont plus valides pour les PPV car, les votants
e´tant construits a` partir d’exemples d’apprentissage
[GHST05], le contexte rele`ve de´sormais des sche´mas
de compression [LMR11].
Dans ce papier, nous proposons une ge´ne´ralisation de
MinCq de deux manie`res. Tout d’abord, nous refor-
mulons le proble`me pour contraindre la distribution
posterior a` eˆtre P-aligne´e, ou` P mode´lise un prior
sur la distribution des poids des votants. P permet
d’incorporer ainsi une connaissance a priori sur la
performance de chaque votant. Nous montrons que
toute distribution sur les poids peut eˆtre exprime´e
comme une distribution P-aligne´e et que ce nouveau
proble`me, appele´ P-MinCq, s’exprime lui aussi comme
un programme quadratique. Ensuite, nous e´tendons
les preuves de convergence [LMR11] aux sche´mas de
compression. A` l’aide de ces deux contributions origi-
nales, nous instancions P-MinCq au cas d’un vote de
majorite´ sur un ensemble de classifieurs k-PPV. Pour
ce faire, nous de´finissons une contrainte P mode´lisant
la plus grande confiance que l’on donne aux voisi-
nages locaux. Ceci offre une approche the´oriquement
fonde´e pour apprendre une combinaison de k-PPV
a` la fois performante et robuste. Nous confirmons
expe´rimentalement ces re´sultats sur 20 jeux de donne´es
de re´fe´rence : P-MinCq ame´liore significativement l’ap-
proche k-PPV classique, sa version syme´trise´e [NSB03],
ainsi qu’un MinCq sur les meˆmes votants. De plus, pour
les proble`mes en grande dimension, P-MinCq s’ave`re
eˆtre plus robuste au sur-apprentissage. En outre, il se
montre compe´titif avec l’algorithme d’apprentissage de
me´triques LMMN [WS09] et ses performances peuvent
encore eˆtre ame´liore´es en le combinant avec la dis-
tance apprise par LMMN. Finalement, nous mettons
en e´vidence les bonnes performances de P-MinCq sur
une taˆche de reconnaissance d’objets.
Le papier s’organise comme suit. La sec. 2 pre´sente
MinCq [LMR11] et sa the´orie. Nous mettons en
e´vidence les limites de MinCq pour les k-PPV en
sec. 3. En sec. 4, nous de´crivons P-MinCq, l’exten-
sion de MinCq aux distributions P-aligne´es. La borne
en ge´ne´ralisation pour les sche´mas de compression est
de´rive´e en sec. 5. La sec. 6 de´finit un P-alignement
spe´cifique aux PPV. Nous expe´rimentons P-MinCq en
sec. 7 et concluons en sec. 8.
2 MinCq : notations et the´orie
Nous nous plac¸ons ici dans le cadre de l’algorithme
MinCq [LMR11] qui vise a` apprendre un vote de ma-
jorite´ sur un ensemble de votants a` valeurs re´elles en
classification binaire.
Soit X ⊆ Rd l’espace d’entre´e de dimension d et
Y ={−1,+1} l’ensemble de sortie. S est un e´chantillon
d’apprentissage compose´ de m exemples (x, y) tire´s
i.i.d. selon une distribution (fixe´e, inconnue) D sur
X×Y . (D)m correspond a` la distribution de S. MinCq
a e´te´ conc¸u dans le cadre de la the´orie PAC-Baye´sienne
[McA99]. E´tant donne´ un ensemble de votants H, cette
the´orie se base sur une distribution prior P et une dis-
tribution posterior Q sur H. P mode´lise l’information
a priori sur la pertinence des votants : ceux a priori
plus performants ont un poids plus e´leve´ selon P . En
conside´rant l’information fournie par S, le but de l’ap-
prenant est alors d’adapter P afin d’obtenir un poste-
rior Q impliquant un vote de majorite´ Q-ponde´re´ de
risque re´el faible, de´fini comme suit.
De´finition 1. Soit H = {h1, . . . , hn} un ensemble de
n votants de X vers R. Soit Q une distribution sur H.













Son risque re´el (ou erreur re´elle) RD(BQ) sur les
paires (x, y) i.i.d. selon la distribution D est :
RD(BQ) = E
(x,y)∼D
I [BQ(x) 6= y] ,
ou` I[.] est une fonction indicatrice.
Dans [LMR11, LLM+07], les auteurs font le lien entre
le risque RD(BQ) et la notion suivante de Q-marge qui
mode´lise la confiance de BQ(·) en son e´tiquetage.
De´finition 2 ([LMR11]). La Q-marge de (x, y) est :




Le premier moment MDQ de la Q-marge est :
MDQ = E
(x,y)∼D





alors que le second moment MDQ2 est de´fini ainsi :
MDQ2 = E
(x,y)∼D





BQ(·) classe correctement un exemple (x, y) lorsque sa
Q-marge est strictement positive. On a alors :
RD(BQ) = Pr
(x,y)∼D
(MQ(x, y) ≤ 0) . (1)
Pour finir, introduisons les notations suivantes :
MDh = E
(x,y)∼D
yh(x) et MDh,h′= E
(x,y)∼D
h(x)h′(x). (2)
Si l’on conside`re S∼(D)m plutoˆt que la distribution D,
nous obtenons le risque empirique RS(BQ), les premier
et second moments empiriques de la Q-marge MSQ et
MSQ2 , et les quantite´s associe´es MSh et MSh,h′ .
Nous rappelons dans ce qui suit trois re´sultats issus
de [LMR11, LLM+07] et qui constituent les fondements
de nos contributions. Le premier majore RD(BQ) par
la C-borne (the´o. 1). Celle-ci relie le risque re´el aux pre-
mier et second moments de la Q-marge. Le deuxie`me
re´sultat garantit la consistence de la minimisation em-
pirique de la C-borne pour apprendre Q, i.e. un vote de
majorite´ Q-ponde´re´ (the´o. 2). Le troisie`me montre que
cet apprentissage peut se faire de manie`re optimale en
re´solvant un programme quadratique simple, MinCq.
La C-borne s’obtient a` l’aide de l’e´q. (1), en appli-
quant l’ine´galite´ de Cantelli-Chebychev [DGL96] a` la
variable ale´atoire MQ(x, y).
The´ore`me 1 (C-borne [LMR11]). Pour toute distri-
bution Q sur une classe H et pour toute distribution D
sur X×Y , si MDQ>0 alors RD(BQ)≤CDQ ou` :
CDQ =
Var(x,y)∼D(MQ(x, y))








son estimation sur S.
L’inte´reˆt de la C-borne est que sa minimisation
permet d’apprendre Q afin d’obtenir un vote de
majorite´ BQ de risque re´el faible. Pour justifier
cette strate´gie, les auteurs ont de´rive´ une borne en
ge´ne´ralisation PAC-Baye´sienne sur CDQ . L’ide´e est
de se focaliser sur des distributions quasi-uniformes
Q sur un ensemble auto-comple´mente´ de 2n vo-
tants H = {h1, . . . , hn, hn+1, . . . , h2n}, ou` pour tout
k ∈ {1, . . . , n}, hk+n = −hk (auto-complementation) et
Q(hk) + Q(hk+n) =
1
n
(quasi-uniformite´) 2. Les auteurs
2. Pour simplifier, nous noterons Q(hk) par Qk.
affirment que cette hypothe`se n’est pas une trop forte
restriction et permet de caracte´riser les situations pour
lesquelles on donne le meˆme a priori a` chaque vo-
tant (i.e. le prior est non-informatif). De plus, les dis-
tributions quasi-uniformes ont deux avantages. D’une
part, elles permettent de s’affranchir du terme clas-
sique relie´ a` la complexite´ 3 de H (ce terme est par-
fois difficile a` optimiser et peut amener a` une mauvaise
re´gularisation) [LMR11]. D’autre part, cette contrainte
joue le roˆle d’une re´gularisation donnant le meˆme a
priori a` chaque votant et apparaˆıt eˆtre une solution
concre`te et naturelle au sur-apprentissage.
La borne en ge´ne´ralisation est obtenue en prenant la
minoration (resp. majoration) deMDQ et la majoration
(resp. minoration) de MDQ2 du the´ore`me suivant.
The´ore`me 2 ([LMR11]). Pour toute distribution D
sur X×Y , pour tout m≥8, pour tout ensemble auto-
comple´mente´Hde votants re´els borne´s par B, pour tout
δ∈ (0,1], avec une proba. d’au moins 1−δ sur le choix
de S∼(D)m, pour tout Q quasi-uniforme sur H on a :








Sans perte de ge´ne´ralite´, on obtient la proposition
suivante :
Proposition 1 ([LMR11]). Pour tout µ ∈ (0, 1] et
pour toute distribution Q sur H associe´e a` une Q-
marge empirique MSQ ≥ µ, il existe une distribution
quasi-uniforme Q′ sur H de Q-marge empirique e´gale
a` µ, telle que Q et Q′ induisent le meˆme vote de majo-
rite´ et la meˆme valeur empirique de la C-borne, i.e. :
MSQ′ = µ, BQ′ = BQ, CSQ′ = CSQ, et CDQ′ = CDQ .
En se basant sur les the´os. 1, 2 et sur la prop. 1, les
auteurs sugge`rent de minimiser la C-borne empirique
sous la contrainte MSQ ≥ µ. Graˆce a` l’hypothe`se de
quasi-uniformite´, ils montrent que ceci est e´quivalent
a` re´soudre un programme quadratique simple mettant
en jeu uniquement les n premiers votants de H. MinCq
est de´crit dans l’algo. 1. Il minimise le de´nominateur
MSQ2 , i.e. le second moment de la Q-marge (e´q. (3)),
sous les contraintes MSQ = µ (e´q. (4)), i.e. le premier
moment est fixe´, et Q est quasi-uniforme (e´q. (5)).












3. En PAC-Bayes, ce terme est relie´ a` la divergence entre la
distribution Q et la distribution prior P , mesure´e via la diver-
gence de Kullback-Leibler. Voir [LMR11] pour plus de de´tails.
3
Algorithme 1 MinCq : programme quadratique ap-
prenant un vote de majorite´ Q-ponde´re´ sur H auto-
comple´mente´, sous une contrainte de quasi-uniformite´.
entre´e Un e´chantillon S, les n premiers votants d’un
ensemble H auto-comple´mente´, une marge µ > 0














∀k ∈ {1, . . . , n}, 0 ≤ Qk ≤ 1/n, (5)
ou` Q = (Q1, . . . , Qn)
T est le vecteur des n pre-
miers poids Qk, MS la matrice n × n compose´e de
MShk,hk′ pour k, k′ ∈ {1, . . . , n} (c.f. e´q. (2)) et :
mS =
(













3 MinCq et PPV : les limites
Au premier abord, MinCq semble eˆtre une solution
inte´ressante pour contrer les limitations lie´es aux k-
PPV. D’une part, la the´orie stipule que plus k est e´leve´,
meilleure est la convergence vers le risque baye´sien
optimal. Or, ceci n’est vrai qu’asymptotiquement et,
en pratique, le choix de k requiert une attention par-
ticulie`re 4. Optimiser un vote de majorite´ de classi-
fieurs k-PPV 5 (k = {1,2, . . .}) permettrait donc de
s’affranchir de re´gler k. D’autre part, en faisant usage
du cadre PAC-Baye´sien, la minimisation de la C-
borne semble fournir des garanties en ge´ne´ralisation
qui ne pourraient pas eˆtre obtenues avec un algo-
rithme standard des k-PPV avec un e´chantillon de
taille finie. Nous avons re´alise´ une e´tude expe´rimentale
pre´liminaire pour comparer un classifieur k-PPV clas-
sique (pour lequel, k a e´te´ choisi par validation croise´e)
avec MinCq (c.f. sec. 7 pour le protocole). Sur 20
jeux de donne´es, MinCq atteint une erreur moyenne
de 18.18% contre 17.88% pour k-PPV (c.f. tab. 2).
Un test de Student ne distingue pas les deux ap-
proches. Ceci se confirme par un test de signe avec un
re´sultat win/loss/tie e´gal a` 7/6/7 et une p-valeur d’en-
viron 0.5 (c.f. fig. 1). Cette se´rie d’expe´riences montre
clairement que MinCq n’ame´liore pas l’approche k-
PPV. Ce re´sultat a priori surprenant peut en fait
eˆtre explique´ par l’hypothe`se non-informative de quasi-
4. Voir sec. 6.2 pour plus de de´tails sur le choix de k.
5. D’autres ensembles de votants pourraient eˆtre conside´re´s.
e.g. ne`me voisin pourrait correspondre au nie`me votant.
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Figure 1 – MinCq vs PPV. Un point correspond au
taux d’erreur sur un jeu de donne´es. Un point au-dessus
de la bissectrice est en faveur de MinCq.
uniformite´ sur Q qui n’est pas pertinente quand les
votants n’ont pas la meˆme importance. Or, pour des
raisons e´videntes, un voisinage proche (i.e. un petit k)
offre naturellement une meilleure information discrimi-
native, dans le cas d’e´chantillons finis, qu’une re`gle de
de´cision des k-PPV avec k tre`s grand. En outre, d’un
point de vue the´orique, les bornes pre´sente´es dans la
section pre´ce´dente ne sont pas ve´rifiables si les votants
de´pendent de l’e´chantillon d’apprentissage (on parle de
sche´ma de compression).
Pour contrer ces limitations, nous proposons d’e´tendre
MinCq. En sec. 4, nous ge´ne´ralisons la contrainte de
quasi-uniformite´ a` une contrainte de P-alignement :
e´tant donne´e une contrainte a priori P, Q doit eˆtre
une distribution P-aligne´e (i.e. proche de P). P va
ainsi nous permettre de mode´liser la connaissance sur
la pertinence des votants. En sec.5 nous ge´ne´ralisons
les preuves de convergence de [LMR11] aux sche´mas
de compression PAC-Baye´sien [GHST05].
4 De quasi-uniforme a` P-aligne´e
Soit H = {h1, . . . , h2n} un ensemble de votants
auto-comple´mente´s (∀i ∈ {1, . . . , n}, hi+n=−hi). Plutoˆt
que de restreindre la distribution Q sur H a` la
quasi-uniformite´ (Qi + Qi+n = 1n ), nous la contrai-
gnons au P-alignement : ∀i ∈ {1, . . . , n}, Qi + Qi+n =
Pi, ou` (P1, . . . , Pn)
T= P tel que
∑n
i=1Pi = 1 et ∀i ∈
{1, . . . , n}, 0 ≤ Pi ≤ 1. P joue donc le roˆle d’a priori sur
les votants. Notons que la quasi-uniformite´ est un cas
particulier du P-alignement ou` : ∀i∈{1, . . . , n}, Pi = 1n .
Par la suite, nous montrons que le P-alignement ne res-
treint pas l’ensemble des votes de majorite´ possibles.
Puis, nous introduisons P-MinCq qui optimise la C-
borne dans ce contexte.
4
4.1 Expressivite´ du P-alignement
D’apre`s [LMR11], la quasi-uniformite´ ne restreint
pas l’ensemble des votes de majorite´ possibles. Nous
ge´ne´ralisons ce re´sultat a` toute distribution P-aligne´e
sur un ensemble auto-comple´mente´ H de votants.
Proposition 2. Pour tout Q sur H, il existe une dis-
tribution P-aligne´e Q′ sur H auto-comple´mente´ telle










Puisque le P-alignement est une ge´ne´ralisation de
la quasi-uniformite´, la prop. 1 reste valide : sous la
contrainte MSQ=µ, la C-borne est optimisable en mi-
nimisant le second moment MSQ2 de la Q-marge via le
programme quadratique P-MinCq e´nonce´ ci-dessous.
4.2 L’algorithme P-MinCq
Le the´o. 2 reste vrai pour toute distribution P-
aligne´e sur des votants inde´pendants des donne´es. En
effet, la preuve fait simplement appel a` la contrainte de
P-alignement 6 : Qi +Qi+n=Pi +Pi+n. Notre extension
P-MinCq est de´crite dans l’algo. 2 (et sa de´rivation
en annexe). Le P-alignement permet, comme pour
MinCq, d’uniquement faire intervenir les n premiers
votants de H lors de la re´solution du programme.
Algorithme 2 P-MinCq : programme quadratique ap-
prenant un vote de majorite´ Q-ponde´re´ sur H auto-
comple´mente´, sous une contrainte de P-alignement.
entre´e Un e´chantillon S, les n premiers votants d’un
ensemble H auto-comple´mente´, une marge µ > 0, un
vecteur “prior” P = (P1, . . . , Pn)
T
, une matrice MS
de taille n×n compose´e des e´le´mentsMShi,hi′(e´q. (2))






T (2Q−P) = µ, (7)
∀i ∈ {1, . . . , n}, 0 ≤ Qi ≤ Pi, (8)
ou` mS
T = (Mh1 , . . . ,Mhn)T .
La fonction objectif (e´q. (6)) minimise le second mo-
ment de la Q-marge alors que l’e´q. (7) contraint le pre-
mier moment a` µ. La partie gauche de l’e´q. (7) est
une moyenne ponde´re´e des marges individuelles Mhi
(les poids valent 2Qi−Pi). E´tant donne´e P, la dernie`re
6. Voir [LMR11] pour plus de de´tails.
e´q. (8) impose de conside´rer uniquement des distribu-








Concernant les capacite´s en ge´ne´ralisation de P-
MinCq, le the´o. 2 n’est pas valide lorsque les votants
de´pendent des donne´es d’apprentissage, i.e. si l’on se
place dans le cadre des sche´mas de compression. Nous
ge´ne´ralisons le the´o. 2 a` ce cadre en utilisant des tech-
niques issues de [LM07] comme intuite´ dans [LMR11]
5 Borne en ge´ne´ralisation pour
les sche´mas de compression
Nous de´rivons ici une preuve de consistence lorsque
les votants sont de´finis a` partir d’exemples de
l’e´chantillon d’apprentissage S. Ce re´sultat est a` la fois
valide pour MinCq et pour son extension P-MinCq.
5.1 Cadre ge´ne´ral
Un sche´ma de compression [FW95] est un algo-
rithme d’apprentissage travaillant sur un ensemble de
classifieurs de´pendant des donne´es. Un classifieur est
alors repre´sente´ par deux e´le´ments : une se´quence
d’exemples, appele´e se´quence de compression, et
un message repre´sentant l’information supple´mentaire
ne´cessaire pour trouver le classifieur a` partir de la
se´quence. On de´finit ainsi une fonction de reconstruc-
tion renvoyant un classifieur a` partir d’une se´quence
de compression et d’un message. La de´finition d’un
sche´ma de compression est la suivante.
De´finition 3. Soit S ∼ (D)m un e´chantillon. Jm=⋃m
i=1
{
(j1, . . . , ji)∈{1, . . . ,m}i
}
est l’ensemble des vec-
teurs d’indices possibles. E´tant donne´s une famille
d’hypothe`ses HS et un vecteur d’indices j ∈ Jm, la
se´quence de compression Sj = {(xj , yj)}j∈j est de´finie
comme la sous-se´quence indice´e par j. Un algorithme
A : (X×Y )(∞) 7→ HS est un sche´ma de compression
si et seulement s’il existe un triplet (C,R, ω) tel que
pour tout e´chantillon S, on ait : A(S) = R (SC(S), ω),
ou` C : (X×Y )(∞) 7→⋃∞m=1Jm est la fonction de com-
pression, R : (X×Y )(∞)× ΩSC(S) 7→HS la fonction de
reconstruction et ω un message choisi dans l’ensemble
ΩSC(S) (de´fini a priori) de tous les messages pouvant
eˆtre fournis avec la se´quence SC(S).
En d’autres termes, un sche´ma de compression est une
fonction de reconstruction R associant une se´quence
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de compression C(S) = Sj a` un ensemble HS de fonc-
tions hωSj telle que A(S)=R (Sj, ω)=hωSj . Par exemple
les classifieurs PPV sont reconstructibles uniquement
a` partir d’une se´quence de compression encodant les
PPV [FW95, GHST05], alors que d’autres classifieurs,
comme les decision list machines [MS05], requie`rent
une se´quence de compression ainsi qu’un message.
5.2 Borne en ge´ne´ralisation
Soit Sj une se´quence de compression compose´e de |j|
exemples issus de S. Dans le contexte d’un sche´ma de
compression PAC-Baye´sien, les erreurs RP (·) et RS(·)
peuvent eˆtre biaise´es par ces e´le´ments : il est donc
pre´fe´rable de calculer le risque empirique RS(·) a` partir
de S\Sj [LM07]. Cependant, la strate´gie propose´e par
[GLL+11], pour de´river une borne, prend en compte
le biais. En suivant cette strate´gie, e´tant donne´ un
e´chantillon S, nous conside´rons HS l’ensemble de tous
les classifieurs possibles hωSj =R(Sj, ω) tel que ω∈ΩSj .
Nous notons QJm(j) la probabilite´ qu’une se´quence de
compression Sj soit choisie par Q, et QSj(ω) la proba-








En PAC-Bayes, une borne en ge´ne´ralisation de´pend de
la distribution prior P sur HS . Ce prior est suppose´
connu avant d’observer S, impliquant que P et S sont
inde´pendants. Or, les votants de HS de´pendent de S et
empeˆchent une telle connaissance a priori. Ce proble`me
peut eˆtre contre´, selon le principe de [LM07, GLL+11],





, ou` PJm est une distribution sur
Jm et PSj est une distribution sur ΩSj , pour toutes les
se´quences Sj. Ainsi la distribution P inde´pendante de
S correspond a` la distribution sur HS associe´e au prior(
PJm ,(PSj)j∈Jm
)
et est de´finie par : P (hωSj)=PJmPSj(ω).
De´finition 4. Pour un sche´ma de compression, la Q-
marge d’un exemple (x, y) est donne´e par :




Le premier momentMDQ et le second momentMDQ2 de
la Q-marge sont de´finis comme pre´ce´demment par :
MDQ = E
(x,y)∼D
MQ(x, y), MDQ2 = E
(x,y)∼D
(MQ(x, y))2 .
HS est un ensemble auto-comple´mente´ de votants : le
comple´mentaire de hωS∈HS est −hωS . Ainsi, l’ensemble
des messages associe´ est ΩS×{+,−} et : ∀σ∈ΩS , h(σ,+)S =
−h(σ,−)S . Le re´sultat principal de cette section est :
The´ore`me 3. Pour toute distribution D sur X×Y ,
pout tout m≥8, pour tout δ∈(0, 1], avec une probabilite´
d’au moins 1−δ sur le choix de S ∼ (D)m, pour tout
HS auto-comple´mente´ de votants re´els borne´s par B et
de taille de se´quence de compression au plus |jmax|< m2



























De´monstration. En annexe, inspire´e de la preuve du the´o. 2 (voir
[LMR11]).
Si les votants sont inde´pendants des donne´es, i.e. si
|jmax| = 0, on retrouve le the´o. 2. Comme attendu,
plus les se´quences de compression sont grandes, plus
|jmax| est e´leve´ et moins la borne est pre´cise. Ainsi,
pour pre´server la consistence du processus d’appren-
tissage, cette valeur ne doit pas eˆtre trop e´leve´e.
6 P-MinCq et les k-PPV
6.1 Sur les capacite´s en ge´ne´ralisation
Rappelons que les classifieurs k-PPV de´pendent des
exemples d’apprentissage. Cependant, quelle que soit
la valeur de k, pour un e´chantillon d’apprentissage de
taille m, la se´quence de compression est de taille m
rendant invalides les bornes (si la taille maximale des
se´quences de compression vaut |jmax| >= m2 alors le
de´nominateur des bornes vaut 0). Pour e´viter cette
forme inde´termine´e, |jmax| peut conside´rablement eˆtre
re´duit par des techniques de se´lection de prototypes
ou de re´duction de bases [DHS01], qui permettent de
supprimer de la se´quence les exemples n’intervenant ja-
mais dans la de´cision sur les donne´es de test. Dans ce
cas, chaque k-PPV utilise donc sa propre se´quence de
compression : un sous-ensemble de l’e´chantillon d’ap-
prentissage. Finalement, les garanties en ge´ne´ralisation
valides sont celles de notre the´o. 3 (ici B=1).
6.2 Le choix de k pour les k-PPV
La the´orie classique des k-PPV stipule que plus k
augmente, plus la convergence vers le risque de Bayes
optimal est forte. Cependant, cette proprie´te´ n’est
vraie qu’asymptotiquement, quand m→+∞. En pra-
tique, m est limite´ et k doit eˆtre choisi avec pre´caution.
D’une part, plus k est grand, plus l’estimation de den-
site´ est pertinente. Mais d’autre part, seuls les voi-
sinages les plus proches, avec un petit k, ame`nent a`
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Figure 2 – Comparaison de la me´diane deP et
√
m/2.
une re`gle de classification correcte. Dans la litte´rature,
diffe´rentes e´tudes the´oriques et empiriques ont e´te´
mene´es pour analyser ce compromis entre grande et pe-
tite valeur de k. Une solution [DHS01, CM11] consiste
a` faire appel a` une faible fraction d’exemples environ
e´gale a`
√
m/|Y | de voisins.
6.3 Une contrainte fonde´e
P-MinCq offre un contexte original pour les k-PPV,
en combinant diffe´rents k-PPV (∀k = {1, . . . ,m}).
Au lieu de re´gler k, nous de´finissons une contrainte
a priori de P-alignement sur les votants. Comme men-
tionne´ dans [DGL96], les voisinages les plus proches ap-
portent plus d’information dans une combinaison de k-
PPV. Suivant cette recommandation, nous proposons
la contrainte P suivante (a` normaliser) :
∀k ≥ 1, Pk = 1/k . (9)
P concentre ses poids sur les votants de´finis a` par-
tir d’une faible fraction d’exemples, mais prend aussi
en compte (dans une moindre mesure) l’information
porte´e par l’ensemble des voisinages. Nous justifions,
dans ce qui suit, ce choix en e´tablissant une relation
entre l’e´q. (9) et sa me´diane M (le nombre de voisins
implique´s dans les votants accumulant la moitie´ de la
densite´). Alors que dans le cas d’une distribution conti-
nue, le calcul de M est aise´, le cas discret (qui nous
inte´resse, i.e. ou` x ∈ {1, . . . ,m}) requiert une approxi-









somme des termes d’une se´rie harmonique n’admettant
aucune solution analytique. Or, des sommes partielles






= ln(n) + γ + n,
ou` γ'0.5772156 est la constante d’Euler-Mascheroni 7
7. La constante d’Euler-Mascheroni est la limite de la
diffe´rence entre la se´rie harmonique et le log. naturel.
Table 1 – Proprie´te´s des 20 jeux de donne´es.
Nom # Attributs Taille de S Taille en test
australian 14 345 345
blood 4 374 374
breast 9 349 350
colon 2000 31 31
german 24 500 500
glass 9 107 107
haberman 3 153 153
heart 13 135 135
ionosphere 34 175 176
letterAB 16 297 1192
letterDO 16 297 1193
letterOQ 16 291 1166
liver 6 172 173
musk1 166 238 238
parkinsons 22 97 98
pima 8 384 384
sonar 60 104 104
voting 16 217 218
wdbc 30 284 285
wpbc 33 99 99














⇔ ln(M) + γ + 12M = 12 (ln(m)+γ) + 14m
⇔ ln(M) = ln(√m)− γ2 + 14m − 12M
⇔ ln(M) ≤ ln(√m)− γ2 − 14m






Dans le cas discret, l’e´q. (10) indique que l’approxi-
mation de la me´diane de P est tre`s proche de
√
m/2
(fig. 2), qui n’est autre que la valeur sugge´re´e pour
k dans la re`gle des k-PPV en classification binaire.
Nous avons donc e´tabli ici une relation e´troite entre
la se´lection classique de k et notre contrainte P (dans
le cas d’un vote de majorite´ sur un ensemble de classi-
fieurs k-PPV). La section suivante pre´sente une e´tude
expe´rimentale permettant de valider ce choix.
7 Expe´rimentations
Dans cette section nous re´alisons une e´tude de
P-MinCq pour les k-PPV, comme de´crit dans la sec. 6.
Nous nous comparons a` quatre me´thodes.
• L’algorithme standard des k-PPV (PPV).
• Un k-PPV syme´trique (SNN : Symmetric Nearest
Neighbor) [NSB03], pour lequel un exemple x est
e´tiquete´ par la classe majoritaire parmi les exemples
appartenant au k-voisinage de x (comme pour PPV)
et ceux incluant x dans leur propre k-voisinage.
• L’algorithme LMNN (Large Margin Nearest Neigh-
bor) [WS09] qui apprend essentiellement une distance
de Mahalanobis en optimisant l’erreur du k-PPV sur
7
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(a) P-MinCq vs PPV























(b) P-MinCq vs SNN























(c) P-MinCq vs MinCq
Figure 3 – Comparaison de P-MinCq, PPV, SNN et MinCq. Chaque point sur le graphique correspond au
taux d’erreur des deux algorithmes compare´s. Un point en-dessous de la bissectrice est en faveur de P-MinCq.
Table 2 – Taux d’erreurs sur les 20 jeux de donne´es.
Jeu de donne´es PPV SNN LMNN MinCq P-MinCq
australian 0.3121 0.3324 0.2746 0.3064 0.2919
blood 0.2647 0.2487 0.2674 0.2540 0.2567
breast 0.0514 0.0200 0.0400 0.0314 0.0257
colon 0.1613 0.1290 0.2258 0.1613 0.1290
german 0.2940 0.3040 0.2760 0.2780 0.2720
glass 0.0370 0.0648 0.0648 0.0370 0.0370
haberman 0.2597 0.2532 0.2922 0.2597 0.2727
heart 0.3481 0.3926 0.2148 0.3926 0.3556
ionosphere 0.1420 0.1591 0.1193 0.1420 0.0795
letter :AB 0.0176 0.0143 0.0151 0.0176 0.0176
letter :DO 0.0268 0.0293 0.0126 0.0268 0.0260
letter :OQ 0.0961 0.0961 0.0334 0.0995 0.0892
liver 0.3584 0.3468 0.3584 0.3410 0.3584
musk1 0.1339 0.1464 0.2092 0.1715 0.1297
parkinsons 0.2041 0.2143 0.1531 0.2041 0.2347
pima 0.2526 0.2474 0.2604 0.2422 0.2370
sonar 0.2762 0.2952 0.0762 0.2952 0.2000
voting 0.0596 0.0596 0.0413 0.0688 0.0688
wdbc 0.0596 0.0842 0.0491 0.0561 0.0456
wpbc 0.2200 0.2500 0.2300 0.2500 0.2500
Erreur Moyenne 0.1788 0.1844 0.1607 0.1818 0.1689
Rang Moyen 2.9 3.1 2.65 2.9 2.25
l’ensemble d’apprentissage (avec une marge de surete´).
Puis, un k-PPV est applique´ avec la distance apprise.
• MinCq, conside`rant une distribution quasi-uniforme.
Nous e´valuons tout d’abord ces approches sur 20
jeux de donne´es (varie´s) de re´fe´rences. Puis, nous
nous attaquons a` une taˆche de reconnaissance d’objets.
Jeux de donne´es de re´fe´rences (UCI)
Protocole. Les 20 jeux de donne´es (tab. 1 pour leurs
proprie´te´s) sont issus du UCI Machine Learning Repo-
sitory (archive.ics.uci.edu/ml/). La distance euclidienne
est utilise´e pour calculer les voisinages. Les donne´es
sont de´coupe´es en 50% d’apprentissage et 50% de test,
sauf letterAB, letterDO et letterOQ que nous divisons
en 20%/80%. Les parame`tres sont se´lectionne´s par va-
lidation croise´e sur 10 sous-ensembles de l’e´chantillon
d’apprentissage : la marge µ de MinCq et P-MinCq
(parmi 14 valeurs dans [10−4, 0.5]), le k des k-PPV et
LMNN (parmi {1, . . . , 10}). Le parame`tre de compro-
mis de LMNN est fixe´ a` 0.5 comme dans [WS09].
Resultats. Les re´sultats obtenus sur les ensembles
de test sont reporte´s dans la tab 2. P-MinCq s’ave`re
plus performant qu’un PPV classique. En moyenne,
P-MinCq atteint un taux d’erreur de 16.89% contre
17.88% pour PPV. Avec un test de Student apparie´,
cette diffe´rence est statistiquement significative avec
une p-valeur de 0.06. Ce re´sultat est conforte´ par un
test de signe renvoyant un re´sultat win/loss/tie e´gal a`
12/5/3 avec une p-valeur de 0.07 (fig. 3(a)). De plus,
la fig. 3(b) montre que P-MinCq est meilleur que SNN
(qui est plus performant sur quelques jeux de donne´es) :
une p-valeur de 0.01 en faveur de P-MinCq avec un test
de Student et de 0.24 avec un test de signe. En outre,
P-MinCq ame´liore MinCq : un test de Student me`ne a`
une p-valeur de 0.02, un test de signe a` une p-valeur
'0.03 avec un win/loss/tie de 12/4/4 (fig. 3(c)). Cette
e´tude montre, d’une part, l’inte´reˆt de la ge´ne´ralisation
de MinCq aux distributions P-aligne´es et, d’autre part,
la pertinence de la contrainte Pk=
1
k (normalise´e) pour
les PPV. Meˆme s’il n’est pas un algorithme d’appren-
tissage de me´trique, P-MinCq s’ave`re compe´titif avec
LMNN (0.1689 contre 0.1607 d’erreur moyenne avec
une p-valeur d’environ 0.10 pour un test de Student).
Un test de signe ame`ne a` une p-valeur de 0.5, in-
diquant qu’aucune des me´thodes n’est meilleure que
l’autre. La fig. 4(a) montre que P-MinCq et LMNN
sont plutoˆt comple´mentaires. D’une part, LMNN ap-
prend une me´trique qui ajuste les voisinages (parfois
avec un grand succe`s, e.g. heart, parkinsons, sonar),
mais est parfois moins performant que PPV car une
dimensionnalite´ e´leve´e implique un fort risque de sur-
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(a) P-MinCq vs LMNN
























(b) P-MinCq+LMNN vs LMNN
Figure 4 – Comparaison de P-MinCq et LMNN et de
P-MinCq+LMNN et LMNN.
apprentissage (e.g. colon, musk1). D’autre part, P-
MinCq combine diffe´rentes re`gles de PPV et n’inter-
vient donc pas sur les voisinages : cette combinaison
de votants apparaˆıt plus stable (tab. 2 avec le meilleur
rang moyen) et plus robuste au sur-apprentissage. Afin
de mesurer cette comple´mentarite´, nous re´alisons une
se´rie d’expe´riences comple´mentaire dont le but est de
combiner LMNN et P-MinCq (lorsque cela paraˆıt per-
tinent). Concre`tement, si LMNN est plus pertinent
que P-MinCq sur l’ensemble de validation, la distance
apprise par LMNN sera privile´gie´e par P-MinCq (si-
non la distance euclidienne est conserve´e). Nous repor-
tons alors les re´sultats dans la tab. 3. La combinai-
son LMNN+P-MinCq bat clairement toutes les autres
me´thodes, y compris LMNN seul (un test de Student
avec une p-valeur de 0.05 et un test de signe a` 0.17),
comme illustre´ par la fig. 4(b). Notons que sur les jeux
de donne´es sur lesquels LMNN e´tait le plus performant
(e.g. heart, parkinson, voting), LMNN+P-MinCq est ca-
pable d’ame´liorer encore plus ces re´sultats.
Reconnaissance d’objets (Graz-01)
Protocole. Nous re´alisons une expe´rience sur Graz-01
[OFPA04], un jeu de donne´es ou` deux objets-classes
sont a` identifier (bike, person), ainsi qu’une classe
d’arrie`re plan. Graz-01 est connu pour sa grande va-
riation intra-classes et ses arrie`res plans tre`s parasite´s
(fig. 5). Les taˆches de classification sont : bike/non-
Table 3 – Taux d’erreurs sur les 20 jeux de donne´es.










letter :AB 0.0151 0.0151
letter :DO 0.0126 0.0084









Erreur Moyenne 0.1607 0.1508
Figure 5 – Exemples de bikes (gauche), persons
(centre), d’arrie`re plans (droite) issus de Graz-01. Uni-
quement des parties d’objets peuvent eˆtre visibles.
Identifier un arrie`re plan est dur (e.g. ve´lo vs moto).
bike et person/non-person. Nous suivons le protocole
de [OFPA04] : pour chaque objet, 100 images positives
et 100 ne´gatives sont choisies ale´atoirement (50 issues
de l’autre objet et 50 de l’arrie`re plan). Les images sont
de´crites par un histogramme de fre´quences de 200 mots
visuels construits a` partir des points d’inte´reˆts SIFT 8.
Les voisinages sont calcule´s via deux distances d’histo-
grammes : la distance χ2 et la distance d’intersection.
Resultats. Nous reportons dans la tab. 4 les re´sultats
moyenne´s sur 10 tirages ale´atoires. P-MinCq est en-
core une fois le plus stable et le meilleur en moyenne.
Il est plus performant que PPV et MinCq (une p-valeur
<0.01 avec un test de Student) et que SSN dans une
moindre mesure (une p-valeur de 0.13). Notons que
SNN ame´liore significativement PPV sur ces donne´es :
la variation intra-classe semble rendre payante l’exten-
sion du voisinage. Cependant, alors que l’heuristique de
syme´trie de SNN n’est pas toujours pertinente (comme
pour les jeux de donne´es de re´fe´rence), P-MinCq pro-
pose une alternative robuste fonde´e the´oriquement.
8. Scale-invariant feature transform introduit dans [Low99]
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Table 4 – Taux d’erreurs moyens sur Graz-01.
Distance Taˆche PPV SNN MinCq P-MinCq
χ2 bike 0.2310 0.2090 0.2160 0.2095
χ2 person 0.2385 0.2305 0.2730 0.2250
Intersection bike 0.2260 0.2185 0.2130 0.2055
Intersection person 0.2350 0.2370 0.3180 0.2255
Erreur moyenne 0.2326 0.2238 0.2550 0.2164
8 Conclusion
Nous avons propose´ un nouvel algorithme, P-MinCq,
pour apprendre un vote de majorite´ ponde´re´ sur un
ensemble de classifieurs k-PPV. Il se base sur une
ge´ne´ralisation de l’algorithme MinCq [LMR11] (qui
trouve sa source dans la the´orie PAC-Baye´sienne) en
permettant l’introduction d’une connaissance a priori
lors du processus d’apprentissage. Tandis que la dis-
tribution sur les votants utilise´e par MinCq est non-
informative (quasi-uniforme), la connaissance prise en
compte par P-MinCq prend la forme d’une distribu-
tion P-aligne´e. D’une part, notre approche n’implique
aucune perte d’expressivite´ et, d’autre part, nous en
avons de´montre´ les garanties en ge´ne´ralisation lorsque
les votants de´pendent des donne´es (comme c’est le cas
des classifieurs k-PPV). De plus, nous avons de´fini un
P-alignement spe´cifique et adapte´ aux k-PPV et nous
avons illustre´ son inte´reˆt lors des expe´riences mene´es.
Ceci ouvre des perspectives pour de´finir des P-
alignements pour diffe´rents types de classifieurs, mais
aussi proposer des me´thodes visant a` estimer P. Une
autre piste prometteuse est de voir P-MinCq comme
un algorithme de fusion de classifieurs appris a` partir
de diffe´rentes vues/modalite´s : P peut eˆtre un a priori
sur la pertinence des descriptions des donne´es. Dans
le cadre particulier des k-PPV, il serait inte´ressant de
combiner P-MinCq avec une me´thode d’apprentissage
de distance χ2 propose´e tre`s re´cemment [KTW+12].
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