Global sensitivity analysis is often impracticable for complex and resource intensive numerical models, as it requires a large number of runs. The metamodel approach replaces the original model by an approximated code that is much faster to run. This paper deals with the information loss in the estimation of sensitivity indices due to the metamodel approximation. A method for providing a robust error assessment is presented, hence enabling significant time savings without sacrificing on precision and rigor. The methodology is illustrated on two different types of metamodels: one based on reduced basis, the other one on RKHS interpolation.
Introduction
Many mathematical models use a large number of poorly-known parameters as inputs. The impact of parameter uncertainty on the model output is important for the user of these models. This problem can be tackled by considering the uncertain input parameters as random variables, whose probability distribution reflects the practitioner's belief in the precision of the parameter values. Model output, as function of the model inputs, is then a random variable. Its probability distribution, uniquely determined by the model and the distribution of the inputs, can give detailed and valuable information about the behavior of the output when input parameters vary: range of attained values, mean value and dispersion about the mean, most probable values (modes), etc. Sensitivity analysis aims to identify the sensitive parameters, that is, parameters for which a small variation implies a large variation of the model output. In global sensitivity analysis, one makes use of the probability distribution of the outputs to define (amongst other sensitivity measures) sensitivity indices (also known as Sobol indices). The sensitivity index of an output with respect to an input variable is the fraction of output variance which can be "explained" by the variation of the input variable, either alone (one then speaks about main effect), or in conjunction with other input variables (total effect). This way, input variables can be sorted by the order of importance they have on the output. One can also consider the proportion of variance due to the variation of groups of two or more inputs, although main effects and total effects are generally sufficient to produce a satisfying sensitivity analysis; see, e.g., [11, 18] for more information about uncertainty and sensitivity analysis. Once these indices have been defined, the question of their effective calculation remains open. For most models, an exact, analytic computation is not attainable (even expressing an output as an analytic function of the inputs is infeasible) and one has to use numerical approximations. A robust, popular way to obtain such approximations is Monte Carlo estimation. This method simulates randomness in inputs by sampling a large number of parameter values (from the selected input distribution). The model output is then computed for each sampled value of the parameters.
This way, one obtains a sample of outputs, under the conjugate action of the model and the input distribution. A suitable statistical estimator can then be applied to form a numerical estimate of the sensitivity index based on the sample of outputs. The Monte Carlo approach to Sobol indices computation is described in [22] , together with improvements in [12, 17] . A major drawback of the Monte Carlo estimation is that a large number of model outputs have to be evaluated for the resulting approximation of the sensitivity index to be accurate enough to be useful. In complex models, in which a simulation for one single value of the parameters may take several minutes, using these methods "as-is" is impracticable. In those cases, one generally makes use of a surrogate model (also known as reduced model, emulator, metamodel or response surface). The surrogate model has to approximate the original model (called the full model) well, while being many times faster to evaluate. The sensitivity index is then calculated via a sample of outputs, each generated by a call to the surrogate model, thus accelerating the overall computation. The aim of this paper is to quantify accuracy loss due to the use of a metamodel combined to a Monte-Carlo method to compute sensitivity indices. The sensitivity index produced by Monte Carlo estimation with a surrogate model is tainted by a twofold error. Firstly, our Monte-Carlo sampling procedure assimilates the whole (generally infinite) population of possible inputs with the finite, randomly chosen, sample; this produces sampling, or Monte-Carlo error. Secondly, using a surrogate model biases the estimation of the Sobol index, as what is actually estimated is sensitivity of surrogate output, and not the full one; we call this bias the metamodel error. A variation on the bootstrap, which addresses sampling error as well as metamodel error, has been proposed in [23] ; in this work, the authors propose to use a bootstrap strategy on the metamodel residuals to estimate metamodel error and Monte-Carlo error simultaneously. In [14] , confidence intervals for the Sobol index are estimated using the conditional distribution of the Kriging predictor given the learning sample. This approach is limited to Kriging metamodels. Finally, the paper by [2] makes use of the reduced-basis output error bound to certify computation of the expectation and the variance of a model output (and not, as in this paper, the Sobol indices) with neglected sampling error. In this paper, we want to make a rigorous sensitivity analysis, so it is important to assess the magnitude of these two combined errors on the estimated sensitivity indices. We will also use such assessment to help with the choice of correct approximation parameters (Monte-Carlo sample size and metamodel fidelity) to achieve a desired precision in estimated indices. We estimate sampling error by using a classical method, which comes at a moderate numerical cost: bootstrap resampling ( [8, 1] ). Based on statistical estimation theory, the bootstrap technique involves the generation of a sample of sensitivity index estimator replications, whose empirical distribution serves as approximation of the true (unknown) estimator distribution, in order to produce asymptotic confidence intervals that give good results in many practical cases.
To estimate metamodel error, we will use the surrogate models coming with error bounds, that is, computable (or at least estimable) upper bounds on the error between the original and the surrogate outputs. The reduced basis (RB) method ( [15, 10, 25, 9] ) is a method leading to such rigorously certified metamodels; it is applicable when the original model is a discretization of a partial differential equation (PDE) depending on the input parameters. Kriging ( [19] ) -also known as Gaussian process metamodelling, which is equivalent to RKHS (reproducing kernel Hilbert space) interpolation ( [20] )also provides error indicators. In contrast to the RB method, Kriging/RKHS interpolation only requires "blackbox" training data, i.e. a (finite) set of input-output pairs from the original model. This makes it more versatile and easier to use, at the expense of rigor in the error bounds and quality in the approximation.
Our new approach is based on the separation of the estimation of the metamodel and the sampling error. The advantages brought by our approach are: its rigorousness (the impact of the use of a surrogate model is provably bounded); its efficiency (our bounds are rather sharp, and go to zero when metamodel errors decrease); its moderate computational requirements (time is better spent on making a precise computation than at measuring precision) and its versatility with respect to metamodel choice (the user can choose any metamodel that comes with computable error bound or error indicator). In other words, our method allows us to estimate sensitivity indices by using a metamodel which greatly speeds up computation times, while rigorously keeping track of the precision of the estimation. The model has to exhibit some regularity which can be captured by a metamodel. Moreover, the metamodel error bound should not be too pessimistic. This paper is organized as follows: in the first part, we describe the prerequisites for our approach: we give the definition of the standard Monte Carlo estimator of the sensitivity indices of interest; in the second part, we present our confidence interval estimation technique for the sensitivity index, which accounts for the two sources of error described earlier (sampling and metamodel). In the third part, we present applications of our method for reduced-basis and RKHS/Kriging interpolation metamodels, and compare our method with the method described in [23] . Notations are gathered in B.
Review of sensitivity indices 2.1 Definition
In order to define sensitivity indices, we choose a probability distribution for the input variables, considering each input variable X i (i = 1, . . . , p) as a random variable with known distribution; the model output Y = f (X 1 , . . . , X p ) (assumed to be square-integrable, non a.s. constant and scalar: multiple outputs can be treated separately) is thus for X = (X 1 , . . . , X p ) a σ(X)measurable random variable (assuming that f is a σ(X)-measurable function). We further assume that the X i 's are mutually independent. We also fix throughout all this paper an input variable of interest 1 ≤ i ≤ p. We define the first-order main effect of X i on Y by:
S i is the sensitivity index in which we are interested in this paper but other indices (total effect, high-order effects) exist and our methodology can readily be extended to these indices.
Monte-Carlo estimator
We are interested in the following Monte-Carlo estimator for S i ( [12, 17] ): a sample size N ∈ N being given, let X k k=1,...,N and X ′k k=1,...,N be two random i.i.d. samples of size N each, drawn from the distribution of the input vector X.
For k = 1, . . . , N , we note:
and:
The Monte-Carlo estimator of S i is then given by:
where, for any vector
It can be shown that S i is a strongly consistent estimator of S i . Remark: our methodology can be extended to higher order Sobol indices by choosing primed output sample {y ′ k } appropriately. More specifically, for a subset of variables I ⊂ {1, . . . , p}, the closed index with respect to I, defined by:
VarY is estimated by using:
and standard high-order indices can be treated by subtracting the effects of the proper subsets of I.
Quantification of the two types of error in index estimation
We now present our method for estimating the two types of error that occur in Monte-Carlo sensitivity index estimation on a reduced-basis metamodel. In Sections 3.1 and 3.2, we show two approaches for taking metamodel error in account. In Section 3.3, we review the bootstrap, which we will use for the treatment of sampling error. Section 3.4 shows how to combine metamodel error and Monte-Carlo estimation in order to provide the final index interval estimation.
Metamodel error in index estimation
We now denote by f : P ⊆ R p → R the metamodel output approximating f : P → R, and by ε the pointwise error bound that certifies the metamodel approximation, i.e. we have:
..,N of inputs, we can use our metamodel output f and our metamodel error bound ε to compute, for k = 1, . . . , N :
In this section, we find accurate, explicitly and efficiently computable bounds S m i and S M i , depending only on y k , y ′ k , ε k and ε ′ k so that:
In other words, we want lower and upper bounds on the full model based sensitivity index estimator S i computable from surrogate model calls.
We now define, for any
Let y = (y 1 , . . . , y N , y ′ 1 , . . . , y ′ N ). By setting first derivative of R with respect to a to zero, making use of the convexity of R(·; y, y, y ′ ) and using the definition (4) of S i , one easily shows that:
In other words, S i is the slope of the linear least squares regression of the
The key of our approach is to bound R(a; y, y, y ′ ) between two quantities which are computable without knowing y, nor y and y ′ and by using (8) to deduce bounds for any realization (ie., evaluation on a sample) of S i which depend only on metamodel outputs and error bounds,
Note that R, R inf and R sup are quadratic polynomials in a. We name α, β, γ, α inf , β inf , γ inf , α sup , β sup and γ sup their respective coefficients. In other words, we have:
These coefficients are computable by evaluating R inf (a; y, ε, t, t ′ ) and R sup (a; y, ε, t, t ′ ) for three different values of a and solve for the interpolating quadratic functions. These coefficients depend on t and t ′ , as well on y (for α, β, γ) and y and ε (for the other coefficients). We do not explicitly write this dependence until the last part of our discussion.
Using (11) we see that the quadratic function of a:
is negative or zero; hence it takes a non-positive value for a = 0, and has a non-positive discriminant:
As (β inf − β) 2 ≥ 0, Equations (14) and (15) above imply that α inf − α ≤ 0, and that:
We now suppose that α inf > 0. As α inf is computable from y k , y ′ k , ε k and ε ′ k , one can practically check if this condition is met. If it is not the case, our bound can not be used. We expect that if the metamodel error is not too large, we will have α inf ≈ α and, as α > 0, the hypothesis α inf > 0 is realistic. So, under this supplementary assumption, we have:
Now using the second part of (11) and the same reasoning on the nonpositive quadratic function of a: R(a; y, t, t ′ ) − R sup (a; y, ε, t, t ′ ), we find that: α ≤ α sup , and:
. This comes without supplementary assumptions, because α sup ≥ α and α > 0, or else R(·; y, t, t ′ ) would have no minimum (even if the case α = 0 can seldom occur due to sampling fluctuations, the hypothesis Y not constant a.s. ensures that increasing N and/or changing the sample will lead to a case where α > 0).
As we clearly have δ inf and δ sup smaller than (or equal to) δ :
where we have made explicit the dependencies in t and t ′ .
To finish, it is easy to see that we have:
(where y, y ′ , ε and ε ′ denote, respectively, the empirical means of (
Hence, (7) is verified with: 
Metamodel error in index estimation: a smoothed alternative
The bounds we presented in the last section are sometimes uninteresting, as, when ε is large enough with respect to f , the bounds S m i and S M i are not tight enough to be useful: it happens for example that
. Such a case is the RKHS interpolation metamodel example we present in Section 4.2.
In this section, we present an alternative to the bound described in the previous section. This alternative is interesting when ε is only moderately small with respect to f . We begin by defining ψ i (z) as the Monte-Carlo sensitivity index estimator for variable i using z = (z 1 , . . . , z N , z ′ 1 , . . . , z ′ N ) as function evaluations sample:
It is clear that: (2) and (3). Also let:
Now, since:
we certainly have (y 1 , . . . , y N , y ′ 1 , . . . , y ′ N ) ∈ Z and hence:
Minimizers and maximizers of optimization problems in (19) often display a very irregular (nonsmooth) behavior (as a function of the sampled inputs
, even for a smooth output f . This leads to overly pessimistic bounds in (19) . To overcome this difficulty, we propose to ensure smoothness of the solution by introducing a penalty factor λ ≥ 0 and to take:
where:
for Π(z) a (non-negative) indicator of the smoothness of the function which take z as values when evaluated on the input sample {x 1 , . . . , x N , x ′ 1 , . . . , x ′ N }. For instance, one may take:
with {z S k } a kernel-smoothed version of {z k }:
for K an appropriate kernel (preferably with compact support, for reasons of efficiency of the implementation), h a suitable bandwidth (in the sum we have set x k+N = x ′ k for k = 1, . . . , N ), and · the Euclidean norm on R p . The main difficulty is that these optimization problems are in potentially large dimension 2N . However, the gradient of the objective functions are analytically available -under (21) and (22) -and can be cheaply evaluated, so we choose to use a L-BFGS quasi-Newton algorithm, as implemented in L-BFGS-B ( [26] ), to solve problems (20) . Concerning the choice of λ and h, we opt for the following: h should be chosen so as to have a reasonable proportion (say, 1 to 5 percent) of "neighbor" points (that is to say, couples of points in {x k } k=1,...,N having a significantly nonzero value on the kernel K). For the choice of λ: we plot, for a chosen h held fixed, the length S M,λ i − S m,λ i as function of λ, and then choose λ to be the abscissa of the bottom-left corner of the "L-shaped" curve obtained.
Sampling error : bootstrap confidence intervals
Sampling error, due to the Monte-Carlo evaluation of the variances in (1), can be quantified through an approximate confidence interval calculated using bootstrap ( [1] ). We use the bias-corrected (BC) percentile method presented in [6, 7] . The principle of this method can be summed up the following way: let θ(X 1 , . . . , X n ) be an estimator for an unknown parameter θ in a reference population P. We generate a random i.i.d. n-sample {x 1 , . . . , x n } from P, then we repeatedly,
). This way we obtain a set R = { θ [1] , . . . , θ[B]} of replications of θ. We now show how this sample can be used to estimate a confidence interval for θ. We denote by Φ the standard normal cdf:
and by Φ −1 its inverse. Using R and the point estimate θ = θ(x 1 , . . . , x n ), a "bias correction constant" z 0 can be estimated:
where #A denotes the number of elements in the set A. Then, for β ∈]0; 1[, we define the "corrected quantile estimate" q(β):
The central BC bootstrap confidence interval of level 1− α is then estimated by the interval whose endpoints are the q(α/2) and q(1 − α/2) quantiles of R.
The BC bootstrap procedure is known to be robust to non-normality of θ.
The key advantage of bootstrapping our sensitivity estimators is that we do not require supplementary model evaluations to estimate a confidence interval; hence the computational overhead for getting a confidence interval (versus pointwise estimation only) remains quite modest.
Combined confidence intervals
From Section 3.1 to 3.3, we have seen how to separately assess sampling error and metamodel error. To take both sources of error into account simultaneously, we propose using bootstrap confidence intervals (see Section 3. 
Here the bounds S m i and S M i can be computed using either the method described in Section 3.1, or the one described in Section 3.2. The BC bootstrap confidence interval procedure (see Section 3.3) can then be used to produce ( 
This interval accounts for sampling and metamodels error simultaneously: let, for b = 1, . . . , B, S i [b] be the b th bootstrap replication, computed using the true outputs (y k ) k∈L b . As, for each b, we have:
it follows that 
Applications

Application to a reduced basis metamodel
The reduced basis method ( [15, 16] ) can be applied when the output is a functional of the discretized solution of a partial differential equation (PDE).
In particular cases (for instance [15] for elliptic equations, [13] for viscous Burgers equation, [24] for parabolic equations), it has been shown that the reduced basis output error bounds are accurate and useful. Due to the intrusive nature of the reduced basis approach and "problem-dependent" considerations made during the construction of the metamodel, one can expect fastly-convergent, tight and fully justified error bounds for the sensitivity indices. In this section, we test our combined confidence interval procedure described in Sections 3.1 and 3.4, and compare it with Monte-Carlo estimation on the full model (with bias-corrected bootstrap to assess sampling error). Our criteria for comparison are the CPU times needed to compute the intervals and the lengths of these intervals (the smaller the better). Note that the error bounds given by the reduced basis method are sufficiently small so that the "smoothness" bounds described in Section 3.2 give similar results to the method of Section 3.1. In all our tests we take α = .05 and B = 2000 bootstrap replications. We checked that this value of B is large enough by increasing B (ie., setting B = 4000), and notice that our results remain significantly unchanged.
Model set-up
Let u, a function of space x ∈ [0; 1] (note that space variable x is unrelated to input parameter vector x) and time t ∈ [0, T ] (T > 0 is a fixed (i.e., known) parameter) satisfying the viscous Burgers' equation:
where ν ∈ R + * is the viscosity, and ψ ∈ C 0 [0, T ], L 2 (]0, 1[) is the source term. For u to be well-defined, we also prescribe initial value u 0 ∈ H 1 (]0, 1[) (ie. u 0 is in the Sobolev space of square-integrable functions whose first derivative is square-integrable), and continuous boundary values b 0 , b 1 ∈ C 0 ([0, T ]). The initial u 0 and boundary values b 0 and b 1 are parametrized the following way:
The values of the angular frequencies ω b 0 l , ω b 1 l , ω ψT l , ω ψS p and ω u 0 l , as well as their cardinalities n(b 0 ), n(b 1 ), n T (ψ), n S (ψ) and n(u 0 ) are fixed (known), while our uncertain parameters, namely: viscosity ν, coefficients ψ m and u 0m , and amplitudes
, A ψ lp l=1,...,n T (ψ);p=1,...,n S (ψ) and A u 0 l l=1,...,n(u 0 ) live in some Cartesian product of intervals P defined by:
The solution u = u(x) depends on the parameter vector x above.
The "full" model is obtained by discretizing the initial-boundary value problem, using a discrete time grid {t k = k∆t} k=0,...,T /∆t , where ∆t > 0 is the time step, and, space-wise, using P 1 Lagrange finite elements built upon an uniform subdivision of [0; 1]: {x i = i/N }, for i = 0, . . . , N . Our full output is:
The reduced basis method is then applied to yield a surrogate solution u of (23), as well as an error bound ε u on u. The reader can refer to [13] for full details on discretization, reduction and derivation of the RB error bound for this model. The main idea of the reduced basis method is to project u onto a well-chosen subspace of X whose dimension n (the reduced basis size) is smaller than the dimension of the finite element space that can be used to solve (23) numerically. In our numerical experiments, we take N = 60, ∆t = .01, T = .05, n S (ψ) = n T (ψ) = n(b 0 ) = n(b 1 ) = 0, n(u 0 ) = 1, ω u 0 1 = 0.5, A u 0 1 = 5 and ψ m = 1. The two input parameters are independent and uniformly sampled. The table below contains the ranges for them, and also the "true" values of the sensitivity indices, which have been calculated (in more than 14h CPU time) using a Monte-Carlo simulation with large sample size N = 4 × 10 6 (so as to BC bootstrap confidence intervals of length < 10 −2 ) on the full model: For benchmarking purposes, as they were computed using the true model with a large Monte-Carlo sample size, we can take the following values:
S ν = 0.082 and S u 0m = 0.918 (25) as "true" sensitivity indices.
Empirical coverage of combined confidence intervals
We test the performance of our combined confidence intervals by assessing their empirical coverage. This empirical coverage is measured by computing, for each input variable, 100 combined confidence intervals (each time with different input sample), and counting the proportion of intervals containing the true values in (25) . The reduced basis size is n = 9; Monte-Carlo sample size is N = 300. Results are gathered in the Figure 1 shows the lower S m and upper S M bounds (defined in Section 3.1) for different reduced basis sizes (hence different metamodel precisions) but fixed sample of size N = 2000, as well as the bootstrap confidence intervals computed using the procedure presented in Section 3.4. This figure exhibits the fast convergence of our bounds to the true value of the sensitivity index as the reduced basis size increases. We also see that the part of the error due to sampling remains constant, as sample size stays the same. We also notice that the true values lie between S m i,.025 and S M i,1−.025 , and not always between S m i and S M i ; this is due to the Monte-Carlo part of the error, which is not taken into account by the [ S m i ; S M i ] bounds.
Convergence benchmark
Choice of n and N
In practice, one wants to estimate sensitivity indices with a given precision (ie. to produce (1−α)-level confidence intervals with prescribed length), and has no a priori indication on how to choose N and n to do so. Moreover, for one given precision, there may be multiple choices of suitable couples (N, n), balancing between sampling and metamodel error. Increasing N and/or n will increase the overall time for computation and improve the precision of the calculation (thanks to reduction in sampling error for increased N , or reduction in metamodel error for increased n). We wish to choose the best compromise, that is, the one that gives the smallest computation time; for the reduced basis method, this time is roughly proportional to N × n 3 (as a number proportional to N of linear systems of size n have to be solved). On the other hand, the length of the combined confidence interval can be modelled as the sum of two terms:
where Z α , C are positive constants and a > 1 is a constant. The first term accounts for sampling error; its form is heuristically deduced from central Table 1 : Mean confidence interval lengths for different choices of n and N .
limit theorem. The second accounts for metamodel error; its exponential decay is backed up by numerical experiments as well as theoretical works (e.g. [3] ). The parameters Z α , C and a can be found by doing "calibration runs" with a fixed small sample size N and different reduced basis sizes n 1 , . . . , n K , and by regressing the obtained confidence interval lengths using (26) . Minimizing the computation time under the constraint that error is equal to a given "target precision" leads to a straightforward constrained optimization problem (P ), which can be solved, after estimation of Z α , C and n, to find (after rounding to the closest integer) the optimal n and N for a desired precision.
The results of the optimization procedure, for two different target precisions, can be found in the table below. We also present the mean confidence interval length:
to check that the obtained confidence intervals (CI) have the desired length. To check for the optimality of the choices of n and N , we ran the estimation procedure for different n and N but (approximately) fixed time budget N × n 3 . Results are in Table 1 . Only the choice in the middle column, in italics, is the result of the optimization procedure described in this paragraph. We show that it leads to better (smaller) confidence intervals than the other choices.
Full-scale example
We now present an example with more parameters. We take N = 300, ∆t = .01, T = .05, n(ψ) = 0, n(u 0 ) = 5, n(b 0 ) = n(b 1 ) = 2, ψ m = 1,
Input parameters are assumed independent and uniformly distributed in the ranges below:
We used a reduced basis of size n = 13. The combined confidence intervals obtained, for N = 7000, have mean length ≈ 0.08. Their computation required N × (p + 1) = 91000 calls to the metamodel; these calls took 85 s of CPU time. By extrapolating the time necessary to generate the 200 (full) model evaluations for the choice of the reduced basis, we found that creating bootstrap confidence intervals of length 0.08 using the full model would require approximately 514 s. The use of a metamodel hence enabled a 6x speedup.
Application to a RKHS interpolation metamodel
We test our method using a RKHS interpolation metamodel based on the Ishigami function:
The analytical values of sensitivities are known:
We refer to A for details on the RKHS methodology and on the method of error estimation. The experimental design D, of size denoted by n, have been generated using maximin latin hypercube samples (using maximinLHS of R lhs package ( [4] Table 3 : Confidence intervals for the RKHS interpolation metamodel obtained with CompModSA.
The bound described in Section 3.1 has been tested on this example but did not give interesting results (ie. the produced intervals satisfied [ S m i ; S M i ][0; 1]). The reason is that the RKHS error estimator remains large, even for the larger n values for which the metamodel construction is practicable. We compared these results with the ones obtained with CompModSA, a software package implementing the methodology described in [23] . We used as parameters: surface='mlegp' (Kriging metamodel), n.mc.T=0 (we do not want any total index computation), n.mc.S=1000 (sample size), n.samples=1 (one run), and n.CI=300 (generate confidence intervals using 300 bootstrap replications). We contributed a patch for CompModSA, available at http://ljk.imag.fr/membres/Alexandre.Janon/compmodsa.php, which adds to sensitivity the option CI.S, set to TRUE to compute bootstrap confidence intervals for the main effect index. The results, for a learning sample of size n = 160, are shown in Table 3 . This comparison clearly shows that our method is able to account for metamodel error, so as to keep the actual coverage of the produced confidence interval close to the expected one. We have been unable to fully compare our approach with the one of [14] , as the lengths of the confidence interval obtained with this approach were not available; however we can state that, in this example, our method produces intervals of correct coverages for every variable and every training set size we have tested.
Conclusion and perspectives
We presented a methodology to quantify the impact of the sampling error and the metamodel error on the sensitivity indices computation, when the metamodel provides a pointwise error bound (or, at least, an error indicator) on the output of interest. Sampling error is handled by a classic bootstrap procedure, while metamodel error is managed using bounds on the sensitivity index estimator. Quantification of those two types of errors permits a certification on the performed estimation We applied our method on two types of metamodels: intrusive (reduced basis) and non-intrusive (RKHS interpolation). On the applications we see that our approach performs well both for reduced-basis and RKHS interpolation. Our method can also be applied with other metamodels, as soon as an assessment for pointwise metamodel error exists.
A RKHS interpolation and error bound
We now briefly recall the RKHS (reproducing kernel Hilbert space) interpolation method, and refer to [20] for the details. RKHS interpolation is known to be (see [21] ) equivalent to interpolation by Kriging, also known as Gaussian process metamodelling. Using n evaluations of f , one can build a training sample consisting of n input-output pairs D = {(x 1 , y 1 ), . . . , (x n , y n )}, where {x 1 , . . . , x n } is the experimental design and y i = f (x i ) for i = 1, . . . , n. Let R(·, ·) be a positive definite kernel; the RKHS interpolator of D with respect to R is:
f (x) = k(x) T Σ −1 S y S where: x 1 , x) , . . . , R(x n , x)) T , y S = (y 1 , . . . , y n ) T
In practice, R is assumed to belong to a parametrized family; for instance, R is a gaussian kernel:
whose parameters θ 1 , . . . , θ p are estimated from D by minimizing some contrast function.
If f belongs to the RKHS associated with the R kernel, there exist a constant C, depending only on f and R, so that:
where: σ 2 Z (x) = R(x, x) − k(x) T Σ −1 S k(x) We propose to estimate the constant C, which is, up to a multiplicative constant, the norm of f in the RKHS associated with R, by:
..,n τ is a "test sample" that does not contain any point of the experimental design (so as to ensure that σ 2 Z (x τ i ) = 0 for all i = 1, . . . , n τ ). For a continuous f , one easily sees that C converges, as {x τ i } fills the parameter set P, to the smallest C so that (28) holds.
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