In this work, we investigate the performance of {h−p−hp}-multilevel preconditioners for discontinuous Galerkin (dG) discretisations of elliptic operators with constant coefficients. Recent publications targeting multilevel solution strategies for incompressible fluid flow computations demonstrated that dG discretisation of viscous terms require ad hoc inherited multilevel preconditioners. Accordingly, we consider elliptic operators discretised by means of the BR2 dG method introduced by Bassi and Rebay and we compare agglomeration-based hp-coarsening with previously introduced {h−p}multilevel strategies. The numerical results show that, when the polynomial degree is sufficiently high and the mesh is sufficiently dense, the hp-multilevel preconditioner can be fruitfully exploited.
The dG discretisation
We focus on the following elliptic model problem: find
−∇ · F(∇u) = g, in , u = g D , o n∂ D , n · F(∇u) = g N , on ∂ N .
(1)
where is an open connected bounded subset of R d with boundary ∂ = ∂ D ∪ ∂ N = \ , F : R d,d → R d,d is a linear function of ∇u with constant coefficients, g D and g N are the Dirichlet and the Neumann boundary datum to be imposed on ∂ D and ∂ N , respectively.
In order to define the dG discretisation of problem (1), we introduce a triangulation T h of the computational domain , that is the collection of disjoint mesh elements t ∈ T h such that t∈T h t = h , where h is a suitable approximation of . The mesh skeleton F h is the collection of mesh faces f. Internal faces f ∈ F i h are defined as the intersection of the boundary of two neighbouring elements:
The unit vector n f , normal to the face f, points outward to t (that is toward t ) and outward to if f ∈ F i h and f ∈ F b h , respectively.
CONTACT L. Botti lorenzo.botti@unibg.it, bottilorenzo@gmail.com On T h we define the so-called broken polynomials spaces:
where P k d (t) is the space of polynomial functions in d variables and total degree k defined over t. Since v h admits two-valued traces on the mesh skeleton ( f ∈F h f ), over internal faces we introduce average and jump operators
where t and t must agree with the definition of n f . Consistent dG methods for problem (1) are based on a local gradient reconstruction performed elementwise, in particular, the discrete gradient operator G h (v h ), see Arnold et al. (2002) , is such that
To obtain the BR2 dG discretisation, we reformulate the discrete gradient in terms of the so-called lifting operators. For each f ∈ F i h , the local lifting r k f :
The BR2 method bilinear form for problem (1) reads as follows:
where average, jump and lifting operators act component-wise, i.e.:
and η f is the stabilisation parameter which must be chosen greater than the maximum number of faces of the elements sharing f. To account for Dirichlet and Neumann boundary conditions, we introduce additional definitions of average and jump operators on boundary faces. In (3),
and 
showing that the spatial discretisation bilinear forms can be kept unaltered when considering different functions F(∇u) in model problem (1), note that only the constant coefficients of ∂F(∇u)/∂(∇u) depend on the definition of F. Using the local lifting definition the stabilisation terms can be rewritten as follows
while, using the global lifting definition, symmetry and consistency terms reads:
Let g ∈ [L 2 ( )] d , we introduce the operators J h and f h , defined as follows
where (w, z) [ 
The BR2 method reads: Given u h initial condition,
Multigrid preconditioners
In this work, we investigate the possibility to solve the global equation system in (8) by means of a FGM-RES iterative solver preconditioned with {h−p−hp}multigrid. The basic idea is to exploit iterative solvers in their comfort zone, that is for smoothing-out the high-frequency component of the error with respect to the unknown exact solution. Indeed, while iterative solvers are not effective at damping low-frequency error components, the iterative solution of coarser problems allows to shift the low-frequency modes towards the upper side of the spectrum. Coarse problems corresponding to (8) are obtained as described in what follows.
{h−p−hp} multilevel strategies with agglomeration coarsening
hp-Multilevel strategies require to combine h-coarsening, that is mesh step-size increase, and pcoarsening, that is polynomial degree decrease, in order to define appropriate BR2 dG discretisations of the elliptic model problem (1). Agglomeration-based h-coarsening allows to obtain a mesh sequence {T } =0,...,L by agglomeration of the fine grid T 0 ≡T h , meaning that fine elements t ∈ T h are clustered together to form agglomerated elements T ∈ T , > 0. In particular, in order to obtain a sequence of nested grids, the process can be performed recursively, meaning that agglomerated elements T ∈ T , = 1, . . . , L − 1 are clustered together to form agglomerated elements T ∈ T +1 . Interestingly, agglomerated elements meshes can be easily obtained by means of standard mesh partitioning tools (Bassi et al. 2012) , the number of agglomerated levels L can be decided at will and the agglomeration process can be applied as is to hybrid meshes of complex computational domains (Botti, Colombo, and Bassi 2017) .
The agglomerated mesh T +1 is a partition of T with (non − empty disjoint) subsets {T ,T +1 }, T 0 with (non − empty disjoint) subsets {T 0,T +1 }.
(9) Agglomerated elements T ∈ T +1 are defined as the union of the subelements in each partition
× (based on subelements on level ),
t, (based on subelements on level0).
(10)
(11) F ∈ F +1 are defined as the union of the subfaces in each partition
f , (based on facets on level0).
(12)
The coarsening steepness is controlled by the agglomeration rate card(T ,T +1 ), that is the maximum number of subelements composing an agglomerated element. In order to double the mesh step size at each agglomeration step (h +1 2h ), the agglomeration process is set to cluster 2 d subelements in each agglomerated element at all mesh levels.
p-Coarsening requires to define broken polynomial spaces with polynomial degrees lower than k. The polynomial degree of level is k and the polynomial degrees of the coarse levels are chosen such that
hp-Coarsened broken polynomial spaces read
and can be easily defined over arbitrarily shaped elements relying on physical frame basis functions (Bassi et al. 2012) . We remark that h or p-multigrid can be considered as special cases of the hp-strategy where the agglomeration rate is set to one (we cluster each element with itself) or we set k = k for all , respectively.
Restriction and prolongation operators
In this section, we describe the prolongation and restriction operators required to map polynomial functions on finer and coarser levels, respectively.
The prolongation operator from level to level 0 can be recursively defined by the composition of inter-grid prolongation operators:
and the restriction operator from level 0 to level reads
Coarse grid Jacobian operators
A crucial aspect for the efficiency of the multilevel iteration is related to the computational cost of building coarse grid Jacobian operators J to be employed as global matrix operators of coarse problems.
The non-inherited and the inherited version (denoted with superscript I) of the Jacobian operator introduced in (7) can be defined as follows for
and
It is remarkable that the definition of BR2 Jacobian bilinear forms over hp-coarsened agglomerated elements meshes only requires to consider agglomerated entities (elements and faces) instead of standard entities in (5)-(6). Nevertheless, the drawback of assembling bilinear form (15)-(16) is related to the significant expense of numerical integration over agglomerated entities of very general shape. Indeed, it is well known that Gaussian quadrature rules are available only on standardised polygons of reference. The main benefit of inherited algorithms is the possibility to efficiently compute coarse grid operators by means of the so-called Galerkin projection:
that is restricting the fine grid operator. In order to ensure optimal convergence rates of the inherited multigrid iteration, special care must be devoted to recover the correct amount of stabilisation provided by (15). Indeed, it is straightforward to show that
thereby requiring the introduction of a suitably rescaled stabilisation operator
is the scaling factor associated to each facet f, see Section 2.5. The rescaled Galerkin projection
can be efficiently performed recursively and matrixfree, without needing to explicitly assemble the matrices corresponding to the restriction and prolongation operators, see Botti, Colombo, and Bassi (2017) . Accordingly, only projection matrices required to restrict and prolongate scalar polynomial functions are stored in memory.
The multigrid iteration
In this section, we provide an overview of the sequence of operations involved in multigrid iterations. The recursive multigrid V-cycle for the coarse problem J δu = f on level reads:
To obtain an application of the multigrid preconditioner, the multilevel iteration is invoked on the problem J h δu h = f h . One MG V outer iteration requires two applications of the smoother (one pre-and one post-smoothing inner iteration) on each level but the coarsest and one application of coarse level smoother. Typically, the number of smoothing inner iterations is kept fixed (one or two iterations) on all levels but the coarsest where the relative linear residual drop is prescribed.
Scaling of the stabilisation term
The idea to suitably rescale the inherited version of stabilisation terms was first introduced by Antonietti et al. (2012) in the context of weakly over-penalised symmetric interior penalty dG discretisation of elliptic problems. Later, in Botti, Colombo, and Bassi (2017) , the possibility to employ a rescaled Galerkin projection was fruitfully exploited to recover the optimal performances of non-inherited multigrid algorithms in the context of incompressible flow simulations.
In order to bound the stabilisation term, we rely on the following local lifting operator estimates:
where h t,t = min(h t , h t ) and k-dependency, accounted for by parameter K 0 , follows from discrete trace inequalities employed in the proof of (18), see e.g. Brezzi et al. (2000, Lemma 2) , Schötzau, Schwab, and Toselli (2002, Lemma 7.2) or Di Pietro and Ern (2011, Lemma 4.33 and Lemma 5.18 ). Accordingly, K 0 depends on the combination of polynomial space and element type. Following the analysis proposed by Warburton and Hesthaven (2003) based on the space P k d (T h ), it is possible to infer Warburton and Hesthaven (2003) , (k + 1) 2 , quadrilateral and hexahedral.
Moreover, thanks to discrete trace inequalities derived by Cangiani, Georgoulis, and Houston (2014) in the context of polygonal and polyhedral elements, (18) can be generalised to agglomerated elements meshes of coarse levels: let φ ∈ L 2 (F), for all F ∈ F
where K might also depend on the shape of agglomerates, see Cangiani, Georgoulis, and Houston (2014) for details. Since, for all
where
Let us now consider, for the sake of simplicity, the following stabilisation terms contributions appearing in the BR2 dG discretisation of the vector Laplace operator, that is taking F(∇u) = ∇u in model prob-
and using (21) we obtain
where C 1,2 are independent of both h and k, and S 0 = (η F /η f )R 0 is the scaling introduced in Section 2.3. In all the numerical examples considered in Section 2, we set K consistently with the expression of K 0 , but replacing k with k in (19) . Accordingly, we act as if the agglomeration process preserved the shape of fine elements on the coarse levels. Since agglomerated elements tend to have a very general globular shape this can be considered a bold assumption, however, we state that further fine-tuning of the scaling term fails to significantly improve performance of multilevel preconditioners.
Comparison of {h−p−hp}-multigrid performance solving a Poisson problem and a linear elasticity problem
In order to assess and compare the performance of multigrid preconditioned FGMRES solvers, we first tackle the numerical solution of high-order k = 3, 6 BR2 dG discretisations of a scalar Poisson problem. We remark that setting F = ∇u in model problem (1) amounts at solving three uncoupled Poisson problems, hence, for the sake of simplicity, we seek to approximate a single component of the vector potential u. We consider two h-refined unstructured mesh sequences of the bi-unit square = [−1, 1] 2 :
(i) a regular Delaunay triangular mesh sequence, (ii) a distorted and graded triangular mesh sequence where the elements shrink close to the domain boundaries mimicking the end-points clustering of one-dimensional Gaussian quadrature rules in each Cartesian direction.
Dirichlet boundary conditions and the forcing term are imposed according to the smooth exact solution u = e −2.5((x−1) 2 +(y−1) 2 ) . The potential field rapidly varies in the proximity of the upper-right corner of the square in order to replicate the presence of a boundary layer, see Figure 1 .
Thus, we tackle the numerical solution of fourth order accurate BR2 dG discretisations of a 3D linear elasticity problem. In model problem (1), we set
where I is the identity matrix and μ, λ are the Lamé parameters. We consider two h-refined mesh sequences of the bi-unit cube = [−1, 1] 3 :
(i) a cartesian hexahedral mesh sequence, (ii) a regular tetrahedral mesh sequence.
Homogeneous Dirichlet and Neumann boundary conditions are imposed on the bottom face and the lateral faces of the cube, respectively, while on the top face we impose a tangential traction oriented as the face diagonal. Unit Lamé parameters are employed for the sake of simplicity and the traction magnitude is chosen to produce a displacement field compatible with the infinitesimal strain hypothesis, see Figure 1 . Solver and preconditioner options are reported in Table 1 . We remark that, for the sake of comparison, we consider the same V-cycle solver options: 1 smoothing iteration and relative residual drop of three orders of magnitude for the coarse solver in 2D, 2 smoothing iterations and relative residual drop of one order of magnitude for the coarse solver in 3D. We verified that imposing a tighter residual drop does not significantly Notes: For each mesh sequence (graded triangular elements meshes and regular triangular elements meshes of the bi-unit square, hexahedral elements meshes and tetrahedral elements meshes of the bi-unit cube), the coarsest and the finest grid is considered.
affect the number of FGMRES iterations but we avoid any attempt to optimise computation times by fine tuning the forcing term for each multilevel strategy. In particular, we remark that considering looser stopping criteria might be beneficial in case of p-multigrid preconditioners. The coarse level discretisations options are as follows. In the context of p and hp strategies, we fully exploit polynomial degree coarsening to reduce the size of the coarse problem, note that k L = 1. While a three levels strategy is the obvious choice in case of P 3 (T h ) BR2 discretisations, we maintain the same setup at P 6 (T h ) as a six-levels strategy does not lead to significant improvements in terms of computation times. In the context of h-coarsening, we increase the number of coarse levels up to three for the sake of efficiency of the coarse solver. We remark that, since the agglomeration-based h-multigrid solver strategy leads to uniform convergence with respect to the number of Notes: For the sake of comparison, we report the number of iterations of the FGMRES solver required to solve the linear system, the preconditioner efficiency evaluated considering linear scaling with respect to the number of degrees of freedom as a reference (100% implies a nth fold increase of the computation time for a nth fold increase on the number of degrees of freedom), and computation times (total step times refers to matrix assembly plus linear system solution wall clock times). 2D and 3D computations have been performed in serial running on Intel Xeon E5-2600 v4 CPU and AMD EPIC 7501 CPU, respectively. levels (Botti, Colombo, and Bassi 2017) , the number of levels can be chosen at will. Mesh cardinalities of h-coarsened meshes are reported in Table 2 , where we consider the finest and the coarsest grid of each 2D and 3D mesh sequence. We remark that the average agglomerated element cardinality (computed as card(T )/card(T +1 )) is slightly smaller than the prescribed agglomeration rate of 2 d . Indeed, while the agglomeration rate is a strict upper bound for the number of subelements composing an agglomerated element, the agglomeration algorithm relaxes the lower bound in order to better optimise the aspect ratio of aggregates.
In Table 3 , we compare the performance of the three multilevel preconditioner strategies here considered. Focusing on the 2D Poisson problem, it is interesting to remark that the hp solver strategy is the best performing in terms of computation times in all but four cases, where it lags behind by a small margin. Interestingly, the hp-strategy is also competitive in terms of efficiency, loosing at most 20% against theoretical multigrid performance on the finest graded triangular grid. All strategies yield uniform convergence with respect to the mesh density on h-refined uniform triangular mesh sequences (note that the number of iterations is constant). As opposite, the h-multigrid strategy shows the mildest iterations increase when facing finer distorted and graded triangular grids.
As expected p-multigrid is suboptimal with respect to h and hp-strategies when tackling k = 3 BR2 dG discretisations, especially when the finer grids of the mesh sequences are considered. Indeed, the overall performance of the algorithm is severely affected by poor convergence rates of the GMRES solver on the coarsest level. As opposite, when considering higher order k = 6 BR2 dG discretisations on coarser meshes the results are satisfactory. We remark that the k = 6, 3, 1 polynomial degree coarsening strategy leads to a three fold decrease of the number of degrees of freedom, hence comparable to the four-fold decrease obtained in h-multigrid when doubling the meshstep size.
The results of Table 3 show that the h-multigrid solver strategy is the best performing when considering the 3D linear elasticity problem, in particular p and hp preconditioners are significantly outperformed over the finest tetrahedral elements mesh. While pmultigrid is affected by poor convergence rates of the GMRES solver on the coarsest level, the fact that also hp coarsening fails to pay off deserves careful consideration. While the degrees of freedom reduction provided by p-coarsening is approximatively the same in 2D and 3D, indeed dim(P k+1 d )/dim(P k d ) 2 if d = 2, 3, h-coarsening by agglomeration enforces card(T )/card(T +1 ) 2 d , see Table 2 . meaning the degrees of freedom decrease twice as fast in 3D than in 2D. In particular, since the space P 3 3 (T 3 )) has significantly fewer degrees of freedom than the space P 1 3 (T 2 )), the increased number of V-cycle iterations required by the hp-strategy is counterbalanced only by the reduced computational cost of smoothing iterations.
In conclusion, the numerical results confirm that {h−p−hp}-multilevel preconditioners have the potential to widen the range of real life industrial applications that can be dealt with by means of highorder dG methods. On the one hand h-coarsening is mandatory in case of computational grids with a large number of mesh elements, on the other hand the trivial implementation of p-multigrid preconditioners make them the perfect choice on coarse enough meshes. Whenever large-scale computations requiring both fine meshes and high-polynomials degrees are taken into account, the possibility to combine h and p coarsening comes into play to further optimise the solution process.
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