This paper considers a new framework to detect communities in a graph from the observation of signals at its nodes. We model the observed signals as noisy outputs of an unknown network process, represented as a graph filter that is excited by a set of unknown low-rank inputs/excitations. Application scenarios of this model include diffusion dynamics, pricing experiments, and opinion dynamics. Rather than learning the precise parameters of the graph itself, we aim at retrieving the community structure directly. The paper shows that communities can be detected by applying a spectral method to the covariance matrix of graph signals. Our analysis indicates that the community detection performance depends on an intrinsic 'low-pass' property of the graph filter. We also show that the performance can be improved via a low-rank matrix plus sparse decomposition method when the latent parameter vectors are known. Numerical results demonstrate that our approach is effective.
I. INTRODUCTION
T HE emerging field of network science and availability of big data have motivated researchers to extend signal processing techniques to the analysis of signals defined on graphs, propelling a new area of research referred to as graph signal processing (GSP) [2] - [4] . As opposed to signals on time defined on a regular topology, the properties of graph signals are intimately related to the generally irregular topology of the graph where they are defined. The goal of GSP is to develop mathematical tools to leverage this topological structure in order to enhance our understanding of graph signals. A suitable way to capture the graph's structure is via the so-called graph Manuscript received September 4, 2018; revised April 12, 2019 and October 1, 2019; accepted December 4, 2019. Date of publication December 20, 2019; date of current version January 22, 2020. The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Hassan Mansour. This work was supported in part by NSF CCF-BSF 1714672, in part by MIT IDSS seed fund, and in part by Spanish MINECO TEC2013-41604-R. This article was presented in part at the IEEE International Conference on Acoustics, Speech, and Signal Processing, Calgary, AB, Canada, April 2018 [1] . shift operator (GSO), which is a matrix that reflects the local connectivity of the graph and is a generalization of the time shift or delay operator in classical discrete signal processing [2] . Admissible choices for the GSO include the graph's adjacency matrix and the Laplacian matrix. When the GSO is known, the algebraic and spectral characteristics of a given graph signal can be analyzed in an analogous way as in time-series analysis [2] . Furthermore, signal processing tools such as sampling [5] , [6] , interpolation [7] , [8] and filtering [9] , [10] can be extended to the realm of graph signals. This paper considers an inverse problem in GSP where our focus is to infer information about the GSO (or the graph) from the observed graph signals. Naturally, graph or network inference is relevant to network and data science, and has been studied extensively. Classical methods are based on partial correlations [11] , Gaussian graphical models [12] , and structural equation models [13] , among others. Recently, GSP-based methods for graph inference have emerged, which tackle the problem as a system identification task. They postulate that the unknown graph is a structure encoded in the observed signals and the signals are obtained from observations of network dynamical processes defined on the graph [14] , [15] . Different assumptions are put forth in the literature to aid the graph topology inference, such as smoothness of the observed signals [16] - [18] , richness of the inputs to the network process [19] - [22] , and partial knowledge of the network process [13] , [23] .
A drawback common to the prior GSP work on graph inference [16] - [22] is that they require the observed graph signals to be full-rank. Equivalently, the signals observed are results of a network dynamical process excited by a set of input signals that span a space with the same dimension as the number of nodes in the graph. Such assumption can be unnecessarily stringent for a number of applications, especially when the graph contains a large number of nodes. For example, whenever graph inference experiments can only be performed by exciting a few nodes on the graph (such as rumor spreading initiated by a small number of sources and the gene perturbation experiments in [24] ); or the amount of data collected is limited due to cost and time constraints.
Oftentimes, inferring the entire graph structure is only the first step since the ultimate goal is to obtain interpretable information from the set of graph signals. To this end, a feature that is often sought in network science is the community structure [25] that offers a coarse description of graphs. For this task, applying conventional methods necessitates a two-step procedure which comprises of a graph learning and a community detection step. This paper departs from the conventional methods by developing a direct analysis framework to recover the communities based on the observation of graph signals. We consider a setting where the observations are graph signals modeled as the outputs of an unknown network process represented by a graph filter. Such signal model can be applicable to observations from, e.g., diffusion dynamics, pricing experiments in consumer networks [26] , [27] , and DeGroot dynamics [28] with stubborn agents. In addition, unlike the prior works on graph learning, we allow the excitations to the graph filter to be low-rank. This is a challenging yet practical scenario as we demonstrate later.
We propose and analyze two blind community detection (BlindCD) methods that do not require learning the graph topology nor knowing the dynamics governing the generation of graph signals explicitly. The first method applies spectral clustering on the sampled covariance matrix, which is akin to a common heuristics used in data clustering using PCA, e.g., [29] . Here our contribution lies in showing when sampled covariance carries information about the communities. Under a mild assumption that the underlying graph filter is low-pass with the GSO taken as graph Laplacian, we show that the covariance matrix of observed graph signals is a sketch of the Laplacian matrix that retains coarse topological features of the graph, like communities. We quantify the suboptimality of the BlindCD method compared to the minimizer of a convex relaxation of the RatioCut objective defined on the actual graph Laplacian. The suboptimality bound depends explicitly on the low-pass capability of the underlying graph filter. Our result helps in justifying the successful application of such heuristics on real data, as many graph processes are low-pass. Furthermore, the theoretical analysis of BlindCD identifies the key bottleneck in the spectral method applied to some GSP models. This leads to the development of our second method, called boosted BlindCD. The method works under an additional assumption that the latent parameter vectors are available and boosts the performance of BlindCD by leveraging a low-rank plus sparse structure in the linear transformation between excitations and observed graph signals. Performance bound is also analyzed.
The organization of this paper is as follows. In Section II, we introduce notations by describing the graph model and a formal definition for communities on graph. Section III presents the GSP signal model with real world examples. In Section IV and V, we describe and analyze the proposed BlindCD method and its boosted version. In Section VI, we present numerical results on synthetic and real data to validate our findings.
Notation: We use boldface lower-case (resp. upper-case) letters to denote vectors (resp. matrices). For a vector x, the notation x i denotes its ith element and we use x 2 to denote the standard Euclidean norm. For a matrix X, the notation X ij denotes its (i, j)th element whereas [X] i,: denotes its ith row vector and [X] I,: denotes the collection of its row vectors in I. Also, R(X) ⊆ R N denotes the range space of X ∈ R N ×M . Moreover, X F (resp. X 2 ) denotes the Frobenius norm (resp. spectral norm). For a symmetric matrix E, β i (E) denotes its ith largest eigenvalue. For a matrix M ∈ R P ×N , σ i (M ) denotes its ith largest singular value and [M ] K denotes its rank K approximation. Moreover, M admits the partition
II. PRELIMINARIES

A. Graph Signal Processing
Consider an undirected graph
The graph G is also associated with a symmetric and weighted adjacency matrix
is a diagonal matrix containing the weighted degrees of G. As L is symmetric and positive semidefinite, it admits the following eigendecomposition
where Λ = Diag([λ 1 , . . . , λ N ]) and λ i is sorted in ascending order such that 0 = λ 1 ≤ λ 2 ≤ · · · ≤ λ N . A graph signal is defined as a function on the nodes of G, f : V → R, and can be equivalently represented as a vector x := [x 1 , x 2 , . . . , x N ] ∈ R N , where x i is the signal value at the ith node. The graph is endowed with a graph shift operator (GSO) that is set as the graph Laplacian L. Note that it is also possible to define alternative GSOs such as the adjacency matrix A and its normalized versions; see [2] for an overview on the subject, yet the analysis result in this paper may differ slightly for the latter cases. Having defined the GSO, the graph Fourier transform (GFT) [2] of x is given byx
The vectorx is called the frequency domain representation of x with respect to (w.r.t.) the GSO L [2] , [4] . The GSO can be used to define linear graph filters. These are linear graph signal operators that can be expressed as matrix polynomials on L:
where T is the order of the graph filter. Note that by the Cayley-Hamilton theorem, any matrix polynomial (even of infinite degree) can be represented using the form (3) with T ≤ N . For a given excitation graph signal x ∈ R N , the output of the filter is simply y = H(L)x, and carries the classical interpretation of being a linear combination of shifted versions of the input. The graph filter H(L) may also be represented by its frequency responseh, defined as
We denominate the polynomial h(λ) := T −1 t=0 h t λ t as the generating function of the graph filter. From (3) it follows that the frequency representations of the input and the output of a filter are related byx =h z, (5) where denotes the element-wise product. This is analogous to the convolution theorem for time signals. In Section III, we utilize GSP to model the relationship between the observed data and the unknown graph G.
B. Community Structure and its Detection
Intuitively, a community on the graph G is a subset of nodes, C k ⊆ V , that induces a densely connected subgraph while loosely connected with nodes not in C k . To formally describe a community structure, in this paper we refer to the common notion of ratio-cut [25] that measures the total cut weight across the boundary between a disjoint partition of G = (V, E, A). In particular, for any disjoint K partition of V , i.e., V = C 1 ∪ . . . ∪ C K , define the function:
Throughout this paper, we assume that there are K nonoverlapping communities in G as given by C 1 , . . . , C K , where the latter is a minimizer to the ratio-cut function. It results in a small objective value, for instance,
1 indicates that the graph has K communities. Having defined the above notion, the community detection problem is solved by minimizing (6) with the given number of communities K and graph adjacency matrix A. However, the ratio-cut minimization problem is combinatorial and difficult to solve. As such, a popular remedy is to apply a convex relaxationa method known as the spectral clustering [30] , [31] . To describe the method, let us define the left-K eigenmatrix of the graph Laplacian L as
where v i is the ith eigenvector of L corresponding to the ith eigenvalue λ i [cf. (1) ]. The K-means method [32] is applied on the row vectors of V K , which seeks a partition C 1 , . . . , C K that minimizes the distance of each row vector to their respective means. The spectral clustering minimizes
where v row j := [V K ] j,: is the jth row vector of V K . For general K, [33] proposed a polynomial-time algorithm that finds an (1 + )-optimal solution,C 1 , . . . ,C K , to the Kmeans problem (9) satisfying
under some statistical assumptions on {v row i } N i=1 . The spectral clustering method is shown to be effective both in theory and in practice. In particular, when K = 2 and the graph of interest is drawn from a stochastic block model (SBM) satisfying certain spectral gap conditions, the spectral method exactly recovers the ground truth clusters in the SBM when N → ∞ [which also gives a minimizer to (6)], see [30] .
III. GRAPH SIGNAL MODEL
Consider a graph signal y ∈ R N defined on the graph G described in Section II-A. The graph signal is obtained by exciting the graph filter H(L) with an excitation x ∈ R N ,
where w ∈ R N includes both the modeling and measurement error in data collection. We assume that w is zero mean and sub-Gaussian with E[w (w ) ] = σ 2 w I. Consider a low-rank excitation setting where {x } L =1 belong to an R-dimensional subspace of R N . Assume K ≤ R N , where K is the number of communities specified in Section II-B. Let B ∈ R N ×R and
where z ∈ R R is a latent parameter vector controlling the excitation signal. Under this model, the sampled covariance matrix of {y } L =1 is low rank with at most rank R. As mentioned, under such setting it is difficult to reconstruct L from {y } L =1 using the existing methods [16] - [21] .
Before discussing the proposed methods for inferring communities from {y } L =1 in Section IV and V, let us justify the model (11) , (12) with three motivating examples.
A. Example 1: Diffusion Dynamics
The first example describes graph signals resulting from a diffusion process. For example, this model is commonly applied to temperatures within a geographical region [22] . Under this model, each node in the graph is a location and the weights A ij = A ji represent the strengths of relative influence between i and j such that N j=1 A ij = 1 for i = 1, . . . , N. The th sample graph signal obtained is the result of a diffusion over T steps, described as
where α ∈ (0, 1) is the speed of the diffusion process. As (I − αL) T is a polynomial of the graph's Laplacian, we observe that y is an output of a graph filter (11) . On the other hand, the excitation signal x may model the changes in temperature in the region due to a weather condition. The number of modes of temperature changes maybe limited, e.g., a typical hurricane in North America affects the east coast of the US. This effect can be captured by having a tall matrix B, i.e.,the excitation lies in a low-dimensional space. The columns of B represents the potential modes on which weather conditions may affect the region. For this example, detecting communities identifies regions of similar climate.
B. Example 2: Pricing Experiments in Consumers' Game
Consider graph signals obtained as the equilibrium consumption levels of a consumers' game subject to pricing experiments [26] , [27] . Here, the graph represents a network of N agents where A ij = A ji ≥ 0 is the influence strength between agents i and j. We assume A1 = c1 such that each agent experiences the same level of influence from the others.
It has been suggested in [27] that conducting a set of pricing experiments and observing the equilibrium behavior of agents can unveil the influence network between agents. Let be the index of a pricing experiment. Agent i chooses to consume y i units of a product depending on (i) the price of the product p i and (ii) the consumption levels of other agents who are neighbors of him/her in the network, weighted by the influence strength A ij . The consumption level y i is determined by maximizing the utility
where y −i := (y j ) j =i and a, b ≥ 0 are model parameters. As the utility function above depends on y −i , the equilibrium consumption level for the ith agent can be solved by the following network game:
Under the conditions that b > N j=1 A ij and a > p i , the equilibrium to the above game is unique [26] and it satisfies
Removing the mean from y gives the graph signal:
wherep := p − (1/L) L l=1 p l can be interpreted as a vector of discounts to agents during the th pricing experiment.
In fact, (17) can be interpreted as a filtered graph signal as in (11) by recognizingp as the excitation signal andỹ as the observed graph signal. Since b > c and A1 = c1,
which is a matrix polynomial in L. This shows that the linear operator (bI − A) −1 is indeed a graph filter. Next, we study the types of discounts offered in the pricing experiment. A practical case is that due to the limitation of market, the pricing experiments only control the prices on R agents, while the prices of the rest are unchanged across experiments. This gives rise to a low-rank structure for the excitation signal.
is the index set of R agents whom prices are controlled, and z ∈ R R is simply a vector of the price variations from the mean. The latter can be assumed as known in a controlled experiment setting. The discount offered in the th experiment is a special case of low-rank excitation. For this example, detecting communities exposes user groups with similar consumption behaviors.
C. Example 3: DeGroot Dynamics With Stubborn Agents
The last example is related to a social network with N agents where the graph signals are opinions sampled from the agents on different topics, e.g., votes casted by Senators on different topics [34] . The network is represented by a graph G = (V, E, A) such that A ij ≥ 0 captures the amount of 'trust' that agent i has on agent j which is possibly asymmetric. The agents are influenced by R stubborn agents in the sense that their opinions are not influenced by the others [35] - [37] .
Consider the discussions on the th topic, the agents exchange opinions according to the DeGroot opinion dynamics [28] -let y i (τ ) (resp. z j ) be the opinion of the ith agent (resp. jth stubborn agent) at time τ , e.g., y i (τ ) ∈ [0, 1] represents the probability for agent i to agree, we have
where B ∈ R N ×R is a weight matrix describing the bipartite graph that connects the stubborn agents to the agents in G.
We assume that the concatenated matrix is stochastic such that [A, B]1 = 1 and therefore the updated opinions are convex combinations of the opinions of neighboring agents; see [23] for detailed description on the model. Note that it is possible to estimate the latent parameter z as well since the latter represents the opinions of stubborn agents. Let us focus on the steady-state opinions, i.e.,the opinions when τ → ∞. Under mild assumptions, it holds [23] , [38] 
where the last approximation holds when there exists c > 0 such that c1 ≈ 1 − A1 = B1, e.g., when the out-degrees of the stubborn agents are almost the same. From (21) it follows that the steady state opinions is a special case of (11), (12) . For this example, community detection finds groups of like-minded individuals (with trusts towards each others). Note that in this example L can be asymmetric. Nevertheless, we conjecture that the proposed methods in Section IV & V would return the desirable result of clustering 1 2 (L + L ), provided that L is approximately symmetric, e.g., when trust in social network is roughly mutual. This conjecture will be confirmed by numerical experiments in Section VI.
IV. BLIND COMMUNITY DETECTION
We study the blind community detection problem, whose goal is to infer a disjoint partition of the nodes V that corresponds to the communities, C 1 , . . . , C K , in the graph G = (V, E, A) as defined in Section II-B, when the only given inputs are the observed graph signals {y } L =1 [cf. (11) , (12) ] and the desired number of communities K. Only in this section, we assume that the latent parameter vector z is a random, zero-mean, sub-Gaussian vector with E[z (z ) ] = I. The covariance matrix of y is given by
We also denote by C y := H(L)BB H (L) the covariance of y in the absence of measurement error. Observe that
which is due to (3), (4). We can interpret H(L)B as a sketch of the graph filter H(L), where B is a sketch matrix that compresses the right dimension from N to R. 
3: Find the top-K eigenvectors of C y (with the eigenvalues sorted in descending order). Denote the set of eigenvectors as V K ∈ R N ×K . 4: Apply the K-means method, which seeks to optimize
To perform blind community detection based on {y } L =1 , let us gain intuition by considering the scenario when the noise is small (σ 2 w ≈ 0), the first K elements inh are non-zero which have larger magnitudes than the rest of elements, and the columns of B span the same space as span{v 1 , . . . , v K }. In this scenario, from (22) and (23), we observe that V K can be estimated (up to a rotation) by simply obtaining the top-K eigenvectors of C y . This intuition suggests that we can detect communities by applying spectral clustering on C y , similar to the one applied to the Laplacian L in Section II-B. The proposed BlindCD method is summarized in Algorithm 1.
The computation complexity of BlindCD is dominated by covariance estimation and eigenvalue decomposition in Line 2-3, which costs O(N 2 (L + K)) FLOPS for large N . This is significantly less complex than a two-step procedure using a sophisticated graph learning step, e.g., [19] . In addition to estimating the covariance, the latter requires a linear program with O(N 2 ) variables and constraints. This learning step entails a total complexity of O(N 2 L + N 7 log −1 ) FLOPS with the interior point method in [39] , 1 where > 0 is the accuracy. Similar method to the BlindCD method have been applied in data clustering [29] , offering a heuristic interpretation of C y as the similarity graph between nodes. We provide an interpretation that is theoretically justified. Precisely, we view C y as a spectral sketch of the inverse Laplacian L and show that BlindCD (as well as [29] ) is an indirect algorithm to approximately find the ground truth communities in L.
A. Low-Pass Graph Filters
Following (23) and the ensuing discussion, the performance of BlindCD depends onh, the frequency response of the graph filter. In particular, a desirable situation would be one whereh contains only significant entries over the first K elements; in this way, the graph filter H(L) is approximately rank K and retains all the eigenvectors required for spectral clustering. To quantify the above conditions, we formally introduce the notion of a low-pass graph filter (LPGF) as follows.
Note that a small η implies a 'good' LPGF, since η 1 implies that most of the energy is concentrated in the first K frequency bins of the graph filter. In fact, as we show later in Section IV-B, the low-pass coefficient η plays an important role in the performance of BlindCD.
We now survey a few graph filter designs that are LPGF and comment on their low-pass coefficients η.
Example 1: Consider the filter order T < ∞ and
This filter models a discrete time diffusion process after (T − 1) time instances on the graph [41] . In particular,
Observe that the coefficient η 1 improves exponentially with T . Example 2: Consider
for some c > 0. This filter is analogous to a single-pole infinite impulse response (IIR) filter in classical signal processing. Its low-pass coefficient can be bounded as
Observe that the coefficient η 2 ≈ 1 for λ K+1 1 or c 1. Example 1 is related to the diffusion dynamics in Section III-A, while Example 2 is related to the consumers' game and opinion dynamics in Sections III-B and III-C. For further reference, an overview of graph filters and their relevant network processes can be found in [2] , [4] .
We conclude this subsection by characterizing the low-pass coefficient η from the properties of the generating function h(λ). To simplify the analysis, we consider the class of filters such that h(λ) satisfies the following assumption.
Assumption 1: The generating function h(λ) is non-negative and non-increasing for all λ ≥ 0. Note that Assumption 1 holds for the graph filters in Examples 1 and 2. The following observation gives a bound on η using the first and second order derivatives of h(λ).
where
The observation can be verified using the definitions of L hsmooth and μ h -strongly convex functions [42] . Note that Assumption 1 implies that h(λ) is convex and the derivative h (λ K+1 ) is non-positive. Consequently, the upper bound on η depends on the spectral gap Δλ K and the magnitude ofh K . In particular, for a constant spectral gap, a smallh K leads to η ≈ 0 and thus a good LPGF.
B. Performance Analysis
This subsection shows that under the GSP model (11), (12) and using Definition 1, we can bound the 'suboptimality' of the communities obtained by BlindCD compared to the 'optimal' ones found using spectral clustering on L [cf. Section II-B]. Together with recent advances in the theoretical analysis of spectral clustering [30] , this result allows us to quantify the accuracy of BlindCD to perform blind community detection and provides new insights on how to improve its performance.
To proceed, first let us take the K-means objective function F (·) in (9) constructed from eigenvectors of L as our performance metric. Let us denote
as the optimal objective value. Furthermore, C y is the sampled covariance of {y } L =1 and C y is the covariance of y in the absence of noise. The ensuing performance guarantee follows:
Theorem 1: Under the following conditions: (33) where β K (C y ) is the Kth largest eigenvalue of C y . For any > 0, if the partitionĈ 1 , . . .Ĉ K found by BlindCD is a (1 + )-optimal solution 2 to problem (25), then,
where γ is bounded by
The proof (inspired by [43] , also see [44] ) can be found in Appendix A. Condition 1) requires that the graph filter involved is an LPGF. This natural requisite imposes that the frequency response must be higher for those eigenvectors that capture the community structure in the graph. Conditions 2) and 3) are technical requirements implying that the rank R of the excitation matrix B cannot be smaller than the number of clusters K that we are trying to recover. Lastly, condition 4) imposes a restriction on the distance between the true covariance C y and the observed one C y . This condition may be violated if the spectral gap
is small or, relying on Lemma 1, if the noise power σ 2 w is large. Moreover, Eq. (34) in Theorem 1 bounds the optimality gap for the communities found applying BlindCD compared to F in (32) . We first observe that the performance decreases when the number of communities K increases, which is natural. This bound consists of the sum of two contributions. The first term is a function of γ, which in turn depends on the low-pass coefficient η of the LPGF involved as well as the alignment between the matrices BQ K and V N −K . From (35) , the recovered communities are more accurate when: 1) the LPGF is close to ideal (η ≈ 0) and 2) the distortion induced by B on the relevant eigenvectors V K is minimal. The second term in (34) depends on the distance between C y and C y , capturing the combined effect of noise in the observations (via σ 2 w ) as well as the finite sample size. To further control this term, if we define Δ := C y − C y , the next result follows.
Lemma 1: [45, Remark 5.6.3, Exercise 5.6.4] Suppose that i)y 1 , . . . , y L are independent, and ii) they are bounded almost surely with y 2 ≤ Y . Let the effective rank of C y be r := Tr(C y )/ C y 2 , then for every c > 0 with probability at least 1 − c, one has that
for some constant C that is independent of N, r, L, c, and σ y . Condition ii) in Lemma 1 is satisfied if y is sub-Gaussian and N 1. From Lemma 1 it follows that the error converges to σ w at the rate of O( rK 2 log(N )/L). For our model, it can be verified that r ≈ R N , where R is the rank of B and the sampling complexity is significantly reduced compared to a signal model with full-rank excitations.
In a nutshell, Theorem 1 illustrates the effects that the observation noise, the finite number of observations, and the low-pass structure of the filter have on the suboptimality of the communities obtained. As discussed above, the low-pass coefficient η plays an important role in the performance of BlindCD. While η is determined by the dynamics that generates the graph signals {y } L =1 , it is possible to improve this coefficient, as described in the next section.
V. BOOSTED BLIND COMMUNITY DETECTION
The performance analysis in the previous section shows that the performance of BlindCD depends on the low-pass filter coefficient η. While it is impossible to change the graph filter that generates the data, this section presents a 'boosting' technique that extracts an improved low-pass filtered component, i.e.,one with a smaller η, from the observed graph signals. For the application of the boosting technique, we shall work with LPGFs satisfying Assumption 1 and consider a data model where, apart from the access to the graph signals y ∈ R N we also have access to the latent parameter vector z ∈ R R [cf. (11) , (12) ]. This scenario can be justified in the example of pricing experiments [cf. Section III-B] when the price discounts are directly controlled by the seller attempting to estimate the network; or in the example of DeGroot dynamics [cf. Section III-C] where the latent parameter vectors are the opinions of the stubborn agents.
First, the input-output pairs {z , y } L =1 enable us to estimate the N × R matrix H(L)B via the least square estimator H ∈ arg min
where the solution is unique when L ≥ R and {z } L =1 spans R R . Importantly, we note the decomposition: (38) We note that H(L) is a boosted graph filter, as we observe:
Fact 1: Under Assumption 1, the graph filter H(L) is a LPGF whose low-pass coefficient is given bỹ
where 0 ≤ c < 1 is the boosting factor. Let the generating function ofH(L) beh(λ) = h(λ) −h N . The fact can be verified as (i) the magnitude of the boosted Kth frequency response is reduced toh K −h N ; (ii) the first and second order derivatives ofh(λ) are the same as h(λ). Applying Observation 1 it follows that H(L) has a smaller low-pass coefficientη by replacingh K byh K −h N in (31) . Concretely, we observe the example:
Example 3: (Boosted single-pole IIR filter). Consider
where H 2 (L) was defined in (29) and we note thath N = (1 + c −1 λ N ) −1 . We have
It follows that c = λ N −λ K+1 λ N −λ K 1 when λ K+1 λ K . As a result, applying spectral clustering based on the top-K left singular vectors of H(L)B will return a more accurate community detection result.
In order to estimate H(L)B from H * as in (38) , one needs, in principle, to have access to B and the frequency responseh N . However, our goal is to obtain a boosting effect in the absence of knowledge about B andh N . A key towards achieving this goal is to notice that H(L)B is close to a rank-K matrix since H(L) has a small low-pass coefficientη. Hence, for R > K, it follows from (38) that H can be decomposed into a low-rank matrix and a scaled version of the sketch matrix B. Using S, B as proxies for the low rank matrix H(L)B and sparse matrix h N B, respectively, we consider the noisy matrix decomposition problem [46] :
where S σ,1 is the trace norm of the matrix S, H is a solution of (37), α, κ, ρ > 0 are predefined parameters, g(·) is a decomposable regularizer of B, which is a norm chosen according to the prior knowledge on the sketch matrix B and g (·) is its dual norm. A few examples for g(·) are in order:
Algorithm 2: Boosted BlindCD Method. 1: Input: Graph signals and excitation signals {y , z } L =1 ; desired number of communities K. 2: Solve the convex optimization problems (37), (41) and denote the latter's solution as ( S , B ). 3: Find the top-K left singular vectors of S and denote the set of singular vectors as S K ∈ R N ×K . 4: Apply the K-means method on the row vectors of S K . 5: Output: K communitiesC 1 , . . . ,C K .
• Localized excitation: We set
This regularization forces the solution B to (41) to be an element-wise sparse matrix. This corresponds to the scenario where each element of the latent variables in z excites only a few of the nodes in our graph. • Small number of excited nodes: Let b row i be the ith row vector of B. We then set
This regularization is motivated by the group-sparsity formulation in [47] which forces the solution B to (41) to be row-sparse. Notice that this is relevant when the graph filter is excited on a small number of nodes. • Small perturbation: We set
This regularization models each entry ofh N B as a Gaussian random variable of small, identical variance. This can be used when there is no prior knowledge on B. Notice that for every choice of the regularizer g(·) discussed, (41) is a convex problem that can be solved in polynomial time. Let the optimal solution to (41) be S , B . We apply spectral method on S based on its top-K left singular vectors. The boosted BlindCD method is overviewed in Algorithm 2.
Lastly, the computational complexity of boosted BlindCD is dominated by the two convex optimization problems (37) and (41) . Problem (37) is a standard least square problem whose solution complexity is O(NRL + R 3 ); meanwhile (41) involves a solution complexity of O(N 2 R) per iteration using the efficient implementation in [48] .
A. Performance Analysis
This section analyzes the performance of the boosted BlindCD method, mimicking the ideas in Section IV-B. Due to the space limitation, we focus on the special case where B is sparse and select g 1 ( B) in (42) when solving (41) .
Our first step towards deriving a theoretical bound for the performance of boosted BlindCD is to characterize the estimation error of H(L)B when solving (37) , defined as
Lemma 2: Suppose that L ≥ R, {z } L =1 spans R R , and w (z ) < ∞ almost surely. For every c > 0 and with probability at least 1 − 2c, it holds that
The proof can be found in Appendix B. Lemma 2 captures the expected behavior of a vanishing estimation error when L → ∞.
Next, we show that L from (41) is close toH(L)B by leveraging the fact that the latter is approximately rank-K. 
The term R j=K+1 σ j ( H(L)B) is negligible when H(L)B is approximately rank-K. Therefore, the implication is that the distance between S and H(L)B can be bounded by the sum of two terms -one that is dependent on E, and one that is dependent on α/ √ NR. Overall, it shows that the error reduces when the excitation rank R and number of observations L increases. On the other hand, (47) suggests that one should set κ = c 1 / √ L, ρ = c 2 / √ RL in (41) for some c 1 , c 2 for the optimal performance.
Having established these results, the boosted BlindCD method is an approximation of BlindCD operating on the boosted LPGF H(L)B. Next, we define the SVD ofH(L)B as V Σ Q and analyze the performance of the boosted BlindCD through a minor modification of Theorem 1.
Corollary 1: Suppose that Conditions 1 to 3 in Theorem 1 are met when replacing Q K by S K and H(L) by H(L). Let Δ := S − H(L)B and assume that
Step 4 in the boosted BlindCD method finds an (1 + ) optimal solution to the K-means problem, where > 0, then,
where F (·), F are defined in (9), (32), respectively, and
The proof of Corollary 1 can be found in Appendix C. We see that the performance of the boosted BlindCD method depends on c . As c < 1, it is anticipated that boosted BlindCD will outperform BlindCD, especially when the original LPGF is not markedly low-pass.
While the bound in (50) is similar to that in Theorem 1, we observe that applying Lemma 2 and Lemma 3 yields
From the definition ofδ we have
for some constant C. Substituting (52) into (50) shows that the sub-optimality of boosted BlindCD can be minimized when 1) the spectral gap for the sketched matrix H (L)B, 2) the number of samples L, and 3) the excitation rank R, are large. We remark that it is possible to undertake analogous performance analysis for the other proposed regularizers on B [cf. (43) and (44)]. For example, this can be done using [49] and replacing Lemma 3 with the corresponding result. These extensions, however, are beyond the scope of the current paper.
VI. NUMERICAL EXAMPLES
To illustrate the efficacy of the BlindCD methods, we study three application examples that pertain to consensus dynamics, consumer networks, and social networks. Numerical examples will be given for these applications, which were introduced in Sections III-A through III-C.
Unless otherwise specified, the graphs used in the simulations will be generated according to a stochastic block model (SBM) [50] , denoted by G ∼ (N, K, a, b) , such that G has N nodes, K equal-sized non-overlapping communities and the intra (resp. inter) community connectivity probability is a ∈ [0, 1] (resp. b ∈ [0, 1]). The weights on the graph, A ij , are set to 1 if (i, j) ∈ E and 0 otherwise. We use the ground truth community membership in generating the SBM graphs when evaluating the accuracies. The error rate is given by
and the above is approximated via Monte-Carlo simulations, where 1 E is an indicator function for the event E, π : [K] → [K] is a permutation function and c i ∈ [K] (resp. c true i ) is the detected (resp. true) community membership of node i.
A. Diffusion Dynamics
We first evaluate the performance of BlindCD using graph signals generated according to the observation model in (11) . We focus on the diffusion dynamics in Section III-A. We perform Monte-Carlo simulations to evaluate the community detection performance on random graphs. In this example, the SBM graphs generated are G ∼ (N, K, 8 log N/N, log N/N ) with N = 150 and K = 3. We simulate a scenario where the graph filter is excited on only R nodes. In this case, the sketch matrix B is generated by first picking R rows uniformly from the N available rows, and the elements in each selected rows are set to one uniformly with probability p b = 0.5. For the boosted BlindCD method, we test the formulation of (41) with regularizers g 1 ( B) and g 2 ( B) [cf. (42) and (43)] by setting κ = 2/ √ L and ρ = 0.5/ √ RL. The variance of observation Fig. 1 . Community detection performance versus sample size L. We consider graphs generated as G ∼ (N, K, 8 log N/N, log N/N ) with N = 150, K = 3 and fix the excitation rank at R = 15. The solid (resp. dashed) lines show the performance of on the sampled output covariance C y (resp. true and noiseless covariance C y ). noise is σ 2 w = 10 −2 and each element of z is generated independently as [z ] i ∼ U[−1, 1].
The first example examines the effect of the graph filter's low-pass coefficient η and sample size L on the performance of BlindCD. In particular, Fig. 1 shows the performance of community detection for different filter orders T against the number of samples L accrued. Notice that the low-pass coefficient η decreases with the filter order T [cf. (28) ]. As such, we observe that the performance improves with T . The error rate approaches that achieved by applying spectral clustering on the actual L. An interesting observation is that for sample covariances, as T increases, the sample size L required to reach the performance of noiseless covariance also increases. This can be explained by condition (33) in Theorem 1. In particular, as T increases, the absolute value of β K (C y ) − β K+1 (C y ) decreases, therefore restricting C y − C y 2 to be smaller [cf. (33) ]. The latter is satisfied when the number of samples accrued is sufficiently large.
The second example shows the effect of the excitation rank R. The results are shown in Fig. 2 where we have fixed L = 10 3 and T = 16. In this example, we have compared the performance of BlindCD to a popular NMF method to cluster on C y [51] ; and a 2-step procedure which uses [19] (with efficient implementation in [40] ) to recover the GSO, then it applies spectral clustering on the recovered GSO to detect communities. For BlindCD, we observe that the performance improves with the rank R, while the NMF and the 2-step procedures perform poorly. 3 As predicted by Corollary 1, the boosting technique enhances the performance of BlindCD.
The example in Fig. 3 shows the performance of an instance of BlindCD on the Zachary's Karate Club network when the graph signals are generated from the diffusion dynamics. To capitalize on the benefit of the boosting technique, we consider a scenario with a filter order of T = 6, observation rank of R = 5 (the graph is excited on just 5 nodes) and we observe L = 10 3 noisy samples of the graph signals. Observe that the low-pass coefficient for the filter may be close to 1 as T is small. This explains the poorer performance of BlindCD in Fig. 3(b) . The boosted BlindCD, instead, delivers good performance as it identifies the two communities in the network except for a miss-classification of agent 17. Through sorting the row sums of the estimated B, we also detected the sites of the excitations, as shown in the Fig. 3(a) .
B. Network Dynamics Models
We describe applications of our BlindCD methods on detecting communities in consumer and social networks, where the models have been studied in Sections III-B and III-C.
In the Monte-Carlo simulations below, we generate the graphs as G ∼ (150, 3, 8 log N/N, log N/(2 N ) ), N = 150. For the consumer games, A is taken as the binary adjacency matrix of G and B is chosen as in (19) where the set of affected agents I is selected uniformly. Furthermore, in the utility (14), we set b = 2 A1 ∞ and a = 2 max p ∞ such that the equilibrium always satisfies (16) . For the social networks, we first generate the support of B as a sparse bipartite graph with connectivity 2 log N/N , then the weights on A, B are assigned uniformly such that all the rows in the concatenated matrix [A, B] sum up to one. This models a setting where the stubborn agents are connected sparsely to the others, i.e.,they are located at the periphery of the communities. Note the support of A is symmetric with A ij = 0 ⇔ A ji = 0. Snapshots of the set-ups for both networks are found in Fig. 4 . The consumption levels and steady-state opinions can both be generated from the graph filter in Example 2. The difference between the two cases rests on the design of the sketch matrix B. In the following, we fix the number of samples at L = 10 4 with a noise variance of σ 2 w = (10 −1 /b 2 ) 2 for consumer games and σ 2 w = 10 −2 for social networks. For the boosted BlindCD method, we set κ = 2/ √ L, ρ = 4/ √ RL for consumer games and κ = 2/ √ L, ρ = 1/ √ RL for social networks; and we test the formulation of (41) with the regularizer g 1 ( B) . For the social network, we included a comparison to a 2-step procedure which first recovers the graph topology using [23] , and then applying spectral clustering on the inferred topology.
The results of our numerical experiments are shown in Fig. 5 , where we compare the community detection performance as the excitation rank R increases in both systems. Similar to the previous experiment in Fig. 2 , for both cases we observe that the performance improves with R and the boosted BlindCD method delivers the best performance consistently. Overall, the performance improvement with boosted BlindCD is greater than in the previous example [cf. Fig. 2 ]. The reason behind this is the fact that the IIR graph filter has a poor low-pass coefficient depending on the parameter c 1 for the scenario we have considered. Another observation is that the community detection performance of the un-boosted BlindCD saturates at R ≈ 25 for the opinion dynamics experiments while it continues to improve with R for pricing ones. This is due to the different model used for the sketch matrix B. In particular, for the pricing experiments, B is merely a sub-matrix of the identity matrix. Recall from Theorem 1 that the performance of BlindCD depend on the product V N −K BQ K 2 (V K BQ K ) −1 2 , which is anticipated to decrease since B approaches a permutation of I as R approaches N , yielding a better performance. The same observation does not apply for opinion dynamics as the sketch matrix does not approximate the identity matrix as R grows.
We then illustrate an application on real network topologies for the two network dynamics. Fig. 6 shows an example of simulated pricing experiments on the network highschool from [52] , which is a friendship network between N = 70 high school students with |E| = 273 undirected edges. On the other hand, Fig. 7 shows the case study for opinion dynamics on the Facebook network of ReedCollege [53] , which is a friendship network with N = 962 college students with |E| = 18, 812 undirected edges, and we influence the network using R = 150 stubborn agents. To handle the high dimensionality, we applied the fast algorithm from [48] to solve the robust PCA problem in (41) . For this example, the boosted BlindCD method takes less than 2 seconds to run on a laptop computer. We observe that the boosted BlindCD method recovers the communities in the networks, as evidenced from the illustrations and ratio-cut scores.
C. Application to US Senate Rollcall Records
We consider applying the BlindCD methods to the US Senate rollcall record on https://voteview.com for the 110th congress. The dataset contains 657 rollcalls during the period from 2007 to 2009. To represent the opinions of the states during a rollcall, we consider adding the votes from the two Senators of a state by counting 'yay' as 1, 'nay' as −1, and 'absent' as 0. By treating each state as a node on a graph with 50 nodes, this results in L = 657 samples of graph signals with values {0, 1, 2}. As argued in [34] , the rollcall data may be modeled as the equilibrium of an opinion dynamics process with stubborn agents. Therefore, we selected 4 states -Massachusetts (MA), New York (NY), Alabama (AL), Louisiana (LA), which are the most liberal/conservative states [54] , as the 'stubborn' states modeled in Section III-C. We then apply the BlindCD methods to detect communities for the remaining N = 46 states. For the boosted method, we use the sparse regularizer g 1 ( B) to promote sparsity in the B component of the solution. Fig. 8 shows the K = 2 communities detected using the proposed methods. We observe that the boosted BlindCD method successfully identifies Maine to be in the same community as Texas, where both states were controlled by Republicans in this congress. Fig. 9 shows the inferred B matrix modeled in Section III-C, where we labeled the rows as the stubborn states and the columns as the regular states. A large number in the table indicates strong influence from the stubborn to regular state. We observe consistent results, e.g., NY (resp. LA) positively influencing Illinois (resp. Arkansas) as both are Democrat (resp. Republican) states in this congress; NY is negatively influencing Idaho (Republican in this congress).
VII. CONCLUSION
This paper proposes two blind community detection methods for inferring community structure from graph signals. We consider a challenging and realistic setting where the observed graph signals are outcomes of a graph filter with low-rank excitations. The BlindCD methods rely on an intrinsic low-pass property of the graph filters that model the network dynamics. This property holds for common network processes and the accuracy of BlindCD is analyzed by viewing the graph signals as sketches of the graph filters. We propose a boosting technique to improve the performance of BlindCD. The technique leverages the latent "low-rank plus sparse" structure related to the graph signals.
Extensive numerical experiments verify our findings.
Our work opens up several interesting avenues for future research. This includes blind detection of communities from time-varying graphs that (approximately) preserve the clustering structure over time. Another appealing line of work is to depart from linear graph filters and rely on the observation of signals obtained from non-linear network processes for our blind detection task. Finally, it will be interesting to consider blindly inference of communities with missing data in the graph signals and efficient BlindCD methods for large-scale graphs consisting of millions of nodes.
APPENDIX A PROOF OF THEOREM 1
To simplify the notations while proving the theorem, let us define the following indicator matrices for the communities. Firstly, the matrix X ∈ R N ×K is associated with the communities {Ĉ 1 , . . . ,Ĉ K } found with BlindCD and defined aŝ
We have
Define X as the set of all possible indicator matrices of partitions. Using Condition 1 in Theorem 1, we have that
where we have defined X ∈ R N ×K by replacingĈ i in (54) with C i such that C 1 , . . . , C K is an optimal set of communities found by minimizing F (C 1 , . . . , C K ) [cf. (9) ]. On the other hand, by the definition,
and furthermore V K − X X V K 2 F = F (Ĉ 1 , . . . ,Ĉ K ). Define the error matrix as E := V K V K − V K V K . We observe the following chain of inequalities:
where the first equality is due to V K V K = I and the last inequality is due to I − X X is a projection matrix. Using (55) , we have that
where we have used the fact I − X (X ) is a projection matrix and √ 1 + ≤ 1 + in the third inequality. The final step is to bound E F , where we rely on the following results. 
Proposition 1: Under Conditions 1 to 3 in Theorem 1, we have
where the columns of V K are the top K eigenvectors of the noiseless covariance C y and γ is defined in (69). Proposition 2: Under Condition 4 in Theorem 1, it holds that
The proofs of the propositions can be found in the subsections A and B of this appendix. Applying Lemma 4 we obtain that
Combining (60), (61) and using the triangle inequality yields
concluding the proof.
A. Proof of Proposition 1
We begin our proof by establishing the relationships between V K , we obtain that
where we have defined Π := (H(L)B) H(L)B and β K (·) denotes the Kth largest eigenvalue. Under Condition 3, the K × K matrix Π is non-singular. We observe
where the first equality is due to β K (U AU ) = β K (A) for any symmetric A and U ∈ R N ×K with orthogonal columns, and the second equality follows since the argument in β K (·) is of rank K. Moreover, Π admits the decomposition
Thus, yielding that 
where we have defined γ such that
where the inequality is due to Condition 1. Substituting the above into (66) concludes the proof.
B. Proof of Proposition 2
Denote the SVD of the sampled covariance as C y = V Σ V . The left hand side of (61) can be written as
where the equality is due to [56, Theorem 2.6.1].
Define Δ := C y − C y . Condition 4 implies that the largest eigenvalue inΣ N −K will never exceed β K (C y ) − δ since
where the first inequality is due to Weyl's inequality [56] . The perturbed matrix C y thus satisfies the requirement of the Davis-Kahan's sin(Θ) theorem [57] 
The inequality in (61) is obtained by observing that both V K and V N −K are orthogonal matrices.
APPENDIX B PROOF OF LEMMA 2
Fix 1 ≥ c > 0. Under the conditions stated in the lemma, the least-squares optimization (37) admits a closed form solution
where w was introduced in (11). Denoting the right hand side in (73) by E, we have that
Observe that 1 L L =1 z (z ) converges to I such that with probability at least 1 − c,
for some constant C 0 . Applying [58, Proposition 2.1] we get that
On the other hand, observe that E[w (z ) ] = 0 and w (z ) ≤ C w almost surely. Applying the matrix Bernstein's inequality [59, Theorem 1.6] shows that with probability at least 1 − c and for sufficiently large L,
for some constant C 1 . Finally, with probability at least 1 − 2c,
APPENDIX C PROOF OF COROLLARY 1
Let V K and S K be the top K left singular vectors of H(L)B and S , respectively. We can repeat the proof for Theorem 1 up to (58) by re-defining the error matrix E therein as E = V K V K − S K S K . This entails
Next, we bound E F . Applying Lemma 4 and using the triangle inequality we get that
Proposition 1 implies that
whereγ is bounded as in (51) . Our remaining task is to bound
and
where we recalled the definition Δ = S − H(L)B and applied the Weyl's inequality [56] . From (49) , we have that
withδ > 0. Finally, applying the Wedin theorem [60] yields
