Research on exchange rate predictability has revealed a disconcerting pair of facts: 1) Exchange rate changes cannot be forecast with fundamentals at horizons of less than a year (Meese and Rogoff, 1983) , and 2) Trend-following technical analysis-the use of past prices to make trading decisions-would have been profitable on dollar exchange rates over extended periods of time (Sweeney, 1986; Levich and Thomas,1993; Neely, Weller and Dittmar, 1997; Chang and Osler, 1999; LeBaron,1999) . Almost all of the technical rules studied have been variants of moving-average or filter rules, which provide buy-sell decisions, rather than rules derived from time series models, even though the latter could potentially provide much more information in the form of a full density forecast.
The success of trend-following rules raises the question as to whether an appropriately constructed time series model could replicate or surpass the profitability shown by the trendfollowing rules. Such a model would have a number of advantages. Specifically, a time series model could provide forecast densities-not just a directional forecast-that would be useful for risk-averse investors; it could adjust trading decisions for transactions costs in a coherent way; it could construct optimal portfolios; its forecast horizon could be adjusted to match investor preferences; and it could find structural breaks in a statistically rigorous way.
Given that trend-following trading rules have shown excellent predictive content measured by the excess return standard, one naturally considers whether ARIMA or Markov models, the workhorses of univariate time series analysis, could imply this same predictive content. ARIMA models may have failed because the projection of a typically parameterized Markov model on an ARIMA model results in an ARIMA (1,2) in which the first AR and first MA coefficients nearly cancel, resulting in a crucial loss of information. Markov switching models explicitly estimate time-varying moments, naturally modeling exchange rate returns in a changing risk environment.
Such a model exploits the advantages of statistical techniques to construct trading rules.
The use of Markov switching models to forecast and trade exchange rates at the daily frequency merges two distinct strands of the exchange rate prediction literature. The first strand is the attempt to forecast high-frequency exchange rates out-of-sample with ARIMA models, which has been a qualified failure (see Neely, Weller, and Dittmar, 1997, for example) . 1 The second strand is to use Markov switching models at low frequencies to forecast exchange rates (Engel and Hamilton, 1990; Engel, 1994) , which has had limited success. 2 We view our work as complementary to that of Dewachter (2001) and Clarida, Taylor, Sarno, and Valente (2001) , who use elements of both threads in very different ways. Dewachter (2001) constructs a Markov switching model that is able to produce simulated weekly data on which trend-following trading rules are successful. Clarida, Taylor, Sarno, and Valente (2003) generate an exchange rate forecasting model from a regime-switching vector error correction model (VECM) using weekly term structure data on forward exchange rates.
The risk-adjusted Markov trading rule returns exceed those of the best conventional technical trading rules considered for each of the four exchange rates. The differences are statistically significant in 2 of the 4 cases and Bayesian posterior odds strongly prefer the Markov rules in each case. This is a remarkable performance given that the noise in exchange rate returns often makes it difficult to reject hypotheses of interest. Our model assumes that returns interact with a changing risk environment (higher moments) and the data strongly support this proposition.
After looking at the risk-adjusted performance of the rules, we investigate the source of the trends. That is, we regress trading rule returns on variables thought to be related to the existences of predictable trends, such as central bank intervention and macro-variables. Neither 1 LeBaron (1992) has had some success generating trading rule profits with an ARIMA(1,1) fitted to maximize trading rule profits by simulated method of moments. This implies that nonlinearities are not strictly necessary to justify the profitability of moving average trading rules. 2 Neely and Sarno (2002) review a third, less relevant, area of this literature, the literature on forecasting exchange rates with monetary fundamentals.
the returns to our trading rule nor the trading rule positions show a simple relationship with observable macroeconomic fundamentals across either sample period.
The next section of the paper describes the Markov switching models and the trading rule.
The data are presented in Section 3. Section 4 provides the in-sample and out-of-sample results on statistical predictability and profitability. Section 5 investigates the source of the trends.
Finally, we draw conclusions and suggest avenues for further research.
Methodology

A. The Markov switching models
Let us first introduce some notation. The exchange rate at date t (USD per unit of foreign currency) is given by , while r S t t is the log of the deviation from uncovered interest parity, and the domestic (foreign) overnight interest rate is ( i ). 
The premise of trading strategies is that deviations from uncovered interest parity (UIP) are predictable. To create a rich structure for the expected deviation from UIP, we allow the conditional mean to be a function of three distinct Markov switching state variables. We assume a student-t error distribution with n t degrees of freedom in the dependent variable r:
The variance of such a student-t distribution is
The parameter h t is a scale parameter for the variance such that ( )
is a standard student-t variable with n t degrees of freedom. h t switches between high and low states, according to the realization of a binary variable, S1 t , governed by the following first-order Markov process:
Switching in h t scales the variance up and down without affecting the thickness of the tails or leptokurtic shape of the conditional density.
Similarly, we allow for switching in the degrees of freedom, n t , as in Dueker (1997) , which implies that the thickness of the tails of the conditional distribution varies across time. Thus, three-or four-standard deviation shocks can be statistically a near-impossibility in some time periods and a reasonable possibility in other periods. The degrees of freedom parameter is tied to a second binary variable, S2 t , that follows a Markov process such that
The conditional mean, µ t , is allowed to switch in conjunction with the switching in the degrees of freedom and the variance scale, h t . A third Markov switching binary variable, S3 t , provides yet another independent source of shifts in the expected return: are the contributions to the mean return of the first and second state variables (S1 t and S2 t ) at time t.
Serial dependence in higher moments, such as the variance and kurtosis, affects the expected sign of returns in the presence of a non-zero unconditional mean return, as Christoffersen and Diebold (2003) demonstrate. This sign dependence leads to a degree of predictability in the direction of returns. Our model does not directly exploit the effect identified by Christoffersen and Diebold (2003) ; instead, it exploits dependence between conditional moments to better estimate the conditional mean.
For example, a rise in volatility can generate a change in conditional mean return through safe-haven effects. When volatility rises, investors tend to seek safe-haven currencies. With the exception of the British pound, we find that heightened uncertainty tends to favor the dollar as a safe-haven currency. By decomposing time-varying volatility into both time-varying kurtosis and dispersion, our model might be more adept at detecting the type of risk associated with safehaven effects on the conditional mean returns.
In this vein, note that variation in the rate of information arrival affects the kurtosis of returns, whereas a shift in the marginal effect of a unit of information would affect the variance but not the kurtosis of returns. Thus, these features of the forecast distribution tell us different things and our model allows them to covary with the expected return in distinct ways.
Although the model's expected return-conditional on the state-takes on only (2 3 =) 8 different values, because we do not observe the Markov state variables, we must infer the probability of the current state and hence the expected return. Therefore, the forecast conditional mean can take values from a continuum, not just a discrete number of values: 
The log-likelihood function for this model is
where Γ is the gamma function. The function to be maximized is the log of the expected
as in Hamilton (1990) .
B. The trading rule from the Markov switching model
Although the model's parameters were chosen to maximize the log-likelihood function rather than returns, the model's trading performance is a more economically relevant measure of its fit from equation (7), is positive and short otherwise.
However, such a trading rule might generate large transactions costs by trading each time it predicts even a small change in position. We alleviate this problem in two ways. First, we use the expected return over eight days-rather than one-to make the trading decision. Second, we require that the expected return exceed a threshold, called a "filter," before we permit the rules to change position. Both techniques reduce trading frequency and accompanying transactions costs for those periods in which only a small change in the exchange rate is predicted. 
For example, the first two conditional equations above say that, if the rule has a long position at t-1, it will only switch to a short position at t if the exchange rate is forecast to fall by more than the size of the filter from t to t + 1. If the forecast change in the exchange rate is greater than or equal to , the rule will maintain a long position.
Note that the inertia in Markov-rule positions generated by the filter could require the Markov rule to stay in a position in which it would be expected to lose (a little) money. For example, if a rule is long in the DEM, but the expected return is negative but greater than f 1 , then the rule will stay long, although it expects to lose (a little) money. It might seem wise to permit the rules to move to a neutral position in such a situation. This intuition is incorrect for small filters, however, because any move to a neutral position incurs transactions costs. As long as the filters do not exceed the size of one-way transactions costs, it is better to accept the expected loss than to incur the certain transactions costs.
We chose filter sizes-along with the parameters of the Markov switching model-to maximize the excess return, net of transactions cost, in the in-sample period. Filter sizes ranged from about 9 to 27 basis points. The filter sizes are fairly large because they were chosen under the assumption of high transactions costs of 10 basis points per trade. This reduced the danger of overfitting.
C. Excess return calculation
The Markov switching rules switch between long and short positions in the foreign currency.
A long position in the foreign currency at date t means that the rule borrows dollars, converts them to foreign currency at the closing rate for date t, and earns the foreign overnight rate. The excess return to a U.S. investor who borrows one dollar and invests it abroad is given by
Similarly, the excess return to borrowing foreign currency and then converting it to dollars to earn the U.S. overnight interest rate is the negative of this.
These excess returns are closely approximated by z t r t where z t is the trading indicator variable defined in equation (10), and r t is the deviation from UIP, given by equation (1). The cumulative excess return from two round-trip trades (go long at date t, go short at date t + k), with round-trip proportional transaction cost c, is as follows: 
where n is the number of trades.
D. Economic performance measures: risk-adjusted excess returns
The excess return criterion tells us nothing about the trade-off between risk and return. This information is absolutely necessary to evaluate the rule. The Sharpe ratio-the expected excess return per unit of risk for a zero-investment strategy (Campbell, Lo, and MacKinlay, 1997 )-is usually expressed as the annual excess return over the riskless rate-net of transactions costs-to a portfolio over that portfolio's annual excess return's standard deviation.
The Sharpe ratio only describes the univariate risk associated with a trading strategy. Capital
Asset Pricing Model (CAPM) theory tells us that the correlation of a portfolio's return with that of the market should explain its excess return. Therefore we look at Jensen's (1968) α and the CAPM β from the following regression:
where z t r t is the signed return to the trading rule, ( )
is an indicator function that takes the value one when a trade is made, and zero otherwise, and [ ]
is the excess return to the market portfolio. Jensen's (1968) α directly estimates the mean excess return that is 5 Each trade incurs a two transaction costs because it involves closing a long (short) position and opening a short (long) one. Transactions costs are calculated as a percentage of gross return:
, for small c.
uncorrelated with the excess return to the market. If the intercept in equation (15)-α-is positive and significant, then the trading rule produces excess returns that cannot be explained by correlation with the market. Typically, returns to broad equity indices are used to proxy for the return to the market portfolio. This study uses the Morgan Stanley Capital International World Index (MSCI) and the S&P 500 as proxies for the market portfolio in constructing CAPM βs.
E. Statistical performance measures
To supplement the economic risk-adjusted return criterion, we also consider the performance of the model's return predictions with respect to the mean-squared error (MSE), mean-absolute error (MAE) and percentage of correct sign predictions at forecast horizons of 1, 20, 60 and 250 business days. The benchmark for comparison is the in-sample mean return.
The data
The exchange rate data consist of noon (New York time) buying rates for the German mark, To evaluate the risk associated with the trading rules, we calculate CAPM βs using two broad equity indices to proxy for the market portfolio. We use the continuously compounded excess returns to the S&P 500 Index and the MSCI World Portfolio Index. The equity index values were calculated in dollar terms and are matched with dollar-denominated interest rates.
Later in the paper, we will study whether the excess returns to the trading rule are correlated with official foreign exchange intervention from the United States, Germany, Japan and Switzerland. The respective central banks or intervening authorities provided those data.
Finally, to evaluate whether particular macroeconomic conditions were associated with the trading rule returns or the smoothed probabilities of regime states, we will use monthly data from
Haver Analytics on industrial production, interest rates, stock market indices, M2, and employment from the United States, Germany, Japan, Switzerland, and the United Kingdom. The skewness statistics do not have consistent and significant signs-in both the in-sample and out-of-sample periods. On the other hand, all foreign exchange excess return series are strongly leptokurtic over the whole sample. It appears that the degree of excess kurtosis has likely decreased from the 1970s to the 1980s and 1990s. That is, the out-of-sample kurtosis statistics are smaller than the in-sample kurtosis statistics.
Estimation results
A. Estimation
We estimate the Markov model using daily data from 1974 through 1981 (through 1982 for the USD/JPY rate). The in-sample periods were chosen to minimize the in-sample cumulative deviation from UIP, in order to guard against a rule that would tend to be disproportionately long or short. Data from 1982 (1983 for the USD/JPY rate) through 1998 are reserved to see how well our trading strategy performs over a long out-of-sample period. Table 2 shows the loglikelihoods and parameter values from each exchange rate's best Markov model.
Each day, the model's predicted value for the exchange rate and a vector of filter sizes were used to map the data to a trading decision, using equation (10). The best filter sizes were chosen to maximize the in-sample excess return, given the estimated parameters. Trading positions were then used to compute in-sample and out-of-sample excess returns and risk-adjusted statistics, as in equations (13) and (14). Table 3 The filter sizes ranged from about 9 to 27 basis points. The largest filters were associated with the CHF. The in-sample mean excess returns were excellent but varied considerably among the 4 exchange rates, ranging from 9.84 to 17.21 percent per annum. The rules traded between 4
and 12 times per year in the in-sample period and were long between 13.6 and 61 percent of the time in the foreign currency.
B. Out-of-sample results
Of course, good in-sample performance is not very interesting for its own sake. The key issue is the out-of-sample risk-adjusted return of the rules. The out-of-sample excess returns are a bit lower, on average, than the in-sample returns but still excellent, ranging from 7.68 percent to 14.28 percent per annum. These are outstanding excess, out-of-sample returns. and filter rules using the in-sample period of 1975-1981 (through 1982 for the JPY). 6 We compute signals from all combinations of moving average rules with short moving averages from 1 to 9 days and long moving averages from 10 to 150 days (in increments of 5 days). We compute signals from all combinations of filter rules with filter sizes of 0.5 to 3 percentage points (in increments of 0.5) and go back 5 days to find extrema. That is, we computed results for (9*29 + 6 =) 267 rules. These rules are similar to those used in the literature, such as Neely (1997) . We then found the best performing technical trading rule in the in-sample period and calculated out-of-sample trading rule statistics.
The results from these traditional technical trading rules are shown in Table 4 . In the insample period, the technical trading rules do extremely well, as one might expect from the literature. Their performance deteriorates in the out-of-sample period, but is still very strongespecially those of the MA rules. The filter rules' annual returns range from -1.91 percent to 4.15 percent per annum and those of the MA rule from 5.40 percent to 7.06 percent. These annual returns are broadly comparable to those found for conventional technical trading rules by Sweeney (1986) and Neely (1997) . Neely (1997) , for example, finds that filter and double moving average rules generated returns between -1.5 percent and 7.5 percent for a 23-year sample of DEM/USD data, with the double MA returns in the 6 to 7.5 percent range.
The Sharpe ratios and CAPM βs also show little evidence that the technical rules' excess returns are compensation for bearing risk. The Sharpe ratios are generally very good -those of the MA rules range from 0.51 to 0.65-and the CAPM βs are small, though 3 of the 4 of the βs for the JPY are statistically significantly positive. In short, these results are consistent with those found previously for technical trading rules in foreign exchange markets (e.g., Neely, 1997) .
Technical trading rules make excess returns that cannot be explained with transactions costs or the usual risk adjustment techniques.
As unexplainably good as the traditional technical rules' performance is, however, the annual returns and risk-adjusted returns for the Markov trading rules are uniformly better (compare Table 3 with Table 4 ). Table 5 shows two tests for the equality of means between the Markov trading rules and the double MA technical rules. The t-statistics for the difference in means are significant at conventional levels for the DEM and JPY but not for the CHF and GBP.
In addition to reporting t-statistics, Table 5 reports Bayesian posterior probabilities for the hypothesis that the Markov returns are superior to the ex ante best technical rules. We report posterior probabilities because classical test procedures fix the probability of rejecting the null hypothesis given that it is true but do not balance that desire against the danger of falsely accepting the null hypothesis-incorrectly rejecting a useful trading rule. It is evident that failing to identify profitable trading rules is as costly as using unprofitable rules. In contrast, Bayesian posterior odds ratios summarize the evidence in favor of one hypothesis relative to another. A 6 These "filter rules" have no direct relation with the filters used in the Markov trading rule, despite the name. Table 6 -showed only a marginal diminution from the contemporaneous signal results depicted in Table 3 . Clearly, the trading results are not due to the performance of the rule immediately after a position is taken, but rather they are longer-term phenomena.
Several authors have speculated that the returns to technical rules have been declining in the last 10 or 15 years (Levich and Thomas, 1993; LeBaron, 2000) . Are the returns to these rules stable? Have they declined recently? Figure 2 , which shows the time series of the one-year moving average of Sharpe ratios to each rule, sheds some light on this issue. Although the out-of-sample Sharpe ratios appear to be lower than the in-sample figures, there is no obvious break in the ratios in the last 10 years. With no graphical evidence of a break, we forego formal tests.
This conclusion appears to be consistent with Okunev and White (2003) , but not with Olsen (2004) . Olsen (2004) found that returns to trading rules that are reoptimized in rolling periods have been declining over time. Perhaps the apparent contradiction should not come as a surprise, however, because the structure and reoptimization strategy of Olsen's rules is different than those examined here.
C. Value-at-Risk Calculations
This paper has followed the literature in using Sharpe ratios and CAPM βs to measure the risk of the rule's strategy. But the ubiquity of such procedures illustrates the slowness of academic research to connect with industry practice. In practice, money managers and regulators often want an estimate of how bad things can get with a particular trading/portfolio strategy.
Perhaps the most common way to predict this is with value-at-risk (VaR) calculations. For example, a trader might wish to be X percent certain that a portfolio will not lose more than Y percent of its value over the next N days. In calculating a bank's capital requirement, regulators typically assume a horizon of N = 10 days and a certainty level of X =99. That is, regulators
want to know what loss a bank can be expected to suffer in the worst 1 percent of cases over the next 10 days. Similarly, foreign exchange traders for banks will often be limited in the size of their positions, to limit the risk to the financial institution.
The Markov switching model provides a full predictive density that provides a natural way to estimate the trading strategy's value-at-risk. One can compute the rule's return distribution on each day and then allow the trading rule to leave the market on each day (z t = 0) on which the predicted value-at-risk (volatility) is greater than the 95th percentile of the unconditional distribution. We illustrate with N equal to 1 for computational simplicity but-given the mean reversion in the volatility process-believe that results with a longer horizon would be similar. Table 3 We can compare the risk-adjusted mean returns of the Markov model to those of the conventional technical trading rules. Of course, the simple technical trading rules have no intrinsic adjustment that permits them to leave the market during periods of high value-at-risk.
The ubiquitous GARCH model, however, can provide a conditional volatility forecast for the VaR calculation. To do that, we first estimate GARCH models for each exchange rate in the insample period, using a student-t distribution to account for the fat tails. Then the technical trading rules leave the market in the out-of-sample period if the predicted conditional variance is greater than the 95th quantile of the in-sample GARCH conditional variance distribution. 
D. Statistical Criteria
Finally, we compare MSE and MAE for the Markov switching model to the naive constant return model at forecast horizons of 1, 5, 10, and 20 business days. Ratios less than one indicate that the Markov switching model is forecasting exchange rate returns more accurately than the naive model. Table 9 shows that the Markov model consistently forecasts better than the naive model in-sample but this advantage fails to consistently carry over to the out-of-sample period (bottom panel). In the out-of-sample period, the constant return model clearly dominates the Markov model by the MSE criterion, but the results for the MAE criterion are mixed. The fact that the Markov model does much better on the MAE criterion than the MSE criterion indicates that the latter is probably influenced by extreme errors. This view is supported by the fact that the Markov model predicts the sign of the return correctly. The "%Right" is above 50 for every exchange rate, at all forecast horizons, in both subsamples. The Markov model can detect shifts in exchange rate trends, despite its mixed performance on the MSE and MAE criteria.
What Creates Trading Rule Returns?
A. Discussion of the source of trading rule returns
Perhaps the most important unsettled issue in studies of technical analysis is the source of the returns. Technical analysts and economists have differing views on the source of the predictability. Technical analysts credit psychology for the success of their methods: Asset traders will tend to react the same way when confronted by the same conditions. Therefore, past price patterns will predict future price patterns (Neely, 1997) .
Economists have modified the venerable efficient markets hypothesis to attribute the success of technical analysis to information transmission problems. 7 Three features of the highly competitive foreign exchange rate market facilitate such problems: 1) transaction quantities and prices are not public information but price quotes are available; 2) trades take place sequentially-i.e., there is time to learn from previous trades; and 3) market participants have heterogeneous information and risk tolerance. These features might combine to produce predictable trends because the price pressures from better informed agents provide private information about their own and their customers' demand for foreign exchange. Uninformed traders observe price movements created by the trades of informed traders and reinforce them.
Behavioral finance attempts to explain extrapolative trading in terms of biases in decision making. That is, experimental participants seem irrationally optimistic about their chances to win games, and the opinions of members of a group tend to reinforce common ideas or beliefs.
For example, members of a jury may become more confident about their individual verdicts if the other members of the group agree.
A third explanation for the success of technical trading rules is that intervention by monetary authorities creates technical trading rule profitability. LeBaron (1999) found a remarkable correlation between daily U.S. official intervention and returns to a typical moving average rule.
Further research extended this result (Szakmary and Mathur, 1997; Saacke, 2002, and Sapp, 2004) . While these findings further convinced many researchers that intervention generated technical trading profits (Martin (2001) , Neely (2002) used high-frequency returns and 7 Grossman and Stiglitz (1980) identified the paradox of efficient markets. If markets were perfectly efficient, then traders could not make excess returns on fundamental information. But without returns to gathering fundamental information, then no one would do it and markets could not be efficient. Therefore, markets cannot be perfectly efficient. One resolution to this paradox is to recognize that analysts can recover the costs of research by profiting from having marginally better information than the rest of the market. Along these lines, Campbell, Lo, and MacKinlay (1997) suggest that it is more sensible to evaluate the degree of market inefficiency than to test for absolute efficiency.
intervention to show that the timing and direction of trading are inconsistent with the idea that central bank intervention generates technical trading rule profits.
B. Empirical investigation of the source of the excess returns
To investigate the source of the excess returns, we first consider whether the trading rule returns are especially high in certain states. That is, we regressed trading rule returns on the smoothed probabilities that each of the three state variables was equal to one. Because the coefficient estimates themselves are of little interest, Table 10 displays only tstatistics for the null hypothesis that the coefficients are zero. There is clearly a consistently significantly positive relation between the trading rule returns and the smoothed probability that the third state variable, which governs idiosyncratic switching in the mean return, equals one. A higher probability that state three equals one means higher expected returns. It is important to note, however, that we cannot generate similarly large trading rule returns based on a Markov model with switching only in the mean. The idiosyncratic mean return that we estimate is conditional on the effects of time-varying volatility and kurtosis.
In addition to the model-implied Markov state variables, one would like study the relation between trading rule returns and clearly-identifiable policies, such as central bank intervention.
Central bank intervention in foreign exchange markets has been a persistent explanation for the profitability of technical trading rules. Therefore, it is worth again exploring this hypothesis.
To explore this issue, one can regress trading rule returns on intervention indicators {-1, 0, 1} for U.S., German and Japanese intervention in USD in the DEM, JPY and CHF markets.
The interventions indicator equals 1 (-1) if the central bank purchases (sells) the non-USD 
The left-hand panel of Table 11 shows a consistent, positive relationship between intervention and trading rule returns, except for German intervention in the in-sample period.
That is, trading rule returns are unusually high on days of intervention. This is intriguing, as it appears to support the hypothesis that intervention generates trading rule returns. This conclusion is not supported by a closer examination of the evidence, however.
The right-hand panel of Table 11 shows a logit regression of trading rule position (long or short in the non-USD currency) on the intervention indicator. For the case of U.S. and
German intervention in the USD/DEM market, the regression is as follows:
The negative coefficients on the intervention variables in the right-hand panel of Table 11 indicate that the trading rule takes opposite positions from the intervention. That is, the trading rule trades with the trend and intervention trades against the trend. Neely (2002) Finally, we consider whether any macroeconomic factors are consistently related to monthly trading rule profits or the smoothed probabilities of the three Markov state variables.
The regression for the trading rule returns for the United States and Germany is as follows: 
G US G US G US t t G US
where the international growth differences are defined as and log growth rates are defined as Table 13 , which displays t-statistics from these macro regressions, shows that there appears to be no consistently significant relationship between the trading rule profits and/or probabilities of the state variables and the international differences in growth rates of macrovariables. The only statistically significant t-statistics pertain to the constants in the regressions.
Conclusions
This paper has applied Markov switching models to the problem of choosing ex ante trading rules in the foreign exchange market. Markov models generate statistically and economically significant out-of-sample returns that are much larger than those of conventional technical trading rules, and these returns appear to be stable over time. Conventionally estimated ARIMA models cannot provide such trading decisions because the projection of a Markov switching model onto ARIMA models results in an ARIMA(1,2) in which the first moving-average and first autoregressive coefficients nearly cancel out, resulting in a crucial loss of information.
The Markov switching models deliver very strong and stable out-of-sample returns, even though they fail to outpredict a naïve, constant-return benchmark by MSE and MAE criteria. The strong trading performance of the Markov switching approach hinges on its ability to identify lasting trends in exchange rates. The dependence between the exchange rate returns and higher moments enables the Markov rules to attain such an outstanding performance. This dependence has not previously been exploited in the technical trading rule literature.
The use of econometric methodology, rather than technical rules, to make trading decisions has several potential advantages. First, it is, in principle, possible to generate the entire multiperiod distribution of exchange rate returns, enabling the risk-averse investor to better assess the risk-adjusted expected returns. One natural extension that we demonstrated was an out-ofsample value-at-risk calculation in which the Markov rules exited the market at times that the forecast density predicted would be among the most risky 5 percent of days. Such a strategy successfully truncated the left-hand tail of the return distribution, minimizing the worst losses.
We compared such a value-at-risk strategy with a traditional technical trading rule, combined with a GARCH model to predict the riskiest days. The Markov rules, however, were still superior after the value-at-risk adjustments.
A second potential advantage of an econometric methodology is that the stability of the model structure-rather than the return moments-can be assessed in real time, enabling traders to change their trading rules with the structure of the data-generating process. This advantage was not explored in this paper.
Finally, we empirically explore whether trading rule returns are related to the smoothed probabilities of states, central bank intervention, deviations from PPP, or international differences in macro variables. The trading rule returns are clearly correlated with the probability of the state governing the idiosyncratic mean return, but as with past empirical explorations of this subject, there is no obvious candidate for the exogenous source of the trends that the trading rules exploit. Neither intervention nor deviations from PPP nor differences in the growth rates of macro-variables are consistently related to trading rule returns. Kendall and Stuart (1958) for a derivation of these statistics. The in-sample period is 1974 through 1981 (through 1982 for the USD/DEM rate). The out-of-sample data extend from 1982 (1983 for the USD/DEM rate) through 1998. -1394.3 -1358.4 -1852.5 -1057.3 Notes: The table shows the estimated parameters and the log-likelihood from the model described in equation (8). (10)), number of observations, the annualized return, net of transactions costs, in percentage terms, as well as the t statistic for that annual return, the mean number of trades per year, the percentage of business days the trading rule was long in the foreign currency, the Sharpe ratio and CAPM βs using the Morgan Stanley Capital International World Index and the S&P 500 as the market portfolios. β 1 is the CAPM beta of the trading rule portfolio with the MSCI world index and β 2 is the analogous statistic for the S&P 500. Returns are annualized and net of 10-basis-point transactions costs per round trip. The notes to Table 1 describe the in-sample and out-of-sample periods. Table 3 describe the row headings. "Short MA" and "Long MA" describe the length of the most profitable short and long moving average rules. "FiltSize" and "Nhood" describe the filter size and neighborhood (in days) of the most profitable filter rule. Notes: The first row of the table shows the difference in annual return between the Markov trading rule return and the ex ante best double MA rule from each exchange rate. The second row shows the t-statistic for the null of equality of means using a Newey-West correction with a 5 day window to calculate the standard error of the difference in means. The third row shows the p-value for this t-statistic. The fourth row shows the posterior probability that the Markov trading rule return is greater than the ex ante best double MA rule from each exchange rate, under the assumption that the difference follows a fifth order autoregressive process. Both panels cover the out-of-sample period. "Filter 1" and "Filter 2" is the most profitable filter size combination (in percent terms). "No. Obs." is the number of observations. "AR" describes the annualized return, net of transactions costs, in percent terms. "t-statistic" is the associated t-statistic for the annual return. "trades" is mean number of trades per year. "% long" represents the percent of business days the rule combination was long in the currency. "Sharpe" is the Sharpe ratio and "Worst X%" is the average of the worst 5% of annualized returns. "% Out" shows how often the rule was out of the market. Table 7 describe the row headings. "Short MA" and "Long MA" describe the length of the most profitable short and long moving average rules. "FiltSize" and "Nhood" describe the filter size and neighborhood (in days) of the most profitable filter rule. Notes: The table shows the t-statistics from regressing trading rule returns and smoothed probabilities on international differences in the log growth rates of macro-variables between the United States and Germany, Japan and the United Kingdom. The dependent variable in the first two columns is the trading rule returns, the dependent variable in the next columns are the smoothed probabilities of hyperstates 1, 2 and 3 equaling one. See equation (18) in the text for the trading rule regression. Notes: One-year rolling Sharpe ratios over the whole sample. Vertical lines depict the break between in-sample and out-of-sample periods.
