Many problems at the intersection of combinatorics and computer science require solving for a permutation that optimally matches, ranks, or sorts some data. These problems usually have a task-specific, often non-differentiable objective function that data-driven algorithms can use as a learning signal. In this paper, we propose the Sinkhorn Policy Gradient (SPG) algorithm for learning policies on permutation matrices. The actor-critic neural network architecture we introduce for SPG uniquely decouples representation learning of the state space from the highlystructured action space of permutations with a temperature-controlled Sinkhorn layer. The Sinkhorn layer produces continuous relaxations of permutation matrices so that the actor-critic architecture can be trained end-to-end. Our empirical results show that agents trained with SPG can perform competitively on sorting, the Euclidean TSP, and matching tasks. We also observe that SPG is significantly more data efficient at the matching task than the baseline methods, which indicates that SPG is conducive to learning representations that are useful for reasoning about permutations.
Introduction
Learning to solve combinatorial optimization problems from data has applications in many fields. As a motivating example, consider planar minimum/maximum weight matching. Given a bipartite graph with vertices represented as points in the plane, the objective is to find a permutation matrix that matches vertices such that the sum of Euclidean distances amongst all match pairs is minimized/-maximized. Other related combinatorial problems include graph matching [4, 27] , ranking [5, 1] , and data association in multi-object tracking [37, 23, 24] . Data association can be cast as a minimum weight matching problem; given a sequence of raw images containing object detections, the objective is to find the optimal matching between detections in adjacent images to form object tracks.
In this paper, we propose a data-driven algorithm for the task of learning permutations based on a policy gradient method from the reinforcement learning (RL) literature. Data-driven approaches to solving combinatorial problems involve training a model on a dataset of problem instances drawn from a distribution, so that the model is able to score highly with respect to the task-specific objective on a test set of instances drawn from the same distribution. Models trained with supervised learning can perform well by relying on traditional loss functions such as mean squared error [34, 35] , crossentropy error [27] , or mean squared error augmented with task-specific objectives [24] . However, obtaining large quantities of solved problem instances to build a labeled dataset is not always feasible.
extended to take advantage of the graph structure of the inputs by replacing the encoder with a graph attention layer [16] . A DQN [25] -inspired algorithm proposed in [8] also learns graph embeddings of problem instances, for the Euclidean TSP, Maximum Cut, and Minimum Vertex Cover problems. We have developed SPG, a policy gradient method designed for the class of combinatorial problems involving permutations. Indeed, the action space of a policy trained with SPG is the discrete set of N × N permutation matrices (P N ). In contrast to similar learning-based approaches [2, 8, 16] , SPG is not restricted to learning policies that emulate a greedy heuristic. We demonstrate that SPG is able to learn to sort integers, produce near-optimal matchings for maximum weight matching (MWM), and find tours of competitive length on the NP-Hard Euclidean Traveling Salesman Problem (TSP). On the MWM task, SPG is more data-efficient and outperforms baseline methods when scaling up to larger problem sizes.
Learning permutations with the Sinkhorn-Knopp algorithm
Learning permutations is challenging for two main reasons. First, the number of permutations grows factorially in the size of the problem. Second, the non-differentiability of P N prevents learning algorithms from directly using backpropagation for end-to-end training. Due to [1] , a truncated version of the Sinkhorn-Knopp algorithm [33] , which maps a square matrix to a doubly-stochastic matrix (all rows and columns sum to one), was derived for use as a layer in a composable, end-toend differentiable model. This Sinkhorn layer produces continuous and differentiable relaxations of permutation matrices. Recently, [22] built upon this work and introduced Gumbel-Sinkhorn networks for performing inference on probabilistic models that have latent permutation variables. Gumbel-Sinkhorn networks combine Sinkhorn layers with a temperature-controlled softmax gradient estimator for discrete variables [14, 21] to infer permutations from data. We use temperaturecontrolled Sinkhorn layers to develop a deep neural network architecture for a policy network that can be trained with SPG. We also describe a technique for removing bias induced by the continuous relaxation. The rest of our paper is structured as follows. In the next section, we introduce the requisite background for explaining SPG. In Section 3, we provide details on SPG. In Section 4, we present findings from ablation studies and the main set of experiments. In Section 5, we discuss related works and conclude.
Background
Notation. We use capital letters to represent scalars (e.g., N , K), bolded capital letters for matrices (e.g., M), script capital letters for sets (e.g., S), lowercase letters for elements of a set (e.g., s ∈ S), and bolded lowercase letters for vectors (e.g., b). Occasionally it will be necessary to introduce a concept using notation from another paper; we will point out these instances to maintain clarity.
Problem setting
The learning framework we most closely follow is the average reward contextual bandits setting. Formally, at each step, there is a context which consists of a state s ∈ S and a set of actions A available to an agent. Here, A = P N . States are instances of combinatorial problems of size N drawn from a distribution ρ. As an example, consider the task of sorting ten numbers; S is the set of all 10! orderings of the ten numbers, ρ is a uniform distribution over S, and A is the set of all 10 × 10 permutation matrices. Unlike the standard contextual bandits setting, the number of "bandit arms" scales factorially in the problem size N and we are interested in finding a deterministic policy π : S → A that does not take the entire context as input. It might be possible to also formulate this problem with a stochastic policy π(a|s) using, e.g., the tractable, differentiable density over permutations based on the reparameterization trick proposed recently in [20] . The recently introduced Gumbel-Sinkhorn distribution does not have a tractable density [22] , and hence we leave this line of inquiry for future work.
The immediate reward, or the return, that the agent receives from the environment is r(s, π(s)). If we parameterize the policy with parameters θ, the agent's objective can be defined as finding θ * that maximizes the average reward J(π θ ) = Es∼ρ[r(s, π θ (s))]. Note that the objective can also be written in terms of the regret, or the expected amount of return the agent "missed out on" by selecting sub-optimal actions.
Deterministic policy gradient methods
We now show how the off-policy actor-critic deterministic policy gradient algorithm [32] , originally derived for RL, can be formulated for our contextual bandits setting. Let the deterministic target policy be π θ . The action-value function Q(s, a) induced by policy π θ , defined as the return for choosing action a in state s under deterministic policy π θ , is equal to r(s, π θ (s)). In Section 4.2 of [32] , the off-policy deterministic policy gradient is defined for an arbitrary behavior policy β (e.g., an -greedy policy for encouraging exploration) as
where Q(s, a) is estimated by a differentiable critic Q θ (s, a) in practice with parameters θ , fit with off-policy experience from β. Note that throughout this paper, we assume that the regularity conditions for the Markov Decision Process in [32] also hold for our contextual bandits setting. To update the critic parameters θ , we can descend the gradient of the following mean squared error loss:
Equations 1 and 2 can be derived by setting the RL episode horizon T in [32] to one, i.e., we are equating our contextual bandits setting to 1-step RL. The extension of our proposed policy gradient method to episodic RL is possible and is left for future work. In practice, the policy and action-value functions in Equations 1 and 2 are implemented as deep neural networks, as is the case with the actor-critic paradigm used in the deep deterministic policy gradient (DDPG) algorithm [19] . As a result of using nonlinear function approximation for learning the actor and critic, the policy gradient (Equation 1) is no longer exact and bias is introduced. The critic is not updated with a 1-step temporal difference rule as it is in DDPG; hence, target networks are not needed to stabilize learning. In Section 3, we will provide complete algorithmic details on how we make use of Equations 1 and 2 to implement SPG. In the next section, we introduce the technique used to relax P N to a continuous and differentiable set, which is necessary for computing the policy gradient.
Temperature-controlled Sinkhorn layer
To use the deterministic policy gradient defined in the previous section, we need a continuous and differentiable approximation of P N . Recently, [22] proposed to combine Sinkhorn layers [1] with a temperature-controlled continuous relaxation inspired by the Gumbel-Softmax trick [14, 21] . We first describe Sinkhorn layers for positive square matrices X, which we hereafter refer to as the Sinkhorn operator S L (·). Using the notation of [22] , the Sinkhorn operator is defined recursively for 1 ≤ i ≤ L as
where
is the column normalization operator and T j,k
is the row normalization operator. The gradients with respect to the input can be computed efficiently by unrolling each row and column normalization [1] . One of the main results from [22] is that, by introducing a temperature parameter τ , applying S L (·/τ ) to X produces the doubly-stochastic matrix M whose entries tend to zero or one in the limit as τ approaches zero. In practice, L and τ are treated as hyperparameters; we discuss how they are selected for our experiments in Section 4.2 and Appendix D. Example code for a stable implementation of S L (·/τ ) in log-scale to mitigate numerical errors is provided in Appendix A. In the next section, we describe S L (·/τ ) is used within the SPG actor network.
Sinkhorn Policy Gradient
In this section, we describe SPG, an off-policy deterministic policy gradient algorithm for the action space of P N . We also introduce a novel actor-critic neural network architecture for SPG, as well as a technique for reducing the policy gradient bias induced by the continuous relaxation. In the actor network, two sets of objects are processed by a shared embedding layer, after which the matrix outer product of the two embeddings is computed. The fused embedding is fed into a GRU for representation learning over all possible match pairs. The output is passed to a Sinkhorn layer, which produces the doubly-stochastic matrix M. The Hungarian algorithm is used to round M to a permutation matrix P. The gradient of the actor network is taken with respect to M, "bypassing" P. The critic network uses the same embedding layer for the state, and the action is embedded with a fully-connected layer. These embeddings are fused with an element-wise sum, and mapped via a linear layer to a scalar. Best viewed in color.
We relax P N to the continuous set of N × N doubly-stochastic matrices with S L (·/τ ). The actor network takes the state as input, typically an N × K matrix when S = R N ×K , embeds it into a high-dimensional space, and then uses S L (·/τ ) to output a doubly-stochastic matrix M. Note that since τ is fixed, the entries of M are not binary. At the start of training, the entries of M will be close to 1/N , and as the actor gets more "confident" in its action selection, M's values get pushed closer to either zero or one. We round M to the nearest permutation matrix P = H(M) with the O(n 3 ) Hungarian algorithm [18, 26] . Here, "nearest" technically means the permutation P that maximizes trace(P M).
Given P and M, we can now redefine the policy and critic loss gradients by slightly adjusting Equations 1 and 2. The new policy gradient looks like
and the new critic loss gradient is
In Equation 5 , we need to use the continuous relaxation M for computing ∇ θ π θ (s) because P is not differentiable with respect to θ. M is also used to compute the critic action-gradient because ∇ a Q θ (s, a)| a=P is zero almost everywhere, and furthermore Q θ (s, P) has discontinuities. This heuristic of "bypassing" P, i.e., treating it like an identity function when computing the policy gradient, is inspired by the straight-through gradient estimator [3] . The complete training loop for SPG, which resembles the one used by DDPG, is provided in Algorithm 1 in Appendix B. Like DDPG, SPG uses a replay buffer when computing the gradients in the backwards pass. We next describe how we can remove most of the bias that the relaxation introduces into the policy gradient.
De-biasing the policy gradient. In our initial experiments, we observed that the actor network's improvement in terms of average reward would stagnate quite early during training; however, the critic loss would continue to decrease. Notice that the policy gradient is defined using the critic action-gradient ∇ a Q(s, a)| a=M taken with respect to continuous actions M, and the critic loss is defined for discrete actions P. Since the Q-values for the continuous actions were not being updated by the critic loss, the critic action-gradient was not accurately approximating the direction 
where MSE is short-hand for the mean squared error. Equations 5 and 7 are the key components of the SPG algorithm. We provide a geometric interpretation as to why the penalty term helps the critic action-gradient correctly approximate the direction of maximum reward improvement in Appendix C. In Section 4.2, we show the penalty term's effectiveness with an ablation study.
Actor-critic architecture. SPG uses deep neural networks to implement the actor π θ (s; τ ) and the critic Q θ (s, a). The SPG+Matching architecture is shown in Figure 1 . For non-matching combinatorial problems where the only input is a single set of objects, the architecture differs in that there is only a single input to the embedding layer, the GRU is bidirectional, and the matrix outer product is removed. This version of SPG is called "SPG+Sequential". Implementation details for both architectures are in Appendix A.
Exploration. We propose to use an exploration strategy inspired by local search methods from meta-heuristic algorithms like the Greedy Randomized Adaptive Search Procedure (GRASP) [30] .
In particular, k-exchange neighborhoods are used to perturb the permutations selected by SPG; this exploration heuristic works by randomly swapping k rows of the permutation matrix. In our experiments, we fix k = 2. This is combined with -greedy exploration to control the amount of exploration over time. We examine the impact of this exploration strategy on SPG's performance in Section 4.2.
Experiments

Experimental setup
To evaluate SPG, we considered three combinatorial optimization problems whose solutions can be represented as permutations: sorting with N=20,50, MWM with N=10, 15, 20, 25 , and the Euclidean TSP with N=20. With the penalty term, the bias from the continuous relaxation is mostly removed, allowing the actor to keep improving as it sees more data. b) Performance on MWM-10 with various Sinkhorn layer temperatures. We observed that as τ decreases, the agent can achieve higher average rewards with lower variance. 68% and 95% CI bands are shown for (a), and 68% CI bands are shown for (b).
For all experiments, 500K problem instances are generated for training, along with 1K held-out samples for evaluating the target policy. The target policy is evaluated after each pass of the training set by computing the mean reward over the test set. We compute the mean and/or median of the best test set scores over 10 random seeds. For hyperparameter tuning and ablation studies, we used two separate validation set of MWM problem instances with N=10 (MWM-10). Full experiment and hyperparameter details can be found in Appendix D.
Before presenting results, we will formally introduce the MWM task, which may be less familiar than sorting and the Euclidean TSP. 2N points are uniformly sampled in
, and each vertex represented by a point (x i , y i ). The objective is to find an N × N permutation corresponding to a matching between pairs of vertices from V 1 and V 2 that maximizes the sum of the Euclidean distances. The action P selected by the actor is used to permute the vertices of V 2 to create a candidate matching. We define an optimality ratio as predicted matching weight optimal matching weight ∈ [0, 1] to assess performance; optimal matchings can be computed with the Hungarian algorithm. We emphasize that SPG is designed to solve more complex problems than MWM where labels are not easily available (e.g., data association). In these scenarios, SPG must learn to solve the problem from raw inputs and a reward function that may not accurately specify the desired behavior. MWM is useful as a benchmark not only because it is challenging for SPG and the baseline methods, but also because we can exactly evaluate performance through optimality ratios.
Ablation and sensitivity studies
To improve our understanding of SPG, we conducted the following studies on MWM-10. First, we compared the performance of SPG with and without the added penalty term to the critic loss. Then, we evaluated SPG with and without exploration. Finally, we considered various values for the temperature parameter τ .
Critic penalty ablation study. We performed an ablation study to investigate the effect of the critic loss penalty term. The Q-values for the discrete actions P, which we called "hard Q-values", accurately predict the immediate rewards. However, without the penalty term, the "soft Q-values" for continuous actions M diverge. With the penalty term, both the hard and soft Q-values accurately predict the reward (Figure 2, bottom row) . The penalty term also allows SPG to train for much longer before learning saturates (Figure 3a) .
Exploration study. We evaluated SPG with -greedy exploration and the 2-exchange neighborhood heuristic to assess its efficacy. In this experiment, is initialized to either one or zero; when initialized to one, we tried linearly decaying by 95% and 90% after every epoch until it reached 0.01. We found that the difference in average reward amongst the considered exploration schemes was insignificant, possibly because the tasks we consider have dense reward functions. However, = 1 and the decay rate of 0.95 exhibited the lowest variance for the final average reward after 20 epochs compared to no exploration (F = 4.402 with N 1 = N 2 = 10 and p = 0.019), and hence use this exploration strategy in our experiments. Other starting values for between zero and one were considered, but were strictly worse.
Sinkhorn τ sensitivity analysis. To ascertain SPG's sensitivity to the Sinkhorn temperature parameter τ , we compared SPG's performance on MWM-10 for values in {1, 0.5, 0.1, 0.05, 0.01}. Results are displayed in Figure 3b . Smaller values of τ corresponded to higher average rewards. However, we observed diminishing returns for τ < 0.05, most likely due to increased variance in the policy gradient estimate. We use τ = 0.05 with L = 10 in the remainder of the experiments.
Main results
Baselines. We compare SPG's performance on sorting and the Euclidean TSP against the greedy RL pretraining model from [2] . In our experiments, this model is referred to as Pointer-Network Actor-Critic (PN-AC). On the Euclidean TSP, we also compare against [16] , an extension of [2] that replaces the encoder with a graph attention layer.
We modify PN-AC to use SPG+Matching's bipartite graph embedding layer for the MWM task; we call this model PN-AC+Matching. We also tried removing PN-AC+Matching's autoregressive decoder to create a simple RL baseline, called AC+Matching. It uses a softmax to sequentially sample match pairs directly from the encoder output. Implementation details for all baseline models are provided in Appendix A.
Sorting. SPG is trained to predict the permutation that, when applied to a list of integers, returns them in sorted order. The reward function is the Kendall-Tau (KT) correlation coefficient, which provides dense rewards. A KT score of 1.0 means the list was perfectly sorted. We train SPG+Sequential and PN-AC on lists of size N = {20, 50}. For PN-AC, we use the same hyperparameters as reported in [2] , except that we needed to lower the learning rate to 1e-4.
The mean highest attained KT scores on the test set are presented in Table 1 . Both SPG and PN-AC are able to learn to solve this task.
MWM. For this set of experiments, we trained SPG+Matching, PN-AC+Matching, and AC+Matching on MWM with N = {15, 20, 25}. As a point of reference, the performance of an untrained SPG+Matching policy (SPG+Random) is also provided. Results in Table 3 are the medians of the best optimality ratios achieved on the test set over all 10 random seeds. Unlike PNAC+Matching, AC+Matching is able to do better than random (Figure 4) , from which we conclude that the pointer network decoder is not suitable for this task. SPG+Matching is more data efficient and scales better with larger N than AC+Matching, which implies that the representations learned by SPG+Matching are well-suited to matching problems.
TSP.
To demonstrate SPG's performance on an NP-Hard problem, we trained SPG+Sequential on the Euclidean TSP for N = 20. To generate each TSP instance, points are uniformly sampled from the unit square. The reward function is the negated sum of the Euclidean distances between each stop along the tour. In Table 2 , we present mean tour lengths on the test. The tour lengths for the baselines are reported from [2, 16] . SPG+Matching is more data efficient on all three problem sizes, and achieves a higher average reward on MWM-20 and MWM-25. CI bands for 68% and 95% are shown. 
Related works
The use of learning algorithms for solving problems involving permutations has a rich history. One of the earliest and most influential papers in this line of research, by Hopfield and Tank [12] , describes how to use Hopfield nets to approximately solve instances of the TSP. Due to the ubiquity of permutations, research on this topic continued, with algorithms based on Sinkhorn balancing and continuous relaxations appearing in [17, 9, 11] . The work of [1] laid the groundwork for combining deep learning with learning over permutations [20, 6, 22] . DeepPermNet, proposed in [6] , is a convolutional neural network augmented with a Sinkhorn layer for solving problems in computer vision with supervised learning such as comparing sets of images based on their attributes. The DeepPermNet work is complementary to ours, in that a similar convolutional neural network-based architecture can be trained with SPG to solve permutation-based vision tasks.
A supervised-learning approach to the MWM problem is proposed in [24] . They use a single LSTM to implement a greedy algorithm that sequentially outputs a probability distribution over potential matches one vertex at a time, not unlike the AC+Matching architecture we used as an RL baseline. They show that it can solve a simple data association task for tracking five targets.
The S2V-DQN algorithm from [8] uses the struct2vec [7] algorithm to embed an input graph of a combinatorial problem, which gets passed to a Q-network. For the TSP, we noted that it uses both the edge lengths and well as the vertex coordinates to build its powerful graph representation. PN-AC and SPG both learn their own state representations from just vertex coordinates, and hence both start out producing essentially random tours, unlike S2V-DQN.
Conclusion
We introduced the SPG algorithm for solving combinatorial optimization problems involving permutations. Our algorithm is able to solve all tasks under consideration reasonably well and demonstrated its ability to learn strong representations for policies over permutations. A current limitation of SPG is that generalizing to different problem sizes requires retraining. This can partially be addressed with an inductive graph-embedding layer [10] that removes the embedding layer's dependency on the dimension of the problem size, possibly allowing for positive transfer to larger problem sizes. We note that there are many other ways to potentially improve SPG's performance that are orthogonal to the contributions of this paper, such as incorporating prioritized experience replay [31] or parameter noise exploration [29] .
A Actor-critic architectures
A.1 SPG+Matching
We begin by explaining the SPG+Matching actor network architecture for S = R N ×K × R N ×K . Let N be the number of objects in each of the two disjoint sets of vertices in a bipartite graph and suppose X 1 , X 2 ∈ R N ×K is a representation of the bipartite graph with feature dimension K. For planar graphs, as in MWM, K = 2. The parameters for the nonlinear embedding of X 1 and X 2 , {W e , b e } are shared,
with W e ∈ R K×128 and b e ∈ R 128 . All nonlinearities σ are LeakyReLUs with negative slope 0.01. Next, the matrix outer product of the embeddings is computed
E is split in the zeroth dimension to form an N -dimensional sequence of length N . Next, this sequence gets passed to a GRU layer:
The GRU has parameters
, and the output of the GRU is h N ∈ R N ×128 .
We map h N to an N × N matrix with a linear layer,
for W a ∈ R 128×N and b a ∈ R N . Next, Y a is processed by the Sinkhorn layer ( Figure 5) ; in our experiments, we use τ = 0.05 and L = 10. The Hungarian algorithm is applied to round the output of the Sinkhorn layer to a permutation matrix. We parallelize the Hungarian algorithm by splitting the mini-batch across multiple processors.
The critic network for SPG+Matching has a similar architecture as the actor network up to Equation 11. Instead of the linear layer, we map the hidden state of the GRU back to the embedding dimension with a nonlinear layer and BatchNorm [13] ,
for W c ∈ R 128×128 and b c ∈ R 128 . The critic also takes as input the action P, which we combine with the learned representation of the state Y c as follows:
with W d ∈ R N ×128 and b d ∈ R 128 , and W f ∈ R 128×N and b f ∈ R N . We found that BatchNorm helps the critic network combine the state and action effectively. The fused state and action embedding Y f ∈ R N ×N is mapped to a scalar by
A.2 SPG+Sequential
The SPG+Sequential architecture is used for problems where S = R N ×K is a set of N objects, and the agent selects an action that permutes its own input. For the most part, the SPG+Sequential actor network mirrors the actor architecture from SPG+Matching. Rather than reproduce most of Equations 8-12 here, we will just point out the few differences. First, the SPG+Sequential actor only needs to embed one set of objects X, so there is only one embedding computed instead of two (Equation 8). Second, this embedding is passed directly to the GRU; there is no matrix outer product as in Equation 9 . The GRU in SPG+Sequential is bidirectional, which we found helped improve the overall performance on TSP-20.
SPG+Sequential's critic network differs from SPG+Matching's critic network in that the action is fused with the state before the recurrent layer. This performed significantly better for the tasks we considered; we believe that this is due to the prominent sequential nature of both the states and actions for the sorting and TSP tasks. The critic can be defined for a state and action pair (X, P) as
The critic parameters are
, plus the GRU parameters with dimension 256 (2x 128 for bidirectional GRU).
Sample code for implementing a Sinkhorn layer. In Figure 5 , we show example code for a stable implementation of the Sinkhorn layer. In our experimentation, a naive implementation occasionally caused numerical errors even for τ values as large as 0.1.
A.3 PN-AC
For the sorting task, we used an implementation of PN-AC that is based on the greedy RL pretraining model from [2] . We briefly describe the architecture here, but refer the reader to [2] for more details. The actor network in PN-AC uses an LSTM encoder and decoder with an attention mechanism to sequentially "point" at elements from the input sequence to greedily construct solutions. This algorithm is able to produce solutions that satisfy the permutation constraints by hard-coding a rule that prevents the attention mechanism from selecting the same element from the input twice. Instead of a critic network, we found that an exponential moving average made a suitable baseline for PN-AC's REINFORCE policy gradient estimator. Crucially, PN-AC is designed to perform well on combinatorial problems where the output is a permutation or subset of the input, and both the input and output have an underlying sequential structure.
A.4 PN-AC+Matching
We modified the PN-AC architecture to train it on the MWM task. In PN-AC, the length N input sequence X ∈ R N ×K representing the state gets embedded by a linear transformation and then processed by an encoder network. PN-AC+Matching instead adopts the shared dual-embedding of SPG+Matching to transform two inputs X 1 , X 2 ∈ R N ×K into the embedding E ∈ R N ×N from Equation 9 . As in SPG+Matching, E is split in the zeroth dimension into a length N sequence of N -dimensional vectors, which gets processed by an identical encoder network to the one used by PN-AC. The output of the encoder, a length N sequence of 128-dimensional vectors, is passed to a decoder network as the attention context. The decoder network is mostly unchanged from the one used by PN-AC. As with PN-AC, the initial decoder input is a trainable parameter. We concatenate the embeddings E 1 and E 2 from Equation 8 to use as inputs to the decoder, and hence the decoder input dimension is 256. At each time step t = 1, ..., N , the pointer mechanism selects the i th node, i = 1, ..., N , from X 2 . The i th element of E 2 is concatenated with the t th element of E 1 to use as the input to the decoder at the next time step. The order in which the elements of E 2 are selected dictates the permutation applied to X 2 after the decoding is complete, which is used to form the matching solution.
In summary, the main difference between PN-AC and PN-AC+Matching is the embedding process for the input, which is identical to the one used by SPG+Matching.
A.5 AC+Matching
To create a simpler (albeit more effective) baseline than PN-AC+Matching, we experimented with removing the autoregressive decoder. This architecture also uses the same embedding process as PNAC+Matching and SPG+Matching. Instead of using a decoder, it simply takes the fused embedding E, splits it along the zeroth dimension, and uses each N -dimensional vector as input to an LSTM. At each time step, the output of the LSTM h t ∈ R 128 is transformed by
where C = 10, W p ∈ R 128×N , and b p ∈ R N . The logits l t ∈ R N are masked, as is done in PN-AC and PN-AC+Matching, to keep inputs from being selected more than once by the pointer mechanism. A normalized softmax operation is applied to l to create a multinomial distribution over the available inputs, from which one input element is stochastically selected. Similarly to PN-AC and PN-AC+Matching, AC+Matching is trained with REINFORCE and uses an exponential moving-average baseline.
B Algorithm
The training algorithm we use for SPG is given in Algorithm 1. A replay buffer R is maintained for experience replay; we uniformly sample from R to construct mini-batches for computing gradient estimations. Each epoch lasts for a pre-determined number of training steps, after which the target policy is evaluated on a held-out test set.
C Geometric interpretation of the critic loss penalty term
In this section, we provide a geometric interpretation of the penalty term used to remove bias due to the continuous relaxation. First, we define the Birkhoff polytope B N as the set of all N × N doubly-stochastic matrices. All points of B N lie on the convex hull of P N , i.e., the vertices of the convex hull are N × N permutations. Therefore, an SPG policy π θ outputs an element M ∈ B N , which gets mapped to the nearest vertex of B N by the non-differentiable Hungarian method, i.e., P = H(π θ ) = H(M). We provide a visual representation of B 3 in Figure 6a as an example.
Algorithm 1 Sinkhorn Policy Gradient
Initialize actor π θ (s; τ ) and critic Q θ (s, a) Initialize replay buffer R for i = 1 to max train steps do
Make k = 2 random row exchanges for P and M end if Apply P to s and observe r(s, P) Store experience (s, M, P, r) in R Sample mini-batch (s n , M n , P n , r n ) ∼ R Update critic by minimizing:
Update the actor policy by ascending the sampled policy gradient:
The Q-values for the discrete actions Q θ (s, P) are piece-wise constant over B N , which is why ∇ a Q θ (s, a) a=P is zero almost everywhere (and undefined at the discontinuities between the regions dividing B N ). Next, we will describe how we can obtain a useful critic action-gradient that accurately approximates the direction of maximum reward improvement.
We can measure how close the Q-values for the relaxed permutations M match those for P with the following: Figure 6b shows the Q-values corresponding to P and M for fixed s ∈ S in B 3 . By treating this as a regression problem with loss function and targets Q θ s, P , we fit a smooth approximation to the piece-wise constant action-value function induced by P. The critic action-gradient ∇ a Q θ (s, a) a=M , depicted in Figure 6b , is well-defined everywhere in B N since Q θ (s, M) is continuous and differentiable by construction. Furthermore, the critic action-gradient clearly approximates the direction of reward improvement at the region boundaries in B N , and the quality of the approximation improves as → 0.
In practice, we can minimize by minimizing the mean squared error between Q θ (s, P) and Q θ (s, M), which we estimate with a mini-batch of samples s drawn from ρ as MSE stop grad Q θ (s, P) , Q θ (s, M) . Updating θ with the gradient of and a small enough step size guarantees that will decrease and eventually settle in some local minima. Even though the targets use the same parameters as Q θ (s, M), we hold them fixed with stop grad and we observe that they become stable as the critic converges.
D Experiment details
Details about the deep network architectures for SPG and the baselines are provided in Appendix A. We use Adam [15] to optimize all models. We arrived at the hyperparameters listed in Table 4 using the SigOpt Bayesian optimization service (except for Adam's parameters, which are the defaults) on The points in B 3 are 3 × 3 doubly-stochastic matrices; the vertices of the B 3 /hexagon are 3 × 3 permutation matrices. All elements of B 3 within a region are sent to the vertex contained in that region by the Hungarian method, and hence have the same Q-value, e.g., Q 1 . b) In this figure, the x-axis is divided into the 6 regions of B 3 , as if the hexagon from (a) was cut to the center along one of the region boundaries and laid out along the real line. This is not a technically accurate depiction of the Q-values over B 3 , but it is useful to acquire intuition. The Q-values for discrete actions, i.e. permutations, are piece-wise constant (Q 1−6 ) and the Q-values for the continuous actions form a smooth, differentiable surface. The penalty term tries to minimize the squared error between the two so that the action-gradient of the smooth surface provides an accurate indication of the direction of maximum reward improvement at region boundaries.
a validation set of 500K instances of MWM-10. These hyperparameters are shared across all tasks in our experiments for both SPG+Matching and SPG+Sequential.
For the number of Sinkhorn iterations L, we considered L ∈ {5, 10, 15} and found that 10 offered the best trade-off between having too few iterations (and hence the matrix M doesn't satisfy the permutation sum-to-one constraints for both the rows and columns), or too many iterations which causes the gradients to vanish.
All experiments are run with pure PyTorch [28] and a single NVIDIA GPU (we used a GTX 1080 and a server with Titan Xp's and a Titan V). We note that we observed a significant speed up when splitting the Hungarian algorithm computation over across multiple cores. In our implementation, we split batches of problem instances of size 128 across four cores. Code for reproducing the results from this paper will be available online.
E Analysis
We observed that MWM becomes increasingly difficult to solve as N increases and the points get more densely crowded; basically, the differences in the matching weights between candidate matchings get arbitrarily small. Additionally, SPG can find a matching that is within 0.003% of the optimal weight but use none of the correct pairs from the optimal solution ( Figure 7 ). This suggests that reward shaping in the form of adding auxiliary objectives may be necessary to help solve these issues of identifiability for certain tasks. Figure 7 : (a) The optimal matching for an instance of MWM-10. (b) A matching produced by SPG where the matching weight has an optimality ratio of 0.997. However, none of the selected match pairs are found in the optimal solution.
